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Abstract
We consider rank-one symmetric tensor estimation when the tensor is corrupted by gaussian noise and the spike
forming the tensor is a structured signal coming from a generalized linear model. The latter is a mathematically
tractable model of a non-trivial hidden lower-dimensional latent structure in a signal. We work in a large dimensional
regime with fixed ratio of signal-to-latent space dimensions. Remarkably, in this asymptotic regime, the mutual
information between the spike and the observations can be expressed as a finite-dimensional variational problem,
and it is possible to deduce the minimum-mean-square-error from its solution. We discuss, on examples, properties
of the phase transitions as a function of the signal-to-noise ratio. Typically, the critical signal-to-noise ratio decreases
with increasing signal-to-latent space dimensions. We discuss the limit of vanishing ratio of signal-to-latent space
dimensions and determine the limiting tensor estimation problem. We also point out similarities and differences
with the case of matrices.
I. INTRODUCTION
NAtural signals have an underlying structure, an insight that has triggered a paradigm shift in the lastfifteen years, and spurred fundamental progress in estimation and inference. Compressive sensing
[1], [2] takes sparsity as the model of structure when a signal X ∈ Rn has a sparse representation in
an appropriate basis, that is, X = ΨZ with Ψ an n × n change of basis matrix and Z ∈ Rn a sparse
vector with p n non-zero components. For example, X can represent a natural image and Ψ a wavelet
basis [3]. Despite its success, this model of structure is often too constrained because the appropriate
basis may be unknown and, more generally, the linearity of the transformation may be a severe limitation.
Deep networks have been proposed as an alternative [4] and, with the advent of generative adversarial
networks (GAN) [5] and variational auto-encoders (VAE) [6], such flexible and non-linear “generative
models” of structure have been the object of intense interest. Roughly speaking, a generative model
can be viewed as a mapping G : S ∈ Rp 7→ X = G(S) ∈ Rn with p  n and satisfying certain
general regularity assumptions [7]. In other words, the signal X lies on a low p-dimensional “manifold”
parametrized by S. Such models have been studied in the framework of classical denoising problems
from observations Y = AX + Z where A is a sensing matrix and Z some Gaussian noise. In particular,
[7] studies fundamental limits under minimal Lipshitz conditions on G and empirically investigates the
problem with learned mappings coming from GAN and VAE Another kind of generative model takes G
equal to a one-layer or multi-layer neural network with fixed weights (i.e., frozen and not learned) drawn
from a random matrix ensemble [8]–[12]. Such mappings G are often referred to as generalized linear
models and this is the terminology that we adopt here. The simplification of fixed random weights has
the virtue of being much more amenable to mathematical (or at least analytical) analysis. Especially, the
mutual information as well as the message passing algorithmic behaviour for classical denoising have
been discussed in depth in a Bayesian setting at various levels of rigor [8], [13].
In this work we investigate generalized models of structure in the context of non-linear estimation (or
factorization) of noisy tensors. Tensors representing data have found many modern applications in signal
processing, graph analysis, data mining and machine learning [14]–[16], with a large part of the literature
focusing on tensor decompositions, either in deterministic settings, or in random settings with independent
structureless components. Here we focus on a simple statistical model of noisy symmetric rank-one tensors.
A structured signal X = (X1, · · · , Xn) ∈ Rn is generated by a one-layer GLM Xi = ϕ((WS)i/√p) where
the latent vector S ∈ Rp has independent and identically distributed (i.i.d.) entries and W is a known
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2random matrix with independent standard Gaussian entries. We only observe a noisy version of the rank-
one tensor X⊗r (r ≥ 2) through an additive white Gaussian noise channel, i.e., Y =
√
λ
n(r−1)/2X
⊗r + Z
where the noise Z is a symmetric tensor with independent standard Gaussians entries and λ > 0 is the
signal-to-noise ratio. We study the high dimensional limit n, p → ∞ such that n/p → α = Θ(1) and
show that, quite remarkably, the asymptotic mutual information limn→+∞ I(X;Y|W)/n is given by a
finite-dimensional variational problem (see Theorem 1 in Section II-A). We also rigorously deduce the
corresponding asymptotic minimum mean square error (MMSE), which is given by a simple function of
the solution to the variational problem (see Theorem 2 in Section II-A). For concreteness, and to keep
the analysis as simple as possible, we focus on the case r = 3 and one-layer GLM. However, extensions
to any order r > 3, multi-layer GLM and asymmetric tensors are possible with the techniques used here.
An extensive recent study of the matrix case r = 2 can be found in [17].
The analysis and results presented here go beyond many recent works dealing with i.i.d. components
for X, for matrices r = 2 [18]–[20], and tensors r ≥ 3 [21], [22]. There is a rich phenomenology of phase
transitions already for the i.i.d. case which stems from the (simpler) variational formula for the mutual
information. In Section II-B we discuss the (numerical) solutions to the new variational problem obtained
for structured signals for various examples of priors and activation functions, and we illustrate properties
of phase transitions. Furthermore we discuss the similarities and differences between the genuine tensor
and matrix cases.
Let us say a few words about the techniques used in this work. There is a long history in the literature
connecting Bayesian inference problems with spin-glass models of statistical mechanics [23], [24] and it
has been conjectured for some time that the true variational expressions for the mutual information should
coincide with the so-called “replica-symmetric” formula for the free energy derived by analytical non-
rigorous methods. The veracity of these conjectures has now been established by a variety of methods
for various problems, e.g., coding theory [25], random linear estimation [26], [27], matrix and tensor
estimation [18]–[20], [22], [28]. In all these cases the signal has i.i.d. components. For structured signals,
rigorous proofs of the low-dimensional variational expression for the asymptotic mutual information are
virtually non-existent. To the best of our knowledge, besides the case where X is uniformly distributed on
the sphere [29] (which turns out to be equivalent to an i.i.d. Gaussian prior), there are two recent exceptions:
[13] which includes the rigorous calculation of a mutual information for a GLM with input generated by
another GLM, and [17] which treats the rank-one matrix case with input coming from a GLM. The later
work uses two different flavors of the interpolation method [30], [31] which do not extend to odd-order
tensors nor asymmetric ones. Moreover, certain (reasonable) assumptions are required. In this work we
leverage on recent progress on the proofs of replica-symmetric formulas by the adaptive interpolation
method [32], [33] which is a powerful evolution of the celebrated Guerra-Toninelli interpolation scheme
[30]. Our treatment is completely self-contained, leverages on only one method, and can also deal with
asymmetric matrices and tensors.
In Section II we formulate the model, present the main theorems for the asymptotic mutual information
and MMSE along with examples and illustrations of phase transitions, and explain key ideas behind the
proofs. In Sections III and IV we go through the proofs and in Section V we give an analysis of the limit
α→ 0. The appendices contain technical derivations.
II. ASYMPTOTIC MUTUAL INFORMATION AND MMSE FOR TENSOR DECOMPOSITION WITH A
GENERATIVE PRIOR
We formulate a statistical model of rank-one tensor decomposition given noisy observations, when
the spike is itself generated from another latent vector. We observe the entries of a symmetric tensor
Y ∈ (Rn)⊗3 given by:
Yijk =
√
λ
n
XiXjXk + Zijk , 1 ≤ i ≤ j ≤ k ≤ n ; (1)
where the positive real number λ plays the role of a SNR, Zijk i.i.d.∼ N (0, 1), 1 ≤ i ≤ j ≤ k, is an additive
white Gaussian noise and X1, . . . , Xn are the entries of the spike X ∈ Rn. This spike is generated by a
3latent vector S ∈ Rp – whose entries are i.i.d. with respect to (w.r.t.) some probability distribution PS on
the real numbers – via a generalized linear model (GLM):
Xi , ϕ
(
(WS)i√
p
)
, i = 1, · · · , n . (2)
The n×p random matrix W has entries i.i.d. with respect to N (0, 1). It is often customary to summarize
(2) by X = ϕ
(
WS/
√
p
)
where it is understood that the function ϕ : R→ R is applied componentwise.
A. Main results
Our main results are stated in the next two theorems. They provide a complete information-theoretic
characterization of the problem. Theorem 1 expresses the normalized mutual information n−1I(X;Y|W),
in the high-dimensional regime where n→ +∞ while n/p = α is kept fixed, as a low-dimensional explicit
variational problem. This variational problem involves an optimization over three parameters and can be
solved numerically given the activation function ϕ and the prior distribution PS .
Theorem 1 (Mutual information between X and Y given W in the high-dimensional regime): Suppose
that the following hypotheses hold:
(H1) There exists MS > 0 such that the support of PS is included in [−MS,MS].
(H2) ϕ is bounded and twice differentiable with its first and second derivatives being bounded and
continuous. They are denoted ϕ′, ϕ′′.
Let S ∼ PS and U, V, Z, Z˜ ∼ N (0, 1) independent scalar random variables. Define the second moments
ρs = E[S2] and ρx = E[ϕ(T )2] with T ∼ N (0, ρs). Define the potential function ψλ,α : [0,+∞)2× [0, ρs]:
ψλ,α(qx, qs, rs) ,
1
α
I(S;
√
rs S + Z) + I
(
U ;
√
λq2x/2ϕ(
√
ρs − qs U +√qs V ) + Z˜
∣∣V )
− rs(ρs − qs)
2α
+
λ
12
(ρx − qx)2(ρx + 2qx) . (3)
If n, p go to infinity such that n/p→ α > 0 then:
lim
n→+∞
I(X;Y|W)
n
= inf
qx∈[0,ρx]
inf
qs∈[0,ρs]
sup
rs≥0
ψλ,α(qx, qs, rs) . (4)
One important quantity to assess the performance of an algorithm designed to recover X⊗3 from
the knowledge of Y and W is the minimum mean square error (MMSE). The later serves as a lower
bar on the error of any estimator, and as a limit to approach as closely as possible for any algorithm
striving to estimate X⊗3. It is well-known that the mean square error of an estimator of X⊗3 that is a
function of Y,W only is minimized by the posterior mean E[X⊗3|Y,W]. We denote the tensor-MMSE
by MMSEn(X⊗3|Y,W), i.e.,
MMSEn(X
⊗3|Y,W) , E
∥∥X⊗3 − E[X⊗3|Y,W]∥∥2
n3
. (5)
It depends on λ through the observations Y. Combining Theorem 1 with the I-MMSE relation (see [34])
∂
∂λ
(
I(X,Y|W)
n
)
=
1
12
MMSEn(X
⊗3|Y,W) +O(n−1) (6)
yields Theorem 2. It gives a formula for the tensor-MMSE in the high-dimensional regime that can be
calculated from the solution to the variational problem (4). Its proof is given in Section IV.
Theorem 2 (Tensor-MMSE): Suppose that (H1) and (H2) hold. Define for all λ ∈ (0,+∞):
Q∗x(λ) ,
{
q∗x ∈ [0, ρx] : inf
qs∈[0,ρs]
sup
rs≥0
ψλ,α(q
∗
x, qs, rs) = inf
qx∈[0,ρx]
inf
qs∈[0,ρs]
sup
rs≥0
ψλ,α(qx, qs, rs)
}
.
4For every λ > 0, Q∗x(λ) is nonempty and the set D ,
{
λ ∈ (0,+∞) : Q∗x(λ) is a singleton
}
is equal to
(0,+∞) minus a countable set. For every λ ∈ D, letting Q∗x(λ) = {q∗x(λ)}, we have:
lim
n→+∞
n/p→α
MMSEn(X
⊗3|Y,W) = ρ3x −
(
q∗x(λ)
)3
. (7)
Extensions in various directions of Theorems 1 and 2 are possible by the methods of the present paper,
but at the expense of more technical work. First, the analysis for rank-one tensors of any rank r ≥ 3 is
identical. The potential is given by
ψλ,α(qx, qs, rs) ,
1
α
I(S;
√
rs S + Z) + I
(
U ;
√
λqr−1x /(r−1)!ϕ(
√
ρs − qs U +√qs V ) + Z˜
∣∣V )
− rs(ρs − qs)
2α
+
λ
2(r!)
(
ρrx + rq
r
x − rqr−1x ρx
)
,
while the asymptotic tensor-MMSE is ρrx − (q∗x(λ))r. Second, the results can be extended to unbounded
activation functions and priors with unbounded support but finite third moments. This involves a technical
limiting process on both sides of equation (4) using the methods in [35]. Another direction that should
be amenable to analysis with our methods is the case of asymmetric tensors, e.g., X⊗3 is replaced by
U⊗V⊗W where each of the three different vectors is given by a GLM. The structureless case where all
three vectors U, V, W have i.i.d. entries is treated in [22], and the variational problem already displays
a rich phenomenology in the highly asymmetric case [36].
A high level summary on how we prove the theorems is given in Section II-C while the proofs themselves
are carried out in Sections III and IV.
B. Examples of phase transitions and their properties
This section illustrates features of the phase transitions found when numerically solving the variational
problem (4) for r = 3. We also discuss similarities and differences with the matrix case r = 2. To find
solutions to the variational problem (4), we write down the stationary point equations of the potential
function (3). It yields a fixed point equation for (qx, qs, rs) that we solve with a fixed-point iteration starting
from several different initializations. When multiple fixed points exist, we keep the one corresponding to
the smallest potential value as it should be clear from the form of the optimization problem (4).
We first focus on the case of odd activation functions ϕ(−z) = −ϕ(z) and centered priors ES∼PS [S] = 0.
This implies EXi = 0 and, if ϕ is not identically zero, this is a necessary and sufficient condition for the
existence of a fixed point (qx, qs, rs) such that qx = 0 (in which case we also have qs = rs = 0). The same
condition arises in the matrix case [17] but, contrary to what happens there, we find that all eigenvalues
of the Jacobian matrix at the all-zero fixed point are zero indicating that it is asymptotically stable for
order-3 tensors. Numerically, we observe that for all λ < λc(α) this uninformative fixed point yields the
smallest potential. This means that in this phase the asymptotic tensor-MMSE is equal to its maximum ρ3x:
one cannot estimate the signal better than random guessing. When λ > λc(α) a fixed point with a lower
potential value appears. The asymptotic MMSE has a jump discontinuity at λ = λc(α) and decreases for
λ > λc(α). These features are already observed for the structureless i.i.d. case. In the structured case, we
observe that λc(α) has a monotone decrease with increasing α. This is illustrated in Figure 1 for a linear
activation function and in Figure 2 for a sign activation function1
In Section V we present a non-rigorous calculation which shows that, in the limit α→ 0, the asymptotic
tensor-MMSE – and in particular the threshold λc(α) – is the same than for a tensor denoising problem
Y˜ijk =
√
λ
n
X˜iX˜jX˜k + Z˜ijk with X˜i = ϕ(
√
ρs − E[S]2 Ui + |ES|Vi), where U1, . . . , Un i.i.d.∼ N (0, 1) are
latent variables and V1, . . . , Vn i.i.d.∼ N (0, 1) are known. The latter take into account the bias that is present
1Our theorems are proven here for bounded and smooth activation functions but, as explained, the proofs can be extended to unbounded and
piecewise differentiable ones. Numerical solutions involve non-trivial integrals that are much easier to handle for piecewise linear functions.
5Fig. 1. Asymptotic tensor-MMSE for r = 3 as a function of (λ, α) for a linear activation ϕ(x) = x. Left: Gaussian prior PS ∼ N (0, 1).
Right: Rademacher prior PS(1) = PS(−1) = 12 . We observe a unique discontinuity line λc(α) below which the MMSE equals its maximum
ρ3x = 1. Above the line, the MMSE is strictly less than 1 and decreases to zero. For α close to 0, the threshold λc(α) ≈ 8.73 is the same
threshold than in the i.i.d. case with a Gaussian prior X1, . . . , Xn i.i.d.∼ N (0, 1).
Fig. 2. Asymptotic tensor-MMSE for r = 3, PS = N (0, 1) and ϕ(z) = sign(z) as a function of λ. The location λc(α) of the discontinuity
decreases with increasing α. For α = 10−12 the threshold λc(α) ≈ 7.07 is the same than for the i.i.d. case with Rademacher prior
X1, . . . , Xn i.i.d.∼ PX(±1) = 12 (whose asymptotic MMSE is given by the curve “Limit α→ 0”).
when ES 6= 0. We stress that when ES 6= 0 the asymptotic mutual information of this problem (given by
(48) in Section V) is not quite the same as the one known in the literature for rank-one tensor problems
with i.i.d. Xi’s. However, it is not difficult to adapt the proof to account for the side information V and
obtain (48). When the prior is centered (ES = 0), the limiting problem is just the usual rank-one tensor
denoising problem with spike signal X˜i i.i.d.∼ ϕ(N (0, ρs)). Numerically, we indeed observe in Figure 1 that
for both kinds of priors and for α close to 0 the threshold λc(α) ≈ 8.73 is the same than for a signal
X1, . . . , Xn
i.i.d.∼ N (0, 1). Similarly, in Figure 2, the curve for α = 10−12 agrees with the one labelled
“Limit α→ 0” corresponding to the asymptotic tensor-MMSE of the limiting tensor problem and that is
computed using the formulas known in the literature.
We next discuss an example of non-centered latent prior PS . In Figure 3 we draw the asymptotic
tensor-MMSE for a linear activation function and a Rademacher prior PS(1) = p, PS(−1) = 1− p with
p ∈ {0.6, 0.7}. We observe that for a small asymmetry the asymptotic MMSE has a jump discontinuity
just as in the centered case, while it becomes continuous once the asymmetry is large enough. Here
ES = 2p − 1 and the asymptotic MMSE of the predicted limiting problem (48) is again in agreement
with the one for α = 10−12 close to 0.
To conclude this section we wish to briefly discuss the matrix case r = 2, and point out similarities
and differences with genuine tensors r ≥ 3. In the matrix case, [17] observe for a set of centred priors
and odd activations that the asymptotic matrix-MMSE is equal to its maximum ρ2x for λ < λc(α) and
decreases for λ > λc(α) while remaining continuous at λc(α). Again λc(α) decreases with increasing α.
6Fig. 3. Asymptotic tensor-MMSE for ϕ(z) = z and an asymmetric Rademacher prior PS(1) = 1 − PS(−1) = p. Left: p = 0.6. Right:
p = 0.7.
We give an example on the left panel of Figure 4. The continuity of the phase transition is an important
qualitative difference with what we observe here for order-3 tensors. Such continuity for Bayesian inference
problems is known to go hand in hand with the optimality of the AMP algorithm and, as shown in [17],
matrix factorization with generative prior is no exception. Because the continuity of the phase transition
is observed for all the priors and activations used in [17], it supports the claim that such model of
structure makes estimation algorithmically easier. In contrast, the persisting discontinuity of the transition
for tensors of order r ≥ 3 suggests that structure does not make the problem algorithmically easier
here. The observations of [17] should also be nuanced as it is not difficult to come up with a situation
where the phase transition is discontinuous. E.g., consider the spiked matrix model with generative prior
X = ϕ(WS/√p) for the odd activation function ϕ(x) = 0 if |x| ≤  and ϕ(x) = sign(x) otherwise,
and the centered latent prior PS = N (0, 1). Similarly to what is done in Section V, we can show
that when α vanishes the asymptotic matrix-MMSE approaches the one of the spiked matrix model
Y˜ij =
√
λ
n
X˜iX˜j+Z˜ij where X˜1, . . . , X˜n i.i.d.∼ ϕ(N (0, 1)) are i.i.d. Bernouilli-Rademacher random variables.
We can make P(X˜i = 0) = 1 − 2P(N (0, 1) < −) = 1 − ρ as large as needed by increasing  (then
P(X˜i = 1) = P(X˜i = −1) = ρ/2). It is known that the asymptotic matrix-MMSE has a jump discontinuity
for such prior when the probability of being 0 is large enough, e.g., see the right panel in Figure 4.
Therefore, when  is large enough, the asymptotic matrix-MMSE of the original spiked matrix model
with generative prior also has a jump discontinuity, at least for small α. An interesting question for future
research is whether or not the discontinuity disappears when α is made large enough. If so, it would
further support the claim that such generative prior makes estimation algorithmically easier when the ratio
α of signal-to-latent space dimensions is large enough. If not, the existence of a jump discontinuity would
then merely depend on the choice of activation function and not on the ratio of signal-to-latent space
dimensions.
Fig. 4. Asymptotic matrix-MMSE when estimating X⊗2 from Y =
√
λ/nX⊗2+Z. We use a Bernouilli-Rademacher prior PS(0) = 1−ρ,
PS(±1) = ρ/2 with ρ = 0.05. Left: generative prior X =WS/√p with S i.i.d.∼ PS . Right: X i.i.d.∼ PS .
7C. Key ideas in the proofs of Theorems 1 and 2
The proof of Theorem 1 is based on the adaptive interpolation method [32], [33] whose main difference
with the canonical interpolation method [37], [38] is the increased flexibility given to the path followed
by the interpolation between its two extremes. The method has been developed separately for symmetric
rank-one tensor problems where the spike has i.i.d. components [32], [33], and for one-layer GLMs whose
input signal has again i.i.d. components [35]. The problem studied in this contribution combines the two
aforementioned models and our proof shows that the two interpolations combine well in a modular way.
This modular feature of the adaptive interpolation method has also been used for non-symmetric order-three
tensors [22] and two-layer GLMs [13].
An essential ingredient is an interpolating inference problem. Let t ∈ [0, 1] an interpolation parameter
and R(t) a smooth interpolation function that will be suitably adapted. We consider the pair of observations
(Y(t), Y˜(t)) =
(√λ(1−t)
n
X⊗3 + Z,
√
λR(t)
2
X + Z˜
)
where X , ϕ(WS/√p) and the noise vector Z˜ and the
symmetric noise tensor Z have entries Zijk, Z˜` i.i.d.∼ N (0, 1) for 1 ≤ i ≤ j ≤ k ≤ n, 1 ≤ ` ≤ n.
At t = 0 we recover the original problem while at t = 1 we have a pure GLM with signal-to-noise
ratio λR(1)
2
. From the fundamental theorem of calculus, we have I(X;Y|W)/n = I(X; Y˜(1)|W)/n −∫ 1
0
n−1
(
∂I(X;Y(t),Y˜(t)|W )/∂t
)
dt. The first term on the right-hand side is the normalized mutual information
of a GLM given in the high-dimensional regime by the variational formula (proved in [35] with the
adapative interpolation method):
inf
qs∈[0,ρs]
sup
rs≥0
{
I(S;
√
rs S+Z)
α
+I
(
U ;
√
λR(1)
2
ϕ(
√
ρs − qs U+√qs V )+Z˜
∣∣V )− rs(ρs − qs)
2α
}
.
Comparing with (3) and (4) we see that, if we set for the end point R(1) = q2x, we are missing the term
λ
12
(ρx − qx)2(ρx + 2qx). In other words, and roughly speaking, Theorem 1 follows if we can show that
−n−1 ∂I(X;Y(t),Y˜(t)|W )
∂t
≈ λ
12
(ρx + q
2
x)(ρx + 2qx) for a suitable choice of the interpolating function R(t).
Remarkably, this condition essentially reduces to an ordinary differential equation (ODE) for R(t). The
existence of a solution to this ODE is guaranteed by the standard Cauchy-Lipshitz theorem. Obtaining the
ODE is non-trivial and involves: (i) remarkable identities stemming from Bayes’ law; (ii) concentration
theorems for the overlap Q = 1
n
∑n
i=1 xiXi akin to a correlation between the ground truth X and a vector
x distributed with respect to the posterior of the interpolating inference problem.
In order to prove Theorem 2 we use the I-MMSE relation (6). This involves the computation of the
derivative with respect to λ of the variational formula (4) for the asymptotic mutual information. The
computation requires a careful application of an envelope theorem [39] which eventually allows to show
that, except for a countable set of λ’s, it is enough to evaluate the partial derivative with respect to λ of
the potential (3) at the solution to the variational problem.
III. PROOF OF THE VARIATIONAL FORMULA FOR THE MUTUAL INFORMATION
In this section we present the main steps of the proof of Theorem 1. Intermediate results are found in
the appendices.
A. Adaptive path interpolation
We introduce a “time” parameter t ∈ [0, 1]. The adaptive interpolation interpolates from the original
model (1) at t = 0 to a GLM whose asymptotic mutual information is known [35]. In between, we
follow an interpolation path R(·, ) : [0, 1]→ (0,+∞) which is a continuously differentiable function of
t parametrized by a “small” perturbation  ∈ (0,+∞) and is such that R(0, ) = . More precisely, for
t ∈ [0, 1], the observations are: Y(t) =
√
λ(1−t)
n
X⊗3 + Z
Y˜(t,) =
√
λR(t,)
2
X + Z˜
(8)
8where X , ϕ(WS/√p). The noise vector Z˜ ∈ Rn has entries Z˜1, . . . , Z˜n i.i.d.∼ N (0, 1), while the symmetric
noise tensor Z ∈ (Rn)⊗3 has entries Zi i.i.d.∼ N (0, 1) for i ∈ I , {(i1, i2, i3) ∈ [n] : i1 ≤ i2 ≤ i3}.
Before diving further, we introduce some important quantities and notations. We denote in(t, ) the
normalized mutual information between X and (Y(t), Y˜(t,)) given W, that is:
in(t, ) ,
1
n
I(X;Y(t), Y˜(t,)|W) = 1
n
I(S;Y(t), Y˜(t,)|W) . (9)
The last equality holds because X is a deterministic function of S when W is known. Set dPs(s) =∏p
i=1 dPs(si) for the prior distribution of S. The usual Bayesian posterior distribution of S given (Y
(t), Y˜(t,),W)
reads:
dP (s;Y(t), Y˜(t,),W) =
1
Zt,(Y(t), Y˜(t,),W)
dPs(s) e
−Ht,(s ;Y(t),Y˜(t,),W) , (10)
where the normalization factor Zt,(Y(t), Y˜(t,),W) is simply:
Zt,(Y(t), Y˜(t,),W) ,
∫
dPs(s) e
−Ht,(s ;Y(t),Y˜(t,),W) . (11)
and
Ht,(s;Y(t), Y˜(t,),W) ,
∑
i∈I
(
λ(1− t)
2n2
x2i1x
2
i2
x2i3 −
√
λ(1− t)
n
Y
(t)
i xi1xi2xi3
)
+
n∑
j=1
(
λR(t, )
4
x2j −
√
λR(t, )
2
Y˜
(t,)
j xj
)
, (12)
with x1, . . . , xn the entries of x , ϕ(Ws/√p). This dependence on s must be kept in mind each time we use
the notation x. It is common to adopt the statistical mechanics interpretation and call (12) a Hamiltonian,
(11) the partition function and (10) the Gibbs distribution.
To deal with future computations, it is useful to introduce the angular brackets 〈−〉t, (also called Gibbs
brackets) which denote an expectation with respect to the posterior distribution (10). That is, for a generic
function g : Rp → R, we have:
〈g(s)〉t, ,
∫
g(s) dP (s;Y(t), Y˜(t,),W) . (13)
Finally, we define the so-called average free entropy:
fn(t, ) ,
1
n
E lnZt,(Y(t), Y˜(t,),W) . (14)
This is equal to the mutual information in(t, ) up to some additive term (see formula (53) in Lemma 4
in Appendix B). It is often easier to work directly with fn(t, ) instead of in(t, ).
We now focus on the mutual information (9) at both extremes of the interpolation path. Letting t = 0
in (8), we see that the observation Y(0) is exactly (1), while Y˜(0,) =
√
λ
2
X + Z˜. This latter channel
induces a perturbation to the normalized mutual information of the former channel of the order of  (see
Lemma (4) in Appendix B for the proof), that is:
in(0, ) ,
1
n
I(X;Y(0), Y˜(0,)|W) = I(X;Y|W)
n
+O() , (15)
where |O()| ≤ C. At t = 1 the observation Y(1) is pure noise, while the normalized mutual information
between S and Y˜(1,) =
√
λR(1,)/2ϕ(WS/√p)+ Z˜ is given by a variational formula in the high-dimensional
9regime n/p→ α [35]. Let S ∼ PS and U, V, Z, Z˜ ∼ N (0, 1) independent scalar random variables. Define
the potential function ψ˜α : [0,+∞)2 × [0, ρs]:
ψ˜α(r, rs, qs) , I(S;
√
rs S + Z) + αI
(
U ;
√
r ϕ(
√
ρs − qs U + √qs V ) + Z˜
∣∣V ) − rs(ρs − qs)
2
. (16)
By [35, Corollary 1], we have:
in(1, ) =
1
n
I(X; Y˜(1,)|W) = On(1) + 1
α
inf
qs∈[0,ρs]
sup
rs≥0
ψ˜α
(
λR(1, )
2
, rs, qs
)
. (17)
Combining (15), (17) and the fundamental theorem of calculus in(0, ) = in(1, ) −
∫ 1
0
i′n(t, )dt, where
i′n(·, ) is the derivative of in(·, ) w.r.t. its first argument, we obtain the sum-rule of the adaptive interpo-
lation.
Proposition 1 (Sum-rule): Suppose that (H1) and (H2) hold, and that R′(t, ) is uniformly bounded in
(t, ) ∈ [0, 1]× [0,+∞) where R′(·, ) denotes the derivative of R(·, ) with respect to its first argument.
Define the scalar overlap
Q , 1
n
n∑
i=1
ϕ
([
Ws/√p
]
i
)
ϕ
([
WS/√p
]
i
)
=
1
n
n∑
i=1
xiXi .
Then:
I(X;Y|W)
n
= O() + On(1) + 1
α
inf
qs∈[0,ρs]
sup
rs≥0
ψ˜α
(
λR(1, )
2
, rs, qs
)
− λ
12
∫ 1
0
(
E 〈Q3〉t, − ρ3x
)
dt− λ
4
∫ 1
0
R′(t, )
(
ρx − E 〈Q〉t,
)
dt , (18)
where On(1) and O() are independent of  and n, respectively.
Proof: See Lemma 5 in Appendix B for the computation of the derivative i′n(t, ).
The sum rule of Proposition 1 is valid for the general class of differentiable interpolating paths. By
choosing two appropriate interpolation paths we can prove matching upper and lower bounds on the
asymptotic normalized mutual information. This is discussed in the next two paragraphs.
B. Upper bound on the asymptotic normalized mutual information
Proposition 2: Suppose that (H1) and (H2) hold. Then:
lim sup
n→+∞
I(X;Y|W)
n
≤ inf
qx∈[0,ρx]
inf
qs∈[0,ρs]
sup
rs≥0
ψλ,α
(
qx, qs, rs
)
. (19)
Proof: Fix  > 0 and pick the linear interpolation path R(t, ) = + tq2 where q ∈ [0, ρx]. Then the
sum-rule (18) in Proposition 1 reads:
I(X;Y|W)
n
= O() + On(1) + 1
α
inf
qs∈[0,ρs]
sup
rs≥0
ψ˜α
(
λ
2
+
λq2
2
, rs, qs
)
+
λ
12
ρ3x −
λ
4
q2ρx
− λ
12
∫ 1
0
(
E 〈Q3〉t, − E
[∥∥∥∥〈x〉t,√n
∥∥∥∥4〈Q〉t,])dt
− λ
12
∫ 1
0
(
E
[∥∥∥∥〈x〉t,√n
∥∥∥∥4〈Q〉t,]− 3q2 E〈Q〉t,)dt . (20)
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In this last identity, we ”artificially” added and subtracted the term E
[∥∥ 〈x〉t,√
n
∥∥4〈Q〉t,] for reasons that will
appear immediately. By the Nishimori identity2, we have
E
[∥∥∥∥〈x〉t,√n
∥∥∥∥4〈Q〉t,] = E∥∥∥∥〈x〉t,√n
∥∥∥∥6, E〈Q〉t, = E∥∥∥∥〈x〉t,√n
∥∥∥∥2 , (21)
and, by convexity of x 7→ x3 on [0,+∞), we have ∀a, b ≥ 0 : a3 − 3b2a ≥ −2b3. Hence the integrand of
the last integral on the right-hand side of (20) satisfies:
E
[∥∥∥∥〈x〉t,√n
∥∥∥∥4〈Q〉t,]− 3q2 E〈Q〉t, = E[∥∥∥∥〈x〉t,√n
∥∥∥∥6 − 3q2∥∥∥∥〈x〉t,√n
∥∥∥∥2] ≥ −2q3 . (22)
Besides, by Lemma 2 in Appendix A, the function r 7→ inf
qs∈[0,ρs]
sup
rs≥0
ψ˜α(q, rs, qs) is nondecreasing and
(α/2)‖ϕ‖2∞-Lipschitz. Thus:
inf
qs∈[0,ρs]
sup
rs≥0
ψ˜α
(
λ
2
+
λq2
2
, rs, qs
)
≤ λα‖ϕ‖
2
∞
4
+ inf
qs∈[0,ρs]
sup
rs≥0
ψ˜α
(
λq2
2
, rs, qs
)
. (23)
Therefore, making use of (22) and (23) to upper bound (20) yields:
I(X;Y|W)
n
≤ O() + On(1) + inf
qs∈[0,ρs]
sup
rs≥0
1
α
ψ˜α
(
λq2
2
, rs, qs
)
+
λ
12
ρ3x −
λ
4
q2ρx +
λ
6
q3
− λ
12
∫ 1
0
(
E 〈Q3〉t, − E
[∥∥∥∥〈x〉t,√n
∥∥∥∥4〈Q〉t,])dt
= O() + On(1) + inf
qs∈[0,ρs]
sup
rs≥0
ψλ,α
(
q, qs, rs
)
− λ
12
∫ 1
0
(
E 〈Q3〉t, − E
[∥∥∥∥〈x〉t,√n
∥∥∥∥4〈Q〉t,])dt . (24)
where the last equality follows from the trivial identity:
ψλ,α
(
q, qs, rs
)
=
1
α
ψ˜α
(
λq2
2
, rs, qs
)
+
λ
12
ρ3x −
λ
4
q2ρx +
λ
6
q3 . (25)
It now remains to get rid of the integral on the right-hand side of (24). The integrand satisfies:∣∣∣∣E 〈Q3〉t, − E[∥∥∥∥〈x〉t,√n
∥∥∥∥4〈Q〉t,]∣∣∣∣ = ∣∣∣∣E〈Q(Q+ ∥∥∥∥〈x〉t,√n
∥∥∥∥2)(Q− ∥∥∥∥〈x〉t,√n
∥∥∥∥2)〉
t,
∣∣∣∣
≤ 2‖ϕ‖4∞E
〈∣∣∣∣Q− ∥∥∥∥〈x〉t,√n
∥∥∥∥2∣∣∣∣〉
t,
≤ 2‖ϕ‖4∞
√
E
〈(
Q−
∥∥∥∥〈x〉t,√n
∥∥∥∥2)2〉
t,
. (26)
We see that if the overlap Q , xTX/n would concentrate on 〈x〉Tt,〈x〉t,/n then the remaining integral in (24)
would be negligible. However, proving such a concentration property is only holds when we average on
a well-chosen set of “perturbations” . In essence, the average over  smoothens the phase transitions that
2 In our setting, the Nishimori identity states that E〈g(s,S)〉t, = E〈g(s, s′)〉t, = E〈g(S, s)〉t, where s, s′ are two samples drawn
independently from the posterior distribution of S given (Y(t), Y˜(t,),W). It is a direct consequence of Bayes’ theorem. Here g can also
explicitly depend on Y(t), Y˜(t,),W so the identity holds for X = ϕ(WS√
p
),x = ϕ(Ws√
p
),x′ = ϕ(Ws
′
√
p
) too.
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might appear for particular choices of  when n goes to infinity.
We now take  ∈ [sn, 2sn] where sn , n−η, η > 0, and integrate w.r.t.  on both sides of (24):
I(X;Y|W)
n
=
∫ 2sn
sn
I(X;Y|W)
n
d
sn
≤ On(1) + inf
qs∈[0,ρs]
sup
rs≥0
ψλ,α
(
q, qs, rs
)− λ
12
∫ 1
0
dt
∫ 2sn
sn
(
E 〈Q3〉t, − E
[∥∥∥∥〈x〉t,√n
∥∥∥∥4〈Q〉t,])dsn
≤ On(1) + inf
qs∈[0,ρs]
sup
rs≥0
ψλ,α(q, qs, rs) +
λ‖ϕ‖4∞
6
∫ 1
0
dt
∫ 2sn
sn
√
E
〈(
Q−
∥∥∥∥〈x〉t,√n
∥∥∥∥2)2〉
t,
d
sn
. (27)
Since R(t, ·) is a C1-diffeomorphism from [sn, 2sn] to its image R(t, [sn, 2sn]) ⊆ [sn, 2sn + ρ2x], we make
the change of variables  → R ≡ R(t, ) and obtain (using Cauchy-Schwarz for the first inequality) for
all t ∈ [0, 1]:∫ 2sn
sn
√
E
〈(
Q−
∥∥∥∥〈x〉t,√n
∥∥∥∥2)2〉
t,
d
sn
≤
√∫ 2sn
sn
E
〈(
Q−
∥∥∥∥〈x〉t,√n
∥∥∥∥2)2〉
t,
d
sn
=
√∫
R(t,[sn,2sn])
E
〈(
Q−
∥∥∥∥〈x〉t,R√n
∥∥∥∥2)2〉
t,R
dR
sn
≤
√∫ 2sn+ρ2x
sn
E
〈(
Q−
∥∥∥∥〈x〉t,R√n
∥∥∥∥2)2〉
t,R
dR
sn
. (28)
By Proposition 6 in Appendix C and the inequality (28), we get (remember that sn , n−η):
λ‖ϕ‖4∞
6
∫ 2sn
sn
√
E
〈(
Q−
∥∥∥∥〈x〉t,√n
∥∥∥∥2)2〉
t,
d
sn
≤
√
λ‖ϕ‖4∞
3
√
‖ϕ‖3∞
sn
√
λ(sn + ρ2x)
2n
=
λ
3
4‖ϕ‖11/2∞
3
(
sn + ρ
2
x
2
) 1
4 1
n
1−2η
4
. (29)
Therefore, we see that the remainder on the right-hand side of (27) vanishes as O(n−1/6) if we pick
η = 1/6. Passing to the limit superior on both sides of the inequality (27) then yields:
lim sup
n→+∞
I(X;Y|W)
n
≤ inf
qs∈[0,ρs]
sup
rs≥0
ψλ,α(q, qs, rs) .
This inequality is true for all q ∈ [0, ρx] and Proposition 2 follows directly.
C. Matching lower bound on the asymptotic normalized mutual information
We now prove a matching lower bound by considering a different choice for R(·, ) in the sum-rule
(18). R(·, ) will be the solution to a first-order ordinary differential equations (ODE). We first describe
this ODE and give the derivation of the lower bound.
1) An ordinary differential equation: For t ∈ [0, 1] and R ∈ [0,+∞), consider the problem of estimating
S from the observations: Y(t) =
√
λ(1−t)
n
X⊗3 + Z
Y˜(t,R) =
√
λR
2
X + Z˜
; (30)
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where X , ϕ(WS/√p), S1, . . . , Sp i.i.d.∼ PS . The noise vector Z˜ ∈ Rn has entries Z˜1, . . . , Z˜n i.i.d.∼ N (0, 1),
while the symmetric noise tensor Z ∈ (Rn)⊗3 has entries Zi i.i.d.∼ N (0, 1) for i ∈ I , {(i1, i2, i3) ∈ [n] :
i1 ≤ i2 ≤ i3}. The posterior distribution of S given (Y(t), Y˜(t,R),W) is:
dP (s;Y(t), Y˜(t,R),W) =
1
Zt,R(Y(t), Y˜(t,R),W)
dPS(s) e
−Ht,R(s;Y(t),Y˜(t,R),W) . (31)
where Zt,R(Y(t), Y˜(t,R),W) =
∫
dPS(s) e
−Ht,R(s;Y(t),Y˜(t,R),W) and
Ht,R(s;Y(t), Y˜(t,R),W) ,
∑
i∈I
λ(1− t)
2n2
x2i1x
2
i2
x2i3 −
√
λ(1− t)
n
Y
(t)
i xi1xi2xi3
+
n∑
j=1
λR
4
x2j −
√
λR
2
Y˜
(t,R)
j xj . (32)
Again, (32) has the interpretation of a Hamiltonian and (31) a Gibbs distribution. The Gibbs bracket
notation 〈−〉t,R denotes the expectation with respect to this last posterior. Finally, we define the following
function used to formulate the ODE satisfied by the interpolation path:
G(t, R) = (E〈Q〉t,R)2 . (33)
Lemma 1: Assume ϕ : R → R is continuous and bounded. For all  ∈ [0,+∞), there exists a unique
global solution R(·, ) : [0, 1]→ [0,+∞) to the first-order ODE:
∀ t ∈ [0, 1] : dg(t)
dt
= G(t, g(t)) , g(0) =  . (34)
This solution is continuously differentiable with bounded derivative (w.r.t. t) R′(·, ) and, for any δ > 0,
R′([0, 1], ) ⊆ [0, (ρx + δ)2] for n large enough independent of . Besides, ∀ t ∈ [0, 1], R(t, ·) is a C1-
diffeomorphism from [0,+∞) into its image whose derivative w.r.t.  is greater than or equal to one,
i.e.,
∀  ∈ [0,+∞) : ∂R
∂
∣∣∣
t,
≥ 1 . (35)
Remark 1: This lemma guarantees a unique global solution Rn(t, ) for each finite n. Slightly abusively
we do not indicate the n-dependence and simply write R(t, ) for the solution.
Proof: The function G : (t, R) ∈ [0, 1] × [0,+∞) 7→ G(t, R) is continuous in t and uniformly
Lipschitz continuous in R (meaning the Lipschitz constant is independent of t). The later is readily
checked by computing the derivative of G(t, ·) and showing it is uniformly bounded in (t, R):
∂G
∂R
∣∣∣∣
t,R
=
λE〈Q〉t,R
n
n∑
i,j=1
E[(〈xixj〉t,R − 〈xi〉t,R〈xj〉t,R)2] ∈ [0, 4λ‖ϕ‖6∞n] . (36)
Therefore, by the Cauchy-Lipschitz theorem, for all  ≥ 0 there exists a unique solution R(·, ) : [0, γ]→
[0,+∞) to the initial value problem (34). Here γ ∈ [0, 1] is such that [0, γ] is the maximal interval of
existence of the solution. By the Cauchy-Schwarz inequality and Nishimory identity, we have:
E〈Q〉t,R ≤ E〈‖x‖‖X‖〉t,R
n
≤ 1
n
√
E〈‖x‖2〉t,R E‖X‖2 = E‖X‖
2
n
= E
[
ϕ
(
W1,· S√
p
)2]
−−−−→
n→+∞
ρx .
See [13, Lemma 3 of Supplementary material] for a proof of the later limit. Besides, by Nishimori identity,
E〈Q〉t,R = n−1E‖〈x〉t,R‖2 is nonnegative. Hence, for any δ > 0, G has its image in [0, (ρx + δ)2] and
R([0, γ], ) ⊆ [,  + γ(ρx + δ)2] as long as n is large enough. It implies that γ = 1 (the solution never
leaves the domain of definition of G).
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Each initial condition  ∈ [0,+∞) is tied to a unique solution R(·, ). This implies that the function
 7→ R(t, ) is injective. Its derivative is given by Liouville’s formula [40]
∂R
∂
∣∣∣∣
t,
= exp
{∫ t
0
ds
∂G
∂R
∣∣∣∣
s,R(s,)
}
(37)
and is greater than, or equal to one, by positivity of ∂G
∂R
– see (36) above –. The fact that this partial
derivative is bounded away from 0 uniformly in  implies by the inverse function theorem that the injective
function  7→ R(t, ) is a C1-diffeomorphism from [0,+∞) onto its image.
2) Derivation of the lower bound:
Proposition 3: Suppose that (H1) and (H2) hold. Then:
lim sup
n→+∞
I(X;Y|W)
n
≥ inf
qx∈[0,ρx]
inf
qs∈[0,ρs]
sup
rs≥0
ψλ,α(qx, qs, rs) . (38)
Proof: For all  ∈ [0,+∞), choose for the interpolation path the unique solution R(·, ) to the first-
order ODE (34). Fix ν > 0 and let n be large enough so that ∀ ∈ [0,+∞) : R′(·, ) ⊆ [0, (ρx + ν)2].
The interpolation path satisfies R′(t, ) = (E〈Q〉t,)2 and the sum-rule of Proposition 1 yields:
I(X;Y|W)
n
= O() + On(1) + 1
α
inf
qs∈[0,ρs]
sup
rs≥0
ψ˜α
(
λ
2
+
∫ 1
0
λR′(t, )
2
dt, rs, qs
)
+
∫ 1
0
(
λ
12
ρ3x +
λ
6
(E 〈Q〉t,)3 − λ
4
(E 〈Q〉t,)2ρx
)
dt− λ
12
∫ 1
0
(
E 〈Q3〉t, − (E 〈Q〉t,)3
)
dt . (39)
By Lemma 2 in Appendix A, the map r 7→ infqs∈[0,ρs] suprs≥0 ψ˜α(r, rs, qs) is nondecreasing and concave.
Therefore:
inf
qs∈[0,ρs]
sup
rs≥0
ψ˜α
(
λ
2
+
∫ 1
0
λR′(t, )
2
dt, rs, qs
)
≥
∫ 1
0
inf
qs∈[0,ρs]
sup
rs≥0
ψ˜α
(
λR′(t, )
2
, rs, qs
)
dt . (40)
Combining the identity (39) with (40) yields:
I(X;Y|W)
n
≥
∫ 1
0
{
inf
qs∈[0,ρs]
sup
rs≥0
1
α
ψ˜α
(
λ(E〈Q〉t,)2
2
, rs, qs
)
+
λρ3x
12
+
λ(E 〈Q〉t,)3
6
− λ(E 〈Q〉t,)
2ρx
4
}
dt
− λ
12
∫ 1
0
(
E 〈Q3〉t, − (E 〈Q〉t,)3
)
dt+O() + On(1)
≥ inf
qx∈[0,ρx+ν]
inf
qs∈[0,ρs]
sup
rs≥0
ψλ,α(qx, qs, rs)
− λ
12
∫ 1
0
(
E 〈Q3〉t, − (E 〈Q〉t,)3
)
dt+O() + On(1) . (41)
The second inequality follows from identity (25) and E〈Q〉t, ∈ [0, ρx + ν].
The result of the proposition will follow if we can get rid of the integral term on the right-hand side
of (41) This is achieved by proceeding exactly as in the proof of the upper bound in Section III-B, that
is, we integrate (41) over  ∈ [sn, 2sn] where sn = n−η, η > 0. Then:
I(X;Y|W)
n
=
∫ 2sn
sn
I(X;Y|W)
n
d
sn
≥ On(1)+ inf
qx∈[0,ρx+ν]
inf
qs∈[0,ρs]
sup
rs≥0
ψλ,α(qx, qs, rs)− λ
12
∫ 1
0
dt
∫ 2sn
sn
d
sn
(
E 〈Q3〉t, − (E 〈Q〉t,)3
)
≥ On(1)+ inf
qx∈[0,ρx+ν]
inf
qs∈[0,ρs]
sup
rs≥0
ψλ,α(qx, qs, rs)− λ‖ϕ‖
4
∞
6
∫ 1
0
dt
∫ 2sn
sn
d
sn
√
E 〈(Q− E 〈Q〉t,)2〉t,. (42)
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The last inequality is simply due to:
E〈Q3〉t, − (E〈Q〉t,)3 = E〈Q(Q+ E〈Q〉t,)(Q− E〈Q〉t,)〉t, ≤ 2‖ϕ‖4∞
√
E〈(Q− E〈Q〉t,)2〉t, .
After the change of variables  → R ≡ R(t, ), which is justified by R(t, ·) being a C1-diffeomorphism
from [0,+∞) to its image (see Lemma 1), we can upper bound the remainder on the right-side of (42)
in a way similar to (28):∣∣∣∣ ∫ 2sn
sn
√
E 〈(Q− E 〈Q〉t,)2〉t, d
sn
∣∣∣∣ ≤
√∫ 2sn+ρ2x
sn
E
〈(
Q− E 〈Q〉t,R
)2〉
t,R
dR
sn
.
Finally, applying Proposition 5 in Appendix C with M = 2 + ρ2x, a = sn, b = 2sn + ρ
2
x and δ = snn
2η−1
3 ,
we can further bound the right-hand side of the last inequality to obtain:∣∣∣∣λ‖ϕ‖4∞6
∫ 2sn
sn
√
E 〈(Q− E 〈Q〉t,)2〉t, d
sn
∣∣∣∣ ≤ Cn 5η−16
for n large enough and C a positive constant which does not depend on t and n. Thus, the remaining
term on the right-hand side of (42) vanishes when n goes to infinity as long as η < 1/5. Passing to the
limit inferior on both sides of the inequality (42) yields:
lim inf
n→+∞
I(X;Y|W)
n
≥ inf
qx∈[0,ρx+ν]
inf
qs∈[0,ρs]
sup
rs≥0
ψλ,α(qx, qs, rs) .
This is true for all ν > 0 and Proposition 3 follows directly.
IV. DERIVATION OF THE ASYMPTOTIC TENSOR-MMSE
The derivation of the asymptotic Tensor-MMSE rests on the following preliminary proposition.
Proposition 4: Suppose that (H1) and (H2) hold. Define for all λ ∈ (0,+∞):
h(λ) , inf
qx∈[0,ρx]
inf
qs∈[0,ρs]
sup
rs≥0
ψλ,α(qx, qs, rs) ;
Q∗x(λ) ,
{
q∗x ∈ [0, ρx] : inf
qs∈[0,ρs]
sup
rs≥0
ψλ,α(q
∗
x, qs, rs) = h(λ)
}
.
For every λ > 0, Q∗x(λ) is nonempty. The function h is differentiable at λ if, and only if, the set Q∗x(λ)
is a singleton. In this case, letting Q∗x(λ) = {q∗x(λ)}, the derivative of h at λ satisfies:
h′(λ) =
1
12
(
ρ3x −
(
q∗x(λ)
)3)
. (43)
The proof of this result is given in Appendix E. We can now prove Theorem 2.
Proof of Theorem 2: Let n ∈ N∗. The angular brackets 〈−〉n,λ denote the expectation with respect
to the posterior distribution of S given (Y,W). Define hn : λ ∈ (0,+∞) 7→ I(X,Y|W)n (the mutual
information depends on λ through the observation Y). We have for all λ ∈ (0,+∞):
hn(λ) =
λ
2n3
∑
i∈I
E[X2i1X
2
i2
X2i3 ]−
1
n
E ln
∫
dPS(s)e
∑
i∈I
xi1xi2xi3
(
− λ
2n2
xi1xi2xi3+
λ
n2
Xi1Xi2Xi3+
√
λ
n
Zi
)
h′n(λ) =
1
2n3
∑
i∈I
E[(X2i1X
2
i2
Xi3 − 〈xi1xi2xi3〉n,λ)2] =
MMSEn(X
⊗3|Y,W)
12
+O(n−1) (44)
h′′n(λ) = −
1
2n5
∑
i,j∈I
E[(〈xi1xi2xi3xj1xj2xj3〉n,λ − 〈xi1xi2xi3〉n,λ〈xj1xj2xj3〉n,λ)2] (45)
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Differentiations under the integral sign yielding (44) and (45) are justified by the domination properties
implied by (H1), (H2). h′′n is nonpositive so hn is concave on (0,+∞). By Theorem 1, h : λ 7→
inf
qx∈[0,ρx]
inf
qs∈[0,ρs]
sup
rs≥0
ψλ,α(qx, qs, rs) is the pointwise limit of the sequence of differentiable concave functions
(hn)n∈N∗ . Hence, h is concave and thus differentiable on (0,+∞) minus a countable set, and at every λ
where h is differentiable we have:
lim
n→+∞
h′n(λ) = h
′(λ) =
ρ3x − (q∗x(λ))3
12
. (46)
The last equality follows from Proposition 4 and q∗x(λ) denotes the unique element of Q∗x(λ). Combining
(46) with the I-MMSE relation (44) yields the theorem.
V. LIMIT AT α = 0
In this section we give a non-rigorous derivation of the limit of the asymptotic normalized mutual
information when α goes to 0. Fix λ > 0. We define the function
Ψ∗ : α 7→ inf
qx∈[0,ρx]
inf
qs∈[0,ρs]
sup
rs≥0
Ψ(qx, qs, rs, α)
where
Ψ(qx, qs, rs, α) , αψλ,α(qx, qs, rs) = I(S;
√
rs S + Z)− rs(ρs − qs)
2
+ α
λ
12
(ρx − qx)2(ρx + 2qx)
+ αI
(
U ;
√
λq2x/2ϕ(
√
ρs − qs U +√qs V ) + Z˜
∣∣V ) .
The function Ψ∗ is convex on [0,+∞) so it is continuous on [0,+∞) and differentiable almost everywhere
on (0,+∞). Note that:
∂Ψ
∂α
∣∣∣∣
(qx,qs,rs,α)
= I
(
U ;
√
λq2x/2ϕ(
√
ρs − qs U +√qs V ) + Z˜
∣∣V )+ λ
12
(ρx − qx)2(ρx + 2qx) .
Hence, assuming that we can apply some envelope theorem [39] as in Appendix E, it comes
Ψ′∗(α) = I
(
U ;
√
λq∗x(α)2/2ϕ(
√
ρs − q∗s(α)U +
√
q∗s(α)V ) + Z˜
∣∣V )+ λ
12
(ρx − q∗x(α))2(ρx + 2q∗x(α))
whenever (q∗x(α), q
∗
s(α), r
∗
s(α)) is the unique triple satisfying Ψ∗(α) = Ψ(q
∗
x(α), q
∗
s(α), r
∗
s(α), α). At α =
0, Ψ(qx, qs, rs, α) = I(S;
√
rs S + Z) − rs(ρs − qs)/2 so Ψ∗(0) = Ψ(qx, q∗s(0), r∗s(0), α) = 0 where
q∗s(0) = (ES∼PS S)2 , m2s, r∗s(0) = 0. By Theorem 1, limn→+∞
n/p→α
I(X;Y|W)
n
= Ψ∗(α)
α
. Using L’Hoˆpital’s rule,
it follows that (provided that the limit on the right-hand side exists):
lim
α→0+
lim
n→+∞
n/p→α
I(X;Y|W)
n
= lim
α→0+
Ψ′∗(α) . (47)
Assuming that limα→0+(q∗s(α), r
∗
s(α)) = (q
∗
s(0), r
∗
s(0)) = (m
2
s, 0), we have:
lim
α→0+
ψλ,α(q
∗
x(α), q
∗
s(α), r
∗
s(α)) = lim
α→0+
ψλ,α(q
∗
x(α),m
2
s, 0)
= lim
α→0+
I
(
U ; (λq∗x(α)2/2)
1
2 ϕ(
√
ρs −m2s U + |ms|V ) + Z˜
∣∣V )+ λ
12
(ρx − q∗x(α))2(ρx + 2q∗x(α))
= lim
α→0+
Ψ′∗(α)
as well as
lim
α→0+
ψλ,α(q
∗
x(α), q
∗
s(α), r
∗
s(α)) = lim
α→0+
inf
qx∈[0,ρx]
ψλ,α(qx, q
∗
s(α), r
∗
s(α)) = inf
qx∈[0,ρx]
ψλ,α(qx,m
2
s, 0)
= inf
qx∈[0,ρx]
I
(
U ; (λq2x/2)
1
2 ϕ(
√
ρs −m2s U + |ms|V ) + Z˜
∣∣V )+ λ
12
(ρx − qx)2(ρx + 2qx) .
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Both chains of equalities together with (47) give:
lim
α→0
lim
n→+∞
n/p→α
I(X;Y|W)
n
= inf
qx∈[0,ρx]
I
(
U ;
√
λq2x/2ϕ(
√
ρs −m2s U + |ms|V ) + Z˜
∣∣V )+ λ
12
(ρx − qx)2(ρx + 2qx) . (48)
Thus, we conjecture that the asymptotic normalized multual information converges when α→ 0+ to the
asymptotic normalized mutual information of the following channel:
Y˜ijk =
√
λ
n
X˜iX˜jX˜k + Z˜ijk , 1 ≤ i ≤ j ≤ k ≤ n ,
with X˜i = ϕ(
√
ρs −m2s Ui + |ms|Vi) where U1, . . . , Un, V1, . . . , Vn i.i.d.∼ N (0, 1) and V is known. The
second moment of the i.i.d. random variables X˜i is ρx , E[ϕ(N (0, ρs))2]. Proofs in the literature can be
easily adapted to show that lim
n→+∞
I(X˜;Y˜|V)
n
is given by the right-hand side of (48).
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APPENDIX A
AUXILIARY LEMMAS
Lemma 2: Assume ϕ : R→ R is a bounded continuous function. Let U, V, Z˜ i.i.d.∼ N (0, 1). For all ρ ≥ 0,
the function
Iϕ(· , · ; ρ) : [0,+∞)× [0, ρ] −→ [0,+∞), (r, q) 7−→ I(U ;
√
rϕ(
√
ρ− qU +√qV ) + Z˜|V )
is continuous, and ∀q ∈ [0, ρ] : r 7→ Iϕ(· , q ; ρ) is twice-differentiable, nondecreasing, concave and ‖ϕ‖2∞/2-
Lipschitz on R+. Let S ∼ PS (a probability distribution on R) and Z ∼ N (0, 1). Fix α, ρs ≥ 0 and
define
ψ˜α : [0,+∞)2 × [0, ρs]−→ [0,+∞), (r, rs, qs) 7−→I(S;√rsS + Z)+αIϕ(r, qs; ρs)− rs(ρs − qs)
2
.
Both functions r 7→ suprs≥0 ψ˜α(r, rs, qs) and r 7→ infqs∈[0,ρs] suprs≥0 ψ˜α(r, rs, qs) are nondecreasing,
concave and α‖ϕ‖2∞/2-Lipschitz on R+.
Proof: Fix ρ ≥ 0 and q ∈ [0, ρ]. Define Y (r) , √rϕ(√ρ− qU + √qV ) + Z˜. Then, Iϕ(r, q; ρ) =
I(U ;Y (r)|V ). We have:
Iϕ(r, q; ρ)
= −E ln
∫
du
e−
u2
2√
2pi
e−
r
2
(ϕ(
√
ρ−qU+√qV )−ϕ(√ρ−qu+√qV ))2−√r(ϕ(√ρ−qU+√qV )−ϕ(√ρ−qu+√qV ))Z˜ .
Let 〈−〉r denote the expectation with respect to the posterior distribution of U given (Y (r), V ). The
assumptions on ϕ imply domination assumptions justifying the continuity of Iϕ(· , · ; ρ) and the (twice)
differentiability of r 7→ Iϕ(r, q; ρ). Differentiating w.r.t. r, it comes:
∂Iϕ
∂r
(r, q; ρ) =
1
2
E
〈
(ϕ(
√
ρ− q U +√qV )− ϕ(√ρ− q u+√qV ))2〉
r
− 1
2
√
r
E
[〈
ϕ(
√
ρ− q u+√qV )〉
r
Z˜
]
=
1
2
E
[
ϕ2(
√
ρ− q U +√qV )− 〈ϕ(√ρ− q u+√qV ))〉2
r
] ≥ 0 . (49)
The second equality is obtained using integration by parts w.r.t. Z˜ and Nishimori identity
E
[
ϕ(
√
ρ− q U +√qV )〈ϕ(√ρ− q u+√qV )〉
r
]
= E
〈
ϕ(
√
ρ− q u+√qV )〉2
r
.
The nonnegativity of the derivative follows from Jensen’s inequality and Nishimori identity:
E
〈
ϕ(
√
ρ− q u+√qV )〉2
r
≤ E 〈ϕ2(√ρ− q u+√qV )〉
r
= Eϕ2(
√
ρ− q U +√qV ) .
Further differentiating and using integration by parts w.r.t. Z˜ and Nishimori identity where necessary
yields:
∂2Iϕ
∂r2
(r, q; ρ) = −1
2
E
〈(
ϕ(
√
ρ− qu+√qV )− 〈ϕ(√ρ− qu+√qV )〉r
)2 〉2
r
≤ 0 . (50)
From (49),(50) Iϕ(·, q; ρ) is concave nondecreasing. The Lipschitzianity follows simply from:
0 ≤ ∂Iϕ
∂r
(r, q; ρ) ≤ 1
2
E
[
ϕ2(
√
ρ− q U +√qV )] ≤ ‖ϕ‖2∞
2
.
The properties of r 7→ suprs≥0 ψ˜α(r, rs, qs) follow directly from the ones of Iϕ(·, qs; ρs) as
sup
rs≥0
ψ˜α(r, rs, qs) = αIϕ(r, qs; ρs) + sup
rs≥0
I(S;
√
rsS + Z)− rs(ρs − qs)
2
.
19
Finally, r 7→ infqs∈[0,ρs] suprs≥0 ψ˜α(r, rs, qs) is the infimum of nondecreasing, concave, α‖ϕ‖2∞/2-Lipschitzian
functions, hence its properties.
Lemma 3: Assume that PS is a probability distribution on R with bounded support supp(PS) ⊆
[−MS,MS], MS > 0. Let S ∼ PS, Z ∼ N (0, 1) be random variables independent of each other. Define
the functions
IPS : [0,+∞) −→ [0,+∞), rs 7−→ I(S;
√
rsS + Z)
I∗PS : R −→ [0,+∞], x 7−→ suprs≥0 IPS(rs) + xrs .
Then, IPS is twice-differentiable, concave and nondecreasing, while I
∗
PS
is convex, nondecreasing, finite
on (−∞, 0), equal to +∞ on (0,+∞) and I∗PS(0) = limrs→+∞ IPS(rs) ∈ [0,+∞].
Proof: Let Y (rs) =
√
rs S + Z. We have:
IPS(rs) =
rsES2
2
− E ln
∫
dPS(s) e
rsSs+
√
rs Zs− rss
2
2 .
Let 〈−〉rs denote the expectation with respect to the posterior distribution of S given Y (rs). The assumption
on the support of PS ensures domination properties, thus allowing to show that IPS is twice differentiable.
Differentiating w.r.t. rs, it comes:
I ′PS(rs) =
ES2
2
− ES〈s〉rs +
E 〈s2〉rs
2
+
EZ〈s〉rs
2
√
rs
=
1
2
E
[
(S − 〈s〉rs)2
] ≥ 0 . (51)
Further differentiating and using integration by parts w.r.t. Z and Nishimori identity where necessary
yields:
I ′′PS(rs) = −
1
2
E
[〈
(s− 〈s〉rs)2
〉2
rs
] ≤ 0 . (52)
From (51) and (52), IPS is nondecreasing and concave.
The function I∗PS is the Legendre transform of the convex function −IPS , hence it is well-defined
and convex. Besides, I∗PS is defined as the supremum of nondecreasing affine functions of x so it is
nondecreasing. The trivial lower bound I∗PS(x) ≥ suprs≥0 xrs shows that I∗PS is nonnegative and is equal
to +∞ on (0,+∞). Because the support of PS is included in [−MS,MS], its differential entropy is upper
bounded by ln(2Ms) (the differential entropy of the uniform distribution on the segment [−MS,MS]) and
we have ∀x ∈ (−∞, 0):
I∗PS(x) ≤ sup
rs≥0
ln
(
2Ms
√
rs
2pie
)
+ xrs = ln
(
M2S
pie2|x|
)
< +∞ .
Finally, I∗PS(0) = suprs≥0 IPS(rs) = limrs→+∞ IPS(rs).
APPENDIX B
ESTABLISHING THE SUM-RULE
Lemma 4 (Link between average free entropy and normalized mutual information): Suppose that (H1)
and (H2) hold, and that R′(t, ) is uniformly bounded in (t, ) ∈ [0, 1]× [0,+∞) where R′(·, ) denotes
the derivative of R(·, ). The normalized mutual information (9) and its partial derivative with respect to
t, which we denote i′n(t, ), satisfy:
in(t, ) = −fn(t, ) + λR(t, )
4
ρx +
λ(1− t)
12
ρ3x + (1− t)On(1) (53)
i′n(t, ) = −f ′n(t, ) +
λR′(t, )
4
ρx − λ
12
ρ3x + On(1) . (54)
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The quantity On(1) does not depend on (t, ) and vanishes when n goes to infinity. Besides, at t = 0, for
all  ∈ [0,+∞): ∣∣∣∣in(0, )− I(X;Y|W)n
∣∣∣∣ ≤ λ‖ϕ‖2∞2  . (55)
Proof: By definition of the normalized mutual information (9), we have:
in(t, ) =
1
n
H
(
Y(t), Y˜(t,)
∣∣W)− 1
n
H
(
Y(t), Y˜(t,)
∣∣S,W)
= − 1
n
E ln
(
Zt,(Y(t), Y˜(t,),W)e− 12 (
∑
i∈I Y
2
i +‖Y˜‖2)
)
+
1
n
E
[
ln e−
1
2
(
∑
i∈I Z
2
i +‖Z˜‖2)
]
= −fn(t, ) + λR(t, )
4n
n∑
j=1
E[X2j ] +
λ(1− t)
2n3
∑
i∈I
E[X2i1X
2
i2
X2i3 ]
= −fn(t, ) + λR(t, )
4
E[X21 ]
+
λ(1− t)
2n3
((
n
3
)
E[X21X22X23 ] + n(n− 1)E[X21X42 ] + nE[X61 ]
)
= −fn(t, ) + λR(t, )
4
E[X21 ] +
λ(1− t)
12
E[X21X22X23 ] + λ(1− t)O
(
n−1
)
. (56)
The quantity O(n−1) appearing in the last equality does not depend on (t, λ) and is such that ∣∣O(n−1)∣∣ ≤
C/n with C , ‖ϕ‖6∞/2. It directly follows that
i′n(t, ) = −f ′n(t, ) +
λR′(t, )
4
E[X21 ]−
λ
12n3
E[X21X22X23 ]− λO
(
n−1
)
; (57)
where the quantity O(n−1) on the right-hand side of (57) is the same as the one appearing on the right-hand
side of (56).
Note that E[X21X22X23 ] = E[E[X21 |S]3] converges to ρ3x as n goes to infinity (the proof of this limit is
similar to [13, Lemma 3 of Supplementary material]). This limit together with (56) and (57) ends the
proofs of (53) and (54).
At t = 0, we can use (56) to obtain (remember that R(0, ) = ):
|in(0, )− in(0, 0)| ≤ |fn(0, )− fn(0, 0)|+ λ
4
E[X21 ] . (58)
It is clear that in(0, 0) = n−1I(X;Y|W) where Y,X are defined in (1), (2). At t = 0, the free entropy
(14) reads:
fn(0, ) =
1
n
E ln
∫
dPs(s) e
−H0,(s ;Z,Z˜,X,W) (59)
with (remember that x1, . . . , xn are the entries of x , ϕ(Ws/√p)):
H0,(s ; Z, Z˜,X,W) ,
∑
i∈I
λ
2n2
x2i1x
2
i2
x2i3 −
λ
n2
Xi1Xi2Xi3xi1xi2xi3 −
√
λ
n
Zixi1xi2xi3
+
n∑
j=1
λ
4
x2j −
λ
2
Xjxj −
√
λ
2
Z˜jxj .
Differentiating (59) under the integral sign yields ∂fn/∂|0, = −E 〈∂H0,/∂〉0, = −E 〈L〉0, where
L , 1
n
n∑
j=1
λ
4
x2j −
λ
2
Xjxj − 1
2
√
λ
2
Z˜jxj .
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We show in Lemma 6 in Appendix C, that E 〈L〉0, = −λ4E 〈Q〉0, with Q , n−1xTX the overlap. Hence∣∣∂fn/∂|0,∣∣ ≤ λ‖ϕ‖2∞/4. This upper bound together with the mean value theorem and the inequality (58)
yields (55).
Lemma 5 (Derivative of the normalized mutual information): Suppose that (H1) and (H2) hold, and that
R′(t, ) is uniformly bounded in (t, ) ∈ [0, 1]× [0,+∞) where R′(·, ) denotes the derivative of R(·, ).
Recall
Q , 1
n
n∑
i=1
ϕ
([
Ws√
p
]
i
)
ϕ
([
WS√
p
]
i
)
=
1
n
n∑
i=1
xiXi
denotes the overlap. Then, the derivative with respect to t of the normalized mutual information (9)
satisfies ∀(t, ) ∈ [0, 1]× (0,+∞)2:
i′n(t, ) =
λ
12
(
E 〈Q3〉t, − ρ3x
)
+
λR′(t, )
4
(
ρx − E 〈Q〉t,
)
+ On(1) , (60)
where On(1) vanishes uniformly in (t, ) as n goes to infinity.
Proof: The average interpolating free entropy satisfies:
fn(t, ) =
1
n
ES,W
[ ∫
dydy˜
e−
1
2
(
∑
i∈I y
2
i +‖y˜‖2)
√
2pi
n+|I| e
−Ht,(s ;Y(t),Y˜(t,),W) lnZt,
(
y, y˜,W
)]
. (61)
Taking the derivative with respect to t of (61), we get:
f ′n(t, ) = −
1
n
E
[H′t,(S;Y(t), Y˜(t,),W) lnZt,(Y(t), Y˜(t,),Y(t,))]
− 1
n
E
[〈H′t,(s;Y(t), Y˜(t,),W)〉t, ] , (62)
with
H′t,(s;y, y˜,W) ,
∑
i∈I
− λ
2n2
x2i1x
2
i2
x2i3 +
1
2n
√
λ
1− t yixi1xi2xi3
+
n∑
j=1
λR′(t, )
4
x2i −
R′(t, )
2
√
λ
2R(t, )
y˜jxj . (63)
Equation (63) comes from differentiating the interpolating Hamiltonian (12). Evaluating (63) at (s,y, y˜) =
(S,Y(t), Y˜(t,)) yields:
H′t,
(
S;Y(t), Y˜(t,),W
)
=
∑
i∈I
1
2n
√
λ
1− t ZiXi1Xi2Xi3 −
n∑
j=1
R′(t, )
2
√
λ
2R(t, )
Z˜jXj . (64)
The second expectation on the right-hand side of (62) is now easily shown to be zero thanks to the
Nishimori identity: E
〈H′t,(s;Y(t), Y˜(t,),W)〉t, = EH′t,(S;Y(t), Y˜(t,),W) = 0. Therefore, the identity
(62) simplifies to:
f ′n(t, ) = −
1
2n2
√
λ
1− t
∑
i∈I
E[ZiXi1Xi2Xi3 lnZt,
(
Y(t), Y˜(t,),W
)
]
+
R′(t, )
2n
√
λ
2R(t, )
n∑
j=1
E[Z˜jXj lnZt,
(
Y(t), Y˜(t,),W
)
] . (65)
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The two expectations appearing on the right-hand side of (65) are simplified thanks to Stein’s lemma,
i.e., by integrating by parts w.r.t. the Gaussian noises:
E[ZiXi1Xi2Xi3 lnZt,
(
Y(t), Y˜(t,),W
)
] =
√
λ(1− t)
n
E 〈xi1Xi1xi2Xi2xi3Xi3〉t, ;
E[Z˜jXj lnZt,
(
Y(t), Y˜(t,),W
)
] =
√
λR(t, )
2
E 〈xjXj〉t, .
Hence, we have
f ′n(t, ) = −
λ
2n3
∑
i∈I
E 〈xi1Xi1xi2Xi2xi3Xi3〉t, +
λR′(t, )
4n
n∑
j=1
E 〈xjXj〉t,
= − λ
12
E 〈Q3〉t, + λR
′(t, )
4
E 〈Q〉t, + λ
2
O(n−1) ,
with |O(n−1)| = 1
n3
∣∣∣∑
i∈I
E 〈xi1Xi1xi2Xi2xi3Xi3〉t, − 16
n∑
i1,i2,i3=1
E 〈xi1Xi1xi2Xi2xi3Xi3〉t,
∣∣∣ ≤ ‖ϕ‖6∞n .
APPENDIX C
CONCENTRATION OF THE OVERLAP
One important result in order to prove Propositions 2 and 3 is the concentration of the scalar overlap Q
around its expectation E〈Q〉t,R as long as we integrate over R in a bounded subset of (0,+∞). Remember
that the angular brackets 〈−〉t,R denote the expectation with respect to the posterior distribution (31).
Proposition 5 (Concentration of the overlap around its expectation): Suppose that (H1) and (H2) hold.
Let M > 0. For n large enough, there exists a constant C, which depends only on ‖ϕ‖∞, ‖ϕ′‖∞, ‖ϕ′′‖∞,
MS , λ and M , such that ∀(a, b) ∈ (0,M)2 : a < min{1, b}, ∀δ ∈ (0, a), ∀t ∈ [0, 1]:∫ b
a
E
〈(
Q− E 〈Q〉t,R
)2 〉
t,R
dR ≤ C
(
1
δ2n
− ln(a)
n
+
δ
a− δ
)
. (66)
The concentration of the scalar overlap around its expectation will follow from the concentration of the
quantity:
L = 1
n
n∑
j=1
λ
4
x2j −
λ
2
xjXj − 1
2
√
λ
2R
xjZ˜j . (67)
Lemma 6 (Link between the fluctuations of L and Q):
Assume ϕ : R→ R is continuous and bounded. For all (t, R) ∈ [0, 1]× (0,+∞):
E 〈L〉t,R = −λ
4
E 〈Q〉t,R ; (68)
λ
4
E 〈(Q− 〈Q〉t,R)2〉t,R ≤ ‖ϕ‖
2
∞√
2
√
E
〈(L − 〈L〉t,R)2 〉t,R − 1nE
〈
∂L
∂R
〉
t,R
; (69)
λ2
16
E〈(Q− E 〈Q〉t,R)2〉t,R ≤ E〈(L − E 〈L〉t,R)2〉t,R . (70)
Proof: Fix (t, R) ∈ [0, 1]× (0,+∞). By the definition (67) of L, we have:
E 〈L〉t,R = 1
n
n∑
j=1
λ
4
E〈x2j〉t,R −
λ
2
E
[〈xj〉t,RXj]− 1
2
√
λ
2R
E
[〈xj〉t,RZ˜j] ; (71)
E 〈QL〉t,R = 1
n
n∑
j=1
λ
4
E〈Qx2j〉t,R −
λ
2
E
[〈Qxj〉t,RXj]− 1
2
√
λ
2R
E
[〈Qxj〉t,RZ˜j] . (72)
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Integrating by parts with respect to the Gaussian random variable Z˜j , the last expectation on the right-hand
side of each of (71) and (72) reads:
E
[〈xj〉t,RZ˜j] = √λR
2
E
[〈x2j〉t,R]−√λR2 E[〈xj〉2t,R] ; (73)
E
[〈Qxj〉t,RZ˜j] = √λR
2
E
[〈Qx2j〉t,R]−√λR2 E[〈Qxj〉t,R〈xj〉t,R] . (74)
Plugging (73) in (71) yields:
E 〈L〉t,R = λ
2n
n∑
j=1
1
2
E
[〈xj〉2t,R]− E[〈xj〉t,RXj] = − λ4n
n∑
j=1
E
[〈xj〉t,RXj]
n
= −λ
4
E 〈Q〉t,R ,
where the second equality follows from Nishimori identity: E[〈xj〉2t,R] = E[〈xj〉t,RXj]. This ends the proof
of (68). Plugging (74) in (72), it comes:
E 〈QL〉t,R = λ
2n
nv∑
j=1
1
2
E
[〈Qxj〉t,R〈xj〉t,R]− E[〈Qxj〉t,RXj]
=
λ
2n
nv∑
j=1
1
2
E
[〈Q〉t,R〈xjXj〉t,R]− E[〈Qxj〉t,RXj] = λ
2
(
1
2
E
[〈Q〉2t,R]− E[〈Q2〉t,R]) . (75)
The second equality follows once again from Nishimori identity. Combining (75) and (68) yields:
E 〈(Q− E 〈Q〉t,R)(L − E 〈L〉t,R)〉t,R = E 〈QL〉t,R − E 〈Q〉t,RE 〈L〉t,R
=
λ
4
(
E
[〈Q〉2t,R]− 2E[〈Q2〉t,R]+ (E 〈Q〉t,R)2)
= −λ
4
(
E
〈
(Q− 〈Q〉t,R)2
〉
t,R
+ E 〈(Q− E 〈Q〉t,R)2〉t,R
)
.
The upper bound (70) on the fluctuation of Q simply follows from this last identity:
λ
4
E
〈
(Q− E 〈Q〉t,R)2
〉
t,R
≤ −E 〈(Q− E 〈Q〉t,R)(L − E 〈L〉t,R)〉t,R
≤
√
E 〈(Q− E 〈Q〉t,R)2〉t,R E 〈(L − E 〈L〉t,R)2〉t,R .
The second inequality is a simple application of Cauchy-Schwarz inequality.
The proof of the inequality (69) is more involved. These two identities will be useful (just replace Q
by its definition):
E 〈(Q− 〈Q〉t,R)2〉t,R = 1
n2
n∑
i,j=1
E
[
XiXj(〈xixj〉t,R − 〈xi〉t,R〈xj〉t,R)
]
(76)
E
[(
〈Q〉t,R −
∥∥∥∥〈x〉t,R√n
∥∥∥∥2)2 ] = 1n2
n∑
i,j=1
E
[
XiXj〈xi〉t,R〈xj〉t,R
]− 2E[Xi〈xi〉t,R〈xj〉2t,R]
+ E
[〈xi〉2t,R〈xj〉2t,R]
=
1
n2
n∑
i,j=1
E
[
XiXj〈xi〉t,R〈xj〉t,R
]− E[〈xi〉2t,R〈xj〉2t,R] . (77)
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Differentiating with respect to R on both side of the identity (68) yields:
−nE 〈(L − 〈L〉t,R)2 〉t,R + E〈∂L∂R
〉
t,R
=
nλ
4
(E
〈
QL〉t,R − E 〈Q〉t,R〈L〉t,R)
⇔ −λ
4
(
E
〈
QL〉t,R − E 〈Q〉t,R〈L〉t,R
)
= E
〈(L − 〈L〉t,R)2 〉t,R − 1nE
〈
∂L
∂R
〉
t,R
. (78)
Next, we simplify the left-hand side of (78). By definition, we have:
E 〈Q〉t,R〈L〉t,R
=
1
n
n∑
j=1
λ
4
E
[〈Q〉t,R〈x2j〉t,R]− λ2E[〈Q〉t,R〈xj〉t,RXj]− 12
√
λ
2R
E
[〈Q〉t,R〈xj〉t,RZ˜j] . (79)
After an integration by parts with respect to Z˜j the third expectation in the summand of (79) reads:
E
[〈Q〉t,R〈xj〉t,RZ˜j]
=
√
λR
2
E
[〈Qxj〉t,R〈xj〉t,R]+√λR
2
E
[〈Q〉t,R〈x2j〉t,R]− 2√λR2 E[〈Q〉t,R〈xj〉2t,R]
=
√
λR
2
E
[〈Q〉t,R〈xjXj〉t,R]+√λR
2
E
[〈Q〉t,R〈x2j〉t,R]− 2√λR2 E[〈Q〉t,R〈xj〉2t,R] .
Plugging this result back in (79) gives:
E〈Q〉t,R〈L〉t,R = λ
2n
n∑
j=1
E
[〈Q〉t,R〈xj〉2t,R]− 32E[〈Q〉t,R〈xjXj〉t,R]
=
λ
2
E
[
〈Q〉t,R
∥∥∥∥〈x〉t,R√n
∥∥∥∥2]− 3λ4 E[〈Q〉2t,R] . (80)
Finally, combining (75) and (80) yields the following expression for the left-hand side of (78):
− λ
4
(
E
〈
QL〉t,R − E 〈Q〉t,R〈L〉t,R
)
=
λ2
8
(
E
[〈Q2〉t,R]− E[〈Q〉2t,R]+ E[〈Q〉t,R∥∥∥∥〈x〉t,R√n
∥∥∥∥2 ]− E[〈Q〉2t,R])
=
λ2
8
(
E
[〈(Q− 〈Q〉t,R)2〉t,R]− E[(〈Q〉t,R − ∥∥∥∥〈x〉t,R√n
∥∥∥∥2)2 ]
)
=
λ2
8n2
n∑
i,j=1
E
[
XiXj〈xixj〉t,R
]− 2E[XiXj〈xi〉t,R〈xj〉t,R]+ E[〈xi〉2t,R〈xj〉2t,R]
=
λ2
8n2
n∑
i,j=1
E
[(〈xixj〉t,R − 〈xi〉t,R〈xj〉t,R)2] . (81)
The second-to-last equality follows from (76) and (77), while the factorization in the last equality is easily
obtained after applying Nishimori identity: E[XiXj〈xixj〉t,R] = E〈xixj〉2t,R and E[XiXj〈xi〉t,R〈xj〉t,R] =
25
E[〈xixj〉t,R〈xi〉t,R〈xj〉t,R]. We now come back to the identity (76) and apply Jensen’s inequality to its
right-hand side to get:
E 〈(Q− 〈Q〉t,R)2〉t,R ≤ ‖ϕ‖
2
∞
n2
n∑
i,j=1
E
[∣∣〈xixj〉t,R − 〈xi〉t,R〈xj〉t,R∣∣]
≤ ‖ϕ‖2∞
√√√√ 1
n2
n∑
i,j=1
E
[(〈xixj〉t,R − 〈xi〉t,R〈xj〉t,R)2] . (82)
Combining (78), (81) and (82) yields the inequality (69).
A. Concentration of L around its expectation
To prove concentration results on L, it will be useful to work with the free entropy 1
n
lnZt,R(Y(t), Y˜(t,R),W)
where Zt,R(Y(t), Y˜(t,R),W) is the normalization factor of the Gibbs posterior distribution (31). In Ap-
pendix D, we prove that this free entropy concentrates around its expectation when n → +∞. In order
to shorten notations, we define:
Fn(t, R) ,
1
n
lnZt,R
(
Y(t), Y˜(t,R),W
)
; fn(t, R) ,
1
n
E
[
lnZt,R
(
Y(t), Y˜(t,R),W
)]
= EFn(t, R) .
Proposition 6 (Thermal fluctuations of L and Q): Assume ϕ : R→ R is continuous and bounded. For
all positive real numbers a < b and t ∈ [0, 1], we have:∫ b
a
E
〈(L − 〈L〉t,R)2 〉t,R dR ≤ λ‖ϕ‖2∞4n
(
ln(b/a)
2
+ 1
)
;
λ
4
∫ b
a
E
〈(
Q−
∥∥∥∥〈x〉t,R√n
∥∥∥∥2)2〉
t,R
dR ≤ ‖ϕ‖3∞
√
λ(b− a)
2n
.
Proof: Fix (n, t) ∈ N∗ × [0, 1]. Note that ∀R ∈ (0,+∞):
∂fn
∂R
∣∣∣∣
t,R
= − 1
n
E
[〈
∂Ht,R(x;Y(t), Y˜(t,R),W)
∂R
〉
t,R
]
= −E 〈L〉t,R . (83)
Further differentiating, we obtain:
∂2fn
∂R2
∣∣∣∣
t,R
= E
[〈
L ∂Ht,R
∂R
〉
t,R
]
− E
[
〈L〉t,R
〈
∂Ht,R
∂R
〉
t,R
]
− E
〈
∂L
∂R
〉
t,R
= nE
〈(L − 〈L〉t,R)2 〉t,R − E〈∂L∂R
〉
t,R
. (84)
It follows directly from (84) and the definition (67) of L that:
E
〈(L − 〈L〉t,R)2 〉t,R = 1n ∂2fn∂R2
∣∣∣∣
t,R
+
1
4R
√
λ
2R
E
[〈x〉Tt,RZ˜ ]
n2
(85)
We start with upper bounding the integral over the second summand on the right-hand side of (85). Thanks
to an integration by parts with respect to Z˜j , j ∈ {1, . . . , nu}, it comes:
1
4R
√
λ
2R
E
[〈x〉Tt,RZ˜ ]
n2
=
λ
8R
E
[〈‖x‖2〉t,R − ‖〈x〉t,R‖2 ]
n2
≤ λ‖ϕ‖
2
∞
8Rn
. (86)
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Therefore: ∫ b
a
dR
4R
√
λ
2R
E
[〈x〉Tt,RZ˜ ]
n2
≤ λ‖ϕ‖
2
∞
8n
ln(b/a) . (87)
It remains to upper bound
∫ b
a
dR
n
∂2fn
∂R2
∣∣
t,R
= 1
n
∂fn
∂R
∣∣
t,R=b
− 1
n
∂fn
∂R
∣∣
t,R=a
. Note that ∀R ∈ (0,+∞):
0 ≤ ∂fn
∂R
∣∣∣∣
t,R
= −E 〈L〉t,R = λ
4
E 〈Q〉t,R = λ
4n
E ‖〈x〉t,R‖2 ≤ λ
4
‖ϕ‖2∞ , (88)
where the first equality follows from (83), the second one from (68) in Lemma 6, and the third one from
Nishimori identity. Combining both (87) and (88), we finally get the first inequality:∫ b
a
E
〈(L − 〈L〉t,R)2 〉t,R dR ≤ λ‖ϕ‖2∞4n
(
ln(b/a)
2
+ 1
)
.
To prove the second inequality, we first integrate both sides of the inequality (69) with respect to R and
then use Cauchy-Schwarz inequality. We obtain:
λ
4
∫ b
a
E 〈(Q− 〈Q〉t,R)2〉t,R dR
≤ ‖ϕ‖2∞
√
b− a
2
∫ b
a
(
E
〈(L − 〈L〉t,R)2 〉t,R − 1nE
〈
∂L
∂R
〉
t,R
)
dR
= ‖ϕ‖2∞
√
b− a
2
∫ b
a
dR
n
∂2fn
∂R2
∣∣∣∣
t,R
≤ ‖ϕ‖3∞
√
λ(b− a)
8n
. (89)
Finally, note that:
E
〈(
Q−
∥∥∥∥〈x〉t,R√n
∥∥∥∥2)2〉
t,R
= E
〈(
Q− 〈Q〉t,R
)2〉
t,R
+ E
[(
〈Q〉t,R −
∥∥∥∥〈x〉t,R√n
∥∥∥∥2)2]
= E
〈(
Q− 〈Q〉t,R
)2〉
t,R
+ E
[〈
Q− 〈x〉t,Rx
n
〉2
t,R
]
≤ E 〈(Q− 〈Q〉t,R)2〉t,R + E[〈(Q− 〈x〉t,Rxn
)2〉
t,R
]
(90)
= E
〈(
Q− 〈Q〉t,R
)2〉
t,R
+ E
[〈(
Q− 〈x〉t,RX
n
)2〉
t,R
]
(91)
= 2E
〈(
Q− 〈Q〉t,R
)2〉
t,R
. (92)
The inequality (90) follows from Jensen’s inequality, while the equality (91) is a simple application of
Nishimori identity. The inequalities (89) and (92) together give the second inequality of the proposition.
Proposition 7 (Quenched fluctuations of L): Suppose that (H1) and (H2) hold. Let M > 0. For n large
enough, there exists a constant C, which depends only on ‖ϕ‖∞, ‖ϕ′‖∞, ‖ϕ′′‖∞, MS , λ and M , such
that ∀(a, b) ∈ (0,M)2 : a < min{1, b}, ∀δ ∈ (0, a), ∀t ∈ [0, 1]:∫ b
a
E
[(〈L〉t,R − E 〈L〉t,R )2 ] dR ≤ C( 1
δ2n
− ln(a)
n
+
δ
a− δ
)
. (93)
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Proof: Fix (n, t) ∈ N∗ × [0, 1]. For all R ∈ (0,+∞), we have:
∂Fn
∂R
∣∣∣∣
t,R
= −〈L〉t,R ; (94)
∂2Fn
∂R2
∣∣∣∣
t,R
= n
〈(L − 〈L〉t,R)2 〉t,R − 14R
√
λ
2R
〈x〉Tt,RZ˜
n
; (95)
∂fn
∂R
∣∣∣∣
t,R
= −E 〈L〉t,R ; (96)
∂2fn
∂R2
∣∣∣∣
t,R
= nE
〈(L − 〈L〉t,R)2 〉t,R − 14R
√
λ
2R
E
[〈x〉Tt,RZ˜ ]
n
. (97)
The second term on the right-hand side of (95) can be upper bounded with Cauchy-Schwarz inequality:∣∣∣∣∣ 14R
√
λ
2R
〈x〉Tt,RZ˜
n
∣∣∣∣∣ ≤ 14R
√
λ
2R
‖〈x〉t,R‖ ‖Z˜‖
n
≤ ‖ϕ‖∞
4R
√
λ
2R
‖Z˜‖√
n
. (98)
We now define for all R ∈ (0,+∞):
F (R) , Fn(t, R)− ‖ϕ‖∞
√
λR
2
‖Z˜‖√
n
; (99)
f(R) , fn(t, R)− ‖ϕ‖∞
√
λR
2
E ‖Z˜‖√
n
. (100)
F is convex on (0,+∞) as it is twice differentiable with a nonnegative second derivative by (95) and
(98). The same holds for f . We will apply the following standard result to these two convex functions
(we refer to [32] for a proof):
Lemma 7 (An upper bound for differentiable convex functions): Let g and G be two differentiable
convex functions defined on an interval I ⊆ R. Let r ∈ I and δ > 0 such that r ± δ ∈ I . Then
|G′(r)− g′(r)| ≤ Cδ(r) + 1
δ
∑
u∈{−δ,0,δ}
|G(r + u)− g(r + u)| , (101)
where Cδ(r) = g′(r + δ)− g′(r − δ) ≥ 0.
For all R ∈ (0,+∞), we have:
F (R)− f(R) = Fn(t, R)− fn(t, R)− ‖ϕ‖∞
√
λR
2
‖Z˜‖ − E ‖Z˜‖√
n
; (102)
F ′(R)− f ′(R) = −
(
〈L〉t,R − E 〈L〉t,R
)
− ‖ϕ‖∞
2
√
λ
2R
‖Z˜‖ − E ‖Z˜‖√
n
. (103)
Let Cδ(r) = f ′(r+ δ)− f ′(r− δ), which is nonnegative by convexity of f . It follows from Lemma 7 and
the two identities (102) and (103) that ∀R ∈ (0,+∞), ∀δ ∈ (0, R):∣∣〈L〉t,R − E 〈L〉t,R∣∣ ≤ ‖ϕ‖∞
2
√
λ
2R
∣∣‖Z˜‖ − E ‖Z˜‖∣∣√
n
+ Cδ(R)
+
1
δ
∑
x∈{−δ,0,δ}
|F (R + x)− f(R + x)|
≤ ‖ϕ‖∞
√
λ
2
(
1
2
√
R
+ 3
√
R
)∣∣‖Z˜‖ − E ‖Z˜‖∣∣√
n
+ Cδ(R)
+
1
δ
∑
x∈{−δ,0,δ}
|Fn(t, R + x)− fn(t, (R + x)| .
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Thanks to the inequality (
∑m
i=1 vi)
2 ≤ m∑mi=1 v2i , this directly implies ∀R ∈ (0,+∞), ∀δ ∈ (0, R):
E
[(〈L〉t,R − E 〈L〉t,R)2 ] ≤ 5‖ϕ‖2∞λ2
(
1
4R
+ 3 + 9R
)
Var‖Z˜‖
n
+ 5Cδ(R)
2
+
5
δ2
∑
x∈{−δ,0,δ}
E
[(
Fn(t, R + x)− fn(t, R + x)
)2]
. (104)
The next step is to bound the integral of the three summands on the right-hand side of (104). By [41,
Theorem 3.1.1], there exists C1 such that Var ‖Z˜‖ ≤ C1 independently of the dimension n. Then:∫ b
a
dR 5‖ϕ‖2∞
λ
2
(
1
4R
+ 3 + 9R
)
Var‖Z˜‖
n
≤ 5‖ϕ‖2∞
λ
2
(
ln(b/a)
4
+ 3b+
9
2
b2
)
C1
n
. (105)
Note that Cδ(R) = |Cδ(R)| ≤ |f ′(R + δ)|+ |f ′(R− δ)|. For all R ∈ (0,+∞), we have:
|f ′(R)| ≤ ∣∣E 〈L〉t,R∣∣+ ‖ϕ‖∞
2
√
λ
2R
E ‖Z˜‖√
n
≤ ‖ϕ‖∞
2
√
λ
2
(√
λ
2
‖ϕ‖∞ + 1√
R
)
, (106)
The second inequality in (106) follows from the upper bounds |E 〈L〉t,R| ≤ λ‖ϕ‖2∞/4 (see (88)) and E‖Z˜‖ ≤√
n. Thus, for the second summand, we obtain ∀δ ∈ (0, a):∫ b
a
dRCδ(R)
2
≤ ‖ϕ‖∞
√
λ
2
(√
λ
2
‖ϕ‖∞ + 1√
a− δ
)∫ b
a
dRCδ(R)
= ‖ϕ‖∞
√
λ
2
(√
λ
2
‖ϕ‖∞ + 1√
a− δ
)[(
f(b+ δ)− f(b− δ))− (f(a+ δ)− f(a− δ))]
= λ‖ϕ‖2∞δ
(√
λ
2
‖ϕ‖∞ + 1√
a− δ
)2
. (107)
The last inequality is a simple application of the mean value theorem. We finally turn to the third summand.
By Proposition 8 of Appendix D, there exists a positive constant C2 depending only on a, b, ‖ϕ‖∞, ‖ϕ′‖∞,
‖ϕ′′‖∞, MS and λ such that ∀(t, R) ∈ [0, 1]× (0, b+ a):
E
[(
Fn(t, R)− fn(t, R)
)2 ] ≤ C2
n
. (108)
Using (108), we see that the third summand satisfies ∀δ ∈ (0, a):∫ b
a
dR
5
δ2
∑
x∈{−δ,0,δ}
E
[(
Fn(t, R + x)− fn(t, R + x)
)2 ] ≤ 15C2
δ2n
b . (109)
To end the proof it remains to integrate (104) over R ∈ [a, b] and use the three upper bounds (105), (107)
and (109).
B. Concentration of Q around its expectation: proof of Proposition 5
Using the upper bound (70), it directly comes:
λ2
16
∫ b
a
E
〈(
Q− E 〈Q〉t,R
)2 〉
t,R
dR ≤
∫ b
a
E 〈(L − E 〈L〉t,R)2〉t,R dR . (110)
We then use the concentration results for L, that is, Propositions 6 and 7, to upper bound∫ b
a
E 〈(L − E 〈L〉t,R)2〉t,R dR =
∫ b
a
E 〈(L − 〈L〉t,R)2〉t,R dR +
∫ b
a
E[(〈L〉t,R − E 〈L〉t,R)2 ] dR
and prove Proposition 5.
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APPENDIX D
CONCENTRATION OF THE FREE ENTROPY
Consider the inference problem (30). Once both observations Y(t) and Y˜(t,R) have been replaced by
their definitions, the associated Hamiltonian reads:
Ht,R(s;S,Z, Z˜,W) ,
n∑
j=1
λR
4
x2j −
λR
2
Xjxj −
√
λR
2
Z˜jxj
+
∑
i∈I
λ(1− t)
2n2
x2i1x
2
i2
x2i3 −
λ(1− t)
n2
Xi1Xi2Xi3xi1xi2xi3 −
√
λ(1− t)
n
Zixi1xi2xi3 . (111)
In this section, we show that the free entropy
1
n
lnZt,R
(
Y(t), Y˜(t,R),W
)
=
1
n
ln
∫
dPs(s) e
−Ht,R(s;S,Z,Z˜,W) . (112)
concentrates around its expectation. We will sometimes write 1
n
lnZt,R, omitting the arguments, to shorten
notations.
Proposition 8 (Concentration of the free entropy): Suppose that (H1), (H2) hold. There exists a
polynomial C(‖ϕ‖∞, ‖ϕ′‖∞, ‖ϕ′′‖∞,MS, λ, R) with positive coefficients such that ∀t ∈ [0, 1]:
E
[(
lnZt,R
n
− E
[
lnZt,R
n
])2 ]
≤ C(‖ϕ‖∞, ‖ϕ
′‖∞, ‖ϕ′′‖∞,MS, λ, R)
n
. (113)
Proof: First, we show that the free entropy concentrates on its conditional expectation given (W,S).
Thus, lnZt,R/n is seen as a function of the Gaussian random variables Z, Z˜ and we work conditionally to
(W,S): g(Z, Z˜) ≡ lnZt,R/n. By the Gaussian-Poincare´ inequality (see [42, Theorem 3.20]), we have:
E
[(
lnZt,R
n
− E
[
lnZt,R
n
∣∣∣∣S,W]
)2 ]
≤ E[∥∥∇g(Z, Z˜)∥∥2 ] .
The squared norm of the gradient of g reads ‖∇g‖2 = ∑i∈I |∂g/∂Zi|2 +∑j |∂g/∂Z˜j|2. Each of these partial
derivatives takes the form ∂g/∂x = −n−1〈∂Ht,R/∂x〉. More precisely:
∂g
∂Zi
= n−1
√
λ(1− t)
n
〈xi1xi2xi3〉t,R ;
∂g
∂Z˜j
= n−1
√
λR
2
〈xj〉t,R .
We see that |∂g/∂Zi| ≤
√
λ
n2
‖ϕ‖3∞ and | ∂g∂Z˜j | ≤ n
−1
√
λR
2
‖ϕ‖∞. Therefore:
‖∇g(Z, Z˜)‖2 ≤ λ
3/2
6n
‖ϕ‖6∞ +
λR
2n
‖ϕ‖2∞ +O(n−2) .
Making use of the Gaussian-Poincare´ inequality, we obtain (the term O(n−2) is neglected):
E
[(
lnZt,R
n
− E
[
lnZt,R
n
∣∣∣∣S,W]
)2 ]
≤ λ‖ϕ‖
4
∞
6n
(
√
λ‖ϕ‖2∞ + 3R) . (114)
Next we show that E[lnZt,R/n|S,W] concentrates on its conditional expectation given S. Thus, lnZt,R/n
is seen as a function of the Gaussian random variables W and we work conditionally to S: g(W) ≡
E[lnZt,R/n|W,S]. We will again invoke the Gaussian-Poincare´ inequality (see [42, Theorem 3.20]). To
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lighten the equations we drop the subscripts in the Gibbs bracket 〈−〉t,R, we introduce the notation
E˜ , E[·|S,W] and we define the following quantities:
X′ = ϕ′
(
WS√
p
)
; x′ = ϕ′
(
WS√
p
)
.
The squared norm of the gradient of g reads ‖∇g‖2 = ∑i,j |∂g/∂Wij|2 where ∀(i, j) ∈ {1, . . . , n} ×
{1, . . . , p}:
∂g
∂Wij
= O(n−5/2) + 1
2n
n∑
k=1
k 6=i
n∑
`=16`=k,i
(
− λ(1− t)
n2
√
p
E˜〈xix′isjx2kx2`〉+
λ(1− t)
n2
√
p
SjX
′
iXkX`E˜〈xixkx`〉
+
λ(1− t)
n2
√
p
XiXkX` E˜〈sjx′ixkx`〉+
√
λ(1− t)
n
√
p
E˜Zik`〈sjx′ixkx`〉
)
+
1
n
√
λR
2p
(
−
√
λR
2
E˜〈sjx′ixi〉+
√
λR
2
SjX
′
i E˜〈xi〉+
√
λR
2
Xi E˜〈sjx′i〉+ E˜Z˜i〈sjx′i〉
)
.
The term O(n−5/2) comes from those triplets i in I , {(i, j, k) ∈ [n]3 : i ≤ j ≤ k} whose elements
are non unique. In order to further simplify these partial derivatives, we do an integration by parts with
respect to the Gaussian noises Z and Z˜. It yields:
E˜Zik`〈sjx′ixkx`〉 =
√
λ(1− t)
n
E˜〈sjx′ixix2kx2`〉 −
√
λ(1− t)
n
E˜〈sjx′ixkx`〉〈xixkx`〉 ;
E˜Z˜i〈sjx′i〉 =
√
λR
2
E˜〈sjx′ixi〉 −
√
λR
2
E˜〈sjx′i〉〈xi〉 .
Therefore, ∀(i, j) ∈ {1, . . . , n} × {1, . . . , p}:
∂g
∂Wij
= O(n−5/2) + λR
2n
√
p
(
SjX
′
i E˜〈xi〉+Xi E˜〈sjx′i〉 − E˜〈sjx′i〉〈xi〉
)
+
λ(1− t)
2n3
√
p
n∑
k=1
k 6=i
n∑
`=16`=k,i
(
SjX
′
iXkX`E˜〈xixkx`〉+XiXkX` E˜〈sjx′ixkx`〉 − E˜〈sjx′ixkx`〉〈xixkx`〉
)
.
Making use of the boundedness assumptions, we obtain the following uniform bound on the partial
derivatives: ∣∣∣∣ ∂g∂Wij
∣∣∣∣ ≤ O(n−5/2) + 3λMS2n√p ‖ϕ‖∞‖ϕ′‖∞(‖ϕ‖4∞ +R) .
Therefore, ‖∇g(W)‖2 ≤ 9λ2M2S
4n
‖ϕ‖2∞‖ϕ′‖2∞
(‖ϕ‖4∞+R)2 +O(n−3) and the Gaussian-Poincare´ inequality
yields (the term O(n−3) is neglected):
E
[(
E
[
lnZt,R
n
∣∣∣∣S,W]− E[ lnZt,Rn
∣∣∣∣S]
)2 ]
≤ 9λ
2M2S
4n
‖ϕ‖2∞‖ϕ′‖2∞
(‖ϕ‖4∞ +R)2 . (115)
Finally, it remains to show that E[lnZt,R/n|S] concentrates on its expectation. We will show that the function
g : S ∈ [−MS,MS]p 7→ E[lnZt,R/n|S = S]
has bounded differences. To do so, we will show that the partial derivatives of g are uniformly bounded.
Then we will apply the bounded differences inequality, also called McDiarmid’s inequality, to get the
concentration result (see [43], [42, Corollary 3.2]). Similarly to what has be done with the random vector
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S, we define X = ϕ
(
WS√
p
)
, X′ = ϕ′
(
WS√
p
)
and X′′ = ϕ′′
(
WS√
p
)
. For ` ∈ {1, . . . , p}, the partial derivative of g
with respect to its `th coordinate:
∂g
∂S`
=
λ(1− t)
n3
√
p
∑
i∈I
E
[
(Wi1`X
′
i1
Xi2Xi3 +Wi2`Xi1X
′
i2
Xi3 +Wi3`Xi1Xi2X
′
i3
)〈xi1xi2xi3〉
∣∣S = S]
+
λR
2n
√
p
n∑
i=1
E
[
Wi`X
′
i〈xi〉
∣∣S = S]
= O(n−3/2) + λ(1− t)
2n3
√
p
n∑
i=1
n∑
j=1
j 6=i
n∑
k=1
k 6=i,j
E
[
Wi`X
′
iXjXk〈xixjxk〉
∣∣S = S]
+
λR
2n
√
p
n∑
i=1
E
[
Wi`X
′
i〈xi〉
∣∣S = S] . (116)
Once again the triplets i ∈ I whose elements are non unique are accounted for with the term O(n−3/2),
which is negligible compared to the others. An integration by parts with respect to W gives for all
(i, j, k, `) ∈ {1, . . . , n}3 × {1, . . . , p} such that j 6= i and k 6= i, j:
E
[
Wi`X
′
iXjXk〈xixjxk〉
∣∣S = S]
=
1√
p
E
[
S`X
′′
i XjXk〈xixjxk〉
∣∣S = S]+ 1√
p
E
[
X′iXjXk〈s`x′ixjxk〉
∣∣S = S]
− E
[
X′iXjXk
〈
xixjxk
∂Ht,R
∂Wi`
〉∣∣∣∣S = S]+ E[X′iXjXk〈xixjxk〉〈∂Ht,R∂Wi`
〉∣∣∣∣S = S] ; (117)
E
[
Wi`X
′
i〈xi〉
∣∣S = S] = 1√
p
E
[
S`X
′′
i 〈xi〉
∣∣S = S]+ 1√
p
E
[
X′i〈s`x′i〉
∣∣S = S]
− E
[
X′i
〈
xi
∂Ht,R
∂Wi`
〉∣∣∣∣S = S]+ E[X′i〈xi〉〈∂Ht,R∂Wi`
〉∣∣∣∣S = S] . (118)
Here Ht,R ≡ Ht,R(s; S,Z, Z˜,W). In order to prove the concentration result that we aim for, we need to
make sure that both expectations(117) and (118) are O(n−1/2). The main difficulty resides in managing
the terms where partial derivatives ∂Ht,R/∂Wi` appear. We have already dealt with these partial derivatives
when proving the concentration with respect to W, and we found:
∂Ht,R
∂Wi`
= O(n−3/2) + 1
2
n∑
j=1
j 6=i
n∑
k=1
k 6=i,j
(
− λ(1− t)
n2
√
p
xix
′
is`x
2
jx
2
k +
λ(1− t)
n2
√
p
S`X
′
iXjXkxixjxk
+
λ(1− t)
n2
√
p
XiXjXks`x
′
ixjxk +
√
λ(1− t)
n
√
p
Zijks`x
′
ixjxk
)
+
√
λR
2p
(
−
√
λR
2
s`x
′
ixi +
√
λR
2
S`X
′
ixi +
√
λR
2
Xi s`x
′
i + Z˜is`x
′
i
)
.
For (i, `) ∈ {1, . . . , n} × {1, . . . , p} define
Ai` , λ(1− t)
2n2
√
p
n∑
j=1
j 6=i
n∑
k=1
k 6=i,j
(− xix′is`x2jx2k + S`X′iXjXkxixjxk + XiXjXks`x′ixjxk)
+
λR
2
√
p
(− s`x′ixi + S`X′ixi + Xi s`x′i) . (119)
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Note these two simple facts about Ai`:
∂Ht,R
∂Wi`
= O(n−3/2) +Ai` +
√
λ(1− t)
2n
√
p
n∑
j=1
j 6=i
n∑
k=1
k 6=i,j
Zijks`x
′
ixjxk +
√
λR
2p
Z˜is`x
′
i ; (120)
|Ai`| ≤ 3λ
2
√
p
MS‖ϕ‖∞‖ϕ′‖∞
(‖ϕ‖4∞ +R) . (121)
Plugging the identity (120) in both (117) and (118) and making use of the upper bound (121), we obtain:∣∣E[Wi`X′iXjXk〈xixjxk〉∣∣S = S]∣∣
≤ O(n−3/2) + MS‖ϕ‖
4
∞√
p
(
‖ϕ‖∞‖ϕ′′‖∞ + ‖ϕ‖∞‖ϕ′‖2∞ + 3λ ‖ϕ‖6∞‖ϕ′‖2∞ + 3λ ‖ϕ‖2∞‖ϕ′‖2∞R
)
+
√
λ(1− t)
2n
√
p
n∑
j′=1
j′ 6=i
n∑
k′=1
k 6=i′,j′
∣∣E[X′iXjXkZij′k′(〈xixjxks`x′ixj′xk′〉 − 〈xixjxk〉〈s`x′ixj′xk′〉)∣∣S = S]∣∣
+
√
λR
2p
∣∣E[X′iXjXkZ˜i(〈xixjxks`x′i〉 − 〈xixjxk〉〈s`x′i〉)∣∣S = S]∣∣ ;∣∣E[Wi`X′i〈xi〉∣∣S = S]∣∣
≤ O(n−3/2) + MS√
p
(
‖ϕ‖∞‖ϕ′′‖∞ + ‖ϕ′‖2∞ + 3λ ‖ϕ‖6∞‖ϕ′‖2∞ + 3λ ‖ϕ‖2∞‖ϕ′‖2∞R
)
+
√
λ(1− t)
2n
√
p
n∑
j′=1
j′ 6=i
n∑
k′=1
k 6=i′,j′
∣∣E[X′iZij′k′(〈xis`x′ixj′xk′〉 − 〈xi〉〈s`x′ixj′xk′〉)∣∣S = S]∣∣
+
√
λR
2p
∣∣E[X′iZ˜i(〈xis`x′i〉 − 〈xi〉〈s`x′i〉)∣∣S = S]∣∣ .
By integrating by parts with respect to Z or Z˜, we can now show that both upper bounds are O(p−1/2). This
is because Zij′k′ and Z˜i appear in the Hamiltonian Ht,R via the terms
√
λ(1−t)
n
xixj′xk′Zij′k′ and
√
λR
2
xiZ˜i,
respectively. In the end, for all (i, j, k, `) ∈ {1, . . . , n}3 × {1, . . . , p} such that j 6= i and k 6= i, j:∣∣E[Wi`X′iXjXk〈xixjxk〉∣∣S = S]∣∣ ≤ MS‖ϕ‖4∞√p C1 ;∣∣E[Wi`X′i〈xi〉∣∣S = S]∣∣ ≤ MS√pC1 ;
where C1 , ‖ϕ‖∞‖ϕ′′‖∞+‖ϕ′‖2∞+ 6λ‖ϕ‖6∞‖ϕ′‖2∞+ 6λ‖ϕ‖2∞‖ϕ′‖2∞R. Going back to the identity (116),
these upper bounds yield
∣∣ ∂g
∂S`
∣∣ ≤ λMS
2p
(‖ϕ‖4∞ + R)C1 uniformly in S ∈ [−MS,MS]p and ` ∈ {1 . . . , p}
(we neglect the term O(n−3/2) that should appear in the upper bound). Hence g has bounded differences
(this is a simple application of the mean value theorem):
∀` ∈ {1, . . . , p} : sup
−MS≤S1,...,Sp,S′`≤MS
∣∣g(S)− g(S1, . . . , S`−1, S′`, S`+1, . . . , Sp)∣∣ ≤ C2p ;
where C2 , λM2S(‖ϕ‖4∞ +R)C1. By McDiarmid’s inequality:
E
[(
E
[
lnZt,R
n
∣∣∣∣S]− E[ lnZt,Rn
])2 ]
≤ C
2
2
4p
. (122)
Combining the inequalities (114), (115) and (122) yields the final result.
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APPENDIX E
PROOF OF PROPOSITION 4
The proof is based on the envelope theorem [39, Corollary 4] to obtain the derivative of h. We proceed
as follows:
1) We show that h is equal to the minimization on a compact subset of a function having sufficient
regularity properties to apply [39, Corollary 4].
2) The later gives a formula for the derivative of h at any point where it is differentiable.
3) We use an optimality condition on q∗x ∈ Q∗x(λ) leading to simplified formula (43) for h′(λ).
Proof of Proposition 4: We proceed according to the plan outlined above.
1) We define f(qx, qs, λ) , suprs≥0 ψλ,α(qx, qs, rs). By the definition (3) of ψλ,α, we have for all
(qx, qs, λ) ∈ [0, ρx]× [0, ρs]× (0,+∞):
f(qx, qs, λ) =
1
α
I∗PS
(
qs − ρs
2
)
+ Iϕ
(
λq2x
2
, qs; ρs
)
+
λ
12
(ρx − qx)2(ρx + 2qx) , (123)
where the functions I∗PS and Iϕ(· , · ; ρs) are defined in Lemma 3 and Lemma 2, respectively. By Lemma 2,
Iϕ(· , · ; ρs) is continuous on [0,+∞)× [0, ρs]. By Lemma 3, I∗PS is convex and finite on (−∞, 0), hence
continuous on (−∞, 0). Besides, I∗PS is nondecreasing on (−∞, 0) and we distinguish between two cases:
(i) limx→0
x<0
I∗PS(x) exists and is finite, and (ii) limx→0x<0
I∗PS(x) diverges to +∞. If (i) then, by monotonicity
of I∗PS , limx→0x<0
I∗PS(x) ≤ I∗PS(0). We can redefine I∗PS at x = 0 to make it left continuous while leaving
h unchanged: I∗PS(0) , limx→0x<0 I
∗
PS
(x). Hence, f is continuous on [0, ρx]× [0, ρs]× (0,+∞) and h(λ) =
min(qx,qs)∈[0,ρx]×[0,ρs] f(qx, qs, λ). If (ii), first note that
f(0, 0, λ) =
1
α
I∗PS
(− ρs/2)+ λ
12
ρ3x and f(qx, qs, λ) ≥
1
α
I∗PS
(
qs − ρs
2
)
qs<0−−−→
qs→ρs
+∞ .
Then, for every positive λ¯, there exists ρs(λ¯) ∈ (0, ρs) such that:
• ∀(qx, qs, λ) ∈ [0, ρx]× [ρs(λ¯), ρs]× (0, λ¯]: f(qx, qs, λ) > f(0, 0, λ);
• f is continuous on [0, ρx]× [0, ρs(λ¯)]× (0,+∞).
Thus, ∀λ ∈ [0, λ¯]: h(λ) = min(qx,qs)∈[0,ρx]×[0,ρs(λ¯)] f(qx, qs, λ).
2) Fix λ¯ > 0. The conclusion of step 1) is that there exists ρs(λ¯) ∈ (0, ρs] such that
∀λ ∈ (0, λ¯] : h(λ) = min
(qx,qs)∈[0,ρx]×[0,ρs(λ¯)]
f(qx, qs, λ) ,
where f is defined in (123) with I∗PS(0) , limx→0x<0 I
∗
PS
(x) ∈ [0,+∞] and is continuous on [0, ρx] ×
[0, ρs(λ¯)] × (0,+∞). By Lemma 2, f admits a derivative with respect to λ and for all (qx, qs, λ) ∈
[0, ρx]× [0, ρs(λ¯)]× (0,+∞):
∂f
∂λ
∣∣∣∣
qx,qs,λ
=
q2x
2
∂Iϕ
∂r
(
λq2x
2
, qs; ρs
)
+
1
12
(ρx − qx)2(ρx + 2qx) . (124)
This partial derivative is continuous on [0, ρx] × [0, ρs(λ¯)] × (0,+∞) (∂Iϕ/∂r is given by (49) and its
continuity is justified by domination assumptions). For all λ ∈ (0, λ¯), define the following nonempty
subset of [0, ρx]× [0, ρs(λ¯)]:
Q∗x,s(λ) ,
{
(q∗x, q
∗
s) ∈ [0, ρx]× [0, ρs] : f(q∗x, q∗s , λ) = h(λ)
}
.
By [39, Corollary 4], h is differentiable at λ ∈ (0, λ¯) if, and only if, the set
F(λ) ,
{
∂f
∂λ
∣∣∣∣
q∗x,q∗s ,λ
: (q∗x, q
∗
s) ∈ Q∗x,s(λ)
}
34
is a singleton. In this case, ∀(q∗x, q∗s) ∈ Q∗x,s(λ) : h′(λ) = ∂f∂λ
∣∣
q∗x,q∗s ,λ
. Note that F(λ) could be a singleton
without Q∗x,s(λ) being one. However, in the next and final step, we derive a simple expression for ∂f∂λ
∣∣
q∗x,q∗s ,λ
where (q∗x, q
∗
s) ∈ Q∗x,s(λ) that shows that F(λ) is a singleton if, and only if, Q∗x,s(λ) is one too.
3) Let λ ∈ (0, λ¯) and (q∗x, q∗s) ∈ Q∗x,s(λ). The function qx 7→ f(qx, q∗s , λ) is differentiable on [0, ρx] and
f(q∗x, q
∗
s , λ) = minq∗x∈[0,ρx] f(qx, q
∗
s , λ). If q
∗
x ∈ (0, ρx) then it satisfies the optimality condition ∂f∂qx
∣∣∣
q∗x,q∗s ,λ
=
0, i.e.,
q∗x
∂Iϕ
∂r
(
λ(q∗x)
2
2
, q∗s ; ρs
)
=
q∗x
2
(ρx − q∗x) . (125)
The identity (125) is trivially satisfied if q∗x = 0. If q
∗
x = ρx then the necessary optimality condition
reads ∂f
∂qx
(ρx, q
∗
s , λ) = λρx
∂Iϕ
∂r
(λρ2x
2
, q∗s ; ρs
) ≤ 0. We also show in the proof of Lemma 2 that ∂Iϕ
∂r
≥ 0.
Hence, if q∗x = ρx, the identity (125) is still satisfied. Making use of the identity (125) in (124), we have
∀(q∗x, q∗s) ∈ Q∗x,s(λ):
∂f
∂λ
∣∣∣∣
q∗x,q∗s ,λ
=
(q∗x)
2
2
∂Iϕ
∂r
(
λ(q∗x)
2
2
, q∗s ; ρs
)
+
1
12
(ρx − q∗x)2(ρx + 2q∗x)
=
(q∗x)
2
4
(ρx − q∗x) +
1
12
(ρx − q∗x)2(ρx + 2q∗x) =
ρ3x − (q∗x)3
12
.
It follows that F(λ) is a singleton if, and only if, Q∗x(λ) is a singleton. We conclude that h is differentiable
if, and only if, Q∗x(λ) is a singleton in which case, letting Q∗x(λ) = {q∗x(λ)}, h′(λ) = ρ
3
x−(q∗x(λ))3
12
.
