The aim of this study was to use Monte Carlo simulations to compare logistic regression with propensity scores in terms of bias, precision, empirical coverage probability, empirical power, and robustness when the number of events is low relative to the number of confounders. The authors simulated a cohort study and performed 252,480 trials. In the logistic regression, the bias decreased as the number of events per confounder increased. In the propensity score, the bias decreased as the strength of the association of the exposure with the outcome increased. Propensity scores produced estimates that were less biased, more robust, and more precise than the logistic regression estimates when there were seven or fewer events per confounder. The logistic regression empirical coverage probability increased as the number of events per confounder increased. The propensity score empirical coverage probability decreased after eight or more events per confounder. Overall, the propensity score exhibited more empirical power than logistic regression. Propensity scores are a good alternative to control for imbalances when there are seven or fewer events per confounder; however, empirical power could range from 35% to 60%. Logistic regression is the technique of choice when there are at least eight events per confounder. bias (epidemiology); confounding factors (epidemiology); logistic models; models, statistical
In observational studies, the groups compared are often different because of lack of randomization. Subjects with specific characteristics may have been more likely to be exposed than other subjects. If these characteristics also affect the outcome, a direct comparison of the groups is likely to produce biased conclusions that may merely reflect the lack of initial comparability (1) . These characteristics are called confounders.
Logistic regression is a commonly used method to control for imbalances between groups. Its primary advantage is the ability to control for many variables simultaneously. Although simultaneous adjustment is appealing, it can also be problematic. If too many variables need to be included in a model relative to the number of events, the estimates from these models can be incorrect (2, 3) .
Another method to control for imbalances is the propensity score, which is the conditional probability of a subject's receiving a particular exposure given the set of confounders. For calculation of a propensity score, the confounders are used in a logistic regression to predict the exposure of interest, without including the outcome (4, 5) . As a result, the collection of confounders is collapsed into a "single" variable, the probability (propensity) of being exposed.
The propensity score can be used as if it were the only confounder. When used as a stratifying variable, the propensity score should be divided into at least five strata. Within each stratum, the distribution of the confounders that went into its estimation should be similar in the exposed and the unexposed subjects (4) (5) (6) (7) .
The use of propensity scores is increasing (8, 9) and is appealing in the analysis of studies with rare events (outcomes) and multiple confounders (8) . Creating a covariate that summarizes all the confounders could circumvent the problem of having too many variables in the model relative to the number of events. However, the utility of propensity scores has not been evaluated in this setting. The decision to use propensity scores should be based on their potential to reduce bias, their empirical coverage probability (the confidence interval of the result should include the true odds ratio), their empirical power (propensity scores should detect an association if present), and their robustness (how sensitive the results are to errors in the estimation of the effect of the confounder on the outcome).
Propensity scores in a logistic model and the logistic regression estimate odds ratios (10) . Propensity scores estimate the odds ratio given the propensity score categories, and logistic regression estimates the odds ratio given the confounders included in the model. These two odds ratios are often different from each other (10) . This occurs because the average of the individual odds ratios is not the same as the total cohort odds ratio (11) . This phenomenon does not occur with relative risks or risk differences (11, 12) and is the reason many researchers criticize the use of the odds ratio (11, 13) . Still, the average of individual odds ratios and the total cohort odds ratio approximate each other when the incidence of the disease is low, all subjects have low risks (11) , and both odds ratios are the same when there is no association between the exposure and the outcome (14) . Therefore, to compare these techniques, we should replicate circumstances in which the odds ratio of each technique is close to the other.
The aim of this study was to compare logistic regression with the propensity score method in terms of bias, precision, empirical coverage probability, empirical power, and robustness when the numbers of events are low relative to the number of confounders.
MATERIALS AND METHODS

Data sets to be analyzed
Monte Carlo simulations were performed to simulate an observational cohort study in which the exposure of interest was based on the patients' characteristics, instead of randomly assigned (see the Appendix for the procedures used to generate the data).
Factors evaluated
Each factor of interest was varied systematically so that all possible combinations were evaluated.
Number of variables. We evaluated 2, 4, 6, 8, and 10 confounding variables in the model. Fifty percent of the confounders were continuous, normally distributed variables, and 50 percent were binary variables. Sixty percent increased the risk of developing the outcome, and 40 percent decreased the risk of developing the outcome. All the confounders were independent of each other. The strength of the association of the continuous confounders with the exposure and with the outcome ranged from an odds ratio of 0.97 to an odds ratio of 1.08. The strength of the association of the binary confounders with the exposure and with the outcome ranged from an odds ratio of 0.1 to an odds ratio of 4.0.
Number of events. A binary outcome was simulated, for example, dead or alive. We simulated 20, 50, 70, and 100 events. To accomplish this, we varied the sample size from 100 to 10,000 and the probability of the events from 1 percent to 20 percent. The range of the expected number of events permitted us to evaluate ratios of the number of events to the number of variables from the suboptimal rate of 2:1 (e.g., 20 events and 10 variables) to the rates advised in the literature of 10:1 (e.g., 100 events and 10 variables) and higher.
Strength of the exposure. A binary exposure was simulated, choosing odds ratios commonly found in epidemiology: 1.0, 1.5, 2.0, and 3.0.
Robustness. Researchers usually do not have access to the truth. Consequently, they can make mistakes when specifying the effect of a confounder on the outcome, and these mistakes could lead to wrong conclusions. The less sensitive a technique is to these errors, the better.
In the misspecified logistic regression model, the effect of one of the confounders on the outcome was assumed to be linear. In the correct model, this confounder had a quadratic effect. In the misspecified propensity score model, the effect of one of the confounders on the exposure was assumed to be linear. In the correct model, this confounder had a quadratic effect (15) .
Analytical approaches
Once each data set was simulated, we analyzed it using the two approaches.
Logistic regression approach. To estimate the impact of the exposure on the outcome, we applied a logistic regression technique, using all the individual confounders and the exposure variable as independent variables and the clinical outcome as the dependent variable.
Propensity score approach. To estimate the propensity score, we used a logistic regression to obtain the predicted probability of exposure. In this case, the dependent variable was the exposure rather than the outcome, and the independent variables were the confounding variables. Note that the outcome variable was not used in this step. Once these probabilities (the propensity scores) were estimated, they were divided into five strata. The quintiles of the estimated propensity scores were used as the cutoffs for the different strata.
Then, to estimate the impact of the exposure on the outcome using the propensity score, we constructed a different logistic regression model. In this case, the dependent variable was the outcome, and the independent variables were the exposure variable and the categories of the propensity score.
Comparison of the two analytical approaches
In each Monte Carlo trial, we compared the results obtained with each of the two statistical techniques with the truth to determine the bias, precision, empirical coverage probability, empirical power, and robustness associated with the use of that technique.
To compare the techniques, we calculated the number of events per confounder considered in the model. It was obtained by dividing the number of observed outcomes by the number of confounders; the primary exposure under study was not included in the count. Then, it was divided into ten categories: 1-3, 4, 5, 6, 7, 8, 9, 10, 11-20, and more than 20 events per confounder. This categorization permits us to observe in detail situations in which there were few events per confounder. The number of events per confounder was used to stratify estimates of bias, precision, empirical coverage probability, and empirical power.
In the case of logistic regression, the number of confounders included in the logistic model equals the number of confounders evaluated. In the case of the propensity score, it equals the number of confounders that were used to calculate the propensity score, not the number of terms in the propensity score model. Hence, the comparison of the propensity score and the logistic regression approaches involved the same number of confounders. However, because of the way these techniques deal with the confounders, at the end each approach had a different number of terms.
For the analyses, we used the coefficients obtained from the regression models instead of the odds ratios, because the distribution of the coefficients was less skewed than the distribution of the odds ratios. However, in this article, we refer to odds ratios since they are easier to interpret than coefficients.
We analyzed and reported separately the results of the comparisons between propensity score and logistic regression when there is and when there is no association of the exposure with the outcome.
Bias
Bias measures how different the estimated effect of the exposure is from the true effect. We expressed it as a percentage: Bias = ((estimated odds ratio/true odds ratio) -1) × 100. We estimated the mean percentage of bias of the Monte Carlo trials and the standard deviation. We also report the median percentage of bias due to the skewness of the distribution of the estimated odds ratios. Values greater than zero indicate an overestimation of the effect of the exposure on the outcome, and negative values indicate an underestimation.
Empirical coverage probability
The confidence interval of the estimated odds ratio should include the true odds ratio. To estimate the empirical coverage probability, we tested whether the true odds ratio of 1, 1.5, 2, or 3 was included in the 95 percent confidence interval of the estimate of the association with each of the two analytical approaches (3, 16) . In these circumstances, the expected value of the empirical coverage probability is 95 percent.
This way of evaluating empirical coverage probability is analogous to the Wald statistic, a test used to determine the statistical significance of a variable in a regression model (17) .
Empirical power
Power is the probability of detecting an association when present. Empirical power is the power of the 95 percent confidence interval to reject a false null hypothesis (3, 16, 18) . We estimated it by testing if an odds ratio of 1 was excluded in the 95 percent confidence interval of the estimate of the association with each of the two analytical approaches (16, 18) . The higher the value of the empirical power is, the better. Because the empirical power depends on the magnitude of the difference being evaluated, we report the results in which the effect of the exposure on the outcome has an odds ratio of 3.
We did not evaluate empirical power when there was no association of the exposure with the outcome, because it is impossible to evaluate it in this particular setting.
Precision
Precision measures the degree of dispersion, the spread, of the estimates obtained with a particular technique. To measure it, we averaged the standard error of the odds ratios; the smaller the standard error is, the more precise a technique.
Number of Monte Carlo trials
To detect a difference in the odds ratio estimates of the two analytical techniques of 0.1 standard deviation with an alpha error of 0.05 and a beta error of 0.1, we estimated that 1,052 Monte Carlo trials were needed to evaluate each factor and its corresponding number of levels (19) . We therefore performed a total of 252,480 Monte Carlo trials.
Monte Carlo simulations and analyses were performed with Stata version 7 SE statistical software (Stata Corporation, College Station, Texas).
RESULTS
Bias
In the logistic regression as the number of events per confounder increased, the magnitude of the bias decreased, from an underestimation or an overestimation of the effect of the exposure on the outcome of 16 times when there were four or fewer events per confounder to levels of bias close to zero when there were seven or more events per confounder (figure 1). In the logistic regression, the To the contrary, in the propensity score the magnitude of the bias did not depend on the number of events per confounder variable (table 1), but it depended on the strength of the association of the exposure with the outcome (figure 2). The bias was less when the strength of the association increased; for example, the bias when the odds ratio was 3 was much lower (8 percent median of bias) than when the odds ratio was 1.5 (60 percent median of bias). When the odds ratio for the exposure was 3 and there were 10 or fewer events per confounder, propensity score estimates were less biased than the logistic regression. However, when the odds ratio for the exposure was 1.5 or 2 and there were eight or more events per confounder, logistic regression produced less biased estimates than the propensity score.
Robustness
Errors in the specification of the model led to an increase in the magnitude of the bias when the logistic regression was used. However, there was no increase in the magnitude of the bias when propensity scores were used (table 1) .
Precision
In the logistic regression, the precision increased with the number of events per confounder in the model. The difference between the techniques was marked below six events per confounder. In these circumstances, the mean of the standard error was in the thousands in the logistic regression but only four in the propensity score. Logistic regression reached levels of precision similar to those of the propensity score when there were eight or more events per confounder in the model (figure 3).
Empirical coverage probability
The empirical coverage probability depended on the number of events per confounder in both techniques, but the pattern was different. In the logistic regression, the empirical coverage probability increased as the number of events per confounder increased (from 80 percent when there were 1-3 events per confounder to the expected value of 95 percent when there were eight or more events per confounder). In the propensity score, it was the opposite: the empirical coverage probability decreased from the expected value of 95 percent when there were seven or fewer events per confounder to 80 percent when there were 21 or more events per confounder (figure 4).
Empirical power
The empirical power was higher with the propensity score than with the logistic regression. As the number of events per confounder increased, empirical power increased in both techniques, but the increase was more substantial in the propensity score. Propensity score empirical power reached almost 100 percent when there were 21 or more events per confounder (figure 5).
No association between the exposure and the outcome
The results for bias and empirical coverage probability when there was no association between the exposure and the outcome were similar to the ones obtained when there was an association between the exposure and the outcome (figures 6 and 7).
DISCUSSION
We found that propensity score estimates were less biased than the logistic regression estimates when there were six or fewer events per confounder. The amount of bias decreased as the strength of the association of the outcome with the exposure increased. Overall, the propensity score was more robust and more precise, and it had more power than logistic regression. The empirical coverage probability associated The estimates of the propensity score are more precise (the standard errors are much smaller) than the estimates from logistic regression. As the number of events per confounder increases, the precision of the logistic regression increases. OR, odds ratio.
FIGURE 4.
Empirical coverage probability, by number of events per confounder and by technique. This graph illustrates the empirical coverage probability in both techniques. The expected value of the empirical coverage probability is 0.95.
FIGURE 5.
The empirical power, by number of events per confounder and by technique. This graph illustrates the empirical power in both techniques. The propensity score exhibits more empirical power than the logistic regression. The empirical power increases in both techniques as the number of events per confounder increases. We are evaluating an odds ratio of 3. The higher the value is, the better, that is, the more power a technique has. FIGURE 6. Median percentage of bias when there was no association between the exposure and the outcome, by number of events per confounder and by technique. In the logistic regression, the bias declines as the number of events per confounder increases. In the propensity score, the amount of bias did not depend on the number of events per confounder. Values greater than zero indicate an overestimation of the effect of the exposure on the outcome. Negative values indicate an underestimation of the effect of the exposure on the outcome.
with the propensity score was adequate until there were seven or less events per confounder, but it decreased substantially afterward.
Lack of bias and precision are desirable properties of a statistical technique. An unbiased estimate tells us that "on average" the estimate will be accurate (20) . However, researchers usually have only one sample available, so besides lack of bias, the degree of precision of the estimates is important (20) . The propensity score produced more precise estimates than the logistic regression, but when there were seven or more events per confounder the magnitude of the bias was larger than with logistic regression. The precision of logistic regression increased dramatically to that of the propensity score once there were eight or more events per confounder. Therefore, in terms of the tradeoff between bias and precision, once there are eight events per confounder, logistic regression is a better approach.
The strength of the association did have an effect on the amount of bias in the propensity score: the stronger the association, the smaller the magnitude of the bias. Others have reported similar findings (15) . In contrast to the logistic regression approach, the number of events per confounder did not affect the magnitude of the bias in the propensity score. This finding could be explained by the fact that the propensity score always has the same number of terms independent of the number of confounders (the exposure plus the propensity categories).
We found that the propensity score was a robust technique; the magnitude of bias was similar when the model was correct or misspecified. Others have reported a similar result (15) . The robustness of the propensity score makes it an attractive technique.
We found that the propensity score had the expected empirical coverage probability when there were fewer than eight events per confounder, but after this point it decreased. This means that the true test hypothesis is being incorrectly rejected, that a type I error is being made (21, 22) . Others have described a high incidence of type I error (15 percent) with the propensity score when the exposure and the confounders were highly correlated (23) . The empirical coverage probability in the logistic regression approach was inadequate until there were eight events per confounder. Others have found similar findings (3) .
As expected, the empirical power increased in both techniques as the number of events per confounder increased. Overall, the propensity score had more empirical power.
The results of this study confirm that a low number of events per variable in a logistic regression analysis leads to biased results and estimates that are not precise. It has been suggested that one needs to have at least 10 events per variable included in a logistic model (3, 24, 25) . However, the numbers of events per variable between five and 10 were not evaluated. We found that eight events per confounder in the model produced estimates that were similar to the results obtained when there were 21 or more events per confounder in terms of bias, degree of precision, and empirical coverage probability. The empirical power also increased substantially at this cutoff point. Therefore, eight events per confounder are probably a good cutoff for logistic regression.
This study has some limitations. For the calculation of empirical coverage probability and power we used the Wald statistic, but this test performs suboptimally in small sample sizes. In these circumstances, the likelihood ratio test would be likely to perform better (26) . Nonetheless, we believe that our findings remain valid because both techniques were compared using the same test.
The way we carried out the simulations could have given logistic regression an advantage over propensity scores. The logistic regression model we used to analyze the data was in many scenarios the theoretically correct model (the model used to generate the data). Nonetheless, we introduced a random component when we generated the data and, in addition, we evaluated circumstances in which the logistic regression model used to analyze the data was not the theoretically correct model (when we misspecified the regression model). In these last circumstances, the magnitude of the bias with logistic regression increased.
In addition, in the simulations we did not check if the distributions of the confounders in the exposed and unexposed groups in each stratum of the propensity score were similar. This is a key step when using propensity scores in clinical research (5, 9, 27) . However, this exercise is not possible during a simulation, because it requires a visual check of the distribution of each one of the confounders in the exposed and unexposed groups within each propensity score category. Consequently, it could be argued that propensity scores performed poorly because they did not reach the anticipated balance of the confounders. However, in our simulation study, the estimation of the propensity score was based on a correct model in many scenarios, and theory suggests that in these circumstances the propensity score balances the distribution of the confounders in the groups compared (4, 5, 8, (28) (29) (30) .
While in theory propensity scores should balance the distribution of the confounders, in our study we observed that the propensity score method produced biased estimates even when there was no association between the exposure and the outcome. The discrepancies between theory and practice could be explained by residual bias due to the categorization of the propensity score. Although the use of five FIGURE 7. Empirical coverage probability when there was no association between the exposure and the outcome, by number of events per confounder and by technique. This graph illustrates the empirical coverage probability in both techniques. The expected value of the empirical coverage probability is 0.95.
subclasses generally removes 90 percent of the bias due to the subclassifying variable (6), this is a large-sample claim that assumes a normal distribution of the confounding variable and requires an adequate overlap of the distribution of the confounder in the groups compared within the five categories (6, 27) . In practice, these conditions may not be fully met, which could lead to bias of greater magnitude than predicted by theory.
To avoid this problem, we could have included the propensity score as a continuous variable in the regression model. However, this would assume that the effect of the propensity scores on the outcome is linear. To address this, one can use more sophisticated methods such as including the propensity score in a semiparametric regression model (31). We did not evaluate these scenarios because they are not the traditional way to use propensity scores.
As discussed earlier, the use of a propensity score in a logistic model and of logistic regression itself estimates different odds ratios. However, we simulated circumstances in which the prevalence of events was low and all subjects had a low risk of developing the event. Therefore, the odds ratios produced by the two techniques should approximate each other (10) sufficiently closely to make the comparisons valid. Nonetheless, to confirm that the results were not an artifact due to the estimation of different odds ratios, we performed the same comparisons when there was no association of the exposure with the outcome; in this circumstance, the estimates produced by the two techniques should be equal to each other (10) . The results were similar to those obtained in the other simulations, which substantiates the validity of our results.
In summary, the propensity score is a good alternative to control for imbalances between study groups when there are seven or fewer events per confounder variable. In these circumstances, analyses using propensity scores are more precise and more robust than the logistic regression estimates, the magnitude of bias is similar to the magnitude of bias obtained when the propensity score is used and there are plenty of events per variable, and the empirical coverage probability is adequate. Nonetheless, the empirical power could range from 35 percent to 60 percent. Logistic regression is the technique of choice when there are at least eight events per confounder. In these circumstances, analyses using logistic regression are precise and less biased than the propensity score estimates, and the empirical coverage probability and empirical power are adequate.
