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You stay at home, important work to do. 
Unroll the ancient parchments of your theories, 
And range the elements of life in series, 
Relating them together, as you ponder. 
Reflect on what, still more on hou• a.nd why; 
And while in sundry foreign parts I wander 
I may unearth the dot upon the .. r. 
Then is fulfilled the mighty aim: 
Renown for such high toil will not desert you: 
You have your due reward, your gold, your fame, 
Your wealth of knowledge and-perhaps-of virtue. 
Johann Wolfgang von Goethe, Faust Part II. 
To Nessie. 
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AB§'JI'RAC'f 
This work is principally concerned with the operator approach to the orbifold com-
pactification of the bosonic string. Of particular importance to an operator formalism is 
the conformal structure and the operator product expansion. These are introduced and 
discussed in detail. The Frenkel-Kac-Segal mechanism is then examined and is shown 
to be a consequence of the duality of dimension one operators of an analytic bosonic 
string compactified on a certain torus. Possible generalizations to higher dimension op-
erators are discussed, this includes the cross-bracket algebra which plays a central role 
in the vertex operator representation of Griess's algebra, and hence the Fischer-Griess 
Monster Group. 
The mechanism of compactification is then extended to orbifolds. The exposition 
includes a detailed account of the twisted sectors, especially of the zero-modes and the 
twisted operator cocycles. The conformal structure, vertex operators and correlation 
functions for twisted strings are then introduced. This leads to a discussion of the 
vertex operators which represent the emission of untwisted states. It is shown how these 
operators generate Kac-Moody algebras in the twisted sectors. The vertex operators 
which insert twisted states are then constructed, and their role as intertwining operators 
is explained. Of particular importance in this discussion is the role of the operator 
coc:ycles, which are seen to be crucial for the correct working of the twisted string 
emission vertices. 
The previously established formalism is then applied in detail to the reflect ion twist. 
This includes an explicit representation of the twisted operator cocycles by elements of 
an appropriate Clifford algebra and the elucidation of the operator algebra of the twisted 
emission vertices~ for the ground and first excited states in the twisted sector. This mo-
tivates the 'enhancement mechanism', a generalization of the Frenkel-Kac-Segal mech-
anism. involving twisted string emission vertices, in dimensions 8, 16 and 24. associated 
with rank 8 Lie algebras, rank 16 Lie algebras and the cross-bracket algebra for the 
Leech lattice, respectively. Some of the relevant characters of the 'enhanced· modules 
are determined, and the connection of the cross-bracket algebra to the phenomenon of 
'Monstrous Moonshine' and the Monster Group is explained. Algebra enhancement is 
then discussed from the greatly simplified shifted picture and extensions to higher order 
twists are considered. 
Finally, a comparison of this work v.ith other recent research is given. In particular, 
the connection with the path integral formalism and the extension to general asymmetric 
orbifolds is discussed. The possibility of reformulating the moonshine module in a 
'covariant' twenty-six dimensional setting is also considered. 
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1. JINTJRODUCTJION" 
String theory is still, more than 20 years after its conception, rather a nebulous 
subject. However, to its adherents it offers the realistic hope of being a consistent 
quantum theory of gravity which incorporates gauge symmetries in a natural way. If one 
can point to a unifying principle underlying string theory then it would he the conformal 
structure, at least for the first quantized formalism. Viewing the first quantized string 
as a two dimensional conformal field theory yields considerable rewards of insight and 
systematization. Such theories are highly restrictive in nature, almost all the relevant 
information being encoded in the conformal dimensions of the fields and their operator 
product expansion [7-9]. Most of the 'new formalism', based on conformal field theory, 
is are-couching of results obtained in the dual model, the previous incarnation of string 
theory. However, one can recognize a number of important advances. For example 
the BRST quantization has been elucidated for both the bosonic and superstring [9]. 
Introducing Fadeev-Popov ghosts has led to considerable simplifications, especially with 
regard to the superstring. Considerable advances have also been accomplished with 
the technique of bosonization. Indeed in the recent four dimensional string modeis, 
based on the covariant lattice approach, all the internal fermionic degrees of freedom 
are bosonized [1 OJ. The first quantized theory in a flat background is as a result of 
these advances well understood, although one short coming is the absence of a proof of 
finiteness. This work proposes to tackle another problem posed by the string, that of 
dimensional reduction. Rather than be an encumbrance the extra dimensions, over and 
above the four dimensions of space-time, aiiow the string to have non-abelian gauge 
symmetries by compactification on tori via the Frenkel-Kac-Segal mechanism [11-14]. 
\Ye will consider generalizations of this mechanism to orbifold backgrounds. 
Even if string theory fails to achieve the lofty goal of being the ultimate theory of 
the universe, from an abstract point of view it is rich in structure and one sees many 
nascent connections with previously unrelated branches of pure mathematics. Perhaps 
the most important area of overlap is the theory of affine Lie (or Kac-.\loody) algebras. 
After the rebirth of the string in the early 1980's, and particularly after the invention 
of the heterotic string, there has been an explosion of interest in such algebras. In fact 
the string seems to be particularly adept at representing many symmetry structures in-
cluding affine Lie algebras and their supersymmet.ric generalizations, general coordinate 
invariance (supergravity) and finite groups. There is even recent evidence that Jordan 
algebras can be included in this list [15-18]. This work proposes to investigate the 
connection between certain (twisned) string models and representations of Kac-Moody 
algebras. Before we describe the program in detail it is worthwhile reviewing in a his-
torical context the appearance of twisted strings and the corresponding developments 
in the theory of Kac-Moody algebras. 
Half-integrally moded string fields first appeared in the literature as early as 1971 in 
attempts to generalize the dual model [19,20]. Later these half-integrally moded fields 
appeared in one attempt to describe off-shell amplitudes in the dual model from an 
operator point of view [21]. This old application of twisted strings has recently been 
revived in refs.[22,23], where evidence was found that a careful treatment of the BRST 
ghosts remedies the major difficulties of the old off-shell model: namely its critical 
dimension of sixteen which is in conflict with the on-shell critical dimension of twenty-
SlX. 
While string theory underwent something of a hibernation, mathematicians were be-
ginning to discover that affine Lie algebras could be represented by operators which were 
basically vertex operators of the dual model built from non-integrally moded string fields 
[24]. These constructions actually predated the Frenkel-Kac-Segal mechanism [13,14], 
which was a construction of untwisted algebras of type A(l), D(l) and E(l), in terms 
of conventional untwisted vertex operators. The connection between the untwisted and 
tV~.risted approaches was elucidated to a certain extent in ref.[25], where the role of the 
underlying automorphism was emphasized. To bring events full circle. refs.[26-28] dis-
cussed a model based on a certain refieciion aut.omorphi:stu whose vertex operatcr::; ·::~:-~ 
identical to the operators appearing in the off-shell model, except for the zero-mode 
operator cocycle pieces which are absent in the off-shell formalism. Subsequently all 
the vertex operator constructions have been unified and elucidated by Lepowsky [3]. 
Almost simultaneously, string theory was being revived as a possible unified theory of 
all the known interactions. The main achievement at this time was the construction of 
the heterotic string [11,12], which is formed from the left-moving degrees of freedom 
of the closed bosonic string in twenty-six dimensions and the right-moving degrees of 
freedom of the closed superstring in ten dimensions. The sixteen internal mismatched 
dimensions are used to generate a rank 16 gauge group via the Frenkel-Kac-Segal mech-
anism. In this picture the internal degrees of freedom are viewed as resulting from the 
compactification of a closed purely left-moving bosonic string on the torus formed by 
quot.ienting flat space by a lattice. To avoid global diffeomorphism anomalies the lattice 
2 
lattice has to be the root lattice of E 8 + E8 or spin(32) /Z2 t , the resulting theory having 
a gauge group of Es x E8 or 80(32). 
Although the heterotic string has many desirable features (e.g. supersymrnetry and 
a non-abelian gauge group), it is nevertheless a ten dimensional theory. The obvious 
way to reconcile this with four dimensional space-time is to invoke compactification. 
In the first attempt to compactify the heterotic string [29], the vacuum configuration 
of the ten dimensional space-time was taken to be M 4 x K, where M4 is four dimen-
sional Minkowski space and K is some compact six dimensional manifold. Requiring 
a realistic gauge group and an unbroken N = 1 supersymmetry, consistent with string 
propagation, pinned K down as a Calaubi-Yau manifold. Although these early attempts 
were encouraging they were not inherently 'stringy'. Due to the complicated nature of 
Calaubi-Yau manifolds only the effective field theory of the massless sector could be 
considered. The introduction of orbifolds allowed the construction of 'realistic' models 
in four dimensions from an inherently stringy compactification [1,2,30]. The theory of 
a string on an orbifold naturally leads to non-integrally moded fields, and some of the 
vertex operators which appear are precisely the objects discovered by mathematicians 
in the theory of affine Lie algebras. 
The heterotic construction has since been generalized following the seminal work of 
Narain [31], who found that by mixing the internal sixteen dimensions and the other 
six dimensions one could construct four dimensional models in a unified way. Further 
generalizations of this idea have been attempted based on the bosonization of the su-
perstring [10]. In fact the number of consistent four dimensional models seems to be 
embarrassingly enormous. The quintessential feature of these models is an underly-
ing lattice which defines a torus in a sort of enlarged Frenkel-Kac-Segal mechanism. 
The nice feature about these models is that modular invariance only constrains the lat-
tice to have certain generic features. Twisted generalizations of these models involving 
asymmetric orbifolds have also been considered [32]. 
From a conformal field theory point of view orbifold models now represent a whole 
class of theories which are completely solvable, at least in principle. Twisted string 
correlation functions have been considered in refs.[33,34]. These functions exhibit non-
perturbative instanton effects from the two dimensional point of view. One of the 
conclusions of this work is the recognition that these non-perturbative contributions 
t The spin(32)/Z2 lattice is the root lattice of D1 6 appended with one of the spinor weight cosets. 
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come from the operator cocycles in the operator formalism. We now outline the content 
of this work in more detail. 
Chapter 2 is mainly a review of bosonic string theory, which is not intended to be 
didactic but rather its aim is to highlight some important concepts which underlie the 
rest of the work. Of particular importance is the role of conformal invariance. Following 
[7-9) we discuss the bosonic string as a paradigm of two dimensional conformal field 
theory. Special emphasis is placed on the operator product expansion of the fields; it is 
shown how this relates to the properties of correlation functions, in particular duality. 
We show how the requirements of duality and locality place restrictions on the structure 
constants of the operator algebra. The operator algebra can be written in an equivalent 
commutator form, and so the (analytic) vertex operators generate an infinite Lie algebra. 
The problem of compactifying the string on a flat torus is considered. By taking the 
dimension one operators of the analytic sector in isolation one is led to the Frenkel-
Kac-Segal construction. \Ve then consider how the mechanism can be generalized to 
higher dimension operators, and find an infinite series of algebras. The algebra defined 
on operators of dimension ~ 2 is just the cross-bracket algebra of refs.[26-28), which is 
a key ingredient in the construction of the 'Moonshine Module', and hence the Fischer-
Griess Monster group , as we explain in a later chapter. 
In chapter 3 we introduce the concept of an orbifold, as a way of generalizing toroidal 
compactifications. A detailed discussion of the boundary conditions and classical mo-
tion of a closed bosonic string moving on such a space is developed. \Ve place particular 
empnasis on the possiuiiiiy o1 'i.wisi.eu' iJUunuary LUuui.i,i.ui.i::.. Tb.c theo1y is then quan-
tized following [2), and the Hilbert space structure is elucidated. \Ve then consider the 
conformal structure of twisted string models, showing how the ground states of the 
twisted sectors have a non-zero conformal weight. Generic features of vertex operators 
and correlation functions are then considered. The importance of the twist projection, 
as a way to restore locality, is highlighted. The structure of the zero-mode space in the 
twisted sectors is alluded to. following the more detailed analysis presented in ref. [4). In 
order to make contact with the vertex operator representations of Kac-Moody algebras 
the vertices which emit untwisted states are constructed and their operator algebra is 
worked out in detail. 
Building on the formalism established in chapter 3, in chapter 4 we construct the 
vertices which emit twisted states from untwisted strings [5). The oscillator contributions 
to these vertices turn out to be a fairly simple generalization of part of the old off-shell 
4 
vertex [21]. However, one of the most important conclusions from this section is the 
realization that the zero-mode operator cocycle contribution to the vertex is crucial 
for its correct working. We also highlight the intertwining property of these vertices, 
originally studied in refs.[35.36], in fact this property is actually used as a guide for 
constructing the vertices. There follows an evaluation of the operator product expansion 
of a twisted string emission vertex with an untwisted string emission vertex. We conclude 
the chapter with some comments on the conformal properties of the vertex. 
Chapters 5 and 6 are an investigation into the Z2 reflection tVI.ist. In chapter 5 the 
twisted operator cocycles are evaluated in terms of an appropriate Clifford algebra for 
all the simply-laced Lie algebras as well as for the spin( 32) /Z2 lattice and the Leech lat-
tice. Chapter 6 is devoted to a detailed discussion of the operator algebra of the twisted 
string emission vertices. It is found that two twisted vertices factorize onto untwisted 
vertices, furthermore the results are consistent with the conformal structure of the the-
ory in the sense that the structure constants are nothing but the 3-point functions. The 
calculation in the untwisted sector is relatively straightforward, whereas the calculation 
in the twisted sector, which amounts to an evaluation of the four twisted string correla-
tion function, is quite lengthy. One important conclusion emerges, that is, the operator 
algebra is only well defined if the dual of the underlying lattice is 'integral' t . These 
calculations suggest that the Frenkel-Kac-Segal mechanism could be generalized with 
twisted vertices. We investigate this hypothesis in chapter 7. When the operator algebra 
is well defined and there exist twisted emission vertices with conformal dimension one, 
enhanced by the twisted vertices which mix the two sectors. Such level matching occurs 
for rank 8 and rank 16 algebras. For certain algebras in these dimensions enhancement 
occurs. This mechanism allows us to discuss the relationship between the two original 
heterotic string theories, previously established in the fermionic picture [2,37.38]. We 
also show that enhancement occurs for the cross-bracket algebra based defined on the 
Leech lattice. This is essentially the construction of the 'Moonshine Module' discovered 
by Frenkel Lepowsky and ~Ieurman [26-28]. We now have an explicit operator repre-
sentation of Griess's algebra. whose automorphism group is the Fischer-Griess Monster 
group. 
We then consider the case when the twist is an inner automorphism of the underlying 
t By ·integral' we mean t.hat all the vectors haw• an inte!!;ral squarer! leugt.b. in contrast. to t.he usual 
terminology. 
algebra. In these cases it is possible to reconstruct the theory in terms of shifted vertex 
operators. This has the advantage of considerably simplifying the operator algebra of the 
twisted emission vertices. The algebra enhancement mechanism in the shifted picture is 
then elucidated, giving a more simplified perspective on the phenomenon. We conclude 
the chapter with some comments concerning generalizations of algebra enhancement 
to higher order twists. In particular we consider a third order t'V!I;st in EG and Es as 
examples [6]. 
In the last chapter the extension of the formalism to asymmetric orbifolds is exam-
ined. For a symmetric orbifold we show how the twisted operator cocycles have a very 
simple geometrical interpretation. The four twisted string interaction, which was calcu-
lated in chapter 6 for the reflection twist, is then considered. We compare our expression 
with other work on twisted string interactions [33,34]. In particular we discover that 
from an operator point of view the classical instanton contribution of the path integral 
formalism comes from the twisted operator cocycles. 
To conclude the last chapter we consider shifting and twisting theories in twenty-
four dimensions with the Niemeier lattices. The question as to whether the Moonshine 
Module can be imbedded in a covariant 26 dimensional framework, in analogy with the 
bosonic string, is briefly addressed. 
G 
2. 'FHJE §'FJRKNG AND CONFORMAL FJIJEJLD THEORY. 
In this chapter we give a brief introduction to the bosonic string from the two dimen-
sional conformal field theory perspective. The operator algebra, which is a consequence 
of the operator product expansion, is highlighted and discussed in some detail because 
it forms the central theme for the rest of the material. We place particular emphasis on 
a discussion of the factorization and duality of closed strings because these properties 
lie at the heart of the appearance of the Frenkel-Kac-Segal (FKS) mechanism in string 
theory. After this, we consider a closed string compactified on a flat torus, which leads 
to the concept of an analytic string and the FKS mechanism. The cross-bracket algebra 
is then introduced, since it seems to be the central object underlying the 'Moonshine 
Module', an infinite Z-graded representation of the Fischer-Griess Monster group. 
2.1 ·FIRST QUANTIZED STRING THEORY. 
The first quantized theory of the bosonic string is a two-dimensional field theory of 
the map X(~), from the world-sheet of the string .i'-'1, ~ E M, into space-timeS. The 
geometry of S is specified a priori, although hopefully in a consistent second quantized 
theory it would be determined dynamically. We will only consider cases where S is 
locally flat t . The dynamics of the first quantized theory are determined by the action: 
(2.1) 
where ~~~ = ( T, a) and g'11'. the intrinsic metric of .A/f, is treated as an auxiliary field. In 
evaluating the path integral over surfaces 
Z - j Vg VX eiS[X·!I] 
- "" . 
one must be careful t.o account for the gauge invariances of S. which arise from the 
in variance of M under diffeomorphisms ( reparameterizations ). and \Veyl rescaling of the 
metric g. The most suitable way to deal with the gauge invariance is to set 9nf, = e'flaln 
where flab is some fixed reference metric. For tree-level contributions to the partition 
function 9n.b is most conveniently chosen to be the flat metric diag( -1, 1). The scaling 
field' can be successfully decoupled from the theory if the dimension of the background 
space-time is twenty-six (39], the critical dimension of the bosonic string. 
t Except. perhaps. at. a fiuitP lllllllher of poiut.s wheu Orbifolds ;u·c· cou~i(lrred. 
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If we continue to Euclidean space (r,a) ~ (r = ir,a) then the world-sheet, which 
at the tree-level has the topology 5 2 , can be parameterized by the complex coordinates 
z (z) = exp(r ± ia), in which case 
s = d z &x.ax, J 2 - (2.2) 
where the integral ranges over the complex plane for closed strings, and the upper half 
plane for open strings. 
The gauge fixing procedure leaves as a residual invariance analytic and anti-analytic 
conformal transformations. :; ----. f( z) (z - f("z) ). This residual conformal in variance 
plays a crucial role in the theory, since it ensures that ghost states decouple from physical 
amplitudes. The conformal transformations are generated by the stress-energy tensor, 
which being automatically traceless has just two components. one analytic the other 
anti-analytic [7-9]: 
T(z) 
T(z) 
·- -~ax.ax, 
2 
1- -
--ax.ax. 
2 
The classical equation of motion is just Laplace's equation in two dimensions, 
&ax= o, 
which is readily solved by 
.\. ~:;' z j 
(2.3) 
Before we go on to set up the first quantized theory we pause to discuss two dimen-
sional Conformal field theories (2d-CFT) in general; of which the bosonic string is 
but one example. 
2.2 TWO DIMENSIONAL CONFORMAL FIELD THEORIES. 
The local fields { </>i} of a 2-d CFT are characterized by their conformal scaling 
dimension [7-9]; under z ____. .\z 
For the moment we will concentrate on the analytic sector of the theory, a parallel 
treatment can be given for the anti-analytic sector. 
8 
The quintessential property of 2-d CFTs is that virtually all the structure of the 
theory is encoded in the spectrum of fields and their Ope:ratoli lProdluct Expansio~ns 
(OPEs). The OPE describes the short distance behaviour of two fields on the complex 
plane: 
¢i(z)oj(w) = ~·)z- w)t:.1 -t:.,-t:.,c.;/¢di.1:). 
k 
(2.4) 
The §tructure constant§ of the operator algebra, ci/, satisfy a set of non-linear 
constraints (the bootstrap constraints) which result from the associativity of the OPE 
(7). 
The operators can be represented in an appropriate Hilbert space and each is in 
one-to-one correspondence with a state such that 
I i) = ¢i(o) I o), (2.5) 
where I 0) is the vacuum state, to be defined below. Recall that conformal transfor-
mations are generated by the stress-energy tensor T( z). The field T( z), along with the 
unit operator, generate the Conformal or Vhrasoro algebra, 
T( ~)T(··. _ c/2 2T(w) 8T(w) R 
"' ""' ) - ( )4 + ( )2 + ~ + eg · z-w z-w --w (2.6) 
Here, 'Reg' indicates the existence of terms which are regular as:; ---? w. cis the central 
charge which characterizes the particular theory. In common with most OPEs, as we 
shall show later, the algebra can be written in an equivalent commutator form (7,8) t . 
We define the moments ot a genenc iieid <Pi(z) oy th.e i.aurem expanswn: 
¢.;(z) = L ¢;
1
z-n-t:.,. (2. 7) 
nEZ 
T( z) has scaling dimension 2 and so its moments, L,, are defined via 
T( ~) _ "'""L .,.-n-2 - - ~ ,,.... . 
The equivalent commmutator form of the Virasoro algebra is 
c 2 [L 11 , Lw] = (n- m)L11+m + 12 n(n - 1 }6,+rn.O· (2.8) 
This is precisely the Lie algebra of conformal transformations. with an anomaly term 
parameterized by the central charge. The su balgebra { L±l, Lo} generates the Lie al-
t This is appropriat.e for tlw bosonic t.lworiPs WI' an' cousii!Priu)!;. 
gebra s/(2, C) without anomaly, and it can therefore be exponentiated to the group of 
projectBve transformations, SL(2, C): 
a.z + b 
cz + d' 
ad- be = 1. 
This group plays an important role in the construction of scattering amplitudes. 
The vacuum state can now be defined as the state annihilated by the semi-infinite 
subalgebra {L 11 In 2:: -1}. 
Ln I 0) = 0 n > -1. (2.9) 
An important class of fields are the primary, or highest weight, fields { 'l,ba}, which 
transform in a simple way under the conformal algebra: 
T( z )'ti•a(w) !:l.a'l/.'a(w) 8'1/.Ja(w) R --.;.._,:...+ + eg, (z-u.•)2 z-w (2.10) 
or equivalently 
(2.11) 
These fields correspond to highest weight states of a Verma module, which satisfy 
L 11 I a) { ~ In\ n>O n-0 (2.12) 
'-, .. I-, 
All other fields in the theory, which fill out the Verma modules, are descended from the 
primary fields in the sense that the states to which they correspond are of the form [7] 
2.3 THE STRING AS A CONFORMAL FIELD THEORY. 
The string field X (.:) itself does not. have a well defined scaling dimension and hence 
IS not a conformal field. However, the basic fields of the theory are all built out of 
the fields exp(io:.X(z)). of dimension a 2/2, and o11 X(.:) (8' 1 X(z) ::=.: d11 /dz 11 X(z)) with 
n > 0, of dimension n. 
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The conformal algebra in the analytic sector is generated by the stress-energy tensor 
1 T(z) = - 2 : 8X(z).8X(z) :, (2.13) 
where': :' implies nowmall ordering; that is, the singular part of the OPE is subtracted. 
In fact 
bl"' 
(z- w)2 +Reg. 
therefore 
Tl:) = _!lim {ax(z).8X(w) + . d )2 }. 2 W-+Z (..::- u) 
The solution to the classical equation of motion on flat space-time is 
Xopen(z, z) }(X(z) + X(z)). 
for open strings, and for closed strings 
1 -
2(X(z) + X(z)), 
where X(z) and X(z) are the Fubini-Veneziano fields: 
. . """" au _ " X ( z) = q - tp In :: + z L - z . 
n 
X(z) 
uE.Z 
wfU 
. I - + . ""' On-. - " q-tpn:: lL-:; . 
n 
IIEZ 
,,Ttl 
Canonical quantization leads to the following non-zero commutation relations 
[q,p] l, qt = q, pt = p. 
[au., am) nbu+m.o, att =a_,. 
[an, a1/l.] nbu+m.O, -t --on- a_,. 
(2.14) 
(2.15) 
(2.16) 
(2.17) 
For closed strings, with which we are exclusively interested, the analytic and anti-
analytic sectors are, apart from the zero-modes, effectively decoupled and we can treat 
them separately. Later. we shall find that for compactified closed strings, even the 
zero-modes are decoupled. 
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The Hilbert space has a decomposition 
(2.18) 
where :F(:F) is the Fock-space spanned by the identity and the creation operators 
a_n(lLn), n > 0, and P is a complex span of momentum states, i.e states of the 
form 
I a) = eio.q I 0), pI a) a I a). 
The field corresponding to the state 
N 
I¢) IT fi.Ct-11, I a), 
i=l 
in the. analytic sector. is 
V( "' .) =. IJN it;.an•X(z) io.X(=I. o/• z . ( . _ )' e ., nt 1 . 
i=l 
(2.19) 
where D.4> = a 2 /2 + 2:;:1 ni. At the level of the oscillators normal ordering is defined 
as 
m > n 
m<n 
: pq: qp. 
In string theory the conformal field F( ¢,.:) is frequently called a Vertex Operator, 
since it represents the insertion of the state I ¢) at the point z on the world-sheet. VVe 
shall sometimes represent the vertex operators diagrammatically: 
I¢) 
V(¢,z) 
The vertex operator which represents the emission of the state I ¢) is 
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Lo grades the Hilbert space 11: 
ffi7t[n], (2.20) 
where the grade of a state is its confo~rmal weight (eigenvalue of Lo), or equivalently 
the dimension of the vertex operator to which it corresponds. This allows us to introduce 
the paurtntiol!l fundiio:n or character for the analytic sector: 
X( q) = Tr ( qLu) 
= L(<P I qL" I o). 
1¢) 
(2.21) 
This function plays an important role in the construction of one-loop amplitudes and 
in the discussion of global diffeomorphism anomalies and modular invariance, in string 
theory [40]. 
2.4 CORRELATIO~ FUNCTIONS, FACTORIZATION Al\'D DUALITY. 
In order to construct scattering amplitudes for strings we need to evaluate auxiliary 
objects in the 2-d CFT, known as correlation functions: 
N J VXVg e-S fi a>;(.:i), 
-i=l 
(2.22) 
where the {<Pi} are arbitrary fields. Alternatively, we may evaluate a correlation function 
as a time ordered expectation value in the Hilbert space: 
(2.23) 
Since z = exp(r + iu), time ordering is equivalent to radial ordering on the complex 
plane. Conventionally, the insertion </J; (:;) ( 1>;,( z)) is interpreted as absorbing (emitting) 
13 
the state I i) on the world-sheet: 
11) 
IN) 
The correlation function :FN is a meromorphic function of the Zi 's, with poles as Zi ----> Zj; 
this is the property factorization. At an operator level it is simply a consequence of 
the OPE 
and corresponds ( conformally) to the configuration where there is a narrow tube sepa-
rating strings i and j from the rest of the world-sheet: 
·t 
The narrow tube is indicative of on-shell intermediate string states which give rise to 
the poles in the correlation function. It is apparent that the structure constants of the 
operator algebra are related to the 3-point functions, we will make this correspondence 
more precise below. 
Consider factorization in more detail. We can associate a particular ordering of the 
correlation function. say 
14 
with the dluaK dliagram: 
a2 a3 aN-2 aN-1 
a1 ~~t ~i ----_ _.___t ---'---t r-aN 
These functions exhibit poles in all possible planrur cll.umnels. A planar channel corre-
sponds to a partition of b1, .... , bN into two sets [b1 , .... , bj][bj+l, .... , bN], where b1, .... , bN 
is any cyclic permutation of a1, .... ,aN. Planar factorization implies that if we analyti-
cally continue :F_v - :F N to cover the whole complex plane then 
:F N ( b1, .... , b N). 
We call this planar duality, since for the four point function we have 
:F4 ( 1' 2' 3) 4) :F4(2, 3, 4, 1 ), 
which exhibits the usual 'duality' between the s and t channels. At the level of the 
operator algebra this implies that the structure constants satisfy the cyclic identity 
C·· lJ 
!: l 
c-. jl.· (2.24) 
Planar duality is characteristic of open string correlation functions, where the inserted 
states have a given order along the string boundary, invariant under cyclic permutation. 
For closed strings we demand a much stronger form of ·duality', which we call exchange 
duality. It arises from the fact that for closed strings. where the insertions are made 
anywhere on the world-sheet, it would be unacceptable for :F N to have discontinuities 
at places where time-ordering caused a re-ordering of operators t . This occurs when 
t For fermionic opl:'rators. ou t.hc contrary. we~ would I!XJH'I"I a change of sign on re~orderiug. 
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any Zi moves from I Zi 1>1 Zj I to I Zi 1<1 Zj I; 
0. 
"""·, Zi 
' \ 
\ 
\ 
~z-
, . 1 
For closed strings, where we have both analytic and anti-analytic degrees of freedom. 
exchange duality implies at the level of the operator algebra 
(2.25) 
where ~i and ~i are the analytic and anti-analytic scaling dimensions of the operator 
<Pi(z, z), respectively. If we consider just the analytic sector in isolation, which we do 
when we introduce analytic strings t , then exchange duality implies 
(2.26) 
This constraint on the structure constants of the operator algebra is important for a 
correct understanding of the FKS mechanism, as we shall see. We will sometimes express 
exchange duality by the relation 
What is meant by this is that there exists a merom orphic operator function 5( z, w). 
such that 
I::: 1>1 w I 
I w 1>1::: I· 
The connection between the structure constants and the 3-point functions can be 
t Such constructions arc used for t.hc int.nnal space of t.lll' hPt.erot.ic string. for example. 
lG 
made explicit by considering the factorization of :F_-.; in the [-ij) channel: 
FN( ... i,j. .. ) = ~:FN-l( ... k ... )c;/(::.i- zj)tl 1 -L1,-t.J. 
k 
In terms of dual diagrams we have 
J 
J 
The structure constants are nothing but the SL(2, C) invariant 3-point functions 
where [ij, k] = ~; + 6j- 6~,;. SL(2, C) invariance can now be used to send (zj, Zb zi) -
(oo,l,O): 
k 
cii = (j I ¢k(I) I i). (2.27) 
A knowledge of the 3-point functions is therefore enough to determine the operator 
algebra, and by successive application of the OPE any correlation function. 
2.5 THE OPERATOR ALGEBRA. 
The operator algebra can be written in an equi,·alent commutator form, as we have 
already remarked. when exchange duality holds. Exchange duality, between two opera-
tors, implies that there exists a meromorphic function ¢>i(z)¢>j(w), such that 
I z I> I w I 
I w I> I z I, 
i.e. </>i(z)</>j(u.:) = T{¢>i(z)</>j(w)}. We now define the 'o' product [41] 
<Po\ll(w) = -.<1>(:)\ll(w), f dz 211"2 
w 
(2.28) 
where <I> and '11 are arbitrary products of fields and meromorphic functions, and the 
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contour surrounds the point w, but no other possible poles. We also define the residulf' 
f dz Res( ci>) = -. cp( z ), 27l'l 
0 
where the contour surrounds z = 0, but no other possible poles. Consider the ordered 
product 
Res(ci>)Res(llt) = f dw. f dz.~(z)W(w), 
21f'l 27rt 
0 c 
where on C I z I> I w I· The product with opposite ordering is 
f dw f dz Res(\li)Res(ci>) = -. -.<I»(z)w(w), 21rz 211' z 
U C' 
where. on C' I z I< I w I· Therefore 
[Res(ci>),Res(w)] = j dw_ {f dz_- f ~} <I>(z)w(w). 
27l'Z 21f l 21l'Z 
0 C C' 
Now the effective difference between the two integrals in curly brackets is an integration 
around the point z = w only; this is the standard 'contour deformation argument· 
[41,42]: 
.w G 
c C' 
.0 
Therefore the operators have a natural Lie algebra structure: 
[Res( ci>), Res( \ll)] = Res( <I> o Ill). (2.29) 
Notice that the antisymmetric nature of the commutator implies 
Res(ci> o Ill+ IIJ o ci>) = 0. (2.30) 
In general we can take the field ci>(z) to be a linear combination of conformal fields with 
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coefficients in the space of meromorphic functions: 
By suitably choosing the ai(z) we can write the commutator in terms of the moments 
of <Pi(z), which were defined in equation (2.7), 
To calculate f Oi o g</Jj, we use the OPE 
From this we deduce 
[ ; · ] ~ 1 { ( n + ~i - 1) ( m + ~j - 1) } k k 0'~' <tYm = ~ 2 [ij, k] - 1 - [ij, k] - 1 cij <Pn+m• (2.31) 
which is equivalent to the operator algebra in the short distance expansion form. 
There is a neat way to calculate the operator algebra of a given set of operators 
in closed form, based on the work of ref.[43], and developed in ref.[44]. The idea is to 
extend the definition of a field, ¢i(:;) = <P( I i), :; ) corresponding to the state I i), by 
linearity 
¢ (a I i) + b IJ), z) = a o; ( .:: ) + b¢ j ( z). 
In particular. we can consider operators of the form 
The other fact we need is that 
o(l i),z), 
so that 
<P(I i), z) I 0) = e=L- 1 I i). 
l!J 
Considering the time-ordered product, I z 1>1, .... : j. 
</Ji(z)</>j(w) I 0) = ¢i(z)ewL_ 1 IJ) 
= ewLr¢;(:;- w) I j) 
=¢(¢i(z- w) IJ),w) I 0), 
by linearity. But </Ji(z- w) = L:<P!Jz- w)-n-u,, so the OPE can be expressed as 
(2.32) 
1/. 
The sum is well defined because in general there exists an N such that ¢~1 I j) = 0 for 
n > N, and the expansion only has a finite number of poles. 
2.6 COMPACTIFIED CLOSED STRINGS. 
In this section we will consider in detail the motion of a closed string on a torus 
[45-47]. This exercise will form an important preliminary to orbifold compactification, 
which we discuss in later chapters. 
For the moment we consider compactifications on tori formed by quotienting flat 
space by some d dimensional lattice A: 
Later we will generalize the discussion to asymmetric tori. The solution to the classical 
equations of motion for closed strings is 
(2.33) 
where the winding vector L E A, to ensure that the string is indeed closed on T. The 
zero-modes present us with a subtlety; we must introduce a variable Q canonically 
conjugate to L, which does not appear in the mode expansion. After quantization the 
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zero-modes satisfy the following non-zero commutation relations 
[X,P] t, [Q,L] ~. 
When constructing the Hilbert space we must ensure that it is invariant under the lift 
of the abelian group A, generated by 
This constrains the eigenvalues of P to lie on the dual lattice A*, i.e. 
PEA*, L EA. 
In this situation the analytic and anti-analytic, or left and right moving, sectors com-
pletely decouple, including the zero-modes: 
where 
X(z) 
X(z) 
1 -
2(X(z) + X(z)), 
. . L O:n - t 
= q - tp In .: + l - z 1 , 
n 
_ ._1 _ . L: a11--n = q - zp n .: + 1 - z . 
n 
(2.34) 
( 2.3.)) 
In the above q = X+ ~Q, q = X- ~Q, p = ~p + L and p = ~p- L, so that all 
barred operators commute with all unbarred operators. The vertex operators are also 
completely decoupled [45]. For example, the operator wich represents the absorption of 
a state with momentum k and winding number l is 
tr( - ~ -;-) =. ein.X(z) .. o.X(z). C("" "") v a,a, .. ,- . .. e . ...., .... , 
where a = !k + l and a= !k -l. C( a, a) = ei·"l.q+in.ijC( a, a) is an operator on the zero-
mode space which must be included to ensure exchange duality. These operators are 
variously known as operator cocydes or generalized Klein factors in the literature. 
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We will adopt the former terminology. By interchanging two vertex operators with 
momenta and winding numbers (k,l) and (k'.l') (or (a,a) and ((3,/3)) we deduce that 
(2.36) 
With the hindsight of Narain [31] we can see that it is advantageous to introduce the 
Lorentzian lattice r: 
of dimension 2d and metric diag( ( + yl, (- )'1). r is in fact an even lattice, smce for 
A=(a,o)Ef 
A.A 2/..·.l E 2Z. 
It is also integral 
A.B = a.{3- a.{J = k.l' + k'.l E Z, 
futhermore it can be shown to be self-dual. The operator cocycles can now be written 
in terms of the vectors in f. Equation (2.36) becomes 
At this point we notice that since the left and right movers are completely decoupled 
there is no a priori reason why they should not move on different tori, with not eyen 
necessarily the same dimension, i.e. we can taker= (AL, AR)· This is essentially the 
generalization considered in ref.[31]. A stringy interpretation is in some senses lost, 
however. we do not need to consider these tori as being 'real', we view them as simply 
being the internal degrees of freedom of the lower dimensional uncompactified theory. 
We could go to the extreme and consider just the left-movers or analytic sector in 
isolation. This case is discussed in the next section because it forms an integral part of 
the heterotic string and leads to the Frenkel-Kac-Segal mechanism. 
Narain showed that modular invariance requires r to be an even self-dual lattice 
with respect to the Lorentzian metric. It is important to realize that the Lorentzian 
character of r has nothing to do with the Euclidean space underlying the construction, 
it is purely a convenience. These toroidal models can also be coupled to a background 
antisymmetric tensor field, which can be interpreted as rotations of the lattice [46.47]. 
2.7 THE FRENKEL-KAC-SEGAL MECHA:'\IS~1. 
For a purely analytic model the Hilbert space has a decomposition 
1t = :F r& P(A), (2.37) 
where :F is the Fock space spanned by the identity and the operators CL 11 , n > 0. and 
P(A) is the complex span of momentum eigenst.ates on the lattice A. If the operator 
algebra of the model is to be local, that is having no branch point singularities, then A 
must be an even lattice, this implies that ,\2 C A, the vectors of length squared two, 
is the root system of a simply-laced Lie algebra, g. 
Lo grades 1t: 
where the grade of a state is 
X 
'H = ffiH[n], 
n=O 
1 ~ = -a2 + N. 
2 
(2.38) 
Here a is the momentum of the state and "V is its occupation number. The even 
condition on the lattice A ensures that states have integral conformal weight. which 
implies that the operator algebra is local. 
The vertex operator corresponding to the state 
N 
io) :2: t:;.CL,, I a), 
i=l 
IS 
N . £lu v ) 
V(<j>,z) =: nUiU '.'I.(~ eio.X(.::): C(a). 
i=l (n,- 1). 
(2.39) 
Notice that this differs from (2.19) by the addition of the operator cocycle factor 
C(a). If we define C(a) = ein.qC(a), then to ensure exchange duality we require 
6(a)C(J3) = rl(a. 3)C'(f3)C(a), ( 2.40) 
where the symmetry factor is 
fl(a,/3) = (-t''·tl. (2.41) 
In order that the operator algebra closes, the operators C( a) must also generate a 
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projective representation of A: 
(2.42) 
where the factor set E satisfies 
E(a:,j3) 
E(j3,a:) = f2(a,j3). (2.43) 
The associativity of the operator algebra implies that E forms a 2----cocycle map E 
AxA-{±1}: 
which is the cocycle corresponding to the central extension of A by Z2 ~ {±1}: 
1 --t {±1} --t A --t A --t 1, 
where an element 0: E A is ((,a), ( E {±1}, and A has a product 
G:oa' = ((('c(o:,o'),o+o'). 
ca./ = c( a. j3)6a+f3.1 is effectively the structure constant of the operator algebra of the 
momentum fields. 
It is not necessary to increase the size of the Hilbert space to accommodate the 
operators {'(a), they have a natural action on P(i\) (13,14,48]: 
c(a): 1!3) ~ da,/3) Ia + m, 
realized by 
C(a) = L>(a. 3) I a+ /3)(/31 . ( 2.44} 
liE A 
The operator algebra is a map 
Wu X Wm -. w71+m-1, 
where \\. 11 is the space of conformal fields of dimension at most n. Notice immediately 
that a closed subalgebra is generated by \VI· the operators of dimension 0 and 1. For 
2-t 
the analytic string these are 
{ 
V(a, z) 
1:coX(z) 
1' 
Here, Ap is set of vectors defined by 
(the unit operator). 
The operator algebra of these operators is easily deduced, 
V(a . .::)V(f),w) 
it:.BX(.::)V(a,w) 
iE.8X ( z )i1J.8X(w) 
{ 
E~r~.~) V( a+ f), w) 
~,_Iw 1,(1 + (z- w)ia.OX(w)) 
E.a ( 
--v a:,w) 
z-w 
E.TJ 
(z- w) 2 ' 
a.f) = -1 
a+/3=0 
otherwise 
(2.45) 
(2.46) 
modulo regular terms. We have taken .:(a, -a) = 1. This algebra is in fact the a.ffiniiza-
tion, g, of the finite Lie algebra g, the algebra whose root system is A2. The affinization 
of a finite Lie algebra is the central extension of the loop algebra of g. In the algebra 
above the unit operator plays the role of the extension. g is in fact the untwisted 
Kac-Moody algebra associated with g. which is usually denoted g( 1 ) to distinguish 
it from the other twisted algebras, g(T) T = 2, 3, which can exist for certain g [49]. g 
is more recognizable in its commutator form: 
[~,(a), V,n(fJ)] {
.:(a, ,J)V,.+m(a + /3) 
~ a.o,+,,. + n6u+rn.o) 
E.Q V~r+ru ( Q) 
[E.a 71 , 1].0m.] ( E .''7 )n6,+m.O. 
o./3=-1 
a+/3=0 
otherwise ( 2.4 7) 
With Lo playing the role of the derivation this corresponds to the homogeneous 
gradation of g(ll [49]. In this case the horizontal algebra, the subalgebra co.mmuting 
with the derivation, is simply g itself. The structure constants of the operator algebra, 
restricted to A2 x A2, are identified with the structure constants of g. 
1-t = F ® P(A) is the level-one basnc gOLmodule. We would have obtained the 
other possible level-one g( 1l-modules by taking the momenta of the zero-mode space 
to lie in a different coset of A* j A, i.e. 
'H>.. = F ,~ P(A + .-\), (2.48) 
where ,\ is a minimal weight of g. The number of inequivalent level-one modules is 
equal to the order of the centre of g [48.49]. The character of the module 1{>.. is: 
(2.49) 
where the factor q-11124 is conventional. 
1i[1] is an adjoint representation of g in the sense that there exists a map g ---+ 11[1], 
given by 
x E g 1----+ I x) V'l(x)jO), 
and the following action of g on 11[1]: 
Vo(y) I x) =I [x, y]). 
Vertex operator representations of Kac-Moody algebras have been extensively stud-
ied in the literature, for example they are discussed in refs.[42,48-50]. Their appearance 
in string theory was precipitated by the discovery of the heterotic string (11.12], where 
the FKS mechanism is responsible for the appearance of non-abelian gauge symmetries. 
The FKS mechanism has now also been extended to non-simply laced Lie algebras, using 
fermionic fields [51]. 
2.8 THE CROSS-BRACKET ALGEBRA AND ITS GENERALIZATIONS. 
It is pertinent to investigate whether there exist other algebras which close on higher 
dimension operators. The problem is that the operator algebra as it stands maps 
Wn X \Y,/1 ____. w,+11/.-ll 
and so when n, m > 1 the operator algebra does not close. Consider for the moment, 
the case when n = m = 2. In order to cancel the operators of dimension 3 Frenkel, 
2G 
Lepowsky and Meurman (FLM) !26-28,52], were led to consider the Cli."OSs-brackei 
allgelbll"a, which we define via the Cli."oss-prodl.ud: 
1 (Ax B)(w) = - { (zA) o (w-1 B)- (z-1 A) o (wB)}, 
2 
for A and B E W2, i.e. for operators of the form 
L ai(z)¢i(z), 
~¢9 
(2.50) 
where the ai(z) are meromorphic functions. This product closes on W 2 • To see this, 
take A= f(z)¢(z) and B = g(z)1/J(z), where 4> and¢ are conformal fields of dimension 
2. We compute 
for generic fields 0°, 9 1 , 0 2 and 9 3 , of dimension 0, 1, 2 and 3, respectively. Notice 
that the dimension three piece is cancelled in this product. We can now define the 
commutative, non-associative, cross-bracket algebra: 
[Res(A) x Res(B)] = Res(A x B). (2.51) 
Commutativity follows from 
Res(A x B- B x A) = 0, 
due to equation (2.30). 
A further generalization of this is possible. For A and B in W "'' we define the 
n--eross-product by expressing it in terms of the (n- !)-product 
1 A Xn B(w) = 2 { (zA) Xn-1 (w-1 B) - (z-1 A) Xn-1 (wB)}. (2.52) 
This product maps W n X W n - W n· From this we construct the following algebras, 
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[Res( A) Xn Res( B)] = Res(A X 71 B), A, B E \Vn· (2.53) 
H1 is the familiar Lie algebra, while H2 is the cross-bracket algebra. For general n, Hn 
is antisymmetric for n odd and symmetric for n even. 
2.9 THE LEECH LATTICE A::'<1D MONSTROUS MOONSHINE. 
The cross-bracket algebra seems to be particularly relevant to the Leech lattice, 
which is the unique Euclidean even self-dual lattice in d = 24 for which A2 is empty. 
The significance of this is that the cross-bracket algebra, which we call S, is spanned 
by the dimension 2 operators and the unit operator 
V(a,z). 
V(E,7J,::) 
ip.82 X(::) 
1. 
-: L8X(z)7].8X(z): 
a E A-t 
As it stands we must also include the dimension one operators ip..8X(z) in order that 
the algebra closes. If we ignore these dimension one operators then S can be viewed as 
the affinization of the finite algebra S; in analogy with the Lie algebra case. Later we 
shall show how these awkward dimension one operators are removed. The 5-module 
1-£ = :F 0 P( A L) has character 
x(q) 
This character is related to the famous normalized modular function J( q ): 
x(q) J(q) + 24. 
Notice that the existence of dimension one operators is directly related to the mismatch 
between x(q) and J(q). It was pointed out by McKay that the coefficients of J(q) are 
in fact simple linear combinations of dimensions of the irreducible representations of 
the Fischer-Griess Monster group, F1, the largest sporadic group in the classification 
of finite groups. This led to the speculation that there exists an infinite dimensional 
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Z-graded F1-module with character J(q). This conjecture was given even more weight 
by Conway and Norton [53]. in their paper 'Monstrous Moonshine·. and was elucidated 
when FLM actually constructed the natural module for F1. Their construction is based 
on the cross-bracket algeba S, in a way we will explain more fully in chapter 7. 
2!) 
For our purposes, an orbifold is constructed by taking a manifold and quotienting 
it by some discrete symmetry group which does not act freely, i.e. the orbifold has a 
set of points at which its curvature is ill-defined. 
Orbifolds were first introduced into string theory as an alternative to Calabi-Yau 
manifolds, for the compactification of the heterotic string {1,2]. Now they stand in 
their own right as consistent background spaces for string propagation. More generally, 
they give rise to a whole class of solvable conformal field theories. The question which 
we pose in this and the following chapters is: what is the structure of the conformal 
field theory and, in particular, what are the vertex operators for strings propagating on 
orbifolds? These questions have been partially answered in refs.[33,34], where a path 
integral approach was followed. On the contrary, we will take an operator approach 
(also considered in refs.[55,56]), because this picture is particularly appropriate for dis-
cussing the symmetries and algebras which result from orbifold models. One of the 
crucial features of string propagation on orbifolds is the existence of the twisted sectors, 
i.e. strings which wind around the curvature singularities. These sectors ensure the 
consistency of theory and they couple in a non-trivial way to the normal (untwisted) 
sector; we will discuss these special string states in detail. At the fundamental level, 
the consistency of such theories is questionable, based as they are on such singular ob-
jects. However, perturbatively at least, the string seems to be able to propagate quite 
consistently on orbifolds. 
From a mathematical point of view, twisted strings have turned up in generalizations 
of vertex operator representations of Kac-Moody algebras [3,24]. We will show how such 
algebras arise from considering the operator algebra of vertex operators for strings on 
orbifolds. This will involve the vertex which inserts untwisted states. In later chapters 
we will also construct the vertices that insert twisted states and consider their algebra. 
In this chapter we shall be concerned with just the analytic degrees of freedom 
of the string. We shall briefly consider orbifold models which have both analytic and 
anti-analytic degrees of freedom in chapter 9. 
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3.1 0RBIFOLDS. 
The orbifolds that we will consider have the form 
(3.1) 
where G is some spa<ee gJLou.p with the semi-direct product form 
G (27r A) X w. 
In the above, A is a lattice and W, the 'twist', is a point group which must have a well 
defined action on A; i.e. ~F is a subgroup of the automorphism group of A which leaves 
the o:~;igin fixed. 
An element g = (a, u) E G, a E A u E W, has the following action on a vector 
X E Rd: 
g(x) = u(x)+27ra. 
To form the orbifold we now identify all points in Rd that lie on an orbit of G. Equiva-
lently, and more suitably for our exposition, we may construct the orbifold by identifying 
all points on the torus 
that lie in an orbit of n·. 
T 
n = w· 
(3.2) 
(3.3) 
In general W does not act freely on T, in other words, there will be points fixed by the 
action of an element of H ·. At these points the curvature of f2 is ill-defined. Defining 
the set 
Jfu = {x E Rd I (1- u)x E 2iiA}. 
allows us to define the set of fixed point singularities as 
Mu (3.4) 
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Let us consider this in more detail. If x corresponds to a fixed point then 
(1- u)x 21ra, a E A. 
Next we define the set 
where Pu is the projection operator onto the u-invariant subspace: 
(Nu is the order of u ). We see that since 
1 Nu-l -~u'i 
NuL....,. ' 
q=O 
(1 - Pu)(1- ·u)x (1- u)x, 
implies a E Ku and 
(3.5) 
(3.6) 
Here, u* means the restriction of u to Ku, that is u* = ( 1 - Pu)u. Therefore, in general 
the fixed point singularities are dim(Pu(R11 )) dimensional and there are 
of them. This is in fact equal to [4,32] 
(3.7) 
In what follows we will sometimes be concerned with the situation where each u E W 
(u f= e, the identity) leaves no directions fixed, i.e. det(1- u) f= 0. We shall adopt the 
convention of [4], and call these cases No Fixed Point Automorphisms (NFPAs). 
These fixed points should not be confused with the fixed point singularities of the 
orbifold itself. 
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3.2 THE CLASSICAL STRING ON AN 0RBIFOLD. 
The possible boundary conditions of a closed string moving on the covering space T 
are 
(3.8) 
To discuss the solutions to the classical equations of motion it is expedient to introduce 
the complexification F of lttt1, since we can diagonalize u in V: 
In general 0 ~ >.; < 1 and if ). -f:. 0 or ! , then the e21ri.\, 's come in conjugate pairs. If u 
has order Nu then we can decompose V into the following eigenspaces 
N.,-1 
V E9 Vq/Nu• 
q=O 
where 
To go along with each eigenspace V,x we introduce a set of basis vectors { e:\}, a 
1, .... , dim(V,x), such that 
otherwise. 
In the above basis we Ci:LH easily solve the classical equations of motion. Splitting 
the string field Xu (.::) into its zero-mode and oscillator pieces 
we have 
The boundary condition ( 3.8) requires 
(1 - u)qu 
(1 - u)plt 
qu - ipu ln .:: 
( 11. )'1 
. """' 0:7. - ,. z ~ --:; . 
r 
•·EZ+>. 
'I"U 
o E A 
(3.9) 
(3.10) 
First of all consider the allowed momenta. Recall for toroidal compactifications that we 
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had the constraint p E A*, which was required so that the states were invariant under 
exp( 27Tia .p), a E A. Define the subspace of vectors invariant under u: 
{a E Aj(l-u)a 0}. (3.11) 
This subspace is not affected by the 'twisting' so we demand that the states are invariant 
under exp(27ria.pu ), a E lv.· This implies that the eigenvalues of p" lie in J~ = Pu(A *). 
We now choose a particular coset, generalizing what we did for untwisted analytic 
strings: 
(3.12) 
where Au is the projected lattice: 
(3.13) 
For a NFPA pu = 0. Now consider the other boundary condition. Let qtt = q0 + qf, 
where q0 = Pu( qu ). Clearly q0 is not constrained, i.e. q0 E Pu(lRd). q]_ satisfies 
Therefore 
and we deduce that 
(3.14) 
Comparing this with our discussion of the fixed point singularities of the orbifold shows 
that there is an inequivalent qu for each singularity. 
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3.3 THE QL\:\TUM STRING ON AN 0RBIFOLD. 
The first task in setting up the quantum theory is to construct the Hilbert space 
?to.. This involves a number of steps [2). 
(1). The Hilbert space, Hr, for the theory on the covering space Tis constructed. In 
constructing 'HT we must allow the string to have the non-trivial boundary conditions 
of equation ( 3.8). because such twisted st:ri:ngs are closed on n. This gives rise to the 
twisted secto11s and we write 
(3.15) 
He is conventionally known as the untwisted sector: we call 1i11 the u-twisted sector. 
(2). Construct a lift of W into the Hilbert space 1tr; we call it W. 
(3). Finally we identify 7tn as the lV invariant subspace of 7tr: 
1 
N L u (Hr). 
uEW 
Here N is the order of WT t . 
(3.16) 
If W is non-abelian then the action of W \\ill in general m1x states in sectors 
corresponding to conjugate elements [1,2]. For example, under the action of v E W a 
u-twisted string becomes a vuv- 1-twisted string: 
vX1, ( .:e21ri) = vuX1,,(.:) 
= (vuv- 1 )rXu(z). 
This implies 
(3.17) 
Notice that if r lies in the centralizer (or little group) of u, that is the subgroup 
Gu. = { v E W I [u, v] = 0}, 
t When elements of lVlcavc snhspaccs ofT hX('(l. it. is po..;,-jble t.hat. the order of W is t.win~ t.hl' ordPr 
of W [3.54]. 
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Before we go on to describe the W projection let us make the following definitions: 
1. Let { u;}. i = 1, .... , M, be the set of conjugacy classes of W, each represented by 
an element Ui. 
2. Consider the right cosets W / Gu;, and label representatives of these cosets 
a= 1. .... ,mi. 
,.i 
\. {] 4 
To realize the W projection we must first project each 1tu; onto its Gu; invariant 
subspace 1tu,. and then sum over all states in different 1tv, with v conjugate to Ui. By 
this we mean form 
EB v/, ( Hu,). (3.18) 
rt=l 
Finally we have 
M 
E9Hu,· (3.19) 
i=l 
So in this sense there is a sector for each conjugacy class of W. 
The identity element of W, e, is in a conjugacy class of its own, therefore 
1tc ~ L U (1tc). 
i1EW 
If W is abelian then every element is in a conjugacy class of its own, in this case 
After quantization, the string field X 11 (.::) becomes an operator on the Hilbert space 
1tu, and canonical quantization gives the following non-zero commutation relations for 
the oscillators. 
[( u)u. ( u.)b] = J:tJI> 1: 0 7• , _a_, rv Vr+.,.o, (3.20) 
where r, s E Z +A, Z- A, respectively, and a, b = 1. .... , dim(V,\). The hermiticity of the 
oscillators is (ant = o~r· 
3G 
The Hilbert subspaces have a decomposition 
(3.21) 
where Fu is the Fock space spanned by the unit operator and the creation operators a:~, 
r < 0, and Vu is the zero-mode space. Vu has a further decomposition 
(3.22) 
where PC\ u) is a complex span of momentum states whi~h take values in the projected 
lattice Au. and V2 is a finite dimensional vector space. One would guess that V~ is a 
space of position eigenstates corresponding to the fixed point singularities of n. In fact 
we shall discover that this guess is naive and V~ should properly be understood as the 
representation space for the twisted operator cocycles; in this sense the space of fixed 
points is reducible. However, for models which include both left and right (analytic and 
anti-analytic) degrees of freedom the zero-mode space can indeed be identified with the 
fixed point singularities. We expand upon this point in chapter 9. 
To make the connection with the path integral formulation we calculate the propa-
gator in the u-twisted sector: 
u(O I el-A.8Xu(z)e~.8Xu(w)] I O)u 
~-(1--X), --X [(1- .A)z- A;..'] Nh 
-"' w (.:-w)2 u (3.23) 
-{ 1 +!.A(l-.A)z-2+0(::-w)}aab. (z-w) 2 2 
Notice that the twisted propagator is not the same a.<; the untwisted propagator: they 
differ by a term which is finite as .: _, w. This fact will have important consequences 
for the conformal structure of twisted strings. as we shall see in the next section. 
3.4 CO:\'FORMAL PROPERTIES OF TWISTED STRINGS. 
To determine the physical states and to form vertex operators, and hence scattering 
amplitudes. we must elucidate the conformal structure of twisted strings. As before we 
shall focus on the analytic sector of the string. 
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Initially it is convenient to work in the covenng space T. In view of this it is 
advantageous to introduce some notation to handle operators on 1-lr. Let {Eu}, u E lV, 
be a basis for 1-lr, with inner product ( E1,, Er) = 671 •11 , so that any vector, I .P) E 1-lr, 
can be \Yri t ten 
u 
It is also convenient to introduce the matrices / 11,, with a 'one' in position uv and zeros 
elsewhere. so that 
Eu = Iu.vEv (no summation). 
The stress-energy tensor T(z) is diagonal 
T(z) = L r'(z)lwu, 
where the components have the canonical form 
T 71 (z) =-~lim ~8X11 (.:}.8X71 (w)+ ( d )2 }. 2 w---z l z- W (3.24) 
It is important to realize that the normal ordering in the above definition is not the 
same as normal ordering with respect to the twisted oscillators o:~·. The difference is 
a finite term which showed up earlier in the propagator, equation (3.23). This has the 
crucial consequence that 
where 
u ( 0 I Tl/ ( z) I 0) !I 
1 tl 
8 11 = - ~ .X;(l- >.i)· 4L. 
t=l 
(3.25) 
This means that the ground state in the u-t\\isted sector has conformal weight 8" [.57], 
i.e. it is not an SL(2, C) singlet. 
T(.: l generates a canonical copy of the Yirasoro algebra, with central charge c = d. 
In OPE language: 
T(z)T(w) c/2 21r(w) 8T(w) R -~-+ + + eg. (z-w)-1 (.:-w) 2 z-w 
Many of the results concerning conformal field theories are valid here. However. we 
shall discover that for certain models the conformal fields have certain pathological 
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problems. This will become clear in the examples that are discussed in later chapters. 
For the moment we will ignore such subtleties and consider only general features. 
L0 introduces a natural gradation on the Hilbert space 1-lu: 
hu (3.26) 
The character, or partition function, defined in equation (2.21), can easily be computed 
[58): 
Xu(q) "'EA" q(-)" -d/24 _ _:_, ___ _ X ' n ( 1 - q .~-'~~ Yl" (3.27) 
n=l 
where dn =dim (l!(njN,. modN.,))· 
The canonical S L(2, C) invariant vacuum state (the state annihilated by lLn, n ~ 
-1) is 
(3.28) 
For each state I ci>) E 1tr we introduce a conformal field, or vertex operator, such that 
I ci>) V(cl>,O) I 0). (3.29) 
The vertex operator V ( ci>, z) is interpreted as the insertion of the state I ci>) at the point 
z on the world-sheet, in the usual way. The absorption of au-twisted state, Ou, can be 
viewed as the emission of its charge conjugate state, <P;~. This state must be in 1-lu-1; 
charge conjugation must therefore map 1-lu - 1i11 -1. 
In terms of its components 
V(ci>,z) 
"·'' 
II 
The component vertex operators of the form ~.r(u.,.)( <I>, z ), and their conjugatP". play an 
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important role in what follows so it is worthwhile introducing some notation: 
V(cl>,.:l 
lV(ci> . .::) 
W(ci>,.:) 
v(cc)( cl>, z) 
v(u.e)(ci>, z) 
v(c.u)( cl>, z ). 
(3.30) 
The conformal dimensions are defined as before; each of the components is a gener-
alized! conformal :field in the sense that for a highest weight state I <I>). i.e. one for 
which 
we have 
Ln I cl>) 
Lo I ci>) 
0, n > 1 
~ I <I>), 
The moments of V{<I>, z) are defined by the expansion 
V(<I>,z) L Vn(ci>)z-n-~. 
uEZ/N 
(3.31) 
(3.32) 
(3.33) 
It is important to realize that in general V (<I>, z) is non-integrally moded and has non-
integer dimension. This means that the theory on T is non-local, i.e. the operator 
algebra of the fields has branch point singularities as '.vel! as poles. 'Ve shall disco,rer 
that locality is restored by the projection T --. n, in much the same way that locality is 
restored in the NSR Spinning string by the Gliozzi-Olive-Scherk (GSO) projection [.59]. 
The operator algebra ( d.Ssuming that it is well-defined) is expected to have the generic 
form: 
V{<I>,z)V(<I>',w)""' (z- ...:)~"-~'-~c(<I>,<I>',<I>")V(<I>",w), 
where. due to the fact that the ~'s are in general (1/N)xinteger, there are branch point 
singularities. 
The fact that the conformal fields have 1/N-branch cuts at z = 0 is a natural 
feature of vertex operators in twisted string models. The fields are multi-valued on the 
world-sheet M. One way to approach this feature is to work on the covering space M, 
on which fields are single valued. For an arbitrary amplitude and for general W the 
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covering space will have a complicated topology, however, it is still a Riemann surface 
[3-t]. l.V acts on Mas a group of automorphisms (which preserve the complex structure) 
and 
M 
JA=w· 
.)\A is actually an orbifold itself, where the singularities correspond to the branch points 
where the insertions are made. It is & unique feature of these two-dimensional surfaces 
that these singularities do not need to be 'blown up' in order to obtain a Riemann 
surface. It has been conjectured that this is ultimately the reason why the string can 
propagate consistently on an orbifold [34]. If one could find a representation for M 
then in principle it would be possible to determine all the functions of interest for .A1. 
The problem is that representations for .~\It are only known for simple cases. for example 
when W ~ ZN [34]. For the most part, we shall concentrate on the properties of the 
fields themselves and leave aside questions about the global properties of the Riemann 
surface on which they live. 
Correlation functions are constructed by taking a time-ordered expectation value in 
the Hilbert space in the usual way: 
{O IT {fiv(<i>;,z;)} 1 o). (3.34) 
It turns out that many of the contributions to this correlation function are in fact zero. 
This is due to the twist selection rule. which states that a correlation function is only 
non-vanishing if the product of group elements corresponding to the inserted states, 
taken in a time ordered fashion, is the identity. This is indicative of the fact that the 
component vertex operator F( 1•.u)(9U'· .:), which we can associate with the diagram 
t 
I 
v 
I 
I 
v ------~-- --- u 
is identically zero unless v = wu. In particular, this implies that the structure constants 
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of the operator algebra c( cf>u, ¢> •.. 0 111 .) are only non-zero when w 
algebra is then a statement of the factorization: 
cf>u cf>'t. 
I 
I 
I I 
I I 
VI y 
I I 
I I 
I I 
I 
u t•. The operator 
- ___ I_---- -L- ---
------o------
To ensure that the resulting theory is local, we must now inquire about exchange duality. 
The problem here is that when tr is non-abelian the interchange of two vertex operators 
representing the insertion of states I cf>)u and I '1/J)v generally results in a vanishing 
correlation function by the twist selection rule, unless [u, v] = 0. So it seems that the 
correht.tion functions would in general have disastrous and unacceptable discontinuities. 
However, this unwelcome feature is not apparent once we have performed the projection 
T ~ n. To see this consider the two vertices 
I ¢)1, I '1/J)v 
I 
I I 
Yl 'IV 
I 
I I 
I 
- - --- J- --- --- -·l.-----
this can be 'dual' to either 
I '1/J)uvu- 1 I ¢)u 
I I 
I 
I 
I 
'IV 
I 
I 
I 
I 
I 
I 
I 
'oJ/ 
- ---J- ---- -- _._- - -
or 
I '1/J )v I 6)v- 1 uL' 
I I 
I 
I 
'} I v 
I 
I I 
----~-----i------
where I 'lj;)uvu-1 = u I '1/J)v and I o)II-1U11 = il-l I cf>)u· The point is when we perform 
the W projection we sum over all images of a state in the same conjugacy class, and 
so for the projected vertex operators exchange duality would indeed hold. In this sense 
the theory 'knows' that it should be projected in order that the correlation functions 
represent a local theory. 
42 
Exchange duality has some immediate consequences for the operators we defined in 
( 3.30). Firstly, 
dual 
____. wu(1/J,w)V(¢,z). (3.35) 
This ill1l.1tertwnning property V~.ill play a central role when we come to construct the W 
operators explicitly. The intertwining property is a consequence of the factorization 
1/J <P ~~1/J 1/J I 
I 
I I 
I I 
+ + I v 
I 
----4~ -~~---'----
where we have indicated a t\\isted state by a broken line to distinguish it from an 
untwisted state. In addition from considering 
<P 1/J <P ,1/J 1/J </> 
I 
' ~ )!. I I 
't I I I I I I VI ~ t t I I 
' 
I I I ----~-- --- --· - __ I ______ 
we conjecture 
(3.36) 
and similarly for WW. Implicit in these arguments is the fact that the fields close under 
OPE, generically 
vun·u ~ wu' w11.v ~ wu 
wu~·vu ~ v, wuwll ~ vu. (3.37) 
In a later chapter we will present a detailed discussion of this algebra for the reflection 
twist. 
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Of particular importance in our discussion is the vertex operator for the insertion 
of an untwisted state: 
V(o. z) = V(¢, z) EB V 1'(¢, z) EB ....... . 
These operators have been found to play an important role in the representation theory 
of Kac-Moody algebras [3]. generalizing the .homogeneous FKS construction that we 
reviewed in chapter 2. 
3.5 THE UNTWISTED VERTICES IN THE TWISTED PICTURE. 
In this section we construct the component vertex operators vu( q), z), and discuss 
the locality restoring projection. In the following section we go on to consider their 
operator algebra, showing how the FKS mechanism can be generalized. 
When u = e, the identity, the vertex operator is simply the expression g1ven m 
equation (2.39). The expression for vu(¢, z), u # e, ha.s the same form as V(¢, z), 
with X(z) replaced by the t"isted field Xu( z ), and an overall factor of z-(o;'J 2 12 which 
ensures that V 11·( ¢, z) behaves in the same way with respect to the conformal algebra as 
V(¢,z): 
(3.38) 
Here, a! is the projection of a perpendicular to the directions fixed by u, that is 
The twisted operator cocycle, Cu(a) = eirr.r/' Cn(a), is included to ensure exchange 
duality which is guaranteed if the operators generate a projective representation of A, 
z.e. 
with a 2-cocycle factor set satisfying 
~u( a, {3) 
E,(/3,a) 
Eu(a,,i3)(\(a + (3), ( 3.39) 
N.,-1 
II ( -~)o.n'IL{ -e -'-u • (3.40) 
q=O 
This phase exactly cancels the phase resulting from the interchange the order of two 
vertex operators. Notice that rlr:( a, /3) = (- )n.f-1, which we recall is the untwisted 
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expression. It is important for what follows that the two factor sets ~ ( = Ec) and Eu can 
be related by a bilinear function 1Ju [3]: 
::(n,/3) = 1Ju(a,/3)Eu(u,/3), 
where 
TJu(n./3) 
q=1 
Proof : We need to show that 
E u (a, /3) TJu (a, f3) 
Eu(/3, a)TJu(/3, a) 
(- r:t.f:l 
N .. -1 . q {3 {3 9 
LHS = nu(a,/3) II ( 1- e~rt.U - .u (l 
q=l 
N,.-1 q 3 
= nu(a,J3) IT ( -e~rt.u' 
q=1 
= nu(a, /3}f2u( -a, !3)(- )"·11 
= (- t(.13 = RHS. 
3 .. 5.1. The zero-mode space. 
(3.41) 
( 3.42) 
We have already indicated that the zero-mode space is to be understood as the 
representation space for the twisted operator cocycles, here we shall expand and discuss 
this in more detail. Recall that Vu has a decomposition 
( 3.43) 
where P(A u) is a complex span of momentum states on the lattice A'\ the projection 
of A onto the subspace fixed by u. v:! is a finite dimensional vector space, which for an 
irreducible representation oft he operator cocycles has dimension [3,32,58] 
I K1t It Cu = (1-u)A*nA (3.44) 
For certain types of twist, \vhere u is an inner automorphism of the algebra g (whose 
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root system is A2), the degeneracy can also be written (58]: 
1/2 vol(Au) 
ldet(l - u, )I vol(A) . 
The fact that the degeneracy Cu 1s an integer, which is not ob\ious from the above 
formulae, is discussed in ref.[32). The naive guess for V~, a complex span of position 
eigenstates corresponding to the singularities of the orbifold, is in fact reducible into a 
number of copies of the irreducible representation with dimension c11 [32). Representa-
tions of the operator cocycles have been found explicitly in ref. [4], based on the original 
work of Lepowsky [3), here we will limit our discussion to a few points which will be 
relevant for what follows. 
Let us define the set 
Au - {a I nu(a,,B) = 1, Tl /3 E Au}, (3.45) 
z. e. Au is the maximal set of commuting operator cocycles. Au is not in fact unique, 
however, all choices are equivalent. It follows from its definition that the operator 
cocycles on Au are diagonal. For an irreducible representation v~ is in fact isomorphic 
to the coset space 
Vo Ku ,....., -
u - ' Av. IKul Cu = Au. . (3.46) 
The fact that Cu is equal to the alternative definitions, in equation (3.44), is discussed 
in ref.[4). If we label a coset by a representative ni, i = 1, ..... c 11 , then the operator 
cocycles have the following action on a state in Vu: 
Cu( a) I ,6(})® I ni) 
_ c: u (a - a - ,6 - n i , a + f3 + n; ) c: u (a, ,6 + ni ) ( ) I u /3u) I . ) 
- 9u a au + 0 e n) . C:t,.( -a+ a+ /3 + ni, a - a- /3- ni) 
(3.47) 
where nj = ni +a+ a mod.:\/ K u, a E Au and {3 E A/ Ku such that /30' = Pn(f3). In the 
above 9u( a) is a one dimensional projective representation on Au: 
The fact that such a one dimensional representation exists is because on Au the operator 
cocycles commute, i.e. c:u(o . . 3) = c: 11 (;3, o:). 
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Notice that Cu (a)' a E Au, is diagonal on v~ as claimed 
Cu(a) I ;3(J)e In;) = Ou(a,;3 + ni)9u(a) I a0 + tlo)~ I ni)· (3.48) 
Later when we consider the transformation properties of the Cu ( o )s under u we will 
need to know their representation on a subset of Au, defined by 
For a E Bu 
Bu = { o I a = (1 - u.);3, ;3 E A}. 
flu(o,;3) 
P-u(o,ni) 1, since ni E Ku, 
(3.49) 
where a = (u- 1)a1 . Notice that (o1 )0.;3 is unique, for a given a, up to an integer. 
From _the above we deduce that the operator cocycles on Bu are 
(3.50) 
where 1 is the unit operator on V2. 
3.5.2. The lift of W. 
To be able to implement the projection 1tr ~ 1tn, we must find the lift of W onto 
Hr. 
The untwisted sector: To specify the action of u E W we must consider how the 
operators X(z) and C(a), which are used to build up the vertex operators, transform: 
u : LX ( z) 1-------4 UE. X ( z) 
u : C( a) 1-------4 uri~( ua). (3.51) 
Notice that, due to the presence of the phases ttn, the automorphism group is realized 
projectively on the Hilbert space. For consistency W must be an automorphism group 
of the operator algebra, this constrains the phases ttn to satisfy 
E( a, ;3) 
( r.l) Un+f1 E ua, Uf-1 
1 (3 .. 52) 
where the last two constraints follows from our conventions for hermiticity c·t (a) = 
C( -a), E(a, -a)= 1 and C\0) = 1. For the cases where u. is not a NFPA, it is possible 
47 
to choose u0 = 1 whenever uo: =a, due to the freedom to make trivial automorphisms. 
This point is dic;:.cussed in [54]. 
The twisted sectors: Recall that an element iA E W m general mapped 1tv -. 
1-luvu-1. Let us consider just the action of the centralizer Gv on 1tv- Since u : vv( ¢, z) -
vv(u¢, z), and we have determined above how I¢>) E 1-lc transforms, for consistency we 
require the tv.isted operators to transform in the same way: 
U : E.X11 ( Z) 1-----+ UE.Xv( Z) 
u: Cv(o:) 1-----+ UnC,.(uo:), 
(3.53) 
where u 0 is the same phase as the one that appears in (3.51). Due to the fact that 
Ev( 0:, ,6) 
E1,( UQ, u,6) 
E(o:,{3) 
for u E Gv, E( uo:, u.,6 )' 
u E Gv is also an automorphism of the operator algebra of the twisted fields {V11 ( ¢, z)}. 
Our main requirement of the projected theory is that it is local. This is achieved by 
demanding 
(3.54) 
Locality now follows because (u) (the cyclic group generated by u) is a subgroup of 
Gu and so the projection of 1-f.u onto its Gu invariant subspace, Hu, projects also onto 
the (u) invariant subspace and hence integer graded oscillators. Equation (3.54) follm•;s 
partly as a consequence uf the twisted boundary condition for the oscillator parts of 
Xu(z): 
The zero-mode piece is more subtle and requires that the twisted operator cocycle must 
satisfy 
(3.5-5) 
so that 
We give the rather uninspiring proof of this property of the twisted operator cocycles 
in appendix B. 
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3.6 TWISTED STRINGS AND KAC-MOODY ALGEBRAS. 
In the last chapter we found that when we considered an analytic string moving on 
the torus R d /2tr A, where A was the root lattice of a simply-laced Lie algebra g, then 
the operator algebra generated by 
V(a,z) a E A2, icoX(z), 1, 
was the untwisted Kac-moody algebra g ~ g(ll. The question to which we address 
ourselves in this section is: what are the algebras, g11 , generated by the corresponding 
operators 
in the u-twisted sector? This question has been answered in a mathematical context 
by Lepowsky in ref. [3], in what follows we shall relate these results to our string model 
vertex operators. 
Let us define the projections 
N .. -1 
X[a] = ~u L e-2rriqnfN,. iJY(X ). 
q=O 
for a generic operator or vector X. In this basis the untwisted operator algebra. g, 
becomes 
V( a, z )[a] F(3, '-"' )[b] 
1 """' e-21firJ/N"(u'') c:(a:u'ij]) l"(a + u'li=l w) 
"- L......t tl " _ , 1-'' [a+IJ] ~'u - ~ 
n.u''!i=-1 
( 3 .. 56) 
modulo regular terms. Under u, g decomposes: 
N"-l 
9 = E9 9u[u]. (3 .. 57) 
a=O 
The it-invariant component generates a subalgebra. 9o[u] C g. From the point of view 
of the finite Lie algebra g, u restricted to A2 (the root system), is an automorphism, 
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that is, a one-to-one mapping of g onto itself that preserves the commutation relations, 
i.e u : g - g such that 
u([x,y]) = [u.(x),u(y)]. Vx, y E g. 
Automorphisms of finite Lie algebras fall into two distinct classes. Inner automorphisms 
can be generated by the action of an element of the compact group G associated with 
g, i.e if u is inner then its action can be written as 
U E G. 
All other automorphisms are outer. The only simple simply-laced Lie algebras which 
admit outer automorphisms are A 11 , D 11 and £ 6 . Outer automorphisms can be under-
stood in terms of Dynkin diagram symmetries [48,49]. 
The distinction between inner and outer automorphisms plays an important role in 
determining the algebras[/. In fact, it is well known [48,49] that 
where T = 1 for an inner automorphism, and T = 2, 3 for an outer automorphism; 1. e. if 
u is an inner automorphism then the algebra generated in the twisted sector is actually 
isomorphic to the algebra generated in the untwisted sector. This is manifest in the 
shifted picture, where ii is represented as a ·shift' in the Cart an su balgebra; we shall 
discuss this alternative way to formulate twisted models for inner automorphisms in 
chapter 8. On the contrary, if u is an outer automorphism then the algebra generated 
in the twisted sector is one of the twisted JKac-Moody algebras associated with g. 
The calculation of the algebra gu proceeds in a similar way to the untwisted case. 
First we ·normal order' the product 
Vu(a,z)laJV 11 (,6.w)lbJ = ~2 w-ti.i;' 12 z-~(rr~) 2 X 
lL 
{
.\·"-1 N.,-1 ~' ( ,. 1) 'if-J 2rrt 1' 'I l 21r1r 1 U 0'. U - 'U ~ --,. ((/p+l!lf)( ~ )n I¥.1L ;-1 IT ( _-;;- ~ v) e ·U ..:..-W _-u -€·uW·u 
r•.q=O r=O 
x ' e'"'' n.X" I' )+iu'' f!.X,. I w I ' ( u''),( u") ;< c" ( ul' a, u'l iJ)Cu( ul' a + u'l iJ)}. 
We now shift q -; q + p and then use the fact that the phases ( uP)o satisfy equation 
GO 
(3.52), to show 
(uq)~(uP+q)p"'" .. (uP"", up+q a) - (~·P) (uq) "'" ("' uqf3) ~ "'~ ..... f.J - ""' a+uP{J {3"'-u ..... , · · 
The product has a simple pole when a.uq/3 = -1, a·.e. a+ uq/3 E A2, and a double pole 
when a + uq {3 = 0. To aid the evaluation of the residues we now prove that 
a.uq/3 = -1 
a+ uq/3 = 0. 
Proof : Expanding the above expression to O(z- w) we find that it equals 
N,.-1 ( r 1) q{J 
_l(a")a-l(f3")2+af3"-af3 ][1 { 2.,;,)a. u- u 
:..J a 1 2 1 • o · 1 - e N,. 
\ 
r=l 
Recall that 
Nu-l ( r 1) q{J 
II ( l.!.i!) 0!. u - u 1- eN,. 
r=l 
and 
{3u {3 _ u {3u a. o-a. - -al. I· 
(3.58) 
When a+ uq {3 = 0 the term O(z- w) in round brackets in expression (3.58) is in fact 
zero. To see this consider 
1 N.,-l a.(ur -1)a 
Nv. L 1 _ e21rir/N .. 
r=O 
where we used the fact that 
Nu-l 
2 J .. L a.(ur- 1)a 
r=l 
Nu-2 
1 2 2 
N,. L a.(ur- 1)a- N .. 
r=l 
1 1 
1 _ e21rir/N .. + 1 _ e-21fir/N .. 1. 
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Nu E 2Z + 1 
Nu E 2Z, 
If Nu is odd 
.Yu -1 
2 I: o.(u7·- 1)o 
r=l 
while if N u is even 
Su-2 
2 L a.(u.1'- 1)o- a 2 
1'=1 
1 N,.-1 1 
- ~ a.u''o- -(N - l)o2 
2 L .2 u 
1'=1 
Nu ( tl 2) 
=- a.ao- a 
2 
=- Su(a")2 
2 1 ' 
Substituting these results into (3.58) when a -r- uq3 = 0 completes the proof. 
It is now a straightforward exercise to extract the singular terms and evaluate the 
other relev-ant OPEs: 
(3.59) 
Compare g. in the V. diagonal basis, with g11 above. It is immediately apparent that 
locally the OPEs are isomorphic. Globally, however, vu( a, z )[a] is a/ N 11 + Z graded. 
while V(a . .:)[a] is, of course, integrally graded. 
The invariant generators are integer graded m both sectors, and so we have the 
following isomorphism: 
.Yo [u] :::: 9o. (3.60) 
In particular. the horizontal algebra, in the twisted sector (the subalgebra commuting 
with L0 ), is isomorphic to go[u]. 
Consider the action of the horizontal algebra on the ground state in the u-t'\\isted 
sector 
a E Ku 
otherwise. 
where I 0) ~ ¢> E Vu· Therefore the subalgebra defined on a E Ku ( a 2 = 2), must be 
generated by the operator cocycles themselves. This generalizes statements made in 
ref.[60]. v;! is an irreducible representation of this subalgebra of dimension Cu. \\"e can 
determine the weights of the representation because the Cartan subalgebra, spanned by 
the maximal set of commuting operator cocycles, is identified with 
1 ~ 
-(-)Cu(o:), 9u 0 
The weights follow from equation ( 3.48) 
where a; E A2nAu/(u). 
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A2 n Au 
a E (u) (3.61) 
(3.62) 
4. THE TWISTED STRING EMISSION VERTEXo 
In this chapter we will construct and examine the twist fields that emit. or absorb, 
twisted states from an untwisted string; we shall call them twisted string emission 
verin~es (TSEVs) [5]. 
The effect of a TSEV on a correlation function is to 'open up' a cut at the point on 
the world-sheet where the twisted state is inserted. The resulting cut must terminate 
at some other point, or points, where other twisted states are emitted or absorbed. This 
is just another manifestation of the twist selection rule. From an operator point of view 
the TSEV, W( ¢, z ), intertwines the two Hilbert spaces He and Hu. In fact, fields of this 
sort have been known for a long time. The TSEV, appropriate to the reflection twist 
(a- -a, ~V ~ Z2), without the zero-mode_pieces, was first constructed in the context 
of off-shell amplitudes for the bosonic string in ref.[21]. These vertices were further 
studied in refs.[35,36], where their intertwining nature was highlighted. In addition, it 
was realized that the Neveu-Schwarz-Rarnond (NSR) spinning string model, could also 
be viewed as a Z2 twisted fermionic string; in this picture the fermion emission vertex 
plays the role of the TSEV [61-65]. The correspondence between the fermion emission 
vertex and part of the off--shell vertex, has also been exploited in ref. [66]. Against this 
background, we will construct the TSEV for an arbitrary twist u. The oscillator pieces 
turn out to be a simple generalization of the off-shell vertex; the zero-mode piece, on 
the contrary, turns out to be rather subtle. One of the main conclusions from this 
chapter is the recognition that the operator cocycles are crucial for the correct working 
of the TSEV. They are not optional. This may be contrasted with similar recent work 
[67,68). The authors of these references do not discuss the zero-mode contribution and 
their vertices cannot intertwine vertex operators corresponding to winding states. We 
will have more to say about this in the last chapter. 
4.1 CONSTRUCTION OF THE TSEV. 
\Ve have already established two crucial properties of the TSEV: 
( 4.1) 
where I 0) is the SL(2, C) invariant vacuum state, and 
( 4.2) 
It is clear that the right hand side of equation ( 4.2) cannot be equal to the left, since 
V 0 (ti·,w) is non-integer moded. Recall that the correspondence 'dual' means that there 
exists an operator function S( w, z) such that 
{ 
vu(!/•.u.:)lV 11(¢,z) 
S(w z) = 
' Jtlfu(¢,.:)\'(~,w) 
I : I w 1>1 z I 
II: lzl>lwl. 
We can extract what we call the 'Intertwining Relation' by analytically continuing 
l-n'(v\w)Wu(¢,z) into region III, I u:-:; 1>1 z I, by facioring out by the SL(2,C) 
group element exp( z L ~ 1): 
The right hand side is now well defined in region I I I, so in the overlap I I n I I I we 
deduce 
r( ¢, z )V( 7/!, w ), 
where we have defined 
We illustrate the overlap region, where the intertwining relation is valid, below. 
"" .. -.... 
I 
, ... ·;'-·., 
-'~ ..... , 
.....- \ ~ 
,- --- ·"-' 
... 
.. 
' 
' I 
............... _....! ' I 
,-- ~ ' ' 
,_....- .. fO 1 I 
~· I I ·=2:8~ ~' ·-, :._ .. ,· 
'~~,, 
~ -- _, 
(4.3) 
The consistency of equation ( 4.3) is ensured in the overlap regwn because when 
1.: :> 1 w I, vu('l/J,w- z) has an integer expansion in w. 
Below we shall conjecture an expression for wu( ¢, z), and then show that the in-
tertwining relation is satisfied for the moment urn vertex, V (a, z). Generalizations to an 
arbitrary vertex then follow in an obvious way. It is worth pointing out that much of the 
discussion mirrors very closely the analogous discussion of the fermion emission vertex, 
which intertwines the Neveu-Schwarz and Ramond sectors of the spinning string, we 
refer in particular to refs.[64,65]. 
Our conjectured expression is 
where 
W'~~(¢,z) = ezL~ 1 (t·J: exp(Au(z) + Bu(z)) :1 ¢)·u., 
1 f d.x dy . . A'll(z) = -2 (2r.i) 2 z8X(x).Au(x,y,z)t8X(y) 
c1 
Bu(z) = B;;(z) + B;t(z) 
_ f dx dy . _ . B 11 (z) = - (' . ? t8X(x).B11 (x,y,z)z8Xu(Y) 2na )-
c2 
+ ~ _ f dx dy . + . Bu (.c.)-- ( . '> t8X(x).Bu (x,y,z)z8Xu(y). 27rz )-
CJ . 
( v , is a special sum of momentum states: 
(v I= L ({3 I fu(f3)Cu(f3) 
where fu( a) is the function 
j'Vn··- 1 (. ~) tn.(l-uq)o fu(a) = ] - e "'" . 
q=O 
The generating functions Au and Bu are defined to be 
N .. -1 { ( ) -+} ~ f ~ X-= .\u B,-;(x, y, z) = L u 1 In 1- ex., --
q=o Y 
N.,-1 
~ I { _L _:l.!!.!.:J. _L} B~(x,y,z) = - L u'In (x- z)x .. - e x., yx,, 
and the contours Ct, C2 and C3 are 
C1 : I x ! and I y I < I z I 
c2 : I x I < I z I, I Y I > I x - z I 
C3 : I x I < I z I, I Y I < I x - z I . 
( 4.4) 
(4.5) 
( 4.6) 
(4.7) 
( 4.8) 
( 4.9) 
It is relatively straightforward to evaluate the integrals in equations ( 4.8). and hence get 
an explicit expression for the TSEV in terms of the oscillators. The function Au(x, y, z) 
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has also appeared in ref.[43], where the authors use it in the evaluation of commutators 
of twisted vertex operators (the \ -u ( ¢, z) 's). 
Now that we have established our conjecture we can begin to examine its properties. 
~otice immediately that W 1'( </>, z) contains only annihilation operators in the untwisted 
Fock space, so the first requirement. equation (4.1), follows trivially. 
As promised we now prove equation ( 4.3) for the momentum vertex 
V(a,z) =: exp(io.X(z)): C(o). 
The general strategy we follow, is to commute this vertex through the TSEV, making 
judicious use of the Cambell-Baker-Hausdorff formula and keeping careful track of the 
residual factors which are left over. The calculation proceeds through the following 
steps . 
.L Consider the product /u(¢ . .:)F(a:,w). The creation pieces of V(o,w), 
does not commute with Bu(z) or Au( z ). When we move this term through the vertex 
from left to right, we pick up exponentials of the following commutators 
and 
[B;1"(z),ia.(q + x-(.~:))] 
[B~(z),ia.(q + x-(""·))] 
a0.p11 ln(w- z} + ia.X;i(w- .: ) 
ia.X1~(w- z) 
[Au(z), ia.(q + x-( ..... ·))] = - ~ f dx_ (a.A.n(w, X, z)i8X(.r) 
2 27l'l 
C\ 
+ i8X(x).A.u(x,w, z)a). 
(4.10) 
( 4.11) 
In addition, we pick up the double commutator from the expAu(z) term, since it is 
quadratic in the untwisted field. This gives another term which is the exponential of 
The factor exp(ia.X~(w)) gives unity on the state (v I· These manipulations are only 
valid in region II, where I z 1>1 w 1. 
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£.We can rewrite equation (4.11), by using the fact that 
so that 
a.Au(w, x, z )i8X(x) = i&X(x ).Au(x, w, z )a 
Nu-l 
~ ( ~) + i8X(x ). (1 - uq)a ln -e.-..-.. 
[Au(z),ia.(q + x+(w))] = - f dx_ i8X(x).Au(x,w, z)a 
2-n 
Ct 
~ The oscillator pieces of ~,ru (a, w - z), 
exp (ia.X~(w- z)) exp (ia.x:(w- z)), 
(4.12) 
(4.13) 
can now be pulled out to the left of the TSEV, if we commute exp(ia.Xt(w- z)) past 
the term expB.~ ( z), which produces the exponential of 
f dx dy [B~(z),ia.X:("'-'- z)] =- (21ri)2 i&X(x).Bu(x,w- z,z)a. ( 4.14) 
c2 
4. The remaining dependence on the untwisted field is contained within the expo-
nential of 
- f dx_ i8X(x). (Au(x,w, z) + Bu(x,w- z, z)) a+ ia.X+(w). 
27rz 
Ct 
We can now simplify this using the fact that in region I I I, I w - z I> I z I 
1 :V .. -1 
Au(x,w,z)+Bu(x,:..-·- z,z) = ln(w-x)-ln(w-z)Nu L uq. 
q=o 
In addition 
f dx_ia.&X(x)ln(w-x) = ia.X+(w), 27rl 
Ct 
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(4.15) 
so that the exponential of the above factor yields the term 
(w- zt~·P. 
5. The diagonal element of Au is given by 
Au(w,w, z) 
N.,-1 
(1- Pu)ln(w- z) + L {1- uq)ln (1- elP.). 
q=O 
Therefore the contribution from this term is 
The fi_rst term is exactly the factor needed for vu(a,w- z). 
2.,_ Collecting all the remaining zero-mode terms together we have the messy looking 
expressiOn 
NII-I l ( q 1) 
(vI C(a)(w- .:y"tu.(P +p)fu(a)- 1 -e '"" , ~ " ,. ][1 ( ~) 2P· u - n (4.16) 
q=o 
which has to be simplified. However, noting that 
(3EA rJEA 
= ) ((3 I d a. B )f., (a + B )(:7., (a + 8) 
"--'!'" ' ' .. ·--· .. -· .. 
(4.17) 
tJEA 
and 
_,IT-.. -1 ( ~)!;i.(u.q-1)11' !u(a)fu(B) fu(a + ;3) -e ·'" = . 
q= 
0 
1]u (a, 3) 
where 17u is the function which relates E and E11 , we find that expression ( 4.16) simplifies 
to 
LU11 fu(3ku(a,;3)Cu(a + f3)(w- z)"~;.(p"+JI) 
(3EA 
= (\_(a)(w- z)"~·P" (r I. 
Where, in addition, we used the fact that 
So, carefully putting all the pieces together we obtain precisely the intertwining relation: 
JU(¢,z)V(a,w), 
with the proviso that it is only valid in the overlap I In I I I. 
The statement that W" ( </>, z) is an intertwining operator is now clarified. It is 
straightforward to go on and show that wu( ¢, z) intertwines the fields t.8nXu(z) and 
E.o11X(z); in fact for these operators the cocycle contribution to the vertex plays no 
role, which explains why they were not encountered in ref.[67). By putting together an 
arbitrary vertex from the building blocks E.811 X(z) and V(a, z), one can show that the 
intertwining relation is valid for any V ( ¢, z). 
In our notation, wu( ¢,.:) causes the absorption of the state I ¢)u by an untwisted 
string: 
The conjugate vertex 
I </>)u 
------- __ :...._ _ _ 
-?t\ T.TT11 { I 1 ,_, t 
z - YV . \ <p, I z )' ' 
where ~ is the conformal weight of the state I ¢)u, represents the emission of the state 
I </>)u 
I 
I 
I 
I 
II\ 
I 
I 
___ ............ ______ _ 
From the conjugate vertex we define the vertex 
-1 
W" (</>,z) 
GO 
which represents the absorption of ll/J).11 by a u- 1-twisted string: 
I ¢)u 
I 
I 
I 
I 
I 
VI 
I 
---·-------
4.2 THE TWISTED-F:'\TWISTED OPERATOR PRODUCT. 
In- this section we evaluate the OPE of a TSEV with an untwisted string vertex. 
In the last section we showed (at least for the momentum vertex) that in the overlap 
of region I I and region I I I 
JU(ljJ,z)V(.,P,w). 
We now show that there exists a function S', which satisfies 
S' (;.,.; . .: ) ( \11' ( 'ljJ , w z) 1
11 ( ¢, z ) l l 11 (l/J,z)F(.,P,w) Ill II. (4.18) 
but is, in addition, well defined in the neighbourhood of w = z. where 
S' ( :..~.:, z) (4.19) 
The right hand side is the n·rtex operator corresponding to a generalized coherent state, 
which is defined in the spirit of our discussion at the end of section 2.5. 
As in the last section. for simplicity of explanation, we shall only prove the above 
statement for the momentum vertex. Starting with V 1'( a, w - z )Iu( l/J, z ), in the overlap 
region I In I I I, there are four stages to the proof. 
Gl 
.L Commute exp(io.Xt{w- z)) past exp(B~(z)), this produces a term 
exp{f ::iiaX(x).B;;(x,w- z,z)a}. 
0 
k Commute exp(ia.X~(w- z)) past exp(B~(z)), producing a term 
{f dx . _ } exp 2n/'8X(x).B11 (x,w-z,z)a. 
0 
,;t Now consider the zero-modes. We have to move Cu(o)(w- z)n~.p" through (v !-
Consider the term in the sum with momentum (3: 
4. The first two contributions can be summed in the overlap region, where I z I> I w J, 
Nu-l 
B;;(x,w- z,z) + Bt(x,w- z.z) = -Puln(w- z)- I: uqln ( -e-~). 
q=O 
Therefore the residual factor left over from 1 and 2, is simply 
This expression cancels the residual term left over from 3, and so we have succeeded in 
provmg 
S' ( w' z) = r ( V 1' (a, w - z) I ¢ )u' .: ) . ( 4.20) 
It is not difficult to extend this proof to an arbitrary untwisted state, in much the same 
way as the intertwining relation itself generalizes. 
Effectively what we have evaluated is the OPE, in the form we introduced in section 
2.5, that is 
( 4.21) 
II 
As it stands, this OPE has branch cut singularities because n E Z/Nu. This, however, 
can be remedied by considering the u-im·ariant vertex operators V ( ¢, z) which are 
G2 
integer graded. Having done this we can calculate the generalized commutators. For 
example when a 2 = 2 
( 4.22) 
This encodes how the TSEV transforms under the invariant algebra go[u]. 
4.3 CONFORMAL PROPERTIES OF THE TSEV. 
From the OPE we eYaluated in the last section, we can easily deduce the fact that 
wu( c/>, z) is a conformal field of dimension 
~(·au)2 + N + eu 
2 0 ' 
where a0 is the momentum and N is the occupation number of the state I ¢)u.· For 
example, if I ¢) 11 is a highest weight state, 
L~! I </J)u 
Li) I </J)u 
0 n > 1 
then the OPE ofTU(.:). the stress-energy tensor, with vv·u(q;,,z) is 
1/. 
But L'-!:._ 1 is the generator of translations, in fact one can easily show 
L~l I <P)u = lim 8n' 11(¢,w) I 0), 
w--.0 
and so the OPE assumes the canonical form for a highest weight field: 
yn (.: ) H- u ( ¢' W) ~Wu.(¢,w) 8W
11 (<;:>.w) 
--..:....---::-'- + + Reg. (.::- w )2 z- IJ.-. 
G3 
( 4.23) 
5. 'FJHIJE RJEJFJLJEC'FJION 'JrWII§'F JI. 
In this chapter we shall consider in detail the vertex operators and algebras for the 
Jrefl.ection iwust. This is the twist for which 
w (5.1) 
where a( a)= -a. Historically this was the first example where the concept of twisting 
was applied to the bosonic string [19-21]. It was discussed essentially because of its 
simple form, and also because it generalized to the bosonic string some of the more 
obvious features of the NSR spinning string model; that is, two sectors corresponding 
to the mixed boundary conditions 
±·1/J(z). 
In fact, this resemblance has already been exploited in a rather elegant group theoretical 
way [66] for calculating some of the more complicated expressions involved in multi-
fermion scattering amplitudes [69,70]. 
It has already been mentioned that the reflection twist appears to play a fundamental 
role in the off-shell formalism of the string. The authors of ref.[21] discovered that a 
Green's function representing the scattering of one off-shell string with many on-shell 
strings could be written as an expectation value in a twisted Fock space. This work 
turned out to coincide an earlier proposal of Schwarz who adopted a quite different 
starting point based on the dual model gauge conditions [71,72]. The twisted expectation 
value was then factorized in an appropriate channel, in order to isolate the bilocal off-
shell vertex operator: 
The fields W and lf turn out to be identical to the twist fields we have already con-
structed, appropriate to the reflection twist, without the zero-mode pieces. In retro-
spect, it is not too surprising that the off-shell vertex operator involves twist fields. In 
orbifold models a cut in a correlation function, between two TSEVs on the world-sheet, 
accommodates a twisted boundary condition, whereas in the off-shell model it repre-
sents the boundary of a string in space-time which terminates at a finite time. In order 
to decouple non-physical states, the operators W and ~V have to be highest-weight 
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conformal fields of unit dimension. For the reflection twist these operators have dimen-
sion e = d/16. This exposes the unsatisfactory feature of the old off-shell model; it has 
critical dimension 16! Recently this apparent obstacle has been removed by including 
the BRST ghost contribution to the vertex [22,23]. The on-shell critical dimension of 26 
is then restored. In the modern arena we are not confined to d = 26. We can consider 
the orbifolds as being ingredients in a larger framework. 
In this chapter, as a preliminary to an investigation ofthe operator algebra generated 
by the fields of a reflection twisted string model, we consider the invariant algebras and 
the twisted operator cocycles. In the following chapters, we elucidate the operator 
algebra generated by the fields and then, drawing on the results that we establish, we 
shall be led to a generalization of the FKS mechanism involving TSEV s, as well as an 
explicit representation of Griess's algebra, along the lines developed in refs.[27,28]. 
5.1 THE TWIST INVARIANT SUBALGEBRAS. 
The twist invariant subalgebras go for the reflection twist have been evaluated before 
(see refs.[49,73] for example). By counting the invariant elements of g, the dimension of 
go is easily determined to be 
dim(go) ~(dim(g)- d) 
where d = rank(g). Later, it will be shown that the rank of go equals the dimension 
of the maximal set of orthogonal positive roots of g. In addition if a is inner then 
rank(go) = rank(g ). Below we list the simply-laced simple Lie algebras and their twist 
invariant subalgebras; we also indicate whether the twist is inner or outer. 
g 911 
A2u Bn Outer 
A2u+ 1 Du+l Outer 
D2n Dn + Du Inner 
D2n+l Bu + Bn Outer 
Eu (.'4 Outer 
E1 A7 Inner 
Es Ds Inner 
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When we consider the Leech lattice (d = 24), the appropriate algebra is the cross-
bracket algebra S with its twist invariant algebra So. 
The affinizations of the invariant algebras are generated by the combinations t 
V(a,z) 
VT(a,z) 
~ ( v ( Q ' z ) + (]" (i t: ( - Q ' z)) ' 
~ (vT(a,z) + o-,,t.-··T(-a,z)) 
~ (vr(a,z) + t·T(a:,ze21Ti)), 
(5.2) 
in each sector. respectively, where a E A2 for the Lie algebra cases and a E A4 for 
the cross-bracket algebra case. In addition for the latter model we have to include the 
invariant generators 
V(t:,1J,z) =: id1X(z).iTJ.8X(z) :, (5.3) 
in both sectors. z. e. 
dim( So) 
Each level in the twisted Hilbert space 1-lr[n + d/16] transforms as a go representa-
tion, which we call Rn. 
5.2 THE TSEV. 
It is convenient to introduce the following twisted oscillators: 
c,. 
1 (1 1 
.Ji'a,., r E Z + 2 > 0, 
t __ 1_(1 
c,. - r::. 0. -1' 
yT 
so that 
[c,., c!J 6r .. •· 
In terms of these oscillators the TSEV is 
( 5.4) 
t In what follows the ~nb/snpcr ·script ·T· i:-; Hsl'd t.o lalwl ohj1•c:ts associated with tlte twisted scct.or. 
GG 
with 
A(z) ( .).5) 
and 
(.5.6) 
Here, a11 = a 11 / ..jJi, a_ 11 = a- 11/ ..j1i and au = ao = p. The matrices A and B± are 
defined by the generating functions in equation ( -!.8). Explicitly 
and 
{ 
~ (-t) (-t) (-.::)-11.-11/. 
n+111 n 111 ' 
A nm ( Z) = _1 ( - t ) ( _ z) -n Jii 71 ' 
-ln(-4z), 
f =F~ (~1r) ( -.::)=Fr-n, l =F-j;(-z)=Fr, 
n, m 1=- 0 
n 1=- 0, m = 0 
n = m = 0, 
n#-0 
n = 0. 
( .).7) 
(S.8) 
W( ¢, z) forms one of the off-diagonal components of the conformal field of dimension 
d/16 + N, where N is the occupation number of the state. The full vertex is 
V(¢,::) 
which we can write more succinctly in matrix form. as 
( 
0 
v <P ~ -( ,<-)- l'V(¢,::) ( .).9) 
Here, W ( o. :) is the conjugate field: 
W(¢,z) 
We shall consider charge conjugation in detail in the next section. 
G7 
.5.3 THE TWISTED OPERATOR COCYCLES. 
It is conYenient to define 
For the reflection twist ·TJ(o:,/3) = 4-(l'.f'/ and f?(o.J) = (-t·fi, and so with the above 
choice the twisted operator cocycles can be chosen to generate the same projective 
representation as the untwisted operators: 
Cr(o:)Cr(/3) = c:(o:. 3 )Cr(o: + /3). 
\Ve will choose both C'( o:) and Cr( o) to have the following hermiticity 
ct(o:) = C( -a). 
This implies that 
c:( -a, -/3) =(;3.o:). 
The phases in the transformations 
a: Cr(o:) ,____. a(lCr(-o:), 
a: C(o:) ,____. arJ~'( -o:), 
must satisfy equations (3.52), i.e 
Using (5.12l the first equation above becomes 
so with our conventions 
(.5.10) 
( .5.11) 
(5.12) 
Furthermore. the twisted operator cocycles are invariant under a. Summarizing. we 
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have 
(5.13) 
In the twisted sector the operator cocycles are just finite matrices of dimension 
cr I:~ I 
1 
1(2A:~nAI 2 (5.14) 
For the reflection twist, A is the set of vectors in A for which (- y-'·13 = 1, for all o 
and {3 in A. Below, we shall calculate the cosets :\/A explicitly for each of the simple 
simply-laced Lie algebras, and hence evaluate the ground state degeneracy (or defect 
[58]) cr. It is worth repeating that the choice for A is not unique, but all choices are 
equivalent. Both the Leech lattice and the Es root lattices are self-dual, i.e. A*= A. 
in these cases we may apply (5.14) directly: 
cr A). 
Since V{ (a) does not annihilate the ground state ( o E A2) 
-r 1 v0 (a) 1 O) 0 <P = 1 O) g -Cr(a)¢. 4 (5.1.5) 
Therefore, the twisted operator cocycles must themselves generate go, on the positiYe 
roots of g: 
{ 
2E(o, {3)Cr( o + ,3) 
[Cr(<>), Cr(iJ)] = ~2c(a, -iJ)C'rl <> - ;3) 
o.f3=-1 
a.{3 = 1 
otherwise. 
This is the go representation which we have called R.o. In particular, the maximal set 
of commuting operators generate the Cartan Subalgebra of go. This is the set 
Cr(o), a E Aj n A. (.5.16) 
Notice that .\t n A is just the maximal set of orthogonal positive roots of g, which 
explains our earlier statement about the rank of go. 
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For the reflection twisC the twisted operator cocycles may be constructed rather 
concisely from elements of an appropriate Clifford algebra [6,42]. Let C(N) be the 
Clifford algebra generated by the unit matrix and the elementary, hermitian gamma 
matrices, -~' i = 1, .... , N, which satisfy the anticommutation relations 
The algebra C( "V) is then spanned by the 2N antisymmetric products 
i j - I.-I I········! · 
including-:' and 1, the unit matrix. The gamma matrices in an irreducible representa-
tion are 2N/'1 x 2N/2 dimensional (we are takingS to be even only). It is useful to notice 
that if the number of labels of an antisymmetric product is either 4Z or 4Z + 1 then the 
product is hermitian, otherwise it is antihermitian. As usual we define the product 
N 
rr ·/, 
i=l 
with 
{ /N+l, li} = O. 
The even( odd) elements of C(N) are those which (anti-)commute with ,,N+l. 
The rationale for constructing a representation of the twisted operator cocycles. 
involves identifying a set of independent elements of an appropriate Clifford algebra 
with a set of basis vectors for A ( ai, i = 1, .... , d). Let us suppose that we have managed 
to assign products i; to the basis vectors a:;, so t.hat 
The operator cocycles for the whole lattice are then built up using the projective group 
property ( 3.39). For a vector a = I: n;a:; we have 
d 
Cr(a) ciT(ii)'J', (5.17) 
i=l 
where the phase ( 0 is determined by the hermiticity constraint in equation (5.13). 
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One advantage of constructing the twisted operator cocycles out of gamma matrices 
is that the charge conjugation operation has a well known representation in the Clifford 
algebra. The charge conjugate of a state is 
,J,.<: _ c-I ·..-
'1-' - (j) , (5.18) 
where C is the charge conjugation matrix appropriate to the Clifford algebra in which 
the operator cocycles lie. C has the following action on the algebra 
(.5.19) 
where Tier is ± 1 depending on v.-hether (o is real or complex, respectively. The Clifford 
algebras we use are all appropriate to a Euclidean space, in the sense that 5iJ is a 
Euclidean metric, in this case (59] 
cct = etc 1, and CC* {5.20) 
where t = 1 if N is 8Z or 8Z + 2, otherwise E = -1. The significance of E is that 
We now give a case by case construction for all the situations that interest us. \\~hen 
A is the root lattice of a simply-laced Lie algebra it is expedient to choo<:P the a; 's to 
be the simple roots; the assignment of elements of the Clifford algebra can then be 
illustrated on the Dynkin diagram. 
'When evaluating the cosets A/ A, it is useful to notice that the set B, for the reflect ion 
twist, is precisely 2A. We will label the cosets .\jA by a representative ni, i = 1, ..... cy. 
and we will introduce the notation 
{0,,6i + ,6j(i =/= j),,6i + .3j + ,6/.:(i =/= j =/= k), .... ,,61 + ... +On}. 
for arbitrary vectors fk This set has dimension 2". 
il 
(i) S is even. 
A modE= [al.OJ, .... ,aN-1], 
AnAt = {oq.a:~, .... ,o:N-1}· 
rank(go) =IAn At I= N/2, which is consistent with go= DN/2, and 
-1 A/A 1-1 [ ]I- !N-2)/2 cr - - a2, a4, . · · · · o: N- 2 - 2 · 
After this preliminary, we now go on to assign elements of the Clifford algebra C( N) 
to the simple roots. 
The dimension of this representation is 2-'"/2 . t. e. the representation is a reducible 
s +c.+ On the roots the set hirJ} is generated, while on the whole lattice all the even 
elements of the Clifford algebra are generated. As expected we can consistently take 
an irreducible spinor representation of dimension cr = 2N/2- 1 , by imposing a chiral 
projection on the representation space: 
( ii) :\" is odd. 
A modE= [a:1.0:3 ..... ,aN-2], 
ni E [a2.a-! ..... ,Cl:'N-1], 
A n At = {a: 1 . a: 3 ..... , aN-2} . 
rank(g0 ) = (N- 1)/2, which is consistent with go= B(N- 1);2 , and cr = 2(N-l)/2 . 
The appropriate Clifford algebra is C(S - 1 ): 
where (is a phase chosen so that Cr(aN-d is antihermitian, i.e. ( = i when 1V = 42+3, 
and is 1 otherwise. The representation is a spinor of B( N _ 1 l/2 , of dimension 21-" - 1 l/2 . 
On the roots the set { /i/j, /i!N} is generated. while on the whole lattice it is the entire 
Clifford algebra. 
t In our notation s is a spinor. while c is th1• spinor of opposit1· chirality. 
(i) .Sis even. 
AnAt = {o1,o3, .... ,oN-3,oN-I,a.N, 
N-2 
Ctj + 2 L O:i + O:N-1 + o.,v, 1 ~ j ~ N- 3, j E 2Z + 1 }. 
·i=j+I 
rank(go) = N, which is consistent with go= DN;2 + DN;2, and cr = 2N/2- 1 . 
The appropriate Clifford algebra is C( N). One possible assignment is 
The dimension of this representation is 2'..,-12 ; a reducible (s,1) + (l,s) of go. The 
phase ( is chosen to ensure that (('yN-ly'V IN+I) is antihermitian, i.e. ( = i. when 
N = 4Z + 2~ and is 1 otherwise. On the roots the set { ··:/yJ ~ !i!j!N+l} of elements of 
C(N) is generated, whilst on the lattice all the even elements are generated. In \iew of 
this, as before, we can impose a chiral projection to end up with an irreducible (s,1) 
of 90· with dimension cr. To see this explicitly let us identify the two D N/2 algebras, 
which we can do as follows. In terms of an orthogonal basis ei, i = 1, .... , N, the roots of 
D.T\' are :±:ei ± ej, ( i =/:- j). Splitting the positive roots into the two mutually orthogonal 
sets, {a ij} = { ei- ej} and { Gij} = { ei + e j}, the two D N/ 2 are identified with the zeroth 
moments of 
V ±( . ) 1 i j (t.rT( ) ± N+IvT( ~ . )) Ctij,Z = 2// v O:jj 1 Z / v Ctij 1 Z , 
where we have written the operator cocycles explicitly. It is now apparent that v0- ( Ctij) 
annihilates the chiral spinor, consequently the irreducible representation is a singlet of 
one of the DN;2's. 
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(ii) N is odd. 
N-2 
Oj + 2 L Oi + Ol_\'-1 +ON, 2 ~ j ~ N- 2, j E 2Z}. 
i=j+l 
rank(9o) = N -1, which is consistent with 90 = B(N- 1);2 + B(N-1);2, and cr = 2(N-1)/2 . 
The appropriate Clifford algebra is C(N + 1). One possible assignment is 
(/N-1/.Y 1 .V+2 
1 N-l/N 
The dimension of this representation is 2(N+ 1ll2, a reducible (s, 1) + (1,s) of 90· The 
phase (is i, when N = 4Z + 1, and 1 otherwise. On the roots the set { li"fj, ,.ilj/N+2}, 
-.,..;th i, j i:. N + 1, is generated, whilst on the lattice a subset of the even elements is 
generated. By imposing a chiral projection the representation becomes an irreducible 
(s. 1) as before, but notice that the set generated on the lattice is not complete, even in 
the restricted sense of all the even elements. 
A modB = [oi,o3,0:fi]. 
ni E [o2, o4, aa] . 
. 
AnAt = {o1,a3,ar,.o1 +2a2+3a3+2a4+ar,+2a6}· 
rank(90 ) = 4, which is consistent with 9o = C4, and cr = 8. 
The appropriate Clifford algebra is C(6), and one possible assignment is 
:11213 
0 0 b 0 0 
11/2 1213 /314 14/!j IG/6 
The dimension of the representation lS 8; an irreducible § of c4. On the roots the 
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set {'-yi/1,/-i/j/k,/7} is generated. whilst on the lattice the entire Clifford algebra is 
generated. 
A mod B = [a2, oq, oa, a7], 
A n At = { a2, oq. a: a, a7, a2 + 2a3 + a4 + a1, 
0:'2 + 2a:3 + 2o:4 + 2o:;:, + 0:'() + 0:7' 
2o:1 + 3a 2 + 4a3 + 3o:4 + 2a5 + aa + 2a7}. 
rank(9o) = 7, which is consistent \\;th 9o = A7, and cr = 8. 
The appropriate Clifford algebra is C( 6), and one possible assignment is 
'1 L!2l3 
0 0 b 0 0 0 
1112 1213 ...,3,4 14/fi 1 51 6 h 6! 7 
The representation is an irreducible 8 of A7. On the roots, the whole Clifford algebra, 
except for 1, is generated, whilst on the whole lattice the entire Clifford algebra is 
generated. 
6: A= An(Es) 
n.; E [a2,a4.0G.n8], 
AnAt = {nl,ll3.n;;.n7, 
lll + 2a2 + 3a3 + 2a4 +a:;:,+ 2as, 
0'1 + 2a2 + 3a3 + 2a4 + 2ar:, + 2llG + a7 +20's, 
o:1 + 2a2 + 4a3 + 4a4 + 3a:, + 2llG + 0:'7 + 2a:s, 
20'1 + 4o:2 + 5a3 + 4a4 + 3or:, + 2o:G + 0:7 +20's}. 
rank(9o) = 8, which is consistent with 9u = Ds, and cr = 16. 
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The appropriate Clifford algebra is C(8), and one possible assignment is 
1112'YJ 
0 0 b 0 0 0 0 
1'112 1'213 1'314 141'5 1516 1617 1718 
The dimension of the representation is 16; an irreducible Jl.6v (vector) of Ds. The 
set { 'Yi'Yj, 'Yilj 1 9 , lilj -yk, lii!J} is generated on the roots, in fact all the antihermitian 
elements of C(8). On the lattice the entire Clifford algebra is generated. 
7: A= A(spin(32)/Z2) 
The spin(32) /Z2 lattice is the union of the root lattice of Dw with one of the spin or 
cosets of AR(D16)· It is, in fact. one of the two self-dual lattices in sixteen dimensions, 
the other being the root lattice of Es + Es [11,74]. Since the spinor weights have length 
squared 4, A2 is the same as that for An(Dw) and so g = D16· We may apply equation 
(5.14) directly to calculate 
We take the following basis for the lattice: 
O:i' ( i 1. .... ,15), A 1 
7 1 
- ~ 0:?"-1 + -0:16 2 _, 2 ) 
i=1 
where { o:i} are the simple roots of DIG, and A is a spinor weight. The reason why this 
forms a bona-fide basis for A is due to the fact that we can express a lG in terms of it: 
7 
aw 2A- Lo:2i-1· 
i=1 
We have already assigned elements of the Clifford algebra C(16) to the simple roots o:i, 
i = 1, .... , 15, of Dw, so our task is to select an element for A, consistent with the inner 
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products 
A.o; ±1, 0 < ~ < 14 
One possible choice for Cr(A) is 
This clearly anticommutes with Cr(ai), i = 1, .... , 14, but commutes with Cr(olfl), as 
the inner products require. It is also hermitian as required by (5.13). Cr(A) is an 
odd element of C(16), i.e. it anticommutes with 1 17 , this has the consequence that 
the whole Clifford algebra is generated on the lattice, in contrast to the DIG case, and 
one cannot impose the chiral projection. The ground state in the twisted sector is a 
reducible (1288 , 1) + (1, 1288 ) of go, with dimension cr = 28. 
In order to discuss the Leech lattice it is convenient to consider its relationship to 
the unique even self-dual Lorentzian lattice I J 2fl.l in R 25·1. This lattice can be defined 
t 
as the set of vectors {x} in R 25·1 for which [42,75]: 
1. X E Z 25·1 or X- l E Z25 ·1 and 
2. x.l E Z, 
where l = (1/2, 1/2, .... ; 1/2), and the appropriate metric is diag(( + f!5 , (- )). 
To construct the Leech lattice consider the light-like vector 
k = {0,1,2, .... ,24;70) E II25 ·1. 
Form the sublattice I Ii,G.l C I I 2a·1 orthogonal to k (this includes the subspace K 
spanned by k itself). The quotient I Iza.I / K defines an even self-dual 24 dimensional 
Euclidean lattice, which with our choice of~~ is isomorphic to the Leech lattice. 
We will now use the fact that it is relatively easy to assign a set of gamma matrices 
from C(26) to each vector in I 12'-'· 1 , consistent with the symmetry factor (- Y·Y, to infer 
a set for the Leech lattice. This representation is in fact 213 dimensional. However, on 
the subspace I Ii,f.l· 1 the operator cocycle Cr( k) commutes with all the Cr( a)'s, and so 
the representation is reducible. To show this explicitly it is more convenient to work 
with C(24) 0 C(2) rather than C(26). 
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Introducing a set of unit orthogonal vectors in R 2!i·1, {e;}, i = 1, .... ,26: 
it is easily verified that the following vectors form a basis for I I 25·1, 
a; ei+2 - ei+3 i = 1, .... , 23 
026 k. 
" To simplify matters we have deliberately included k in our basis. 
Let C(24) and C(2) be spanned by products of the elementary gamma matrices 
{!·i}, i = 1, .... , 24 and {ai}. i = 1, 2, respectively. It is now a relatively straightforward 
matter to assign operator cocycles to the above basis. One consistent choice is: 
Cr( o;) li ,i+ 1 ® (}'2 i = 1' .... , 22 
Cr( a:z3) /23/24 ® ]. 
Cr(a24) /24,.Z& ® (}'2 
Cr(o2&) /23/24/2& ® 1 
Cr( a2u) 1 ® 0'1. 
Notice that Cr(k) = 1®a1, therefore on the sublattice IIJfi.I the operator cocycles are of 
the form A®(a1 )", for A E C(24). This exposes the reducibility explicitly: the operator 
cocycles on the quotient I If.'!.J.I / K are simply given by the C(24) piece. Therefore we 
have succeeded in assigning elements of C(24) to the Leech lattice consistent with the 
symmetry factor (- yr.fi. In fact our construction can be generalized to the other 23 
even self-dual Euclidean ( :\'iemeier) lattices which can be generated from I I 20 ·1 via 
other (inequivalent) light-like vectors in an analogous fashion. \\'e shall discuss these 
other lattices and their relationship to the Leech lattice in the last chapter. 
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6. 'JI'IHIIE REJFJLEC'JI'KON TWK§'Jr 1IK. 
In this chapter we continue our investigation of the reflection twist, by evaluating 
the operator algebra of the TSEV s for the ground and first excited states in the twisted 
sector. 
6.1 THE TWISTED-U.\"TWISTED OPERATOR PRODUCT EXPANSION. 
The cases of interest are when the TSEVs have unit conformal dimension for the 
Lie algebras, and dimension two for the cross-bracket algebra. i.e. 
1. d = 16, in which case the ground state has unit dimension. 
2. d = 8, in which case the first excited state has unit dimension. 
3. d = 24, in which case the first excited state has dimension two. 
The VW OPE has been computed in section 4.2. To use the expression there, we 
must calculate 
For the Lie algebra cases a E Az. 
L. d = 16 
n=O 
n~l. 
{ ~e- 2(e.a)a).c_t I 0) 0 iCr(o)¢ n=O 
n~l. 
For the cross-bracket algebra case a E A4. In addition, we do not need to know the 
simple pole in the expansion. in other words, we do need to calculate the n = -1 term. 
-.r I ) { (e- 2(e.o:)a).c_l I 0) ® 2-4Cr(a:)4> V11 ( o: )e.c_l 0 !& o = 2 
. 2 0 
n=O 
n>l. 
From these results we deduce the OPEs 
7!) 
W(¢,z)f-(o,w) = ~W(Cr(o)¢,w) +Reg 
::.-w 
W(e,¢,z)f-(o,w) = .J.L!_W(e- 2(e.o)o,Cr(o)o,w) +Reg. 
W(e,¢,z)V(a,w) 
z-w 
2-4 
) 2 
W(e- 2(e.o)o,Cr(o)¢,w) + O(z- w)-1. (z- w 
(6.1) 
(6.2) 
In addition, for the cross-bracket algebra we also require the operator product of the 
TSEV with V(E,1J,z). From 
T~"( ) IO\,o,A. _ {~((e.1J)E+(e.E)1J).c_t jO)®¢ 
Vn f, T} e.C_l I '01 'f' -
2 0 
n=O 
n 2: 1, 
we deduce 
W(e,¢,z)V(E,TJ,W) 1/2 7 -1 
( )2
lt((e.1J)E+(e.E)1J,¢,w)+O(z-w) . 
z-w 
OPEs involving l-F follow from the above OPEs by conjugation. For example 
1/4-
--¥V(Cr(a)rp,.._·) +Reg. 
z-w 
6.2 THE TWISTED- TWISTED OPERATOR PRODUCT EXPA~SION. 
(6.3) 
In this section we v.ill establish, and to some extent Yerify, the OPE of a pair of 
TSEVs, for the reflection twist. There are two expansions that must be considered, 
(a) F = W(IJ!,z)M'(«<>,w) (6.4) 
and 
(b) F = W(IJI,z)W(«<>,w). (6.5) 
with the following states 
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(1) d = 16, lit and ~are both ground states, A= 1: 
I W) =I o) 01/1, I~) =I o) ~ <t>. 
(2) d = 8 and 24. Wand~ are both first excited states with A = 1 and 2, respectively: 
1 w) e.c_l I 0) 01/1, I 4>) 
:? 
f.c_l I 0) ® </>. 
2 
In the later case when d = 24, as we remarked before. we will not require the simple 
pole, which does not contribute to the cross-bracket algebra. 
We have not discovered a way to evaluate the OPEs directly, due to the complicated 
form of the operators, however, a direct attack is likely to benefit from the formalism 
developed in refs.[35.36]. Our route will be more circuitous, and we shall only be able 
to infer the OPEs. -:\evertheless, our final answers are those which are expected from 
the factorization of two twisted strings onto an untwisted string, and this corroborates 
our conclusions. 
For (a) we evaluate the product with a vacuum state on the right, this greatly 
simplifies the manipulation and allows us to extract the expansion. For product (b), all 
we have been able to do is to calculate its expectation value between two twisted ground 
states. From the expectation value, one is able to isolate the poles and hence infer the 
OPE. This calculation is far from trivial, and is interesting because, as we shall see, 
it will place some restrictions on the lattice in order that the operator algebra be well 
defined. The calculation of a four twist correlation function, for the reflection twist, has 
been done in refs.[33.34], from a path integral approach; we shall compare the results of 
our operator approach in chapter 9. 
Product (a). The technique we use is essentially a generalization of that described in 
section 2.5. Consider 
W (lit, z) W ( <P, w) I 0) = W ( W, z) ew L :- 1 j 4>) 
= ewL 1 ltV(w . .:- w) I <P). 
In the above, we used the fact that W and W are generalized conformal fields. The 
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problem is now reduced to that of evaluating 
W(lll,e) I <I>), c- -- '. \:;..- w. 
Case 1 : 
lV(1/J,E) I¢) £-2 L { 1/JTCC}(a)¢} eA(1/E)t I a). 
nEA 
Since 
the only singular terms come from a = 0 or a E A2. Using the hermiticity of the 
operator cocycle, we find 
W(1/J,E) I¢) E- 2 { 1/JTC¢} I 0) + l£-1 L { ~7CCr(a)¢} I a)+ Reg. 
nEA2 
Case 2: 
ll-"(e.lj•,c:) I/,¢) =£-d/8-1 L {¢Tccj,(a)¢}eA(1/flt 
nEA 
x (0 I e.q : efl(l/flt : f.c_l I 0) I a). 
2 2 
The twisted expectation value can easily be evaluated: 
X 
(0 I .... I 0) = e.f + "2:: (e.a_,)P~~.,,(J.a_m), 
n.w.=O 
where we have introduced the matrix P11111 , 
= B \ ( 1 /'E) t B- 1 ( 1 /'E) t 11.2 111 2 
-2.jnffi (-~) ( ~) ( -Ef'+m 
n 111. 
-2yfn (-~) ( -t:Y' n 
-2.jffi ( t) ( -E)111 
Ill. 
-2 
n, m =/= 0 
n =/= 0, m = 0 
n = 0, m =/= 0 
n = m = 0. 
(6.6) 
d = 8 : In this case there is a double pole and a single pole, coming from a = 0 and 
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a E A2, respectively. 
W(e, '1/J, c) I f. o) = £-2 { '1/JTC</>} (e.!) I 0) 
+ lE- 1 2: { 'ljJTCCr(a)<t>} (e.f- 2(e.o)(f.a)) I a)+ Reg. 
aEA2 
(6.1) 
d = 24 : Our sole interest in d = 24 is when A is the Leech lattice, so A2 is empty. Using 
exp (A(1/Z)t) I 0) = (1 + ~:(a-1.a-d + O(t:3 )) I 0) 
exp(A(1/Z)t) Ia:) = (-~) 2 (1+0(c))la), aEA4, 
it is relatively straightforward to calculate 
W(e,~,c:) I /.dJ) = E-4 {1PTC<t>}(e.f) IO) 
+ c-2 { {'1/JTC<t>} (
1
1
6 (e.f)(a-1.a_I) + ~(e.a_I)(J.a_l)) I 0) 
+ 1
1
6 :2::: { '1/JTCCr(a)<t>} (e.f- 2(r a)(f.a)) I a)}+ O(c:- 1). 
aEA4 
(6.8) 
Now that we have evaluated W('li,E) I«<>) in all the cases of interest, we can extract 
the OPEs. Csing the fact that 
ezLl I </>) = \/( ¢.:) I 0), 
enables us to restore the vacuum to the right hand side of equations (6.6), (6.7) and 
(6.8). Since Cr( -a)= (-r212Cr(a), it is clear that the products only factorize onto 
twist invariant untwisted states. Summarizing 
d = 16 
FlG = £- 2 { 1/•TC</>} + c-1 L ~ { 1/,TCCr(a)</>} ~·(a,w) +Reg. (6.9) 
nEAi 
F; = E- 2 { L.T C <i>} (e. f) 
+ c- 1 '2: ~ { 1/,TCCr(o:)<P} (e.f- 2(e.a)(f.a))V(a,w) +Reg. 
,-yEAi 
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(6.10) 
p,24 
2 
d = 24 
=E-4 { ii·TC¢} (e.!) +c:-2 { {1/JTC¢} 
( 1 1 . ) x - 16 (e.f): 8X.8X(w): -2: (e.8)( )(f.8X)(w): 
+ L 1 { 7{7 CCr(o: )¢} ( e.f- 2( e.o )( f.a) )V( a, w)} + O(c:- 1 ). 
oE.\t 
(6.11) 
Product (b). This computation is less straightforward and quite lengthy. The idea is 
to compute the expectation value ofF between two twisted ground states (J.LI and I .-\). 
where, J.1 and ..\ refer to vectors in the zero-mode space. 
First of all we use the conformal properties of the fields W and W, to write the 
expectation value more symmetrically in terms of -u = w/z. 
(F) (6.12) 
Lf and L!_1 annihilate to the right and left, respectively. At this point it is advantageous 
to introduce some notation. First of all, we define the matrices 
A = Amn(1/ vu), N (6.13) 
where n, m E [1. oo], and secondly we introduce the vectors 
~ = 1 * 1 _ M v, a = au., a = a _ 11 • 
(6.14) 
where again n E [1, oo]. Our definitions of M, ~and v, agree with those of Schwarz and 
vVu [72]. 
We now consider cases 1 and 2 separately. 
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Case 1. 
Here the quantities B±, in each of the vertices, disappear, and we are left with 
w-d/B L { 1-lt Cr( a)'¢} { <t>TCC}( a ).X} en2 Aou(l//Ulc( ax, ax), 
n 
where we have defined the function 
G(w, w') (6.15) 
The techniques for computing such an expectation value are well known [66,72], in fact 
(6.16) 
so that 
We now draw on the results of Schwarz and \Yu. who calculated 
( 6.17) 
and 
T 1 ( 4 ) 1rK'(y'U) 
x 1- Ax = ln fo - 2K( JU). l6.18) 
In the above K(y'U) is the complete elliptic integral of the first kind [76,77]. and 
I<'( y'U) = K( /l=U). 
In the operator product expansion, we are interested in the behaviour as:;____, ..... :. i.e. 
u ____.. 1. To facilitate the discussion it is useful to define the variable q: 
lnq = -
7r K'( y'U) 
..fU= ( ::) 2 ~ G:)' K(fo) ' = ( 6.19) 
I<( vu) = 7r 02 K(~) ln q 02 2 3' -2 3• 
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where the 8; are as usual [76, 77] given by 
fh 2quq1 IJ ( 1 - q2n) 2 
11 
(}2 2quq~ n {1 + q2n)2 
n 
fh qu II (l + q2u-1) 2 
1/. 
(}4 qu II ( 1 - l" -1) 2 
11. 
and 
11. 
Inserting (6.16) into (6.15), we finally obtain 
Case 2. 
For this case the following twisted expectation values are required: 
Using the above we find 
(0 I en+ e.c_~ I 0) 
(0 I f.c1e(fl+)t I 0) 
2 
T B+ f.a y + e.p 01 
2 
(F2) = -'-.-d/8-1 L {J.LtCr(a)'I/J} { ¢TCC~(a)~} en2Auu 
nE.\ 
( 6.20) 
(6.21) 
(6.22) 
X { (0 I e~ar Aa+nar x( e.aT Y + e.aB;i~ H f.a t y + f.aBrit )etat Aa·+oaix I 0) t. 
(6.23) 
\Ve now lea..-e the main thread of the calculation to evaluate the quantity in the large 
braces aboYe. This quantity can he expressed in terms of G(w, w') using the auxiliary 
8G 
variables a and T: 
Using the expression for Gin equation (6016) we find that this equals 
G(ax,ox){yT 1 ?y(eof) + (y 1 :x + B1+l1 )
2 
(eoo)(foa)}o 1- A- 1- A 2 (6.24) 
Our problem is now reduced to that of evaluating 
(i) 
(ii) 
(i) First of all let us make contact with the notation of refo[72], by rewriting the 
expression in terms of M and v 0 
YT 1 _1 A 2 y = - 4x ( vT 1 - \~1I2 Nv) 
= - 2xvT (1 ~ M + 1: M) Nv, 
where x = JUO Now 
therefore 
vT 1 ~ MNv =Tr ( 1 ~ MNvvT) 
= ± ~xTr (~ ln(1 ± M)) 
1 d 
= ± -x-d In (det{1 ± M)). 
2 X 
If we define ~± = det( 1 ± M), so that ~ = ~+ ,j._, then we may write 
yT y = -2x 2v Nv- -x-ln~ . 1 ( 1 1 d ) 
1- A 2 1 + M 2 dx 
Now we follow a manipulation which appears in ref.[69] for the matrices associated with 
the fermion emission vertex (although these matrices are actually different from ours) 0 
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to show that the identity 
MN+NM 
implies 
1 vTN{ 
vT Nv = ---=-
1+M 1+2vT{' 
where { = (1- M)-1v, in the notation of re£.[72]. Our problem is now reduced to the 
evaluation of vTN{ and vr{, which we have relegated to appendix C. The results are 
v{=- . -1, T 1{ 7r } 
2 2(1-u)1K(y'u) 
and 
Therefore 
J 
T 1 -u2 3 d 
Y 2 y = --+2u2-d lnK(-/U). 1-A 1-u u 
(ii) This quantity can be rewritten in terms of a known expression: 
so that 
yT 1 X = - 2J2( -x)1vT~ 
1- A 
= - v ~(-JUP 1 - 1 , r.; 1{ 7r } 
2(1- u)2K(JU) 
1 
-2u2 
I 1 - u) (~K( yfU)) 2. 
(6.25) 
( 6.26) 
Returning to the main thread of the calculation, we substitute all the expressions 
we have eYaluated into (6.23), and introduce the variable q as before, 
(6.27) 
88 
Now two problems face us. Firstly, both (6.22) and (6.27) are expressed in a form 
manifestly good for small q (or u -; 0). However, on the contrary, we require the 
behaviour as q ___, 1 ( u ___, 1). The other obst ade is that we actually require a sum 
of terms of the form '1/JTCCr(o:)¢, and not the 'crossed' form apparent in both (6.22) 
and (6.27). A hint as to how these two problems remedy each other is contained in the 
work of ref.[69], where an analogous problem was encountered with the fermion emission 
vertex. There the duality transformation, needed to cross the four fermion amplitude, 
induces a Fierz transformation of just the right type to cross the spinors associated 
with the four fermions. In that case the sums were finite. Here however, they run over 
the whole lattice A. Remarkably, we shall find that the modular transformation of 
the variable q, which crosses the amplitude over to the dual region, causes a Fierz-like 
rearrangement of the ground state vectors of just the right kind. 
As in the fermion emission vertex case, an important ingredient in the calculation 
is the completeness relation for the twisted operator cocycles. It is crucial that the set 
of elements of the Clifford algebra generated on the lattice is complete, at least in some 
restricted sense. By restricted we mean all the even elements, say. For the moment let 
us suppose that there exists such a set Ao C A of vectors (not necessarily having the 
same length), with dimAo = c}, such that 
I: ct(T);JC(Th-1 (6.28) 
rd1.o 
When we consider the case where Au is complete only in the sense of all the even 
elements of the Clifford algebra C( N ), one should really append projection operators 
!(1 +!N+l) to the right hand side of the above completeness relation. We shall consider 
them implicit. 
Using the completeness relation we may rearrange the inner products in equations 
(6.22) and (6.27), giving 
{ 11tcr(a !t.-} { ¢rcc}(o:)-X} 
cr L {Jltc}(T)¢} { -XTCr(alCTCr(T)Cr(a)'I/J} 
r 
(6.29) 
cr L {Jltc}(T)¢} { -\TCTCy(r)v•} (-f·r(-)t02 , 
r 
where we have made use of the properties of the properties of the charge conjugation 
matrix, equation (5.19), and the twisted operator cocycles, equations (5.10) and (.3.13). 
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The dependence on a is now manageably contained in the partition-like functions 
~ I 2 Lt ( -q)2n (- t·T 
nEA (6.30) L ( -q)!o2 (- t·T(e.a)(J.a). 
oEA 
We are now ready to perform the duality transformation. The appropriate transforma-
tion is in fact a variant of the Jacobi Imaginary Transformation. Since 
l -- ?r.K( Vl-U) 
nq- .K(y'u) ' 
it is apparent that the relevant transformation is 
so that 
ln q In q1 = 2 if, 
In ' = - 7r K ( .jU) 
q K( y'l-U)' 
(6.31) 
and q- 1 becomes q1 -t 0. In appendix D we demonstrate that under this transforma-
tion: 
(6.32) 
and 
1 T2 e. n q , n q 1 { f (l ')"/2+1 (l ')"/2+2 } r:?(q)=(-)2 -:;;--;:;- fdq)+--;:;- r2(q), ( 6.33) 
for any lattice vector r, provided that the dual lattice A* is 'integral', in the sense that 
each vector in A* has integer length squared t . \Ve recall that the theta function pieces 
also transform conveniently: 
(6.34) 
Before we put all the pieces together it is worth tidying up the cocycle contribution. 
One of the effects of the modular transformation is to produce the factor (-r 2 !:?. This 
t Warning: t.his is act.nally an ahnse of t.l!(' usual liS(' of t.he t.erm infr:ynLl as applied to lat.tire-<. 
!)II 
factor can be used to reverse the quantity 
_xTcT Cr( r)1/J(- )tT2 = ~·Tcf( r)C.\(- )tT2 
= t/.,TCCr( r ).\. 
We nm~• use the completeness property again, noticing that the effect of the ext Ira factor 
(-Y2 12 is to swop 7/J ~ .\, and replace C by its transpose cT. Therefore we end up with 
Finally the </t---7/J inner product can be reversed using equations (5.13) and (5.19). 
{6.35) 
So we end up with exactly the desired term. 
Collecting all the results together we have: 
Case 1. 
The potentially embarrassing factors of ln q1 and i cancel, to leave 
(6.36) 
Case 2. 
First let us deal with the derivative term: 
d dq' d In q' 2 
( 
1 ) 
du ln fJ3(q) = du dq' In ( 7) fJ3(q') 
q
1
03(q')- 4 { 1 d 1 (} ( ')} 
=- +-n3q ' 
u( 1 - u) 2q1 ln q' dq' 
where we have used the fact that 
dq' q'03(q')-4 
du u(l-u)· 
!)I 
Therefore 
(F ,) =w-d!B-l L { v,Tccr(a)</>} {p1Cr(a)>.} (q')t"'(W~ (~!!~:~;::, 
aEA 
x {- ( u + 4q1 fh( q1)-4 [ d:' ln 83( q1) + 2q1 ~n q1]) (e.!) 
+ 203(q1)-4 Cn\1 (e.f) + {e.a)(f.a)) }· 
The magic now unfolds; the two offending terms with factors of In q1 cancel! Also 
( i)-d/2 = 1 for d = 8 and 24. The derivative of a theta function is evaluated in ref.[77] 
(page 410 ), 
I) ql d I G(q = --ln03(q) 
2 dq1 
( 6.37) 
We have managed to work (F1) and (F2) into a form suitable for expanding in 
powers of z - w. One can easily verify that 
I 1 1 2 3 q = -(1 - u)- -(1 - u) + 0(1- u) 
16 32 
03(q1)a = 1 + 2aq1 + 2a(a- 1)q12 + O(q1) 3. 
Using these results we calculate: 
Case 1. 
w-d/8(}3( ql)-d 
( 1 - u)d/8 
So that when d = 16 we have 
1 2 
= (.: _ -..:)"!8 (1 + 0(1- u) ). 
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(6.38) 
Case 2. 
We now prove the identity 
u 1/2 
w-d/8-1 () (q')-d (u + B() ( ')-·tc( , l) ( 1 - u )d/8+1 3 3 q q . 
- 1 (· 2d + 16' 2 3) 
-(z-w)d/8+1 1+ 64 l1-u) +0(1-u) . 
Proof: \Vriting (z- w)df8+1xLHS in terms of the ()i(q')'s; 
~03(q')()4(~')] -d/2- 2 (04(q'yt + 8G(q')) 
When d = 8: 
(F8) = {'I;·TCo}{JlJA}(e.f) 2 E2 
= (1 + (2d + 8)q'2 + O(q')4)(1 + 8q'2 + O(q')4 ) 
= (1 + (2d + 16)q'2 -t- O(q') 4) 
( 
2d + 16 ) 
= l+ 64 (1-u)
2 +0(1-u)3 . 
(6.39) 
-1 (6.-lO) 
_;_ ~·6 = L { _,pT CCr( o )¢} { 11 t Cr( n )>.} ( e.f - 2( e.o )(f. a)) + Reg. (~EA2 
When d = 2-l. and A2 is empty: 
(6.-ll) 
After these tortuous calculations let us take stock of the results. For the terms we 
have evaluated it is true that in the three cases 
F :=F. ( 6.-12) 
z.e. the WH- and vVW OPEs are isomorphic. Although we emphasize, this is only 
true when .\ ... is an 'integral' lattice, i.e. all the vectors in A* have an integer squared 
03 
length, otherwise the WW OPE is ill-defined. For cases 1 and 2, with d = 16 and 8, 
respectively, the isomorphism is manifest. For case 2, d = 24, we can quickly comince 
ourselves of its truth by recalling the normal ordering subtlety from section 3.3, 
r(O 1: { - 1~(e.f)8Xr.8Xr(w)- ~e.8Xrf.8Xr(w)} :1 O)r 
= {~ (_!!_) + _!_} (e.f)w- 2 
8 16 16 
1 ? 
=-(e.!)"'-·--, if d = 24. 
4 
This accounts for the last term in the large braces of equation ( 6.41). 
Now that we have evaluated the structure constants of the operator algebra, we can 
go on to investigate the their duality properties. The OPEs that we have calculated 
corres.pond to the following factorizations: 
W('lt)W(q,): 
lV('li)lrV(q,): 
w 4> 
I 
I I 
\!' "(! 
I 
I I 
--..J,_-- --'--
I 
I 
'(/ 
' 
I 
I 
'1!1 
i 
I 
'll, _q, 
_____, 
_L 
'l1 q, 
'~ A! 
'f 
_____ !_ ____ _ 
Notice that our expressions are consistent with factorization, in the sense that the struc-
ture canst ants indeed are just the SL('2, C) invariant 3-point functions. For example: 
for d = 16. and 
for d = .~. These results are only valid when C = cT, which holds in d = 0, '2 mod 8. 
In addition the structure constants art:> consistent with exchange duality when d = 
9-t 
0,2 mod8: 
1/JT CCr( a )4> = 6T Ct (a )CT 1/J 
= OT CT Ct( 0t )1/J 
= (-) tn2 4>T CCr( a )1/J. 
Here, the phase (- )n2 / 2 matches the phase resulting from interchanging the order of the 
two operators in the OPE. 
All these facts suggest that, in certain cases, we can generalize the FKS mechanism 
with TSEVs. We shall investigate this possibility in the next chapter. 
7. THE AJLGEJBRA ENHANCEMENT MECHANTI§M. 
In this chapter we build on the remarks made in the last chapter, and investigate 
the possibility of generalizing the Frenkel-Kac-Segal mechanism, and the cross-bracket 
algebra, by involving the twisted string emission vertices in the operator algebra. A 
generalization is clearly a possibility if there exist TSEVs with dimension one and two, 
for the Lie and cross-bracket algebras, respectively. For the reflection twist such leveR 
matdning can occur in d = 0 mod 8. In particular, when d = 8 the first excited state 
in the twisted sector has unit dimension, whereas in d = 16 it is the ground state. The 
relevant state in d = 24 is the first excited state, which has dimension two. 
In these special dimensions, and if the OPEs of the TSEVs are well defined, ~.e. 
A* is ·integral', then the TSEVs act as additional generators which intert\\ine between 
the untwisted and twisted sectors. The t\\ist invariant subalgebras go and So become 
enhanced. Vle will call the enhanced algebras g~ and S~, following the notation of 
ref.[28]. Compare this situation with the NSR spinning string in which the fermion 
emtsston vertex (at zero momentum) becomes the generator of supersymmetry [9,78-
81]. What we will describe is essentially a purely bosonic analogue of this phenomenon. 
Our formalism illuminates some of the statements made in the literature about the 
relationship between the Es xEs and spin(32)/Z2 heterotic strings [2,31,37,38]. \Ve will 
also find a explicit operator representation of the algebra discovered by Frenkel Lepowsky 
and Meurman [27,28], which is related to Griess's algebra [82], whose automorphism 
group is the Fischer-Griess Monster group [83]. 
7.1 THE ENHANCED ALGEBRA. 
\Ve will assume for the moment that the OPEs for all the TSEVs are well defined. 
In the last chapter we evaluated all the OPEs relevant to the enhanced algebra. Recall 
that the twist invariant algebras flu and Su are generated by the diagonal operators 
(
f·(a
0
,z) 
V(a,z) = 
where a E At and At, respectively. In addition So also includes the generators 
V(€,1J,z) (
-: (c8X)
0
(17.8X)(z): o ) 
-: (c8Xr)(1J.8Xr)(z): · 
(7.1) 
The TSEVs contribute the off-diagonal generators 
V(«<>,z) = , ( 
0 W(<P,z)) 
W(«<>, :) 0 
which have the effect of mixing states in the two sectors. 
The additional generators contribute the following commutators/cross-brackets to 
the algebras: 
[V7,( e, ¢> ), Vm(f, 1/J )] 
[V n ( e, ¢>), Vm (a)] 
d = 16 
1 ~ T 2 ~ (¢ CCr(a)'I/J)(e.f- 2(e.a)(f.a))Vn+m(a) 
nEA~ 
+ n(c/>TC'I/J)(e.f)hu+m.O 
1 
4Vn+m(e- 2(e.a)a,Cy(a)¢>). 
d = 24 (Cross-bracket algebra) 
[Vn(e,¢>) x Vm(f, 1/J)] = ~ L (<PTCCr(a)lj_')(e.f- 2(e.a)(f.a))V"+m(a) 
oEA:i 
(7.2) 
(7.3) 
T ( 1 1 n
2 
) + ( ¢> C'I/J) 2 Vn+m( e, f)+ S( e.f)JLn+m + 2( e.f)bn+m.O 
[Vn(e, ¢>) x Vm(a)] = 2-4Vn+111 (e- 2(e.a)a, Cr(a)¢>) 
[Vn( e, ¢>) X Vm( t, ry)] = ~ Vn+m( ( e.ry)t + ( e.t )7J, ¢ ). 
(7.4) 
These expressions for the cross-bracket algebra are identical with the results obtained 
in refs.[27,28]. 
For the Lie algebra cases, we can determine gQ by considering its decomposition 
under go C gq. The relevant twisted states transform as a representation Ro (RI) of go, 
')7 
ford= 16 (d = 8). So the 90 content of g~ is 
adjoint (gQ) adjoint (go)+ Ro (RI). 
In particular this implies 
. ( ~) { dim(go) + cr d1m g = 
dim(go) + 8cr 
d = 16 
d = 8. 
Similarly for the cross-bracket algebra defined by the Leech lattice: 
dim(s~) = dim(So)+24.212 . 
(7.5) 
(7.6) 
(7.7) 
The only difficulty is to find how the twisted states transform under 90· The weights of 
Ro were determined in equation (3.62). Recall for an inner automorphism the Cartan 
subalgebra, in the twisted sector, is generated by 
where {,Bi} = At n .4, is a set of d mutually orthogonal positive roots of g which we 
found in chapter 5 for each of the relevant algebras. The twisted operator cocycles are 
diagonal on {,Bi}. Suppose the eigenstates are <P1,, 11 = 1, .... , cy, so that 
The vectors lip. are simply the weights of 'Ro. Since the symmetry factor for the reflection 
twist is (- )f:l.n,, we deduce from equation (3.62) 
,, (-)li,.n 1,, 
"p 
where the n1/s are the representatives of the cosets A/A, 11 = 1, .... , cr. These repre-
sentatives were determined in chapter 5. The weights )!(l,i) of the first excited state are 
most efficiently determined by choosing the 'polarisation vectors' from the set {;1i}, in 
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which case 
so that the weights of R1 are simply 
(7.8) 
When 9 = 91 + 92 + .... is not simple the ground state representation is 
where the Ro(9i)'s are the representations for each of the component algebras 9i. 
7.2 SCOPE FOR ENHANCEMENT. 
In order to ensure that the WW OPE is well-defined, we require: 
1. All the vectors in the dual lattice to A have integer squared length. 
2. The operator cocycles on A are complete, in the sense that they span the whole 
Clifford algebra, or the subalgebra of even elements. 
7.2.1. Lie Algebras. 
The only simple simply-laced Lie algebras with weight lattices whose vectors all 
have integral squared length and rank::; 16 are: 
In addition to these root lattices we can also consider the spin(32)/Z2 lattice which is 
even and self-dual. The equivalent lattice in 8 dimensions is just the Es root lattice, 
because the spinor weights of Ds have length squared two. The twisted operator co-
cycles corresponding to these algebras are also complete, in the sense required for the 
calculation of the WW OPE, see section 6.2. In particular, for Es and spin(32)/Zz the 
twisted operator cocycles generate the whole Clifford algebra on the root lattice, whilst 
it is the set of even elements for D4 , Ds, D12 and Dl(j. In these latter cases we must 
take the twisted ground state to be an irreducible representation of go, z. e. the chiral 
projection on the twisted zero-mode space is imposed. In this case we have: 
Ro(Es) 16v of Ds 
{ 
( 2n- 1 , JL) 
{2l,JL,JL,JL) 
n > 2 of Dn + Dn 
n = 2 of At. 
Using these results we can determine the 90 content of adjoint(g~) and hence deduce g~ 
uniquely. The relevant branching rules are taken from ref.(85]. Below we list the only 
cases where Lie algebra enhancement can occur for the reflection twist. 
d = 16 
Es+Es 
D16 
Ds + D4 + D4 
Es+Ds 
D12 + D4 
D4 + D4 + D4 + D4 
Es + D4 + D4 
Ds+Ds 
spin(32)/Z2 
We now give a case-by-case discussion for each of the above algebras. 
d = 16 
The twist invariant algebra is Ds + Ds. The ground state, in the twisted sector, is 
a (18v, H»v) of 90· Therefore the go content of g~ is 
this is D16. We conclude 
(Es + Es)~ = D16. 
Later, we will find that the §~-module is in fact isomorphic to the untwisted spin(32)/Z2 
module. This case is relevant to the original heterotic string model [11,12]. 
(2) Es + Ds 
100 
The twist invariant algebra is Ds + D 4 + D4. The ground state in the twisted sector 
is a (11Sv, §.~, 1) of 90· The relevant branching rule is ad(D12) = ad(Ds + D4) + (118u, §s)· 
Therefore the go content of gQ implies 
The twist invariant algebra is Ds + A~. The ground state in the twisted sector is a 
(16,,, 2, 1, 1, 1, 2, 1, 1, 1} of go. The relevant branching rule is ad(Dw) = ad(Ds + Ai) + 
(Hiv, 2, 2). Therefore 
(4) D16 
The twist invariant subalgebra is Ds + Ds. The ground state is an irreducible 
(12l§.~, 1) of 90· The relevant branching rule is ad(Es) = ad(Ds) + 12§s. Therefore 
ThP t.wist. invariant. s11balQ:ebra is Dl +At. The ground state is a (32 .•. 1, 2, Jl., Jl., Jl.) 
..._, v J,. ........ • • • • • 
of go. The relevant branching rule is ad(£7) = ad(DG + A1) + (321!, 2). Therefore 
(6} Ds + Ds 
The twist invariant subalgebra is D1. The ground state is a(§.~, 1,8.~, 1) of 90· The 
relevant branching rule is ad(Ds) = ad(D4 + D4) + (§.~, 8.~). Therefore 
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",. ; ···. ~::~_>: ;· 't.··: 
- ·-,, .-.. '. 
'· 
The twist invariant subalgebra is D4 + D4 + A~. The ground state in the twisted 
sector is a (S8 , ]., 2, ]., ]., Jl., 2, Jl., Jl., 1) of go. The relevant branching rule is ad(D6) = 
ad(D4 + A1 + A1) + (s.~, 2, 2). Th~refore 
The twist invariant algebra is A~6 . The ground state is a 2 of four of the A1 's and 
a singlet of the others. The relevant branching rule is ad(D4) = ad(Aj) + (2, 2, 2, 2). 
Therefore 
(9) spin(32)/Z2, 9 = D16 
The twist invariant subalgebra is Ds + Dg. Recall that the ground state of the 
twisted sector had to be a reducible (12§8 , 1) + (1, Jl.2S.~) of 90· Therefore 
Es + Es. 
Before we go on to discuss the d = 8 cases, we pause to remark upon the significance 
of two of the above results for the heterotic string. It has previously been noted, in the 
fermionic construction of the gauge degrees of freedom, that the two original heterotic 
string theories [11,12], based on the Es + Es and spin(32)/Z2 lattices, are twisted 
versions of one another [2,31,37,38]. We have managed to show this correspondence in 
the bosonic picture by constructing the algebras explicitly. The characters, or partition 
functions, of the E8 + E8 and spin(32)/Z2 theories are in fact equal, and modular 
invariant. Later in this chapter we will compute the twisted characters to show that 
the ( Es + Es)Q and spin(32)/Z2Q modules also have the same character as the untwisted 
theories, and hence lead to modular invariant theories. It is remarkable that a theory 
constructed on an ordinary torus can be equivalent to one constructed on an orbifold 
[86,87]. 
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d=8 
(1) Es 
The twist invariant subalgebra is Dg. The ground state in the twisted sector is a 
vector JJ.8 of Dg. We must now determine how the first excited state transforms under 
go. Since a is an inner automorphism for Es, we can identify the Cartan subalgebra 
with 8 mutually orthogonal positive roots {,6i}. The suitably normalized weights of the 
ground state representation 'Ro can be extracted from equation (3.62): 
Ai = !(-)fJ,.n". 
1-' 2 
By using the explicit form for the sets {,61} and { nl-'}, which we wrote down in chapter 5, 
we find that these weights form 8 orthogonal vectors, which along with their negatives, 
are the weights of the vector representation of Dg. Using equation (7.8), the 120 weights 
of the first excited state 'R1 are 
\1 - !(-)f];.n" (1 ~. ·) /\(1-'j) - 2 - Ut) , 
which have squared length two. In fact, the inner products of these weight vectors are 
consistent with one of the spinor representations of Ds. Later we shall discover that it 
is the spin or (c), if the original Es was formed from the spin or ( s). Therefore 
The fact that the reflection twisted E8 model allows the construction of another E8 which 
mixes the sectors, was first pointed out by Frenkel, Lepowsky and Meurman [26-28]; 
we now have an explicit operator representation of their construction. The importance 
of this phenomenon is that it gives a simple analogue to the more complicated cross-
bracket algebra case, based on the Leech lattice. 
(2) Ds 
The twist invariant algebra is D4 + D4 . The ground state in the twisted sector is 
an ( 8.~, 1) of go. Recall that the two D4 's, in the twisted sector, were identified with the 
zeroth moments of 
V ±( ) 1 i j (vT( ) 9yT(- )) O.ij, z = 2' ')' O.ij' z ± ')' O.ij, z , 
where the positive roots have been split into the two mutually orthogonal sets { O.ij} = 
{ei- ej}, {(i.ij} = {ei + ej}, i,j = 1, .... ,8. The ground state is a chiral spinor with 
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1 9 1> = 1>, therefore 
vo+(aij) I o) ® 1> I o) ® 'i'j1> 
V0-(a;i) I o) ®1> = o, 
which confirms that 'Ro = (13s, 1). The Cartan subalgebra of 90 can be identified with 
the 8 mutually orthogonal roots ei ± ei+l, i = 1, 3, 5, 7. On the first excited state we 
calculate: 
Choosing e from the set {oij,Oij}, i = 1, 3, 5, 7, allows us to calculate the weights 
efficiently. The factor in braces takes the following values for v+ and v- respectively: 
e 
-j:. O:ij' Oij e, 0 
e = O<ij - e, -2e 
e = Oij - e, 2e. 
Studying these factors shows that the weights of 'R. 1 are those of a (13c, 13v) of D4 + D4. 
Therefore 
Notice that the new Ds has a different 911 content than the original Ds, but nevertheless 
it is equivalent due to the triality of the v, sand c representations of D4. 
The twist invariant subalgebra is A~. The Cartan subalgebra is spanned by Cr(J3i), 
where the fNs are 8 orthogonal positive roots of D-t + D4: 
The suitably normalized weights of the ground state are 
where 
The ground state is therefore a {2, 1, 1, 1, 2, 1, 1, 1) of 90· The weights of the first excited 
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state are 
These weights have length squared 2, and when examined in detail imply 
R1 = (]., 2, 2, 2, 2, ]., ]., ].) + (2, 1, ]., ]., ]., 2, 2, 2), 
of 90· Therefore we deduce 
7.2.2. The Cross-Bracket Algebra. 
The enhanced module for the d = 24 theory based on the Leech lattice, is constructed 
by taking the twist invariant untwisted space and the integer graded twisted space: 
This is the 'moonshine module' of Frenkel, Lepowsky and Meurman (FLM). The char-
acter of 7-f.b turns out to be almost the same as the untwisted module 1-le, the important 
difference is the constant term 24 is not present, i.e. 
This yields the clue that 7-f.b is the natural (hence the use of the'~' label) graded F1-
1nodule. In a series uf tt:md.rk.ahle papt:r:. FLM :;huweJ that thi:s i:; iuJeeJ the ca:se [2u-
28]. In fact, the cross-bracket algebra B = §b is not isomorphic to the untwisted algebra 
S, unlike the Lie algebra example involving Es. The commutative non-associative 
horizontal algebra B, the zero-graded subalgebra of iJ, has dimension 196884, and is 
precisely Griess's original algebra (82], with an adjoined identity ( = Lo): 
B = Bo EB 1. 
With an explicit construction of Bo, in terms of vertex operators acting on an infinite 
dimensional Fock space, some aspects of the phenomenon of 'monstrous moonshine' 
are rather elegantly explained. The Fischer-Griess Monster group (83] is identified as 
the automorphism group of B0 . Each level in the Fock space 7-f.b will therefore be a 
representation of F1; the fact which launched the 'monstrous game' in the first place 
[53]. 
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To identify the monster group explicitly the automorphisms of Bo must be de-
termined. For completeness we now explain the nature of F1 = Aut(Bo) following 
refs.[27,28]. 
The automorphism group of S, the untwisted algebra, is, in analogy with the Lie 
algebra examples, the lift of Aut(AL) = ·0 into the Hilbert space. ·0, the group of 
automorphisms of the Leech lattice which leave the origin fixed, is known as the Conway 
group. Aut(S) as isomorphic to the automorphism group Co of AL· Recall that AL is 
the central extension of AL by {±1}, with product 
((,a)o((,,6) (((c(a,,6),a + ,6). 
Co has the following action on AL: 
where Ua E {±1} and u E ·0. To ensure that Co is a group of automorphisms we require: 
u(a)ou(~). 
This implies equation (3.52): 
Co is the extension of ·0 by the abelian group X ~ Z~4 . An element of the subgroup X 
is of the form: 
x EX : ((,a) r----+ ((un, a). 
For such an element, the phases satisfy 
Notice that Co is not a central extension of ·0, as X does not commute with ·0. 
lOG 
Now consider the 'covering' theory He EB Hr. We have to discover how Co acts in 
the twisted sector. The twisted operator cocycles generate a projective representation 
of AL, i.e. 
Cr(a)Cr(f3) = c(a,{J)Cr(a + {3), 
corresponding to the central extension of AL by {±1}, as in the untwisted sector. Ac-
tually the situation in the twisted sector is somewhat different. Equation (3.50) implies 
that with suitable normalization 
Cr(a) = 1, Va E B = 2A£. 
Therefore to be more precise the twisted operator cocycles generate a projective rep-
resentation of the 2-group y = AL/2AL ~ Z~4 . This representation derives from the 
central extension of AL/2AL by {±1}: 
1 ----+ {±1} ----+ E ----+ AL/2AL ----+ 1. 
E is an extra-special group, and is usually denoted 2~+ 24 . The twisted operator cocycles 
generate a representation 1r of E over AL/2AL: 
1r(a =(~,a))= ~Cr(a), (7.9) 
of dimension 212 . In chapter 5 this representation was constructed in terms of gamma 
matrices (see re£.(84] for a discussion of the connection between extra-special groups 
and Clifford algebras). 
Co induces automorphisms of 2~+24 : 
ur : 1r (a) ~ 1r ( il( a)) . 
We denote these induced automorphisms ilr to show that they act in the twisted sector. 
In fact these induced automorphisms are generated by matrices: 
where M E GL{2 12 ). Co has a diagonal action on Ht; EB Hr: 
(
it 0) 
0 itr 
Under the homomorphism ¢ the subgroup X of Co is isomorphic to the subgroup Y = 
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AL/2AL of 2~+24 , where the action of Y on 2~+ 24 is given by 
To see the isomorphism X~ Y explicitly, we compute: 
7r( €( ,6, o )c:( o + ,6, -,B)~, o) 
71" ( (- r·'j ~,a) 
71" (x(O:)), x EX. 
where we have taken c:(o:~O) = c(o,-o) = 1. 
In addition to these automorphisms there is also an involution g that assigns twisted 
states -1 and untwisted states 1: 
(
:n. 0 ) 
g = ' 0 -lr 
where :n. is the identity of Co. g commutes with Cu. Let us define 6 to be the central 
extension of Co by the Z2 group generated by g. 
Now we perform the projection 
by demanding that states be invariant under a, the reflection twist. Clearly the Z2 
subgroup of 6 generated by 
(~ 
which we denote Z, acts trivially on 'HQ. Let C be the quotient of 6 which acts faithfully 
on 'HQ: 
c = 6jz. 
Cis the extension of ·1 by the extra-special group 2~+ 24 . Here ·1 = ·0/{l,a} is intu-
itively the automorphism group of the Leech lattice with o l"o.J -a. An element of the 
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subgroup 2~+24 C C' has a form 
where 
C is the centre of the involution g in F1. Notice that the automorphism group C 
preserves the sector. To complete the description of the Monster group it is necessary 
to consider an additional involution which mixes the twisted and untwisted sectors: 
( 0 h)· h 0 
The construction of this additional involution is described in refs.[27,28]. 
The question as to whether this construction can be incorporated in a physically 
realistic string model remains a rather distant whim [88], although it is possible to 
construct a heterotic string model in two dimensions, with a 24 dimensional internal 
space which is the z2 orbifold: 
The resulting theory has no continuous gauge symmetries, since there are no dimension 
one operators, however, it does have a discrete F1 symmetry [30]. 
~I"'\ T":"'!-~---~---~ '·~'"~----- r'1--.-. -----1 .0 .I:Jl'H1Al'H .. :.t..u lVlVUUL~ \...·tiAKACTt.;K:). 
In this section we shall compute some of the character functions associated with the 
enhanced algebras to verify that the whole representation spaces are in fact gQ modules. 
Recall that H.f: is the level one basic g-module. We have already written down its 
character in equation (2.4!::J ): 
-d/24 0 A ( q) 
q X n (l _ q11yl 
n=l 
where the label 'O'=basic, and 
0 A ( q) = L qn2 /2. 
nEA 
For the rest of the discussion it is useful to use the theta functions defined in equation 
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(6.20), however, in this chapter we put q---> q112 , so that -
'X 
e2(q) = 2ql/12,.,(q) II (1 + q~~i, 
n=l 
etc, where ry( q) is the Dedekind function: 
7J(q) = ql/24 II (1 _ qn). 
n=l 
In this notation 
Under the reflection twist the untwisted space decomposes: 
where ·rc; are level one g0-modules, with characters 
± 1 { 0 ( -1) d/2} Xg ( q) = 2 Xg ± 27]82 . 
The twisted sector is also a direct sum of two go-modules: 
1-lr = 1-lrfZ] EB 1-lr[Z + 1/2], 
with characters 
x~(q) 
Z+l/2( ) X.'l q 
The enhanced module is 
1 "/2 {e-.112 + ( )d1s0-d;z} 2CT1J 4 - 3 
1 t~;z{e-d/2 ( )d1s0-.t;2} 2CT1J 4 - - 3 · 
We now turn our attention to the evaluation of the character 
x~(q) = x~(q) + x,~(q), 
for a number of examples. 
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(7.10) 
(7.11) 
(7.12) 
(7.13) 
Using the character formulae of ref.[89] the authors of ref.[26] show that ?tt, 'H.;, 
7-f.r[Z] and 7-f.r[Z + 1/2] are the level one D~l)-modules, basic (0), spinor (s), spinor (c) 
and vector ( v), respectively. Since 
(7.14) 
they conclude that x£
8 
( q) = X~8 , this means 
x~. (q) 
and implies that 
(7.15) 
The enhanced space indeed has the character of the basic level one E~l) -module. Notice, 
however, that the original Es was built from a spin or of Ds while the 'enhanced' Es is 
built from a spinor. 
0 ( ) ?3 4 (2n-4 n-4 n-4) XDs q = - 'I u2 - u3 + u 4 · 
The character of the enhanced module is 
X~8 (q) = Xb8 (q) + X~s(q) 
=221]4 (4024- o:;-4 + 044) + 22."4 (044- o:;-4) 
= 231]4 (2024- o:;-4 + 044) 
= X~s (q), 
so the enhanced space has the character of the basic level one D11)-module. 
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Equating 
the character of the enhanced module is 
X~z(q) = 2ry4 (8824- 034 + 044) + 2ry4 (044- 834) 
~ 
= 22,.,4 ( 4024 - 834 + 844) 
= X~z(q), 
~ 
so the enhanced space has the character of the basic level one (D4 + D4)(l)_module. 
Es + Es and spin(32)/Z2 
1ie is the sum of two basic level one E~l) modules, therefore 
We now pause to prove that 
Z ( ' .2 Z (. Z 24 4n-4). XEs+Es q) = XEs XE8 + 17 172 · 
Proof: 
2 (x~s(q))2 =27,.,s (844- 834)2 
= 27TJs (o~ - 2034044 + 83s) , 
and 
2iln40-4XZ _ 28n8 (0-4 _ o-4) o-4 
., 2 Es - ., 4 3 2 ' 
therefore 
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The use of the 'aequatio identico satis abstrusa' of Jacobi: 
completes the proof. 
The enhanced character is 
XQ = ~ { (xo ) 2 + zBnBo-B} + 2xz (xz + z4n4o-4) Ea+Es 2 Es 'I 2 Es Es 'I 2 ' 
but from (7.14) we have 
therefore 
(7.16) 
We have already discovered that 
which together with the above result implies that the enhanced module is actually a 
reducible ba.'lic+spinor of ni~). That. is t.hP mndlllt:> ~ssnri~~t.PQ with th'C' .spin(32)/Z2 
lattice. The result relies on the fact that the characters of the Es + Es and spin(32)/Z2 
theories are in fact equal [11]. Since this is true we do not need to repeat the character 
analysis for spin(32)/Z2. We have already remarked that the two possible algebras in 
the original heterotic string models are related by the reflection twist, we have now 
shown that the whole spectra are consistently related. 
It is straightforward to complete the character analysis for the other cases we have 
not considered. 
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8. 'JrlHIJE §lHITIJF'JriED IPTIC'JrURJE AND 
JHITIGHJER ORDER 'JrWTI§'Jr§o 
There is an alternative way to set up the Hilbert space and calculate correlation 
functions of twisted emission vertices for certain classes of lattices and twists. In effect, 
one can 'rebosonize' the theory in such a way that the TSEVs become simple expo-
nentials of free fields. The idea relies on the fact that when A is the root lattice of a 
simply-laced Lie algebra 9 and lrV is a cyclic group of order N, generated by an inner 
automorphism of the algebra 9, then it is possible to represent W as a shift on the 
maximal torus of 9 [49,58]. This means lrV: 9 -1 9 such that for u E W: 
U~ E ~-----; e21rdi,.HE e-21rih,.H : n n 
u : H ~-----; H, 
z. e. u is represented by the shift operator: 
We call this representation the shifted picture. This rebosonization of the twisted 
model is analogous to the bosonization of the NSR spinning string, which has the ad-
vantage that the fermion emission vertex becomes a simple exponential of the bosonizing 
.!! 1 _] r I) 1 'T'L I r L [ J 1" •• 1 • • 1 r r ("' 1 1 • • 1 • • 1 1 .• 
ue1u l;:JJ· J.ut- oeneuL u eauug waH exvunenLia s 01 1ree news IS tnat tne correlatiOn 
functions are easily calculated. The phenomenon of algebra enhancement, in the shifted 
perspective, is also greatly simplified. The isomorphism between the shifted and twisted 
pictures has also been exploited to determine the twist invariant algebras 90 and ground 
state degeneracies c11 for inner automorphisms of all the simply-laced exceptional Lie 
algebras [4,54]. 
In this chapter we also discuss the possibility of algebra enhancement for higher 
order twists, concentrating on a third order in EG and Es. 
Before we go on to discuss shifting we find it convenient to pause and consider the 
regrading of the basic 9(l)_module we constructed in chapter 2 via the FKS mechanism. 
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8.1 REGRADINGS OF g(l\. 
In section 2.7 we showed how the untwisted sector was a g( 1l-module. With Lo 
as the derivation, we had the homogeneous gradation of g(l), characterized by the 
horizontal algebra g. Other gradings of gO l can be formed by choosing new derivations 
d. Picking a new derivation corresponds to the freedom of shifting Lo by an element of 
the Cartan subalgebra: 
d = Lo + >..p. 
This corresponds to a new stress-energy tensor 
T>.(z) = -~: oX(z).oX(z): -i.A.82X(z), 
which satisfies the Virasoro algebra with central charge 
The shifting ofT(z) is an important feature ofthe bosonization of the reparameterization 
ghosts in the bosonic string, and the super-conformal ghosts in the spinning string [9]. 
The fields have their dimension altered due to the shift. For example the highest 
weight momentum field V( a, z) satisfies 
T>. ( :::) V (a, u,•) a
2 /2 +a.>. r ) 1 ( (z _ w)2 v (a,w + z _ woV a,w) +Reg, 
z. e. its new dimension is 
~..\ ~+a.>.. 
This leads to a regrading of the fields: 
V(a,z) = L v;~(a)z- 11 -t.·'. (8.1) 
u.EZ-n.>. 
Since V(a, z) has an integral expansion, n E Z- a.A and 
To sum up, with derivation d = Lo + >..p the {v;;(a)}, n E Z- a.A and a E Az, along 
with au.+ A, generate a regraded representation of g(ll. In particular, the horizontal 
lliJ 
finite Lie algebra 9[ ,\], generated by 
9 [ ,x J r-..1 { v(( ( o) 
P + ,\, 
O.A E z 
is a subalgebra of g. 
8.2 THE SHIFTED PICTURE. 
As we remarked in the introduction to this chapter when 
1. A is the root lattice of a simply-laced Lie algebra g, and 
2. l-V ~ ZN, the cyclic group generated by an inner autoniorphism of g 
then we can represent tt E W by 
For u to be a non-trivial automorphism the shift vector must be of the form: 
1 
N Wu, 11. 
Wu E A*, 
(8.2) 
where, as usual, Nu is the order of u. This ensures that ( u )N" = 1, the identity, up to 
a trivial automorphism. Notice that 8',,_ and 8u are equivalent if 8~ - bu E A*. 
The untwisted sector is constructed as before, except the lift W into He is now given 
by (8.2). The difference occurs in the twisted sectors, which now have a much simpler 
construction in terms of a shifted lattice: 
'1.1·~ 
'Lu :F ® P(A + 811 ), (8.3) 
where F is the conventional untwisted Fock space. The equivalence of the twisted and 
shifted pictures, for inner automorphisms, is embodied in the equality of the characters 
[2,49,58]: 
Cu X X (8.4) fl ( 1 _ qnfN., )d., n ( 1 - ql')tl 
n=l n=l 
In particular the equality of the conformal weight of the ground state implies 8~/2 = eu, 
for suitable bu .. 
llG 
In the shifted picture the vertices which insert a twisted state are simply normal un-
twisted vertices but with momenta lying on the shifted lattices A+ 151t. The complicated 
matrix structure of the operators is replaced by a much simpler structure: each operator 
has just one canonical representation in all sectors. The effect of changing sectors is 
simply to regrade the operators. In particular the algebra generated by the untwisted 
operators in a twisted sector is a regrading of the algebra generated in the untwisted 
sector: 
vu(a,z) l15u) :=V(a,z) l15u) 
=exp (ia.X-(z) + ia.q) zn.liu l15u.) 
L v;:'(a)z-n-a2/2 j15u)· 
nEZ-o.hu 
The operators vu(a, z) and i£.8X(z) generate an algebra isomorphic to a regraded 
representation of 9( 1 l, explicitly 
On rv a 1/. + bu' n E z' 
~.e. the algebra generated by the untwisted operators V(a, z), a E A2, and iE.BX(z), is 
9(1) in all sectors; the twisted sectors being regraded 9(1 Lmod ules. The twist invariant-
horizontal suba.lgebra 9o[u] is generated by 
( Vo( a) 
9o[uj rv l p . .. a./5., E Z 
9o[u] ~ 9[15u] is actually rather easily determined from the extended Dynkin diagram by· 
a process of 'knocking out spots' [4,49]. We now consider this in more detail. It has 
been shown by Kac [49] that all possible finite inner automorphisms of a Lie algebra are 
given by labelling the Dynkin diagram of its corresponding Kac-Moody algebra (the 
extended diagram) with coprime integers. Let s = (so, s1, .... , sd) be the sequence of 
non-negative relatively prime integers ('0' refers to the extra spot). Set 
d 
N Lk·iSi, 
i=O 
where the indices ki are the Kac labels, which are given by the decomposition of the 
lli 
highest root on of g: 
,[ 
2: kin;, ko 
i=l 
1. 
The particular automorphism is now described by the shift vector 
1 tl 
N LS-jWi, 
i=l 
(8.5) 
where the { Wi} are the fundamental weights. This fJ defines a unique automorphism of 
g of order N. Furthermore, such a choice of fJ is dominant as it lies in, or along, the wall 
of the fundamental Weyl Chamber, and it is the shortest vector in the equivalence class 
(b' "'fJ if b'- 6 E A*). The subalgebra left invariant by this automorphism is simply 
obtained by knocking out the spots of the extended Dynkin diagram corresponding to 
non-zero Si 's, and adding enough u( 1) 's to preserve the rank. 
Since all the vertex operators in the theory have a simple form the operator algebra 
is rather straightforward to elucidate. If W is generated by u then the Nu. sectors are 
based on the lattices A + nbv., 0 < n < N 11•• The operator algebra has the following 
action on the sectors: 
'lJ·' 'U·' 'U·' 
'"u" X rL.um ----+ I Llt."+m. (8.6) 
If the operator algebra is to close then we require 
N,/Jn E !\.. (8.'/) 
In general Nubu E A*, so the above condition is not always guaranteed. For the reflection 
twist we will find that the above constraint seems to play an analogous role in the shifted 
picture that A* having to be 'integral' played jn the twisted picture. We conjecture 
that this statement generalizes to arbitrary twists. The conclusion is that the operator 
algebra is ill-defined, in the sense that it does not close, unless (8.7) is satisfied. Let us 
consider this in more detail for the inner reflection twists. 
The appropriate shift vector is 
1 
-w 2 7/.) 
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where the {wi} are the fundamental weights. In terms of the simple roots: 
Notice that 26 E A only when n E 2Z, but this IS precisely the cases when A* IS 
'integral' t . 
The appropriate shift vector is 
In terms of the simple roots: 
so 26 ~ A, which matches the fact that A* is not 'integral'. 
The appropriate shift vector is 
1 
-{J)1. 
2 ' 
In terms of the simple roots: 
so that 26 E A, which matches the fact that A* is 'integral'. In fact for Es all automor-
phisms satisfy the constraint ( 8.6) because A* = A. 
t Recall that the spinors of D2 , haw kug;t.h squar<'d r1j2. 
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8.3 ALGEBRA ENHANCEMENT IN THE SHIFTED PICTURE. 
vVe turn our attention to the operator algebra for the reflection twist in the shifted 
picture to investigate algebra enhancement. We have already established that the shifted 
operator algebra is only defined for D4,, n E Z, and Es. We will be led to a simple 
explanation of why, for the rank 8 cases, Es, Ds and D4 + D4, the enhanced algebra is 
always equal to the original algebra g. The discussion of the rank 16 cases requites a 
more detailed analysis. 
Rank 8 
Choosing 8 to be primitive, for rank 8 we have: 
which matches 8 = 1/2 in the twisted picture. Also it is useful to note that a.8 E 
{0, ±1/2, ±1} for a: E i\2. The invariant algebra _ijo is generated by 
~ {V(a,z) 90 ....._ 
if.8X(z). 
a.8 E {0, ±1}, a E A2 
The TSEVs which contribute to the enhanced algebra are those of the form: 
V(a+8,z) (a+8) 2 = 2. 
The crucial puiut tu notice i::. that the vectors on the shifted lattice of squared length 
2 are in one-to-one correspondence with the vectors a: E A2 with o:.8 = ± 1/2. The 
correspondence being given by 
a ~ a- 2(a.8)8. 
Notice that 
since 82 = 1, so that the invariant gPnerators can equally well be written as 
V(a-2(a.8)8,z), a.8 = 0,±1, o:EA2, 
which is consistent because 28 E A. The enhanced algebra is therefore spanned by the 
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generators: 
AQ {V(a-2(a.8)6,z) g ,....., 
icBX(z). 
a E Az 
Since 62 = 1 the generators of gQ are defined on the root system of g Weyl-reflected' in 
the vector 28. It is therefore manifest that gQ = g for these cases. 
For the rank 16 cases 82 = 2 and we cannot interpret the shift as a Weyl reflection, 
. however, we can evaluate the shifted lattices explicitly. Below we consider the Es, Ds, 
Es + EB, Es + Ds, Dt6, Ds + Ds, spin(32)/Z2 cases in detail. 
In general under the shift A decomposes: 
where generically 
A 
A+.8 EZ 
1 
1\-.6 E Z + 2· 
The shifted lattice decomposes into vectors of even and odd length 
li A 1\+8 
The enhanced modu!e is constructed on the !attice: 
or equivalently 
rank 8 
rank 16. 
In what follows we shall use the following notation for the cosets A*/ A of D,,: 
A = (0) 
A+ spinor = (s) 
In general the shift vectors are weights of 90· 
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A+ vector = (v) 
A+ spinor = (c). 
Es (go= Ds) 
The Es root lattice can be written in terms of D8 weight lattice cosets as 
1\. = (0) U (s). 
The shift vector 8 = wt/2 in the orthogonal basis (see appendix A for notation) is 
z. e. 8 is a vector weight of Ds. Using the fact that 
we deduce 
and therefore 
(O)+wv =(v) 
( s) + Wv = (C), 
A" (v) U (c), 
AQ = (0) U (c). 
This is an Es root lattice again, but with a different decomposition; the s and c have 
For the other cases we simply quote the relevant results. 
1 4 
8 = 2 Lei= (w.,,O) 
i= L 
A (O,O)U(v,v) 
A" (s,O)U(c,v) 
Ab (O,O)U(c,v). 
Because of the triality of the v, s and c representations of D4 this is the root lattice of 
Ds, but with a different go decomposition. 
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Es + Es (go = Ds + Ds) 
A= (O,O)U(s,O)U(O,s)U(s,s) 
Ali= (v,v)U(c,v)U(v,c)U(c,c) 
Aq = (O,O)U(v,v)U(s,s)U(c,c) 
= A (spin(32)/Z2). 
{j = ( Wv' , W 8 , 0) 
A= (O,O,O)U(s1,0,0)U(O,v,v)U(s',v,v) 
An = (v', s, 0) U (c', s, 0) U (v', c, v) U (c', c, v) 
Ab = (0,0,0) U (s',v,v) U (v',s,O) U (c1,c,v) 
= A(D12 + D4) U (A.~(DI2), Av(D4)). 
In this case the enhanced module is in fact a reducible representation of gb, being a 
Dl6 (go= Ds + Ds) 
1 1 8 8 = -w7 = - ~ e· = (w 0) 2 2 t ,q, 
i=l 
A= (O,O)U(v,v) 
A /1 = ( s, 0) u ( c, v) 
Ab = (O,O)U(s,O) 
= A (Es + Ds). 
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8 = (w 8 ,0,w.'l,O) 
A (0, 0, 0, 0) U (v, v, 0, 0) U (0, 0, v, ·v) U (v, v, v, v) 
A11 (s,O,s,O) U (c,v,s,O) U (s,O,c,v) U (c,v,c,v) 
Ab (O,O,O,O)U(v,v,v,v)U(s,O,s,O)U(c,v,c,v) 
A(Ds + D4 + D4) U (Au(Ds), Av(D4), A,(D4)). 
In this case the enhanced module is in fact a reducible representation of gb composed 
of basic+ (vector. vector, vector). 
spin(32)/Z2 (go = Ds + Ds) 
8 (w.,,O) 
A {O,O)U(v,v)U(s,s)U(c,c) 
Ali (s,O)U(c,v)U(O,s)U(v,c) 
Ab (O,O)u(O,s)U(s,O)U(s,s) 
A (Es + Es). 
The other cases that we have not considered here can be analysed in a similar way. 
8.4 ALGEBRA ENHANCEMENT AND OTHER TWISTS. 
An interesting question to pose at this point is: does aigebra enhancement occur 
for other higher order twists? We will not attempt a systematic investigation of this 
question here, since when automorphisms which are not NFPAs are included the number 
of possibilities to consider is quite large [4,.54,90]. Rather we shall concentrate on a 
couple of examples, both of third order. A quick glance at equation ( 3.25) shows that the 
conformal weight of the twisted ground state is 0 = d/18, where dis the effective number 
of dimensions that the twist acts in. This shows that the relevant dimensions are 6, 12 
and 18, for a NFPA. The simply-laced Lie algebras which admit such an automorphism 
are A2, D4, E6 and Es [4,90]. The twist invariant subalgebras are u(l) + u(l), A2, 
A2 + A2 + A2 and As, respectively. Out of the g simple examples only E6 has a suitable 
rank. We shall consider this case in detail. As an example of a non-NFPA we shall also 
consider the third order twist in Es which has go = Ea + A2 with 0 = 1/3, and so is 
also a suitable candidate for enhancement. 
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8.4.1. E6 in the Twisted Picture. 
It is advantageous to discuss EG m terms of D4 weights. The roots of E6 are 
conveniently written as 
(a, 0) 
(v, ±a1) 
(s,±az) 
(c,±a3), 
where a is any root of D4; v, sand care any of the vector or two kinds ofspinor weights, 
respectively. a1, az and OJ= -(at +az) are the roots of an Az scaled to have unit length. 
In this basis the inner automorphism we are concerned with has a decomposition: 
where u1 is one of the third order NFPAs of D4 which takes v -+ s -+ c [90], and uz is a 
120° rotation in the scaled Az subspace, permuting { a1, az, OJ}. In the orthogonal basis 
(see appendix A for notation) a1 is explicitly: 
-1 1 1 1 
1 -1 -1 -1 1 
0"1 2 
(8.8) 
-1 1 -1 -1 
-1 -1 1 -1 
There are in fact three cubic automorphisms of D4 (up to conjugation), one of which is 
(8.8) and is outer, the other two are like the ones discussed in ref.[15], with one inner 
;mil nnP nnt.Pr fqnl. 
----- ---- --- ·- L- -J 
There are 24 orbits of roots under u, portraying the fact that go = A~. In order to 
represent the twist invariant algebra in the two twisted sectors we have to construct the 
operator cocycles, which are just finite matrices. From section 3.5.1 and using the fact 
that u is inner we deduce 
1/2 1 
ldet(l- u)l vol(A), 
which we can compute directly because vol(A) = J3, and O" has three sets of conjugate 
eigenvalues exp(±27ri/3). We find 
cr1 = 3. 
This will be the ground state degeneracy in both twisted sectors. 
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Since 8 = 1/3 the TSEVs with unit dimension correspond to the states: 
where a, b = 1, 2, 3. There are in fact 27 of these states in each of the two twisted sectors. 
These .54 states combine with the 24 invariant states of unit dimension in the untwisted 
sector to give 78 states in all. Therefore we suspect that gO is E6 again. Later we shall 
find from the shifted point of view that this is indeed the case. Unfortunately in the 
twisted picture the algebra of the TSEVs is very complicated and we have not managed 
to elucidate it fully, however, we can at least verify that gQ has the correct go content to 
be E6. To accomplish this we need to know how go is generated in the twisted sectors, 
this requires us to construct the twisted operator cocycles. 
Recall that the twisted operator cocycles are invariant under u, i.e 
in addition we have 
Ca( 0: )-l 
Ca(o:)*. 
Therefore we need. only consider each orbit in one of the sectors. The 24 orbits may be 
labelled by the representatives: 
nu 
., (,3;' 0) 
nf 
I (±ei,a!) 
n:-
/. ( ±ei, -at), 
where i = 1,2,3,4, and their negatives. In the above /3i = (o:3,o:4,o:H,o:1) where the 
{ o:i} are simple roots of D4 and O:H is the highest root of D4. Our problem is to 
assign 3 x 3 matrices to these orbits consistent with the symmetry factor flo-( a:, p). The 
labelling of the {/3i} was done deliberately so that vectors from orbits n?' nt and n;-
are in fact orthogonal, so it is consistent to take 
We have reduced the problem to assigning matrices to just four of the orbits, say n?. 
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Explicit calculation gives 
1 
w 
fla(f3i, f3J) 
w2 
w 
where w = e21ri/3 . Therefore we may take 
where 
and 
w2 ? w w-
1 ? w2 w~ 
w 1 w 2 
w w 1 
C'a(Bz) = gh 
Ca(f34) = 9 
gh = whg. 
The three Az 's are generated by 
(8.9) 
and their hermitian conjugates. Here n = 0, 1, 2, so (8.9) does indeed define three 
mutually commuting sets of eight generators. The Cartan subalgebra is generated by 
vn(n~), and its conjugate, therefore on the ground state: 
1 vn(n~) I o; 0¢ = 1 o) 0 3 (1 +w" +w271 ) g¢, 
from which we deduce that the ground state is a (3, 1, 1) of 90· 
Now consider the first excited state. First of all let us define the projections 
A convenient basis for V271; 3 (see section 3.2) is provided by t:[n] where t: E { n~, nt, 0.4}. 
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Using this basis we compute 
Vo(a)t:[l].c_l/3 I 0) 0¢ = ~{ t:[l]- 3(t:[l].a[2])a[l] }.c_l/3 I 0) 0 Ca(a)¢. 
By taking a = n~ we can extract the weights of the first excited state. For E 
n~' nt' f24 we find weights 
showing that the first excited states transform as a (1, 3, 3) of go. 
The computation for the second excited state is quite tedious and we omit some of 
the details. The relevant slice of the calculation is: 
Vo(a)t:[l].c_l/3r[l].c_l/3 I 0) 0¢ 
= { H'"[l]r6[1]- 3{r[1].<>[2]),"[1]a1'[1]- 3{E[1].a[2])a"[1]r6 [1J)c~ 113c~ 113 
+ ~ ( £[1].<> [2]){ r[ 1].<> [2]) ( ( <> [1].c 1/3 )2 + 3<> [2].c_ 2/3) } I 0) ® Ca( <> )ql, 
and 
Vo( a )A[2].c_2/3 I 0) ® ¢ 
= { H A[2J - ~ ( A[2].<> [ 1 ])a[2]) .c -2/3 - ~(A [2].<>[1]) ( <>[1] c_1/ 3) 2 } I 0) ® Ca( <> )q). 
~, 1 1 • 1 • , 1 , • .1 • 1. • ,, • , , r ,, r 1 ne omy oostaCle to caH:utatlng tne welgm.s IS tHat st.at.es 01 tne wnu 
2 
( t:[l].c_l/3) I 0) ® ¢ 
t:[2].c_2/3 I 0) 0 ¢, 
become mixed and need to be diagonalized with respect to V0(D~). This is fairly easily 
accomplished and the weights extracted. The conclusion is that the second excited state 
transforms as a (3, 3, 3) of go. The other twisted sector will contribute the conjugate 
representation ( 3, 3, 3). 
The go content of g~ is therefore 
adjoint (A~) + (3, 3, 3) + (3, 3, 3). 
This is E6 again, but with a different go content than the original E6. 
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8.4.2. E6 and Es in the Shifted Picture. 
As with the reflection twist, this enhancement looks much simpler in the shifted 
picture. The relevant shift vector is 
with 52 = 2/3 = 20. Notice that 35 E A so the operator algebra is well defined. We 
can interpret the enhanced algbera as a Weyl reflection in 5, as for the rank 8 reflection 
twists. The generators of gq are 
~q { V( a- 3( a.5)8, z) 
g rv 
iu]X(z). 
The TSEVs correspond to generators for which a.8 E {±1/3, ±2/3}, and flo is generated 
on the subset of vertices for which a.b E Z. 
This argument is perfectly general and holds for any third order automorphism for 
which 52 = 2/3. In particular, it means that the third order automorphism of Es, with 
go = E6 + A2 and 82 = 2/3 [54], has gQ = Eg. We will now consider these two cases in 
more detail. 
The Eu root lattice has a A.~ decomposition: 
A = (0, 0, 0) u (3, 3, 3) u (3, 3, 3). 
The shift vector is a weight of go: 
where A3 is a weight of the 3 of one of the A.2 's, therefore 
Ali (3, 0, 0) u (0, 3, 3) U (3, 3, 3) 
A 2" (3, 0, 0) u (3, 3, 3) U (0, 3, 3). 
The enhanced lattice consists of the invariant sublattice of A and the even sublattices 
of Ali and A21i: 
A0 = (O,O,O)U{3,3,3)U(3,3,3), 
which is the root lattice of Eu. 
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The Es root lattice can be written in terms of EG + A2 cosets as 
A = (0, 0) u (27, 3) U (27, 3). 
The shift vector is a weight of go: 
1 
-WG 
3 
where A3 is a weight of the 3 representation of A2. The shifted lattices are therefore 
Ati (0, 3) u (27, 3) u (27, 0) 
2fi A (0, 3) u (27, 0) u (27, 3). 
The enhanced lattice is 
Aq = (0,0) u (27,3) u (27,3), 
which is the root lattice of Es again. 
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9. IFKNAJL COMMENT§ AN]) COMPARJI§ON§. 
In this final chapter we wish to consider generalizations of the formalism which we 
have developed in the preceding chapters, and also we want to make contact with other 
recent research in the field. In particular we will discuss asymmetdc orbifolds [32], 
which include both left and right movers (analytic and anti-analytic degrees of freedom) 
propagating on two, possibly different, orbifolds. These models subsume symmetric 
orbifold models on which both left and right movers move on the same orbifold, and 
the totally asymmetric models we have been considering in the previous chapters. The 
reason why it is consistent to consider an asymmetric orbifold is because the analytic and 
anti-analytic sectors are completely decoupled, as we mentioned in chapter 2 for toroidal 
compactifications. For symmetric orbifolds we will find that the zero-mode space in the 
twisted sectors can indeed be identified with the singularities of the orbifold, and the 
twisted operator cocycles have a nice geometrical interpretation. We then go on to 
consider interactions. In particular, we compare our expression for the four twisted 
string interaction for the reflection twist with the work of refs.[33,34]. 
As an instructive and amusing exercise we apply the twisting/ shifting formalism 
to the analytic toroidal models generated by the even self-dual Euclidean lattices in 
twenty-four dimensions. It is hoped that such considerations may eyentually lead to a 
more complete understanding of the moonshine module. The main unsolved problem 
in this context is the question of the existence of a twenty-six dimensional niche for 
the FLM F1 construction: surely it cannot be a coincidence that the bosonic string is 
anomaiy free preciseiy in this dimension? 
9.1 ASYMMETRIC 0RBIFOLDS. 
We saw in chapter 2 how an asymmetric toroidal compactification involved the 
even self-dual Lorentzian lattice r = (AL, An), with metric diag(( + )P, (- )'1), where 
p = dim(AL) and q = dim(An). An orbifold generalization follows in an obvious way: 
T= 2nT x W 
RP·11 (9.1) 
where the twist now acts separately on the left and right sectors: 
(9.2) 
Although we are dealing with a Lorentzian lattice most of the analysis of chapter 3 is 
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valid. Applying equation (3.44fand the self-duality of A we deduce that the zero-mode 
space in the U = (uL, uR) twisted sector will have dimension: 
I 
Ku 11/2 
cu = (1- U)f (9.3) 
In addition equation ( 3. 7) gives the number of singularities ofT as 
Fu = cb. 
At this point we remark that the requirement of modular invariance also determines 
the degeneracy cu [32]. It is a remarkable unexplained 'coincidence' why the required 
degeneracy is exactly the same as (9.3) above. This hints of a deep connection between 
modular invariance and the irreducibility of the operator algebra which has yet to be 
understood. 
Notice that for a symmetric model cu is simply the number of fixed point singular-
ities on the single orbifold on which both the left and right degrees of freedom move: 
in this case the zero-mode space is just a set of position eigenstates corresponding to 
the fixed points singularities. For a symmetric model the twisted operator cocycles also 
have a neat geometrical interpretation as we now show. Consider a U -twisted string at 
a fixed point Ql absorbing an untwisted string which has a winding vector l on the torus 
A. Classically the initial twisted sting satisfies the boundary condition 
Xu(27r) = U Xu(O) + 21rcq, 
where 
The untwisted string satisfies the boundary condition X(21r) = X(0)+27rl, where lEA. 
On interacting X(O) = Xu(27r) and so in the final state we have a U-twisted string at 
a fixed point q2, where 
so the fixed point has been flipped from t 
z. e. winding states couple twisted strings moving around different fixed points. From an 
t For simplicity we m;sunH' that U is a NFPA. 
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operator point of view the twisted operator cocycle Cu(k, l), where k is the momentum 
of the state, is responsible for this: 
Cu(k, L) I q1) ex I q2) =I q1 + 21r(1- u)-11). (9.4) 
Pictorially: 
Notice that pure momentum states do not change the fixed point, i.e. C'u(k, 0) should 
he diagonal. This is in fact the case; vectors of the form ( k, 0), which are light-like 
from the point of view of r (see section 2.6), are in the set Au (on which the operator 
cocycles are diagonal, see section 3 .. 5.1 ), because 
f . \ 
Hu \ ( k, o), ( k', o)) 1. 
The twisted operator cocycles, although essential for the consistency of the theory, 
appear to have been included in a somewhat ad-hoc manner. However recently, for a 
symmetric orbifold, they have been shown to arise from a proper canonical quantization 
of the string degrees of freedom taking particular care of the constraints involved [91]. 
In this picture they have the following action on the fixed point position eigenstates: 
(9.5) 
The zero--modes of orbifold models have also been considered in ref. [94]. 
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9.2 GENERALIZED VERTEX OPERATORS. 
The vertices which insert untwisted momentum states in a twisted sector are just 
generalizations of (3.38). \Ve write them in terms of the lattice[: 
where A = ( o:, a) E f. The operator cocycles define a 2-cocycle on f: 
where 
Cu(A)C'u(B) 
!lu(A, B) Eu(A, B) Eu(B, A) 
Eu(A, B)C'u(A +B), 
(9.6) 
The twisted string emission vertices also generalize in an obvious way. The oscillator 
pieces are as before, except that now there is an anti-analytic contribution. The zero-
mode dependence is contained in the sum over momentum/winding states, written in 
terms of the lattice r: 
(v 1----; L (B I Cu(B). 
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9 .. 3 THE FotrR TWISTED STRING INTERACTION. 
In chapter 6 we calculated the four twisted ground state string correlation function 
for the reflection twist. We now use these results to discuss the interaction of four 
twisted ground state strings, and compare with refs.[33,34] who perform the calculation 
from a path integral point of view. To make contact with these other works, we suppose 
that the vertices have momenta in some uncompactified space, i.e. the twisted vertices 
are of the form: 
W ·(z -::;) _. eiK,.Y(z.z). W(·,~.,. z -::;) t ' - - . • '+''t , ' "' ' 
where to avoid confusion we have labelled the string field in the uncompactified dimen-
sion by Y ( z, z). The twisted string emission vertex has analytic and anti-analytic pieces 
l3·l 
which are a generalization of {5.4). The vertices are on shell, i.e~they have unit analytic 
and anti-analytic conformal dimensions: 
D.; = 1, D.i 1. 
The scattering amplitude for four twisted strings is constructed in the usual way from 
the correlation function [40]: 
4 
At= /TI d2ziVol(SL(2,c))-1(0 I WI(zi,zl)iY2(z2,z2)W3(z3,z3)W4(:4,z4) I 0). 
i=l 
We take the SL(2, C) volume element to be 
where F( x, x) is an expectation value of the type calculated in chapter 6, now with an 
anti-analytic contribution. Generalizing equation ( 6.22) in just such a way gives: 
F(x,x) = lx(1- x) 1-d/4 
x 1 e3( q) 1-2" L { JL t Cr( k. I) '!f)} { ¢t cj.( k, !)>.} q(A:/2+1J~ /2-q!k/2-tJ~ 12. 
~·E.\ • 
IE~\ 
The vectors JL, '!f), ¢> and ,.\ now correspond to the fixed point singularities of the Z2-
orbifold. 
The partition-like function in the amplitude can be written as a sum over the lattice 
r. Putting q = erri( 2o--l), as we are required to do if we want to check the duality of the 
amplitude, the sum becomes (for an arbitrary twist) 
zd = L {Jlt(.'u(A)4J} { ¢tc·&(A)>.} erri(217-l)A.A. {9.7) 
AEf 
Since r is even and self-dual f* is 'integral' and so we expect the analysis of chapter 
6 to be valid, at least for the reflection twist, i.e. the amplitude has poles as x ____, 1, 
l3::i 
correspo~ding to the crossed channel, and hence the correct duality properties. To make 
contact with refs.[33,34] we use the representation of the operator cocycle in ref.[91], 
which we wrote down in equation (9.5). Let the fixed points represented by J-L, '1/•, </>and 
.,\ be q1, q2, q3 and q4, respectively. For an arbitrary twist we find: 
and similarly 
J-Ltcu(k,l)'¢ =e·ik.(q2+1To-uJ-lll(qii q2 +211"(1- u)-It) 
=eik(q2+(<Jt-'L2)/2)8A(ql- q2-: 211"(1- U)-11), 
where 8A(v) = 1 when v E A and is 0 otherwise. For a non-zero contribution we deduce 
The sum becomes 
L eik.(!/2-'/J J q(k/2+l) 2 /2-q(k/2-1) 2 /2 
I· E.\ • 
IE.\1 
where A' is a sublattice of A defined as follows: 
A' :::: ( 1 - U) ( _!__ ( q1 - q2) + A) . 
271" 
(9.8) 
The final answer in this form is exactly the same as the amplitudes computed in 
refs.[33,34]. In their approach, via the path integral, Z,:z is the classical instanton con-
tribution to the amnlit.ude. romnnted hv evaluat.inl! the da.<;siral contribution to the 
~ I A. -.1 U 
partition function from 'stretched string states'. In the operator formalism the zero-
modes keep track of these classical contributions automatically. It is comforting to find 
that the operator and path integral formalisms are in complete agreement, at least for 
the reflection twist. 
The generalization of the four twisted ground state string interaction to arbitrary 
twists has been given in ref.[33]. We have already considered the classical instanton 
contribution for an arbitrary twist, the other factors in the amplitude generalize as 
follows: 
I x(l- x) 1-rl/4 ----; I x(1- x) l-4(-)c 
Nc-1 
o3(q) ___. II 
11=0 
( 
n . n . )dim(V..;s[.)/2 
2F1 -v , 1 - ~, 1, x . 
1 U 1VU 
where '!. F1 (a, b, c; x) is a hypergeometric function (see appendix C for its definition). 
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9.4 SHIFTING AND TWISTING IN 24 DIMENSIONS. 
Even self-dual Euclidean lattices only exist in dimensions which are a multiple of 
8. In 24 dimensions they were classified by Niemeier [95]. There are in fact 24 such 
lattices. Below we review their construction [96,97]. One of the lattices is unique in the 
sense that A2 ~ 0. This is the Leech lattice. All the other (Niemeier) lattices contain 
the root system ( A2) of a semi-simple simply-laced Lie algebra g. In fact the 23 lattices 
correspond precisely to the possible semi-simple simply-laced Lie algebras of rank 24, 
whose component subalgebras all have equal Coxeter number h. Suppose 
Ill. 
Let { wi} be the set of fundamental weights of the a th component and Ai(g11 ) be the 
corresponding coset of A*(ga)l A(ga) which contains wi'· The Niemeier lattice AN(g) is 
constructed by taking the root lattice of g together with certain combinations of weight 
lattice cosets from the different components: 
AN(g) = U h .... i'" (Ai1 (gi)EB .... EBAi,.,(9m.)) UA(g). 
/E9 
(9.9) 
The glue vectors /i 1 .... i.., generate the glue code g. A list of the 23 lattices together with 
their glue codes is given in refs.[96,97]. 
r:~ch of t.hP. 2::\ Niemeier lattices defines an analytic conformal field theory based on 
the torus 
in the way we described in chapter 2. It is a remarkable fact that by shifting or twisting 
each of these theories in a particular way we arrive at the theory defined by the Leech 
lattice. 
Consider the shifted picture first. The appropriate shift vector which maps the 
theory defined on the Niemeier lattice 1-l(R 24 I AN) to the theory defined on the Leech 
lattice 1-f(R 24 I AL) is given by 
( 1 ~ " 
u = h Lwi, (9.10) 
1/.,l 
where his the Coxeter number of the component subalgebras and w<j are the fundamental 
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weights as before. 6 can also be written as 
6 = __!__ ~ a. 
2h ~ 
crE(A.v )J 
An important result for what follows ts the Freudenthal-de Vries 'Strange Formula' 
which states 
{} = (h + 1) d 
12h ' 
(9.11) 
where d is the rank of g ( =24 in this ca.."le). The shift 6 obviously has order h. 
Let us define the following subsets of AN: 
A~) = {a E AN I a. 6 = i / h mod Z}. 
To construct the shifted theory we must project onto the invariant sublattice A~) and 
add in the even components of the shifted lattices AN + n6, 1 ::=; n :::; h - 1. Consider 
the length squared of the vector a+ n6: 
(h + 1) (a+ n6)2 = a 2 + 2na.6 + 2n2 h , 
where we used the 'Strange Formula'. So a+ n6 only has even length squared length if 
a.6 = -n/ h modZ, i.e. a E A~n). The new (enhanced) theory is therefore based on a 
lattice 
h-1 
I I (A(n) -·-'\ u \ ""N - ltv) . 
11=0 
We now prove that A:v is an even self-dual lattice itself. 
(() 1 '1\ , .... ..~. .... , 
Proof : Suppose v = a - n6 and w = f3 - m6, where a E A~) and {3 E A~'-), 
respectively. Consider the inner product 
m n (h+l) 
v.w = a.f]- nh- mh + 2nm h rnodZ E Z. 
Therefore A/v is an integral lattice. In addition 
v2 = a 2 + 2n2 - 2 x integer E 2Z, 
so it is also an even lattice. Furthermore A/v is self-dual because it contains the same 
density of points in R 24 as AN, i.e. the volumes of the unit cells are equal. 
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It is a remarkable result of Conway and Sloane [97] that for each of the 23 Niemeier 
lattices AN is a copy of the Leech lattice. The proof of this result involves showing that 
(AN)2 = 0. 
The shift can also be realized as a twist of order h. The relevant twist 0' c is known 
as the Coxeter element [98]. In order to describe (jc we introduce the notion of the Weyl 
reflection of a vector ,8 in the root a: 
r (Y(,B) r3 a.B , - 2-~ a. 
0: 
The Coxeter element is defined in terms of a product of Weyl reflections. The simple 
roots of g are first decomposed into two sets (a1, .... , an),( a~, .... , a~) with ai.aj = 0 if 
i "I j and similarly for the second set. The Coxeter element is then given by 
f\rtr 1 .... rr, ) {r~· .... r,...,• ) . 11, o.tl --m (9.13) 
It can be shown that the ordering in (9.13) is not relevant; different ordering are conju-
gate. 
Of course in the twisted picture the fact that the resulting theory is equivalent to 
one based on the Leech lattice is not manifest. Schematically we have the following 
isomorphism between theories: 
where zr·s is the cyclic group generated by the Coxeter twist/shift. Notice, in going 
from AN(g) to AL the Kac-Moody algebra is broken from g(l) to (u(1) 24 )(ll. 
If we argued in analogy with the bosonic string then we might be temped to suppose 
that the 24 dimensional theories are in some senses the 'physical' or light-cone degrees 
of freedom of some 26 dimensional Lorentzian model. Experience with the bosonic 
string shows that there are many advantages in dealing with the 26 dimensional theory 
directly. For instance Lorentz invariance is manifest. The drawback is the Hilbert space 
contains negative norm ghost states. In the bosonic string these states do not couple 
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singly to physical states and can therefore be projected out the theory via the Virasoro 
conditions: 
Ln I phys) = { O I phys) 
n>l 
n = 0. 
A further advance has been the development of a BRST formalism using Fadeev-Popov 
ghosts to enlarge the Hilbert space. The physical subspace is identified as the equivalence 
class of states in the kernel of the BRST charge Q, where two states are equivalent if 
there difference lies in the image of Q. For consistency Q must be nil potent, which 
requires the dimension of space-time to be 26. 
Can the 24 dimensional torus models be imbedded in some Lorentzian model in 
26 dimensions? We have already mentioned that all the 24 dimensional even self-dual 
Euclidean lattices are sublattices of the unique even self-dual lattice in R 2::,·1. It is 
natural, therefore, to start with a theory based on the torus 
R2s.1 
I I2&.1 · 
The zero-modes of the dimension one operators of the resulting theory Ho will generate a 
rank 26 representation of a Lorentzian Lie algebra. This algebra is called the monster 
Lie algebra and is denoted Lx, see refs.[42,99]. The lattice JJ25·1 has an infinite 
number of roots, i.e. vectors of length squared 2, however, it is remarkable that the 
analogues of the simple roots (the so-called 'Leech' roots) are related to the Leech 
{r E II2:J.l I r2 = 2, r.~ = 1}. 
Here, ~ is the light-like vector which picks out the Leech lattice in I I 21i.l. The Leech 
roots are related to the Leech lattice via 
-2 -
where ~ = 0, ~.~ = 1. The Dynkin diagram for Lx consequently has a spot for each 
vector in the Leech lattice. 
Lx has 23 subalgebras corresponding to the affinizations of the 23 finite Lie algebras 
associated to the Niemeier lattices. These affinizations are not the same as those which 
1-10 
have been considered in previous chapters. In these affinizations, which we denote 91.:, 
the root lattice of g is enlarged by a light-like vector k. The two types of affinization 
are in fact isomorphic. The isomorphism 9k ~ g is given by 
Vo(o: + nk) ~ v;, ( 0:) 
vo(JL.o:-1 Ink)) ~ JL.o:,,. (9.14) 
{~ n=O Vo(k.o:_l Ink)) ~ n =/:- 0. 
In the above equation Jl is any vector in the real span of the root space of g. 
An important ingredient in showing that 91.: C Lx, and for considering connections 
with the moonshine module, is the fact that the 2-cocycle £ 26 defined on IJ2f>.l can be 
factorized in 24 different ways: 
corresponding to I I 2f>.l 
Niemeier lattices. 
A EB I Il.l where A is the Leech lattice or any one of the 
Consider this in more detail. The 2-cocycle £26 defines the central extension of 
I I 2&.l by { ± 1}. When the symmetry factor is specified it is unique up to coboundaries 
[13], i.e. multiplication by 
u(r)u(s) 
u(r+s)' 
for some function u: /I2f>.l---> {±1}. Here, we require 
E26(r,s) 
E2a(s,r) (-)""·~. 
Consider the decomposition I I 2&.l = A EB I [1.1. Since A and I Il.l are integral lattices 
we can define two 2-cocycles E24 and E2 with symmetry factors (- y:r.f:J and (- )'x.JJ, for 
o:, f3 E A and x, y E I Il.l, respectively. The product 
is clearly a 2-cocycle with a symmetry factor 
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since a.y = {3.x = 0. By uniqueness c-24.:2 must differ from E26 by a coboundary: 
E26(a + x,f3 + y) -u( Q + X )-u({J + y) ( f3 )E24(a,{3)E2(x,y). 
ua+ +x+y 
(9.15) 
We conclude that there are 24 ways of factorizing E26 corresponding to the decomposition 
of I I 25 ·1 into each of the even self-dual Euclidean lattices in 24 dimensions. 
For each of the I Jl·1 sublattices we can choose 
so that 22 ( nk, mk) = 1. The algebra Lx is generated by vertex operators of the form 
Vo(a-1 I--\)), Vo(r =a+ nk + mk), 
where r 2 = 2 and --\ 2 = 0. The subalgebra 9k is spanned by the generators 
Vo(JL.a-1 Ink)), -u(a + nk)-1Vo(a + nk), 
where a E A2, n E Z and J1 is in the real span of A. The phase -u ensures that the 
structure constants are simply E24( a, {3) and do not involve k. 
In a similar way, by considering the orbifold 
where the twist is generated by the reflection: 
a + n~ + m~ ~-----+ -a + n~ + m~, 
the affine algebra Bn -:::::: B, associated with the moonshine module, can be imbedded in 
a larger cross-bracket algebra. However, this construction does not give any additional 
insights into the role of the monster group. 
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9.5 DISCUSSION. 
The string for all its interesting features still remains remote from a description of 
'low energy' four dimensional physics. However, it is only by investigating as many 
ways as possible to deal with the extra dimensions that a more complete understanding 
of the generation of four dimensional models will emerge. Orbifolds are only one such 
attempt to increase the class of theories available. Conformal field theory on orbifolds 
is a rewarding structure in its own right, providing many links with mathematics, as we 
have illuminated in this work. For example it is remarkable that the Moonshine Module 
and the Monster Group are directly related to string theory on a particular Z2-orbifold. 
In the theory of affine Lie algebras, we have seen that certain orbifold models lead to 
new representations of the algebras, involving mixing between the twisted sectors. It 
is not yet clear whether· this algebra enhancement mechanism plays any role in string 
models, apart from connecting the two original heterotic models. 
One of the main omissions from this work is the construction of the component 
vertex operators vvu.u( <f>v, z) for u, v, vu f e. Such operators intertwine two twisted 
sectors, and presumably will have a form similar to the three 'Reggeon' vertex [92,93], 
involving the three twisted Fock spaces 1-lu, 1-lv and 'Hvu· However, the 3-point functions 
for arbitrary twists follow from a factorization of the four twisted string interaction that 
we discussed in the last section. This factorization has been carried out in ref.[33]. 
Another omission is the extension of these ideas to the superstring, this has been 
to construct four dimensional models have relied on the bosonization of the internal 
fermionic degrees of freedom [10]. This construction revolves around a non-Euclidean 
lattice. A question immediately arises: can twisted versions of this 'covariant lattice' 
construction be considered? 
Another intriguing gap in this work is the failure to synthesize a twenty-six dimen-
sional setting for the moonshine module. It may be that the search for this construction 
is itself a moonshine, however, it appears that many pieces of the jigsaw are there. 
Even though the string is a long way off from being the theory of everything, it is 
encouraging to find that it is establishing bridges between many diverse areas of physics 
and mathematics. The concept of twisting the string is but one example of such a 
connection, and seems to have an interesting future ahead of it. 
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APPENDIX A 
In this appendix we establish our notation for the roots of the simply-laced Lie 
algebras. 
We will also have the occasion to use the orthogonal basis, which defines the roots in 
terms of the orthogonal set { ei}, with ei.ej = 8ij: 
1 < i < J < n. 
The simple roots can be chosen to be: 
01 02 03 04 05 
E1 
Cl7 
.o 0 1 0 0 ·0 
Ql 02 Cl3 Q4 O:!j Clfi 
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Es 
as 
0 0 l 0 0 0 0 
al a2 a3 a4 a::, a6 a7 
APPENDIX B 
In this appendix we prove that equation (3.55): 
(Bl) 
is consistent with the properties of the twisted operator cocycles. 
From the projective representation (3.39) we have 
C'u(a)Cu((u- l)a) = Eu(a, (u- l)a)Cu(ua). (82) 
Recall, from equation (3.50), that 
Cu((u- l)a) = 9u((u- l)a)e- 2JTio~.p"1, (B3) 
where gu(/3) is a one dimensional projective representation on Au ( Bu C Au): 
(B4) 
Substituting (B3) into (B2), we find: 
C~ ( ) _ Un9u((u- l)a)(A' ( ) -2JTin1~.p" U 0 u ua - ( ( ·11 a e . 
E-u a, u- l)a) 
Comparing the above with equation (Bl) shows that we need to prove that 
(( ) ) En( a, (u- l)a) i1r(n")2 9u u- 1 a = e 1 
Uo 
is consistent with (B4). This is proved by making judicious use of the 2-cocycle property 
of Eu, and the equations relating the phases {un}, (3.52). 
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In the following o:' = ( u - 1 )a and {31-= ( u - 1 )(3. Consider 
We now use the fact 
= fu.( ua, u(3)c: u (a, o:' )c: uCB, (3') ei1r( a~ )2 +i1r(/]n2 
tl.o+f'Jcu( o:, (3) 
= c11 (a, o:')cu( ua + (3, (31)Eu( ua, (3) ei1r(nn2+i1r({3n2. 
'ttn+t:JEu( o:, (3) 
Eu(ua,j3) = !lu(ua,(3)Eu(f3,ua), 
and the 2-cocycle property again to get: 
Now we use the fact that 
!lu( -o:,(3), 
and 
Finally, making use of the 2-cocycle property once more we obtain: 
9u( a')gu(/31) 
this completes the proof. 
= E u( a', ,!3' )E1t (a + f3, a' + (3') e1ri( o;· +f1n2 
Un+f:l 
= c1,(a',,13')gu(a' + /31 ), 
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APPENDIX C 
In this appendix we compute the quantities vT~ and vTN~. Central to the calcula-
tions is the result of Schwarz and Wu [72] 
1 f (txV' dt ~n(x) = 1' 
4J2K(x) [t(l - t)( 1 - tx2)]2 
c 
(C1) 
where x = JU and the contour C encircles the cut from 0 to 1, 
c 
v is explicitly 
1 (_l) 
vn(x) = /2 n2 ( -xt. (C2) 
Using these two definitions we can perform the infinite sums and so evaluate vT ~ and 
'T'-~- •• . ~ • 'T'- ~ v~ !"!~ expllnty. uomg v~ ~ nrst, 
1 x ( -i) f ( -tx2t dt 
BK(x)?.; n~ c [t(l- t)(1- tx2)]~ 
1 {f dt f dt } 
8K(x) C d(1- t)~(l- tx2) C [t(1- t)(1- tx2)]~ . 
We recognise the last term in the braces as 4K(x), where K(x) is the complete elliptic 
integral of the first kind [76]. To evaluate the first term we find it convenient to introduce 
the hypergeometric function [100] 
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In terms of this we may write 
vT = 1 f(~)f(~) F (1 ~ 1·x2)-! ~ 4K (X) r( 1) 2 1 ' , 2, , / 2. 
Making use of the well known Euler identity for hypergeometric functions: 
we deduce 
2F1(0,~,l;x 2 ) is in fact independent of x, and is easily shown to be 7rf(l)/r(!)2. 
Therefore 
V~=;:- 1 -1~. T 1{ 7r ) ~ 2(1- x2)2K(x) J (C3) 
Essentially the same procedure is followed in the evaluation of vTN~, 
= x2 r(~)f(~) F (2 ~ 2·x2) 
8K(x) f(2) 21 '2'' · 
Using the Euler relation again we can re-express the hypergeometric function to arrive 
at 
T x2 f(j)r(~) 2 _l ( 1 2) 
v N~ = BK(x) f( 2) (1- x) 2 2F1 o, 2,2;x . 
2F1(0, !, 2; x 2) is independent of x, and is in fact equal to 1. Therefore 
T 7l"X2 
v N~ = 3 
16(1- x2)2 K(x) (C4) 
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APPENDIX D 
Here we prove the transformation properties of the partition functions encountered 
in chapter 6, equations (6.32) and (6.33). 
Let us first introduce the auxiliary partition function: 
f(q, (, T) = L> -q)to2+(.n(- r--r.r. 
nEA 
Recall the fundamental relation relating a lattice sum to its dual: 
_1_ ~ e21fi{J.w - ~ 8({3- a) I A I ~ - ~ . 
wEA• nEA 
(D1) 
where I A I is the volume of the unit cell of 1\. Multiplying each side by e-Z1ri(J.!}' -ztJ2 
and integrating over all {3 yields: 
L e -21fin.f3' e -a2 z. 
nEA 
(D2) 
Now, writing z = -i1ra, {3' 
side of (D2) to be 
!T- (a and q ei1r( Za-l l, we recognise the right hand 
f(q, (, T). 
aEA 
Next, define a', q1 via, 
then 
I 
a 1 - 2a' q 
I 
lnqlnq1 = -7r2(2a-1)(2a'+1) = 
which represents the transformation we are trying to achieve. 
Consider 
f(q,(,T) L(-Yuexp{i7r(a2 +2(.a) a',} 
A 1 + 2a aE 
1 ( 1 + 2a') dfZ { ( 1 ) 2 1 + 2a' } fAl i a' L exp -i1r w - "2T +(a a' , 
wEA• 
(D3) 
using ( D2). Provided 1\ * is an 'integer' lattice, (in the sense that each vector in A* has 
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an integer squared length), we notice 
therefore, 
( ) _ 1 (·1+2a')d/Z i11'(2(a'-a)( ).!.r2L { i1r( 1 ( ')2} f Q 1 ( 1 T - -, -, Z I e - 2 exp -- W - - T + a 1 A a a' 2 
wEA* 
and we can use equation (D2) again to get 
f( q, (, T) = (i) :;u' )"'' (-) Jr'( -i<T')d/2e2i•uo'(' 
X ::~::)- ru exp { i1r(a2 + 2(.a)a'} 
nEA 
= (1 + 2a')df2(- )!r2 e2i1l'aa'(2f(q', (, r). 
Firstly, if we take ( 0 then we arrive at 
This is precisely equivalent to (6.32). Secondly, if we act on (D4) with 
and evaluate the resulting expression at ( = 0 we get 
• 2 2r I \ /1 , n l\tl/2r \-!-r 2 
- LJ:7f 0 2 ~ IJ.) = ~ 1 T .t.U } ' ~- .J < 
x { 47riaa'(e.f)fl(q')- 47r2(a')2f2(q')}. 
Using the fact that· 
we find 
a' fa 1 + 2a' 1 I 7"-ln q , Z7r 
{ f (I ')d/2+1 (1 ')d/2+2 } 1 r2 e. n q 1 n q 1 r2(q) = (- )2 -. -.- r1(q) + -.- fz(q) . t7r l7r l7r 
This is precisely equation (6.33). 
(D4) 
(D5) 
It is interesting that the arguments seem to be perfectly good even if A is not self-
dual. Both the Fierz rearrangement and the modular transformation require two stages, 
the dual lattice only occurring at an intermediate step. 
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