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a b s t r a c t
In this article we study the very general fractional smooth Poisson Cauchy singular integral
operators on the real line, regarding their convergence to the unit operator with fractional
rates in the uniform norm. The related established inequalities involve the higher order
moduli of smoothness of the associated right and left Caputo fractional derivatives of the
engaged function. Furthermore, we produce a fractional Voronovskaya type of result giving
the fractional asymptotic expansion of the basic error of our approximation.
We finish with applications. Our operators are not in general positive.
We are mainly motivated by Anastassiou (submitted for publication) [1].
© 2010 Elsevier Ltd. All rights reserved.
1. Background
Wemention
Definition 1. Let ν ≥ 0, n = dνe (d·e is the ceiling of the number, b·c the integral part), f ∈ Cn (R). We call left Caputo
fractional derivative the function





(x− t)n−ν−1 f (n)(t) dt, (1)
∀x ≥ x0 ∈ R fixed, where Γ is the gamma function Γ (ν) =
∫∞
0 e
−t tν−1 dt, ν > 0.
We set D0∗x0 f (x) = f (x),∀x ≥ x0.
We assume Dν∗x0 f (x) = 0, for x < x0.
We need
Lemma 2 ([1]). Let ν > 0, ν 6∈ N, n = dνe , f ∈ Cn (R) , ∥∥f (n)∥∥∞ <∞, x0 ∈ R fixed. Then Dν∗x0 f (x0) = 0.
We need the following left Caputo fractional Taylor formula










(x− ζ )γ−1 Dγ∗x0 f (ζ ) dζ , (2)
∀x ∈ R : x ≥ x0.
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We also mention
Definition 4 ([4,5]). Let f ∈ Cm (R) , γ > 0,m = dγ e. The right Caputo fractional derivative of order γ > 0 is given by
Dγx0−f (x) =
(−1)m
Γ (m− γ )
∫ x0
x
(ζ − x)m−γ−1 f (m)(ζ ) dζ , (3)
∀x ≤ x0 ∈ R fixed.
We assume Dγx0−f (x) = 0,∀x > x0.
We need
Lemma 5 ([1]). Let γ > 0, γ 6∈ N,m = dγ e , f ∈ Cm (R) , ∥∥f (m)∥∥∞ <∞, x0 ∈ R fixed. Then Dγx0−f (x0) = 0. 
We need the following right Caputo fractional Taylor formula










(ζ − x)γ−1 Dγx0−f (ζ ) dζ , (4)
∀x ≤ x0.
We further need




(x− t)c−1 g(t) dt, for x ≥ x0,
and L(x, x0) = 0, for x < x0.
Then L is jointly continuous in (x, x0) ∈ R2.




(ζ − x)c−1 g (ζ ) dζ , for x ≤ x0,
and K (x, x0) = 0, for x > x0.
Then K (x, x0) is jointly continuous from R2 into R.
Based on Theorems 7 and 8 we get
Proposition 9 ([1]). Let f ∈ Cm (R), with ∥∥f (m)∥∥∞ < ∞,m = dγ e , γ 6∈ N, γ > 0, x, x0 ∈ R. Then Dγ∗x0 f (x),Dγx0−f (x) are
jointly continuous functions in (x, x0) from R2 into R.
We need















(x+ jw) , (5)
∀w ∈ R,
and the rth modulus of smoothness,
ωr
(
Dγ∗x0 f , h
) := sup
|t|≤h
∥∥(∆rt (Dγ∗x0 f )) (x)∥∥∞,x,R . (6)
Notice that∣∣(∆rw (Dγ∗x0 f )) (x0)∣∣ ≤ ∥∥(∆rw (Dγ∗x0 f )) (x)∥∥∞,x,R
≤ ωr
(
Dγ∗x0 f , |w|
)
. (7)
















(x+ jw) , (8)
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∥∥(∆rt (Dγx0−f )) (x)∥∥∞,x,R . (9)






As a related result we mention
Proposition 11 ([1]). Let f : R2 → R be jointly continuous.
Consider
G (x) = ωr (f (·, x) , δ)[x,+∞) , δ > 0, x ∈ R.
(Here ωr is defined over [x,+∞) instead of R.)
Then G is continuous on R.
Proposition 12 ([1]). Let f : R2 → R be jointly continuous.
Consider
H (x) = ωr (f (·, x) , δ)(−∞,x] , δ > 0, x ∈ R.
(Here ωr is defined over (−∞, x] instead of R.)
Then H is continuous on R.
From Propositions 9, 11 and 12 we derive





(−∞,x] are continuous functions of x ∈ R, h > 0 fixed.
Wemake
Remark 14 ([1]). Let g be continuous and bounded from R to R. Then we know that









(t), are both continuous and bounded in (x, t) ∈ R2, i.e.∥∥Dγ∗xf ∥∥∞ ≤ K1, ∀x ∈ R;∥∥Dγx−f ∥∥∞ ≤ K2, ∀x ∈ R,








) ≤ 2rK2, ∀ξ ≥ 0,
for each x ∈ R.













))] ≤ 2r max (K1, K2) <∞. (11)
So in our setting for f ∈ Cm (R) , ∥∥f (m)∥∥∞ < ∞,m = dγ e , γ 6∈ N, γ > 0, by Proposition 9, both (Dγ∗xf ) (t) , (Dγx−f ) (t)









is finite for any ξ ≥ 0.
We need
Remark 15 ([1]). Again let f ∈ Cm (R) ,m = dγ e , γ 6∈ N, γ > 0; f (m) (x) = 1,∀x ∈ R; x0 ∈ R. Notice 0 < m − γ < 1.
Then
Dγ∗x0 f (x) =
(x− x0)m−γ
Γ (m− γ + 1) , ∀x ≥ x0.
Let us consider x, y ≥ x0, then∣∣Dγ∗x0 f (x)− Dγ∗x0 f (y)∣∣ ≤ |x− y|m−γΓ (m− γ + 1) .
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So it is not strange to assume that∣∣Dγ∗x0 f (x1)− Dγ∗x0 f (x2)∣∣ ≤ K |x1 − x2|µ , (12)
K > 0, 0 < µ ≤ 1,∀x1, x2 ∈ R, any x0 ∈ R, here more generally
∥∥f (m)∥∥∞ <∞.








) ≤ M2ξ r−1+µ2 , (13)
where 0 < µ1, µ2 ≤ 1,∀ξ > 0, r ∈ N;M1,M2 > 0; any x ∈ R.













))} ≤ Mξ r−1+µ → 0, as ξ → 0+ . (14)
2. Main results
We need


























αjjk, k = 1, . . . ,m− 1, (16)
wherem = dγ e.
We mention
Theorem 17 ([1]). Let f ∈ Cm (R) ,m = dγ e , γ > 0, ∥∥f (m)∥∥∞ <∞, x0 ∈ R fixed, ξ > 0. Then
(i) if t ≥ 0 we get
A := A (t, x0) :=
r∑
j=0




















ξ kΓ (γ + k+ 1)
)
, (18)
(ii) if t < 0 we obtain
B := B (t, x0) :=
r∑
j=0




















ξ kΓ (γ + k+ 1)
)
. (20)
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In the next, let ξ > 0, x, x0 ∈ R, f ∈ Cm (R) ,m = dγ e , γ > 0, with
∥∥f (m)∥∥∞ <∞. Also, let α ∈ N and β > 12α .
Consider the Lebesgue integral (see also [7])






t2α + ξ 2α)β dt, (21)
where
















t2α + ξ 2α)β = 1, (22)
Mr,ξ (c, x) = c, c constant, (23)
and






αj (f (x0 + jt)− f (x0)) 1(








αj (f (x0 + jt)− f (x0)) 1(








αj (f (x0 + jt)− f (x0)) 1(
















for any k > −1 and β > k+12α .
We present




























































 ξ γ ·max {ωr (Dγx0−f , ξ) , ωr (Dγ∗x0 f , ξ)} . (26)
(Above if m = 1, 2 the sum disappears).
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We further give
Theorem 19. All as in Theorem 18. Additionally assume that
∥∥f (2ρ)∥∥∞ <∞, ρ = 1, . . . , ⌊m−12 ⌋. Then






































































(t) are bounded in (t, x) ∈ R2, we get, as ξ → 0+, that Mr,ξ u→ I (uniformly),
see (11).
Or, by assuming (13) we get (14), that is from (28) we obtain again Mr,ξ
u→ I (unit operator), as ξ → 0+.
Proof of Theorem 18. We use here Theorem 17. First we observe that









(x0 + jt − ζ )γ−1 Dγ∗x0 f (ζ ) dζ









(t − w)γ−1 Dγ∗x0 f (wj+ x0)jγ dw,
and









(ζ − x0 − jt)γ−1 Dγx0−f (ζ ) dζ



























(w − t)γ−1 Dγx0−f (wj+ x0)jγ dw
)
1(


















(t − w)γ−1 Dγ∗x0 f (wj+ x0)jγ dw
)
1(




























































t2α + ξ 2α)β dt
)

















t2α + ξ 2α)β
∫ 0
t














t2α + ξ 2α)β






t2α + ξ 2α)β
∫ t
0





















t2α + ξ 2α)β
∫ 0
t









t2α + ξ 2α)β
∫ t
0





















t2α + ξ 2α)β
∫ 0
t









t2α + ξ 2α)β
∫ t
0





























t2α + ξ 2α)β
∫ 0
t









t2α + ξ 2α)β
∫ t
0


































t2α + ξ 2α)β
∫ 0
t









t2α + ξ 2α)β
∫ t
0



































t2α + ξ 2α)β
∫ 0
t









t2α + ξ 2α)β
∫ t
0













t2α + ξ 2α)β dt
]
.
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Dγ∗x0 f , ξ
)]





































































































 ξ γM (x0) ,
that is proving (26). 
Next we present a Voronovskaya type result regarding fractional singular integral operators.
Theorem 20. Here f ∈ Cm (R) ,m ∈ N,m = dγ e , γ > 0, ∥∥f (m)∥∥∞ < ∞, and ∥∥Dγx−f (y)∥∥∞ ≤ M1, ∥∥Dγ∗xf (y)∥∥∞ ≤ M2,
where M1,M2 > 0, for any x, y ∈ R. Also let α ∈ N and β > γ+12α . Then

























 = o (ξ γ−η) , (29)
0 < η < γ , as ξ → 0+.
I.e.





























+ o (ξ γ−η) , (30)
where 0 < η < γ .
(Above if m = 1, 2 the sum disappears.)








∗x0 f (ζ )
Γ (γ + 1) (x− x0)
γ ,









Γ (γ + 1) (x0 − x)
γ ,
∀x < x0, here x < ζ < x0.
130 G.A. Anastassiou, R.A. Mezei / Computers and Mathematics with Applications 60 (2010) 122–133
So we get (j = 1, . . . , r)








Γ (γ + 1) (jt)
γ ,
for x < ζ < x+ jt , here t ≥ 0.
Also it holds








Γ (γ + 1) (jt)
γ ,
for x+ jt < ζ < x, here t < 0.
Notice that







(f (x+ jt)− f (x)) 1(









(f (x+ jt)− f (x)) 1(




(f (x+ jt)− f (x)) 1(




























































































































































































































t2α + ξ 2α)β dt
]
.





























t2α + ξ 2α)β dt
]
= W


































































t2α + ξ 2α)β dt
]
.
By the theorem’s assumptions we derive







= (2r − 1)M1,∣∣ψγ (x, t)∣∣ ≤ (2r − 1)M2,
∀x, t ∈ R.
CallM3 = max (M1,M2).
Hence∣∣φγ (x, t)∣∣ , ∣∣ψγ (x, t)∣∣ ≤ (2r − 1)M3,
∀x, t ∈ R.
Therefore∣∣∆ξ ∣∣ ≤ W (2r − 1)M3




t2α + ξ 2α)β dt
= 2W (2
r − 1)M3















Γ (γ + 1)Γ ( 12α )Γ (β − 12α ) M3.
That is









Γ (γ + 1)Γ ( 12α )Γ (β − 12α ) M3,












Γ (γ + 1)Γ ( 12α )Γ (β − 12α ) M3ξ γ ,
resulting in T = O (ξ γ ).













Γ (γ + 1)Γ ( 12α )Γ (β − 12α ) M3ξ η → 0, as ξ → 0+ .
I.e. |T | = o (ξ γ−η) , proving the claim. 
3. Applications
Let γ = 12 ,
⌈ 1
2
⌉ = 1, f ∈ C1 (R) , ∥∥f ′∥∥∞ <∞, ξ > 0, x0 ∈ R. α ∈ N and β > r+1.52α .
Then by Theorem 18, (26), we obtain
∣∣Mr,ξ (f , x0)− f (x0)∣∣ ≤ [ r∑
k=0
r!
























































































(y) are bounded in (x, y) ∈ R2, for the convergence ofMr,ξ → I , as ξ → 0+.
By fractional Voronovskaya type Theorem 20, (29), under the above assumptions we get







where 0 < η < 12 .
In particular, in (32) if we let r = 2, α = 2, β = 1 and with all the conditions as above, we obtain


































































Note. The integralsMr,ξ are not in general positive operators.
Take f (t) = t2 ≥ 0, r = 2, γ = 2.5, x = 0, α ∈ N, β > 12α . Then α1 = −2, α2 = 2−2.5.
We find


































< 0) proving the claim. 
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