The effort funded under this project is part of our study of the dynamics determining transport characteristics of the ocean and their predictability. We are interested in identifying critical structures in the flow field, assessing their variability, and improving their predictability. This is a necessary element for making progress towards the overarching goal of forecasting the origin and fate of fluid particles in the ocean with an estimate of the forecast's uncertainty. Applications of this work vary widely, from biology to climate dynamics to specific Navy operational interests such as extended AUV missions and targeted sensor deployment.
fundamentally Lagrangian nature, i.e., they are related to the origin and fate of fluid patches. Consequently, it is appropriate to use a Lagrangian toolbox to analyze model output and generate products that are directly related to the Lagrangian goals. Over the years, we have developed a series of such analysis tools; in the effort described here, we focus primarily on their application to a particular region of the world of interest to the Navy. We also investigate the relative effectiveness of Eulerian-versus Lagrangian-based strategies to justify the additional computational cost of the latter.
Which type of Lagrangian analysis is appropriate depends on the particular question asked. However, they all rely on a set of calculated gridded trajectories. These can then be used to derive such products as:
Trajectory predictions -The simplest tool is a straight-forward answer to the question where an ocean particle -or a drifter with zero relative drag -is going to go. If the launch locations are predetermined, this information can be useful for planning pick-up locations or length of desired observing window, for example.
Residence time maps -For optimizing time on station, it is important to know how long particles are expected to stay within a given area. Additionally, these maps provide insight into the location of sharp boundaries between patches of vastly differing behavior, which are evidence of dynamical structures directing the transport in the ocean.
Escape fate and origin maps -By dividing the boundary of the area of interest into individual color-coded segments, it is possible to partition the interior into regions of particles sharing a common fate or origin location along the boundary. This can be used for determining possible boundary launch locations for exploring a particular patch in the interior or planning recovery of launched sensors. These maps also provide limited information about the coverage of the corresponding trajectories.
Region-of-Interest launch (RoI) maps -If a specific region is targeted for observation within a larger area of interest, or if the possible launch positions do not necessarily include the geographical location to be observed, the RoI maps can be used to determined where a launch is advisable for a sensor that will pass through the desired target region. RoI maps as well display some of the intricate structure forming the backbone of the transport dynamics.
Relative dispersion maps -Relative dispersion has been defined in various ways with small variations in the computational scheme. However, in all cases, the result is an estimate of the stretching/compression behavior of particle trajectories. Ridges in these maps are an indication of the location of attracting or repelling manifolds in the dynamic system. They also divide the region into areas of high and low predictability, making them a valuable companion product for each of the other tools discussed here.
For each of these products, it is important to keep in mind that they are predictions based on the ocean model. Uncertainties in the Eulerian forecasts translate into uncertainties in the Lagrangian forecasts as well. Here, we do not discuss the assessment of the uncertainties specifically; see last year's Annual Report. However, we do explore spatial and temporal sensitivities of the results.
The three co-PIs each contributed to all aspects of this project in a close collaboration.
WORK COMPLETED
During FY09, our effort was focused on applying the Lagrangian tools discussed above to a particular ocean model to demonstrate the feasibility and potential uses and to study what the analysis reveals about the dynamics of the chosen region of the ocean. More specifically, we
• processed HOPS model data for Ano Nuevo;
• computed an archive of gridded trajectories;
• analyzed synoptic Lagrangian maps, including residence time and escape fate maps;
• created a sample of Region-of-Interest maps;
• studied relative dispersion maps;
• explored the temporal and spatial sensitivities of deployment strategy recommendations based on the available Lagrangian products; and
• assessed the competitiveness of Eulerian products for similar recommendations.
RESULTS
The model underlying the analyses described here is the HOPS (Harvard Ocean Prediction System) model with 1.5 km horizontal resolution, implemented for Ano Nuevo north of Monterey Bay run on a rotated grid parallel to the California coast. There are multiple layers, although we have restricted our attention to the two-dimensional dynamics within a single layer. The model contains tidal components and is data-assimilating. For details, see for example Robinson (1999) . HOPS is accepted as a stateof-the-art ocean model (Kantha and Clayson, 2000) . We thank Pierre Lermusiaux from MIT for providing the model data.
Traditionally, it has often been assumed that average velocity fields provide an adequate picture of the transport properties of the ocean. Figure 1 illustrates why such an Eulerian view is not enough. The vector field shows the model velocities averaged over ten days. The field is smooth and shows the northward coastal current as well as some off-shore eddy activity. With a stationary velocity field, it is straight-forward to mentally integrate to estimate particle paths, indicated in blue in the figure. Yet the actual trajectories from the time-varying field -shown in red -do not agree very well with these approximations. Neither trajectory length, nor exit location, nor even initial direction are consistently well predicted from the Eulerian picture alone. The accurate description of all of these important characteristics of the flow rely on the Lagrangian integration of the instantaneous velocities. For the purposes of designing optimal deployment strategies based on Lagrangian analyses, we have considered three different objectives:
1. Maximize time spent on station.
2. Targeted exit or entry location.
3. Targeted region of interest.
Maximizing time spent on station:
Here we have considered a "station" defined as a fairly large area, essentially coincident with the model domain. Of course, a similar analysis can be carried out for any subdomain as well.
An intuitive approach to the optimization problem at hand, given a model forecast for a velocity field, is to steer towards the instantaneous stagnation points (ISPs), i.e., to locations with instantaneous zero velocity. A study of residence time maps, however, shows that one can do much better. Figure 2 exhibits an example. Comparing the placement of "ideal" launch locations based on ISPs versus the strategy relying on maximizing the residence time of fluid particles, we see that they do not agree very well. This is generally true: ISPs are not a good predictor for long residence times due the compound effects of variations over time in the velocity field. In fact, in this example, the longest achievable residence time exceeds the length of the available model data record of 31 days, whereas particles launched at the stagnation points stay in the domain at most just over 3 days. 47% of the domain has residence times longer than that, so that a random choice of launch location is likely to perform better than an ISP: The mean residence time over ISP launches is less than a day, that over the entire domain more than four days. Other examples show slightly better results for ISP launches, but we have never found them to be good estimates of maximal residence times. Note that there is no significant difference between residence times associated with elliptic and hyperbolic stagnation points. Unfortunately, in practice, designing an optimal deployment strategy for this objective is not as easy as the above analysis suggests. Aside from the problem of model errors, which we ignore here but recognize as an important limitation, residence time can be highly sensitive to perturbations in space or time. Figure 3a shows a residence time map with five trajectories overlaid. The launch locations are just 500 m between neighbors, a distance that is easily within the practical deployment margin of error and beyond the accuracy that can be expected from the model. The range of residence times over the total of 2 km is 3 to 11 days. That is the difference between an average and an excellent on-station time. The sensitivity to launch time is similarly great, as demonstrated in Figure 3b . Here particles were launched hourly over one day from the same location. Residence times for the resulting trajectories range from 0.5 to 16.5 days. In light of these sensitivities, it is advisable to target deployment locations that are not necessarily coincident with the longest possible residence times but those that lie within persistent and sizable regions of high residence time.
One final challenge with using residence time maps is the need for velocity forecasts for at least the length of the longest trajectory in the area or the length of the desired on-station time. Velocity forecasts, however, are currently judged to be reliable only out to at most 72 hours. It is still possible to construct residence time maps with this limited data, but much of the detailed structure of the field is lost. Figure 4 shows the degradation as the forecast length shrinks from 15 to 5 and 3 days. 
Targeted exit or entry location:
For this objective, the task is to find possible launch locations inside the domain, from where the drifters will traverse the domain and exit at a desired location -or to determine what portion of the domain can be explored given a particular launch location.
For the escape fate problem, the boundary was divided into 21 color-coded segments, each 10.2 km long. Then the interior of the domain is colored according to exit location of a particle launched at each particular location. Large regions of the domain are divided into coherent patches of uniform escape fate, with neighboring patches exiting through neighboring boundary segments. However, a portion of the field displays extremely high variability, where neighboring launch locations may send the particles out at opposite ends of the domain. See Figure 5 . The consequence for the deployment strategy hence is that large coherent patches should be targeted for launches, which will allow for greater certainty in escape fate. Note that it is often (though not always) possible to launch particles far away from the desired exit location, which guarantees that a good portion of the domain will be sampled along the way. A conclusion for ocean dynamics is that the fate of particles tends to be well organized generally, but that even fairly smooth velocity fields, like the ones we are dealing with here, can give rise to patches of highly variable behavior in the particle trajectories. More work is needed to identify the determining mechanism for this phenomenon and to study its predictability.
The origin problem addresses temporal rather than spatial variability. As the location is fixed, the timing of the launch will determine the drifter's pathway. Figure 6 displays an example of launches from a particular point on the southeastern boundary of the domain. Synthetic drifters were launched hourly over the course of one day, and a subsample of the resulting tracks is shown. It can be seen that the trajectories remain fairly similar for about half the day, at which point a sharp transition occurs to a single trajectory which uniquely samples a good portion of the northeastern boundary, followed by another group of similar trajectories, each now marked by a loop in the center of the domain. See also Figure 3b for another example.
This result suggests that the transitions in transport characteristics can be very quick, which is not at all apparent from the evolution of the underlying Eulerian velocity field. On the other hand, these transitions separate longer periods of times of fairly constant behavior. For a deployment strategy then, one would want to target such windows of better predictability. 
Targeted region of interest:
This last mission is closely related to the previous one, except that we are not interested in targeting a particular exit location but a smaller subregion which is to be explored. In the example shown in Figure 7 , two RoIs are chosen. The window of exploration is set to a week. The possible launch locations from where a sensor would reach the target location in the target window are indicated in yellow and red, respectively, for the two regions. Orange indicates a launch location resulting in a sampling of both RoIs. Over time, the areas of possible launch evolve smoothly, sometimes overlapping, sometimes separating completely, sometimes intertwining. Our investigation into the oceanographic aspects of this phenomenon is still somewhat preliminary. As before, we observe sharp spatial and temporal boundaries delineating coherent patches. However, it is not yet clear how these relate to more general transport properties. The RoI maps are highly dependent, of course, on the chosen region(s) of interest and the target window. It remains to be seen whether the features of the maps are resilient to changes in these parameters, which could be a sign of a more fundamental structure organizing transport in the area.
IMPACT/APPLICATIONS
Here we have described our results in the context of sensor deployment mission, but this type of analysis has broader applicability. For example, residence time of pollutants is important in evaluating the environmental impact of ocean dumping or an oil spill. Trajectory predictions can assist in rescue operations. Escape fate, especially near a coastline, distinguishes between different flow regimes that may determine the water quality in the area.
On a more fundamental level, the synoptic Lagrangian maps of the type we are developing here allow the identification of flow structures that organize the ocean dynamics into distinct transport patterns. The sharp gradients in the Lagrangian maps demonstrate the need to get small scale dynamics right for reliable coarse scale descriptions of the transport. The high temporal sensitivity also confirms how challenging the forecasting problem is. Yet at the same time, the maps indicate where observations can be particularly useful for constraining the range of possible future states.
RELATED PROJECTS
The work reported here is closely related to three other ONR projects by the same principal investigators:
N00014-09-1-0703: How well do blended velocity fields improve the predictions of drifting sensor tracks? -This projects seeks to investigate two different methods of data blending and their effectiveness for improving trajectory predictions. Since trajectory predictions underlie all other Lagrangian analyses, enhancing their accuracy is immediately relevant for all applications of Lagrangian forecasts.
N00014-09-1-0559: Assessing the Lagrangian Predictive Ability of Navy
Ocean Models -In order to make forecasts including an uncertainty window, an estimate of the model uncertainty is needed. This work attempts to develop such an estimate and study its characteristics for Lagrangian forecasts in particular by analyzing an ensemble of model runs from an operational Navy ocean model.
N00173-08-1-G009: Prediction of evolving acoustic sensor arrays -This effort is focused on
demonstrating how Lagrangian analysis of Navy ocean model predictions can be performed at a Navy operational center and how Lagrangian products can be delivered to fleet operators on scene in nearreal time to support tactical decision making.
