Contributions to the Minimal Realization Problem for Descriptor Systems by Sokolov, Viatcheslav
Contributions to the Minimal
Realization Problem
for Descriptor Systems
von der Fakulta¨t fu¨r Mathematik
der Technischen Universita¨t Chemnitz
zur Erlangung des akademischen Grades
Doktor der Naturwissenschaften
- Dr. rer. nat. -
genehmigte
Dissertation
von
M.Sc. Viatcheslav I. Sokolov
geboren am 05. Ma¨rz 1979 in Rostow-am-Don
Eingereicht am 31.01.06
Gutachter: Prof. Dr. P. Benner
Prof. Dr. A.C. Antoulas
Prof. Dr. V. Mehrmann
Chemnitz 2006
.
Eidesstattliche Erkla¨rung
Hiermit erkla¨re ich, dass ich die vorliegende Dissertation selbsta¨ndig ver-
faßt habe und keine anderen als die in ihr angegebenen Quellen und Hilfs-
mittel benutzt worden sind.
Chemnitz, den 31.01.2006 Viatcheslav I. Sokolov
.
An erster Stelle mo¨chte ich mich bei Herrn Prof. Dr. Peter Benner fu¨r die
Betreuung dieser Arbeit sowie fu¨r die sta¨ndige Unterstu¨tzung und sehr viel
Geduld herzlich bedanken.
Mein weiterer Dank gilt Herrn Prof. Dr. Volker Mehrmann der mir die
Mo¨glichkeit ero¨ffnet hat, mit der Promotion zu beginnen.
Herrn Prof. Dr. A.C. Antoulas danke ich fu¨r die Begutachtung der Arbeit.
Schliesslich bedanke ich mich bei Tatjana. Ich danke ihr fu¨r das mehrmalige
sorgfa¨ltige Korrekturlesen und viele nu¨tzliche Hinweise, die zur Verbesserung
dieser Dissertation sehr beigetragen haben. Und vor allem danke ihr dafu¨r,
dass sie immer fu¨r mich da war und mein Leben wirklich viel scho¨ner machte.
.
iNotation
N the set of the natural numbers
Z the set of the integers
R the field of the real numbers
i =
√−1 the imaginary unit
Re(z) the real part of z ∈ C
C the field of the complex numbers
Fn×m the space of real (F = R) or complex
(F = C) matrices of size n×m
A = [akj]
n,m
k,j=1 a matrix A ∈ Fn,m with elements
akj in position (k, j)
A⊤ the transpose of real A
A−1 the inverse of A
A−⊤ = (A−1)⊤ the inverse and transpose of A
diag(A1, . . . , Ak) a block diagonal matrix with
Aj ∈ Fnj ,nj , j = 1, . . . , k
I = In =
 1 0. . .
0 1
 the identity matrix of order n
Nn =

0 1
. . .
. . .
. . . 1
0
 a nilpotent matrix of order n in
Jordan form
det(A) the determinant of A ∈ Fn,n
rank(A) the rank of A ∈ Fn,m
KerA = { x ∈ Fm : Ax = 0 } the right null space (or kernel) of A ∈ Fn,m
ImA = { y ∈ Fn : y = Ax, x ∈ Fm } the range (or image) of A ∈ Fn,m
sp(A) = { λ ∈ C : det(A− λI) = 0 } the the spectrum of A ∈ Fn,n
λj(A) eigenvalues of the matrix A
σ1(A) ≥ . . . ≥ σk(A) ≥ 0 singular values of A ∈ Fn,m,
k = min(n,m)
σmin(A) = σk(A) the smallest singular value of A ∈ Fn,m
ii
σmax(A) = σ1(A) the largest singular value of A ∈ Fn,m
y⊤x =
n∑
j=1
xjyj the inner product in R
n
‖x‖ =
(
n∑
j=1
|xj |2
)1/2
the Euclidean vector norm of x ∈ Fn
‖A‖2 = sup
x 6=0
‖Ax‖
‖x‖ = σmax(A) the spectral matrix norm of A ∈ F
n,m
‖A‖F =
n∑
i=1
m∑
j=1
|aij| the Frobenius norm of A ∈ Fn,m
Rm×n(s) the set of rational matrices of size
m× n with the coefficients from R
⌊x⌋ the largest integer that is less than
or equal to x ∈ R
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Chapter 1
Introduction
This thesis addresses the realization problem for linear time-invariant de-
scriptor systems. In the most general form this problem can be formulated
as follows: Given some data about a system, find a state-space representa-
tion of minimal order that explains this data. The data are typically the
impulse response of the system, input-output measurements, frequency or
step response data or a nonminimal state-space realization.
We deal throughout this thesis with state-space representations of the
form
Ex˙(t) = Ax(t) +Bu(t),
y(t) = Cx(t) +Du(t),
(1.1)
where x ∈ Rn is a generalized state variable, u ∈ Rm and y ∈ Rp represent
the input and the output, respectively. The state-space dimension n is called
the order of system (1.1).
There are several reasons why the minimal realization problem for linear
systems deserves attention, here are just some of them. In order to analyze
the system it is advantageous to have a description of the system of the small-
est possible order. In the same context the minimal state-space realization
problem can be seen as the first step towards model reduction and identifica-
tion problems which are of important practical interest. Minimal realizations
allow us to compute such crucial quantities of the system as its poles and
zeros. Since a minimal realization is both controllable and observable, it
is well-suited for designing a state-observer for subsequently constructing a
state feedback controller.
The origins of the minimal realization problem dates back to the early
1960. The first works [46, 66] were devoted to the transformation of the
1
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conventional (for that time) representation of a linear system in the frequency
domain
yˆ(s) = G(s)uˆ(s), (1.2)
where G is the transfer function of the system, uˆ and yˆ are the Laplace
transforms of the input and the output, respectively, into the state-space
form (1.1) such that
G(s) = C(sE −A)−1B +D (1.3)
holds.
The minimal realization problem for the other sort of the initial data,
namely, when the system is given by the sequence of Markov parameters
instead of the transfer function, has been treated in [60, 61, 98]. When only
a finite number of Markov parameters are available, we face the minimal
partial realization problem [67, 90, 105].
Note that all the mentioned works deal with standard systems, that is,
system as in (1.1) such that the matrix E is the identity matrix. If E is
an arbitrary matrix, then system (1.1) is conventionally called descriptor
system. If E is nonsingular, then the descriptor system (1.1) can be reduced
to a standard system
x˙(t) = E−1Ax(t) + E−1Bu(t),
y(t) = Cx(t) +Du(t).
Descriptor systems have received large attention since the middle of the
1970s, see, e.g., [9, 19, 23, 24, 28, 31, 71] and references therein. In the lit-
erature they appear under various different names such as singular systems,
generalized state-space systems, differential-algebraic equations, semi-state
systems, constrained systems, degenerate systems, etc. The range of applica-
tions of descriptor systems varies from engineering including power systems,
electrical networks, aerospace engineering, mechanical systems, chemical pro-
cesses [23, 31, 53, 70, 71, 89] to economics [79].
In this thesis we restrict ourselves to descriptor systems as in (1.1) with
the regular pencil sE − A. Some results for a more general case, e.g., when
E and A are rectangular matrices, can be found in [21, 71, 72, 88, 118].
The outline of the thesis is as follows.
In Chapter 2 some basic fact from the matrix analysis are listed which
are necessary for our consideration.
3In Chapter 3 we give a short introduction into the theory of linear time-
invariant descriptor systems.
In Chapter 4 we consider the problem of constructing a minimal re-
alization of a system that is given by its transfer function G as in (1.2).
The concept of minimal realization for proper, i.e., bounded at infinity, ra-
tional functions has been elaborated for a long time, see [46, 66, 68, 91].
The minimal realization in this case is given by a standard system, that is,
the matrix E is the identity matrix. The more general case, when G is not
necessarily proper, leads to minimal realization as in (1.1) that is in a truly
descriptor form with the singular matrix E. This case has been studied in
[3, 4, 111, 112]. But it has still been a lack for a clear and precise character-
isation of the minimality concept for an improper G. Here we present such
a characterisation. We give two proofs of the main result of this chapter.
These proofs use completely different techniques reflecting multiformity of
the realization concept. The first proof exploits properties of the pole-zero
structure of a rational matrix, whereas the second one is based of the tight
relations between the realization theory and the theory of Hankel matrices.
Chapter 5 is concerned with the issues of numerical computing mini-
mal realizations. In this area many algorithms have been developed, e.g.,
[15, 108, 109, 110]. The main emphasis in this research has been made on
stability, whereas the question of sensitivity of the computational minimal
realization problem has not received deserved attention. It means that it was
impossible to asses the accuracy of the computed minimal realization, even,
if the computation has been carried out by means of a stable algorithm. In
this chapter we study the sensitivity of computing minimal realizations with
respect to round-off errors and present some measures for this sensitivity. We
introduced some condition numbers that allow us to estimate the accuracy
of a numerically computed minimal realization.
In Chapter 6 we address the partial realization problem for descriptor
systems. The term partial realization originates from identifying linear sys-
tems from given input-output data, see, e.g. [47, 50, 61] for the standard
state-space theory and [38, 59] for extensions to descriptor systems. In the
model reduction context a partial realization can be considered as a represen-
tative of the Krylov subspace methods for approximating large-scale linear
systems [6, 8, 11]. These methods provide the approximation of the trans-
fer function at certain frequencies. If the frequencies of interest are finite,
the approximation problem is called moment-matching problem. In case of
approximation at infinity we deal with partial realization. The partial re-
4 CHAPTER 1. INTRODUCTION
alization problem for standard systems with E = In is treated in depth in
the seminal paper [50]. For descriptor systems, it has been solved only for
the very special case of descriptor systems with nonsingular matrix E, see
[8, 40, 51]. The case of a singular matrix E has been considered to be an
open problem [81]. Here we present a theoretical solution for the partial
realization problem and we also provide numerical algorithms for computing
a partial realization of a given proper descriptor system. These algorithms
have been successfully tested on examples from computational fluid dynamics
and multibody mechanical systems.
Additionally, we show the applicability of this method to generalized
eigenvalue problems. A usual practice in an approximate computation of
the largest finite eigenvalues of a pencil sE − A with the singular matrix
E is reduction of this problem to the standard eigenvalue problem [12, 95].
However, such an approach requires an appropriate shift parameter that is
usually rather difficult to compute. Our method provides approximations to
the largest finite eigenvalues of sE −A without such a shift. These approxi-
mations can be used, for example, in computing suboptimal shift parameters
that are required for numerical solution of generalized Lyapunov equations
by alternating direction implicit method, see [86, 103].
Chapter 2
Basics from matrix analysis
Here we list briefly basic facts from matrix theory that we will need in the
sequel. This review is mainly based on [45, 48, 74].
2.1 Matrices
Consider a matrix A ∈ Rn×m. The kernel or the null space of A is defined as
Ker A = { x ∈ Rm : Ax = 0 }.
The image of A is given by
Im A = { y ∈ Rn : ∃x ∈ Rm, y = Ax }.
Let now A be from Rn×n. The spectrum sp(A) of A is the set of the n
roots of its characteristic polynomial p(λ) = det(λI−A). A point λ ∈ sp(A)
is called an eigenvalue of A. A non-zero vector x ∈ Rn such that
Ax = λx
is regarded as the corresponding eigenvector.
A subspace L ⊂ Rn is called an invariant subspace of A, if
AL ⊂ L
holds.
5
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Any matrix A can be transformed by means of the equivalence transfor-
mation to the Jordan normal form. That is, there exists an invertible matrix
T ∈ Cn×n such that
T−1AT = J =

J1
J2
. . .
Jr
 ,
where each of the submatrices Jl ∈ Rnl×nl has the form
Jl =

λl 1
λl 1
. . .
. . .
. . . 1
λl
 , l = 1, 2, . . . , r.
The LU decomposition of A ∈ Rn×n is the representation A = LU , with
an upper triangular U ∈ Rn and a permuted lower triangular L ∈ Rn×n.
The QR decomposition of A ∈ Rm×n is the representation A = QR, with
an orthogonal Q ∈ Rm×m and an upper triangular R ∈ Rm×n.
Let A ∈ Rm×n and rank(A) = r. The singular value decomposition, SVD
for short, of A is defined as
A = U
[
Σ 0
0 0
]
V ⊤,
where U ∈ Rm×m and V ∈ Rn×n are orthogonal and Σ = diag(σ1, σ2, . . . , σr),
with σ1 ≥ σ2 ≥ · · · ≥ σr > 0.
2.2 Matrix pencils
A matrix pencil is a matrix pair (E,A) with E,A ∈ Rm×n. Conventionally,
the pencil (E,A) is denoted by sE−A, with s ∈ C. In what follows we adopt
this notation. The pencil sE − A is said to be regular, if E,A are square,
and det(sE − A) does not vanish identically. Otherwise, sE − A is called
singular.
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A value s0 ∈ C is regarded as an (finite) eigenvalue of sE − A, if
det(s0E − A) = 0. If the matrix E is singular, then sE − A is said to
have an eigenvalue at infinity.
Let sE−A be a regular pencil with A,E ∈ Rn×n. There always exist two
nonsingular matrices P,Q ∈ Cn×n such that
sPEQ− PAQ = s
[
Inf 0
0 N
]
−
[
J 0
0 In∞
]
, (2.1)
where the submatrices J and N are in the Jordan normal form. Moreover,
the matrix N is a nilpotent matrix with the nilpotence index ν ≥ 1, that
is, the smallest integer such that Nν = 0. Representation (2.1) of the pencil
sE − A is referred to as the Weierstrass canonical normal form of sE − A.
The nilpotence index ν of N is said to be the (Kronecker) index of the pencil
sE−A. If the matrix E is invertible, then the pencil sE−A is of index zero.
If N is a zero matrix, then sE −A is called the pencil of index one.
The concept of a deflating subspace is a generalization to the pencils of
the notion of the invariant subspace of a matrix. A subspace U ⊂ Rn is
said to be a deflating subspace of the pencil sE − A, if there exists another
subspace V ⊂ Rn of the same dimension as U such that
EU ⊂ V and AU ⊂ V.
We can also write it as
EU + AU = V.
Using decomposition (2.1) we can define the spectral projectors
Pl = P
−1
[
Inf 0
0 0
]
P and Pr = Q
[
Inf 0
0 0
]
Q−1 (2.2)
onto the left and right deflating subspaces of sE − A corresponding to the
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Chapter 3
Descriptor systems
In this chapter we introduce the notion of a descriptor system and discuss
some system theoretical concepts.
3.1 Fundamentals
Our main subject of interest throughout this work is a linear time-invariant
descriptor system of the form
Ex˙(t) = Ax(t) +Bu(t),
y(t) = Cx(t) +Du(t).
(3.1)
Here x ∈ Rn denotes a generalized state variable, u ∈ Rm and y ∈ Rp
are called an input and an output, respectively. The coefficient matrices in
(3.1) are of appropriate sizes, i.e., A,E ∈ Rn×n, B ∈ Rn×m, C ∈ Rp×n,
D ∈ Rp×m. Here we consider the general case of a singular matrix E.
The only assumption we make about system (3.1) is regularity of the pencil
sE − A. For the sake of brevity we denote in the sequel system (3.1) by
[E,A,B,C,D].
Systems like (3.1) appear in a plenty of application areas as control engi-
neering, RCL circuits, fluid dynamics and so on, see, e.g., [9, 18, 19, 23, 24,
31, 114]. Here are a few examples.
Example 3.1. When administration is included, the oil catalytic cracking is
an extremely complicated process. Some companies reportedly found a de-
9
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scription model for this process, whose simplification is
x˙1(t) = A11x1(t) + A12x2(t) +B1u(t) + F1f(t)
0 = A21x1(t) + A22x2(t) +B2u(t) + F2f(t),
where x1 is a vector to be regulated, such as regenerate temperature, valve
position, blower capacity, etc; x2 is a vector reflecting business benefits, ad-
ministration, policy, etc; u is the regulation value; and f represents extra
disturbances, see [31].
Example 3.2. An electrical circuit consisting only of linear resistors, capac-
itors and inductors can be described using Kirchhoff’s lows by a descriptor
system of the form
E x˙(t) = A x(t) + B u(t),
y(t) = B⊤ x(t).
The matrices E ,A and B have a special structure
E =
 AcCA⊤c 0 00 L 0
0 0 0
 , A =
 ArR−1A⊤r Al Av−A⊤l 0 0
−A⊤v 0 0
 ,
B =
 Ai 00 0
0 −I
 ,
where the matrices Ar, Ac, Al, Av and Ai describe the topology of the cir-
cuit, whereas R, C and L characterise resistors, capacitors and inductors,
respectively. See, e.g., [37, 53, 54].
The first issue we are going to discuss is the solvability for descriptor
systems. This discussion is mainly based on [31]. Solvability of descriptor
systems is a more complicated matter than that of standard systems. In fact,
we know that the system
x˙(t) = Ax(t) + B u(t), x(0) = x0
has a unique solution x for any continuous input u and any initial value
x(0) = x0, see, e.g., [65]. This solution is given by
x(t) = eAt x0 +
∫ t
0
eA(t−τ)B u(τ) dτ,
In order to address solvability of descriptor systems we need the notion of
restricted system equivalence.
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Definition 3.3. We call two systems [E,A,B,C,D] and [E˜, A˜, B˜, C˜, D˜] re-
stricted system equivalent (r.s.e.), if their orders, numbers of inputs and
outputs are equal, and there exist two nonsingular matrices P and Q such
that E˜ = PEQ, A˜ = PAQ, B˜ = PB, C˜ = CQ, D˜ = D.
Consider now the descriptor system (3.1). Taking into account the Weier-
strass normal form (2.1) we obtain that system (3.1) is r.s.e. to
x˙1(t) = Jx1(t) +B1u(t),
Nx˙2(t) = x2(t) +B2u(t),
y(t) = C1x1(t) + C2x2(t) +Du(t),
where [
x1(t)
x2(t)
]
= Q−1x(t),
[
B1
B2
]
= PB, [C1, C2] = CQ.
The systems
x˙1(t) = Jx1(t) +B1u(t),
y1(t) = C1x1(t),
(3.2)
and
Nx˙2(t) = x2(t) +B2u(t),
y2(t) = C2x2(t) +Du(t)
(3.3)
are called slow and fast subsystems of system (3.1), respectively. The slow
subsystem (3.2) is a standard system and, therefore, has a unique solution
for any initial value x1(0) and any continuous input u. This solution has the
form
x1(t) = e
Jtx1(0) +
∫ t
0
eJ(t−τ)B1u(τ) dτ, (3.4)
see [65]. If we suppose that the function u is ν times differentiable, then the
state response of the fast subsystem (3.3) is given by
x2(t) = −
ν−1∑
i=0
N iB2u
(i)(t), (3.5)
see [31]. Comparing (3.4) and (3.5) we see that x1(t) represents a cumulative
effect of u(τ) on the interval 0 ≤ τ ≤ t, whereas x2(t) depends only on the
values of u and its derivatives at the same time instant t. Because of these
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properties systems (3.2) and (3.3) are called slow and fast subsystems, re-
spectively. Combining (3.4) and (3.5) we obtain the state response of system
(3.1):
x(t) =Q
[
I
0
]
x1(t) +Q
[
0
I
]
x2(t)
=Q
[
I
0
](
eJtx1(0) +
∫ t
0
eJ(t−τ)B1u(τ) dτ
)
−Q
[
0
I
]ν−1∑
i=0
N iB2u
(i)(t).
(3.6)
To illustrate another difference between standard and descriptor systems we
let in (3.6) t −→ +0 . As the result we get
x(+0) = Q
[
I
0
]
x1(0)−Q
[
0
I
] ν−1∑
i=0
N iB2 u
(i)(+0)
that is a so-called consistent initial condition imposed on the initial value
x(0).
To sum up, in contrast to standard systems that have a unique solution (in
the classical sense) for any initial value and any continuous input a descriptor
system has a unique continuously differentiable solution only for consistent
initial values and for a ν-times continuously differentiable input.
In some applications, e.g., electrical circuits, any possible initial value
may be present. That is why, in order to be able to guarantee solvability,
the concept of generalised solution has been proposed - the distribution as a
solution, see [23, 31, 71]. In this new settings the state response of the slow
subsystem remains unchanged, whereas the generalised solution to the fast
subsystem is given by
x2(t) = −
ν−1∑
i=1
δ(i−1)(t)N i x2(0)−
ν−1∑
i=0
N iB2u
(i)(t), (3.7)
where δ(t) is the Dirac’s function and all the derivatives are to be under-
stood in generalised sense [34, 92]. Combining (3.7) and (3.6) we obtain the
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generalised state-response
x(t) = Q
[
I
0
](
eJt[I, 0]Q−1x(0) +
∫ t
0
eJ(t−τ)B1 u(τ) dτ)
)
−Q
[
0
I
](ν−1∑
i=1
δ(i−1)(t)N i[0, I]Q−1x(0)−
ν−1∑
i=0
N iB2u
(i)(t)
)
.
The last expression shows that unlike the state response of a standard system
that of a descriptor system may contain impulsive terms. They may appear
either due to inconsistent initial conditions or due to unsmoothness of the
input. For descriptor systems whose pencil sE − A is of index one, that is
N = 0, impulses do not appear.
3.2 Controllability and observability concepts
In this section we give an overview of such fundamental concepts in the time-
domain analysis of descriptor systems as controllability and observability. In
contrast to the standard systems case, for descriptor systems there are several
different kinds of controllability and observability, see, e.g., [21, 28, 31, 112,
119].
To introduce the notion of controllability we need first to define a so-called
reachable set. Consider the descriptor system (3.1) whose corresponding
pencil sE − A is of index ν and the slow and fast subsystems are given
by (3.2) and (3.3), respectively.
Definition 3.4. A reachable set R(x0) of system (3.1) from an initial con-
dition x(0) = x0 is given by
R(x0) = {w ∈ Rn : ∃u ∈ Cν ∃t1 > 0 such that x(t1) = w }.
The reachable set R is defined as the union of R(x0) over all consistent
x0 ∈ Rn.
Definition 3.5. System (3.1) is called
(i) completely controllable (C-controllable), if for any w ∈ Rn, x(0) ∈ Rn
and t1 > 0 there exists a control u ∈ Cν such that x(t1) = w;
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(ii) R-controllable, if for any w ∈ R, any consistent initial value x(0) and
t1 > 0 there exists a control u ∈ Cν such that x(t1) = w;
(iii) impulse controllable (I-controllable), if there exists a feedback matrix F
such that the state response of the closed loop system [E,A+BF,B,C,D]
does not have impulsive components for all initial conditions and all in-
puts u ∈ Cν ;
(iv) strongly controllable (S-controllable), if it is both R-controllable and
I-controllable.
From the definition we see that R-controllability is a controllability on
the reachable set. It means that for an R-controllable system any reachable
state can be achieved starting from any consistent initial value x(0). C-
controllability is a more restrictive property. It describes the possibility of a
system to transfer any admissible initial state x(0) to any final state w ∈ Rn.
One can show that this transfer can be done in any finite period of time,
see [31]. The next type of controllability, I-controllability, determines the
ability to eliminate impulsive terms in the state response of a system by
choosing an appropriate control. All presented types of controllability are
related as follows: C-controllability implies I-controllability as well as R-
controllability, and, consequently, S-controllability. The converse statement
is not always true, i.e., an S-controllable system may not be C-controllable.
We will give a counterexample a few lines later, when we will have more
convenient characterisations of the controllability concepts.
Remark that for standard state-space systems R-controllability coincides
with controllability. Moreover, such systems are always I-controllable because
they do not have impulsive terms in their state responses.
The next theorems present some equivalent characterisations of the three
controllability types just considered. We list here only those of them that
we will need in the sequel. For more complete versions see [31, 101]. In the
following three theorems we consider system (3.1) of order n with the slow
and fast subsystems (3.2) and (3.3).
Theorem 3.6. The following statements are equivalent:
(i) System (3.1) is R-controllable;
(ii) Its slow subsystem is controllable;
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(iii) rank [sE −A, B] = n, for all s ∈ C.
Proof. See [28, 31, 119].
Theorem 3.7. The following statements are equivalent:
(i) System (3.1) is I-controllable;
(ii) Its fast subsystem is I-controllable;
(iii) Im N = Im [NB2, N
2B2, . . . , N
ν−1B2 ];
(iv) rank
[
N 0 0
I N B2
]
= n∞ + rankN.
Proof. See [28, 31, 119].
Theorem 3.8. The following statements are equivalent:
(i) System (3.1) is C-controllable;
(ii) Both its fast subsystem and slow subsystems are C-controllable;
(iii) rank [sE −A, B] = n, for all s ∈ C and rank [E, B ] = n.
Proof. See [28, 31, 119].
Example 3.9. Here is an example of an S-controllable system that is not
completely controllable. Consider a system of order three consisting only of
its fast subsystem [N, I, B, C,D], where
N =
 0 1 00 0 0
0 0 0
 and B =
 11
1
 .
The matrices C andD do not play any role here. This system is I-controllable,
due to Theorem 3.7 part (iv) and it is R-controllable, because it is a fast sys-
tem that is always R-controllable. Hence [N, I, B, C,D] is S-controllable.
But
rank[N, B] < 3
that, according to Theorem 3.8, means the lack of complete controllability.
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Now we introduce dual concepts to all types of controllabilities just dis-
cussed: C-observability, R-observability, I-observability and S-observability.
All these observabilities represent the ability of state reconstruction from the
output.
Definition 3.10. System (3.1) is called
(i) completely observable (C-observable), if the initial condition x(0) can
be uniquely determined from u(t) and y(t), 0 ≤ t <∞;
(ii) R-observable, if every reachable state x(t) can be uniquely determined
by y(t) and u(τ), 0 ≤ τ ≤ t;
(iii) impulse observable (I-observable), if the impulse behaviour in the state
response can be uniquely determined from the impulse behaviour in the
output and information about the jumps of the input;
(iv) S-observable, if it is R-observable and I-observable.
C-observability reflects the possibility to reconstruct the whole state in-
cluding impulsive terms at any time instant from the output and the input.
This reconstruction is being carried out by computing the initial state x(0)
followed by the solution of the corresponding differential-algebraic equation.
For R-observable systems only the possibility to reconstruct reachable states
(impulsive terms excluded) from the same information source is provided.
Here again as for controllabilites we have the following relation between dif-
ferent types of observability: C-observability implies S-observability, and,
hence, both R-observability and I-observability. Observe that S-observability
is a weaker property than C-observability, see the example just after Theo-
rem 3.13.
The following equivalent characterisations of observability concepts are
analogous to those of controllability. Consider again system (3.1) of order n
with the slow and fast subsystems (3.2) and (3.3).
Theorem 3.11. The following statements are equivalent:
(i) System (3.1) is R-observable;
(ii) Its slow subsystem is observable;
(iii) rank
[
sE − A
C
]
= n, for all s ∈ C.
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Proof. See [28, 31, 119].
Theorem 3.12. The following statements are equivalent:
(i) System (3.1) is I-observable;
(ii) Its fast subsystem is I-observable;
(iii) KerN = Ker

C2N
C2N
2
...
C2N
ν−1
;
(iv) rank
[
N⊤ 0 0
I N⊤ C⊤2
]
= n∞ + rankN.
Proof. See [28, 31, 119].
Theorem 3.13. The following statements are equivalent:
(i) System (3.1) is C-observable;
(ii) Both its slow and fast subsystems are C-observable;
(iii) rank
[
sE −A
C
]
= n for all s ∈ C and rank
[
E
C
]
= n.
Proof. See [28, 31, 119].
Example 3.14. This example shows that S-observability is a weaker pro-
perty than C-observability. Consider again a fast system [N, I, B, C,D],
where
N =
 0 1 00 0 0
0 0 0
 and C = [1, 1, 1].
The matrices B and D are not important. This system is S-observable.
Because it is I-observable due to part (iv) of Theorem 3.12, and for fast
systems the notions of I-observability and S-observability coincide. But
rank
[
N
C
]
< 3,
and due to Theorem 3.13 this means that the system [N, I, B, C,D] is not
completely observable.
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In conclusion let us point out the duality between the observability and
controllability concepts. This duality manifests itself as follows: a system
[E,A,B,C,D] is C-controllable iff its dual system [E⊤, A⊤, C⊤, B⊤, D⊤] is
C-observable and vice versa. For other concepts of controllability and ob-
servabilitiy considered in this section equal relations hold. This duality can
be easily proved using different characterisations of controllability and ob-
servabilitiy concepts presented in the current section.
Chapter 4
Realization of rational matrices
A linear time-invariant control system can be considered from two different
points of view. In the time domain a system is represented by a descriptor
state-space model like (3.1). Such a representation determines not only a re-
lationship between input and output but also reflects the internal structure
of the system. An alternative approach is to consider a system in frequency
domain. A frequency domain model does not contain any information about
the internal structure of the system, it rather describes the external structure,
i.e., transfer relation from input to output. A frequency domain represen-
tation is described by a rational matrix, that is, a matrix whose entries are
ratios of two polynomials. A rational matrix representing a linear system
in frequency domain is called a transfer matrix or a transfer function. It is
straightforward to obtain the transfer matrix of a given descriptor system,
whereas the opposite direction, i.e., computing a state-space representation
of a given transfer matrix is a more involved problem. The latter builds the
subject of realization theory. In this chapter we address several aspects of it,
including, especially, the issue of minimality.
4.1 Transfer matrix
The underlying operation in this section is the Laplace transformation.
Definition 4.1. Given a function f : R −→ Rn. The function f̂ : R −→ Rn
defined by
f̂(s) =
∫ ∞
0
e−tsf(t) dt,
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if the integral exists, is referred to as Laplace transformation of f .
The Laplace transformation has the following properties that immediately
follow from the definition:
1. If h = αf + βg, then ĥ = αf̂ + βĝ for arbitrary functions f, g and
constants α, β.
2. If f is a differentiable function and g = f ′, then ĝ(s) = sf − f(0).
Applying the Laplace transformation to the descriptor system
Ex˙(t) = Ax(t) +Bu(t),
y(t) = Cx(t) +Du(t),
(4.1)
we get
sEx̂(s)−Ex(0) = Ax̂(s) +Bû(s),
ŷ(s) = Cx̂(s) +Dû(s).
(4.2)
Taking into account the regularity of the pencil sE − A we can eliminate x̂
from (4.2) and obtain
ŷ(s) = C(sE −A)−1(Ex(0) +Bû(s)) +Dû(s).
Assuming x(0) = 0 we arrive at the input-output relationship
ŷ(s) = G(s)û(s), (4.3)
where
G(s) = C(sE −A)−1B +D (4.4)
is referred to as the transfer matrix of system (4.1).
Definition 4.2. A transfer function G which is bounded at infinity is called
proper. If, moreover, lim
s→∞
G(s) = 0 holds, then G is referred to as strictly
proper.
Notice that the transfer matrix of a standard state-space system
[I, A,B, C,D] is given by
G(s) = C(sI − A)−1B +D.
From lim
s→∞
G(s) = D and ‖D‖ <∞ we see that G is always proper.
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Remark 4.3. A descriptor system containing only the fast subsystem
Nx˙(t) = x(t) +Bu(t),
y = Cx(t) +Du(t),
where N is nilpotent with the nilpotence index ν, has the transfer matrix
G(s) = C(sN − I)−1B +D = D − CB − sCNB − · · · − sν−1CNν−1B,
which is a polynomial matrix. This can be shown by expanding (sN − I)−1
into a Neumann series and exploiting the fact that N is nilpotent.
One useful property of a transfer matrix that we will often use in the
sequel is its invariance with respect to restricted system equivalence. To see
this consider a system [E,A,B,C,D] and its r.s.e. system
[E˜, A˜, B˜, C˜, D˜] = [PEQ, PAQ, PB,CQ,D],
where Q and P are some nonsingular matrices of appropriate sizes. We have
G˜(s) = C˜(sE˜ − A˜)−1B˜ + D˜ = CP (sQEP −QAP )−1QB +D
= C(sE − A)−1B +D = G(s). (4.5)
If the matrices P and Q bring the pencil sE−A to the Weierstrass canonical
form (2.1), then G can be decomposed as follows:
G(s) = C(sE − A)−1B +D = R(s) + P (s), (4.6)
where
R(s) = C1(sI − J)−1B1, P (s) = C2(sN − I)−1B2 +D.
Decomposition (4.6) represents a special feature of descriptor systems.
Whereas the transfer matrix of a standard state-space system is proper, the
transfer matrix of a descriptor system has generally two parts. The first is R
that is determined by the slow subsystem and is strictly proper. The second
one is the polynomial P determined by the fast subsystem. The transfer
matrix of a descriptor system may of course be proper, this is the case if
C2N
kB2 = 0 for k = 1, 2, 3, . . . , ν − 1.
Note that index-1 systems are always proper.
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4.2 Minimal realizations
We have seen so far that for any descriptor system we can construct a rational
matrix that is the transfer matrix of the system. The converse question:
How to find a descriptor system such that its transfer matrix equals a given
rational matrix? - is the subject of the realization theory that we will deal
with until the end of the current chapter. We start with a precise definition.
Definition 4.4. Given a rational matrix G ∈ Rp×m(s). If there exist matri-
ces A,E ∈ Rn×n, B ∈ Rn×m, C ∈ Rp×n, D ∈ Rp×m such that
G(s) = C(sE − A)−1B +D, (4.7)
then the descriptor system [E,A,B,C,D] is called a realization of G. The
state-space dimension n is referred to as the order of the realization.
In the sequel, for the sake of brevity, we will use the term realization not
only for a descriptor system but also for a representation of type (4.7). Notice
that for any rational matrix there always exists a realization. A constructive
proof of this fact can be found, e.g., in [31]. Moreover, a realization of a
given rational matrix is nonunique. For example, if (4.7) is a realization of
G, then direct computations show that[ [
E 0
0 E˜
]
,
[
A 0
0 A˜
]
,
[
B
B˜
]
, [C, 0], D
]
,
where E˜, A˜ and B˜ are arbitrary matrices of suitable sizes, is also a realization
of G. Further, using (4.5) we see that for any realization of G its r.s.e. system
is also a realization of G. This circumstance allows us to reduce a given real-
ization by r.s.e. transformation to special forms that are convenient for study
certain system properties. One of such forms is Kalman decomposition. The
Kalman decomposition for standard state-space systems is a well-known con-
cept, see, e.g., [65]. In this decomposition an original system is split into four
parts: both controllable and observable, controllable but unobservable, un-
controllable but observable, both uncontrollable and unobservable. It turns
out that for descriptor systems there also exists an analogous decomposition.
Namely, for any system [E,A,B,C,D] one can construct a r.s.e. system
E˜x˙(t) = A˜x(t) + B˜u(t),
y(t) = C˜x(t) +Du(t),
(4.8)
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where
E˜ =

E˜11 0 E˜13 0
E˜21 E˜22 E˜23 E˜24
0 0 E˜33 0
0 0 E˜43 E˜44
 , A˜ =

A˜11 0 A˜13 0
A˜21 A˜22 A˜23 A˜24
0 0 A˜33 0
0 0 A˜43 A˜44
 ,
B˜ =

B˜1
B˜2
0
0
 and C˜ = [ C˜1, 0, C˜3, 0 ].
System (4.8) has the following properties:
1. The subsystem [ E˜11, A˜11, B˜1, C˜1, 0] is both C-controllable and C-observable.
2. The subsystem[ [
E˜11 0
E˜21 E˜22
]
,
[
A˜11 0
A˜21 A˜22
]
,
[
B˜1
B˜2
]
, [C˜1, 0], 0
]
is C-controllable but unobservable.
3. The subsystem[ [
E˜11 E˜13
0 E˜33
]
,
[
A˜11 A˜13
0 A˜33
]
,
[
B˜1
0
]
, [C˜1, C˜2, 0], 0
]
is C-observable but uncontrollable.
4. The subsystem [ E˜44, A˜44, 0, 0, D ] is neither controllable nor observ-
able.
For the proof see, e.g., [31].
Taking into account the Kalman decomposition (4.8) by means of direct
computations we obtain that
G(s) = C(sE −A)−1B +D
= C˜(sE˜ − A˜)−1B˜ +D
= C˜1(sE˜11 − A˜11)−1B˜1 +D.
The latter shows that the transfer matrix of a system is completely deter-
mined by its controllable and observable parts. Other parts that are either
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uncontrollable or unobservable do not influence the input-output relationship
at all. This also shows the possibility to find a realization of smaller order
than the original realization. Such order reduction can be carried out only
up to a certain limit and this leads us to the notion of minimal realization.
Definition 4.5. Given a rational matrix G. A realization [E,A,B,C,D] is
referred to as a minimal realization, if it has the smallest possible order.
Despite the fact that the notion of a minimal realization of a rational
matrix is in use for decades there are still some obscurities about it in the
literature. To be more precise, a characterisation of minimality has been
rigorously stated and proven only for realizations of special type. Namely for
realizations of the form
G(s) = C(sE − A)−1B, (4.9)
where the feed-through matrix D is the zero matrix. We will call a realization
[E,A,B,C, 0] conditionally minimal, if it has the smallest possible order
among all realizations of type (4.9). The term conditionally minimal here just
means minimal under condition D = 0. If we restrict ourselves to realizations
of type (4.9), then the minimality is characterised in the following theorem.
Theorem 4.6. The realization G(s) = C(sE −A)−1B is conditionally min-
imal if and only if the system [E,A,B,C, 0] is completely controllable and
observable.
Proof. See [31].
Because of Theorem 4.6 the notions of minimality and both controllability
with observability are frequently identified. It is surely correct, if one is
confined to realizations of the form (4.9). But, as the following example
shows, it is not true for general realizations (4.7).
Example 4.7. Given a realization G(s) = C(sE − A)−1B, where
E =
 0 1 00 0 0
0 0 0
 , A =
 1 0 00 1 0
0 0 1
 , B =
 1 11 0
0 1

and
C =
[
1 1 0
0 1 1
]
.
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The system [E,A,B,C, 0] is controllable and observable, see Theorems 3.8
and 3.13. Hence, due to Theorem 4.6, it is conditionally minimal. Direct
computations show that there exists another realization
G(s) = C˜(sE˜ − A˜)−1B˜ +D, (4.10)
where
E =
[
0 1
0 0
]
, A =
[
1 0
0 1
]
, B =
[
1 1
1 0
]
C =
[
1 1
0 1
]
and D =
[
0 0
0 −1
]
.
The order of this realization is smaller than that of the conditionally minimal
realization [E,A,B,C, 0].
In what follows realizations of type (4.10) will be referred to as deflated
minimal realizations. Here is the precise definition.
Definition 4.8. The realization G(s) = C(sE − A)−1B + D of a given
rational matrix D is called a deflated minimal realization if the following two
conditions hold:
1. The system [E,A,B,C,D] is controllable and observable.
2. The nilpotent matrix N in the Weierstrass canonical form (2.1) of the
pencil sE − A does not contain nilpotent Jordan blocks of index one.
Our aim now is to give an answer to the questions: To what extent can the
order of a minimal realization be smaller than that of a conditionally minimal
realization? And how can a minimal realization be computed? These answers
are presented in the following theorem, that is the main result of the chapter.
Theorem 4.9. A minimal realization of a given rational matrix G has the
same order as a deflated minimal realization of G.
Remark 4.10. Before we proceed with the proof notice that Theorem 4.9
asserts that a minimal realization of a rational matrix G can be computed
as its deflated minimal realization, i.e., by means of the following procedure.
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1. Compute a conditionally minimal realization G(s) = C(sE − A)−1B,
with
E =
[
I 0
0 N
]
, A =
[
J 0
0 I
]
, B =
[
B1
B2
]
, C = [C1, C2],
where the nilpotent matrix N is already in Jordan normal form.
2. If N has no index-one Jordan blocks, then the conditionally minimal
realization
G(s) = C(sE − A)−1B
is minimal.
3. If N has index-one blocks, then represent it by reordering diagonal
blocks as
N =
[
N1 0
0 0
]
,
where N1 is a nilpotent matrix without index-one blocks. Correspond-
ing to this partition split E, A, B and C as
E =
 I 0 00 N1 0
0 0 0
 , A =
 J 0 00 I 0
0 0 I
 ,
B =
 B1B(1)2
B
(2)
2
 and C = [C1, C(1)2 , C(2)2 ].
The resulting realization
G(s) = [C1, C
(1)
2 ]
[
s
[
I 0
0 N1
]
−
[
J 0
0 I
]]−1 [
B1
B
(1)
2
]
−B(2)2 C(2)2
is minimal.
Next we present two proofs of Theorem 4.9. These proofs use completely
different technique. The first one is based on properties of the pole-zero
structure of a rational matrix, whereas the second uses applications of Hankel
matrices to realization theory.
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Before we start with the proof observe that for every rational matrix G
there is a representation G = R + P , where R is strictly proper and P is a
polynomial, say
P (s) = Pn−1s
n−1 + · · ·+ P1s+ P0. (4.11)
A realization ofG is given by realizations of its strictly proper and polynomial
parts. And the certain choice of the matrix D may alter only the realization
of P . Thus the original problem can be reduced to the following form: given
polynomial (4.11), find its minimal realization. As a matter of fact, suppose
that
R(s) = C1(sI − J)−1B1 and P (s) = C2(sN − I)−1B2 +D
are minimal realizations of R and P , respectively. Then
G(s) = [C1, C2]
[
s
[
I 0
0 N
]
−
[
A 0
0 I
]]−1 [
B1
B2
]
+D
is a minimal realization of G. So far, if we were able to show that the order
of a deflated minimal realization of a polynomial matrix equals the order of
its minimal realization, then the same were true for every rational matrix.
That is why we will prove Theorem 4.9 only for polynomial matrices.
4.3 Pole-zero structure of a rational matrix:
the first proof
In this section we present the first proof of Theorem 4.9. The proof is based
on some structural properties of rational matrices and we start here with the
introduction of these properties.
If we take a scalar rational function
g(s) =
p(s)
q(s)
,
where p and q are polynomials, then the zeros and poles of f are the roots of
the numerator polynomial p and the denominator q, respectively. The orders
of poles and zeros are defined as multiplicities of corresponding roots of p and
q. If, instead of a scalar rational function, we now have a rational matrix,
then we can also define its poles and zeros together with their orders. To do
this we need the following theorem, but first we need the notion of a normal
rank.
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Definition 4.11. Given a rational matrix G ∈ Rp×m(s). The nonnegative
number r ∈ Z is referred to as normal rank of G, if rankG(s) = r for almost
all complex s.
Recall also that a rational matrix U ∈ Rn×n(s) is unimodular, if there
exists a constant c 6= 0 such that
detU(s) = c for all s ∈ C.
Theorem 4.12 (Smith-McMillan form). Let G ∈ Rp×m(s) have the normal
rank r. Then there exist unimodular polynomial matrices U and V of sizes
p×p and m×m, respectively, that transform G to the Smith-McMillan form
M(s) = U(s)G(s)V (s),
where
M(s) = diag
(
ε1(s)
η1(s)
,
ε2(s)
η2(s)
, . . . ,
εr(s)
ηr(s)
, 0, . . . , 0
)
.
The scalar polynomials εi(s), ηi(s) are monic (have the highest degree coef-
ficient equal to 1), are pairwise coprime (do not have common divisors) for
i = 1, 2, . . . , r and satisfy the divisibility properties:
εi(s) | εi+1(s)
ηi+1(s) | ηi(s), i = 1, 2, . . . , r.
Moreover, the polynomials εi(s) and ηi(s) are uniquely defined by G and are
called elementary divisors of G.
Proof. See, e.g., [65].
Consider the polynomials
z(s) = ε1(s)ε2(s) · · · · · εr(s)
p(s) = η1(s)η2(s) · · · · · ηr(s).
Then the finite zeros and poles of the rational matrix G are, by definition,
roots of z(s) and p(s), respectively. The order of a zero (pole) s0 of G is,
by definition, its multiplicity as a root of z(s) (p(s)). The partial orders of a
zero (pole) s0 of G are defined as the nonzero multiplicities of s0 as a root of
εi(s) (ηi(s)), for i = 1, 2, . . . , r. We say that G has a zero (pole) at infinity, if
Gˆ(s) = G
(
1
s
)
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has a zero (pole) at s0 = 0, and we define the orders of infinite pole (zero) of
G as the orders of the pole (zero) s0 = 0 of Gˆ. The poles and zeros together
with their orders form the pole-zero structure of a rational matrix. From the
Smith-McMillan form we can see that the rank of G(s0), where s0 is a finite
zero of G, drops below the normal rank of G.
One of the important concepts in the theory of rational matrices is the
McMillan degree. For a rational matrix G its McMillan degree is defined as
the sum of the orders of all its poles, both finite and infinite. Note that if
G is proper, then the McMillan degree of G equals the order of its minimal
realization G(s) = C(sI − A)−1B +D, [73]. The following discussion shows
that the McMillan degree of an improper rational matrix is always smaller
than the order of its minimal realization.
For an important particular case, when a rational matrix is just a non-
singular pencil G(s) = sE − A with the Weierstrass canonical form (2.1), it
is easy to prove the following:
1. The sizes kj of the Jordan blocks at s = s0 in the Jordan matrix J are
the partial orders of the zero s = s0 of sE − A.
2. The sizes kj, reduced by one, of the Jordan blocks at s = 0 in the Jordan
matrix N are the nonnegative partial orders of the zero at infinity of
sE − A.
For the proof see, e.g., [107].
Consider now a realization G(s) = C(sE − A)−1B + D. It is obvious
that every pole of G is simultaneously a zero of sE − A. The converse
statement does not hold in general, but there is a class of realizations having
this remarkable property. They are called strongly irreducible realizations.
Here is the precise definition.
Definition 4.13. Given a rational matrix G ∈ Rp×m(s). Its realization
G(s) = C(sE − A)−1B +D (4.12)
is referred to as strongly irreducible, if the pencils
[sE − A, B] and
[
sE −A
C
]
do not have zeros, neither finite nor infinite.
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Notice that strongly irreducibility is, in principle, equivalent to both com-
plete controllability and observability, compare Theorems 3.8 and 3.13. The
next theorem uncovers a connection between the pole of a rational matrix G
and the zero structure of the pencil sE − A corresponding to the strongly
irreducible realization (4.12). This result plays a crucial role in the proof of
Theorem 4.9.
Theorem 4.14. Given a rational matrix G ∈ Rp×m(s). If the realization
G(s) = C(sE −A)−1B +D is strongly irreducible, then the pole structure of
G at finite poles as well as at infinity is isomorphic to the corresponding zero
structure of sE −A.
Proof. See [111].
In order to prove Theorem 4.9 it remains to show the following fact.
Proposition 4.15. Let P (s) ∈ Rp×m(s) be a polynomial matrix. Then its
deflated realization
P (s) = Cd(sNd − I)−1Bd +Dd (4.13)
has the same order as its minimal realization
P (s) = Cm(sNm − I)−1Bm +Dm. (4.14)
Proof. As a matter of fact, a stronger assertion will be proved, namely that
the nilpotent matrices Nd and Nm have the same Jordan structure.
Realizations (4.13) and (4.14) are completely controllable and observ-
able, hence, due to the remark just after Definition 4.13, they are strongly
irreducible. This fact together with Theorem 4.14 implies that the zero struc-
tures of the pencils sNd − I and sNm − I at infinity are isomorphic to the
pole structure of P at infinity. Finally, taking into account that for every
nilpotent matrix N the structural indices of the zero of sN − I at infinity
coincide with the sizes of nilpotent blocks in the Jordan form of N reduced
by one, we have the desired result. Namely that the Jordan forms of Nd and
Nm and, consequently, their sizes are equal.
Remark 4.16. Some authors, see, e.g., [13], write that the result of The-
orem 4.9 is well-known and refer to [112]. But this result is NOT proved
there, neither explicitly nor implicitly. The authors of [112] do not even
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consider the issue of minimality in the sense of the present work. Instead
they deal with strongly irreducible realizations. We have seen that minimal
and deflated minimal realizations are strongly irreducible, but the converse
is not always true. In principle Theorem 4.9 could be deduced from some
observations made in [112] if the proof of Lemma 5.2 there were true. But
it contains a mistake. Probably this Lemma does hold but, anyway, it is not
proved there. Next we present Lemma 5.2 from [112], sketch the proof given
there and explain why this proof is mistaken (at least not complete).
[112, Lemma 5.2] Given a strongly irreducible system
[N, I, B, C, 0], (4.15)
where N is a nilpotent matrix in Jordan normal form. The standard state-
space system
[I, N, B, C, D] (4.16)
will in general not be irreducible, for it may possess decoupling zeros at s = 0.
However, (4.15) can be brought by allowed transformations to a system of the
same form, but one for which (4.16) is irreducible.
In the proof the authors argue as follows. Suppose that the matrices N ,B
and C are of the form:
N =
[
Nˆ 0
0 0
]
, B =
[
Bˆ
B∗
]
and C = [Cˆ, C∗]. (4.17)
System (4.15) is strongly irreducible if and only if
i) the first-position columns of Ĉ are linearly independent.
ii) the last-position rows of B̂ are linearly independent.
Similarly, the standard state-space system (4.16) is irreducible if and only if
ia) the first-position columns of Ĉ and the columns of C∗ form a linearly
independent system.
iib) the last-position rows of B̂ and the rows of B∗ form a linearly indepen-
dent system.
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Next they want to show that if ia) or iib) does not hold then (4.16) can be
made irreducible by means of allowed transformations. But they consider
only the case when ia) fails to hold due to the fact that some columns of C∗
are linear combinations of the first-position columns of Cˆ.
However, as the following example shows, there can be other situations when
ia) does not hold. These situations have not been considered by the authors,
thus the proof is at least incomplete.
In fact, take system (4.15) with
N =

0 1 0 0 0 0 0
0 0 1 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 1 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0

, B =

0 0
0 0
1 0
0 0
0 1
1 0
0 1

and
C =
 1 0 0 0 0 0 00 0 0 1 0 1 0
0 0 0 1 0 0 1
 .
Here
Ĉ =
 1 0 0 0 00 0 0 1 0
0 0 0 1 0
 and C∗ =
 0 01 0
0 1
 .
This system is strongly irreducible and the condition ia) does not hold. But,
nevertheless, the columns of C∗ are not linear combinations of the first-
position columns of Ĉ.
4.4 Realizations and Hankel matrices: the
second proof
The connection between control theory and the theory of structured matrices,
like Hankel matrices, is well known. In this section we will use it to show
that the assertion of Theorem 4.9 is a consequence of some rank properties
of certain block-Hankel matrices. We begin with discussing this relation in
detail and preparing the ground for proving the mentioned properties.
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4.4.1 Hankel matrices in control theory
A Hankel matrix is a matrix whose (i, j)th entry depends only on the sum
i+ j. We consider Hankel matrices of type
Ht,s =

h1 h2 . . . hs
h2 .
. . . .
. ...
... . .
.
. .
. ...
ht . . . . . . ht+s−1
 . (4.18)
It is clear that the matrix Ht,s is completely determined by only s + t − 1
parameters h1, h2, . . . , ht+s−1. In parallel with finite matrices we consider
also infinite Hankel matrices like
H =

h1 h2 . . . hr . . .
h2 .
. . . .
.
. .
.
. . .
... . .
.
. .
.
. .
.
. . .
hr . . . . . . h2r+1 . . .
... . .
.
. .
.
. .
.
. . .

. (4.19)
If we substitute scalars the hj in (4.18) and (4.19) by matrices Hj ∈ Rp×m,
then we arrive at so-called block -Hankel matrices
Ht,s =

H1 H2 . . . Hs
H2 .
. . ...
... . .
. ...
Ht . . . . . . Ht+s−1
 (4.20)
and
H =

H1 H2 . . . Hr . . .
H2 .
. . . .
.
. .
.
. . .
... . .
.
. .
.
. .
.
. . .
Hr . . . . . . H2r+1 . . .
... . .
.
. .
.
. .
.
. . .

. (4.21)
Hankel matrices appear in many fields of mathematics. In contest of lin-
ear systems theory they are particularly used in identification theory, model
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reduction and realization of standard systems, see [5, 65]. Here we are inter-
ested in the last application and to this end let us consider a standard linear
system
x˙(t) = Ax(t) +Bu(t),
y(t) = Cx(t) +Du(t).
(4.22)
Its transfer matrix
G(s) = C(sI − A)−1B +D
is proper and admits the following Laurent series expansion at infinity
G(s) =
∞∑
k=1
1
sk
CAk−1B +D,
which can be verified straightforward by making use of Neumann series. The
coefficients
G0 = D, Gk = −CAkB, k = 1, 2, . . .
are called the Markov parameters of G or, equivalently, of system (4.22).
Consider now a strictly proper rational matrix G whose Laurent series looks
like
G(s) =
1
s
G1 +
1
s2
G2 +
1
s3
G3 + . . . . (4.23)
The Markov parameters G1, G2, G3, . . . induce a sequence of block Hankel
matrices
Hk =

G1 G2 . . . Gk
G2 .
. . . .
. ...
... . .
.
. .
. ...
Gk Gk+1 . . . G2k−1
 , k = 1, 2, . . . .
These Hankel matrices have a remarkable property: there exists an integer
k0 ≥ 1 such that
rankHk = rankHk0 for all k ≥ k0.
We can also rewrite this as
rank

G1 G2 . . . Gr . . .
G2 .
. . . .
.
. .
.
. . .
... . .
.
. .
.
. .
.
. . .
Gr . . . . . . G2r+1 . . .
... . .
.
. .
.
. .
.
. . .

= k0 <∞.
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This property of an infinite Hankel matrix generated by Markov parameters
to have finite rank is characteristic for rational functions. If G is not rational,
then rank [Gi+j−1]
∞
i,j=1 may be infinite, see [5]. The next result is crucial for
our further considerations.
Theorem 4.17. Let G be a strictly proper rational function having the Lau-
rent expansion at infinity (4.23). Then the order of a minimal realization of
G is given by n = rank [Gi+j−1]
∞
i,j=1.
Proof. See [65].
4.4.2 The second proof
In view of the discussion at the end of Section 2.2, we will deal in the sequel
only with polynomial matrices P as in (4.11). Let
P (s) = C(sN − I)−1B +D (4.24)
be a realization of P . Consider a strictly proper rational function
G(s) = −1
s
(
P
(
1
s
)
−D
)
(4.25)
that can be realized as
G(s) = C(sI −N)−1B. (4.26)
As a consequence of Theorem 4.17 we obtain the following result.
Corollary 4.18. Consider a polynomial matrix P ∈ Rp×m(s) as in (4.11).
Then for any fixed matrix D ∈ Rp×m the order of a minimal realization of
(4.25) is equal to the rank of the block-Hankel matrix
H =

P0 −D P1 · · · Pn−1
P1 .
. . . .
.
0
... . .
.
. .
. ...
Pn−1 0 · · · 0
 .
Proof. Note that the rational matrix G is strictly proper and has only a finite
number of Markov parameters, by construction. These are P0−D,P1, . . . , Pn−1.
Thus, to complete the proof, it remains only to apply Theorem 4.17.
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Recall that we want to prove that the deflated minimal realization (4.13)
of (4.11) is its minimal realization. Notice that the order of (4.13) can be
computed directly. Namely, if we denote the number of Jordan blocks in N
of size i by ki, then the order of (4.13) is equal to
ndefl =
n∑
i=2
iki.
Observe, further, that the order of realization (4.24) is equal to the order of
(4.26) and, hence, by Corollary 4.18 it is not smaller than the rank of H.
Thus, in order to prove Theorem 4.9, we are left to prove the next lemma.
Lemma 4.19. Given a polynomial matrix P ∈ Rp×m(s) as in (4.11) having
a deflated minimal realization (4.13). If we denote the number of Jordan
blocks in N that have the size i by ki, then the following inequality holds:
rank

D˜ P1 · · · Pn−1
P1 .
. . . .
.
0
... . .
.
. .
. ...
Pn−1 0 · · · 0
 ≥
n∑
i=2
iki, for all D˜ ∈ Rp×m. (4.27)
The rest of the section is devoted to the proof of Lemma 4.19 that requires
some more notation. Let us consider the deflated minimal realization (4.13).
Notice that in what follows, to simplify notation, we will omit the index d in
the designation of the deflated minimal realization. Further, for the sake of
simplicity and without loss of generality, we will assume that all the nilpotent
Jordan blocks of N are ordered decreasingly by sizes. That is, if
N =

N1 0 . . . 0
0 N2 . . . 0
...
...
. . . 0
0 . . . 0 Nk
 ,
then the size of Ni is not smaller than the size of Nj , if i ≤ j. From the
definition of a deflated minimal realization we deduce that the matrices[
N
C
]
and [N, B]
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are of full column and row rank, respectively. The latter implies that the
columns of C corresponding to the first-position columns of nilpotent Jordan
blocks Ni must form a linearly independent system. We will call them,
following [112], the first-position columns of C. Analogously we define the
last-position rows of B as the rows that correspond to the last rows of Ni. All
the other columns of C and rows of B will be referred to as secondary columns
and rows, respectively. The following example illustrates the concepts just
introduced.
Example 4.20. Consider a polynomial P (s) = C(sN − I)−1B +D with
N =

0 1 0 0 0
0 0 1 0 0
0 0 0 0 0
0 0 0 0 1
0 0 0 0 0
 , B =

0 0
0 0
1 0
0 0
0 1
 ,
C =
[
1 0 0 0 0
0 0 0 1 0
]
and D =
[
1 1
1 1
]
.
This realization is deflated minimal. The matrix N here has only two nilpo-
tent blocks. The first block is of size 3 and the second one is of size 2. Hence,
k3 = k2 = 1 and ki = 0 for i ∈ N\{2, 3}. The first-position columns of C are
its first and fourth columns. The last-position rows of B are its rows number
three and five.
From now on we will be concerned with the proof of Lemma 4.19. We
will prove it by pointing out explicitly the
∑n
i=2 iki columns of the matrix in
the left-hand side of (4.27) that remain linearly independent for all possible
choices of D˜ ∈ Rp×m. The following lemma gives the first part, namely∑n
i=2(i− 1)ki, of these columns.
Lemma 4.21. Under the conditions of Lemma 4.19 the relation
rank

Pl Pl+1 · · · Pn−1
Pl+1 .
. . . .
.
0
... . .
.
. .
. ...
Pn−1 0 · · · 0
 = (n− l)kn + · · ·+ 2kl+2 + kl+1 (4.28)
holds for all l = 1, 2, . . . , n− 1.
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Proof. We will conduct the proof by backward induction. Before we proceed
with the first step, notice that
Pl = CN
lB (4.29)
and
CN lB =
[
kn∑
i=1
n−l−1∑
j=0
bni−j, 1c
ni−j−l +
kn−1∑
i=1
n−l−2∑
j=0
bnkn+(n−1)i−j, 1c
nkn+(n−1)i−j−l
+ · · ·+
kl+1∑
i=1
bnkn+(n−1)kn−1+···+(l+1)i, 1c
nkn+(n−1)kn−1+···+(l+1)i−l . . .
]
,
(4.30)
for l = 1, 2, . . . , n − 1. Here ci denotes the ith column of C, and bi,j de-
notes the (i, j)th entry of B. Both these relations are obtained by means of
straightforward evaluations.
Step 1. l = n− 1.
In this case the assertion is that rankCNn−1B = kn. From (4.30) we get
CNn−1B =
[
kn∑
i=1
bni, 1c
ni−(n−1), . . . ,
kn∑
i=1
bni,mc
ni−(n−1)
]
. (4.31)
Consider a matrix Bn which is built by the first kn last-position rows ofB, i.e.,
those corresponding to the nilpotent Jordan blocks of size n. This matrix
is of full-row rank, hence it has exactly kn linearly independent columns.
Without loss of generality we assume that columns 1, 2, . . . , kn of B are
linearly independent.
Now let us show that the first kn columns of CN
n−1B form a maximal
linearly independent subsystem of columns. In fact, consider
α1
kn∑
i=1
bni, 1c
ni−(n−1) + · · ·+ αkn
kn∑
i=1
bni, knc
ni−(n−1) = 0. (4.32)
The vectors cin−(n−1), i = 1, . . . , kn are linearly independent as first-position
columns of C. Hence (4.32) implies
α1bn, 1 + · · ·+ αknbn, kn = 0
α1b2n, 1 + · · ·+ αknb2n, kn = 0
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
α1bknn, 1 + · · ·+ αknbknn, kn = 0
(4.33)
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But this system of equations in αi has only the trivial solution, because of
the linear independence of the vectors
bn, i
b2n, i
...
bknn, i
 , i = 1, . . . , kn.
This proves linear independence of the first kn columns of CN
n−1B. The fact
that CNn−1B cannot have more than kn linear independent columns directly
follows from
rankNn−1 = kn.
Induction step.
Denote, for the sake brevity, the block-Hankel matrix in the left-hand side
of relation (4.28) by Hl. Thus, we want to show that
rankHl = (n− l)kn + · · ·+ 2kl+2 + kl+1,
provided
rankHl+1 = (n− l − 1)kn + · · ·+ 2kl+3 + kl+2.
In other words, we are going to prove that the matrix Hl has exactly
(n − l)kn + · · · + 2kl+2 + kl+1 linear independent columns. To do this we
will point out those kn + kn−1 + · · ·+ kl+1 columns of
CN lB
CN l+1B
...
CNn−1B
 (4.34)
which, together with the (n− l − 1)kn + · · ·+ 2kl+3 + kl+2 columns of[ Hl+1
0
]
computed at the previous stage according to the same scheme, form a maxi-
mal linearly independent subsystem of columns of Hl.
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The first kn+kn−1+ · · ·+kl+2 columns of (4.34) are chosen in such a way
that the corresponding columns from
CN l+1B
CN l+2B
...
CNn−1B

are involved in the maximal linear independent subsystem of columns of
Hl+1. This is possible by the inductive assumption. The remaining kl+1
columns we choose according to the following principle: The corresponding
kn + kn−1 + · · · + kl+1 columns of a matrix Bl+1, composed from the first
kn+kn−1+ · · ·+kl+1 last-position rows, have to be linearly independent. The
latter is always possible, because Bl+1 is of full rank. Here again, without loss
of generality, we have assumed that the mentioned columns are numbered
1, 2, . . . , kn + · · ·+ kl+1.
Let us prove now the linear independence of the constructed system.
Suppose that
kn+···+kl+1∑
j=1
αl+1j x
l+1
j +
kn+···+kl+2∑
j=1
αl+2j x
l+2
j + · · ·+
kn∑
j=1
αn−1j x
n−1
j = 0. (4.35)
Here, the vectors xkj are columns from the k-th block-column of Hl, i.e., from
CNkB
...
CNn−1B
0
...
0

.
The vectors xkj are partitioned into blocks according to (4.28). Such blocks
are called tiers. It is clear that all the vectors have n − l tiers. In each tier
in the left-hand side of (4.35) we find a linear combination of columns of C.
Among them are first-position columns, as well as secondary columns. Next
we show that, fortunately, the secondary columns are cancelled. We do it
by considering (4.35) recursively tier after tier, and we start from the lowest
one.
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For tier n − 1 of (4.35), (4.30) together with the linear independence of
first-position columns of C, corresponding to Jordan blocks of size n, imply
that
kn+···+kl+1∑
j=1
αl+1j bni,j = 0 for all i = 1, . . . , kn. (4.36)
These relations cancel secondary columns from the part of (4.35) correspond-
ing to the next tier, namely tier n− 2.
Before we proceed, remark that, as it becomes obvious from (4.30), on
each new level arise first-position and secondary columns corresponding to
Jordan blocks of smaller size. As an illustration, on the tier n− 1 there were
only columns corresponding to Jordan blocks of size n, on the tier n − 2
columns connected with Jordan blocks of size n− 1 become involved and so
on.
Now we show that the parts of (4.35) corresponding to the tiers from n−1
to k + 1, k = n − 2, . . . , l guarantee the cancellation of secondary columns
on the tier k. In fact, the case k = n − 2 was checked above. Suppose
that on tiers n−1, . . . , k+1 there are no secondary columns any more. This
assumption implies that the tier with the number n−s, for s = 1, . . . , n−k+1
generates exactly s groups of conditions, namely
kn+···+kl+1∑
j=1
αl+1j bni+(n−1)kn−1+···+(n−s+1)i,j = 0
for i = 1, . . . , kn−s+1;
kn+···+kl+1∑
j=1
αl+1j bni+(n−1)kn−1+···+(n−s+2)i−1,j
+
kn+···+kl+2∑
j=1
αl+2j bni+(n−1)kn−1+···+(n−s+2)i,j = 0
for i = 1, . . . , kn−s+2;
And so on. The last group of conditions is given by
kn+···+kl+1∑
j=1
αl+1j bni−s+1,j +
kn+···+kl+2∑
j=1
αl+2j bni−s+2,j + · · ·+
kn+···+ks∑
j=1
αsjbni,j = 0
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for i = 1, . . . , kn.
It is useful to number these conditions as
(n− s, 1), (n− s, 2), . . . , (n− s, s) for s = 1, . . . , n− k + 1.
We have obtained these conditions as follows. According to our assumption,
each tier from n − 1 to k + 1 contains only first-position columns. The
(n−s)th tier presents exactly s groups of first-position columns corresponding
to Jordan blocks of sizes n, n−1, . . . , n−s+1. Every such a group generates
one group of conditions. The left-hand sides of each group of conditions
are just the coefficients of the first-position columns from the corresponding
group.
Now, carefully writing down (4.35) on tier k we see that the condi-
tions above cancel all the secondary columns on this tier. To be more
precise, conditions (n − 1, 1), (n − 2, 2), . . . , (k + 1, n − k − 1) cancel sec-
ondary columns corresponding to Jordan blocks of size k + 1. Conditions
(n − 2, 1), (n − 3, 2), . . . , (k + 1, n − k − 2) cancel secondary columns cor-
responding to Jordan blocks of size k + 2, etc. Thus, we have proved that
(4.35) does not contain secondary columns on each tier.
To prove that all α-s in (4.35) are zero, it is enough to show that
αl+1j = 0 for all j = 1, . . . , kn + · · ·+ kl+1. (4.37)
It is enough because of the induction assumption which implies the linear
independence of xij , for i = l + 2, . . . , n − 1. We derive (4.37) considering
(4.35) successively, tier by tier. As it was already emphasised above, (4.35)
represents on each tier a linear combination of first-position columns corre-
sponding to Jordan blocks of different sizes. And on each tier only αl+1j ap-
pear as coefficients by first-position columns corresponding to Jordan blocks
of the smallest size. In other words, these first-position columns arise only in
the first sum of (4.35). As an illustration, for the last tier this smallest size
mentioned above is n, for the tier n− 2 it is n− 1 and so on. Writing down
the part of (4.35) generated by these first-position columns, we obtain that
αl+1 =

αl+11
αl+12
...
αl+1kn+···+kl+1
 (4.38)
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must satisfy the equality
Bl+1α
l+1 = 0, (4.39)
where Bl+1 is a (kn+· · ·+kl+1)×(kn+· · ·+kl+1) sub-matrix of B, constructed
from its first kn + · · · + kl+1 last-position rows such that Bl+1 is invertible.
Hence αl+1 = 0 and (4.35) is satisfied only for αij all equal to zero.
We are left to show that the system of vectors xij just constructed is really
maximal. In other words, if we add another column to it, then the resulting
system will not be linearly independent any more. As a matter of fact, take
a column of 
CN lB
CN l+1B
...
CNn−1B
 ,
call it xl+1kn+···+kl+1+1 and show that
kn+···+kl+1+1∑
j=1
αl+1j x
l+1
j +
kn+···+kl+2∑
j=1
αl+2j x
l+2
j + · · ·+
kn∑
j=1
αn−1j x
n−1
j = 0 (4.40)
has a nontrivial solution αij . Consider the part of (4.40) corresponding to
the first-position columns connected with smallest Jordan blocks on each tier.
These columns appear only in the first sum of (4.40) and they will generate
the equality
Bl+1α
l+1 = αl+1kn+···+kl+1+1b (4.41)
for some vector b and αl+1, Bl+1 as in (4.39). Pick an arbitrary
αl+1kn+···+kl+1+1 6= 0.
As the equation (4.41) always has a solution, we have already the first part
of the α-s for (4.40). The rest of the α-s is uniquely determined by con-
sidering successively parts of (4.40) generated by the first-position columns
corresponding to Jordan blocks of smaller sizes. Doing this, at each stage we
find αsj for s = l + 2, . . . , n from
Bsα
s = bs (4.42)
for some bs computed earlier. Here Bs and α
s are composed like in (4.39)
and the invertibillity of Bs guarantees the solvability of (4.42).
44 CHAPTER 4. REALIZATION OF RATIONAL MATRICES
Let us resume what has been done above. We have shown that the system
of
(n− l)kn + · · ·+ 2kl+2 + kl+1
vectors xij in (4.35) is linear independent and cannot be expanded to a larger
linearly independent system. These vectors are columns of Hl, and, hence,
rankHl = (n− l)kn + · · ·+ 2kl+2 + kl+1.
This completes the proof.
Remark 4.22. In the proof of the previous Lemma it was implicitly assumed
that ki 6= 0 for i = 2, . . . , n. But the structure of the proof shows that this
assumption can be neglected.
Proof of Lemma 4.19.
We just point out here precisely nkn + · · ·+ 2k2 numbers of columns of
D˜ P1 · · · Pn−1
P1 .
. . . .
.
0
... . .
.
. .
. ...
Pn−1 0 · · · 0
 (4.43)
which remain linearly independent for all D˜ ∈ Rp×m.
Applying Lemma 4.21 for l = 1, we obtain (n − 1)kn + · · · + k2 linearly
independent columns from
P1 P2 · · · Pn−1
P2 .
. . . .
.
0
... . .
.
. .
. ...
Pn−1 0 · · · 0
 . (4.44)
Moreover, from the proof of Lemma 4.21 we conclude that kn + · · · + k2 of
them are columns of 
P1
P2
...
Pn−1
 .
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Without loss of generality, assume these are columns 1, 2, . . . , kn + · · ·+ k2.
Now, take the first kn + · · ·+ k2 columns from
D˜
P1
...
Pn−1

and prove they are linear independent from the (n− 1)kn+ · · ·+ k2 columns
from (4.44) for all choices of D˜. Proceed as usual, i.e., write down their linear
combination
kn+···+k2∑
j=1
α0jx
0
j +
kn+···+k2∑
j=1
α1jx
1
j + · · ·+
kn∑
j=1
αn−1j x
n−1
j = 0. (4.45)
Consider those parts of (4.45) corresponding to the last (n−1) tiers. It looks
like
kn+···+k2∑
j=1
α0jx
1
j +
kn+···+k2∑
j=1
α1jy
1
j + · · ·+
kn∑
j=1
αn−1j y
n−1
j = 0. (4.46)
The vectors yij need not be linearly independent, but they are all columns of
P2 P3 · · · Pn−1
P3 .
. . . .
.
0
... . .
.
. .
. ...
Pn−1 0 · · · 0
 .
Hence, they can be represented as linear combinations of linear independent
vectors xij for i ≥ 2. Thus (4.46) can be rearranged as
kn+···+k2∑
j=1
α0jx
1
j +
kn+···+k3∑
j=1
β1jx
2
j + · · ·+
kn∑
j=1
βn−1j x
n−1
j = 0.
But all the vectors xij here are linearly independent, hence
α0j = 0 for all j = 1, . . . , kn + · · ·+ k2. (4.47)
At last, substituting (4.47) in (4.45) yields that all αij are zero, and the proof
is complete. 
In conclusion it remains only to recall that Theorem 4.9 follows from Lemma 4.19.
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Chapter 5
Accuracy issues in computing
a minimal realization
Developing stable algorithms for solving control problems has been and still
remains an active area of numerical mathematics [33, 69, 82, 15, 108, 109].
The advantage of such algorithms is that they produce small backward er-
rors. Because of inevitable round-off, it is the best what we can expect. The
last circumstance became the reason why the notions stable and reliable are
often confused, see [58] for a detailed discussion of this subject. A reliable
method should, additionally to stability, provide some estimate on the dis-
tance between the computed and the exact solutions. Such an estimate can
be deduced by means of sensitivity analysis of the underlaying problem with
respect to perturbations in the data. In this chapter we address the problem
of the computation of a minimal realization from a non-minimal one. Stable
algorithms for this problem are known already for a long time, see [108, 109],
whereas the accuracy issue has remained without attention. Here we present
some error bounds that allow us to asses accuracy of a computed minimal
realization.
5.1 Reliable algorithms
Suppose we have some problem to be solved numerically. Any numerical
method implemented on a computer cannot in general compute the exact
solution. The reason for this is finiteness of the machine arithmetic. Hence,
the question on the accuracy of the computed solution becomes important.
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Taking this into account, it seems reasonable to call a numerical method
reliable, if it is able to compute the solution with high accuracy, if it is
possible, and provide some quantitative error bound. It is clear that the
accuracy of the computed solution depends on two factors. The first factor
is given by the properties of the computational algorithm in use. The second
factor is the sensitivity of the problem with respect to perturbations in the
data. In this section we discuss these aspects a little more closely.
5.1.1 Sensitivity of computational problems
In many cases we can write down a computational problem either in explicit
y = f(x), (5.1)
or in implicit form
φ(x, y) = 0. (5.2)
Here x and y denote the data and the result, respectively. We assume that
they are elements of some vector spaces X and Y , respectively. The functions
f and φ are given functions, defined on X and X×Y , respectively. Actually,
the majority of computational problems that one has to deal with are given
in implicit form (5.2). Think of systems of equations, linear or non-linear, or
of eigenvalue problem, for instance. But for illustration of accuracy issues the
explicit form (5.1) is better suited. In the current and the next subsection
we will deal only with such classes of problems.
When we have to compute y = f(x) it is usual that the data x becomes
subject to perturbations. These perturbations may have different nature:
measurement errors, modelling or round-off errors, to mention some of them.
Such perturbations in the data obviously effect the result. That is, if the
data x is changed to xˆ = x+∆x, then the result y is changed to yˆ = y+∆y.
The perturbation, or sensitivity, analysis of the computational problem (5.1)
studies the quantitative effect of the data perturbation on the result. For
the purpose of such analysis, the concept of a condition number has been
proposed. If we suppose, for simplicity, that f is a twice differentiable scalar
function of a scalar argument, then from the Taylor series of f we have
∆y = f(x+∆x)− f(x) = f ′(x)∆x+O(∆x2).
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Under conditions f(x) 6= 0, x 6= 0 and smallnes of ∆x the latter can be
rewritten as
∆y
y
≈ xf
′(x)
f(x)
∆x
x
,
where the second order term in ∆x is omitted. The quantity
c(x) =
∥∥∥∥xf ′(x)f(x)
∥∥∥∥
that measures, for small ∆x, a relative change in the result y with respect to
a relative change in the data x, is called the relative condition number of the
computational problem (5.1). According to the magnitude of the condition
number, computational problems can be classified into several categories. For
example, the regular problem (5.1) is referred to as well-conditioned or ill-
conditioned, if the corresponding relative condition number is small or large,
respectively. The adjective ”regular” in the previous sentence just means
that the condition number of the problem is well-defined. If this is not the
case, then the problem is called singular, [57]. Numerical computation of
the rank of a matrix is, for example, a singular problem. It is clear that the
solving an ill-conditioned problem on a computer may lead to large errors
in the result. Notice that a condition number of a problem is not always
uniquely defined. Here is one example for it.
Example 5.1. Consider a system of linear equations Ax = b, where x is the
vector of unknowns, A and b are the given coefficient matrix and right-hand
side vector, respectively. For such problems a condition number is usually
defined as
cond(A) = ‖A‖‖A−1‖,
for some matrix norm ‖·‖. But sometimes the Bauer-Skeel condition number
condc(A) = ‖|A||A|−1‖
is more useful, see [48, 57].
5.1.2 Stability of numerical algorithms
The second characteristic property that every reliable algorithm should posses
is numerical stability. To introduce this concept consider again the computa-
tional problem (5.1). Due to finite arithmetic any computational algorithm
50 CHAPTER 5. ACCURACY ISSUES
running on a computer necessarily introduces errors. In order to study the
influence of these errors on the final result it happens to be beneficial to
interpret them as perturbations in the data. In fact, if it were possible, then
we could estimate the accuracy of the computed solution using the technique
from the previous subsection. Fortunately, it is often possible. In this case
the computed solution is given by
yˆ = f(x+∆x),
for some perturbation ∆x that can be estimated. The process of interpreting
round-off errors as perturbations in the data is called backward error analysis
and the quantity ∆x is referred to as the backward error. Both these concepts
have been systematically developed and popularized by Willkinson in the
1950s and 1960s, see [115, 116]. Backward error analysis leads to the notion
of stable algorithms. It is difficult to give a rigorous definition of this notion.
Roughly it means the following: an algorithm for computing y = f(x) is
called backward stable if it computes the result yˆ = f(x +∆x) with a small
backward error ∆x. The adjective ”small” here should be understood in
the context of the problem under consideration. Usually backward errors
satisfying
|∆x| ≤ cε|x|,
where c is a moderate constant and ε is the machine precision, are referred
to as being small. There are many algorithms that are not backward stable
in the previous sense but they have nearly the same numerical properties.
Namely, the results yˆ provided by such algorithms satisfy a weaker condition
yˆ +∆y = f(x+∆x),
for small ∆y and ∆x. Such algorithms are called numerically stable. Resum-
ing we can say that numerically stable algorithms compute almost correct
answers for almost correct data.
Example 5.2. Consider a matrix A ∈ Rn×n. It is well known, see [57], that
the QR decomposition
A = QR,
where Q is orthogonal and R is an upper triangular matrix, can be computed
in a stable way using, for example, Hausholder transformations. That is, the
computed factors Qˆ and Rˆ satisfy
A+∆A = QˆRˆ with ‖∆A‖2 ≤ ε‖A‖2.
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On the other hand, there is no stable algorithm for computing another famil-
iar decomposition of A, namely the LU decomposition
A = LU,
with lower triangular L and upper triangular U , see [48, 57].
5.2 Computing a minimal realization in a sta-
ble way
In this section we discuss a stable procedure for computing a minimal realiza-
tion from a non-minimal one. This discussion is mainly based on [108, 109].
Consider a proper rational matrix G ∈ Rp×m(s) that has a realization
x˙(t) = Ax(t) +Bu(t),
y(t) = Cx(t) +Du(t)
(5.3)
of order n. We assume that realization (5.3) is non-minimal. The first
algorithm for computing a minimal realization
˙˜x(t) = Acox˜(t) +Bcou(t),
y(t) = Ccox(t) +Du(t)
(5.4)
from the non-minimal (5.3) is, probably, due to Rosenbrock, see [91]. (Sub-
scripts co in the designation of (5.3) reflects the fact that for standard state-
space systems minimality equals both controllability and observability [65].)
The procedure proposed by Rosenbrock computes (5.4) from (5.3) in two
steps. First, it extracts a controllable part of system (5.3). Second, an ob-
servable part of this controllable part is computed. Both extractions are
carried out by operating on the system matrix
P =
[
A B
C D
]
.
The operations being involved here are of two types. It is either interchanging
two rows of P followed by interchanging columns with the same indices, or
addition of a row premultiplied by a constant to another row accompanied
by the same operation on corresponding columns. One can show that this
algorithm is not stable. We will not prove this rigorously, but, indeed, what
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we have here is, in principle, a modified Gaussian elimination that is unstable,
see, e.g., [48, 107].
The first stable alternative to the algorithm of Rosenbrock has been pro-
posed by Van Dooren, see [35, 106]. There are also some other versions,
see, e.g., [27, 83, 109]. This algorithm computes an analogue to the Kalman
decomposition (see Section 2.2) extracting a controllable and observable sub-
system of the given system (5.3). The structure of the new algorithm coin-
cides with that of the algorithm of Rosenbrock, but the implementation uses
only orthogonal transformations and this ensures stability.
Notice that due to duality between controllability and observability, dis-
cussed at the very end of Chapter 1, computation of an observable part of
the system (5.3) is equivalent to computation of a controllable part of the
dual system [A⊤, C⊤, B⊤, D⊤]. (Notice that because we deal in this section
exclusively with standard state-space systems as in (6.5), we use for them a
shorter notation [A,B,C,D] instead of [I, A,B, C,D].) Hence, in order to
compute a minimal realization it suffices to have a procedure for extracting a
controllable part of a system. Van Dooren has proposed in [108] Algorithm 1,
usually referred to as stair-case algorithm.
If Algorithm 1 stops at EXIT1, then the constructed transformation T
brings the pencil [sI −A, B] to the form
[T−1(sI −A)T, T−1B] =
[
sIc¯ −Ac¯ 0 0
× sIc − Ac Bc
]
=

sIτk −Aτk 0 0
−Xk sIρk − Yk −Zk 0
. . .
. . .
...
× . . . −Z2 0
sIρ1 − Aρ1 Z1
 .
In case of EXIT2 we obtain the similar decomposition but without the un-
controllable part. All the matrices Z1, Z2, . . . , Zk have full row rank by con-
struction. This implies that the matrix [sIc − Ac, Bc] is of full row rank for
all s ∈ C. Due to Theorem 3.8, this is equivalent to controllability of the sub-
system [Ac, Bc, Cc, D]. Now we are ready to write down a minimal realization
procedure. Suppose we are given a realization (5.3) that is non-minimal. We
compute the minimal realization (5.4) in two steps as follows. Let Tc be a
transformation computed by Algorithm 1. Then, applying it to the system
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[A,B,C,D], we obtain:
[
T−1c
Ip
] [
A B
−C D
] [
Tc
Im
]
=
 Ac¯ 0 0× Ac Bc
× Cc D
 .
Algorithm 1 Computation of a controllable subsystem
Input: A system [A,B,C,D].
Output: A controllable subsystem [Ac, Bc, Cc, D]; (optionally) the transfor-
mation matrix T .
Set c := 0; T := I; A0 = A; B0 = B;
for j = 1, 2, 3, . . . do
Construct an orthogonal transformation Uj to compress the rows of Bj−1
as follows (ρj and τj are defined by the compression):
τj{
ρj{
[
0
Zj
]
:= U⊤j Bj−1;
if ρj = 0 goto EXIT1 endif
if τj = 0 goto EXIT2 endif
Transform and partition analogously Aj−1, and rename the obtained
blocks as follows:
τj{
ρj{
[
Aj Bj
Xj Yj
]
:= U⊤j Aj−1Uj;
Update
T := T
[
Uj
Ic
]
;
c := c+ ρj ;
end for
EXIT1: k := j − 1; τ := τk; c¯ := n− c; stop
EXIT2: k := j; Zk := Bk; Yk := Ak; c¯ := 0; c := n; stop
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After that we extract the observable part of the controllable system
[Ac, Bc, Cc, D] by means of the transformation To that we construct apply-
ing Algorithm 1 to [A⊤c , C
⊤
c , B
⊤
c , D
⊤]. We define an ultimate transformation
matrix via
T = Tc
[
Ic¯
To
]
and at last we arrive at
[
T−1
Im
] [
A B
−C D
] [
T
Ip
]
=

Ac¯ 0 0 0
× Aco¯ × ×
× 0 Aco Bco
× 0 −Cco D
 . (5.5)
The resulting system [Aco, Bco, Cco, D] is thus controllable and observable,
that is, minimal and has the same transfer function as [A,B,C,D].
Remark 5.3. Since only orthogonal transformation are used, the presented
procedure for computing a minimal realization is backward stable. It means
that for the computed minimal realization
˙ˆx(t) = Aˆcoxˆ(t) + Bˆcou(t),
yˆ(t) = Cˆcoxˆ(t) + Dˆu(t)
(5.6)
with the transfer function
Gˆ(s) = Cˆco(sI − Aˆco)−1Bˆco + Dˆ (5.7)
there exists a system [A¯, B¯, C¯, D], of the same order as (5.3), such that
Gˆ(s) = C¯(sI − A¯)−1B¯ +D.
The system [A¯, B¯, C¯, D] satisfies the conditions
‖X¯ −X‖2 ≤ cXε‖X‖2, X = A,B,C,
where cX are some constants of moderate magnitude and ε is the machine
precision. The orthogonal transformations Uj used for row compressions can
be implemented either via the singular value decomposition or via the QR
decomposition. Both variants are backward stable [48]. Notice also that the
magnitude of the constants cX depends on a threshold used by rank decisions
for row compressions, see [107] for more details and proofs.
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5.3 Accuracy measures
Suppose we have computed a minimal realization of a rational function G.
Due to round-off the computed realization does not in fact correspond to G
but rather to another rational matrix Gˆ. This circumstance leads to a natural
question: how close is Gˆ to G? This question generates immediately another
one: close in what sense? How must we compare two rational matrices? Here
we have several possibilities. If, for instance, rational matrices G and Gˆ are
given by partial fraction expansions, then we could compare the coefficients of
these expansions. But what do we have to do, ifG and Gˆ have different poles?
Another possibility is to compare G and Gˆ entry-wise. But this can also be
problematic, if some entries of these matrices have different degrees. Van
Dooren in [107] proposes the third comparison criterion. Namely, suppose
that two rational matrices G and Gˆ are given by their realizations
G(s) = C(sI −A)−1B +D and Gˆ(s) = Cˆ(sI − Aˆ)−1Bˆ + Dˆ.
We assume, without loss of generality, that these realizations are of equal
order. Then G and Gˆ are referred to as δ-close to each other, if
‖X − Xˆ‖ ≤ δ‖X‖
holds true for X = A,B,C,D. Taking into account Remark 5.3 we see that
the transfer function (5.6), computed by the procedure from the previous
section, is δ-close to the transfer function of the original realization (5.3).
The quantity δ here depends on relative accuracy used during rank decisions
in Algorithm 1. However, as the next example, see [107], shows, the concept
of δ-closeness is not always appropriate for accuracy estimation.
Example 5.4. Consider a system [A,B,C,D] with
A =
[
1010 0
0 1
]
, B =
[
0
1
]
, C = [0, 1] and D = 1.
Its minimal realization and transfer function are given by
[1, 1, 1, 1] and G(s) =
s
s− 1 ,
respectively. The perturbed model [Aε, Bε, Cε, Dε], where
Aε =
[
1010 0
0 0
]
, Bε =
[
0
1
]
, Cε = [0, 1] and Dε = 1,
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satisfies ‖X − Xˆ‖F ≤ 10−10‖X‖F for X = A,B,C,D, but its minimal real-
ization and transfer function are
[0, 1, 1, 1] and Gε(s) =
s+ 1
s
,
respectively. It is clear that G and Gε are can hardly be considered as being
close.
In the next subsections we propose two alternative error-estimates that
are based on comparison between the outputs of the original and the com-
puted systems. The first estimate is obtained in the frequency domain, the
second one in the time-domain.
5.3.1 Resolvent-based bound
A minimal realization of the linear system (5.3) can be computed for several
reasons. One of them is the computation of the transfer function. Having this
application in mind we propose here to express the error using the L∞-norm
defined as
‖G‖∞ = sup
ω∈R
‖G(iω)‖2.
We will also need the norms in the functional spaces L(R) and L∞(R) given
by
‖f‖2 =
(∫ ∞
−∞
(f(t))⊤f(t) dt
)1/2
and
‖f‖∞ = sup
t∈R
‖f(t)‖2,
respectively. This choice of L∞-norm can be justified as follows. If we denote
by y and yˆ the outputs of the original system (5.3) and the computed system
(5.6) corresponding to the same input u, respectively, then we have
‖y − yˆ‖2 ≤ ‖G− Gˆ‖∞‖u‖2,
see [121]. This means that if we take as an error measure the difference
between the original and the computed transfer functions, then this in fact
corresponds to estimating the distance between the outputs of the original
and computed systems for the same input. It seems to be reasonable to
consider two control systems as being close, if they produce almost the same
output for the same input.
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Theorem 5.5. Let (5.6) be the computed minimal realization of system (5.3).
Assume that there exist matrices ∆A ∈ Rn×n,∆B ∈ Rn×m,∆C ∈ Rp×n such
that
Gˆ(s) = (C +∆C)(sI − (A+∆A))−1(B +∆B) +D (5.8)
holds. Define
M = sup
ω∈R
‖(iωI −A)−1‖2. (5.9)
If the condition
M‖∆A‖2 < 1 (5.10)
is fulfilled, then the following estimate holds:
‖G− Gˆ‖∞ ≤M‖B‖2‖C‖2M‖A‖2δA + δB + δC + δBδC
1−M‖A‖2δA , (5.11)
where
δX =
‖∆X‖2
‖X‖2 , X = A,B,C. (5.12)
Proof. Taking into account condition (5.10) and using Neumann series we
obtain
(sI − (A+∆A))−1 = (sI −A)−1+(sI−A)−1∆A(sI− (A+∆A))−1. (5.13)
Using the previous equality we rewrite the right-hand side of (5.8) as follows
Gˆ(s) =(C +∆C)((sI −A)−1+(sI −A)−1∆A(sI − (A +∆A))−1)(B +∆B)
= C(sI − A)−1B +∆C(sI −A)−1B + C(sI − A)−1∆B
+∆C(sI −A)−1∆B + C(sI − A)−1∆A(sI − (A+∆A))−1B
+∆C(sI −A)−1∆A(sI − (A+∆A))−1B
+C(sI − A)−1∆A(sI − (A+∆A))−1∆B
+∆C(sI −A)−1∆A(sI − (A+∆A))−1∆B.
This leads to the following estimate of ‖G(s)− Gˆ(s)‖2 for all s ∈ C.
‖G(s)− Gˆ(s)‖2 ≤ ‖∆C‖2‖(sI − A)−1‖2‖B‖2 + ‖C‖2‖(sI −A)−1‖2‖∆B‖2
+‖∆C‖2‖(sI −A)−1‖2‖∆B‖2
+‖C‖2‖(sI − A)−1‖2‖∆A‖2‖(sI − (A +∆A))−1‖2‖B‖2
+‖∆C‖2‖(sI −A)−1‖2‖∆A‖2‖(sI − (A+∆A))−1‖2‖B‖2
+‖C‖2‖(sI − A)−1‖2‖∆A‖2‖(sI − (A +∆A))−1‖2‖∆B‖2
+‖∆C‖2‖(sI−A)−1‖2‖∆A‖2‖(sI−(A+∆A))−1‖2‖∆B‖2.
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Finally, taking into account the inequality
‖(sI − (A+∆A))−1‖2 ≤ ‖(sI − A)
−1‖2
1− ‖(sI − A)−1‖2‖δA‖2
by simple algebra we obtain the desired result.
Notice that if the minimal realization (5.6) has been computed by means
of the stair-case algorithm, then the assumption (5.8) is fulfilled and the
quantities (5.12) are of the order of the machine precision, see Remark 3.3.
Quantity (5.9) can be considered as a ”condition” number for the problem
of computation of a minimal realization. If it is small, then the computed
minimal realization can be considered to be accurate. If not, we should
not trust the results of computations. It turns out that the parameter M
also measures the distance to instability. It expresses the reciprocal of the
norm of a minimal additive perturbation E that makes a stable matrix A
an unstable A + E (see [22]). This implies that for a stable linear system
[A,B,C,D] whose matrix A can lose stability under small perturbations it
is problematic to compute its minimal realization accurately even by means
of a stable algorithm.
5.3.2 Matrix exponential based bound
We can also estimate the accuracy of the computed minimal realization in an
alternative way. The starting point here again is to consider the difference
between the outputs of the original and the computed systems. But now we
operate in the time-domain. Let a system [Aˆ, Bˆ, Cˆ, D] denote the computed
minimal realization of the original system [A,B,C,D]. We suppose that
there exists a system
[A+∆A,B +∆B,C +∆C,D]
whose transfer function equals that of [Aˆ, Bˆ, Cˆ, D]. Here the perturbation
matrices ∆A,∆B,∆C satisfy inequalities
‖∆X‖ ≤ cXε‖X‖
for X = A,B,C, some moderate constants cX and the machine precision ε.
Notice that this assumption is fulfilled if [Aˆ, Bˆ, Cˆ, D] is computed by means
of the stair-case algorithm.
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Equality of the transfer functions of two linear systems means that their
outputs caused by the same input also coincide. These observations lead to
the following expression for the outputs difference
y(t)−yˆ(t) =
t∫
0
CeA(t−τ)Bu(τ) dτ −
t∫
0
CˆeAˆ(t−τ)Bˆu(τ) dτ
=
t∫
0
CeA(t−τ)Bu(τ) dτ −
t∫
0
(C+∆C)e(A+∆A)(t−τ)(B+∆B)u(τ) dτ
=
t∫
0
(
CeA(t−τ)B − (C +∆C)e(A+∆A)(t−τ)(B +∆B)) u(τ) dτ
Using this expression we can estimate the norm of
y(t)− yˆ(t)
for any t ≥ 0 in the following manner
‖y(t)−yˆ(t)‖2≤
t∫
0
∥∥CeA(t−τ)B−(C+∆C)e(A+∆A)(t−τ)(B+∆B)∥∥
2
‖u(τ)‖2dτ
≤
t∫
0
∥∥CeA(t−τ)B − (C+∆C)e(A+∆A)(t−τ)(B+∆B)∥∥
2
dτ‖u‖∞.
(5.14)
Thus, in order to obtain an upper bound for ‖y(t)−yˆ(t)‖2 we need to estimate
the integral in (5.14). We can do it by exploiting perturbation bounds for the
matrix exponential. There is a plenty of results in the literature on bounds
of type ∥∥eAt∥∥ ≤ η(t)eξ(t)t
and perturbation bounds like∥∥e(A+∆A)t − eAt∥∥ ≤ η(t)eξ(t)t (eη(t)‖∆A‖t − 1) ,
for some appropriate scalar functions η and ξ, see, e.g., [30, 64]. Here we use
a bound based on the logarithmic norm.
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The concept of logarithmic norm has been first introduced by Dahlquist
[30], where it has been used for investigation of numerical methods for ordi-
nary differential equations, see also [99].
Definition 5.6. Given a matrix A ∈ Rn×n. The value
µ(A) = lim
h→0
(‖I + hA‖ − 1
h
)
is called the logarithmic norm of A associated with the norm ‖ · ‖.
In case of the spectral norm ‖ · ‖2 the logarithmic norm of A can be
computed as
µ2(A) =
1
2
λmax(A+ A
⊤), (5.15)
where λmax(A+ A
⊤) stands for the largest eigenvalue of A+ A⊤, see [99].
For our purposes we need a very important property of the logarithmic
norm, namely ∥∥eAt∥∥ ≤ eµ(A)t, t ≥ 0. (5.16)
This inequality is due to Dahlquist [30]. Bound (5.16) allows us to obtain an
estimate on ∥∥e(A+∆A)t − eAt∥∥
for any perturbation matrix ∆A.
Theorem 5.7. Let A,∆A ∈ Rn×n. Then the inequality∥∥e(A+∆A)t − eAt∥∥ ≤ eµ(A)t (e‖∆A‖t − 1) (5.17)
holds true for all t ≥ 0.
Proof. See [64].
Now we are at a point to formulate the next result of the chapter.
Theorem 5.8. Let (5.6) be the computed minimal realization of system (5.3).
Assume that there exist matrices ∆A ∈ Rn×n,∆B ∈ Rn×m,∆C ∈ Rp×n such
that
Gˆ(s) = (C +∆C)(sI − (A+∆A))−1(B +∆B) +D (5.18)
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holds. Let u ∈ L∞ be an arbitrary input signal and denote by y and yˆ the
corresponding outputs of systems (5.3) and (5.6), respectively. Then for all
t ≥ 0 the following bound
‖y(t)−yˆ(t)‖2 ≤
(‖C‖‖B‖‖∆A‖−µ(A)(‖∆C‖‖B‖+‖C‖‖∆B‖+‖∆C‖‖∆B‖)
µ(A)(µ(A)+‖∆A‖)
+
‖∆C‖‖B‖+ ‖C‖‖∆B‖+ ‖∆C‖‖∆B‖
µ(A) + ‖∆A‖ e
(µ(A)+‖∆A‖)t
+
‖C‖‖B‖
µ(A)
eµ(A)t
)
‖u‖∞.
holds.
Proof. Taking into account the discussion on page 53 and inequality (5.14)
we see that we need to estimate the last integral in (5.14). This can be
carried out by exploiting the perturbation bound (5.17). Define
H(τ) = CeA(t−τ)B − (C +∆C)e(A+∆A)(t−τ)(B +∆B),
then, by the triangle inequality, we have:
‖H(τ)‖ ≤ ∥∥CeA(t−τ)B − Ce(A+∆A)(t−τ)B∥∥+ ∥∥∆C(e(A+∆A)(t−τ) − eA(t−τ))B∥∥
+
∥∥∆CeA(t−τ)B∥∥+ ∥∥C(e(A+∆A)(t−τ) − eA(t−τ))∆B∥∥
+
∥∥CeA(t−τ)∆B∥∥+ ∥∥∆C(e(A+∆A)(t−τ) − eA(t−τ))∆B∥∥
+
∥∥∆CeA(t−τ)∆B∥∥
Now applying (5.16) and (5.17) to the right-hand side of the previous in-
equality we arrive at
‖H(τ)‖ ≤‖C‖‖B‖eµ(A)(t−τ)(e‖∆A‖(t−τ) − 1)
+ ‖∆C‖‖B‖(eµ(A)(t−τ)(e‖∆A‖(t−τ) − 1) + eµ(A)(t−τ))
+ ‖C‖‖∆B‖(eµ(A)(t−τ)(e‖∆A‖(t−τ) − 1) + eµ(A)(t−τ))
+ ‖∆C‖‖∆B‖(eµ(A)(t−τ)(e‖∆A‖(t−τ) − 1) + eµ(A)(t−τ))
=‖C‖‖B‖eµ(A)(t−τ)(e‖∆A‖(t−τ) − 1) + ‖∆C‖‖B‖(e(µ(A)+‖∆A‖)(t−τ))
+ ‖C‖‖∆B‖(e(µ(A)+‖∆A‖)(t−τ)) + ‖∆C‖‖∆B‖(e(µ(A)+‖∆A‖)(t−τ)).
Finally, integrating the last inequality in the interval [0 t], we obtain the
desired result.
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An advantage of the estimate from Theorem 5.8 compared to estimate
(5.11) is that it is cheaper to compute. In fact, due to (5.15) the parameter
µ(A) can be computed as the largest eigenvalue of a symmetric matrix. That
is much cheaper, especially for a large sparse matrix A, than to compute (5.9)
by means of the bisection algorithm from [22].
Chapter 6
Minimal partial realization for
descriptor systems
In this chapter the minimal partial realization problem is addressed. We
give here a theoretical solution for general descriptor systems and propose
a computational procedure for descriptor systems with the proper transfer
functions. Application of the proposed method to generalised eigenvalue
problem is also discussed.
6.1 Problem statement
A conventional definition of the minimal partial realization problem is as
follows, [50].
Problem 6.1. Given a finite sequence of matrices
G1, G2, . . . , Gr ∈ Rp×m, (6.1)
find a system
x˙(t) = Ax(t) +Bu(t),
y(t) = Cx(t),
(6.2)
such that
Gi = CA
i−1B, i = 1, 2, . . . , r. (6.3)
Additionally, system (6.2) is required to have the smallest possible order.
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This classical formulation plays an important role in the identification
theory and has been extensively studied in the literature, see, e.g., [50]. The
importance of the minimal partial realization problem follows from the fact
that (6.3) is a part of the impulse response of a discrete-time system
x(t+ 1) = Ax(t) +Bu(t),
y(t) = Cx(t),
(6.4)
t = 0, 1, 2, . . . . It means that, if we choose
u(0) = ej , u(1) = u(2) = · · · = u(r) = 0,
where ej ∈ Rm stands for the jth coordinate vector, and x(0) = 0, we
obtain the output y(t) = (Gt)j , i.e., the jth column of Gt for t = 1, 2, . . . , r.
In other words, the partial realization problem is the inverse problem of
determining system (6.4) from its partial impulse response. The complete
impulse response is not available, that is why we talk here about partial
realization.
Another application of minimal partial realization is model reduction. In
this context the minimal partial realization problem has a somewhat different
formulation, see [6, 62].
Problem 6.2. Given a system
x˙(t) = Ax(t) +Bu(t),
y(t) = Cx(t),
(6.5)
of order n and a number r ∈ N. Find another system
˙ˆx(t) = Aˆxˆ(t) + Bˆu(t),
yˆ(t) = Cˆxˆ(t)
(6.6)
such that
CAi−1B = CˆAˆi−1Bˆ, i = 1, 2, . . . , r, (6.7)
and (6.6) has the smallest possible order.
Notice that the feed-through term D in system (6.5) has been set to zero,
because it does not play any role in the minimal realization problem for
standard state-space systems. In the sequel, for the sake of brevity, we will
denote such systems shortly by [A,B,C] instead of [A,B,C, 0].
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Recall that model reduction is a technique for approximating large-scale
control systems by models of smaller order preserving some important prop-
erties of the original systems. To be more precise, the subject of model
reduction is to find for the given system (6.5) another linear system
˙˜x(t) = A˜x˜(t) + B˜u(t),
y(t) = C˜x˜(t)
(6.8)
of the smaller order k, k ≪ n and the same number of inputs and outputs as
(6.5) such that for some desired range of inputs u the corresponding outputs
y and y˜ must be close, i.e., ‖y − y˜‖ must be small for some appropriate
norm ‖ · ‖ in the function space of outputs. The relevance of minimal partial
realization to model reduction can be observed, if we consider the impulse
response of system (6.5). It is given by the matrix function Y (t) = CeAtB
and represents the output, corresponding to the input u(t) = δ(t)I, where δ
is the Dirac function, and the initial value x(0) = 0, [65]. Taking the Taylor
series expansion of eAt around t = 0 yields
Y (t) = CeAtB ≈
r∑
i=0
CAiB
ti
i!
=
r∑
i=0
C˜A˜iB˜
ti
i!
≈ Y˜ (t).
In the frequency-domain we also have the approximation of the transfer func-
tion G(s) = C(sI − A)−1B of (6.5). Namely, using the Neumann series
expansion of the resolvent we get
G(s) = C(sI − A)−1B ≈
r∑
i=1
CAi−1Bs−i
=
r∑
i=1
C˜A˜i−1B˜s−i ≈ G˜(s).
Notice that we can always reduce Problem 6.1 to Problem 6.2. In fact,
for the given sequence (6.1) system (6.5) with
A =

0 0 · · · 0
I 0
. . . 0
...
. . .
. . .
...
0 · · · I 0
 , B =

I
0
...
0
 and C = [G1, G2, . . . , Gr]
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surely satisfies condition (6.3) but need not be minimal. Thus we have to
find a system [Aˆ, Bˆ, Cˆ] that has the same r first Markov parameters as
[A, B, C] and has the smallest possible order, that is, we have arrived at
Problem 6.2. In view of this circumstance, in what follows we restrict our-
selves to
Problem 6.2. In the literature on model reduction Problem 6.2 is also known
as Pade´ approximation problem or moment matching at infinity, see, e.g.,
[6, 41, 51]. The latter name is due to the fact that the Markov parameters
CAi−1B are sometimes called moments. In the sequel we use all of these
names.
The theory of minimal partial realization for standard state-space systems
has been worked out in detail and many efficient numerical algorithms have
been developed, [7, 49, 50, 51, 85, 104]. We will give an overview of it in the
next two sections.
Consider now the minimal partial realization problem for descriptor sys-
tems.
Problem 6.3. Given a descriptor system
Ex˙(t) = Ax(t) +Bu(t),
y(t) = Cx(t) +Du(t)
(6.9)
and the number r ∈ N. Find a system
Eˆx˙(t) = Aˆx(t) + Bˆu(t),
y(t) = Cˆx(t) + Dˆu(t)
(6.10)
such that the first r Markov parameters of the systems (6.9) and (6.10)
coincide.
Notice that in contrast to the standard system case the Markov parame-
ters of the descriptor system (6.9) cannot be expressed directly in terms of
the matrices E,A,B,C,D. For this purpose we need the Weierstrass canoni-
cal form (2.1) of sE−A. By definition, the Markov parameters (Gk) of (6.9)
are the coefficients of the Laurent series of
G(s) = C(sE −A)−1B +D
= G−ν+1s
ν−1 + · · ·+G−1s+G0 +G1s−1 +G2s−2 + . . . .
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Using (2.1) we readily obtain
Gk = CQ
[
Jk−1 0
0 0
]
PB for k = 1, 2, . . . ,
Gk = −CQ
[
0 0
0 N−k
]
PB for k = −1,−2, . . . ,−ν + 1
and
G0 = −CQ
[
0 0
0 I
]
PB +D.
To the author’s best knowledge, Problem 6.3 has been solved only for the
special case, when the matrix E in (6.9) is nonsingular, see, e.g., [40]. In [81]
it is referred to as an open problem. In the current chapter we will present a
solution for the general case of a singular matrix E. The proposed approach
allows us to compute in efficient way partial realizations of the descriptor
system (6.9) with large sparse matrices E and A that have a special block
structure. The method is tested on examples of descriptor systems stemming
from fluid dynamics and mechanics of multi-body systems.
6.2 Solution techniques
In this section we give an overview of existing methods for the solution of
Problem 6.2. We confine ourselves here to the case of SISO standard systems,
i.e., we suppose that system (6.5) has only a single input and a single output.
The solution techniques for a more general case of multi-input multi-output
(MIMO) systems is analogous and will be considered in the next section.
There exist plenty of algorithms for computing the minimal partial real-
ization. Most of them are based on the factorisation of the Hankel matrix
built by the sequence of Markov parameters of (6.5). Such factorisation
is carried out either explicitly or implicitly, and, according to the type of
factorisation, all the methods are divided into two categories. The first cate-
gory, consisting of so-called explicit moment matching methods that require
explicit computing the Markov parameters (or moments), is the subject of
the next subsection.
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6.2.1 Explicit moment matching
The relation of the Pade´ approximation problem to Hankel matrices has been
observed for more than hundred years, see [20] for more history on this. In
the middle of the 1960s and the early 1970s the relation between the partial
realization and Hankel matrices has been rediscovered in the context of con-
trol theory, [61, 68, 97, 98, 120]. Rather recently, in the beginning of 1990s,
similar ideas have appeared in the context of electrical circuit simulation.
The method utilised there has been called asymptotic waveform evaluation
(AWE), see [1, 26, 87]. The AWE, like any other explicit moment matching
method, is a two-step process. At the first step, the first 2r Markov param-
eters Gi = CA
i−1B, i = 1, 2, . . . , 2r are computed. Notice here that in
circuit simulation the evaluation of Gi can be carried out fast because of the
sparsity of A. At the second step, the impulse response in the frequency-
domain
Gˆ(s) =
φr−1s
r−1 + · · ·+ φ1s+ φ0
sr + ψr−1sr−1 + · · ·+ ψ1s+ ψ0 (6.11)
of the partial realization (6.6) is forced to match the first 2r Markov param-
eters Gi. From the Laurent series
Gˆ(s) =
∞∑
i=1
Gˆis
−i =
2r∑
i=1
Gis
−i +
∞∑
i=2r+1
Gˆis
−i
we see that the denominator coefficients in (6.11) must satisfy the linear
equation 
G1 G2 · · · Gr
G2 .
. . . .
.
Gr+1
... . .
.
. .
. ...
Gr Gr+1 · · · G2r−1


ψ0
ψ1
...
ψr−1
 =

Gr+1
Gr+2
...
G2r
 . (6.12)
The numerator coefficients are then obtained as
φr−1
φr−2
...
φ0
 =

0 · · · 0 G1
... . .
.
. .
.
G2
0 . .
.
. .
. ...
G1 G2 · · · Gr


ψ1
...
ψr−1
1
 .
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The impulse response (6.11), computed in such a way, completely determines
the partial realization of (6.5). The state-space form (6.6), corresponding to
(6.11), can be computed, for example, as
Aˆ =

−ψr−1 −ψr−2 · · · −ψ1 −ψ0
1 0 · · · 0 0
0 1 · · · 0 0
...
...
. . .
...
...
0 0 · · · 1 0
 , Bˆ =

1
0
0
...
0

and
Cˆ = [φr−1, φr−2, . . . , φ1, φ0].
It is the explicit computing of the Markov parameters that causes serious
difficulties in the numerical implementation of AWE. One of the possible
problems in this context is the bad conditioning of the Hankel matrix in the
left-hand side of (6.12). This can be illustrated by the following example
adopted from [51].
Example 6.4. Consider a simple hundredth-order dynamic system as in
(6.5) defined by
A = 10−5

105 0 0 · · · 0
0 99 0
. . .
...
0 0 98
. . . 0
...
. . .
. . .
. . . 0
0 · · · 0 0 1

, B = C⊤ =

1
1
...
1
1
 .
It is not difficult to see that given 16 digits of finite precision, the computed
Gi = CA
i−1B is equal to Gi−1 for i > 11. For even moderate values of i, the
change in consecutive moments is determined by only the largest eigenvalue
λ = 1 of A, in finite precision. The information corresponding to the other
eigenvalues is rapidly lost in practice during the computation of higher order
moments. The condition number of the Hankel matrix in (6.12) is of the
order of 1018, when r is only five.
A more detailed discussion of the drawbacks of the explicit moment-
matching can be found in [44].
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6.2.2 Projection methods
An alternative approach to the explicit moment matching is represented by
the methods based on projection. The Pade´ approximation (6.6) of order r,
computed by means of such methods, has the following form:
˙ˆx(t) = Aˆxˆ(t) + Bˆu(t) = W⊤r AVrxˆ(t) +W
⊤
r Bu(t),
yˆ(t) = Cˆxˆ(t) = CVrxˆ(t).
(6.13)
The matrices Wr, Vr ∈ Rn×r are required to be biorthogonal, i.e.,
W⊤r Vr = Dr = diag(δ1, . . . , δr), (6.14)
with nonsingular Dr.
Typical representatives of the projection methods are Krylov subspace
based procedures of Lanczos and Arnoldi. Next we consider these procedures
in detail. Before we come to a discussion of implementation issues and their
numerical properties, we present their system-theoretical description first.
The material of the next two subsections is based on [6, 8, 52].
6.2.3 Pade´-via-Lanczos
The Lanczos method allows us to the construct Pade´ approximation (6.13) of
order r to system (6.5) such that the first Markov parameters are matched,
i.e.,
CˆAˆi−1Bˆ = CAi−1B for i = 1, 2, . . . , 2r.
The transformation matricesWr and Vr as in (6.13) can be constructed as
follows. Consider the observability matrix Or ∈ Rr×n and the controllability
matrix Rr ∈ Rn×r, defined by
Or =

C
CA
...
CAr−1
 , Rr = [B, AB, . . . , Ar−1B].
Further, we will need the Hankel matrix, induced by the sequence of Markov
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parameters
Hr =

G1 G2 · · · Gr
G2 .
. . . .
.
Gr+1
... . .
.
. .
. ...
Gr Gr+1 · · · G2r−1
 .
From the definition of the Markov parameters Gi = CA
i−1B we obtain the
equality
Hr = OrRr.
We assume that all the principle minors of Hr are nonzero, i.e.,
det Hi 6= 0, i = 1, 2, . . . , r.
This assumption guarantees, see [48], the existence of the LU factorisation
Hr = LU,
with lower triangular and upper triangular factors L and U , respectively. At
the last step we define the transformation matrices via
W⊤r = L
−1Or and Vr = RrU−1. (6.15)
It is straightforward to verify that Wr and Vr are biorthogonal.
Based on the set-up above the following result is obtained.
Theorem 6.5. Given system (6.5). The Pade´ approximation (6.13), ob-
tained by means of transformations (6.15), matches the first 2r Markov pa-
rameters, i.e., CˆAˆi−1Bˆ = CAi−1B for i = 1, 2, . . . , 2r. Furthermore, Aˆ is
tridiagonal, and Bˆ and Cˆ⊤ are multiples of the first coordinate vector e1.
Proof. See [6].
The practical implementation of the Pade´ approximation scheme just de-
scribed is realized via the unsymmetric Lanczos method. Originally, this
method has been proposed by C. Lanczos [75] as an iterative procedure for
solving eigenvalue problems. The Lanczos procedure generates for a given
matrix A a sequence of tridiagonal matrices Tk, k = 1, 2, . . . , which approx-
imate A in a certain sense. In particular, the eigenvalues of Tk converge to
some eigenvalues of A. The Lanczos process is also applied, in the form of
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the biconjugate gradient algorithm, for solving linear systems of equations
Ax = b, [76, 95]. Due to the fact that the matrix A appears in the Lanc-
zos procedure only in the form of matrix-vector products Av or A⊤w, this
method is especially suitable for problems where the matrix A is large and
sparse. The application of the Lanczos process to the partial realization
problem has been first elaborated in [49, 50, 55, 56].
The Lanczos procedure generates the transformation matrices
Vr = [v1, v2, . . . , vr] and Wr = [w1, w2, . . . , wr]
as biorthogonal bases of the Krylov subspaces
Kr(A,B) = span {B, AB, . . . , Ar−1B }
and
Kr(A⊤, C⊤) = span {C⊤, A⊤C⊤, . . . , (A⊤)r−1C⊤ },
respectively. The vectors vi, wj are computed recursively by Algorithm 2.
The recurrences in Algorithm 2 can be written shortly in the matrix form
AVk = VkTk + [0, . . . , 0, vˆk+1],
A⊤Wk =WkT˜k + [0, . . . , 0, wˆk+1], k = 1, 2, . . . , r.
(6.16)
The tridiagonal structure of the matrix
Tk =

t11 t12 0 · · · 0
t21 t22 t23
. . .
...
0 t32 t33
. . . 0
...
. . .
. . .
. . . tk−1,k
0 0 · · · tk,k−1 tkk

(6.17)
and its counterpart
T˜k =

t˜11 t˜12 0 · · · 0
t˜21 t˜22 t˜23
. . .
...
0 t˜32 t˜33
. . . 0
...
. . .
. . .
. . . t˜k−1,k
0 0 · · · t˜k,k−1 t˜kk

,
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Algorithm 2 The classical Lanczos process
Input: A matrix A ∈ Rn×n, starting vectors B,C⊤ ∈ Rn, a number r of
steps to be performed.
Output: A tridiagonal matrix Tr = [tij ]
r
i,j=1.
Set vˆ1 = B, wˆ1 = C
⊤, v0 = w
⊤
0 = 0, δ0 = 1;
%Build the kth pair of Lanczos vectors vk and wk.
for k = 1, 2, . . . , r do
Compute tk,k−1 = ‖vˆk‖ and t˜k,k−1 = ‖wˆk‖;
if tk,k−1 = 0 or t˜k,k−1 = 0 then stop;
%The right, respectively left, Krylov subspace is exhausted.
Set vk =
vˆk
tk,k−1
and wk =
wˆk
t˜k,k−1
;
Compute δk = w
⊤
k vk;
if δk = 0 then stop; %Breakdown has occurred
Set
tk−1,k = t˜k,k−1
δk
δk−1
,
vˆk+1 = Avk − tk−1,kvk−1,
tkk =
w⊤k vˆk+1
δk
, t˜kk = tkk, t˜k−1,k = tk,k−1
δk
δk−1
,
vˆk+1 = vˆk+1 − tkkvk,
wˆk+1 = A
⊤wk − t˜kkwk − t˜k−1,kwk−1;
end for
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composed by the recurrence coefficients, reflects the fact that in Algorithm 2
the three-term recursion takes place. The vectors vˆk and wˆk, computed in
each step, are forced to satisfy the biorthogonality conditions
wˆ⊤k+1vk = 0 and w
⊤
k vˆk+1 = 0, k = 1, 2, . . . , r − 1.
The normalisation of vˆk+1 and wˆk+1 is necessary to avoid overflow. Notice
that the partial realization (6.13) can be obtained by means of Algorithm 2
directly. It means that the matrices Aˆ, Bˆ, Cˆ are produced during the execu-
tion of the algorithm rather than as a result of a subsequent multiplication
like Aˆ =W⊤r AVr. Here is the precise result.
Theorem 6.6. Given system (6.5) and the number 2r of Markov parameters
to be matched. Suppose that Algorithm 2 with the input data A,B,C⊤, r has
run to the end and no breakdown has occurred. Then the system [Tr, δ1e1, e
⊤
1 ],
with Tr ∈ Rr×r as in (6.17) and δ1 as in (6.14)matches 2r Markov parameters
of [A,B,C].
Proof. See [50, 113].
In the previous theorem we have assumed that Algorithm 2 stops after
r steps. It is not always the case for it may happen that at some step we
obtain
δk+1 = wˆ
⊤
k+1vˆk+1 = 0 (6.18)
and the algorithm is forced to stop. Such a situation is referred to as a break-
down. In the literature two types of breakdowns are distinguished. The first
one, regular or benign termination, appears if (6.18) is fulfilled either due
to vˆk+1 = 0 or wˆk+1 = 0. This implies that either (vj)
k
j=1 or (wj)
k
j=1 form
an invariant subspaces of the Krylov subspaces Kn(A,B) or Kn(A⊤, C⊤),
respectively. From the Pade´ approximation viewpoint, the regular termina-
tion implies the match of all the Markov parameters. In terms of transfer
functions we obtain
G(s) = C(sI −A)−1B = δ1e⊤1 (sI − Tk)−1e1 = Gˆ(s).
A more difficult situation appears when (6.18) is fulfilled, but both vectors
wˆk+1 and vˆk+1 differ from zero. Here we meet a so-called serious breakdown
[116]. The reason for appearance of a serious breakdown in the Lanczos algo-
rithm is given by the demand of the tridiagonality of the recursion coefficient
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matrix Tk. If this tridiagonal structure is not required, which is the case in
the Pade´ approximation problem, then the Lanczos iterations can be contin-
ued. One also says that the serious breakdown is cured. The corresponding
method that remedies serious breakdowns is called the look-ahead Lanczos
process [43, 49, 50, 55, 56, 85, 104]. Next we present roughly the main ideas
of the look-ahead Lanczos process, for a detailed description see, e.g., [43].
The look-ahead Lanczos as well as its classical version generates two vec-
tor sequences (vj)
r
j=1 and (wj)
r
j=1 that form bases of the Krylov subspaces
Kr(A,B) and Kk(A⊤, C⊤), respectively. In the matrix form the look-ahead
Lanczos process looks almost identical to (6.16), namely,
AVk = VkTk + [0, . . . , 0, vˆk+1],
A⊤Wk =WkT˜k + [0, . . . , 0, wˆk+1], k = 1, 2, . . . , r.
The crucial difference of these recursions from (6.16) manifests itself in the
fact that the matrices Tk and T˜k here are not tridiagonal anymore. Rather,
they are block tridiagonal. The matrix Tk, for example, is of the form
Tk =

α1 β1 0 · · · 0
γ1 α2
. . .
. . .
...
0 γ2
. . .
. . . 0
...
. . .
. . .
. . . βl−1
0 0 · · · γl−1 αl,

,
where the blocks on the diagonals look like
αj =

× · · · · · · · · · ×
1
. . .
...
0
. . .
. . .
...
...
. . .
. . .
. . .
...
0 · · · 0 1 ×,

, γj =

0 · · · · · · 0 1
...
. . . 0
...
. . .
...
...
. . .
...
0 · · · · · · · · · 0

,
and the blocks βj are generally full matrices. The matrix T˜k has a similar
structure.
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The block structure of Tk and T˜k corresponds to the following partitioning
of Vk and Wk into blocks
Vk = [V
(1), V (2), . . . , V (l)],
Wk = [W
(1),W (2), . . . ,W (l)].
The blocks V (j) and W (j) are constituted as
V (j) = [vkj , vkj+1, . . . , vkj+1−1]
and
W (j) = [wkj , wkj+1, . . . , wkj+1−1],
respectively. The first vectors of the jth block, i.e., vkj and wkj , are called
regular vectors, whereas the remaining ones are referred to as inner vectors.
Now let us take a look how the look-ahead Lanczos process produces the
sequences (vj)
k
j=1 and (wj)
k
j=1. At step k a pair vk, wk is computed either
as regular or as inner vectors. The choice depends on whether the current
blocks are complete or not. If these blocks, say V (j) and W (j), are complete,
i.e., the square matrix
δj = (W
(j))⊤V (j)
is nonsingular, then the vectors vk, wk are computed as the regular (the first)
vectors of the next block. Otherwise, they are computed as inner vectors and
added to the current jth blocks V (j) and W (j), respectively. Notice that in
case of a serious breakdown the look-ahead method does not terminate, as
the classical Lanczos does, but rather it continues iterations by computing
the next pair of vectors as inner vectors.
Instead of the biorthogonality conditions (6.14) for the look-ahead Lanc-
zos process we have
(W (i))⊤V (j) =
{
δi, i = j
0, otherwise
for all i, j = 1, 2, . . . , l. The square matrices δi are nonsingular matrices,
provided the jth blocks are complete. Thus, in contrast to the classical
Lanczos procedure, its look-ahead counterpart does not provide biorthogo-
nality of the constructed Krylov vectors (vj)
k
j=1 or (wj)
k
j=1, but rather only
block biorthogonality.
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It may happen that beginning from some step every next vector will
be computed as an inner vector, that is, the current block can never be
completed. Such situation has received the name incurable breakdown [84].
Surprisingly, an incurable breakdown is in fact beneficent for in this case a
minimal realization is obtained. It means that not only a part but all the
Markov parameters are matched. Notice, the only difference of an incurable
breakdown from a regular termination is that in the former case an invariant
subspace of A is not computed. This is not of importance from the Pade´
approximation point of view. Notice also that if no breakdowns occur, then
the look-ahead Lacnczos reduces to the classical Lanczos process.
Remark 6.7. When implementing the Lanczos method in finite precision,
exact breakdowns
w⊤k vk = 0, and wk 6= 0, vk 6= 0
are extremely rare, whereas near-breakdowns
w⊤k vk ≈ 0, and wk 6≈ 0, vk 6≈ 0
occur much more frequently. Such near-breakdowns usually lead to numerical
instabilities and, therefore, must be treated as exact breakdowns.
6.2.4 Arnoldi methods
An alternative to Pade´-via-Lanczos is given by the method based on Arnoldi
iterations [11]. The Arnoldi method, originally developed for solving matrix
eigenvalue problems [10], is another representative of Krylov subspace based
methods. In contrast to the Lanczos procedure, it works with a single Krylov
subspace Kk(A,B) and generates recursively its orthogonal basis (vj)kj=1 in-
stead of two biorthogonal sequences (vj)
k
j=1 and (wj)
k
j=1 that are biorthogonal
bases of the Krylov subspaces Kk(A,B) and Kk(A⊤, C⊤), respectively. In the
context of the Pade´ approximation, this circumstance causes the disadvan-
tage of the Arnoldi method with respect to the Lanczos procedure. Namely, a
reduced model of order r, computed by means of Arnoldi iterations, matches
only r Markov parameters, whereas a Pade´-via-Lanczos approximation of the
same order matches twice the number of Markov parameters, i.e., 2r. Such
reduced models are conventionally called Pade´-type approximations.
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Next we give a short presentation of the moment matching procedure
based on the Arnoldi iterations from the system-theoretical viewpoint, fol-
lowed by the computational scheme. Consider again system (6.5). We can
construct its Pade´-type approximation (6.13) of order r, with Vr = Wr, by
means of the Arnoldi procedure such that the first r Markov parameters of
(6.5) and (6.13) are identical. The transformation matrix Vr is constructed
as follows. Consider the controllability matrix of (6.5),
Rn = [B,AB, . . . , An−1B].
Writing the QR decomposition
Rn = V Rn,
with orthogonal V and upper triangular Rn, one can show that
AV = QH
holds, where H is an upper Hessenberg matrix, see [6, 48]. Exploiting this
fact one constructs the transformation matrix Vr using theQR decomposition
Rr = VrRr.
Thus, we have
Vr = RrR−1r ∈ Rn×r, V ⊤r Vr = I.
The reduced system (6.6) is obtained as
Aˆ = V ⊤r AVr, Bˆ = V
⊤
r B, Cˆ = CVr. (6.19)
Theorem 6.8. Given system (6.5). The reduced system (6.6) as in (6.19),
obtained by means of the Arnoldi procedure defined above, matches the first r
Markov parameters of (6.5), i.e., CAi−1B = CˆAˆi−1Bˆ, i = 1, 2, . . . , r. Fur-
thermore, Aˆ is upper Hessenberg, and Bˆ is a multiple of the first coordinate
vector e1.
Proof. See [6].
In practice the transformation matrix
Vr = [v1, v2, . . . , vr]
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is computed column by column. The columns of Vr form an orthogonal basis
of the Krylov subspace
Kr(A,B) = span {B, AB, . . . , Ar−1B }
and are obtained by Algorithm 3. In the matrix this algorithm can be written
as
AVj = VjHj + [0, . . . , 0, fj+1],
where V ⊤j Vj = I, and Hj = V
⊤
j AVj is in upper Hessenberg form.
Algorithm 3 The Arnoldi process
Input: A matrix A ∈ Rn×n, a starting vector B ∈ Rn, a number r of steps
to be performed.
Output: A Hessenberg matrix Hr, a transformation matrix Vr ∈ Rn×r.
Compute
v1 =
1
‖B‖B; w = Av1;
α1 = v
⊤
1 w;
Set
f1 = w − α1v1; V1 = v1;
H1 = α1;
for j = 1, 2, . . . , r − 1 do
Compute
βj = ‖fj‖; vj+1 = 1
βj
fj;
Set
Vj+1 = [Vj, vj+1]; Hˆj =
[
Hj
βje
⊤
j
]
;
Compute
w = Avj+1; h = V
⊤
j+1w;
Set
fj+1 = w − Vj+1h Hj+1 = [Hˆj , h];
end for
The Pade´-type approximation (6.6) computed by means of Algorithm 3
is given by
Aˆ = Hr, Bˆ = ‖B‖e1, Cˆ = CVr. (6.20)
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One can show, see [6], that these matrices coincide with (6.19). Note that in
contrast to the Lanczos method the implementation of the Arnoldi process
requires the storage of the complete matrix Vr.
Notice also the relevance of breakdown issue for the Arnoldi algorithm.
Namely, a breakdown appears when Rj , for some j < r, does not have full
rank. However, such situation is rather rare.
The last remark concerns numerical properties of Algorithm 3. When im-
plementing the Arnoldi process in finite precision the orthogonality of (vj)
r
j=1
can be lost. This usually leads to the loss of accuracy. To avoid this one can
apply reorthogonalization technique [32].
6.2.5 Multi-input multi-output systems
The technique from the previous two subsections can be extended to the case
of multi-input multi-output (MIMO) systems. Let us consider system (6.5)
and suppose that its number of inputs and outputs can be larger than one,
i.e., assume that B ∈ Rn×m and C ∈ Rp×n, with m, p ≥ 1. In this case Pade´
and Pade´-type approximations of system (6.5) can be computed by means of
block Lanczos or block Arnoldi algorithms, [2, 6, 41].
These block algorithms are extensions of the classical procedures de-
scribed in Sections 6.2.3 and 6.2.4, respectively. The Pade´ and Pade´-type ap-
proximations of (6.5), generated by means of the block Lanczos and the block
Arnoldi algorithms, are given, similar to the SISO case, by
[W⊤r AVr,W
⊤
r B,CVr] and [V
⊤
r AVr, V
⊤
r B,CVr], respectively. The columns of
the transformation matrices Vr and Wr build the biorthogonal (orthogonal)
bases of the block Krylov subspaces
Kblockl(r) (A,B) = span{B,AB, . . . , Al−1B }
and
Kblockl(r) (A⊤, C⊤) = span{C⊤, A⊤C⊤, . . . , (A⊤)l−1C⊤ },
respectively. For detailed descriptions of block Lanczos and block Arnoldi
algorithms see, e.g., [2, 41]. The next two propositions are analogues to
Theorem 6.6 and Theorem 6.8 for the MIMO systems.
Theorem 6.9. Given system (6.5) having m inputs and p outputs. The
Pade´ approximation [W⊤r AVr,W
⊤
r B,CVr] of order r obtained by means of
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the block Lanczos algorithm matches q(r) Markov parameters of (6.5), where
q(r) ≥
⌊ r
m
⌋
+
⌊
r
p
⌋
holds.
Proof. See [39].
Theorem 6.10. Given system (6.5) having m inputs and p outputs. The
Pade´-type approximation [V ⊤r AVr, V
⊤
r B,CVr] of order r obtained by means
of the block Arnoldi algorithm matches q(r) Markov parameters of (6.5),
where
q(r) ≥
⌊ r
m
⌋
holds.
Proof. See [40].
Notice that in [29, 93] the two-sided Arnoldi process has been proposed
that computes orthogonal bases of both Krylov subspaces Kr(A,B) and
Kr(A⊤, C⊤) in the SISO case and Kblockl(r) (A,B) and Kblockl(r) (A⊤, C⊤) in the
MIMO case. However, as it is shown in [29], the two-sided Arnoldi process
produces result that is identical with that of the unsymmetric Lanczos pro-
cedure. Due to this circumstance we will not consider the two-sided Arnoldi
in what follows.
6.3 Partial realization for descriptor systems
In this section we address the problem of partial realization for descriptor
systems, that is, Problem 6.3 in our notation. This problem has been solved
only for the very special case of descriptor systems with nonsingular matrix
E, see [8, 51, 40]. The case of a singular matrix E is considered to be an open
problem [81]. Here we present a theoretical solution for the partial realization
problem and we also provide a numerical algorithm for computing a partial
realization of a given proper descriptor system.
In case of the descriptor system (6.9) with a nonsingular matrix E the
partial realization (6.10) can be obtained as
x˙r(t) = W
⊤
r AVr xr(t) + W
⊤
r B u(t),
yr(t) = CVr xr(t),
(6.21)
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where the columns of Vr,Wr ∈ Rn×r represent biorthogonal bases of the two
Krylov subspaces
Kr(E−1A,E−1B) = span{E−1B,E−1AE−1B, . . . , (E−1A)r−1E−1B }
and
Kr((E−1A)⊤, C⊤) = span{C⊤, A⊤E−⊤C⊤, . . . , (A⊤E−⊤)r−1C⊤ }.
It is well-known, see [40, 51, 62], that the reduced-order model (6.21) matches
the first 2r Markov parameters of (6.9).
Next we show that even if the matrix E is singular a partial realization
can be computed analogously. First, we construct transformation matrices
Wr and Vr in a way that is suitable for theoretical purposes. After that we
show that they can be computed effectively using certain Krylov subspaces.
Let P,Q ∈ Rn×n be transformation matrices that bring the pencil sE−A
to the Weierstrass canonical form (2.1), and let the systems [I, J, B1, C1, 0]
and [N, I, B2, C2, D] be the corresponding slow (3.2) and fast (3.3) subsys-
tems, respectively. In this settings consider the decomposition of the transfer
function
G(s) = C(sE − A)−1B +D = R(s) + P (s)
into its strictly proper and polynomial parts
R(s) = C1(sI − J)−1B1, P (s) = C2(sN − I)−1B2 +D,
as in (4.6). Expanding R and P into Laurent series at infinity we arrive at
R(s) = G1s
−1 +G2s
−2 + . . . ,
P (s) = G−ν+1s
ν−1 + · · ·+G−1s+G0.
The main idea of constructing a partial realization for descriptor systems can
be shortly expressed as follows: split the system into fast and slow subsystems
and then reduce the order of the slow subsystem. We restrict ourselves
to reduction of the slow system for the reasons of numerical stability, see
Remark 6.12 for more details.
In the sequel we will need the following representation of the matrices P
and Q in accordance to the partitioning in (2.1)
P =
[
Pf
P∞
]
and Q = [Qf , Q∞ ],
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where P⊤f , Qf ∈ Rn×nf . Before we formulate the main result we have to do
some preparatory work. First, let us introduce a projection-like matrix
P = Q
[
Inf 0
0 0
]
P. (6.22)
Second, using P we define matrices Or ∈ Rr×n and Rr ∈ Rn×r by
Or =

C
CPA
C(PA)2
...
C(PA)r−1
 and Rr =
[PB, PAPB, . . . , (PA)r−1PB ] .
Further, define a Hankel matrix Hr ∈ Rr×r by
Hr = OrRr =

G1 G2 . . . Gr
G2 .
. . . .
. ...
... . .
.
. .
. ...
Gr . . . . . . G2r−1
 . (6.23)
We assume that all the principle minors of Hr are not equal zero. This
implies existence of the LU factorisation
Hr = LU,
where L and U are nonsingular lower and upper triangular matrices, respec-
tively.
Using the above notation we define matrices
Wr = [(L
−1OrP)⊤ P⊤∞], Vr = [RrU−1 Q∞].
and construct the Pade´ approximation (6.10) as
[Eˆ, Aˆ, Bˆ, Cˆ, D] = [W⊤r EVr,W
⊤
r AVr,W
⊤
r B,CVr, D]. (6.24)
Theorem 6.11. System (6.24) matches the first 2r + ν Markov parameters
G−ν+1, G−ν+2, . . . , G2r of the original system (6.9).
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Proof. The Markov parameters G1, G2, G3, . . . of the original descriptor sys-
tem (6.9) coincide with the Markov parameters of its slow subsystem [I, J, PfB,CQf , 0].
Introduce matrices W˜r, V˜r ∈ Rnf×r such that
[I, W˜⊤r JV˜r, W˜
⊤
r PfB,CQf V˜r]
matches the first 2rMarkov parameters of [I, J, PfB,CQf , 0]. These matrices
can be constructed as in Section 6.2.3. Namely, build the observability matrix
O˜r and the controllability matrix R˜r of the system [I, J, PfB,CQf , 0] as
O˜r =

CQf
CQfJ
CQfJ
2
...
CQfJ
r−1
 and R˜r =
[
PfB, JPfB, . . . , J
r−1PfB
]
.
Their product H˜r = O˜rR˜r equals Hr = OrRr because [I, J, PfB,CQf , 0] is
just the slow subsystem of [E,A,B,C,D]. Hence, H˜r admits an LU factori-
sation H˜r = LU with the same factors L and U as forHr. Thus, the matrices
V˜r and W˜r are given by
V˜r = R˜rU−1 and W˜⊤r = L−1O˜r,
respectively. There are the following relations between the pairs O˜r, R˜r and
Or,Rr:
Rr = Q
[ R˜r
0
]
, OrQ = [O˜r, ∗],
where ∗ stands for some matrix of appropriate size. These relations are
straightforward to verify. Now, consider system (6.24). For the matrix
Eˆ = W⊤r EVr =
[
Eˆ11 Eˆ12
Eˆ21 Eˆ22
]
we have
Eˆ11 = L
−1OrPERrU−1 = L−1OrQ
[
Inf 0
0 0
]
PEQ
[ R˜r
0
]
U−1
= L−1OrQ
[ R˜r
0
]
U−1 = L−1O˜rR˜rU−1 = I,
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and
Eˆ22 = P∞EQ∞ = N.
The matrices Eˆ12 and Eˆ21 are zero matrices of appropriate sizes, as can be
readily verified. Analogously, for the matrix
Aˆ =W⊤r AVr =
[
Aˆ11 Aˆ12
Aˆ21 Aˆ22
]
we obtain
Aˆ11 = L
−1OrPARrU−1 = L−1OrQ
[
Inf 0
0 0
]
PAQ
[ R˜r
0
]
U−1
= L−1OrQ
[
JR˜r
0
]
U−1 = L−1O˜rJR˜rU−1 = W˜⊤r JV˜r,
and
Aˆ22 = P∞AQ∞ = I.
The matrices Aˆ12 and Aˆ21 are also zero matrices of appropriate sizes. Thus,
the slow subsystem of (6.24) coincides with the system
[I, W˜⊤r AV˜r, W˜
⊤
r PfB,CQf V˜r, 0].
But this system has the same 2r Markov parameters G1, G2, . . . , G2r as
[E,A,B,C,D]. The fast subsystem of (6.24) is, by construction, exactly
the fast subsystem of the original system (6.9). The latter guarantees the
matching of the first ν Markov parameters G−ν+1, . . . , G−1, G0, and the proof
is complete.
Remark 6.12. From now on we will consider only proper systems. We make
this assumption because otherwise the minimal partial realization problem
is numerically ill-posed. In fact, suppose that system (6.9) is improper. This
implies that the Laurent series of its transfer function has a nonconstant
polynomial part, i.e.,
G(s) = G−ν+1s
ν−1 + · · ·+G−1s+G0 +G1s−1 +G2s−2 + . . . ,
for some ν > 1. Due to inevitable round-off errors it is impossible to match
the first Markov parameters exactly. In this case the transfer function of the
reduced system (6.10) would have the form
Gˆ(s) = (G−ν+1 +∆G−ν+1)s
ν−1 + · · ·+ (G−1 +∆G−1)s + (G0 +∆G0)
+ (G1 +∆G1)s
−1 + (G2 +∆G2)s
−2 + (G3 +∆G3)s
−3 + . . . ,
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for small ∆Gj . Hence,
Gˆ(s)−G(s) = ∆G−ν+1sν−1 + · · ·+∆G−1s +∆G0 +∆G1s−1 + . . .
is of order O(sν−1) which is large for s ≫ 1. This circumstance makes
a reasonable numerical approximation of the transfer function at infinity
impossible.
If system (6.9) is proper, then the transfer function of its fast subsystem
is just a constant P (s) ≡ G0. This allows us to construct the minimal partial
realization of (6.9) as
x˙r(t) = W
⊤
r AVr xr(t) + W
⊤
r B u(t),
yr(t) = CVr xr(t) +G0u(t),
(6.25)
where
W⊤r = L
−1OrP and Vr = RrU−1.
Computation of the feed-through term is described in the following proposi-
tion.
Proposition 6.13. The first Markov parameter G0 can be computed as
G0 = −C(QP − P)B +D. (6.26)
Proof. Using the Weierstrass canonical form (2.1) of sE − A we can write
G(s) = C(sE −A)−1B +D = CQ
[
(sI − J)−1 0
0 (sN − I)−1
]
PB +D.
Taking into account properness of G we obtain that
G0 = −CQ
[
0 0
0 I
]
PB +D,
that is the same as the right hand side of (6.26).
6.3.1 Implementation
The method for constructing the transformation matrices Vr and Wr de-
scribed above is not well suitable for implementation as it is in principle
the explicit moment-matching that can cause serious numerical troubles, see
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Section 6.2.1. Fortunately, as in the case of standard systems, these trans-
formation matrices can be constructed in a stable manner as biorthogonal
bases of the Krylov subspaces
Kr(PA,PB) = span{PB,PAPB, (PA)2PB, . . . , (PA)r−1PB },
Kr((PA)⊤, C⊤) = span{C⊤, A⊤P⊤C⊤, . . . , (A⊤P⊤)r−1C⊤ },
respectively, by means of the Lanczos method. To prove this, recall that the
system [I,PA,PB,C, 0] has the same Markov parameters G1, G2, G3, . . . as
the original system (6.9). Moreover, due to properties of the biorthogo-
nal Lanczos process, see Section 6.2.3, the first 2r Markov parameters of
[I,PA,PB,C, 0] and [I,W⊤r PAVr,W⊤r PB,CVr, 0] coincide. This implies
that the minimal partial realization (6.25) of [E,A,B,C,D] can be obtained
alternatively as
x˙r(t) = W
⊤
r PAVr xr(t) + W⊤r PB u(t),
yr(t) = CVr xr(t) +G0u(t).
(6.27)
An algorithmic description of the procedure is provided in Algorithm 4.
Algorithm 4 Computation of a minimal partial realization for descriptor
system
Input: A descriptor system [E,A,B,C,D]; the desired order r of the
reduced-order system.
Output: A minimal partial realization [I, Ar, Br, Cr, Dr] of [E,A,B,C,D].
1: Compute the matrix Ar using the unsymmetric Lanczos process applied
to the matrix PA and the starting vectors PB, C.
2: Set Br = C
⊤PBe1 and Cr = e⊤1 , where e1 = [1, 0, . . . , 0]⊤ ∈ Rr.
3: Set Dr = −C(QP −P)B +D.
As well as for standard state-space systems we can use the Arnoldi pro-
cedure instead of the Lanczos method. However, the reduced-order models
obtained by means of the Arnoldi procedure are only Pade´-type approxima-
tions, see discussion in Section 6.2.4. Such Pade´-type approximation of the
descriptor system (6.9) is given by
x˙r(t) = V
⊤
r PAVr xr(t) + V ⊤r PB u(t),
yr(t) = CVr xr(t) + (G0 +D)u(t),
(6.28)
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where the columns of the matrix Vr ∈ Rn×r build an orthogonal basis of the
Krylov subspace
Kr(PA,PB) = span{PB,PAPB, (PA)2PB, . . . , (PA)r−1PB }.
The computational scheme for constructing system (6.28) is given in Algo-
rithm 5.
Algorithm 5 Computation of a Pade´-type approximation for descriptor sys-
tem
Input: A descriptor system [E,A,B,C,D]; the desired order r of the
reduced-order system.
Output: A minimal partial realization [I, Ar, Br, Cr, Dr] of [E,A,B,C,D].
1: Compute the matrices Ar and Vr using the Arnoldi process applied to
the matrix PA and the starting vector PB.
2: Set Br = ‖PB‖2e1 and Cr = CVr, where e1 = [1, 0, . . . , 0]⊤ ∈ Rr.
3: Set Dr = −C(QP − P)B +D.
The proof that the reduced system (6.28) matches the first r+1 Markov
parameters of the original system [E,A,B,C,D] is completely analogous to
that for Pade´-via-Lanczos procedure.
Recall, the considerations above concern only SISO descriptor systems.
The case of MIMO descriptor systems can be treated in a similar manner.
Namely, the computation of Pade´ and Pade´-type approximations of a MIMO
descriptor system is carried out by means of the block Lanczos or the block
Arnoldi procedure, respectively. Suppose that system (6.9) is a MIMO de-
scriptor system having m ≥ 1 inputs and p ≥ 1 outputs. Then its Pade´
approximation of order r is given by
[I,W⊤r PAVr,W⊤r PB,CVr, G0]. (6.29)
The columns of the transformation matrices Vr,Wr ∈ Rn×r build biorthogo-
nal bases of the block Krylov subspaces
Kblockl(r) (PA,PB) = span{PB, (PA)PB, . . . , (PA)l−1PB }
and
Kblockl(r) ((PA)⊤, C⊤) = span{C⊤, A⊤P⊤C⊤, . . . , (A⊤P⊤)l−1C⊤ },
6.3. PARTIAL REALIZATION FOR DESCRIPTOR SYSTEMS 89
respectively.
The Pade´-type approximation of (6.9) is given by
[I, V ⊤r PAVr, V ⊤r PB,CVr, G0], (6.30)
where the columns of Vr ∈ Rn×r construct an orthogonal bases of the block
Krylov subspace
Kblockl(r) (PA,PB) = span{PB, (PA)PB, . . . , (PA)l−1PB }.
The number of Markov parameters of system (6.9) matched by (6.29) and
(6.30) satisfies
qL(r) ≥
⌊ r
m
⌋
+
⌊
r
p
⌋
+ 1
and
qA(r) ≥
⌊ r
m
⌋
+ 1,
respectively. These inequalities follow directly from Theorem 6.9 and 6.10
and discussion of the SISO case.
Implementations of Algorithm 4 as well as Algorithm 5 become efficient
as soon as we have a possibility to compute the matrix-vector product PAx
fast. In general this is not possible, even if the matrix A is sparse. But for
some classes of descriptor systems such a product can be computed efficiently.
Some examples of such systems are presented in Section 6.3.3.
6.3.2 Application to eigenvalue problems
The method for constructing a minimal partial realization for descriptor sys-
tems can also be adopted for computing the largest finite eigenvalues of a
large sparse matrix pencil sE −A whose matrix E is singular. These largest
eigenvalues can be used, for example, in computing suboptimal shift param-
eters that are required for numerical solution of projected generalised Lya-
punov equations by an alternating direction implicit method, see [86, 103].
A standard way to solve a large sparse generalised eigenproblem is to
reduce it to a standard eigenproblem, see [12, 94]. For example, if a few of
the largest finite eigenvalues of sE−A with a non-singular E are wanted, one
applies the Arnoldi process to the matrix E−1A. Whereas, if one needs the
smallest eigenvalues of sE − A the Arnoldi process is applied to the matrix
A−1E, provided A is invertible. If A is singular, then an appropriate shift
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σ is introduced in such a way that the matrix σE + A becomes invertible.
Subsequent application of the Arnoldi (or Lanczos) procedure to (σE+A)−1E
provides approximation of those eigenvalues of sE − A that are close to σ.
To apply a reduction to standard form for the computation of the largest
eigenvalues of sE − A with the singular E we need a shift that is close to
the spectral radius of sE − A. The problem is that to compute such a shift
is not easy at all. Our method computes the approximations to the largest
finite eigenvalues without such a shift. To see this recall that the method
actually consists in application of the Arnoldi or Lanczos procedure to the
matrix PA. The properties of both procedures guarantee the approximation
of the largest eigenvalues of PA. It remains only to notice that all the finite
eigenvalues of sE − A belong to the spectrum of PA. In fact, the finite
eigenvalues of sE−A are defined as the eigenvalues of the matrix J from the
Weierstrass canonical form (2.1). From the definition of the projection-like
matrix P as in (6.22) we obtain
PA = Q
[
I 0
0 0
]
PA = Q
[
I 0
0 0
]
PAQQ−1
= Q
[
I 0
0 0
] [
J 0
0 I
]
Q−1 = Q
[
J 0
0 0
]
Q−1.
The latter means that sp(PA) = sp(J) ∪ {0}.
Examples of the application to generalised eigenvalue problem are given
in the next section.
6.3.3 Numerical examples
The representation of the projection-like matrix (6.22) is not suitable for
computing the matrix-vector product PAx due to the following reason. Even
if it were possible to compute the matrices Q and P accurately, P would be
dense, making the Lanczos and Arnoldi procedures inefficient. Instead we
will use the following representation
P = Pr(EPr + A(I − Pr))−1, (6.31)
where
Pr = Q
[
Inf 0
0 0
]
Q−1
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is the spectral projection onto the right deflating subspace of the pencil
sE−A corresponding to the finite eigenvalues, see [80, 102]. The representa-
tion (6.31) can be easily verified by substitution. Here we consider three dif-
ferent models: a semidiscretized Stokes equation, a constrained mass-spring
system and a supersonic inlet flow example. The first two examples have
been taken from [81], the last one from [117].
Semidiscretized Stokes Equation
Consider the instationary Stokes equation describing the flow of an incom-
pressible fluid:
∂v
∂t
= ∆v −∇ρ+ f, (ξ, t) ∈ Ω × (0, te),
0 = div v, (ξ, t) ∈ Ω × (0, te)
(6.32)
with appropriate initial and boundary conditions. Here v(ξ, t) ∈ R2 is the ve-
locity vector, ρ(ξ, t) ∈ R is the pressure, f(ξ, t) ∈ R2 is the vector of external
forces, Ω ⊂ Rd is a bounded open domain and te > 0 is the endpoint of the
considered time interval. The spatial discretization of the Stokes equation
(6.32) by the finite difference method on a uniform staggered grid leads to
a descriptor system
v˙h(t) = A11vh(t) + A12ρh(t) +B1u(t),
0 = A⊤12vh(t) +B2u(t),
y(t) = C1vh(t) + C2ρh(t),
(6.33)
where vh(t) ∈ Rnv and ρh(t) ∈ Rnρ are the semidiscretized vectors of velo-
city and pressure, respectively, see [17]. The matrix A11 ∈ Rnv×nv is the
discrete Laplace operator, while −A12 ∈ Rnv×nρ and −A⊤12 ∈ Rnρ×nv are,
respectively, the discrete gradient and divergence operators. The matrices
B1 ∈ Rnv , B2 ∈ Rnρ and the control input u(t) ∈ R are designed here for
experimental purposes and may result either from boundary conditions or
external forces or both, y(t) is an appropriately chosen output of the system.
The order n = n
v
+nρ of system (6.33) depends on the level of refinement of
the discretization and is usually very large. Note that the matrix coefficients
in (6.33) given by
E =
[
I 0
0 0
]
and A =
[
A11 A12
A⊤12 0
]
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are sparse and have a special block structure. Using this structure, the
projection Pr onto the right deflating subspace of the pencil sE − A can be
computed as
Pr =
[
Π 0
−(A⊤12A12)−1A⊤12A11Π 0
]
,
where
Π = I − A12(A⊤12A12)−1A⊤12
is the orthogonal projection onto Ker (A⊤12) along Im (A12), see [100]. The
product PA in this case is given by
PA =
[
ΠA11Π 0
−(A⊤12A12)−1A⊤12A11ΠA11Π 0
]
. (6.34)
This representation has been obtained from (6.31) and the fact that the
solution of
(EPr + A(I − Pr))x = Ab
or, equivalently,[
A11 +Π−ΠA11Π A12
A⊤12 0
] [
x1
x2
]
= A
[
b1
b2
]
is given by [
x1
x2
]
=
[
Π(A11 − I)Πb1 + b1
−(A⊤12A12)−1A⊤12A11Π(A11 − I)Πb1 + b2
]
.
The latter identity can be verified by substitution.
The spatial discretization of the Stokes equation (6.32) on the square
domain Ω = [0, 1]× [0, 1] by the finite difference method on a uniform stag-
gered 60 × 60 grid leads to a problem of order n = 11040. In our exper-
iments we take B = [1, 0, 1, 0, . . . , 0]⊤ ∈ Rn and we are interested in the
first velocity component, i.e., C = [ 1, 0, . . . , 0 ] ∈ Rn. We approximate
the semidiscretized Stokes system (6.32) by two models of order 10 using
Pade´-via-Lanczos (PVL) and Pade´-via-Arnoldi (PVA), respectively. The ap-
proximation errors are shown in Figure 6.2 and Figure 6.4. The figures show
that the approximation quality is very good for a wide range of frequencies
although we only aim at matching Markov parameters, i.e., coefficients of
the transfer function’s Laurent series at infinity. We can also see, as antici-
pated, that Pade´-via-Lanczos provides better approximation when compared
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Figure 6.1: Transfer functions for the semidiscretized Stokes equation.
to Pade´-via-Arnoldi. It is for the reason that Pade´-via-Lanczos matches twice
the number of Markov parameters as Pade´-via-Arnoldi.
Figure 6.5 shows a rather fast convergence for the largest finite eigenvalues
of sE − A. On Figure 6.6 we observe that the convergence takes place also
for the rest of the spectrum. Such a behaviour seems to be due to a certain
symmetry of the problem.
Constrained damped mass-spring system
Consider the damped mass-spring system with holonomic constrains illus-
trated in Figure 6.7. The ith mass mi is connected to the (i + 1)st mass
by a spring and a damper with constants ki and di, respectively, and also
to the ground by a spring and a damper with constants κi and δi, respec-
tively. Additionally, the first mass is connected to the last one by a rigid
bar and it is influenced by the control u(t). The vibration of this system is
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Figure 6.2: Absolute error produced by PVL for the semidiscretized Stokes
equation.
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Figure 6.3: Transfer functions for the semidiscretized Stokes equation.
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Figure 6.4: Absolute error produced by PVA for the semidiscretized Stokes
equation.
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Figure 6.5: The error behaviour for the four largest finite eigenvalues of
sE −A during 120 Arnoldi steps.
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Figure 6.6: The spectra of sE − A and Ak for the Stokes system after 120
Arnoldi steps
described by a descriptor system
p˙(t) = v(t),
M v˙(t) = −K p(t)− Rv(t) + F Tλ(t) +B2u(t),
0 = F p(t),
y(t) = C1p(t),
(6.35)
where p(t) ∈ Rg is the position vector, v(t) ∈ Rg is the velocity vector,
λ(t) ∈ R is the Lagrange multiplier, M = diag(m1, . . . , mg) is the mass
matrix, R and K are the tridiagonal damping and stiffness matrices. The
projection-like matrix P is given by
P =
 I − V ⊤F 0 M−1WRV ⊤M−1WRV ⊤F M−1W M−1W (K − RM−1WR)V ⊤
V K(I − V ⊤F ) V RM−1W P33
 ,
where
P33 = V K(M−1WRV ⊤ +M−1W (K −RM−1WR)V ⊤),
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k1 ki ki+1 kg−1
d1 di di+1 dg−1
m1 mi mg
κ1 κi κg
δ1 δi δg
u
Figure 6.7: A damped mass-spring system with a holonomic constraint.
V = (FM−1F⊤)−1FM−1 and W = I − F⊤V.
This representation has been obtained from (6.22) using the explicit repre-
sentation of the transformation matrices P and Q provided in [96].
In our experiments we take m1 = . . . = mg = 100 and
k1 = . . . = kg−1 = κ2 = . . . = κg−1 = 2, κ1 = κg = 4,
d1 = . . . = dg−1 = δ2 = . . . = δg−1 = 5, δ1 = δg = 10.
For g = 6000, we obtain a descriptor system of order n = 12001 with m = 1
input and p = 1 output. We approximate this system by a system of order
10. The approximation results are presented in Figures 6.8- 6.11.
Again we observe a very good match of the transfer function of the orig-
inal system and the reduced-order systems. Here we see, as in the previous
example, the better approximation properties of the PVL reduced model
with respect to the reduced model computed by PVA.
On Figures 6.12 and 6.13 we observe the approximation for the finite
spectrum of sE − A. However, the convergence here is not so fast as in the
previous example.
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Figure 6.8: Transfer functions for the mass-spring system.
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Figure 6.9: Absolute error produced by PVL for the mass-spring system.
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Figure 6.10: Transfer functions for the mass-spring system.
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Figure 6.11: Absolute error produced by PVA for the damped mass-spring
system.
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Figure 6.12: The spectra of sE −A and Ak for the mass-spring system after
200 Arnoldi steps.
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Figure 6.13: The error behaviour for the four largest finite eigenvalues of
sE − A during 120 Arnoldi steps. There are only two graphs because the
eigenvalues appear in conjugate pairs.
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Supersonic inlet flow example
This example considers unsteady flow through a supersonic diffuser. It has
been taken from ”Oberwolfach Benchmark Collection” [16, Chapter 20].
The unsteady, two dimensional flow of a compressible fluid is governed by
the Euler equation. After their linearisation about the steady-state solution
we arrive at an unsteady system of the form
Ex˙(t) = Ax(t) +Bu(t),
y(t) = Cx(t).
(6.36)
This system has two inputs representing the bleed actuation mass flow and
the incoming density disturbance, respectively. The single output is set to be
the average Mach number at the inlet throat. For a more detailed description
of this example, see [77, 78, 117].
We consider here model (6.36) of order 11730. The matrix E contains
some zero rows that are due to implementation of boundary conditions. By
permutation of rows and columns of the matrices E and A, followed by the
corresponding permutation of the rows of B and the columns of C, we obtain
the new system [E˜, A˜, B˜, C˜, 0]. Notice that because we have just applied
a system equivalence transformation the transfer functions of [E,A,B,C, 0]
and [E˜, A˜, B˜, C˜, 0] coincide. Due to the latter fact, for the sake of simplicity
in notations, we will omit the tilde in [E˜, A˜, B˜, C˜, 0].
Thus the matrices E and A are of the form
E =
[
E11 E12
0 0
]
, A =
[
A11 A12
A21 A22
]
,
where E11 and S = A22 − A21E−111 E12 are invertible. The latter condition
allows us to compute the projection-like matrix P in the following factored
form
P =
[
I −E−111 E12
0 I
][
I 0
−S−1A12 I
][
E−111 −E−111 (A12−A11E−111 E12)S−1
0 0
]
.
(6.37)
The feed-through term is given by
G0 = C
[
0 E−111 E12S
−1
0 −S−1
]
B.
The approximation results are presented in Figures 6.14-6.
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Figure 6.14: Transfer functions for the inlet example. The order of the
reduced model is r = 30.
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Figure 6.15: Absolute error produced by PVL for the inlet example. The
order of the reduced model is r = 30.
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Figure 6.16: Transfer functions for the inlet example. The order of the
reduced model is r = 300.
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Figure 6.17: Absolute error produced by PVL for the inlet example. The
order of the reduced model is r = 300.
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We observe that for a reduced model of a low order we have the approx-
imation of the transfer function only for rather high frequencies. In order
to achieve approximation for a larger range of frequencies a considerable in-
crease of the reduced model order is necessary. Another possibility here is
the use of an appropriate preconditioner, which, unfortunately, we are not
able to present yet. Without a preconditioner our method could be used as
a part of a multipoint Krylov interpolation method [4, 63].
Chapter 7
Conclusions and outlook
In this thesis we have studied several aspects of the minimal realization prob-
lem for descriptor systems. These aspects include purely theoretical questions
such as that about the order of a minimal realization of a general improper
rational matrix and problems of a numerical nature, like rounding error anal-
ysis of the computing a minimal realization from a nonminimal one. We have
also treated the minimal partial realization problem for general descriptor
systems with application to model reduction and to generalised eigenvalue
problems.
A complete characterisation of the minimal order descriptor system real-
ization of a improper rational matrix has been presented. Namely, a realiza-
tion is minimal, if it is both completely controllable and observable, and the
Weierstrass canonical form of the corresponding matrix pencil does not con-
tain Jordan blocks of index one. This question has been already discussed in
the literature, [111, 112], however such characterisation has not been clearly
stated and proved. Here we have presented such a proof.
The next result is concerned with numerical computation of a minimal
realization from a nonminimal one. The methods proposed here can be used
for estimation of accuracy of a numerically computed minimal realization.
Such methods are necessary because without them, due to the presence of
round-off errors, we, actually, cannot estimate the computational error even,
if stable algorithms, e.g., [108, 109] are applied. Condition numbers intro-
duced here allow us such an estimation. These results can be viewed as the
first step for the rounding error analysis for model reduction based on bal-
anced truncation. This is the only method with the existing approximation
error estimate, [8]. This error estimate, however, does not take into account
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round-off errors, hence, it does not, in general, hold in finite-precision. The
affairs here are much more difficult compared to the minimal realization case,
and this topic remains a subject for future research.
In the last part of the thesis we have presented the solution of the mini-
mal partial realization problem. Notice that we have approached this prob-
lem from the model reduction point of view rather than from the system-
identification standpoint. In other words, the initial data here is a given de-
scriptor system rather than a finite sequence of input-output measurements.
In this context, the minimal partial realization problem consists in searching
for a system of the smallest possible order that matches a prescribed number
of Markov parameters of the original system. The problem in such a formu-
lation is treated in the literature only for a special case of descriptor systems
[E,A,B,C,D] with the nonsingular matrix E, see [6, 8, 11]. We have given
here a theoretical solution for a general case and presented a computational
algorithm for proper descriptor systems with singular E. We made such a
restriction because the minimal partial realization problem as well as any
other model reduction problem for a descriptor system with the improper
transfer function is ill-posed. The presented algorithm has been successfully
tested on examples taken from multibody mechanics and fluid dynamics.
It has also been shown that the proposed algorithm allows effective com-
putation of the largest finite eigenvalues of a large sparse matrix pencil sE−A
with the singular E. In contrast to existing methods, see [12, 95], our proce-
dure does not require a shift which is often difficult to find.
Note that mechanical multibody systems are actually second-order sys-
tems, and it is desirable to have the reduced-order model in the same form,
see [14, 25, 42]. Our method does not provide this yet. Thus, development
structure-preserving methods for computing minimal partial realization re-
mains a topic of the future research. Especially, it would be desirable to
compute the minimal partial realization for descriptor systems arising in elec-
trical circuit simulation. Such systems operate on high frequencies, [40, 53],
and, hence, the model reduction via computing a partial realization seems
to be the method of choice. The difficulty here is to find the corresponding
projection-like matrix P which would allow effective implementation of Lanc-
zos or Arnoldi procedures. Here methods from [36, 80] seem to be promising.
However, there are no complete results yet and this topic also remains for
future research.
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