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ABSTRACT 
The main purpose of this paper is to prove factorization results for finite Hankel and 
Toeplitz matrices that generalize known results for the positive semidefinite case. 
Generalized Vandermonde matrices appear in the factorizations. Factorization theo- 
rems are proved for infinite Hankel and Toeplitz matrices of finite rank, and the results 
for finite matrices are deduced via a technique of rank-preserving extension. 
INTRODUCTION 
Some classical results about Hankel and Toeplitz matrices that go back at 
least as far as [3] may be stated in terms of factorizations. We are interested 
here in two theorems that follow from the discussion in Chapter I of [l]. 
especially Theorems 3, 5, and 12: 
THEOREM 0.1. Let H be an n x n positive semidefinite real Hankel matrix 
with rank m > n - 1. Then 
H = RDRT, 
where D is an m x m diagonal matrix with positive diagonal entries and R is an 
n x m real Vandermonde matrix (i-’ I~jgfl, IgkGm. 
( 1 
THEOREM 0.2. Let T be an n x n positive semidefinite Toeplitz matrix with 
rank m. Then 
T = RDR*. 
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where D is an m x m diagonal matrix with positive diagonal entries and R is an 
j-l n x m Vandermonde matrix uk 
( 1 l<j<n, lQk<m 
with 1 ak 1 = 1 for 1 < 
k < m. 
In this paper these results are generalized. For Theorem 0.1 we remove 
the conditions that H is positive semidefinite, real, and of rank at least n - 1, 
and for Theorem 0.2 we weaken the condition that T is positive semidefinite. 
In our theorems the matrix R is replaced by a “generalized” Vandermonde 
matrix. Moreover, the matrix D is replaced by a block-diagonal matrix whose 
diagonal blocks are reversed upper triangular, i.e., have zero entries in the 
lower right part of the matrix. 
The proof that R and D exist is quite constructive and involves basically 
two steps: (1) finding a linear dependence relation among the columns of the 
Hankel or Toeplitz matrix, and (2) solving a finite difference equation whose 
coefficients are the weights in the linear dependence relation of (1). 
In order to obtain generalizations of Theorems 0.1 and 0.2, we first derive 
some factorization theorems for infinite Hankel and Toeplitz matrices of finite 
rank. Then we prove the existence of rank-preserving extensions (in the sense 
of [2]) of finite Hankel and Toeplitz matrices and show that these extensions 
(as well as the original matrices) have factorizations like those in Theorems 0.1 
and 0.2. The problem of finding such rank-preserving extensions is related to 
Kalman’s partial realization problem in linear system theory [8]. 
We thank the referees for calling our attention to References [5], [6], and 
[9], all of which are concerned with representations of Hankel and Toeplitz 
matrices. In [6] and [9] there is explicit mention of factorizations in some cases 
(in which the middle factor D is a diagonal matrix). Finally, we mention [lo, 
Theorem 31, in which the factorization in Theorem 0.2 for the case m = n - 1 
was explicitly obtained, and [ll, Theorem 1.31, in which factorizations analo- 
gous to those in Theorem 0.1 are obtained for invertible self-adjoint block 
Hankel matrices. 
1. INFINITE HANKEL MATRICES WITH FINITE RANK 
In this section we give a factorization, similar to that in Theorem 0.1, of 
any finite rank infinite Hankel matrix. By the rank of an infinite matrix we 
mean the column rank. 
Let 
p(z) = (2 - ZJrn’ --* (z - Z,)- (1.1) 
HANKEL AND TOEPLIIZ MATRICES 21 
be a nonconstant manic scalar polynomial. The generalized Vandermonde 
matrix’ determined by p is the block matrix 
R = [R(l) . . . R(“] P-2) 
where for 1 < 1 < r, R(‘) is the infinite matrix with ml columns whose entries 
are given by R$O = 1, and otherwise 
if zI f 0, 
if zl=O. 
In case m, = **. = m, = 1, R is the usual (infinite) Vandermonde matrix 
determined by zi,. . . , z,. If r = 1 and .z, # 0, and if we denote z1 by z and 
ml by m, then R has the form 
/l 0 0 *** 0 
z . . . z 
R= 7? 2:2 2sz2 . . . 2m-lZ2 . z3 3z3 3z 3 3 -1a3 
\ . I 
(1.3) 
Let R,_, be the m x m matrix formed by the first m rows of the matrix 
(1.3). It is easy to verify that 
m-l 
det R,_, = z~~(“‘-‘) n k!, 
&=I 
which implies that the columns of the matrix (1.3) are linearly independent. In 
case r = 1 and a1 = 0, the first m rows of R form the m x m identity matrix, 
so the columns of R are linearly independent in that case also. More generally, 
we have the following result. 
PROPOSITION 1.1. Let R be the generalized Vandermonde matrix deter- 
mined by a nonconstant manic scalar polynomial p of degree m. Then the matrix 
R,_, formed by the first m rows of R is invertible. Consequently, the columns 
of R are linearly independent. 
‘This term has been used in different senses by other authors. We use it here for 
convenience. 
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Proof. Let p(z) be as in (1.1) so that m = ml + e + + + m, and R has the 
form (1.2). Consider any integer 2 for which 1 < 1 < r and a1 # 0. By the 
remarks preceding the proposition, the columns C[l), . . . , C$ of R(‘) are 
linearly independent. Moreover, the columns satisfy the relation 
Let the coefficients of p be given by 
p( 2) = zm + um_lZm-l + *** +a,z + a(), 
and consider the companion matrix 
C= 
‘0 1 \ 
0 0 1 
0 . . : 1 
-a0 * * * -a m-1 
P-4) 
whose eigenvalues are the zeros of p(z). Let 19’) = [ DC) - * * ~$1 be the 
matrix whose columns are given by 
Ds’ = ( qo,,,_ 1 
and 
Dlf!, = f Df) (1 <k <ml - 1). 
1 
(1.5) 
Then it is well known and easy to verify that D\‘), . . . , D$ form a Jordan 
chain of C corresponding to the eigenvalue zI. Since D\‘) = Cf’), it follows 
easily from (1.4) and (1.5) that each of C[‘), . . . , 
Of’, . . . , 
C$ is a linear combination of 
D$ and hence is in the generalized eigenspace of C corresponding 
to ~1. Since generalized eigenspaces corresponding to distinct eigenvalues are 
independent, it follows that all the columns of R,_, are linearly independent. 
n 
We will say that an n x n matrix T = (tj, k)T;Ao is reoersed upper triangu- 
lur if tj, k = 0 for j + k > n. 
THEOREM 1.2. Let H = (~j..+.~)jq)~=~ be an ~~~n~te Hunkel matrix with 
jnite rank m > 0, Then 
where R is a g~~a~i~e~ Variant mut~x with m ~o~~rnns, 1) is un 
invertible block diagonal matrix, and each d~g~al block of D is reversed umer 
triangular. 
Proof. For any n > I., if the (n -I- l)th cofumn of N is a linear combina- 
tion of the first n columns of W, then the Hankel structure of W implies that 
for any k 2 la -t- 1, the kth column of N is the same linear combination of the 
n cohrmns that immediately precede the kth column. It follows that the first 
m columns of W are Iinearly independent and there exist unique co, cr, . . . , 
c,_~ such that 
This implies that the sequence (~k)k 2O satisfies the difference equation 
%Yk + c,Yk+l + ’ * * +Crn-l~k+m-i -I- Yk+m = o (k 2 0). (1.6) 
Let 
p(z) = c* + crz + *I* -i-c,_lz”~-l + zm. P.7) 
First assume that p has a single root zr and that zr f 0. Then (1.6) 
implies that there are d,, d,, . . . , d,_, such that 
Yk = (do + d,k + *** +d,,_lkm-l)z: (k 2 0). 
Let R = (Rj,k)j~OO,O<kgm-l* where 
fij k = jkz{ 
with R,, = 1. Let D = ( Dj, k)jl&80, where 
D j,k = 
for O,<j+k<m-1, 
for m<j+k<2m-2. 
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Let RDRT = ( gj, k)j, k a o. Then for all j, k > 0, 
gj, k = 
m-1 m-l 
C Rj. r or, Saks s = C _irdD,,,kS$ 
r, s=o r, s=o 
C jr,;+” 
r=O 
m-l 
= ,_i+k 
1 tgo 4(j + k)” 
This proves the factorization in case p has a single root z1 and z1 # 0. 
Next suppose that p has r roots zr, . . . , z, with respective multiplicities 
mr,..., m, such that zr * -- z, + 0. Then (1.6) implies that there are unique 
numbers d$‘) (1 < 1 < r, 0 < t < ml - 1) such that 
r w--l 
-,k = c c dj’)k’z; 
I=l t=o 
(k 2 0). (14 
Let R be the generalized Vandermonde matrix determined by the polynomial 
p, and D = diag( D(l), . . . , DC’)), where DC’) is the reversed upper triangular 
ml x ml matrix given by 
for O,<j+k<ml- 1, 
for ml<j+k<2ml-2. 
Then 
RDRT = 2 R(‘)D([)R(‘)T. 
I=1 
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If gj, k is the (j, k) entry in RDRT, then a calculation like the one above, using 
(1.8), shows that 
gj,k = 2 mgldjl)(j + k)fZ{+k =yj+k. 
1=1 t=o 
This proves the factorization in case p has only nonzero roots. 
The construction of R and D involved only two steps: (1) finding a linear 
dependence relation among the columns of H, and (2) solving the difference 
equation whose coefficients are the weights from the linear dependence 
relation. When 0 is a root of p, one additional step is required, as we now 
show. Suppose that p has roots 0, z,, . . . , z, with multiplicities Y, ml, . . , m,. 
Then p has the form 
p(z) = 3v(co + clz + -*- +C,_,_lZm-“-I +z-) 
with c,, # 0. It follows that 
C,J-fk + * ” +Cm-v-l~k+m-v-l +- ?‘k+m-u = o (k > v). 
Define a sequence {-~;}~~a such that 
and 
coy; + *- * +~,-,_l~j+m_v_l + ~j+~_~ = 0 (j 2 0). 
Let H’ = (yj+k)Tk_O. From our previous work, 
H’ = R’D’(R’)= 
where 
R’ = row( R(l), . . . , R(‘)) 
and 
D’ = diag( DC’), . . . , D(“)). 
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Let do) = ( Rri)j ~ o, o $ k G “_ 1 have the block form 
fin = 1 ( 1 0 ’ 
where I is the v x v identity matrix, and let D (‘) = ( DJ(?k)oGj,kcV_l, where 
Then 
Let 
and 
Llfj = 0 for v<j+k<2v-2 
R = row( R(O), R(l), . . . , R(‘)) 
D = diag( D(O), DC’), . _ . , DC’)). 
Then 
RDRT = e R(j)D(j)R(j)T 
j=O 
= R(0)D(O)R(“) T + R’ D’( R,)’ 
Thus H has the desired factorization in all cases. The matrix D is obviously 
invertible because D is m x m and rank H = m. This completes the proof of 
the theorem. H 
Theorem 1.2 implies the following result due to Kronecker. (See the 
Corollary on page 245 in [4] and Theorem 11.6 in [7].) 
COROLLARY 1.3. Let H be an infinite Hankel matrix with finite rank m. 
Then the m x m principal section H,,_, of H is invertible. 
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Proof. By Theorem 1.2, H = RDRr, where R has m columns and D is 
an invertible m x m matrix. Let R,_, be the submatrix of R consisting of the 
first m rows of R. Then 
H,,,_, = R,_,DR;_,. 
By Proposition 1.1, R,_ r is invertible. Therefore H, _ 1 is invertible. n 
The factorization of Theorem 1.2, with the left factor having finitely many 
columns, resembles a different factorization that arises in linear system theory. 
If H = (-yj+k)Tk=o has finite rank, then the function 
f(z) = j$17j-l;' 
is rational [4, p. 2471. Here the rj may be scalars or m x m matrices. Then it 
is well known that f has a realization in the form 
f(z) = C( zI - A)-% 
for suitable finite matrices A, B, and C. The Laurent expansion of z- ‘(I - 
z&A) -I in powers of z- ’ shows that -yj = CAjB for each j, which leads 
immediately to the factorization 
H = (~~+~)%~=c = col( CAj)JTO - row( AjB)jm_c. 
2. INFINITE TOEPLITZ MATRICES WITH FINITE RANK 
The preceding results for Hankel matrices have analogs for a certain class 
of infinite Toeplitz matrices that includes rank-preserving extensions of posi- 
tive semidefinite matrices. The first lemma is an immediate consequence of 
Theorem 15.4 in [7], but we give an elementary proof. 
LEMMA 2.1. lf an infinite Toeplitz matrix T hasfinite rank m > 0, then its 
jbst m columns are linearly independent. 
Proof. The first column of T is nonzero, since otherwise T would have 
infinite rank. Let k be the largest integer such that the first k columns are 
linearly independent. Denote the columns of T by Cj (j > 0). There are 
scalars CQ, . . . , (Yk_l such that 
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Suppose (~a = 0. By removing the first entry in C,, . . . , C, and using the 
Toeplitz structure of T, we find from (2.1) that 
which contradicts the linear independence of Cc, . . . , Ck_ 1. Therefore 0~~ z 0. 
Therefore Ca is a linear combination of C,, . . . , Ck. 
Suppose k < m. Since T has rank m, there must be a smallest integer 
j > k such that Cj is not in the span of C,, . . . , Cj_l. We will show that for 
every integer s > j, C, is not in the span of C,, . . . , C,_,. Indeed, if this is 
true for s and if it were possible to write 
C s+l = aoc, + *-- +a,c, 
= &Cl 
then by removing the first entry in 
structure of T. we would find that 
c, = PlC, + 
+ *-* +p,c,, 
C1,..-rCs+l and using the Toeplitz 
*** +PsCs_l, 
which is a contradiction. Therefore, for all s 2 j, Cs+l is not a linear combina- 
tion of C,, . . . , C,_,, and this contradicts the fact that T is finite rank. 
Therefore k = m, which completes the proof. n 
THEOREM 2.2. Let T = (yj_k)Tkzo be an infinite Toeplitz matrix with 
finite rank m > 0. Let co, . . . , c,_~ be such that 
l 
70 Y-1 .** Y-m 
1 
0 
Yl Yo .** 
cnl-1 
Y-m+1 . 
;(I I iJ 
= 0 > 
. . 
! 
(2.2) 
. . 
. . 
co 
and let 
P(Z) = co + CIZ + .** +c,_/-1 + zm. 
Assume that all the zeros of p lie on the unit circle. Then 
T = RDR*. 
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where R is the generalized Vandermonde matrix determined by p. D is an 
invertible block diagonal matrix, and each diagonal block of0 is reversed upper 
triangular. 
Proof Lemma 2.1 implies the existence of co,. . . , cm_! satisfying (2.2). 
Assume that p has a single root z1 of multiplicity m. Then 
Yk = (do + d, + . . - +d,_,k”-‘)z: (-cn <k < 03) 
for some d,,dl,. ., d,_,. Define R = (Rj k)j20, OGk.m_l and D = 
(Dj,k)O$j,k<m-lp where 
Rj k = jkZ{ 
with R, 0 = 1, and 
dj+k for O<j+k<m-1, 
for m<j+k<Qm-2. 
Let 
G = RDR* = ( gj, k)j, k>“’ 
Then for all j, k > 0, 
m-1 m-1 
gj,k = r~zoRj,rU,,sK,,s = C 
r, s=o 
jr~~Dr..k”(~~)k 
= Zj-k 
1 r+,E_ljr(-l)s( r ‘; ‘)4+F . 
= zi-” ;.!4$o (- I)‘-‘i ;)_F 
m-1 
= Z.i-k 
1 tFo d,(j - k)’ = ?;.-k, 
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Therefore T = RDR*. Thus the result is true if p has a single root. 
For the general case, suppose that p has roots zr, . . . , zr, with multiplici- 
ties ml,. . . , m,, respectively. Then there are unique numbers dj’) (1 < 2 < r, 
0 < t < ml - 1) such that 
Yk = e m~ldj’)k’zf 
I=1 t=o 
(-oo<k<a). 
For 1 < 1 < v-, let DC’) be the reversed upper triangular ml x ml matrix given 
by 
Dj,“r = 
for Ofj+k<ml-1, 
0 for ml<j+k<2ml-2. 
Then, as in the proof of Theorem 1.1, we let 
R = row( R(l), . . . , R(‘)), D = diag( DC’), . . . , DC’)) 
and find that T = RDR*. The matrix D is invertible because rank T = m. n 
The factorization of the matrix T in Theorem 2.2 implies that the m x m 
principal section T,_r of T is invertible. (See the proof of Corollary 1.3.) In 
fact, in [7, Theorem 15.41 it is shown that if T is any infinite Toeplitz matrix 
with finite rank m > 0, then T,,,_, is invertible. 
3. RANK-PRESERVING EXTENSIONS OF FINITE HANKEL AND 
TOEPLITZ MATRICES 
In this section we use the results of Sections 1 and 2 to give condi- 
tions under which unique rank-preserving extensions of finite Hankel or 
Toeplitz matrices exist. (See Section 5 of [2].) For such extensions we obtain 
factorizations that generalize the factorizations in Theorems 0.1 and 0.2. 
THEOREM 3.1. Let Hn= (?j.+k)OQj,k<n be a Hankel matrix with rank H, 
= rank H,_I = m. For euey q > n there is a unique (9 + 1) x (9 + 1) rank- 
preserving Hankel extension Hq of H,,, and 
Hq = R,DR;, 
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where R, is a (q + 1) x tn generalized Vandermonde matrix and D is an 
m x m block-diagonal matrix whose diagonal blocks are reversed upper triangu- 
lar. Moreover, there is an infinite Hankel matrix H of rank m such that D is the 
same as in Theorem 1.2 and R, is the matrix formed from the j&-St q + 1 rows 
of the matrix R in Theorem 1.2. 
Proof. Since rank H, = rank H,,_,, there are co,. . . , c,,_~ such that 
(3.1) 
We will prove by induction that for every q 2 n there is a unique (q + 1) x 
(q + 1) Hankel matrix Hy = (-yj+,JO Q j+k G y with rank m such that 
0 ’ 
0 0 
co =:. 0 ci 
C,-1 
1 , 
This is clear for 9 = n. Suppose the result is true for q = r. Then we have 
Define 
n-l 
Ye+1 = - c CkYk-n+2r+l. 
k=O 
Then 
(3.2) 
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so that 
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This means that 
P-3) 
has the same rank m as H,.. Moreover, the value of yzr+r in (3.2) is the only 
value of Tzr+l that makes the rank of (3.3) equal to m. To prove this, we 
observe that each of the matrices 
has rank m. If we choose m columns in A that form a basis for the column 
space of A, then the corresponding columns of B will form a basis for the 
columns spaces of both B and C. Therefore, 
Yr+l 
I I Y2r Y2r+l 
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is a unique linear combination of the basis columns of B. This expresses -rsr+r 
as the corresponding linear combination of y,., . . . , yzr and hence determines 
-ysr+r uniquely. Similarly, if we deAne 
n-1 
Y2r+2 = CkYk-n+2r+2) 
then 
0 0 
H r+1 
co =:, 0 0 
cn-1 
1 , 
I 0 ’ 
so that H,,, has rank m, and the values of -y2,.+r and y2,.+s given in (3.2) and 
(3.4) are the only values such that H,,+, has rank m. This completes the 
induction. 
Let H be the infinite Hankel matrix (?;.+k)j,kao. From (3.1) and the 
inductive definition of Yk for k > n it follows that 
H 
Therefore H is of finite rank. By Theorem 1.2 
CO 
0 
c,,-1 = i(ii 0 1 0 
H= RDRT, 
and by taking finite sections we obtain 
Hq=R,DR; (9 2 n)1 
where R, consists of the first 9 + 1 rows of R. 
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The following corollary follows immediately from Theorem 3.1 and Corol- 
lary 1.3. It was also proved in [4, p. 2451 and [7, Theorem 11.51. 
COROLLARY 3.2. Let H, be a Hankel matrix with rank H, = rank H,_ 1 = 
m. Then H,,_ I is invertible. 
EXAMPLE 3.3. The Hankel matrix 
1 0 3 0 5 
0 3 0 5 0 
H= 3 0 5 0 7 
0 5 0 7 0 
5 0 7 0 9 
has rank 4 but is neither positive semidefinite nor negative semidefinite. 
Therefore Theorem 0.1 does not apply, but Theorem 3.1 does apply. The 
polynomial p in (I .7) is given by 
p(z) = z4 - 2z2 + 1, 
which has double roots z1 = 1 and z2 = - 1. In (1.8) we have dg) = df) = 
dj’) = di2) = t and 
Yk = +(I + k)[l + (-l)k] (k 2 0). 
Therefore 
0 
-1 
2 
-3 
and 
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and Theorem 3.1 yields the following factorization of H: 
1 
1 
H= 1 
1 
1 
1 
-1 
1 
-1 
1 
35 
0 
0 
I 
1 
0 
i 
1 11 11 
0 12 34 
X 
1 -1 1 . -1 1 
0 -1 2 -3 4 I 
THEOREM 3.4. Let Tn = (?j.-k)O<j,k<n be a Toeplitz matrix with rank T,, 
= rank T,_, = m > 0. Then there are co,. . . , c,,_~ such that 
= 
0 
i: 0 
(3.5) 
Let 
P(Z) = co + CIZ + *a. +c,_/-1 + ZV’, 
and assume that all the zeros of p lie on the unit circle. Then for every 9 2 n 
there is a unique (9 + 1) x (9 + 1) rank-preseruing Toeplitz extension T, of T,,, 
and 
T, = R,DR*y, (3.6) 
where R, is the matrix formed by the first 9 + 1 rows of the matrix R in 
Theorem 2.2 and D is the same as in Theorem 2.2. 
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Proof. The existence of a unique (9 + 1) x (9 + 1) Toeplitz matrix T, 
for each 9 2 n with rank m extending T,, is provided by Theorem 5.1 of [2]. It 
follows that there is a sequence (~~)~>a such that 
TY = (Tj-k)oy,kGy (9 2 n). 
Let T be the infinite Toeplitz matrix (T~_~)~,~>~. Let B, be a basis for the 
column space of T,, and for 9 2 n let B, be the set of columns of Tq that 
contain the columns in B,. Then B, is a basis for the column space of Tq, 
since rank Tq = rank T,. Let B be the columns of T that contain the columns 
in B,. Let C be any column of T, and for p > n, let C, be the part of C that 
is a column in Tp. Then C, is a unique linear combination of the columns in 
B,. It follows that the coefficients of the linear combination are independent of 
p. Consequently, C is a linear combination of the columns in B. Therefore T 
has rank m. By Lemma 2.1 the first m columns of T are linearly independent. 
The Toeplitz structure of T then implies that any m consecutive columns of T 
are linearly independent and hence form a basis for the column space of T. 
Therefore there are ca, . . . , c,,_~ such that 
T 
1 
C m-l 
= 
CO 
0 
Taking the first n + 1 rows yields (3.5). Applying Theorem 2.2, we find that 
T = RDR*. 
so that 
Tq = R,DRG (9 L n). 
This proves the theorem. H 
Under the hypotheses of Theorem 3.4, the matrix T,_, is invertible. This 
fact, proved in [7, Theorem 15.41 without the assumption on the zeros of the 
polynomial p, follows immediately from the remark after Theorem 2.2. This 
observation, along with a well-known result, implies that Theorem 3.4 is a 
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generalization of Theorem 0.2. Indeed, if T,_, is an n x n positive semidefi- 
nite Toeplitz matrix with rank m, then the preceding observation implies that 
T nr - 1 is positive definite. But, as is well known [l, Chapter I, Theorem 8; 2, 
Theorem 5.6; 10, Corollary 1.11, this implies that the zeros of the polynomial 
p in Theorem 3.4 lie on the unit circle. 
Finally, we give an example to which Theorem 3.4, but not Theorem 0.2, 
applies. 
EXAMPLE 3.5. Let T, be the Toeplitz matrix 
/ 1 ’ 
1 -i -- 
2i 
4 0 -i . 
z 2 0 
The eigenvalues of T2 are 0 and t %, so Theorem 
However, the polynomial p in Theorem 2.2 is given by 
p(z) = l- +z+z2, 
0.2 does not apply. 
whose roots zi = $(l + iv&?) and zs = $(l - iv%%) lie on the unit circle. 
Therefore Theorem 3.3 applies to T2. The corresponding infinite Toeplitz 
matrix T = (?;._k)j,k ao is defined recursively by 
70 = 0, yI = i, and -fk+Z = iYk+, - Yk (- w<k<m. ) 
The matrices R and D in the factorization T = RDR” implied by Theorem 2.2 
are 
1 1 
21 z2 
i I 2 R= g 4 and D=m . . . . . . 
The factorization of T yields the factorization in (3.6) for q = 2: 
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