Abstract. In this paper, we consider ill-posed problems which discretize to linear least squares problems with matrices K of high dimensions. The algorithm proposed uses K only as an operator and does not need to explicitly store or modify it. A method related to one of Lanczos is used to project the problem onto a subspace for which K is bidiagonal. It is then an easy matter to solve the projected problem by standard regularization techniques. These ideas are illustrated with some integral equations of the first kind with convolution kernels, and sample numerical results are given.
1. Introduction. In this paper we discuss techniques applicable to the solution of those ill-posed problems which, upon discretization, give rise to large linear systems of equations. In particular, our examples are drawn from integral equations of the first kind, ill-conditioning in the matrix K. Since such perturbations can be due to unavoidable noise in measurements of g or to roundoff errors in the calculation, algorithms for numerical solution of the discretized problem must be designed to minimize the effects of these perturbations. Various techniques for solving linear ill-posed problems are discussed in a good survey paper by Bj6rck and Eld6n [3] . We do not attempt an exhaustive review of these techniques here, but note that two of the most popular methods are based on the following techniques"
(1) Regularization. We use this term in a broad sense [3] to describe methods which replace the original operator by a related one which diminishes the effects of errors in the data. For example, the function to be minimized might be replaced by min IIg-gll + IIIIL
where Ilfll=f*L*Lf for some full rank matrix L, y is a positive scalar parameter, and the superscript * denotes complex conjugate transpose. This is equivalent to solving the system of equations (K*K + yL*L)[= K*g. Thus the operator K*K of the normal equations for the original problem has been replaced by an operator K*K + yL*L. The choices of y and L, guided by the physical characteristics of the problem and of the noise, give a problem for which the operator is better conditioned but which has a solution close, in some sense, to that of the original problem.
(2) Pro]ection. The approximate solution [ is constrained to lie in a specified subspace given by the columns of a matrix V. In this case we have a modified problem, The new operator, V*K*KV, is K*K restricted to a subspace upon which it is better conditioned.
The technique we consider is a projeetion-regularization method. In the first step, the problem is projected onto a subspaee defined by a bidiagonalization algorithm. The restricted operator is typically still ill-conditioned. In the second step a regularization is applied on the subspace. The reason for this approach is that regularization of the restricted problem can be less expensive and, if the subspaee is chosen properly, the final results are not significantly degraded. The algorithm and its properties are presented in 2. Potential applications of the algorithm include: (i) Problems for which n multiplications by the operator K are significantly less expensive than faetorization of the matrix.
(ii) Problems for which storage does not permit regularization of the original problem.
Thus, problems for which K is sparse or K is structured so that its storage and matrix-vector multiplication time are both less than O(mn) are possible candidates for this algorithm. Examples of such problems and sample computational results are given in 4.
2. The bidiagonalization-regularization algorithm. The algorithm proceeds in two steps. First the problem is reduced to one on a subspace which is computationally much more economical. Then standard techniques of regularization can be used on the reduced problem. The two steps are defined in 2.1 and 2.2, and properties of the algorithm are discussed in 2.3. A different algorithm based on bidiagonalization has been proposed independently in [2] .
2.1 The Lanczos bidiagonalization. The subspace chosen over which to solve the problem is that generated by the "Lanczos" algorithm for bidiagonalization. This algorithm was investigated by Paige [20] , named and described in block form by Golub, Luk and Overton [11] and used in a different context by Moler and Stewart [19] . It is a specific computational implementation of the bidiagonalization procedure of Golub and Kahan [10] , proposed as the first step of computing the singular value decomposition of a matrix. It is related to ideas of Lanczos [16] and [17] . The [11] . The algorithm can be derived from the relations KQ UB and U*K BQ*. It proceeds as follows [11] .
Given K" m x n and zx" n x 1 an arbitrary nonzero The vector qi(u) is the/th column of the matrix Q(U).
Operations counts and properties of the algorithm will be discussed in 2.3. As another alternative we could take a damped SVD approach, substituting a/ for 1/i in the above expression for h, where the ai form a sequence of decreasing positive numbers. The damping factors might be determined using generalized cross validation techniques [9] , [28] . These (E) For very ill-conditioned problems, reorthogalization of the q and u vectors may be necessary to preserve computational stability [22] , [5] , [24] [4] ) and certain least squares problems [26] .
(ii) A common technique in many of these problems is "filtering" [13] . In this case K and g are both preconditioned by some [12] ).
To understand the nature of this ill-conditioning, it is convenient to study a permuted version of the system, formed by reordering the equations from last to first:
We denote this reordered system by K'f= g* and note that K PK , where P is the permutation matrix formed by writing the rows of the identity matrix from last to first. K* is a Hankel matrix and is indefinite. Now K is a defective matrix; it has n eigenvalues equal to a0 but only one eigenvector, the last unit vector e, [0, , 0, 1]r. But where the e are s x 1 unit vectors. I ao,'", a_ are small rather than zero, the eigenstructure will be similar, but all of the zeros will be perturbed slightly [29] . The unregularized solution to the problem is given by 1 T @ f= E--wg w. 81,'", 8,, 0,..., 0) r and the vectors ui are m 1. Now, the norms of the first few vectors Ixi are small because the first few columns of K * differ from its first column by small perturbation terms. The norms of later vectors Ixg are small because the norm of 8 r +[uT, ix/T] is equal to the norm of the ith column of K, which is small compared with the norm of the first column. Thus F*K * has small entries in all rows not indexed by J, and therefore F*K *F is also small in those rows.
This Fourier property of the eigenvectors means that a truncated singular value decomposition often gives results indistinguishable from filtering.
In using the algorithm of 2, we can take advantage of three simplifications" (1) Since K * is symmetric, we can use the Lanczos tridiagonalization procedure [17] , [21] rather than bidiagonalization. This requires approximately half of the work and storage, since the u sequence is redundant, and only one matrix multiplication is needed per step. The. resulting algorithm is" Given K * and 2'1" n x 1, an arbitrary nonzero vector, set The algorithm performs better numerically if 0 is calculated as q(K*q--xIiqi_l). (2) Since the resulting B is symmetric tridiagonal rather than bidiagonal, we can compute its eigendecomposition rather than its singular value decomposition. This cuts the storage required from 2k2+ k to k2+ k, and also involves less computation. Example 2. This is a time series problem drawn from the field of acoustic emission. The kernel, plotted in Fig. 3 , is the theoretical displacement response of a certain horizontal elastic plate [14] to a vertical step function force term applied at a point on one of the faces. The response is measured directly below the force, on the opposite face of the plate. The kernel was sampled at n 512 points, and convolved numerically with a discretization of the function shown in Fig. 7 . The resulting function, truncated to eight bits, was used as g. Elements in g ranged from 0 to 53, and the residual norm ILK/-gll was 10-. Figure 4 shows the results of using forward substitution on the linear system Kf g to solve the time series deconvolution problem. This demonstrates the need for regularization of the solution. 
