The first two experiments reported here took two-radical Chinese characters and transposed their radicals to create another character. Character decision and naming responses to these transposed stimuli were then compared to control items that were not created via transposition, and no difference was found. Nor was a transposition effect found in a third experiment examining noncharacters. These results were taken to mean that positional information is crucial in activating radical information during character recognition. A further experiment did reveal a radical-transposition effect, but only when a four-radical character had two of its radicals transposed (and hence had two of its radicals intact). In contrast to the first three experiments with two-radical characters, the transposition of characters within two-character words revealed considerable interference, which confirmed the expectation that positional information is not so important in character-level representations. The results overall support a hierarchical framework for considering the recognition of Chinese words whereby there is both a radical and a character level of representation, with the former being directly activated by featural information, including positional features.
Chinese characters have internal structure. Not only are characters composed of a series of individual strokes, but those strokes often combine to form recurring subcharacter "radicals." Thus, the "complex" character is horizontally structured with the left radical and the right radical , while the "complex" character is vertically structured with the top radical and the bottom radical . Many of these radicals can actually be "simple" characters in their own right, like (self) and (strength). In addition, many radicals can appear in a number of different positions within a character; for example, the radical can occur on the left (e.g., ), on the right (e.g., ), at the top (e.g., ), at the bottom (e.g., ) or in a range of different positions in more complex characters (e.g., , , , ) . In horizontally structured characters (like ), the left-hand radical often provides some clue to the meaning of the character ( refers to speech and means record in writing) while the right-hand radical often gives some indication of pronunciation ( is pronounced jì, and is pronounced jì). The relationship between position and function is less systematic in vertically structured characters (like ).
There is increasing evidence from a range of paradigms to suggest that reading a complex character involves the processing of its component radicals (e.g., Fang, Horng, & Tzeng, 1986; Fang & Wu, 1989; Feldman & Siok, 1997 ; Flores D'Arcais, Saito, & Kawakami, 1995; Han, 1994; Hue, 1992; Lai & Huang, 1988; Peng, Yang, & Chen, 1994; Saito, Kawakami, Masuda, & Flores D'Arcais, 1997; Seidenberg, 1985; Taft & Zhu, 1997a; Zhou, 1999) . Taft and Zhu (1997a) provide a theoretical framework within which to conceptualize this whereby lexical memory is viewed as a hierarchy of levels. Each level represents a particular size of unit, and activation spreads through the hierarchy from lower to higher levels.
As is depicted in Fig.1 , the lexical processing system includes orthographic, phonological, and semantic subsystems. When a word is visually presented, the system is entered through the orthographic subsystem on the basis of the
FIG. 1.
A multilevel activation framework for conceptualizing the lexical processing of Chinese words. The example of (xiàn dài), meaning "modern" is used to illustrate the different levels of representational units. lowest level features (i.e., strokes and stroke combinations and relationships). Activation then passes up to the radical units associated with the activated features and in turn passes up to the character units associated with the activated radical units and then to the multicharacter units associated with the activated character units. Though not of direct concern here, activation can pass to the relevant phonological units linked at the character level as well as at the multicharacter level (see Taft & Zhu, 1995 , 1997b , as it also can to the relevant semantic units. It is conceivable that radical units are associated directly with semantic and phonological units as well, though we do not address this possibility here and do not depict it in Fig.1 .
The focus of the current research is on the nature of the radical-level representations in the orthographic subsystem. Taft and Zhu (1997a) have pointed to the involvement of radicals in lexical processing by demonstrating that the frequency of occurrence of a radical has an impact on character decision responses when character frequency is controlled. On finding the clearest effect to be on right-hand radicals (but see Feldman & Siok, 1997) , Taft and Zhu examined whether the frequency measure that was relevant was one that took radical position into account. For example, the characters and are of approximately equal frequency in the language, and their right-hand radicals ( and , respectively) occur as radicals equally frequently if position is ignored (i.e., "total radical frequency"). However, the former radical is more common than the latter on the right-hand side in particular; that is, rarely occurs in the right-hand position while commonly does. Taft and Zhu found that characters like took less time to classify as a real character than characters like suggesting that the radical frequency that influences recognition times is not total radical frequency, but rather, a position-sensitive measure.
Reinforcing this conclusion was the fact that total radical frequency did not affect character decision times when positional frequency was controlled. For example, and are characters of approximately equal frequency, and the radical occurs on the right-hand side as often as does the radical , but more often in other positions than does . Thus the total radical frequency of is greater than that of . Items like and did not differ in their response times (and in fact, if anything, showed a reverse radical frequency effect), suggesting that there is no representation for radical units independent of their position in the character.
To explain these data, Taft and Zhu (1997a) proposed that there are different representations for the radical in its different positions, each of which is sensitive to the frequency with which it is encountered. Such position-specific units are activated via the feature units associated with that radical, along with feature units representing its position (e.g., "top," "left," etc). This means that the unit representing the left-hand radical of, for example, would be partially activated when is presented because these characters share a radical though the amount of such partial activation will depend on the weight given to the positional features relative to the others.
In fact, it is not strictly speaking correct to say that radicals in different positions share all physical features, because radicals tend to differ somewhat in shape or size depending on their position. For example, the bottom horizontal line of a radical becomes oblique when appearing on the left side (e.g., compare the left-hand and right-hand versions of the radical in ) and radicals are lengthened vertically when positioned on the left or right, while lengthened horizontally when positioned at the top or bottom (e.g., compare the radical in and ). It might be suggested, then, that positional information about radicals can be entirely captured within the system by having different representations for the differently shaped versions of the same radical. So, for example, there might be four separate representations for at the radical level: (a) with an oblique bottom stroke for use on the left-hand side, as in , (b) vertically elongated for use on the right side, as in , (c) horizontally elongated for use in vertically structured characters, as in and , and (d) unaltered elsewhere, as in and .
However, the shape of the radical is not actually a reliable guide to position because it can be quite variable depending on the font used or when it is handwritten. In fact, if the character were to be handwritten without any elongation of the radical at all, it would often still be an acceptable rendering of that character. Furthermore, elongation does not discriminate between the top and bottom positions (e.g., the top radical of and bottom radical of have the same shape). Finally, differently shaped versions of the same radical can be found in the same position: Compare the bottom radical in with that in and the top left radical in with that in . For these reasons, the idea of building positional information into the system solely on the basis of shape does not appear tenable. Some other coding scheme would therefore seem to be required.
Perhaps parallels can be drawn with the suggestions that have been made for the representation of letter position in linear alphabetic scripts. In the hierarchical neural network model of Mozer (1987) , there are input units that are sensitive to different features at each of a large number of positions within a simulated retina. These units are connected to other units that represent individual letters, each of which can be defined in terms of a 3 ϫ 3 array of features, and these units are, in turn, connected to a layer of units representing letter-clusters. Word boundaries can be a part of a letter-cluster, as indicated by a lack of activation in any feature units in that retinotopic position. Thus, presentation of the letter-string LARGE will activate letter-cluster units for #LA, LAR, GE# etc, where # refers to a word boundary, and it is the combination of these units that activates the appropriate word level unit. Although the lettercluster unit LAR will also be activated when SOLAR is presented, the fact that LAR occurs at the beginning rather than the end of LARGE is captured by the activation of the #LA unit (and the nonactivation of the AR# unit).
In a related approach, Peressotti and Grainger (1995) propose an input layer that is sensitive to letter position that sends its activation to another layer of units that is position insensitive. That is, there is a unit representing #F and another representing F#, but both send activation to a general F unit.
It would seem to be relatively easy to adapt either of these approaches to the Chinese situation. Radicals simply replace letters as activation units. However, the existence of an intermediate letter-cluster layer of units makes little sense in Chinese, since a "radical-cluster" would be equivalent to the whole character that is to be recognized.
It is not critical exactly how radical position is built into the recognition system. The point to be focused on here is rather whether the unit (or distribution of units) that is activated in response to the presence of a particular radical takes into account the position of that radical within the character in which it occurs. Since the radical is the lowest-level structure that is associable with a set of features, one would expect that its representation as an input unit should indeed be position sensitive.
Experiments examining illusory conjunctions reinforce this expectation. A number of studies (see Li & Chen, 1997 , for a summary) have observed that when two characters are rapidly presented side by side, it is possible for the reader to experience the illusion that a different character was presented, namely, a character that combines one radical from each of the two characters. For example, brief presentation of and leads to the illusion that was presented (taking the left radical from the first character and the right radical from the second). In fact, is more likely to be falsely recognized than is even though both are created from a radical taken from each of the two presented characters (Li & Chen, 1997) . That is, an illusion is less likely to occur when the radical must move to a different position, as happens with the radical , which is on the right in but on the left in . Thus, it seems that positional information is an important feature associated with a radical.
However, following the suggestion of Peressotti and Grainger (1995) , there may also be a position-insensitive representation of the radical prior to reaching the character level; that is, one that is activated regardless of whether it occurs on the right, left, top, bottom, etc. of the character in which it occurs. In fact, such a representation would seem to be redundant because there is no obvious advantage to the system to activate a position-insensitive radical representation. It makes more sense if the characterlevel unit is activated directly from the positionsensitive units. For example, could be activated via a unit representing a left-hand (and a right-hand ), and could be activated via a unit representing a right-hand (and a left-hand ) without any need, in either case, to activate an intervening unit representing a position-free .
Nevertheless, there is a way of testing whether character recognition passes through a position-free representation of the component radicals. There exist Chinese characters that are composed of exactly the same radicals as each other, but in different positions. For example, (dull) and (apricot) are both composed of and , while (cultivate) and (boundary) are both composed of and . If activation of a character representation does pass through some position-free radical-level representation, then it would be the case that both members of such pairs would be activated whenever one of them is presented for recognition and this could well lead to interference. That is, if both and are activated via position-free representations of and , then it will be easy to confuse with since they would follow considerably overlapping activation pathways.
On the other hand, if character representations are directly activated by position-sensitive radical representations, there may be minimal interference. That is, will be activated by a "top" and a "bottom" , while will be activated by a "top" and a "bottom" and will therefore follow quite distinct activation pathways. The amount of interference arising from transposability of radicals would then depend on the amount of weight placed on positional features relative to the physical features of the radicals.
Transposability effects have indeed been observed in experiments using English materials. Chambers (1979) , O'Connor and Forster (1981) , Andrews (1996) , and Taft and van Graan (1998) have all observed that responses to words with two letters transposed take longer and/or are more error-prone than appropriate control items. For example, Andrews (1996) looked at lexical decision and naming responses to words like CALM that create a different word when two medial letters are transposed (i.e., CLAM) and found inflated RTs relative to control words matched on word frequency (like CLUE) that do not create a word when two letters are transposed (i.e., CULE is not a word). For high frequency words (e.g., CALM versus CLUE) this transposability effect was about 30 ms for both lexical decision and naming, while for low frequency words (e.g., CLAM versus CLIP) the effect was observed only on error rates in naming (with a difference of 10% in error rates between the transposable and control items). Both Chambers (1979) and O'Connor and Forster (1981) also reported large effects of transposability on nonwords created by transposing two letters of a real word, particularly when that letter transposition occurred in the middle of the word (e.g., SHROT created from SHORT). For example, Chambers (1979) observed a delay of 94 ms on lexical decision responses to items like SHROT relative to control nonwords (like PHROE) with a 12% difference in error rates. From these demonstrations of difficulty in processing letter-transposed items, the conclusion can be reached that letter processing is not always sensitive to positional information. Having the right letters in the wrong order is enough to activate the base word to a degree that will produce interference.
The first experiment to be reported here examines the issue of radical position sensitivity in Chinese by comparing character decision responses to transposable characters (like ) with those to nontransposable control characters (like ). The character decision task is equivalent to lexical decision, but with the requirement that single characters be discriminated from nonexistent characters. If the noncharacters are legally composed of real radicals, the only way to perform this task is to gain access to the character-level of representation in order to ascertain whether the particular combination of radicals does exist.
EXPERIMENT 1: CHARACTER DECISION RESPONSES TO TRANSPOSABLE CHARACTERS

Method Materials
Twenty-two pairs of characters whose two radicals 1 could be transposed to create a different character were selected, with one combination being of higher frequency than the other (e.g., is more common than ). Both radical combinations were used as items, though each version was presented to a different group of participants. In this way, each participant received 11 relatively high frequency transposable characters (High Frequency Transposable characters) and 11 relatively low frequency transposable characters (Low Frequency Transposable characters). The 22 characters on each list (see Table 1 ) were randomly interspersed with noncharacters. These were items composed of two real radicals that were placed in such a way that a nonexistent character was created. Half of the noncharacters were composed of radicals that could create a real character when transposed and half were not. There was little control over the matching of transposable and nontransposable noncharacters in this experiment because the focus was on the real characters. Therefore, the responses to the noncharacters were not examined in Experiment 1. However, later experiments to be reported will focus explicitly on the noncharacters.
There were also 12 practice items at the beginning of the experiment, half of which were transposable and equally distributed between characters and noncharacters.
Participants
There were two groups of 15 participants. All were native Mandarin Chinese speakers from the People's Republic of China who were students at the University of New South Wales. They were financially reimbursed for their participation.
Procedure
Items were printed in Song font and presented on a computer screen for 500 ms in a different random order for each participant, with an intertrial interval of 500 ms from the time of response. Noncharacter items were constructed by combining parts of real characters together, thus generating images that could not be distinguished from the real characters on physical grounds alone. Participants were asked (in Mandarin) to respond by button-press whether the item was a real Chinese character or not and to do this as quickly but as accurately as possible. Table 2 presents the mean character decision times and error rates for the characters used in Experiment 1. While there was significant effect of character frequency, F 1 (1,28) ϭ 25.34, p Ͻ .001; F 2 (1,42) ϭ 14.26, p Ͻ .001 for RTs, and F 1 (1,28) ϭ 10.70, p Ͻ .01; F 2 (1,42) ϭ 6.32, p Ͻ .02 for errors, it can be seen that there was very little effect of transposability. In fact, there was not even a hint of a significant effect of transposability for either high or low frequency characters on either reaction time or error rates, all F's Ͻ 1, and it is therefore apparent that 1 504 positional information is important when it comes to using radical information in recognizing a character. When a radical is in a different position in two different characters it seems that the radical-level representation that is activated in each case is easily distinguished, leading to minimal interference. It could be argued, however, that if, for example, were mistaken for a positive character decision response would nonetheless be made relatively quickly, but it would be based on the wrong character. The character decision task could not pick up such a mistake since it would register appropriately as a "yes" response. Andrews (1996) raised this possibility in her English study with words that create other words when two letters are transposed (e.g., CALM versus CLUE, CLAM versus CLIP). However, the argument holds only for low frequency words because if a high frequency item (e.g., CALM, ) is mistakenly responded to as its low frequency transposition (CLAM, ), response times will be slower than to the high frequency control word (e.g., CLUE, ). Therefore, it would be hard to explain the lack of a transposability effect for high frequency characters in these terms.
Results and Discussion
Nevertheless, it might be argued that a High Frequency Transposable character will suffer little competition from the activation of its lower frequency transposition because its high frequency gives it an activation level that dominates any competitors. Although Andrews (1996) did find interference for high frequency words, this possibility must be considered. It would therefore be preferable to seek a transposability effect with low frequency items using a task where a response made to the wrong character will be registered as such. A naming task offers these conditions; that is, if characters need to be overtly pronounced, it can be seen whether there are confusions between Low Frequency Transposable items and their higher frequency transpositions. Indeed, Andrews (1996) found a large number of transpositional errors when her low frequency English words were pronounced aloud (e.g., CLAM read as CALM).
EXPERIMENT 2: NAMING RESPONSES TO TRANSPOSABLE CHARACTERS
Method Materials
The characters were exactly the same as those used in Experiment 1 (Table 1) . Only the noncharacters were deleted from the experiment. Initial consonants were not explicitly matched between the transposable and nontransposable items, but allowed to vary randomly between them.
Participants
Another 32 participants were selected from the same pool as Experiment 1 and divided into two groups of 16.
Procedure
The characters were presented in the same way as in Experiment 1, but this time participants were asked to read each character aloud into a microphone as soon as they recognized it. The experimenter listened to the responses through a set of headphones and recorded any errors in pronunciation (including stutters and incomplete responses) as they were produced. These errors were eliminated from the reaction time analysis.
Results and Discussion
Naming times and error rates are given in Table 3 . Analysis revealed that only the frequency effect was significant, F 1 (1,30) ϭ 25.72, p Ͻ .001; F 2 (1,42) ϭ 18.13, p Ͻ .001 for RTs, and F 1 (1,30) ϭ 31.78, p Ͻ .001; F 2 (1,42) ϭ 14.44, p Ͻ .001 for errors. There was again no sign of a significant transposability effect, with all F's Ͻ 1, and this reinforces the conclusion of Experiment 1 that radical position is a major constraint on the activation of character-level representations. That is, is not confused with even though they are composed of the same radicals and even though the former is less frequent than the latter.
It needs to be said, however, that and do not constitute a typical example of a transposable pair of characters. In fact, the vast majority of transposable two-radical characters involve an alternation between vertical and horizontal structure rather than a symmetrical transposition around a horizontal or vertical axis. Thus, the pair and is far more typical of transposable characters than is and . Perhaps no effect of transposability was observed in Experiments 1 and 2 because transposability does not extend across different character structures. While it is not obvious what theoretical account of position sensitivity could incorporate such a notion, it is important to try to overcome this concern. Experiment 3 does this.
EXPERIMENT 3: CHARACTER DECISION RESPONSES TO TRANSPOSABLE NONCHARACTERS
While the transposability of two-radical characters primarily creates new characters that have a different symmetrical structure, there are no such constraints when creating noncharacters that are transpositions of real characters. For example, the noncharacter can be created from the real character , and the noncharacter can be created from the real character .
In the following experiment, the focus is on such noncharacters where any effect of transposability should be very clear. If radical-level representations are not position specific, then will activate a single character-level representation ( ) via the units for and and, therefore, the only way to correctly classify the item as a nonexistent character is to determine that it is not actually . This might be achieved via a checking back mechanism that compares the activated character with the actual stimulus item (or iconic trace of that item). On the other hand, if radical representations embody positional information, then activation of the "lefthand" unit and "right-hand" unit will have little impact on the "right-hand" unit and "left-hand" unit and, therefore, the characterlevel unit for will not be activated by the presentation of the noncharacter , so that no interference will ensue.
Method Materials
Only horizontally structured noncharacters were used (Table 4) . One set of these (High Frequency Transposable noncharacters) was created by symmetrically transposing the two with a stop consonant and vice versa for fricatives. If stop consonants were to trigger the voice key more quickly than fricatives, it may be possible to explain the lack of transposability effect in these terms. However, against this, an examination of the item means showed that items beginning with stop consonants were, if anything, slower than those beginning with fricatives. The Noncharacters Used in the Character Decision Task of Experiment 3 and . The items were then split into two lists so that no participant saw the transposable and nontransposable items that were created from the same radicals.
The radicals that were used for the noncharacters were selected to be cases that were legal in the position that they appeared in and that changed little in shape when appearing in the left or right position. The actual stimulus materials were constructed from the radicals spliced out of two real characters that contained each of the two radicals in the same position as in the noncharacter. That is, the transposable noncharacters were not constructed merely by transposing the two radicals of the character on which they were based, because the right-hand radical of a horizontally structured character is usually larger than its left-hand radical and we wished to maintain this typical proportion.
Interspersed with the randomly presented noncharacters were 60 real characters that were necessary as distracters for the character decision task. Half of these were transposable and half were nontransposable. Unlike the noncharacters, the real characters were rarely transposable around the same axis (horizontal or vertical) because of the aforementioned lack of such characters in Chinese. The focus of this experiment was on the noncharacters and, for this reason, little care was taken in matching the two types of real character (unlike what was done in Experiments 1 and 2, where the focus was specifically on the real characters).
Participants
There were two groups of 15 participants taken from the same pool as for the other experiments.
Procedure
The character decision task followed the same procedure as that used in Experiment 1. Table 5 presents the character decision times and error rates for the noncharacters of Experiment 3, where it is seen that there is no sign of interference arising from the transposability of radicals to create a real character. Again, all F's were less than 1.
Results and Discussion
It certainly appears to be the case that Chinese readers can readily distinguish two characters whose only difference is the relative position of their component radicals. Even when the presented character is an artificial one, there appears to be no need to suppress activation in a character-level unit. All of this implies that a left-hand radical is represented quite independently of a right-hand radical and that these representations directly activate the character units associated with them without any mediation through a position-free version of the radical. From the theoretical account given, it is actually somewhat surprising that there is not at least a weak interference effect for transposed characters and noncharacters. This is because the features that are fed into the radical-level units would be virtually the same for a left-hand radical and a right-hand radical, aside from the positional features. After all, is composed of a similar combination of lines and angles no matter what position it appears in (cf. the left and right positions of ). Clearly, the positional features are given considerable weight at this stage of activation such that the appropriate position-specific radical representation can readily dominate the others, but one might have expected some activation in the differently positioned radical representations on the basis of the physical features of the presented radical. Perhaps the very small differences observed in Experiments 1 and 2 reflect this. However, there is actually a reverse effect for the noncharacters in Experiment 3, which would argue against it.
It is possible, though, that some participants in Experiment 3 used the fact that very few real characters are transposable around the vertical axis to help them make their responses to the noncharacters, which were always transposed around their vertical axis. That is, it may have been possible to adopt a strategy whereby the activation of a character representation that, on checking back to the stimulus, was found to be transposed around the vertical axis could be used to classify the item as a noncharacter. Such a strategy could potentially eliminate any detrimental effects arising from the activation of a character-level representation when the stimulus is a noncharacter. The next experiment, however, will provide data that counter this possibility.
The consistent failure to find an effect of radical transposition might arouse suspicion that radicals are not involved in processing characters at all. The reason that we do not entertain this interpretation of the results is because, as mentioned earlier, there is so much evidence from other paradigms that radicals are indeed involved in character recognition (see Li and Chen, 1997 , for a summary). Nonetheless, such an interpretation needs to be addressed, and we will do so again in the light of the results of the next experiment.
EXPERIMENT 4: CHARACTER DECISION RESPONSES TO MULTIRADICAL TRANSPOSABLE NONWORDS
The results of the first three experiments might seem to be contradictory to results that have been obtained in English. Chambers (1979) , O'Connor and Forster (1981) , and Andrews (1996) have demonstrated clear interference in lexical decision and naming responses to words and nonwords that are related to other words via letter transposition (e.g., CLAM versus CLIP, SHROT versus PHROE). However, there is an important difference between these studies and the present one. The transposed items used in the English experiments had only a subset of the letter-string transposed. That is, even though the O and R of SHORT are out of position in the nonword SHROT, the letters S, H, and T are all in their appropriate positions and therefore can provide considerable activation to the word-level unit for SHORT when SHROT is presented.
If this is so, we might see the equivalent result in Chinese. That is, if the transposed radicals constitute only a subset of the radicals of the stimulus item, then the intact radicals might provide enough activation to the representation of the real base character to generate interference. Of course, for the stimulus to contain at least one intact radical as well as two transposed radicals, it must be composed of at least three radicals. Such stimuli were examined in Experiment 4. Only noncharacters could be used, however, because there are almost no cases of real multiradical characters that create a different character when two of its radicals are transposed. Two sets of noncharacter items were set up: Those with three radicals (e.g., derived from the character ) and those with four or more (e.g., derived from ).
These were compared to cases where the two transposed radicals were replaced with two other radicals that did not convert the item into a real character when transposed.
Method Materials
Thirty-two noncharacters (Table 6 ) were generated by taking a three-radical character (e.g., and ) and transposing the two similarly sized radicals (giving and ). Control items were then generated from these transposed noncharacters by exchanging the right part of two of the items. Thus, and do not create a real character when two of their radicals are transposed.
A further 28 transposable and 28 nontransposable noncharacters were generated in the same way, but using base characters with four or more radicals (mostly four). For example, is a transposed version of , and is a transposed version of ; while and do not create a character through transposition of radicals and therefore serve as controls. Two lists of items were then generated so that no participant saw a transposable item and a nontransposable item with the same base radicals. That is, one list contained and (transposable) as well as and (control), while the other list contained and (transposable) as well as and (control). In addition to the 60 noncharacters in a list, there were 60 real characters that were composed of three or more radicals. None of these created a different word through transposition of two radicals (because of the lack of such characters in Chinese).
Participants
There were two groups of 15 participants taken from the same pool as the other experiments.
Procedure
The task was character decision as outlined in Experiments 1 and 3. It seems that at least half of the components of a stimulus need to be intact before an effect of component transposability reliably occurs: It is only when two of the four radicals are in their appropriate positions that the two transposed radicals provide a sufficient contribution to the activation process for the base character to be activated and hence produce interference. So this suggests that a radical-level unit associated with a particular position does receive some activation when that radical appears in a different position within the stimulus, but that this activation is minimal and normally fails to have an impact on the processing of the stimulus. Its impact is manifested only when there is other evidence for the competing character-level representation, namely, when that character is being partly activated by appropriately positioned radicals in the stimulus.
Results and Discussion
Note that it is not the case that the fourradical transposable items are slower than the three-radical transposable items, rather it is the four-radical control items that are faster than the three radical control items. What this implies is simply that four-radical noncharacters are normally less similar to a real character than are three-radical noncharacters. For most of the three-radical items, there is a real character that is only one radical different to the noncharacter (e.g., shares two of its three radicals with , and shares two of its three radicals with , , and ), whereas this is rarely true for the four-radical noncharacters (e.g., there is no character that is one radical different from or ). So despite this fact about the non-wordlikeness of four-radical noncharacters, if two of the radicals create a real character when reversed, it seems that the representation for that character gets activated sufficiently to interfere with the character decision response. The same is not true for two or three-radical noncharacters.
Finally, we can dismiss the possibility that the lack of a transposability effect in Experi-TABLE 6 The Noncharacters Used in the Character Decision Task of Experiment 4 ment 3 arose from the participants being able to make use of transposability to quickly identify an item as a noncharacter. In Experiment 4, the noncharacters could again be potentially discriminated from the real characters on the same basis because no transposable real characters were present. However, the finding of an interference effect for the four-radical noncharacters demonstrates that participants were not sensitive to this fact. This finding also demonstrates that the previously observed lack of radical transposition effects cannot be simply explained in terms of radicals not participating in character recognition. That is, it is possible to find radical transposition effects under the appropriate conditions. We wish to conclude, then, that positional features are highly constraining in the activation of radical-level units, to such an extent that a character representation will not be sufficiently activated unless at least half of its radicals are in their correct position, hence activating appropriate radical-level units. The claim is that no interference is observed when the majority of radicals are transposed (i.e., the two-radical items of Experiments 1, 2, and 3 and the threeradical items of Experiment 4) because of the overriding importance of positional features in activating radical representations. What this means, then, is that one should observe interference in an equivalent situation where positional features are not important. This is examined in the final experiment.
EXPERIMENT 5: LEXICAL DECISION RESPONSES TO TRANSPOSABLE WORDS AND NONWORDS
Within a hierarchical framework like that depicted in Fig. 1 , there is an interesting contrast between the activation of a character via its component radicals and the activation of a multicharacter word via its component characters. While it makes sense to suggest that radical representations are position specific, the same is not true of character representations. Radicals are directly associated with feature units because they are the lowest-level structure. Characters are not. This means that radical units are potentially sensitive to positional features whereas character units are not.
Furthermore, while the pronunciation and meaning of a character is not systematically affected by its position within a multicharacter word, the function of a radical can be related to its position within a character. For example, the character is pronounced kǒu and conveys the meaning of mouth in both (oral medicine) and (gargle), while as a radical, it can contribute to the meaning but not the pronunciation when used on the left as in (eat, pronounced chı ) and to the pronunciation but not the meaning when used on the right as in (koù, meaning button). If this position/function relationship is to have an impact on radical processing (e.g., Feldman & Siok, 1997 , but see Taft & Zhu, 1997) , then radical position must be represented in some way, whereas there is no need for position-sensitive character units. Now, if character units are not position-sensitive, we would expect an effect of transposability for two-character words. For example, (dài lǐng, to guide) and (lǐng dài, necktie) are composed of the same characters, but in reverse position. The same is true of (qì shuǐ, soda) and (shuǐ qì, vapor). If one cannot differentiate two words on the basis of position-specific representations for their subunits, then their word-level (multicharacter) units will be activated in competition. That is, it is likely to be much harder to recognize than a nontransposable word of equal frequency because the competition arising from the activation of will be great. The aim of Experiment 5, then, was to examine whether there is an interference effect under circumstances where it is unlikely that representational units are position-specific, namely, with transposable multicharacter words and nonwords. If there is, it would suggest that the lack of an interference effect for radical transposability arises because radical units are indeed position-specific.
There is reason to suppose that transposable multicharacter words will show interference in a lexical decision task. A series of experiments reported by Peng, Ding, Taft and Zhu (1997) revealed an effect of semantic priming when the prime was the transposed version of a word that was semantically related to the target. For example, while the prior presentation of (necktie) facilitated lexical decision responses to the semantically related target (Western-style clothes), so did the prior presentation of (to guide), though only at shorter SOA's. Such a result implies that presentation of activates the multicharacter representation of as well as that of which means that character position does not play a major role in at least the early stages of activating information at the multicharacter word level.
One would therefore expect that there will be a delay in deciding that the correct word-level representation for a transposable word has been accessed. That is, lexical decision responses to a word like should be delayed relative to a nontransposable word of equal frequency (e.g., ) because of the confusion that arises from the activation of the other word (i.e.,
). There should also be clear effects of interference on transposable nonword stimuli, like (where means a scene), compared to nontransposable nonwords, like .
Method Materials
Thirty-two pairs of two-character words (Table 8) where the characters could be transposed to create another word (e.g., and , and ) were used. (1985) .
There were two nonword conditions; transposable (e.g., , ) and nontransposable (e.g., , ), with 32 of each type matched on character frequency. Because there were two groups of participants for the word conditions, the nonwords were also split into two lists so that each participant saw 16 transposable and 16 nontransposable nonwords. Another 20 nontransposable words were included in each list as filler items in order to roughly equate the number of word and nonword items.
Participants
There were two groups of 16 participants sampled from the same population as that used in the other experiments.
Procedure
The procedure was the same as that used in Experiments 1, 3, and 4, but the instructions requested that participants respond as quickly but as accurately as possible whether the item was a real Chinese word or not.
Results and Discussion
The mean lexical decision times and error rates are presented in Table 9 . It can be seen from the table that there were very strong effects of transposability for both words and nonwords. Turning first to the word items, a stan- Clearly, the existence of another word formed from the same two characters of the target word leads to difficulties in recognizing that target word and more so when the distracting word is of higher frequency than the target. Such a result can be explained in terms of difficulties in representing character position within the lexical processing system. There is a representation for each of the characters and , but activation of these two representations is the same or similar regardless of whether the target word is or . The two targets could ultimately be discriminable on the basis of a checking back procedure that determines which of the two activated whole-word representations exactly matches the presented stimulus. The higher frequency whole-word unit is likely to be activated more strongly than the lower frequency one and this means that the former can contribute greater interference to the recognition of the latter than vice versa. How- ever, the response time data show that even the higher frequency word suffers some competition from the lower frequency one. When the target word has no representation at the whole-word level (i.e., it is a nonword), there is likely to be even greater interference if it creates a real word through transposition. This is because there is no correct whole-word representation to compete against the incorrectly activated one. To make a decision that the target was not actually the one that was activated in the lexical processing system requires careful analysis. That is, just because only one wholeword representation is activated, it does not mean that this represents the target stimulus: A detailed checking back procedure would be required to establish that it does not.
The results for the nonword items confirm the considerable difficulty encountered with transposable characters. An analysis of the data presented in Table 5 shows a massive effect of transposability on both reaction times, F 1 (1,30) ϭ 196.73, p Ͻ .001; F 2 (1,30) ϭ 76.56, p Ͻ .001, and error rate, F 1 (1,30) ϭ 136.95, p Ͻ .001; F 2 (1,30) ϭ 65.61, p Ͻ .001. Clearly, the position of a character within a two-character string does not provide strong constraints on the activation of whole-word units.
The results obtained here with transposable words and nonwords stand in dramatic contrast to those that were obtained with the transposable characters and noncharacters used in Experiments 1 and 3. Clearly, different mechanisms are at work in the processing of characters within a word and the processing of radicals within a character. The suggestion being made here is that radicals have positionspecific representations, while characters have position-free representations. Thus, while there is a character-level representation for that is activated for the purposes of recognizing all words that include that character, there is a separate representation for the radical when it occurs on the left side of a character, the right side, the top, and the bottom. At this stage, we cannot know how many different positions would be represented at the radical level and to establish this would require far more detailed research.
GENERAL DISCUSSION
The series of experiments reported here provide considerable support for a hierarchical framework of the type depicted in Fig. 1 (though see Taft, Liu, & Zhu, 1999 , for a modification that removes the "multicharacter" level). While positional information appears to be unimportant in the representation of characters, it does seem to be important in the representation of radicals. This is captured in the hierarchical framework by virtue of the fact that radicals, but not characters, are activated directly by featural information, and location in space is one such low-level feature. The absence of any confusion arising when a character (or noncharacter) is composed entirely of the same radicals as another suggests that the location of the radicals within a character makes a major contribution to the activation of that character. The location of the characters within a multicharacter word, on the other hand, is unimportant in activating that word, as seen in the considerable problems arising when the two characters are positioned differently. Does this mean that there is no general position-free representation for a radical in Chinese? When a radical can be a character in its own right (which is true for most radicals), it must obviously have a character-level representation, which Experiment 5 suggests will be positionfree, but this is different to having a positionfree radical-level representation. How would the character-level representation be activated? Either it could be activated via an equivalent representation at the radical-level that is position-specific (i.e., a unit that is activated when there is a character space on all four sides) or it may exist at the character-level only and be activated via a combination of position-specific units (i.e., by the combination of the left, right, top, and bottom radical-level units). The latter eliminates the redundancy inherent in the former. Either way, there is no need to assume a position-free representation at the radical level.
As discussed earlier, we are not wishing to make specific claims as to how position might be represented within a radical-level represen-tation. Perhaps something along the lines of the simulation developed by Mozer (1987) for linear English letter-strings could be adapted for Chinese. Indeed, there are a number of character recognition systems reported in the artificial recognition literature (see, e.g., Liao & Huang, 1990; Stallings, 1976 ) that have had to handle similar problems. The main point to be drawn from the current research is simply that the expert human Chinese recognition system is very sensitive to positional information when it comes to radicals within characters, but is not so sensitive to positional information when it comes to characters within words and this suggests that characters are identified via activation of radical-level representations.
Finally, consideration can be given to whether these conclusions drawn about Chinese have implications for other scripts, like English. Radicals could be seen as being equivalent to letters in an alphabetic script because they are the lowest level unit associated with features. Thus, it may well be that letter transposition effects (e.g., CALM versus CLUE, SHROT versus PHROE) will be found only when at least half of the word remains intact. Indeed, all of the items used in such studies (e.g., Andrews, 1996; Chambers, 1979) were four letters or more and, therefore, meet this criterion. Whether interference also occurs for two-and three-letter words has not been tested, but seems unlikely. For example, it is doubtful if SPA would ever be confused with SAP or if EH would ever be confused with HE. Nor has it been tested whether a longer word will receive interference from its anagram (e.g., MANGO and AMONG). If at least half of the letters in a word must be positionally intact in order for the representation of that word to be activated, there should be no confusion between such words.
It should be noted, though, that a level of structure appears to exist in English that is higher than the letter level, but still positionally sensitive. There is considerable evidence that syllables in English are processed in terms of an onset ϩ body structure (e.g., Bowey, 1996; Kay & Bishop, 1987; Treiman & Chafetz, 1987; Treiman, Mullennix, Bijeljac-Babic, & Richmond-Welty, 1995) , where the "onset" (e.g., the ST of STEEL) is the initial consonant or consonant cluster and the "body" (e.g., the EEL of STEEL) is the vowel plus the consonants that follow that vowel (or vowel plus "coda"). If there are units representing onsets and other units representing bodies (e.g., Taft, 1991) or units representing onsets, vowels, and codas (e.g., Plaut, McClelland, Seidenberg, and Patterson, 1996) , then these are position-sensitive by definition. Thus, the activation of a word via such units will be constrained by positional information, namely, that onsets precede bodies. For this reason, EELST is unlikely to activate STEEL even though it involves the transposition of two structural units (ST and EEL) .
Is there a situation in English, above the onset/body level of processing, that is as positionally insensitive as the Chinese character appears to be (as shown in Experiment 5)? Perhaps we need to consider morphemic processing. Taft (1994) and Taft and Zhu (1995) describe a hierarchical model like Fig.1 for English whereby a morpheme level exists above the onset/body level. According to the same logic as that put forward in relation to Chinese, there should be clear transposition effects when whole morphemes are transposed. In fact, Taft (1985) reports such a result for compound words in English. In particular, lexical decision responses to nonwords like WALK-JAY (from JAYWALK) were 6.6% (71 ms) longer than those to nontransposable nonwords like TALLMOP. However, while this is a sizeable effect indicating positional insensitivity, it is nowhere near the magnitude of the equivalent effect in Chinese (the 24.3% or 211 ms difference reported for nonwords in Experiment 5). Perhaps one can make more use of positional information in the postaccess checking stage in English than in Chinese. For example, JAY would be expected to have a space to its left in JAYWALK, but this is not so in the stimulus WALKJAY. Knowledge about spaces will provide no such constraints in Chinese, however, because both of the characters of a compound word have spaces on either side.
In fact, it is obvious on logical grounds that morpheme representations in English cannot be entirely insensitive to position. Affixes are mor-phemes that are crucially position-sensitive. There are affixes that can only occur before the stem of the word (i.e., prefixes, like RE and UN) and those that can only occur after (i.e., suffixes, like MENT and NESS). This information must be inherent in the representation of those affixes. Indeed, it is hard to imagine anyone confusing NESSKINDUN with the word UN-KINDNESS. So, it seems sensible to consider affix processing at the same level as the analysis of onsets and bodies, namely, at a level where processing is highly sensitive to position. On the other hand, processing of stem morphemes may be more like character processing in Chinese and be only weakly associated with position. Thus, the same unit will be activated for a stem morpheme (e.g., HEAD) whether it be the stem of an affixed word (as in SUBHEADING), the first constituent of a compound word (as in HEADACHE), or the second constituent (as in REDHEAD).
Of course, there does need to be some form of positional information affecting compound word processing in both English and Chinese or, otherwise, one could not differentiate SHOTGUN and GUNSHOT or and . This information, however, could take the form of differently ordered links between the same morpheme (character) representations and the compound word representations (see Taft et al., 1998) . For example, the representations for and might both be activated via a link from the representation for and the one for , but these links would be ordered differently in each case. Presumably, such ordering of links provides only weak positional constraints, such that presentation of will quite strongly activate the representation of as well as that of . In contrast, we are proposing that positional information about radicals is built into the radical representations themselves and is therefore far more constraining than positional information about characters.
