Introduction
Topology plays a prominent and indispensable role in the theory of distributions, as has been emphasized e.g. by John Horváth in his monograph [5] as well as at numerous other places [6, 7, 8, 11, 12, 13, 14] . For example, the space of distributions D ′ (Ω) on an open subset Ω of R n is defined as the continuous dual of the space of test functions D(Ω); similarly, all other spaces of distributions can be viewed as continuous duals. The fact that the elements of D ′ (Ω) are continuous linear functionals is essential in many constructions as well as applications to partial differential equations. When teaching distribution theory one usually has to spend some effort on explain- While these examples will clearly exhibit the lack of certain desirable properties of D * (Ω) for the purpose of analysis, it is curious to note that as a topological vector space, D * (Ω) has better properties than D ′ (Ω). Not surprisingly, certain partial differential equations that do not have solutions in D ′ (Ω) turn out to be solvable in D * (Ω). For example, constant coefficient partial differential operators have solutions in D * (Ω) on every open subset of R n with arbitrary members of D * (Ω) on the right hand side. A similar solvability result in D * (Ω) will be seen to hold, e. g., for the Lewy equation. This, however, is counterbalanced by the fact that one cannot say much about the behavior of these solutions, having lost control over their analytical properties due to arguments involving algebraic bases.
The plan of the paper is as follows. In Section 2 some basic notions needed in the sequel are recalled. In Section 3 properties of D * (Ω) as a topological vector space are collected. Although these results are known it seemed appropriate to arrange them in the context of the theme of the paper. In Section 4, I present a number of assertions and examples demonstrating failures (and successes) of D * (Ω). To my knowledge, these considerations have not appeared in print so far. On the positive side, we will see that derivation, multiplication by smooth functions and sheaf theoretic arguments work well in D * (Ω). On the negative side, we will encounter the failure of convolution to regularize, difficulties with the definition of tensor products and convolution, and the lack of the notion of local order in D * (Ω). Finally, Section 5 contains some observations on solvability of partial differential equations. We dwell a bit on the role of P -convexity, hypoellipticity and fundamental solutions in D * (Ω) there (part of the latter results are based on joint work with T. Todorov [22] ).
Notation
Throughout the paper, I follow the notation of [5] . The term locally convex space will refer to a locally convex Hausdorff topological vector space over the field K (K will be either R or C in the sequel). If the vector spaces F, G form a dual system (F, G) [5, Def. 3.2.1], the weak-, Mackey-and strong topologies on F are denoted by σ(F, G), τ (F, G) and β(F, G), respectively. These are the topologies of uniform convergence on the finite subsets of G, on the absolutely convex, σ(G, F )-compact subsets of G, and on the σ(G, F )-bounded subsets of G, respectively. The algebraic dual of a vector space E is the set of all linear maps from E into K and will be denoted by E * . If E is a locally convex space with topology T , the continuous dual or simply dual is the set of linear forms continuous with respect to the topology T and will be denoted by E ′ . It is known that E ′ is the dual of E with respect to every locally convex topology finer than σ(E, E ′ ) and coarser than τ (E, E ′ ) [5, Prop. 3.5.4] . A locally convex space E is complete if every Cauchy filter on E converges. An absolutely convex, absorbing and closed subset of F is called a barrel. The locally convex space E is called barrelled, if every barrel is a neighborhood of zero. The family of all absolutely convex, absorbing subsets of a vector space E generates the finest (i. e., largest) locally convex topology on E [5, Ex. 2.4.3], which we denote by T ℓ .
Let Ω be an open subset of R n . Then E(Ω) is the space of infinitely differentiable functions on Ω with values in K = C. Equipped with the topology of uniform convergence on compact subsets of Ω, it is a complete and metrizable locally convex space (a Fréchet space). The support of a smooth function is the closure (in Ω) of the set of points on which it does not vanish. Given a compact subset K ⊂ Ω, D K (Ω) denotes the subspace of E(Ω) of smooth functions with support in K. The union of all D K (Ω) as K runs through the compact subsets of Ω is the space D(Ω) of compactly supported smooth functions. Its genuine topology T D is the final locally convex topology with respect to all injections D K (Ω) → D(Ω), with which it is a strict inductive limit of Fréchet spaces [5, Sect. 2.12] . The space of distributions on Ω, D ′ (Ω), is the continuous dual of D(Ω). Given S ∈ D ′ (Ω) and ϕ ∈ D(Ω), the action of S on ϕ is denoted by S, ϕ . If U is an open subset of Ω, there is a natural injection of D(U) into D(Ω); its transpose defines the restriction map of
is the complement of the largest open set U such that the restriction of S to U vanishes.
The space D(Ω) is densely imbedded in E(Ω); hence the transpose of the imbedding is injective -this way E ′ (Ω) can be viewed as a subspace of D ′ (Ω) and in fact be identified with the space of distributions with compact support [5, Prop. 4.2.3] . Recall also that any locally integrable function f can be viewed as a distribution, given by the action ϕ → f (x)ϕ(x)dx for ϕ ∈ D(Ω). In particular, the space of smooth functions E(Ω) is contained in 3 Topological properties of D *
(Ω)
General properties of algebraic duals. All results in this section are known, but will be useful and relevant for a proper understanding of D * (Ω). We begin by collecting some properties that hold for algebraic duals in general. Thus let E be a locally convex space and let (e λ ) λ∈Λ be an algebraic basis of E. Then E is algebraically isomorphic with the direct sum of |Λ| copies of K and E * with the corresponding direct product:
The space K (Λ) is equipped with the finest locally convex topology making all injections K I → K (Λ) , I finite, continuous. It is clear that this topology coincides with the finest locally convex topology on K (Λ) . Further, the product topology on K Λ coincides with the weak topology σ(K Λ , K (Λ) ) [5, Prop. 3.14.3] . Clearly, the dual of E with respect to the finest locally convex topology T ℓ is E * . Thus, if we put the finest locally convex topology T ℓ on E and the weak topology σ(E * , E) on E * , the isomorphisms in (1) are topological.
Lemma 1 Let E be a vector space. Then: (a) Every σ(E, E * )-bounded subset of E is finite dimensional. (b) Every subspace of E is closed with respect to the topology σ(E, E * ).
Proof: (a) If (x n ) n∈N is an infinite sequence of linearly independent members of E, one can find an element x * ∈ E * such that x n , x * = n; thus the set (x n ) n∈N is unbounded. (b) If L is a subspace of E and x ∈ L, one can find a linear form which vanishes on L and has value 1 on x, say. ✷
The topology σ(E * , E) is the topology of uniform convergence on the σ(E, E * )-bounded, finite-dimensional subsets of E [5, Ex. 3.4.1], while the topology β(E * , E) is the topology of uniform convergence on the σ(E, E * )-bounded subsets of E. The Mackey topology τ (E * , E) is the topology of uniform convergence on the absolutely convex, σ(E, E * )-compact subsets of E. Since these are σ(E, E * )-bounded as well, Lemma 1 (a) implies that the weak-, Mackey-and strong topology coincide on E * :
As noted above, E * is the dual of E with respect to the finest locally convex topology T ℓ . It follows from [5, Prop. 3.5.4 ] that . ✷ Properties related to the Banach-Steinhaus theorem. One of the important theorems of analysis is the Banach-Steinhaus theorem. In one of its forms, it relates equicontinuity and pointwise boundedness of continuous linear maps. Thus let F, G be locally convex spaces and consider the statement (S1) Every pointwise bounded family of continuous linear maps from F into G is equicontinuous. The question about the maximal class of locally convex spaces F such that (S1) holds for all locally convex spaces G is answered by the Banach-Steinhaus theorem; it is the class of barrelled locally convex spaces: A locally convex space F satisfies (S1) for every locally convex space G if and only if it satisfies (S1) for G = K, if and only if it is barrelled, see e. g. [ Proposition 3 Let F be a barrelled locally convex space, (x * n ) n∈N a sequence of continuous linear forms on F which converges pointwise, that is, x * n , x converges to a limit x * , x for every x ∈ F . Then x * defines a continuous linear form on F . ✷ Corollary 4 Let E be a vector space. Then: (a) E * is barrelled with respect to the topology σ(E * , E). (b) E is barrelled with respect to the finest locally convex topology τ (E, E * ).
Proof: (a) Let X be a family of pointwise bounded σ(E * , E)-continuous linear maps from
, X is a subset of E. By Lemma 1, X is finite dimensional. Being bounded, it is also contained in the convex hull of finitely many points, hence equicontinuous. Thus property (S1) holds for F = E * and G = K, so E * is barrelled. (b) In the finest locally convex topology, every barrel is a neighborhood. ✷
Corollary 5
If E is a barrelled locally convex space, then E ′ is sequentially complete with respect to σ(E ′ , E).
Proof: This is an immediate consequence of Proposition 3. 
. ✷ Properties related to the closed graph theorem. A second important theorem of analysis is the closed graph theorem to which we now turn. Thus let F, G be locally convex spaces and consider the statement (S2) Every linear map from F into G whose graph is a closed subset of F × G is continuous. The classical closed graph theorem of Banach [1] says that statement (S2) is true if both F and G are Fréchet spaces. In order to extend this theorem to more general classes of spaces, we might first fix the class on the left hand side, say to the class of barrelled spaces. What spaces then are admitted on the right hand side to make (S2) true? Consider a locally convex space 
This shows that the action of T is given by the constant function T, ϕ 0 .
On the other hand, we have the direct sum decomposition
is well defined (where ψ has the same meaning as above), and clearly ∂T = S. since the sum contains only finitely many terms when ϕ is fixed. In the same vein, given a family of elements T ι ∈ D * (Ω ι ), ι ∈ I, such that T ι = T κ on each non-empty common domain Ω ι ∩ Ω κ , there is a unique element T ∈ D * (Ω) such that T |Ω ι = T ι for every ι ∈ I. The proof of this fact is the same as in Here comes the first major difference of the behavior of D * as compared to D ′ . As mentioned in Section 2, the elements of E ′ (Ω) can be identified with the compactly supported distributions. This is no longer the case in the setting of the algebraic duals: D(Ω) is not a dense subspace of E(Ω) with respect to the finest locally convex topology τ (E, E * ), but rather a closed subspace (Lemma 1); hence the transpose of this imbedding is not an injective map from E * (Ω) to D * (Ω). On the contrary, we have an injection in the reverse direction. To see this, let N be an algebraic supplement of D(Ω) in E(Ω).
where T ∈ D * (Ω) and ϕ = ψ + χ with ψ ∈ D(Ω) and χ ∈ N is clearly linear and injective. This way D * (Ω) becomes a subspace of E * (Ω), and membership in E * (Ω) does not correspond to any support property. There are many elements of E * (Ω) with the same action as T on D(Ω), namely all those of the form ϕ → T, ψ + T ′ , χ where T ′ is some linear functional on N. . Thus the notion of order has no meaning for the elements of D * (Ω). Indeed, we will shortly exhibit elements that do not arise as distributions of locally finite order.
Example 10 Let M be the subspace of D(R) of test functions whose sequence of derivatives at zero is summable:
and let N be an algebraic supplement of M in D(R). The prescription
where ϕ = ψ+χ with ψ ∈ M, χ ∈ N defines an element T ∈ D * (R). Involving infinitely many derivatives at zero, T is not a continuous functional on D(R) with respect to T D , thus does not belong to D ′ (R).
Actually, the simple algebraic argument in (2) can be generalized to show that the spaces of Gevrey ultradistributions are also contained as subspaces of D * (Ω). Thus we have the somewhat curious sequence of inclusions (σ > 1)
Example 10 is also of interest from the viewpoint of supports: the support of the distribution T defined there is {0}. where ϕ = λϕ 0 + χ with λ ∈ K and χ ∈ H. Then S is not a finite linear combination of the Dirac measure δ and its derivatives. Indeed, assume to the contrary that S = m p=0 a p ∂ p δ for some m ∈ N and certain coefficients a p . Letting ϕ = λϕ 0 + χ with χ ∈ H, we would have that
If this expression represented S, ϕ it should equal λ, for arbitrary choices of χ ∈ H. This is not the case, because one can always find elements χ of D(R) which are not multiples of ϕ 0 such that the sum on the right hand side of (3) does not vanish.
Convolutions and tensor product. We now arrive at a more severe failure of D(R), and that is the failure of convolutions to regularize.
Lemma 12 Let ϕ be a nonzero element of D(R).
Then the family of translates (τ h ϕ) h∈R is linearly independent in D(R). Since both factors can be extended as entire functions of ξ to the complex plane and the ring of holomorphic functions has no zero divisors, it follows that
But exponentials of different phase are linearly independent, thus all coefficients a p necessarily vanish. ✷
The convolution of S and ϕ at the point x is defined as S * ϕ(x) = S, τ xφ .
Hereφ(y) = ϕ(−y); in abusive notation involving the independent variable inside the duality brackets, the definition may become intuitively clearer:
As in the case of distributions, the convolution with a test function yields a function from R n to K. However, it need no longer be smooth, not even continuous.
Example 14 Let ϕ be a nonzero element of D(R).
Consider the sequence h n = 1/n, h 0 = 0 in R. By Lemma 4 the sequence of translates (τ hnφ ) n∈N 0 is a linearly independent subset of D(R). Denote by M its span and by N an algebraic supplement of M in D(R). Define an element S of D * (R) by S,φ = 0, S, τ hnφ = n for n ≥ 1, S, χ = 0 for χ ∈ N.
Then obviously
so that the function x → S * ϕ(x) is discontinuous at zero.
When S belongs to D ′ (R n ) and ϕ to D(R n ), the map x → S * ϕ(x) is smooth. As can be seen from [5, Prop. 4.10.1], the fact that S is a continuous functional on D(R n ) with respect to the topology T D is at the core of the proof of this property.
Similar difficulties arise when one wants to define the tensor product in the setting of the algebraic duals. Thus let Ξ be an open subset of
, the map (notation as explained after Definition 13) 
for n ∈ N and extend it by zero on an algebraic supplement of the span of this family of functions. Then the map required in (4), with e i xy χ(x, y) in place of χ(x, y), f : x → T (y), e i xy χ(x, y)
is again discontinuous at x = 0 : f ( As presented in [5, Sect. 4.9] , the definition of the convolution of two distributions (with supports in favorable position) is based on the tensor product of distributions. From what has just been said, it is impossible to give a meaning to the convolution of two elements of D * (R n ) along these lines. However, one could try to define the convolution of an element S of D * (R n ) with a distribution T ∈ D ′ (R n ) as follows. Recall that the inflection of T is defined by Ť , ϕ = T,φ .
Given ψ ∈ D(R n ), the convolution of the distributionŤ with ψ is a well defined smooth function, that is,Ť * ψ belongs to
Remark 17 By what has been said just before Definition 16, the right hand side of formula (5) 
by means of the injection i given in (2) , and so one may also consider the convolution i(S) ⋆ T according to Definition 16. Due to the construction of the injection i, the two formulas give rise to the same result when T ∈ E ′ (R n ), because i(S), ϕ = S, ϕ when ϕ has compact support.
However, other than that not much can be said about consistency with classically defined convolutions. In fact, Definition 16 is not consistent with Definition 13 when T is a test function itself.
Example 18
We continue with Example 14. First observe that if x ∈ R is not one of the members of the sequence h n , n ∈ N 0 , then τ xφ does not lie in its span M (Lemma 4). In addition, if we take ϕ with support in the half line (−∞, 0], then the function ϕ * φ does not belong to M either (because it is symmetric, while all members of M vanish on (−∞, 0]). Thus we may modify the direct sum composition D(R) = M ⊕N as follows: we adjoin ϕ * φ to M and set up the algebraic complement N in such a way that each τ xφ belongs to N when x is not equal to one of the members h n . We also modify the definition of S ∈ D * (R) as follows:
As a consequence, we have that S * ϕ( 1 n ) = n, while S * ϕ(x) = 0 for all other x ∈ R; in particular, the function x → S * ϕ(x) is zero almost everywhere. If we choose to view it as an element of D * (R) by means of the imbedding of D ′ (R), it is the zero element. On the other hand, the convolution of S and ϕ according to Definition 16 is given by S ⋆ ϕ, ψ = S,φ * ψ for ψ ∈ D(R). Taking in particular ψ = ϕ we have by construction S⋆ϕ, ϕ = 1, clearly inconsistent with Definition 13 according to which S * ϕ, ϕ = S * ϕ(x) ϕ(x) dx = 0.
Thus serious problems arise when one attempts to define convolutions in D * (R n ). But it is worthwhile to note that the convolution introduced in Definition 16 behaves well with respect to derivatives. If S, T are as in Definition 16 or in Remark 17 then
This follows immediately from formula (5), the corresponding property of convolution of distributions, and the definition of partial derivatives on D * (R n ).
Solving linear partial differential equations in D *
(Ω)
We begin this section by an elementary observation on surjections of algebraic duals.
Proposition 19
Let E be a vector space and P : E * → E * a linear mapping. Then P is surjective if and only if its transpose t P : E → E is injective.
(c) If Ω is an arbitrary open subset of R 3 and P the Lewy operator
is injective. This can be seen, e. g., by the following elementary argument. Perform a partial Fourier transform of the equation −P ϕ(x 1 , y 1 , x 2 ) ≡ 0 with respect to the variable x 2 . Then (F x 2 →z 2 ϕ)(x 1 , x 2 , z 2 ) = ψ(x 1 , x 2 , z 2 ) is an entire function of z 2 at fixed (x 1 , y 1 ). Viewing (x 1 , y 1 ) as the complex variable z 1 = x 1 + iy 1 , we see that ψ satisfies the equation
Setting z 2 = 0, (9) implies that the function z 1 → ψ(z 1 , 0) is analytic; having compact support, it necessarily vanishes identically. Successively differentiating (9) with respect to z 2 and setting z 2 = 0, we observe that ∂ k z 2 ψ(z 1 , 0) = 0 for all z 1 ∈ C, k ∈ N 0 . Recalling the analyticity of z 2 → ψ(z 1 , z 2 ), it follows that ψ, and hence ϕ, vanishes identically. 2 )) for |x| < 1 and 0 otherwise is in its kernel. The operator
is not injective; all rotationally invariant functions belong to its kernel. There is even a fourth order elliptic operator with smooth coefficients which is not injective from
We now discuss some special cases of the examples just mentioned in more detail. The general solvability assertion in D * (Ω), Ω ⊂ R 3 , in Example 20 (c) is curious in view of the fact that the operator P (x, ∂) from (8) provided the first example, due to Lewy [18] , of an operator with smooth coefficients which is not locally solvable in the sense of distributions. That is, there exist smooth functions F ∈ E(R 3 ) such that the equation A fundamental solution of a constant coefficient partial differential operator P (∂) is an element S of D * (R n ) such that P (∂)S = δ, the Dirac measure. Corollary 21 implies, in particular, that every nonzero constant coefficient partial differential operator possesses a fundamental solution in D * (R n ). Due to the theorem of Malgrange and Ehrenpreis [3, 20] , every nonzero constant coefficient partial differential operator actually has a fundamental solution in D ′ (R n ). We refer to [23, 24] for an elegant explicit construction and a historical survey. Proposition 19 is just the simple portion of the MalgrangeEhrenpreis theorem, the difficult part of course being to prove the continuity of the functional defined on the range of t P .
Proposition 22 (a) Let S be a fundamental solution of P (∂) in D * (R n ) and let F ∈ E ′ (R n ). Then the element U = S ⋆ F ∈ D * (R n ) is a solution of the equation P (∂)U = F in D * (R n ). (b) Let T be a fundamental solution of P (∂) in D ′ (R n ) and let G ∈ E * (R n ). Then the element V = G ⋆ T ∈ D * (R n ) is a solution of the equation P (∂)V = G in D * (R n ).
Proof: By Remark 17, both U and V are well defined elements of D * (R n ) according to formula (5) . Using (6) we have in case (a) that P (∂)U = (P (∂)S) ⋆ F = δ ⋆ F = F.
The latter equality follows from δ ⋆ F, ψ = δ,F * ψ = (F * ψ)(0) = F, ψ .
for ψ ∈ D(R n ). In case (b), we have that
using that G ⋆ δ, ψ = G,δ * ψ = G, ψ . ✷ Thus the simple tool of Proposition 19 allows to solve constant coefficient partial differential equations in D * (R n ), though not much can be inferred about the properties of these solutions in general.
