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Our noise is multiplicative, in the sense that it is multiplied by u in the equation.
qu
qt
¼ Duþ u  _LðxÞ
uð0;xÞ ¼ u0ðxÞ. ð1:1Þ
Here, _LðxÞ is a one-sided stable noise of index p 2 ½1; 2Þ deﬁned on x 2 Rd . The
product u  _LðxÞ is related to the Skorokhod integral or Wick product. We will give
precise conditions later. Our main goal is to give conditions on p and the dimension d
such that the solution exists and is unique. In fact, for po1, the stochastic integral is
deﬁned in a different way and can include more singular terms. In this case, we use
the notation
qu
qt
¼ Duþ u% _LðxÞ,
uð0;xÞ ¼ u0ðxÞ. ð1:2Þ
There are many papers concerning the heat equation with a multiplicative noise
term (see [14]). In most cases, however, the noise depends on time, and is even
independent from one time point to another. This is a very natural assumption from
the point of view of Itoˆ integration, since the relevant integrals often yield
martingales. For example, the equation
qu
qt
¼ Duþ f ðuÞ _W ðt;xÞ,
uð0;xÞ ¼ u0ðxÞ, ð1:3Þ
where _W ðt;xÞ is space-time white noise, is usually formulated in terms of an integral
equation
uðt;xÞ ¼
Z
Rd
Gðt;x yÞu0ðyÞdyþ
Z t
0
Z
Rd
Gðt s; x yÞf ðuðs; yÞÞW ðdydsÞ,
where Gðt; xÞ is the heat kernel, and where the ﬁnal integral can be deﬁned in much
the same way as the Itoˆ integral.
But if the noise does not depend on time, such an integral would be anticipating.
Further evidence of the difﬁculty of noise depending only on space is given by the
following equation:
qu
qt
¼ Duþ dðxÞu,
uð0;xÞ ¼ u0ðxÞ, ð1:4Þ
where dðxÞ is the Dirac delta function. When u does not depend on t, this equation
has been extensively studied by mathematical physicists. See [1] by Albeverio et al.,
for example. This equation (without t dependence) models the quantum mechanics
of a particle under the inﬂuence of a point interaction. As usual, we can think of this
equation in terms of the density of Brownian particles. The dðxÞ term means that
ARTICLE IN PRESS
C. Mueller et al. / Stochastic Processes and their Applications 116 (2006) 70–10072Brownian particles at 0 would give birth to many new particles. But these new
particles would themselves be close to 0, and so they might give birth to
other particles, ad inﬁnitum. Because of this unstable behavior, when the dimension
d is 2 or higher we need to take an approximate dðxÞ function, multiply it by a very
small term, and take the limit of the approximation. The case of x 2 R is better
behaved.
From the physical point of view, it is very appealing to study noise which does not
depend on time. Such noise could represent a random environment. Indeed, the
interest in random environments seems to be at least as great as the interest in
ﬂuctuating environments.
Yaozhong Hu has written two papers on time-independent noise, [4,5]. He deals
with the equation
qu
qt
¼ Duþ u  _W ðxÞ,
uð0;xÞ ¼ u0ðxÞ,
where  denotes Skorokhod integration. One can also think of this product as the
Wick product, see [6, Chapter 3]. _W ðxÞ is white noise in [5], but in [4] it is
colored Gaussian noise. By the Skorokhod integral, roughly speaking, we mean that
in the relevant stochastic integrals, we should drop diagonal terms such as ð _W ðxÞÞ2.
These terms correspond to repeated inﬂuence of _W ðxÞ for the same point x,
so they are related to the singular behavior in Eq. (1.4). Hu restricted himself to
Gaussian noise, that is, p ¼ 2, so that he could exploit the power of Wiener chaos
expansions.
The goal of this article is to study (1.1) for time-independent Le´vy noise _LðxÞ. The
product , like the Wick product, involves the deletion of diagonal terms in the
appropriate integrals. But it is not deﬁned in the same way as the Wick product for
Brownian functionals, at least with the usual deﬁnitions. Once again, the reason for
using such a product is to avoid singular terms such as those coming from (1.4). The
product % used in (1.2) is similar, but we delete fewer terms.
Our idea is that, once we understand the equation without the singular terms, we
can try gingerly adding back the singular terms. But the understanding of the simpler
situation must come ﬁrst.
In the time dependent situation, there have been several papers involving Le´vy
noise, such as Kallianpur et al., [7]. In most cases, the noise has been additive. That
is, it appears without any multiple of u or f ðuÞ.
In the case po1, and for noise depending on both time and space, [10] dealt with
the equation
qu
qt
¼ Dauþ ug _Lðt; xÞ,
uð0;xÞ ¼ u0ðxÞ, ð1:5Þ
where Da ¼ ðDÞa=2 and 0oap2. If x 2 D for a smooth and bounded
domain D  Rd , and with some conditions on u0, short-time existence was obtained
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do ð1 pÞa
gp ð1 pÞ .
For pX1, Mytnik [11] found that if
pgo 2
d
þ 1,
1opomin 2; 2
d
þ 1
 
then there exists a weak solution to (1.5).
Both of these papers were motivated by the superprocess with stable branching,
see [3]. We will not describe this superprocess, but it is believed that in some weak
sense, it is associated with Eq. (1.5) with g ¼ 1=p. This motivation led us to study
equations with one-sided noise. We leave possible generalizations to the reader.
Our results are also divided into the two cases po1 and pX1. Our main tools are
multiple stochastic integrals, and this is the reason that we restrict ourselves to noise
terms of the form f ðuÞ  _LðxÞ or f ðuÞ% _LðxÞ with f ðuÞ ¼ u. Hu restricted himself to
similar equations in the Gaussian case, for the same reason. Of course, multiple
stochastic integrals have been used many times to study equations such as (1.3). For
example, see Nualart and Zakai [13] and Nualart and Rozovskii [12]. But in these
articles, the noise always depends on time.2. Theorems
In this section we list our main results. They depend on some deﬁnitions which will
be explained later. We assume that u0ðxÞ is a bounded function on D. Since our
equation is linear, we may assume without loss of generality that ku0k1p1.
Here are our main theorems.
Theorem 1. Suppose that 0opo1, and let u0ðÞ be a bounded function on D. Assume
that either dp4 or
po 1
2
þ 1
d  2 ; dX5.
Then (1.2) has a unique solution uðt; xÞ.
We are not sure that the conditions on p; d in the above theorem are optimal.
Theorem 2. Suppose that 1ppo2 and u0ðÞ is a bounded function on D. Assume that
po1þ 2
d
.
Then Eq. (1.1) has a unique solution uðt;xÞ. Moreover, for all t40 and x 2 D,
uðt; xÞ 2 LqlocðOÞ, for all q 2 ½1; 1þ ð2=dÞÞ.
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q
locðOÞ denotes the space of all random variables f : O! R, such that, for
all 40, there exists an event A  O, of probability less than , such that
E½jf 1Ac jqo1.
Remarks. 1. In Theorem 2 we do not allow p ¼ 2. But if we did, our inequality
would give a critical dimension of dimension is d ¼ 2, which agrees with [5].
2. For po1, if we use the product  instead of %, the proof of Theorem 1 is trivial.
The reader can check that by removing the large atoms of the measure _LðxÞ, we can
take q ¼ 1 and use the proof of Theorem 2.3. Basic deﬁnitions
We will index sequences of real numbers, such as yk, by subscripts. A sequence of
vectors in Rn will be indexed by superscripts. Thus, xðiÞ is the ith vector in the
sequence, and x
ðiÞ
k is the kth component of the ith vector.
If it is not stated otherwise, C in this paper will denote a constant which value my
change from line to line.
Throughout the paper, Gðt; xÞ denotes the fundamental solution of the heat
equation for x 2 Rd ,
qu
qt
¼ Du,
uð0;xÞ ¼ dðxÞ.
Explicitly,
Gðt;xÞ ¼ 1
ð4ptÞd=2
exp  x
2
4t
 
.
Given a domain D  Rd , we let Gðt;x; yÞ be the fundamental solution of the heat
equation in D, with Dirichlet boundary conditions. That is, Gðt;x; yÞ satisﬁes
qu
qt
¼ Du,
uð0;xÞ ¼ dyðxÞ,
uðt; xÞ ¼ 0 for x 2 qD.
The reader can check that the maximum principle implies
0pGðt; x; yÞpGðt; x yÞ.
In other words, when G has two arguments, it is the heat kernel on Rd , and when it
has three arguments, it is the heat kernel on D.
Finally, we write
Tn ¼ TnðtÞ:¼fðs1; . . . ; snÞ : 0os1o   osnotg.
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Roughly speaking, our noise _LðxÞ will be the analogue of dLðtÞ=dt where LðtÞ is a
one-sided stable process of index p 2 ð0; 2Þ, and t 2 ½0;1Þ. Of course, this derivative
only exists in the generalized sense. For example, we could use the theory of
Schwartz distributions.
We will start with a review of the one-sided stable Le´vy processes, and refer the
reader to Bertoin’s book [2] for details. There is a basic difference between the cases
po1 and pX1.
For po1, we can construct LðtÞ via a Poisson process, as follows. Consider the
following measure on ðt; yÞ 2 ½0;1Þ2 given by
nðdydtÞ ¼ cpyðpþ1Þ dydt,
where cp is a constant depending on p. This is the same constant that occurs in the
Le´vy measure of the one-sided stable processes (see [2]). Let Y ðÞ be a Poisson
random measure on ½0;1Þ2 with intensity n. Then, the p-stable process LðtÞ is
deﬁned as
Lt ¼
Z
½0;t
Z 1
0
yY ðdydsÞ.
Note that if we let ðti; yiÞ be the locations of the points (or atoms) of the Poisson
measure Y, then
Lt ¼
X
tipt
yi.
In a similar way, we deﬁne the random measure LðAÞ : A  ½0;1Þ as
LðAÞ ¼
X
ti2A
yi
and observe that
Lt ¼
Z t
0
LðdsÞ.
For pX1, we must introduce an approximation and compensation procedure, as
follows. Let
Ynðdy dtÞ ¼ Y ðdydtÞ1ðyX1=nÞ.
Note that if we deﬁne
nnðdydtÞ:¼nðdy dtÞ1ðyX1=nÞ
then Yn becomes a Poisson measure with intensity nn. Note that
nnð½0; t  ½0;1ÞÞ ¼ nð½0; t  ½1=n;1ÞÞ ¼
cp
p
npt.
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L
ðnÞ
t ¼
Z t
0
Z 1
0
yYnðdydsÞ  t
Z 1
0
ydnnðyÞ
¼
Z t
0
Z 1
0
yYnðdydsÞ 
cp
p 1 n
p1t.
There is a problem with p ¼ 1. We leave the details to the reader, but roughly
speaking, we would truncate the measure by removing large jumps.
Note that L
ðnÞ
t is a martingale with respect to its own ﬁltration. The p-stable
process LðtÞ is the limit of the processes LðnÞt as n !1. For details of this limit, we refer
the reader to [2]. We could deﬁne the random measure LðdtÞ in a similar way.
The notation _LðtÞ stands for the density of the measure L, even though this is only
deﬁned in the generalized sense. This is similar to the convention of writing _BðtÞ for
the derivative of Brownian motion.
Our construction of LðAÞ : A  Rd is similar. First consider the case po1. Fix a
bounded open region D  Rd ; we will give some conditions on D later. For
ðx; yÞ 2 D ½0;1Þ, let Y be the Poisson random measure with intensity dxnðdyÞ. Let
ðxðiÞ; yiÞ denote the locations of the points (atoms) of the Poisson measure Y. For
A  D, we deﬁne
LðAÞ ¼
X
xðiÞ2A
yi.
For pX1, we must approximate. Given n, let Y ; n be deﬁned as above, and let
YnðdxdyÞ ¼ 1ðyX1=nÞY ðdxdyÞ,
dxnðdyÞ ¼ cpyðpþ1Þ dxdy,
dxnnðdyÞ ¼ 1ðyX1=nÞdxnðdyÞ.
As above, for A  D, we let
LnðAÞ ¼
X
xðiÞ2A
yi1ðyiX1=nÞ 
Z 1
0
Z
A
ydxnnðdyÞ
¼
X
xðiÞ2A
yi1ðyiX1=nÞ mðAÞ
cp
p 1 n
p1,
where mðAÞ denotes the Lebesgue measure of A. Again, we leave the case p ¼ 1 to the
reader. To get LðdxÞ, we again take a limit as n! 1. Since this procedure is not
very different than for the one-sided stable processes with p 2 ½1; 2Þ, we refer the
reader to [2].
For the future, we label the atoms of the measure L by ðxðiÞ; yiÞ : xðiÞ 2 Rd . Then,
xðiÞ is the location of the atom, and yi is the mass of the measure LðfxðiÞgÞ.
Fix K40. Since D is a bounded domain, there are only a ﬁnite number of atoms
ðxðiÞ; yiÞ with xðiÞ 2 D and yi4K . Let LK denote L with the preceding atoms
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LK ¼ L
X
yi4K
yidxðiÞ .
Assumption 2. In the succeeding sections, we will tacitly assume that _L is actually
_LK . Furthermore, let AK denote the event that L ¼ LK , that is, there are no atoms
larger than K .
Note that
lim
K!1
PðAK Þ ¼ lim
K!1
PðL ¼ LK Þ ¼ 1
From now on, we will replace L by LK , and let K ! 1 at the end.5. Multiple stochastic integrals
In the one-dimensional case, such integrals have been considered earlier, for
example in [15]. We suppose that D  Rd is an open, bounded domain with smooth
boundary. As described earlier, for p 2 ð0; 2Þ, let LðAÞ be the one-sided stable
random measure of index p, deﬁned for Borel sets A  D.
Assume that pX1. Now we describe our multiple integrals with respect to the
noise _L, recalling that _LðxÞdx is just another notation for LðdxÞ. Assume that
we have a symmetric function f nðxð1Þ; . . . ;xðnÞÞ deﬁned for xð1Þ; . . . ; xðnÞ 2 D. DeﬁneeDn  Dn as follows.eDn ¼ fðxð1Þ;xð2Þ; . . . ;xðnÞÞ 2 Dn : xð1Þ1 oxð2Þ1 o   oxðnÞ1 g.
We regard x1 as the time variable, so that the following integral is deﬁned in the Itoˆ
sense.
Inðf nÞ ¼ n!
Z
eDn f nðxð1Þ; . . . ;xðnÞÞLðdxð1ÞÞ . . .LðdxðnÞÞ.
Sufﬁcient conditions for the existence of the integral Inðf nÞ are given in Lemma 3.
Since f n is symmetric, Inðf nÞ is invariant under permutations of the indices i ¼
1; . . . ; n of the xðiÞ. For f ¼ ðf 0; f 1; . . .Þ, where f n is a symmetric function of the
variables xð1Þ; . . . ;xðnÞ, let
Iðf Þ ¼
X1
n¼0
Inðf nÞ.
Here, f 0 is interpreted as a constant, and I0ðf 0Þ ¼ f 0.
For future use, we deﬁne the symmetrization of a function as follows.
symðf Þðxð1Þ; . . . ; xðnÞÞ ¼ 1
n!
X
s
f ðxðsð1ÞÞ; . . . ;xðsðnÞÞÞ,
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symmetrize over only some of the variables, we write those in a subscript.
symxð1Þ;...;xðnÞ ðf Þðxð1Þ; . . . ;xðnÞ; zð1Þ; . . . ; zðmÞÞ
¼ 1
n!
X
s
f ðxðsð1ÞÞ; . . . ;xðsðnÞÞ; zð1Þ; . . . ; zðmÞÞ.
Note that the integral Iðf Þ has the following property. Because of the ordering we
have imposed on the variables xðiÞ, it follows that Iðf Þ depends linearly on the masses
yi of the atoms of the measure L. That is, Iðf Þ can have terms like y1y2, but no
quadratic terms like y21.
We note in passing that our multiple stochastic integrals are related to the Wick
product for the compensated Poisson process Y; see Lytvynov [8], for example.
For the case po1, we propose a different integral Jðf Þ, which allows for more
singularities. Let XnðDÞ  Dn be the set of coordinates ðxð1Þ; . . . ;xðnÞÞ with no
adjacent indices equal. In other words, xðiÞaxðiþ1Þ for i ¼ 1; . . . ; n 1. Let
Jnðf nÞ ¼
Z
XnðDÞ
f nðxð1Þ; . . . ;xðnÞÞLðdxð1ÞÞ . . .LðdxðnÞÞ.
Since Lðdxð1ÞÞ . . .LðdxðnÞÞ is a measure, the integral Jnðf nÞ can be deﬁned for each o,
provided f n is integrable with respect to this product measure.
We deﬁne Jðf Þ in a similar way:
Jðf Þ ¼
X1
n¼0
Jnðf nÞ.
6. A framework for the equation
The goal of this section is to set up a framework for discussing the equation, so
that existence and uniqueness can be rigorously discussed. In the white noise case,
there are some related concepts in [12,9].
We deﬁne
In  fInðf nÞ : f n is a symmetric function on Dng. (6.1)Deﬁnition 1. Let gð; Þ be a measurable function on D O, such that gðx; Þ 2 In for
almost every x 2 D. That is, there exists a function f n on Dnþ1 such that
gðx; Þ ¼ n!
Z
eDn f nðxð1Þ; . . . ; xðnÞ; xÞLðdxð1ÞÞ:::LðdxðnÞÞ; a:e: x,
and f nð; xÞ is a symmetric function on Dn for almost every x.
Then we deﬁneZ
D
gðxÞ  LðdxÞ  ðnþ 1Þ!
Z
eDnþ1 symxð1Þ;...;xðnþ1Þ f nðxð1Þ; . . . ; xðnÞ;xðnþ1ÞÞ
Lðdxð1ÞÞ . . .Lðdxðnþ1ÞÞ.
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I ¼
X1
n¼0
gn : gn 2 In and the sum is converging in probability
( )
.
Deﬁnition 2. Let gð; Þ be a measurable function on D O, such that gðx; Þ 2 I for
almost every x 2 D. That is, there exists a sequence fgngnX0 such that
gnðx; Þ 2 In; nX0; a:e: x 2 D,
and
gðx; Þ ¼
X1
n¼0
gnðx; Þ; a:e: x 2 D.
Then we deﬁneZ
D
gðxÞ  LðdxÞ 
X1
n¼0
Z
D
gnðxÞ  LðdxÞ,
where the sum is converging in probability.
The next deﬁnition is analogous to the deﬁnition of Hu, from [4].Deﬁnition 3. Ameasurable function u : Rþ D O7!R is called a solution to Eq. (1.1)
if uðt;xÞ 2 I for every x 2 Rd and t 2 ð0;T  and the following equation is satisﬁed:
uðt;xÞ ¼
Z
D
Gðt;x; yÞu0ðyÞdyþ
Z
D
Z t
0
Gðt s; x; yÞuðs; yÞds
 
 LðdyÞ,
8x 2 Rd ; t 2 ð0;T . ð6:2Þ
Our strategy is to expand uðt;xÞ in a recursively deﬁned series:
uðt;xÞ ¼
X1
n¼0
unðt;xÞ,
where
u0ðt;xÞ ¼
Z
D
Gðt;x; yÞu0ðyÞdy
unþ1ðt; xÞ ¼
Z t
0
Z
D
Gðt s;x; yÞunðs; yÞ  LðdyÞds. ð6:3Þ
Note that u0 has two meanings. If u0ðxÞ is a function of one variable, then it is the initial
value for our SPDE (1.1). If u0ðt;xÞ depends on two variables, then it is the ﬁrst term of
the expansion for uðt; xÞ.
To deal with the case po1, we deﬁne the operation %. We deﬁne
Jn  fJnðf nÞ : f n is a function on Dng. (6.4)
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almost every x 2 D. That is, there exists a function f n on Dnþ1 such that
gðx; Þ ¼
Z
XnðDÞ
f nðxð1Þ; . . . ;xðnÞ;xÞLðdxð1ÞÞ . . .LðdxðnÞÞ; a:e: x,
and f n is a function on D
nþ1.
Then we deﬁneZ
D
gðxÞ%LðdxÞ 
Z
Xnþ1ðDÞ
f nðxð1Þ; . . . ; xðnþ1ÞÞLðdxð1ÞÞ . . .Lðdxðnþ1ÞÞ.
The other deﬁnitions for po1 are completely analogous to the case pX1, with %
instead of . We leave this part to the reader.7. Proof of the existence part of Theorem 1 ðpo1Þ
7.1. Calculations for the heat equation
As mentioned at the end of Section 4, we will assume that AK occurs, so that
_L ¼ _LK . We suppose that K ¼ 2N for some integer N. We will obtain conclusions
that hold almost surely for each integer K ¼ 2N . Since PðAK Þ ! 1 as K !1, our
assertion will almost surely hold for L.
We will use the notation of Mueller [10]. We call the atom at xðiÞ with mass yi a
particle of type n if
2ðnþ1Þoyip2n.
Since there are no atoms of mass greater than K ¼ 2N ; we need only consider
particles of type nXN.
We will use the expansion deﬁned in (6.3), with % instead of . Then u0ðt;xÞ is the
solution of the heat equation with initial function u0ðxÞ.
7.2. Distance between points
We start with an elementary lemma about Poisson probabilities.
Lemma 1. Let X be a Poisson random variable with parameter l. Then for any
nonnegative integer n0 we have
PðXXn0Þp
ln0
n0!
.
As a consequence
PðXXn0Þp
ln0
nn00
en0 .
Lemma 1 follows from an easy calculation, which we leave to the reader. See also
Lemma 2.5 in [10].
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the set of closed cubes of side length ‘ whose centers lie in the scaled lattice aZd . Let
C‘ðB; aÞ be the subset of such cubes which intersect B.
Suppose that x; y 2 D is a pair of points whose distance jx yjpa. We
claim that there exists a cube in C3aðB; aÞ which contains both x and y.
Indeed, since the cubes CaðB; aÞ cover B, it follows that x 2 Sa for some
cube Sa 2 CaðB; aÞ. Let S3a be the cube with the same center as Sa, but with
side length 3a. It is easy to see that every point within distance a of Sa lies
in S3a. Therefore, S3a is a cube from the set C3aðB; aÞ which contains both
x and y.
Furthermore, let R  Rd and let NðR; nÞ be the number of particles of type n which
lie in R. Let jRj be the Lebesgue measure of R. Note that NðR; nÞ is a Poisson
random variable with parameter
lðR; nÞ ¼ jRj
Z 2n
2ðnþ1Þ
nðdyÞ
¼ jRj
Z 2n
2ðnþ1Þ
cp
ypþ1
dy
¼ CpjRj2np, ð7:1Þ
where Cp ¼ cpð2p  1Þ=p.
For a;M40, let Aðn;m;M ;SÞ be the event that within S \ B, there is at least one
particle of type n and at least M particles of type m, where S is a cube in C3aðB; aÞ.
Let
~S ¼ S \ B
and note that
j ~Sjpða ^ rÞd ,
where r is the side of B. We will estimate PðAðn;m;M ;SÞÞ for M ¼ 2k, kX0. There
are two cases.
Case 1: nam.
According to Lemma 1,
PðAðn;m;M;SÞÞ ¼ PðNð ~S; nÞX1ÞPðNð ~S;mÞXMÞ
pClð ~S; nÞ lð
~S;mÞMeM
MM
¼ Cj ~SjMþ1 2
npþmMpeM
MM
pC  ða ^ rÞdðMþ1Þ 2
npþmMpeM
MM
.
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PðAðn;m;M;SÞÞ ¼ PðNð ~S;mÞXM þ 1Þ
pC lð
~S; nÞMþ1eM
MM
¼ Cj ~SjMþ1 2
npþmMpeM
MM
pCða ^ rÞdðMþ1Þ 2
npþmMpeM
MM
.
Next, for some p040, let
an;m;M ¼ e1=dd4=ðMdÞ2pn=ðdMÞ2pm=dM1=d2dðnþmþkÞ=ðdMÞ.
Note that
adMn;m;M ¼ d4
2npþmMpeM
MM
 1
2dðnþmþkÞ
and therefore, for S 2 C3an;m;M ðB; aÞ,
ðan;m;2k ^ rÞdPðAðn;m;M ;SÞÞpðan;m;2k ^ rÞdðan;m;2k ^ rÞdðMþ1Þ
2npþmMpeM
MM
¼ ðan;m;2k ^ rÞdM
2npþmMpeM
MM
pd42dðnþmþkÞ.
Let AðBÞ be the event that there exist n;mXN and M ¼ 2k with kX0, such that
there exists a particle of type n in B, and within distance an;m;M of this particle there
areM particles of type m in B. Note that the number of cubes in C3aðB; aÞ is the same
as the number of cubes in CaðB; aÞ. This number is less than or equal to a constant
times ða ^ rÞd . Therefore, we have the following. We write PS for the sum over
S 2 C3a
n;m;2k
ðB; an;m;2k Þ. As before, ~S ¼ S \ B.
PðAðBÞÞp
X1
k¼0
X1
n;m¼N
X
S
PðAðn;m;M ;SÞÞ
¼
X1
k¼0
X1
n;m¼N
ðan;m;2k ^ rÞd
X
S
ðan;m;2k ^ rÞdPðAðn;m;M;SÞÞ
pC
X1
k¼0
X1
n;m¼N
ðan;m;2k ^ rÞd
X
S
d42dðnþmþkÞ
¼ C
X1
k¼0
X1
n;m¼N
ðan;m;2k ^ rÞdd42dðnþmþkÞ#S
¼ C
X1
k¼0
X1
n;m¼N
d42dðnþmþkÞ
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X1
k¼0
2dk
X1
n¼N
2dn
 !2
¼ Cd4 1
1 2d
2dN
1 2d
 2
pCd,
where C depends on N, but not on d, as long as do1. Here, #S denotes the number
of cubes S that we are considering.
Thus, we have shown:
Lemma 2. There exists a constant C40 such that the following holds. Fix a ball
B  Rd of radius at least 1, let d 2 ð0; 1Þ, and let
an;m;M ¼ e1=dd4=ðMdÞ2pn=ðdMÞ2pm=dM1=d2dðnþmþkÞ=ðdMÞ.
Let A be the event that for some n;m;M, there exists a particle of type n in B with M
particles of type m in B within distance an;m;M . Then
PðAÞpCd.
7.3. Estimation of the solution for the heat equation
Now we will use Lemma 2 to bound the solution uðt; xÞ. Assume that event A does
not occur, where this event was deﬁned in Lemma 2.
Taking x as ﬁxed, deﬁne A1 to be the event that for some m;M, there exist M
particles of type m within distance a0;m;M of x. The same arguments as before easily
lead to the estimate
PðA1ÞpCd,
where C is the same constant as in Lemma 2.
For the rest of the section, ﬁx n, and consider unðt; xÞ. Here n is no longer a
subscript for an;m;M . We will assume that neither A1 nor A occur. Also, we write
xðnþ1Þ ¼ x,
M ¼ 2k.
Deﬁne
MðnÞ ¼ fði1; . . . ; inÞ 2 Nn : 81pkpn 1; ikaikþ1g.
Let vðt; Þ be the solution of the heat equation on D with initial function u0, and recall
that Gðt; x; yÞpGðt; x yÞ. Setting inþ1 ¼ nþ 1 and mnþ1 ¼ 0, we get
junðt;xÞj1ðAc \ Ac1Þ
p
X
ði1;...;inÞ2MðnÞ
Z
Tn
Yn
j¼1
½Gðsjþ1  sj ;xðijþ1Þ  xðijÞÞyij jvðs1;xði1ÞÞjds
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X1
k1;...;kn¼0
X1
m1;...;mn¼N
Z
Tn
Yn
j¼1
½Gðsjþ1  sj ; amjþ1;mj ;2kj Þ2
kjþ12mj ds. ð7:2Þ
We assumed that ku0k1p1. It is known that the solution of the heat equation is
bounded when the initial function u0ðxÞ is bounded, and kvðt; Þk1pku0k1. When
summing over all ði1; . . . ; inÞ 2Mn we sum ﬁrst over all possible types m1; . . . ;mn of
particles xði1Þ; . . . ;xðinÞ. For two ﬁxed consecutive particles xðijÞ and xðijþ1Þ, we let kj be
the smallest nonnegative integer k such that
amjþ1;mj ;2kpjxðijþ1Þ  xðijÞjoamjþ1;mj ;2kþ1 ,
where mjþ1 and mj are the types of the particles xðijþ1Þ and xðijÞ. Observe that such a kj
always exists. Because we are on the complement of both sets A and A1, there is no
particle of type mj at a distance less than amjþ1;mj ;0 from x
ðijþ1Þ. Thus,
jxðijþ1Þ  xðijÞjXamjþ1;mj ;20 .
On the other hand, for ﬁxed mjþ1 and mj, we have
lim
k!1
amjþ1;mj ;2k ¼ 1.
Thus for large enough k, we have
jxðijþ1Þ  xðijÞjXamjþ1;mj ;2k .
Therefore,
Gðsjþ1  sj ;xðijþ1Þ  xðijÞÞpGðsjþ1  sj ; amjþ1;mj ;2k Þ.
Since xðijÞ and xðijþ1Þ are within distance a
mjþ1;mj ;2
kjþ1 for a ﬁxed kj and a ﬁxed x
ðijþ1Þ,
there could be at most 2kjþ1  1o2kjþ1 particles xðijÞ of type mj within this distance
from xðijþ1Þ. This is the reason why the factor 2kjþ1 appears in the previous inequality.
Since xðijÞ is of type mj , we have yijp2mj and this is why 2mj appears in (7.2).
Estimating the term G in (7.2), with M ¼ 2k, we get
Gðr; amjþ1;mj ;2k Þ ¼ Crd=2 exp 
a2mj ;mjþ1;M
4r
 !
¼ Crd=2 expðð4rÞ1e2=dd8=ðMdÞ22pmjþ1=ðdMÞ22pmj=d
M2=d22dðmjþ1þmjþkÞ=ðMdÞÞ
pCrd=2 expðð4rÞ1e2=dd8=d22½kðMdÞmjþ1ðpþdÞmjðpMþdÞ=ðdMÞÞ.
Therefore,
Gðr; amjþ1;mj ;2k ÞpCrd=2 expðC0r122½kð1dÞðmjþmjþ1=MÞðpþdÞ=dÞ,
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unðt;xÞp
Z
Tn
X1
k1;...;kn¼0
X1
m1;...;mn¼N
Yn
j¼1
½Cðsjþ1  sjÞd=22kjmj
 expðC0ðsjþ1  sjÞ122½kj ð1dÞðmjþmjþ1=MÞðpþdÞ=dÞds.
Rearranging the terms and using 2m1=ðMþ1Þp1 and since mnþ1 ¼ 0, we get
unðt;xÞp
Z
Tn
X1
k1;...;kn¼0
X
m1;...;mn¼N1

Yn
j¼1
½Cðsjþ1  sjÞd=22kjðM=ðMþ1ÞÞðmjþmjþ1=MÞ
 expðC0ðsjþ1  sjÞ122½kjð1dÞðmjþmjþ1=MÞðpþdÞ=dÞds. ð7:3Þ
We wish to replace the above sums over mj by integrals. This would involve replacing
each variable mj by a continuous variable wj taking values in ½mj ;mj þ 1. This would
decrease the exponential, but would increase the ﬁrst power of 2 by a multiplicative
factor of 2n. We would have
junðt; xÞjp
Z
Tn
X1
k1;...;kn¼0
Z 1
N
  
Z 1
N
Yn
j¼1
½Cðsjþ1  sjÞd=22kjðM=ðMþ1ÞÞðwjþwjþ1=MÞ
 expðC0ðsjþ1  sjÞ122½kj ð1dÞðwjþwjþ1=MÞðpþdÞ=dÞdwds,
where as with ds, we let dw ¼ dw1 . . .dwn. Next, we wish to make the change of
variables
vj ¼ wj þ
wjþ1
M
; j ¼ 1; . . . ; n.
Now wnþ1 is ﬁxed, and the reader can easily check that the Jacobian determinant for
this change of variables is 1. Since M ¼ 2kX1 and wjXN, we have that
vjX 2N. After making this change of variables, we can put the integral signs over v
inside the product as follows.
junðt; xÞjp
Z
Tn
X1
k1;...;kn¼0
Z 1
2N
  
Z 1
2N
Yn
j¼1
½Cðsjþ1  sjÞd=22kjðM=ðMþ1ÞÞvj
 expðC0ðsjþ1  sjÞ122½kj ð1dÞvj ðpþdÞ=d Þdvds
¼
Z
Tn
Yn
j¼1
X1
kj¼0
Z 1
2N
Cðsjþ1  sjÞd=22kjðM=ðMþ1ÞÞvj
24
 expðC0ðsjþ1  sjÞ122½kj ð1dÞvj ðpþdÞ=d Þdvj
35ds,
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(7.4). Dropping the subscripts on T ; s; k and setting r ¼ sjþ1  sj, we can write
T ¼
Z 1
2N
Crd=22kðM=ðMþ1ÞÞv expðC0r122½kð1dÞvðpþdÞ=d Þdv. (7.4)
We will split the integral into two ranges for the variable v.
For some values of v, the exponential in (7.4) is close to 1. This will happen if the
terms following C0 in (7.4) are less than or equal to 1. We must solve
r122½kð1dÞvðpþdÞ=dp1.
Simplifying the above expression, we get
22vðpþdÞ=dpr22kð1dÞ=d (7.5)
or
2
M
Mþ1vpr Md2ðMþ1ÞðpþdÞ2
Mð1dÞ
ðMþ1ÞðpþdÞk. (7.6)
Let L ¼ Lðk; d; pÞ be the value of v for which equality is attained in (7.6). We will
split T into two integrals, T ¼ T ð1Þ þ T ð2Þ, where
T ð1Þ ¼
Z 1
L
IðvÞdv,
T ð2Þ ¼
Z L
2N
IðvÞdv
and IðvÞ is the integrand in (7.4).
Case 1: An estimate for T ð1Þ.
By (7.6), and using the fact that
1
2
p M
M þ 1p1
we have
T ð1Þ ¼
Z 1
L
Crd=22kðM=ðMþ1ÞÞv expðC0r122½kð1dÞvðpþdÞ=dÞdv
p
Z 1
L
Crd=22kðM=ðMþ1ÞÞv dv
pCrd=22kðM=ðMþ1ÞÞL
¼ Crd2þ Md2ðMþ1ÞðpþdÞ2kð1 Mð1dÞðMþ1ÞðpþdÞÞ
pCrd2þ d4ðpþdÞ2kð1
Mð1dÞ
ðMþ1ÞðpþdÞÞ,
since 0orot. Here, C depends on t.
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X1
k¼0
2k 1
Mð1dÞ
ðMþ1ÞðpþdÞ
 
¼
X1
k¼0
2
k 1 2k ð1dÞð2kþ1ÞðpþdÞ
 
o1
so thatX1
kj¼0
T
ð1Þ
j;kj
pCrd2þ d4ðpþdÞ. (7.7)
Case 2: An estimate for T ð2Þ.
Now we turn to the case vpL. Here, we assume that
LX 2N
or there will be no values of v for which 2NpvpL. We will again drop the
subscripts and set r ¼ sjþ1  sj. Since equality is attained in (7.5) when v ¼ L, we
have
T ð2Þ ¼
Z L
2N
Crd=22kðM=ðMþ1ÞÞv expðC0r122½kð1dÞvðpþdÞ=d Þdv
¼
Z L
2N
Crd=22kðM=ðMþ1ÞÞv expðC022ðLvÞðpþdÞ=d Þdv.
Changing variables to z ¼ L v, and since M=ðM þ 1Þo1, we see that
T ð2Þ ¼
Z Lþ2N
0
Crd=22kðM=ðMþ1ÞÞðLzÞ expðC022zðpþdÞ=dÞdz
pCrd=22kðM=ðMþ1ÞÞL
Z 1
0
2z expðC022zðpþdÞ=dÞdz
pCrd=22kðM=ðMþ1ÞÞL
pCrd2þ d4ðpþdÞ2kð1
Mð1dÞ
ðMþ1ÞðpþdÞÞ.
Once again, if po1 and d is small, thenX1
k¼0
2k 1
Mð1dÞ
ðMþ1ÞðpþdÞ
 
¼
X1
k¼0
2
k 1 2k ð1dÞð2kþ1ÞðpþdÞ
 
o1
so that
T ð2ÞpCrd2þ d4ðpþdÞ. (7.8)
Combining (7.7) and (7.8), if
po1
and d is sufﬁciently small, then
T ¼ T ð1Þ þ T ð2ÞpCrd2þ d4ðpþdÞ
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unðt;xÞpC
Z
Tn
Yn
i¼1
ðsiþ1  siÞ
d
2þ d4ðpþdÞ ds.
Now, a calculation of Hu [4, proof of Theorem 4.1, Eq. (4.10)], gives, for b40,Z
Tn
Yn
k¼1
ðskþ1  skÞb ds ¼
tnð1bÞGnð1 bÞ
Gð1þ nð1 bÞÞ . (7.9)
In (7.9), substitute
b ¼ d
2
 d
4ðpþ dÞ .
If bo1, then Gð1 bÞ is deﬁned. With Cn denoting a term of order Cn for some
C40, we get
unðt;xÞp
tnð1bÞGnð1 bÞ
Gð1þ nð1 bÞÞpCnt
nð1bÞnnð1bÞ
since only the denominator has order greater than Cn. Thus, if bo1, and if A and A1
do not occur,
uðt;xÞ ¼
X1
n¼0
unðt; xÞo1.
Solving for bo1, we obtain the requirement that
d
2
 d
4ðpþ dÞo1.
For small enough values of d, this is satisﬁed if either dp4 or
po 1
2
þ 1
d  2 ; dX5.
This completes the proof of Theorem 1, for LK . As mentioned earlier, since PðAK Þ ¼
PðL ¼ LK Þ ! 1 as K !1, it follows that Theorem 1 holds almost surely.8. Proof of the existence part of Theorem 2 ðpX1Þ
For pX1, we also wish to replace L by LK . But in this case our stochastic integrals
will no longer be martingales unless we delete the compensator for L LK . We
deﬁne this compensator as follows.
LðdtdxÞ ¼ dtdx
Z 1
K
cpy
ðpþ1Þ dy ¼ c0pKp dtdx.
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qu
qt
¼ Duþ c0pKpuþ u  _LK ðxÞ,
uð0;xÞ ¼ u0ðxÞ.
If we let
wðt;xÞ ¼ expðc0pKptÞuðt; xÞ
then wðt; xÞ solves
qw
qt
¼ Dwþ w  _LK ðxÞ,
wð0;xÞ ¼ u0ðxÞ. (8.1)
Therefore, any conclusions which hold almost surely for wðt;xÞ, for all K, must hold
for solutions to (1.1).
For ease of notation, we write uðt;xÞ instead of wðt;xÞ and L instead of LK . With
this notation, we can prove the following lemma.
Lemma 3. For any q 2 ðp; 2 there exists a positive constant Cq such that for any
measurable symmetric function f : Dn ! R we have
E n!
Z
eDn f ðxð1Þ; . . . ;xðnÞÞLðdxð1ÞÞ . . .LðdxðnÞÞ
				 				q 
pCnqðn!Þq1
Z
Dn
jf ðxð1Þ; . . . ; xðnÞÞjq dxð1Þ . . . dxðnÞ. ð8:2Þ
Note that the above lemma gives sufﬁcient conditions for the existence of the
multiple stochastic integral Inðf nÞ.
Proof. We would like to use the Burkholder–Davis–Gundy inequality, and for this
reason we need to expand on our formulation of the multiple stochastic integral
given in Section 5, so that we have a martingale. We start with the s-algebra. Recall
that we have chosen the ﬁrst coordinate of x as our time variable. In particular, we
can deﬁne a ﬁltration. Let mðDÞ;MðDÞ be the minimum and maximum values of x1,
the ﬁrst coordinate of x, for x 2 D. For z 2 ½mðDÞ;MðDÞ, we deﬁne the s-algebra
Hz as follows.
Hz ¼ sfLðAÞ : A  fx 2 D : x1pzgg.
Next, let
Rðz;DÞ ¼ fx 2 D : x1pzg.
Let hðxÞ be a predictable function with respect to the Hz ﬁltration. Let
Yz ¼
Z
Rðz;DÞ
hðxÞLðdxÞ.
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variation is
hY iz ¼
X
x
ðiÞ
1
pz
h2ðxðiÞÞy2i .
For ease of notation, we drop the subscript z when z ¼ MðDÞ, so that
Y ¼ YMðDÞ,
hY i ¼ hY iMðDÞ.
The Burkholder–Davis–Gundy inequality now implies that for q41, there is a
constant Cq depending only on q, such that
E½jY jqpCqE½hY iq=2.
Recall that for rp1 and a sequence of nonnegative numbers ai, the following
elementary inequality holds.
X1
i¼1
ai
 !r
p
X1
i¼1
ari .
Setting r ¼ q=2, and using our formula for hY i, we get
E½jY jqpCE
X1
i¼1
h2ðxðiÞÞy2i
 !q=224 35
pCE
X1
i¼1
jh2ðxðiÞÞjq=2yqi
" #
¼ C
Z
D
E hðxÞ
		 		q dx ð8:3Þ
provided q4p. The constant C depends on p, q, and K. Applying (8.3) repeatedly, we
get
E
Z
eDn f ðxð1Þ; . . . ; xðnÞÞLðdxð1ÞÞ . . .LðdxðnÞÞ
				 				q 
pCn
Z
eDn jf ðxð1Þ; . . . ;xðnÞÞjq dxð1Þ . . . dxðnÞ. ð8:4Þ
Note, that the repeated application of inequality (8.3) was possible due to the order
x
ð1Þ
1 ox
ð2Þ
1 o   oxðnÞ1 that we imposed on eDn. To see this, let us remember that the
function h involved in (8.3) needed to be predictable. Thus,
E
Z
eDn f ðxð1Þ; . . . ; xðnÞÞLðdxð1ÞÞ . . .LðdxðnÞÞ
				 				q  ¼ E Z
D
hðxðnÞÞLðdxðnÞÞ
				 				q ,
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hðxðnÞÞ ¼
Z
~Rn1ðxðnÞ1 Þ
f ðxð1Þ; . . . ;xðn1Þ;xðnÞÞLðdxð1ÞÞ . . .Lðdxðn1ÞÞ
and
~Rn1ðyÞ ¼ fðxð1Þ; . . . ;xðn1ÞÞ 2 eDn1 : xðn1Þ1 oyg, (8.5)
where y 2 R. The function hðxðnÞÞ is predictable since xð1Þ1 oxðnÞ1 ; . . . ;xðn1Þ1 oxðnÞ1 on
~RðxðnÞ1 ;DÞ. So, we can apply the inequality (8.3) and obtain
E
Z
eDn f ðxð1Þ; . . . ; xðnÞÞLðdxð1ÞÞ . . .LðdxðnÞÞ
				 				q pC Z
D
E½jhðxðnÞÞjqdxðnÞ,
and so on. Using (8.3), and the fact that f is symmetric, we get
E n!
Z
eDn f ðxð1Þ; . . . ; xðnÞÞLðdxð1ÞÞ . . .LðdxðnÞÞ
				 				q 
¼ ðn!ÞqE
Z
eDn f ðxð1Þ; . . . ;xðnÞÞLðdxð1ÞÞ . . .LðdxðnÞÞ
				 				q 
pðn!ÞqCn
Z
eDn jf ðxð1Þ; . . . ;xðnÞÞjq dxð1Þ . . . dxðnÞ
¼ ðn!ÞqCn 1
n!
Z
Dn
jf ðxð1Þ; . . . ;xðnÞÞjq dxð1Þ . . .dxðnÞ
¼ Cnðn!Þq1
Z
Dn
jf ðxð1Þ; . . . ; xðnÞÞjq dxð1Þ . . . dxðnÞ: &
Before proving Theorem 2, we present two simple lemmas.
Lemma 4. Let n be a positive integer and q a real number, such that qX1. Let
f : Dn ! R be a function in LqðDn; dxÞ, where dx is Lebesgue measure. If ~f is the
symmetrization of f, then ~f 2 LqðDn; dxÞ and
k ~f kqpkf kq, (8.6)
where k  kq denotes the norm of the space LqðDn;dxÞ.
Proof. For any permutation s of the set f1; 2; . . . ; ng, we can consider the function
f s : D
n ! R, deﬁned by
f sðxð1Þ; . . . ;xðnÞÞ ¼ f ðxðsð1ÞÞ; . . . ; xðsðnÞÞÞ.
Making the change of variable yð1Þ ¼ xðsð1ÞÞ; . . . ; yðnÞ ¼ xðsðnÞÞ, we can see thatZ
Dn
jf sðxð1Þ; . . . ;xðnÞÞjq dxð1Þ . . .dxðnÞ ¼
Z
Dn
jf ðxð1Þ; . . . ;xðnÞÞjq dxð1Þ . . . dxðnÞ.
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kf skq ¼ kf kq.
Since the symmetrization ~f of f is deﬁned as
~f ¼ 1
n!
X
s
f s,
we can apply the triangle inequality to get
kf skq ¼
1
n!
X
s
f s












q
p 1
n!
X
s
kf skq
¼ 1
n!
X
s
kf kq
¼ kf kq: &
Lemma 5. For any positive real number x, we have
Gðxþ 1ÞXxxex. (8.7)
The reader can verify Lemma 5 by using the deﬁnition of the Gamma function in
terms of the usual integral, and then doing some simple estimation.
We can prove now Theorem 2. According to inequalities (8.2) and (8.6), we have
E½junðt; xÞjqpCnðn!Þq1
Z
Dn
symxð1Þ;...;xðnÞ ju0ðxð1ÞÞj
"

Z
Tn
Yn
k¼1
Gðskþ1  sk;xðkþ1Þ  xðkÞÞds
#q
dx
paCnðn!Þq1
Z
Dn
Z
Tn
Yn
k¼1
Gðskþ1  sk;xðkþ1Þ  xðkÞÞds
" #q
dx,
where a ¼ ku0k1 and
Tn ¼ fðs1; . . . ; snÞ 2 Rn : 0os1os2o   osnotg.
We may assume that ku0k1 ¼ 1. Let V ðTnÞ ¼ tn=n! be the volume of Tn. Using
Jensen’s inequality, we obtainZ
Tn
Yn
k¼1
Gðskþ1  sk;xðkþ1Þ  xðkÞÞds
" #q
¼ V ðTnÞq V ðTnÞ1
Z
Tn
Yn
k¼1
Gðskþ1  sk;xðkþ1Þ  xðkÞÞds
" #q
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Z
Tn
Yn
k¼1
Gqðskþ1  sk;xðkþ1Þ  xðkÞÞds
¼ t
n
n!
 q1 Z
Tn
Yn
k¼1
Gqðskþ1  sk;xðkþ1Þ  xðkÞÞds. ð8:8Þ
Recall thatZ
Rd
Gqðr; xÞdx ¼ Crðq1Þd=2
Z
Rd
rd=2 exp  qx
2
4r
 
dx
¼ Crðq1Þd=2. ð8:9Þ
Combining (8.8) and (8.8), we see that ðn!Þq1 is canceled out by ð1=n!Þq1, and by
using Fubini’s theorem and (8.9) repeatedly (i.e. integrated ﬁrst over xð1Þ, then xð2Þ,
and so on), we obtain
E½junðt; xÞjqpðCtq1Þn
Z
Tn
Z
Dn
Yn
k¼1
Gqðskþ1  sk;xðkþ1Þ  xðkÞÞdx
" #
ds
pðCtq1Þn
Z
Tn
Z
Rn
Yn
k¼1
Gqðskþ1  sk; xðkþ1Þ  xðkÞÞdx
" #
ds
¼ ðCtq1Þn
Z
Tn
Yn
k¼1
ðskþ1  skÞðq1Þd=2 ds.
Now, an estimate of Hu (7.9) givesZ
Tn
Yn
k¼1
ðskþ1  skÞðq1Þd=2 ds ¼
tnð1ðd=2Þðq1ÞÞGn 1 d
2
ðq 1Þ 
G 1þ n 1 d2 ðq 1Þ
   .
If do2=ðq 1Þ, then Gð1 ðd=2Þðq 1ÞÞ is deﬁned. For do2=ðq 1Þ, let
a ¼ 1 ðd=2Þðq 1Þ40. Then from (8.10) we conclude that
E½junðt;xÞjqp
rn
Gð1þ naÞ , (8.10)
for some constant r depending on t, q, p, and K. Using the well-known inequality
ðbþ cÞqp2q1ðbq þ cqÞ, for all qX1 and b and c nonnegative numbers, an easy
induction argument shows that for anX0, and c ¼ 2q1,X1
n¼0
an
 !q
p
X1
n¼0
cnþ1aqn.
Applying this inequality to uðt; xÞ, we ﬁnd
E½juðt;xÞjq ¼ E
X1
n¼0
junðt; xÞj
 !q" #
pE
X1
n¼0
cnþ1junðt; xÞjq
" #
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X1
n¼0
cnþ1E½junðt;xÞjq
pc
X1
n¼0
1
Gð1þ naÞ ðcrÞ
n. ð8:11Þ
Using now (8.7) we obtain
E½juðt;xÞjqpc
X1
n¼0
ena
ðnaÞna ðcrÞ
n. (8.12)
Thus, we can see from (8.12) that if do2=ðq 1Þ (or equivalently qo1þ ð2=dÞ) and
poq, then E½juðt;xÞjqo1. (The condition poq was used in Lemma 3.) For such a q
to exist we need that po1þ 2=d.
Let P be the random Poisson set fðxðiÞ; yiÞgiX1. For any positive integer k we deﬁne
the event:
Ak ¼ fo 2 O : 8ðx; yÞ 2 PðoÞ; ypkg.
That means, Ak is the event that all atoms have masses less than or equal to k.
Thus if po1þ ð2=dÞ, then for all q 2 ðp; 1þ ð2=dÞÞ and for all kX1,
E½juðt;xÞj1qAk o1.
Since, the expectation is the integration with respect to a probability (ﬁnite) measure,
it follows, that for any q0 and q, such that 1pq0ppoqo1þ ð2=dÞ, we have
ðE½juðt; xÞ1Ak jq
0 Þ1=q0pðE½juðt; xÞ1Ak jqÞ1=qo1.
Thus the solution uðt; xÞ exists, for all tX0 and all x 2 D, and belongs to the space
L
q
locðOÞ, for all 1pqo1þ ð2=dÞ.
This completes the proof of Theorem 2, if uðt;xÞmeans wðt; xÞ and Lmeans LK . As
mentioned at the beginning of Section 8, this proof arries over to uðt;xÞ and L, since
PðAK Þ ¼ PðL ¼ LK Þ ! 1 as K ! 1.9. Uniqueness
9.1. The main lemma
We consider both cases po1 and pX1. Suppose uðt;xÞ is a solution to (1.1) in case
pX1 or (1.2) in case po1. Then we have
uðt;xÞ ¼
X1
n¼0
gnðt; xÞ, (9.1)
where gn 2 Jn in case po1 or gn 2 In in case pX1.
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uniqueness holds for (1.1) or (1.2).
Proof. Both cases have the same proof, so we will only deal with the case pX1.
Suppose there are two solutions uiðt;xÞ for i ¼ 1; 2, where
uiðt;xÞ ¼
X1
n¼0
gðiÞn ðt; xÞ
and gðiÞn ðt; xÞ 2 In. Let
Y ðt;xÞ ¼ u1ðt;xÞ  u2ðt; xÞ ¼
X1
n¼0
gnðt;xÞ,
where gnðt; xÞ ¼ gð1Þn ðt;xÞ  gð2Þn ðt;xÞ. Then Y ðt;xÞ is also a solution to (1.1) with
initial condition Y ð0;xÞ ¼ 0, so by (6.2), we haveX1
n¼0
gnðt;xÞ ¼ Y ðt;xÞ
¼
Z
D
Z t
0
Gðt s;x; yÞY ðs; yÞds
 
 LðdyÞ
¼
X1
n¼0
Z
D
Z t
0
Gðt s;x; yÞgnðs; yÞds
 
 LðdyÞ
¼
X1
n¼1
~gnðt;xÞ 8x 2 Rd ; t 2 ð0;T ,
where
~gnðt;xÞ ¼
Z
D
Z t
0
Gðt s;x; yÞgn1ðs; yÞds
 
 LðdyÞ
2 In. ð9:2Þ
Since we are assuming that Y ðt; xÞ uniquely determines both gnðt; xÞ and ~gnðt; xÞ, it
follows that g0ðt; xÞ ¼ 0 and
gnðt;xÞ ¼ ~gnðt;xÞ (9.3)
for any positive value of n. Thus, (9.2) implies that ~g1ðt;xÞ ¼ 0, and hence by (9.3)
g1ðt;xÞ ¼ 0. An induction argument now yields gnðt;xÞ ¼ 0 for all values of n. &
9.2. Proof of uniqueness for po1
For simplicity in this proof we will assume from the beginning that _L is a stable
noise (not _LK ) without truncation of large atoms.
We begin by ordering the atoms of _L according to size, so that y14y24    :
For z 2 ð1; 2Þ, let RiðzÞ _L be the transformation of the noise _L which replaces yi
with zyi.
ARTICLE IN PRESS
C. Mueller et al. / Stochastic Processes and their Applications 116 (2006) 70–10096Lemma 7. Fix z 2 ð1; 2Þ; iX1. Let
_M ¼ RiðzÞ _L.
Also, let PM ;PL be the probability measures on the canonical probability space of
atomic measures, generated by _M and _L, respectively. Then
PM5PL.
Proof. For any kX1; nX0 deﬁne an event
Ak;n  fthere are exactly n atoms of _L with masses greater than or equal to 1=kg.
Note that for any kX1[1
n¼0
Ak;n ¼ O
Ak;l
\
Ak;m ¼ ;; 8mal.
It is obvious that
lim
k!1
PL
[i
l¼0
Ak;l
 !
¼ 0. (9.4)
Fix d40 arbitrary small. By (9.4) we can ﬁx k sufﬁciently large such that
PL
[i
l¼0
Ak;l
 !
pd. (9.5)
Deﬁne
A¯k;i 
[i
l¼0
Ak;l
 !c
¼
[1
l¼iþ1
Ak;l . (9.6)
Now will show that
PM5PL on A¯k;i. (9.7)
Let us decompose _L as follows:
_L ¼ _L1;k þ _L2;k,
where _L1 includes atoms of size yX1=k and _L2 includes atoms of size yo1=k. Note
that _L
1;k
; _L
2;k
are independent, and
RiðzÞ _L ¼ RiðzÞ _L1;k þ _L2;k on A¯k;i.
Hence, if we deﬁne
_M1 ¼ RiðzÞ _L1;k
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PM15PL1;k on Ak;l ; 8lXi þ 1, (9.8)
where PM1 ;PL1;k are the measures induced by _M1; _L
1;k
, respectively. Fix an arbitrary
lXi þ 1. On Ak;l , _M1 and _L1;k have l atoms at the same locations. Therefore, to get
the desired absolute continuity we just need to show the absolute continuity of the
laws of the corresponding atom sizes. To be more precise, from now on we assume
that Ak;l occurs. Let Y^
L
1 ; . . . ; Y^
L
l (resp. Y^
M
1 ; . . . ; Y^
M
l ) be the unordered sizes of the
atoms of L1;k (resp. M1). ðY^L1 ; . . . ; Y^
L
l Þ and ðY^
M
1 ; . . . ; Y^
M
l Þ are continuous
l-dimensional random variables whose laws are supported on ð1=k;1Þl . Moreover,
the probability density function of ðY^L1 ; . . . ; Y^
L
l Þ is positive at any point of ð1=k;1Þl .
This immediately implies that conditioned on Ak;l the probability law of
ðY^M1 ; . . . ; Y^
M
l Þ is absolutely continuous with respect to the law of ðY^
L
1 ; . . . ; Y^
L
l Þ,
and since lXi þ 1 was arbitrary, (9.8) and (9.7) follow.
The end of the proof of the lemma is trivial. Let B be any event such that
PLðBÞ ¼ 0.
Then
PM ðBÞ ¼
Xi
l¼0
PM B
\
Ak;l
 
þ
X1
l¼iþ1
PM B
\
Ak;l
 
¼
Xi
l¼0
PM B
\
Ak;l
 
pPM
[i
l¼0
Ak;l
 !
, ð9:9Þ
where the second equality follows from (9.7). Now it is easy to check the following
equality of events:
fthere are no more than i atoms of _L with masses yX1=kg
¼ fthere are no more than i atoms of _M with masses yX1=kg.
Therefore, we get
PM
[i
l¼0
Ak;l
 !
¼ PL
[i
l¼0
Ak;l
 !
.
Thus, (9.5) and (9.9) imply that
PM ðBÞpd.
Since d40 was arbitrary, we get PMðBÞ ¼ 0 and the result follows. &
By Lemma 6 the following lemma gives the required uniqueness for the case po1.
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Proof. We argue by contradiction. Suppose Lemma 8 were false. Then by
subtracting the two series, we form a series
G 
X1
n¼0
gn ¼ 0,
where gn 2 Jn, and at least one of the gn is not identically 0. In fact, we may assume
that
gn ¼
X
ði1;...;inÞ2Jn
yi1 . . . yinhnðxi1 ; . . . ; xinÞ
with X1
n¼0
X
ði1;...;inÞ2Jn
yi1 . . . yin jhnðxi1 ; . . . ; xinÞjo1 (9.10)
with probability 1. Actually, each solution is a difference of two series for which the
functions hn are nonnegative.
Recall that fy14y24   g are the ordered sizes of the atoms of our noise _L. Fix an
arbitrary nX1. Our goal is to show that, almost surely,
y1 . . . ynhnðx1; . . . ;xnÞ ¼ 0
from which it follows that hn ¼ 0 almost everywhere. By Lemma 7, for zi 2 ð1; 2Þ, the
probability induced by RiðziÞ _L is absolutely continuous with respect to the
probability induced by _L. Furthermore, RiðziÞ extends to an operator on J, as
follows. We set
RiðziÞ
X1
n¼0
gn 
X1
n¼0
RiðziÞgn,
where we deﬁne RiðziÞgn to be a multiple stochastic integral with _L replaced by
RiðziÞ _L. Therefore, if G ¼
P1
n¼0 gn ¼ 0 almost surely, then RiðziÞ
P1
n¼0 gn P1
n¼0RiðziÞgn ¼ 0 almost surely as well. Furthermore, if zi 2 ð1; 2Þ, then
R1ðz1Þ . . .RmðzmÞG
is an analytic function in z1; . . . ; zm. Let Ln;mG be the terms in the expansion of this
analytic function which contain z1 . . . zn but no other zi. Note that each Ln;mG equals
0 almost surely, and that
lim
m!1
Ln;mG ¼ y1 . . . ynhnðx1; . . . ; xnÞ ¼ 0
almost surely. In fact, the convergence to 0 follows from (9.10), since the operator
Ln;m removes more and more terms as m increases. This proves Lemma 8. &
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By Lemma 6 the following lemma gives the required uniqueness for the case pX1.
Lemma 9. Let pX1. In (9.1), the functions gn are uniquely determined.
Proof. Fix ðt;xÞ and suppose that u1ðt; xÞ; u2ðt;xÞ are two solutions. Subtracting, we
obtain
Y ðt;xÞ ¼ u1ðt;xÞ  u2ðt;xÞ
¼
X1
n¼0
gð1Þn ðt; xÞ 
X1
n¼0
gð2Þn ðt;xÞ
¼:
X1
n¼0
~gnðt; xÞ,
where gðiÞn ðt;xÞ corresponds to the solution uiðt;xÞ. Also, each ~gn can be expressed as a
stochastic integral
~gnðt;xÞ ¼
Z
eDn f nðt; x; xð1Þ; . . . ;xðnÞÞLðdxð1ÞÞ . . .LðdxðnÞÞ.
Adding these terms, and using the notation from the beginning of Section 8, we ﬁnd
that
Y ðt;xÞ ¼ f 0ðt; xÞ þ
Z
RðMðDÞ;DÞ
~f 1ðt; x; yÞLðdyÞ,
where
~f 1ðt; x; yÞ ¼ f 1ðt; x; yÞ þ
X1
n¼2
Z
~Rn1ðyÞ
f nðt; x; xð1Þ; . . . ; xðn1Þ; yÞLðdxð1ÞÞ . . .Lðdxðn1ÞÞ
and ~Rn1ðyÞ was deﬁned in (8.5).
Since Y ðt; xÞ ¼ 0 and
z !
Z
Rðz;DÞ
~f 1ðt;x; yÞLðdyÞ
is a local Hz martingale, it follows that f 0ðt; xÞ ¼ 0 and that the integrand
~f 1ðt; x; yÞ ¼ 0 for almost every value of y. But ~f 1ðt; x; yÞ ¼ 0 is itself a sum of a
deterministic function and a stochastic integral. Therefore we may use the same
argument to show that f 1ðt;x; yÞ ¼ 0 for almost every value of y. Continuing, we can
use induction to show that for each value of n, f nðt;x; y1; . . . ; ynÞ ¼ 0 for almost every
value of y1; . . . ; yn. &
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