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Berry phase theory of Dzyaloshinskii-Moriya interaction and spin-orbit torques
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Peter Gru¨nberg Institut and Institute for Advanced Simulation,
Forschungszentrum Ju¨lich and JARA, 52425 Ju¨lich, Germany
Recent experiments on current-induced domain wall motion in chiral magnets suggest important
contributions both from spin-orbit torques (SOTs) and from the Dzyaloshinskii-Moriya interaction
(DMI). We derive a Berry phase expression for the DMI and show that within this Berry phase
theory DMI and SOTs are intimately related, in a way formally analogous to the relation between
orbital magnetization (OM) and anomalous Hall effect (AHE). We introduce the concept of the twist
torque moment, which probes the internal twist of wave packets in chiral magnets in a similar way
like the orbital moment probes the wave packet’s internal self rotation. We propose to interpret the
Berry phase theory of DMI as a theory of spiralization in analogy to the modern theory of OM.
We show that the twist torque moment and the spiralization together give rise to a Berry phase
governing the response of the SOT to thermal gradients, in analogy to the intrinsic anomalous Nernst
effect. The Berry phase theory of DMI is computationally very efficient because it only needs the
electronic structure of the collinear magnetic system as input. As an application of the formalism
we compute the DMI in Pt/Co, Pt/Co/O and Pt/Co/Al magnetic trilayers and show that the DMI
is highly anisotropic in these systems.
PACS numbers: 72.25.Ba, 72.15.Eb, 71.70.Ej
Broken inversion symmetry in chiral magnets, such
as B20 compounds, (Ga,Mn)As and asymmetric bi-
or trilayers opens new perspectives for current-induced
magnetization control via so-called spin-orbit torques
(SOTs) [1–5]. Notably, magnetization switching by SOTs
in single collinear ferromagnetic layers has been demon-
strated experimentally [6, 7]. In addition to SOTs also
the Dzyaloshinskii-Moriya interaction (DMI) arises from
the interplay of broken inversion symmetry and spin-
orbit interaction (SOI) in magnetic systems [8, 9]. Recent
experiments and simulations suggest that both SOTs and
DMI substantially influence current-induced domain-wall
motion in chiral magnets [10–12] and that their combina-
tion may lead to a very efficient coupling of domain-wall
motion to the applied current. Additionally, relations be-
tween SOTs and DMI have been proposed theoretically
based on model calculations [13].
Expanding the micromagnetic free energy density F (r)
at position r in terms of gradients ∂nˆ/∂rj of magnetiza-
tion direction nˆ(r), we obtain in first order of the gradi-
ents
F (1)(r) =
∑
j
Dj(nˆ(r)) ·
(
nˆ(r)×
∂nˆ(r)
∂rj
)
, (1)
where the Dzyaloshiskii vectors Dj(nˆ) will generally de-
pend on magnetization direction nˆ(r). Within ab initio
density-functional theory (DFT) methods, DMI is often
computed by adding SOI perturbatively to spirals with
finite wave vectors q and extracting Dj from the q-linear
term in the dispersion E(q) [14–16]. Alternative meth-
ods for the calculation of DMI are based on multiple-
scattering theory [17, 18] or a tight-binding representa-
tion of the electronic structure [19].
In the present work we develop a Berry phase theory
of DMI. Our approach is based on expanding the free
energy in terms of small gradients of magnetization di-
rection within quantum mechanical perturbation theory.
Formally, our Berry phase theory closely resembles the
quantum theory of OM. It drastically reduces the compu-
tational burden, because it allows for calculating the DMI
based on the collinear electronic structure. Additionally,
the dependence of Dj(nˆ) on magnetization direction nˆ is
readily available, which is an advantage for general mag-
netic structures whenever Dj(nˆ) is strongly anisotropic.
Moreover, the relationship between SOT and DMI be-
comes visible within the Berry phase theory. It turns
out that DMI and SOT are related in a similar way like
OM and AHE are related. We introduce the concept of
a twist torque moment of a given band, which turns out
to be analogous to the orbital moment of a band in OM
theory and propose to interpret DMI as a spiralization,
i.e., a twist torque moment per volume, analogous to the
concept of magnetization as a magnetic moment per vol-
ume. We investigate how thermal gradients and gradients
in the chemical potential can give rise to SOTs and find
that both the twist torque moment and the DMI spiral-
ization contribute to the SOT driven by statistical forces.
Thus, DMI and SOT, the two effects which can make the
coupling between domain wall motion and applied cur-
rent highly efficient, are obtained from a common basis
within the Berry phase theory. Finally, we apply our new
method to the calculation of DMI in Pt/Co, Pt/Co/O
and Pt/Co/Al magnetic thin trilayer films and find that
DMI is strongly anisotropic in these systems.
In the following we derive an expression for the cal-
culation of Dj from the collinear electronic structure.
We set nˆ = (sin(γ), 0, cos(γ)) and consider small sinu-
soidal spatial oscillations of the angle γ around zero, i.e.,
γ(r) = η sin(q·r), where η is the smallness parameter. Up
to first order in η we have nˆ(r) = (η sin(q·r), 0, 1). Insert-
2ing this oscillating magnetization direction into Eq. (1),
we obtain a spatially oscillating free energy density
F (1)(r) = η
∑
j
Dj(eˆz) · eˆyqj cos(q · r), (2)
where eˆy and eˆz are unit vectors along the y and z di-
rections, respectively. In order to extract Dj from this
oscillating free energy density, we multiply by cos(q · r)
and integrate over the volume V :
lim
q→0
2
V η
∂
∂qj
∫
V
F (1)(r) cos(q · r)d3r = Dj(eˆz) · eˆy. (3)
The exchange interaction term in the LDA Hamilto-
nian is given by µBB
xc(r)nˆ(r) · σ, where µB is Bohr’s
magneton, σ is the vector of Pauli spin matrices, and
Bxc(r) is the exchange field. The oscillations of the
magnetization direction nˆ(r) perturb the wave functions
of the collinear system. To first order in the small-
ness parameter η the perturbation operator is given by
δV (r) = µBB
xc(r)σxη sin(q ·r). Below, we will first eval-
uate
K(1) =
2
N
∑
kn
fkn×
×ℜ
∫
V
(ψkn(r))
∗(H0 − µN)δψkn(r) cos(q · r)d
3r,
(4)
where ψkn(r) = e
ik·rukn(r) is the unperturbed Bloch
function of band n at k-point k, δψkn(r) is the change of
ψkn(r) within first order perturbation theory due to the
perturbation δV (r), fkn = f(Ekn) with Fermi function f
and Ekn the unperturbed band energy, H0 is the unper-
turbed LDA Hamiltonian of the collinear system, µ the
chemical potential, N the particle number operator, and
N the number of k points.
Based on the relation ∂
∂β
(βF ) = E − µN between free
energy and grand-canonical energy, where β = (kBT )
−1,
we can relate K(1) and Dj as follows:
lim
q→0
2
V η
∂
∂qj
K(1) =
∂
∂β
(βDj(eˆz) · eˆy). (5)
The evaluation of Eq. (4) is very similar to the deriva-
tion of the quantum theory of OM [20]. Using the first-
order perturbation theory expression for δψkn(r) and
switching from Bloch functions ψkn(r) to their lattice
periodic parts ukn(r) we obtain
K(1) =
µBη
4N
∑
knm
[Ekn + Ek+qm − 2µ] [fkn − fk+qm]×
×ℑ
[
〈ukn|uk+qm〉〈uk+qm|Bxc(r)σx|ukn〉
Ekn − Ek+qm
]
.
(6)
Differentiating with respect to qj , taking the limit
q→ 0 as prescribed by Eq. (5), and generalizing to arbi-
trary direction nˆ we arrive at the expression
∂
∂β
(βDj(nˆ) · eˆi) =
~
NV
∑
k
∑
m 6=n
[Ekn − µ] [fkn − fkm]×
×ℑ
[
〈ukn|Ti|ukm〉〈ukm|vj(k)|ukn〉
(Ekm − Ekn)2
]
+
~
NV
∑
k
∑
m 6=n
[Ekn − µ] f
′(Ekn)×
×ℑ
[
〈ukn|Ti|ukm〉〈ukm|vj(k)|ukn〉
Ekm − Ekn
]
,
(7)
where vj(k) =
1
~
∂
∂kj
[e−ik·rH0e
ik·r] is the j-component of
the velocity operator in crystal momentum representa-
tion, and the torque operator at position r is given by
T (r) = m × Bxc(r) in terms of the spin magnetic mo-
ment operatorm = −µBσ and the exchange field Bxc(r)
and Ti is its i component.
Integrating Eq. (7) and defining Dij(nˆ) = Dj(nˆ) · eˆi
yields
Dij =
1
NV
∑
kn
{
fknAknij +
1
β
ln[1 + e−β(Ekn−µ)]Bknij
}
,
(8)
where
Aknij = ~
∑
m 6=n
ℑ
[
〈ukn|Ti|ukm〉〈ukm|vj(k)|ukn〉
Ekm − Ekn
]
(9)
and
Bknij = −2~
∑
m 6=n
ℑ
[
〈ukn|Ti|ukm〉〈ukm|vj(k)|ukn〉
(Ekm − Ekn)2
]
.
(10)
Using
T =
∂H0
∂θ
eˆφ −
1
sin θ
∂H0
∂φ
eˆθ, (11)
where θ and φ specify nˆ in spherical coordinates, i.e.,
nˆ = (sin θ cosφ, sin θ sinφ, cos θ), and eˆθ = ∂nˆ/∂θ, eˆφ =
(1/ sin θ)∂nˆ/∂φ, we obtain alternative expressions of Akn
andBkn in terms of derivatives of the wave functions with
respect to both crystal momentum k and the spherical
coordinates of the magnetization direction:
Aknij = −eˆi ·
[
eˆφℑ
〈
∂ukn
∂θ
∣∣∣∣ (Ekn −H0(k))
∣∣∣∣∂ukn∂kj
〉
−eˆθ
1
sin θ
ℑ
〈
∂ukn
∂φ
∣∣∣∣ (Ekn −H0(k))
∣∣∣∣∂ukn∂kj
〉]
,
(12)
and
Bknij = −2eˆi ·
[
eˆφℑ
〈
∂ukn
∂θ
∣∣∣∣∂ukn∂kj
〉
−eˆθ
1
sin θ
ℑ
〈
∂ukn
∂φ
∣∣∣∣∂ukn∂kj
〉]
,
(13)
3where H0(k) = e
−ik·rH0e
ik·r is the crystal momentum
representation of the Hamiltonian H0. We note that the
special case of θ = 0, in which case sin θ = 0 in the nu-
merators, is obtained from these equations by considering
a finite θ and then taking the limit of θ → 0. The case of
θ = pi is treated similarly. Alternatively, one may avoid
the problems at θ = 0 and θ = pi by choosing the polar
axis such that θ is between 0 and pi. At zero temperature
Eq. (8) becomes
Dij =
1
NV
∑
kn
fkn[Aknij − (Ekn − µ)Bknij ]
= −
eˆi
NV
·
[
eˆφℑ
〈
∂ukn
∂θ
∣∣∣∣ (2µ− Ekn −H0(k))
∣∣∣∣∂ukn∂kj
〉
−
eˆθ
sin θ
ℑ
〈
∂ukn
∂φ
∣∣∣∣ (2µ− Ekn −H0(k))
∣∣∣∣∂ukn∂kj
〉]
.
(14)
Comparing Eq. (8) with the quantum theory of
OM [20, 21] one finds strong formal analogies, where
Bknij corresponds to the Berry curvature i〈∇kukn| ×
|∇kukn〉 and Aknij corresponds to the orbital moment
(e/2~)i〈∇kukn| × [Ekn −H0]|∇kukn〉 of state n. There-
fore, we define the twist torque moments of state n by
Aknij . In perfect analogy to the theory of OM the DMI
at zero temperature given by Eq. (14) is not simply the
sum of the twist torque moments of all occupied states
divided by the volume but there is a Berry curvature cor-
rection due to Bknij . In order to counterpart the formal
analogies on the level of terminology, it is tempting to
call Dij the DMI spiralization.
Considering finite systems rather than infinite peri-
odic crystals we can further substantiate the analogies
between OM and DMI spiralization. For finite systems,
the orbital magnetic moment porb can be expressed via
the moment r× j(r) of the current density j(r) as
porb =
1
2
∑
n
fn
∫
d3r(ψn(r))
∗r× j(r)ψn(r). (15)
Since the position operator r is not compatible with pe-
riodic boundary conditions, it is replaced either by the
velocity operator or by derivatives with respect to crys-
tal momentum in the theory of OM for infinite systems
whenever the formalism is based on the Bloch-periodic
eigenfunctions of the Hamiltonian [22–25]. In this sit-
uation the OM is expressed in terms of Berry phases.
Likewise, it is natural to interpret DMI in finite systems
in terms of the moments riTj(r) of the torque, i.e.,
Dij =
1
V
∑
n
fn
∫
d3r(ψn(r))
∗rjTi(r)ψn(r), (16)
because if the magnetization rotates by an angle δΦ
around the axis s, the associated energy change is T ·sδΦ.
Thus, in this picture of DMI the free energy change due
to magnetization gradients arises from the asymmetry
of the torque, which can be quantified by its moments.
However, like in the case of the orbital moment, an ex-
pression of DMI involving the position operator cannot
be used for infinite systems with periodic boundary con-
ditions and the correct theory has instead of the posi-
tion operator either velocity operators (see Eq. (9) and
Eq. (10)) or derivatives with respect to crystal momen-
tum (see Eq. (12) and Eq. (13)).
While Thonhauser et al. [23] and Shi et al. [20] derived
the expressions of the OM quantum mechanically rigor-
ously for Bloch electrons in crystalline solids, exactly the
same expressions have been obtained from semiclassical
wave-packet dynamics [21]. At first glance astonishing,
this agreement results from the semiclassical theory get-
ting exact as the length scale of the perturbation goes to
infinity [20]. This limit q → 0 is also taken explicitly in
our definition of the DMI spiralization in Eq. (5). Thus,
the expressions obtained for DMI within the semiclassical
formalism have to reproduce our results. It will become
clear in the following that developing the semiclassical
picture of SOT and DMI is quite rewarding.
To get started semiclassically, we define the twist
torque moment of a wave packet |Wkn〉 constructed from
band n with average crystal momentum k by
AWknij = 〈Wkn|(rj − r
W
knj)Ti|Wkn〉, (17)
where rWknj = 〈Wkn|rj |Wkn〉 are the coordinates of the
center of |Wkn〉. In Ref. [26] the details of the con-
struction of |Wkn〉 from Bloch functions are given and
a wave packet formalism is presented there which allows
for rewriting wave packet expectation values in terms of
Berry phase expressions. In the case of the twist torque
moment we obtain
AWknij = Aknij . (18)
Thus, our previous expression for the twist torque mo-
ment of band n in Eq. (12) is equivalent to the ex-
pression of the twist torque moment of the wave packet
constructed from band n if the crystal momentum k in
Eq. (12) is identified with the mean wave vector of the
wave packet. In the theory of SOT and DMI the twist
torque moment plays the same role as the orbital mo-
ment does in the theory of AHE and OM. It is associated
with the internal twist of the wave packet which locally
prefers a noncollinear spiral magnetic structure such that
any enforcement of magnetic collinearity leads to torques
countering this collinearity, the moment of which is the
twist torque moment.
Inclusion of the SOT into the picture marks the next
stage of our semiclassical expedition. If an external elec-
tric field E is applied to the system, a torque T arises,
which is given within linear response by T = tE, where
t is the torkance tensor. As we have shown recently [27],
the intrinsic even torkance tevenij (nˆ) = (tij(nˆ)+tij(−nˆ))/2
can be expressed in terms of the Berry curvature Eq. (13)
4as
tevenij (nˆ) = −
e
N
∑
kn
fknBknij , (19)
where e > 0 is the elementary positive charge. Thus, the
electron in band n with crystal momentum k exerts the
torque
Tkn =
∂Ekn
∂θ
eˆφ −
1
sin θ
∂Ekn
∂φ
eˆθ −
∑
ij
eBknij eˆiEj (20)
on the magnetization. The first two terms are simply
the expectation value of the torque operator Eq. (11)
and give rise to the magnetocrystalline anisotropy energy.
The last term is the even SOT. This equation should be
compared to the wave packet’s semiclassical equation of
motion
drWkn
dt
=
1
~
∂Ekn
∂k
+
e
~
E×Ωkn, (21)
where the first term is the group velocity and the last
term is the anomalous velocity due to the Berry cur-
vature Ωkn which gives rise to the AHE. We find that
the even SOT, related to the Berry curvature Bknij ,
is analogous to the AHE, related to the Berry curva-
ture Ωkn. In metallic systems the application of an ex-
ternal electric field leads to additional responses of the
system besides the ones due to these Berry curvature
terms, because the Fermi sphere is shifted and the states
are occupied according to a nonequilibrium distribution
function. Evaluated for such a nonequilibrium distribu-
tion, the first two terms in Eq. (20) yield the odd torque
T oddij (nˆ) = (Tij(nˆ)−Tij(−nˆ))/2 [27], while the first term
in Eq. (21) gives rise to the normal electrical transport
current.
According to the Einstein relation, a gradient in the
chemical potential ∇µ has the same effects as an applied
electric field E = ∇µ/e. However, in the absence of an
applied electric field the rightmost terms in Eq. (20)
and in Eq. (21) vanish. Therefore, the question arises
how the Berry phases enter the theory when statistical
rather than mechanical forces drive the electrons. Xiao
et al. [21] have shown that in order to solve this puzzle
in the case of Eq. (21), it is important to distinguish be-
tween local currents and transport currents and to take
the wave packet’s finite spread into account in the equa-
tion for the local current. The derivation of a local torque
in analogy to the local current of Xiao et al. is rather
straightforward. Due to the twist torque moment gradi-
ents of the temperature or of the chemical potential lead
to a correction term for the local torque, which is given
by
δT loci =
1
N
∑
kn
∑
j
∂
∂rj
fkn(r)Aknij , (22)
where fkn(r) depends on r due to gradients in temper-
ature or in chemical potential. Thus, a Berry phase
term, namely Aknij , manifests itself in the local torque
whenever temperature or chemical potential are inhomo-
geneous across the sample, because the twist torque mo-
ment couples to these gradients, whereby it is partly con-
verted into a torque. Next, we have to subtract the gra-
dients of the DMI spiralization to obtain the measurable
torque. This step is analogous to the subtraction of the
curl of magnetization from the local current density in
the work of Xiao et al. and leads to the following cor-
rection term to the measurable torque in the presence of
gradients of T or µ:
δTi = −
1
N
∑
knj
Bknij
∂
∂rj
1
β
ln[1 + e−β(Ekn−µ)]. (23)
From Eq. (23) one easily obtains the torque due to a
chemical potential gradient ∇µ:
δTi = −
e
N
∑
knj
fknBknij
1
e
∂µ
∂rj
=
∑
j
tevenij
1
e
∂µ
∂rj
, (24)
showing that the Einstein relation is satisfied. The torque
due to a temperature gradient can be written as
δTi =
∑
j
1
e
∂T
∂rj
∫
dE
dfkn
dµ
tevenij (E)|T=0
E − µ
T
, (25)
where tevenij (E)|T=0 is the even torkance at zero tempera-
ture with Fermi energy set to E . Thus, analogously to the
intrinsic anomalous Nernst effect [21], the proper defini-
tion of local and measurable torques introduces the Berry
phases into the response to thermal gradients.
We proceed to formulate DMI in terms of Green func-
tions. Thereby, our objective is twofold. First, the Green
function formulation will allow us to connect DMI and
SOT from a different perspective. Second, we expect that
a Green function theory for DMI will sometimes be fa-
vorable, e.g. for the investigation of DMI in disordered
systems. Using the residue theorem we can prove the
identity
ℑ
∫
dEf(E)
1
E − Eq + i0+
1
(E − Ep + i0+)2
=
= pi
[
[f(Ep)− f(Eq)]
(Ep − Eq)2
+
f ′(Ep)
Eq − Ep
]
,
(26)
which allows us to rewrite Eq. (7) in terms of Green func-
tions as follows:
∂
∂β
(βDij) =
−1
2piV ~2
ℑ
∫
dEf(E)×
×Tr〈TiG
R(E)vjG
R(E)(H0 − µ)G
R(E)
−TiG
R(E)(H0 − µ)G
R(E)vjG
R(E)〉,
(27)
5where GR(E) = [E −H0 + i0+]−1 is the retarded Green
function. Making use of
0 = ℑ
∫
dEf(E)×
×Tr〈TiG
R(E)vjG
R(E)(H0 − E)G
R(E)
−TiG
R(E)(H0 − E)G
R(E)vjG
R(E)〉
(28)
we can simplify Eq. (27) into the form
∂
∂β
(βDij) =
1
hV
ℜ
∫
dEf(E)(E − µ)×
× Tr〈TiG
R(E)vj
dGR(E)
dE
− Ti
dGR(E)
dE
vjG
R(E)〉.
(29)
This result can be directly compared with the SOT
torkance tij , which is a sum of three contributions [27],
i.e., tij = t
I(a)
ij + t
I(b)
ij + t
II
ij , where
t
I(a)
ij = −
e
h
∫
dE
df(E)
dE
Tr〈TiG
R(E)vjG
A(E)〉
t
I(b)
ij =
e
h
∫
dE
df(E)
dE
ℜTr〈TiG
R(E)vjG
R(E)〉
t
II
ij =
e
h
∫
dEf(E) ℜTr〈TiG
R(E)vj
dGR(E)
dE
− Ti
dGR(E)
dE
vjG
R(E)〉,
(30)
with GA(E) the advanced Green function. Clearly,
∂
∂β
(βDij) differs from t
II
ij only by an additional factor
(E − µ)/e in the integrand as well as a factor 1/V which
can be left away whenever energy per unit cell is the de-
sired unit of energy density. It is interesting that only
part of the torkance, namely only tIIij , is related to the
Dij . But in fact also for the torkance itself, t
II
ij plays a
special role, because in contrast to the other two terms
it is a Fermi sea integral. Moreover, its complex version
– i.e., without taking the real part – can be analytically
continued into the upper half complex plane. Addition-
ally, tIIij contributes only to the even SOT torkance but
not to the odd one. Since DMI is a ground state property
then so is tIIij . The complete SOT torkance is generally
not a ground state property but a transport one, in par-
ticular the intraband contribution to the odd torkance
involves the relaxation times [27].
Defining the energy-resolved torkance ϑij(E) at T = 0
as
ϑij(E) =
e
h
δ(E − µ) Tr〈TiG
R(E)vjG
A(E)〉
−
e
h
δ(E − µ)ℜTr〈TiG
R(E)vjG
R(E)〉
+
e
h
θ(µ− E)ℜTr〈TiG
R(E)vj
dGR(E)
dE
− Ti
dGR(E)
dE
vjG
R(E)〉,
(31)
we may write at T = 0:
tij =
∫
dEϑij(E)
Dij =
1
eV
∫
dE(E − µ)ϑij(E).
(32)
Since δ(E − µ)(E − µ) = 0, the first two lines in Eq. (31)
do not contribute to Dij . Eq. (32) suggests that tij and
Dij will generally behave similarly, in particular from the
symmetry point of view. Doing a symmetry analysis for
ϑij is sufficient to determine the symmetries of both tij
and Dij . In systems with strongly anisotropic SOT [28]
we expect also the DMI to be anisotropic as a conse-
quence of Eq. (32). Furthermore, sign and magnitude of
tij and Dij will often be correlated.
We turn now to the computational aspects of the Berry
phase formalism of DMI spiralisation. Recently, a Wan-
nier function based method for the calculation of the
orbital moment directly from the Berry phase expres-
sions has been presented [29]. Conceptually, the direct
evaluation of observables from their Berry phase repre-
sentation (e.g. Eq. (12) and Eq. (13)) is very appealing
and appears to be advantageous over the use of the cor-
responding Kubo formula expressions (e.g. Eq. (9) and
Eq. (10)). However, in the case of DMI, the curva-
tures involve also angular derivatives. They are sim-
ilar to phase-space Berry phases, or mixed real-space
momentum-space Berry phases [30]. This opens an inter-
esting practical aspect for the generalization of the Wan-
nier function concept to higher dimensions by perform-
ing Fourier transforms not only with respect to crystal
momentum, but also with respect to other parameters of
the Hamiltonian, such as the magnetic structure parame-
ters. In order to compute the DMI in disordered systems,
Eq. (29) should generally be suitable. Since Eq. (29) in-
volves only the retarded Green function, the energy in-
tegration can be performed in the upper half complex
plane, analogously to the calculation of the charge den-
sity from the Green function in Green function based
DFT codes. Irrespective of whether the explicit Berry
phase based or the wave function based or the Green
function based version of the DMI theory is used, one
will in most cases achieve computational speed-ups com-
pared to extracting DMI from spin spiral calculations due
to several reasons: The symmetry of the collinear sys-
tem is higher than the symmetry of the noncollinear spin
spiral system. If spin-orbit interaction is treated within
second variation, the computational time demand is dom-
inated by the diagonalization of the collinear Hamiltoni-
ans, which can be faster by a factor of 4 compared to
diagonalizing the noncollinear Hamiltonian. In systems
with anisotropic DMI sampling the DMI vector with the
Berry phase method is more efficient than reconstructing
the information from spiral calculations which by con-
struction average over the various magnetization direc-
tions comprising the spiral.
6As an application of the Berry phase method we com-
pute DMI in Pt/Co, Pt/Co/O and Pt/Co/Al thin films
composed of 10 atomic layers of Pt(111), 3 atomic layers
of hcp Co and one additional atomic layer of O or Al.
Our Pt/Co, Pt/Co/O and Pt/Co/Al thin films are real-
istic models of trilayer structures such as Pt/Co/AlOx
and Pt/Co/MgO currently studied extensively experi-
mentally due to SOT and due to the combination of SOT
and DMI to allow for highly efficient current induced do-
main wall motion. The computational details of the DFT
electronic structure calculations are given in Ref. [27], in
which the authors studied the SOT in these systems. We
constructed maximally localized Wannier functions from
the relativistic first-principles Bloch functions in order
to evaluate Eq. (14), Eq. (9) and Eq. (10) computation-
ally efficiently by making use of the Wannier interpola-
tion technique [31–33]. For nˆ perpendicular to the films
(i.e., along z direction), the computed DMI spiralizations
Dyx = −Dxy of Pt/Co, Pt/Co/O and Pt/Co/Al are re-
spectively 11.3, 15.0 and 20.7 meVA˚ per unit cell (one
unit cell contains 3 Co atoms). The in-plane unit cell area
is 6.65 A˚2. Interestingly, it has been found that the OM
converges much faster with respect to the density of the
k-mesh than the AHE, even though both are computed
from similar Berry phase expressions [29]. We report an
analogous observation for the DMI spiralization: Using
uniform 32x32, 64x64, 128x128 and 512x512 k-meshes
we obtain spiralizations Dyx of 12.8, 11.8, 12.2, and 11.3
meVA˚ per unit cell for Pt/Co. This suggests the option
of doing quick estimates of Dij using coarse k grids. Such
estimates could also be done without Wannier interpola-
tion directly within the first principles codes. Computing
Dyx for various directions of nˆ, we find the DMI to de-
pend strongly on the direction of nˆ. E.g. for nˆ along
x direction, Dyx is smaller by a factor of 3 than for
nˆ in perpendicular to film direction in the case of the
Pt/Co/Al film. Anisotropies of this order of magnitude
are typical of transport coefficients in non-cubic crystals.
Inclusion of such anisotropy terms of the DMI into the
micromagnetic energy functionals used for simulation of
current-induced domain-wall motion in chiral magnets is
therefore expected to affect results on the quantitative
level.
In conclusion we showed that DMI can be formulated
in terms of a Berry phase theory. We derived this Berry
phase theory by expanding the free energy functional
within rigorous quantum mechanical perturbation the-
ory in terms of gradients of magnetization direction. For-
mally, our Berry phase theory closely resembles the quan-
tum theory of OM and drastically reduces the computa-
tional burden, because it allows for calculating the DMI
based on the collinear electronic structure. We worked
out the analogies between OM and DMI and showed that
the orbital moment of a band is counterparted by a twist
torque moment within the Berry phase DMI theory. This
twist torque moment is of the same fundamental impor-
tance for the intrinsic even SOT driven by thermal gradi-
ents like the orbital moment of a band is for the intrinsic
anomalous Nernst effect. We investigated the formal re-
lations between DMI and SOT and found them to be
the same as those between OM and AHE. We propose
to interpret DMI as a spiralization, i.e., a twist torque
moment per volume, in analogy to the magnetization,
which can be interpreted as a magnetic moment per vol-
ume. Besides formulating the DMI explicitly as a Berry
phase theory we also derived various equivalent alterna-
tive expressions which can be conveniently implemented
within first principles DFT codes, including expressions
in terms of Green functions, which allow the computa-
tion of DMI in disordered systems. As a practical appli-
cation of the formalism we computed the DMI in Pt/Co,
Pt/Co/O and Pt/Co/Al thin films. We found the DMI
to be strongly anisotropic in these systems.
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