This paper develops a new way to quantify the effect of uncertainty and other higher-order moments. First, we estimate a nonlinear model using Bayesian methods with data on uncertainty, in addition to common macro time series. This key step allows us to decompose the exogenous and endogenous sources of uncertainty, calculate the effect of volatility following the cost of business cycles literature, and generate data-driven policy functions for any higherorder moment. Second, we use the Euler equation to analytically decompose consumption into several terms-expected consumption, the ex-ante real interest rate, and the ex-ante variance and skewness of future consumption, technology growth, and inflation-and then use the policy functions to filter the data and create a time series for the effect of each term. We apply our method to a familiar New Keynesian model with a zero lower bound constraint on the nominal interest rate and two stochastic volatility shocks, but it is adaptable to a broad class of models.
INTRODUCTION
There is widespread agreement that uncertainty decreases economic activity. The debate rests on whether the effect is quantitatively significant, which is difficult to determine for two reasons. One, uncertainty is unobserved, so there is disagreement on what constitutes a good measure. Until recently, the literature has relied on proxies for uncertainty, such as realized or implied volatility, indexes based on keywords in print or online media, and survey-based forecast dispersion, which are often weakly correlated with each other and loosely connected with the definition of uncertainty. Two, uncertainty is endogenous. Not only can uncertainty affect economic activity, as intuition suggests, what is happening in the economy can also affect uncertainty. A few of the mechanisms emphasized in the literature include financial frictions and constraints that create an adverse feedback loop between net worth and asset prices [Brunnermeier and Sannikov (2014) ], incomplete information that endogenously gives rise to pessimism during recessions [Fajgelbaum et al. (2017) ; Saijo (2017) ; Van Nieuwerburgh and Veldkamp (2006) ], and a zero lower bound (ZLB) constraint on the short-term nominal interest rate that restricts a central bank's ability to stabilize the economy [Plante et al. (2018) ]. As a consequence, it is difficult to quantify the causal effect of uncertainty.
There are two common ways to study the effects of uncertainty. Empirically, the literature often adds a measure of uncertainty to the variables in a vector autoregression (VAR) and then computes impulse responses using a recursive identification scheme. While that approach is easy to implement, the responses depend on where uncertainty is ordered in the list of variables. If uncertainty is ordered first, then subsequent variables in the VAR, which reflect information about the state of the economy, have no contemporaneous effect on the responses to an uncertainty shock. If it is ordered last, then none of the preceding variables in the VAR contemporaneously depend on uncertainty, so an uncertainty shock has no effect on impact. Therefore, the modeler must specify whether the uncertainty series is exogenous or endogenous. The challenges are even greater when accounting for multiple sources of uncertainty. In a theoretical model, the most common way to determine the effects of uncertainty is with impulse responses to stochastic volatility shocks. While that is also a fine approach, it ignores the fact that all dynamic models possess intrinsic sources of uncertainty. 1 This paper develops a new way to quantify the effect of uncertainty and other higher-order moments. First, we estimate a nonlinear model with Bayesian methods using the uncertainty series from Jurado et al. (2015) and Ludvigson et al. (2017) , in addition to common macro time series. We chose those series over other popular measures of uncertainty because they are constructed with a rich set of macro and financial variables and are based on the ex-ante variance of a given variable-the same statistic we use to measure uncertainty-which focuses on predictability instead of ex-post variability. This key step allows us to decompose the exogenous and endogenous sources of uncertainty, calculate the effect of volatility following the cost of business cycles literature, and generate data-driven policy functions for any higher-order moment. Second, we use the consumption Euler equation to analytically decompose current consumption into several termsexpected future consumption, the ex-ante real interest rate, and the ex-ante variance and skewness of future consumption, technology growth, and inflation-and then use the policy functions to filter the data at each posterior draw and create a time series for the effect of each term on consumption.
Our approach improves on previous methods in four important ways. One, it directly links the measures of uncertainty in our model-second moments-to equivalent measures in the data with likelihood based methods, whereas previous work relied on first moments such as real activity and interest rates. Two, it captures the effect of exogenous sources of uncertainty as well as the uncertainty that naturally arises in dynamic macro models, which we refer to as endogenous uncertainty. Three, it quantifies not only the effects of uncertainty but also other higher-order moments, such as the skewness of consumption and the covariance between consumption and inflation, which have received less attention in the literature. Four, it accounts for the ex-ante effects of uncertainty over horizons beyond one quarter by recursively decomposing expected consumption into expected future real interest rates and higher-order moments. To summarize, our decomposition quantifies the overall effect of uncertainty and other higher-order moments in each period by accounting for the combination of first and second moment shocks that best explain both macro and uncertainty data. 2 We apply our new methodology to a textbook New Keynesian model with an occasionally binding ZLB constraint on the nominal interest rate and two stochastic volatility shocks-one to the risk premium on a 1-period nominal bond and the other to the growth rate of technology. The Fed cut its policy rate to its ZLB in December 2008 and uncertainty about real GDP increased at the same time. Plante et al. (2018) find that uncertainty about future real GDP growth increased because the ZLB restricted the Fed's ability to stabilize the economy. Thus, the ZLB endogenously generates uncertainty that depends on how severely the Fed is constrained. The stochastic volatility shocks generate time-varying exogenous uncertainty. The risk premium volatility shock introduces financial or demand uncertainty, while the technology growth volatility shock adds supply uncertainty.
Although we use a familiar model as a starting point for understanding the effects of higherorder moments, our method is adaptable to a broad class of models. For example, it can be applied to models with limited information, irreversible investment, borrowing constraints, search frictions, heterogeneous agents, or other important sources of time-varying endogenous uncertainty. While those features may make the model too costly to estimate, approximate solutions are attainable either locally with perturbation methods or globally with projection methods. With a solution in hand, it is possible to calculate the ex-ante variance or skewness surrounding any endogenous variable and then link it to an empirical measure while filtering the data. Given a particular calibration, the filter can then generate time series for the terms in any Euler equation. Therefore, our method provides a way to compare the effect of uncertainty or other high-order moments across models.
Over a 1-quarter horizon, we find consumption uncertainty reduced consumption by less than 0.01% in every quarter, similar to the volatility shocks in our model, because expected consumption hides the influence of higher-order moments in future periods. Over horizons long enough to eliminate expected consumption, consumption uncertainty on average reduced consumption by 0.06% and the peak effect was 0.15% during the Great Recession, of which roughly one-third was due to the ZLB constraint. Inflation uncertainty and both consumption and inflation skewness had much smaller impacts on consumption. When we extend our baseline model without capital so households can invest, the average effect of consumption uncertainty increases to −0.08% and the peak effect rises to −0.22%, but the differences from the baseline model are statistically insignificant. Using the capital Euler equation, we find rental rate uncertainty had a small effect on consumption, but uncertainty about Tobin's q had roughly half as large of an effect as consumption uncertainty. 2 Decompositions of equilibrium conditions have been used to study other topics. Basu and Bundick (2015) derive a similar decomposition to ours in an endowment economy model to provide intuition for how the Fed can offset the effects of uncertainty at and away from the ZLB, but they do not quantify the terms. Parker and Preston (2005) use the Euler equation to decompose consumption growth into a forecast error, the real interest rate, a measure of preferences, and a precautionary saving channel. Chung and Leeper (2007) , Hall and Sargent (2011) , Berndt et al. (2012) , and Mason and Jayadev (2014) all use the government budget constraint to determine the key drivers of government debt.
We conduct two exercises to uncover the drivers of our results. Both are easily applied to other models. One, we decompose uncertainty into its endogenous and exogenous sources using counterfactual simulations. The uncertainty that naturally arises in the economy due to first moment shocks accounted for about 95% of total consumption uncertainty. However, nearly all of the variation in uncertainty was driven by the volatility shocks. One exception is when the Fed was constrained. In 2009Q1, about 8.5% of the increase in uncertainty was due to endogenous uncertainty while 38% was due to the endogenous amplification of second moment shocks. Two, we determine the relative importance of each parameter in our model for the results of our Euler equation decomposition using posterior predictive analysis. While price adjustment costs play an important role as others have emphasized, we find the coefficient of relative risk aversion and the monetary response to inflation had the largest impact on the transmission of uncertainty among the deep parameters.
We conclude our analysis by calculating the welfare effects of volatility following the cost of business cycles literature. We also compare impulse responses to a financial uncertainty shock in our nonlinear model to the same shock in a linear VAR using a recursive identification scheme, since that is the most common way to identify the effects of uncertainty in the literature. Using data simulated from the nonlinear model, we find the VAR generates a quantitatively similar response of consumption growth to a financial uncertainty shock in samples with and without ZLB events. While these results paint VAR methods in a positive light, we point out several reasons for caution.
The paper proceeds as follows. Section 2 places our work within the vast literature on uncertainty. Section 3 describes our model as well as the exogenous and endogenous sources of uncertainty. Section 4 outlines our solution and estimation procedures. Section 5 provides our estimation results, including the parameter estimates and the effects of uncertainty and skewness on consumption. Section 6 shows how our results change when we introduce capital. Section 7 draws comparisons between the impulse responses in our nonlinear model and a linear VAR. Section 8 concludes.
RELATED LITERATURE
The literature finds mixed results on the effects of uncertainty, depending on the methodology. The VAR literature often uses a Cholesky decomposition to identify the effects of a proxy for uncertainty. For example, Alexopoulos and Cohen (2009) develop a proxy based on the number of New York Times articles on uncertainty; use forecaster disagreement from the Business Outlook Survey; Basu and Bundick (2017) , Bekaert et al. (2013), and Bloom (2009) use implied stock market volatility; Jurado et al. (2015) develop an index for the ex-ante variance surrounding a broad set of macro variables; Leduc and Liu (2016) create a measure based on the fraction of respondents from Michigan Survey of Consumers who report uncertainty as a reason why it is a bad time to purchase vehicles. Depending on the shock size, an increase in those proxies is associated with a peak decline in production or employment ranging from close to 0% to over 1%.
A couple papers develop different identification schemes. Ludvigson et al. (2017) use event and correlation constraints to restrict the set of impulse responses and determine if uncertainty causes or is caused by changes in real activity. They find financial uncertainty causes sharp declines in real activity, but not macro uncertainty. Negative shocks to real activity increase macro uncertainty but have little effect on financial uncertainty. Caldara et al. (2016) use a two-step penalty function approach to distinguish between financial and uncertainty shocks. They show the response of industrial production depends on the proxy for uncertainty and whether it is ordered before or after the financial indicator, with a very similar range as the literature finds with recursive identification.
There are three main approaches to modeling uncertainty with theoretical models: shocks to the cross-sectional standard deviation of firm-level productivity, shocks to the volatility of aggregate exogenous variables, and endogenously-driven sources. When investment is partially irreversible, Bloom (2009) and Bloom et al. (2016) find simultaneous shocks to the volatility of aggregate and firm-level productivity cause roughly a 2% decline in output, though shocks of that nature are infrequent. In contrast, Bachmann and Bayer (2013) find firm-level uncertainty shocks are a small source of business cycle fluctuations, contributing 2%-5% of the variance of output. Chugh (2016) calibrates a financial accelerator model without irreversible investment using firm-level data and obtains a similar result as Bachmann and Bayer (2013) . Christiano et al. (2014) estimate a financial accelerator model with aggregate data and find uncertainty shocks account for 60% of the fluctuations in output. Gilchrist et al. (2014) combine irreversible investment and a financial accelerator mechanism to show that both features are important for the transmission of uncertainty. Although we do not examine firm-level shocks, our method is adaptable to these types of models.
Research that studies the effects of aggregate volatility shocks has considered many different exogenous sources of uncertainty. In a small open-economy real business cycle model, Fernández-Villaverde et al. (2011) examine volatility shocks to a country-specific interest rate spread. They find a one standard deviation shock reduces output 0.15%-0.2% in Argentina and Ecuador but only 0.01%-0.02% in Brazil and Venezuela. Other papers use closed-economy New Keynesian models. For example, Mumtaz and Zanetti (2013) focus on monetary policy volatility shocks in a model without capital. They find doubling the volatility reduces output growth by only 0.03%, about five times less than their VAR result. Born and Pfeifer (2014) introduce variable capital utilization and investment adjustment costs. They show a simultaneous two standard deviation increase in uncertainty about government spending, monetary policy, and capital and labor taxes reduces output by only 0.065%. In contrast, Fernández-Villaverde et al. (2015) find a volatility shock to only capital taxes reduces output by 0.1% and the effects are larger when the ZLB binds. Leduc and Liu (2016) include search frictions and habit formation and find a one standard deviation increase in technology volatility increases unemployment by about 2.6%, consistent with their VAR evidence. In a textbook model with recursive preferences, Basu and Bundick (2017) find a one standard deviation preference volatility shock-a proxy for demand uncertainty-reduces output by 0.2%. However, de Groot et al. (2018) show the way the shock enters their preferences creates an asymptote in the parameter space that amplifies the response of output. Without the asymptote, preference volatility shocks have very little real effects. The exogenous volatility shocks in our model also have a small impact, but the effect of consumption uncertainty from our Euler equation decomposition is an order of magnitude larger than the responses to either volatility shock. Those results emphasize the importance of accounting for the ex-ante effects of uncertainty over horizons beyond one quarter.
As an alternative to exogenous uncertainty shocks, several papers propose models that endogenously generate uncertainty. One segment emphasizes the role of a financial sector under complete information, where the severity and duration of financial crises are stochastic. Most papers focus on crises that result from financial frictions and collateral constraints [Brunnermeier and Sannikov (2014) ; He and Krishnamurthy (2014) ; Mendoza (2010) ], while a few papers incorporate the role of firm default [Arellano et al. (2016); Gourio (2014) ; Navarro (2014) ]. Another segment examines the implications of incomplete information. Some of the papers feature learning with aggregate shocks [Fajgelbaum et al. (2017) ; Saijo (2017) ; Van Nieuwerburgh and Veldkamp (2006) ], while others focus on firm-specific shocks [Ilut and Saijo (2016) ; Straub and Ulbricht (2015) ]. In these models, an adverse shock under asymmetric learning lowers economic activity and makes it harder for households to learn about the economy, which amplifies the effects of first moment shocks. Our paper bridges the gap between the stochastic volatility and endogenous uncertainty literatures by providing a flexible methodology that is easily applied to models with both types of uncertainty.
Our paper is also related to the cost of business cycles literature. Lucas (1987) examines the welfare cost of "instability" by calculating the fraction of consumption goods a household would give up each period to eliminate volatility. With constant relative risk aversion preferences, he finds the welfare cost of the consumption volatility in post-World War II data ranges from 0.008% (log utility) to 0.17% (risk aversion, γ = 20). The conclusion is that the cost of instability is insignificant. Several papers have examined these estimates in different settings. For example, Tallarini (2000) finds much higher welfare costs with non-expected utility in a model that matches asset prices and volatilities of macro aggregates. Otrok (2001) , however, finds the welfare costs are similar to Lucas's estimate in a model disciplined to match the persistence in the data. Lester et al. (2014) calculate welfare for several types of preferences and parameter specifications. They find Lucas's estimates overstate the cost of business cycles and in some parts of the parameter space volatility increases welfare. We build on this literature by calculating welfare at each point in our sample using an estimated model that matches both macro and uncertainty data. We find the welfare costs of first moment shocks are well within the range Lucas reported. Second moments shocks have an even smaller welfare effect, consistent with the values reported in Xu (2017) . We view this important exercise as complementary to our Euler equation decomposition. However, one major advantage of our decomposition is that it tells us which moments (e.g., uncertainty, skewness, covariance) are most important, while still being able to decompose the effects of specific shocks.
NEW KEYNESIAN MODEL AND UNCERTAINTY MEASURES
We use a New Keynesian model similar to An and Schorfheide (2007) , except it includes a ZLB constraint and stochastic volatility on technology growth and the risk premium on a nominal bond.
3.1 FIRMS The production sector consists of a continuum of monopolistically competitive intermediate goods firms and a final goods firm. Intermediate firm f ∈ [0, 1] produces a differentiated good, y t (f ), according to y t (f ) = z t n t (f ), where n(f ) is the labor hired by firm f and z t = g t z t−1 is technology, which is common across firms. Deviations from the balanced growth rate,ḡ, follow
where the standard deviation of the technology shock, σ ε , follows an independent log-normal process (σ ε and ε are uncorrelated) to add a source of time-varying supply uncertainty to the model. The final goods firm purchases y t (f ) units from each intermediate firm to produce the final good, y t ≡ [ 1 0
, according to a Dixit and Stiglitz (1977) aggregator, where θ > 1 controls the elasticity of substitution between any two goods. It then maximizes dividends to determine its demand function for intermediate good f ,
is the price level. Following Rotemberg (1982) , each intermediate firm pays a cost to adjust its price level,
2 y t /2, where ϕ f > 0 scales the size of the cost andπ is the gross inflation rate along the balanced growth path. Therefore, firm f chooses n t (f ) and p t (f ) to maximize the expected discounted present value of future dividends, E t ∞ k=t q t,k d k (f ), subject to its production function and the demand for its product, where q t,t ≡ 1, q t,t+1 ≡ β(c t /c t+1 ) γ is the pricing kernel between periods t and t + 1,
, and a tilde denotes a variable relative to the level of technology (x = x/z). In symmetric equilibrium, all firms make identical decisions (i.e., p t (f ) = p t , n t (f ) = n t , and y t (f ) = y t ), so the production function and the optimality conditions reduce tõ
where π gap t ≡ π t /π is the inflation gap. In the special case where prices are perfectly flexible (i.e., ϕ f = 0),w t = (θ − 1)/θ, which equals the inverse of the gross markup of price over marginal cost.
HOUSEHOLDS The representative household chooses
, where γ is the coefficient of relative risk aversion, χ > 0 is a preference parameter that determines the steady state labor supply, 1/η is the Frisch elasticity of labor supply, c is consumption, n is labor hours, b is the real value of a privately-issued 1-period nominal bond that is in zero net supply, and E 0 is the mathematical expectation operator conditional on information in period 0. Following An and Schorfheide (2007) , households receive utility from consumption relative to the level of technology, which is a proxy for the habit stock. That assumption allows us to use additively separable preferences and parameterize the degree of risk aversion while maintaining a balanced growth path. The household's choices are constrained by c t + b t /(i t s t ) = w t n t + b t−1 /π t + d t , where π is the gross inflation rate, w is the real wage rate, i is the gross nominal interest rate set by the central bank, and d is a real dividend received from owning the intermediate goods firms. Following Smets and Wouters (2007) and Gust et al. (2017) , s is a shock to the risk premium on the nominal bond and it evolves according to
where the standard deviation of the risk premium shock, σ υ , follows an independent log-normal process (σ υ and υ are uncorrelated) to introduce time-varying demand uncertainty into the model. The first order conditions to the household's constrained optimization problem implỹ
Equation (9) is the consumption Euler equation that we will use to examine the economic effects of the real interest rate and higher-order moments, including consumption uncertainty and skewness.
3.3 MONETARY POLICY The central bank sets the gross nominal interest rate according to
where y gdp is real GDP (i.e., the level of output minus the resources lost due to price adjustment costs), i n is the gross notional interest rate,ī andπ are the inflation and interest rate targets, which equal their values along the balanced growth path, and φ π and φ y are the responses to deviations of inflation from the target rate and deviations of real GDP growth from the balanced growth rate. When the ZLB binds, a more negative net notional rate means the central bank is more constrained.
COMPETITIVE EQUILIBRIUM The aggregate resource constraint is given bỹ
In order to make the model stationary, we redefined all of the variables that grow along the balanced growth path in terms of technology (i.e.,x t ≡ x t /z t ). A competitive equilibrium consists of infinite sequences of quantities, {c t ,ỹ t ,ỹ
, and exogenous variables, {s t , g t , σ ε,t , σ υ,t } ∞ t=0 , that satisfy the detrended equilibrium system, (1)- (13) , given the initial conditions, {c −1 , i n −1 , s 0 , a 0 , ν 0 , σ ε,0 , σ υ,0 }, and the five sequences of shocks, {ε t , υ t , ν t , ξ t , ζ t } ∞ t=1 .
3.5 MEASURES OF UNCERTAINTY The stochastic volatility processes, (2) and (7), create exogenous sources of time-varying supply and demand uncertainty. Uncertainty is measured by the ex-ante standard deviation of future technology growth and the future risk premium, which equal
We classify these types of uncertainty as exogenous because they fluctuate due to temporary changes in the standard deviation of each shock. For example, if the volatility of technology growth temporarily increases, then supply uncertainty also increases and lowers economic activity.
Uncertainty also arises endogenously in any nonlinear model. Following Plante et al. (2018) , the endogenous uncertainty surrounding trended consumption growth, c g t ≡ g tct /c t−1 , is given by
which is the same way we measure exogenous uncertainty, except it is calculated with an endogenous variable. Both measures of uncertainty remove the predictable component of the forecasted variable instead of only a constant trend, so they distinguish between uncertainty and conditional volatility. However, the endogenous uncertainty measure not only fluctuates due to exogenous volatility shocks, but also due to events that happen in the economy. For example, when the notional interest rate is negative, the economy is more sensitive to first moment shocks that adversely affect the economy, which increases the endogenous uncertainty about consumption growth. The ZLB constraint also creates uncertainty by amplifying the effect of the exogenous volatility shocks. When the ZLB does not bind, first moment shocks still affect U c g but the magnitudes are smaller. 3 
NUMERICAL METHODS AND DECOMPOSITION
4.1 SOLUTION METHOD We solve the nonlinear model with the policy function iteration algorithm described in Richter et al. (2014) , which is based on the theoretical work on monotone operators in Coleman (1991) . The presence of stochastic volatility complicates the solution method because the realizations of g and s depend on the realizations of the stochastic volatility processes. We discretize the state space and then approximate the stochastic volatility processes, (2) and (7), and first moment shocks, ε, υ, and ν, using the N-state Markov chain described in Rouwenhorst (1995) . The Rouwenhorst method is attractive because it only requires us to interpolate along the dimensions of the endogenous state variables, which makes the solution more accurate and faster than quadrature methods. For each combination of the first and second moment shocks, we calculate the future realizations of technology and the risk premium according to (1) and (6) . To obtain initial conjectures for the nonlinear policy functions, we solve the log-linear analogue of our nonlinear model with Sims's (2002) gensys algorithm. Then we minimize the Euler equation errors on every node in the discretized state space and compute the maximum distance between the updated policy functions and the initial conjectures. Finally, we replace the initial conjectures with the updated policy functions and iterate until the maximum distance is below the tolerance level.
The algorithm produces nonlinear policy functions for consumption and inflation. To estimate the model, we also create a policy function for consumption growth uncertainty, (14), by interpolating the policy function for consumption given the updated state and then numerically integrating using the Rouwenhorst weights. See Appendix E for a detailed description of the solution method. 
ESTIMATION PROCEDURE
We estimate the nonlinear model with quarterly data on per capita real GDP, RGDP/CNP , the GDP implicit price deflator, DEF , the federal funds rate, F F R, the macro uncertainty series in Jurado et al. (2015) , MacroU, and the financial uncertainty series in Ludvigson et al. (2017) , F inU, from 1986Q1 to 2016Q2. The observables are given bŷ
where µ and σ denote time mean and standard deviation. Appendix A describes our data sources. Figure 1 plots the standardized 1-quarter ahead MacroU and F inU series, which inform the parameters in our model and ensure it produces the same fluctuations in uncertainty as the data. The uncertainty series are based on a factor augmented vector autoregression (FAVAR) that accounts for 132 macroeconomic and 147 financial variables. Repeated simulations of the FAVAR are used to obtain estimates of uncertainty for each macro (financial) variable and then averaged to obtain the MacroU (F inU) time series. The benefit of these particular series is that they are calculated in the same way as (14) , so they distinguish between uncertainty and conditional volatility, and they reflect the uncertainty surrounding a large set of macro (financial) variables. Examples of the variables in the MacroU series include output, employment, housing starts, interest rates, and prices, while the F inU series includes dividends, returns, spreads, and the Fama-French factors.
For comparison, we also plot two other popular measures of uncertainty: the Chicago Board Options Exchange S&P 100 Volatility Index (V XO) and the dispersion in forecasts of real GDP growth 1-quarter ahead from the Survey of Professional Forecasters (SP F ). The different uncertainty measures generally move together, but they also show significant independent variation. For example, sharp increases in the V XO, SP F , and F inU series occur with some regularity, but they are far less frequent in the MacroU series. After the start of the Great Recession, the correlations between the uncertainty measures all exceeded 0.7, but they are near 0.4 prior to that date. The one exception is the correlation between F inU and the V XO, which was above 0.8 in both subperiods. We calibrate four parameters that are not well-informed by our data (table 1) . The discount factor along the balanced growth path,β, is calibrated to 0.9987 to match (1/T )
, where T is the sample size, G k is the annual utilization-adjusted growth rate of technology from Fernald (2012) and Π k = log(DEF k /DEF k−1 ). The preference parameter, χ, is set so the labor supply along the balanced growth path equals 1/3 of the available time. The elasticity of substitution between intermediate goods, θ, is set to 6, which matches the estimate in Christiano et al. (2005) and corresponds to a 20% average markup of price over marginal cost. The Frisch labor supply elasticity, 1/η, is set to 3, to match the macro estimate in Peterman (2016) .
We use Bayesian methods to estimate the remaining parameters in our model. For each draw from the parameter distribution, we solve the nonlinear model and approximate the likelihood using a particle filter. We determine whether to accept a draw with a random walk MetropolisHastings algorithm. The filter uses 40,000 particles and systematic resampling with replacement following Kitagawa (1996) . To help the model better match outliers during the Great Recession, we adapt the particle filter described in Fernández-Villaverde and Rubio-Ramírez (2007) to include the information contained in the current observation according to Algorithm 12 in Herbst and Schorfheide (2016) . See Appendix F for a more complete description of our estimation procedure.
A major difference from other filters is that the particle filter requires measurement error (ME) to avoid degeneracy-a situation when all but a few particle weights are near zero, so the equation linking the observables to equivalent variables in the model is given byx data t =x model t + ξ t , wherê
. It is not practical to estimate the ME variances because they are inversely related to the model like-lihood. The Metropolis-Hastings algorithm would prefer lower ME variances, which would decrease the effective sample size in the particle filter and reduce its accuracy. Following Herbst and Schorfheide (2016) , we set the ME variance of real GDP growth, the inflation rate, and both uncertainty series to 20% of their variance in the data. However, the ME variance for the policy rate is set to 2% of its variance in the data because the federal funds rate is less noisy and it affects the level of uncertainty predicted by the model near the ZLB. We decided to link consumption growth uncertainty to the macro uncertainty index and risk premium uncertainty to the financial uncertainty index because Ludvigson et al. (2017) find financial uncertainty is an exogenous impulse that causes recessions, whereas macro uncertainty endogenously responds to other shocks that affect the business cycle. In our baseline model, consumption uncertainty is equal to real GDP uncertainty and it is determined endogenously, whereas risk premium uncertainty is exogenous.
The entire algorithm is programmed in Fortran using Open MPI and executed on a cluster with 512 cores. We parallelize the nonlinear solution by distributing the nodes in the state space across the available cores. To increase the accuracy of the filter, we calculate the model likelihood on each core and then evaluate whether to accept a candidate draw based on the median likelihood. This key step reduces the variance of the model likelihood across multiple runs of the particle filter. Our estimation procedure has three stages. First, we conduct a mode search to create an initial variance-covariance matrix for the parameters. The covariance matrix is based on the parameters corresponding to the 90th percentile of the likelihoods from 5,000 draws. Second, we perform an initial run of the Metropolis Hastings algorithm with 25,000 draws from the posterior distribution. We burn off the first 5,000 draws and use the remaining draws to update the variance-covariance matrix from the mode search. Third, we conduct a final run of the Metropolis Hastings algorithm. We obtain 100,000 draws from the posterior distribution and then thin by 100 to limit the effects of serial correction in the parameter draws, so our final analysis is based on a sample of 1,000 draws.
EULER EQUATION DECOMPOSITION
Our goal is to determine how changes in uncertainty affect consumption, taking into account all first and and second moment shocks as well as endogenous dynamics. One way to quantify the effect of uncertainty is by decomposing the consumption with the Euler equation, (9) . A third-order approximation around the balanced growth path implieŝ
where var t , skew t , and cov t denote the variance, third moment, and covariance of a variable conditional on information at time t,r t ≡î t +ŝ t − E tπt+1 − E tĝt+1 is the ex-ante real interest rate, and a hat denotes log deviation from the balanced growth path. Appendix B provides a detailed deviation. We omitted higher-order covariance terms, such as cov t (π 2 t+1 ,ĉ t+1 ), as well as fourth-order and higher terms because they had almost no effect on consumption in our sample. The variance, skewness, and covariance terms quantify the effect of the uncertainty, upside and downside risk, and the pairwise linear relationships between consumption, inflation, and technology growth next period. Higher risk aversion means households are less willing to intertemporally substitute consumption goods, which makes them less sensitive to the real interest rate and more sensitive to the variance and skewness of consumption next period. Much of our analysis will focus on the variance of consumption. That term will have the same effect on current consumption regardless of which Euler equation is used for the decomposition because the pricing kernel always enters in the same way.
The decomposition shows how the different types of uncertainty and skewness affect economic activity over a 1-quarter horizon. If we recursively substitute for expected consumption, we obtain
where q ≥ 1 is the forecast horizon. The sum of each variance term overuarters captures the effect of a given type of uncertainty, conditional on expected consumption in quarter q. When q becomes sufficiently large, the conditional expectation drops out of the decomposition, so we are able to determine the unconditional effects of each higher-order moment. Over a 1-quarter horizon, expected consumption closely tracks current consumption, which hides the effect of higher-order moments in future quarters. By decomposing expected future consumption, we can show how the uncertainty, skewness, and covariance terms affect consumption over horizons beyond one quarter. 4 Given a draw from the posterior distribution, we quantify the effect of each term on consumption in three steps. First, we create policy functions for the 10q+1 variables in the decomposition by integrating across 10,000 q-quarter simulations initialized at each node in the state space. Although the variables are represented in deviations from the balanced growth path, the policy functions inherit the nonlinearities from the solution. Second, we create time series for the variables in the decomposition at each horizon by interpolating the policy functions at the median filtered states and shocks in each time period. Third, we weight each variable by its coefficient in the decomposition.
ESTIMATED EFFECTS OF UNCERTAINTY
We first show the posterior parameter distributions, impulse responses, and sources of consumption uncertainty. Then we show the results of our Euler equation decomposition and analyze which parameters are most important. The section concludes with calculations of the cost of business cycles.
PRIOR AND POSTERIOR DISTRIBUTIONS
The first four columns of table 2 display the estimated parameters and information about the priors. The prior for the coefficient of relative risk aversion is taken from An and Schorfheide (2007) . The priors for the steady state growth rate and the target inflation rate are set to the average per capita GDP growth rate and the average inflation rate over our sample period. The priors for the monetary policy parameters, which follow Guerrón-Quintana and Nason (2013), are chosen so the distributions cover the values in Taylor (1993) as well as stronger responses that could explain data during the ZLB period. The priors for the persistence parameters are diffuse, but all of the means, except for the growth rate, are set to 0.6 since a modest degree of persistence is needed to explain the data. The priors for the standard deviations are also diffuse but less diffuse than in An and Schorfheide (2007) and Smets and Wouters (2007) , since our nonlinear model generates more volatility than analogous unconstrained linear models.
The last four columns display the posterior means, standard deviations, and 90% credible sets for the estimated parameters. Low frequency movements in the macro and financial uncertainty time series coupled with sharp increases in both series during the Great Recession generate highly persistent stochastic volatility processes with large shock standard deviations. For example, a two standard deviation supply uncertainty shock causes a 25.1% increase in the volatility of technology growth with a half-life of about 15.9 quarters. The monetary policy parameters imply a high degree of interest rate smoothing and strong responses to real GDP growth and inflation, which are necessary for the model to explain the long ZLB period. The mean estimates of the annualized technology growth and inflation rates are 1.77% and 2.62%, which are slightly higher than the values in the data since they are unconditional and under-represent the effects of the ZLB period. The mean coefficient of relative risk aversion is consistent with An and Schorfheide (2007) . The Rotemberg price adjustment cost parameter implies a slope of the Phillips curve of about 0.035, which is in line with other estimates in the literature. Overall, the priors and posterior means are consistent with Gust et al. (2017) , who estimate a similar model with an occasionally binding ZLB constraint but without stochastic volatility. Appendix G provides additional estimation diagnostics, including the kernel densities of the parameters, median filtered states and shocks, and unconditional moments.
IMPULSE RESPONSES
We begin our analysis by showing impulse responses to first and second moment shocks to illustrate the underlying dynamics in the model. Figure 2 plots the responses to a 2 standard deviation positive risk premium, risk premium volatility, growth, and growth volatility shock. The parameters are set to their posterior means and the simulations are initialized at two different states. Our benchmark simulation is initialized at the stochastic steady state and reflective of any state of the economy where there is virtually no expectation of hitting the ZLB. We compare those responses to the responses when the notional rate is negative by initializing the simulation at the filtered state vector corresponding to 2009Q2. The effect of mean reversion is removed from the responses by plotting the percentage point difference (percent change for uncertainty) from a counterfactual simulation without a shock in the first quarter. Uncertainty is measured by the expected volatility of the 1-quarter-ahead forecast error for consumption growth. The risk premium and growth volatilities are initialized at their stochastic steady states in both simulations, so the level shocks are not amplified by exogenous changes in volatility over time and the impact effects of the volatility shocks are not distorted by the log-normal volatility processes. A higher risk premium (first column) in either initial state causes households to postpone consumption, which lowers consumption growth and inflation on impact. When the Fed is not constrained by the ZLB, it responds to the shock by reducing its policy rate. The impact on uncertainty is small since the Fed is able to stabilize the economy. In 2009Q2, the higher risk premium leads to an expected ZLB duration of 2 quarters on impact. The Fed cannot respond by lowering its policy rate, which causes a larger decline in consumption. The result is a larger increase in uncertainty since households expect a wider range of future realization of consumption growth. In other words, the model endogenously generates uncertainty when the ZLB binds due to a risk premium shock.
Similar to the level shock, a positive shock to the volatility of the risk premium (second column) lowers consumption growth and inflation. In steady state, the Fed adjusts its policy rate to stabilize the economy, so the effect of the volatility shock is small even though uncertainty rises far more than it does in response to the level shock. When the ZLB binds, however, the increase in uncertainty nearly doubles, which magnifies the effect on consumption growth and inflation. Hence, the model also endogenously creates uncertainty by amplifying the effects of second moment shocks.
Level and volatility shocks to technology growth have qualitatively and quantitatively different effects than risk premium shocks. A positive shock to technology growth (third column) increases consumption growth and decreases inflation like a typical supply shock, so the Fed faces a tradeoff between stabilizing inflation and real GDP growth unlike with a risk premium shock. In steady state, the policy rate immediately increases since the response to the real GDP gap dominates the response to the inflation gap. In 2009Q2 the ZLB initially binds, but the increase in the notional rate causes a quick exit from the ZLB after 1 quarter. The delayed increase in the policy rate causes a slightly larger boost in consumption growth and a smaller decline in inflation. In contrast with the risk premium shock, a positive growth shock causes uncertainty to decline because it reduces the probability that the ZLB binds next period. However, the responses are smaller in magnitude.
Growth volatility shocks cause bigger changes in uncertainty than level shocks. Similar to a risk premium volatility shock, a positive growth volatility shock (fourth column) reduces consumption growth and inflation, which leads to a lower nominal rate. However, the responses differ in a few ways. One, growth volatility directly affects consumption volatility. Therefore, uncertainty increases more than it does in response to a risk premium volatility shock. Two, the response of uncertainty is similar in both initial states. Three, the increase in uncertainty away from the ZLB is much larger than the increase from a risk premium volatility shock. Therefore, growth volatility shocks play a larger role in explaining the fluctuations in uncertainty when the ZLB does not bind.
SOURCES OF UNCERTAINTY
The impulse responses show uncertainty can arise in our nonlinear model due to exogenous volatility shocks or first moment shocks that interact with the economy. Figure 3a decomposes consumption growth uncertainty into its exogenous and endogenous sources using counterfactual simulations conditional on the mean parameterization of our model. To isolate the contribution of technology growth uncertainty, we turn off the risk premium volatility shocks. Similarly, we zero out the technology growth volatility shocks to identify the amount of risk premium uncertainty. We then turn off both volatility shocks to determine the amount of endogenous uncertainty. We also show the endogenous amplification of the exogenous volatility shocks when the Fed was most constrained using the solution to the unconstrained nonlinear model.
On average about 95% of consumption growth uncertainty is due to the uncertainty that occurs without second moment shocks, which we refer to as endogenous uncertainty. However, most of the changes in uncertainty are driven by the exogenous volatility shocks. Growth volatility shocks are the key driver in most periods, but risk premium volatility shocks play an important role in certain parts of our sample. Typically, endogenous uncertainty is fairly constant, but it increases when the policy rate is near or at its ZLB, which occurs in the mid 2000s and from 2009 to the end of the sample. The sharp increase in uncertainty in 2009, however, primarily occurred due to the endogenous amplification of the exogenous volatility shocks, rather than through first moment shocks. of the increase in uncertainty in 2009Q1 was due to endogenous uncertainty and about 38% ((1.03 − 0.82)/(1.03 − 0.48)) was due to the endogenous amplification of second moment shocks. Despite some nonlinear interactions between the exogenous volatility shocks and the ZLB, we are able to approximate the relative contribution of each volatility shock over time, similar to a variance decomposition in a linear model. The dark bars in figure 3b represent the technology growth counterfactual relative to the endogenous uncertainty counterfactual (circles minus diamonds) and the light bars represent the risk premium counterfactual relative to the endogenous uncertainty counterfactual (triangles minus diamonds), which is approximately equal to consumption growth uncertainty relative to the endogenous uncertainty counterfactual (solid minus diamonds). The results reiterate that technology growth uncertainty is typically the biggest contributor to consumption growth uncertainty, but the two sources of exogenous uncertainty typically move together. There are two notable exceptions. One, the model predicts that risk premium uncertainty precedes the 2001 recession. Two, technology growth uncertainty increases before the rise in risk premium uncertainty during the Great Recession, but the effects of risk premium uncertainty linger while the impact of technology growth uncertainty is negligible for a few years after the Great Recession. During the Great Recession, technology growth and risk premium volatility shocks have nearly equal roles. By the end of the sample, consumption growth uncertainty declined to its lowest point.
EULER EQUATION DECOMPOSITION
The rest of this section focuses on the effects of uncertainty and other higher-order moments. Figure 4 shows the filtered time series of the terms in the Euler equation decomposition in (16) over different forecast horizons. The values on the vertical axes are the effects on current consumption in percentage point deviations from the balanced growth path. The top panel shows the decomposition over a 1-quarter horizon. We separate the first-order terms (left panel) from the higher-order terms (right panel) so the effects of expected consumption and the real interest rate do not drown out the effects of the higher-order terms. We also plot current consumption in the top left panel so it is easier to see the contribution of each term.
Over a 1-quarter horizon, the changes in consumption are almost entirely driven by expectations about consumption next quarter. The real interest rate had a smaller role, typically reducing consumption by about 0.1%. The peak effect was −0.37% during the Great Recession, but that effect quickly declined as the economy rebounded. The higher-order terms show uncertainty about consumption in the next quarter had time-varying adverse effects on current consumption. Uncertainty had by far its largest effect during the Great Recession, since the ZLB constraint made the economy more sensitive to adverse shocks and increased the expected volatility of future consumption. However, that effect was short-lived because the notional rate was negative only until 2011.
The quantitative effects of uncertainty were small throughout our sample. Even during the Great Recession, the peak increase in uncertainty reduced consumption by less than 0.01%. Consumption skewness and both inflation uncertainty and inflation skewness also had very little effect on current consumption. Interestingly, the effects of uncertainty over a one-quarter horizon have a similar magnitude as the impact effects of the two exogenous volatility shocks shown in figure 2. However, both sets of results significantly understate the impacts of uncertainty because they hide the effects that future real interest rates and higher-order moments have on expected consumption.
The middle left panel shows how expected consumption affected current consumption over horizons up to 24 quarters. Once again, we plot the filtered time series for current consumption as a percent deviation from the balanced growth path. In most periods, the differences between current and expected consumption were much larger over horizons beyond 1-quarter, which indicates that other factors, such as the real interest rate and uncertainty, explained a larger fraction of the changes in consumption. We focus on a 24-quarter horizon because it is long enough that expected consumption barely matters for current consumption. For example, in 2009Q2-the last quarter of the Great Recession-expected consumption in 2009Q3 explained 74.3% of the decline in current consumption, whereas expected consumption in 2015Q3 explained only 1.6% of the decline. Over those same horizons, the contribution of consumption uncertainty increased from 2.9% to 11.9%.
The middle right panel shows the effect of consumption uncertainty over the horizons shown in the left panel, but the values on the vertical axis are cumulative effects (i.e., the sum of the impact in each quarter over a given horizon). Although the effect of consumption uncertainty is small when it is conditional on expected consumption over a 1-quarter horizon, it is more significant over longer horizons that decompose the influence of expected future consumption. Over a 24-quarter horizon, consumption uncertainty on average decreases current consumption by about 0.06% and the largest effect was about 0.15% in 2009Q1, which accounted for 16.6% of the total decline in that quarter.
The other higher order moments are shown in the bottom left panel. During the Great Re- cession, the peak effects of technology growth uncertainty, inflation uncertainty, and consumption skewness over a 24-quarter horizon were −0.023%, −0.005%, and −0.001%, respectively, and the average effects were much smaller. We do not show the effect of inflation skewness because it is near zero throughout the sample. It is not surprising that inflation uncertainty and skewness had such small effects on consumption because the Fed aggressively targeted inflation throughout our sample. However, we expected a larger effect of consumption skewness, especially during the Great Recession. The ZLB constraint creates downside risk since it prevents the Fed from responding to adverse shocks through conventional channels. Evidently, those effects on consumption are small when controlling for other terms. The covariance between inflation and consumption reduced consumption by about 0.02% on average, the second largest effect behind consumption uncertainty. The bottom right panel shows the effect of consumption uncertainty over a 24-quarter horizon along with two of the counterfactuals shown in figure 3a . First, we plot the effect of consumption uncertainty after removing the influence of the ZLB using the solution to the unconstrained nonlinear model. The differences from the baseline path show how much the ZLB increased the adverse effects of uncertainty. In most quarters, the differences are small because there is a low probability of going to and staying at the ZLB. Larger differences between the two paths occurred from 2008Q4 to 2009Q4, when the notional rate was well below zero and there was a strong expectation of staying at the ZLB. For example, in 2009Q1 consumption uncertainty reduced consumption by about 0.06 percentage points more than it would have if the Fed was not constrained. Second, we restore the ZLB constraint but zero out both of the exogenous volatility shocks. Since first moment shocks are the main source of most of the uncertainty in the economy, they are also the primary source of the adverse effects of consumption uncertainty. At its peak, endogenous uncertainty only increased the adverse effects of consumption uncertainty by about 0.01 percentage points, whereas exogenous volatility shocks played a much larger role during the last two recessions. For example, the volatility shocks without the ZLB contributed about 0.04 percentage points to the decline in consumption growth in 2009Q1 and their amplification contributed another 0.06 percentage points.
The bottom right panel also plots the total effect of uncertainty-the sum of consumption, technology growth, and inflation uncertainty-on consumption over a 24-quarter horizon. On average, total uncertainty reduced current consumption by about 0.07% with a maximum decline of 0.17%.
The results in figure 4 are based on the mean parameterization of our model. Although numerically intensive, it is also possible to generate time series for the terms in the decomposition for each of the 1,000 draws from our posterior distribution. Figure 5 shows the 1 standard deviation (16%-84%) credible sets for the effects of the three types uncertainty over a 24-quarter horizon. The left panel shows the effects of consumption uncertainty while the right panel shows the effects of technology growth and inflation uncertainty. In a typical quarter, the effect of consumption uncertainty ranges from −0.01% to +0.015% of the median effect. The effects, however, are more asymmetric during recessions. For example, during the peak of the Great Recession there was a 68% chance consumption uncertainty decreased current consumption by at least 0.12% and it could have decreased it by as much as 0.25%. The effects of technology growth and inflation uncertainty are always much smaller than consumption uncertainty, even in the tail of the parameter distribution. In all three cases, the credible sets are considerably tighter than the range of estimates in the literature. We focus on the effect of consumption uncertainty over a 24-quarter horizon, which is given by
where θ is a vector of estimated parameters andv t andz t are the median filtered states and shocks conditional on the posterior mean parameterization. Fixing the states and shocks allows us to isolate the role of each parameter. We already calculate h(θ i , t) for all i to generate the credible sets in figure 5 , which represent the actual effects of consumption uncertainty given each posterior draw. Defineθ i,ℓ as the ith posterior draw conditional on the posterior mean of parameter ℓ. As a counterfactual, we first calculate h(θ i,ℓ , t) using the procedure described at the end of section 4. We then calculate the root mean-squared deviation (RMSD) from that counterfactual, given by
For our analysis, we calculate the RMSD for each of the 16 estimated parameters across the entire sample. A higher RMSD implies a given parameter has a bigger impact on the effect of consumption uncertainty on current consumption. Figure 6 plots time series of the RMSD for the nine most consequential parameters. The risk premium persistence (ρ s ) and shock standard deviation (σ υ ) have the largest average RMSDs. Of the deep parameters, the coefficient of relative risk aversion (γ) and the monetary response to inflation (φ π ) are the most consequential. There is also considerable variation in the importance of the parameters across time. For example, during recessions the RMSD of each parameter increases, but the process parameters (right panel) become relatively more important than the deep parameters. Outside recessions, the deep parameters (left panel) are relatively more important, though the average RMSD of each parameter is much lower.
The major benefit of the RMSD statistic is that it summarizes the relative importance of a given parameter in every quarter of our sample, but it does not indicate whether a given parameter increases or decreases the effect of uncertainty. However, by conditioning on a particular quarter, we can determine the sign. Figure 7 shows scatter plots of the deviation, changes in the effect of consumption uncertainty that occur when a particular parameter deviates from its posterior mean. Therefore, a positive (negative) value of ∆ i,ℓ,t indicates that consumption uncertainty has a smaller (larger) adverse effect on current consumption for a given posterior draw.
The results depend on how each parameter affects expected future volatility. The dashed diagonal line is the linear trend. When the parameters governing the risk premium (ρ s , ρ συ ,σ υ , and σ ζ ) are above their posterior means (shown by the dashed vertical line) consumption uncertainty has a much larger adverse effect because the variance of the exogenous process and hence expected volatility increase (i.e., the trend line slopes downward). For example, the posterior mean persistence of the risk premium, ρ s , is 0.911. When that value is two standard deviations higher (0.932), consumption uncertainty reduces consumption by 0.13 percentage points more than at its posterior mean. Similarly, a higher price adjustment cost parameter causes uncertainty to have a larger effect because stickier prices make households more sensitive to changes in the nominal interest rate. Larger values of the other parameters reduce the effect of uncertainty. An increase in the coefficient of relative risk aversion makes households less willing to substitute across time, which makes consumption less volatile. Thus, consumption uncertainty has a smaller adverse effect, even though households react more strongly to expected volatility. A higher monetary response to inflation has a similar effect because it also reduces expected future volatility. Interest rate smoothing is a form of commitment by the Fed to reduce future inflation volatility, so the higher persistence reduces expected volatility. Finally, a higher average growth rate raises the steady-state nominal interest rate, which decreases the likelihood of ZLB events and therefore expected future volatility.
These results are particularly useful given the degree of parameter uncertainty in the literature. By extrapolating from the trend line, it is easy to obtain a rough estimate for the effects of consumption uncertainty and the likelihood of that outcome given any parameterization of the model. It is also possible to conduct a similar exercise for the other high-order moments in the decomposition.
5.6 WELFARE The cost of business cycles literature provides an alternative way to quantify the effects of uncertainty than our Euler equation decomposition. That literature uses welfare analysis to determine the consequences of different levels of volatility. The main difference between the two methods is that our Euler equation decomposition quantifies the effects of different higher order moments-including uncertainty-within a particular model, whereas the welfare analysis quantifies the effects of volatility by comparing different models. Specifically, the cost of business cycles literature measures the compensating variation of switching from a low to a high volatility model.
Given the household's constant relative risk aversion utility function in our baseline model, the compensating variation between models L (lower volatility) and H (higher volatility) is given by
where
are the expected present-value of the household's utility from consumption and disutility from labor conditional on its information set at time t,Ω t , which contains the median filtered state and the posterior mean parameters. Also,c ϑ and n ϑ are the optimal choices of detrended consumption and labor conditional on model ϑ ∈ {H, L}. We denote the higher (lower) volatility economy with an H (L), where the expected path of consumption is lower (higher) due to precautionary saving. Therefore, λ t is the fraction of consumption goods in the low volatility economy that would compensate the household for the lower consumption path in the higher volatility economy. When λ t > 0 the household is better off in the lower volatility economy. Appendix C shows how to derive λ t . We compute W c and W n for four different models: (1) the baseline model, (2) the model without the ZLB imposed, (3) the model without volatility shocks, and (4) the model without any shocks (equivalent to its deterministic steady state). In each case, we approximate W c and W n by integrating across 1,000 Monte Carlo simulations of 10,000 quarters. Each simulation is conditional on the state of the economy in a particular period and the posterior mean parameterization. Figure 8 shows four estimated compensating variations: the effect of all shocks (models (1) and (4), x markers); the effect of only the stochastic volatility shocks (models (1) and (3), circles markers); the effect of only the first-moment shocks (models (3) and (4), triangle markers); and the effect of only the ZLB constraint (models (1) and (2), diamond markers). The compensating variation is shown as the percent of consumption goods in the lower volatility or no ZLB models.
In the baseline model, the household requires compensation of about 0.03% in every period to be indifferent to a world in which there is no volatility (i.e., the constant path of consumption and labor in the deterministic steady state), similar to the value in Lucas (1987) with γ = 2. There is a small increase in the welfare cost during recessions. Across the sample, about 75% of the compensation stems from the volatility induced by the first-moment shocks to productivity growth, the risk premium, and the interest rate. The remainder is due to the second-moment shocks and the endogenous amplification of both first-and second-moment shocks by the ZLB. Compensation for the uncertainty coming from second-moment shocks to productivity growth and the risk premium is higher than the compensation required for the endogenous uncertainty induced by the ZLB. Also, the higher welfare cost at the end of the Great Recession comes mostly from the interaction of second-moment shocks with the ZLB rather than first-moment shocks interacting with the ZLB.
THE EFFECT OF CAPITAL ACCUMULATION
In our baseline model without capital, real GDP is equal to consumption and the only way households can save is by investing in a 1-period nominal bond, which is in zero net supply. This section extends the model so households can also invest in capital. In the data, investment is more volatile than real GDP, especially during recessions, so it is important to add capital to the model since it allows output, consumption, and investment to have different, potentially time-varying, volatilities.
The final goods firm's problem is unchanged. Intermediate firm f ∈ [0, 1] produces a differentiated good, y t (f ), according to y t (f ) = k t−1 (f ) α (z t n t (f )) 1−α . It then chooses its capital and labor inputs, n t (f ) and k t−1 (f ), and its price, p t (f ), to maximize the same profit function as in the baseline model. In symmetric equilibrium, the production function and optimality conditions arẽ
and the Phillips curve, (5), which is identical except for the change in the marginal cost definition. The household chooses {c t , n t , b t , x t , k t } ∞ t=0 to maximize the same utility function subject to
where x is investment in physical capital, x g t ≡ x t /(ḡx t−1 ) is the growth rate of investment relative to the balanced growth rate, ϕ x > 0 scales the size of the cost to adjusting investment, and k is the capital stock, which earns a real return r k and depreciates at rate δ. In addition to the first-order conditions in the model without capital, (8) and (9), there are two new optimality conditions given by
The detrended law of motion for capital and the aggregate resource constraint are given bỹ
Once again, we redefined variables that grow along the balanced growth path in terms of technology. A competitive equilibrium includes infinite sequences of quantities, {c t ,ỹ t ,ỹ
, and exogenous variables, {s t , g t , σ ε,t , σ υ,t } ∞ t=0 , that satisfy the detrended equilibrium system, (1), (2), (5)- (11), (13) , and (18)- (24), given the initial conditions, {c −1 , i n −1 , x −1 , k −1 , s 0 , a 0 , ν 0 , σ ε,0 , σ υ,0 }, and the five sequences of shocks, {ε t , υ t , ν t , ξ t , ζ t } ∞ t=1 . The model is numerically too costly to estimate, so we calibrate the three new parameters. The capital depreciation rate, δ, is calibrated to 0.025. The cost share of capital, α, and the investment adjustment cost parameter, ϕ x , are set to 0.19 and 4.06, respectively, which equal the mean posterior estimates in Gust et al. (2017) . Although there are some differences between our model and the one in Gust et al. (2017) (e.g., their model includes sticky wages and variable capital utilization, whereas our model has stochastic volatility), we believe these parameter values provide a good approximation of what we would obtain if we estimated the model with Bayesian methods.
Fortunately, introducing capital does not change the consumption Euler equation we used to construct the decomposition in the model without capital. We generate policy functions for each term in the decomposition in the same way as the model without capital, except we filter the data with per capita real fixed investment growth in addition to the five observables we previously used. Figure 9 shows the influence of the different types of uncertainty. The left panel plots the effects of consumption uncertainty over a 24-quarter horizon in the models with and without capital. In the capital model, consumption uncertainty on average decreases current consumption by 0.08%, which is only 0.02 percentage points more than in our baseline model without capital. The difference is more pronounced when the ZLB first binds. In 2008Q4 consumption uncertainty lowered consumption by 0.22% compared with only 0.14% in the baseline model, but that discrepancy quickly dissipated. Furthermore, the median effect in the capital model is typically in the left tail of the credible set implied by the baseline model. The right panel shows the impact of technology growth and inflation uncertainty in the model with capital-the two other types of uncertainty in the bond Euler equation. Both terms have nearly identical effects to those in the baseline model. 5 A major benefit of the capital model is that it provides a new Euler equation, (21), that we can use to quantify the effects of the uncertainty about the real rental rate of capital and Tobin's q on current consumption. Using the method in section 4.3, a third-order Taylor approximation implies
which we can once again iterate forward to eliminate the influence of expected future consumption. Several terms enter the same way as our previous decomposition. For example, the ex-ante variance of consumption and technology growth appear in (15) and (25), so they have the exact same effect on consumption. The rental rate and Tobin's q variance terms replace the inflation variance term. The right panel also plots the new uncertainty terms over a 24-quarter horizon. Rental rate uncertainty has a similarly small effect as inflation uncertainty. Unlike the other higher-order terms, uncertainty about Tobin's q has almost half as large of an effect on consumption as consumption uncertainty, which shows the importance of capital adjustment costs for the transmission of uncertainty. Overall, uncertainty about the return on capital (rental rate and Tobin's q) has a larger influence on consumption than uncertainty about the real return on a risk-free nominal bond (inflation).
COMPARISON WITH THE TRADITIONAL VAR APPROACH
Due to the nonlinearities introduced by stochastic volatility and the ZLB constraint, we are interested in whether a linear VAR, commonly employed in the literature on uncertainty, can recover the dynamic relationship between uncertainty and real activity predicted by our baseline nonlinear model. We focus on the impulse response of consumption growth to a change in financial uncertainty,
Since financial uncertainty is exogenous in our structural model, it is easy for us to compare its effects to those in a VAR model and assess accuracy. The shocks in the VAR are identified recursively and the variables-financial uncertainty, consumption growth, inflation, wage growth, the risk premium, and the interest rate-are ordered from first to last in the same way as Christiano et al. (2005) . 6 Appendix D provides further information about our VAR. Figure 10 shows the responses to a 2 standard deviation financial uncertainty shock. The first subplot shows the predictions of our baseline model given different initializations of the state. When the response is initialized at the stochastic steady state (solid line), where the notional rate, i * , is 1.2%, the effect of financial uncertainty on consumption growth is negligible across the whole horizon. However, when the response is initialized at the median filtered state corresponding to 2009Q2 (dashed line), where i * = −0.4% initially, consumption growth declines by 0.07%. We alternatively initialize the response at an average state vector across simulated quarters at the ZLB such that i * = −1.5% initially (dashed-dotted line). In that case, the financial uncertainty shock leads to a 0.1% decrease in consumption growth on impact. In summary, our baseline model predicts the impact effect of financial uncertainty on consumption growth depends on the state of the economy, particularly the notional rate which determines how severely the Fed is constrained.
The simulated VARs in the next three subplots are estimated with data from short-sample simulations of the baseline model conditional on the posterior mean parameterization. The solid lines represent the median response and the shaded regions represent the 16%-84% credible sets. The first simulated VAR is estimated using artificial data without any ZLB events (i.e., i * > 0 always). The response of consumption growth to a financial uncertainty shock is close to zero across the whole horizon, which is very similar to the prediction of our baseline model initialized at steady state. The next two simulated VARs are estimated with artificial data where the notional rate falls below −0.4% or −1.5% for at least one quarter, so the responses represent averages across quarters when the ZLB does and does not bind. Given these initial states, the median impact effects of financial uncertainty on consumption growth are −0.06% and −0.10%, respectively. Although the responses are not significantly different from zero, the median impact of financial uncertainty shocks identified by the VAR decreases as the quantity and severity of ZLB events increase in the simulated data and it is quantitatively similar to our structural model. Therefore, the linear VAR does a good job capturing the endogenous amplification of exogenous financial uncertainty shocks. Finally, we estimate the same VAR with actual U.S. data. The second to last subplot excludes the Great Recession and subsequent ZLB period (1986Q1-2007Q4) , while the last subplot is based on the sample used to estimate our baseline model (1986Q1-2016Q2) . Qualitatively, the results are similar to the predictions of our structural model-the effect of uncertainty is more pronounced when the ZLB period is included in the sample, both on impact and over time. However, there are two notable differences from our structural model. One, in the full sample the response of consumption growth is significantly negative over the entire horizon, instead of only on impact. Two, the impact effect is significantly negative in the truncated sample that omits the ZLB period.
The differences between the responses in the simulated and actual VARs have two potential explanations. One, there are features of the economy besides the ZLB constraint that amplify the impact effect of financial uncertainty shocks. Potential examples include borrowing constraints, irreversible investment, and limited information. Any of these features would increase the impact effect of financial uncertainty in the pre-ZLB period. Two, financial uncertainty is not purely exogenous and also fluctuates due to events that are happening in the economy (i.e., first moment shocks that increase the ex-ante variance of the risk premium). In this case, with uncertainty ordered first, the VAR would over-predict the effect of financial uncertainty because it would assume all changes in uncertainty are exogenous. In reality, both explanations likely play important roles. Furthermore, the challenges associated with classifying uncertainty as endogenous or exogenous become even more severe when accounting for multiple types of uncertainty in the VAR model.
A major advantage of our Euler equation decomposition is that it does not require us to take a stand on whether a given type of uncertainty is endogenous or exogenous. It can also account for multiple forms of uncertainty and how they nonlinearly interact with the economy. In other words, our decomposition is able to quantify the overall effect of all types of uncertainty in each period by accounting for the first and second moment shocks that best explain macro and uncertainty data. It also has the added advantage of being able to quantify the effects of other higher-order moments.
CONCLUSION
The literature has primarily examined the effects of uncertainty through stochastic volatility shocks in theoretical models and impulse responses to proxies for uncertainty in VAR models. We develop a new way to quantify the effects of uncertainty that accounts for both exogenous and endogenous sources of uncertainty. First, we estimate a nonlinear New Keynesian model, linking measures of uncertainty in the data to equivalent measures in the model. This step allows us to decompose the sources of uncertainty, calculate the welfare effects of first and second moment shocks, and generate policy functions for any higher-order moment in a model that not only matches macro aggregates but also measures of uncertainty in the data. Second, we use the Euler equation to analytically decompose consumption into first, second, and third moments and then filter the data at the posterior mean to create a time series for the effects of each higher-order moment on consumption.
A major benefit of our method is its flexibility. It can be used to examine the economic effects of any type of uncertainty in a broad class of models. While some models are too costly to estimate, it is usually possible to calculate the ex-ante variance or skewness surrounding any endogenous variable in the model and then link it to an empirical measure while filtering the data in a calibrated model. For example, one could compute the uncertainty surrounding the exchange rate in an open economy model, any financial variable in a model with a banking sector, or a commodity in a multi-sector model. Similarly, one could generate time series for the terms in any Euler equation to determine the effects of various higher-order moments on consumption. Importantly, our method provides a way to compare the effect of uncertainty or any other high-order moment across models.
Using a familiar New Keynesian model, our decomposition reveals that uncertainty had a relatively small impact. Despite the nonlinearity induced by the ZLB constraint and stochastic volatility shocks, consumption uncertainty never reduced consumption by more than 0.22%, even during the Great Recession, and the welfare cost of volatility never exceeded 0.04% of consumption. With these important benchmarks in hand, future research could introduce additional sources of endogenous uncertainty, such as borrowing constraints, search frictions, firm default, limited information, irreversible investment, or heterogeneity to examine whether a larger effect of uncertainty emerges.
B EULER EQUATION DECOMPOSITION
The bond Euler equation is given by
where a hat denotes log deviation from the balanced growth path. After reorganizing, we obtain
where the second equality follows from the Maclaurin series for e x = 1 + x + x 2 /2 + x 3 /6 + · · · . Subsequently applying a third-order Maclaurin series to log(1 − x) ≈ −x − x 2 /2 − x 3 /3 implieŝ
after dropping the higher-order terms. Therefore, current consumption is approximated by
(skew tπt+1 + skew tĝt+1 + γ 3 skew tĉt+1 ),
3 is the third moment of x, and cov t (x t+1 ,
] is the covariance between x and y.
The derivation of (25) follows very similar steps, although it contains significantly more terms.
C WELFARE COST DERIVATION
The representative household's preferences are given by
When γ = 1, the time-t welfare cost, λ t , satisfies
Solving for λ t yields (17) in the main text.
D VECTOR AUTOREGRESSION MODEL
The structural VAR model is given by
where ε t ∼ N(0, I). The reduced-form VAR model is obtained by inverting A 0 and is given by
0 ε t is a K × 1 vector of shocks that has a multivariate normal distribution with zero mean and variance-covariance matrix Σ, and y is a K ×1 vector of endogenous variables.
The VAR is either estimated with data generated by the baseline model or analogous variables in U.S. data and the variables are ordered as in Christiano et al. (2005) . The data consists of the financial uncertainty series in Ludvigson et al. (2017) , F inU, the per capita real consumption growth rate (nondurables + services), the GDP implicit price deflator inflation rate, the real wage growth rate (production and nonsupervisory employees), the risk premium (BAA corporate bond yield − 10 year treasury yield), and the federal funds rate. A description of our data sources is provided in Appendix A. We estimate the Actual VAR with up to four lags and calculate the Bayesian information criterion (BIC). We rewrite the model as Y T = βX +U and calculate the least squares estimates,β andΣ. According to the BIC, the data prefers a VAR model with one lag, so we focus on that specification. E SOLUTION METHOD E.1 BASELINE MODEL We begin by writing the equilibrium system of equations compactly as
where f is a vector-valued function, v = (s, g, σ ε , σ υ ,c,ỹ,ỹ gdp , n,w, i, i n , π gap ), and Ω = {S, P, z} is the information set, which contains the structural model, S, its parameters, P , and the state vector, z t = (ν t , log(σ ε,t ), log(σ υ,t ), g t , s t , mp t−1 ). Since i n t−1 andỹ gdp t−1 only appear in the policy rule, we eliminate a state variable by defining mp t−1 = (i n t−1 ) ρ i (ỹ gdp t−1 ) φy(ρ i −1) and rewriting the rule as i n t = mp t−1 (ī(π gap t ) φπ (g tỹ gdp t /ḡ) φy ) 1−ρ i exp(σ ν ν t ). Figure 11 shows the distribution of the absolute value of the errors in base 10 logarithms for the consumption Euler equation and the Phillips curve. For example, an error of −3 means there is a mistake of 1 consumption good for every 1,000 goods. The mean Euler equation error is −3.96 and the mean Phillips curve error is −2.32. By construction, the errors on nodes used in the solution algorithm are less than the convergence criterion, 10 −6 . The larger average errors are due to linear interpolation of the policy functions with respect to the (g t , s t , mp t−1 ) states. To measure the errors between the nodes, we created a new grid with a total of D = 850,500 nodes by increasing the number of points in the (g t , s t , mp t−1 ) dimensions to (15, 15, 15) . We used the same number of points in the (ν t , log(σ ε,t ), log(σ υ,t )) dimensions since they are discretized with the Rouwenhorst method, which means the corresponding integration weights and nodes are state dependent. Therefore, the reported errors are consistent with the accuracy of the integral calculated when solving the model. Calculating the errors between the nodes corresponding to the exogenous state variables would require changing the numerical integration method (e.g., GaussHermite quadrature). We decided not to show those errors because then the accuracy of the integral used to compute the errors would be inconsistent with the methods used to compute the solution.
E.2 CAPITAL MODEL We solve the model with capital in the same way as the baseline model without capital. The state vector is the same as the baseline model, except it includes two additional endogenous state variables, x t−1 and k t−1 . The bounds on g t , s t , mp t−1 , x t−1 and k t−1 are set to ±3%, ±1.5%, ±2%, ±10%, and ±7% of steady state. We discretize the state variables into (4, 7, 7, 7, 7, 7, 7, 11) points respectively, so there are D = 5,176,556 nodes in the state space. We use the most points on the capital dimension because it has the widest grid. Once again, we set the number of points on each shock equal to the number of points on the corresponding state variable.
F ESTIMATION ALGORITHM
We use a random walk Metropolis-Hastings algorithm to estimate our model with quarterly data from 1986Q1 to 2016Q2. To measure how well the model fits the data, we use the adapted particle filter described in Algorithm 12 in Herbst and Schorfheide (2016) , which modifies the filter in Stewart and McCarty (1992) and Gordon et al. (1993) to better account for the outliers in the data.
F.1 METROPOLIS-HASTINGS ALGORITHM The following steps outline the algorithm:
1. Specify the prior distributions, means, variances, and bounds of each element of the vector of N e estimated parameters, θ ≡ {γ, ϕ, φ π , φ y ,ḡ,π, ρ i , ρ g , ρ s , ρ σε , ρ συ , σ ν , σ ε , σ υ , σ ξ , σ ζ }.
2. The vector of N x observables consists of per capita real GDP, RGDP/CNP , the GDP deflator, DEF , the federal funds rate, F F R, the macro uncertainty series in Jurado et al. (2015) , MacroU, and the financial uncertainty series in Ludvigson et al. (2017) , F inU, from 1986Q1 to 2016Q2. Therefore, N x = 5 and the row vector of observables is given bŷ
log(RGDP t /CNP t ) − log(RGDP t−1 /CNP t−1 ) log(DEF t /DEF t−1 ) log(1 + F F R t /100)/4
where µ and σ denote mean and standard deviation across time and t ∈ {1, . . . , T }. When we filter the data using the model with capital, we add per capita real investment, RI/CNP , to the vector of observables, sox data t also includes log(RI t /CNP t ) − log(RI t−1 /CNP t−1 ).
3. Find the posterior mode to initialize the preliminary Metropolis-Hastings step. 
