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Partie I
Processus en temps discret
1

Chapitre 1
Exemples de processus
stochastiques
D’une manie`re ge´ne´rale, un processus stochastique a` temps discret est simplement une suite
(X0, X1, X2, . . . ) de variables ale´atoires, de´finies sur un meˆme espace probabilise´. Avant
de donner une de´finition pre´cise, nous discutons quelques exemples de tels processus.
1.1 Variables ale´atoires i.i.d.
Supposons que les variables ale´atoires X0, X1, X2, . . . ont toutes la meˆme loi et sont
inde´pendantes. On dit alors qu’elles sont inde´pendantes et identiquement distribue´es ,
abre´ge´ i.i.d. C’est d’une certaine manie`re la situation la plus ale´atoire que l’on puisse
imaginer. On peut conside´rer que les Xi sont de´finies chacune dans une copie diffe´rente
d’un espace probabilise´ de base, et que le processus vit dans l’espace produit de ces espaces.
La suite des Xi en soi n’est pas tre`s inte´ressante. Par contre la suite des sommes
partielles
Sn =
n−1∑
i=0
Xi (1.1.1)
admet plusieurs proprie´te´s remarquables. En particulier, rappelons les the´ore`mes de con-
vergence suivants.
1. La loi faible des grands nombres: Si l’espe´rance E(X0) est finie, alors Sn/n converge
vers E(X0) en probabilite´, c’est-a`-dire
lim
n→∞P
{∣∣∣∣Snn − E(X0)
∣∣∣∣ > ε} = 0 (1.1.2)
pour tout ε > 0.
2. La loi forte des grands nombres: Si l’espe´rance est finie, alors Sn/n converge presque
suˆrement vers E(X0), c’est-a`-dire
P
{
lim
n→∞
Sn
n
= E(X0)
}
= 1 . (1.1.3)
3. Le the´ore`me de la limite centrale: Si l’espe´rance et la variance Var(X0) sont finies,
alors (Sn−nE(X0))/
√
nVar(X0) tend en loi vers une variable normale centre´e re´duite,
3
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c’est-a`-dire
lim
n→∞P
{
a 6
Sn − nE(X0)√
nVar(X0)
6 b
}
=
∫ b
a
e−x2/2√
2π
dx (1.1.4)
pour tout choix de −∞ 6 a < b 6∞.
Il existe d’autres the´ore`mes limites, comme par exemple des principes de grandes
de´viations et des lois du logarithme ite´re´. Le the´ore`me de Crame´r affirme que sous certaines
conditions de croissance sur la loi des Xi, on a
lim
n→∞
1
n
logP
{
Sn
n
> x
}
= −I(x) , (1.1.5)
ou` la fonction taux I est la transforme´e de Legendre de la fonction ge´ne´ratrice des cu-
mulants de X0, a` savoir λ(θ) = logE(e
θX0). C’est un principe de grandes de´viations, qui
implique que P{Sn > nx} de´croˆıt exponentiellement avec un taux −nI(x).
La loi du logarithme ite´re´, quant a` elle, affirme que
P
{
lim sup
n→∞
Sn − nE(X0)√
n log(log n)Var(X0)
=
√
2
}
= 1 . (1.1.6)
Les fluctuations de Sn, qui sont typiquement d’ordre
√
nVar(X0) d’apre`s le the´ore`me de la
limite centrale, atteignent donc avec probabilite´ 1 la valeur
√
2n log(log n)Var(X0), mais
ne la de´passent, presque suˆrement, qu’un nombre fini de fois.
1.2 Marches ale´atoires et chaˆınes de Markov
Lamarche ale´atoire syme´trique sur Z d est construite de la manie`re suivante. On poseX0 =
0 (l’origine de Z d), puis pour X1 on choisit l’un des 2d plus proches voisins de l’origine
avec probabilite´ 1/2d, et ainsi de suite. Chaque Xn est choisi de manie`re e´quiprobable
parmi les 2d plus proches voisins de Xn−1, inde´pendemment des variables Xn−2, . . . , X0.
On obtient ainsi une distribution de probabilite´ sur les lignes brise´es de Z d.
La marche syme´trique sur Z d est tre`s e´tudie´e et relativement bien comprise. On sait
par exemple que
1. en dimensions d = 1 et 2, la marche est re´currente, c’est-a`-dire qu’elle revient presque
suˆrement en ze´ro;
2. en dimensions d > 3, la marche est transiente, c’est-a`-dire qu’il y a une probabilite´
strictement positive qu’elle ne revienne jamais en ze´ro.
Il existe de nombreuses variantes des marches syme´triques sur Z d : Marches asyme´triques,
sur un sous-ensemble de Z d avec re´flexion ou absorption au bord, marches sur des graphes,
sur des groupes. . .
Tous ces exemples de marches font partie de la classe plus ge´ne´rale des chaˆınes de
Markov . Pour de´finir une telle chaˆıne, on se donne un ensemble de´nombrable X et une
matrice stochastique P = (pij)i,j∈X , satisfaisant les deux conditions
pij > 0 ∀i, j ∈ X et
∑
j∈X
pij = 1 ∀i ∈ X . (1.2.1)
On choisit alors une distribution initiale pour X0, et on construit les Xn de telle manie`re
que
P
{
Xn+1 = j
∣∣ Xn = i,Xn−1 = in−1, . . . , X0 = i0} = P{Xn+1 = j ∣∣ Xn = i} = pij (1.2.2)
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Figure 1.1. Cinq re´alisations d’une marche ale´atoire unidimensionnelle syme´trique.
pour tout temps n et tout choix des i0, . . . , in−1, i, j ∈ X . La premie`re e´galite´ s’appelle la
proprie´te´ de Markov . Les chaˆınes de Markov ont un comportement un peu plus riche que
les variables i.i.d. parce que chaque variable de´pend de celle qui la pre´ce`de imme´diatement.
Toutefois, ces processus ont toujours une me´moire courte, tout ce qui s’est passe´ plus de
deux unite´s de temps dans le passe´ e´tant oublie´.
Un exemple inte´ressant de chaˆıne de Markov, motive´ par la physique, est le mode`le
d’Ehrenfest . On conside`re deux re´cipients contenant en tout N mole´cules de gaz. Les
re´cipients sont connecte´s par un petit tube, laissant passer les mole´cules une a` une dans
les deux sens. Le but est d’e´tudier comment e´volue la proportion de mole´cules contenues
dans l’un des re´cipents au cours du temps. Si par exemple ce nombre est nul au de´but,
on s’attend a` ce qu’assez rapidement, on atteigne un e´quilibre dans lequel le nombre de
mole´cules dans les deux re´cipients est a` peu pre`s e´gal, alors qu’il n’arrivera quasiment
jamais qu’on revoie toutes les mole´cules revenir dans le re´cipient de droite.
1 2/3 1/3
1/3 2/3 1
Figure 1.2. Le mode`le d’urnes d’Ehrenfest, dans le cas de 3 boules.
On mode´lise la situation en conside´rant deux urnes contenant en tout N boules. A
chaque unite´ de temps, l’une des N boules, tire´e uniforme´ment au hasard, passe d’un
re´cipient a` l’autre. S’il y a i boules dans l’urne de gauche, alors on tirera avec probabilite´
i/N l’une de ces boules, et le nombre de boules dans l’urne passera de i a` i − 1. Dans le
cas contraire, ce nombre passe de i a` i+1. Si Xn de´signe le nombre de boules dans l’urne
de gauche au temps n, l’e´volution est donne´e par une chaˆıne de Markov sur {0, 1, . . . , N}
de probabilite´s de transition
pij =

i
N si j = i− 1 ,
1− iN si j = i+ 1 ,
0 sinon .
(1.2.3)
La Figure 1.3 montre des exemples de suites {Xn/N}. On observe effectivement que
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Figure 1.3. Re´alisations du mode`le d’Ehrenfest, montrant la proportion de boules dans
l’urne de gauche en fonction du temps. Le nombre initial de boules dans l’urne de gauche
est 0. La figure de gauche montre une re´alisation pour N = 20 boules, celle de droite
montre deux re´alisations pour N = 100 boules.
Xn/N approche assez rapidement la valeur 1/2, et tend a` fluctuer autour de cette valeur
sans trop s’en e´loigner. En fait on peut montrer que la loi de Xn tend vers une loi binomiale
b(N, 1/2), qui est invariante sous la dynamique. L’espe´rance de Xn/N tend donc bien vers
1/2 et sa variance tend vers 1/4N . De plus, le temps de re´currence moyen vers un e´tat
est e´gal a` l’inverse de la valeur de la loi invariante en cet e´tat. En particulier, le temps
de re´currence moyen vers l’e´tat ou` toutes les boules sont dans la meˆme urne est e´gal a`
2N . Ceci permet d’expliquer pourquoi dans un syste`me macroscopique, dont le nombre
de mole´cules N est d’ordre 1023, on n’observe jamais toutes les mole´cules dans le meˆme
re´cipient – il faudrait attendre un temps d’ordre 210
23 ≃ 103·1022 pour que cela arrive.
1.3 Urnes de Polya
La de´finition du processus de l’urne de Polya est a` priori semblable a` celle du mode`le
d’Ehrenfest, mais elle re´sulte en un comportement tre`s diffe´rent. On conside`re une urne
contenant initialement r0 > 1 boules rouges et v0 > 1 boules vertes. De manie`re re´pe´te´e,
on tire une boule de l’urne. Si la boule est rouge, on la remet dans l’urne, et on ajoute
c > 1 boules rouges dans l’urne. Si la boule tire´e est verte, on la remet dans l’urne, ainsi
que c boules vertes. Le nombre c est constant tout au long de l’expe´rience.
Au temps n, le nombre total de boules dans l’urne est Nn = r0 + v0 + nc. Soient rn et
vn le nombre de boules rouges et vertes au temps n, et soit Xn = rn/(rn + vn) = rn/Nn
la proportion de boules rouges. La probabilite´ de tirer une boule rouge vaut Xn, celle de
tirer une boule verte vaut 1−Xn, et on obtient facilement les valeurs correspondantes de
Xn+1 en fonction de Xn et n:
Xn+1 =

rn + c
rn + vn + c
=
XnNn + c
Nn + c
avec probabilite´ Xn ,
rn
rn + vn + c
=
XnNn
Nn + c
avec probabilite´ 1−Xn .
(1.3.1)
Le processus n’est plus a` strictement parler une chaˆıne de Markov, car l’ensemble des
valeurs possibles de Xn change au cours du temps.
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Figure 1.4. Dix re´alisations du processus d’urne de Polya, avec initialement r0 = 2 boules
rouges et v0 = 1 boule verte. A chaque pas, on ajoute c = 2 boules.
La Figure 1.4 montre plusieurs re´alisations diffe´rentes du processus {Xn}n, pour les
meˆmes valeurs initiales. Contrairement au mode`le d’Ehrenfest, Xn semble converger vers
une constante, qui est diffe´rente pour chaque re´alisation. Nous montrerons que c’est ef-
fectivement le cas, en utilisant le fait que Xn est une martingale borne´e, qui dans ce cas
converge presque suˆrement. On sait par ailleurs que la loi limite de Xn est une loi Beta.
1.4 Le processus de Galton–Watson
Le processus de Galton–Watson est l’exemple le plus simple de processus stochastique
de´crivant l’e´volution d’une population. Soit Z0 le nombre d’individus dans la population
au temps 0 (souvent on choisit Z0 = 1). On conside`re alors que chaque individu a un
nombre ale´atoire de descendants. Les nombres de descendants des diffe´rents individus
sont inde´pendants et identiquement distribue´s.
Cela revient a` supposer que
Zn+1 =

Zn∑
i=1
ξi,n+1 si Zn > 1 ,
0 si Zn = 0 ,
(1.4.1)
ou` les variables ale´atoires {ξi,n}i,n>1, qui correspondent au nombre de descendants de
l’individu i au temps n, sont i.i.d. On supposera de plus que chaque ξi,n admet une
espe´rance µ finie.
Galton et Watson ont introduit leur mode`le dans le but d’e´tudier la disparition de noms
de famille (a` leur e´poque, les noms de famille e´tant transmis de pe`re en fils uniquement,
on ne conside`re que les descendants males). On observe a` ce sujet que de`s que Zn = 0
pour un certain n = n0, on aura Zn = 0 pour tous les n > n0. Cette situation correspond
a` l’extinction de l’espe`ce (ou du nom de famille).
Nous montrerons dans ce cours que
• Si µ < 1, alors la population s’e´teint presque suˆrement;
• Si µ > 1, alors la population s’e´teint avec une probabilite´ ρ = ρ(µ) comprise stricte-
ment entre 0 et 1.
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Figure 1.5. Une re´alisation du processus de Galton–Watson. La distribution des descen-
dants est binomiale, de parame`tres n = 3 et p = 0.4. Le temps s’e´coule de haut en bas.
Figure 1.6. Une re´alisation du processus de Galton–Watson. La distribution des descen-
dants est binomiale, de parame`tres n = 3 et p = 0.45. L’anceˆtre est au centre du cercle, et
le temps s’e´coule de l’inte´rieur vers l’exte´rieur.
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Figure 1.7. Une re´alisation du processus de Galton–Watson. La distribution des descen-
dants est binomiale, de parame`tres n = 3 et p = 0.5.
La preuve s’appuie sur le fait que Xn = Zn/µ
n est une martingale.
Les Figures 1.5 a` 1.7 montrent des re´alisations du processus de Galton–Watson sous
forme d’arbre. Le temps se´coule de haut en bas. La distribution des descendants est bi-
nomiale b(3, p) pour des valeurs croissantes de p (dans ce cas on a µ = 3p). Pour p = 0.4,
on observe l’extinction de l’espe`ce. Dans les deux autres cas, on a pris des exemples dans
lesquels l’espe`ce survit, et en fait le nombre d’individus croˆıt exponentiellement vite.
Il existe de nombreux mode`les d’e´volution plus de´taille´s que le processus de Galton–
Watson, tenant compte de la distribution ge´ographique, de la migration, des mutations.
1.5 Marches ale´atoires auto-e´vitantes
Les exemples pre´ce´dents jouissent tous de la proprie´te´ de Markov, c’est-a`-dire que Xn+1
de´pend uniquement de Xn, de l’ale´a, et e´ventuellement du temps n. Il est facile de modifier
ces exemples afin de les rendre non markoviens. Il suffit pour cela de faire de´pendre chaque
Xn+1 de tous ses pre´de´cesseurs.
Un exemple inte´ressant de processus non markovien est la marche ale´atoire auto-
e´vitante, qui mode´lise par exemple certains polyme`res. Il existe en fait deux variantes
de ce processus. Dans la premie`re, on de´finit X0 et X1 comme dans le cas de la marche
syme´trique simple, mais ensuite chaque Xn est choisi uniforme´ment parmi tous les plus
proches voisins jamais visite´s auparavant. La seconde variante, un peu plus simple a`
e´tudier, est obtenue en conside´rant comme e´quiprobables toutes les lignes brise´es de
longueur donne´e ne passant jamais plus d’une fois au meˆme endroit. A strictement parler,
il ne s’agit pas d’un processus stochastique.
Une question importante pour les marches ale´atoires auto-e´vitantes est le comporte-
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Figure 1.8. A gauche, une re´alisation d’une marche ale´atoire simple dans Z 2. A droite,
une re´alisation d’une marche ale´atoire auto-e´vitante dans Z 2, se pie´geant apre`s 595 pas.
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Figure 1.9. A gauche, une re´alisation d’une marche ale´atoire choisissant un site jamais
visite´ avec une probabilite´ 105 fois supe´rieure a` un site de´ja` visite´. A droite, la marche
choisit un site de´ja` visite´ deux fois plus souvent qu’un site jamais visite´.
ment asymptotique du de´placement quadratique moyen E(‖Xn‖2)1/2. On sait par exemple
de´montrer rigoureusement que pour d > 5, ce de´placement croˆıt comme n1/2, comme c’est
le cas pour les marches ale´atoires simples. Pour les dimensions infe´rieures, la question de
la vitesse de croissance est encore ouverte (le de´placement devrait croˆıtre plus rapidement
que n1/2 a` cause des contraintes ge´ome´triques). La conjecture (pour la seconde variante)
est que la croissance est en n3/4 en dimension 2, en nν avec ν ≃ 0.59 en dimension 3, et
en n1/2(log n)1/8 en dimension 4.
Parmi les variantes de ce mode`le, mentionnons les marches ale´atoires attire´es ou re-
pousse´es par les sites de´ja` visite´s, c’est-a`-dire que quand elles passent a` coˆte´ d’un tel site,
la probabilite´ d’y revenir est soit plus grande, soit plus petite que la probabilite´ de choisir
un site jamais encore visite´ (Figure 1.9). On peut e´galement faire de´pendre les probabilite´s
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Figure 1.10. Diagramme de bifurcation de l’application logistique. Pour chaque valeur
du parame`tre λ en abscisse, on a repre´sente´ les valeurs X1001 a` X1100. La condition initiale
est toujours X0 = 1/2.
du nombre de fois qu’un site a de´ja` e´te´ visite´ dans le passe´.
1.6 Syste`mes dynamiques
Les suites de variables i.i.d. forment les processus les plus ale´atoires. A l’autre extreˆme,
on trouve les syste`mes dynamiques, de´finis par
Xn+1 = f(Xn) , (1.6.1)
ou` f est une fonction fixe´e. Dans ce cas, comme
P
{
Xn+1 ∈ A
}
= P
{
Xn ∈ f−1(A)
}
, (1.6.2)
les lois νn des variables ale´atoires Xn e´voluent selon la re`gle simple
νn+1 = νn ◦ f−1 . (1.6.3)
On pourrait penser que ces processus sont plus simples a` analyser, la seule source de hasard
e´tant la distribution de la condition initiale X0. Dans certaines situations, par exemple si
f est contractante, c’est effectivement le cas, mais de manie`re ge´ne´rale il n’en est rien. Par
exemple dans le cas de l’application logistique
f(x) = λx(1− x) , (1.6.4)
le comportement de la suite des Xn est chaotique pour certaines valeurs de λ, en particulier
pour λ = 4. En fait l’existence d’une composante probabiliste tend plutoˆt a` simplifier
l’e´tude de la suite des Xn. Par exemple, pour λ = 4 on connait la mesure de probabilite´
invariante du processus, c’est-a`-dire la mesure ν telle que ν ◦ f−1 = ν.
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Chapitre 2
Construction ge´ne´rale de
processus stochastiques a` temps
discret
2.1 Pre´liminaires et rappels
Rappelons quelques notions de base de the´orie de la mesure et de probabilite´s.
Soit Ω un ensemble non vide, et soit F une tribu sur Ω, c’est-a`-dire une collection de
sous-ensembles de Ω, contenant Ω et stable par re´union de´nombrable et comple´mentaire.
On dit que (Ω,F) forme un espace mesurable.
Une mesure sur (Ω,F) est une application µ : F → [0,∞] telle que µ(∅) = 0 et
satisfaisant
µ
( ∞⋃
n=1
An
)
=
∞∑
n=1
µ(An) (2.1.1)
pour toute famille {An} d’e´le´ments deux a` deux disjoints de F (σ-additivite´). Si µ(Ω) = 1
on dit que c’est une mesure de probabilite´, qu’on notera souvent P. Le triplet (Ω,F ,P) est
appele´ un espace probabilise´.
Si (E, E) est un espace mesurable, une application f : Ω → E est dite F-E-mesurable
si elle satisfait
f−1(A) ∈ F ∀A ∈ E . (2.1.2)
Une variable ale´atoire a` valeurs dans (E, E) sur un espace probabilise´ (Ω,F ,P) est une
application F-E-mesurable X : Ω→ E. Nous aurons souvent affaire au cas E = R , avec E
la tribu des bore´liens B. Dans ce cas nous dirons simplement que X est F-mesurable, et
e´crirons X ⊆ F . La loi d’une variable ale´atoire X a` valeurs dans (E, E) est l’application
PX−1 : E → [0, 1]
A 7→ P(X−1(A)) = P{X ∈ A} . (2.1.3)
L’espe´rance d’une variable ale´atoire X est de´finie comme l’inte´grale de Lebesgue
E(X) =
∫
Ω
X dP . (2.1.4)
Rappelons que cette inte´grale est de´finie en approchant X par une suite de fonctions
e´tage´es Xn =
∑
i ai1Ai , pour lesquelles
∫
ΩXn dP =
∑
i aiP(Ai).
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2.2 Distributions de dimension finie
Soit (E, E) un espace mesurable. L’ensemble En = E ×E × · · · ×E peut eˆtre muni d’une
tribu E⊗n, de´finie comme la tribu engendre´e par tous les e´ve´nements du type
A(i) = {ω ∈ En : ωi ∈ A} , A ∈ E , (2.2.1)
appele´s cylindres. On de´note par EN l’ensemble des applications x : N → E, c’est-a`-dire
l’ensemble des suites (x0, x1, x2, . . . ) a` valeurs dans E. Cet ensemble peut a` nouveau eˆtre
muni d’une tribu construite a` partir de tous les cylindres, note´e E⊗N .
De´finition 2.2.1 (Processus stochastique, distributions de dimension finie).
• Un processus stochastique a` valeurs dans (E, E) est une suite {Xn}n∈N de variables
ale´atoires a` valeurs dans (E, E), de´finies sur un meˆme espace probabilise´ (Ω,F ,P)
(autrement dit, chaque Xn est une application F-E-mesurable de Ω dans E). C’est
donc e´galement une variable ale´atoire a` valeurs dans (EN , E⊗N ).
• Soit Q une mesure de probabilite´ sur (EN , E⊗N ). Les distributions de dimension finie
de Q sont les mesures sur (En+1, E⊗n+1) de´finies par
Q (n) = Q ◦ (π(n))−1 , (2.2.2)
ou` π(n) est la projection π(n) : EN → En+1, (x0, x1, x2, . . . ) 7→ (x0, . . . , xn).
On se convainc facilement que la suite des {Q (n)}n∈N de´termine Q univoquement.
Inverse´ment, pour qu’une suite donne´e {Q (n)}n∈N corresponde effectivement a` une mesure
Q , les Q (n) doivent satisfaire une condition de compatibilite´ :
Soit ϕn la projection ϕn : E
n+1 → En, (x0, . . . , xn) 7→ (x0, . . . , xn−1). Alors on a
π(n−1) = ϕn ◦ π(n), donc pour tout A ∈ E⊗n, (π(n−1))−1(A) = (π(n))−1(ϕ−1n (A)). La
condition de compatibilite´ s’e´crit donc
Q (n−1) = Q (n) ◦ ϕ−1n . (2.2.3)
Le diagramme suivant illustre la situation (toutes les projections e´tant mesurables, on
peut les conside´rer a` la fois comme applications entre ensembles et entre tribus) :
(EN , E⊗N )
π(n)
Q
Q (n)
π(n−1) (En+1, E⊗n+1) [0, 1]
ϕn
Q (n−1)
(En, E⊗n)
2.3 Noyaux markoviens
Nous allons voir comment construire une suite de Q (n) satisfaisant la condition (2.2.3).
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De´finition 2.3.1 (Noyau markovien). Soient (E1, E1) et (E2, E2) deux espaces mesurables.
Un noyau markovien de (E1, E1) vers (E2, E2) est une application K : E1 × E2 → [0, 1]
satisfaisant les deux conditions
1. Pour tout x ∈ E1, K(x, ·) est une mesure de probabilite´ sur (E2, E2).
2. Pour tout A ∈ E2, K(·, A) est une application E1-mesurable.
Exemple 2.3.2.
1. Soit µ une mesure de probabilite´ sur (E2, E2). Alors K de´fini par K(x,A) = µ(A) pour
tout x ∈ E1 est un noyau markovien.
2. Soit f : E1 → E2 une application mesurable. Alors K de´fini par K(x,A) = 1A(f(x))
est un noyau markovien.
3. Soit X = {1, . . . , N} un ensemble fini, et posons E1 = E2 = X et E1 = E2 = P(X ).
Alors K de´fini par
K(i, A) =
∑
j∈A
pij , (2.3.1)
ou` P = (pij)i,j∈X est une matrice stochastique, est un noyau markovien.
Si µ est une mesure de probabilite´ sur (E1, E1) et K est un noyau markovien de (E1, E1)
vers (E2, E2), on de´finit une mesure de probabilite´ µ⊗K sur E1 ⊗ E2 par
(µ⊗K)(A) :=
∫
E1
K(x1, Ax1)µ(dx1) , (2.3.2)
ou` Ax1 = {x2 ∈ E2 : (x1, x2) ∈ A} ∈ E2 est la section de A en x1. On ve´rifie que c’est bien
une mesure de probabilite´. Afin de comprendre sa signification, calculons ses marginales.
Soient π1 et π2 les projections de´finies par πi(x1, x2) = xi, i = 1, 2.
1. Pour tout ensemble mesurable A1 ∈ E1, on a(
(µ⊗K) ◦ π−11
)
(A1) = (µ⊗K)(A1 × E2)
=
∫
E1
1A1(x1)K(x1, E2)µ(dx1)
=
∫
A1
K(x1, E2)µ(dx1) = µ(A1) , (2.3.3)
ou` on a utilise´ le fait que la section (A1 × E2)x1 est donne´e par E2 si x1 ∈ A1, et ∅
sinon. Ceci implique
(µ⊗K) ◦ π−11 = µ . (2.3.4)
La premie`re marginale de µ⊗K est donc simplement µ.
2. Pour tout ensemble mesurable A2 ∈ E2, on a(
(µ⊗K) ◦ π−12
)
(A2) = (µ⊗K)(E1 ×A2)
=
∫
E1
K(x1, A2)µ(dx1) . (2.3.5)
La seconde marginale de µ⊗K s’interpreˆte comme suit: c’est la mesure sur E2 obtenue
en partant avec la mesure µ sur E1, et en “allant de tout x ∈ E1 vers A2 ∈ E2 avec
probabilite´ K(x1, A2)”.
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Enfin, par une variante du the´ore`me de Fubini–Tonelli, on ve´rifie que pour toute fonc-
tion (µ⊗K)-inte´grable f : E1 × E2 → R , on a∫
E1×E2
f d(µ⊗K) =
∫
E1
(∫
E2
f(x1, x2)K(x1, dx2)
)
µ(dx1) . (2.3.6)
Nous pouvons maintenant proce´der a` la construction de la suite {Q (n)}n∈N de distri-
butions de dimension finie, satisfaisant la condition de compatibilite´ (2.2.3). Sur l’espace
mesurable (E, E), on se donne une mesure de probabilite´ ν, appele´e mesure initiale. On se
donne pour tout n ∈ N un noyau markovien Kn de (En+1, E⊗n+1) vers (E, E). On de´finit
alors la suite {Q (n)}n∈N de mesures de probabilite´ sur (En+1, E⊗n+1) re´cursivement par
Q (0) = ν ,
Q (n) = Q (n−1) ⊗Kn−1 , n > 1 . (2.3.7)
Par (2.3.4), on a Q (n) ◦ ϕ−1n = (Q (n−1) ⊗ Kn−1) ◦ ϕ−1n = Q (n−1), donc la condition de
compatibilite´ est bien satisfaite.
L’interpre´tation de (2.3.7) est simplement que chaque noyau markovien Kn de´crit
les probabilite´s de transition entre les temps n et n + 1, et permet ainsi de de´finir une
mesure sur les segments de trajectoire plus longs d’une unite´. Remarquons enfin qu’on
peut e´galement construire pour tout m,n un noyau Kn,m de (E
n, E⊗n) vers (Em, E⊗m) tel
que Q (n+m) = Q (n) ⊗Kn,m.
On peut noter par ailleurs que si ψn : E
n+1 → E de´signe la projection sur la dernie`re
composante (x0, . . . , xn) 7→ xn, alors la formule (2.3.5) montre que la loi de Xn, qui est
donne´e par la marginale νn = Q
(n) ◦ ψ−1n , s’exprime comme
P{Xn ∈ A} = νn(A) =
∫
En
Kn−1(x,A)Q (n−1)(dx) . (2.3.8)
La situation est illustre´e par le diagramme suivant :
(E, E)
ψn
νn
Q (n)
(En+1, E⊗n+1) [0, 1]
ϕn
Q (n−1)
(En, E⊗n)
2.4 Le the´ore`me de Ionescu–Tulcea
Nous donnons maintenant, sans de´monstration, le re´sultat ge´ne´ral assurant la le´gitimite´
de toute la proce´dure.
The´ore`me 2.4.1 (Ionescu–Tulcea). Pour la suite de mesures {Q (n)}n∈N construites
selon (2.3.7), il existe une unique mesure de probabilite´ Q sur (EN , E⊗N ) telle que Q (n) =
Q ◦ (π(n))−1 pour tout n, c’est-a`-dire que les Q (n) sont les distributions de dimension finie
de Q .
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Exemple 2.4.2.
1. Mesures produit: On se donne une suite {µn}n∈N de mesures de probabilite´ sur
l’espace mesurable (E, E). Soit, pour tout n, Q (n) = µ0 ⊗ µ1 ⊗ · · · ⊗ µn la mesure
produit. C’est une mesure de la forme ci-dessus, avec noyau markovien
Kn(x,A) = µn+1(A) ∀x ∈ En, ∀A ∈ E . (2.4.1)
La relation (2.3.8) montre que la loi νn deXn est donne´e par µn. On dit que les variables
ale´atoires Xn sont inde´pendantes. Si tous les µn sont les meˆmes, on dit qu’elles sont
inde´pendantes et identiquement distribue´es (i.i.d.).
2. Syste`me dynamique: On se donne une application mesurable f : E → E, une
mesure de probabilite´ initiale ν sur E. Soit pour tout n le noyau markovien
Kn(x,A) = 1Af(xn) , (2.4.2)
et construisons les Q (n) comme ci-dessus. Alors la formule (2.3.8) montre qu’on a pour
tout A ∈ E
νn+1(A) =
∫
En+1
1Af(xn)Q
(n)(dx)
=
∫
E
1Af(xn)νn(dxn)
=
∫
f−1(A)
νn(dxn) = νn(f
−1(A)) . (2.4.3)
Il suit que
νn = ν ◦ f−n ∀n ∈ N . (2.4.4)
Cette situation correspond a` un syste`me dynamique de´terministe. Par exemple, si f
est bijective et ν = δx0 est concentre´e en un point, on a νn = δfn(x0).
3. Chaˆınes de Markov: Soit X un ensemble fini ou de´nombrable, muni de la tribu
P(X ), et P = (pij)i,j∈X une matrice stochastique sur X , c’est-a`-dire que 0 6 pij 6 1
∀i, j ∈ X et ∑j∈X pij = 1 ∀i ∈ X . On se donne une mesure de probabilite´ ν sur X , et
une suite Q (n) construite a` partir de (2.3.7) avec pour noyaux markoviens
Kn(i[0,n−1], in) = pin−1in . (2.4.5)
Le processus stochastique de mesure Q , dont les distributions de dimension finie sont
les Q (n), est la chaˆıne de Markov sur X de distribution initiale ν et de matrice de
transition P . Dans ce cas la relation (2.3.8) se traduit en
P{Xn ∈ A} = νn(A) =
∑
i∈X
∑
j∈A
pijνn−1({i}) =
∑
j∈A
∑
i∈X
P{Xn−1 = i}pij . (2.4.6)
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Chapitre 3
Filtrations, espe´rance
conditionnelle
3.1 Sous-tribus et filtrations
Soit (Ω,F) un espace mesurable. Une sous-tribu de F est une sous-famille F1 ⊂ F qui
est e´galement une tribu. On dit parfois que la tribu F1 est plus grossie`re que la tribu F ,
et que F est plus fine que F1. On notera que si X est une variable ale´atoire re´elle, on a
l’implication
X ⊆ F1 ⇒ X ⊆ F . (3.1.1)
Une fonction non mesurable peut donc eˆtre rendue mesurable en choisissant une tribu plus
fine.
Exemple 3.1.1.
1. La plus petite sous-tribu de F est la tribu triviale F0 = {∅,Ω}. On remarquera que
si X est mesurable par rapport a` F0, alors la pre´image X−1(y) d’un point y doit
eˆtre e´gale soit a` Ω tout entier, soit a` l’ensemble vide, ce qui implique que X doit
eˆtre constante. En d’autres termes, les variables ale´atoires mesurables par rapport a`
la tribu triviale sont les fonctions constantes.
2. Soit X une variable ale´atoire a` valeurs dans un espace mesurable (E, E). Alors on
ve´rifie aise´ment que
σ(X) :={X−1(A) : A ∈ E} , (3.1.2)
ou` X−1(A) :={ω ∈ Ω: X(ω) ∈ A}, est une sous-tribu de F . C’est la plus petite sous-
tribu de F par rapport a` laquelle X soit mesurable.
3. Si X1, . . . , Xn sont des variables ale´atoires a` valeurs dans (E, E), alors
σ(X1, . . . , Xn) :={(X1, . . . , Xn)−1(A) : A ∈ E⊗n} , (3.1.3)
ou` (X1, . . . , Xn)
−1(A) :={ω ∈ Ω: (X1(ω), . . . , Xn(ω)) ∈ A}, est une sous-tribu de F .
C’est la plus petite sous-tribu de F par rapport a` laquelle les variables ale´atoires
X1, . . . Xn soient toutes mesurables.
L’exemple ci-dessus donne une interpre´tation importante de la notion de sous-tribu.
En effet, σ(X) repre´sente l’ensemble des e´ve´nements qu’on est potentiellement capable de
distinguer en mesurant la variable X. Autrement dit, σ(X) est l’information que X peut
fournir sur l’espace probabilise´.
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De´finition 3.1.2 (Filtration, processus adapte´).
1. Soit (Ω,F ,P) un espace probabilise´. Une filtration de (Ω,F ,P) est une suite croissante
de sous-tribus
F0 ⊂ F1 ⊂ · · · ⊂ Fn ⊂ · · · ⊂ F . (3.1.4)
On dit alors que (Ω,F , {Fn},P) est un espace probabilise´ filtre´.
2. Soit {Xn}n∈N un processus stochastique sur (Ω,F ,P). On dit que le processus est
adapte´ a` la filtration {Fn} si Xn est mesurable par rapport a` Fn pour tout n.
Un choix minimal de filtration adapte´e est la filtration canonique (ou naturelle)
Fn = σ(X0, X1, . . . , Xn) . (3.1.5)
Dans ce cas, Fn repre´sente l’information disponible au temps n, si l’on observe le processus
stochastique.
Exemple 3.1.3. Conside´rons la marche ale´atoire syme´trique sur Z . Dans ce cas, E = Z
et E = P(Z ). Le choix de Ω est arbitraire, il suffit de le prendre “assez grand” pour
distinguer toutes les re´alisations possibles de la marche. Un choix pratique est l’ensemble
Ω = {−1, 1}N des suites infinies de −1 et de 1, avec la convention que le nie`me e´le´ment
de la suite spe´cifie la direction du nie`me pas de la marche. En d’autres termes,
Xn(ω) =
n∑
i=1
ωi . (3.1.6)
La tribu associe´e est F = P({−1, 1})⊗N = {∅, {−1}, {1}, {−1, 1}}⊗N .
Construisons maintenant la filtration naturelle. Tout d’abord, X0 = 0 n’est pas vrai-
ment ale´atoire. Nous avons pour tout A ⊂ Z
X−10 (A) = {ω ∈ Ω: X0 = 0 ∈ A} =
{
∅ si 0 /∈ A ,
Ω si 0 ∈ A , (3.1.7)
de sorte que
F0 = {∅,Ω} (3.1.8)
est la tribu triviale.
Pour n = 1, on observe que (X0, X1)(Ω) = {(0,−1), (0, 1)}. Il y a donc quatre cas a`
distinguer, selon qu’aucun, l’un ou l’autre, ou les deux points appartiennent a` A ⊂ Z 2.
Ainsi,
(X0, X1)
−1(A) =

∅ si (0,−1) /∈ A et (0, 1) /∈ A ,
{ω : ω1 = 1} si (0,−1) /∈ A et (0, 1) ∈ A ,
{ω : ω1 = −1} si (0,−1) ∈ A et (0, 1) /∈ A ,
Ω si (0,−1) ∈ A et (0, 1) ∈ A ,
(3.1.9)
et par conse´quent
F1 = {∅, {ω : ω1 = 1}, {ω : ω1 = −1},Ω} . (3.1.10)
Ceci traduit bien le fait que F1 contient l’information disponible au temps 1 : On sait
distinguer tous les e´ve´nements de´pendant du premier pas de la marche. Les variables
ale´atoires mesurables par rapport a` F1 sont pre´cise´ment celles qui ne de´pendent que de ω1.
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Jusqu’au temps n = 2, il y a quatre trajectoires possibles, puisque (X0, X1, X2)(Ω) =
{(0,−1,−2), (0,−1, 0), (0, 1, 0), (0, 1, 2)}. Il suit par un raisonnement analogue que F2 con-
tient 24 = 16 e´le´ments, qui se distinguent par quels points parmi ces quatre sont contenus
dans A. Les variables ale´atoires mesurables par rapport a` F2 sont pre´cise´ment celles qui
ne de´pendent que de ω1 et ω2.
Il est maintenant facile de ge´ne´raliser a` des n quelconques.
3.2 Espe´rance conditionnelle
Dans cette section, nous fixons un espace probabilise´ (Ω,F ,P) et une sous-tribu F1 ⊂
F . Nous avons vu que F1 repre´sente une information partielle sur l’espace, obtenue par
exemple en observant une variable ale´atoire X1. L’espe´rance conditionnelle d’une variable
ale´atoire X par rapport a` F1 repre´sente la meilleure estimation que l’on puisse faire de la
valeur de X a` l’aide de l’information contenue dans F1.
De´finition 3.2.1 (Espe´rance conditionnelle). Soit X une variable ale´atoire re´elle sur
(Ω,F ,P) telle que E(|X|) < ∞. On appelle espe´rance conditionnelle de X sachant F1, et
on note E(X|F1), toute variable ale´atoire Y satisfaisant les deux conditions
1. Y ⊆ F1, c’est-a`-dire Y est F1-mesurable;
2. pour tout A ∈ F1, on a ∫
A
X dP =
∫
A
Y dP . (3.2.1)
Si Z est une variable ale´atoire re´elle sur (Ω,F ,P), nous abre´geons E(X|σ(Z)) par E(X|Z).
En fait, toute variable ale´atoire Y satisfaisant la de´finition est appele´e une version de
E(X|F1). Le re´sultat suivant tranche la question de l’existence et de l’unicite´ de l’espe´rance
conditionnelle.
The´ore`me 3.2.2.
1. L’espe´rance conditionnelle E(X|F1) existe.
2. L’espe´rance conditionnelle est unique dans le sens que si Y et Y ′ sont deux versions
de E(X|F1), alors Y = Y ′ presque suˆrement.
3. On a E(E(X|F1)) = E(X) et E(|E(X|F1)|) 6 E(|X|).
De´monstration. Commenc¸ons par prouver les assertions du point 3. La premie`re est
un cas particulier de (3.2.1) avec A = Ω. Pour montrer la seconde, soit Y = E(X|F1) et
A = {Y > 0} :={ω ∈ Ω: Y (ω) > 0}. On a A ∈ F1 par mesurabilite´ de Y . Or par (3.2.1),∫
A
Y dP =
∫
A
X dP 6
∫
A
|X| dP ,∫
Ac
−Y dP =
∫
Ac
−X dP 6
∫
Ac
|X| dP . (3.2.2)
Le re´sultat suit en ajoutant ces deux ine´galite´s.
Montrons l’unicite´. Si Y et Y ′ sont deux versions de E(X|F1), alors pour tout A ∈ F1∫
A
Y dP =
∫
A
Y ′ dP . (3.2.3)
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Prenons A = {Y − Y ′ > ε} pour ε > 0. Alors
0 =
∫
A
(Y − Y ′) dP > εP(A) = εP{Y − Y ′ > ε} . (3.2.4)
Comme c’est vrai pour tout ε, on a Y 6 Y ′ presque suˆrement. En interchangeant les roˆles
de Y et Y ′, on obtient l’ine´galite´ inverse, d’ou` on de´duit l’e´galite´ presque suˆre.
Montrons finalement l’existence. Rappelons qu’une mesure ν sur (Ω,F1) est dite ab-
solument continue par rapport a` la mesure µ si µ(A) = 0 implique ν(A) = 0 pour tout
A ∈ F1. On e´crit alors ν ≪ µ. Le the´ore`me de Radon–Nikodym affirme qu’il existe alors
une fonction f ⊆ F1 telle que∫
A
f dµ = ν(A) ∀A ∈ F1 . (3.2.5)
La fonction f est appele´e de´rive´e de Radon–Nikodym et note´e dν/dµ.
Supposons d’abord que X > 0. Posons µ = P et de´finissons ν par
ν(A) =
∫
A
X dP ∀A ∈ F1 , (3.2.6)
de sorte que ν ≪ µ. Nous avons dν/dµ ⊆ F1 et pour tout A ∈ F1∫
A
X dP = ν(A) =
∫
A
dν
dµ
dP . (3.2.7)
Ceci montre que dν/dµ satisfait (3.2.1). De plus, prenant A = Ω on voit que dν/dµ est
inte´grable. Par conse´quent dν/dµ est une version de E(X|F1).
Finalement, un X ge´ne´ral peut se de´composer X = X+ −X− avec X+, X− > 0. Soit
Y1 = E(X
+|F1) et Y2 = E(X−|F1). Alors Y1 − Y2 est F1-mesurable et inte´grable et on a
pour tout A ∈ F1∫
A
X dP =
∫
A
X+ dP−
∫
A
X− dP =
∫
A
Y1 dP−
∫
A
Y2 dP =
∫
A
(Y1 − Y2) dP . (3.2.8)
Ceci montre que Y1 − Y2 est une version de E(X|F1).
Dans la suite, nous allons en ge´ne´ral ignorer l’existence de plusieurs versions de l’espe´-
rance conditionnelle, puisque des variables ale´atoires e´gales presque partout sont indistin-
guables en pratique.
Exemple 3.2.3.
1. Supposons que X soit F1-mesurable. Alors E(X|F1) = X ve´rifie la de´finition. Cela
traduit le fait que F1 contient de´ja` toute l’information sur X.
2. L’autre extreˆme est le cas de l’inde´pendance. Rappelons que X est inde´pendante de
F1 si pour tout A ∈ F1 et tout bore´lien B ⊂ R ,
P
({X ∈ B} ∩A) = P{X ∈ B}P(A) , (3.2.9)
et qu’alors on a E(X1A) = E(X)P(A). Dans ce cas nous avons E(X|F1) = E(X), c’est-
a`-dire qu’en l’absence de toute information, la meilleure estimation que l’on puisse
faire de X est son espe´rance. En particulier, on notera que toute variable ale´atoire est
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inde´pendante de la tribu triviale F0, et que par conse´quent on aura toujours E(X|F0) =
E(X).
Pour ve´rifier la premie`re condition de la de´finition, il suffit d’observer que E(X), e´tant
une constante, est mesurable par rapport a` la tribu triviale F0, donc aussi par rapport
a` F1. Pour ve´rifier la seconde assertion, prenons A ∈ F1. Alors 1A ⊆ F1 et par
inde´pendance∫
A
X dP = E(X1A) = E(X)E(1A) = E(X)P(A) =
∫
A
E(X) dP . (3.2.10)
3. Soit Ω1,Ω2, . . . une partition de Ω telle que P(Ωi) soit strictement positif pour tout i.
Soit F1 = σ(Ω1,Ω2, . . . ) la tribu engendre´e par les Ωi. Alors
E(X|F1)(ω) = E(X1Ωi)
P(Ωi)
=
1
P(Ωi)
∫
Ωi
X dP ∀ω ∈ Ωi . (3.2.11)
Dans ce cas, l’information contenue dans F1 spe´cifie dans quel Ωi on se trouve, et la
meilleure estimation de X est donc sa moyenne sur Ωi.
Pour le ve´rifier, observons d’abord que comme E(X|F1) est constante sur chaque Ωi,
elle est mesurable par rapport a` F1. De plus,∫
Ωi
E(X|F1) dP = E(X1Ωi) =
∫
Ωi
X dP . (3.2.12)
Comme F1 est engendre´e par les Ωi, le re´sultat suit par σ-additivite´.
4. Conside´rons une chaˆıne de Markov {Xn}n∈N sur un ensemble X , de matrice de transi-
tion P = (pi,j), et soit f : X → R une fonction mesurable. Nous pre´tendons que pour
tout n ∈ N ,
E(f(Xn+1)|Xn) =
∑
j∈X
f(j)pXn,j . (3.2.13)
En effet, cette expression e´tant constante sur tout ensemble ou` Xn est constant, elle
est mesurable par rapport a` σ(Xn). De plus, en appliquant (3.2.11) avec la partition
donne´e par Ωi = {ω : Xn = i}, on a pour ω ∈ Ωi
E(f(Xn+1)|Xn)(ω) =
E(f(Xn+1)1{Xn=i})
P{Xn = i}
=
∑
j∈X
f(j)
P{Xn+1 = j,Xn = i}
P{Xn = i}
=
∑
j∈X
f(j)P{Xn+1 = j|Xn = i} =
∑
j∈X
f(j)pi,j . (3.2.14)
Proposition 3.2.4. L’espe´rance conditionnelle a les proprie´te´s suivantes :
1. Line´arite´ : E(aX + Y |F1) = aE(X|F1) + E(Y |F1).
2. Monotonie : Si X 6 Y alors E(X|F1) 6 E(Y |F1).
3. Convergence monotone : Si Xn > 0 est une suite croissante telle que Xn ր X avec
E(X) <∞ alors E(Xn|F1)ր E(X|F1).
4. Ine´galite´ de Jensen : Si ϕ est convexe et E(|X|) et E(|ϕ(X)|) sont finies alors
ϕ(E(X|F1)) 6 E(ϕ(X)|F1) . (3.2.15)
5. Contraction dans Lp pour p > 1 : E(|E(X|F1)|p) 6 E(|X|p).
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Nous laissons la preuve en exercice. Le re´sultat suivant de´crit comment les espe´rances
conditionnelles se comportent par rapport a` des sous-tribus. Il dit en re´sume´ que c’est
toujours la tribu la plus grossie`re qui l’emporte.
Proposition 3.2.5. Si F1 ⊂ F2, alors
1. E(E(X|F1)|F2) = E(X|F1);
2. E(E(X|F2)|F1) = E(X|F1).
De´monstration. Pour montrer la premie`re identite´, il suffit de noter que E(X|F1) ⊆ F2
et d’appliquer le premier point de l’exemple 3.2.3. Pour la seconde relation, on observe
que pour tout A ∈ F1 ⊂ F2,∫
A
E(X|F1) dP =
∫
A
X dP =
∫
A
E(X|F2) dP , (3.2.16)
la premie`re e´galite´ suivant de E(X|F1) ⊆ F1 et la seconde de E(X|F2) ⊆ F2.
Le re´sultat suivant montre que les variables ale´atoires F1-mesurables se comportent
comme des constantes relativement aux espe´rances conditionnelles par rapport a` F1.
The´ore`me 3.2.6. Si X ⊆ F1 et E(|Y |),E(|XY |) <∞, alors
E(XY |F1) = XE(Y |F1) . (3.2.17)
De´monstration. Le membre de droite e´tant F1-mesurable, la premie`re condition de la
de´finition est ve´rifie´e. Pour ve´rifier la seconde condition, nous commenc¸ons par conside´rer
le cas X = 1B avec B ∈ F1. Alors pour tout A ∈ F1 on a∫
A
1B E(Y |F1) dP =
∫
A∩B
E(Y |F1) dP =
∫
A∩B
Y dP =
∫
A
1B Y dP . (3.2.18)
Ceci montre que la seconde condition est ve´rifie´e pour des fonctions indicatrices. Par
line´arite´, elle est aussi vraie pour des fonctions e´tage´es
∑
ai1Bi . Le the´ore`me de conver-
gence monotone permet d’e´tendre le re´sultat aux variables X,Y > 0. Enfin, pour le cas
ge´ne´ral, il suffit de de´composer X et Y en leurs parties positive et ne´gative.
Enfin, le re´sultat suivant montre que l’espe´rance conditionnelle peut eˆtre conside´re´e
comme une projection de L2(F) = {Y ⊆ F : E(Y 2) <∞} dans L2(F1).
The´ore`me 3.2.7. Si E(X2) < ∞, alors E(X|F1) est la variable Y ⊆ F1 qui minimise
E((X − Y )2).
De´monstration. Pour tout Z ∈ L2(F1), le the´ore`me pre´ce´dent montre que ZE(X|F1) =
E(ZX|F1). Prenant l’espe´rance, on obtient
E
(
ZE(X|F1)
)
= E
(
E(ZX|F1)
)
= E(ZX) , (3.2.19)
ou encore
E
(
Z[X − E(X|F1)]
)
= 0 . (3.2.20)
Si Y = E(X|F1) + Z ⊆ F1, alors
E
(
(X − Y )2) = E((X − E(X|F1)− Z)2) = E((X − E(X|F1))2)+ E(Z2) , (3.2.21)
qui est minimal quand Z = 0.
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3.3 Exercices
Exercice 3.1. Dans une expe´rience consistant a` jeter deux te´trae`dres parfaitement syme´-
triques, dont les faces sont nume´rote´es de 1 a` 4, on conside`re les variables ale´atoires X,
e´gale a` la somme des points, et Y , e´gale a` leur diffe´rence (en valeur absolue).
1. Spe´cifier un espace probabilise´ permettant de de´crire cette expe´rience.
2. De´terminer la loi conjointe de X et Y ainsi que leurs espe´rances.
3. Calculer E(X|Y ) et E(Y |X).
Exercice 3.2. On jette un de´ syme´trique, puis on jette une pie`ce de monnaie autant de
fois que le de´ indique de points. Soit X le nombre de Pile obtenus. De´terminer E(X).
Exercice 3.3. Soit (Ω,F ,P) un espace probabilise´, et F1 une sous-tribu de F . Pour tout
A ∈ F , on pose P(A|F1) = E(1A|F1). Montrer l’ine´galite´ de Bienayme´–Chebyshev
P
({|X| > a} ∣∣ F1) 6 1
a2
E(X2|F1) .
Exercice 3.4. Soient X,Y des variables ale´atoires re´elles inte´grables telles que XY soit
e´galement inte´grable. Montrer les implications :
X,Y inde´pendantes ⇒ E(Y |X) = E(Y )⇒ E(XY ) = E(X)E(Y ).
Indication : Commencer par conside´rer des fonctions indicatrices.
Exercice 3.5. Soient X et Y des variables ale´atoires a` valeurs dans {−1, 0, 1}. Exprimer
les trois conditions de l’exercice 3.4 a` l’aide de la loi conjointe de X et Y . Donner des
contre-exemples aux implications inverses.
Indication : On peut supposer E(Y ) = 0.
Exercice 3.6. Soit (Ω,F ,P) un espace probabilise´, et F1 ⊂ F2 des sous-tribus de F .
1. Montrer que
E
(
[X − E(X|F2)]2
)
+ E
(
[E(X|F2)− E(X|F1)]2
)
= E
(
[X − E(X|F1)]2
)
2. On pose Var(X|F1) = E(X2|F1)− E(X|F1)2. Montrer que
Var(X) = E
(
Var(X|F1)
)
+Var
(
E(X|F1)
)
.
3. Soit Y1, Y2, . . . une suite de variables ale´atoires i.i.d. d’espe´rance µ et de variance σ
2.
Soit N une variable ale´atoire a` valeurs dans N , inde´pendante de tous les Yi. Soit
finalement X = Y1 + Y2 + · · ·+ YN . Montrer que
Var(X) = σ2E(N) + µ2Var(N) .
4. De´terminer la variance de la variable ale´atoire X de l’exercice 3.2.
Exercice 3.7. Soit (Ω,F ,P) un espace probabilise´, et G une sous-tribu de F . On conside`re
deux variables ale´atoires X et Y telles que
E(Y |G) = X et E(X2) = E(Y 2)
1. Calculer Var(Y −X|G).
2. En de´duire Var(Y −X).
3. Que peut-on en de´duire sur la relation entre X et Y ?
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Exercice 3.8 (Le processus ponctuel de Poisson). Un processus ponctuel de Poisson
d’intensite´ λ > 0 est un processus {Nt}t>0 tel que
i. N0 = 0;
ii. pour t > s > 0, Nt −Ns est inde´pendant de Ns;
iii. pour t > s > 0, Nt −Ns suit une loi de Poisson de parame`tre λ(t− s):
P{Nt −Ns = k} = e−λ(t−s) (λ(t− s))
k
k!
, k ∈ N .
On se donne des variables ale´atoires i.i.d. {ξk}k∈N a` valeurs dans N et de carre´ inte´grables.
Soit
Xt =
Nt∑
k=1
ξk .
1. Calculer E(Xt).
2. Calculer Var(Xt).
Chapitre 4
Martingales
Le nom martingale est synonime de jeu e´quitable, c’est-a`-dire d’un jeu ou` le gain que
l’on peut espe´rer faire en tout temps ulte´rieur est e´gal a` la somme gagne´e au moment
pre´sent. En probabilite´s, on appelle donc martingale un processus stochastique {Xn}n tel
que l’espe´rance conditionnelle E(Xm|Xn) est e´gale a` Xn pour toutm > n. Les martingales,
ainsi que leurs variantes les sous-martingales et les surmartingales, jouissent de nombreuses
proprie´te´s qui les rendent tre`s utiles dans l’e´tude de processus stochastiques plus ge´ne´raux.
Nous allons voir quelques-unes de ces proprie´te´s dans ce chapitre et les suivants.
4.1 Definitions et exemples
De´finition 4.1.1 (Martingale, sous- et surmartingale). Soit (Ω,F , {Fn}n,P) un espace
probabilise´ filtre´. Une martingale par rapport a` la filtration {Fn}n est un processus stochas-
tique {Xn}n∈N tel que
1. E(|Xn|) <∞ pour tout n ∈ N ;
2. {Xn}n est adapte´ a` la filtration {Fn}n;
3. E(Xn+1|Fn) = Xn pour tout n ∈ N .
Si la dernie`re condition est remplac¸e´e par E(Xn+1|Fn) 6 Xn on dit que {Xn}n est une
surmartingale, et si elle est remplac¸e´e par E(Xn+1|Fn) > Xn on dit que c’est une sous-
martingale.
On notera qu’en termes de jeu, une surmartingale est de´favorable au joueur, alors
qu’une sous-martingale lui est favorable (la terminologie vient de la notion de fonction
sous-harmonique).
Exemple 4.1.2.
1. Soit {Xn}n la marche ale´atoire syme´trique sur Z , et soit Fn = σ(X0, . . . , Xn) la
filtration canonique. On remarque que Xn+1 − Xn est inde´pendant de Fn, ce qui
permet d’e´crire
E(Xn+1|Fn) = E(Xn|Fn) + E(Xn+1 −Xn|Fn) = Xn + E(Xn+1 −Xn) = Xn , (4.1.1)
montrant que la marche ale´atoire syme´trique est une martingale. Cela traduit le fait
que si l’on sait ou` se trouve la marche au temps n, alors la meilleure estimation de sa
position aux temps ulte´rieurs est donne´e par celle au temps n.
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2. Soit X ⊂ R un ensemble de´nombrable, et soit {Xn}n une chaˆıne de Markov sur X , de
matrice de transition P = (pi,j)i,j∈X . Alors l’e´quation (3.2.13) implique
E(Xn+1|Fn) =
∑
j∈X
jpXn,j . (4.1.2)
Par conse´quent la chaˆıne est une martingale si
∑
j jpi,j = i pour tout i ∈ X , une
surmartingale si
∑
j jpi,j 6 i pour tout i ∈ X , et une sous-martingale si
∑
j jpi,j > i
pour tout i ∈ X . Comme ∑j pi,j = 1, la condition d’eˆtre une martingale peut aussi
s’e´crire
∑
j(j− i)pi,j = 0 (respectivement 6 0 pour une surmartingale et > 0 pour une
sous-martingale).
3. Urne de Polya : On conside`re une urne contenant r boules rouges et v boules vertes.
De manie`re re´pe´te´e, on tire une boule de l’urne, puis on la remet en ajoutant un
nombre fixe´ c de boules de la meˆme couleur. Soit rn le nombre de boules rouges apre`s
le nie`me tirage, vn le nombre de boules vertes, et Xn = rn/(rn + vn) la proportion de
boules rouges. On aura donc
Xn+1 =

rn + c
rn + vn + c
avec probabilite´
rn
rn + vn
= Xn ,
rn
rn + vn + c
avec probabilite´
vn
rn + vn
= 1−Xn ,
(4.1.3)
de sorte que
E(Xn+1|Xn) = rn + c
rn + vn + c
rn
rn + vn
+
rn
rn + vn + c
vn
rn + vn
=
rn
rn + vn
= Xn . (4.1.4)
La suite {Xn}n est donc une martingale (par rapport a` la filtration canonique).
4.2 Ine´galite´s
Commenc¸ons par ve´rifier que le fait de ne faire intervenir que des temps conse´cutifs n et
n+1 dans la de´finition n’est pas une restriction, mais que la monotonie s’e´tend a` tous les
temps.
Proposition 4.2.1. Si {Xn}n est une surmartingale (respectivement une sous-martingale,
une martingale), alors
E(Xn|Fm) 6 Xm ∀n > m > 0 (4.2.1)
(respectivement E(Xn|Fm) > Xm, E(Xn|Fm) = Xm).
De´monstration. Conside´rons le premier cas. Le re´sultat suit de la de´finition si n = m+1.
Si n = m+ k avec k > 2, alors par la Proposition 3.2.5,
E(Xm+k|Fm) = E(E(Xm+k|Fm+k−1)|Fm) 6 E(Xm+k−1|Fm) . (4.2.2)
Le re´sultat suit alors par re´currence. Si {Xn}n est une sous-martingale, il suffit d’observer
que {−Xn}n est une surmartingale et d’appliquer la line´arite´. Enfin, si {Xn}n est une
martingale, alors c’est a` la fois une surmartingale et une sous-martingale, d’ou` la conclusion
(ce raisonnement en trois pas est typique pour les martingales).
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Un deuxie`me type important d’ine´galite´ s’obtient en appliquant une fonction convexe
a` un processus. Nous e´noncerons simplement les re´sultats dans l’un des trois cas sur-
sous- ou martingale, mais souvent d’autres ine´galite´s s’obtiennent dans les autres cas par
line´arite´.
Proposition 4.2.2.
1. Soit Xn une martingale par rapport a` Fn, et soit ϕ une fonction convexe telle que
E(|ϕ(Xn)|) <∞ pour tout n. Alors ϕ(Xn) est une sous-martingale par rapport a` Fn.
2. Soit Xn une sous-martingale par rapport a` Fn et ϕ une fonction convexe croissante
telle que E(|ϕ(Xn)|) < ∞ pour tout n. Alors ϕ(Xn) est une sous-martingale par
rapport a` Fn.
De´monstration.
1. Par l’ine´galite´ de Jensen, E(ϕ(Xn+1)|Fn) > ϕ(E(Xn+1|Fn)) = ϕ(Xn).
2. Par l’ine´galite´ de Jensen, E(ϕ(Xn+1)|Fn) > ϕ(E(Xn+1|Fn)) > ϕ(Xn).
Plusieurs cas particuliers de fonctions ϕ joueront un roˆle dans la suite. Pour deux
nombres re´els a et b, nous notons a ∧ b leur minimum et a ∨ b leur maximum. De plus,
a+ = a ∨ 0 de´note la partie positive de a et a− = (−a) ∨ 0 sa partie ne´gative.
Corollaire 4.2.3.
1. Si p > 1 et Xn est une martingale telle que E(|Xn|p) < ∞ pour tout n, alors |Xn|p
est une sous-martingale.
2. Si Xn est une sous-martingale, alors (Xn − a)+ est une sous-martingale.
3. Si Xn est une surmartingale, alors Xn ∧ a est une surmartingale.
4.3 De´composition de Doob, processus croissant
De´finition 4.3.1 (Processus pre´visible). Soit {Fn}n>0 une filtration. Une suite {Hn}n>0
est un processus pre´visible si Hn ⊆ Fn−1 pour tout n > 1.
La notion de pre´visibilite´ se comprend facilement dans le cadre de la the´orie des jeux
(et par conse´quent e´galement dans celle des marche´s financiers, ce qui est essentiellement
pareil). Supposons en effet qu’un joueur mise de manie`re re´pe´te´e sur le re´sultat d’une
expe´rience ale´atoire, telle que le jet d’une pie`ce de monnaie. Une strate´gie est une manie`re
de de´cider la somme mise´e a` chaque tour, en fonction des gains pre´ce´dents. Par exemple, le
joueur peut de´cider de doubler la mise a` chaque tour, ou de miser une proportion fixe´e de
la somme qu’il a gagne´e. Toute strate´gie doit eˆtre pre´visible, car elle ne peut pas de´pendre
de re´sultats futurs du jeu. De meˆme, un investisseur de´cide de la manie`re de placer ses
capitaux en fonction de l’information disponible au temps pre´sent, a` moins de commettre
une de´lit d’initie´.
Conside´rons le cas particulier ou` le joueur gagne un euro pour chaque euro mise´ si la
pie`ce tombe sur Pile, et perd chaque euro mise´ si elle tombe sur Face. Soit Xn la somme
totale qu’aurait gagne´e au temps n un joueur misant un Euro a` chaque coup. Un joueur
suivant la strate´gie H aura alors gagne´ au temps n la somme
(H ·X)n :=
n∑
m=1
Hm(Xm −Xm−1) , (4.3.1)
puisque Xm −Xm−1 vaut 1 ou −1 selon que la pie`ce est tombe´e sur Pile au Face lors du
nie`me jet. Le re´sultat suivant affirme qu’il n’existe pas de strate´gie gagnante dans ce jeu.
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Proposition 4.3.2. Soit {Xn}n>0 une surmartingale et Hn un processus pre´visible, non-
ne´gatif et borne´ pour tout n. Alors (H ·X)n est une surmartingale.
De´monstration. Comme Hn+1 ⊆ Fn et (H · X)n ⊆ Fn, la line´arite´ de l’espe´rance
conditionnelle implique
E((H ·X)n+1|Fn) = (H ·X)n + E(Hn+1(Xn+1 −Xn)|Fn)
= (H ·X)n +Hn+1E(Xn+1 −Xn|Fn) 6 (H ·X)n , (4.3.2)
puisque Hn+1 > 0 et E(Xn+1 −Xn|Fn) = E(Xn+1|Fn)−Xn 6 0.
La de´composition de Doob permet d’e´crire une sous-martingale comme la somme d’une
martingale et d’un processus pre´visible.
Proposition 4.3.3 (De´composition de Doob). Toute sous-martingale {Xn}n>0 peut eˆtre
e´crite d’une manie`re unique comme Xn =Mn +An, ou` Mn est une martingale et An est
un processus pre´visible croissant tel que A0 = 0.
De´monstration. La preuve est parfaitement constructive. Supposons d’abord que la
de´composition existe, avec E(Mn|Fn−1) =Mn−1 et An ⊆ Fn−1. Alors ne´cessairement
E(Xn|Fn−1) = E(Mn|Fn−1) + E(An|Fn−1)
=Mn−1 +An = Xn−1 −An−1 +An . (4.3.3)
Il en re´sulte les deux relations
An = An−1 + E(Xn|Fn−1)−Xn−1 (4.3.4)
et
Mn = Xn −An . (4.3.5)
Ces deux relations de´finissent Mn et An univoquement. En effet, A0 = 0 et donc M0 = X0
par hypothe`se, de sorte que tous les Mn et An sont de´finis par re´currence. Le fait que Xn
est une sous-martingale implique que An > An−1 > 0. Par re´currence, An ⊆ Fn−1. Enfin,
E(Mn|Fn−1) = E(Xn −An|Fn−1)
= E(Xn|Fn−1)−An = Xn−1 −An−1 =Mn−1 , (4.3.6)
ce qui montre que Mn est bien une martingale.
Un cas particulier important se pre´sente si Xn est une martingale telle que X0 = 0
et E(X2n) < ∞ pour tout n. Dans ce cas, le Corollaire 4.2.3 implique que X2n est une
sous-martingale. La de´composition de Doob de X2n s’e´crit alors
X2n =Mn +An , (4.3.7)
ou` Mn est une martingale, et (4.3.4) implique
An =
n∑
m=1
E(X2m|Fm−1)−X2m−1 =
n∑
m=1
E((Xm −Xm−1)2|Fm−1) . (4.3.8)
De´finition 4.3.4 (Processus croissant). Le processus pre´visible (4.3.8) est appele´ le pro-
cessus croissant ou le crochet, ou encore le compensateur de Xn, et note´ 〈X〉n.
Le processus croissant 〈X〉n est une mesure de la variance de la trajectoire jusqu’au
temps n. Nous verrons que sous certaines conditions, 〈X〉n converge vers une variable
ale´atoire 〈X〉∞, qui mesure alors la variance totale des trajectoires.
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4.4 Exercices
Exercice 4.1. Soient Y1, Y2, . . . des variables i.i.d., et soit Xn =
∏n
m=1 Ym. Sous quelle
condition la suite Xn est-elle une surmartingale? Une sous-martingale? Une martingale?
Exercice 4.2. Soit (Ω,F , {Fn},P) un espace probabilise´ filtre´, et Xn =
∑n
m=1 1Bm , avec
Bn ∈ Fn ∀n.
1. Montrer que Xn est une sous-martingale.
2. Donner la de´composition de Doob de Xn.
3. Particulariser au cas Fn = σ(X1, . . . , Xn).
Exercice 4.3 (Urne de Polya). On conside`re le mode`le d’urne de Polya, avec parame`tres
(r, v, c).
1. De´terminer la loi de la proportion de boules vertes Xn dans le cas r = v = c = 1.
2. Dans le cas ge´ne´ral, exprimer le processus croissant 〈X〉n en fonction des Xm et du
nombre total de boules Nm aux temps m 6 n.
3. Montrer que limn→∞〈X〉n <∞.
Exercice 4.4 (Martingales et fonctions harmoniques). Une fonction continue f : C → R
est dite sous-harmonique si pour tout z ∈ C et tout r > 0,
f(z) 6
1
2π
∫ 2π
0
f(z + r eiθ) dθ .
f est dite surharmonique si −f est sous-harmonique, et harmonique si elle est a` la fois
sous-harmonique et surharmonique.
On fixe r > 0. Soit {Un}n>1 une suite de variables ale´atoires i.i.d. de loi uniforme sur
{z ∈ C : |z| = r}, et soit Fn la tribu engendre´e par (U1, . . . , Un). Pour tout n > 1 on pose
Xn = U1 + · · ·+ Un et Yn = f(Xn) .
1. Sous quelle condition sur f la suite {Yn}n>1 est-elle une sous-martingale, une sur-
martingale, ou une martingale?
2. Que se passe-t-il si f est la partie re´elle d’une fonction analytique?
Exercice 4.5 (Le processus de Galton–Watson). On se donne des variables ale´atoires i.i.d.
{ξn,i}n,i>1 a` valeurs dans N . On note leur distribution pk = P{ξn,i = k}, leur espe´rance
µ > 0 et leur variance σ2. On notera Fn la filtration Fn = σ{ξi,m,m 6 n}.
On de´finit un processus {Zn}n>0 par Z0 = 1 et pour n > 0
Zn+1 =
{
ξ1,n+1 + · · ·+ ξZn,n+1 si Zn > 0 ,
0 sinon .
Ce processus mode´lise l’e´volution d’une population avec initialement Z0 = 1 individu, et
dans laquelle chaque individu i donne naissance au temps n a` un nombre ale´atoire ξn,i
d’enfants, inde´pendemment et avec la meˆme loi que tous les autres individus.
1. Montrer que Xn = Zn/µ
n est une martingale par rapport a` Fn.
2. Montrer que si µ < 1, alors P{Zn = 0} → 1 lorsque n→∞, et donc Xn → 0.
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3. On suppose µ > 1. Soit ϕ(s) = E(sξi,n) =
∑∞
k=0 pks
k la fonction ge´ne´ratrice de la
distribution d’enfants.
(a) Montrer que ϕ est croissante et convexe sur [0, 1].
(b) Soit θm = P{Zm = 0}. Montrer que P{Zm = 0|Z1 = k} = θkm−1 et en de´duire que
θm = ϕ(θm−1).
(c) Montrer que ϕ admet un unique point fixe ρ sur [0, 1).
(d) Montrer que θm ր ρ lorsque m→∞.
En de´duire que P{Zn > 0 ∀n} = 1− ρ > 0.
4. Galton et Watson on introduit leur mode`le afin de de´crire la survie de noms de famille.
Au XVIIIe sie`cle, ces noms n’e´taient transmis que par les enfants de sexe masculin.
On suppose que chaque famille a trois enfants, dont le sexe est de´termine´ par une
loi de Bernoulli de parame`tre 1/2. Le nombre de descendants maˆles est donc de´crit
par un processus de Galton–Watson de loi binomiale p0 = p3 = 1/8, p1 = p2 = 3/8.
De´terminer la probabilite´ de survie du nom de famille.
5. De´terminer le processus croissant 〈X〉n de Xn. Calculer limn→∞〈X〉n.
Chapitre 5
Temps d’arreˆt
Dans un jeu de hasard, un temps d’arreˆt est un temps lors duquel le joueur de´cide d’arreˆter
de jouer, selon un crite`re ne de´pendant que du passe´ et du pre´sent. Il peut par exemple
de´cider d’arreˆter de jouer de`s qu’il a de´pense´ tout son capital, de`s qu’il a gagne´ une certaine
somme, de`s qu’il a gagne´ un certain nombre de fois successives, ou selon toute combinaison
de ces crite`res. Les temps d’arreˆt ont donc deux proprie´te´s importantes : ils sont ale´atoires,
puisqu’ils de´pendent du de´roulement ante´rieur du jeu, et ils ne peuvent pas de´pendre du
futur, puisque le joueur doit a` tout moment pouvoir de´cider s’il arreˆte ou non.
5.1 De´finition et exemples
De´finition 5.1.1 (Temps d’arreˆt). Soit {Xn}n∈N un processus stochastique et soit Fn =
σ(X0, . . . , Xn) la filtration canonique. Une variable ale´atoire N a` valeurs dans N = N ∪
{∞} est un temps d’arreˆt si {N = n} ∈ Fn pour tout n ∈ N .
La condition {N = n} ∈ Fn signifie qu’avec l’information disponible au temps n, on
doit pouvoir de´cider si oui ou non l’e´ve´nement {N = n} est re´alise´. En d’autres termes,
un temps d’arreˆt ne “peut pas voir dans le futur”.
Exemple 5.1.2.
1. Si N est constante presque suˆrement, alors c’est un temps d’arreˆt.
2. Supposons que Xn soit re´el, et soit B ⊂ R un bore´lien. Alors le temps de premie`re
atteinte de B
NB = inf{n ∈ N : Xn ∈ B} (5.1.1)
est un temps d’arreˆt (par convention, on pose NB =∞ si le processus n’atteint jamais
l’ensemble B). Pour le ve´rifier, il suffit d’observer qu’on a la de´composition
{NB = n} =
n−1⋂
k=0
{Xk ∈ Bc} ∩ {Xn ∈ B} ∈ Fn . (5.1.2)
3. Le temps de dernier passage dans B avant un temps fixe´ m,
sup{n 6 m : Xn ∈ B} (5.1.3)
n’est pas un temps d’arreˆt. En effet, si par exemple Xn ∈ B pour un n < m,
l’information disponible au temps n ne permet pas de dire si oui ou non le processus
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repassera dans l’ensemble B jusqu’au temps m. Un joueur ne peut pas de´cider qu’il
jouera jusqu’au dernier tour avant le centie`me lors duquel il posse´dera au moins 100
Euros!
Proposition 5.1.3.
1. Soient N et M des temps d’arreˆt. Alors N ∧M et N ∨M sont des temps d’arreˆt.
2. Soit Nk, k ∈ N , une suite de temps d’arreˆt telle que Nk ր N . Alors N est un temps
d’arreˆt.
Nous laissons la preuve en exercice.
De´finition 5.1.4 (Tribu des e´ve´nements ante´rieurs). Soit N un temps d’arreˆt. Alors la
tribu
FN = {A ∈ F : A ∩ {N = n} ∈ Fn ∀n <∞} (5.1.4)
est appele´e la tribu des e´ve´nements ante´rieurs a` N .
Proposition 5.1.5. Soient N et M deux temps d’arreˆt tels que M 6 N . Alors FM ⊂ FN .
De´monstration. Soit A ∈ FM . Alors pour tout n > 0, N = n implique M 6 n d’ou`
A ∩ {N = n} = A ∩ {M 6 n} ∩ {N = n} ∈ Fn , (5.1.5)
puisque A ∩ {M 6 n} = ⋃nk=0(A ∩ {M = k}) ∈ Fn et {N = n} ∈ Fn.
5.2 Processus arreˆte´, ine´galite´ de Doob
De´finition 5.2.1 (Processus arreˆte´). Soit {Fn}n une filtration, {Xn}n un processus adapte´
a` la filtration et N un temps d’arreˆt. On appelle processus arreˆte´ en N le processus XN
de´fini par
XNn = XN∧n . (5.2.1)
Si par exemple N est le temps de premie`re atteinte d’un ensemble B, alors XN est le
processus obtenu en “gelant” X a` l’endroit ou` il atteint B pour la premie`re fois.
Proposition 5.2.2. Si N est un temps d’arreˆt et Xn est une surmartingale (par rapport
a` la meˆme filtration Fn), alors le processus arreˆte´ XN∧n est une surmartingale.
De´monstration. Conside´rons le processus Hn = 1{N>n}. Puisque l’on a {N > n} =
{N 6 n− 1}c ∈ Fn−1, le processus Hn est pre´visible. De plus, il est e´videmment borne´ et
non-ne´gatif. Par la proposition 4.3.2, (H ·X)n est une surmartingale. Or nous avons
(H ·X)n =
n∑
m=1
1{N>m}(Xm −Xm−1) =
N∧n∑
m=1
(Xm −Xm−1) = XN∧n −X0 , (5.2.2)
donc XN∧n = X0 + (H ·X)n est une surmartingale.
Il suit directement de ce re´sultat que si Xn est une sous-martingale (respectivement
une martingale), alors XN∧n est une sous-martingale (respectivement une martingale).
Corollaire 5.2.3. Soit Xn une sous-martingale et soit N un temps d’arreˆt satisfaisant
P{N 6 k} = 1 pour un k ∈ N . Alors
E(X0) 6 E(XN ) 6 E(Xk) . (5.2.3)
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De´monstration. Comme XN∧n est une sous-martingale, on a
E(X0) = E(XN∧0) 6 E(XN∧k) = E(XN ) . (5.2.4)
Pour prouver la seconde ine´galite´, nous imitons la preuve de la proposition en utilisant
Kn = 1 − Hn, c’est-a`-dire Kn = 1{N<n} = 1{N6n−1}. C’est e´galement un processus
pre´visible, donc (K ·X)n est une sous-martingale (car −Xn est une surmartingale). Or
(K ·X)n =
n∑
m=1
1{N6m−1}(Xm −Xm−1) =
n∑
m=N+1
(Xm −Xm−1) = Xn −XN∧n , (5.2.5)
donc, comme N ∧ k = N presque suˆrement,
E(Xk)− E(XN ) = E((K ·X)k) > E((K ·X)0) = 0 , (5.2.6)
d’ou` la seconde ine´galite´.
Nous sommes maintenant en mesure de prouver l’ine´galite´ de Doob, qui est tre`s utile,
notamment pour estimer le supremum d’un processus stochastique. Dans la suite, nous
posons
Xn = max
06m6n
X+m = max
06m6n
Xm ∨ 0 . (5.2.7)
The´ore`me 5.2.4 (Ine´galite´ de Doob). Soit Xn une sous-martingale. Alors pour tout
λ > 0, on a
P
{
Xn > λ
}
6
1
λ
E
(
Xn1{Xn>λ}
)
6
1
λ
E
(
X+n
)
. (5.2.8)
De´monstration. Soit A = {Xn > λ} et N = inf{m : Xm > λ} ∧ n. Alors
λP(A) = E(λ1A) 6 E(XN1A) 6 E(Xn1A) 6 E(X
+
n ) . (5.2.9)
La premie`re ine´galite´ suit du fait que XN > λ dans A. La seconde vient du fait que
XN = Xn sur A
c et que E(XN ) 6 E(Xn) par le corollaire 5.2.3. La dernie`re ine´galite´ est
triviale.
L’inte´reˆt de cette ine´galite´ est qu’elle permet de majorer une quantite´ faisant intervenir
tout le processus jusqu’au temps n par une quantite´ ne de´pendant que de Xn, qui est
souvent beaucoup plus simple a` estimer.
Exemple 5.2.5. Soient ξ1, ξ2, . . . des variables inde´pendantes d’espe´rance nulle et vari-
ance finie, et soit Xn =
∑n
m=1 ξm. Alors Xn est une martingale (la preuve est la meˆme
que pour la marche ale´atoire syme´trique sur Z dans l’exemple 4.1.2), donc X2n est une
sous-martingale. Une application de l’ine´galite´ de Doob donne l’ine´galite´ de Kolmogorov
P
{
max
16m6n
|Xm| > λ
}
= P
{
max
16m6n
X2m > λ
2
}
6
1
λ2
E
(
X2n
)
=
1
λ2
Var(Xn) . (5.2.10)
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Une autre application de l’ine´galite´ de Doob est l’ine´galite´ du maximum Lp :
The´ore`me 5.2.6. Si Xn est une sous-martingale, alors pour tout p > 1
E
(
Xpn
)
6
(
p
p− 1
)p
E
(
[X+n ]
p
)
. (5.2.11)
De´monstration. Soit M > 0 une constante, que nous allons faire tendre vers l’infini a`
la fin de la preuve. Alors, par inte´gration par parties,
E
(
[Xn ∧M ]p
)
=
∫ ∞
0
pλp−1P
{
Xn ∧M > λ
}
dλ
6
∫ ∞
0
pλp−1
1
λ
E
(
X+n 1{Xn∧M>λ}
)
dλ
=
∫ ∞
0
pλp−2
∫
X+n 1{Xn∧M>λ} dP dλ
=
∫
X+n
∫ Xn∧M
0
pλp−2 dλ dP
=
p
p− 1
∫
X+n [Xn ∧M ]p−1 dP
=
p
p− 1E
(
X+n [Xn ∧M ]p−1
)
6
p
p− 1
[
E(|X+n |p)
]1/p[
E(|Xn ∧M |p)
](p−1)/p
. (5.2.12)
La dernie`re ine´galite´ provient de l’ine´galite´ de Ho¨lder. Divisant les deux coˆte´s de l’ine´galite´
par [E(|Xn ∧M |p)](p−1)/p et e´levant a` la puissance p, on trouve
E
(|Xn ∧M |p) 6 ( p
p− 1
)p
E
(
[X+n ]
p
)
, (5.2.13)
et le re´sultat suit du the´ore`me de la convergence domine´e, en faisant tendre M vers
l’infini.
Corollaire 5.2.7. Si Yn est une martingale, alors
E
([
max
06m6n
|Ym|
]p)
6
(
p
p− 1
)p
E
(|Yn|p) . (5.2.14)
5.3 Exercices
Exercice 5.1. De´montrer la Proposition 5.1.3 :
1. Si N et M sont des temps d’arreˆt, alors N ∧M et N ∨M sont des temps d’arreˆt.
2. Si Nk, k ∈ N , est une suite de temps d’arreˆt telle que Nk ր N , alors N est un temps
d’arreˆt.
Exercice 5.2. Soient ξ1, ξ2, . . . des variables ale´atoires i.i.d. telles que E(ξm) = 0, et soit
la martingale Xn =
∑n
m=1 ξm. On se donne λ > 0, et soit
Pn(λ) = P
{
max
16m6n
|Xm| > λ
}
.
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1. On suppose les ξm de variance finie. Donner une majoration de Pn(λ) en appliquant
l’ine´galite´ de Doob a` X2n.
2. Ame´liorer la borne pre´ce´dente en appliquant l’ine´galite´ de Doob a` (Xn + c)
2 et en
optimisant sur c.
3. On suppose que les ξm suivent une loi normale centre´e re´duite. Majorer Pn(λ) en
appliquant l’ine´galite´ de Doob a` ecX
2
n et en optimisant sur c.
4. Pour des ξm normales centre´es re´duites, majorer P{max16m6nXm > λ} en appliquant
l’ine´galite´ de Doob a` ecXn et en optimisant sur c.
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Chapitre 6
The´ore`mes de convergence
Une proprie´te´ importante des suites non-de´croissantes de re´els est que si elles sont borne´es,
alors elles convergent. Les sous-martingales sont un analogue stochastique de telles suites :
si elles sont borne´es, alors elles convergent dans un sens approprie´. Ceci donne une me´thode
tre`s simple pour e´tudier le comportement asymptotique de certains processus stochas-
tiques.
Il faut cependant faire attention au fait qu’il existe diffe´rentes notions de convergence
de suites de variables ale´atoires. Dans cette section, nous allons d’abord examiner la con-
vergence de sous-martingales au sens presque suˆr, qui est le plus fort. Ensuite nous verrons
ce qui se passe dans le cas plus faible de la convergence Lp. Il s’ave`re que le cas p > 1 est
relativement simple a` controˆler, alors que le cas p = 1 est plus difficile.
6.1 Rappel: Notions de convergence
Commenc¸ons par rappeler trois des notions de convergence d’une suite de variables ale´a-
toires (une quatrie`me notion, celle de convergence en loi, ne jouera pas de roˆle important
ici).
De´finition 6.1.1 (Convergence d’une suite de variables ale´atoires). Soient X et {Xn}n>0
des variables ale´atoires re´elles, de´finies sur un meˆme espace probabilise´ (Ω,F ,P).
1. On dit que Xn converge presque suˆrement vers X si
P
({
ω ∈ Ω: lim
n→∞Xn(ω) = X(ω)
})
= 1 .
2. Si p > 0, on de´note par Lp(Ω,F ,P) l’ensemble des variables ale´atoires X telles que
E(|X|p) <∞. Si Xn, X ∈ Lp, on dit que Xn converge dans Lp vers X si
lim
n→∞E
(|Xn −X|p) = 0 .
3. On dit que Xn converge en probabilite´ vers X si
lim
n→∞P
{|Xn −X| > ε} = 0
pour tout ε > 0.
Les principaux liens entre ces trois notions de convergence sont re´sume´es dans la propo-
sition suivante.
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Proposition 6.1.2.
1. La convergence presque suˆre implique la convergence en probabilite´.
2. La convergence dans Lp implique la convergence en probabilite´.
3. La convergence dans Lp implique la convergence dans Lq pour tout q < p.
4. Si Xn → X presque suˆrement et |Xn| 6 Y ∀n avec Y ∈ Lp, alors Xn → X dans Lp.
De´monstration.
1. Soit Yn = 1{|Xn−X|>ε}. Si Xn → X presque suˆrement, alors Xn → X presque partout,
donc Yn → 0 presque suˆrement. Par le the´ore`me de la convergence domine´e (qui
s’applique car Yn 6 1), on a P{|Xn −X| > ε} = E(Yn)→ 0.
2. Par l’ine´galite´ de Markov, P{|Xn −X| > ε} 6 ε−p E(|Xn −X|p)→ 0.
3. Si q < p, l’ine´galite´ de Ho¨lder implique E(|Xn −X|q) 6 E(|Xn −X|p)q/p → 0.
4. On a |Xn−X|p 6 (|Xn|+ |X|)p 6 (2Y )p 6 2pY p ∈ L1. Comme |Xn−X|p → 0 presque
suˆrement, le the´ore`me de la convergence domine´e permet d’e´crire
lim
n→∞E
(|Xn −X|p) = E( lim
n→∞|Xn −X|
p
)
= 0 . (6.1.1)
Voici deux contre-exemples classiques a` l’e´quivalence entre ces diffe´rentes notions de
convergence :
Exemple 6.1.3. Soit (Ω,F ,P) = ([0, 1],B[0,1], λ), ou` B[0,1] est la tribu des bore´liens et λ
la mesure de Lebesgue.
1. Soit Xn = n
1/p1[0,1/n]. Alors Xn(ω) → 0 pour tout ω > 0, donc Xn → 0 presque
suˆrement. De plus, pour tout ε > 0 on a P{|Xn| > ε} 6 1/n, donc Xn → 0 en
probabilite´. Par contre, on a E(|Xn|p) =
∫ 1/n
0 (n
1/p)p dx = 1, donc Xn ne tend pas vers
0 dans Lp.
2. De´composons tout entier n comme n = 2m + k avec m ∈ N et 0 6 k < 2m, et soit
Xn = 1[k2−m,(k+1)2−m]. Alors P{|Xn| > ε} 6 2−m pour tout ε > 0, donc Xn → 0 en
probabilite´. De plus, pour tout p > 0, E(|Xn|p) 6 2−m, donc Xn → 0 dans Lp. Par
contre, Xn(ω) ne converge pour aucun ω (on peut trouver des sous-suites de n telles
que Xn(ω) = 1 pour tout n, et aussi telles que Xn(ω) = 0 pour tout n), donc Xn ne
converge pas presque suˆrement.
6.2 Convergence presque suˆre
Conside´rons un investisseur suivant la strate´gie suivante. Il se fixe deux seuils a < b. Il
ache`te un nombre fixe´ de parts d’action lorsque leur prix est infe´rieur a` a. Puis il attend
que le prix de l’action atteigne ou de´passe la valeur b pour revendre ses parts. Ensuite,
il attend que le prix retombe au-dessous de a pour racheter des parts, et ainsi de suite.
Si Xn de´signe le prix de l’action au temps n, la strate´gie peut eˆtre de´crite formellement
comme suit. On pose N0 = −1 et, pour tout k > 1, on introduit les temps d’arreˆt
N2k−1 = inf{m > N2k−2 : Xm 6 a} ,
N2k = inf{m > N2k−1 : Xm > b} . (6.2.1)
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N1 N2 N3 N4 N5 n
a
b
Xn
Hn = 0Hn = 1
Figure 6.1. Prix de l’action et strate´gie de l’investisseur.
La strate´gie correspond a` la suite pre´visible
Hm =
{
1 s’il existe k tel que N2k−1 < m 6 N2k ,
0 sinon .
(6.2.2)
Jusqu’au temps n, l’investisseur aura revendu ses actions un nombre Un de fois, donne´ par
Un = sup
{
k : N2k 6 n
}
. (6.2.3)
Au temps n, le gain de l’investisseur sera donc supe´rieur ou e´gal a` (b− a)Un. Le re´sultat
suivant donne une borne supe´rieure sur le gain moyen dans le cas ou` le processus est
favorable ou e´quitable.
Proposition 6.2.1. Si Xn est une sous-martingale, alors
(b− a)E(Un) 6 E
(
(Xn − a)+
)− E((X0 − a)+) . (6.2.4)
De´monstration. Soit Yn = a+ (Xn − a)+ = Xn ∨ a. Par le corollaire 4.2.3, Yn est aussi
une sous-martingale. De plus, Yn et Xn effectuent le meˆme nombre de transitions de a
vers b. On a
(b− a)Un 6 (H · Y )n =
n∑
m=1
Hm(Ym − Ym−1) . (6.2.5)
En effet, le membre de droite est supe´rieur ou e´gal au profit fait au temps n. Soit alors
Km = 1−Hm. Comme Yn−Y0 = (H ·Y )n+(K ·Y )n, et que (K ·Y )n est une sous-martingale
en vertu de la Proposition 4.3.2, on a
E
(
(K · Y )n
)
> E
(
(K · Y )0
)
= 0 , (6.2.6)
et donc E((H · Y )n) 6 E(Yn − Y0), d’ou` le re´sultat.
Cete majoration nous permet de de´montrer un premier re´sultat de convergence.
The´ore`me 6.2.2 (Convergence presque suˆre). Soit Xn une sous-martingale telle que
supn E(X
+
n ) <∞. Alors Xn converge presque suˆrement, lorsque n→∞, vers une variable
ale´atoire X satisfaisant E(|X|) <∞.
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De´monstration. Comme (X − a)+ 6 X+ + |a|, la proposition pre´ce´dente implique
E(Un) 6
|a|+ E(X+n )
b− a . (6.2.7)
Lorsque n→∞, la suite croissante Un tend vers le nombre total U de passages de a a` b de
la suite des Xn. Si E(X
+
n ) est borne´, il suit que E(U) <∞, et donc que U est fini presque
suˆrement. Ceci e´tant vrai pour tout choix de rationnels a < b, l’e´ve´nement⋃
a,b∈Q
{
ω : lim infXn(ω) < a < b < lim supXn(ω)
}
(6.2.8)
a une probabilite´ nulle. Il suit que lim infXn = lim supXn presque suˆrement, et donc que
limn→∞Xn=:X existe presque suˆrement. Le lemme de Fatou nous assure que E(X+) 6
lim inf E(X+n ) <∞, et donc X <∞ presque suˆrement. Enfin, pour montrer que X > −∞
presque suˆrement, on de´compose
E(X−n ) = E(X
+
n )− E(Xn) 6 E(X+n )− E(X0) , (6.2.9)
et on applique a` nouveau le lemme de Fatou pour montrer que E(X−) <∞.
Corollaire 6.2.3. Soit Xn une surmartingale positive. Alors Xn converge presque suˆre-
ment, lorsque n→∞, vers une variable ale´atoire X avec E(X) 6 E(X0).
De´monstration. Yn = −Xn est une sous-martingale borne´e supe´rieurement par 0, avec
E(Y +n ) = 0, donc elle converge. Comme E(X0) > E(Xn), l’ine´galite´ suit du lemme de
Fatou.
Exemple 6.2.4.
1. Conside´rons l’urne de Polya introduite dans l’exemple 4.1.2. La proportion Xn de
boules rouges est une martingale positive, qui est borne´e supe´rieurement par 1. Par
le the´ore`me et le corollaire, Xn converge presque suˆrement vers une variable ale´atoire
X, d’espe´rance infe´rieure ou e´gale a` 1. On peut montrer que selon le nombre initial r
et v de boules et le parame`tre c, la loi de X est soit uniforme, soit une loi be´ta, de
densite´ proportionnelle a` xr/c−1(1− x)v/c−1.
2. Soit Sn une marche ale´atoire syme´trique sur Z , partant de 1, N = N0 le temps de
premie`re atteinte de 0, et Xn = Sn∧N la marche arreˆte´e en 0. Par la Proposition 5.2.2,
Xn est une martingale non-ne´gative. Par le corollaire, elle converge vers une limite X
finie presque suˆrement. Cette limite doit eˆtre nulle : En effet, si Xn = k > 0, alors
Xn+1 = k ± 1, ce qui contredirait la convergence. On a donc montre´ que la marche
ale´atoire partant de 1 atteint 0 presque suˆrement. On notera cependant que comme Xn
est une martingale, on a E(Xn) = E(X0) = 1, donc que Xn ne converge pas dans L
1.
6.3 Convergence dans Lp, p > 1
La convergence d’une martingale dans Lp suit de manie`re simple de l’ine´galite´ du maxi-
mum Lp :
The´ore`me 6.3.1 (Convergence d’une martingale dans Lp). Soit Xn une martingale telle
que supn E(|Xn|p) < ∞ pour un p > 1. Alors Xn converge vers une variable ale´atoire X
presque suˆrement et dans Lp.
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De´monstration. On a (E(X+n ))
p 6 (E(|Xn|))p 6 E(|Xn|p). Donc par le The´ore`me 6.2.2,
Xn converge presque suˆrement vers une variable X. Par le corollaire (5.2.7),
E
([
sup
06m6n
|Xm|
]p)
6
(
p
p− 1
)p
E
(|Xn|p) . (6.3.1)
Faisant tendre n vers l’infini, le the´ore`me de la convergence monotone montre que supn|Xn|
est dans Lp. Comme |Xn −X|p 6 (2 supn|Xn|)p, le the´ore`me de la convergence domine´e
montre que E(|Xn −X|p)→ 0.
Dans la suite, nous conside´rons plus particulie`rement le cas p = 2. Rappelons que si
une martingale Xn est dans L
2, on peut de´finir son processus croissant
〈X〉n =
n∑
m=1
E((Xm −Xm−1)2|Fm−1) . (6.3.2)
La croissance implique que
lim
n→∞〈X〉n=:〈X〉∞ (6.3.3)
existe dans R+∪{∞}. Cette quantite´ s’interpre`te comme la variance totale de la trajectoire
Xn(ω).
Proposition 6.3.2. Soit Xn une martingale dans L
2 telle que X0 = 0. Alors
E
(
sup
n
X2n
)
6 4E
(〈X〉∞) . (6.3.4)
De´monstration. L’ine´galite´ du maximum L2 donne
E
(
sup
06m6n
X2m
)
6 4E
(
X2n
)
= 4E(〈X〉n) , (6.3.5)
puisque E(X2n) = E(Mn) + E(〈X〉n) et E(Mn) = E(M0) = E(X20 ) = 0. Le re´sultat suit
alors du the´ore`me de convergence monotone.
The´ore`me 6.3.3. La limite limn→∞Xn(ω) existe et est finie presque suˆrement sur l’en-
semble {ω : 〈X〉∞(ω) <∞}.
De´monstration. Soit a > 0. Comme 〈X〉n+1 ⊆ Fn, N = inf{n : 〈X〉n+1 > a2} est un
temps d’arreˆt. Comme 〈X〉N∧n < a2, la proposition ci-dessus applique´e a` XN∧n donne
E
(
sup
n
|XN∧n|2
)
6 4a2 . (6.3.6)
Par conse´quent, le the´ore`me 6.3.1 avec p = 2 implique que la limite de XN∧n existe et est
finie presque suˆrement. Le re´sultat suit alors du fait que a est arbitraire.
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6.4 Convergence dans L1
La discussion de la convergence d’une martingale dans L1 ne´cessite la notion d’inte´grabilite´
uniforme.
De´finition 6.4.1 (Inte´grabilite´ uniforme). Une collection {Xi}i∈I de variables ale´atoires
est dite uniforme´ment inte´grable si
lim
M→∞
(
sup
i∈I
E
(|Xi|1{|Xi|>M})) = 0 . (6.4.1)
On remarque qu’en prenant M assez grand pour que le supremum soit infe´rieur a` 1,
on obtient
sup
i∈I
E
(|Xi|) 6 sup
i∈I
E
(|Xi|1{|Xi|6M})+ sup
i∈I
E
(|Xi|1{|Xi|>M}) 6 M + 1 <∞ . (6.4.2)
Nous commenc¸ons par un re´sultat ge´ne´ral montrant qu’il existe de tre`s vastes familles
de variables uniforme´ment inte´grables.
Proposition 6.4.2. Soit (Ω,F ,P) un espace probabilise´ et X ∈ L1. Alors la famille
{E(X|Fi) : Fi sous-tribu de F} (6.4.3)
est uniforme´ment inte´grable.
De´monstration. Pour tout ε > 0, le the´ore`me de la convergence domine´e implique
qu’on peut trouver δ > 0 tel que si P(A) 6 δ, alors E(|X|1A) 6 ε. Soit M = E(|X|)/δ et
Ai = {E(|X||Fi) > M} ∈ Fi. Par l’ine´galite´ de Markov,
P(Ai) 6
1
M
E
(
E(|X||Fi)
)
=
1
M
E
(|X|) 6 δ .
Par l’ine´galite´ de Jensen, il suit
E
(∣∣E(X|Fi)∣∣1{|E(X|Fi)|>M}) 6 E(E(|X||Fi)1Ai) = E(|X|1Ai) 6 ε .
Comme ε est arbitraire (et M ne de´pend pas de i), le re´sultat est prouve´.
Le lien entre inte´grabilite´ uniforme et convergence dans L1 est explique´ par le re´sultat
suivant.
The´ore`me 6.4.3. Si Xn → X en probabilite´, alors les trois conditions suivantes sont
e´quivalentes :
1. La famille {Xn : n > 0} est uniforme´ment inte´grable;
2. Xn → X dans L1;
3. E(|Xn|)→ E(|X|) <∞.
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De´monstration.
1. ⇒ 2. Soit
ϕM (x) =

M si x > M ,
x si |x| 6 M ,
−M si x 6 −M .
L’ine´galite´ triangulaire implique
|Xn −X| 6 |Xn − ϕM (Xn)|+ |ϕM (Xn)− ϕM (X)|+ |ϕM (X)−X| .
Prenant l’espe´rance, et utilisant le fait que |ϕM (Y )− Y | 6 |Y |1{|Y |>M}, il vient
E(|Xn −X|) 6 E(|ϕM (Xn)− ϕM (X)|) + E(|Xn|1{|Xn|>M}) + E(|X|1{|X|>M}) .
Le premier terme tend vers 0 lorsque n → ∞ par convergence domine´e et le
fait que ϕM (Xn) → ϕM (X) en probabilite´. L’inte´grabilite´ uniforme implique
que pour tout ε > 0, le second terme est plus petit que ε pour M assez grand.
L’inte´grabilite´ uniforme implique aussi que supn E(|Xn|) <∞, donc par le lemme
de Fatou que E(|X|) < ∞. Le troisie`me terme peut donc e´galement eˆtre rendu
plus petit que ε en prenant M assez grand, ce qui prouve 2.
2. ⇒ 3. Par l’ine´galite´ de Jensen,∣∣E(|Xn|)− E(|X|)∣∣ 6 E(∣∣|Xn| − |X|∣∣) 6 E(|Xn −X|)→ 0 .
3. ⇒ 1. Soit
ψM (x) =

x si 0 6 x 6 M − 1 ,
(M − 1)(M − x) si M − 1 6 x 6 M ,
0 si x > M .
Pour tout ε > 0, le the´ore`me de la convergence domine´e montre que E(|X|) −
E(ψM (|X|)) 6 ε/2 pour M assez grand. De plus, E(ψM (|Xn|)) → E(ψM (|X|)),
donc par 3.
E
(|Xn|1{|Xn|>M}) 6 E(|Xn|)− E(ψM (|Xn|)) 6 E(|X|)− E(ψM (|X|)) + ε2 < ε
pour les n plus grands qu’un n0(ε). En augmentant encore M , on peut rendre
E(|Xn|1{|Xn|>M}) infe´rieur a` ε pour les n 6 n0(ε) e´galement, ce qui montre
l’inte´grabilite´ uniforme.
Il est maintenant aise´ d’appliquer ce re´sultat au cas des sous-martingales.
The´ore`me 6.4.4 (Convergence d’une sous-martingale dans L1). Si Xn est une sous-
martingale, alors les trois conditions suivantes sont e´quivalentes :
1. {Xn}n>0 est uniforme´ment inte´grable;
2. Xn converge presque suˆrement et dans L
1;
3. Xn converge dans L
1.
De´monstration.
1. ⇒ 2. On a supn E(Xn) < ∞, donc Xn → X presque suˆrement par le the´ore`me 6.2.2,
et le the´ore`me 6.4.3 implique que Xn → X dans L1.
2. ⇒ 3. Trivial.
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3. ⇒ 1. La convergence dans L1 implique la convergence en probabilite´, et donc le the´o-
re`me 6.4.3 permet de conclure.
Dans le cas particulier des martingales, on a
The´ore`me 6.4.5 (Convergence d’une martingale dans L1). Si Xn est une martingale,
alors les quatre conditions suivantes sont e´quivalentes :
1. {Xn}n>0 est uniforme´ment inte´grable;
2. Xn converge presque suˆrement et dans L
1;
3. Xn converge dans L
1;
4. il existe une variable ale´atoire inte´grable X telle que Xn = E(X|Fn).
Dans ce cas X est la limite de Xn dans L
1.
De´monstration.
1. ⇒ 2. Suit du the´ore`me pre´ce´dent.
2. ⇒ 3. Trivial.
3. ⇒ 4. Si Xn → X dans L1, alors pour tout A ∈ F , E(Xn1A)→ E(X1A) puisque
|E(Xm1A)− E(X1A)| 6 E(|Xm1A −X1A|) 6 E(|Xm −X|)→ 0 .
En particulier, si A ∈ Fn, alors pour tout m > n,
E(Xn1A) = E
(
E(Xm|Fn)1A
)
= E(Xm1A) .
Comme E(Xm1A)→ E(X1A), on a en fait E(Xn1A) = E(X1A) pour tout A ∈ Fn.
Mais ceci est la de´finition de Xn = E(X|Fn).
4. ⇒ 1. Suit de la proposition 6.4.2.
6.5 Loi 0− 1 de Le´vy
Les lois 0−1 jouent un roˆle important pour les suites de variables ale´atoires, et ont parfois
des conse´quences surprenantes. La plus connue est la loi 0 − 1 de Kolmogorov. Soit Xn
une suite de variables ale´atoires inde´pendantes, F ′n = σ(Xn, Xn+1, . . . ), et T =
⋂
nF ′n
la tribu terminale. Intuitivement, les e´ve´nements de T sont ceux dont l’occurence n’est
pas affecte´e par la modification d’un nombre fini de Xn, comme par exemple l’e´ve´nement
{∑∞i=1Xi existe}. La loi 0− 1 de Kolmogorov affirme alors que si A ∈ T , alors P(A) = 0
ou 1. Ceci permet notamment de prouver la loi forte des grands nombres.
Nous e´crivons Fn ր F∞ si Fn est une filtration telle que F∞ = σ(
⋃
nFn).
The´ore`me 6.5.1. Si Fn ր F∞, alors
E(X|Fn)→ E(X|F∞) (6.5.1)
presque suˆrement et dans L1 lorsque n→∞.
De´monstration. Comme pour m > n, E(E(X|Fm)|Fn) = E(X|Fn), Yn = E(X|Fn) est
une martingale. La Proposition 6.4.2 montre que Yn est uniforme´ment inte´grable, donc par
le The´ore`me 6.4.5 elle converge presque suˆrement et dans L1 vers une variable ale´atoire
Y∞, telle que Yn = E(Y∞|Fn). Par de´finition de l’espe´rance conditionnelle,∫
A
X dP =
∫
A
Y∞ dP
pour tout A ∈ Fn. En prenant la limite n → ∞, justifie´e par le the´ore`me π-λ de the´orie
de l’inte´gration, on obtient E(X|F∞) = Y∞ puisque Y∞ ⊆ F∞.
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Corollaire 6.5.2 (Loi 0 − 1 de Le´vy). Si Fn ր F∞ et A ∈ F∞ alors E(1A|Fn) → 1A
presque suˆrement.
Exemple 6.5.3. Supposons que Xn est une suite de variables ale´atoires inde´pendantes,
et soit A ∈ T un e´ve´nement de la tribu terminale. Pour tout n, A est inde´pendant de Fn,
donc E(1A|Fn) = E(1A) = P(A). Faisant tendre n vers l’infini, on obtient 1A = P(A), d’ou`
P(A) = 0 ou 1, ce qui n’est autre que la loi 0− 1 de Kolmogorov.
6.6 Exercices
Exercice 6.1 (Le processus de Galton–Watson). On conside`re le processus de Galton–
Watson Zn introduit dans l’exercice 4.5.
1. Montrer que Xn = Zn/µ
n converge dans L2 vers une variable ale´atoire X d’espe´rance
e´gale a` 1.
2. On suppose p0 > 0. A l’aide de la loi 0− 1 de Le´vy, montrer que Zn converge presque
suˆrement vers une variable ale´atoire Z∞ : Ω→ {0,+∞}.
Indications : Soit A = {limn→∞ Zn < ∞} et B = {∃n : Zn = 0}. Montrer que dans
A, on a limn→∞ E(1B|Fn) = 1B, et en de´duire que A ⊂ B. Conclure en e´tablissant
que que Z∞ =∞ dans Ac et Z∞ = 0 dans B.
Exercice 6.2. Un joueur dispose initialement de la somme X0 = 1. Il joue a` un jeu de
hasard, dans lequel il mise a` chaque tour une proportion λ de son capital, avec 0 < λ 6 1.
Il a une chance sur deux de gagner le double de sa mise, sinon il perd sa mise.
L’e´volution du capital Xn en fonction du temps n est de´crite par
Xn+1 = (1− λ)Xn + λXnξn (n > 0)
ou` les ξn sont i.i.d., avec P{ξn = 2} = P{ξn = 0} = 1/2.
1. Montrer que Xn est une martingale.
2. Calculer E(Xn).
3. Discuter la convergence presque suˆre de Xn lorsque n→∞.
4. Calculer E(X2n) par re´currence sur n.
5. Que peut-on en de´duire sur la convergence dans L2 de Xn?
6. De´terminer le processus croissant 〈X〉n.
7. On suppose que le joueur mise a` chaque tour la totalite´ de son capital, c’est-a`-dire
λ = 1.
(a) Calculer explicitement la loi de Xn.
(b) De´terminer la limite presque suˆre de Xn.
(c) Discuter la convergence de Xn dans L
1.
Les Xn sont-ils uniforme´ment inte´grables?
(d) Commenter ces re´sultats - est-ce que vous joueriez a` ce jeu?
Exercice 6.3 (La Martingale). Un joueur mise sur les re´sultats des jets inde´pendants
d’une pie`ce e´quilibre´e. A chaque tour, il mise une somme S > 0. Si la pie`ce tombe sur
Pile, son capital augmente de S, si elle tombe sur Face, le joueur perd sa mise et donc son
capital diminue de S.
Une strate´gie populaire en France au XVIIIe sie`cle est appele´e La Martingale. Elle est
de´finie comme suit:
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• le joueur s’arreˆte de jouer de`s qu’il a gagne´ la premie`re fois (de`s le premier Pile);
• il double sa mise a` chaque tour, c’est-a`-dire qu’il mise la somme Sn = 2n au nie`me
tour, tant qu’il n’a pas gagne´.
Soit Yn le capital du joueur au temps n (apre`s n jets de la pie`ce). On admettra que
le capital initial est nul, et que le joueur a le droit de s’endetter d’une somme illimite´e,
c’est-a`-dire que Yn peut devenir arbitrairement ne´gatif. Soit Xn le capital au temps n d’un
joueur misant un Euro a` chaque tour.
1. Montrer que la strate´gie est pre´visible, et e´crire Yn sous la forme Yn = (H · X)n en
fonction du processus {Xn}n>0.
2. Montrer que {Yn}n>0 est une martingale.
3. De´terminer le processus croissant 〈Y 〉n. Calculer E(〈Y 〉n) et discuter la convergence
de Yn dans L
2.
4. De´terminer l’image de Yn, sa loi, et discuter la convergence presque suˆre de Yn. Quelle
est sa limite?
5. Yn converge-t-elle dans L
1?
On suppose maintenant que la banque n’admet pas que le joueur s’endette de plus qu’une
valeur limite L (on pourra supposer que L = 2k pour un k > 1). Par conse´quent, le joueur
est oblige´ de s’arreˆter de`s que son capital au temps n est infe´rieur a` −L + 2n+1. Notons
Zn ce capital.
6. Soit N la dure´e du jeu (le nombre de fois que le joueur mise une somme non nulle).
Montrer que N est un temps d’arreˆt et donner sa loi.
7. Le processus Zn est-il une martingale?
8. Discuter la convergence presque suˆre et dans L1 de Zn et commenter les re´sultats.
Exercice 6.4. Soit X0 = 1. On de´finit une suite {Xn}n∈N re´cursivement en posant que
pour tout n > 1, Xn suit la loi uniforme sur ]0, 2Xn−1] (c-a`-d Xn = 2UnXn−1 ou` les Un
sont i.i.d. de loi uniforme sur ]0, 1]).
1. Montrer que Xn est une martingale.
2. Calculer le processus croissant 〈X〉n et discuter la convergence de Xn dans L2.
3. Discuter la convergence presque suˆre de Xn.
4. De´terminer la limite presque suˆre de Xn.
Indication : Conside´rer Yn = log(Xn) ainsi que Zn = Yn − E(Yn).
5. Discuter la convergence de Xn dans L
1.
Exercice 6.5. Soit U une variable ale´atoire uniforme sur [0, 1]. Soit f : [0, 1] → R une
fonction uniforme´ment lipschitzienne. Soit Ik,n = [k2
−n, (k+1)2−n[ et soit Fn la tribu sur
Ω = [0, 1] engendre´e par les Ik,n pour k = 0, . . . , 2
n − 1. On pose
Xn =
2n−1∑
k=0
f((k + 1)2−n)− f(k2−n)
2−n
1{U∈Ik,n} .
1. Montrer que Xn est une martingale par rapport a` Fn.
2. Montrer que Xn converge presque suˆrement. On note la limite X∞.
3. Discuter la convergence de Xn dans L
1.
4. Montrer que pour tout 0 6 a < b 6 1,
E
(
X∞1{U∈[a,b]}
)
= f(b)− f(a) .
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5. On suppose f de classe C1. A l’aide de 4., expliciter X∞(ω) (si l’on note U(ω) = ω
pour tout ω ∈ Ω).
Exercice 6.6. Soit {Xn}n>1 une sous-martingale, et soit
Xn = max
16i6n
Xi .
On note x+ = 0 ∨ x et log+(x) = 0 ∨ log(x).
1. Soit Y une variable ale´atoire a` valeurs dans R+, et soit f : R+ → R une fonction
croissante, diffe´rentiable par morceaux. Montrer que pour tout c > 0,
E
(
f(Y )
)
6 f(c) +
∫ ∞
c
f ′(λ)P
{
Y > λ
}
dλ .
2. Montrer que pour tout M > 1,
E(X+n ∧M) 6 1 + E(X+n log+(X+n ∧M))
et en de´duire que
E(X+n ) 6
1 + E(X+n log
+(X+n ))
1− e−1 .
On pourra utiliser le fait que a log b 6 a log a+ b/ e pour tout a, b > 0.
3. Montrer que si supn|Xn| 6 Y pour une variable ale´atoire Y telle que E(Y ) <∞ alors
{Xn}n>1 est uniforme´ment inte´grable.
4. En de´duire que si {Xn}n>1 est une martingale telle que supn E(|Xn| log+|Xn|) < ∞,
alors {Xn}n>1 converge dans L1.
Exercice 6.7 (La loi du logarithme ite´re´). Soit {Xn}n>1 une suite de variables ale´atoires
re´elles i.i.d., centre´es, de variance 1. On suppose que la fonction ge´ne´ratrice
ψ(λ) = E
(
eλX1
)
est finie pour tout λ ∈ R . Soit
Sn =
n∑
i=1
Xi .
Le but de ce proble`me est de montrer que presque suˆrement
lim sup
n→∞
Sn√
2n log(log n)
6 1 . (6.6.1)
Dans la suite, on pose h(t) =
√
2t log(log t) pour t > 1.
1. Montrer que ψ(λ) = 1 + 12λ
2 + O(λ2).
2. Montrer que Yn = e
λSn /ψ(λ)n est une martingale.
3. Montrer que pour tout N > 1 et tout a > 0,
P
{
∃n 6 N : Sn > a+ n logψ(λ)
λ
}
6 e−λa .
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4. On fixe t, α > 1. Pour tout k > 1, on pose
ak =
α
2
h(tk) , λk =
h(tk)
tk
, ck =
α
2
+ t
logψ(λk)
λ2k
.
Montrer que
P
{
∃n ∈]tk, tk+1] : Sn > h(n)ck
}
6 (k log t)−α .
5. Montrer que presque suˆrement,
P
{
Sn
h(n)
6 ck ∀n ∈]tk, tk+1], k →∞
}
= 1 .
6. En utilisant le point 1., montrer que
ck =
α+ t
2
+ r(k)
avec limk→∞ r(k) = 0.
7. De´montrer (6.6.1).
Partie II
Processus en temps continu
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Chapitre 7
Le mouvement Brownien
Le mouvement Brownien joue un roˆle fondamental dans la the´orie des processus stochas-
tiques en temps continu. Bien qu’il soit relativement simple a` de´finir, il jouit de nombreuses
proprie´te´s remarquables, et parfois surprenantes. Le mouvement Brownien a e´te´ e´tudie´ de
manie`re tre`s approfondie, et bien qu’il existe encore des questions ouvertes, c’est l’un des
processus les mieux compris. Il joue un roˆle important dans la construction de processus
stochastiques plus ge´ne´raux.
Dans ce chapitre, nous pre´senterons une construction du mouvement Brownien, et une
petite se´lection de ses nombreuses proprie´te´s, plus particulie`rement celles en rapport avec
les martingales.
7.1 Limite d’e´chelle d’une marche ale´atoire
Nous commenc¸ons par introduire le mouvement Brownien de manie`re heuristique. Con-
side´rons pour cela la marche ale´atoire syme´trique Xn sur Z . Elle peut eˆtre repre´sente´e
sous la forme
Xn =
n∑
i=1
ξi , (7.1.1)
ou` les ξi sont des variables ale´atoires i.i.d., prenant valeurs 1 et −1 avec probabilite´ 1/2.
On en de´duit aise´ment les proprie´te´s suivantes:
1. E(Xn) = 0 pour tout n;
2. Var(Xn) = n;
3. Xn prend ses valeurs dans {−n,−n+ 2, . . . , n− 2, n} avec
P{Xn = k} = 1
2n
n!(
n+k
2
)
!
(
n−k
2
)
!
. (7.1.2)
4. Proprie´te´s des incre´ments inde´pendants: pour tout n > m > 0, Xn−Xm est inde´pen-
dant de X1, . . . , Xm;
5. Proprie´te´s des incre´ments stationnaires: pour tout n > m > 0, Xn −Xm a la meˆme
loi que Xn−m.
Conside´rons alors la suite de processus
B
(n)
t =
1√
n
X⌊nt⌋ , t ∈ R+ , n ∈ N ∗ . (7.1.3)
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Figure 7.1. Les versions re´e´chelonne´es B
(1)
t , B
(10)
t , B
(100)
t et B
(1000)
t d’une meˆme
re´alisation ω d’une marche ale´atoire.
Cela signifie que l’on acce´le`re le temps d’un facteur n, tout en comprimant l’espace d’un
facteur
√
n, de sorte que B
(n)
t effectue des pas de ±1/
√
n sur des intervalles de temps de
longueur 1/n (Figure 7.1).
Soit Bt le processus obtenu en prenant la limite de B
(n)
t lorsque n → ∞, au sens
des distributions finies. Autrement dit, Bt est de´fini par le fait que pour toute partition
0 6 t1 < t2 < · · · < tk = t de [0, t] et tout (x1, x2, . . . , xk) ∈ R k,
P
{
Bt1 6 x1, . . . , Btk 6 xk
}
= lim
n→∞P
{
B
(n)
t1
6 x1, . . . , B
(n)
tk
6 xk
}
. (7.1.4)
Supposons pour l’instant que cette limite existe. Le processus Bt aura les proprie´te´s suiv-
antes:
1. E(Bt) = 0 pour tout t > 0;
2. La variance de Bt satisfait
Var(Bt) = lim
n→∞
(
1√
n
)2
⌊nt⌋ = t . (7.1.5)
3. Par le the´ore`me de la limite centrale (ou la formule de Moivre–Laplace applique´e a`
(7.1.2)), X⌊nt⌋/
√⌊nt⌋ converge en loi vers une variable normale centre´e re´duite. Par
conse´quent, Bt suit une loi normale N (0, t).
4. Proprie´te´s des incre´ments inde´pendants: pour tout t > s > 0, Bt−Bs est inde´pendant
de {Bu}06u6s;
5. Proprie´te´s des incre´ments stationnaires: pour tout t > s > 0, Bt − Bs a la meˆme loi
que Bt−s.
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Figure 7.2. Construction du mouvement Brownien par interpolation.
7.2 Construction du mouvement Brownien
La construction heuristique ci-dessus motive la de´finition suivante.
De´finition 7.2.1. Le mouvement Brownien standard ou processus de Wiener standard
est le processus stochastique {Bt}t>0 satisfaisant:
1. B0 = 0;
2. Incre´ments inde´pendants: pour tout t > s > 0, Bt −Bs est inde´pendant de {Bu}u6s;
3. Incre´ments gaussiens: pour tout t > s > 0, Bt −Bs suit une loi normale N (0, t− s).
Nous allons maintenant donner une de´monstration de l’existence de ce processus. De
plus, nous montrons qu’il admet une version continue, c’est-a`-dire que ses trajectoires sont
presque suˆrement continues, et qu’on peut donc admettre qu’elles sont toutes continues
quitte a` modifier le processus sur un ensemble de mesure nulle.
The´ore`me 7.2.2. Il existe un processus stochastique {Bt}t>0 satisfaisant la de´finition
7.2.1, et dont les trajectoires t 7→ Bt(ω) sont continues.
De´monstration.
1. Nous allons d’abord construire {Bt}06t61 a` partir d’une collection de variables ale´a-
toires gaussiennes inde´pendantes V1, V1/2, V1/4, V3/4, V1/8, . . . , toutes centre´es, et avec
V1 et V1/2 de variance 1 et Vk2−n de variance 2
−(n−1) (k < 2n impair).
Montrons d’abord que si Xs et Xt sont deux variables ale´atoires telles que Xt − Xs
soit gaussienne centre´e de variance t− s, alors il existe une variable ale´atoire X(t+s)/2
telle que les variables Xt−X(t+s)/2 et X(t+s)/2−Xs soient i.i.d. de loi N (0, (t− s)/2).
Si U = Xt −Xs et V est inde´pendante de U , de meˆme distribution, il suffit de de´finir
X(t+s)/2 par
Xt −X(t+s)/2 =
U + V
2
X(t+s)/2 −Xs =
U − V
2
. (7.2.1)
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Figure 7.3. Calcul de ∆(n).
En effet, il est aise´ de ve´rifier que ces variables ont la distribution souhaite´e, et qu’elles
sont inde´pendantes, puisque E((U+V )(U−V )) = E(U2)−E(V 2) = 0, et que des vari-
ables ale´atoires normales sont inde´pendantes si et seulement si elles sont non corre´le´es.
Posons alors X0 = 0, X1 = V1, et construisons X1/2 a` l’aide de la proce´dure ci-dessus,
avec V = V1/2. Puis nous construisons X1/4 a` l’aide de X0, X1/2 et V1/4, et ainsi de
suite, pour obtenir une familles de variables {Xt}t=k2−n,n>1,k<2n telles que pour t > s,
Xt −Xs soit inde´pendante de Xs et de loi N (0, t− s).
2. Pour n > 0, soit {B(n)t }06t61 le processus stochastique a` trajectoires line´aires par
morceaux sur les intervalles [k2−n, (k + 1)2−n], k < 2n, et tel que B(n)k2−n = Xk2−n
(Figure 7.2). Nous voulons montrer que la suite des B(n)(ω) converge uniforme´ment
sur [0, 1] pour toute re´alisation ω des Vi. Il nous faut donc estimer
∆(n)(ω) = sup
06t61
∣∣B(n+1)t (ω)−B(n)t (ω)∣∣
= max
06k62n−1
max
k2−n6t6(k+1)2−n
∣∣B(n+1)t (ω)−B(n)t (ω)∣∣
= max
06k62n−1
∣∣∣X(2k+1)2−(n+1)(ω)− 12(Xk2−n(ω) +X(k+1)2−n(ω))∣∣∣ (7.2.2)
(voir Figure 7.3). Le terme en valeur absolue vaut 12V(2k+1)2−(n+1) par construction,
c.f. (7.2.1), qui est gaussienne de variance 2−n. Il suit que
P
{
∆(n) >
√
n2−n
}
= P
{
max
06k62n−1
∣∣V(2k+1)2−(n+1)∣∣ > 2√n2−n}
6 2 · 2n
∫ ∞
2
√
n2−n
e−x
2/2·2−n dx√
2π2−n
= 2 · 2n
∫ ∞
2
√
n
e−y
2/2 dx√
2π
6 const 2n e−2n, (7.2.3)
et donc ∑
n>0
P
{
∆(n) >
√
n2−n
}
6 const
∑
n>0
(2 e−2)n <∞. (7.2.4)
Le lemme de Borel–Cantelli nous permet de conclure qu’avec probabilite´ 1, il n’existe
7.3. PROPRIE´TE´S DE BASE 57
qu’un nombre fini de n pour lesquels ∆(n) >
√
n2−n. Par conse´quent,
P
{∑
n>0
∆(n) <∞
}
= 1. (7.2.5)
La suite des {B(n)t }06t61 est donc une suite de Cauchy pour la norme sup avec prob-
abilite´ 1, et alors elle converge uniforme´ment. Nous posons pour t ∈ [0, 1]
B0t =
{
limn→∞B
(n)
t si la suite converge uniforme´ment
0 sinon (avec probabilite´ 0).
(7.2.6)
Il est facile de ve´rifier que B0 satisfait les trois proprie´te´s de la de´finition.
3. Pour e´tendre le processus a` des temps quelconques, nous fabriquons des copies inde´-
pendantes {Bi}i>0 et posons
Bt =

B0t 0 6 t < 1
B01 +B
1
t−1 1 6 t < 2
B01 +B
1
1 +B
2
t−2 2 6 t < 3
. . .
(7.2.7)
Ceci conclut la de´monstration.
7.3 Proprie´te´s de base
Les proprie´te´s suivantes sont des conse´quences directes de la de´finition 7.2.1 et nous les
donnons sans de´monstration de´taille´e.
1. Proprie´te´ de Markov: Pour tout borelien A ∈ R ,
P
{
Bt+s ∈ A
∣∣ Bt = x} = ∫
A
p(y, t+ s|x, t) dy, (7.3.1)
inde´pendamment de {Bu}u<t, avec des probabilite´s de transition gaussiennes
p(y, t+ s|x, t) = e
−(y−x)2/2s
√
2πs
. (7.3.2)
La preuve suit directement du fait que l’on peut de´composer Bt+s = Bt+(Bt+s−Bt),
le deuxie`me terme e´tant inde´pendant du premier et de loi N (0, s). On ve´rifiera en
particuler l’e´quation de Chapman–Kolmogorov: Pour t > u > s,
p(y, t|x, s) =
∫
R
p(y, t|z, u)p(z, u|x, s) du. (7.3.3)
2. Proprie´te´ diffe´rentielle: Pour tout t > 0, {Bt+s −Bt}s>0 est un mouvement Brownien
standard, inde´pendant de {Bu}u<t.
3. Proprie´te´ d’e´chelle: Pour tout c > 0, {cBt/c2}s>0 est un mouvement Brownien stan-
dard.
4. Syme´trie: {−Bt}t>0 est un mouvement Brownien standard.
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5. Processus Gaussien: Le processus de Wiener est Gaussien de moyenne nulle (c’est-a`-
dire que ses distributions jointes finies sont normales centre´es), et il est caracte´rise´ par
sa covariance
cov{Bt, Bs} ≡ E(BtBs) = s ∧ t (7.3.4)
(s ∧ t de´signe le minimum de s et t).
De´monstration. Pour s < t, nous avons
E(BtBs) = E(Bs(Bs +Bt −Bs)) = E(B2s ) + E(Bs(Bt −Bs)) = s, (7.3.5)
puisque le deuxie`me terme est nul par la proprie´te´ d’incre´ments inde´pendants.
En fait, un processus Gaussien centre´, dont la covariance satisfait (7.3.4) est un pro-
cessus de Wiener standard.
6. Renversement du temps: Le processus {Xt}t>0 de´fini par
Xt =
{
0 si t = 0
tB1/t si t > 0
(7.3.6)
est un processus de Wiener standard.
De´monstration. Xt est un processus Gaussien de moyenne nulle, et un calcul simple
montre que sa covariance est bien cov{Xt, Xs} = s∧ t. Le seul point non trivial est de
montrer la continuite´ en ze´ro de Xt. Celle-ci est e´quivalente a` la loi forte des grands
nombres.
Voici enfin une proprie´te´ importante de non-re´gularite´ des trajectoires du mouvement
Brownien.
The´ore`me 7.3.1. Les trajectoires t 7→ Bt(ω) sont presque suˆrement nulle part lipschitzi-
ennes, donc aussi nulle part diffe´rentiables.
De´monstration. Fixons un C <∞ et introduisons, pour n > 1,
An =
{
ω : ∃s ∈ [0, 1] t.q. |Bt(ω)−Bs(ω)| 6 C|t− s| si |t− s| 6 3
n
}
.
Il s’agit de montrer que P(An) = 0 pour tout n. Observons que si n augmente, la condition
s’affaiblit, donc An ⊂ An+1. Soit encore, pour n > 3 et 1 6 k 6 n− 2,
Yk,n(ω) = max
j=0,1,2
{∣∣∣B(k+j)/n(ω)−B(k+j−1)/n(ω)∣∣∣} ,
Bn =
n−2⋃
k=1
{
ω : Yk,n(ω) 6
5C
n
}
.
L’ine´galite´ triangulaire implique An ⊂ Bn. En effet, soit ω ∈ An. Si par exemple s = 1,
alors pour k = n− 2∣∣B(n−3)/n(ω)−B(n−2)/n(ω)∣∣ 6 ∣∣B(n−3)/n(ω)−B1(ω)∣∣+∣∣B1(ω)−B(n−2)/n(ω)∣∣ 6 C( 3n+ 2n
)
donc ω ∈ Bn. Il suit des proprie´te´s des incre´ments inde´pendants et d’e´chelle que
P(An) 6 P(Bn) 6 nP
(
|B1/n| 6
5C
n
)3
= nP
(
|B1| 6 5C√
n
)3
6 n
(
10C√
2πn
)3
.
Il suit que P(An) → 0 pour n → ∞. Mais comme P(An) 6 P(An+1) pour tout n, ceci
implique P(An) = 0 pour tout n.
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7.4 Temps d’arreˆt
Soit {Bt}t>0 un mouvement Brownien standard. Nous allons laisser de coˆte´ les de´tails
techniques de la construction de l’espace probabilise´ (Ω,F ,P) sur lequel Bt est de´fini (la
construction utilise le the´ore`me d’extension de Kolmogorov). Pre´cisons simplement que
l’univers Ω peut eˆtre identifie´ a` l’ensemble des fonctions continues f : R+ → R telles que
f(0) = 0. Introduisons pour tout t > 0 la tribu
Ft = σ
({Bs}06s6t) , (7.4.1)
contenant les e´ve´nements ne de´pendant que du mouvement Brownien jusqu’au temps t.
La suite {Ft}t>0 est une suite croissante de sous-tribus de F , c’est la filtration canonique
engendre´e par le mouvement Brownien.1
De´finition 7.4.1 (Temps d’arreˆt). On appelle temps d’arreˆt une variable ale´atoire τ :
Ω→ [0,∞] telle que {τ < t} ∈ Ft pour tout t > 0.
Remarquons que si {τ 6 t} ∈ Ft, alors
{
τ < t
}
=
⋃
n>1
{
τ 6 t− 1
n
}
∈ Ft . (7.4.2)
La continuite´ a` droite de la filtration montre en plus que si {τ < t} ∈ Ft, alors
{
τ 6 t
}
=
⋂
n>1
{
τ < t+
1
n
}
∈ Ft . (7.4.3)
On peut donc remplacer sans autres τ < t par τ 6 t dans la de´finition des temps d’arreˆt
(ce qui n’est pas le cas pour les processus en temps discret).
Commenc¸ons par e´noncer quelques proprie´te´s de base permettant de construire des
exemples de temps d’arreˆt.
Proposition 7.4.2.
1. Soit A un ouvert. Alors le temps de premier passage dans A, τA = inf{t > 0: Bt ∈ A}
est un temps d’arreˆt.
2. Si τn est une suite de´croissante de temps d’arreˆt telle que τn → τ , alors τ est un temps
d’arreˆt.
3. Si τn est une suite croissante de temps d’arreˆt telle que τn → τ , alors τ est un temps
d’arreˆt.
4. Soit K un ferme´. Alors le temps de premier passage dans K est un temps d’arreˆt.
De´monstration.
1. Par continuite´ de Bt, {τA < t} =
⋃
q∈Q ,q<t{Bq ∈ A} ∈ Ft.
2. On a {τ < t} = ⋃n>1{τn < t} ∈ Ft.
3. On a {τ 6 t} = ⋂n>1{τn 6 t} ∈ Ft.
1Pour eˆtre pre´cis, on pre´fe`re conside´rer F ′t =
⋂
s>t
Fs, qui est continue a` droite : F
′
t =
⋂
s>t
F
′
s. Pour
des raisons techniques, on comple`te en ge´ne´ral cette tribu par les ensembles de mesure nulle (c.f. [Dur96,
Section 7.2]).
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4. Soit An =
⋃
x∈K(x−1/n, x+1/n) et τn le temps de premier passage dans An. Comme
An est ouvert, τn est un temps d’arreˆt par 1. Les An e´tant de´croissants, les τn sont
croissants. Soit σ = limn→∞ τn ∈ [0,∞]. Comme τK > τn pour tout n, on a σ 6 τK .
Si σ =∞, alors τK =∞ = σ. Supposons que σ <∞. Comme Bτn ∈ An et Bτn → Bσ,
il suit que Bσ ∈ K et donc τK 6 σ. Ainsi τK = σ et le re´sultat suit de 3.
Comme dans le cas a` temps discret, nous introduisons
De´finition 7.4.3 (Tribu de e´ve´nements ante´rieurs). Soit τ un temps d’arreˆt. Alors la
tribu
Fτ =
{
A ∈ F : A ∩ {τ 6 t} ∈ Ft ∀t > 0
}
(7.4.4)
est appele´e la tribu des e´ve´nements ante´rieurs a` τ .
Proposition 7.4.4.
1. Si σ et τ sont des temps d’arreˆt tels que σ 6 τ alors Fσ ⊂ Fτ .
2. Si τn → τ est une suite de´croissante de temps d’arreˆt, alors Fτ =
⋂
nFτn.
De´monstration.
1. Voir la preuve de la Proposition 5.1.5.
2. D’une part par 1., on a Fτn ⊃ Fτ pour tout n. D’autre part, soit A ∈
⋂
nFτn . Comme
A ∩ {τn < t} ∈ Ft et τn de´croˆıt vers τ , on a A ∩ {τ < t} ∈ Ft, donc
⋂
nFτn ⊂ Fτ .
L’une des proprie´te´s les plus importantes du mouvement Brownien, lie´e aux temps
d’arreˆt, est la proprie´te´ de Markov forte.
The´ore`me 7.4.5 (Proprie´te´ de Markov forte du mouvement Brownien). Si τ est un temps
d’arreˆt tel que P{τ <∞} = 1, alors {Bτ+t−Bτ}t>0 est un mouvement Brownien standard,
inde´pendant de Fτ .
De´monstration. Voir [Dur96, Section 7.3] ou [McK69], p. 10.
Corollaire 7.4.6 (Principe de re´flexion). Pour L > 0 et τ = inf{t > 0: Bt > L}, le
processus
B⋆t =
{
Bt si t 6 τ
2L−Bt si t > τ
(7.4.5)
est un mouvement Brownien standard.
Voici une application classique du principe de re´flexion.
Corollaire 7.4.7. Pour tout L > 0,
P
{
sup
06s6t
Bs > L
}
= 2P{Bt > L}. (7.4.6)
De´monstration. Si τ = inf{t > 0: Bt > L}, alors {sup06s6tBs > L} = {τ 6 t}. Les
trajectoires du mouvement Brownien e´tant continues, Bt > L implique τ 6 t. Ainsi,
P{Bt > L} = P{Bt > L, τ 6 t}
= P{2L−Bt 6 L, τ 6 t}
= P{B⋆t 6 L, τ 6 t}
= P{Bt 6 L, τ 6 t}. (7.4.7)
Le re´sultat suit de la de´composition P{τ 6 t} = P{Bt 6 L, τ 6 t}+P{Bt > L, τ 6 t}.
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On remarquera que lorsque t→∞, l’expression (7.4.6) tend vers 1, donc le mouvement
Brownien atteint presque suˆrement tout niveau L.
7.5 Mouvement Brownien et martingales
Le mouvement Brownien, ainsi que toute une se´rie de processus de´rive´s, sont des martin-
gales. Les martingales, sur- et sous-martingales sont de´finies comme dans le cas discret,
sauf qu’on conside`re tous les temps t > s, pour lesquels Ft ⊃ Fs. Commenc¸ons par con-
side´rer le mouvement Brownien.
The´ore`me 7.5.1 (Proprie´te´ de martingale du mouvement Brownien). Le mouvement
Brownien est une martingale par rapport a` la filtration canonique {Ft}t>0.
De´monstration. Pour tout t > s > 0, on a
E(Bt|Fs) = E(Bt −Bs|Fs) + E(Bs|Fs) = E(Bt−s) +Bs = Bs ,
en vertu de la proprie´te´ diffe´rentielle et de la proprie´te´ des incre´ments inde´pendants.
L’ine´galite´ de Jensen implique que B2t et e
γBt pour γ > 0 sont des sous-martingales.
Le re´sultat suivant montre qu’en les modifiant de manie`re de´terministe, on obtient des
martingales :
Proposition 7.5.2.
1. B2t − t est une martingale.
2. Pour tout γ ∈ R , exp(γBt − γ2t/2) est une martingale.
De´monstration.
1. E(B2t |Fs) = E(B2s + 2Bs(Bt −Bs) + (Bt −Bs)2|Fs) = B2s + 0 + (t− s).
2. E(eγBt |Fs) = eγBs E(eγ(Bt−Bs) |Fs) = eγBs E(eγBt−s), et
E
(
eγBt−s
)
=
∫ ∞
−∞
eγx
e−x2/2(t−s)√
2π(t− s) dx = e
γ2(t−s)/2
par comple´tion du carre´.
On peut donc e´crire
B2t = t+Mt , Mt martingale , (7.5.1)
ce qui est l’analogue de la de´composition de Doob du cas en temps discret. Le processus
croissant associe´ au mouvement Brownien est donc donne´ par
〈B〉t = t . (7.5.2)
Ceci peut eˆtre vu intuitivement comme conse´quence du fait que
E
(
(Bt −Bs)2
∣∣ Fs) = E((Bt −Bs)2) = E(B2t−s) = t− s , (7.5.3)
et donc que l’acroissement infinite´simal de B2t est en moyenne E((Bs+ds −Bs)2|Fs) = ds.
Nous donnons deux types d’applications de la proprie´te´ de martingale. Un premier type
d’applications suit du fait qu’une martingale arreˆte´e est encore une martingale (c.f. Sec-
tion 5.2).
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Proposition 7.5.3. Soit Xt une martingale continue a` droite, adapte´e a` une filtration
continue a` droite. Si τ est un temps d’arreˆt borne´, alors E(Xτ ) = E(X0).
De´monstration. Soit n un entier tel que P{τ 6 n− 1} = 1, et τm = (⌊2mτ⌋+1)/2m. Le
processus discre´tise´ {Y mk }k>1 = Xk2−m est une martingale pour la filtration Fmk = Fk2−m ,
et σm = 2
mτm est un temps d’arreˆt pour cette filtration. Il suit que
Xτm = Y
m
σm = E(Y
m
n2m |Fmσm) = E(Xn|Fτm) . (7.5.4)
Lorsque m→∞, Xτm tend vers Xτ par continuite´ a` droite, et Fτm ց Fτ par la Proposi-
tion 7.4.4. Ceci implique que Xτ = E(Xn|Fτ ). Par la proprie´te´ de martingale, il suit que
E(Xτ ) = E(Xn) = E(X0).
Voici quelques applications de ce re´sultat.
Corollaire 7.5.4.
1. Soit τa = inf{t > 0: x+Bt = a}. Alors pour a < x < b on a
P{τa < τb} = b− x
b− a . (7.5.5)
2. Soit a < 0 < b, et τ = inf{t > 0: Bt 6∈ (a, b)}. Alors
E(τ) = |ab| . (7.5.6)
3. Soit a > 0 et τ = inf{t > 0: Bt 6∈ (−a, a)}. Alors pour λ > 0,
E(e−λτ ) =
1
cosh(a
√
2λ)
. (7.5.7)
De´monstration.
1. Soit τ = τa ∧ τb. Alors E(x + Bτ∧t) = x. Le Corollaire 7.4.7 montre que τa et τb sont
finis presque suˆrement, donc aussi τ . Faisant tendre t vers l’infini, on obtient
x = E(x+Bτ ) = aP{τa < τb}+ bP{τb < τa} ,
et le re´sultat suit en re´solvant par rapport a` P{τa < τb}.
2. Comme B2t −t est une martingale, on a E(B2τ∧t) = E(τ∧t). Le the´ore`me de convergence
domine´e et (7.5.5) permettent d’e´crire
E(τ) = lim
t→∞E(τ ∧ t) = limt→∞E(B
2
τ∧t) = E(B
2
τ ) = a
2 b
b− a + b
2
(
1− b
b− a
)
= −ab .
3. Comme eγBt−γt2/2 est une martingale, on a E(eγBτ∧t−γ2(τ∧t)/2) = 1. Faisant tendre t
vers l’infini et invoquant le the´ore`me de convergence domine´e, on obtient
E(eγBτ−γ
2τ/2) = 1 .
Par syme´trie, on a P{Bτ = −a} = P{Bτ = a} = 1/2 et Bτ est inde´pendant de τ . Par
conse´quent,
E(eγBτ−γ
2τ/2) = cosh(γa)E(e−γ
2τ/2) ,
et le re´sultat suit en prenant γ =
√
2λ.
Remarquons que E(e−λτ ) est la transforme´e de Laplace de la densite´ de τ , donc
l’expression (7.5.7) permet de trouver cette densite´ par transforme´e de Laplace inverse.
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Le second type d’applications que nous conside´rons suit de l’ine´galite´ de Doob.
The´ore`me 7.5.5 (Ine´galite´ de Doob). Soit Xt une sous-martingale a` trajectoires contin-
ues. Alors pour tout λ > 0,
P
{
sup
06s6t
Xs > λ
}
6
1
λ
E(X+t ) . (7.5.8)
De´monstration. Voir la preuve du The´ore`me 5.2.4.
Corollaire 7.5.6. Pour tout γ, λ > 0,
P
{
sup
06s6t
[
Bs − γ s
2
]
> λ
}
6 e−γλ . (7.5.9)
7.6 Exercices
Exercice 7.1. Montrer que pour tout γ ∈ R , le processus Xt = e−γ2t/2 cosh(γBt) est une
martingale.
En de´duire une autre preuve du fait que τ = inf{t > 0: Bt 6∈ (−a, a)} satisfait
E(e−λτ ) =
1
cosh(a
√
2λ)
.
Exercice 7.2.
1. Montrer que si Xt = f(Bt, t, γ) est une martingale, alors (sous des conditions de
re´gularite´ qu’on pre´cisera) ddγ f(Bt, t, γ) est e´galement une martingale.
2. Soit f(x, t, γ) = eγx−γ2t/2. Calculer le de´veloppement limite´ de f en γ = 0 jusqu’a`
l’ordre γ4. En de´duire deux nouvelles martingales de´rive´es du mouvement Brownien.
3. Soit τ = inf{t > 0: Bt 6∈ (−a, a)}. Calculer E(τ2) a` l’aide du re´sultat pre´ce´dent.
Exercice 7.3. Pour a, b > 0, on pose Xt = Bt − bt et τ = inf{t > 0: Xt = a}.
1. En utilisant la martingale eγBt−γ2t2/2, ou` γ est la solution positive de γ2−2bγ−2λ = 0,
calculer
E(e−λτ 1{τ<∞}) .
2. Particulariser au cas b = 0.
3. Soit b > 0. En choisissant une valeur convenable de λ, de´terminer P{τ <∞}.
Exercice 7.4. Le but de ce proble`me est de montrer, de trois manie`res diffe´rentes, que la
premie`re intersection d’un mouvement Brownien bidimensionnel avec une droite suit une
loi de Cauchy.
Soient {B(1)t }t>0 et {B(2)t }t>0 deux mouvements Browniens standard inde´pendants. On
de´note par Ft la filtration engendre´e par (B(1)t , B(2)t ). Soit {Xt}t>0 le processus a` valeurs
dans C donne´ par
Xt = i +B
(1)
t + iB
(2)
t .
Soit
τ = inf{t > 0: Xt ∈ R } = inf{t > 0: 1 +B(2)t = 0} .
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1. Approche martingale.
(a) Montrer que Yt = e
iλXt est une martingale pour tout λ > 0.
(b) Calculer E(eiλXτ ) pour tout λ > 0, puis pour tout λ ∈ R .
(c) En de´duire la loi de Xτ .
2. Approche principe de re´flexion.
(a) De´terminer la densite´ de B
(1)
t .
(b) En utilisant le principe de re´flexion, calculer P{τ < t} et en de´duire la densite´
de τ . La proprie´te´ d’e´chelle du Brownien permet de simplifier les calculs.
(c) En de´duire la loi de Xτ = B
(1)
τ .
3. Approche invariance conforme.
On rappelle qu’une application f : C → C est conforme si elle pre´serve les angles. On
admettra le re´sultat suivant: le mouvement brownien bidimensionnel est invariant
conforme, c’est-a`-dire que son image sous une application conforme est encore un
mouvement brownien bidimensionnel (a` un changement de temps pre`s).
(a) Soit l’application conforme f : C → C de´finie par
f(z) =
z − i
z + i
.
Ve´rifier que c’est une bijection du demi-plan supe´rieur H = {z ∈ C : Im z > 0}
dans le disque unite´ D = {z ∈ C : |z| < 1} qui envoie i sur 0.
(b) Par un argument de syme´trie, donner la loi du lieu de sortie de D du mouvement
Brownien issu de 0. En de´duire la loi de Xτ .
Chapitre 8
L’inte´grale d’Itoˆ
Le but de l’inte´grale d’Itoˆ est de donner un sens a` des e´quations de la forme
dX
dt
= f(X) + g(X)
dBt
dt
. (8.0.1)
Par exemple, si f ≡ 0 et g ≡ 1, on devrait retrouver Xt = X0+Bt, de´crivant le mouvement
suramorti d’une particule Brownienne.
Le proble`me est que, comme nous l’avons mentionne´, les trajectoires du processus de
Wiener ne sont pas diffe´rentiables, ni meˆme a` variations borne´es.
Comme dans le cas des e´quations diffe´rentielles ordinaires, on interpreˆte une solution
de l’e´quation diffe´rentielle (8.0.1) comme une solution de l’e´quation inte´grale
Xt = X0 +
∫ t
0
f(Xs) ds+
∫ t
0
g(Xs) dBs . (8.0.2)
C’est a` la deuxie`me inte´grale qu’il s’agit de donner un sens mathe´matique. Si s 7→ g(Xs)
e´tait diffe´rentiable, on pourrait le faire a` l’aide d’une inte´gration par parties, mais ce n’est
en ge´ne´ral pas le cas. Itoˆ a donne´ une autre de´finition de l’inte´grale stochastique, qui
s’applique a` une classe beaucoup plus vaste d’inte´grants (et donne le meˆme re´sultat que
l’inte´gration par parties dans le cas diffe´rentiable).
8.1 De´finition
Notre but est de de´finir l’inte´grale stochastique∫ t
0
Xs dBs (8.1.1)
simultane´ment pour tous les t ∈ [0, T ], ou` Xt est lui-meˆme un processus stochastique. Plus
pre´cise´ment, nous supposerons que Xt est une fonctionnelle Brownienne non-anticipative,
c’est-a`-dire ({Ft}t>0 de´signant la filtration canonique engendre´e par {Bt}t>0)
1. X est mesurable par rapport a` F ;
2. Xt est adapte´ a` Ft, c’est-a`-dire mesurable par rapport a` Ft pour tout t ∈ [0, T ].
Ceci revient a` exiger que Xt ne de´pende que de l’histoire du processus de Wiener jusqu’au
temps t, ce qui est raisonnable au vu de (8.0.2). En outre, nous allons supposer que
P
{∫ T
0
X2t dt <∞
}
= 1 . (8.1.2)
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Remarque 8.1.1. On peut admettre que Xt de´pende de variables ale´atoires supple´men-
taires, inde´pendantes de Bt; par exemple, la condition initiale peut eˆtre ale´atoire. Il con-
vient alors d’e´tendre les tribus F et Ft dans la de´finition ci-dessus a` des tribus plus grandes
A et At, ou` At ne doit pas de´pendre de la tribu engendre´e par {Bt+s −Bt}s>0.
Dans un premier temps, nous allons de´finir l’inte´grale stochastique pour un inte´grant
simple.
De´finition 8.1.2. Une fonctionnelle Brownienne non-anticipative {et}t∈[0,T ] est dite sim-
ple ou e´le´mentaire s’il existe une partition 0 = t0 < t1 < · · · < tN = T de [0, T ] telle
que
et =
N∑
k=1
etk−11[tk−1,tk)(t) . (8.1.3)
Pour une telle fonctionnelle, nous de´finissons l’inte´grale stochastique par∫ t
0
es dBs =
m∑
k=1
etk−1
[
Btk −Btk−1
]
+ etm
[
Bt −Btm
]
, (8.1.4)
ou` m est tel que t ∈ [tm, tm+1).
Il est aise´ de ve´rifier les proprie´te´s suivantes:
1. Pour deux fonctionnelles simples e(1) et e(2),∫ t
0
(
e(1)s + e
(2)
s
)
dBs =
∫ t
0
e(1)s dBs +
∫ t
0
e(2)s dBs . (8.1.5)
2. Pour toute constante c, ∫ t
0
(
ces
)
dBs = c
∫ t
0
es dBs . (8.1.6)
3. L’inte´grale (8.1.4) est une fonction continue de t.
4. Si
∫ t
0 E(|es|) ds <∞, alors
E
(∫ t
0
es dBs
)
= 0 . (8.1.7)
De´monstration. Posons tm+1 = t. On a
E
(∫ t
0
es dBs
)
= E
(m+1∑
k=1
etk−1
(
Btk −Btk−1
))
=
m+1∑
k=1
E
(
etk−1
)
E
(
Btk −Btk−1
)︸ ︷︷ ︸
0
= 0 ,
en vertu des proprie´te´s des incre´ments inde´pendants et gaussiens.
5. Si
∫ t
0 E(e
2
s) ds <∞, on a l’isome´trie d’Itoˆ
E
((∫ t
0
es dBs
)2)
=
∫ t
0
E(e2s) ds . (8.1.8)
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De´monstration. Posons tm+1 = t. On a
E
((∫ t
0
es dBs
)2)
= E
(m+1∑
k,l=1
etk−1etl−1
(
Btk −Btk−1
)(
Btl −Btl−1
))
=
m+1∑
k=1
E
(
e2tk−1
)
E
((
Btk −Btk−1
)2)︸ ︷︷ ︸
tk−tk−1
=
∫ t
0
E(e2s) ds . (8.1.9)
Nous avons utilise´ la proprie´te´ des incre´ments inde´pendants afin d’e´liminer les termes
k 6= l de la double somme, et le fait que es est nonanticipative.
L’ide´e d’Itoˆ pour de´finir l’inte´grale stochastique d’une fonctionnelle non-anticipative
ge´ne´rale X est de trouver une suite de fonctionnelles simples e(n) approchant X dans
L2(P), c’est-a`-dire
lim
n→∞
∫ T
0
E
((
Xs − e(n)s
)2)
ds = 0 . (8.1.10)
L’isome´trie (8.1.8) nous permet alors d’affirmer que la limite suivante existe dans L2(P):
lim
n→∞
∫ t
0
e(n)s dBs=:
∫ t
0
Xs dBs . (8.1.11)
C’est par de´finition l’inte´grale d’Itoˆ de Xs.
Nous allons maintenant prouver que cette construction est bien possible, inde´pendante
de la suite des e(n), et que l’inte´grale re´sultante est une fonction continue de t. Nous
commenc¸ons par e´noncer deux lemmes pre´paratoires. Dans ce qui suit, nous utilisons la
notation abre´ge´e
P
{
An, n→∞
}
= 1 ⇔ P
{ ∞∑
n=1
1Acn <∞
}
= 1 ⇔ P
{
lim sup
n
Acn
}
= 0 . (8.1.12)
Autrement dit, avec probabilite´ 1, une infinite´ de An sont re´alise´s, c’est-a`-dire que pour
presque tout ω ∈ Ω, il existe n0(ω) < ∞ tel que An ∋ ω pour tout n > n0(ω). Le lemme
de Borel–Cantelli affirme que c’est le cas si la somme des P{Acn} converge.
Lemme 8.1.3. Pour toute fonctionnelle non-anticipative X satisfaisant (8.1.2), il existe
une suite {e(n)}n>1 de fonctionnelles simples telles que
P
{∫ T
0
(
Xt − e(n)t
)2
dt 6 2−n, n→∞
}
= 1 . (8.1.13)
De´monstration. Conside´rons les fonctionnelles simples
e
(m,k)
t = 2
k
∫ 2−m⌊2mt⌋
(2−m⌊2mt⌋−2−k)∨0
Xs ds . (8.1.14)
Faisant tendre d’abord m, puis k vers l’infini, on s’aperc¸oit que
∫ T
0 (Xt − e
(m,k)
t )
2 dt → 0.
On peut donc trouver des suites mn et kn telles que e
(n) = e(mn,kn) satisfasse
P
{∫ T
0
(Xt − e(n)t )2 dt > 2−n
}
6 2−n . (8.1.15)
La relation (8.1.13) suit alors du lemme de Borel–Cantelli.
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Lemme 8.1.4. Pour une suite {f (n)}n>1 de fonctionnelles nonanticipatives simples sat-
isfaisant P{∫ T0 (f (n)t )2 dt 6 2−n, n→∞} = 1 et tout θ > 1,
P
{
sup
06t6T
∣∣∣∣∫ t
0
f (n)s dBs
∣∣∣∣ < θ
√
log n
2n−1
, n→∞
}
= 1 . (8.1.16)
De´monstration. Pour tout γ ∈ R , le processus stochastique
M
(n)
t = exp
{
γ
∫ t
0
f (n)s dBs −
γ2
2
∫ t
0
(f (n)s )
2 ds
}
(8.1.17)
est une martingale par rapport a` {Bt}t>0. En effet, nous avons de´montre´ cette proprie´te´
pour f (n) ≡ 1 dans la proposition 7.5.2. La meˆme de´monstration montre que si f (n) ≡ c
ou` c est une variable ale´atoire mesurable par rapport a` Fs, alors E(Mt|Fs) = Ms. Le cas
d’un f (n) simple arbitraire est alors traite´ par re´currence.
L’ine´galite´ de Doob implique
P
{
sup
06t6T
(∫ t
0
f (n)s dBs −
γ
2
∫ t
0
(f (n)s )
2 ds
)
> L
}
6 e−γL . (8.1.18)
Posons alors γ =
√
2n+1 log n et L = θ
√
2−(n+1) log n. Utilisant l’hypothe`se sur les f (n),
nous obtenons
P
{
sup
06t6T
(∫ t
0
f (n)s dBs
)
> (1 + θ)
√
2−(n+1) log n
}
6 e−θ logn = n−θ . (8.1.19)
Le lemme de Borel–Cantelli nous permet alors de conclure.
The´ore`me 8.1.5. La limite (8.1.11) existe, est inde´pendante de la suite des {e(n)}n>1
convergeant vers X, et est une fonction continue de t.
De´monstration. Quitte a` passer a` une sous-suite, nous pouvons choisir les e(n) de
manie`re a` satisfaire (8.1.13). Mais ceci implique aussi que
P
{∫ T
0
(
e
(n)
t − e(n−1)t
)2
dt 6 const 2−n, n→∞
}
= 1 . (8.1.20)
Le lemme 8.1.4 montre alors que
P
{
sup
06t6T
∣∣∣∣∫ t
0
(
e(n)s − e(n−1)s
)
dBs
∣∣∣∣ < const θ
√
log n
2n−1
, n→∞
}
= 1 . (8.1.21)
Ainsi la suite des
∫ t
0 e
(n)
s dBs est de Cauchy presque suˆrement, et dans ce cas elle converge
uniforme´ment.
8.2 Proprie´te´s e´le´mentaires
Les proprie´te´s suivantes sont prouve´es aise´ment pour des processus X et Y nonanticipatifs
satisfaisant la condition d’inte´grabilite´ (8.1.2).
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1. Line´arite´: ∫ t
0
(Xs + Ys) dBs =
∫ t
0
Xs dBs +
∫ t
0
Ys dBs (8.2.1)
et ∫ t
0
(cXs) dBs = c
∫ t
0
Xs dBs . (8.2.2)
2. Additivite´: Pour 0 6 s < u < t 6 T ,∫ t
s
Xv dBv =
∫ u
s
Xv dBv +
∫ t
u
Xv dBv . (8.2.3)
3. Pour un temps d’arreˆt τ ,
∫ τ∧T
0
Xt dBt =
∫ T
0
1{t6τ}Xt dBt . (8.2.4)
4. Si
∫ T
0 E(X
2
t ) dt <∞, alors pour tout t 6 T ,
E
(∫ t
0
Xs dBs
)
= 0 (8.2.5)
et
E
((∫ t
0
Xs dBs
)2)
=
∫ t
0
E(X2s ) ds . (8.2.6)
De plus, le processus
{∫ t
0 Xs dBs
}
t>0
est une martingale.
5. Le processus
Mt = exp
{∫ t
0
Xs dBs − 1
2
∫ t
0
X2s ds
}
(8.2.7)
est une surmartingale.
8.3 Un exemple
Nous donnons ici un exemple de calcul explicite d’une inte´grale stochastique par la me´thode
d’Itoˆ: ∫ t
0
Bs dBs =
1
2
B2t −
t
2
. (8.3.1)
Le re´sultat, quelque peu surprenant au premier abord, prendra tout son sens lorsque nous
aurons vu la formule d’Itoˆ.
Conside´rons la suite de fonctionnelles simples de´finies par e
(n)
t = B2−n⌊2nt⌋. Il suffit
alors de ve´rifier que
lim
n→∞
∫ t
0
e(n)s dBs =
1
2
B2t −
t
2
. (8.3.2)
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Notons tk = k2
−n pour k 6 m = ⌊2nt⌋ et tm+1 = t. Il suit de la de´finition (8.1.4) que
2
∫ t
0
e(n)s dBs = 2
m+1∑
k=1
Btk−1
(
Btk −Btk−1
)
=
m+1∑
k=1
[
B2tk −B2tk−1 −
(
Btk −Btk−1
)2]
= B2t −
m+1∑
k=1
(
Btk −Btk−1
)2
. (8.3.3)
Conside´rons la martingale
M
(n)
t =
m+1∑
k=1
(
Btk −Btk−1
)2 − t = m+1∑
k=1
[(
Btk −Btk−1
)2 − (tk − tk−1)] . (8.3.4)
Les termes de la somme sont inde´pendants et d’espe´rance nulle. Nous avons donc
E
((
M
(n)
t
)2)
=
m+1∑
k=1
E
([(
Btk −Btk−1
)2 − (tk − tk−1)]2)
6 (m+ 1)E
([(
Bt1 −Bt0
)2 − (t1 − t0)]2)
6 const 2nE
([(
B2−n
)2 − 2−n]2)
= const 2−nE
([(
B1
)2 − 1]2)
6 const 2−n , (8.3.5)
a` cause de la proprie´te´ d’e´chelle.
(
M
(n)
t
)2
e´tant une sous-martingale, l’ine´galite´ de Doob
nous donne
P
{
sup
06s6t
(
M (n)s
)2
> n22−n
}
6 2nn−2E
((
M
(n)
t
)2)
6 const n−2 . (8.3.6)
Le lemme de Borel–Cantelli nous permet alors de conclure que
P
{
sup
06s6t
∣∣M (n)s ∣∣ < n2−n/2, n→∞} = 1 , (8.3.7)
ce qui prouve (8.3.2).
8.4 La formule d’Itoˆ
Conside´rons une inte´grale stochastique de la forme
Xt = X0 +
∫ t
0
fs ds+
∫ t
0
gs dBs , t ∈ [0, T ] (8.4.1)
ou` X0 est inde´pendante du mouvement Brownien, et fs et gs sont des fonctionnelles
nonanticipatives satisfaisant
P
{∫ T
0
|fs| ds <∞
}
= 1
P
{∫ T
0
g2s ds <∞
}
= 1 . (8.4.2)
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Le processus (8.4.1) s’e´crit e´galement sous forme diffe´rentielle
dXt = ft dt+ gt dBt . (8.4.3)
Par exemple, la relation (8.3.1) est e´quivalente a`
d(B2t ) = dt+ 2Bt dBt . (8.4.4)
La formule d’Itoˆ permet de de´terminer de manie`re ge´ne´rale l’effet d’un changement de
variables sur une diffe´rentielle stochastique.
Lemme 8.4.1 (Formule d’Itoˆ). Soit u : [0,∞)×R → R , (t, x) 7→ u(t, x) une fonction con-
tinuˆment diffe´rentiable par rapport a` t et deux fois continuˆment diffe´rentiable par rapport
a` x. Alors le processus stochastique Yt = u(t,Xt) satisfait l’e´quation
Yt = Y0 +
∫ t
0
∂u
∂t
(s,Xs) ds+
∫ t
0
∂u
∂x
(s,Xs)fs ds+
∫ t
0
∂u
∂x
(s,Xs)gs dBs
+
1
2
∫ t
0
∂2u
∂x2
(s,Xs)g
2
s ds . (8.4.5)
De´monstration. Il suffit de prouver le re´sultat pour des fonctionnelles simples, et par
l’additivite´ des inte´grales, on peut se ramener au cas de fonctionnelles constantes. Mais
alors Xt = f0t + g0Bt et Yt = u(t, f0t + g0Bt) peut s’exprimer comme une fonction
de (t, Bt). Il suffit en de´finitive de conside´rer le cas Xt = Bt. Or pour une partition
0 = t0 < t1 < · · · < tn = t, on a
u(t, Bt)− u(0, 0) =
n∑
k=1
[
u(tk, Btk)− u(tk−1, Btk)
]
+
[
u(tk−1, Btk)− u(tk−1, Btk−1)
]
=
n∑
k=1
∂u
∂t
(tk−1, Btk)(tk − tk−1) +
∂u
∂x
(tk−1, Btk−1)(Btk −Btk−1)
+
1
2
∂2u
∂x2
(tk−1, Btk−1)(Btk −Btk−1)2 + O(tk − tk−1) + O((Btk −Btk−1)2)
=
∫ t
0
∂u
∂t
(s,Bs) ds+
∫ t
0
∂u
∂x
(s,Bs) dBs +
1
2
∫ t
0
∂2u
∂x2
(s,Bs) ds
+
n∑
k=1
1
2
∂2u
∂x2
(tk−1, Btk−1)
[
(Btk −Btk−1)2 − (tk − tk−1)
]
+ O(1) .
(8.4.6)
La somme se traite comme M
(n)
t dans la section 8.3 lorsque tk− tk−1 → 0, c.f. (8.3.4).
Remarque 8.4.2.
1. La formule d’Itoˆ s’e´crit aussi sous forme diffe´rentielle,
dYt =
∂u
∂t
(t,Xt) dt+
∂u
∂x
(t,Xt)
[
ft dt+ gt dBt
]
+
1
2
∂2u
∂x2
(t,Xt)g
2
t dt . (8.4.7)
2. Un moyen mne´motechnique pour retrouver la formule est de l’e´crire sous la forme
dYt =
∂u
∂t
dt+
∂u
∂x
dXt +
1
2
∂2u
∂x2
dX2t , (8.4.8)
ou` dX2t se calcule en utilisant les re`gles
dt2 = dt dBt = 0, dB
2
t = dt . (8.4.9)
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3. La formule se ge´ne´ralise a` des fonctions u(t,X
(1)
t , . . . , X
(n)
t ), de´pendant de n processus
de´finis par dX
(i)
t = f
(i)
t dt+ g
(i)
t dBt, en
dYt =
∂u
∂t
dt+
∑
i
∂u
∂xi
dX
(i)
t +
1
2
∑
i,j
∂2u
∂xi∂xj
dX
(i)
t dX
(j)
t , (8.4.10)
ou` dX
(i)
t dX
(j)
t = g
(i)
t g
(j)
t dt .
Exemple 8.4.3.
1. Si Xt = Bt et u(x) = x
2, on retrouve la relation (8.4.4).
2. Si dXt = gt dBt − 12g2t dt et u(x) = ex, on obtient
d(eXt) = gte
Xt dBt . (8.4.11)
Ainsi la martingale Mt = exp
{
γBt − γ2 t2
}
de la proposition 7.5.2 est la solution de
l’e´quation dMt = γMt dBt.
8.5 Exercices
Exercice 8.1. On conside`re les deux processus stochastiques
Xt =
∫ t
0
es dBs , Yt = e
−tXt .
1. De´terminer E(Xt), Var(Xt), E(Yt) et Var(Yt).
2. Spe´cifier la loi de Xt et de Yt.
3. Montrer que Yt converge en loi vers une variable Y∞ lorsque t→∞ et spe´cifier sa loi.
4. Exprimer dYt en fonction de Yt et de Bt.
Exercice 8.2. Soit
Xt =
∫ t
0
s dBs .
1. Calculer E(Xt) et Var(Xt).
2. Quelle est la loi de Xt?
3. Calculer d(tBt) a` l’aide de la formule d’Itoˆ.
4. En de´duire une relation entre Xt et
Yt =
∫ t
0
Bs ds .
5. Calculer la variance de Yt,
(a) directement a` partir de sa de´finition;
(b) en calculant d’abord la covariance de Bt et Xt, a` l’aide d’une partition de [0, t].
En de´duire la loi de Yt.
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Exercice 8.3 (Ine´galite´ de Bernstein).
1. Soit Y une variable ale´atoire normale centre´e, de variance σ2. Montrer que
E(eY ) = eσ
2/2
2. Soit Bt un mouvement Brownien standard, et ϕ : [0, T ] → R une fonction inde´pen-
dante de Bt. Pour t ∈ [0, T ] on pose
Xt =
∫ t
0
ϕ(s) dBs
Calculer E(Xt) et VarXt. On pre´cisera les hypothe`ses faites sur la fonction ϕ.
3. Montrer que
Mt = exp
{
Xt − 1
2
∫ t
0
ϕ(s)2 ds
}
est une martingale.
4. De´montrer l’ine´galite´ de Bernstein : Pour tout λ > 0,
P
{
sup
06s6t
Xs > λ
}
6 exp
{
− λ
2
2Φ(t)
}
ou` Φ(t) =
∫ t
0
ϕ(s)2 ds.
Exercice 8.4 (Inte´grale de Stratonovich). Soit {Bt}t∈[0,T ] un mouvement Brownien stan-
dard. Soit 0 = t0 < t1 < · · · < tN = T une partition de [0, T ], et soit
et =
N∑
k=1
etk−11[tk−1,tk)(t)
une fonction simple, adapte´e a` la filtration canonique du mouvement Brownien.
L’inte´grale de Stratonovich de et est de´finie par∫ T
0
et ◦ dBt =
N∑
k=1
etk + etk−1
2
∆Bk ou` ∆Bk = Btk −Btk−1 .
L’inte´grale de Stratonovich
∫ T
0 Xt ◦ dBt d’un processus adapte´ Xt est de´finie comme la
limite de la suite
∫ T
0 e
(n)
t ◦ dBt, ou` e(n) est une suite de fonctions simples convergeant vers
Xt dans L
2. On admettra que cette limite existe et est inde´pendante de la suite e(n).
1. Calculer ∫ T
0
Bt ◦ dBt .
2. Soit g : R → R une fonction de classe C2, et soit Xt un processus adapte´ satisfaisant
Xt =
∫ t
0
g(Xs) ◦ dBs ∀t ∈ [0, T ] .
Soit Yt l’inte´grale d’Itoˆ
Yt =
∫ t
0
g(Xs) dBs .
Montrer que
Xt − Yt = 1
2
∫ t
0
g′(Xs)g(Xs) ds ∀t ∈ [0, T ] .
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Chapitre 9
Equations diffe´rentielles
stochastiques
Nous avons maintenant tous les e´le´ments en main pour de´finir la notion de solution d’une
e´quation diffe´rentielle stochastique (EDS), de la forme
dXt = f(Xt, t) dt+ g(Xt, t) dBt, (9.0.1)
ou` f, g : R × [0, T ] → R sont des fonctions de´terministes mesurables. La fonction f est
commune´ment appele´e coefficient de de´rive, alors que g est appele´e coefficient de diffusion.
Dans tout ce chapitre, nous supposons que
• Soit X0 ∈ R est une constante, et alors {Ft}t∈[0,T ] de´signe la filtration engendre´e par
le mouvement Brownien.
• Soit X0 : Ω → R est une variable ale´atoire, de carre´ inte´grable, et inde´pendante du
mouvement Brownien. Dans ce cas, {Ft}t∈[0,T ] de´signera la filtration engendre´e par le
mouvement Brownien et par X0.
9.1 Solutions fortes
De´finition 9.1.1. Un processus stochastique {Xt}t∈[0,T ] est appele´ une solution forte de
l’EDS (9.0.1) avec condition initiale X0 si
• Xt est Ft-mesurable pour tout t ∈ [0, T ];
• on a les conditions de re´gularite´
P
{∫ T
0
|f(Xs, s)| ds <∞
}
= P
{∫ T
0
g(Xs, s)
2 ds <∞
}
= 1; (9.1.1)
• pour tout t ∈ [0, T ], on a
Xt = X0 +
∫ t
0
f(Xs, s) ds+
∫ t
0
g(Xs, s) dBs (9.1.2)
avec probabilite´ 1.
Remarque 9.1.2. On de´finit de manie`re similaire la solution forte d’une EDS multidi-
mensionnelle, c’est-a`-dire qu’on peut supposer que X ∈ R n, f(x, t) prend des valeurs dans
Rn, et, si Bt est un mouvement Brownien de dimension k, g(x, t) prend des valeurs dans
les matrices n× k.
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Avant de montrer l’existence de solutions fortes dans un cadre ge´ne´ral, nous donnons
quelques exemples d’e´quations pour lesquelles une solution peut eˆtre donne´e explicitement
sous forme d’inte´grales. Il n’est pas surprenant que de tels cas solubles sont extreˆmement
rares.
Exemple 9.1.3. Conside´rons l’EDS line´aire avec “bruit additif”
dXt = a(t)Xt dt+ σ(t) dBt , (9.1.3)
ou` a et σ sont des fonctions de´terministes. Dans le cas particulier σ ≡ 0, la solution peut
s’e´crire simplement
Xt = e
α(t)X0 , α(t) =
∫ t
0
a(s) ds . (9.1.4)
Ceci sugge`re d’appliquer la me´thode de la variation de la constante, c’est-a`-dire de chercher
une solution de la forme Xt = e
α(t) Yt. La formule d’Itoˆ applique´e a` Yt = u(Xt, t) =
e−α(t)Xt nous donne
dYt = −a(t) e−α(t)Xt dt+ e−α(t) dXt = e−α(t) σ(t) dBt , (9.1.5)
d’ou` en inte´grant et en tenant compte du fait que Y0 = X0,
Yt = X0 +
∫ t
0
e−α(s) σ(s) dBs . (9.1.6)
Ceci donne finalement la solution forte de l’e´quation (9.1.3)
Xt = X0 e
α(t)+
∫ t
0
eα(t)−α(s) σ(s) dBs . (9.1.7)
On ve´rifie effectivement (9.1.2) en appliquant encore une fois la formule d’Itoˆ. On notera
que si la condition initiale X0 est de´terministe, alors Xt suit une loi normale, d’espe´rance
E(Xt) = X0 e
α(t) et de variance
Var(Xt) =
∫ t
0
e2(α(t)−α(s)) σ(s)2 ds , (9.1.8)
en vertu de l’isome´trie d’Itoˆ.
Exemple 9.1.4. Soit l’EDS line´aire avec “bruit multiplicatif”
dXt = a(t)Xt dt+ σ(t)Xt dBt , (9.1.9)
avec a` nouveau a et σ des fonctions de´terministes. Nous pouvons alors e´crire
dXt
Xt
= a(t) dt+ σ(t) dBt . (9.1.10)
En inte´grant le membre de gauche, on devrait trouver log(Xt), mais ceci est-il compatible
avec le calcul d’Itoˆ? Pour s’en assurer, posons Yt = u(Xt) = log(Xt). Alors la formule d’Itoˆ
donne
dYt =
1
Xt
dXt − 1
2X2t
dX2t
= a(t) dt+ σ(t) dBt − 1
2
σ(t)2 dt . (9.1.11)
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En inte´grant et en reprenant l’exponentielle, on obtient donc la solution forte
Xt = X0 exp
{∫ t
0
[
a(s)− 1
2
σ(s)2
]
ds+
∫ t
0
σ(s) dBs
}
. (9.1.12)
En particulier, si a ≡ 0 et σ ≡ γ, on retrouve la martingale Xt = X0 exp{γBt − γ2t/2},
appele´e mouvement Brownien exponentiel.
9.2 Existence et unicite´ de solutions
Nous donnons d’abord un re´sultat d’existence et d’unicite´ d’une solution forte sous des
conditions un peu restrictives sur les coefficients f et g.
The´ore`me 9.2.1. Supposons que les fonctions f et g satisfont les deux conditions suiv-
antes:
1. Condition de Lipschitz globale: Il existe une constante K telle que
|f(x, t)− f(y, t)|+ |g(x, t)− g(y, t)| 6 K|x− y| (9.2.1)
pour tous les x, y ∈ R et t ∈ [0, T ].
2. Condition de croissance: Il existe une constante L telle que
|f(x, t)|+ |g(x, t)| 6 L(1 + |x|) (9.2.2)
pour tous les x ∈ R et t ∈ [0, T ].
Alors l’EDS (9.0.1) admet, pour toute condition initiale X0 de carre´ inte´grable, une solu-
tion forte {Xt}t∈[0,T ], presque suˆrement continue. Cette solution est unique dans le sens
que si {Xt}t∈[0,T ] et {Yt}t∈[0,T ] sont deux solutions presque suˆrement continues, alors
P
{
sup
06t6T
|Xt − Yt| > 0
}
= 0. (9.2.3)
De´monstration. Commenc¸ons par de´montrer l’unicite´. Soient Xt et Yt deux solutions
fortes de condition initiale X0. Posons φ(t) = f(Xt, t)−f(Yt, t) et γ(t) = g(Xt, t)−g(Yt, t).
Alors en utilisant l’ine´galite´ de Cauchy–Schwartz et l’isome´trie d’Itoˆ on trouve
E
(|Xt − Yt|2) = E[(∫ t
0
φ(s) ds+
∫ t
0
γ(s) dBs
)2]
6 2E
[(∫ t
0
φ(s) ds
)2]
+ 2E
[(∫ t
0
γ(s) dBs
)2]
6 2E
[
t
∫ t
0
φ(s)2 ds
]
+ 2E
[∫ t
0
γ(s)2 ds
]
6 2(1 + t)K2
∫ t
0
E
(|Xs − Ys|2) ds .
Ainsi la fonction v(t) = E(|Xt − Yt|2) satisfait l’ine´galite´
v(t) 6 2(1 + T )K2
∫ t
0
v(s) ds , (9.2.4)
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donc par l’ine´galite´ de Gronwall,
v(t) 6 v(0) e2(1+T )K
2t = 0 , (9.2.5)
puisque v(0) = 0. Il suit que
P
{|Xt − Yt| = 0 ∀t ∈ Q ∩ [0, T ]} = 1 , (9.2.6)
ce qui implique (9.2.3) en vertu de la continuite´ des trajectoires.
Afin de prouver l’existence, nous posons X
(0)
t = X0 et de´finissons une suite {X(k)t }k∈N
re´cursivement par
X
(k+1)
t = X0 +
∫ t
0
f(X(k)s , s) ds+
∫ t
0
g(X(k)s , s) dBs . (9.2.7)
Un calcul similaire au calcul ci-dessus montre que
E
(∣∣X(k+1)t −X(k)t ∣∣2) 6 2(1 + T )K2 ∫ t
0
E
(|X(k)s −X(k−1)s |2) ds (9.2.8)
pour tout k > 1 et t ∈ [0, T ], alors que
E
(∣∣X(1)t −X(0)t ∣∣2) 6 A1t (9.2.9)
pour une constante A1 = A1(L, T,X0). Par re´currence, nous avons donc
E
(∣∣X(k+1)t −X(k)t ∣∣2) 6 Ak+12 tk+1(k + 1)! (9.2.10)
pour tout k > 1 et t ∈ [0, T ] et une constante A2 = A2(K,L, T,X0). Il est alors facile
de ve´rifier que la suite des X(k) est une suite de Cauchy dans L2(P × λ), c’est-a`-dire par
rapport au produit scalaire de´fini par la mesure P sur Ω et la mesure de Lebesgue λ sur
[0, T ]. Il existe donc un processus limite
Xt = lim
n→∞X
(n)
t ∈ L2(P× λ) . (9.2.11)
Il reste a` montrer que c’est la solution forte cherche´e. Faisons tendre k vers l’infini
dans (9.2.7). Le membre de gauche tend vers Xt. La premie`re inte´grale dans le membre
de droite tend dans L2(P × λ) vers l’inte´grale de f(Xs, s) ds par l’ine´galite´ de Ho¨lder.
La seconde tend dans L2(P × λ) vers l’inte´grale de g(Xs, s) dBs par l’isome´trie d’Itoˆ.
Ceci montre que Xt satisfait (9.1.2). Les relations (9.1.1) sont satisfaites en conse´quence
de la condition de croissance et du fait que Xt est de carre´ inte´grable. Finalement, le
The´ore`me 8.1.5 implique la continuite´ presque suˆre de Xt.
Les conditions (9.2.1) et (9.2.2) sont en fait trop restrictives, et peuvent eˆtre remplace´es
par les conditions plus faibles suivantes :
1. Condition de Lipschitz locale: Pour tout compact K ∈ R , il existe une constante
K = K(K) telle que
|f(x, t)− f(y, t)|+ |g(x, t)− g(y, t)| 6 K|x− y| (9.2.12)
pour x, y ∈ K et t ∈ [0, T ].
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2. Condition de croissance: Il existe une constante L telle que
xf(x, t) + g(x, t)2 6 L2(1 + x2) (9.2.13)
pour tous x, t.
Par exemple, le coefficient de de´rive f(x, t) = −x2 satisfait les conditions (9.2.12) et
(9.2.13), alors qu’il ne satisfait pas les conditions (9.2.1) et (9.2.2). Par contre, la condi-
tion de Lipschitz locale est ne´cessaire pour garantir l’unicite´, comme le montre le contre-
exemple classique f(x, t) = 3x2/3 (toute fonction valant 0 jusqu’a` un temps arbitraire
a, puis (t − a)3 pour les temps ulte´rieurs est solution). De meˆme, le contre-exemple
f(x, t) = x2, dont les solutions divergent pour un temps fini, montre la ne´cessite´ de la
condition de croissance (9.2.13).
Sans entrer dans les de´tails, pour montrer l’existence d’une unique solution forte sous
les conditions (9.2.12) et (9.2.13), on proce`de en deux e´tapes, tout a` fait similaires a` celles
du cas de´terministe :
• On montre que sous la condition de Lipschitz locale, toute trajectoire solution Xt(ω)
soit existe jusqu’au temps T , soit quitte tout compact K en un temps τ(ω) < T . Par
conse´quent, il existe un temps d’arreˆt τ , appele´ temps d’explosion, tel que soit τ(ω) =
+∞ et alors Xt(ω) existe jusqu’au temps T , soit τ(ω) 6 T , et alors Xt(ω) → ±∞
lorsque t→ τ(ω).
• On montre que sous la condition de croissance, les trajectoires Xt(ω) ne peuvent pas
exploser (car le terme de de´rive ne croˆıt pas assez vite, ou rame`ne les trajectoires vers
l’origine si xf(x, t) est ne´gatif).
9.3 Exercices
Exercice 9.1. On conside`re l’e´quation
dXt = a(t)Xt dt+ b(t) dt+ c(t) dBt ,
ou` a(t), b(t) et c(t) sont des processus adapte´s.
Re´soudre cette e´quation par la me´thode de la variation de la constante, c’est-a`-dire
1. Soit α(t) =
∫ t
0 a(s) ds. Ve´rifier que X0 e
α(t) est la solution de l’e´quation homoge`ne,
c-a`-d avec b = c = 0.
2. Poser Yt = e
−α(t)Xt et calculer dYt a` l’aide de la formule d’Itoˆ.
3. En de´duire Yt puis Xt sous forme inte´grale.
4. Re´soudre l’EDS
dXt = − 1
1 + t
Xt dt+
1
1 + t
dBt , X0 = 0 .
Exercice 9.2. Re´soudre l’EDS
dXt = −1
2
Xt dt+
√
1−X2t dBt , X0 = 0
a` l’aide du changement de variable Y = Arcsin(X).
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Exercice 9.3.
1. En utilisant l’exercice 9.1, re´soudre l’EDS:
dXt =
b−Xt
1− t dt+ dBt , 0 6 t < 1 , X0 = a .
2. De´terminer la variance de Xt. Calculer limt→1− Xt dans L2.
3. Soit Mt =
∫ t
0 (1− s)−1 dBs. Montrer que
P
{
sup
1−2−n6t61−2−n−1
(1− t)|Mt| > ε
}
6
2
ε22n
.
A l’aide du lemme de Borel–Cantelli, en de´duire limt→1− Xt au sens presque suˆr.
4. Le processus Xt est appele´ un pont Brownien — expliquer pourquoi.
Exercice 9.4. On se donne r, α ∈ R . Re´soudre l’e´quation diffe´rentielle stochastique
dYt = r dt+ αYt dBt , Y0 = 1 .
Indication : Soit le “facteur inte´grant”
Ft = exp
{
−αBt + 1
2
α2t
}
.
Conside´rer Xt = FtYt.
Chapitre 10
Diffusions
On appelle diffusion un processus stochastique obe´issant a` une e´quation diffe´rentielle
stochastique de la forme
dXt = f(Xt) dt+ g(Xt) dBt . (10.0.1)
Le terme f(x) peut s’interpre´ter comme la force de´terministe agissant sur une particule
dans un fluide au point x, et s’appelle donc le coefficient de de´rive. Le terme g(x) mesure
l’effet de l’agitation thermique des mole´cules du fluide en x, et s’appelle le coefficient de
diffusion.
Dans l’e´tude des diffusions, il est particulie`rement inte´ressant de conside´rer la de´pen-
dance des solutions dans la condition initiale X0 = x. La proprie´te´ de Markov affirme que
l’e´tat Xt en un temps donne´ t de´termine univoquement le comportement a` tous les temps
futurs. Ceci permet de de´montrer la proprie´te´ de semi-groupe, qui ge´ne´ralise celle du flot
d’une e´quation diffe´rentielle ordinaire. Un semi-groupe de Markov peut eˆtre caracte´rise´
par son ge´ne´rateur, qui s’ave`re eˆtre un ope´rateur diffe´rentiel du second ordre dans le cas
des diffusions. Il en re´sulte un ensemble de liens importants entre e´quations diffe´rentielles
stochastiques et e´quations aux de´rive´es partielles.
10.1 La proprie´te´ de Markov
De´finition 10.1.1 (Diffusion d’Itoˆ). Une diffusion d’Itoˆ homoge`ne dans le temps est un
processus stochastique {Xt(ω)}t>0 satisfaisant une e´quation diffe´rentielle stochastique de
la forme
dXt = f(Xt) dt+ g(Xt) dBt , t > s > 0 , Xs = x , (10.1.1)
ou` Bt est un mouvement Brownien standard de dimension m, et le coefficient de de´rive
f : R n → R n et le coefficient de diffusion g : R n → R n×m sont tels que l’EDS (10.1.1)
admette une unique solution en tout temps.
Nous noterons la solution de (10.1.1) Xs,xt . L’homoge´ne´ite´ en temps, c’est-a`-dire le fait
que f et g ne de´pendent pas du temps, a la conse´quence importante suivante.
Lemme 10.1.2. Les processus {Xs,xs+h}h>0 et {X0,xh }h>0 ont la meˆme loi.
De´monstration. Par de´finition, X0,xh satisfait l’e´quation inte´grale
X0,xh = x+
∫ h
0
f(X0,xv ) dv +
∫ h
0
g(X0,xv ) dBv . (10.1.2)
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De meˆme, Xs,xs+h satisfait l’e´quation
Xs,xs+h = x+
∫ s+h
s
f(Xs,xu ) du+
∫ s+h
s
g(Xs,xu ) dBu
= x+
∫ h
0
f(Xs,xs+v) dv +
∫ h
0
g(Xs,xs+v) dB˜v (10.1.3)
ou` nous avons utilise´ le changement de variable u = s + v, et B˜v = Bs+v − Bs. Par la
proprie´te´ diffe´rentielle, B˜v est un mouvement Brownien standard, donc par unicite´ des
solutions de l’EDS (10.1.1), les inte´grales (10.1.3) et (10.1.2) ont la meˆme loi.
Nous noterons Px la mesure de probabilite´ sur la tribu engendre´e par toutes les vari-
ables ale´atoires X0,xt , t > 0, x ∈ R n, de´finie par
Px
{
Xt1 ∈ A1, . . . , Xtk ∈ Ak
}
= P
{
X0,xt1 ∈ A1, . . . , X0,xtk ∈ Ak
}
(10.1.4)
pour tout choix de temps 0 6 t1 < t2 < · · · < tk et de bore´liens A1, . . . , Ak ⊂ R n. Les
espe´rances par rapport a` Px seront note´es Ex.
The´ore`me 10.1.3 (Proprie´te´ de Markov pour les diffusions d’Itoˆ). Pour toute fonction
mesurable borne´e ϕ : R n → R ,
Ex
(
ϕ(Xt+h)
∣∣ Ft)(ω) = EXt(ω)(ϕ(Xh)) , (10.1.5)
le membre de droite de´signant la fonction Ey(ϕ(Xh)) e´value´e en y = Xt(ω).
De´monstration. Conside´rons pour y ∈ R n et s > t la fonction
F (y, t, s, ω) = Xt,ys (ω) = y +
∫ s
t
f(Xu(ω)) du+
∫ s
t
g(Xu(ω)) dBu(ω) . (10.1.6)
On notera que F est inde´pendante de Ft. Par unicite´ des solutions de l’EDS (10.1.1), on a
Xs(ω) = F (Xt(ω), t, s, ω) . (10.1.7)
Posons g(y, ω) = ϕ ◦ F (y, t, t + h, ω). On ve´rifie que cette fonction est mesurable. La
relation (10.1.5) est alors e´quivalente a`
E
(
g(Xt, ω)
∣∣ Ft) = E(ϕ ◦ F (y, 0, h, ω))∣∣∣
y=Xt(ω)
. (10.1.8)
On a
E
(
g(Xt, ω)
∣∣ Ft) = E(g(y, ω) ∣∣ Ft)∣∣∣
y=Xt(ω)
. (10.1.9)
En effet, cette relation est vraie pour des fonctions de la forme g(y, ω) = φ(y)ψ(ω), puisque
E
(
φ(Xt)ψ(ω)
∣∣ Ft) = φ(Xt)E(ψ(ω) ∣∣ Ft) = E(φ(y)ψ(ω) ∣∣ Ft)∣∣∣
y=Xt(ω)
. (10.1.10)
Elle s’e´tend alors a` toute fonction mesurable borne´e en approximant celle-ci par une suite
de combinaisons line´aires de fonctions comme ci-dessus. Or il suit de l’inde´pendance de F
et de Ft que
E
(
g(y, ω)
∣∣ Ft) = E(g(y, ω))
= E
(
ϕ ◦ F (y, t, t+ h, ω))
= E
(
ϕ ◦ F (y, 0, h, ω)) , (10.1.11)
la dernie`re e´galite´ suivant du Lemme 10.1.2. Le re´sultat s’obtient alors en e´valuant la
dernie`re e´galite´ en y = Xt.
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Comme pour le mouvement Brownien, la proprie´te´ de Markov se ge´ne´ralise a` des temps
d’arreˆt.
The´ore`me 10.1.4 (Proprie´te´ de Markov forte pour les diffusions d’Itoˆ). Pour toute fonc-
tion mesurable borne´e ϕ : R n → R et tout temps d’arreˆt τ fini presque suˆrement,
Ex
(
ϕ(Xτ+h)
∣∣ Fτ)(ω) = EXτ (ω)(ϕ(Xh)) . (10.1.12)
De´monstration. La preuve est une adaptation relativement directe de la preuve pre´ce´-
dente. Voir par exemple [Øks95, Theorem 7.2.4].
10.2 Semigroupes et ge´ne´rateurs
De´finition 10.2.1 (Semi-groupe de Markov). A toute fonction mesurable borne´e ϕ :
R n → R , on associe pour tout t > 0 la fonction Ttϕ de´finie par
(Ttϕ)(x) = E
x
(
ϕ(Xt)
)
. (10.2.1)
L’ope´rateur line´aire Tt est appele´ le semi-groupe de Markov associe´ a` la diffusion.
Par exemple, si ϕ(x) = 1A(x) est la fonction indicatrice d’un Bore´lien A ⊂ R n, on a
(Tt1A)(x) = P
x
{
Xt ∈ A
}
. (10.2.2)
Le nom de semi-groupe est justifie´ par le re´sultat suivant.
Lemme 10.2.2 (Proprie´te´ de semi-groupe). Pour tous t, h > 0, on a
Th ◦ Tt = Tt+h . (10.2.3)
De´monstration. On a
(Th ◦ Tt)(ϕ)(x) = (Th(Ttϕ))(x)
= Ex
(
(Ttϕ)(Xh)
)
= Ex
(
EXh
(
ϕ(Xt)
))
= Ex
(
Ex
(
ϕ(Xt+h)
∣∣ Ft))
= Ex
(
ϕ(Xt+h)
)
= (Tt+hϕ)(x) , (10.2.4)
ou` l’on a utilise´ la proprie´te´ de Markov pour passer de la troisie`me a` la quatrie`me ligne.
De plus, on ve´rifie facilement les proprie´te´s suivantes:
1. Tt pre´serve les fonctions constantes: Tt(c1R n) = c1R n ;
2. Tt pre´serve les fonctions non-ne´gatives: ϕ(x) > 0 ∀x⇒ (Ttϕ)(x) > 0 ∀x;
3. Tt est contractante par rapport a` la norme L
∞:
sup
x∈R n
∣∣(Ttϕ)(x)∣∣ = sup
x∈R n
∣∣Ex(ϕ(Xt))∣∣ 6 sup
y∈R n
∣∣ϕ(y)∣∣ sup
x∈R n
Ex
(
1
)
= sup
y∈R n
∣∣ϕ(y)∣∣ . (10.2.5)
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Le semi-groupe de Markov est donc un ope´rateur line´aire positif, borne´ par rapport a` la
norme L∞. En fait, il est de norme ope´rateur 1.
La proprie´te´ de semi-groupe implique que le comportement de Tt sur tout intervalle
[0, ε], avec ε > 0 arbitrairement petit, de´termine son comportement pour tout t > 0. Il est
donc naturel de conside´rer la de´rive´e de Tt en t = 0.
De´finition 10.2.3 (Ge´ne´rateur d’une diffusion d’Itoˆ). Le ge´ne´rateur infinite´simal L d’une
diffusion d’Itoˆ est de´fini par son action sur une fonction test ϕ via
(Lϕ)(x) = lim
h→0+
(Thϕ)(x)− ϕ(x)
h
. (10.2.6)
Le domaine de L est par de´finition l’ensemble des fonctions ϕ pour lesquelles la lim-
ite (10.2.6) existe pour tout x ∈ R n.
Remarque 10.2.4. Formellement, la relation (10.2.6) peut s’e´crire
L =
dTt
dt
∣∣∣
t=0
. (10.2.7)
Par la proprie´te´ de Markov, cette relation se ge´ne´ralise en
d
dt
Tt = lim
h→0+
Tt+h − Tt
h
= lim
h→0+
Th − id
h
Tt = LTt , (10.2.8)
et on peut donc e´crire formellement
Tt = e
tL . (10.2.9)
Nous pre´ciserons ce point dans la Section 10.4.
Proposition 10.2.5. Le ge´ne´rateur de la diffusion d’Itoˆ (10.1.1) est l’ope´rateur diffe´ren-
tiel
L =
n∑
i=1
fi(x)
∂
∂xi
+
1
2
n∑
i,j=1
(ggT )ij(x)
∂2
∂xi∂xj
. (10.2.10)
Le domaine de L contient l’ensemble des fonctions deux fois continuˆment diffe´rentiables a`
support compact.
De´monstration. Conside´rons le cas n = m = 1. Soit ϕ une fonction deux fois con-
tinuˆment diffe´rentiable a` support compact, et soit Yt = ϕ(Xt). Par la formule d’Itoˆ,
Yh = ϕ(X0) +
∫ h
0
ϕ′(Xs)f(Xs) ds+
∫ h
0
ϕ′(Xs)g(Xs) dBs +
1
2
∫ h
0
ϕ′′(Xs)g(Xs)2 ds .
(10.2.11)
En prenant l’espe´rance, comme l’espe´rance de l’inte´grale d’Itoˆ est nulle, on trouve
Ex
(
Yh
)
= ϕ(x) + Ex
(∫ h
0
ϕ′(Xs)f(Xs) ds+
1
2
∫ h
0
ϕ′′(Xs)g(Xs)2 ds
)
, (10.2.12)
d’ou`
Ex
(
ϕ(Xh)
)− ϕ(x)
h
=
1
h
∫ h
0
Ex
(
ϕ′(Xs)f(Xs)
)
ds+
1
2h
∫ h
0
Ex
(
ϕ′′(Xs)g(Xs)2
)
ds .
(10.2.13)
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En prenant la limite h→ 0+, on obtient
(Lϕ)(x) = ϕ′(x)f(x) +
1
2
ϕ′′(x)g(x)2 . (10.2.14)
Les cas ou` n > 2 ou m > 2 se traitent de manie`re similaire, en utilisant la formule d’Itoˆ
multidimensionnelle.
Exemple 10.2.6 (Ge´ne´rateur du mouvement Brownien). Soit Bt le mouvement Brownien
de dimension m. C’est un cas particulier de diffusion, avec f = 0 et g = 1l. Son ge´ne´rateur
est donne´ par
L =
1
2
m∑
i=1
∂2
∂x2i
=
1
2
∆ . (10.2.15)
C’est donc le Laplacien a` un facteur 1/2 pre`s.
10.3 La formule de Dynkin
La formule de Dynkin est essentiellement une ge´ne´ralisation de l’expression (10.2.12) a` des
temps d’arreˆt. Elle fournit une premie`re classe de liens entre diffusions et e´quations aux
de´rive´es partielles.
Proposition 10.3.1 (Formule de Dynkin). Soit {Xt}t>0 une diffusion de ge´ne´rateur L,
x ∈ R n, τ un temps d’arreˆt tel que Ex(τ) < ∞, et ϕ : R n → R une fonction deux fois
continuˆment diffe´rentiable a` support compact. Alors
Ex
(
ϕ(Xτ )
)
= ϕ(x) + Ex
(∫ τ
0
(Lϕ)(Xs) ds
)
. (10.3.1)
De´monstration. Conside´rons le cas n = m = 1, m e´tant la dimension du mouvement
Brownien. En proce´dant comme dans la preuve de la Proposition 10.2.5, on obtient
Ex
(
ϕ(Xτ )
)
= ϕ(x) + Ex
(∫ τ
0
(Lϕ)(Xs) ds
)
+ Ex
(∫ τ
0
g(Xs)ϕ
′(Xs) dBs
)
. (10.3.2)
Il suffit donc de montrer que l’espe´rance de l’inte´grale stochastique est nulle. Or pour toute
fonction h borne´e par M et tout N ∈ N , on a
Ex
(∫ τ∧N
0
h(Xs) dBs
)
= Ex
(∫ N
0
1{s<τ}h(Xs) dBs
)
= 0 , (10.3.3)
en vertu de la Fs-mesurabilite´ de 1{s<τ} et h(Xs). De plus,
Ex
([∫ τ
0
h(Xs) dBs −
∫ τ∧N
0
h(Xs) dBs
]2)
= Ex
(∫ τ
τ∧N
h(Xs)
2 ds
)
6 M2Ex
(
τ − τ ∧N) , (10.3.4)
qui tend vers 0 lorsque N → ∞, en vertu de l’hypothe`se Ex(τ) < ∞, par convergence
domine´e. On peut donc e´crire
0 = lim
N→∞
Ex
(∫ τ∧N
0
h(Xs) dBs
)
= Ex
(∫ τ
0
h(Xs) dBs
)
, (10.3.5)
ce qui conclut la preuve, en substituant dans (10.3.2). La preuve du cas ge´ne´ral est ana-
logue.
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Conside´rons le cas ou` le temps d’arreˆt τ est le temps de premie`re sortie d’un ouvert
borne´ D ⊂ R n. Supposons que le proble`me avec conditions au bord
(Lu)(x) = θ(x) x ∈ D
u(x) = ψ(x) x ∈ ∂D (10.3.6)
admet une unique solution. C’est le cas siD, θ et ψ sont suffisamment re´guliers. Substituant
ϕ par u dans la formule de Dynkin, on obtient la relation
u(x) = Ex
(
ψ(Xτ )−
∫ τ
0
θ(Xs) ds
)
. (10.3.7)
Pour ψ = 0 et θ = −1, u(x) est e´gal a` l’espe´rance de τ , partant de x. Pour θ = 0 et
ψ l’indicatrice d’une partie A du bord ∂D, u(x) est la probabilite´ de quitter D par A.
Ainsi, si l’on sait re´soudre le proble`me (10.3.6), on obtient des informations sur le temps et
le lieu de sortie de D. Inverse´ment, en simulant l’expression (10.3.7) par une me´thode de
Monte-Carlo, on obtient une approximation nume´rique de la solution du proble`me (10.3.6).
Exemple 10.3.2 (Temps de sortie moyen du mouvement Brownien d’une boule). Soit
K = {x ∈ R n : ‖x‖ < R} la boule de rayon R centre´e a` l’origine. Soit
τK = inf{t > 0: x+Bt 6∈ K} (10.3.8)
et soit
τ(N) = τK ∧N . (10.3.9)
La fonction ϕ(x) = ‖x‖21{‖x‖6R} est a` support compact et satisfait ∆ϕ(x) = 2n pour
x ∈ K. On peut par ailleurs la prolonger en dehors de K de manie`re qu’elle soit lisse et a`
support compact. En substituant dans la formule de Dynkin, on obtient
Ex
(‖x+Bτ(N)‖2) = ‖x‖2 + Ex(∫ τ(N)
0
1
2
∆ϕ(Bs) ds
)
= ‖x‖2 + nEx(τ(N)) . (10.3.10)
Comme ‖x+Bτ(N)‖ 6 R, faisant tendreN vers l’infini, on obtient par convergence domine´e
Ex
(
τK
)
=
R2 − ‖x‖2
n
. (10.3.11)
Exemple 10.3.3 (Re´currence/transience du mouvement Brownien). Soit a` nouveau K =
{x ∈ R n : ‖x‖ < R}. Nous conside´rons maintenant le cas ou` x 6∈ K, et nous voulons
de´terminer si le mouvement Brownien partant de x touche K presque suˆrement, on dit
alors qu’il est re´current, ou s’il touche K avec une probabilite´ strictement infe´rieure a`
1, on dit alors qu’il est transient. Comme dans le cas des marches ale´atoires, la re´ponse
de´pend de la dimension n de l’espace.
Nous de´finissons
τK = inf{t > 0: x+Bt ∈ K} . (10.3.12)
Pour N ∈ N , soit AN l’anneau
AN = {x ∈ R n : R < ‖x‖ < 2NR} , (10.3.13)
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et soit τ le temps de premie`re sortie de x+Bt de AN . On a donc
τ = τK ∧ τ ′ , τ ′ = inf{t > 0: ‖x+Bt‖ = 2NR} . (10.3.14)
Soit enfin
p = Px
{
τK < τ
′} = Px{‖x+Bτ‖ = R} = 1− Px{‖x+Bτ‖ = 2NR} . (10.3.15)
Les solutions a` syme´trie sphe´rique de ∆ϕ = 0 sont de la forme
ϕ(x) =

|x| si n = 1 ,
− log‖x‖ si n = 2 ,
‖x‖2−n si n > 2 .
(10.3.16)
Pour un tel ϕ, la formule de Dynkin donne
Ex
(
ϕ(x+Bτ )
)
= ϕ(x) . (10.3.17)
Par ailleurs, on a
Ex
(
ϕ(x+Bτ )
)
= ϕ(R)p+ ϕ(2NR)(1− p) . (10.3.18)
En re´solvant par rapport a` p, on obtient
p =
ϕ(x)− ϕ(2NR)
ϕ(R)− ϕ(2NR) . (10.3.19)
Lorsque N →∞, on a τ ′ →∞, d’ou`
Px
{
τK <∞
}
= lim
N→∞
ϕ(x)− ϕ(2NR)
ϕ(R)− ϕ(2NR) . (10.3.20)
Conside´rons alors se´pare´ment les cas n = 1, n = 2 et n > 2.
1. Pour n = 1, on a
Px
{
τK <∞
}
= lim
N→∞
2NR− |x|
2NR−R = 1 , (10.3.21)
donc le mouvement Brownien est re´current en dimension 1.
2. Pour n = 2, on a
Px
{
τK <∞
}
= lim
N→∞
log‖x‖+N log 2− logR
N log 2
= 1 , (10.3.22)
donc le mouvement Brownien est e´galement re´current en dimension 2.
3. Pour n > 2, on a
Px
{
τK <∞
}
= lim
N→∞
(2NR)2−n + ‖x‖2−n
(2NR)2−n +R2−n
=
(
R
‖x‖
)n−2
< 1 . (10.3.23)
Le mouvement Brownien est donc transient en dimension n > 2.
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10.4 Les e´quations de Kolmogorov
La seconde classe de liens entre e´quations diffe´rentielles stochastiques et e´quations aux
de´rive´es partielles est constitue´e par les e´quations de Kolmogorov, qui sont des proble`mes
aux valeurs initiales.
On remarque qu’en de´rivant par rapport a` t la formule de Dynkin, dans le cas particulier
τ = t, on obtient
∂
∂t
(Ttϕ)(x) =
∂
∂t
Ex
(
ϕ(Xt)
)
= Ex
(
(Lϕ)(Xt)
)
= (TtLϕ)(x) , (10.4.1)
que l’on peut abre´ger sous la forme
d
dt
Tt = TtL . (10.4.2)
Or nous avons vu dans le remarque 10.2.4 que l’on pouvait aussi e´crire formellement
d
dtTt = LTt. Par conse´quent, les ope´rateurs L et Tt commutent, du moins formellement.
Le the´ore`me suivant rend ce point rigoureux.
The´ore`me 10.4.1 (Equation de Kolmogorov re´trograde). Soit ϕ : R n → R une fonction
deux fois continuˆment diffe´rentiable a` support compact.
1. La fonction
u(t, x) = (Ttϕ)(x) = E
x
(
ϕ(Xt)
)
(10.4.3)
satisfait le proble`me aux valeurs initiales
∂u
∂t
(t, x) = (Lu)(t, x) , t > 0 , x ∈ R n ,
u(0, x) = ϕ(x) , x ∈ R n . (10.4.4)
2. Si w(t, x) est une fonction borne´e, continuˆment diffe´rentiable en t et deux fois con-
tinuˆment diffe´rentiable en x, satisfaisant le proble`me (10.4.4), alors w(t, x) = (Ttϕ)(x).
De´monstration.
1. On a u(0, x) = (T0ϕ)(x) = ϕ(x) et
(Lu)(t, x) = lim
h→0+
(Th ◦ Ttϕ)(x)− (Ttϕ)(x)
h
= lim
h→0+
(Tt+hϕ)(x)− (Ttϕ)(x)
h
=
∂
∂t
(Ttϕ)(x) =
∂
∂t
u(t, x) . (10.4.5)
2. Si w(t, x) satisfait le proble`me (10.4.4), alors on a
L˜w = 0 ou` L˜w = −∂w
∂t
+ Lw . (10.4.6)
Fixons (s, x) ∈ R+ ×R n. Le processus Yt = (s− t,X0,xt ) admet L˜ comme ge´ne´rateur.
Soit
τR = inf{t > 0: ‖Xt‖ > R} . (10.4.7)
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La formule de Dynkin montre que
Es,x
(
w(Yt∧τR)
)
= w(s, x) + Es,x
(∫ t∧τR
0
(L˜w)(Yu) du
)
= w(s, x) . (10.4.8)
Faisant tendre R vers l’infini, on obtient
w(s, x) = Es,x
(
w(Yt)
) ∀t > 0 . (10.4.9)
En particulier, prenant t = s, on a
w(s, x) = Es,x
(
w(Ys)
)
= E
(
w(0, X0,xs )
)
= E
(
ϕ(X0,xs )
)
= Ex
(
ϕ(Xs)
)
. (10.4.10)
On remarquera que dans le cas du mouvement Brownien, dont le ge´ne´rateur est L =
1
2∆, l’e´quation de Kolmogorov re´trograde (10.4.4) est l’e´quation de la chaleur.
La line´arite´ de l’e´quation de Kolmogorov re´trograde implique qu’il suffit de la re´soudre
pour une famille comple`te de conditions initiales ϕ, pour connaˆıtre la solution pour toute
condition initiale.
Un premier cas important est celui ou` l’on connaˆıt toutes les fonctions propres et
valeurs propres de L. Dans ce cas, la solution ge´ne´rale se de´compose sur les fonctions
propres, avec des coefficients de´pendant exponentiellement du temps.
Exemple 10.4.2 (Mouvement Brownien). Les fonctions propres du ge´ne´rateur L = 12
d2
dx2
du mouvement Brownien unidimensionnel sont de la forme eikx. De´composer la solution
sur la base de ces fonctions propres revient a` re´soudre l’e´quation de la chaleur par trans-
formation de Fourier. On sait que la solution s’e´crit
u(t, x) =
1√
2π
∫
R
e−k
2t/2 ϕˆ(k) eikx dk , (10.4.11)
ou` ϕˆ(k) est la transforme´e de Fourier de la condition initiale.
Un second cas important revient a` de´composer formellement la condition initiale sur
une “base” de distributions de Dirac. En pratique, cela revient a` utiliser la notion de
densite´ de transition.
De´finition 10.4.3 (Densite´ de transition). On dit que la diffusion {Xt}t admet la densite´
de transition pt(x, y), aussi note´e p(y, t|x, 0), si
Ex
(
ϕ(Xt)
)
=
∫
R n
ϕ(y)pt(x, y) dy (10.4.12)
pour toute fonction mesurable borne´e ϕ : R n → R .
Par line´arite´, la densite´ de transition, si elle existe et est lisse, satisfait l’e´quation
de Kolmogorov re´trograde (le ge´ne´rateur L agissant sur la variable x), avec la condition
initiale p0(x, y) = δ(x− y).
Exemple 10.4.4 (Mouvement Brownien et noyau de la chaleur). Dans le cas du mouve-
ment Brownien unidimensionnel, nous avons vu (c.f. (7.3.2)) que la densite´ de transition
e´tait donne´e par
p(y, t|x, 0) = 1√
2πt
e−(x−y)
2/2t , (10.4.13)
qui est appele´ le noyau de la chaleur. C’est e´galement la valeur de l’inte´grale (10.4.11)
avec ϕˆ(k) = e−iky /
√
2π, qui est bien la transforme´e de Fourier de ϕ(x) = δ(x− y).
90 CHAPITRE 10. DIFFUSIONS
L’adjoint du ge´ne´rateur L est par de´finition l’ope´rateur line´aire L∗ tel que
〈Lφ|ψ〉 = 〈φ|L∗ψ〉 (10.4.14)
pour tout choix de fonctions φ, ψ : R n → R deux fois continuˆment diffe´rentiables, avec φ
a` support compact, ou` 〈·|·〉 de´signe le produit scalaire usuel de L2. En inte´grant 〈Lφ|ψ〉
deux fois par parties, on obtient
(L∗ψ)(y) =
1
2
n∑
i,j=1
∂2
∂yi∂yj
(
(ggT )ijψ
)
(y)−
n∑
i=1
∂
∂yi
(
fiψ
)
(y) . (10.4.15)
The´ore`me 10.4.5 (Equation de Kolmogorov progressive). Si Xt posse`de une densite´ de
transition lisse pt(x, y), alors celle-ci satisfait l’e´quation
∂
∂t
pt(x, y) = L
∗
ypt(x, y) , (10.4.16)
la notation L∗y signifiant que L∗ agit sur la variable y.
De´monstration. La formule de Dynkin, avec τ = t, implique∫
R n
ϕ(y)pt(x, y) dy = E
x
(
ϕ(Xt)
)
= ϕ(x) +
∫ t
0
Ex
(
(Lϕ)(Xs)
)
ds
= ϕ(x) +
∫ t
0
∫
R n
(Lϕ)(y)ps(x, y) dy . (10.4.17)
En de´rivant par rapport au temps, et en utilisant (10.4.14), il vient
∂
∂t
∫
R n
ϕ(y)pt(x, y) dy =
∫
R n
(Lϕ)(y)pt(x, y) dy =
∫
R n
ϕ(y)(L∗ypt)(x, y) dy , (10.4.18)
d’ou` le re´sultat.
Supposons que la loi X0 admette une densite´ ρ par rapport a` la mesure de Lebesgue.
Alors Xt aura une densite´ donne´e par
ρ(t, y) = (Stρ)(y) :=
∫
R n
pt(x, y)ρ(x) dx . (10.4.19)
En appliquant l’e´quation de Kolmogorov progressive (10.4.16), on obtient l’e´quation de
Fokker–Planck
∂
∂t
ρ(t, y) = L∗yρ(t, y) , (10.4.20)
que l’on peut aussi e´crire formellement
d
dt
St = L
∗St . (10.4.21)
Le ge´ne´rateur adjoint L∗ est donc le ge´ne´rateur du semi-groupe adjoint St.
Corollaire 10.4.6. Si ρ0(y) est la densite´ d’une mesure de probabilite´ satisfaisant L
∗ρ0 =
0, alors ρ0 est une mesure stationnaire de la diffusion. En d’autres termes, si la loi de X0
admet la densite´ ρ0, alors Xt admettra la densite´ ρ0 pour tout t > 0.
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10.5 La formule de Feynman–Kac
Jusqu’ici nous avons rencontre´ des proble`mes a` valeurs au bord elliptiques de la forme
Lu = θ, et des e´quations d’e´volution paraboliques de la forme ∂tu = Lu. Le formule de
Feynman–Kac montre qu’on peut e´galement lier des proprie´te´s d’une diffusion a` celles
d’e´quations paraboliques ou` le ge´ne´rateur contient un terme line´aire en u.
L’ajout d’un terme line´aire dans le ge´ne´rateur peut s’interpre´ter comme le fait de
“tuer” la diffusion avec un certain taux. Le cas le plus simple est celui d’un taux constant.
Soit ζ une variable ale´atoire de loi exponentielle de parame`tre λ, inde´pendante de Bt.
Posons
X˜t =
{
Xt si t < ζ ,
∆ si t > ζ ,
(10.5.1)
ou` ∆ est un “e´tat cimetie`re” que l’on a ajoute´ a` R n. On ve´rifie que grace au caracte`re
exponentiel de ζ, X˜t est un processus de Markov sur R
n ∪ {∆}. Si ϕ : R n → R est une
fonction test mesurable borne´e, on aura (si l’on pose ϕ(∆) = 0)
Ex
(
ϕ(X˜t)
)
= Ex
(
ϕ(Xt)1{t<ζ}
)
= P{ζ > t}Ex(ϕ(Xt)) = e−λt Ex(ϕ(Xt)) . (10.5.2)
Il suit que
lim
h→0
Ex
(
ϕ(X˜h)
)− ϕ(x)
h
= −λϕ(x) + (Lϕ)(x) , (10.5.3)
ce qui montre que le ge´ne´rateur infinite´simal de X˜ est l’ope´rateur diffe´rentiel
L˜ = L− λ . (10.5.4)
Plus ge´ne´ralement, si q : R n → R est une fonction continue, borne´e infe´rieurement, on
peut construire une variable ale´atoire ζ telle que
Ex
(
ϕ(X˜t)
)
= Ex
(
ϕ(Xt) e
− ∫ t0 q(Xs) ds
)
. (10.5.5)
Dans ce cas le ge´ne´rateur de X˜t sera
L˜ = L− q , (10.5.6)
c’est-a`-dire (L˜ϕ)(x) = (Lϕ)(x)− q(x)ϕ(x).
The´ore`me 10.5.1 (Formule de Feynman–Kac). Soit ϕ : R n → R une fonction deux fois
continuˆment diffe´rentiable a` support compact, et soit q : R n → R une fonction continue
et borne´e infe´rieurement.
1. La fonction
v(t, x) = Ex
(
e−
∫ t
0 q(Xs) ds ϕ(Xt)
)
(10.5.7)
satisfait le proble`me aux valeurs initiales
∂v
∂t
(t, x) = (Lv)(t, x)− q(x)v(x) , t > 0 , x ∈ R n ,
v(0, x) = ϕ(x) , x ∈ R n . (10.5.8)
2. Si w(t, x) est une fonction continuˆment diffe´rentiable en t et deux fois continuˆment
diffe´rentiable en x, borne´e pour x dans un compact, satisfaisant le proble`me (10.5.8),
alors w(t, x) est e´gale au membre de droite de (10.5.7).
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De´monstration.
1. Soit Yt = ϕ(Xt) et Zt = e
− ∫ t0 q(Xs) ds, et soit v(t, x) donne´e par (10.5.7). Alors
1
h
[
Ex
(
v(t,Xh)
)− v(t, x)] = 1
h
[
Ex
(
EXh
(
YtZt
))− Ex(YtZt)]
=
1
h
[
Ex
(
Ex(Yt+h e
− ∫ t0 q(Xs+h) ds |Fh)− YtZt
)]
=
1
h
Ex
(
Yt+hZt+h e
∫ h
0 q(Xs) ds−YtZt
)
=
1
h
Ex
(
Yt+hZt+h − YtZt
)
− 1
h
Ex
(
Yt+hZt+h
[
e
∫ h
0 q(Xs) ds−1
])
. (10.5.9)
Lorsque h tend vers 0, le premier terme de la dernie`re expression tend vers ∂tv(t, x),
alors que le second tend vers q(x)v(t, x).
2. Si w(t, x) satisfait le proble`me (10.5.8), alors on a
L˜w = 0 ou` L˜w = −∂w
∂t
+ Lw − qw . (10.5.10)
Fixons (s, x, z) ∈ R+ × R n × R n et posons Zt = z +
∫ t
0 q(Xs) ds. Le processus Yt =
(s− t,X0,xt , Zt) est une diffusion admettant comme ge´ne´rateur
L̂ = − ∂
∂s
+ L+ q
∂
∂z
. (10.5.11)
Soit φ(s, x, z) = e−z w(s, x). Alors L̂φ = 0, et la formule de Dynkin montre que si τR
est le temps de sortie d’une boule de rayon R, on a
Es,x,z
(
φ(Yt∧τR)
)
= φ(s, x, z) . (10.5.12)
Il suit que
w(s, x) = φ(s, x, 0) = Es,x,0
(
φ(Yt∧τR)
)
= Ex
(
φ
(
s− t ∧ τR, X0,xt∧τR , Zt∧τR
))
= Ex
(
e−
∫ t∧τR
0 q(Xu) duw(s− t ∧ τR, X0,xt∧τR)
)
, (10.5.13)
qui tend vers Ex(e−
∫ t
0 q(Xu) duw(s−t,X0,xt )) lorsque R tend vers l’infini. En particulier,
pour t = s on trouve
w(s, x) = Ex
(
e−
∫ s
0 q(Xu) duw(0, X0,xs )
)
, (10.5.14)
qui est bien e´gal a` la fonction v(t, x) de´finie dans (10.5.7).
En combinaison avec la formule de Dynkin, la formule de Feynman–Kac admet peut
eˆtre ge´ne´ralise´e a` des temps d’arreˆt. Si par exemple D ⊂ R n est un domaine re´gulier, et
que τ de´signe le temps de premie`re sortie de D, alors sous des conditions de re´gularite´ sur
les fonctions q, ϕ, θ : D → R , la quantite´
v(t, x) = Ex
(
e−
∫ t∧τ
0 q(Xs) ds ϕ(Xt∧τ )−
∫ t∧τ
0
e−
∫ s
0 q(Xu) du θ(Xs) ds
)
(10.5.15)
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satisfait le proble`me avec valeurs initiales et aux bords
∂v
∂t
(t, x) = (Lv)(t, x)− q(x)v(t, x)− θ(x) , t > 0 , x ∈ D ,
v(0, x) = ϕ(x) , x ∈ D ,
v(t, x) = ϕ(x) , x ∈ ∂D . (10.5.16)
En particulier, si τ est fini presque suˆrement, prenant la limite t→∞, on obtient que
v(x) = Ex
(
e−
∫ τ
0 q(Xs) ds ϕ(Xτ )−
∫ τ
0
e−
∫ s
0 q(Xu) du θ(Xs) ds
)
(10.5.17)
satisfait le proble`me
(Lv)(x) = q(x)v(x) + θ(x) , x ∈ D ,
v(x) = ϕ(x) , x ∈ ∂D . (10.5.18)
On remarquera que dans le cas q = 0, on retrouve les relations (10.3.6), (10.3.7).
Exemple 10.5.2. Soit D =]− a, a[ et Xt = x+Bt. Alors v(x) = Ex(e−λτ ) satisfait
1
2
v′′(x) = λv(x) , x ∈ D ,
v(−a) = v(a) = 1 . (10.5.19)
La solution ge´ne´rale de la premie`re e´quation est de la forme v(x) = c1 e
√
2λx+c2 e
−√2λx.
Les constantes d’inte´gration c1 et c2 sont de´termine´es par les conditions aux bords, et on
trouve
Ex
(
e−λτ
)
=
cosh(
√
2λx)
cosh(
√
2λ a)
, (10.5.20)
qui ge´ne´ralise (7.5.7). En e´valuant la de´rive´e en λ = 0, on retrouve Ex(τ) = a2 − x2, qui
est un cas particulier de (10.3.11), mais (10.5.20) de´termine tous les autres moments de τ
ainsi que sa densite´.
En re´solvant l’e´quation avec les conditions aux bords v(−a) = 0 et v(a) = 1 on obtient
Ex
(
e−λτ 1{τa<τ−a}
)
=
sinh(
√
2λ (x+ a))
sinh(
√
2λ · 2a) , (10.5.21)
qui nous permet de retrouver Px{τa < τ−a} = (x+ a)/(2a), mais aussi
Ex
(
τ1{τa<τ−a}
)
=
(a2 − x2)(3a+ x)
6a
,
Ex
(
τ
∣∣ τa < τ−a) = (a− x)(3a+ x)
3
. (10.5.22)
10.6 Exercices
Exercice 10.1. On conside`re la diffusion de´finie par l’e´quation
dXt = −Xt dt+ dBt
(processus d’Ornstein–Uhlenbeck).
1. Donner le ge´ne´rateur L associe´ et son adjoint L∗.
2. Soit ρ(x) = π−1/2 e−x2 . Calculer L∗ρ(x). Que peut-on en conclure?
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Exercice 10.2. On conside`re la diffusion de´finie par l’e´quation
dXt = Xt dBt .
1. Donner le ge´ne´rateur L associe´.
2. Trouver la solution ge´ne´rale de l’e´quation Lu = 0.
3. En de´duire Px{τa < τb}, ou` τa de´note le temps de premier passage de Xt en a.
Indication: Il s’agit de calculer Ex(ψ(Xτ )), ou` τ est le temps de premie`re sortie de
[a, b], et ψ(a) = 1, ψ(b) = 0.
Exercice 10.3 (Mouvement Brownien ge´ome´trique). On conside`re plus ge´ne´ralement la
diffusion de´finie par l’e´quation
dXt = rXt dt+Xt dBt , r ∈ R
(mouvement Brownien ge´ome´trique).
1. Calculer son ge´ne´rateur L.
2. Montrer que si r 6= 1/2, la solution ge´ne´rale de l’e´quation Lu = 0 s’e´crit
u(x) = c1x
γ + c2 ,
ou` γ est une fonction de r qu’on de´terminera.
3. On suppose r < 1/2. Calculer Px{τb < τa} pour 0 < a < x < b, puis Px{τb < τ0} en
faisant tendre a vers 0. On remarquera que si Xt0 = 0 alors Xt = 0 pour tout t > t0.
Par conse´quent si τ0 < τb, alors Xt n’atteindra jamais b. Quelle est la probabilite´ que
cela arrive?
4. On suppose maintenant r > 1/2.
(a) Calculer Px{τa < τb} pour 0 < a < x < b, et montrer que cette probabilite´ tend
vers 0 pour tout x ∈]a, b[ lorsque a → 0+. En conclure que presque suˆrement, Xt
n’atteindra jamais 0 dans cette situation.
(b) Trouver α et β tels que u(x) = α log x+ β satisfasse le proble`me{
(Lu)(x) = −1 si 0 < x < b ,
u(x) = 0 si x = b .
(c) En de´duire Ex(τb).
Exercice 10.4. On appelle processus d’Ornstein–Uhlenbeck la solution de l’EDS
dXt = −Xt dt+ σ dBt , X0 = x .
1. Re´soudre cette e´quation, c’est-a`-dire e´crire Xt a` l’aide d’une inte´grale stochastique
d’une fonction explicite.
2. Donner le ge´ne´rateur infinite´simal L de Xt.
3. On se donne a < 0 < b. On note τa, respectivement τb, le temps de premier passage
de Xt en a, repectivement b. A l’aide de la formule de Dynkin, exprimer
h(x) = Px{τa < τb}
pour x ∈]a, b[ comme un rapport de deux inte´grales.
4. Etudier h(x) lorsque σ → 0, sachant que ∫ ba ef(y)/σ2 dy ≃ exp{supy∈[a,b] f(y)/σ2}.
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Exercice 10.5.
1. On conside`re une diffusion d’e´quation
dXt = f(Xt) dt+ g(Xt) dBt .
Les fonctions f, g : R → R sont suppose´es suffisamment re´gulie`res pour assurer
l’existence d’une unique solution pour tout temps t > 0.
(a) Calculer
d
dt
Ex
(
Xt
)∣∣∣
t=0+
:= lim
h→0+
Ex
(
Xh
)− x
h
.
(b) Calculer
d
dt
Ex
(
eγ[Xt−E
x(Xt)]
)∣∣∣
t=0+
=
d
dt
[
e−γE
x(Xt) Ex
(
eγXt
)]∣∣∣∣
t=0+
.
(c) En de´duire
d
dt
Ex
([
Xt − Ex(Xt)
]k)∣∣∣
t=0+
pour k = 2, 3, . . . .
2. On se donne une suite d’ensembles de´nombrables X (N), N ∈ N ∗. Sur chaque X (N) on
de´finit une chaˆıne de Markov {Y (N)n }n>0, de matrice de transition P (N). On pose
v(N)(y) = Ey
(
Y
(N)
1 − y
)
:=
∑
z∈X (N)
(z − y)P (N)(y, z)
et, pour k = 2, 3, . . . ,
m
(N)
k (y) = E
y
(
[Y
(N)
1 − Ey(Y (N)1 )]k
)
.
On de´finit une suite de processus {X(N)t }t>0, a` trajectoires continues, line´aires par
morceaux sur tout intervalle ]k/N, (k + 1)/N [, telles que
X
(N)
n/N = N
−αY (N)n , n ∈ N
pour un α > 0.
(a) Exprimer, en fonction de v(N) et m
(N)
k ,
lim
h→0+
Ex
(
X
(N)
h − x
)
h
et lim
h→0+
Ex
(
[X
(N)
h − Ex(X(N)h )]k
)
h
.
(b) Donner des conditions ne´cessaires sur les v(N) et m
(N)
k pour que la suite des X
(N)
t
converge vers la diffusion Xt.
3. Montrer que ces conditions sont ve´rifie´es, pour un α approprie´, dans le cas ou` chaque
Y (N) est la marche ale´atoire simple sur Z et Xt = Bt est le mouvement Brownien.
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4. On rappelle que le mode`le d’Ehrenfest a` N boules est la chaˆıne de Markov Y
(N)
n sur
{0, 1, . . . , N} de probablite´s de transition
P (N)(y, y − 1) = y
N
, P (N)(y, y + 1) = 1− y
N
.
En supposant que la suite de processus de´finis par
X
(N)
n/N = N
−1/2
(
Y (N)n −
N
2
)
, n ∈ N ,
converge vers une diffusion Xt, de´terminer les coefficients f(x) et g(x) de cette diffu-
sion.
Exercice 10.6 (La loi de l’arcsinus). Soit {Bt}t>0 un mouvement Brownien standard
dans R . On conside`re le processus
Xt =
1
t
∫ t
0
1{Bs>0} ds , t > 0 .
Le but de ce proble`me est de de´montrer la loi de l’arcsinus :
P
{
Xt < u
}
=
2
π
Arcsin
(√
u
)
, 0 6 u 6 1 . (10.6.1)
1. Que repre´sente la variable Xt?
2. Montrer que Xt est e´gal en loi a` X1 pour tout t > 0.
3. On fixe λ > 0. Pour t > 0 et x ∈ R , on de´finit la fonction
v(t, x) = E
(
e−λ
∫ t
0 1{x+Bs>0} ds
)
et sa transforme´e de Laplace
gρ(x) =
∫ ∞
0
v(t, x) e−ρt dt , ρ > 0 .
Montrer que
gρ(0) = E
(
1
ρ+ λX1
)
.
4. Calculer ∂v∂t (t, x) a` l’aide de la formule de Feynman–Kac.
5. Calculer g′′ρ(x). En de´duire que gρ(x) satisfait une e´quation diffe´rentielle ordinaire
line´aire du second ordre a` coefficients constants par morceaux. Montrer que sa solution
ge´ne´rale s’e´crit
gρ(x) = A± +B± eγ±x+C± e−γ±x
avec des constantes A±, B±, C±, γ± de´pendant du signe de x.
6. De´terminer les constantes en utilisant le fait que gρ doit eˆtre borne´e, continue en 0, et
que g′ρ doit eˆtre continue en 0. En conclure que gρ(0) = 1/
√
ρ(λ+ ρ).
7. De´montrer (10.6.1) en utilisant l’identite´
1√
1 + λ
=
∞∑
n=0
(−λ)n 1
π
∫ 1
0
xn√
x(1− x) dx .
Appendix A
Corrige´s des exercices
A.1 Exercices du Chapitre 3
Exercice 3.1
1. Il suffit de prendre Ω = {1, 2, 3, 4}2 avec la probabilite´ uniforme.
2. Les lois de X(ω) = ω1 + ω2 et Y (ω) = |ω1 − ω2| sont donne´es dans les tableaux
suivants :
X 1 2 3 4
1 2 3 4 5
2 3 4 5 6
3 4 5 6 7
4 5 6 7 8
Y 1 2 3 4
1 0 1 2 3
2 1 0 1 2
3 2 1 0 1
4 3 2 1 0
Par simple de´nombrement, on obtient leur loi conjointe et les marginales :
Y \X 2 3 4 5 6 7 8
0 1/16 0 1/16 0 1/16 0 1/16 4/16
1 0 2/16 0 2/16 0 2/16 0 6/16
2 0 0 2/16 0 2/16 0 0 4/16
3 0 0 0 2/16 0 0 0 2/16
1/16 2/16 3/16 4/16 3/16 2/16 1/16
On en de´duit les espe´rances
E(X) =
8∑
x=2
xP{X = x} = 5 , E(Y ) =
3∑
y=0
yP{Y = y} = 5
4
.
3. Notons E(X|Y = y) la valeur constante de E(Y |X) sur l’ensemble {Y = y}. Il suit de
la relation (3.2.11) du cours que
E(X|Y = y) = E(X1{Y=y})
P{Y = y} =
∑
x
x
P{X = x, Y = y}
P{Y = y} =
∑
x
xP{X = x|Y = y} .
En appliquant a` notre cas, on obtient
E(X|Y = y) = 5 ∀y ∈ {0, 1, 2, 3} ,
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ce qui traduit le fait que la distribution de X est syme´trique autour de 5 pour tout Y .
De manie`re similaire, on trouve
E(Y |X = 2) = E(Y |X = 8) = 0 ,
E(Y |X = 3) = E(Y |X = 7) = 1 ,
E(Y |X = 4) = E(Y |X = 6) = 43 ,
E(Y |X = 5) = 2 .
Cela permet en particulier de ve´rifier que E(E(Y |X)) = E(Y ).
Exercice 3.2
Un choix possible d’espace probabilise´ est Ω = {1, . . . , 6} × {0, 1}6, avec la probabilite´
uniforme et
N(ω) = ω1 , X(ω) =
ω1∑
i=1
ωi+1 .
Avant de calculer E(X), commenc¸ons par calculer E(X|N). Conditionnellement a` N = n,
X suit une loi binomiale de parame`tres n et 1/2, d’ou`
E(X|N) = N
2
.
Il suffit alors de prendre l’espe´rance pour conclure :
E(X) = E(E(X|N)) = 1
2
E(N) =
1
2
· 7
2
=
7
4
.
Exercice 3.3
La monotonie de l’espe´rance conditionnelle nous permet d’e´crire
E(X2|F1) > E
(
X21{X2>a2}
∣∣ F1) > E(a21{X2>a2} ∣∣ F1) = a2P({|X| > a} ∣∣ F1) .
Exercice 3.4
Soit X = 1A et Y = 1B.
• Si X et Y sont inde´pendantes, alors P(A ∩ B) = E(XY ) = E(X)E(Y ) = P(A)P(B).
Or ∫
A
Y dP =
∫
A∩B
dP = P(A ∩B) = P(A)P(B) = P(A)E(Y ) =
∫
A
E(Y ) dP .
On ve´rifie facilement des relations analogues avec A remplac¸e´ par Ac, par ∅ et par Ω.
Comme σ(X) = {∅, A,Ac,Ω} et E(Y ) ⊆ F0 ⊂ σ(X), on a bien que E(Y |X) = E(Y ).
• Supposons que E(Y |X) = E(Y ). Comme A ∈ σ(X) on a
E(XY ) =
∫
A
Y dP =
∫
A
E(Y |X) dP =
∫
A
E(Y ) dP = E(Y )P(A) = E(Y )E(X) .
Le re´sultat s’e´tend a` des variables ale´atoires quelconques de la manie`re habituelle, en
les de´composant en partie positive et ne´gative et en approchant chaque partie par des
fonctions e´tage´es.
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Exercice 3.5
Notons la loi conjointe
pxy = P{X = x, Y = y} ,
et ses marginales
px• = P{X = x} =
∑
y
pxy , p•y = P{Y = y} =
∑
x
pxy .
Les variables X et Y sont inde´pendantes si et seulement si
pxy = px•p•y ∀x, y .
Les espe´rances conditionnelles sont donne´es par
E(Y |X = x) = 1
px•
∑
y
ypxy ,
donc on aura E(Y |X) = E(Y ) si et seulement si∑
y
ypxy =
∑
y
ypx•p•y ∀x .
Enfin la condition E(XY ) = E(X)E(Y ) s’e´crit∑
xy
xypxy =
∑
xy
xypx•p•y .
Si X et Y prennent leurs valeurs dans {−1, 0, 1} et E(Y ) = 0, on aura ne´cessairement
p•− = p•+. Si de plus on veut avoir E(Y |X) = E(Y ), alors il faut que px− = px+ pour
tout x.
Il est alors facile de construire des contre-exemples aux implications inverses. Le tableau
suivant donne un exemple de loi conjointe pour laquelle E(Y |X) = E(Y ) = 0, mais X et
Y ne sont pas inde´pendantes :
Y \X −1 0 1
−1 1/10 0 2/10 3/10
0 0 4/10 0 4/10
1 1/10 0 2/10 3/10
2/10 4/10 4/10
Et voici un exemple ou` E(XY ) = E(X)E(Y ) = 0, mais E(Y |X) 6= E(Y ) = 0 :
Y \X −1 0 1
−1 1/10 2/10 1/10 4/10
0 0 2/10 0 2/10
1 2/10 0 2/10 4/10
3/10 4/10 3/10
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Exercice 3.6
1. Notons X2 = E(X|F2) et X1 = E(X|F1) = E(X2|F1). On a
E(XX1) = E
(
E(XX1|F1)
)
= E
(
X1E(X|F1)
)
= E(X21 ) .
Par conse´quent, en de´veloppant le carre´ on obtient
E
(
[X −X1]2
)
= E(X2)− E(X21 ) .
De manie`re similaire, on montre que E(XX2) = E(X
2
2 ) et E(X1X2) = E(X
2
1 ), d’ou`
E
(
[X −X2]2
)
= E(X2)− E(X22 ) ,
E
(
[X2 −X1]2
)
= E(X22 )− E(X21 ) .
Ceci implique le re´sultat (qui est e´quivalent au the´ore`me de Pythagore applique´ a` X,
X1 et X2, conside´re´s comme des vecteurs de L
2(F)).
2. On peut proce´der par un calcul direct. Une autre me´thode est de commencer par
observer que
Var(X|F1) = E
(
[X − E(X|F1)]2
∣∣ F1) .
Appliquons alors l’e´galite´ montre´e en 1. avec F1 remplac¸e´ par F0, et F2 remplac¸e´
par F1. Comme E(X|F0) = E(X), le premier terme du membre de gauche est e´gal a`
E(Var(X|F1)), le second a` Var(E(X|F1)), alors que le membre de droite vaut Var(X).
3. Appliquons le re´sultat pre´ce´dent avec F1 = σ(N). On a E(X|N) = µN et en de´velop-
pant la somme on trouve E(X2|N) = σ2N + µ2N2. Il suit que
Var(X|N) = σ2N .
Comme d’autre part on a Var(E(X|N)) = Var(µN) = µ2Var(N), le re´sultat est
montre´.
4. C’est une application du re´sultat pre´ce´dent, avec µ = 1/2, σ2 = 1/4 et Var(N) =
35/12. On trouve donc Var(X) = 77/48.
Exercice 3.7
1. On a E(Y −X|G) = X − E(X|G) = 0, et
E
(
(Y −X)2 ∣∣ G) = E(Y 2|G)− E(X2|G) = E(Y 2|G)−X2 .
Par conse´quent,
Var(Y −X|G) = E(Y 2|G)−X2 .
2.
Var(Y −X) = E(Var(Y −X|G))+Var(E(Y −X|G))
= E
(
E(Y 2|G))− E(X2)
= E(Y 2)− E(X2)
= 0 .
3. Elles sont e´gales presque suˆrement.
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Exercice 3.8
1. Les ξk e´tant inde´pendants, on a
E(Xt|Nt) = Nt E(ξ0)
et donc
E(Xt) = E
(
E(Xt|Nt)
)
= E(Nt)E(ξ0) = λtE(ξ0) .
2. La variance e´tant une forme quadratique, on a
Var
(
E(Xt|Nt)
)
= Var(Nt)E(ξ0)
2 = λtE(ξ0)
2 .
Afin de de´terminer Var(Xt|Nt), on commence par calculer
E(X2t |Nt) =
Nt∑
k,l=1
E(ξkξl) = Nt E(ξ
2
0) + (N
2
t −Nt)E(ξ0)2 = NtVar(ξ0) +N2t E(ξ0)2 .
Par conse´quent,
Var(Xt|Nt) = E(X2t |Nt)− E(Xt|Nt)2 = NtVar(ξ0) ,
d’ou` il suit
E
(
Var(Xt|Nt)
)
= E(Nt)Var(ξ0) = λtVar(ξ0) .
En appliquant l’Exercice 3.6, on conclut que
Var(Xt) = Var
(
E(Xt|Nt)
)
+ E
(
Var(Xt|Nt)
)
= λtE(ξ20) .
A.2 Exercices du Chapitre 4
Exercice 4.1
On choisit la filtration canonique. Comme E(|Xn|) = E(|Y1|)n, une premie`re condition est
E(|Y1|) <∞, c’est-a`-dire Y1 ∈ L1.
D’autre part, E(Xn+1|Fn) = E(Yn+1Xn|Fn) = XnE(Yn+1|Fn) = XnE(Y1), ou` nous avons
utilise´ Xn ⊆ Fn, Yn+1 ⊥ Fn et E(Yn+1) = E(Y1). La suite Xn est donc une surmartingale,
une sous-martingale ou une martingale selon que E(Y1) 6 1, E(Y1) > 1 ou E(Y1) = 1.
Exercice 4.2
1. Le processus est clairement adapte´ et inte´gable.
De plus, E(Xn+1|Fn) = E(1Bn+1 +Xn|Fn) = E(1Bn+1 |Fn) +Xn > Xn.
2. La de´composition de Doob donne Xn =Mn +An avec
An =
n∑
m=1
E(1Bm |Fm−1) ,
Mn =
n∑
m=1
1Bm − E(1Bm |Fm−1) .
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3. Comme F1 = σ(1B1) = {∅,Ω, B1, Bc1}, l’e´quation (3.2.11) donne
E(1B2 |F1)(ω) =

E(1B21B1)
P(B1)
= P(B2|B1) si ω ∈ B1 ,
E(1B21Bc1)
P(Bc1)
= P(B2|Bc1) si ω ∈ Bc1 .
De manie`re ge´ne´rale, E(1Bm |Fm−1) = P(Bm|Cm−1i ) pour tout ω ∈ Cm−1i , ou` les Cm−1i
sont les e´lements de la partition engendrant Fm−1 (c’est-a`-dire Fm−1 = σ(
⊔
iC
m−1
i )),
obtenus par intersection des Bi et B
c
i pour i 6 m− 1.
Exercice 4.3
1. Apre`s n tirages, l’urne contient n+ 2 boules, dont m+ 1 vertes, ou` m ∈ {0, 1, . . . , n}.
La probabilite´ de tirer d’abord les m boules vertes, puis les l = n−m rouges est
1
2
· 2
3
. . .
m
m+ 1
· 1
m+ 2
. . .
l
n+ 1
=
m!l!
(n+ 1)!
.
Pour tout autre ordre des boules, les termes sont arrange´s diffe´remment, mais le
re´sultat est le meˆme. On a donc
P
{
Xn =
m+ 1
n+ 2
}
=
(
n
m
)
m!l!
(n+ 1)!
=
1
n+ 1
, m = 1, 2, . . . , n ,
c’est-a`-dire que la distribution de Xn est uniforme sur
{
1
n+2 ,
2
n+2 , . . . ,
n+1
n+2
}
.
2. Apre`s n tirages, le nombre de boules est Nn = rn + vn = r + v + nc. On a
Xn =

vn−1 + c
vn−1 + rn−1 + c
avec probabilite´
vn−1
vn−1 + rn−1
= Xn−1 ,
vn−1
vn−1 + rn−1 + c
avec probabilite´
rn−1
vn−1 + rn−1
= 1−Xn−1 .
On en de´duit que
Xn −Xn−1 =

c(1−Xn−1)
Nn
avec probabilite´ Xn−1 ,
−cXn−1
Nn
avec probabilite´ 1−Xn−1 ,
et donc
E
(
(Xn −Xn−1)2
∣∣ Fn−1) = c2
N2n
[
Xn−1(1−Xn−1)2 +X2n−1(1−Xn−1)
]
=
c2
N2n
Xn−1(1−Xn−1) .
Le processus croissant vaut donc
〈X〉n = c2
n∑
m=1
Xm−1(1−Xm−1)
N2m
.
3. Comme Nm > cm et Xm−1(1 − Xm−1) est borne´, le crite`re de Riemann montre que
〈X〉n converge.
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Exercice 4.4
1. On a
E
(
Yn+1
∣∣ Fn) = E(f(Xn + Un+1) ∣∣ Fn) = 1
2π
∫ 2π
0
f(Xn + r e
iθ) dθ .
Par conse´quent, Yn est une sous-martingale si f est sous-harmonique, une surmartin-
gale si f est surharmonique, et une martingale si f est harmonique.
2. Si f est la partie re´elle d’une fonction analytique, le the´ore`me de Cauchy s’e´crit
f(z) =
1
2πi
∫
C
f(w)
w − z dw
ou` C est un contour entourant z. En prenant un contour de la forme w = z + r eiθ,
avec 0 6 θ < 2π, on obtient que f est harmonique, donc que Yn est une martingale.
Exercice 4.5
1. On a E(Zn+1|Fn) = E(ξ1,n+1|Fn) + · · ·+ E(ξZn,n+1|Fn) = Znµ.
2. Xn e´tant une martingale, on a E(Xn) = E(X0) = E(Z0) = 1, donc E(Zn) = µ
n → 0
lorsque n→∞.
Par conse´quent, P{Zn > 0} =
∑
k>1 P{Zn = k} 6 E(Zn) → 0, d’ou` P{Zn = 0} → 1.
Zn ayant valeurs entie`res, cela signifie que pour toute re´alisation ω, il existe n0(ω) tel
que Zn(ω) = 0 pour tout n > n0(ω), et donc aussi Xn(ω) = 0 pour ces n.
3. (a) On a ϕ′(s) =
∑∞
k=1 kpks
k−1 > 0. En fait, ϕ est meˆme strictement croissante pour
s > 0. En effet, on a ne´cessairement p0 < 1, car sinon on aurait µ = 0, donc il
existe au moins un k > 1 tel que pk > 0.
De meˆme, ϕ′′(s) =
∑∞
k=2 k(k − 1)pksk−2 > 0. En fait, ϕ est strictement convexe
pour s > 0. En effet, si tous les pk pour k > 2 e´taient nuls, on aurait µ = p1 < 1.
Il existe donc ne´cessairement un k > 2 tel que pk > 0, d’ou` ϕ
′′(s) > 0 pour s > 0.
(b) Si Z1 = k, on a au temps 1 k individus dont la descendance e´volue de manie`re
inde´pendante. Chacune des k descendances se sera e´teinte au temps m avec prob-
abilite´ θm−1. Par inde´pendance, toutes les k ligne´es se seront e´teintes a` la fois au
temps m avec probabilite´ θkm−1.
Il suit θm =
∑∞
k=0 P{Zm = 0|Z1 = k}P{Z1 = k} =
∑∞
k=0 θ
k
m−1pk = ϕ(θm−1).
(c) Notons d’abord que ϕ(1) = 1, ϕ′(1) = E(ξ) = µ, ϕ(0) = p0 > 0 et ϕ′(0) = p1 < 1.
La fonction ψ(s) = ϕ(s)− s satisfait donc ψ(1) = 0, ψ′(1) = µ− 1 > 0, ψ(0) > 0
et ψ′(0) < 0. Etant strictement convexe sur (0, 1], ψ admet un unique minimum
en s0 = (0, 1). Elle s’annule donc exactement deux fois: une fois en un ρ ∈ [0, s0),
et une fois en 1.
(d) On a θ0 = 0. Si p0 = 0, θm = 0 pour tout m, mais dans ce cas on a e´galement
ρ = 0. Si p0 > 0, on a θ1 = p0 > 0, et ρ = ϕ(ρ) > p0, donc 0 < θ1 < ρ. Par
re´currence, on voit que la suite des θm est croissante et majore´e par ρ. Elle admet
donc une limite, qui est ne´cessairement ρ.
Le fait que Zn = 0 implique Zm = 0 pour tout m > n permet d’e´crire
P{∃n : Zn = 0} = P
(⋃
n{Zn = 0}
)
= limn→∞ P{Zn = 0} = ρ < 1.
4. On a ϕ(s) = 18(1 + 3s + 3s
2 + s3). En utilisant le fait que ϕ(s) − s s’anulle en s = 1,
on obtient par division euclidienne 8(ϕ(s)− s) = (s− 1)(s2 + 4s− 1). La seule racine
dans [0, 1) est ρ =
√
5− 2. La probabilite´ de survie vaut donc 3−√5 ≃ 0.764.
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5. Il est commode d’introduire les variables centre´es ηi,n = ξi,n − µ.
On a Zn − µZn−1 = η1,n + · · · + ηZn−1,n, ce qui implique, par inde´pendance des ηi,n,
E((Zn − µZn−1)2|Fn−1) = E((η1,n + · · ·+ ηZn−1,n)2|Fn−1) = Zn−1σ2, et donc
E((Xn −Xn−1)2|Fn−1) = Zn−1σ2/µ2n = Xn−1σ2/µn+1. Il suit
〈X〉∞ = σ2
∞∑
m=1
Xm−1
µm+1
.
De plus,
E
(〈X〉∞) = σ2 ∞∑
m=1
E(Xm−1)
µm+1
= σ2
∞∑
m=1
1
µm+1
=
σ2
µ(µ− 1) <∞ .
A.3 Exercices du Chapitre 5
Exercice 5.1
1. La de´composition
{N ∧M = n} =
(
{N = n} ∩ {M > n}
)⋃(
{N > n} ∩ {M = n}
)
=
(
{N = n} ∩ {M < n}c
)⋃(
{N < n}c ∩ {M = n}
)
montre que {N ∧M = n} ∈ Fn pour tout n, et donc que N ∧M est un temps d’arreˆt.
De meˆme, la de´composition
{N ∨M = n} =
(
{N = n} ∩ {M 6 n}
)⋃(
{N 6 n} ∩ {M = n}
)
montre que {N ∨M = n} ∈ Fn pour tout n, et donc que N ∨M est un temps d’arreˆt.
Remarque : On peut e´galement observer que N est un temps d’arreˆt si et seulement
si {N 6 n} ∈ Fn pour tout n. Cela permet d’utiliser la de´composition
{N ∧M 6 n} = {N 6 n} ∩ {M 6 n}
pour montrer que N ∧M est un temps d’arreˆt.
2. Il suffit d’observer que le fait que Nk ր N implique
{N 6 n} =
⋂
k∈N
{Nk 6 n} ∈ Fn .
Exercice 5.2
1. Notons σ2 la variance des ξm. X
2
n e´tant une sous-martingale, on a
Pn(λ) = P
{
max
16m6n
X2m > λ
2
}
6
1
λ2
E(X2n) =
nσ2
λ2
.
2. Pour tout c > 0, (Xn + c)
2 est une sous-martingale et on a (x 7→ (x + c)2 e´tant
croissante sur R+)
Pn(λ) = P
{
max
16m6n
(Xm + c)
2
> (λ+ c)2
}
6
1
(λ+ c)2
E
(
(Xn + c)
2
)
=
nσ2 + c2
(λ+ c)2
,
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puisque E(Xn) = 0. Cette borne est minimale pour c = nσ
2/λ, et donne
Pn(λ) 6
nσ2
λ2 + nσ2
.
Contrairement a` la premie`re borne, celle-ci est toujours infe´rieure a` 1.
3. Pour tout c > 0, ecX
2
n est une sous-martingale et on a
Pn(λ) = P
{
max
16m6n
ecX
2
m > ecλ
2
}
6 e−cλ
2
E
(
ecX
2
n
)
.
Or comme Xn est normale centre´e de variance n, on a
E
(
ecX
2
n
)
=
∫ ∞
−∞
ecx
2 e−x2/2n√
2πn
dx =
1√
1− 2nc ,
et donc
Pn(λ) 6
e−cλ2√
1− 2nc .
Le meilleure borne est obtenue pour 2nc = 1− n/λ2 et donne
Pn(λ) 6
λ√
n
e−(λ
2−n)/2n .
Cette borne est utile lorsque λ2 ≫ n. Dans ce cas elle fournit une de´croissance expo-
nentielle en λ2/2n.
4. Pour tout c > 0, ecXn est une sous-martingale et on a
P
{
max
16m6n
Xm > λ
}
= P
{
max
16m6n
ecXm > ecλ
}
6 e−cλ E
(
ecXn
)
.
Par comple´tion du carre´ on trouve
E
(
ecXn
)
=
∫ ∞
−∞
ecx
e−x2/2n√
2πn
dx = ec
2n/2 ,
d’ou`
P
{
max
16m6n
Xm > λ
}
6 ec
2n/2−cλ .
La borne est optimale pour c = λ/n et vaut
P
{
max
16m6n
Xm > λ
}
6 e−λ
2/2n .
A.4 Exercices du Chapitre 6
Exercice 6.1
1. Nous avons montre´ pre´ce´demment que
E
(〈X〉∞) = σ2 ∞∑
m=1
E(Xm−1)
µm+1
= σ2
∞∑
m=1
1
µm+1
=
σ2
µ(µ− 1) <∞ .
Par la proposition 6.3.2 du cours, E(X2n) est uniforme´ment borne´e, donc Xn converge
dans L2 vers une variable ale´atoire X. Comme Xn converge a` fortiori dans L
1, on a
E(X) = 1, et e´galement P{X > 0} = 1− ρ.
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2. S’il y a Zn individus au temps n, alors Zn+1 = 0 si et seulement si chacun des Zn
individus n’a aucun descendant, ce qui arrive avec probabilite´ pZn0 . Ceci montre que
E(1{Zn+1=0}|Fn) = pZn0 , et donc que E(1B|Fn) > pZn0 . Or si ω ∈ A, alors il existe
L = L(ω) tel que Zn(ω) 6 L(ω) pour tout n. Il suit que limn→∞ E(1B|Fn)(ω) > pL0
pour ces ω. Mais par la loi 0–1 de Le´vy, cette limite vaut 1B(ω). Par conse´quent,
1B(ω) = 1 pour tout ω ∈ A, ou encore A ⊂ B.
D’une part, par de´finition, Z∞ =∞ dans Ac. D’autre part, B ⊂ {limn→∞ Zn = 0} et
donc Z∞ = 0 dans B. Ceci montre qu’en fait A = B = {Z∞ = 0} et Ac = {Z∞ =∞}.
Exercice 6.2
1. Par construction, ξn est inde´pendant de Fn = σ(ξ0, . . . , ξn−1). Par conse´quent
E(ξn|Fn) = E(ξn) = 1, et il suit que E(Xn+1|Fn) = (1− λ)Xn + λXn = Xn.
2. Comme Xn est une martingale, E(Xn) = E(E(Xn|F0)) = E(X0) = 1.
3. Xn e´tant une surmartingale positive (donc −Xn une sous-martingale borne´e supe´rieu-
rement), elle converge presque suˆrement vers une variable ale´atoire inte´grable X.
4. Comme ξn est inde´pendante de Fn, avec E(ξn) = 1 et E(ξ2n) = 2, on obtient
E(X2n+1) = (1 + λ
2)E(X2n) donc E(X
2
n) = (1 + λ
2)n.
5. La suite E(X2n) diverge, donc la suite des Xn ne converge pas dans L
2.
6. On a E((Xn+1 −Xn)2|Fn) = λ2X2nE((ξn − 1)2) = λ2X2n, d’ou`
〈X〉n =
n−1∑
m=0
E
(
(Xm+1 −Xm)2
∣∣ Fm) = λ2 n−1∑
m=0
X2m .
7. (a) Comme Xn+1 = Xnξn, on ve´rifie par re´currence que Xn(Ω) = {0, 2n} avec
P{Xn = 2n} = 1
2n
,
P{Xn = 0} = 1− 1
2n
.
(b) Comme P{Xn = 0} → 1 lorsque n → ∞ et Xn(ω) = 0 implique Xm(ω) = 0 pour
tout m > n, Xn converge presque suˆrement vers X = 0.
(c) On a E(|Xn −X|) = E(|Xn|) = E(Xn) = 1 pour tout n, donc Xn ne converge pas
dans L1. Les Xn ne peuvent donc pas eˆtre uniforme´ment inte´grables.
On peut aussi le voir directement a` partir de la de´finition d’inte´grabilite´ uniforme :
on a
E
(|Xn|1{Xn>M}) = 2nP{Xn > M} =
{
1 si 2n > M ,
0 sinon .
Par conse´quent, supn E
(|Xn|1{Xn>M}) = 1 pour tout M .
(d) C’est a` vous de voir — sachant que vous allez perdre votre mise presque suˆrement.
Toutefois, il y a une probabilite´ non nulle de gagner beaucoup d’argent apre`s tout
nombre fini de tours.
Exercice 6.3
1. On a Yn = Yn−1 + Hn(Xn − Xn−1) avec Hn = 2n1{X1=−1,X2=−2,...,Xn−1=1−n} qui est
clairement pre´visible.
2. E(Yn|Fn−1) = Yn−1 +HnE(Xn −Xn−1|Fn−1) = Yn−1 +HnE(Xn −Xn−1) = Yn−1.
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3. On a E((Yn − Yn−1)2|Fn−1) = H2n donc 〈Y 〉n =
∑n
m=1H
2
m.
Comme E(H2m) = 2
2mP{X1 = −1, X2 = −2, . . . , Xn−1 = 1 − n} = 2m+1, on obtient
E(〈Y 〉n) =
∑n
m=1 2
m+1 = 4(2n − 1). Par conse´quent, Y n ne converge pas dans L2.
4. Par inspection, on voit que Yn prend les valeurs 1 et 1−2n, avec P{Yn = 1−2n} = 2−n
(si l’on a perdu n fois) et donc P{Yn = 1} = 1− 2−n.
On observe que E(Y +n ) 6 2 pour tout n, donc Yn converge presque suˆrement vers
une variable Y∞. L’expression de la loi de Yn montre que Y∞ = 1 presque suˆrement,
c’est-a`-dire qu’on aura gagne´ un Euro avec probabilite´ 1.
5. Non, car E(Yn) = 0 6= 1 = E(Y∞).
6. On a N = inf{n > 1: Zn − 2n−1 < −L ou Zn = 1}. C’est un temps d’arreˆt puisqu’il
s’agit d’un temps de premier passage. Sa loi est donne´e par P{N = n} = 2−n pour
n = 1, . . . , k − 1 et P{N = k} = 2−(k−1).
7. Oui car Zn = Yn∧N est une martingale arreˆte´e.
8. Comme dans le cas de Yn, Zn est une martingale telle que E(Z
+
n ) est borne´e, donc
elle converge vers une variable ale´atoire Z∞. On trouve P{Z∞ = 1} = 1 − 2−k et
P{Z∞ = 1 − 2k} = 2−k. En particulier, E(Z∞) = 0 = E(Zn) donc Zn converge dans
L1. Avec la contrainte de la banque, la grande probabilite´ de faire un petit gain est
donc compense´e par la petite probabilite´ de faire une grande perte!
Exercice 6.4
1. E(Xn|Fn−1) = E(2UnXn−1|Fn−1) = 2Xn−1E(Un|Fn−1) = 2Xn−1E(Un) = Xn−1.
2. On a
E
(
X2n
∣∣ Fn−1) = E(4U2nX2n−1 ∣∣ Fn−1) = 4X2n−1E(U2n) = 43X2n−1 .
Par conse´quent, le processus croissant est donne´ par
〈X〉n =
n∑
m=1
E
(
X2m −X2m−1
∣∣ Fm−1) = 1
3
n∑
m=1
X2m−1 .
Comme
E
(〈X〉n) = 1
3
n∑
m=1
E
(
X2m−1
)
=
1
3
n∑
m=1
(
4
3
)m−1
,
on a 〈X〉∞ =∞, donc la suite ne peut pas converger dans L2 (on peut aussi observer
directement que E(X2n) diverge).
3. Xn est une surmartingale positive, donc elle converge presque suˆrement (on peut aussi
observer que c’est une sous-martingale telle que E(X+n ) = E(Xn) = 1 ∀n).
4. Comme Yn = Yn−1 + log 2 + log(Un), on a
E
(
Yn
)
= E
(
Yn−1
)
+ log 2 + E
(
log(Un)
)
= E
(
Yn−1
)− [1− log 2] ,
et donc E(Yn) = −n[1− log 2] tend vers −∞ lorsque n→∞. On peut donc s’attendre
a` ce que Yn converge vers −∞, donc que Xn converge vers 0 presque suˆrement.
Pour le montrer, nous devons controˆler les fluctuations de Zn = Yn + n[1− log 2]. On
peut l’e´crire sous la forme
Zn =
n∑
k=1
Vk ou` Vk = 1 + log(Uk) .
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Nous allons montrer que pour n assez grand, Zn 6 cn presque suˆrement pour tout
c ∈]0, 1[. En prenant 0 < c < 1− log 2, cela montrera qu’en effet Yn converge presque
suˆrement vers −∞, et donc Xn → 0 p.s.
• Une premie`re me´thode consiste a` e´crire
P
{
Zn > cn
}
= P
{
eγZn > eγcn
}
6 e−γcn E
(
eγZn
)
=
[
e−γc E(eγV1)
]n
.
Comme eγV1 = eγ Uγ1 , on a
E
(
eγV1
)
= eγ
∫ 1
0
xγ dx =
eγ
γ + 1
.
Il suit donc que
P
{
Zn > cn
}
6
[
e−γ(c−1)
γ + 1
]n
pour tout γ > 0. La meilleure borne est obtenue pour γ = c/(1− c), et a la forme
P
{
Zn > cn
}
6
[
ec(1− c)]n .
La se´rie de terme ge´ne´ral [ec(1− c)]n converge pour tout c ∈]0, 1[, donc le lemme
de Borel–Cantelli montre que
lim sup
n→∞
Zn
n
6 c
presque suˆrement. C’est le re´sultat cherche´.
• Une seconde me´thode de montrer que Zn 6 cn presque suˆrement pour n assez
grand consiste a` e´crire
P
{|Zn| > cn} = P{Z4n > (cn)4} 6 1(cn)4E(Z4n) .
On a
Z4n =
n∑
i,j,k,l=1
ViVjVkVl .
On trouve facilement les moments
E
(
Vi
)
= 0 , E
(
V 2i
)
= 1 , E
(
V 3i
)
= −2 , E(V 4i ) = 9 .
Comme les Vi sont inde´pendants, les seuls termes contribuant a` E(Z
4
n) sont ceux
qui contiennent soit quatre indices identiques, soit deux paires d’indices identiques.
Un peu de combinatoire nous fournit alors
E
(
Z4n
)
= nE
(
V 41
)
+
(
4
2
)
n(n− 1)
2
E
(
V 21
)2
= 3n2 + 6n .
Ceci implique
P
{|Zn| > cn} 6 3
c4n2
,
et le lemme de Borel–Cantelli permet de conclure.
5. Nous avons montre´ que Xn → 0 presque suˆrement. Par conse´quent, nous avons
aussi Xn → 0 en probabilite´. Comme par ailleurs, E(|Xn|) = 1 pour tout n, le
The´ore`me 6.4.3 du cours montre que Xn ne peut pas converger dans L
1.
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Exercice 6.5
1. Commenc¸ons par montrer que les Xn sont inte´grables. Si K de´note la constante de
Lipschitz, on a |f((k + 1)2−n)− f(k2−n)| 6 K2−n, d’ou`
E
(|Xn|) 6 2n−1∑
k=0
K P
{
U ∈ Ik,n
}
6 K .
Pour calculer les espe´rances conditionnelles, on observe que chaque intervalle Iℓ,n est
la re´union disjointe des deux intervalles I2ℓ,n+1 et I2ℓ+1,n+1 de meˆme longueur. Par
conse´quent
E
(
1{U∈I2ℓ,n+1}
∣∣ Fn) = E(1{U∈I2ℓ+1,n+1} ∣∣ Fn) = 121{U∈Iℓ,n} .
En se´parant les termes pairs et impairs, on a
E
(
Xn+1
∣∣ Fn) = 2n−1∑
ℓ=0
[
f((2ℓ+ 1)2−(n+1))− f(2ℓ 2−(n+1))
2−(n+1)
E
(
1{U∈I2ℓ,n+1}
∣∣ Fn)
+
f((2ℓ+ 2)2−(n+1))− f((2ℓ+ 1) 2−(n+1))
2−(n+1)
E
(
1{U∈I2ℓ+1,n+1}
∣∣ Fn)]
=
2n−1∑
ℓ=0
f((2ℓ+ 2)2−(n+1))− f(2ℓ 2−(n+1))
2−(n+1)
1
2
1{U∈Iℓ,n}
=
2n−1∑
ℓ=0
f((2ℓ+ 2)2−n)− f(2ℓ 2−(n+1))
2−n
1{U∈Iℓ,n}
= Xn .
2. On a E(X+n ) 6 E(|Xn|) 6 K, donc Xn converge presque suˆrement vers une variable
ale´atoire X∞.
3. En bornant chaque fonction indicatrice par 1 et en utilisant a` nouveau le caracte`re
lipschitzien, on voit que |Xn(ω)| est borne´ par K pour tout ω. Par conse´quent,
1{|Xn|>M} = 0 pour M > K ,
donc les Xn sont uniforme´ment inte´grables. Il suit que Xn converge vers X∞ dans L1.
4. Pour tout n, on a
Xn1{U∈[a,b]} =
2n−1∑
k=0
f((k + 1)2−n)− f(k2−n)
2−n
1{U∈Ik,n∩[a,b]}
=
∑
k : Ik,n∩[a,b] 6=∅
f((k + 1)2−n)− f(k2−n)
2−n
1{U∈Ik,n} .
Soient k−(n) et k+(n) le plus petit et le plus grand k tel que Ik,n ∩ [a, b] 6= ∅. Prenant
l’espe´rance, comme P{U ∈ Ik,n} = 2−n on voit que
E
(
Xn1{U∈[a,b]}
)
= f((k+(n) + 1)2
−n)− f(k−(n)2−n) .
Lorsque n→∞, on a k−(n)2−n → a et (k+(n) + 1)2−n → b.
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5. D’une part,
E
(
X∞1{U∈[a,b]}
)
=
∫ 1
0
X∞(ω)1{ω∈[a,b]} dω =
∫ b
a
X∞(ω) dω .
D’autre part, par le the´ore`me fondamental du calcul inte´gral,
f(b)− f(a) =
∫ b
a
f ′(ω) dω .
On en conclut que
X∞(ω) = f ′(ω) .
Exercice 6.6
1. Comme
f(Y ) = 1{Y <c}f(c) + 1{Y >c}
∫ Y
c
f ′(λ) dλ 6 f(c) +
∫ ∞
c
1{λ<Y }f ′(λ) dλ ,
on obtient, en prenant l’espe´rance,
E
(
f(Y )
)
6 f(c) +
∫ ∞
c
P
{
Y > λ
}
f ′(λ) dλ .
2. Pour tout M > 1 nous pouvons e´crire
E
(
Xn ∧M
)
6 1 +
∫ ∞
1
P
{
Xn ∧M > λ
}
dλ .
Par l’ine´galite´ de Doob,∫ ∞
1
P
{
Xn ∧M > λ
}
dλ 6
∫ ∞
1
1
λ
E
(
Xn1{Xn∧M>λ}
)
dλ
=
∫ ∞
1
1
λ
∫
Ω
X+n 1{Xn∧M>λ} dP dλ
=
∫
Ω
X+n
∫ Xn∧M
1
1
λ
dλ1{Xn∧M>1} dP
=
∫
Ω
X+n log
+(Xn ∧M) dP
= E
(
X+n log
+(Xn ∧M)
)
6 E
(
X+n log
+(X+n )
)
+
1
e
E
(
Xn ∧M
)
.
Il suit que (
1− 1
e
)
E
(
Xn ∧M
)
6 1 + E
(
X+n log
+(X+n )
)
.
Le re´sultat s’obtient en faisant tendre M vers l’infini, et en invoquant le the´ore`me de
convergence domine´e.
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3. Pour une variable Y inte´grable, on a ne´cessairement
lim
M→∞
E(Y 1{Y >M}) = lim
M→∞
[
E(Y )− E(Y 1{Y 6M})
]
= 0
en vertu du the´ore`me de convergence monotone. Comme par ailleurs
|Xn|1{|Xn|>M} 6 Y 1{Y >M}
pour tout n, le re´sultat suit en prenant le sup puis l’espe´rance des deux coˆte´s.
4. Soit Y = supn|Xn|. On a Y 6 X+n + X−n , ou` X−n = supn(−Xn). Alors le re´sultat
du point 2. implique E(Y ) < ∞, et le point 3. montre que que la suite des Xn est
uniforme´ment inte´grable. Le the´ore`me de convergence L1 permet de conclure.
uniforme.
Exercice 6.7
1. Le the´ore`me de de´rivation sous le signe inte´gral de Lebesgue montre que ψ(λ) est de
classe C∞ avec
ψ(n)(0) = E(Xn1 )
pour tout n > 0. Le re´sultat suit alors de la formule de Taylor et des hypothe`ses sur
la loi de X1.
2. La relation
Yn+1 =
eλXn+1
ψ(λ)
Yn
montre que E(|Yn|) est borne´e par 1 et que E(Yn+1|Yn) = Yn.
3. Le probabilite´ peut se re´e´crire
P
{
sup
n6N
(
Sn − n logψ(λ)
λ
)
> a
}
= P
{
sup
n6N
Yn > e
λa
}
et la borne suit de l’ine´galite´ de Doob.
4. On remarque que pour n ∈]tk, tk+1], on a
h(n)ck > h(t
k)ck =
α
2
h(tk) + tk+1
logψ(λk)
λk
> ak + n
logψ(λk)
λk
.
La probabilite´ cherche´e est donc borne´e par e−λkak = e−α log(k log t) = (k log t)−α en
vertu du re´sultat pre´ce´dent.
5. Cela suit du lemme de Borel–Cantelli, et du fait que
∞∑
k=1
1
(k log t)α
=
1
(log t)α
∞∑
k=1
1
kα
<∞ .
6.
ck =
α
2
+
t
λ2k
log
(
1 +
1
2
λ2k + O(λ
2
k)
)
=
α+ t
2
+ O(1) .
7. Soit ε > 0. Prenons α = t = 1 + ε/2. Les re´sultats pre´ce´dents montrent que pour
presque tout ω, il existe k0(ω, ε) <∞ tel que
Sn(ω)
h(n)
6 1 +
ε
2
+ r(k)
pour tout k > k0(ω, ε) et n ∈]tk, tk+1]. En prenant de plus k assez grand pour que
r(k) < ε/2, on obtient Sn/h(n) 6 1 + ε pour tous les n assez grands, d’ou` le re´sultat.
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A.5 Exercices du Chapitre 7
Exercice 7.1
Pour t > s > 0,
E(cosh(γBt)|Fs) = e
γBs
2
E(eγ(Bt−Bs) |Fs) + e
−γBs
2
E(e−γ(Bt−Bs) |Fs)
=
eγBs
2
eγ
2(t−s)/2+
e−γBs
2
eγ
2(t−s)/2
= cosh(γBs) e
γ2(t−s)/2 .
On a 1 = E(Xt∧τ ). Faisant tendre t vers l’infini, on obtient par le the´ore`me de convergence
domine´e 1 = E(Xτ ) = cosh(γa)E(e
−γ2τ/2). Il suffit alors de prendre γ =
√
2λ.
Exercice 7.2
1. Xt e´tant une martingale, E(|Xt|) <∞. Pour tout A ∈ Fs, on a
E(Xt1A) = E(Xs1A) .
Si f est continuˆment diffe´rentiable en γ et E(|∂γf(Bt, t, γ)|) <∞, on peut prendre la
de´rive´e des deux coˆte´s et permuter espe´rance et de´rive´e, ce qui montre le re´sultat.
2. En de´veloppant l’exponentielle ou en calculant des de´rive´es successives, on trouve
f(x, t, γ) = 1 + γx+
γ2
2!
(x2 − t) + γ
3
3!
(x3 − 3tx) + γ
4
4!
(x4 − 6tx2 + 3t2) +O(γ5) .
On retrouve le fait que Bt et B
2
t − t sont des martingales, mais on trouve aussi deux
nouvelles martingales: B3t − 3tBt et B4t − 6tB2t + 3t2.
3. On a E(B4t∧τ − 6(t ∧ τ)B2t∧τ ) = −3E((t ∧ τ)2). Nous avons de´ja` e´tabli que E(τ) =
a2 < ∞. Lorsque t tend vers l’infini, E((t ∧ τ)2) tend vers E(τ2) par le the´ore`me
de convergence monotone. D’autre part, par le the´ore`me de convergence domine´e,
E(B4t∧τ − 6(t ∧ τ)B2t∧τ ) tend vers E(B4τ − 6τB2τ ) = a4 − 6a2E(τ) = −5a4. Ainsi,
E(τ2) =
5
3
a4 .
Exercice 7.3
1. Soit la martingale Mt = e
γBt−γ2t2/2 = eγXt−λt. Dans ce cas, nous ne savons pas si le
temps d’arreˆt τ est borne´. Mais la preuve de la Proposition 7.5.3 peut eˆtre adapte´e
afin de montrer que
1 = E
(
Mt∧τ1{τ<∞}
)
= E
(
eγXt∧τ−λ(t∧τ) 1{τ<∞}
)
.
Faisant tendre t vers l’infini, on obtient
1 = E
(
Mτ1{τ<∞}
)
= E
(
eγXτ−λτ 1{τ<∞}
)
= eγa E
(
e−λτ 1{τ<∞}
)
,
et donc
E
(
e−λτ 1{τ<∞}
)
= e−γa = e−a(b+
√
b2+2λ) .
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2. On a E(e−λτ 1{τ<∞}) = e−a
√
2λ.
En particulier, prenant λ = 0, on obtient P{τ < ∞} = 1. Donc en fait E(e−λτ ) =
e−a
√
2λ. Remarquons toutefois qu’en prenant la de´rive´e par rapport a` λ, on voit que
E(τ) = limλ→0+ E(τ e−λτ ) = − limλ→0+ ddλ e−a
√
2λ = +∞. Cela est lie´ au fait que,
comme la marche ale´atoire, le mouvement Brownien est re´current nul.
3. Prenant λ = 0, on obtient P{τ < ∞} = e−ab. Le mouvement Brownien a donc une
probabilite´ 1− e−ab de ne jamais atteindre la droite x = a+ bt.
Exercice 7.4
1. Approche martingale.
(a) On a E(|eiλXt |) = E(e−λ ImXt) < ∞ pour λ > 0 et t < ∞. De plus, si t > s > 0,
alors
P(eiλXt |Fs) = eiλXs E(eiλ(Xt−Xs))
= eiλXs E(eiλ(B
(1)
t −B(1)s ))E(e−λ(B
(2)
t −B(2)s ))
= eiλXs e−(t−s)λ
2/2 e(t−s)λ
2/2
= eiλXs .
Par conse´quent, eiλXt est bien une martingale.
(b) Comme eiλXt , le the´ore`me d’arreˆt montre que
E(eiλXt∧τ ) = eiλX0 = e−λ .
Si λ > 0, le membre de gauche est borne´ par 1 puisque Re(iλXt∧τ ) 6 0. On
peut donc prendre la limite t→∞. Si λ < 0, on peut appliquer un raisonnement
similaire a` la martingale e−iλXt . Par conse´quent on obtient
E(eiλXt∧τ ) = e−|λ| .
(c) La densite´ de Xτ s’obtient par transforme´e de Fourier inverse,
fXτ (x) =
1
2π
∫ ∞
−∞
e−|λ| e−iλx dλ =
1
2π
(
1
1 + ix
+
1
1− ix
)
=
1
π(1 + x2)
.
Xτ suit donc une loi de Cauchy (de parame`tre 1).
2. Approche principe de re´flexion.
(a) B
(1)
t suit une loi normale centre´e de variance t, donc sa densite´ est
1√
2πt
e−x
2/2t .
(b) Le principe de re´flexion implique
P
{
τ < t
}
= 2P
{
1 +B
(2)
t < 0
}
= 2P
{
B
(2)
1 < −
1√
t
}
= 2
∫ −1/√t
−∞
e−y2/2√
2π
dy
ce qui donne pour la densite´ de τ
d
dt
P
{
τ < t
}
=
1√
2πt3
e−1/2t .
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(c) La densite´ de Xτ = B
(1)
τ vaut donc∫ ∞
0
1√
2πt3
e−1/2t
1√
2πt
e−x
2/2t dt =
1
2π
∫ ∞
0
e−(1+x2)/2t
t2
dt =
1
π(1 + x2)
ou` on a utilise´ le changement de variable u = 1/t.
3. Approche invariance conforme.
(a) On ve´rifie que f ′(z) 6= 0, que f admet une re´ciproque, et que |f(x)| = 1 pour x
re´el.
(b) Le lieu de sortie du disque D du mouvement Brownien issu de 0 a une distribution
uniforme, par syme´trie. Par le the´ore`me de transfert, la loi de Xτ est alors donne´e
par
P
{
Xτ ∈ dx
}
=
1
2π
|f ′(x)| dx = 1
π(1 + x2)
dx .
A.6 Exercices du Chapitre 8
Exercice 8.1
1. Xt e´tant l’inte´grale d’un processus adapte´, on a E(Xt) = 0.
Par conse´quent, l’isome´trie d’Itoˆ donne Var(Xt) = E(X
2
t ) =
∫ t
0 e
2s ds = 12 [e
2t−1].
Enfin, par line´arite´ E(Yt) = 0 et par biline´arite´ Var(Yt) = e
−2tVar(Xt) = 12 [1− e−2t].
2. Etant des inte´grales stochastiques de fonctions de´terministes, Xt et Yt suivent des lois
normales (centre´es, de variance calcule´e ci-dessus).
3. La fonction caracte´ristique de Yt est E(e
iuYt) = e−u2 Var(Yt)/2. Elle converge donc vers
e−u2/4 lorsque t→∞. Par conse´quent, Yt converge en loi vers une variable Y∞, de loi
normale centre´e de variance 1/2.
4. La formule d’Itoˆ avec u(t, x) = e−t x donne
dYt = − e−tXt dt+ e−t dXt = −Yt dt+ dBt .
Yt est appele´ processus d’Ornstein–Uhlenbeck.
Exercice 8.2
1. Xt e´tant l’inte´grale d’un processus adapte´, on a E(Xt) = 0.
Par conse´quent, l’isome´trie d’Itoˆ donne Var(Xt) = E(X
2
t ) =
∫ t
0 s
2 ds = 13 t
3.
2. Xt suit une loi normale centre´e de variance
1
3 t
3.
3. La formule d’Itoˆ avec u(t, x) = tx donne d(tBt) = Bt dt+ t dBt.
4. Comme Bs ds = d(sBs)− s dBs, on a la formule d’inte´gration par parties
Yt =
∫ t
0
d(sBs)−
∫ t
0
s dBs = tBt −Xt .
Yt suit donc une loi normale de moyenne nulle.
5. (a) Comme E(BsBu) = s ∧ u,
E(Y 2t ) = E
∫ t
0
∫ t
0
BsBu ds du =
∫ t
0
∫ t
0
(s ∧ u) ds du
=
∫ t
0
[∫ u
0
s ds+
∫ t
u
u ds
]
du =
∫ t
0
[
1
2
u2 + ut− u2
]
du =
1
3
t3 .
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(b) Pour calculer la covariance, on introduit une partition {tk} de [0, t], d’espacement
1/n. Alors
cov(Bt, Xt) = E(BtXt)
= E
∫ t
0
sBt dBs
= lim
n→∞
∑
k
tk−1E(Bt(Btk −Btk−1))
= lim
n→∞
∑
k
tk−1(tk − tk−1)
=
∫ t
0
s ds =
1
2
t2 .
Il suit que
Var(Yt) = Var(tBt) + Var(Xt)− 2 cov(tBt, Xt) = t3 + 1
3
t3 − 2t cov(Bt, Xt) = 1
3
t3 .
Yt = tBt −Xt e´tant une combinaison line´aire de variables normales centre´s, elle suit
e´galement une loi normale centre´e, en l’occurrence de variance t3/3. Remarquons que
Yt repre´sente l’aire (signe´e) entre la trajectoire Brownienne et l’axe des abscisses.
Exercice 8.3
1. En comple´tant le carre´ (y − y2/2σ2 = σ2/2− (y − σ2)2/2σ2), il vient
E(eY ) =
∫ ∞
−∞
ey
e−y2/2σ2√
2πσ2
dy = eσ
2/2
∫ ∞
−∞
e−(y−σ2)2/2σ2√
2πσ2
dy = eσ
2/2 .
2. ϕ(s) e´tant adapte´, on a E(Xt) = 0 pourvu que ϕ soit inte´grable. L’isome´trie d’Itoˆ
montre que
VarXt =
∫ t
0
ϕ(s)2 ds =: Φ(t) ,
pourvu que ϕ soit de carre´ inte´grable.
3. Soit t > s > 0. La diffe´rence Xt −Xs =
∫ t
s ϕ(u) dBu est inde´pendante de Fs, et suit
une loi normale centre´e de variance Φ(t)− Φ(s). Par conse´quent,
E(eXt |Fs) = E(eXs eXt−Xs |Fs) = eXs E(eXt−Xs) = e(Φ(t)−Φ(s))/2
en vertu de 1., ce qui e´quivaut a` la proprie´te´ de martingale pour Mt.
4. Soit γ > 0. En remplac¸ant ϕ par γϕ dans la de´finition de Xt, on voit que
M
(γ)
t = exp
{
γXt − γ
2
2
∫ t
0
ϕ(s)2 ds
}
est e´galement une martingale. Il suit que
P
{
sup
06s6t
Xs > λ
}
= P
{
sup
06s6t
eγXs > eγλ
}
= P
{
sup
06s6t
M (γ)s e
γ2Φ(s)/2 > eγλ
}
6 P
{
sup
06s6t
M (γ)s > e
γλ−γ2Φ(t)/2
}
6 eγ
2Φ(t)/2−γλ E(M (γ)t ) ,
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la dernie`re ine´galite´ de´coulant de l’ine´galite´ de Doob. Comme E(M
(γ)
t ) = 1 par la
proprie´te´ de martingale, le re´sultat suit en optimisant sur γ, c’est-a`-dire en prenant
γ = λ/Φ(t).
Exercice 8.4
1. Soit tk = tk(n) = k2
−n et N = ⌊2nT ⌋. Alors∫ T
0
Bt ◦ dBt = lim
n→∞
N∑
k=1
Btk +Btk−1
2
∆Bk
=
1
2
lim
n→∞
N∑
k=1
(
B2tk −B2tk−1
)
=
1
2
B2T .
2. On choisit une partition tk(n) comme ci-dessus. Alors les processus
X
(n)
t =
N∑
k=1
g(Xtk) + g(Xtk−1)
2
∆Bk
Y
(n)
t =
N∑
k=1
g(Xtk−1)∆Bk
avec N = N(t) correspondant a` l’intervalle de la partition contenant t, convergent
respectivement vers Xt et Yt lorsque n→∞. Leur diffe´rence s’e´crit
X
(n)
t − Y (n)t =
1
2
N∑
k=1
[
g(Xtk)− g(Xtk−1)
]
∆Bk .
La formule de Taylor implique
g(Xtk)− g(Xtk−1) = g′(Xtk−1)(Xtk −Xtk−1) + O(Xtk −Xtk−1) .
Or
Xtk −Xtk−1 =
∫ tk
tk−1
g(Xs) ◦ dBs
= g(Xtk−1)∆Bk +
∫ tk
tk−1
[
g(Xs)− g(Xtk−1)
] ◦ dBs
= g(Xtk−1)∆Bk + O(tk − tk−1) .
On en conclut que
g(Xtk)− g(Xtk−1) = g′(Xtk−1)g(Xtk−1)∆Bk + O(∆Bk) + O(tk − tk−1) .
En substituant dans l’expression de X
(n)
t − Y (n)t , on obtient donc
X
(n)
t − Y (n)t =
1
2
N∑
k=1
[
g′(Xtk−1)g(Xtk−1)∆B
2
k + O(∆B
2
k) + O((tk − tk−1)∆Bk)
]
.
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En proce´dant comme dans la preuve de la formule d’Itoˆ, on peut remplacer ∆B2k par
∆tk, et il suit
lim
n→∞
[
X
(n)
t − Y (n)t
]
=
1
2
∫ t
0
g′(Xs)g(Xs) ds .
A.7 Exercices du Chapitre 9
Exercice 9.1
2.
dYt = −a(t) e−α(t)Xt dt+ e−α(t) dXt
= e−α(t) b(t) dt+ e−α(t) c(t) dBt .
3. En inte´grant, il vient
Yt = Y0 +
∫ t
0
e−α(s) b(s) ds+
∫ t
0
e−α(s) c(s) dBs ,
puis, comme X0 = Y0,
Xt = X0 e
α(t)+
∫ t
0
eα(t)−α(s) b(s) ds+
∫ t
0
eα(t)−α(s) c(s) dBs .
4. Dans ce cas, α(t) = − log(1 + t), donc eα(t) = (1 + t)−1 et
Xt =
∫ t
0
1 + s
1 + t
1
1 + s
dBs =
Bt
1 + t
.
Exercice 9.2
La formule d’Itoˆ donne
dYt =
dXt√
1−X2t
+
1
2
Xt
(1−X2t )3/2
dX2t = dBt .
Par conse´quent, Xt = sin(Bt) pour tous les t 6 inf{s > 0: |Bs| = π2 }.
Exercice 9.3
1. Avec α(t) = log(1− t), il vient
Xt = a(1− t) + bt+ (1− t)
∫ t
0
1
1− s dBs .
2. Par l’isome´trie d’Itoˆ,
Var(Xt) = (1− t)2
∫ t
0
1
(1− s)2 ds = (1− t)
2
[
1
1− t − 1
]
= t(1− t) .
Par conse´quent, Var(Xt−b)→ 0 lorsque t→ 1−, donc Xt → b dans L2 lorsque t→ 1−.
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3. Comme Mt est une martingale, M
2
t est une sous-martingale, et l’ine´galite´ de Doob
nous permet d’e´crire
P
{
sup
1−2−n6t61−2−n−1
(1− t)|Mt| > ε
}
6 P
{
sup
1−2−n6t61−2−n−1
|Mt| > 2nε
}
= P
{
sup
1−2−n6t61−2−n−1
M2t > 2
2nε2
}
6
1
ε222n
E
(
M21−2−n−1
)
6
2
ε22n
.
Soit alors l’e´ve´nement
An =
{
ω : sup
1−2−n6t61−2−n−1
(1− t)|Mt| > 2−n/4
}
.
Nous avons P(An) 6 2 · 2−n/2, qui est sommable. Le lemme de Borel–Cantelli montre
alors que
P
{
sup
1−2−n6t61−2−n−1
(1− t)|Mt| 6 2−n/4, n→∞
}
= 1 ,
et donc que (1− t)Mt → 0 presque suˆrement lorsque t→ 1−. Par conse´quent, Xt → b
presque suˆrement lorsque t→ 1−.
4. On a X0 = a et X1 = b presque suˆrement. De plus, les incre´ments de Xt sont
inde´pendants et gaussiens. La seule diffe´rence par rapport au mouvement Brownien
est que la variance de Xt −Xs est donne´e par t(1− t)− s(1− s) au lieu de t− s.
Exercice 9.4
En appliquant la formule d’Itoˆ a` Ft = u(t, Bt) avec u(t, x) = e
−αx+α2t/2, on obtient
dFt =
1
2
α2Ft dt− αFt dBt + 1
2
α2Ft dB
2
t
= α2Ft dt− αFt dBt .
Soit alors Xt = FtYt = u(Ft, Yt). On applique maintenant la formule d’Itoˆ a` plusieurs
variables, avec la fonction u(x1, x2) = x1x2. Cela nous donne
dXt = Ft dYt + Yt dFt + dFt dYt
= rFt dt+ αFtYt dBt − αFtYt dBt + α2FtYt dt− α2FtYt dt
= rFt dt .
Comme X0 = F0Y0 = 1, on a donc
Xt = 1 + r
∫ t
0
Fs ds ,
et finalement
Yt = F
−1
t Xt = e
αBt− 12α2t+r
∫ t
0
eα(Bt−Bs)−
1
2
α2(t−s) ds .
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A.8 Exercices du Chapitre 10
Exercice 10.1
1.
L = −x ∂
∂x
+
1
2
∂2
∂x2
, L∗ρ =
∂
∂x
(
xρ
)
+
1
2
∂2ρ
∂x2
.
2. On trouve L∗ρ = 0. Par conse´quent, ρ(x) est une solution stationnaire de l’e´quation
de Kolmogorov progressive (ou de Fokker–Planck) ∂tu = L
∗u, ce qui signifie que c’est
une mesure invariante du syste`me : Si X0 suit la loi ρ, alors Xt suit la meˆme loi pour
tout t > 0.
Remarquons que ρ est la densite´ d’une variable ale´atoire normale, centre´e, de variance
1/2. Nous avons de´ja` obtenu dans l’exercice 8.1, que ρ est la loi asymptotique de
la solution de la meˆme EDS avec X0 = 0. En fait on peut montrer que pour toute
distribution initiale, la loi de Xt tend vers la distribution stationnaire ρ.
Exercice 10.2
1.
L =
1
2
x2
∂2
∂x2
.
2. On a Lu = 0 si u′′(x) = 0, dont la solution ge´ne´rale est u(x) = c1x+ c2.
3. On sait que u(x) = Px{τa < τb} est solution du proble`me
Lu(x) = 0 pour x ∈ [a, b] ,
u(a) = 1 ,
u(b) = 0 .
En substituant la solution ge´ne´rale dans les conditions aux bords, on peut de´terminer
les constantes d’inte´gration c1 et c2, d’ou` la solution
Px{τa < τb} = b− x
b− a .
Exercice 10.3
1.
L = rx
∂
∂x
+
1
2
x2
∂2
∂x2
.
2. En substituant, on obtient Lu(x) = c1γ(r +
1
2(γ − 1))xγ , donc Lu = 0 a` condition de
prendre γ = 1− 2r.
Remarque : La solution ge´ne´rale s’obtient en observant que v(x) = u′(x) satisfait
l’e´quation
v′(x)
v(x)
= −2r
x
,
que l’on peut inte´grer.
3. Dans ce cas, on a γ > 0. En proce´dant comme a` l’exercice pre´ce´dent, on obtient
Px{τb < τa} = x
γ − aγ
bγ − aγ .
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Comme aγ → 0 lorsque a→ 0, il suit que
Px{τb < τ0} =
(x
b
)γ
.
La probabilite´ que Xt n’atteigne jamais b est donc 1− (X0/b)γ .
4. (a) Dans ce cas, on a γ < 0. En proce´dant comme a` l’exercice pre´ce´dent, on obtient
Px{τa < τb} = x
γ − bγ
aγ − bγ .
Comme aγ → +∞ lorsque a→ 0, toutes les autres grandeurs e´tant constantes, on
obtient en faisant tendre a vers 0
Px{τ0 < τb} = 0 ∀x ∈]a, b[ .
(b) L’e´quation Lu = −1 donne α = −1/(r − 1/2) et la condition au bord donne
β = log b/(r − 1/2).
(c) C’est pre´cise´ment la solution du proble`me ci-dessus, donc
Ex(τb) =
1
r − 1/2 log
(
b
x
)
.
Cela montre que les solutions tendent a` croˆıtre exponentiellement. En effet, on a
Ex(τb) = T pour
b = x e(r−1/2)T .
Exercice 10.4
1. Par variation de la constante,
Xt = x e
−t+σ
∫ t
0
e−(t−s) dBs .
2. Le ge´ne´rateur infinite´simal L de Xt est
L = −x d
dx
+
σ2
2
d2
dx2
.
3. En admettant que τ est fini presque suˆrement, la formule de Dynkin implique que
h(x) = Ex(1a(Xτ )) satisfait le syste`me
−xh′(x) + σ
2
2
h′′(x) = 0 pour a < x < b ,
h(a) = 1 ,
h(b) = 0 .
Soit g(x) = h′(x). On a
g′(x) =
2
σ2
xg(x) ,
dont la solution ge´ne´rale est, par se´paration des variables,
g(x) = c ex
2/σ2 .
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Il suit que
h(x) = 1 + c
∫ x
a
ey
2/σ2 dy ,
et la condition h(b) = 0 implique
c = − 1∫ b
a
ey
2/σ2 dy
.
On peut e´crire la solution sous la forme
h(x) =
∫ b
x
ey
2/σ2 dy∫ b
a
ey
2/σ2 dy
.
4. Lorsque σ → 0, chaque inte´grale est domine´e par la valeur maximale de y dans le
domaine d’inte´gration. Il suit que pour a < x < b,
h(x) ≃ e
x2/σ2 +eb
2/σ2
ea2/σ2 +eb2/σ2
.
Par conse´quent,
• si |a| > b, h(x)→ 0;
• si a = −b, h(x)→ 1/2;
• si |a| < b, h(x)→ 1.
Exercice 10.5
1. (a) Soit ϕ(x) = x. Alors (Lϕ)(x) = f(x)ϕ′(x) + 12g(x)
2ϕ′′(x) = f(x), et par la
de´finition du ge´ne´rateur,
lim
h→0+
Ex
(
Xh
)− x
h
= (Lϕ)(x) = f(x) .
Ainsi le coefficient de de´rive f(x) s’interpre`te comme la de´rive´e de la position
moyenne.
(b) On a
d
dt
[
e−γE
x(Xt) Ex
(
eγXt
)]∣∣∣∣
t=0+
=
d
dt
[
e−γE
x(Xt)
]∣∣∣∣
t=0+
eγx+e−γx
d
dt
[
Ex
(
eγXt
)]∣∣∣∣
t=0+
= −γ d
dt
[
Ex(Xt)
]∣∣∣∣
t=0+
e−γx eγx+e−γx
(
L eγx
)
(x)
= −γf(x) + e−γx
[
f(x)γ eγx+
1
2
g(x)2γ2 eγx
]
=
1
2
γ2g(x)2 .
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(c) Comme
d
dt
Ex
(
eγ[Xt−E
x(Xt)]
)∣∣∣
t=0+
=
∑
k>0
γk
k!
d
dt
Ex
([
Xt − Ex(Xt)
]k)∣∣∣
t=0+
on obtient, par identification terme a` terme des se´ries,
d
dt
Ex
([
Xt − Ex(Xt)
]k)∣∣∣
t=0+
=

0 si k = 1 ,
g(x)2 si k = 2 ,
0 si k > 3 .
En particulier, g(x)2 s’interpre`te comme la vitesse de croissance de la variance du
processus.
2. (a) Le processus X
(N)
t e´tant line´aire sur l’intervalle [0, 1/N ], on a
lim
h→0+
Ex
(
X
(N)
h − x
)
h
=
Ex
(
X
(N)
1/N − x
)
1/N
=
Ey
(
N−αY (N)1 −N−αy
)
1/N
∣∣∣∣
y=Nαx
= N−α+1v(N)(Nαx) .
De meˆme, on obtient
lim
h→0+
Ex
(
[X
(N)
h − Ex(X(N)h )]k
)
h
= N−kα+1m(N)k (N
αx) .
(b) En vertu du point 1., il faut que
lim
N→∞
N−α+1v(N)(Nαx) = f(x) ,
lim
N→∞
N−2α+1m(N)2 (N
αx) = g(x)2 ,
lim
N→∞
N−kα+1m(N)k (N
αx) = 0 , k > 3 .
3. Dans ce cas on a v(N)(y) = 0 et m
(N)
k (y) = 1 pour k pair et 0 pour k impair. En
prenant α = 1/2, les conditions sont donc satisfaites avec f(x) = 0 et g(x) = 1.
4. On a
v(N)(y) = (y − 1) y
N
+ (y + 1)
(
1− y
N
)
− y = 1− 2y
N
et
m
(N)
k (y) =
(
y − 1− y − 1 + 2y
N
)k y
N
+
(
y + 1− y − 1 + 2y
N
)k(
1− y
N
)
= 2k
y
N
(
1− y
N
)[( y
N
)k−1
+ (−1)k
(
1− y
N
)k−1]
.
Par conse´quent,
lim
N→∞
N1/2v(N)
(
N1/2x+
N
2
)
= −2x ,
lim
N→∞
m
(N)
2
(
N1/2x+
N
2
)
= 1 ,
lim
N→∞
N1−k/2m(N)k
(
N1/2x+
N
2
)
= 0 , k > 3 .
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La diffusion limite est donc le processus d’Ornstein–Uhlenbeck
dXt = −2Xt dt+ dBt .
Exercice 10.6
1. Xt est la proportion de temps avant t pendant laquelle le mouvement Brownien est
positif. Le re´sultat montre qu’elle est inde´pendante de t, ce qui est une conse´quence
de l’invariance d’e´chelle du mouvement Brownien.
2. La proprie´te´ diffe´rentielle du mouvement Brownien montre que Btu est e´gal a` t
−1/2Bu
en loi, donc que 1{Btu>0} est e´gal a` 1{Bu>0} en loi. Le changement de variable s = tu
montre que
Xt =
1
t
∫ t
0
1{Btu>0}t du =
∫ 1
0
1{Btu>0} du
qui est e´gal a` X1 en loi.
3. On a v(t, 0) = E(e−λtXt) = E(e−λtX1). Par conse´quent
gρ(0) = E
∫ ∞
0
e−(ρ+λX1)t dt = E
(
1
ρ+ λX1
)
.
4.
∂v
∂t
(t, x) =
1
2
∂2v
∂x2
(t, x)− λ1{x>0}v(t, x) .
5.
g′′ρ(x) =
∫ ∞
0
∂2v
∂x2
(t, x) e−ρt dt
= 2
∫ ∞
0
∂v
∂t
(t, x) e−ρt dt+ 2λ1{x>0}
∫ ∞
0
v(t, x) e−ρt dt
= 2v(t, x) e−ρt
∣∣∣∞
0
+ 2ρ
∫ ∞
0
v(t, x) e−ρt dt+ 2λ1{x>0}gρ(x)
= −2 + 2ρgρ(x) + 2λ1{x>0}gρ(x) .
On a donc l’e´quation diffe´rentielle ordinaire
g′′ρ(x) =
{
2(ρ+ λ)g(x)− 2 si x > 0 ,
2ρg(x)− 2 si x < 0 .
Conside´rons se´pare´ment les e´quations sur R+ et R−. Les e´quations homoge`nes ad-
mettent les solutions line´airement inde´pendantes eγ±x et e−γ±x, ou` γ+ =
√
2(ρ+ γ) et
γ− =
√
2ρ. De plus chaque e´quation admet une solution particulie`re constante, e´gale
a` A+ = 1/(ρ+ λ), respectivement A− = 1/ρ.
6. Pour que gρ soit borne´e, il faut que B+ = C− = 0. La continuite´ de gρ et g′ρ permet
de de´terminer B− et C+. En particulier
C+ =
λ√
ρ (
√
ρ+ λ+
√
ρ )(ρ+ λ)
=
√
ρ+ λ−√ρ√
ρ (ρ+ λ)
.
Il suit que
gρ(0) =
1
ρ+ λ
+ C+ =
1√
ρ(λ+ ρ)
.
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7. Nous avons
1√
1 + λ
= g1(0) = E
(
1
1 + λX1
)
=
∞∑
n=0
(−λ)nE(Xn1 ) .
L’identite´ montre que
E(Xn1 ) =
1
π
∫ 1
0
xn√
x(1− x) dx
pour tout n > 0, donc que X1 admet la densite´ 1/
√
x(1− x). Le re´sultat suit en
inte´grant cette densite´ et en utilisant l’e´galite´ en loi de Xt et X1.
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