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Bayesian inference is considered for the seemingly unrelated regressions with an
elliptically contoured error distribution. We show that the posterior distribution of
the regression parameters and the predictive distribution of future observations
under elliptical errors assumption are identical to those obtained under indepen-
dently distributed normal errors when an improper prior is used. This gives infer-
ence robustness with respect to departures from the reference case of independent
sampling from the normal distribution. © 2002 Elsevier Science (USA)
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1. INTRODUCTION
We consider inference and prediction for the seemingly unrelated regres-
sion (SUR) models. Bayesian and classical analysis for the SUR models
with normal errors have been considered by Zellner [10], Srivastava and
Giles [8] and Percy [7], among others. Where heavy-tailed error distribu-
tion is assumed, the multivariate t-distributed errors have been used as in
Kowalski et al. [5] for the SUR model, and in Zellner [11] and Sutradhar
and Ali [9] for the traditional regression models which are special cases of
the SUR model. Inferential and predictive methods include likelihood
estimation (e.g., Kowalski et al. [5]), Bayes posterior distribution of the
parameters (e.g., Zellner [10], Kowalski et al. [5]) and prediction distri-
bution for future observations (e.g., Kowalski et al. [5], Percy [7]).
Elliptically contoured distributions, which constitute a generalization of
the normal distribution, have been discussed extensively for the traditional
multivariate regression models (e.g., Anderson and Fang [1], Chib et al.
[3], Fraser and Ng [4]) but not for the more general SUR model. In this
paper we consider SUR models with elliptical errors and analyze the model
from a Bayesisan perspective. We show that the posterior distribution of
the regression parameters and the predictive distribution for elliptical
errors, under an improper prior, are identical to those for normal errors,
generalizing some results of Chib et al. [3] and Kowalski et al. [5]. Thus,
posterior and predictive inference for the SUR model is robust with respect
to departures of any elliptically contoured density from the reference case
of independent sampling from the normal density. This robustness result
holds for a large class of density functions since elliptically contoured dis-
tributions include the multivariate normal, matric-t and the multivariate
Cauchy.
In Section 2, the posterior distribution is derived and in Section 3, the
predictive distribution is obtained. Section 4 contains concluding remarks.
2. BAYES POSTERIOR DISTRIBUTION
Consider the SUR model of the form
Yi=Xib+Ei; E(Ei)=0, cov(Ei)=S, 1 [ i [ n, (1)
where Yi is a p×1 vector of responses, Xi is a p×q design matrix of expla-
natory variables for individual i, b is a q×1 vector of regression coeffi-
cients, Ei is a p×1 error vector, and S is the p×p covariance matrix. We
assume that (XT1 , ..., X
T
n ) is of full rank. The regression coefficients are
usually different for each response so that Xi is of the form
Xi=RxTi1 0T · · · 0T0T xTi2 · · · 0T
x x x x
0T 0T · · · xTip
S , (2)
where xij is a qj×1 vector of explanatory variables for the response j of
individual i and q=;pj=1 qj. The above model includes many multivariate
models as special cases. For example, when xi1=·· ·=xip=xi for i=
1, ..., n i.e. when all the explantory variables are common to all responses
for each individual the model reduces to the traditional multivariate
regression model, which is equivalently written as
Y=XB+E, (3)
where
YT=(Y1, ..., Yn), XT=(x1, ..., xn), B=(b1, ..., bp),
ET=(E1, ..., En), b=(b
T
1 , ..., b
T
p )
T,
bi is a k×1 vector such that kp=q.
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We assume that (E1, ..., En) have a joint elliptically contoured distribu-
tion with probability density function given by
f(E1, ..., En |S)3 |S|−
n
2 g 3 tr S−1 Cn
i=1
EiE
T
i
4 (4)
where g{.} is a non-negative function over p×p positive definite matrices
such that f(. | .) is a density function. For convenience, we work with the
precision matrix F(=S−1) rather than the covariance matrix S in the rest
of the paper.
We state the main result in the form of the following proposition.
Proposition 1. Suppose the SUR model (1) have errors that are ellipti-
cally distributed and the prior density function p(b, F) of b and F is Jeffreys’
invariant prior, i.e., p(b, F)3 |F|−
p+1
2 . Then the posterior distribution of the
regression parameters b is given by,
f(b | Y, Z)3 : Cn
i=1
(Yi−bXi)(Yi−bXi)T :−n2. (5)
Proof. The likelihood function for observed Y and Z — (X1, ..., Xn) is
given by
L(b, F; Y, Z)3 |F|
n
2 g 3 tr F Cn
i=1
(Yi−bXi)(Yi−bXi)T4 .
The joint posterior of b and F is thus
f(b, F | Y, Z)3 |F|
n−p−1
2 g 3 tr F Cn
i=1
(Yi−bXi)(Yi−bXi)T4 .
Let G be a p×p nonsingular matrix such that GTG=;ni=1 (Yi−bXi)
(Yi−bXi)T. The transformation,W=GFGT, has |GTG|−
p+1
2 as the Jacobian
of transformation. Integrating the above with respect to W yields the
marginal posterior distribution of b:
f(b | Y, Z)3 : Cn
i=1
(Yi−bXi)(Yi−bXi)T :−n2 F g{trW} |W| n−p−12 dW
3 : Cn
i=1
(Yi−bXi)(Yi−bXi)T :−n2. L
The posterior distribution of b is identical to that obtained under the
assumption of independently distributed multivariate normal errors (see
Zellner [10, pp. 243]). Kowalski et al. [5] obtained the same posterior
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distribution for matric-t distributed errors using a hierarchical representa-
tion of the t distribution.
The following result follows from Proposition 1.
Corollary 2. For the traditional multivariate regression model (3) with
elliptical errors and where the regression parameters has been reparame-
terized as B, the posterior distribution of B is matric-t: tq(Bˆ, (XTX)−1,
S, n−k−p+1) where
Bˆ=(XTX)−1 XTY; S=(Y−XBˆ)T (Y−XBˆ).
The posterior distribution of B under normal errors is also matric-t (see
Box and Tiao [2, pp. 441–442] for notation and result).
3. THE PREDICTION DISTRIBUTION
Consider nf future observations,
Yn+i=Xn+i+Ei, 1 [ i [ nf.
The Bayesian predictive distribution of Yn+1, ..., Yn+nf given the observed
values Y, Z and Zf — (Xn+1, ..., Xn+nf ) is defined as
f(Yn+1, ..., Yn+nf | Y, Z, Zf)
3 FF f(Y1, ..., Yn+nf | b, F, Z, Zf) p(b, F) db dF
where p(b, F) is the density function of b and F prior to observing
Y1, ..., Yn.
Proposition 3. Suppose that E1, ..., En+nf have a joint elliptical distribu-
tion. If the prior distribution of b and F is Jeffreys’ invariant prior, then the
predictive distribution of Yn+1, ..., Yn+nf , given the observed values Y, Z, and
Zf can be written in the form
f(Yn+1, ..., Yn+nf | Y, Z, Zf)3 F : Cn+nf
i=1
(Yi−bXi)(Yi−bXi)T :−n+nf2 db.
Proof. The joint distribution of Y1, ..., Yn+nf is
f(Y1, ..., Yn+nf | b, F, Z, Zf)
3 |F|
n+nf
2 g 3 tr F Cn+nf
i=1
(Yi−bXi)(Yi−bXi)T4 .
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The predictive distribution of Yn+1, ..., Yn+nf is
f(Yn+1, ..., Yn+nf | Y, Z, Zf)
3 FF |F|
n+nf −p−1
2 g 3 tr F Cn+nf
i=1
(Yi−bXi)(Yi−bXi)T4 db dF.
Let H be a p×p nonsingular matrix such that HTH=;n+nfi=1 (Yi−bXi)
(Yi−bXi)T. Making the transformation U=HFHT, where |HTH|−
p+1
2 is
the Jacobian of transformation, and integrating with respect to U yields the
predictive distribution
f(Yn+1, ..., Yn+nf | Y, Z, Zf)
3 F : Cn+nf
i=1
(Yi−bXi)(Yi−bXi)T :−n+nf2 db F g{tr U} |U| n+nf −p−12 dU
3 F : Cn+nf
i=1
(Yi−bXi)(Yi−bXi)T :−n+nf2 db. L
When nf=1, integral (6) gives the predictive distribution derived by
Percy [7] under the assumption that the errors are normally distributed.
Percy [7] obtained approximation to the predictive distribution using the
Gibbs sampling and a first-order approximation based on a Bayes estimate
of the precision matrix.
The following corollary follows:
Corollary 4. For the traditional multivariate regression model (3) with
elliptical errors and where the future observations are expressed as
Yf=XfB+Ef,Y
T
f=(Yn+1, ..., Yn+nf ),E
T
f=(En+1, ..., En+nf ),X
T
f=(xn+1, ...,
xn+nf ), the predictive distribution of Yn+1, ..., Yn+nf is the matric-t distribution
with n−p−k+1 degrees of freedom, i.e.,
tnfp[XfBˆ, [Inf −Xf(X
TX+XTfXf)
−1 XTf)]
−1, S, n−p−k+1],
where Inf is the nf×nf identity matrix.
Proof. See Ng [6].
The matric-t predictive distribution above is identical to that obtained
under normal errors (e.g., Zellner [10, pp. 235]).
4. CONCLUDING REMARKS
When the errors in a SUR model are assumed to have an elliptically
contoured distribution, the Bayesian analysis using improper prior yields
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posterior distribution of the regression parameters and predictive distribu-
tion of future observations that are identical to those obtained under
independently distributed normal errors. Hence the assumption of nor-
mality is robust to deviation in the direction of elliptical distributions as
far as inference on regression parameters and prediction is concerned.
However, the robustness results hold only when an improper prior is used;
Zellner[11] showed that robustness does not hold in the case of a natural
conjugate prior for the parameters of a t-distribution.
For the traditional multivariate regression model, the Bayesian predictive
distribution (Corollary 4) is identical to that obtained under the classical
approach (Ng [6]). Hence the classical approach also yields predictive
inference that is robust with respect to departures from the assumption of
independent normal errors for the traditional multivariate regression
model.
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