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ABSTRACT 
The communality problem in factor analysis is that of reducing the diagonal 
elements of a correlation matrix so that the resulting matrix will be positive semideh- 
nite and of minimum rank. The problem is well studied, but no effective solution 
procedures have been devised. In this paper, we propose a variant problem and give 
an algorithm for its solution. We prove that a solution to this problem also solves the 
communality problem if the correlation matrix is Stieltjes. 
1. INTRODUCTION 
The communality problem is very important in factor analysis. The 
problem is that of reducing the diagonal elements of a given correlation 
matrix so that the resulting matrix will be positive semidefinite and of 
minimum rank. The new diagonal elements are called the communalities. We 
define a correlation matrix as a symmetric and positive semidefinite matrix 
with unities along the diagonal and fractional numbers between - 1 and + 1 
in the off-diagonal positions. 
Many researchers have studied the communality problem (for a detailed 
set of references, see Harman [Z]). However, no effective solution procedures 
have yet been devised. In this paper, we propose a variant problem and give 
an algorithm for its solution. We prove that a solution to our problem also 
solves the communality problem if the given matrix is Stieltjes. 
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2. PROBLEM DEFINITIONS 
We can state the communality problem as follows. 
PROBLEM 1. Given a correlation matrix R, find a nonnegative diagonal 
matrix D such that 
(i) R-D is positive semidefinite, and 
(ii) rank( R -0) = min. 
Let us examine the variant problem: 
PROBLEM 2. Given a symmetric and positive semidefinite matrix R, find 
a nonnegative diagonal matrix D such that 
(i) R -D is positive semidefinite, 
(ii) rank( R - D)=min, and 
(iii) rank(Zl--D)+rank(D)=rank(R). 
Condition (iii) is the additional constraint that we have imposed. 
For convenience, we use the following notation. 
NOTATION. We let CP(A) denote Problem 1 with A as the given 
correlation matrix, and let P(B) denote Problem 2 with B as the given 
symmetric and positive semidefinite matrix. 
It is not difficult to see that neither problem has a unique solution. For 
example, let 
Then the nonnegative diagonal matrices 
all solve CP(R), and the last two choices both solve P(R). 
For a given correlation matrix R, let D, and D, be the nonnegative 
diagonal matrices that solve CP( R) and P(R), respectively. The extra condi- 
tion for P(R) implies that 
rank(R-Di)Grank(R-D,). 
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We now give an example to show that the inequality can be strict. Let 
R= 
Then the choice 
gives 
rank(R-D,)=l. 
But it is not possible to construct a diagonal matrix D, such that 
rank(D,)=2 and rank(R-DD,)=l. 
3. A SOLUTION PROCEDURE 
We now study the solution of Problem 2. Let us first state a very useful 
lemma (cf. Golub [l]). 
LEMMA 1. Consider C= !2 -(WI*, where ii = diag( wi). Denote the eigen- 
values of C by A,, A,,..., A,, and suppose that hi >hi+l and wi a~++~. 
(i) Zf t> 0, then 
q 3Ai 3oi+1, i=1,2 ,..., n-l, 
w, BX, >w, -&.+u. 
(ii) Zft&O, then 
ml -_Sufu>X, ati,, 
wi 3hi+1swi+1, i=1,2 ,..., n-l. 
The next theorem gives a basis for our algorithm. 
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THEOREM 1. Consider an nXn symmetric and positive semidefinite 
matrix R. Let Ic{l,2 ,..., n}, and let 
D= 2 aieiei, 
iEZ 
where 
ai >o 
and e, is the i th unit coordinate vector. Suppose that the matrix R-D is 
positive semidefinite. We get 
e:x=O 
fm i E 1 and x E N( R), the null space of R. Further, if 
rank(R-D)+rank(D)=rank(R), 
then we can find a set of linearly independent vectors {yi ( i E I} such that for 
iE1, 
Ry, =cxi(eiyi)ei, 
e:y, #O, 
and 
eiy, =0 for iEZ and j#i. 
Proof. First, let xEN(R). Then x’(R-D)x= -xtDx= -&Elai(efx)2 G 
0, which, as R-D is positive semidefinite, implies that 
e:x=O for iEZ. 
Second, let i(l), i(2), . . . , i(d) be some ordering of the elements of Z. 
Define 
Z,={i(l),i(2),...,i(k)} 
THECOMMUNALITYPROBLXM 165 
and 
D, = x cxteie: 
iEZ, 
for k=l 2 , , . . . , d. Now, the interlacing eigenvalue phenomenon described by 
Lemma 1 gives that 
rank(R-D)>rank(R)-rank(D), 
where equality is possible only if every positive element of D reduces the rank 
of R by one, i.e., we can find a set of vectors Z= {ziuJ 1 i= 1,. . . , d} such that 
(R-D,)ziCi,#O for k=1,2 ,..., i-1, 
and 
(R-Di)zici) =O. 
Therefore, we get that the i(j)th component of zio) is nonzero and that 
t 
ei(j)zi(k) =o for i’k, 
since R -D is positive semidefinite. It follows that the set Z is a basis for the 
null space of R -D. We can therefore construct a set of linearly independent 
vectors {yici, 1 i= 1,. . . , d} from Z so that 
t 
ei(f)Yi(k) - -0 for i#k. 
Thus, 
(R-a,e,e:)y, =O 
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and 
e:y, #O for ZEZ. n 
We can now describe an algorithm for solving P(R), where R is a given 
symmetric and positive semidefinite matrix. Let an eigenvalue decomposition 
of R be 
where Q is orthogonal and 
with Z, a nonsingular diagonal matrix of order r. Let 
Q=(Ql, Qzh 
where Qr is TI X r. Define the index set 
row i of Qa consists of all zeros} if rtn, 
if r=n. 
If Z is empty, we cannot reduce the rank of R without giving the resulting 
matrix a negative eigenvalue. Hence we assume that Z is nonempty. Let 
Z= {i(l),i(2) ,..., i(Z)}. 
For i=1,2,..., 2, we can find a vector xi(/) such that 
The general solution is 
xi(i) =Q1~CIQ:eqi) +w, 
where w EN( R). 
Let Y be an d X d matrix with its (i, k) element equal to the i( i)th element 
Of ‘i(k)* Note that the elements of Y are not affected by the choice of w in the 
previous equation, as wiCi) =O for i= 1,. . . , 2. Let I be the set of indices such 
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that for i, FEZ 
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yii =o for ifi. 
Construct the diagonal matrix 
where 
_I +) - - . 
%i 
Note that (yici) is positive because 
It is easy to check that 
(R-D)x~(~)=O for iEZ. 
Following the proof procedure of Theorem 1, we can show that the matrix 
R-D is positive semidefinite and that 
rank(R-D)=rank(R)-rank(D). 
As our goal is to minimize rank(R -D), we want to determine the index set Z 
of maximum size. It is known, however, that determining such an I requires 
work which is exponential in I, the size of 2 (see Karp [3]). Fortunately, 1 is 
usually very small for the matrices of the communality problem. 
4. STIELTJES MATRICES 
Following Varga [4], we define a Stieltjes matrix to be a symmetric and 
positive definite matrix with nonpositive offdiagonal elements. The following 
result is also given in [4]. 
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LEMMA 2. Let A be a Stielties matrix. Then A-’ 2 0. lf B is also a 
Stielties matrix and A ) B, then A-’ G B ~ ‘. 
We now consider the case when our correlation matrix R is a Stieltjes 
matrix. Let D, be a nonnegative diagonal matrix which solves P(R). We want 
to show that D, is also a solution to CP(R). 
Let D, be a nonnegative diagonal matrix which solves CP(R). Lemma 1 
says that 
rank( 0,) 3 rank(R) - rank( R - 0,). 
We can assume the above inequality to be strict; otherwise D, also solves 
P(R) and therefore D, solves CP(R). 
Suppose now that 
rank(D,)=s, 
rank(R-D,)=rank(R)-t, 
and 
t<s. 
We always have 
rank(D,)Gt. 
From Lemma 1, we see that there is a nonnegative diagonal matrix D3 such 
that 
rank(Ds)=s-t, 
rank(D,-D,)=t, 
and 
R - D3 is positive definite. 
It follows that the matrix R - D3 is Stieltjes and that the matrix D, - D3 solves 
P(R-D,). As 
R-D,GR, 
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we get from Lemma 2 that 
(R-D,)-‘>R-’ 20 
The solution procedure for Problem 2 now says that 
t=rank(Da-D,)Grank(Dr). 
We conclude that 
rank( D, ) = t 
and therefore D, solves CP(R). 
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