Abstract-Applications that deal with time-series data often require evaluating complex statistics for which each time series is essentially one data point. When only a few time series are available, bootstrap methods are used to generate additional samples that can be used to evaluate empirically the statistic of interest. In this work a novel bootstrap method is proposed, which is shown to have some asymptotic consistency guarantees under the only assumption that the time series are stationary and ergodic. This contrasts previously available results that impose mixing or finite-memory assumptions on the data. Empirical evaluation on simulated and real data, using a practically relevant and complex extrema statistic is provided.
I. INTRODUCTION
A wide variety of applications, notably in economics, biology and environmental sciences, require estimating complex statistics of highly dependent time-series distributions. In many cases, only a single data sequence generated by the underlying process is available. In the case of dependent time series, such a sequence is essentially one realization (or data point) w.r.t. the computation of a statistic of interest. Meaningful estimates are only possible when several data points are available, and these have to be somehow obtained from the single one given. For some statistics, simple heuristics like chopping the available time series into many may suffice, while for others they clearly do not. Practically meaningful examples of the latter situation include extremabased statistics, such as maximum drawdown (the difference between the maximum and the minimum attained after it), or even more complex ones such as the performance of a trading algorithm on the given data. Estimating such statistics require having multiple time series of length close to the time series of interest. There are, thus, three problems in estimating such statistics: complex statistics, which appear impossible to analyse theoretically, highly-dependent time series, and, as a consequence of the latter, too few, or just a single sample.
Bootstrap methods attempt to tackle the latter problem by generating new samples from the available ones, in such a way that these new samples are "likely" to be generated by the underlying process distribution. The original Bootstrap [3] was designed for independent and identically distributed (i.i.d.) data; it samples with replacement from the original sequence attempting to improve upon the estimates of simple statistics such as smooth functions of the mean [5, 23] . While generalizations to dependent data are available (some of these are briefly reviewed below), they concern only rather restricted classes of processes, such as Markov chains or geometrically mixing time series. In general, even for simple statistics the traditional bootstrap is concerned with, obtaining convergence guarantees is highly problematic, and the available theoretical results all require additional assumptions on the distributions. Specifically, under assumptions such as moment conditions and several conditions necessary for Edgeworth expansions, the i.i.d. Bootstrap, is a consistent estimator of the sampling distribution for some specific statistics and it is shown to produce asymptotic refinements for problems such as bias reduction and the construction of confidence intervals [5, 23] .
In this paper we address the second problem (highly dependent time series), namely, we propose a bootstrap method for time series which have performance guarantees under the only assumption that the time series are stationary ergodic. This is vastly more general than the assumptions made in prior works. However, we do not attempt to solve the problem of theoretical analysis of complex statistics; since no theoretical results for such complex statistics as we consider (max drawdown) are available even for the i.i.d. case, there is at present no hope for dependent time series. Thus, the theoretical results we present establish the consistency of the proposed method for generating new time-series, and the performance in estimating the statistic of interest is evaluated empirically.
What we propose here is a novel, principally different, approach to generating bootstrap sequences, namely the replacement bootstrap (RB). Bootstrap sequences are generated by replacing elements in the original sequence according to their estimated conditional probability distribution (replacement distribution) over the observed sequence around their position. First, R positions in the original sequence are selected at random. Next, the estimated conditional distribution at the selected positions is calculated using the full time series around them. Finally, existing elements in these R positions are replaced with elements drawn from each of the R estimated replacement distributions. The main idea is that, unlike in the i.i.d. or Markov cases, in highly-dependent time series it is impossible to estimate the distribution of the whole sequence. It is, however, possible to estimate conditional distribution of a symbol given its past and future. Thus, instead of generating whole new sequences from scratch, we start with the one available and introduce some changes according to estimated replacement distributions, which we can expect to be reliable. To estimate the replacement distribution, here we use an estimator based on the universal measure R proposed in [17] (see also [18] ). For this estimator we obtain theoretical consistency guarantees that hold for arbitrary stationary ergodic distributions, without relying on finite-memory, mixing or any other assumptions. Further, we study empirically the accuracy of the proposed method on an extrema statistic (max drawdown) that has been shown to be inconsistent in the traditional bootstrap approaches. Additional details and results are reported in the extended version of this paper [21] .
An important difference between the traditional applications of bootstrap and the one considered in this work should be pointed out. Typically, in the literature on bootstrap, one is interested in a statistic θ(P ) which concerns single-dimensional marginals of P . For i.i.d. data, these define the distribution completely. In more general cases, one is interested in estimating a statistic of k-dimensional marginals, where k n. The intuition is that these should provide sufficient precision for estimating the distribution P or indeed any statistic thereof, such in the case of m-order Markov (where one can take k = m + 1) or mixing processes. However, in our case we are interested in complex statistics θ n (P ) concerning ndimensional marginals, where n is the size of the sample available, such as the performance of a (trading, learning, etc.) algorithm or the max drawdown. For stationary ergodic time series, studying these statistics cannot be reduced to studying k-dimensional distributions and thus the object of our study is not exactly the same as in traditional applications of bootstrap.
Prior work. Universal measures, such as R and those based on data compressors, are used for solving various statistical problems concerning time series, often not directly related to prediction or compression [20, 18] , but have not been previously used for bootstrap. Next we briefly review two popular model free Bootstrap approaches to dependent data: block based methods and methods that rely on the Markov property (for a comprehensive review, see, e.g., [8] ). Block methods are a direct generalization of the i.i.d. bootstrap to dependent data. Block methods resample contiguous blocks of data from the original sequence to capture the dependence structure defined by a block width. Block width selection determines the bias-variance trade-off: small blocks increase bias, while larger blocks increase variance. As their performance relies on proper width selection, automatically selection methods have been introduced [15] . For relative performance over various construction methods, see [11, 13] . Note that such methods necessarily ignore and break long-range dependence in the sequence. Therefore they are only suitable for processes where it is negligible, e.g., processes with fast mixing. When the Markov property and regularity conditions are met, the Markov bootstrap (MB) of [10] has been shown to be more accurate than block methods [7] . MB sequences are generated by directly estimating a Markov model of a given order from the observed sequence, and then sampling from the model to generate a bootstrap sequence. If the process generating the sequence is not Markov (or is Markov of a higher order) then the MB may perform worse than block-based methods.
II. PRELIMINARIES
A sequence X n = (X 1 , . . . , X n ) is generated by a timeseries distribution P over a finite alphabet A. We introduce the notation X <t = (X 1 , . . . , X t−1 ), X >t = (X t+1 , . . . , X n ), and X t:t = (X t , . . . , X t ) and we denote ν Xn (a 1 , . . . , a m ) = #{s ≤ n : X s = a m , . . . , X s−m+1 = a 1 } the number of occurrences of a word (a 1 , . . . , a m ) in X n . We assume that: Assumption 1. The process P is stationary, i.e. for any m, τ ∈ N , and any word
and ergodic, i.e., for any word v m = (a 1 , . . . , a m ) the frequency of v m in a sequence X n tends to its probability a.s.:
(The latter definition of ergodicity is equivalent to the usual one involving shift-invariant sets [4] .) This assumption is vastly more general than those used in the literature on nonparametric (model free) bootstrap methods for time series, and allows us to focus on what is arguably the most general class of processes for which it is still possible to define meaningful statistical inference problems. We recall the definition of the Kullback-Leibler (KL) divergence, used to measure the accuracy of estimated distributions. Given two distributions P and Q over A, the KL divergence between P and Q is KL(P ; Q) = a∈A P (a) log(P (a)/Q(a)).
(
We use h for the Shannon entropy, h k (P ) for the kth order entropy of the distribution P , and h ∞ (P ) for its entropy rate.
A bootstrap algorithm is a random mapping B n : A n A n , such that given X n , B n (X n ) returns a (random) bootstrap sequence b n of length n. The intuition behind the bootstrap approach is that a sequence X n might provide enough information about P to generate additional sequences which are likely to be generated by P . Thus, given a single sequence X n , a bootstrap algorithm B n repeatedly generates bootstrap sequences b 1 n , . . . , b B n . These sequence, together with the original X n are then used to estimated the statistic of interest.
III. THE REPLACEMENT BOOTSTRAP
The main idea of the replacement bootstrap (RB) is to choose a set of R random positions 1 ≤ t 1 , . . . , t R ≤ n in the original sequence X n and replace symbols (X t1 , . . . , X tR ) with symbols (b t1 , . . . , b tR ), drawn from the distribution P (a 1 , . . . , a R |X n − {X t1 , X t2 , . . . , X tR }), whereP is an estimation of the distribution P generating the data. The RB preserves part of the original sequence's temporal structure, while simultaneously exploiting the full sequence to determine replacements through an estimate of the conditional distribution P (a 1 , . . . , a R |X n −{X t1 , X t2 , . . . , X tR }). It is important to note that the estimated distribution is conditional both on the past and the future, and not just on the past; thus the bootstrap is not directly reduced to the problem of predicting the next symbol of a time series. In general, it is possible to construct examples where if the length of the past X <t and the future X >t tends to infinity, the entropy of the process conditioned on X <t , X >t tends to zero; whereas the process itself has a non-zero entropy. This shows that replacements that take into account the structure of the whole sequence could replicate more accurately the unknown structure of the process. A critical aspect of this bootstrap scheme is to compute an accurate estimate of the conditional distribution of replacements. A direct implementation of the RB requires estimating the probability P (a 1 , . . . , a R |X n − {X t1 , X t2 , . . . , X tR }), which corresponds to the probability of a word v = (a 1 , . . . , a R ) in R (random) locations t 1 , . . . , t R , conditioned on the rest of the sequence. Unfortunately, this requires estimating probabilities for an alphabet of size |A| R , conditional on the rest of the sequence, which would rapidly become infeasible as R increases. For this reason, we propose to implement the RB through a sequential process based on the estimation of the one-symbol replacement probability P (·|X <t , X >t ). One way of doing it is by adapting a universal predictor. Universal predictors estimate conditional probabilities of the future outcomes given the past and they are asymptotically consistent for all stationary ergodic distributions.
Definition 1.
A measure ρ is called universal (or a universal predictor) if for any stationary and ergodic process P we have
Several predictors with this property are known. Here we use the universal measure R from [17] (see also [18] ). While other measures can be used, R appears to be easier to implement efficiently than compression-based predictors (see e.g., [16, 19] ); it is also not wasteful of data, unlike the Ornstein predictor [14] . In order to define the measure R, we first introduce the finite-memory Krichevsky predictors [9] : Definition 2. For any m ≥ 0, the Krichevsky predictor of order m estimates P (X t = a|X <t ) as , t > m,
Originally, in the Krichevsky predictor the frequencies are only counted up to the time t where the forecast is made; in the definition above, while the conditioning is only on the past, the counters ν Xn are computed based on both the past and the future. The original Krichevsky predictor is optimal (w.r.t. expected KL divergence) [9] for any fixed-length sequence for the set of (k-order) Markov processes. Finally, the measure R is defined as follows.
Definition 3 ([17]). For any t, the measure R is defined as
with weights ω m = (log(m + 1))
The measure R is a fully nonparametric estimator constructed directly from X n , it does not rely on any parametric assumptions and is proved to be universal in [17] . Here we propose the following method of using R to generate bootstrap sequences. Let t ≤ n be an arbitrary point in the original sequence. We replace the original symbol X t with a new symbol b t drawn from an estimate of the replacement distribution used to generate X t , i.e., P (·|X <t , X >t ), computed using R as
c∈A RX n (X<t; c; X>t)
.
Once the replacement probability is calculated, R-Boot substitutes X t in the original sequence with b t drawn from R Xn (·|X <t , X >t ), thus obtaining the new sequence z 1 n = (X <t , b t , X >t ). Here R Xn refers to the measure R with frequency counts ν(·) in (2) computed only once from the sequence X n . This indicates that once X t is replaced by b t and z 1 n is obtained, the counts are not recomputed on z 1 n and R Xn is still used as an estimate of replacement distribution for all the following replacements. This process is iterated R times; such that, at each step r, a random point t r is chosen and the new symbol b tr is drawn from R Xn (·|z r−1 <tr , z r−1 >tr ). Finally, the sequence b n = z R n is returned. The pseudo-code of R-Boot is reported in Fig. 1 . Although the measure R combines an infinite number of predictors, it can be computed in polynomial time. First of all, note that replacing infinity with any K n that increases to infinity with n does not affect the asymptotic convergence properties of the measure. A practically and theoretically meaningful choice for K n is O(log n). Indeed the frequency estimates in K m for m log n are not consistent, so they only add to the noise of the estimate. This meaningful choice of K n is also efficiently computable. If K n is of order O(log n), then the computational complexity of RBoot to generate a bootstrap sequence with R replacements is O((n + R log n) log 2 (n)|A| 2 ). More details about Eq. 5 and the implementation of R-Boot are reported in [21] .
The parameter R retains an equivalent expected impact on performance as in the general RB. For small values, most of the original temporal structure of the sequence is preserved, but bootstrap sequences may not reproduce enough variability from the original process. For large values, RBoot has higher variance, but the error in estimating the replacement distribution may introduce significant errors in the bootstrap sequences. In general, the incremental process of R-Boot requires large R to compensate for the iterative (versus simultaneous) nature of replacements. Since replacement points are random, the same location may be repeatedly selected through the execution of R-Boot. Furthermore, at step r, R-Boot uses the current sequence, z r−1 n , to define the conditional probability R Xn (·|z r−1 n , z r−1 n ), for X tr ; thus replacements in one location (i.e., changes to the symbols X t1 , . . . , X tr−1 in the original sequence) may later trigger changes in other locations. Thus, R-Boot is an incremental approximation to the simultaneous replacement of R symbols in RB. The results below are limited to this approximation. However, introducing another parameter, it is possible to define an intermediate approach where contiguous blocks of size d are incrementally replaced. At location t, instead of replacing only symbol X t , we may replace an entire block X t:t+d with a word v = (a 1 , . . . , a d ) drawn from an estimation of P (a 1 , . . . , a d |X <t , X >t+d ) and repeat over multiple iterations. Although this requires estimating probabilities over larger alphabets (|A| d ), working on contiguous blocks may improve the one-symbol replacements of R-Boot.
IV. THEORETICAL GUARANTEES
A desirable property for a bootstrap method is to produce an accurate estimate of the distribution over the whole sequence of length n, P (X 1 , . . . , X n ), given just one data point (i.e., a sequence X n ). Unfortunately, this is not possible in the case of stationary-ergodic processes. This is in stark contrast with the classes of processes considered in prior works, where estimating P (X 1 , . . . , X m ) for a critical m n (e.g., m = k + 1 in the case of k-order Markov processes) results in a sufficiently accurate estimate of P (X 1 , . . . , X n ). While considering the general case of stationary ergodic distributions significantly increases the applicability of the bootstrap, it prevents us from providing theoretical guarantees for the bootstrap estimate of P (X 1 , . . . , X n ). Moreover, in this setting it is provably impossible to establish any nontrivial rates of convergence. As a result we focus on asymptotic consistency of the individual replacement step in R-Boot and we show that if the sequence length of at least one side of the replacement is sufficiently long, then on average the probability distribution for the inserted symbol converges to the distribution of the symbol in that position given the past and the future. Moreover, when the size of the sequence both before and after the replacement goes to infinity, the probability distribution over the inserted symbol approaches the double-sided entropy rate.
We introduce additional notation. A stationary distribution over one-way infinite sequences X 1 , X 2 , . . . can be uniquely extended to a distribution over two-way infinite sequences . . . , X −1 , X 0 , X 1 , . . . . We assume this extension whenever necessary. For stationary processes, the k-order entropy is h k (P ) = E X −k:−1 [h(X 0 |X −k:−1 )]. Similar to the entropy rate, one can define the two-sided entropy h k,m = E X −k:−1 ,X1:m h(X 0 |X −k:−1 , X 1:m ), which is nondecreasing with k and m, and whose limit lim k,m→∞ h k,m we denote h ∞×∞ , where lim k,m→∞ is an abbreviation for "for every pair of increasing sequences (k l ) l∈N , (m l ) l∈N , lim l→∞ ." Obviously h ∞×∞ ≤ h ∞ (P ) and it is easy to construct examples when the inequality is strict. We also denote the KL divergence between process measures P and R as δ(X t |X <t ) = KL(P (X t |X <t ); R(X t |X <t )), where the capital letter indicates that X t and X <t are random variables. Finally, in E[δ(X t |X <t )], the expectation is over X <t . The proof of the following theorem is reported in [21] and it builds on the consistency of the R measure as a predictor [17] . One could wish for a stronger consistency statement than those established in Theorem 1. For example, a statement we would like to demonstrate is the following lim m,n→∞ −E log R(X 0 |X −n:−1 , X 1:m ) = h ∞×∞ . There are two differences with respect to (iii) and (iv): first, the limits are taken simultaneously, and, second, there is no averaging over time. We conjecture that this statement is possible to prove. The reason for this conjecture is that it is possible to prove this for some other predictors (other than R). Namely, the consistency proof for the Ornstein predictor [14] , as well as those of its improvements and generalizations in [12] can be extended to our case. These predictors are constructed by taking frequencies of events based on growing segments of the past; however, unlike R, they are very wasteful of data, which is perhaps the reason they have never been used (to the best of our knowledge) beyond theoretical analysis. Another possible extension is to prove "almost sure" analogues of the statements of the theorem. Note that the a.s. consistency holds for R as a predictor; however, in this case time-averaging is essential, as is also established in [17] . Finally, notice that for standard bootstrap methods it is often possible to derive asymptotic convergence rates based on the central limit theorem and Edgeworth expansions under relatively strong assumptions about the generative process (e.g., exponentially mixing). However, the class of all stationary ergodic processes is so large that this type of analysis is provably impossible; further, finitetime error bounds are also impossible for this setting, since the convergence rates of any non-trivial estimate can be arbitrary slow [22] . Thus, a direct theoretical comparison between RBoot and other bootstrap methods is not possible and we rely on the empirical investigation to evaluate their differences.
V. EMPIRICAL EVALUATION
An empirical comparison of R-Boot is presented against the circular block bootstrap (CBB) and the Markov bootstrap (MB) on simulated data for the estimation of the maximum drawdown (MDD) statistic, a challenging statistic used in optimization, finance and economics to characterize the "adverse excursion" risk. Synthetic sequences are simulated using a real-valued mean-reverting fractional Brownian motion (FBM) process P with mean µ = 0, standard deviation σ = 1 and Hurst exponent H = 0.25. We sample 10 4 sequences of length n = 1001 from P and difference them into stationary increments. From this real-valued sequence we construct a binary sequence by thresholding at 0: X t = −1 for negative increments and X t = 1 for positive. In practice, adaptive quantization schemes are often used, but these could introduce confounding effects in the results so we do not use them. From X n , the corresponding cumulative sequence y n (y t = t s=1 X t ) is computed (representing, e.g., a price sequence) and the MDD is defined asf (X n ) = max t=1,...,n max s=1,...,t y s − y t , while the MDD θ n of the P is obtained by averaging the raw estimatesθ n =f (X n ) over 10 6 sequences. The MDD is a complex extrema statistic for which reliable estimates are not available yet not even for i.i.d. data [6] . Note that we are interested in estimating of the statistic itself, which is different from the typical applications of bootstrap where estimating the statistic is easy and bootstrap is used to construct confidence intervals.
As θ n is an increasing function of n, we normalize it by its rate of growth n and we compute the estimation error as
We run B = 10 3 bootstraps for each method. For CBB, theoretical guidelines are provided in the literature (see e.g., [15] ) suggesting the block width should be O(n 1 3 ), while for MB any tuning of the order would require knowledge about the process. In the following we report results for the best parameter choice (in hindsight) for each value of n separately, where CBB is optimized in the range of block width [1, 20] (thus always including the theoretical value up to 2n 1 and the order of MB is optimized in [1, 20] . Notice that such tuning is not possible in practice since only one sequence is available and the true statistics of the process are obviously unknown. These best parameters for CBB and MB are intended to upper bound the performance that can be achieved by these methods. Furthermore, the best order for MB also represents an upper bound for any other method using a mixture of Markov models with different orders, such as a direct use of the R measure in Def. 3 to generate sequences sampling from P (X t |X <t ) or the sieve bootstrap [2] that automatically selects the order. Results. R-Boot, CBB and MB are compared on FBM data in Fig. 2 . CBB is run with its best block width, while MB is run with its best model size. R-Boot is run with K n = 1.5 log(n) and two values for R, 0.75n and 3.5n. R-Boot R = 0.75n achieves better performance than CBB and raw estimatorθ n =f (X n ) (single sequence), demonstrating that approximated replacement distributions are accurate enough to guarantee bootstraps which resemble the original process. With this value of R RB still does not outperform MB with the best (in hindsight) order. This is perhaps because R = 0.75n corresponds to approximately 30% replacements to the original sequence which is not enough to generate sufficiently different sequences. In comparison, MB generates bootstrapped sequences from scratch. With R = 3.5n the replacements increase to approximately 140% and R-Boot significantly outperforms MB for all values of n. This demonstrates that, while sub-optimal value of the parameters result large difference of performance of both CBB and MB, R-Boot is quite robust, meaning with values of R in a wide range it consistently outperforms CBB and MB by a significant margin. 
