Abstract. Several parallel algorithms have been proposed for the solution of triangular systems. The stability of four of them is analysed here: a fan-in algorithm, a block elimination method, a method based on a factorized power series expansion of the matrix inverse, and a method based on a divide and conquer matrix inversion technique. New forward error and residual bounds are derived, including an improvement on the bounds of Sameh and Brent for the fan-in algorithm. A forward error bound is identified that holds not only for all the methods described here, but for any triangular equation solver that does not rely on algebraic cancellation; among the implications of the bound is that any such method is extremely accurate for certain special types of triangular systems.
1. Introduction. The standard substitution algorithm for solving triangular systems has optimal serial complexity, for each element of the n x n coefficient matrix must partake in at least one operation and so there must be O (n2) operations. However, the parallel complexity of solving a triangular system is potentially as low as O(log n) time steps1, as can be seen by a fan-in argument. Work on parallel solution of triangular systems has proceeded in two directions. Several authors have developed parallel implementations of substitution for distributedmemory multiprocessors, some recent contributions being by Heath and Romine [9] , Li and Coleman [16] , Romine and Ortega [20] , and Eisenstat, Heath, Henkel, and Romine [8] . On the other hand, several methods with lower parallel complexity than substitution have been proposed over the last twenty years. These methods all require O (n3) processors to achieve their minimal complexity and they perform O(n3) operations.
The numerical stability of substitution is well understood, but that of the parallel methods is not. In this work we analyse the stability of four parallel methods for solving triangular systems: a fan-in algorithm, a block elimination method, a method based on a factorized power series expansion of the matrix inverse, and a method that computes the inverse by a divide and conquer technique. Sameh and Brent [21 obtained an error bound for the fan-in algorithm, but there appears to be little or no published error analysis for the other methods. We derive informative error bounds for all the methods, obtaining, in particular, stronger bounds for the fan-in algorithm than those of Sameh and Brent. For easy reference, Table 1 .1 summarizes the main bounds.
In 2 we summarize existing error analysis for substitution and a parallel method called the partitioned inverse method. We state a forward error bound (see (2.11) ) that holds for a wide class of methods, including all those described here, and explore its implications.
Error analysis for the fan-in algorithm, block elimination, power series, and divide and conquer methods is presented in 3-6, along with some numerical examples. Finally, we give some conclusions in 7.
2. Background. For the error analysis we use the standard model of floating point arithmetic fl(x -t-y) x(1 + u) 4- No larger than w(y) for the 1-and x-norms is the normwise relative backward error r/(y) min{e (A + AA)y b + Ab, IIAAII _< IIAII, II/Xbll _< llbll}.
These two backward errors are easily computable for a given y, because they can be expressed in terms of the residual r b Ay [18] , [19] :
A y / lib The norm is any subordinate norm, and in the formula for w(y), /0 is interpreted as zero if 0 and infinity otherwise. If, in the definition of og(y) or rl(y), we do not perturb b, then the formulas (2.4) and (2.5) When rn n, so that Gi Li, we can use the result (2.10) IZillZT, lltil 31Lil to recover (2.3). Inequality (2.9) is shown in [15] We will derive a componentwise residual bound that is stronger than (3.1). To avoid complicated notation that obscures the simplicity of the analysis we take n 7. It is not hard to see that the result we obtain is valid for all n. We assume that the inverses Mi L T, are formed exactly, as the errors in forming them affect only the constants in the bounds. Applying (2.1) and (2.2) we find that the computed solution It is easy to find numerical examples where the fan-in algorithm produces a large componentwise or normwise backward error. In one experiment in Matlab (for which u 1.1 x 10-16) we used direct search [14] to construct such an example. The resulting system Lx b is of order 7, and has b fl(Le), where x e (1, 1)r. The results for the fan-in algorithm, substitution, and other methods to be described below, are given in (3.4) . Since O(L, x) Ix(L, x), the normwise residual bounds (2.14) and (3.4) are of similar size. We mention that the instability of the A comment is required concerning two papers by Tsao [23] , [24] . In these papers Tsao compares the accuracy of substitution with that of the fan-in algorithm and concludes that "the parallel algorithm as proposed by Sameh and Brent ]2 is essentially equivalent to the usual sequential algorithm as far as round-off error is concerned." This conclusion is incorrect.
What Tsao shows in [23] is that expressions for the forward error x -" can be obtained that are of the same form for both substitution and the fan-in algorithm. A consequence of Tsao's expressions is that both substitution and the fan-in algorithm satisfy a bound of the form (2.11), though this is not mentioned in [23] . Nevertheless, the numerical behaviour of substitution and the fan-in algorithm can be very different, as is clear from Table 3 .1.
The fan-in method is topical because the fan-in operation is a special case of the parallel prefix operation and several fundamental computations in linear algebra are amenable to a parallel prefix-based implementation [5] . Indeed, parallel prefix has now made its way into undergraduate numerical analysis textbooks; see [3, 13.2] , where a particularly clear explanation is given. The important open question of the stability of the parallel prefix implementation of Sturm sequence evaluation for the symmetric tridiagonal eigenproblem has recently been answered by Mathias 17] . Mathias shows that for positive definite matrices the relative error in a computed minor can be as large as a multiple of .-3, where .n is the smallest eigenvalue of the matrix; the corresponding bound for serial evaluation involves )-. This condition cubing effect is analogous to what we see in (3.5) . 4 . Block elimination algorithm. In addition to the fan-in algorithm, Sameh and Brent [21 describe a parallel block elimination algorithm. It requires the same number of steps as the fan-in algorithm but roughly twice the number of processors. Its advantage is that it can be adapted to take advantage of band structure [4] , [21 ] .
The algorithm is best understood by considering the case n 8. There is a preprocessing step in which L is made unit triangular: 
Thus (4.1) can be rewritten
which gives
This bound is of the form (2.11), so all the comments made about (2.11) apply to the block elimination method.
In [4] , Chen, Kuck, and Sameh use the banded system variant of the block elimination algorithm. They explain that a forward error bound can be obtained that is proportional to 0"n/m, where r This does not lead to a residual bound any more useful than can be obtained from (4.3) . The reason we can obtain more satisfactory residual bounds for the partitioned inverse method and fan-in algorithms is that they employ a factorization of L that is based on structure, and hence is little affected by replacing the factors by their 
and so (5.2) Ix -l <_ (k 1)c',,u(1 -+-IMI2-')(I -I-IMl2-z)..
This bound is of the form (2.11). The comments made in the last paragraph of 4 are applicable to the power series method too.
In the numerical example of Table 3 .1 both the block elimination method and the power series method are unstable, and the normwise residual bound (2.14) is reasonably close to equality. 6 . Matrix inversion by divide and conquer. Borodin and Munro [2] and Heller [10] discuss a divide and conquer method for inverting a triangular matrix based on the formulae
The diagonal blocks of L 11 and L22 are chosen to be of equal size (or sizes differing by if the dimension is odd) and the inversion of these blocks is done by the same method recursively; the (2,1) block is evaluated by matrix multiplication. The A: X21 -X22L21Xll, B" X21 =-L22\(L21X),
Methods A, B, and D correspond to Methods 2B, 1B, and 2C, respectively, of Du Croz and Higham [6] . The latter three methods are not implemented recursively, but the same error analysis applies to Methods A, B, and D here. For Methods B and D, under conditions on the bottom level of recursion that are described below, the computed X satisfies [6] (6.1)
These bounds are the best that we can expect and correspond to componentwise backward stability. In general, a componentwise stable inversion method will satisfy either a right residual bound of the form (6.1) or a left residual bound of the form (6.2), but not both bounds. We give the proof of (6.1). Let A(A, B) denote a matrix bounded according to IA(A, n)l _< c,,ulAIInl + O(uZ). We give a numerical example that illustrates the analysis. Here, L is the 12th power of a random 25 x 25 lower triangular matrix from the normal N(0, 1) distribution (L is generated in Matlab 3.5 by the statements rand normal' rand seed' 7 1 L tril tril rand 25 "12 .) This particular form of ill-conditioned and badly scaled matrix had been found in [6] (by trial and error) to cause instability in some triangular matrix inversion routines. For each of Methods A-G (all of which were recurred down to the level n 1), Table 6 .1 shows the left (L) and right (R) componentwise and normwise relative residuals, the left ones of which are given by min{ IXL II < IXIILI} and IIXL-Xllo
The underlines in In the numerical examples we have mainly reported backward errors and residuals. Since triangular system solvers are normally used as part of a larger computation, backward stability is probably the most important requirement. In our limited experience, the forward errors for the parallel methods reported here tend to be at most x(L)u, even when the backward error is large. We have not found any numerical examples where the fan-in algorithm has a forward error of order tc(L)3u, or even tc(L)2u.
While we have not attempted to gauge the average-case stability of these parallel methods, we can offer the following summary of their behaviour. All the methods can be arbitrarily unstable, but they achieve perfect stability when L is an M-matrix and b > 0 (by virtue of (7.1)), and they often yield surprisingly stable and accurate solutions, even for very ill-conditioned problems. Therefore the parallel methods should not be ruled out for practical use purely on stability grounds, particularly as it is easy to compute the normwise or componentwise backward error a posteriori to test the stability of a computed solution. We note that iterative refinement in fixed precision is a possible means for stabilizing any of the methods (the theory of 13, 2] is applicable). However, for all except the divide and conquer methods, iterative refinement significantly increases the cost of the solution process.
To our knowledge, none of the fan-in, block elimination, and divide and conquer algorithms has been implemented on a modern parallel machine and its speed compared with that of substitution. It would be an interesting exercise to make such a comparison and therefore to determine whether the parallel methods merit serious consideration as practical algorithms.
