Abstract. We give an explicit embedding of the Jacobian of a hyperelliptic curve, y 2 = f (x), into projective space such that the image is isomorphic to the Jacobian over the splitting field of f . The embedding is a modification of the usual embedding by theta functions with half integer characteristics.
Introduction
The Jacobian J of a curve defined over a field K is a projective group variety also defined over K. In general it is hard to give an explicit description of the Jacobian. In the case where the curves are hyperelliptic there is a relatively explicit description of the Jacobian as an abstract variety defined over K. On the other hand, if K is a subfield of C, then J(C) carries the structure of an abelian torus C g /Λ, and this torus can be embedded into projective space by theta functions. For a hyperelliptic curve y 2 = f (x) the equations defining this variety in projective space are given by the Frobenius identities for half-integer characteristic theta functions. This description can be very useful because it is so explicit, but in general it is not isomorphic to the Jacobian over K (only over C) and we therefore lose any arithmetic information. We can now ask whether we might not be able to modify this description in such a way that the resulting variety would be isomorphic to the Jacobian over a smaller field. This paper gives one answer to this question.
The main result is Theorem 9, which gives a variety defined by theta functions which is isomorphic to the Jacobian of a hyperelliptic curve over the splitting field of f . The description is a modification of the usual embedding of the complex points of the Jacobian into projective space using theta functions. It describes the Jacobian as an explicit projective variety and not just as an abstract variety.
This work is a generalization of work done by D. Grant and others on the genus 2 case; see [Gra90] and [GG93] . For other work in this direction see [Fly90] . For a potential application of these ideas see [Pil90] .
The idea of the paper is as follows. Let C be the curve y 2 = 2g+1 i=1 (x − a i ) and set F = Q(a 1 , . . . , a 2g+1 ). The Jacobian, J, of a curve is an abelian variety whose points parameterize divisors of degree zero on the curve modulo linear equivalence. Let cl(D) denote the linear equivalence class of the divisor D. Then induced by this basis, by T . We can explicitly write down a set of equations for T , and using some new theta-constant identities we can check that these equations have coefficients in F . It then remains to show that T is isomorphic to J over F .
We will describe a certain affine variety Z birationally equivalent to J. The coefficients of two polynomials U and V give explicit coordinate functions of Z over F . We will show that these coordinates can be expressed as rational functions of the t A (2z) with coefficients in F . From this we will deduce that T is isomorphic to J over F .
We now give a brief outline of the paper. Sections 2 to 5 introduce the objects we will be working with, and we try to state all the main results that will be used in the rest of the paper. Section 2 describes the Jacobian of a hyperelliptic curve, and we introduce the variety Z. Section 3 introduces theta functions and states some of the many beautiful identities that they satisfy. For theta functions associated to hyperelliptic curves there is a very useful way of describing the half-integer characteristics. This leads to elegant ways of stating the special results which hold for theta functions associated to hyperelliptic curves and with half-integer characteristics. The statements of these results are started in Section 4 and continued in Section 5. This last section contains proofs of a few mild generalizations of results on theta-constants. In particular, Theorem 2 is a generalization of Thomae's identities.
Section 6 starts with the definition of the modified embedding. For every theta function with half-integer characteristic we define a function t A which is just this theta function multiplied by a complicated-looking constant. The first result is that the variety, T , obtained from the embedding into projective space defined by the t A is defined over F. The final section of the paper is devoted to showing that T is isomorphic, over F , to the Jacobian. Along the way to proving this we find a nice description of the V polynomial analogous to Mumford's description of the U polynomial.
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The Jacobian of a hyperelliptic curve
In this section we want to describe the background on hyperelliptic curves and their Jacobians. We will follow [Mum83] , [Mum84] , especially chapters II and IIIa.
Let C be a hyperelliptic curve defined over C of positive genus g; that is, an affine part of C is given by the solutions of the equation
where the a i are distinct points in C. Since the a i are assumed distinct this curve will be non-singular. We only need to add one point at infinity to make the curve into a non-singular projective curve. We will still think of points on this projective curve as solutions (x, y) to (1) and refer to the point at infinity as ∞. The hyperelliptic curve comes equipped with an involution sending P = (x, y) to ıP = (x, −y). We can think of x and y as functions on the curve, and as such we can show that x has a pole of order 2 and y has a pole of order 2g + 1 at ∞ (and neither one has a pole anywhere else). Also, y has a simple zero at each finite branch point a i while x − a i has a double zero at each such branch point. Note that we are using a i to refer to both the actual point (a i , 0) on the curve and to just its x-coordinate.
To any complete non-singular curve we can associate an abelian (and therefore projective [Mil86a, Thm 7 .1]) variety called the Jacobian of the curve. The Jacobian can be defined over the same field as the curve ([Mil86b, Thm 1.1]). The points of the Jacobian form a group, and correspond to the divisors of degree zero modulo linear equivalence. Let cl(D) denote the linear equivalence class of the divisor D. One can show that any divisor of degree zero is linearly equivalent to a divisor of the form
This shows that the the map I from the symmetric product of the curve with itself g times, C
(g) , to J given by
is surjective. In fact, it is a birational map ([Mil86b, Thm 5.1.(a)]. Even better, J is the unique abelian variety birationally equivalent to
Thinking of points in C (g) as effective divisors of degree g, we define Z ⊂ C (g) to be those divisors D = P i such that P i = ∞ and P i = ıP j for all i and j with i = j. Then it can be shown that I is injective on Z. In fact, if I( P i ) = I( Q i ) with only
We denote the complement of the image of Z under I in J by Θ, so that I is a bijection between Z and J − Θ. It follows that Θ is given by the set {cl(
We need to show that Z is a variety. We begin by associating to a divisor D = g i=1 P i in Z two polynomials U and V as follows. Set x i equal to the xcoordinate of the point P i . Similarly let y i = y(P i ). We define U(x), a monic polynomial of degree g, by
We let the polynomial V(x) be the unique polynomial of degree at most g − 1 such that, if P i has order
has a zero of multiplicity n i at x i . Here f(x) denotes a branch of the square root that equals y i at x i . In particular, if all the P i are distinct, we have
2 . Conversely, to any two given polynomials U and V such that U divides f − V 2 , U is monic of degree g and V is of degree ≤ g − 1, we can associate a divisor in Z. The zeros of U give g x-coordinates and the value of V at such a coordinate gives one of the square roots of f (x), so a y-coordinate. This gives g points making up an effective divisor in Z.
For an arbitrary U and V with the right degrees we can use the Euclidean algorithm to find the remainder of f (x) − V(x) 2 divided by U. The requirement that this remainder be zero can be expressed as a set of algebraic equations in the coefficients of U and V. So we see that the variety of solutions to these equations is bijective as a set to Z. That is, we have shown that, using the coefficients of the U and V polynomials, we can give Z a variety structure. We even see that Z is defined over the same field as the curve. In the proof of [Mum84, Prop IIIa.1.3] Mumford shows that the above-mentioned bijection is a morphism. Following the argument, it is clear that this morphism is defined over the same field as the curve. So it finally follows that Z is birationally equivalent to C (g) over F . We want to describe J (C) analytically, so view C(C) as a compact Riemann surface of genus g. Then it is known that the dimension of the vector space of holomorphic 1-forms is equal to the genus of the curve. So let ϕ i , i = 1, 2, . . . , g, be a basis for this vector space and set ϕ = t ( ϕ 1 , . . . , ϕ g ), a vector of holomorphic 1-forms. We can now define a mapping
To remove the dependency of this mapping on the path of integration, we define Λ to be the image of the map from the first homology group of C, H 1 (C, Z), to C g which sends a closed path, σ ∈ H 1 (C, Z), on the Riemann surface to σ ϕ. Then Λ turns out to be a lattice in C g and so we get the complex torus C g /Λ. We then see that Int is a well-defined mapping from C into C g /Λ. We extend this mapping additively to the divisors of degree zero on C. The Abel part of the Abel-Jacobi theorem then states that two divisors map to the same thing under Int if and only if they are linearly equivalent. The Jacobi part says that the map is onto. So there is a bijection between J(C) and C g /Λ as sets. We now want to describe a variety structure on
, . . . , B g be a symplectic homology basis. That is, the A i and B i are closed paths on the Riemann surface so that the A i 's are disjoint, the B i 's are disjoint and A i intersects B j only if i = j and then so that the intersection multiplicity of A i with B i equals plus one. Let ω 1 and ω 2 be the g × g matrices with entries
Then Ω = (ω 1 , ω 2 ) is a Z-basis for the lattice Λ = ΩZ 2g . It can now be shown that the so-called Riemann relations hold:
where the bar denotes complex conjugation and > 0 means positive definite. The space of symmetric g × g matrices with positive definite imaginary part is called the Siegel upper-half space of degree g and is denoted by h g . The Riemann relations are equivalent to saying that ω
If we define
for any x, y ∈ R 2g , then E is a Riemann form for the torus C g /Λ. The existence of a Riemann form on a torus is a necessary and sufficient condition for the torus to be embeddable into projective space. Chow's theorem [Har77, Appendix B, Thm 2.2] then says that C g /Λ is complex analytically isomorphic to the complex points of an abelian variety. Theta functions allow us to make this explicit.
Theta functions
The rest of the theory is simplified by normalizing a few of our choices. We will only be working with hyperelliptic curves, and for these there is a specific and traditional choice of a homology basis for C. Recall that the a i are the branch points of the double cover of P by the Riemann surface C. Consider "cuts" between a 2i−1 and a 2i for i = 1, . . . , g and between a 2g+1 and ∞. Let A i be a path clockwise around a 2i−1 and a 2i for i = 1, . . . , g. Let the B i be clockwise paths around all the a j for j = 2i, 2i + 1, . . . , 2g + 1. As each of these paths circles an even number of branch points, lifting these paths to the Riemann surface C we obtain closed paths on C. See Figure 1 
The natural choice of a basis for the holomorphic 1-forms, in the case of a hyperelliptic curve, is x i−1 dx/y for i = 1, . . . , g. We now normalize this. Let λ be the g × g matrix with entries
and set
Thus Aj ϕ i = δ ij . If we define τ to be the g × g matrix with entries τ ij = Bj ϕ i , then we have seen that τ is in h g . Note that now Λ = τ Z g + Z g . As we pointed out, C g /Λ has the structure of an algebraic variety. This is made explicit by using theta functions to embed C g /Λ into projective space-the theta identities then give explicit equations satisfied by the image. We now introduce these functions.
For c ∈ R 2g let c be the first g entries and c the second g entries of c. For such a c, z ∈ C g and τ ∈ h g the classical multi-variable theta function is defined by
The vector c is called the characteristic of the theta function. We usually think of theta functions with different characteristics as distinct functions. We will often suppress the variable τ and think of a theta function as just depending on z. These functions satisfy many identities, of which we note a few of the more important ones. Quasi-periodicity:
In particular, we can write every theta function in terms of the theta function with zero characteristic.
Symmetry in the z variable:
This shows that theta functions with half-integer characteristics are either even or odd functions. These identities all follow more or less directly from the definition.
The final type of identity we will use are identities giving algebraic relations between different theta functions. In a sense the 'only' identity here is the Riemann theta identity. It is so general, though, that in applying the identity we almost always specialize some of the variables to gives us the identity we need. We won't state the most general form (see [Mum83, Thm II.6 .1]), but just what we will use.
4. Half-integer characteristics
We now indicate some of the special identities and results we can obtain for theta functions with half-integer characteristics, using the fact that τ comes from a hyperelliptic curve. First we describe a very convenient way of labeling the halfinteger characteristics.
Let B = {1, 2, . . . , 2g + 1, ∞} be an index set for the branch points. For i = 1, . . . , g define column vectors
as follows:
, and
This defines η j for any j ∈ B. We extend this to η T for any T ⊂ B by setting
• makes the set of subsets of B into a group. In fact we have a group isomorphism
The reason for this choice of the η j 's is the following. Let U = {1, 3, . . . , 2g + 1} be the odd branch points. ](z) has a simple zero on T i∈S ai−#(S)∞ Θ, where for a point Q ∈ J we let T Q denote the translation-by-Q map. It is important to note that the correct choice of η (to make all of this true), depends on the particular choice of symplectic basis for the homology group.
We can also use η to identify the 'even' and 'odd' characteristics.
Then (10) becomes
We say that c is an even (respectively odd) characteristic if e * (c) = 1 (respectively e * (c) = −1).
We will also need the following definition and evaluation. For η, ζ
For S 1 , S 2 ∈ B with #S 1 and #S 2 both even ([Mum84, Prop. IIIa.6.3.a])
By a theta-constant we mean a theta function evaluated at z = 0. We will denote a theta-constant, Recall that our purpose for introducing theta functions was to embed C g /Λ into projective space. Note that from (7), theta functions with half-integer characteristics evaluated at 2z will change by a factor independent of the characteristic under z → z + λ for λ ∈ Λ. Therefore it is not a function on C g /Λ, but the map
is a well-defined map from C g /Λ into 2 2g − 1 dimensional projective space. It can be shown that this map is injective (see [Mum83, Thm II. 2g with a 1 + a 2 + a 3 + a 4 ∈ Z 2g in (11), we get quadratic equations satisfied by the image of the above map. These equations can be simplified. In the case that τ comes from a hyperelliptic curve the Riemann identities simplifies to the following, more elegant looking equations called the Frobenius theta identities (for a proof see [Mum84,  Thm IIIa.7.1]). For all z i ∈ C 2g , i = 1, 2, 3 or 4, such that z 1 + z 2 + z 3 + z 4 = 0, and for all a i ∈ R 2g , i = 1, 2, 3 or 4, such that a 1 + a 2 + a 3 + a 4 = 0, we have
where, for any A ⊂ B,
We won't use this, but it follows easily from Theorem 7.5.2 in [LB92] that the Frobenius Identities with z 1 = z 2 = 2z, z 3 = z 4 = 0 and all possible choices of
give all the equations satisfied by the image of the above mentioned embedding. Note though, that these equations have coefficients in the field generated by the ratios of the theta constants,
we will see that this field is actually the field generated by Q and the square roots of differences of the a i 's. The purpose of a large part of this paper is to show that we can modify the above embedding in such a way that the image is defined over the smaller field generated by Q and only the a i 's. We will also show that it is isomorphic to the Jacobian over this same field.
Theta-constants
In this section we prove a slight generalization of a form of Thomae's identity [Mum84, Thm IIIa.8.1]. These are identities relating the roots a i of the hyperelliptic equation to the theta-constants with half-integer characteristics.
We first prove a technical-looking lemma that will, nevertheless, turn out to be crucial in allowing us to define the square roots of differences of the a i 's in a meaningful way. Recall (14)
for subsets A 1 and A 2 of B with an even number of elements. By abuse of notation we let e 2 (A 1 , A 2 ) = e 2 (η A1 , η A2 ) and e 2 (i, A) = e 2 (η {i,∞} , η A ).
Lemma 1. Let V and V be subsets of B with g + 1 elements such that {i, j}
We set a i = η U •Ai for i = 1, 2, 3 and a 4 = η U•A4 − η, and apply the Frobenius identities (17) (with z i = 0, i = 1, . . . , 4). By the fundamental Vanishing Property (15) the identity reduces to
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Note that by equation (8), ϑ[η
= −e * (η k ), so that we get the required equation up to the sign:
We now state a theorem from Mumford [Mum84, Thm IIIa.7.6] of which we will now only use a small part. We state it in full here, although we will only see the real use for it later. Recall that U is one of the polynomials associated to the divisor D, used to define the variety structure on Z.
Theorem 1. For any finite branch point
where z = Int(D) and the sign is given by −1 to the power
Here and for the rest of the paper an explicit multiplication sign, ·, will denote the end of the scope of a sign. Note that immediately from this theorem, for V and V with #(V ) = #(V ) = g + 1 and
where the sign is given by (−1)
Following [Gra85] , but changing the sign, we make the following definition.
Definition 1.
The second equality can easily be checked from the definition of the η i .
We obtain
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In particular, for V such that #(V ) = g + 1, i, j ∈ V and ∞, k ∈ V , we have
We now want to pick 'compatible' square roots for a i − a j . Definition 2. Fix a square root for a 1 −a 2 and for any V such that #(V ) = g+1, j, 2 ∈ V and 1, ∞ ∈ V define
Lemma 1 and (20) show that this definition is well-defined and meaningful. With this definition we can now prove some identities which are usually only stated without the square roots. For instance the final corollary in this section is a generalization of Thomae's identity. First let's generalize (20):
To see this, note that if V is such that #(V ) = g + 1, 1, i, j ∈ V and ∞, k ∈ V , then from the definition we obtain
Now use Lemma 1 to see that this holds for any V , even if 1 ∈ V . Next we generalize (19).
Lemma 2. For V and V , subsets of B, with
Proof. We will use induction on #(V − V ) = #(V − V ). The base case is when V = V • {k, ∞}, in which case the identity holds trivially. Otherwise note that if
.
Multiplying these two expressions gives the required equation.
where we are using the convention a ∞ − a i = a k − a ∞ = 1.
Proof. We will prove this by induction on the number of non-infinity elements in C ∪ C . The base case is just C = C = ∅, in which case the identity holds trivially.
To do the induction step we will consider two cases: ∞ ∈ C and ∞ ∈ C.
, which we can rewrite as
By the induction hypothesis we have
Multiplying by the previous equation and simplifying the product terms, we complete this case. The case ∞ ∈ C. For any k ∈ C Lemma 2, with V = V • (C ∪ C ) and
, and again we can can rewrite this as
Again the product of the last two expressions simplifies to the required identity.
The next corollary will be used frequently and is the inspiration for the definition of f A in the next chapter.
Corollary 1. For sets
Proof. First note that the identity does not change if we replace A 1 by its complement. So we can assume ∞ ∈ A 1 and then apply the theorem with V = A 1 , V = A 
Finally, if #A = g + 1 then from (12) we see that the (−1)
Definition of the embedding
We now define the functions t A , and then show that if we use them to embed the torus associated to J(C) into projective space, the image variety is defined over the field generated by Q and the roots a i of the hyperelliptic equation.
Definition 3. For any subset
and C is chosen as follows:
(so that the theta-constants in the definition are non-zero).
We will now show that only the sign of f A depends on the choice of C. First, for any A contained in B, define
where we can pick either square root. Note that by Corollary 1, for A and C as in Definition 3
Substituting this into f A , we get
As we wanted, this shows that only the sign of f A depends on the choice of C. We should point out here that the functions t A are generalizations of the functions t ei and t eij defined in [GG93] for the genus 2 case. It can be shown that t ei (z) = ±t {i,∞} (2z)/t ∅ (2z) and t eij (z) = ±t {i,j} (2z)/t ∅ (2z); see our Theorems 4 and 5 and the definitions of t ei and t eij .
From now on we will denote Q(a 1 , a 2 , ..., a 2g+1 ) by F . The next lemma will be used several times to show that things are defined over F . a 1 , a 2 , ..., a 2g+1 ).
Proof. The general term in the sum is 
is in F. This follows from Lemma 3.
For some ordering of
Note that, as in (16), F is a well-defined map from C g /(τ, 1)Z 2g into projective space. Let's call the image variety T . Note that because the embedding F is just the map (16) with each coordinate multiplied by a constant, T is isomorphic to J over C. F = Q(a 1 , a 2 , . . . , a 2g+1 ).
Theorem 3. The variety T is defined over
Proof. Theorem 7.5.2 in [LB92] shows that the equations defining T are generated by the quadratic Riemann relations (25). The previous lemma says that these have coordinates in F .
The isomorphism
In this final section we will show that the variety T defined above is isomorphic to the Jacobian over the field F . We first need to write the V polynomial in terms of theta functions in the same way as Theorem 1 gives the U polynomial in terms of theta functions. In this case the expression is a bit more involved, and so we first define a function Y and show that at a l and a m it can be written in terms of theta functions in a very similar way to that of U at a k . We can then write V at a k in terms of the Y 's. Having U and V in terms of theta functions with coefficients in F means that we have an injective rational map from T to J. The final theorem shows that from this we can deduce that T and J are isomorphic over F .
Let
Note that this function is symmetric in the P i , and so we think of it as a function of effective divisors of degree g, or as a function on the Jacobian.
for some constant c lm . 
Now Y lm clearly vanishes on T a l −∞ Θ and T am−∞ Θ. Suppose we can show that it has a pole of order 3 at Θ and no other poles; then Y lm /h will have a simple pole at Before showing that Y lm has a pole of order 3 at Θ and no other poles, let's recall some facts about divisors and their pullbacks.
Let π : C g → C (g) be the natural projection from C g , the product of C with itself g times, to C (g) , the symmetric product. Since C (g) is gotten by modding out C g by a finite group of automorphisms, π is a finite morphism (and hence proper), surjective and of degree g!. Recall from the introduction that the map I : C 
has no pole on D . First note that
By writing y 2 1 and y 2 2 in terms of x 1 and x 2 we see that the first term on the right is a polynomial in x 1 and x 2 , and therefore this expression has no pole on ∆. Also, the term where W j are other prime divisors on C g such that φ(W j ) is dense in Θ. We have 
