Abstract-This paper extends the nonlinear ISS small-gain theorem to a large-scale time delay system composed of three or more subsystems. En route to proving this small-gain theorem for systems of differential equations with delays, a smallgain theorem for operators is examined. The result developed for operators allows applications to a wide class of systems, including state space systems with delays.
The previous work on small-gain theorems for time-delay systems focused on systems composed of two subsystems. Our main contribution will be to present a small-gain theorem for interconnected systems composed of three or more subsystems with time delays. Instead of carrying out our proofs for systems of differential equations with delays, we develop a small-gain theorem for input/output operators. This is an approach adopted in [5] . The advantage of doing so is that it allows one to develop small-gain theorems for a wide class of systems including systems of differential equations with delays and possibly certain types of hybrid systems.
Notations. Throughout this work, we use | · | to denote the Euclidean norm of vectors, and · I to denote the essential supremum norm of measurable and locally essentially bounded functions defined on the interval I. For φ = (φ 1 , · · · , φ k ) defined on an interval I, we let φ I = max 1≤i≤k { φ i I }. A function α : R ≥0 → R ≥0 is of class K if it is continuous, positive definite, and strictly increasing; and is of class K ∞ if it is also unbounded. A function β : R ≥0 × R ≥0 → R ≥0 is said to be of class KL if for each fixed t ≥ 0, β(·, t) is of class K, and for each fixed s ≥ 0, β(s, t) decreases to 0 as t → ∞. Consider a nonlinear system with time delays described by (Σ u ) :ẋ(t) = f (x t , v t , u(t)) , t ≥ 0,
where
• for each t, x(t) ∈ R n , v(t) ∈ R p and u(t) ∈ R m ;
• f : X × V 0 × R m → R n is locally Lipschitz, where X = (C[−θ, 0]) n and V 0 = (C[−θ, 0]) p .
The input of the system is given by (v(t), u(t)) where
is measurable and locally essentially bounded. Trajectories of the systems are absolutely continuous functions defined on some interval that satisfy (1) almost everywhere. We let U denote the collection of measurable and locally essentially bounded functions, and let
With the assumptions on f : X × V 0 × R m → R n given above, it can be shown that for each v(·) ∈ V and each u(·) ∈ U, the map F : X × R ≥0 → R n given by
is bounded on any compact set of X × [0, ∞) and is locally Lipschitz in ξ, uniformly in t, for all t in any compact set (see Lemma 7.1 in Appendix A.) Consequently, for each v ∈ V, u ∈ U, and each continuous function ξ defined on [−θ, 0], there is a unique trajectory of (1) corresponding to v and u that satisfies the initial condition x 0 (·) = ξ(·) (see [4] ). We denote this trajectory by x(t, ξ, v, u), and its maximum interval by [−θ, T max ξ,v,u ). Our reason for consideringẋ(t) = f (x t , v t , u(t)) instead of the cases ofẋ(t) = f (x t , u(t)) orẋ(t) = f (x t , v t ) is that we want to allow an interconnected sytem to have feedbacks involving time delays (c.f. Section III), and the input signals without delays to be merely measurable. Also note that the form of system (1) allows f to depend on x t (·) in any manner, which enables (1) to cover a wide class of timedelay systems, e.g., systems involving discrete time-delays as inẋ(t) = g(x(t),
or systems involving distributed time-delays as inẋ
for all t ≥ 0. Definition 2.2: The system (Σ u ) is said to satisfy the global stability (GS) property if there exist K-functions σ x (·), σ v (·) and σ u (·) such that for all t ≥ 0,
The system (Σ u ) is said to satisfy the asymptotic gain (AG) property if there are K-functions γ u (·) and
for all u ∈ U and v ∈ V. It can be seen that the ISS property implies both the (GS) and the (AG) conditions. Lemma 2.4: The AG condition as given in (5) is equivalent to
Due to the length restriction, we omit the proof of this lemma.
III. A SMALL-GAIN THEOREM FOR TIME-DELAY SYSTEMS IN STATE-SPACE FORM
Consider a large-scale interconnected system composed of n subsystems:
For each 1 ≤ i ≤ k, assume that each f i is locally Lipschitz jointly on all of its entries, and for each i and each t,
Theorem 1: Suppose that for each x i -subsystem of (7), there exist K-functions σ i , γ ij and γ u i such that the following properties hold:
• the GS property:
for all t ≥ 0, and • the AG property:
Assume further that the set of cyclic small-gain conditions hold:
Then the interconnected system (7)- (8) is forward complete, and it admits the AG and GS properties with u = (u 1 , . . . u k ) as inputs. That is, there exist class K-functions σ(·), γ u (·) such that:
for all t ≥ 0, and
Note that for any ρ 1 , ρ 2 ∈ K, ρ 1 • ρ 2 < id if and only if ρ 2 • ρ 1 < id. Consequently, to verify the set of small-gain conditions (11) for all choices of γ i1i2 • γ i2i3 • · · · • γ iri1 for which r ≥ 2, and 1 ≤ i j ≤ k, i j = i j if j = j , it is sufficient to verify (11) for all choices of those
When k = 2, the set of small-gain conditions (11) becomes the usual small-gain condition: γ 12 • γ 21 < id.
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For the case of k = 3, the set of small-gain conditions (11) becomes the following:
In the special case when the subsystems in (7) are free of the external signals u i (·), the interconnected system becomeṡ
The following is then an immediate consequence of Theorem 1: Corollary 3.1: Suppose that for each x i -subsystem of (14), there exist K-functions σ i and γ ij (j = i, 1 ≤ j ≤ k) such that the following properties hold:
Assume further that the set of cyclic small-gain conditions (11) holds for all 2 ≤ r ≤ k, 1 ≤ i j ≤ k, i j = i j if j = j . Then, the interconnected system (14) - (15) is globally asymptotically stable in the following sense:
A. An Example
In what follows, we consider an example of a system composed of three subsystems with delays (without u for simplicity). Let ∆ > 0 be a constant time-delay.
Consider the system described by the equations,
with the interconnection v i = x i for i = 1, 2, 3. Each of the x i -subsystems satisfies the AG and GS conditions. The gain functions can be chosen as:
, σ 2 (s) = 4s, σ 3 = 3s, and
We show the computations for the calculation of σ 1 (s) and γ 12 (s). The other gain functions can be calculated in a similar manner. Let
. We can now rewrite the first equation of the system aṡ
The solution of this linear system satisfies
Using the fact that a + b < max (1 + ε −1 )a, (1 + ε)b for any ε > 0 we get that
by letting ε = 1 6 . To verify the small-gain condition, it is enough to show that γ 12 • γ 23 • γ 31 < id. By calculation,
The desired small-gain condition
2(1+s 12 ) < s is equivalent to
The inequality can be verified by considering the two cases of s ≤ 1 and s > 1. By the small-gain theorem, the interconnected system given in (16) is globally asymptotically stable.
IV. INPUT/OUTPUT OPERATORS
To prove the small-gain theorem for systems of differential equations with delays as stated in the previous section, we first consider the more general case of the small-gain theorem for input/output operators, an approach used in the work [5] . Our results established for operators allow small-gain theorems to be developed for several situations; systems of differential equations with delays being just one particular application.
A. Small-Gain Theorem for Operators
We say that a triple (τ, y, u) is a trajectory if
q is measurable and locally essentially bounded, and y = (y 1 , ...,
Note that the trajectories are defined in an abstract way, and no underlying relation is presupposed between the functions u and y.
For an initialized system as in (1) with x 0 (s) = ξ(s) on [−θ, 0], letû = (v, u), y(t) = x(t, ξ, v, u), then for any 0 < τ < T max ξ,v,u , the triple (τ, y,û) can be identified as a trajectory defined in this section.
Proposition 4.1: Consider a trajectory (τ, y, u) for which τ = ∞. Assume the following conditions hold:
• there exist some class K-functions γ ij (·), γ u i (·), and a constant c ≥ 0, such that (17) for all t ≥ 0; and FrAIn4.11
• it holds that
Assume further, the small-gain condition:
for all 2 ≤ r ≤ p, i j = i j whenever j = j . Then there exist K-functions σ i (·), γ u i (·) and γ u i (·) such that:
and lim
To prove the proposition we first consider the following lemma. Note that this lemma holds for any τ ∈ [0, ∞] though the proposition only requires the lemma for the special case when τ = ∞. We include in our consideration the case when τ < ∞ to develop a result applicable to interconnected systems as in Section III when forward completeness is not known a priori.
Lemma 4.2: Consider a trajectory (τ, y, u), where τ ∈ [0, ∞]. Suppose that for this trajectory, condition (17) holds for all t ∈ [0, τ ). Assume the gain functions γ ij satisfy the small-gain condition (19). Then there exist σ i , γ
for all t ∈ [0, τ ). 2 The lemma can be proved by induction on p. The case of p = 2 is in fact part of the known small-gain theorem for systems with two subsystems (though not stated in the form for operators). Due to the length restriction, we omit the proof of this lemma.
B. Proof of Proposition 4.1
The first part of the proposition follows immediately from Lemma 4.2 with τ = ∞. The proof of the limit property of the proposition is also inductive. For the sake of saving space, we skip the proof for the case of p = 2.
Instead of treating the general inductive step to pass from p to p + 1, we just go through the case of p = 3.
For each i, j = 1, 2, 3, let γ ij and γ u i be K-functions such that the small-gain condition holds for {γ ij }. Let (∞, y, u) be a trajectory satisfying all assumptions of the proposition with the given gain functions {γ ij } and {γ 
We eliminate b 3 from the first two inequalities as in the following:
By the small-gain condition, γ ij • γ ji (s) < s for all s > 0, we get:
Now define
We then have
and consequently,
It can be shown that γ 12 and γ 21 satisfy the small-gain condition γ 12 • γ 21 < id, and thus,
With the obtained estimates on b 1 and b 2 , one has
From this it follows that Let u and ξ = (ξ 1 , . . . , ξ k ) be given. Consider the corresponding trajectory x(t) = (x 1 (t), . . . , x k (t)) of the interconnected system (7)- (8) 
Observe that
Hence,
And thus we can apply Lemma 4.2 to (T, x, u) to get
for all t ∈ [0, T ) and all i. This shows that x(·) remains bounded on the maximum interval [0, T ) if u is essentially bounded on [0, T ). From this it follows that T = ∞.
(Otherwise, T < ∞. Then u is essentially bounded on [0, T ), and hence x(·) remains bounded on [0, T ), contradicting the maximality of T .) This in turn implies that (23) holds for all 0 ≤ t < T = ∞. Now we can apply Proposition 4.1 to the system to get the (AG) property (13) . Using Lemma 2.4, one sees that (AG) condition for the x i -system is equivalent to for all i.
V. A REMARK ON ISS FOR TIME-DELAY SYSTEMS
Notice that our main result Theorem 1 was presented in terms of gain functions in the context of the GS and AG properties instead of the gain functions appearing in an ISS estimate of the type (3). In the delay-free case, it is wellknown that the ISS property defined by (3) is equivalent to the combination of the GS and AG properties defined by (4) and (5) (see [15] ). With this equivalence relation, one sees that a small-gain theorem in terms of the gain functions in the GS and AG properties also leads to a small-gain theorem in terms of ISS gain functions as in (3) . However, it is not clear at this stage if the combination of the GS and the AG conditions is equivalent to the ISS property for time-delay systems.
Consider systems of the following type:
where f : X ×R m → R n is locally Lipschitz. Assume further that for any bounded sets K x ⊂ X and
(Note that this is not a trivial property since K x does not need to be compact.) Although it is still unclear as to whether the combination of the GS and the AG conditions is equivalent to the ISS property for timedelay systems, we have nevertheless obtained the following preparatory results (the proofs of which will be given in a more detailed version of this work).
Consider now a system of the following type:
where the disturbance function d : R ≥0 → [0, 1] m is measurable. We assume that f is a locally Lipschitz map. Let Ω be the set of measurable functions d with |d(t)| ≤ 1 for all t ≥ 0. For each ξ ∈ X and d ∈ Ω, we let x(t, ξ, d) denote the trajectory of the system corresponding to the initial state ξ and the disturbance function d(·).
Definition 5.1: The system (Σ d ) is said to be globally asymptotically stable (GAS) if (a) there exists a K ∞ -function σ such that
for all t ≥ 0; and (b) for each trajectory, it holds that lim t→∞ |x(t, ξ, d)| = 0. Definition 5.2: A system as in (25) is uniformly globally asymptotically stable (UGAS) if it satisfies property (a) in Definition 5.1, and the following holds:
Clearly, a system (25) is globally asymptotically stable if it is uniformly globally asymptotically stable.
Let ϕ : C[−θ, 0] → R ≥0 be any locally Lipschitz functional such that ϕ(0) = 0 where 0 denotes the zero function. Consider the auxiliary system associated with the system (Σ u );
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) denote the trajectory of (Σ ϕ ) with initial state ξ and input d. Proposition 5.3: Suppose that a system (Σ u ) as in (1) satisfies both the (AG) and the (GS) properties. Then there exists a class K ∞ function ρ which is locally Lipschitz such that with ϕ(ξ) = ρ ξ [−θ,0] , the corresponding auxiliary system (Σ ϕ ) as in (26) is globally asymptotically stable. 2 Proposition 5.4: Consider a system (Σ u ) as in (1) . Suppose:
• the system satisfies the (GS) property; and • there is a class K ∞ -function ρ which is locally Lipschitz such that with ϕ(ξ) = ρ ξ [−θ,0] , the corresponding auxiliary system (Σ ϕ ) as in (26) is uniformly globally asymptotically stable. Then the system (Σ u ) satisfies the ISS property.
2 In order to show that the combination of the (GS) and the (AG) conditions is equivalent to the ISS property, a crucial step is to determine for the system (Σ ϕ ) if the global asymptotic stability property implies uniform global asymptotic stability. This remains a topic for further study.
VI. CONCLUSION
The nonlinear ISS small-gain theorem has been generalized to large-scale systems with time-delays. Both state-space form and input-output operators are considered for largescale system modeling. Under the set of cyclic small-gain conditions, it is shown that the large-scale system enjoys the same type of stability properties as each individual subsystem. Our future work will be directed at applications of this tool to the control of time-delay nonlinear systems.
VII. APPENDIX A
In this section we prove the following: Lemma 7.1: Suppose f : X × V 0 × R n → R n is locally Lipschitz, then for any v ∈ V, any u ∈ U, the map
is locally Lipschitz in ξ, uniformly in t for all t in any compact set. 2 Proof. Let v ∈ V, u ∈ U be given. Consider a compact subset K of X and a compact interval [0, T ]. Since u is locally essentially bounded, there exists some L > 0 such that u [0,T ] ≤ L. Since v is continuous, v is uniformly continuous on [−θ, T ]. Thus, for any ε > 0 given, there exists some δ > 0 such that for all t ∈ [0, T ] |v t (s 1 ) − v t (s 2 )| = |v(t + s 1 ) − v(t + s 2 )| < ε for all s 1 , s 2 ∈ [−θ, 0]. This shows that the family of functions {v t } 0≤t≤T is equicontinuous. It is clear that the family {v t } 0≤t≤T is uniformly bounded. It can also be shown that the family is closed. Thus by the Arzelà-Ascoli theorem, the set W = {v t } 0≤t≤T is a compact subset of V 0 . 
