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In the present work we discuss the propagation of excitons across a one-dimensional Su-Schrieffer-
Heeger lattice, which possesses both harmonic oscillations and weak quartic anharmonicities. When
quantizing these vibrational degrees of freedom we identify several phonon-conserving non-linearities,
each one with a different impact on the excitonic transport. Our analysis identifies a dominant non-
linear correction to the phonon hopping which leads to a strong enhancement of exciton conduction
compared to a purely linear vibrational dynamics. Thus quartic lattice non-linearities can be ex-
ploited to induce transitions from localized to delocalized transport, even for very weak amplitudes.
PACS numbers: 05.60.Gg, 05.10.-a, 63.20.Ry, 68.65.-k
I. INTRODUCTION
The dynamics of interacting many-particle systems is
highly non trivial and continues to present unexpected
and surprising features. The importance of the interac-
tion of environmental phonons with electrons, the role of
an effective electron cloud coming from multiple simul-
taneous electron transitions, and the intrinsic dynamics
and relevance of a structured, evolving environment re-
mains to be elucidated in detail. A standard model for
open system dynamics considers such a system interact-
ing with a discrete or continuous set of harmonic oscil-
lators. Simple treatments trace out the environment, an
approach that requires a number of approximations for
its validity, and usually describe the dynamics by Marko-
vian master equations1. On the other hand, more ad-
vanced schemes take full account of the environmental
dynamics2–4, but are numerically more demanding and
applicable to harmonic environments only. Hence, most
studies have adopted the first approach, which results in
Markovian decoherence5–18, or consider dynamical prop-
erties for lattice harmonicity19–27. Taking into account
specific inter-atomic potential energy terms beyond this
harmonic approximation remains a challenge.
However, anharmonicity in quantum systems is ubiq-
uitous. Firstly, it is crucial for explaining phenomena
such as the high-temperature specific heat and thermal
expansion of solids28, ferroeletricity29,30, stabilization of
crystal structures31, and superconductivity of particular
compounds32. In addition, lattice non-linearities are crit-
ical for efficiently manipulating ordered phases in corre-
lated systems, by means of mechanical33 or optical34 pro-
tocols. Furthermore, they are known to play a key role in
a wide variety of quantum transport processes as photon-
assisted electronic conduction in nanostructures35, heat
flow36, vibrational energy transfer37, and metal-insulator
transitions in complex materials38.
Even though these efforts have evidenced the impor-
tance of anharmonicity for dynamical properties of quan-
tum systems, an understanding of the effect of the sev-
eral non-linear processes it induces is still lacking. Mo-
tivated by this gap, in the present work we carry out
a systematic study of the impact of an anharmonic po-
tential on the dynamics of a quantum system with an
underlying oscillating structure. In particular we simu-
late the propagation of excitons across a one-dimensional
vibrating lattice of ions, described by the archetypical
Su-Schrieffer-Heeger (SSH) model39 with a quartic an-
harmonicity31,32,36,40–43. We first determine the different
types of particle-conserving non-linearities that emerge
from the quantization of the vibrational degrees of free-
dom due to the quartic potential. Performing matrix
product calculations, we then elucidate the influence of
each term on the exciton dynamics. We observe that
while some non-linearities tend to impede transport, oth-
ers increase it, and that the overall effect is dominated by
a phonon hopping renormalization. Our main conclusion
is that it is possible to strongly enhance exciton transport
even with a very weak anharmonic lattice potential.
The article is organized as follows. In Sec. II we discuss
the model to be considered, where we show that differ-
ent types of non-linear processes emerge when quantizing
the anharmonic lattice potential. In Sec. III we analyze
the dynamics of an initial exciton-phonon excitation in
the linear regime. Afterwards we discuss how the dif-
ferent non-linear mechanisms affect exciton dynamics, as
presented in Sec. IV, and see the effect of the total non-
linearity. Finally we show our conclusions in Sec. V.
II. MODEL
In the present work, we study the propagation of ex-
citons through a non-linear one-dimensional oscillating
lattice of ions. We now discuss how we model, simulate
and characterize such a dynamical process when the ionic
vibrational degrees of freedom are quantized by phonons.
2A. Exciton lattice with phonon nonlinearity
The system under study is described by the sum of
a Hamiltonian of non-interacting particles (in this case,
excitons) propagating in a one-dimensional lattice, the
Hamiltonian of the underlying ions, and the coupling be-
tween both. The total Hamiltonian is given by42
H = Hex +Hlat +Hin. (1)
Here Hex is the exciton Hamiltonian,
Hex = J
N−1∑
j=1
(
c†jcj+1 + h.c.
)
, (2)
with c†j (cj) the creation (annihilation) operator of an
exciton at site j, J their hopping rate between nearest
neighbors, which we take as J = 1 to set the energy
scale, and N the number of sites; we also take ~ = 1
throughout our work. In addition, we consider that the
lattice Hamiltonian Hlat describing the dynamics of the
underling ions incorporates both linear and quartic non-
linear terms, namely
Hlat =
N+1∑
j=0
p2j
2m
+
α
2
N∑
j=0
(uj+1 − uj)2+λ
4
N∑
j=0
(uj+1 − uj)4 .
(3)
Here m is the ionic mass, pj the momentum of the ion at
site j, uj its displacement with respect to the equilibrium
position, α the harmonic coupling, and λ the nonlinear-
ity. Note that for later convenience we take a lattice
size of N + 2, but consider a constant chain length44 so
u0 = uN+1 = 0. We finally assume that the lattice mo-
tion only modulates the exciton hopping, so the exciton-
lattice interaction is given by
Hin = δJ
N−1∑
j=1
(
c†jcj+1 + h.c.
)
(uj+1 − uj) , (4)
with δJ the exciton-lattice coupling. In the absence of the
quartic nonlinearity, this corresponds to the celebrated
Su-Schrieffer-Heeger (SSH) model39.
We now consider the quantized motion of the lattice,
defining ω =
√
2α/m and the creation (a†j) and annihi-
lation (aj) phonon operators for site j as
44
uj =
√
1
2mω
(
a†j + aj
)
, pj = i
√
mω
2
(
a†j − aj
)
. (5)
Then we substitute uj and pj in Eqs. (3) and (4). The
exciton-lattice interaction takes the simple form
Hin = ∆J
N−1∑
j=1
(
c†jcj+1 + h.c.
)(
aj+1 + a
†
j+1 − aj − a†j
)
(6)
with ∆J = δJ/
√
2mω. Thus the exciton number is con-
served, but the phonon number is not. The resulting
J
β
ν
β
ω
β
nm
β
n2
β
hn
β
h2
ν
ω
ΔJ
FIG. 1: Scheme of the system under study. The top chain
represents the exciton lattice, where their hopping to near-
est neighbors is described by the parameter J . This hopping
is modulated by the coupling to phonon degrees of freedom,
denoted by ∆J . The bottom chain, which correspond to the
phonon lattice, is described by linear and non-linear compo-
nents. There are three on-site terms, namely the linear on-site
phonon energy ω, its correction from the nonlinearity βω = 9β
and the non-linear on-site phonon interaction βn2 = 3β. The
remaining terms involve nearest-neighbor couplings. First,
the direct hopping of phonons is given by the linear term ν
in addition to the extra hopping βν = 3β coming from the
nonlinearity. The other non-linear terms are the following:
βnn = 6β is the nearest-neighbor density-density interaction,
βh2 =
3
2
β represents hopping of phonon pairs, and βhn = 3β
is the density-dependent hopping.
lattice Hamiltonian is more complicated so we divide
it into the linear and non-linear components, namely
Hlat = Hlat-lin + Hlat-nl. For simplicity, to avoid unnec-
essarily complex Hamiltonian, here we only keep terms
with equal number of phonon creation and annihilation
operators, as these are the terms that remain under a ro-
tating wave approximation; the others do not survive, as
they oscillate more rapidly. Thus the linear terms of the
lattice Hamiltonian are, up to a constant energy shift,50
Hlat-lin = ω
N∑
j=1
nj − ν
N−1∑
j=1
(
a†jaj+1 + h.c.
)
, (7)
where the first term gives the on-site energies and the
second one corresponds to phonon hopping with ν = ω/4.
The nonlinearity of the lattice takes the form
Hlat-nl = β
[
9
N∑
j=1
nj − 3
N−1∑
j=1
(
a†jaj+1 + h.c.
)
(8a)
+ 3
N∑
j=1
n2j + 6
N−1∑
j=1
njnj+1 (8b)
+
3
2
N−1∑
j=1
((
a†j
)2
a2j+1 + h.c.
)
(8c)
+ 3
N−1∑
j=1
(
a†jaj+1 + h.c.
)
(nj + nj+1)
]
, (8d)
3with β = λ/(2mω)2. This shows that several types of
non-linear terms emerge. Equation (8a) corresponds to
corrections to the linear terms, i.e. the phonon on-site
energies and simple hopping which may be absorbed in
the definitions of ω and ν of Equation (7). Equation (8b)
contains local (first term) and nearest-neighbor (second
term) density-density interactions. Equation (8c) rep-
resents hopping of boson pairs. Finally, Eq. (8d) is a
density-dependent hopping, modulated by the popula-
tions of the sites involved in the process. We have repre-
sented in a pictorial way all the terms of the Hamiltonian
in Fig. 1. With the different types of arrows we refer to:
< − > hopping (horizontal) and on-site energies (verti-
cal), > − < repulsion, and >< − >< terms with mixed
characters. We also note that since the terms of Eq. (8a)
involve two-phonon operators, while the rest involve four,
we refer to them as low- and high-order non-linearities
respectively. Throughout this paper we will analyze the
impact of each one of these terms on the propagation of
excitons.
A few remarks are in order. First, we note that the
vibrational degrees of freedom can also couple to the ex-
citons through the modulation of on-site energies42, af-
fecting the system in a nontrivial way. However, for the
sake of simplicity we have not considered this effect, and
restrict solely to the off-diagonal SSH coupling of Eq. (4).
Second, we have neglected cubic non-linearities in the lat-
tice Hamiltonian of Eq. (3), which are known to be unsta-
ble in the absence of even anharmonicities28. Since these
terms result in an odd number of creation and annihila-
tion phonon operators under quantization, they do not
conserve phonon number in contrast to those of Eq. (8),
and do not survive under the considered rotating wave
approximation. Going beyond this assumption might un-
ravel novel transport enhancement or drag mechanisms,
and is left as future research. Finally, note that in sys-
tems such as conjugated polymers, where the SSH model
has been extensively applied, the exciton and phonon en-
ergy scales are well separated, the former being of a few
eV while the latter is typically of ~ω ≈ 0.2 eV 26,27,44.
Thus a direct decay of excitons into phononic degrees of
freedom can be neglected.
B. Analysis of exciton dynamics
To analyze the dynamics in this model, we assume that
excitonic excitations are created on the left boundary of
the chain at time t = 0, which immediately results in a
distortion of the lattice. Thus a few phonons are also
created in the sites near the excitons. We then simulate
the propagation of the excitons and phonons across the
lattice under different conditions, and identify those that
favor exciton transport the most. Since the Hamiltonian
is quite complex, we study the impact of different terms
separately before considering all its terms simultaneously.
We start by looking at the linear model only, focusing on
the competition between phonon hopping and phonon-
exciton interaction. Then we discuss the effect of each
non-linear term (Eqs. (8b), (8c), (8d)). Finally we ana-
lyze the dynamics under the full Hamiltonian.
To calculate the time evolution of the initial state we
use the time-dependent density-matrix renormalization
group in the matrix product state formalism45,46, im-
plemented with the open-source Tensor Network Theory
(TNT) library47,48. This method fully accounts for the
exciton-phonon correlations, which play a key role in the
observed dynamics51. It also incorporates correlations
between particles of the same species, which make the
problem intractable by techniques based on Green’s func-
tions and the Landauer-Bu¨ttiker formalism, commonly
used for quantum transport49. Furthermore, it allows
us to go beyond a polaron-like treatment for situations
where the excitons and phonons propagate at very differ-
ent velocities. For all the simulations we consider system
sizes of N = 24 and reach times T = 12 (in units of
inverse exciton hopping), so that if free, excitons prop-
agating from the left reach the right boundary at the
end52. We also restrict to the hard-core boson limit for
excitons, but allow up to 3 phonons per site. This choice
allows us to perform accurate simulations with a moder-
ate computational effort. In fact we verified that a larger
maximal phonon occupation leads to the same results. In
addition, it remains valid up to high temperatures. As-
suming independent harmonic oscillators with frequency
~ω ≈ 0.2 eV, we estimate that the mean phonon pop-
ulation values in our simulations (from 2/24 for initial
states in of Sec. IV to ≈ 6/24, see Fig. 8) correspond to
temperatures of ∼ 103 K.
We characterize the dynamics by obtaining the final
spatial density profiles of excitons and phonons, i.e. the
population per site in both chains at time T = 12. In
addition, to quantify how far the excitations propagate,
we calculate the exciton and boson centers of mass (c.m.).
They are defined by
Rσc.m. =
∑L
j=1 j〈nσj 〉∑L
j=1〈nσj 〉
(9)
with σ = e, p for excitons and phonons respectively, and
〈nσj 〉 the corresponding densities at site j, i.e. 〈nej〉 = c†jcj
and 〈npj 〉 = a†jaj .
III. LINEAR DYNAMICS: PHONON HOPPING
VS PHONON-EXCITON COUPLING
We begin our study focusing on the linear terms of the
Hamiltonian, i.e. λ = β = 0, and considering different
values of phonon hopping ν and exciton-phonon coupling
∆J . To keep this analysis as simple as possible, we start
by taking as initial state an exciton and a phonon at
site j = 1, with all the other sites being empty. This
configuration already captures the basic physics of the
competition between localizing and delocalizing effects,
4FIG. 2: Final population profiles of excitons (left) and
phonons (right), for several values of ν and an initial sin-
gle exciton-phonon excitation at the left boundary. (a) Weak
exciton-phonon coupling ∆J = 0.1. (b) Intermediate coupling
∆J = 0.25. (c) Strong coupling ∆J = 0.8.
where strong exciton-phonon coupling and low phonon
hopping largely suppress the exciton propagation.
In Fig. 2 we show the final population profiles of ex-
citons and phonons for weak (upper panels), intermedi-
ate (middle panels) and strong (lower panels) exciton-
phonon interaction ∆J . In addition, we plot in Fig. 3
the final location of the c.m. for the same ∆J as a
function of ν. For weak coupling ∆J = 0.1 the exciton
and phonons move essentially independent of each other,
as the wavefront of the former reaches the right bound-
ary at the end of the simulations regardless of whether
the phonons are fast (ν ≈ 1) or remain almost localized
(ν ≪ 1); see Fig. 2(a). The coupling between both has a
notable quantitative effect though, as the excitonic pop-
ulation that reaches the right edge is increased for faster
phonons. This is also observed in the slow but significant
increase of the excitonic c.m. position with ν depicted in
Fig. 3, which contrasts with the linear and faster increase
of the phonon c.m.. When ν → J = 1, the exciton dy-
namics feels a very weak drag from the phonon moving
at approximately the same rate, and the position of its
c.m. saturates with ν.
Intermediate values of ∆J have a larger impact on
the dynamics, as illustrated in Fig. 2(b) for ∆J = 0.25.
Firstly, a significant exciton population remains close to
FIG. 3: Final position of the c.m. for excitons (left) and
phonons (right) as a function of ν, for fixed values of ∆J and
an initial single exciton-phonon excitation on the left bound-
ary of the lattice.
the left boundary for low ν. Also the wave packet of
phonons spreads more smoothly across the lattice, as
they experience a stronger drag from the faster excitons.
This is consistent with the behavior of the c.m. depicted
in Fig. 3; while the phonon c.m. position slightly differs
from that of weak coupling at low ν, the exciton c.m. cov-
ers a much shorter distance, being delayed by the slower
phonons. At high ν, on the other hand, the dynamics is
almost identical to that of weak coupling.
If ∆J is increased even more, up to the strongly-
interacting regime, the exciton propagation is largely im-
peded if the phonons are not fast enough. As shown in
Fig. 2(c), the exciton remains in the first half of the lat-
tice along with the phonons up to ν = 0.5. Even for equal
hopping in both lattices, there is a delay in the propaga-
tion of the excitonic and phononic c.m. with respect to
weaker ∆J , as seen in Fig. 3, and the left-most sites of
the system remain significantly populated.
In summary, the impact of linear phonons on the exci-
ton propagation unfolds as intuitively expected. If they
are weakly coupled, the exciton propagates almost as a
free particle, leaving the phonons behind if the latter have
lower hopping. On the other hand, for strong interac-
tions the excitons and phonons behave as a composite
object (i.e. a polaron) with unified dynamics, where slow
phonons can strongly slow down the exciton dynamics.
We note that identical qualitative results were obtained
for initial states involving more phonons and excitons
(not shown), which are to be considered in the following
Sections which discuss the impact of non-linear effects.
IV. EFFECT OF PHONON NON-LINEARITIES
Having observed the main features of the competition
between exciton and phonon hopping and their coupling,
we proceed to analyze the impact of the vibrational non-
linear terms in Eq. (8) on the exciton dynamics, with
weak amplitude β ≪ 1. Given that these terms involve
higher-order processes, it is necessary to consider more
particles than in Sec. III; otherwise the simulations un-
5FIG. 4: Final exciton (left) and phonon (right) profiles for
phonon dynamics with non-linear correction to linear hopping
only, Eq. (8a). The results are for ν = 6.25×10−2 , ∆J = 0.25
and several values of β. Insets: Corresponding c.m. position
Rσc.m. for σ = e, p as a function of time t.
derestimates the potential impact of the non-linearities.
For this we consider an initial state of two excitons and
two phonons, where there is one of each kind in each
of the two left-most sites of the lattice. Also, since the
strongest impact of phonons on excitons occurs when the
former are slow, corresponding to a rigid lattice (low α)
or highly massive ions (large m), we consider ν ≪ 1
from now on. Furthermore, we restrict our study to the
intermediate-interacting case ∆J = 0.25, which already
features a strong impact of the lattice vibrations on the
exciton dynamics. In addition, before considering the
total nonlinearity of Eq. (8), we unravel the effect of dif-
ferent terms separately. Our results show that some of
them can largely enhance the exciton propagation, while
others impede it.
A. Correction to linear hopping
We first discuss the impact of the non-linear correc-
tion to the linear phonon terms, namely Eq. (8a). This
includes a shift of the on-site energy, whose effect was
seen to be negligible, and of the phonon hopping rate,
which becomes ν+3β. Thus a positive value of the non-
linear interaction leads to a direct enhancement of the
phonon propagation, naturally resulting in faster exci-
tons than in the purely-linear case. This is observed in
Fig. 4; the left panel shows how the exciton propagates
further into the lattice as β increases, going from a local-
ized state in the linear case (β = 0) due to the very slow
phonons, to being largely delocalized for a weak nonlin-
earity β = 0.3; the right panel shows the corresponding
reach of the phonons.
These results illustrate the main observation of the
present work. Namely, a weak nonlinearity of the under-
lying oscillating lattice of propagating particles can affect
the dynamics of the latter significantly, even inducing a
delocalized state which in the linear regime was highly
localized. In addition, we found that for weak values of
FIG. 5: Final exciton (left) and phonon (right) profiles for
phonon dynamics with non-linear density-density interac-
tions, Eq. (8b). The results are for ν = 6.25×10−2, ∆J = 0.25
and several values of β. (a) On-site density-density interac-
tion. (b) Nearest-neighbor density-density interaction. In-
sets: Corresponding c.m. position as a function of time.
β, this non-linear correction to the phonon hopping has
the strongest impact on the exciton propagation amongst
the different non-linearities. Thus in the following, rather
than analyzing each remaining term of Eq. (8) on its own,
we explore the impact of each on the dynamics of the sys-
tem already including the correction of Eq. (8a).
B. Addition of density-density interactions
Now we consider the impact of phonon density-density
repulsion on the linear dynamics plus the non-linear hop-
ping correction. As seen in Eq. (8b), two contribu-
tions emerge, namely a local and a nearest-neighbor cou-
pling, the former having half of the amplitude of the lat-
ter53. The corresponding dynamics is shown in Figs. 5(a)
and 5(b) respectively. It is intuitively expected that such
interactions prevent phonon propagation, which is con-
sistent with our results, as seen when comparing the right
(main and inset) panels to those of Fig. 4 for β = 0.2, 0.3.
In particular, the on-site interactions reduce the phonon
population of the right-most reached sites, while the
nearest-neighbor couplings slow down the motion of the
phonon wave packet as a whole.
The qualitative impact of the two types of density-
density couplings on the excitons is quite similar for most
values of β, as seen in the left panels of Fig. 5. How-
ever a notable difference occurs for intermediate values
6FIG. 6: Final exciton (left) and phonon (right) profiles for
higher-order non-linear phonon hopping processes, Eqs. (8c)
and (8d). The results are for ν = 6.25 × 10−2, ∆J = 0.25
and several values of β. (a) Double phonon hopping. (b)
Density-modulated phonon hopping. Insets: Corresponding
c.m. position as a function of time.
β ≈ 0.2, which is not too weak so the nonlinearity is
barely present, yet not too strong so the correction to the
hopping described in Sec. IVA is dominant. There the
on-site phonon repulsion delocalizes the excitons more,
allowing them to reach the right edge of the system.
Note that this delocalization is even stronger than that of
the non-linear hopping correction alone (compare to the
left main and inset panels of Fig. 4); so density-density
phonon interactions also provide an enhancing mecha-
nism for exciton transport.
This effect is better appreciated in Fig. 7(a), which
depicts the c.m. position of excitons and phonons as a
function of β for different situations. There it is clearly
seen that for most values of β, for which the phonons
move more slowly than in the case of the hopping cor-
rection alone, the density-density repulsion enhances the
exciton transport, with the maximal impact at β = 0.2.
The emergence of this phenomenon can be tracked to
the total phonon number in the lattice, defined by
npT =
L∑
j=1
〈npj 〉. (10)
As depicted in the left panel of Fig. 8, the density-density
interactions tend to reduce the phonon number in the
system (due to the energy cost of having phonons close
to each other) compared to the linear plus low-order non-
linear correction. So there is a lower mass inducing a drag
FIG. 7: Final position of the c.m. for excitons (left) and
phonons (right) as a function of β, for the different non-
linearities. All panels include the results for the linear plus
the non-linear hopping correction of Eq. (8a), and the total
nonlinearity. The upper panels correspond to density-density
non-linearities of Eq. (8b), and the lower panels to the high-
order hopping terms of Eqs. (8c) and (8d).
on the excitons, and the latter can move faster. This is
specially stronger for the on-site repulsion, for which the
total number of phonons is lower and which leads to the
fastest dynamics for intermediate values of β.
C. Addition of high-order non-linear hopping
We now discuss the impact of the higher-order non-
linear hopping terms of Eqs. (8c) and (8d), namely
the boson-pair and density-mediated hopping processes.
Since their sign is opposite to that of the linear hopping
and its first non-linear correction, both are expected to
slow down phonon propagation. As seen in the right pan-
els of Fig. 6 and Fig. 7(b) for β = 0.2, 0.3 this is indeed
the case, and this conduction impedance is even stronger
than that caused by density-density interactions. In addi-
tion, the density-mediated hopping results in the slowest
phonon dynamics amongst all the non-linearities, given
that the modulation due to the densities of the sites in-
volved in the process leads to a large effective (positive)
amplitude. On the other hand, given the low amount
of single-site phonons of the situation under study, the
double-hopping mechanism is weaker.
The effect on exciton transport is opposite to that de-
scribed in Sec. IVB. Namely, as seen in the left panels
of Fig. 6 and Fig. 7(b), excitons tend to become slower
compared to the case of lower-order (linear plus non-
7FIG. 8: Final total phonon number as a function of β, for the
different non-linearities. Both panels include the results for
the linear plus the non-linear hopping correction of Eq. (8a),
and the total nonlinearity. The left panel correspond to
density-density non-linearities of Eq. (8b), and the right panel
to the high-order hopping terms of Eqs. (8c) and (8d).
linear) hopping when increasing both higher-order hop-
ping mechanisms. This behavior can again be related to
the impact of the Hamiltonian terms on the total phonon
number defined in Eq. (10). As shown in the right panel
of Fig. 8, these non-linearities increase the number of
phonons in the lattice, with the effect being stronger for
the density-modulated hopping.
The overall picture uncovered by the previous results
it thus that not only the speed of the phonons determine
that of the excitons (e.g. the fastest phonons correspond
to the linear plus low-order non-linear hopping). In ad-
dition, the number of extra phonons created by the par-
ticular nature of the nonlinearity, as well as the exciton-
phonon coupling, induce a complex interplay which de-
termines the resulting speed of exciton propagation.
D. Dynamics under full nonlinearity
We finally discuss the system dynamics in the pres-
ence of the full non-linear Hamiltonian, Eq. (8). The
final population profiles are shown in Fig. 9, which are
qualitatively similar to those already discussed. The ef-
fect of the full phonon nonlinearity is thus to increase the
exciton transport across the lattice, even if its amplitude
β is very weak. In addition we can determine the inter-
play between the different non-linear corrections, from
the c.m. final positions as a function of β depicted in
Fig. 7.
For very weak non-linearities β . 0.1, the density-
density terms dominate, and the fastest exciton dynamics
is found for the full combination of terms. For larger am-
plitudes 0.1 . β . 0.2 the high-order non-linear hopping
terms start having more weight in the overall dynam-
ics, slowing down the exciton transport compared to the
(fastest) on-site repulsion scenario. For even larger am-
plitudes 0.2 . β . 0.3 the dynamics adopts an interme-
diate behavior, being slower that that of density-density
interactions, but faster than the high-order non-linear
FIG. 9: Final exciton (left) and phonon (right) profiles for
phonon dynamics with the total nonlinearity, Eq. (8). The
results are for ν = 6.25× 10−2, ∆J = 0.25 and several values
of β. Insets: Corresponding c.m. position as a function of
time.
hopping cases. Furthermore, we have observed that for
β = O(1) all the curves of Fig. 7 are almost indistin-
guishable, indicating that the βν correction of the linear
hopping entirely dominates the dynamics. Since this is
far from the regime of our interest (and indeed no con-
voluted physics is observed there), those results are not
shown.
Finally, in contrast to the exciton case, the full nonlin-
earity always leads to the slowest phonon dynamics, as
seen in the right panel of Fig. 7. This occurs because, as
discussed in Sec. (IVB) and Sec. (IVC), and in spite of
the low total phonon number (see Fig. 8), each high-order
non-linear process decreases phonon propagation.
V. CONCLUSIONS
In the present work we have analyzed the transport
of excitons in the presence of an oscillating background
lattice of ions, as described by an SSH model, with a
weak quartic anharmonicity. By quantizing the vibra-
tional degrees of freedom we have identified several un-
derlying phonon-conserving processes, which have a dif-
ferent impact on the exciton dynamics. To unravel the ef-
fect of each term, we calculated the propagation of a few
initially-localized particles in the system, and obtained
the reach of each scenario by observing the final spatial
population profiles and c.m. evolution. We performed
our simulations using the time-dependent density matrix
renormalization group, which incorporates the correla-
tions between different components of the system effi-
ciently and thus allows for the systematic and rigorous
numerical study of a wide range of parameter regimes.
For the purely harmonic phonon dynamics we focused
on the competition between phonon hopping and exciton-
phonon coupling. We found that while fast phonons or
weak couplings allow excitons to propagate across the
lattice in a way similar to free particles, slow phonons
and strong coupling strongly prevent exciton transport.
For the anharmonic scenario we considered an inter-
8mediate exciton-phonon coupling with slow phonons (for
linear slow dynamics) and observed the effect of differ-
ent resulting non-linearities separately. First we identi-
fied that a non-linear (low-order) correction to the usual
phonon hopping is the leading term, strongly enhancing
exciton transport compared to the linear case. Then we
observed that on top of it, density-density interactions
can enhance the exciton transport even more for inter-
mediate amplitudes of the nonlinearity. Subsequently we
found that higher-order phonon hopping processes have
the opposite effect on excitons, slowing them down com-
pared to the linear plus low-order non-linear hopping.
Such opposite effect arises from the higher amount of
phonons created by the latter non-linearities, in contrast
to the density-density interactions which penalize in en-
ergy their emergence. The overall effect of the non-linear
lattice, resulting from the combination of the previous
terms, is an enhancement of exciton transport in between
both positive and negative effects.
The key point to emphasize from our results is that
even a very weak lattice non-linear amplitude can have a
large impact on the dynamics of the corresponding sys-
tem, exemplified here in a strong increase of exciton prop-
agation compared to the linear case. We expect that our
results motivate the study of the impact on different weak
non-linearities in strongly-correlated systems, such as a
cubic anharmonicity, and of alternative particle-phonon
coupling schemes (e.g. a local coupling as in Holstein
models19–27), to determine how they can affect their al-
ready very rich physics.
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