The deeper we delve into the foundations of probability theory, the clearer and simpler it gets.
The frequentists of old would recognise this, but we know to avoid the intellectual confusion that arose when m was required to be an actual count. Regardless of interpetation, this definition leads to the ordinary sum and product rules of probability calculus, within which we do all our inference. The search for a variational principle beneath the calculus leads to the entropy
for a measure m constrained somehow away from the primary measure m. As applied to probabilities, the entropy reduces to the standard − P log(P/π) form, which is the directed distance from starting distribution π to final distribution P . It's all very simple.
