A time-series consisting of white noise plus Brownian motion sampled at equal intervals of time is exactly orthogonalised by a discrete cosine transform (DCT-II). This paper explores the properties of a version of spectral analysis based on the discrete cosine transform and its use in distinguishing between a stationary time-series and an integrated (unit root) time-series.
Introduction
A time-series X 1 , X 2 , . . . is said to be an integrated process if it is non-stationary but the differences X 2 − X 1 , X 3 − X 2 , . . . are stationary. A simple example is the sum of a white noise process and a Brownian motion sampled at equal intervals of time. This paper addresses the problem of distinguishing between an integrated process and a stationary process. There are two situations.
In the first, the hypothesis is that we observe a stationary sequence of normal random variables and the alternative is that it is the sum of a stationary sequence of normal random variables and a Brownian motion.
The second is that the hypothesis is that it is an integrated process and the alternative is that it is stationary. An example is the unit root testing problem (e.g. Dickey et al. 1986 ).
There is a vast literature on these problems, particularly the second. This paper provides a new approach through the use of the DCT-II version of the discrete cosine transform. This transform exactly orthogonalises the translation invariant part of a Brownian motion plus white noise, and so provides a new tool for both the theory and practice of the analysis of integrated processes.
The cosine transform is defined in Section 2 which also presents properties of a variant of the spectrum based on this transform and properties of the transform when applied to a first order autoregressive process. Section 3 investigates tests for the two 702 R. B. DAVIES situations described earlier. The tests are based on local optimality and beta-optimality (Davies, 1969) .
In the Appendix we derive the likelihood ratios for the translation-and scaleindependent transforms of the data, the statistical properties of the discrete cosine transform and the formulae for the scale-independent locally-and beta-optimal tests.
Notation: A 0 denotes the transform of a matrix A; 1 n denotes an n-dimensional column vector of ones and I n denotes the n × n identity matrix. The Frobenius norm ( P P A 2 j,k ) 1/2 of a matrix A is denoted by kAk F .
Cosine transform
Suppose {W i } is a standard Brownian motion, that is the differences W i − W i−1 are independent standard normal random variables with W 0 = 0. Let
where the ² i are independent normal random variables with mean 0 and variance σ 2 . Then the X i , for i = 1, . . . , n, have variance-covariance matrix ξ 2 Σ + σ 2 I n where Σ is as defined in (A.7). It follows from Theorems A.3 and A.4 in the appendix that F j = (2/n) 1/2 n X k=1 X k cos πj(k − 1 2 ) n (j = 1, . . . , n − 1),
are independent with zero means and variances σ 2 + ξ 2 4 sin 2 ( 1 2 πj/n) .
(3)
Note that we are calculating n − 1 translation invariant terms and the orthogonal decomposition applies only to the translation invariant part of the process. The transformation (2) is known as the discrete cosine transformation-II (DCT-II). See Rao and Yip (1990) and Van Loan (1992) for further details and methods of computation.
The DCT-II is well-known in the communications and information processing literature but has received only occasional attention in the statistical literature. It has properties similar to those of the usual discrete Fourier transform
Unlike the usual Fourier transform it gives an exact orthogonalisation of the process (1). Thus the DCT-II (2) may be a better starting point for carrying out a frequency analysis of a process with a Brownian motion component than the Fourier transform (4).
Discrete frequencies
Does the DCT-II separate out discrete frequency components? Suppose
Integrated processes and the discrete cosine transform 703 i.e. X k is a discrete frequency with 1 2 θ cycles over the period of observation. Then F j is equal to
If |θ − j| is small compared with n, θ 6 = j, and sin{ 1 2 π(θ + j)/n} is not small, then
For comparison, consider the standard Fourier transform (4). If |θ − 2j| is small compared with n, θ 6 = 2j, and sin{ 1 2 π(θ + 2j)/n} is not small, then
If θ = j then (C 2 j + S 2 j ) 1/2 = (n/2) 1/2 . If θ = 2j only the jth pair of terms of (4) are affected by the discrete frequency. The corresponding result for (2) is that for θ = j, when φ = 0 only the jth term is affected, but if φ 6 = 0, then other terms are affected. This is a less satisfactory result than for the regular Fourier transform since one is unlikely to be able to arrange the sampling period so that known cycles affect the value of the transform for just one value of j.
When θ 6 = 2j the range of points affected is similar for both transforms: see Table 1 . The values of the transform values have been divided by (n/2) 1/2 . The first column in the table shows θ−j for the cosine transform and θ−2j for the usual Fourier transform. 
for j = 1, . . . , n− 1. Then it is shown in the appendix that under certain conditions the F j are approximately independently normally distributed with zero mean and variance given by (5). Thus F 2 j /λ j are approximately independently chi-squared distributed with one degree of freedom.
More specifically, suppose
Λ is an (n − 1) × (n − 1) diagonal matrix with Λ j,j = λ j and L denotes the actual variance-covariance matrix of the F j . Then it follows from Theorem A.5 that
and lim
Equation (8) gives the asymptotic joint distribution of a small group of the F j and is what is required to show that a suitably smoothed version of the F j provides an estimate of the spectrum (5). Davies (1973 Davies ( , 1983 derives asymptotic results for fitting parametric models to stationary normal time-series. One can base the estimates on either the auto-covariances and the raw data or on the spectrum and Fourier transform of the data. Formula (7) is one of the formulae we need to show that we can also base the estimates on the F j and λ j . See Davies (1973, lemma 3.1 (iv) ). Note that Theorem A.5 applies only to symmetric series of a j . Hence the DCT-II is less effective for analysing multivariate series as the cross-covariances are not likely to form a symmetric series. In particular, in co-integration studies using the DCT-II, it may be necessary to fit short term dependencies between the series as a parametric model separately from the spectral analysis.
Autoregressive process
Suppose X k is generated by a first order autoregressive process:
where the ² k are independently and normally distributed with zero mean and unit variance. Then c j = α |j| /(1 − α 2 ) and
We are interested in the performance of the approximations given in the previous section, and in particular, when α is close to one. Let L and Λ denote the exact and approximate variance-covariance matrices of the F j as in the previous section. Then Theorem A.6 shows that (L − Λ) j,k = 0 if j + k is odd, and otherwise, i.e. for even j + k,
As expected, (9) tends to zero as α → 1 since the DCT-II provides an exact orthogonalisation of the Brownian motion process. For fixed α formula (9) is of order 1/n. Unfortunately the approximation is not uniform (i.e. for any sample size n, there will be a value of α for which the approximation is poor). Let α = 1 − γ/n and consider the limit for fixed j,
Values of this function for j = 1, 2, 3, 4 and various values of γ are given in Table 2 . One can also calculate the same limit when the cosines in equation (2) are replaced by sines. This is of interest when comparing the performance of the cosine transform with the usual Fourier transform, which contains both sine and cosine terms. The formula corresponding to (10) is
Values of this function for j = 2, 4, 6 are also listed in Table 2 . Odd values of j are not relevant to the sine transform as the standard Fourier transform is used only for even values of j.
For the cosine transform the difference between L j,j and λ j is serious only when j ≤ 3. Even then, the accuracy is probably good enough for exploratory analysis, but for an accurate analysis a correction might be required. On the other hand with the sine transform the difference is large enough to be a problem even for exploratory analysis and does not die out for larger values of j. In the testing situation, we are probably not very concerned about the error for 0 < γ < 10 since the power of any test for distinguishing between γ = 0 and any value with 0 < γ < 10 is not large. See Table 4 . In this table γ = ξn = 10 gives a power of around 50%.
Testing for an integrated process
In this section I consider the problem of distinguishing between an integrated process and a stationary normal process. There are two different approaches to the problem.
The first uses the model of Harvey (1989, p.19) . Suppose {W i } form a standard Brownian motion, {Z i } is a stationary process and
The objective is to test the hypothesis ξ = 0 against the alternative ξ > 0.
The second approach is that of Dickey et al. (1986) . Suppose
where {Z j } is a stationary process. Assume {Z j } is stationary if ξ > 0; otherwise assume it has a zero mean. Again the objective is to test the hypothesis ξ = 0 against the alternative ξ > 0.
In the first approach the null hypothesis is that the process is stationary and the alternative that the process is integrated. That is, the process appears to be stationary but we want to check whether there is a random drift component.
In the second approach the null hypothesis is that the process is integrated and the alternative is that it is stationary. That is, the process appears to have a random drift component and we want to check whether this drift is biased towards some central value.
The following subsections examine these two approaches. I first look at the situation where the {Z j } is an i.i.d. normal process and then find asymptotic results for {Z j } stationary. Sections 3.1 and 3.2 consider the i.i.d. normal case and section 3.3 extends these to the stationary normal case.
Sum of a Brownian motion and white noise
Consider the process defined by (1): X j = µ+ξW j +² j . Then the {F j : j = 1, . . . , n−1} defined by (2) are independent normal random variables with variances given by (3). The problem falls into the class described by formula (A.3). Since σ 2 is unknown we will be interested in a scale independent test. Hence the locally optimal test for ξ = 0 against ξ > 0 is found from (A.30) with ξ 2 as the parameter. It has critical region
The beta-optimal test is found from (A.28) and has critical region of the form
This is similar to (13) except that the first few F j are given a more equal weighting. The variances of the first few F j are asymptotically equal to σ 2 + ξ 2 n 2 /(π 2 j 2 ) so we are interested in values of ξ = O(1/n) when investigating the power of tests.
It is also of interest to consider the test derived from (14) when we let ξ → ∞. This has critical region
, this test is essentially the same as the test which rejects the hypothesis for large values of the first auto-correlation and so is listed as the correlation test in the tables. Power functions for n = 20, 100, 500 are given in Table 3 . Compared with the betaoptimal test the correlation test performs poorly for large n. The locally optimal test is also somewhat less powerful. The table includes a test, F 6, with critical region
Critical values can be derived from the F distribution. For larger values of n the F 6 test has power close to that of the beta-optimal test and so is a good practical choice.
Autoregressive model
Let {² j } j=1,...,n be independent standard normal random variables. The process
is a first order autoregressive process with parameter 1−ξ. Assume it is stationary if ξ > 0; otherwise suppose µ = 0. Then the {F j } j=1,...,n−1 are approximately independently normally distributed with zero mean and variance equal to
This result is exact if ξ = 0 or 1, but is only rough if ξ = O(1/n). Suppose for the moment that it is exact. Then the scale-independent beta-optimal test of ξ = 0 against ξ > 0 has critical region
This is independent of ξ and so is a uniformly most powerful test. This is the same as the test (15) except now we are rejecting the hypothesis for small values of the left-hand side. As before I refer to this as the correlation test.
To find the tests for the exact distributions, work with the first differences, Y j = X j+1 − X j for j = 1, . . . , n − 1. Under (17) these have second moments given by
The beta-optimal and locally optimal tests can be found from (A.28) and (A.30). The locally optimal test has critical region { Y 2 < c P n−1 1 Y 2 i } and turns out to be a very bad choice.
Power functions for these tests are given in Table 4 for n = 20, 100, 500. I also include the power of the test,ρ µ , of Dickey et al. (1986, Table 2 ). This gives similar but very slightly poorer performance than the beta-optimal or correlation tests. Since the test based onρ µ is essentially a correlation test it is not surprising that its performance is similar to that of the correlation test.
Stationary versus integrated processes
This section extends the results of sections 3.1 and 3.2 to the situation where {Z j } in (11) and (12) is a stationary normal process. The results are asymptotic as n → ∞. In general, I do not show the explicit dependence on n. Supposeλ j is an estimate of the spectrum λ j of {Z j } as in (5). This section shows that versions of the tests considered in sections 3.1 and 3.2 remain valid, asymptotically, if F j is replaced by F j /λ j . Suppose that max j |λ j − λ j | → 0 in probability as n → ∞ and λ j is bounded away from 0. Now consider the Harvey model (11) and the locally optimal test (13). Suppose ξ = O(1/n) in (11) and the auto-correlations of {Z j } obey (6). The variance-covariance matrix of F is given by var(F ) = T 0 ΣT 0 0 = ξ 2 B + Λ + ∆ where B is diagonal with elements given by (A.11), Λ is diagonal with elements given by (5) and, according to Theorem A.5, n −1/2 k∆k F → 0 and max |∆ j,k | → 0. After replacing F j by F j /λ j and rescaling, the critical region defined by (13) becomes
The left-hand side tends to c. The right-hand side is dominated by the first few terms and so the ∆ term can be ignored. Hence (19), possibly with the right-hand side replaced by a constant, has an asymptotic significance level independent of the spectrum of the {Z j } and power which depends on ξ 2 /λ 0 . A similar argument can be applied to tests (14) and (16). Now consider the Dickey model (12) and the test (18). I consider the distribution only under the hypothesis. Rearranging and scaling (18) and substituting F j by F j /λ j , the critical region is where
According to Theorem A.7 and supposing (A.20) to be satisfied, F has its variancecovariance matrix equal to T 0 ΣT 0 0 = ΛB + ∆ where Λ, B and ∆ are as in the Harvey model. The right-hand side of (20) tends to c and the left-hand side is dominated by the first few terms and hence, as with the Harvey model, the test (20) , possibly with the right-hand side replaced by a constant, has an asymptotic significance level independent of the spectrum of the {Z j }.
A. Appendix
A.1. Likelihood ratios Suppose X 1 , . . . , X n , represented by the column vector X, are normal random variables with mean 0. The aim of this section is to find the likelihood ratios for the scale and translation invariant parts of X 1 , . . . , X n . Suppose p 1 denotes the probability density of X if the variance-covariance matrix is Σ. Let p 0 denote the probability density if X is standard normal. Suppose Y denotes some function of X and let q 1 and q 0 be the densities of Y corresponding to p 1 and p 0 . The following theorem provides formulae for q 1 /q 0 for various definitions of Y .
Then the following are values of
Proof . The proof makes extensive use of the following formula (see e.g. Davies, 1985) :
where E 0 denotes expectation with respect to p 0 . Details of the proof are left to the reader.
We need only the scale invariant case (A.3) since the tests are based on the F j at (2), and these have already been made translation invariant. However, it is the matrix Q in (A.2) and (A.4) that suggests the transform used in this paper. Now we investigate the eigenvalues of Q.
Theorem A.2. Let P = I n − 1 n 1 0 n /n, Q be as in (A.1),
and Λ be an (n − 1) × (n − 1) diagonal matrix with elements equal to the reciprocals of the non-zero eigenvalues of Q. Then P , Q and R are simultaneously diagonalisable with non-zero eigenvalues equal to the diagonal elements of I n−1 , Λ −1 and Λ respectively.
Proof . Matrices Q and R are simultaneously diagonalisable since QR = P = RQ. Suppose T QT 0 and T RT 0 are diagonal and T orthogonal. Then T P T 0 is also diagonal with n − 1 non-zero diagonal elements equal to 1.
A.2. Orthogonalisation with cosine transform
Now consider the special case where Σ is the variance-covariance matrix of a Brownian motion sampled at equal time intervals.
Theorem A.3. Suppose the (i, j)-th element of Σ is given by
and T is an n × n orthogonal matrix with T j,k = (2/n) 1/2 cos{πj(k − 1 2 )/n} (A.8)
for j = 1, . . . , n − 1 and k = 1, . . . , n; T n,k = n −1/2 . Suppose also that T 0 is a matrix composed of the first n − 1 rows of T . Suppose P , Q and R are as defined in Theorem A.2 with Σ as in (A.7) . Then Q is tridiagonal with off-diagonal elements equal to −1, and Q i,i = 1 if i = 1 or n, = 2 otherwise. and Q = T 0 0 B −1 T 0 ,
where B is diagonal with B j,j = 1/{4 sin 2 ( 1 2 πj/n)} (j = 1, . . . , n − 1). (A.11)
Proof . The matrix Σ −1 is tridiagonal with off-diagonal elements equal to −1, the last diagonal element equal to 1 and the other diagonal elements equal to 2. It follows that Q is as stated.
− cos{πl(j − k + 1)/n} + 2 cos{πl(j + k − 1)/n} − cos{πl(j − k − 1)/n} − cos{πl(j + k − 2)/n}] and this is equal to Q. Equation (A.9) follows from Theorem A.2 and (A.10) follows from (A.6) since P = T 0 0 T 0 . The following theorem is a consequence of (A.10).
Theorem A.4. Let X denote a Brownian motion with mean 0 and variance-covariance as at (A.7), and let T 0 be as in Theorem A.3. Then the n − 1 components of
are independently normally distributed with mean 0 and variance given by the diagonal elements of B as defined in (A.11).
A.3. Asymptotic results
The next theorem is an analogue and extension of Davies (1973, lemma 3.1(iv) ), and shows that T defined in (A.8) approximately diagonalises a symmetric Toeplitz matrix.
Theorem A.5. Suppose {a i : i = 0, 1, . . .} satisfy P |a j | < ∞, and A is an n × n matrix with A j,k = a |j−k| . Let Λ be an n × n diagonal matrix with
a k cos(πjk/n) (j = 1, . . . , n − 1),
Then
Proof . Consider (A.14) . It is sufficient to show n −1/2 kT 0 ΛT − Ak F → 0. Let a −j = a j .
as n → ∞ since the elements of T 0 ΛT − A are bounded. Now consider (A.15). Suppose j = k 6 = n. Then
Hence
Now suppose j, k and n are all different. Then 
µ sin{ 1 2 πp(j − k)/n} cos{ 1 2 πp(j + k)/n} n sin{ 1 2 π(j + k)/n} + a similar term with the sign of k reversed ¶ − n−1 X p=1 a −p µ similar terms with j and k swapped ¶ = 0 (A.18) since a p = a −p by assumption. When j = n or k = n use the preceding arguments with j = 0 or k = 0. Now suppose A is the variance-covariance matrix of a first order autoregressive process: X i+1 = αX i + ² i where the ² i are uncorrelated and have unit variance.
Theorem A.6. In the notation of Theorem A.5 suppose A p,q = α |p−q| /(1 −α 2 ). Then Λ j,j = 1/{(1 − α) 2 + 4α sin 2 ( 1 2 πj/n)} (j = 1, . . . , n − 1), and for j = 1, . . . , n − 1, k = 1, . . . , n − 1,
if j + k is even. Proof . First consider the case j = k. Start from (A.16), and note the identities 
. The next theorem extends Theorem A.5 to integrated processes.
Theorem A.7. Suppose Z 1 , . . . , Z n is a stationary process with auto-covariances given by cov(Z p , Z q ) = c |p−q| and X 1 , . . . , X n is the series of cumulative sums
Define the spectrum of the Z j as in (5). Let T 0 be as in Theorem A.3, Σ denote the variance-covariance matrix of X 1 , . . . , X n and Ψ denote the (n − 1) × (n − 1) diagonal matrix with the (j, j)-th element given by
Proof . Express the elements of Σ in terms of the c k :
Only the terms in min(p, q) and c j+|p−q| contribute to A.4. Locally optimal and beta-optimal tests
The tests derived in this paper are locally optimal or beta optimal. This section summarises some of the theory. Suppose we wish to test the hypothesis ξ = 0 against the alternative ξ > 0. Locally optimal tests maximise the slope of the power function at ξ = 0. Beta-optimal tests (also known as point-optimal tests) minimise the value of ξ for which a preassigned power (say 80%) is achieved, see Davies (1969) and King (1988) . Suppose p ξ (X) is the probability density of the vector of observations, X, and suppose p ξ (X) is differentiable at 0 in the sense that lim ξ→0 Z¯∂ p η (X) ∂η¯η=0 − p ξ (X) − p 0 (X) ξ¯ν (dX) = 0, (A.25) where ν is the measure with respect to which the p ξ are defined. Then the locally optimal test has critical region
where c is chosen to give the desired significance level. Suppose one wants a locally optimal test based on only part of the data, Y , with density, q ξ . Then one can use the formula
which follows from (A.5) provided (A.25) is true. Beta-optimal tests usually have critical region of the form {p ξ (X)/p 0 (X) > c} where c and ξ be found by solving P 0 {p ξ (X)/p 0 (X) > c} = α, P ξ {p ξ (X)/p 0 (X) > c} = β.
(A.27)
The parameters α and β are the significance level and the power at which we are seeking optimality and P ξ is the probability measure corresponding to p ξ . See Davies (1969) for details. If we want beta-optimal tests based on only part of the data then the likelihood ratios should be calculated using (A.5). Now suppose X has an n-dimensional multivariate normal distribution with EX i = 0 and variance-covariance matrix Σ ξ and we wish to test ξ = 0 against ξ > 0.
For a scale-invariant test, the likelihoods under the hypothesis and the alternative can be found from (A.3). The beta-optimal test has critical region
The parameters c and ξ are such that Pr{Z 0 (I n − cΛ −1 ξ )Z > 0} = α, Pr{Z 0 (Λ ξ − cI)Z > 0} = β (A.29)
where Z is an n-dimensional vector of independent standard normal random variables and Λ ξ is a diagonal matrix with diagonal elements being the eigenvalues of Σ −1/2 0 Σ ξ Σ −1/2 0 . The probabilities (A.29) can be calculated using, for example, the program of Davies (1980) . Fortran and C versions of this program are on the author's website (Davies, 2000) .
The locally optimal test has critical region ½
