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1. INTRODUCTION 
In this paper we shall be concerned with the solutions of the functional 
integral equation 
x(t) =f(t)3 I E [CT - r, a], 




in a Banach space X, where r > 0, J= [o, b] or ICJ, b) and the integral is in 
the sense of Bochner. This equation is a unification and extension of a 
nonlinear Volterra integral equation and a functional differential equation of 
retarded type. Indeed, if in (1.1) the function f satisfies that f(f) --S(a) for 
t E J, then it is reduced to a functional differential equation in a Banach 
space. De Balasi and Myjak (21 gave a global convergence version of 
successive approximations to solutions for such reduced equations under the 
assumption that g is Lipschitz continuous and bounded. If, in addition, r = 0 
then (1.1) is reduced to an ordinary differential equation. For this, Vidossich 
161 discussed the global convergence of Picard’s successive approximations 
to solutions under some less restrictive conditions on g. The main purpose of 
this paper is to extend Vidossich’s results to the solutions of Eq. (1.1). Our 
conditions made on g are similar to what Miller [4] and Artzstein [ 1 ] made 
for the integral equation (1.1) with r = 0 and what Vidossich (61 made for 
the ordinary differential equation referred above. 
2. PRELIMINARIES 
Let X be a Banach space with norm 1. /. If K is an interval of R, then 
C(K; X) denotes the set of all continuous functions from K to X. If, 
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specially, K is a compact interval of R, then C(K; X) is a Banach space 
endowed with the supremum norm ](. I], where /] h Ilk = sup{]h(t)]: t E K} for 
hi C(K;X). We writeZ=C([--r,O];X) and for VET, set (]~]I(=]/a,]]r~r,ol. 
If J is the interval [u, b] or [a, b), (b > a), Z = [a - T, o] U J and x E 
C(Z; X), then for t E J we denote by X, the element of Z defined by x,(B) = 
x(t + 0), 8 E I-Y, 01. We observe that the function r -+ xt is continuous on .Z. 
Let U be a closed subset of Z, g be a function from J x .Z x U to X andfE 
C(Z; X), then a function x: Z + X is said to be a solution of Eq. (1.1) if: (i) x 
is defined and strongly continuous on Z and (t, xI) E J X U for all t E J; (ii) 
for every t E I, x satisfies (1.1). 
In order to discuss .the solutions to (1.1) we need some definitions and 
assumptions. 
DEFINITION 2.1. Let E and F be Banach spaces, A be a subset of F and 
K,, K, be intervals of R. Suppose the Banach space E is endowed with the 
norm 1. ]. Then we say that a function p: K, x K, x A + E satisfies the 
Caratheodory-type hypotheses if p satisfies the following: 
(CO) p(t, s, z) = 0 if t < s; 
(Cl) ~(a .,z):K, + E is strongly measurable for all (t, z) E K, x A; 
(C2) p(t, s, .): A -+ E is strongly continuous for a.e. s E K,, all t E K, ; 
(C3) there exists a function m(t, s) such that for each fixed t E K, 
m(t, .) E L:,,(K2 ; R ‘), I p(t, s, z)l < m(t, s) for all (t, s, z) in K, x K, x A 
and 
sup m(t,s)ds:tEK, <co. 
I 
If U is a closed subset of Z and g is a function from J x J x U to X, then 
we make the following assumption (A). 
(A) For each r E .Z and positive N if &, E .Z then 
sup 
l/I 
: Cd4 s, u,) - g(t,, s, u,)) ds : u E C(Z; X), u, E U 
for all s E [a, t] and (] u ]],o,rl < N 
! 
tends to zero as t tends to t,. 
If [0, 2~1, K, and K, are intervals of R and w is a function from K, X 
K, x [0, 2~1 to R+ then we make the following assumption (B). 
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(B) If t, E K, then 
SUP 
l/i 
(4~ s, u(s)) - No, s, u(s))) ds : u E C(K, ; 10, 2~ I) 
K2 
tends to zero as t tends to t,. 
3. MAIN RESULTS 
Through this section, the notations and definitions of Section 2 are used. 
THEOREM 3.1. Let f be a continuous function from I to X. Let U be a 
closed subset of the Banach space r and let g: J x J x U + X be a function 
satisfying Caratheodory-type hypotheses and assumption (A). Suppose for 
every (to, s,,, rp,,) E J x J x U, t, < b, there is a nonempty interval J, = 
[t,, t, + a] 5 J, a ball B, = B((o,, E) in U and a function cu: J,, x J, x 
[ 0,2&l + R +, (J,, = (to, t, + a]) satisfying Caratheodory-type hypotheses and 
assumption (B) such that 
(i) I g(t, s, rp) - g(t, s, w)l < w(t, s, /Iv - wll)for all (6 s) E J,, x Jo and 
P, vEB,; 
(ii) w(t, s, .) is nondecreasing for all (t, s) E J,, x J,. 
(iii) for every p < a, y = 0 is the unique continuous function u such 
that 
u(t) = 0 fort E [l, - r, t,l, 
I 
’ ~(6 s, llusll) ds 
(3.1) 
= fort ~5 [to, t, + PI, 
*o 
where for each s, u, E C([-r, 01; R+) is defined by u,(0) = u(s + 19), 0 E 
[-r, 0] and j)u,II = sup{lu,(O)~: BE [-r, O]}. 
If the successive approximations 
Y”+ ‘(0 =f (t> tE [a-r,o], 




are well defined on I when f, E U and yz E U for each s E J, then (y”), 
converges untformly on compact subsets of I to a solution of (1.1). 
The sequence (y”), is well defined if U = r. By a ball B(q, E) in U we 
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mean the set { I+V E U: 11 I+V - cpll Q E}. It is easy to see that the scalar equation 
(3.1) is reduced to an integral equation of the form 
u(t) = 0 for t E [t, - r, t,], 
= 
i 




when r = 0 or when the function w(t, s, U) is nondecreasing in t. Specially, if 
the function g is locally Lipschitz continuous and bounded on J X J X r, 
then for each p0 = (t,, s,,, u,,) E J X .I x r, there are a ball B(p,, 6) in 
J x J x r and a positive constant LPa such that 
for each p, q E B(p,, 6). Then we may take w(t, s, U) = LDO . U, and (3.1) is 
reduced to 
u(t) = 0 for t E [to - r, t,], 
= 
i t LPo 
. u(s) ds for t E [t,, t, +/3j 
(0 
which has a unique solution u = 0. Therefore, in such a case, by this 
theorem, the corresponding successive approximation (3.2) really converges 
uniformly on compact subsets of I to a solution of (1.1) when f is also a 
continuous function. 
In order to prove this theorem and the second theorem, Theorem 3.2, of 
this section, we need the following lemmas. 
LEMMA 3.1. Let E and F be Banach spaces, A G F and K be a compact 
interval of R. If u E C(K; F) and ifp: K x A -+ E satisfies the hypotheses 
(i) p(., z): K + E is strongly measurable for all z E A; 
(ii) p(t, .): A + E is strongly continuous for a.e. t E K, 
then V: K -+ E defined bJ> V(t) =p(t, u(t)) is strongly measurable. If p also 
satisfies the hypothesis 
(iii) there exists h E L’(K; R ‘) such that lp(t, z)l < h(t) for a.e. t and 
all z, where 1 .I is the norm with which the Banach space E is endowed, 
then V is Bochner integrable on K. 
The proof of strong measurability of V in this lemma parallels that of the 
case for E = F = IR” as presented in [5, p. 921, making use of Theorem 3.5.4 
in [3, p. 741. The Bochner integrability of V on K is given by (iii) and the 
use of Theorem 3.7.4 in [3, p. 801. 
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From this lemma, the function g in Theorem 3.1 (or Theorem 3.2) has the 
property that g(t, s, xs) is Bochner integrable in s on J when x is in C(Z; X). 
LEMMA 3.2. Under the hypotheses of Theorem 3.1 (or Theorem 3.2), the 
sequence (y”), is equicontinuous on Z and the sequence (yy),, is equicon- 
tinuous in t E J, i.e., the sequence of functions 
is equicontinuous on J. 
Proof: By the continuity off on Z and hypothesis (C3), the sequence 
(y”), is uniformly bounded on every compact subset of I. Since for any fixed 





+ g(t, s, ~$1 ds 
T 
= I, + I, + 0 uniformly in n 
as t + r, the sequence (y”), is equicontinuous on I. Here we have used 
assumption (A) and the fact that (y,“), is uniformly bounded on [a, t,] to 
conclude I, + 0 uniformly in n as t + r, and used hypothesis (CO) and (A) to 
conclude I, + 0 uniformly in n as t -+ r. Finally, since for any fixed t, E J the 
sequence (y”), is uniformly equicontinuous on [a - r, t,], the sequence (y;), 
is also equicontinuous in t E J. 
LEMMA 3.3. Under the hypotheses of Theorem 3.1 (or Theorem 3.2), if 
for any n, E N and any interval [c, c + a ] E J, we define a sequence of 
functions nk: ]c, c + a] -i R + and a sequence of nonnegative numbers ljk by 
Ilk(t) = sup c(g(t,s,y;-‘)-g(t,s,y-l))ds : 
m, n > k; m, n > n, + 1 
I 
; (3.4) 
9, = sup(rl,(t): f E [c, c + a]}, (3.5) 
and tf the sequence (y”), converges uniformly on ]u - r, c] to a continuous 
function y, then 
(i) uk+ ,(t> < vk(t) for all k and t; 
(ii) lim, nk(t) = 0 uniformly on [c, c + a]; 
(iii) the sequence (ijk)k decreases monotonically to zero. 
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Proofi Obviously (i) holds. To prove (ii), we observe that for each t E 
[c,c+a] 
q,Jt) < sup(F,(t) + F,(t): m, n > k; m, n Z n, + 11, (3-h) 
where 
F,(t) = (g(t, s, v: - ‘) - g(t, s, Y,>> ds (n E N). 
By the dominated convergence theorem for Bochner integrals [3, p. 831, 
lim, F,,(t) = 0 pointwise on [c, c + a]. Moreover, the convergence of (F,), to 
zero is uniform on [c, c + a]. To see this, it is suffkient to prove that (F,), is 
equicontinuous on [c, c + a]. However, the equicontinuity of (F,), follows 
from 
+ (g(t, s, Y,) - g(r, s, rs)) ds j 
and assumption (A). From inequality (3.6) and the uniform convergence of 
(FrJn 3 conclusion (ii) follows. The conclusion (iii) is an immediate result of 
(i) and (ii). 
Proof of Theorem 3.1. By Lemma 3.2, (y”), is equicontinuous on 1. 
Therefore ( ym - u”),,, is equicontinuous on I. Define 
c= sup{t E I: k? (y” -y”) = 0 uniformly on ]a - r, t]). (3.7) 
Since y”(t) =f(t) on [a - r, c] for all n, c > u. Assume c < b. It will be 
shown that this leads to a contradiction. Since the sequence (y’” -y”),., is 
equicontinuous on [a - r, c] and converges to the continuous function x = 0 
pointwise on [u - r, c), (y” - y”),,, must converge uniformly on [u - r, c] 
to zero. Therefore the sequence (y”), converges uniformly on ]u - r, c ] to a 
continuous function y(t). Thus (y,“), converges to y,,. Since U is closed, 
!lc E U. By the hypotheses of this theorem, in correspondence with (c, yc), 
there is a nonempty interval J, = (c, c + a] in J, a ball B, = B(y,, F) in U 
and a function o: J,, x .Z,, x [0, 2~1 +X satisfying Carathtodory-type 
hypotheses such that (ik(iii) hold. Since there is an n, E N such that 
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for all n > n,, and since, by Lemma 3.2, the sequence (y:), is equicon- 
tinuous in s E J, we can take J, so small that 
{ y:: s E Jo, n > no} c qy,, &I. 
By hypothesis (CO) and assumption (B), we can take a so small that 
I 
eta 
u(c + a, s, 2s) ds < E. 
c 
For the above chosen n, and c, define a sequence of functions ylk: [c, c + a] + 
R t by (3.4) and a sequence of nonnegative numbers t, by (3.5). Moreover 
we define, for each k E N, 
6, = suP{llY,m -.V,“II: m, n > k; m, n > no + I}. (3.8) 
Then the sequence (a,), decreases monotonically to zero. By Lemma 3.3, 
each of the sequences (~~(c))~ and (flk)k also decreases monotonically to 
zero. Thus if we let 8, = 6, + ~Jc) + qk for each k, then the sequence (e,), 
decreases monotonically to zero and we can choose k, so large that Ok0 < F. 
We assume, for our convenience, k, = 0. Now we define, for each k E hV, uk: 
[c-rr,c+a]+R+ by 
dyt) = e. if tE [c--,c], 
= e. + 
I 
f o(t, s, 2E) ds if t E [c, c + a]; 
c 
and 
d+yt)= ek+, if tE [c--,c], 
= ektl + I ’ w(t, s, II u:ll> ds if tE [c,c+a] c 
for k > 0. Since 
Uk(t) < 8, + 
I 
1 w(t, S, 2~) ds tE [c-r,c+a], 
c 
we have uk(t) E [0, 2~1 for all k and t. The sequence (u~)~ is equicontinuous 
on [c, c + a], this follows from the relation 
I Uk(t) - uk(t)l < j-’ (w(t, s, I/u:-’ II) - w(z, s, )I u,“-’ II)) ds 
c 
+ 
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for k E N, t, r E [c, c + aJ, and assumptions (CO) and (B). Now we prove 
by induction on k > 0 that 
Uk+l < Uk. 
Obviously this inequality holds for all t E jc - r, c]. It is sufficient to prove 
that it is true on [c, c + a]. For k = 0, we have 
< e. + 
J 
f w(t, s, 2E) ds = ILO 
c 
for all t E [c, c + a]. Assume uk < ukP’. Then for each t E [c, c + CZ],~ 
< ok t 
J 
f o(t, $1 Ilu;-'ll) ds = Uk(t). 
c 
Thus uht ’ < uk for all k. Then (u”),, converges pointwise to a function U. 
Since (u”)~ is equicontinuous, the convergence is uniform on [c - r, c f a 1, 
and, hence u is continuous on [c - r, c + a]. We note that u(t) = lim, ~~(1) = 
lim, 13, = 0 for all t E [c - r, c]. Let c, = c + cr/n. For any k and n, we have 
Uk+‘(q - Ukf’ Cc,> =j’ 4, s, llu:ll) ds 
c ” 
- I”(~(~,,~,lI~:ll~-~~f~~~II~:/l~~~~ I c 
for all t E [c, c + a]. Letting k+ co, we get from Lebesgue convergence 
theorem and (C3) that 
u(r) - u(c,) = ,f’ 4 s, II u, II) ds 
cn 
- ‘“(~(~,,~,/l~,l/)--W(~,~,II~,ll)~~~ J c 
for all t E [c, c + a]. Again, letting n + co, we get from the hypotheses (B) 
and (CO) that 
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for all t E [c, c + a]. Therefore, by (iii), u E 0. Now we prove by induction 
on k > 0 that 
I u”(t) - .Y”(f>l < UkQ> (3.9) 
for all tE [c-r,c+a]; m,n>k and m,n>n,+ 1. We observe that 
I Y”(l) - YVI ,< I/ v,” -Y,” II (3.10) 
for all t E ]c - r, c], and that 
I v”(O - Y”(t)1 < I Y”(C) -.Y”(c)l 
for all I E [c, c + a]. From (3.10), (3.9) is true on [c - r, c]. From (3.1 I), we 
have for k = 0 
I v”(t) -Y”(O < 6, + r,,(c) + tie + 5 ’ ~4, s, ‘2~) ds c 
= uO(t) 
for all t E [c, c + a]; and by assuming (3.9) holds until k, we have for k + 1 
llw> -vv>t GSk, I + vk+ l(C) + f/c+1  I ‘4, s, lb:ll, ds c 
= 28+ ‘(t) 
for all t E [c, c + o]. This proves (3.9). Since lim, nk = 0 uniformly, it 
follows that (JJ” - y”),,, converges to zero uniformly on [c - r, c + a], 
contradicting the definition of c. Thus, c = 6. So we can conclude that (y”), 
is a Cauchy sequence for the topology of uniform convergence on every 
compact interval of Z, and thus (u”), converges uniformly on compact 
subsets of Z to a solution of (1.1). 
The second theorem in the following is essentially an extension of 
Theorem 2 in [6]. However, instead of assuming that g is continuous and 
bounded, which are the conditions made on the corresponding function in 
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Theorem 2 in [6], we assume in the following that g satisfies Caratheodory- 
type hypotheses. 
THEOREM 3.2. Let f be a continuous function from I to X. Let U be a 
closed subset of the Banach space r and let g: J x J x U -+ X be a function 
satisfying Caratheodory-type hypotheses and assumption (A). Suppose for 
each (t,, sO, cpO) E J x J x U, t, < b, there exist a ball B, = B(q,, E) in U, an 
interval J, = 1 t,, t, + a] E J and a right continuous nondecreasing function 
co: 10,2s]+R+ oro:lR++R’such that 
6) I s(tl s, cp) - g(t, s, v/>l < 4~0 - wll) for all (6 s) E J, x JO, 
cD,‘i/EB,; 
(ii) 0 is the unique fixed point of w; 
(iii) supU w(u) < 2~ if [0,2&l is the domain of w, or supU w(u) < co if 
R + is the domain of w. 
If the successive approximation 
y+‘(t)=f(t) t E 10 - r, a], 
=f (t) + I’ g(t, s, Y:) ds tEJ 
0 
is well defined on I for f, E U and yf E U for each s E J, then (y”), 
converges uniformly on compact subsets of Z to a solution of (1.1). 
Prooj By Lemma 3.2, the sequence (y”), is equicontinuous on I and the 
sequence (y:), is equicontinuous in s E J. As we see in the proof of 
Theorem 3.1, if we define a number c by (3.7), then c > u and let us assume 
c < b and find a contradiction. The equicontinuity of (y”), implies (y”), 
converges uniformly to a continuous function y(t) on [-r, c], and, hence 
( y,“), converges to y,. By the hypotheses there are a ball B, = B( yc, E), an 
interval I, = [c, c + a,,] and a function w satisfying the conditions of the 
theorem. By the equicontinuity of (y:), in s E J and lim, y,” = y, there exists 
an a > 0 with a < min(a,, 1 }, and n, E N such that 
{ yz: s E [c, c + a], n > n,,} G B,. 
For each k we define 6,, 9, and qk(t), (t E [c, c + a]) by (3.8), (3.5) and 
(3.4), respectively. Moreover we define 8, = 6, + vk(c) + tk for each k. Then 
(f?,), decreases monotonically to zero. If the domain of w is [0, 2~1, then 
choose k, so large that 
eke < 2E - s5fp w(u). 
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For our convenience, we assume k, = 0. Define 
u” = su,p w(u), 
Uk+ ’ = w(B, + Uk) (k E N). 
By the k, chosen above and (iii), uk is well defined for each k. Then u’ < u” 
and by the nondecreasingness of o, we have 
Ukf’<Uk 
for each k > 0. Therefore there exists a number u such that lim, uk = u. The 
right continuity of o implies u = w(u). Thus, by (ii), u = 0. Now we claim 
that for each k>O 
1 y”ct) - y”(t)l < Ok + Uk (3.12) 
for all tE [c--,~+a]; m,n>kk; m,n>n,+ 1. By hypothesis (i) and the 
above chosen a and no, for all m, n > no ; f E [c, c + a ] 
I./-(~, s, JT) -J-(4 s, Yf)l < 42&l. 
Using this inequality and in view of (3.10) and (3.1 l), we have for k = 0 
I Y”(f) - y”(t)1 < 60 + r,(c) + 9, + 
I 
’ W(2E) ds 
c 
= 8, + (t-c) * u” ,< 8, + u” 
when t E [c, c + a]. Assume (3.12) holds until k, then by (3.10), (3.11) and 
hypothesis (i) we have 
/y”(t) -y”(t)l < 6k+ I + vk+ 1(c) + ll”k+ 1 + 
I 
’ w(ek + U”) ds 
c 
when t E [c, c + a]. Thus (3.12) holds for all k > 0. Since (u”)~ decreases 
monotonically to zero, (v”), converges uniformly on [c - r, c + a]. This 
contradicts the definition of c, and hence c = b. The conclusion then can be 
easily derived. 
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