ABSTRACT. We let R = i≥0 R i be a one-dimensional graded complete intersection, finitely-generated over R 0 an infinite field, satisfying certain degree conditions which are satisfied whenever R is a numerical semigroup ring of embedding dimension at least three. We show that a broad class of graded maximal Cohen-Macaulay R-modules M satisfies the Huneke-Wiegand Conjecture, namely when there exists an Auslander-Reiten sequence ending in M whose middle term has at least two nonfree direct summands.
INTRODUCTION
The following is called the Huneke-Wiegand Conjecture in, e.g., [6] and [7] . If R is a Gorenstein ring of dimension one, and M is a nonfree finitelygenerated maximal Cohen-Macaulay module, we will say that M "satisfies the HunekeWiegand Conjecture" if Ext 1 R (M, M) = 0. This paper is structured as follows. In Section 2 we define some general notions, and state lemmas in the setting of a graded one-dimensional Gorenstein ring, whose use in Section 3 will usually be explicitly mentioned, so these lemmas need not be read beforehand. In Section 3, we let R be a one-dimensional graded complete intersection satisfying a certain degree condition (Definition 3.1), and prove (Theorem 3.8) that M satisfies the HunekeWiegand Conjecture if M is any module in a broad class (see Remark 3.5), namely when there exists an Auslander-Reiten sequence s(M) ending in M such that the middle term of s(M) has at least two nonfree direct summands. In Section 4 we show that the degree condition is satisfied by all numerical semigroup rings of embedding dimension at least three. 
where F is a free module. Since ( ) * is a duality on CM(R), i * is epi. Therefore any map from a free module to (ΩX ) * factors through i * . Then the duality implies that any map from ΩX to a free module factors through i. Therefore we have a right exact sequence 
where a = a(R).
Proof. As R is Gorenstein of dimension one, we have Ext
We can obtain the desired sequence by applying Hom R (_, R(a)) to the short exact sequence 0
f is neither a split monomorphism nor a split epimorphism, and (2) given any pair of morphisms g and h in CM(R) 0 satisfying f = gh, either g is a split epimorphism or h is a split monomorphism.
Let M be a nonfree indecomposable in L p (R). Then [1, Theorem 3] the category CM(R) 0 admits an Auslander-Reiten (AR) sequence ending in M. That is, there exists a short exact sequence 0 such that N is indecomposable and the following property is satisfied: Any map L −→ M in CM(R) 0 which is not a split epimorphism factors through g (equivalently, any map N −→ L in CM(R) 0 which is not a split monomorphism factors through f ). In this paper R is Gorenstein, and therefore (1) there is also an AR sequence beginning at M, and (2) the modules in (2.2) all lie in L p (R) (to see this, use Lemma 2.11). Proof. For n ≥ 0, it is well known that g− h must factor through a free module, and it is easy to see that this still holds for n < 0 by Gorenstein duality.
n N by Lemma 2.14. The assertion now follows from Nakayama's Lemma. Proof. It is part of the general (Auslander-Reiten) folklore that if f
Then Ωg is an epimorphism if and only if mX
. To see this, assume that f ′ does not factor through f . This says that the pushout of 0
Therefore, the irreducibility of g implies that the middle map in the diagram
is a split monomorphism, and it follows that f factors through f ′ .
From the short exact sequence 0
where the horizontal maps are surjective since Ext
is not epi (because the horizontal maps in (2.3) are epi). Therefore, we may pick f ′ ∈ Hom R (X , m * ) which does not factor through f . We may also assume f is homogeneous of some degree, cf. [4, Exercise 1.5.19 (f)]. It then follows from our first sentence in this proof that f = j f ′ for some homogeneous Proof. For each n ≥ 0 we can apply the Horseshoe Lemma to obtain a short exact sequence
If Ω n g is surjective, then so is f 1 (Lemma 2.9) and this implies F n = 0, since Ω n X cannot have a free direct summand. So if Ω n+1 g is mono while Ω n g is surjective, then
by Lemma 2.17. Since Ω n X is thus isomorphic to an ideal for infinitely many n ≥ 0, it follows that the free modules in a minimal resolution of X have bounded rank (cf. [13, Lemma 4.1.17]). Therefore X is eventually periodic, by [5, Theorem 4.1]. As X ∈ CM(R) and R is Gorenstein, X is in fact already periodic.
HUNEKE-WIEGAND CONJECTURE
Let S = k[x 1 , . . ., x e ] = i≥0 S i be a graded polynomial ring over an infinite field k, where each x i is homogenenous (of any positive degree), k = S 0 , and e ≥ 2. Let f 1 , . . ., f e−1 ∈ S be a regular sequence of homogeneous polynomials, and let R = S/( f 1 , . . ., f e−1 ). We assume that e = edim R, the embedding dimension of R (i.e., each f i ∈ (x 1 , . . ., x e ) 2 )). Let a i = deg x i , and
In Section 4 we show that Condition (*) is satisfied by all complete intersection numerical semigroup rings of embedding dimension at least three. 
, by Lemma 2.11. 
/ / M / / 0 be the AR sequence in CM(R) 0 ending in M, where X 1 , X 2 , . . ., X l are nonfree indecomposables in L p (R), and F is a (possibly zero) free module. Then it follows from Lemmas 2.6 and 2.13 that the AR sequence ending in τ n M has the form Proof. If edim R < 3, and R is a domain (for example, a numerical semigroup ring), then M satisfies the Huneke-Wiegand Conjecture by [10, Theorem 3.7] . If R is a numerical semigroup ring with edim R ≥ 3, then we will see in Proposition 4.10 that R satisfies Condition (*). So for this proof, assume that edim R ≥ 3 and R satisfies Condition (*). Now assume, to the contrary, that Hom R (τM, M) 0 = 0. Take p : τM −→ X and N as in Lemma 3.6.
First we set about proving the following claim: τ n+1 p is epi for all sufficiently large n ∈ N .
If p is eventually Ω-perfect then the claim holds (by choice of p), so assume otherwise.
Let n ∈ N , i.e., τ n p : τ n+1 M −→ τ n X is epi and τ n M is elevated. Let us first observe that:
There exists an irreducible mono ι :
Indeed, there exists an irreducible map τ n X −→ τ n M by Lemma 2.6, and if it were epi then the composition with the epimorphism τ n p would (by Lemma 2.14) give a nonzero element of Therefore, using Lemma 3.3 and the fact that Hom
n ∈ Z, we may assume that p : τM −→ X is itself epi and that τ −1 X is elevated. By Lemma 2.6, the AR sequence beginning with X has the form 0
where Z may be zero. Moreover, f 1 (X ) ⊆ mM, since otherwise f 1 p gives a nonzero element of Hom R (τM, M) 0 , by Lemma 2.14. In particular, f 1 is mono by Lemma 2.7. The surjectivity of p also gives e(τM) > e(X ), where e( ) denotes multiplicity, e(N) := lim n→∞ 1 n length(N/m n N). (Recall that e( ) is additive along short exact sequences, and positive on CM(R).) Therefore, τg 1 : τM −→ X is also epi, by Lemma 2.7. This implies that Ωg is epi. Now let 0 = w ∈ X j 0 where j 0 = min{ j ∈ Z|X j = 0}. Then f (w) ∉ mM ⊕ mZ, by Lemma 2.16, and therefore f 2 (w) = 0, since f 1 (X ) ⊆ mM. Meanwhile g 2 is mono by Lemma 2.9, and so g 2 f 2 (w) = 0. This contradicts the assumption that τ −1 X is elevated. So the assertion Hom R (τM, M) 0 = 0 is proved. Now by Lemma 2.2, Ext 1 R (M, M) = 0, i.e. M satisfies the Huneke-Wiegand Conjecture.
NUMERICAL SEMIGROUPS
The purpose of this section is to prove Proposition 4.10.
Definition 4.1. Let N denote the natural numbers {0, 1, 2, . . .}. A numerical semigroup is a subset S of N such that 0 ∈ S, s + s ′ ∈ S whenever s and s ′ are in S, and N \ S is finite. The numerical semigroup generated by positive integers a 1 , . . ., a e (such that gcd(a 1 , . . ., a e ) = 1) is the set {n 1 a 1 +· · ·+ n e a e |n 1 , . . ., n e ∈ N} = Na 1 +. . .Na e . If S = Na 1 +. [12, Chapter 7] . For r = (r 1 , r 2 ) ∈ ρ, we will use the notation |r| = ϕ(r 1 ) = ϕ(r 2 ). The numbers {|r|} r∈ρ are the same as the {d i } from Section 3, when 
Since F(S) ≥ 1 and Having finished cases e = 2 and e = 3, we proceed to the induction part, which requires little additional work in light of Theorem 4.7 and Lemma 4.9. In fact the only thing left to check is that any gluing of two-generated numerical semigroups (not counting N as twogenerated) satisfies Condition (*). So let S = Na 1 + Na 2 , S ′ = Na 
