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Abstract. As Digital TV subscribers are offered more and more channels, it is
becoming more and more difficult for them to locate the right programme infor-
mation at the right time. The so-called personalized Electronic Programme Guide
(pEPG) is one solution to this problem that leverages artificial intelligence and user
profiling techniques to learn about the viewing preferences of individual users in
order to compile personalized viewing guides that fit their individual preferences.
Very often the availability of limited profiling information is a key limiting factor
in such personalized recommender systems such as pEPGs. For example, it is well
known that collaborative filtering approaches suffer significantly from the sparsity
problem, which exists because the expected item-overlap between profiles is usually
very low. In this paper we address this problem in the DTV domain. We propose
the use of data mining techniques as a way of supplementing meagre ratings-based
profile knowledge with additional item-similarity knowledge that can be automati-
cally discovery by mining ratings-based profiles. We argue that this new similarity
knowledge can significantly enhance the performance of a recommender system in
even the sparsest of profile spaces. Moreover, we provide an extensive evaluation
of our approach using two large-scale state-of-the-art online systems—PTVPlus, a
personalized TV listings portal and F´ıschla´r, an online digital video library system.
Keywords: Personalization, Data Mining, Digital TV, Collaborative Filtering, Sim-
ilarity Maintenance, Case-based Reasoning.
1. Introduction
Recent years have seen dramatic changes in the TV sector on a number
of fronts. The advent of Digital TV services has offered consumers a
greater range of channels and programming content in addition to a
host of new interactive services. In parallel, new breeds of TV-based
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2consumer devices have emerged, such as personal video recorder (PVR)
technologies (e.g., TiVo, WinTV). Consumers are faced with a new
challenge, namely how to search and browse for relevant video con-
tent, collected by a new range of consumer devices, and made available
through a variety of online services, in an intuitive and efficient way.
The personalised electronic programme guide (pEPG) and digital video
library comprise part of an overall answer to this challenge, and to-
gether they can provide users with a direct interface to programme
content that is personalized to their needs. Such systems employ user
profiling and information filtering techniques to learn about the view-
ing preferences of individual users in order to pro-actively promote
programmes that are relevant to them.
As part of our ongoing research programme into personalized TV
services we have been developing a range of personalization and rec-
ommendation techniques that are well suited to the TV domain. In
this article we describe recent work on the application of data mining
methods to extract new programme metadata from user profiles, which
can significantly augment knowledge about programme similarity and
relevance in order to address the sparsity problem normally associated
with collaborative filtering (CF) recommendation techniques. Our ini-
tial work in improving recommendations is concerned solely with the
sparsity issue; we are not concerned with other CF issues such as the
first-rater problem (new items added to system not being available in
recommendation until they are rated by enough users) and the cold-
start problem (new users have not rated items causing difficulties in
making valid recommendations to them). We evaluate our approach
to show that it benefits from superior personalization accuracy across
a range of experimental conditions. Our earlier work in this area has
shown great promise for explicit ratings-based user profiles as the cen-
tral source of preference information [2]. In this article we focus on
new results from the collection of implicit behavioural profile data
by monitoring the use of an online server-based PVR system called
F´ıschla´r (www.fischlar.dcu.ie) [4]. In particular we investigate the key
issue of how accurate these implicit profiles are in relation to the explicit
ratings-based profiles.
The remainder of this article is organised as follows. In the next
section we describe the backdrop to our research, providing a back-
ground on recommendation technologies and describing our two eval-
uation platforms, PTVPlus and F´ıschla´r. In Section 3 we describe our
approach to improving the quality and effectiveness of recommender
systems by using data mining techniques to discover new types of sim-
ilarity knowledge. We go on in Section 4 to discuss how this knowledge
can be exploited during recommendation. In Section 5 we describe a
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3comprehensive evaluation of our new recommendation approach with
a particular emphasis on comparing the use of explicit and implicit
profiles. Before concluding and highlighting possible future avenues
for research, we discuss the use of implicit and explicit data, com-
menting on the advantages of using implicit data for prediction of
future user activities; we also look at the factors governing the po-
tential of our technique and comment on the effect of dataset density
in recommendation.
2. Background
In order to ground our discussion on recommendation, we briefly overview
the key techniques that have been used to drive recommender systems,
emphasising in particular, opportunities that exist for improving these
techniques. We go on to provide detailed information on the state of
the art PTVPlus [8] (pEPG) and F´ıschla´r [4] (PVR) systems that serve
as testbeds for our research.
2.1. Existing Recommender Techniques
The area of research known as recommender systems combines tech-
niques from user modelling and information filtering in order to build
search systems that are better able to respond to the preferences of
individual users during the search for a particular item or product.
Collaborative filtering (CF) techniques generate recommendations for
a target user by leveraging the preferences of a group of like-minded
individuals—individuals whose profiles display a significant degree of
similarity to the target user’s profile.
The success of collaborative filtering depends critically on the ability
to successfully identify a suitable set of similar users to the target.
Typically, collaborative filtering techniques employ simple notions of
profile similarity that exploit direct overlaps or correlations between
matching profile elements and their ratings. In recommending books,
for example, two users who have each positively rated both Harry Pot-
ter and the Philosopher’s Stone (by J.K. Rowling) and The Colour of
Magic (by Terry Pratchett) can be recognised as similar on the basis of
the book titles alone. However, such simple measures of similarity can
only operate when there is an exact alignment between profile elements
(book titles in this case), and this greatly limits the potential to detect
strong indirect similarities between profiles. For example, a third user
who has positively rated Rowling’s Harry Potter and the Goblet of Fire
and Pratchett’s Wyrd Sisters would not typically be viewed as similar
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4to either of the previous users, even though this third user has enjoyed
correspondingly very similar books.
This lack of flexibility in measuring similarity gives rise to the so-
called sparsity problem in collaborative filtering; that is, individual
users typically rate only a small portion of the available items and
so the expected item overlap between two random users tends to be
low. In other words, the user-item ratings matrix is sparsely popu-
lated. As a consequence relevant users may be missed, and in extreme
situations this may result in the failure to select like-minded individuals
as recommendation partners for a given target user.
Case-based reasoning (CBR) approaches to recommendation can be
viewed as complimentary to collaborative techniques. In a case-based
approach, a feature-based representation of the current user’s interests
is used as a retrieval probe into a case-base of item descriptions and
the best matching descriptions (according to some similarity metric)
are retrieved. In some ways, case-based approaches to recommenda-
tion are strongly related to collaborative filtering techniques—one can
usefully treat collaborative profiles as cases, and the identification of
like-minded individuals can be thought of as a form of case retrieval
[24]. Interestingly, case-based systems usually adopt more sophisticated
models of similarity that go beyond the computation of direct over-
laps between case features. Case-based systems allow for the fact that
two cases may be similar even though they contain none of the same
features.
In fact, a key insight in our research is that by extending collabora-
tive filtering systems to exploit more sophisticated models of case-based
similarity, the sparsity problem may be significantly ameliorated by
supporting the detection of a wider range of profile similarities. Previ-
ous work has demonstrated the validity of using data mining techniques
with CF and CBR for recommendation and its effect in combating the
sparsity problem [1]. Data mining techniques have also been used in
other recommendation research [14]; our approach differs with respect
to use of the knowledge generated. We use association rules to augment
standard collaborative filtering algorithms rather than using these rules
directly to provide recommendations. We will return to this issue in
more detail in Sections 3 & 4.
2.2. PTVPlus - Personalized Electronic Programme Guide
PTVPlus (www.ptvplus.com) is an established online recommender
system deployed in the television listings domain. It is operated com-
mercially by ChangingWorlds (www.changingworlds.com). PTVPlus
uses its recommendation engine to generate a set of TV programme
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and presents these recommendations in the form of a personalized
programme guide (see Figure 1). The uniqueness of PTVPlus stems
Figure 1. Structure of the PTVPlus system.
from its combination of complementary recommendation results from
separate collaborative and case-based recommendation strategies. The
key to PTVPlus’s personalization facility is an accurate database of
interactively acquired user preference profiles that contain collaborative
filtering style ratings lists. These are employed directly in the collabo-
rative filtering component and by transformation to a content summary
profile schema for matching in the case-based component. While this
means that each set of recommendations can make up for the shortfalls
of the other set’s personalization strategy, it still means that each set
is limited by its own strategy and the information that it has at its
disposal.
Recently there has been an opportunity to couple PTVPlus tech-
nology with the F´ıschla´r PVR system by integrating the PTVPlus-
ClixSmart personalization engine. The enhanced F´ıschla´r system main-
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evaluation), but it helps to address a number of issues that both systems
experienced on their own. For example, users of the F´ıschla´r system
were hampered by a rudimentary static electronic programme guide
as the primary recording and playback interface. The result was the
need to browse through many pages of listings content in order to
locate a programme to record. By integrating PTVPlus’ personalized
TV listings service it is now possible to offer users a far more effective
personalized EPG interface.
Moreover, one of the key problems with the PTVPlus system has
been the fact that it has always been disconnected from the TV domain;
in the sense that users could not access the PTVPlus listings through
their TV set and so the tasks of locating programming content and
viewing programming content were separated. One implication of this is
that user preferences could only be gathered by asking users to provide
explicit preferences information, either in the form of programme lists
or programme ratings. By integrating PTVPlus and F´ıschla´r technolo-
gies users can now access TV listings and view programming content
from a single location and interface. The implementation of PTV-
Plus has been described in detail within the recommendation litera-
ture [9, 10]. Here we take the opportunity to present details on the
implementation of F´ıschla´r.
2.3. The F´ıschla´r Digital Video Library System
F´ıschla´r is a video library system which allows users to record, browse,
search, and watch television programmes online using their web browser.
Users browse personalized television schedules, provided by the PTVPlus-
ClixSmart personalization engine [8], to select programmes to be recorded
by the system. These programmes are captured digitally and then
analysed to support browsing and interactive searching of their content.
While browsing a programme a user can decide to play all or part of
that programme. The following sections describe the F´ıschla´r system
architecture and user interface.
2.3.1. System Architecture
The architecture of F´ıschla´r is shown in Figure 2. The television sched-
ules are provided by the PTVPlus-ClixSmart personalization engine,
which also provides users with recommendations of programmes to
record and browse from the library of recorded programmes. Each
programme has a title, description, channel and themes associated with
it. Programmes are recorded from any of the eight terrestrial free-to-air
channels in Ireland. The programmes are categorised into themes—
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Teens, Food & Drink, Science & Nature, Home & Garden and Games
& Quizzes.
TV programmes are captured at sub-VHS quality in MPEG-1 for-
mat. Each video capture device is a PC with a television tuner card
and a video encoder card. A queue of programmes to be captured by
each recording device is maintained by the system. When a programme
that is to be captured begins transmission, the tuner switches the tuned
signal to the programme’s channel and the encoder starts encoding the
signal to an MPEG-1 file. After the programme is captured the capture
device waits until there is another programme to be recorded. While
results in this article represent an earlier deployment with only a single
capture device available, there are currently three capture devices run-
ning thus allowing capture of three programmes from different channels
simultaneously. The teletext closed captions for each of the 8 channels
Figure 2. Structure of the F´ischla´r system.
are continuously captured. These are broadcast for people with hearing
difficulties and they are considered a close transcription of what is said
during the programme. These closed captions are integrated into the
programme’s description when a captured video is being analysed. Each
closed caption capture device consists of a PC with multiple teletext
tuner cards each tuned to a fixed channel.
A programme’s video content is analysed after it is completely cap-
tured. The analysis consists of shot-boundary detection and shot keyframe
identification and extraction. A shot is a continuous sequence of frames
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ture for composing a video programme. F´ıschla´r identifies shot bound-
aries by first calculating the YUV histogram difference between adja-
cent frames in the video and then applying a dynamic threshold to these
values [15]. A keyframe is a frame (image) chosen judiciously from the
shot in order to best represent the shot’s contents. F´ıschla´r selects the
frame with maximum similarity to the average histogram of the frames
in the shot as the keyframe. A visual overview of the programme is
also generated by selecting a fixed number of keyframes from equally
spaced temporal locations across the video.
The description of each video therefore consists of programme title,
description, associated themes and broadcast information (channel and
timing) supplied by the PTVPlus-ClixSmart system and the closed
captions, shot boundaries, shot keyframes and overview keyframes gen-
erated from an analysis of the recorded broadcast. This description
is stored and retrieved using the MPEG-7 standard for describing
audio-visual material [16]. When the description is completed our text
information retrieval indices are updated to index the text from the
video’s description. This index supports text-based searching of the
captured programme’s closed captions.
After the video is analysed the MPEG-1 video file is stored on a
video streaming server in order to support efficient access to any point
within the video. The storage capacity of the video server is limited to
400 hours and therefore whenever a video is added, space must be made
available by deleting existing content. Currently, the strategy is simply
to delete the oldest recorded content in order to make space available for
new content. The architecture of the web-based system supports the
Figure 3. Web architecture for handing a request and producing HTML output.
separation of application logic and presentation logic (see Figure 3).
Each web request that executes application logic produces its response
at the server side as XML and this XML response is transformed at the
server side into HTML using XSL stylesheets. The stylesheet is chosen
based upon the web request and the client device—either a PC or a
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work are taken from the PC version of the system.
2.3.2. User Interface
In this section we briefly present the user interface for recording pro-
grammes and the interface for browsing, searching and playing from
recorded programmes.
2.3.2.1. User Interface for Recording Programmes
To record programmes, users browse today’s and tomorrow’s televi-
sion schedules organised by recommendations, by themes and by chan-
nels. The recommendations are a union of the programmes the user
has previously indicated they like and the programmes the PTVPlus-
ClixSmart system suggests they may like. When users browse the TV
schedules they can indicate which programmes they like or dislike by
using the thumb icons beside each programme’s description (see Figure
4). The PTVPlus-ClixSmart system uses a five point scale—love, like,
unknown, dislike, and hate—for the user to rate a programme. A pro-
gramme is recorded by simply clicking on its title. When the capture
devices cannot record a programme because it is past transmission time
or too many programmes are simultaneously being captured its title is
greyed out. Currently, each user is limited to recording a maximum of
5 programmes per day.
Figure 4. Interface to select programmes to be recorded on F´ischla´r.
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2.3.2.2. User Interface for Browsing, Searching, and Playing Recorded
Programmes
All programmes captured and analysed by F´ıschla´r are available for
all users to browse, search and play. Programmes can be browsed
by date, by recommendation, by theme and by channel. Users can
also search for programmes using a text query matched against the
programmes’ closed captions. When users select a programme from
a category listing or search results its content is displayed and can
be browsed at two levels—overview and detail view. The overview is
the default presentation view and its purpose is to give the users an
at-a-glance summary of the programme’s content (see Figure 5). The
purpose of the detail view is to allow more detailed shot based browsing
of the content. There are four keyframe browsers in F´ıschla´r—Slide
show, Scrollbar, Timeline and Hierarchical—and these are described in
[17]. Each displays keyframes and closed captions in a different way—
temporally, spatially, segmented spatially, and hierarchically. Clicking
on a keyframe in any of these views starts playback from the start of
the corresponding shot.
Figure 5. Browse a programme’s content, overview level is shown.
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3. Improving Recommender Systems
A central objective in our research is to explore ways of improving the
quality and scope of recommender systems by looking for opportunities
to solve critical problems that exist with current approaches. In this
regard, a central contribution of this article is our description of a novel
recommendation technique that attempts to solve the sparsity problem
associated with collaborative filtering in two distinct stages:
− We use association rule mining methods to discover new similarity
knowledge among user profiles;
− We harness this newly generated information using case-based
approaches in collaborative recommendation.
In this sense our work represents a synthesis of collaborative, content-
based and rule-based recommendation.
3.1. Similarity Knowledge in Collaborative
Recommendation
Figure 6. Extending Matrix Coverage.
In Section 2 we mentioned that conventional collaborative filtering
approaches tend to rely on very limited models of profile similarity
by exploiting simple overlap or correlation metrics during similarity
assessment. In other words, profiles can only be compared to the extent
to which they contain the same profile items. From a CBR perspective,
treating profiles as cases and (rated) profile items as features, this is
equivalent to exploiting an item-item similarity matrix in which all
entries are 0 (zero similarity) except for the diagonal entries, which are
1 (corresponding to a perfect exact match) (see Figure 6(a)).
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Clearly the limited availability of similarity knowledge significantly
reduces the opportunity to detect and exploit the profiles of similar
users. Moreover, the assumption that non-identical items have a sim-
ilarity of zero is clearly flawed. Our key objective in this work is to
seek out ways of supplementing this meagre similarity knowledge with
additional knowledge so that non-exact item matches can be accom-
modated where appropriate. Moreover, we believe that this additional
knowledge can be derived directly from the user profiles by looking for
frequently co-occurring pairs (or even groups) of items. For example,
suppose that 75% of the time users prefer item i they also prefer item
j. This would suggest that i and j are similar, and one could use 0.75
as a proxy for their degree of similarity. Thus, by detecting frequent co-
occurrences in this fashion we may be able to significantly extend the
non-zero entries in the item-item similarity matrix (see Figure 6(b)).
In the following sections we detail how efficient data mining tech-
niques can be used to discover this type of similarity knowledge and
how this knowledge can be usefully exploited to generate high-quality
recommendations. We would also like to emphasize that we are not
stating our method of generating similarity knowledge is the only ap-
proach to finding such information; we could also have used Singular
Value Decomposition (??), Latent Semantic Indexing (??) and Princi-
pal Component Analysis (??) techniques for this task; we are merely
forwarding a data mining approach to demonstrate the feasibility of
our new recommendation strategy.
3.2. Mining Similarity Knowledge
The Apriori algorithm [21] is a well-known data mining technique that
can be used to efficiently discover similarity knowledge from profile
cases by discovering frequently occurring associations between profile
items (TV programmes), and by associating confidence scores with
these associations. These association rules indicate which non-identical
items can be considered to be similar, and their associated confidences
can be used as a proxy for the level of similarity. In turn, these direct
rules can be chained together to learn additional associations and sim-
ilarities in order to further elaborate the item-item similarity matrix.
3.2.1. Association Rule Mining
Association rules are of the form A ⇒ B, where A and B are sets
of items (television programmes). In data mining terms, whenever a
transaction (case) T contains a certain itemset (set of programmes) A,
then the transaction probably contains another itemset B.
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The probability that a given rule holds, rule confidence, is the per-
centage of transactions containing B given that A occurs:
P (B ⊆ T |A ⊆ T ) (1)
The support of an itemset A is defined as the fraction of transactions
supporting A with respect to the entire database. The support of a rule
A⇒ B, then, is the probability that both itemsets occur together in a
transaction:
support(A⇒ B) = P ((A ∪B) ⊆ T ) (2)
The measure of rule confidence is related to support, and can be com-
puted as follows:
confidence(A⇒ B) = support(A ∪B)
support(A)
(3)
When mining association rules, the confidence and support values are
used to constrain exponentially large candidate rule sets by setting
thresholds.
The Apriori algorithm is designed to efficiently process a database
of transactions to discover well-supported association rules. In brief it
operates by finding the set of frequently occurring items and developing
patterns between these.
3.3. Direct Item-Item Similarities
By treating PTVPlus user profiles as transactions and the rated pro-
grammes therein as itemsets, the Apriori algorithm can be used to
derive a set of programme-programme association rules and confidence
values (see Table I). The confidence values are taken as similarity scores
and used to fill in the corresponding entry in the item-item similarity
matrix, as shown in Table II.
Table I. Sample association rules.
Rule Support Confidence
Friends ⇒ Frasier 12% 25%
Friends ⇒ ER 14% 37%
Frasier ⇒ ER 10% 22%
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Table II. A simple item-item similar-
ity matrix.
Friends Frasier ER
Friends 1 .25 .37
Frasier - 1 .22
ER - - 1
3.4. Indirect Item-Item Similarities
The method described in Section 3.3 discovers direct similarity knowl-
edge, and while it has the capacity to significantly extend the coverage
of the item-item similarity matrix, in all likelihood many similarity
entries will still remain zero. Two extensions to the above approach sug-
gest themselves as a means of further extending similarity knowledge
coverage.
One possibility is to exploit similarity symmetries that might exist
to potentially double the number of item-item similarities. In other
words, learning an association A ⇒ B may indicate that the inverse
association could also hold, that B ⇒ A—the question remains as to
how to calculate the confidence associated with this inverse associa-
tion. Early experiments, however, showed that the confidence levels
necessary to provide good symmetric correlation incurred a high cost
in terms of programme similarity matrix coverage [1]. Thus we have
chosen to ignore this aspect at present, noting it instead for future
work.
Alternatively, association rules may be chained to learn indirect
similarities. For example, discovering rules A ⇒ B and B ⇒ C may
indicate that A and C are also related. We explore this strategy here
along with different methods for combining the confidence of individual
rules in the chain to derive a confidence value for the new indirect asso-
ciation (e.g., computing the maximum, minimum or mean confidences
along the chain).
Building and using this type of item-item similarity knowledge to
address the sparsity problem is similar in spirit to item-based collab-
orative techniques [22]. The item-based collaborative approach uses
rating overlaps to build item-item similarities, and suggested items are
retrieved in direct comparison to the elements that comprise a user
profile. Item-based techniques recommend items using direct compari-
son to items in the test profile; this reminds us of the diversity problem
faced by content-based methods. We expect to investigate comparisons
with item-based techniques in future work.
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4. Similarity Based Recommendation
The availability of item-item similarity knowledge facilitates a new type
of similarity-based recommendation strategy that combines elements
from case-based and collaborative techniques. It allows the use of more
sophisticated CBR-like similarity metrics on ratings-based profile data,
which in turn makes it possible to leverage indirect similarities between
profile cases, and so generates improved recommendation lists. This
new recommendation strategy consists of two basic steps:
1. The target profile, t is compared to each profile case, c²C, to select
the k most similar cases.
2. The items contained within these selected cases (but absent in the
target profile) are ranked according to their relevance to the target,
and the r most similar items are returned as recommendations.
4.1. Profile Comparison
The profile similarity metric is presented in Equation 4 as the weighted-
sum of the similarities between the items in the target and source profile
cases. In the situation where there is a direct correspondence between
an item in the source, ci, and the target, t′j , then maximal similarity
is assumed (Equation 5). However, the nature of ratings-based profile
cases is such that these direct correspondences are rare and in such
situations the similarity value of the source profile item is computed as
the mean similarity between this item and the n most similar items in
the target profile case (t′1...t′n) (Equation 6).
PSim(t, c, n) =
∑
ci²c
ISim(t, ci, n) (4)
ISim(t, ci, n) = 1 if ∃ tj ² t : tj = ci (5)
=
∑
j=1..n sim(tj , ci)
n
(6)
Notice, that if n = 1 and there is a perfect one-to-one correspondence
between the target and source profile cases, then this profile similarity
metric is equivalent to the traditional weighted-sum similarity metric
in CBR. Future work will look ar alternatives to Equation 6 in order to
find the best possible method for calculating the similarity between an
item and a profile; on of the more logical steps is to take the maximal
item-item similarity rather than the mean. Figure 7 demonstrates how
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Figure 7. Profile/Item Matching Example.
the above equations work on given profiles with the solid arc showing
item overlap and dotted arc representing knowledge gained through
association rules.
4.2. Recommendation Ranking
Once the k most similar profile cases Cˆ to the target have been iden-
tified, a set of ranked item recommendations is produced. There are
three factors to consider when ranking these recommendations. First,
we want to give priority to those items that have a high similarity to the
target profile case. Second, items that occur in many of the retrieved
profile cases should be preferred to those that occur in few profile cases.
Finally, items recommended by profiles similar to the target should be
preferred to items recommended by less similar profiles. Accordingly
we compute the relevance of an item, ci, from a retrieved profile case,
c, with respect to the target profile, t, as shown in Equation 7; where
C ′ ⊆ Cˆ is the set of retrieved profile cases that contain ci.
Rel(ci, t, Cˆ) = ISim(ci, t, k) · |C
′|
|Cˆ| ·
∑
c²C′
PSim(c, t) (7)
In order to test our recommendation ranking function against pure CF
methods, we also implement a CF-adapted version of our recommen-
dation ranking method(CFRR). For each unique item in our list of
recommended profiles ci, where C ′ ⊆ C is the set of retrieved profiles
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that contain ci, and a target t:
Rel(ci, t) =
|C ′|
|C| ·
∑
c²C′
CFSim(c, t) (8)
where CFSim(c, t) is the standard collaborative filtering similarity
found by calculating the percentage of overlapping programmes be-
tween profiles c and t.
5. Experimental Results
So far in this paper we have focused on addressing the sparsity problem
that limits the ability of collaborative filtering recommender systems
to recognise vital profile similarities unless there is a direct overlap be-
tween their rated items. Our solution has two parts. First, association-
rule mining techniques are used to discover item-item similarity knowl-
edge from ratings-based user profiles of the sort normally found in
collaborative filtering recommender systems. Second, a similarity-based
recommendation strategy takes advantage of this new similarity knowl-
edge to measure the similarity of user profiles even when there is no
direct profile overlap.
Of course the success of this new approach depends critically on its
ability to generate accurate recommendations and so in this section we
fully evaluate its recommendation quality characteristics across a range
of data-sets from the DTV domain. In addition the availability of profile
data from the DTV domain, which combines explicit and implicit user
ratings, provides an interesting opportunity to evaluate the relative
utility of explicit and implicit ratings with respect to recommendation
quality.
Finally the data-sets used in this evaluation have different density
characteristics and this makes it possible to gain some concrete insight
into the precise impact of the sparsity problem on recommendation
performance. We will reflect on this issue at the end of this evaluation
section when we examine the relationship between recommendation
quality and data-set density in detail.
5.1. Experimental Setup
The present evaluation uses a range of different profile data-sets from
the DTV domain to test the recommendation quality of a number of
different recommendation algorithms including standard collaborative
filtering and a number of variations of our association-rule mining
strategy.
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5.1.1. Test Data
The PTVPlus and F´ıschla´r systems are used to provide a range of
different profile data-sets collected from real user interactions with both
systems over the past two years: PTVPlus has been fully deployed
and freely accessible since 1999 while F´ıschla´r is available to staff and
student at the Dublin City University campus since 2000. The user
profiles available from both systems are made up of explicit programme
ratings as described in Section 2; although it is worth noting that for the
purpose of this evaluation only positive ratings used in the PTVPlus
and F´ıschla´r profiles. However, F´ıschla´r has the added advantage of
implicit profiles because the recording, playback and browsing action
of F´ıschla´r users are tracked and can be translated directly into simple
implicit ratings. As a result the following individual profile data-sets
are used:
− PTVPlus: 622 profiles containing explicit programme ratings from
PTVPlus users.
− F´ıschla´r: 650 F´ıschla´r profiles containing explicit programme rat-
ings equivalent to those found in the PTVPlus data.
− Record: 650 F´ıschla´r profiles containing only those programmes
that a user has selected for recording.
− Browse: 650 F´ıschla´r profiles containing only those programmes
that a user has browsed.
− Play: 650 F´ıschla´r profiles containing programmes that the user
has played back.
− Combined: 650 F´ıschla´r profiles made up of programmes that the
user has recorded, browsed or played.
It is worth pointing out that the above profile data-sets are random
samples of profiles from the PTVPlus and F´ıschla´r user populations.
Also, for the purpose of this paper a very simple approach was taken
when translating F´ıschla´r record, playback and browse behaviours into
implicit ratings. For example, each Play profile contains all programmes
selected for playback by an particular user even though some of these
playback actions may be unreliable preference indicators. For instance,
a more reliable alternative may be to impose a minimum playback
time before a programme is considered relevant to a user to eliminate
spurious playbacks; this is left for future work.
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5.1.2. Test Algorithms
We are interested in evaluating two basic recommendation strategies.
Two basic collaborative filtering algorithms are used as benchmarks
against which to evaluated the success of our family of similarity-
based recommendation methods. In addition we include a number of
variations of our similarity-based methods. These include one variation
that relies on direct association rules only as the basis for similarity
knowledge, plus a number of variations that seek to exploit indirect
similarity knowledge based on rule chaining, each differing in the way
that the individual rule confidences are combined during chaining. In
summary, the following test algorithms are evaluated:
− CF: A basic collaborative filtering algorithm.
− CFRR: CF extended to including the ranking technique described
in Section 4.2.
− DR: The so-called direct approach to similarity-based recommen-
dation in which only those association rules discovered by Apriori
are used for similarity knowledge (see Section 3.3).
− Indirect: A range of so-called indirect approaches to similarity
recommendation that utilise additional similarity knowledge by
chaining the mined association rules.Max, Min, Add, Mult, Av
variations are implemented depending on how the final similarity
value is computed from a the confidence values of a set of chained
rules. For example, Max simply takes the maximum of the chained
confidence values, while Av takes an average (mean) and Mult
computes the product.
5.1.3. Methodology & Metrics
Before describing our basic evaluation methodology and metrics it is
worth highlighting an important issue that arises out of the use of
Apriori as our rule generation technique. The Aprioir algorithm is not
without its parameters and it requires confidence and support thresh-
olds to be set in order to constrain the rule generation. A complete
discussion of this issue is beyond the scope of this work but the inter-
ested reader is referred to [1] for a detailed treatment. Suffice it to say
that the tuning policy described in this previous work was used to pick
a confidence threshold of 10% for all data-sets and a support threshold
of 5% for the explicit data-sets and 10% for the implicit data-sets.
In order to evaluate recommendation quality we need some way to
judge whether the recommendations made by a particular algorithm
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are relevant to a target user. Ideally, of course, we would like to avail of
the services of the 600+ users that make up the PTVPlus and F´ıschla´r
profiles, but unfortunately, for practical reasons this was not possible.
Instead we adopted a standard evaluation methodology in which each
profile is divided equally into a training profile, containing a random
50% of the ratings, and a test profile, containing the remaining 50% of
the ratings. The training profiles are used as the basis for collaborative
and similarity-based recommendation using the various test algorithms.
In other words only the ratings in the training profiles are used as
the basis for profile comparisons prior to recommendation and only
the training profiles are mined to discovery similarity knowledge for
similarity-based recommendation.
In our experiments we generated fixed-size recommendations sets
of 50 items and once a set of recommendations is generated for a
specific user with a given recommendation algorithm, their accuracy is
evaluated with reference to the ratings contained in the test profile for
that user; that is, those recommendations that we know to be relevant.
In this evaluation our primary accuracy metric measures the percentage
of test profile items that are present in a user’s recommended set; this
is equivalent to the standard recall metric used in information retrieval.
So, for example, if all of the items in a user’s test profile are contained
within her recommended set that a maximum recall of 1 is achieved.
Recall: The proportion of items in the user’s test profile that are
recommended, averaged over all users.
In general recall is a strong measure of recommendation accuracy
and it should be noted that in our evaluation it serves as a lower-bound
on real recommendation accuracy. This is because the only way that
we can judge a recommendation to be relevant is if it exists in the
user’s test profile, which of course represents only a limited subset of
those recommendations that are truly relevant to the user. Many of the
recommendations made may well be relevant to a user, but go unnoticed
simply because at the time the profiles were harvested the user had not
yet rated, recorded, played, or browsed these relevant programmes.
With this in mind we also introduce a weaker notion of recommenda-
tion accuracy, which we call hit rate. The basic idea is that we would like
a given set of recommendations to contain at least one recommendation
from the user’s test profile. A maximum hit rate of 1 indicates that a
given algorithm always makes at least one relevant recommendation
(that is, present within the user’s test profile) per recommendation
session.
Hit Rate: The proportion of users for which at least one item from
the user’s test profile is recommended.
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5.2. Recommendation Quality
In the following experiments we measure the recall and hit rate statis-
tics across all profile data-sets and test algorithms. In addition, we
distinguish between two types of quality experiment depending on
whether the training profiles and the test profiles are taken from the
same original profile. For example, in the intra-dataset experiment the
training profiles and the test profiles come from the same dataset;
that is, if the recommender is contains training profiles from the Play
dataset then its recommendations are evaluated with respect to the
corresponding test profiles in the Play dataset. In contrast, in the
inter-dataset experiment a recommender that contains training profiles
from the Play dataset might be evaluated with respect to test profiles
from another dataset. By distinguishing between these two types of
quality experiment serves a number of puroposes. For example, as we
shall see, by comparing their respective results it is possible to evaluate
the degree to which explicit ratings are useful predictors of real user
behaviours such as recording and playback.
5.2.1. Intra-Dataset Quality
Figures 8, 9, 10, 11, 12 and 13 present the recall and hit rate scores for
the various recommendation algorithms across the six datasets. For
example, the recall results for the PTVPlus dataset (see Figure 8)
indicates that the DR algorithm, which exploits similarity knowledge
derived directly from the Apriori association rules, achieves a recall of
20%. In other words, on average, 20% of test profile items are present
in the recommendations made by DR. In fact DR outperforms all of
the algorithm variations that exploit indirect rules generated by rule-
chaining. These indirect alogorithms achieve a maximum recall of 18%.
In turn the basic collaborative filtering algorithms, CFRR and CF, that
do not avail of the mined similarity knowledge, achieve significantly
lower recall levels of just over 10% and 8%, respectively. A similar
ordering of algorithms is found for their hit rate values for the PTVPlus
dataset.
These results highlight the usefulness of the mined similarity knowl-
edge during recommendation; in the PTVPlus dataset the DR recall
value, with its direct similarity knowledge, are 2.5 times greater than
the standard CF recall results. However, the indeirect recall and hit rate
values are less than those for DR. This suggests that the additional
similarity knowledge available to the indirect algorithms is of lower
quality that the knowledge available to DR.
The remaining datasets follow a similar trend to that found for
PTVPlus, with direct methods outperforming indirect, and indirect
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Figure 8. PTVPlus recommendation accuracy.
outperforming standard collaborative filtering (Figures 9, 10, 11, 12
and 13). This trend is also summarised in Figures 14 and 15 as graphs
Figure 9. F´ischla´r recommendation accuracy.
of recall and hit rate versus datasets for each type of recommendation
technique; note that instead of graphing the individual recall and hit
rate values for each indirect technique we simply take the average recall
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Figure 10. Play behaviour recommendation accuracy.
Figure 11. Record behaviour recommendation accuracy.
and hit rate value overall indirect methods. From these summaries the
dominance of DR over indirect over CF techniques should be clear -
there is a clear and consistent separation between the DR and indirect
recall (or hit rate) values and the CF recall (or hit rate) values. Overall
these summary results indicate that there is considerable added-value
to be derived from the newly generated similarity knowledge when
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Figure 12. Browse behaviour recommendation accuracy.
Figure 13. Combined behaviours recommendation accuracy.
it comes to recommendation quality. On average, across all datasets,
the the DR recall value is 3.4 times that of the CF recall value, and
the DR hit rate value is 1.6 times the CF hit rate value. Of course,
the fact that the direct similarity knowledge outperforms the indirect
knowledge perhaps should not be so surprising. It indicates that the
chaining procedure has a tendency to produce lower-quality similarity
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Figure 14. A summary of recall values for each technique across all datasets.
Figure 15. A summary of hit rate values for each technique across all datasets.
knowledge—this is to be expected given the nature of the chaining and
confidence combination process.
5.2.2. Inter-Dataset Quality
In the previous section we tested and evaluated recommendation qual-
ity by drawing training and test profiles from the same dataset. Be-
umuai-sub-reviewing-BS-eval-update.tex; 27/02/2003; 8:35; p.25
26
cause of the relationship that exists between the five F´ıschla´r datasets
(F´ıschla´r, Play, Record, Browse, Combined) it is also possible, and
informative, to examine the impact of using various combinations of
explicit and implicit (behavioural) profiles during the training and
testing parts of the evaluation.
For example, previously, Figure 9 presented the accuracy results
when using explicit F´ıschla´r profiles as the basis for recommendation
and also as the basis for testing. In Figure 16, the recall results are
displayed for recommender systems that are training using the explicit
F´ıschla´r profiles, but testing using the implicit (behavioural) profiles.
The results are interesting. They show, for example, that even though
the recommender is generating recommendations from explicit, ratings-
based profiles recall is greater when the test profiles are from an implicit
dataset. For example, we see that the recall of DR, using F´ıschla´r
training profiles, but tested with respect to F´ıschla´r Play profiles, is
about 26%. Compare this to a 15% recall value when the test profiles
are explicit ratings-based profiles (see Figure 9). The same result is
found across all of the behavioural profiles, indicating that, in general,
explicit ratings-based profiles are just as capable of predicting real be-
haviours (recording, playback and browsing) as they are at predicting
future ratings. Of course it is this prediction of real behaviours that is
ultimately the most important consideration in a system like F´ıschla´r;
after all, it is more important for F´ıschla´r to recommend programmes
that a user will ultimately record, play or browse than programmes
they will simply rate positively.
When we compare the recall results in Figure 16 to corresponding
recall results in Figures 10, 11, 12, 13, we find only marginal differences.
For example, as mentioned above the recall of DR, using explicit train-
ing profiles, but tested with Play profiles, is 26%. In Figure 10 we see
that the same DR technique achieves a precision value of 30% when it
uses Play profiles for training and testing. In other words, the explicit
ratings-based profiles are almost as good predictors of real behaviour
as the behavioural profiles themselves.
6. Discussion
The techniques developed in this article and their application in the
Digital TV space have highlighted a number of important issues, not
just for personalized EPGs but for recommender systems in general.
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Figure 16. Comparison of recall results for recommenders trained on explicit,
ratings-based F´ischla´r profiles, but tested on implicit, behavioural profiles.
6.1. Explicit vs Implicit Feedback - Ratings vs Behaviour
Perhaps one of the most important observations to note from the
recommendation quality results concerns the recall and hit rate char-
acteristics of the implicit (behavioural) F´ıschla´r profiles compared to
the recall and hit rate characteristics of the explicit F´ıschla´r profiles.
Specifically, recall and hit rate are better for implicit profiles than for
explicit profiles. In other words, in F´ıschla´r at least, genuine user be-
haviours such as playing or recording a programme appear to be more
accurate indicators of what programmes a user will tend to record or
play back in the future. Thus there is less pressure for F´ıschla´r (and
other similar systems) to incorporate an explicit feedback mechanism
in order to profile user preferences. Instead, tracking the right sort
of natural behaviours (record, play, browse) provides a more accurate
profile representation.
This result is analogous to related work on the implicit profiling
of Web users in more traditional Web applications [??6, 23]. For ex-
ample, work in [23] investigates the use of implicit behavioural data
such as read-time and click-data as a basis for profiling. The current
results are particularly significant given the degree of success found
with the implicit profiles as analogous results from the Web space
are generally less compelling [??6, 23]. So although there is growing
evidence that in certain applications the availability implicit ratings
may obviate the need to collect explicit user ratings, due care should
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be taken before choosing to ignore explicit ratings. Just because it is
possible to translate some natural user behaviour, such as a mouse
click or a page view, into a rating does not mean that this rating
will serve as a reliable interest indicator. Some behaviours are likley
to carry more meaning than others and as such are likley to be more
reliable indicators of interest. This is particularly true of the type of
behaviours used in F´ıschla´r - recording and playback behaviours, are
likely to be far more indicative of a user’s interest in a TV programme
than simple click might be of a user’s interest in say a news article. It
would be perhaps more accurate to compare these record and playback
behaviours to behaviours in the online world such as the purchase of
a product, a much stronger indicator of interest than a simple request
for information.
6.2. Density vs Quality
At the beginning of this paper we explained that how one of our primary
motivations in this work is to look for ways to overcome the sparsity
problems associated with typical profile spaces. Any set of ratings-
based profiles can be translated into a ratings matrix, with each row
corresponding to an individual profile, each column corresponding to an
individual item, so that user ratings are represented as values with the
appropriate cells in this matrix. The sparsity problem occurs because
most of the cells in a typical ratings matrix are empty - most users
have rated very few items and most items are rated by very few users.
[22] suggest measuring the density of such a matrix for a particular
dataset as shown in Equation 9; where the number of total entries is
calculated by multiplying the number of users by the number of items
that have been rated at least once and the number of nonzero entries
is the total number of ratings overall in the dataset. Now we can rank-
order different datasets according to the degree to which they suffer
from the sparsity problem. For example, Table III shows the density
values for the different datasets used in this work. Density values rel-
ative to the least dense dataset, the F´ıschla´r dataset, are also shown;
for example, the PTVPlus dataset has a density of 0.00575, indictating
that only about 5 out of 1000 cells in the ratings matrix are filled in;
moreover, the PTVPlus dataset is 60% more dense than the F´ıschla´r
dataset.
Density(Dataset) =
Number of nonzero entries
Number of total entries
(9)
There is one final observation worth making about the results so
far: there appears to be a strong correlation between the success of
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Table III. Dataset Density.
Dataset Density Relative Density
F´ischla´r 0.00358 -
PTVPlus 0.00575 60%
Record 0.00809 126%
Play 0.00843 135%
Combined 0.01182 230%
Browse 0.01191 233%
our new similarity-based techniques (relative to the standard collab-
orative technique) and the density of the ratings matrix in a given
dataset. For example, in Section 5.2.1 the most pronounced increases
in DR recall (relative to CF) is achieved in the F´ıschla´r dataset, which
happens to be the least dense dataset. Conversely, the lowest relative
increase in recall for DR, compared to CF, is noted in the Browse
and Combined datasets, which happen to have the highest density of
profile entries. This can be seen more clearly in Figure 17, which graphs
Figure 17. Dataset Density vs Precision Uplift.
dataset density against the increase in DR recall relative to CF recall
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for the F´ıschla´r explicit and implicit datasets. For example, DR recall
is more than 7 times CF recall in the explicit F´ıschla´r dataset, with
its density of 0.00358. A similar graph can be obtained for the indirect
recommendation techniques, and also for the hit rate metric. Moreover,
all of these graphs indicate a strong correlation between dataset density
and the increase in recommendation quality (recall or hit rate) for our
new similarity-based techniques relative to the standard CF method.
For example, the correlation between the DR increase for the dataset
density is -0.98.
This suggests that datasets with high degrees of sparsity (low den-
sity) are likely to offer the greatest opportunity for improvements on
collaborative recommendation by exploiting our similarity-based tech-
niques. Clearly, this particular result is of key importance for recom-
mender systems in general if the relationship holds outside of the TV
domain. Of course there is nothing special about the TV related profile
datasets used here that would lead us to suspect that this density
relationship would not hold in other domains. In fact, in recent work
we have demonstrated a similar relationship for movie recommenders
([1]).
7. Conclusions
The Digital TV domain is fertile ground for recommender systems
research. Digital TV subscribers are faced with an important infor-
mation overload problem, selecting programming content from a sea of
possibilities. Moreover, if this problem is not relieved then subscribers
are unlikely to benefit fully from the Digital TV revolution, ultimately
limiting the uptake and growth of Digital TV services. This genuine
business need serves as a strong motivator for the development of
personalization solutions that attempt to respond better to the per-
sonal preferences of individual users and recommender systems are an
important component of these solutions.
In this article we have made a number of important contributions.
First, we have presented a novel solution to the sparsity problem that
plagues many collaborative recommendation methods. This solution
uses data mining techniques to discover similarity knowledge from col-
laborative filtering user profiles and uses CBR related methods to
exploit this new knowledge during the recommendation process. Sec-
ond, we have evaluated the effectiveness of this solution in the Digi-
tal TV domain in the context of two commercial systems, PTVPlus
and F´ıschla´r. We have demonstrated significant recommendation qual-
ity improvements over standard collaborative techniques and shown
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how these improvements are particularly significant in sparse datasets.
Third, we have compared the use of explicit (ratings-based) and im-
plicit (behavioural) profiles during the recommendation process using
data collected from F´ıschla´r. These results indicate that, in F´ıschla´r at
least, behavioural information such as a user selecting to record a TV
programme or playback an already recorded programme is an accurate
predictor of the TV preferences of the user, and of future record and
playback actions.
As part of our ongoing research agenda we plan to continue to
develop and evaluate our recommendation approach in a variety of
datasets within, and outside of, the TV domain. We also plan to com-
pare our approaches to other alternatives such as the item-based col-
laborative technique of [22].
Finally, in the near future we plan to integrate our recommenda-
tion techniques with the F´ıschla´r News system, a specialist version of
F´ıschla´r designed around news video content. The aim is to develop
a personalized news service that compiles a video-based personalized
news magazine for individual users based on their recent news history.
This system will combine a range of techniques including recommender
systems, information filtering, video analysis and topic tracking in order
to finely tune the selection of relevant news content for the individual
user.
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