Abstract. We show the existence of a family of frames of L 2 pRq which depend on a parameter α P r0, 1s. If α " 0, we recover the usual Gabor frame, if α " 1 we obtain a frame system which is closely related to the so called DOST basis, first introduced in [30] and then analyzed in [4] . If α P p0, 1q, the frame system is associated to a so called α-partitioning of the frequency domain. Restricting to the case α " 1, we provide a truly n-dimensional version of the DOST basis and an associated frame of L 2 pR d q.
Introduction
One of the most intriguing problems of modern Time-Frequency analysis is the construction of new efficient methods to represent signals, which can be one dimensional or, more often, multidimensional, such as digital images. The increasing amount of data and their complexity forces to develop optimized techniques that address the representation in a fast and efficient way.
The starting point of this paper is the definition of the S-transform, first introduced by R. G. Stockwell et al. in [31] as pS f qpb, ξq " p2πq´1 dt.
The main novelty of the S-transform is the frequency depending window. The leading idea is the heuristic fact that, in order to detect high frequencies, it is enough to consider a shorter time. Therefore, the width of the Gaussian is not fixed but depends on the frequency, shirking as far as the frequency increases. The S-transform was introduced to improve the analysis of seismic imaging, and it is now considered an important tool in geophysics, see [1] . In [21] , the connection between the phase of S-transform and the instantaneous frequency -useful in several applications -has been studied. See [5, 6, 13, 18, 22, 24, 26, 36] for some applications of the S-transform to signal processing in general.
From the mathematical point of view, M. W. Wong and H. Zhu in [35] introduced a generalized version of the S-transform as follows pS ϕ f q pb, ξq "
πi tξ f ptq |ξ| ϕ pξ pt´bqq dt, b, ξ P R, where ϕ is a general window function in L 2 pRq. The S-transform has a strong similarity with the STFT, actually it is also possible to show a deep link with the wavelet transform, see [17, 32] . In fact, the S-transform can be seen as an hybrid between the STFT and the wavelet transform. Representation Theory provides a very deep connection among S-transform, STFT and wavelet transform, as they all relate to the representation of the so-called affine Weyl-Heisenberg group, studied in [23] . This connection has been highlighted in the multi-dimensional case by L. Riba in [28] , see also [29] . The affine Weyl-Heisenberg group is also the key to represent the α-modulation groups, [7] .
Our analysis focuses on the DOST (Discrete Orthonormal Stockwell Transform), a discretization of the S-Transform, first introduced by R. G. Stockwell in [30] . In [4] , the DOST transform has been studied from a mathematical point of view. It is shown that the DOST is essentially the decomposition of a periodic signal f P L 2 pr0, 1sq in a suitable orthonormal basis defined as , with the convention that D 0 ptq " 1, see Section 3 for the precise description of the basis functions. The DOST basis has a non stationary time-frequency localization, roughly speaking the time localization increases as the frequency increases, while the frequency localization decreases as the frequency increases. Therefore, the basis decomposition of a periodic signal is able to localize high frequencies, for example spikes. The time-frequency localization properties of the DOST basis imply that the coefficients f p,τ " pf, D p,τ q L 2 pr0,1sq , represent the time-frequency content of the signal f in a certain time-frequency box, which is related to a dyadic decomposition in the frequency domain. Moreover, this decomposition can be seen as a sampling of a generalized S-transform with a particular analyzing window which is essentially a box car window in the frequency domain. The DOST transform gained interest in the applied world after the FFT-fast algorithm discovered by Y. Wang ang J. Orchard, see [33, 34] for the original algorithm and [4] for a slightly different approach which shows that the fast algorithm is essentially a clever application of Plancharel Theorem.
The orthogonality property is clearly very useful for several applications, nevertheless it is well known that, in order to describe signals, a certain amount of redundancy can be very effective. Therefore, it is a natural task to look for frames associated to the DOST basis.
We follow the idea of the construction of Gabor frames:
If g is a suitable window function, for example a Gaussian, and αβ ă 1 then Gpg, α, βq is a frame, see for example [20] . It is possible to consider the Gabor frame as the frame associated to the standard Fourier basis, which is formed by all modulations with integer frequency, extended by periodicity and then localized using the translation of the analyzing window function g. Inspired by this approach, we consider the system of functions
For simplicity, here we have not introduced a frequency parameter. The idea of the system in (1.3) is to consider the DOST basis D p,0 and then localize it with a window function g. The main difference from the standard Gabor system is that the translation parameter k ν βppq is not uniform, but depends on the frequency parameter p. Therefore, (1.3) can be considered as a non stationary Gabor frame, using the terminology introduced in [2] . Inspired by the theory of α-modulation frames, see [14] , [15] , [16] , [19] ; in Section 3 we introduce a family of bases of L 2 pr0, 1sq depending on a parameter α P r0, 1s. If α " 0 we recover the standard Fourier basis, if α " 1 the DOST basis; when α P p0, 1q we show that the basis is associated to a suitable α-partitioning of the frequency domain in the sense of [16] .
In Section 4, we prove the main result, see Theorem 4.13; we show that for each α P r0, 1s the localization procedure explained above produces frames of L 2 pRq, provided the time and frequency parameter are small enough. The main tool is a non stationary version of the Walnut representation, see Subsection 4.2.
In Section 5, we analyze the higher dimensional case. Restricting to α " 1, we consider a multidimensional partitioning of the frequency domain and the associated frames. This construction is different to the usual extension of the DOST to higher dimensions. In [33, 34] , the DOST applied to two dimensional signals (digital images) was essentially the one dimensional DOST applied in the vertical and then in the horizontal direction, therefore it was not a truly bi-dimensional version of the transform.
Notations
In the paper we use the following normalization of the Fourier Transform Fpf qpωq "f pωq "
In the multidimensional case, we do not write explicitly the inner product in R d , we leave the same notation of the one dimensional case.
and
We denote SpR d q the Schwartz space.
Let α P r0, 1s, we define a partition of N associated to the parameter α. We use an iterative approach. Let p be a non negative integer. For each α, we define
where txu is the integer part of x. Then, set I α;p " ri α;p , s α;p q X N pth interval of the partition of N, β α ppq " |I α;p | " |s α;p´iα;p | width of the interval I p .
We then set for all p P N B α p,τ ptq "
See Figure 1 for a plot of real and imaginary part of such basis with different values of α and p.
. . , β α p´pq´1. Notice that if α " 0 then β 0 ppq " 1, for all p, therefore τ is always zero, hence
That is Ť p B 0 p,0 is the ordinary Fourier basis of L 2 pr0, 1sq.
If α " 1, then i 1;0 " 0, s 1;0 " 1 and then i 1;p " 2 p´1 , s 1;p " 2 p , β 1 ppq " 2 p´1 for p ě 1. Therefore Figure 1 . Elements of the DOST bases. Notice that α " 0 is the classical Fourier basis which has no localization in time. As α or p increases we gain time localization. The black line and the dotted-red one represents the real and imaginary part respectively.
while
That is Ť p,τ B 1 p,τ is the so called DOST basis, see [4] , [30] . For now on, we restrict to positive integers, all the results hold true also for negative integers via simple arguments.
Clearly the above partitioning can be considered on R instead of Z. Let us consider the partitioning of the real line. Notice that for α " 0, trivially If α P p0, 1s then β α ppq " ti α α;p u and for η P I α;p " ri α;p , i α;p`t i α α;p uq we have, for |p| large enough,
Using Fornasier's notation, see [16] , we can write
That is the above partitioning is an α-covering.
Remark 3.1. Notice that the α-partitioning introduced above is well defined for all α P r0, 1s. The case α " 1 is not defined as a limit case, as in the usual analysis of α-modulation spaces, see [14, 16] . The key point is that we use an iterative scheme, instead of a definition involving the function p α 1´α . In this way, we can get rid of the singularity which arises at α " 1. At α " 1 the growth of βppq with respect to p is exponential while for α P r0, 1q is polynomial, see Figure 2 . Using the iterative definition of βppq this fact causes no problems. 
form an orthonormal basis of L 2 pr0, 1sq.
Proof. Notice that for α " 0 and α " 1 the Theorem holds true in view of well known properties of Fourier basis and of results proven in [4] . The proof follows closely the argument in [4] . . Therefore, to prove that the functions B α p,τ are a basis of L 2 pr0, 1sq it is sufficient to check that
Let us consider the projection of (3.3) into the Fourier basis. We obtain the system of equation
We can rewrite the above equation as a linear system 
The square matrix in (3.5) is a Vandermonde matrix. Since the entries`e´2
are all distinct the determinant of the matrix is zero and therefore the system in (3.5) has only the null solution, that is in (3.4) and (3.3), α τ mus vanish for all τ " 0, . . . , β α ppq´1.
Localization properties of the functions B
α p,τ . Now, we investigate the time-frequency localization properties of the functions B α p,τ . They clearly have compact support in the frequency domain and the support is precisely I α;p . Therefore, they cannot have compact support in the time domain. Nevertheless, it is possible to determine localization properties in the spirit of Donoho-Stark Theorem, [10] . Property 3.3. For each α P r0, 1s and p, τ , the following inequality holds
that is the L 2 -norm is concentrated in the interval " τ β α ppq´1 2β α ppq , τ β α ppq`1 2β α ppq  if τ " 0, the interval must be considered as an interval in the circle:
Proof. The proof is based on Taylor expansion and Gauss summation formula. In [4] the Property is proven for the case α " 1, actually the same proof works also for general α P r0, 1s.
4. DOST-wave packet frame, dimension d " 1.
In order to give a more flexible structure to the DOST basis, we generalize it to a redundant and non-orthogonal system and show that this leads to a L 2 -frame. First, we address the 1-dimensional case in full generality taking into account the phase-space tiling dependent from the parameter α defined in the first part of the paper.
Frame definition.
The idea is to extend by periodicity the DOST basis and then localize them using a suitable window function.
where I α;p is defined in Section 3. Then, we define the α-DOST system
see Figure 3 for the plot of the frame elements. We did not plot the case α " 0 which is the standard Gabor frame element.
Remark 4.2.
Notice that the Fourier transform of (4.1) simplifies into
This kind of system of functions has affinities with the well known family of Non-Stationary Gabor frame, see [3, 11, 12] . The function
pω´ηq mimic a bell function of the set I α;p as shown in Figure 4 .
Remark 4.3. Sometimes, when we want to highlight the dependence of the element ϕ α p,k pxq on the frame parameters, we use the notation ϕ α;µ,ν p,k . Remark 4.4. As we pointed out is Section 3, when α " 0 the DOST basis reduces to the Fourier one. As one may expect, when we analyze the same case for the α-DOST system above, we end up with a Gabor frame. Precisely:
Indeed, recalling that β α ppq " 1 when α " 0, i α;p " p we thus obtain
We investigate the condition under which the family D α pµ, ν, ϕq is a frame of L 2 pRq.
4.2.
Walnut-like Formula. We retrieve a Walnut-like formula for our DOST system in the spirit of Gabor analysis. This representation is a very useful tool to prove the frame property. Moreover, when α " 0, we recover the Walnut representation for Gabor frames. Lemma 4.5. Suppose that for some ε ą 0 and C ą 0 we have |ϕpxq| ď Cp1`|x|q´d´ε and |φpωq| ď Cp1`|ω|q´d´ε. Then
for γ ą 0, where d is the dimension of the base space.
We can state the main result of this section.
c pRq, and Figure 3 . Plot of the elements of the α-DOST frame in time, with a Gaussian function as a window and µ " 1{2. As we did for the bases, we observe that the localization increases when α or p grows. The black line and the dotted-red one represents the real and imaginary part respectively.
Proof. Take the Fourier transform of the frame operator and obtain is a linear operator from L 2 pRq to itself, therefore (4.3) and (4.4) are equalities in L 2 pRq.
4.3.
Painless frame expansion. In order to have a clear scheme of the frame construction we first consider the painless case.
Definition 4.8. Let ϕ P SpRq, such that suppφ Ă r´L, Ls and 0 ďφ ď 1. Given µ P R, µ ą 0, we say that pϕ, µq is admissible if 3. There exists C 3 ą 0 such that for every ω P R d , Φ µ p;α pωq ą C 3 , for some p P Z. Using this definition we can immediately obtain some important properties of Φ µ p;α . Lemma 4.9. Let pϕ, µq be admissible, then
where C 1 , C 2 , C 3 are defined above (cf. Definition 4.8).
Proof. The first property comes directly from the definition of Φ .5)) and the fact that supp ϕ Ă r´L, Ls. First, we observe that ω´η P suppφ if´L ď ω´η ď L; thus, writing η " µ pi α;p`t q, this translates as
Hence supp Φ µ p;α ď µ ps α;p´iα;p q`2L " µβ α ppq`2L. Since L is fixed and β α ppq ě 1, uniformly in p, we can write supp Φ µ p;α ď pµ`2Lqβ α ppq , as desired.
Given ω P R, we know that there are at most C 2 indexes for which Φ 
In [27] , similar functions are considered. 
is a frame for L 2 pRq. Precisely, there exist A, B ą 0 such that for all f P L 2 pRq
Proof. The frame property (4.8) is equivalent to A}f } 
We notice that by (4.7)
We claim that for ν small enough,
Recall that |supp Φ 4.4. Conjugate Filter. We can define a way to represent functions even without a canonical dual frame; namely, we construct a conjugate filter for the window function ϕ. This technique is a powerful tool for numerical implementations, see [27] . Set Proof. We notice immediately that supp Ω µ;ν p;α pωq " supp Φ µ p;α pωq. We take the Fourier transform of (4.12), thus Finally, applying the inverse Fourier transform, we obtain (4.12).
4.5. DOST frames, general construction. In this section we prove that we can build up a α-DOST frame with milder hypothesis on the window function compared with the ones of the previous section. Suppose that
for suitable constants a, b ą 0. Moreover, assume that the window ϕ satisfies
Then, there exists A, B ą 0 and ν 0 ą 0, such that for all f P L 2 pRq A}f } 
which is clearly convergent for N ą 2.
If ω R µI α;p , then d pω, µI α;p q " δ and
for N ą 2, which completes the proof. Proof. For any ω P R, there exists only one p such that ω P µI α;p . Then, for j ě 2, d pω, µI α;p`j q ě We can write
For now on, let us suppose νµ ă 1; then we notice that the term in (4.18) is identically zero for each p P Z, since the supports are disjoint. Clearly this is not restrictive since we are considering the limit for ν Ñ 0. We remark that: 
We made use of the decay proven in Lemma 4.14 and of (4.22). Since N´1 ą 1 and the inequality (4.23) does not depend on ω, we obtain
Since the sum is convergent uniformly with respect to ν, the term in (4.24) goes to 0 as ν Ñ 0 with the rate ν N´1 . In order to consider the term in (4.20) , notice that for all ω P R, there exists a uniquep such that ω P µI α;p . Moreover, arguing as above, for all p P Zz tpu there exist a unique k p P Zz t0u such that ω´k p βαppq ν P I α;p . Hence, we can write (4.20) as
Finally, by (4.16), we can write
The sum in (4.26) converges uniformly with respect to ω by Lemma 4.15, therefore the whole sum goes to zero as ν does.
The last term to be taken into account is (4.21), which includes the "tails" of our window function. Fix p P Z, by definition if either ω P µI α;p or ω´k βαppq ν P µI α;p , then
Define the set
Notice that only a finite number of element k belong to this set; precisely, when µν ă 1, then
uniformly in ω and p.
So, for all ω, we can split the term in (4.21) as follows:
We show that both terms are bounded by a constant times ν ε with ε ą small enough independent on ω.
We notice that if
wherek is the closest index to k inside F ω p ; hence, we can rearrange the (infinite) indexes k P Zzt0u into j P Zzt0u such that dˆω´j β α ppq ν , µI α;p˙ě |j| ν β α ppq .
From the discussion above, and the estimate (4.16) it follows that
The latter term is summable in j, Lemma 4.15 implies the summability in p as well, therefore the whole term goes to zero as ν N´1 .
The last part follows from the observation below: if there exists k P F ω p , then
Since µ is fixed and ν Ñ 0, we can assume µν ă 1; thus, there exists δ such that µν " 1´δ. We split our analysis in two cases, first we consider dˆω´k β α ppq ν , µI α;p˙ď δ 2ν β α ppq . 
which goes to zero as ν N´1 . Using the inequalities, it is clear that in both cases (4.27)
since the sum is uniformly bounded with respect to ω, the above inequalities imply that (4.27) goes to zero as ν ε . The quantity p1`d pω, µI α;pN´1´ε is summable if N´1´ε ą 1. This is granted by the fact that N ą 2 and that we can chose ε small enough.
4.7.
Proof of the main result.
Proof. As we did in the painless case, we can represent the frame operator as (cf. (4.9)) xS α;µ,ν ϕ,ϕ f, f y " xF`S α;µ,ν ϕ,ϕ f˘,f y "
Similarly,
By hypothesis, we know that
Hence, there exists ν 0 ą 0 such that for all 0 ă ν ă ν 0
Then, the action of the frame operator can be bounded as follows
, .
-
as desired. 
for suitable constants a, b ą 0. Moreover,
Proof. The polynomial decay claimed in (4.29) is trivial, since ϕ is a Schwartz function. For the lower bound in (4.28), we argue as follows: for any ω P R there exists only one p such that ω P µI α;p . For the sake of simplicity, we assume p ą 0, the negative case follows with the same argument. Therefore, ÿ
Since ω P µI α,p , then ω " µpi α;p`t q, 0 ď t ď β α ppq. Hence
because of the positivity of the Gaussian. The maximum value is reached when |t´j| is small. Our construction implies that there exists j such that |t´j| ď 1, thus
which is independent on p and ω, as desired. Due to the fact that the Gaussian is positive, it follows that also Φ µ p;α is positive as well. Hence ÿ
We rewrite the sum above as follows:
Finally, since ϕ belongs to the Wiener Space, we can write
where }¨} W is the Wiener norm. We have used a well known property of Wiener space, see e.g. [20] [Lemma 6.1.2].
Higher Dimensions
We consider here the case α " 1 and an arbitrary dimension. We define a (parabolic) phase space tiling and, for suitable window functions, we provide a frame of L 2 pR d q. We follow the ideas of wave atoms proposed in [8, 9] and subsequently adapted to the Gaussian case by [27] . For the sake of simplicity, we enlighten the notation used before by suppressing the parameter α.
As for the dimension d " 1, we begin with the painless case using a smooth and compactly supported window function. Moreover, we can define an explicit conjugate frame that leads to a reconstruction formula. Then we generalize the construction.
5.1. Phase space partition. Define the Cartesian coronae C p as follows:
Each corona is further partitioned in (open) boxes of side β ppq " 2 p´1 , precisely
where s "´2,´1, 0, 1 and max s"1...d`ls`1 2˘R C 0 , i.e. the centers are outside the inner corona. The indexes s label every possible box inside the corona. It can be easily checked that the number of such boxes (or multi-indexes) is 2 d p2 d´1 q, for every p ě 1. We also define, according to Section 3,
see Figure 5 .
We generalize now the 1-dimensional DOST system (cf. (4.1)). See Figure 6 as an example of frame element both in time and frequency. Figure 7 shows how the elements are localized in the set I p in frequency.
5.2. Painless frame expansion. As for the case of dimension d " 1, we start with compactly supported window functions. We adapt the definition of admissible window. Using this definition we can immediately obtain some important properties of Φ µ p; . Lemma 5.3. Let pϕ, µq be admissible, then
where C 1 , C 2 , C 3 are defined above (cf. 4.8) and Diam denotes the maximum distance between points of the set, i.e. the diameter.
where Ψ µ p,; pωq "
The proofs of these lemmata are analogous to Lemmata 4.6-4.9.
Theorem 5.5. Consider pϕ, µq being admissible. Then there exists ν ą 0 such that the DOSTsystem M D pµ, ν, ϕq is a frame for L 2`Rd˘. Precisely, there exist A, B ą 0 such that for all f P L 2`Rd(
The proof is analogous to the one made in dimension d " 1. 5.4. DOST frames, general construction. We state and prove that we can build up a DOST frame with similar hypothesis to the ones given in Section 4.
Suppose that µ ą 0 is chosen so that
Then there exists A, B ą 0 and ν 0 ą 0, such that for all f P L for some 0 ă ν ă ν 0 .
Preparatory Lemmata.
We recall the same result proved in dimension d " 1.
and the constant is independent on ω. 
Notice that if νµ ă 1, then the term in (5.13) is identically zero for each p P N, since the supports are disjoint.
In order to analyze the term in (5.14), notice that for each ω P where the latter tends to 0 as ν Ñ 0 and the constants are uniformly bounded with the respect of ω. Hence the term in (5.14) has a limit vanishing as ν approaches zero. The term in (5.15), goes to zero as ν goes to zero as well. We notice that for each ω, there exist p,l such that ω P I¯ p . For the same reason for each p, l P`Nz tpu , Jz ¯ (˘, there exists k p,l such that w´k βppq ν P I p . Therefore, .26) we can conclude that the term in (5.18) goes to zero as ν goes to zero independently on ω.
We consider now the term in (5.16), set which goes to zero as ν goes to zero as desired. We stress that`1`d`ω, µI p˘˘N´d´ε is summable if N´d´ε ą d which is granted by Lemma 5.9. Since the bounds are all unifrom with the respect to ω, we can conclude that the terms in (5.16) goes to zero as ν does. 
Conclusions
We constructed a frequency-adapted frame which covers Gabor and Stockwell-related frames. Our setting includes also general α-phase-space partitioning. This approach appears natural to describe α-Modulation spaces and this will be subject of a future work.
In [4] , the author prove that the DOST basis is able to diagonalize the S-transform with a suitable window function which is essentially a boxcar window in the frequency domain and that the evaluation of the DOST-coefficients turns out to be the evaluation of the S-transform with this particular window in a suitable lattice. The natural question is if the α-DOST bases introduced in this paper have the same property, clearly not with respect to the S-transform, but in relation to another transform, similar to the flexible Gabor-wavelet transform (or α-transform), see e.g. [16] for the the definition.
The n-dimensional case considered in Section 5 is restricted to the case α " 1, hence a suitable phase-space partitioning is yet to be defined for α P r0, 1q and will be part of our future studies. This issue has been already analyzed in the two dimensional case by N. Morten in [25] using the theory of Brushlets.
From a computational stand point, we aim to implement and compare our results with existent methods. We are interested in testing in various applications such as medical and seismic imaging and also general image processing. As pointed out in the introduction, we remark that our approach consider the n-dimensional case in a peculiar way: instead of applying the one dimensional DOST in each direction sequentially, we provide a native n-dimensional setting. This approach is similar to the Wavepackets and Curvelets one, see [8, 27] .
A natural question arises: is the density of our frames comparable with the Gabor case? For instance, is it true that if the volume of the lattice is strictly lower than 1, the Gaussian leads to a . Time and frequency outlook of two window functions. We observe heavy decay in time while in frequency we localize around a certain frequency. The window ϕ is in both cases a normalized Gaussian.
frame? And is this condition independent on α? Figure 7 . Two window functions for α " 1 and p " 5, 7. We see how the normalization β ppq´1 and the width of I p affects the shape of the windows. The window ϕ is, in both cases, a normalized Gaussian.
