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This work is primarily concerned with investigating how monotone and pseudomonotone
operators between Banach spaces are used to prove the existence of solutions to nonlinear
elliptic boundary value problems. A well-known approach to solving nonlinear elliptic
boundary value problems is to reformulate them as equations of the form A(u) = f , where
A is a monotone or pseudomonotone operator from a Sobolev space to its dual. We seek
to study the abstract theory which underpins this approach and proves the existence
of a solution to the equation A(u) = f , implying the existence of a weak solution to
the elliptic boundary value problem. Further, we examine properties of monotone and
pseudomonotone operators, with an emphasis on a characterization, which involves the
latter, and establishes a connection between the operator and the principal part of a
partial differential equation. In addition, results relating monotone and pseudomonotone
operators with variational inequalities are explored.
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Introduction
The theory of nonlinear monotone operators, an active area of current research, has its
initial development rooted in the 1960s, and has been applied in various fields, from
abstract analysis to variational problems.
If (V, ‖ · ‖) is a Banach space with dual V ∗, and K is a nonempty subset of V , then
an operator A : K → V ∗ is monotone if
〈A(u)− A(v), u− v〉 ≥ 0 for all u, v ∈ K,
while a set-valued mapping A : K → 2V ∗ is monotone if
〈u∗ − v∗, u− v〉 ≥ 0 for any u, v ∈ K, u∗ ∈ A(u), v∗ ∈ A(v).
The first systematic results on monotone operators were obtained by G. Minty (see [55]),
on monotone operators on Hilbert spaces, and F.E. Browder (see [13]), on monotone
operators on Banach spaces.
Quasilinear elliptic and parabolic partial differential equations form the basis of math-
ematical models of various steady-state phenomena and processes in mechanics, physics
and many other areas of science. The properties of monotone operators were studied
systematically by F.E. Browder in order to obtain existence theorems for quasilinear el-
liptic and parabolic partial differential equations. Those existence theorems were then
later extended to a more general class of quasilinear elliptic differential equations by P.
Hartmann and G. Stampacchia (see [38]).
Since there are several quasilinear partial differential equations involving operators
which are not monotone, one could not solve the corresponding boundary or initial bound-
ary value problems through the theorems by Browder ([20]). Therefore, Brézis introduced,
in [6], a vast class of operators, which he classified as pseudomonotone, thereby extending
Browder’s existence theorem. Precisely, an operator A : K → V ∗ is pseudomonotone, in
the sense of Brézis, if for every sequence (un)n, such that
un ⇀ u ∈ K and lim sup
n→∞
〈A(un), un − u〉 ≤ 0,
it follows that
〈A(u), u− v〉 ≤ lim inf
n→∞
〈A(un), un − v〉 for every v ∈ V.
A set-valued mapping A : K → 2V ∗ is pseudomonotone if for every sequence (un)n,
such that un ⇀ u ∈ K, and every sequence (u∗n)n, such that u∗n ∈ A(un), for which
lim sup
n→∞
〈u∗n, un − u〉 ≤ 0, it follows that for every v ∈ K there exists a u∗ ∈ A(u), such
that
〈u∗, u− v〉 ≤ lim inf
n→∞
〈u∗n, un − v〉.
v
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This class of operators, widely applied in variational problems, has also been exten-
sively researched, and still plays an important role in the investigation of the solvability
of operator equations.
On the other hand, since the pioneering and celebrated work of Hartmann and Stam-
pacchia (see [38]), the theory of variational inequalities (VIs), has become an important
research topic, used as a mathematical model for dealing with problems arising in different
fields, such as optimization theory, partial differential equations, mechanics (contact and
obstacle problems, elasto-plasticity) and economic equilibrium. The theory of monotone
and pseudomonotone operators has also been applied to the solvability of VIs.
After the definition of pseudomonotonicity by Brézis, another definition was given,
some years later, by Karamardian in [45]. Precisely, an operator is K-pseudomonotone if
〈A(v), u− v〉 ≥ 0 =⇒ 〈A(u), u− v〉 ≥ 0
for each u, v ∈ K. A set-valued mapping A : K → 2V ∗ is K-pseudomonotone if, for each
u, v ∈ K, u∗ ∈ A(u) and v∗ ∈ A(v), it follows that
〈u∗, u− v〉 ≥ 0 =⇒ 〈v∗, u− v〉 ≥ 0.
Several existence results for VIs in connection with this new definition have been
obtained in the literature. Note that both Brézis’ and Karamardian’s definitions of pseu-
domonotonicity were introduced with the main purpose of studying the solvability of
VIs.
Our interest in this thesis is mainly on single valued monotone and pseudomono-
tone operators and their applications in nonlinear elliptic boundary value problems and
variational inequalities.
In Chapter 1, we will present some important results in functional analysis and mea-
sure theory, which are essential for the development of the topic in later chapters. Refer-
ence to this chapter will be made throughout the thesis. Sobolev spaces play a fundamen-
tal role in the topic, as it serves as a fitting domain for the monotone (or pseudomonotone)
operators described in Chapter 2. The introduction of Sobolev spaces, together with def-
initions, properties and important theorems will also be presented.
In Chapter 2, we will present the abstract theory of monotone and pseudomonotone
operators mentioned above, and show how it can be applied to second order partial
differential equations to show the existence of a weak solution. Here, we focus in particular
on two existence results introduced by Minty, Browder and Brézis. Having two different
definitions of pseudomonotone operators, it becomes natural to investigate the connection
between the two or to establish some comparison ([26], [58], [63] and [67] are the main
references for this chapter).
In Chapter 3, we look to apply the abstract theory introduced in Chapter 2 to prove
the existence of weak solutions for second order quasilinear partial differential equations
with boundary conditions. We further investigate another application of this theory in
proving the existence of weak solutions to some nonlinear elliptic equations, governed by
an anisotropic operator ([23], [39] and [58] are the main references for this chapter).
Seeing as pseudomonotone operators play such a fundamental role in the development
of this topic, Chapter 4 is used to present a characterization of pseudomonotone oper-
ators. In particular, we exhibit a connection between a pseudomonotone operator and
the principal part of a second order partial differential equation ([4] and [9] are the main
references for this chapter).
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There is a diverse range of real world applications which involve variational inequali-
ties, hence, it is an appreciable tool in applied science. In Chapter 5, we examine some
ideas and results with regard to variational inequalities and the use of monotone and
pseudomonotone operators in existence results thereof ([9], [37], [44], [48], [61] and [68]
are the main references for this chapter).
viii
Chapter 1
Preliminary Material in Analysis
This chapter comprises of a selection of theorems, corollaries, lemmas and definitions,
which will be used throughout the development of the topic. Additional results will be
presented within subsequent chapters if they are of particular relevance. More specifically,
we will present results in measure theory and functional analysis which are required.
Lastly, we introduce Sobolev spaces.
1.1 Basic Definitions
Definition 1.1.1. A sequence {un}n in a normed space (V, ‖ · ‖V ) is called a Cauchy
sequence, if for every ε > 0, there exists an integer N , such that ‖um − un‖V < ε holds
whenever m,n > N . We say that V is complete and, therefore, a Banach space, if every
Cauchy sequence in V converges to some limit in V .
Definition 1.1.2. Let (V, ‖ · ‖V ) and (W, ‖ · ‖W ) be two normed spaces over the same
field. We say operator A : V → W is bounded if it maps bounded sets in V to bounded
sets in W .
Definition 1.1.3. Let (V, ‖ · ‖V ) and (W, ‖ · ‖W ) be normed spaces, then operator
A : V → W is called compact if
 A is continuous,
 A maps bounded sets U ⊂ V into relatively compact sets, i.e., A(U) is compact.
Definition 1.1.4. Let (V, ‖ · ‖V ) and (W, ‖ · ‖W ) be two normed spaces over the same
field. We say that linear mapping L : V → W is bounded if there exists a constant
M > 0 such that
‖L(v)‖W ≤M‖v‖V ∀v ∈ V. (1.1)
Remark 1. It is easy to show that a linear mapping L : V → W is bounded if and only if
it is continuous. Let L(V,W ) denote the vector space of linear bounded mappings from V
toW . For every L ∈ L(V,W ), let ‖L‖L(V,W ) := inf{c ≥ 0 : ‖L(v)‖W ≤ c‖v‖V for all v ∈ V }.
Proposition 1.1.5. ‖ · ‖L(V,W ) is a norm on L(V,W ). Furthermore, if (W, ‖ · ‖W ) is a
Banach space, then (L(V,W ), ‖ · ‖L(V,W )) is also a Banach space.
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Definition 1.1.6. Let V be a normed space. We define the dual space of V (also a
normed space, denoted by V ∗) as the space of all bounded linear functionals on V such
that
f : V → R is linear and ‖f‖V ∗ := sup
‖x‖≤1
{|f(x)|} <∞.
We can see that V ∗ := (L(V,R)), where f : (V, ‖ · ‖V )→ (R, | · |).
Definition 1.1.7. Let V be a normed space and let V ∗ be its dual space. The double
dual is the dual of V ∗, with norm
‖g‖V ∗∗ := sup
f∈V ∗,‖f‖V ∗≤1
{|〈g, f〉|} ∀g ∈ V ∗∗.
Definition 1.1.8. A natural linear injection of a normed space V into its double dual
space V ∗∗ = (V ∗)∗ is provided by the mapping J (called the evaluation map) whose value
Ju at u ∈ V is given by
Ju(u∗) = u∗(u) ∀u∗ ∈ V ∗.
Since |Ju(u∗)| ≤ ‖u∗‖V ∗‖u‖V we have
‖Ju‖V ∗∗ ≤ ‖u‖V .
By the Hahn-Banach Extension Theorem, we have that for any u ∈ V , we can find
u∗ ∈ V ∗ such that ‖u∗‖V ∗ = 1 and u∗(u) = ‖u‖V . Therefore, J is an isometry. If J is
surjective, then we say that V is reflexive.
Definition 1.1.9. The weak topology is the initial topology of a normed space V with
respect to its continuous dual V ∗. In other words, it is the coarsest topology in V such
that each member of V ∗ remains continuous. We will refer to subsets of a topological
vector space as weakly closed (respectively, weakly compact, etc.) if they are closed
(respectively, weakly compact, etc.) with respect to the weak topology.
Theorem 1.1.10. (Kakutani’s Theorem) Let V be a Banach space. Then V is reflexive
if and only if BV = {u ∈ V : ‖u‖ ≤ 1} is compact in the weak topology.
Theorem 1.1.11. (Eberlein-S̆mulian Theorem) A Banach space V is reflexive if and only
if every bounded sequence in V has a subsequence which converges weakly to an element
of V .
Definition 1.1.12. Let H be a vector space. A scalar product [u, v] is a bilinear form
H ×H → R such that
 [u, v] = [v, u] ∀u, v ∈ H,
 [u, u] ≥ 0 ∀u ∈ H,
 [u, u] 6= 0 ∀u 6= 0.
Remark 2. It follows from the Cauchy-Schwarz inequality, which is stated as




2 ∀u, v ∈ H,
that we can define a norm
‖u‖ := [u, u]
1
2 .
Definition 1.1.13. A Hilbert space is a vector space H equipped with a scalar product,
such that H is complete with respect to the norm ‖u‖ := [u, u] 12 .
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1.2 Functional Analysis Toolbox
In this section, a collection of results required to develop the subject of this thesis is
presented. Below, we introduce one of the most fundamental and important theorems in
functional analysis, credited to Austrian mathematician Hans Hahn and Polish mathe-
matician Stefan Banach.
Theorem 1.2.1. (The Hahn-Banach Extension Theorem) Let V be a normed space and
let g : V → R be a function satisfying
g(tu) = t · g(u), g(u+ v) ≤ g(u) + g(v) ∀t > 0 u, v ∈ V.
Let Y ⊂ V be a vector subspace and f : V → R be a linear map such that f(u) ≤ g(u) ∀u ∈ Y .
Then there exists a linear map ϕ : V → R such that for any v ∈ Y , ϕ(v) = f(v) and
ϕ(u) ≤ g(u) ∀u ∈ V .
Corollary 1.2.2. Let V be a normed space and f be a linear functional defined on a
subspace Y ⊂ V with
‖f‖Y ∗ = sup
u∈Y,‖u‖V ≤1
{|f(u)|}. (1.2)
Then, f can be extended to g ∈ V ∗ on Y with ‖g‖V ∗ = ‖f‖Y ∗.
Theorem 1.2.3. (Banach-Steinhaus) Let V be a Banach Space and Y a normed space.
Let (Ti)i∈I be an arbitrary family of elements of L(V, Y ) such that
sup
i∈I




‖Ti‖L(V,Y ) <∞. (1.3)
Definition 1.2.4. Let V be a vector space. A set K in V is said to be convex if for all
u, v ∈ K and all t ∈ [0, 1], it follows that (1− t)u+ tv ∈ K.
Theorem 1.2.5. Let V be a Banach space, with K a convex subset of V . Then, K is
closed in the weak topology if and only if it is closed in the strong topology.
Definition 1.2.6. A Banach space V is said to be uniformly convex if ∀ε > 0 ∃δ > 0
such that(






‖ < 1− δ
)
.
Examples of uniformly convex spaces include all Hilbert spaces and Lp spaces for
1 < p <∞.
Theorem 1.2.7. Let V be a uniformly convex Banach space, then un ⇀ u, and
‖un‖ → ‖u‖ =⇒ un → u.
The following theorems play an important role in the study of partial differential
equations.
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Theorem 1.2.8. (Brouwer Fixed Point Theorem) Assume that
f : B(0, 1)→ B(0, 1)
is continuous, where B(0, 1) denotes the closed unit ball in RN . Then f has a fixed point;
that is, there exists a point x ∈ B(0, 1), such that f(x) = x.
Theorem 1.2.9. (Schauder’s Fixed Point Theorem) Suppose K ⊂ V is compact and
convex and assume
A : K → K
is continuous. Then A has a fixed point in K.
Lemma 1.2.10. Let V be a normed space. If (un)n is a sequence in V such that every
subsequence has a further subsequence, which all converge to the same limit u ∈ V , then
the whole sequence also converges to this limit. i.e. un → u.
Definition 1.2.11. A topological space V is called separable if it contains a countable,
dense subset.
Proposition 1.2.12. If V ∗ is separable, then so is the normed space V .
Theorem 1.2.13. Let V be a Banach space such that the dual space V ∗ is separable,
then all bounded sets are metrizable in the weak topology of V .
Theorem 1.2.14. (Banach-Alaoglu) Let V be a normed space. The closed unit ball of
V ∗ is compact with respect to the weak* topology.
Theorem 1.2.15. (Riesz-Frechet Representation Theorem) Consider Hilbert space H.
Given any ψ ∈ H∗, there exists a unique f ∈ H such that
〈ψ, u〉 = [f, u] ∀u ∈ H and ‖f‖H = ‖ψ‖H∗ .
1.3 Measure Theory
This section includes results derived from measure theory, which will be utilized in the
construction of proofs in later chapters.
1.3.1 The Lebesgue Measure on RN










The following properties are satisfied:
 λ∗(E) ≥ 0 ∀E ⊂ RN ,
 λ∗(∅) = λ∗({x}) = 0 ∀x ∈ RN ,
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 If E ⊂ F then, λ∗(E) ≤ λ∗(F ).
Definition 1.3.1. A subset E of RN is Lebesgue measurable, if for every subset F of RN ,
we have
λ∗(F ) = λ∗(E ∩ F ) + λ∗(F \ E).
We then let M denote the family of Lebesgue measurable subsets of RN .
Theorem 1.3.2. M is a σ-algebra on RN (λ := λ∗|M is called the N-dimensional
Lebesgue measure).
Definition 1.3.3. Let (X, ξ) and (Y,Σ) be measurable spaces, then a function f : X → Y
is said to be measurable if the preimage of E under f is in ξ for every E ∈ Σ. The preimage
of a set A ⊂ Y under f is the subset of X defined by f−1(A) = {x ∈ X : f(x) ∈ A}.
Definition 1.3.4. (The integral of a positive simple function) Let (X, ξ, λ) be a measure
space. Denote by S+(X) the class of positive simple functions defined on X. If φ ∈ S+(X)
with φ(x) =
∑N






with the convention that αiλ(Ei) = 0 if αi = 0 and λ(Ei) =∞.
Definition 1.3.5. (The integral of a positive measurable function) Let (X, ξ, λ) be a
measure space and let f : X → [0,+∞) be a measurable function. The λ-integral of f is





φdλ : φ simple and 0 ≤ φ ≤ f
}
. (1.5)
Definition 1.3.6. Let (X, ξ, λ) be a measure space. A function f : X → R is said to be
















Definition 1.3.7. Let (X, ξ, λ) be a measure space. A function f : X → R is said to be




Theorem 1.3.8. (Fatou’s Lemma) Let (X, ξ, λ) be a measure space. Consider a sequence









Theorem 1.3.9. (Reverse Fatou’s Lemma) Let (X, ξ, λ) be a measure space and let
{fn}n ⊂ L1(X), fn : X → R be a sequence of λ−summable functions. Suppose that there
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The following theorem is an important result in measure theory and one which we
will use often.
Theorem 1.3.10. (Lebesgue Dominated Convergence Theorem) Let (X, ξ, λ) be a mea-
sure space and fn : X → R a sequence of λ-measurable functions. Assume that (fn)n
converges pointwise to a function f : X → R, and that there exists a λ-summable func-













Corollary 1.3.11. (Dominated Convergence in Lp, 1 ≤ p < ∞) Let (X, ξ, λ) be a
measure space and (fn)n a sequence of λ−measurable functions fn : Ω→ R. Assume that
(fn)n converges pointwise to a function f : X → R, and that there exists a g ∈ Lp(X)
such that |fn| ≤ g for any n ∈ N. Then, fn and f are in Lp(X) and
lim
n→∞








Theorem 1.3.12. (Lebesgue’s Differentiation Theorem) Let f : RN → R be locally
summable,
(i) Then, for a.e. point x0 ∈ RN ,∫
B(x0,r)
fdx→ f(x0) as r → 0.
(ii) Also, for a.e. point x0 ∈ RN ,∫
B(x0,r)
|f(x)− f(x0)|dx→ 0 as r → 0. (1.9)
A point x0 which satisfies (1.9) is called a Lebesgue point of f .
Definition 1.3.13. Let (X, ξ, λ) be a measure space and f , fn : X → R measurable




λ({x ∈ X : |f(x)− fn(x)| ≥ ε}) = 0. (1.10)
Theorem 1.3.14. (Markov’s Inequality) Let (X, ξ, λ) be a measure space. If f is a
measurable function and ε > 0, then






Consider the mapping u : Ω→ R on domain Ω ⊂ RN . The following notational conven-
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and if m is a non-negative integer then
∇mu(x) :=
{
∇αu(x) : |α| = m
}
.








, which is the gradient vector.
For any non-negative integer m, we let Cm(Ω) denote the vector space, which is com-
prised of functions ψ, with its partial derivatives∇αψ of orders |α| ≤ m, which are contin-




The subspaces Cc(Ω) and C
∞
c (Ω) consist of the functions in C(Ω) and C
∞(Ω) that have
compact support in Ω.
1.4.1 Bounded, Continuous Functions
We consider CmB (Ω) to be the vector space which consists of functions ψ ∈ Cm(Ω) for
which ∇αu is bounded on Ω for 0 ≤ |α| ≤ m. Furthermore, we have that CmB (Ω) is a
Banach space when considering it as a normed space endowed with the norm
‖ψ‖CmB (Ω) := max0≤α≤m supx∈Ω
|∇αψ(x)|.
1.4.2 Bounded, Uniformly Continuous Functions
We know that if ψ ∈ C(Ω) is bounded and uniformly continuous on Ω, then it has a
unique bounded continuous extension to the closure Ω of Ω. So we define the vector
space Cm(Ω) as consisting of the functions ψ ∈ Cm(Ω), for which ∇αψ is bounded and
uniformly continuous on Ω, where 0 ≤ |α| ≤ m. It follows then that when considering






that this is also a Banach space.
1.4.3 Hölder Continuous Functions
Let 0 < β ≤ 1, we define Cm,β(Ω) as the subspace of Cm(Ω) which contains the functions
ψ, such that ∇αψ satisfies a Hölder condition for 0 ≤ |α| ≤ m with exponent β, i.e.,
there exists a constant K ≥ 0 such that
|∇αψ(x)−∇αψ(y)| ≤ K|x− y|β ∀x, y ∈ Ω.
Then, Cm,β(Ω) is a Banach space with norm defined as







Definition 1.4.1. Let (V, dV ) and (W,dW ) be two metric spaces and F a family of
functions from (V, dV ) to (W,dW ). The family F is equicontinuous at a point x0 ∈ V , if
for every ε > 0, there exists a δ > 0, such that dW (f(x0), f(x)) < ε for all f ∈ F and all
x such that dV (x0, x) < δ. The family is equicontinuous if it is equicontinuous at each
point in V .
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Theorem 1.4.2. (Arzela-Ascoli Theorem) If a sequence {fn}n in C(V ) is bounded and
equicontinuous, then it has a uniformly convergent subsequence.
Lemma 1.4.3. (Mac Shane’s Lemma) Let (V, dV ) be a metric space.
Let f : A ⊂ (V, dV )→ R be a Lipschitz continuous function, i.e. ∃K > 0 such that
|f(x)− f(y)| ≤ KdV (x, y) ∀x, y ∈ A,
then ∃f̄ : V → R such that lip(f̄) ≤ K, where lip(f̄) denotes the Lipschitz constant of f̄ .
Theorem 1.4.4. (Rademacher’s Theorem) If we have an open set A ⊂ RN and f : A→ RM
is Lipschitz continuous, then f is differentiable almost everywhere on A.
1.4.4 Lebesgue Spaces
Lebesgue spaces and its associated results, will play a prominent role in this thesis, as it
is an essential concept in the framework of Sobolev spaces. This will be demonstrated in
the following section.
Definition 1.4.5. Let (Ω, ξ, λ) denote a measure space with Ω ⊂ RN , and let λ denote
the Lebesgue measure. For 1 ≤ p <∞, set
Lp(Ω) :=
{



















f : Ω→ R : f is measurable and ∃C such that |f(x)| ≤ C a.e. on Ω
}
,
with norm defined by
‖f‖∞ := inf
{
α > 0 : λ({x ∈ Ω : |f(x)| ≥ α}) = 0
}
.
It can be shown that Lp(Ω) and L∞(Ω) are normed vector spaces
Theorem 1.4.6. (Fischer-Riesz) Lp(Ω) is a Banach space for any p, 1 ≤ p ≤ ∞.
Theorem 1.4.7. Lp(Ω) is reflexive for any p, 1 < p <∞.
Theorem 1.4.8. Lp(Ω) is separable for any p, 1 ≤ p <∞.
Theorem 1.4.9. (Riesz representation theorem) Let φ ∈ (Lp(Ω))∗, where 1 < p < ∞.









ufdλ ∀f ∈ Lp(Ω) and ‖u‖Lp′ (Ω) = ‖ψ‖(Lp(Ω))∗ .
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Remark 3. This result can be used to show the existence of an isometric isomorphism
between (Lp(Ω))∗ and Lp
′





. Using the Riesz representation theorem, we can similarly iden-





Proposition 1.4.10. (Modes of Convergence)
 Any sequence converging a.e. converges also in measure.
 Any sequence converging in L1(Ω) converges in measure.
 Any sequence converging in measure, admits a subsequence converging a.e.
Proposition 1.4.11. Every convergent sequence un → u in Lp(Ω) has a pointwise con-
vergent subsequence unk(x)→ u(x) a.e. x ∈ Ω. Furthermore, there exists an h ∈ Lp(Ω),
where h(x) ≥ 0 and |unk(x)| ≤ h(x) a.e. x ∈ Ω.
Definition 1.4.12. Let (X, ξ, λ) be a measure space. A set Y ⊂ L1(X) is called uniformly
integrable if for each ε > 0 there corresponds a δ > 0 such that∣∣∣∣ ∫
E
fdλ
∣∣∣∣ < ε, (1.12)
whenever f ∈ Y and λ(E) < δ.
Theorem 1.4.13. (Vitali’s Convergence Theorem) Let (X, ξ, λ) be a measure space. If
 λ(X) <∞,
 {fn}n is uniformly integrable,
 fn(x)→ f(x) a.e. as n→∞,
 |f(x)| <∞ a.e.,





|fn − f |dλ = 0. (1.13)
1.5 Sobolev Spaces
Sobolev spaces, presented below, have major significance in the development of the ap-
proach for proving the existence of weak solutions to elliptic boundary value problems
which we will describe. Consider the domain as being an open connected set Ω ⊂ RN .
In the next chapters, for brevity, we will adopt the convention of Γ := ∂Ω, while later in
Chapter 4, when dealing with boundaries of several domains at once, we will refer to the
boundary simply as ∂Ω.
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1.5.1 Weak Derivatives





v(x)ψ(x)dx for all ψ ∈ C∞c (Ω).
Then v is the αth − weak derivative of u in Ω and we denote it as ∇αu.
To show that the classical derivative of u is also the weak derivative, we assume u is





(−1)|α|∇αu(x)ψ(x)dx for every ψ ∈ C∞c (Ω).
The weak derivative has properties of both uniqueness and linearity. We are now in
a position to define Sobolev spaces.
1.5.2 Sobolev Spaces
Below, a general definition of Sobolev spaces is provided, following this, we will consider
only the case for k = 1.
Definition 1.5.1. For 1 ≤ p ≤ ∞ and k ∈ N, we define a Sobolev space as:
W k,p(Ω) :=
{
u ∈ Lp(Ω) : ∇αu ∈ Lp(Ω) for all |α| ≤ k
}
. (1.14)








if 1 ≤ p < +∞,
max
|α|≤k
‖∇αu‖L∞(Ω) if p = +∞.
(1.15)
At this point, we define an important subspace in W k,p(Ω), that of W k,p0 (Ω).
Definition 1.5.2. The space W k,p0 (Ω) is the closure of C
∞
c (Ω) in W
k,p(Ω), with respect
to the norm ‖ · ‖Wk,p , where 1 ≤ p <∞.
Remark 4. If p = 2, then the notation Hk(Ω) := W k,2(Ω) is used.
The following are some properties of the weak derivative:
Suppose that u, v ∈ W k,p(Ω) and |α| ≤ k. It follows then that
 ∇αu ∈ W k−|α|,p(Ω) and ∇β(∇αu) = ∇α(∇βu) = ∇α+βu for all multi-indices α and
β, where |α|+ |β| ≤ k.
 For each λ1, λ2 ∈ R it follows that λ1u+ λ2v ∈ W k,p(Ω) and further,
∇α(λ1u+ λ2v) = λ1∇αu+ λ2∇αv, where |α| ≤ k.
 If O is an open subset of Ω then, u ∈ W k,p(O).
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From this point forth, we will consider only the case where k = 1.
Definition 1.5.3. The spaceW 1,∞0 (Ω) is a subset ofW
1,∞(Ω), consisting of f ∈ W 1,∞(Ω),
such that for every a ∈ Γ it follows that lim
x→a
f(x) = 0.
Some important Sobolev space results will be presented in the next section.
Theorem 1.5.4. Sobolev space W 1,p(Ω) is a Banach space for 1 ≤ p ≤ ∞.
Theorem 1.5.5. Sobolev space W 1,p(Ω) is uniformly convex (hence reflexive) for
1 < p <∞.
Theorem 1.5.6. Sobolev space W 1,p(Ω) is separable for 1 ≤ p <∞.
Smooth functions play an important role in approximating functions in Sobolev spaces,
used both as density results and as a local approximation. For local approximations, we
consider the tool of mollifications1.
Theorem 1.5.7. For u ∈ W 1,p(Ω) and 1 ≤ p <∞, consider
uε := ηε ∗ u in Ωε,
where Ωε := {x ∈ Ω : dist(x,Γ) > ε}. Then we have that
 uε ∈ C∞(Ωε) for each ε > 0,
 uε → u in W 1,ploc (Ω) as ε→ 0.
It is sometimes useful to approximate u ∈ W 1,p(Ω) by smooth functions. We now
discuss the results from which these approximations derive.
Theorem 1.5.8. Take u ∈ W 1,p(Ω), where 1 ≤ p < ∞, and suppose that Γ is bounded.
It follows that there exist functions un ∈ C∞(Ω) ∩W 1,p(Ω) such that
un → u in W 1,p(Ω).
Further, we look at presenting an approximation for W 1,p(Ω) functions by C∞(Ω)
functions.
Theorem 1.5.9. Take u ∈ W 1,p(Ω), where 1 ≤ p < ∞, and suppose that Ω is bounded
and boundary Γ is C1. It follows that there exist functions un ∈ C∞(Ω) such that
un → u in W 1,p(Ω).
We now look at an extension result. The result considers the extension of functions
in the Sobolev space W 1,p(Ω) to functions in W 1,p(RN). The result holds for 1 ≤ p ≤ ∞.
1See section 7.2 in the appendix for a discussion of mollifications and their properties.
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Theorem 1.5.10. Assume that Ω is bounded and Γ is C1. It follows then that there
exists a linear extension operator
S : W 1,p(Ω)→ W 1,p(RN)
for all u ∈ W 1,p(Ω).
As will become clear, when using Sobolev spaces as our setting for investigating so-
lutions to partial differential equations, it is important to define how a function behaves
on the boundary of the given domain. By the definition of a Sobolev space, functions are
defined only almost everywhere and are not necessarily continuous. Assuming that Γ is
Lipschitz or C1 (we thus have that Γ has Lebesgue measure zero), we seek to establish a
meaning for u ∈ W 1,p(Ω) on the boundary Γ. The theorem which follows is useful in this
regard.
Theorem 1.5.11. There exists exactly one linear continuous operator T : W 1,p(Ω)→ L1(Γ),
such that for any u ∈ C1(Ω) it follows that T (u) = u|Γ. Furthermore, T is continuous
(respectively compact) as the mappings
T : W 1,p(Ω)→ Lp#(Γ),
respectively,





N−p if p < N,
an arbitrarily large real if p = N,
+∞ if p > N,
(1.17)




≤ C‖u‖W 1,p(Ω) for each u ∈ W 1,p(Ω), where the constant
C depends on p and Ω. This is called the trace operator.
Finally, we look at some embeddings of Sobolev spaces. There are a number of Sobolev
space related inequalities, depending on the defined parameters such as the value of p in
relation to the dimension N . We look at some examples of these inequalities, restricting
ourselves essentially to those which are used in the development of the topic.
Theorem 1.5.12. The continuous embedding
W 1,p(Ω) ⊂ Lp∗(Ω), (1.18)




N−p if p < N,
an arbitrarily large real if p = N,
+∞ if p > N.
(1.19)
Theorem 1.5.13. The compact embedding (the Rellich-Kondrachov Theorem)
W 1,p(Ω) b Lp
∗−ε(Ω), ε ∈ (0, p∗ − 1] (1.20)
holds for p∗.
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Theorem 1.5.14. (Poincarè type inequality) Suppose that Ω ⊂ RN is open and bounded.
For each q ∈ [1, p∗], there exists a constant Cp <∞ such that
‖u‖W 1,p(Ω) ≤ Cp(‖∇u‖Lp(Ω;RN ) + ‖u‖Lq(Ω)), (1.21)
Theorem 1.5.15. (Morrey’s inequality) Assume N < p ≤ ∞. There exists a constant
C, depending on p and N , such that
‖u‖C0,γ(RN ) ≤ C‖u‖W 1,p(RN ), (1.22)
for all u ∈ C1(RN), where γ := 1− N
p
.
Theorem 1.5.16. Assume N < p ≤ ∞. Let Ω be a bounded, open subset of RN , where
Γ is C1, and u ∈ W 1,p(Ω). Then, u has a continuous representative u∗ ∈ C0,γ(Ω) for
γ = 1− N
p
, with the estimate
‖u∗‖C0,γ(Ω) ≤ C‖u‖W 1,p(Ω), (1.23)
where the constant C depends only on p,N and Ω.
Theorem 1.5.17. Consider f : Ω → R, then f is locally Lipschitz in Ω if and only if
f ∈ W 1,∞loc (Ω).
1.5.3 Anisotropic Sobolev Spaces
Definition 1.5.18. Let Ω ⊂ RN be open and bounded. Take p0 > 1 and −→p = (p1, ..., pN)





u ∈ Lp0(Ω) : ∂u
∂xi
∈ Lpi(Ω) for all i ∈ {1, ..., N}
}
. (1.24)













∣∣∣∣pidx) 1pi . (1.25)
Theorem 1.5.19. The anisotropic Sobolev space W 1,
−→p (Ω) endowed with the norm ‖ · ‖1,−→p ,p0
is a separable reflexive Banach space, for 1 < pi <∞, where i ∈ {0, ..., N}.
Definition 1.5.20. The space W 1,
−→p
0 (Ω) is the closure of C
∞
c (Ω) in W
1,−→p (Ω), with respect
to the norm ‖ · ‖1,−→p ,p0 .
Theorem 1.5.21. The space W 1,
−→p
0 (Ω) is a reflexive Banach space for any
−→p = (p1, ..., pN),
with 1 < pi <∞, where i ∈ {1, ..., N}.
Theorem 1.5.22. The function space C∞c (Ω) is dense in W
1,−→p
0 (Ω).
Remark 5. We denote W−1,
−→





p′ = {p′1, ..., p′N}.
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defines a norm on W 1,
−→p
0 (Ω), which
is equivalent to the norm ‖ · ‖1,−→p ,p0.
Theorem 1.5.24. The compact embedding
W 1,
−→p
0 (Ω) b L
q(Ω), (1.26)



















The abstract theory of monotone type operators will serve as the foundation for our later
arguments involving existence results of boundary value problems. Thus, it becomes
important to gain a strong understanding of these abstract ideas and the nature of the
monotone type operators. We investigate these results in this chapter. Theorem 2.1.11
and Theorem 2.1.15 are results of particular importance for the development of the thesis
topic.
2.1.1 Various Types of Monotonicity
Let (V, ‖ · ‖) be a reflexive Banach space (we will assume this is the case throughout the
chapter, unless stated otherwise). Let V ∗ denote its dual space, with norm denoted by
‖ · ‖V ∗ , while 〈·, ·〉 denotes the duality brackets between V ∗ and V .
Definition 2.1.1. Consider the operator A : V → V ∗, then,
 A is said to be monotone if 〈A(u)− A(v), u− v〉 ≥ 0 ∀u, v ∈ V .
 A is said to be strictly monotone if 〈A(u)− A(v), u− v〉 > 0 ∀u, v ∈ V, u 6= v.
 A is said to be d-monotone with respect to the seminorm | · |, where d : R+ → R is
an increasing function, if




(|u| − |v|) ∀u, v ∈ V. (2.1)
If | · | = ‖ · ‖ is the norm on V , then A is simply d-monotone.
 A is said to be uniformly monotone if for some increasing continuous function
γ : R+ → R+ it follows that





If γ(r) = δr for some δ > 0, then we say that A is strongly monotone.
Remark 6. A strongly monotone =⇒ A strictly monotone =⇒ A is monotone.
15
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Consider the function f : RN → RN defined by f(z) = |z|p−2z. We seek to show that
this function is uniformly monotone by proving the following proposition:
Proposition 2.1.2. ∃C > 0 such that [f(ζ)− f(η), ζ − η] ≥ C‖ζ − η‖p.
Proof: Consider the components of the function f ,




























= (p− 2)|ζ|p−4ζiζj + |ζ|p−2δij.
We now define the function g(t) := φi(η + t(ζ − η)). Then, using the fundamental
theorem of calculus yields




where g′(t) denotes the derivative of g with respect to t, hence,









(p− 2)|η + t(ζ − η)|p−4(ηj + t(ζj − ηj))(ζj − ηj)(ηi + t(ζi − ηi))
+ |η + t(ζ − η)|p−2(ζi − ηi).
Therefore,









|η + t(ζ − η)|p−2(ζi − ηi)dt.
This results in
[f(ζ)− f(η), ζ − η] =
N∑
i=1




|η + t(ζ − η)|p−4
(






|η + t(ζ − η)|p−2|ζ − η|2dt,
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|η + t(ζ − η)|p−4
(
(η + t(ζ − η)) · (ζ − η)
)2
dt ≥ 0,
ignoring this term yields,
[f(ζ)− f(η), ζ − η] ≥
∫ 1
0
|η + t(ζ − η)|p−2|ζ − η|2dt.








Applying this result yields,∫ 1
0





|ηj + t(ζj − ηj)|p−2dt
)
|ζj − ηj|2.




|ηj + t(ζj − ηj)|p−2dt ≥ D|ζj − ηj|p−2.





|ηj + t(ζj − ηj)|p−2dt
)









|ηj + t(ζj − ηj)|p−2dt
)
|ζj − ηj|2 ≥ C ′‖ζ − η‖p,
where we take ‖ · ‖ := | · | as the usual norm on RN . The desired result follows. We need
the following:
Lemma 2.1.3. For all i ∈ {1, ..., N}, ∃D > 0 depending only on p, such that∫ 1
0
|ηi + t(ζi − ηi)|p−2dt ≥ D|ζi − ηi|p−2.
Proof: This follows easily if ζi = ηi. Assume that ζi − ηi 6= 0. Set d = ηiζi−ηi , we want to
prove that ∫ 1
0
|d+ t|p−2dt ≥ D.
Three cases will be considered:
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The penultimate inequality follows from the convexity of the function q(t) := tα, where
α > 1.
































We find that∫ 1
0











= D > 0.
In conclusion, we have obtained a constant D > 0 (depending only on p) such that
[f(ζ)− f(η), ζ − η] ≥ D
N∑
i=1
|ζi − ηi|p ≥ C ′‖ζ − η‖p ∀ζ, η ∈ RN .

Remark 7. [f(ζ) − f(η), ζ − η] ≥ h(‖ζ − η‖)‖ζ − η‖, where h(t) := C ′tp−1. Since h is
an increasing, continuous functions , it follows that f is uniformly monotone.
Next, we consider a collection of definitions regarding the types of continuity of the
operator A : V → V ∗.
2.1.2 Continuity Modes
 A : V → V ∗ is said to be hemicontinuous if A is directionally weakly continuous (i.e.
∀u, v, w ∈ V : t 7→ 〈A(u+ tv), w〉 is continuous). If this holds only when v = w (i.e.
∀u, v ∈ V : t 7→ 〈A(u+tv), v〉 is continuous), then A is said to be radially continuous .
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 A : V → V ∗ is said to be demicontinuous if A is continuous as the operator
A : (V, norm)→ (V ∗, weak1) (i.e. ∀v ∈ V the functional u 7→ 〈A(u), v〉 is continu-
ous).
 A : V → V ∗ is said to be weakly continuous if ∀w ∈ V the functional u 7→ 〈A(u), w〉
is weakly continuous (i.e. A is continuous as an operatorA : (V,weak)→ (V ∗, weak)).
 A : V → V ∗ is said to be strongly continuous if it is continuous as an operator
A : (V,weak)→ (V ∗, norm).
Remark 8. A strongly continuous =⇒ A demicontinuous =⇒ A hemicontinuous.
2.1.3 Brouwer’s Fixed-Point Theorem
We briefly discuss Brouwer’s fixed point theorem and provide a concise proof. The proof
relies on a topological result known as the Negative Retract Principle.
Negative Retract Principle: Let BN be a closed unit ball in RN . There is no contin-
uous mapping, say, r : BN → ∂BN , from the closed ball onto its boundary, such that the
boundary is left pointwise fixed i.e r(x) = x ∀x ∈ ∂BN .
Theorem 2.1.4. Every continuous mapping f : BN → BN has a fixed point.
Proof: Assume that f is continuous and for every x ∈ BN , it follows that f(x) 6= x. We
can construct a continuous mapping r : BN → ∂BN which leaves the boundary fixed
and thereby sets a contradiction. For any x ∈ BN , follow the directed line segment from
f(x) through x to its intersection with ∂BN , let this point of intersection be r(x). The
continuity of this map follows from the continuity of f and satisfies r(x) = x for all
x ∈ ∂BN as follows:
Since translations are continuous, we can assume that the closed unit ball BN is
centred at the origin. Again, denote the scalar product as [·, ·] and consider
r(x) := f(x) + λx(x− f(x)),
with λx ≥ 0, such that
‖f(x) + λx(x− f(x))‖ = 1.
It follows then that ‖f(x) + λx(x− f(x))‖2 = 1, and it expands to
‖x− f(x)‖2λ2x + 2[f(x), x− f(x)]λx + ‖f(x)‖2 − 1 = 0.
Then, applying the quadratic formula yields a non-negative λx, such that
λx =
−[f(x), x− f(x)] +
√
[f(x), x− f(x)]2 − ‖x− f(x)‖2(‖f(x)‖2 − 1)
‖x− f(x)‖2
.
It can be observed that the denominator is never zero by our assumption on f . The
term inside the square root is always non-negative and greater than [f(x), x − f(x)]2,
so λx ≥ 0. It also follows easily that λx depends continuously on x and so r(x) is also
continuous. This contradicts the Negative Retract Principle. 
1Note that since V is reflexive, the weak and weak* topology on V ∗ coincide.
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Corollary 2.1.5. Let M ⊂ RN be homeomorphic to the closed unit ball BN . It follows
then that every continuous map f : M →M has a fixed point.
Proof: Let φ : BN →M be a homeomorphism. Consider the continuous map defined by
g := φ−1 ◦ f ◦ φ : BN → BN .
By Brouwer’s fixed-point theorem, we get g(x∗) = x∗. Applying φ to both sides of the
equation yields
f(φ(x∗)) = φ(x∗),
thus, φ(x∗) ∈M is a fixed point. 
Remark 9. Examples of sets which are homeomorphic to the closed unit ball in RN , are
non-empty, convex, compact sets in RN .
An important application of the Brouwer fixed-point theorem is that it can be used
to show that there exists solutions to a system of equations:
gi(x) = 0, x ∈ RN , i ∈ {1, ..., N}, (2.3)
where gi : RN → R are taken as continuous nonlinear mappings such that
∃R > 0 :
N∑
i=1
gi(x)xi ≥ 0 ∀x ∈ RN with |x| = R. (2.4)
Lemma 2.1.6. Let gi : RN → R be continuous functions for i ∈ {1, ..., N}. Let gi also
satisfy (2.4). There then exists a solution xo ∈ RN of (2.3) with |xo| < R.




6= 0 for all x ∈ B(0, R) ⊂ RN . Define a
new function
f(x) := −R g(x)
|g(x)|
.
It is easy to observe that f is a continuous mapping from a convex and compact set
B(0, R) into itself. Corollary 2.1.5 implies the existence of a fixed point, i.e., f(x∗) = x∗.












|x∗|2 = −R|g(x∗)| < 0,
which is a contradiction. The existence of a solution follows. 
2.1.4 Monotone Operators
In this section, we present a theorem by Browder and Minty (1963) (see [19] and [55]),
which aims to prove the existence of a solution to the functional equation A(u) = f , where
f ∈ V ∗ and operator A : V → V ∗ is assumed monotone, coercive and hemicontinuous.
This result preceded another existence result involving A : V → V ∗, assumed in this case
as a pseudomonotone operator, this result was by Brézis (1968) (see [10]). The result by
Brézis will be examined in detail in the next section.
We will look at some results and properties of A : V → V ∗ on reflexive Banach space
V , before proving these existence results.
The following result establishes a connection between the concept of a monotone
operator and the more familiar notion of a real-valued monotone increasing function.
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Proposition 2.1.7. Let V be a Banach space with operator A : V → V ∗. Let
f(t) = 〈A(u+ tv), v〉 ∀t ∈ R.
Then the following are equivalent: (i) The operator A is monotone. (ii) The function
f : [0, 1]→ R is monotone increasing for all u, v ∈ V .
Proof: Assume A is monotone, for 0 ≤ s < t it follows that
f(t)− f(s) = (t− s)−1〈A(u+ tv)− A(u+ sv), (t− s)v〉 ≥ 0.
Conversely, assume f is as in (ii), then for u,w ∈ V , let v = w − u, we then have
〈A(w)− A(u), w − u〉 = 〈A(u+ v)− A(u), v〉 = f(1)− f(0) ≥ 0.

The next three lemmas serve as important tools, which will be used in our main
existence proof involving monotone operators.
Lemma 2.1.8. Let V be a reflexive Banach space. Let {un}n be a bounded sequence in
V . If all convergent subsequences of the sequence {un}n converges weakly to the same
limit u, then the whole sequence {un}n converges weakly to the same limit, i.e., un ⇀ u
in V .
Lemma 2.1.9. Let V be a reflexive Banach space and A : V → V ∗ a monotone and
hemicontinuous operator. Then
(i) if A is maximal monotone, i.e. if u ∈ V and f ∈ V ∗ are given such that
〈f − A(v), u− v〉 ≥ 0 ∀v ∈ V,
then A(u) = f in V ∗.
(ii) it follows from
un ⇀ u in V, A(un) ⇀ f in V
∗ and 〈A(un), un〉 → 〈f, u〉,
that A(u) = f in V ∗.
(iii) it follows from either
un ⇀ u in V and A(un)→ f in V ∗
or
un → u in V and A(un) ⇀ f in V ∗,
that A(u) = f in V ∗.
Proof: (i) Suppose u ∈ V and f ∈ V ∗ are given as in the statement of (i). Take any
w ∈ V and set v = u− tw for t > 0. Then note that
〈f − A(v), u− v〉 ≥ 0 =⇒ 〈f − A(u− tw), w〉 ≥ 0.
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Consider a sequence tn > 0, such that tn → 0. Using the hemicontinuity of A yields
〈f − A(u− tnw), w〉 → 〈f − A(u), w〉 ≥ 0.
Now taking−w instead, we obtain the reverse inequality, and the result 〈f − A(u), w〉 = 0
for any w ∈ V follows.
(ii) From the monotonicity of A it follows that
〈A(un)− A(v), un − v〉 = 〈A(un), un〉 − 〈A(v), un〉 − 〈A(un)− A(v), v〉 ≥ 0




〈A(un), un〉 − 〈A(v), un〉 − 〈A(un)− A(v), v〉
)
= 〈f, u〉 − 〈A(v), u〉 − 〈f − A(v), v〉 ≥ 0,
this gives
〈f − A(v), u− v〉 ≥ 0 ∀v ∈ V.
Since A is maximal monotone, the result follows from (i).
(iii) Since 〈A(un), un〉 → 〈f, u〉 follows from either assumption of (iii), we obtain
A(u) = f in V ∗ by structuring the proof in the same way as the proof of (ii). 
Lemma 2.1.10. Let V be a reflexive Banach space with operator A : V → V ∗. Then the
following is valid:
(i) If A is strongly continuous, then A is compact.
(ii) If A is demicontinuous, then A is locally bounded, i.e., for each x ∈ V , there
exists a neighbourhood M ⊂ V of x such that A(M) ⊂ V ∗ is bounded.
(iii) If A is monotone, then A is locally bounded.
(iv) If A is monotone and hemicontinuous, then A is demicontinuous.
Proof: (i) Suppose that A is strongly continuous. Since sequential compactness and
compactness coincide on metric spaces, it is enough to show that A takes a bounded set
B ⊂ V to a relatively sequentially compact set A(B) ⊂ V ∗. Take an arbitrary sequence
{A(un)}n in A(B). Then since B is bounded, we also have that {un}n is bounded in V .
From Theorem 1.1.11 (Eberlein-S̆mulian Theorem), it follows that there exists a weakly
convergent subsequence {unk}k such that unk ⇀ u in V . From the strong continuity
it follows that A(unk) → A(u) in V ∗. This shows that A(B) is relatively sequentially
compact and therefore A is compact.
(ii) Assume that A is not locally bounded, then there exists a point u ∈ V such that
if we consider the open balls B(u, 1
n
), then ∀n ∈ N, ∀R > 0 there exists a v ∈ A(B(u, 1
n
))
such that ‖v‖V ∗ > R. We can construct a sequence um → u by taking um ∈ B(u, 1m)
for each m ∈ N. We can choose the sequence {um}m such that ‖A(um)‖V ∗ > m. Then
as um → u, it follows that ‖A(vm)‖V ∗ → ∞. But since A is demicontinuous, um → u
implies that A(um) ⇀ A(u) in V
∗. So we have that {A(um)}m is bounded, thus we have
a contradiction.
(iii) Assume that A is monotone but not locally bounded. As previously observed,
there exists a u ∈ V and a sequence un → u in V , such that ‖A(un)‖V ∗ → ∞. Without
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From the monotonicity of the operator A, we have that both 〈A(un)−A(v), un − v〉 ≥ 0
and 〈A(un)− A(−v), un − (−v)〉 ≥ 0 hold, this leads to
±sn〈A(un), v〉 ≤ sn
(




‖A(un)‖V ∗‖un‖+ ‖A(±v)‖V ∗(‖un‖+ ‖v‖)
)





where we use ‖un‖ ≤ D, for some constant D > 0. Therefore,
sup
n
|〈snA(un), v〉| <∞ ∀v ∈ V.
According to Theorem 1.2.3, there exists a constant C > 0 such that
sup
n
‖snA(un)‖V ∗ ≤ C.
We obtain sn‖A(un)‖V ∗ ≤ C, therefore ‖A(un)‖V ∗ ≤
C
sn
= C(1 + ‖A(un)‖V ∗‖un|‖V ). It





this shows that ‖A(un)‖V ∗ is bounded for some n ≥ n0, since ‖un‖ → 0. Thus, we have
a contradiction.
(iv) Suppose that un → u in V . Since {un}n is bounded, it is easy to show that the
sequence {A(un)}n is also bounded, this follows from (iii). By the assumed reflexivity of
V (and hence the reflexivity of V ∗), there exists an element f ∈ V ∗ and a subsequence
{unk}k, such that A(unk) ⇀ f . From Lemma 2.1.9(iii), we get A(u) = f . We can state
further that every subsequence of {A(un)} has a subsequence which converges weakly.
All these subsequences must converge weakly to A(u). Assume we can find a subsequence
{A(unl)}l such that A(unl) ⇀ c 6= f . Then applying 2.1.9(iii) again, yields A(u) = c,
this gives a contradiction. So from Lemma 1.2.10, it follows that the whole sequence
{A(un)}n converges weakly to A(u). Hence we have that A is demicontinuous. 
We are now in a position to prove the main theorem involving monotonicity. The
following result is credited mathematicians Felix Browder and George Minty from the
United States of America.
Theorem 2.1.11. (Browder, Minty 1963) Let V be a separable, reflexive Banach space
and A : V → V ∗ a monotone, coercive, hemicontinuous operator. Then for every f ∈ V ∗,
there exists a solution u ∈ V , such that
A(u) = f in V ∗. (2.5)
The set of solutions is bounded, convex and closed. If A is strictly monotone, then the
solution is unique.
Proof:
Step 1: The theorem will be proved by using the Galerkin method. Take a sequence
(ek)k of linearly independent vectors in V , such that setting
Vn := span{e1, ..., en},
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yields V =
⋃





and which solves the Galerkin equations
〈A(un)− f, ek〉 = 0 for k ∈ {1, ..., n}. (2.7)
We first show that the solution of the Galerkin equations exists. This is a nonlinear
system of equations
g(cn) = 0 in Rn, (2.8)
where cn := (cn1 , ..., c
n
n) ∈ Rn and g := (g1, ..., gn) : Rn → Rn are given by
gk : Rn → R : cn 7→ gk(cn) := 〈A(un)− f, ek〉, where k ∈ {1, ..., n}.
Using a lemma proved previously, it follows that since A is monotone and hemicontin-
uous, it is also demicontinuous. It can then be shown that g : Rn → Rn is continuous,




xlkek and y =
n∑
k=1
xkek, it follows that yl → y in V . The demicontinuity of A
implies that 〈A(yl), ek〉 → 〈A(y), ek〉 for each k ∈ {1, ..., n}, thus, each gk is continuous).
















We can then conclude that there exists a constant R1 > 0, such that
〈A(u)− f, u〉 > 0 for all u ∈ V : ‖u‖V ≥ R1. (2.9)
From the equivalence of norms on finite-dimensional space Vn, there exists a pair of real













































By Lemma 2.1.6, there exists a solution cn ∈ Rn of (2.8), with |cn| ≤ D2R1. Hence, we
have
‖un‖V ≤ R1, (2.10)
where we have that R1 > 0 is independent of n ∈ N.
Step 2: We now show that {A(un)}n is bounded. Lemma 2.1.10 implies that A is
locally bounded. This means that
∃α, δ > 0 : ‖v‖V ≤ α =⇒ ‖A(v)‖V ∗ ≤ δ.
From the assumed monotonicity of A, we have
〈A(un)− A(v), un − v〉 ≥ 0 ∀v ∈ V.
The monotonicity of A and the Galerkin equation (2.7), which yields 〈A(un), un〉 = 〈f, un〉
for all n ∈ N, leads to











δα +R1‖f‖V ∗ + δR1
)
.
Hence, {A(un)}n is bounded.
Step 3: We seek to pass to the limit in the final step. Since we have that V is reflexive
and the sequence {un}n is bounded, using Theorem 1.1.11 (Eberlein-S̆mulian Theorem),
implies the existence of a weakly convergent subsequence and u ∈ V , such that
un ⇀ u in V.
For simplicity of notation, we have again denoted the subsequence by {un}n. Taking
any v ∈
⋃∞
n=1 Vn implies that there exists a m ∈ N, such that v ∈ Vm. Since we have that
un is a solution of (2.7), for all n ≥ m, it follows that
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Note that V ∗ is a reflexive Banach space. Since we have shown that {A(un)}n is
bounded in Step 2, by the Eberlein-S̆mulian Theorem, we have the existence of a subse-
quence {A(unk)}k, where A(unk) ⇀ ψ in V ∗, therefore, by the uniqueness of limits and⋃∞
n=1 Vn being dense in V leads to ψ = f in V
∗. Using Lemma 2.1.8, we obtain the weak
convergence of the whole sequence {A(un)}n, therefore
A(un) ⇀ f in V
∗.
Considering that un is a solution to (2.7), we have that 〈A(un), un〉 = 〈f, un〉, this yields
lim
n→∞
〈A(un), un〉 = lim
n→∞
〈f, un〉 = 〈f, u〉.
After applying Lemma 2.1.9(ii), the desired result, A(u) = f is obtained.
Now, we investigate some properties of the solution set for some fixed f ∈ V ∗. Let
W :=
{
u ∈ V : A(u) = f in V ∗
}
be the solution set.
 It is clear that W 6= ∅ from what we have shown.
 W is bounded. Assume to the contrary that for all R > 0 there exists a u ∈ W
such that ‖u‖V ≥ R. Consider R := R1, then a contradiction follows from (2.9),
since
‖u‖V ≥ R1 =⇒ 〈A(u)− f, u〉 > 0, but u ∈ W =⇒ 〈A(u)− f, u〉 = 0.
 W is convex. Assume that u1, u2 ∈ W . Then consider u = tu1 + (1 − t)u2, where
0 ≤ t ≤ 1; we have the following inequality (using the assumed monotonicity of A),
〈f − A(v), u− v〉 = 〈f − A(v), tu1 + (1− t)u2 − tv − v + tv〉
= 〈f − A(v), t(u1 − v)〉+ 〈f − A(v), (1− t)(u2 − v)〉 ≥ 0 ∀v ∈ V.
From Lemma 2.1.9(i), we get A(u) = f .
 W is closed. We want to show that W = W . We have W ⊂ W trivially. Assume
that u ∈ W , then there exists a sequence such that un → u, where {un}n ⊂ W .
〈f − A(v), u− v〉 = lim
n→∞
〈f − A(v), un − v〉
= lim
n→∞
〈A(un)− A(v), un − v〉 ≥ 0 ∀v ∈ V.
Again by Lemma 2.1.9, we obtain A(u) = f , so u ∈ W .
Finally, assume that A is strictly monotone. Consider distinct elements u1 and u2 of
the solution set W . Consequently,
0 < 〈A(u1)− A(u2), u1 − u2〉 = 〈f − f, u1 − u2〉 = 0.
We clearly have a contradiction. Hence, the solution to (2.5) must be unique if A is
strictly monotone.

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2.1.5 Pseudomonotone Operators
There is a large class of quasilinear partial differential equations, which do not fall in the
assumptions of the Browder Minty Theorem. Therefore, a weaker notion of monotonic-
ity, called pseudomonotonicity, was introduced with the aim of proving the existence of
solutions for these quasilinear partial differential equations.
Definition 2.1.12. An operator A : V → V ∗ is pseudomonotone if
A is bounded, (2.12)
and
un ⇀ u and lim sup
n→∞
〈A(un), un − u〉 ≤ 0
implies
〈A(u), u− v〉 ≤ lim inf
n→∞
〈A(un), un − v〉 ∀v ∈ V. (2.13)
Lemma 2.1.13. Let V be a reflexive Banach space, then every pseudomonotone operator
A : V → V ∗ is demicontinuous.
Proof: Suppose un → u. By definition of a pseudomonotone operator, {A(un)}n is
bounded, therefore any subsequence of {A(un)}n is also bounded. Since we assume V is a
reflexive Banach space, it follows that V ∗ is a reflexive Banach space. We can then apply
Theorem 1.1.11 (Eberlein-S̆mulian Theorem) and obtain a further weakly convergent
subsequence, which I will again call {A(un)}n for simplicity. By Theorem 1.1.11 we
obtain A(un) ⇀ f, for some f ∈ V ∗. Then, lim
n→∞
〈A(un), un − u〉 = 〈f, u − u〉 = 0 (since
we can show that 0 ≤ |〈A(un), un − v〉 − 〈f, u − u〉| ≤ ‖A(un) − f‖V ∗‖un − u‖, where
‖A(un)− f‖V ∗ is bounded and ‖un − u‖ → 0) and therefore, by (2.13), we get
〈A(u), u− v〉 ≤ lim inf
n→∞
〈A(un), un − v〉 = 〈f, u− v〉 (2.14)
for any v ∈ V .
Since 〈A(u), u − v〉 ≤ 〈f, u − v〉, taking v = u − w results in 〈A(u), w〉 ≤ 〈f, w〉.
Similarly, taking v = u+w yields the reverse inequality 〈A(u), w〉 ≥ 〈f, w〉. Consequently,
A(u) = f .
We showed that any subsequence of the sequence {A(un)}n has a weakly convergent
subsequence, which converges to A(u) = f , therefore by Lemma 1.2.10 it follows that the
whole sequence {A(un)}n converges weakly to A(u). This proves that A is demicontinu-
ous. 
Definition 2.1.14. An operatorA : V → V ∗ is coercive if ∃ϕ : R+ → R+ : lim
t→+∞
ϕ(t) = +∞






Remark 10. Coercivity can be obtained from strong monotonicity:




≥ c‖u‖V − ‖A(0)‖V ∗ →∞ for ‖u‖V →∞.
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Using a similar method, involving Galerkin approximations, as in Theorem 2.1.11
(Browder, Minty), we will prove the main existence result involving pseudomonotone
operators. The following result is credited to French mathematician Hı̈am Brézis
Theorem 2.1.15. (Brézis 1968) Let V be a separable, reflexive Banach space. Any oper-
ator A : V → V ∗, which is pseudomonotone and coercive is surjective. Stated differently,
for any f ∈ V ∗, there is at least one solution to the equation
A(u) = f. (2.16)
Proof:
Step 1: (Galerkin Approximation) As in the proof of Theorem 2.1.11 (Browder, Minty),
we will prove using the Galerkin method. Take a sequence (ek)k of linearly independent
vectors in V , such that setting
Vn := span{e1, ..., en},
yields V =
⋃





and which solves the Galerkin equations
un ∈ Vn : 〈A(un)− f, ek〉 = 0, k ∈ {1, ..., n}. (2.17)
We first show that the solution of the Galerkin equations exists. This is a nonlinear
system of equations
g(cn) = 0 in Rn,
where cn := (cn1 , ..., c
n
n) ∈ Rn and g := (g1, ..., gn) : Rn → Rn is given by
gk : Rn → R : cn 7→ gk(cn) := 〈A(un)− f, ek〉, k ∈ {1, ..., n}.
Claim 1: Each gk is continuous.
Consider a convergent sequence xl → x in Rn, let yl =
n∑
k=1




then yl → y in V . Since A is bounded, it follows that {A(yl)}l∈N is bounded in V ∗. With
V ∗ being reflexive, it follows that A(yl) ⇀ ψ (up to a subsequence, using the Eberlein-
S̆mulian Theorem). Hence, 〈A(yl), yl − y〉 → 0, and by the pseudomonotonicity of A we
get
〈A(y), y − v〉 ≤ lim inf
l→∞
〈A(yl), yl − v〉 = lim
l→∞
〈A(yl), yl − v〉 = 〈ψ, y − v〉,
that is 〈A(y) − ψ, y − v〉 ≤ 0 ∀v ∈ V . Take w ∈ V and set v = y − w, this yields
〈A(y)− ψ,w〉 ≤ 0 ∀w ∈ V ⇔ 〈A(y)− ψ,w〉 = 0 ∀w ∈ V ⇔ A(y) = ψ. Hence,
gk(x
l) = 〈A(yl)− f, ek〉 → 〈A(y)− f, ek〉 = gk(x).
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Therefore, the mapping g : Rn → Rn is continuous.
Claim 2: The Galerkin equations (2.17), has a solution un ∈ Vn, such that ‖un‖V ≤ R1,
where R1 > 0 is a constant independent of n ∈ N.
This follows from the same arguments as in Step 1 of the proof of Theorem 2.1.11
(Browder, Minty), using the continuity of g and the assumed coercivity of A. We then
obtain a sequence of Galerkin solutions {un}n ⊂ V , such that un ∈ Vn and ‖un‖ ≤ R1
(this also implies that ‖A(un)‖V ∗ ≤ M , for some constant M > 0, since A is assumed
bounded). Thus, we have
〈A(un)− f, v〉 = 0 ∀v ∈ Vn. (2.18)
Step 2: Since {un}n was shown to be bounded, it follows that there is a subsequence
(unj)j ∈ V such that unj ⇀ u in V . Therefore,
〈A(unj), unj〉 = 〈f, unj〉 → 〈f, u〉.
Take v ∈ V and ε > 0. By the density of
⋃




that ‖v − wε‖ < ε, we also have wε ∈
⋃
n Vn ⇔ ∃nε ∈ N such that wε ∈ Vnε . Take
j large enough so that nj > nε, this implies that w
ε ∈ Vnε ⊂ Vnj , which implies that
〈A(unj)− f, wε〉 = 0. Then,
〈A(unj)− f, v〉 = 〈A(unj)− f, v − wε〉
≤ (M + ‖f‖V ∗)ε.
For v = unj − u, we have




〈A(unj), unj − u〉 ≤ (M + ‖f‖V ∗)ε,
by arbitrariness of ε we have lim sup
j→∞
〈A(unj), unj − u〉 ≤ 0, then the pseudomonotonicity
of A yields
〈A(u), u− v〉 ≤ lim inf
j→∞
〈A(unj), unj − v〉.
If we take v ∈
⋃
n Vn, then for large j it follows that v ∈ Vnj , and so
〈A(u), u− v〉 ≤ lim inf
j→∞




We want to show that this holds for all v ∈ V . Take v ∈ V and ε > 0, then ∃wε ∈
⋃
n Vn,
such that ‖v − wε‖ < ε. Therefore,
〈A(u)− f, u− v〉 = 〈A(u)− f, u− wε〉+ 〈A(u)− f, wε − v〉 ≤
(
‖A(u)‖V ∗ + ‖f‖V ∗
)
ε.
By the arbitrariness of ε, it follows that 〈A(u)− f, u− v〉 ≤ 0 ∀v ∈ V , this implies that
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2.1.6 More about Monotone and Pseudomonotone Operators
When considering a problem, it is often easier to prove pseudomonotonicity as an im-
plication of other properties. It is therefore necessary to understand which properties
imply pseudomonotonicity. Pseudomonotone operators play an essential role in proving
the existence of weak solutions to some boundary value problems. Its significance will be
more apparent when we examine the approach to proving the existence of weak solutions
in the next chapter.
In this section, we look at some more properties and results involving monotone and
pseudomonotone operators A : V → V ∗, on reflexive Banach space V .
Lemma 2.1.16. Let V be a reflexive Banach space.
(i) The sum of pseudomonotone operators remain pseudomonotone, i.e. A1 and A2
pseudomonotone implies u 7→ A1(u) + A2(u) is pseudomonotone.
(ii) A shift of a pseudomonotone operator remains pseudomonotone, i.e A pseu-
domonotone implies u 7→ A(u+ w) is pseudomonotone, for any w ∈ V .
Proof: Note that the boundedness of u 7→ A1(u) +A2(u), as well as A(·+w) is straight-
forward to show. We will prove requirement (2.13) of pseudomonotonicity.
(i) Let A1 and A2 be pseudomonotone and assume that un ⇀ u and
lim sup
n→∞
〈(A1 + A2)(un), un − u〉 ≤ 0. We first need to show
lim sup
n→∞
〈A1(un), un − u〉 ≤ 0 and lim sup
n→∞
〈A2(un), un − u〉 ≤ 0. (2.19)
By contradiction, assume that lim sup
n→∞
〈A1(un), un − u〉 = ε > 0, then there exists a
subsequence, such that lim
k→∞
〈A1(unk), unk−u〉 = lim sup
n→∞
〈A1(un), un−u〉 = ε > 0. Consider
0 ≥ lim sup
n→∞
(〈A1(un), un − u〉+ 〈A2(un), un − u〉)
≥ lim sup
k→∞
(〈A1(unk), unk − u〉+ 〈A2(unk), unk − u〉)
≥ lim inf
k→∞
〈A1(unk), unk − u〉+ lim sup
k→∞
〈A2(unk), unk − u〉.
It follows that lim sup
k→∞
〈A2(unk), unk − u〉 ≤ −ε < 0. We also have
unk ⇀ u and lim sup
k→∞
〈A2(unk), unk − u〉 ≤ 0,
and hence, 〈A2(u), u− v〉 ≤ lim inf
k→∞
〈A2(unk), unk − v〉 ∀v ∈ V . Let v = u then
0 ≤ lim inf
k→∞
〈A2(unk), unk − u〉 ≤ lim sup
k→∞
〈A2(unk), unk − u〉 ≤ −ε < 0.
Thus, a contradiction is reached. It follows then that (2.19) holds.
lim inf
n→∞
〈(A1 + A2)(un), un − v〉 ≥ lim inf
n→∞
〈A1(un), un − v〉+ lim inf
n→∞
〈A2(un), un − v〉
≥ 〈A1(u), u− v〉+ 〈A2(u), u− v〉
= 〈(A1 + A2)(u), u− v〉.
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(ii) Let un ⇀ u and lim sup
n→∞
〈A(un + w), un − u〉 ≤ 0. We then have un + w ⇀ u + w
and lim sup
n→∞




〈A(un + w), un − v〉 = lim inf
n→∞
〈A(un + w), (un + w)− (v + w)〉
≥ 〈A(u+ w), (u+ w)− (v + w)〉
= 〈A(u+ w), u− v〉.
Therefore, A(·+ w) is pseudomonotone. 
Lemma 2.1.17. Let V be a reflexive Banach space and A : V → V ∗ a strongly continuous
operator, then A is pseudomonotone.
Proof: We first show that A is bounded. Assume there is some bounded set B ⊂ V ,
where A(B) is unbounded in V ∗. Then, choose a sequence {A(un)}n∈N ⊂ A(B) such
that ‖A(un)‖V ∗ ≥ n. Note that {un}n ⊂ B is bounded in V , so by the Eberlein-S̆mulian
Theorem, it follows that there exists a subsequence {unk}k such that unk ⇀ u in V . The
strong continuity then yields A(unk) → A(u) in V ∗, the sequence is therefore bounded.
However, we also have ‖A(unk)‖V ∗ ≥ nk, this contradicts {A(unk)}k being bounded.




〈A(un), un − u〉 = lim sup
n→∞
〈A(un), un − u〉 = 0,
but we also have
〈A(u), u− v〉 = lim
n→∞
〈A(un), un − v〉 = lim inf
n→∞
〈A(un), un − v〉.
Thus, A is pseudomonotone. 
Lemma 2.1.18. Let V be a reflexive Banach space, then any bounded demicontinuous
operator A : V → V ∗ satisfying
un ⇀ u and lim sup
n→∞
〈A(un)− A(u), un − u〉 ≤ 0 =⇒ un → u (2.20)
is pseudomonotone.
Proof: Assume that un ⇀ u and lim sup
n→∞
〈A(un), un − u〉 ≤ 0. It can be shown that
lim sup
n→∞
〈A(un)− A(u), un − u〉 = lim sup
n→∞
〈A(un), un − u〉 − lim
n→∞
〈A(u), un − u〉.
Since un ⇀ u, we have lim
n→∞
〈A(u), un − u〉 = 0 and therefore,
lim sup
n→∞
〈A(un) − A(u), un − u〉 = lim sup
n→∞
〈A(un), un − u〉 ≤ 0. By (2.20), it follows that
un → u and the demicontinuity of A yields A(un) ⇀ A(u). It then follows immediately
that lim inf
n→∞
〈A(un), un − v〉 = lim
n→∞
〈A(un), un − v〉 = 〈A(u), u− v〉 for any v ∈ V . 
Lemma 2.1.19. Let V be a reflexive Banach space. Any radially continuous mono-
tone operator A : V → V ∗, satisfies (2.13). In particular, bounded radially continuous
monotone operators are pseudomonotone.
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Proof: Consider un ⇀ u and lim sup
n→∞
〈A(un), un−u〉 ≤ 0. We assume that A is monotone,
thus, 〈A(un), un − u〉 ≥ 〈A(u), un − u〉 → 0, this yields lim inf
n→∞
〈A(un), un − u〉 ≥ 0. Since
lim inf
n→∞
〈A(un), un − u〉 ≤ lim sup
n→∞
〈A(un), un − u〉 ≤ 0, together we have
lim
n→∞
〈A(un), un − u〉 = 0. (2.21)
Take uε = (1− ε)u+ εv, where ε > 0, from the assumed monotonocity of A,
0 ≤ 〈A(un)− A(uε), un − uε〉 = 〈A(un)− A(uε), ε(u− v) + (un − u)〉. (2.22)
Then, from 〈A(un)− A(uε), ε(u− v)〉+ 〈A(un)− A(uε), un − u〉 ≥ 0, it follows that
ε〈A(un), u− v〉 ≥ 〈A(uε), un − u〉 − 〈A(un), un − u〉+ ε〈A(uε), u− v〉. (2.23)
Fix ε > 0 and take the limit as n→∞. By (2.21) we have
ε lim inf
n→∞
〈A(un), u− v〉 ≥ ε〈A(uε), u− v〉. (2.24)
Dividing by ε gives lim inf
n→∞
〈A(un), u − v〉 ≥ 〈A(uε), u − v〉 = 〈A(u + ε(v − u)), u − v〉.
Letting ε→ 0, together with the assumed radial continuity results in
lim inf
n→∞
〈A(un), u− v〉 ≥ lim
ε→0+
〈A(u+ ε(v − u)), u− v〉 = 〈A(u), u− v〉. (2.25)
Hence, (2.25) and (2.21) yields
lim inf
n→∞
〈A(un), un − v〉
= lim
n→∞
〈A(un), un − u〉+ lim inf
n→∞
〈A(un), u− v〉 ≥ 〈A(u), u− v〉. (2.26)
If we further assume that A is bounded, then not only does this prove (2.13), but it
also shows that A is pseudomonotone. 
Remark 11. Furthermore, using similarly structured proofs (with Galerkin Approxima-
tions) and some of the properties mentioned previously, additional results showing the
existence of solutions to A : V → V ∗ can be proved. The following is an example of such a
result, which can be applied to quasilinear partial differential equations with lower order
terms, which do not satisfy a monotonicity condition (see [63] for treatment of this result):
Let V be a reflexive Banach space. Suppose operator A = A1 + A2 : V → V ∗ is co-
ercive, A1 radially continuous and monotone and A2 strongly continuous. Then A is
surjective.
Observe that if A1 is a bounded radially continuous monotone operator, then it is
also pseudomonotone (from Lemma 2.1.19). By Lemma 2.1.17, we can see that if A2 is
strongly continuous, then it is also a pseudomonotone operator. The sum of pseudomono-
tone operators is pseudomonotone. Moreover, A = A1 + A2 is assumed coercive, hence,
as a consequence of Theorem 2.1.15 (Brézis) we have that A is surjective. Note, that if
A2 = 0 then we obtain Theorem 2.1.11 (Browder, Minty).
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2.1.7 Two Notions of Pseudomonotone Operators
In this section, we briefly examine the connection between two distinct notions of pseu-
domonotonicity. We will refer to the first type as K-pseudomonotonicty. This definition
was proposed by S.Karamardian in 1976 (see [45]), its applications are often used in
the treatment of optimization problems. The second type of pseudomonotonicity will be
called B-pseudomonotonicity, it serves as a generalization of the notion of pseudomono-
tonicity introduced by H.Brézis (see Definition 2.1.12).
Note that for this section we refer to our usual definition of pseudomonotonicity (as in
Definition 2.1.12), again simply as ’pseudomonotone’, but without A : K → V ∗ required
to be bounded (as in (2.12)).
Let K be a non-empty, closed and convex subset of a Banach space V .
The notion of K-pseudomonotonicity, credited to Karamardian is defined as follows:
Definition 2.1.20. An operator A : K → V ∗ is K-pseudomonotone if
〈A(v), u− v〉 ≥ 0 =⇒ 〈A(u), u− v〉 ≥ 0 (2.27)
for each u, v ∈ K.
The following is a weaker form of hemicontinuity to that which we defined previously,
we will call this K-hemicontinuity.
Definition 2.1.21. An operator A : K → V ∗ is K-hemicontinuous if
t 7→ 〈A(u+ t(v − u)), v − u〉 (2.28)
is continuous at 0+ for all u, v ∈ K.
Remark 12. The definition of hemicontinuity presented previously (in Section 2.1.2)
implies K-hemicontinuity.
Proposition 2.1.22. Let K be a non-empty, closed and convex subset of Banach space
V . A monotone and K-hemicontinuous operator A : K → V ∗ is pseudomonotone.
We now consider a more general notion of pseudomonotonicity than that introduced
previously.
Definition 2.1.23. An operatorA : K → V ∗ isB-pseudomonotone if for each {un}n∈N ⊂ K
and for all u, v ∈ K, the assumptions
un ⇀ u (2.29)
and
〈A(un), (1− t)u+ tv − un〉 ≥ 0, ∀t ∈ [0, 1], n ∈ N (2.30)
implies that
〈A(u), v − u〉 ≥ 0. (2.31)
Proposition 2.1.24. Let K be a non-empty, closed and convex subset of Banach space
V . Every pseudomonotone operator A : K → V ∗ is also B-pseudomonotone.
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Proof: Assume that A : K → V ∗ is pseudomonotone and that conditions (2.29) and
(2.30) hold. Consider (2.30) with t = 0 and t = 1, this yields




〈A(un), un − u〉 ≤ 0 and lim inf
n→∞
〈A(un), un − v〉 ≤ 0.
As a result, 〈A(u), u− v〉 ≤ lim inf
n→∞
〈A(un), un − v〉 ≤ 0 for all v ∈ K. In conclusion, we
have the desired result 〈A(u), v − u〉 ≥ 0.

The main result, which we seek to prove, establishes a connection between K-pseudo-
monotonicity and B-pseudomonotonicity. Before proving this result; we first prove a
characterization of B-pseudomonotonicity which will be used. In order to do this, we
define set-valued operators A1, A2 : K → 2K by
A1(v) :=
{




u ∈ K : 〈A(v), v − u〉 ≥ 0
}
.
The notation ’wcl’ will denote the weak closure of a set, and ’[u, v]’, the line segment












for all u, v ∈ K. Note the following argument:
Assume (2.32) is true. Moreover, assume (2.30) holds for u, v ∈ K, and let un ⇀ u in
K. We want to show (2.31).

















It is then clear that (2.31) is satisfied. One of the inclusions of (2.32) is trivial, so all that
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Theorem 2.1.25. Let K be a non-empty, closed and convex subset of a Banach space
V . If the operator A : K → V ∗ is K-pseudomonotone and K-hemicontinuous, then it is
also B-pseudomonotone.
Proof: In order to prove (2.32), it is enough to prove (2.34). The K-pseudomonotonicity
of A yields
A1(z) ⊂ A2(z) for all z ∈ K, (2.35)
this shows that the first inclusion of (2.34) is valid.
The equality in (2.34) is shown as follows: First note that since A : K → V ∗ is
K-pseudomonotone and K-hemicontinuous, A : [u, v] → V ∗ is also K-pseudomonotone






[u, v], then 〈A(z), z − ū〉 ≥ 0 for all z ∈ [u, v]. We want to show
that 〈A(ū), z − ū〉 ≥ 0, for all z ∈ [u, v]. Consider ū + t(z − ū) ∈ [u, v], where t ∈ [0, 1].
Using the K-pseudomonotonicity yields
〈A(ū+ t(z − ū)), z − ū〉 ≥ 0.
Then, the assumed K-hemicontinuity gives
〈A(ū+ t(z − ū)), z − ū〉 → 〈A(ū), z − ū〉 as t→ 0+.








































[u, v] ∀i ∈ I.
Thus, 〈A(z), z−ui〉 ≥ 0 for all z ∈ [u, v], i ∈ I. Since ui ⇀ ū, it follows that 〈A(z), z−ū〉 ≥








Theorem 2.1.25 thus confirms an association between two distinct notions of pseu-
domonotonicity, namely, K-pseudomonotonicity and B-pseudomonotonicity.
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Chapter 3
Applications to Variational Problems
In this chapter, we will start by describing the weak formulation and how it relates to
the classical notion of a solution to a second order partial differential equation. Then we
will use the abstract theory of pseudomonotone operators on boundary value problems
to prove the existence of a weak solution. More specifically, we will focus on quasilinear
second order partial differential equations of the form
−div(a(x, u,∇u)) + c(x, u,∇u) = g in Ω,
u|Γ = uD on ΓD,
ν · a(x, u,∇u) + b(x, u) = h on ΓN .
(3.1)
Above, Ω ⊂ RN is assumed to be a bounded, connected, Lipschitz domain. Moreover,
we assume that mappings
ai, c : Ω× R× RN → R, b : Γ× R→ R are Carathéodory functions for i ∈ {1, ..., N}.
(3.2)
By definition of Carathéodory functions, the functions are measurable in x and continuous
almost everywhere with respect to (s, ξ) ∈ R×RN . We will take g ∈ Lp∗
′
(Ω), h ∈ Lp#
′
(Γ),
where p ∈ (1,+∞). Assume the following growth conditions on mappings a, b and c,
|a(x, s, ξ)| ≤ γ1(x) + C|s|
(p∗−ε)
p′ + C|ξ|p−1 for some γ1 ∈ Lp
′
(Ω), (3.3)
|b(x, s)| ≤ γ2(x) + C|s|p
#−ε−1 for some γ2 ∈ Lp
#′
(Γ), (3.4)
|c(x, s, ξ)| ≤ γ3(x) + C|s|p
∗−ε−1 + C|ξ|
p
p∗′ for some γ3 ∈ Lp
∗′
(Ω). (3.5)
Lastly, we assume that a(x, s, ξ) satisfies a monotonicity condition:
(a(x, s, ξ)− a(x, s, ξ̄)) · (ξ − ξ̄) ≥ 0 ∀a.e. x ∈ Ω,∀s ∈ R, ∀ξ, ξ̄ ∈ RN . (3.6)
3.1 Boundary Value Problems
As shown in (3.1), we seek to prove the existence of a weak solution to
−div(a(x, u,∇u)) + c(x, u,∇u) = g in Ω. (3.7)
It is more common to consider only a Dirichlet boundary condition, but we will
instead consider a combination of boundary conditions (Dirichlet and Newton Boundary
37
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conditions), thereby covering a more diverse range of boundary value problems. In doing
so, we demonstrate how effective a tool pseudomonotone operators are in examining
quasilinear equations of this type. We divide the boundary Γ into two disjoint open parts
ΓD and ΓN . As shown in (3.1), the mixed boundary conditions are:
u|Γ = uD on ΓD, (3.8)
ν · a(x, u,∇u) + b(x, u) = h on ΓN . (3.9)
The classical solution u ∈ C2(Ω) is not usually easy to attain, we therefore seek to
describe a more general notion of a solution. We require this general solution, called a
’weak solution’, to satisfy, first and foremost, the following conditions:
Condition 1: Any classical solution is also a weak solution.
Condition 2: If the data is assumed smooth and the weak solution belongs to C2(Ω),
then it is the classical solution.
3.1.1 Weak Formulation
In order to define the concept of a weak solution, we first need to describe the weak
formulation. We will apply the procedure of deriving the weak formulation to equation
(3.1). The weak formulation is obtained by applying the following steps:
 Multiply (3.7) by a test function. We will call this test function v.
 Integrate over the domain Ω.
 Use Green’s formula (Let z = a(x, u,∇u). Refer to the appendix ).
 Substitute the Newton boundary condition into the boundary integral term in
Green’s formula. Since we consider a test function v, we have that v|D = 0, so
the integral over ΓD vanishes.
The steps described above, applied to our quasilinear pde with mixed boundary value
conditions, results in the following equation:∫
Ω
(













Note that from (3.7) we also have
∫
Ω




We, therefore, get the following important equation, which we refer to frequently in what
follows:∫
Ω










Remark 13. Sobolev spaces, named after the Russian mathematician, Sergei Sobolev,
are sufficiently rich in derivatives (in the weak sense) and additional structure. It is
a suitable setting for application in partial differential equations, as their solutions are
naturally found here.
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We are now in a position to describe the notion of a weak solution.
Definition 3.1.1. We regard u ∈ W 1,p(Ω) as a weak solution to the mixed boundary
value problem (3.7), (3.8) and (3.9), if u|ΓD = uD, and the integral (3.11) is satisfied for
any test function v ∈ W 1,p(Ω), with v|ΓD = 0.
Condition 1 follows as a result of how the integral (3.11) was obtained. We will prove
Condition 2 now, but first we will introduce the space of test functions:
V :=
{
v ∈ W 1,p(Ω) : v|ΓD = 0
}
. (3.12)
An important observation is the restriction of v on ΓD in the space of test functions
V , i.e., v|ΓD = 0. In Definition 3.1.1, u|ΓD = uD is a separate requirement.
We must ensure that this setting does not compromise Condition 2.
Proposition 3.1.2. (verification of Condition 2) Let a ∈ C1(Ω× R× RN ;RN),
b ∈ C(ΓN ×R), c ∈ C(Ω×R×RN), g ∈ C(Ω) and h ∈ C(ΓN). Then, it follows that the
weak solution u ∈ C2(Ω) described above is also the classical solution.
Proof: Consider (3.11), then∫
Ω














































Green’s Formula then yields:∫
ΓN












































Since v|Γ = 0 by definition of V , it follows that the boundary integral in (3.13) van-
ishes. As v is taken arbitrarily from V , it follows that (3.7) holds a.e. x ∈ Ω. Since
div(a(x, u,∇u))− c(x, u,∇u) + g is continuous, it is easy to show that it even holds ev-
erywhere.1Taking v ∈ V in (3.13), we can also show that the boundary condition (3.9)
holds. Note that the first boundary condition holds by our definition of a weak solution. 
From Chapter 1, we have the continuous embedding, W 1,p(Ω) ⊂ Lp∗(Ω), and the
compact embedding, W 1,p(Ω) b Lp
∗−ε(Ω), where ε > 0. From Theorem 1.5.11 (trace
operator), we have that there exists a continuous mapping T : W 1,p(Ω)→ Lp#(Γ), and a
compact mapping from W 1,p(Ω) into Lp
#−ε(Γ). We will use these results after applying
the Nemytskĭi Theorem.
Remark 14. Refer to the appendix for the notation p′, p∗ and p#.
The growth conditions allow the application of the Nemytskĭi Theorem (see appendix,
Theorem 7.6.1). The continuity results which derive from applying the Nemytskĭi The-
orem to mappings a, b and c are first stated, then the continuity of these mappings are
proved.
ηa : W
1,p(Ω)× Lp(Ω;RN)→ Lp′(Ω;RN) (weak × norm, norm)-continuous, (3.14)
ηb ◦ T : W 1,p(Ω)→ Lp
#
′




(Ω) (weak × norm, norm)-continuous. (3.16)
Let us first look at the continuity result (3.14) in some more detail. Recall that
ai : Ω×R×RN → R is assumed to be a Carathéodory function. The Nemytskĭi mappings




(x) := a(x, u,∇u).
Then, using the Nemytskĭi Theorem, we find that ηa is bounded and continuous, mapping
Lp
∗−ε(Ω)× Lp(Ω;RN)→ Lp′(Ω;RN).
We show why ηa : W
1,p(Ω)×Lp(Ω;RN)→ Lp′(Ω;RN) is (weak ×norm, norm)-continuous
as follows:
Proof:
Take convergent sequences un ⇀ u in W
1,p(Ω) and ϕn → ϕ in Lp(Ω;RN). First consider
un ⇀ u in W
1,p(Ω), from Theorem 1.5.13 (Rellich Kondrachov Theorem), it follows that
1C∞0 (Ω) is dense in W
k,p
0 (Ω), so we can use the du Bois-Reymond lemma (check appendix). Noting
that, in this case, div(a(x, u,∇u))− c(x, u,∇u) + g is taken as being continuous (therefore, also locally
integrable) and taking v ∈ C∞0 (Ω) allows for an application of du Bois-reymond lemma. This gives
div(a(x, u,∇u)) − c(x, u,∇u) + g = 0 almost everywhere. Since div(a(x, u,∇u)) − c(x, u,∇u) + g is
continuous, it can be shown that div(a(x, u,∇u))− c(x, u,∇u) + g = 0 everywhere.
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un → u in Lp
∗−ε(Ω). From Proposition 1.4.11, we have the existence of a pointwise con-
vergent subsequence, and a function h ∈ Lp∗−ε(Ω), where h(x) ≥ 0. Further, we also
have that |unk(x)| ≤ h(x) a.e. x ∈ Ω (clearly also |u(x)| ≤ h(x) a.e. x ∈ Ω). Similarly,
consider ϕnk → ϕ in Lp(Ω;RN). Again, we use Proposition 1.4.11, this yields a pointwise
convergent subsequence, ϕnkl (x) → ϕ(x) a.e. x ∈ Ω, and there exists h0 ∈ L
p(Ω;RN)
where h0(x) ≥ 0. Moreover, we also have |ϕnkl (x)| ≤ h0(x) a.e. x ∈ Ω (clearly also
|ϕ(x)| ≤ h0(x) a.e. x ∈ Ω). Consider also the subsequence {unkl}l.
For simplicity of notation, these subsequences will be denoted by {ϕnk}k and {unk}k.
Using the continuity of Carathéodory function a(x, s, ξ), it follows that
a(x, unk(x), ϕnk(x))→ a(x, u(x), ϕ(x)) a.e. x ∈ Ω.
We want to show that∫
Ω
|ηa(unk , ϕnk)(x)− ηa(u, ϕ)(x)|p
′
dx→ 0. (3.17)
Using Lemma 1.2.10, it follows that if we can prove (3.17) for the subsequence then it
holds for the whole sequence. Using growth condition (3.3):



























for some constant C > 0 (where C is absorbed and chosen accordingly throughout the
working). The result (3.17), follows after applying Theorem 1.3.10 (Lebesgue Dominated
Convergence Theorem). Hence, we have
ηa : W
1,p(Ω)× Lp(Ω;RN)→ Lp′(Ω;RN) is (weak× norm,norm)-continuous. (3.18)

Next, we want to show that ηb ◦ T : W 1,p(Ω)→ Lp
#′
(Γ) is (weak, norm)-continuous.
Proof:
Take un ⇀ u in W
1,p(Ω), we want to show that (ηb ◦ T )(un)→ (ηb ◦ T )(u). Since T is a
compact operator (see Theorem 1.5.11), it follows that T (un) → T (u) in Lp
#′−ε(Γ). By
Proposition 1.4.11, it follows that there exists a subsequence T (unk)(x) → T (u)(x) a.e.
x ∈ Γ, and a function w ∈ Lp#−ε(Γ), where w(x) ≥ 0 and |T (unk)(x)| ≤ w(x) a.e. x ∈ Γ
(clearly also |T (u)(x)| ≤ w(x) a.e. x ∈ Γ).
Since b is also a Carathéodory function, we have
b(x, T (unk)(x))→ b(x, T (u)(x)) a.e. x ∈ Γ.
We want to show that∫
Γ
|ηb ◦ T (unk)(x)− ηb ◦ T (u)(x)|p
#′
dx→ 0. (3.19)
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Using Lemma 1.2.10, it follows that if we can prove (3.19) for the subsequence, then it
holds for the whole sequence. Using growth condition (3.4):
|ηb ◦ T (unk)(x)−ηb ◦ T (u)(x)|p
#′ ≤ D
(
|ηb ◦ T (unk)(x)|p
#′























for some constant D > 0. Note that since (p#− ε−1) p#
p#−1 < p
#− ε, it can be shown that
w(x)(p
#−ε−1)p#′ ∈ L1(Γ). Then the result (3.19) follows by Theorem 1.3.10 (Lebesgue
Dominated Theorem). Hence, we have
ηb ◦ T : W 1,p(Ω)→ Lp
#′
(Γ) is (weak, norm)-continuous. (3.20)





(Ω) is (weak× norm, norm)-continuous. (3.21)
The terms on the right-hand side of (3.11) being summable relies on the following
observations. Given v ∈ W 1,p(Ω), using the continuous embedding W 1,p(Ω) ⊂ Lp∗(Ω) and
the trace operator, which maps W 1,p(Ω) into Lp
#
(Ω), together with Hölder’s Inequality
implies gv ∈ L1(Ω) and hv|Γ ∈ L1(Γ).
For the Dirichlet boundary condition on ΓD, we will assume
∃w ∈ W 1,p(Ω) such that uD = w|Γ. (3.22)
Consider V := {v ∈ W 1,p(Ω) : v|ΓD = 0}, equipped with the Sobolev space norm and
define the operators A : W 1,p(Ω)→ V ∗ and f ∈ V ∗ by
〈A(u), v〉 := left-hand side of (3.11), (3.23)
〈f, v〉 := right-hand side of (3.11). (3.24)
Then, define operator A1 : V → V ∗ by
A1(u) := A(u+ w). (3.25)
Now, we check that f ∈ V ∗.
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where constant C is the norm of the embedding operator W 1,p(Ω) ⊂ Lp∗(Ω) and constant
D is the norm of the trace operator W 1,p(Ω) → Lp#(ΓN). Note that f is clearly linear.
Thus, we have shown that f ∈ V ∗.
Similarly, we can check that A(u) ∈ V ∗.








































≤ ‖a(x, u,∇u)‖Lp′ (Ω;RN ) + C‖c(x, u,∇u)‖Lp∗′ (Ω) +D‖b(x, u)‖Lp#′ (ΓN ).
It is clear that A : W 1,p(Ω)→ V ∗ is well-defined (A(u) is clearly a linear operator).
Proposition 3.1.3. There exists a solution u1 ∈ V to (2.16) for A1 if and only if
u = u1 + w ∈ W 1,p(Ω) is the weak solution to our second order boundary value problem
(3.1), where ’weak solution’ is defined as in Definition 3.1.1.
Proof:
(=⇒) Assume u1 ∈ V is a solution to (2.16) forA1. Then, f = A1(u1) = A1(u− w) = A(u),
so by (3.23), (3.24) and Definition 3.1.1, it is clear that u is a weak solution.
(⇐=) Assume that u = u1 + w is the weak solution to the boundary value problem,
then, 〈A(u1 + w), v〉 = 〈f, v〉 for all v ∈ V , thus, A1(u1) = A(u1 + w) = f . 
3.1.2 Existence of Weak Solutions
The existence of a weak solution is obtained as an application of Theorem 2.1.15 and
Proposition 3.1.3. In order to achieve this, we need to prove thatA1 : W
1,p(Ω)→ W 1,p(Ω)∗
satisfies the necessary conditions . To this end, we will show thatA1 : W
1,p(Ω)→ W 1,p(Ω)∗
inherits the required properties of coercivity and pseudomonotonicity from A. It is ap-
parent, that these results would then also hold for A1 : V → V ∗.
In order to prove the pseudomonotonicity of A1, we have to show that A1 is bounded.
Lemma 3.1.4. Given that (3.2)-(3.5) hold, it follows that A : W 1,p(Ω)→ W 1,p(Ω)∗ is a
bounded operator.
Proof:
The idea is to show that A takes bounded sets in W 1,p(Ω) to bounded sets in W 1,p(Ω)∗.
Consider {u ∈ W 1,p(Ω) : ‖u‖W 1,p(Ω) ≤ r} for some r > 0 in W 1,p(Ω). We will show that
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A({u ∈ W 1,p(Ω) : ‖u‖W 1,p(Ω) ≤ r}) is bounded in W 1,p(Ω)∗.
sup
‖u‖W1,p(Ω)≤r
























































‖a(x, u,∇u)‖Lp′ (Ω;RN ) + C‖c(x, u,∇u)‖Lp∗′ (Ω) +D‖b(x, u)‖Lp#′ (ΓN )
}
≤M.
Again, C is from the continuous embedding W 1,p(Ω) ⊂ Lp∗(Ω), D is from the trace
operator T : W 1,p(Ω) → Lp#(Γ) and M > 0 is a constant depending on r. The last
inequality above is obtained from the growth conditions. 
Lemma 3.1.5. A1 : W
1,p(Ω)→ W 1,p(Ω)∗ is a bounded operator.
Proof: We have already shown that A is bounded. Take bounded set B ⊂ W 1,p(Ω) (so
for b ∈ B, it follows that ‖b‖ ≤ M , where M > 0). It would suffice to show that B + w
is bounded. But, it is straightforward to show that a translation of a bounded set is
bounded. 
Lemma 3.1.6. (The Coercivity of A) Let the following hold:
∃ε1, ε2 > 0, k1 ∈ L1(Ω) such that a(x, s, ξ)·ξ+c(x, s, ξ)s ≥ ε1|ξ|p+ε2|s|q−k1(x), (3.26)
∃β < +∞ and ∃k2 ∈ L1(Γ) such that b(x, s)s ≥ −β|s|q1 − k2(x) (3.27)
for some 1 < q1 < q ≤ p. Then A : W 1,p(Ω)→ W 1,p(Ω)∗ is coercive.
Proof: Using Theorem 1.5.14, yields
‖u‖qW 1,p(Ω) ≤ 2
q−1Cqp(‖∇u‖
q
Lp(Ω:RN ) + ‖u‖
q
Lq(Ω))
≤ Cp,q(1 + ‖∇u‖qLp(Ω;RN ) + ‖u‖
q
Lq(Ω)). (3.28)
Young’s inequality states that
∀ε > 0 and 1 < m < +∞ we have ab ≤ εam + Cεbm
′
,
where constant Cε is taken as in (7.2). Using this inequality yields
|u(x)||1| ≤ ε|u(x)|m + Cε|1|m
′
= ε|u(x)|m + Cε.
Let m := q
q1
> 1 then |u(x)| ≤ ε|u(x)|
q






)q1 ≤ 2q1−1εq1|u(x)|q + Cq1ε .
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|u|qdS ≤ 2q1−1εq1Gq‖u‖qW 1,p(Ω),








2q1−1εq1|u|q + Cq1ε dS ≤ 2q1−1εq1Gq‖u‖
q




where ε > 0 is chosen arbitrarily small.



































ε1|∇u|p + ε2|u|q − k1
)











dS ≤ β2q1−1εq1Gq‖u‖qW 1,p(Ω) + βC
q1
ε measn−1(Γ) + ‖k2‖L1(Γ).
Putting these inequalities into (3.30) yields the desired inequality,





−‖k1‖L1(Ω) − β2q1−1εq1Gq‖u‖qW 1,p(Ω)
− βCq1ε measn−1(Γ)− ‖k2‖L1(Γ). (3.31)
Choose ε small enough, so that we have εq1 <
min(ε1, ε2)
Cp,qβ2q1−1Gq
, and note that q > 1. Then,
lim
‖u‖W1,p(Ω)→∞
〈A(u), u〉 = +∞. This shows the coercivity of A. 
Lemma 3.1.7. A1 : W
1,p(Ω)→ W 1,p(Ω)∗ is coercive.
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Proof: Fix w ∈ W 1,p(Ω). If we take c > 1 and R :=
c‖w‖W 1,p(Ω)
c− 1
, then for all u ∈ W 1,p(Ω)
with ‖u‖W 1,p(Ω) ≥ R it holds that
‖u‖W 1,p(Ω) ≤ c‖u+ w‖W 1,p(Ω). (3.32)
Consider ϕ : R+ → R+ taken as in Definition 2.1.14, so, ϕ is unbounded ( lim
t→∞
ϕ(t) = +∞)
and A(u) ≥ ϕ(‖u‖W 1,p(Ω))‖u‖W 1,p(Ω). Define the mapping ψ : R+ → R+ by
ψ(r) :=
 c infv∈W 1,p(Ω),‖v‖=rϕ(‖v + w‖W 1,p(Ω)) for r ≥ R,0 for r < R. (3.33)
Note that ψ : R+ → R+ is well-defined:
This follows by observing that inf
v∈W 1,p(Ω),‖v‖=r
ϕ(‖v + w‖W 1,p(Ω)) ≥ 0 (the infimum exists
by the boundedness of ϕ from below).
We also have that ψ(r)→ +∞ as r →∞. To show this, assume to the contrary that
ψ is bounded. By properties of the infimum, for each n ∈ N (chosen large enough) with
n ≥ R, there exists un ∈ W 1,p(Ω) such that ‖un‖W 1,p(Ω) = n and
ϕ(‖un + w‖W 1,p(Ω))− 1 ≤ inf
v∈W 1,p(Ω),‖v‖=n
ϕ(‖v + w‖W 1,p(Ω)) = ψ(n) = ψ(‖un‖W 1,p(Ω))
(3.34)
(this follows since we can choose a sequence converging to the infimum). So, if ψ is
bounded by some constant D > 0, then we would have
ϕ(‖un + w‖W 1,p(Ω)) ≤ ψ(‖un‖W 1,p(Ω)) + 1 ≤ D + 1 =: M. (3.35)
Clearly, if n→∞ then ‖un‖W 1,p(Ω) →∞, and using (3.32) yields ‖un + w‖W 1,p(Ω) →∞,
but then lim sup
n→∞
ϕ(‖un +w‖W 1,p(Ω)) ≤M contradicts ϕ being unbounded. Thus, we have
shown that ψ(r)→ +∞ as r →∞.
It follows also that for all u ∈ W 1,p(Ω) with ‖u‖W 1,p(Ω) ≥ R that
A1(u) = A(u+ w) ≥ ϕ(‖u+ w‖W 1,p(Ω))‖u+ w‖W 1,p(Ω)
≥ 1
c
ϕ(‖u+ w‖W 1,p(Ω))‖u‖W 1,p(Ω)
≥ ψ(‖u‖W 1,p(Ω))‖u‖W 1,p(Ω),
and for all u ∈ W 1,p(u) with ‖u‖W 1,p(Ω) < R we have
A1(u) = A(u+ w) ≥ ϕ(‖u+ w‖W 1,p(Ω))‖u+ w‖W 1,p(Ω) ≥ 0 = ψ(‖u‖W 1,p(Ω))‖u‖W 1,p(Ω).
Hence, A1 is coercive. 
We now seek to prove the pseudomonotonicity of A and by implication the pseu-
domonotonicity of A1 (we have already shown that A and A1 are bounded, thus only
(2.13) needs to be proved).
Lemma 3.1.8. (Proof of (2.13)) Assume (3.2)-(3.6) hold. Additionally, assume the
following:
(a(x, s, ξ)− a(x, s, ξ̄)) · (ξ − ξ̄) = 0 =⇒ ξ = ξ̄, (3.36)
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∀ξ0 ∈ RN : lim
|ξ|→∞
a(x, s, ξ) · (ξ − ξ0)
|ξ|
= +∞ uniformly for s bounded, (3.37)
∃γ ∈ Lp∗
′
+ε(Ω) ∃C ∈ R : |c(x, s, ξ)| ≤ γ(x) + C|s|p∗−ε−1 + C|ξ|
(p−ε)
p∗′ . (3.38)
Then A : W 1,p(Ω)→ W 1,p(Ω)∗ satisfies (2.13).
Proof: From the growth condition on c (as assumed in (3.38)), it follows from the Ne-





is (weak × norm, norm)-continuous. Assume that un ⇀ u in W 1,p(Ω) and
lim sup
n→∞
〈A(un), un − u〉 ≤ 0. (3.40)
We want to show lim inf
n→∞
〈A(un), un−v〉 ≥ 〈A(u), u−v〉 for all v ∈ W 1,p(Ω). Consider a
notational adjustment which will assist in highlighting the difference between the higher
and lower-order terms: define B(w, u) ∈ W 1,p(Ω)∗ by
〈B(w, u), v〉 :=
∫
Ω




where u,w ∈ W 1,p(Ω) (this implies that A(u) = B(u, u)). Consider the line segment
between u and v, so, ut := (1− t)u+ tv, t ∈ [0, 1]. We then get the following result from
the monotonicity of the principal part assumed in (3.6):
〈B(un, un)−B(un, ut), un − ut〉 =
∫
Ω
(a(x, un,∇un)− a(x, un,∇ut)) · ∇(un − ut)dx ≥ 0.
(3.42)
Using (3.42), we obtain
〈B(un, un), un − ((1− t)u+ tv)〉 ≥ 〈B(un, ut), un − ((1− t)u+ tv)〉,
therefore,
〈A(un), un − u〉+ t〈A(un), u− v〉 ≥ 〈B(un, ut), un − u〉+ t〈B(un, ut), u− v〉. (3.43)
For now, assume the following results hold (a proof will be provided later):
lim
n→∞
〈B(un, v), un − u〉 = 0 (3.44)
B(un, v) ⇀ B(u, v) in W
1,p(Ω)∗. (3.45)
Pass to the limit in (3.43), using claims (3.44) and (3.45):
t lim inf
n→∞
〈A(un), u− v〉 ≥ lim inf
n→∞
(−〈A(un), un − u〉) + lim inf
n→∞
〈B(un, ut), un − u〉
+ t lim inf
n→∞
〈B(un, ut), u− v〉
= − lim sup
n→∞
〈A(un), un − u〉+ t〈B(u, ut), u− v〉
≥ t〈B(u, ut), u− v〉.
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Now, dividing by t > 0 yields lim inf
n→∞
〈A(un), u−v〉 ≥ 〈B(u, ut), u−v〉. Let t→ 0, then
ut → u in W 1,p(Ω) implies B(u, ut) → B(u, u) in W 1,p(Ω)∗. This follows from growth
condition (3.3), together with the Nemytskĭi Mappings Theorem:
Consider the composition a◦u : (x, ξ) 7→ a(x, u(x), ξ), so ηa◦u : Lp(Ω;RN)→ Lp
′
(Ω;RN)




(x) = a(x, u(x),∇ut(x)). By
the (norm, norm)-continuity it follows that if ut → u in W 1,p(Ω), then
a(x, u(x),∇ut(x))→ a(x, u(x),∇u(x)) in Lp
′
(Ω;RN).
Using Hölder’s Inequality it follows that










‖a(x, u(x),∇ut(x))− a(x, u(x),∇u(x))‖Lp′ (Ω;RN )‖∇v(x)‖Lp(Ω;RN )
≤ ‖a(x, u(x),∇ut(x))− a(x, u(x),∇u(x))‖Lp′ (Ω;RN ) → 0.
This shows that ut → u in W 1,p(Ω) =⇒ B(u, ut) → B(u, u) = A(u) in W 1,p(Ω)∗.
Therefore, lim inf
n→∞
〈A(un), u− v〉 ≥ 〈B(u, u), u− v〉 = 〈A(u), u− v〉.
Now, use the monotonicity of the principal part assumed in (3.6), this yields
〈B(un, un)−B(un, u), un − u〉 ≥ 0, then (3.44) with v = u implies that
lim inf
n→∞
〈A(un), un − v〉 ≥ lim inf
n→∞





〈B(un, u), un − u〉+ lim inf
n→∞
〈B(un, un)−B(un, u), un − u〉
+ lim inf
n→∞
〈A(un), u− v〉 ≥ 〈A(u), u− v〉. (3.46)
Hence, we have shown that if our assumptions (3.44) and (3.45) hold, then the proof
of (2.13) is complete.
We will now show that (3.44) and (3.45) hold. Since we assume that un ⇀ u in
W 1,p(Ω) b Lp
∗−ε(Ω), we have un → u in Lp
∗−ε(Ω). We also have un|Γ → u|Γ in Lp
#−ε(Γ)
(since the trace operator T : W 1,p(Ω)→ Lp#−ε(Γ) is a compact operator, therefore, there
exists a subsequence such that T (unk)→ T (u) in Lp
#−ε(Ω). Lemma 1.2.10 can be used to
show that even the whole sequence {T (un)}n∈N converges in Lp
#−ε(Γ)). By the continuity
of Nemytskĭi mappings induced by a(·, ·,∇v) and b, we obtain a(x, un,∇v)→ a(x, u,∇v)
in Lp
′
(Ω;RN), as well as b(x, un)→ b(x, u) in Lp
#
′
(Γ). Also, ∇(un−u) ⇀ 0 in Lp(Ω;RN)
and (un − u)|Γ ⇀ 0 in Lp
#
(ΓN) (follows from the (weak,weak)-continuity of the trace
operator T ).
The previous observations are used in the following working: Add and subtract
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a(x, u,∇v) · ∇(un − u) from the integrand of
∫
Ω
a(x, un,∇v) · ∇(un − u)dx, then∫
Ω











(a(x, un,∇v)− a(x, u,∇v)) · ∇(un − u)dx+
∫
Ω
a(x, u,∇v) · ∇(un − u)dx.
Consider the first term, then Hölder’s Inequality yields∣∣∣∣ ∫
Ω
(a(x, un,∇v)−a(x, u,∇v)) · ∇(un − u)dx
∣∣∣∣
≤ ‖a(x, un,∇v)− a(x, u,∇v)‖Lp′ (Ω;RN )‖∇(un − u)‖Lp(Ω;RN ),
where ‖a(x, un,∇v)− a(x, u,∇v)‖Lp′ (Ω;RN ) → 0 and ∇(un − u) is bounded in Lp(Ω;RN).
Consider the second term, then
∫
Ω
a(x, u,∇v) · ∇(un − u)dx → 0, since ∇un ⇀ ∇u in
Lp(Ω;RN).
Using similar arguments, it can be shown that
∫
ΓN
b(x, un)(un − u)dS → 0.
Together, these results yield∫
Ω
a(x, un,∇v) · ∇(un − u)dx+
∫
ΓN
b(x, un)(un − u)dS → 0. (3.47)












Since un ⇀ u in W
1,p(Ω) and ∇un ⇀ ∇u in Lp(Ω;RN), using the continuity and
boundedness of the Nemytskĭi mapping in (3.39), it can be shown that {c(x, un,∇un)}n∈N
is bounded in Lp
∗′+ε(Ω). For ε taken small enough, it follows that (p∗ − ε)′ = p∗−ε
p∗−ε−1 < p
∗′ − ε,
so using Hölder’s Inequality yields∣∣∣∣ ∫
Ω














then, since un → u in Lp
∗−ε(Ω), we get∫
Ω
c(x, un,∇un)(un − u)dx→ 0. (3.49)
Thus, (3.49) together with (3.47) yields (3.44).
We now seek to prove (3.45). To do this, we will first show that ∇un(x) → ∇u(x)
a.e. x ∈ Ω. First consider
Bn(x) :=
(
a(x, un(x),∇un(x))− a(x, un(x),∇u(x))
)
· ∇(un(x)− u(x)). (3.50)
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From (3.6), it follows that




Bn(x)dx = lim sup
n→∞
〈B(un, un)−B(un, u), un − u〉
≤ lim sup
n→∞
〈B(un, un), un − u〉 − lim inf
n→∞
〈B(un, u), un − u〉
= lim sup
n→∞
〈B(un, un), un − u〉 − lim
n→∞
〈B(un, u), un − u〉 ≤ 0.
This clearly follows from our assumption that lim sup
n→∞
〈A(un), un− u〉 ≤ 0 and (3.44). We
then have













Bn(x)dx = 0. Using Theorem 1.3.14 (Markov’s Inequality), for ε > 0,
meas
({











Taking the limit as n → ∞, it follows that Bn → 0 in measure. It follows then from
Proposition 1.4.10, that we can choose a subsequence such that
Bn(x)→ 0 for a.e. x ∈ Ω. (3.51)
Since we have that un → u in Lp
∗−ε(Ω) ⊂ L1(Ω), it follows again from Proposition
1.4.10 that we can choose a subsequence, such that
un(x)→ u(x) for a.e. x ∈ Ω. (3.52)
Choose x ∈ Ω such that the following is satisfied (this can be done since these prop-
erties hold up to a set of measure zero):
Both (3.51) and (3.52) hold. Also, ∇u(x),∇un(x) and γ(x) (as in (3.14)) are finite,
and a(x, ·, ·) is continuous (using the assumption that c is a Carathéodory function). Now
assume that the sequence {∇un(x)}n is unbounded, hence there exists a subsequence such




(a(x, un(x),∇un(x))− a(x, un(x), ξ0)) · (∇un(x)− ξ0) = +∞.
This contradicts (3.51). Therefore, we have a subsequence and a ξ ∈ RN such that
∇un(x) → ξ in RN . Using (3.51), (3.52) and the continuity of a(x, ·, ·), then passing to
the limit in (3.50), yields(







By (3.36), it follows that ξ = ∇u(x). Then, even the whole sequence {∇un(x)}n converges
to ∇u(x). We have therefore shown that ∇un(x)→ ∇u(x) a.e. x ∈ Ω.
Since c is a Carathéodory function, it follows that
c(x, un(x),∇un(x))→ c(x, u(x),∇u(x)) a.e. x in Ω.
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Also, since c(x, un(x),∇un(x)) ∈ Lp
∗′+ε(Ω), with p∗
′
+ε > 1, it follows that c(x, un(x),∇un(x))










for E ⊂ Ω. As mentioned previously, {c(x, un(x),∇un(x))}n∈N is bounded in Lp
∗′+ε(Ω).

















If we consider open balls E := B(x, r), then using Theorem 1.3.12 (Lebesgue’s Dif-
ferentiation Theorem), as r → 0, we can show that c(x, u(x),∇u(x)) = φ(x) a.e. x ∈ Ω.
It follows then that c(x, un(x),∇un(x)) ⇀ c(x, u(x),∇u(x)) in Lp
∗′+ε(Ω). Using Lemma
1.2.10, it follows that the whole sequence {c(x, un(x),∇un(x))}n converges weakly to
c(x, u(x),∇u(x)) in Lp∗
′
+ε(Ω). From Theorem 1.5.12, we have that W 1,p(Ω) is continu-
ously embedded in Lp
∗









for z ∈ W 1,p(Ω). From (3.55) and (3.48), we obtain (3.45). We have thus shown that
(2.13) is satisfied. 
Lemma 3.1.4 with Lemma 3.1.8 proves the pseudomonotonicity ofA : W 1,p(Ω)→ W 1,p(Ω)∗.
Lemma 3.1.9. A1 : W
1,p(Ω)→ W 1,p(Ω)∗ is pseudomonotone.
Proof: This follows simply from Lemma 2.1.16. 
Remark 16. Suppose c(x, s, ξ) is independent of ξ, it is then no longer necessary for
the assumptions of (3.36)-(3.38). The proof of pseudomonotonicity is simplified in this
case. Consider c(x, s, ξ) = c(x, s), since we assume un ⇀ u in W
1,p(Ω) and c(x, s, ξ)





(Ω) is (weak,norm)-continuous. Consequently, c(x, un) → c(x, u)
in Lp
∗′
(Ω). We observe also that un − u ⇀ 0 in Lp
∗






c(x, un)(un − u)dx → 0. This, together with (3.47),
yields




(a(x, un,∇v) · ∇(un − u) + c(x, un)(un − u))dx+
∫
ΓN
b(x, un)(un − u)dS −→ 0.
(3.56)
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c(x, u)zdx for z ∈ W 1,p(Ω),
which, together with (3.48), yields (3.45). Thus, the pseudomonotonicity is shown.
The requirements of Theorem 2.1.15 are satisfied. Applying Theorem 2.1.15 in the pre-
vious chapter, together with our previous results in this chapter, will allow us to show
the existence of a weak solution to our second order boundary value problem (3.1).
The following result is credited to French mathematicians Jean Leray and Jacques-
Louis Lions (see [43]).
Theorem 3.1.10. (Leray-Lions(1965)) Let (3.2)-(3.6), (3.22), (3.26), (3.27) and (3.36)-
(3.38) hold, then our second order boundary value problem (3.1) has a weak solution.
Proof: From Lemmas 3.1.5, 3.1.7 and 3.1.9 it follows that A1 : W
1,p(Ω) → W 1,p(Ω)∗
is both pseudomonotone and coercive. These are exactly the requirements necessary
for the application of Theorem 2.1.15. Using Theorem 2.1.15, allows us to prove that
A1 : V → V ∗ is surjective (so for f ∈ V ∗, there is at least one solution to the equation
A1(u) = f). Then from Proposition 3.1.3, we can conclude that the boundary value
problem (3.1) (with (3.8) and (3.9)) has a weak solution. 
Remark 17. We might want to consider applying this approach to higher order equa-
tions. It would seem natural to first consider a generalization to equations involving
2k-order derivatives where k ≥ 2. We would then have k-boundary conditions. A full
treatment of this case can be found in [58].
3.1.3 Application of Anisotropic Operator
In the following section, we examine the problem of finding a weak solution to some
nonlinear elliptic equation, by considering an operator from an antisotropic Sobolev space
to its dual. We seek to prove the existence of a weak solution to the following boundary
value problem {
−div(a(x, u,∇u)) + c(x, u) = g in Ω,
u = 0 on Γ,
(3.57)
where we have open, bounded domain Ω ⊂ RN , 0 < ε < 1 and g ∈ L1+ε(Ω). Let
−→p = (p1, ..., pN) and
−→
p′ = (p′1, ..., p
′
N), where pi > 1.









∈ Lpi(Ω), i ∈ {1, ..., N}
}
, (3.58)
which is endowed with the norm







Then, let W 1,
−→p ,ε
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Theorem 1.5.23 states the equivalence of these norms. This equivalence, will be used
in later arguments.
Define the nonlinear operator A on V := W 1,
−→p ,ε




A(u) := −div(a(x, u,∇u)),
again we take a : Ω × R × RN → RN and c : Ω × R → R as Carathéodory functions.
Assume that a and c satisfy the following conditions:
|ai(x, s, ξ)| ≤ β
(







for a.e. x ∈ Ω, ∀(s, ξ) ∈ R× RN , for i ∈ {1, ..., N}. Where β > 0 is a real constant and









for a.e. x ∈ Ω, and every ξ, ξ∗ ∈ RN , where ξ 6= ξ∗.




for a.e. x ∈ Ω and every (s, ξ) ∈ R× RN , where α > 0 is a real constant.
Assume c : Ω× R→ R satisfies
sup
|u|≤s
|c(x, u)| ≤ hs(x), (3.64)
for a.e. x ∈ Ω, all s > 0 and some function hs ∈ L
1
1−ε (Ω), where 0 < ε < 1. Additionally,
we assume that
c(x, u)u ≥ 0 (3.65)
for a.e. x ∈ Ω and all u ∈ R. Note that there is no assumed growth condition on c.
Theorem 3.1.11. Let Ω ⊂ RN be open and bounded, with smooth boundary. Assume
that (3.61)-(3.65) are satisfied. Then, for any g ∈ L1+ε(Ω), where 0 < ε < 1, there exists
at least one non-trivial weak solution u ∈ W 1,
−→p ,ε
0 (Ω), to the problem (3.57), i.e.,∫
Ω






gvdx ∀v ∈ W 1,
−→p ,ε





a(x, u,∇u) · ∇vdx ∀u, v ∈ W 1,
−→p ,ε(Ω). (3.67)
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N‖u‖pmin if ‖u‖ < 1,
N‖u‖pmax if ‖u‖ ≥ 1.

























where γ is pmin or pmax. The last inequality, can be shown to hold for some δ > 0 and
some constants D1, D2 > 0. It follows, then, that




‖v‖ ∀u, v ∈ W 1,
−→p ,ε
0 (Ω).
It is now clear that A(u) is a linear bounded functional, and so A is well-defined,

























≤ D1(D2 + ‖u‖δ).
It is, thus, apparent that A is a bounded operator. Since there is no assumed growth
condition on c, we therefore first consider an approximate problem. Set for every k ∈ N,
the truncation mapping Tk : R→ R defined by
Tk(z) :=
 z if |z| ≤ k,k z|z| if |z| > k.
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Consider ck(x, u) := Tkc(x, u) and the operator Sk : W
1,−→p ,ε
0 (Ω) → W−1,
−→
p′ ,ε(Ω) which
maps u 7→ Sk(u), where the linear functional Sk(u) : W 1,
−→p ,ε









≤ ‖ck‖L(1+ 1ε )′ (Ω)‖v‖L1+ 1ε (Ω) ≤ kC‖v‖ where v ∈ L
1+ 1
ε (Ω),






Step 1: Consider the approximate problem:{
−div(a(x, u,∇u)) + ck(x, u) = g in Ω,
u = 0 on Γ.
(3.69)
Let us prove that there exists uk ∈ W 1,
−→p ,ε




(uk), v〉 = 〈g, v〉 for all
v ∈ W 1,
−→p ,ε
0 (Ω), that is,∫
Ω






gvdx ∀v ∈ W 1,
−→p ,ε
0 (Ω). (3.70)
To this end, we will show that A+ Sk is bounded, coercive and pseudomonotone.

















≤ D1(D2 + ‖u‖δ) + kC.
Therefore, A+ Sk is bounded.
Claim 2: A+ Sk is coercive.
We will use that ck(x, u)u ≥ 0 a.e. x ∈ Ω, ∀u ∈ R from (3.65). We want to show
coercivity, by proving that
〈A(u) + Sk(u), u〉
‖u‖
→ ∞ as ‖u‖ → ∞.
Consider




















































































































Since pmin > 1, it follows that
〈A(u) + Sk(u), u〉
‖u‖
→ ∞ when ‖u‖ → ∞.
Claim 3: A+ Sk is pseudomonotone.
Assume that un ⇀ u in W
1,−→p ,ε
0 (Ω) and lim sup
n→∞
〈A(un) + Sk(un), un − u〉 ≤ 0.
From Theorem 1.5.24 for anisotropic Sobolev spaces, it follows that W 1,
−→p ,ε
0 (Ω) b L
q(Ω)
where 1 ≤ q ≤ p#. Therefore, there exists a subsequence such that
un(x)→ u(x) a.e. x ∈ Ω,
then, by the continuity of the Carathéodory function c, it follows that
ck(x, un)→ ck(x, u) a.e. x ∈ Ω.





ck(x, u)zdx, for z ∈ W 1,
−→p ,ε
0 (Ω),
since |ck(x, un)z| ≤ k|z|. For the remainder of the proof of pseudomonotonicity, it can
be shown that we have the necessary conditions that would allow us to follow a simi-
larly structured proof of pseudomonotonicity presented previously in Lemma 3.1.8 and
Remark 16.
Putting these results together with Theorem 2.1.15, yields the desired result, therefore
there exists uk ∈ W 1,
−→p ,ε
0 (Ω), such that (3.70) holds.







3.1. BOUNDARY VALUE PROBLEMS 57
then,












< ∞, which implies that {uk}k∈N is bounded indepen-





















Consequently, there exists a constant B > 0 such that
‖uk‖ ≤ B, (3.71)
and ∫
Ω
ck(x, uk)ukdx ≤ B. (3.72)
Furthermore, since A is a bounded operator as we have previously proved, we have that
‖A(uk)‖W−1,−→p ,ε(Ω) ≤ B′ (3.73)
for some constant B′ > 0, which is independent of k.
Step 3: From Theorem 1.5.19, we have that W 1,
−→p ,ε
0 (Ω) is a reflexive Banach space.
It follows from Theorem 1.1.11 (Eberlein-S̆mulian Theorem), that




A(uk) ⇀ ψ in W
−1,−→p ,ε(Ω). (3.75)
Hence, we can choose a subsequence (denoted again by uk) such that
uk(x)→ u(x) a.e. x ∈ Ω and ck(x, uk)→ c(x, u) a.e. x ∈ Ω. (3.76)
Let δ > 0, then |ck(x, t)|δ ≤ |ck(x, t)t| where |t| ≥ δ, this yields
|ck(x, uk)| ≤ sup
|t|≤δ








where E ⊂ Ω is measurable and B is a constant as in (3.72). Since, from (3.64) we have
hδ ∈ L
1
1−ε (Ω), where 0 < ε < 1, it follows that hδ is uniformly integrable. So, for any
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|ck(x, uk)|dx ≤ ε1.
Therefore, ck is uniformly integrable. All the conditions necessary to use Theorem 1.4.13
(Vitali’s Convergence Theorem) are satisfied. Thus,
ck(x, uk)→ c(x, u) in L1(Ω).




c(x, u)vdx = 〈g, v〉 (3.77)
for all v ∈ W 1,
−→p ,ε
0 (Ω) ∩ L∞(Ω).





a.e. x ∈ Ω
(
Tk is a Lipschitz function, consequently, Tk(u) ∈ W 1,
−→p ,ε
0 (Ω)












∣∣∣∣ for all k ∈ N. Therefore, by Corollary 1.3.11 (Dominated Con-






Tk(u)→ u in W 1,
−→p ,ε
0 (Ω),
and because ψ − g ∈ W−1,−→p ,ε(Ω), we have that
〈ψ − g, Tku〉 → 〈ψ − g, u〉.
Since
|c(x, u)Tku| ≤ |c(x, u)||u| ∈ L1(Ω)
and
c(x, u)Tku(x)→ c(x, u)u(x) a.e. x ∈ Ω.
Using Theorem 1.3.10 (Lebesgue Dominated Convergence Theorem) implies that





c(x, u)udx = 〈g, u〉.
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Now, take v = uk in (3.70). From (3.76) and (3.65), it follows that there exists a
constant m > 0 such that g(x)uk(x) − ck(x, uk(x))uk(x) ≤ mg(x) a.e. x ∈ Ω. Together
with Theorem 1.3.9 (Reverse Fatou’s Lemma), this yields
lim sup
k→∞


















































〈A(uk), uk − u〉 = lim sup
k→∞
(




〈A(uk), uk〉 − 〈ψ, u〉 ≤ 0.
The pseudomonotonicity of A yields
〈A(u), u− v〉 ≤ lim inf
k→∞








〈A(uk), uk〉 − 〈ψ, v〉 ≤ 〈ψ, u− v〉,




c(x, u)vdx = 〈g, v〉 (3.79)
for all v ∈ W 1,
−→p ,ε
0 (Ω) ∩ L∞(Ω).

The proof of Theorem 3.1.11 confirms the existence of a weak solution to boundary
value problem (3.57).





In what follows, we will present a result by Boccardo and Dacorogna (1984) (see [4]).
In doing so, a connection between pseudomonotone operators and the principal part
of a second order partial differential equation (again, the principal part is a mapping
a : Ω× R× RN → RN) will be established.
Assume that A : V → V ∗ is pseudomonotone, as described in Definition 2.1.12. We
restrict ourselves to operators in divergence form over V := W 1,p(Ω), with p > 1, consider
Ω ⊂ RN as a bounded open set, and
A(u) := −div a(x, u(x),∇u(x)), (4.1)
where 〈A(u), v〉 :=
∫
Ω
a(x, u,∇u) · ∇vdx for u, v ∈ W 1,p(Ω). Let a : Ω × R × RN → RN
be a Carathéodory function satisfying





for a.e. x ∈ Ω, for every (s, ξ) ∈ R× RN and for some k ∈ Lp′(Ω) and β ≥ 0.
The theorem central to this chapter is stated as follows:
Theorem 4.0.12. Suppose that the conditions mentioned above are satisfied for operator
A and mapping a. If A is pseudomonotone on W 1,p(Ω), then a is monotone with respect
to the last variable,.i.e.,
[a(x, s, ξ)− a(x, s, η), ξ − η] ≥ 0, (4.3)
for almost every x ∈ Ω, for every s ∈ R, ξ, η ∈ RN and where [·, ·] denotes the scalar
product on RN .
Proof of Theorem 4.0.12:
To prove this theorem, we require two lemmas.
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Lemma 4.0.13. Let I ⊂ RN be a convex, bounded open set with Lipschitz boundary ∂I.
Let {un}n and u be such that
un ⇀
∗ u in W 1,∞(I), (4.4)
‖∇un‖L∞(I) ≤ σ, (4.5)
where σ > 0 is fixed (we denote the weak* convergence by the symbol ’⇀∗’). Then, there
exists a sequence {vn}n such that
vn ⇀
∗ u in W 1,∞(I), (4.6)
vn = u on ∂I, (4.7)





[a(x, vn,∇vn),∇(vn − z)]− [a(x, un,∇un),∇(un − z)]dx
∣∣∣∣ = 0 (4.9)
for every z ∈ W 1,∞(I).
This lemma proves that the sequence {un}n may be altered slightly, so as to fix its
value on the boundary, without significantly changing the value of a(x, un,∇un).
Proof:
Since un ⇀
∗ u in W 1,∞(I), using Theorem 1.5.16 and the Arzelá-Ascoli Theorem (Theo-




‖un − u‖L∞(I) (4.10)
and
In := {x ∈ I : dist(x, ∂I) > δn}. (4.11)
Define a sequence {v̄n}n as follows:
v̄n(x) :=
{
un(x) if x ∈ Īn,
u(x) if x ∈ ∂I.
(4.12)
We first demonstrate that un and u are Lipschitz continuous on I, with Lipschitz
constant σ (it is then clear that un and u are Lipschitz continuous on the compact subset
Īn ∪ ∂I).
Consider the proof for the case involving u. Since un ⇀
∗ u in W 1,∞(I), it follows that
∇un ⇀∗ ∇u in L∞(I;RN), therefore ‖∇u‖L∞(I) ≤ lim inf
n→∞
‖∇un‖L∞(I) ≤ σ. The gradient
∇u exists almost everywhere, it is also Lebesgue integrable and
u(x) = u(y) +
∫ 1
0
∇u(tx+ (1− t)y) · (x− y)dt,
63
since an element of a Sobolev space is absolutely continuous on almost every line segment.
Now, use the following procedure: Consider ψ(t) := u(tx + (1 − t)y) for t ∈ [0, 1].










|∇u(tx+ (1− t)y)||x− y|dt
≤ ‖∇u‖L∞(I)|x− y|
≤ σ|x− y| a.e on I.
Then, extend u to all of I. Thus, u is Lipschitz continuous on I with Lipschitz
constant σ. Similarly, the result (|un(x) − un(y)| ≤ σ|x − y|) for un can be shown, by
using (4.5) instead of lower semi-continuity in the proof.
We now deduce that v̄n is locally Lipschitz on Īn ∪ ∂I, with Lipschitz constant 2σ.
Take x ∈ Īn and y ∈ ∂I, choose {τ} = [x, y] ∩ ∂In, then,
|v̄n(x)− v̄n(y)| ≤ |v̄n(x)− v̄(τ)|+ |v̄n(τ)− v̄n(y)|
≤ σ|x− τ |+ |un(τ)− u(y)| (4.13)
≤ σ|x− τ |+ ‖un − u‖L∞(I) + |u(τ)− u(y)| ≤ 2σ|x− y|.
The last inequality is obtained by observing that |y − x| = |x − τ | + |τ − y|, hence
σ|x−τ |+|u(τ)−u(y)| ≤ σ|x−τ |+σ|τ−y| = σ|x−y|. Also, ‖un−u‖L∞(I) = σδn ≤ σ|x−y|.
Lemma 1.4.3 (Mac Shane’s lemma) yields a sequence {vn}n, an extension of {v̄n}n
to Ī which satisfies (4.6)-(4.8). Note that (4.7) is obtained from our definition of v̄n,
and inequality (4.8) follows from Mac Shane’s lemma. Since vn is Lipshitz continuous,




∣∣∣∣vn(x+ h · ek)− vn(x)h
∣∣∣∣ 6 2σ, for 1 6 k 6 N , hence
‖∇vn‖L∞(I) 6 2σ.





























































We used the fact that vn is Lipschitz continuous on compact interval Ī, hence, |vn(x)| ≤ k,
for some constant k > 0. Since, un ⇀
∗ u in W 1,∞(I), it follows that ‖un‖L∞(I) ≤ C, for










notes the characteristic function). Since χI\In(x)|φ(x)| → 0 and |χI\In(x)||φ(x)| ≤ |φ(x)|,
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Using the Squeeze Theorem, it follows that vn ⇀
∗ u in L∞(I). Similarly, it can be shown
that ∇vn ⇀∗ ∇u in L∞(I;RN). Hence, the desired result is obtained.
What remains is to prove (4.9). We will denote the right-hand side of (4.9) by ’bn’.












|a(x, vn,∇vn)||∇(vn − z)|dx+
∫
I\In
|a(x, un,∇un)||∇(un − z)|dx.






where D > 0. Letting n→∞, gives the desired result. 
Lemma 4.0.14. Suppose A is as in Theorem 4.0.12, and let A be pseudomonotone on
W 1,p0 (Ω). Then, for every convex, bounded open set O ⊂ Ω, and for every sequence {un}n
satisfying
un ⇀















[a(x, u,∇u),∇(u− w)]dx for every w ∈ W 1,∞(O). (4.18)
Proof: Assume that (4.16) and (4.17) hold. Observe that un ⇀
∗ u in W 1,∞0 (O) implies
un ⇀
∗ u in W 1,∞(O). Since weak* convergence implies boundedness, it follows that
‖∇un‖L∞(O) ≤ ‖un‖W 1,∞(O) ≤ α, for some α > 0. Hence, conditions (4.4) and (4.5) are
satisfied. Then, Lemma 4.0.13 implies the existence of a sequence {vn}n, such that
vn ⇀
∗ u in W 1,∞(O), (4.19)
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[a(x, vn,∇vn),∇(vn − w)]− [a(x, un,∇un),∇(un − w)]
)
dx
∣∣∣∣→ 0 for w ∈ W 1,∞(O).
(4.21)
We extend u to ū by taking ū = 0 on Ω \ O, then ū ∈ W 1,∞0 (Ω). Similarly, since
vn = u on ∂O, we define v̄n = vn on O and v̄n = ū on Ω \O. Then,
v̄n ⇀
∗ ū in W 1,∞0 (Ω), (4.22)
where (4.22) is obtained by noting that for any φ ∈ L1(Ω),
∫
Ω









[a(x, v̄n,∇v̄n),∇(v̄n − ū)]dx ≤ 0, (4.23)












[a(x, vn,∇vn),∇(vn − u)]dx−
∫
O















[a(x, vn,∇vn),∇(vn − u)]dx−
∫
O






[a(x, un,∇un),∇(un − u)]dx




[a(x, un,∇un),∇(un − u)]dx ≤ 0.
Both (4.17) and (4.21) are used in the last two inequalities. We can now use the pseu-
domonotonicity of A. Since v̄n ⇀
∗ ū in W 1,∞0 (Ω), we have v̄n ⇀






[a(x, v̄n,∇v̄n),∇(v̄n − z)]dx ≥
∫
Ω
[a(x, ū,∇ū),∇(ū− z)]dx, (4.25)
for every z ∈ W 1,p0 (Ω). We can choose z in such a way that z ∈ W
1,p
0 (Ω) and z = w on





[a(x, vn,∇vn),∇(vn − w)]dx ≥
∫
O
[a(x, u,∇u),∇(u− w)]dx (4.26)
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for every w ∈ W 1,∞(O). 
We now have the necessary preliminary results required to prove the main result,
Theorem 4.0.12. We are required to show that (4.3) holds for every Lebesgue point
x ∈ Ω. Since a is a locally summable function, it follows that almost every point is a
Lebesgue point and therefore we would have shown that (4.3) holds for almost all x ∈ Ω.
To prove by contradiction assume that x0 ∈ Ω is a Lebesgue point of a and let
s ∈ R, ξ, η ∈ RN(ξ 6= η) be such that
[a(x0, s, ξ)− a(x0, s, η), ξ − η] < 0. (4.27)
Step 1: Assuming that x0 is a Lebesgue point, using (4.27) and Cauchy-Schwarz in-









[a(x, s, ξ)− a(x, s, η), ξ − η]dx < 0, (4.28)
where we denote the hypercube of RN , centred at x0 and with side of length R, by







[a(x, s, ξ)− a(x, s, η), ξ − η]dx < 0,
furthermore, ∫
HR(x0)
[a(x, s, ξ)− a(x, s, η), ξ − η]dx < 0. (4.29)




, x− x0] + s for x ∈ Ω, (4.30)
then, ∫
HR(x0)
[a(x, u(x), ξ)− a(x, u(x), η), ξ − η]dx < 0. (4.31)
For notational purposes, we will denote HR(x0) by O.
Step 2: Construct a sequence {un}n (where u is defined as in (4.30)) such that
un ⇀





ξ if x ∈ On1 ,
η if x ∈ On2 ,
(4.33)
where On1 , O
n

















Considering the characteristic functions on On1 and O
n








Now, we seek to give motivation to the partitioning of O, the construction of the
sequence {un}n and associated claims mentioned above.
Consider, first, a change of coordinates: If the vectors ξ and η are fixed, then ξ − η
is a fixed vector, and we can build a base
(
ξ − η, ζ(2), ζ(3), ..., ζ(N)
)
of RN . In this base
ξ − η =
(
1, 0, ..., 0
)
, hence,
[ξ − η, x] = (ξ1 − η1)x1, (4.36)
where x = (x1, ..., xN) and (ξ − η) = (ξ1 − η1, ..., ξN − ηN).
We, then, write O := HR(x) =
∏N
i=1(αi, βi) = (α1, β1)×
∏N
i=2(αi, βi). Now, we seek to
partition the hypercube. We divide (α1, β1) into intervals of length (β1 − α1)2−n, where
n ∈ N. Again, divide each into two equal parts of equal length (β1 − α1)2−(n+1). Then,
the union of the first (respectively the second) subintervals is denoted by In (respectively
Jn). Thus,









It is clear that (4.34) holds.
The argument to show χOn1 ⇀
∗ 1
2
in (4.35) is set out as follows (a similar scheme may
be employed to prove χOn2 ⇀
∗ 1
2
in L∞(O)). We have a bounded sequence {χOn1 }n in
L∞(O), specifically ‖χOn1 ‖L∞(O) ≤ 1 for all n ∈ N.
To verify that χOn1 ⇀
∗ 1
2








for all g in some set B ⊂ L1(O), with norm-dense linear span. Once we have (4.39)
for g ∈ B, we have it for all linear combinations of elements of B. Then, given any
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h ∈ L1(O), we can find a g in the span of B, such that for all ε > 0, it follows that

























∣∣∣∣. We will consider the set
of characteristic functions of dyadic cubes in O as our choice for B.




i=1(αi, αi +R). Consider then










where m = (m1, ...,mN), with mi ∈ Z and 0 ≤ mi < 2k, for i ∈ {1, ..., N}. Then,
the system C(k) := {C(k,m) : 0 ≤ mi < 2k} is a partition of O into dyadic cubes of





it can be shown that the linear span of the set {χC : C ∈ C} is norm-dense in L1(O). To
show this, note that Cc(O) is dense in L
1(O). Then, take f ∈ L1(O) and ε > 0. There
exists a g ∈ Cc(O), such that ‖f − g‖L1(O) < ε2 . We know that g is uniformly continuous,
so there is a δ > 0 such that
|x− y| < δ =⇒ |g(x)− g(y)| < ε
2 ·meas(O)
.
Choose dyadic cubes {Cl}l so small that their diameter is smaller than δ, and then set
h(x) :=
∑
l g(xl)χCl , where xl is the centre of each cube and {Cl}l is a partition of O
into small dyadic cubes (we can take partition {Cl}l = C(k), for sufficiently large k).
Therefore,







Thus, we can take the set {χC : C ∈ C} as our desired set B ⊂ L1(O), with norm-dense
linear span. Take any Cj ∈ B (consider Cj taken from partition {Cj}j = C(k), for some

























This is enough to conclude that (4.35) is valid.








if z ∈ In,
−1
2
if z ∈ Jn,
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then, also, ϕn(β1) = 0. It is straightforward to show that ϕn → 0 uniformly on (α1, β1).1
Now, let
un(x) := ϕn([ξ − η, x]) + u(x). (4.43)
Check that (4.32) and (4.33) are satisfied: Not only is {ϕn}n uniformly convergent, but,
since for each n ∈ N, the functions ϕn are bounded, we have that the sequence is uniformly
bounded. Consequently, sup
x∈O
|ϕn(x)| ≤ C, for some constant C ≥ 0.
We want to show un ⇀
∗ u in W 1,∞(O). Therefore, we are required to first show that
for any ψ ∈ L1(O), ∫
O
(un − u)ψdx→ 0,
which is ∫
O
ϕn([ξ − η, x])ψ(x)dx→ 0.
Since ϕn → 0 uniformly, it follows that (un − u)(x)ψ(x) → 0 pointwise. We now use
Lebesgue’s Dominated Convergence Theorem. We can dominate (un(x)−u(x))ψ(x), since
{ϕn}n is uniformly bounded and ψ(x) ∈ L1(O). Therefore, |(un(x)−u(x))ψ(x)| ≤ Cψ(x).










(un − u)ψdx = 0.
The result un ⇀
∗ u in L∞(O) follows. Similarly, it can be shown that ∇un ⇀∗ ∇u in
L∞(O;RN).
We now check (4.33). If, say, x ∈ On1 = In×
∏N
i=2(αi, βi), then x1 ∈ In. However, from
the change of coordinates defined previously, we have that this is exactly [ξ − η, x] ∈ In.
It follows then that
∇un(x) = (ξ − η)
dϕn([ξ − η, x])
dz
+∇u(x)






Hence, ∇un(x) = ξ if x ∈ On1 and ∇un(x) = η if x ∈ On2 . Therefore, (4.33) holds.















[a(x, un(x), η), ξ − η]dx.
It can be shown, using (4.31), (4.35) as well as the Lebesgue Dominated Convergence





[a(x, un,∇un),∇(un − u)]dx < 0. (4.44)
1by noting that ϕ is absolutely continuous and using the second fundamental theorem of calculus, it
can be shown that supz|ϕn(z)| ≤ K2n → 0, for some constant K > 0.
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[a(x, un,∇un),∇(un − u)]dx ≥ 0, (4.45)
thus, contradicting (4.44) and hence, showing that A is not pseudomonotone. Theorem
4.0.12 is thus proved by contradiction. 
The proof of Theorem 4.0.12 confirms a direct association between a pseudomonotone




In real life, there are various phenomena that are described mathematically by some form
of a variational inequality(VI). The concept of equilibrium, central to numerous applied
disciplines is often formulated mathematically as a VI. They are also fundamental to the
framework of the studies of elastoplastic materials and the so called obstacle problem.
The theory of VIs was introduced in 1967 by Lions and Stampacchia (see [44]) as a tool
for the study of partial differential equations with applications mainly in mechanics. The
VIs were initially studied in infinite-dimensional spaces, then later in finite-dimensional
spaces by Smith and Dafermos (see [62] and [24]) for the study of traffic network.
In this thesis, we are interested in VIs in the infinite-dimensional setting. For the
theory and the application of the VI in finite-dimensional setting, we mention works
in connection with traffic network equilibrium, financial equilibirum, environmental net-
work, transportation equilibrium, etc.
The purpose of this chapter is to show how the property of pseudomonotonicity plays
an important role in the establishment of the well posedness of some variational inequal-
ities. Let us first define the concept of a variational inequality.
Definition 5.0.15. Let (V, ‖ · ‖) be a normed space with dual V ∗. Let A : V → V ∗ and
K be a non-empty closed convex subset of V .
 A variational problem of the type: Find u ∈ K such that
〈A(u), v − u〉 ≥ 0 for every v ∈ K (5.1)
is called a variational inequality of the first kind.
 A variational problem of the type: Find u ∈ V such that
〈A(u), v − u〉+ j(v)− j(u) ≥ 0 for every v ∈ V, (5.2)
where j : V → R̄ is a proper functional, is called a variational inequality of the
second kind.
Remark 18. Clearly (5.2) is reduced to (5.1) whenever j = Ik, the indicator function of
the set K defined by
Ik(v) :=
{
0 if v ∈ K,
∞ otherwise.
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In the Hilbert space setting (H, [·, ·]), (5.1) and (5.2) often appear respectively in the
forms
a(u, v − u) ≥ [f, v − u] for every v ∈ K (5.3)
and
a(u, v − u) + j(v)− j(u) ≥ [f, v − u] for every v ∈ V, (5.4)
where a : H ×H → R is a bilinear form and f ∈ V .
We will need the notion of projection onto a closed convex subset of a Hilbert space.
Theorem 5.0.16. Let K be a non-empty closed convex subset of H. Then for every
x ∈ H, there exists a unique y ∈ K such that
‖x− y‖ = inf
z∈K
‖x− z‖, (5.5)
the unique element y is called the projection of x onto K and is denoted by PK(x). This
is characterized by the variational inequality
[x− y, x− z] ≤ 0 for all z ∈ K. (5.6)
Furthermore, the new mapping PK : H → K, defined by PK(x) := y is non-expansive,
i.e.,
‖PK(u)− PK(v)‖ ≤ ‖u− v‖ for all u, v ∈ H. (5.7)
We know that the dual of RN can be shown to be isometrically isomorphic to RN .
We can then state that there exists a linear surjective isometry ζ : (RN)∗ → RN , which
identifies (RN)∗ and RN . The existence of the mapping follows from Theorem 1.2.15
(Riesz-representation theorem).
The first theorem on the subject of variational inequalities is now presented.
Theorem 5.0.17. Suppose K ⊂ RN is compact and convex. Let
f : K → (RN)∗
be continuous. Then there is a u ∈ K such that
〈f(u), v − u〉 ≥ 0 for all v ∈ K. (5.8)
Proof: From the above and Riesz-representation theorem, it is clear that what we are
looking for is a u ∈ K such that 〈f(u), v − u〉 = [ζ(f(u)), v − u] ≥ 0 for all v ∈ K.
Equivalently, u ∈ K such that [u, v − u] ≥ [u − ζ(f(u)), v − u] for all v ∈ K. Consider
the continuous mapping
PK(I − ζ(f)) : K → K,
where I(u) = u is the identity mapping. It follows from Corollary 2.1.5, that there exists
a fixed point u ∈ K such that u = PK(I − ζ(f))(u). Using the characterization of the
projection given in Theorem 5.0.16, it follows that
[u, v − u] ≥ [u− ζ(f(u)), v − u] for v ∈ K.

In the following section, it is assumed that V is a reflexive Banach space with dual
V ∗. Take K ⊂ V as a closed convex set. We now seek to establish a connection between
monotonicity and the existence of a solution to a variational inequality.
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Definition 5.0.18. The mapping A : K → V ∗ is continuous on finite-dimensional sub-
spaces if, for any finite-dimensional subspace M ⊂ V , the restriction of A to K ∩M is
weakly continuous.
The following lemma by Minty (see [55]) will play a crucial role in the proof of our
main theorem involving monotone operators.
Lemma 5.0.19 (Minty 1962). Let K be a closed convex subset of V and A : K → V ∗ a
monotone mapping, which is continuous on finite-dimensional subspaces. Then, u ∈ K
satisfies
〈A(u), v − u〉 ≥ 0 for all v ∈ K (5.9)
if and only if it satisfies
〈A(v), v − u〉 ≥ 0 for all v ∈ K. (5.10)
Proof: (=⇒) We first show that (5.9) implies (5.10). Using the monotonicity of A we
have that
0 ≤ 〈A(v)− A(u), v − u〉 = 〈A(v), v − u〉 − 〈A(u), v − u〉 for u, v ∈ K,
together with (5.9) this yields
u ∈ K : 0 ≤ 〈A(u), v − u〉 ≤ 〈A(v), v − u〉 for all v ∈ K.
Thus, the first implication is proved.
(⇐=) We now show that (5.10) implies (5.9). Take w ∈ K and 0 ≤ t ≤ 1. Consider
v = u+ t(w − u), which is in K due to the convexity of K. By (5.10), for t > 0 we have





〈A(u+ t(w − u)), w − u〉 ≥ 0 for all w ∈ K.
Consider the sequence u + tn(w − u), where tn :=
1
n
. It is straightforward to show that
u+ tn(w− u) = (1− tn)u+ tnw → u in the norm topology. Since A is weakly continuous
on the intersection of K, with the subspace spanned by u and w, we obtain
A((1− tn)u+ tnw) ⇀ A(u).
It, therefore, follows that 〈A(u), w − u〉 ≥ 0 for any w ∈ K. 
Theorem 5.0.20. Let K be a closed bounded convex subset of V and let A : K → V ∗ be
a monotone mapping, which is continuous on finite-dimensional subspaces. Then, there
exists u ∈ K such that
〈A(u), v − u〉 ≥ 0 for all v ∈ K. (5.11)
Also, the solution set is closed and convex and if A is assumed strictly monotone, then
the solution u to (5.11) is unique.
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Proof: Take M ⊂ V to be a finite-dimensional subspace with dimension N <∞. Without
loss of generality we can assume that 0 ∈ K. Now consider the injection mapping
j : M → V
and the mapping
j∗ : V ∗ →M∗.
These mappings are such that
〈f, j(u)〉V ∗,V = 〈j∗f, u〉M∗,M whenever u ∈M, f ∈ V ∗.
Note that both of j and j∗ chosen in this way are continuous. Set KM := K ∩ M .
Consider the variational inequality (VIM): Find uM ∈ KM such that
〈j∗Aj(uM), v − uM〉M∗,M ≥ 0 for all v ∈ KM . (5.12)
Since uM , v ∈M , upon examining the left-hand side of (5.12), it is clear that j(v − u) = v − u
and
〈A(uM), v − uM〉V ∗,V = 〈A(j(uM)), j(v − uM)〉V ∗,V = 〈j∗Aj(uM), v − uM〉M∗,M .
M is a closed subspace of V (since M is a finite-dimensional subspace), therefore
(M, ‖ · ‖) is a Banach space. Now KM is a closed convex bounded subset of (M, ‖ · ‖).
Hence, by Kakutani’s Theorem, KM is weakly compact in (M, ‖ · ‖). Further, we have
that since M is finite-dimensional, it is also linearly homeomorphic to RN , and endowing
it with a scalar product allows us to show that it is even isometrically isomorphic to RN .
This is enough to satisfy the conditions necessary to use Theorem 5.0.17, which yields
the existence of an element uM ∈ KM which satisfies (5.12), then
〈A(uM), v − uM〉V ∗,V ≥ 0 for all v ∈ KM
By Lemma 5.0.19, we have
〈A(v), v − uM〉V ∗,V ≥ 0 for all v ∈ KM .
We now define the set
S(v) :=
{
u ∈ K : 〈A(v), v − u〉 ≥ 0
}
. (5.13)
From the previous working, we have that S(v) 6= ∅ for all v ∈ KM . It is straightforward
to show that S(v) is weakly closed for each v ∈ K. Since K is weakly closed, it follows that
S(v) is a closed subset of K, where K is endowed with the weak topology. Furthermore,
K is weakly compact by Kakutani’s Theorem. Moreover, {S(v) : v ∈ K} is a family
of weakly closed subsets of the weakly compact set K. Now, note that the variational
inequality (5.11) has a solution if and only if
⋂
v∈K S(v) 6= ∅. To this end, we will prove
that {S(v) : v ∈ K} has the finite intersection property. Take {v1, ..., vm} ⊂ K. We
claim that
S(v1) ∩ S(v2) ∩ ... ∩ S(vm) 6= ∅. (5.14)
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Take M to be the finite-dimensional subspace of V spanned by {v1, ..., vm}, while
defining KM := K ∩ M as before. By the same argument as before, there exists an
element uM ∈ KM such that
〈A(v), v − uM〉V ∗,V ≥ 0 for all v ∈ KM .
In particular, we consider
〈A(vi), vi − uM〉V ∗,V ≥ 0 for i ∈ {1, ...,m},
this yields uM ∈ S(vi) for i ∈ {1, ...,m}. As a consequence, for any finite collection






u ∈ K : 〈A(v), v − u〉 ≥ 0 for all v ∈ K.
Again using Lemma 5.0.19 yields
u ∈ K : 〈A(u), v − u〉 ≥ 0 for all v ∈ K.
This solution is not necessarily unique and it can be shown that the set of solutions
is a closed convex subset of K as follows.
We first show that given u1, u2 ∈ U := {u ∈ K : 〈A(u), v − u〉 ≥ 0, ∀v ∈ K}, it
follows that tu1 + (1 − t)u2 ∈ U , where t ∈ [0, 1]. Since we have u1, u2 ∈ U , it can be
shown, using Lemma 5.0.19, that 〈A(v), v − (tu1 + (1− t)u2)〉 ≥ 0 for all v ∈ K. Again
using Lemma 5.0.19 yields
〈A(tu1 + (1− t)u2), v − (tu1 + (1− t)u2)〉 ≥ 0 for all v ∈ K.
Hence, the solution set U is convex.
We now show that U is also closed. We know that U ⊂ U , so we will prove the other
inclusion. Take u ∈ U , then there exists a sequence {un}n ⊂ U such that un → u in K.
Therefore, v − un → v − u in K, for any v ∈ K. We have 〈A(un), v − un〉 ≥ 0, and so
by Lemma 5.0.19 it follows that 〈A(v), v − un〉 ≥ 0. But since v − un → v − u, we have
〈A(v), v − u〉 ≥ 0. Using Lemma 5.0.19 again, yields 〈A(u), v − u〉 ≥ 0. Hence, u ∈ U
and it follows that U = U . 
Corollary 5.0.21. Let H be a Hilbert space and K ⊂ H a closed bounded convex set
(non-empty). Suppose that f : K → K is non-expansive (has Lipschitz constant ≤ 1).
Then f has a non-empty closed convex subset of fixed points.
Proof: Since H is isometrically isomorphic to H∗, instead of considering this isometric
isomorphism ζ : H → H∗ in composition with f , we note that there is no reason to
distinguish between these objects so we take H∗ = H (where we associate the bilinear
pairing 〈·, ·〉 with the inner-product [·, ·] as in Theorem 1.2.15 (Riesz-Frechet Represen-
tation Theorem)). As a consequence, we consider the mapping f : K → K ⊂ H = H∗.
It is given that f is continuous, so as a result we have that I − f is continuous. What is
left to prove is that I − f is a monotone operator.
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This can be achieved using the Cauchy-Schwarz inequality:
[f(u)− f(v), u− v] ≤ [f(u)− f(v), f(u)− f(v)]
1
2 [u− v, u− v]
1
2
= ‖f(u)− f(v)‖‖u− v‖
≤ α[u− v, u− v]
for all u, v ∈ K. Since α ∈ [0, 1], it follows that [(I − f)(u) − (I − f)(v), u − v] ≥ 0 for
all u, v ∈ K. We can now apply Theorem 5.0.20. The result follows. 
The following results also hold for monotone operators:
Theorem 5.0.22. Let K be a closed convex subset of V and let A : K → V ∗ be a
monotone mapping, which is continuous on finite-dimensional subspaces. Then, there
exists u ∈ K such that
〈A(u), v − u〉 ≥ 0 for any v ∈ K
if and only if there exists a R > 0, such that we have at least one solution, uR ∈ KR, of
the variational inequality
〈A(uR), v − uR〉 ≥ 0 for any v ∈ KR,
where KR := K ∩ {v : ‖v‖ ≤ R} and ‖uR‖ < R.
Corollary 5.0.23. Take K as a closed convex set (non-empty). Let A : K → V ∗ be
monotone, coercive and continuous on finite-dimensional subspaces. Then, it follows that
there exists u ∈ K such that
〈A(u), v − u〉 ≥ 0 for any v ∈ K.
Definition 5.0.24. Let V be a Banach space, K ⊂ V a closed convex set, A : K → V ∗
an operator and f ∈ V ∗. Then, the variational inequality is the following problem: Find
u ∈ K satisfying
〈A(u), v − u〉 ≥ 〈f, v − u〉 for all v ∈ K. (5.15)
Below we show how a pseudomonotone operator can be used in an existence proof
involving a variational inequality. Before doing so, we note the following.
Remark 19. It can be shown that the following definition of pseudomonotonicity is
equivalent to that of Definition 2.1.12 presented previously. Consider operatorA : K → V ∗,
then A is pseudomonotone if
A is bounded, (5.16)
and
un ⇀ u in V, un ∈ K and lim sup
n→∞




〈A(un), un − u〉 = 0 and A(un) ⇀ A(u) in V ∗. (5.18)
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Theorem 5.0.25. Take V as a reflexive, separable, Banach space and K ⊂ V a closed,
convex, bounded subset. Assume that A : K → V ∗ is pseudomonotone. Then, for all
f ∈ V ∗ there exists u ∈ K which satisfies (5.15), i.e.,
〈A(u), v − u〉 ≥ 〈f, v − u〉 for all v ∈ K.
Proof: Take a sequence (ek)k of linearly independent vectors in V , such that setting
Vn := span{e1, ..., en},
yields V =
⋃
n Vn. Now take Kn := Vn∩K. It is simple to show that Kn ⊂ Vn is a closed,
convex, bounded subset of V . It can then also be shown that K =
⋃
nKn. Our first goal
is to show the existence of solutions un ∈ Kn of the variational inequalities for all n, i.e.,
〈A(un), v − un〉 ≥ 〈f, v − un〉 for all v ∈ Kn. (5.19)
Now, endow Vn with an inner product [·, ·]. It can be shown that for any n-dimensional
real inner product space, there exists a linear map f : Vn → Rn which is an isomorphism
of inner product spaces (it follows also that Vn is then isometrically isomorphic to Rn).
The equivalence of the new inner-product induced norm and the original norm stems
from the fact that we are in a finite-dimensional subspace.
Consider a linear functional g ∈ V ∗ and its continuous linear restriction to the finite-
dimensional subspace Vn. Since Vn is a Hilbert space, we can use the Riesz-representation





for all w ∈ Vn. This allows (5.19) to be restated as[




B(f), v − un
]
for all v ∈ Kn,
which is equivalent to[




un +B(f)−B(A(un)), v − un
]
for all v ∈ Kn. (5.20)
This is a familiar characterization of a projection, which we encountered in Theorem
5.0.16. Consider the projection Pn : Vn → Kn. It follows, then, that
un = Pn(un +B(f)−B
(
A(un))). (5.21)
Now, define an operator ψn : Kn → Kn:
ψn(v) := Pn(v +B(f)−B(A(v)) v ∈ Kn. (5.22)
At this point, we seek to use Brouwer’s fixed point theorem, therefore, we must ensure
the necessary requirements are met.
First, we check the continuity of ψn. Note that the weak and strong topologies co-
incide with respect to Kn. Assume that vk → v in Kn. Using Lemma 2.1.13, it fol-
lows that A is demicontinuous and hence A(vk) ⇀ A(v) in V
∗, further, we have that
B(A(vk))→ B(A(v)) in Kn. Together with the continuity of the Pn (shown in Theorem
5.0.16) it yields
Pn(vk +B(f)−B(A(vk)))→ Pn(v +B(f)−B(A(v))) as k →∞.
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The Brouwer’s fixed point theorem then implies that ψn has a fixed point. This shows
the existence of a solution for (5.21).
We now examine the sequence (un)n of solutions to (5.21). Seeing as K is bounded in
reflexive space V , by Theorem 1.1.11 (Eberlein-S̆mulian Theorem), there is a convergent
subsequence of {un}n (which for notational simplicity will again be denoted as {un}n),
then,
un ⇀ u in V. (5.23)
Since K is convex, K is closed in both the weak and strong topology, hence, u ∈ K.
In order to use the pseudomonotonicity of A, we need to first show
lim sup
n→∞
〈A(un), un − u〉 ≤ 0. (5.24)
As previously noted,
⋃




‖u− u0‖V ≤ ε. (5.25)
Since u0 ∈
⋃
nKn, it follows that u0 ∈ Kn, for some n taken large enough. Then, using
(5.19), gives
〈A(un), un − u0〉 ≤ 〈f, un − u0〉.
Using (5.25), and noting that ‖A(un)‖V ∗ is bounded, yields
〈A(un), un − u〉 = 〈A(un), un − u0〉+ 〈A(un), u0 − u〉 ≤ 〈f, un − u0〉+ Cε,
for some constant C ≥ 0. This leads to
lim sup
n→∞
〈A(un), un − u〉 ≤ 〈f, un − u0〉+ Cε ≤ ‖f‖V ∗‖u− u0‖+ Cε ≤ C1ε.
Thus, by the arbitrariness of ε, we obtain (5.24).
The pseudomonotonicity of A now gives
lim
n→∞
〈A(un), un − u〉 = 0 and A(un) ⇀ A(u) in V ∗. (5.26)
Now, for any v ∈
⋃
nKn, we have v ∈ Kn for n large enough. Using (5.19) we obtain
that
〈A(un), v − u〉+ 〈A(un), u− un〉 = 〈A(un), v − un〉 ≥ 〈f, v − un〉.
Hence, passing to the limit, using once again Remark 19, we get that






nKn is dense inK, for any arbitrary v ∈ K, there exists a sequence {vm}m ⊂
⋃
nKn,
such that vm → v in K. Then, using (5.27) gives the desired solution of the variational
inequality (5.15). 
We now consider a result, which relaxes the requirement that K ⊂ V is bounded.
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Theorem 5.0.26. Let V be a reflexive, separable Banach space and K ⊂ V a closed,
convex subset. Assume that A : K → V ∗ is pseudomonotone and coercive in the following
way: there exists v0 ∈ K such that
lim
‖v‖→∞
〈A(v), v − v0〉
‖v‖V
→∞. (5.28)
Then, for any f ∈ V ∗ there exists a solution u ∈ K of (5.15).
Proof: Consider subsets BR := {v ∈ V : ‖v‖ ≤ R} and KR := K ∩ BR. It is simple to
show that KR is closed, convex and bounded. It follows, by Theorem 5.0.25, that there
exists a uR ∈ KR such that
〈A(uR), v − uR〉 ≥ 〈f, v − uR〉 for any v ∈ KR. (5.29)
Claim: ∃M > 0 such that ‖uR‖V ≤M for R large enough.
In order to prove by contradiction, assume that there exists a sequence {Rn}n of
real numbers such that Rn → ∞ and ‖uRn‖V → ∞. Let n be large enough such that
‖v0‖ ≤ Rn. Taking v = v0 in (5.29) of Rn we get
〈A(uRn), v0 − uRn〉 ≥ 〈f, v0 − uRn〉 ≥ −‖f‖V ∗‖v0 − uRn‖V .
Hence,






for n taken large enough. This contradicts the coercivity condition (5.28).
So, by the boundedness of {uR}R it follows by the Eberlein-S̆mulian Theorem that
there exists a weakly convergent subsequence {uRk}k and u ∈ V such that
uRk ⇀ u in V. (5.30)
Using Theorem 1.2.5, and noting that uRk ∈ K, where K is assumed closed and
convex, it follows that u ∈ K. For all v ∈ K, we can find k large enough such that
v ∈ KRk . Hence, v can be used in (5.29) for Rk, that is,
〈A(uRk), v − uRk〉 ≥ 〈f, v − uRk〉. (5.31)
In particular, taking v = u we get
〈A(uRk), uRk − u〉 ≤ 〈f, uRk − u〉.
Hence, lim sup
k→∞
〈A(uRk), uRk − u〉 ≤ lim
k→∞
〈f, uRk − u〉 = 0 implies (since A is pseudomono-
tone) from Remark 19 that
lim
k→∞
〈A(uRk), uRk − u〉 = 0 and A(uRk) ⇀ A(u) in V ∗. (5.32)
From (5.31), we get 〈A(uRk), v − u〉 + 〈A(uRk), u − uRk〉 ≥ 〈f, v − uRk〉. Hence, by
passing to the limit as k →∞, we obtain using (5.32) that 〈A(u), v − u〉 ≥ 〈f, v − u〉. 
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If we assume that A : K → V ∗ is strictly monotone, then the solution of (5.15) is
unique: Assume that u1 and u2 are solutions. Taking v = u2 and v = u1 yields
〈A(u1), u2 − u1〉 ≥ 〈f, u2 − u1〉 and 〈A(u2), u1 − u2〉 ≥ 〈f, u1 − u2〉,
together this yields 〈A(u1)− A(u2), u1 − u2〉 ≤ 0 and it follows, then, that u1 = u2.
We now present an example of how pseudomonotone operators can be used in an
existence proof of a variational inequality.
Example: Assume Ω ⊂ RN is bounded. Divide Γ as follows,
Γ0 :=
{
x ∈ Γ : ∂
∂ξj





x ∈ Γ0 :
∂
∂s
ai(x, s, ξ)νi = 0, ∀(s, ξ) ∈ R× RN
}
,
Γ2 = Γ0 \ Γ1 and Γ3 = Γ \ Γ0,
where ν̄ = (ν1, ..., νN) is the outward normal to Γ. Suppose that W̄
1,p is the closure of{
u ∈ C(Ω) : u = 0 on Γ3
}
in the norm of W 1,p(Ω). Let
K :=
{
v ∈ W 1,p(Ω) : v ≤ ψ a.e. x ∈ Ω
}
,




ai(x, u,∇u) + c(x, u,∇u) ≤ g(x) where x ∈ Ω,




ai(x, u,∇u) + c(x, u,∇u)− g
)
(u− ψ) = 0 where x ∈ Ω,





ai(x, s, ξ)ξiξj > 0, for a.e. x ∈ Ω, ∀(s, ξ) ∈ R× RN .














ai(x, 0, 0)νi(v − u)ds (5.34)
holds.




then problem (5.33) has a weak solution.
See [68] for an extended review of this obstacle problem.
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Remark 20. A more recent paper (see [36]), investigates a connection between varia-
tional inequalities and the notion of K-pseudomonotonicity introduced by Karamardian
(as we presented in Definition 2.1.20), where in particular, existence results are studied.
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Chapter 6
Conclusion and Discussion
6.1 Brief Review of Topics Presented
In the earlier chapters, we provided the abstract theory, which served as a foundation
for the applications to variational problems presented in later chapters. The two main
theorems presented in Chapter 2 are Theorem 2.1.11 (Browder, Minty, 1963) and Theorem
2.1.15 (Brézis, 1968). The importance of Theorem 2.1.15 becomes apparent when dealing
with problems where there is no monotonicity condition on the operator or perturbation
thereof.
In the section which followed, we examined some properties of monotone and pseu-
domonotone operators, concluding with a review of two commonly used definitions of
pseudomonotonicity, one of which was proposed by S. Karamardian and the other, a
generalization of the notion of pseudomonotonicity introduced by H. Brézis.
In Chapter 3, we applied the abstract theory to a second order boundary value problem
(with mixed boundary conditions). We started by motivating the concept of a weak
formulation. Then, by transforming the problem into a functional equation, A(u) = f ,
satisfying the necessary requirements of pseudomonotonicity and coercivity, using the
abstract theory presented previously, we proved the existence of a weak solution.
An example of a problem, which is suitable for this type of approach, would be the
case where the principal part of a quasilinear elliptic equation is monotone, but the lower
order terms only have strongly continuous perturbations. Thus, we would seek to prove
the existence of a weak solution to
A(u) +B(u) = f in V ∗,
where A : V → V ∗ is monotone and hemicontinuous and B : V → V ∗ is strongly
continuous. Hence, by Remark 11, we have that operator A+B is pseudomonotone. The
following boundary value problem is a standard example:{
div(|∇u|p−2∇u) + c(u) = g in Ω,
u = 0 on Γ,
(6.1)
where 〈A(u), v〉 :=
∫
Ω
|∇u|p−2∇u · ∇vdx, 〈B(u), v〉 :=
∫
Ω




We concluded Chapter 3 with an examination of a second order boundary value prob-
lem governed by an anisotropic operator, and proved the existence of a weak solution to
this problem using certain ideas presented previously in Chapter 3.
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Furthermore, we sought to gain deeper insight into how pseudomonotone operators
relate to the terms of second order partial differential equations, which are used to define
the pseudomonotone operator. To this end, we established a result (Theorem 4.0.12)
that exhibits a connection between the monotonicity of the principal part of a second
order partial differential equation and the pseudomonotone operator. We discussed the
differential operator
A(u) := div(a(x, u(x),∇u(x))),
where the operator was defined as 〈A(u), v〉 :=
∫
Ω
a(x, u,∇u)·∇vdx for all u, v ∈ W 1,p(Ω).
In Chapter 5, we briefly introduced elliptic variational inequalities, mentioning also,
the significant role this subject plays in diverse areas of applied science. We placed em-
phasis on presenting existence results, which use monotone (see Theorem 5.0.20, Theorem
5.0.22 and Corollary 5.0.23) or pseudomonotone operators (see Theorem 5.0.25 and The-
orem 5.0.26). We also proved Lemma 5.0.19 (by Minty(1962)), which is used in the proof
of Theorem 5.0.20.
6.2 Further Applications of Monotone and Pseudomono-
tone Operators
This section is concerned with other applications involving monotone and pseudomono-
tone operators not previously mentioned.
6.2.1 Nonlinear Stationary Problems
Application in the Calculus of Variations
The connection between monotone operators and the calculus of variations can be con-
sidered by briefly examining a typical problem. We previously considered the problem of
finding a solution to the equation
A(u) = f u ∈ V.
We can further explore the case where there exists a functional g : V → R, where
g′(u) = A(u)− f on V . That is, the equation
g′(u) = 0 u ∈ V, (6.2)
along with the minimum problem,
argmin(g(u)) u ∈ V. (6.3)
Among other results, we can show that the solutions of (6.3) are also the solutions of
(6.2). This type of investigation leads to numerous applications in diverse areas of applied
science (see [17] for a paper by Browder(1970) on pseudomonotone operators and the
calculus of variations).
6.2. FURTHER APPLICATIONS OF MONOTONE AND PSEUDOMONOTONE OPERATORS85
6.2.2 Nonlinear Non-Stationary Problems
Maximal Monotone Operators
Within the theory of monotone operators, an important concept is that of maximal
monotone operators. Browder contributed extensively to the development of this topic,
with his existence results being particularly noteworthy (see [15], [11] and [16]). Among
others, this theory can be applied to evolution problems (of first and second order) and
variational inequalities (elliptic and parabolic).
The following is one of the initial ideas presented by Minty (see [55]), in 1962, on the
theory of monotone operators:
Consider a Hilbert space H, with real scalars and with inner product [·, ·]. Minty
showed that a monotone operator
A : D(A) ⊂ V → V (6.4)
on a real Hilbert space is maximal monotone if and only if
R(A+ I) = V.
Specifically, we have that each continuous monotone operator A : V → V , on a Hilbert
space V is maximal monotone and A+ I : V → V is a homeomorphism, so that
A(u) + u = f u ∈ V (6.5)
has a unique solution u for each f ∈ V .
Pseudomonotone Perturbations of Maximal Monotone Mappings
Let V be a reflexive Banach space. AssumeK ⊂ V is a non-empty closed, convex bounded
subset of V . If we assume that A : K → V ∗ is maximal monotone and B : K → V ∗ is
pseudomonotone, then there is a Theorem (Browder 1968), which states that for f ∈ V ∗,
there exists a solution to
A(u) +B(u) = f. (6.6)
A more detailed treatment of these topics can be found in [67].
Pseudomonotone Operators and First-Order Evolution Problems
The treatment of the following initial-value problem provides a prime example of an
application of pseudomonotone operators with regard to evolution problems:
Let V be a separable reflexive Banach space that is embedded continuously and densely




+ A(t, u(t)) = f(t) for a.e. t ∈ I,
u(0) = u0 (Initial Condition) ,
(6.7)
where A : I × V → V ∗, with I := [0, T ], is a Carathéodory function. In [58], the
problem is first examined for A : V → V ∗ (using the Rothe Method), where A is assumed
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pseudomonotone, and then later generalized to the case where A : I × V → V ∗, as
described above.
For a full description of the methods used to examine this type of problem, consult
[58], [61] and [67] (for applications to quasilinear parabolic equations see [58]).
6.3 Discussion of Current Research
As an example of a topic, which has more recently been explored and, which has poten-
tial for significant future research, we briefly introduce the idea of using Young measures
in proving the existence of weak solutions to quasilinear elliptic boundary value prob-
lems. The advantage of using this method is that it allows us to prove existence results
for problems, which do not satisfy the requirements needed to use the previously de-
fined methods. This is achieved by introducing a weaker notion of monotonicity, called
quasimonotonicity. Young measures play a pivotal role in the following method.
Definition 6.3.1. A Young measure on Ω×Rn is a positive measure λ on Ω×Rn, such
that for any Borel set A ⊂ Ω, it follows that λ(A× Rn) = µ(A).
Definition 6.3.2. Suppose that u : Ω→ Rn is measurable, the Young Measure ν associ-
ated with u is the unique Young measure carried by the graph of u. Thus, it is the image
of µ by the mapping x 7→ (x, u(x)), .i.e., for Borel subsets A ⊂ Ω and B ⊂ Rn, it follows
that ν(A× B) = µ(A ∩ u−1(B)). Also, for any positive measurable φ : Ω× Rn → R̄ (or






Definition 6.3.3. The disintegration of a Young measure λ, is a family, (λx)x of proba-










for all positive measurable functions φ : Ω× Rn → R̄ (or λ-integrable).
Remark 21. Note that when ν is associated to u, we obtain νx = δu(x) (where δu(x)
denotes the Dirac mass at u(x)). For a full treatment and description of the case where
we consider gradient Young measures, refer to [41].







Definition 6.3.4. A mapping h :Mm×n →Mm×n is said to be strictly p-quasimonotone,
if ∫
Mm×n
[h(τ)− h(τ̄), (τ − τ̄)]dν(τ) > 0 (6.8)
for all homogenous W 1,p gradient Young measures ν, with center of mass τ̄ = 〈ν, id〉,
which are not a single Dirac mass.
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Consider the Dirichlet problem of the type{
−div(a(x, u(x),∇u(x))) = g on Ω,
u = 0 on Γ,
(6.9)
where Ω ⊂ Rn is an open bounded domain, u : Ω→ Rm and g ∈ W−1,p′(Ω) for p ∈ (1,∞).
Consider the following conditions:
 a : Ω× Rm ×Mm×n →Mm×n is a Carathéodory function.
 Growth and coercivity conditions,
|a(x, s, ξ)| ≤ γ1(x) + C(|s|q + |ξ|p−1)
and
[a(x, s, ξ), ξ] ≥ −γ2(x)− γ3(x)|s|α +D|ξ|p,
where C ≥ 0, D > 0, γ1 ∈ Lp
′





(Ω), 0 < α < p and
0 < q ≤ np− 1
n− p
.
Let one of the following conditions hold for mapping a:
 For all x ∈ Ω and s ∈ Rn, the mapping ξ 7→ a(x, s, ξ) is C1 and mapping a is
monotone as in (3.6).
 There exists a mapping f : Ω×Rm×Mm×n → R such that a(x, s, ξ) = ∂f
∂ξ
(x, s, ξ)
and ξ 7→ f(x, s, ξ) is both convex and C1.
 a is strictly monotone.
 a is strictly p-quasimonotone in ξ.
This leads to the following existence result.
Theorem 6.3.5. If a : Ω × Rm ×Mm×n → Mm×n satisfies the conditions mentioned
previously, then the boundary value problem (6.9) has a weak solution u ∈ W 1,p0 (Ω) for
any g ∈ W−1,p(Ω).
Remark 22. A new type of monotonicity called p-quasimonotonicity is introduced in
Definition 6.3.4. It is more appropriate to consider, as new research directions:
 A comparison study between p-quasimonotonicity and the various notions of mono-
tonicity and pseudomonotonicity described in previous chapters.
 The study of p-quasimonotonicity in connection with variational inequalities.
6.4 End Note
In this thesis, we explored some significant ideas on the subject of pseudomonotone and
monotone operators. By extending our study from the abstract theory, presenting some
of the fundamental existence results of Browder, Minty and Brézis, it became apparent
that pseudomonotone and monotone operators have a wide scope of application in various
areas of mathematics and applied science. The relevance of these operators in the areas of
partial differential equations, variational inequalities, mechanics and others, make them
indispensable tools for current research in mathematical sciences.




The conjugate exponent of p ∈ [1,+∞] is defined as p′ := p
p− 1
, the exponent in the




N−p if p < N,
an arbitrarily large real if p = N,
+∞ if p > N,
and the exponent in the trace operator u 7→ u|Γ : W 1,p(Ω) → Lp
#





N−p if p < N,
an arbitrarily large real if p = N,
+∞ if p > N.
7.2 Convolution and Mollification
Suppose that Ω ⊂ RN is open, ε > 0 and Ωε :=
{
x ∈ Ω : dist(x,Γ) > ε
}
. The standard







if |x| < 1,
0 if |x| ≥ 1,
where the constant C > 0 is chosen so that
∫








The functions ηε are C
∞. It also holds that∫
RN
ηεdx = 1, spt(ηε) ⊂ B(0, ε).
We now look at what it means to ’mollify’ a function.
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Definition 7.2.1. If f : Ω→ R is locally integrable, then we define it’s mollification as
f ε := ηε ∗ f in Ωε,








for x ∈ Ωε.
Some properties of mollifiers:
 f ε ∈ C∞(Ωε).
 f ε → f almost everywhere as ε→ 0.
 If f ∈ C(Ω) then f ε → f uniformly on compact subsets of U .




Young’s inequality states that if a and b are non-negative real numbers and p and q are














The adapted Young’s Inequality states that given any ε > 0, it follows that
ab ≤ εap + Cεbp
′















for all measurable functions f, g we have
‖fg‖L1 ≤ ‖f‖Lp‖g‖Lq . (7.3)
7.5 Multidimensional Integration by Parts
Suppose that Ω ⊂ RN is open and bounded with piecewise smooth boundary Γ. Take v













dx for all i ∈ {1, ..., N},
where we consider ν as the outward unit surface normal to Γ. Summing over i ∈ {1, ..., N}
and considering v ∈ W 1,p(Ω) and z ∈ W 1,p′(Ω;RN) yields Green’s formula,∫
Ω
∇v · zdx =
∫
Γ
v(z · ν)dS −
∫
Ω
v(∇ · z)dx. (7.4)
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7.6 Nemytskĭi Mappings
Consider the integers k, no, n1, ..., nk. A mapping a : Ω × Rn1 × ... × Rnk → Rn0 is
a Carathéodory mapping if a(·, r1, ..., rj) : Ω → Rn0 is measurable for all (r1, ..., rk) ∈
Rn1 × ...× Rnk and a(x, ·) : Rn1 × ...× Rnk → Rn0 is continuous for almost every x ∈ Ω.
Then the Neytskĭi mappings, which we denote by ηa, map functions ui : Ω → Rni ,





x, u1(x), ..., uk(x)
)
.
Theorem 7.6.1. (Nemytskĭi Mappings on Lp Spaces)
If a : Ω×Rn1×...×Rnk → Rn0 is a Carathéodory mapping and the functions ui : Ω→ Rni ,
i ∈ {1, ..., k} are measurable, then ηa(u1, ..., uk) is measurable. Furthermore, if a satisfies
the growth condition





p0 for some γ ∈ Lp0(Ω), (7.5)
with 1 ≤ pi < +∞, 1 ≤ p0 < +∞, then ηa is a bounded continuous mapping Lp1(Ω;Rn1)×
...× Lpk(Ω;Rnk)→ Lp0(Ω;Rn0).
7.7 The du-Bois-Reymond Lemma
Consider locally integrable function f defined on an open set Ω ⊂ RN . If∫
Ω
f(x)ψ(x)dx = 0 (7.6)
for all ψ ∈ C∞0 (Ω), then f(x) = 0 almost everywhere for x ∈ Ω.
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linéaires par les méthodes de Minthy-Browder. Bull. Soc. Math. France 93 (1965),
97–107.
[44] Jacques-Louis Lions., G. S. Variational Inequalities. Communications on pure
and applied mathematics 20 (1967), 493–519.
[45] Karamardian, S. Complementarity problems over cones with monotone and pseu-
domonotone maps. Journal of Optimization Theory and Applications 18, 4 (1976),
445–454.
[46] Kien, B. T., Wong, M.-M., Wong, N.-C., and Yao, J.-C. Solution existence
of variational inequalities with pseudomonotone operators in the sense of brézis.
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