Abstract-Artificial neural networks are used to classify the writing system of an unseen glyph. The complexity of the problem necessitates a large network, which hampers the training of the weights. Three hybrid algorithms -combining evolution and backpropagation learning -are compared to the standard back-propagation algorithm. The results indicate that pure back-propagation is preferable to any of the hybrid algorithms. Back-propagation had both the best classification results and the fastest runtime, in addition to the least complex implementation.
I. Introduction
33 000 years have passed since the first Homo sapiens discovered that they could draw recognizable pictures on the wall of the Chauvet cave in France [1] . Since then, writing has evolved from pictures of animals and nonfigurative shapes, to easy-to-write shapes that represent ideas or sounds. The original pictures have evolved to different shapes in different cultures, but one can still see the original meaning in some of the new characters, e.g. A and α, which are simplifications of an ox (aleph in Greek).
Similarly, ⽜ is the Chinese character for ox, or cow. So even though both A and ⽜ have developed from the image of an ox, the resulting glyphs are very different. ⽜ has more in common with 本 than A, even though 本 means book, which is not at all related to bulls. This is the case for writing systems all over the world. Some are more closely related, with similar glyphs. Others are far apart and look nothing alike.
Nevertheless, there are numerous visual features that all writing systems have in common, e.g. contrasted contours and an average of three strokes per character. They also have a reduced set of shapes that frequently occur in the glyphs; these shapes characterizes the writing system. Some have a set mainly consisting of straight lines (Runic), while some have mostly circles (Shan). Several shapes are common in multiple writing systems, e.g. lines and curves, but the frequency and composition of the shapes tend to differ between the writing systems. [1] , [2] Humans are usually able to separate between different writing systems, and recognize the writing system of an unseen glyph if one already is familiar with other glyphs from said writing system. This trait is probably due to the neural network in our brain, which generalizes over the set of seen glyphs, and extracts the common shapes and features. As a natural neural network is able to do this, an artificial neural network ought to be able to as well.
That artificial neural networks (ANN) are able to recognize letters is a known fact [3] , [4] . This paper will investigate whether they are able to generalize over the patterns and shapes common for the writing system, and thus find the writing system of an unseen glyph. It will also investigate the best method for such generalization.
Three hybrid methods combining evolution and backpropagation learning will be investigated. Weight evolution (WE) is a batch back-propagation algorithm that has one generation of evolution within every iteration of learning. This is to escape from local minima and improve low performance nodes. The other two use both online back-propagation (BP) and a genetic algorithm (GA). BP/GA uses BP to reduce the search space, and finds the final solution using a GA. GA/BP does the opposite; it reduces the search space using a GA, and then it applies the BP. These three are compared to the standard backpropagation algorithm, which has been shown to solve the task [5] .
II. Background

A. Character and Writing System Recognition
Character recognition is an important field of research, and an important part of general pattern recognition [3] , [4] , [6] - [9] . However, the goal of this paper is not only to recognize an あ as the letter あ (or a), but to recognize a previously unseen あ as a Hiragana character, after learning that お and は are Hiragana. This is not a particularly common task. Consequently, there is no available research on writing system classification. Regarding character recognition, however, artificial neural networks are common [3] , [4] .
B. Hybrid Algorithms: Combining Learning and Evolution
Gupta and Sexton [10] claim that a genetic algorithm (GA) is superior to back-propagation (BP) in both effec- Fig. 1 . All the glyphs in all the writing systems are compared by running the pixel values through a sigmoid function, Θ(n) = 1/(1 + exp (−0.1(n − 127))). This was the function used during learning. The difference for each pixel is summarized, and the sum is converted to a number between 0 and 1, which is represented as a grey-scale. Lighter colours thus represent higher similarity than darker colours.
tiveness, ease-of-use, and efficiency. Their research was performed on three neural network topologies, with 5 input nodes, 1 output node, and 2, 4 and 6 hidden nodes, respectively.
However, the glyph classification problem requires some special care, as a complex problem leads to a complex network. A pure back-propagation and genetic algorithm comparison on this specific domain has been performed [5] . The results were clear: the network, and thus the genome, was too large for the GA to handle, and the runtime rendered it useless. The BP algorithm -which outperformed the GA with regard to both runtime and classification capabilities -will be re-investigated here, and used as a basis for comparison with the hybrid algorithms.
The idea of combining learning and evolution into hybrid algorithms is far from new [11] - [16] . However, there is no systematic way to balance the combination of the two [17] , as the best solution tends to be dependent on the particular problem. There are thus many different hybrid algorithms, for many different problems.
Some methods use both learning and evolutionary algorithms one at a time to solve a problem. One can use learning to reduce the search space, and then finish with an evolutionary algorithm [13] , or the other way around [14] . Another method is to evolve the topology of both the artificial neural network and the parameters for the learning algorithm, and then find the weights using e.g. back-propagation [15] .
The Baldwin effect is a biological hypothesis whose computational exploration often entails adding learning to evolutionary computation [18] , [19] . Weight evolution goes the other way around, adding evolution to the backpropagation learning algorithm [20] . Fig. 2 . The path from glyph to output values is long and complex. The starting point is the Unicode value, i.e. #13001, which is converted to a glyph image. This is resized to a 20×20 image. Each of the 400 pixels is given to an input node in the ANN, after going through a sigmoid function. The output of the ANN is a list of normalized numbers, one for each output node, i.e. writing system. The value is the probability that the glyph in question is of that specific writing system.
III. Methodology
A. Glyphs and Writing Systems
Glyphs are chosen from the writing systems in Table I. There are nine writing systems, from each of the main types, following the classification of [22] . That is, alphabets that consist of both consonants and vowels; abjads that consist only of consonants, and sometimes of small vowel markings; syllabaries that have glyphs covering both a consonant and a vowel; abugidas that have consonants with inherent vowels, and separate vowels to override the inherent vowel; and logosyllabaries that have glyphs representing things and meanings, instead of only sound.
In addition to these nine, one system consists of different Unicode Fallback Fonts, displaying the code points of Imperial Aramaic. These are almost identical: only the digits displayed vary from image to image. These will thus
TABLE I
The writing systems to be classified, and their respective type and Unicode values [21] . Example glyphs are taken from [2] . function almost as a single glyph with additional noise. These will test the network's abilities to recognize identical glyphs with noise, while the other writing systems will test its abilities to generalize over unseen glyphs. From each writing system, 30 unique glyphs are chosen at random. As can be seen from Table I , the smallest writing systems have only 30 glyphs. 30 is thus the minimal number such that each of the writing systems has the same amount of glyphs, but without duplicates. From these 30 glyphs, 24 are randomly selected for the training set, while the remaining 6 are for the test set. The two data sets then contain the same amount of glyphs from each writing system. Each glyph is drawn as an image of 20×20 pixels, where a pixel has a value between 0 and 255. Each pixel is given to one input node, thus resulting in a neural net with 400 input nodes. The number of output nodes depends on the number of writing systems used, i.e. somewhere between 2 and 10. The output of each output node is the calculated probability that the glyph in question is of the writing system connected to said node. The sum of all the output nodes are thus 1. There are also 50 hidden nodes and two bias nodes, one for the hidden layer and one for the output layer. This results in a network of at least 20 000 weights. Runtime is thus crucial.
Script
Some algorithms [23] , [24] change the topology of the network, by adding or deleting hidden nodes as part of the mutation phase. This was not done here, mainly because BP already had proven that 50 hidden nodes gave good results [5] .
The glyphs are compared on a per-pixel basis, as each of the 400 pixels has its own input node. How similar the writing systems are, can be seen in Fig. 1 . The Fallback Font characters are very similar to other Fallback Font characters, and different from the other writing systems. This is just as expected, as these are very similar (Table I) . Egyptian Hieroglyphs are almost as similar to themselves as the Fallback Fonts are; however, the Hieroglyphs are not as different from the other glyphs. The Hieroglyphs are also very similar to Runes; a natural consequence as their glyphs both are drawn in a greyer font than the other writing systems [5] . Generally, many writing systems are just as similar to other writing systems than they are to themselves. This similarity complicates the classification.
The path from the original Unicode value to the final classification can be seen in Fig. 2 .
B. Algorithms
Four algorithms are used and compared. There are three algorithms that combine learning and evolution in different ways, and a pure back-propagation algorithm used for comparison.
The basis of all the algorithms is the standard backpropagation algorithm, as found in [25] , but with certain tricks. According to [3] , [26] , [27] , the softmax activation function and the cross-entropy error function are a good pair for multi-class classification problems. These functions are thus used instead of the standard functions given in [25] .
The parameters used in the algorithms can be found in Table II . The local minima parameters are lower in the GA-algorithms than in WE, as it should be more sensitive in WE, where local minima should be reached many times, triggering evolution. In the GA algorithms, a local minimum is a reason to stop the algorithm, so it should not catch insignificant local minima. The mutation and crossover parameters are unusually low; these are found by trial and error.
1) Back-Propagation: The back-propagation (BP) algorithm is the online-learning BP algorithm that is the basis of the others. This includes the softmax activation function and the cross-entropy error function.
2) Weight Evolution: Weight evolution (WE) is a merging of learning and evolution. It is inspired by [20] ; however, it is not a reimplementation. Only the main idea in [20] is used, i.e. the concept of evolving the outer and inner weights to improve the performance and emerge from local minima.
It is important to note that this is not an evolutionary algorithm that evolves the weights of a neural network; it is a back-propagation algorithm that includes some aspects of evolution. This is the only back-propagation algorithm of the four that uses batch learning. After the feed forward stage, the weights connected to the output nodes with the highest error are evolved. That is, the weights are copied and each weight is perturbed. The set of weights that reduces the error the most is inserted instead of the original set. If the algorithm is stuck in a local minimum, the same evolution is performed on the weights going into the hidden node with the worst performance. This is only tested with the most problematic patterns. After another feed-forward, batch back-propagation is performed.
After all types of weight perturbation, the weight change is reverted in case the network as a whole performs worse than it did before the weight change. This little trick makes sure that the network is improved for each iteration, but it also causes a large amount of computation without having any change in the network. 
3) Back-Propagation/Genetic
Algorithm: Backpropagation/genetic algorithm (BP/GA) is based on the work in [13] . That is, that algorithm is not reimplemented in all its detail, but the main idea is used as a basis.
It starts with the standard BP algorithm to reduce the search space, and then it uses a genetic algorithm to find the best solution. The back-propagation algorithm is first run until it is either stuck in a local minimum, or the error is below two times the tolerated error. Then, the GA is used to find the best solution. The GA continues until the error is low enough, but for a maximum of 200 generations. 
4) Genetic
Algorithm/Back-Propagation: Genetic algorithm/back-propagation (GA/BP) is based on BP/GA. The algorithms are the same; they are simply reversed, such that GA decreases the search space and BP locates the optimal solution. This is, however, not a new idea. The same approach is used successfully to forecast highway freight [14] .
GA/BP runs the GA until the error is less than ten times the tolerated value, but for a maximum of 10 generations. Then, BP is used to find the optimal solution, 
IV. Results
All the algorithms except the WE algorithm have statistically significant results. There are 120 runs of BP, 110 of GA/BP, 25 of BP/GA, and four runs of WE. These are the results gained after around five weeks of runs. Even if not all of these results are very convincing with regard to the decreasing error, they clearly show the difference in runtime. Both BP and GA/BP arerelatively speaking -fast. 10 runs take roughly one day to execute. BP/GA is considerably slower, with only one run per day, even though the GA part is run for a maximum of 200 generations. If it had continued until the error were small enough, as BP and GA/BP do, it would have been even slower. However, then it would probably display better results, as the error would have been smaller when the testing started. Due to the runtime, however, it would still be inferior to both BP and GA/BP.
Even though BP/GA is slow, WE is far worse; one run takes roughly 1.5 weeks. WE does not scale well, mainly because of the repeated error calculation and weight evolution. This is, however, not the only reason why WE is slower than the rest. Evolution is generally slow, but the GA phases in BP/GA and GA/BP are threaded. As the simulations were run on a computer with up to 20 available cores, both BP/GA and GA/BP were run in parallel. As the evolution in WE is smaller and more tightly bound to the rest of the algorithm, no such parallelization was implemented.
The slowness of WE is not only regarding how long one iteration takes to run, but also regarding the decrease in error during one iteration. While BP and both the BP parts of BP/GA and GA/BP use somewhere between 50 and 100 iterations to achieve an error below 0.02, WE uses 300 iterations and barely achieved an error below 0.078. By that time, the decrease in error has begun to stagnate.
It is noteworthy, however, that in the two-phase algorithms BP/GA and GA/BP, the latter algorithm is reducing the error faster than it would have without the help of the former. For example, the error in the BP part of GA/BP (Fig. 3d) decreases faster than in both BP (Fig.  3a) and the BP part of BP/GA (Fig. 3c) .
With regard to the errors when the learning stops, the test results are of no surprise (Figs. 4, 5) . As WE only BP got below an error of 0.078, it did not manage to separate between the writing systems in the test phase. In certain cases, e.g. with the Fallback Fonts, Hebrew, Thai, and Devanagari, the majority of glyphs are falsely classified, although the correct class gets more hits than any of the other classes.
The results are improved using BP/GA. The Fallback Fonts have a very high success rate, and also Han, Hebrew, and Devanagari have a high correct vs. specific incorrect ratio. Ugaritic, Canadian Aboriginal Syllabics, Hiragana, and Thai have a lower such ratio, but the ratios are still significantly better than those of WE. Runic and Egyptian Hieroglyphs are problematic; both are mostly classified as Runic. This is a common problem for these two writing systems, as both their glyphs are drawn with lighter colours than the rest of the writing systems [5] . This can also be seen in Fig. 1 , where Runic and Hieroglyphs display a strong similarity.
GA/BP and BP have quite similar results, both far better than BP/GA and especially WE. Fallback Fonts have an even higher success rate than in BP/GA, and the rest of the writing systems show a clear improvement. The similarity between Runic and Egyptian Hieroglyphs is also visible here, but finally the glyphs are classified more often as the correct writing system than as the other.
The results are plainly visible in Fig. 4 : both BP and GA/BP have a clear, white diagonal (Figs. 4a and 4d) . BP/GA also has a distinct diagonal, but it is greyer than the two other. There is also more general noise (Fig. 4c) . WE has only a slightly visible diagonal, and consists of mostly noise (Fig. 4b) .
There is no clear diagonal in Fig. 1 , but there are clear diagonals in Fig. 4 . This shows an interesting difference between Fallback Fonts and the rest of the writing systems: while Fallback Fonts separate very well between themselves and others in both Fig. 1 and Fig. 4 , the other systems are good at separating themselves from the rest in Fig. 4 , even though there seems to be no special similarity (Fig. 1) . The algorithms are thus doing better than expected given the pixel similarities.
V. Discussion
The glyph classification problem is complex, demanding a complex neural network. It does not, however, demand a complex learning algorithm. At least with regard to these algorithms, evolution adds more to the runtime than to the success rate. Fig. 2 , the output of all the algorithms is a list of numbers -one for each output node (and thus writing system) -which sum to 1. Each of these numbers is the probability that the glyph in question is of the writing system connected to the node of which that number is the output. For each run, the output lists for each glyph are summed up, with regard to the actual writing system. This is then averaged over all the runs. For each of the writing systems along the x axis, there are ten rectangles indicating each writing system. The height of this rectangle indicates how many of the glyphs from the writing system on the x axis that were classified as the writing system represented by that rectangle. The maximum height is 6, because there are 6 glyphs of each writing system in the test set. A perfect classification thus has only ten rectangles, where the rectangle representing the writing system on the x axis is at 6.0, while the rest are invisible at 0.0. learning phase than BP has. On the other hand, while BP is slowly decreasing its error, GA/BP is working on the evolution. So there is really no time saved on GA/BP, as the GA takes up more time than BP uses on the initial error decrease. In addition, GA/BP is far more complex than BP, as it consists of both back-propagation and a genetic algorithm.
The observed problems regarding the evolution is probably due to the network size. Consequently, other domains which require similar networks will probably experience the same problems regarding evolution.
However, the glyph classification problem is a special classification problem, in that it generalizes over -not recognizes -the glyphs. This might affect the performance of evolution. After all, it seems the networks are good at recognizing previous seen glyphs, as the Fallback Fonts have almost 100% accuracy in three of four algorithms. This would be the best results one can hope for, as these glyphs are almost identical. The good classification results of the Fallback Fonts (Figs. 4c and 5c ) also mean that even though BP/GA is not able to generalize and correctly classify unseen glyphs, it is fully capable of recognizing glyphs very similar to glyphs already encountered. This suggests that a genetic algorithm would work better on a pure recognition problem than on it does on generalization problems such as the glyph classification problem.
Blondie24 [28] is a good example of a complex task, i.e. checkers, that is successfully solved by evolution. However, the network of Blondie24 consists of roughly 1800 weights, while the glyph classifier has at least 20 000. Despite the fact that Blondie24 has another form of complexity, the difference in weights supports the hypothesis that the evolutionary problems are caused by the vast number of weights.
Another important aspect of Blondie24 is a layer of checkers-specific preprocessing, to recognize salient patterns, whereas the above algorithms receive only the scaled pixel data as input. The preprocessing of Blondie24 relieves the neural net of some of the complexity. That would help both the runtime and the number of nodes.
A similar preprocessing could also be added to the glyph classification. More advanced image processing techniques could be used to preprocess the image before it is turned over to the input layer. Hopefully, this could also help reduce the number of input nodes, and thus the number of weights.
Improvements could also be done to e.g. the network topology, which could be fortified with a second hidden layer. Another possible improvement is to create the network cumulatively, i.e. create one subnet for each writing system, and merge them into one. However, for any further improvements, back-propagation should be used as the basis.
