In this paper we consider positive extension problems for block Toeplitz matrices when the speci ed entries form a stalactite type pattern. These problems do not seem in general to be amenable by the classical methods (they correspond to bitangential interpolation problems in the class of Carath eodory functions of a kind usually not solvable by the classical methods of interpolation). We solve these problems by reduction to a tangential interpolation with symmetries in a Carath eodory class.
Introduction
In the present paper we study new extension problems for block Toeplitz matrices. Let us rst recall the simplest extension problem for such matrices. (1:1) is positive de nite. As is well known 12], this problem is closely related to the Carath eodory{Fej er interpolation problem, and is solvable if and only if the block Toeplitz matrix (S k?j ) r k;j=0 is strictly positive. In order to precise this link, we rst introduce some notations and de nitions. ).
The completion problem 1.1 has a solution if and only if S r > 0. When this condition holds, the set of solutions of the Carath eodory{Fej er problem is given by a linear fractional transformation of the set S m m of Schur functions, i.e. of C m m {valued functions analytic and contractive in the open unit disk. It can be inferred immediately from 9] that the solutions of Problem 1.1 correspond exactly to the Taylor expansion up to N of the solutions of the Carath eodory{Fej er problem with a parameter taking strictly contractive values, i.e. sup z2ID k (z)k < 1.
The block matrix S r is determined by its rst m columns. In Problem 1.1, the mr rst elements of each of these columns are speci ed. We consider more general problems when the number of speci ed elements in each of the rst m columns is arbitrary. Problem 1.2 Let m, n 0 ; : : : ; n m?1 and N be given positive integers such that n j j (j = 0; : : : ; m ? 1) and N > max j n j m : (1:4) Given complex numbers `;j (`= 0; : : : ; n j ; j = 0; : : :; m?1) nd all strictly positive block
Toeplitz matrices S N of the form (1:1) such that S k ]`; j = km+`;j for 0 `; j m ? 1; 0 km +` n j :
(1:5)
Since the matrix S 0 has to be nonnegative, `;j = j;`f or`; j < m. We thus obtain a stalactite type pattern for the preassigned data; see gures below. In these gures, the black squares denote the entries `;j which are given, and the shaded squares denote the entries of the matrix which we deduce from the black ones due to the block{Toeplitz structure.
In Figure 1 , m = 2; n 0 = 4; n 1 = 5; n 2 = 6. We therefore are given all entries of S 0 , eight of the nine entries of S 1 and only one entry of S 2 . In the second example, m = 3; n 0 = 2; n 1 = 5; n 2 = 2; n 3 = 6. We therefore are given all we know twelve entries of S 0 (out of sixteen ones) and ve entries of S 1 .
We note that completion problems with similar pattern data have been addressed in 15, Chapter 4] ; there the extended matrices are not required to be block Toeplitz.
As in the context of Problem 1.1, Problem 1.2 is connected to a Carath eodory{Fej er problem which we now state. Without the interpolation conditions (1.9), we have a classical right sided interpolation problem. Therefore, the main di culty at hand lies in the bitangential conditions (1.9). This bitangential problem does not enter in general within the framework of the usual methods of interpolation (see e.g. 7], 11], 12], 4]) and is thus not always solvable using the classical tools. As an illustration consider the following simple example: m = 2, n 0 = 3 and n 1 = 2. However, one should note that still for m = 2, the case n 0 = 4 and n 1 = 3 can be treated by the various interpolation methods.
In the following sections we show how to solve this problem and how to relate its solutions to the completion problem 1.2.
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2 Reduction to an interpolation problem with symmetry constraint
In this section we show that the above interpolation problem can be reduced to a right sided interpolation problem, but in which there is now a symmetry constraint. This approach is motivated by the analogy of Problems 1.2 and 1.3 with the covariance extension problem for periodically correlated stochastic processes 3] and with a related synthesis problem for dissipative periodic systems 2].
We associate to every function S 2 C m of the form (1.2) with coe cients and having therefore at most m nonzero entries. More precisely, R k = (r`; j (k)) m?1 ;j=0 ; r`; j (k) = 0 for`? j 6 = k(mod m): Proof: Let k = m`+ r for` 0 and 0 r m ? 1. It su ces to note that in view of (2.5), the data numbers k;j (j = 0; : : :; m ? 1; k = j; : : :; n j ) are speci ed by equalities R k e j = ( k+j;j e r+j for r + j m ? 1 k+j;j e r+j?m for r + j m which using notation (2.14) can be written in the form (2.13).
The preceding analysis reduces Problem 1.3 to:
Problem 2.5 Given numbers k;j 2 C (j = 0; : : : ; m?1; k = j; : : : ; n j ) nd all functions R 2 C m satisfying the symmetry relation (2:8) and right sided interpolation conditions (2:13).
Tangential interpolation problem
In this section we characterize all functions R 2 C m satisfying conditions (2.13) in terms of certain matrix inequalities. The approach is that of the fundamental matrix inequality (see 16] , 13]) and some of the computations are well known. We include them for completeness. Let us rst rewrite (2.13) in a residue form.
Let fb j g be the vectors de ned by (2.14), let F`denotes the shift matrix je it ? zj 2 :
In view of (3.9), (3.10),
e it ? z ; (k 0) (3:12) and using the notation U k (t) = I m ; e ?it I m ; ; e ?ikt I m ; (3:13) we rewrite (3.8) as
e it ? z U j (t) (j = 0; : : : ; m ? 1):
Furthermore, it follows from (3.7), (3.10) and (3.13) that Z 2 0 U j (t) d (t) U `( t) = T j;`( j;`= 0; : : :; m ? 1):
To nish the proof we note the identity
which is evidently true for all z 2 IDnf0g and which coincides in view of (3.6), (3.11), (3.14), (3.15), with (3.5).
The next theorem characterizes all functions R 2 C m satisfying conditions (2.13) (or equivalently, the residue condition (3.4)). Furthermore, in view of (3.6) and (3.19), G(z)B = G n 0 (z)B 0 ; ; G n m?1 ?m+1 (z)B m?1 (3:24) and on account of (3.8), This fact can be easily checked using (3.2), (3.3). Moreover, since spec A = f0g, K is the unique solution of (3.29).
>From Theorem 3.2 we get the necessary part of the following interpolation theorem. where, on account of (3.29) and (4. for some J{unitary matrix X. Setting in the last equality z = 1 and taking into account that (1) = I 2m and that V V = I m we get X = ?1 (e 2i m ) which in turn implies (4.14).
Setting in (4.14) z = e 2 i k m we get Lemma 4.6 LetṼ and be given by (4:22) and (4:24) respectively, let X be the block >From now on, we will assume that the transfer function constructed from the interpolation data via (4.3), satis es (4.52).
Description of all solutions
In this section we parametrize the set of all solutions of Problem 2.5 by mean of a linear fractional transformation under the assumption K > 0. This allows us to give the description of the set of solutions of Problem 1.3 and of Problem 1.2. We now consider the case where K 0 and show the su cient part of Theorem 3.5, i.e. that if K 0, then Problem 2.5 is solvable. To that purpose, we note that in view of (3.18) the set of diagonal elements of the matrices K and S 0 coincide. Therefore, xing a sequence " n & 0 and replacing in the data of Problem 1.3 only j;j by~ j;j = j;j + " n > 0
we obtain a family of associated problems 2.5 with strictly positive information matrices K n = K + " n I. By Theorem 5.1, each of them has a solution R n (z) 2 C m . Since the norms of the matrices R n (0) are uniformly bounded, we can use the normal convergence theorem and nd a subsequence R n k which converges uniformly on each compact subset of ID to some function R(z) 2 C m . Since each of the R n k satis es the symmetry relation (2.8), so does R. As R satis es (2.13), it is a solution of Problem 2.5. Therefore we obtain:
Corollary 5. where the 00 k`s are positive integers. In particular, except in special cases, this expression does not coincide with ( 1j (z)) k`. Such a special case arises when n j = j mod m; then up to a scalar constant of modulus one, and 1j satisfy (2.8) from which we deduce that 1j ( )(z) reduces to (z) 1j (z). To obtain the set of all solutions of the completion problem, we have to choose such that S is a strict Carath edory function and extract the corresponding nite matrix S N , i.e. to choose to be such that sup z2ID k (z)k < 1. 6 Symmetry in the state space Theorem 6.1 Let k 2 T T and let V 2 C m m be a unitary matrix. Let R 2 C m be such that R(0) = R(0) (i.e. D = 0 in the Riesz{Herglotz representation (3:9)). Then, R satis es the symmetry V R(z)V = R(kz) (6:2) if and only if the map X which to f 2 L(R) associates the function z 7 ! V f(kz) (6:3) is an isometry.
Proof: Assume rst that R satisfy the symmetry condition (6.2). Then, for ! 2 ID and 2 C m , X(K R ( ; !) ) = K R (z; ! k )V ; and it is readily seen that X is an isometry on the linear span of the K R ( ; !) . This span is dense in L(R) and X extends thus to a continuous isometry. Hence, the expression V R(kz)V ? R(z) does not depend on z. Since by hypothesis R (0) is selfadjoint, the choice z = ! leads to V R(0)V = R(0), and hence the symmetry (6.2).
Similar statements can be made for the matrix{functions satisfying the symmetry (4.52). Since is rational one could also use in this case state space methods as in 1].
