Abstract: This paper addresses the decentralized control of large scale systems modeled with timed continuous Marked Graphs (ContM G). Decentralized structures are first obtained by decomposing the system into subnets by cutting the original net through sets of places, and adding marking structurally implicit places. Then, first local control laws are computed separately. Later, algorithms are proposed to make the locally computed laws to be compatible and fireable when the global state is considered. It is proved that using the control laws computed with the proposed algorithms, the final state of the overall system can be reached in minimum time. A manufacturing system is taken as case study to illustrate the control method.
INTRODUCTION
Petri Nets (P N ) is a well known paradigm used for modeling, analysis, and synthesis of discrete event systems (DES). Similarly to other modeling formalisms for DES, it also suffers from the state explosion problem. To overcome it, a classical relaxation technique called fluidification can be used. In the framework of PN, it leads to Continuous Petri Nets [6, 14] . The advantage of this relaxation is that more efficient algorithms are available for the analysis, e.g., reachability and controllability problems [11, 10] .
Different works about control of PN can be found in the literature [8, 2] , etc. Decentralized control is extensively explored in recent decades for the control of complex dynamic systems. Different from the classical centralized control, the controllers are no longer centralized in one location. In the context of decentralized control of PNs, some approaches are proposed in [9, 7, 3] .
In this work, the decentralized control of large scale systems which are modeled with timed continuous Marked Graphs (a well-known subclass of PN) is addressed. Here we mainly focus on driving the system from an initial state to a desired final state. The distributed structure of a large scale system is first obtained by structurally decomposing it into smaller subsystems. Instead of computing the global control laws, only the local control law for each subsystem is computed separately. A higher level coordinator controller is introduced to update the locally computed control laws in order to make them admissible when considering the system globally, without knowing the detailed structures of local subsystems. With these updated control laws, all the local controllers work independently, and the final state can be reached in minimum time.
A reachability control problem of timed distributed systems is studied in [3] , which considers models composed of several subsystems that communicate through buffers (some places). Different from this method, the subsystems obtained by the cutting process proposed in this paper do not have to be strongly connected nets, while approximations of the remaining parts of the system are used to complement them. On the other hand, the states of buffers are not specified in [3] , here their final values are specified in the control problem and reached in minimum time.
This paper is organized as follows: Section 2 briefly recalls some basic concepts. In Section 3, a structurally decomposition method for marked graphs is discussed. Section 4 proposes the approach for decentralized control of large system. Section 5 gives an example of manufacturing systems. The conclusions are in Section 6.
BASIC CONCEPTS AND NOTATIONS
The reader is assumed to be familiar with basic concepts on continuous PN (see [6, 14] for a gentle introduction). Definition 1. A continuous PN system is a pair N , m 0 where N = P, T, P re, P ost is a net structure where:
• P and T are the sets of places and transitions.
• P re, P ost ∈ R |P|×|T| ≥0 are the pre and post incidence matrices.
• m 0 ∈ R For v ∈ P ∪ T, the sets of its input and output nodes are denoted as
• v and v • , respectively. Let p i , i = 1, . . . , |P | and t j , j = 1, . . . , |T| denote the places and transitions. Each place can contain a non-negative real number of tokens, its marking. The distribution of tokens in places is denoted by m. The enabling degree of a transition t j ∈ T is given by:
which represents the maximum amount in which t j can fire. Transition t j is called k-enabled under marking m, if enab(t j , m) = k, being enabled if k > 0. An enabled transition t j can fire in any real amount α, with 0 < α ≤ enab(t j , m) leading to a new state m ′ = m + α · C(·, t j ) where C = P ost − P re is the token flow matrix and C(·, j) is its j th column.
If m is reachable from m 0 through a finite sequence σ, the state (or fundamental) equation is satisfied:
is the firing count vector, i.e., σ(t j ) is the cumulative amount of firings of t j in the sequence σ. A vector σ is said to be a fireable firing count vector, if there exist a corresponding sequence σ which can be fired.
Marked Graphs (MG) is a well known subclass of PNs which is ordinary and for each place p, |
• p| = |p • | = 1. Thus they are structurally choice-free, allow concurrency and synchronization but not decisions.
Property 2. [4] Let N be a MG, N is consistent and its unique minimal T-semiflow is x = 1, where 1 is a vector with all components equal to 1.
In timed continuous PN (ContP N ) the state equation has an explicit dependence on time: m(τ ) = m 0 + C · σ(τ ) which through time differentiation becomesṁ(τ ) = C · σ(τ ). The derivative of the firing sequence f (τ ) =σ(τ ) is called the firing flow. Depending on how the flow is defined, many firing semantics appear, being the most used ones infinite and finite server semantics [14] . For a broad class of PN it is shown that infinite server semantics offers better approximation to discrete systems [12] . This paper deals with infinite server semantics for which the flow of a transition t j at time τ is the product of its firing rate, λ j , and its enabling degree at m(τ ):
A place p is called implicit when it is never the unique place restricting the firing of its output transitions. Hence, in a PN system an implicit place can be removed without affecting the behavior of the rest of the system.
Normally, implicit places are determined by the structure but also depend on their initial markings. A place p is said to be marking structurally implicit place(MSIP) if it can always be made implicit with a proper initial marking m 0 (p), and the minimal initial minimal making it implicit can be linearly deduced from the marking of other places.
For strongly connected MGs, a MSIP p verifies the following equation [5] :
where t e = • p, t s = p • , P(t e , t s ) is the set of simple paths (i.e., the paths without repeated nodes) from t e to t s .
Moreover, given a MSIP p, the minimal initial marking to make p implicit is [5] :
When considering the system as continuous, the minimal initial marking of MSIPs can also be calculated using (3).
STRUCTURAL DECOMPOSITION OF MGS
In this section we adapt the decomposition method developed in [5] . The idea is the following: given a strongly connected MG N , it is first split into two subnets N 1 and N 2 according to a set of places B (buffers), after that complemented subnets (CN ) are derived by adding MSIPs.
Definition 3. Let N = P ∪ B, T, P re, P ost be a strongly connected MG. B is said to be a cut iff there exists subnets
• is said to be interface, which is partitioned into U 1 , U 2 , such that
In Fig. 1 (a) shows a MG cutting by B = {p 5 , p 14 }, and subnets N 1 , N 2 are obtained with the interface U = {t 4 , t 5 , t 11 , t 12 } while U 1 = {t 4 , t 12 }, U 2 = {t 5 , t 11 }. 4. Let N = P ∪ B, T, P re, P ost be a strongly connected MG, N i = P i , T i , P re i , P ost i be the subnets associated with a cut B. The complemented subnet CN i is obtained from N i by copying B and U j , adding the MSIPs with respect to the paths P(t e , t s ) in N j , t e , t s ∈ U j , i, j = 1, 2, i = j. The set of places being added to N i is denoted by IP i .
Example 5. Let us consider the subnet N 1 and N 2 in Fig. 1 (a) obtained by cutting with B = {p 5 , p 14 }. It can be observed that in N 1 , p 12 4 is the MSIP corresponding to the two paths from t 12 to t 4 . Similarly in N 2 , p 5 11 is the MSIP corresponding to P(t 5 , t 11 ). Since there is a loop path from t 11 , p 11 11 is also a MSIP. By copying B = {p 5 , p 14 }, U 2 = {t 5 , t 11 } to N 1 and using the MSIPs p 5 11 and p 11 11 of N 2 as its reduction, CN 1 is obtained in Fig. 1(b) . CN 2 in Fig. 1(c) can be Similarly constructed.
In order to calculate the initial marking of p e s that makes it implicit, we have to find out the path from t e to t s such that (3) is satisfied. There are some efficient pathalgorithms which can be used, e.g., Floyd-Warshall [1] .
Sometimes for a complex system, only one cut is not sufficient, because the complemented subsets are still difficult to handle. Therefore, the above decomposition process can be executed in multiple hierarchical levels. Fig. 2 presents the complemented subnets obtained after cutting CN 2 in Fig. 1(c 
DECENTRALIZED CONTROL
The decentralized structure of a large scale system may be obtained using the decomposition method presented in section 3. The most interesting point of the decomposition approach is that: the projections of firing sequences of the original system are preserved in the complemented subnets [5] , i.e., σ i prj can always be fired in CN i with initial marking m i 0 , leading to m i f . Local control laws (firing count vectors) are separately computed in local controllers, but they may not be applicable considering the global state of system. In the following, it is first shown in the case of one cut, how to coordinate the local control laws and generate the globally admissible one. Then the result is extended to hierarchical cuts. By applying the the ON-OFF controller developed in [15] to each subsystem, overall final state is reached in minimum-time.
A firing count vector σ driving the system to m f is said to be minimal if it can not be written as: σ = ς + k · x, where k > 0, ς is a firing count vector driving the system to m f , and x is a T-semiflow. An ON-OFF controller for structurally persistent ContP N is proposed in [15] : if σ is minimal, for any t j , simply let it ON before the cumulative flow of t j reaches σ(t j ), and after that let it OFF. m f is reached in minimum-time using this strategy. Because MGs is a subclass of structurally persistent nets, this ON-OFF strategy can be applied.
In the sequel, we will use the following notations:
( 
The firing count vectors of two subnets are compatible, implies that the common transitions (interface) of these subnets are fired with the same amounts.
Definition 7. Let σ 1 and σ 2 be compatible firing count vectors. The merge of them is defined as:
It is proved that if the minimal firing count vectors of CN 1 and CN 2 are compatible, the merged vector is firable in N . In the case they are not compatible, a T-semiflow can be added to one of them to make them compatible. Finally, the merged vector obtained is actually equal to σ. Proof: We will first prove that there exists a k ≥ 0 to make (σ 
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Without loss of generality, assume α 1 ≤ α 2 . If only considering the common transitions in U : Two complemented subnets are neighbors if they share a cut. Because every time we split one net into two, each subnets has at least one neighbor. By making pairs of minimal firing vectors of neighbors to be compatible and then merging all of them, σ is obtained.
Proposition 11. Let N , m 0 be a live MG that is decomposed into n subnets. Assuming CN q , 1 ≤ q ≤ n is a critical complemented subnet, then there exist α i , i = 1, 2, ..., n such that:
where α i ≥ 0, α q = 0.
Proof: Since all complemented subnets are live MGs, σ If all α i > 0, σ ′ is not the minimal firing count vector, then certain amount of T-semiflow can be subtracted from σ
Let us observe that it is possible to have more than one critical subnet, but considering there is a unique minimal firing count vector in a live MG, given any critical subnet, the same σ is constructed.
Example 12. Let us examine the same system as in Ex. 9, but CN 2 is cut one more time with B 2 = {p 6 , p 12 , p 13 }, therefore, three complemented subnets are obtained: CN 1 (Fig. 1(b) ), CN 21 , CN 22 (Fig. 2) . The corresponding minimal firing count vectors driving CN i , m The rest of this section devotes to design an effective algorithm to search a critical subnet, and compute corresponding α i to generate σ. To achieve this, a graph G = V, W is constructed to depict the relations among complemented subnets. Each node in V represents a subnet, there are arcs between nodes v i and v j if the corresponding subnets CN i and CN j are neighbors. The weight of the arc from v i to v j is given by w(v i , v j ) = σ i min (t)−σ j min (t), ∀t ∈ U (negative weights are allowed here). So in the corresponding graph G (Fig. 3), w(v 2 , v 1 
If each sum of weights of path from v q to other node v j is non-negative, i.e.,
Algorithm 1 searches a critical subnet based on the graph G. First, all nodes are labeled as new. Then for each node v i labeled as new, W (v i , v j ), v j ∈ V is computed. If one of these values is found to be negative then v i is not critical and it is labeled as old. If it is positive then v j is not critical and labeled as old. When a node v i is found such that, ∀v j , W (v i , v j ) ≥ 0 or there is only one node labeled as new is left, the program finishes. In the worst case, the complexity is O(
), where n is the number of complemented subnets.
Algorithm 1 Search a critical subnet
Input: G = V, W Output: A node vq ∈ V 1: Label all the nodes in V as new ; 2: while more than one node in V is labeled as new do 3:
Choose a node v i from V which is labeled as new ; 4:
for j = 1 to n do 5:
if W (j, i) has not been computed then 6:
compute
if W (i, j) > 0 then 8:
label v j as old; 9:
else if W (i, j) < 0 then 10:
label 
Control Structure
There are two kinds of controllers in the decentralized control system: local controllers and a coordinator controller.
Local controllers know only the structures of the local subsystem. The local control law σ i min of subsystem CN i is first computed independently in the corresponding controller. Since this control law may be not globally applicable, its value is sent to the coordinator controller. After the updating information α i is received from the coordinator controller, the controller of CN i can be implemented independently with the control law σ i min + α i · 1. The coordinator controller is mainly used to update the locally computed control laws in order to make them globally admissible. Based on the local control laws of subsystems, graph G is constructed, and Algorithm 1 is applied to find a critical subnets CN q . Then α i is computed and sent to CN i . Let us observe that the only information required by the coordinator controller are the local control laws, therefore all computations are done locally, so the communication cost is very low. Algorithm 2, 3 are used by coordinator and local controllers respectively. 
CASE STUDY
Let us consider the ContM G system in Fig. 4 which models a manufacturing system with three types of product lines and assembles for one final product. The system is cut into four subsystems through buffers (B 1 = {p 1 , p 12 }, B 2 = {p 13 , p 23 }, B 3 = {p 24 , p 38 }) of each product line, as shown in Fig. 5 Graph G (presented in Fig. 6 ) is constructed based on the relations of these firing count vectors, in which CN 4 is neighbor to all the other subnets with weight w(v 4 , v 1 ) = Finally, the local controllers can apply their control lows using an ON-OFF strategy. The global final marking is reached in 13.24 time units, which is the minimum [15] .
CONCLUSIONS
This work focuses on decentralized control of large scale systems that are modeled with timed continuous MGs, aiming at driving the system from an initial marking to a desired final marking. The model is first decomposed into subnets with sets of places, then local control laws are computed in a decentralized way. A higher level controller is introduced to coordinate the locally computed laws to make them globally applicable. The ON-OFF strategy is applied in each subnet to ensure the minimum-time.
As a future work, we plan to investigate the possibility of developing an automatic cutting procedure and applying this control method to more general net structures.
