Accurate and fast scale estimation of targets is a challenging research problem in visual object tracking. Most trackers employ an exhaustive scale search to estimate the target size. The exhaustive search strategy is computationally expensive and it struggles when encountered with large scale variations. In this paper, a scale adaptive method is proposed, which not only improves the tracking performance, but also greatly reduces the computational costs and improves the tracking speed. Based on the scale estimation method of SAMF, the original 7 fixed scale sizes were reduced to 3, and an adaptive scale size was added. Three fixed scales were used to determine the direction of scale change, and the APCE change rate of the current frame and the previous frame was used to control another adaptive scale size. Finally, the optimal scale estimation was determined. Additionally, we investigate the update strategy to further improve the tracking accuracy. Extensive experiments on OTB50, OTB100 and VOT-ST2019 datasets demonstrate that the proposed method can tackle challenging videos well compared with baseline tracker. On OTB, we obtain a gain of 7.0% in Distance Precision, and 18.8% in Centre Location Error on the selected 43 videos with scale variation attribute, and a mean gain of 6.2% in Precision and 4.6% in Success plots on OTB50, compared with the baseline tracker SAMF. Furthermore, the proposed approach improves the tracking speed by 34% in FPS compared with SAMF.
I. INTRODUCTION
Visual tracking is a classical computer vision research topic which can be employed in many fields, such as behaviour analysis, surveillance, autonomous driving, robotics, etc.
[1]- [3] . It involves estimating the location and scale of a visual target in each frame which is annotated by the user at the beginning of a video sequence [4] . In recent years, discriminative correlation filters (DCFs) have been introduced into the framework of object tracking [5] - [9] . Benefited from the periodic assumption of training samples, the DCF can be learned very efficiently in the frequency domain via fast Fourier transform (FFT) [7] .
In many practical object tracking tasks, variations in the size of the target occur due to motion along the camera axis or changes in the target appearance. Hence, a tracker should not only provide the location state of the target, The associate editor coordinating the review of this manuscript and approving it for publication was Feng Shao . but also the scale information of the target [10] . However, conventional trackers only show inferior performance when encountered with large scale variations in complex video sequences [4] .
Currently, there are two main methods for scale estimation in CF based trackers: 1) One translation correlation filter with multiple scales approach represented by the SAMF tracker [11] (the SAMF tracker uses 7 different scales). This method is simple and effective. However, the tracking speed of this method in real-time tracking is a bottleneck because of the computational costs. 2) Independent scale correlation filters method represented by DSST tracker [12] . In this class of methods, two filters are used to separate the translational localization and scale estimation respectively. In addition to the position estimation filter, an explicit scale filter is learned online using the target appearance sampled at a set of different scales. DSST has an advantage in tracking speed, but the accuracy of position estimation becomes a bottleneck because the position estimation uses a filter with a fixed scale (see the experiments in section 5). Based on DSST, fDSST tracker [13] ECO [14] and ATOM tracker [4] are proposed by Martin Danelljan to further improve the performance of scale estimation. In ATOM, High level knowledge is incorporated into the scale estimation through extensive offline Learning. The target estimation component is trained to predict the overlap between the target object and an estimated bounding box. Although it achieves excellent tracking results, ATOM uses offline training in the scale estimation which can achieve real-time tracking only under GPU. On the other hand, an object is annotated by a bounding box with a variable aspect ratio but not always parallel to the axis in VOT benchmark dataset. ASMS [15] addresses the problem of scale adaptation and presents a novel theoretically justified scale estimation mechanism which relies solely on the mean-shift procedure for the Hellinger distance, and shows good performances. More recently, in addition to ATOM, the DRNet tracker also applies the bounding box regression to estimate the scale and obtained the top performer on VOT2019 public dataset [16] . In this paper, we focus on scale estimation on annotated bonding box paralleling to the axis with a fixed aspect ratio. Based on this, an effective approach for fast and accurate scale estimation is proposed, which is based on the discriminative correlation filters employed in the SAMF tracker. Fig.1 shows the flow chart of the framework, and the proposed method is demonstrated in the green dotted box. Our method contains two parts, which are adaptive scale estimation module and model update module. Firstly, the numbers of search scale in SAMF are reduced from 7 to 3. Based on the intermediate scale, the change direction of the scale is determined by the maximum APCE [17] value, and a new search scale is predicted by the change of APCE, and the best search scale is obtained by comparing the new scale with the corresponding scale of the maximum APCE. The algorithm uses up to 4 search scales, and the fourth scale is adaptive according to the change of APCE. Additionally, in order to improve the tracking accuracy, the model update is improved. Inspired by temporal regularization method STRCF [18] , the model update rate is determined according to the change of model parameters. This proposed scale estimation approach is generic and can be incorporated into trackers which use the scale method based on SAMF. Meanwhile, a model update scheme which simulates temporal regularization is adopted to further enhance the proposed tracking method for dealing with more challenging scenarios.
II. RELATED WORKS
The tracking tasks can be categorized into discriminative method and generative method. The discriminative method formulates object tracking as a classification problem and trains a classifier to distinguish the object and background by collecting positive and negative examples from interested regions. Canonical examples of this paradigm include ensemble trackers [19] , MIL trackers [20] , Random Forest classifiers [21] , SVM trackers [22] , boosting variants [23] and CF based trackers [4] - [14] , [17] , [18] , [24] , [25] . On the other hand, the generative method describes an appearance model for the object, and estimates the object location by searching the one among the candidates having the highest similarity with the appearance model. Examples include subspace learning method [26] , incremental tracker [27] , mean shift tracker [15] , [28] , sparse visual trackers [29] , multi-task tracker [30] , L1-min tracker [31] , and so on.
Correlation filters based tracker is one of the discriminative methods. Correlation filters become popular due to the computational efficiency in the frequency domain by utilizing FFT, and one typical example is MOSSE (Minimum Output Sum of Squared Error) tracker proposed by Bolme in 2010 [5] . Henriques et al. extend Bolme's work by exploiting circulant structure in the optimization [6] . In their later work [7] , a high-speed tracker with kernelized correlation filters (KCF) and multi-channel support which enables high dimensional features were proposed. To reduce the unwanted boundary effects, SRDCF [32] , in which a spatial regularization component is introduced in the learning to penalize correlation filter coefficients depending on their spatial location, was proposed by Martin Danelljan et al., and they introduced a continuous-domain formulation of the DCF, called C-COT [9] , and its advanced version ECO [14] . Xianglei Yin and Guixi Liu have solved the appearance model update problem by adjusting the model update rate according to APCE and its gradient [33] . Based on SRDCF, Feng Li et al. proposed STRCF [18] , which incorporates both temporal and spatial regularization, to solve the update problem in a closed form by temporal regularization, and it can handle boundary effects without much loss in efficiency. STRCF also showed superior performance over SRDCF in terms of accuracy and speed. CF based tracker also include part-based representation tracker [34] , and hierarchical and deep feature representations [35] , [36] . For solving the scale problem, [10] proposed a multiscale method to estimate the scale of the object and to increase the tracking performance. Inspired by IoU-Net [37] , Martin Danelljan et al. proposed a novel tracker, ATOM [4] , in which high level knowledge is incorporated into the target estimation through extensive offline learning. ATOM obtained superior results both in accuracy and scale estimation. Another version of KCF is the long-term CF tracker (LCT) [25] which can re-detect objects by training an online random fern classifier in case tracking failure occurs. Adel Bibi et al. proposed a generic framework (SAMF-AT tracker) that can adaptively change the target response from frame to frame by reformulating the underlying optimization to solve both the filter and target response problems [8] , so that SAMF-AT is less sensitive to the cases where circular shifts do not reliably approximate translations. Matthias Mueller et al. presented a framework that allows the explicit incorporation of global context within CF trackers (CACF) [38] , and improved the performance of many CF trackers, including SAMF.
Although significant progress has been made regarding the above trackers, the target scale estimation is still an open problem. The strategy of SAMF is to integrate the position estimation and scale estimation, and adopt the multi-scale detection method. In order to search the appropriate scale, the number of search scales should be sufficient (it is 7 in SAMF), but the disadvantage of this method is that the tracking speed is greatly reduced due to the excessive number of scales which have to be calculated separately. On the other hand, DSST adopts the idea of separating position estimation and scale estimation and also learns an independent scale filter to solve the scale problem. However, the accuracy of position estimation is affected since the target position is estimated by using fixed scale filter only. ATOM method inherits DSST strategy of scale estimation and integrates more high-level information into scale estimation by offline training method, which shows excellent performance. However, the offline training and the use of GPU limit the application of this algorithm. In this paper, based on SAMF, a fast scale estimation method of adaptive scale estimation is designed, and the main contribution of this method is fall in following two folds: 1) An adaptive scale estimation strategy is proposed, which reduces the number of search scale of SAMF from 7 to 3 and the fourth search scale can be obtained through our adaptive scale strategy. The adaptive search scale can greatly reduce the number of scale detection and the computational costs while adapting to the scale change of target.
2) In order to improve the accuracy of position estimation, a model updating method simulating temporal regularization is proposed. The model update rate is controlled by the difference between the model parameters of the last two frames to update the appearance model adaptively.
III. BASELINE APPROACH: SAMF
In this work, the problem of adaptive scale estimation is addressed and the SAMF tracker is chosen as the baseline. The main idea of SAMF (Scale Adaptive with Multiple Features) tracker is briefly reviewed as follows.
Suppose that we have a one-dimensional data x = [x 1 , x 2 , . . . , x n ], then the cyclic shift of x are concatenated to form the data matrix:
where F is known as the DFT matrix, and F H is the Hermitian transpose of F. The decomposition of circulant matrix can be employed to solve the objective function of linear ridge regression:
The dual space coefficients α can be learnt as below:
where the hat denotes the DFT, and the asterisk denotes the complex-conjugate, thek xx is defined as kernel correlation of x. The Gaussian kernel is often used as the kernel function. The response of patch z can be computed in Fourier domain using the follow equation:
wherex is the data to be learnt in the model. The location of the maximum response value in spatial domain is the new location of target. Suppose s t is the target window size in the original image space, SAMF obtains k sizes samples based on predefined scaling pool S = {t 1 , t 2 , . . . , t k }, then the final target position is implied by the according position of maximum scalar in the response map. It can be described as follows
where z t i is the sample patch with the size of t i s t , which is resized to the fixed template size s T = (s x , s y ) by employing bilinear-interpolation.
In the update procedure, the dual space coefficients α and the base data templatex are updated by linearly combining the new filter with the old ones as below:
where
With the scale adaptive scheme, the SAMF tracker is able to deal with the changes of size. More details of SAMF refer to [11] .
IV. OUR PROPOSED METHOD
For the conventional SAMF tracker, in order to obtain the target scale, it usually presets several fixed search scales for traversal detection to obtain the best scale response. However, the excessive fixed scales not only affect the tracking speed, but also have no self-adaptability. In this paper, the reliability between the two adjacent frames is used to determine an adaptive search scale.
A. RELIABILITY DETERMINATION
The conventional method for judging the reliability of detection is the PSR (Peak-to-Sidelobe Ratio) [5] . The PSR is defined as PSR = (g max − µ)/σ , where g max is the peak values, µ and σ are the mean and standard deviation of the sidelobe. In [17] another method called APCE (Average Peak-to-Correlation Energy) is proposed, which is defined as
where F max , F min , and F u,v denote the maximum, minimum and the row u, column v elements of filter response matrix with size of U × V , and the denominator is the square mean of difference between every element and the minimum value in response matrix. APCE indicates the fluctuated degree of response maps and the confidence level of the detected targets. Both the PSR and APCE can reflect the reliability of target tracking, and the proposed method will be described in detail below with APCE as an example.
B. OUR PROPOSED METHOD
SAMF algorithm has achieved excellent results in OTB2013 due to its simplicity and effectiveness. The main contribution of SAMF is the scale estimation method. The method presets multiple search scales and gets the corresponding multiple response maps in the last target position through each scale. The optimal scale corresponds to the maximum response maps.
Through experiments, we find that the disadvantage of SAMF method is that its tracking speed is greatly reduced due to excessive number of search scales. In order to reduce the computational costs and maintain the tracking accuracy of the algorithm at the same time, our method is divided into two steps: scale direction determination and adaptive scale calculation. 1) Firstly, the 7 search scales of SAMF were reduced to 3, (1 − α, 1, 1 + α) where α is the stride. Then we can find the direction change of search scale through the maximum response of the three search scales. Denote this scale with maximum response value as s, we can obtain the direction change of the search scale should be reduced (s = (1 − α)), the same (s = 1), or increased (s = (1 + α)).
2) We can determine the adaptive search scale according to the scale change and the reliability of the current tracking. The tracking reliability change β can be obtained from the change of APCE between the current frame and the previous frame:
If change of tracking reliability β is large, it means that the current scenario is more complex or the target may have a large scale change, so the search scale should be proportionally updated with the change of reliability. Thus, adaptive scale increment δ is obtained as:
where, c is the proportional adjustment coefficient. Combined with the direction of scale change, the adaptive search scale is:
The optimal search scale s 0 is the one which has the maximum response value between scale γ and s:
where, R s and R γ is the maximum response value of s and γ respectively.
C. MODEL UPDATE STRATEGY
In order to improve the tracking accuracy, the appearance model update method is improved. Inspired by STRCF, which claims that the model parameters under the constraint of temporal regularization can greatly improve the tracking performance [18] , the proposed update method in this paper simulates the temporal regularization utilizing the parameters change of the model. This method is not limited to the analytic solution but can be used in any tracker that uses the appearance model. The essence of temporal regularization is to suppress the change of model parameters between adjacent frames. In other words, the update rate of model parameters should be inversely proportional to the change of model parameters. Accordingly, denote the models of current and previous as M n and M n−1 , the model update rate η can be described as:
Then, according to (6) , the model update is obtained as:
To sum up, the pseudo algorithm of the proposed method with adaptive search scale and update strategy is shown in Fig.2 . 
V. EXPERIMENTS
We integrate our proposed method into SAMF tracker (denoted by SAMF-SU) and validate it by Matlab 2016a on an Intel i5-7400 CPU (3.0 GHz) PC with 4 GB memory. We implement experiments on the OTB benchmark datasets [39] . All these sequences are annotated with 11 attributes which cover various challenging factors, including scale variation (SV), occlusion (OCC), illumination variation (IV), motion blur (MB), deformation (DEF), fast motion (FM), out-of plane rotation (OPR), background clutters (BC), out-of-view (OV), in-plane rotation (IPR) and low resolution (LR). The latest OTB datasets contain 100 video sequences, and we quantitatively and qualitatively evaluate the performance of our tracker on part of these video sequences.
We compared SAMF-SU (Ours) with five trackers: KCF [7] , SAMF [11] , SAMF-AT [8] , fDSST [13] and SAMF-CA [38] . KCF is the core of other algorithms. SAMF and fDSST are two famous scale estimation algorithms. All algorithms are based on SAMF except KCF and fDSST. Our SAMF-SU maintains the main parameters of SAMF algorithm, including gaussian kernel function, HoG and CN features, padding = 1.5, cell = 4. The parameters in (9) and (12) were setting as c = 3500, d = 0.06 through experimental debugging.
A. EXPERIMENT 1: DISTANCE PRECISION, CLE AND SPEED COMPARISON BETWEEN SAMF, SAMF-AT, SAMF-CA AND OURS
We select 43 videos with SV (scale variation) attributes in OTB datasets as test video sequences (as shown in Table 1 ), and use Distance Precision (DP) and Center Location Error (CLE) as the evaluation criteria. The DP scores indicate the percentage of frames in which the estimated locations are within 20 pixels compared to the ground-truth positions. The average CLE scores indicate the average bounding box center distance (pixels) between the estimated location and the ground truth location on all frames of one video sequence. The 'speed' mentioned here does not take into account the time of the video loading and display. Table 1 shows the comparison of SAMF, SAMF-AT, SAMF-CA and our SAMF-SU in DP, CLE and speed.
As shown in Table 1 , compared with other algorithm, our SAMF-SU improves the tracking accuracy and tracking speed significantly, which is 7.0% and 18.8% higher than SAMF in average DP and CLE scores, especially on Human3 and Liquor videos, with the accuracy increased by 98.9% and 69.0% respectively. In terms of average speed, SAMF-SU has increased to 36.87 FPS in average compared with 26.94 FPS of SAMF. It is an improvement of 36.9% over SAMF with respect to speed.
B. EXPERIMENT 2: CENTER LOCATION ERROR (CLE) COMPARISON BETWEEN SAMF AND SAMF-SU
The CLE scores indicate the bounding box center distance (pixels) between the estimated location and the ground truth location. The smaller the CLE score is, the better the tracking accuracy can be. Comparison of CLE between SAMF-SU and SAMF is shown in Fig.3 on video Human3, Freeman1, Shaking and ClifBar, respectively. Fig.3 (a) shows that the CLE score of SAMF rises to about 200 rapidly in a few frames at beginning, and then maintains the high score on following frames, which indicates that the target is lost by SAMF. On the other hand, the CLE of our SAMF-SU Shows low values through all frames, which means that SAMF-SU has successfully tracked the target through the whole video.
As can be seen from the results in Fig.3 (b) , CLE of SAMF starts to rise rapidly from frame 125. Although it decreases again at frame 290 and then tracks the target successfully, the recovery of target tracking actually occurs by chance. However, CLE of our algorithm is lower than 20 on all frames of the video sequence, and the target is successfully tracked during this time.
We can find from Fig.3 (c) that in the first 20 frames, the CLE of the two trackers is the same, and it gradually rises to 45 around frame 10. Then, CLE of SAMF-SU starts to decrease rapidly around frame 22, and keeps below 20; on the other hand, the CLE of SAMF remains high, and keeps rising to 100 from frame 230.
It can be seen from Fig.3 (d) that the CLE of SAMF-SU exceeds 20 in frame 220 to 250, with a maximum of 60, and is below 20 on the remaining frames. The CLE of SAMF exceeds 20 from frame 220 and reaches 90 at the highest, which indicates that SAMF tracker fails to track from frame 220.
C. EXPERIMENT 3: PRECISION AND SUCCESS, AND ATTRIBUTE-BASED EVALUATION
We use one-pass evaluation (OPE) metrics provided in [39] to validate our SAMF-SU tracker on 50 video sequences which include the 43 videos in Table 1 and the other 7 sequences including Car2, Coke, Deer, Faceocc1, Faceocc2, Jumping and Sylvester, and on OTB100. The OPE metrics contain precision plots and success plots. The precision plots show the percentage of frames whose estimated location is within the given threshold distance of the ground truth. We use the score for the threshold = 20 pixels as the representative precision score for each tracker. The success plots show the ratios of successful frames at the thresholds varied from 0 to 1. The success score is defined as the area under the curve (AUC) of each success plot, which is the average of the success rates corresponding to the sampled overlap threshold.
We integrate our proposed framework into SAMF tracker, and validate it by comparing the popular CF based tracker, namely KCF [7] , SAMF [11] , SAMF-AT [8] , SAMF-CA [38] and fDSST [13] . Fig.4 reports the results of OPE on 50 video sequences of OTB. Our proposed tracker outperforms all the methods in precision plots and success plots; especially we obtain a mean gain of 6.2% and 4.6% in precision and success scores respectively, compared to the baseline tracker SAMF, and a mean gain of 5.3% and 0.7% compared with another famous scale algorithm, fDSST.
In order to verify the universality and effectiveness of the proposed method, we integrated our framework into another SAMF based tracker, i.e. SAMF-CA (denoted by SAMF-CA-SU) and carried out the OTB100 experiments. It is worth noting that we eliminated three videos with severe occlusion attribution, Joggle-1, Box and Lemming, on which our tracker fail to track the target. Fig. 5 gives the reports of OPE on OTB100. We can find that SAMF-CA-SU is the top rank tracker obtaining a mean gain of 2.5% and 0.7% with respect to Precision and Success plots compared with SAMF-CA, and SAMF-SU obtains a mean gain of 1.8% and 0.5% compared with SAMF. This indicates that our method can improve the performance of the SAMF based tracker.
To further measure the computational efficiency of our tracker, Table 2 shows the average speed comparison of all the above trackers on OTB100. It can be seen that KCF achieves the fastest tracking speed, but it does not involve any scale estimation. Although our SAMF-SU and SAMF-CA-SU gets the third and fourth rank respectively, their precision scores are higher than the second rank tracker, fDSST. On the other hand, our SAMF-SU outperforms the baseline tracker SAMF 34% and SAMF-CA-SU gets a gain of 30% than SAMF-CA in average FPS, which is much better than other SAMF based trackers and their baseline tracer. To sum up, the proposed method can effectively improve the algorithm speed while improving the performance of SAMF based algorithm.
Several factors can affect the performance of a visual tracker. We have performed a comparison with other methods on OTB100 annotated with respect to the 11 attributes [39] , and the results are shown in Fig.6 . It can be found that our SAMF-CA-SU performs favorably on 6 out of 11 attributes: out of plane rotation, scale variation, occlusion, deformation, motion blur and fast motion. Although not achieving the top rank, the performance of SAMF-SU outperforms its baseline tracker SAMF on 9 attributes (except the two attributes: deformation and low resolution).
To sum up, the excellent performance of our proposed method is attributed to the scale adaptability and the update strategy of the adaptive model. At the same time, we find that both SAMF-SU and SAMF-CA-SU are inferior to their baseline tracker on attribute of low resolution respectively. This is due to the fact that our method is based on the reliability of APCE, which will greatly degrade and become unreliable when encounters the scenario of low resolution. Consequently, the tracking model will become unreliable, which will lead the tracker to be prone to drift or even fail to track.
D. EXPERIMENT 4: ANALYSIS OF ADAPTIVE SEARCH SCALE AND ABLATION EXPERIMENT
In order to test the adaptive scale and model updating performance of our tracker, the adaptive scale experiment is firstly carried out on the video sequence Liquor. Fig.7 (a) shows experiment results of APCE and scale increment. Scale increment is the change rate in the current scale relative to the previous scale, and it is expressed in absolute value. APCE plot shows that the APCE value has great change when tracker is affected by distractor at frame 500. The scale increment also has larger change at this time due to the adaptability to the changes of APCE and the effects of model updating. Our method can continue to track the target, but SAMF is affected by the distractor and results in tracking failure. Similarly, we can see that our SAMF-SU can obtain a large scale increment according to the change of APCE from frame 1500 to 1600, so that the target can be successively tracked with small CLE values (see Fig.7 (b) ).
In order to further analyze the effects of performance in scale adaptation and model update, an ablation experiment is carried out on video sequence Liquor. In this experiment, the baseline tracker SAMF is integrated with different parts to observe the tracking effect. The experiment is designed as follows: 1) Only the scale adaptive module is integrated into the SAMF without improved update strategy, and we denote this tracker as SAMF-S. 2) The SAMF is integrated with updating strategy only without scale adaptation. This tracker is denoted as SAMF-U. 3) Both the scale adaptation and update strategy are integrated into SAMF, namely, our proposed tracker, SAMF-SU. Fig.8 and Fig.9 show the CLE test results and the qualitative tracking results of the three trackers on Liquor, respectively.
It can be seen from Fig.8 (and Fig.9 ) that SAMF-S shows little improvement in tracking performance compared with SAMF. Both of them started to fail in tracking from frame 510, but it is noteworthy that the tracking speed of SAMF-S has greatly improved compared with SAMF (see the aforementioned speed experiment). SAMF-U performance is improved, overcomes the influence of distractor around frame 510, but it still starts to fail in tracking from frame 779. On the other hand, our proposed tracker SAMF-SU, which integrates both the adaptive scale and model update strategy, improves the tracking performance surprisingly. It overcomes the influence of all distractors and tracks the target successfully through the whole video sequence.
In addition, experiments on evaluating the effectiveness of scale adaptation have also been carried out. As shown in Fig.10 , the bounding box scale is larger because of the influence of the distractor interference at frame 895 on Liquor. The bounding box is closing in on the target with the distractor removed, and the bounding box achieves a state of optimal approximation of the scale of the ground truth at frame 909, where the distractor is removed completely. This shows the good effectiveness of SAMF-SU in terms of scale adaptability.
From the above analysis, it can be concluded that the additional adaptive scale significantly accelerates the tracking speed, and the model update strategy plays a certain role in the tracking accuracy, and when the two items are combined, the tracking performance of the algorithm is significantly improved. Unfortunately, after a lot of experiments, we find that the proposed algorithm cannot handle the situation of long-term severe occlusion. Take the sequence Lemming as a failed example, Fig.11 and Fig.12 show the CLE and the qualitative comparison of SAMF, SAMF-S, SAMF-U and SAMF-SU on sequence Lemming. It can be seen that at frame 369 (see Fig.12 ), although SAMF-S can still track the target successfully, SAMF-SU and SAMF-U both drift and fail to tracking, while the baseline tracker SAMF successfully tracks the target on whole sequence. This indicates that model update has a great impact on tracking performance. In SAMF, model update makes the tracker drift with the distractor, which is also the main reason for tracking failure under circumstances with severe occlusion.
E. EXPERIMENT 5: THE VOT-ST2019 BENCHMARK EVALUATION
We also report the results on Visual Object Tracking 2019 benchmark (VOT2019) [16] , which contained five challenges: VOT-ST2019, VOT-RT2019, VOT-LT2019, VOT-RGBT2019 and VOT-RGBD2019. We conduct experiments on VOT-ST2019 which addresses the short-term tracking in RGB images, and it consists of 60 updated challenging videos. The performance evaluation protocol is divided into three aspects: 1) Accuracy (A), which measures how well the bounding box predicted by the tracker overlaps with the ground truth bounding box; 2) Robustness (R), which measures how many times the tracker loses the target (fails) during tracking; 3) Expected Average Overlap (EAO), which combines the raw values of per-frame accuracies and failures and it measures the expected no-reset overlap of a tracker run on a short-term sequence. Please see [16] for more details on VOT-ST2019.
We compare our SAMF-SU and SAMF-CA-SU with ATOM, SAMF-CA, SAMF, DSST, ASMS and KCF. Table 3 gives the results of the EAO, as well as Accuracy and Robustness raw values (A, R) for the baseline experiments. Figure 13 gives the final ranked results with respect to EAO. We can see that, ATOM obtains the top rank, and the ASMS second. On the other hand, although the SAMF-CA-SU tracker achieves third rank, the performances of our method are inferior on VOT-ST2019, especially, SAMF-SU ranks last one. The reasons come down to two aspects: 1) the method proposed in this paper is mainly designed for the annotated bonding box with fixed aspect ratio. The performances on annotated bonding box with rotating and variable aspect ratio are inferior. 2) ATOM is one recent excellent tracker after ECO [14] tracker (both of two proposed by M. Danelljan et al.) , and it uses deep features and bounding box regression which has good adaptability to the variable aspect ratio target. On the other hand, ASMS is based on the Mean-Shift (MS) algorithm, which tracks by minimizing a distance between two probability density functions represented by a reference and candidate histograms. Since the histogram distance does not depend on spatial structure of the search window, the method is suitable for deformable and articulated objects.
VI. CONCLUSION
In this paper, a scale adaptive method is proposed, which greatly reduces the computational costs and improves the tracking speed without decreasing the tracking performance. Based on the scale estimation of SAMF, the original 7 fixed scales were reduced to 3 with an adaptive scale added. Thanks to the reduction of the number of scales, the computation is greatly reduced and the tracking speed is improved. At the same time, in order to further improve the tracking performance, a simple model update strategy simulating the temporal regularization is introduced. The update rate is controlled by the degree of the model parameters change between the last two frames. Extensive experiments on OTB datasets have confirmed that the proposed SAMF-SU has significantly improved performance compared with the baseline tracker SAMF.
On the other hand, our algorithm also has shortcomings, which mainly manifested in two aspects: 1) Tracking failure of severely occluded targets; 2) Since the proposed method mainly focuses on fixed ratio annotated bonding box, it is prone to drift even fail to track when encounters the scenario of a variable ratio and rotating target. Therefore, we will focus on the following two aspects in future works: 1) how to design an effective criterion to detect occlusion of the target, and trigger global detection to recover the tracking with this criterion? 2) how to tackle the scenario of a variable ratio and rotating annotated bonding box, which is a very meaningful work in this field. GUIXI LIU received the Ph.D. degree in circuits and systems from Xidian University, China, in 2001.
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