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Abbildung 1.1: "Window of Scarcity\ nach Anderson aus [Wol96]zur Verfugung gestellten Bandbreiten orientieren, die unabhangig von der Art derNutzung sind. In einzelnen Fallen existieren Volumenbegrenzungen wie z.B. bei derDeutschen Telekom AG. Eine Umlage der Kosten auf einzelne Nutzer, also deren po-tentielle Verursacher, ndet selten statt. Dies fordert nicht den bewuteren Umgangmit den Ressourcen. An diesem Punkt setzt diese Arbeit an. Die begrenzten Res-sourcen sollen allen Nutzern in gleichem Umfang zu Verfugung stehen. Die derzeitnoch mogliche Verdrangung von Nutzerdatenstromen durch andere Nutzer soll un-terbunden werden. Reservierungsstrategien fur Real{Time{Anwendungen und furexplizite Anforderungen von Reservierungen durch den Nutzer werden in dieserArbeit nicht behandelt.Aus der beschriebenen Situation lat sich die Notwendigkeit einer geeigneten Res-sourcensteuerung ableiten. In Abbildung 1.1 wird die Notwendigkeit fur Ressour-cenmanagement bzw. Ressourcensteuerung anhand der steigenden Anforderungendurch neue Applikationen visualisiert.Wie bereits erwahnt, spielt die Bandbreite eine entscheidende Rolle in Netzwer-ken. Sie ist eine Voraussetzung fur die Transportgeschwindigkeit in Datennetzenund gehort in die Kategorie der nicht speicherbaren Guter ahnlich der elektrischenEnergie. Bei Nichtinanspruchnahme fallen die Kosten fur einen ISP trotzdem an.Aus diesem Grund ist es fur ISPs erstrebenswert, fur die Nutzer Anreize zu schaf-fen, diese Kostenlucken zu schlieen. Die Kunden mussen ermutigt werden, ihreLastkurve gleichmaig und somit kalkulierbar zu gestalten.In einigen Ausnahmefallen besteht eine Moglichkeit, Bandbreite in Form lokal gehal-tener Daten zu speichern. Verfahren, die dies ermoglichen, sind Caching und Mirro-ring. Eine Erlauterung dieser Verfahren erfolgt in Abschnitt 3.1. Hier wird lediglichdarauf hingewiesen, da sich ein Kostenvergleich lohnt. Auf der einen Seite stehendie Kosten fur die Internetanbindung, auf der anderen die fur Speichermedien, aufwelchen die Daten lokal gehalten werden. Naturlich konnen nicht alle potentiell von
17Anbieter Bandbreite monatl. Gebuhr in DM einmaligeEinrichtungsgebuhr inDMXLinka 64 kbps 4.600,{ bis 128 kbps 900,{weitere 64 kbps 3.000,{ bis 1,92 Mbps 1.500,{EUnetb 64 kbps 3.995,{ 4.995,{128 kbps 6.495,{ 4.995,{2 Mbps bis 128 kbps 8.900,{ 8.995,{bis 256 kbps 15.000,{bis 512 kbps 26.500,{Telekomc 64 kbps 2.590,{ bis 128 kbps 7.500,{128 kbps 5.160,{256 kbps 11.450,{ bis 1,92 Mbps 11.500,{512 kbps 15.500,{1,92 Mbps 18.300,{aQuelle: http://www.xlink.net/ppbQuelle: http://www.Germany.EU.net/service/forms/PreiseBusinessConnect.htmcQuelle: Grokundenmanagement der Deutschen Telekom AGTabelle 1.1: Kosten fur Internetanbindung (Stand: Marz 1997)Medium Kapazitat Preisa in DMFestplatte SCSI-ULTRA-WIDE 4,3 GByte 1.800,{Festplatte SCSI-ULTRA-WIDE 23,2 GByte 6.700,{Festplatte EIDE 6,5 GByte 1.050,{aQuelle: Heft 3/97 der Zeitschrift c't des H. Heise VerlagsTabelle 1.2: Preise fur Speichermedien (Stand: Marz 1997)Nutzern angefragten Daten gespeichert werden, aber durch den Einsatz von intel-ligenten Strategien ist es durchaus moglich, beispielsweise ein Transfernetz um biszu 30% vom HTTP{ und FTP{Verkehr zu entlasten.1 In den Tabellen 1.1 und 1.2sind einige der aktuellen Preise von Internetanbindungen und Speichermedien zumVergleich aufgefuhrt.Um eine eektive Ausnutzung und eine faire Verteilung der Ressource Bandbreitezu gewahrleisten, mussen die Nutzer zu fairem Verhalten "erzogen\ werden. Dasist aber mit Sicherheit nicht ohne Verfahren moglich, welche restriktiv arbeiten.Diese Notwendigkeit ergibt sich aus der stetig wachsenden Anzahl der Anwender,welche nicht uber die Kenntnisse der zugrundeliegenden Mechanismen verfugen. Fursie ist es somit nicht moglich einzuschatzen, welche Aktion ihrerseits eine groere1Die Hitrate von 30% entspricht der eines squid{Caches, der im Chemnitzer Studentennetz(CSN) im Einsatz ist. Die Gesamtkapazitat des Caches betragt 2 GByte, somit wird das Transfer-netz um annahernd 30% der Cache-Groe entlastet. Dies gilt nur unter der theoretischen Annahme,das alle Objekte die gleiche Groe besitzen.
18 MotivationBeeinussung darstellt und welche nicht. Es ergibt sich die Forderung, Verfahren zuentwickeln, welche zum einen eine eektivere Netzauslastung garantieren und zumanderen fur Nutzer ein nachvollziehbares Verhalten zeigen.
Kapitel 2
Grundlagen
2.1 OSI{ReferenzmodellZiel dieses Modells ist es, eine Abstraktion von physischen Netzgeraten zu schaf-fen. Das ermoglicht, Anwendungen miteinander zu kommunizieren, ohne da siedirekt die Schnittstellen der Hardware ansteuern mussen. Durch denierte Schnitt-stellen zwischen den jeweiligen Schichten kann eine Vielzahl verschiedener Uber-tragungsmedien und verschiedener Transport-Protokolle unterstutzt werden. Ohnediese Unterteilung wurde sich die Implementation sehr aufwendig gestalten, womitnaturlich auch eine hohe Fehleranfalligkeit einhergeht. Das OSI{Referenzmodell legt7 Ebenen fest. Abbildung 2.1 zeigt das Modell und die Einordnung von Protokollender Internet{Suite, welche nicht alle Schichten separat implementiert. Jede Schichtbietet mit Hilfe der Dienste der darunterliegenden Schicht ein bestimmte Funktio-nalitat und stellt selbst neue (abstraktere) Dienste fur daruberliegende Schichtenzur Verfugung. Die physikalische Ubertragung der Daten wird von Schicht einsubernommen. Zwischen allen anderen Schichten gleicher Ebene besteht lediglichein logische Verbindung. OSI{Modell Einordnung7 Application Layer TELNET, FTP, NFS6 Presentation Layer5 Session Layer4 Transport Layer TCP, UDP, . . .3 Network Layer IP2 Link Layer Ethernet, FDDI, X.251 Physical LayerAbbildung 2.1: OSI{Referenzmodell
20 Grundlagen2.2 Quality of ServiceJede Netzwerkapplikation hat eine Grundmenge an Anforderungen, die das Netz-werk erfullen mu, um die erzeugte Datenmenge der Applikation in akzeptablerForm transportieren zu konnen. Diese Voraussetzungen, welche sich hauptsachlichauf die Bandbreite und Verzogerungs{Charakteristika (Latenzzeit, Jitter) beziehen,werden als Quality of Service Requirements bezeichnet.Bandbreite ist die Kapazitat, die ein Telekommunikationsmedium besitzt, um Da-ten zu ubertragen. Fur analoge Sprachkommunikation wird die Bandbreite alsdie Dierenz zwischen hochster und niedrigster Ubertragungsfrequenz gemes-sen. Angegeben wird sie in Hertz (Hz). Bei digitaler Kommunikation werdenBandbreite und Ubertragungsgeschwindigkeit synonym verwendet und in Bitpro Sekunde (bps) gemessen.Latenzzeit in einem Computersystem ist die Charakteristik, die die reelle oderwahrgenommene Antwortzeit uber die erwartete hinaus erhoht. D.h. sie isteine Verzogerung oder Wartezeit. In Netzwerken und in Computern sind Ver-bindungspunkte, an denen Routing oder temporare Datenhaltung stattnden,eine potentielle Quelle fur Verzogerungen.Jitter bezeichnet die Schwankung der Latenzzeit von Paketen einer Verbindung.Die aktuelle Geschwindigkeit oder Ubertragungszeit einer Nachricht oder einer Da-tei vom Ursprung zum Ziel ist von vielen Faktoren abhangig. Die meisten Netzubert-ragungen legen einen Groteil der Strecke auf Glasfaser{Verbindungen zuruck. La-tenzzeiten beim Switching und Routing, unterschiedliche Bandbreiten der Transfer-netze zwischen beiden Enden und die Bearbeitungszeit auf dem angefragten Serveraddieren sich zur Gesamtubertragungszeit.2.3 DatenerfassungUm uber die Lastsituation in einem Netzwerk Aussagen treen zu konnen, aufderen Grundlage eine Klassizierung stattnden kann, ist es notwendig, alle rele-vanten Daten fortlaufend zu erfassen. Es existieren zwei Verfahren, die eine solcheFunktionalitat besitzen.2.3.1 MonitoringMonitoring beschreibt das Uberwachen von Teilen des Netzwerks. Erfat werden dieAuslastung und Zustande eines physikalischen Segmentes, um Ausfalle und andereFehlersituationen im nachhinein analysieren zu konnen. Es dient dem Performance{und Growth{Management. Darunter werden alle Aspekte der Planung und Uber-wachung eines Netzwerkes verstanden, um z.B. entsprechend steigenden Anforde-rungen oder erkannten Engpassen mit Erweiterungen der bestehenden InfrastrukturRechnung zu tragen.
2.3 Datenerfassung 21[ER93] enthalt einen Katalog mit verfugbaren Tools. Da das Ziel von Monitoringnicht dem Sammeln von abrechnungsrelevanten Daten dient, kommt es hier nichtzum Einsatz.2.3.2 AccountingAccounting ist das Sammeln von benutzerbezogenen Daten zur Feststellung desVerbrauchs der Netzwerkressourcen. Anhand dieser wird eine verursacherbezogeneKostenzuordnung vorgenommen. Es dient z.B. der Bestimmung der Anzahl derEinwahlkanale, der Dimensionierung von Ubergangen in andere Netze und dadurchauch dem Kosten{Management.Das Ziel des Accounting entspricht den Forderungen, die in dieser Arbeit an dieVerfugbarkeit von abrechnungsrelevanten Daten gestellt werden. In [BMR97] und[Bro97] wird eine konkrete Architektur und MIB fur Accounting im Internet be-schrieben. Einer der Autoren ist der Programmierer der Referenz{ImplementationNeTraMet1. Diese Software kommt in der vorliegenden Arbeit zum Erfassen derDaten zum Einsatz.Es gibt zwei Arten der Analyse, die statistische und die exakte. Bei einer statisti-schen Analyse werden aus Stichproben Ruckschlusse auf das Gesamtsystem gezogen.Bei einem exakten Verfahren werden alle Werte erfat und geben in ihrer Gesamt-heit Auskunft uber das System.2.3.3 NeTraMetNeTraMet ist ein Mewerkzeug fur Network Trac Flows (Datenstrome in Netz-werken). Es ist die erste Implementation der Realtime Trac Measurement (RTFM)Working Group Architecture. Diese wurde bereits in [MHR91] skizziert und bestehtaus drei Komponenten: Meter, kleiner Rechner mit Netzanschlu zum Messen des Verkehrs uber diesesSegment, Meter{Reader, ruft die Daten des Meters ab, Manager, erteilt dem Meter die Instruktionen, welche Flows gemessen wer-den sollen und dem Meter{Reader, von welchem Meter er Informationen inwelchen Intervallen abrufen soll.Die Architektur von NeTraMet wird in Abbildung 2.2 skizziert. Das Protokollzur Kommunikation zwischen den Komponenten ist SNMP. Die eingesetzte MIBhat inzwischen einen entsprechenden Object Identier durch die IANA zugeteiltbekommen. Fur eine Beschreibung der Implementation sei hier auf die dem Softwa-repaket beiliegende Dokumentation1 verwiesen.1 Das Paket ist unter http://www.auckland.ac.nz/net/Accounting/ntm.Release.note.htmlzu nden.






Flow-DatenAbbildung 2.2: NeTraMet{ArchitekturFlow AttributeDiese Attribute werden in funf Gruppen unterteilt: adjacent address peer address transport address subscriber generalDa die subscriber{ (Nutzer) Informationen nicht aus Paketen bestimmt werdenkonnen, sind diese Attribute noch nicht implementiert. Ein Meter in einem NASkonnte dies implementieren.Attribut Beschreibung BeispielSourceAdjacentType Typ des Mediums EthernetSourceAdjacentAddress Adressen des Link Layer MAC{AdressenSourcePeerType Netzwerkprotokoll IPSourcePeerAddress IP{Adressen Adressen in Punkt-NotationSourceTransType Transport-Protokoll TCP, UDP ,. . .SourceTransAddress Portnummern FTP, SMTP, 53, 80, . . .Tabelle 2.1: NeTraMet{Attribute (nur fur IP)Die Bedeutung der Destination{Attribute ist analog.
24 Grundlagen
Beispiel 2.1 Regelle fur NeTraMet## Rule specification file to tally Local Area Network traffic## Nevil Brownlee, Computer Centre, University of Auckland#SET 7#RULESSourcePeerType & 255 = IP: PushRuleToAct, IP_pkt;SourcePeerType & 255 = Novell: PushRuleToAct, Novell_pkt;SourcePeerType & 255 = EtherTalk: PushRuleToAct, Apple_pkt;SourcePeerType & 255 = DECnet: PushRuleToAct, DEC_pkt;Null & 0 = 0: Ignore, 0;#IP_pkt: # Tally IP traffic by (Class C) subnetSourcePeerAddress & 255.255.255.0 = 0: PushPktToAct, Next;DestPeerAddress & 255.255.255.0 = 0: CountPkt, 0;#...#STATISTICS#FORMAT FlowRuleSet FlowIndex FirstTime " "SourcePeerType SourcePeerAddress DestPeerAddress " "SourceTransType SourceTransAddress DestTransAddress " "ToPDUs FromPDUs " " ToOctets FromOctets;#
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Beispiel 2.2 Flowle von NeTraMet##NeTraMet v3.4: -c120 -r ../../ntm/examples/rules.lan fred eth0 \3000 flows starting at 16:36:36 Thu 29 May 97#Format: flowruleset flowindex firsttime sourcepeertype \sourcepeeraddress destpeeraddress sourcetranstype \sourcetransaddress desttransaddress topdus frompdus \Tooctets fromoctets#Time: 16:36:36 Thu 29 May 97 fred Flows from 1 to 9625#Stats: aps=8 apb=0 mps=81 mpb=0 lsp=0 avi=99.6 mni=91.7 fiu=5 \frc=0 gci=10 rpp=2.0 tpp=1.0 cpt=1.0 tts=4096 tsu=21 2 151 2 0.0.0.0 0.0.0.0 0 0 0 431 0 95571 01 3 324 12 00-00 00-00 0 0 0 78 0 4680 01 4 765 6 0.0.0.0 0.0.0.0 0 0 0 24 0 3553 07 5 9607 2 134.109.132.0 134.109.88.0 0 0 0 7 4 490 2417 6 9609 2 134.109.116.0 134.109.88.0 0 0 0 13 15 290 10987 7 9882 2 134.109.88.0 134.109.88.0 0 0 0 2 0 426 0#Time: 16:38:00 Thu 29 May 97 fred Flows from 9624 to 18078#Stats: aps=38 apb=0 mps=148 mpb=0 lsp=0 avi=98.1 mni=88.0 fiu=17 \frc=0 gci=10 rpp=1.0 tpp=1.3 cpt=1.0 tts=4096 tsu=147 5 9607 2 134.109.132.0 134.109.88.0 0 0 0 118 94 10460 97827 6 9609 2 134.109.116.0 134.109.88.0 0 0 0 21 22 4488 29487 7 9882 2 134.109.88.0 134.109.88.0 0 0 0 181 0 31146 07 8 9883 2 134.109.88.0 134.109.6.0 0 0 0 4 3 220 2897 9 10395 6 0.0.0.0 0.0.0.0 20 1363 1363 3 0 724 07 10 10691 2 134.109.88.0 134.109.184.0 0 0 0 1557 580 2265739 350437 11 11418 2 134.109.88.0 134.109.2.0 0 0 0 2 2 180 1807 12 11420 2 192.168.1.0 134.109.88.0 0 0 0 18 0 1872 07 13 12543 2 134.109.88.0 134.109.192.0 0 0 0 8 9 496 7137 14 12764 6 0.0.0.0 0.0.0.0 17 16392 1106 3 0 180 07 15 14441 6 0.0.0.0 0.0.0.0 20 1109 1109 12 0 1078 07 16 14874 2 129.69.221.0 134.109.88.0 0 0 0 1 1 111 607 17 15442 6 0.0.0.0 0.0.0.0 4 1109 1109 2 0 456 07 18 16839 2 134.109.88.0 195.67.128.0 0 0 0 12 12 964 740






















(e.g. telnet, X11) (e.g. ftp) (e.g. mail, fax)
(e.g. audio)
Abbildung 2.3: Application Classes and the associated service oering [She94].
Audio Video Datenunkomprimiert komprimiertDatenrate 16 - 64 kbps  100 Mbps  1,5 Mbps  0,2 - 10 MbpsEnde-zu-Ende-Verzoge-rung  250 ms  250 ms  250 ms  1000 mstolerier-barer Jitter  10 ms  10 ms  1 ms  1 msPaket-verlust 10 2 10 2 10 11 10 11Tabelle 2.2: Medienbezogene Kommunikationsanforderungen nach Terada [Ter88]aus [Ste93]
28 GrundlagenIm Ergebnis der Simulation ergab sich, da eine Preisfestlegung moglich ist, so dadie Nutzer aller Anwendungen zufriedener mit der Abhangigkeit Kosten { Perfor-mance in einem Netzwerk mit service class sensitive pricing sind. Bei einem Teilder Anwendungen wurde die geringere Ubertragungsgeschwindigkeit fur die Anfor-derung einer weniger optimalen Dienstklasse durch einen geringeren Preis fur dieseKlasse ausgeglichen. Der andere Teil der Anwendungen wurde im Gegenzug fur dieInanspruchnahme einer Klasse mit einer hoheren Quality of Service mit hoherenKosten belastet.Es wurde festgestellt, da das Anbieten mehrerer Dienstklassen und die dieren-zierte Berechnung fur diese ein naheliegender Gedanke ist, welcher noch weitererUntersuchungen bedarf. Die Autoren auerten die Erwartung, da beim Einsatzvon service class insensitive pricing das Nutzerverhalten im Netzwerk die Situationin einem single class Netzwerk (lediglich eine Dienstklasse) widerspiegeln wird. Eswerden zwei wahrscheinliche Ergebnisse prognostiziert. Die erste Moglichkeit ist ei-ne relative niedrige QoS, wodurch die Fahigkeit des Netzwerkes, Applikationen wieReal{Time{Video oder {Audio zu unterstutzen, eng begrenzt wird. In diesem Fallsind die einzig funktionstuchtigen Anwendungen die aktuell im Internet eingesetzten(MBONE{Tools { vat, vic; Real{Audio, . . . ). Ein anderes denkbares Ergebnis konn-te die Uberdimensionierung des Netzwerkes sein. Damit erhalt man eine hohe QoS,hat aber im gleichen Mae hohe Kosten. Lediglich Nutzer mit enorm hohen Anfor-derungen werden diese Variante als lohnend bezuglich der Kosten in Erwagung zie-hen. In beiden Fallen bleibt abzuwarten, ob die zu erbringende technische Leistungder Integration von Applikationen fur verschiedene QoS{Anforderungen in einemNetzwerk nicht an den marktbestimmenden wirtschaftlichen Interessen scheitert.
2Verein zur Forderung eines Deutschen Forschungsnetzes e.V. http://www.dfn.de

















Abbildung 3.1: Ablauf einer Cache{Anfrage (Schematische Darstellung)Die Eektivitat eines Caches hangt von der Anzahl der Nutzer, der Heterogenitat bezuglich der angefragten Objekte, der Groe des Caches und der Groe der Objekte ab.Gemessen wird die Eektivitat anhand der Hit{Rate (Treer{Rate). Sie sagt aus,wie gro der Anteil der Anfragen ist, die aus dem Cache beantwortet werden konn-ten. Damit konnen nur theoretische Aussagen uber das eingesparte Datenvolumengetroen werden. Diese beziehen sich auf eine mittlere Groe der im Cache bend-lichen Objekte, da die realen Objekte unterschiedliche Groen besitzen. Beispiels-weise kann ein Objekt index.html mit einer Groe von 2 kByte aus dem Cachegeliefert werden, aber ein Inline{Image mit einer Groe von 30 kByte mu direktgeholt werden (weil z.B. no-caching fur dieses Objekt aktiviert ist). Hierfur wirdunabhangig von der Groe ein Hit (Treer) und ein Miss (kein Treer) gezahlt, so-mit wurde die Hit{Rate 0,5 betragen, wohingegen der Anteil des nicht noch einmalubertragenen Volumens lediglich 0,0625 betragt.Durch Caching kann in gewisser Weise Bandbreite "gespeichert\ werden, denn alleaus dem Cache bereitgestellten Daten mussen nicht erneut uber die externe Leitungtransportiert werden und verursachen somit keine bzw. geringere Kosten. Unterstutzte Verbindungsarten{ nicht{interaktive (HTTP, FTP, NNTP) Sicht fur den Nutzer{ vollige Transparenz moglich Nutzeekt{ weniger Datenaufkommen uber die kostenpichtigen Leitungen
3.1 Technologien der Schichten 5 bis 7 31{ verkurzte AntwortzeitenFur den Provider ergibt sich die Einsparung von Kosten fur ubermitteltes Datenvo-lumen. Die nicht in Anspruch genommene Bandbreite der Internetanbindung stehtdamit fur andere Ubertragungen zur Verfugung.Entsprechend der Problemstellung, die aus der Aufgabenstellung resultiert, wirdCaching allerdings den Forderungen nur zum Teil gerecht. Zum einen ist es nichtmoglich, den gesamten IP{Verkehr uber Caches zu transportieren (z.B. Audio{,Video{Konferenzen), zum anderen ist es weiterhin moglich, da sich Nutzer durchihr Verhalten gegenseitig wissentlich oder unwissentlich beeinussen. Um Kosteneinzusparen, ist dieses Verfahren auf jeden Fall in Betracht zu ziehen. In den Ta-bellen 1.1 und 1.2 sind aktuelle Preise aufgelistet, die als Anhaltspunkt fur einenVergleich dienen konnen.3.1.2 MirroringAls Mirroring wird ein Verfahren bezeichnet, bei welchem Kopien von Daten explizitauf lokalen Speichermedien abgelegt werden, weil auf diese oft zugegrien wird. Aufdiese Art ist nur ein einmaliger Transport in die eigene Infrastruktur notwendig.Meist werden ganze Verzeichnisbaume von FTP{Servern auf lokale FTP{Server"gespiegelt\, um einer Vielzahl der eigenen Nutzer diese Daten bereitzustellen. DerEinspar{Eekt entspricht dem des Caching. Allerdings kann Mirroring fur den Nut-zer nicht so transparent gestaltet werden, wie es beim Caching moglich ist. DieNutzergemeinschaft mu uber angelegte Mirrors informiert und dazu angehaltenwerden, diese zu benutzen. Es entsteht ein hoherer administrativer Aufwand, umauszuwahlen, was gespiegelt wird und wie oft aktualisiert werden mu. Unterstutzte Verbindungsarten{ nicht{interaktive (HTTP, FTP, NNTP) Sicht fur den Nutzer{ Mirror mu explizit angefragt werden Nutzeekt{ weniger Datenaufkommen uber die kostenpichtigen Leitungen{ verkurzte AntwortzeitenMirroring hat ahnliche Eigenschaften wie Caching und kann somit auch die gleichenpositiven Eekte erzielen. Durch das Anbieten von Mirrors wird dem Nutzer derAnreiz gegeben, die Daten nicht vom Original{Server zu holen, sondern eine lokaleKopie zu benutzen. Dies verkurzt die Online{Zeit und spart damit dem NutzerTelefonkosten.Die Vorteile dieses Verfahrens sind in gleichem Mae wie die des Caching zu be-urteilen. Es ist schwierig, eine genaue Grenze zwischen Caching und Mirroring zuziehen. Um ein Netz kosteneektiver zu gestalten, sollten beide Verfahren zum Ein-satz kommen. Auch Mirroring kann lediglich als unterstutzender Faktor in Bezugauf die Problemstellung wirken, da es nicht alle Forderungen erfullen kann.
32 Technologische Ansatze3.2 Technologien der Schicht 33.2.1 RSVP { Resource Reservation ProtocolRSVP ist ein fur ein Integrated Services Internet [BCS94] entworfenes Ressour-cenreservierungsprotokoll. Die Spezikation existiert zum jetzigen Zeitpunkt alsInternet{Draft in der Version 16 ([BZB+97]). Alle folgenden Aussagen beziehensich auf diese Veroentlichung.RSVP wird von Rechnern benutzt, um fur einen Datenstrom einer Applikation einespezische QoS anzufordern. RSVP wird auch von Routern eingesetzt, um QoS-Anforderungen entlang des Datenstrompfades zu senden. Es arbeitet oberhalb vonIP, transportiert selbst keine Applikationsdaten und ist als ein Internet{Kontroll{Protokoll wie z.B. ICMP, IGMP oder Routing{Protokolle charakterisierbar.RSVP besitzt folgende Eigenschaften: RSVP unterstutzt Multi{ und Unicast{Applikationen und adaptiert verander-te Gruppenzugehorigkeiten und Routen. Reservierungen werden fur simplex (unidirektionale) Datenstrome getatigt. RSVP ist receiver{driven (empfanger{gesteuert), d.h., der Empfanger der Da-ten ist fur den Aufbau und Fortbestand der Reservierung verantwortlich. RSVP arbeitet mit einem sogenannten soft state in den Routern, um sichveranderten Gruppenzugehorigkeiten und Routen anpassen zu konnen. Damitaltern und verfallen Reservierungen. RSVP ist kein Routing{Protokoll, jedoch benutzt es solche. RSVP transportiert und unterstutzt Zustande fur trac control und policycontrol. RSVP bietet verschiedene Reservierungsmodelle (styles siehe [BZB+97]), undeignet sich damit fur eine Vielfalt von Applikationen. RSVP arbeitet transparent in Routern, die es nicht unterstutzen. RSVP unterstutzt IPv4 und IPv6.Abbildung 3.2 zeigt den Aufbau und das Zusammenwirken der einzelnen Kompo-nenten von RSVP. Unterstutzte Verbindungsarten{ alle Sicht fur den Nutzer{ explizite Anforderung von Reservierungen


























Abbildung 3.2: RSVP in Hosts und Routern Nutzeekt{ garantierte QoSFur das in dieser Arbeit zu losende Problem stellt RSVP keinen geeigneten Ansatzdar. Die Eigenschaft der Steuerung durch den Empfanger und die Unterstutzungvon Simplex{Verbindungen sind Merkmale, die gegen einen Einsatz sprechen. Umjedoch fur bestimmte Applikationen zeitbezogen Ressourcenvergabe zu garantieren,kann RSVP in dem zu entwickelnden Modell durchaus zum Einsatz kommen.3.3 Technologien der Schicht 23.3.1 Inverse MultiplexingInverse Multiplexing ist eine Methode, individuell aufgebaute Kanale in einem Kanalzu vereinigen. Beide Enden der Verbindung benutzen einen inversen Multiplexer,auch als inverser Mux bezeichnet.Ein Beispiel: Eine Site verfugt uber 3 ISDN{BRI{Anschlusse an einem inversenMux, und die andere Site verfugt uber ein ISDN{PRI, angeschlossen an einen in-versen Mux. Ein Nutzer der ersten Site plaziert einem 256{kbps{Ruf zur zweitenSite. Der inverse Mux onet 4 individuelle Rufe zur Gegenseite. Die zwei inversenMux vereinen die 4 Rufe in einen 256{kbps{Datenstrom.Folgende Protokolle unterstutzen inverse Multiplexing MPP | Multilink PPP
34 Technologische Ansatze MP+ | Multilink Protocol Plus AIM | Ascend Inverse Multiplexing Protocol BONDING | Bandwidth On Demand Interoperability Group Protocol3.3.2 Dynamic Bandwidth AllocationDynamic Bandwidth Allocation (DBA) ermoglicht, automatisch Bandbreite voneiner geschalteten Verbindung in Echtzeit zu addieren oder subtrahieren, ohne dieVerbindung abbrechen zu mussen. In der RAS{Familie MAX der Firma Ascendunterstutzen MP+ und AIM dieses Verfahren.Es wird ein zu spezizierender Zeitintervall als Basis zur Berechnung der ALU (ave-rage line utilization) benutzt. Wenn die ALU den Grenzwert fur das spezizierteIntervall uberschreitet, werden weitere Kanale aktiviert. Analog werden beim Un-terschreiten des Grenzwertes Kanale subtrahiert.ZusammenfassungBei steigenden Anforderungen konnen die Ressourcen bis zu einem Grenzwert an-gepat werden. Bei Erreichen dieses Punktes steht allerdings wieder das gleicheProblem einer geeigneten Ressourcenvergabe. Bei der Erhohung der Bandbreitedurch zusatzliche Kanale fallen erhohte Kosten an, da in den meisten Fallen diebenutzten Leitungen einem Fremdanbieter gehoren. Damit erhohen sich die Kostenproportional mit steigender Kanalzahl. Diese Technologien konnen in Lastsituatio-nen durchaus zum Einsatz kommen, um Engpasse zu umgehen. Das Grundproblemder fairen Vergabe wird damit aber nicht gelost.
Kapitel 4
Neues ModellZiel ist ein Tarifmodell zur fairen und eektiveren Vergabe von Ressourcen in Netz-werken ohne eine direkte nanzielle Ruckkopplung zum Nutzer. Die Zielgruppe sindNutzer, welche uber kein Fachwissen im Bereich von Datennetzen verfugen. Deshalbmu dieses Modell einfach und plausibel fur diese Zielgruppe entworfen werden. Essoll ein klassenbasiertes Modell mit einer zeitabhangigen Wichtung des Datenvolu-mens entstehen.4.1 Analogie zu EnergieversorgungsunternehmenDie Tarierung des elektrischen Stromes stellt fur Energieversorgungsunternehmen(EVU) ein sehr ahnlich geartetes Problem dar, wie die Tarierung von Ressour-cen in Netzwerken fur ISP. Wenn die Abnahmemengen nicht im voraus bekanntsind und zu einer Spitzenlastzeit Anforderungen kommen, die nicht bedient werdenkonnen, kann es zum Netzzusammenbruch kommen. Somit besteht auch hier dieNotwendigkeit, die Nachfrage vorhersehbar zu gestalten, Limits einzufuhren undein geeignetes Tarifmodell zu nden, um Anreize zu schaen. Problemlosungen undAnsatze fur EVU werden ausfuhrlich in [Bec95] vorgestellt und diskutiert.Vergleichbar sind die beiden Ressourcen elektrische Energie und Bandbreite hin-sichtlich folgender Gesichtspunkte: Speicherbarkeit VerfugbarkeitBeide Ressourcen sind nur bedingt speicherfahig und besitzen eine endlicheVerfugbarkeit. Unterscheidungen mussen getroen werden bei der Art der Bereit-stellung und bei den Moglichkeiten der Anbringung von Mepunkten und den damitverbundenen Kosten.Die Art der Bereitstellung ist insofern unterschiedlich, da bei den EVU zuSpitzenlastzeiten sog. Spitzenlastkraftwerke dazugeschaltet werden. Eine analoge
36 Neues ModellMoglichkeit bestunde prinzipiell bei Datennetzen auch, jedoch ist die dynamischeBandbreiten{Allokation fur permanente Verbindungen nicht bzw. selten im Einsatz.Bei der Installation von Mepunkten, speziell bei den damit verbundenen Kosten,sind bei einem ISP sehr geringe Kosten bei einer exakten Messung zu verzeichnen.Das liegt in der Infrastruktur eines ISP begrundet. Die nutzerbezogenen Datenfallen direkt in den Zugangs{Routern (NAS) an und sind somit vollstandig undin gewunschter Detailliertheit verfugbar. Bei einem EVU wurde das Streben nacheiner ahnlichen Genauigkeit der Nutzerdaten zu enorm hohen Kosten fuhren, da inden Haushalten andere Zahler einzubauen waren. Das Erfassen der so entstehendenDaten wurde einen weiteren erheblichen Kostenfaktor darstellen.In [Bec95] werden zwei Modelle zur Tarierung vorgestellt, der 96h{Tarif und dasSaarbrucker Modell zeitvariabler linearer Stromtarife.4.1.1 96h{TarifZiel dieses Tarifs ist es, preisliche Anreize zur Einsparung von elektrischer Arbeit zusetzen. Bei diesem Verfahren beginnt zu jeder vollen Stunde eine Meperiode, so dasich die einzelnen 96h{Zeitraume uberlappen. Die Messung erfolgt gleitend. Fur denBereich der privaten Haushalte wurde dieser relativ lange Mezeitraum gewahlt,da sich sonst der kurzzeitige Einsatz leistungsintensiver Gerate sofort auf das zuzahlende Entgelt niederschlagt, ohne da die eektive Hochstlast im Gesamtsystemvorliegen mu. Der 96h{Tarif setzt sich aus 3 Elementen zusammen: einem Verrechnungspreis (V P ) je Abnehmer und Jahr, einem fur alle Tarifabnehmer gleichen Arbeitspreis, der gegebenenfalls zwi-schen Spitzenlast- und Schwachlastzeiten dierenziert ist, und einem Bereitstellungspreis, der aus einem kundenabhangigen und einem lei-stungsabhangigen Teil besteht.Der leistungsabhangige Bereitstellungspreis (BP ) hangt also von der durchschnitt-lichen Leistung ab, die in einem solchen Zeitraum nachgefragt wird, und bemit sichnach dem hochsten Verbrauch an elektrischer Arbeit in einem 96{h{Intervall. DieAnzahl der gemessenen kWh ergibt die Bereitstellungseinheiten (BE). Der kun-denabhangige Bereitstellungspreis (LP0) resultiert aus den xen Kosten, die imZusammenhang mit dem Betrieb und der Erneuerung der Netze anfallen. Der Ar-beitspreis (AP ) ist das Entgelt fur eine abgenommene kWh. Das zu zahlende EntgeltE berechnet sich wie folgt:E = AP  kWh+BP  BE + V P + LP0ErgebnisAls ein Kritikpunkt wird genannt, da sich der Mehrverbrauch eines Abnehmers nurdann in der Stromrechnung niederschlagt, wenn dadurch ein neues 96{h{Maximum
4.1 Analogie zu Energieversorgungsunternehmen 37realisiert wird. Da die Meperioden in den Schwachlastzeiten nicht ausgesetzt wer-den, kann eine solche Aktion theoretisch durch den Mehrverbrauch gerade zu dieserZeit hervorgerufen werden, wohingegen eine in der Spitzenlastzeit zusatzlich ver-brauchte kWh nur mit dem Arbeitspreis berechnet wird.Ein weiterer kritischer Punkt hinsichtlich der angestrebten Beeinussung der Ab-nehmer zu einer kontinuierlichen Kurve ihrer zeitlichen Bezugsverlaufe ist die Ak-zeptanz. Die Angabe der Bereitstellungseinheiten auf der Rechnung wurde vermut-lich nur wenige der Kunden zu einer Verhaltensanderung bringen. Diesbezuglichkann laut [Bec95] ein zeitabhangiger Tarif Vorteile aufweisen, da es in diesem Fallmoglich ist, die gesamte kWh{Menge auf der Rechnung aufzuschlusseln. Fur vieleStromverbraucher kann das eine hilfreiche Manahme sein, sich ihren Verbrauch zuverdeutlichen.4.1.2 Saarbrucker ModellZiel eines breit angelegten Modellversuchs war es, herauszunden, ob ein solcherzeitvariabler linearer Stromtarif eine Einsparung an elektrischer Energie und durch Verbrauchsverlagerung von Spitzenlast- hin zu Schwachlastzeiten eineVerringerung der notwendigen Erzeugungs- und Verteilungskapazitaten errei-chen kann.Im Testgebiet wurden die Haushalte in drei Gruppen aufgeteilt:1. Haushalte mit dem neuen Tarif und begleitenden Befragungen,2. Haushalte mit dem neuen Tarif sowie einem installierten elektronischen Gerat,das Auskunft uber die aktuell anfallenden Kosten gibt,3. Haushalte mit dem alten Tarif als Referenzgruppe, bei denen auch eine exakteMessung durchgefuhrt wird.Ziel des neuen Tarifs war es, eine Erlosneutralitat gegenuber dem alten Tarif zuerreichen. Die Ermittlung des Modelltarifs mittels einer Computersimulation mitLastganglinien des alten Tarifs wurde vom Autor kritisiert, da ein anderes Verhaltender Verbraucher zu erwarten ist (genauere Ausfuhrungen in [Bec95]).Als Ergebnis der Tarifberechnungen wurden die Haushalte mit folgender Preisstruk-tur veranlagt: In den Schwachlastzeiten, die von Montag bis Freitag jeweils von 20 bis 6 Uhrund am Samstag und Sonntag wahrend des ganzen Tages andauerten, galt einPreis von 17,0 Pf/kWh, in den Normalzeiten | werktags von 6 bis 9 Uhr und von 13 bis 20 Uhr |kostete die kWh 26,9 Pf, und wahrend der Spitzenlastzeit werktaglich von 9 bis 13 Uhr mute man 36,8Pf/kWh bezahlen.
38 Neues ModellErgebnisZusammenfassend wird diesem Modell attestiert, da die vermuteten Lastverlage-rungen stattgefunden haben, wodurch eine Einsparung an Kraftwerkskapazitatenmoglich erscheint. Diese Aussage wurde trotz der oensichtlich noch nicht optimalfestgelegten Zeitzonen getroen. Als Kritikpunkt wird genannt, da die Zielgruppeim Versuch aus Freiwilligen bestand. Ob eine universelle Einfuhrung eines solchenTarifs vergleichbare Ergebnisse hervorbringen kann, ware zu zeigen. Ein breiterEinsatz eines solchen Tarifes scheint laut [Bec95] eher unwahrscheinlich, da die Ver-bundunternehmen bisher keine Anitat zu zeitabhangigen Tarifen aufweisen.ZusammenfassungEin zeitabhangiger Tarif stellt eine geeignete Moglichkeit dar, dem Kunden Anreizefur eine Anderung seines Abnahmeverhaltens zu geben. Er zeigt dem Abnehmerden direkten Zusammenhang zwischen seinem Verbrauch und dem dafur zu zah-lenden Entgelt. Dies ist ein entscheidender Punkt fur die Akzeptanz eines Tarifmo-dells mit Anreizen. Das solche Tarife durchaus in breiter Anwendung funktionieren,zeigt die Tarifstruktur z.B. der Deutschen Telekom AG, die zeit- und entfernungs-abhangig berechnet wird. In Frankreich werden auch in der Elektrizitatswirtschaftzeitabhangige Tarife erfolgreich eingesetzt.4.2 AnforderungenWie aus der Aufgabenstellung hervorgeht, soll eine bessere Abbildung der Kosten,die durch die Nutzung der Infrastruktur eines ISP von Kunden verursacht werden,moglich sein. Es steht die Forderung, durch gezielte Einunahme auf die Daten-strome der Kunden Anreize fur faires und eektives Nutzen der Ressourcen zuschaen. Das grote Problem bei dieser "Erziehung\ ist, eine fur alle Nutzer ak-zeptable Losung zu nden. Die vom System getroene Entscheidung mu fur denNutzer intuitiv nachvollziehbar und einleuchtend sein.Geforderte Eigenschaften des Modells: Selbstkontrolle durch die Nutzer faire Ressourcenvergabe in Spitzenlastsituationen Spitzenlasterzeuger "bestrafen\ Anreizsystem etablieren4.3 ModellbeschreibungUm entstehende Kosten den Verursachern zuordnen zu konnen, bedarf es in je-dem Fall eines Abrechnungsmanagements, um alle notwendigen Daten und damitverbundenen Funktionen (Erfassen, Auswerten, Speichern) festzulegen und zu ko-ordinieren. In [Sch96] wird ein Abrechnungsmanagement in 3 Phasen gegliedert:



























Abbildung 4.1: Verbraucherbezogenes Ressourcenmanagementdie Funktionalitat aufrechtzuerhalten. Dabei wird das Gesamtsystem betrachtetund nicht der einzelne Nutzer. Ein oensichtlicher Nachteil sind dabei abrupt ein-setzende Mechanismen, die z.B. zum Abbrechen von laufenden Sessions oder zumAbweisen von Verbindungswunschen fuhren wurden. Da solche Zustande potentiellzu jedem beliebigen Zeitpunkt auftreten konnen und von der Nutzergemeinschaftverursacht werden, trit es unter Umstanden Nutzer, die nicht die Verursacher sind.Somit ist fur diese das Systemverhalten nicht nachvollziehbar, womit der Akzeptanzkeinesfalls Rechnung getragen wird.Die andere und fur diese Problematik bessere Variante, ist die kontinuierliche Uber-wachung festgelegter Grenzwerte des einzelnen Nutzers und entsprechende Gegen-manahmen bei Nichteinhaltung. Naturlich mu gewahrleistet werden, da sich dieSumme aller zugelassenen Grenzwerte innerhalb der Systemgrenzen (des Netzwerks)bewegt. Die Summe aller maximalen Grenzwerte mu allerdings nicht zwangslaugzur Verfugung stehen, da die Wahrscheinlichkeit fur die Anforderung der maximalmoglichen Ressourcen durch alle Nutzer zum gleichen Zeitpunkt (Grad der Gleich-zeitigkeit) i.allg. kleiner 1 ist.4.3.1 KlassenEs ist zu erwarten, da die Interessen der Nutzer bezuglich des Nutzungsumfangsihres Zugangs dierieren. Aus diesem Grund ist es nicht sinnvoll, einen einheitlichenPreis festzulegen. Deshalb sollen im Ergebnis der Analysen die Nutzer in Klassen
4.3 Modellbeschreibung 41eingeteilt werden. Diese Klassen umfassen unterschiedliche Leistungsparameter undbestimmen dadurch den leistungsabhangigen Preis. Die Klasseneinteilung erfolgthier in Hinsicht auf die Nutzung des gesamten Zugangs. In den im Abschnitt 2.4.2angefuhrten Studien wurde die Klasseneinteilung anhand der Charakteristika dernutzbaren Dienste realisiert.4.3.2 KlassenparameterEin Leistungsparameter ist die zur Verfugung gestellte Bandbreite. Um Lastspit-zen (Bursts) von Nutzern zu vermeiden, ist es nicht sinnvoll, wahrend oder direktnach einer solchen Spitze Gegenmanahmen einzuleiten. Zum einen hatte diese ge-messene Spitze bereits Einu, und zum anderen mu dadurch nicht zwangslaugim gesamten Netzwerk die Spitzenlast vorgelegen haben. Wenn ein Burst in einerSchwachlastzeit anlag und keine anderen Nutzer dadurch benachteiligt wurden,isteine Einschrankung unnotig. Sinnvoller erscheint es, den Nutzer immer auf die derjeweiligen Klasse zugehorigen Bandbreite zu restringieren. Somit werden Burstsvorbeugend vermieden. Damit tritt jedoch in Unterlastsituationen der Fall ein, dadem Nutzer lediglich diese Bandbreite zur Verfugung steht. Das stellt fur ihn keinenAnreiz dar, seine Nutzung in diese Zeiten zu verlegen. Somit ergibt sich die For-derung fur die Ressourcensteuerung, in Spitzenlastsituationen allen Nutzern ma-ximal die Klassenbandbreite zu garantieren. In Unterlastsituationen hingegen sollkeine Einschrankung getroen werden. Somit kann auch mit Bandbreite oberhalbder klasseneigenen gearbeitet werden, solange diese Situation anhalt. Der Wert derBandbreite sollte im Bereich der Ubertragungsraten herkommlicher Modems liegen.Vergeben wird die freie Bandbreite entsprechend den Klassenprioritaten.Ein fur einen Berechnungszeitraum xes Mengen{Kontingent ist der zweite Para-meter. Damit wird festgelegt, wieviel Daten (in Byte) ubertragen werden durfen.Bei Uberschreitung dieses Kontingents fallt der Nutzer fur den Rest des Berech-nungszeitraumes in eine nicht{privilegierte Klasse mit einer minimalen Bandbreitezuruck. Datenubertragungen sind dann nur in Unterlastsituationen und nur mit dervorgesehenen Bandbreite moglich. Eine Sperrung bis zum nachsten Berechnungs-zeitraum ist eine nicht akzeptable Alternative. Die Berechnung des verbrauchtenKontingents wird mittels einer Wichtungsfunktion zeitabhangig realisiert. Der mit-tels dieser Funktion ermittelte zeitabhangige Faktor wird nochmals fur interne undexterne Ubertragungen unterschieden, um die unterschiedlich hohen Kosten abzu-bilden. Damit wird ein Anreiz fur die Nutzung interner Ressourcen geschaen.In Abschnitt 4.10 wird die Berechnung der wertmaigen Belegung ausfuhrlich vor-gestellt.4.3.3 KlasseneinteilungUm vielen individuellen Nutzeranspruchen gerecht zu werden, konnen beliebig vieleKlassen eingefuhrt werden. Der Nutzeekt von Klassen, die sich nur wenig unter-scheiden, ist jedoch fraglich im Hinblick auf die Akzeptanz in der Nutzergemein-schaft. Die Einordnung in zwei privilegierte und eine nicht{privilegierte (Minimum{)











Abbildung 4.2: Integration des Modells in einem ISP{Netzwerkgenaue Spezikation wurde in [BMR97] festgelegt.Funktion : VerbrauchserfassungEingangsgroen : Accounting{RegelnAusgangsgroen : Accounting{Daten
4.4.2 EvaluatorDer Evaluator fungiert, im Sinne der in [BMR97] beschriebenen Accounting{Architektur als Manager und Meter{Reader, um das Meter zu kontrollieren.Weiterhin stellt er die zentrale Entscheidungsinstanz in diesem Modell dar. Ausden ihm zur Verfugung stehenden Me- und Fuhrungsgroen ermittelt er die Werte,die der Flusteuerung (Stellglied) ubergeben werden. Diese stellt sicher, da sichdie Bandbreite (Regelgroe) innerhalb der Vorgaben bewegt. Weiterhin werden dieubertragenen Volumina der Nutzer entsprechend einer Wichtungsfunktion ihrenKontingenten abgezogen.
44 Neues ModellFunktion : Bewertung, Datenbank mit Nutzer- und Verbrauchsinfor-mationenEingangsgroen : Accounting{Daten, Bewertungsregeln, Nutzer- und Klas-seninformationenAusgangsgroen : Regeln fur die Flusteuerung4.4.3 FlusteuerungDie Flusteuerung halt eine Liste mit Regeln. Diese beschreiben, wie den Nutzerndie Ressourcen zur Verfugung stehen. Die Arbeitsweise wird fur die zwei relevantenLastsituationen Spitzen- und Unterlast deniert.In einer Unterlastsituation stehen ausreichend Ressourcen zur Verfugung. Es bestehtkeine Notwendigkeit, die Nutzer innerhalb der Grenzen ihrer Klassenbandbreite zuhalten. Mittels adaptiver Bandbreitenvergabe wird die noch verfugbare Bandbreiteentsprechend den Prioritaten der Klassen zugeteilt. Die Abrechnung der ubertrage-nen Volumina erfolgt weiterhin.Spitzenlastsituation bedeutet, da die zur Verfugung stehenden Ressourcen ihreGrenzwerte erreicht haben. Fur diesen Fall darf kein Nutzer mehr als die Band-breite seiner Klasse benutzen. Wenn der Zustand eintritt, da trotz dieser Rege-lung Engpasse entstehen, dann sind die Gesamtressourcen im Verhaltnis zu denNutzerzahlen unterdimensioniert bzw. die Klassen unvorteilhaft eingeteilt. Darauf-hin mussen die Ressourcen neu berechnet werden. Ausgegangen wird von einerWahrscheinlichkeit (P ) annahernd 1 mit der die Klassenbandbreite garantiert wird.Somit ist 1  P die Wahrscheinlichkeit, mit welcher die Ressource nicht garantiertwerden kann.Die Flusteuerung mu Masken in Verbindung mit IP{Adressen, Begrenzung vonBandbreiten, Prioritatensteuerung und adaptive Bandbreitenvergabe beherrschen.Funktion : RessourcensteuerungEingangsgroen : Nutzerdaten, KlassenparameterAusgangsgroen : Aktion (Banbreitensteuerung)4.5 EinufaktorenDas Lastverhalten eines Nutzers hangt von mehreren, nicht in jedem Fall vorher-sehbaren Faktoren ab.Faktoren, welche sich der Einunahme eines Providers entziehen, werden von die-sem Modell nicht berucksichtigt. Meist handelt es sich um Groen, die durch dassoziale Umfeld der Klientel bestimmt werden.Vom Provider nicht beeinubare Faktoren sind: Die Zeit, die ein Nutzer potentiell das Internet nutzt. Sie wird bestimmt durch:{ tagliche Arbeitszeit, Urlaub,










Daten-Direkt-Verbindung mit 128 kbps












Abbildung 4.3: Einwahlnetz von Freie Presse Online4.7.1 MeumgebungAlle Daten wurden im Einwahlnetz des ISP Freie Presse Online erfat. Abbil-dung 4.3 zeigt die Infrastruktur. Bei den eingesetzten NAS handelt es sich umAscend Multiband MAX E1/PRI mit einer angeschlossenen S2M der DeutschenTelekom AG, drei DM-82 Karten und einer Ethernetkarte. Die Router zu den Au-enstellen sind Cisco 2503 mit jeweils einem BRI, einer Ethernet{Schnittstelle undzwei synchronen seriellen Schnittstellen (bis 1,544Mbps). Der Router ins Internet isteine Cisco 1000 mit einer Ethernet{ und einer synchronen seriellen Schnittstelle. DieMessungen sind auf einem Linux{PC mittels NeTraMet, scotty (SNMP{Toolkit)und den Accounting{Daten des RADIUS{Servers durchgefuhrt worden.Fur die Erhebung der Daten wurde der Einwahlknoten des Standortes 1 gewahlt,2Digital-Modem mit 8 DSP{Chips zum Annehmen von 8 analogen Rufen























































Abbildung 4.5: Auslastung der Einwahl{Kanale an Wochenenden/Feiertagen

















Volumen [MByte]Abbildung 4.6: Histogramm der Haugkeitsverteilung des Datenvolumens
50 Neues Modelly-Achse, um die lokalen Maxima besser herauszuheben. Minimalwerte sind, wieschon beim Datenvolumen, hier ebenfalls nicht von Interesse und werden nicht mitaufgefuhrt. Online{Zeit in hh:mmMittel pro Monat und Nutzer 11:12Nutzer{Maximum eines Monats 163:48Tabelle 4.4: Online{Zeit pro Monat4.7.5 BandbreiteErfat wurden diese Daten mittels NeTraMet. Die Berechnung der Datenraten er-folgte aus diesen Rohdaten mit Hilfe der Filter{Programme, die dem NeTraMet{Paket beiliegen. Die Erfassung erfolgte uber den Zeitraum eines Monats.Die Abbildungen 4.8, 4.9, 4.10 und 4.11 zeigen die Beanspruchung der Bandbreite.Jeder Punkt reprasentiert den Mittelwert bzw. das Maximum der letzten 6 Minuten.Unterschieden wurde auch hier in Wochentage sowie Wochenenden und Feiertage.Dierenziert wurde weiterhin noch nach internem und externem IP{Verkehr. Diezwei Kurven zeigen jeweils die Durchschnitts- und die Spitzenlastkurve der Band-breite. Es ist zu erkennen, da ein weiteres Einsparpotential durch die verstarkteNutzung interner Daten besteht (vergl. Caching/Mirroring Abschnitt 3.1).4.8 FehlerbetrachtungNeTraMetDurch den Test auf Zuverlassigkeit der Daten von NeTraMet wurde festgestellt,da keine Paketverluste registriert werden. Die Auswertung der Tests ergab, dabei Einsatz eines dedizierten Merechners die Verlustrate unter 5% bleibt. Die Testsbeinhalteten Datei{Transfers (FTP, HTTP), Remote Logins (TELNET, SSH) undFlood{Attacken (mittels ping). Es wurden die real ubertragenen Byte mit denZahlern des Meters verglichen.KanalbelegungDie Werte fur die Kanalbelegung wurden im 5{Minuten{Takt abgegrien. Somitstehen nur die Daten genau dieser Mezeitpunkte zur Verfugung. Dadurch konn-ten eventuell kurzzeitige Maxima nicht erkannt werden. Durch Variation dieses In-tervalls wurde ermittelt, da ein 5{Minuten{Intervall den Zustand in akzeptablerGenauigkeit wiedergibt.RADIUS{DatenDie Accounting{Daten des RADIUS werden direkt von den Einwahlknoten erfat.Es wurden keine Abweichungen von den real ubertragenen Datenmengen festge-stellt.











































































































Abbildung 4.11: externer IP{Verkehr an Wochenenden/Feiertagen

















































Abbildung 4.13: Bandbreite pro belegtem Kanal fur drei Zeitperioden
56 Neues Modell4.10 Ermittlung der Leistungsparameter4.10.1 Online{Zeit und DatenvolumenAus den gemessenen Daten wurden die Kennwerte fur die zwei Klassen Standardund Premium ermittelt. Es wurde davon ausgegangen, da die Standard{Klasse ca.80% und die Premium{Klasse ca. 20% aller Nutzer enthalt. Mit dieser Aufteilungergeben sich die in den Tabellen 4.6 und 4.7 ermittelten Werte fur die durchschnitt-liche Online{Zeit und das durchschnittliche Datenvolumen der Klassen. Die Anteileder Klassen betragen demnach 85% zu 15%. Die Parameter der Minimum{Klassewerden wertmaig nicht belegt, da diese lediglich dazu dient, Nutzer aufzunehmen,die aus den anderen Klassen herausgefallen sind.Volumen [MB] % Mittel [MB]0 - 60 85,11 14,5460 - 382,96 14,89 139,09Tabelle 4.6: Volumen in zwei Klassen Zeit [h:m] % Mittel [h:m]00:00 - 20:00 84,89 5:4720:00 - 94:10 15,11 41:40Tabelle 4.7: Online{Zeit in zwei Klas-senDas Gesamtvolumen pro Monat, welches mit diesen wertmaigen Belegungen er-zeugt wird, errechnet sich wie folgt:AGesamt = nXk=1(UGesamt  Pk(UGesamt))  Ak (4.1)ANetz = PNetz(AGesamt) AGesamt (4.2)Uk = Pk(UGesamt)  UGesamt (4.3)AGesamt : : : GesamtvolumenANetz : : : Datenvolumen in verschiedene NetzeAk : : : Mengen{Kontingent der Klasse kUGesamt : : : GesamtnutzeranzahlUk : : : Nutzer der Klasse kPk(UGesamt) : : : Anteil der Klasse k an Gesamtnutzeranzahl UGesamtPNetz(AGesamt) : : : Anteil des Verkehrs am GesamtvolumenNetz : : : Datenquelle/-ziel fIntern,Externgk : : : Klassen : : : Anzahl der Klassen (hier 2).Diese Menge unterteilt sich in einen internen und einen externen Anteil. Ausden Messungen (siehe Abschnitt 4.7.3) geht die Aufteilung hervor. Sofern volu-menabhangig fur die externe Anbindung Kosten anfallen, mu dieser Anteil mitin die Preisbildung eingehen. Beispiel 4.1 zeigt welche Datenvolumen bei einer Ge-samtanzahl von 1000 Nutzer mit den hier getroenen Klasseneinteilungen zu erwar-ten sind.

























Beispiel 4.1 Berechnung des GesamtvolumenPIntern(UGesamt) = 0; 069PExtern(UGesamt) = 0; 931P1 = 0; 85P2 = 0; 15 k = 1 : : : Standardk = 2 : : : P remiumUGesamt = 1000 NutzerAU;1 = 15 MByteAU;2 = 140 MByteAGesamt = (850  15 MByte) + (150  140 MByte)= 12750 MByte + 21000 MByte= 33750 MByteAIntern = 0; 069  33750 MByte= 2328; 75 MByteAExtern = 0; 931  33750 MByte= 31421; 25 MByte
58 Neues Modell4.10.2 BandbreiteDie Bandbreite, die bei gleichmaiger Last benotigt wird, um das Kontingent in-nerhalb der durchschnittlichen Online{Zeit zu transportieren, errechnet sich nachFormel 4.4 (F wird mit 1 angenommen { eine sinnvolle wertmaige Belegung kannin weiterfuhrenden Arbeiten ermittelt werden). Tabelle 4.8 enthalt die konkretenWerte zu den Parametern der Klassen.BWU;k = (AU;k=TU;k)  (8  F ) (4.4)BWU;k : : : Bandbreite pro Nutzer der Klasse k in bpsAU;k : : : Kontingent pro Nutzer der Klasse k in ByteTU;k : : : Online{Zeit pro Nutzer der Klasse k in secF : : : konstanter Faktor fur Header{Overhead u.a.Die Vergabe der Bandbreite im NAS und im Router zum benachbarten Netz (In-ternet) mu pro Nutzer erfolgen, um eine faire Vergabe auch zwischen den Nutzerneiner Klasse zu gewahrleisten. Bei einer Reservierung der Bandbreite je Klasse be-steht innerhalb einer Klasse das gleiche Problem wie ohne dieses Modell unter allenNutzern.Fur die Berechnung der Ressourcen zu den gewahlten Klassenparametern sind wei-terhin folgende Punkte zu berucksichtigen: Wie hoch ist die Wahrscheinlichkeit, da alle Kanale zur gleichen Zeit Datenubertragen wollen (Grad der Gleichzeitigkeit)? Wie ist die Verteilung der belegten Kanale auf die Klassen (Pk(C) fur alle k)?Der Grad der Gleichzeitigkeit wird hier mit der Garantie fur die Verfugbarkeitder zugesagten Bandbreite (P (G)) angenommen. Sie sagt aus, da mit einer Wahr-scheinlichkeit P (G) die dem Nutzer garantierte Bandbreite zur Verfugung steht. Fureine 100%ige Verfugbarkeit mu P (G) = 1 und fur die Klasse mit den wertmaighoheren Parametern mu Pk(C) = 1 angenommen werden. Dies entspricht einerDimensionierung des Netzwerkes fur den worst case.Ck = C  Pk(C) (4.5)BWIntern = P (G)  nXk=1Ck  BWU;k (4.6)BWExtern = PExtern(AGesamt)  BWIntern (4.7)C : : : Anzahl der KanaleCk : : : Anzahl der Kanale fur Klasse kBWNetz : : : notwendige Bandbreite fur Anbindung an NetzPk(C) : : : Anteil der belegten Kanale durch Klasse kP (G) : : : Garantie fur die Verfugbarkeit der Bandbreite (0..1)
4.10 Ermittlung der Leistungsparameter 59Die Bandbreiten, auf die ein Nutzer in einer Spitzenlastsituation eingeschrankt wird,sind fur intern und extern unterschiedlich. Die Bandbreite je Nutzer einer Klassewird mittels der Bandbreite BWU;k aus Formel 4.4 und dem Anteil des Datenver-kehrs in externen Netze PExtern(AGesamt) berechnet. Tabelle 4.8 zeigt alle Parame-ter fur die Nutzer.Klasse k AU;k TU;k int. BWU;k ext. BWU;kin MByte in hh:mm in bps in bpsStandard 15 6:00 5.825 5.423Premium 140 42:00 7.767 7.231Tabelle 4.8: notwendige Bandbreite bei gleichmaiger AuslastungDer Klasse Minimum wird die gleiche Bandbreite wie der Klasse Standard zugeord-net. Das stellt keine Benachteiligung der Standard{Klasse dar, da die Minimum{Klasse eine nicht{privilegierte Klasse ist und somit nur zum Zuge kommt, wenn esfreie Kapazitaten gibt.Beispiel 4.2 zeigt die Berechnung der notwendigen Bandbreiten fur die hier getrof-fene Klasseneinteilung. Der Anteil des externen Datenverkehrs ist mit 93,1% sehrhoch. Dies macht deutlich, da der Einsatz von Caching{ und Mirroring{Verfahrendurchaus sinnvoll ist und hier zu Einsparungen fuhren kann. Durch die Verringe-rung des externen Anteils sinkt auch die notwendige Bandbreite fur die externeAnbindung.Beispiel 4.2 Berechnung der notwendigen BandbreitenC = 30BWIntern = 1  ((0; 85  30  5:825 bps) + (0; 15  30  7:767 bps))= 183:489 bpsBWExtern = 0; 93  183:489 bps= 170:828; 26 bpsWorst CaseBWIntern = 1  (30  7:767 bps)= 233:010 bpsBWExtern = 0; 93  233:010 bps= 216:699; 3 bps
60 Neues Modell4.10.3 KanaleBei der Ermittlung der notwendigen Kanalanzahl fur die Gesamtheit der Nutzerwird auf die statistischen Eigenschaften des Kommunikationsverkehrs zuruckgegrif-fen, die von Erlang (vergl. [Gat96]) aufgezeigt wurden. Dabei wird davon ausge-gangen, da sowohl die zeitlichen Abstande ankommender Verbindungswunsche alsauch die Verbindungsdauer jeweils einer Exponentialverteilung mit bestimmtemMittelwert von TAbstand beziehungsweise TDauer Minuten gehorchen. Der QuotientA = TDauer=TAbstand (4.8)heit dann Verkehrswert. Die Einheit ist Erlang. B bezeichnet die Blockierwahr-scheinlichkeit, d.h. die Wahrscheinlichkeit, mit der ein Verbindungswunsch nichtbefriedigt werden kann, weil alle Kanale belegt sind. Dann gilt fur die Anzahl C dererforderlichen Kanale die Erlang{B{FormelB = ACC!PCi=0 Aii! (4.9)Diese Berechnung beruht darauf, da die Ereignisse (ankommende Verbin-dungswunsche) statistisch unabhangig sind. Dies ist aber unter Umstanden beiDatenverbindungen nicht der Fall. Eine stehende Verbindung, uber welche eineUbertragung lauft, bedingt, da eine andere Ubertragung langer dauert, weil siesich die Bandbreite teilen. Somit beeinut die eine Verbindung die Dauer der an-deren. Es ist in weiterfuhrenden Arbeiten noch zu zeigen, ob die Erlang{B{Formelfur Datenverbindungen angewendet werden kann.
Kapitel 5
Implementation
Die Implementation umfat einen Prototypen, welcher das vorgestellte Modell ei-nes klassenbasierten Ressourcen{Managements mit zeitabhangiger Tarierung rea-lisiert. Das Hauptaugenmerk galt dem Evaluator.Eine Anleitung zur Installation und Benutzung liegt dem am Lehrstuhl "Rechner-netze und verteilte Systeme\ archivierten Software{Paket bei.5.1 EntwicklungsumgebungDie Software entstand auf einem PC i486 unter dem Betriebssystem Linux. Als Pro-grammiersprache wurde perl-5.003 eingesetzt. Daruber hinaus sind folgende Soft-warepakete und Module notwendig: Perl{Modul TimeDate-1.07, per FTP verfugbar vonftp://ftp.uni-hamburg.de/pub/soft/lang/perl/CPAN/, NeTraMet Version 3.4, per FTP verfugbar vonftp://ftp.auckland.ac.nz/pub/iawg/NeTraMet, fur die Plattformen IRIX,HP-UX, Linux(x86), Solaris, Ultrix undMS-DOS (nur das Meter{Programm).Der im Rahmen dieser Diplomarbeit entstandene Teil der Implementierung ist platt-formunabhangig. Lediglich die Verfugbarkeit von NeTraMet fur einen begrenzteAnzahl von Plattformen schrankt dies ein. Testlaufe wurden ausschlielich auf x86{basierten PCs mit Linux1 durchgefuhrt.
1Die Version des Kernels war in allen Fallen >2.0.18.












Abbildung 5.1: Architektur5.3 Komponenten5.3.1 EvaluatorDer Evaluator hat die drei Hauptfunktionen: Steuerung der Flow{Control, Steuerung des Meter und Verwaltung der User{, Class{ und Weightfunction{Datenbanken.Die Steuerung des Meter geschieht mittels des im NeTraMet{Softwarepaket ent-haltenen NeMaC (NeTraMet{Manager{Collector).FunktionsweiseIn festgelegten Intervallen werden die Flow{Daten vom Meter zum Evaluator trans-portiert. Dieser analysiert das Datenmaterial und ordnet die ubertragenen Daten-volumen ihren Verursachern zu. Der Verursacher wird aus den Flows anhand seinerIP{Adresse identiziert. Allerdings ist nicht garantiert, da ein Nutzer immer un-ter derselben Adresse arbeitet. Dieser Sachverhalt ist auf die dynamische Vergabe
5.3 Komponenten 63von IP{Adressen zuruckzufuhren2. Bei einer Implementation der Accounting{MIBim NAS sind die Informationen fur die Zuordnung Nutzer | IP{Adresse zugreif-bar. Da aber zur Zeit der Meter autonom arbeitet, stehen nur die Informationen zurVerfugung, die aus den Paketen extrahiert werden konnen. Die subscriber{Attributegehoren nicht dazu. Ein Ansatzpunkt, um diese Attribute zu erhalten, ware eineKoppelung von RADIUS{Server und Meter. Dies kann im Rahmen einer Projekt-arbeit realisiert werden.Ein Nutzer wird in der User{DB mit folgende Attribute gespeichert: Kennung, Klasse, Kontingent, aktuelle Klasse und aktuelle IP{Adresse.Beim Hinzufugen eines Nutzers mussen die Kennung, die Klasse und die aktuelleIP{Adresse angegeben werden. Das Kontingent wird mit dem Wert der Klassen-denition festgelegt und wird durch die vom Nutzer ubertragenen Volumen dekre-mentiert. Bei Uberschreitung des Kontingents fallt dieser in die Minimum{Klasse.Nach erfolgreicher Anmeldung eines Nutzers beim NAS mu fur ihn in der Flow{Control im NAS und im Internet{Router eine Ressource{Rule eingefugt werden.Diese deniert die Ressourcen, die dem Nutzer zur Verfugung stehen. Bei der Ab-meldung des Nutzers werden die entsprechenden Eintrage wieder geloscht.Alle Nutzer gehoren zu einer bestimmten Klasse. Es existieren n Klassen (hier 2)zur Unterteilung der Nutzer entsprechend ihren Anspruchen und eine Klasse zumAufnehmen von Nutzern, die ihre Parameter uberschritten haben. Eine Klasse wirdin der Class{DB mit folgenden Attributen gespeichert: Identikator, interne und externe Bandbreite, Kontingent, Faktor fur interne Transfers und eine Prioritat.Die Prioritat dient der Privilegierung gegenuber der Klasse Minimum. Unterschied-liche Prioritaten der anderen Klassen dienen als Parameter bei der Vergabe freierRessourcen und der Festlegung einer Rangordnung.Die Wichtungsfunktionen dienen der Festlegung der zeitabhangigen "preislichen\Dierenzierung der ubertragenen Volumen. Folgende Attribute einer Wichtungs-funktion werden in der Weightfunction{DB gespeichert:2Ein Einwahlknoten verfugt uber eine feste Anzahl von Kanalen und weiterhin uber einen Poolvon IP{Adressen mit der gleichen Anzahl. Beim Zustandekommen einer Verbindung zwischenClient und NAS, wird automatisch die nachste freie Adresse vergeben. Dies geschieht zyklisch.
64 Implementation Identikator und n aneinandergrenzende Zeitperioden, welche in ihrer Gesamtheit 24 Stundenergeben, mit einem Wichtungsfaktor.Die einzelnen Teilfunktionen wurden mit den in perl-5.003 zur Verfugung stehendenWerkzeugen objekt{orientiert entwickelt.5.3.2 MeterAls Meter kommt das ProgrammNeTraMet von Nevil Brownlee zum Einsatz (vgl.Abschnitt 2.3.2). Dieses Programm arbeitet mit der libpcap3, um alle Pakete desangeschlossenen Netzwerkes zu analysieren. NeTraMet beinhaltet einen SNMP{Agent. Die Kommunikation geschieht mittels SNMPv1. Die implementierte MIBentspricht der Denition laut [Bro97].5.3.3 Flow{ControlDie Ansteuerung der Flow{Control ubernimmt ein perl{Modul, welches Stubs furdie auszufuhrenden Aktionen enthalt. Zur Zeit ist keine Flow{Control implemen-tiert, die den Anforderungen (vergl. Abschnitt 4.4.3) entspricht. Als Ausgangspunktfur eine Implementierung kann die Software aus [Wol95] genutzt werden.Fur jeden Nutzer mu die Flow{Control eine Ressource{Rule halten. Eine solchebeinhaltet folgende Attribute: Nutzer{Kennung, Quell{IP{Adresse, Ziel{IP{Adresse und Maske (Auswahl von mehr als einer IP{Adresse), Bandbreite, Prioritat und Klasse.Die Nutzer{Kennung kann eine beliebige Zeichenkette sein, welche eindeutig ist.Die Quell{IP{Adresse mu eine eindeutige Adresse eines Hosts in Punktnotationsein, wohingegen die Ziel{IP{Adresse mit einer Maske 1 bis n Ziele auswahlen kann(z.B. 134.109.0.0/16 beinhaltet alle Adressen des Class{B{Netzes 134.109.0.0 derTU Chemnitz). Die Bandbreite gibt die garantierte Bandbreite in bps an. Die Prio-ritat sagt aus, ob bei freien Kapazitaten die Bandbreite uberschritten werden darf(Standard{ und Premium{Klasse) oder nicht (Minimum{Klasse).3Die Packet Capture Library ist unter ftp://ftp.ee.lbl.gov/libpcap.tar.Z zu nden.
Kapitel 6
Zusammenfassung undAusblick
6.1 ZusammenfassungDie vorgestellte Arbeit umfat die Untersuchung und Auswahl eines Verfahrens fureine genauere Abbildung der Kosten einer ISP{Infrastruktur auf die Verursachersowie die Datenverkehrs{Analyse im Netzwerk von Freie Presse Online und eineprototypische Implementation des neuen Verfahrens.Klassenbasiertes Ressourcen{Management mit zeitabhangiger Tarie-rungDas klassenbasierte Ressourcen{Management mit zeitabhangiger Tarierung ar-beitet mit mehreren unterschiedlich parametrisierten Nutzerklassen. Jeder Nutzergehort zu genau einer Klasse mit einem genau denierten Leistungsumfang (Band-breiten, Kontingent). Durch eine zeitabhangig dierenzierte Bewertung der vomNutzer ubertragenen Datenmengen wird der Verbrauch abgerechnet. Eine Uber-schreitung der Parameter fuhrt zu einem temporaren Wechsel in eine Klasse ohnePrivilegien (Minimum{Klasse), bis ein neuer Berechnungszeitraum beginnt.6.1.1 TestDie entwickelte Software wurde unter Laborbedingungen getestet. D.h. sie wurdeauf PCs in einem LAN installiert und erprobt. Die erzielten Ergebnisse zeigen, dadie Funktionalitat gewahrleistet ist. Konkrete Ergebnisse konnten unter Laborbe-dingungen nicht erzielt werden. Das neue Verfahren soll das Verhalten von Nutzernbeeinussen, somit sind Veranderungen der Parameter, von welchen hier ausgegan-gen wurde, zu erwarten. Tests unter realen Bedingungen waren nicht moglich, dadurch die erst zu entwickelnde Flow{Control kein geeignetes Stellglied verfugbar ist.
66 Zusammenfassung und Ausblick6.2 AusblickAufgrund der Vielzahl der zu betrachtenden Problembereiche und zur Losung oengebliebener Fragen sind weiterfuhrende Arbeiten interessant hinsichtlich:Mathematischer Zusammenhange Verhalten von Datenverbindungen{ Sind die Datenverbindungen statistisch unabhangig?{ Ist die Erlang{B{Formel anwendbar? Anteil Nutzdaten in Datenpaketen (Rahmen+Daten = Paket){ Wie ist das Verhaltnis Nutzdaten zu der Datenmenge, welche real uber-tragen wird?Implementierung subscriber{Attribute im NeTraMet(eventl. Koppelung NeTraMet und RADIUS/TACACS) Flow{Control (Weiterentwicklung der Software aus [Wol95]) graphisches Nutzer{InterfaceAnpassung und AkzeptanzDie noch ausstehende Entwicklung einer geeigneten Flow{Control hat zur Folge, dazu diesem Zeitpunkt keine Ruckkopplung zwischen dem vom Nutzer jetzt gezeigtenVerhalten und dem System moglich ist. Das Verhalten der Nutzer bei Einsatz desneuen Tarifmodells unter realen Bedingungen mu erfat und ausgewertet werden,um die Parameter des Modells geeignet anpassen zu konnen. Weiterhin ist zu zeigen,ob das Modell von den Nutzern akzeptiert wird.
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