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INTRODUÇAO 
O presente trabalho é essencialmente baseado no curso de Variáveis Complexas, ofe-
recido no segundo semestre de 1993 no Instituto de Nlatemática, Estatística e Ciências 
da Computação da Universidade Estadual de Campinas, pelo Prof. Dr. Mario C. Matos. 
Nossa intenção foi fornecer um texto a nível de pós-graduação para um curso de Funções 
Analíticas Complexas, com exercícios resolvidos e propostos. 
Damos ênfase ao enfoque das funções analfticas via séries de potências. A vantagem 
de tal perspectiva reside no fato de que os cursos posteriores sobre Funções Analiticas em 
Espaços de Banach são usualmente considerados através de séries de potências. 
É conhecido que as funções analíticas se empregam com freqüência em distintas 
disciplinas teóricas e aplicadas: equações diferencias, geometria, hidrodinâmica, teoria 
analítica dos números, etc. O conhecimento dos princípios fundamentais da teoria das 
funções analíticas, é um fato indispensável na Educação Matemática .Moderna. Atu-
almente esta teoria se desenvolveu tanto que torna-se difícil cobrir num só texto suas 
múltiplas ramificações. No texto serão tratados os assuntos usuais de um curso a nível 
de Mestrado, com numerosos exemplos para ilustrar os temas que são objeto de estudo. 
Em outros casos estes exemplos são apresentados de modo a comprovar que o teorema 
estudado perde seu valor em condições mais moderadas. 
Cada parágrafo começa com os enunciados das definições, princípios e teoremas per-
tinentes, seguidos dos problemas resolvidos e propostos. Os resolvidos ilustram e ampliam 
a teoria. Os numerosos problemas propostos completam o material de cada parágrafo. 
O texto está dividido em 19 parágrafos alguns dos quais brevemente descre\'emos a 
seguir. 
Séries de Potências. Iniciamos com as definições e critérios de convergência pontual, 
uniforme e absoluta para séries de funções definidas num domínio D Ç Jl( com valores 
em 9{, o corpo dos números reais ou complexos. Quando as séries de funções são as séries 
de potências, damos a fórmula de Cauchy-Hadamard que nos permite achar seu raio de 
convergência. Para seqüências de funções damos teoremas que nos garantem quando a 
função soma de uma série de funções é contínua e a integral (diferencial) de sua soma é 
igual a soma das integrais (diferenciais). Ao final enunciamos a propriedade da identi-
dade para séries em forma geral e mostramos mediante um exemplo que esta não pode 
ser considen.tda tão evidente. 
Operações com Séries de Potências. Aquí a convergência absoluta t.em um papel im-
portante, já que nos permite somar uma série absolutamente convergente na ordem que 
desejamos. Assim devido a este resultado é que podemos efetuar o produto de duas séries 
de potências que tem círculo de convergência com centro comum e efetuar a composição 
de duas séries de potências que satisfazem certas condições. 
Punções Analíticas. Definimos uma função analítica sobre um conjunto aberto A Ç ff(, 
via uma série de potências. Além disso, vemos que a função soma de uma série de potências 
é representada por sua série de Taylor e portanto ela é infinitamente diferenciável. 
Conjuntos Determinantes de Analiticidade. Enunciamos um resultado que justifica 
a introdução dos chamados conjuntos determinantes de analiticidade. A seguir vemos que 
uma função analítica não nula definida num aberto conexo A Ç ][{, só tem zeros isolados. 
Mostramos mediante vários exemplos a utilidade destes conjuntos. 
Teorema do Módulo Máximo. Iniciamos este parágrafo com o teorema 5.1 (seme-
lhante ao teorema de Liouville) válido somente no caso complexo, o qual é usado na prova 
do teorema do módulo máximo. Este resultado nos garante que uma função analítica 
não constante definida em um aberto A atinge seu módulo máximo na fronteira de A. 
Finalmente usando este resultado obtemos o lema de Schwarz. 
Integrais sobre Caminhos. O objetivo deste parágrafo é reuniT as definições, propri-
edades básicas de caminhos, integral sobre caminhos e homotopia. Estas noções serão 
fundamentais para a comprensão dos parágrafos posteriores, como por exemplo, o teo-
rema de Cauchy. 
Teorema de Cauchy. O Teorema, cujo enunciado e demonstração damos e um dos 
fundamentais na teoria das funções analíticas. 
Existência de Primitivas de Funções Analíticas Complexas. Como uma primeira 
aplicação do teorema de Cauchy mostramos neste parágrafo a existência de primitivas 
para funções analíticas definidas num aberto A Ç ]/{, simplesmente conexo. Por meio 
de um exemplo mostramos a necessidade da condição do conjunto A ser simplesmente 
conexo. 
Índice de Caminhos Fechados. Para as posteriores aplica.ções do teorema de Cauchy, 
é necessário saber determinar o número de voltas que dá uma curva regular fechada ao 
redor de um ponto de seu interior. Este parágrafo é dedicado a justificar que o índice de 
urna curva pode ser iuterpretado corno tal núrrtero de voltas. 
Fórmulas Integrais de Cauchy. São notáveis porque mostram, com hipóteses adequa-
das, que uma função analítica conhecida na front,eira de um conjunto pode ser determinada 
junto com sua derivada no seu interior. A partir destas fórmulas obtemos desigualdades 
que são usadas para provar o teorema de Liouville. 
Diferenciabilidade Implica Analiticidade no Caso Complexo. É sabido que toda 
função analítica é diferenciáveL Neste parágrafo vemos que na teoria de Variáveis Com-
plexas, a relação entre analiticidade e diferenciabilidade é forte, porque toda função di-
ferenciável é analítica. Neste contexto as condições de Cauchy-Riemann e o teorema de 
Morera constituem um critério de analiticidade. 
Seqüência de Funções Analíticas Complexas. Estabelecemos em que condições o 
limite de uma seqüência de funções analíticas é analftica. É enunciado o Teorema de 
Arzela-Ascolí, para demonstrar o Teorema de Montei que é muito usado para decidir 
quando uma família de funções analítica é relativamente compacta com a topologia com-
pacta aberta. 
Singularidades Isoladas e Zeros de Funções Analíticas. Nos parágrafos 13 e 14 
obtemos algumas propriedades das funções que são analíticas sobre um disco aberto e 
sobre um disco aberto perfurado em seu centro. Os resultados podem ser usados para 
descrever o comportamento de uma função que é analítica em algum domínio, pois dado 
qualquer ponto do domínio podemos achar um disco aberto ao redor do ponto que está 
contido em seu domínio. 1'Iuitos dos resultados destas seções são preparatório para os 
parágrafos posteriores, onde o comportamento global de uma função analítica sobre um 
domínio será estudado. 
Aplicação da Teoria dos Resíduos para Cálculo de Integrais Reais. No parágrafo 
15 é estudado a teoria dos resíduos e como uma aplicação dela deduzimos o princípio do 
argumento e o teorema de Rouché. Como outra aplicação da teoria de resíduos vemos 
no parágrafo 16 que as integrais reais difícies de ser c<tlculadas por métodos reais, podem 
ser calculados por meio de uma integral sobre um caminho apropriadamente escolhido de 
uma função complexa convenientemente selecionada. 
Representação de Funções Meromorfas por Frações Parciais. Enfocamos a ma-
neira de representar uma função meromorfa com infinitos polos, ordenados por seu módulo 
em forma não decrescente por frações parciais. Isto é sempre possível de ser rea\i7,ado, 
como iüi provado por Mittag- Leffer. (Teorema 17.1). 
Produtos Infinitos. O objetivo desta seção é mostrar como as funções inteiras qne tem 
uma quantidade infinita de zeros, ordenados por seu módulo em forma não decrescente, 
podem ser representados como um produto infinito de funç.ões e..;;peciais. Neste contexto 
as funções enteiras podem ser consideradas como uma generalização dos polinômios. 
111 
Teorema da Aplicação de Riemann. Neste parágrafo nos ocupamos do problema fun-
damental da teoria das transformações conformes, relativa a possibilidade de transformar 
biunívoca e conformemente um conjunto aberto simplesmente conexo em outro. 
Para poder ler o texto, basta ter os conhecimientos de espaços métricos e análise 
real, dados na graduação da faculdade de Matemáticas. Denotamos por (R) as definições, 
teoremas, proposições e lemas que supomos já são conhecidos pelo leitor. 
JV 
§ 1. SÉRIES DE POTÊNCIAS 
Em todo este trabalho Jl( designa ou o corpo IR dos números reai:s ou o corpo ((; dos 
números complexos, IN= {1, 2, · · ·} e JN0 = {0, 1, · · ·, n, · · ·} =IN U {0}. 
1.1 DEFINIÇÃO: Uma série de potências ao redor de a E li{ é uma série de funções 
00 
da forma l::>l:k(z- a}" com O:k E If{, k E IN0 • É usual chamar O:k o k-ésimo coeficiente 
k=O 
da série. 
00 
(R) 1.2 DEFINIÇÃO: Dada uma série de funções z=f,(z) definidas em D C JI{ com 
k=O 
valores em ]f{, diz-se que essa série converge pontualmente sobre B C D a umH função 
f(z) se: 
(V e> O)(Vz E H)(3N(e, z) >O) tal que 
n 
n 2: N(é,z) '*I f(z)- z=jk(z) I< é. 
k=O 
Diz-se que a convergência é -unifonne sobre B se: 
(I! c> 0)(3N(e) >O) tal que 
n 
n 2: N(c) '* sup I f(z)- z=fk(z) I< é. 
zEB k=O 
n 
Vamos dizer que f(z) é afr.mçüo soma da sétie sobre B c Lfk(z) a n-ésima. soma parcial 
k=O 
da série no ponto z. 
É claro que toda. série uniformemente convergente é pontualmente converg<'nte. 
00 
(R) 1.3 CRITÉRIO DE CAUCHY: Uma série de funções Lh(z) definidas em 
k=O 
D C lf( com valores em lf( converge uniformemente sobre B C D se, e somente se, 
(I! c> 0)(3N(c) >O) tal que 
m 
m 2: n 2: N(é) "'} sup I L.h<z) I< é. 
zEB k=n 
Note que não se precisa conhecer o limite da série para demonstrar a convergência 
uniforme se fazemos uso deste critério. 
00 
Lembremos que uma série de funções L:fk(z) converge uniformemente (pontual-
k=i 
00 
mente) e absolutamente sobre B se a série de funções 2: I fk(z) I converge uniformemente 
k=l 
(pontualmente) sobre B. 
Convergência uniforme (pontual) e absoluta sobre B implica convergência uniforme 
(pontual) sobre B. Todavia a recíproca é falsa, como vemos pelo contra-exemplo: 
oo ( -l)n I:-
n=l n 
oo ~{-l)nl oo 1 
converge, mas Í: -n- = L:~ = +oo. 
n=1 n=l 
00 
(R) 1.4 CRITÉRIO DE WEIERSTRASS: Seja Lf,(z) uma série de funções clefi-
k=o 
nidM em]) C ]f{ com valores em f!{ tal que existe 1\th >O, k E JN0 satisfazendo 
(i) sup I j,(z) i<; M, (V k E No) 
<ED 
(ii) l::M, = M < +oo. 
k=O 
Então a série converge uniformemente e absolutamente sobre D e temos 
(Vz E D). 
Este critério dá uma condição suficiente mas não necessária de convergência uni[ormc. 
Note que urna série uniformemente convergente não tem que ser necessariamente 
absolutamente convergente e reciprocamente. 
2 
EXEMPLOS: 
(1) 
(2) 
00 ' L: ( x 2 ).,... A série é absolutamente convergente pontualmente em IR mas não é 
n=O l+x 
uniformemente convergente em IR. 
~ H )"-r A , · - ·f IR - ' b l t t 
6 '---"--c2;-. sene e um ormemente convergente em mas nao e a so u amen e 
n=1 n +X 
convergente pontualmente em IR (e não é aplicável o critério de Weierstrass). 
00 
1.5 LEMA DE ABEL: Seja Lak(z- al uma série de potências ao redor de a. Se 
k=O 
b E ][(, b # a e 
I a,(b- a)' I<; M < +oo (V k E lNo), 
então a série converge absoluta e uniformemente sobre BR(a) para todo R E]O,[ b- a I [ 
e absoluta e pontualmente em Blb-al(a). 
Aqui, conforme é usual, B,(a) = {x E R(; Ix-a I< r} e B,(a) = {x E ll(; Ix-a I<; r}. 
DEMONSTRAÇÃO: Como B1•-"1(a) = U BH(a), basta mostrar a convergência 
RE]D,Ib-al[ 
absoluta e uniforme sobre cada BR(a), R E}O, I b- a I(. Assim, se z E BR(a) temos 
k k I z - a I' I z - n I' ( R ) k I /k(z) I= I oc(z- a) 1=1 "'li b- a I I b- a I' <; M I b- a I' <; M I b- a I = M,. 
Então 
sup I f>(z) I<; Me (V k E lNo) 
zEEffl(a) 
e 
00 M I;Mc= 1- _B_ < +oo. k:=O [11-a[ 
Logo por L4 a série converge uniformemente c absolutamente sobre HR(a) O 
00 
1.6 COROLÁRIO: Se a série de potênciais l::o:k(z- of diverge (não converge) num 
k=O 
ponto z = b o:J. a então ela diverge em cada a E lf( \ B[b-a[(a). 
3 
EXEMPLOS: 
(1) Seja p >O e tomemos a série de potências f: I_zk. 
k=1 kP 
Neste caso temos: 
1 
- < 1 kP - (V k E IN). 
Pelo Lema de Abel obtemos convergência pontual e absoluta sobre B1(0) e convergência 
uniforme e absoluta sobre BR(a) se R E]O,l[. 
(2) Onde f :,z' diverge? 
k=l 
Notemos que a série f :P diverge se p E]D,l[ e converge se p > 1. 
k=1 
= z' 
Assim L kP diverge 
k=1 
no ponto 1 se p E]O, 1[. 
Pelo Corolário 1.6, ela diverge se I z I> 1 e p E]O, 1[. 
Para 8 > O e p > 1 temos: 
1. (1+ 8)' 1m k = tco. 
k-HX> •P 
= .k 
Assim ~ ~P diverge se I z I> 1 e p > 1. 
k=l 
= zk -
Notemos que para p E]l, +oo[ a série L- converge uniformemente sobre I3 1 (0). 
k=l kP 
1.8 OBSERVAÇÃO: A chamada fórmula de Cauchy-I-Iadamard permite achar um 
= 
R E [O, too] tal fJUC a séri8 Lak(z- o.)k converge absoluta e pontualmente sobre BR(a) 
k=O 
e diYerge nos pontos de][(\ IlR(a). 
(R) 1.9 DEFINIÇÃO: Dada uma seqüência (nk)~1 de números reais vamos tomar 
an = sup{ak;k :::=:: n} para n E JN. Logo (an)~=l é uma sequência não crcBcentc e por-
tanto tem limite. Se lim an = A 1 temos que A pode ser -oo, +oo ou um número reaL A 
n~oo 
é chamado limite :mperior da seqtlência (ak)k=1 e é denotado A= lim Ctk = lim sup o.k. k-+00 k-+= 
(R) 1.10 OBSERVAÇÃO, Seja A~ lima, 
k-+oo 
(I) lim "'~A E IR"" (i) (V<> O) (3k, > O)k 2' k, =?"''<A+ é 
k---+oo 
e (ii) (Vc > D)(Vk E JN)(3n, 2' k)an, >A- é. 
4 
(2) lim O:k = +oo <=>existe uma subseqüência (akn)~=1 tal que lim akn = +oo. k-oo n_,.oo 
{3) lim O:k =-co Ç? lim ak = -oo. 
k....,.oo k ...... oo 
00 
(R) 1.11 CRITÉRIO DA RAIZ: Seja L:;a, uma série de elementos de 1K e vamos 
k=1 
considerar lim I ak 11/k= A 2' O. Então: 
,_00 
00 
1) Se A < 1 então L,: I ak I converge. 
k=l 
2) Se A > 1 então existe uma subseqüência ( O:kn )~= 1 de ( O:k )k:1 tal que Ji~ I Cikn I 
= +oo. 
3) Se A= 1 nada se pode dizer em geral. 
1.12 TEOREMA: (A Fórnwla de Cauchy-Hadamard). Dada a série de potênciais 
fak(z- a)k, seja R= . 1 l1/k' Então 
k=O hm I ak 
k-oo 
i) A série converge absoluta e pontualmente sobre BR(a). 
ii) A série converge absoluta e uniformemente sobre Bp(a),O < p <R. 
iii) Se I z- a I> R então existe uma subseqüência (ak,)~=l tal que 
lim,_00 I"'" li z- a I'"~ +co. 
i v) Se I z- a I= R, nada pode ser afirmado em geral. 
Neste caso diz-se que R é o raio de convergência. da siri e e BR( a) é o circulo de con-
vergência da sé'l'ie. 
DEMONSTRAÇÃO: 
a) z E BR(a) então I z- a I< R, e assim 
lim [I a, li z- a I'P1' ~1 z- a I lim I a, 1' 1'~1 z- a I _ _]_< l. 
k-+oo k->oo R 
O critério da raíz fornece (i). 
5 
b) Seja O < p <R. Então z E B,(a) =>I z- a IS p. Tome z0 E BR(a) \ B,(a), logo 
I z- a 1<1 zo-a i< R e daí I a, li z- a I' SI a, li zo-a I' (V z E B,(a)). 
Desta relação temos: 
00 
sup la,llz-aj'Sia,llz0 -al' 
zEBp(a) 
e como 2..: I o.k li z0 - a lk < +oo, verifica-se então o critério de Weierstrass e a série 
k=O 
" k -L.JYk(z- a) converge uniforme e absolutamente sobre Bp(a). 
k=O 
c) I z- a I> R=? lim [I a, li z- a I'J'i' = I z- a I > 1; o critério da raíz implica o 
k---HX> R 
resultado. O 
(R) 1.13 TEOREMA: Se fk(z), k = 1, 2, · · · são funções contínuas em f) C ][{e se 
a série de funções "L.h(z) converge uniformemente a f(z) sobre D C ]f(, então f(::) é 
k=O 
contínua em D. 
Este resultado é muito usado para demonstrar que uma série dada não é uniforme-
mente convergente, bastando verificar que a função soma f( z) é descontínua em algum 
ponto. 
00 ~ ~ 
EXEMPLO: Considere a série 2.:= ( 2) , para x E lli. Note que fk(x) = ( k é 
n=O 1 + X n 1 + :r2 ) 
função contínua em IH para k E IN0 . Se x #-O a soma da série f(x) = l + x 2 • Se x =O 
temos a sorna da série é f( O):::: O. Como limf(x)::::: 1 #- f(O), temos que f é descontínua 
x-o 
em x =O. Logo a série não pode ser uniformemente convergente em IR. 
00 
(R) 1.14 TEOREMA: Se fk(z),k = 1,2,··· eão contínuae em D C IR e 'e :L;!k(z) 
k=l 
converge uniformemente a f(z) em JJ, então 
[' f(z)dz =f[' J,(z)dz com z1 , z2 E D . 
.O] k=1 ZJ 
(R) 1.15 TEOREMA: Se fk(z), k = 1, 2, · · · são contínuas e tem derivadas contínuas 
00 00 
em}) C lEi c se 'L:fk(z) converge a .f(z) e ~.f[(z) é uniformemente convergente em lJ 
k=J 
entã() 
(i 
00 
f'(z) = L,J;(z), ('iz E D). 
k=l 
1.16 PROPOSIÇÃO: Se f(z) denota a função soma de uma série de potências em seu 
círculo de convergência B,(a), então f é contínua em Br(a). 
DEMONSTRAÇÃO: ok(z- a)k é função contínua em Jl{ e a série converge uniforme-
mente em cada BR(a) com R< 1'. Logo f é contínua em cada BR(a) com R< r e daí 
será contínua em E,( a)= U BR(a). O 
R< c 
É comum dizer que f é representada pela série de potências em seu círculo de con-
vergência. A pergunta natural que se faz é a seguinte: Se f é representada pelas séries de 
00 00 
potências L:o:k(z- a)k e Z:::lh(z- a)k em B,(a) para algum r> O, como se relacionam 
k=O k=O 
O:k e /h para cada k?. Para responder isso vamos usar o seguinte resultado. 
00 
1.17 TEOREMA: Se f é representada pela série de potências La~.:(z- a)k ern seu 
b:O 
círculo de convergência Br(a), então, exceto quando todos os o~c são nulos para k E IN, 
existe O< R< r tal que .f(z) ~f( a) se z ~a e z E BR(a). Em particular se .f( a)= O, a 
é um zero .isolado de f exceto no caso em que n~c = O para cada k E JN0 • 
DEMONSTRAÇÃO: Suponhamos que nem todos os O:k, h E Jli,T são nulos. Seja n o 
menor natural tal que Dn -1 O. Podemos escrever que 
00 
f(z)- f( a)= (z- aJ'}.::Ok+n(z- a)' (V z E B,(a)). 
k=O 
00 
Lok+n ( z- a )k converge pontualmente a uma funçã.o cont.ínua q(z) sobrf' R r( a) ( Cau.chy-
k=O 
l!adamard). Como g(a) = On -1 O, existe R, O < R < r tal que para qualquer z E 
BR(a),g(z) ~O. Jle f(z)- f(a) = (z- a)"g(z)('iz E B,(a)) segue que f(z) ~ f(a) se 
z~aezEBn(a). D 
00 
1.18 PROPOSIÇÃO: Se f(z) for representada pdas séries rle potências Lok(z- aY 
!.·=0 
= 
e ~fik(z- a)" em B,.(a) para algum r> O então o:k = f3k para todo k E JN0. 
k=O 
7 
00 
DEMONSTRAÇÃO: Segue dos fatos f( a)= <>o= f3o e L:(<>;- {3;)(z- a)'= f(z)-
k=O f(z)::::: O para z E Br(a). Aplicando 1.17 obtemos o resultado. O 
Para que o leitor compreenda que o teorema 1.18 não se pode considerar por si 
mesmo evidente, enunciamos a propriedade da identidade para as séries em forma ge-
oo 00 
ral. Se dirá que as séries ~akfk(z) e ~bk/k(z) onde fk(z), k E lNo são funções, possue 
k=O ko::O 
00 00 
a propriedade de identidade num conjunto E, se da igualdade I:Ukfk(z) ::::: 2)kfk(z) 
k=O k=O 
convergentes pontualmente neste conjunto, se obtem a igualdade dos coeficientes corres-
pondentes ak = bk V k E JN0 . 
EXEMPLO: fo( z) = 1, fk( z) = zk - zk-l, k = 1, 2, · · · não tem a propriedade de identi-
" dade no círculo I z !< 1 de fato: ~ fk(z) = zn, e como para I z I< 1 : lim zn =O, a série L n-= k=O 
dada é pontualmente convergente no interior do círculo I z I< 1 e sua soma é igual a zero. 
00 
Portanto se a série de funções L:akf~.:(z)é pontualmente convergente no interior do círculo 
k=O 
I z I< 1 e sua soma é f( z ), então todas as séries L( ak + ,\ )fk( z ), onde À E 0:: é arbitrário, 
k=O 
também são pontualmente convergentes no interior do círculo I z I< 1 e possuem a mesma 
soma f(z). 
§ 2. OPERAÇOES COM SÉRIES DE POTÊNCIAS 
00 
Se f(z) representa a soma da série de potências I>Yk(z- a/" em seu círculo de 
k=:O 
00 
convergência Br1 (a) e g(z) representa a soma da série de potências L.Bk(z- a)k em seu 
k=O 
círculo de convergência B.,.2 (a), então f+ g e f- g representam as somas respectivas das 
séries de potências 
00 00 
:2:)n, + j3,)(z- a)' e ~(a,- i3k)(z- a)' 
k=O k=O 
00 
(R) 2.1 TEOREMA: Dada uma série I:U~.: absolutamente convergente de elementos 
k=O 
00 
de 11<, supõe-se que lNo = USi; onde Si f:. q:, e Si n Si = <P se i # j. Então para 
j=O 
00 00 
j E !No, L an converge absolutamente e sendo Aj = L an tem-se Lak = LAj. 
nESi nESj k=O j=O 
Este resultado permite "somar·" uma série absolutamente convergente na ordem em que 
se desejar. 
2.2 TEOREMA: Sejam f(z) e g(z) as somas das séries de potênclas 
00 00 
~a,(z- a)' e ~j3,(z- a)' (I) 
k=O k=O 
em seu círculo de convergência Br1 (a) e Br2 (a). Então f(z)g(z) é a soma da série de 
potências 
00 
~"tk(z- a)' 
k=O 
k 
em Br(a), com r= Min{rt,r2 }, e /k = J:.ajf3k-j· 
J=Ü 
A série (2) é chamada Pmduto de Cauchy das séries (1). 
(2) 
DEMONSTRAÇÃO: Para n E /No e I z- a I< r temos 
n k n k 
LL 1 a; 11 /3k-j 11 z-a I' LL [a; [[/3k-j 11 z-al;l z-a [H 
k=Oj=O k=Oj=O 
'" < L L I a; li z- a [i[ !3tll z- a l' 
k=O i+i=k 
o:s;j:=:;n 
O$f'Sn 
(f I a; li z- a 1;) (f I f3ell z- a 1')· 
J=O €=0 
Como as séries ( 1) convergem em tal z segue que 
2n k 
lio~LL I"; li !3k-j li z- a l'< +oo. 
k=Oj=O 
Sendo A= {(j, k- i) E JN0 x IN0 ;j ::s; k e k E .N0 } é fácil ver que A= Jlll0 x IN0 • Tomando 
a enumeração de A da seguinte maneira: 
(O,O),(l,O),(O,l),(2,0),(1, 1),(0,2), (3,0), (2, 1),(1,2), (0,3),· · · 
.. · (k O) (k- I !) .. · (! k- 1) (O k) .. · 
' 1 ' , ' ' ' 1 ' ' ' 
que equivale a seguir a ordem das setas abaixo: 
I I (0,0) (0,1) (0,2) (0,3) 
1~--~· 
(1, O) (1, 1) (1, 2) 
~ 
<....; (2,0) (2,1) 
'--' (3, O) 
<....; (k-1,0) (k-1,1) 
~-
<....; (k,O) 
~ (O,k-1) (O,k) .. 
~ (1,k-l) ... 
o que se provou acirna foi que a série L: O'.j{h-i(z- a)i(z- a)k-j é absolutamente 
(j,k-j)EA 
convergente. Logo podemos usar 2.1 com A= usi, sendo Si= {(j,n);n E JN0 } para 
j=O 
cada j E JN0 . Assim, 
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. L a;(z-a)'/3,-;(z-a)k-i ~f:rf;a;(z-a)if3n(z-aJ"] 
(;,k-;)EA ;=O ~.:O 
~ f;a;(z- ay[f:f3n(z- aJ"] ~ [f;a;(z- a)ilg(z) ~ f(z)g(z). 
Jc:=O n:::O ;:::0 
D 
00 
2.3 TEOREMA: Seja fk(z) a soma da série de potências Lo:kn(z- ar em seu círculo 
n=O 
de convergência Brk (a), k = 1, 2, · · · p. Então / 1 ( z) · · · fp( z) é a soma da série de potências 
00 
L1k(z- a)k 
k=O 
/'n = L 0:1k1 • {}'2k2 • · • • • O:Pkp • 
kt+··-+kp=n 
DEMONSTRAÇÃO: Observe o caso anterior para ver que 
Cl'1k
1 
• •. • ·apkp(z-a)k1+ ··+kp 
kt +···+kp=) 
converge absolutamente para n ~ +oo e portanto pode ser somada da maneira que 
dcsej amos. D 
00 
2.4 OBSERVAÇÃO: Se f(z) é a soma da série ele potências l:.:o:k(z-a)k em seu círculo 
00 
de convergência Br (a), então a 5éric de potências L I ak I ( z - a )k tem -r como raio de 
k=O 
convergência c passaremos a chamar sua função soma por ](z). Usaremos tal nota.ção na 
demonstração do próximo resultado. 
2.5 TEOREMA: Seja f(z) a soma da série de potêuciall 
00 
LCYk(z- a.)' (3) 
k=O 
em seu círculo de convergência Br1 (a). Suponha que q(u) é a soma da série de potências 
11 
00 
L,f3,(~ - b )' ( 4) 
l=O 
em seu círculo de convergência Br2 (b). Se o valor f(a) E Br2 (b) é possível achar 
r> O,r < r1 tal que f(Br(a)) C Br2 (b) e (g o f)(z) é a soma de urna série de potências 
ao redor de a em Br(a). 
DEMONSTRAÇÃO: Caso 1: a= O e b = O. Aqui f(O) E B,,(O) e portanto ](O) = 
I f(O) 1. Como ](o) E B,(O), e f(z) é contínua em zero, existe 6 > O, 6 < r 1 tal que 
z E B,(O) '* ](z) E B,(O). Como I z IE Bs(O) para z E Bs(O), temos ](I z I) = 
00 00 
L, I a, li z I' E B,(O). Além disso, g dada por g(~) =L, I f3t I/ é absolutamente 
k=O l=O 
convergente sobre Br2 (0) e para z E B,s-(0): 
q(}(l z I))= t, I f3, I [~I a, li z I'J' 
gntão 
00 OOOCl 00 
!J(}(z)) =I f3o I +'L- I f3,1 L, L, ... L, I a,, 1 .. ·1 "'• 11 z I'' ... 1 z I''. (5) 
Logo podemos somá-la da maneira que desejarmos. Portanto (5) ficará 
fi(f(z)) 
q(f(z)) 
f3o+ f.f3c(fa,z')' =g(fa,z') 
l=1 k==O k=O 
(g o J)(z) V z E Bs(O). 
No caso geral de a e b quaisquer, consideramos as funções: 
i) F(z)::::::: f(z +a)- b que é representada pela série de potências 
F'(z) parn z E B,, (O) 
k=1 
F( O) a0 - b 
ii) G(u) = g(u + b) que é representada p~la série de potências 
00 
G(u) = 'L,(i,u' 
t=O 
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Temos 
F(O) = a0 - b =f( a)- b E B,(O). 
Pelo caso já demonstrado existe ó > O, b' < r 1 , tal que F(Bs(O)) C B, (O) e (G o F)(z) 
é representada por uma série de potências ao redor de zero em Bs(O). Isto se traduz em 
f(Bs(O)) C B,(b) e (g o f)(z) é representada por uma série de potências ao redor de a 
em E,( a). D 
2.6 OBSERVAÇÃO: Examinando a demonstração anterior com cuidado vemos que a 
série de potências ao redor de a representando (g o f)( z) é obtida pela substituição formal 
00 
em (4) deu pela série numérica L.:ak(z- a)k para cada z E Bs(O). 
k=O 
00 
2.7 CONSEQUÊNCIA: Seja g(z) a soma da série de potências l:ak(z- a)k em seu 
k=O 
círculo de convergência Br(a). Se b E Br(a), então existe 6 >O, 6 <r, tal que Bs(b) C 
B,(a) e 
00 
g(z) = I;/i1(z- b)1 
(=0 
para z E Bs(b). Neste caso 5 = ,._ I b- a I e 
'>' (k) k 1 ,B,= 6 a 1 C (b-a)-
k"~.f 
para -f! E .No. 
De fato, basta usar ( 2.5) com 
f(z)=b+(z-b),zEff(. 
Neste caso g o f(z) = g(z) para z E Bt;(a) e 6 =r- I b- a I· Note que a "substihtição 
foTmal" fornece 
00 00 
g(f(z)) I;a1(f(z)- a)1 = I;ak[(z- b) + (b- a)] 1 
k=O k=O 
f;a,t (k) (b- a)1-i(z- W 
k=O jo:=O J 
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f [L<>k(k)(b-a)'-i] (z-b); 
J=O k>; J 
(gof)(z) g(z) = I:f3;(z- b)io 
j=:O 
I. EXERCÍCIOS RESOLVIDOS 
1. Determine os ralos de convergência das séries em ([' 
(a) 
oo I 
I:
n. n 
~z 
n" ' 
n=1 
00 
(c) I:(n+a")z" 
n=O 
SOLUÇÃO. Usamos a relação R= u~ I <Xn 11/n) -1. 
n! tJ· n! 1 (a) Se O:n =~,afirmamos que lim ~ = ~. Para isto usamos a relação conhe-
nn n-+oo nn e 
11 n2 nn nn nn 
cida(en = 1+-+-+··+~+···)eéfá.cilmostrarque~ < en < (2n+l)~ 11 2! n! n! n!' 
donde obtemos nossa afirmação. Logo R = e. 
(b) De o:n = 1 para n = z~: e an = O para n =f 2k, segue lim nW = lim 2V'l = 1. 
n_,.oo V I Un I k---+= 
(c) Se I a[::; 1 então I n+an [::; n+l. Sean = n+an temos I a .. 1=1 n+an [:=;: n+l 
e 
lim ql n +a" I S lim \In+ I = I 
n---+= n-+oo 
(1) 
Além disso In+ an [;:: n- I a [n2: n -1, pois- I a [n2: -1. Então temos: 
lim 1/1 n +a" I 2: lirn \In- I = I 
n--+oo n-+= 
(11) 
De (i) e (ii) segue R= 1. 
Se I a[> 1, temos I n+an [::; n+ I a [n::; 2[ a In para n suficientemente grande. 
Como I O'n 1=1 n + 0. 11 [::; 2 I a In obtemos 
(i i i) 
11 
Além disso a =I a I é0 e an =[ a [n é'"0 • Logo temos que [ O:'n [=[ n + an [= 
J(n+ I a In cos n9)2 +(I a In sen n9)2 ~~a I"· Dai 
I 
De (iii) e (iv) R= r;;! 
lim "W2:la I n-+oo V I u:n I 
2. Ache a soma das seguintes séries para z E a:' 
(a) oo z" "' para I z I# I ~ (!- z")(1- zn+!) 
SOLUÇÃO. (a) Como 
00 n -1 
(b) 2:: zn+! para [ z I> I 
n=2 
z" 1 [ I 1 ] 
(1-z")(1-zn+1) = (1-z) 1-z" -1-zn+!' 
temos 
k z" ,~ (1- z")(1- zn+!) 1 [' 1 ' I l (1-z) I;l-zn- !;1-zn+l 
(i v) 
1 [ 1 k 1 1 k-l 1 l 
(1 - z) 1 - z +.?; 1 - z 11 - 1 - zk+ 1 -,!; 1- zn+I 
z 
Se [ z [< 1, então, quando k --+ oo, tem-se: (i) = Se [ z [> 1 então, (1- z) 2 • 
quando k--+ oo, tem~sc lim(?):::: ( 1 )2 
k-= l- z 
(b) Seja 
(i i) 
Se n - 1 = N então 
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'-
1 n- I I ,_, I I [k- I k- 2] 
--= -+ -+-S,- --+--2::: z"'+t z3 L zN+2 z zk+2 zk+t 
n=:-2 N=2 
De (ii) e (iii) temos: 
I [(k-1) I k-I 1 l 
sk = (1- z) zk+l - z2 - Ezn+l 
. I 
Agora, quando k--+ oo, temos S = hm Sk ::::: ( ) 
k-+oo zl-z 2 
3. Some as seguintes séries para I z I< 1, z E IR 
(a) 
oo zn oo I:- (b) Z::nzn 
n=l n n=1 
oo z2n+l 
(c) fo2n+l 
n (dl D-11"+1"-
" 
SOLUÇÃO. (a) sabemos que: 
~ n ] L..JZ=--
no=O 1 - Z 
se I z I< 1 
( iii) 
(i) 
c a série converge uniformemente e absolutamente em Bp(O) onde O < p < 1. 
Portanto, integrando (i) de O a z, onde z E Bp(O), temos: 
1' 1 --lLr O 1 -X 
-Rn 11 - z I 
-En ll- z I 
(b) Por (a) podemos derivar ambos lados de (i) c obter 
~ n-1 1 
LJlZ = ( )2" 
11=1 .l - z 
Logo ternos 
lG 
00 z 2::: nzn = ,.---"' 
n=I (1-z)' 
00 1 
(c) Sabemos que l:)" = ( ') se I z I< 1. Logo 1-z 
n=O 
{'00 lo L:x'ndz 
n;;;;l 
f' ,--::.-1 --,cdz lo 1 - x 2 
!tn~~~ 2 1- z 
00 1 
(d) Sabemos que 2::( -1)"zn =--para I z I< L Logo 
n=O 1 + z 
lo,oo lo! 1 2::(-1)"xndz = --dz on::::O ol+x 
oo ( J)n+l L: - Zn = in I! + Z I . 
n=I n 
00 00 
4. Se o -raio de convergência de Lanzn, Lbnzn são iguais a R1 e R2 respectivamente, 
n=O "=0 
prove que o raio de convergência R de L anbnzn satisfaz R~ R 1Rz. 
SOLUÇÃO. Para qualquer E > O, existe um inteiro n0 tal que 
para todo n ::2. n 0 • 
Portanto: 
I b 11/n I 1 ( 1 1 ) 2 a, n <-·-+c-+- +e 111 R, Rr R, 
para todo n ::=::no. 
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5. O raio de convergência R1 de f ~n zn, bn f. O, para todo n E JN0 satisfaz R1 $ ~1 , 
n=O n 2 
00 00 
onde Rt é raio de convergência de Lanzn e R2 é raio de convergência de Lbnzn. 
n=:O 
SOLUÇÃO. É suficiente notar que an = bn(~:) e pelo exercício (4) temos R1 ::;:: 
R R!. ' 2 1. e. 
R'< R, 
-R,· 
00 00 
6. Se L I an I'< +oo, I fn(z) 1<:;1 bn I para todos z E BR(O), n E IN, e L I bn I'< +oo, 
n=l n=l 
00 
mostre que Lanfn(z) converge uniforme e absolutamente em BR(O). 
n=;;l 
SOLUÇAO 
sup lfa,j,(z)l <:; sup f I a, li J,(z) I· 
zEBa(O) k=n zEBa(O)k=n 
(i) 
Dado ê >O, existe N(c) tal qtte para todos n,m > N(c) temos: 
m m 
L I"' I'< E e L I b, I'< E. 
k=n k=n 
Como, pela desigualdade de Canchy-Schwarz 
m 
< (f I a, 1'( ·(f I f,(z) 1'( 
k=n k=n 
L I a, II.Mz) I 
k=n 
( m )1/2 (m )1/2 < ~ I "' I' · ~ I b, I' , 
segue que 
m 
sup L I a, li J,(z) I<; .,/f· .,/f= E 
zEHa(O)k=n 
para quaisquer n, m > N(e:). 
IR 
Logo 
sup lfa,j,(z)l <e 
zEBn(O) k=n 
00 
para todos n,m > N(E). Portanto J:.akfk(z) converge uniforme e absolutamente 
k=l 
00 00 
7. Se pé o raio de convergência de f(z) = J:.akzk e a série ~f(k)(O) converge, mostre 
k=O k=O 
que p = +oo. 
SOLUÇÃO. Sabemos que p = [ lirn I a, 1'/']-'. 
k-oo 
jlkl(O) 
Como ak = k! então tem-se: 
-~.-~1 I -~.-'I JlkJ(o) I 1m ak = tm . 
k-+oo k-+oo k! 
Pelo exercício (1) parte (a) sabemos que lim -t{fJ = ~- Consequentemente temos: 
k->co e 
-1.-, I f'(o) I kk -1.-, I !'(O) I -1.-ff,k' 1m · - = 1m · un -
k-+co k! kk k-HXJ kk k-+oo k! 
-.-' I Jlkl(O) I 
= e hm =O 
k->oo kk 1 
pois I J'(O) I:S M para k =O, l, 2, ···e algnm M >O. 
oo n 
8. Mostre que a série L(-1t-1 ~ converge em cada ponto z = eiiJ f- -1 da circun-
n=t n 
ferência unitária. 
SOLUÇÃO. Para isso usaremos o seguinte fato: se Wk = akbk com ltakl S 
k=l 
M ( n = I 2 .. ·) lirn bk = 
' ' 'k--->oo 
00 
O e a série L 
k=J 
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I bk - bk+I I é convergente, então a 
00 
série Lwk também é convergente. Em nosso ca!;;o, fazemos ak = (~l)k-IékB e 
k:>l 
1 I" I I" .I le''-(-1)"e'(·+')'l 2 h= k. Portanto E"'= E(-1)'-'e'" = l 1+e'' I :S 1 1+e'' I' 
11 1 00 00 1 I bk+l-b, l=k- k+ 1 = k(k+ 1) e E I b,+l-bk I= Ek(k+ 1) <+oo. Logo é 
co eik& 
claro que:~) -lt-lT é convergente. 
k=l 
li. EXERCÍCIOS PROPOSTOS 
1. Ache o raio de convergência das seguintes séries: 
• 
00 
( 7n
4 + 2n3 )" (t) ?;_ 5n4 + 23n3 zn 
oo I 
(ii) [; 2.;~n)!(z -1)" 
... oo (n!)' n 
(lll) {;(kn)!z , k E IN, k 2: 1 
oo z2n (iv) "-,c E rD\ {0}. 0 c" 
n=l 
00 
2. O raio de convergência da série L::Cnzn é R( O < R < +oo ). 
n=O 
Ache os raios de convergência das séries: 
00 
(i) I;(2" -l)c.z" 
n=O 
00 
(ii) Ln"cnZ11 
n=1 
oo c" 
( ·•·) " n lil úfz 
n=On. 
00 
(i v) I;(l + z;)c.z". 
no= O 
20 
= n 
3. A série de potências L z 2 tem raio de convergência 1. Mostre que sua soma repre-
n=ln 
senta uma função injetora em B2t3 (0). 
Sugestão: para z, w E ([',e n ?: 2, zn- wn = (z- w)(z"-1 + Z 11 - 2w + · · · + zwn-2 + 
wn-1 ). 
4. Seja Pn uma sequencia de polinômios complexos. Mostre que (Pn)~=l converge 
uniformemente em ([' se, e só se, para algum n0 E IN e alguma seqüência convergente 
( Cn)~=l de números complexos Pn = Pno + Cn para todo n 2: no. 
5 M ' . ~ (-1)" 'f t s { . ostre que a sene .L...J 2 converge um ormemen e em = z E 
n=lz +n 
tP :1 Im(z) I 
:5. ~} mas não é absolutamente convergente em qualquer ponto de S. 
21 
§ 3. FUNÇÕES ANALÍTICAS 
3.1 DEFil\llÇÂO: Seja f uma função com valores em IK definida no aberto A C ][(. 
Se a E A, diz-se que f é analítica no ponto a se existir p > O e uma série de potências 
00 
I: a,(z- a)' tais que B,(a) C A e f(z) = l:a,(z- a)' para z E E,( a). Diz-se f é 
k=O 
analítica em A se f for analítica em cada ponto de A. 
3.2 EXEMPLOS: 
00 
(1) Por 2.7 é claro que a soma de uma série de potências I:>l:k(z- a)k é uma função 
k=O 
analítica no círculo de convergência dessa série. 
(2) Um polinômio de grau n, isto é: uma função 
P:Jl{ ~ II< 
n 
z ~----+ P( z) = L:Ukzk, 
k=O 
é uma função analítica em Jl{. 
(3) Vamos tomar f: A---+ JI( analítica em A e g : B -r 1K analítica em B, com A e 
B abertos e f(A) C E. O fato de g o f ser analítica em A é consequência de 2.5 
aplicado localmente. 
(4) f(z) = -1- é analítica em B1 (0) pois f(z) =I>' para todo z E 131(0). 
1- Z k=O 
(5) f(z) =~i: ana.lítica em][(\ {0}. De fato: 
z 
1 1 1 1 1""' k(z-a)' a+(z-a)=;;·l+~=~t;(-l) -a-z 
N (-i}' k L ----,::;r(z- a) (\1 z E Biol(a),a I 0). 
ko=o a 
1 (6) Se f é analítica em A
1
c ][(então f é analítica em A\f-1({0}). Isto segue da 
composição de f com - e por (3). Em particular se P é um polinômio de grau n, 
z 
então ;; é analítica em ]f{\ P-1 ( {O}). 
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(7) Se f e g são analíticas em A então f+ g, f- g, f· g são analíticas em A. 
Basta aplicar os resultados correspondentes de séries de potências. 
(8) Se f e g são analíticas em A e g #O em A então [_ é analítica em A \g-1 ( {O}). Isto 
g p 
por (7) e (6). Em particular funções racionais da forma Q' com P, Q polinômios, 
Q #O, são analíticas em][{\ Q-1 ( {O}). 
(R) 3.3 DEFINIÇÃO: Se f :A~ ][{for dada, diz-se que f é derivável no ponto a E A 
se limf(a + hl- f( a)= J'(a) existe. Neste caso f'(a) é chamado derivada de f em a. 
h~o 
= 
3.4 PROPOSIÇÃO: Se f é soma de uma série de potências I:ak(z- a)k em E,.( a), 
k=O 
r> O então f é derivável em Br(a) (f(a) existe para z E Br(a)) e 
= 
f'(z) = l,)o,(z- a)'-1 (1/z E E,( a)). 
k=1 
DEMONSTRAÇÃO: Fixemos z E B,(a) e seja h> O, h< T- I z- a 1. Para I h I< ó 
temos 
f(z +h)= E, a,(z- a+ h)'= E a, tu G) (z- a)k-i hi 
(1) é absol1.1tamente convergente pois: 
(1) 
uma vez que I z- a I + j h 1<1 z- a I+ 7' - I z- a ]=r e o raio ele convergência da 
série é maior ou igual a r. Logo podemos somar (1) da seguinte maneira 
f.( I ) ~ ( )' [~, ( )' 1]/ [~ k( k - 1) ( )'-']h' z + ~ = 6 ak z- a + 6~ak z- a - 1. + 6 2 Ctk z- a + · · · · · · k=O k=O k=O 
e obter, 
.f(z +h)- f(z) = .fl(z)h + fz(z)h2 + · · · · · · 
onde 
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Então: 
,_f('--z--'+_h7)_-_óf_,_(z_,_) = f,(z) + J,(z)h + ...... h 
A série do lado direito pode ser pensada como uma série de potências de h em B 6(0) 
convergindo aí absoluta e pontualmente pelos resultados anteriores. Logo sua função 
soma g( h) é contínua em O e podemos escrever: 
J,(z) = g(O) = limg(h) = lim f(z +h)- f(z) = f'(z). 
h--+0 h--+0 h 
D 
00 
3.5 CONSEQUÊNCIA: Se f(z) é a soma de uma série de potências I:ok(z- a)k em 
k=O 
B,.(a),r >O, então as derivadas J(n)(z) para n E IN existem em B,.(a) e são funções 
analíticas em E,.( a). 
Basta notar em 3.4 que f'(z) é analítica em E,.( a) e é a soma de urna série de 
potências ao redor de a em E,.( a). 
Note que j(n)(z) pode ser obtida formalmente derivando a série de potências n vezes 
termo a termo. 
3.6 OBSERVAÇÃO: Nas condições de 3.5 podemos escrever 
oo J('l(a) , 
f(z) = fo k! (z- a) 
Basta. notar que: f(a) = o.0,f'(a) = o. 1 , · · · J(k)(a) = k:! ak, · · ·. Portanto funções somas 
de séries de potências são representadas por suas séTies de Taylor ao redor ele a em E.,.( a). 
Podemos então enunciar: 
3.7 TEOREMA: Se f é analítica em A, então f é infinitamente derivável em A e é 
representada por sua série de Taylor ao redor de a numa bola B,.(a) C A. 
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Isto segue dos resultados anteriores aplicados a cada a E A. o 
00 
3.8 PROPOSIÇÃO: Seja g(z) a soma da série de potências ~a,(z- a)' em B,(a), r > 
k=O 
O. Tome a série de potências (que tem o mesmo raio de convergência que a primeira série) 
oo a ~ ~k ' (z- aJ'H Ela define uma função analítica f(z) em B,(a) tal que f'(z) = g(z) 
k=O + 1 
para todo z E B .. (a). 
3.9 OBSERVAÇÃO: Veja que ao contrário do Teorema 3.7, aqui não podemos ainda 
passar do resultado local para o global. Isto é, dada g analítica no aberto A, não sabemos 
ainda achar f analítica em A tal que J'(z) = g(z) para todo z E A. O que 3.8 fornece é o 
seguinte: para todo a E A, existe fa(z) analítica em Br(a) C A tal que J~(z) = g(z) para 
todo z E B,(a). 
I. EXERCÍCIOS RESOLVIDOS 
1. Se h analítica em um disco Br(O), r > 1, satisfaz à relação 
2h(2z) = h(z) + h(z + D (i) 
1 -
com z, z + 2,2z pertencendo a Br(O), entao h= constante. 
SOLUÇÃO. De (i) segue que 4h'(2z) = h'(z) + h'(z + ~)- Escolha 1 < t < ,., 
seja AI = n~1.x I h'(z) I e note que -
2
1 
z, !z + -
2
1 
pertencem a Bt(O) se z E B1(0). 
zEB,(ü) 2 
I 
Aplicamos a identidade a h' com 2z ern lugar dez e obtemos 
Il)aX l4h'(z) I = 4NJ :S: 2M 
zEB1(0) 
Portanto h'= O e h= constante (mostre isto!). 
e M=O. 
2. Seja g : S1(0) = {z E i!7; I z I= I} C il7 ...., il7 contínua e defina h(z) = 
1 1'' g( e") oo 
- • .
0
dB para z E B 1(0). Mostre que h(z) = ~a,z' para z E B1(0) 211 o 1 - ze 1 k=O 
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• 1 00 
SOLUÇAO. Sabemos que .,---=--,oo.0 = Lzke-ikB para I ze-ie \=I z I< 1. Portanto 1- ze k=O 
temos: 
1 la'' g( é') 
- . dO 21r o 1 - ze-tfl 
00 1 la'' Daí segue que h(z) = z=;akzk para I z I< 1, com ak = -. g(ei0)e-'"8dO. 
k=D 27rz o 
Logo h 
é analítica em B1(0). 
3. Se f é analítica em BR(D) e f(re") = P(r,O) + iQ(r,O),O < r < R, prove 
que os coeficientes an f(n)(O) satifazem an = - 1- rJr P(1'.0)e-ined8 = 
nl 1fTnJo 
00 
SOLUÇÃO. Sendo an = <>n + if3n, temos f(z) = l::(an + if3n)zn. Logo 
n=:O 
00 
(i) ao+ L(an cos nO- fin sen nO)rn. 
n=l 
00 
(i i) Q(r, O) f3o + L (f3n co.~ nO - 0:11 se.n nO}r". 
n=l 
Tomando P(p, O)cos mO e integrando sobre [0, 27f] para p fixo, O < p < R, te-
mos 121r P(p, O)cos mO d() = a.mpm lzrr cos2 m8 dO. Desta relação tem-se no = 
_1_ f'' P(p,O)dO e <>m = - 1- f'n P(p,O)cos mO d8. 
27r lo 1f pm Jo 
1 1'' Tomando P(p,O)sen mO temos f3m = --- P(p,O)sen mO dO,m?:: O. 
7rpm O 
Logo: 
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1 1'' 1 1'" - P(p, O)cos mO dO - - P(p, O)sen mO de ~pm O ~pm O 
1 1'" - P(p, e)[cos me- i sen mB]dO 
1rpm O 
para todo m E JN0 • 
Fazendo a mesma operação para Q(p, B) obtemos o resultado do exercício. 
4. Se f é analítica em B1 (0),f(O) = 1 e Re(f(z)) >O em B1(0), prove que] an ]~ 2 
Jlni(O) 
para todo n E IN0 , com an = ! . 
n. 
00 
SOLUÇÃO. Pelo exercício (3) sabemos P(p,e) =<>o+ Í::(<>n cos nB-f3n sen nB)pn 
=1 
e am = -
1
- r7r P(p,B)e-imOao. Desta última relação temos I am ]s; - 1- f'" 
1rpmJo 1rpmJo 
I P(p, e) I de. Como P(p, O) > o é claro que 
< - 1- f'" P(p, e)dO 
r.pm Jo 
2 
pois o:o = 1. Logo I O.m b - para todo O < p < r. Quando p tende a 1 têm-se 
P'" I Um ]::; 2 para todo m E Ii'lo. 
5. Sob as mesmas condições de ( 4) prove que 
1- I z I <i f(z) i< 1+ I z I_ 
l+]z]- -1-]z] 
00 
SOLUÇÃO. Temos .f(z) = I::anz". Como a0 =I e] an ]~ 2 para todo n E !No, 
segue 
27 
00 
n 2lzl l+lzl I f(z) IS 1+ 2?; I z I = 1+ 1- I z I = 1- I z I' (i) 
Tomemos g(z) = ftz) analítica em B1(0). Além disso g(O) = 1 e Re(g(z)) >O. Por 
(i) lemos I g(z) IS 1+ \ z \ e dai 
1- z 
1- I z I 1 I f( ) I (ii) 
1+ I z I s I g(z) I = z . 
De (i) e (ii) temos o resultado do exercício. 
00 00 
6. Seja f(z) = Lanzn em B,(O) e I ar I> Ln I an I r"-l 
n=O n=2 
Mostre que f é injetora em Br(D). 
SOLUÇÃO. Se f(z) =ao+ a1z, com a1 =/;O, ela é injetora e satisfaz às condições 
do problema. Para o caso geral de f(z) vamos supor f(z 1) = f(zz) e z1 fc zz. Logo 
00 
I:an(z~- z~) = a1(zt- zz) + a2(zi- z~) + as(z{- zi) + ······=O 
n=l 
Como Z1 i- Zz temos a1 = -[az(zt + zz) + a3(zf + z1zz + zD + · · · · ·-J. l<~ntão 
00 
I a1 I~ 2 I az !1· + 3 I a3 I r2 t · · · = L:nrn-l I a11 I e isso contradiz a hipótese. Logo 
n=2 
00 
7. Dado f(z) = LanZ11 analítica em BR(O) sejam 
n=O 
00 
M 1(r;f) =L I an I r" 
n=O 
e M(r; f)= sup I f(z) I. 
izl=-r 
r+ó (a) Mostre que, para O S r< r+ 8 < R, M(r; f) S Mr(r; f) S - 8-M(r + 8; f). 
1 l'" ., 00 2 (b) Sendo [M,(r·; f)]' = - I f(re' ) I' dO, mostre que L I a, I r 2" = 
27f O n=O 
[M2 (r; !)[2 , para OS r< R. 
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(c) Use a desigualdade de Cauchy-Schwarz para mostrar que 
8(2r + 8) 
r+ 8 M1(r; f) ô', M2(r + 8; f) ô', M(r, 8; f). 
(d) Mostre que lim [M1(r; f")]11n = lim [M2(r; j")]11n = M(r;.f). n--+oo n__,.oo 
Para isto use (a), (c), M(r; f") = [M(r; J)]n e a continuidade de M(r; f) como 
função de r. 
SOLUÇAO. 
(a) É claro que M(r; f) ::; M1 (ri f). Basta mostrar a desigualdade oposta. Como 
00 n I f(z) I M(rH,J) /(r+ 8) = 2:an(r + ó) e I an lô', sup ( 8)" = ( 8)n n=O lzl=r+<'i T + r + 
(justifique), temos rn I an lô', (r :"ó)n M(r + ó; f). Logo 
oo 00 ( r )n (r+ó) M1(r; f)= 2: I an I r" ô', M(r + 8; .f)2: ~ = - 8- M(r + 8; !). 
n=O n=O + 
n n 
(b) Se f,(z) = í::>kzk, para z = ré8 ,0::; r< R temos fn(re'8) = Lakrkeike. 
k=O k=O 
n 
Como .fn(rei8) = L)rkrke-ike obtemos l1. seguinte relação: 
k=O 
{'' n Jo . l.fn(re") 12 dO= 2r. 2: I an I' ,.zn 
O k=O 
(i) 
para O< r< R. A seqüência {fn(z)}~=l é formada por funções contínuas e é 
uniformemente convergente na circunferência I z I= p < R. Portanto é poRsível 
passar ao limite dentro da integral. De (i) temos: 
12n . lim I fn(>·e' 0 ) I' dO = n---->co 0 l2n lim I fn(re") I' dO = 0 n---->oo 
r'n 00 Jc I f(re") I' dO= 2r. 2: I a,. I' r· 2". 
O k:=O 
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Pela desigualdade de Cauchy-Schwarz temos: 
[ 1 ]1/2 
< M,(r + 6; f) 1 _ (-" )' , c+5 
J6(2r + 6) 
r+ 6 Mr(r; f) S M,(r + 6; f). 
1 r1f ·e 
Como [M,(r + 6; !)]' = 2x lo I f(r + 6)e' I' de, é evidente que 
M,(r + 6; f) S M(r + 6; f). 
De (i) e (ii) temos o resultado pedido. 
(d) É claro que M(r; f")= M(r; !)". 
De (c) temos: 
De (a) temos: 
M(r; f) S lim [Mr(r;.f"Wfn S M(r + ó; f). 
n-oo 
(i) 
(i i) 
(i) 
(i i) 
Além disso M(1·; f) é contínua como função de r. Quando b ~O em (ii) temos: 
Iim [Mr(r; rW'" = M(r; f). 
n-oo 
Para r= 1·"'- 6, b > O temos: O <r"' - 5 <r* < R, e vale a relação 
,jb(?r•- 6) + 6) 
- M (r' - fr f") < M (r'· f") 
r"' - b + b 1 ' - 2 ' ' 
Quando n -+ oo temos: 
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M(r•- ó;f")::; Iim (M,(r•; rW1". 
n-~ 
( iii) 
Pela continuidade de Atf(r; f) como função de r, fazendo b--+ O em (iii) temos 
M(r•; f")::; lim (M,(r•; !"))1/". 
n-oo 
( ív) 
De (i v) e (i) obtemos o resultado. 
~ 
8. Se J(z) = L:an(z- ct em Ba(c) e existe m E JN0 e r E IR com O < r < s e 
n=O 
] am I rm = M(r), então necessariamente J(z) = am(z- c)m. 
SOLUÇÃO. Sabemos pelo exercício (7), parte (b), a relação 
I i'" ~ 
- I f( c+ ré') I' dO~ I; I"" I' r'". 
2r. O n=O 
00 00 
Daí L I an ]2 r 2"'..:; [Af(r)] 2 =Iam ]2 r 2m. Portanto teremos L I an ]2 r 2"' :SOque 
n=O 
implica an ~O V n # m. Logo /(z) ~ am(z- c)m 
9. Mostre que se f é analítica no ponto z, não se pode ter ].f("'l(z) I> n!n"' para todo 
n E IN. 
SOLUÇÃO. Como f é analítica em z temos an = f"'(,z) e f(w) = f:an(w- zt 
n. n=O 
para w numa vizinhança dez. Além disso lim I an ]11"'< +oo. Vamos supor que a 
n-oo 
relação indicada fosse verdadeira. Então teríamos I n!an I> n!nn e I an I> nn para 
todo n E l'V. Logo lim I an II/n= +oo, o que contradiria a analiticidade de f no 
n-oo 
ponto z. 
II. EXERCÍCIOS PROPOSTOS 
1. Seja G um aberto conexo e defina G* = {z : z E G}. Se f: G-+ IT' é analítica 
prove que f*: G*-+ G, definida por f*(z) = f(z), é analítica. 
z" 
2. Seja f analítica em BR(O) e Sn(z) ~f( O)+ zf'(O) +···+I f(")(O). 
n. 
I h (c"+l z"+l) Mostre que Sn(z) ~ -. /(c) ( ) de, para I z I< r< R. 2n S,(O) ê- Z en+1 
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3. Se f é analítica em Br(O) e Rn é o resto da série de Taylor de f na origem, 
i. e: Rn(z) = f(z)- f(O)- zf'(O)- · ··- z~f(ni(O), mostre que Rn(z) = 
n. 
zn+ll f(e) 
-. +'( )de para 1 z I< r< R. 27r~ Sr(O)ên é- Z 
4. A função j(z) = u(z,y) + iv(z,y) é analítica no ponto zo = x0 + iy0 e f(za) = c0 • 
( z+zo z-z) Mostre que f(z) = 2u 2 ~~ -Co. 
( z + z0 z- Z0 ) 5. Sob as condições do problema (4), mostre que f(z) = 2iv 2 , Zi +Co· 
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§ 4. CONJUNTOS DETERMINANTES DE ANALI-
TICIDADE 
O seguinte resultado, justifica a introdução dos chamados conjuntos determinantes 
de analiticidade. (Vide Definição 4.2). 
4.1 TEOREMA: Se f e g são analíticas num aberto conexo A de IK e BC A tem pelo 
menos um ponto de acumulação pertencente a A, então f = g em B implica f = g em A. 
DEMONSTRAÇÃO: Seja C o interior do conjunto 
D ~ {z E A; h(z) ~ f(z)- g(z) ~ 0}. 
Estamos supondo f= g em B, logo D:) B f- c/>. Seja a um ponto de acumulação de B. 
Pela continuidade de h em a, temos que O = h( a) = lim h(bn), bn E B e assim a E D. 
n-oo 
Sabemos que existe r> O tal que Br(a) C A e 
00 
h(z) ~ L<>k(z- a)k (V z E B,(a)) 
k=O 
pois h é analítica em a. Note que a 0 ~ h(a) ~O. Para todo p > O, H,(a) n (B \ {a)) i"~. 
Logo para cada p >O existe bP E BP(a) n B, bp #-a com h(bp) =O. Por 1.16 devemos ter 
Dk =O para todo k E JN0 . Logo h(z) =O para todo z E B,.(a), a E C. Assim C f.~. 
Vamos mostrar que a aderência do C em A é C. Isto implicará que C = A pois será 
aberto e fechado em A conexo. Daí o resultado do teorema estará proYado. Seja b na 
aderência de C, b E A. Com o mesmo raciocínio que foi feito acima, com B substituído 
por C e a por b, mostra-se que existe T > O tal que Br(b) C A e h(z) = O para todo 
z E Br(b), ou seja, b E C. D 
4.2 DEFINIÇÃO: Um subconjunto B de um aberto conexo A de ]f( é dito ser (leter-
minante âe analihcidadc em A se funções analíticas em A, iguais em B, sào iguais em A. 
De 4.1 segue BC A, 13 com ponto de acumulação pertencente a A, é determinante 
de analiticidade em A. 
Vamos reformular 4.1 do seguinte modo. 
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4.3 TEOREMA: Se h é uma função analítica num aberto conexo A C IK, h =f:. O em A. 
Então h-1({0}) = {z E A; h(z) =O} não tem ponto de acumulação pertencente a A. 
Notemos que: 
(i) 4.1:::::} 4.3: Se h-1 ({0}) tivesse ponto de acumulação em A teríamos h= O em A. 
Mas h# O em A. 
(ii) 4.3 "'"4.1: Seja h= f- g,f # g, com f e g analíticas em A. Logo h# O em A 
e BC h-1({0}) = {z E A;h(z) =O} e este não tem ponto de acumulação em A. 
Assim B não tem ponto de acumulação em A. 
O Teorema 4.3 é também conhecido pelo nome de Princípio dos Zeros Isolados para 
Funções Analíticas. Note que se a é tal que h( a):::::: O e h =f:. O, então a não pode ser ponto 
de acumulação de h-1( {O}) e portanto existe r> O tal que (E,( a)\ {O}) n h-1 ( {O}) = 1. 
Isto é: h(z)#O se I z-a I< r e z#a. 
4.4 NOVOS EXEMPLOS DE FUNÇÕES ANALÍTICAS 
(1) Sabemos que: 
oo n 
X 'C' X 
e = L...t-
n-onl 
(Vx E JR). 
Logo e'" é analítica em IR. Consideremos a série de potências em <V: 
que tem raio de convergência +oo pois lim ,.fl, =O. Então essa série define uma função 
n-->co V ;J 
analítica em {[7 que coincide com a função exponencial em IR. Vamos denotaT a soma 
dessa série por e". 
(a) Vale a propriedade e"'+w = e" · eu1 para todo z, w E a.:'. 
Fixamos w E {[7. Vamos tomar as funções g(z) = ez+w e h(z) = ez · ew para z E {[7 que 
são analíticas em {[7. Se w E IR temos g(x) = ex+w =e"'· ew = h(x) para x E IR. Por 4.1 
segue que g(z) = h(z) para todo z E a:'. Logo e"+w::::: e"· ew se z E ([/e w E fR c, em 
particular, ca+ió = eib+a = eib . ea para todo a, b E JR. Fixado tu ::::: ib com b E JR, temos 
.Q(x) =ex+;;= e'· é'= h(") para todo x E JR. Logo g(z) = h(z) para todo z E d:, 
ou seja, e"'+ib = e" · éb para todos z E ([7 e b E IR. Se w = ft + iv e z = x + iy temos 
ez+w = e~<+x+i(v+y) = ex. eiy . e". eiv =e" . ew. 
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(b) eix = e-ix para todo x E IR. 
eíx = 1. I:n ( ix )' 1" I:n (íx)' tm --= un --
n-+oo k! n-+oo k! k=O • k=O • 
. 
n (-ix)' 
1 '"""' -ix n~L... k! =e 
k=O • 
(c) I c'' I= 1 para todo x E IR. 
Isto segue de I eix 12= e'x · eix = e'x · e-ix = e0 = 1 
(d) éx = cos X +i sen x para x E IR. 
(e) z=a+ib'*le'l=e". 
De fato: ez = ea+ib e11 • eib e"(cos b +i sen b) e I e' I= [(e" cos b)2 + 
(e" sen b)'J''' =e". 
(f) A derivada de e é ez pois 
d co kzk-1 oo zl 
d' e' = I: -k1 = I: 'I = c' 
- k=1 • l::oO -t.. 
(g) ez não é injetora em ([:'. 
Notemos que 
ea+ib ea(cos b +i sen b) 
e"(cos(b+2kK)+i scn(b+2kK)) 
ea+i(b+2k:r.-) (\fk E íZ). 
(2) Definição da função Rn z. 
Se k E ;z, seja F>= {a+ i(3;a E IR,(3 E](2k- l)x, (2k + l)JCI}. Notemos que e' é 
injetora sobre cada Fk. Se z E F0 temos 
cz = ea(cos b +i senb) onde a E IR e b E]- 71 1 71[. 
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'Y 
X 
!\'o te que a:· = {z E (!;; z #o, z =I z I é'; e E] -JC, lf[} é a imagem de Fo por e'. A função 
Argumento Principal de z está definida por 
arg: a;• --+ j-JC,lf[ 
z ""' arg(z) =e 
onde e é o único elemento de]- 7r,7r[ tal que z =I z I (cos ()+i senO). Definimos fn z 
como a função inversa de ez restrita a F0 . Assim fn está definida em C"' e toma valores em 
JiQ. Podemos escrever fn z em função de z para z E <L'"' na forma fn z = fn I z I +i arg z. 
Uma consequência dessa representação é que: Rn(wz)- en w- fn z pode ser zero, -2Jri 
ou 21l"i. O leitor pode provar que se 
zoE c:L'*,z E([:'* e 1:
0
-11 <I~ I' com O< p <I zo I, 
- ( z) z entao Br(zo) C{[:'* e fn z = fn z0 ·- = Cn z0 + Rn-. 
zo zo 
(a) en é uma função analítica em (1;'*. 
Primeiro vamos mostrar que Rn x pensada como aplicação de IR+ em IR é analítica em 
]0, 2[. Consideremos 
=(-J)k+l k 
g(x) =L; ! (x -1) . 
k=1 ' 
Então temos g é analítica em B 1(1) =]0, 2[ pois o raio de convergência dessa tiérie é igual 
a 1. Logo, para:~.: E]O, 2L temos 
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Pelo cálculo diferencial sabemos então que g( x) = Cn x para x E], O, 2[. Agora, conside-
rando a série de potências: 
f(z) =f; l-I)' (z -1)' 
k=l k 
cujo círculo de convergência é B1(1) C ([;',vemos que f(x) = g(x) para x E]0,2[. Como 
ef(z) e z coincidem para z E]O, 2[ e são analíticas em B1 (1) C a7, segue que são iguais em 
B1 (1) por 4.1. Pela unicidade de função inversa de ez obtemos: f(z) ::::: fn z ::::: fn I z I 
+i arg(z) se z E B1(1). Logo Cn z é analítica em B1 (1). Dado z0 E ([;'*seja p >O tal 
que p <I zo I e Bp(z0 ) C([;'*. Então, como vimos em (2), 
Rn z = Rn (zo_:_) ::::: Cn z0 + Rn_:__ 
zo z0 
para I z - 11 < -1 p I (que é equivalente a I z- z0 I< p). Assim basta mostrar que fn_:_ Zo zo zo 
é função analítica para z E Bp(z0 ). Como vimos acima 
f (-1)' (-=- -1)' 
k=t k zo 
00 (-1)' k I;~-(z -zo) 
k=t kzg 
para I z - z0 I< p, uma vez que O < p <I Zo I· 
( 4) Os D·iversos Ramos do Logar-itmo 
D 
A restrição de ez a cada Fk é injetora sobre Fk e tem imagem <L'*. A função in-
versa correspondente será denotada por Rr~(k) e chamada mmo k do logaritmo (nat11raf}. 
Podemos ainda considerar a função chamada k-argumento dada por: 
ary(k): d:'~J(2k-1)r.,(2k+l)r,[ 
que a cada z associa o 1Ínico O E](2k - 1 }ir, (2k + 1)1r[ tal que z :::::1 z I e;8 = 
I z I (coB e+ 1: scn e). Como no caso k = o, que fizemos em (2) e (3), temo.<; 
Rn(k)(z) = Rn I z I +i arg(k)(z) definindo uma função analítica em a7*'. 
Fixado t E]O, 27r[, podemos considerar os conjuntos: 
F(t,k) = {a + i fi; a E IR e (3 E]t + (2k - I),.-, t + (2k + 1 )1r[} 
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com k E tz. A função ez restrita a F(t,k) é injetora e tem imagem igual a 
a::;= {z E ([!;z # O,z =I z I e",e E]t- ~,t+~ll 
y 
,.,. 
t-1< 
O ramo (t, k) do logaritmo Rn(t,k)(z) é definido como a função inversa de ez restrito a 
F(t, k). Podemos também considerar a função (t, k)- argumento 
arg(t,k) : a::; ~Jt + (2k- !)~, t + (2k + 1 )~[ 
que a cada z associa o único fJ E]t + (2k - l)11, t + (2k + l)11[ tal que z =I z I 
ée =I z I (cos fJ + i sen 0). Neste caso, como nos anteriores, podemos escrever 
ln(t,k)(z) = fn I z I +arg(t,k)(z) e obter uma função analítica em d-';. 
(5) Funções Trigonométricas em d,' 
Podern,os considerar as funções analíticas em (}7 dadas por 
g(z) = 
h(z) = 
~1( k2k 
6;(2k)! -1) z 
f:: 1 {-l)'z"+' k~0 (2k + 1) 1 
que coincidem respectivamente com as funções cos x e sen x para z = x E JR. Por isso 
é natural escrever para z E d-', g(z) = cos z e sen z = h(z). As seguintes propriedades 
dessas funções seguem facilmente das definições acima 
(a) cos' z -sen z e ser/ z = cos z {Vz E a:) 
(b) co' z 
eiz + e-iz eiz - e-iz 
(\fz E ([!). e sen z = 
2 2i 
Obviamente as outras funções trigonométricas podem ser definidas a partir destas na 
maneira usual. O leitor é convidado a determinar os subconjuntos de d7 onde tais funções 
são analíticas. 
38 
4.5 OBSERVAÇAO: 
( 1) Quando for fazer operações com logarítmos, o leitor deve levar em conta os seus 
domínios de definição. Convidamos o leitor a descobrir o erro da afirmação: 
fn( -z) = fnz para todo z #- O. Para isso considere a seguinte cadeia de igual-
dades: 
(i) Rn( -z)2 = Rnz2 
(iii) 2Rn{ -z) = 2Rnz 
(ii) Rn(-z) +Rn(-z) = Rnz +lnz 
(iv) Rn(-z) = Rnz. 
oo zn eiz + e-iz 
(2) A partir de ez = ?;-n! e cos z = ::_...:,;
2
c:...-
eiz _ e-iz 
, .sen z = "--c2:c;"--, são deduzidas 
as propriedades fundamentais das funções trigonométricas sem recorrer à noção 
geométrica de ângulo. 
Existem outras colocações não geométricas para estas funções. Os seguintes artigos estão 
relacionados com estes temas: o de W.F. Eberlein (Amer. Math. Monthly, vol. 74, 1967, 
páginas 1223-1225) e de G.B. Robinson (Math. Mag., vol. 41, 1968, páginas 66-70). 
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§ 5. TEOREMA DO MÓDULO MÁXIMO 
A partir deste paragráfo vamos trabalhar com funções complexas definidas em sub-
conjuntos de (['. 
00 
5.1 TEOREMA: Seja f(z) a função soma de uma série de potências z=;ak(z- a)k em 
b=O 
seu círculo de convergência B,(a),r >O. Se para algum p E]O,r·[ tem-se I f(z) I:SI f( a) I 
para todo z E BP(a), então ak =O para todo k E IN e f é constante em Br(a). 
DEMONSTRAÇÃO: Se f( a)= O, f se anula em BP(a). O princípio dos zeros isolados 
implica que f se anula em Br(a). 
Seja f( a)= a 0 i- O. Se para algum n E J!{,an #O, podemos determinar o menor 
n 2: 1 com essa propriedade e indicamos esse número natural por m. Temos 
para todo z E Br(a). Notemos que 
00 
g(z) = L CYk (z- a)k-m 
k==m+l O:o 
define g analítica em B,.(a) com g(a) =O. Pela continuidade de gema existe[; E)O, p[ tal 
( ) I fim I - l "m -" 1 1 ., que: I g z 1:::; --para todo z E Bs(a onde f3m =- 1 O. Logo f3m = fim e' m para 2 o 0 
- ·!!.w. 
algum {)mE IR. Seja z0 E Bs(a) tal que zo-a= 6c' m. Então podemos escrever: 
Logo, 
.f(zo) <Yo[l + flmlre·"m + b'"e·"mg(zo)] 
ao[l + bm I fim I +bme-i0mg(zo)]. 
I f(zo) I > I <>o I [(! Hm I f3m 1)- 6m I g(zo) IJ 
> I ao I [!+om I f3m l-6ml fl
2
m 1] 
> I CYo I [I + o; I fim 1] >I "o I 
o que contradiz a hipótese. Portanto a, = O para todo n 2:: 1. 
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o 
5.2 EXEMPLO: O resultado 5.1 não vale para o caso Jl{ =IR. 
h(x) -,----1-;, ~ f(-1)'x" 
l+x k=O 
e 
h(x) S 1 ~h( O) ('ix E ]-1, 1[). 
5.3 TEOREMA DO MÓDULO MÁXIMO: Seja f : A c a:: -+ a:: analítica em A 
e não constante em qualquer componente conexa de A. Dado ]( C A, K compacto, o 
conjunto dos pontos z E !{tais que sup I f(t) 1~1 f(z) I é um subconjunto da fronteira 
tEK 
de K. 
DEMONSTRAÇÃO: Vamos supor que exista z0 
]{ para algum D > O e além disso I f(zo) 
E 
I~ 
[{ tal que B;(z0 ) 
I f(t) I 
c 
To-
mando D diminuido se necessário, 
sup 
<eK 
podemos achar uma série de potências 
00 
I;cr,(z- zo)' tal que f(z) é a soma dessa série em B;(zo). Como I f(z) ISI f(zo) I 
k=O 
para todo z E Bs(z0 ), segue de 5.1 que O:k =O para k 2: 1. Logo f é constante em Bo(z0 ) 
e, pelo Teorema 4.1, temos que f é constante na componente conexa de A que contém 
Bo(ZQ), o que contradiz a hipótese. O 
5.4 LEMA DE SCHWARZ I: Seja f uma função analítica em BR(O) C d;' com 
M f(O) ~ O, I f(z) IS M para todo z E BR(O). Então I f(z) IS R I z I para cada 
z E Bn(O). A igualdade ocorre em algum ponto da bola diferente de zero somente quando 
M f(z) for da forma f(z) ~ cz com c E a:: e I c 1~ -. R 
DEMONSTRAÇÃO: Definamos: 
{ 
.f(z) se z oJ O,z E BH(O) g(z) ~ -z-
.f'(O) se z ~O 
c notemos que g é analítica em Bn(O) \ {0}. Como f é analítica em Bn(O) temos: f(z) = 
00 
l..:Cxkzk 7 para todo z E BR(O), algum r E]O, R[. Desde qne no = f(O) =O, temos: 
k=O 
f( ) 00 g(z) ~ _z_ ~ I;a,zk-J para z oJ O, z E BR(O). 
z k=1 
Uma vez que a 1 = f'(O), obtemos g analítica também em zero. Por 5.3 segue que: 
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M 
sup \ g(z) \<:: -8 lzl$5 
para cada 6 E]O, R[. Note que se O < S < 61 <R então: 
M 
sup \ g(z) \<:: sup \ g(z) \<:: T· 
jzj~S lzl:$51 1 
Fazendo 61 tender a R obtemos 
e daí 
M 
sup \ g(z) \<::-R 
lz19 
I g(z) I= I {~z~ I <:: ~ 
para cada z i- O, z E Bn(O). Isto implica que 
M I f(z) i<:: R I z I (\1 z E BR(O)). 
Se 
\ f(z) \ M 
·1 z \ =\ g(z) \=R para algum z E BR(O), z oJ O, 
por 5.3 segue que g é constante em Bn(O) e daí f(z) = cz para z E Bn(O), corn I c I= M. 
o R 
5.5 LEMA DE SCHWARZ II: Seja f uma função analítica em BR(O) com 
R> O, zoE BR(O), f(zo) = w0 E EM( O) e\ f(z) \<:: M para todo z E BR(O). Então 
I M(.f(z) - wo) I < I R(z- z
0 ) I 
1112 ~w0 ·f(z)- R 2 -zoz' 
para todo z E HR(O). 
Para demonstrar 5.5 usaremos o seguinte fato: se R > O e z0 E BR(O), T(z) = 
R
2
(z- zo) é uma função analítica em(['\{~'}, se zo =J O (em (L', se zo =O) tal que 
R --~o· z zo 
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T(z0 ) =O. Além disso T é injetora e I T(z) IS: 1 se e só se I z I< R. 
DEMONSTRAÇÃO: Seja 
Usamos o fato acima para achar 
T(z)= R(z-z0 ). 
R2 -zo·z 
S(w) = M(w- w0 ) 
M 2 -wo·w 
tal que S(w0 ) =O e I S(w) IS: 1 '*I w IS: M. Então S o f o T-1 satisfaz as condições do 
Lema de Schwarz I e obtemos: 
I Sofor'(Ç) IS:IÇ I (VIÇ IS: 1) 
]'vias isto equivale a: 
I (S o fl(z) IS:I T(z) I (V I z IS: R) 
que é a nossa tese. o 
I. EXERCÍCIOS RESOLVIDOS 
1. Se f é analítica e não constante num domínio D, mostre que \ f I não pode ter um 
mínimo local em z0 E D (exceto se f(z0 ) = 0). 
SOLUÇÃO. Se f(zo) ;f O, existe r> O suficientemente pequeno tal que f(z) ;f O 
para todo z E B,.(z0 ). Seja g(z) = f/z)'z E B,.(zo), que é analítica em B,.(z0 ) c 
I g(zo) I= I f(~o) I > I ftz) I para todo z E B,(z0 ). Logo como z0 é um ponto de 
máximo para a função g(z) e z0 E fl,.(z0 ), então g(z) =constante em B,.(zo). Pelo 
princípio de unicidade f(z) =constante em D. 
2. Seja f f. constante, contínua em D limitado e analítica no aberto conexo D. Se 
I f I é constante na fronteira de D, então f tem ao menos um zero no interior de JJ. 
SOLUÇÃO. Se nã.o valer a afirmação, o módulo I f \ não pode ter máximo nem 
mínimo nos pontos interiores de D. Sendo f uma função contínua no domínio D, 
o módulo I f \ atinge seu valor máximo e mínimo nos pontos da fronteira de D. 
Mas nestes pontos f é constante. Portanto \f\= constante no domínio D, o que é 
impossível pois f =F constante. 
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3. Seja f analítica e não constante num domínio limitado D, com I f I tendo uma 
extensão contínua em D. Se f(z) #O em De m = inf I f(z) I, M = sup I f(z) I, 
zEf,.D zEfrD 
mostre quem <I f(z) I< M em D. 
SOLUÇÃO. Sendo I f I contínua em D, ele tem que atingir seu máximo e seu 
mínimo na fronteira de D. Portanto m <I f(z) I< M para todo z E D. (Vide 2). 
4. Se f(z) = :Lanzn é analítica em B1 (0) e I f(z) I< M em Br(O), prove que 
n=O 
MIa, 1:0: M'- I ao 1'. 
- · lf(z)l SOLUÇAO. E claro que M < 1. Definamos a função g por g(z) = 
M [ f(z) - f(O) ]. Temos que g é analítica em B1(0) e satisfaz I g(z) I< 1 Vz E M'- f(z)f(O) -
B1(0) e g(O) = O. Então, pelo lema de Schwarz, I g(z) 1:0:1 z I Vz E B1 (0). 
Daí obtemos Mlf(z)- f(O)I :0:1 M 2 - J(z)f(O) 1- Quando z _, O tem-se 
z-0 
M I f'(O) I :O: M'- I ao I' i.e. MIa, I :O: M'- I ao I'· 
5. Seja w analítica em B1(0), satisfazendo I w(z) I< 1 Vz E B1(0) e w(O) =a> O. 
Prove que o conjunto de todos os valores tomados por w em B,.(O) esta contído em 
- a(1- r 2 ) r(l- a 2 ) 
Bp(zo) onde zo = (1- a2r2) e p = 1- a2r2. 
SOLUÇÃO. Seja <P(z) = w(z)(-) a . Portanto temos que <Pé anlítica em H1 (0), 1-wz·a 
satisfazendo I <P(z) 1:': 1 Vz E B1(0) e <P(O) =O. Então, pelo lema de Schwarz, 
I <P(z) 1:0:1 z I Vz E !3,(0), i.e. l 1 '.:(~(~)"al :0:1 z I, para z E B,(O). Logo 
I w(z)- a I:': r I I- w(z) ·a t, \fz E B,(O). Resolvendo a equação I w(z)- a I= 
a(l - r 2 ) r( I- a 2 ) 
r [1- w(z) ·a [obtemos z0 = l- 7'202 ,p = 1 _ a 2r 2 . Portanto w(z) E Bp(zo) 
para todo z E H,(O). 
fi. Se f é analítica em B1(0) e I f(z) I< I para todo z E H,(O), prove que lf(z) ~/(O) I SI 1- f(O)f(z) I 
- • J(z)-f(O) • SOLUÇAO. Definamos a funçao g(z) = . E claro que g é analítica 
I - f(O)f(z) 
em B1(0) satisfazendo : I g(z) I :O: 1 Vz E B,(O) e g(O) =O. Então, pelo lema de 
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Schwarz, I g(z) I si z I i.e.lf(z): /(O) I sl1- f(O)f(z) I· 
7. Se f(z) é analítica em Bt(O),f(a) = O com I a I< 1 e I f(z) ls 1 para todo 
z E B1(0), prove que I f(z) ls I z-" I para I z I< 1. 1- o:z 
SOLUÇÃO. Quando a= O, já é conhecido. Seja g(z) = !(t_-:J. Como 
I z-"' I < 1 para I z I< 1 e I o: I< 1, então é claro que g é analítica em B1(0) 1- o:z 
satisfazendo: I g(z) ls 1 'iz E B1(0) e g(O) = .f(a) = O. Pelo lema de Schwarz temos 
I g(z) I si z I 'iz E Bt(O) e daí temos I!("- z) I si z I, i.e. I f(z) ls I z- Q I 1-o:z 1-o:z 
para I z I< 1. 
8. Se existir, achar uma função analítica f : B1(0) -+ B1 (0) com!(~) = ~' e 
rG) = ~-
SOLUÇÃO. Pelo exercício (7) podemos tomar f(z) = z-" . Como!(~) = ~ 
1-o:z 2 4 2 (1) 2 temos a= 3(1 + 4a). Além disso f' Z = 3 o que fornece (2- a)'= 6(1- ao). 
11- .,;m 
Obtemos a= a= 
7 
e I a I= I a I< 1. Portanto tal f existe. 
9. Seja I .f(z) I< 1 para I z I< 1 analítica. Considere g : B1 (0) ~ B1(0) defi-
f(z)-a . lf(O)I-Izl 
nida por g(z) = 1 -af(z) onde a = f(O). Prove que 1+ I f(O) li z I <:I f(z) 1<: 
I f( O) I + I z I 
1-lf(ü)llzl' 
SOLUÇÃO. É fácil ver que g(z) é analítica em B1(0) .atisfazendo g(O) = O e 
I g(z) I< 1 'iz E B1(0). Então, pelo lema de Schw"·z, temos I g(z) 1<:1 z I i.e. 
I 
f(z) -a I 
· ) .:$I z 1. Fazendo operações obtemos o resultado. 1 - af(z 
li. EXERCÍCIOS PROPOSTOS 
1. Seja f analítica em Br(O) e pa.ra O ~ r < R definamos: A(r) = 
1\1ax{Re(f(z)) :I z I= r} Se f(z) não é constante, mostre que A( r·) é uma função 
de r estritamente crescente. 
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2. Sejam O< r< R e A= {z: r :SI z I:S R}. Mostre que existe um número positivo 
é> O tal que para cada polinômio p,sup{l p(z)- z-1 1: z E A} 2: €. Isto diz que 
z-1 não é limite uniforme de polinômios em A. 
3. Seja P um polinômio de grau n e I P(z) IS: M em B1(0). Mostre que I P(z) IS: 
M I z I" para todo I z 12: 1. 
4. Seja f uma função inteira e não constante. Para qualquer número real positivo c, 
mostre que a aderência de {z :1 f(z) I< c} é o conjunto {z :I f(z) IS: c}. 
5. Se f é analítica em I z I> 1, contínua em I z 12: 1 e tem um limite finito em z = oo, 
mostre que I f I atinge seu máximo num ponto de S1(0). 
6. Suponha que f: D-----+ ((;satisfaz Re(f(z)) 2: O para todo z E De que f é analítica. 
(i) Mostre que Re(f(z)) >O para todo z E D. 
(ii) Se f(O) = 1 então I j(z) IS: H: z:. 1- z 
7. Seja f analítica em D = {z :I z I< 1} e suponha que I f(z) IS: M para todo z E D. 
Se f(zk) =O para 1 S: k S: n, mostre que I f(z) IS: Mll I z- Zk I para I z I< l. 
k=l 1 - ZkZ 
8. Se Q é um polinômio de grau n com coeficientes complexos e I xQ( x) I :S J\1 para 
todo x E [-1, 1], mostre que I Q(z) IS: M(1 + J2)"+', z E Br (0). 
9. Se Q é um polinômio de grau n e I (z- >.)Q(z) IS: M, z E s,(O) (.\ constante, 
1 I À I= 1). Mostre que I Q(z) IS: 4(n+2)'M,z E B 1 (0). 
10. Existe uma função analitica f em B1(0) tal que I f(z) IS: 1 para I z I< 1, f( O)=~ 
3 • 
e f'(O) = ::(· Se assim for ache tal f. E única?. 
46 
§ 6. INTEGRAIS SOBRE CAMINHOS 
6.1 DEFINIÇÕES: Um caminho 1 em <r é uma função contílllla. 1 : [a; b] ---+ ([' com 
a i' b. Neste caso /(a) é origem e !(b) é a extremidade de/- Se !([a, b]) C A C <r diz-se 
que 1 é um caminho em A. Se !(a)= 1(b), 1 é um caminho fechado. Se i([a,b]) ={c} 
diz-se que 1 é um caminho fechado reduzido a um ponto. Dado um caminho 1 : [a, b] ---+ ([' 
o caminho/- : [a,b]--> <r onde /.(t) =/(a+ b- t) é chamado caminho oposto a/· 
Sejam: /I: [a,b]--> <P, /z: [b,c] __, <P caminhos tais que /I(b) = !z(b). O caminho 
dado por: /I v,,: [a, c]__, <r, onde /I v,,(t) = /I(t), setE [a,b] e /I v,,(t) = !z(t), 
setE [b,c] é chamado justaposição de /l e 12 ou diz-se que /z foi justaposto a /l· Um 
caminho é chamado regular se existe D C [a, b] no máximo enumerável tal que --/(t) existe 
e é contínua em cada ponto tE [a, b] \De [ 1'(t) [:<::; M < +oo para todo tE [a, b] \ D. 
Se 1 é regular é claro que /- é regular. 
6.2 DEFINIÇAO: Dados os caminhos regulares: /t : [a,b]~-+ (['e 12 : [c,d]--+ ([', 
diz-se que "/t e 12 são equivalentes e se escreve /t ,....., 12 se existir uma aplicação: 
'P : [a, b] __, [c, d] tal que: 
i) 'Pé bijetora, <p(a) = c,<p(b) = d. 
ii) Existe D1 C [a, b] no máximo enumerável tal que cp'(t) existE', é contínua e limitada 
em [a, b] \ D1. 
iii) Existe ])2 C [c,d] no máximo enumerável tal que (rp-1 Y(t) existe, é contínua e é 
limitada em (c, d] \ Dz. 
i v) 7t = 72 o cp ou 71 o tp-1 = 72· 
6.3 OBSERVAÇOES: 
(1) "'é uma relação de equivalência no conjunto dos caminhos regulares em a:. 
(2) Se 1 definido em [a, b] --1- a:' é um caminho regular e [c, d] é dado com c -:f. d entã.o 
existe um caminho regular ] 1 :[c, d] --1- dJ tal que 71 "'7· 
Para isto tome: cp : [a, b]--1- [c, d] bijctora da forma rp('t) = at + {3, crescente c defina 
71 = 7 o tp. 
6.4 DEFINIÇÃO: Sejam 1: [a, b] -J- ([,' caminho regular e f: 7([a, b]) --1- d:' contínua. 
Neste caso a integral de Riemann 
17 
t f(-y(t))l'(t)dt 
existe como um número complexo, é chamada a integral de f sobre "f e será indicada por: 
6.5 PROPOSIÇÃO: 
(1) Se /l e 12 são caminhos regulares equivalentes e f é contínua sobre a imagem de /I 
(igual a imagem de "/z) então 
1 f(z)dz ~ 1 f(z)dz 11 12 
(2) Se 1 é um caminho regular e f é contínua na imagem de 1, então 
1 f(z)dz ~ -jt(z)dz. 
0- ' 
(3) Se 71 e r2 são caminhos regulares e /I V 12 é sua justaposição então, para f contínua 
na imagem de lt V 72 , tem-se que: 
1 f(z)dz ~ 1 f(z)dz + 1 f(z)dz. 11 v12 11 12 
DEMONSTRAÇÃO: É imediata e sai das definições envolvidas. o 
6.6 PROPOSIÇÃO: Seja 1 : [a, b] --). a:: um caminho regular fechado e f uma função 
contínua na imagem de I· Para c E [a, b] seja: /c : 1~ = [c, c+ b- a] -+ <V, onde /c é 
definido por: 
{ 
7(1) se ')',(t)~ 1'(1-b+a) se tE [c, b] tE [b,c+ b- a]. 
Então 
'J',([c, c+ b- a]) ~ 1'([a, b]) e 1 f(z)dz ~ jt(z)dz. 
,. ' 
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DEMONSTRAÇÃO: Basta fazer contas. o 
6.7 DEFINIÇÃO: Sejam /l e j 2 caminhos definidos em I= [a, b] com valores em A C (f', 
A aberto. Uma homotopia de /I em 12 no interior de A (em A) é uma aplicação contínua: 
h: [a,b] X [O,lj __,Atai que h(t,O) = 11(t) para cada tE [a,b) e h(t,l)= -,2(t) para 
t E [a, b]. No caso em que 'h e 12 são fechados pede-se que h ainda satisfaça a condição: 
h( a, O)= h(b,O) para todo O E [0, 1]. 
Note que a homotopia define uma relação de equivalência tanto no conjunto dos 
caminhos em A como no conjunto dos caminhos fechados em A. Os elementos de uma 
mesma classe de equivalência serão ditos homotópicos. 
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§ 7. TEOREMA DE CAUCHY 
7.1 TEOREMA (de Cauchy): Sejam A C (f' aberto e f uma função complexa analítica 
em A. Se /I e 12 são caminhos regulares fechados em A, homotópicos como caminhos 
fechados em A, então: 
1 f(z)dz = 1 f(z)dz. ~· ., 
DEMONSTRAÇÃO: Como vimos antes podemos, sem perda de generalidade, consi-
derar j 1 e "(2 definidos no mesmo intervalo [a,b] e h : [a,b] X [O, 1] --Jo A denotando a 
homotopia correspondente de /t em f 2 • 
AFIRMAÇÃO: Seja L= h([a,b] X [0,1]). Existem pontos a1 ,···,an em L e bolas 
abertas Br1 (at), · · ·, Brn(an) contidas em A tais que 
n 
(i) U B,,(ak) ::J L 
k=l 
(ii) Em cada Brk(ak), f é a soma de uma série de potências ao redor de ak, k = 1, · · ·, n 
Isto é imediato da compacidade de L e da analiticidade de f em A. 
AFIRMAÇAO: Existe p > O tal que, pam cada z E L, Bp(z) está contida em pelo 
menos uma das bolas B .. k(ak), k = 1, · · ·, n. 
DEMONSTRAÇÃO DESTA AFIRMAÇÃO: Se tal p > O não existisse, seria 
possível achar uma seqüência (zm)~=l de pontos de L tal que B~(zm) não estaria con-
tida em qualquer das bolas BTJ,(ak), k = 1,· · ·, n. Por passagem a uma subscqiiêucia se 
necessária, podemos supor que lim Zm = zo E L. Mas então zo E Br"(ak) para algum 
m~oo 
I 
k E { 1, · · ·, n} e existiria r > O tal que Br(zo) C Brk(ak). Assim para I Zm- zo I +- < r 
m 
teríamos B~(zm) C Brk(ak), o que forneceria uma contradição. 
Logo, por 3.8, f(z) é a soma de uma série de potências ao redor de x em BP(x) para 
cada x E L. A continuidade uniforme de h no compacto [a, b] x (0, 1] mostra que existe 
e > O tal que 
I t ~ t' I 
I o~ o' I ~ : } *I h(t, O)~ h(t', O') 1<:: ~-
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Sabemos que é possível achar partições a0 = a < a 1 < · · · < ap_1 < ap = b e o:o = O < 
a1 < · · · < O'q-1 < O'q = 1 tais que I at+l- ag 1:::; E e I Ct'j+I- O:j 1:::; E para l =O,··· ,p -1 
e j =O,···, q- 1. Vamos agora definir 
t- ag (a) "i(t) =h( a,, ai)+ (h(at+l>"-i)- h(a,,ai)) 
aHt- at 
para tE [at,at+ILl = 0,· · · ,p-1 e j = 1,··· ,q -1 
(b) ao= /h CTq = /2· 
CTj é um caminho regular fechado para j =O,···, q. Basta agora mostrar que 
f f(z)dz=l f(z)dz (lfj=O,···,q-1). lu1 u1+t 
Pela nossa escolha dos age O'j temos CTJ(t},aj+I(t) E Bp(h(at,aj)) para t E [at,aH1]. 
Por 3.9 existe uma função analítica 9t,j em Bp(h(at, ai)) tal que g~)z) = f(z) para z E 
B,( h( a1, "i)). Como B,( h( a,_1), "i)) n B,(h( a,, "i)) # </J e é conexo, a função 91-l.i - 91,i 
é constante aí pois tem derivada nula. Portanto, podemos escrever 
1 f(z)dz = ~ ['+' f(ui(t))uj(t)dt 
O) l=O at 
p-llat+J 
= 2.= g;,i(u,(t))uj(t)dt 
l=O ar 
p-I 
= l.=(9i,i(ui(at+,))- 9t,i(ui(a,))). 
l=O 
Assim só precisamos mostrar que 
p-1 p-1 
l.=[91,i(ui(at+I))- 9i,i(ui(a,))] = l.=[9i,i+I(ui+I(ai+I))- 91,i+l(ui+I(ae))] 
.C=O l=O 
ou, o que lhe é equivalente, 
p-I 
l.=[gc,iuJ(a,+I))- 91,i+I("i+'(ai+J))- 91,i(ui(at)) + 9t,i+I("i+I(a,))] =O (1). 
f=O 
Assim o lado esquerdo de (1) pode ser escrito 
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Como Uj e ui+l são caminhos regulares fechados, a0 =a e aP = b temos ui( a) = Uj(ap) 
e Uj+I(a0) = Uj+1(ap)· Além disso esses pontos estão em BP(h(ao,aj)) n BP(h(ap-l,aj)) 
conexo. Então 9p-I,j - 9o,j é constante pois sua derivada é zero. Isto implica que o 
resultado final é zero, como desejávamos provar. D 
7.2 TEOREMA: Sejam A C([' aberto, u,v E A,')'1,')'2 caminhos regulares em A tendo 
a mesma origem u e a mesma extremidade v. Se for possível achar uma homotopia h de 
11 em 'Yz tal que h(a, t) = u, h(b, t) =v, para cada tE [0, 1], h definida em [a, b] X [0, 1], 
então, para cada f analítica em A, tem-se 
1 f(z)dz = 1 f(z)dz. 
,, '" 
DEMONSTRAÇÃO: Seja 13 (!) = 11-(t- b +a) para tE (b,2b- a]. Então 13 ~ 11-. 
Por definição ')'1 V 13 e 12 V 13 são caminhos regulares fechados. Eles são homotópicos em 
A se definirmos 
g(t O)-{ h(t,O) para IE [a,b] 
' - 13(t.) para IE [b,2b-a] 
Logo por 7.1 temos 
1 f(z)dz = 1f(z)dz. 
"11 "12 
D 
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§ 8. EXISTÊNCIA DE PRIMITIVAS DE FUNÇÕES 
ANALÍTICAS COMPLEXAS 
8.1 DEFINIÇÃO: A C a; aberto conexo é chamado simplesmente conexo se cada ca~ 
minho fechado em A é homotópico em A a um caminho que se reduz a um ponto. 
8.2 NOTA: Se A é simplesmente conexo e B é homeomorfo a A então B é simplesmente 
conexo. 
8.3 EXEMPLO: Um domínio estrelado A em (f relativamente ao ponto a E A é um 
aberto, tal que para cada z E A, o segmento [a,z] = {a+t(z-a),t E [0,1]} C A. 
Dado um caminho 1 fechado em A, 1: [a,/3]...---oJo A definamos h: [o,/3] X (0,1] ~A por 
h(t, O)~ a+ (1- B)('y(t)- a). Logo, h(t, O) = 'Y(I) e h é homotopia entre 'Y e h(t, 1) =a. 
Daí segue que um domínio estrelado é simplesmente conexo. 
8.4 PROPOSIÇÃO: Se A C a::' for aberto conexo eu, v E A, então é possível achar um 
caminho regular em A com origem u e extremidade v. 
DEMONSTRAÇÃO: Note que um aberto conexo é conexo por poligonais. D 
8.5 TEOREMA: Se A C (l} é aberto, simplesmente conexo e f é analítica em A, então 
existe g analítica em A tal que g'(z) = f(z) para todo z E A. 
DEMONSTRAÇÃO: Fixemos a E A. Para cada z0 E A e para dois caminhos regulares 
,./1 e 12 em A unindo a a z0 podemos achar J3 , com /3 ,...... /2, de modo que: /l : [b, c] ~-----+ 
A , 13 : [c, d] 1----+ A e /l V 13- é um caminho regular fechado em A. Assim /t V 13- é 
homotópico a um caminho reduzido a um ponto de A, pois A é simplesmente conexo. 
Pelo Teorema de Cauchy temos 
isto é 
1 f(z)dz = 1 f(z)dz = 1 f(z)dz. ')'] '!'3 12 
Para cada z E A dado e para cada caminho regular /z tmindo a a z o número 
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g(z) = 1 f(x)dx 
0• 
independe de /z· Vamos mostrar que para cada z0 E A,g é analítica numa vizinhança de 
zoe que g'(z);;:: f(z) nessa vizinhança. Como A é aberto, existe p >O tal que Bp(zo) C A 
e f é representável em Bp(z0 ) por uma série de potênciais ao redor de z0 : 
00 
f(z) = L;a,(z- zo)' (\fz E B,(zo)). 
k:::O 
Como vimos antes 
00 " h(z) =L; ~(z- zo)k+l 
k=O + 
(\fz E B,(zo)) 
é analítica em Hp(z0 ) e h'(z) = f(z) para z E Bp{z0 ),h(zo) =O. Se for preciso, some uma 
constante a h(z) para obter que h(z0 ) = g(z0 ). Para z E Bp(z0 ) temos: 
h(z)- h(zo) = I f' f(zo + t(z- z0 ))dt = jf(x)dx z-z0 lo a 
onde f7 é um caminho regular unindo z a z0 dado por: a(t) = z0 + t(z- z0 ) para tE [0, 1]. 
Mas então, como h(zo) = g(z0 ), temos 
h(z) = 1 f(x)d.c + jJ(x)dx = j f(x)dx = g(z) 
"~·'o u l~ov" 
\fz E H,(zo). 
D 
8.6 NOTA: Na demonstração de 8.5 viu-se que uma primitiva de uma dada função f 
analítica num aberto simplesmente conexo A C a:' é dada por 
g(z) = j f(x)dx 
,, 
para z E A, onde Jz é um caminho regular em A corn orig·em z0 (fixado em A) e extremi-
dade z. Se A não for simplesmente conexo, então isso não ocorre mais corno veremos no 
exemplo seguinte. 
8. 7 EXEMPLO: Seja A = d7 \ {0}. Vamos indicar por B o aberto simplesmente conexo 
I (1,1 \{:r+ iy; x :::; O, y = 0}. Sabemos que f(z) = - é analítica em A. Vamos considerar os 
. . z 
caminhos 11(t) = e'1,t E [0,21r] e 12(t) = e1t,t E [0,47r]. Fixado o ponto z0 = 1 (origem c 
extremidade de 11 e Jz), para cada z E B, sabemos que: 
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g(z) = 1 !:.ax, 
o, X 
onde fz é um caminho regular em B com origem z0 e extremidade z, define uma primitiva 
1 ' de - em B, que e Cn z. Notemos que 
z 
e 
são tais que 
9J(z) 
9z(z) 
para cada z E B. Todavia, por um cálculo simples, 
1 dx 1 dx - = 1 e - =2, í'lx 12X 
Logo g1 (z) = 1 + Cn z e g2(z) = 2 + Cn z paTa cada z E B. Todavia /l V/:: e /'2 V 'Yz 
são caminhos regulares em A ambos com origem z0 e extremidade z. Note que embora se 
tenha definido g1 e g2 somente no aberto simplesmente conexo B, usou-se caminhos em A 
e isto não forneceu a mesma primitiva de ~ em B. Além disso fica claro que é impossível 
escrever 
z 
1 h(z) = r -dx l(!z X 
para z E A, com IYz sendo caminho regular qualquer em A com origem zo e extremidade 
1 
z, e obter uma primitiva de- em A. O que foi feito acima mostra qne h(z) toma valore..s 
z 
diferentes já quando z E B (se CJz = 11 V í'z temos h(z) = 1 + fn z c se O"z = /2 V "'fz 
obtemos h(z) = 2+in z). 
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§ 9. ÍNDICE DE CAMINHOS FECHADOS 
9.1 TEOREMA: Para cada a E IV e para cada caminho fechado regular ') em ([' \ {a}, 
existe n E iZ tal que: 
1 dz . -- =2-rrm -yZ- a 
DEMONSTRAÇÃO: Supondo 1 definida em [b,c], tomemos 
h(t)~ r' l'(s) ds 
}, 1(s) -a ('it E [b, c]). 
Daí 
h'(t) ~ l'(t) 
1(t)- a (llt E [b, c] \ D), 
onde D é um subconjunto no máximo enumeráveL 
,-h(ti(l(t)- a), o que fornece g'(t) ~ O para todo t E 
para t E [b, c] \ D e podemos escrever 
,h(t) ~ 1(t)- a 
1(b)- a 
Agora consideremos g(i) = 
[b, c] \ D, Logo g é constante 
pois g(b) ~ ,-h(b)('y(b)- a), h(b) ~O. 
h( c)= 21rin para algum n E Z{, 
Como 1(b) =r( c), obtemos é(c) = 1 e portanto 
o 
9.2 DEFINIÇAO: Sob as condições de 9.1 diZ~-::;e que n é o índice de 1 em relação a a 
e escreve-se 
I j dz n~I('y;a)~-. --. 
21r1. -r z- a 
9.3 OBSERVAÇÃO: Se /t e r2 são caminhos regulares, fechados e homotópicos em 
I {[,'\{a}, então l(t·t,a) = l(J2 ,a) pelo Teorema de Cauchy, pois -- é analítica em 
z-a ({:\{a). 
9.4 PROPOSIÇÃO: Se 1 : [a,fi] .----t cD for caminho regular fechado, cHtiio I (i,·) é 
constante em cada componente conexa de (L'\ l([a, /3]). 
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DEMONSTRAÇÃO: Dado a E (1;\'y([a, 11]) notemos que I (I,·) é uma função contínua 
no ponto a. Seja r> O tal que B,(a) C a;\ l([a, ;'1]). Se I h I< r, podemos escrever 
1 1 dz I(J;a+h)=-. h=l(/1;a) 21l"·t 1 z-a-
onde ri(t) = r(t)- h para tE [o:,f3]. Vamos definir uma homotopia em a:' entre 1 e 11: 
G: [o,f'l] x [0, 1] -> 
G(t,B) 
a: 
1(t)- Oh. 
Pelo Teorema de Cauchy temos I(!; a+ h)= I(!; a) para h E B,(O). Como I(!; a) é 
contínua e seus valores são inteiros, temos I (r;·) constante em cada componente conexa. 
o 
9.5 EXEMPLO: Se n E íZ, n f O seja: 
C, : [0, 2rr] ~ a; 
t H C,(t) = ec'''. 
Cn tem St(O) como imagem e Cn é chamado o caminho da circunferência unitária percor-
rido n vezes no sentido anti-horário se n > O e -n vezes no sentido horário se n < O. As 
componentes conexas de a:'\ {St{O)} são B1 (0) e (['\B1 (0). Da definição segue facilmente 
que I( C,; O)= n = I(Cn;a) pa'" a E B1 (0). Pelo Teorema de Cauchy C!'\ {O} não é 
simplesmente conexo. 
9.6 PROPOSIÇÃO: Se 1 é um caminho regular fechado em Br(a) então 
!(!; z) =O para z E d·' \ B,(a). 
DEMONSTRAÇÃO< Se 1: [o,p]-> R,( a), sejaM> O tal que l1'(t) 1:<: M para os 
pontos t E [o, j3] onde 1' existe. Daí ühnos: 
Se 1 z- a I> 1' t.cmos: 
.. l1'(t)l M(P-a) 
l2ffr·J(J;z)l:ô sup I() l(f'l-o)sl I . 
tE[a,)3]\D I t - z z - a -T 
Tomando z - a em módulo suficientemente grande temos que: 
O< M((3-a) < 2K. 
- I z- a I -r 
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Portanto I(!; z) = O. 
conexas de "f). 
(Note que <V\ Br(a) é conexo contido numa das compon~ntes 
o 
9.7 COROLÁRIO: Se f é caminho regular fechado em([' definido em [o:, /1], o conjunto: 
{ z E ([' \ 7([<>, ;3[); I( 7; z) f O} é relativamente compacto em ([', 
9.8 PROPOSIÇÃO: Seja A simplesmente conexo e 1 um caminho regular fechado et·. 
A, então I(!; z) =O para cada z E(['\ A. 
DEMONSTRAÇÃO: Seja h a homotopia em A entre I e um caminho reduzido a um 
ponto de A. Se x E (r\ A, x não pode estar na imagem de h (compacta, conexa contida 
em A). A imagem de 1 está nesse compacto ex está na componente conexa não limitada 
de(['\ lm(/), logo I(!; x) =O pelo resultado anterior. Cl 
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' § 10. FORMULAS INTEGRAIS DE CAUCHY 
10.1 TEOREMA: Sejam A um aberto simplesmente conexo, f: A-+ (V analítica em A 
e 1: [a,b]l--l- A um caminho regular fechado. Se x E A ex f/. Im(J) temos: 
1 j f(z) I('y;x)f(x)~~2 . ~-dz ?rZ 7 z-x 
DEMONSTRAÇÃO: Definamos: 
{ 
f(z)- f(x) 
g(z)~ z-x 
f'(x) 
se zfx com zEA 
se z = x 
para obter g é analítica em A. Pelo Teorema de Cauchy temos: 
e daí 
o 
10.2 TEOREMA: Seja 1 : [b, c] -----J. ([! um caminho regular e g uma função complexa 
contínua em 1'([b,c]). Então f(z) ~ j;~~dx está definida para todo z E([!\ ')'([b,c]) c 
é urna função analítica em([!\ 1'([b,c]). Se a E ([! \ 1'([b,c]) e Ck ~ r ( g(xik dx para }"'~ x-a +1 
00 
k E ll\f0 temos que: I:ck( z- a )k converge pontualmente em Br( a) C (f'\ 7([b, c]) c é igual 
k=O 
a f(z) nesses pontos. 
DEMONSTRAÇÃO: Seja p ~ rli8t(a,1'([b,c]) e considere O< r< p. Panr x E 1'([b,c]) 
1 
x-z 
1 00 (z-a)n (x-a)(!-~) ~ E(x- a)n+l se z E Br(a) 
e além disso 
(1;1 n E 1V0 )(1;1 z E E,( a)) 
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Sejam M = sup I g(x) I em= sup l1'(t) I· Temos 
xE"'([b,c]) tE[b,c] 
ll'(t)g(T(t))(z- a)n (T(t)- a)'+l (1/t E [b, c]) 
e a convergência absoluta pontual de 
sobre [b, c]. Logo 
~l'(t)g(T(t))(z- a)' 
:[;:o (T(t)- a)n+l 
~ Í:: I Cn li Z - a I' 
n=O 
- f: I {'g(T(t)) ·l'(t) dt ·I z- a I' n~o jb (T(t)-a)n+1 
~ r' 
< Í:: I b- c I M m n+l < +oo 
n=O P 
converge uniformemente sobre Br(a). Assim 
- ~1 g(x) d2·(z-a)" ~ 1 (x-a)n+1 
- 1!;-,(x ~(:in+l (z- a)"dx 
1 g( x) dx = f(z) u E ( ) vz E , a . -yX-Z 
10.3 TEOREMA: (Fórmulas Integrais de Cauchy). Sob as condições de 10.1 
. 1'1 _ _!;1_1 f(z) J(/,x)J (.T)- . ('- )n+ldz 
27l"Z 1 .- ."C 
para x E A\ l([b,c]) e k E N 0 • 
DEMONSTRAÇÃO: Por 10.1 temos: 
e por 10.2: 
1 1 f(z) I(T;x)f(x) = -. -· -dz 
21rt "'z -·:r; 
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o 
1(1; x)f(x) = _211 f(z) dz = _21 f; [1 ( f(z?k+l dz] (x-a)' 
1n -,z-x 1rzk=O "z-a 
para x E Br (a) C ([' \ 7([b, c]). Pela unicidâde de representação de f em série de potências 
ao redor de a segue: 
• (k) - _1:!_1 f( z) 1('), a)f (a)- 2 . ( )'+1 dz. 1n-, z-a 
o 
10.4 PROPOSIÇÃO (Desigualdade de Cauchy): Seja A C ([' aberto. Se f é 
analítica em A, a E A, O < r < d( a, C A), B fechado e B C Br( a) então: 
l
l I ,. 
k,Jl')(b) :S k+l sup I f(z) I 
· Ps zESr(a) 
para cada k E IN0 e cada b E B, onde PB = dist(B; Sr(a)). 
DEMONSTRAÇAO: Basta usar 10.3 com '!(I) = a+ 1•", t E 
I z- b 12 PB para todo z E S,(a). 
No caso em que B = {a} na proposição 10.4 temos: 
[O, 211] e notat· que 
o 
10.5 COROLÁRIO: Se f é analítica em A C a:, a E A,O < T < d(ajGA} então: 
~1 w k -f(z) = .0!! (a)(z- a) converge uniforme e absolutamente sobre Br(a). 
k=Ok. 
DEMONSTRAÇÃO: Note que se,.< p < d(a; CA) temos: 
l
_l_f(')(a)l < _1_ M onde 
k! - k p ' . p M, = sup I f( z) I . zESp(n) 
sup f;_!_ jl')(a)(z- a)' 
- k' zEBr(a.) k=O . 
00 1z-al 
< M,L: ' 
k=O p 
< M,f; ("-)' < +oo. 
k=O p 
61 
-----, 
o 
10.6 TEOREMA DE LIOUVILLE: Seja f analítica em tL' tal que I J(z) IS 
\ a \\ z \n para cada z E ([', onde a E ([' e n E JN0 estão fixos. Então f é um po-
linômlo de grau menor ou igual a n. 
DEMONSTRAÇÃO: Sabemos que 
00 
f(z) = I;c,z' ('lz E tL') 
k=O 
onde a série de potências tem raio de convergência +oo por 10.5. Usando 10.4 temos 
I laiR" lal I Cn+k IS sup I f(z) I·Rn+k S Rn+k = R' 
!zi=R 
para k E IN e R > O. Logo Cn+k = O para k E IN e o resultado segue. 
10.7 APLICAÇÕES E EXEMPLOS DAS INTEGRAIS DE CAUCHY 
o 
(1) Se f é analítica sobre um aberto G contendo as imagens de /t e 1 2 e a região 
compreendida entre elas, como na figura abaixo 
,, 
/1 
------
------- ..• A 
G 
Então: 
1 f(z)dz = 1 f(z)dz. 1"1 "/2 
Para isso tome os pontos A na imagem de /l, B na. imagem /z e faça o corte AB 
como na figura. Seja o caminho 1 = 12 V [E~ A] V /J- V[A ~E]. Aq11i [B ~A] 
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indica o caminho cuja imagem é o segmento AB e o sentido é de B para A. Temos 
que 1 é um caminho homotópico a um ponto em G. Logo pelo Teorema de Cauchy 
temos: 
1
f(z)dz = 1 f(z)dz + r f(z)dz + 1 f(z)dz + r f(z)dz =o. 
1' 1'2 j[B-AJ 1'1- }[A-->B] 
Observe que 
r f(z)dz+ r f(z)dz=O 
}[B-A] }[A-R] 
e 
1 f(z)dz = -1 f(z)dz. 
1']- 1'1 
Logo 
lJ(z)dz = lJ(z)dz 
como se afirmou. 
(2) Se f é analítica em(['\ {a,b}, qual é a relação entre: 
1 f(z)dz,1 f(z)dz,1 f(z)dz '\'3 1'1 1'2 
onde j 1 , j 2 e 13 são como mostra a figura 
A~ 
------------ .. ______ _ 
c 
----·------ D 
Tomamos os pontos A na imagem de J 3 , B na imagem de /l e fazemos o corte AB 
(ver figura). Similarmente tomamos C na imagem de /t, D na imagem de /'2 e 
fazemos o corte (}.D (ver figura). Consideramos o caminho 
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Então 1 é um caminho fechado homotópico a um ponto em Cr'\ {a, b}. Pelo Teorema 
de Cauchy: 
Jf(z)dz k-B/(z)dz + lB-c/(z)dz + lc-D/(z)dz + 
+ L f(z)dz + jD_c/(z)dz + lra~./(z)dz + 
+ r f(z)dz + 1 f(z)dz ~o. j(B-tA) ~~3 -
Note que 
r f(z)dz A4~BJ + r f(z)dz ~o j(B---...4] 
r f(z)dz l[c~DJ + lo~C[f(z)dz ~O 
r f(z)dz l[a~cJ + r f(z)dz ~ 1 f(z)dz }[0-+B] 11 
Logo temos: 
1 f(z)dz + 1 f(z)dz + 1_.((z)dz ~O 
11 ~n 13 
Portanto 
Lf(z)dz ~L f(z)dz + 1J(z)dz 
(3) NOTA: Sejam f analítica em ([' \ { a1 , az, · · ·, am}, e /t, · · ·, /m+t do modo como 
mostra a figura: 1',-,.+1 
~12 ~1m \:::_____) ··~~ ... ~~~··· 
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Fazemos a mesma análise e obtemos: 
1 f(z)dz = fjf(z)dz 
'Ym+l i:=1 'Y, 
( 4) Na figura seguinte acharemos os índices para os pontos a, b, c 
c ' 
A 
M 
Fixemos alguns pontos no caminho 1 (ver figura). 
(i) É fácil ver que: !(r; c)= O,I(r1;c) = O,I(J;c) =O. 
(i i) Para o caminho ''h = ABCA temos !(11 ; a)= 1 pois lt é homotópico aTem cfY\ {a} 
e o Teorema de Cauchy fornece: I(J1;a) =I( r; a)= 1. Temos ainda 1(!1 ;b) =O. 
Para o caminho 12 = AiVfNA temos l(r2 ;b) = -1 pois 12 é homotópico a r1 em (L'\ {h} e o Teorema de Cauchy fornece: I(/2 ; b) = I( Tt; b). Temos ainda 1(12 ; o:)= O. 
Logo 1 é homotópico a /l V /z em ([' \ {a, b} e temos: I (r; a)= 1(,1 ; a)+ I(r2 ; a) = 
1, I(,;b)=l(11;b)+l(J2;b)=-1. 
(5) Na figum seguinte f é analítica em tr \ {a) 
Fixemos alguns pontos nos caminhos 12 e 11 (ver figura (1)). O caminho ADFJABCA é 
nm caminho homotópico a c2 em (]; \ {a}, onde c2 t.em como imagem uma circunferência 
de centro a e é percorrida duas vêzes ao redor do ponto o. no sentido do anti-horário. 
----~~ 
~~2 
,a \ 
c E ----- ·r! ___ ~ 
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Como mostra a figura (2) que é equivalente a (1), 
/ ------------~ 
fixados os pontos Af na imagem de 12 e A na imagem de c2 podemos fazer o corte Af A. 
Seja o caminho r = /2 v [M --+ A] v Cz- v Cz- v [A-). M]. r é homotópico a um ponto 
em ([,' \ {a}. Pelo Teorema de Cauchy temos: 
fr!(z)dz L f(z)dz + ÁM-A/(z)dz + J,J(z)dz t 
+ j f(z)dz + J f(z)dz =O. 
C2- [A-+M] 
Note que: 
1 f(z)dz + 1 f(z)dz =O [M--+A] [A-->lH] 
Logo 
L f(z)dz + 21,_ f(z)dz =O 
Portanto: 
1 f(z)dz = zj f(z)dz. /2 C2 
I. EXERCÍCIOS RESOLVIDOS 
J. Ache o valor da integral] dz( ) , quando I a I< r <I b I· 
1•1=•· (z- a)m z- b 
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SOLUÇÃO. A função f(z) =___!:.__é analítica em B,(O). Daí obtemos Jlm-JI(a) = 
z-b 
(m -l)! r I dz. Com Jlml(a) = (-lrm!(a- &J-Im+JI temos 
2rrJ }H=c(z- a)m(z- b) 
1 J(z) d 2 "(b )-m ( b)( )m Z = ;n -a . [z[:::r Z- Z- a 
2. Ache o valor da integral r ( fi~) b) dz, cru;o em que a, b E Bn(O), para f }iz[=R z-a z-
analítica em algum aberto conexo que contém BR(O). 
SOLUÇAO. 
r .f(z) d 
JI•I=R(z- a)(z- b) z 
l [r .f(z) dz- r f(z) d•] 
(b-a) }I•I=R(z-b) }I•I=R(z-a)-
(b2~ia) [f(b)- f( a)]. 
1ez- e-z 3. Ache o valor de J = 4 dz nos seguintes casos: , z 
(a) ,,, ,,, 
o 
cz-f;-z 2 2 
SOLUÇÃO. = - 3 + -1- + g(z) onde g(z) é anc"Llítica em (]). Então z4 z 3.z 
J = 21 d: + 211 dz + 1g(z)dz. Para os três casos temos 1g(z)dz =O e 1 d; = O. 
-y Z 3. -y Z -y 1 "'Z 
Portanto 
21 dz 2 2 (a) J = 1 -:::- = -1I(r;O) = ;-;· 3. ~ " 3. 3. 
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2 j dz 2 4 (b) J = 3' - = 3,1(,;0) = 3'" 
. "' z . . 
2j dz 2 4 (c) J =I -=-,I(!; O)=-;· 
3. "' z 3. 3. 
1 [21r ·e r 
4. Se f(z) = z(1- z)-2 e O< r< 1, mostre que 2~ lo I f(re' ) I dO= 1 _ ,.2 • 
- . 1'2 
SOLUÇAO. Para z = re'0 )0 E [0,211-], podemos escrever zZ = r2 ,Z =-e dz = 
z 
izd8. Então 
1 1''1 re" I 1 1 I z I 
- . dO=- dz 2~ O (1- re'')' 2ú l•l=cZ 11- Z I' 
r i dz r r dz r r dz 
2~i./l,l=•(l-z)(1-z)z = 2Kill,l=•(1-z)(1- •:)z = 2~iJI•1=•(1-z)(z-r2 )" 
1 ---
Como O<,.< 1, temos que r 2 E B,(O) e g(z) =--analítica em B1(0) ::I B,(O). 1- z 
1 1''1 re" I ,. Logo -, ( ') dO= 1·g(r2) = --2. 21r o 1 - re1 2 1 - r 
SOLUÇÃO. Seja g(z) = ( 1 ) que é analítica em B,(O). Portanto glm-II(a) = 
Z;..... b n 
(m -1)!1 J • - 2Jri (m-1)( • 
. ( ) ( b) dz e J - ( . )'g a). fazendo contas lemos 2Jrz lzl=r Z - a m Z - n m - 1 . 
21rÍ J = ( -l)m-ln(n- 1)(n- 2) · · · (n- m + 2)(a- b)-n-m+1 (m- I)! 
6. (i) Ache o valor da integral ~~ ( e' ) dz quando, (a) ") = S1(0) c 
2-rrt "'z 1 - z J 2 
(b) 1 = 51 (1). 
' 
( .. ) A h l d . l I 1 e' cos z d 1 5" ( ") 11 c c o va or a mtcgra ;::;-: ( ') z quanr o, r= .J2 2 + z . 
:2:7rl , 1 + z scn z 
- e' 
SOLUÇAO. (i) Caso (a), 7 = S1(0). A função f(z) = ( )3 é analitica num z 1- z . 
abe,·to contendo B1(0). Logo f(O) = 1 = ~1 ( c' )3 dz. 2 21fZryZl-z 
GS 
Caso (b), 7 = S1(1). A função f(z) = e' é analítica em um aberto contendo Bl(1). 
' z ' 
Jl2l(1) e 1 1 e' 
Temos 1 = --2 = -. ( )3 dz. 2. 21rZ-yZl-z 
(ii) A função f(z) = ( ez ~~8 z é analítica em um aberto contendo B.J2(2 +i). 
1 + z sen z 
L 11ezcoszd-ogo -. z -0. 
2Jr·t "~ ( 1 - z2)sen z 
7. Se f é analítica numa vinzinhança da aderência do disco B.,.(O), então j(O) 
2
!. r f( e) de para todo z E B,(O). nA~I=ré -z 
- zf(w) SOLUÇAO. Para z E B.,.(O) a função h(w) é analítica numa vizi-
r2- zw 
nhança da aderência de B,(O). Portanto r h(e)dt: = o. Como 1'2 = E"ê tem-se: JJ~J=r 
!(e) f(,;) zf(e) f(,;) e . 
-- + h(e) = -- + = -- · =--=· Desta relação temoso 21r2 f( O) = 
f: E a; - Zé E é - Z 
r f(e) de = r (f( e) + h(e))de = r J(E) . _e_· de, i.e. -21ri f(O) = 
})<:)=r E A:f=.,. ê }kf=r E é - Z 
- r f(e) de, pois ,;de+ edc = 0. Logo temos f(O) = ~1 f(c) de. 
Jlef=r E - Z 21l"t fe[=r E - Z 
8. Se f é analítica. numa vizinhança da aderência do disco B.,.(O) então: .f(z) 
·1 r l?ef(c.:J c.:+·. 
-
2 
·) -· ,-, ·--·dê+ iim flO) pGra LOtlo;; \;:: D,-\Uj. 
7rt I""J=r E E - Z 
- 1c+z 2 1 -SOLUÇAO. De --- = --- -, 2He f = f+ f e da fórmula integral de 
EE-Z E-Z é . 
Cauchy temos: 
r Hef(e). e+zde= r .f(e)+f(e)dê-~ r f(e)+f(e)ds 
Jlsf=r E E - Z .he-i=r E - Z 2 Jje-j=r E 
. 1 f(e) . 11 ](e) 
= 2?rr f(z) + --de -1rr f(O)-- -de. 
j ... j=r é - Z 2 fei::oor E 
lhmndo o exercício anterior temos: 
~ f Re f( e) . 6 + z de= f(z) +f( O)- f(O) -f( O) = f(z)- ilmf(O). 
2·;n}J4ooor E E- z 2 2 
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II. EXERCÍCIOS PROPOSTOS 
1. Sejam 1': [0, 2K]--> (f,-y(t) =e" e g: -y([O, 2K])--> (f contínua. Mostre que 
!, g(e)dE =-J,g(e)E2dE. 
2. Para a, b E IR e 7 : [0, 2K] --> (f dada por -y(t) = a cos t + ib sen t, ache J, I c I' de. 
3. Para qualquer polinômio p(z) e quaisquer c E d: e r E JR+, mostre que f p(E)de: = 
lsr(c) 
27rir 2p'(c). 
4. Sejam G = (L'\ {O} e f: G--> (L' dada por f(z) = z(z ~ 1). Mostre que para 
qualquer caminho fechado r em G tem-se /,J(s)dé =O. 
5. Sejam l' um caminho fechado em t:V\ {0}, n E IN e g(z) = zn. Mostre que I(go)'; O) = 
nl('Y; 0). 
6. Mostre que se F1 e F2 são primitivas de f : G --+ (f,' e G é aberto conexo, então 
existe uma constante À tal que Fl(z) =À+ F2(z) para cada z E G. 
7. Ache j. (-"-) ... dz onde 1(t) = 1 + é 1, O ::; t ::; 21!" c n é qua.lquer inteiro positivo. 
1 Z-} 
1 z 2 + 1 . 8. Calcule ( ) dz, onde 1(t) = re'1, O::; t::; 21r, para todo os possíveis valores 7 z z 2 + 4 
de r, O< T < 2 e 2 < 'T' < +oo. 
9. Cél..lcule lz2d~ 1 onde 1(B) = 21 cos 20 I ei0 para O:::; O:::;: 211. 
10. Sejam !(O) = Oei8 para O:::;: O:::;: 211 e 1(8) = 47r- O para 21r:::;: O:::; 411. Calcule 
1 dz "'z2 + 112. 
.. 3 . . 1 J z(z + 1) 11. SeJa. I w I< -e considere a mtegral f(w) = ----:- 2 dz. 4 1ft s ~(o) z + 2z - w 
uma função analítica (qual?) no disco indicado. Ache f(O), f(O). 
Entào f(w) é 
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§ 11. DIFERENCIABILIDADE IMPLICA ANALITI-
CIDADE NO CASO COMPLEXO 
Já vimos que se f for analítica em A então ela é derivável (de fato, infinitamente 
derivável) em A. Neste parágrafo veremos a recíproca desse resultado e algumas con-
sequências interessantes desse fato. 
11.1 TEOREMA: Se f: A C cD--+ (f' é derivável em A então f é analítica em A. 
Este resultado é falso no caso real, como mostra a função: 
f(t) = e- se t >O 
{ 
1/t' 
O set::;:O 
que é infinitamente derivável em IR e não é analítica no ponto O. Se fosse analítica aí 
teria que ser nula pelo princípio dos zeros isolados. 
DEMONSTRAÇÃO: Sejam a E A e p >O tais que B,(a) c A e 7(t) =a+ pé', t E 
[O, 2x]. Definamos 
( I l f(") g z) = '),.; ~ ~d.r 
que é analítica em Bp(a) por 10.2. Para z E Bp(a) fixo, existe 5 > 1 tal que: O ~ .\ < 
Ó =} z + À(peit +a- z) E A para todo i E [0,2-n-}. Definindo 
/( ') I J,''f(z+Ã(pe"+n-z))-f(z) . ''it I A = - · 't[le C , 
21ri o a + pei'l - z 
então é claro que 
h( 1) I J,"f(pc"+a)-f(z) . "d - . · zpc l Z1rio a+pett-z 
I !c'' f(pe" +a) . it l j'' f(z)pie"dt 
- ·zpe di--
21ri.o a+pét-z 21fi o a+pcit-z 
J-,Jf .f(x) dx- f(z) = g(z)- f(z) 
2r.t"YX-Z 
eh(O)=O. 
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Para Ào E (O,l),À E (0,1) e À i' Ào temos: 
h( À) ~ h( Ào) = _1:_ [ f'' [f( z ~ À(pe'' + a ~ z)) ~ f( z + Ào(pe" +a ~ z) )]pe" d l À~Ào 2K lo (a+pé1 ~z)(.\~.\0 ) t · 
Como 
I À~ Ào li a+ pe" ~ z 1<;1 À~ Ào I ·2p, 
a convergência de >. a Ào implica a convergência uniforme em t do integrando para 
f'(z + .\0 (pe" +a~ z))pe" sobre [0,2K]. Logo temos 
h'(.\
0
) = lim h(.\)~ h(.\o) 
À->,\o À - Ào 
1 lnh . ' 
--,. f'(z + À0 (pe" +a~ z))À0 pe' idt 2r. AQZ ü 
1 . 1'~,, 
-,-.J(z + À0 (pe" +a~ z)) =O 271 AQ~ t""O 
Como Ào é arbitrário em (0, 1), então h é constante em [O, 1], (pela desigualdade do valor 
médio). Logo h(l) = h(O) e, como h(J) = g(z) ~ f(z), então g(z) f(z) para todo 
z E Bp(a). Assim f é analítica em Bp(a). O 
11.2 TEOREMA DE MORERA (Recíproca do Teorema de Cauchy). Sejam A aberto 
simplesmente conexo f : A ----t ([' contínua em A tal que 
f '[. H - n. I-/ --, --
para todo caminho regular fechado ''f em A. Então f é analltica em A. 
11) 
' ' 
DEMONSTRAÇÃO: Fixe a E A e para cada z E A defimt g(z) = 1 J(x)dx, onde /z 
o, 
é um caminho regular unindo a a z em A. Então g está definida pela hipótese (1) e daí 
já vimos que g'(z) = f(z) para todo z E A (vide demonstração de 8.5). Logo, por 11.1, g 
é analítica em A c sua. derivada _q'(z) = f(z) (~também analítica em A. D 
11.3 TEOREMA: Para que uma função f(x + iy) = u(x,y) + it•(x,y), definida num 
aberto conexo A, seja derivável no ponto z0 = x 0 + iy0 deste conjunto como função 
de variável complexa, é necessário c suficiente que as funções u(x,y) e v(x,y) sejam 
diferenciáveis neste mesmo ponto (como funções de duas variáveis reais) e que satisfaçam 
neste ponto às condições: 
àu ôv 
fJx = fJy ' 
Ütt fJv 
fJy = - fJx. 
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(I) 
Logo a derivada f'(z0 ) pode ser escrita em urna das seguintes formas: 
f'(zo) 
(2) 
As condições (1) são de fundamental importância na teoria das funções analíticas e nas 
aplicações desta teoria a problemas da Mecânica e da Física. São as chamadas condições 
de Cauchy - Riema-nn. 
DEMONSTRAÇÃO: De fato, se f(z) é derivável no ponto z0 pertencente a A, temos: 
onde 
f\,z 
ôf(z) 
f'(z) 
ôf(z) = f'(z)f\,z + eôz 
z0 - z = ("'o - x) + i(y0 - y) = ôx + iôy, 
f(zo)- f(z) = [u(xo, y0 )- v(x, y)] + i[v(.To, y0 )- v(x, y )] = Ôt< + iôv, 
a+ ib, E= êt + it:2, 
(3) 
e t: 1 e t:2 tendem a zero quando 6.x e 6.y tendem a zero simultaneamente. As partes reais 
e imaginária de (.3) são 6.u = a6..:1·-b6.y+c-16.x-e2 6.y e 6.v = b6.x+a6.y+t:26.x-t: 16.:r;. 
Como lim c1 = lim c2 = O, temos: <ll:r~o "'"'~o 
<l.y-0 l!.y-0 
1. As funções u( :1:, y) e v(:r, y) de duas variáveis reais x e y, são diferenciáveis no ponto 
(xo,Yo), 
2. Suas derivadas parciais neste ponto são: 
Du du fJv Ôv 
-
1 
(xo, Yo) = a, ~8 (xo, Yo) = - .. IJ, ~0 (:ro, Yo) = b, ~(xo, Yo) =a ex y x oy 
e satisfazem as condições: 
~ .. -~·. ~, --~ 
i) ~:Jo,Yo)- i) (xu,yu), i) vTo,Yo)- 0 (xo,Yo). :r: y y X 
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Para f(zo) obtemos: 
f'(zo) =a+ ib âu .âv âv .âu -8 (xo,yo)+z 0-(xo,yo)=-0 (xo,Yo)-z-8 (xo,Yo) X X y y 
âu .âu âv .av 
-8 (xo,yo)- z-8 (xo,Yo) = ,-(xo,Yo) + z-8 (xo,Yo). X y úy X 
Agora mostraremos que as condições do Teorema são suficientes. Suponhamos que 
estas estão satisfeitas. Então 
au âu 
-a (xo,Yo)l>x+-8 (xo,Yo)l>y+a,t.x+a2l>y X y t.u 
8v 8v 
-8 (xo,Yo)l>x +-a t.y(xo,Yo) + {31t.x + f32l>y X y 
onde et1 , a 2 , f3h f32 tendem a zero quando .ó.x e .ó.y tendem a zero. Além disso: 
Bu 8-u 
-8 (xo,Yo)=-8 (xo,Yo)=a, X y 
8u av 
--8 (xo,Yo) = -8 (x0 ,y0 ) = b y X 
Portanto, 
_lu at.x - bt.y + c.1 t.x + a 2l>y 
~v !J.6.:r + o.f::._.y + (-J 16:r + H.)6..:11 
e 
l>f(z) 
( 1) 
Como 
temos que E, junto com a 1,j31 ,a2 ,j32 , tende a zero quando /),z = b,x + -ib,y tende a zero. 
Daqui e da relação (4) deduzimos que a funç.ão f(z) é derivável e s11a derivada J'(z) é 
igunl a A. O 
11.4 OBSERVAÇÃO: Da Anáhse Matemática sabemos que para que as funções u(x,y) 
e v(x,y) sejam diferenciáveis é suficiente que existam e sejam contínuas suas derivadas 
. àu&uavavp f 'f() .. d.'l' parciais: -a , -a , -8 , -8 . ortanto para que a u.nçao z = u + w SeJa envave, e X y X y 
fi . d"d .. &uauàv&v .. su ciente que existam as enva as parctrus ôx, Ôy, âx, ây, que estas seJam contmuas e 
satifaçam a equação (1). 
Em muitos casos é importante que as condições para diferenciabilidade de uma função 
de variável complexa f(z) ;::::::: u +i v no ponto z =J. O estejam expressas em coordenadas 
polares: I z I= r e Arg z = <I>. Estas condições necessárias e suficientes são: 
1 ') u e v são funç.ões diferenciáveis de r e <I> 
2') suas derivadas parciais satisfazem as relações 
&u !&u &v I au (5) -=-Ô1" r aw ' ôr 
Para isso é suficiente demonstrar que u e v são diferenciáveis como funçõeR de r e ci> (r f:. O) 
se, e só se, são diferenciáveis como funções de x e :ti e que nestas condições as equações 
(5) são equivalentes a as equações (1). O leitor facilmente pode fazer isto como exercício 
e obter 
J'(:.) c._ { ~~~- + i-r~_vJ (cos <P · 
\UI' Ul'j 
11.5 EXEMPLO: Tomando 
e v(x,y) = u(y,.t·), obtemos 
&u 
'1(0,0) 1 
ex 
üu 
8(0,0) - o 
lJ 
se (x,y)f(O,O) 
se (x,y) = (0,0) 
&v 
= '1(0,0), 
cy 
Dv 
= -?(0, 0), 
ex 
e as condições de Cauchy -- Riemann estão satisfeitas. Observe que 11 c v são contínuas 
no ponto (O, 0): 
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lim x
3 
o:::: limx · ( x' ) = O 
;:~ x2 + y2 ;:~ x2 + y2 
pms ( x' ) e limitado numa vizinhança de (0, 0). 
x2 + y2 Podemos mostrar que 
I. f(h)- f( O) _ . . · 1m h nao ex1ste pms h-o 
I i m "-'! (__éh )--;--_,_!('-'-O) 
h__..,.Q h 
lim I+ I I [ ( h4 k4h4 ) 
h,-o(k' +!)h[ (k' +!)h[ (k' +!)h[ 
Mas esse limite não existe pois k é arbitrário. 
. ( k3hi khi )] 
+ 
1 (k'+l)hl- hf(k'+l) 
k4 + l . k3 - k 
( k2 + I )2 + 1 ( k' + I)'. 
O seguinte teorema pode ser enunciado como conseqüência dos resultados já demons-
t,.,,_l-,., 
11.5 TEOREMA: Para f: A C (f' -t a:' e z0 E A aberto as seguintes afirmações são 
equivalentes: 
1. f é analítica em z0 . 
2. f'(z) existe para todo z E Hr(z0 ) e algum T >O. 
3. Valem as hipóteses do teorema de Morera em B,.(zo) para algum r> O. 
1. Valem as condições ele Cauchy - Riemann c ·u) v são diferenciáveis em Br(zo) para 
algum r> O. 
11.6 OBSERVAÇÃO: Damos em 11.7 um teorema devido a Paul Montei. Note que 
as condições para ser f <m::Jlític-<t são mais fracas que as quatro afirmaçôes equivalentes 
dados no teorema 11.5. 
11.7 TEOREMA: Se f= u +i v, definido sob um domínio A tal que: 
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àuàuàvàv. 
(i) àx, oy, àx' oy existe em todo A 
(ii) u, v satisfazem as equações de Cauchy-Riemann em todo A 
(iii) f é localmente acotada em A. 
Então f ~-analítica em A. A demonstração deste teorema pode ser encontrada em: H. 
Looman, Uber eine Erweiterung des Cauchy- Goursatchen Integralsatzer, Niecuw. Arch. 
Wiskunde (2) 14 (1925), 234-239. 
I. EXERCÍCIOS RESOLVIDOS 
1. Se J(z) = 11( x, y) +i v( z, y) é analítica num aberto conexo G, mostre que as famílias 
de curvas u( x, y) + c1 e v( x, y) = c2 são ortogonais. 
SOLUÇAO. Consideremos dois elementos determinados destas famílias u(x,y) = 
c0 e v( x, y) = v0 , que se encontram no ponto ( :t:0 , y0 ). Como 
dy U:r du = Uxdx + Uydy = O implica 
dx u11 
dy 
implica 
d.T 
au Hu Ov âu 
onde uJ = Ô:r, u 11 = Oy, Vx éh: c v 11 = {)y, então tais derivadas calculadas 
no ponto ( x 0 , y0 ) representam os coeficientes angulares das tangentes às curYas no 
ponto de intersecç.ão. Pelas equações de Cauchy-Riema.nn temos nx = vy e Uy = -11,,. 
Então no ponto (.-r 0,y0 ), (-u . .,) (-~!x) = ((-vy) · ( -( v_..,) = -1, de modo que os dois lly 1•y -vx) vy) 
elementos da família são ortogonais nesse ponto. 
2. Mostre que não exisi.cm fm1çÕes analíticas em ([} de parte imaginária .'~: 2 - 2y. 
SOLUÇ_Ã.O. Vamos supor que existe uma função f analítica de parte imaginária 
x2 - 2y. Seja J(x,y) = u(x,y) + iv(x,y) = u(•·,y) + (.T2 - 2y)i. Pela., condi,õce 
'. auav ou i!v de Cauchy-R1emann devemos ter -a = -a = -2 e ~8 = -~ = -2x. Dét :r y .JJ ox 
primeira relação obtemos u(:r, y) = - 2x+c1 (y) e da segunda relação tem-seu( x, !I) = 
-2xy + c2( :r). J>ogo teríamos - 2xy + c2(x) = -2x + c1 (y ), o que não é possível para 
x,yElR. 
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3. Determine o aberto A em (f' onde as funções abaixo são analíticas. 
(i) Cn(z 2 -1) (ii) (z - 1) 112 , (iii) cn( 2 - i~) onde -co< a< b <+co. 
z+l z-z 
SOLUÇÃO. (i) De z2 -] E 1R e z2 -1 S O obtemos que o aberto onde fn(z 2 -1) 
é analítica é o conjunto: 
A= ()7 \ {z = iy; y E JR} U {x E lR: -1 $ x $ 1} 
(
z-1) 112 lt("-'l z-1 z-1 (ii) -- = e 'In itT Então de -- E 1R e -- < O, obtemos que seu 
z+1 z+1 z+1-
domínio de analiticidade é o conjunto A= ([:;' \ {z E IR : -1 :; x S 1}. 
. . 
(iii) De z- 1_ba E IR e z- ~ba :$ O obtemos que seu domínio de analiticidade é 
z-z z-z 
A = a: \ { z = O, a S y S b}. 
4. Se f= u + iv é analítica e satifaz u2 =v em G, então f é constante: 
ou àv ôu flv I 1 .. 'd d d f SOLUÇAO. Temos 2u~ ::'1 , 2u~ = ~' pe a ana ÜICI a· e a 
ux ux uy uy 
ôu ôv Ou ôv 2 ~- ~· -0 = --0 . Destas quatros relações temos (1 + 4u )ux =O e Ux =O. Isto ux uy y x 
implica u, = Uy = 1'x = Vy =O e assim f é uma constante. 
5. Suponha que 6.u = 0
0
, ~u + ua··:c.~. Se f é analítica e não se anula num domínio G 
2x y 
então: 6 I f(z) 1=1 f(z) ]-1 ] f'(z) ]2 , z E G. 
SOLUÇÃO. Se f(z) = v+i1', então l.f(z) I= .Ju2 + v2 e f'(z) = llx+ivx = Vy-ivy. 
Portanto .6. I f I é igual a 
II. EXERCÍCIOS PROPOSTOS 
1. Seja f = 11 +i v analítica. num aberto conexo G C d:', tal que u = h o v pan1 alguma 
função diferenciável h : IR ----Jo IR. Mostre que f é constante. 
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2. Determine todos os pontos em a: onde as seguintes funções são analíticas: 
(i) fiz) =I z I' 11 z I' -2) 
(ii) fiz)= sen(l z I') 
(iii) fiz)= z(z + z2 ). 
3. Mostre que as seguintes funções não são diferenciáveis: 
(i) f(zJ =I z I 
(ii) .fiz)= Re z 
(iii) fiz)= arg z 
(iv) fiz)= Im z. 
4. f(;;)= u + iu =pé' é uma função analítica em (f, mostre que se uma das funçóes 
11, l',fl ou O é igual a uma constante, então a função f(z) é constante. 
0. Scji'lttt G = ([' \ { z : z S O} e n inteiro positivo. Ache todos as funções analíticas 
tais qur· z = [f(z)]n para todo z E G. 
r ,. ' f n ffO • l't' . G • l ,:>11]'.' 1': ,-~ (!\H-' . : \' -- > \1 e <111<1 t ICa C' flllC ;r C ("Oilf''-.:0. 
pant i o do z etn (;,então f é constante. 
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' § 12. SEQÜÊNCIAS DE FUNÇOES 
COMPLEXAS 
ANALITICAS 
12.1 TEOREMA: Seja Cfn)~1 uma seqüência de funções analíticas num aberto conexo 
A C a:' que converge a g uniformemente sobre cada compacto K C A. Então g é analítica 
em A e para k E llV a seqüência (J~k))':=t converge a g(k) uniformemente sobre cada com-
pacto K C A. 
DEMONSTRAÇÃO: Sejam a E A,O <r< d(a,A') e ,qt) 
Então: 
fn(z) =_I_, r fn(x) dx 
2nJsrx- z 
(\lz E E,( a)). (1) 
, fn(x) g(x) , 
Como -- converge a -- untforrncmente para x E Sr(a), passando ao limite para 
x-z x-z 
n ---t oo temos em (1 ): 
( -) - ) l g( X) d• 9• - --" 27fi SrX- Z (\lz E B,(a)). 
Como .rt é rontínun sobre S,.(a), temos por 11m r~sultaclo nnt.crior <pw _q é nnalítica no 
irJterior de H.,.( a). Logo g é analítica em A, por ser anatítJca Clll ca<-la a E::: /L Ytdas 
desigualdades de Cauchy, para k E IN fixo, temos que 
I J~'~(z)- gl'l(z) I <; sup I fn(x)- g(x) I ;!, 
(x-"[=• ( 2) 
Como o segundo membro vai para zero quando n teJJde ao infinito, (J~k))':=l converge 
a g(k) uniformemente sobre B~(a) para cada a E A e para cada O< 1' < d(a;A._c). Se 
]{ C A é compacto, podemos cobrí-lo por um número finito dessas bolas e daí teremo,o; 
convergência unifOrme sobre i{. O 
12.2 OBSERVAÇÃO: Tal resultado não vale no caso real pois, por \Veirstrass, qualqnet· 
função contínua em [a, b] é limite uniforme de uma sequência de polinômios sobre [a, b]. 
00 
(1) r-.:xemplo: Considere a função f( :r)= l:bncos(a"1rx),x E IR c O< b < I. Cadii.. 
n=O 
termo desta série é uma função analítica em todos os pontos do eixo real. J\lém 
disso a série é uniformemente convergente no eixo real pois: I bn cos anr.x 1:::; b" 
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= 
para todo x E IR, e a série geométrica L)n é convergente. Mas a soma da série 
n=O 
não é analítica nos pontos do eixo real. Esta função não é derivável para nenhum 
X E JR. 
(2) Exemplo: Considere a série: 
(
sen 2x ) (sen 3x sen 2x) 
sen x + 2 - sen x + 3 - 2 + · · · · · · 
cujos termos são funções analíticas no eixo real. Além disso a série converge uni-
formemente no eixo real. Sua soma, sendo igual a zero, representa uma função 
analítica. De fa.to, a soma parcial é 
(
sen 2x ) (sen nx sen(n -l)x) sen nx 
sen x + - sen x + · · · , · · · + - = ,-2 n n-1 n 
de onde se deduz que a série converge a zero uniformemente. Mas, derivando termo 
a termo, a série obtida é 
cos x + (cos 2x- cosx) + · · ·, · · · + (cos nx- cos(n -1)x) 
Cl!_jas somM; parclai.R são: co . .;; x, cos 2x, · ·- cos nx, · · -. Evidentemente a seqüência 
destas sornas é divergente para todo x =f L.br e para ;c = '2k1r ~c111 UJh iuuiLc .igu<tl <:" 
1, que resulta um valor diferente da derivada da soma dessa série. 
00 
12.3 OBSERVAÇÃO: Se A C ([?é aberto, podemos escrever A= U Bn, onde Bn = 
n=l 
Bn(O)n {z E A: d(z,CA) 2: ~}·Temos Bn C A,B, compacto. SejaC(A) o espaço 
vetaria] das funções contínuas de A em ([?e 1í(A) o subespaço vetorial de C(A) formado 
pelas funções analíticas em A. A topologia compacta aberta em C(A) é dada pela métrica 
onde 
( . ) ;:.. 1 li!- YIIB, do j,g ~ ~2' 1 +li!- YIIB, 
iif- 9iiB, ~ sup i f(l)- g(t) I 
tEB~o 
Note que se]{ C A for compacto, existem E IN tal que f{ C Bm· 
observar que a convergência de Un)~""-1 a f em C(A) para tal topologia. 
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Também podemos 
Urna consequência 
do resultado 12.1 é que 'H( A) com a métrica d0 é completo. 
Podemos definir em 1í(A) 
Essa métrica corresponde à topologia da convergência uniforme sobre compac-
tos de A de seqüências de funções e de suas derivadas até a ordem n. 
Note que (1í(A),dn) é completo por 12.1 e é claro que d0 < dn. Logo 
12.1 diz que dn é equivalente a d0 em H(A) pois a topologia é a mesma: 
id: ('H(A), do) __, ('H(A); dn) é um homeomorfismo. 
Se definirmos em H( A) 
00 1 
doo(J,g) = L2ndn(J,g) 
n=O 
dco cOITesponde à topologia da convergência uniforme de seqüências de funções e de todas 
as suas derivadas sobre os compactos de A. Logo ('H( A), doo) é completo por 12.1 e doo e 
do são métricas equivalentes. 
(R) 12.4 TEOREMA DE ARZELÁ-ASCOLI: Seja E c C( A) e tome em C(A) a 
topologia <ompado-aherta. Então sào equivalentes as afirmações: 
l. l3 é relativamente compacto para d0 • 
2. Dada umn seqüência Cfn)':=t em B existem g E C(A) e uma. subseqüência (/nk)~1 
tais que UnJ'f=1 converge a g uniformemente sobre os compactos de A. 
3. (a) E( a)= {f(a);f E E} é limitado em(!' para cada a E A. Isto é, existeM.> O 
tal que sup I f( a) I ::; Ma (E é pontualmente limitado em A). 
fEB 
c 
(b) B é eqnicontínuo em cada ponto de A. Isto é, dados a E A e ê > O existe{; >O 
tal que: Ix-a I< b,x E A =>l.f(x)- f( a) I< E para todo .f E E. 
12.5 TEOREMA DE MONTEL: Seja E C 'H(A) e a métrica d0 em H(A). São 
equivaleutes as nlirmações: 
(i) B é rcla.tiv<~.rncnt.e compacto para. d0 • 
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(ii) Para todo H C A, 1\ compacto, existe A1r; 2: O tal que 
sup I .f(t) I:S MK 
•E!{ 
/Ell 
(isto é, B é uniformemente limitado sobre cada compacto de A). 
DEMONSTRAÇÃO (i)=> (ii): Se (i) vale, então, por 12.4 podemos dizer, que: 
(a) ExisteM,> O tal que sup I f( a) I:S M,. 
JEB 
(b) Para todo a E A e para todo f > O existe Óa > O tal que: I ::r- a lxEA< ba implica 
sup I .f(x)- f( a) I:S f. 
JEB 
Dado ](C A compacto, existe um número finito de bolas B&a; (aJ),j = 1, · · · m tais que 
m 
K C UB&,
1
(ai)· Logo se x E K entâ.o existe j E {1, · · ·, m} tal que ::r E Bsa
1 
(a3 ) implica 
j=1 
sup I f(x)- f( a,) I:S f. Assim 
JEB 
Portanto sup I f(x) I:S f+ sup M,, = MJ;. 
~~~ i=1,2,···,m 
(ii) :::> (i): assumindo (ii) obtemos B pontualmente limitado em A. Pelo Teorema de 
Ascoli-Arzelá, mais teorema 12.1, basta provar que B é equicontínuo em cada ponto de 
A. Seja a E A fixo, sabemos que se p < d(a, A c) então 
Temos que 
00 Jl'l( ) f(x)-f(a)=t; k'a (x-a)k (1/ x E H,( a);\/ f E 8). 
I f(x)- f(a) I:S E~! I J1' 1(a) li (x-a) I'. 
Para O < r < p e br( t) = a + reit: t E [O, 21r ], pelas desigualdades de Cauchy temos: 
(lf k E 1!1', 1/ f E B). 
SejaM> O tal que sup I f(z) I:S M (que existe por (ii)). Logo 
zESr(o) 
"" 
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para todo f E B e todo x E H,( a). 
1" 
Sendo Ix-a 1:::; "2 podemos escrever que 
lx-al 00 (')' M lf(x)-.f(a)IS:M · L 1. =2-lx-al 
r r r· i=O 
(V f E B) 
{
r E1' } Dado é > O e<;colhemos b = min 2") 
2
M > O para obter: 
Ix-a AI< b } o> sup I .f(x)- f( a) IS: 2Mb< E, 
:r E JEB r 
o que fornece a equicont.inuidade de B em a. o 
12.6 TEOREMA: Sejam A C a: aberto conexo, B C A um conjunto determinante de 
analiticidade em A e Un)':'=t uma seqÜêiJcia de funções analíticas em A, que converge 
pontualmente em Beque é uniformemente limitada sobre cada compacto]{ C A. Então 
Un)~=l converge uniformemente sobre cada compacto K C A a uma função analítica f 
em A. 
DEMONSTRAÇAO: O conjunto B = {.fn : n E lV} é relat.ivanwnte compacto para 
a topologia compacta aberto em 1t(A) pelo Teorema de Montei. Então (J11 )~=t possui 
uma subsequéncia (f"t)~ 1 convergente a f E 7t(A) uniformemente sobre cada compacto 
}{ C A. A nossa hipótese diz que lim fn(z) = f(z) para todo z E B. Vamos supor 
n-oo 
que exista z0 E A não em B tal que (f11 (zo))~=I não convege a f(zo). Logo deveria 
existir E > O e uma seqüência m 1 < m 2 < · · · < mk < · · · de números naturais tais 
que I fm~<(zo)- f(zo) I> E para todo k E Jl\'. Como (fmJ'k~1 é uma seqüência em B, 
e B é relativamente compacto, existe uma subseqüência Umkp)~ 1 convergindo a uma 
função g E 'H( A) uniformemente sobre cada compacto I\ C A. Note que g(zo) i- f(z0 ) 
e que g(z) = f(z) se z E B. Como E é determinante de analiticidade em A temos urna 
contradição. Logo lim fn ( z) = f( z) para todo z E A. Como B é relativamente compacto 
n-oo 
para a topologia compacta aberta e (f11 )':~ 1 converge pontualmente a f em A, ,·amos ter 
Un)':=t convergindo a f uniformemente sobre cada compacto I\ C A (repita o argumento 
a.cima. com z0 substituído por algum compacto N0 ). O 
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I. EXERCÍCIOS RESOLVIDOS 
oo zfl 
1. Desenvolver F(z) =L , çm série dE' potf.ncias a.o redor do ponto z =O, para. 
n=l 1 - z" 
I= I< 1. 
- oo z" 
SOLUÇAO. A série L Ç uniformemente convergmte em fechados contidos 
1 - z" 
n=l 
no interior do círculo unitário. De fato: se E é um subconjunto fechado de B1 (O) c 
!J = dist(E; S',(O)) >O, então, para qualquer z E E, tem-se I z ls 1 - !J = p < L 
I 
z" I p" p" 00 p'' Portanto ~ :S -- e, como a série L-- converge, teremos que 
1 - z" 1 - p71 1 - p n=ll - P 
00 ~ ~ 
a série L uniformemente convergente em E. Sejam fn(z) = ,n E IN 
""" 1 ]-z" 1-z" 
oo pl'i(O) oo Jl'l oo [FI'i(O)l 
e F(z) = Lf"(z). Logo k' =L--",-- e daí temos F(z) =L _1 z' = 
n::ol • n=l k. k=1 k. 
oo [ oo Jj'i(O)l ' z" L L 1 :: • De = z" + z 2" + z.1n + · · ·, temos que o coeficiente de k=l n=l k. 1 - z" 
zk é zero se k nâ.o é divisível por n e é igual a 1 se k é divisível por n. Portanto 
o coeficiente de ::k no desenvolvimento de F(:z) é igual a uma soma de unidades 
cuja quantidade é igual ao número de todos os diYisores naturais do número A~ 1 que 
vamoo denotar por r(k). Assim r(!)=], r(2) = 2, r(3) = 2. r(4) = 3, etc. Obtemos 
= = Jl'l(o) 
F(z) = LT(k)z' onde r(k) =L n k' . 
k=1 n=l · 
=· 2,.. 
2. Fazer o desenvolvimento em série de Taylor ao redor de zero de <I>(z) = L 2 -z - n21f2 
n=l 
selzl<~-
SOLUÇÃO. cl>(z) é uniformemente convergente nos fechados contidos no interior 
de {z :] ::I> r.}. Fazendo os detalhes como no exercício anterior 1 obtemos <P(z) = 
=r,~, Jl'i(oJ] 
[; ~ n k! zk. Notemos que 
-2 
onde o coeficiente de zk é zeros<> k é par c é igual a se k = 2q- 1 (ímpar). 
n2qr.~1 
85 
Portanto o cocficicntP de zk da função 
Ímpar = 2q- 1, daí obtemos que 
<l>(z) é zero se k f. par r t ; 22 fW k é 1!=1 11 '17r q 
3. Desenvolver em série de potências ao redor de:::= O a função f(z) = c 1 ~= =c· cJ_:=. 
J'''(o) SOLUÇÃO. É muito complicado achar ak = k! Para resolver o exercício z 
empregaremos o seguinte. Seja w = tl>(z) = -- = z + z2 + · · · para I z I< 1 I- z 
( w' ) , e F(w) = e· cw = e I+ w + 2 + .. · para I w I< +:>a. E claro que f(z) = 
(F o <!>)(z) =F -- = c· e'-' = e=. Logo J(z) = F(<l>(z)) = F(w), onde ( z ) ' ' I- z 
z 
w = --. Portanto, para I z I< 1, temos 
I- z 
f(z) = e(l + _l_(~z ) + _l_(__z__)' + ... + _l_(~z )" + --·) 1! 1 - z 2! 1 - :: n! I - z 
reagrupando os termos da mesma potência obtemos: 
f(z) = { ( I 1) 2 (I I 1) 3 c I + z + - + - z + - + 2- + - z + .. · + 1! 2! 1! 2! 3! 
+ [ I (" - 1) I ("- I) I (" - I) I I] , } I!+ 1 ·2+ 2 ·3,+--· n-2 (n-1)1+ n! z'+--· · 
oc 
4. Se os termos da série l:fk(z) são funções contínuas num domínio limitado G e são 
k=O 
analíticas no aberto conexo G, então da convergência uniforme da série na fronteira 
8G de C se deduz sua convergência uniforme no domínio G. 
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SOLUÇAO. Segundo as hipót.eses 1 para qualquer é > O existe um N(t) tal que 
l
n+l' 
para n > N(E) e qualquer número natural p tem-se sup Lfk(z)l < E. Mas a 
zE8G n+l 
n+p 
função Lfk(z) é contínua em (i e analítica em G. Portanto o má.ximo do módulo 
n+I 
~~fk(z)l no domínio G é atingido na fronteira.. Assim o valor deste máximo é 
n+l 
menor que E pa.ra n > N (e:) e qualquer número nat.ural p. Isto implica que a série 
00 
Lfk(z) é uniformente convergente neste domínio G. 
k=O 
5. Seja f analítica e limitada sobre B1 (0), f(O) ~O, I f(z) 1<: M para todo z E B1(0) 
00 
eM<]. Mostre que g(z) ~ I:if(z)]' define uma função analítica em B 1(0). 
ko=O 
SOLUÇÃO. É claro que lflf,(z)J'I <: f I j,(z) 1'<: f=M', e como f=M' 
k=O k=O k=O k=O 
00 
converge pois A1 < 1, temos convergência uniforme em B1 (O) da série L[f(z)]k. 
00 
Como [f(z )] 1 é analítica em B 1 (O) tem-se que g(z) ~ I:if(z)]1 é analítica em B 1 (0). 
k=O 
6. Seja :F uma família de funções analíticas num domínio D e relativamente compacta 
para a topologia compacta aberta. Mostre que a família :F1 = {g : g = f, f E :F} é 
relativamente compacta para. a topologia compacta aberta. 
SOLUÇÃO. Seja F= B 2r(z0 ) C D, então existe um número positivo A1(F) tal que 
I f(z) 1<: M(F) para todo z E F e f E :F. Então para z E B,(zo) e pela fórmula de 
Cauchy tem-se I f'(z) 1~1 g(z) I~ 1~21 . r ( j(E\,dcl <: M2(F) r I I dE 11,. 
7r7JS2r(zo) E- Z 7r Js,~(z0 ) E- z 
Agora, como I E- z 12: r para todo E E S2r(zo) e para todo z E Br(zo): temos 
2M(F) _ I g(z) 1:::; para todo z E Br(zo) e g E :F1 • Logo podemos concluir que :F1 é 
T 
uma. família relativamente compacta. 
7. Sejam F uma função inteira e :F é uma família de funções analíticas num domínio D 
relativamente compacta para a topologia compacta aberta. Mostre que as funções 
F o f, f E :F, formam uma família relativamente compacta. 
SOLUÇÃO. Se E é um subconjunto compacto de D, então existe R(E) > O tal que 
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l.f(z) I:S fi( E) para todo z E E c .f E :F. l'or1an1o I (F o .f)(z) I:S sup I F(w) I 
)w),;R(J•:) 
para todo z E E e f E :F. Daí segue que {F o f: f E F} t~ relativamente compacta. 
8. Prove que a família de todas as funções f analíticas no disco unitário tal que 
f(O) = O, f'(O) = 1, não é uma farrn1ia relativamente compacta para a topologia 
compacta aberta. 
- 1 SOLUÇAO. Se fn(z) = -(cnz -1), é claro que fn é analítica para todo n E J!V 
n 
e satisfaz .f~(O) = I,.fn(O) =O. Como lim .fn(~) = +oc, segue que (.fn)~ 1 não 11 ....... 00 2 
tem subseqüência convergente. Assim a família de tais funções não é relativamente 
compacta. 
Il. EXERCÍCIOS PROPOSTOS 
00 
1. Mostre que se LaTl oo a zn converge, a série L n converge para I z I f: 1. 1 - z" 
n=I n=l 
oc a ,_n 
2. Desenvolver em série de potências de z a soma da série L n'"' e ache seu raio de 1- zn 
n=l 
convergência. 
00 
3. Mostre que se a série L I fn(z) I converge uniformemente em todo conjunto fechado 
n=1 
contido num aberto conexo G C d:, a série L I f~(;:;) I possui a mesma propriedade. 
n::ol 
00 z2 (z 2 +1 2 )···(z2 +n2 ) 
4. Mostre que a. soma da. série 1 + L [ )I F é analítica em ('[:. 
n::::l (n+l. 
= 
5. Se f é analítica em B1(0) e f( O)= O, mostre que a série Lf(z") é convergentP em 
n=l 
B1 (O) e sua soma é analítica. 
= (-l)n+J 
6. Mostre que a série L é uniformente convergente em Br(zo) se -n tj Br(zo) 
n=l z+n 
e mostre. além disso, que sua soma é analítica em (f\ { -1, -2, -~~' · · ·}. 
7. Verifique que :F= {f: (f -r d';j(z) =a+ bz} não é relativamente compacta para 
a topologia compacta aberta. 
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8. Suponha que :F[> a família de todas as fUilÇÔes f(z) =a::. onde a E a:. Mostre que 
:F é normal em d! \ P Ht(O). (Diz-s(' que uma coleção F df' funções analíticas num 
aberto conexo D é normal se para cada seqiiência (f., )';:= 1 d(' elementos de F ou 
existe uma subseqiiência. Un~)'k= 1 , que converge uniformem<'nt.e sobre os compactos 
de D a uma funçâo f ou uma subs<'qiiência (J.,k )k,;,1 que conwTg<' uniformemcnt<' a 
+oo sobre os compactos de D). 
9. Seja F uma família normal de funções analíticas no aberto G. Se O é aberto tal que 
f(G) C !1 para cada f E :F e g é analítica em !1, então {g o f; f E F} é normal. 
8!! 
§ 13. SÉRIES DE LAURENT 
Vamof> usa.r as segulntes notações: 
Se a E a,' e o :s; r 1 < r 2 ::; +oo o anel abrrto de centro a t raios r 1 e r2 é o conjunto 
A,,,(a) ~ {z E d!; 1'1 <I z- a I< rz) 
e o antl fechado de centm a t raios r1 e r 2 é o conjunto 
A,,,,(a)~ {z E <f;r1 :Siz-a I:S,.2 ). 
13.1 TEOREMA: Sejam U C (f aberto, a E (f', O< r1 < r2 tais que Â 1n CU. Se 
f : U ---+ (f,' é analítica em U, então 
DEMONSTRAÇÃO: Seja 
g(x) ~ { f(x)-f(z) se x-z 
f'(z) se 
X oj z, X E li 
que é analítica em U. Vamos definir: h( t, O) = 8( a +r1 ei1) + ( 1-0)( a +r2 e;1), t E [O, 211" ], O E 
[0, 1], que fornece uma homotopia h em U entre lt e ''/2· Pelo Teorema de Cauchy 
1g(x)dx ~ 1 g(x)dx. 
')'I /2 
Assim para z E Ar1 ,r~(a) 
~1 f(x)- f(z) dx ~ ~1 f(x)- f(z) dx. 
21r~ ..,.2 :r - z 2;n 71 x - z 
_1 ·1 f(x) dx- ~1 f(z) dx ~ _11 f(x) dx- ~1 f(z) dx. 
2Kl ~:r-z 2r1 ~x-z 2xz~x-z 2rz ~x-z 
=f(z) :=-0 
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Então temos 
D 
13.2 OBSERVAÇÃO: Vamos comiderar ATth(a) para O< r 1 < rz. Dado z E Ar 1 ,r2 (a) 
podemos escrever: 
a convergência sendo absoluta e uniforme para :r E Sr2 (a). Temos ainda 
1 -1 
x-z (z-a)(:_: -1) 
1 1 -·~~cc 
1 - ( "--'!.) 
,_" z-a 
1 f:lx-a)' f: (x-a)' 
z- o . (z -o)' = (z- a)k+' k=O k=O 
para I :r- a I= r1 . Portanto temos convergência absoluta e uniforme para z E 5.,.1 (a). 
Seja f analítica em U aberto ta] que Ar1or2 (a) C U e tomemos ~:j ( t) = a + TjEit, .f E [0, 27r] 
c j = 1, 2. Por 13.1 temos 
f(z) = _1_j f(x) dx __ 1 j f(x) dx 
27ri r'2 .T - z 27ri r'l :r - z 
oo[-1 j .f(x) dx]z-a'+ oo[-1 j f(x) dx]· 1 ?; 27ri "r..(:r-a)k+1 ( ) E 27ri -n(x-a) k (z-a)k+I 
oo [~j J(x) dx] z-a '+ oo [~j J(x) ]· 1 . 
{;, 21r2 ,..2 (.Y- a)k+1 ( ) E 21rz ,.., (x-a) Ht (z- a.)l 
Sendo 
-
1 j f(x) dx (VkE 1'10) 21ri r2(.x-a)k+1 
-
1 j f(x) dx (VkEI'I') 
21ri ,.., (.Y- a) k+I 
00 
obtemos gt(z) Lok(z - a)k pontualmente e absolutamente em Br2(a) e g2(z) = 
k:=O 
00 1 ~j3k · (z _ a)k pontualmente e absolutamente em (BTJ(a))c = ([; \ Br1(a). Logo para 
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z E A.,,,, (a) temo' .f( z) = 9I ( z) + g2 ( z) c f( z) = L; c,( z - a)' onde c, = "' se k E /N0 
kEZ 
e f3k se -k E IN. A convergência da série é pontual e absoluta em Ar1 ,r2 (a). Diz-se nesse 
caso que f ('slá N'prcsentada em Ar1 ,r2 (a) por uma .<oàh de Laurcni ao redor de a. Como 
91 (::) é a soma de uma série de potências de ( z - a) em Hr 2 (a) os coeficientes O), são 
únicos. Como g2(z) é a soma de uma série de potências d<' (-1-) = u com u E B.1..(0) 
::-a .-1 
os coficientes f3k são únicos. A representação de f em série de Laurent é lÍnica, como 
veremos mais tarde pela fórmula dos coeficientes. Note ainda que a convergência. da série 
de Laurent é uniforme e absoluta em Ap1 ,p2 (a) com r·1 < PI < P2 < r·2-
Seja a um caminho regular fechado em Ar1 ,r2 (a). A imagem de a é compacta contida 
em Ar1,r2(a)l logo existem r1 < p1 < p2 < r 2 tais que a imagem de a está contida em 
Ap1,p2 (a). Então temos: 
_I 1 .f(x) dz 
21ri a(z-a)k+l _I ·1 ( LCn(Z- a)"-k-I)dz 21r1 a nEí.Z 
L -1-.c.1(z- a)"-'- 1dz 
nE.í.Z2?rZ a 
(I ) 
a) Se n- k- 1 :::::O então (z- a)n-k-t é analítica em (f' e. pelo Teorema de Cauchy, 1 (z- a)"-k-Idz =O. 
b) Se n = k então (z- at-k-1 I 
c-( ,-_-a-c) e 
~1(z-a)n-k-ldz=~1 1 dz=l(a;a) 
2r.1. a 2r.z a(z- o) 
c) Se n ::; k- 1 f'ntão 
n-k-1 1 (z-a) = (z-a)k+I n com k + 1 - n ::::: 2. 
Pelas fórmulas integrais de Cauchy temos 
I 1 n-k-I I 1 dz 
-2 . (z- a) dz = -2 . (- )'+I 1fZa 1fZa-<--a 
Logo de a), b) e c) temos de (i) 
I ~ f(z) 
-2 . (- )'+I dz = c,!(a; a) 1rz. a ,. - a V k E J!. (2) 
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Como l 1 é aberto e se pode tomar Ó > O tal que Ar 1 -r 1 ,r,+b( o) C U, unia pequena tnudançb 
nos raciocínios anteriores permite escrever (2) mesmo quando a é um camiuho regular 
fechado em Ar1 ,r2 (a). Em particular, para cada p E [r1,r2] 
c,~ _1_ f f(z) dz 
21rilaP (z- a)k+1 (VkEZ':) 
onde 17p(i) =a+ pt_;1, t E [0, 21r]. Note que devemos cuidar para não far.er isso com z E 
Imagem de 17 p· 
Se [! :J Br2 (a) temos 
Ji'l(a) 
Ck = k! ('ik E !So) 
e, como f(z) · (z -a)-k-t é analítica em U para k :::;: -1, temos C}, =O se k :::;: -1. Portanto 
a representação de Laurent será a representação de Taylor ao redor de a nesse caso. 
Demonstramos assim o seguinte resultado. 
13.3 TEOREMA: Se f é analítica em U e o anel Ar1 ,r2 (a) C C para O < r't < r2 < +oo 
então f é representada em Art.r2 (a) por f(z) = Lck(z- a)!: de modo único com a 
kE~ 
convergência sendo uniforme e absoluta sobre Ap1 ,p~(a) sempre que 7'1 < Pt < p2 < r 2 , e 
onde 
I 1 f(z) 
-. ( 1 ,,dz~c,J(o-;a) 2101 ')'J z-a + (Vk E Z:), 
para cada caminho regular fechado a em Ar1.r2(a). Em particular ck 
-
2
1
. f ( f(xi, dx para todo k E Z: onde o-,(t) ~ a+ cc".t E [0,27r],r E h,r2 ]. 
1r1Jor :r- a +I 
Se B,(a) C V tem-se c,~ O se k S -L o 
I. EXERCÍCIOS RESOLVIDOS 
L Faça o desenvolvimento em série de Laurent da função .f(:::)= é"+~ para z =f O. 
• 
00 
n 1 l f(c) SOLUÇAO. Sabemos que f(z) = "'anZ onde On = -. ~-,dE,n E Zl e rR 
L,. 2;;-l f'R cn+ 
-oo 
é uma circunferência com centro na origem e raio R > O. Fazendo uso da. relação 
oo zk 
e" = 2:1 temos: 
k:=O k, 
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.f(E) ] ( E c2 c' E" ) ( ] ] ] ) 
-=- 1+-+-+-+···+-+··· 1+-+-+ .. ·+-+ .... 
c;n+l c"+t 1! 2! 3! n! l!t: 2!t:2 n!En 
Note qu(' integrando termo a termo só restarão o,_c;; termos do produto da forma 
1 Ei } 
-- · - · - com i - j - n - 1 = -1 onde n inteiro fixo e i 2: O 2: j 2: O. Daí 
,::n+I i! j!cJ ~ 
temos i - j = n e portanto 
2. Desenvolver a função f(z) = ln z- a, com a e b não nulos, em uma 'iizinhanç,a do 
z-b 
ponto z = oo. 
- 1 (1) (1-wa) SOLUÇAO. Para isso fazemos w = ~. Temos f - = ln e esta função 
z w 1- wb 
de w deve ser desenvolvida em urna vizinhança do ponto w = O. Sabemos que 
-
1
- = f,akwk se I wa I< 1. Desta relação obtemos 
w- a k=O 
fn(l- xa) 
00 k+l ~a k+I 
- L---;r se 
k=Ok + 1 
I xa I< I (i) 
fn(l - xb) (i i) 
De (i) e (ii) tem-se 
(
1- xa) ~ (bk+1 - ak+J) 
' . "' k+l U1 =L.J X 
1 + xb k~c k + 1 
11. EXERCÍCIOS PROPOSTOS 
1. Ache a região de convergência de cada uma das seguintes séries de Laurent: 
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+~ (z -I)'" ( i i ) I: '-c,:---'cc-
"=-= n + 1 
+~· 
(iii) L c"(z-d)";cE ~'\{O),dE ~·. 
n=-oo 
00 
2. Seja f(z) = La.,z" onde a série tem raio de convergência positivo. Ache a região de 
n==O 
+= 
convergência da série de Lauren1 L aHz., e identifique a função que a repres;enta 
nc::=-oo 
' aJ. 
3. Sejam O < r < s < +oo,A = A,.,8 (0) c f(z) analítica em A. Suponha que 
lim f(z.,) = O para qualquer seqüência (z.,)~ 1 em A com lim I z., I= r ou para n~= n-oo 
qualquer seqüência (z.,) 00~ 1 em A com lim I z., I= s. Mostre que então f(.:)= O n n-->00 
para todo z E A. No caso r= O ou s = oo é certa esta afirmação?. 
00 
4. Prove que eli'-~1 = J0 (a) + I;[z" + ( -zt"]Jn(a ), onde Jn(a) é a função de Bessel 
5. Ache o desenvolvimento em série de Laurent da função f(z) = ( 1 ) , em 
zz-l)(z-2 
po\éncias dez, válido para: (i) O <I z I< I, (ii) I <I z I< 2, (iii) 2 <I z I· 
_2 4-
6. Ache o desenvolvimento em série de Laurent da função f( z) = cos ( - "' ao redor 
z- 2) 2 
do ponto z = 2. 
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§ 14. SINGULARIDADES ISOLADAS E ZEROS DE 
FUNÇÕES ANALÍTICAS 
14.1 DEFINIÇAO: Sejam A aberto c .f; A~ d' analítica. Se z0 E rL'\A for um ponto 
isolado de d-' \ A, (isto é: existe r > O tal que Br( z0 ) n A c = { z0 } ), então diz-se que z0 É 
uma singularidade isolada de f. Se f puder ser definida em z0 de modo que a nova funç.ão 
] seja analítica no aberto A U {z0 }, diz-se que z0 é uma singularidade removível dr: f. 
14.2 OBSERVAÇÃO: A função f tem singularidade isolada no ponto z = z0 se existe 
um número R> O tal que f é analítica em {z : O <I z- z0 f< R}. Ela tem singulari-
dade removível no ponto z = z0 se existe uma função analítica f: BR(z0 ) --+ (J:' tal que 
](=) = f(z) para O <I z- zo I< R. 
14.3 EXEMPLO: A função f(z) = z'- I é analítica em a·\ {I}= A c z =I é uma 
z-1 
singularidade isolada removível de f pois f(z) = z + 1 para z E A e ](z) = z + 1 é uma 
função inteira. 
I 
Um exemplo de singularidade isolada não removível para f(z) = é o ponto 
z- z0 
z = z0 • Como limf(z) não existe, não há como achar f inteira que coincida com f(z) 
Z-Ho 
em d' \ {z0 }. 
14.4 OBSERVAÇÃO: Se f é analítica em A e z0 é singularidade isolada de .f, pelo 
result.ado de representação de Laurent, temos r > O tal que f(z) = L c,(z - zot 
kEZ' 
pontualmente em Ao,,.(zo) C A. Se z0 for não removível então pelo menos algum ckl I._· < O, 
é não nulo. (ck =O para todo k <O implica f analítica em B,.(zo)). Se existe um número 
finito de c~s não nulos para k < O, diz-se que z0 é um polo df f. Se Ck for não nulo para 
k em um subconjunto infinito de {n E Zl: n <O} então z0 é chamada uma singularidadt. 
00 
essencial. Em qualquer desses dois casos: Lq(z-z0)k = h.(z) é a chamada parte singular 
k<O 
de f. Notemos que: h ( _ I ) = h(u) = fc,ul pontualmente para cada O <I z-zo I< r, 
"'- zo l=l 
. I I I d I p . . d t.' . :f-. ( . ou seJa - < u < +oo, on c u = . ortanto a sene e po enctas L...-CfU tem rato 
r z- zo .t'=l 
de convergência +oo e define uma função inteira deu. Se h(u) for um polinômio de grau 
m 2: 1, diz-se que o polo z0 tem ordem m e usa-se a notação O(f; z0 ) = m. No caso 
de singularidade removível vamos algumas vezes dizer que ela é um polo {ronov[vel) de 
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ordem zero. 
1:: fácil ver que a função j(z) = - 1- tem em z = z0 um polo de ordem 1. 
z- Zo 
' Por outro lado a função f(z) = cz-zo tem uma singularidade essencial em z = z0 , 
001 
poi' j(z) =L: -;j(z- zor' para lodo Z oi Zu. 
k=Ok. 
14.5 TEOREMA: Scjaz0 uma singularidade isolada de uma função analítica f: A-ta:. 
Então z0 é um polo de ordem menor ou igual a m se e só se {z- z0 )m · f(z) é limitada 
em Ao,,(z0 ) C A para algum r> O. 
DEMONSTRAÇÃO: 
(i) Seja z0 um polo de ordem menor ou igual a m. Então a parte singular de f em z0 
m 
é da forma Lq(z- zork e daí temos: 
k=l 
oo m 
(z- zo)"' · f(z) = L;c,(z- zo)k+m + L;ck(z- zo)-'+"'. 
k=O 
O lado direito é uma série de potências ao redor de z0 com raio de convergência 
r> O. Logo g(z) = (z- z0 )"' • f(z) é analítica para z oi z0 no domínio de f e \em 
singularidade removível em z0 • Sua extensão g é analítica em z0 , portanto limitada 
numa vizinhança de z0 • Assim (z - zo)m · f(z) é limitada em Ao,r(z0 ) para algum 
r> O. 
(ii) Suponhamos agora (z- z0 )"' · f(z) limitada em AoAzo) C A para algum r > O e 
sejam O< p <r e ~,(t) = z0 + pc;1, tE [0, 2~]. Logo temos f(z) = L;cc(z- zo)' 
kE% 
1 1 f(z) para todo z E AoAzo) e c, = -. ( )'+' dz 211z ap z- zo para todo k E tz. Como 
sup I (z- z0 )"' li f(z) [5 M < +oo, obtemos: 
lz-zol=p 
M 
Notemos que k < -m equivale a h·+ m < O. Como a desigualdade I q I:S 
pm+k 
pode ser feita para cada p E]O, r[, fazendo tal p tender a zero vamos obter Ck = O 
para k < -rn. Logo z0 é polo de ordem :::; m.. O 
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14.6 OBSERVAÇÃO: A mesma demonstração fornece: z0 é singularidade removível de 
f se e somente se f( z) é limitada em Au,r( zo) para algum r > O. 
14.7 PROPOSIÇÃO: Para uma singularidade isolada não removível z0 de .f analítica 
ern A, são equivalentes a.s afirmações: 
1. z0 é polo d<' ordem m. 
2. ck = O se k < -m e c_m /:- O. 
3. lim (z- z0 )m f(z) existe e é diferente de zero. 
z-+zo 
DEMONSTRAÇÃO: É claro que (I) e (2) são equivalentes. 
oo m 
(2) => (3): por (2) temos f(z) = I:C,(z- zo)' + LCk(z- zot' com c_m f O. 
k~o k~I 
Logo: 
oo m 
(z- zo)m f(z) = :Lc,(z- zo)k+m + :Lck(z- zo)-k+m = g(z) 
k~o k~t 
é analítica em z = z0 . Assim: lim (z- zo)m f(z) = c_m = g(zo) /:-O. z-.zo 
(3) => (2): Se lim (z - z0 )m J(z) = a f O, então, existe r > O tal que 
Z-tZo 
I (z- zo)m f(z)- a I< I se z E Ao,,(zo) ou seja I (z- zo)m f(z) I< I+ I a I< +oo. 
Pelo resultado anterior z0 é polo de ordem:::; m. Note agora que C-m =a i- O. D 
Pelo uso de 14.7 e 14.5 podemos mostrar: z0 é singularidade removível de f se e só 
se lim(z- zo)f(z) =O. 
z-zo 
14.8 OBSERVAÇÃO: Já vimos que se f é analítica nâo constante num aberto conexo 
A e f( a)= O, então a é um zero isolado de f, isto é: existe r> O tal que Br(a) C A e 
f(z) f O se z E E,( a)\ {a). Neste caso 
00 Jl'i( ) 
f(z) =E k! 0 (z- a)' (Vz E E,( a)). 
S · · · k ] Jlkol(a) --'O d' • ' d d k e ex1ste um pnmetro 0 ta que 1 , 1z-se entao que a e um zero f or em 0 . ko1 
14.9 PROPOSIÇÃO: Seja f uma função analítica não constante num aberto conexo A 
e seja a um zero de f. Então são equivalentes as afirmações: 
1. a é um zero de ordem~ m 
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2. h(z)= 1 .f(z)élimitadacm(B,(a)\{a})nAparaalgurnr>O. (z-a)m 
DEMONSTRAÇÃO, Se ( 1) é aesurnido ternos 
~ fl'l( ) f(z) = L::- k' a (z- a)' 
k=m ' 
Logo 
f(z) = f .fl'l(a) (z -a)'-m 
(z-a)m k! k==m 
('lz E B,(a)), z #a. 
Como o lado direito define uma função analítica em Bp(a), temos (2) satisfeita para algum 
r> O. 
Vamos assumir que 
I f(z) I 
sup = M < +oo. 
O<]z--al<r I z - a lm 
Logo, para O< p <r e ap(t) =a+ pét, tE [0, 27r] 
1
_1 1 f(x) dxl 
2ui up(:r-a)k+1 . 
1
1 1 h(x) d I 
21fi up(.r-a)k+1 m X:::; 
1 1 I , < · 2np sup h(x) I= M pm- . 2n pk+1 m xESp(a) 
.fl'l (a) 
Assim, se k < m, temos, passando ao limite para p tendendo a O que k! = O. Daí 
segue (1). O 
14.10 CONSEQÜÊNCIAS, 
1. Se f é analítica não constante em A aberto e conexo e a é um zero de ordem 2: m, 
1 
então J = g é analítica em Br(a) \{a} para algum r> O.Br(a) C A c a é um polo 
de g de ordem ::; m. 
2. Se z0 é um polo de f analítica complexa em A aberto e conexo, então existe r > O 
1 
tal que g = J é analítica em Br(z0 ) nA e z0 é urna singularidade isolada removível 
de g. Sendo g a extensão analítica de g ao ponto zo, teremos g(zu) =O e z0 é um 
zero de ordem 2:: m se z0 for um polo de ordem :::; m. 
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3. Funções racionais tem somente polos como singularidadeo. isoladas. 
14.11 DEFINIÇÃO: Uma função analítica f em A cujas singularidades isoladas 
polos é chamado uma função mcmmorfa no aberto H = A U { z: z é polo dC' f}. 
Funç.ões racionais são mcromorfas em a~. 
sao 
Observe que se f é meromorfa em B e não é constante em A = B \ { z; z é polo de 
f} conexo, então 7 é meromorfa em B, seus polos sendo os zeros de f. Mais geralmente, 
o quociente de duas funções analíticas f j g em A conexo é meromorfa em A se g não for 
identicamente nula em A. Note que os zeros comuns a f e g poder vir a ser singularidades 
removíveis. A soma, o produto e o quociente de funções meromorfas são meromorfas (no 
quociente a função do denominador não deve ser identicamente nula). 
14.12 TEOREMA: Se z0 é uma singularidade essencial de f analítica em A, então para 
quaisquer E> O, r> o e a E tr existe z E B,(zo) nA tal que I fiz)-" 1<:: E. 
DEMONSTRAÇÃO: Se a conclusão não valesse, seria possínJ achar E > O, r > O e 
"E tr tais que I f(z)-" I> E (Vz E B,(zo) nA). Logo 
I. l'f(z)-a I ]fi 
z-+zo I z- Zo I 
. E ?-hml 1 ~+x. z-zo z- zo 
Assim leríamos g(z) ~ ( )I analítica em B,(zo) nA e lim I z- zo I g(z) = O. f z - C\' z-zo 
Portanto z0 seria uma singularidade removível de g e poderíamo;;: estender g a uma função 
I !f analítica em z0 • Também teríamos então f(z )-a = g(z) com .::o singularidade removível 
se g(zo) =f: O, ou um polo de ordem m se g(z0 ) =O, com z0 zero de ordem m. Em qualquer 
caso a hipótese de z0 ser singularidade essencial de f seria negada. D 
14.13 OBSERVAÇÃO: Note que com demonstração análoga se poderia mostrar que 
sob as hipóteses de 14.12 para quaisquer E > O, n E <f', r > O e k E IN existe z E Br( z0 ) nA 
tal que lf(z)-a I:':: c I z-zo I'· 
14.14 DEFINIÇÃO: Se f for uma função analítica em (I'\ Br(z0 ), r > O, diz-se que oo 
é uma singularidadf- isolada de f. Considere g(z) = 1(~) para [ z I< ~,z =f O. Logo 
zero é singularidade isolada de g e diz-se que oo é uma singularidade removível (resp., um 
polo de ordem m, uma singularidade essencial) de f se zero assim o for para g. 
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I. EXERCÍCIOS RESOLVIDOS 
1. Uma função mcromorfa é racional se c só Sf', quando o pon1 o no infinito é para da 
ou um ponto de analiticidade ou um polo. 
SOLUÇAO. 
(i) Supomos a condição válida. para a funçâo e desejamos mostrar que ela é ra-
cional. Sejam t: 1, · ·· ,En os polos da função meromorfa f(z) (note que só temos 
quantidade finita deles). Para cada j = 1,2,··· ,n, seja gj(z) a parte singular do 
desenvolvimento de Laurent da função f(z) ao redor do ponto Ej i.é: 
"-n, a_ I ..i (. 2 ) Yi(z)~( ) + .. ·+ ,a-n.,-O,]~l,, ... ,m. 
Z - é· nJ Z - E· 1 J J 
onde nj é a ordem do polo Ej. Denotamos por g0 (z) o polinômio que representa 
a parte singular do desenvolvimento de Laurent da função f(z) ao redor do ponto 
oo(g0 (z) ~O quando oo é um ponto de ana1iticidade da função f(z)). Seja cp(z) ~ 
m 
.f( z) - Lg3·( z ), ao redor do ponto Ej(j = 1, 2, · · ·, n ). Podemos representar ip( z) na 
j=O 
forma seguinte: 
cp(z) ~ f(z)- 9J(z)- [~g,(z)]. 
O desenvolvimento de Laurent da diferença f(z)- 9i(::) segundo as potência." de 
(z- Ej) não contém termos com potências negativas de(:::- Ej)- As funções entre 
colchetes são analíticas em (z = Ej). Temos entã-o que y(z) é analítica no ponto 
(z = Ej)- Logo se deduz que tp(z) é uma função inteira. Na viz;inhança do ponto 
z = oo podemos representar cp( z) na. forma: 
O desenvolvimento de La.urent da diferença. f(z)- g0 (z) segundo a.s potências dez 
não contém potências positivas de z e a função entre colchetes é analítica no ponto 
z = oo. Logo a funçào tp(z) é analítica no ponto z = oo. Mas uma função inteira que 
'" é analítica no infinito é constante. Assim tp(z) = f(z)- L9J(z) =c, c =constante, 
j=O 
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m 
C' daí temofl que f(z) =c+ Lg)z). Portanto f(z) é uma funç.ão racional. 
j=O 
(ii) A recíproca. também é verdade, pois uma função racional ou é analítica no pon1o 
infinito ou tem no mesmo ponto infinito um polo. 
2. Existe f analítica. em a:\ {O} tal que para cada r> O, a integral - 1-. f f(z)dz =O 
27rl Jsr(O) 
e vale (i) ou (ii) ou (iii)? 
(i) z = O é um polo de ordem maior ou igual a dois, 
(ii) z =O é uma singularidade essencial, 
(iii) z =O é polo de ordem 1. 
SOLUÇAO. 
(i) Tomamos f(z) = ~' k 2: 2. Então z =O é um polo de ordem maior ou igual a 
z 
dois e temos, para cada r >o, a integral ~ r f(z )d::. =o, 
27rzJsr(O) 
1 (ii) tomamos f(z) = c1fz- -. Então z =O é uma singularidade essencial e temos 
. zl J para cada r> O, a mtcgral -. f(z)dz =O, 
2:1l"l Sr(O) 
(iii) Vamos supor que exista f analítica em (f' \ {O} tal que a integral 
~ f f(z)dz = O para cada r > O, e z = O é um polo de ordem 1. Entâo f 
27nJsr{o) 
é da forma seguinte: 
~· 
f(z) = a_1 + :L;a,1.zn com a1 f- O. 
z n=O 
Logo a integral ~ [ f(z)dz =a_, #O. 
27r1_/Sr(O) 
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11. EXERCÍCIOS PROPOSTOS 
1. Para cada urna das seguintes funções classifique suas singularidades: 
(.) scn z I --,nEJN. 
zn 
z (ii)() .nEIN. 
z + 1 .sen Z 11 
2. Mostre que f(z) = ig z é analítica em <V, exceto para os polos simples em z 
1r 
2 +mr,nEzj. 
3. Prove que uma função inteira tem um polo no infinito de ordem m se e só se é um 
polinômio de grau m. 
4. Caracterize todas as funções racionais que têm singularidades removíveis no infinito. 
5. Ache a forma mais geral da função que no plano ampliado tem somente as seguintes 
singularidades: 
(i) um polo de ordem n, 
(ii) um polo de ordem n no ponto z =O e um polo de ordem m no infinito, 
(iii) n polos de primeira ordem. 
6. Que tipo de singularidade tem a função F(z) = f(tp(z)) no ponto z = z0 (O caso 
z = oo é admitido) se a função tp( z) é analítica ou tem um polo em z = z0 , enquanto 
que o ponto E:o = (f?(zo) é para a função f(c) uma singularidade do seguinte tipo: 
(i) ponto singular removível, 
(ii) polo de ordem n, 
(iii) ponto singular essenciaL 
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' § 15. RESIDUOS 
15.1 DEFINIÇAO: Seja z0 uma singularidade de f analítica em A (' L q(z- z0 )k 
'C E 
'<" 
a parte singular de f em z0 • Diz-se que c_1 é o resíduo dt: f no pardo z0 c é denotado 
Rcs(f; z0 ). 
Se A c a: é aberto e S é um conjunto formado por pontos isolados de A ("' E S 
é tal que existe rs >O com Br,(s) nA= {s}), então Sé um conjunto discreto. Como 
S C A C 117, segue que Sé separável e Sé no máximo enumerável. Em particular, se S 
for compacto então S é finito. 
15.2 TEOREMA DOS RESÍDUOS: Sejam A C (]_:' aberto simplesmente conexo, S 
um conjunto de pontos singulares isolados de f, f analítica em A\ S e 1 um caminho 
regular fechado em A \ S. Então: 
jf(z)dz = 2KiÍ:Jh;a)Rcs(J;a). 
-y a.ES 
Neste caso somente um número finito de termos da soma do lado direito não se anu-
lam. 
DEMONSTRAÇAO: Sem perda de generalidade podemos considerar que todo ponto 
de S não é singularidade removível. Sejam 1 : [o:, fi] +----+ A\ Se P = {z E A; I( r; z) -::/- 0}. 
Vimos que Pé relativamente compacto em d"', e Pé compacto. Sendo A simplesmente 
conexo, e se y E 8A (fronteira de A) então I(í;y) =O pois y fi A. Como y fi -y([a,jJ]) 
e as componentes conexas de(['\ i([a,,B]) são abertas, então existe{)> O tal que Bs(Y) 
está contido numa mesma componente e I (li z) = O para z E Bc(Y ). Logo y f/. P. Assim 
P C A. Seja agora r.p uma homotopia em A entre 1 e um caminho reduzido a um ponto 
a0 E A. Seja .M a imagem de r.p que é um compacto contido em A. Logo M U P C A é 
compacto e, pelo que vimos antes, S n (M U P) é finito. Sendo {an}~=l uma enumeração 
de S, seja H C N tal que {a., n E H}= Sn(M UP). Para cada n E H, seja un( I ) 
Z- On 
a parte singular de f em an, e B =A\ {an; n E H}. Logo B é aberto e existe g analítica 
em E tal que: 
g(z) ~ f(z)- L:Un( I ) 
nEH z- an 
(\fz cf an. n E H). 
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Como M C H) temos que "f é homotópica em B a um caminho reduzido a a0 pela homo-
topia lf· Pelo Teorema de Cauchy: lg(::)d:: =O, ou seja 
jf(z)dz = L_ju"(.~ )dz (i) 
r nEll 1 "- an 
Para cada n seja rn tal que Br,.(an) :::>')'([a, (3]) e consideremos o anel 
Então: 
Para j > 1 temos: 
l aj," · ( 1 ) dz r Z- an J 
(pois /(o)= /(/3) curva fechada). 
Para j = 1 temos 
Mas a1,n = Rts(f; a.,) e podemos escrever 
1~ 1'(1) Dj,n ( ( ) ) . df o f i - Un J 
(1-jt' 13 
"i·". ('y(l)- a")i-1 "=O 
l un(. I )az = 2xil('y;an) · Rcs(f;a,,). 
"' "' -a., 
Logo (i) ficará: 
jf(z)dz = 2,-iL_I('y;G.n)Rcs(f;a"). 
1' nEH 
D 
15.3 TEOREMA (PRINCÍPIO DO ARGUMENTO): Sejam A c (17 um aberto 
simplesmente conexo, f uma função meromorfa em A, S = {:: E A; :: é um polo de 
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f}, T :::: { z E A; z r um r-cro de .f}. Se g for analítica em A, f'ntâo para qualquer caminho 
regular fechado I em A\ (S U 7') tem-se: 
l g(z) .ff'((~)) dz ~ 2ni [I:) (I; x )g(.r )O (f; x)- '2::)(1: :r)g(x)O(f; x)] 
•í "' :rET :rES 
Aquí O (f i x) é a ordem de f em x, seja x um zero ou um polo de f. Além diRso as somas 
que aparecem do lado direito são finitas. 
DEMONSTRAÇÃO: Seja a um polo de j e vamos verificar que 
Note que a é polo simples. Logo para algum r> O e para z E A1o,r)(a) podemos escrever: 
g(z)· f'(z) 
f(z) 
00 
g(z) · L a,(z- a)' 
k=-1 
(t,gl'~;a) (z- a)') (~1 a 1(z- a)') 
g(a)<'-1 oo k oc gl'l(a) k 
·(z-a) +g(a)~a,(z-a) +<>-1{;. k! (z-a) + 
+ (~glk~~a)(z-a)')(t,ak(z-aJ') 
O coeficiente de (z-a)-' é g(a)·a_ 1 ~g(a) ·Res(j;a). 
Vamos ver que os polos de j estão no conjunto S U T. Seja a E T com O (f; a) :::: m. 
Para algum p >O ternos f(z):::: (z- a)mh(z) para z E Bp(a) com h analítica e não nula. 
Assim, para z E B,(a), temos f'(z) ~ m(z- a)m-1 h(z) + (z- a)mh'(z), donde: 
f'(z) 
f(z) 
m ( z - a ) m - 1 h ( z) -,-h',_( z,_) !"( z_-_aCf.)_m 
(z- a)mh(z) + h(z)(z- a)m 
m h'(z) 
(z-a)+h(z)' 
h'(z) (f' ) Como h(z) é analítica em Bp(a) temos queRes J; a = m = O(f; a). Se a E Se tem 
I 
ordem m temos: f(z) ~ h(z) para z E Ao .• (a) C A e algum r> O, com h(z) (z- a)m 
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, . • , f'(z) m h'(z) , 
anaht1ca C' na.o nula em Br(a). Fazendo contas ternos: -( -) = - ( + -( -) c da1: f= z-a) hz 
Jle.c; ( j; a) = -m = -O( f; a). Agora basta usar o Teorema dos Resíduos para obter o 
resultado. D 
15.4 DEFINIÇAO: Um caminho regular fechado ''/ é simphs, se o complementar da 
imagem de 1 tem duas componentes conexas e I ( ')'; x) = 1 para os pontos x que estão na 
componente conexa limitada. Neste caso a componente limitada é chamada de interior 
de f. 
15.5 COROLÁRIO: Sejam A C (f,l aberto simplesmente conexo, 1 um caminho regular 
fechado simples em A que não passa por qualquer zero de uma dada função analítica f 
em A. Então: 
O(f;x) 
:< no mterior de '"f 
onde T é o conjunto dos zeros de f. 
15.6 OBSERVAÇÕES: Sejam A C (['aberto, f analítica em A e z0 E A fixo. Vamos 
supor f não constante em cada componente conexa de A, w0 = f(zo) e g(z) = f(z)- w0 . 
Logo z0 é zero isolado de g com ordem m. Para algum r> O temos g(z) = f(z)- J(z0 ) = 
(z- z0)mh(z) (Vz E BT(zo) C A) com h(z) analítica e diferente de zero em BT(z0). 
Diminuindo r se necessário, podemos supor f'(z) -f. O para O <I z- z0 1::; r. Vamos tomar 
')·( t) = z0 + reit, t E [O, 271 ]. Então por 15.5 temos: 
_I 1g'(z) dz ~_I 1 f'(z) dz ~ m. 
2r.i o g(z) 27ri o f(z)- Wo 
Sendo f(t) ~(f o 1)(t) para tE [0,21r] podemos escrever: 
I ir dw 
-. ~me l(f,w0)~m. 2111 rw-wo 
Logo J(f;a) = m para todo a E B 6(w0 ) onde h é positivo e menor que a distância de w0 
a imagem de r. Fixemos a =f w0 ,a E B 6(w0 ) e seja P(z) = f(z)- a. Então 
m ~~f_.'!':_~ ~1 f'(z) dz ~ ~1P'(z)dz ~ L:O(P;x), 
271llrw-a 2711 "f(z)-a 2r.z 'lP(z) xET 
onde T é O conjunto dos zeros de P que estão no interior de BT(z0). Como f'(y) 
P'(y) f- O para y E Br(z0 ), os zeros de P são simples. Logo O(P;x) = 1 se :r E Te a 
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equaç.ào f(z)- a= O tem m soluções distintas em Br(z0 ) para cada a E B5(w0 ). 
Resumindo: Dado um zero z0 de ordem rn da função f(z)- w0 , então é possível achar 
Br(z0 ) c Hb(wo), tais que se a =f w0 ,a E lh(w0 ), a equação f(z) =a tem m soluções 
distint-as em Hr(::o). 
15.7 TEOREMA: Se A é aberto e f analítica em A e não constante nas componentes 
conexas de A, então f leva abertos em abertos. 
DEMONSTRAÇÃO: Seja H C A aberto e D = f(B). Dado w0 = f(zo) E D, (zoE B), 
como vimos em 15.6 existem r > O e 8 > O tais que se w E B8 ( w0 ), pode ser achado 
Zw E B,(zo) tal que f(zw) = w. Logo B,(wo) C D se r > O for tal que B,(zo) C B. 
Portanto D é aberto. D 
15.8 COROLÁRIO: Se f é analítica em z0 , f'(z0 ) #O, entâD existe r > O tal que f é 
injetora sobre Br(z0 ),f(z) =f O para z E Br(zo) e a imagem de Br(zo) por f é aberta e 
conexa. 
DEMONSTRAÇAO: Note que .f'(z0 ) =f O implica que z0 é um zero simples da equação 
f(z) = f(z0 ) (Vide 15.6). O 
15.9 TEOREMA DE ROUCHÉ: Sejam A aberto simplesmente conexo em <f.' e f, g 
funções analíticas em A. Sejam T1 o conjunto dos zeros de f em A, T2 o conjunto dos 
zeros de f+ gemA e 'Y: [a, b] ~A\ T1 um caminho regular fechado. Se I g(z) 1<1 f(z) I 
para cada z na imagem de 1 1 então f+ g não tem zeros sobre a imagem de 1 e: 
~l('Y;x)O(J;x) = ~I('Y;.r)O(f + g;x). 
Em particular se 1 for simples: 
~O(J;x) = ~O(J +g;x) 
isto é: o número de zeros tanto de f como de f+ g, contados como soma de suas ordens 
no interior de /, é o mesmo. 
DEMONSTRAÇÃO: É claro que se f(x) + g(x·) =O cn\âo I f(x) I= I g(x) I· Logo 
os zeros de f+ g nâD podem estar em 7([a,b]) pois alí I g(z) 1<1 f(z) I· Vamos tomar 
(J+g) ' ' ' (J+g)' f' h' h = f que e anahüca em A\ T1 e meromorfa em A. 1emos f+ g = J + h em 
A\ (1~ U T2). Pelo princípio do argumento e pela igualdade 
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obtemos 
1 lh'(z) Llh;x)O(f;x)- L I('y;x)O(f + g;x) = --. -1 (-) dz. ET 1, 2r.z 1 /. "' X 1 TE 2 
Seja f(t) = h(')(t)), tE [a, b], entâD 
Notemos que: 
_l_jh'(z)dz= _I_ [dw =l(f·O). 
27ri , h(z) 21rilr w ' 
I r(t) -I I= I (f+ g)(l(t)) -li= IY('Y(t)) I< 1 (Ut 1 bJ) fh(t)) f(,(t)) '.E a, · 
Logo r é um caminho regular fechado em B1 (1 ), O rj_ B 1 (1) e B1(1) é simplesmente conexo. 
Dal J(r;O) =O e o nosso resultado esta demonstrado. O 
I EXERCÍCIOS RESOLVIDOS 
1. Use o Teorema de Resíduos para mostrar que se f for analítica bijetora. do aberto 
A sobre o aberto B e se z0 E A, então existe 6 > O tal que J-1 (f(z)) = 
I j ej'(E)dE , 
-2 . f( ) f(·) para z E Bs(zo) onde Ss(zo) = zo + ór', t E [0, 2~]. Logo TL1 Só(zo) E - "' 
f-'(w) = _J_j ef'(e) de. 
2~i Ss('olf(e)- w 
SOLUÇÃO. Seja F( E) = f(:{~E;(E) é analítica em A. exceto no ponto f(e) = 
f(z) (ou seja E= z, pois f é bijetora). Corno A é aberto, para zoE A, existe 6 >O 
tal que Bcr(zo) C A. Se z E B5(z0 } pelo teorema dos resíduos temos: 
I j ef'(e) 
-. dE= L Res(F;z) = z, 2~, s,(,,Jf(e)- f(z) 
. . . (e- z)ef'(e) 
pms j~(e- z)F(e) = J~ /(E)_ f(z) = z. 
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2. Sejam C1 c C2 dois caminhos como mostra a figura (i), e seja C aberto conexo 
compreendido entre os dois caminhos. Se f é analítica ern G prove que: f(z0 ) = 
1 i f(z) 1 i f(z) 
-. dz - -. dz \f z E C, z0 E G. 21rz C 2 z - z0 21rz c, z - z0 
c, 
SOLUÇA-O S. F() f(z) . l't' G'\{ } C ~ . , eJa z = , que e ana 1 1ca em r zo , como z0 E . .tome 
z- zo 
O< p <r com r~ min{dist(zo,CJ);-list(zo,Cz)). Então B,(zo) C C. Logo, pelo 
teorema dos resíduos, temos: 
r F(z)dz ~ 2ú Rcs(F; z0 ) ~ 2r.if(zo) (i) 
Jsp(zo) 
Além disso: 
r F(z)dz ~ r F(z)dz- r F(z)dz J Sp(zo) Jc2 Jc, (ii) 
De (i) e (ii) temos: 
3. Seja f analítica num aberto A,BR(O) C A. Se z1,··· 1 Z 11 são pontos distintos de 
Bn(O), ache o valor de 1(z-z,tz)(z-zn)dz ondej(t) ~ Re;',t E [0,27r]. Dis-
cuta o caso em que os z1 , · · · , Zn não são distintos. 
SOLUÇÃO. 
( ) S -" . -" . S . F( ) f(z) ' I' . a upomos Zi ;- Zj se t ;- J. eJa z = ( ) ( ) que e ana 1hca em 
Z- Zt • • • Z- Z,.. 
Bn(O) \ {z~, .. ·,zn)· Logo temos: 
1 n m f(z ) 0 F(z)dz ~ 2r.if=1Res(F; z;) ~ 2Ki1~IH'=; (/- zk)' 1- k~J 
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(a) Supomos z; f' z, se i f' j. Sc·ja F(z) = (z _ z!)f(z)(z _ zn) que é analítica em 
BR(O)\{zJo ... ,zn}· Logo temos: 
' (b) Seja À1 , · · · , Àn as multiplicidades de Zt, · · · , Zr com L)1 = n. Então 
i=l 
j F(z)dz = 2~itRcs(F; z,). 
')' j=1 
Ul 
onde 
F(z) = f(z) 
(z- z1 )'· • • • (z- z,)'• i=l 
Portanto (i) ficará: 
j , 1 d'-l F(z)dz = 27riL(. )11im -d _1 [F(z)(z- z;)'']. ' . J - 1 . z~~J z1 
I J=l 
4. Seja r.p analítica numa vizinhança de a,r.p'(a) f=. O. Se f é analítica e tem polos 
simples no ponto I'( a), com Res(f;l'(a)) =A, prove que Res(fo\';a) = ~( )' 
I'' a 
w 
SOLUÇÃO. Como tp é analítica numa vizinhança de a temos rp(z) = La.k(z -o)k. 
k=O 
Por causa de r.p'(a) =f O tem-se a1 -=/=- O. Para f temos a representação f(z) 
A ( ) + f>k(z- <p(a))'- Então para z = \'(w) obtemos: 
z-r.p a k=O 
ou 
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(w-a)A ~ k (w- a)f(9(w)) ~ ( ) ( ) + (w- a)Lb;(<p(w)- <p(a)) 
r.pw-r.pa k=O 
lim(w- a)(f o <p)w) ~ ~ 
w-n <p'(a) 
A 
e obtemos Re,o(f o <p: a) ~ -( -. 
'P' a) 
5. Seja f(z) analítica num conjunto G aberto conexo limitado contendo uma curva 
simples fechada 1 seu interior. Se a está. no interior de J, prove que: 
(i) [f(a)]' ~ ~j[f(z)]' dz;n ~ 1,2,··· 
2:~rz 1 z- a 
(ii) I f(z) I'S M'DL onde M ~ max I f(z) j,D ~ disi(a.-y) c L é o comprimento 21f ZE''f 
de -y. 
SOLUÇAO. 
(i) Seja F(z) ~ ~~~)~'. que é analítica em G U -y \{a}. Portanto jF(z)dz ~ 
2~i Rcs(F;a) ~ 2ú[f(a)]'. Daí obtemos [f( a)]'~ ~j[f(z)]' dz. 
2:~rz 1 z-a 
(i i) De (i) temos I f(a) I'S -1 · M'j I I I I dz j, como I z- a I> D, para todo 21r 1 z- a 
M'L 
z E -y e j I dz 1~ L é claro que I f(a) I'S -D. 
1 21r 
6. Se m e 11 são inteiros positivos e I a I< 1, quantos zeros tem a função F( z) 
zm( z a )n-a em Bt(O).? 
1 -az 
SOLUÇÃO. Sejam g(z) ~ zm ( z- a)' e h(z) ~-a. Então F(z) = g(z) + h(z). 
1- az 
Observe que I z- a I ~ I quando I z 1~ I. Portanto g(z) ~I z lm I z- a I' ~ I 
1 - az 1 - az 
para I z 1~ I e I h(z) 1~1 a I< I. Daí I g(z) 1>1 h(z) I para todo z E S,(O). Pelo 
teorema de Rouché o número de zeros da função F(z) é igual ao número de zeros da 
função g(z) em B 1(0). Como o número de zeros da função g(z) em B1(0) é m + n, 
o número de zeros de F(z) = m + n. 
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7. Seja f analítica sobre um a bcrto contendo um caminho regular fechado simples 1 c 
se-u interior (com exceção de z0 onde f tf'm polo simples). Suponha que I f(z) I= 1 
sobre f· Mostre que para cada o E ([:,I o I> 1,f(z) =a tem uma única raíz no 
interior de I· 
SOLUÇÃO. Seja r= dist(zo:í) e tomemos O< p <r. Então f é da forma f(z) = 
= 
( _ ~1 ) + ~ak(z- z0 )k,O <I z- z0 I< p. Fazendo F(z) = (z- zo)f(z)- a.(z- zo) 
..:. Zo k=O 
vemos que F é analítica sobre I' e no seu interior. Sejam h(z) = f(z)(z- z0 ) e 
g(z) = -a(z- z0 ). Para z E 1 obtemos I h(z) 1=1 z- zo li f(z) I= I z- zo I, 
I g(z) 1=1 -a(z- zo) 1>1 z- z0 I· Portanto I g(z) 1>1 h(z) I, para todo z E Í· Pelo 
teorema de Rouché o número de zeros de F(z) é igual ao número de zeros de g(z) 
no interior de f, e f(z)- a tem uma única raíz no interior de f· 
8. Se n é um inteiro, n 2:: 2, quantos zeros tem a E>quação e"-1 - zn = O no interior de 
I z I< !? 
SOLUÇÃO. Note que se F(z) = c"-1 - z", então quando z = 1 temos F'(z) =O. 
Logo vai ser impossível escolher duas funções g(z ), h( z) tais que F( z) = g( z) + 
h(z) e I g(z) 1>1 h(z) I ou I h(z) 1>1 g(z) I em Sr(O). Ou seja, é impossível 
aplicar o teorema de Rouché e dizer quantos zeros tem a função F( z) no interior de 
I z I< 1. Para resolver o problema neste caso, fazemos o seguinte: seja {; > O 
e I z I= I+ Ó. Tome g(z) = c•-l e h(z) = -zn Então I g(z) 1=1 c•-! I:S 
ei•I-I = e', I h(z) I= I z I"= (I+ ó)" em I z I= I+ Ó. Se Ó E]O, I[ e n 2 2 temos 
I h(z) I= (I+ ó)" > c'. Portanto I h(z) 1>1 g(z) I para todo z E Sr+b(O). Se 
O< ó' < ó, I h(z) 1>1 g(z) I para todo z E S1w(O). Então pelo teorema de Rouché a 
função F(z) = g(z) + h(z) tem a mesma quantidade de zeros que a função h(z) no 
interior de B1+5(0) para cada O<{;:::; 1. Ou seja F(z) tem n zeros no interior de 
B 1H(O). Como n B 1H(O) = B 1 (0), temos que F(z) tem (n-1) zeros no interior 
0<6<1 
de B1 (0), pois ele tem um zero em 5'1(0). 1\"ote que existe uma relação entre n e 
ó 
b, ela esta dada por fn(l + b) < n. Quando trabalhamos com I z I= 1- b temos 
I h(z) I= (I- 8)" e I g(z) I= c'-1 =e'-'. Portanto se I g(z) 1>1 h(z) I, em Sr-s(O) 
vamos ter c6- 2 > (1 - b).,, logo n > {;- 2 ) . Se {; for suficientemente pequeno 
fn(l - ó 
deveremos ter n grande. Logo vai ser impossível afirmar que I g(z) I> I h(z) I em 
Sr (0). 
9. Seja {fn(z)}~=l uma seqüência de funções analíticas num aberto conexo G, uni-
formemente convergente no interior de G para uma funçâo f(z) f- O. Então, para 
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qualquçr curva simples fechada regular f, pertencente a G junto com sua pari.(' in-
terior, c que não passe pelos zeros da função f( z ), existe um número o = a(!) tal 
que: para n > a(')·), cada uma das funções fn(z) tem , no interior de f, o mesmo 
número de zeros que o número de zeros da funç,âo f. 
SOLUÇÃO. Seja u = min I f(z) I> O pela condição do problema. Como f,(z) ~ 
zE!' 
f(z) uniformemente sobre /,então existe um a(')·) tal que para n > a(i) tem-se 
I f,(z)- f(z) I< u :':I f(z) I para todo z E 7· Então. pelo teorema de Rouché, 
f,(z) = lfn(z)- f(z)] + [f(z)] e f(z) tem um mesmo número de zeros no interior 
de 7· 
li. EXERCÍCIOS PROPOSTOS 
1. Mostre que Res(e'+'-';0) =f: '( 1 )'' 
n=on. n + 1 . 
2. Sejam j, g analíticas numa vizinhança de c, com _q( c) = g'( c) = O e g'( c) f- O. Mostre 
que Res(J/g; c)= [6f'(c)g"(c)- 2f(c)g"'(cJI/ . 
(3g 11(c)2) 
3. Ache Res(f(z)'P(z); a), se 'P(z) é analítica no ponto z =a e f(z) nesse ponto é: 
(i) um polo simples de resíduo A, 
( .. ) I d d k · I c_, c_, 11 um po o e or em - com a parte smgu ar -- + · · · + ( )' 
z-a z-o 
4. Ache Res['P(z)j!;!:a], se 'P(z) é analítica no ponto z =a e: 
(i) a é zero de ordem n da função f(z), 
(ii) a é um polo de ordem n da função f(z). 
5. A funçã.o \f(z) tem no ponto z =a um polo simples de resíduo A e f(E) tem no 
ponto z = oo um polo simples com parte singular (3 E. Ache Res[tp(z); a]. 
6. Quantas raízes existem no círculo I z I< 1 para a equação: 
( n um número natural). 
114 
7. Quantas raízes existem no círculo I z I< 1 para a equaçao: 
sendo I no 1>1 a, I+ I o, I +1 (n é um número natmal). 
8. Mostre que a equação: z = À- c-zp > 1) tem no semiplano da direita uma raíz 
única que é real. 
9. Ache o nlÍmero de raízes do polinômio: z6 +z 5 +6z4 +5z3 +8z 2 +4z+ 1, no semiplano 
da direita. 
10. Em que quadrantes se acham as raízes da equação: z4 + z3 + 4z 2 + 2z + 3 =O. 
11. Prove que a equação z .tg z = a, a >O tem só raízes reais. 
12. A equação (z- 1)Pez = a,p E l/V e I a)< 1, tem exatamente p raízes distintas no 
plano([:, com Rc(z) >O. Se I a):::; ;P, todas as suas raízes estão em B1; 2(1). 
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- ' § 16. APLICAÇOES DA TEORIA DOS RESIDUOS 
PARA CÁLCULO DE INTEGRAIS REAIS 
CASO 1: 
f'' lo R( cosO, scnO)dO = J 
onde R(x,y)::::: P(x,y) é um quociente de polinômios em duas variáveis. Usamos a Q(x, y) 
SlJbstituiçâo z ::::::: eie para obter: 
J =-i f R(~(z + ~), ~(z- ~)) dz Jcl 2 z 2z 2 z 
onde c1(0) =c"; O E [0,21f]. 
Agora basta usar o Teorema dos Resíduos. 
EXEMPLO: Se o > I, ache f" dO e 
Jo a+ cos 
Como co88 = ~(z +;),temos 
{'' de - 2i r dz 
lo a + cosO - - lc1 z2 + 2az + 1 · 
A função f(z) = 1 só não é analítica em pontos que anulam o denomina-
z2 + 2az + ] 
dor: v a' I a E BI(O) e -a-va' -I rt BI(O). Dai -a+va' -I é singularidade 
I de f(z) = em B1(0) e 
z2 + 2az + 1 
Rcs(f, v a' -I- a) lim 
z-+>/0-2 -J-a (z +a 
(z+a-va' I 
va' l)(z+a+v'a'+l 
I 
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Usamos 
Rcs(f a)- I lim-d'_-_.' [,_f'C(z+)('-'oz_-_a_,_)_,'J 
'-(k-1)!•-o dzkl 
onde a é um polo de ordem k. Dai 
·j dz 
-21 
q z2 + 2az + 1 
['' dO 
lo a+cosO 
CASO 2: Seja 
2 . 2 . ---~~'=="" -I•Jr!·~ 
2v'a 2 - I 
2Jr 
v'a2 I 
R( ) = P(x) x Q(x) 
v'a 2 - I 
onde P e Q são polinômios em uma variável com 2+ grau (P) S grau (Q) e Q não 
1+oo tem zeros reais. Para achar -oo R(x)dx, deve ser usado o teorema dos resíduos 
para R(z):::: P(z)) no caminho fechado /R cuja imagem é Q(z 
y 
O R X 
IR 
CR(t) &", tE [O,Jrj 
In(t) t, tE [-R,R) 
1 R(z)dz = 1 R(z)dz + j R(z)dz IR CR ]R 
117 
=;.2ú L Hcs(R;b)~ limjn H(x)dx+ limj R(z)dz 
~~ --~ ~-~ 
IR(z)l~l!'(z)l~lamzm+·+aol~l Um 111+···+~~-
Q(z) b,.z" + · · · + b0 b,.z" m I + ... + -""-,'" 
Se n- m 2: 2, para I z [:::: R suficientemente grande temos: 
e 
I 21 Um I C R(z) I< I b,. I R' ~ R' 
11 I C 1rC R(z )dz < - 2 • 1r R= - --+ O quando R--+ oo. GR R R 
Portanto, pelo Teorema dos Resíduos, temos 
1+= R(x)dx ~ Z1ri L Res(R·. b) 
-oo lm(b)>O 
EXEMPLO: 
temos 
R(z) z' 
Res(R; v'3i) 
Res(R; v'3i) 
Daí 
~ t:: 27ri 1 2. 4;13i x 4 + 6x 2 + 9 
r= x'dx - v'3r. 
lo x4+6x2 +9 12 
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v'31r 
12 
"' 
CASO 3: 
j +oo . Seja -e>e> R( x )c'x dx 1 onde R( x) satisfaz as condições do Caso 2. 
Temos: 
R<((= R(x)<ixdx) 
Jm(j_:= R(x)e'xdx) 
y 
R 
-R 
j += -oo R( x )co.,x dx 
j += -oo R{ x )senx dx 
R X 
j R(z)e"dz = f R(z)e''dz + j R(x)eixdx. 
"YR leR IR 
Para R grande: 
2ITi L Res(R(z)e'\b)= limj+RR(x)e'xdx+ lirn f R(z)e''dz 
· b R--oc -R R--oolcR tm >0 
z E CR => z =R( cosi+ isent), i E [0. IT] 
.M .M RtM 
sup I R(z)c'z ~~ R2 . sup j eu I= RZ sup e- sen ::; R' 
zECR zECR · tE[O,r.] 
I 
f . I Ah JcRR(z)f-udz :S RZ ·R-+ O quando R---+ +oo. 
Portanto, pelo Teorema dos Rcsíduos 1 
;+= R(x)e'xdx = 2ITi L Rcs(R(z)c";b). 
-co imb>O 
EXEMPLO: Achar 
lo+oo COSX 2 2 dx onde a > O o x +a 
- dx- -Re dx I j+oo COSX _ 1 1+= e1x 
2 -= x 2 + a2 2 -co :r2 + a2 
j +oo 2 cix 2 dx = 27ri L Rfs ( 2 e'z 2; b) 
-oo X + a imb>O z + a 
2 2 ± . z = -a ::::::} z = az 
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Daí 
( 
c" ·) . c''(z-ai) ,-" R( s · 0.1 = hm = -
z2 + a2' z~Qi(z + ai)(z- oi) 2ai 
implica 
!+ex' (;T 1i(-al+cx· COSX 'ff(-a -;;--o;dx = -- dx = --. -= :r2 + a2 a o :r2 + o 2 2a 
CASO 4: 
d I'( ) P(z) . I . . . I on e ~ z = -- tem zero snnp es no oo e nao possUI zeros no eixo rea . Q(z) 
Logo I R(z) I:S M/ I z I para I z I grande. Escolhendo o,f3.r suficientemente 
grandes n,{3
1
7' > 0
1 
temos todos os polos de R(z) do semiplano superior dentro do 
retângulo: y 
,.i (3) ( ~r+ ri ) 
(2) 
(4) 
(1) X 
Então temos:· -tJ o 
+ r Jl(z)e.''dz + r H(z)c''dz + 
1(2) 1(31 
+ r R(z)e''dz = 2~i 2:: Res(ll(z)"'',b) 
}(4 ) lmb>O 
Cálculo de j R(z)c--izdz = J. Como z(t) =o+ i ri, 1 E [0, 1] então J fica 
(2) 
I J I l.f R( o+ irl)ci(o+id)i,-dt[ 
e 
l i jl (-rt < I H( o+ ,-it) I< -"ir I di :S d1 .j . di o o o 2 + r 2 i 2 
M 
< 
o 
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Portanto temos: 
lj R(z)e"dzl <:: M c 11 R(z)c'"dzl <:: M (2) o (4) (3 
Para j R( z )ciz dz = f, temos; 
(3) 
z(t) (a+ ir)+ t( -o- (3) 
I I I I.J;,) R[a +ir+ t( -a- (3)]c'lo+ic+t(-o-~)l( -a- (3)dtl 
III < Me-'(a+(3). 
r 
Passando ao limite para r -----+ +oo ternos I = O. 
Analogamente, quando u-----+ +oo e {3-----+ +oo temos 
Logo 
j+= R( x )e'x dx ~ 2~i :L Res( R( z )e'", b ). 
-oo lm(b)>O 
j +oo t"<;tn X EXEMPLO: Se a E IR, ache . ~ .. dx = J. 
o x + a2 
z 
Temos R(z) = 2 e z + a2 
j += x ixd .R ( Z ·) 2 2 c x=27rz es 2 2 ;m 
-oo X +a Z +a 
·j+oo Xsen X d j+oo XCOS X d . -o 
z x+ x=nze 
-oo x2 + a2 -oo x2 + a2 
1+= xsc.n x 7rf.-a Então 2 2 d:r = 7rf:-a c J = --. 
-<;:>.:• X +O 2 
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CASO 5: R(z) = ~i:; com zero simples no oo e polos reais simples que coincidem 
com zeros das funções sen ou cos, f(z) = R(z)eiz. Tomemos o seguinte carninho 
fechado 
lJ i =raio 
a , ==centro do raio 
1 
D 
c 
& 
-{J 
• 
B 
., Bm A 
"' 
com o:, {3, r suficientemente grandes e {jh · · ·, Óm suficientemente pequenos. Todos os 
polos de f( z) estão no interior desse caminho fechado 
lim [f't -ó, 1''-'' 1+= l . N I 1+= . + + ... + R(x)e''<lx ~ V.P. R(x)e"dx. 
-oc al+6l an+6n -oo 
Chamando C ao caminho indicado, devemos ter 
l R(z)e1'dz = 2~i 2: Res(R(z)e'',b). 
C Im(b)>O 
Como vimos no caso anterior, ao passarmos aos limites para a, [3, r -----+ +oo 1 a con-
tribuição da integral sobre ABC D vai para zero. 
Chamando bJ( t) = ai+biét t E [1r, 27r],j = 1, 2, · · · , TI, cada a1 é polo simples de R( z) 
e portanto R(z)eiz = Tj + hi(z), onde hi(z) é analítica e Tj = Res(R(z)éz; ai)· 
z- Qj 
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1 R(z)c"dz 
,, 
r _ TJ dz + r h;(z)dz JtiJ"'~ai 161 
l
aJ+!iJ 
iH,+ JI,(z) 
a1 -li1 
i1f'Tj + Hj{aj + lij)- Hj(aj- EJ) --t Í7rTJ quando li; --tO 
A contribuição das integrais sobre os bj para EJ -+ O é de 
Logo 
j += m V.P. R(x)c''dx+JriLRcs(R(z)e'';a,) = 2Jri L Rcs(R(z)e'",b) 
-oo j=1 imb>O 
e 
j +oo V.P. R(x)e''dx =,.;L Res(R(z)e'';b)- ,., L Res(R(z)e";a;) 
-oo ;mb>O Jmb=O 
EXEMPLO: 
100 .4enx Achar .l = --d.r. o X 
1j+=senx 1 ( j+=c'' ) 1 [ (e'' )] ,. J =- --··=-1m VP. -dx =-1m 1riRcs -;0 = -. 
2 -oo X 2 -oo X 2 Z 2 
CASO 6 Ache V. F. [L:oo R( :r )éimx d:r] 1 com R(x) como nos casos anteriores. 
Use a mudanç.a de variáYel u = m:r para obter 
V.P. [j+oo R('!_) c'"· 2_du] 
-c~:> m rn 
que cai nos casos anteriores, e fornece 
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( j +oo . ) j+oo Re V.P. -oo R(x)cfmxdx = V.P -oo R(x)cosmx dx. 
Potências cosk(x) ou senk(x) podem ser escritas como combinações de funções do 
j +oo tipo scnjx,cosjx. Logo integrais do tipo V.P. -cc R(x)cosk(x)dx, podem ser cal-
culadas via essas substituiç.ões. 
EXEMPLO: 
lo+oo sen
2 kx 
Achar J = 2 dx,k >O. O X 
1 -cos2kx 
Como sen2kx = 
2 
, temos 
lo
00 sen 2kx 
---;;--dx = 
o x 2 
-R 
11+oo (1 - cos2kx) 1 (1+oo 1 - e2kxi ) 
- dx = -Rc dx 
2o x 2 2 o x 2 
1 (j+oo 1 - e2kxi ) - k j+oo 1 - e't 
-Re 2 dx - -Re 2 dt. 4 -ooX 2-oof y 
X 
R 
zero é o único polo. Seja Cti(t) = &i1,t E [1r,21r] 
Logo 
J 11 -e'' 2 dz c, z 
1-e'' 1( 00 (iz)') i 
= 2 1-Z:-1 = --+h(z). z2 z k=O k. z 
J = r - i_dz + r h(z)dz ~ 7[ quando b ~o. fc6 z lc~ 
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Portanto a contribuição da integral sobre Cs quando ó ---+ O é 1r. A contribuiçã.o 
sobre /R é zero pois 
11 1 -e;' I ?n 'YR z 2 dz :S ~ ---+ O quando R ---+ +oo. 
Pelo teorema dos resíduos e passando ao limite pa.ra ó ---+ O e R ---+ +oo, teremos 
J+oo_1 _-,;-2e_;x dx + n = 2niRes ( 1 -e;', o) = 2ni(-i) -oo X z2 
então 
J+oo 1 - éx looo scn 2 k:r br --,2,---dt = '1l" ou qual implica 2 d,r = -,-. 
-ooX OX 2 
CASO 7: laoo x>.Q(x)dx, À E IR\ 7Z onde Q(x) é racional e contínua para :r:> O c 
zl+>.Q(z)---+ O quando z---+ O, zt+>.Q(z)---+ O quando z---+ oo. 
--~~--..\~s 
R 
z>. = e>.(fnjzj+iO(z)) onde B(z) E (0,27r). 
Tomando ó suficientemente pequeno, R suficientemente grande e r > O suficiente-
mente pequeno, z>.Q(z) terá todos os seus polos, (exceto possivelmente zero) dentro 
do caminho considerado. Pelo Teorema dos resíduos 
f z'Q(z )dz = 2ni L Res(z'Q(z), b). lc b';'!o 
bpolo 
Como zH'Q(z)--> O quando I z 1--> +oo, entiW existem fio> O,M >O tais que 
lz'Q(z)l S M r;! 'v' I z I> fio 
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·m(l) 
J =li z'Q(z)dzl 
"" 
Rcit,t E [E,27r- Ej,E =r 
< 1"-' I Rc" 1'1 Q(Rc") I Rdt 
< sup I z I'+' I Q(z)·l (2?r-2c) 1. 
lzi=R 
J --tO quando R -t oo, pois I z>-+1Q(z) I-+ O quando I z 1-~- oo. A contribuição da 
integral sobre /R é zero. Temos para 
C,: [-2?r +c, -Ej --> 
IH 
lfc/Q(z )dzl < sup I z'+1Q(z) I (27r- 2c)--> O quando 8--> O. lzi==ll 
A contribuição da integral sobre Cs quando 6 -tO é zero. Logo 
lim J.R(x + ri)'Q(x + ri)dx + 
r--+0+ 
lim (-1)J.R(x-ri)'Q(x-ri)dx 
r--+0+ 
21ri L Rcs(z'Q(z), b). 
lim {R (x + ri)'Q(x + ri)dx 
r-+O+}ó 
1/{ lim (x- ri)'Q(x- ri)dx r--+0+ 5 
b po!o 
J.R x'Q( x )dx 
iH x-\_.hÀ•Q(x)dx 
Fazendo ó -t O c R -t +oo tem-se 
Daí 
r= x'Q(x)d.r -1= x'e'""Q(x)dx = 27ri L Rcs(z'Q(z); b) lo o ~;o'o 
bpo!o 
100 27ri x'Q(x)dx= 2 , LRcs(z'Q(z);b) o 1-e."' 
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"" bpol<> 
EXEMPLO: Achar r= ( xP se (3 E]O, I[. 
lo x x+J) 
U d I • . d" d . 1= x" ,. san o a re açao In JCa. a acima t.em-se ( ) - f3 , 
o x x + 1 scn 11" f3 E]O, 1 [. 
CASO 8: Integrais de Fresncl 
Assuma que conhecido 100 e -x2 dx 
gráfico é: 
,fi 
2 . Tomando o caminho fechado C cuJO 
y 
3 
2 
7l/4 
então I R X 
l '''d 1 1 1 ' z ~o~ + + ~o. c (1) (2) (3) 
C 1 1 1 . iR +x'id ( 11" • ")laR , orno ::::O temos ;::: - , ou seJa e ;r = cos- + zsen- e-p dp (2) (1) (3) o 4 4 o 
quando R ----.Jo oo. 
1= ix' vf2,. · ·~c= 2 ~c= 2 ,fi Tem-se c d:r = --(1 + z) e da1 senx d:t = cosx dx = /Cl" o 4 o o 2v 2 
I EXERCÍCIOS RESOLVIDOS 
1. Ache o valor de x dx para m 1 n E IN e O < m < n. la
oo m-1 
O X" + 1 
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_ zm-1 
SOLUÇAO. Se f(z) = --::--:-:,os polos de f siiD de ordem 1, com &s{f;c) = 
zn + 1 
_.!_em, ondr c= c~tri. Notemos que f é analítica em /'1 V 12 V 13 e no seu interior, 
n y 
exceto no ponto c, corno mostra a figura: 
Logo temos 
2:0: 
.. 
i ' 1 1 27ri f(x)dx+ f(~)dc+ f(c)de=--cm. o 1'2 1'3 n 
2 
c r 
. 71. 
c=en1 
r 
X 
(i) 
O caminho r3_ é dado por e(t) = tc2, t E [0, r] e c2n = 1. Logo 1 f(e)de = 
O; 
- {'im-1c2m-2. c'dt = -c'm {' tm-1 dt = -c'm {'J(x)dx e 1 f(e)de ~O quando 
lo 1 + tnc?n lo 1 + tn lo ')'2 
r---+ oo. Portanto por passagem ao limite para r---+ oo na relação (i) temos (c2m-
loo 27fi 1oo xm-1 7f ( rn ) -1 1) f( x )dx = -cn que equivale a = - st:rl-7r o n o 1 + xn n n 
2 P J {
00 
n -xl/4 1/4d O ~· 
. rove que: ,_ = lo x e sen x x = , n E Jn. 
SOLUÇÃO. Fazendo x = t4, obtemos Jn = 4fo00 t4n+3 e-1Ben t dt. A função 
f(z) = z4n+3e(i-I)z é analítica em todo <f. Aplicando o teorema dos resíduos na 
seguinte figura ternos: l 
f-~-
Isto equivale a 
.· 
r 
• ' • 'fJ --~o~~-~-L--.x 
A 
r f(z)dz+ r f(z)dz+ r f(z)dz=D. JoA lAB JBo 
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Portanto 
Logo 
V n E LV. 
3. Ache o Yalor da integral Jn = L:oo €-.\x-2 cos(2Àax )dx, (À > O, a > 0). 
Sugestão: Use a integral j t -.\z2 dz onde c é como mostra a figura: 
' y 
D=(-R,a.i) ~ B=(R,a.i) 
X 
E=(-R,O) A=(R,O) 
Solução: A função f(z) = e-;,::2 é analítica no interior de ABDE. Logo 
f f(z)dz+ r f(z)dz+ r f(z)dz+ r f(z)dz=O. jEA jAB jBD .fvr (i) 
As int.cgrais j f(z)dz c f f(z)dz tendem a zero quando R ---t oo, po1s para 
AB }DE 
z =R+ ly,O:; y:; a temos: 
Analogamente para z =-H+ 1y,O:; y ::=; n temos: 
1:~ conhecido que, quando R -+ oo, o valor de f f(z)dz }EA 
l
+oo _,, (~)1/2 
c " d.r = - . 
-oo .\ 
A integral f f(z)dz é igual a -c..\02 l+oo c->."2 [cos(2.\nx)- i sen(2.\ax)]dx. Logo lBv -= 
usando todas estas relações em (i) e por passagem ao limite para R-+ +oo, temos: 
'l+oo ' ~' ~ ' ' r:).o· e-.\x cos(2Àa:r)dx = -, i.c. J = -e-{}. 
-= .\ À 
l +oo ca"'d:r 4. Ache o Yalor de: J = ( )( ) , O < a < 2. -oo ex+ 1 Ex+ 2 
Sugestão: Considere a integral j( ~~z 
2
) d:: onde c c o retângulo com 
c c2 + 1 e + 
vértices em-R,R,R+27ri,-R+21íi. 
SOLUÇÃO. D=(-R,hi) 
•y 
• si .lnl+si 
! 
! 
B=( R,2;~i) 
! E~ ~Õ) _____________ ---o·J----------- ·------------+-Ã~ (R,oj·• X 
A função .f(z) = 
z = ln2 + r.i. 
()a(" ) tem dois polos no int.crior de ARDE : z = 1r·i c (r'+l r'+2 
Logo temos: 
j f(,)dz+ r f(z)dz+J, f(z)dz+ r f(z)dz = 2~i[Rrs(f;~i)+Rrs(f;fn2+~i)J. AR jBD DE JEA 
Í~ fácil mostrar que j f(z)d:: c f f(z)dz-+ O quando R-+ 00 pois: 
AH JvE 
I:lO 
(a) para z =R+ iy temos 
quando R--+ +oo, pois O < a < 2. 
(b) para z =R+ iy temos 
quando R --t +oo. 
Além disso 
r f(z)dz+ r f(z)dz 
jEA jBD 
Passando ao limite para R --+ oo obtemos 
Logo 
2~i[Res(J; ~i)+ Res(f; Cn2 + ú)] 
2 ·(-e"-"';+ 2"--t "-"'') 1r1. ' f_ • 
~ J = (1 - 2"-' ), O <a < 2. 
-~cn 1ra 
5. Ache o valor da integral J = fuoo xP-1cos axdx, onde com a> 0,0 < p < 1, em 
termos de r(P) = L:>O xp-lc-xdx. 
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Sugestão: O se a integral 1 zP-Ie-azdz, onde o contorno c c indicado na figura 
seguinte: D=(O.R) f----
E=(O.r] 
B=IR.O] 
o 
SOLUÇÃO. A funçàD f(z) 
Temos: 
zP-1e-az não tem polos no interior de ABDEA. 
r f(z)dz + r f(z)dz + r f(z)dz + r f(z)dz ~o. 
}AB }BD lnE }EA 
É fácil ver que f f(z )dz ---+ O quando r---+ O pois, para z = ré0, fEA 
(i) 
Para a integral Lvf(z)dz, com z = Rei0 ,0 E [o, i) basta notar que cosO é decres-
cente em [o, ~] daí obter lim J. f( z )dz ---+ O. 2 R-+oo BD 
Para z = x, r< x ,S; R, temos f f(z)dz =iR xp-Ie-axdx. 
jAB r 
Para z = ix;r::; x:::; R, temos f j(z)dz = -1Rip-Ixp-Ie-aixidx. 
lvE r 
Portanto, em (i), quando r-+ O e R--+ oo, temos 
( ii) 
[ ( " k ) ·] . p lnlil+ - + 2 11' Z ,. . Corno iP:::::: er>fm =e 2 = e21'' para k =O, em (ii) tem-se: 
r(p) 
aP 
(iii) 
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De (iii) c (i v) temos: 
f(p) ~p J =--CO$-. 
a' 2 
li. EXERCÍCIOS PROPOSTOS 
1. Verifique que para n ~ 1 f'' (1 - 4sen'O)cos20 dO = 2~ (91 _ 52vf:i\ lo l - cos e y'3 
2. Prove as identidades: 
(') ;+= 2x 2 +x+l d _ ~ J X- 1!". 
-oo :r 4 + 5x2 + 4 6 
.. ;+= dx r. (2n)! 
(u) -oo (1 + x2)n+l = 22" . (n1)2 (n E JN) . 
... ;+= dx 3 ..fi (m) ==- · - 1 ·11 para a> O. 
-oo (:r4 + a4)2 8 a 
3. Prove que: 
. 1= fi K (1) 2 2 dx = =·a> O. oa+:r v2a 
nr=ftd ~ 
ll lo (x 2 +4)' x=32. 
(iii) r sw20 d() = ~ lo 5 - 4co,s () 8 
i v dO=--. 12< dO 3x ( ) o (l + sen'O)' 2..;2 
12"' cOB n() 21ra" (v) dO = , n = O, 1, 2, 3, .. · , O < a < 1. o 1-2acos0+a2 1-a2 
( ")l'" do (2a 2 +b'J~ lbl VI = a> 
.o (a+bcoso)3 (a 2 -b2 ) 5/ 2 ' · 
roo -"' -bx (b) (vii)J
0 
e ~c dx=Cn;; ,a 1 b>0. 
4 A h I j dz ( x """) d O , . c e -2 . 2 a = e on c a > 1 e c e a reta x = a, O < a < 1 percor-7n cO sen 112 
rida de baixo para cima. 
I j dz , Sugestão: Considere ~. 1 onde 1 e como mostra a figura: 2:n "i a" sen 1r z 
e faça (3 -----+ oo. 
5. Ache as integrais (a> O} 
100 fn 2x (i) 2 2 dx. o x +a ( .. ) ~c= Cnx d 11 :r. 
o .fi(x2 + a2 ) 2 ( ... ) ~c= inx d ll1 r;;:( )2 X. o y:rx+l 
(iv) ('fn(x-1- x)dx. 
lo 1 + x2 
y 
a+itJ 
O a 1 I+a 
X 
Sugestão: Ache a parte real da integral jtn ( z -l - z) dz onde c é como mostra 
c 1 + z2 
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a figura: 
y 
6. Ache as integrais abaixo onde a > O e n é um número natural. 
roo dx 
(i) Jo (x + a)(tn2x + 1r2 )" 
n [00 dx 11 Jo (x2 +a')(in2x+?r')' 
roo dx 
(iii) Jo (x2 +a2 )(fn2 x+(2n+!)2n2 )' 
Sugestão: Considere a integral 
f I [~~!-:-:-;:-: + I + ... + I Jaz J,z' +a' inz- (2n + l)r.i lnz- (2n- l)rri Cnz + (2n- l)rri ' 
onde c é como mostra a figura: 
CR 
ri 
c, 
r e 
o rz e R 
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7. Ache as integrais dada.<; (a c b são positivos). 
( .. ) 1= scn ax d 11 .:r. 
o x(x 2 + h2 ) ( ... ) 1= sen ax d 111 :r. 
o x(x 2 + b2 ) (. ) 1= sen ax d IV X. 
o x(x 2 + b2 ) 
) 1= cos 2ax - cos 2bx d (v x. o x 2 
136 
§ 17. REPRESENTAÇAO J?E FUNÇOES 
MORFAS POR FRAÇOES PARCIAIS 
MERO-
S · f( ) P( z) f . . I . I . I' d . <'Ja z = (J(::.) uma unça.o rac10na CUJOS po os sao a 1.· · · ,am· ara ca a a1 ~WJa. 
Pj um polinômio de grau 61 , sem termo constante, e tal que Pj (z ~ aJ é a parte singular 
de f em aj,j = 1, · · ·, n. Temos 
AUI AIJI 
-5] + ... + -I 
(z-aJ)'> (z-aJ) F·( 1 ) J Z- Uj 
f(z) " ( 1 ) ~Fi z-ai +g(z) 
onde g(z) é uma função inteira. Diz-se cntào que f(z) está rtpnscnta.da por frações par-
ciais. As funções racionais, são meromorfas. Por outro lado os polos de uma funçâo 
meromorfa em (f é um conjunto no máximo enumerável. Sendo S esse conjunto, pode-
mos enumerar S de maneira a obter uma seqüência {aJ}~ 1 tal que lim I Oj I= +x (no 
caso que S não seja finito). Para cada bola Bn(O) = B 11 só existe um número finito d(' 
elemf'ntos de Sem H11 (0). Enumerando os polos de B 1 , depois os de B 2 \B1 etc, obtemos 
a seqüência desejada. Para cada Oj E S existe um polinômio Pj de grau O:j = ordem 
de a1, sem termo constante, tal que P1 (-
1
-) é a parte singular de f em a1. Não se 
z- aJ 
pode garantir a priori que fpi(. 1 .) converge. Todavia . .. corrigindo" cada termo 
1=1 ,._-aJ 
dessa série por um polinômio conveniente, vai ser possível obter uma série convergente de 
modo que f menos essa série seja uma função inteira. Esse resultado foi demonstrado por 
Mittag-Leffier, para funções meromorfas no plano complexo. 
17.1 TEOREMA: Seja (a;)j;1 uma seqüência de números complexos tal que 
lim I Oj I= +oo. Seja (Pj)~1 uma scqiiêncla de polinômios sem termo constante. Então J~~ J 
existem funções merornorfas em a::'1 cujos polos são os pontos {aJ;j E .DV} e cujas partes 
singulares nesses pontos são dadas por P;( 1 ),j E lA'. Qualquer função com essas 
z- a1 
propriedades pode ser escrita na forma: 
f(z) = f;(Pj (~)- Q,(z)) + g(z) 
j=l ,._ Q.J 
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onde .9 é analítica em (f e Qj P um polinôrnio 1 j E IN. (Í~ claro que está scJJdo suposta a 
convergência da s{~ri<' indicada). 
DEMONSTRAÇÃO: Sem perder a. generalidade podcrn()s supor a j f:- O para cadn 
j E l!\1 (se um deles é zcro 1 deixe-o separado. Pode denotá-lo por a0 = O c 
trabalhar com a função f(z)- Pu(~) em lugar de f(z)j. Como Pi(z ~ai) é 
analítica em Hja11 (0), podemos representá-la por uma série de potências ao redor de 
zero. Vamos escolher para QJ(z) a soma parcial dessa série de ordem nj. Assim se 
I P,(z) 1:<:; Mi para I z 1:<:; I i I obtemos através das desigualdades de Cauchy: 
I ( I ) I (4 I Z I )n,+l P; z-a, -Qi(z) :<:;Mj R 
P I I I aj I , . ara z < -
4
-, note que a scnc 
converge em d' se 
00 (4z)n,+l 
"f;M; -
a· j:=I J 
I. 'f)' I O lill»j ·-1-1=. 
J-+oo a j 
Escolhendo ni convenientemente isto é possível: por exemplo n1 > CnA-11. Seja agora 
R > O dado. A série 
f[P;( ~ .)-Q;(z)] 
j=I z a1 
só tem um número finito de termos com singularidades em certos pontos de BR(O) (são 
os j E ffi./ tais que I a.1 1::; R). Assim, omitindo esses termos 1 o que resta converge 
absoluta e uniformemente sobre BR(O) (por escolher os n1 do modo acima). Para cada 
z fj_ {ajjj E IV} temos a série 
f[P;( ~ .)-Qj(z)] 
J=l z a 1 
convergente(.:: está em algum BR(O), R> 0). Portanto 
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é mcromorfa em ([' e seus polos sâ.o os aj com part.eti ~ingularcs Pj ( 1 ) , j E /!\1• Duas 
Z- Oj 
funções com tais polos <'partes singulares tem a sua diferença analítica em ([,'c o resultado 
esta demonstrado. O 
17.2 APLICAÇOES: 
1. Seja 
~' f ( z) = -s c-'· r-or ,-r.-z 
que é analítica em([:'\~. Como sen 21rz = scn 2 r.(z- n), segue que 
2 71"2 • ( r.(z-n) )' lirn(z-n) = hm = 1 
z-.n 8en21rz ,__," Sfnr.(z- n) 
e cada n é um polo de ordem 2 de f(z). Basta achar a parte singular de f em zero 
para obter a parte singular de f em m 
ser11r z 
' sen r. z 
1r2 2 2 + ... 
daí o 2 = 1 e a1 = O. 
00 
Q2Z- 2 + OtZ-l + Lfik;;k 
oo (-l)'(r.z)2k+l E (2k + 1)' 
11222 +... . 
Conclusão: a parte singular é_!__ e Gk(z) = ( 1 )Zé a parte Bingular no ponto k. 
::2 z - ,, 
Logo temos 
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(i) 
Para mostrar que (i) converge, para z =f k, k E ~ 1 íZ, use a comparação com L~: 
)="'1) 
Seja n o menor natural maior que I z ], então 
1 ., 1 1 
I: I , - k I' = I: I ·- k I' + I: c-1 z---c-k~l' < +oo. kEX ~ k=-n "' k>n 
k<-n 
Note que (i) converge uniformemente sobre cada compacto, após a eliminação dos 
termos não limitados sobre tal conjunto. Pelo Teorema de Mittag-Lefficr, tem-se 
~2 1 -sc-.n-:;,-~-z = ~(z- k) 2 + g(z) 
onde g(z) é analítica em (f'. Vamos mostrar que g(z) =O. Seja 
1 
h(z) = I: (z- k)' 
kE:E 
~' Então h(::) e sâo periódicos com período 1. Logo g(z) 
S€1l'!TZ 
periódica com período 1, 
I scn 2n I senh 21ry + sen2 1rx 
~2 
,., 
-,---- h(z) é 
sen 2:n-z 
I ,., I sup 2 xER sen ToZ - sup h 2 ----> O quando y ---t oc. xERsen 2n:y + sen 1fX 
Para I y ]2: 1 fixo, h é periódico c tem-se 
'"Pih(x+iy)l=surii: 1 ,I 
"'ll 1"19 hEX((x- n) + 1Y) 
$ sup 'Ç""" 1 2 2 < "' ] ~(x n) +y -n~,-(1-n)2 +y2 lxl:stnEX ·- "" 
Logo 
<"' 1 
- ~ (1- n)2 + 1 
nEX 
cont•crgc 
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(i i) 
Escolha. k suficientemente grandf' e e:Krf'va 
1 
L (1-n)2 +y2 nE~ 
1 n~k(1-n)2 +y2 +f.; (1-n)'+y'. 
"<-• 
En\oo sup I h(1: + iy) 1~ O quando I y 1~ +oo e daí sup I g(1: + iy) 1~ O quando 
;r;ER xEJI I y j--t +oo. Como g é inteira e limitada ela é constante. Mas o limite é zero para 
I À' 1~ +oo. Logo g = O e 
~2 1 
2 = L ( 12-,';Cri 7rZ nE.íV 2- n 
2. Mostre que 
COS2 2i 
cotg z = --- e g(z) = ~.::.:__-~~f11 Z c2;z - 1 
1 
t'" .~en z 
tem as mesmas singularidades que são polos. Note que a<; partes singulares também 
são iguais (mostre). Pelo Teorema de Mittag-Leffier cotg 2- g(z) = h(z) é uma 
função inteira. (Qual?). 
I EXERCÍCIOS RESOLVIDOS 
1. Seja {ék }~1 uma seqüência de números complexos distintos, não decrescentes em 
valor absoluto, que converge ao infinito e seja {Ak}h1 uma seqüência de números 
complexos. Ache uma função inteira f(z) que tome valores Ak nos pontos E:k· 
SOLUÇÃO. Pelo Teorema de \Veiertrass, existe uma função inteira h( z) que tem 
zeros simples em E:k e só nesses pontos e tem a seguinte forma: 
É claro que h1(Ek) f- O para todo k E [\r. Agora, pelo teorema de Mittag-Leffer, 
achamos uma função meromorfa tp(z) que tem polo.s simples em {ek} e só neles com 
( --"'-- ) 00 [ ( --"'--) l 
as partes singulares ( h'l'>i ) . Logo 19(z) = L ( h'('>i) + Pk(z) onde P,(z) são 
z- E:k k=J z- ék 
polinômios escolhidofõ adequadamente. É claro que o produto h(z)tp(z) representa 
uma função f(:::) inteira que satisfaz as condições do problema pois: 
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2. Ad){' a funçã.o m~romorfa F mais geral cujas tÍnicas singularidades sao polos 
1,2,3,··· dç primeira ordem com Rc~(F;n) = n. 
~ 
SOLUÇÃO. Sabemo' que a fuuçiW F(z) é da forma F(z) = g(z) + L(Gk(z) + 
k=J 
Pk(z)), onde g(z) é uma função inteira. Pelos dados do problema temos Gk(z) = 
k z 00 _2 
--k e P,(z) = 1 +-.Logo F(z) = g(z) +L( 'i) 
z - k k=l z - . ~· 
3. Ache a função meromorfa F mais geral cujas únicas singularidades são polos an de 
ordem 1(1 a [> 1, n = 1,2,3, ···)com Rcs(F; a")= a". 
= 
SOLUÇÃO. A funçiW procurada é da forma F(z) = g(z) + L(G,(z) + P,(z)), 
k=l 
k 
onde g(z) é uma função inteira. Pelos dados do problema temos Gk(z) ::::: a k e 
z-a 
= . 
Pk(z) = 1, logo F(z) = g(z) +L ~ ,. 
k""l z- a 
4. Ache a função meromorfa. F mais geral cujas umcas singularidades são polos 
n = 1, 2, 3: · · · de ordem dois com parte singular n2 (:: - 11 t 2 + (z- nt'. 
00 
SOLUÇÃO. A função procurada é da forma F(z) = g(z) + L(G,(z) + P,(z)), 
k;;;ol 
onde g( z) é uma função inteira. Pelos dados temos G d z) = ( k
2 
) + - 1- e 
z-k 2 z-k 
2z 1 = [ !-' I 2z 1] 
Pk(z) = -1- k + k' logo F(z) = g(z) + ~ (z _ k)' + (z _ k) -1- k + k · 
5. Ache a função meromorfa F mais geral cujas únicas singularidades são polos simples 
-1,-2,-3,··· com Res(F;-n) = (-l)n. 
= 
SOLUÇÃO. A função procurada é da forma F(z) = g(z)+ L[G,(z)+P,(z)] onde 
k=l (-1)' (-1)' 
g(z) é uma função inteira. Pelos dados temos Gk(.::) = z + k e Pk(z) = --k-· -. 
= (-1)'+ 1 z 
Logo F(z) = g(z) + ~ k(z + k). 
6. Ache a função meromorfa F mais geral cujas únicas singularidades são polos simples 
W(m,n) = rn + ni, (m, n =O, 1,2,· ··)com Res(F; U'm+n) = 1. 
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~' 
SOLUÇÃO. A função procurada é da forma F(") = g(z) +I) Gm,n(z) + I'm,n ( z )), 
I'm,n(z) = I , + z ')'' 
rn+m (m+m 
1 
Pelos dados temos Gm.Tl(z) = ( . c 
z-(m+m)) 
quando m = n = O, Po,o(z) = O. Logo tem-se 
onde g( z) é uma função inteira. 
oc 1 1 z 
F(z)=g(z)+Z.: . + + , , 
m,,.(z-(m+m)) m+m (m+m)2 
li, EXERCÍCIOS PROPOSTOS 
] . Mostre que: 
( '") t ~ 2z lll g z = 
[ (2n l)7r]2 ;,2 n:=ol 2 -
2. Ache a função meromorfa F mais geral cujas únicas singularidades são os polos 
simples O, l, J2, ,J:l,,,, .jn,, ·, com Re,,(F; .,fil) = L 
3. Ache a função meromorfa F mais geral cujas únicas singularidades são os polos ±n 
de ordem 2 com Rcs(F; n) =I n [. 
4. Se O' 0,/3/a 7l" ?r/3 ±1, ±2, · · ·. Mostre que: -cotg-
a o 
' 1 1 1 7l" 
Desta relaç.ao mostre que-+-+-+· .. = !<l" 
L2 4,5 7,8 3v 3 
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ii. Se os Àm são raízes positivas da equação tgz 
3 w 2z ~+L z' _ ,\2 · 
n=l n 
Z M'TI Z 
z. Mostre que ----'-'--'---
scn ;; - z cus z 
6. Ache a função merornorfa rom polos de ordem 2 em ] , J2, .;3, · · · tal que o resíduo 
em cada polo é zero c lim (z- JTi)2 f(z) = 1. 
z--+,fo 
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§ 18. PRODUTOS INFINITOS 
18.1 DEFINIÇAO: SPja (a1)j;1 uma seqüência de números complexos ondP apenas um 
m 
número finito dos O:j são nulos. Seja 1 = {j; Oj = 0}. Para cada rn E J!\1 tome Pm = rr Ü'j-
Diz-se que o produto infinito ll n1 existe se lim P m = (} #- O. m~oo 
J=l 
18.2 OBSERVAÇÕES: 
00 
1. Se TI Oj existe então lima; = 1. De fato: se j - 1 fj_ I teremos O:j = 
J~OO 
J"'l 
'" 
c 
Pi-1 
F J 
o 1 • P;-1 = Pj· Assim limoj = 
0 
= 1. Portanto é razoável escrever Oj = 1 + a1 
J-+00 Q 
para todo j E 1\', com ~imai = O e ai f:- -1 para j fj_ I. Podemos escrever o 
J~OO 
produto na forma 
00 00 
Ilo; = Il(l +a;) 
i=l j=l 
2. No caso em que I = IP vamos considerar a série numérica 
e escrever 
" 
00 
L;Cn(l +a,) 
j=l 
Sn = L;ln(l +a,) 
j=l 
,, 
('in E l\ ). 
(i) 
(i i) 
Logo é claro que Pn = én onde Pn = IJ (1 + aj). Assim se (ii) converge aS temos 
j=l 
(i) convergindo a t 5 f- O. Por outro lado, !le lim Pn = P #- O, podemos escolher 
n~oo 
o argumento principal de P e os argumentos On de Pn =I Pn I f.ili, de modo que 
On E]org(P)- ~,arg(P) + ~1 para todo n E IN. Vamos fazer logPn = Cn I Pn I +íOn 
pa.ra todo n E 1\". Então 5 11 = logP" + hn · 2-r.i, onde hn está bem determinado e é 
inteiro. Temos 
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Tomando n suficientementf' grande podf'mos ter: 
I On- arg(P) I 2~ < 3 
I Bn+l - arg( P) I 2~ < 3 
I arg(1 + On+Ill 2~ < 3 
Assim obtemos I hn+I - hn I< 1 e hn+1 = hn para n suficientemente grande. Logo 
podemos escrever hn = h para todo 11 2:: n0 e obter: 
lim 5., = lim logP., + 21fih = CnP + 21rih 
n--+oo n--+oo 
Portanto 
w 
S = CnP + 2~ih = 2_)n(1 +a,). 
j=l 
Sendo I = {j; 1 + ai 
resultado ainda vale. 
O} =1- 1/J, nos racJocmJos acima eliminamos os j E I e o 
Provamos o seguinte resultado: 
oc• 
18.3 TEOREMA: Uma condição necessária e suficiente para existir fi(l +ai) é que 
j:I 
1 + aj =O somente para um número finito dos j$ e que L)n(l + aj) seja convergente. 
;=I ,., 
18.4 TEOREMA: Uma condição necessária e suficiente para a convergência 
00 II 11 + aj I é a convergência de L: I aj I· 
j=l j=1 
• Cn(1+z) = ,z'+1 
DEMONSTRAÇAO: Temos lim = 1 etn(1 +z)= 2:(-1) -k-. 
z-0 Z k=O " + 1 
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In( I + z) = z' , , . 
Logo = L(-1)'-k- = g(z) anahtJ('a em B1(0) e assim lnny(z) = g(O) =]. 
z k=O .+1 z--o 
lfn(1 +z) I 
Dado E > O, existe bc > O tal que 1 -E < < 1 +e. Assim para ê > O cxi5tc I z I 
n~ E 1\' tal que n 2: 11" implica 
(1- E) I"" 1<1 tn(1 +a") I< (1 +E) I a, I 
Daí: 
00 00 = 
(1- E) L I"" I :'O: L I fn(1 + an) I:S (1 +e) L I a" I 
e o resultado segue do teorema 18.3 e do critério de comparação. o 
18.5 OBSERVAÇOES: 
1. Dado uma seqüência de funções fi ( z) definidas em A Ç ([' podemos perguntar so-
00 
brc a convergência de Il(l + f;(z)) quando z E A. Assim precisamos que, para 
j=l 
cada z E A, somente um nlÍmero finito dos 1 + fj(z) sejam nulos. É razoável 
nesses casos trabalhar com funções tais que para algum j 0 E IN, I+ fj(z) =f O 
00 
para todo z E A e cada j ;:::: J·a. Nestas condições dizemos que il(l +fi) con-
= 
vcrgt pontualmente em A se TI (1 + Ji(z)) converge para todo z E A. Além 
00 
disso dizemos que ll(l + fj) converge uniformemtnft a g sobre B C A se 
j=l 
limsuriiiO + !;(z))- g(z)l é zero. Note que precisamos g(z) f Opaca todo 
k--+<x' 'EB . I 
- J= 
z E B. Reafirmamos que para a convergência pontual basta supor que para cada. 
z E A [1 + fj(z)] = O para um número finito de j, e que para a convergência 
uniforme precisamos a condiçâo [1 + h(z)] =f- O para cada:: E A e j 2 j 0 • 
Os dois teoremas de convergência anteriores valem para convergência uniforme 
sobre B. 
2. Seja f analítica em (]":' 1 com um número finito de zeros a 1 , • ··,a., e respectivas ordens 
o 1 , • • • 1 a 11 • Podemos escrever 
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o que nos dá f(z) = (z- at) 01 f 1 (z) com f 1 (z) inteira e f 1 (at) f O. Podemos repetir 
o raciocínio para f 1 e a2 e assim sucessivamente, para obter 
f(z) ~ (z- aJ)"' · · · (z- an)""h(z) 
onde h( z) é inteira., h( z) f O para todo z E ([:. Neste caso temos ~~~;i = g( z) inteira. 
Seja g0 (z) uma primitiva de g(z). Temos d~g0 (z) ~ ~,'g] => ~(h(z)c-.<>(•1) ~O. 
Logo h(z)cYo{z) =c para todo z E a: com c constante. Daí h(z) =c. fgo(z) = cqJ{z) 
onde g1(z) é inteira. Assim h(z) é da forma eY(z) para alguma g inteira. Voltando a 
n 
f temos: f(::) = eg(z) II (z- a_1t]. No caso de a1 = O temos para alguma g inteira 
j=l 
É natural perguntar se para uma função inteira com um número infinito de zeros 
existe uma representação semelhante usando produto infinito. A resposta é sim e é 
o seguinte teorema de\·ido a Weierstrass. 
18.6 TEOREMA: Dada uma sequencia (aj)j~ 1 de números complexos tais que 
~im I a"J I= +x, é possível achar urna função inteira com o conjunto de seus zeros 
J-= 
sendo {a.j;j E lY}. Neste caso cada função inteira desse tipo pode ser escrita na forma: 
com g(z) inteira e (mj)~ 1 certa seqüência de naturais. A convergência do produto é 
uniforme e absoluta sobre cada compacto de a~. 
DEMONSTRAÇÃO: Estamos procurando polinômios Pn (::).tais que g ( 1- : .. ) cP,(z) 
converge a uma função inteira. Estamos supondo On f:. O para todo n E J!l./. Tal produto 
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converge sc e só se a série do termo geral H.n ( z) = ln ( 1 - !____) + Pn ( z) converge. Para 
a,. 
R> O dado, vamos considerar por enquanto somenü· os a,. tais que I a., I> ll. Na bola 
13R(O) temos a convergência uniformP da. série dC' Taylor: 
( z) 00 ](z)' Cn J - - ~ -L:;~ - . 
a., i=l J an 
Vamos escolher: 
para obter 
ou 
Logo 
J ( R )m.+l I R,.(z) 1<: m,. + l GCl I (i) 
para j z j:S R. Vamos escolher os mn de modo que a série 
f ] (_Ji__)m,.+l < +x. 
n=1 1/l.n + 1 J an J 
(i i) 
De (i) segue que lim j R.,(z) ]=O uniformemente sobre BR(O). 
7!--+00 
Agora seja n0 tal que 
n :> n0 implique I a,. I> R. De 
oo no ~ 
L:;R,.(z) ~ L:;Rn(z) + L R,.(z) 
n=O 
temos 
oo J ( R )m.+l L I Rn(z) 1<: L -
n>no n>no mn + 1 J an J 
J 
pois (ii) converge e lim l R = 1. 
n--+= 1 --lanl 
ExisteM >O tal que l R <: M e f I Rn(z) I 1--lanl n>no 
converge uniformemente sobre BR(O). Resta somente mostrar que podemos escolher mn 
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de modo a (ii) convergir para todo R> O. Se tomarmos mn =TI o termo g(~ral de (ii) {~ 
1 ( R ) n+l 
-- -
1
--
1 
e, usando o teste da raíz, temos: 
n + 1 U 71 
' 
[ w+' ] = , R lim ( ) I I 1 = lim ( n + I)- •+• · -1 - 1 = !.O = O. n-+OV n + } Qn n+ 11--->oo a 11 
para todo R > O. Temos então a convergància de 
Assim 
é inteira e tem {a j; j E .W} como conjunto de seus zeros. Se (a .i )~ 1 admite zero 
como alguns de seus termos, então esses termos são em número finito m e a função 
h(z) = zm fi (1- ~)ePJ(z) é inteira com {aj;j E liV} sendo o conjunto de seus zeros. 
Fl aJ 
"J~o 
Seja f(z) uma outra função inteira qualquer cujos zeros formem o conjunto {aj;j E 
1V}. Então{~:~ tem como polos os zeros de h(z) que são os zeros de f(z) com as mesmas 
d L I d f(z) - • · f(z) ' · d'f d d or ens. ogo os po os e h( z) sao rernov1vers e h( z) e mtcua e 1 crente e zero em to os 
os pontos. Assim existe g(z) inteira tal que fi (z)) = eg(z) isto é f(::)= e!J(zlh(z). D 
t( z 
18.7 COROLÁRIO: Se f for uma função meromorfa em (f então existem funçÔeR in-
. h . f h teu as . e g ta1s que ~ -. 
g 
DEMONSTRAÇÃO: Os polos de f formam um conjunto no máximo enumerável em 
([:. Tome, pelo Teorema de Weirstrass (18.6), a função g inteira cujos zeros são os polos 
de f. Ao fazer isso o produto g(z)f(z) passa a ter singularidade~ removíveis nos polos de 
f. Logo g(z)f(z) pode ser definida analítica nesses pontos e passa a ser inteira. 
18.8 OBSERVAÇÕES E DEFINIÇÕES: Na demonstração e no enunciado do Teo-
rema de \Veirstrass temos 
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O caso mais intC'rcssant(' ocorre quando rnn = k para todo n E JS. Neste caso 
converge e r<·prescnta uma função inteira se: 
oo ( R )'+' ?;r;;:~ 
converge para cada R > O. Mas isto equivale a 
k+l 
< +oo. 
(i) 
(i i) 
O menor inteiro k para o qual (ii) converge torna (i) convergente e (i) é chamado 
produto canônico associado à seqüência (an)~==l e o k correspondente é chamado genus do 
produto canônico. 
Se o genus do produto canônico for zero temos a rcpresentaçào fi ( 1 - az ) convcr-
n=I " 
gente. 
Sempre que possível procura-se uma rE-presentação de f dP modo que o produto 
infinito na representação seja canônico 
Se nessa representação g( z) for um polinômio diz-se que f tw1 gcnu8 finito f o gfnus 
de f é o máximo entre o grau de g e o genus do produto canônico da representação. 
Uma função inteira de genus zero t.em a forma 
com 
l L:-1 -1 <+oo. 
, an 
Uma função de genus 1 tem uma das seguintes formas: 
(a) k=Oegenuo.f=l 
(b) k = l e genuo f = O 
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(c) Ã· = 1 e genus f = 1 
00 1 
com !; M < +oo. 
18.9 EXEMPLO: f(z) = semrz tem~ como conjunto de seus zero:;;. Como 
1 1 2.:- = +oo e 2.: 2 < +oo, 
nEZ!" n nEZ':' n 
podemos, pelo resultado acima, obter uma representação da forma 
Vamos determinar g(z ). Temos 
Sendo 
temos 
Logo 
Vimos que 
!;(sen~z) 
sen1rz 
1rCOSTiZ 
_ _:___c= 1rcotgr.z. 
SC'n1rZ 
h'(z) 1 , ( 1 1) 
-=::+g(z)+ 2.: ---+-h( Z) "' nEZl .:. ~ rl 11 
"'" 
1 ' "( 1 1) Hotg~z=-+g(z)+ L---+-
z nEZl Z - TI 17 
"'" 
~' 1 
sen21rz = L (z- n) 2 
nEZ< 
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(;) 
(i i) 
Integração do lado esquerdo de (ii) foruecc -1rcoig nz. Cada termo do Indo direito é a 
d . d d ( 1 1 ) ~ z , . . " z .1 enva a c - -- + - = ( ) . 1\ scnc W ( ) convcrgP um orrncnleiÜP 
Z-11 TI nz-11 ,~0 UZ-TI 
«EZ< 
sobre cada compacto 1\ se tirarmos os termos em que z E f{ n íZ (compaw com a série 
~ ). Assim temos 
n' 
ou 
1rcolg1rz = ~ + g'(z) +I; (-1- + ~) + k 
Z n;lO z-n 11 
1fcotg7r z 
'--.----"' 
função Ímpar 
"'~ 
1 
=-+ 
z 
"'" nElN 
2z +k 
z2 - n 
função ímpar 
Logo k =O e comparando (i) com (iii) temos que g'(z) = O,g(z) constante. Como 
sernrz 
lim = 1r devemos ter é = 11". Logo 
z--+0 z 
sen1rz = 1rz J1 (1- :_)e* 
n;o!O TI 
"'~ 
ou 
sen11z = 1fZ TI (1- 2 :) 
nEl\' n 
( iii) 
que é a representação de semr z como produto infinito. É claro que semr z tem genus 1. 
I EXERCÍCIOS RESOLVIDOS 
1. {a,.,} ~=l é uma seqüência de números complexos tal que ] 0. 11 I< 1, ar; -=/: O, am =/- a11 
oo oo z-a 
sem i- n e 2.:(1- I a., ]2 ) < +oo. Prove que TI "1 é convergente no disco 
n=1 n=1 Z- 0 n 
unitário e representa uma funçâ.o analítica nesse disco. Ta.l função é igual a zero só 
se z - an, n E Jl\r, e limitada em valor absoluto por ] . 
SOLUÇAO. Seja ( --1) ~1 an-an] -- 1 ,ogo z~a 
n 
1~ ia,. 12 
e I u.(z) I= 11 ~ 1. za,. (i) 
1 
Se O < r < 1 e z E lJ,(O) lemos I I < I 1. Logo a rclaçào (i) fi· 1-a.11 z ]-r· 
'I (li l-]a,l' f'-1 () 1 f'-1 I 1'1 cara Un z < e L Un z I< --L.. 1- an < oo. Portanto 1-r 1-r 
n=l n=l 
Il[l + un(z)] represeJJta uma função F(z) analítita em Bt(O). Se z "I (1 11 então to-
""" 1 
dos seus fatores sâo diferentf's de zero e portanto P( z) ::J O. Além disso I F( z) I< 1 
emB,(O)resul\ade I z-a"1 1~]an 11 z-an I S]an ]< 1. ~-a 1-az 
" n n 
2. Prove que fi (1 + .:__) c-z/n é convergente em todo o plano e seu limite é uma função 
n=1 11 
inteira. 
SOLUÇÃO. Se I z I< 1 lemos 
] (1- z)c' -1]~ 1='(2. -1) + ··· + z"(2.- 1 ) +"·i· 2! n' (n-J)I 
Como I z ]"SI z ]' V n E J[l' \ {1}, obtemos 
Assim mostramos que: 
I (1 - z)e'- 1 ISI z I' se I z I< 1. (i) 
Se z E BR(O), então, para n >R, temos 1"1 ~ R < 1 e substituindo z por_:_ em 
n n n 
I ( z) I I z I' R' 
00 R' (i), temos I+- ,.->In -I S -
2
- S -
2 
(V z E BR(O)). Como I:-, < +oo, 
n n n n=l n 
tem-se que f [ ( 1 + ~) c-z/n -1] com·erge uniforme e absolutamente em cada BP(O) 
n=l 
com p <R. Sua soma f(z) é uma funçâo analítica em BR(O). Como R é arbitrário 
temos f analítica em ([,'. Logo fi ( 1 + f;) c -z/n é convergente em todo o plano e 
n=l 
seu limite é uma. função inteira. 
3. Prove que: 
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( z) ( z ) ( z) ( o ) ( z ) ( z ) ''" 2 z 1-; 1 - 21r 1 +; . · · 1- (2k- 1 )1r l- 21d 1 + Jnr = <.-;;- g <"f1! z. 
SOLUÇÃO. Seja 
Pk( z) ~ z (1 - -=-) (1 - _z_) (1+ -=-) ... (1 - z ) (1 - _z ) (1 + _z_). 
Jr 2Jr " (2k -1)c 2h h 
Podemos escrever H na forma 
pois o produto cujos fatores são ( 1 - :1f )ez/b- é absolutamente convergente (ver 
exercício (i)). A ordem de seus fatores pode ser alterada. Além disso sabf'mos que 
1 1 1 1 log 2 = 1-- +---+-+···.Assim lim Pk(z) =e :" 1 ~12 .~cn z. 
2345 k-oo 
z(z+1)···(z+n) 
4. Seja hn(z) = 1 I ) . Mostre essa seqüência ( hn)~=I é convergente em n .exp( z og 11 
todo o plano e que seu limite h( z) representa uma função inteira igual a zero só se 
z =o, -1,-2, -3, .. ·. 
SOLUÇÃO. Pelo exercício anterior (2) sabemos que :fi ( 1 + ~) l'õ-z/k é con-
J;:ol 
vergente em todo o plano exceto nos pontos z = 0,-1,-2,-3, .... Portanto 
z IT (1 + ~)c-zfk também é convergente em todo o plano, exceto nos pontos 
ko=:.J k 
z ~O, -1, -2, -3, · · ·. Como hn(z) ~ z(l+z) (1 + ~) · · · (~+;;:)e-' ro, n, o produto 
J,.,(z) = z fi (1 +~) c-zfk pode ser relacionado com hn(z) do seguinte modo: hn(z) = 
ko=:.l k 
cz(I+!+h···+~-log n) fn(z ). Logo ternos h( z) = ,li~ h,., ( z) = f.z1 fi ( 1 +~) c-zfk, onde 
k=l 
r·= lirn In= lirn (1 +! + · · · + .!._- log n). 
n--+oo n--+oo 2 n 
5. Se f e g são funções inteiras tais que l.f(z) I :SI g(z) I para todo z E (f.', então existe 
À E ([' tal que f~ Àg. 
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SOLUÇAO. (i) Se g(z) f O para todo z E a:, então tem-se f((z)) inteira c 
9 z 
I ~i: i I s 1 para todo z E a:. Pelo teorema de Liovillc temos ~i: i = ,\ = constante 
e f(z) = ,\g(z). 
(ii) Se z1 é um zero de g(z) de multiplicidade ar, então I f(zr) lsl g(z1 ) I= O 
e f(z1 ) = O. Assim z1 é um zero de f( z) de multiplicidade (J1 . Portanto f( z) 
e g(z) podem ser escritos na forma f(z) = (z- z1 )~',(z),'f'(zr) f O e g(z) = 
(z- z1 t 1 ~~( z ), 1/J( z1) i O. É claro que {J1 .2: a 1 , pois se (31 < o:1 teríamos a 1 - {J1 > O 
e I 'P(z) li z- zr I'' si z- zr I"' I </>(z) I ou I 'P(z) I si z- zr 1"'-8' I r/J(z) 1- Isto daria 
4'(z1) =O, o que contradiria rp(z1 ) =I O. Neste caso temos também que ~i:i é uma 
funç.ã-0 inteira c satisfaz à condição \;i; j I ~ 1 para todo :: E d::'. Pelo teorema de 
Lioville temos f(z) = ,\g(z). 
6. Sejam f(z) e g(z) são duas funções inteiras tais que [f(z)] 2 + [g(z)]' = 1, para todo 
z E <r. Existe uma função inteira h ( z) tal que: f(z) = cos[ h (z )] e g( z) = sen [ h(z)]? 
SOLUÇÃO. De [f(z)] 2 + [g(z)] 2 = I temos (J(z) + íg(z))(J(z)- ig(z)) = l. 
Como f(z) + ig(z) =J. O para todo z E (f, existe uma função inteira h(z) tal que 
f( z) +ig( z) = fih(z). Desta equaç.ão obtemos f(z) -ig(z) = (. -ih(z). Resolvendo estas 
éh(z) + cih(z) t:ih(z) - c-ih(z) 
duas equações temos J(z) = 2 = cos h(z) e g(z) = 2i 
sen h(z). 
7. Ache a fórmula sen r.z =r. z fi (1- z:). 
n=l n 
SOLUÇÃO. Se f(z) = sen ~z, então f(z) =O implica z = k,k E :iZ. Como 
= 1 oo 1 L: 2 < +oo e L:-= +oo, temos que f(z) é da forma seguinte: 
k=lk k=lk 
ou equiya]ente 
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(i) 
D · d (') f d f'(z) cnvan o 1 e azcn o f(z) temos: 
f'(z) 1 , 00 -2= 
-f() =-+g(z)+Lp __ ,=,.cotgn. 
z z k=t "' 
( ii) 
Também sabemos que 1rcotg 1f z - ~ = 
z 
00 2:: L 
22 
_ k2. Colocando esta relação em (ii) 
k=t 
obtemos g'(z) = O e g(z) = c para todo z E (['. De (i) temos 1rlim sen 1rz 
Z-+0 JrZ 
!0Je'IT (1- ~:)e"= e'= c'l"l. Logo f(z) = 1rz TI (1- ~:) 
k=I k=l 
8. Ache as fórmulas: 
00 ( -') (i) sen h1rz = nz I1 1 + .:.__ . 
n' n=I 
00 ( ' ) (ii)e'-1=ze'i'IT 1+-"----, . 
47r n 2 
n=l 
[1 ] oo [ (a- b)'z'] (iii) e"- eb' = z(a- b)exp -(a+ b)z TI 1 + 2 • 2 n=I 4n27r 
t?z - e-7rz 
SOLUÇÃO. (i) .sen h7rz = c::__c-=-__ Como sen hr.:: = -i scn [1r{iz)] pelo 
2 
exercício anterior temos sen[1r(1:z)] =fi (1- :: 2 ~2 ) e seu hr.z = 1rz fi (1 + Z:). 
n=l 11 n=l n 
e" - e-« ~ ( z2 ) . (ii) Pelo exercício anterior temos senz = . = z IJ 1 - """"22 e e2z' - 1 = 
2'1 n=l 1f n 
. 
00 
[ z' ] c"''2iz II 1 - -- . Nesta última relação fazemos z 
Jr2n2 
n=l 
oo ( z' ) zcz/2IT 1 + -,-, . 
n=l 47r n 
( ... )PJ (')f (a-b) b m e a parte 1 azemos z = z c o ternos 21r 
:rt(a-h)o 
(_ 2~ - c "';, ,,_ = 1r(a- b)z rr~· [1 +(o- b)'z']. 
r. 4-2n2 
' n=l " 
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Fazendo opC'raçôes temos: 
(•+•·>• ~ [ (a- b)2z'] 
caz - é" = (a - b )zc ~ IT 1 + 
2 2 
• 
no=l 4r. n 
IL EXERCÍCIOS PROPOSTOS 
00 n 2z-1 
1. Mostre que o produto infinito B(z) = li 2 é absolutamente convergente para 
no=l n z + 1 
Re(z) 2 O, z f' O. 
2. Prove que fi ( 1 + scn ~:) é uma função inteira. 
k=1 
3. Prove que fí_ (1 + J.~2 cotgt) é analítica exceto nos polos de cotgt. 
k=1 
4. Prove que ft (1 + i_) diverge mas fi 11 + ~I converge. 
k=l k ko=1 k 
00 00 
5. Os produtos ITPn e IT Q11 convergem. Analise a convergência 
n=l n:=l 
00 
(i) il(Pn+qn), 
n=l 
00 
(ii) il{Pn- qn), 
n=l 
00 
(iii) II Pnqn, 
n=l 
(, ) rroo Pn IV -, 
n=l Qn 
IIOO . 2" 1 6. Mostre que no interior de B1(0): (1 + z ) = 1 _ 2 • 
n=l 
7. Mostre que o produto fi [1 + ( -l )~n+ll ( nz = czln n), converge no sentiplauo Rc( z) > 
n=l n~ 
1 ' 
2 c converge absolutamente no scmtplano Re(z) > 1. 
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8. Arhe urna função int.cira F tal que F(n) = (n-1)! para todo inteiro positivo. 
9. Verifique se as seguintes seqüências têm genus finito c, sendo possível, ddcrmim'-os. 
(i)-ll-22··· 
' ' ' ' . 
(ii) {log(n + l)}. 
(iii) { [i]inL onde [X] denota o maior inteiro n::; x. 
(iv) {(-l)"fo). 
(v) 1;2,2;3,3;4,4,4,,4;5···. 
10. Determine o produto de V\.'eierstrass para as seqüências do exercícios (2). 
11. Ache os produtos. 
oo ( z') (i) rr l + n4 
n=2 
= ( z') (ii) ]!2 1 - n4 
rroo ( I ) I ( ~ -<) Mostre que 1 - n4 = S:~r l:- - c · · 
n=2 
sen1rz 00 ( z-z2 ) 12. Verifique a fórmula ) = II 1 + 2 • 7rz(l-z n=l n+n 
13. Prove quf' cos 1r4z- scn
11t = (1- z)(1 + ~) (1- ~) · · ·. 
14. Use a fórmula [f(z)]-1 = ze"'IT (1 + ;;)c-'1", para mostrar que f(z)I'(I- z) = 
n=l 
Sf1l 71" Z 
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§ 19. TEOREMA DA APLICAÇAO DE RIEMANN 
Seja f uma função analítica. de um aberto A c (f' em a:. Vimos anteriormente que 
se f for não constante ela leva abertos de A em abertos de <f' (isto é: é uma aplicação 
aberta). Vimos Também que se f'( a) #- O para um certo a E A então é possível achar 
uma vizinhança aberta V de o de modo que f/V é injetora e f'(z} =F O para cada z E V. 
Consequenternentc sua inversa é analítica em W = f(V) c tem derivada não nula em 
cada ponto w de lV. Não é difícil encontrar exemplos de funções analíticas de um aberto 
A C <f' em um aberto B C ([' cuja derivada nunca se anula em A e que não é um ho-
meomorfismo entre A e B. Por outro lado se A C (f' e B C (f' são abertos homeomorfos 
por uma aplicação analítica g em A então necessariamente g-1 é analítica em B com 
g'(z) -=f O para cada z E A e (g- 1 )'(w) f O para todo w E B. Neste caso diz-se que A 
e B são conformemenif.: equivalentes. Urna aplicação analítica em A e com derivada nâo 
nula é tradicionalmente chamada de aplicação conforme e tem a propriedade interessante 
de preservar os ângulos entre caminhos regulares em A (isto é: se /I e 12 sâo caminhos 
regulares em A passando por a E A, então as retas tangentes a 11 e 12 no ponto a e as 
retas tangentes a f o /J e f o 12 no ponto f(a) têm ângulos com a mesma orientaç.ão e 
magnitude). O famoso Teorema da Aplicação de Riemann garante que qualquer aberto 
simplesmente conexo de <17, que não seja a~, é conformemente equivalente ao disco aberto 
unitário com centro O de a~. Consequentemente abertos simplesmente conexos em a:, 
diferentes de a~, são sempre conformente equivalentes. É fácil ver que o plano tem que ser 
excluído pois se fosse conformemente equivalente ao disco aberto unitário, existiria uma 
função inteira não constante limitada, o que contraria o Teorema de Liouville. Todavia 
não é difícil mostrar que <17 e o disco unitário aberto são homeomorfos. 
19.1 TEOREMA: Se A f <17 for um aberto simplesmente conexo e z0 E A entâo existe 
f: A-----+ 8 1(0) bijetora analítica tal que f(z0 ) = O,J'(zo) >O. Além disso, f com essas 
propriedades é única. 
DEMONSTRAÇÃO: Sejam f e g duas aplica.ções satisfazendo à. tese. Então: 
h= g o r': B,(O) __, B,(O) 
é tal que h(O) = O, h analítica, bijetora e I h(z) I< I para cada z E B1 (0), Pelo 
lema de Schwarz tem-se I h(z) !:SI z I para todo z E B1(0). Seja h-1 a inversa de 
h gue é analítica, bijetora, h-1 (0) = O e I h-1 (1) I< I para todo t E B,(O). No-
vamente pelo lema de Schwarz tem-se I h-1 (t) 1:::;1 f I para cada t E B1(0). Daí 
I z 1=1 h-'(h(z)) I:SI h(z) I:SI z I e I h(z) 1=1 z I para cada z E B,(O). Logo h(z) = cz, 
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1 
onde I c I~ 1,c ~ h'(O) ~ g'(f-1(0)). ( r-')'(0) = g'(zo). -->o. Portanto c= 1 c 
. f(~) 
h(z) ~ z para lodo z E B1(0). Como h(z) ~ (g o J-')(z) = z, tem-se g(z) = f(z) para 
cada z E B1(0). 
Para demonstrar o resultado vamos chamar :F 
g(zo) ~ O,g'(zo) >O e I g(z) I :O: 1 (Vz E A)}. 
Mostraremos: 
(1) F# f 
{g;g é analítica de A em a', 
(2) supg'(z0 ) ~ p < +oo e p ~ gb(z0 ) para algum 9o E F. 
oEF 
(3) g0 é a f mencionada no enunciado. 
(1) Seja a fj_ A, a E ([:_ Como A é simplesmente conexo podemos achar G(z) analítica 
em A tal que fG(z) = z- a para todo z E A. Isto segue do seguinte resultado mais 
geral: 
"St g(z) #-O para todo z E A t g {analítica! então eú.~tc G(z) analítica em A tal 
quL eG(z) = g(z) para cada z E A". 
D f g'(z) ' I'. A C A ' . I . . e ato: g(z) e ana Jt1ca em . orno e s1mp esmente conexo existe uma pn-
mitiva analítica F(z) em A. Logo F'(z) = ~~:! para todo z E A e daí cF('Ig(z) 
tem derivada nula em A. Assim e-F(zlg(z) = k para cada z E A, k uma cons-
tante. Tomando a 0 E <V tal que e00 = g(zo) segue que eF(z)-F(zo)t<.>o = g(z) e 
G(z) = F(z)- F(z0 ) + a 0 é a função procurada. 
Tomando então G(z) tal que f_G(z) = z- a temos a notação Ln(z- a) = G(z) 
justificada e podemos escrever h(z) = dG(z) = étn(z-a) =: (z- a)t que é analítica 
em A. Como h é aberta, temos h(A) :J Bp(h(zo)) para algum p > O. Além d-isso 
, I, 1 1 1 h'(z) = e2-G(z) · -G (z) e h'(zo) = (z0 -a)1 2 ·- · =/- O. Note que h é injetora c 2 2 (zo-a) 
nâo pode assumir valores a e -o ao mesmo tempo. Daí, diminuindo p se necessário, 
podemos escrever B,(h(zo)) n B,( -h(z0 )) =~e 2 I h(zo) 12: p. Defina 
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(2) 
p I h'(zo) I h(zo) h(z)- /,(zo) 
Yo(z) = 1· I h(z0 ) I'. h'(zo). h(z) + Mzo)" 
Então g0 (zo) = O,g;(zo) = p 1
1 h'(zl)ll >O e I go(z) 1<: 1 para todo z E A. Note que 
8 h(zo 2 
I h(z) + h(z0 ) I= disi(h(z), -h(zo)) 2 p e então 
p I 1 2 I p (2 2) I Yo(z) 1<: 4. h(z
0
)- h(z)+ h(zo) <: 4. p + p = l. 
Logo g0 E :F como se afirma em (1). 
Para demonstrar (2) vamos usar: 
19.2 LEMA (Teorema de Hurwitz): Seja A aberto conexo e seja (!01 )~= 1 uma 
seqüência de funções analíticas tais que fn(z) =f:. O para todo z E A e cada n E IN. 
Se Lfn)~=l convergir a f uniformemente sobre cada compacto de A 1 então ou f é 
identicamente nula em A, ou f(z) =F O para. qualquer z E A. 
DEMONSTRAÇÃO DO LEMA: Seja f nã.o identicamente nula em A. Como 
os zeros de f são isolados, fixado z0 E A, é possível achar r > O tal que f(z) -:f- O 
para todo z E S,-(z0 ) e Br(z0 ) C A. Sabemos que (f~);::-= 1 também converge a f' 
(f')= sobre cada compacto de A. Logo ~ converge a F/ f uniformemente sobre fn n:=1 
S,( zo). Seja c( i) = z0 +r c", i E [0, 2~ ]. Logo (j Jf~(( ~)) dz) x converge a Jf1'(~)) dz. c n .:. r.=l c (-<-
M 1 Jf;(z)d ' ' d d f · · d '· I as -. --) z e o numero c zeros e n no mtenor e c que e 1gua a zero para 
21r1 ,fn(z 
todo n E JA'0 • 
J Jf'(z) Logo -. -( -) dz =O e f não possui zeros em Br(zo). 
2r.1 c f z 
f nunca se anula em A. 
Como z0 E A foi arbitrário, 
Seja (gn)~=l C F tal que limg~,(z0) = {3 = supg1(zo). Como F é uniformemente 
n ...... oo gE:F 
limitada em módulo por I sobre A, podemos usar o teorema de Montei e achar 
(g,.k )k::,1 tal que (g"k )k::,1 converge a f (analítica em A) uniformemente sobre cada 
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('Ompa.cto de 11. Logo (g~Jk 1 converge unifonnem<'IIÜ' a f' sobre cada compacto 
de A e em particular p = ,limg:k{z0) = f'(zo) E D-l+· Vamos mostrar que f E F. 
-= 
Temos f(zo) = lim g.,(zo) =O, f'(zo) = p > O,f(z) = lirng,,(z) e I Yn,(z) l:ô 1 
k--->+oo k-too 
para todo z E A. Logo I f(z) I~ 1 'V.:: E A. Para mostrar que f é injetora 
fixemos z1 E A e tomemos hk(z) = 9nk(z)- 9nk(.::t) para cada z E A\ {zt}. I~ 
claro que ( hk )~ 1 converge a h uniformemente sobre cada compacto de A \ { .:1 }, 
onde h(z) = f(z)- f(z,) para todo z E A\ {zt}. Cada h, nunca se anula em 
A\ {z!),.f(z) f f(z 1 ) para todo z E A,z f z1 • Assim f é injetora e f E :F é a 
função g0 de (2). 
(3) Basta mostrar que f(A) = B1(0). Se existisse w0 E H1 (0J tal que f(z) f w0 para 
cada z E A, então poderíamos definir 
F(z) = ( f(z)- Wo )I/2 
1-wof(z) (Vz E A). 
Fazendo contas teríamos I F(z) I:S:: 1 para cada z E A. Sendo H(z) = 
I F'(zo) 1. F(z)- F(zo) tem-se I H(z) I< 1 ll(z ) =O e JJ'(z ) = I F'(zo) I 
F'(zo) 1- F(z0 )F(z) - ' 0 0 1- I F(zo) I' 
1 +wo 
~p>p. 
2y 1 wo 1 
Logo H E :F é tal que H'(z0 ) > p o que iria contrariar p = supg1(z0 ). 
gEF 
I. EXERCÍCIOS RESOLVIDOS 
1. Verificar se cada afirmação é falsa ou verdadeira: 
o 
(i) Se G é simplesmente conexo e f é uma. função inteira e analítica em G, então 
f(G) é simplesmente conexo. 
(ii) Para alguma função analítica transcendental inteira J(d') = d'. 
(iii)Para alguma função analítica injetora j(([') c([' e j(([') /:- d:'. 
SOLUÇÃO. (i) Falso. Tome f(z) = rc e G =a·. Temos f(d') = d'\ {0). e W\ {O} 
não é simplesmente conexo. 
e"'+ f-iz (ii) Tom<' f(z) = cos z = que(~ analítica transcendental inteira. Sendo 
2 
a i' O e b =a± v a' -1 i' O temos b+ ~ = 2a Portanto se e E [0,2~) é tal que b 
b =I b I c", ternos c'H<nlbl+'l = b e cos( -i ( ( n I b I +0)) = a. Se a = O basta ver que 
~ 
cos- =a= O 2 . 
(iii) Falsa. Pelos dados sabemos que f( a::) = G I- (f' é simplesmente conexo e aberto. 
Por 19.1 existe g : G __, B1 (O) bijetora analítica. Tome h = g o f : (!: __, B1 (O) 
é claro que h é inteira e limitada. Pelo teorema de Liouville temos h constante, o 
qual é impossível. 
2. Seja {fn(z)}~=t uma seqüência de funções analíticas injetoras num aberto conexo 
G e uniformemente convergente a f(z) sobre G. Se f(z) f constante mostre que f 
é injetora em G. 
SOLUÇÃO. É claro que .f(z) é analítica em G. vamos supor que, f(z1 ) = f(z2 ) = 
a, z1 =f z2. Então para a função (f( z) - a) = lim Un ( z) - a) tem-se ao menos dois 
n-oo 
zeros, z1 e z2 em G. Então as funções fr, (::) - a para TI > N tem que ter cada 
uma delas ao menos um zero em qualquer ,~izinhança do ponto z1 , e em qualquer 
vizinhança do ponto z2 . Logo podemos tomar vizinhanças disjuntas. Daí para 
TI >Nas funções fn(z)- a tomam o valor zero em ao menos dois pontos distintos 
de G, o qual contradiz a injetiYidade da função fn ( z ). 
3. Seja A C ([' aberto conexo tal que cada f analítica em A possue uma primiti\'a. 
Mostre que A é simplesmente conexo. (Sugestão: examine a demonstração do teo-
rema da aplicação de Riemann). 
SOLUÇÃO. Se A = ([' não temos nada que proYar. Seja A C (f,', então existe 
a E (f'\A e tomemos a função f(z) = z- a. Temos f analítica em A e f(z) -=f O para 
todo z E A. Além disso 7 é analítica em A e ftz) = z ~a -=f O, para todo z E A. 
Portanto existe h(z) analítica em A tal que h(z) = din(z-o.)_ Desta relação tenws 
P I h'(zo) I h(A) ::J B,(h(zo)) para algum p > O e z0 E A. Definamos g(z) = - · I ) · 4 h(zo I' 
h(z0 ) h(z)-h(zo) I ()I d A () 
-- · Temos g z < 1 para to o z E A c g : ---l- B 1 O é um h'(z0 ) h(z) + h(zo) 
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homeomorfismo. Como JJ1 (0) (~simplesmente conexo, A(. simplesmente conexo. 
4. Seja G simplesmente conexo cuja fronteira pos.'luc ao mmos dois pontos. S{' a E G, 
mostre que existe urna aplicação 'P: G ~ Hr(O) com <p{G) = Br(O),~.p injetora. tal 
que <p(a) =O e I <p'(a) I= 1. 
SOLUÇÃO. Seja uma fuuçãD 1/• : G --; B1(0) tal que <f;(G) = B1 (0), corn JjJ 
injetora e 'lj;( a) = O. Todas as funções que tem esta propriedade são da forma 
. c'"I/J(z) I 
c'"<f;(z). Definamos <p(z) = </;'(a) c I I/,'( a) I =r. Temos <p(a) =O e I <p'(a) I= 1. 
Além disso I <p(z) I :O: ; ) I =r. l'ljJ' a 
5. (i) Achar uma função analítica injetora que aplica {z :j z I< 1,RP(z) >O} sobre 
B1 (0). 
(ii) Achar umafunçâo analítica injetora que aplica {z = x+iy: y >O} sobre Bt(O). 
Q.Z + b 
SugestãD: Use as funções f(z) = d 
cz+ 
SOLUÇAO. 
1 + iz i) f(z) = -
1 
-. 
-zz 
Z-I 
ii) f(z) = -. -. 
lZ -1 
II. EXERCÍCIOS PROPOSTOS 
l. Seja f analítica em G = {z: Re(z) > 0}, injetora com Re(f(z)) >O para todo z 
em G, e f( a)= a para algum número a, Mostre que I f'( a) j:s; 1. 
2. Seja G uma região simplesmente conexa que nào é todo plano e suponha que Z E G 
quando z E G. Seja a E G e suponha que f: G ~ D = {z :I z I< 1} é função 
injetora analítica com f(a) = O,f'(a) > O e J(G) = IJ. Seja G+ = {z E G : 
lm(z) > 0}. Mostre que f(G+) deve estar contida inteiramente acima ou abaixo do 
eixo real. 
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3. Sejam G1 c G2 regiões simplcsm<'nt(' conexas1 nenhuma delas igual a (]'. Seja f 
uma aplicação analítica inj~tora de' G1 sobre G2 • Tome u E G'1 e o:= f( a). Prove 
que para qualquer aplicaçâv analítica h de G1 sobre G2 wrn h( a) = a segue que 
I h'(a) I :SI f'(a) I· Supondo h não injetora o que se pode dizer?. 
4. Seja G uma região simplesmente conexa G i- cr. Seja ,6. ={e :I [I< 1} ('suponha 
que f é uma aplicação analítica injetora de G sobre .6. 1 com f( a) =O e f'( a) > O 
para algum a em G. Seja g qualquer outra função analítica injetora de G sobre .6.. 
Expresse g em termos de f. 
5. Mostre que não existe urna funçâ.o analítica injetora que aplica G = { z : O <I z I< 1} 
sobre o anel n = {z: r <I z I< R} onde r> O. 
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