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INTRODUZIONE 
 
Negli ultimi anni, i progressi nella miniaturizzazione, nella 
progettazione di circuiti a basso consumo e l'ottimo livello di efficienza 
raggiunto dai dispositivi di comunicazione ad onde radio, hanno reso 
possibile, una nuova prospettiva tecnologica: le reti di sensori. Queste reti 
combinano le capacità di raccogliere informazioni dall'esterno, effettuare 
delle elaborazioni e comunicare attraverso un ricetrasmettitore, per 
realizzare una nuova forma di rete, che può essere installata all'interno di un 
ambiente fisico, sfruttando le dimensioni ridotte dei dispositivi che la 
compongono e il loro basso costo. Questi dispositivi vengono collocati 
all'interno dell'area dove si verifica il fenomeno che si intende analizzare o 
nelle sue immediate vicinanze.  
I nodi sensore per svolgere il loro compito sono dotati di un 
microprocessore, di un modulo per le comunicazioni radio e di una serie di 
dispositivi elettronici (i sensori) in grado di percepire le più piccole 
modifiche dell'ambiente esterno, quali ad esempio temperatura, luminosità, 
accelerazione, etc.  
Tipicamente un nodo sensore svolge le seguenti operazioni: raccoglie 
i dati provenienti dall'osservazione locale del fenomeno, li elabora, aggrega 
i risultati con le informazioni provenienti da punti diversi dell'area e infine 
trasmette i dati verso una o più stazioni base inviandoli ai nodi vicini 
secondo un protocollo multi-hop (figura 1). Sulla base di tale tecnologia 
nuovi tipi di applicazioni diventano possibili. 
Le reti di sensori possono essere impiegate nel controllo ambientale 
[1], come l'individuazione degli incendi boschivi, ma anche essere installate 
su ponti e costruzioni per studiare il fenomeno dei terremoti; possono essere 
utilizzate per compiti di sorveglianza come il riconoscimento di intrusioni in 
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aree protette; possono essere inseriti nei macchinari dove non sono possibili 
collegamenti via cavo tra i sensori [2], oppure attaccati al corpo umano per 
il monitoraggio a distanza dei dati fisiologici di un paziente. Questi sono 
solo alcuni esempi, che stanno a dimostrare come questa tecnologia può 
essere usata con successo. Obbiettivi futuri sono: la riduzione delle 
dimensioni dei sensori fino a pochi millimetri cubici e la minimizzazione 
del loro costo, che non dovrebbe superare il dollaro. 
 
 
Figura 1 Modello di funzionamento di una rete di sensori. 
 
Una serie di servizi per supportare vari tipi d’applicazione è stata 
sviluppata per le reti di sensori. Tra i più importanti citiamo i meccanismi 
legati alla sincronizzazione temporale [3], che forniscono alla rete nella sua 
interezza una nozione consistente del tempo; la localizzazione [4], che 
permette ai nodi di conoscere la loro posizione all'interno di un'area; 
l'instradamento affidabile dei pacchetti, che si rende necessario quando la 
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tipologia della rete cambia dinamicamente [5]; il servizio di tracciamento 
degli oggetti in movimento all'interno della rete, etc. La progettazione e 
l'implementazione di applicazioni basate su una piattaforma così versatile ha 
sollevato inoltre una serie di questioni in diversi campi della ricerca. Per 
esempio, quando una rete di sensori è utilizzata in applicazioni per il 
controllo di sistemi, tale rete dovrà, per definizione, interagire con il 
sistema. Si presenta in questo caso, il problema del controllo distribuito 
applicato alle reti di sensori [6], che rientra in quello più generale degli 
algoritmi distribuiti.  
Il lavoro di questa tesi si basa sul progetto MaD-WiSe [22], che è 
finalizzato alla progettazione di un sistema per gestire interattivamente una 
rete di sensori senza fili. Interagire con una rete di sensori non è facile, un 
approccio possibile sarebbe quello di vedere la rete di sensori come se si 
trattasse di una base di dati. A questo fine la tesi consiste nello sviluppo di 
un query processor distribuito da integrare nel sistema. Il query processor 
permette di elaborare i dati, incrociarli ed effettuare operazioni su di essi. 
La tesi ha la seguente struttura: 
• Capitolo 1: mostra una visione generale dei sistemi esistenti 
per la gestione delle reti di sensori senza fili; 
• Capitolo 2: descrive le motivazioni per la scelta di un 
approccio distribuito e la struttura del linguaggio per 
l’interrogazione della rete; 
• Capitolo 3: mostra la struttura del modulo esecuzione query 
all’interno di un nodo sensore; 
• Capitolo 4: descrive le strategie di implementazione del 
modulo esecuzione query; 
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1 STATO DELL’ARTE 
1.1 Reti di sensori 
Una rete di sensori [7] (figura 1.1) è un insieme, eventualmente 
eterogeneo, di nodi sensore; essa è una particolare rete ad-hoc caratterizzata 
da un numero elevato di sensori. Ogni nodo sensore comprende: una o più 
unità sensoriali, un processore, un trasduttore radio e una batteria interna per 
l’alimentazione. I sensori raccolgono informazioni riguardanti l’ambiente 
circostante (campo sensoristico) e si interfacciano con nodi collegati con 
l’esterno (sink) che inoltrano le richieste sui dati rivelati; infatti, all’interno 
di una rete di sensori è presente almeno un nodo specializzato detto sink che 
agisce come gateway fra ambiente osservato e mondo esterno. Un utente 
può interagire con la rete collegandosi da remoto al sink e formulando 
un’interrogazione che descrive i dati di interesse. Il sink propaga 
l’interrogazione nella rete, raccoglie i dati e restituisce il risultato all’utente.  
 
 
Figura 1.1 Struttura di una rete di sensori 
 
I nodi sono collocati all'interno dell'area in cui si verifica il fenomeno 
  
 
12 
 
che si vuole analizzare, oppure, dove non è possibile, nelle sue immediate 
vicinanze. Questa attività può essere ripetuta quando c'è, per esempio, la 
necessità di rimpiazzare delle unità che hanno esaurito l'energia della loro 
batteria o sono state danneggiate. Generalmente ogni nodo viene associato 
ad un oggetto, ad un essere vivente o ad un luogo, viene posto in pratica nei 
punti chiave del fenomeno. Il numero di sensori che compongono la rete 
può variare da qualche decina a svariate migliaia. 
La grande versatilità delle reti di sensori favorisce il loro impiego in 
diversi ambiti: 
• Ambientale: rilevazioni riguardanti ambienti a rischio di 
disastri naturali come terremoti e inondazioni;  
• Militare: le reti di sensori possono essere parte integrante dei 
sistemi militari di comando, controllo, comunicazione, 
elaborazione, inteligence, sorveglianza, riconoscimento ed 
individuazione; 
•  Sanità: realizzazione di interfacce per i disabili, il 
monitoraggio integrato dei pazienti, la somministrazione di 
farmaci negli ospedali, il telemonitoraggio dei dati fisiologici di 
un individuo, il tracciamento e il monitoraggio dei pazienti e 
del personale medico negli ospedali. 
• Domotica: I nodi sensore possono essere inseriti negli 
apparecchi elettrici, come forni a microonde, frigoriferi, etc. 
Questi possono interagire tra loro e con una rete esterna, via 
internet o via satellite e permettono all'utente di comandare 
facilmente gli elettrodomestici a distanza. Più in generale, le 
reti di sensori possono essere utilizzate per realizzare ambienti 
intelligenti non solo in casa ma anche negli uffici. 
• Applicazioni commerciali: realizzazione di tastiere virtuali, 
l'analisi del comportamento dei materiali sottoposti a stress 
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meccanico, la qualità di un prodotto guida e controllo dei robot 
nelle industrie automatizzate. 
 
I dispositivi sensore sono caratterizzati da risorse energetiche e 
computazionali estremamente limitate; a differenza delle reti tradizionali, 
una Rete di Sensori impone quindi un insieme di nuove limitazioni per 
quanto riguarda la progettazione dei protocolli. L’aspetto energetico ricopre 
un ruolo fondamentale in una rete di sensori in quanto l’autonomia dei 
singoli nodi determina il tempo di vita dell’intera rete. Le più recenti 
soluzioni tecnologiche e architetturali, che verranno descritte in seguito, 
consentono di ridurre il consumo energetico di un singolo nodo, ma da sole 
non sono sufficienti perché non considerano l’influsso dell’ambiente, le 
interazioni dei dispositivi e le loro modalità di comunicazione. L’autonomia 
della rete può essere massimizzata solo se il risparmio energetico diventa 
l’obiettivo fondamentale in tutti i livelli che la compongono, dall’hardware 
ai protocolli di comunicazione ad alto livello. Inoltre la topologia di una 
Rete di Sensori cambia molto frequentemente a causa dell’alta probabilità di 
fallimento dei nodi. 
 Date le molteplici differenze esistenti tra le reti tradizionali e le Reti 
di Sensori, appare inappropriato ed inefficiente pensare di riadattare a queste 
ultime i protocolli usati nelle reti tradizionali.  
 
1.1.1 Architettura  
I recenti progressi delle tecnologie CMOS hanno reso possibile lo 
sviluppo di sensori che comprendono unitamente  alcuni componenti di 
comunicazione e di calcolo. A differenza delle altre reti wireless, è possibile 
riorganizzare una serie di sensori all’interno di una rete. 
I vincoli imposti dalle limitate risorse energetiche e di memoria dei 
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singoli nodi ha indotto coloro che si occupano della progettazione di 
strategie di comunicazione e di calcolo all’utilizzo di strategie di tipo data 
centric: le comunicazioni non sono generalmente relative ai nodi ma ai dati; 
in altre parole, le reti sono progettate per la memorizzazione dei dati 
richiesti (o per fornire i flussi di dati e sovrascriverli), senza preoccuparsi a 
quale nodo essi devono essere forniti o da quale nodo sono stati richiesti.  
Un altro concetto chiave, che sta alla base della progettazione delle 
reti di sensori, è l’elevata tolleranza dei difetti: se un nodo fallisce ( ad 
esempio per la rottura dell’hardware, o per insufficienza energetica o per 
motivi accidentali), tutte le operazioni della rete devono continuare come se 
nulla fosse cambiato, perchè difficilmente il nodo che fallisce viene riparato. 
 
1.1.2 Il modello 
Le reti di sensori comprendono una grande quantità di sensori 
(chiamati anche nodi) dislocati casualmente all’interno di un’area geografica 
(campo sensoristico). Solitamente si suppone che i sensori siano 
uniformemente distribuiti con una densità fissa all’interno del campo, ma 
possono anche essere disposti manualmente in modo da formare una 
determinata topologia all’interno del campo. 
Ogni sensore è caratterizzato dai seguenti componenti: 
• Uno o più sensori utilizzati per misurare dati ambientali; 
• Un processore e una piccola quantità di memoria; 
• Un trasmettitore radio diffusione a bassa potenza, come un 
trasduttore radio dotato di un’antenna unidirezionale.  
Come nelle reti ad hoc, i nodi devono collaborare per consentire una 
trasmissione multi-hop. 
In generale i sensori non devono subire spostamenti, o almeno devono 
avere una mobilità minima. Se in alcune applicazioni è richiesto che i dati 
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siano riferiti alla posizione che viene misurata all’interno, i nodi dovrebbero 
informare la rete sulla loro posizione ( in un sistema di coordinate assolute 
oppure relative). 
I sensori sono generalmente eterogenei dal punto di vista funzionale 
(ad esempio sensori di temperatura, sensori ottico ecc) ed eterogenei per 
quello che riguarda la capacità ( di calcolo/di memorizzazione). Per questo 
motivo esiste la possibilità di progettare protocolli mirati ad un utilizzo 
efficiente delle capacità dei nodi, facendo in modo che tutte le funzioni più 
“pesanti” vengano effettuate da un nodo con maggiore capacità. In questo 
caso, può essere ottimizzata ogni singola operazione di calcolo e di 
comunicazione. 
I sensori possono essere programmati periodicamente per fornire 
misure e per effettuare l’elaborazione dei dati; tipiche mansioni potrebbero 
essere: 
• Trasmissione dei dati, o combinazione degli stessi (media, 
somme, ecc) da fornire ai nodi interessati; 
• Memorizzazioni dei dati (che potrebbero essere acquisiti 
successivamente); 
• Trasmissione di un messaggio in seguito ad alcune osservazioni 
effettuate di un evento.  
Nel modello classico c’è almeno un nodo speciale, chiamato sink, che 
possiede una capacità maggiore dei sensori. Quest’ultimo potrebbe non 
avere costrizioni energetiche, e potrebbe o no comunicare in radiodiffusione 
contemporaneamente con tutti i nodi che compongono la rete. Le operazioni 
richieste vengono in gran parte originate dal nodo sink, e i dati confluiscono 
tutti a quest’ultimo. 
Recenti approcci, comunque, hanno lo scopo di progettare delle reti di 
sensore di tipo autonomo, in pratica nelle reti in cui avviene periodicamente 
la connessione di uno o più nodi sink, ridistribuendo loro le mansioni e 
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l’instradamento dei dati. Assume quindi un’importanza fondamentale lo 
sviluppo di un meccanismo di memorizzazione che consenta ai nodi di 
distribuire in maniera efficiente l’immagazzinamento dei dati e permetta al 
sink di raccogliere i dati senza la necessità di inoltrarne la richiesta a tutti i 
nodi. 
Risulta chiaro, quindi, che la progettazione delle reti di sensori debba 
avvenire in base alla specifica applicazione; ad esempio, il controllo 
dell’invio e/o della topologia potrebbe essere progettato in base all’uso che 
ne deve fare l’utente.  
E’ noto, comunque, che l’approccio di tipo data centric fornisce 
risultati migliori in termini di complessità di applicazioni e prestazioni della 
rete; in questo caso i nodi sono noti a tutta la rete attraverso i dati pervenuti 
in precedenza, senza dover utilizzare appositi identificatori. La 
progettazione deve quindi fornire un meccanismo che consenta il 
raggiungimento dei dati (o dei nodi) che si basi sulle operazioni che 
vengono effettuate dai nodi. 
 
1.1.3 Hardware 
In questo paragrafo verrà analizzata l’architettura dei mote. Un mote è 
composto da una base MICA (figura 1.2), comprende una CPU, un’unità 
radio e una base di sensori (MTS310CA) offrendo il rilevamento di diverse 
grandezze (il suono, la temperatura, l’accelerazione in 2 dimensioni e il 
campo magnetico in due dimensioni). 
Il MICA è equipaggiato con un processore RISC ATMEL ATMEGA 
a 4/8 Mhz. Questo processore è composto da 32 registri generali, da una 
memoria flash a 128 Kb utilizzata come memoria programmabile e da 4 Kb 
di memoria SRAM utilizzata per le memorizzazioni dei dati; comprende 
anche una memoria flash da 4 Mbit usata come memoria esterna per aiutare 
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il coprocessore.  
La base che costituisce il MICA comprende anche un trasduttore radio 
RFMTR100 916 Mhz. I mote, a causa delle loro basse prestazioni, 
utilizzano circa 4µJ per bit trasmesso, è in grado di trasmettere solo circa 14 
MB con le batterie attualmente in commercio. 
 
 
Figura 1.2 Struttura hardware di un nodo sensore. 
 
L’insieme delle istruzioni comprende 121 sottoistruzioni. Dal punto di 
vista energetico, un meccanismo che consente di ottenere dei vantaggi per 
l’autonomia dei singoli nodi consiste nella definizione di un duty-cycle, 
ovvero nella suddivisione del tempo di intervalli di attività e inattività che si 
ripetono periodicamente. Durante il periodo di attività, il nodo può 
comunicare con gli altri, mentre durante quello di inattività può entrare in 
uno stato di basso consumo; il processore si può trovare in uno qualunque 
dei seguenti stati: 
• Attivo; 
• In attesa, cioè quando la CPU è spenta ma sono attive la 
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SRAM, la temporizzazione e le operazioni di interruzione; 
• Bassa potenza: in cui sono attive solo le interruzioni logiche; 
• Conservazione di potenza: è simile alla bassa potenza l’unica 
differenza è fornita dal fatto che le interruzioni logiche non 
vengono effettuate in maniera sincrona ma asincrona. 
 
Ovviamente la definizione di periodi di inattività e di attività deve 
coinvolgere l’intera rete in modo che la comunicazione tra i nodi risulti 
sincronizzata. 
 
1.2 Query Processing 
Per migliorare la gestione dei dati nelle reti di sensori è stato proposto 
di utilizzare un approccio simile a quello utilizzato nelle basi di dati. 
L’integrazione di queste due tecnologie porta ad una nuova visione delle reti 
di sensori e delle basi di dati. 
I sensori producono continui e possibilmente infiniti flussi di dati che 
poco si adattano ai tradizionali modelli di basi di dati. Una differenza molto 
importante tra le tradizionali basi di dati e quelle da adattare nelle reti di 
sensori è data dalla staticità dei dati nel primo caso, mentre abbiamo un alta 
dinamicità nel secondo; nelle basi di dati tradizionale i dati sono 
immagazzinati in un supporto persistente a cui si può accedere in qualsiasi 
momento mentre nelle reti di sensori, data la bassa capacità di 
memorizzazzione e l’elevato numero di rilevazioni che possono essere fatte, 
i dati non possono essere memorizzati direttamente sul sensore. 
I dati rilevati dal sensore devono essere immediatamente consumati e 
il query processor [19] [20] deve avere la capacità di reagire in tempo reale. 
Un approccio centralizzato dove i dati estratti dai trasduttori vengono 
inviati ad un unico server per la memorizzazione e l’esecuzione delle query 
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non può essere attuata nelle reti di sensori, questo poiché le risorse utilizzate 
per spedire grandi quantità di dati sarebbero troppo esose dato che l’energia 
consumata per l’utilizzo del mezzo trasmissivo è molto più elevata rispetto a 
quella consumata per l’utilizzo del processore. Quindi la soluzione sarebbe 
quella di spostare parte dell’esecuzione delle query all’interno dei sensori. 
Ci sono vari approcci [12] che offrono proposte alternative rispetto a 
quello sviluppato in questa tesi: Cougar, Fjord, TAG, TinyDB. 
 
1.2.1 Approccio Cougar 
L’approccio cougar [8] consiste in un sistema per la gestione di reti di 
sensori. Le query iniettate tramite questo sistema coinvolgono due tipi di 
dati: quelli memorizzati su disco e quelli rilevati dai sensori. I primi 
includono l’insieme dei sensori nella rete e i loro attributi, come ad esempio 
la posizione, e possono essere rappresentati mediante relazioni. I secondi 
sono collezionati periodicamente dai sensori tramite le rilevazioni effettuate. 
Dal punto di vista dell’utente i sensori sono modellati come tipi di dati 
astratti ADT (abstract data type): un sensore ADT è definito per tutti i 
sensori dello stesso tipo; un oggetto ADT nel database corrisponde ad un 
sensore fisico nel mondo reale; l’interfaccia pubblica di un sensore ADT è 
formata da un insieme di funzioni di signal processing che sono supportate 
da quel tipo di sensori. 
Il query engine  include un meccanismo per interagire con i nodi 
sensore dove le funzioni di signal processing sono eseguite ed i risultati 
sono inviati al front-end.  
 
1.2.2 Approccio Fjord 
L’approccio fjord [9] descrive un’architettura per l’esecuzione di 
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query all’interno delle reti di sensori.  
Questo approccio ha due vantaggi: 
1. Permette all’utente di utilizzare query che combinano dati 
provenienti dagli stream che sono continuamente letti dai nodi 
sensore con dati memorizzati su disco ed estratti da operatori 
tradizionali quando vengono richiesti; 
2. Mette a disposizioni degli elaboratori esterni chiamati sensor 
proxies che fungono da mediatori tra il query processor e i 
nodi sensore. 
 
L’architettura è la seguente: l’utente immette le query nel sistema 
attraverso il server; il server processa ogni query, istanzia gli operatori e 
localizza i sensor proxies che possono avere dati rilevanti per la query 
richiesta. Ogni sensore invia i dati rilevati al proprio proxy; i proxy 
trasformano i dati pervenuti in tuple e li inviano al query processor. Quando 
una query viene bloccata il proxy non invia più tuple al query processor 
continua però a gestire i sensori, infatti, un proxy è tipicamente usato per più 
di un sensore.  
Il proxy svolge anche altre funzioni per allungare la durata della 
batteria di ogni nodo come ad esempio richiedere ai nodi su cui nessuna 
query è in esecuzione di andare in stand-by o richiedere ai sensori di 
effettuare delle aggregazioni sui dati prima di inviarli. 
 
1.2.3 Approccio TAG 
L’approccio TAG (Tiny Aggregation Service) [10] offre un servizio di 
aggregazione distribuita per reti ad hoc. L’utente inietta le query nel sistema 
attraverso una stazione base (base-station). 
L’esecuzione della query ha una strutturazione ad albero e si divide in 
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due fasi: una di distribuzione in cui le query vengono inviate a tutti i nodi e 
una fase di raccolta in cui i valori degli aggregati vengono inviati dai nodi 
foglia ai nodi superiori. Ogni qualvolta un nodo padre invia ad un nodo 
figlio una query viene specificato un tempo entro il quale il nodo padre 
attende dei risultati dai figli; questo fa sì che durante l’esecuzione della 
query in ogni dato istante solo alcuni dei nodi siano attivi, mentre altri siano 
in modalità stand-by.  Il nodo padre, ricevuti i risultati, calcola un record di 
stato parziale combinando i risultati ricevuti con i dati rilevati dal proprio 
trasduttore e trasmette questi dati al nodo superiore.  
Le giunzioni di dati non aggregano diversi dati in uno solo e quindi 
non sono gestiti nell’approccio TAG. 
 
1.2.4 Approccio TinyDB 
TinyDB [11] è un query processor parallelo (ogni sensore esegue la 
stessa query) che viene eseguito su ogni nodo della rete di sensori. In questo 
sistema i dati sono acquisiti dai sensori e non letti da fonti di 
memorizzazione.  TinyDB vede la rete come un'unica tabella “sensors” con 
una colonna per ogni tipo di trasduttore nella rete; ad intervalli di tempo 
regolari vengono inserite nuove tuple nella tabella per ogni nodo sensore. 
L’utente immette la query in una base-station dove viene elaborata ed 
ottimizzata per minimizzare il consumo di energia. 
Un aspetto importante del TinyDB è che le query sono event-based: le 
query sono instanziate ed eseguite solo al verificarsi di determinati eventi, si 
possono quindi avere più istanze di una query; questo presenta un problema: 
ogni istanza della query consuma un certo quantitavo di energia per rilevare 
e trasmettere i dati. Per risolvere questo problema è stata adottata una 
tecnica di ottimizzazione multi-query che descrive le query in modo da 
riutilizzare delle sottoparti della tabella “sensors”. 
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Questo approccio ha dei limiti: 
• Visto che tutti i nodi hanno lo stesso piano, non è possibile 
fare ottimizzazioni globali, che riservino ad ogni nodo un ruolo 
diverso; 
• Per lo stesso motivo, non è possibile mettere in relazione dati 
provenienti da nodi diversi (ad esempio, richiedere se la 
temperatura di una stanza sia maggiore di quella di un’altra); 
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2 ELABORAZIONE DISTRIBUITA DI QUERY IN 
UNA RETE DI SENSORI SENZA FILI 
Una query è un processo di estrazione dei dati da un database secondo 
determinati criteri, nel nostro caso la base di dati è la rete di sensori.  
Il passo per accedere ad una rete di sensori come ad un database [13] 
non è immediato, infatti, anche se le reti di sensori hanno alcuni aspetti in 
comune con i database tradizionali presentano sostanziali differenze: 
• Data stream illimitati invece di tabelle di dimensione fissa; 
• Acquisizione di dati in tempo reale invece che elaborazione di 
dati già esistenti su disco; 
• Elaborazione di dati su di un numero di nodi dell’ordine delle 
migliaia  invece che su uno o pochi nodi; 
• Alimentazione limitata per ogni nodo (batterie); 
 
Sono due gli approcci possibili per eseguire una query all’interno di 
una rete di sensori: elaborazione centralizzata o elaborazione distribuita. 
L’elaborazione centralizzata consiste nell’eseguire tutti gli operatori, 
richiesti dalla query, nella stazione base che riceve tutti i dati rilevati dai 
sensori; nell’elaborazione distribuita [18] invece gli operatori vengono 
eseguiti direttamente nei nodi sensore che rilevano i dati. Nel nostro caso 
viene attuata un’elaborazione distribuita delle query. 
 
2.1 Interrogazione di una rete tramite query SQL 
L’interrogazione di una rete di sensori permette di ricavare dati 
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rilevanti per lo studio dell’ambiente in cui la rete è situata. 
Lo scopo è riuscire a interrogare la rete di sensori come se si stesse 
interagendo con un database; bisogna quindi fornire, attraverso la rete di 
sensori, le funzionalità offerte dai comuni database [24] con alcune varianti 
dovute alla diversa struttura. 
La rete di sensori deve avere la possibilità di acquisire i dati da ogni 
sensore; incrociare i dati in modo da effettuare operazioni come la giunzione 
nei comuni database; aggregare i dati per effettuare confronti e medie tra più 
dati come ad esempio per l’operazione di raggruppamento nei database 
comuni.  
La rete viene interrogata attraverso delle query definite tramite una 
variante del linguaggio SQL che è stato modificato in alcuni aspetti.  
Per esaminare l’accesso ai dati e le varie funzionalità fornite da questo 
linguaggio andiamo ad analizzare la classica struttura Sql: SELECT (select) 
FROM (from) WHERE (where). 
Il campo FROM, nell’Sql tradizionale, serve per indicare le tabelle 
che verranno usate ed eventualmente per applicare alcune operazioni su 
esse; nel caso di una rete di sensori le tabelle sono rappresentate dai dati 
ricavati da ogni nodo sensore; ad esempio, per richiedere la lettura del 
valore rilevato dal trasduttore di luce nel nodo sensore con identificatore 
uno, bisogna inserire nel campo FROM la stringa 1.Light. Questa richiesta 
idealmente creerà una tabella formata da due colonne e potenzialmente 
infinite righe. Nel campo FROM, come detto in precedenza, è inoltre data la 
possibilità di effettuare operazioni sui dati oggetto della query: la giunzione 
e l’aggregazione spaziale. 
Il campo SELECT è utilizzato per definire quali elementi della tabella, 
specificata nel campo FROM, si vogliono visualizzare, viene quindi 
effettuata un’operazione di proiezione degli attributi scelti nella query. È 
possibile inoltre proiettare attraverso l’operazione di aggregazione 
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temporale la media, il massimo, il minimo, il conteggio e la somma di una 
determinata grandezza rilevata da un nodo sensore in un determinato 
periodo di tempo.  
Il campo WHERE è, infine, il campo dove vengono definite le 
restrizioni sugli elementi della tabella; queste restrizioni vengono espresse 
attraverso operatori di confronto e logici. 
 
2.2 Esecuzione distribuita di una query in una rete di sensori   
L’approccio scelto per l’esecuzione delle query nel nostro sistema è 
quello distribuito, questo presenta dei vantaggi ma richiede un’accurata 
progettazione soprattutto se applicato alle reti di sensori. I nodi sensore, 
infatti, hanno un basso quantitativo di memoria e di capacità di calcolo, ma 
soprattutto vengono alimentati a batteria. Quest’ultima risorsa va gestita al 
meglio per garantire alla rete un corretto funzionamento il più a lungo 
possibile. Per poter raggiungere questo scopo bisogna considerare che il 
maggior consumo di energia in un nodo sensore si ha quando il nodo 
effettua comunicazioni con gli altri nodi e non quando effettua un calcolo; 
bisogna quindi  ridurre il numero di comunicazioni che vengono effettuate.  
 L’esecuzione distribuita delle query è la soluzione ideale poiché 
consiste nell’effettuare alcune operazioni direttamente sui nodi sensore 
interessati, riducendo al minimo le comunicazioni, contrariamente a quanto 
avviene nell’approccio centralizzato il quale prevede l’invio di tutti i dati ad 
un server centrale.  
Questa soluzione però porta anche ad una maggiore occupazione di 
memoria su ogni singolo nodo rispetto all’approccio centralizzato, infatti, va 
aumentata l’intelligenza del nodo che deve saper applicare gli operatori.  
 L’interazione con la rete da parte dell’utente avviene tramite 
un’interfaccia grafica. Essa dà la possibilità di inserire delle query con la 
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sintassi del linguaggio SQL e di iniettarle nella rete.  
Una volta inserita la query viene generato un QEP (query execution 
plan) distribuito.  Il QEP viene generato da un parser che elabora la query e, 
a seconda della topologia della rete, effettua ottimizzazioni adatte alle 
risorse presenti nella rete cercando di ridurre le comunicazioni ma anche di 
non appesantire eccessivamente i singoli nodi. 
Nel passo successivo vengono preparati i nodi all’elaborazione della 
query facendo riferimento al piano di esecuzione generato: vengono inviati 
dei messaggi con gli operatori da eseguire ad ogni singolo nodo; terminata 
l’operazione di diffusione della query nella rete può essere richiesto l’inizio 
dell’esecuzione della query stessa. 
A questo punto la rete elabora i dati e invia i risultati richiesti 
all’interfaccia grafica. 
Nell’attuazione dell’approccio distribuito in una rete di sensori si 
incontrano diverse problematiche da risolvere: 
• Sincronizzazione: poiché non avrebbe senso applicare degli 
operatori di aggregazione su nodi diversi su misurazioni 
effettuate in momenti diversi, i nodi utilizzano un attributo 
temporale (timestamp); si ha quindi il bisogno di sincronizzare 
i nodi per permettere che l’attributo temporale sia uguale per 
tutti; 
• Comunicazione: i nodi hanno bisogno di comunicare tra loro 
per trasmettere i dati rilevati o elaborati e per comunicare con 
la stazione base; 
• Risorse condivise: bisogna gestire le risorse condivise 
all’interno di un nodo; 
 
La soluzione trovata per queste problematiche verrà trattata nei 
capitoli successivi. 
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2.3 Esempi di Query 
In questo paragrafo verranno mostrati degli esempi di come le query 
vengono elaborate dall’applicazione e diffuse nella rete. 
La rete in entrambi gli esempi sarà formata da sette nodi sensore 
dislocati come descritto in figura 2.1. Ogni nodo ha un suo identificatore 
con il quale l’interfaccia grafica può riferirlo.  
Nei capitoli successivi verranno descritti in dettaglio gli operatori 
impiegati in questi esempi. 
Per la simulazione di questi eventi è stato usato un simulatore: il 
Tossim [29]. 
 
 
Figura 2.1 Topologia dei nodi. 
 
2.3.1 Esempio 1 
In quest’esempio sarà descritto il funzionamento di una query che 
richiede l’applicazione dell’operatore di aggregazione spaziale.  
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SELECT * 
FROM avg(1.Light, 2.Light, 3.Light). 
 
Questa query richiede la media tra i dati relativi ai valori di luce 
rilevati dai trasduttori nei nodi sensore con identificatore 1, 2 e 3 nello 
stesso istante. 
Per questa query verrà generato un QEP come in figura 2.2. Il QEP 
generato mostra le operazioni eseguite all’interno della rete di sensori. Per 
eseguire questa query vengono rilevati i dati dai trasduttori di luce dei nodi 
coinvolti. Viene effettuata una media parziale tra i valori dei nodi con 
identificatore 1 e 2 all’interno del nodo 2, il risultato viene utilizzato per 
calcolare la media finale assieme al valore rilevato dal nodo 3 tramite 
l’operatore di media finale allocato nel nodo 3. 
 
Figura 2.2 Query Execution Plan (QEP) dell’esempio 1. 
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Figura 2.3 Output dell’interfaccia grafica per l’esempio 1. 
 
Il risultato della query è mostrato in figura 2.3 ed è una sequenza di 
tuple aventi due attributi: timestamp e Light. Il primo è un istante di tempo 
relativo al momento in cui è stata fatta la rilevazione del dato, mentre il 
secondo valore è la media tra i dati rilevati sui nodi 1,2 e 3 nello stesso 
istante.  
  
2.3.2 Esempio 2 
In questo esempio verrà presentata una query che richiede 
l’applicazione dell’operatore di giunzione. 
 
SELECT * 
FROM  1.Light, 3.Audio, 4.Temperature. 
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Questa query permette di rilevare dei dati da più di un nodo sensore e 
trasmetterli in output raggruppandoli in base all’istante di acquisizione. 
 
Figura 2.4 Query Execution Plan (QEP) dell’esempio 2. 
 
 
Figura 2.5 Output dell’interfaccia grafica per l’esempio 2. 
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Per questa query verrà generato un QEP come in figura 2.4. Questo 
QEP mostra come le rilevazioni effettuate nei nodi con identificatore 4 dal 
sensore di temperatura e identificatore 3 dal sensore di audio sono utilizzate 
come dati di ingresso di un operatore sync_join allocato nel nodo 3, a sua 
volta l’output di questo operatore e la rilevazione effettata dal sensore di 
luce nel nodo con identificatore 1 sono i dati di input per l’operatore di 
sync_join allocato nel nodo 1 che elabora il risultato finale della query. 
L’output dell’interfaccia grafica per la query di quest’esempio è 
rappresentato in figura 2.5. Come si può vedere vengono mostrati tutti i dati 
rilevati dai sensori dei tre nodi scelti raggruppati in base all’attributo 
timestamp. 
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3 MODULO ESECUZIONE QUERY 
Il modulo esecuzione query si occupa di portare a termine la parte di 
query che compete ad ogni nodo sensore. Per raggiungere il suo scopo  
utilizza le funzionalità fornite dai livelli sottostanti. 
 
3.1 Modello di esecuzione query distribuite 
Come detto in precedenza, l’approccio distribuito è quello usato per la 
realizzazione del sistema e quindi il modulo esecuzione query è stato 
implementato in tal senso. 
Poiché una query è formata da un insieme di operatori eseguiti 
possibilmente su nodi  distinti, ogni operatore deve riuscire a comunicare 
con gli altri per inviare i dati elaborati; questa funzionalità è realizzata dal 
modulo stream system [21] che offre i meccanismi di astrazione per 
l’accesso ai dati attraverso l’uso degli stream [23] [26] [28]. 
Quando una query viene eseguita, gli stream permettono agli operatori 
di connettersi tra loro per l’invio dei dati. 
Gli stream sono canali unidirezionali implementati basandosi sul 
servizio connection-orented [25] fornito dal livello di rete. Essi trasportano 
flussi potenzialmente infiniti di dati che possono essere costituiti o da 
semplici rilevazioni dei sensori o da strutture più complesse. 
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Figura 3.1 Tipi di stream (T=trasduttore, R=lettura, W=scrittura). 
 
I tipi di stream forniti dal modulo stream system sono tre (come 
descritto in figura 3.1): 
• Stream di sensore: questi stream forniscono l’astrazione dei 
dati per un trasduttore e sono utilizzati quindi per trasportare i 
dati letti dal sensore; gli stream di sensore possono solamente 
essere letti dagli operatori; lo stream system fornice due tipi di 
stream di sensore: periodico e on-demand. Con il primo i dati 
vengono rilevati automaticamente al passare di un certo 
periodo di tempo selezionato dall’utente, mentre per il secondo 
la rilevazione avviene su richiesta dell’applicazione; 
• Stream locali:  rappresentano un canale locale al sensore; le 
operazioni di scrittura e lettura su questi tipi di stream possono 
essere effettuate solamente all’interno del nodo su cui lo 
stream è stato creato; 
• Stream remoti: rappresentano un canale di comunicazione tra 
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due nodi diversi; le operazioni di scrittura e lettura avvengono 
su due nodi differenti. 
 
L’apertura di uno stream viene richiesta tramite la funzione open() 
che restituisce un identificatore relativo allo stream appena aperto, grazie a 
questo identificatore un operatore può scrivere sullo stream attraverso la 
funzione write(). Ogni volta che viene scritto un dato su uno stream, 
dallo stream system viene sollevato un evento, chiamato readDone, verso 
il livello superiore per avvertire che il dato può essere letto. Quando la 
query viene fermata lo stream aperto viene chiuso utilizzando la funzione 
close(). 
Processare una query significa quindi leggere le tuple che transitano 
sullo stream di input, elaborarle ed  inviarne il risultato sullo stream di 
uscita. 
 
 
3.2 Architettura del modulo esecuzione query 
Il modulo esecuzione query implementa il query processor [27] di un 
database distribuito basato su stream. 
Questo modulo può essere programmato da remoto per prendere parte 
all’esecuzione di una query distribuita. 
Per fare un’analogia con i database tradizionali possiamo dire che gli 
stream hanno il ruolo delle relazioni (tabelle) mentre gli operatori 
manipolano i dati come nell’algebra relazionale; ci sono però delle 
differenze: mentre le tavole sono collezioni statiche di dati, gli stream sono 
rappresentati da flussi di dati continui. 
L’architettura del modulo esecuzione query è descritta in figura 3.2. Il 
modulo esecuzione query si basa su tre sottomoduli che svolgono compiti 
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differenti: il modulo Query Processor, il modulo Query Manager e il 
modulo Structure Handler. 
Il modulo Esecuzione Query interagisce con altri moduli come lo 
stream System e il Network.  Il primo offre le funzionalità riguardanti gli 
stream, mentre il secondo viene utilizzato per le comunicazioni tra i nodi e 
l’interfaccia grafica.  
 
 
Figura 3.2 L’organizzazione dei moduli dell’applicazione all’interno 
di un sensore (QP: query processor, QM: query manager, SH: structure 
handler) 
 
Lo Structure Handler ha il compito di gestire le strutture dati per gli 
altri due sottomoduli e per questo motivo, nella spiegazione delle strutture 
del Query Manager e del Query Processor, spesso si farà riferimento ad 
esso.  
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3.2.1 Query Manager 
Il modulo Query manager (QM) ha un compito marginale rispetto 
all’esecuzione vera e propria della query: ha lo scopo di preparare il nodo 
sensore all’esecuzione degli operatori necessari. 
Preparare le query significa predisporre le strutture dati, messe a 
disposizione dallo Structure Handler, fornendo al Query Processor la 
possibilità di avere in seguito a disposizione tutti i dati di cui necessita per 
l’esecuzione della query stessa.  
Per riempire le strutture dati il Query Manager deve conoscere quali 
sono gli operatori che dovranno essere eseguiti nel nodo e il numero e il tipo 
di stream che dovranno essere aperti; è l’interfaccia grafica a conoscere 
quali nodi sono impiegati nella query tramite il Query Execution Plan 
(QEP).  
Basandosi sul QEP l’interfaccia grafica invia dei messaggi al modulo 
Query Manager del nodo sink; il nodo sink infatti è collegato all’elaboratore 
su cui viene eseguita l’interfaccia grafica, tramite cavo seriale o di rete. I 
messaggi conterranno, oltre alle informazione riguardanti il tipo di 
messaggio, anche l’identificatore del nodo a cui deve essere spedito.  
Utilizzando l’identificatore dato il Query Manager, in esecuzione sul 
nodo sink, invia, tramite l’interfaccia radio fornita dal livello di rete, il 
messaggio al nodo destinatario (figura 3.3). 
Ad ogni messaggio ricevuto il Query Manager ne controlla il tipo; i 
tipi di richiesta provenienti dall’interfaccia grafica che ogni nodo sensore 
può ricevere sono: salvare un operatore, aprire uno stream, start  query e 
stop  query.   
Salvare un operatore consiste nell’inserire in una struttura dati, 
predisposta e gestita dal modulo Structure Handler,  i dati necessari alla sua 
applicazione. Questi dati variano in base all’operatore di cui si richiede il 
salvataggio; per tutti gli operatori vengono memorizzati l’indice dello 
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stream (o eventualmente due)  da cui verranno prelevati i dati da elaborare e 
uno stream su cui verranno scritti i dati in uscita. 
L’apertura degli stream viene richiesta dal Query Manager al modulo 
Stream System.   
 
 
nodo 1
nodo 2
Nodo Sink
Query Manager
Query Processor
g
u
i
interfaccia radio
operator msg
ack message
sink msg
nodo n
.
.
.
operator msg
ack msg
interfaccia seriale
Figura 3.3 Descrizione delle comunicazioni effettuate dal QM nel nodo 
sink. 
 
Il comando di start query viene inviato dall’interfaccia grafica per 
iniziare l’esecuzione della query richiesta. Per fare questo il query manager 
deve attivare tutti gli stream di sensore di tipo periodico che intervengono 
nella query; l’attivazione viene effettuata richiedendo una lettura preventiva 
su questi stream al modulo stream system. 
Il comando stop query invece permette di fermare l’esecuzione di una 
query. Questo messaggio fa si che il modulo query manager richieda la 
chiusura di tutti gli stream aperti che vengono utilizzati nella query. Inoltre, 
il Q.M. “libera” le strutture dati dagli elementi riguardanti la query bloccata. 
Il query manager si occupa anche dell’invio dei messaggi di 
acknoledgement (ack); questi messaggi vengono inviati al nodo sink che li 
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inoltra alla stazione base per controllare che tutte le operazioni richieste 
siano andate a buon fine. La stazione base controlla se sono pervenuti gli 
ack per tutti i messaggi inviati, se non è così reinvia il messaggio per cui 
l’ack non è stato ricevuto .  
 
3.2.2 Query Processor 
Il Query Processor è il modulo che processa la porzione di query 
assegnata al nodo a cui appartiene. 
Questo modulo implementa quindi gli operatori che sono richiesti per 
l’esecuzione della query. 
Il Query Processor utilizza il modulo Structure Handler per usufruire 
delle strutture dati predisposte dal Query Manager; infatti sono queste 
strutture dati che consentono al Query Manager di stabilire quali operatori 
deve applicare e su quali dati questi operatori vanno applicati. 
Sfruttando la struttura event-driven del TinyOs, al comando start 
query , effettuato dal Query Manager e richiesto dall’interfaccia grafica, il 
Query Processor inizia l’applicazione dei vari operatori. 
Se preventivamente viene richiesta una lettura su di uno stream, non 
appena viene scritto un dato su quest’ultimo,  lo stream system solleva un 
evento verso il Query Processor e il Query Processor ne inizia 
l’elaborazione:  controlla quale operatore ha in ingresso quello stesso stream 
tramite un descrittore di stream e lo applica alla tupla data scrivendone poi il 
risultato sullo stream di uscita e richiedendo una nuova lettura dello stream 
di ingresso. 
 
3.2.3 Gli operatori 
Gli operatori sono implementati nel modulo query processor e sono di 
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due tipi: unari e binari. Un operatore unario prende i dati di ingresso da un 
solo stream di input e i dati elaborati vengono scritti su di uno stream di 
output.  
Un operatore binario invece prende i dati di ingresso da due stream di 
input e scrive i dati elaborati su di uno stream di output. 
Per descrivere gli operatori verrà usata la seguente notazione: 
• I, S denotano gli stream di input  mentre O denota lo stream di 
output; 
• Un generico stream è una sequenza ordinata di tuple ‹ t1 , t2 ,... 
›; la generica tupla t è costituita da un insieme di attributi {a1, 
a2, ..., an}  e la notazione t[a1]  rappresenta il valore 
dell’attributo a1 della tupla t;  
• attributi(t) è una funzione che, data la tupla t, restituisce 
l’insieme degli attributi presenti in t; 
  
3.2.3.1 σ const  (restrizione con costante) 
L’operatore di restrizione con costante è un operatore unario avente in 
ingresso uno stream I e come parametri una costante c, l’attributo a su cui 
va applicata la restrizione e  il predicato ρ da applicare per la restrizione. 
I predicati possibili sono: maggiore, maggiore-uguale, minore, 
minore-uguale, uguale, diverso.  
La restrizione con costante controlla se ρ(c, I[a]) è soddisfatto; se il 
predicato è soddisfatto la tupla presa in ingresso viene scritta nello stream di 
uscita altrimenti viene scartata. 
 
Applicazione: O
  
= σ
const
  c, a, ρ (I). 
Data la generica tupla ti, ti ∈  I  ⇔  a ∈  attributi(ti).  
Data la generica tupla o
 
∈ O sarà la copia della tupla di ingresso. 
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La figura 3.4 mostra un esempio di query che utilizza l’operatore di 
restrizione con costante. 
 
Figura 3.4 Esempio di restrizione con costante. 
 
Lo stream di input dell’esempio è uno stream di sensore che fornisce 
l’astrazione per il trasduttore di luce del nodo con identificatore 1. La 
restrizione viene fatta sull’attributo luce, vengono scritte sullo stream di 
output le tuple in cui l’attributo light è minore o uguale a 40. 
 
3.2.3.2 σ attrib
  
(restrizione con attributo) 
L’operatore di restrizione con attributo è un operatore unario avente in 
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ingresso uno stream I e come parametri due attributi a1, a2 e il predicato ρ da 
applicare per la restrizione. 
I predicati possibili sono gli stessi della restrizione con costante: 
maggiore, maggiore-uguale, minore, minore-uguale, uguale, diverso. 
La restrizione con attributo controlla se ρ(I[a1], I[a2]) è soddisfatto; se 
il predicato è soddisfatto la tupla presa in ingresso viene scritta nello stream 
di uscita altrimenti viene scartata. 
 
Applicazione: O
  
= σ
attrib
  a1, a2, ρ (I). 
Data la generica tupla ti, ti ∈  I  ⇔  a1,  a2 ∈  attributi(ti).  
Data la generica tupla o
 
∈ O sarà la copia della tupla di ingresso. 
 
La figura 3.5 mostra un esempio di applicazione dell’operatore di 
restrizione con attributo. Lo stream di input è rappresentato da tuple 
contenente i valori di luce rilevati nel nodo con identificatore 1, i valori di 
audio rilevati dal trasduttore nel nodo con identificatore 5 e l’unità 
temporale in cui sono stati rilevati (timestamp). Sullo stream di output 
vengono scritte le tuple in cui il valore dell’attributo audio è maggiore 
dell’attributo light. 
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Figura 3.5 Esempio di restrizione con attributo. 
 
 
 
3.2.3.3 pi
 
(proiezione) 
L’operatore di proiezione è un operatore unario avente in ingresso uno 
stream I  e come parametri un insieme di attributi X = { a1, ..., ak  } con X 
⊂ Attributi(t). 
La proiezione prende la tupla t ∈  I e la priva degli attributi non 
selezionati dall’utente ( attributi(t) – X ) scrivendo sullo stream di uscita una 
tupla contenente gli attributi rimanenti. 
Applicazione: O =   piX (I). 
Data la generica tupla ti, ti ∈  I  ⇔ attributi(ti) ⊃ X . 
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Data la generica tupla o, o
 
∈  O ⇔ attributi(o) = X.    
 
Nella figura 3.6 è descritto un esempio di applicazione dell’operatore 
di proiezione. In quest’esempio l’operatore di proiezione ha come stream di 
input uno con tuple contenenti il timestamp ed il valore della luce rilevata 
nel nodo con identificatore 1. L’attributo da proiettare è  light e quindi sullo 
stream di uscita vengono scritte tuple contenenti solo quell’attributo. 
 
 
Figura 3.6 Esempio di proiezione. 
 
3.2.3.4 U (unione) 
L’operatore di unione è un operatore binario avente in ingresso due 
stream I, S. 
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L’unione prende una tupla t da uno dei due stream di ingresso e la 
scrive nello stream di uscita O. Questo operatore viene utilizzato per unire 
due stream dello stesso tipo in un unico stream. 
 
Applicazione: O =  U (I,S). 
Date le generiche tuple t ∈  I, s ∈  S .  attributi(t) = attributi(s).
 
Data la generica tupla o, o
 
∈  O.   
 
La figura 3.7 mostra un esempio di applicazione dell’operatore di 
unione. In questo caso quest’operatore prende in ingresso due stream: uno 
ha due attributo il timestamp e i dati rilevati dal trasduttore della luce nel 
nodo con identificatore 1, il secondo è composto da tuple contenenti 
anch’esso due attributi di cui il primo è il timestamp e il secondo è 
rappresentato dai valori rilevati dal trasduttore della luce nel nodo 5.  Il 
risultato viene scritto su di uno stream formato da tuple contenenti 
l’attributo timestamp e l’attributo light, su questo stream vengono scritte 
tutte le tuple che vengono elaborate dall’operatore senza modificarne i 
valori. 
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Figura 3.7 Esempio di unione. 
 
 
3.2.3.5  (giunzione sul timestamp) 
L’operatore di giunzione è un operatore binario avente in ingresso due 
stream I e S. 
Quest’operatore lavora in maniera simile alla giunzione naturale solo 
che l’attributo di cui si richiede l’uguaglianza è sempre il timestamp. 
Sono stati implementati due tipi di algoritmi per applicare la 
giunzione: il sync join e il merge join; la distinzione tra le due 
implementazioni è descritta nel capitolo 4. 
L’operatore di giunzione prende due tuple t ∈  I  e s ∈  S e controlla se 
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t[timestamp]=s[timestamp]; se questa condizione è verificata sullo stream di 
output O viene scritta una tupla contenente l’attributo timestamp una sola 
volta e tutti gli altri attributi contenuti nelle due tuple di ingresso t e s. 
 
Applicazione: O =   (I,S). 
Date le generiche tuple t ∈ I, s ∈  S . timestamp ∈  attributi(t) e 
timestamp ∈ attributi(s).
 
Data la generica tupla  o
 
∈ O, o = attributi(t) ∪ (attributi(s) – 
{timestamp}). 
 
 
 
Figura 3.8 Esempio di giunzione. 
 
La figura 3.8 rappresenta un esempio di applicazione dell’operatore di 
giunzione. In questo esempio gli stream di input sono rappresentati da tuple 
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contenenti due attributi: il primo contiene il timestamp e il valore rilevato 
dal trasduttore di luce nel nodo 1, il secondo contiene il timestamp e il 
valore rilevato dal trasduttore di audio nel nodo 3. Come si può vedere  le 
tuple che hanno lo stesso valore per l’attributo timestamp vengono fuse 
insieme e vengono scritte sullo stream di output. Infatti lo stream di output 
contiene tre attributi: il timestamp, l’attributo light e l’attributo audio.   
 
3.2.3.6 massimo e minimo spaziale (max / min) 
Gli operatori di massimo e minimo spaziale sono operatori binari ed 
entrambi prendono in ingresso due stream I ed S e come parametro un 
attributo a. 
Questi operatori hanno la denominazione di operatori spaziali poiché 
coinvolgono stream provenienti da nodi diversi e quindi situati in posti 
diversi. 
Per applicare il gli operatori di massimo e minimo spaziale deve 
verificarsi la condizione che gli attributi timestamp dei due stream di 
ingresso siano uguali t[timestamp]= s[timestamp]. 
 
Applicazione: O =  maxa / mina (I,S). 
Date le generiche tuple t ∈  I, s ∈  S . a, timestamp ∈ attributi(t) e a, 
timestamp ∈ attributi(s). 
Data la generica tupla  o
 
∈ O, attributi(o)={i[timestamp] ,max / min 
(s[a], t[a]). 
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Figura 3.9 Esempio di minimo spaziale. 
 
La figura 3.9 mostra un esempio di applicazione dell’operatore di 
minimo spaziale. Nell’esempio gli stream di input sono rappresentati da 
tuple contenenti due attributi: il primo contiene il timestamp e il valore di 
audio rilevato dal trasduttore nel nodo con identificatore 5, il secondo 
contiene il timestamp e il valore rilevato dal trasduttore di audio nel nodo 2. 
Le tuple che vengono scritte nello stream di output sono formate da due 
attributi: l’attributo timestamp e l’attributo audio; e come è possibile  vedere 
in figura l’attributo audio dello stream di output contiene il minimo tra gli 
attributi audio degli stream di input. 
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3.2.3.7 media spaziale (avg) 
Bisogna distinguere due tipi di operatori di media spaziale: l’operatore 
che effettua la media parziale tra i nodi (partial_avg) e l’operatore che 
effettua la media finale (final_avg); entrambi sono operatori binari che 
prendono come parametro un attributo a. 
Nell’esecuzione dell’operatore di media spaziale tra più di due nodi si 
avranno più operatori di partial_avg mentre uno solo di final_avg.  
Questa distinzione si ha per permettere di effettuare la media tra più 
nodi senza dover per questo sovraccaricare un unico nodo. 
Entrambi gli operatori dovranno controllare se gli stream di ingresso 
hanno l’attributo di molteplicità (#) e possono essere applicati solamente se  
hanno lo stesso valore per l’attributo timestamp quindi se t[timestamp] = 
s[timestamp] . 
 
Partial_avg 
 
Applicazione: O =  partial_avga (I,S). 
Date le generiche tuple t ∈  I, s ∈  S . a, timestamp ∈  attributi(t) ed a, 
timestamp ∈ attributi(s). 
Data la generica tupla  o
 
∈  O, attributi(o)={i[timestamp], (s[a]+t[a]),  
s[#]+t[#]}. 
 
L’attributo di molteplicità # sarà uguale al numero dei nodi che fino a 
quel momento avranno contribuito al calcolo. 
 
Final_avg 
 
Applicazione: O =  final_avga (I,S). 
Date le generiche tuple t ∈  I, s ∈  S . a, timestamp ∈  attributi(t) ed a, 
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timestamp ∈ attributi(s). 
Data la generica tupla  o
 
∈ O, attributi(o)={i[timestamp], (s[a]+t[a]) 
/ (s[#]+ t[#])}. 
 
Se # ∈ attributi(t) e/o # ∈  attributi(s) bisogna prendere in 
considerazione il fattore molteplicità e quindi calcolare la media sommando 
i valori pervenuti da entrambi gli stream di ingresso e  dividendo per la 
somma delle molteplicità. 
 
Le figure 3.10 e 3.11 mostrano un esempio di media spaziale. La 
figura  3.10  mostra un esempio di media parziale tra tre nodi sensore. Il 
primo schema di questa figura effettua la somma tra i valori rilevati dal 
trasduttore di audio nel nodo con identificatore 1 e nel nodo con 
identificatore 3 restituendo nello stream di output anche l’attributo 
timestamp e l’attributo molteplicità (#) che ha valore due poiché nessuno 
degli stream di input ha un attributo #. La seconda parte della figura mostra 
un’altra media parziale tra lo stream di output precedentemente elaborato 
(A) e un nuovo stream contenente due attributi: l’attributo timestamp e 
l’attributo audio. L’operatore di media parziale aggiunge all’attributo audio 
del primo stream il valore dell’attributo audio del nuovo stream e 
incrementa il valore dell’attributo molteplicità di uno poiché nelle tuple del 
secondo stream di input non è contenuto l’attributo #. Scrive sullo stream di 
output (B) una tupla contenente gli attributi timestamp, audio e #. 
Finalmente in figura 3.11 è descritta l’applicazione dell’operatore di 
media finale tra lo stream B e un’altro stream formato da tuple contenenti 
l’attributo timestamp e l’attributo audio. I valori contenuti nell’attributo 
audio sono rilevati nel trasduttore di audio del nodo con identificatore 7.  Lo 
stream di output sarà formato da tuple contenenti gli attributi: timestamp e 
audio. Il secondo è dato dalla divisione tra la somma trovata e il numero di 
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stream da cui sono pervenuti i valori che hanno contribuito ad essa (4). 
 
 
Figura 3.10 Esempio di media spaziale (1). 
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Figura 3.11 Esempio di media spaziale (2). 
 
3.2.3.8 conteggio spaziale (count) 
 L’operatore di conteggio spaziale è un operatore binario avente in 
ingresso due stream I, S e come parametro un attributo a. 
 Quest’operatore permette di contare il numero di tuple che arrivano 
all’ingresso dell’operatore stesso. 
Quest’operatore richiede che le due tuple di ingresso abbiano lo stesso 
valore di timestamp e cioè t[timestamp] = s[timestamp] . 
 
Applicazione: O =  counta (I,S). 
Date le generiche tuple t ∈  I, s ∈  S . a, timestamp ∈  attributi(t) ed a, 
timestamp ∈ attributi(s). 
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Data la generica tupla  o
 
∈  O, attributi(o)= {i[timestamp], s[#] + 
t[#]}. 
 
L’attributo # rappresenta la molteplicità e quindi il numero di tuple 
conteggiate. L’operatore di conteggio può essere posto in cascata con altri 
operatori di conteggio per l’interazione tra più nodi. 
 
3.2.3.9 gT (aggregazione temporale) 
L’operatore di aggregazione temporale è un operatore unario avente in 
ingresso uno stream I e che prende come parametri un certo numero di 
aggregati agg1 ... aggn che verranno applicati ad altrettanti attributi a1 ... an. 
Esso permette di effettuare operazioni come il MAX, MIN, AVERAGE 
e COUNT  in un determinato periodo chiamato epoca; MAX calcola il valore 
massimo pervenuto nel periodo scelto, MIN il valore minimo, AVERAGE la 
media e COUNT il numero di valori pervenuti. 
Ogni aggk corrisponde ad un operazione possibile e l’attributo ak è 
l’attributo a cui verrà applicato. 
L’aggregazione viene fatta tramite una funzione del timestamp 
chiamata epoch. 
Il raggruppamento si ha tra quelle tuple che verificano la condizione 
epoch(ti[timestamp])= epoch(tj[timestamp]) con ji ≠ . 
 
Applicazione: O =  gTagg1(a1), ..., aggn(an)  (I,S). 
Date la generica tupla t ∈  I . a1, ..., an, timestamp ∈ attributi(t). 
Data la generica tupla  o
 
∈ O, attributi(o)= {epoch(timestamp), 
agg1(a1), ..., aggn(an)}. 
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Figura 3.12 Esempio di aggregazione temporale. 
 
Nella figura 3.12 è mostrato un esempio di applicazione dell’operatore 
di aggregazione temporale. Lo stream di input è formato da quattro attributi 
light, temperature, audio e il timestamp. La funzione epoch in questo 
esempio raggruppa le tuple ogni tre valori di timestamp (il valore 
timestamp/3 è uguale per le tuple facenti parte dello stesso gruppo) e calcola 
la media dell’attributo light e il massimo dell’attributo audio. Sullo stream 
di output vengono scritte tuple contenenti gli attributi timestamp, light e 
audio; gli altri attributi su cui non sono state effettuate aggregazioni 
vengono eliminati. 
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4 IMPLEMENTAZIONE   
4.1 Piattaforma 
La rete di sensori è formata da un insieme di nodi chiamati motes. I 
modelli di motes utilizzati per questo progetto sono i mica2 e i micaZ [14] 
ed hanno le caratteristiche mostrate in figura 4.1. 
 
 
Figura 4.1 Caratteristiche hardware dei motes mica2 e micaZ. 
 
Entrambe queste piattaforme supportano il sistema operativo TinyOs. 
 
4.1.1 TinyOs 
Alla Berkeley University hanno progettato, appositamente per i motes, 
un sistema operativo open-source chiamato TinyOS [15], con il quale si è 
cercato di far fronte alle caratteristiche tipiche dei nodi ed al loro utilizzo: 
risorse limitate, affidabilità, requisiti real-time, architettura basata su 
componenti, concorrenza. 
 Il tinyOS offre un modello di programmazione basato su eventi, 
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questo approccio serve per sfruttare il processore nella maniera più 
efficiente possibile: quando il sistema viene sollecitato da un evento, 
quest’ulitmo viene eseguito immediatamente. 
Il tinyOs utilizza un modello basato su macchine a stati invece del 
modello basato sui thread: ogni componente transita da uno stato all’altro a 
seguito di una richiesta di operazioni o del verificarsi di un evento. 
Il tinyOS inoltre ha lo scopo di rendere la realizzazione delle 
applicazioni il più modulare possibile, infatti esso favorisce lo sviluppo di 
una serie di piccoli componenti, ognuno con una precisa funzione, che 
realizza un qualche aspetto dell’hardware o di una applicazione; ogni 
componente è un’unità indipendente e svolge un determinato compito.  
 
 
Figura 4.2 Struttura di un componente di TinyOS. 
 
L'insieme di componenti che forma un applicazione è infatti costituito 
da componenti preesistenti (che appartengono a librerie o applicazioni 
sviluppate in precedenza) e da nuovi componenti. 
Il componente principale presente in ogni applicazione è lo scheduler 
che lavora secondo una politica FIFO (run to completition): un task non può 
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interrompere un altro task. 
 
 
Figura 4.3 Modello di concorrenza di TinyOS. 
 
I vari componenti comunicano tra loro invocando comandi (gestiti da 
command handlers) e sollevando eventi (gestiti da event handlers), comandi 
ed eventi vengono eseguiti al livello alto di priorità dello scheduler; essi 
possono inoltre essere suddivisi in tre categorie: 
 
• Hardware abstractions: questi mappano le funzionalità fornite 
via software sulle funzionalità fornite dall’hardware creando 
un’astrazione dello stesso utilizzabile dai moduli superiori; 
 
• Synthetic hardware: questi moduli simulano il comportamento 
di hardware più sofisticato di quello realmente presente sul 
sensore; 
 
 
• High level software component: questi componenti sono quelli 
di livello più alto e si occupano di eseguire algoritmi che 
prescindono dal particolare hardware. 
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Le funzioni di base messe a disposizione dal tinyOS sono una serie di 
librerie scritte in nesC che forniscono l’interfaccia con i vari componenti 
hardware di cui è composto un nodo sensore. 
 
 
4.1.2 NesC 
NesC [16] [17] è una variante del linguaggio C sviluppata per la 
programmazione sui motes. Rispetto al C implementa un sistema basato su 
eventi ma lo restringe di alcune funzionalità come ad esempio allocazione 
dinamica e i puntatori a funzione. 
NesC è basato su una struttura a componenti e supporta a pieno il 
modello si concorrenza del TinyOS; programmare in questo linguaggio 
significa creare moduli che verranno poi assemblati per generare il codice 
eseguibile. Il risultato di questa operazione costituisce l’intero software del 
sensore. 
Un’applicazione NesC è un insieme di componenti collegati tramite 
interfacce e questo permette di separare la costruzione di un componente 
con la sua implementazione.  
Ogni componente è specificato dalle interfacce che pubblica e da 
quelle che utilizza. Ogni interfaccia è bidirezionale e modella un servizio 
offerto/utilizzato dal componente. Le interfacce sono composte da un 
insieme di comandi e da un insieme di eventi. Per ogni interfaccia fornita da 
un componente, quest’ultimo implementa i comandi, mentre l’utilizzatore 
implementa il comportamento relativo agli eventi. Per ogni interfaccia 
utilizzata da un componente, quest’ultimo implementa gli eventi e invoca i 
comandi. 
Esistono due tipi di implementazione di componenti: i moduli  e le 
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configurazioni. I moduli implementano le funzionalità delle interfacce del 
modulo attraverso codice C con alcune estensioni. Il modulo implementa 
inoltre gli eventi e i comandi in modo molto simile a come vengono 
implementati i sottoprogrammi in C, ad esclusione del fatto che, prima della 
definizione dell’evento o del comando, bisogna inserire il nome 
dell’interfaccia relativa. 
All’interno di un’implementazione è possibile sollevare eventi 
(tipicamente verso moduli di livello più alto) tramite la parola chiave 
signal, mentre è possibile invocare comandi (tipicamente su componenti più 
vicini all’hardware) tramite  la parola chiave call.   
Ogni modulo inoltre contiene il suo stato sotto forma di variabili locali 
dichiarate alla stessa maniera delle variabili in C. 
Le configurazioni implementano componenti dichiarando una serie di 
sottocomponenti e definendo i collegamenti tra le interfacce di questi 
sottocomponenti. Ogni applicazione è composta da una configurazione 
globale che definisce la connessione dei vari componenti. 
Il NesC implementa il modello di concorrenza del tinyOS. A questo 
scopo mette a disposizione del programmatore una serie di task che possono 
essere richiamati in maniera asincrona (continuando l’elaborazione  il task 
viene schedulato) attraverso la parola chiave post. Il codice contenuto nei 
task è sincrono e viene eseguito fino al completamento mentre il codice 
degli handler degli eventi viene chiamato asincrono; un pezzo di codice 
sincrono non può essere interrotto dallo schedulatore per eseguire altro 
codice sincrono, questo fa si che i task vengano utilizzati per evitare 
condizioni di race, mentre può essere interrotto da codice asincrono. 
Il nesC mette a disposizione del programmatore anche un costrutto 
atomic, il codice contenuto all’interno di questo costrutto viene eseguito ad 
interruzzioni disabilitate quindi è meglio usarlo il meno possibile. 
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4.2 Modulo esecuzione query 
Nel capitolo 3 sono state descritte le motivazioni dell’utilizzo del 
modulo esecuzione query e le funzionalità che esso offre all’interno di un 
sensore al fine di estrapolare i risultati di una query. 
Sono stati sviluppati tre diversi moduli tutti raggruppati all’interno del 
modulo Esecuzione Query: Structure Handler, Query Processor e Query 
Manager. Il modulo Structure Handler fornisce le funzioni per la gestione 
delle strutture dati condivise dagli altri due moduli, il Query Manager 
permette ad ogni nodo di comunicare con gli altri e prepara il nodo stesso 
all’esecuzione della query, il Query Processor invece esegue gli operatori 
che serviranno a portare a termine la query richiesta. 
Nei paragrafi che seguono verranno spiegate le strategie di 
implementazione utilizzate. 
 
4.2.1 Structure Handler 
Il modulo structure handler permette la gestione e la manipolazione 
delle strutture dati che serviranno per l’esecuzione della query. Questo 
modulo è stato creato per garantire l’accesso in mutua esclusione sui dati 
che vengono utilizzati in maniera condivisa dal query manager e dal query 
processor. Le strutture dati condivise sono quindi tutte dichiarate in questo 
modulo che ne consente l’accesso attraverso delle funzioni. 
L’interfaccia del modulo structure Handler è la seguente: 
 
interface StructureHandler{ 
//restiruisce il riferimento alla tabella  
//Degli operatori 
command op_struct* getOperatorTable();  
 
//restituisce il riferimento alla tabella degli 
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//stream aperti riguardanti la query con id qid 
command open_entry* getOpenTable(uint8_t qid); 
 
//restituisce il riferimento alla tabella di 
// tutti gli stream aperti 
command query_open_table* getQueryTable(); 
 
//crea una tabella degli stream per la  
//query qid, se la tabella gia’esiste 
//restituisce il riferimento a quella  
//esistente, altrimenti il riferimento 
//a quella appena creata 
Command open_entry* createOpenTbl(uint8_t qid); 
 
//elimina dalla tabella operatori le entrate 
//con query_id uguale a qid 
command result_t eliminateOpts(uint8_t qid); 
 
//elimina la tabella degli stream aperti con 
//query_id uguale a qid 
command result_t eliminateQuery(uint8_t qid); 
}  
 
Il progetto delle strutture dati deve tener conto dei limiti hardware dei 
nodi sensore, per questo motivo sono ridotte al minimo indispensabile le 
informazioni che rimaranno immagazzinate per tutta la durata di ogni query. 
Lo structure handler gestisce due strutture dati condivise: la tabella 
degli operatori e la tabella degli stream. Ogni struttura dati è allocata 
staticamente. 
La tabella degli operatori (figura 4.4) è definita come un array di 
elementi e contiene i dati necessari per l’applicazione di ogni operatore che 
viene eseguito sul nodo sensore, indipendentemente dalla query che li 
utilizza.  
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Figura 4.4 Struttura della tabella degli operatori. 
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Ogni riga di questa tabella contiene degli elementi comuni ad ogni 
operatore come l’identificatore della query per cui l’operatore è stato 
richiesto, il tipo di operatore a cui fa riferimento (selezione, proiezione, 
aggregazione temporale, etc.), i riferimenti rispetto alla tabella degli stream 
per l’accesso agli stream di input e allo stream di output e il numero di 
campi contenuti dagli stream di input; gli altri elementi sono diversi per 
ogni tipo di operatore. Gli elementi non comuni a tutti gli operatori sono 
racchiusi nel campo operator data che è diverso per ogni operatore (nel 
caso degli operatori di bridge e unione il campo è vuoto) ed è definito 
all’interno di un costrutto union per ridurre l’occupazione di spazio in 
memoria rispetto all’utilizzo del costrutto struct. 
 
 
Figura 4.5 Struttura della tabella degli stream. 
 
La tabella degli stream (figura 4.5) contiene i dati necessari per 
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l’accesso agli stream di cui è stata richiesta l’apertura. Questa tabella è 
rappresentata da un’array bidimensionale: con il primo valore si accede ad 
una query attraverso il suo identificatore, il secondo valore rappresenta 
l’identificatore dello stream a cui si vuole accedere. 
Questa soluzione è stata utilizzata per permettere l’esecuzione 
all’interno della rete di query multiple in maniera trasparente al resto del 
sistema e senza dover, quindi, effettuare variazioni al codice degli altri 
moduli e dell’interfaccia grafica. 
La tabella degli stream rappresenta una corrispondenza tra 
l’identificatore che l’interfaccia grafica ha assegnato allo stream e il 
descrittore di stream assegnatogli dal modulo stream system. 
 
4.2.2 Modulo Query Manager 
Il modulo query manager ha il compito di preparare le query 
all’esecuzione. Nel nodo sink il query manager ha un ruolo molto più 
complesso rispetto a quello di tutti gli altri nodi appartenenti alla rete, 
infatti, qui deve poter comunicare tramite porta seriale con il server centrale, 
poiché è proprio lui che smista i messaggi verso il resto della rete: controlla 
se i messaggi pervenuti dalla seriale hanno come destinatario se stesso, se è 
così li consuma, altrimenti inoltra il messaggio verso la rete. 
  All’interno degli altri nodi che ricevono il messaggio tramite 
interfaccia radio il query manager controlla se è lui stesso il destinatario. In 
caso affermativo prosegue, altrimenti scarta il messaggio. 
Ricevuto il messaggio, il Query Manager del generico nodo, deve 
elaborarlo.  
Come detto nel capitolo 3, può ricevere quattro tipi di messaggi:  
• Registrazione di un operatore: il messaggio viene passato ad 
una funzione (store_operator) che in base al tipo di operatore, 
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riempie la tabella degli operatori; 
• Apertura di uno stream: il messaggio viene passato ad una 
funzione (store_open) che controlla il tipo di stream 
richiedendone l’apertura al modulo stream system e facendosi 
restituire il descrittore dello stream; a questo punto inserisce i 
dati dello stream nella tabella degli stream.  
• Start query: vengono effettuate le operazioni necessarie ad 
iniziare l’elaborazione della query; queste operazioni 
consistono nell’effettuare letture su gli stream di sensore aperti 
per quella query; solo nel nodo sink alla ricezione di questo 
messaggio il query manager si occupa di sincronizzare i 
timestamp di tutti i nodi inviando un messaggio di 
sincronizzazione in broadcast in cui inserisce il valore del 
proprio timestamp (soluzione temporanea).  
• Stop query: vengono effettuate le operazioni necessarie per 
bloccare l’esecuzione della query, eliminando tutti gli elementi 
riguardanti quella query dalla tabella degli operatori e dalla 
tabella degli stream; 
• sincronizzazione: alla sua ricezione il query manager richiede 
allo stream system di settare il timestamp al valore contenuto 
nel messaggio. 
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Figura 4.6 Struttura dei messaggi per l’apertura degli stream. 
 
 
 
Figura 4.7 Struttura dei messaggi di  sincronizzazione. 
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Figura 4.8 Struttura dei messaggi per il salvataggio degli operatori. 
  
 
70 
 
 
Nelle figure 4.6, 4.7 e 4.8 è possibile osservare la struttura di un 
Messaggio TinyOs per ogni richiesta pervenuta dall’interfaccia grafica. 
Il livello di rete si accorge, tramite l'header del messaggio TinyOs, di 
che messaggio si tratta e lo inoltra al Query Manager sollevando un evento 
reveive. Attraverso il campo Message Type del payload, il Query Manager, 
si accorge di che tipo di messaggio si tratta ed esegue le azioni 
corrispondenti elencate precedentemente. 
 
 
4.2.3 Query Processor 
Il Query Processor sfrutta le strutture dati messe a disposizione dallo 
structure handler per eseguire gli operatori richiesti dalle query in 
esecuzione. 
Il query processor viene svegliato da un evento (readDone) sollevato 
dallo stream system in seguito alla lettura di un dato da un sensore. 
L’evento readDone ha come parametro il descrittore dello stream del 
quale è stato letto un dato; il descrittore dello stream permette al query 
processor di vedere quale operatore deve essere applicato su quel dato, 
infatti scorrendo la tabella degli operatori si può osservare qual è l’operatore 
che ha come stream di input lo stesso stream letto; a questo punto presi i dati 
dell’operatore è possibile eseguirlo. 
In seguito verrà descritto il funzionamento di ogni operatore attraverso 
pseudocodice strutturato nel modo seguente: 
• I e D rappresentano gli stream di input; 
• O rappresenta lo stream di output; 
• È definita una funzione read(stream) che, preso uno stream di 
input, restituisce la tupla letta dal sensore; 
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• È definita una funzione write(tupla, stream) che, presi una 
tupla e uno stream, scrive la tupla nello stream. 
• È definito un costrutto parallel il cui contenuto viene eseguito 
senza un ordine ben preciso, le istruzioni all’interno di questo 
costrutto che vengono racchiuse da parentesi quadre vengono 
eseguite in maniera sequenziale. 
 
 
4.2.3.1 σ const  (restrizione con costante) 
Restrizione_con_costante(attributo a, costante c,predicato p) { 
tupla t; 
t=read(I); 
se p(t.a, c) allora write(t,O); 
} 
 
La funzione p prende un attributo e una costante e confronta tramite il 
predicato scelto dall’utente (maggiore, minore uguale etc.) il valore 
dell’attributo nella tupla con la costante data. Se il confronto è positivo la 
tupla letta viene scritta sullo stream di output altrimenti viene scartata.   
 
 
4.2.3.2 σ attrib
  
(restrizione con attributo) 
Restrizione_con_attributo(attributo a1, attributo a2, predicato p) { 
tupla t; 
t=read(I); 
se p(t.a1, t.a2) allora write(t,O); 
} 
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 La funzione p prende due attributi e confronta tramite il predicato 
scelto dall’utente (maggiore, minore uguale etc.) i valori degli attributi dati. 
Se il confronto è positivo la tupla letta viene scritta sullo stream di output 
altrimenti viene scartata.   
  
 
4.2.3.3 pi
 
(proiezione) 
proiezione(attributo a1,...,an) { 
tupla t; 
t=read(I); 
write({t.a1, t.a2, ..., t.an}, O); 
} 
 
 
L’operatore di proiezione prende la tupla letta dallo stream di input e 
scrive sullo stream di output gli attributi della tupla letta selezionati 
dall’utente. 
 
 
4.2.3.4 U (unione) 
Unione() { 
 Tupla t, r; 
parallel 
{ 
     [ 
        t = read(I); 
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        write(t,O); 
     ] 
     [ 
        r = read(D); 
        write(r,O); 
     ] 
} 
} 
 
L’operatore di unione prende in ingresso due stream di ingresso. 
Legge una tupla da uno dei due stream senza un ordine preciso e scrive la 
tupla stessa nello stream di output. 
 
 
4.2.3.5  (giunzione sul timestamp) 
L’operatore di giunzione viene implementato in due modi: merge_join 
e sync_join.  
 
 
Merge_join 
 
L’operatore di giunzione mantiene un buffer di una posizione per 
ciascun stream di ingresso contenente l’ennupla con il timestamp più 
recente arrivata dal relativo stream. Ogni volta che arriva un’ennupla da uno 
stream, controlla se l’ennupla nel buffer relativo all’altro stream ha lo stesso 
valore di timestamp. In caso affermativo viene effettua la giustapposizione 
delle due ennuple e si produce l’ennupla in uscita, altrimenti si sostituisce 
l’ennupla arrivata a quella del buffer del rispettivo stream (l’ultima ennupla 
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arrivata avrà un timestamp più recente di quello dell’ennupla già presente 
nel buffer e che viene sostituita). Chiaramente questo algoritmo funziona se 
non ci sono ritardi nell’arrivo delle ennuple superiori al passo di 
campionamento. 
 
Merge_join() { 
tupla t,r; 
parallel 
{ 
    t= read(I); 
    r= read(D); 
} 
se (t.timestamp == r.timestamp) allora 
  write( attributi(t) U (attribute(r) – timestamp) , O); 
}    
  
   
                      
Sync_join 
 
Uno dei due stream in input (per convenzione il secondo) deve essere 
uno stream sensore on-demand (vedi paragrafo 3.1). Ogni volta che 
dall’altro stream viene ricevuta una ennupla si fa richiesta allo stream 
sensore di effettuare una misurazione ricevendo l’ennupla; per le ennuple, 
che avranno sempre lo stesso valore di timestamp, viene fatta la giunzione e 
vengono spedite. 
 
Sync_join() { 
tupla t,r; 
t= read(I); 
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r= read(D); 
se (t.timestamp == r.timestamp) allora 
  write( attributi(t) U (attribute(r) – timestamp) , O); 
}    
 
  
 
4.2.3.6 gT (aggregazione temporale) 
Aggregazione_temporale(attributo a1, ..., ak, aggregato agg1, ..., aggk) 
 { 
i=1; 
ti = Leggi(I); 
esegui 
        incrementa i; 
        ti = Leggi(SIN); 
finché epoch(ti.timestamp) == epoch(ti-1.timestamp) 
 
kmm ≤≤∀ 1:  valuen= aggm(attribn) con n=1, 2, ..., i-1; 
Scrivi({epoch(ti-1.timestamp), value1, ..., valuem}, O); 
} 
 
L’operatore di aggregazione temporale legge le tuple provenienti dallo 
stream di input e raggruppa le tuple che hanno lo stesso valore per la 
funzione epoch(timestamp), quando il valore della funzione varia viene 
effettuato un nuovo raggruppamento e viene scritta sullo stream di input la 
tupla contenente i valori risultanti dagli operatori di aggregazione sugli 
attributi richiesti. 
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4.2.3.7 massimo e minimo spaziale (max / min) 
massimo_spaziale(attributo a) { 
tupla t,r; 
[ 
   t = read(I); 
   r = read(D); 
] 
se (r.timestamp== t.timestamp) 
   allora value = max(t.a , r.a); 
write({t.timestamp, value}, O ); 
} 
 
Le funzioni per l’applicazione degli operatori di massimo e minimo 
spaziale possono essere descritte con lo stesso pseudocodice. 
Quando vengono lette le tuple dagli stream di input vengono 
confrontati i timestamp contenuti in queste tuple. Se i timestamp sono 
uguali viene calcolato il massimo o il minimo tra i valori dell’attributo 
scelto all’interno delle due tuple. La tupla che è scritta sullo stream di output 
è formata dal timestamp e da massimo/minimo trovato. 
 
 
 
4.2.3.8 media spaziale (avg) 
Nel mostrare l’operatore di media spaziale bisogna distinguere due 
operatori: partial_avg e final_avg.    
 
Partial_avg 
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Media_parziale(attributo a) { 
tupla t,r; 
[ 
   t = read(I); 
   r = read(D); 
] 
se (r.timestamp== t.timestamp) 
   allora 
                          {  
                              value = t.a + r.a; 
                             se in t esiste # allora  molteplicity=t.#;  
                                  altrimenti molteplicity=1; 
                            se in r esiste # allora molteplicity+=r.#; 
                                altrimenti  molteplicity+=1;  
                         }  
write({t.timestamp, value, molteplicity}, O ); 
} 
 
 L’operatore di media parziale controlla se le tuple provenienti dagli 
stream di input hanno lo stesso valore di timestamp; successivamente 
verifica se gli stream di input hanno un attributo di molteplicità e calcola la 
nuova molteplicità; il valore sarà dato dalla somma dei valori degli attributi 
contenuti nelle tuple r e t. Nella tupla da scrivere nello stream di output 
verrà inserito il timestamp, il valore trovato e la nuova molteplicità. 
 
Final_avg 
 
Media_parziale(attributo a) { 
tupla t,r; 
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[ 
   t = read(I); 
   r = read(D); 
] 
se (r.timestamp== t.timestamp) 
   allora 
                             {  
                             se esiste # in t allora molteplity=#; 
                                 altrimenti molteplicity=1; 
                            se esiste # in r allora molteplicity+=#; 
                                altrimenti molteplicity+=1; 
                           value= (t.a+r.a) / molteplicity; 
                         }        
write({t.timestamp, value }, O ); 
} 
  
L’operatore di media finale controlla i timestamp delle tuple t e r per 
compararli. Se sono uguali controlla se le due tuple contengono l’attributo 
di molteplicità; il valore della media viene calcolato come la somma dei 
valori dell’attributo a contenuti nelle tuple diviso per la somma delle 
molteplicità.  Sullo stream di output viene scritta una tupla contenente il 
valore del timestamp ed il valore calcolato della media. 
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CONCLUSIONI 
Negli ultimi anni lo sviluppo delle reti di sensori ha portato i 
ricercatori a porre maggiore attenzione sulla progettazione di sistemi per la 
gestione dei dati rilevati dai nodi sensore. Queste ricerche si prefiggono 
l’obiettivo di riuscire a trattare tali dati come se si interagisse con un 
database tradizionale. A tale scopo è stato sviluppato da alcuni ricercatori 
del CNR (Centro Nazionale di Ricerca) di Pisa il sistema chiamato MaD-
Wise [22], implementato su quattro diversi livelli architetturali: Stream 
System, Query Processor, Network e un’interfaccia grafica. 
Il mio lavoro di tesi, in particolare, è stato quello di svilupparne il 
Query Processor, che consente l’elaborazione delle query all’interno di una 
rete di sensori. 
Il Query Processor sviluppato permette l’applicazione di operatori di 
aggregazione temporale e spaziale, selezione, proiezione, unione ed altri 
operatori utili all’esecuzione delle query che vengono immesse nel sistema. 
Al fine di provarne l’efficacia sono state eseguite delle prove, 
iniettando nel sistema le diverse tipologie di query supportate, prima 
attraverso un simulatore elettronico (il Tossim [29]) e successivamente dei 
dispositivi reali. Attraverso queste prove sono stati ottenuti i risultati attesi 
comprovando il corretto funzionamento dell’applicazione sviluppata. 
Il sistema MaD-Wise è stato utilizzato per un progetto dell’ISTI/CNR 
di Pisa in collaborazione con il Comando Provinciale dei Vigili del Fuoco di 
Pisa per la rilevazione e il monitoraggio dei parametri fisici attraverso nodi 
sensore posti all’interno delle tute dei pompieri. 
I possibili sviluppi futuri del Query Processor possono riguardare: 
• riallocazione delle operazioni in caso di fallimento di un nodo; 
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• condivisione di porzioni di piani di esecuzione; 
• disseminazione ottimizzata delle richieste di operazioni. 
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