Thermalization of isolated quantum systems has been studied intensively in recent years and significant progresses have been achieved. Here, we study thermalization of small quantum systems that interact with large chaotic environments under the consideration of Schrödinger evolution of composite systems, from the perspective of the zeroth law of thermodynamics. Namely, we consider a small quantum system that is brought into contact with a large environmental system; after they have relaxed, they are separated and their temperatures are studied. Our question is under what conditions the small system may have a detectable temperature that is identical with the environmental temperature. This should be a necessary condition for the small quantum system to be thermalized and to have a well-defined temperature. By using a two-level probe quantum system that plays the role of a thermometer, we find that the zeroth law is applicable to quantum chaotic systems, but not to integrable systems.
Thermalization of isolated quantum systems has been studied intensively in recent years and significant progresses have been achieved. Here, we study thermalization of small quantum systems that interact with large chaotic environments under the consideration of Schrödinger evolution of composite systems, from the perspective of the zeroth law of thermodynamics. Namely, we consider a small quantum system that is brought into contact with a large environmental system; after they have relaxed, they are separated and their temperatures are studied. Our question is under what conditions the small system may have a detectable temperature that is identical with the environmental temperature. This should be a necessary condition for the small quantum system to be thermalized and to have a well-defined temperature. By using a two-level probe quantum system that plays the role of a thermometer, we find that the zeroth law is applicable to quantum chaotic systems, but not to integrable systems.
I. INTRODUCTION
Whether and how a quantum system reaches thermalization is a long-standing problem that has been perseveringly studied for long [1] [2] [3] [4] [5] [6] , since von Neumann's seminal work [7] . Modern experimental advances in ultracold atoms and trapped ions [8] [9] [10] [11] [12] [13] [14] [15] [16] have attracted more interest and efforts on this problem [17] [18] [19] [20] , with particular focus on small quantum systems [17] . Generally speaking, studies on this issue proceeded in two directions: one for isolated systems and another for systems coupled with environments.
For isolated quantum systems, rapid and important progresses have been achieved in recent years [20, 21] . The eigenstate thermalization hypothesis (ETH), first proposed in Refs. [22] and [23] , has established a general framework for understanding thermalization results in isolated systems. It claims that for local observables, every energy eigenstate is thermal, i.e., indistinguishable from the corresponding (micro)canonical ensemble [24] . It implies the possibility that the expectation value of a local observable in an isolated quantum system far from equilibrium may relax to a (almost) time independent result that agrees with the ensemble average predicted by orthodox statistical mechanics [24] [25] [26] [27] [28] [29] [30] .
But for systems interacting with environments, not as many works have been done and some important problems remain open [31] [32] [33] [34] [35] [36] [37] [38] . For example, one basic question is under what condition a system may evolve into a steady state and, when this happens, whether the system may be characterized by a temperature. Indeed, although temperature is a core concept for quantum thermalization, it has not been fully understood yet [39] [40] [41] . In this respect, it was found that, when the effective dimension of the initial state of the system-environment * Electronic address: wgwang@ustc.edu.cn composite is large, the reduced density matrix (RDM) of the system will relax to a steady state [35] . Under some assumptions [36] [37] [38] , the steady RDM may further result in a Gibbs form parameterized by the environmental temperature. Following these progresses, one immediate task is to justify those assumptions, or to reveal the conditions under which they are applicable. Another crucial task is to clarify and distinguish two temperatures involved here. One we refer to as the environment-assigned temperature, denoted by β E , which is the temperature of the environment the system interacts with. It also appears as a parameter in the steady RDM of the system after relaxation. Another temperature is the temperature the system may own when it is decoupled from the environment after relaxation. We refer to it as the internal temperature, denoted by β I ; it characterizes the motion of the system in its own internal freedom at the thermal state it may reach.
One question is, under what condition an internal temperature can be defined and related to the environmentassigned temperature. So far, internal temperature has not been addressed in the context of environment interaction and compared with the environment temperature, yet. In literatures, explicitly or implicitly, the two temperatures have been assumed to be identical, making the meaning of temperature somehow confusing. One reason could be that β E appears in the Gibbs form of the RDM. But, the role played by the RDM is only the 'initial condition' when being disconnected from the environment, which cannot fully govern the system's ongoing evolution and hence its thermal property. Another reason might be that the zeroth law of thermodynamics has been taken for granted in the present context. Nevertheless, it is well known that in principle the thermodynamic laws are for macroscopic systems exclusively. The above question is equivalent to ask under what condition or to what extent the zeroth law can be extended to small quantum systems. Our motivation in this work is to clarify this question.
To this end, a necessary and important step is to measure and determine the temperature of a studied small quantum system when it is decoupled from the environment, if it may thermalize. As the system is isolated when being decoupled, we can take advantage of the temperature-detecting strategy developed recently in Ref. [42] for an isolated quantum system based on the principle that, as an internal property of the system itself, internal temperature can only be assigned to the system when it can be detected in a reliable way and the measured value is independent of detection details.
The rest of the paper is organized as follows. In Sec. II, we will study the Schrödinger evolution of the systemenvironment composite and show that, regardless of the size and the dynamics of the system, the RDM will relax to a Gibbs steady state given by β E in general. In Sec. III, we will study the measurement of β I and reveal the condition for that such a measurement can be performed. In Sec. IV, we will put our theoretical results into numerical tests, and finally, we will summarize our study in Sec. V.
II. RELAXATION OF THE SYSTEM-ENVIRONMENT COMPOSITE
In this section, we study thermalization of a small quantum system in contact with a large quantum environment, with the consideration of Schrödinger evolution of composite systems. We will show that, under the conditions stated below on both the environment and the coupling term, a system, chaotic or integrable, will finally evolve into a Gibbs steady state with the corresponding β parameter equal to the environment temperature, or β E . The conditions are:
• For the environment, (i) it should be a chaotic system, (ii) it should be large and its density of states can be approximately assumed to be an exponential function within the energy range of the small quantum system, and (iii) the number of eigenstates in initial state should be also large.
• For the coupling term, it should be appropriately adjusted to satisfy that (i) the system-environment composite is chaotic, and (ii) the width of the local density of states (LDOS) of the composite system is still narrow [to satisfy Eq. (B20) in Appendix B], which implies that the coupling is relatively weak.
Let us begin with our main setup. The Hamiltonian of the composite system is
with H S and H E being that of the system and of the environment, respectively, and the middle term on the r.h.s. being the coupling. The eigenstates of H S and H E are denoted by |ψ S k and |φ
and the corresponding density of states are denoted by ρ S (E S ) and ρ E (E E ), respectively. Eigenstates of the total Hamiltonian H are denoted by |ψ α with energies E α , H|ψ α = E α |ψ α , which can be decomposed as
The LDOS of an unperturbed state |ψ
. According to recent progresses achieved in the study on foundation of quantum statistical mechanics, many properties of the so-called typical states within appropriatelylarge energy shells are similar to those of thermal states. So, a typical state of the environment, representing a thermal state with a temperature β 0 , is taken as its initial state, which reads
where D j are Gaussian random numbers with a same variance, with the normalisation condition j |D j | 2 = 1. We use N Γ0 to indicate the number of energy levels in the energy shell
, and the value of E E 0 is determined by β 0 as
For the system, we consider a generic initial state |ψ
Now we study the time evolution of the composite system after the interaction is turned on, with the consideration of Schrödinger evolution of composite system. Note that, due to the previously stated requirement that the environment is large and has an exponential density of states, the interaction does not change the temperature of the environment.
If the composite system is a quantum chaotic system, its energy levels, as well as their spacings, should have no degeneracy. It is known that, in this situation, beyond a sufficiently long time, the distance between the RDM of the system, ρ S (t) = Tr E (|Ψ(t) Ψ(t)|), and its longtime average, denoted by ρ S , scaling as N
, where
This implies that for large N Γ0 , if ρ S (t) has a steady state, it should be ρ S . Applying results given in Refs. [43, 44] to the system-environment composite studied here with Tr S (H I ) = 0, we can see that the steady state of the system have an approximately-diagonal form in the eigenbasis {|ψ S k }, when the coupling parameter λ satisfies the conditions mentioned previously. In other words, the eigenbasis of the self-Hamiltonian of the system is a preferred basis [45, 46] , so we only need to study the diagonal elements ρ kk (t) = ψ Here we omit the subscript S in ρ kk and ρ kk (t) for brevity. Considering the random feature of components of eigenfunctions (EF) in chaotic systems, one can write ρ kk as (see Appendix A)
If the environment is chaotic and the coupling term is adjusted to satisfy the conditions given in the beginning of this section, we can derive the value of F αk and F k k0j0
(see Appendix B) as
and
. (8) If ρ E (E) can be taken as an nearly exponential function within the energy range of the small system, then
. (9) Substituting Eq. (9) into Eq. (8), we therefore have
Noting that F k k0j0 is independent of k 0 and j 0 according to Eq.(10) and the normalisation condition k0 |C k0 | 2 = 1, we can further obtain that
It is worth emphasizing that in the calculation of ρ kk , we have only assumed that the environment and the composite system are chaotic, without any requirements on the system itself. This implies that a small quantum system, in spite of its size and whether chaotic or not, should evolve into the Gibbs state when being coupled to a large environment with appropriate coupling. Though as a parameter the temperature of the environment enters the RDM, we cannot assume for granted that it serves as the internal temperature of the system. We are to study this topic in the next section.
III. DETECTION OF THE TEMPERATURE OF SYSTEM
In this section, we study how to determine the temperature of the system after it is decoupled from the environment with a steady RDM, based on the method established in Ref. [42] . We will show that the system can possess a well-defined temperature only when it is chaotic and its size is not too small, and importantly, in this case the value of the temperature is close to the environment temperature.
First of all, let us recall some main results of Ref. [42] and explain the concept of internal temperature. Different from the environment temperature, internal temperature β I should be an internal property of system and should be detected in a reliable way. If we want to detect a small system's temperature by coupling a probe (thermometer) to it, due to the small size of the system, back action from the probe is nonnegligible; more over, the probing result may depend on the form, the location, and the strength of the system-probe coupling, as well as the Hamiltonian and the initial state of the probe. A reliable temperature detection can be achieved only when it is free from these factors. In the operational sense, only when such a reliable temperature detection result is achieved, can the system be regarded to possess a meaningful temperature. For small quantum systems, the operational temperature-detection method established in Ref. [42] is:
• Couple a two-level probe, in an initial state |m 0 = |0 or |1 , to the studied small quantum system.
• Wait until the probe reaches a steady state ρ p and gets a value of β m0 by fitting the steady state ρ p to the Gibbs state
−βHp , where β m0 is the result of β when choosing |m 0 as the probe's initial state and H p is the (effective) Hamiltonian of the probe.
• Calculate the average of β (0) and β (1) , denoted by
Based on the above detection method, it was found that [42] , for a chaotic system that is not very small in size, under an initial condition as a typical state, and within certain regime of the coupling term, the value of β is insensitive to details of the detection. Thus an internal temperature can be assigned to the system, with its value given by β I = β. Now we take this method to study a small quantum system after it is coupled to a large environment and has reached a Gibbs state. We need to disconnect the system with the environment and, then, couple it to a two-level probe. The Hamiltonian of the system-probe composite is written as
where H p = ∆ p s x and H 
Let us consider |m 0 as the initial state of the probe. Based on discussions given in Sec. II, the initial state of the system is a Gibbs state,
with
Now we turn to the evolution of the RDM of the probe. If H sp is chaotic, under similar consideration as in Sec. II, the steady state of the probe should be close to its long time average ρ p , diagonalized in the eigenbasis of probe. Thus, we only need to consider the diagonal terms, which can be written as
and in turn
with 
In order to calculate the value of ρ (m0) mm , we need the concrete form of ρ S (E). Here, we consider the case that the density of states of the system has a Gaussian form, ρ S (E) = exp(−αE 2 ), which is general in systems with bounded local interactions [47] . Moreover, one may assume that α can be taken as a power-law-decay function of the particle number N (for the Ising model α ∝ 1 N +c , see Ref. [48] ). From these properties, we can get the approximate value of ρ m0 mm up to the third order of ∆ p (see Appendix C), i.e.,
Then, using β m0 = , we have
The value of β is independent of other factors but still depends on ∆ p . Since α is usually a power-law-decay function of N , when N is not small, β has a weak dependence on the level spacing ∆ p of the probe. Thus, β is insensitive to all the detection details and, hence, it can be defined as the internal temperature of the system. Namely,
The difference between β I and β E is therefore
At the end of this section, we discuss the difference and relation of the two concepts of temperature, i.e., internal temperature β I and environment-assigned temperature β E . A system in contact with a large environment may evolve to a Gibbs state and gain its β E from the environment, under certain conditions stated previously. But, to possess an internal temperature usually requires more; that is, one needs to get a value of β insensitive to all the detail factors of the detection [see Eq. (22)].
Specifically, the first requirement is that the system should be chaotic. As the second requirement, one should be able to adjust the strength of coupling term (λ) to ensure the composite system being chaotic and the width of LDOS being narrow enough (to satisfy Eq. (B22) in Appendix B) at the same time. But, it is impossible to achieve this, when the system is very small. The reasons can be stated as follows. The minimum value of λ to ensure the composite system being chaotic, denoted by λ c usually increase with decrease of the system's size. Thus, when the system's size is quite small, λ c is large. This usually can not guarantee narrowness of the LDOS to satisfy Eq. (B22) in Appendix B, which would invalid our derivations given above. Hence, a very small system may not possess an internal temperature. Another reason is that a small N usually results in a large α, then, according to Eq.(21), β varies notably with ∆ p .
IV. NUMERICAL RESULTS
In this section, we put our main analytical results obtained in the above two sections into numerical tests.
A. Relaxation of the system-environment composite
We adopt the defect Ising model as our system. It consists of N spins with the nearest neighboring interactions 
and the periodic boundary condition. The Hamiltonian is
where
and the parameters h 1 , h 4 , and g are fixed (h 1 = 1.11, h 4 = 1.61, and g = 0.6). The parameter µ controls dynamical properties of the system: For µ = 0, the system is integrable; for µ ≃ [0.1, 1], it is chaotic; and for µ > 1, the system exhibits the so-called many-body localisation (MBL). In our simulations, we take µ = 0 and µ = 0.3 to represent the integrable and chaotic dynamics, respectively. The environment has a Hamiltonian
where H IR is a random matrix and H R is a diagonal matrix, whose density of states has an exponential shape, ρ R (E) = C exp(β 0 E). The parameter λ R is appropriately adjusted to ensure that the environment is chaotic. When λ R is not very large, ρ E (E) has an exponential shape similar to ρ R (E) with the same exponent, i.e., ρ E (E) = C ′ exp(β 0 E). Here, we use H E to simulate a chaotic environment at a temperature β 0 .
The coupling term H I is
We set µ N = 0.91 and µ N −1 = −1.11 in our simulations in order to break the parity symmetry of the system. To simulate the evolution of the system-environment composite, an accurate high order split-step method is used to factorize the unitary evolution operator [49, 50] . In Fig. 1 , the results for the case that the defect Ising system has 7 and 12 spins and the environment has a dimension d E = 2 12 , are shown. It can be seen that no matter the system is chaotic or integrable, large or small, a steady RDM will be reached and it is close to the Gibbs state predicted by Eq. (11). 
B. Numerical results for internal temperature of the system
As the steady RDM of the system can be well simulated by a Gibbs state regardless of whether it is chaotic or not, in the numerical study of internal temperature of the system we use Gibbs state as its initial state instead of the true RDM.
Results of β for different λ values and different form of coupling term are shown in Fig. 2 . It can be seen in Fig. 2(a) that, if system is integrable, the detection result β depends strongly on the form of the coupling term H sp IS and, moreover, in the whole region of λ investigated, β deviates from β E significantly. Thus, we can conclude that an integrable quantum system cannot be assigned an internal temperature.
For a chaotic system that is not small in size, as shown in Fig. 2(b) with N = 13 spins, β is nearly independent of λ in a considerably wide range of λ ∈ (0.25, 0.5) and the value is very close to β E . This implies that the system has an internal temperature given by β. But, when the system is small, as shown in Fig. 2(c) for N = 7, the detection result β depends on the form of the coupling term H IS and, in the whole region of λ investigated, β deviates from β E obviously. This is in consistence with our previous analysis that a very small system does not have an internal temperature, either.
Finally, in Fig. 3(b) the validity of Eq. (23) is checked. Although it deviates obviously from the simulation results, we find that its slope agrees with that of the latter for ∆ 2 p ∈ (0, 0.5). The main difference appears in the intercept. The reason could be that, a Gibbs state is a mix state of all eigenstates of the system, also includes those near the bounds of spectrum which have been well known to have some regular properties often and can not be regarded to be chaotic. Therefore, the value of β may deviate from our prediction of Eq. (23) . One may introduce a small modification to Eq. (23) by
where δ(β E ) represents a modification due to regular eigenstates (near boundaries) in the Gibbs state. It is worth noting that the weight of the regular eigenstates usually decreases with the decrease of β E , resulting in decrease of δ(β E ), which is consistent with the numerical results in Fig. 3(b) .
V. SUMMARY AND DISCUSSIONS
In this paper, firstly, we study the condition under which small systems in contact with large, quantum chaotic environments may evolve to a Gibbs state with a parameter β given by the environmental temperature. It is shown that, in spite of being integrable or chaotic, large or small, such a system may evolve into the Gibbs state under appropriate interaction with the environment. In this case, the small system gets a temperature-type property that is imposed by its environment, which we call an environment-assigned temperature.
That a system possesses an environment-assigned temperature does not necessarily imply that it should possess a temperature as an internal property, in the sense that it can be measured by a small probe in a reliable way. Therefore, secondly, for a small system in a Gibbs state with an environment-assigned temperature, we study the condition for it to possess an internal temperature in the sense mentioned above. It is found that only chaotic systems which are not very small may possess an internal temperature, which coincides with the environmental temperature.
Our study shows that the zeroth law of thermodynamics is still useful for small quantum systems. But, its application may face situations much more complex than those met at the macroscopic level. In particular, distinguishing between environment-assigned temperature and internal temperature should be useful, in the attempt of clarifying complicated situations that may be met when using the concept of temperature for small systems. In this section we study the long time average of ρ S (t) and provide the derivation of Eq. (5). What is concerned here is diagonal elements ρ kk (t), written as
and |ψ
into this equation, followed by straightforward calculations, one has
Under the condition that the composite system is chaotic, the energy levels as well as level spacings usually do not have degeneracy. Therefore, when considering long time average of ρ kk , all the contributions from the terms of α = β can be neglected, and one gets
For the convenience of following discussions, we write ρ kk in the following form,
Below, we are to show that when the dimension of environment is sufficiently large, one has ρ 
Let us study properties of S k k0l0j0i0 first. Here C α k0j0 are components of EF of the composite system. When the composite system is chaotic, in the basis of unperturbed Hamiltonian H 0 here, the coupling Hamiltonian usually does not have a sparse structure, and the sign of its elements is usually quite random. Thus, according to the results in Ref. [1] , the correlations between the phases of components of different EF should be weak. For this reason, when summing over α, the term C 
As a result, S k k0l0j0i0 can be regarded as some kind of random number scaling as
Considering the fact that D j0 are random numbers scaling as
, and C k0 scaling as
, where N S is the number of k 0 for C k0 = 0, one can estimate the scale of ρ nd kk ,
Similarly, the scale of ρ d kk can be easily estimated, Appendix B: Derivation of Eq. (7) and Eq. (8) In this section we study properties of the quantity
| 2 F αk , and derive Eqs. (7) and (8) under the conditions: (i) The environment and the composite system are both chaotic; (ii) The width of LDOS (denoted by w L ) and EF (denoted by w E ) of the composite system is narrow. Note that the derivations presented in this section can also be carried out to derive Eq. (18) .
As the composite system is a quantum chaotic system, there are irregular components in the main bodies of its eigenfunctions. Making use of the results in Ref. [2] , C α kj can be written in the following form
where R kj can be regarded as a Gaussian random number of variance 1, and
Here |C α kj | 2 can be regarded as the average shape of EF over a very narrow energy range ǫ, which can usually be written as a smooth-varying function of E α , i.e., |C α kj | 2 = C kj (E α ), then Eq. (B1) can be rewritten as
Substituting Eq. (B3) into the expression F αk = j |C α kj | 2 , one gets
where F k (E α ) is a a smoothly-varying part, written as
. To reveal properties of F k (E), we start from the Taylor expansions of F k (E), i.e.,
and use ∆ n F to indicate the maximum width of the energy range over which the expansion of F k (E) up to the nth order works effectively. Let us first consider the first order approximation, F k (E α ) can be calculated by averaging over ∆ 1 F , which gives that
with ρ(E) being the density of states of the composite system. When the coupling is not strong, one has the following approximation,
Thus one has
By introducing a step function Π ∆ Eα (E) defined as
Moreover, if the width of LDOS w L is narrow enough to satisfy that
then for most LDOS L kj (E α ) (with fixed k and variant j), their main bodies should lie within the flat region of the function Π(E). Taking the normalization condition α |C α km | 2 = 1 and the fact that a narrow LDOS
In case of ∆ 1 F being still narrow, the variation of ρ E (E) within ∆ 1 F is quite small, one has the following approximation,
In addition, F k k0j0 can be expressed in terms of F k (E α ) as well,
To proceed, if w L further satisfies the condition that the variance of F k (E α ) within the w L can be neglected, or,
then by the normalisation condition and the fact that LDOS centered at E α ≃ E S k + E E j , we can obtain that
which is just the Eq. (8) in the main text. It should be noticed here that, the Eq.(B18) leads to Eq.(B13) directly, hence one need only to consider the condition in Eq.(B18). Therefore, the conditions one use to derive Eq. (7) and Eq. (8) in the main text can be rephrased as
• Both the environment and the composite system should be chaotic;
• The width of LDOS of the system-environment composite system should still be narrow enough to satisfy the condition
So far we haven't adopted any assumptions on the concrete form of ρ E (E), so the derivation of Eq. (8) can also be extended to derive Eq. (18) . We denote the smooth-varying part of G µm by G m (E µ ) and define the width ∆ 0 G , which represents the maximum width of the energy range where the zeroth order expansion of G m (E µ ) works effectively. Then following the similar calculations, one has
under the conditions that
• Both the system and system-probe composite system are chaotic;
• The width of LDOS of the system-probe composite system (denoted by w ′ L ) should be still narrow enough to satisfy
Appendix C: Derivation of Eq. (19) In this section we study properties of ρ (m0) mm and derive Eq. (19) . For the sake of convenience, we introduce the function G m (E), defined as
As stated in the main text, we consider the case that the density of the system states has a Gaussian form, i.e., ρ S (E) = exp(−αE 2 ), which leads to 
Therefore,
The last equation is obtained by inserting the Gaussian form of ρ S (E). By setting β = −2αE and under some straightforward derivations, one gets
Noting that
can be calculated by integrating β, one obtains 
Next, we turn to the case that N is not large enough. To proceed further from Eq. (C7), we study the quantity G m (− 
whose expansion as a function of β in the neighborhood of β E (up to the third order) reads
By substituting it into Eq. (C7) and noting that exp[−
is an even function of β − β E , one gets ρ
11 ≃ G 1 (−
which can be integrated out as
by using the concrete form of G 1 (− β 2α + e 1 ) given in Eq. (C9). Keeping K 2 (β E ) up to the third order of ∆ p , it reads
such that ρ
11 ≃ G 1 (− β E 2α + e 1 ) + αβ∆
The result of ρ 
