We design fast exponential time algorithms for some intractable graph-theoretic problems. Our main result states that a minimum optional dominating set in a graph of order n can be found in time O * (1.8899 n ). Our methods to obtain this result involve matching techniques.
Introduction and related results
Most of the rich family of domination-type problems are known to be intractable. Unless P = NP, we cannot expect polynomial time algorithms for these problems [15] . Since these problems often have interesting applications (like facility location problems, network design, etc.) and it is widely believed that Cooks famous question, whether P = NP, has an affirmative prize-winning 1 answer, the design and analysis of fast super-polynomial time algorithms is an important task. In the following we will also use the term exact algorithm.
A dominating set D of a graph G = (V , E) is a subset of V such that every vertex of V −D is adjacent to at least one member of D. The optimization problem Minimum Dominating Set, a central problem in combinatorial optimization, targets for a dominating set of minimum cardinality. This size is called the domination number of G and is denoted by γ (G). A good overview concerning the topic domination is provided by the monographs of Hedetniemi, Haynes and Slater [17, 18] . To get a sense of the variety of this topic, notice that in 1998 Hedetniemi, Haynes and Slater referred to 1222 different papers containing approximately 250 algorithmic contributions.
In recent years, there has been growing interest in the design and analysis of exact algorithms. For instance there exist several exact algorithms for k-Colourability (e.g. see [9] [10] [11] ). The more advanced approaches deal with the special case k = 3. Starting point was the following elementary algorithm for 3-colouring due to Lawler [20] : for each maximal independent set I of a graph G with n vertices test whether the remaining subgraph G − I is bipartite. Since there are at most 3 n/3 maximal independent sets [24] , it is not difficult to deduce that the algorithm takes time O
The problem Maximum Independent Set where you have to find a maximum independent set in a graph is also a famous example for exact algorithms. Again an implication of Moon and Mosers result [24] that there exist at most 3 n/3 maximal independent sets, is the algorithmic bound O * (1.4422 n ) for the problem to find a maximum independent set in a graph.
Several authors have designed sophisticated exact algorithms for Maximum Independent Set (e.g. see [34] ). The currently best bound O * (1.2108 n ) [30] and a new algorithm which is supposed to run in time O * (1.1844 n ) [31] are due to Robson.
The complementary formulation of Maximum Independent Set as a minimization problem, where you have to find for a graph G = (V , E) a subset of V of minimum cardinality such that every edge of E is incident to at least one vertex of this subset, is known as Minimum Vertex Cover. In its version as a decision problem it is known as Vertex Cover and this problem can be solved for an instance graph of order n with parameter k in time O * (kn + 1.271 k ) [5, 25] , thereby providing a good example for a fixed parameter tractable problem outperforming the non-parameterized best solution for k ≤ 0.79n. This concept of parameterized complexity, which refines the one of exact algorithms, (where roughly speaking the aim is to encapsulate the intractability of a decision problem in terms of a super-polynomial bound only depending on the parameter,) was introduced by Downey and Fellows [7, 12] . Besides the class of fixed parameter tractable problems (FPT ) there is a hierarchy of complexity classes of parameter intractable problems (W [1] , W [2] , . . .). Since Dominating Set, the decision problem of our target optimization problem Minimum Dominating Set, is contained in W [2] there is less hope to find a parameterized complexity for Dominating Set. Therefore the aim is to find an exact algorithm for Minimum Dominating Set.
Although Minimum Dominating Set is a very interesting problem concerning the design and analysis of exact algorithms, no algorithm faster than the trivial one was known until 2003. 3 In 2004 different sets of authors independently published algorithms breaking the O * (2 n ) barrier [14, 28, 16] . every minimum set cover of G corresponds to a minimum dominating set of G. In this paper we design an exact algorithm for a generalization of the domination problem called Minimum Optional Dominating Set and we study efficiency in exponential time for some related graph-theoretic problems and will obtain the following algorithmic bounds:
• Minimum Optional Dominating Set and Minimum Dominating Set can be solved in time O * (1.8899 n ). Moreover, if a graph G of order n has (optional) domination number γ ≤ cn for a constant c ≤ 1/3, then we can improve the running time and a minimum (optional) dominating set of G can be determined in time O * (( for c ≥ 0.2234.
Optional domination
A ubiquitous concept in algorithmic treatments of domination (e.g. see [17] ) is optional domination. Let the vertices of a graph G = (V , E) be partitioned into three subsets, V = V F ∪ V B ∪ V R , where V F consists of free vertices, V B contains bound vertices, and V R consists of required vertices. An optional dominating set in G is any set of vertices D which contains all required vertices, that is V R ⊂ D, and dominates all bound vertices. Notice that a bound vertex is either an element of 3 The question whether there exists an exact algorithm for Minimum Dominating Set which is better than just the brute force algorithm of trying all subsets was implicitly raised by Downey and Fellows [7] : The best algorithm currently known for k-Dominating Set is still simply to try all k subsets, which
. It seems, however, that k-Dominating Set represents some fundamental 'wall of intractability' where there is no significant alternative
to trying all k subsets; but probably this question was raised even earlier.
4 In Minimum Set Cover we are given a universe U of elements and a collection S of (non-empty) subsets of U. The aim is to determine the minimum cardinality of a subset S ⊆ S which covers U, that is such that ∪ S∈S = U. The frequency of u ∈ U is the number of subsets S ∈ S in which u is contained.
D or is adjacent to a vertex in D.
Free vertices need not to be dominated and need not to be in D, but can be used in D to dominate bound vertices. The optional domination number
Thus, an algorithm for computing the value of γ opt (G, V F , V B , V R ) is sufficient to compute the value of γ (G). For short, this generalization of the problem Minimum Dominating Set will be called Minimum Optional Dominating Set. In the following we will design for Minimum Optional Dominating Set an exact algorithm which computes in time O * (1.8899 n ) a minimum optional dominating set. The obvious already mentioned brute force algorithm for finding a minimum optional dominating of a graph G = (V , E) with given partition V = V F ∪ V B ∪ V R is based on testing all subsets S of V F ∪ V B and requires a worst-case running time O * (2 n ) with n = |V |. This approach can slightly be extended, if we incorporate knowledge about upper bounds for the size of a minimum optional dominating set of the graph in question. By an easy calculation of all subsets of bounded size and the usage of the Stirling formula in order to approximate the occurring factorials it is not very difficult to obtain the following lemma.
Lemma 1.
Let V be a set of n elements and 0 ≤ c ≤ 1/2. Then the number of all subsets S ⊂ V with |S| ≤ cn is bounded by
In the following we will call a procedure based on Lemma 1 a guided brute force procedure.
For Minimum Optional Dominating Set suppose we have the instance graph G = (V , E) with given partition
will always denote the current state of our algorithm. Now we preprocess the instance and we define the core G
• shift all isolated vertices of G which are likewise contained in V B to V R ;
• shift all vertices of V B adjacent to at least one vertex of V R to the vertex set V F ;
• delete all edges of E incident to at least one vertex of V R or to two vertices of V F ;
• shift all vertices of V F adjacent to at most one vertex of V B to a new vertex set V garbage ;
• shift all vertices v of V B ∪ V F adjacent to at least one vertex u of V B such that v is the unique neighbour of u, to the vertex set V R .
After each such sequence of steps we construct a new instance G(V F , V B , V R , E) and apply this sequence of steps to the new instance recursively until there will be no changes anymore. The final state after this preprocessing will be called the core G Thus, for Minimum Optional Dominating Set it is possible to preprocess the instance graph G = (V , E) with given
such that a solution of the new instance also yields a solution for the original instance.
Moreover, note that after preprocessing we have a minimum degree δ(G) ≥ 2. If the new graph has different components, then we proceed in a divide-and-conquer fashion. Thus, it is enough to design an algorithm for Minimum Optional Dominating Set for the restricted class of instances
and V F induces an independent set. Now McCuaig and Shepherd [22] established for connected graphs G = (V , E) having δ(G) ≥ 2 and not contained in a finite set of exceptional graphs the upper bound 2 5 |V | for the size of a minimum dominating set. Observe that this upper bound is also valid for γ opt (G, V F , V B , V R ) for our restricted class of instances. Thus we can apply Lemma 1 and we obtain based on preprocessing and a guided brute forced subroutine an exact algorithm for Minimum Optional Dominating Set with an overall running time O * (1.9602 n ). Since Reed [29] proved that up to a finite number of exceptional graphs we have γ (G) ≤ 3 8 n for a connected graph G with n vertices having δ(G) ≥ 3, the overall running time of our first algorithm might be improved to O * (1.9379 n ). In fact, this is possible. Here, we omit the details in order to obtain this result, since they are not necessary for our forthcoming main result. Recently Fomin, Kratsch and Woeginger [14] also obtained (with similar arguments) an exact O * (1, 9379 n ) algorithm. 5 An obvious conjecture (also mentioned in [17] ) seems to be that for any graph G with δ(G) ≥ k we have γ (G) ≤ k 3k−1 n for every integer k. This conjecture is valid for the initial values k = 2 and k = 3 due to the results McCuaig, Shephard and Reed. 6 Note that k 3k−1 n > n/3 holds for every integer k. Without proving this conjecture we will now show that the threshold n/3 can be used to design an exact O * (1.8899 n )-algorithm to find a minimum optional dominating set in G. We now describe our exact O * (1.8899 n )-algorithm MINOPTDOM for solving Minimum Optional Dominating Set.
5 Moreover, they observed, based on a similar observation regarding the vertex cover problem [19] , that the existence of a sub-exponential time algorithm for Minimum Dominating Set would be highly unlikely. 
Algorithm MINOPTDOM
INPUT: a graph G = (V , E) with |V | = n and partition V = V F ∪ V B ∪ V R (see Fig. 1) . 
the current instance G(V F , V B , V R , E) by the value S and generate the corresponding core G core (V F , V B , S, E). (Let T resp. U denote the set of remaining vertices of T resp. U after preprocessing. Observe that V F = T and V B = U .

All vertices of T are adjacent to exactly two vertices (of U
)
G S ). (D G S contains all vertices of U not covered by an edge of the generated maximum matching of G S and exactly one vertex for every matching edge. If the matching edge was already contained in G[U ], then choose exactly one of the incident U -vertices of the matching edge; otherwise, if the matching edge was not contained in G[U ], then choose the unique vertex of T being responsible for the existence of the matching edge in G S .) Then R ∪ D G S is an optional dominating set of our original instance G(V F , V B , V R , E) containing
S with minimum cardinality.
STEP 6 Choose among all sets S generated in STEP 3 one set such that D = R ∪ D G S has minimum cardinality.
OUTPUT: A minimum optional dominating set D of G(V F , V B , V R , E).
Now we are able to state our main result.
Theorem 2. Let G = (V , E) be a graph with |V | = n and partition V = V F ∪ V B ∪ V R . Then a minimum optional dominating set of G (and its optional domination number) can be computed in O
Sketch of the proof of Theorem 2. STEP 1 is the already described preprocessing phase consuming polynomial time. STEP 2 and also STEP 3 of our algorithm MINOPTDOM are guided brute force subprocedures and by Lemma 1 there are at most O * (1, 88989 n ) subsets of cardinality ≤ n/3. STEP 4, STEP 5 and STEP 6 can be performed in polynomial time; especially to determine a maximum matching in a graph G = (V , E) can be done in time O(|E| √ |V |) due to a result of Miscali and
Vazirani [23] . The polynomial stemming factor due to steps 4-6 can also be incorporated leading to the overall running time O * (1.8899 n ) in the worst case. 
Corollary 3. Let G be a connected graph with n vertices. Then a minimum dominating set of G (and γ (G)) can be computed in
By Corollary 3 a minimum dominating set D of a graph G with n vertices and m edges can be found in time O * (1.8899 n ).
This approach also shows that a minimum dominating set D can be found by a guided brute force procedure in time O((
c ) n ) (Lemma 1) for graphs G satisfying γ (G) ≤ cn for some c with 0 < c ≤ 1/3. Hence, if we know that γ (G) ≤ cn for some c with 0 < c ≤ 1/3, then the time complexity decreases and our O * (1.8899 n ) will be outperformed simply by a guided brute force procedure. Here, we just briefly mention two situations were this bound will be achieved. −1, then we have γ (G) ≤ cn for some c with 0 < c ≤ 1/3 and Minimum Dominating Set can be solved in time min{O
Sketch of the proof. For a graph G with n vertices and m edges. An upper bound for the domination number γ (G) of a graph G in terms of the order n and the minimum degree δ is due to Caro and Roditty [4] . Their bound is given by
In case of δ ≥ 8 this bound yields γ (G) ≤ n/3. An upper bound for the domination number γ (G) of a graph G in terms of the order n and size m is due to Vizing [33] .
His bound is given by
If m > 2n2 9
− 1 this bound evaluates to γ (G) ≤ n/3.
Odds and ends
At the end of the last section we gave an example how to improve the time complexity for Minimum Dominating Set by usage of the edge density of the instance graph. Hence, the following meta question arises:
Given an intractable problem. Can the worst case time complexity be decreased depending on the density of the instances of the problem?
In this section we will present further examples of positive answers for the problems 3-Colourability, Minimum Connected Dominating Set and therefore also Maximum Leaf Spanning Tree.
3-Colourability, Maximum Leaf Spanning Tree, Minimum Connected Dominating Set
Edwards [8] (see also [27] ) has shown that for every constant c > 0 the problem 3-Colourability can be decided in polynomial time for all graphs G with n vertices and δ(G) ≥ cn. This result is based on the following general approach for 3-Colourability: Let D be a dominating set in a graph G = (V , E). Then we can test whether a 3-colouring of D can be extended to a 3-colouring of G by constructing a (straightforward) corresponding 2-satisfiability formula with at most 3|V | variables and 3|E| + 5|V | clauses. Since 2-satisfiability is solvable in linear time O(3|E| + 5|V |), we can decide 3-Colourability and determine a proper 3-colouring in time O(3 |D| * |E|). Now inserting the additional constraint δ(G) ≥ cn in the formula of Arnautov [1] and Payan [26] 
yields that G has to contain a dominating set of size O(ln(n)). Now a guided brute force procedure for obtaining a dominating set of G of logarithmic size together with the general approach leads to an efficient algorithm and to Edwards result. However, Edwards [8] also provides us with a counterpart to his latter result: Let c, β > 0 be fixed. Then 3-Colourability restricted to graphs G = (V , E) with |V | = n and δ(G) ≥ cn 1−β , remains NP-complete. Since the condition δ(G) ≥ cn for some c > 0 for a graph G = (V , E) implies |E| ≥ cn2/2 we will now consider the relaxation of the minimum degree constraint by an edge density constraint.
Given a graph G with n vertices and m > cn2/2 edges for some c > 0. Can 3-Colourability be decided in polynomial time?
The disjoint union of a complete graph and isolated vertices generates an infinite class of graphs with an appropriate edge density which no longer have logarithmic size. A folklore approach for 3-Colourability in general is by generating all maximal independent sets in a graph. As previously mentioned this task can be settled in time O (1.4422 n ) by the result of Moon and Moser [24] . This approach can be refined by generating all maximal independent sets in a graph G containing a specified vertex u. We obtain all those maximal independent sets by generating all maximal independent sets in the graph ). This is an immediate consequence of the classical theorem of Turán, guaranteeing the existence of a complete graph of order four in case of a size m > 2/3(
).
Finding a minimum dominating set in a graph, which induces a connected graph, is a equivalent to the problem of finding a spanning tree with a maximum number of leaves. This problem is known as Maximum Leaf Spanning Tree (MLST). It is NP-hard, even for cubic graphs [21] . Ding, Johnson and Seymour [6] proved a sufficient condition for the existence of a spanning tree with > t leaves:
Let G = (V , E) be a simple connected graph with |E| ≥ |V | + 
Minimum Edge Dominating Set, Minimum Maximal Matching, Minimum Independent Dominating Set
Since the problem Minimum Independent Dominating Set compared to Minimum Dominating Set is easier to handle, we can expect a better time bound. Thus, it is not surprising that another obvious implication of Moon and Mosers result [24] that there exist at most 3 n/3 maximal independent sets, is the algorithmic bound O(1.4422 n ) for Minimum Independent Dominating Set. Considering the edges (instead of vertices) of a graph leads to the problem Minimum Edge Dominating set. Can Minimum Edge Dominating set be solved in less than O(2 m ) steps for graphs G with m edges? Basically identical to this problem is the task to find a maximal matching of minimum cardinality of a graph, called Minimum Maximal Matching. Otherwise, there would be a graph G and a minimum edge dominating set D, which is not a maximal matching and which has a minimum number of adjacent edge pairs in D. But then there exists at least one pair of adjacent edges e, f in D. Since D is a minimal set, there has to exist an edge h, which is adjacent to f , but not adjacent to any other edge of D − {f }.
But now D = (D − {f }) ∪ {h} is likewise a minimum edge dominating set of G with a smaller number of adjacent edge pairs, a contradiction. Thus, there always exists a minimum edge dominating set which is likewise a (minimum) maximal matching and the problems Minimum Edge Dominating Set and Minimum Maximal Matching can be solved by the same exact algorithm. Now we consider the line graph L(G) of a given graph G. For a graph G, the line graph L(G) has the edges of G as its vertices and distinct edges of G are adjacent in L(G) if they are adjacent in G. Obviously, the problem Minimum Maximal Matching in general graphs is identical to the problem Minimum Independent Dominating Set restricted to line graphs. Thus, we obtain for Minimum Maximal Matching and Minimum Edge Dominating Set the worst case running time O * (1, 4422 m ) for graphs G of order n and size m.
Conclusion
In this work we have investigated exact algorithms for several intractable graph-theoretic problems. Our main result states that a minimum optional dominating set in a graph of order n can be found in time O * (1.8899 n ). A very useful ingredient in this study was our basic tool of guided brute force procedures and a sophisticated usage of matching techniques. We also show that the worst case time complexity can often be decreased depending on the density of the instance graph of the problem. Especially, the following problems were considered: 3-Colourability, Minimum Connected Dominating Set (∼Maximum Leaf Spanning Tree), Minimum Independent Dominating Set, Minimum Edge Dominating set and Minimum Maximal Matching. Since the family of domination-type problems is very large, it would be interesting to try to adapt our methods to related problems.
