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Numerical relativity became a powerful tool to investigate the dynamics of binary prob-
lems with black holes or neutron stars as well as the very structure of General Relativity.
Although public numerical relativity codes are available to evolve such systems, a proper
understanding of the methods involved is quite important. Here we focus on the numeri-
cal solution of elliptic partial differential equations. Such equations arise when preparing
initial data for numerical relativity, but also for monitoring the evolution of black holes.
Because such elliptic equations play an important role in many branches of physics, we
give an overview of the topic, and show how to numerically solve them with simple
examples and sample codes written in C++ and Fortran90 for beginners in numerical
relativity or other fields requiring numerical expertise.
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1. Introduction
Numerical relativity is now a mature science, the purpose of which is to investigate
non-linear dynamical spacetimes. A traditional example of the application and im-
portance of numerical relativity concerns the modelling of gravitational-wave emis-
sion and consequent detection. In order to detect gravitational waves(GWs) from
black hole-neutron star (BH-NS), BH-BH or NS-NS binaries, one needs to accurately
understand the waveforms from these sources in advance, because their signals are
quite faint for our detectors.1 To understand why the problem is so difficult, consider
Newtonian gravity, as applied to systems like our very own Earth-Moon. In New-
ton’s theory, binary systems can move on stable, circular or quasi-circular orbits.
However, in binary systems heavy enough or moving sufficiently fast, the effects of
General Relativity become important, and the notion of stable orbits is no longer
valid: GWs take energy and angular momentum away from the system and energy
conservation implies that the binary orbit shrinks until finally the objects merge and
presumably form a final single object. Accordingly, the evolution of binary stars can
be divided into an inspiral, merger and a ring-down phase.2
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2In the inspiral phase, GW emission is sufficiently under control by using slow-
motion, Post-Newtonian expansions because the stars are distant from each other
and their gravitational forces can be described in a perturbation scheme.3, 4 The
ringdown phase describes the vibrations of the final object. Because of the unique-
ness theorems,5 GWs can be computed by BH perturbation methods.6, 7 Advanced
BH perturbation methods are reviewed in Ref.8 Numerical Relativity enables us to
obtain the GW form in all phases.9–11
Furthermore, we note that techniques of numerical relativity are also available in
a variety of contexts. For example, but by no means the only one, it became popular
to investigate the nature of higher dimensional spacetimes,12 most specially in the
framework of large extra dimensions.13–16 It was pointed out that a micro BH can
be produced from high energy particle collisions at the Large Hadron Collider(LHC)
and beyond,17, 18 and while some works use shock wave collisions19–21 the full-blown
numerical solution is clearly desirable to investigate the nature of gravity with
high energy collisions in four dimensional spacetime.22–25 If we consider spacetime
dimensions higher than four in our simulations, larger computational resources will
be required. However, it can be reduced to four dimensional problem with small
changes assuming the symmetry of spacetimes.26–31 As a result, to investigate the
nature of higher dimensional spacetimes is in the scope of numerical relativity.32–34
Fortunately, open source codes to evolve dynamical systems with numerical rel-
ativity are available.35–38 All that one needs to do is to prepare the initial data
describing the physics of the problem one is interested in. Here, we explain pre-
cisely how this is achieved, to prepare initial data for numerical relativity in this
paper. Briefly, it amounts to solving an elliptic partial differential equation (PDE)
and we explain how to solve the elliptic PDE from the numerical point of view of
beginners in numerical studies.
2. ADM formalism
In numerical relativity, we regard our spacetimes as the evolution of spaces.We begin
by showing how to decompose the spacetime into timelike and spacelike components
in the ADM formalism.39–41 Then, we derive evolution equations from Einstein’s
equations along the lines of York’s review.42
2.1. Decomposition
First, we introduce a family of three-dimensional spacelike hypersurfaces Σ in four-
dimensional manifold V . Hypersurfaces Σ are expressed as the level surfaces of a
scalar function f and are not supposed to intersect one another. We can define a
one-form Ωµ = ∇µf which is normal to the hypersurface.
Let gµν be a metric tensor in four-dimensional manifold V . The norm of one-form
Ωµ can be written by a positive function α as
gµνΩµΩν = − 1
α2
, (1)
3where α is called lapse function. We define a normalized one-form by
ωµ = αΩµ, g
µνωµων = −1. (2)
The orthogonal vector to a hypersurface Σ is written by
nµ = −gµνων , (3)
whose minus sign is defined to direct at the future and we note that this timelike
vector satisfies nµnµ = −1 by definition.
2.1.1. Induced metric
The induced metric γµν on Σ and the projection tensor ⊥µν from V to Σ are given
by the four-dimensional metric gµν ,
γµν = gµν + nµnν , (4)
⊥µν = δµν + nµnν , (5)
where one can show nµγµν = 0, which yields that timelike components of γµν vanish
and only spacelike components γij exist. The induced covariant derivative Di on Σ
is also defined in terms of the four-dimensional covariant derivative ∇µ.
Diψ = ⊥ρi ∇ρψ, (6)
DjW
i = ⊥ρj⊥iλ ∇ρWλ, (7)
where ψ and Wλ denote arbitrary scalar and vector on Σ. By a straightforward
calculation, one can show that the induced covariant derivative satisfies Diγjk = 0.
2.1.2. Curvature
Riemann tensor on Σ is defined using an arbitrary vector W i by
D[iDj]Wk =
1
2
R ℓijk Wℓ, (8)
Rijkℓnℓ = 0, (9)
where [ ] denotes the antisymmetric operator for indices and Rijkℓ denotes Riemann
tensor on Σ. Ricci tensor is determined by the contraction of the induced metric
and Riemann tensor on Σ. Ricci scalar is also determined by the contraction of the
induced metric and Ricci tensor.
We define the extrinsic curvature on Σ, which describes how the hypersurface is
embedded in the manifold V . The extrinsic curvature is defined by
Kµν = − ⊥ρµ⊥λν ∇(ρnλ), (10)
where ( ) denotes the symmetric operator for indeces. One can also show that the
extrinsic curvature is spacelike by multiplying the normal vector nµ in the same
manner as γµν . In addition, by the definition of the projection tensor, we obtain the
4following relation between the covariant derivative of the normal vector and their
projection,
∇µnν =
(⊥ρµ −nµnρ) (⊥λν −nλnν)∇ρnλ
= ⊥ρµ⊥λν ∇ρnλ− ⊥λν nµnρ∇ρnλ− ⊥ρµ nνnλ∇ρnλ + nµnνnρnλ∇ρnλ
= ⊥ρµ⊥λν ∇ρnλ − nµnρ∇ρnν , (11)
where the relation nλnλ = −1 is used in the last equation. Then, the extrinsic
curvature can be rewritten by
Kµν = −1
2
{∇µnν +∇νnµ + nµnρ∇ρnν + nνnρ∇ρnµ}
= −1
2
{γνρ∇µnρ + γµρ∇νnρ + nρ∇ργµν}
= −1
2
£nγµν , (12)
where £nγµν denotes the Lie derivative of the tensor γµν along the vector n
µ. The
geometrical nature of the three-dimensional hypersurfaces can be determined by the
induced metric and extrinsic curvature on Σ. Kij and γij must satisfy the following
geometrical relations to embed Σ in V .
2.1.3. Geometrical relations
We derive geometrical relations by the projection of the four-dimensional Riemann
tensor to the hypersurface Σ. First, in order to obtain the relation between the
four-dimensional Riemann tensor Rµνρλ and the three-dimensional Riemann ten-
sor Rijkℓ, we rewrite the definition of Rijkℓ with Rµνρλ and the extrinsic curvature,
⊥µi ⊥νj⊥ρk⊥λℓ Rµνρλ = Rijkℓ +KikKjℓ −KjkKiℓ. (13)
Eq. (13) is called Gauss’ equation. Secondly, we project the four-dimensional Rie-
mann tensor contracted by an orthogonal normal vector nλ.
⊥µi ⊥νj⊥ρk Rµνρλnλ = DjKik −DiKjk. (14)
Eq. (14) is called Codazzi’s equation. Finally, we consider a Lie derivative of the
extrinsic curvature to the time direction. We define a timelike vector tµ with a lapse
function and a shift vector βµ which satisfies Ωµβ
µ as
tµ = αnµ + βµ. (15)
Then, with the Lie derivative along tµ and βµ, we rewrite the four dimensional
Riemann tensor contracted by two orthogonal normal vectors as
⊥µi ⊥νj Rµρνλnρnλ =
1
α
[£t −£β]Kij −KiℓKℓj −
1
α
DiDjα, (16)
which Eq. (16) is called Ricci’s equation.
52.2. Decomposition of Einstein’s equations
Let us now use the geometric relations to decompose Einstein’s equations. Let us
for convenience define the Einstein tensor Gµν ,
Gµν ≡ Rµν − 1
2
gµνR =
8πG
c4
Tµν , (17)
where G denotes the gravitational constant and c denotes the speed of light and
hereafter we set G = c = 1 for simplicity. We start by decomposing the energy
momentum tensor as
Tµν = Sµν + 2j(µnν) + ρnµnν , (18)
where ρ ≡ Tµνnµnν , jµ ≡ − ⊥ρµ Tρλnλ and Sµν ≡⊥ρµ⊥λν Tρλ.
We multiply Gauss’ equation (13) by an induced metric γik and obtain
⊥νj⊥λℓ [Rνλ −Rµνρλnµnρ] = Rjℓ +KKjℓ −K ijKiℓ. (19)
In addition, Eq. (19) contracted by γjℓ gives twice as much as the Einstein’s tensor
contracted by two orthogonal normal vectors nµ and nν . Then, we obtain
R+K2 −KijKij = 16πρ. (20)
Similarly, Codazzi’s equation (14) contracted by γjk results in
DjK
j
i −DiK = 8πji. (21)
Note that Eq. (20) and Eq. (21) are composed of only spacelike variables and should
be satisfied on each hypersurface Σ because they do not depend on time. There-
fore, Eq. (20) and Eq. (21) are called the Hamiltonian and momentum constraints,
respectively.
Finally, let us rewrite Ricci’s equation (16). Einstein’s equations (17) can also
be expressed with the trace of the energy momentum tensor T ≡ gµνTµν as
Rµν = 8π
[
Tµν − 1
2
gµνT
]
. (22)
The projection of Einstein’s equations (22) yields
⊥µi ⊥νj Rµν = 8π
[
Sij − 1
2
γij (S − ρ)
]
, (23)
where S = γijSij . Ricci’s equation (16) is rewritten with Eq. (19) and Eq. (23) as
£tKij = £βKij + α
(Rij − 2KiℓK ℓj +KijK)−DjDiα
−8πα
[
Sij +
1
2
(ρ− S)γij
]
. (24)
62.3. Propagation of Constraints
In ADM formalism, Einstein’s equations are regarded as evolution equations in time
with the geometrical constraints on each hypersurface. In general, it is numerically
expensive to guarantee the constraints on each step because we must solve elliptic
PDEs as described in Sec. 3.1. However, in principle, one does not have to solve the
constraint equations if the initial data satisfy the constraints.43–45 This works as
follows. We first define the following quantities,
C ≡ (Gµν − 8πTµν)nµnν , (25)
Cµ ≡ − ⊥ρµ (Gρν − 8πTρν)nν , (26)
Cµν ≡ ⊥ρµ⊥λν (Gρλ − 8πTρλ) , (27)
where C = 0 corresponds to the Hamiltonian contstraint, Cµ = 0 correspond to
the momentum constraints and Cµν = 0 denote the evolution equations in ADM
formalism. Einstein’s equations can be decomposed in terms of C,Cµ and Cµν as
Gµν − 8πTµν =
(⊥ρµ −nµnρ) (⊥λν −nνnλ) (Gρλ − 8πTρλ)
= Cµν + nνCµ + nµCν + nµnνC. (28)
Thanks to the Bianchi identity which is a mathematical relation for the Riemann
tensor, the covariant derivative of Einstein’s tensor vanishes. Besides, the covariant
derivative of the energy momentum tensor which appears in the right-hand-side of
Einstein’s equations denotes the energy conservation law,
∇ν (Gµν − 8πTµν) = 0. (29)
Let us project the covariant derivative of Einstein’s equations to nµ direction and
to the spatial direction with ⊥ρµ.
nµ∇ν (Gµν − 8πTµν) = −CµνDνnµ − 2Cµnν∇νnµ −DµCµ − C∇µnµ − nµ∇µC,
(30)
⊥ρµ ∇ν (Gρν − 8πTρν) = DνCνµ + Cµρnν∇νnρ + 2nν∇νCµ − Cρnµnν∇νnρ, (31)
whereDµ denotes the covariant derivative with respect to the induced metric, noting
that Cµ and Cµν are spatial. Thus, we show the propagation of constraints along
the timelike vector as
nµ∇µC = −CµνDνnµ − 2Cµnν∇νnµ −DµCµ − C∇µnµ, (32)
nν∇νCµ = −1
2
DνCµν − 1
2
Cµρn
ν∇νnρ + 1
2
Cρnµn
ν∇νnρ. (33)
Therefore, we can keep the Hamiltonian and momentum constraints satisfied during
evolution, as long as we evolve the initial data satisfying the constraints C = 0 and
Cµ = 0 on Σ by the evolution equation Cµν = 0. It should be noted that the
ADM evolution equations are numerically unstable and not suitable for numerical
evolutions; instead one uses hyperbolic evolution equations for time integration, for
example, BSSN and Z4 evolution equations.26, 46–49
73. Initial Condition for Numerical Relativity
As emphasized in Sec. 2.2, initial data cannot be freely specified, as it needs to satisfy
the Hamiltonian and momentum constraints on a hypersurface Σ. In general, the
problem of constructing initial data is called “Initial Value Problem”. The standard
method for solving an initial value problem is reviewed in Ref.50, 51 In this section, we
derive the equations for the initial value problem and then introduce some examples
as initial data for numerical relativity.
3.1. Initial Value Problem
There are twelve variables(γij,Kij) as the metric part to be determined and four
constraint equations in ADM formalism. One can obtain four variables by solving
constraints after assuming eight variables by physical and numerical reasons.
3.1.1. York-Lichnerowicz conformal decomposition
To begin with, we introduce the conformal factor ψ as
γij = ψ
4γ˜ij , (34)
where we define det γ˜ij ≡ 1 and we have one degree of freedom in ψ and five degrees
of freedom in γ˜ij . By the conformal transformation, the following relations between
variables with respect to γij and γ˜ij are immediately given by
Γijk = Γ˜
i
jk +
2
ψ
[
δijD˜kψ + δ
i
kD˜jψ − γ˜ilγ˜jkD˜lψ
]
, (35)
R = R˜ψ−4 − 8ψ−5△˜ψ, (36)
where D˜i, Γ˜
i
jk, R˜ and △˜ are respectively covariant derivative, Ricci scalar, Christoffel
symbol and Laplacian operator defined by △˜ψ = γ˜ijD˜iD˜jψ with respect to γ˜ij .
3.1.2. Transverse-Traceless decomposition
As for the extrinsic curvature, we start by decomposing it into a trace and a trace-
free part,
Kij = Aij +
1
3
γijK, (37)
where γijAij = 0 and K = γ
ijKij and we have one degree of freedom in K and
five degrees of freedom in Aij . Then, we also define the conformal transformation
for Aij as
Aij = ψ
−2A˜ij . (38)
According to the definition of derivatives with respect to γij and γ˜ij , we obtain the
following relation,
DjA
ij = ψ−10D˜iA˜
ij . (39)
8In addition, we decompose the conformal traceless tensor A˜ij into a divergenceless
part and a “derivative of a vector”Wj part. Hereafter we assume the divergenceless
part vanishes for simplicity. The conformal traceless extrinsic curvature is described
by
A˜ij = D˜iWj + D˜jWi − 2
3
γ˜ijD˜kW
k. (40)
The covariant derivative of A˜ij is written by
D˜iA˜
i
j = △˜Wj + D˜iD˜jW i −
2
3
D˜jD˜kW
k
= △˜Wj + 1
3
D˜jD˜kW
k + R˜ijW i, (41)
where we used the definition of Riemann tensor.
3.1.3. Constraints as initial value problem
With the above conformal transformation, the Hamiltonian and momentum con-
straints are rewritten as
△˜ψ − 1
8
R˜ψ + 1
8
A˜ijA˜
ijψ−7 − 1
12
K2ψ5 = 16πψ5ρ, (42)
△˜Wi + 1
3
D˜iD˜kW
k + R˜ijW j − 2
3
ψ6D˜iK = 8πψ
6ji. (43)
3.2. Schwarzschild Black Hole
Let us consider an exact solution of Einstein’s equations as initial data for numerical
relativity. The Schwarzschild BH is the simplest BH solution in static and spherically
symmetric spacetimes.52 The line element of the Schwarzschild BH in spherical
coordinates (r¯, θ, φ) is given by
ds2 = −f0dt2 + f−10 dr¯2 + r¯2
(
dθ2 + sin2 θdφ2
)
, (44)
where we define f0 with BH mass M ,
f0(r¯) = 1− 2M
r¯
. (45)
Let us define the coordinate transformation by
r¯2 ≡ ψ40r2, (46)
dr¯2
1− 2Mr¯
≡ ψ40dr2, (47)
where r denotes the isotropic radial coordinate and we introduce a scalar func-
tion ψ0. Then, we solve r¯ under the coordinate transformation and obtain ψ0 and
the relation between r¯ and r as
ψ0 = 1 +
M
2r
, (48)
dr¯
dr
=
(
1 +
M
2r
)(
1− M
2r
)
. (49)
9After straightforward calculations, the line element is rewritten by
ds2 = −
(
1− M2r
1 + M2r
)2
dt2 +
(
1 +
M
2r
)4 [
dr2 + r2dθ2 + r2 sin2 θdφ2
]
= −α20dt2 + ψ40ηijdxidxj , (50)
where ηij denotes the flat metric and we define α0. In the isotropic coordinates, all
spatial metric components remain regular, in contrast to the ones in the standard
Schwarzschild coordinates. The range [2M < r¯ < ∞] in the spherical coordinates
corresponds to [M2 < r < ∞] in the isotropic coordinates. In addition, when we
change to a new coordinate r˜ ≡ (M/2)2 /r, we obtain the same expression as
Eq. (50) with r˜ instead of r. It yields that the range [M2 < r˜ < ∞] corresponds
to [0 < r < M2 ]. The solution is inversion symmetric at r = M/2 and corresponds
to the Einstein-Rosen bridge.53
Obviously, the extrinsic curvature Kij of the Schwarzschild BH vanishes be-
cause the spacetime is static, and therefore the momentum constraints are trivially
satisfied. Besides, the Hamiltonian constraint is also satisfied as
△ ψ0 = 0, (51)
because the Schwarzschild BH is an exact solution of Einstein’s equations.
3.3. Puncture Initial Data
One can analytically solve the momentum constraints with the following conditions,
K = 0 , maximal condition,
γ˜ij = ηij , conformal flatness,
ψ |∞ = 1 , asymptotically flatness .
(52)
The derivative operator becomes quite simple assuming conformal flatness. We also
note that Eq. (42) and Eq. (43) are decoupled with K = const. condition.
3.3.1. Single Black Hole
Next, let us consider a BH with non-zero momentum(P i 6= 0), for which the mo-
mentum constraints become non-trivial. However, a solution to conditions (52) can
still be found. In this case, the momentum constraints are given by
△Wi + 1
3
∂i∂kW
k = 0. (53)
We have a simple solution to satisfy Eq. (53) as
Wi = − 1
4r
[
7Pi + ninjP
j
]
+
1
r2
ǫijkn
jSk, (54)
where P i and Si are constant vectors corresponding to the momentum and spin
of BH and ni ≡ xi/r denotes the normal vector. Then, we obtain the Bowen-York
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extrinsic curvature54 by substituting Eq. (54) into Eq. (40),
A˜
(BY )
ij =
3
2r2
[
Pinj + Pjni − (ηij − ninj)P knk
]
+
3
r3
[
ǫkilS
lnknj + ǫkjlS
lnkni
]
.
(55)
On the other hand, to satisfy the Hamiltonian constraint (42) we must in general
solve an elliptic PDE, even if simple-looking,
△ ψ = −1
8
A˜
(BY )
ij A˜
ij
(BY )ψ
−7. (56)
Let us define the function u as a correction term relative to the Schwarzschild BH,
ψ = 1 +
M
2r
+ u. (57)
We can regularize the Hamiltonian constraint (56) when ru is regular at the origin.
A˜ij is at most proportional to r
−3 at and ψ is proportional to r−1, so that the
divergent behavior of A˜ijA˜
ij is compensated by the ψ−7 term at the origin.
Therefore, the Hamiltonian constraint yields
△ u = −1
8
A˜
(BY )
ij A˜
ij
(BY )ψ
−7. (58)
3.3.2. Multi Black Holes
We can easily prepare the initial data which contains many BHs without any mo-
menta under the condition (52) because the Hamiltonian constraint is the same
as Eq. (51) and we know that the following conformal factor satisfies the Laplace
equation.
ψM = 1 +
N∑
n=1
Mn
2 | x− xn | , (59)
whereMn and xn denote the mass and position of n-th BH, respectively. The initial
data defined with ψ = ψM and A˜ij = 0 is called Brill-Lindquist initial data.
55
As for BHs with non-zero momenta, we also use the Bowen-York extrinsic cur-
vature and the same method for the Hamiltonian constraint as ψ ≡ ψM + u,
△ u = −1
8
ψ−7
N∑
n=1
A˜
(BY,n)
ij A˜
ij
(BY,n). (60)
In principle, it is possible to construct initial data for multi BHs with any momenta
and spins by solving an elliptic PDE.56
3.4. Kerr Black Hole
It should be noted that we have the exact BH solution of a rotating BH for Einstein’s
equations and we can also use it as initial data. The Kerr BH is an exact solution of
11
Einstein’s equations in stationary and axisymmetric spacetime.57 The line element
of the Kerr BH in Boyer-Lindquist coordinates58 is defined by
ds2 = −
(
1− 2MrBL
Σ
)
dt2 − 4aMrBL sin
2 θ
Σ
dtdφ+
Σ
∆
dr2BL +Σdθ
2 +
A
Σ
sin2 θdφ2,
(61)
where
A =
(
r2BL + a
2
)2 −∆a2 sin2 θ, (62)
Σ = r2BL + a
2 cos2 θ, (63)
∆ = r2BL − 2MrBL + a2, (64)
where M and a denote the mass and spin of BH respectively. ∆ vanishes when the
radial coordinate rBL is at the radius of the inner or outer horizon r±, which is a
coordinate singularity.
Let us introduce a quasi-isotropic radial coordinate in the same manner as for
the Schwarzschild BH by
rBL = r
(
1 +
M + a
2r
)(
1 +
M − a
2r
)
, (65)
drBL
dr
= 1− M
2 − a2
4r2
. (66)
Thus, the line element of the Kerr BH yields
ds2 = −a
2 sin2 θ −∆
Σ
dt2 − 4aMrBL sin
2 θ
Σ
dtdφ+
Σ
r2
dr2 +Σdθ2 +
A
Σ
sin2 θdφ2.
(67)
The spatial metric components in the quasi-isotropic coordinates also remain reg-
ular.59, 60 One can show that the extrinsic curvature of the Kerr BH in the quasi-
isotropic coordinates is given by
Krφ =
aM
[
2r2BL
(
r2BL + a
2
)
+Σ
(
r2BL − a2
)]
sin2 θ
rΣ
√
AΣ
, (68)
Kθφ =
−2a3MrBL
√
∆cos θ sin3 θ
Σ
√
AΣ
, (69)
which comes from the shift vector βφ.
4. Apparent Horizon Finder
Now we can perform long-term dynamical simulations containing BHs with numeri-
cal relativity. For the sake of convenience, we usually use the apparent horizon (AH)
to define the BH and investigate the nature of BH during the evolution. In this sec-
tion, we introduce the concept of AH and derive the elliptic PDE to determine the
AH.
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4.1. Apparent Horizon
The region of BH in an asymptotic flat spacetime is defined as the set of spacetime
points from which future-pointing null geodesics cannot reach future null infinity.61
To find the BH, one can use the event horizon(EH) which is defined as the boundary
of such region. It is possible to determine the EH by the data of the numerical
simulation because in principle, one can integrate the null geodesic equation for any
spacetime points forward in time during the evolution,
d2xµ
dλ2
+ Γµνρ
dxν
dλ
dxρ
dλ
= 0, (70)
where xµ and λ denote the coordinates and the affine parameter. The numerical
cost to find the EH is normally high, because we need global metric data.62
We define a trapped surface on the hypersurface Σ as a smooth closed two-
dimensional surface on which the expansion of future-pointing null geodesics is
negative. The AH is defined as the boundary of region containing trapped surfaces
in the hypersurface and is equivalent to the marginally outer trapped surface on
which the expansion of future-pointing null geodesics vanishes.63 The EH is outside
the AH if the AH exists.61 We often use the AH to find the BH in the numerical
simulation instead of the EH because the AH can be locally determined and then
the numerical cost is lower compared with finding the EH.
Let us introduce the normal vector si to the surface and define the induced
two-dimensional metric as
mµν = γµν − sµsν = gµν + nµnν − sµsν , (71)
where γµν denotes the induced metric on the three-dimensional hypersurface Σ. The
null vector is described with si and the normal vector to Σ by
ℓµ =
1√
2
[sµ + nµ] . (72)
Then, the following equation should be satisfied on the AH by definition.
Θ = ∇µℓµ = Disi −K +Kijsisj = 0, (73)
where Θ denotes the expansion of null vector andDi denotes the covariant derivative
with respect to γij .
4.2. Apparent Horizon Finder
We can find the AH during the dynamical simulation by solving Eq. (73).64–66 Let
us define the radius of the AH by
r = h(θ, φ). (74)
Thus, the normal vector si can be described with h(θ, φ) by
s˜i = (1,−h,θ,−h,φ) , (75)
si = Cψ
2s˜i, (76)
C−2 = γ˜ij s˜is˜j , (77)
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where s˜i is introduced for convenience and we raise their indeces of si and s˜i by γ
ij
and γ˜ij respectively. Incidentally, the divergence of the normal vector is given by
Dis
i =
1√
γ
∂i
√
γγijsj , (78)
where γ denotes the determinant of γij . Therefore, we obtain the equation to de-
termine the AH as the elliptic PDE consisting of first and second derivatives of
h(θ, φ). Note that because the AH equation is originally a non-linear elliptic PDE,
we change the AH equation to the flat Laplacian equation with non-linear source
term,64 which has the advantage of fixing the matrix with diagonal dominance men-
tioned in Sec. 5.2.2. Specifically, we solve the following equation.
△θφ h− (2− ζ) h = h,θθ + cos θ
sin θ
h,θ +
1
sin2 θ
h,φφ − (2− ζ)h = S (θ, φ) , (79)
where ζ denotes a constant to be chosen by the problem and the source term is
given by the flat laplacian term and the AH equation as
S (θ, φ) = h,θθ +
cos θ
sin θ
h,θ +
1
sin2 θ
h,φφ − (2− ζ)h+ h
2ψ2
C3
[
Dis
i +Kijs
isj −K]
= 2hξrr − 2hγ˜rθh,θ − 2hγ˜rφh,φ + h2 cot θγ˜θr − h2 cot θ γ˜θφh,φ
−h2ξθθh,θθ − h2ξφφh,φφ + ζh
+
1− C2
C2
[
2hs˜r + h2 cot θs˜θ − h2γ˜θθh,θθ − h2γ˜φφh,φφ
]
+
h2C,is˜
i
C3
+
4h2ψ,is˜
i
C2ψ
− h
2Γ˜j s˜j
C2
− 2h
2γ˜θφh,θφ
C2
+
h2ψ2
C
A˜ij s˜
is˜j − 2h
2ψ2
3C3
K, (80)
where ξij ≡ γ˜ij − ηij .
4.3. Mass and Spin of Black Hole
The area of the AH is defined by
AAH =
∫
S
√
det(gµν) dS, (81)
where S denotes the surface of AH. We also compute the quantities related to the
AH, the polar and equatorial circumfential length(Cp, Ce).
Cp =
∫ π
0
dθ
√
grrh2,θ + grθh,θ + gθθ, (82)
Ce =
∫ 2π
0
dφ
√
grrh2,φ + grφh,φ + gφφ. (83)
If the BH relaxes to a stationary state during the evolution, the BH would be the
Kerr BH because of no-hair theorem. The quantities related to the AH of the Kerr
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BH can be obtained by
AAH = 8πM2BH
(
1 +
√
1− a2
)
, (84)
Ce = 4πMBH , (85)
Cp
Ce =
√
2r+
π
E(
a2
2r+
), (86)
where MBH , a and r+ denote the mass, spin and outer horizon radius defined by
r+ = 1 +
√
1− a2 and E(z) denotes an elliptic integral defined by
E(z) =
∫ π/2
0
√
1− z sin2 θdθ. (87)
5. Numerical Methods for solving elliptic PDEs
Constructing the initial data for numerical relativity is, in general, equivalent to
solving the elliptic PDEs (42) and (43) with appropriate conditions. In order to
solve a binary problem with high accuracy, the spectral method should be the
standard method for solving an elliptic PDEs. In fact, there are useful open source
codes, for example, TwoPuncture67, 68 and LORENE.69
Futhermore, we have to solve another elliptic PDE to find the BH in simulations
within numerical relativity as described in Sec. 4. In this case, fast methods to
solve the ellitptic PDE are preferred. Because there are many elliptic PDE solvers,
the method has to be chosen according to the specific purpose. In this section, we
introduce some classical numerical methods for beginners. It would also be the basis
for Multi-Grid method mentioned in Appendix B.
5.1. Discretization
We should discretize our physical space to the computational grid space by finite
difference method because we cannot take continuum fields into account on the
computer. Consider first one-dimensional problems for simplicity, and introduce
the grid interval ∆x. Taylor expansion of a field Q(x) is given by
Q(x+∆x) = Q(x) + ∆x
∂Q
∂x
+
∆x2
2
∂2Q
∂x2
+
∆x3
6
∂3Q
∂x3
+O(∆x4), (88)
Q(x−∆x) = Q(x)−∆x∂Q
∂x
+
∆x2
2
∂2Q
∂x2
− ∆x
3
6
∂3Q
∂x3
+O(∆x4). (89)
Thus, the derivative of the field Q(x) can be expressed as
∂Q
∂x
(x) =


Qj+1 −Qj
∆x
+O(∆x) , forward difference,
Qj −Qj−1
∆x
+O(∆x) , backward difference,
(90)
where Qj+1, Qj and Qj−1 denote Q(x+∆x), Q(x) and Q(x−∆x) respectively and
both accuracies of the forward and backward difference method for derivatives are
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O(∆x). In addition, the central difference method whose accuracy is O(∆x2) can
be defined by both Taylor expansions as
∂Q
∂x
(x) =
Qj+1 −Qj−1
∆x
+O(∆x2). (91)
Similarly, the second-order derivative of Q(x) is written by
∂2Q
∂x2
(x) =
Qj+1 − 2Qj +Qj−1
∆x2
+O(∆x2). (92)
One can increase accuracy of the calculation by using many points. For example,
using five values Q(x+2∆x), Q(x+∆x), Q(x), Q(x−∆x) and Q(x− 2∆x) around
x, the fourth-order accuracy scheme are defined by
∂Q
∂x
(x) =
−Qj+2 + 8Qj+1 − 8Qj−1 +Qj−2
12∆x
+O(∆x4), (93)
∂2Q
∂x2
(x) =
−Qj+2 + 16Qj+1 − 30Qj + 16Qj−1 −Qj−2
12∆x2
+O(∆x4), (94)
noting that higher accuracy scheme can also be defined. We also note that we can
discretize our space in more than two dimensions in the same way.
5.2. Relaxation Method
Hereafter, let us focus on Poisson equations (△ψ = S) with a field ψ and a source S
as elliptic PDEs. These are a sufficiently general and complex class of problems that
they embody all necessary elements to solve Poisson equation for constructing initial
data for numerical relativity or finding an apparent horizon of BH. We explain how
to solve general elliptic PDEs in Appendix A. One of the simple methods to solve
elliptic PDEs, so-called relaxation method,70–72 is described in this section. Let us
introduce a virtual time τ to solve an elliptic PDE and our equation of elliptic type
can be transformed to the equation of parabolic type as
∂ψ
∂τ
= △ψ − S, (95)
which denotes the original Poisson equation after ψ relaxes by iteration. We adopt
Cartesian coordinates in three-dimensional spaces and discretize the Poisson equa-
tion with second-order accuracy as
ψn+1j,k,l − ψnj,k,l
∆τ
=
ψnj+1,k,l − 2ψnj,k,l + ψnj−1,k,l
∆x2
+
ψnj,k+1,l − 2ψnj,k,l + ψnj,k−1,l
∆y2
+
ψnj,k,l+1 − 2ψnj,k,l + ψnj,k,l−1
∆z2
− Sj,k,l, (96)
where the superscript n denotes the label of virtual time and the subscript j, k and
l denote labels of x−, y− and z−direction, respectively. Therefore, the field in the
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next step of the iteration is determined by
ψn+1j,k,l =
[
1− 2∆τ
(
1
∆x2
+
1
∆y2
+
1
∆z2
)]
ψnj,k,l −∆τ Sj,k,l
+ ∆τ
[
ψnj+1,k,l + ψ
n
j−1,k,l
∆x2
+
ψnj,k+1,l + ψ
n
j,k−1,l
∆y2
+
ψnj,k,l+1 + ψ
n
j,k,l−1
∆z2
]
.(97)
We continue to update the field ψ by the above expression until ψ relaxes and obtain
the solution of the Poisson equation (△ψ = S).
5.2.1. Jacobi Method
In order to discuss method in practice, we consider one-dimensional Poisson equa-
tion and discretize it as
△ ψ = d
2ψ
dx2
= S,
ψj+1 − 2ψj + ψj−1
∆x2
= Sj . (98)
We consider Eq. (98) as the equation to determine ψj ,
ψn+1,Jj =
1
2
[
ψnj+1 + ψ
n
j−1 −∆x2Snj
]
, (99)
where the superscript n denotes the label of time step and we attach the label J on
the field of next time step in Jacobi’s method. Thus, we repeat updating the field
until ψ converges. In other words, the flowchart of Jacobi method is as follows.
1. Give a trial field ψn.
2. We obtain a new field ψn+1 by Eq. (99).
3. Set the obtained field to a new trial field.
4. Repeat these steps (1.-3.) until the change of ψ is within a numerical error.
In addition, it is easy to extend to the three-dimensional Poisson equation as
ψn+1,Jj,k,l =
1
6
[
ψnj+1,k,l + ψ
n
j−1,k,l + ψ
n
j,k+1,l + ψ
n
j,k−1,l + ψ
n
j,k,l+1 + ψ
n
j,k,l−1
]
−∆h2Snj,k,l, (100)
where we define ∆h ≡ ∆x = ∆y = ∆z for simplicity.
5.2.2. Matrix expression
Discretized elliptic PDEs can be expressed by matrices and vectors. Once we de-
scribe the elliptic PDE via a matrix expression, the problem involves solving the
inverse of the matrix. For example, a matrix expression for Jacobi method is given
as follows. We introduce a solution vector ψI and source vector bI . Then, Eq. (98)
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can be expressed as

A00 A01 A02 A03 · · · A0N−1 A0N
1 −2 1 0 · · · 0 0
0 1 −2 1 · · · 0 0
...
...
...
...
. . .
...
...
0 0 0 0 · · · −2 1
AN0 AN1 AN2 AN3 · · · ANN−1 ANN




ψ0
ψ1
ψ2
...
ψN−1
ψN


=


b0
∆x2S1
∆x2S2
...
∆x2SN−1
bN


, (101)
where AIJ is the coefficient matrix corresponding to the Laplacian operator and the
first and last rows of AIJ denote boundary conditions to be determined by physics.
It is formally expressed by AIJψJ = bI and the problem leads to solving the inverse
of coefficient matrix as ψJ = A
−1
IJ bI . There are many methods to numerically solve
the inverse of matrices. In general, Jacobi method for an arbitrary coefficient matrix
is expressed as
AIIψI +
∑
I 6=J
AIJψJ = bI ,
ψn+1,JI =
1
AII

bI −∑
I 6=J
AIJψ
n
J

 . (102)
We note that other elliptic PDEs may not be solvable by the Jacobi method because
the iteration is not always stable; this can be shown by the von Neumann numerical
stability analysis. However, the Poisson equation is fortunately stable, which is
equivalent to that the matrix is diagonally dominant.
5.2.3. Gauss-Seidel Method
In iterative methods to solve Poisson equations as Jacobi method, it depends on a
trial field ψn how fast we obtain solutions. We usually expect that it becomes better
solution as iteration step goes forward. In order to obtain a closer trial field to the
solution, we should actively use updated values. Thus, by Gauss-Seidel method, we
can determine a next trial field as
ψn+1,GSj =
1
2
[
ψnj+1 + ψ
n+1,GS
j−1 −∆x2Snj
]
, (103)
where GS denotes that the field is determined by Gauss-Seidel method. In addition,
the matrix expression for Gauss-Seidel method is given by
AIIψI +
∑
I<J
AIJψJ +
∑
I>J
AIJψJ = bI ,
ψn+1,GSI =
1
AII
(
bI −
∑
I>J
AIJψ
n
J −
∑
I<J
AIJψ
n+1
J
)
. (104)
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5.2.4. SOR Method
It turns out that the Poisson equation is faster to solve with Gauss-Seidel method
than with the Jacobi method, as shown later. Although the speed with which the
numerical solution converges depends on the trial field in iterative methods, the
Gauss-Seidel method gives a “better” field than Jacobi’s in that respect. Thus,
it is possible to accelerate convergence by specifying trial guess of the field more
aggressively. This method is called Successive Over-Relaxation(SOR)method, which
is defined by
ψn+1,Sj = ψ
n
j + ω
(
ψn+1,GSj − ψnj
)
, (105)
where the superscript S denotes the label of SOR method and ω denotes an accel-
eration parameter whose range is defined in 1 ≤ ω < 2 by the stability analysis.
When we set the acceleration parameter as unity, SOR method is identical to the
Gauss-Seidel method by definition.
6. Results
In this section, we introduce sample codes to solve Poisson equations using different
methods. These codes are sufficiently general that they can be applied to other
problems in physics, provided one slightly changes the source term and boundary
conditions.
6.1. Code Tests
As tests for our codes, we use the following analytical solutions. We show numeri-
cal results of Poisson equations with simple linear source and sufficiently non-linear
source. In addition, the code to find the AH of the Kerr BH is also shown as an exam-
ple. Some sample codes parallelized with OpenMP are also available Appendix C.
6.1.1. Linear source
Let us consider simple source term for the Poisson equation as
△ ψ = d
2ψ
dx2
= 12x2. (106)
In numerical computation, we set the range as 0 ≤ x ≤ 1 and boundary conditions
by
dψ
dx
∣∣∣∣
x=0
= 0 , NeumannB.C.,
ψ
∣∣
x=1
= 1 , DirichletB.C.. (107)
Then, we obtain the analytical solution by integrating Eq. (106) twice with bound-
ary conditions (107),
ψ(x) = x4. (108)
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Arbitrary initial guess for the solution can be given and we set ψ(x) = 1 at initial
for those boundary conditions. We set the resolution of the computational grid
as ∆x = 1/100. Fig. 1 (a) shows the numerical solution by Jacobi method as
compared to the analytical solution. We note that the accuracy of the numerical
result depends on the computational resolution and how the accuracy increase with
resolution depends on the scheme of discretization; Fig. (b) is compatible with
second-order accuracy. We compare Poisson solvers in Fig. 1 (c) by the time steps
needed to obtain the solution. Curves show the difference of methods and we choose
the Jacobi method, Gauss-Seidel method, SOR methods with ω = 1.5 and ω = 1.9.
The SOR method gives the solution about 10-100 times faster than Jacobi method,
and depends on the acceleration parameter ω.
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Fig. 1. (a) Numerical solution by Jacobi method compared to the analytical solution. (b) The
convergence test by the maximum relative error between analytical solution and numerical re-
sult as a function of the resolution. (c) The difference of iterative time steps needed to converge
among methods to solve the Poisson equation. Vertical axis denotes the relative error between the
numerically obtained solution and analytical solution at x = 0.
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6.1.2. Non-linear source
Next, let us consider a weak gravitational field, namely Newtonian gravitational
source. A gravitational potential Φ can be determined by the Poisson equation,
△ Φ = −4πρ, (109)
where we omit the Newton constant by using G = 1 units. Suppose gravitational
sources are distributed with spherical symmetry as
ρ(r) =
{
ρ0
(
1− r2) , r < 1,
0, r ≥ 1, (110)
where ρ0 is a constant. Corresponding Poisson equation is rewritten by
△ Φ = 1
r2
∂
∂r
[
r2
∂
∂r
]
Φ+
1
r2 sin θ
[
sin θ
∂
∂θ
]
Φ +
1
r2 sin2 θ
∂2
∂φ2
Φ = −4πρ
1
r2
∂
∂r
[
r2
∂
∂r
]
Φ = −4πρ.
(111)
Thus, we obtain the analytical solution of the source (110) by solving the equations
separately as the region (r > 1) with the boundary condition Φ→ 0 at infinity and
(r ≤ 1) with the regularity condition at the origin.
Φ(r) =


πρ0
[
r4
5
− 2r
2
3
+ 1
]
, r ≤ 1,
8πρ0
15r
, r > 1.
(112)
We consider this analytical solution to test our code. The Poisson equation with
spherical symmetry can be regarded as one dimentional Poisson equation with the
non-linear source in our method,
∂2Φ
∂r2
= −4πρ− ∂Φ
∂r
, (113)
whose range to be considered as 0 ≤ x ≤ 10 and boundary conditions are set as
dΦ
dr
∣∣∣∣
r=0
= 0 , NeumannB.C.,
d (rΦ)
dr
∣∣∣∣
r=10
= 0 , RobinB.C., (114)
where the Robin boundary condition is chosen because we expect Φ→ r−1 at large
distance. Fig. 2 (a) shows the source distribution and (b) shows the numerical result
by solving the Eq. (113). The result is obtained with 400 grid points but shown with
only 40 points.
21
 0
 0.2
 0.4
 0.6
 0.8
 1
 0  2  4  6  8  10
ρ/
(4pi
)
R
 0
 0.05
 0.1
 0.15
 0.2
 0.25
 0.3
 0  2  4  6  8  10
Φ
R
Analytical solution
Numerical results
(a) (b)
Fig. 2. (a) Distribution of the gravitational source as a function of R. (b) Numerical solution of
the non-linear source by SOR method compared to analytical solution.
6.1.3. Apparent Horizon of Kerr Black Hole
Let us apply our code for Poisson solver to solving the AH of Kerr BH. The AH
equation (79) should be reduced to simpler equation with axisymmetry ∂φ = 0.
The normal vector si is defined with axisymmetry and the normalization C is
determined by the Kerr metric as
s¯i = [1,−h,θ, 0] , si = Cs¯i, (115)
C−2 = γij s¯is¯j = γ
rr + γθθh2,θ. (116)
To be concrete, we note that the non-trivial part of the AH equation with axisym-
metry in isotropic coordinates can be written by
Dis
i =
1√
γ
∂i
√
γγijsj
= −C
h
γrr +
C
2Σ
(
Σ,rγ
rr − Σ,θγθθh,θ
)
+
C
2A
(
A,rγ
rr −A,θγθθh,θ
)
−Cγθθ cot θh,θ + Cγrr,r − Ch,θγθθ,θ − Cγθθh,θθ
−C
3
2
γrr
[
γrr,r + γ
θθ
,r h
2
,θ
]
+
C3
2
γθθh,θ
[
γrr,θ + γ
θθ
,θ h
2
,θ + 2γ
θθh,θh,θθ
]
,(117)
where
drBL
dr
= 1− M
2 − a2
4r2
, C,i = −C
3
2
[
γrr,i + γ
θθ
,i h
2
,θ + 2γ
θθh,θh,θi
]
,
Σ,r = 2rBL
drBL
dr
, Σ,θ = −2a2 cos θ sin θ, ∆,r = 2 (rBL −M) drBL
dr
,
A,r = 4
(
r2BL + a
2
)
rBL
drBL
dr
−∆,ra2 sin2 θ, A,θ = −2∆a2 sin θ cos θ,
γrr,r =
2rΣ− r2Σ,r
Σ2
, γrr,θ = −
r2Σ,θ
Σ2
, γθθ,r = −
Σ,r
Σ2
, γθθ,θ = −
Σ,θ
Σ2
. (118)
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On the other hand, we can also solve the AH in Boyer-Lindquist coordinates,
only to change the following part.
Dis
i =
C
2Σ
(
Σ,rγ
rr − Σ,θγθθh,θ
)
+
C
2A
(
A,rγ
rr −A,θγθθh,θ
)− C
2∆
∆,rγ
rr
−Cγθθ cot θh,θ + Cγrr,r − Ch,θγθθ,θ − Cγθθh,θθ
−C
3
2
γrr
[
γrr,r + γ
θθ
,r h
2
,θ
]
+
C3
2
γθθh,θ
[
γrr,θ + γ
θθ
,θ h
2
,θ + 2γ
θθh,θh,θθ
]
.(119)
In Fig. 3 (a), we show the surface of AH of the Schwarzschild BH in isotropic
coordinates with the code “sor AHF SBH ISO.f90” and show the three dimensional
shape of the AH in 1/8 spaces of computational grid. Fig. 3 (b) shows the difference
of the shape on x-z two dimensional plane among different spin parameters with the
code “sor AHF KBH ISO.f90”. The AH radius shrinks as the spin of BH increses.
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Fig. 3. (a) AH surface of the Schwarzschild BH computed by the AH finder with SOR method.
(b) The AH radius dependence of Kerr BH in isotropic coordinates by the spin parameter.
6.2. Kerr Black Hole and Single Puncture Black Hole
As the last example, let us compare Kerr BH to single puncture BH with a spin as
initial data for numerical relativity. A Kerr BH in quasi-isotropic coordinates can
be used as the initial data discussed in Sec. 3.4. A single puncture BH is obtained
by solving the Hamiltonian constraint (58) without any momenta P i = 0 and with
a spin Sz in the Bowen-York extrinsic curvature (55).
In order to check whether our AHF for this comparison works well, in Fig. 4 (a)
we show the relation between AH area of the Kerr BH and AH radius in isotropic
coordinates as a function of spin parameter. The blue line denotes the analytical
AH area and red crosses denote numerical results by solving AH equation for Kerr
BH. The green circles show the coordinate radii where the AHs with different are
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located. Much larger computational resources should be required to obtain the solu-
tion with a high BH spin because high resolution in the coordinate radius is required
in this regime.
We perform numerical relativity simulations with the initial data of single punc-
ture BH and Kerr BH in Fig. 4 (b). The BSSN evolution equations which give
stable dynamical evolution46–48 are adopted in these simulations. The color differ-
ence shows the difference among spins and the type of lines denotes the difference
between Kerr BH and single puncture BH. The spins of single puncture BHs settle
down at late time, which shows BHs relax to almost the stationary state and one
can compare results of Kerr BHs at late time. The single puncture BH with the
higher spin does not reach at the spin which we expect. This is because we assume
the conformal flatness for constructing puncture BH but Kerr BH should not be ex-
pressed by the conformal flat metric. However, it should be noted that the puncture
BH can represent the small spin BH well and it is actually powerful to construct
the initial data for multi BHs system.
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Fig. 4. (a) The relation between the AH area and the spin of Kerr BH. The radius corresponding
to the area in the quasi-isotropic coordinates is also shown. (b) The difference between puncture
BH with a spin and Kerr BH.
7. Conclusions
In these notes, we showed how to prepare the initial data for numerical relativity
and how to obtain the apparent horizon of BHs, which are reduced to solving elliptic
PDEs in general. We presented several BH solutions as initial data for numerical
relativity and described several numerical methods to solve elliptic PDEs. In par-
ticular, sample codes to solve Poisson equations with linear and non-linear sources
are available online to public users. It is worth noting that these simple, “classical”
methods are still powerful enough to be of use for current problems. In addition, we
note that modern methods (e.g. Multi-Grid method) can help to eventually upgrade
24
these classical methods in terms of numerical costs and consuming-time. Of course,
one should carefully choose which method to use to solve elliptic PDEs, according
to the problem at hand.
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Appendix A. LDU decomposition
In this Appendix, we describe how to numerically solve only the Poisson equation.
However, we can also solve general elliptic PDEs in principle, namely, in case except
for the problem with diagonally dominant matrix. A system of linear equations can
be expressed by the matrix described in Sec. 5.2.2 as
AIJψJ = bI . (A.1)
Let us decompose a matrix AIJ into the lower and upper triangular matrices defined
as LIJ and UIJ respectively,
AIJ ≡ LIKDKKUKJ
=


1 0 0 · · · 0
L21 1 0 · · · 0
L31 L32 1 · · · 0
...
...
...
. . .
...
LN1 LN2 LN3 · · · 1




D11 0 0 · · · 0
0 D22 0 · · · 0
0 0 D33 · · · 0
...
...
...
. . .
...
0 0 0 · · · DNN




1 U12 U13 · · · U1N
0 1 U23 · · · U2N
0 0 1 · · · U3N
...
...
...
. . .
...
0 0 0 · · · 1

 ,
(A.2)
where DKK denotes the diagonal matrix. Then, the solution vector can be solved
ψJ step by step as
bI = AIJψJ = LIKDKKUKJψJ ,
= LIKDKKξK , (A.3)
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where
ξK ≡ UKJψJ . (A.4)
Thus, it is easy to obtain the solution as the following precedures. First, we obtain
an auxiliary vector ξK as
ξ1 = b1/D11,
ξ2 = (b2 − L21D11ξ1) /D22,
ξ3 = (b3 − L31D11ξ1 − L32D22ξ2) /D33,
...
...
ξN =
(
bN −
N−1∑
I=1
LNIDIIξI
)
/DNN , (A.5)
solving Eq. (A.3) from ξ1 to ξN ,
D11ξ1 = b1,
L21D11ξ1 +D22ξ2 = b2,
L31D11ξ1 + L32D22ξ2 +D33ξ3 = b3,
...
...
N−1∑
I=1
LNIDIIξI +DNNξN = bN . (A.6)
Therefore, the solution vector ψJ is written by
ψN = ξN ,
ψN−1 = ξN−1 − UN−1NψN ,
...
...
ψ1 = ξ1 −
2∑
I=N
U1IψI , (A.7)
similarly solving Eq. (A.4) from ψN to ψ1,
ψN = ξN ,
UN−1NψN + ψN−1 = ξN−1,
...
...
2∑
I=N
U1IψI + ψ1 = ξ1. (A.8)
As the last of this section, we note how we compute the lower and upper matrices
from our matrix AIJ , which is the time-consuming part. The matrix AIJ is written
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with the diagonal, lower and upper triangular matrices by
AIJ = DIJ +
∑
K<I LIKDKKUKJ , diagonal (I = J),
AIJ = DIIUIJ +
∑
K<I LIKDKKUKJ , upper (I < J),
AIJ = LIJDJJ +
∑
K<J LIKDKKUKJ , lower (I > J).
(A.9)
Thus, the components of marices are obtained in turn by
DII = AII −
∑
J<I
LIJDJJUJI , (A.10)
UIJ =
1
DII
(
AIJ −
∑
K<I
LIKDKKUKJ
)
, (A.11)
LIJ =
1
DJJ
(
AIJ −
∑
K<J
LIKDKKUKJ
)
, (A.12)
Although LDU decomposition allows us to numerically solve general elliptic PDEs,
the large numerical costs will be required in many cases.
Appendix B. Multi-Grid method
Multi-Grid method is proposed by R. Fedorenko and N. Bakhvalov and developed
by A. Brandt.73–76 The SOR method as mentioned in Sec. 5.2.4 has the advantage of
reducing the high frequency components of residual between the exact solution and
numerical solution, because the values near the grid point to be updated are used
for next trial guess during the iteration. On the other hand, it would take much time
to reduce the low frequency modes of redisual with this iteration method. When
we consider different resolution grids, however, the low frequency modes on the
finer grid can be the high frequency modes on the coarser grid. The low frequency
modes of residual on the finer grid can efficiently be reduced on the coarser grid.
The Multi-Grid method is based on the concept of reducing different frequency
modes of residual with different resolution grids. In fact, it was implemented by
some groups.77–79
Appendix B.1. Multi-Grid structure
Suppose we have different resolution grids and the level of different grids is labeled
by k, which the larger k denotes the finer grid. One can solve the Poisson equation
on the level k by any iterative methods described in Sec. 5 and obtain the numerical
solution,
△(k) φ(k) = S(k), (B.1)
where φ(k) is the numerical solution on the level k. We define the residual on the
level k between φ(k) and the exact solution by
r(k) = S(k) −△(k)φ(k). (B.2)
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Appendix B.1.1. Lagrange interpolation
In general, the communication of the quantities such as the residual with different
grid levels is needed. Now, we just use the Lagrange interpolation to communicate
with each other level defined by
F (x) =
N∑
j=0
F (xj)Lj(x), (B.3)
Lj(x) =
N∏
i6=j
x− xi
xj − xi , (B.4)
where F, xj , x and N denote the quantity to be interpolated, the coordinate on the
level, the location to be interpolated, and the number of grid points to be used by
the interpolation, respectively.
Appendix B.1.2. Restriction operator
After we obtain the solution on the finer grid k, we transfer the information of the
solution from the finer grid k to the coarser grid k−1. Now we use the second-order
discretization scheme and choose the third-order Lagrange interpolation. We define
the modified source term on the coarser level k − 1 with the information of the
solution on the finer grid k by
φ(k−1)c = Rk−1k φ(k), (B.5)
r(k−1) = Rk−1k r(k), (B.6)
S(k−1) ≡ △(k−1)φ(k−1)c + r(k−1)
= △(k−1)
(
Rk−1k φ(k)
)
+Rk−1k
(
S(k) −△(k)φ(k)
)
, (B.7)
dφ(k−1) = φ(k−1) − φ(k−1)c , (B.8)
where Rk−1k denotes the restriction operator to the coarser grid k − 1 and φ(k−1)c
denotes the smoothing solution by the restriction operator. Roughly speaking, the
modified source term S(k−1) consists of that on the level k with smoothing operation
and the correction by the difference of Laplacian operator between two levels. Then,
we obtain the numerical solution φ(k−1) on the level k − 1 to solve the Poisson
equation with the modified source term.
Appendix B.1.3. Prolongation operator
The solution with the modified source term on the coarser level k − 1 is to be
brought back to the finer level k. Now the communication is also done by third-
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order Lagrange interpolation.
φ(k)c = Pkk−1φ(k−1), (B.9)
dφ(k)c = Pkk−1dφ(k−1) = Pkk−1
[
φ(k−1) −Rk−1k φ(k)
]
, (B.10)
φ(k)m ≡ φ(k) + dφ(k)c = φ(k) + Pkk−1
[
φ(k−1) −Rk−1k φ(k)
]
, (B.11)
dφ(k) ≡ φ(k)m − φ(k)c , φ(k) = φ(k)m , (B.12)
where Pkk−1 denotes the prolongation operator and φ(k)m denotes the solution on the
level k modified by the coarser grid k − 1. The modification is done by Eq. (B.11).
Appendix B.1.4. Cycle of the Multi-Grid method
There are some ways of deciding the order of the level to compute. Fig. (5) shows the
difference of such order between the methods of V-cycle and W-cycle as examples.
Now we choose V-cycle because it is easier to implement to the code. We use the
restriction operator before computing on the coarser level and the prolongation
operator before computing on the finer level. This cycle is repeated until we obtain
the expected error of the Poisson equation.
C
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ev
el
Iteration Step
(a) V-cycle
Iteration Step
(b) W-cycle
Fig. 5. Schematic picture of the Cycle. These are cases in which we have 4 grid levels.
Appendix B.2. Code test
Let us consider the same test problem as Sec. 6.1.2. In the 3D problem, we impose
the boundary conditions at large distance by
0 =
d
dr
(rΦ) = Φ + r
dΦ
dr
= Φ+ x
∂Φ
∂x
+ y
∂Φ
∂y
+ z
∂Φ
∂z
. (B.13)
We note that the boundary of the finer grid is given by the interpolation. Fig. 6 shows
the results on the x-axis by solving the Poisson equation with the source (110) by
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Multi-Grid method. The solution including the boundary converges to the analytical
solution by iterations.
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Fig. 6. The solution converges to the analytical solution discussed in Sec. 6.1.2. (a) the finest
grid level(k = 3). (b) the coarser grid level(k = 1).
Appendix C. List of Sample codes
We have some sample codes for the lecture on NR/HEP2: Spring School at
Instituto Superior Te´cnico in Lisbon and they are available online. In this
section, we show the simplest code to solve an elliptic PDE and the sam-
ple code which is parallelized with OpenMP. One can see what is the paral-
lel computing in Ref.80 Here is the list of sample codes which are available in
http://blackholes.ist.utl.pt/nrhep2/?page=material,
(1) jacobi test1.f90
This is the code for solving the problem described in Sec. 6.1.1 with Jacobi
method(See Sec. 5.2.1).
(2) gs test1.f90
This is the code for solving the problem described in Sec. 6.1.1 with Gauss-Seidel
method(See Sec. 5.2.3).
(3) sor test1.f90
This is the code for solving the problem described in Sec. 6.1.1 with SOR
method(See Sec. 5.2.4).
(4) jacobi test2.f90
This is the code for solving the problem described in Sec. 6.1.1 with Jacobi
method(See Sec. 5.2.1).
(5) sor AHF SBH ISO.f90
This is the code for solving the AH of Schwarzschild BH with SOR method(See
Sec. 5.2.4).
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(6) sor AHF KBH ISO.f90
This is the code for solving the AH of Kerr BH in isotropic coordinates described
in Sec. 6.1.3 with SOR method(See Sec. 5.2.4).
(7) sor AHF KBH BL.f90
This is the code for solving the AH of Kerr BH in Boyer-Lindquist coordinates
described in Sec. 6.1.3 with SOR method(See Sec. 5.2.4).
(8) jacobi openMP.f90
This is the code for solving the problem described in Sec. 6.1.1 with Jacobi
method(See Sec. 5.2.1) using many processors with OpenMP.
(9) jacobi test1.C
This is the code written in C++ for solving the problem described in Sec. 6.1.1
with Jacobi method(See Sec. 5.2.1).
(10) sor test1.C
This is the code written in C++ for solving the problem described in Sec. 6.1.1
with SOR method(See Sec. 5.2.4).
(11) jacobi openMP.C
This is the code written in C++ for solving the problem described in Sec. 6.1.1
with Jacobi method(See Sec. 5.2.1) using many processors with OpenMP.
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Appendix C.1. jacobi test1.f90
1 !@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@
2 !
3 ! Jacobi method for TEST PROBLEM 1
4 !
5 !--------------------------------------------------------------
6 !
7 ! Sample Code for Lecture in NR/HEP2: Spring School
8 !
9 ! Coded by Hirotada Okawa
10 !
11 !==============================================================
12 ! How to compile and use this program in terminal(bash)
13 !==============================================================
14 ! $ gfortran -O2 -ffast-math -o j_test1 jacobi_test1.f90
15 ! $ ./j_test1
16 !--------------------------------------------------------------
17 !@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@
18
19 module inc_coord
20 implicit none
21
22 !--------------------------------------------------------------
23 ! Grid points
24 !--------------------------------------------------------------
25 integer,parameter :: jli=1
26 integer,parameter :: jui=100
27 integer,parameter :: jlb=jli-1
28 integer,parameter :: jub=jui+1
29
30 !--------------------------------------------------------------
31 ! Maximum/Minimum Coordinates (physical)
32 !--------------------------------------------------------------
33 real(8),parameter :: xlower=0.
34 real(8),parameter :: xupper=1.
35 real(8),parameter :: dx=(xupper-xlower)/dble(jub-jli)
36 real(8),parameter :: dxi=1.d0/dx
37
38 !--------------------------------------------------------------
39 ! Array for Coordinates (physical)
40 !--------------------------------------------------------------
41 real(8),dimension(jlb:jub) :: x
42
43 !--------------------------------------------------------------
44 ! Variables to solve
45 !--------------------------------------------------------------
46 real(8),dimension(jlb:jub) :: h, hprev
47
48 !--------------------------------------------------------------
49 ! Source term for Poisson equation
50 !--------------------------------------------------------------
51 real(8),dimension(jlb:jub) :: src
52
53 end module inc_coord
54
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55 program main
56 use inc_coord
57 implicit none
58
59 !--------------------------------------------------------------
60 ! Definition of parameters
61 !--------------------------------------------------------------
62 integer,parameter :: stepmax=1d8 ! Loop step maximum
63 real(8),parameter :: errormax=1.d-10 ! Error to exit loop
64 real(8),parameter :: fpar=1.d0 ! for next guess
65
66 !--------------------------------------------------------------
67 ! Definition of temporary variables to use
68 !--------------------------------------------------------------
69 integer :: j, step
70 real(8) :: xx
71 real(8) :: errortmp,vtmp
72
73 !--------------------------------------------------------------
74 ! Output File
75 !--------------------------------------------------------------
76 open(200,file=’h_j.dat’)
77
78 !--------------------------------------------------------------
79 ! Initialization
80 !--------------------------------------------------------------
81 do j=jlb,jub
82 x(j) = xlower +(dble(j)-0.5d0)*dx ! Coordinates
83 h(j) = 1.d0 ! variable to solve
84 hprev(j) = h(j) ! previous variable
85 end do
86
87 !**************************************************************
88 ! Main Loop
89 !**************************************************************
90 do step=0,stepmax
91
92 !--------------------------------------------------------------
93 ! Preserve data of previous step
94 !--------------------------------------------------------------
95 do j=jlb,jub
96 hprev(j) = h(j)
97 end do
98
99 !--------------------------------------------------------------
100 ! Jacobi Method
101 !--------------------------------------------------------------
102 do j=jli,jui
103
104 !==============================================================
105 ! Definition of Source term
106 !==============================================================
107 xx = x(j)
108 src(j) = xx**2*12.
109
33
110 h(j) = 0.5d0*( hprev(j+1) +hprev(j-1) -dx**2*src(j) )
111 end do
112
113 !==============================================================
114 ! Impose Boundary Condition
115 !==============================================================
116 h(jub)=x(jub)**4 ! Dirichlet Boundary Condition
117 h(jlb)=h(jli) ! Neumann Boundary Condition
118
119 !--------------------------------------------------------------
120 ! Check if values converge
121 !--------------------------------------------------------------
122 errortmp=0.d0
123 vtmp=0.d0
124 do j=jli,jui
125 errortmp = errortmp +(h(j)-hprev(j))**2*dx**2
126 vtmp = vtmp + dx**2
127 end do
128 errortmp = dsqrt(errortmp/vtmp)
129 if( (errortmp.le.errormax) .and. (step.gt.1) ) exit
130
131 !--------------------------------------------------------------
132 ! Next Guess
133 !--------------------------------------------------------------
134 do j=jlb,jub
135 h(j) = fpar*h(j) +(1.d0-fpar)*hprev(j)
136 end do
137
138 write(*,*) "Step=",step,"Error=",errortmp
139 end do
140
141 !--------------------------------------------------------------
142 ! Print Data
143 !--------------------------------------------------------------
144 do j=jlb,jub
145 write(200,’(4e16.8e2)’) x(j),h(j),hprev(j),src(j)
146 end do
147
148 !--------------------------------------------------------------
149 ! End of Program
150 !--------------------------------------------------------------
151 write(*,*) "End of Run",errortmp
152 close(200)
153
154 end program main
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Appendix C.2. jacobi openMP.f90
1 !@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@
2 !
3 ! Jacobi method for TEST PROBLEM 1
4 ! parallelized with OpenMP
5 !
6 !--------------------------------------------------------------------
7 !
8 ! Sample Code for Lecture in NR/HEP2: Spring School
9 !
10 ! Coded by Hirotada Okawa
11 !
12 !====================================================================
13 ! How to compile and use this program in terminal(bash)
14 !====================================================================
15 ! $ gfortran -O2 -ffast-math -fopenmp -o j_omp jacobi_openMP.f90
16 ! $ export OMP_NUM_THREADS=2
17 ! $ ./j_omp
18 !--------------------------------------------------------------------
19 ! OMP_NUM_THREADS : Change the number of cores you want to use.
20 !--------------------------------------------------------------------
21 !@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@
22
23 module inc_coord
24 implicit none
25
26 !--------------------------------------------------------------
27 ! Grid points
28 !--------------------------------------------------------------
29 integer,parameter :: jli=1
30 integer,parameter :: jui=100
31 integer,parameter :: jlb=jli-1
32 integer,parameter :: jub=jui+1
33
34 !--------------------------------------------------------------
35 ! Maximum/Minimum Coordinates (physical)
36 !--------------------------------------------------------------
37 real(8),parameter :: xlower=0.
38 real(8),parameter :: xupper=1.
39 real(8),parameter :: dx=(xupper-xlower)/dble(jub-jli)
40 real(8),parameter :: dxi=1.d0/dx
41
42 !--------------------------------------------------------------
43 ! Array for Coordinates (physical)
44 !--------------------------------------------------------------
45 real(8),dimension(jlb:jub) :: x
46
47 !--------------------------------------------------------------
48 ! Variables to solve
49 !--------------------------------------------------------------
50 real(8),dimension(jlb:jub) :: h, hprev
51
52 !--------------------------------------------------------------
53 ! Source term for Poisson equation
54 !--------------------------------------------------------------
35
55 real(8),dimension(jlb:jub) :: src
56
57 end module inc_coord
58
59 program main
60 use inc_coord
61 implicit none
62
63 !--------------------------------------------------------------
64 ! Definition of parameters
65 !--------------------------------------------------------------
66 integer,parameter :: stepmax=1d8 ! Loop step maximum
67 real(8),parameter :: errormax=1.d-10 ! Error to exit loop
68 real(8),parameter :: fpar=1.d0 ! for next guess
69
70 !--------------------------------------------------------------
71 ! Definition of temporary variables to use
72 !--------------------------------------------------------------
73 integer :: j, step
74 real(8) :: xx
75 real(8) :: errortmp,vtmp
76
77 !--------------------------------------------------------------
78 ! Output File
79 !--------------------------------------------------------------
80 open(200,file=’h_o.dat’)
81
82
83 !--------------------------------------------------------------
84 ! OpenMP threads folk
85 !--------------------------------------------------------------
86 !$OMP PARALLEL DEFAULT(SHARED) PRIVATE(j,xx,src)
87
88 !--------------------------------------------------------------
89 ! Initialization
90 !--------------------------------------------------------------
91 !$OMP DO
92 do j=jlb,jub
93 x(j) = xlower +(dble(j)-0.5d0)*dx ! Coordinates
94 h(j) = 1.d0 ! variable to solve
95 hprev(j) = h(j) ! previous variable
96 end do
97 !$OMP END DO
98
99 !**************************************************************
100 ! Main Loop
101 !**************************************************************
102 do step=0,stepmax
103
104 !--------------------------------------------------------------
105 ! Preserve data of previous step
106 !--------------------------------------------------------------
107 !$OMP DO
108 do j=jlb,jub
109 hprev(j) = h(j)
36
110 end do
111 !$OMP END DO
112
113 !--------------------------------------------------------------
114 ! Jacobi Method
115 !--------------------------------------------------------------
116 !$OMP DO
117 do j=jli,jui
118
119 !==============================================================
120 ! Definition of Source term
121 !==============================================================
122 xx = x(j)
123 src(j) = xx**2*12.
124
125 h(j) = 0.5d0*( hprev(j+1) +hprev(j-1) -dx**2*src(j) )
126 end do
127 !$OMP END DO
128
129 !==============================================================
130 ! Impose Boundary Condition
131 !==============================================================
132 !$OMP SINGLE
133 h(jub)=x(jub)**4 ! Dirichlet Boundary Condition
134 h(jlb)=h(jli) ! Neumann Boundary Condition
135 !$OMP END SINGLE
136
137 !--------------------------------------------------------------
138 ! Check if values converge
139 !--------------------------------------------------------------
140 errortmp=0.d0
141 vtmp=0.d0
142 !$OMP BARRIER
143 !$OMP DO REDUCTION(+:vtmp,errortmp)
144 do j=jli,jui
145 errortmp = errortmp +(h(j)-hprev(j))*(h(j)-hprev(j))*dx**2
146 vtmp = vtmp + dx**2
147 end do
148 !$OMP END DO
149
150 !$OMP SINGLE
151 errortmp = dsqrt(errortmp/vtmp)
152 !$OMP END SINGLE
153 if( (errortmp.le.errormax) .and. (step.gt.1) ) exit
154
155 !--------------------------------------------------------------
156 ! Next Guess
157 !--------------------------------------------------------------
158 !$OMP DO
159 do j=jlb,jub
160 h(j) = fpar*h(j) +(1.d0-fpar)*hprev(j)
161 end do
162 !$OMP END DO
163
164 !$OMP SINGLE
37
165 write(*,*) "Step=",step,"Error=",errortmp
166 !$OMP END SINGLE
167 end do
168
169 !--------------------------------------------------------------
170 ! OpenMP threads join
171 !--------------------------------------------------------------
172 !$OMP END PARALLEL
173
174 !--------------------------------------------------------------
175 ! Print Data
176 !--------------------------------------------------------------
177 do j=jlb,jub
178 write(200,’(4e16.8e2)’) x(j),h(j),hprev(j),src(j)
179 end do
180
181 !--------------------------------------------------------------
182 ! End of Program
183 !--------------------------------------------------------------
184 write(*,*) "End of Run",errortmp
185 close(200)
186
187 end program main
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