Abstract: The basis of many commonly used computer graphics algorithms is concealed in well known algebraic structures. Our interest is focused on a method Free Form Deformation (FFD) used in the areas such as surface modeling, image registration or animation. The algebraic core can be described by the undetermined system of equations and pseudoinverse or Lagrange multipliers are perfect tools to solve it. Mutual interconnection is not obvious, so we deduce the fundamental theorems and we present FFD method and its application on general B-spline surfaces.
Introduction
FFD is a method that is primarily designed to direct modification of geometric structures, most often tensor product surfaces. These surfaces (e.g. Bzier, Bspline, Non-Uniform Rational B-Spline -NURBS) are set by a topologically rectangular set of control points, degree and knot vectors (in case of spline). FFD recomputes control points positions depending on the surface point(s) movement to ensure that the resulting surface passes throw new positioned points. The application of FFD is in many graphics areas such as surface modeling [28] , image registration [34, 8, 35] , animation [21] , morphing [18] , etc.
The FFD transformation leads to the solution of an undetermined system Received: September 13, 2018 c 2018 Academic Publications § Correspondence author of equations (see [31] , [1] ). We use the pseudoinverse as the computational tool to solve the best results. We also show that this solution corresponds to the Lagrange multipliers (Section 2.3). Section 2.1 of our article deals with the definition of spline function and spline surfaces. In Section 2.2, we introduce the basic definitions and properties related to the pseudoinverse and the pseudoinverse solution for the linear system of equations. Section 3 covers the main idea of FFD with the proof of the key theorem.
Theoretical background

B-spline
The theory of piecewise polynomial B-spline functions and following B-spline curves and surfaces is well known and precisely described in the literature, e.g. [23] , [26] . The main idea is based on the combination of the B-spline basis function with a regular grid of control points and pair of knot vectors. The knot vector is a sequence of numbers provided that each one is greater than or equal to the preceding one. The knot vectors as control points describe the shape of result surface [24] . Knot vectors are generally placed into one of three categories: uniform, open uniform, and non-uniform. The algorithm FFD is independent on the type of knot vector.
In our work, we apply on non-uniform B-spline surfaces. The usage of point weights (B-spline becomes a rational B-spline) only transfers the computational problem to homogenous coordinates in projective space [13] . So that we work without the rational extension. The following section provides the brief overview of B-spline basic definitions and the example of the basis B-spline functions is in Figure 1 .
. Then the i-th B-spline basis function of degree p is defined recurrently as:
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Definition 2.
Let {P i } be the control points and {w i }, i = 0, . . . , n be the weights, and the N i,p (u) be p−th degree B-spline basis functions. Then the NURBS curve is defined as:
NURBS surface is defined as a tensor product of NURBS curves. Every NURBS topology needs the regular k + 1 × l + 1 control points net P ij , weights w ij , i = 0, 1, . . . , k, j = 0, 1, . . . , l, knot vectors U = (u 0 , . . . , u m ), V = (v 0 , . . . , v n ) and degrees p, q. Then the NURBS surface can be expressed as:
If the weights of all points are equal to one, we get a non-uniform B-spline surface and afterwards we can rewrite Eq. (3) as:
and Eq. (2) as a non-uniform B-spline curve:
Let assume the generalization of B-spline surface called T-spline with irregular control point lattice. All the advantages of splines as the local modification scheme or control point insertion remain preserved. The general idea of T-spline was published by Sederberg [29] . Generally, the arbitrary surface point is computed with the combination of the control points and B-spline basis functions, only the knot vectors are not global but connected unambiguously with every control point. The description of this knot vectors is done by T-mesh in (s, t) parameter space. T-mesh often contains T-junctions (similar to letter T). This special type is a vertex which is shared by one s-edge and two t-edges, or by one t-edge and two s-edges.
T-spline surface of degree p is defined by control points P i , i = 1, . . . , n. Every point is connected with two knot vectors of length 2p − 1 derived from T-mesh and we set degree p = 3. It is also possible to add weights to the control points to make weighted T-spline surface [19] .
The mathematical expression of T-spline is:
The basis functions B 3 i (s, t) are given by 
Inverse, pseudoinverse
This section gives the definitions and theorems of pseudoinverse that are essential to subsequent parts (more details in [3] ).
Definition 3. Let A ∈ C m×n be a general matrix. We say that A is left invertible if there exists an n × m matrix C such that CA = I n . We call C a left inverse of A. We say that A is right invertible if there exists an n × m matrix D such that AD = I m . We call D a right inverse of A. We say that A is invertible if A is both left invertible and right invertible. Remark 1. Let A ∈ C m,n be a general matrix and A * its Hermitian transpose matrix, then:
Note that r is the rank of the matrix [33] .
Theorem 4. Let A ∈ C m,n . The following claims are valid:
Proof. (1)- (2): Let A be a m × n matrix. Suppose, that (1) Definition 5. Let A ∈ C m,n . The matrix A + is the pseudoinverse of A if:
Furthermore, the pseudoinverse A + always exists and is unique. The proof is e.g. in [1] , [22] .
Theorem 6. Let A ∈ C m,n , m ≥ n with full row rank. The matrix A · A * is regular and invertible and the pseudoinverse of A is:
Proof. Suppose that the matrix A is m × n, where m < n and A is full row rank. Due to Remark 1, we get m = r(A) = r(A · A * ) and consequently the matrix A · A * is regular. Let (1)- (3) holds.
The condition (4) can be proved by:
Analogously, this theorem can be formulated for full column rank matrices. Remark 2. If A ∈ R m,n , the Theorem 6 can be rewritten as:
Pseudoinverse solution for linear system of equations
We define Hermitian inner product and the norm of the vector X in this section. Generally, we work in complex domain but we need only real domain for the application in FFD.
We define the Hermitian inner product as
and the norm of the vector X is defined as:
Definition 8. We say that two vectors X, Y are orthogonal if (X, Y ) = 0. We can write X ⊥ Y.
Theorem 9 (Pythagorean theorem for vectors). For orthogonal n-dimensional vectors X, Y we have:
The proof is done by simple equivalent operations of expression X + Y 2 .
Proof. Let R = A · X and S = (I m − P ) · Y are m-dimensional vectors and we can write:
The vectors R, S are orthogonal and the theorem holds due to Pythagorean theorem for vectors. Statement (b) can be proved analogously.
The system of linear equations is given by
where
The following Theorem 11 explains the least squares solution to the system (13) with minimum norm [7] . This solution is X 0 , given by the expression:
Theorem 11. Let X ∈ C n , X = X 0 be n-dimensional vector, then we get
In case
Proof. The proof is based on rewriting of Theorem 10. A proof based on ortogonality is in [1] .
Lagrange problem
Let A · X = B be a general linear system of m equations with n unknowns where n > m (undetermined system) and a ij , x j b j ∈ R, i = 1, . . . , m, j = 1, . . . , n. Generally, according to the Rouch-Capelli theorem, the rank in an undetermined system is necessarily less than the number of unknowns, there are undoubtedly an infinitude of solutions.
Nevertheless, we want to minimize the norm X under the system of constraints AX = B. We introduce a vector λ of Lagrange multipliers and consider the function
The solution using derivatives for all variables x i and λ gives the system (18),
:
After doing some simplifications of Eq. (18), we get:
Substituting Eq. (20) to Eq. (19) we get:
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Suppose that the matrix A is full row rank so that the matrix AA T due to Theorem 4 is regular matrix and the inverse exists. The Eq. (21) can be rewritten as follows:
Substituting Eq. (22) to Eq. (20) and using Remark 2 we can write:
Here we can clearly see the relation between pseudoinverse and the solution based on minimization.
FFD theory and computation
The FFD method was firstly published by Sederberg and Perry in the year 1986. The principle is based on the insertion of the solid representation to the regular parallelpiped; subsequent transformation recomputes the position of the solid points with respect to the modified points of the lattice [28] . The computation is based on the tensor product trivariate Bernstein polynomial. Every object point X has (s, t, u) coordinates in the coordinate system on a parallelpiped region:
Let P ijk , i = 0, . . . , l, j = 0, . . . , m, k = 0, . . . , n are control points on a lattice. The deformation is represented by a movement of the control points P ijk from their latticial positions. New position of point X new is computed by:
where (s, t, u) are parameters in Eq. eqrefeq:1. Sederberg's method was improved by the other methods in the following years. The traditional FFD computes the final shape after translating the control points from their positions. The choice of the lattice points put the base of the other FFD types. The limitation for the rectangular shape of the control lattice is eliminated for example by the usage of Dirichlet surfaces (defined in [9] ). The authors in [21] introduce the Dirichlet FFD (or DFFD) that works with so-called Sibson coordinates that describe arbitrary location inside the convex hull of the point set as a linear combination of its Delaunay neighbors in the set. Point-based (PB) FFD [20] uses ellipsoidal radial basis function to define the deformation space. This approach does not need Delaunay triangulation as the DFFD.
Another solution to overcoming the rectangular topology limitation of tensorproduct volumes is based on subdivision surfaces. The authors in [10] claim that it is the bridge between the discrete control mesh and the smooth surface.
The pioneering method was proposed in [6] . The CatmullClark subdivision volume [4] is used as the intermediate deformation space and it guarantees that the topology of the control lattice can be arbitrary. It makes the deformation more flexible. Since the subdivision volume is defined by the recursive refinement rules, the refinement procedure convergence is problematic and thus the smoothness of the deformation space is not guaranteed. Furthermore, control lattice generation is not easy and the storage and computational costs are high. The method [10] brings low storage and computational costs and more intuitive and simpler control. It presents the construction of subdivision surface defined by control mesh spans. The object is embedded into space by the nearest point rule. The object shape is changed accordingly to the change of the shape of the control mesh. The computational and storage cost are between O(n 2 ) and O(n 3 ).
An extension of subdivision surface usage with a path of deformation and an influence area constraints is described in [17] . The main advantage of this method is that it uses only vertices of an object and satisfies the geometrical constraints provided by the user.
The subdivision scheme uses only regular control lattice that covers the object. There is a possibility to employ irregular subdivision T-lattice that is based on T-splines [29, 19] . The authors in [32] proposed a two-stage algorithm that generates the multiresolution lattices for weighted T-spline volumes and processes the local or global deformation for arbitrary shape by combining weights change and lattice manipulation. However, this method has some limitation that is based on the irregular lattice, e.g. it cannot operate one row of the control lattice in some directions and the computational costs are also higher.
It is obvious that all the developmental methods lead to the method that ensures the global and local deformation ability, storage and computational THE SOLUTION OF FREE-FORM DEFORMATION... 843 costs, simplicity, independence of object representation. It is very difficult to find a deformation method to satisfy all of these criteria. It is important to note that from the user point-of-view, it does not matter if the transformed object is 3-dimensional, embedded with subdivision surface or a parametric surface, the user always uses the same process to model a complex object: load an initial object from a library and deform it via FFD methods to follow his demand needs [25] .
Direct movement of the surface points is the next level of FFD controlling. The main idea is the direct shift of the surface points and the control net points are recomputed automatically. The users no longer need to understand the tensor-product Bezier surfaces or NURBS to use the FFD for modeling. This method satisfies most of the conditions: it is intuitive, versatile, simple to shape modification, it needs low memory and the computation is fast.
The process of direct manipulation was firstly described in [15] . It employs a pseudo-inverse (generalized inverse) matrix that as [16] mentioned involves complicated calculations. The authors in [16] suggests the approach based on a constrained optimization without the need of pseudoinverse computation. These two approaches are very different at first sight but they describe the same problem. In the following sections, we try to investigate mutual interconnection of these two solutions. We put emphases on the comprehension and detailed description of these two methods to formulate suitable apparatus for the following computer processing.
The problem of FFD is well known but it still offers the up to date applications in many areas, most in car, ships or aircraft manufacturing and also in design. For example, [5, 14, 2] reconnect the main idea of Sederberg's FFD manipulation with suitable apparatus like ICP algorithm or subdivision surfaces for smart ship hull constructions. An interesting design application is a non-realistic modeling where two 3D geometric models are merged to preserve a shape silhouette from different views [27, 30] .
Free Form Deformation
Without loss of generality we suppose that the degree of the spline curves and surfaces is p = q = 3. The generalization for arbitrary degree is possible but the curves and surfaces are often in cubic form.
Let ω ij be the control net of points P ij . Arbitrary point Q on the spline surface can be expressed as:
We set k, l = 3 because of the local control property of B-spline functions. The movement of one point affects only (p + 1) × (q + 1) control points, p = q = 3 so that we recompute 4 × 4 control points (Fig. 2, left) . Then, we can rewrite Eq. (26) as:
or symbolically
where N is a row vector (matrix 1 × 16):
and P is a 16 × 3 matrix that contains the x, y, z−coordinates of the control points, P = (P The main idea of FFD is how to determine the displacement of the control points to ensure the correct transformation (Figure 2, right) . This is solved in Theorem 12.
Theorem 12. Let Q s be a source point and Q t be a target point. Similarly, the P s denotes the source control net of points and P t is the matrix of transformed points. Result displacement ∆P of the control points P t is equal to:
where ∆Q = Q t − Q s , ∆P = P t − P s .
Proof. We can write the coordinates of the source and target point Q s , Q t as:
We know that ∆Q = Q t − Q s and ∆P = P t − P s . The difference Eq. (30) − Eq. (31)can be written as:
We use the scheme of optimization described in Section 2.3 and we get the solution
Remark 3. The computation of N + is specific so that we mention the detailed construction here. The matrix N ∈ R 1,16 and its pseudoinverse N + = N T is 16 × 1. It follows that NN T is only a real number and corresponds to the dot product. It is clearly visible that
and the pseudoinverse N + can be computed as:
and the displacement of the control points P are: The interesting question is one-to-one property between original and transformed spline surface. Theorem 13 was firstly presented in Goodman [12] . The condition gives the system of 3m(m + 1) + 2n(n + 1) linear inequations, so that the computation time increases rapidly with higher number of control points. We have to note that the condition is sufficient not necessary. Proof. The proof is in [18] .
The condition in the previous theorem gives the condition for suitable behavior of the surface modifications, however, in the case that the points are dragged beyond their volume of the influence, it sometimes generates wild hyperpatch distortion. Using the subsequent small injective deformations [11] prevents the self-intersections. The article presents a set of theoretical conditions based on Jacobian of FFD and its evaluations and weak condition using conic-hull hodograph test.
Remark 5. NURBS surface FFD works with the same apparatus as spline surfaces. We only use the homogeneous coordinates to attach the point weights.
We can rewrite Eq. (36) as:
Multiple point constraints
Suppose that we get a set of h point constraints and we search for the final displacement of the control points. The solution is clearly described in following theorem.
Theorem 14. A direct manipulation of FFD with h point constraints can be decomposed into h manipulations with single point constraints.
Proof. Let Q 1 s , . . . , Q h s are source points and Q 1 t , . . . , Q h t are corresponding target points. The proof is based on the decomposition of the shift vectors ∆Q l = ∆Q l t − ∆Q l s to the sequence: ∆ (l) Q l , where l = 1, . . . , h. We compute the values of the control point displacement ∆ (l) P in one step as in Eq. (36):
The global displacement of the control points P is the sum of the previous partial transformation.
The illustration of FFD transformation with two subsequent point constraints is in Figure 5 . We make subsequent transformations of two arbitrary point of spline surface: red graph is initial control net, blue graph is first deformation, green graph is second deformation. 
Conclusion
The main gist of our article is the description of the pseudovinverse interesting application in the solution of FFD problems. We show an elegant way of computation and we solve the problem of direct modification of spline surfaces. In Section 2.3, we show the solution of undetermined system of equations using Lagrange multipliers and the interconnection to pseudoinverse. We also implemented the theoretical results from Section 3.1 on spline surfaces given by regular or irregular control points net.
We describe multiple point constraints problem as the composition of single point constraints in Section 3.2.
It is also possible to work with rational splines -NURBS (Section 2.1) by adding the weights to control points. The weight means the influence of given point to the resulting shape of the surface. The presented FFD theorem holds, only the homogeneous coordinates (in projective space) should be used instead of Euclidean ones.
