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Throughout the last decades, several results have been published
in the area of the so-called Matrix Completion Problems.
In this paper, we survey several results in this ﬁeld. In particular,
wedescribe thepossible eigenvalues, the characteristic polynomial,
the invariant polynomials, or the number of nontrivial invariant
polynomials of a squarematrix, over aﬁeld,when someof its entries
are prescribed and the others vary.
Finally, we present our contribution, generalizing some of the pre-
vious cases, to an n × n matrix partitioned into k × k blocks, with
entries in a ﬁeld, when some of its blocks are prescribed and the
others vary.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
In this paper, we survey several results in the area of the so-called Matrix Completion Problems.
An important problem that has been studied for some decades, is the description of the possible
eigenvalues of a square matrix over a ﬁeld, when some of its entries are prescribed (i.e., are ﬁxed) and
the remaining entries vary. Several results are known in the literature that studied this question, due
to work developed by many authors such as Farahat and Ledermann [14], Friedland [16], Hershkowitz
[22], London and Minc [27], Mirsky [34], Oliveira [37,38,40]. This type of problems is inserted in the
Inverse Eigenvalue Problems, a subclass of theMatrix Completion Problems. This last class of problems
belongs to an important class of problems in Matrix Theory, known as the Matrix Inverse Problems.
In general, the Matrix Inverse Problems consist in studying the existence of a matrix (or a combi-
nation of matrices) satisfying certain properties.
The Matrix Completion Problems consist in studying the possibility to “complete” a matrix, when
some of its entries are prescribed (i.e., are ﬁxed), such that the resulting matrix satisﬁes certain prop-
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erties. In this context “to complete”means to attribute values to the remaining entries. In other words,
given a matrix and a part of the given matrix (such as a submatrix, some entries, so on) the aim of
these problems is to describe conditions for which we can ﬁll the unknown entries, such that the
resultant matrix satisﬁes the required properties. Usually, the resultant matrix satisfying the required
properties, is called the completed matrix.
In particular, the Inverse Eigenvalue Problems consist in studying the existence of a square matrix
with certain eigenvalues.
Curiously, the Inverse Eigenvalue Problems arose from a remarkable variety of applications into
many areas, not conﬁned only to mathematics, including systems and control theory, control design,
geophysics, particle physics, circuit theory, and so on. According to their applications, they can appear
in many different forms. It seems that the research on Inverse Eigenvalue Problems began in 1933,
with the work of Krein with applications to mechanics [26].
A general goal in such type of question, is to establish necessary and sufﬁcient conditions under
which is possible to describe the eigenvalues of the requiredmatrix. The proof of these conditions can
be very hard.
As an example we will refer to an old and “classic” problem, proposed in 1949 by Suleimanova
[58]. In [58] the author had the purpose of describing the possible eigenvalues of a positive stochastic
matrix. The partial answer obtained by Suleimanova is presented in the following result.
Theorem 1 [58]. Let F be the ﬁeld of real numbers. Let c1, . . ., cn ∈ F such that c1 = 1, |cj| < 1, for all j ∈
{2, . . .,n}. If the sum of all |cj|, j ∈ {2, . . .,n} over those cj < 0 is less than 1, then there exists an n × n positive
stochastic matrix with eigenvalues c1, . . ., cn. If all cj < 0, j ∈ {2, . . .,n}, the condition is also necessary.
Webelieve thatTheorem1 isoneof theearliest results in InverseEigenvalueProblems.Thecomplete
answer to the previous problem is not yet found.
Notice this problem is a particular case of the Nonnegative Inverse Eigenvalue Problems. This type
of problems is a very important subclass of the Inverse Eigenvalue Problems. One special result in this
area is the Perron–Frobenius Theorem, which characterize properties of eigenvalues and eigenvectors
of a nonnegative matrix [23]. Significant research has been done in Nonnegative Inverse Eigenvalue
Problems, due to work developed by many authors such as Suleimanova [58], Perfect [46,47], Fielder
[15], Friedland [17], Lowey and London [28], Berman and Plemmons [2], Friedland and Melkman [18],
Oliveira [44], Barret and Johnson [1], Minc [33], Boyle and Handelman [3], Reams [48].
Despite the importance of this type of problems, in this survey we will not consider this subclass
of Inverse Eigenvalue Problems.
In the last decades,many authors have studiedmany questions in different classes of Inverse Eigen-
value Problems, and still now, they are very important and interesting subjects of research.
Recently, Chu identiﬁed a collection of 39 types of these problems [5]. In 2001, Tisseur and Meer-
bergen published a survey article about quadratic eigenvalue problems and related applications [62].
More recently, Chu and Golub published in 2005 [6] a very interesting book on Inverse Eigenvalue
Problems with applications.
As we mentioned before, in this paper we present several results in Matrix Completion Problems.
We start by studying a very interesting and important question, that consists in describing the possible
eigenvalues, the characteristic polynomial or the invariant polynomials of a squarematrix,with entries
in a ﬁeld, when some of its entries are ﬁxed and the others vary. This problem can be formalized as
follows:
Problem 1. Let F be a ﬁeld. Under which conditions does there exist a matrix of the form
A =
⎡
⎢⎢⎣
a1,1 · · · a1,n
.
.
.
.
.
.
an,1 · · · an,n
⎤
⎥⎥⎦ ∈ Fn×n (1)
with prescribed eigenvalues, characteristic polynomial or invariant polynomials, when some of its
entries are prescribed and the others vary?
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Another important question in Matrix Completion Problems is the following.
Problem 2. Let F be a ﬁeld. Let n, p, q be positive integers such that n = p + q. Let
A =
[
A1,1 A1,2
A2,1 A2,2
]
(2)
be a partitionedmatrix, where A1,1 ∈ Fp×p,A2,2 ∈ Fq×q. Suppose that some of the blocks Ai,j , i, j ∈ {1, 2},
are known. Under which conditions does there exist a matrix of the form (2) with prescribed charac-
teristic polynomial, invariant polynomials or number of nontrivial invariant polynomials?
Notice that Problem2canbeconsideredas aparticular caseof Problem1. Indeed themaindifference
consists into considering prescribed blocks, instead of isolated entries of the matrix.
It is important to emphasize that the particular situation of the prescription of the characteristic
polynomial of (2), when some of its blocks are ﬁxed and the others are unknown, was proposed by
Oliveira in 1975 [39].
Finally, we present our contribution in Matrix Completion Problems. Motivated by the fascination
of this type of questions, and particularly inspired by Problems 1 and 2, our purpose is to unify these
problems. Our main problem is the following.
Problem 3 [8]. Let F be a ﬁeld. Let n, k, p1, . . ., pk be positive integers such that n = p1 + · · · + pk . Let
C =
⎡
⎢⎢⎣
C1,1 · · · C1,k
.
.
.
.
.
.
Ck,1 · · · Ck,k
⎤
⎥⎥⎦ ∈ Fn×n, (3)
where the blocksCi,j ∈ Fpi×pj , i, j ∈ {1, . . ., k} andC1,1, . . .,Ck,k are square submatrices. Suppose that some
of the blocks Ci,j are known. Under which conditions does there exist amatrix of the form (3) with pre-
scribed eigenvalues, characteristic polynomial, invariant polynomials, or number of nontrivial invari-
ant polynomials?
The paper is structured as follows. In Section 2, we introduce notation and results needed for the
rest of the paper. In Section 3, we survey the most significant results available in the literature, con-
cerning Problem1. In Section 4,wepresent themost significant contributions available in the literature
concerning Problem 2. In Section 5, we present our contribution in Matrix Completion Problems, by
solving Problem 3, for special prescription of blocks. Finally in Section 6, we present our ﬁnal remarks,
bygiving special emphasis toa classofopenproblems. Inparticular,wepresent a conjecture concerning
the description of the eigenvalues of a partitioned matrix of the form (3), with entries in an arbitrary
ﬁeld, when some of its blocks are ﬁxed and the others are free.
Considerable work has been done in this ﬁeld, but too many problems still remain open. It should
be pointed out that the theory developed to solve this type of problems can be very hard and it is far
from being complete. Further research is required to solve these marvellous problems.
2. Background
In this section, we will introduce some notation and background needed for the rest of the paper.
Let F be a ﬁeld.
The ring of the polynomials in the indeterminate x, with coefﬁcients in F , is denoted by F[x].
If f (x) ∈ F[x], the degree of f (x) is denoted by deg(f (x)). Make convention that deg(0) = −∞.
Let D = F or D = F[x] and letm,n be positive integers. We denote by Dm×n the set of all matrices in
D of typem × n, i.e., withm rows and n columns.
If A ∈ Dm×n, we denote by A its transpose.
If A ∈ Dm×m, we denote by tr A its trace.
The symbol | is used in the followingway: if f (x), g(x) ∈ F[x], then f (x)|g(x)means “f (x)divides g(x)”.
Given a1, . . ., an ∈ F , we denote by diag(a1, . . ., an) the following matrix:
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⎡
⎢⎢⎣
a1 0
. . .
0 an
⎤
⎥⎥⎦ .
Moreover, given square matrices A1, . . .,An, we denote by A1 ⊕ · · · ⊕ An or by diag(A1, . . .,An) the
following matrix:⎡
⎢⎢⎣
A1 0
. . .
0 An
⎤
⎥⎥⎦ .
Recall that the invariant polynomials ofA ∈ Fm×m which are equal to 1, are called the trivial invariant
polynomials of A. The remaining invariant polynomials of A are called the nontrivial invariant polyno-
mials of A. The number of nontrivial invariant polynomials of A is denoted by i(A).
If A ∈ Fm×m, we say that A is nonderogatory if its characteristic and minimal polynomials coincide,
which means that A has exactly one nontrivial invariant polynomial. Otherwise, we say that A is
derogatory.
If A ∈ Fp×p,B ∈ Fp×q,C ∈ Fq×p, we denote by i[A B] the number of nonconstant invariant factors
of the matrix [xIp − A −B] and by
i
[
A
C
]
,
the number of nonconstant invariant factors of the matrix[
xIp − A
−C
]
.
Recall that a pair (A,B), where A ∈ Fp×p,B ∈ Fp×q is completely controllable if and only if all the
invariant factors of the matrix
[
xIp − A −B
]
are equal to 1. In others words, (A,B) is completely
controllable if and only if i[A B] = 0.
Let A,B ∈ Fm×n and X ∈ F[x]n×1. Now consider the following equation:
(Ax + B)X = 0. (4)
If rank(Ax + B) < n, then Eq. (4) has at least a nonzero solution in F[x]. Let p = n − rank(Ax + B).
Choose a solution X1 of minimum degree among all the nonzero solutions of (4). Recursively, for
i = 2, . . ., p, choose Xi such that Xi is a solution of minimum degree among the solutions X such that
X1, . . .,Xi−1,X are linearly independent. The sequence X1, . . .,Xp is called a fundamental system of solu-
tions of (4).
It is knownthat, ifX1, . . .,Xp andY1, . . .,Yp are fundamental systemsof solutionsof (4), thendeg(Xi) =
deg(Yi), for all i ∈ {1, . . ., p}.
Deﬁnition 2. Let X1, . . .,Xp be a fundamental system of solutions of (4). To the elements deg(X1), . . .,
deg(Xp) we call the minimal indices for the columns of Ax + B.
Deﬁnition 3 [21]. Let a1, . . ., an, b1, . . ., bn be nonnegative integers, a = (a1, . . ., an), b = (b1, . . ., bn) and
a[1]  · · · a[n] be the elements a1, . . ., an in nonincreasing order. We say that b majorizes a and we
denote this fact by a ≺ b if
k∑
i=1
a[i] 
k∑
i=1
b[i], k ∈ {1, . . .,n − 1},
n∑
i=1
ai =
n∑
i=1
bi.
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3. Some similarity invariants of matrices with prescribed entries
In this section, we survey themost significant results available in the literature concerning Problem
1 (introduced in Section 1).
3.1. Eigenvalues of square matrices with prescribed entries
In this subsection,we describe the possible eigenvalues of amatrix of the form (1),when some of its
entries are prescribed and the others are unknown. A natural question that arises is to ﬁnd the largest
permissible cardinality of the prescribed entries so that the matrix of the form (1) has prescribed
eigenvalues. In the last decades, many authors studied this problem.
In 1958, Mirsky [34], showed that is possible to prescribe n − 1 principal entries of a matrix of the
form (1), when F is an algebraically closed ﬁeld.
In 1958–1959, Farahat and Ledermann [14] generalized the previous result to an arbitrary ﬁeld.
They also showed that if all the n principal entries are prescribed, then there exists a matrix of the
form (1) with eigenvalues c1, . . ., cn, if and only if the trace of the matrix is equal to the sum of the
eigenvalues.
London and Minc in 1972 [27] showed that is always possible to prescribe n − 1 entries of the
matrix arbitrarily positioned and n − 1 is themaximumnumber of entries that is possible to prescribe,
simultaneously with the eigenvalues, without any additional condition.
Theorem 4 [27]. Let F be an arbitrary ﬁeld and c1, . . ., cn ∈ F . Let (i1, j1), . . ., (in−1, jn−1) be distinct ele-
ments of {1, . . .,n} × {1, . . .,n}. Let bil ,jl , l ∈ {1, . . .,n − 1}. There always exists a matrix of the form (1) with
eigenvalues c1, . . ., cn, such that ail ,jl = bil ,jl , l ∈ {1, . . .,n − 1}.
In [27], the authors also noticed that the prescription of n entries is not always possible if:
(i) The n prescribed entries are principal;
(ii) The n prescribed entries belong to the same row or column and the nonprincipal entries are
equal to zero.
As we had already mentioned, if (i) occurs, the answer was obtained by Farahat and Ledermann in
[14].
Also in 1972, Friedland [16] described the list of the eigenvalues of a matrix of the form (1), over an
algebraically closed ﬁeld, when all n2 − n nonprincipal entries are prescribed. Moreover, he showed
that the number of matrices of the form (1), with the n2 − n prescribed nonprincipal entries and
prescribed eigenvalues, is ﬁnite.
The approach used by the author in [16] reduces this problem to the solvability of n polynomial
equations.
Theorem 5 [16]. Let F be an algebraically closed ﬁeld. Let c1, . . ., cn ∈ F and (i1, j1), . . ., (in2−n, jn2−n) be
distinct elements of {1, . . .,n} × {1, . . .,n}, such that il /= jl , l ∈ {1, . . .,n2 − n}. Let bil ,jl ∈ F , l ∈ {1, . . .,n2 − n}.
Then there exists amatrix of the form (1)with eigenvalues c1, . . ., cn such that ail ,jl = bil ,jl , l ∈ {1, . . .,n2 − n}.
In 1973, Oliveira in [37] had the purpose of studying the possible eigenvalues of a matrix of the
form (1) over an arbitrary ﬁeld, when n entries are ﬁxed and the remaining vary. However, he just
provided a solution for the problem when a nonprincipal diagonal is prescribed. For this purpose
Oliveira considered a permutation σ of {1, . . .,n}, different from the identity permutation, and decom-
posed σ = σ1· · ·σs as the product of the disjoint cycles σk with length nk , k ∈ {1, . . ., s}. Notice that a
permutation on the rows of a matrix followed by the same permutation on the columns does not alter
the characteristic polynomial or the eigenvalues, because it is a similarity transformation. Hence, he
applied an appropriate permutation, without loss of generality, he assumed that
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σ1 = (1, . . .,n1), σ2 = (n1 + 1, . . .,n1 + n2), . . ., σs = (n1 + · · · + ns−1 + 1, . . .,n)
and ni > 2 for i = 1, . . .,α,ni = 2 for i = α + 1, . . .,β,ni = 1 for i = β + 1, . . ., s. Of course some of the
numbers α,β − α, s − β may be zero but he assumed that α and β − α do not vanish simultaneously,
otherwise σ would be the identity permutation and this case corresponds to the prescription of the
principal entries, which had already been considered in [14].
Theorem6 [37]. Let F be an arbitrary ﬁeld and c1, . . ., cn ∈ F . Suppose that at least one of the cycles σ1, . . ., σs
has length > 2. Let bi,σ(i) ∈ F , i ∈ {1, . . .,n}. There exists a matrix of the form (1) with eigenvalues c1, . . ., cn,
such that ai,σ(i) = bi,σ(i), i ∈ {1, . . .,n}.
If there is no cycle of length > 2, a similar result can be proved with a restriction.
Theorem 7 [37]. Let F be an arbitrary ﬁeld and c1, . . ., cn ∈ F . Suppose that σ1, . . ., σβ are all of length 2,
i.e., σi = (2i − 1, 2i), i ∈ {1, . . .,β}. Let bi,σ(i) ∈ F , i ∈ {1, . . .,n}. Suppose that there exists one value i0( β)
of i such that the equation
x2 − (θ + ρ)x + a2i0−1,σ(2i0−1)a2i0,σ(2i0) + θρ = 0, (5)
where θ , ρ are two of the elements c1, . . ., cn, has a solution in F . Then there exists a matrix of the form (1)
with eigenvalues c1, . . ., cn such that ai,σ(i) = bi,σ(i), i ∈ {1, . . .,n}.
Remark 1 [37]. The restriction imposed in the hypothesis of this theorem cannot, in general, be re-
moved. For example: if n = 2 and x2 − (c1 + c2)x + b1,2b2,1 + c1c2 = 0 has no solution in F , there exists
no 2 × 2 matrix over F of the form (1), with c1, c2 as eigenvalues such that a1,2 = b1,2 and a2,1 = b2,1.
Note that in Theorems 6 and 7, Oliveira described the possible eigenvalues of a matrix of the form
(1), when a nonprincipal diagonal is prescribed.
Oliveira also noticed that the process used in the proofs of the previous theorems, allowed to
prescribe more entries than the ones required in his results. He also mentioned some open problems
in [37]:
(I) Are the previous results valid if we prescribe the characteristic polynomial (possibly with roots
outside the ﬁeld F) instead of the eigenvalues?
(II) What happens if we prescribe not only one diagonal but several, or entries not necessarily on a
diagonal?
(III) We may prescribe some entries and, instead of the eigenvalues, the singular values, see for
example [36].
(IV) We may also consider problems in which symmetry is imposed upon the matrix.
Many other problems can be considered.
In [38], Oliveira generalized the results established in [37] for n prescribed entries arbitrarily posi-
tioned. Moreover, in [40] he showed that, for n > 2, the restriction imposed by (5) is not necessary.
Concluding, between 1973 and 1975, Oliveira [37,38,40] proved that, for n > 2 is possible to pre-
scribe n entries of the matrix arbitrarily positioned, simultaneously with the eigenvalues, except in
the cases that the n prescribed entries are principal or the n prescribed entries belong to the same row
or column and the nonprincipal entries are equal to zero. In this last case, Oliveira still noticed that
there exists a matrix of the form (1) with prescribed eigenvalues if and only if one of the eigenvalues
is equal to the principal prescribed entry.
In 1983, Hershkowitz [22] improved the result obtained by Oliveira, showing that it is always
possible to prescribe 2n − 3 entries of the matrix (except in the previous exceptional cases).
Theorem 8 [22]. Let F be an arbitrary ﬁeld and c1, . . ., cn ∈ F . Let (i1, j1), . . ., (i2n−3, j2n−3) be distinct ele-
ments of {1, . . .,n} × {1, . . .,n}. Let bil ,jl ∈ F , l ∈ {1, . . ., 2n − 3}. Apart from two exceptions listed below, there
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exists a matrix of the form (1),with eigenvalues c1, . . ., cn, such that ail ,jl = bil ,jl , l ∈ {1, . . ., 2n − 3}. The two
exceptions are:
(a) All entries on the main diagonal are prescribed and their sum differs from the sum of the prescribed
eigenvalues.
(b) There exists a row or a column all of whose nonprincipal entries are prescribed as zeros, and the one
on the main diagonal is prescribed and differs from all the given eigenvalues c1, . . ., cn.
The number 2n − 3 of the prescribed entries cannot be increased.
Note that for n = 3, Theorem 8 coincides with Oliveira’s results established in [37,38,40].
Hershkowitz [22] showed that2n − 3 is themaximumnumberof entries that ispossible toprescribe
without any further conditions but those speciﬁed in (a) or (b), by giving some examples. For example,
let i, j be a pair of rows in A. Let 1 p n and assume that the following 2n − 2 elements of A are
prescribed equal to zero:
ai,k = aj,k = 0, k = 1, . . .,n, k /= p.
Clearly, rows i and j are linearly dependent, therefore detA = 0. Consequently, the eigenvalues of A
cannot be arbitrarily prescribed, since 0 must be an eigenvalue of the matrix. Let us consider another
example illustrated in [22]. Suppose that the following 2n − 2 elements of A are prescribed equal to
zero:
ak,n = 0, k = 1, . . .,n − 1 (6)
and
ak,k = 0, k = 1, . . .,n − 1. (7)
By (6) an,n is necessarily an eigenvalue of thematrix.Without loss of generality, suppose that an,n = cn.
Since
n∑
k=1
ck =
n∑
k=1
ak,k ,
an,n = cn and (7) holds, it follows that
n−1∑
k=1
ck = 0.
Again, the eigenvalues ofA cannot be arbitrarily prescribed, as the sumof n − 1 of the eigenvaluesmust
be zero. The author also presented other examples in [22], that show the result cannot be improved.
3.2. Characteristic polynomials of square matrices with prescribed entries
In this subsection, we consider the prescription of the characteristic polynomial of a matrix of
the form (1), when some of its entries are prescribed and the others are unknown. Concerning this
problem, few results are known. Obviously the prescription of the characteristic polynomial is more
general because it includes the situation where the eigenvalues of the matrix are outside the ﬁeld F .
In 1974, Dias da Silva [13] studied the prescription of n − 1 entries of a matrix of the form (1),
simultaneously with the characteristic polynomial.
Theorem9 [13]. Let F be an arbitrary ﬁeld. Let f (x) ∈ F[x] be amonic polynomial of degree n. Let (i1, j1), . . .,
(in−1, jn−1) be distinct elements of {1, . . .,n} × {1, . . .,n}. Let bil ,jl ∈ F , l ∈ {1, . . .,n − 1}. Then, there exists a
matrix of the form (1) with characteristic polynomial f (x), such that ail ,jl = bil ,jl , l ∈ {1, . . .,n − 1}, except if
all the nonprincipal positions of the same row or the same column are prescribed equal to zero.
If all the nonprincipal positions of the same row or the same column are prescribed equal to zero,
then there exists a matrix of the form (1) with characteristic polynomial f (x), such that ail ,jl = bil ,jl , l ∈{1, . . .,n − 1}, if and only if, f (x) has at least one root in F .
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Later, in 1986, Zaballa [65] determined conditions for which it is possible to prescribe n entries of
a matrix of the form (1), simultaneously with the characteristic polynomial. This situation becomes
more difﬁcult. Curiously, the prescription of one more position, increases significantly the number
of exceptions. Indeed, is proved that, apart from eight exceptional cases, there always exists an n × n
nonderogatory matrix of the form (1), over an arbitrary ﬁeld, with n prescribed entries and prescribed
characteristic polynomial.
It was already known for the following exceptional cases, this problem does not have always solu-
tion, i.e., there are no matrices satisfying the prescribed conditions:
(I) If the prescribed entries are principal, the problem has solution if and only if the sum of the
prescribed entries is equal to −an−1, where f (x) = xn + an−1xn−1 + · · · + a1x + a0 ∈ F[x] [14].
(II) If the n prescribed entries are all in a row or column and the nonprincipal ones are required to
be zero, the problem has solution if and only if the principal prescribed entry is a root of f (x)
[38].
(III) If only n − 1 entries are prescribed, but in such a way that all the nonprincipal entries of a row
or a column are required to be zero, the problem has solution if and only if f (x) has at least a
root in F [13].
(IV) If n = 2, f (x) = (x − c1)(x − c2), c1, c2 ∈ F and b1,2, b2,1 are prescribed, then the problem has a
solution if and only if
x2 − (c1 + c2)x + b1,2b2,1 + c1c2 = 0
has a solution in F [40].
The complete answer established by Zaballa [65] is the following. Notice the list of exceptions posed
by Zaballa includes the previous cases (I)–(IV).
Theorem 10 [65]. Let F be an arbitrary ﬁeld and let f (x) = xn + an−1xn−1 + · · · + a1x + a0 ∈ F[x]. Let
(i1, j1), . . ., (in, jn) be distinct elements of {1, . . .,n} × {1, . . .,n}. Let bil ,jl ∈ F , l ∈ {1, . . .,n}. Then, apart from
the exceptions listed below, there always exists a matrix of the form (1)with characteristic polynomial f (x),
such that ail ,jl = bil ,jl , l ∈ {1, . . .,n}. The exceptions are:
(a) All entries on the main diagonal are prescribed and their sum is not −an−1.
(b) There exists a row (or a column) all of whose nonprincipal entries are prescribed equal to zero, and
the one on the main diagonal is prescribed and is not a root of f (x).
(c) There exists a row (or a column) all of whose nonprincipal entries are prescribed as zero, and f (x)
has no root in F .
(d) n = 2, the prescribed positions are (1, 2) and (2, 1) and the equation x2 + a1x + a0 + b1,2b2,1 = 0
has no solutions in F .
(e) n = 3, σ is a circular permutation of order three, the prescribed positions have the form (i, σ(i)), i =
1, 2, 3, a1,σ(1) = a2,σ(2) = a3,σ(3) = 0, and for every b ∈ F , f (x) + b does not have three roots in F .
(f) n = 3, F has characteristic 2, σ is a permutation of order threewhich can be decomposed as a product
of two disjoint cycles, the prescribed positions have the form (i, σ(i)), i = 1, 2, 3, the entry −an−1 is
prescribed for a principal position, the other two are prescribed as zero, and f (x) has no root in F .
(g) n = 3, the prescribed positions are, unless wemake a permutation, (1, 2), (1, 3), (2, 3), the prescribed
entries are zero, and f (x) has not all its roots in F .
(h) n = 4, the prescribed positions are, unless wemake a permutation, (1, 3), (1, 4), (2, 3), (2, 4), the pre-
scribed entries are zero, and f (x) cannot be factorized in F as a product of two quadratic polynomials.
Moreover, if the following condition is not satisﬁed:
n = 2, f (x) = (x − a)2, a ∈ F , the prescribed positions are (1, 2) and (2, 1), and b1,2 = b2,1 = 0, and if
none of the above exceptions occurs, then there exists a nonderogatory matrix of the form (1) with charac-
teristic polynomial f (x), such that ail ,jl = bil ,jl , l ∈ {1, . . .,n}.
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3.3. Invariant polynomials of square matrices with prescribed entries
In this subsection, we describe the possible invariant polynomials of a matrix of the form (1), with
entries in a ﬁeld, when some of its entries are ﬁxed and the others vary. Few results are known that
studied this problem.
In 1977, Oliveira et al. [45] described the possible invariant polynomials of a matrix of the form (1),
when n − 1 entries in the main diagonal are prescribed.
Theorem 11 [45]. Let F be an arbitrary ﬁeld. Let g1(x), . . ., gn(x) ∈ F[x] be monic polynomials such that
g1(x)|· · ·|gn(x) and deg(g1(x)· · ·gn(x)) = n. Let (i1, i1), . . ., (in−1, in−1) be distinct elements of {1, . . .,n} ×
{1, . . .,n}. Let bil ,il ∈ F , l ∈ {1, . . .,n − 1}. If
g1(x) = · · · = gn(x) = x − a, (8)
then there exists a matrix of the form (1) with invariant polynomials g1(x), . . ., gn(x), such that ail ,il =
bil ,il , l ∈ {1, . . .,n − 1} if and only if bil ,il = a, for every l ∈ {1, . . .,n − 1}.
If (8) is not satisﬁed there is a matrix of the form (1) with invariant polynomials g1(x), . . ., gn(x), such
that ail ,il = bil ,il , l ∈ {1, . . .,n − 1}.
In 1998, Silva [57] improved the previous result, removing the condition of the prescribed entries
being in the main diagonal.
Theorem 12 [57]. Let F be an arbitrary ﬁeld. Let g1(x), . . ., gn(x) ∈ F[x] be monic polynomials such that
g1(x)|· · ·|gn(x) and deg(g1(x)· · ·gn(x)) = n. Let (i1, j1), . . ., (in−1, jn−1) be distinct elements of {1, . . .,n} ×
{1, . . .,n}. Let bil ,jl ∈ F , l ∈ {1, . . .,n − 1}. Then, there exists a matrix of the form (1) with invariant polyno-
mials g1(x), . . ., gn(x), such that ail ,jl = bil ,jl , l ∈ {1, . . .,n − 1} if none of the following conditions is satisﬁed:
(a) g1(x) = · · · = gn(x).
(b) The n − 1 nonprincipal entries belong to the same row or column and are prescribed as zero.
(c) Three entries in positions of the form (p, q), (p, r), (s, r), with p /= s, q /= r, are prescribed.
(d) n 4, gn(x) is irreducible of degree 2, bi1,j1 = · · · = bin−1,jn−1 = 0, and there exist an integer p ∈{2, . . .,n − 1} and a permutation σ of {1, . . .,n} such that
{(σ (i1), σ(j1)), . . ., (σ (in−1), σ(jn−1))} = {(2, 1), . . ., (p, 1), (1, p + 1), . . ., (1,n)}.
From the equality deg(g1(x)· · ·gn(x)) = n, Silva [57] noticed that nmust be even, whenever gn(x) is
irreducible of degree 2.
Remark 2 [57]. Under the hypothesis of Theorem 12, conditions (a)–(c) are not satisﬁed for the fol-
lowing reasons:
If g1(x) = · · · = gn(x) = x − a, it is not possible to prescribe n − 1 arbitrary entries of the matrix,
since the unique matrix with invariant polynomials g1(x), . . ., gn(x) is A = diag(a, . . ., a) ∈ Fn×n.
If (b) holds, then there exists a matrix of the form (1) with invariant polynomials g1(x), . . ., gn(x),
such that ail ,jl = bil ,jl , l ∈ {1, . . .,n − 1} if and only if the characteristic polynomial of A, g1(x)· · ·gn(x),
has a root in F .
If (c) holds, the existence of a matrix of the form (1) with invariant polynomials g1(x), . . ., gn(x),
such that ail ,jl = bil ,jl , l ∈ {1, . . .,n − 1}, implies a list of additional conditions. Clearly, if (c) occurs
and there exists a matrix of the form (1) with invariant polynomials g1(x), . . ., gn(x), such that
ail ,jl = bil ,jl , l ∈ {1, . . .,n − 1}, the entries in positions (p, q) and (s, r) are different from zero and the
entry in position (p, r) is equal to zero, then A has rank greater than 1. There are other necessary
conditions arising from the interlacing inequalities for the invariant factors [49,59]. For example,
if (i1, j1) = (1, 1), (i2, j2) = (2, 2) and b1,2 = 0, then g2(x)|(x − b1,1)(x − b2,2).
2520 G. Cravo / Linear Algebra and its Applications 430 (2009) 2511–2540
Silva still proved that the existence of a matrix of the form (1) with invariant polynomials g1(x), . . .,
gn(x), such that ail ,jl = bil ,jl , l ∈ {1, . . .,n − 1} implies that condition (d) is false.
The description of the eigenvalues of (1), when some of its entries are prescribed and the others are
free, is completely solved. It was shown that n − 1 is themaximumnumber of entries of (1) that can be
arbitrarily prescribed without any extra condition. Furthermore, apart from the following exceptions,
there always exists amatrix of the form (1), with prescribed eigenvalues and 2n − 3 prescribed entries.
The exceptions are the following:
(i) All the principal entries of (1) are prescribed;
(ii) All the entries of the same row or column are prescribed and the nonprincipal entries are equal
to zero.
Concerning the prescription of the characteristic polynomial or the invariant polynomials of (1),
only few results are known, and these problems are far from having complete answers. On the other
hand, the difﬁculty of these problems increases when more entries are prescribed. More research is
required to solve this type of questions.
4. Some similarity invariants of matrices with prescribed blocks
In this section,wesurvey several results concerningProblem2.Note that for each subproblemunder
consideration (the prescription of the characteristic polynomial, the invariant polynomials, or the
number of nontrivial invariant polynomials) there are essentially seven distinct problems, according
to the prescription of some blocks of A:
(P1) A1,1 prescribed;
(P2) A1,2 prescribed;
(P3) A1,1 and A1,2 prescribed;
(P4) A1,1 and A2,2 prescribed;
(P5) A1,2 and A2,1 prescribed;
(P6) A1,1,A1,2 and A2,2 prescribed;
(P7) A1,1,A1,2 and A2,1 prescribed.
4.1. The prescription of the characteristic polynomial of a square matrix and some of its blocks
In this subsection, we consider the prescription of the characteristic polynomial of a matrix of the
form (2), when some of its blocks are prescribed and the others are unknown.
Concerning problem (P1), Oliveira presented the complete answer in [35].
Theorem 13 [35]. Let F be an arbitrary ﬁeld. Let A1,1 ∈ Fp×p and let f (x) ∈ F[x] be a monic polynomial
of degree n. Let f1(x)|· · ·|fp(x) be the invariant polynomials of A1,1. Then there exist A1,2 ∈ Fp×q,A2,1 ∈
Fq×p,A2,2 ∈ Fq×q such that the matrix of the form (2) has characteristic polynomial f (x) if and only if
f1(x)· · ·fp−q(x)|f (x). (Make convention that f1(x)· · ·fp−q(x) = 1 if p − q 1.)
The complete answer to problem (P2) was established by Oliveira in [39].
Theorem 14 [39]. Let F be an arbitrary ﬁeld. Let A1,2 ∈ Fp×q and let f (x) ∈ F[x] be a monic polynomial of
degree n. If A1,2 /= 0, then there exist A1,1 ∈ Fp×p,A2,1 ∈ Fq×p,A2,2 ∈ Fq×q such that the matrix of the form
(2) has characteristic polynomial f (x). If A1,2 = 0, then there exist A1,1 ∈ Fp×p,A2,1 ∈ Fq×p,A2,2 ∈ Fq×q such
that thematrix of the form (2) has characteristic polynomial f (x) if and only if f (x) has a divisor of degree p.
Wimmer in [63] gave the complete answer to problem (P3).
Theorem 15 [63]. Let F be an arbitrary ﬁeld. Let A1,1 ∈ Fp×p,A1,2 ∈ Fp×q and let f (x) ∈ F[x] be a monic
polynomial of degree n. Let f1(x)|· · ·|fp(x) be the invariant factors of[
xIp − A1,1 −A1,2
]
. (9)
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There exist A2,1 ∈ Fq×p,A2,2 ∈ Fq×q such that the matrix of the form (2) has characteristic polynomial f (x)
if and only if f1(x)· · ·fp(x)|f (x).
The problem (P4) has only some partial answers obtained by Oliveira in [39,42,43] and by Silva in
[53].
In [39] Oliveira started by introducing some notation.
Let B be an arbitrary square matrix with elementary divisors
p
ni,1
i
(x), . . ., p
ni,ti
i
(x) with ni,1  · · · ni,ti , i ∈ {1, . . ., r}.
Let
θi,k =
ti−k∑
j=1
ni,j
with θi,k = 0 if t − k < 1, and
φB,k(x) =
r∏
i=1
p
θi,k
i
(x).
In the following result Oliveira established a necessary condition, for problem (P4).
Theorem16 [39]. Let F be an arbitrary ﬁeld. Let A1,1 ∈ Fp×p,A2,2 ∈ Fq×q and assume that p q. Let f (x) =
xn + an−1xn−1 + · · · + a1x + a0 ∈ F[x]. If there exists A1,2 ∈ Fp×q and A2,1 ∈ Fq×p such that the matrix of
the form (2) has characteristic polynomial f (x), then the following conditions hold:
(a) φA1,1,q(x)|f (x).
(b) tr A1,1 + tr A2,2 = −an−1.
Oliveira [39] noticed that condition (b) is evident and condition (a) is an immediate consequence
of Theorem 13. Furthermore, he posed the following natural question: Are the conditions (a) and (b)
sufﬁcient? According to Theorem 13, it can be easily seen that for q = 1, the conditions are sufﬁcient.
But in the general case, Oliveira did not get a conclusive answer. However, he still described sufﬁ-
cient conditions for two particular cases. Without loss of generality, he assumed that p q. He also
assumed that one of the prescribed submatrices, A2,2 say, has a complete set of distinct eigenvalues in
F : d1, . . ., dq. Furthermore, it is assumed that the prescribed polynomial f (x) has at least q − 1 roots in
F : c2, . . ., cq. Let
f (x) = f1(x)(x − c2)· · ·(x − cq). (10)
Let lj = dj − cj , j ∈ {2, . . ., q}, and let Q1, . . .,Qp be an arbitrary partition of the set L = {l2, . . ., lq} (in this
partition p components are required and empty sets are allowed). The sum of the elements of Qi is
denoted by si, putting si = 0, if Qi is empty.
Theorem 17 [39]. Let F be an arbitrary ﬁeld. Let A1,1 ∈ Fp×p,A2,2 ∈ Fq×q. Let f (x) = xn + an−1xn−1 + · · · +
a1x + a0 ∈ F[x] satisfying (10),with f1(x) ∈ F[x], c2, . . ., cq ∈ F . Suppose that the following conditions hold:
(a) A2,2 has q distinct eigenvalues in F;
(b) tr A1,1 + tr A2,2 = −an−1;
(c) There exists a matrix U ∈ Fp×p such that φR,1(x)|f1(x),where R = UA1,1U−1 + diag(s1, . . ., sp),where
s1, . . ., sp are the above deﬁned values.
Then there exist A1,2 ∈ Fp×q and A2,1 ∈ Fq×p such that the matrix of the form (2) has characteristic polyno-
mial f (x).
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Remark 3 [39]. Clearly the roles of A1,1 and A2,2 can be interchanged.
Oliveira [39] noticed that condition (c) is not very restrictive and is satisﬁed in an important case:
when A1,1 has p distinct eigenvalues b1, . . ., bp in F and p is not an integral multiple of the characteristic
of F . In fact, the matrix U can be chosen so that
UA1,1U
−1 = diag(b1, . . ., bp).
Clearly, there is an i such that b1, . . ., bi−1, bi +
∑q
j=2(dj − cj), bi+1, . . ., bp are distinct. Now takeQj empty
for j /= i. Then sj = 0 for j /= i and si =
∑q
j=2(dj − cj). Thematrix R has p distinct eigenvalues, so φR,1(x) =
1|f1(x) and (c) is satisﬁed. Hence, the following result is an immediate consequence of Theorem
17.
Corollary 18 [39]. Let F be the ﬁeld of complex numbers. Let f (x) = xn + an−1xn−1 + · · · + a1x + a0 ∈
F[x]. Let A1,1 ∈ Fp×p,A2,2 ∈ Fq×q each with distinct eigenvalues, such that tr A1,1 + tr A2,2 = −an−1. Then
there exist A1,2 ∈ Fp×q and A2,1 ∈ Fq×p such that the matrix of the form (2) has characteristic polynomial
f (x).
In the following result, Oliveira provides a sufﬁcient condition for Problem (P4), when condition
(10) is not satisﬁed.
Theorem 19 [39]. Let F be an arbitrary ﬁeld. Let f (x) = xn + an−1xn−1 + · · · + a1x + a0 ∈ F[x]. Let A1,1 ∈
Fp×p,A2,2 ∈ Fq×q, such that A1,1 is nonderogatory and A2,2 has q distinct eigenvalues in F : d1, . . ., dq. Sup-
pose that the following conditions hold:
(a) tr A1,1 + tr A2,2 = −an−1;
(b) There are irreduciblemonic polynomials over F of degrees p + 1, . . ., p + q − 1 and second coefﬁcients
tr A1,1 + d1, . . ., tr A1,1 + d1 + · · · + dq−1, respectively.
Then there exist A1,2 ∈ Fp×q and A2,1 ∈ Fq×p such that the matrix of the form (2) has characteristic polyno-
mial f (x).
Remark 4 [39]. There are two important cases for which the previous condition (b) is satisﬁed:
(i) F is ﬁnite and its characteristic does not divide any of the numbers p + 1, . . ., p + q − 1;
(ii) F is the rational ﬁeld.
Despite the existence of the previous results, the answer to the general problem is still far from
being complete. Later in 1981 [42], Oliveira established new results. In [42], the author starts by
studying the situation where the entries of the matrix are complex numbers. In this paper, Oliveira
used the same notation from [39]: let d1, . . ., dq be the eigenvalues of A2,2 and let c1, . . ., cn be the
prescribed eigenvalues of thematrix of the form (2). Choose q − 1 of these complex numbers, c2, . . ., cq
and consider the set L = {d2 − c2, . . ., dq − cq}. Let Q1, . . .,Qp be a partition of this set in which p com-
ponents are required and empty sets are allowed. Let si be the sum of the numbers in Qi setting si = 0
wheneverQi is empty. Finally, let S = diag(s1, . . ., sp). Obviously, in general, there aremany possibilities
for S.
Theorem 20 [42]. Let F be the ﬁeld of complex numbers and let c1, . . .cn ∈ F. Let A1,1 ∈ Fp×p,A2,2 ∈ Fq×q.
Assume the following conditions are satisﬁed:
(a) tr A1,1 + tr A2,2 = c1 + · · · + cn.
(b) The eigenvalues di of A2,2 are pairwise distinct.
(c) Either
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(c1) A1,1 is nonderogatory
or
(c2) A1,1 is derogatory but there is a choice for S such that its principal elements are pairwise distinct.
Then there exist A1,2 ∈ Fp×q and A2,1 ∈ Fq×p such that the matrix of the form (2) has eigenvalues c1, . . ., cn.
Remark 5 [42]. If q p − 1 it is not possible to choose S with pairwise distinct diagonal elements, see
[45].
Also in [42], Oliveira studied the more general case, when F is an arbitrary ﬁeld. Let f (x) = xn +
an−1xn−1 + · · · + a1x + a0 ∈ F[x] be given.
The following assumptions were made in [42]. Suppose, without loss of generality, that p q. Let
J = J1 ⊕ · · · ⊕ Jr , be the Natural Form of A2,2. Oliveira split his answer into the following cases: if A2,2 is
diagonalizable and if A2,2 is not diagonalizable.
Firstly, he assumed that A2,2 is not diagonalizable and supposed that f (x) has a factor g(x) ∈ F[x], of
degree q − 1. Let P = [0] ⊕ D, where D is any matrix with characteristic polynomial g(x). In particular,
Dmay be the companion matrix of g(x). Let B = (J − P) ⊕ 0, where 0 is the (p − q) × (p − q) zero block.
Theorem 21 [42]. Let F be an arbitrary ﬁeld. Let f (x) = xn + an−1xn−1 + · · · + a1x + a0 ∈ F[x] and assume
that f (x) = g(x)h(x), with deg(g(x)) = q − 1. Let A1,1 ∈ Fp×p,A2,2 ∈ Fq×q, such that A2,2 is not diagonaliz-
able. Assume the following conditions hold:
(a) tr A1,1 + tr A2,2 = −an−1.
(b) There is a nonsingular matrix U ∈ Fp×p such that the minimal polynomial of the column vector
[0 1 0 · · · 0] relative to UA1,1U−1 + B has degree p.
Then there exist A1,2 ∈ Fp×q and A2,1 ∈ Fq×p such that the matrix of the form (2) has characteristic polyno-
mial f (x).
Oliveira [42] noticed that this last condition, in a certain sense, is the substitute for condition (b) of
Theorem 20.
Oliveira [42] also noticed that for the assumption (b) to be satisﬁed the matrix UA1,1U
−1 + B must
be nonderogatory. But this condition should not be considered too restrictive. In [45], it was shown
that if one ofA1,1 and B is nonderogatory and the other nonscalar, there existsU such thatUA1,1U
−1 + B
has p distinct eigenvalues (provided the cardinality of F being greater than or equal to p) and therefore
is nonderogatory.
In the next result, we present the solution established by Oliveira, when A2,2 is diagonalizable.
The following assumptions were made in [42]. Assume that A2,2 is similar to J = diag(d1, . . ., dq). As in
Theorem 21, it is assumed that f (x) has a factor g(x) ∈ F[x], of degree q − 1. Let P = [0] ⊕ D, where D is
any matrix with characteristic polynomial g(x). In particular, Dmay be the companion matrix of g(x).
Let B = (J − P) ⊕ 0, where 0 is the (p − q) × (p − q) zero block.
Theorem 22 [42]. Let F be an arbitrary ﬁeld. Let f (x) = xn + an−1xn−1 + · · · + a1x + a0 ∈ F[x] and assume
that f (x) = g(x)h(x), with deg(g(x)) = q − 1. Let A1,1 ∈ Fp×p,A2,2 ∈ Fq×q, such that A2,2 is diagonalizable.
Suppose that A2,2 is similar to J = diag(d1, . . ., dq). Assume the following conditions hold:
(a) tr A1,1 + tr A2,2 = −an−1.
(b) There is a nonsingular matrix U ∈ Fp×p such that the minimal polynomial of the column vector
[d1 0 · · · 0] relative to UA1,1U−1 + B has degree p.
Then there exist A1,2 ∈ Fp×q and A2,1 ∈ Fq×p such that the matrix of the form (2) has characteristic polyno-
mial f (x).
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The proofs of Theorems 21 and 22 are similar.
In Theorem 21, Oliveira noticed that the strongest condition and most difﬁcult to check is con-
dition (b). Furthermore, he noticed that if A2,2 has at least one eigenvalue in F that is not a mul-
tiple root, this condition is not needed and can be replaced with a weaker condition of the type
“UA1,1U
−1 + G is nonderogatory”. The matrix G will be deﬁned below. Recall that there is a such
matrix U if one of the matrices A1,1 and G is nonderogatory and the other nonscalar and F has enough
elements.
The following assumptions were made in [42]. Suppose that f (x) has a factor g(x) ∈ F[x], of degree
q − 1. Let d1 ∈ F be a simple eigenvalue ofA2,2 and let J = [d1] ⊕ J1 ⊕ · · · ⊕ Jr be itsNatural Form.Denote
J1 ⊕ · · · ⊕ Jr by J′. Let D be any matrix with characteristic polynomial g(x) and G = (J′ − D) ⊕ 0, where
0 is the (p − q + 1) × (p − q + 1) zero block.
Theorem 23 [42]. Let F be an arbitrary ﬁeld. Let f (x) = xn + an−1xn−1 + · · · + a1x + a0 ∈ F[x] and assume
that f (x) = g(x)h(x),with deg(g(x)) = q − 1. Let A1,1 ∈ Fp×p,A2,2 ∈ Fq×q. Assume the following conditions
hold:
(a) tr A1,1 + tr A2,2 = −an−1.
(b) There is a nonsingular matrix U ∈ Fp×p such that UA1,1U−1 + G is nonderogatory.
Then there exist A1,2 ∈ Fp×q and A2,1 ∈ Fq×p such that the matrix of the form (2) has characteristic polyno-
mial f (x).
In [43], Oliveira still continued the description of Problem (P4). He noticed that it seems that there
is no solution for this problemwith a “nice” necessary and sufﬁcient condition. The results established
in [43] were conﬁned to the complex ﬁeld to avoid more involved statements and also because this
is the important case for the applications, for example see [61]. Oliveira also noticed that the results
presented can be extended without difﬁculty to a more general ﬁeld. Once again he supposed that
p q. In [43] the author started by showing a Theorem that contains his most signiﬁcative previous
results, concerning this problem.
Theorem 24 [43]. Let F be the ﬁeld of complex numbers and let c1, . . ., cn ∈ F . Let A1,1 ∈ Fp×p,A2,2 ∈ Fq×q.
Assume that tr A1,1 + trA2,2 = c1 + · · · + cn. Let us consider the matrix
R = UA1,1U−1 + L ⊕ 0p−q,p−q +
[
0q,q 0q,p−q
Q 0p−q,p−q
]
,
where
L = VA2,2V−1 −
[
θ1 ω
0q−1,1 D
]
, (11)
U ∈ Fp×p is anonsingularmatrix,V ∈ Fq×q is anonsingularmatrix, θ1 is a complexnumber,ω ∈ F1×(q−1),D ∈
F (q−1)×(q−1) is a matrix with eigenvalues cp+2 + · · · + cn,Q ∈ F (p−q)×q, 0i,j ∈ Fi×j is the zero matrix. Let y
be the ﬁrst column of the matrix of the form (11) and let u be the ﬁrst column of Q . If U,V , θ1,ω,D,Q
can be chosen so that the minimal polynomial of the column vector [y u] relative to R is of degree
p, then there exist A1,2 ∈ Fp×q and A2,1 ∈ Fq×p such that the matrix of the form (2) has eigenvalues
c1, . . ., cn.
Oliveira noticed that some of his previous results can be obtained from this theorem with special
choice of R. For example, if V is the matrix that transform A2,2 into its Natural Form and θ1 = 0,ω =
0,Q = 0, Theorem 21 is obtained without difﬁculty.
The most general result obtained by Oliveira, concerning this question, is the following theorem.
Theorem 25 [43]. Let F be the ﬁeld of complex numbers and let c1, . . ., cn ∈ F. Let A1,1 ∈ Fp×p,A2,2 ∈ Fq×q.
Assume that
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(a) tr A1,1 + tr A2,2 = c1 + · · · + cn.
(b) The Jordan Normal Form of A1,1 has a diagonal block whose dimension is larger than p − q, and
another whose dimension is larger than 1.
(c) The Jordan Normal Form of A2,2 has a diagonal block of dimension 1 × 1.
Then there exist A1,2 ∈ Fp×q and A2,1 ∈ Fq×p such that the matrix of the form (2) has eigenvalues c1, . . ., cn.
Later in 1987, Silva established new necessary and sufﬁcient conditions for problem (P4).
Nevertheless the solution presented by the author is still partial, since f (x) must have all its roots
in F .
Theorem 26 [53]. Let F be an arbitrary ﬁeld and let c1, . . ., cn ∈ F . Let A1,1 ∈ Fp×p and A2,2 ∈ Fq×q. Let
f1(x)|· · ·|fp(x) be the invariant polynomials of A1,1. Suppose that p q. There exist A1,2 ∈ Fp×q and A2,1 ∈
Fq×p such that the matrix of the form (2) has eigenvalues c1, . . ., cn if and only if the following conditions
are satisﬁed:
(a) tr A1,1 + tr A2,2 = c1 + · · · + cn.
(b) If p > q, then f1(x)· · ·fp−q(x)|(x − c1)· · ·(x − cn).
(c) One of the following conditions is satisﬁed:
(c1) At least one of the matrices A1,1,A2,2 is nonscalar.
(c2) A1,1 = aIp and A2,2 = bIq, with a, b ∈ F , and there is a permutation σ of {1, 2, . . .,n} such that:
(i) cσ(2i−1) + cσ(2i) = a + b for 1 i  q;
(ii) cσ(j) = a for 2q < j  n.
Clearly, this is a complete answer for algebraically closed ﬁelds and gives a complete description of
the eigenvalues of (2), when A1,1 and A2,2 are prescribed.
Concerning problem (P5), when F is an arbitrary ﬁeld, as in the previous problem, there exist only
some partial results, established by Oliveira [41], Silva [52] and also by Marques and Silva [31]. If F is
an algebraically closed ﬁeld, from Theorem 5 [16], it follows that there always exists a matrix of the
form (2) with prescribed characteristic polynomial.
In [41], Oliveira established a resultwhen thepartitionedmatrix (2) has all its blocks (Ai,j , i, j ∈ {1, 2})
with the same size, i.e., p = q.
Theorem 27 [41]. Let F be an arbitrary ﬁeld. Let A1,2 ∈ Fp×q and A2,1 ∈ Fq×p. Suppose that p = q. Let
c1, . . ., cp ∈ F . Let f (x) ∈ F[x] be a monic polynomial of degree n such that
f (x) = g(x)(x − c1)· · ·(x − cp),
where g(x) ∈ F[x]. Then there exist A1,1 ∈ Fp×p,A2,2 ∈ Fq×q such that the matrix of the form (2) has char-
acteristic polynomial f (x).
Later, Silva [52] improved the previous result, removing the condition p = q. However, a special
factorization of the polynomial f (x) is still considered.
Remark6 [52]. Ifp = q = 1, theanswerof theproblemis simple.Assuming thatA1,2 = [b]andA2,1 = [c],
and f (x) = x2 + dx + e, there exist u, v ∈ F such that[
u b
c v
]
has characteristic polynomial f (x) if and only if the equation x2 + dx + bc + e = 0 has a root in F .
It is also obvious that if A1,2 = 0 or A2,1 = 0, then there exist A1,1 ∈ Fp×p,A2,2 ∈ Fq×q such that the
matrix of the form (2) has characteristic polynomial f (x) if and only if f (x) has a divisor of degree p.
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Theorem28 [52]. Let F beanarbitraryﬁeld. LetA1,2 ∈ Fp×q andA2,1 ∈ Fq×p.Suppose thatp q, p + q 2.
Let c1, . . ., cq ∈ F . Let f (x) ∈ F[x] be a monic polynomial such that
f (x) = g(x)h(x)(x − c1)· · ·(x − cq),
where g(x),h(x) ∈ F[x], deg(g(x)) = q anddeg(h(x)) = p − q. Then there exist A1,1 ∈ Fp×p,A2,2 ∈ Fq×q such
that the matrix of the form (2) has characteristic polynomial f (x).
From this result, Silva obtained the complete answer to the prescription of the eigenvalues, for the
same prescription of blocks.
Corollary 29 [52]. Let F be an arbitrary ﬁeld and let c1, . . ., cn ∈ F . Let A1,2 ∈ Fp×q and A2,1 ∈ Fq×p. There
exist matrices A1,1 ∈ Fp×p,A2,2 ∈ Fq×q such that the matrix of the form (2) has eigenvalues c1, . . ., cn if and
only if one of the following conditions is satisﬁed:
(
i29
)
p /= 1 or q /= 1.(
ii29
)
p = q = 1, and the equation
x2 − (c1 + c2)x + bc + c1c2 = 0
has a root in F , where A1,2 = [b] and A2,1 = [c].
In [31], Marques and Silva established new sufﬁcient conditions for the existence of a matrix of the
form (2) with characteristic polynomial f (x) and prescribed blocks A1,2 and A2,1.
In the next theorem, the authors gave the answer for the cases where the prescribed blocks are a
row and a column matrix, i.e., p = 1 or q = 1. Without loss of generality, assume that q = 1.
Theorem 30 [31]. Let F be an arbitrary ﬁeld and let f (x) ∈ F[x] be a monic polynomial of degree n. Let
A1,2 ∈ Fp×q and A2,1 ∈ Fq×p. If q = 1, then there exist matrices A1,1 ∈ Fp×p and A2,2 = [a], a ∈ F , such that
the matrix of the form (2) has characteristic polynomial f (x).
In the following result, the authors studied the general case where p, q are arbitrary and f (x) may
not have roots in F . Nevertheless, they still considered a factorization of the polynomial f (x).
Theorem 31 [31]. Let F be an arbitrary ﬁeld. Let A1,2 ∈ Fp×q and A2,1 ∈ Fq×p. Let f (x) ∈ F[x] be a monic
polynomial of degree n such that f (x) = f1(x)f2(x), where f1(x) has degree p. Let
t = max{rank A1,2, rank A2,1}. (12)
If one of the following conditions is satisﬁed, then there exist A1,1 ∈ Fp×p,A2,2 ∈ Fq×q such that the matrix
of the form (2) has characteristic polynomial f (x):
(a) t > 1,
(b) t = 1 and p /= q,
(c) t = 1, and one of the polynomials f1(x) or f2(x) is reducible.
Note that Corollary 29, established by Silva [52], can be obtained as a consequence of Theorem
31. In fact, if there exist A1,1 ∈ Fp×p,A2,2 ∈ Fq×q such that the matrix of the form (2) has eigenvalues
c1, . . ., cn, then one of the following cases must occur:
(a) p /= 1 or q /= 1;
(b) p = q = 1.
Obviously if (a) holds, the result is satisﬁed. If (b) holds, let A1,1 = [d],A2,2 = [e], d, e ∈ F . Since (2)
has eigenvalues c1, c2, then
det
[
x − d −b
−c x − e
]
= (x − c1)(x − c2).
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Consequently, x2 − (c1 + c2)x + bc + c1c2 = (x − d)(x − e). Hence, the roots of x2 − (c1 + c2)x + bc +
c1c2 = 0 are the roots of (x − d)(x − e) = 0, which belong to F .
Conversely, suppose that one of the conditions
(
i29
)
,
(
ii29
)
is satisﬁed. Let t be the nonnegative
integer of the form (12).
Firstly, let us suppose that
(
i29
)
holds. If A1,2 = 0 or A2,1 = 0, let A1,1 = diag(c1, . . ., cp),A2,2 =
diag(cp+1, . . ., cn). Clearly, the matrix of the form (2) has eigenvalues c1, . . ., cn.
From now on, suppose that A1,2 /= 0 and A2,1 /= 0. Clearly, t  1. If t > 1, according to Theorem 31,
there exist A1,1 ∈ Fp×p,A2,2 ∈ Fq×q such that the matrix of the form (2) has eigenvalues c1, . . ., cn. If
t = 1 and p /= q, according to Theorem 31, there exist A1,1 ∈ Fp×p,A2,2 ∈ Fq×q such that the matrix of
the form (2) has eigenvalues c1, . . ., cn. If t = 1 and p = q, since (i29) occurs, necessarily p = q > 1. Let
f1(x) = (x − c1)· · ·(x − cp), f2(x) = (x − cp+1)· · ·(x − cn). Clearly both polynomials f1(x), f2(x) are reduc-
ible. Then, according to Theorem 31 there exist A1,1 ∈ Fp×p,A2,2 ∈ Fq×q such that thematrix of the form
(2) has eigenvalues c1, . . ., cn.
Now suppose that
(
ii29
)
holds. Then, there exist d, e ∈ F such that x2 − (c1 + c2)x + bc + c1c2 =
(x − d)(x − e). Let A1,1 = [d],A2,2 = [e]. Then, the matrix of the form (2) has eigenvalues c1, c2.
Problem (P6) has only a partial solution due to work developed by Silva [55].
Theorem 32 [55]. Let F be an arbitrary ﬁeld. Let A1,1 ∈ Fp×p,A1,2 ∈ Fp×q,A2,2 ∈ Fq×q and let c1, . . ., cn ∈ F .
Let f1(x)|· · ·|fp(x) be the invariant factors of (9) and let g1(x)|· · ·|gq(x) be the invariant factors of
[ −A1,2
xIq − A2,2
]
. (13)
Then there exists A2,1 ∈ Fq×p such that the matrix of the form (2) has eigenvalues c1, . . ., cn if and only if
the following conditions are satisﬁed:
(a) tr A1,1 + tr A2,2 = c1 + · · · + cn.
(b) f1(x)· · ·fp(x)g1(x)· · ·gq(x)|(x − c1)· · ·(x − cn).
(c) One of the following conditions is satisﬁed:
(c1) For all ν ∈ F ,A1,1A1,2 + A1,2A2,2 /= νA1,2.
(c2) If there exists ν ∈ F , such that A1,1A1,2 + A1,2A2,2 = νA1,2, then there exists a permutation σ of
{1, . . .,n} such that
cσ(2i−1) + cσ(2i) = ν,
for all i ∈ {1, . . ., r}, where r = rank A1,2 and
cσ(2r+1), . . ., cσ(n)
are roots of f1(x)· · ·fp(x)g1(x)· · ·gq(x).
It is clear that this result is a completeanswer foralgebraically closedﬁeldsanddescribescompletely
the possible eigenvalues of (2), for the prescription of A1,1,A1,2 and A2,2.
Concerning problem (P7) the unique results known are the following.
Clearly, if A1,2 = 0 or A2,1 = 0, there exists A2,2 ∈ Fq×q such that the matrix of the form (2) has
characteristic polynomial f (x) if and only if the characteristic polynomial of A1,1 divides f (x).
For q = 1 and f (x) = xn + an−1xn−1 + · · · + a1x + a0 ∈ F[x], if Problem (P7) has a solution, neces-
sarily the trace of the matrix of the form (2) is equal to −an−1. So A2,2 = [b], where b = −an−1 −
tr A1,1.
Note that the previous case includes the situation n = 2, i.e., p = q = 1. If p + q 3, with p =
1,A1,2 /= 0 and A2,1 /= 0, Marques obtained the following answer in [29]. For that purpose the author
considered the equivalence relation in the set Fp×q × Fq×p, deﬁned in [31]: (A1,2,A2,1) is (p, q) −
equivalent to (A′
1,2
,A′
2,1
) if there exist nonsingular matrices P ∈ Fp×p and Q ∈ Fq×q such that
A′1,2 = PA1,2Q−1, A′2,1 = QA2,1P−1.
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Theorem 33 [29]. Let F be an arbitrary ﬁeld. Let A1,1 = [a] ∈ F1×1,A1,2 ∈ F1×q and A2,1 ∈ Fq×1.
Let f (x) ∈ F[x] be a monic polynomial of degree n. Then there exists A2,2 ∈ Fq×q such that the matrix
of the form (2) has characteristic polynomial f (x), except if the following conditions are simultaneously
satisﬁed:
(a) p + q = 3;
(b) The pair (A1,2,A2,1) is (1, 2)-equivalent to the pair([
0 1
]
,
[
1 0
]) ;
(c) If f (x) = x3 + a2x2 + a1x + a0, f (a) = 0 and the equation
x3 + (a2 + a)x + a1 + a2a + a2 = 0
has no roots in F .
Note that theeigenvaluesor the characteristic polynomial of a squarematrix areknownas invariants
for the similarity (of square matrices), since similar matrices have the same characteristic polynomial
and, consequently, the same eigenvalues.
4.2. The prescription of the invariant polynomials of a square matrix and some of its blocks
In this subsection, we present the prescription of the invariant polynomials of (2), which is also
another invariant for the similarity of square matrices.
This problem becomesmore difﬁcult than the prescription of the characteristic polynomial, and its
answer includes the solution for the prescription of the characteristic polynomial (for the respective
prescription of blocks).
In [49] and [59], Sá and Thompson, respectively, found (separately) the complete answer to problem
(P1).
Theorem 34 [49,59]. Let F be an arbitrary ﬁeld. Let A1,1 ∈ Fp×p and let f1(x)|· · ·|fp(x) be the invari-
ant polynomials of A1,1. Let g1(x), . . ., gn(x) ∈ F[x] be monic polynomials such that g1(x)|· · ·|gn(x) and
deg(g1(x)· · ·gn(x)) = n. Then there exist A1,2 ∈ Fp×q,A2,1 ∈ Fq×p and A2,2 ∈ Fq×q such that the matrix of
the form (2) has invariant polynomials g1(x), . . ., gn(x) if and only if
gi(x)|fi(x)|gi+2q(x), i ∈ {1, . . ., p},
where gj(x) = 0 if j > n.
In [20], Gohberg et al. presented a solution of problem (P2), over the ﬁeld of complex numbers.
Theorem35 [20]. Let F be the ﬁeld of complex numbers. Let A1,2 ∈ Fp×q, rank A1,2 = r. Let g1(x), . . ., gn(x) ∈
F[x] be monic polynomials such that g1(x)|· · ·|gn(x) and deg(g1(x)· · ·gn(x)) = n. Then there exist A1,1 ∈
Fp×p,A2,1 ∈ Fq×p and A2,2 ∈ Fq×q such that the matrix of the form (2) has g1(x), . . ., gn(x) as invariant
polynomials if and only if gi(x) = 1 for 1 i  r. Equivalently: if and only if the eigenvalues of (2) have
geometric multiplicity less than or equal to n − rank A1,2.
Later, Zaballa [68] and Silva [54] solved problem (P2), when F is an arbitrary ﬁeld, using different
approaches.
We start by presenting the approach used by Zaballa. In [68] the author noticed that if F is an
algebraically closed ﬁeld then the problem has always solution, but if F is not such a ﬁeld then some
“pathological” case may occur. For instance, if F is the ﬁeld of real numbers, p + q ≡ 0(mod2), gn(x) =
x2 + 1 and r has not the same parity as p, then it is not possible to ﬁndmatrices A1,1,A2,1,A2,2 such that
gn(x) is the minimal polynomial of (2).
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Zaballa split its answer into the following cases: when gn(x) is an irreducible polynomial over F[x],
and when gn(x) is not an irreducible polynomial over F[x]. Firstly, let us consider the situation where
gn(x) is not an irreducible polynomial.
Theorem 36 [68]. Let F be an arbitrary ﬁeld. Let A1,2 ∈ Fp×q, rank A1,2 = r > 0. Let g1(x), . . ., gn(x) ∈ F[x]
be monic polynomials such that g1(x)|· · ·|gn(x) and deg(g1(x)· · ·gn(x)) = n. If gn(x) is not an irreducible
polynomial over F[x], then there existmatrices A1,1 ∈ Fp×p,A2,1 ∈ Fq×p andA2,2 ∈ Fq×q such that thematrix
of the form (2) has g1(x), . . ., gn(x) as invariant polynomials if and only if gi(x) = 1 for 1 i  r.
In the following resultwe present the solution obtained by Zaballa [68],when gn(x) is an irreducible
polynomial.
Theorem 37 [68]. Under the same conditions as in Theorem 36, if gn(x) is an irreducible polynomial of
degree d  2, then there exist matrices A1,1 ∈ Fp×p,A2,1 ∈ Fq×p and A2,2 ∈ Fq×q such that the matrix of the
form (2) has g1(x), . . ., gn(x) as invariant polynomials if and only if gi(x) = 1 for 1 i  r and there exists
a nonnegative integer p verifying the following conditions:
p ≡ 0 (mod d) and n − r  p n − (d − 1)r.
In the next result, Zaballa presented the solution when A1,2 is prescribed as zero.
Theorem 38 [68]. Under the same conditions as in Theorem 36, assume that t = min{p, q}. If A1,2 = 0,
then there exist matrices A1,1 ∈ Fp×p,A2,1 ∈ Fq×p and A2,2 ∈ Fq×q such that the matrix of the form (2) has
g1(x), . . ., gn(x) as invariant polynomials if and only if there exists a polynomial h(x) ∈ F[x] of degree t such
that h(x)|(g1(x)· · ·gn(x)).
Zaballa [68] noticed that if g1(x), . . ., gn(x) are the invariant polynomials of[
A1,1 0
A2,1 A2,2
]
,
then g1(x)· · ·gn(x) is its characteristic polynomial. Therefore, Theorem 38 states that the solution of
the problem under consideration when A1,2 = 0 is the same as the solution of the problem when the
characteristic polynomial instead of the invariant polynomials is prescribed (Theorem 14).
In the following result, we present the solution obtained by Silva for problem (P2) [54].
Theorem 39 [54]. Let F be an arbitrary ﬁeld. Let A1,2 ∈ Fp×q, r = rank A1,2. Let g1(x), . . ., gn(x) ∈ F[x]
be monic polynomials such that g1(x)|· · ·|gn(x) and deg(g1(x)· · ·gn(x)) = n. Then there exist matrices
A1,1 ∈ Fp×p,A2,1 ∈ Fq×p and A2,2 ∈ Fq×q such that the matrix of the form (2) has invariant polynomials
g1(x), . . ., gn(x) if and only if there exists a polynomial h(x) ∈ F[x] such that
g1(x)· · ·gp(x)|h(x)|gq−r+1(x)· · ·gn−r(x),
p − r  deg(h(x)) deg(g1(x)· · ·gn−r(x)) − q + r.
Remark 7 [54]. If s is the number of nontrivial invariant polynomials from the list g1(x), . . ., gn(x), then
according to Theorem 39, whenever s  r, there always exist A1,1 ∈ Fp×p,A2,1 ∈ Fq×p and A2,2 ∈ Fq×q
such that the matrix of the form (2) has invariant polynomials g1(x), . . ., gn(x).
Silva still showed that this general Theorem is equivalent to the next two Theorems, where his
answer is split into the subcases: r  1 and r = 0.
Theorem40 [54].Under the sameconditions as in Theorem39,assume that r  1.Then there existmatrices
A1,1 ∈ Fp×p,A2,1 ∈ Fq×p and A2,2 ∈ Fq×q such that the matrix of the form (2) has invariant polynomials
g1(x), . . ., gn(x) if and only if none of the following conditions is satisﬁed:
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(a) gn(x) is irreducible, deg(gn(x)) = 2 and p − r is odd;
(b) gn(x) is irreducible, r = 1, deg(gn(x)) 3 and p is multiple of deg(gn(x)).
Theorem41 [54].Under the same conditions as in Theorem39, assume that r = 0. Then there existmatrices
A1,1 ∈ Fp×p,A2,1 ∈ Fq×p and A2,2 ∈ Fq×q such that the matrix of the form (2) has invariant polynomials
g1(x), . . ., gn(x) if and only if g1(x)· · ·gn(x) has a divisor of degree p.
Silva still obtained the following result as a consequence of Theorem 39.
Corollary 42 ([54] (Theorem 14)). Let f (x) ∈ F[x] be a monic polynomial of degree n,A1,2 ∈ Fp×q and
r = rank A1,2. If r  1, then there always exists a nonderogatory matrix of the form (2) with characteristic
polynomial f (x).
Hence, the answer of the problem under consideration when A1,2 /= 0 is the same as the solution of
the problem when the characteristic polynomial is prescribed, with the peculiarity of the completed
matrix being nonderogatory.
The complete answer to problem (P3) was obtained by Zaballa in [66].
Theorem 43 [66]. Let F be an arbitrary ﬁeld. Let A1,1 ∈ Fp×p,A1,2 ∈ Fp×q. Assume that rank A1,2 = r.
Let f1(x)|· · ·|fp(x) be the invariant factors of (9) and let g1(x), . . ., gn(x) ∈ F[x] be monic polynomials such
that g1(x)|· · ·|gn(x) and deg(g1(x)· · ·gn(x)) = n. Let k1  · · · kr > kr+1 = · · · = kq(= 0) be the minimal
indices for the columns of (9). Then there exist matrices A2,1 ∈ Fq×p and A2,2 ∈ Fq×q such that the matrix
of the form (2) has invariant polynomials g1(x), . . ., gn(x) if and only if the following conditions hold:
gi(x)|fi(x)|gi+q(x), i = 1, . . ., p,
(k1 + 1, . . ., kq + 1) ≺ (deg(σq), . . ., deg(σ1)),
where ≺ denotes the majorization presented in Definition 3, σj = β
j
β j−1 , j = 1, . . ., q;β j = β
j
1
· · ·β j
p+j and β
j
i
=
l.c.m.(fi−j , gi), i = 1, . . ., p + j, j = 0, 1, . . ., q.
Zaballa still obtained the next results as consequences of Theorem 43. In particular if (A1,1,A1,2)
is completely controllable, the following result provides a necessary and sufﬁcient condition for the
existence of A2,1 ∈ Fq×p and A2,2 ∈ Fq×q such that the matrix of the form (2) has invariant polynomials
g1(x), . . ., gn(x).
Corollary 44 [66]. With the same notation as in Theorem 43, let (A1,1,A1,2) be a completely controllable
pair. Then there existmatrices A2,1 ∈ Fq×p and A2,2 ∈ Fq×q such that thematrix of the form (2) has invariant
polynomials g1(x), . . ., gn(x) if and only if the following conditions hold:
gi(x) = 1, i = 1, . . ., p,
(k1 + 1, . . ., kq + 1) ≺ (deg(gn), . . ., deg(gp+1)).
The next result describes a necessary and sufﬁcient condition for the existence of A2,1 ∈ Fq×p and
A2,2 ∈ Fq×q such that thematrixof the form(2)has invariantpolynomialsg1(x), . . ., gn(x),whenA1,2 = 0.
Corollary45 [66].With the samenotationas in Theorem43, if A1,2 = 0 then there existmatricesA2,1 ∈ Fq×p
and A2,2 ∈ Fq×q such that the matrix of the form (2) has invariant polynomials g1(x), . . ., gn(x) if and only
if gi(x)|fi(x)|gi+q(x), i ∈ {1, . . ., p}.
Notice that Theorem 15 can be obtained as a consequence of Theorem 43. In fact, assuming that
the matrix of the form (2) has characteristic polynomial f (x), f1(x)|· · ·|fp(x) are the invariant factors of
(9) and g1(x)|· · ·|gn(x) are the invariant polynomials of (2) then
gi(x)|fi(x)|gi+q(x), i = 1, . . ., p. (14)
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Consequently
f1(x)· · ·fp(x)|g1+q(x)· · ·gn(x)|g1(x)· · ·gn(x) = f (x).
Conversely, suppose that f1(x)· · ·fp(x)|f (x) and deg(f1(x)· · ·fp(x)) = m. Then there exists h(x) ∈ F[x] such
that f (x) = h(x)(f1(x)· · ·fp(x)). Now deﬁne
gi(x) = 1, i = 1, . . ., q,
gi+q(x) = fi(x), i = 1, . . ., p − 1,
gn(x) = h(x)fp(x).
It is clear that (14) holds. Moreover, it is not hard to verify that
(deg(σq), . . ., deg(σ1)) = (n − m, 0, . . ., 0).
If k1  · · · kr > kr+1 = · · · = kq(= 0) are theminimal indices for the columns of (9), then the inequal-
ity
(k1 + 1, . . ., kq + 1) ≺ (n − m, 0, . . ., 0)
holds. Hence, according to Theorem 43 there exist matrices A2,1 ∈ Fq×p and A2,2 ∈ Fq×q such that the
matrix of the form (2) has invariant polynomials g1(x), . . ., gn(x). Therefore (2) has characteristic poly-
nomial g1(x)· · ·gn(x) = f (x).
Concerningproblem (P4), i.e., the characterizationof thepossible invariant polynomials of (2),when
A1,1 and A2,2 are prescribed, is still an open problem. In [50], Sá solved a particular case, where A1,1
and A2,2 are scalar matrices.
Problem (P6) has only a particular solution when A1,2 = 0. For this prescription of blocks we obtain
the Carlson Problem, a very important problem in Matrix Completion Problems. This problem was
proposed by Carlson in 1972 [4] and led to a considerable amount of subsequent research. Several
authors using different approaches have studied this problem. In particular, we emphasize the work
developed by Thompson in 1985 [60], Klyachko in 1998 [24], Santana et al. in 1998 [51], Knutson and
Tao in 1999 [25], Compta and Ferrer in 2000 [7], and Fulton also in 2000 [19]. We present the result
from [19] since this approach is the most closely related with the nature of this survey.
Theorem 46 [19]. Let F be an arbitrary ﬁeld. Let A1,1 ∈ Fp×p,A1,2 = 0 ∈ Fp×q,A2,2 ∈ Fq×q. Let g : g1(x), . . .,
gn(x) ∈ F[x]bemonicpolynomials such thatg1(x)|· · ·|gn(x)anddeg(g1(x)· · ·gn(x)) = n.Let f : f1(x)|· · ·|fp(x)
and h : h1(x)|· · ·|hq(x) be the invariant polynomials of A1,1 andA2,2, respectively. Let l1(x), . . ., lk(x) be all the
irreducible factors of fq(x)hq(x). For every i = 1, . . ., k, denote by ai, bi and ci the partitions corresponding
to the li(x)-elementary divisors of f (x),h(x), and g(x), respectively. If, for every i = 1, . . ., k the Littlewood–
Richardson coefﬁcient LRc
i
aibi
is positive, then there exists A2,1 ∈ Fq×p such that the matrix of the form (2)
has invariant polynomials g1(x), . . ., gn(x).
When A1,2 /= 0, Problem (P6) is still unsolved.
According to our research, problems (P5), (P7) are still open.
4.3. The prescription of the number of nontrivial invariant polynomials of a square matrix and some of its
blocks
In this subsection, we consider the prescription of the number of nontrivial invariant polynomials
of a matrix of the form (2), when some of its blocks are known and the others vary. Recall this number
is denoted by i(A).
Note that the number of nontrivial invariant polynomials of a matrix A ∈ Fn×n has a meaning in
Control Theory. In [67], it was proved that this number is the minimum positive integer t for which
there exists a matrix B ∈ Fn×t such that the pair (A,B) is completely controllable.
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Let F be a ﬁeld and let G be an algebraically closed extension of F . Let
RG(A) = min
λ∈G
rank(λIn − A).
In [45] it was shown that
RG(A) + i(A) = n. (15)
Clearly, 1 i(A) n and 0 RG(A) n − 1. From the equality (15) we can state that studying the
number of nontrivial invariant polynomials of (2) is equivalent to studying the number
RG
[
A1,1 A1,2
A2,1 A2,2
]
. (16)
From now on, let us consider τ ∈ {1, . . .,n}, ρ ∈ {0, . . .,n − 1}.
In [56], Silva studied the number of invariant polynomials of a matrix of the form (2), with entries
in an arbitrary ﬁeld, when A1,1,A1,2 and A2,2 are prescribed. Assume that
f1(x)|· · ·|fr(x) (respectively, g1(x)|· · ·|gs(x))
are the nontrivial invariant factors of (9) (respectively (13)).
Theorem 47 [56]. Let F be an arbitrary ﬁeld. Let A1,1 ∈ Fp×p,A1,2 ∈ Fp×q,A2,2 ∈ Fq×q. If there exists A2,1 ∈
Fq×p such that
i
[
A1,1 A1,2
A2,1 A2,2
]
= τ , (17)
then
τ max{r, s}, (18)
τ  i(K ⊕ L) + rank A1,2, (19)
whereK isany squarematrix,oforderdeg(f1(x)· · ·fr(x)),withnontrivial invariantpolynomials f1(x), . . ., fr(x),
andL is any squarematrix,oforderdeg(g1(x)· · ·gs(x)),withnontrivial invariantpolynomials g1(x), . . ., gs(x).
(Make convention that if r = s = 0 then i(K ⊕ L) = 0.)
Remark 8 [56]. The number i(K ⊕ L) does not depend on the particular matrices K , L chosen.
Silva [56] noticed that the converse of Theorem 47 is not always true. The following example
illustrates this situation.
Example 48 [56]. Suppose that τ = 2, F andG are, respectively, the ﬁelds of real and complex numbers,
and
A1,1 =
⎡
⎣ 0 1 0−2 2 0
0 0 0
⎤
⎦ , A1,2 =
⎡
⎣00
1
⎤
⎦ , A2,2 = [0].
For every A2,1 ∈ F1×3, the number (16) is equal to 3. Moreover, (18) and (19) are satisﬁed with τ = 2.
Bearing in mind (15), it is clear that the converse of Theorem 47 is not true in this case.
In the following result Silva described conditions for which the converse of Theorem 47 is true.
Theorem 49 [56]. Let F be an arbitrary ﬁeld. The converse of Theorem 47 is true if at least one of the
following conditions is satisﬁed:
(a) A1,2 = 0,
(b) (A1,1,A1,2) and (A

2,2
,A
1,2
) are completely controllable pairs,
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(c) τ = 1,
(d) τ = max{r, s},
(e) there exists λ0 ∈ F such that
RG(K ⊕ L) = rank[λ0I − (K ⊕ L)]. (20)
(Make convention that if r = s = 0 then both sides of (20) are equal to zero.)
Note that, in particular, (e) is satisﬁed if the polynomial
f1(x)· · ·fr(x)g1(x)· · ·gs(x)
has all its roots in F . Hence, (e) is satisﬁed if F is an algebraically closed ﬁeld. Therefore, the converse
of Theorem 47 is true for any algebraically closed ﬁeld.
Bearing in mind the equality (15), Theorems 47 and 49 are equivalent to the following results.
Theorem 50 [56]. Let F be an arbitrary ﬁeld. Let A1,1 ∈ Fp×p,A1,2 ∈ Fp×q,A2,2 ∈ Fq×q. If there exists A2,1 ∈
Fq×p such that
RG
[
A1,1 A1,2
A2,1 A2,2
]
= ρ, (21)
then
ρ  n − max{r, s}, (22)
ρ  RG(K ⊕ L) + n − deg(f1(x)· · ·fr(x)g1(x)· · ·gs(x)) − rank A1,2,
where K and L are deﬁned as in Theorem 47.
Theorem 51 [56]. Let F be an arbitrary ﬁeld. The converse of Theorem 50 is true if at least one of the
following conditions is satisﬁed:
(a), (b), (e) of Theorem 49,
(c′) ρ = n − 1,
(d′) ρ = n − max{r, s}.
In particular, if A1,2 is prescribed as zero, the results obtained are the following.
Corollary 52 [56]. Let F be an arbitrary ﬁeld. Let A1,1 ∈ Fp×p,A1,2 = 0 ∈ Fp×q,A2,2 ∈ Fq×q. There exist
A2,1 ∈ Fq×p such that (17) is satisﬁed if and only if
max{i(A1,1), i(A2,2)} τ  i(A1,1 ⊕ A2,2).
Corollary 53 [56]. Let F be an arbitrary ﬁeld. Let A1,1 ∈ Fp×p,A1,2 = 0 ∈ Fp×q,A2,2 ∈ Fq×q. There exist
A2,1 ∈ Fq×p such that (21) is satisﬁed if and only if
RG(A1,1 ⊕ A2,2) ρ min{q + RG(A1,1), p + RG(A2,2)}.
When (A1,1,A1,2) and (A

2,2
,A
1,2
) are completely controllable pairs, Silva still established the follow-
ing results, that can be deduced from the main theorems.
Corollary54 [56].Let F beanarbitraryﬁeld.LetA1,1 ∈ Fp×p,A1,2∈Fp×q,A2,2∈Fq×q.Suppose that (A1,1,A1,2)
and (A
2,2
,A
1,2
) are completely controllable pairs. Then there exists A2,1 ∈ Fq×p such that (17) is satisﬁed if
and only if τ  rank A1,2.
Corollary55 [56].Let F beanarbitraryﬁeld.LetA1,1 ∈ Fp×p,A1,2∈Fp×q,A2,2∈Fq×q.Suppose that (A1,1,A1,2)
and (A
2,2
,A
1,2
) are completely controllable pairs. Then there exists A2,1 ∈ Fq×p such that (21) is satisﬁed if
and only if n − rank A1,2  ρ.
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In particular, the following corollary describes a necessary and sufﬁcient condition for the existence
of a nonderogatory matrix of the form (2) with prescribed blocks A1,1,A1,2 and A2,2.
Corollary 56 [56]. Let F be an arbitrary ﬁeld. Let A1,1 ∈ Fp×p,A1,2 ∈ Fp×q,A2,2 ∈ Fq×q. Then there exists
A2,1 ∈ Fq×p such that the matrix of the form (2) is nonderogatory if and only ifmax{r, s} 1.
Corollary 57 [56]. Let F be an arbitrary ﬁeld. Let A1,1 ∈ Fp×p,A1,2 ∈ Fp×q,A2,2 ∈ Fq×q. Then there exists
A2,1 ∈ Fq×p such that
i
[
A1,1 A1,2
A2,1 A2,2
]
 τ
if and only if (18) holds.
Corollary 58 [56]. Let F be an arbitrary ﬁeld. Let A1,1 ∈ Fp×p,A1,2 ∈ Fp×q,A2,2 ∈ Fq×q. Then there exists
A2,1 ∈ Fq×p such that
RG
[
A1,1 A1,2
A2,1 A2,2
]
 ρ
if and only if (22) holds.
In [32]Marques et al. studied the number of invariant polynomials of amatrix of the form (2) when
A1,1 and A2,2 are prescribed.
Theorem59 [32]. Let F be an arbitrary ﬁeld and let A1,1 ∈ Fp×p,A2,2 ∈ Fq×q. If there exist A1,2 ∈ Fp×q,A2,1 ∈
Fq×p such that (17) is satisﬁed then
n − min
λ∈G
max
j∈{1,2}
rank(λIpj − Aj,j) τ max{i(A1,1) − q, i(A2,2) − p}.
Theorem 60 [32]. If F is an algebraically closed ﬁeld, then the converse of Theorem 59 is true.
Bearing in mind (15), Theorems 59 and 60 are equivalent to the following results.
Theorem61 [32]. Let F be an arbitrary ﬁeld and let A1,1 ∈ Fp×p,A2,2 ∈ Fq×q. If there exist A1,2 ∈ Fp×q,A2,1 ∈
Fq×p such that (21) is satisﬁed then
min
λ∈G
max
j∈{1,2}
rank(λIpj − Aj,j) ρ min{2q + RG(A1,1), 2p + RG(A2,2)}.
Theorem 62 [32]. If F is an algebraically closed ﬁeld, then the converse of Theorem 61 is true.
The authors noticed that, in general, the converses of Theorems 59 and 61 are not true. In the
following example, it is shown that the converse of Theorem 61 is not necessarily true if F is not
algebraically closed.
Example 63 [32]. Let h(x) ∈ F[x] be an irreducible polynomial of degree p 2. Let A1,1 = A2,2 be a
nonderogatory matrix with characteristic polynomial h(x). Suppose that the converse of Theorem 61
is true. Then there existmatricesA1,2 ∈ Fp×q,A2,1 ∈ Fq×p such that (21) holdswith ρ = p − 1. IfA1,2 = 0,
then from Theorem 50 it follows that ρ  RG(A1,1 ⊕ A2,2) = n − 2, which is impossible. Now suppose
that A1,2 /= 0. From the interlacing inequalities for the invariant factors [49,59], it follows that all the
invariant factors of (9) and all the invariant factors of (13) are constant. Thus, from Theorem 50, we get
ρ  n − rank A1,2  n − p = p, which is impossible.
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In [30], Marques described the number of invariant polynomials of a matrix of the form (2), over
an arbitrary ﬁeld, when the blocks A1,2 and A2,1 are prescribed.
Theorem 64 [30]. Let F be an arbitrary ﬁeld, A1,2 ∈ Fp×q,A2,1 ∈ Fq×p. Then there exist A1,1 ∈ Fp×p,A2,2 ∈
Fq×q such that (17) holds if and only if
n − max{rank A1,2, rank A2,1} τ.
The remaining problems are still open.
5. The uniﬁcation of Problems 1 and 2
In this section we present our contribution in Matrix Completion Problems, by solving Problem 3
(introduced in Section 1), for special prescriptions of blocks of (3).
The results presented in this section were studied by the present author in her Ph.D. Thesis [8], by
supervision of Silva, and can be also found in [9,10,11,12].
In1984, ZaballamentionedProblem3 inhis Ph.D. Thesis [64].Nevertheless it hasneverbeen studied
before.
5.1. Eigenvalues of matrices with several prescribed blocks
In this subsection, we consider the prescription of the eigenvalues of (3), when some of its blocks
are prescribed and the others are unknown. Concerning this problem, we start by studying the situ-
ation where all the blocks are of the same size. In [10], we showed that given an n × n matrix of the
form (3) partitioned into k × k blocks of the same size p × p, with entries in an arbitrary ﬁeld F , it is
always possible to prescribe 2k − 3 blocks of the matrix and the eigenvalues in F , except if, either all
the principal blocks are prescribed, or all the blocks of one row or column are prescribed. In these
exceptional cases, we identify necessary and sufﬁcient conditions for which it is possible to prescribe
2k − 3 blocks of thematrix and the eigenvalues in F . We also notice that there are additional necessary
conditions if more than 2k − 3 blocks are ﬁxed.
Let F be an arbitrary ﬁeld. Let k, p be positive integers and n = kp. Let (r1, s1), . . ., (r2k−3, s2k−3) be
distinct elements of {1, . . ., k} × {1, . . ., k}. Let Ari ,si ∈ Fp×p, i ∈ {1, . . ., 2k − 3}. Let c1, . . ., cn ∈ F .
We start by studying the exceptional cases. In the following result, we describe the eigenvalues of
a matrix of the form (3), when all the blocks of one row or column are prescribed. According to simple
similarity transformations, like simultaneous permutations of rows and columns or transposition, we
assume, without loss of generality, that all the blocks of the ﬁrst row are prescribed.
Theorem 65 [10]. Suppose that all the blocks of the ﬁrst row are prescribed. Let f1(x)|· · ·|fp(x) be the
invariant factors of[
xIp − A1,1 −A1,2 · · · −A1,k
]
.
There exists a matrix of the form (3),where the blocks Ci,j are of size p × p,with eigenvalues c1, . . ., cn, such
that Cri ,si = Ari ,si , i ∈ {1, . . ., 2k − 3}, if and only if
f1(x)· · ·fp(x)|(x − c1)· · ·(x − cn).
In the following theorem we study the case where all the principal blocks are prescribed.
Theorem 66 [10]. Suppose that all the principal blocks are prescribed. Then there exists a matrix of the
form (3),where the blocks Ci,j are of size p × p,with eigenvalues c1, . . ., cn, such that Cri ,si = Ari ,si , i ∈ {1, . . .,
2k − 3}, if and only if
k∑
i=1
tr Ai,i =
n∑
j=1
cj.
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Finally, we establish a result that shows that it is always possible to prescribe 2k − 3 blocks of the
matrix, simultaneously with the eigenvalues, except in the previous cases.
Theorem 67 [10]. Suppose that at least one principal block is free and at least one block in each row and
each column is free. Then there exists a matrix of the form (3), where the blocks Ci,j are of size p × p, with
eigenvalues c1, . . ., cn, such that Cri ,si = Ari ,si , i ∈ {1, . . ., 2k − 3}.
Note that for p = 1, we obtain the result established by Hershkowitz in [22] (see Theorem 8).
As Hershkowitz [22] had already noticed, there are additional necessary conditions if more than
2k − 3 blocks are ﬁxed. It is not hard to ﬁnd counterexamples. For example, given a matrix of the form
(3), the interlacing inequalities for the invariant factors [49,59] may imply that some of the roots of
the invariant factors of[ −C1,2 −C1,3 · · · −C1,k
xIp − C2,2 −C2,3 · · · −C2,k
]
are eigenvalues of (3).
When we consider the more general problem, where the blocks are not necessarily with the same
size, the situation becomesmore difﬁcult. In fact if the prescribed positions correspond to “large” sub-
matrices, then there are necessary interlacing inequalities involving invariant factors [49,59]. We con-
jecture that these conditions are also sufﬁcient, however at this moment this is still an open problem.
In the next result, we study a particular situation: we describe the possible eigenvalues of a matrix
of the form (3), where the blocks C1,1, . . .,Ck,k are square, not necessarily with the same size, when a
diagonal of blocks is prescribed.
Theorem 68 [11]. Let n, k, p1, . . ., pk be positive integers such that k  3 and n = p1 + · · · + pk , let σ be a
permutation of {1, . . ., k}, let Ai,σ(i) ∈ Fpi×pσ(i) , for every i ∈ {1, . . ., k}, and let c1, . . ., cn ∈ F . Then there exists
a matrix of the form (3) with eigenvalues c1, . . ., cn, such that Ci,σ(i) = Ai,σ(i), for every i ∈ {1, . . ., k}, if and
only if the following conditions are satisﬁed:
(a) If σ is the identity, then tr(A1,1 + · · · + Ak,k) = c1 + · · · + cn;
(b) If there exists i ∈ {1, . . ., k} such that σ(i) = i, pi > n/2 and f1(x)|· · ·|fpi (x) are the invariant polyno-
mials of Ai,i, then
f1(x)· · ·f2pi−n(x)|(x − c1)· · ·(x − cn).
Note that we present the solution of the problem for k  3, since the case k = 2 had already been
studied by Silva. In [53], the author gave the complete answer if the main diagonal is prescribed (see
Theorem 26), and in [52], Silva also presented the complete solution, when the nonprincipal diagonal
is prescribed (see Corollary 29).
5.2. Characteristic polynomials and controllability of partially prescribed matrices
In this subsection, we consider the prescription of the characteristic polynomial of (3). Concerning
this particular problem,we provide a solutionwhen all the blocks of (3) are of the same size. This work
appeared as a natural consequence of the study developed previously and it was alsomotivated by the
results established by Dias da Silva in [13] and by Zaballa in [65]. Our purpose is to study the possible
characteristic polynomials of a matrix of the form (3) partitioned into k × k blocks of the same size
p × p, when some of the blocks are prescribed and the others vary. The answer obtained shows that it
is always possible to prescribe k − 1 blocks of thematrix and the characteristic polynomial, except if all
the nonprincipal blocks of a row or column are prescribed equal to 0 and the characteristic polynomial
has not any divisor of degree p.
Let F be an arbitrary ﬁeld. Let k, p be positive integers and n = kp. Let (r1, s1), . . ., (rk−1, sk−1) be
distinct elements of {1, . . ., k} × {1, . . ., k}. Let Ari ,si ∈ Fp×p, i ∈ {1, . . ., k − 1}. Let f (x) ∈ F[x] be a monic
polynomial of degree n.
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Theorem 69 [9]. Consider the following exceptional case:
(E) All the k − 1 nonprincipal blocks of one row or column of (3) are prescribed equal to 0.
If (E) holds, then there exists a matrix of the form (3), with characteristic polynomial f (x) and Cri ,si =
Ari ,si , i ∈ {1, . . ., k − 1}, if and only if f (x) has a divisor of degree p.
If (E) is not satisﬁed then there exists a nonderogatory matrix of the form (3), with characteristic poly-
nomial f (x) and Cri ,si = Ari ,si , i ∈ {1, . . ., k − 1}.
Our approach gave rise to a question from Control Theory, that consists in studying the possibility
of a pair of matrices of the form (A1,A2), where A1 is square and [A1 A2] is partitioned into (k − 1) × k
blocks of size p × p, to be completely controllable, when some of the blocks are ﬁxed and the others
vary. Our answer showed that is possible to prescribe k − 1 blocks of [A1 A2], simultaneously with
the property of (A1,A2) being completely controllable. This problem can be formalized as follows.
Problem 4. Suppose that
(A1,A2) =
⎛
⎜⎜⎝
⎡
⎢⎢⎣
C1,1 · · · C1,k−1
.
.
.
.
.
.
Ck−1,1 · · · Ck−1,k−1
⎤
⎥⎥⎦ ,
⎡
⎢⎢⎣
C1,k
.
.
.
Ck−1,k
⎤
⎥⎥⎦
⎞
⎟⎟⎠ , (23)
where the blocks Ci,j are of size p × p. Assume that ri < k, i ∈ {1, . . ., k − 1}. Under which conditions
does there exist a completely controllable pair of the form (23), with Cri ,si = Ari ,si , i ∈ {1, . . ., k − 1}?
In the next result, we provide the answer for this problem.
Theorem 70 [9]. Suppose that ri < k, i ∈ {1, . . ., k − 1}.
Then there exists a completely controllable pair of the form (23), with Cri ,si = Ari ,si , i ∈ {1, . . ., k − 1},
except if one of the following conditions holds:
(a) There exists r ∈ {1, . . ., k − 1} such that all the positions (r, j), with j ∈ {1, . . ., k}\{r}, are prescribed
equal to 0.
(b) All the positions (i, k), with i ∈ {1, . . ., k − 1}, are prescribed equal to 0.
The proofs of Theorems 69 and 70 were split into the cases: F inﬁnite; F ﬁnite. In the ﬁrst case,
the proof of Theorem 69 follows easily from Theorem 70. In the other situation, we start by proving
Theorem 69 and then we apply it to prove Theorem 70.
Note that the result established by Dias da Silva in [13] (see Theorem 9) can be obtained from
Theorem 69, with p = 1.
5.3. The number of nontrivial invariant polynomials of matrices with several prescribed blocks
The study of the possible invariant polynomials of a square matrix, when some of its blocks are
prescribed and the remaining vary is a very difﬁcult problem. The description of the possible invariant
polynomials of a matrix of the form (3), when k = 2, was presented in Section 4. The prescription of
the invariant polynomials of a matrix of the form (3), when some blocks are ﬁxed and the others vary,
for k  3, is still an open problem.
In what follows our aim is to describe the possible number of nontrivial invariant polynomials
of a matrix of the form (3) partitioned into k × k blocks, where the principal blocks are square, not
necessarily of the same size, when some of the blocks are prescribed and the others vary. This problem
is studied for algebraically closed ﬁelds, and the case for which we obtained a conclusive answer, is
precisely when a diagonal of blocks is prescribed.
Theorem 71 [12]. Let F be an algebraically closed ﬁeld. Let n, k, p1, . . ., pk be positive integers such that
n = p1 + · · · + pk. Let τ ∈ {1, . . .,n}. Let σ be a permutation of {1, . . ., k}. For every j ∈ {1, . . ., k}, let Aj,σ(j) ∈
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Fpj×pσ(j) . Then there exists a matrix of the form (3) such that i(C) = τ and Cj,σ(j) = Aj,σ(j), for every j ∈
{1, . . ., k}, if and only if
n − K  τ  M,
where
K = max
⎧⎨
⎩minλ∈F maxj∈{1,...,k}
σ(j)=j
rank(λIpj − Aj,j), max
j∈{1,...,k}
σ(j) /=j
rank Aj,σ(j)
⎫⎬
⎭ ,
M = max
j∈{1,...,k}
σ(j)=j
(i(Aj,j) − n + pj)
with the convention that the maximum of an empty set is equal to zero.
Note that Theorem 71 generalizes Theorems 59 and 64, for algebraically closed ﬁelds.
It should be pointed out that the most general question of describing the possible number of
nontrivial invariant polynomials of a matrix of the form (3), for arbitrary ﬁelds, is still open.
6. Concluding remarks
In this paper, we just survey results in Matrix Completion Problems, conﬁned to square matrices
with entries in a ﬁeld.
It is important to emphasize the fact that many questions in Matrix Completion Problems still
remainwithout solution. For example,when F is an arbitrary ﬁeld and p, q are arbitrary, the description
of the characteristic polynomial of (2) is still open for the prescriptions considered in (P4), (P5), (P6)
and (P7) (mentioned in Section 4). Moreover, the description of the possible invariant polynomials
or the number of nontrivial invariant polynomials of (2), when some blocks are ﬁxed and the oth-
ers vary, is far from having a complete answer. It is remarkable the fact that after more than 30
years, many of these questions only have partial solutions, and almost all general problems are still
unsolved.
The general problem of describing the possible characteristic polynomials of a matrix of the form
(3) when k  3, and some of its blocks are prescribed and the remaining are unknown, is still open.
The description of the possible invariant polynomials of (3) when k  3, and some of its blocks are
ﬁxed is also open. Notice that when the prescribed positions correspond to “large” submatrices, there
are necessary interlacing inequalities involving invariant factors [49,59]. Usually, these inequalities
are also sufﬁcient conditions. In this case, the technique used to prove these inequalities can be very
hard.
At this moment, the present author is considering the prescription of the eigenvalues of a par-
titioned matrix of the form (3), when k = 3 and some of its blocks are prescribed and the others
vary. It seems natural to think that the techniques used in this situation, can provide an idea for the
more general case k > 3. Indeed, we conjecture that if there are no prescribed submatrices of (3), of
type q1 × q2, containing at least one principal block, such that n < q1 + q2, then there always exists a
matrix of the form (3) with prescribed form and prescribed eigenvalues. Certainly, in the remaining
situations,wemust point out that there are necessarily interlacing inequalities for the invariant factors
[49,59].
It should be pointed out that the theory developed to solve this type of problems can be very hard
and is far from being complete. Further study is expected and we hope that this survey can give some
insight and motivation to the research of this fascinating area.
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