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University of Cape Town 
7700 Rondebosch 
South Africa 
Abstract-A method of curve sketching is provided which will, for a curve C described 
parametrically by (\I, ,_I 21 . . . ..~d = F(t) = (f;O),f&l . . . J’n(r)) where .fi(r)fdr), . . . ,.l,(t) 
are polynomials with rational coefficients, (a) find the characteristic tupies of F(r) for 
the relevant values of r; (b) yield a global description of C; (c) determine a sketch of 
C in the sense that C can be seen in the coordinate planes of R”; (d) allows refinement 
to isolate the particular values r that one would use in a sketch to any degree of 
accuracy. 
As a complementary result a method for determining the multiplicity of a point on 
an algebraic curve in R2 is derived and from this follows a two-dimensional analogue 
of Sturm’s Theorem. 
INTRODUCTION 
This paper will provide a method of curve sketching, which will for a curve C described 
parametrically by (_vl,y,, . . . a,) = F(t) = (fi(OfiW, . . . .fn(t))9 where f,(r), .fiO), . . . f&J 
are polynomials with rational coefficients, (a) find the characteristic tuples of F(t) for the 
relevant values of t; (b) yield a global description of C; (c) determine a sketch of C (note 
that n is arbitrary) in the sense that C can be seen in the coordinate planes (not hyper- 
planes) of Rn in a neighborhood of a point P provided the value of t for which P = F(f) 
is sufficiently well isolated or known; (d) allows refinement to isolate the particular values 
t that one would use in a sketch to any degree of accuracy. 
In the process of developing the method above we show (Proposition 2.1) how one 
can determine the multiplicity of a point on an algebraic curve in R* and prove from this 
a two-dimensional analogue of Sturm’s Theorem (Proposition 3.1) which decides whether 
two algebraic curves in RZ intersect inside some open box contained in R*. 
Many of our results could be proved by appealing to the Tarski-Seidenberg Theorem. 
However, the approach that we chose makes our results more immediately applicable 
(aside from possible developments derived from the Tarski-Seidenberg Theorem). 
There seems in principle no limitation to extending our results to higher dimension. In 
fact the proof of Proposition 2.1 contains a technique useful in this direction. 
The paper proceeds in the following manner. In Sec. 1, we introduce some of the basic 
tools required in the particularly simple case of a curve y = f(x), where f(.~) is a rational 
function of 1 variable, and show how the relevant features for a graph of f(x) can be 
computed and thus a qualitative picture off(x) obtained. In Sec. 2, we show that one can 
determine the multiplicity of a point on an algebraic plane curve and following from this 
in Sec. 3 a proof of our two-dimensional version of Sturm’s Theorem. At the outset of 
Sec. 4 characteristic pairs are introduced and their importance in graphing a curve such 
as C described above. The features that one wants in order to graph C are discussed 
and finally Proposition 4.1 shows that these are obtainable. Some simple applications of 
the notions developed here to the wigwam catastrophe are made. 
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1. CURVES OF THE FORM y = f(x) 
Unless otherwise specified all constants are real. 
A rational function of one variable is a quotient of two polynomials of one variable 
with nonzero denominator. If the two polynomials have coefficients which are rational 
numbers the rational function is called a (rational)* function. 
Let f(x) be a rational function. Then, 
= ; (n - ai)“(Q(x)lR(n)), 
i=l 
where R(x),Q(x) are polynomials such that R(x),Q(x) # 0 for all real X, (Y~ # (Yj 
if i # j and ti is a nonzero integer. If a: = 0~~ for some i, a is said to have multiplicity ti 
in J; otherwise (II has multiplicity 0. For simplicity Lyi will be called a root. 
Let p1 < p2 < e-e < /3,, be a sequence of real numbers such that one of the following 
two mutually exclusive possibilities occurs: 
(i) ,f3* is a given rational number; 
(ii) /3* is isolated which means that there are given rational numbers ai < br such that 
Pi E (ai,bi); 
furthermore, 
(a) fir given and ,&+I isolated implies that pi C= ai+,; 
(b) Pi given and pi_; isolated implies pi 1 bi_l; 
(c) pi and &+i isolated implies bi I Qi+l. 
Let p = {PI}. In this situation we say that /3 is divided into known and isolated roots and 
that the ordering of /3 is known. 
It would be possible to consider all points as isolated but we prefer to maintain the 
distinction above because to isolate points requires additional calculations and generally 
known points are easier to handle. Let 
Ao={&li= I,..., q}U{Z,S}, 
where ?? and ? are two special symbols. Then, by 
0()3)(f): As ---, Z x Z 
we mean the function which associates to pi the pair (i,ni) where ni is the multiplicity of 
Pi in f(r), to D the integer pair (O,deg(N(x))-deg(JG))) where deg(ti(x))-deg(J(x)) is 
just the difference in degrees between H(x) and J(X) and to s the integer pair (0,s) where 
s is the sign of Q(x)lR(x). D-(p)Cj-) is the restriction of D(P)(f) to /3. D(p)cf) is thus just 
a listing of the multiplicities off at points of p according to their order and information 
on sign and degree which determines behaviour at infinity. 
Suppose that s < y{ < .-- < r/, are the roots of nonzero multiplicity of the product 
f(-r)f’(x) . * . f’“-“(x) and yfn = {y{,y{, . . . ,yfp}. The n-tuple CR(/) = (D(yf,)cf) , . . . , 
D(3{)vf’“-‘))) is called the nth characteristic of f(r). 
One can show using for instance Mather’s criterion for k determinacy 131 that if g(x) 
is a rational function there is a smooth C” diffeomorphism e: R + R such that f(r) = 
g(e(x)) if C3cf‘) = C3(g) and provided that the multiplicity of_&) - g(r) andf’(x) - g’(x) 
at a point a E R is strictly positive when the multiplicity of f’(x) at a is strictly positive. 
In fact, the condition C”(j) = C3(g) might be relaxed to D($)(f) = D(y$)(g) or even 
D(A’)Cf’) = D(h#)(g’), where for a rational function h, Ah = {A 3} and A: < --- < A,h are 
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the roots of /I’(X) = 0. Thus, C”cf) and D( d )(f) are useful in describing the diffeo- 
morphism classes of .f. We return to this point later. Write f = f3. 
When graphing _v = f(x) (unless we are interested in the precise location of points) we 
are normally interested only in C”(f) [and not Cn(f) for n > 33. Thus, as C3(f) = C3(g) 
implies similar graphs, we say that .f and a are qualitatively equivalent if C3cf) = C”(g). 
Proposition 1.1. Let f(x) be a (rational)* function. A constructive process enables one 
to divide # into known and isolated points, to know the ordering of fl and to calculate 
C3(fI. 
Thus, in this situation the qualitative class off can be determined. Certain ingredients 
are needed to prove this proposition. Let g(x) be a polynomial with rational coefficients. 
Lemma 1.2 (Bounding of roots). There are rational numbers a and b constructed 
purely in terms of the coefficients of a(_~) such that g(x) = 0 implies a C x < b. 
Proof. Suppose that &.Y) = co + cI.x + **. + cRxn (c, # 0). Then one can show [21 that 
if I? = max({]cJc,(j ci/c. s 0} U (0)) then x > k + 1 implies ,g(x) # 0. By considering 
g(--s) one can find a X- such that x 5 k - 1 implies g(x-) # 0 (QED). 
Lemma 1.3. In a constructive way one can determine a factorization 
dx) = ii gi(X)* 
i=l 
where gi(_\-) is a simple polynomial (no repeated complex roots) with rational coefficients 
such that each complex root of g<(x) (i > 2) is a root of g+,(~). 
Proof. If Iz(.u),k(x) are two polynomials with rational coefficients, then using for in- 
stance the Euclidean algorithm the greatest common divisor GCD(lt(x),k(x-)) of h(x) and 
k(x) can be computed in such a way that its coefficients are rational. Suppose that 
g(x) = iiI (X - ai)fi, 
where one includes both real and complex roots in the factorization. Then define 
H,(x) = GCDCf(x)f(x)) = j,(x - c#i-l. 
Let 
H,(X) = GCD(Hj_,(X),Hi_,(X)). 
Then, 
Hj(x) = 6 (X _ (yi)maxG-j.O). 
i=l 
Lfm = max{tj} then H, = 1. 
Let 
gdx> = f(x)/ H,(x) 
h(X) = H,(x)/ H*(x) 
g&d = Hm-I(X) (QED). 
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Lemma 1.4 (Sturm’s Theorem). Suppose g(.u) is simple. There is a constructive process 
to determine the number of real roots g(x) has between two rational numbers a < b such 
that g(n) # 0 # g(b). 
Proof. See [2]. 
Lemma 1.5. Let cyr < (Ye C **f < CY~ be the roots of g(x). One can by a constructive 
process divide the roots into two classes K and I where the roots of K are known, the 
roots of I are isolated and the ordering of a = {ai} is known. The isolations can be made 
as fine as desired. 
Proof. Using Lemma 1.3 one can assume that g(x).has simple roots. First compute 
bounds ~1~ < b, with a,,bl rational numbers such that g(x) = 0 only if al < x < b,. If 
g( (~1~ + bJ/2) = 0 then (a, + b1)/2 E K and its relation to any root subsequently isolated 
or found in (c~~,(cI~ + b,)/2) or ((al + b,)/2,b,) using h(x) = g(x)l(_r - (al + b,)/2) will 
be known. Thus, one can assume that g((ul + b,)/2) # 0. Apply Sturm’s Theorem to 
see if there are roots in the interval (ul,(lzl + b,)/2) or ((a1 + b,)/2,b,). Discard any 
interval in which g(x) has no zero. By continued subdivision one finds a collection of 
intervals (cl,~i!),(cbdt), . . .,(cj,dj) where di < cifl for i = 1,. . . ,j-1 and each interval 
(c*di) contains exactly one root of g(r). Such roots form the set I. Any root of g(r) not 
in I is known and in K. It is clear from the construction that the ordering in cy will be 
known. Clearly by subdividing we canisolate the elements of I to any degree of accuracy 
required (QED). 
We return to Proposition 1.1. 
Proof (Proposition 1.1). Lemma 1.5 implies that there is a constructive procedure by 
which one can divide f into known and isolated points and know the order,of v. We 
need only determine C3(f). If pjl < CLjz < a** < & are the roots of f”‘(r) = 0 (0 5 jc 2) 
and p = {pi} then D(y’)cf‘“)) = D(p)(j”)) and thus for a (rationaB function gb) we need 
only show how to determine D(S)(g), where 6 = {&} are the roots of g(x). Furthermore, 
it is easy to see that one can assume that g(r) is a polynomial a,,+ u,x + m-0 + u,x”. In 
that case D(S)(g)(s) = N and D@)(g)(?). = s, where s is the sign of a,. Lemma 1.5 
implies that one can divide 6 into a collection K of known roots and a collection 1 of 
isolated roots. Let gl(x), . . . ,g&) be chosen as in Lemma 1.3. If art E K then ni equals 
max{ m( (t - ai)m divides f(-u)}. Let 
We need to divide here in order to apply Lemma 1.4. Suppose that ai E I and is isolated 
by the interval (u,b). Then using Lemma 1.4, ni = max{kl gz(r) has a zero in (u,b)} 
(QED). 
Dejinirion 1.6. J‘(X) and g(u) are right (resp. left) equivalent if there is a C” diffeo- 
morphism r(s) [resp. I( of R such that f(x) = g(r(x)) [resp. f(x) = /(g(x))]. If there is 
an element of the left equivalence class of f’(x) right equivalent to g(x), we say that f(x) 
and g(.r) are conjugate. 
Then we have the following consequence of Proposition 1.1. 
Corolhy 1.7. It is decidab!e whether two polynomials f(lc),g(x) with rational coeffi- 
cients are or are not conjugate. 
Proof. One can show that f(r) and g(.r) are conjugate if and only if D-(f)cf’(x)) = 
D-(y?(g’(x)) and apply Proposition 1.1. Clearly, if f(x) and g(x) are conjugate then 
D-(y%j’(x>) = D-(yO)(g’(x)). Conversely, if D-(-/)cf’(x)) equals D-(fl(g’(x)) there is 
a right equivalence r(x) such that f’(x) and g’(r(.r))r’(x) have the same roots with the 
same multiplicity at each root. It is not difficult to find a left equivalence f(x) such that 
if k(x) = l(g(r(x))) then k’(x) and J’(xj have the same roots and if k’(u) = 0 then f(u) = 
k(ir). But then a right equivalence S(X) exists such that f(-r) = /(g((ros)(.r))) and we are 
done (QED). 
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2. THE DETERMINATION OF MULTIPLICITY AT A POINT OF A PLANAR 
ALGEBRAIC CURVE 
Let F(x,r) be a polynomial in two variables with rational coefficients and 
where (a,b) E R* be its Taylor series (finite) expansion at (a,b). If dl”,a#‘(x,l) # 0 then 
we say that the curve C defined by F(x,z) = 0 has multiplicity n? at (ti,h). Note that if 
m > 1 then (a,b) is a singularity. 
To simplify the definitions below let )~,a( = {u} and )cl,b( = {xERI a < x < h} if 
b >o. 
A collection of points {((Y&)} in R* will be said to be divided into known or isolated 
points if for each i there are rational numbers ai 5 bi, ci 5 df such that (ai,pi) E )~i,hi( 
x )ci,di( and )a<,bi( x )ci,di( intersected with )nj,b,{ X )cj,dj( is empty if i fj. If ai = 6, 
and ci = di, (ai,Pi) is said to be known. If only one of ai = hi or ci = di is true, (oi,pi> 
will be called half-known, half-isolated. Otherwise, (oi,Pi) is just isolated. 
We assume that F(_r,r) has no multiple factors although the following proposition can 
be extended to that case. R(F,,F*, . . . ,F,)(r) will denote the resultant of polynomials 
F,(x,t),F,(~,r), . . . . F,(s,r) in .r and f with respect to the x’ variable. For resultants see 
Van der Waerden [5]. 
Proposition 2.1. One can divide the singular points of F(x,t) into known or isolated 
points and determine their multiplicities. The accuracy of the isolations can be made 
arbitrarily fine. 
Proof. Calculate 
R,(x) = R( Kg, $4 
and 
Suppose that r, < rz < -a- < rp are the roots of R &) = 0 and r; < r; < -*- < rl, are the 
roots of R*(t) = 0. Applying Lemma 1.5 one can divide the ri and r; separately into 
known or isolated points and the isolations can be made arbitrarily fine. Hence, 
{(ri,rli)l i = 1,. . . ,p;j = 1,. . . ,q} 
is divided into known or isolated points. However some of these points may not be 
singularities. Consider the point (ri, ri) isolated by the open product of intervals (u,b) X 
(c,d). The case where (ri,rJ) is known or half-known, half-isolated can be dealt with 
without difficulty either by substitution or the methods of Sec. 1. 
Write 
and 
$&t) = a,(+” + a,_l(f)X”-’ + a** + a,(t) 
3X,,, = n(a,(t))x”-’ + **. -!- a*(r). 
336 
Find 
H,(x,r) = GCD E&I), $&r) 
in the usual way regarding 
E(x,~) resp. $(x,I) 
[ 1 
as polynomials with coefficients (Ii(t) [resp. iai( from the field Q(r) of rational functions 
in one variable but with the following replacement rule: 
Any polynomial P(t) appearing in the process such that P(ri) = 0 is set equal to zero. 
Similarly, divide H&J) into (aF/&~)(.r,t) with this rule obtaining Ff (x,t). Next, by clear- 
ing denominators, multiply FT (.r,t) by a polynomial Q(r) such that Q(rj) # 0 and 
F:(.x,t) = Q(t)FT(x,t) is a polynomial in .r and t. The polynomial F:(.r,t) has the same 
roots in .r at I = t-i as (aFlk)(,~,r) but its roots are simple, Then (~3Fl&~)(x,t) vanishes at 
(Ti, r;) if and only if F:(k,t) vanishes at (fir rJ). 
Find an open interval (c’,d’) with c’,d’ rational containing r; such that F&,t) has 
simple roots in (c’,ci’), i.e., an interval where for t E (c’,d’) 
R 
( ) 
$$: (t) # 0 
and rational numbers el, e2 such that (1 5 e1 < rj < e2 5 b and neither F:(el, t) or 
F:(e,, t) is 0 for c’ < t < d’. Use the methods of Sec. 1 when checking a finite number 
of eb e2. The implicit function theorem shows that the number of roots 2 of F:(.y,r) = 0 
as a function of s is independent of t provided e1 5 x I e2 and c’ c f < d’. Find ; by 
applying Sturm’s Theorem to F:(x,r,s) for some fixed rational s where c’ < s < d’. If 
z > 1 choose eL e2 so z 5 1 by continued subdivision. Find similarly F&,t) [resp. 
F&,f)l for F(.r,t) [resp. (~3Fl&)(x,t)] and by choosing the open box e, < x < e2. c’ < r 
< d’ above suitably small insure that : can be found for F&,r) and F&,r) as it was for 
F:(.r,r) and furthermore L 5 1. If 2 = 0 in any of the three cases, (Ti. r;:> is not a 
singularity. Otherwise, (ri ri) is a singularity if and only if G ,&.~,t) = FA(x,r)F&v,t) has 
a multiple root at t = r; for all tn, k, and e 1 5 .Y 5 e2. This can be decided by the process 
above determining ; applied to G,,&,t). 
In the same manner as above one can decide if 
a’F(x,t) 
Phamt 
also vanishes at (Ti, Y;); from this, the multiplicity of (I.~, rJ> on F(x,r) = 0 can be decided 
(QED). 
3. A TWO-DIMENSIONAL VERSION OF STURIM’S THEOREM 
Let a0 < ho and co < do be rational numbers and F,(x,t),F,(x,t), . . . ,F,(x.t) be poly- 
nomials having no multiple factors or any common factor and rational coefficients. 
Proposition 3.1. One can determine the number of roots common to 
F,(x,r) = 0, F,(x,t) = 0,. . . ,F&,r) = 0 (*) 
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inside the open box B, = (ao,bo) x (c,.d,). In fact, one can divide the roots into known 
or isolated points with arbitrarily fine isolations. 
Proof. Let (Y, ( czp ( **. < LYE be the roots of the resultant R,(_x) = R(FI, . . . .F,&) 
and PI < P2 < 0.. < p, the roots of the resultant R,(t) = R(F,, . . . ,F,)(t). Since 
F,(x,t), . . , F&J) have no common factor, R,(s) + 0 and R&J $0. The case where one 
of the ai,pj is known is easily handled. 
An easy adaptation of Lemma 1.5 allows US to choose open boxes B, = (Ui,bi) X (Cj,dj) 
isolating (ai,Pj) such that either Bij C B, or Bij fl 8, = 8. In the first case (ai$j) E Bo. 
Hence, we need only know if Eqs. (*) have a root in Bij. Let 
F:(x,t) = GCD(F,(s,r),F,(s,r)) 
F#,r) = F,(X,r)lF:(x-,t), 
where the GCD is taken in the polynomial ring Q [s,tl. 
One can by Proposition 2.1 find open boxes C, = (e,,.fJ x (g,,h,) with enf,,,g,,hn 
rational such that C’, C Bti for each t7 and such that each C, contains one singularity of 
F:(x,r) = 0 and every singularity of F:(x,t) = 0 contained in Bij is contained in C, for 
some n. Similarly, one can find D, (resp. E,) such that each D, (resp. E,) is an open 
box containing only one singularity of the curve F&,t) = 0 [resp. FX.r,t)F~(x,t) = 01 and 
every singularity of F,C\,t) = 0 [resp. F:(.~,-,t)F,(x,r) = 01 contained in Bti is contained in 
one of the D, (resp. E,). Consider a singularity P E C, for some n, P E E, for some s. 
If the multiplicity of P on F:(.r,r)F&-,r) = 0 is not equal to the multiplicity of P on 
F$-,t) = 0 (and the multiplicity can be determined by Proposition 2.1) then Fz~‘) = 0 
and hence P satisfies the first two equations of (*). In this way, all singular points P Of 
F$,t) = 0 such that F,(P) = 0 are found and similarly all singular points P of F&,f) 
such that F:(P) = 0 are found. The remaining E, such that E, does not contain a singular 
point of F:(xJ) = 0 or F&,t) = 0 correspond to the normal crossings of FXx,r) = 0,. 
F,(x,r) = 0. 
Therefore, it is possible to find the zeroes {wk} of F:(x,t) = 0, F2(x,t) = 0 belonging to 
Bij. By considering the singularities of F:(.x,t)F,(.r,r) . . . F,&,I) = (N = 3, . . . m) as we 
considered the singularities of F:(x,r)F,(x,t) = 0 above one can decide whether one of the 
tik (and there can be only one if it exists) belongs to Bij. If none of the ok belong to Bti, 
we must still see if the system of equations 
F~(x,r) = 0, F,(x,r) = 0,. . . ,F,(x,z) = 0 
have a common solution in Bii, but this is possible by induction. 
The Bij provide an arbitrarily fine isolation of the common roots to Eqs. (*) (QED). 
Corollary 3.2. It is decidable whether two polynomials with rational coefficients are 
or are not right equivalent. 
Proof. Right equivalence cannot change the height of f(x) at a root of .f’(.w). Let (Ye < 
(Y2 < *-* < czq be the roots of f’(x) = 0 and p1 < pz < **. < pp be the roots of g’(x) = 0. 
We must be able to decide if .f(ai) = g@J (1 I i 5 q), for only in this case will f(x) and 
g(x) be right equivalent. Suppose (u,bi) [resp. (ci,d<)] is an isolation of ai (resp. pi) from 
the Cyj (resp. @j) for i # j. We must decide if f(x) = g(f) ; f’(x) = 0; g’(t) = 0 have a 
common solution in the open box (ui,bi) x (ci,di) but this follows from the proposition 
(QED). 
4. CURVES OF THE FORM 4’ = vi(t), . . . ,fn(r)) 
All polynomials have rational coefficients. 
Let .v = F(t) = Cfi(t)fi(r), . . . ,fn(r)) parametrize a curve C in RR, wheref#),fi(r), . . . ,fn(r) 
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are rational functions. An algebraic curve D in R” is a subset of dimension 1 defined by 
a finite number F,(.r,, . . . J,) = 0,. . . ,F&,, . .,x,) = 0 of polynomial equations such 
thatifH(.r,, . . . ,xn)K(_rl, . . .,x,)=OissatisfiedbyeverypointofD[H(~~, . . .,x,),K(xl, . . . .x,) 
are polynomials in x1,x2, . . . ,x,] then H(P) = 0 for all P E D or K(P) = 0 for all P E D.. 
A rational function on D is the restriction of a rational function 
4x1, . . * A) 
+I,. . . J,> 
[where s(xI, . . . ,x,) and r(xI, . . . ,x,) are polynomials] to D where rCxI, . . . ,x,) $ 0 on D. 
The collection of rational functions on D forms a field K. If K = R(u) for some inde- 
terminate U, D is called rational. It is not difficult to see that every rational curve can be 
parametrized as above and conversely that every curve which is so parametrized is ra- 
tional. 
For simplicity we now assume that f&r), . . . JR(r) are polynomials. 
Suppose for the moment that m = 2 and that (vI,yz) = F(t) = Cfi(t)fi(r)) has the form 
with m > k. The pair (k,m-k) is called the characteristic pair of F at t = 0 (see [41, p. 
74). k is the intersection multiplicity of a line ayl + by1 = 0 (a # 0) through F(0) with 
the curve C restricted to a neighborhood of t = 0. m is the intersection multiplicity of 
the line yz = 0 through F(0) with the curve C restricted to a neighborhood of t = 0. 
Thus, the pair (k,m-k) is an invariant under coordinate change in the image space R* of 
the curve C and r = 0. 
If k = 1, the point (ab,ag) is nonsingular but can be put into three categories according 
to characteristic pairs as follows (j zz 1): 
(1,l):ordinat-y point 
I 
(1,2j):inflection point 
* 
(1,2j+ 1):flat point 
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(see 141, p. 76). (1,4) is sometimes called the characteristic pair of a flat inflection point 
r11. 
If k = 2, (a&,) is a singular point and one can make the following division 111 (j 2 1): 
(2,l):ordinary cusp 
(2,2j):self_touching (binodal) 
(2,2j+ 1):flat cusp 
In graphing F we will also be interested in points t = a,b where F(u) = F(b) and two 
branches of F meet. Such points are called crossings and are singular points of the 
corresponding algebraic curves. In order to fully graph F one must decide whether the 
tangents at such crossings coincide or not. 
Next, we extend to arbitrary n. Suppose that F has the form 
where kl > k2 > *** > kn are positive integers. The n-tuple (kl ,k2 - kl,k3 - k2, . . . ,kn 
-k(n-1)) is called the characteristic tuple of F at I = 0. Expanding about u, similar 
definitions are made for t = a, a arbitrary. As before it is possible to see that the tuple 
(kl,k2 - klf . . . ,kn - k(n- 1)) is an invariant under coordinate change in R” of the curve 
C and t = u. Thus, generically (near t = u), every hyperplane meets C at F(u) with 
multiplicity k 1, those which do not then generically meet C at F(u) with multiplicity k2, 
etc. One can describe C near a point F(u) for values near t = a via its projection into 
two-dimensional coordinate subspaces and looking at the characteristic pairs of the pro- 
jected parametrized curves [such as y = (J(t)&(z))]. In particular, any point with char- 
acteristic tuple (1 ,l, . . . ,l) is an ordinary nonsingular point; any point with characteristic 
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tuple (l&2,. . . ,&I - 1)) with ki even 2 I i I n - 1 will be called a point of inflection; 
and any point (for simplicity) with kl 2 2, a cusp. 
To graph F we would like to look at the zeroes of 
Suppose that the zeroes of r,(t) = 0 are y: < y$ < a.1 < $. Let yF = (~7). First we 
must divide the roots of r,(t) = 0 into known and isolated roots in such a way that the 
ordering of yF is known. Lemma 1.5 implies that this is possible. 
To each root yp, we can associate its characteristic tuple which we denote R(yr), i = 
1 
‘Let’GF = {(a,b)(b # a, F(a) = F(b)}. Unless F is constant, this is a finite set. Define 
SF: W,v + N by setting SF(a,b) = 1 if C has distinct tangents corresponding to the two 
branches of C meeting at F(a) corresponding to the values t = u,h and sF(fl,b) = 2 
otherwise. 
In graphing F two other features may be important: 
(1) isolating the zeroes of T,(t) = 0 (as these may be the values where one has an 
intercept, point of inflection or cusp) to an arbitrary degree of accuracy. Lemma 1.5 
implies that such an isolation is possible. 
(2) the sign s and degree d of fdt) (j = 1, . . . ,n) as defined and found in Sec. 1. 
Hence, to show that one can sketch a curve as indicated in the introduction we show 
the following: 
Propositio,z 4.1 There is a procedure to determine the characteristic tuple R(yr) (i = 
l.... ,p), to divide the points of WF into known and isolated points and to determine SF. 
Proof. Let a=#for some i = l,... ,p. Then, expanding in a Taylor’s series 
(finite) around t = u, we write 
f;(x) = P:(a;.u) + P:(u~,u)(r-u) + a.* +P~l(ui’,u)(t-u)“’ + *mm 
(1) 
f;(x) = P;(uf,u) + P:(up,u) (t-u)+ *.* + P:,(u:‘,u) (t-u)““+ *** . 
The characteristic tuple of yr depends on the shape of the echelon matrix into which the 
’ mm-ix (Pf(ui’,t)) can be transformed by row operations. This in turn depends on the 
vanishing or nonvanishing of certain subdeterminants of (Pf(u;,t)) at r = a. Suppose that 
E(u;,t) is such a subdeterminant. Then divide the roots of E(&t)IF(f) into known or 
isoiated rOOtS. Let H(i) = GCD(E(u:,t),I,(f)). If (e,d) is the isolation of n (if u is known 
everything is obvious), use Lemma 1.4 (and Lemma 1.3 if necessary) to see if H(t) has 
a root in (e,d). But H(b) = 0 for b E (e,d) if and only if H(u) = 0 and if and only if 
E(aT,a) = 0. Thus, R(yF) can be found. 
To divide the points of W into known or isolated points apply Proposition 3.1 to the 
equations 
fi(0 = A(x) 
A(0 = h(x) 
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Suppose that F(a) = F(h). Suppose that at a one has a characteristic tuple 
(n,, . * . .nI) and at b a characteristic tuple (nz,, . . . ,m,). Expand as in (1) above the 
polynomials fyl)( X) [resp. fjrnl’(x)l obtaining Qt(at,a), . . ..Qo"(ar.a) [resp. 
RMuj.b), . . . ,R$(@,b)l instead of Pd(uf,u), . . ,Pg(uy,u). Then F will have the same tangent 
for t = u and b if and only if all two by two determinants 
I Q$(a?s) Qh(dd R$(u;,b) RLo(Q,b) 
are zero. To see if this is the case we need only apply Proposition 3.1 (QED). 
5. APPLICATIONS OF CATASTROPHE THEORY 
We indicate some places where the ideas of this paper might be applied to the wigwam 
catastrophe: 
W(u) = u’ + fsU5 + r4u4 + t312 + t& + t,u. (**) 
Employing the methods developed in Poston and Stewart [3, pp. 49-501, which can be 
used to plot a graph of the wigwam catastrophe, one can parametrically represent the 
catastrophe set by the equations 
15 = P5 - (3/7) P: 
t4 = P4 - (5/7)P,P, + (10/49)P36 
t3 = p3 - (15/343)p4s + (10/49)p26ps - (4/7)P,P6 
rz = pz + (12/(74))p; -(10/(73))p36p5 + (6/49)&p4 - f6/7)~,~3 
(39 
t, = -5/(7’)~0 + (5/(7’))~;P5 - (4/343)p:p,, + (12/49)p& - (2/7)p,p,. 
Along the image of the line pz = 0,. . . ,p5 = 0 in R5 one has a curve C of butterfly 
catastrophes. Parametrically C is given by 
t, = -(3/7)p&t4 = (10/49)p&t3 = -( 15/343)p& 
fz = ( 12/(74))p:,t, = -(5/(75))p;. 
Thus, the curve of butterfly catastrophes consists of ordinary nonsingular points outside 
of one singularity at p6 = 0 where one has characteristic tuple (2,1,1,1,1). 
Consider the curve D, in the catastrophe set corresponding to the line p5 = cp6 
(c rational), p4 = 0, p3 = 0, pz = 0. This curve is contained in the surface consisting of 
swallowtail catastrophes. Then D, is given parametrically by the equations 
t, = -(5/(7y)pg + (5/(74))cp& 
tz = ( 12/(74))p; - (10/343)cp& t3 = -( 15/343)p4, + (10/49)cp36, 
t4 = (10/49)p3, - (5/7)&, t5 = -(3/7)$6 + cp,. 
D has no cusps. One can check using the techniques introduced in Sec. 4 to see if the 
points of D are ordinary outside p 6 = 0, which is an ordinary singularity. 
Definition 5.1. Two curves given parametrically by y = (fi( r), . . . f,(t)) and y = 
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(Sl(O* . . . ,gn(r)) are semiconjugate if there are c” diffeomorphisms ei of R and a C” 
diffeomorphism A of R” such that 
A(fi(e,(r)), . . .fn(df))) = (gdt), . . . ,g,(O). 
Then, by Corollary 1.7, if D, and Da (b # c, b # 0 #c) have only ordinary points, 
D, and Da are semiconjugate. We note that semiconjugacy is unaffected by crossings. In 
this case, as r5 is quadratic in p6, D, can have at most one crossing with only two 
branches there. 
Next, suppose that we wish to consider curves of swallowtail catastrophes obtained 
by perturbing versally the curve of butterfly catastrophes. Thus, set in Eqs. ($) 
p5 = c # 0 (c a rational number), p4 = 0, p3 = 0, pz = 0 finding the curve F, parametric- 
ally represented by t, = c - (3/7)pi, t4 = -(5/7)cp, + (10/49)/X$ t3 = -(15/343)& + 
(10/49)cp& rz = (12/(74))p: - (10/343)&, fl = -(5/(75))pg + (5/(74))cp& The character- 
istic tuples of F, might still be calculated directly. However, Proposition 4.1 provides a 
general algorithm which would be useful in this and more complicated graphings. Thus, 
one studies possible deformations of F, into C. 
Finally, the methods of Sec. 1 enable us to determine the maxima and minima of W(U) 
[W as in (**)I in the complement of the catastrophe set in (rl,r2,t3,r4,t5) space and thus the 
changes of state which can occur in the wigwam catastrophe. 
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