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The classification of algebras is an important and an interesting problem inModern Algebra. There are algebraic classifications, geometric classifica-tions, degeneration level classifications and some other. In this essay, we
focus on the algebraic classification, that is, on the problem of finding all the algebras
module isomorphisms of a certain dimension. Specifically, in the classification of
algebras with non null annihilator. To this end, we make use of one type of algebra
extensions: the so-called annihilator extensions.
This concept has been studied in depth in Theory of Lie Algebras, due to its nume-
rous applications, especially outstanding in Physics. Due to this remarkable interest,
the study of annihilator extensions of Lie algebras has a long history. However, the
use of this notion to classify algebraically different classes of algebras is relatively
recent, and that’s the center of our study.
As a result of our research, we obtain a procedure to algebraically classify all
algebras, of a certain class defined by polynomial identities, of dimension n with a m-
dimensional annihilator, using the classification of algebras of dimensión n−m. In ad-
dition, we apply this procedure in different specific cases, obtaining the classification
of the n-dimensional algebras with (n− 2)-dimensional annihilator, the classification
of the n-dimensional anticommutative algebras with (n− 3)-dimensional annihila-
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L a clasificación de álgebras es un importante y apasionante problema en elÁlgebra Moderna. Existen clasificaciones algebraicas [1–13], clasificacionesgeométricas [2–4,10,11,13–27], clasificaciones según el nivel de degeneración
[28], entre otras. En esta memoria, nos centramos en la clasificación algebraica, esto
es, en el problema de encontrar todas las álgebras módulo isomorfismos de una
cierta dimensión. Concretamente, en la clasificación de álgebras con anulador no nulo.
Con este fin, hacemos uso de un tipo de extensiones de álgebras: las denominadas
extensiones por anulador.
La noción de extensión por anulador de una álgebra, o de extensión central en
Teoría de Álgebras de Lie, sigue una definición semejante a la de extensión central de
un grupo. Esta es:
Sean A′ una álgebra y V un espacio vectorial sobre un mismo cuerpo k. Una extensión
por anulador de la álgebra A′ por V es una álgebra A tal que el anulador de A es V y la
álgebra cociente AV es isomorfa a A
′.
Este concepto ha sido estudiado en profundidad en la Teoría de Álgebras de Lie,
debido a sus numerosas aplicaciones, especialmente destacables en distintas áreas de
la Física.
En general, en Física, el grupo de simetría de un sistema es el conjunto de trans-
formaciones que dejan invariante el Lagrangiano que define la evolución temporal de
un sistema físico. En algunas ocasiones, este grupo se corresponde con una extensión
central del grupo simétrico, que, a su vez, se corresponde con una extensión por
anulador de la álgebra simétrica [29, 30].
Esto ocurre por ejemplo en la Teoría de Corrientes Conservadas. Estas corrientes
se identifican con una álgebra que está relacionada con las llamadas álgebras de
Kac-Moody afines, que son extensiones por anulador universales de álgebras loop,
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un cierto tipo de álgebra de Lie. A propósito de las álgebras de Kac-Moody, existen
conjeturas sobre la posibilidad de que sean los grupos de simetría de los sistemas de
una teoría de supercuerdas unificada [31].
Asimismo, en Teoría Conforme de Campos y en Teoría de Cuerdas, se utiliza
ampliamente la álgebra de Virasoro, una álgebra de Lie compleja que es la única
extensión por anulador de la álgebra de Witt [29, 32].
Otra área en la que encontramos extensiones por anulador es en Mecánica Cuánti-
ca: uno de los primeros encuentros es por medio del Teorema de Wigner, que establece
que una simetría de un sistema mecánico cuántico determina una transformación
lineal y unitaria o antilineal y antiunitaria de un espacio de Hilbert [33]. Esta materia
guarda una estrecha relación con las álgebras de Lie y la cohomología de álgebras de
Lie, que está orientada al estudio de este tipo de extensiones.
Debido a este notable interés, el estudio de las extensiones por anulador de
álgebras de Lie tiene una larga historia. Sin embargo, el uso de esta noción para
clasificar algebraicamente distintas variedades de álgebras es relativamente reciente.
Los primeros en estudiar las extensiones por anulador de álgebras de Lie con
el propósito de obtener clasificaciones algebraicas fueron Skjelbred y Sund, que las
utilizaron para clasificar las álgebras de Lie nilpotentes [34].
Posteriormente, surgieron trabajos que utilizaban extensiones por anulador para
clasificar otras clases de álgebras. De este modo, tenemos la clasificación de todas
las álgebras de Malcev de dimensión n con anulador de dimensión n − 4 [35] o
la clasificación de todas las álgebras de Jordan de dimensión n con anulador de
dimensión n− 3 [36], entre otros trabajos [37–40]. No obstante, existen numerosas
clases de álgebras con anulador no nulo que no han sido estudiadas todavía y de las
cuales no se dispone de una clasificación.
En este estudio, consideramos el problema de clasificar algebraicamente las álge-
bras con anulador no nulo de una clase que esté definida por identidades polinómicas.
Para resolver esta cuestión, hacemos uso del concepto de extensión por anulador y
formulamos un procedimiento a través del cual obtener dicha clasificación.
El primer capítulo recoge todos aquellos requisitos previos que son necesarios
para poder abordar este problema. Esto incluye una breve introducción a la teoría
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de álgebras no asociativas, junto con algunos ejemplos de las clases de álgebras más
conocidas.
En el segundo capítulo, desarrollamos un algoritmo para obtener una clasificación
salvo isomorfismos de las extensiones por anulador de una álgebra. Seguidamente,
aplicamos este algoritmo a un problema concreto, el de clasificar las álgebras de
dimensión n con anulador de dimensión n− 2.
En el tercer capítulo, nos planteamos el problema de generalizar el procedimiento
de tal forma que obtengamos únicamente las álgebras de una determinada clase
definida por identidades polinómicas. Después, aplicamos esta generalización al
problema de clasificar las álgebras anticonmutativas de dimensión n con anulador de
dimensión n− 3.
Finalmente, en el cuarto capítulo, abordamos otra variante del problema, la de
clasificar las álgebras de una cierta clase que no sean de otra cierta clase, lo que
nos lleva a tener que adaptar ligeramente el procedimiento del capítulo anterior.
Posteriormente, aplicamos esta nueva variante con el fin de clasificar las álgebras de





En este capítulo, vamos a introducir brevemente los conceptos y resultados dela teoría de álgebras no asociativas que serán necesarios en el desarrollo deesta memoria. Comenzaremos definiendo el concepto de álgebra y presen-
tando algunas de las clases de álgebras más conocidas, junto con ejemplos, dejando
ver que existen dos grandes bloques: las clases definidas por identidades polinómicas
y las clases no definidas por identidades polinómicas. A continuación, presentaremos
algunos de los conceptos básicos de la teoría de álgebras no asociativas, como la
noción de ideal de una álgebra, la de anulador de una álgebra, la de cociente de una
álgebra por un ideal o la de homomorfismo entre álgebras. Finalmente, utilizando
estos conceptos, enunciaremos el problema al que se debe este estudio.
1.1. Introducción
Cuando hablamos de álgebras no asociativas no nos referimos a aquellas álgebras
que no cumplen la propiedad asociativa, si no a aquellas a las cuales no se requiere
en su definición tal propiedad. Siendo precisos, llamaremos álgebra a la estructura
que definimos a continuación.
Definición 1.1. Sea k un cuerpo arbitrario. Una álgebra A es un k-espacio vectorial junto
con una aplicación bilineal, a la que llamaremos multiplicación de la álgebra, denotada de la
siguiente forma:
− •− : A×A→ A
(x, y) 7→ x • y
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Además, definimos la dimensión de la álgebra A como su dimensión como espacio vectorial.
Por tanto, una álgebra tiene dos operaciones internas, la suma y la multiplicación − •−,
y una operación externa, el producto por un escalar del cuerpo.
Históricamente, las primeras definiciones de álgebra que surgen incorporan la
condición de que la aplicación bilineal − •− deba ser asociativa, esto es, que cumpla
(x • y) • z− x • (y • z) = 0
para todo x, y, z ∈ A, y unitaria, es decir, que exista un elemento 1 ∈ A tal que
1 • x = x • 1 = x. En este caso, la suma y la multiplicación dotan a A de estructura
de anillo unitario.
Uno de los ejemplos de mayor peso en la teoría de álgebras asociativas es la
álgebra libre:
Ejemplo 1.1. La álgebra libre asociativa unitaria en n variables X = {α1, . . . , αn} sobre k,
a la que denotaremos por k〈X〉, es la álgebra cuyo espacio vectorial está generado por todas las
palabras (o monomios asociativos) del alfabeto X (incluida la palabra vacía, necesaria para que
sea unitaria) y cuya multiplicación de dos elementos de la base se obtiene por concatenación:
(αi1 αi2 . . . αir) • (αj1 αj2 . . . αjs) = αi1 αi2 . . . αir αj1 αj2 . . . αjs .
El resto de productos se infieren de la bilinealidad de la multiplicación. Claramente, la palabra
vacía es el elemento unitario y la asociatividad se deduce de que la multiplicación no preserve
los paréntesis.
Análogamente, en la teoría de álgebras no asociativas tenemos la álgebra libre no
asociativa:
Ejemplo 1.2. La álgebra libre no asociativa en n variables X = {α1, . . . , αn} sobre k, a la que
denotaremos por k(X), es la álgebra cuyo espacio vectorial está generado por los monomios
no asociativos (que retienen los paréntesis) de X y cuya multiplicación de dos elementos de la
base se obtiene por concatenación conservando los paréntesis. Basta incluir el monomio vacío
para que sea unitario.
Con la emersión de la teoría de grupos de Lie, se acrecentó el interés por estudiar
estructuras no asociativas y surgieron una amplia variedad de clases de álgebras no
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asociativas (con y sin unidad), que se diferencian en las propiedades que satisface la
multiplicación de la álgebra. Dentro de las clases de álgebras no asociativas podemos
distinguir dos grandes grupos: las clases definidas por identidades polinómicas y las
clases no definidas por identidades polinómicas.
1.1.1. Clases de álgebras definidas por identidades polinómicas
Una identidad polinómica es una igualdad P = 0 donde P = P(α1, α2, . . . , αn) es
un polinomio no conmutativo y no asociativo cuyos monomios son de grado estricta-
mente mayor que uno. Diremos que una álgebra A satisface la identidad polinómica
P = 0, si para cualesquiera elementos x1, . . . , xn ∈ A se tiene que P(x1, . . . , xn) = 0
en A. De forma que una clase de álgebras está definida por identidades polinómicas
si las propiedades que debe satisfacer la multiplicación para que la álgebra pertenezca
a la clase son identidades polinómicas (o equivalentes a identidades polinómicas). En
otro caso, diremos que la clase no está definida por identidades.
Nótese que el término “identidad polinómica” es un abuso del lenguaje, ya que
con polinómica nos referimos a polinomios no conmutativos y no asociativos.
Que una clase esté definida por identidades polinómicas es una propiedad desea-
ble, ya que, en geometría algebraica, esto garantiza que esta clase de lugar a una
variedad algebraica, lo que justifica que en ocasiones se utilice el término variedad pa-
ra referirse a una clase definida por este tipo de identidades. A continuación, veremos
algunas de estas clases, junto con algunos ejemplos.
Definición 1.2. Una álgebra A es anticonmutativa si satisface la identidad polinómica
x • x = 0, para x ∈ A.
La condición x • x = 0 implica que x • y + y • x = 0. Sin embargo, el recíproco
solo es cierto si la característica de k no es dos.
Ejemplo 1.3. Las matrices cuadradas de dimensión n, Mn(k), junto con el producto definido
como x • y = xy− yx para x, y ∈ Mn(k) forman una álgebra anticonmutativa.
Definición 1.3. Una álgebra A es álgebra de Leibniz si para x, y, z ∈ A la multiplicación
satisface la identidad polinómica, conocida como identidad de Leibniz, dada por:
x • (y • z)− (x • y) • z + (x • z) • y = 0.
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Ejemplo 1.4. Si tomamos un espacio vectorial de dimensión dos con una base {e1, e2}, junto
con la aplicación bilineal definida por:
e1 • e1 = 0 e1 • e2 = 0 e2 • e1 = e1 e2 • e2 = e1
tenemos una álgebra de Leibniz.
Definición 1.4. Una álgebra A es álgebra de Lie si es anticonmutativa y de Leibniz. Es decir,
la multiplicación, a la que se suele llamar corchete y se denota [−,−], satisface las identidades
polinómicas:
[x, x] = 0 para todo x ∈ A. (anticonmutatividad)
[[x, y], z] + [[y, z], x] + [[z, x], y] = 0, para x, y, z ∈ A. (identidad de Jacobi)
La comprobación de que la identidad de Leibniz y la identidad de Jacobi son
equivalentes en álgebras anticonmutativas se obtiene de forma inmediata.
Ejemplo 1.5. La forma clásica de construir un ejemplo de álgebra de Lie consiste en tomar una
álgebra asociativa, como puede ser Mn(k) con el producto usual, y modificar la multiplicación,
tomando una nueva definida como [x, y] = xy− yx. Mediante cálculos sencillos, se puede
comprobar que esta construcción siempre genera una álgebra de Lie.
A partir de la identidad de Jacobi que acabamos de introducir, podemos definir el
operador jacobiano J (α1, α2, α3) ∈ k(α1, α2, α3) como
J (α1, α2, α3) := [[α1, α2], α3] + [[α2, α3], α1] + [[α3, α1], α2].
Así, surgen generalizaciones de álgebras de Lie como las siguientes:
Definición 1.5. Sea A una álgebra anticonmutativa.
La álgebra A es álgebra de Lie si
J (x, y, z) = 0 para todo x, y, z ∈ A.
La álgebra A es álgebra de Malcev si
J (x, y, [x, z]) = [J (x, y, z), x] para todo x, y, z ∈ A.
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La álgebra A es álgebra de Lie-binaria si
J ([x, y] , x, y) = 0 para todo x, y ∈ A.
Observación 1.1. Toda álgebra de Lie es álgebra de Malcev y toda álgebra de Malcev es
álgebra de Lie-binaria. Por lo que afirmamos que la clase de las álgebras de Lie es una subclase
de la clase de las álgebras de Malcev y la clase de las álgebras de Malcev es una subclase de la
clase de las álgebras de Lie-binarias.
Ejemplo 1.6. Un espacio vectorial de dimensión cuatro con una base {e1, . . . , e4}, junto con
la aplicación bilineal anticonmutativa definida por:
M4,1 : [e1, e2] = e3 [e1, e4] = e1 [e2, e4] = e2 [e3, e4] = −e3
donde los productos que no se indican son nulos o se deducen de la anticonmutatividad, es
una álgebra de Malcev. Por otra parte, un espacio vectorial de dimensión cinco con una base
{e1, . . . , e5}, junto con la aplicación bilineal anticonmutativa definida por:
B5,3 : [e1, e2] = e2 [e1, e3] = e3 [e1, e4] = e4 [e2, e3] = e5
es una álgebra de Lie-binaria que no es álgebra de Malcev.
Otros ejemplos de clases de álgebras de interés son los que resultan de la cons-
trucción de Cayley-Dickson.
Ejemplo 1.7. La construcción de Cayley-Dickson es un proceso por el cual se obtiene una
secuencia de álgebras sobre el cuerpo de los reales R en la que cada una tiene el doble de
dimensión que la anterior. Esta secuencia aporta una gran cantidad de ejemplos interesantes.
Previamente, necesitamos introducir el concepto de conjugado:
Sea A una álgebra, diremos que una aplicación lineal − : A → A es un conjugado si
x = x para x ∈ A.
A partir de aquí, la construcción se hace de la siguiente forma:
Tomamos A0 = R y definimos el conjugado de un elemento x ∈ R como x = x. La
multiplicación en A0 es la usual en los reales.
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Definimos Ak+1 = Ak ⊕Ak y definimos el conjugado como (x, y) = (x,−y). La
multiplicación en Ak+1 se define a partir de la multiplicación en Ak como:
(x1, y1)(x2, y2) = (x1x2 − y2y1, y2x1 + y1x2).
Construyamos las primeras álgebras de la serie.
0. En primer lugar, tenemos a A0 = R con la multiplicación usual. Se trata de una
álgebra de dimensión uno, asociativa y conmutativa, es decir, para x, y ∈ A0 se tiene
que xy− yx = 0.
1. En segundo lugar, tenemos a A1 = C con la multiplicación usual de números complejos.
Una base de C es {1, i}, por tanto es una álgebra de dimensión dos. Además, es asociativa
y conmutativa.
2. En tercer lugar, tenemos el espacio A2 = C⊕C. Se trata de una álgebra de dimensión
cuatro asociativa pero no conmutativa: los cuaterniones, que se suelen denotar por
H. Para una base {1, i, j, k} de H, la Tabla 1.1 describe la multiplicación entre los
elementos de la base.
H 1 i j k
1 1 i j k
i i -1 k -j
j j -k -1 i
k k j -i -1
TABLA 1.1: Tabla de multiplicar de los cuaterniones .
3. En cuarto lugar, tenemos el espacio A3 = H ⊕ H. Supongamos que {1, e1, . . . , e7} es
una base de A3, entonces la multiplicación vendría dada por la Tabla 1.2.
Esta álgebra, que se conoce con el nombre de octoniones y se denota O, no es conmutativa,
ni asociativa. Sin embargo, satisface una asociatividad relajada, dada por las identidades
polinómicas x • (x • y) − (x • x) • y = 0 e (y • x) • x − y • (x • x) = 0 para
x, y ∈ A3. Las álgebras que satisfacen estas identidades se conocen como álgebras
alternativas.
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O 1 e1 e2 e3 e4 e5 e6 e7
1 1 e1 e2 e3 e4 e5 e6 e7
e1 e1 −1 e3 −e2 e5 −e4 −e7 e6
e2 e2 −e3 −1 e1 e6 e7 −e4 −e5
e3 e3 e2 −e1 −1 e7 −e6 e5 −e4
e4 e4 −e5 −e6 −e7 −1 e1 e2 e3
e5 e5 e4 −e7 e6 −e1 −1 −e3 e2
e6 e6 e7 e4 −e5 −e2 e3 −1 −e1
e7 e7 −e6 e5 e4 −e3 −e2 e1 −1
TABLA 1.2: Tabla de multiplicar de los octoniones .
4. Para k = 4, la álgebra resultante no es conmutativa, ni asociativa, ni alternativa.
1.1.2. Clases de álgebras no definidas por identidades polinómicas
El segundo gran grupo de clases de álgebras son las clases no definidas por
identidades polinómicas. Dentro de este grupo, existen clases que están definidas
por lo que se conoce coloquialmente como pseudoidentidades, como son las álgebras
conservativas.
El concepto de álgebra conservativa fue introducido en 1972 por Kantor en [41].
Para su definición es necesario conocer previamente el producto entre una aplicación
lineal y una aplicación bilineal, que se define en dicho artículo.
Definición 1.6. Sea V un espacio vectorial. Sean ψ : V → V una aplicación lineal y
P : V×V→ V una aplicación bilineal. Definimos la multiplicación [ψ,P ] : V×V→ V
como
[ψ,P ](x, y) = ψ(P(x, y))−P(ψ(x), y)−P(x, ψ(y)), para x, y ∈ V.
Ahora estamos preparados para dar la definición de álgebra conservativa de
Kantor.
12 Capítulo 1. Álgebras no asociativas
Definición 1.7. Una álgebra A con multiplicación P : A ×A → A es una álgebra
conservativa si existe otra multiplicación F : A×A→ A tal que:
[LPb , [L
P
a ,P ]] = −[LPF (a,b),P ], para a, b ∈ A,
donde LPa es el operador de multiplicación de a ∈ A por la izquierda de P , es decir, la
aplicación lineal LPa : A → A tal que LPa (x, y) = P(a,P(x, y)). Esta pseudoidentidad
puede desarrollarse dando lugar a la siguiente pseudoidentidad polinómica (en la que hemos
denotado P(x, y) como xy), que debe cumplirse para todo a, b, x, y ∈ A:
b(a(xy)− (ax)y− x(ay))− a((bx)y) + (a(bx))y + (bx)(ay)− a(x(by)) + (ax)(by)+
+x(a(by)) = −F (a, b)(xy) + (F (a, b)x)y + x(F (a, b)y).
Ejemplo 1.8. Un ejemplo de álgebra conservativa es la álgebra de dimensión dos A1(1), que
podemos encontrar en [2]. Para una base {e1, e2} de A1(1), su multiplicación P vendría dada
por:
A1(1) : P(e1, e1) = e1 + e2 P(e1, e2) = e2 P(e2, e1) = 0 P(e2, e2) = 0
Es fácil comprobar que podemos tomar la segunda multiplicación F como cualquier
aplicación de la forma:
F (e1, e1) = e1 + λ1e2 F (e1, e2) = λ2e2 F (e2, e1) = λ3e2 F (e2, e2) = λ4e2
donde λ1, λ2, λ3, λ4 ∈ k.
También existen álgebras que no están definidas ni por identidades, ni por pseu-
doidentidades, es el caso de las álgebras de evolución, que fueron introducidas en
2008 por Tian en [42].
Definición 1.8. Una álgebra A es álgebra de evolución si existe una base B = {e1, . . . , en}
de A tal que ei • ej = 0 para i 6= j. Una base con dicha propiedad se le denomina base
natural. Además, los escalares aki ∈ k tal que eiei = ∑nk=1 akiek se conocen como constantes
estructurales de A respecto a la base B.
1.2. Conceptos básicos 13
Estas álgebras siempre son conmutativas. Sin embargo, el recíproco no es cierto.
Mas allá de esta identidad, no se conocen otras identidades o pseudoidentidades que
cumplan todas las álgebras de evolución.
Ejemplo 1.9. Un ejemplo de álgebra de evolución es un espacio vectorial de dimensión dos
con una base {e1, e2}, junto con la multiplicación:
e1 • e1 = e1 + e2 e1 • e2 = 0 e2 • e1 = 0 e2 • e2 = e2
1.2. Conceptos básicos
Ahora que conocemos algunas clases de álgebras y hemos visto una gran variedad
de ejemplos de ellas, veamos algunos de los conceptos básicos de la teoría de álgebras
no asociativas.
Definición 1.9. Una subálgebra de una álgebra A es un subespacio vectorial A′ de A tal
que x • y ∈ A′ para todo x, y ∈ A′. Esto es, A′ •A′ ⊂ A′.
De la definición de subálgebra se deduce que si una álgebra A satisface una
identidad P = 0 entonces cualquiera de sus subálgebras también la satisface.
Definición 1.10. Un ideal por la derecha (respectivamente por la izquierda) de una álgebra
A es un subespacio vectorial I de A tal que a • x ∈ I (respectivamente x • a ∈ I) para todo
a ∈ I y x ∈ A. Esto es I •A ⊂ I (respectivamente A • I ⊂ I).
Si un subespacio I de A es simultáneamente ideal por la derecha y por la izquierda
entonces diremos que es un ideal o ideal bilátero.
Además, una álgebra cuyos únicos ideales son {0} y ella misma la llamaremos simple.
Observación 1.2. Todo ideal es una subálgebra.
Como es natural, podemos definir cocientes de álgebras por sus ideales.
Definición 1.11. Sea A una álgebra y sea I un ideal de esta álgebra. Definimos la álgebra
cociente de A por I como la álgebra con espacio vectorial base AI (cociente de espacios
vectoriales), junto con la multiplicación:
(x + I) • (y + I) = x • y + I para x, y ∈ A.
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Ejemplo 1.10. La álgebra anticonmutativa A generada por la base {e1, e2} con multiplica-
ción e1 • e2 = e1 + e2 (el resto de productos se pueden deducir) tiene un ideal generado por
e1 + e2.
El cociente de A por el ideal 〈e1 + e2〉 es la álgebra de dimensión uno con multiplicación:
(x + 〈e1 + e2〉) • (y + 〈e1 + e2〉) = x • y + 〈e1 + e2〉 para x, y ∈ A.
Como para todo para x, y ∈ A tenemos que x • y ∈ 〈e1 + e2〉, entonces todos los productos
son nulos.
Este ejemplo inspira la siguiente observación:
Observación 1.3. Dada una álgebra A, el subespacio vectorial A2 = A •A es ideal de A.
Además, el cociente AA2 es una álgebra de productos nulos.
Ejemplo 1.11. La álgebra de Lie L1 generada por la base {e1, e2, e3, e4} con multiplicación:
L1 : [e1, e2] = e2 [e1, e3] = e3 [e1, e4] = e4
tiene siete ideales fácilmente identificables, que se corresponden a los subespacios vectoria-
les 〈ei〉 con 2 ≤ i ≤ 4; 〈ei, ej〉 con 2 ≤ i, j ≤ 4, y i 6= j, y L21 = 〈e2, e3, e4〉. Además, es una
álgebra unitaria cuya unidad es el elemento e1.
Vamos a calcular las álgebras cocientes por ideales de dimensión dos, las demás se obtienen
de forma análoga. La álgebra cociente L1〈ei, ej〉 es la álgebra de dimensión dos generada por
la base {e1, ek} con multiplicación [e1, ek] = ek donde k 6= i, j y 2 ≤ k ≤ 4.
Ejemplo 1.12. La álgebra A10 generada por la base {e1, e2, e3} con multiplicación:
A10 : e1 • e1 = e2 e1 • e2 = 0 e2 • e1 = e3 e2 • e2 = 0
tiene un ideal un tanto especial, el correspondiente al subespacio vectorial 〈e3〉 de A10.
Este ideal cumple que 〈e3〉 • A10 = A10 • 〈e3〉 = 0.
Definición 1.12. Sea A una álgebra. Definimos el anulador de A, y lo denotamos por
Ann(A), como el conjunto de elementos x ∈ A tales que x •A = A • x = 0.
Observación 1.4. El anulador de A es un ideal de A.
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Definición 1.13. La álgebra opuesta de una álgebra A con multiplicación • : A×A→ A
es la álgebra con el mismo espacio vectorial base, es decir, como espacio vectorial Aop = A, y
con multiplicación •op : Aop ×Aop → Aop definida por x •op y = y • x.
Ejemplo 1.13. La álgebra opuesta de la álgebra conservativa
A1(1) : P(e1, e1) = e1 + e2 P(e1, e2) = e2 P(e2, e1) = 0 P(e2, e2) = 0
es la álgebra
A1(1)op : P op(e1, e1) = e1 + e2 P op(e1, e2) = 0 P op(e2, e1) = e2 P op(e2, e2) = 0
Definición 1.14. Sean A y A′ dos álgebras con multiplicaciones • y •′, respectivamente.
Diremos que φ : A→ A′ es un homomorfismo de álgebras si:
φ(λx + µy) = λφ(x) + µφ(y) para x, y ∈ A y λ, µ ∈ k (es homomorfismo de
k-espacios vectoriales).
φ(x • y) = φ(x) •′ φ(y) para x, y ∈ A.
A partir de aquí, podemos definir epimorfismos entre álgebras, monomorfismos entre álgebras,
endomorfismos entre álgebras, isomorfismos entre álgebras y automorfismos entre álgebras, de
la forma usual.
Observación 1.5. Sean A y A′ dos álgebras tal que existe un epimorfismo de álgebras
φ : A→ A′. Supongamos que A satisface las identidades polinómicas P1 = 0, . . . , Pn = 0,
entonces como para cualesquiera x′1, . . . , x
′
s(i) ∈ A
′ existen x1, . . . , xs(i) ∈ A tales que
φ(x1) = x′1, . . . , φ(xs(i)) = x
′
s(i), tenemos que:
Pi(x′1, . . . , x
′
s(i)) = Pi(φ(x1), . . . , φ(xs(i))) = φ(Pi(x1, . . . , xs(i))) = 0 para 1 ≤ i ≤ n,
en donde la segunda igualdad se deduce de que φ es un homomorfismo de álgebras. Luego, A′
satisface las identidades que satisface A.
De forma análoga tenemos la siguiente observación:
Observación 1.6. Sean A y A′ dos álgebras tal que existe un monomorfismo de álgebras
φ : A→ A′. Supongamos que A′ satisface las identidades polinómicas Q1 = 0, . . . , Qm = 0,
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entonces para x1, . . . , xs(i) ∈ A tenemos
φ(Qi(x1, . . . , xs(i))) = Qi(φ(x1), . . . , φ(xs(i))) = 0 para 1 ≤ i ≤ n.
Como φ es monomorfismo, tenemos que Qi(x1, . . . , xs(i)) = 0 para 1 ≤ i ≤ n. Por tanto, A
satisface las identidades que satisface A′.
A partir de las dos observaciones anteriores tenemos la siguiente:
Observación 1.7. Sean A y A′ dos álgebras tal que existe un isomorfismo de álgebras
φ : A → A′. Entonces A y A′ satisfacen las mismas identidades polinómicas. Además,
diremos que las álgebras A y A′ son isomorfas y lo denotaremos por A ∼= A′.
En esta memoria trabajaremos frecuentemente con homomorfismos de espacios
vectoriales y con homomorfismos de álgebras, por lo que por una cuestión de econo-
mía lingüística utilizaremos los términos homomorfismos lineales para referirnos a
los primeros y homomorfismos para referirnos a los segundos.
Observación 1.8. Dada una álgebra A, podemos considerar el conjunto de endomorfismos de
A, End(A), junto la operación composición. Esto da lugar a un grupo cuyo elemento neutro
es el homomorfismo identidad. Si consideramos el subconjunto de End(A) correspondiente a
los automorfismos, podemos comprobar que se trata de un subgrupo de este, al que denotaremos
por Aut(A) y denominaremos grupo de automorfismos de A. El grupo Aut(A) tendrá gran
importancia en el estudio que realizaremos en los próximos capítulos.
Ejemplo 1.14. En este ejemplo calcularemos el grupo de automorfismos de la álgebra B3, de-
finido sobre un espacio vectorial de dimensión dos con una base {e1, e2} y cuya multiplicación
viene dada por los productos:
B3 : e1 • e1 = 0 e1 • e2 = e2 e2 • e1 = −e2 e2 • e2 = 0
Como sabemos, las aplicaciones lineales biyectivas se pueden identificar con el grupo lineal
general de B3, al que denotaremos GL(B3). Por lo que tenemos que encontrar los isomorfismos
lineales φ ∈ GL(B3) que cumplan que φ(x • y) = φ(x) • φ(y), para x, y ∈ B3.
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Supongamos que φ =
φ11 φ12
φ21 φ22
 donde φij ∈ k y que x = x1e1 + x2e2 para x1, x2 ∈ k
e y = y1e1 + y2e2 para y1, y2 ∈ k. Entonces como
x • y = (x1e1 + x2e2) • (y1e1 + y2e2) = (x1y2 − x2y1)e2,
tenemos por un lado que φ(x • y) = (x1y2 − x2y1)φ(e2) = (x1y2 − x2y1)(φ12e1 + φ22e2).
Por otro lado, como
φ(x) = (φ11x1 + φ12x2)e1 + (φ21x1 + φ22x2)e2 y
φ(y) = (φ11y1 + φ12y2)e1 + (φ21y1 + φ22y2)e2, entonces
φ(x) • φ(y) = ((φ11x1 + φ12x2)(φ21y1 + φ22y2)− (φ21x1 + φ22x2)(φ11y1 + φ12y2))e2.
Igualando cada componente obtenemos un sistema de ecuaciones que debe cumplirse para
todo x, y ∈ B3, y que podemos resolver fácilmente. De aquí, concluimos que el grupo de
automorfismos de la álgebra B3 está formado por los isomorfismos lineales de la forma
 1 0
φ21 φ22
 tales que φ21 ∈ k y φ22 ∈ k∗.
Un ejercicio interesante sería calcular ahora el grupo de automorfismos de B3op, para compro-
bar que está formado por los isomorfismos lineales de la forma
1 φ12
0 φ22
 tales que φ12 ∈ k y φ22 ∈ k∗.
La siguiente observación es fruto de este ejercicio.
Observación 1.9. Dada una álgebra A, existe una correspondencia biyectiva entre Aut(A)
y Aut(Aop). Siendo más precisos, los elementos de Aut(Aop) son los transpuestos de los
elementos de Aut(A).
En este punto, nos encontramos en disposición de introducir el problema que nos
ocupará los próximos capítulos de esta tesis: la clasificación de álgebras.
Fijada una cierta clase de álgebras C, surge la pregunta:
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¿Podríamos dar una lista de todas las álgebras que pertenecen a esta clase?
Para resolver este interrogante recurrimos a dar una clasificación algebraica.
Una clasificación algebraica de las álgebras de la clase C de dimensión n ∈N con-
siste en hallar todas las álgebras de la clase C de dimensión n módulo isomorfismos,
es decir, encontrar el cociente del conjunto de álgebras de dimensión n de la clase C
por la relación de equivalencia:
Dos álgebras A y A′ están relacionadas si y solo si son isomorfas.
En esta situación, podemos afirmar que cualquier álgebra de la clase C de di-
mensión n es isomorfa a alguna de las que hemos encontrado y, a su vez, dadas
cualesquiera dos álgebras diferentes de las encontradas, estas no son isomorfas entre
si (véase Apéndice A para encontrar algunos ejemplos de clasificaciones conocidas).
Sin embargo, abordar esta cuestión sin distinguir más que la dimensión de la
álgebra suele resultar demasiado ambicioso cuando se consideran dimensiones altas.
Es por ello que se pueden considerar otro tipo de restricciones que nos permitan
clasificar las álgebras de cualquier dimensión: en esta memoria desarrollamos un
algoritmo que da respuesta al interrogante anterior en el caso de las álgebras con
anulador no nulo.
Comenzaremos desarrollando un procedimiento que nos permita clasificar las
álgebras de dimensión finita con anulador no nulo y pondremos en práctica este
método en un caso concreto. A continuación, adaptaremos este procedimiento para
clasificar las álgebras definidas por identidades polinómicas de dimensión finita con
anulador no nulo y aplicaremos este nuevo método a un caso concreto. Para finalizar,
volveremos a adaptar el procedimiento para clasificar las álgebras de dimensión
finita con anulador no nulo, que cumplan unas identidades polinómicas pero que no
cumplan otras, volviendo a dar una aplicación concreta.
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Capítulo 2
Clasificación de las álgebras con
anulador no nulo
E ste capítulo está dedicado a encontrar un algoritmo para clasificar las álge-bras con anulador no nulo. En él, desarrollamos un conjunto de resultadosque culminarán con la presentación del procedimiento a seguir para clasi-
ficar las álgebras de dimensión n con anulador de dimensión m 6= 0, utilizando la
clasificación de las álgebras de dimensión n−m. Posteriormente, aplicaremos el pro-
cedimiento obtenido al caso particular de las álgebras de dimensión n con anulador
de dimensión n− 2, para ello nos apoyaremos en la clasificación de las álgebras de
dimensión dos. Finalmente, extraeremos la clasificación de las álgebras nilpotentes
de dimensión tres de la clasificación obtenida.
Este capítulo es una versión extendida de los artículos [43] y [44].
2.1. Fundamentos del procedimiento
Sea A una álgebra de dimensión n− m sobre un cuerpo k y sea V un espacio
vectorial de dimensión m sobre el mismo cuerpo. Tomemos una aplicación bilineal
θ : A×A → V y consideramos la álgebra Aθ , definida por el espacio vectorial
A⊕V, junto con la multiplicación − •Aθ − : (A⊕V)× (A⊕V) → A⊕V dada
por:
(x + x′) •Aθ (y + y
′) = x •A y + θ(x, y), para cualquier x, y ∈ A y x′, y′ ∈ V.
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En primer lugar, observamos que se trata de una álgebra de dimensión n. También,
observamos que V es un subespacio del anulador de la nueva álgebra Aθ . Además,
si denotamos por Rad(θ) al subespacio vectorial de A formado por los elementos
x ∈ A tales que θ(x, A) + θ(A, x) = 0 (al que llamaremos el radical de θ), podemos
probar fácilmente el siguiente resultado con respecto al anulador de Aθ .
Lema 2.1. Sean A una álgebra y V un espacio vectorial. Dada una aplicación bilineal
θ : A×A→ V, entonces
Ann(Aθ) = (Rad(θ) ∩ Ann(A))⊕V.
Puesto que acudiremos recurrentemente a aplicaciones bilineales, denotaremos
al conjunto de todas las aplicaciones bilineales definidas de A ×A en V como
Bil(A, V). Además, cuando el contexto lo permita, denotaremos la multiplicación de
A como • (en lugar de •A) y la de Aθ como •θ (en lugar de •Aθ ).
El motivo por el que hemos considerado esta construcción se pone de manifiesto
en el siguiente resultado, que será fundamental para introducir el algoritmo que nos
permita clasificar las álgebras con anulador no nulo.
Teorema 2.1. Sea A una álgebra de dimensión n con anulador de dimensión m 6= 0.
Entonces existe una única álgebra A′, salvo isomorfismos, de dimensión n−m y una única
aplicación bilineal θ : A′ ×A′ → Ann(A) con Rad(θ) ∩ Ann(A′) = 0 (que depende de
A′), de forma que A es isomorfa a A′θ y AAnn(A) es isomorfa a A
′.
Además, si A′′ es una álgebra isomorfa a A′, entonces existe otra aplicación bilineal
ν : A′′ ×A′′ → Ann(A) con Rad(ν) ∩ Ann(A′′) = 0 tal que A′′ν es isomorfa a A.
Demostración. Tomamos un complemento lineal A′ de Ann(A) en A. Consideramos
πA′ : A → A′ la proyección de A sobre A′ y definimos una multiplicación •A′ en
A′ de la siguiente forma:
x •A′ y = πA′(x •A y) para x, y ∈ A′.
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También, consideramos πAnn(A) : A→ Ann(A) la proyección de A sobre Ann(A)
y definimos la aplicación bilineal θ : A′ ×A′ → Ann(A) dada por:
θ = πAnn(A)(x •A y) para x, y ∈ A′.
Observamos que Rad(θ)∩ Ann(A′) = 0, ya que de existir un x0 ∈ Rad(θ)∩ Ann(A′),
entonces x0 ∈ Ann(A), lo cual contradice el hecho de que x0 pertenece a su comple-
mento lineal A′.
También, para x, y ∈ A tenemos que:
πA′(x •A y) =πA′((πA′(x) + πAnn(A)(x)) •A (πA′(y) + πAnn(A)(y))) =
=πA′(πA′(x) •A πA′(y)) = πA′(x) •A′ πA′(y).
Por lo que la proyección πA′ es un homomorfismo entre las álgebras A y A′. Como
Ker(πA′) = Ann(A), entonces el cociente AAnn(A) es isomorfo a A
′. Además, de
aquí se deduce la unicidad salvo isomorfismos de A′, ya que de haber otra álgebra
A′′ en las mismas condiciones debe ser isomorfa a AAnn(A).
Por otra parte, por definición de la álgebra A′ y de la aplicación bilineal θ, tenemos
que A′θ = A y por tanto son trivialmente isomorfas.
Para probar la segunda parte del teorema, denotamos por ϕ : A′′ → A′ al
isomorfismo entre estas dos álgebras y definimos ν : A′′ ×A′′ → Ann(A) como
ν(x, y) := θ(ϕ(x), ϕ(y)), para x, y ∈ A′′. Basta observar que Rad(ν) ∩ Ann(A′) = 0.
Ahora, definimos la aplicación φ : A′′ ⊕ Ann(A) → A′ ⊕ Ann(A) tal que
φ|A′′ = ϕ y φ|Ann(A) = Id. Claramente es biyectiva, veamos que se trata de
un isomorfismo. Para x1, x2 ∈ A′′ y v1, v2 ∈ Ann(A), tenemos que:
φ((x1 + v1) •A′′ν (x2 + v2)) = φ(x1 •A′′ x2) + ν(x1, x2) =
= ϕ(x1 •A′′ x2) + θ(ϕ(x1), ϕ(x2)).
Por otro lado:
φ(x1 + v1) •A′θ φ(x2 + v2) = (ϕ(x1) + v1) •A′θ (ϕ(x2) + v2) =
= ϕ(x1) •A′ ϕ(x2) + θ(ϕ(x1), ϕ(x2)).
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Como ϕ es un isomorfismo, concluimos que φ también es un isomorfismo y puesto
que A′θ es isomorfa a A, por transitividad, A′′ν es isomorfa a A.
Antes de examinar las consecuencias de este resultado, veamos un ejemplo para
fijar algunos conceptos.
Ejemplo 2.1. Tomemos la álgebra de dimensión dos
A2 : e1e1 = e2 e1e2 = e2 e2e1 = −e2 e2e2 = 0
junto con un espacio V generado por la base {e3, e4}. Denotemos por θ : A2 × A2 → V a
una aplicación bilineal con θ(ei, ej) = θ3ije3 + θ
4
ije4, para 1 ≤ i, j ≤ 2 y donde θkij ∈ k.
La álgebra (A2)θ es la álgebra de dimensión cuatro generado por la base {e1, . . . , e4} con
multiplicación:
(A2)θ : e1e1 = e2 + θ311e3 + θ
4





e2e1 = −e2 + θ321e3 + θ421e4 e2e2 = θ322e3 + θ422e4
Puesto que Ann(A2) = 0, tenemos que Ann((A2)θ) = V. Además, la álgebra cociente
(A2)θV es isomorfa a A2. Estas dos condiciones, hacen de (A2)θ una extensión por anulador
de la álgebra A2 por el espacio vectorial V, que definiremos a continuación.
Definición 2.1. Sean A′ una álgebra y V un espacio vectorial. Una extensión por anulador
de la álgebra A′ por V es una álgebra A tal que Ann(A) = V y AV es isomorfa a A
′.
Equivalentemente, algunos autores simplemente escriben que una extensión por
anulador de la álgebra A′ por V es una sucesión exacta corta
0→ V→ A→ A′ → 0
donde el anulador de la álgebra A es V.
Observación 2.1. Toda construcción de la forma Aθ , donde θ ∈ Bil(A, V) tal que
Rad(θ) ∩ Ann(A) = 0, es una extensión por anulador de la álgebra A por V.
Recíprocamente, si Â es una extensión por anulador de A por V, entonces, por el Teore-
ma 2.1, existe una única álgebra A′, salvo isomorfismos, y una aplicación θ ∈ Bil(A′, V)
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con Rad(θ) ∩ Ann(A′) = 0 tal que A′θ ∼= Â y A′ ∼= ÂV ∼= A. Utilizando la segunda
parte del teorema, tenemos que como A′ ∼= A, entonces existe otra aplicación ν ∈ Bil(A, V)
con Rad(ν) ∩ Ann(A) = 0 tal que Aν ∼= Â.
El Teorema 2.1 asegura que toda álgebra con anulador no nulo puede obtenerse
mediante una construcción como la que hemos descrito anteriormente: por medio
de una álgebra de dimensión inferior y una aplicación bilineal. Como consecuencia
de ello, si conociéramos la clasificación de las álgebras A de dimensión n− m, el
problema de clasificar las álgebras de dimensión n con anulador de dimensión m no
nulo se reduciría a clasificar las álgebras de la forma Aθ , donde θ ∈ Bil(A, V) con
Rad(θ) ∩ Ann(A) = 0.
Utilizando la Observación 2.1, podemos afirmar de forma análoga que toda álge-
bra A de dimensión n con anulador de dimensión m es isomorfa a alguna extensión
por anulador de una álgebra de dimensión n − m por un espacio vectorial de di-
mensión m. Reduciendo el problema de clasificar las álgebras de dimensión n con
anulador de dimensión m al problema de clasificar las extensiones por anulador de
cada una de las álgebras, salvo isomorfismos, de dimensión n−m por un espacio
vectorial de dimensión m.
Sabemos que cada aplicación θ ∈ {θ ∈ Bil(A, V) : Rad(θ) ∩ Ann(A) = 0} de-
fine una única extensión por anulador de la álgebra A. Sin embargo, el recipro-
co no es cierto. Como veremos en la próxima sección, existen otras aplicaciones
ν ∈ {θ ∈ Bil(A, V) : Rad(θ) ∩ Ann(A) = 0} tal que Aν ∼= Aθ .
Por lo tanto, nuestro objetivo será encontrar un cociente del conjunto
{θ ∈ Bil(A, V) : Rad(θ) ∩ Ann(A) = 0}
sobre el que podamos establecer una correspondencia con las extensiones por anula-
dor, salvo isomorfismos, de la álgebra A por el espacio vectorial V.
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2.2. Construcción del Algoritmo Principal
En esta sección desarrollaremos los resultados que nos llevarán a enunciar el
algoritmo de clasificación de álgebras con anulador. Con este fin, comenzamos intro-
duciendo la aplicación δ.
Definición 2.2. Definimos la aplicación δ : Hom(A, V) → Bil(A, V), que envía un
homomorfismo h ∈ Hom(A, V) a la aplicación bilineal definida como δh(x, y) = h(x • y).
Además, denotaremos por B2(A, V) al conjunto δ(Hom(A, V)) y a sus elementos los
llamaremos cobordes.
Observación 2.2. El conjunto de cobordes B2(A, V) es un espacio vectorial.
Lema 2.2. Sean A una álgebra y V un espacio vectorial. Sean θ, ν : A×A → V dos
aplicaciones bilineales tal que θ − ν ∈ B2(A, V). Entonces Ann(Aθ) = Ann(Aν) y las
álgebras Aθ y Aν son isomorfas.
Demostración. En primer lugar, como θ − ν ∈ B2(A, V), existe una aplicación lineal
h : A→ V tal que θ − ν = δh. A continuación, construimos la aplicación σ definida
de la siguiente forma, para x ∈ A y v ∈ V:
σ : A⊕V→ A⊕V
x + v 7→ x + h(x) + v.
Claramente se trata de una aplicación biyectiva, veamos si es un isomorfismo de
álgebras.
Por un lado, para x1, x2 ∈ A y v1, v2 ∈ V tenemos que
σ((x1 + v1) •ν (x2 + v2)) = σ(x1 • x2 + ν(x1, x2)) = x1 • x2 + h(x1 • x2) + ν(x1, x2).
Por otro lado, tenemos que
σ(x1 + v1) •θ σ(x2 + v2) = (x1 + h(x1)+ v1) •θ (x2 + h(x2)+ v2)) = x1 • x2 + θ(x1, x2).
Como θ(x1, x2) = ν(x1, x2) + h(x1 • x2) para todo x1, x2 ∈ A, concluimos que σ
es un isomorfismo de álgebras y por tanto las álgebras Aθ y Aν son isomorfas.
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Además, ν(x1, x2) = x1 • x2 = 0 si y solo si θ(x1, x2) = x1 • x2 = 0 y por tanto,
Ann(Aθ) = Ann(Aν).
Este resultado nos lleva a introducir el siguiente espacio cociente:
Definición 2.3. Dada A una álgebra y V un espacio vectorial. Definimos el segundo espacio
de cohomología de A con respecto a V como el espacio vectorial
H2(A, V) = Bil(A, V)B2(A, V).
A los elementos de este espacio vectorial los denotaremos [θ] ∈ H2(A, V).
En este punto, observamos que si conociéramos la clasificación de las ál-
gebras A de dimensión n − m, el problema de clasificar las álgebras de di-
mensión n con anulador de dimensión m se reduciría a estudiar los conjuntos{
[θ] ∈ H2(A, V) : Ann(A) ∪ Rad(θ) = 0
}
donde V es un espacio vectorial de di-
mensión m. Sin embargo, todavía no tenemos suficiente información para distinguir
cuando dos elementos [θ], [ν] ∈ H2(A, V) darán lugar a dos álgebras isomorfas
o no isomorfas. El siguiente resultado resolverá esta cuestión, pero antes vamos a
introducir una nueva notación.
Notación 2.1. Sean A una álgebra y V un espacio vectorial. Sean θ ∈ Bil(A, V) y
φ ∈ Hom(A, A) dos aplicaciones. Entonces denotaremos por φθ ∈ Bil(A, V) a la aplicación
definida por φθ(x, y) = θ(φ(x), φ(y)) para x, y ∈ A.
Lema 2.3. Sean A una álgebra y V un espacio vectorial. Sean θ, ν : A×A → V dos
aplicaciones bilineales tal que Ann(A) ∩ Rad(θ) = Ann(A) ∩ Rad(ν) = 0. Entonces Aθ
y Aν son isomorfas si y solo si existe un automorfismo φ : A→ A y un isomorfismo lineal
ψ : V→ V tal que φν− ψθ ∈ B2(A, V).
Demostración. Supongamos que las álgebras Aθ y Aν son isomorfas y denotemos por
Φ : Aθ → Aν a este isomorfismo. Como Ann(A)∩ Rad(θ) = Ann(A)∩ Rad(ν) = 0,
tenemos que Φ(V) = Φ(Ann(Aθ)) = Ann(Aν) = V y entonces la aplicación lineal
ψ := Φ|V es biyectiva.
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Ahora, tomamos {e1, . . . , en} una base de A y supongamos que Φ(ei) = e′i + vi,
donde e′i ∈ A y vi ∈ V. Podemos definir las aplicaciones:
φ : A→ A ϕ : V→ A
ei 7→ e′i. ei 7→ vi
Para x1, x2 ∈ A, tenemos que
Φ(x1 •θ x2) = Φ(x1 • x2 + θ(x1, x2)) = φ(x1 • x2) + ϕ(x1 • x2) + ψ(θ(x1, x2))
y también que
Φ(x1) •ν Φ(x2) = (φ(x1) + ϕ(x1)) •ν (φ(x2) + ϕ(x2)) =
= φ(x1) • φ(x2) + µ(φ(x1), φ(x2)).
Como Φ es un isomorfismo entre las álgebras Aθ y Aν, podemos igualar ambas
ecuaciones. La parte en A muestra que φ es un automorfismo de A y la parte en V
muestra que
µ(φ(x1), φ(x2)) = ϕ(x1 • x2) + ψ(θ(x1, x2)).
Utilizando la notación anterior, tenemos φµ− ψθ = δϕ ∈ B2(A, V).
Recíprocamente, supongamos ahora que existe un automorfismo φ : A → A
y un isomorfismo lineal ψ : V → V tal que φν− ψθ ∈ B2(A, V). Entonces existe
un homomorfismo ϕ ∈ Hom(A, V) tal que φµ − ψθ = δϕ y podemos definir un





Claramente, por construcción Φ es un isomorfismo entre las álgebras Aθ y Aν.
El Teorema 2.1 nos proporciona una vía para clasificar, salvo isomorfismos, las
álgebras de dimensión n con anulador de dimensión m, en el caso de que conociéra-
mos previamente la clasificación de las álgebras de dimensión n−m. Esta vía se basa
en dar la clasificación algebraica de las extensiones por anulador de cada una de las
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álgebras A de dimensión n−m módulo isomorfismos por un espacio vectorial V de
dimensión m. Para dar la clasificación de las extensiones por anulador de una álgebra
A hemos desarrollado el siguiente procedimiento, en virtud del Lema 2.3.
Teorema 2.2. Sean A una álgebra y V un espacio vectorial.
(I) Calcular Aut(A) y P =
{
[θ] ∈ H2(A, V) : Ann(A) ∩ Rad(θ) = 0
}
.
(II) Estudiar el cociente de P por la relación: dados [θ], [µ] ∈ P , entonces [θ] ∼ [µ] si y
solo si existe un automorfismo φ de A y un isomorfismo lineal ψ ∈ GL(V) tal que
[ψµ] = [φθ].
(III) Construir las álgebras Aθ donde θ es un representante de cada una de las clases de
P∼.
La clasificación algebraica de las extensiones por anulador de la álgebra A por V consiste
en las álgebras obtenidas en el paso (III).
Sin embargo, este procedimiento no es demasiado útil en la práctica debido a que
estudiar el cociente P∼ no es tarea sencilla. Por este motivo, vamos a introducir un
nuevo elemento que nos ayudará a simplificar este procedimiento de manera signifi-
cativa, este elemento son las coordenadas en el segundo espacio de cohomología.
2.3. Algoritmo Principal
Consideramos la álgebra A, el espacio vectorial V y fijamos una base {e1, . . . , em}







donde θi es una aplicación bilineal en Bil(A, k), para i = 1, . . . , m. Utilizando esta
notación, se puede probar fácilmente la siguiente observación.
Observación 2.3. Rad(θ) = Rad(θ1) ∩ · · · ∩ Rad(θm).
Además, si θ ∈ B2(A, V), entonces existe un homomorfismo h ∈ Hom(A, V) tal
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de donde θi = δhi y por tanto θi ∈ B2(A, k), para i = 1, . . . , m. El recíproco puede
probarse de forma análoga.
No obstante, introducir coordenadas tiene un inconveniente, por el cual es nece-
sario introducir el concepto de componente anulador de una álgebra. En teoría de
álgebras de Lie, un componente anulador de una álgebra de Lie L es un ideal 〈x〉 de
dimensión uno de L tal que existe otro ideal I cumpliendo que L = I⊕ 〈x〉. Como
L es anticonmutativa, tenemos que x ∈ Ann(L) y que L2 ⊂ I. Este concepto puede
extenderse a álgebras arbitrarias de la siguiente forma:
Definición 2.4. Un componente anulador de una álgebra A es un ideal de dimensión uno kx
de A tal que x ∈ Ann(A) y satisfaciendo que existe otro ideal I de A tal que A = I⊕ kx y
A2 ⊂ I.
Asimismo, si A tiene un componente anulador se dirá que es split.
Ejemplo 2.2. La álgebra
A3 : e1e1 = e1 e1e2 = 0 e2e1 = 0 e2e2 = 0
tiene Ann(A3) = 〈e2〉 y un componente anulador, el generado por e2. No obstante, tener
anulador no garantiza tener componente anulador como podemos comprobar en la siguiente
álgebra:
A′3 : e1e1 = e1 + e2 e1e2 = 0 e2e1 = 0 e2e2 = 0
Observación 2.4. Es facil comprobar que si A tiene un componente anulador kx y A es
isomorfa a otro álgebra A′ por medio del isomorfismo φ, entonces kφ(x) es un componente
anulador de A′.
El siguiente resultado relaciona la dependencia lineal de las coordenadas de un
elemento [θ] ∈ H2(A, V) con la posibilidad de que la álgebra Aθ sea split.
Lema 2.4. Sean A una álgebra y V un espacio vectorial con una base {e1, . . . , em}. Sea
θ ∈ Bil(A, V) tal que Rad(θ) ∩ Ann(A) = 0. Si θ(x1, x2) = ∑mi=1 θi(x1, x2)ei, entonces
la álgebra Aθ tiene un componente anulador si y solo si el conjunto {[θ1], . . . , [θm]} es
linealmente dependiente en H2(A, k).
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Demostración. Supongamos que Aθ tiene un componente anulador, es decir, existe
un elemento no nulo v1 ∈ V tal que v1 ∈ Ann(Aθ) y existe un ideal I de Aθ tal que
Aθ = I⊕ 〈v1〉 con A2θ ⊂ I.
Ampliamos el conjunto {v1} para obtener una base {v1, . . . , vm} de V. Entonces























Como A2θ ⊂ I, tenemos que ∑
m
i=1 ai,1θi(x1, x2) = 0 para todo x1, x2 ∈ A. Por tanto,
∑mi=1 ai1θi = 0 y entonces ∑
m
i=1 ai1 [θi] = 0. Además, si {[θ1] , . . . , [θm]} fuera lineal-
mente independiente, entonces a11 = · · · = an1 = 0 y (aij)ij no sería invertible. Por lo
que concluimos que el conjunto {[θ1] , . . . , [θm]} debe ser linealmente dependiente.
Recíprocamente, supongamos que el conjunto {[θ1], . . . , [θm]} es linealmente de-
pendiente en H2(A, k). Sin perder generalidad, supongamos que [θm] = ∑m−1i=1 ai [θi]
para ai ∈ k.
Ahora, definimos ν(x1, x2) = ∑mi=1 vi(x1, x2)ei tomando vi = θi para i ≤ m− 1 y





θi(x1, x2)(ei + aiem).
Si vi = ei + aiem para i = 1, . . . , m− 1, entonces ν(x1, x2) = ∑m−1i=1 θi(x1, x2)vi. Por
tanto, tenemos que A2ν ⊂ A⊕ 〈v1, . . . , vm−1〉 y 〈vm〉 es un componente anulador
de Aν. Como Aθ y Aν son isomorfas concluimos que Aθ tiene un componente
anulador.
A continuación probamos un resultado que traslada lo obtenido en el Lema 2.3 a
la notación por coordenadas. Para ello, es necesario tener en cuenta los componentes
anuladores de las extensiones por anulador.
Lema 2.5. Sean A una álgebra y V un espacio vectorial con una base {e1, . . . , em}.
Sean θ, ν ∈ Bil(A, V) dos aplicaciones bilineales tal que Rad(θ) ∩ Ann(A) = 0 y
Rad(ν) ∩ Ann(A) = 0. Supongamos que Aθ no tiene componentes anuladores. Si
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θ(x1, x2) = ∑mi=1 θi(x1, x2)ei y ν(x1, x2) = ∑
m
i=1 νi(x1, x2)ei, entonces las álgebras
Aθ y Aν son isomorfas si y solo si existe un automorfismo φ ∈ Aut(A) tal que el
conjunto {[φθ1] , . . . , [φθm]} genera el mismo subespacio de H2(A, k) que el conjunto
{[ν1] , . . . , [νm]}.
Demostración. Supongamos que las álgebras Aθ y Aν son isomorfas. Por el Lema 2.3,
existe un automorfismo φ : A → A y un isomorfismo lineal ψ : V → V tal que
φν− ψθ ∈ B2(A, V). Si ψ(ei) = ∑mj=1 aijej, entonces









y φνj −∑mi=1 aijθi ∈ B2(A, k) para j = 1, . . . , m.




= ∑mi=1 aij [θi] para j = 1, . . . , m y concluimos que
los conjuntos {[φθ1] , . . . , [φθm]} y {[ν1] , . . . , [νm]} generan el mismo subespacio de
H2(A, k).
Recíprocamente, supongamos que {[φθ1] , . . . , [φθm]} genera el mismo subespacio
de H2(A, k) que {[ν1] , . . . , [νm]} y sabemos que es de dimensión m por el Lema 2.4.




= ∑mi=1 aij [θi]. Esto nos
permite definir el isomorfismo lineal:






tal que ψθ(x1, x2) = ∑mi=1 ∑
m
j=1 aijθi(x1, x2)ej. Entonces tenemos que









De donde, [φν] = [ψθ] y, por el Lema 2.3, concluimos que las álgebras Aθ y Aν son
isomorfas.
Ya tenemos un resultado análogo al Lema 2.3 con el que construir un nuevo
algoritmo. A continuación, introduciremos algunos conceptos que nos servirán para
enunciarlo.
2.3. Algoritmo Principal 31
Definición 2.5. Sea V un espacio vectorial de dimensión finita. Definimos la grassmaniana
de dimensión s de V, la cual denotaremos como Grasss(V), como el conjunto de subespacios
vectoriales de dimensión s de V.
En el siguiente ejemplo, calcularemos la grassmaniana del segundo espacio de
cohomología de una álgebra con respecto a un espacio vectorial de dimensión uno,
una operación que, como veremos, tendremos que realizar en repetidas ocasiones en
la sección práctica de este capítulo (véase Sección 2.4).
Ejemplo 2.3. Sea A una álgebra de dimensión n con una base {e1, . . . , en}. Denotaremos
por ∆ij : A×A→ k a la aplicación bilineal tal que ∆ij(ei, ej) = 1 y ∆ij = 0 en otro caso.
De este modo, el conjunto {∆ij : 1 ≤ i, j ≤ n} es una base de Bil(A, k).
Vamos a calcular Grasss(H2(N2, k)), donde N2 es la álgebra de dimensión dos con
multiplicación nula.
Por un lado, el conjunto {∆ij : 1 ≤ i, j ≤ 2} es una base de Bil(N2, k). Por otro lado, el
conjunto de cobordes B2(N2, k) es trivial. Luego el segundo espacio de cohomología resulta
ser:
H2(N2, k) = Bil(N2, k)B2(N2, k) =
〈{∆ij : 1 ≤ i, j ≤ 2}〉0 = 〈{[∆ij] : 1 ≤ i, j ≤ 2}〉.
A continuación, estudiamos la grassmaniana de dimensión s de H2(N2, k) por casos.
Para s = 1. Los subespacios de dimensión uno de H2(N2, k) están generados por
un elemento de la forma a[∆11] + b[∆12] + c[∆21] + d[∆22], donde a, b, c, d ∈ k. Sin
embargo, hay subespacios que se repiten, por ejemplo, 〈[θ1] + b[θ2]〉 = 〈r[θ1] + rb[θ2]〉
para r ∈ k. Para eliminar los subespacios repetidos fijamos uno de los escalares como
uno, cuando sea posible. De esta forma, nos quedan los espacios vectoriales:
• 〈[∆11] + b[∆12] + c[∆21] + d[∆22]〉, donde b, c, d ∈ k.
• 〈[∆12] + c[∆21] + d[∆22]〉, donde c, d ∈ k.
• 〈[∆21] + d[∆22]〉, donde d ∈ k.
• 〈[∆22]〉.
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Para s = 2. En el caso de los espacios de dimensión mayor que uno, además de fijar un
escalar de uno de los vectores como uno, utilizamos ese vector para hacer ceros en el resto
de vectores de la base. Procediendo de esta forma, obtenemos los espacios vectoriales:
• 〈[∆11] + c1[∆21] + d1[∆22], [∆12] + c2[∆21] + d2[∆22]〉, donde c1, c2, d1, d2 ∈ k.
• 〈[∆11] + b1[∆12] + d1[∆22], [∆21] + d2[∆22]〉, donde b1, d1, d2 ∈ k.
• 〈[∆11] + b1[∆12] + c1[∆21], [∆22]〉, donde b1, c1 ∈ k.
• 〈[∆12] + d1[∆22], [∆21] + d2[∆22]〉, donde d1, d2 ∈ k.
• 〈[∆12] + c1[∆21], [∆22]〉, donde c1 ∈ k.
• 〈[∆21], [∆22]〉.
Para s = 3. Tenemos los espacios vectoriales:
• 〈[∆11] + d1[∆22], [∆12] + d2[∆22], [∆21] + d3[∆22]〉, donde d1, d2, d3 ∈ k.
• 〈[∆11] + c1[∆21], [∆12] + c2[∆21], [∆22]〉, donde c1, c2 ∈ k.
• 〈[∆11] + b1[∆12], [∆21], [∆22]〉, donde b1 ∈ k.
• 〈[∆12], [∆21], [∆22]〉.
Para s = 4. El único subespacio de dimensión cuatro es H2(N2, k).
Es fácil comprobar que están todos los subespacios de cada dimensión.
Definición 2.6. Sea A una álgebra. Para cada 1 ≤ s ≤ dim(H2(A, k)) definimos el
conjunto:
Ts(A) = {〈[θ1], . . . , [θs]〉 ∈ Grasss(H2(A, k)) : (∩si=1Rad(θi)) ∩ Ann(A) = 0},
donde Grasss(H2(A, k)) es la grassmaniana de subespacios de dimensión s en H2(A, k).
Observación 2.5. Los elementos del conjunto Ts(A) son subespacios 〈[θ1], . . . , [θs]〉 de
dimensión s de H2(A, k). Por el Lema 2.4, tenemos que si definimos la aplicación bilineal
θ ∈ Bil(A, V) como θ(x1, x2) = ∑si=1 θi(x1, x2)ei (donde V es un espacio vectorial de
dimensión s con una base {e1, . . . , es}), entonces Aθ no tiene componentes anuladores. Mas
aún, la aplicación θ está en las condiciones del Lema 2.5.
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Definición 2.7. Una acción de un grupo (G, ∗) sobre un conjunto X es una aplicación
− · − : G× X → X tal que
(g ∗ h) · x = g · (h · x) para g, h ∈ G y x ∈ X.
1 · x = x, donde 1 es el elemento neutro del grupo G.
En tal caso se dirá que el grupo G actúa sobre el conjunto X a través de la aplicación − · −.
Además, la acción − · − se llamará estable en un subconjunto S ⊂ X si G · S ⊂ S.
Observación 2.6. Para cada espacio W = 〈[θ1], . . . , [θs]〉 ∈ Grasss(H2(A, k)) y cada
automorfismo φ ∈ Aut(A) podemos definir la aplicación
− · − : Aut(A)× Grasss(H2(A, k))→ Grasss(H2(A, k))
φ ·W = φ · 〈[θ1], . . . , [θs]〉 7→ 〈[φθ1], . . . , [φθs]〉
Veamos que se trata de una acción.
Por un lado, para φ1, φ2 ∈ Aut(A) tenemos que
(φ1 ◦ φ2) ·W = 〈[(φ1 ◦ φ2)θ1], . . . , [(φ1 ◦ φ2)θs]〉 =
= 〈[φ1(φ2θ1)], . . . , [φ1(φ2θs)]〉 = φ1 · (φ2 ·W).
Por otro lado, I ·W = 〈[Iθ1], . . . , [Iθs]〉 = 〈[θ1], . . . , [θs]〉, donde I denota la identidad.
Efectivamente, se trata de una acción. A partir de ahora, denotaremos φ ·W como φW.
Lema 2.6. Dada una álgebra A, el conjunto Ts(A) es estable bajo la acción de Aut(A).
Demostración. Sean φ ∈ Aut(A) y W = 〈[θ1], . . . , [θs]〉 ∈ Grasss(H2(A, k)). Como
x ∈ Rad(φθi) ∩ Ann(A) si y solo si φ(x) ∈ Rad(θi) ∩ Ann(A) para i = 1 . . . , s,
entonces:
(∩si=1Rad(φθi)) ∩ Ann(A) = 0 si y solo si (∩si=1Rad(θi)) ∩ Ann(A).
Luego W ∈ Ts(A) si y solo si φW ∈ Ts(A).
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Definición 2.8. Sea G un grupo que actúa sobre el conjunto X a través de la acción − · −.
La G-órbita de un elemento x ∈ X es el conjunto:
G · x = {g · x : g ∈ G} .
Observación 2.7. La acción − · − de un grupo G sobre un conjunto X define una relación
de equivalencia para dos elementos x, y ∈ X:
x ∼ y si y solo si existe un elemento g ∈ G tal que g · x = y.
Las órbitas son las clases de equivalencia de X módulo esta relación. De forma que podemos
escribir:
x ∼ y si y solo si G · x = G · y.
Para finalizar, definimos el conjunto de álgebras sin componente anulador que son
extensiones por anulador de una álgebra A por un espacio vectorial V de dimensión
s, en virtud del Lema 2.2 y del Lema 2.4, de la siguiente forma:
Definición 2.9. Sean A una álgebra y V un espacio vectorial con una base {e1, . . . , es}. El
conjunto de extensiones por anulador no split de A por V es el conjunto:
E(A, V) =
{




θi(x1, x2)ei entonces 〈[θ1], . . . , [θs]〉 ∈ Ts(A)
}
.
Utilizando estos nuevos conceptos, podemos escribir el Lema 2.5 de la siguiente
forma:
Teorema 2.3. Sean A una álgebra y V un espacio vectorial con una base {e1, . . . , em}. Consi-
deramos dos extensiones por anulador Aθ , Aν ∈ E(A, V). Si θ(x1, x2) = ∑mi=1 θi(x1, x2)ei
y ν(x1, x2) = ∑mi=1 νi(x1, x2)ei, entonces
Aθ
∼= Aν si y solo si Aut(A)〈[θ1], . . . , [θm]〉 = Aut(A)〈[ν1], . . . , [νm]〉.
Este resultado establece una correspondencia biyectiva entre las órbitas de Ts(A)
por la acción de Aut(A) y las extensiones por anulador no split de A por un espacio
vectorial de dimensión s módulo isomorfismos. Esta correspondencia es la siguiente:
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Por un lado, para cada órbita Aut(A)〈[θ1], . . . , [θm]〉, podemos tomar la aplica-
ción bilineal θ : A×A → V tal que θ(x1, x2) = ∑mi=1 θi(x1, x2)ei, donde V es
un espacio vectorial de dimensión s con una base {e1, . . . , em}, para construir la
álgebra Aθ .
Por otro lado, para cada extensión por anulador no split Aθ , podemos considerar
las coordenadas θ1, . . . , θm : A×A→ k de la aplicación θ : A×A→ V en una
base {e1, . . . , em} de V. De esta forma, a la álgebra Aθ le hacemos corresponder
la órbita Aut(A)〈[θ1], . . . , [θm]〉.
Esta correspondencia nos permite enunciar un nuevo procedimiento para cla-
sificar algebraicamente las extensiones por anulador no split de una álgebra A de
dimensión n−m por un espacio vectorial de dimensión m.
Teorema 2.4 (Algoritmo Principal). Sea A una álgebra de dimensión n− m, en donde
1 ≤ m ≤ dim(H2(A, k)).
(I) Calculamos Aut(A), H2(A, k) y Ann(A).
(II) Determinamos el conjunto de Aut(A)-órbitas en Tm(A).
(III) Para cada órbita, construimos la álgebra correspondiente a un representante de ella.
La clasificación algebraica de las extensiones por anulador no split de la álgebra A por un
espacio vectorial de dimensión m consiste en las álgebras obtenidas en el paso (III).
Este resultado culmina la parte teórica de este capítulo. No obstante, dado que
para aplicar el Algoritmo Principal 2.4 necesitaremos calcular el segundo espacio de
cohomología de varias álgebras, hemos desarrollado un resultado que facilitará esta
tarea. Dada una álgebra A, el siguiente lema proporciona un método para obtener
una base de B2(A, k).
Lema 2.7. Sea A una álgebra y sea {e1, . . . , em} una base de A2 (el espacio vectorial formado
por los elementos {x • y : x, y ∈ A}). Entonces {δe∗1 , . . . , δe∗m} es una base de B2(A, k).
Donde e∗i denota la aplicación lineal de A en k tal que e
∗
i (ej) = 1 si i = j y e
∗
i (ej) = 0
en caso contrario.
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Demostración. Extendemos la base {e1, . . . , em} a una base {e1, . . . , en} de A. El con-
junto {e∗i }i≤n es una base de Hom(A, k). Entonces para todo δh ∈ B2(U, k) podemos
escribir h = ∑ni=1 αie
∗
i para algún αi ∈ k y por tanto:




















αiδe∗i (el , ek).















Como {e∗i }i≤m es una base de Hom(A2, k) entonces α1 = · · · = αm = 0. Por lo
que concluimos que {δe∗1 , . . . , δe∗m} es una base de B2(A, k).
Como consecuencia de este resultado, tenemos el siguiente corolario:
Corolario 2.1. dim(H2(A, k)) = dim(A)2 − dim(A2).
La siguiente observación, consecuencia del Lema 2.7 y del Teorema 2.4, acerca de
las extensiones por anulador de una álgebra con respecto a las de su álgebra opuesta
reducirá el número de casos a estudiar en algunas ocasiones puntuales.
Observación 2.8. Sea A una álgebra de dimensión n. Si {Ak,i : i ∈ I} es el conjunto de
extensiones por anulador de A módulo isomorfismos. Entonces existe una correspondencia
biyectiva entre {Ak,i : i ∈ I} y {(Aop)k,i : i ∈ J}.
En la próxima sección aplicaremos el método que hemos descrito a un problema
de clasificación de álgebras con anulador no nulo.
2.4. Aplicación: clasificación de las álgebras de dimensión n
con anulador de dimensión n− 2
En esta sección aplicaremos el procedimiento que hemos presentado previamente
al problema de clasificar, salvo isomorfismos, las álgebras de dimensión n con anula-
dor de dimensión n− 2. Recordamos que el Teorema 2.1 garantiza que las álgebras de
dimensión n con anulador de dimensión n− 2 pueden obtenerse como extensiones
por anulador de las álgebras de dimensión dos. A su vez, la clasificación algebraica
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de las extensiones por anulador no split de una álgebra de dimensión dos la podemos
obtener utilizando el Algoritmo Principal 2.4.
El artículo [1] de Kaygorodov y Volkov estudia precisamente el problema de la
clasificación de las álgebras de dimensión dos. En el Apéndice A, hemos resumido
esta clasificación, incluyendo toda la información que emplearemos en esta memoria.
Así, el objetivo de esta sección es probar el siguiente resultado.
Teorema 2.5 (Teorema principal). Sea B = {e1, e2, e3, . . . , e6} una base y sea A una
álgebra de dimensión n con anulador de dimensión n− 2.
Si n = 3, entonces A es isomorfa a alguna de las siguientes álgebras no isomorfas
entre sí. O bien, A es isomorfa a (A′ ⊕ k), donde A′ es una álgebra de dimensión dos
con anulador cero (véase Tabla A.1 y Observación A.1); o es isomorfa a Ai para algún
i = 1, . . . , 68 (véase Tabla C.1).
Si n = 4, entonces A es isomorfa a alguna de las siguientes álgebras no isomorfas
entre sí. O bien, A es isomorfa a (A′ ⊕ k⊕ k), donde A′ es una álgebra de dimensión
dos con anulador cero; o bien, es isomorfa a Ai ⊕ k para algún i = 1, . . . , 68; o es
isomorfa a Ai para algún i = 69, . . . , 122, (véase Tabla C.4).
Si n = 5, entonces A es isomorfa a alguna de las siguientes álgebras no isomorfas
entre sí. O bien, A es isomorfa a (A′ ⊕ k⊕ k⊕ k), donde A′ es una álgebra de
dimensión dos con anulador cero; o bien, es isomorfa a (Ai ⊕ k ⊕ k) para algún
i = 1, . . . , 68; o bien, es isomorfa a Ai para algún i = 69, . . . , 122; o es isomorfa a
(Ai = (V)) para algún i = 123, . . . , 134 (véase Tabla C.6).
Si n = 6, entonces A es isomorfa a alguna de las siguientes álgebras no isomorfas
entre sí. O bien, A es isomorfa a (A′ ⊕ k⊕ k⊕ k⊕ k), donde A′ es una álgebra de
dimensión dos con anulador cero; o bien, es isomorfa a (Ai ⊕ k⊕ k⊕ k) para algún
i = 1, . . . , 68; o bien, es isomorfa a (Ai ⊕ k⊕ k) para algún i = 69, . . . , 122; o bien,
es isomorfa a Ai ⊕ k para algún i = 123, . . . , 134; o es isomorfa a la álgebra:
A135 : (N2)6,14 : e1e1 = e3 e1e2 = e4 e2e1 = e5 e2e2 = e6
Si n ≥ 7 entonces A tiene al menos (n− 6) componentes anuladores.
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Para su demostración, vamos a considerar las álgebras de dimensión dos descritos
en el Apéndice A. Para cada una de estas álgebras seguiremos los pasos que se indican
en el Teorema 2.4, con el fin de obtener la clasificación algebraica de sus extensiones
por anulador no split. A continuación, estudiaremos la clasificación de las álgebras
split de dimensión n con anulador de dimensión n − 2. Finalmente, utilizando el
Teorema 2.1, la clasificación de las extensiones por anulador no split y la clasificación
de las álgebras split nos dará la clasificación de las álgebras de dimensión n con
anulador de dimensión n− 2.
2.4.1. Álgebras A1(α), con α ∈ k
Antes de comenzar, observamos que la álgebra A1(0) es equivalente a la álgebra
opuesta de A1(1). Por la Observación 2.8, solo estudiaremos las extensiones por
anulador no split de las álgebras A1(α) con α 6= 0. A partir de aquí, aplicaremos el
método que hemos desarrollado previamente.
1. En primer lugar, comenzamos calculando H2(A1(α), k) y Ts(A1(α)). En virtud
del Lema 2.7, tenemos que δe∗1 = ∆11 y δe
∗
2 = ∆11 + α∆12 + (1− α)∆21 forman
una base del espacio de cobordes:




De esta forma, concluimos que dim(H2(A1(α), k)) = 4− 2 = 2 y que:





Además, como Ann(A1(α)) = 0, entonces Ts(A1(α)) = Grasss(H2(A1(α), k)).
2. En segundo lugar, calculamos las órbitas de Ts(A1(α)) bajo la acción del grupo
de automorfismos de A1(α) (véase Apéndice A). Recordamos que la acción de
un automorfismo (aij) sobre un espacio vectorial 〈γ1, . . . , γs〉 lo envía al espacio
〈(aij)tγ1(aij), . . . , (aij)tγs(aij)〉. Asimismo, la acción de un automorfismo de
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A1(α) sobre un elemento arbitrario a[∆21] + b[∆22] ∈ H2(A1(α), k) lo envía a:











? Utilizando un argumento análogo al del Ejemplo 2.3, tenemos que:
T1(A1(α)) = {〈[∆21]〉}
⋃
{〈λ[∆21] + [∆22]〉 : λ ∈ k}.
Por lo que estudiamos dos familias de subespacios de dimensión uno.
• Si b = 0, tenemos el espacio 〈a[∆21]〉, cuya órbita es trivial, es decir, su
único elemento es 〈[∆21]〉.
• Si b 6= 0, si λ = ab , entonces 〈a[∆21] + b[∆22]〉 = 〈λ[∆21] + [∆22]〉. De










[∆21] + [∆22]〉 : x ∈ k}.
Esto nos lleva a diferenciar dos casos según el parámetro α de la
familia de álgebras.
 Si α 6= 12 , podemos elegir como representante de órbita a 〈[∆22]〉,






 Si α = 12 , tenemos una órbita trivial, 〈λ[∆21] + [∆22]〉, para cada
elemento λ ∈ k.
De la trivialidad de las órbitas se deduce que son disjuntas.
? La única órbita de T2(A1(α)) es la del espacio H2(A1(α), k).
3. En tercer lugar, utilizando la correspondencia entre las clases de equivalen-
cia de extensiones por anulador no split de A1(α) y el conjunto de órbitas en
Ts(A1(α)) bajo la acción de Aut(A1(α)), obtenemos las álgebras buscadas. Ade-
más, tenemos en cuenta la equivalencia entre las álgebras A1(0) y A1(1)op, que
mencionábamos al principio, para construir sus correspondientes extensiones
por anulador no split.
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Con respecto a la notación, para designar a las extensiones por anulador no split
de una cierta álgebra A utilizaremos dos subíndices tal que (A)i,j. El subíndice
i denotará la dimensión de la extensión, mientras que el subíndice j identificará
la extensión entre las de esa dimensión.
Lema 2.8. Sea A una extensión por anulador no split de la álgebra A1(α), entonces esta es
isomorfa a alguna de las siguientes álgebras no isomorfas entre sí:
(A1(α 6= 0))3,1 : e1e1 = e1 + e2 e1e2 = αe2 e2e1 = (1− α)e2 + e3 e2e2 = 0
(A1(0))3,1 : e1e1 = e1 + e2 e1e2 = e3 e2e1 = e2 e2e2 = 0
(A1(α 6= 12 ))3,2 : e1e1 = e1 + e2 e1e2 = αe2 e2e1 = (1− α)e2 e2e2 = e3
(A1( 12 ))3,2(λ ∈ k) : e1e1 = e1 + e2 e1e2 =
1
2 e2 e2e1 =
1
2 e2 + λe3 e2e2 = e3
(A1(α 6= 0))4,3 : e1e1 = e1 + e2 e1e2 = αe2 e2e1 = (1− α)e2 + e3 e2e2 = e4
(A1(0))4,3 : e1e1 = e1 + e2 e1e2 = e3 e2e1 = e2 e2e2 = e4
2.4.2. Álgebra A2
1. En primer lugar, calculamos H2(A2, k) y Ts(A2). Observamos que δe∗1 = 0 y
δe∗2 = ∆11 + ∆12 − ∆21. Por el Lema 2.7, la aplicación δe∗2 forma una base de
B2(A2, k). Luego dim(H2(A2, k)) = 3 y el segundo espacio de cohomología es:
H2(A2, k) = 〈∆ij : 1 ≤ i, j ≤ 2〉〈∆11 + ∆12 − ∆21〉 = 〈[∆11], [∆21], [∆22]〉.
Además, como Ann(A2) = 0, entonces Ts(A2) = Grasss(H2(A2, k)).
2. En segundo lugar, calculamos las órbitas de Ts(A2) por la acción del grupo
Aut(A2) (véase Apéndice A).
? La acción de un automorfismo sobre 〈a[∆11] + b[∆21] + c[∆22]〉 ∈ T1(A2)
lo envía al espacio vectorial:
〈(a + bx + cx2)[∆11] + cx[∆12] + (b + cx)[∆21] + c[∆22]〉 =
= 〈(a + (b− c)x + cx2)[∆11] + (b + 2cx)[∆21] + c[∆22]〉.
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Asimismo, procediendo como en el Ejemplo 2.3, tenemos que:
T1(A2) ={〈[∆11]〉} ∪ {λ〈[∆11] + [∆21]〉 : λ ∈ k}∪
∪ {〈λ[∆11] + µ[∆21] + [∆22]〉 : λ, µ ∈ k}.
Por lo que tenemos que estudiar tres familias de espacios vectoriales de
dimensión uno.
• Si b = 0 y c = 0, entonces la órbita de 〈a[∆11]〉 es trivial, tiene a 〈[∆11]〉
como único elemento.
• Si b 6= 0 y c = 0, denotando λ = ab , la órbita de 〈λ[∆11] + [∆21]〉
está formada por los espacios 〈(λ + x)[∆11] + [∆21]〉 donde x ∈ k. Si
tomamos x = −λ obtenemos el representante 〈[∆21]〉.
• Si c 6= 0, podemos denotar λ = ac y µ =
b
c . La órbita del espacio
〈λ[∆11] + µ[∆21] + [∆22]〉 es el conjunto de espacios vectoriales:
{〈(λ + (µ− 1)x + x2)[∆11] + (µ + 2x)[∆21] + [∆22]〉 : x ∈ k}.
Sustituyendo x = − µ2 en la expresión anterior, tenemos el represen-
tante 〈λ′[∆11] + [∆22]〉, donde λ′(λ, µ) = λ− (µ−1)µ2 +
µ2
4 . Por lo tanto,
existe una órbita para cada λ′ ∈ k, ya que la imagen de λ′, como
aplicación, es k.
Claramente, estas órbitas son disjuntas.
? La acción de un automorfismo de la álgebra A2 sobre un espacio arbitrario
〈a1[∆11] + b1[∆21] + c1[∆22], a2[∆11] + b2[∆21] + c2[∆22]〉 ∈ T2(A2) lo envía
al espacio:
〈(a1 + (b1 − c1)x + c1x2)[∆11] + (b1 + 2c1x)[∆21] + c1[∆22],
(a2 + (b2 − c2)x + c2x2)[∆11] + (b2 + 2c2x)[∆21] + c2[∆22]〉.
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Vamos a estudiar cinco familias de espacios, dado que:
T2(A2) ={〈[∆21], [∆22]〉} ∪ {〈[∆11] + λ[∆22], [∆21]〉 : λ ∈ k}∪
∪ {〈[∆11] + λ[∆21], [∆22]〉 : λ ∈ k}∪
∪ {〈λ[∆21] + [∆22], [∆11]〉 : λ ∈ k∗}∪
∪ {〈[∆11] + λ[∆21], µ[∆21] + [∆22]〉 : λ, µ ∈ k∗}.




[∆21], (1 + x)[∆21] + [∆22]〉 : x ∈ k} ∪ {〈[∆21], [∆22]〉}.







)[∆21] + [∆22]〉 : x ∈ k}∪
∪ {〈[∆11] + λ[∆22], [∆21]〉}, donde λ 6= 0.
De aquí, se deduce que hay una órbita estable para cada λ ∈ k∗. Por
otra parte, para λ = 0, tenemos la órbita trivial de 〈[∆11], [∆21]〉.
• Los espacios 〈[∆11] + λ′[∆21], [∆22]〉 para λ′ 6= 0 están en las órbitas




, basta tomar x = 1λ′ para compro-
barlo. Si λ′ = 0, entonces la órbita de 〈[∆11], [∆22]〉 es el conjunto
{〈[∆11], 2x[∆21] + [∆22]〉 : x ∈ k} y podemos elegir como representan-
te 〈[∆11], [∆22]〉, tomando x = 0.
• Los espacios 〈λ[∆21] + [∆22], [∆11]〉 con λ 6= 0 están en la órbita de
〈[∆11], [∆22]〉, tomando x = λ2 .
• Por último, los espacios 〈[∆11] + λ′[∆21], µ′[∆21] + [∆22]〉 pertenecen al
primer y segundo caso. Siendo más precisos, si µ′ = 1 + 1λ′ entonces
el espacio está en la órbita del primer caso y si µ′ 6= 1 + 1λ′ entonces el
espacio está en la órbita del segundo caso, basta tomar λ = λ
′2
1+λ′−λ′µ′ .
Ahora, observando los desarrollos de las órbitas de cada representante
extraído, concluimos que se encuentran en órbitas disjuntas.
? Finalmente, en T3(A2) existe una única órbita, correspondiente a
H2(A2, k).
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3. En tercer lugar, construimos cada una de las extensiones por anulador no split
de la álgebra A2 módulo isomorfismos, para ello utilizamos la correspondencia
con las órbitas en Ts(A2) que hemos calculado previamente.
Lema 2.9. Sea A una extensión por anulador no split de la álgebra A2, entonces esta es
isomorfa a alguna de las siguientes álgebras no isomorfas entre sí:
(A2)3,1 : e1e1 = e2 + e3 e1e2 = e2 e2e1 = −e2 e2e2 = 0
(A2)3,2 : e1e1 = e2 e1e2 = e2 e2e1 = −e2 + e3 e2e2 = 0
(A2)3,3(λ ∈ k) : e1e1 = e2 + λe3 e1e2 = e2 e2e1 = −e2 e2e2 = e3
(A2)4,4 : e1e1 = e2 e1e2 = e2 e2e1 = −e2 + e3 e2e2 = e4
(A2)4,5(λ ∈ k) : e1e1 = e2 + e3 e1e2 = e2 e2e1 = −e2 + e4 e2e2 = λe3
(A2)4,6 : e1e1 = e2 + e3 e1e2 = e2 e2e1 = −e2 e2e2 = e4
(A2)5,7 : e1e1 = e2 + e3 e1e2 = e2 e2e1 = −e2 + e4 e2e2 = e5
2.4.3. Álgebra A3
1. En primer lugar, calculamos H2(A3, k) y Ts(A3). Para δe∗1 = 0 y δe
∗
2 = ∆11,
utilizando el Lema 2.7, tenemos que estas aplicaciones forman una base de
B2(A3, k). Por tanto, H2(A3, k) = 〈[∆12], [∆21], [∆22]〉.
Adicionalmente, pese a que Ann(A3) = 〈e2〉, tenemos que e2 /∈ Rad(θ) para
[θ] ∈ H2(A3, k) y [θ] 6= [0], por lo que Ts(A3) = Grasss(H2(A3, k)).
2. En segundo lugar, calculamos las órbitas de Ts(A3) por la acción de Aut(A3)
(véase Apéndice A).
? La acción de un elemento de Aut(A3) sobre un espacio vectorial genérico
〈a[∆12] + b[∆21] + c[∆22]〉 del conjunto T1(A3) lo envía al espacio:
〈(ax3 + cx2y)[∆12] + (bx3 + cx2y)[∆21] + cx4[∆22]〉.
Para encontrar las Aut(A3)-órbitas de T1(A3) estudiamos los casos:
Si a = 0 y c = 0, el espacio resultante está en la órbita trivial de 〈[∆21]〉.
Si a = 0 y c 6= 0, denotando λ = bc , tenemos el espacio 〈λ[∆21] + [∆22]〉.
Si λ 6= 0, podemos tomar el representante de órbita 〈[∆21] + [∆22]〉,
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con y = 0 y x = λ. Si λ = 0, entonces podemos tomar el representante
〈[∆22]〉, con y = 0 y x = 1.
Si a 6= 0, denotando λ = ba y µ =
c
a , tenemos el espacio vectorial
〈[∆12] + λ[∆21] + µ[∆22]〉. Si µ 6= 0, entonces, tomando x = λ−1µ y
y = 1−λ
µ2
, tenemos el representante 〈[∆21] + [∆22]〉, del caso anterior.
Si µ = 0, entonces tenemos la órbita trivial de 〈[∆12] + λ[∆21]〉, para
cada λ ∈ k.
Como el resto de órbitas son triviales, solo falta probar que las órbitas
de los espacios 〈[∆21] + [∆22]〉 y 〈[∆22]〉 no coinciden. Esto se deduce del
desarrollo de la órbita de 〈[∆22]〉, que es el conjunto:
{〈x2y[∆12] + x2y[∆21] + x4[∆22]〉 : x ∈ k∗, y ∈ k}.
? Continuamos con el estudio de las órbitas del conjunto T2(A3). La acción
de un elemento de Aut(A3) sobre un espacio vectorial de dimensión dos
〈a1[∆12] + b1[∆21] + c1[∆22], a2[∆12] + b2[∆21] + c2[∆22]〉 lo envía a:
〈(a1x3 + c1x2y)[∆12] + (b1x3 + c1x2y)[∆21] + c1x4[∆22],
(a2x3 + c2x2y)[∆12] + (b2x3 + c2x2y)[∆21] + c2x4[∆22]〉.
Utilizando el argumento empleado en el Ejemplo 2.3, tenemos que:
T2(A3) ={〈[∆21], [∆22]〉} ∪ {〈[∆12] + λ[∆21], [∆22]〉 : λ ∈ k}∪
∪ {〈[∆12] + λ[∆22], [∆21] + µ[∆22]〉 : λ, µ ∈ k}.
Esto nos lleva a tener que estudiar tres familias de subespacios vectoriales.
La órbita de 〈[∆21], [∆22]〉 está formada por los espacios vectoriales
〈[∆21], y[∆12] + x2[∆22]〉, para x ∈ k∗ e y ∈ k.
La órbita del espacio 〈[∆12] + λ[∆21], [∆22]〉 depende de λ, pues su
órbita está formada por 〈[∆12] +λ[∆21], y[∆12] + y[∆21] + x2[∆22]〉 para
x ∈ k∗ e y ∈ k. Se puede observar que, como x 6= 0, hay una órbita
distinta con representante 〈[∆12] + λ′[∆21], [∆22]〉 para cada λ′ ∈ k.
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Por último, la órbita del espacio 〈[∆12] + λ[∆22], [∆21] + µ[∆22]〉 depen-
de de los parámetros λ y µ.
 Si λ = 0 y µ = 0, entonces tenemos la órbita trivial del espacio
〈[∆12], [∆21]〉.
 Si λ 6= 0 y µ = 0, comprobamos que está en la órbita del espacio






 Si µ 6= 0, tenemos dos casos. Si λ = −µ, entonces el espacio
resultante está en la órbita de 〈[∆12] + [∆21], [∆21] + [∆22]〉, basta
tomar x = 1µ e y = 0. Si λ 6= −µ, el espacio está en la órbita
de 〈[∆12] + λ′[∆21], [∆22]〉 para cierto λ′ ∈ k, se puede comprobar
tomando el automorfismo con x = −λ+µµ e y =
1
µ .
A la vista de los desarrollos de las órbitas de los espacios representantes
escogidos, tenemos que:
Por un lado, observamos que la órbita de 〈[∆21], [∆22]〉 no contiene
espacios con el vector [∆12] + λ[∆21] para cualquier λ ∈ k. Luego, la
órbita del espacio 〈[∆21], [∆22]〉 no se interseca con la órbita del espacio
〈[∆12] + λ[∆21], [∆22]〉, ni con la de 〈[∆12] + [∆21], [∆21] + [∆22]〉.
Por otro lado, observamos que el vector [∆12] + [∆21] no se encuentra
en ningún espacio de la órbita de 〈[∆12] + λ[∆21], [∆22]〉, para λ 6= 1.
Ahora, si λ = 1, entonces el vector ausente en todos los espacios de la
órbita de 〈[∆12] + [∆21], [∆22]〉 es [∆21] + [∆22]. De aquí, se deduce que
la órbita de 〈[∆12] + [∆21], [∆21] + [∆22]〉 y la de 〈[∆12] + λ[∆21], [∆22]〉,
para λ ∈ k, son disjuntas.
? Finalmente, en T3(A3) tenemos una única órbita.
3. En tercer lugar, utilizamos la correspondencia de las extensiones por anulador
no split de la álgebra A3 con las órbitas en Ts(A3) por la acción de Aut(A3) para
obtener el siguiente lema.
Lema 2.10. Sea A una extensión por anulador no split de la álgebra A3, entonces esta es
isomorfa a alguna de las siguientes álgebras no isomorfas entre sí:
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(A3)3,1 : e1e1 = e2 e1e2 = 0 e2e1 = 0 e2e2 = e3
(A3)3,2 : e1e1 = e2 e1e2 = 0 e2e1 = e3 e2e2 = e3
(A3)3,3 : e1e1 = e2 e1e2 = 0 e2e1 = e3 e2e2 = 0
(A3)3,4(λ ∈ k) : e1e1 = e2 e1e2 = e3 e2e1 = λe3 e2e2 = 0
(A3)4,5 : e1e1 = e2 e1e2 = 0 e2e1 = e4 e2e2 = e3
(A3)4,6 : e1e1 = e2 e1e2 = e4 e2e1 = e3 e2e2 = 0
(A3)4,7(λ ∈ k) : e1e1 = e2 e1e2 = e4 e2e1 = λe4 e2e2 = e3
(A3)4,8 : e1e1 = e2 e1e2 = e3 e2e1 = e3 + e4 e2e2 = e4
(A3)5,9 : e1e1 = e2 e1e2 = e3 e2e1 = e4 e2e2 = e5
2.4.4. Álgebras A4(α), con α ∈ k≥0
1. En primer lugar, tenemos que calcular H2(A4(α), k) y Ts(A4(α)). Por el Le-
ma 2.7, las aplicaciones:
δe∗1 = α∆11 + ∆12 − ∆21 y δe∗2 = ∆11 + α∆12
forman una base de B2(A4(α), k). Por lo que H2(A4(α), k) = 〈[∆12], [∆22]〉.
Además, como Ann(A4) = 0, entonces Ts(A4(α)) = Grasss(H2(A4(α), k)).
2. En segundo lugar, estudiamos las órbitas de Ts(A4(α)) bajo la acción del grupo
de automorfismos de A4(α) (véase Apéndice A). Como Aut(A4(α)) depende
del parámetro α de la familia de álgebras tenemos que distinguir dos casos.
Si α = 0, entonces la acción de un elemento de Aut(A4(α)) sobre un
espacio 〈a[∆12] + b[∆22]〉 lo envía a 〈±a[∆12] + b[∆22]〉, según si tomamos la
identidad o el automorfismo que envía e1 y e2 a −e1 y e2, respectivamente.
? Como T1(A4(0)) = {〈[∆22]〉} ∪ {〈[∆12] + λ[∆22]〉 : λ ∈ k}, tenemos
que distinguir dos casos:
 Si a = 0, extraemos el espacio 〈[∆22]〉 como representante de órbita
de este caso. Además, observamos que su órbita es trivial.
 Si a 6= 0, tenemos una órbita distinta para cada espacio vectorial
〈[∆12] + λ[∆22]〉, donde λ ∈ k≥0.
Las órbitas de los representantes que hemos extraído son disjuntas.
? La única órbita de T2(A4(0)) es la del espacio H2(A4(0), k).
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Si α 6= 0, entonces el único automorfismo es la identidad. Por tanto con-
cluimos que todas las órbitas de Ts(A4(α)) son triviales. Como resultado,
tenemos:
? Existe una órbita trivial para cada uno de los espacios vectoriales del
conjunto T1(A4(α)) = {〈[∆22]〉} ∪ {〈[∆12] + λ[∆22]〉 : λ ∈ k}.
? La única órbita de T2(A4(α)) es la del espacio H2(A4(α), k).
3. En tercer lugar, construimos cada una de las extensiones por anulador no split
de la álgebra A4(α).
Lema 2.11. Sea A una extensión por anulador no split de la álgebra A4(α), entonces esta es
isomorfa a alguna de las siguientes álgebras no isomorfas entre sí:
(A4(α))3,1 : e1e1 = αe1 + e2 e1e2 = e1 + αe2 e2e1 = −e1 e2e2 = e3
(A4(α 6= 0))3,2(λ ∈ k) : e1e1 = αe1 + e2 e1e2 = e1 + αe2 + e3 e2e1 = −e1 e2e2 = λe3
(A4(0))3,2(λ ∈ k≥0}) : e1e1 = e2 e1e2 = e1 + e3 e2e1 = −e1 e2e2 = λe3
(A4(α))4,3 : e1e1 = αe1 + e2 e1e2 = e1 + αe2 + e3 e2e1 = −e1 e2e2 = e4
2.4.5. Álgebras B1(α), con α ∈ k
1. En primer lugar, comenzamos calculando H2(B1(α), k) y Ts(B1(α)). Puesto que
δe∗1 = (1− α)∆12 + α∆21 y δe∗2 = ∆12 − ∆21 forman una base de B2(B1(α), k)
(como consecuencia del Lema 2.7), tenemos que:
H2(B1(α), k) = 〈[∆11], [∆22]〉.
Además, como Ann(B1(α)) = 0, entonces Ts(B1(α)) = Grasss(H2(B1(α), k)).
2. En segundo lugar, calculamos las órbitas de Ts(B1(α)) bajo la acción de
Aut(B1(α)) (véase Apéndice A). Como el único automorfismo de B1(α) es
la identidad tenemos que todas las órbitas de Ts(B1(α)) son triviales.
? Existe una órbita trivial para cada uno de los espacios vectoriales de
T1(B1(α)) = {〈[∆22]〉} ∪ {〈[∆11] + λ[∆22]〉 : λ ∈ k}.
? La única órbita de T2(B1(α)) es la del espacio H2(B1(α), k).
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3. En tercer lugar, construimos cada una de las extensiones por anulador no split
de B1(α), como hemos hecho en los casos anteriores.
Lema 2.12. Sea A una extensión por anulador no split de la álgebra B1(α), entonces esta es
isomorfa a alguna de las siguientes álgebras no isomorfas entre sí:
(B1(α))3,1 : e1e1 = 0 e1e2 = (1− α)e1 + e2 e2e1 = αe1 − e2 e2e2 = e3
(B1(α))3,2(λ ∈ k) : e1e1 = e3 e1e2 = (1− α)e1 + e2 e2e1 = αe1 − e2 e2e2 = λe3
(B1(α))4,3 : e1e1 = e3 e1e2 = (1− α)e1 + e2 e2e1 = αe1 − e2 e2e2 = e4
2.4.6. Álgebras B2(α), con α ∈ k
Antes de comenzar, observamos que B2(0) y B2(1)op son equivalentes. Haciendo
uso de la Observación 2.8, consideraremos únicamente el caso α 6= 0.
1. En primer lugar, calculamos H2(B2(α), k) y Ts(B2(α)). Dado que las aplica-
ciones δe∗1 = (1− α)∆12 + α∆21 y δe∗2 = 0 forman una base de B2(B2(α), k),
tenemos que H2(B2(α), k) = 〈[∆11], [∆12], [∆22]〉.
Además, como Ann(B2(α)) = 0, entonces Ts(B2(α)) = Grasss(H2(B2(α), k)).
2. En segundo lugar, estudiamos las órbitas de Ts(B2(α)) por la acción de
Aut(B2(α)) (véase Apéndice A).
? La órbita de un espacio de la forma 〈a[∆11] + b[∆12] + c[∆22]〉 es el conjunto:
{〈ax2[∆11] + bx[∆12] + c[∆22]〉 : x ∈ k∗}.
Para estudiar las órbitas de T1(B2(α)), distinguimos los siguientes casos:
Si a = 0 y b = 0, el espacio resultante 〈[∆22]〉 forma una órbita trivial.
Si a = 0 y b 6= 0, denotamos λ = cb . Si λ = 0, entonces tenemos
la órbita trivial del espacio 〈[∆12]〉. Si λ 6= 0, obtenemos un único
representante de órbita 〈[∆12] + [∆22]〉, tomando x = λ.
Si a 6= 0, denotamos λ = ba y µ =
c
a , y tenemos los siguientes casos.
 Si λ = 0 y µ = 0, entonces obtenemos la órbita trivial de 〈[∆11]〉.
 Si λ = 0 y µ 6= 0, entonces tenemos un único representante de
órbita 〈[∆11] + [∆22]〉, basta tomar x =
√
µ.
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 Si λ 6= 0, entonces tenemos una órbita distinta para cada espacio
〈[∆11] + [∆12] + µ′[∆22]〉 con µ′ ∈ k, tomando x = λ.
? Por un lado, la acción de un automorfismo de la álgebra B2(α) sobre un
espacio arbitrario 〈a1[∆11] + b1[∆12] + c1[∆22], a2[∆11] + b2[∆12] + c2[∆22]〉
en T2(B2(α)) lo envía a:
〈a1x2[∆11] + b1x[∆12] + c1[∆22], a2x2[∆11] + b2x[∆12] + c2[∆22]〉.
Por otro lado, T2(B2(α)) es el conjunto de espacios vectoriales:
{〈[∆12], [∆22]〉} ∪ {〈[∆11] + λ[∆22], [∆12]〉 : λ ∈ k}∪
∪ {〈[∆11] + λ[∆12], µ[∆12] + [∆22]〉 : λ, µ ∈ k}.
Por lo que tenemos las siguientes órbitas:
La órbita del espacio 〈[∆12], [∆22]〉 es trivial.
La órbita del espacio 〈[∆11] + λ[∆22], [∆12]〉 depende de λ. Si λ = 0,
entonces la órbita es trivial. Mientras que si λ 6= 0, existe un único
representante común 〈[∆11] + [∆22], [∆12]〉, tomando x =
√
λ.
La órbita del espacio 〈[∆11] + λ[∆12], µ[∆12] + [∆22]〉 es el conjunto
{〈x2[∆11] + λx[∆12], µx[∆12] + [∆22]〉 : x ∈ k∗}. Por tanto, si λ = 0 y
µ = 0, entonces obtenemos la órbita trivial de 〈[∆11], [∆22]〉. Si λ = 0
y µ 6= 0, entonces todos estos espacios están en la órbita con repre-
sentante 〈[∆11], [∆12] + [∆22]〉, basta tomar x = 1µ para comprobarlo.
Por último, si λ 6= 0, entonces tenemos una órbita con representante
〈[∆11] + [∆12], µ′[∆12] + [∆22]〉 para cada µ′ ∈ k, tomando x = λ.
Finalmente, nos falta ver que las órbitas de 〈[∆11] + [∆22], [∆12]〉,
〈[∆11], [∆12] + [∆22]〉 y 〈[∆11] + [∆12], µ′[∆12] + [∆22]〉 para µ′ ∈ k no se
intersecan dos a dos. Sin embargo, esto se deduce fácilmente de la forma
en la que actúa Aut(B2(α)).
? La única órbita de T3(B2(α)) es la del espacio H2(B2(α), k).
3. En tercer lugar, utilizamos la correspondencia de las extensiones por anulador
no split de la álgebra B2(α) con las órbitas en Ts(B2(α)) por la acción de su grupo
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de automorfismos para obtener la clasificación, salvo isomorfismos, de sus
extensiones por anulador no split. Para construir las extensiones por anulador
no split de B2(0) utilizamos su equivalencia con B2(1)op, como mencionábamos
al principio.
Lema 2.13. Sea A una extensión por anulador no split de la álgebra B2(α), entonces esta es
isomorfa a alguna de las siguientes álgebras no isomorfas entre sí:
(B2(α))3,1 : e1e1 = 0 e1e2 = (1− α)e1 e2e1 = αe1 e2e2 = e3
(B2(α 6= 0))3,2 : e1e1 = 0 e1e2 = (1− α)e1 + e3 e2e1 = αe1 e2e2 = e3
(B2(0))3,2 : e1e1 = 0 e1e2 = e1 e2e1 = e3 e2e2 = e3
(B2(α 6= 0))3,3 : e1e1 = 0 e1e2 = (1− α)e1 + e3 e2e1 = αe1 e2e2 = 0
(B2(0))3,3 : e1e1 = 0 e1e2 = e1 e2e1 = e3 e2e2 = 0
(B2(α))3,4 : e1e1 = e3 e1e2 = (1− α)e1 e2e1 = αe1 e2e2 = 0
(B2(α))3,5 : e1e1 = e3 e1e2 = (1− α)e1 e2e1 = αe1 e2e2 = e3
(B2(α 6= 0))3,6(λ ∈ k) : e1e1 = e3 e1e2 = (1− α)e1 + e3 e2e1 = αe1 e2e2 = λe3
(B2(0))3,6(λ ∈ k) : e1e1 = e3 e1e2 = e1 e2e1 = e3 e2e2 = λe3
(B2(α 6= 0))4,7 : e1e1 = 0 e1e2 = (1− α)e1 + e3 e2e1 = αe1 e2e2 = e4
(B2(0))4,7 : e1e1 = 0 e1e2 = e1 e2e1 = e3 e2e2 = e4
(B2(α 6= 0))4,8 : e1e1 = e3 e1e2 = (1− α)e1 + e4 e2e1 = αe1 e2e2 = e3
(B2(0))4,8 : e1e1 = e3 e1e2 = e1 e2e1 = e4 e2e2 = e3
(B2(α 6= 0))4,9 : e1e1 = e3 e1e2 = (1− α)e1 + e4 e2e1 = αe1 e2e2 = 0
(B2(0))4,9 : e1e1 = e3 e1e2 = e1 e2e1 = e4 e2e2 = 0
(B2(α 6= 0))4,10 : e1e1 = e3 e1e2 = (1− α)e1 + e3 e2e1 = αe1 e2e2 = e4
(B2(0))4,10 : e1e1 = e3 e1e2 = e1 e2e1 = e3 e2e2 = e4
(B2(α))4,11 : e1e1 = e3 e1e2 = (1− α)e1 e2e1 = αe1 e2e2 = e4
(B2(α 6= 0))4,12(λ ∈ k) : e1e1 = e3 e1e2 = (1− α)e1 + λe3 + e4 e2e1 = αe1 e2e2 = e4
(B2(0))4,12(λ ∈ k) : e1e1 = e3 e1e2 = e1 e2e1 = λe3 + e4 e2e2 = e4
(B2(α 6= 0))5,13 : e1e1 = e3 e1e2 = (1− α)e1 + e4 e2e1 = αe1 e2e2 = e5
(B2(0))5,13 : e1e1 = e3 e1e2 = e1 e2e1 = e4 e2e2 = e5
2.4.7. Álgebra B3
1. En primer lugar, calculamos H2(B3, k) y Ts(B3). Por el Lema 2.7, tenemos que
las aplicaciones:
δe∗1 = 0 y δe
∗
2 = ∆12 − ∆21
forman una base de B2(B3, k). Por tanto, H2(B3, k) = 〈[∆11], [∆21], [∆22]〉.
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Además, como Ann(B3) = 0, entonces Ts(B3) = Grasss(H2(B3, k)).
2. En segundo lugar, calculamos las órbitas de Ts(B3) por la acción de Aut(B3)
(véase Apéndice A).
? La acción de un automorfismo de B3 envía un espacio vectorial arbitrario
〈a[∆11] + b[∆21] + c[∆22]〉 en T1(B3) al espacio:
〈(a + bx + cx2)[∆11] + (by + 2cxy)[∆21] + cy2[∆22]〉.
Por lo que tenemos que distinguir los siguientes casos:
 Si b = 0 y c = 0, entonces tenemos la órbita trivial de 〈[∆11]〉.
 Si b 6= 0 y c = 0, denotando λ = ab , tenemos el espacio 〈λ[∆11] + [∆21]〉,
cuya órbita está formada por los espacios 〈(λ + x)[∆11] + y[∆21]〉 para
x ∈ k e y ∈ k∗. De aquí se tiene que todos los espacios de este caso es-
tán en la misma órbita y podemos tomar a 〈[∆21]〉 como representante,
basta elegir x = −λ e y = 1.
 Si c 6= 0, denotamos λ = ac y µ =
b
c . Así, la órbita del espacio resultante
es el conjunto:
{〈(λ + x(x + µ))[∆11] + y(2x + µ)[∆21] + y2[∆22]〉 : x ∈ k, y ∈ k∗}.
Por un lado, si λ = µ
2
4 , entonces obtenemos una única órbita con
representante 〈[∆22]〉, tomando x = − µ2 . Por otro lado, si λ 6=
µ2
4 ,





que probaría que están en la órbita de 〈[∆11] + [∆22]〉.
Finalmente, falta ver que las órbitas de los espacios 〈[∆21]〉, 〈[∆22]〉 y
〈[∆11] + [∆22]〉 son disjuntas dos a dos.
Por un lado, como la órbita de 〈[∆21]〉 no tiene término en [∆22], no se
interseca con las otras.
Por otro lado, la órbita de 〈[∆22]〉 es el conjunto:
{〈x2[∆11] + 2xy[∆21] + y2[∆22]〉 : x ∈ k, y ∈ k∗},
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que no contiene al espacio 〈[∆11] + [∆22]〉. Luego, la órbita de 〈[∆22]〉
y la de 〈[∆11] + [∆22]〉 son disjuntas.
? Por un lado, la acción de un automorfismo de la álgebra B3 sobre un
espacio arbitrario 〈a1[∆11] + b1[∆21] + c1[∆22], a2[∆11] + b2[∆21] + c2[∆22]〉
lo envía a:
〈(a1 + b1x + c1x2)[∆11] + (b1y + 2c1xy)[∆21] + c1y2[∆22],
(a2 + b2x + c2x2)[∆11] + (b2y + 2c2xy)[∆21] + c2y2[∆22]〉.
Por otro lado, T2(B3) es el conjunto de espacios vectoriales:
{〈[∆21], [∆22]〉} ∪ {〈[∆21],[∆11] + λ[∆22]〉 : λ ∈ k}∪
∪ {〈[∆11] + λ[∆21], µ[∆21] + [∆22]〉 : λ, µ ∈ k}.
Por lo que tenemos que distinguir los siguientes casos:
Fijamos 〈[∆21], [∆22]〉 como primer representante de órbita.
La órbita de los espacios 〈[∆21], [∆11] + λ[∆22]〉 depende de λ. Si λ = 0,
tenemos la órbita trivial de 〈[∆11], [∆21]〉. Si λ 6= 0, entonces pode-
mos tomar x = 0 e y = 1√
λ
, dando lugar a una única órbita, la de
〈[∆21], [∆11] + [∆22]〉.
Para los espacios de la forma 〈[∆11] + λ[∆21], µ[∆21] + [∆22]〉 con
λ, µ ∈ k es necesario distinguir dos casos. Si λ = 0, entonces tomando
x = − µ2 e y = 1, comprobamos que tenemos una única órbita, la de
〈[∆11], [∆22]〉. Si λ 6= 0, entonces si λ = 1µ , el espacio está en la primera
órbita, 〈[∆21], [∆22]〉, tomando x = − 1λ . Si λ 6=
1
µ , el espacio está en





Veamos que las órbitas de los representantes escogidos no se intersecan.
Por un lado, la órbita de 〈[∆21], [∆22]〉 es el conjunto:
{〈x[∆11] + y[∆21], x2[∆11] + 2xy[∆21] + y2[∆22]〉 : x ∈ k, y ∈ k∗}.
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Observamos que este conjunto no contiene espacios con el vector
[∆11] + [∆22], luego no coincide con las otras dos órbitas no triviales.
Por otro lado, la órbita de 〈[∆11], [∆22]〉 es el conjunto:
{〈[∆11], x2[∆11] + 2xy[∆21] + y2[∆22]〉 : x ∈ k, y ∈ k∗}.
Este conjunto no contiene espacios con el vector [∆21]. Por lo que no
coincide con la órbita de 〈[∆21], [∆11] + [∆22]〉.
? La única órbita de T3(B3) es la del espacio H2(B3, k).
3. En tercer lugar, construimos cada una de las extensiones por anulador que
hemos obtenido.
Lema 2.14. Sea A una extensión por anulador no split de la álgebra B3, entonces esta es
isomorfa a alguna de las siguientes álgebras no isomorfas entre sí:
(B3)3,1 : e1e1 = e3 e1e2 = e2 e2e1 = −e2 e2e2 = 0
(B3)3,2 : e1e1 = 0 e1e2 = e2 e2e1 = −e2 + e3 e2e2 = 0
(B3)3,3 : e1e1 = e3 e1e2 = e2 e2e1 = −e2 e2e2 = e3
(B3)3,4 : e1e1 = 0 e1e2 = e2 e2e1 = −e2 e2e2 = e3
(B3)4,5 : e1e1 = 0 e1e2 = e2 e2e1 = −e2 + e3 e2e2 = e4
(B3)4,6 : e1e1 = e3 e1e2 = e2 e2e1 = −e2 + e4 e2e2 = e3
(B3)4,7 : e1e1 = e3 e1e2 = e2 e2e1 = −e2 + e4 e2e2 = 0
(B3)4,8 : e1e1 = e3 e1e2 = e2 e2e1 = −e2 e2e2 = e4
(B3)5,9 : e1e1 = e3 e1e2 = e2 e2e1 = −e2 + e4 e2e2 = e5
2.4.8. Álgebras C(α, β), con (α, β) ∈ k× k≥0
Antes de comenzar con el estudio de esta familia de álgebras, observamos que
la álgebra C(0, β) y la álgebra C(1,−β)op son equivalentes. Luego, por la Observa-
ción 2.8, bastará con estudiar los casos en los que α 6= 0.
1. En primer lugar, calculamos H2(C(α, β), k) y Ts(C(α, β)). Dado que, por el
Lema 2.7, las aplicaciones:
δe∗1 = (1− α)∆12 + α∆21 y δe∗2 = ∆11 + β∆12 − β∆21 + ∆22
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forman una base de B2(C(α, β), k), tenemos que H2(C(α, β), k) = 〈[∆12], [∆22]〉.
Como Ann(C(α, β)) = 0, entonces Ts(C(α, β)) = Grasss(H2(C(α, β), k)).
2. En segundo lugar, calculamos las órbitas, por la acción de Aut(C(α, β)) (véase
Apéndice A), de Ts(C(α, β)) = Grasss(H2(C(α, β), k)). Como el grupo de au-
tomorfismos depende del parámetro β de la familia de álgebras tenemos que
distinguir los siguientes casos.
Si β = 0, entonces el grupo Aut(C(α, β)) consta de dos elementos: la
identidad y el homomorfismo que envía e1 y e2 a−e1 y e2, respectivamente.
? Por un lado, la acción de un automorfismo envía un espacio vectorial
genérico 〈a[∆12] + b[∆22]〉 en T1(C(α, 0)) al espacio 〈±a[∆12] + b[∆22]〉,
según que automorfismo se tome.
Por otro lado, como T1(C(α, 0)) = 〈[∆22]〉 ∪ {〈[∆12] + λ[∆22]〉 : λ ∈ k},
hay que distinguir dos casos.
 Si a = 0, tenemos una única órbita, la de 〈[∆22]〉, que es trivial.
 Si a 6= 0, tenemos una órbita distinta para cada 〈[∆12] + λ[∆22]〉,
donde λ ∈ k≥0.
? La única órbita de T2(C(α, 0)) es la del espacio H2(C(α, 0), k).
Además, es fácil ver que estas órbitas son disjuntas.
Si β 6= 0, entonces el único automorfismo es la identidad y por tanto todas
las órbitas de Ts(C(α, β)) son triviales. De este modo, tenemos que:
? Existe una órbita trivial para cada espacio vectorial del conjunto
T1(C(α, β 6= 0)) = {〈[∆22]〉} ∪ {〈[∆12] + λ[∆22]〉 : λ ∈ k}.
? La única órbita de T2(C(α, β)) es la del espacio H2(C(α, β), k).
3. En tercer lugar, finalizamos construyendo cada una de las extensiones por
anulador no split que se extraen del estudio anterior.
Lema 2.15. Sea A una extensión por anulador no split de la álgebra C(α, β), entonces esta
es isomorfa a alguna de las siguientes álgebras no isomorfas entre sí:
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(C(α, β))3,1 : e1e1 = e2 e1e2 = (1− α)e1 + βe2 e2e1 = αe1 − βe2 e2e2 = e2 + e3
(C(α 6= 0, 0))3,2
(λ ∈ k≥0) : e1e1 = e2 e1e2 = (1− α)e1 + e3 e2e1 = αe1 e2e2 = e2 + λe3
(C(0, 0))3,2(λ ∈ k≥0) : e1e1 = e2 e1e2 = e1 e2e1 = e3 e2e2 = e2 + λe3
(C(α 6= 0, β 6= 0))3,2
(λ ∈ k) : e1e1 = e2 e1e2 = (1− α)e1 + βe2 + e3 e2e1 = αe1 − βe2 e2e2 = e2 + λe3
(C(0, β 6= 0))3,2(λ ∈ k) : e1e1 = e2 e1e2 = e1 + βe2 e2e1 = −βe2 + e3 e2e2 = e2 + λe3
(C(α 6= 0, β))4,3(λ ∈ k) : e1e1 = e2 e1e2 = (1− α)e1 + βe2 + e3 e2e1 = αe1 − βe2 e2e2 = e2 + e4
(C(0, β))4,3(λ ∈ k) : e1e1 = e2 e1e2 = e1 + βe2 e2e1 = −βe2 + e3 e2e2 = e2 + e4
2.4.9. Álgebras D1(α, β), con (α, β) ∈ U
1. En primer lugar, calculamos H2(D1(α, β), k) y Ts(D1(α, β)). Una base de
B2(D1(α, β), k) es la formada por:
δe∗1 = ∆11 + (1− α)∆12 + α∆21 y δe∗2 = β∆12 − β∆21.
Luego, el segundo espacio de cohomología dependerá de β.
Si β = 0, entonces H2(D1(α, 0), k) = 〈[∆12], [∆21], [∆22]〉.
Si β 6= 0, entonces H2(D1(α, β), k) = 〈[∆21], [∆22]〉.
Además, como en cualquier caso Ann(D1(α, β)) = 0, entonces
Ts(D1(α, β)) = Grasss(H2(D1(α, β), k)).
2. En segundo lugar, estudiamos las órbitas de Ts(D1(α, β)) por la acción del
grupo de automorfismos Aut(D1(α, β)) (véase Apéndice A). Dado que este
grupo depende de los parámetros α y β tenemos que distinguir nuevos casos.
Si β = 0, entonces:
• Si α = 12 , tenemos:
? La órbita de un espacio arbitrario 〈a[∆12] + b[∆21] + c[∆22]〉 en
T1(D1( 12 , 0)) es el conjunto:
{〈a[∆12] + b[∆21] + c[∆22]〉, 〈a[∆12] + b[∆21] + (a + b− c)[∆22]〉}.
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, 0)) ={〈[∆22]〉} ∪ {〈[∆12] + λ[∆22]〉 : λ ∈ k}∪
∪ {〈[∆21] + λ[∆12] + µ[∆22]〉 : (µ, λ) ∈ k2},
vamos a distinguir los siguientes casos:
 Si a = b = 0, la órbita del espacio 〈[∆22]〉 es trivial.
 Si a 6= 0 y b = 0, denotando λ = ca , se observa que tenemos
una órbita distinta para cada espacio 〈[∆12] + λ[∆22]〉, donde
(λ, 0) ∈ U .
 Si b 6= 0, denotando λ = ab y µ =
c
b , tenemos una órbita distin-
ta para cada espacio vectorial 〈[∆21] + λ[∆12] + µ[∆22]〉, donde
(µ, λ) ∈ U .
Del desarrollo de las órbitas se deduce que son disjuntas.
? La órbita de un espacio vectorial arbitrario en T2(D1( 12 , 0)) de la
forma 〈a1[∆12] + b1[∆21] + c1[∆22], a2[∆12] + b2[∆21] + c2[∆22]〉 es
el conjunto:
{〈a1[∆12] + b1[∆21] + c1[∆22], a2[∆12] + b2[∆21] + c2[∆22]〉,
〈a1[∆12] + b1[∆21] + (a1 + b1 − c1),
a2[∆12] + b2[∆21] + (a2 + b2 − c2)[∆22]〉}.
Utilizando el procedimiento del Ejemplo 2.3, tenemos que el con-
junto T2(D1( 12 , 0)) es:
{〈[∆21], [∆22]〉}∪{〈[∆22], [∆12] + λ[∆21]〉 : λ ∈ k}∪
∪{〈[∆21] + λ[∆22], [∆12] + µ[∆22]〉 : (µ, λ) ∈ k2}.
Por lo que vamos a distinguir los siguientes casos:
 La órbita de 〈[∆21], [∆22]〉 es trivial. Al igual que la órbita de
los espacios vectoriales 〈[∆22], [∆12] + λ[∆21]〉, para λ ∈ k, que
también es trivial.
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 La órbita de los espacios 〈[∆21] + λ[∆22], [∆12] + µ[∆22]〉 es
{〈[∆21] + λ[∆22], [∆12] + µ[∆22]〉,
〈[∆21] + (1− λ)[∆22], [∆12] + (1− µ)[∆22]〉}.
Por este motivo, tomamos los representantes de órbitas distintas
〈[∆21] + λ[∆22], [∆12] + µ[∆22]〉 con (λ, 0), (µ, 0) ∈ U .
A la vista del desarrollo, concluimos que son disjuntas.
? La única órbita de T3(D1( 12 , 0)) es la del espacio H
2(D1( 12 , 0), k).
• Si α 6= 12 , entonces el grupo de automorfismos es trivial, y por tanto
todas las órbitas de Ts(D1(α, 0)) son triviales. Por tanto:
? Existe una órbita trivial para cada espacio del conjunto:
T1(D1(α, 0)) = {〈[∆22]〉} ∪ {〈[∆12] + λ[∆22]〉 : λ ∈ k}∪
∪{〈[∆21] + λ[∆12] + µ[∆22]〉 : λ, µ ∈ k}.
? Hay una órbita trivial para cada espacio vectorial de:
T2(D1(α, 0)) ={〈[∆21], [∆22]〉} ∪ {〈[∆22], [∆12] + λ[∆21]〉 : λ ∈ k}∪
∪ {〈[∆21] + λ[∆22], [∆12] + µ[∆22]〉 : λ, µ ∈ k}.
? La única órbita de T3(D1(α, 0)) es la del espacio H2(D1(α, 0), k).
Si β 6= 0, entonces:
• Si β = 2α− 1, entonces:
? La órbita de un espacio vectorial 〈a[∆21] + b[∆22]〉 por la acción de
Aut(D1(α, 2α− 1)) es {〈a[∆21] + b[∆22]〉, 〈a[∆21] + (a− b)[∆22]〉}.
Como T1(D1(α, 2α− 1)) = {〈[∆22]〉} ∪ {〈[∆21] + λ[∆22] : λ ∈ k〉},
vamos a distinguir dos casos:
 Si a = 0, la órbita del espacio resultante 〈[∆22]〉 es trivial.
 Si a 6= 0, denotando λ = ba , se observa que tenemos una órbita
distinta para cada espacio 〈[∆21] + λ[∆22]〉, donde (λ, 0) ∈ U .
? La única órbita de T2(D1(α, 2α − 1)) es la del espacio
H2(D1(α, 2α− 1), k).
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• Si β 6= 2α− 1, el grupo de automorfismos tiene como único elemento a
la identidad, y por tanto todas las órbitas de Ts(D1(α, β)) son triviales,
esto es, coinciden con los espacios vectoriales.
? Existe una órbita trivial para cada espacio de
T1(D1(α, β)) = {〈[∆22]〉} ∪ {〈[∆21] + λ[∆22]〉 : λ ∈ k}.
? La única órbita de T2(D1(α, β)) es la del espacio H2(D1(α, β), k).
3. En tercer lugar, construimos las extensiones por anulador no split de esta familia
de álgebras y las presentamos en el siguiente lema.
Lema 2.16. Sea A una extensión por anulador no split de la álgebra D1(α, β), entonces esta
es isomorfa a alguna de las siguientes álgebras no isomorfas entre sí:
Si β = 0,
(D1(α, 0))3,1 : e1e1 = e1 e1e2 = (1− α)e1 e2e1 = αe1 e2e2 = e3
(D1(α 6= 12 , 0))3,2(λ ∈ k) : e1e1 = e1 e1e2 = (1− α)e1 + e3 e2e1 = αe1 e2e2 = λe3
(D1( 12 , 0)3,2((λ, 0) ∈ U ) : e1e1 = e1 e1e2 =
1
2 e1 + e3 e2e1 =
1
2 e1 e2e2 = λe3
(D1(α 6= 12 , 0))3,3
(λ, µ ∈ k) : e1e1 = e1 e1e2 = (1− α)e1 + λe3 e2e1 = αe1 + e3 e2e2 = µe3
(D1( 12 , 0))3,3((µ, λ) ∈ U ) : e1e1 = e1 e1e2 =
1
2 e1 + λe3 e2e1 =
1
2 e1 + e3 e2e2 = µe3
(D1(α, 0))4,5 : e1e1 = e1 e1e2 = (1− α)e1 e2e1 = αe1 + e3 e2e2 = e4
(D1(α, 0))4,6(λ ∈ k) : e1e1 = e1 e1e2 = (1− α)e1 + e4 e2e1 = αe1 + λe4 e2e2 = e3
(D1(α 6= 12 , 0))4,7(λ, µ ∈ k) : e1e1 = e1 e1e2 = (1− α)e1 + e4 e2e1 = αe1 + e3 e2e2 = λe3 + µe4
(D1( 12 , 0))4,7
((λ, 0), (µ, 0) ∈ U ) : e1e1 = e1 e1e2 = 12 e1 + e4 e2e1 =
1
2 e1 + e3 e2e2 = λe3 + µe4
(D1(α, 0))5,9 : e1e1 = e1 e1e2 = (1− α)e1 + e3 e2e1 = αe1 + e4 e2e2 = e5
Si β 6= 0,
(D1(α, β 6= 0))3,1 : e1e1 = e1 e1e2 = (1− α)e1 + βe2 e2e1 = αe1 − βe2 e2e2 = e3
(D1(α, 2α− 1 6= 0))3,4
((λ, 0) ∈ U ) : e1e1 = e1 e1e2 = (1− α)e1 + (2α− 1)e2 e2e1 = αe1 − (2α− 1)e2 + e3 e2e2 = λe3
(D1(α, β 6= 2α− 1, 0))3,4
(λ ∈ k) : e1e1 = e1 e1e2 = (1− α)e1 + βe2 e2e1 = αe1 − βe2 + e3 e2e2 = λe3
(D1(α, β 6= 0))4,5 : e1e1 = e1 e1e2 = (1− α)e1 + βe2 e2e1 = αe1 − βe2 + e3 e2e2 = e4
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2.4.10. Álgebras D2(α, β), con (α, β) ∈ k2 \ T
Antes de empezar el estudio, observamos que las álgebras D2(α, 0) y D2(0, α)op
son equivalentes. Utilizando la Observación 2.8, bastará con estudiar la álgebra
D2(0, 0) y la familia D2(α, β) con β 6= 0, para después construir las extensiones
restantes.
1. En primer lugar, hay que determinar H2(D2(α, β), k) y Ts(D2(α, β)). Por el Le-
ma 2.7, las aplicaciones δe∗1 = ∆11 y δe
∗
2 = α∆12 + β∆21 forman una base del
espacio de cobordes. De aquí, observamos que el segundo espacio de cohomo-
logía dependerá de los parámetros α y β.
Si α = 0 y β = 0, entonces H2(D2(0, 0), k) = 〈[∆12], [∆21], [∆22]〉.
Si β 6= 0, entonces H2(D2(α, β), k) = 〈[∆12], [∆22]〉.
Con respecto a Ts(D2(α, β)), por un lado, como Ann(D2(α, β)) = 0 para
(α, β) 6= (0, 0), entonces Ts(D2(α, β)) = Grasss(H2(D2(α, β), k)). Por otro lado,
dado que Ann(D2(0, 0)) = 〈e2〉, tenemos que el vector e2 /∈ Rad(θ) para todo
[θ] ∈ H2(D2(0, 0), k) con [θ] 6= [0], y por tanto
Ts(D2(0, 0)) = Grasss(H2(D2(0, 0), k)).
2. En segundo lugar, estudiamos las órbitas de Ts(D2(α, β)) por la acción del
grupo Aut(D2(α, β)) (véase Apéndice A). Dado que H2(D2(α, β), k) depende
de los parámetros α y β, tenemos que distinguir dos casos:
a) Si α = 0 y β = 0, entonces
? Comenzamos estudiando las órbitas de T1(D2(0, 0)). La acción de un
elemento de Aut(D2(0, 0)) envía un espacio 〈a[∆12] + b[∆21] + c[∆22]〉
en T1(D2(0, 0)) a 〈a[∆12] + b[∆21] + cx[∆22]〉. Por lo que tenemos que
distinguir los siguientes casos:
 Si a = 0 y b = 0, entonces tenemos la órbita trivial de 〈[∆22]〉.
 Si a = 0 y b 6= 0, denotamos λ = cb . Por un lado, si λ = 0,
obtenemos la órbita trivial de 〈[∆21]〉. Por otro lado, si λ 6= 0,
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tenemos una única órbita con representante 〈[∆21] + [∆22]〉, basta
tomar x = 1λ .
 Si a 6= 0, denotamos λ = ba y µ =
c
a . Entonces, si µ = 0, tenemos
la órbita trivial del espacio 〈[∆12] + λ[∆21]〉, para cada λ ∈ k.
Mientras que si µ 6= 0, tenemos una órbita diferente para cada
espacio vectorial 〈[∆12] + λ[∆21] + [∆22]〉, donde λ ∈ k.
La comprobación de que estos representantes están en órbitas disjuntas
es inmediata.
? Estudiamos las órbitas de T2(D2(0, 0)). La acción de un automorfismo
envía 〈a1[∆12] + b1[∆21] + c1[∆22], a2[∆12] + b2[∆21] + c2[∆22]〉 a:
〈a1[∆12] + b1[∆21] + c1x[∆22], a2[∆12] + b2[∆21] + c2x[∆22]〉.
Dado que el conjunto T2(D2(0, 0)) está formado por los espacios vec-
toriales (véase Ejemplo 2.3):
{〈[∆21], [∆22]〉} ∪ {〈[∆22], [∆12] + λ[∆21]〉 : λ ∈ k}∪
∪ {〈[∆12] + λ[∆22], [∆21] + µ[∆22]〉 : λ, µ ∈ k},
tenemos los siguientes casos claramente disjuntos:
 La órbita de 〈[∆21], [∆22]〉 es trivial. También, la órbita de los espa-
cios vectoriales 〈[∆22], [∆12] + λ[∆21]〉, para λ ∈ k, es trivial.
 La órbita de los espacios 〈[∆12] + λ[∆22], [∆21] + µ[∆22]〉 es:
{〈[∆12] + λx[∆22], [∆21] + µx[∆22]〉 : x ∈ k∗}.
Luego, si λ = 0, entonces en el caso en el que µ = 0, tenemos
la órbita trivial de 〈[∆12], [∆21]〉; mientras que si µ 6= 0, entonces,
tomando x = 1µ , tenemos al representante 〈[∆12], [∆21] + [∆22]〉 de
este caso. Si λ 6= 0, entonces tenemos las órbitas de los espacios
〈[∆12] + [∆22], [∆21] + µ′[∆22]〉 para µ′ ∈ k, tomando x = 1λ .
? La única órbita de T3(D2(0, 0)) es la del espacio H2(D2(0, 0), k).
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b) Si β 6= 0, la acción de un automorfismo de D2(α, β) sobre un espacio
vectorial 〈a[∆12] + c[∆22]〉 en T1(D2(α, β)) lo envía a 〈a[∆12] + cx[∆22]〉.
? Para encontrar las órbitas de T1(D2(α, β)) distinguimos dos casos.
Si a = 0, entonces tenemos la órbita trivial de 〈[∆22]〉.
Si a 6= 0, denotamos λ = ca . Entonces, si λ = 0, tenemos la
órbita trivial de 〈[∆12]〉, mientras que si λ 6= 0, tomando x = 1λ ,
obtenemos el representante 〈[∆12] + [∆22]〉.
Del desarrollo de las órbitas se deduce que son disjuntas.
? La única órbita de T2(D2(α, β)) es la del espacio H2(D2(α, β), k).
3. En tercer lugar, construimos las extensiones por anulador no split de D2(α, β).
Lema 2.17. Sea A una extensión por anulador no split de la álgebra D2(α, β), entonces esta
es isomorfa a alguna de las siguientes álgebras no isomorfas entre sí:
Si α = 0 y β = 0,
(D2(0, 0))3,1 : e1e1 = e1 e1e2 = 0 e2e1 = 0 e2e2 = e3
(D2(0, 0))3,2 : e1e1 = e1 e1e2 = 0 e2e1 = e3 e2e2 = e3
(D2(0, 0))3,3 : e1e1 = e1 e1e2 = 0 e2e1 = e3 e2e2 = 0
(D2(0, 0))3,4(λ ∈ k) : e1e1 = e1 e1e2 = e3 e2e1 = λe3 e2e2 = e3
(D2(0, 0))3,5(λ ∈ k) : e1e1 = e1 e1e2 = e3 e2e1 = λe3 e2e2 = 0
(D2(0, 0))4,8 : e1e1 = e1 e1e2 = 0 e2e1 = e3 e2e2 = e4
(D2(0, 0))4,9 : e1e1 = e1 e1e2 = e3 e2e1 = e4 e2e2 = e4
(D2(0, 0))4,10 : e1e1 = e1 e1e2 = e3 e2e1 = e4 e2e2 = 0
(D2(0, 0))4,11(λ ∈ k) : e1e1 = e1 e1e2 = e4 e2e1 = λe4 e2e2 = e3
(D2(0, 0))4,12(λ ∈ k) : e1e1 = e1 e1e2 = e4 e2e1 = e3 e2e2 = λe3 + e4
(D2(0, 0))5,14 : e1e1 = e1 e1e2 = e3 e2e1 = e4 e2e2 = e5
Si α 6= 0 ó β 6= 0,
(D2(α, β))3,1 : e1e1 = e1 e1e2 = αe2 e2e1 = βe2 e2e2 = e3
(D2(α, β 6= 0))3,6 : e1e1 = e1 e1e2 = αe2 + e3 e2e1 = βe2 e2e2 = e3
(D2(α, 0))3,2 : e1e1 = e1 e1e2 = αe2 e2e1 = e3 e2e2 = e3
(D2(α, β 6= 0))3,7 : e1e1 = e1 e1e2 = αe2 + e3 e2e1 = βe2 e2e2 = 0
(D2(α, 0))3,3 : e1e1 = e1 e1e2 = αe2 e2e1 = e3 e2e2 = 0
(D2(α, β 6= 0))4,13 : e1e1 = e1 e1e2 = αe2 + e3 e2e1 = βe2 e2e2 = e4
(D2(α, 0))4,8 : e1e1 = e1 e1e2 = αe2 e2e1 = e3 e2e2 = e4
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2.4.11. Álgebras D3(α, β), con (α, β) ∈ k2\T
1. En primer lugar, calculamos H2(D3(α, β), k) y Ts(D3(α, β)). Como
δe∗1 = ∆11 + ∆12 − ∆21 y δe∗2 = α∆12 + β∆21
forman una base de B2(D3(α, β), k), observamos que el segundo espacio de
cohomología dependerá de los parámetros α y β.
Si α = 0 y β = 0, entonces H2(D3(0, 0), k) = 〈[∆12], [∆21], [∆22]〉.
Si (0, β) ∈ k2 \ (T ∪ {(0, 0)}), entonces H2(D3(0, β), k) = 〈[∆12], [∆22]〉.
Si (α, β) ∈ k2 \ T y α 6= 0, tenemos que H2(D3(α, β), k) = 〈[∆21], [∆22]〉.
Además, como Ann(D3(α, β)) = 0, entonces tenemos que
Ts(D3(α, β)) = Grasss(H2(D3(α, β), k)).
2. En segundo lugar, como el único automorfismo de D3(α, β) es la identidad
(véase Apéndice A), tenemos que todas las órbitas de Ts(D3(α, β)) son triviales.
Luego, para cada caso tenemos que las órbitas se corresponden con los espacios
vectoriales en Ts(D3(α, β)) (obtenidos como en el Ejemplo 2.3).
Si α = 0 y β = 0, entonces:
? Cada espacio vectorial del conjunto:
T1(D3(0, 0)) ={〈[∆22]〉} ∪ {〈[∆12] + λ[∆22]〉 : λ ∈ k}∪
∪ {〈[∆21] + λ[∆12] + µ[∆22]〉 : λ, µ ∈ k}
forma una órbita trivial.
? Cada espacio vectorial del conjunto:
T2(D3(0, 0)) ={〈[∆21], [∆22]〉} ∪ {〈[∆22], [∆12] + λ[∆21]〉 : λ ∈ k}∪
∪ {〈[∆21] + λ[∆22], [∆12] + µ[∆22]〉 : λ, µ ∈ k}
forma una órbita trivial.
? La única órbita de T3(D3(0, 0)) es la del espacio H2(D3(0, 0), k).
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Si (0, β) ∈ k2 \ (T ∪ {(0, 0)}), entonces:
? Cada espacio de T1(D3(0, β)) = {〈[∆22]〉} ∪ {〈[∆12] +λ[∆22]〉 : λ ∈ k}
forma una órbita trivial.
? La única órbita de T2(D3(0, β)) es la del espacio H2(D3(0, β), k).
Si (α, β) ∈ k2 \ T y α 6= 0, entonces:
? Cada espacio de T1(D3(α, β)) = {〈[∆22]〉}∪ {〈[∆21] +λ[∆22]〉 : λ ∈ k}
forma una órbita trivial.
? La única órbita de T2(D3(α, β)) es la del espacio H2(D3(α, β), k).
3. En tercer lugar, construimos cada una de las extensiones por anulador no split
de la familia de álgebras D3(α, β). De nuevo, distinguiremos cada uno de los
casos a la hora de enunciar el correspondiente lema.
Lema 2.18. Sea A una extensión por anulador no split de la álgebra D3(α, β), entonces esta
es isomorfa a alguna de las siguientes álgebras no isomorfas entre sí:
Si α = 0 y β = 0,
(D3(0, 0))3,1 : e1e1 = e1 e1e2 = e1 e2e1 = −e1 e2e2 = e3
(D3(0, 0))3,2(λ ∈ k) : e1e1 = e1 e1e2 = e1 + e3 e2e1 = −e1 e2e2 = λe3
(D3(0, 0))3,3(λ, µ ∈ k) : e1e1 = e1 e1e2 = e1 + λe3 e2e1 = −e1 + e3 e2e2 = µe3
(D3(0, 0))4,5 : e1e1 = e1 e1e2 = e1 e2e1 = −e1 + e3 e2e2 = e4
(D3(0, 0))4,6(λ ∈ k) : e1e1 = e1 e1e2 = e1 + e4 e2e1 = −e1 + λe4 e2e2 = e3
(D3(0, 0))4,7(λ, µ ∈ k) : e1e1 = e1 e1e2 = e1 + e4 e2e1 = −e1 + e3 e2e2 = λe3 + µe4
(D3(0, 0))5,9 : e1e1 = e1 e1e2 = e1 + e3 e2e1 = −e1 + e4 e2e2 = e5
Si (0, β) ∈ k2 \ (T ∪ {(0, 0)}),
(D3(0, β 6= 0))3,1 : e1e1 = e1 e1e2 = e1 e2e1 = −e1 + βe2 e2e2 = e3
(D3(0, β 6= 0))3,2(λ ∈ k) : e1e1 = e1 e1e2 = e1 + e3 e2e1 = −e1 + βe2 e2e2 = λe3
(D3(0, β 6= 0))4,8 : e1e1 = e1 e1e2 = e1 + e3 e2e1 = −e1 + βe2 e2e2 = e4
Si (α, β) ∈ k2 \ T y α 6= 0,
(D3(α 6= 0, β))3,1 : e1e1 = e1 e1e2 = e1 + αe2 e2e1 = −e1 + βe2 e2e2 = e3
(D3(α 6= 0, β))3,4(λ ∈ k) : e1e1 = e1 e1e2 = e1 + αe2 e2e1 = −e1 + βe2 + e3 e2e2 = λe3
(D3(α 6= 0, β))4,5 : e1e1 = e1 e1e2 = e1 + αe2 e2e1 = −e1 + βe2 + e3 e2e2 = e4
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2.4.12. Álgebras E1(α, β, γ, δ), con (α, β, γ, δ) ∈ V
1. En primer lugar, vamos a calcular H2(E1(α, β, γ, δ), k) y Ts(E1(α, β, γ, δ)). Tene-
mos que δe∗1 = ∆11 + α∆12 + γ∆21 y δe
∗
2 = β∆12 + δ∆21 + ∆22 forman una base
del espacio de cobordes. Luego, el segundo espacio de cohomología es:
H2(E1(α, β, γ, δ), k) = {[∆12], [∆21]}.
Además, como Ann(E1(α, β, γ, δ)) = 0, tenemos que
Ts(E1(α, β, γ, δ)) = Grasss(H2(E1(α, β, γ, δ), k)).
2. En segundo lugar, estudiamos las órbitas de Ts(E1(α, β, γ, δ)) por la acción de
Aut(E1(α, β, γ, δ)) (véase Apéndice A). Como Aut(E1(α, β, γ, δ)) depende de
los parámetros α, β, γ y δ, tenemos que distinguir los siguientes casos.
Si α = δ y β = γ, entonces el grupo de automorfismos, o bien es equiva-
lente al grupo simétrico S2, es decir, tiene dos elementos: la identidad y el
homomorfismo que envía e1 y e2 a e2 y e1, respectivamente, o bien es equi-
valente al grupo simétrico S3, que explicaremos después. En ambos casos,
la órbita de un espacio vectorial 〈a[∆12] + b[∆21]〉 de T1(E1(α, β, γ, δ)) es el
conjunto:
{〈a[∆12] + b[∆21]〉, 〈b[∆12] + a[∆21]〉}.
Como para S2 la afirmación anterior está clara, veamos qué ocurre cuando
α = δ = −1 y β = γ = −1. En este caso, el grupo de automorfismos
está formado por los seis homomorfismos que envían e1 y e2 a eσ(1) y eσ(2),
respectivamente, donde σ ∈ S3 y e3 = −e1 − e2. Por lo tanto, la órbita de
un espacio 〈a[∆12] + b[∆21]〉 es el conjunto de espacios vectoriales:
{〈a[∆12] + b[∆21]〉, 〈(a + b)[∆11]− b[∆12]− a[∆21]〉,
〈−b[∆12]− a[∆21] + (a + b)[∆22]〉, 〈b[∆12] + a[∆21]〉,
〈(a + b)[∆11]− a[∆12]− b[∆21]〉, 〈−a[∆12]− b[∆21] + (a + b)[∆22]〉}.
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De aquí, claramente los tres primeros espacios vectoriales son el mismo,
módulo los cobordes, e igual ocurre con los tres últimos espacios. Por tanto
tenemos las siguientes órbitas.
? Como T1(E1(α, β, β, α)) = 〈[∆21]〉 ∪ {〈λ[∆21] + [∆12]〉 : λ ∈ k}, vamos
a distinguir dos casos:
 Si a = 0, la órbita del espacio resultante 〈[∆21]〉 es el conjunto
{〈[∆21]〉, 〈[∆12]〉}.
 Si a 6= 0, denotando λ = ba , claramente se observa que tenemos
una órbita distinta para cada espacio vectorial 〈λ[∆21] + [∆12]〉,
donde λ ∈ k∗>1 ∪ {1}.
Observamos que los representantes que hemos tomado se encuentran
en órbitas disjuntas.
? La única órbita de T2(E1(α, β, β, α)) es la órbita trivial del espacio
H2(E1(α, β, β, α), k).
Si α 6= δ o β 6= γ, el grupo de automorfismos de E1(α, β, γ, δ) tiene co-
mo único elemento a la identidad y por lo tanto todas las órbitas de
Ts(E1(α, β, γ, δ)) son triviales. Luego:
? Existe una órbita trivial para cada espacio del conjunto
T1(E1(α, β, γ, δ)) = {〈[∆21]〉} ∪ {〈λ[∆21] + [∆12]〉 : λ ∈ k} for-
ma una órbita trivial.
? La única órbita del conjunto T2(E1(α, β, γ, δ)) es la del espacio vectorial
H2(E1(α, β, γ, δ), k).
3. En tercer lugar, construimos cada una de las extensiones por anulador no split de
E1(α, β, γ, δ)) utilizando su correspondencia con las órbitas de Ts(E1(α, β, γ, δ))
por la acción de Aut(E1(α, β, γ, δ)), como hemos hecho en casos anteriores.
Lema 2.19. Sea A una extensión por anulador no split de la álgebra E1(α, β, γ, δ), entonces
esta es isomorfa a alguna de las siguientes álgebras no isomorfas entre sí:
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(E1(α, β, γ, δ))3,1 : e1e1 = e1 e1e2 = αe1 + βe2 e2e1 = γe1 + δe2 + e3 e2e2 = e2
(E1(α, β, γ, δ))3,2(λ ∈ k)
(γ 6= β o δ 6= α) : e1e1 = e1 e1e2 = αe1 + βe2 + e3 e2e1 = γe1 + δe2 + λe3 e2e2 = e2
(E1(α, β, β, α))3,2
(λ ∈ k∗>1 ∪ {1}) : e1e1 = e1 e1e2 = αe1 + βe2 + e3 e2e1 = βe1 + αe2 + λe3 e2e2 = e2
(E1(α, β, γ, δ))4,3 : e1e1 = e1 e1e2 = αe1 + βe2 + e3 e2e1 = γe1 + δe2 + e4 e2e2 = e2
2.4.13. Álgebras E2(α, β, γ), con (α, β, γ) ∈ k3 \ k× T
1. En primer lugar, calculamos H2(E2(α, β, γ), k) y Ts(E2(α, β, γ)). El Lema 2.7
asegura que una base de B2(E2(α, β, γ), k) es la formada por:
δe∗1 = ∆11 + (1− α)∆12 + α∆21 y δe∗2 = β∆12 + γ∆21 + ∆22
Por tanto, H2(E2(α, β, γ), k) = 〈[∆12], [∆21]〉. Como Ann(E2(α, β, γ)) = 0,
Ts(E2(α, β, γ)) = Grasss(H2(E2(α, β, γ), k)).
2. En segundo lugar, como Aut(E2(α, β, γ)) tiene un único elemento, el automor-
fismo identidad (véase Apéndice A), tenemos que:
? Existe una órbita trivial para cada uno de los espacios vectoriales de
T1(E2(α, β, γ)) = {〈[∆21]〉} ∪ {〈λ[∆21] + [∆12]〉 : λ ∈ k}.
? La única órbita de T2(E2(α, β, γ)) es la del espacio H2(E2(α, β, γ), k).
3. En tercer lugar, construimos las extensiones por anulador no split de E2(α, β, γ).
Los resultados los presentamos en el siguiente lema.
Lema 2.20. Sea A una extensión por anulador no split de la álgebra E2(α, β, γ), entonces
esta es isomorfa a alguna de las siguientes álgebras no isomorfas entre sí:
(E2(α, β, γ))3,1 : e1e1 = e1 e1e2 = (1− α)e1 + βe2 e2e1 = αe1 + γe2 + e3 e2e2 = e2
(E2(α, β, γ))3,2
(λ ∈ k) : e1e1 = e1 e1e2 = (1− α)e1 + βe2 + e3 e2e1 = αe1 + γe2 + λe3 e2e2 = e2
(E2(α, β, γ))4,3 : e1e1 = e1 e1e2 = (1− α)e1 + βe2 + e3 e2e1 = αe1 + γe2 + e4 e2e2 = e2
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2.4.14. Álgebras E3(α, β, γ), con (α, β, γ) ∈ k2 × k∗>1
1. En primer lugar, calculamos H2(E3(α, β, γ), k) y Ts(E3(α, β, γ)). Por el Lema 2.7,
tenemos que:







forman una base de B2(E3(α, β, γ), k). Por tanto, el segundo espacio de coho-
mología es:
H2(E3(α, β, γ), k) = 〈[∆12], [∆21]〉.
Además, como Ann(E3(α, β, γ)) = 0, entonces
Ts(E3(α, β, γ)) = Grasss(H2(E3(α, β, γ), k)).
2. En segundo lugar, estudiamos las órbitas de Ts(E3(α, β, γ)) por la acción de
Aut(E3(α, β, γ)) (véase Apéndice A). Puesto que el grupo de automorfismos
depende de los parámetros de la familia de álgebras tenemos que distinguir
dos casos.
Si γ = −1 y α = β, entonces el grupo de automorfismos es S2, es decir,
tiene dos elementos: la identidad y el homomorfismo que envía e1 y e2
a e2 y e1, respectivamente. Por tanto, la órbita de un espacio vectorial
〈a[∆12] + b[∆21]〉 de T1(E3(α, α,−1)) es el conjunto:
{〈a[∆12] + b[∆21]〉, 〈b[∆12] + a[∆21]〉}.
? Como T1(E3(α, α,−1)) = {〈[∆21]〉} ∪ {〈λ[∆21] + [∆12]〉 : λ ∈ k}, va-
mos a distinguir dos casos:
 Si a = 0, la órbita del espacio resultante 〈[∆21]〉 es el conjunto
{〈[∆21]〉, 〈[∆12]〉}.
 Si a 6= 0, denotando λ = ba , claramente se observa que tenemos
una órbita distinta para cada espacio vectorial 〈λ[∆21] + [∆12]〉,
donde λ ∈ k∗>1 ∪ {1}.
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? La única órbita del conjunto T2(E3(α, α,−1)) es la del espacio
H2(E3(α, α,−1), k).
Si β 6= α ó γ 6= −1, el único automorfismo de E3(α, β, γ) es la identidad y
por lo tanto todas las órbitas de Ts(E3(α, β, γ)) son triviales. Por lo que:
? Existe una órbita trivial para cada espacio del conjunto
T1(E3(α, β, γ)) = {〈[∆21]〉} ∪ {〈λ[∆21] + [∆12]〉 : λ ∈ k}.
? La única órbita de T2(E3(α, β, γ)) es la del espacio H2(E3(α, β, γ), k).
3. En tercer lugar, construimos cada una de las extensiones por anulador no split
de la álgebra E3(α, β, γ).
Lema 2.21. Sea A una extensión por anulador no split de la álgebra E3(α, β, γ), entonces
esta es isomorfa a alguna de las siguientes álgebras no isomorfas entre sí:
(E3(α, β, γ))3,1 : e1e1 = e1 e1e2 = (1− α)γe1 + βγ e2 e2e1 = αγe1 +
1−β
γ e2 + e3 e2e2 = e2
(E3(α, β, γ))3,2(λ ∈ k)
(β 6= α o γ 6= −1) : e1e1 = e1 e1e2 = (1− α)γe1 + βγ e2 + e3 e2e1 = αγe1 +
1−β
γ e2 + λe3 e2e2 = e2
(E3(α, α,−1))3,2
(λ ∈ k∗>1 ∪ {1}) : e1e1 = e1 e1e2 = −(1− α)e1 − αe2 + e3 e2e1 = −αe1 − (1− α)e2 + λe3 e2e2 = e2
(E3(α, β, γ))4,3 : e1e1 = e1 e1e2 = (1− α)γe1 + βγ e2 + e3 e2e1 = αγe1 +
1−β
γ e2 + e4 e2e2 = e2
2.4.15. Álgebra E4
1. En primer lugar, empezamos calculando H2(E4, k) y Ts(E4). Las aplicaciones:
δe∗1 = ∆11 + ∆12 y δe
∗
2 = ∆12 + ∆22
forman una base de B2(E4, k). Luego, tenemos que H2(E4, k) = 〈[∆12], [∆21]〉.
Además, como Ann(E4) = 0 entonces Ts(E4) = Grasss(H2(E4, k)).
2. En segundo lugar, como Aut(E4) tiene como único elemento la identidad (véase
Apéndice A), las órbitas en Ts(E4) son triviales.
? Hay una órbita trivial para cada uno de los espacios vectoriales del con-
junto T1(E4) = {〈[∆21]〉} ∪ {〈λ[∆21] + [∆12]〉 : λ ∈ k}.
? La única órbita de T2(E4) es la del espacio H2(E4, k).
2.4. Aplicación: clasificación algebraica 69
3. En tercer lugar, construimos cada una de las extensiones por anulador no split
de la álgebra E4 usando su correspondencia con una órbita de Ts(E4).
Lema 2.22. Sea A una extensión por anulador no split de la álgebra E4, entonces esta es
isomorfa a alguna de las siguientes álgebras no isomorfas entre sí:
(E4)3,1 : e1e1 = e1 e1e2 = e1 + e2 e2e1 = e3 e2e2 = e2
(E4)3,2(λ ∈ k) : e1e1 = e1 e1e2 = e1 + e2 + e3 e2e1 = λe3 e2e2 = e2
(E4)4,3 : e1e1 = e1 e1e2 = e1 + e2 + e3 e2e1 = e4 e2e2 = e2
2.4.16. Álgebras E5(α), con α ∈ k
1. En primer lugar, calculamos H2(E5(α), k) y Ts(E5(α)). Por el Lema 2.7, las
aplicaciones:
δe∗1 = ∆11 + (1− α)∆12 + α∆21 y δe∗2 = α∆12 + (1− α)∆21 + ∆22
forman una base de B2(E5(α), k). Por tanto, H2(E5(α), k) = 〈[∆12], [∆21]〉.
Además, como Ann(E5(α)) = 0, entonces Ts(E5(α)) = Grasss(H2(E5(α), k)).
2. En segundo lugar, estudiamos las órbitas de Ts(E5(α)) por la acción del grupo
de automorfismos Aut(E5(α)) (véase Apéndice A). La acción de un automorfis-
mo de E5(α) envía un vector arbitrario a[∆12] + b[∆21] en H2(E5(α), k) a:
(y− x)(b− ax− bx + (a + b)(x + y− 1)α)[∆12]+
+ (x− y)(b− ay− by + (a + b)(x + y− 1)α)[∆21].
A partir de aquí, tenemos que distinguir dos casos:
Si α = 12 , entonces:
? Para T1(E5( 12 )), vamos a comprobar que todo espacio vectorial
〈a[∆12] + b[∆21]〉 pertenece a la órbita de 〈[∆21]〉, 〈[∆12] − [∆21]〉 o
〈[∆12] + [∆21]〉. Si a = 0, entonces este espacio está en la primera
órbita, así que supongamos que a 6= 0 y denotaremos λ = ba .
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 La órbita de 〈[∆21]〉 está formada por los espacios:
〈1
2




(x− y)(x− y + 1)[∆21]〉 con x, y ∈ k y x 6= y.
Esta órbita contiene todos los espacios 〈[∆12] + λ[∆21]〉 tales que
λ 6= ±1, para comprobarlo hay que tomar x = 1−y+λ+yλλ−1 . Adi-
cionalmente, se observa que 〈[∆12]− [∆21]〉 no está en esta órbita
ya que si λ = −1 entonces habría que tomar x = y. También se
observa que no hay solución para λ = 1.
 La órbita de 〈[∆12] − [∆21]〉 está formada por los espacios de la
forma 〈(x − y)[∆12] + (y− x)[∆21]〉 con x, y ∈ k y x 6= y. Como
x 6= y, esta órbita es trivial.
 La órbita de 〈[∆12] + [∆21]〉 está formada por los espacios de la
forma 〈(x− y)2[∆12] + (x− y)2[∆21]〉 con x, y ∈ k y x 6= y. Dado
que x 6= y, esta órbita también es trivial.
Observamos que los representantes están en órbitas disjuntas.
? La única órbita de T2(E5( 12 )) es la del espacio H
2(E5( 12 ), k).
Si α 6= 12 , entonces:
? Para T1(E5(α)), procedemos de la misma forma: vamos a comprobar
que todo espacio arbitrario 〈a[∆12] + b[∆21]〉 pertenece a la órbita de
〈[∆21]〉 o a la de 〈[∆12]− [∆21]〉. Si a = 0, claramente está en la órbita
del primero, así que supondremos que a 6= 0 y denotaremos λ = ba .
 La órbita de 〈[∆21]〉 está formada por los espacios:
〈(y− x)(1− x + (x + y− 1)α)[∆12]+
(x− y)(1− y + (x + y− 1)α)[∆21]〉 con x, y ∈ k y x 6= y.
Esta órbita contiene todos los espacios vectoriales 〈[∆12] + λ[∆21]〉
tales que λ 6= −1, basta utilizar que x 6= y y tomar x = 2−α(2+λ)1−2α e
y = 1−λ+αλ1−2α . Además, puesto que x 6= y, 〈[∆12]− [∆21]〉 no está en
esta órbita.
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 La órbita de 〈[∆12]− [∆21]〉 está formada por los espacios vectoria-
les 〈(x− y)[∆12] + (y− x)[∆21]〉 con x, y ∈ k y x 6= y. Utilizando
que x 6= y para simplificar, concluimos que esta órbita es trivial.
De nuevo, se observa claramente que los representantes están en
órbitas disjuntas.
? La única órbita de T2(E5(α)) es la del espacio H2(E5(α), k).
3. En tercer lugar, construimos cada una de las extensiones que hemos encontrado.
Lema 2.23. Sea A una extensión por anulador no split de la álgebra E5(α), entonces esta es
isomorfa a alguna de las siguientes álgebras no isomorfas entre sí:
(E5(α))3,1 : e1e1 = e1 e1e2 = (1− α)e1 + αe2 e2e1 = αe1 + (1− α)e2 + e3 e2e2 = e2
(E5(α))3,2 : e1e1 = e1 e1e2 = (1− α)e1 + αe2 + e3 e2e1 = αe1 + (1− α)e2 − e3 e2e2 = e2








2 e2 + e3 e2e2 = e2
(E5(α))4,4 : e1e1 = e1 e1e2 = (1− α)e1 + αe2 + e3 e2e1 = αe1 + (1− α)e2 + e4 e2e2 = e2
2.4.17. Álgebra N2
1. En primer lugar, comenzamos calculando H2(N2, k) y Ts(N2). Claramente,
tenemos que:
H2(N2, k) = 〈[∆11], [∆12], [∆21], [∆22]〉.
Adicionalmente, como Ann(N2) = {e1, e2}, entonces para cada espacio
〈[θ1], . . . , [θs]〉 ∈ Grasss(H2(N2, k)), (∩si=1Rad(θi)) ∩ Ann(N2) = ∩si=1Rad(θi).
De modo que:
Para s = 1, si suponemos que [θ1] = a[∆11] + b[∆12] + c[∆21] + d[∆22],
obtenemos que tiene radical no nulo si a = c
2
d y b = c con d 6= 0 (entonces
Rad(θ1) = 〈e1− cd e2〉) o si b = c = d = 0 (entonces Rad(θ1) = 〈e2〉). Luego,
tenemos que T1(N2) es el conjunto:
{〈a[∆11] + [∆21] + d[∆22]〉} ∪ {〈a[∆11] + [∆12] + c[∆21] + d[∆22]〉 : c 6= 1}∪
∪{〈[∆11] + d[∆22]〉 : d 6= 0} ∪ {〈a[∆11] + [∆12] + [∆21] + d[∆22]〉 : ad 6= 1}.
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Para s = 2, 3, 4, basta observar que dos elementos de H2(N2, k) tienen
el mismo radical (no nulo) si y solo si son proporcionales, y por lo tanto
∩si=1Rad(θi) = 0. Con lo que concluimos que Ts(N2) = Grasss(H2(N2, k)).
2. En segundo lugar, estudiamos las órbitas de Ts(N2) por la acción del grupo
Aut(N2) (véase Apéndice A). La acción de un automorfismo (xij) ∈ Aut(N2)
sobre un elemento genérico a[∆11] + b[∆12] + c[∆21] + d[∆22] de H2(N2, k) lo
envía a:
(x11(ax11 + cx21) + x21(bx11 + dx21))[∆11]+
+(x12(ax11 + cx21) + x22(bx11 + dx21))[∆12]+
+(x11(ax12 + cx22) + x21(bx12 + dx22))[∆21]+
+(x12(ax12 + cx22) + x22(bx12 + dx22))[∆22].
? Para T1(N2), comprobaremos que todo espacio vectorial de la forma
〈a[∆11] + b[∆12] + c[∆21] + d[∆22]〉 ∈ T1(N2) pertenece a la órbita de
〈[∆11] + [∆22]〉, a la de 〈[∆12] − [∆21]〉 o a la de 〈λ[∆11] + [∆21] + [∆22]〉
con λ ∈ k.
 La órbita de 〈[∆11] + [∆22]〉 está formada por los espacios:
〈(x211 + x221)[∆11] + (x11x12 + x21x22)[∆12]+
+ (x11x12 + x21x22)[∆21] + (x212 + x
2
22)[∆22]〉.
Esta órbita contiene los espacios de T1(N2) generados por un elemento
simétrico, es decir, los espacios 〈[∆11] + d[∆22]〉 tales que d 6= 0 y
〈a[∆11] + [∆12] + [∆21] + d[∆22]〉 con ad 6= 1.
Los espacios 〈[∆11] + d[∆22]〉 con d 6= 0 se obtienen tomando el
automorfismo tal que x11 = −1, x12 = 0, x21 = 0 y x22 = −
√
d.
Los espacios 〈a[∆11] + [∆12] + [∆21] + d[∆22]〉 con ad 6= 1 se ob-
tienen tomando x11 = −
√












Como todos los espacios de esta órbita están generados por un ele-
mento simétrico, entonces no contiene al resto de espacios de T1(N2).
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 La órbita de 〈[∆12]− [∆21]〉 contiene los espacios de la forma:
〈(x11x22 − x12x21)[∆12]− (x11x22 − x12x21)[∆21]〉 = 〈[∆12]− [∆21]〉.
Por lo que se trata de una órbita trivial.
 La órbita de 〈λ[∆11] + [∆21] + [∆22]〉 con λ ∈ k contiene los espacios
de la forma:
〈(x11(λx11 + x21) + x221)[∆11] + (x12(λx11 + x21) + x21x22)[∆12]+
+ (x11(λx12 + x22) + x21x22)[∆21] + (x12(λx12 + x22) + x222)[∆22]〉.
Esto incluye los espacios de la forma 〈a[∆11] + [∆21] + d[∆22]〉 y
〈a[∆11] + [∆12] + c[∆21] + d[∆22]〉 con c 6= 1, salvo a 〈[∆12] − [∆21]〉,
cuya órbita es trivial, como hemos visto. Esta órbita no contiene espa-
cios generados por un elemento simétrico, luego es disjunta a la del
primer caso.
Los espacios de la forma 〈a[∆11] + [∆21] + d[∆22]〉 se obtienen to-
mando un automorfismo tal que x11 = 0, x12 = − 1√a , x21 =
√
a,
x22 = 1√a y λ = ad (para a 6= 0) o tomándolo con x11 = 1,
x12 = d− 1, x21 = 0, x22 = 1 y λ = 0 (en otro caso).
Los espacios de la forma 〈a[∆11] + [∆12] + c[∆21] + d[∆22]〉 con










y λ = ad−c
(c−1)2 (si
a 6= 0) o tomando x11 = 1, x12 = d− 1, x21 = 0, x22 = 1 y λ = 0
(en otro caso)
Mediante cálculos algebraicos sencillos sobre el desarrollo de la órbita
de 〈λ[∆11] + [∆21] + [∆22]〉, se puede comprobar que esta órbita y la
de 〈λ′[∆11] + [∆21] + [∆22]〉 son disjuntas si y solo si λ 6= λ′.
? Estudiamos las órbitas del conjunto T2(N2) = Grass2(H2(N2, k)) utilizan-
do el Ejemplo 2.3. De este modo, para cada familia de espacios vectoriales
tenemos las siguientes órbitas:
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 〈[∆11] + c1[∆21] + d1[∆22], [∆12] + c2[∆21] + d2[∆22]〉, donde
c1, c2, d1, d2 ∈ k.
Si c2 = 1, tenemos los siguientes casos:
• Si c1 = 0, entonces está en la órbita de 〈[∆11], [∆12] + λ[∆21]〉
con λ = 1, si d1 = − d
2
2
4 , o en la órbita de 〈[∆11], [∆22]〉, en caso
contrario.
• Si c1 6= 0, está en la órbita de 〈[∆11] + [∆22], [∆21] + λ[∆22]〉, con





Si c2 6= 1, tenemos los siguientes casos:
• Si d1 =
c1(c1+(c2−1)d2)
(c2−1)2 , entonces está en la órbita de los espacios
〈[∆11], [∆12] + λ[∆21]〉 con λ = c2, si d2 = − c1(1+c2)c2−1 , o en la
órbita de 〈[∆11] + [∆12] + [∆22], [∆21]〉, en caso contrario.
• Si d1 6= c1(c1+(c2−1)d2)(c2−1)2 , entonces está en la órbita de los espacios
〈[∆11] + [∆22], [∆21] + λ[∆22]〉, con λ ∈ k≥0, si c2 6= −1 ó d2 6= 0.
Si c2 = −1 y d2 = 0, entonces está en la órbita de 〈[∆12], [∆21]〉.
 〈[∆11] + b1[∆12] + d1[∆22], [∆21] + d2[∆22]〉, donde b1, d1, d2 ∈ k.
Si d1 = 0 y b1 = d2, entonces está en la órbita de 〈[∆11], [∆21]〉.
Si d1 = b1(b1− d2) y b1 6= d2, entonces está en la órbita del espacio
〈[∆11] + [∆12] + [∆22], [∆21]〉.
Si d1 6= b1(b1 − d2), está en la órbita de los espacios de la forma
〈[∆11] + [∆22], [∆21] + λ[∆22]〉, donde λ = ± b1−d2√d1+b1(d2−b1)
.
 〈[∆11] + b1[∆12] + c1[∆21], [∆22]〉, donde b1, c1 ∈ k.
Si b1 = c1, entonces está en la órbita de 〈[∆11], [∆22]〉.
Si b1 6= c1, está en la órbita de 〈[∆11] + [∆12] + [∆22], [∆21]〉.
 〈[∆12] + d1[∆22], [∆21] + d2[∆22]〉, donde d1, d2 ∈ k.
Si d1 = d2, entonces está en la órbita de 〈[∆12], [∆21]〉.
Si d1 6= d2, está en la órbita de 〈[∆11] + [∆22], [∆21] + λ[∆22]〉, para
λ = ±i.
 〈[∆12] + c1[∆21], [∆22]〉, donde c1 ∈ k.
Si c1 = 0, entonces está en la órbita de 〈[∆11], [∆21]〉.
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Si c1 6= 0, entonces está en la órbita de 〈[∆11], [∆12] + λ[∆21]〉, para
λ = 1c1 .
 〈[∆21], [∆22]〉 está en la órbita de 〈[∆11], [∆12] + λ[∆21]〉, para λ = 0.
La comprobación de que estos representantes que hemos extraído se en-
cuentran en órbitas disjuntas sigue del desarrollo algebraico de las corres-
pondientes órbitas.
? Una vez más, estudiamos las órbitas de T3(N2) = Grass3(H2(N2, k))
utilizando el Ejemplo 2.3. Para cada familia de espacios vectoriales tenemos
las siguientes órbitas:
 〈[∆11] + d1[∆22], [∆12] + d2[∆22], [∆21] + d3[∆22]〉, donde d1, d2, d3 ∈ k.
Si d2 = d3 y d1 = −d23, entonces está en la órbita del espacio
〈[∆12], [∆21], [∆22]〉.
Si d2 = d3 y d1 6= −d23, entonces está en la órbita del espacio
〈[∆12], [∆21], [∆11] + [∆22]〉.
Si d2 6= d3, entonces está en la órbita de los espacios vectoriales de
la forma 〈[∆11] + [∆12], [∆21], λ[∆11] + [∆22]〉 con λ = d1+d2d3(d2−d3)2 .
 〈[∆11] + c1[∆21], [∆12] + c2[∆21], [∆22]〉, donde c1, c2 ∈ k.
Si c2 = −1, entonces está en la órbita de 〈[∆12], [∆21], [∆11] + [∆22]〉.
Si c1 = 0 y c2 = 1, entonces está en la órbita del espacio
〈[∆11], [∆12] + [∆21], [∆22]〉.
Si (c1 6= 0 ó c2 6= 1) y c2 6= −1, entonces está en la órbita de
〈[∆11] + [∆12], [∆21], λ[∆11] + [∆22]〉 con λ = − c2(1+c2)2 .
 〈[∆11] + b1[∆12], [∆21], [∆22]〉, donde b1 ∈ k, está en la órbita del espacio
〈[∆11] + [∆12], [∆21], λ[∆11] + [∆22]〉 para λ = 0.
 〈[∆12], [∆21], [∆22]〉.
Utilizando el desarrollo de las órbitas de los representantes escogidos,
deducimos que se se encuentran en órbitas disjuntas, mediante razona-
mientos análogos a los del caso s = 1.
? La única órbita de T4(N2) es la del espacio H2(N2, k).
3. En tercer lugar, construimos cada una de las extensiones que buscábamos.
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Lema 2.24. Sea A una extensión por anulador no split de la álgebra N2, entonces esta es
isomorfa a alguna de las siguientes álgebras no isomorfas entre sí:
(N2)3,1 : e1e1 = e3 e1e2 = 0 e2e1 = 0 e2e2 = e3
(N2)3,2 : e1e1 = 0 e1e2 = e3 e2e1 = −e3 e2e2 = 0
(N2)3,3(λ ∈ k) : e1e1 = λe3 e1e2 = 0 e2e1 = e3 e2e2 = e3
(N2)4,4 : e1e1 = 0 e1e2 = e3 e2e1 = e4 e2e2 = 0
(N2)4,5 : e1e1 = e3 e1e2 = 0 e2e1 = e4 e2e2 = 0
(N2)4,6 : e1e1 = e3 e1e2 = 0 e2e1 = 0 e2e2 = e4
(N2)4,7 : e1e1 = e3 e1e2 = e3 e2e1 = e4 e2e2 = e3
(N2)4,8(λ ∈ k≥0) : e1e1 = e3 e1e2 = 0 e2e1 = e4 e2e2 = e3 + λe4
(N2)4,9(λ ∈ k) : e1e1 = e3 e1e2 = e4 e2e1 = λe4 e2e2 = 0
(N2)5,10 : e1e1 = 0 e1e2 = e3 e2e1 = e4 e2e2 = e5
(N2)5,11 : e1e1 = e5 e1e2 = e3 e2e1 = e4 e2e2 = e5
(N2)5,12 : e1e1 = e3 e1e2 = e4 e2e1 = e4 e2e2 = e5
(N2)5,13(λ ∈ k) : e1e1 = e3 + λe5 e1e2 = e3 e2e1 = e4 e2e2 = e5
(N2)6,14 : e1e1 = e3 e1e2 = e4 e2e1 = e5 e2e2 = e6
2.4.18. Álgebras split
Sea A una álgebra de dimensión n con anulador de dimensión s y con al menos
un componente anulador. Esto es, existe x1 ∈ Ann(A) y un ideal I1 de A tal que
A = I1 ⊕ kx1 y A2 ⊂ I1. De aquí, el ideal I1 es una subálgebra de A de dimensión
n− 1 con anulador de dimensión s− 1.
Si I1 tiene componente anulador entonces podemos repetir el paso anterior y
concluir que existen elementos x1, . . . , xr ∈ Ann(A) y un cierto ideal I, que como
álgebra es no split, tal que A = I⊕ kx1 ⊕ · · · ⊕ kxr y que A2 ⊂ I. Por lo que I es una
álgebra no split de dimensión n− r con anulador de dimensión s− r, que podemos
obtener como una extensión por anulador de una álgebra de dimensión n− s por un
espacio vectorial de dimensión s− r, utilizando el Algoritmo Principal 2.4, o de la
clasificación de las álgebras de dimensión n− s, en el caso en el que s = r.
Observación 2.9. Las álgebras A e I cumplen las mismas identidades polinómicas. Esta
observación será de gran utilidad en los próximos capítulos, puesto que si A es una álgebra
de la clase C entonces I será una extensión por anulador de la clase C de una álgebra de
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dimensión n− s por un espacio vectorial de dimensión s− r o una álgebra de la clase C de
dimensión n− s.
Además, si I y J son dos álgebras isomorfas entonces la suma directa del mismo
número de componentes anuladores en ambas álgebras conserva el isomorfismo.
Recíprocamente, si I⊕ kx1 ⊕ · · · ⊕ kxr y J⊕ ky1 ⊕ · · · ⊕ kyr son álgebras isomorfas,
entonces I y J también lo son.
De este modo, utilizando estos sencillos razonamientos, obtenemos la clasificación
de las álgebras split de dimensión n con anulador de dimensión n− 2.
Reuniendo toda la información obtenida a partir del estudio que hemos reali-
zado en esta sección, podemos dar por probado el Teorema 2.5, que enunciábamos
previamente.
2.4.19. Clasificación de las álgebras nilpotentes de dimensión tres
Para concluir este capítulo, extraeremos la clasificación de las álgebras nilpotentes
de dimensión tres a partir de la clasificación de las álgebras de dimensión tres con
anulador de dimensión uno y de la clasificación de las álgebras de dimensión tres
con anulador de dimensión dos. Con este fin, comenzaremos recordando la noción
de álgebra nilpotente.
Definición 2.10. Una álgebra A es nilpotente si existe algún n ∈N tal que




A[i]A[k−i] para todo k > 1.
El menor n satisfaciendo esta propiedad se denomina índice de nilpotencia.
Ejemplo 2.4. Un ejemplo de álgebra nilpotente es la álgebra A3 de dimensión dos, que viene
dada por
A3 : e1e1 = e2 e1e2 = 0 e2e1 = 0 e2e2 = 0
Además, se puede comprobar que su índice de nilpotencia es tres.
Observación 2.10. Sean A y A′ dos álgebras isomorfas. Si A es nilpotente, entonces A′
también lo es.
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Observación 2.11. Sea A una álgebra nilpotente con índice de nilpotencia n ∈ N. Como
A[n−1]A[1] = 0, A[1]A[n−1] = 0 y A[n−1] 6= 0, entonces A[n−1] ⊆ Ann(A) 6= 0. Por
el Teorema 2.1, existe una única álgebra A′, salvo isomorfismos, y una aplicación bilineal
θ ∈ Bil(A, Ann(A)) con Rad(θ) ∩ Ann(A) = 0 tal que A es isomorfa a A′θ . Más aun,
tenemos el siguiente lema.
Lema 2.25. Dada una aplicación bilineal θ ∈ Bil(A, V) con Rad(θ) ∩ Ann(A) = 0, la
álgebra Aθ es nilpotente si y solo si A es nilpotente.
Por tanto, si A es una álgebra nilpotente de dimensión n, entonces existe
una única álgebra nilpotente A′, salvo isomorfismos, y una aplicación bilineal
θ ∈ Bil(A, Ann(A)) con Rad(θ) ∩ Ann(A) = 0 tal que A ∼= A′θ . Esto es, la álgebra
A es una extensión por anulador de una álgebra nilpotente de dimensión inferior.
Por lo que para encontrar la clasificación de las álgebras nilpotentes de dimensión
n tendremos que encontrar la clasificación de las extensiones por anulador de las
álgebras nilpotentes de dimensión n− i para i = 1, . . . , n− 1. En el caso particular
de las álgebras nilpotentes de dimensión tres, necesitaremos la clasificación de las
extensiones por anulador de las álgebras nilpotentes de dimensión uno y de las
álgebras nilpotentes de dimensión dos. Estas álgebras de partida son bien conocidas.
Lema 2.26. Sea A una álgebra nilpotente.
Si A es de dimensión uno, entonces A es isomorfa a la álgebra de producto nulo N1.
Si A es de dimensión dos, entonces A es isomorfa a A3 o a N2.
Atendiendo al Lema 2.26 y al argumento desarrollado previamente, tendremos
que estudiar las extensiones por anulador de las álgebras N1, A3 y N2. Por un lado,
las extensiones de las álgebras A3 y N2 las conocemos gracias a la sección anterior
(vease Teorema 2.5). Por otro lado, una extensión por anulador de N1 de dimensión
n es isomorfa a A3 ⊕ k ⊕ · · · ⊕ k o N2 ⊕ k ⊕ · · · ⊕ k = Nn, donde el número de
componentes anuladores es n − 2. De este modo, tenemos la clasificación de las
álgebras nilpotentes de dimensión tres, que enunciamos en el siguiente corolario.
Corolario 2.2. Sea A una álgebra nilpotente de dimensión tres, entonces A es isomorfa a
alguna de las siguientes álgebras no isomorfas entre sí:
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(A3)3,1 : e1e1 = e2 e1e2 = 0 e2e1 = 0 e2e2 = e3
(A3)3,2 : e1e1 = e2 e1e2 = 0 e2e1 = e3 e2e2 = e3
(A3)3,3 : e1e1 = e2 e1e2 = 0 e2e1 = e3 e2e2 = 0
(A3)3,4(λ ∈ k) : e1e1 = e2 e1e2 = e3 e2e1 = λe3 e2e2 = 0
(A3 ⊕ k) : e1e1 = e2 e1e2 = 0 e2e1 = 0 e2e2 = 0
(N2)3,1 : e1e1 = e3 e1e2 = 0 e2e1 = 0 e2e2 = e3
(N2)3,2 : e1e1 = 0 e1e2 = e3 e2e1 = −e3 e2e2 = 0
(N2)3,3(λ ∈ k) : e1e1 = λe3 e1e2 = 0 e2e1 = e3 e2e2 = e3
N3 : e1e1 = 0 e1e2 = 0 e2e1 = 0 e2e2 = 0
La clasificación de las álgebras que hemos obtenido en este capítulo incluye
álgebras de una gran variedad de clases diferentes. Algunos ejemplos son:
Álgebras asociativas como (D2(0, 0))3,1 ó (N2)3,1.
Álgebras anticonmutativas como (N2)3,2 ó B3 ⊕ k.
Álgebras de Leibniz como (A3)3,4(0) ó (B2(1))3,1.
Álgebras de Lie como (N2)3,2 ó B3 ⊕ k.
Álgebras conmutativas como (B2( 12 ))3,1 ó (D2(α, α))3,1.
Álgebras alternativas como (C2( 12 , 0))3,1 ó (D2(0, 0))3,4(1).
Álgebras de evolución como (A3)3,1, (N2)3,1 ó (N2)4,6.
Álgebras conservativas como A1(1)⊕ k.
Ciertamente, podríamos obtener la clasificación de las álgebras de dimensión
n con anulador de dimensión n− 2 de una clase C estudiando qué álgebras de la
relación del Apéndice C satisfacen las respectivas condiciones que definen a esa clase.
Por ejemplo, utilizando la función que desarrollamos en el Apéndice B, podemos
clasificar todas aquellas que estén definidas por alguna identidad polinómica.
Sin embargo, si nuestro objetivo es clasificar solamente las álgebras de la clase C,
hacerlo de esta forma no resulta demasiado práctico. Por este motivo, en el próximo
capítulo estudiaremos cómo adaptar el procedimiento para obtener únicamente las





Clasificación de las álgebras, con
anulador no nulo, pertenecientes a
una clase fijada
E ste capítulo comienza estudiando el interrogante que dejamos abierto alfinal del anterior, el de cómo adaptar el procedimiento de clasificación al-gebraica que hemos desarrollado, de tal forma que obtengamos únicamente
las álgebras de una determinada clase definida por identidades polinómicas, que sea
de nuestro interés.
Recordamos que en el procedimiento para clasificar álgebras con anulador no
nulo, tenemos la clasificación de las extensiones por anulador no split, que obtenemos
por medio del Algoritmo Principal 2.4, y la clasificación de las álgebras split, que
obtenemos utilizando los razonamientos de la Subsección 2.4.18. En el caso split,
bastará con recurrir a los mismos razonamientos y a la Observación 2.9. Mientras que
para obtener la clasificación del resto de álgebras, tendremos que probar un resultado
análogo al Algoritmo Principal 2.4, a partir del cual solo obtengamos las álgebras de
una clase definida por identidades polinómicas en particular.
Como conclusión, presentamos un nuevo algoritmo que responde a esta cues-
tión y, a continuación, clasificamos las álgebras anticonmutativas de dimensión n
con anulador de dimensión n− 3, apoyándonos en la clasificación de las álgebras
anticonmutativas de dimensión tres, utilizando este nuevo método.
Este capítulo es una versión extendida del artículo [38].
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3.1. Algoritmo Principal para una clase fijada de álgebras
Consideremos A una álgebra de dimensión n con anulador de dimensión m 6= 0
que satisface la identidad polinómica P = 0, donde P ∈ k(X) para cierto conjunto X
de s variables. Por el Teorema 2.1, existe una única álgebra A′, salvo isomorfismos, de
dimensión n−m y una aplicación bilineal, que depende de A′, θ ∈ Bil(A′, Ann(A))
con Rad(θ) ∩ Ann(A′) = 0, tal que A ∼= A′θ . Además, como A′θ satisface la identi-
dad P = 0, para todo x1, . . . , xs ∈ A′ y v1, . . . , vs ∈ Ann(A) tenemos que:
P(x1 + v1, . . . , xs + vs) =
= πA′(P(x1 + v1, . . . , xs + vs)) + πAnn(A)(P(x1 + v1, . . . , xs + vs)) = 0.
Por un lado, πA′(P(x1 + v1, . . . , xs + vs)) = 0 implica que la álgebra A′ satisface la
identidad P = 0, basta tomar v1 = · · · = vs = 0. Recíprocamente, si P(x1, . . . , xs) = 0,
entonces πA′(P(x1 + v1, . . . , xs + vs)) = 0, para cualesquiera v1, . . . , vs ∈ Ann(A).
De aquí, deducimos que las álgebras de dimensión n con anulador de dimensión
m que satisfacen P = 0 son extensiones por anulador de álgebras de dimensión
n−m que también cumplen P = 0, cuya clasificación algebraica podemos encontrar
utilizando el Algoritmo Principal 2.4.
Por otro lado, por la definición de la multiplicación de la álgebra A′θ , para todo
x1, . . . , xs ∈ A′ y v1, . . . , vs ∈ Ann(A) tenemos que:
πAnn(A)(P(x1 + v1, . . . , xs + vs)) = πAnn(A)(P(x1, . . . , xs)) = 0.
Esto es equivalente a una cierta condición, que depende de la álgebra A′, sobre la
aplicación bilineal θ. De aquí, surge la siguiente definición.
Definición 3.1. Dada una álgebra A que satisface la identidad polinómica P = 0 y un
espacio vectorial V, definimos el conjunto:
Z2P=0(A, V) = {θ ∈ Bil(A, V) : πV(P(x1, . . . , xs)) = 0 para todo x1, . . . , xs ∈ Aθ} .
A este conjunto lo denominaremos el conjunto de cociclos de la álgebra A con respecto a V
relativo a la identidad polinómica P = 0.
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Con esta definición, si A satisface la identidad P = 0 y θ ∈ Z2P=0(A, V), entonces
la álgebra Aθ también satisface P = 0. Recíprocamente, si Aθ satisface P = 0 para
cierta aplicación bilineal θ ∈ Bil(A, V), entonces A satisface P = 0 y θ ∈ Z2P=0(A, V).
Claramente, podemos generalizar este razonamiento para un conjunto de iden-
tidades polinómicas. De modo que, si denotamos por C a la clase de álgebras que
satisfacen P1 = 0, . . . , Pr = 0, entonces podemos definir el conjunto de cociclos de la
álgebra A con respecto a V relativo a la clase C como:
Z2C(A, V) =
{
θ ∈ Bil(A, V) : πV(P1(x1, . . . , xs1)) = 0, . . . , πV(Pr(x1, . . . , xsr)) = 0
para todo x1, . . . , xsi ∈ Aθ
}
.
En los próximos resultados, llamaremos C a la clase formada por las álgebras que
satisfacen las identidades polinómicas P1 = 0, . . . , Pr = 0.
Observación 3.1. Sea A una álgebra de la clase C y sea V un espacio vectorial. Entonces
Z2C(A, V) = Z
2
P1=0(A, V) ∩ · · · ∩ Z
2
Pr=0(A, V).
Además, como consecuencia del Teorema 2.1, tenemos el siguiente corolario.
Corolario 3.1. Sea A una álgebra de la clase C de dimensión n con anulador de dimensión
m 6= 0. Entonces existe una única álgebra A′ de la clase C, salvo isomorfismos, de dimensión
n − m y una única aplicación θ ∈ Z2C(A′, Ann(A)) con Rad(θ) ∩ Ann(A′) = 0 (que
depende de A′), de forma que A ∼= A′θ y AAnn(A) ∼= A
′.
Además, si A′′ es una álgebra isomorfa a A′, entonces existe otra aplicación bilineal
ν ∈ Z2C(A′′, Ann(A)) con Rad(ν) ∩ Ann(A′′) = 0 tal que A′′ν ∼= A.
Veamos algunos ejemplos.
Ejemplo 3.1. Sea A una álgebra de la clase C y sea V un espacio vectorial. Para fijar con-
ceptos, veamos en qué consiste el conjunto Z2C(A, V) en algunas de las clases más conocidas.
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Si C es la clase de las álgebras conmutativas, entonces P(x, y) = xy− yx = 0. Para
θ ∈ Z2conmu(A, V), para x1, x2 ∈ A y v1, v2 ∈ V tenemos que:
πV(P(x1 + v1,x2 + v2)) =
= πV((x1 + v1) •Aθ (x2 + v2)− (x2 + v2) •Aθ (x1 + v1)) =
= πV((x1 •A x2 + θ(x1, x2))− (x2 •A x1 + θ(x2, x1))) =
= θ(x1, x2)− θ(x2, x1) = 0.
Por lo tanto, el conjunto Z2conmu(A, V) es:
{θ ∈ Bil(A, V) : θ(x, y)− θ(y, x) = 0 para todo x, y ∈ A} .
Si C es la clase de las álgebras anticonmutativas, entonces P = 0 es la identidad
anticonmutativa, esto es, P(x, y) = xy + yx = 0. Argumentando de la misma forma,
tenemos que:
Z2anti(A, V) = {θ ∈ Bil(A, V) : θ(x, y) + θ(y, x) = 0 para todo x, y ∈ A} .
Si P = 0 es la identidad de Jacobi, esto es, P(x, y, z) = (xy)z + (yz)x + (zx)y = 0.
Tenemos que:
Z2Jacobi(A, V) = {θ ∈ Bil(A, V) : θ((xy), z) + θ((yz), x) + θ((zx), y) = 0
para todo x, y, z ∈ A}.
Si C es la clase de las álgebras de Lie, entonces P1 = 0 es la identidad anticonmutativa
y P2 = 0 es la identidad de Jacobi. En este caso, tenemos que:
Z2Lie(A, V) =Z
2
anti(A, V) ∩ Z2Jacobi(A, V) =
{θ ∈ Z2anti(A, V) : θ((xy), z) + θ((yz), x) + θ((zx), y) = 0
para todo x, y, z ∈ A}.
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Si C es la clase de las álgebras de Malcev, entonces P1 = 0 es la identidad anticonmuta-
tiva y P2 = 0 es la identidad J (x, y, xz)−J (x, y, z)x = 0. Por tanto, tenemos:
Z2M(A, V) = {θ ∈ Z2anti(A, V) : θ((xy), (xz)) + θ((y(xz)), x)+
+ θ(((xz)x), y)− θ(J (x, y, z), x) = 0 para todo x, y, z ∈ A}.
Si C es la clase de las álgebras de Lie-binarias, entonces P1 = 0 es la identidad anticon-
mutativa y P2 = 0 es la identidad J (xy, x, y) = 0. Por lo tanto, tenemos que:
Z2BL(A, V) = {θ ∈ Z2anti(A, V) : θ(((xy)x), y) + θ((xy), (xy)) + θ((y(xy)), x) = 0
para todo x, y ∈ A},
donde el sumando θ((xy), (xy)) = 0, por la anticonmutatividad de θ.
Observación 3.2. Observamos que Z2conmu(A, V) y Z2anti(A, V) no dependen de la multi-
plicación de la álgebra A y son el espacio de las aplicaciones bilineales simétricas y antisimé-
tricas, respectivamente.
Ahora que hemos visto algunos ejemplos de conjunto de cociclos relativo a una
identidad polinómica (o a una clase), veamos algunas de sus propiedades.
Lema 3.1. Sea A una álgebra que satisface la identidad polinómica P = 0 y sea V un espacio
vectorial. Entonces Z2P=0(A, V) es un subespacio vectorial de Z
2(A, V) := Bil(A, V).
Demostración. Claramente, Z2P=0(A, V) es un subconjunto de Z
2(A, V), veamos que
es espacio vectorial.
Dados x1 + v1, . . . , xs + vs ∈ A⊕V, tenemos que πV(P(x1 + v1, . . . , xs + vs)) = 0
en Aθ y en Aµ. Como




Pi(x1 + v1, . . . , xs + vs)Qi(x1 + v1, . . . , xs + vs), (3.1)








θ(Pi(x1, . . . , xs), Qi(x1, . . . , xs)) = 0.
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De aquí, si calculamos πV(P(x1 + v1, . . . , xs + vs)) en Aαθ+βµ tenemos que:













µ(Pi(x1, . . . , xs), Qi(x1, . . . , xs)) = 0
Por la Observación 3.1, tenemos el siguiente corolario.
Corolario 3.2. Sea A una álgebra de la clase C. Entonces Z2C(A, V) es un subespacio
vectorial de Z2(A, V).
Lema 3.2. Sea A una álgebra que satisface la identidad polinómica P = 0 y sea V un espacio
vectorial. Entonces B2(A, V) es un subespacio de Z2P=0(A, V).
Demostración. Por la Observación 2.2, es suficiente con probar que B2(A, V) es un
subconjunto de Z2C(A, V). Sea δh ∈ B2(A, V) donde h ∈ Hom(A, V). Utilizando la
expresión (3.1) de P, tenemos en Aδh que:









Pi(x1, . . . , xs) •Qi(x1, . . . , xs)) = h(P(x1, . . . , xs)) = h(0) = 0.
Corolario 3.3. Sea A una álgebra de la clase C. Entonces B2(A, V) ⊂ Z2C(A, V).
El Lema 2.2, junto al resultado anterior, nos lleva a introducir el siguiente espacio
cociente:
Definición 3.2. Sea A una álgebra de la clase C y sea V un espacio vectorial. Definimos el
segundo espacio de cohomología de A con respecto a V relativo a la clase C como el cociente:
H2C(A, V) =
Z2C(A, V)B2(A, V).
Observación 3.3. Sean A una álgebra de la clase C y V un espacio vectorial. Entonces:
H2C(A, V) es un subespacio de H
2(A, V).
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H2C(A, V) = H
2
P1=0(A, V) ∩ · · · ∩ H
2
Pr=0(A, V).





θi(x1, x2)ei ∈ Z2C(A, V) si y solo si θi ∈ Z2C(A, k).
Si φ : A→ A es un automorfismo de A, entonces para todo θ ∈ Z2C(A, V), tenemos
que φθ ∈ Z2C(A, V).
A partir de este punto, podemos deducir resultados análogos a los del capítulo
anterior. Así, del Lema 2.4, colegimos el siguiente corolario.
Corolario 3.4. Sea A una álgebra de la clase C y sea V un espacio vectorial con una
base {e1, . . . , em}. Sea θ ∈ Z2C(A, V) tal que Rad(θ) ∩ Ann(A) = 0. Supongamos que
θ(x1, x2) = ∑mi=1 θi(x1, x2)ei, entonces Aθ tiene un componente anulador si y solo si el
conjunto {[θ1], . . . , [θm]} es linealmente dependiente en H2C(A, k).
Como consecuencia del Lema 2.5, tenemos el siguiente resultado.
Corolario 3.5. Sea A una álgebra de la clase C y sea V un espacio vectorial con una base
{e1, . . . , em}. Sean θ, ν ∈ Z2C(A, V) dos aplicaciones tal que Rad(θ) ∩ Ann(A) = 0
y Rad(ν) ∩ Ann(A) = 0. Supongamos que Aθ no tiene componentes anuladores. Si
θ(x1, x2) = ∑mi=1 θi(x1, x2)ei y ν(x1, x2) = ∑
m
i=1 νi(x1, x2)ei, entonces las álgebras
Aθ y Aν son isomorfas si y solo si existe un automorfismo φ ∈ Aut(A) tal que el
conjunto {[φθ1] , . . . , [φθm]} genera el mismo subespacio de H2C(A, k) que el conjunto
{[ν1] , . . . , [νm]}.
A continuación, introduciremos algunas definiciones con el fin de enunciar el
nuevo algoritmo. De forma análoga a la Definición 2.6, tenemos:
Definición 3.3. Sea A una álgebra de la clase C. Para cada 1 ≤ s ≤ dim(H2C(A, k))
definimos el conjunto:
(TC)s(A) = {〈[θ1], . . . , [θs]〉 ∈ Grasss(H2C(A, k)) : (∩si=1Rad(θi)) ∩ Ann(A) = 0}.
Observación 3.4. Como Grasss(H2C(A, k)) es un subconjunto de Grasss(H
2(A, k)), en-
tonces (TC)s(A) es un subconjunto de Ts(A).
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En el siguiente resultado, comprobamos que la acción de Aut(A), definida en la
Observación 2.6, es estable en (TC)s(A).
Lema 3.3. Dada una álgebra A, el conjunto (TC)s(A) es estable bajo la acción de Aut(A).
Demostración. Sean φ ∈ Aut(A) y W = 〈[θ1], . . . , [θs]〉 ∈ Grasss(H2C(A, k)). Por
la Observación 3.3, tenemos que φW ∈ Grasss(H2C(A, k)). Adicionalmente, como
x ∈ Rad(φθi) ∩ Ann(A) si y solo si φ(x) ∈ Rad(θi) ∩ Ann(A), para i = 1 . . . , s,
concluimos que
(∩si=1Rad(φθi)) ∩ Ann(A) = 0 si y solo si (∩si=1Rad(θi)) ∩ Ann(A) = 0.
Luego, W ∈ Ts(A) si y solo si φW ∈ Ts(A).
Finalmente, definimos el conjunto de álgebras no split de la clase C que son
extensiones por anulador de una álgebra A de la clase C por un espacio vectorial V
de dimensión s, en virtud del Lema 2.2 y del Lema 2.4, de la siguiente forma:
Definición 3.4. Sea A una álgebra de la clase C y sea V un espacio vectorial con una base
{e1, . . . , em}. El conjunto de extensiones por anulador no split de la clase C de A por V es:
EC(A, V) =
{




θi(x1, x2)ei entonces 〈[θ1], . . . , [θs]〉 ∈ (TC)s(A)
}
.
Como hicimos en el Teorema 2.3, podemos reescribir el Corolario 3.5 de la siguien-
te forma:
Teorema 3.1. Sea A una álgebra de la clase C y sea V un espacio vectorial con una
base {e1, . . . , em}. Consideramos dos extensiones por anulador Aθ , Aν ∈ EC(A, V). Si
θ(x1, x2) = ∑mi=1 θi(x1, x2)ei y ν(x1, x2) = ∑
m
i=1 νi(x1, x2)ei, entonces
Aθ
∼= Aν si y solo si Aut(A)〈[θ1], . . . , [θm]〉 = Aut(A)〈[ν1], . . . , [νm]〉.
Este resultado establece una correspondencia biyectiva entre las órbitas de
(TC)s(A) por la acción de Aut(A) y las clases de isomorfismos de EC(A, V), donde
V es un espacio vectorial de dimensión s.
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Dada una álgebra A de la clase C de dimensión n−m, esta correspondencia nos
permite enunciar un procedimiento para clasificar algebraicamente las extensiones
por anulador no split de la clase C de A por un espacio vectorial de dimensión m.
Teorema 3.2 (Algoritmo Principal). Consideramos A una álgebra de la clase C de dimen-
sión n−m, en donde 1 ≤ m ≤ dim(H2C(A, k)).
(I) Calculamos Aut(A), H2C(A, k) y Ann(A).
(II) Determinamos el conjunto de Aut(A)-órbitas en (TC)m(A).
(III) Para cada órbita, construimos la álgebra correspondiente a un representante de ella.
La clasificación algebraica de las extensiones por anulador no split de la clase C de la álgebra
A por un espacio vectorial de dimensión m consiste en las álgebras obtenidas en el paso (III).
Como ocurría en el capítulo anterior, el Corolario 3.1 garantiza que las álgebras
de la clase C de dimensión n con anulador de dimensión m pueden obtenerse como
extensiones por anulador de las álgebras de la clase C de dimensión n − m. A su
vez, la clasificación algebraica de las extensiones por anulador no split de la clase
C de una álgebra de dimensión n−m la podemos obtener utilizando el Algoritmo
Principal 3.2.
En la próxima sección aplicaremos este procedimiento al problema de clasificar
las álgebras anticonmutativas de dimensión n con anulador de dimensión n− 3. En
este caso, la identidad polinómica que define la clase es P(x, y) = xy + yx = 0.
3.2. Aplicación: clasificación de las álgebras anticonmutati-
vas de dimensión n con anulador de dimensión n− 3
El objetivo de esta sección será probar el Teorema 3.3, que clasifica las álgebras
anticonmutativas de dimensión n con anulador de dimensión n− 3. En él, hemos
omitido las álgebras split por razones de claridad y simplemente remitimos a la Sub-
sección 2.4.18, a través de la cual se puede complementar este enunciado de manera
sencilla con la clasificación de las álgebras anticonmutativas split correspondiente.
Teorema 3.3 (Teorema Principal). Sea B = {e1, e2, e3, ...e6} una base y sea A una álgebra
anticonmutativa de dimensión n con anulador de dimensión n− 3.
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Si n = 4 y A no es split entonces A ∼= Ai para algún i = 1, . . . , 6, donde Ai es una de
las siguientes álgebras no isomorfas dos a dos:
A1 : (g1)4,1 : e1e2 = e4 e1e3 = 0 e2e3 = e1
A2 : (g2)4,1 : e1e2 = e4 e1e3 = e1 e2e3 = e2
A3(α ∈ k≥1) : (gα3)4,1 : e1e2 = e4 e1e3 = e1 + e2 e2e3 = αe2
A4 : (g03)4,2 : e1e2 = 0 e1e3 = e1 + e2 e2e3 = e4
A5 : (A 01 )4,1 : e1e2 = e3 e1e3 = e1 + e3 e2e3 = e4
A6 : (A2)4,1 : e1e2 = e1 e1e3 = e4 e2e3 = e2
Si n = 5 y A no es split entonces A ∼= Ai para algún i = 7, . . . , 9, donde Ai es una de
las siguientes álgebras no isomorfas dos a dos:
A7 : (N3)5,1 : e1e2 = 0 e1e3 = e4 e2e3 = e5
A8 : (g1)5,2 : e1e2 = e4 e1e3 = e5 e2e3 = e1
A9 : (g03)5,3 : e1e2 = e4 e1e3 = e1 + e2 e2e3 = e5
Si n = 6 y A no es split entonces A ∼= A10:
A10 : (N3)6,2 : e1e2 = e4 e1e3 = e5 e2e3 = e6
Si n ≥ 7, entonces A es split.
Para clasificar las álgebras anticonmutativas de dimensión n con anulador de
dimensión n − 3, necesitaremos la clasificación de las álgebras anticonmutativas
de dimensión tres. El primer intento de clasificar las álgebras anticonmutativas de
dimensión tres vino dado por [45]. Posteriormente, una descripción más simple de
esta clasificación vino dada por Ismailov, Kaygorodov y Volkov en el artículo [11]. En
el Apéndice A, hemos incluido una recapitulación de dicha clasificación. En este caso,
los autores no incluyen los grupos de automorfismos de cada una de las álgebras de
la clasificación, por lo que los hemos calculado utilizando la función del Apéndice B,
cuando han sido necesarios.
Como hicimos en el capítulo anterior, para probar este resultado distinguire-
mos un caso para cada familia de álgebras anticonmutativas de dimensión tres y
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aplicaremos el Algoritmo Principal 3.2 para clasificar sus extensiones por anulador
anticonmutativas no split. Sin embargo, las extensiones de algunas de estas álgebras
de dimensión tres se pueden clasificar fácilmente. Es el caso de las siguientes, que solo
admiten extensiones por anulador de tipo split, como afirma el siguiente resultado.
Lema 3.4. Toda extensión por anulador de las álgebras g4, A α1 para α ∈ k
∗ y A3 es split.
Demostración. Por el Lema 2.7, tenemos que:
dim(Z2anti(g4, k)) = dim(B
2(g4, k)) = 3,
dim(Z2anti(A
α
1 , k)) = dim(B
2(A α1 , k)) = 3 para α 6= 0,
dim(Z2anti(A3, k)) = dim(B
2(A3, k)) = 3.
Luego todas las extensiones por anulador de estas álgebras son split.
Además, existen otras álgebras anticonmutativas de dimensión tres cuyo segun-
do espacio de cohomología anticonmutativo es de dimensión uno y, por lo tanto,
solo admiten una extensión no split. Para verlo, necesitamos introducir una nueva
notación.
Notación 3.1. Sea A una álgebra de dimensión n con una base {e1, . . . , en}. Denotaremos
por Λij : A×A → k a la aplicación bilineal tal que Λij(ei, ej) = 1, Λij(ej, ei) = −1 y
Λij = 0 en otro caso. De este modo, el conjunto {Λij : 1 ≤ i, j ≤ n} es una base del espacio
de aplicaciones bilineales antisimétricas.
Lema 3.5. Las álgebras g2, gα3 para α ∈ k
∗, A 01 y A2 tienen una única extensión por anulador
anticonmutativa no split. Respectivamente, estas extensiones, salvo isomorfismos, son:
(g2)4,1 : e1e2 = e4 e1e3 = e1 e2e3 = e2
(gα 6=03 )4,1 : e1e2 = e4 e1e3 = e1 + e2 e2e3 = αe2
(A 01 )4,1 : e1e2 = e3 e1e3 = e1 + e3 e2e3 = e4
(A2)4,1 : e1e2 = e1 e1e3 = e4 e2e3 = e2
Demostración. Vamos a probar cada uno de los casos de forma independiente. Para
ello comprobaremos que el segundo espacio de cohomología de cada una de estas
álgebras es de dimensión uno.
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Extensión por anulador de la álgebra g2. Por el Lema 2.7, las aplicaciones
δe∗1 = Λ13 y δe
∗
2 = Λ23 forman una base de B
2(g2, k). Por lo tanto, tenemos que:
Base(H2anti(g2, k)) = {[Λ12]} .
Además, como Ann(g2) = 0, entonces
(Tanti)1(g2) = Grass1(H2anti(g2, k)) = H
2
anti(g2, k).
Extensión por anulador de la álgebra gα3 para α ∈ k
∗. Dado que las aplicacio-
nes δe∗1 = Λ13 y δe
∗
2 = Λ13 + αΛ23 forman una base de B




3 , k)) = {[Λ12]} .










Extensión por anulador de la álgebra A 01 . Por el Lema 2.7, las aplicaciones
δe∗1 = Λ13 y δe
∗
3 = Λ12 + Λ13 forman una base de B
2(A 01 , k). Luego, tenemos:
Base(H2anti(A
0
1 , k)) = {[Λ23]} .
Adicionalmente, puesto que Ann(A 01 ) = 0, entonces









Extensión por anulador de la álgebra A2. Como δe∗1 = Λ12 y δe
∗
2 = Λ23 forman
una base de B2(A2, k), entonces tenemos que:
Base(H2anti(A2, k)) = {[Λ13]} .
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Asimismo, puesto que Ann(A 02 ) = 0, entonces









Finalmente construimos las correspondientes extensiones por anulador.
Las álgebras restantes de la clasificación de álgebras anticonmutativas de dimen-
sión tres, N3, g1 y g03, hay que estudiarlos detenidamente, por ello dedicaremos una
subsección de este capítulo a cada una de ellas.
3.2.1. Álgebra N3
1. En primer lugar, calculamos H2anti(N3, k) y (Tanti)s(N3). Puesto que N3 es la
álgebra con todos sus productos nulos, tenemos que:
Base(H2anti(N3, k)) = {[Λ12] , [Λ13] , [Λ23]} .





〈[θ]〉 ∈ Grass1(H2anti(N3, k)) : Rad(θ) ∩ Ann(N3) = 0
}
es vacío. Basta observar que para a[Λ12] + b[Λ13] + c[Λ23] ∈ H2anti(N3, k),
tenemos que:
• Si c 6= 0, entonces Rad(aΛ12 + bΛ13 + cΛ23) = 〈e1 − bc e2 +
a
c e3〉.
• Si b 6= 0 y c = 0, entonces Rad(aΛ12 + bΛ13) = 〈e2 − ab e3〉.
• Si b = 0 y c = 0, entonces Rad(aΛ12) = 〈e3〉.
Luego, Rad(a[Λ12] + b[Λ13] + c[Λ23]) ∩ Ann(N3) 6= 0 para todo a, b, c ∈ k
y concluimos que (Tanti)1(N3) = ∅.
Observando el caso anterior, se deduce que si tomamos dos vectores lineal-
mente independientes del espacio H2anti(N3, k), a1[Λ12] + b1[Λ13] + c1[Λ23]
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y a2[Λ12] + b2[Λ13] + c2[Λ23], entonces sus correspondientes radicales no
coinciden. Por lo que (Tanti)s(N3) = Grasss(H2anti(N3, k)) para s = 2, 3.
2. En segundo lugar, la acción de un automorfismo (xij) ∈ Aut(N3) = GL(3, k)
en un subespacio 〈γ1, . . . , γs〉 de (Tanti)s(N3) es 〈(xij)tγ1(xij), . . . , (xij)tγs(xij)〉.
A su vez, la acción de un automorfismo sobre a [Λ12] + b [Λ13] + c [Λ23] en
H2anti(N3, k) lo envía a:
(x11(ax22 + x32b) + x31(−x12b− x22c) + x21(−ax12 + x32c)) [Λ12]
+(x11(ax23 + x33b) + x31(−x13b− x23c) + x21(−ax13 + x33c)) [Λ13]
+(x12(ax23 + x33b) + x32(−x13b− x23c) + x22(−ax13 + x33c)) [Λ23] .
? El conjunto (Tanti)2(N3) tiene una única órbita por la acción de
Aut(N3). Para comprobarlo veremos que la órbita de 〈[Λ13], [Λ23]〉 es
Grass2(H2anti(N3, k)), esto es, veremos que dado un espacio arbitrario
〈a1[Λ12] + b1[Λ13] + c1[Λ23], a2[Λ12] + b2[Λ13] + c2[Λ23]〉 podemos encon-
trar un automorfismo cuya acción sobre 〈[Λ13], [Λ23]〉 lo envíe a dicho
espacio. De este modo, tenemos los siguientes casos:
Si κ1 = a2c1 − a1c2 6= 0 y κ2 = a2b1 − a1b2 6= 0, entonces basta
con tomar un automorfismo tal que x11 = 0, x12 = a1κ1−κ2 , x13 =
b1κ1
−κ2 ,




Si κ1 = 0 y κ2 6= 0, entonces:
• Si c2 = a2c1a1 , tenemos dos casos.
◦ Si c1 6= 0, entonces tomamos un automorfismo tal que
x11 = 0, x12 = c1, x13 =
b1c1
a1




x23 = 0, x31 = −
a1
c1
, x32 = 0 y x33 = 1.
◦ Si c1 = 0, entonces tomamos el automorfismo con
x12 = −a1, x13 = −b1, x22 = −a2, x23 = −b2,
x31 = 1, x32 = 0 y x33 = 0.
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• Si a1 = 0 y a2 = 0, basta escoger x11 = b1, x12 = c1, x21 = b2,
x22 = c2, x31 = 0, x32 = 0 y x33 = 1. Para probar que se trata de
un automorfismo es necesario observar que κ3 = b1c2 − b2c1 6= 0,
puesto que en caso contrario el espacio no sería de dimensión dos.
• Si a1 = 0 y c1 = 0, tenemos dos casos.
◦ Si a2 6= 0, entonces tomamos
x11 = 0, x12 = 0, x13 = −b1, x21 = 0, x22 = −a2,




◦ Si a2 = 0, tomamos
x11 = b1, x12 = 0, x21 = b2, x22 = c2, x31 = 0, x32 = 0 y x33 = 1.
Si κ1 6= 0 y κ2 = 0, es un caso análogo al anterior. Tenemos los casos:
• Si b2 = a2b1a1 , tenemos dos casos.
◦ Si b1 6= 0, entonces tomamos el automorfismo tal que







x22 = c2, x23 = 0, x31 = 0, x32 =
a1
b1
y x33 = 1.
◦ Si b1 = 0, entonces tomamos el automorfismo con
x11 = a1, x13 = −c1, x21 = a2, x23 = −c2,
x31 = 0, x32 = 1 y x33 = 0.
• Si a1 = 0 y a2 = 0, entonces elegimos x11 = b1, x12 = c1, x21 = b2,
x22 = c2, x31 = 0, x32 = 0 y x33 = 1. Para probar que se trata de
un automorfismo es necesario observar que κ3 6= 0, puesto que en
caso contrario el espacio no sería de dimensión dos.
• Si a1 = 0 y b1 = 0, tenemos dos casos.
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◦ Si a2 6= 0, entonces tomamos
x11 = 0, x12 = 0, x13 = −c1, x21 = a2, x22 = 0,




◦ Si a2 = 0, tomamos
x11 = 0, x12 = c1, x21 = b2, x22 = c2, x31 = 0, x32 = 0 y x33 = 1.
Si κ1 = 0 y κ2 = 0, entonces el espacio no es de dimensión dos.
Por lo que concluimos que existe una única órbita en (Tanti)2(N3).
? La única órbita de (Tanti)3(N3) es la del espacio H2anti(N3, k).
3. En tercer lugar, construimos las correspondiente extensiones por anulador no
split de N3 utilizando su correspondencia con las órbitas de (Tanti)s(N3) por la
acción de Aut(N3).
Lema 3.6. Sea A una extensión por anulador anticonmutativa no split de la álgebra N3
entonces esta es isomorfa a alguna de las siguientes álgebras no isomorfas entre sí:
(N3)5,1 : e1e2 = 0 e1e3 = e4 e2e3 = e5
(N3)6,2 : e1e2 = e4 e1e3 = e5 e2e3 = e6
3.2.2. Álgebra g1
1. En primer lugar, comenzamos calculando H2anti(g1, k) y (Tanti)s(g1). Como, por
el Lema 2.7, tenemos que la aplicación δe∗1 = Λ23 forma una base de B
2(g1, k),
entonces:
Base(H2anti(g1, k)) = {[Λ12] , [Λ13]} .
Además, tenemos que e1 /∈ Rad(θ) para [θ] ∈ H2anti(g1, k) y [θ] 6= 0 aunque
Ann(g1) = 〈e1〉„ y por tanto:
(Tanti)s(g1) = Grasss(H2anti(g1, k)).
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2. En segundo lugar, calculamos las órbitas de (Tanti)s(g1) por la acción de Aut(g1).
La acción de Aut(g1) envía los vectores e1, e2 y e3 a κe1, x12e1 + x22e2 + x32e3 y
x13e1 + x23e2 + x33e3 respectivamente, donde κ = x22x33 − x23x32 6= 0.
? Dado que la acción de Aut(g1) sobre 〈a [Λ12] + b [Λ13]〉 ∈ (Tanti)1(g1) lo
envía a:
〈(κax22 + κbx32) [Λ12] + (κax23 + κbx33) [Λ13]〉,
vamos a diferenciar dos casos.
Si b = 0, tenemos que la órbita de 〈a [Λ12]〉 ∈ (Tanti)1(g1) es:
{〈κax22 [Λ12] + κax23 [Λ13]〉 : x22, x23 ∈ k, κ 6= 0} =
{〈x22 [Λ12] + x23 [Λ13]〉 : x22, x23 ∈ k}.
Si b 6= 0, denotamos λ = a
b
y podemos elegir x22 = λ y x23 = 1 en la
órbita anterior.
Por lo tanto, existe una única órbita y escogemos el representante 〈[Λ12]〉.
? La única órbita de (Tanti)2(g1) es la del espacio H2anti(g1, k).
3. En tercer lugar, construimos las extensiones por anulador no split de g1.
Lema 3.7. Sea A una extensión por anulador anticonmutativa no split de la álgebra g1
entonces esta es isomorfa a alguna de las siguientes álgebras no isomorfas entre sí:
(g1)4,1 : e1e2 = e4 e1e3 = 0 e2e3 = e1
(g1)5,2 : e1e2 = e4 e1e3 = e5 e2e3 = e1
3.2.3. Álgebra g03
1. En primer lugar, calculamos H2anti(g
0
3, k) y (Tanti)s(g
0
3). Por el Lema 2.7, las
aplicaciones δe∗1 = Λ13 y δe
∗





3, k)) = {[Λ12] , [Λ23]} .
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Adicionalmente, pese a que Ann(g03) = 〈e2〉, tenemos que e2 /∈ Rad(θ) para






2. En segundo lugar, calculamos las órbitas de (Tanti)s(g03) por la acción de Aut(g
0
3).
La acción de Aut(g03) envía los vectores e1, e2 y e3 a (x21 + x22)e1 + x21e2, x22e2
y a x13e1 + x23e2 + e3 respectivamente, donde (x21 + x22)x22 6= 0.
? Puesto que la acción de Aut(g03) sobre 〈a [Λ12] + b [Λ23]〉 ∈ (Tanti)1(g03) lo
envía a:
〈(ax22(x21 + x22)) [Λ12] + (x22(b− ax13)) [Λ23]〉,
tenemos que estudiar dos casos.
Si a = 0, la órbita del espacio resultante es trivial.
Si a 6= 0, denotando λ = b
a
, la órbita del espacio 〈[Λ12] + λ [Λ23]〉 es:
{〈(x22(x21 + x22)) [Λ12] + (x22(λ− x13)) [Λ23]〉 :
x13, x21, x22 ∈ k, x22(x21 + x22) 6= 0}.
Basta tomar x22 = (x21 + x22)−1 y x13 = λ para obtener el represen-
tante 〈[Λ12]〉.





3. En tercer lugar, construimos las extensiones por anulador no split de g03 utilizan-
do su correspondencia con las órbitas que hemos calculado.
Lema 3.8. Sea A una extensión por anulador anticonmutativa no split de la álgebra g03
entonces esta es isomorfa a alguna de las siguientes álgebras no isomorfas entre sí:
(g03)4,1 : e1e2 = e4 e1e3 = e1 + e2 e2e3 = 0
(g03)4,2 : e1e2 = 0 e1e3 = e1 + e2 e2e3 = e4
(g03)5,3 : e1e2 = e4 e1e3 = e1 + e2 e2e3 = e5
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Recopilando todos los resultados obtenidos en esta sección, podemos dar por
probado el Teorema 3.3 de clasificación de las álgebras anticonmutativas de dimensión
n con anulador de dimensión n− 3, que enunciábamos previamente.
En este capítulo, hemos construido un procedimiento para clasificar las álgebras
de una clase C, definida por identidades polinómicas, de dimensión n con anulador
de dimensión m, utilizando la clasificación de las álgebras de la clase C de dimensión
n−m. Sin embargo, en algunas ocasiones nos interesa obtener únicamente aquellas
álgebras que no pertenecen a una cierta subclase S de C, también definida por identi-
dades polinómicas. Esto ocurre, por ejemplo, cuando ya conocemos la clasificación




Clasificación de las álgebras, con
anulador no nulo, de una clase
fijada que no pertenecen a una
subclase dada
En el capítulo anterior, desarrollamos un procedimiento para obtener la cla-sificación de las álgebras de una determinada clase C de dimensión n conanulador de dimensión m, utilizando la clasificación de las álgebras de esa
misma clase de dimensión n−m. En este capítulo, queremos modificar este proce-
dimiento de tal forma que obtengamos únicamente aquellas álgebras de la clase C
que no pertenezcan a una subclase S de C. Posteriormente, aplicaremos este nuevo
método al problema de clasificar las álgebras de Lie-binarias que no son de Malcev
de dimensión n con anulador de dimensión n− 4, utilizando la clasificación de las
álgebras de Lie-binarias de dimensión cuatro.
Este capítulo es una versión extendida del artículo [46].
4.1. Algoritmo Principal para clases de álgebras no pertene-
cientes a otra subclase de álgebras
Claramente, toda extensión por anulador de una álgebra de la clase C que no
pertenezca a la subclase S , tampoco pertenece a S . Por lo que para las álgebras en
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estas condiciones, bastará con el procedimiento seguido en el capítulo anterior (véase
Algoritmo Principal 3.2). De modo que solo tenemos que averiguar cómo obtener la
clasificación de las extensiones por anulador de la clase C que no pertenezcan a la
clase S de las álgebras de la clase S .
A lo largo de esta sección, denotaremos por C a la clase formada por las álgebras
que satisfacen las identidades polinómicas P1 = 0, . . . , Pr1 = 0 y por S a la subclase
de C formada por las álgebras que satisfacen las identidades polinómicas Q1 = 0, . . . ,
. . . , Qr2 = 0. De este modo, podemos observar lo siguiente.
Observación 4.1. Sea A una álgebra de la clase S y sea V un espacio vectorial. Entonces
Z2S (A, V) es un subespacio de Z
2
C(A, V), puesto que para todo θ ∈ Z2S (A, V) tenemos que
Aθ es de la clase S y, por tanto, de la clase C, lo que implica que θ ∈ Z2C(A, V).
Además, H2S (A, V) es un subespacio de H
2
C(A, V).
Esto nos permite definir los siguientes subconjuntos, complementarios entre sí,
de (TC)s(A).
Definición 4.1. Sea A una álgebra de la clase S . Para cada 1 ≤ s ≤ dim(H2C(A, k))
definimos los conjuntos:
(RSC )s(A) = {〈[θ1], . . . , [θs]〉 ∈ (TC)s(A) : 〈[θ1], . . . , [θs]〉 ∈ Grasss(H2S (A, k))}.
(USC )s(A) = {〈[θ1], . . . , [θs]〉 ∈ (TC)s(A) : 〈[θ1], . . . , [θs]〉 6∈ Grasss(H2S (A, k))}.
Observación 4.2. Estos conjuntos son estables por la acción de Aut(A), basta observar que
(RSC )s(A) = (TS )s(A).
Por tanto, las extensiones por anulador correspondientes a los representantes de
las Aut(A)-órbitas de (RSC )s(A) son álgebras de la clase S , mientras que las exten-
siones por anulador correspondientes a los representantes de las Aut(A)-órbitas de
(USC )s(A) no son de la clase S . Finalmente, podemos enunciar el siguiente procedi-
miento.
Teorema 4.1 (Algoritmo Principal). Supongamos que A es una álgebra de la clase C de
dimensión n−m, en donde 1 ≤ m ≤ dim(H2C(A, k)).
(1) Si A no es de la clase S , entonces aplicamos el Algoritmo Principal 3.2.
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(2) En caso contrario, hacemos lo siguiente:
(I) Calculamos Aut(A), H2C(A, k), H
2
S (A, k) y Ann(A).
(II) Determinamos el conjunto de Aut(A)-órbitas en (USC )m(A).
(III) Para cada órbita, construimos la álgebra correspondiente a un representante de ella.
La clasificación algebraica de las extensiones por anulador no split de la clase C y no de la clase
S de la álgebra A por un espacio vectorial de dimensión m consiste en las álgebras obtenidas
en (1) y (III).
4.2. Aplicación: clasificación de las álgebras de Lie-binarias
complejas de dimensión n con anulador de dimensión
n− 4 que no son de Malcev
El objetivo de esta sección es clasificar las álgebras de Lie-binarias complejas de
dimensión n con anulador de dimensión n− 4. En esta linea, Hegazi, Abdelwahab y
Calderón clasificaron en 2016 las álgebras de Malcev que no son de Lie de dimensión
n con anulador de dimensión n− 4 en [35], y obtuvieron el siguiente resultado:
Teorema 4.2. Sea B = {e1, e2, e3, ...e9} una base. Sea A una álgebra compleja de Mal-
cev que no es de Lie de dimensión n, entonces dim(Ann (A)) ≤ n − 4. Además, si
dim(Ann (A)) = n− 4, entonces:
Si n = 4 y A no es split, A es isomorfa a la álgebra:
M4,1 : [e1, e2] = e3 [e1, e4] = e1 [e2, e4] = e2 [e3, e4] = −e3
Si n = 5 y A no es split, A es isomorfa a la álgebra:
M5,2 : [e1, e2] = e3 [e3, e4] = e5
Si n = 6 y A no es split, A es isomorfa a alguna de las siguientes álgebras no isomorfas
dos a dos:
M6,3 : [e1, e2] = e3 [e3, e4] = e5 [e1, e3] = e6
M6,4 : [e1, e2] = e3 [e3, e4] = e5 [e1, e3] = e6 [e2, e4] = e6
M6,5 : [e1, e2] = e3 [e3, e4] = e5 [e2, e4] = e6
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Si n = 7 y A no es split, A es isomorfa a alguna de las siguientes álgebras no isomorfas
dos a dos:
M7,6 : [e1, e2] = e3 [e3, e4] = e5 [e1, e3] = e6 [e2, e4] = e7
M7,7 : [e1, e2] = e3 [e3, e4] = e5 [e1, e3] = e6 [e2, e3] = e7
M7,8 : [e1, e2] = e3 [e3, e4] = e5 [e1, e3] = e6 [e1, e4] = e7 [e2, e3] = e7
M7,9 : [e1, e2] = e3 [e3, e4] = e5 [e1, e3] = e6 [e2, e3] = e7 [e2, e4] = e7
M7,10 : [e1, e2] = e3 [e3, e4] = e5 [e1, e3] = e6 [e1, e4] = e7
M7,11 : [e1, e2] = e3 [e3, e4] = e5 [e1, e3] = e6 [e2, e4] = e6 [e1, e4] = e7
M7,12 : [e1, e2] = e3 [e3, e4] = e5 [e2, e4] = e6 [e1, e4] = e7
Si n = 8 y A no es split, A es isomorfa a alguna de las siguientes álgebras no isomorfas
dos a dos:
M8,13 : [e1, e2] = e3 [e3, e4] = e5 [e1, e3] = e6 [e2, e4] = e7 [e1, e4] = e8
M8,14 : [e1, e2] = e3 [e3, e4] = e5 [e1, e3] = e6 [e2, e4] = e7 [e2, e3] = e8
M8,15 : [e1, e2] = e3 [e3, e4] = e5 [e1, e3] = e6 [e2, e4] = e7 [e1, e4] = e8 [e2, e3] = e8
Si n = 9 y A no es split, A es isomorfa a la álgebra:
M9,16 : [e1, e2] = e3 [e1, e3] = e5 [e2, e3] = e6 [e1, e4] = e7 [e2, e4] = e8 [e3, e4] = e9
Recordamos que la clase de las álgebras de Malcev es una subclase de la clase
de las álgebras de Lie-binarias. Por lo tanto, para resolver el problema que nos
hemos planteado, solo tendremos que clasificar aquellas álgebras de Lie-binarias
de dimensión n con anulador de dimensión n− 4 que no sean de Malcev. Para ello,
usaremos la clasificación de las álgebras de Lie-binarias de dimensión cuatro.
La clasificación de las álgebras de Lie-binarias complejas de dimensión cuatro
viene dada en por un trabajo de Kaygorodov, Popov y Volkov [47]. En el Apéndice A,
hemos adjuntado un resumen de esta clasificación. Puesto que necesitaremos los gru-
pos de automorfismos de algunas de estas álgebras, los hemos calculado utilizando
la función desarrollada en el Apéndice B, ya que no estaban incluidos en el artículo
que hemos citado.
Como resultado, obtendremos el Teorema 4.3, que clasifica las álgebras de Lie-
binarias de dimensión n con anulador de dimensión n− 4 que no son de Malcev. En
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él, hemos omitido las álgebras split por razones de claridad y simplemente remitimos
a la Subsección 2.4.18, a través de la cual se puede complementar este enunciado
de manera sencilla con la clasificación de las álgebras de Lie-binarias que no son de
Malcev y son split correspondiente.
Teorema 4.3 (Teorema Principal). Sea B = {e1, e2, e3, ...e7} una base. Sea A una ál-
gebra compleja de Lie-binaria que no es de Malcev de dimensión n, entonces tenemos que
dim(Ann (A)) ≤ n− 4. Además, si dim(Ann (A)) = n− 4, entonces:
Si n = 4 y A no es split, A es isomorfa a alguna de las siguientes álgebras no isomorfas
dos a dos:
Bα 6=0,−1,21 : [e1, e2] = e2 [e1, e3] = e3 [e1, e4] = αe4 [e2, e3] = e4
B2 : [e1, e2] = e3 [e3, e4] = e3
Si n = 5 y A no es split, A es isomorfa a alguna de las siguientes álgebras no isomorfas
dos a dos:
(L1)5,1 : [e1, e2] = e2 [e1, e3] = e3 [e1, e4] = e4 [e2, e3] = e5
(Lα 6=02 )5,1 : [e1, e2] = e2 [e1, e3] = e3 [e1, e4] = e3 + αe4 [e2, e4] = e5 [e2, e3] = (1− α) e5
(L02)5,1 : [e1, e2] = e2 [e1, e3] = e3 [e1, e4] = e3 + e5 [e2, e4] = e5 [e2, e3] = e5
(L−12 )5,2 : [e1, e2] = e2 [e1, e3] = e3 [e1, e4] = e3 − e4 [e2, e3] = e5
(Bα1 )5,1 : [e1, e2] = e2 [e1, e3] = e3 [e1, e4] = αe4 + e5 [e2, e3] = e4
(M1)5,2 : [e1, e2] = e2 [e1, e3] = e3 [e1, e4] = −e4 [e2, e3] = e4 [e2, e4] = e5
(B2)5,1 : [e1, e2] = e3 [e3, e4] = e3 + e5
(B2)5,2 : [e1, e2] = e3 [e3, e4] = e3 [e1, e4] = e5
Si n = 6 y A no es split, A es isomorfa a alguna de las siguientes álgebras no isomorfas
dos a dos:
(L1)6,2 : [e1, e2] = e2 [e1, e3] = e3 [e1, e4] = e4 [e2, e3] = e5 [e3, e4] = e6
(L02)6,2 : [e1, e2] = e2 [e1, e3] = e3 [e1, e4] = e3 + e5 [e2, e3] = e6 [e2, e4] = e6
(L−12 )6,3 : [e1, e2] = e2 [e1, e3] = e3 [e1, e4] = e3 − e4 [e2, e3] = e5 [e2, e4] = e6
(L−12 )6,4 : [e1, e2] = e2 [e1, e3] = e3 [e1, e4] = e3 − e4 [e2, e3] = e5 [e3, e4] = e6
(M1)6,3 : [e1, e2] = e2 [e1, e3] = e3 [e1, e4] = e5 − e4 [e2, e3] = e4 [e2, e4] = e6
(M1)6,4 : [e1, e2] = e2 [e1, e3] = e3 [e1, e4] = −e4 [e2, e3] = e4 [e2, e4] = e5 [e3, e4] = e6
(B2)6,3 : [e1, e2] = e3 [e3, e4] = e3 + e5 [e1, e4] = e6
(B2)6,4 : [e1, e2] = e3 [e3, e4] = e3 [e1, e4] = e5 [e2, e4] = e6
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Si n = 7 y A no es split, A es isomorfa a alguna de las siguientes álgebras no isomorfas
dos a dos:
(L1)7,3 : [e1, e2] = e2 [e1, e3] = e3 [e1, e4] = e4 [e2, e3] = e5 [e2, e4] = e6 [e3, e4] = e7
(L−12 )7,5 : [e1, e2] = e2 [e1, e3] = e3 [e1, e4] = e3 − e4 [e2, e3] = e5 [e2, e4] = e6 [e3, e4] = e7
(M1)7,5 : [e1, e2] = e2 [e1, e3] = e3 [e1, e4] = e5 − e4 [e2, e3] = e4 [e2, e4] = e6 [e3, e4] = e7
(B2)7,5 : [e1, e2] = e3 [e3, e4] = e3 + e7 [e1, e4] = e5 [e2, e4] = e6
De este modo, el Teorema 4.2 junto al Teorema 4.3 integran la clasificación de las
álgebras de Lie-binarias no split de dimensión n con anulador de dimensión n− 4.
Como hicimos en el capítulo anterior, para probar el Teorema 4.3, distinguiremos
un caso para cada álgebra de Lie-binaria de dimensión cuatro y aplicaremos el
Algoritmo Principal 4.1 con el fin de clasificar sus extensiones por anulador de Lie-
binarias y no split que no son de Malcev.
Con el propósito de facilitar la lectura, a lo largo de este estudio denotaremos por
L a las álgebras de Lie, porM a las álgebras de Malcev que no son de Lie y por B a
las álgebras de Lie-binarias que no son de Malcev.
Comenzamos presentando la Tabla 4.1, en donde hemos rebautizado las álgebras
de la clasificación de [47], separando algunas familias para que resulte más fácil el
posterior estudio. Hemos calculado los correspondientes H2M, H
2
BL y Ann, y hemos
omitido todas aquellas álgebras de Malcev tales queH∈M (A, C) = H2BL (A, C), pues-
to que estas no tendrán extensiones centrales de Lie-binarias que no sean de Malcev.
Para realizar estos cálculos, nos hemos apoyado en las funciones del Apéndice B.
Por otra parte, puesto que en el resto de álgebras H∈M (A, C) = H2BL (A, C),
tenemos el siguiente corolario.
Corolario 4.1. Toda extensión por anulador de las álgebras n3 ⊕ C, n4, r2 ⊕ C2, r2 ⊕ r2,
sl2 ⊕C, g4(α, β) para α, β ∈ C y g5(α) para α ∈ C≥1, es álgebra de Malcev.
Además, en la Tabla 4.1, observamos que algunas álgebras solo admiten una
extensión por anulador de Lie-binaria no split que no es de Malcev. El siguiente
resultado refleja este hecho.
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Álgebra (A) Multiplicación H2M (A, C) H
2
BL (A, C) Ann(A) Observaciones
L1 = g1
[e1, e2] = e2
[e1, e3] = e3
[e1, e4] = e4
0 〈[Λ23] , [Λ24] , [Λ34]〉 0 (UMBL)s≤3 (L1) 6= ∅
Lα2 = g2(α)
(α 6= 0,−1)
[e1, e2] = e2
[e1, e3] = e3
[e1, e4] = e3 + αe4
0 〈[Λ24] + (1− α) [Λ23]〉 0 (UMBL)1 (Lα2) 6= ∅
L02 = g2(0)
[e1, e2] = e2
[e1, e3] = e3
[e1, e4] = e3






[e1, e2] = e2
[e1, e3] = e3
[e1, e4] = e3 − e4





Bα1 = g3 (α)
(α 6= −1, 2, 0)
[e1, e2] = e2
[e1, e3] = e3
[e1, e4] = αe4
[e2, e3] = e4





B01 = g3 (0)
[e1, e2] = e2
[e1, e3] = e3
[e2, e3] = e4






[e1, e2] = e2
[e1, e3] = e3
[e1, e4] = 2e4
[e2, e3] = e4
0 〈[Λ14]〉 0 (UMBL)1 (L3) 6= ∅
M1 = g3(−1)
[e1, e2] = e2
[e1, e3] = e3
[e1, e4] = −e4
[e2, e3] = e4
0 〈[Λ14] , [Λ24] , [Λ34]〉 0 (UMBL)s≥3 (M1) 6= ∅
B2 = g6
[e1, e2] = e3
[e3, e4] = e3
No es Malcev 〈[Λ14] , [Λ24] , [Λ34]〉 0 (TBL)s≥3 (B2) 6= ∅
TABLA 4.1: Álgebras de Lie-binarias conH∈M (A, C) 6= H
2
BL (A, C).
Corolario 4.2. Las álgebras Lα2 (para α 6= 0,−1), Bα1 (para α 6= −1, 2) y L3 tienen una
única extensión central de Lie-binaria no split que no es Malcev. Respectivamente, estas
extensiones, salvo isomorfismos, son:
(Lα 6=0,−12 )5,1 : [e1, e2] = e2 [e1, e3] = e3 [e1, e4] = e3 + αe4 [e2, e4] = e5 [e2, e3] = (1− α) e5
(Bα 6=−1,21 )5,1 : [e1, e2] = e2 [e1, e3] = e3 [e1, e4] = αe4 + e5 [e2, e3] = e4
(L3)5,1 : [e1, e2] = e2 [e1, e3] = e3 [e1, e4] = 2e4 + e5 [e2, e3] = e4
Demostración. Solo es necesario precisar que aunque Ann(B01) = 〈e4〉, tenemos que
Ann(B01) ∩ Rad(Λ14) = 0.
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El resto de álgebras hay que estudiarlas detenidamente, dedicaremos una sección
a cada una de ellas.
4.2.1. Álgebra L1
1. Por la Tabla 4.1, conocemos H2BL(L1, k), H2M(L1, k) y Ann(L1). Además, utili-
zando la función del Apéndice B, el grupo de automorfismos deL1 está formado
por las matrices no singulares de la forma:

1 0 0 0
x21 x22 x23 x24
x31 x32 x33 x34
x41 x42 x43 x44

.
2. Estudiamos las órbitas de (UMBL)s(L1) por la acción del grupo de automorfismos
Aut(L1).
? Si s = 1. Utilizando los resultados de la Tabla 4.1, tenemos que un
subespacio vectorial arbitrario del conjunto (UMBL)1 (L1) es de la forma
〈a23 [Λ23] + a24 [Λ24] + a34 [Λ34]〉. La acción de un automorfismo sobre este
espacio lo envía a
〈(a23 (x22x33 − x23x32) + a24 (x22x43 − x23x42) + a34 (x32x43 − x33x42)) [Λ23]
+(a23 (x22x34 − x32x24) + a24 (x22x44 − x24x42) + a34 (x32x44 − x42x34)) [Λ24]
+(a23 (x23x34 − x24x33) + a24 (x23x44 − x24x43) + a34 (x33x44 − x34x43)) [Λ34]〉.
Vamos a probar que existe una única órbita, con representante 〈[Λ23]〉.
Observamos que si a24 = 0 y a34 = 0, entonces claramente el espacio se en-
cuentra en la órbita de 〈[Λ23]〉. En otro caso, basta tomar el automorfismo:
φ =

1 0 0 0
0 0 0 1
0 0 1 0




si a24 = 0 y a34 6= 0,
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φ =

1 0 0 0
0 0 1 − a34a24
0 0 0 1




si a24 6= 0.
? Si s = 2. Utilizando el caso anterior, podemos suponer que un subespacio
arbitrario de (UMBL)2 (L1) es de la forma 〈[Λ23] , a24 [Λ24] + a34 [Λ34]〉.
 Si a24 = 0, obtenemos el representante de órbita 〈[Λ23] , [Λ34]〉.
 Si a24 6= 0, tomamos el automorfismo
φ =

1 0 0 0
0 −a−124 a34 1 0
0 1 0 0
0 0 0 1

.
La acción de φ sobre el espacio 〈[Λ23] , a24 [Λ24] + a34 [Λ34]〉 lo envía a
〈− [Λ23] , a24 [Λ34]〉 = 〈[Λ23] , [Λ34]〉, que es el representante del caso
anterior.
? Si s = 3. Tenemos que (UMBL)3 (L1) = {〈[Λ23] , [Λ24] , [Λ34]〉} y por tanto,
hay una única órbita.
3. Construimos cada una de las álgebras correspondientes a los representantes de
órbitas que hemos calculado.
Lema 4.1. Sea A una extensión central de Lie-binaria que no es Malcev ni split de la álgebra
L1, entonces esta es isomorfa a alguna de las siguientes álgebras no isomorfas entre sí:
(L1)5,1 : [e1, e2] = e2 [e1, e3] = e3 [e1, e4] = e4 [e2, e3] = e5
(L1)6,2 : [e1, e2] = e2 [e1, e3] = e3 [e1, e4] = e4 [e2, e3] = e5 [e3, e4] = e6
(L1)7,3 : [e1, e2] = e2 [e1, e3] = e3 [e1, e4] = e4 [e2, e3] = e5 [e2, e4] = e6 [e3, e4] = e7
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4.2.2. Álgebra L02
1. Por la Tabla 4.1, tenemos H2BL(L02, k), H2M(L02, k) y Ann(L02). Además, el grupo
de automorfismos de L02 está formado por matrices no singulares de la forma:
1 0 0 0
x21 x22 x23 x23
x31 x32 x34 + x44 x34
x41 0 0 x44

.
2. Estudiamos las órbitas de (UMBL)s(L02) por la acción del grupo de automorfismos
Aut(L02).





es de la forma 〈a14 [Λ14] + a23 ([Λ23] + [Λ24])〉 con
a23 6= 0, y puesto que Ann(L2) = 〈e3 − e4〉, entonces debe ser a14 6= 0, ya
que de no ser así, el radical del único generador del espacio coincidiría con
Ann(L02), incumpliendo la condición de intersección vacía.
La acción de un automorfismo sobre 〈a14 [Λ14] + a23 ([Λ23] + [Λ24])〉 lo
envía al espacio
〈a14x44 [Λ14] + a23 (x22x34 − x23x32 + x22x44) ([Λ23] + [Λ24])〉.
Como a14 6= 0 y a23 6= 0, basta tomar el automorfismo:
φ =

1 0 0 0




0 0 0 a−114

,
que envía cualquier espacio genérico 〈a14 [Λ14] + a23 ([Λ23] + [Λ24])〉, en
las condiciones citadas, al espacio 〈[Λ14] + [Λ23] + [Λ24]〉.
? Si s = 2. Puesto que Ann(L02)∩ Rad(Λ14)∩ Rad(Λ23 + Λ24) = 0, entonces




= {〈[Λ14] , [Λ23] + [Λ24]〉}, resultan-
do en una única órbita.
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3. Construimos cada una de las álgebras correspondientes a los representantes de
órbitas que hemos calculado.
Lema 4.2. Sea A una extensión central de Lie-binaria que no es Malcev ni split de la álgebra
L02, entonces esta es isomorfa a alguna de las siguientes álgebras no isomorfas entre sí:
(L02)5,1 : [e1, e2] = e2 [e1, e3] = e3 [e1, e4] = e3 + e5 [e2, e3] = e5 [e2, e4] = e5
(L02)6,2 : [e1, e2] = e2 [e1, e3] = e3 [e1, e4] = e3 + e5 [e2, e3] = e6 [e2, e4] = e6
4.2.3. Álgebra L−12
1. Ya conocemos H2BL(L
−1




2 , k) y Ann(L
−1
2 ). Asimismo, el grupo de
automorfismos de L−12 está formado por matrices no singulares de la forma:
1 0 0 0
x21 x22 2x24 x24
x31 x32 2x34 + x44 x34
x41 0 0 x44

.
2. Estudiamos las órbitas de (UMBL)s(L
−1
2 ) por la acción del grupo de automorfis-
mos Aut(L−12 ).










, entonces deberá ser a23 6= 0. También, observamos que
la acción de un automorfismo sobre este espacio lo envía a:
〈a23 (2x22x34 − 2x32x24 + x22x44) [Λ23]
+ (a23 (x22x34 − x32x24) + a24x22x44 + a34x32x44) [Λ24]
+ (x44 (x24 (2a24 − a23) + a34 (2x34 + x44))) [Λ34]〉.
Por ello, distinguiremos dos casos:
 Si a34 = 0. Nos encontramos con dos nuevos casos.
• Si 2a24 − a23 = 0, tenemos el espacio 〈2 [Λ23] + [Λ24]〉.
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• Si 2a24 − a23 6= 0, entonces el automorfismo:
φ =

1 0 0 0
0 (a23 − 2a24)−1 0 0
0 0 1− 2a−123 a24 −a
−1
23 a24
0 0 0 1

,
envía el espacio 〈a23 [Λ23] + a24 [Λ24]〉 a 〈[Λ23]〉, que no está en la
órbita del caso anterior.
 Si a34 6= 0, tomando el automorfismo:
φ =

1 0 0 0
0 0 2a−123 a34 a
−1
23 a34







0 0 0 1

,
comprobamos que envía 〈a23 [Λ23] + a24 [Λ24] + a34 [Λ34]〉 al espacio
〈[Λ23]〉, del caso anterior.





, es de la forma 〈[Λ23] , a24 [Λ24] + a34 [Λ34]〉 o
de la forma 〈2 [Λ23] + [Λ24] , a24 [Λ24] + a34 [Λ34]〉.
 Si tomamos 〈[Λ23] , a24 [Λ24] + a34 [Λ34]〉, tenemos que distinguir dos
casos:
• Si a34 = 0, tenemos el espacio 〈[Λ23] , [Λ24]〉.
• Si a34 6= 0, tomamos el automorfismo:
φ =

1 0 0 0











Entonces la acción de φ sobre 〈[Λ23] , a24 [Λ24] + a34 [Λ34]〉 lo envía
a 〈[Λ23] , [Λ34]〉.
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Para ver que estos espacios se encuentran en órbitas disjuntas, su-




∈ Aut (L3) tal que






φ [Λ23] = (2x22x34 − 2x32x24 + x22x44) [Λ23] +
+ (x22x34 − x32x24) [Λ24]− x24x44 [Λ34] = b11 [Λ23] + b21 [Λ34] ;
φ [Λ24] =x22x44 [Λ24] + 2x24x44 [Λ34] = b12 [Λ23] + b22 [Λ34] .
Comparando los coeficientes de [Λ24] en ambos lados de las ecuacio-
nes, deducimos que debe cumplirse que x22x34 − x32x24 = x22x44 = 0,
y por tanto φ es singular, que es una contradicción.
 Si tomamos 〈2 [Λ23] + [Λ24] , a24 [Λ24] + a34 [Λ34]〉,
• Si a34 = 0, entonces tenemos el espacio 〈[Λ23] , [Λ24]〉, que ya
habíamos obtenido.
• Si a34 6= 0, entonces tomamos el automorfismo:
φ =

1 0 0 0
0 0 −1 − 12
0 1 0 − 12 a
−1
34
0 0 0 a−134

si a24 = 0,
φ =

1 0 0 0





0 1 1 0
0 0 0 1

si a24 6= 0.
Se puede comprobar que este automorfismo envía el espacio que
estamos considerando a 〈[Λ23] , [Λ24]〉, obteniendo de nuevo la
misma órbita del caso anterior.




= {〈[Λ23] , [Λ24] , [Λ34]〉} y tenemos una
única órbita.
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3. Construimos cada una de las álgebras correspondientes a los representantes de
órbitas que hemos calculado.
Lema 4.3. Sea A una extensión central de Lie-binaria que no es Malcev ni split de la álgebra
L−12 , entonces esta es isomorfa a alguna de las siguientes álgebras no isomorfas entre sí:
(L−12 )5,1 : [e1, e2] = e2 [e1, e3] = e3 [e1, e4] = e3 − e4 [e2, e3] = 2e5 [e2, e4] = e5
(L−12 )5,2 : [e1, e2] = e2 [e1, e3] = e3 [e1, e4] = e3 − e4 [e2, e3] = e5
(L−12 )6,3 : [e1, e2] = e2 [e1, e3] = e3 [e1, e4] = e3 − e4 [e2, e3] = e5 [e2, e4] = e6
(L−12 )6,4 : [e1, e2] = e2 [e1, e3] = e3 [e1, e4] = e3 − e4 [e2, e3] = e5 [e3, e4] = e6
(L−12 )7,5 : [e1, e2] = e2 [e1, e3] = e3 [e1, e4] = e3 − e4 [e2, e3] = e5 [e2, e4] = e6 [e3, e4] = e7
4.2.4. ÁlgebraM1
1. Como en los casos anteriores, hemos calculado el grupo de automorfismos de
M1 utilizando la función del Apéndice B, ya que el resto de información nece-
saria la tenemos en la Tabla 4.1. Este está formado por matrices no singulares
de la forma: 
1 0 0 0
2δ−1 (x22x43 − x42x23) x22 x23 0
2δ−1 (x32x43 − x42x33) x32 x33 0
x41 x42 x43 δ

,
donde δ = x22x33 − x23x32 6= 0.
2. Estudiamos las órbitas de (UMBL)s(M1) por la acción del grupo de automorfis-
mos Aut(M1).
? Si s = 1. Tomamos un espacio 〈a14 [Λ14] + a24 [Λ24] + a34 [Λ34]〉 de
(UMBL)1 (M1) (véase Tabla 4.1). La acción de un automorfismo arbitrario
sobre este espacio lo envía a
〈(δa14 + 3a24 (x22x43 − x23x42) + 3a34 (x32x43 − x33x42)) [Λ14]
+ δ (a24x22 + a34x32) [Λ24] + δ (a24x23 + a34x33) [Λ34]〉.
 Si a24 = 0 y a34 = 0, tenemos la órbita trivial del espacio 〈[Λ14]〉.
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 Si a24 6= 0 o a34 6= 0, entonces tomamos el automorfismo:
φ =

1 0 0 0
− 23 a14a
−1
24 1 0 0
0 0 a−124 0






si a34 = 0,
φ =

1 0 0 0












si a34 6= 0.
Este automorfismo φ envía el espacio 〈a14 [Λ14] + a24 [Λ24] + a34 [Λ34]〉
a 〈[Λ24]〉.
? Si s = 2. Por el caso anterior, podemos suponer que un espacio arbitrario
de (UMBL)2 (M1) es de la forma 〈[Λ14] , a24 [Λ24] + a34 [Λ34]〉 o de la forma
〈[Λ24] , a14 [Λ14] + a34 [Λ34]〉
 Si consideramos el espacio 〈[Λ14] , a24 [Λ24] + a34 [Λ34]〉, entonces tene-
mos que:
• Si a34 = 0, tenemos el espacio 〈[Λ14] , [Λ24]〉.
• Si a34 6= 0, basta tomar el automorfismo φ de la siguiente forma:
φ =

1 0 0 0
0 0 −1 0
0 1 a−134 a24 0
0 0 0 1

.
Claramente, la acción de φ envía 〈[Λ14] , a24 [Λ24] + a34 [Λ34]〉 a
〈[Λ14] , [Λ24]〉, obteniendo la misma órbita del caso anterior.
 Si ahora consideramos 〈[Λ24] , a14 [Λ14] + a34 [Λ34]〉, tenemos los si-
guientes casos:
• Si a34 = 0, entonces obtenemos de nuevo el espacio 〈[Λ14] , [Λ24]〉.
• Si a34 6= 0, tomando el automorfismo:
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φ =

1 0 0 0
0 1 0 0
− 23 a14a
−1






tenemos el espacio 〈[Λ24] , [Λ34]〉.
Basta observar que para todo automorfismo φ ∈ Aut (M1) se cumple que
φ [Λ14] ∈ 〈[Λ14]〉, para concluir que los representantes que hemos extraído
se encuentran en órbitas disjuntas.
? Si s = 3. Entonces el conjunto (UMBL)3 (M1) = {〈[Λ14] , [Λ24] , [Λ34]〉} con-
forma una única órbita.
3. Construimos cada una de las álgebras correspondientes a los representantes de
órbitas que hemos calculado.
Lema 4.4. Sea A una extensión central de Lie-binaria que no es Malcev ni split de la álgebra
M1, entonces esta es isomorfa a alguna de las siguientes álgebras no isomorfas entre sí:
(M1)5,1 : [e1, e2] = e2 [e1, e3] = e3 [e1, e4] = e5 − e4 [e2, e3] = e4
(M1)5,2 : [e1, e2] = e2 [e1, e3] = e3 [e1, e4] = −e4 [e2, e3] = e4 [e2, e4] = e5
(M1)6,3 : [e1, e2] = e2 [e1, e3] = e3 [e1, e4] = e5 − e4 [e2, e3] = e4 [e2, e4] = e6
(M1)6,4 : [e1, e2] = e2 [e1, e3] = e3 [e1, e4] = −e4 [e2, e3] = e4 [e2, e4] = e5 [e3, e4] = e6
(M1)7,5 : [e1, e2] = e2 [e1, e3] = e3 [e1, e4] = e5 − e4 [e2, e3] = e4 [e2, e4] = e6 [e3, e4] = e7
4.2.5. Álgebra B2
1. El grupo de automorfismos de B2 está formado por matrices no singulares de
la forma: 
x11 x12 0 ε
x21 x22 0 ϕ
x31 x32 δ x34
0 0 0 1

,
donde δ = x11x22 − x12x21, εδ = x11x32 − x12x31 y ϕδ = x21x32 − x22x31.
2. Estudiamos las órbitas de (TBL)s(B2) por la acción del grupo de automorfismos
Aut(B2).
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? Si s = 1. Por los resultados de la Tabla 4.1, un espacio arbitrario de
(TBL)1(B2) es de la forma 〈a14 [Λ14] + a24 [Λ24] + a34 [Λ34]〉. Luego, la ac-
ción de un automorfismo sobre este espacio lo envía a:
(a14x11 + a24x21 + a34x31) [Λ14]+ (a14x12 + a24x22 + a34x32) [Λ24]+ δa34 [Λ34] .
A partir de aquí, tenemos al menos dos órbitas. Por lo que diferenciamos
los siguientes casos:
 Si a34 = 0, entonces:
• Si a24 = 0, entonces tenemos el espacio 〈[Λ14]〉.
• Si a24 6= 0, tomando el automorfismo siguiente:
φ =





0 0 −a−124 0
0 0 0 1

.
Tenemos que la acción de φ sobre 〈a14 [Λ14] + a24 [Λ24]〉 lo envía a
〈[Λ14]〉, obteniendo la misma órbita del caso anterior
 Si a34 6= 0, tomamos φ como el automorfismo:
φ =

1 0 0 −a−134 a24
0 1 0 a−134 a14
−a−134 a14 −a
−1
34 a24 1 0
0 0 0 1

.
La acción de φ sobre 〈a14 [Λ14] + a24 [Λ24] + a34 [Λ34]〉 lo envía al espa-
cio 〈[Λ34]〉.
? Si s = 2. Como hemos hecho en estudios anteriores, observando el
estudio del caso s = 1, podemos suponer que un espacio arbitrario
de (TBL)2 (B2) es de la forma 〈[Λ34] , a14 [Λ14] + a24 [Λ24]〉 o de la forma
〈[Λ14] , a24 [Λ24] + a34 [Λ34]〉.
 Comenzaremos considerando el espacio 〈[Λ34] , a14 [Λ14] + a24 [Λ24]〉.
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• Si a24 = 0, entonces tenemos el representante 〈[Λ14] , [Λ34]〉.
• Si a24 6= 0, basta tomar el automorfismo:
φ =

0 a24 0 0
a−124 −a14 0 0
0 0 −1 0
0 0 0 1

.
La acción del automorfismo φ envía el espacio
〈[Λ34] , a14 [Λ14] + a24 [Λ24]〉 al espacio 〈[Λ14] , [Λ34]〉, obteniendo
de nuevo la misma órbita.
 Ahora, consideraremos el espacio 〈[Λ14] , a24 [Λ24] + a34 [Λ34]〉.
• Si a34 = 0, obtenemos la órbita trivial del espacio 〈[Λ14] , [Λ24]〉.
• Si a34 6= 0, obtenemos el representante 〈[Λ14] , [Λ34]〉 tomando:
φ =

1 0 0 −a24a−134




0 0 0 1

.
? Si s = 3. Tenemos la órbita de (TBL)3 (B2) = {〈[Λ14] , [Λ24] , [Λ34]〉}.
3. Construimos cada una de las álgebras correspondientes a los representantes de
órbitas que hemos calculado.
Lema 4.5. Sea A una extensión central de Lie-binaria que no es Malcev ni split de la álgebra
B2, entonces esta es isomorfa a alguna de las siguientes álgebras no isomorfas entre sí:
(B2)5,1 : [e1, e2] = e3 [e3, e4] = e3 + e5
(B2)5,2 : [e1, e2] = e3 [e3, e4] = e3 [e1, e4] = e5
(B2)6,3 : [e1, e2] = e3 [e3, e4] = e3 + e5 [e1, e4] = e6
(B2)6,4 : [e1, e2] = e3 [e3, e4] = e3 [e1, e4] = e5 [e2, e4] = e6
(B2)7,5 : [e1, e2] = e3 [e3, e4] = e3 + e7 [e1, e4] = e5 [e2, e4] = e6
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Recopilando los resultados obtenidos en esta sección, podemos dar por probado
el Teorema 4.3 de clasificación de las álgebras de Lie-binarias que no son de Malcev




E ste documento ha estudiado el problema de clasificación salvo isomorfismosde las álgebras con anulador no nulo, desarrollando un procedimiento gene-ral para clasificar este tipo de álgebras en distintos escenarios posibles. Con
este fin, se ha hecho uso de la noción de extensión por anulador de una álgebra, que
permitía construir clasificaciones de dimensiones superiores a partir de clasificaciones
de dimensiones inferiores. Como resultado, esta memoria ha quedado dividida de la
siguiente forma.
En el primer capítulo, se ha incluido una breve introducción a la teoría de álge-
bras no asociativas, que recoge todos aquellos conceptos elementales que han ido
surgiendo a lo largo de la misma.
En el segundo capítulo, se ha construido un procedimiento que permite calcular
la clasificación de las extensiones por anulador no split de una álgebra, en virtud del
cual es posible obtener clasificaciones de las álgebras de dimensión n con anulador
de dimensión m a partir de la clasificación de las álgebras de dimensión n−m. Para
mostrar la viabilidad de este procedimiento, se ha aplicado al problema concreto de
clasificar las álgebras de dimensión n con anulador de dimensión n− 2, utilizando la
clasificación de las álgebras de dimensión dos.
En el tercer capítulo, se ha construido un nuevo procedimiento a partir del cual es
posible obtener la clasificación de las extensiones por anulador no split de una álgebra
que pertenecen a una clase definida por identidades polinómicas. Posteriormente, se
ha aplicado este procedimiento al problema de clasificar las álgebras anticonmutativas
de dimensión n con anulador de dimensión n− 3, utilizando la clasificación de las
álgebras anticonmutativas de dimensión tres.
En el cuarto capítulo, se ha abordado otra variante del problema, la de clasificar
las extensiones por anulador no split de una álgebra que pertenecen a una clase
definida por identidades polinómicas pero que no pertenecen a otra clase definida de
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la misma forma. Esta variante se resuelve adaptando ligeramente el procedimiento
del capítulo anterior. Finalmente, se ha aplicado esta nueva versión al problema
de clasificar las álgebras de Lie-binarias que no son de Malcev de dimensión n con
anulador de dimensión n− 4, utilizando la clasificación de las álgebras de Lie-binarias
de dimensión cuatro.
Aunque en esta memoria se hayan resuelto algunas de las incógnitas en torno a
la clasificación de álgebras con anulador no nulo, aun existen otras cuestiones que
deben ser estudiadas en futuros trabajos.
Uno de estos interrogantes sería el de si es posible adaptar el procedimiento
desarrollado en el tercer capítulo al problema de clasificar extensiones por anulador
de una clase definida por pseudoidentidades. Más aun, se podría estudiar si es posible
construir un procedimiento para clasificar extensiones por anulador de cualquier
clase (incluyendo las no definidas por identidades ni por pseudoidentidades).
Otro interrogante que queda abierto gira en torno a la posibilidad de construir
un procedimiento todavía más general, que permita clasificar todas las extensiones,
en el sentido usual del término, de una álgebra. Pues a partir de él, sería posible
obtener clasificaciones de álgebras no simples de dimensiones superiores utilizando




En este apéndice, reunimos de forma concisa todas aquellas clasificacionesalgebraicas conocidas que han sido utilizadas a lo largo de esta memoriacomo punto de partida para calcular sus extensiones por anulador, aplicando
el procedimiento correspondiente en cada caso, con el fin de obtener cada una de las
clasificaciones algebraicas que hemos presentado.
Esto incluye la clasificación de las álgebras de dimensión dos, la clasificación de
las álgebras anticonmutativas de dimensión tres y la clasificación de las álgebras de
Lie-binarias de dimensión cuatro. Cada una ellas, la hemos resumido en una tabla
diferente junto con información adicional de utilidad para nuestro propósito.
A.1. Clasificación de las álgebras de dimensión dos
En virtud del artículo de Ivan Kaygorodov y Yuri Volkov [1], tenemos la cla-
sificación, salvo isomorfismos, de las álgebras de dimensión dos sobre un cuerpo
algebraicamente cerrado. Esta clasificación distingue seis clases de álgebras según
el número de elementos idempotentes, esto es, elementos e ∈ A con e 6= 0 tal que
e2 = e, y el número de elementos 2-nil, esto es, elementos x ∈ A con x 6= 0 tal que
x2 = 0. Estas clases son:
Las álgebras de la clase A no tienen elementos idempotentes y los elementos
2-nil generan un único subespacio de dimensión uno.
Las álgebras de la clase B no tienen elementos idempotentes y tiene dos elemen-
tos 2-nil linealmente independientes.
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Las álgebras de la clase C tienen un único elemento idempotente y no tienen
elementos 2-nil.
Las álgebras de la clase D tienen un único elemento idempotente y un elemento
2-nil.
Las álgebras de la clase E tienen dos elementos idempotentes linealmente
independientes.
La clase formada por la álgebra de productos nulos de dimensión dos N2.
Para dar la clasificación algebraica desarrollada en el citado trabajo, es necesario
introducir cierta notación relativa a los conjuntos sobre los que están definidas las
familias de álgebras de cada clase.
Notación A.1. En primer lugar, consideramos la acción del grupo cíclico C2 = 〈ρ | ρ2〉
sobre k definida por ρα = −α para α ∈ k. Fijamos un conjunto de representantes de órbitas y
lo denotamos por k≥0. De este modo, si k = C, entonces podemos tomar
C≥0 = {α ∈ C | Re(α) > 0} ∪ {α ∈ C | Re(α) = 0, Im(α) ≥ 0}.
De igual forma, consideramos la acción del grupo cíclico C2 sobre k∗ \ {1} definida por
ρα = α−1 para α ∈ k∗ \ {1}. Fijamos un conjunto de representantes de órbita bajo esta
acción y lo denotamos por k∗>1. Por ejemplo, si k = C, entonces
C∗>1 = {α ∈ C∗ | |α| > 1} ∪ {α ∈ C∗ | |α| = 1, 0 < arg(α) ≤ π}.
En segundo lugar, consideramos la acción de C2 sobre k2 que viene dada por la aplicación
ρ(α, β) = (1− α+ β, β) para (α, β) ∈ k2. De nuevo, fijamos algún conjunto de representates
de órbitas bajo esta acción y lo denotamos por U . Asimismo, introducimos el conjunto
T = {(α, β) ∈ k2 | α + β = 1}.
Finalmente, definimos D(α, β, γ, δ) = (α + γ)(β + δ) − 1, para (α, β, γ, δ) ∈ k4.
Para cada elemento (α, β, γ, δ) tal que D(α, β, γ, δ) 6= 0 definimos C1(α, β, γ, δ) = (β, δ),












| Γ ∈ k4,D(Γ) 6= 0, C1(Γ), C2(Γ) 6∈ T } ⊂ (k2)3.
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para σ ∈ S3. Observar que
existe un conjunto de representantes de órbita por esta acción Ṽ tal que si (C1, C2, C3) ∈ Ṽ y
C1 6= C2, entonces C3 6= C1, C2. Fijamos Ṽ de esta forma y definimos





Además, definimos C(Γ) = {C1(Γ), C2(Γ), C3(Γ)} ⊂ k2 para Γ ∈ V .
En la Tabla A.1, recopilamos la clasificación salvo isomorfismos de las álgebras
de dimensión dos, proporcionada por el trabajo citado. Para una base {e1, e2} de A,
la primera columna denota el nombre dado a dicha álgebra, la segunda columna
indica la multiplicación de la álgebra y la tercera columna muestra el grupo de
automorfismos correspondiente, que también puede encontrarse en el mismo artículo.
Como consecuencia de esta clasificación, tenemos el siguiente corolario acerca de
las álgebras con anulador no nulo de dimensión dos, cuya demostración es sencilla.
Corolario A.1. Sea A una álgebra de dimensión dos con Ann(A) 6= 0, entonces es isomorfa
a A3, D2(0, 0) o N2.
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Álgebra (A) Multiplicación Grupo de automorfismos (Aut)
A1(α), α ∈ k
e1e1 = e1 + e2, e1e2 = αe2,




 : x ∈ k}
A2
e1e1 = e2, e1e2 = e2,




 : x ∈ k}
A3
e1e1 = e2, e1e2 = 0,




 : x ∈ k∗, y ∈ k}
A4(α), α ∈ k≥0
e1e1 = αe1 + e2, e1e2 = e1 + αe2,




} si α = 0,
{1} en otro caso
B1(α), α ∈ k
e1e1 = 0, e1e2 = (1− α)e1 + e2,
e2e2 = 0, e2e1 = αe1 − e2
{1}
B2(α), α ∈ k
e1e1 = 0, e1e2 = (1− α)e1,




 : x ∈ k∗}
B3
e1e1 = 0, e1e2 = e2,




 : x ∈ k, y ∈ k∗}
C(α, β),
(α, β) ∈ k× k≥0
e1e1 = e2, e1e2 = (1− α)e1 + βe2,




} si β = 0,
{1} si β 6= 0
D1(α, β),
(α, β) ∈ U
e1e1 = e1, e1e2 = (1− α)e1 + βe2,




} si β = 2α− 1,
{1} si β 6= 2α− 1
D2(α, β),
(α, β) ∈ k2\T
e1e1 = e1, e1e2 = αe2,




 : x ∈ k∗}
D3(α, β),
(α, β) ∈ k2\T
e1e1 = e1, e1e2 = e1 + αe2,
e2e2 = 0, e2e1 = −e1 + βe2
{1}
E1(α, β, γ, δ),
(α, β, γ, δ) ∈ V
e1e1 = e1, e1e2 = αe1 + βe2,
e2e2 = e2, e2e1 = γe1 + δe2
S2 si (α, γ) = (δ, β) 6= (−1,−1),
S3 si (α, γ) = (δ, β) = (−1,−1),
{1} en otro caso
E2(α, β, γ),
(α, β, γ) ∈ k3\k× T
e1e1 = e1, e1e2 = (1− α)e1 + βe2,
e2e2 = e2, e2e1 = αe1 + γe2
{1}
E3(α, β, γ),
(α, β, γ) ∈ k2 × k∗>1
e1e1 = e1, e1e2 = (1− α)γe1 + βγ e2,
e2e2 = e2, e2e1 = αγe1 +
1−β
γ e2
S2 si γ = −1 y α = β,
{1} en otro caso
E4
e1e1 = e1, e1e2 = e1 + e2,
e2e2 = e2, e2e1 = 0
{1}
E5(α), α ∈ k
e1e1 = e1, e1e2 = (1− α)e1 + αe2,
e2e2 = e2, e2e1 = αe1 + (1− α)e2
{
 x y
1− x 1− y
 : x, y ∈ k, x 6= y}
N2
e1e1 = 0, e1e2 = 0,
e2e2 = 0, e2e1 = 0
GL(2, k)
TABLA A.1: Álgebras de dimensión dos módulo isomorfismos.
Donde {1} denota el grupo trivial, S2 y S3 denotan el grupo simétrico de dimen-
sión dos y tres y GL(2, k) denota el grupo lineal general de grado dos.
A.2. Clasificación de las álgebras anticonmutativas de dimensión tres 127
A.2. Clasificación de las álgebras anticonmutativas de di-
mensión tres
La clasificación módulo isomorfismos de las álgebras anticonmutativas de dimen-
sión tres se tiene gracias al artículo de Nurlan Ismailov, Ivan Kaygorodov y Yury
Volkov [11]. En la Tabla A.2, presentamos dicha clasificación de forma sintética. Para
una base {e1, e2, e3} de A, la primera columna denota el nombre de la álgebra y la
segunda columna indica la multiplicación de la álgebra. En ella, hemos omitido aque-
llos productos que se deduzcan de la anticonmutatividad de la álgebra y aquellos
que son igual a cero.
Álgebra (A) Multiplicación
g1 e2e3 = e1
g2 e1e3 = e1 e2e3 = e2
gα3 , α ∈ k≥1 e1e3 = e1 + e2 e2e3 = αe2
g4 e1e2 = e3 e1e3 = −e2 e2e3 = e1
A α1 , α ∈ k≥1 e1e2 = e3 e1e3 = e1 + e3 e2e3 = αe2
A2 e1e2 = e1 e2e3 = e2
A3 e1e2 = e3 e1e3 = e1 e2e3 = e2
N3
TABLA A.2: Álgebras anticonmutativas de dimensión tres módulo
isomorfismos.
Donde hemos denotado por k≥1 al conjunto k∗>1 ∪ {0, 1}.
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A.3. Clasificación de las álgebras de Lie-binarias complejas
de dimensión cuatro
La clasificación de las álgebras de Lie-binarias complejas de dimensión cuatro
viene dada por el trabajo [47] de Yury Volkov, Ivan Kaygorodov y Yury Popov. La
Tabla A.3 recoge dicha clasificación.
Para una base {e1, e2, e3, e4} de A, la primera columna denota el nombre dado
a la álgebra y la segunda columna indica la multiplicación de la álgebra, en la que
volvemos a omitir aquellos productos que se deduzcan de la anticonmutatividad
de la álgebra y aquellos que son igual a cero. Adicionalmente, utilizando la función
desarrollada en el Apéndice B en Wolfram Mathematica, hemos estudiado cuáles de
estas álgebras de Lie-binarias son de Lie o de Malcev, incluyendo dicha información
en una tercera columna. En el caso en el que no se indique nada, queremos decir que
no es ni de Lie ni de Malcev.
Álgebra (A) Multiplicación Clase
n3 ⊕C [e1, e2] = e3 Lie
n4 [e1, e2] = e3 [e1, e3] = e4 Lie
r2 ⊕C2 [e1, e2] = e2 Lie
r2 ⊕ r2 [e1, e2] = e2 [e3, e4] = e4 Lie
sl2 ⊕C [e1, e2] = e2 [e1, e3] = −e3 [e2, e3] = e1 Lie
g1 [e1, e2] = e2 [e1, e3] = e3 [e1, e4] = e4 Lie
g2(α), α ∈ C [e1, e2] = e2 [e1, e3] = e3 [e1, e4] = e3 + αe4 Lie
g3 (α), α ∈ C [e1, e2] = e2 [e1, e3] = e3 [e1, e4] = αe4 [e2, e3] = e4
Lie si α = 2,
Malcev si α = −1
g4 (α, β) [e1, e2] = e2 [e1, e3] = e2 + αe3 [e1, e4] = e3 + βe4 Lie
g5 (α), α ∈ C≥1 [e1, e2] = e2 [e1, e3] = e2 + αe3 [e1, e4] = (1 + α)e4 [e2, e3] = e4 Lie
g6 [e1, e2] = e3 [e3, e4] = e3
TABLA A.3: Álgebras de Lie-binarias de dimensión cuatro módulo
isomorfismos.
La álgebra g4(α1, β1) es isomorfa a g4(α2, β2) si y solo si tras alguna permutación
de los parámetros las proporciones 1 : α1 : β1 y 1 : α2 : β2 coinciden , donde




Álgebras en Wolfram Mathematica
En este apéndice, hemos recopilado aquellas funciones elaboradas con elpropósito de resolver algunos de los cálculos rutinarios que han surgido enel desarrollo de esta memoria, como son el comprobar si una álgebra cumple
una determinada identidad polinómica o el cálculo del grupo de automorfismos de
una álgebra. Estas funciones están escritas en Wolfram Language (el lenguaje de
programación de Wolfram Mathematica).
B.1. Definición de álgebras
Sea A una álgebra con una base {e1, . . . , en}. Sean ckij ∈ k los escalares tales que
la multiplicación de A viene dada por los siguientes productos entre vectores de la
base:




ckijek para 1 ≤ i, j ≤ n.
A estos escalares se los denomina constantes estructurales de la álgebra A. Con ellos,
podemos considerar el siguiente array.
In[1]:= A = Array[c, {n, n, n}];
En el cuál definimos c[i, j, k] = ckij para 1 ≤ i, j, k ≤ n. Por ejemplo, si A es de
dimensión tres, tenemos:
In[2]:= A = Array[c, {3, 3, 3}];
MatrixForm[A]
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Out[2]=
En donde, c[i, j, k] = ckij para 1 ≤ i, j, k ≤ 3.
Asimismo, dos elementos x, y ∈ A tales que x = ∑nk=1 xkek e y = ∑nk=1 ykek, vienen
dados por los array:
In[3]:= x = Array[xc, n];
y = Array[yc, n];
En donde definimos xc[k] = xk e yc[k] = yk para 1 ≤ k ≤ n.
De este modo, la multiplicación de dos elementos x, y ∈ A es el resultado de
aplicar la función:
In[4]:= m[x_, y_, A_] := Transpose[x.A].y
B.2. Identidades polinómicas
Utilizando la función de multiplicación de una álgebra que hemos definido en la
sección anterior, podemos definir identidades polinómicas por medio de funciones.
Los polinomios correspondientes a algunas de ellas son:
In[5]:= Asociativa[x_, y_, z_, A_] :=
m[m[x, y, A], z, A] - m[x, m[y, z, A], A];
IJacobi[x_, y_, z_, A_] :=
m[m[x, y, A], z, A] + m[m[y, z, A], x, A]
+ m[m[z, x, A], y, A];
IMalcev[x_, y_, z_, A_] :=
IJacobi[x, y, m[x, z, A], A]
- m[IJacobi[x, y, z, A], x, A];
IBinary[x_, y_, A_] := IJacobi[m[x, y, A], x, y, A];
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La siguiente función comprueba si una álgebra (o una familia de álgebras), cuya
multiplicación viene dada por un array, cumple una identidad polinómica correspon-
diente a un polinomio de k({α1, . . . , αs}).




(*Definimos los vectores x1,...,xs*)
xvectors = Array[x, {s, dim}];
(*Comprobamos si A satisface P(x1,...,xs)=0*)
Sol = DeleteDuplicates[FullSimplify[SolveAlways[
P[Sequence @@ Table[xvectors[[k]],
{k, 1, s}], A] == 0, Flatten[xvectors]]]];
(*Mostramos una respuesta en base a lo obtenido*)
(*Si A es una familia que satisface P=0 en ciertos
casos, indicamos estos casos*)
If[Sol == {{}}, Print["SATISFACE la identidad ", P],
If[Sol == {}, Print["NO SATISFACE la identidad ", P],
Print["SATISFACE la identidad ", P, " si:"];
Print[Or @@ And @@@ Sol /. Rule -> Equal
// LogicalExpand];]]]
Como ejemplo, comprobaremos que (N2)3,2 es una álgebra de Lie.
In[7]:= (*Definimos los polinomios correspondientes a las
identidades de anticonmutatividad y de Jacobi.
La de Jacobi ya la tenemos*)
Anticonmutativa[x_, y_, A_] := m[x, y, A] + m[y, x, A];
In[8]:= (*Definimos el array correspondiente al producto de A*)
A = {{{0, 0, 0}, {0, 0, 1}, {0, 0, 0}},
{{0, 0, -1}, {0, 0, 0}, {0, 0, 0}},
{{0, 0, 0}, {0, 0, 0}, {0, 0, 0}}};
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MatrixForm[A]




SATISFACE la identidad Anticonmutativa
SATISFACE la identidad IJacobi
En efecto, la álgebra (N2)3,2 es de Lie.
De igual forma, podemos encontrar las álgebras de una familia de álgebras que
cumple una cierta identidad. Por ejemplo, para la familia de álgebras de dimensión
cinco correspondiente al siguiente array con parámetros a, b y c, comprobaremos si
cumple alguna de las identidades que hemos definido en esta sección.
In[9]:= A = {{{0, 0, 1, 0, a},
{0, b, 1, 0, 0}, {0, 0, 0, 0, 0}, {0, 0, 0, 0, 0},
{0, 0, 0, 0, 0}}, {{0, c, 0, 1, 0}, {0, 0, 0, 0, 1},
{0, 0, 0, 0, 0}, {0, 0, 0, 0, 0}, {0, 0, 0, 0, 0}},
{{0, 0, 0, 0, 0},{0, 0, 0, 0, 0}, {0, 0, 0, 0, 0},
{0, 0, 0, 0, 0}, {0, 0, 0, 0, 0}}, {{0, 0, 0, 0, 0},
{0, 0, 0, 0, 0}, {0, 0, 0, 0, 0}, {0, 0, 0, 0, 0},
{0, 0, 0, 0, 0}}, {{0, 0, 0, 0, 0}, {0, 0, 0, 0, 0},
{0, 0, 0, 0, 0},{0, 0, 0, 0, 0}, {0, 0, 0, 0, 0}}};
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CheckClassP[A, IBinary, 2]
CheckClassP[A, Anticonmutativa, 2]
SATISFACE la identidad Asociativa si:
b==0&&c==0
SATISFACE la identidad IJacobi si:
(b==0&&c==0)||-c==b
SATISFACE la identidad IMalcev si:
(b==0&&c==0)||-c==b
SATISFACE la identidad IBinary si:
(b==0&&c==0)||-c==b
NO SATISFACE la identidad Anticonmutativa
Por lo que la familia que hemos considerado contiene:
Álgebras asociativas cuando b = c = 0.
Álgebras que cumplen la identidad de Jacobi cuando b = −c.
Álgebras que cumplen la identidad de Malcev cuando b = −c.
Ningún álgebra anticonmutativa y por tanto, ningún álgebra de Lie, ni de
Malcev, ni de Lie-binaria.
Observación B.1. Toda álgebra satisface las identidades polinómicas P1 = 0 y P2 = 0 si y
solo si satisface P1 + P2 = 0, para Pi ∈ k(Xi) con X1 y X2 conjuntos disjuntos de variables.
Por lo que para comprobar si una álgebra o una familia de álgebras cumple un conjunto
de identidades que vienen dadas por polinomios Pi ∈ k(Xi), con Xi conjuntos disjuntos de si
variables, bastará con introducir en la función el polinomio P = ∑si=1 Pi ∈ k(
⋃s
i=1 Xi).
Por ejemplo, vamos a comprobar que (N2)3,2 es de Lie utilizando la función una
sola vez.
In[11]:= AntiyJacobi[x1_, x2_, x3_, x4_, x5_, A_] :=
Anticonmutativa[x1, x2, A]
+ IJacobi[x3, x4, x5, A];
CheckClassP[A, AntiyJacobi, 5]
SATISFACE la identidad AntiyJacobi
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B.3. Cálculo del anulador de una álgebra
La siguiente función nos permite calcular el anulador de una álgebra o de una
familia de álgebras.
In[12]:= CompAnn[A_] := Module[{dim, x, y, SolLog},
(*Obtenemos dim(A)*)
dim = Length[A];
(*Encontramos los x en el anulador, resolviendo el
sistema xy=0 && yx=0 para todo y*)
x = Array[xc, dim];
y = Array[yc, dim];
SolLog = Reduce[Not[Eliminate[
Not[m[x, y, A] == 0 && m[y, x, A] == 0],
Flatten[y]]], Flatten[x]] // LogicalExpand;
Print[SolLog];]
Como primer ejemplo, vamos a comprobar que el anulador de D2(0, 0) es el
espacio generado por e2.
In[13]:= (*Definimos el array correspondiente al producto de A
y aplicamos CompAnn*)





Esta expresión indica que el anulador de la álgebra D2(0, 0) está formado por los
vectores (x1, x2) donde x1 = 0, por lo que Ann(D2(0, 0)) = 〈e2〉.
Como segundo ejemplo, calcularemos el anulador de las álgebras cuya familia se
corresponde con el siguiente array con parámetros a, b, c, d.
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In[14]:= (*Definimos el array correspondiente al producto de A
y aplicamos CompAnn*)
A = {{{1, 0, 0}, {a, 0, 0}, {0, 0, 0}},
{{b, 0, 0}, {c, d, 0}, {0, 0, 0}},







A partir de esta expresión lógica, deducimos que:
Si a = b = c = d = 0, entonces el anulador es 〈e2, e3〉.
Si a = b = ±
√




En otro caso, el anulador es 〈e3〉.
B.4. Cálculo del grupo de automorfismos de una álgebra
A continuación, presentamos una función que permite calcular el grupo de auto-
morfismos de una álgebra o de una familia de álgebras.
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(*Calculamos todos los homomorfismos de A*)
x = Array[xc, dim];
y = Array[yc, dim];
aut = Array[autc, {dim, dim}];
SolLog = Reduce[Not[Eliminate[
Not[m[aut.x, aut.y, A] == aut.m[x, y, A]],
Union[Flatten[x], Flatten[y]]]], Flatten[aut]];
(*Mostramos solo los isomorfismos*)
SolRules = {ToRules[SolLog]};
Table[If[ToString[FullSimplify[
Det[aut /. SolRules[[k]]]]] == "0", ,
Print[Or@And@@SolRules[[k]] /. Rule -> Equal
// LogicalExpand]], {k, 1, Length[SolRules]}];]
En el primer ejemplo, calcularemos el grupo de automorfismos de la álgebra de
Lie-binaria g1.
In[16]:= (*Definimos el array correspondiente al producto de A
y aplicamos CompAut*)
A = {{{0, 0, 0, 0},
{0, 1, 0, 0}, {0, 0, 1, 0}, {0, 0, 0, 1}},
{{0, -1, 0, 0}, {0, 0, 0, 0}, {0, 0, 0, 0},
{0, 0, 0, 0}}, {{0, 0, -1, 0}, {0, 0, 0, 0},
{0, 0, 0, 0}, {0, 0, 0, 0}}, {{0, 0, 0, -1},
{0, 0, 0, 0}, {0, 0, 0, 0}, {0, 0, 0, 0}}};
MatrixForm[A]
CompAut[A]
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Out[16]=
autc[1,1]==1&&autc[1,2]==0&&autc[1,3]==0&&autc[1,4]==0
Por tanto, el grupo de automorfismos de g1 está formado por matrices no singula-
res de la forma: 
1 0 0 0
x21 x22 x23 x24
x31 x32 x33 x34
x41 x42 x43 x44

.
En el segundo ejemplo, calcularemos el grupo de automorfismos de las álgebras
de Lie-binarias g2(a).
In[17]:= (*Definimos el array correspondiente al producto de A
y aplicamos CompAut*)
A = {{{0, 0, 0, 0},
{0, 1, 0, 0}, {0, 0, 1, 0}, {0, 0, 1, a}},
{{0, -1, 0, 0}, {0, 0, 0, 0}, {0, 0, 0, 0},
{0, 0, 0, 0}}, {{0, 0, -1, 0}, {0, 0, 0, 0},
{0, 0, 0, 0}, {0, 0, 0, 0}}, {{0, 0, -1, -a},
{0, 0, 0, 0}, {0, 0, 0, 0}, {0, 0, 0, 0}}};
MatrixForm[A]
CompAut[A]












Puesto que la primera y la segunda expresión lógica son casos particulares de la
tercera, para cada a ∈ k, el grupo de automorfismos de la álgebra g2(a) está formado
por las matrices no singulares de la forma:

1 0 0 0
x21 x22 (1− a)x24 x24
x31 x32 (1− a)x34 + x44 x34
x41 0 0 x44

.
B.5. Cálculo del espacio de cociclos de una álgebra
La última función que hemos desarrollado nos permite calcular el espacio de
cociclos de una álgebra (o una familia de álgebras), cuya multiplicación viene dada
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por un array, con respecto a k relativo a una identidad polinómica correspondiente a
un polinomio de k({α1, . . . , αs}).




(*Encontramos las aplicaciones bilineales que
cumplen PZ2=0, para el producto de A*)
xvectors = Array[x, {s, dim}];
bil = Array[bilc, {dim, dim}];
SolLog = Reduce[Not[Eliminate[
Not[PZ2[Sequence @@ Table[xvectors[[k]],
{k, 1, s}], A, bil] ==0], Flatten[xvectors]]],
Flatten[bil]] // LogicalExpand;
Print[SolLog];]
Para utilizar esta función, es necesario introducir la condición que define a las
aplicaciones bilineales del espacio de cociclos que estemos considerando. Algunos
ejemplos (extraídos del Ejemplo 3.1) son los siguientes:
In[19]:= (*Propiedad del espacio de cociclos
relativo a la identidad de Jacobi*)
ZJacobi[x_, y_, z_, A_, coc_] := (m[x, y, A].coc).z
+ (m[y, z, A].coc).x + (m[z, x, A].coc).y;
(*Propiedad del espacio de cociclos
relativo a la identidad anticonmutativa*)
ZAnticonmutativa[x_, y_, A_, coc_] :=
x.coc.y + y.coc.x;
Utilizando un argumento análogo al de la Observación B.1, podemos obtener el
espacio de cociclos relativo a la clase de las álgebras de Lie a partir de la condición:
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In[20]:= ZAntiyJacobi[x1_, x2_, x3_, x4_, x5_, A_, coc_] :=
ZJacobi[x1, x2, x3, A, coc]
+ ZAnticonmutativa[x4, x5, A, coc];
De la misma forma, podemos definir el espacio de cociclos relativo a la clase de
las álgebras de Malcev y a la clase de las álgebras de Lie-binarias.
In[21]:= ZMalcev[x_, y_, z_, A_, coc_] :=
ZJacobi[x, y, m[x, z, A], A, coc]
- IJacobi[x, y, z, A].coc.x;
ZAntiyMalcev[x1_, x2_, x3_, x4_, x5_, A_, coc_] :=
ZMalcev[x1, x2, x3, A, coc]
+ ZAnticonmutativa[x4, x5, A, coc];
ZBinary[x_, y_, A_, coc_] :=
ZJacobi[m[x, y, A], x, y, A, coc];
ZAntiyBinary[x1_, x2_, x3_, x4_,A_, coc_] :=
ZBinary[x1, x2, A, coc]
+ ZAnticonmutativa[x3, x4, A, coc];
Como ejemplo, calcularemos el espacio de cociclos de las álgebras de Lie-binarias
g1 y g2(a) para a ∈ k, definidos en la sección anterior, relativos a las clases de las
álgebras de Malcev y las álgebras de Lie-binarias. Así, para la álgebra g1 tenemos:
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Así, deducimos que Z2M(g1, C) = 〈Λ12, Λ13, Λ14〉 y Z2BL(g1, C) = Z2anti(g1, C) que,
como sabemos, es el espacio de las aplicaciones bilineales antisimétricas.
Por otro lado, para la familia de álgebras g2(a) obtenemos:
























Por tanto, tenemos que:
Si a = 1, entonces
Z2M(g2(1), C) = 〈Λ12, Λ13, Λ14〉 y Z2BL(g2(1), C) = 〈Λ12, Λ13, Λ14, Λ24〉.
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Si a = −1, entonces
Z2M(g2(−1), C) = 〈Λ12, Λ13, Λ14, Λ24, Λ34〉 y Z2BL(g2(−1), C) = Z2anti(g2(−1), C).
En otro caso, tenemos que
Z2M(g2(a), C) = 〈Λ12, Λ13, Λ14〉 y Z2BL(g2(a), C) = 〈Λ12, Λ13, Λ14, (1− a)Λ23 +Λ24〉.
A partir de esta función, y utilizando el Lema 2.7, podemos calcular fácilmente el












A01(α) : (A1(α 6= 0))3,1 : e1e1 = e1 + e2 e1e2 = αe2 e2e1 = (1− α)e2 + e3 e2e2 = 0
A02 : (A1(0))3,1 : e1e1 = e1 + e2 e1e2 = e3 e2e1 = e2 e2e2 = 0
A03(α) : (A1(α 6= 12 ))3,2 : e1e1 = e1 + e2 e1e2 = αe2 e2e1 = (1− α)e2 e2e2 = e3
A04(λ) : (A1( 12 ))3,2(λ ∈ k) : e1e1 = e1 + e2 e1e2 =
1
2 e2 e2e1 =
1
2 e2 + λe3 e2e2 = e3
A05 : (A2)3,1 : e1e1 = e2 + e3 e1e2 = e2 e2e1 = −e2 e2e2 = 0
A06 : (A2)3,2 : e1e1 = e2 e1e2 = e2 e2e1 = −e2 + e3 e2e2 = 0
A07(λ) : (A2)3,3(λ ∈ k) : e1e1 = e2 + λe3 e1e2 = e2 e2e1 = −e2 e2e2 = e3
A08 : (A3)3,1 : e1e1 = e2 e1e2 = 0 e2e1 = 0 e2e2 = e3
A09 : (A3)3,2 : e1e1 = e2 e1e2 = 0 e2e1 = e3 e2e2 = e3
A10 : (A3)3,3 : e1e1 = e2 e1e2 = 0 e2e1 = e3 e2e2 = 0
A11(λ) : (A3)3,4(λ ∈ k) : e1e1 = e2 e1e2 = e3 e2e1 = λe3 e2e2 = 0
A12(α) : (A4(α))3,1 : e1e1 = αe1 + e2 e1e2 = e1 + αe2 e2e1 = −e1 e2e2 = e3
A13(α, λ) : (A4(α 6= 0))3,2(λ ∈ k) : e1e1 = αe1 + e2 e1e2 = e1 + αe2 + e3 e2e1 = −e1 e2e2 = λe3
A14(λ) : (A4(0))3,2(λ ∈ k≥0}) : e1e1 = e2 e1e2 = e1 + e3 e2e1 = −e1 e2e2 = λe3
A15(α) : (B1(α))3,1 : e1e1 = 0 e1e2 = (1− α)e1 + e2 e2e1 = αe1 − e2 e2e2 = e3
A16(α, λ) : (B1(α))3,2(λ ∈ k) : e1e1 = e3 e1e2 = (1− α)e1 + e2 e2e1 = αe1 − e2 e2e2 = λe3
A17(α) : (B2(α))3,1 : e1e1 = 0 e1e2 = (1− α)e1 e2e1 = αe1 e2e2 = e3
A18(α) : (B2(α 6= 0))3,2 : e1e1 = 0 e1e2 = (1− α)e1 + e3 e2e1 = αe1 e2e2 = e3
A19 : (B2(0))3,2 : e1e1 = 0 e1e2 = e1 e2e1 = e3 e2e2 = e3
A20(α) : (B2(α 6= 0))3,3 : e1e1 = 0 e1e2 = (1− α)e1 + e3 e2e1 = αe1 e2e2 = 0
A21 : (B2(0))3,3 : e1e1 = 0 e1e2 = e1 e2e1 = e3 e2e2 = 0
A22(α) : (B2(α))3,4 : e1e1 = e3 e1e2 = (1− α)e1 e2e1 = αe1 e2e2 = 0
A23(α) : (B2(α))3,5 : e1e1 = e3 e1e2 = (1− α)e1 e2e1 = αe1 e2e2 = e3
A24(α, λ) : (B2(α 6= 0))3,6(λ ∈ k) : e1e1 = e3 e1e2 = (1− α)e1 + e3 e2e1 = αe1 e2e2 = λe3
A25(λ) : (B2(0))3,6(λ ∈ k) : e1e1 = e3 e1e2 = e1 e2e1 = e3 e2e2 = λe3









A26 : (B3)3,1 : e1e1 = e3 e1e2 = e2 e2e1 = −e2 e2e2 = 0
A27 : (B3)3,2 : e1e1 = 0 e1e2 = e2 e2e1 = −e2 + e3 e2e2 = 0
A28 : (B3)3,3 : e1e1 = e3 e1e2 = e2 e2e1 = −e2 e2e2 = e3
A29 : (B3)3,4 : e1e1 = 0 e1e2 = e2 e2e1 = −e2 e2e2 = e3
A30(α, β) : (C(α, β))3,1 : e1e1 = e2 e1e2 = (1− α)e1 + βe2 e2e1 = αe1 − βe2 e2e2 = e2 + e3
A31(α, λ) : (C(α 6= 0, 0))3,2(λ ∈ k≥0) : e1e1 = e2 e1e2 = (1− α)e1 + e3 e2e1 = αe1 e2e2 = e2 + λe3
A32(λ) : (C(0, 0))3,2(λ ∈ k≥0) : e1e1 = e2 e1e2 = e1 e2e1 = e3 e2e2 = e2 + λe3
A33(α, β, λ) : (C(α 6= 0, β 6= 0))3,2(λ ∈ k) : e1e1 = e2 e1e2 = (1− α)e1 + βe2 + e3 e2e1 = αe1 − βe2 e2e2 = e2 + λe3
A34(β, λ) : (C(0, β 6= 0))3,2(λ ∈ k) : e1e1 = e2 e1e2 = e1 + βe2 e2e1 = −βe2 + e3 e2e2 = e2 + λe3
A35(α, β) : (D1(α, β))3,1 : e1e1 = e1 e1e2 = (1− α)e1 + βe2 e2e1 = αe1 − βe2 e2e2 = e3
A36(α, λ) : (D1(α 6= 12 , 0))3,2(λ ∈ k) : e1e1 = e1 e1e2 = (1− α)e1 + e3 e2e1 = αe1 e2e2 = λe3
A37(λ) : (D1( 12 , 0)3,2((λ, 0) ∈ U ) : e1e1 = e1 e1e2 =
1
2 e1 + e3 e2e1 =
1
2 e1 e2e2 = λe3
A38(α, λ, µ) : (D1(α 6= 12 , 0))3,3(λ, µ ∈ k) : e1e1 = e1 e1e2 = (1− α)e1 + λe3 e2e1 = αe1 + e3 e2e2 = µe3
A39(µ, λ) : (D1( 12 , 0))3,3((µ, λ) ∈ U ) : e1e1 = e1 e1e2 =
1
2 e1 + λe3 e2e1 =
1
2 e1 + e3 e2e2 = µe3
A40(α, λ) : (D1(α, 2α− 1 6= 0))3,4((λ, 0) ∈ U ) : e1e1 = e1 e1e2 = (1− α)e1 + (2α− 1)e2 e2e1 = αe1 − (2α− 1)e2 + e3 e2e2 = λe3
A41(α, β, λ) : (D1(α, β))3,4(λ ∈ k)(β 6= 2α− 1, 0) : e1e1 = e1 e1e2 = (1− α)e1 + βe2 e2e1 = αe1 − βe2 + e3 e2e2 = λe3
A42(α, β) : (D2(α, β))3,1 : e1e1 = e1 e1e2 = αe2 e2e1 = βe2 e2e2 = e3
A43(α) : (D2(α, 0)3,2 : e1e1 = e1 e1e2 = αe2 e2e1 = e3 e2e2 = e3
A44(α) : (D2(α, 0)3,3 : e1e1 = e1 e1e2 = αe2 e2e1 = e3 e2e2 = 0
A45(λ) : (D2(0, 0))3,4(λ ∈ k) : e1e1 = e1 e1e2 = e3 e2e1 = λe3 e2e2 = e3
A46(λ) : (D2(0, 0))3,5(λ ∈ k) : e1e1 = e1 e1e2 = e3 e2e1 = λe3 e2e2 = 0
A47(α, β) : (D2(α, β 6= 0)3,6 : e1e1 = e1 e1e2 = αe2 + e3 e2e1 = βe2 e2e2 = e3
A48(α, β) : (D2(α, β 6= 0)3,7 : e1e1 = e1 e1e2 = αe2 + e3 e2e1 = βe2 e2e2 = 0
A49(α, β) : (D3(α, β))3,1 : e1e1 = e1 e1e2 = e1 + αe2 e2e1 = −e1 + βe2 e2e2 = e3
A50(β, λ) : (D3(0, β))3,2(λ ∈ k) : e1e1 = e1 e1e2 = e1 + e3 e2e1 = −e1 + βe2 e2e2 = λe3









A51(λ, µ) : (D3(0, 0))3,3(λ, µ ∈ k) : e1e1 = e1 e1e2 = e1 + λe3 e2e1 = −e1 + e3 e2e2 = µe3
A52(α, β, λ) : (D3(α 6= 0, β))3,4(λ ∈ k) : e1e1 = e1 e1e2 = e1 + αe2 e2e1 = −e1 + βe2 + e3 e2e2 = λe3
A53(α, β, γ, δ) : (E1(α, β, γ, δ))3,1 : e1e1 = e1 e1e2 = αe1 + βe2 e2e1 = γe1 + δe2 + e3 e2e2 = e2
A54(α, β, γ, δ, λ) : (E1(α, β, γ, δ))3,2(λ ∈ k)
(γ 6= β o δ 6= α) : e1e1 = e1 e1e2 = αe1 + βe2 + e3 e2e1 = γe1 + δe2 + λe3 e2e2 = e2
A55(α, β, λ) : (E1(α, β, β, α))3,2(λ ∈ k∗>1 ∪ {1}) : e1e1 = e1 e1e2 = αe1 + βe2 + e3 e2e1 = βe1 + αe2 + λe3 e2e2 = e2
A56(α, β, γ) : (E2(α, β, γ))3,1 : e1e1 = e1 e1e2 = (1− α)e1 + βe2 e2e1 = αe1 + γe2 + e3 e2e2 = e2
A57(α, β, γ, λ) : (E2(α, β, γ))3,2(λ ∈ k) : e1e1 = e1 e1e2 = (1− α)e1 + βe2 + e3 e2e1 = αe1 + γe2 + λe3 e2e2 = e2
A58(α, β, γ) : (E3(α, β, γ))3,1 : e1e1 = e1 e1e2 = (1− α)γe1 + βγ e2 e2e1 = αγe1 +
1−β
γ e2 + e3 e2e2 = e2
A59(α, β, γ, λ) : (E3(α, β, γ))3,2(λ ∈ k)
(β 6= α o γ 6= −1) : e1e1 = e1 e1e2 = (1− α)γe1 + βγ e2 + e3 e2e1 = αγe1 +
1−β
γ e2 + λe3 e2e2 = e2
A60(α, λ) : (E3(α, α,−1))3,2(λ ∈ k∗>1 ∪ {1}) : e1e1 = e1 e1e2 = −(1− α)e1 − αe2 + e3 e2e1 = −αe1 − (1− α)e2 + λe3 e2e2 = e2
A61 : (E4)3,1 : e1e1 = e1 e1e2 = e1 + e2 e2e1 = e3 e2e2 = e2
A62(λ) : (E4)3,2(λ ∈ k) : e1e1 = e1 e1e2 = e1 + e2 + e3 e2e1 = λe3 e2e2 = e2
A63(α) : (E5(α))3,1 : e1e1 = e1 e1e2 = (1− α)e1 + αe2 e2e1 = αe1 + (1− α)e2 + e3 e2e2 = e2
A64(α) : (E5(α))3,2 : e1e1 = e1 e1e2 = (1− α)e1 + αe2 + e3 e2e1 = αe1 + (1− α)e2 − e3 e2e2 = e2
A65 : (E5(1/2))3,3 : e1e1 = e1 e1e2 = 12 e1 +
1




2 e2 + e3 e2e2 = e2
A66 : (N2)3,1 : e1e1 = e3 e1e2 = 0 e2e1 = 0 e2e2 = e3
A67 : (N2)3,2 : e1e1 = 0 e1e2 = e3 e2e1 = −e3 e2e2 = 0
A68(λ) : (N2)3,3(λ ∈ k) : e1e1 = λe3 e1e2 = 0 e2e1 = e3 e2e2 = e3









A69(α) : (A1(α 6= 0))4,3 : e1e1 = e1 + e2 e1e2 = αe2 e2e1 = (1− α)e2 + e3 e2e2 = e4
A70 : (A1(0))4,3 : e1e1 = e1 + e2 e1e2 = e3 e2e1 = e2 e2e2 = e4
A71 : (A2)4,4 : e1e1 = e2 e1e2 = e2 e2e1 = −e2 + e3 e2e2 = e4
A72(λ) : (A2)4,5(λ ∈ k) : e1e1 = e2 + e3 e1e2 = e2 e2e1 = −e2 + e4 e2e2 = λe3
A73 : (A2)4,6 : e1e1 = e2 + e3 e1e2 = e2 e2e1 = −e2 e2e2 = e4
A74 : (A3)4,5 : e1e1 = e2 e1e2 = 0 e2e1 = e4 e2e2 = e3
A75 : (A3)4,6 : e1e1 = e2 e1e2 = e4 e2e1 = e3 e2e2 = 0
A76(λ) : (A3)4,7(λ ∈ k) : e1e1 = e2 e1e2 = e4 e2e1 = λe4 e2e2 = e3
A77 : (A3)4,8 : e1e1 = e2 e1e2 = e3 e2e1 = e3 + e4 e2e2 = e4
A78(α) : (A4(α))4,3 : e1e1 = αe1 + e2 e1e2 = e1 + αe2 + e3 e2e1 = −e1 e2e2 = e4
A79(α) : (B1(α))4,3 : e1e1 = e3 e1e2 = (1− α)e1 + e2 e2e1 = αe1 − e2 e2e2 = e4
A80(α) : (B2(α 6= 0))4,7 : e1e1 = 0 e1e2 = (1− α)e1 + e3 e2e1 = αe1 e2e2 = e4
A81 : (B2(0))4,7 : e1e1 = 0 e1e2 = e1 e2e1 = e3 e2e2 = e4
A82(α) : (B2(α 6= 0))4,8 : e1e1 = e3 e1e2 = (1− α)e1 + e4 e2e1 = αe1 e2e2 = e3
A83 : (B2(0))4,8 : e1e1 = e3 e1e2 = e1 e2e1 = e4 e2e2 = e3
A84(α) : (B2(α 6= 0))4,9 : e1e1 = e3 e1e2 = (1− α)e1 + e4 e2e1 = αe1 e2e2 = 0
A85 : (B2(0))4,9 : e1e1 = e3 e1e2 = e1 e2e1 = e4 e2e2 = 0
A86(α) : (B2(α 6= 0))4,10 : e1e1 = e3 e1e2 = (1− α)e1 + e3 e2e1 = αe1 e2e2 = e4
A87 : (B2(0))4,10 : e1e1 = e3 e1e2 = e1 e2e1 = e3 e2e2 = e4
A88(α) : (B2(α))4,11 : e1e1 = e3 e1e2 = (1− α)e1 e2e1 = αe1 e2e2 = e4
A89(α, λ) : (B2(α 6= 0))4,12(λ ∈ k) : e1e1 = e3 e1e2 = (1− α)e1 + λe3 + e4 e2e1 = αe1 e2e2 = e4
A90(λ) : (B2(0))4,12(λ ∈ k) : e1e1 = e3 e1e2 = e1 e2e1 = λe3 + e4 e2e2 = e4
A91 : (B3)4,5 : e1e1 = 0 e1e2 = e2 e2e1 = −e2 + e3 e2e2 = e4
A92 : (B3)4,6 : e1e1 = e3 e1e2 = e2 e2e1 = −e2 + e4 e2e2 = e3
A93 : (B3)4,7 : e1e1 = e3 e1e2 = e2 e2e1 = −e2 + e4 e2e2 = 0









A94 : (B3)4,8 : e1e1 = e3 e1e2 = e2 e2e1 = −e2 e2e2 = e4
A95(α, β, λ) : (C(α 6= 0, β))4,3(λ ∈ k) : e1e1 = e2 e1e2 = (1− α)e1 + βe2 + e3 e2e1 = αe1 − βe2 e2e2 = e2 + e4
A96(β, λ) : (C(0, β))4,3(λ ∈ k) : e1e1 = e2 e1e2 = e1 + βe2 e2e1 = −βe2 + e3 e2e2 = e2 + e4
A97(α, β) : (D1(α, β))4,5 : e1e1 = e1 e1e2 = (1− α)e1 + βe2 e2e1 = αe1 − βe2 + e3 e2e2 = e4
A98(α, λ) : (D1(α, 0))4,6(λ ∈ k) : e1e1 = e1 e1e2 = (1− α)e1 + e4 e2e1 = αe1 + λe4 e2e2 = e3
A99(α, λ, µ) : (D1(α 6= 12 , 0))4,7(λ, µ ∈ k) : e1e1 = e1 e1e2 = (1− α)e1 + e4 e2e1 = αe1 + e3 e2e2 = λe3 + µe4
A100(λ, µ) : (D1( 12 , 0))4,7((λ, 0), (µ, 0) ∈ U ) : e1e1 = e1 e1e2 =
1
2 e1 + e4 e2e1 =
1
2 e1 + e3 e2e2 = λe3 + µe4
A101(α) : (D2(α, 0)4,8 : e1e1 = e1 e1e2 = αe2 e2e1 = e3 e2e2 = e4
A102 : (D2(0, 0))4,9 : e1e1 = e1 e1e2 = e3 e2e1 = e4 e2e2 = e4
A103 : (D2(0, 0))4,10 : e1e1 = e1 e1e2 = e3 e2e1 = e4 e2e2 = 0
A104(λ) : (D2(0, 0))4,11(λ ∈ k) : e1e1 = e1 e1e2 = e4 e2e1 = λe4 e2e2 = e3
A105(λ) : (D2(0, 0))4,12(λ ∈ k) : e1e1 = e1 e1e2 = e4 e2e1 = e3 e2e2 = λe3 + e4
A106(α, β) : (D2(α, β 6= 0)4,13 : e1e1 = e1 e1e2 = αe2 + e3 e2e1 = βe2 e2e2 = e4
A107 : (D3(0, 0))4,5 : e1e1 = e1 e1e2 = e1 e2e1 = −e1 + e3 e2e2 = e4
A108(α, β) : (D3(α 6= 0, β))4,5 : e1e1 = e1 e1e2 = e1 + αe2 e2e1 = −e1 + βe2 + e3 e2e2 = e4
A109(λ) : (D3(0, 0))4,6(λ ∈ k) : e1e1 = e1 e1e2 = e1 + e4 e2e1 = −e1 + λe4 e2e2 = e3
A110(λ, µ) : (D3(0, 0))4,7(λ, µ ∈ k) : e1e1 = e1 e1e2 = e1 + e4 e2e1 = −e1 + e3 e2e2 = λe3 + µe4
A111(β) : (D3(0, β 6= 0))4,8 : e1e1 = e1 e1e2 = e1 + e3 e2e1 = −e1 + βe2 e2e2 = e4
A112(α, β, γ, δ) : (E1(α, β, γ, δ))4,3 : e1e1 = e1 e1e2 = αe1 + βe2 + e3 e2e1 = γe1 + δe2 + e4 e2e2 = e2
A113(α, β, γ) : (E2(α, β, γ))4,3 : e1e1 = e1 e1e2 = (1− α)e1 + βe2 + e3 e2e1 = αe1 + γe2 + e4 e2e2 = e2
A114(α, β, γ) : (E3(α, β, γ))4,3 : e1e1 = e1 e1e2 = (1− α)γe1 + βγ e2 + e3 e2e1 = αγe1 +
1−β
γ e2 + e4 e2e2 = e2
A115 : (E4)4,3 : e1e1 = e1 e1e2 = e1 + e2 + e3 e2e1 = e4 e2e2 = e2
A116(α) : (E5(α))4,4 : e1e1 = e1 e1e2 = (1− α)e1 + αe2 + e3 e2e1 = αe1 + (1− α)e2 + e4 e2e2 = e2
A117 : (N2)4,4 : e1e1 = 0 e1e2 = e3 e2e1 = e4 e2e2 = 0
A118 : (N2)4,5 : e1e1 = e3 e1e2 = 0 e2e1 = e4 e2e2 = 0









A120 : (N2)4,7 : e1e1 = e3 e1e2 = e3 e2e1 = e4 e2e2 = e3
A121(λ) : (N2)4,8(λ ∈ k≥0) : e1e1 = e3 e1e2 = 0 e2e1 = e4 e2e2 = e3 + λe4
A122(λ) : (N2)4,9(λ ∈ k) : e1e1 = e3 e1e2 = e4 e2e1 = λe4 e2e2 = 0
A123 : (A2)5,7 : e1e1 = e2 + e3 e1e2 = e2 e2e1 = −e2 + e4 e2e2 = e5
A124 : (A3)5,8 : e1e1 = e2 e1e2 = e3 e2e1 = e4 e2e2 = e5
A125(α) : (B2(α 6= 0))5,13 : e1e1 = e3 e1e2 = (1− α)e1 + e4 e2e1 = αe1 e2e2 = e5
A126 : (B2(0))5,13 : e1e1 = e3 e1e2 = e1 e2e1 = e4 e2e2 = e5
A127 : (B3)5,9 : e1e1 = e3 e1e2 = e2 e2e1 = −e2 + e4 e2e2 = e5
A128(α) : (D1(α, 0))5,9 : e1e1 = e1 e1e2 = (1− α)e1 + e3 e2e1 = αe1 + e4 e2e2 = e5
A129 : (D2(0, 0))5,14 : e1e1 = e1 e1e2 = e3 e2e1 = e4 e2e2 = e5
A130 : (D3(0, 0))5,9 : e1e1 = e1 e1e2 = e1 + e3 e2e1 = −e1 + e4 e2e2 = e5
A131 : (N2)5,10 : e1e1 = 0 e1e2 = e3 e2e1 = e4 e2e2 = e5
A132 : (N2)5,11 : e1e1 = e5 e1e2 = e3 e2e1 = e4 e2e2 = e5
A133 : (N2)5,12 : e1e1 = e3 e1e2 = e4 e2e1 = e4 e2e2 = e5
A134(λ) : (N2)5,13(λ ∈ k) : e1e1 = e3 + λe5 e1e2 = e3 e2e1 = e4 e2e2 = e5
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