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ABSTRACT 
The choice of the bandwidth h is the main problem of kernel density function. In some situations it 
might be quite useful to have a set of retes corresponding to different bandwidth.It is necessary to 
agree which bandwidth is an appropriate one. Cross-Validation (C-V) is a well-known method to 
optimize the smoothing parameter h. In this research, we will analysis about three methods of 
Cross-Validation: Maximum Likelihood Cross-Validation, Least-Square Cross-Validation 
(Unbiased Cross-Validation) and  Biased Cross-Validation with bandwidth choice optimal. 
 
Keywords : optimal bandwidth, Maximum Likelihood Cross-Validation, Unbiased Cross-Validation, 
Biased Cross-Validation 
 
 
PENDAHULUAN 
 
Pemilihan parameter penghalus (Bandwidth) h 
merupakan masalah pokok dari estimator densitas tipe  
kernel. Pada beberapa situasi, mungkin cukup berguna 
untuk memakai seperangkat estimasi yang 
menghubungkan dengan bandwidth yang berbeda. 
Estimasi-estimasi tersebut dapat menonjolkan aspek-
aspek yang berbeda dalam struktur data, tetapi penyajian 
dan interpretasi dari kurva semacam itu cukup subjektif. 
Adalah perlu untuk mencapai kesepakatan mengenai 
bandwidth yang mana yang tepat, karena dua kondisi 
yang saling  kontradiktif dalam pemilihan h  yaitu sifat 
bias mengharuskan memilih h yang kecil untuk 
memperkecil bias sedangkan variansi mengharuskan 
memilih h yang besar untuk memperkecil variansi. 
Metode penaksiran yang memperbaiki kelemahan 
penaksiran dengan histogram adalah metode penaksiran 
kernel yang didefinisikan dengan 
hk adalah fungsi 
pembobotan pada data pengamatan 
iX i , .i= 1,2,….,n dan  
parameter bandwidth  h , dimana bandwidth h adalah 
suatu parameter penghalus dalam fungsi kernel yang 
berfungsi untuk mengatur tingkat kehalusan fungsi kernel 
tersebut.  Metode penaksiran ini mudah dan sederhana 
dalam penaksirannya,  tetapi sifat-sifat analitiknya belum 
dibuktikan secara lengkap, maka perlu dalam penelitian 
ini akan dibuktikan sifat-sifat penaksir kernel secara 
lengkap. Penaksir kernel ini didefinisikan sebagai 
( ) 




 −= ∑
=
∧
h
Xxk
nh
1xf i
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h , dimana  1X , 2X ,…, nX  adalah 
sample pengamatan dan k  adalah fungsi kernel dengan 
sifat :   ( ) ( ) 1xdxk =∫
∞
∞−
 , serta  h adalah parameter 
bandwidth 
Ide estimasi kernel  dikenalkan oleh Murray 
Rosenblatt (1956) yang memperbaiki histogram. Sejauh 
itu ada  beberapa tulisan yang mengembangkan estimasi 
densitas tipe kernel dengan sifat-sifat asimtotik seperti 
Rosenblatt pada tahun 1971. Seheult & Quesabberry 
(1971) mengatakan bahwa estimasi kernel adalah bias, 
begitupun dengan Parsen (1962) dan Bartlett (1963), 
sedangkan Singho Shirahatta dan In-Sun Chu (1991) 
menerangkan sifat Integral Square Error  (ISE) dan 
estimasi kernel. W.H. Swanepoel (1988) menemukan 
sifat-sifat Asimtotik Mean Integral Square Error (A-
MISE) dari suatu estimasi kernel f  bila f diasumsikan 
kontinu dimana-mana. Atau kontinu kecuali pada sejauh 
berhingga titik-titik diskontinu. Talakua (2001) 
mengembangkan Penaksiran Fungsi densitas tipe Kernel 
untuk daerah (0,~). Metode–metode tersebut  hanya 
dioperasikan pada f  yang diketahui dan untuk f yang tidak 
deketahui metode tersebut di atas tidak cukup untuk 
menyelesaikan permasalahannya, sehingga ide dan 
gagasan baru muncul dalam menyelesaikan persoalan 
estimasi densitas tipe kernel dengan Metode Cross-
Validation (C-V). Dalam Penelitian ini akan dibahas tiga 
metode Cross-Validation yaitu : Maximum Likelihood 
Cross-Validation, Least-Square Cross-Validation 
(Unbiased Cross-Validation) dan Biased Cross-
Validation dengan pemilihan bandwith yang optimal. 
Penelitian ini diharapkan dapat memberikan manfaat 
antara lain, dari segi subjektif peneliti, kegunaan yang 
dapat diambil adalah untuk memperkuat konsep dan 
pemahaman peneliti tentang  konsep analisis Statistika 
matematika yaitu penaksiran densitas tipe kernel dengan 
metode Cross-Validation, dari segi pengembangan 
Pendidikan Tinggi di Indonesia, khususnya Jurusan 
Matematika FMIPA UNPATTI diharapkan dapat 
memberikan sumbangan pemikiran untuk semakin 
memperluas dan mendalami konsep dari metode Cross-
Validation  secara praktis maupun teoritis. 
Akhirnya Dengan adanya penelitian ini, maka 
nantinya dapat diadakan penelitian lebih lanjut dengan 
melibatkan berbagai metode untuk mendapatkan hasil 
yang beraneka ragam dan semakin mendalami mengenai 
penaksiran densitas tipe kernel. 
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METODE PENELITIAN 
 
Penelitian yang dikerjakan ini bersifat studi 
literatur sehingga dalam prosesnya diperlukan dan 
dilakukan beberapa langkah sebagai berikut: 
 
a. Bahan atau Materi Penelitian 
      Bahan dan materi yang digunakan dalam penelitian ini 
berupa karya ilmiah para matematikawan dan 
statistikawan, baik yang disajikan dalam seminar maupun  
yang dimuat dalam jurnal, buletin, buku cetak (textbook) 
dan informasi yang diperoleh melalui internet. 
 
b. Alat Penelitian 
Alat yang digunakan untuk penelitian ini adalah 
seperangkat komputer yang mendukung proses penelitian 
ini. 
 
c. Cara Penelitian 
Penelitian ini dilakukan dengan cara mengumpulkan, 
mempelajari dan menganalisis karya-karya ilmiah (jurnal 
dan buletin) atau buku-buku (textbook) yang berkaitan 
dengan permasalahan yang diteliti, kemudian diuraikan 
dan disajikan secara benar (mathematically correct) 
dalam bentuk tulisan yang logis dan runtut. 
 
d. Analisis Hasil Penelitian 
      Analisis dan pengujian hasil penelitian yangv telah 
dibuat dalam bentuk tulisan yang logis dan runut dengan 
cara mengkomunikasikan dan mendiskusikan dengan 
metematikawan dan statistikawan lain yang memiliki ilmu 
yang sama, selanjutnya dibuat dalam bentuk laporan 
penelitian. 
 
HASIL DAN PEMBAHASAN 
 
Kernel k  dengan bandwidth  h  dinotasikan sebagai :  
( ) 




=
h
xk
h
1xkh  dengan parameter bandwidth h. Fungsi 
kernel adalah fungsi pembobotan pada data pengamatan 
( ) n,...,2,1i,Xi =  dengan parameter bandwidth h Parameter 
bandwidth h adalah suatu parameter penghalus, yang 
dalam penaksiran kernel ini berfungsi untuk mengatur 
tingkat kehalusan fungsi kernel tersebut, juga dapat 
dikatakan sebagai jangkauan titik-titik pengamatan X 
yang akan dipengaruhi oleh data.Pembobotan dilakukan 
setelah peubah acak yang akan diamati diurutkan terlebih 
dahulu dari yang kecil sampai yang terbesar. 
Fungsi kernel ini memenuhi beberapa kriteria, yaitu:  
A1. Fungsi kernel simetrik di titik nol, dan integralnya 
sama dengan satu    
                                  ( ) ( )xkxk =−  
A2. Fungsi kernel ( ) ( ) 1=∫ xdxk , maka kernel 
merupakan fungsi kepadatan. 
Dilihat dari kedua sifat tersebut di atas maka fungsi 
kepadatan peluang (fkp) dapat ditaksir dengan kernel. 
Selanjutnya penaksir kernel hf
∧
untuk f didefinisikan 
sebagai rataan nilai kernelnya dan ditulis sebagai berikut :                 
                   
( ) ( ) ∑∑
==
∧





 −=−=
n
i
i
n
i
hh h
Xxk
nh
Xxk
n
xf
1
1
1
11  
             (3.1) 
                            dimana niX i ,...,2,1, =  adalah peubah 
acak yang diamati. 
 
Maximum Likelihood  Cross-Validation.  
 Pandang estimasi-estimasi densitas kernel  
( )xf h
∧
 dan misalkan ingin diuji untuk h yang spesifik 
dari hipotesis  
                ( )xf h
∧
 = )(xf  Vs  ( )xf h
∧
 ( )xf≠   
Likelihood Rasio Test akan didasarkan pada test statistik 
( )xf
xf
h
)( . Bagi suatu bandwidth yang baik, statistik ini 
seharusnya dekat ke 1 Dapat juga dikatakan bahwa  pada 
rata-rata (atas X) ( )( )[ ]xE
hf
f
x log  seharusnya 0. dengan 
begitu suatu bandwidth yang bagus, yang meminimalkan 
ukuran keakurasian, pada efeknya mengoptimalkan 
informasi Kulback-Leibler: 
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dengan mengingat bahwa  
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Didasarkan pada    ‘’ leave-one-out estimate’’  
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Kemudian didefinisikan  
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Apabila Persamaan (3.1.3) dilogaritmakan dan 
dinormalisasikan dengan faktor n-1 maka didefinisikan 
Maximum Likelihood Cross Validation (ML-CV) sebagai 
berikut : 
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Dengan demikian KLh
∧
 dikatakan “baik” apabila 
mendekati maksimum yang finit dari ( )hCV KL , yaitu : 
( )hCVh KLhKL maxarg=
∧
 
,selanjutnya dihubungkan pada informasi Kullback-
Leiber dan diasumsikan bahwa Xi berdistribusi Identik. 
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Least-Square Cross-Validation. 
Pandang suatu ukuran jarak alternatrif  antara fdanf
∧
 
yaitu “ Integrated Square Error” (ISE) yang 
didefinisikan : 
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2
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 Apabila Persamaan  (3.2.2) dikurangi dengan 
bagian konstan, mengakibatkan peminimalan ISE dalam 
hubungannya dengan  h  yang ekuivalen dengan 
meminimalkan : 
    −)(hISE ( )dxxf∫ 2 =  
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 Untuk mengestimasi pada bagian ini digunakan  
“Leave –One-Out estimation” 
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 Dengan demikian apabila digunakan estimasi ini 
berarti untuk menentukan suatu Bandwidth  yang baik 
yang meminimalkan ruas kanan dari persamaan (3.2.3) 
dengan menggunakan estimasi pada persamaan (3.2.4) 
maka akan didefinisikan Least Square Cross Validation  
sebagai berikut : 
( ) ( ) ( )i
n
i
ihh xfn
dxxfhCV ∑∫
=
∧
−=
1
,
2^ 2
            (3.2.5) 
Berdasarkan persamaan (3.1.5.) maka bandwidth tertentu 
pada fungsi kernel secara eksak diperoleh : 
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Dari persamaan (3.1.6) Inilah Least Square Cross-
Validation disebut Unbiased Cross-Validation.  Jadi 
untuk pembahasan selanjutnya persamaan (3.1.5) ditulis : 
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 Suatu bandwidth menjadi optimal secara 
asimtotik, jika  
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Teorema 3.2 
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Bukti: 
 Dari persamaan 3.2.1 diperoleh 
^
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Biased Cross Validation 
 Teknik ini pertama kali ditemukan oleh Scott 
Terrell (1987). Gagasan dari teknik pemilihan bandwidth 
ini didasarkan pada estimasi langsung  dari A-MISE 





 ∧
hf  densitas kernel yang disajikan sebagai berikut : 
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2
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4
1 fkhk
nh
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           (3.3.1) 
 Sehingga Biased Cross Validation didefinisikan 
sebagai : 
 ( )hBCV1 =  ( )
2
2
2
2
2
2
"
4
1 fkhk
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µ+        
          (3.3.2) 
dari metode ini ditemukan bahwa untuk mengecilkan 
hMISE f
∧ 
  
 seharusnya memilih urutan bandwidth yang 
proporsional terhadap 
1
5n
−
. Dengan lemma  berikut: 
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Lemma 3.3 
Diberikan  ( )xfh
∧
 pada persamaan 3.1 maka 
diperoleh  
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Dengan demikian dari (3.3.4) terlihat bahwa variansi dari 
"( )hf x
∧ 
 
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 tidak mendekati  0 untuk pemilihan 
1
5h n
−
 .  
Selanjutnya Scott & Terell (1987) memperlihatkan bahwa 
ˆ
BCVh  adalah optimal secara asimtotik sebagai yang 
disajikan melalui teorema berikut: 
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Bukti: 
Dari persamaan 3.2.1 diperoleh 
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Selanjutnya dari ketiga metode Cross-Validation 
tersebut, dapat dilihat tingkat Asimtotik sehingga untuk 
mengestimasi Fungsi densitas Tipe Kernel dapat 
dikembangkan untuk metode Cross-Validation yang 
cocok untuk suatu distribusi tertentu.  
Sebagai contoh dapat di lihat pada pengambilan n sampel 
yang berbeda pada distribusi Binomial, sebagai berikut: 
 
n (E x
 
σ
 
opth  Sbrgh
 
A MISE−  
Unifor
m 
Triangl
e 
Unifor
m 
Triangl
e 
Sbr
g 
50 3.44 1.280 0.807 0.889 0.5 0.037 0.97 
0.11
4 
10
0 
3.7
6 1.231 0.616 0.678 0.5 0.022 0.57 
0.10
4 
15
0 
3.6
2 1.173 0.513 0.564 0.5 0.016 0.39 
0.10
1 
20
0 
3.6
6 1.282 0.469 0.517 0.5 0.014 0.33 
0.09
9 
25
0 
3.6
4 1.224 0.451 0.183 0.5 0.012 0.097 
0.09
8 
30
0 
3.5
6 1.201 0.417 0.159 0.5 0.010 0.085 
0.09
7 
 
Dari tabel di atas terlihat bahwa jika pengambilan Sbrgh , 
maka nilai A MISE−  seperti pada tabel di atas. Dapat 
dilihat perbandingannya dengan pengambilan opth  
penaksir kernel  maka nilai 
Unifh
A MISE− <
trih
A MISE− <
Sbrgh
A MISE−  sehingga dapat 
disimpulkan bahwa pengambilan opth  penaksir kernel 
Uniform lebih asimtotik dari penaksir kernel triangle dan 
opth sebarang. 
 
KESIMPULAN DAN SARAN 
 
Kesimpulan 
Berdasarkan penjelasan pada bagian sebelumnya maka 
dapat disimpulkan bahwa: 
1. Pemilihan bandwith yang optimal untuk metode 
Maximum Likelihood Cross- Validation(ML-CV)  
yaitu  KLh
∧
  dikatakan  “baik” apabila mendekati      
maksimum yang finit dari ( )hCV KL ,    yaitu : 
( )hCVh KLhKL maxarg=
∧
 
2. Pemilihan bandwith yang optimal untuk metode 
Least-Square  Cross- Validation    (Unbiased Cross-
Validation) yaitu jika 
1
)()(
)()()()(( .
'
''
'
→
+
−−− sa
hh hISEhISE
hUCVhUCVhISEhISESup )( ∞→n
  
Maka UCVhˆ   optimal secara asimtotik 
3. Pemilihan bandwith yang optimal untuk metode  Bias 
Cross-Validation yaitu Jika 
'
' '
.
'
( ( ) ( ) [ ( ) ( ) 1
( ) ( )
a s
hh
ISE h ISE h BCV h BCV h
ISE h ISE hSup
− − −
→
+
)( ∞→n   Maka  BCVhˆ  optimal secara asimtotik 
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4. Pengambilan opth  penaksir kernel Uniform lebih 
asimtotik dari penaksir kernel       triangle dan 
opth sebarang, karena nilai  
       
Unifh
A MISE− < 
trih
A MISE− <
Sbrgh
A MISE−  
 
Saran 
Diharapkan dapat dilakukan penelitian lanjutan untuk 
penaksiran fungsi densitas tipe kernel dengan metode 
yang lain, dengan jenis kernel yang berbeda 
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