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Robustifying optimal experiment design for nonlinear,
dynamic (bio)chemical systems
D. Telena, D. Vercammena, F. Logista,∗, J. Van Impea
aKU Leuven, Chemical Engineering Department, BioTeC & OPTEC,
W. de Croylaan 46, 3001 Leuven, Belgium
Abstract
Dynamic experiments that yield as much information as possible are highly valuable
for estimating parameters in nonlinear dynamic processes. Techniques for model-
based optimal experiment design enable to systematically design such experiments.
However, these experiments depend on the current best estimate of the parame-
ters, which are not necessarily the true values. Consequently, in real experiments
(i)the information content can be lower than predicted and (ii)state constraints can
be violated. This paper presents a novel, computationally tractable formulation
that enables the robustification of optimally designed experiments with respect to
(i)information content and (ii)constraint satisfaction. To this end, the objective
function is the expected value of a scalar function of the Fisher information matrix,
which is efficiently computed using the sigma point method. This approach already
has a robustifying effect. The sigma point method also enables the efficient compu-
tation of constraints’ variance-covariance matrix, this can be exploited for further
robustification.
Keywords: Optimal experiment design, Robust optimal control, Fisher
information matrix, Sigma point, Parametric uncertainty
1. Introduction
In the last decades, optimal experiment design (OED) techniques have gained
increasing attention in many (bio)chemical applications. This is due to the fact
that it is often non trivial to identify parameters in dynamic systems which typi-
cally have a strong nonlinear nature (Cappuyns et al., 2007; Jauberthie et al., 2006;
Schenkendorf et al., 2009; Telen et al., 2012, 2013, 2014). Especially, for cost in-
tensive applications, it can be beneficial to design a control input in such a way
that the experiment yields as much information as possible (see Franceschini and
Macchietto (2008) for an overview).
An important challenge in OED is that the experiment has to be planned under in-
complete information as the true parameter values are not known. This parametric
uncertainty has some important consequences. First, a potential loss in information
content is expected. So, experiments need to be robust with respect to the informa-
tion content (Asprey and Macchietto, 2000). In Goodwin et al. (2007) and Ko¨rkel
et al. (2004), it is suggested to formulate the robust experiment design formula-
tion as a max-min optimization problem. Ko¨rkel and co-workers (Ko¨rkel et al.,
2004) solved the inner optimization loop explicitly with a linear approximation. A
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Bayesian approach can be found in Liepe et al. (2013). A different approach is to
compute the expected value over the uncertain parameters of the scalar function of
the Fisher information matrix. The idea of expected value optimization for OED
objectives is already introduced in Pronzato and Walter (1985) and applied to a
dynamic system for a Gaussian distribution of the parameters in Asprey and Mac-
chietto (2002).
Second, an experiment can lead to violations of state constraints as the actual
systems’ behavior differs from the predicted one. So, there is the need to be robust
with respect to present state constraints. In dynamic optimal control, such issues
have been dealt with. Sometimes stochastic information about the uncertainties is
available such that chance constraints can be formulated (Wendt et al., 2002; Srini-
vasan et al., 2003; Mitra, 2009; Galvanin et al., 2010; Recker et al., 2012). Here,
the stochastic information can originate from a (previous) parameter identification
procedure where typically confidence regions are generated along with estimates for
the parameters (Franceschini and Macchietto (2008)).
In this paper, the expected value formulation for OED is exploited. Hence, the
expected value of a scalar function of the Fisher information matrix needs to be
computed. In practice this expected value is computationally challenging as it in-
volves in theory the computation of an integral of the probability distribution of one
of the scalar functions of the Fisher information matrix over the whole parameter
space (Pronzato and Walter, 1985).
A first main contribution of this paper is that a computationally tractable formu-
lation for expected value optimization of a nonlinear dynamic model is proposed.
This formulation is based on the sigma point method (Julier and Uhlmann, 1996),
which allows the approximation of the probability distribution (mean and variance-
covariance matrix) through any nonlinear mapping. A second main contribution is
to use this variance-covariance matrix for further robustifying the designed experi-
ments in which the computed variance on the expected value can be taken directly
into account.
The paper is structured as follows. In Section 2 the mathematical formulation
of OED is introduced. The main contribution, i.e., the extension of the sigma
point approach to the expected value computation and the robustifcation of state
constraints is presented in Section 3. The difference between the traditional OED
approach (Section 2) and the proposed robustified OED approach (Section 3) is also
illustrated in Figure 1. Section 4 introduces the considered case studies, while the
obtained results can be found in Section 5. Section 6 concludes the paper.
2. Optimal experiment design as a dynamic optimization problem
In this section, the formulation of the Fisher information matrix for nonlinear
dynamic models is discussed first. Second, suitable choices for the objective function
are described. In the third part the constraint formulation is discussed. In the fourth
part, the formulation of OED as a dynamic optimization problem is explained. The
section concludes with a discussion on how to solve dynamic optimization problems
numerically.
2
Postprint version of paper published in Computers and Chemical Engineering 2014, vol. 71, p. 415-425. 
The content is identical to the published paper, but without the final typesetting by the publisher. 
Journal homepage: http://www.journals.elsevier.com/computers-and-chemical-engineering/ 
Original file available at: http://dx.doi.org/10.1016/j.compchemeng.2014.09.006 
 
2.1. Dynamic models
An adequate formulation for this paper of a dynamic, nonlinear model reads as
follows:
dx(t)
dt
= f(x(t), u(t), p, t) with x(0) = x0, (1)
r(t) = h(x(t)), (2)
where t ∈ [0, tf ] is the time, x are the state variables, u are the control variables and
p are the parameters. The dynamic system equations are represented by f . The
vector r indicates the system’s output. The function h(x(t)) denotes the measure-
ment function, which can be nonlinear.
In this paper optimal experiment design for parameter estimation is considered.
In order to quantify the amount of information for parameter estimation in an ex-
periment a suitable measure of the Fisher information matrix approach is employed
(Walter and Pronzato, 1997), which is defined as:
F (tf) =
∫ tf
0
∂x
∂p
(t)
⊤
C(t)⊤Q(t)−1C(t)
∂x
∂p
(t)dt . (3)
As the true values p are unknown, the Fisher information matrix is evaluated at
the current best guess p∗. The Fisher information matrix combines information
about the variance-covariance matrix of the output error measurements, Q(t)−1
and the sensitivities of the states with respect to small variations in the model
parameters, ∂x
∂p
(t). The expression C(t) = ∂h(x(t))
∂x
denotes the derivative of the
measurement function h(x(t)) with respect to x. The measurement error, ǫ(t) is
assumed to be additive to h(x(t)) and normally distributed with zero mean, and
variance-covariance, Q(t). The sensitivities are computed as the solution of the
following equations:
d
dt
∂x
∂p
(t) =
∂f
∂x
∂x
∂p
(t) +
∂f
∂p
with
∂x
∂p
(0) =
∂x0
∂p
. (4)
An interesting property of the Fisher information matrix is that under the assump-
tion of unbiased estimators and uncorrelated Gaussian noise, the inverse of F (tf)
approximates the lower bound of the parameter estimation variance-covariance ma-
trix, i.e, the Crame´r-Rao lower bound (Walter and Pronzato, 1997; Ljung, 1999).
If a sampling decision is taken into account, the Fisher information matrix can be
written as:
F (tf) =
∫ tf
0
w(t)
∂x
∂p
(t)⊤C(t)⊤Q(t)−1C(t)
∂x
∂p
(t)dt , (5)
where w(t) ∈ {0, 1}, is the decision variable which indicates whether or not a
sample is taken. In this paper, this condition is taken into account in its relaxed
form w(t) ∈ [0, 1] (Sager, 2013). This avoids a mixed-integer optimization problem
while allowing to get arbitrary close to the optimal solution due to the sum up
rounding strategy (Sager, 2013).
2.2. Quantifying the information content
The Fisher information matrix F (tf) contains the information of a chosen exper-
iment. To optimize this amount of information a scalar function of F (tf) has to be
selected as the optimization problem’s objective function. The objective function
3
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is formulated as:
Φ(F (tf)) (6)
where Φ(.) is one of the criteria further described and F (tf) is the Fisher infor-
mation matrix. Some widely used scalar functions (Walter and Pronzato (1997);
Franceschini and Macchietto (2008)) are listed below:
• A-criterion: min[trace(F−1(tf))] A-optimal designs minimize the mean
of the parameter estimation errors. The geometrical interpretation is the
minimization of the enclosing frame around the joint confidence region.
• D-criterion: max[det(F (tf))] D-optimal designs minimize the geometric
mean. Geometrically, this is minimizing the volume of the joint confidence
region.
• E-criterion: max[λmin (F ( tf))] E-optimal designs aim at minimizing the
largest parameter error. This corresponds to minimizing the length of the
largest uncertainty axis of the joint confidence region.
A problem shared by all criteria is that the design of an experiment is dependent
on the current best estimate of the parameters. A potential way to deal with
this dependency is described in Ko¨rkel et al. (2004). It involves formulating a
(conservative) max-min optimization problem, e.g., trying to maximize the worst
determinant value of the Fisher information matrix. The inner optimization is
approximated in a linear way leading to a challenging, but tractable optimization
problem. A different approach for the robustification of experiment designs has been
proposed in Pronzato and Walter (1985). It is assumed that the parameters p belong
to a population with known/estimated statistics. As a measure of information
content the mathematical expectation over this population is proposed:
E
p
(Φ(F (tf))) . (7)
This means that the expected value of the scalar function of the Fisher information
matrix over the parameter space needs to be computed. This can be done by solving
a complex integral (Asprey and Macchietto, 2002) involving the Fisher information
matrix and the parameter probability distribution. Note the difference with Equa-
tion (6) where only the current best estimates of the parameters are considered.
The main difficulty of this formulation is how to compute the expected value in the
context of dynamic process models. In the next Section, a computational tractable
approach for the expected value OED formualtion is presented.
2.3. Constraints
Processes in industry usually have to satisfy safety and operation constraints,
e.g., temperatures must not exceed certain levels or feed rates can not exceed the
pump limitations. Mathematically this is expressed as:
0 ≥ cp(x(t), u(t), t), (8)
0 ≥ ct(x(tf), tf) . (9)
Here, the vector cp indicates the path inequality constraints and ct denotes the
terminal inequality constraints on controls and states.
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2.4. Dynamic optimization problem formulation
The complete classic OED problem formulation incorporating the required sen-
sitivities and the Fisher information matrix is as follows:
min
u(·),x(·),∂x
∂p
(·),F (·)
Φ(F (tf)) (10)
subject to:
dx
dt
(t) = f(x(t), u(t), p, t) with x(0) = x0, (11)
d
dt
∂x
∂p
(t) =
∂f
∂x
∂x
∂p
(t) +
∂f
∂p
with
∂x
∂p
(0) =
∂x0
∂p
, (12)
d
dt
F (t) =
∂x
∂p
(t)⊤C(t)⊤Q(t)−1C(t)
∂x
∂p
(t) with F (0) = 0, (13)
0 ≥ cp(x(t), u(t), t), (14)
0 ≥ ct(x(tf ), tf) . (15)
The first equation describes the actual system dynamics, the following two equa-
tions (12) and (13) are the required sensitivity equations and Fisher information
matrix. Note that the symmetry in F (t) can be exploited. Equations (14) and (15)
denote the constraints. The left part of Figure 1 schematically summarizes the re-
quired ingredients for the traditional OED approach.
OED for a dynamic system with nx state variables and np parameters requires
in addition to the nx states nx · np sensitivities. Furthermore np2 · (np + 1) Fisher
elements are needed. The total number of states for a single objective function
evaluation is:
nx + np · nx + np/2 · (np + 1) . (16)
2.5. Dynamic optimization problem solution
OED is a special class of dynamic optimization problems. These optimization
problems are infinite dimensional, since for every point t in the interval an optimal
value has to be found. They can be solved by converting them to a finite Nonlinear
Programming (NLP) problem by means of discretization. Two different approaches
can be distinguished. A sequential direct method as Single Shooting Vassiliadis et al.
(1994) discretizes the controls while the simultaneous direct approaches discretize
both states and controls. Within these simultaneous approaches there exist: Multi-
ple Shooting Bock and Plitt (1984) and Orthogonal Collocation Biegler (2007). In
Single Shooting only the controls are discretized which results in general in a smaller
NLP compared with the simultaneous approaches. Violations of state constraints
can only be checked after integration and are not always straightforward to take
into account. In Multiple Shooting also the states are discretized such that state
constraints can be checked more easily in these discretization points. However, in
between these points violations can still occur. In collocation schemes the states’
discretization is even finer than in Multiple Shooting, meaning that state constraint
violations are more unlikely to occur. The price to pay is, however, that a much
larger NLP has to be solved and sparsity has to be taken into account. Nevertheless
dedicated numerical integrators are not required as in the shooting approaches.
3. A computationally tractable formulation for robustified OED
In this section, the application of the sigma point approach to the expected
value of OED-design criteria is discussed in view of making the experiment design
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more robust. Subsequently, the approach on how to robustify even more state
constraints using the sigma point method is presented. This section concludes with
a description of the numerical implementation and the employed software.
3.1. The sigma point approach
The sigma point method is a method for the approximation of nonlinear transfor-
mations of probability distributions. It has been developed in Julier and Uhlmann
(1996) and it is based on the intuition that it is easier to approximate a distribution
with a fixed number of parameters, i.e., the sigma points, than to approximate an
arbitrary nonlinear function. Assume the following nonlinear function:
z = g(y) , (17)
in which the n-dimensional variable y has a specific distribution with a given ex-
pectation value y¯ and variance-covariance matrix Pyy. The sigma points are chosen
as:
γ0 = y¯ , (18)
γi = y¯ +
√
(n+ κ)Pyy
i
with i = 1, . . . , n , (19)
γi = y¯ −
√
(n+ κ)Pyy
i−n
with i = n+ 1, . . . , 2n , (20)
which results in total in 2n+1 sigma points. Here,
√
Pyyi, denotes the i-th column of
the matrix square root, which can be computed by, e.g., a Cholesky decomposition.
These sigma points are subsequently evaluated by the nonlinear function:
ζi = g(γi) with i = 0, . . . , 2n . (21)
The predicted mean can be computed as:
z¯ =
1
n+ κ
(
κζ0 +
1
2
2n∑
i=1
ζi
)
, (22)
while the predicted variance-covariance matrix is approximated by:
Pzz =
1
n+ κ
(
κ(ζ0 − z¯)(ζ0 − z¯)⊤
)
+
1
n+ κ
(
1
2
2n∑
i=1
(ζi − z¯)(ζi − z¯)⊤
)
. (23)
An answer to the question how to choose the parameter κ and a thorough theoretical
analysis of the approximation errors can be found in Julier and Uhlmann (1996)
(κ=3-n). Note also that how to choose these sigma points is not unique. Several
methods, each with their advantages have been proposed, e.g., Julier (2002). In the
next section, the extension to expected value optimization for OED is described.
3.2. Expected value computation for OED
The expected value of the first moment or mean of the distribution after a non-
linear transformation can be approximated through the sigma point method Julier
and Uhlmann (1996). Assume the current best guess for the parameters p with a
variance-covariance matrix V . This can be the result of a literature study or the re-
sult of a previous parameter estimation procedure. The nonlinear function g(y) is in
the optimal experiment design context the evaluation of the objective function Φ(F )
for given initial conditions and controls. The parameters p are the n-dimensional
variable y in Equation (17). If np is the number of uncertain parameters, then the
6
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objective function has to be evaluated 2np+1 times. The evaluations differ only in
the values for the parameters p:
π0 = p , (24)
πi = p+
√
(np + κ)V
i
with i = 1, . . . , np , (25)
πi = p−
√
(np + κ)V
i−np
with i = np + 1, . . . , 2np . (26)
Here,
√
V i, denotes the i-th column of the matrix square root which can by com-
puted by, e.g., a Cholesky decomposition. The expected value for the objective
function E(Φ(F (tf))) = Φ¯(F (tf) can be computed as:
Φ¯(F (tf)) =
1
np + κ
(
κΦ(F (π0)) +
1
2
2np∑
i=1
Φ(F (πi))
)
, (27)
in which Φ(F (πi)) is the scalar function of the Fisher information matrix F (tf)
evaluated in the i-th sigma point, i.e., where the parameter values are p = πi, while
Fi denotes the corresponding Fisher information matrix. Note that the sigma point
approach is not used to quantify the information content as has been proposed in,
e.g., Heine et al. (2008); Schenkendorf et al. (2009), but is used to quantify the
uncertainty in the Fisher information matrix or in the constraints.
So, the complete problem formulation for expected value optimization in OED using
the sigma point approach is:
min
u(·),xi(·),
∂xi
∂p
(·),Fi(·)
E
p
(Φ(F (tf ))) with i = 0, . . . , 2np (28)
subject to:
dxi
dt
(t) = f(xi(t), u(t), πi, t) with xi(0) = x0 (29)
d
dt
∂xi
∂p
(t) =
∂f
∂x
∂xi
∂p
(t) +
∂f
∂p
with
∂xi
∂p
(0) =
∂x0
∂p
, (30)
d
dt
Fi(t) =
∂xi
∂p
⊤
(t)C(t)⊤Q(t)−1C(t)
∂xi
∂p
(t) with Fi(0) = 0, (31)
0 ≥ cp(xi(t), u(t), t), (32)
0 ≥ ct(xi(tf), tf). (33)
The states resulting from the sigma point approach are implemented in parallel
with the original system such that in total for a system with nx original states and
np parameters: (
nx + np · nx + np
2
· (np + 1)
)
· (2np + 1)) , (34)
states need to be computed in the dynamic optimization, but leads to an experiment
in which the uncertainty of the parameters is taken into account in the OED (see
also Figure 1). In the approach proposed in this work, the expected value can be
computed without knowledge of the actual distribution (Julier and Uhlmann, 1996).
Furthermore, in the current approach the computation of a complex integral over
the parameter space is avoided (Asprey and Macchietto, 2002).
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3.3. Further robustifying constraints
An additional advantage of the proposed technique is that in these sigma points
the constraints are also required to be satisfied. This means that in a single opti-
mization procedure, state constraints for 2np + 1 parameter sets are required to be
satisfied, yielding an OED which is more robust as uncertainty information for the
different parameter values are taken into account. Furthermore, besides the com-
putation of the expected Fisher information matrix, it is also possible to compute
the expected constraint evolution, E(cp(t)) = c¯p(t), and variance-covariance matrix
Pcpcp with negligible additional computational effort:
c¯p(t) =
1
np + κ
(
κcp(t, π0) +
1
2
2np∑
i=1
cp(t, πi)
)
, (35)
Pcpcp(t) =
κ
np + κ
(
(cp(t, π0)− c¯p(t))(cp(t, π0)− c¯p(t))⊤
)
+
(
1
2(np + κ)
2np∑
i=1
(cp(t, πi))− c¯p(t))(cp(t, πi))− c¯p(t))⊤
)
, (36)
Here, cp(t, πi) = cp,i denotes the constraint profile resulting from the evaluation of
the dynamic system in the i-th sigma point, i.e., p = πi. The computed uncertainty
of the variance-covariance matrix of the expected value can be taken into account to
further robustify the optimization with respect to the constraints by computing a
so-called backoff value (Srinivasan et al., 2003; Galvanin et al., 2010). The expected
value is already robust as the state constraints have to be satisfied by all the sigma
points. The uncertainty as measured by the variance-covariance matrix on the
expected value can subsequently be taken into account by (Srinivasan et al., 2003;
Galvanin et al., 2010):
0 ≥ c¯p,j(t) + α
√
Pcpcp,jj(t) with j = 1, . . . , ncp , (37)
with α a chosen parameter. Here, c¯p,j(t) denotes the j-th element of the vector c¯p(t)
with dimension ncp and Pcpcp,jj(t) is the corresponding diagonal element of the
variance-covariance matrix. This constraint formulation ensures that the expected
value in a certain probability region is satisfied. If the expected value is assumed to
be normally distributed, α can be chosen to specific % significance levels. A similar
approach for robust dynamic optimization can be found in (Srinivasan et al., 2003;
Galvanin et al., 2010; Logist et al., 2011; Houska et al., 2012; Recker et al., 2012;
Ostrovsky et al., 2013) in which, the variance-covariance matrix is approximated
using a first order approximation. So, the robustified expected value optimization
problem is:
min
u(·),xi(·),
∂xi
∂p
(·),Fi(·)
E
p
(Φ(F )) with i = 0, . . . , 2np (38)
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subject to:
dxi
dt
(t) = f(xi(t), u(t), πi, t) with xi(0) = x0, (39)
d
dt
∂xi
∂p
(t) =
∂f
∂x
∂xi
∂p
(t) +
∂f
∂p
with
∂xi
∂p
(0) =
∂x0
∂p
, (40)
d
dt
Fi(t) =
∂xi
∂p
⊤
(t)C(t)⊤Q(t)−1C(t)
∂xi
∂p
(t) with Fi(0) = 0, (41)
0 ≥ cp(xi(t), u(t), t), (42)
0 ≥ ct(xi(tf), tf), (43)
0 ≥ c¯p,j(t) + α
√
Pcpcp,jj(t) with j = 1, . . . , ncp . (44)
The number of required states is the same as in the previous subsection, the differ-
ence however is that additional constraints as expressed by Equation (44) are added
(see Figure 1).
Remark. A Monte-Carlo simulation can be performed after the experiment design
to investigate the robust character of the constraints (Schenkendorf et al., 2009) by
sampling different parameter sets. If the a-priori desired confidence level related
with the chosen α, is not reached, this α can be increased. The sigma point ap-
proach serves as a predictor step while the Monte-Carlo simulations are a corrector
step. This allows an iterative procedure where the use of computationally expensive
Monte-Carlo simulations are avoided in the optimization procedure.
4. Case studies
This section presents the considered case studies. A first biochemical case
study is a well-mixed fed-batch bioreactor. The second case study is the chemi-
cal Williams-Otto reactor. Note that for the two case studies two parameters are
considered. This is for visualization purposes, the proposed technique is not re-
stricted to a two parameter case.
4.1. A fed-batch bioreactor
This case study considers a well-mixed fed-batch bioreactor (Cappuyns et al.,
2007). The dynamic model equations are given by:
dCs
dt
= −σCx + u
ν
Cs,in − u
ν
Cs , (45)
dCx
dt
= µCx − u
ν
Cx , (46)
dν
dt
= u , (47)
with initial conditions: x(0) = (3.0, 0.25, 7.0)⊤, and constraints: 0 ≤ u(t) ≤ 1 L/h,
in which Cs [g/L] is the concentration of limiting substrate, Cx [g/L] the biomass
concentration and ν [L] the bioreactor volume. u [L/h] is the volumetric feed rate,
containing a substrate concentration Cs,in. The specific growth rate studied in this
case is the monotonic Monod type. The mathematical expression for the growth
rate is: µ = µmax
Cs
Ks+Cs
. The substrate consumption rate is given by the linear
law: σ = µ/YX|S + m, where YX|S is the yield and m the maintenance factor.
The end time tf is set to 15 h. Both the substrate and biomass concentration are
assumed to be measurable, h(t) = (Cs, Cx). The used measurement error variances
are σ2Cs = 0.10 · 10−2 g2/L2 and σ2Cx = 6.25 · 10−4 g2/L2. The number of control
9
Postprint version of paper published in Computers and Chemical Engineering 2014, vol. 71, p. 415-425. 
The content is identical to the published paper, but without the final typesetting by the publisher. 
Journal homepage: http://www.journals.elsevier.com/computers-and-chemical-engineering/ 
Original file available at: http://dx.doi.org/10.1016/j.compchemeng.2014.09.006 
 
intervals is set to 20. The number of states to be calculated is for this case study
45 as nx = 2 and np = 2. Note that state ν is not influenced by the uncertain
parameters and thus omitted from the uncertainty propagation.
The first uncertain parameter is µmax, the maximum specific growth rate. The
second parameter under consideration is Ks, the half-saturation constant. The pa-
rameter values used in the OED procedure are 0.421 and 0.439, respectively. The
initially assumed variance-covariance matrix is:
V =
(
0.102 0
0 0.102
)
. (48)
For the remaining constants and parameter values, the reader is referred to Cap-
puyns et al. (2007).
4.2. The Williams-Otto reactor
The case study described in this section is the Williams-Otto fed-batch reactor
(Hannemann and Marquardt, 2010; Logist et al., 2011). The following reactions
take place in the reactor: A+B→ C, B+C→ P+E and C+P→ G. Reactant A
is initially present while reactant B is added continuously. During the exothermic
reactions products P and E as well as G are formed. The heat produced in the
reactions is removed by a cooling jacket. The dynamic model equations are:
dxA
dt
=
xAu1
1000R
− k1η1xAxB , (49)
dxB
dt
=
(1− xB)u1
1000R
+ k1η1xAxB − k2η2xBxC , (50)
dxC
dt
=
−xCu1
1000R
+ k7η1xAxB − k3η2xBxC −
k6η3xCxP , (51)
dxP
dt
=
−xPu1
1000R
+ k2η2xBxC − k4η3xCxP , (52)
dxE
dt
=
−xEu1
1000R
+ k3η2xBxC , (53)
dxG
dt
=
−xGu1
1000R
+ k5η3xCxP , (54)
dT
dt
=
(TF − T )u1
1000R
+ k8η1xAxB + k9η2xBxC +
k10η3xCxP − l1(T − 1000u2) , (55)
dR
dt
=
u1
1000
, (56)
with initial conditions:
x(0) = (1.0, 0.0, 0.0, 0.0, 0.0, 0.0, 65, 2.0)⊤, and constraints:
60 ≤ T (t) ≤ 90 , 0 ≤ u1(t) ≤ 5.784 ,
0.02 ≤ u2(t) ≤ 0.1 , R(tf) ≤ 5 ,
in which xi with i ∈ {A,B,C,P,E,G} are dimensionless concentrations, T is the
reactor temperature and R the volume. The time t [h] is the independent vari-
able. The Arrenius dependencies are η1 = exp(
−6666.7
T+273.15 ), η2 = exp(
−8333.3
T+273.15 ) and
η3 = exp(
−11111.0
T+273.15 ). The controls of the system are u1, i.e., the feed rate of B and
u2, the scaled jacket fluid temperature. The end time is fixed to 1000 h. Only the
temperature profile is assumed to be measurable. The number of control intervals
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is set to 50. The number of states to be calculated, is for this case study 121, see
Equation (34) as nx = 7 and np = 2 with one state to describe the reactor volume
which does not depend on the uncertain parameters.
Two uncertain parameters are considered as well for the OED of the Williams-
Otto reactor. The first is k1, which is a kinetic coefficient of the reaction, while l1
is the heat transfer coefficient. The employed parameter values are 1.6599 · 106 and
2.435 · 10−4, respectively. The initially assumed variance-covariance matrix is:
V =
(
(1.6599 · 105)2 0
0 (2.435 · 10−5)2
)
. (57)
For the remaining constants and parameter values, the reader is referred to Hanne-
mann and Marquardt (2010); Logist et al. (2011).
4.3. Numerical implementation
OED for nonlinear dynamic models is a subclass of dynamic optimization which
quickly leads to a high number of states. These problems are solved in this work by
discretizing the differential states and the controls via a direct collocation scheme
(Biegler, 1984, 2010). For the states, fourth order Lagrange polynomials are cho-
sen while for the controls, a piecewise constant approach is selected. The resulting
nonlinear program is solved with CasADi, a software tool for automatic differenti-
ation and dynamic optimization (Andersson et al., 2012). The required gradients,
jacobians and hessians are automatically generated in CasADi due to the symbolic
implementation. These are then used to solve the NLP using the interior point
optimization routine IPOPT (Wa¨chter and Biegler, 2006). The tolerance of the
optimization routine is set to 10−6.
5. Results
In this section, the obtained numerical results are discussed. The first part
discusses the results for the fed-batch bioreactor. The second part presents the
results of the Williams-Otto reactor.
5.1. A fed-batch bioreactor
For the fed-batch bioreactor two different designs are considered: the E-design
and the expected E-design (EE-design). Given the collocation scheme, this case
study results in 3680 discretized state and 20 control variables to be determined by
the NLP-solver subject to 3999 equality and 301 inequality constraints. In addi-
tion, the number of continuous sampling hours available for sampling is restricted
in these designs to 3 hours. Remark that it is assumed that measurements are taken
at the same time for all states. As the maintenance factor m is assumed to be zero,
different realizations for the parameters do not result in invalid experiments and no
state constraints have to be satisfied. So, the focus on the robustness in this case
study is with respect to the information content. The obtained state and control
profiles for a total of 3 h sampling are depicted in Figure 2. In addition, the start of
the sampling for a period of 0.75 h is each time denoted by the squares or diamonds.
Remarkably, the obtained profiles are quite similar. The main difference between
the control action of the two designs is a shift of a similar feeding phase towards the
end of the experiment in the EE-design. The moment when measurements are to
be taken coincides for both designs with this feeding phase. Note that the expected
state confidence region is almost reduced to zero in Figures 2(c) and 2(d). This is
possible if the state at that time point is the same for all the sigma point realiza-
tions, see Figures 2(a) and 2(b). From these Figures 2(a) and 2(b), it is observed
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Table 1: First, second and third quartile of the parameter quality measure for the E- and EE-
design.
E-design EE-design
Q1 0.85 0.77
Q2 2.65 1.59
Q3 21.8 5.58
that the largest difference with the nominal profile originates from sigma points π1
and π3, which is the influence of µmax. If the objective function is evaluated using
the current best estimates of the parameters with the control input originating from
the E-design and the EE-design, a decrease of the information content (measured
as the predicted minimal eigenvalue of the Fisher information matrix) of 7.9 % for
the 4 period sampling case is observed. This illustrates that the robustification of
the design comes at a cost, i.e., a reduction of information content.
To investigate how the objective function changes when the actual system has
parameters which are different from the ones for which the experiment has been
designed, 200 different parameter sets for each of the designs are sampled from
the assumed parameter distribution. The previously found E-design and EE-design
are applied with 4 sampling periods accounting for 3 sampling hours. For each of
the resulting 200 profiles the predicted objective function value is computed first.
Second, for each of the 200 state profiles a noise realization based on the assumed
measurement error variance is sampled. This results in 200 noisy datasets for both
designs. For these sets, a parameter identification procedure is performed and the
information content is quantified by computing the empirically observed smallest
eigenvalue of the resulting Fisher information matrix. The resulting objective func-
tion scores are depicted in Figure 3. A strong dependency of the objective function
is observed in relationship with µmax, which is also hinted by the dependency of
the variance estimate of the previous paragraph. For the E-design, a decrease of
the objective function is observed when µmax differs from the nominal value where
the sampled µmax’s are larger than the mean value. In the region where µmax is
smaller than the mean value, a sharp decrease in information content is observed
compared to the EE-designs. Note that the objective function values obtained after
the parameter identification procedure are in agreement with the predicted values.
Remark, however, that the decrease in information content when µmax is larger than
its nominal value is more abrupt than predicted. The EE-design leads to a more flat
objective surface and outperforms the E-design in regions far from the nominal pa-
rameter values. The quality is also evaluated at the level of the resulting estimates.
The parameter estimation quality measure employed is the mean relative parameter
error (MPE) [%]: MPE = 100
np
∑np
i
|pidenitfied,i−psampled,i|
psampled,i
[%]. The distribution of the
parameter quality index is illustrated by the 3 quartiles in Table 1. It is observed
that the two first quartiles are more or less close for the two designs, note however
that the EE-design scores consistently better than the E-design. The difference is
more evident in the third quartile, where it is 21.8% versus 5.58% illustrating that
the EE-design is indeed more robust for the parameter identification. To examine
the influence of a single parameter on the parameter estimation accuracy expressed
in MPE, Figure 4 is displayed. It depicts the cross section of the 2D surface fitted
through the different realizations for both the E- and EE-design. One parameter
is kept at the its initially assumed value while the other parameter is varied up
to 50%. From Figure 4 it is observed that µmax influences the MPE more than
Ks. Furthermore, in the neighborhood of the initially assumed value the E-design
is better than the robust case, while further from the initially assumed value, the
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robust design outperforms the E-design. From Figure 4 it can be inferred that if
µmax is accurate, the value of Ks hardly influences the parameter accuracy for both
designs.
5.2. The Williams-Otto reactor
For the Williams-Otto reactor, the D-design, the expected D-design (ED-design)
and the robustified expected D-design (robust ED-design) are considered. Given the
employed collocation scheme, this case study results in at most 24200 discretized
state and 50 control variables to be determined by the NLP subject to 24200 equal-
ity constraints and 300 inequality constraints. Note the presence of a strict state
constraint with respect to reactor temperature. So, to ensure the approximate 95
% confidence region of the expected temperature evolution satisfies the state con-
straint, the following equations are added:
E(T (t)) + 2
√
PTT (t) ≤ 90, (58)
E(T (t))− 2
√
PTT (t) ≥ 60. (59)
The constituting temperature profiles for the expected temperature profile are il-
lustrated in Figure 5(a) for the ED-design result. The obtained temperature and
expected temperature profiles are depicted in Figures 5(b) and 5(c). From Fig-
ure 5(a), it is clear that in one of sigma point temperature profiles the present state
constraint is active but the predicted 95 % confidence bound almost satisfies the
state constraint for the expected D-design while the robust ED-design is within the
constraints. Furthermore, in the nominal D-design the state constraint is active
at several different times. In Figures 5(e) and 5(f) the differences in control ac-
tions between the three designs is displayed. The initial feeding stops earlier in the
ED-design/robust ED-design compared with the D-design. In addition, the heating
of the system stops earlier in the ED-design/robust ED-design compared with the
D-design. The objective function value, evaluated with the current best guess of the
parameter (as one would do if the classic FIM approach is used) is 17.5 % lower in
the robust ED-design than in the D-design while in the robust ED-design, this value
is 18.6 % lower. So, a price for the robustification is observed, i.e., the information
content as measured by the FIM is lower in the best guess of the parameters in the
case of the expected design formulations compared with the classic OED approach.
As the nominal D-design results in several time instances in an active state con-
straint, it is to be expected that changes in the parameters will result in a violation
of this constraint. To investigate the robustness with respect to this state constraint,
500 different parameter sets are drawn given the distribution in the previous sec-
tion. These simulations result for the ED-design in 473 designs which remain within
the state constraints and for the robust ED-design 477 designs (≥ 95 %) which are
feasible while the D-design results in only 211 feasible experiments. Parameter sets
leading to valid experiments are depicted in Figure 6. For values of the heat co-
efficient below the nominal value almost no feasible experiment can be found for
the D-design experiment. The ED-design and robust ED-design, however result in
this region in valid experiments (up to 95.4 %). The resulting mean reactor tem-
perature profiles for the three designs and their empirical 95 % confidence bounds
are illustrated in Figure 5(d). The latter figure indicates that changes in the heat
coefficient can indeed lead to higher temperatures than allowed in the case of the
D-design control action. If, however, the experiment is designed using the expected
value approach, inherently robustifying as each of the sigma point profiles are re-
quired to satisfy the present constraints. Also note that the predicted confidence
bounds of the ED-design are in agreement with the empirical observations, illus-
trating the potential of the proposed methodology. In addition, the robustified
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ED-design gives rise to an experiment with empirical confidence bounds, satisfying
the state constraints, as depicted in Figure 5(d).
6. Conclusion
The problem addressed in this paper is that in OED for nonlinear dynamic
models, experiments are planned under incomplete information due to the pres-
ence of uncertain parameters. This can lead to a loss in the predicted information
content and to experiments that violate present state constraints. In this paper, a
computationally tractable methodology is proposed to use the expected value OED
design criteria formulation, based on the sigma point method. The expected value
is computationally challenging as it involves the computation of an integral over the
parameter domain. So, the sigma point method is employed such that a tractable
computation of the expected value of the Fisher information matrix is obtained
and the computation of a complex integral is avoided. Moreover, the computation
of the expected value has an inherent robust character, as for each of the sigma
points, all present state constraints have to be satisfied. Furthermore, the sigma
point method also allows the computation of the variance-covariance matrix of the
expected value. This variance-covariance matrix can be used for a further robustifi-
cation of the designed experiments in which the computed variance on the expected
value can be taken directly into account. The presented methodology is illustrated
on two different case studies with different OED objective functions.
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OED:
Nominal objective function
- Dynamic model
- Sensitivities 
- Fisher matrix
- Constraints
Initial parameters p
Traditional OED formulation
(non-robust) experiment
Robustified OED formulation
Initial parameters p
Initial variance-covariance matrix V
Robust OED:
Expected value objective function
with sigma point approach
- Dynamic model SP 0
- Sensitivities SP 0
- Fisher matrix SP 0 
- Constraints SP 0
- Dynamic model SP 2np
- Sensitivities SP 2np
- Fisher matrix SP 2np
- Constraints SP 2np
…
Optionally:
+ Single chance constraints
Expected value experiment
Robustified expected value experiment
Figure 1: Illustration of the traditional OED formulation (left) and the proposed robustified OED
formulation (right). The traditional approach is explained in Section 2, while the new approach
based on the sigma points method (SP) is presented in Section 3.
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Figure 2: State, expected state evolution with confidence bounds (CB) and control action of the
E-design and EE-design for the bioreactor case with 4 sampling periods.
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Figure 4: The MPE in function of individual parameter deviations for the E- and EE-design.
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(c) Evolution E(T ) of the ED-design vs ro-
bustified ED-design.
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(d) Empirical mean reactor temperature
and 95 % confidence bounds for the three
designs.
0 200 400 600 800 1000
0
1
2
3
4
5
6
Time [h]
u
1:
 F
ee
d 
ra
te
 B
 [-]
 
 
D-design
ED-design
Robust ED-design
(e) Feed rate B for the D-design, ED-
design and robust ED-design..
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(f) Jacket temperature for the D-design,
ED-design and robust ED-design.
Figure 5: Expected reactor temperature evolution and control actions of the D-design, ED-design
and robust ED-design for the Williams-Otto reactor case.
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Figure 6: Illustration of the projected resulting objective function surface for the three designs:
D-design, ED-design and the robust ED-design. The black ellipsoids denote the 66 % and 95 %
joint parameter confidence region.
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