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HOMOGENEOUS STATE FEEDBACK STABILIZATION OFHOMOGENEOUS SYSTEMSLARS GRUNEyAbstract. We show that for any asymptotically controllable homogeneous system in euclidianspace (not necessarily Lipschitz at the origin) there exists a homogeneous control Lyapunov functionand a homogeneous, possibly discontinuous state feedback law stabilizing the corresponding sam-pled closed loop system. If the system satises the usual local Lipschitz condition on the wholespace we obtain semi-global stability of the sampled closed loop system for each suciently smallxed sampling rate, if the system satises a global Lipschitz condition we obtain global exponentialstability for each suciently small xed sampling rate. The control Lyapunov function and thefeedback are based on the Lyapunov exponents of a suitable auxiliary system and admit a numericalapproximation.Key words. Homogeneous system, state feedback stabilization, control Lyapunov functions,Lyapunov exponentsAMS subject classications. 93D15 (93D22, 93D30, 93D20)1. Introduction. In this paper we consider the problem of state feedback sta-bilization of homogeneous control systems in Rn . This problem has been consideredby a number of authors during the last years, see e.g. [15, 16, 17, 20, 21, 22, 25], tomention just a few examples. Stability in this context will always mean asymptoticstability.Homogeneous systems appear naturally as local approximations to nonlinear sys-tems, which inherit some local properties of their homogeneous approximations, e.g.asymptotic controllability [14]. In order to make use of this property in the designof locally stabilizing feedbacks for nonlinear systems the main idea lies in the con-struction of homogeneous feedbacks, i.e. feedback laws that preserve homogenity forthe resulting closed loop system. Utilizing a corresponding homogeneous Lyapunovfunction, those laws can then be shown to be locally stabilizing also for the approx-imated nonlinear system, cf. [14, 17, 19]. Regarding the existence of homogeneousstabilizing feedback laws, it was shown in [15] that if the system admits a continuous,but not necessarily homogeneous, stabilizing state feedback law, then there exists ahomogeneous dynamic feedback stabilizing the system. Unfortunately, if we are look-ing for state feedback laws, it is in general not true that any continuously stabilizablehomogeneous system is stabilizable by a continuous and homogeneous state feedbacklaw, as the examples in [22] show. Even worse, there exist homogeneous systems, e.g.Brockett's classical example [2], which|although asymptotically controllable|do notadmit a stabilizing continuous state feedback law at all.Especially Brockett's results inspired the search for alternative feedback concepts.In the present paper we are going to use discontinuous state feedback laws for whichthe corresponding closed loop systems are dened as sampled systems. Although thisis not a new concept, see e.g. [12, 13, 23], it has recently received new attention,see e.g. the survey [24]. In particular, it was shown in [4] that (global) asymptoticcontrollability is equivalent to the existence of a (globally) stabilizing discontinuousyFachbereich Mathematik, J.W. Goethe-Universitat, Postfach 111932, 60054 Frankfurt a.M.,Germany, E-Mail: gruene@math.uni-frankfurt.de. This paper has been written while the author wasvisiting the Dipartimento di Matematica, Universita di Roma \La Sapienza", Italy, supported byDFG-Grant GR1569/2-1. 1
2 LARS GRUNEstate feedback law for the sampled closed loop system. Stability in this context meansasymptotic stability for the sampled trajectories, where|in general|the intersam-pling times have to tend to zero close to the equilibrium and far away from it. Arelated but slightly dierent concept of a discontinuous feedback is the notion of dis-crete feedback introduced in [7]; here also sampled trajectories are considered, butwith xed intersampling times. With this approach it was possible to show in [10]that for semilinear systems asymptotic controllability is equivalent to (exponential)discrete feedback stabilizability.The goal of the present paper is to provide a link between these two concepts inthe framework of homogeneous systems. As in [10] we use a spectral characterizationof asymptotic controllability by means of Lyapunov exponents, and obtain stabilityresults for xed sampling rates; as in [4] we construct the feedback based on a suitable(and here also homogeneous) control Lyapunov function, and obtain stability not onlyfor xed intersampling times but for all suciently small ones. Furthermore, and thisis a key feature of our construction, the resulting stabilizing state feedback law ishomogeneous, thus rendering the corresponding closed loop system homogeneous. Allthis will be done just under the assumption that the corresponding homogeneoussystem is asymptotically controllable.The organization of this paper is as follows. After dening the setup and theconcepts we pursue, in Section 3 we introduce a class of auxiliary systems we callhomogeneous-in-the-state. In some sense these systems have a built in homogenityfor each control value. These systems will be simplifyed by suitable coordinate andtime transformations, and for the resulting system we will characterize asymptoticcontrollability by means of its Lyapunov exponents. In Section 4 we will use thischaracterization in order to construct a suitable control Lyapunov function which willthen be used for the construction of the stabilizing feedback law. After giving somehints about a numerical approximation of these feedback laws in Section 5, we willreturn to the homogeneous systems in Section 6 and prove the stabilization result byshowing that these systems can easily be transformed into systems homogeneous-in-the-state without loosing the asymptotic controllability property. Finally, in Section7 we discuss two examples.2. Setup. We consider a class of systems_x(t) = g(x(t); w(t))(2.1)on Rn where w() 2 W , and W denotes the space of measurable and locally essen-tially bounded functions from R to W  Rm . We assume that the vector eld g iscontinuous, g(; w) is locally Lipschitz on Rn n f0g for each w 2 W , and satises thefollowing property.Definition 2.1. We call g homogeneous if there exist ri > 0, i = 1; : : : ; n,sj > 0, j = 1; : : : ;m and  2 ( mini ri;1) such thatg(x;w) = g(x;w) for all w 2 W;   0(2.2)where = 0BBBB@ r1 0    00 . . . . . . ...... . . . . . . 00 : : : 0 rn 1CCCCA and  = 0BBBB@ s1 0    00 . . . . . . ...... . . . . . . 00 : : : 0 sm 1CCCCA
STABILIZATION OF HOMOGENEOUS SYSTEMS 3are called dilation matrices. With k = mini ri we denote the minimal power (of thestate dilation) and the value  2 ( k;1) is called the degree of the system.This denition generalizes the one given in [22] to the case of a multidimensionalcontrol input, see e.g. cite [14] for an alternative denition (equivalent on Rn ) forvector elds on arbitrary manifolds. The use of dilation matrices instead of the usualdilation functions allows a more compact notation in what follows. Observe that gis Lipschitz in the origin i   0 and globally Lipschitz i  = 0, furthermore thedenition implies g(0; 0) = 0.Corresponding to the dilation matrix  we dene a function N : Rn ! [0;1)which can be interpreted as a \dilated norm" w.r.t. . Denoting d = 2Qni=1 ri wedene N(x) by N(x) :=  nXi=1 x drii ! 1d(2.3)implying N(0) = 0, N(x) > 0 if x 6= 0, and N(x) = N(x).Note that the trajectories of (2.1) may tend to innity in nite time if  > 0 andthat uniqueness of the trajectory may not hold if  < 0, however it holds away fromthe origin. As long as uniqueness holds (i.e. if   0 or the trajectory does not crossthe origin) we denote the (open loop) trajectories of (2.1) by x(t; x0; w()) for eachx0 2 Rn and each w() 2 W , where x(0; x0; w()) = x0, Then from Denition 2.1 weobtain x(t;x0;w( )) = x( t; x0; w())(2.4)for x0 2 Rn . If uniqueness fails to hold x(; x0; w()) shall denote one possible tra-jectory; in this case we implicitely assume the following denitions to be valid for allpossible trajectories.The following denition gives the meaning of asymptotic controllability.Definition 2.2. We call the system asymptotically controllable (to the origin), iffor each x0 2 Rn there exists wx0() 2 W such that kx(t; x0; wx0())k ! 0 as t!1.We now discuss the concept of homogeneous state feedbacks. A state feedback lawis a map F : Rn !W . A homogeneous state feedback law satises F (x) = F (x)for all x 2 Rn and all   0, thus implying g(x; F (x)) = tg(x; F (x)), i.e. theclosed loop system using F becomes homogeneous. Observe that W needs to satisfysome structural condition in order to allow nontrivial homogeneous feedbacks; in whatfollows we will assumeW W for all   0; where W := fw jw 2 Wgwhich gives a necessary and sucient condition for the fact that given some c > 0any homogeneous map F : Rn ! Rm satisfying F (x) 2 W on fx 2 Rd jN(x) = cgsatises F (x) 2W for all x 2 Rn .Note that we do not require any continuity property of F . This is due to thefact, that in many examples stabilizing continuous feedbacks cannot exist, cf. e.g. [24,Section 2.2] where also Brockett's classical example [2] is discussed which|in suit-able coordinates|is in fact a homogeneous system. Furthermore, even if stabilizingcontinuous feedback laws exist, it is possible that no such law is homogeneous, asthe examples in [22] show (Brockett's example and the rst example from [22] willbe discussed in Section 7). However, using discontinuous feedbacks for the solutions
4 LARS GRUNEof the classical closed loop system _x = g(x; F (x)) the usual existence and uniquenessresults might not hold. In order to obtain a meaningful solution for the closed loopsystem we use the following concept of a sampled closed loop system.Definition 2.3. (Sampled closed loop system) Consider a feedback law F : Rn !W . An innite sequence  = (ti)i2N0 of times satisfying0 = t0 < t1 < t2 < : : : and ti !1 as i!1is called a sampling schedule. The valuesti := ti+1   ti and d() := supi2N0tiis called the intersampling times and the sampling rate, respectively. For any samplingschedule  the corresponding sampled or -trajectory x(t; x0; F ) with initial valuex0 2 Rn at initial time t0 = 0 is dened inductively byx(t; x0; F ) = x(t  ti; xi; F (xi)); for all t 2 [ti; ti+1]; i 2 N0where xi = x(ti; x0; F ) and x(t; xi; F (xi)) denotes the (open loop) trajectory of (2.1)with constant control value F (xi) and initial value xi.Observe that this denition guarantees the existence and uniqueness of trajecto-ries in positive time on their maximal intervals of existence (except possibly at theorigin if  < 0, in which case we use the same convention as for open loop trajecto-ries). Moreover, the sampled -trajectories have a meaningful physical interpretation,as they correspond to an implementation of the feedback law F using a digital con-troller.The next denition introduces control Lyapunov functions which will be vital forthe construction of the feedback.Definition 2.4. A continuous function V : Rn ! [0;1) is called a controlLyapunov function (clf), if it is positive denite (i.e. V (0) = 0 i V = 0), proper (i.e.V (x)!1 as kxk ! 1), and there exists a continuous and positive denite functionP : Rn ! [0;1) such that for each bounded subset G  Rn there exists a compactsubset WG W with minv2cog(x;WG)DV (x;w)   P (x) for all x 2 G:Here DV (x; v) denotes the lower directional derivativeDV (x; v) := lim inft&0;v0!v 1t (V (x + tv0)  V (x)) ;g(x;WG) := fg(x;w) jw 2WGg, and cog(x;WG) denotes the convex hull of g(x;WG).The following denition now describes the stability concepts we will use in thispaper. For this denition recall that a function  : [0;1) ! [0;1) is of class K,if it satises (0) = 0 and is continuous and strictly increasing, and a function  :[0;1)2 ! [0;1) is of class KL, if it is decreasing to zero in the second and of classK in the rst argument.Definition 2.5. We call the sampled closed loop system from Denition 2.3(i) semi-globally practically stable with xed sampling rate, if there exists a class
STABILIZATION OF HOMOGENEOUS SYSTEMS 5KL function  such that for each open set B  Rn and each compact set K  Rnsatisfying 0 2 B  K there exists h > 0 such thatx(t; x0; F ) 62 B ) kx(t; x0; F )k  (kx0k; t)for all x0 2 K and all  with d()  h,(ii) semi-globally stable with xed sampling rate, if (i) holds and the sampling rateh > 0 can be chosen independently of B,(iii) globally practically stable with xed sampling rate if (i) holds and the samplingrate h > 0 can be chosen independently of K,(iv) globally stable with xed sampling rate if (i) holds and the sampling rate h > 0can be chosen independently of K and B.We call the stability in (i){(iv) exponential if  can be chosen as Ce tkx0k forconstants C;  > 0 which may depend on K, and uniformly exponential if C;  > 0can be chosen independently of K.Note that each of the concepts (ii){(iv) implies (i) which is equivalent to the s-stability property as dened in [4], cf. also [24, Sections 3.1 and 5.1]. Hence any ofthese concepts implies global stability for the (possibly nonunique) limiting trajectoriesas h! 0. The dierence \only" lies in the performance with xed sampling rate. Fromthe applications point of view, however, this is an important issue, since e.g. for animplementation of a feedback using some digital controller arbitrary small samplingrates in general will not be realizable. Furthermore if the sampling rate tends to zerothe resulting stability may be sensitive to measurement errors, if the feedback is basedon a non-smooth clf, see [18, 24]. In contrast to this it is quite straightforward tosee that for a xed sampling rate the stability is in fact robust to small errors in thestate measurement (small, of course, relative to the norm of the current state of thesystem) if the corresponding clf is Lipschitz, cf. [24, Theorem E].The main result we will prove in this paper is the following theorem on theexistence of a homogeneous clf V and a homogeneous stabilizing feedback F .Theorem 2.6. Consider system (2.1) satisfying Denition 2.1 with dilation ma-trices  and , minimal power k > 0, and degree  2 ( k;1), and assumeasymptotic controllability. Then there exists  > 0 and a clf V being Lipschitz onRn n f0g, satisfying V ((x)) = 2kV (x)and minv2cog(x;Wx)DV(x; v)   2N(x)V(x)for the function N from (2.3) and Wx = N(x)U for some suitable compact subsetU W .Furthermore there exists a feedback law F : Rn ! W satisfying F (x) 2 Wx andF (x) = F (x) for all x 2 Rn and all   0 such that the corresponding sampledclosed loop system is either(i) semi-globally stable (if  > 0), or(ii) globally uniformly exponentially stable (if  = 0), or(iii) globally practically exponentially stable (if  < 0)with xed sampling rate.The proof is given in Section 6.
6 LARS GRUNE3. Systems homogeneous-in-the-state. In this section we dene a class ofauxiliary systems which are homogeneous in the state and will turn out to be usefulfor our analysis. By suitable coordinate and time transformations we will then simplifythis class of systems and and characterize controllability of the simplied system bymeans of its Lyapunov exponents.We consider the class of systems_x(t) = f(x(t); u(t))(3.1)on Rn where u() 2 U , and U denotes the space of measurable functions from R tosome compact set U  Rm . We assume that the vector eld f is continuous, f(; u)is locally Lipschitz on Rn n f0g for each u 2 U , and satises the following property.Definition 3.1. We call f homogeneous-in-the-state if there exist ri > 0, i =1; : : : ; n and  2 ( mini ri;1) such thatf(x; u) = f(x; u) for all u 2 U(3.2)where  is the dilation matrix as in Denition 2.1, k = mini ri is called the minimalpower and the value  2 ( k;1) is called the degree of the system.Note that this denition implies f(0; u) = 0 for all u 2 U . We denote thetrajectories of (3.1) with initial value x0 at the time t = 0 and control functionu() 2 U again by x(t; x0; u()). Observe that also the trajectories of (3.1) may escapein nite time if  > 0 and that uniqueness of the trajectory may not hold in the originif  < 0 (here again we use the convention as for the trajectories of (2.1)). As long asthe trajectories exist and uniqueness holds we obtain from Denition 3.1 thatx(t;x0; u( )) = x( t; x0; u())(3.3)for all x0 2 Rn .Besides being useful auxiliary systems for our stabilization problem for homo-geneous systems, homogeneous-in-the-state systems themselves form an interestingclass of systems. They generalize homogeneous bilinear and semilinear systems (seee.g. [5, 6, 7, 10]). Generally speaking they model systems in which the control aectsparameters of the system rather that representing some force acting on the system,cf. the examples in [8, 9]. Also for this class of systems there exist examples whichare stabilizable but not with a continuous feedback law, see [24, Example after The-orem A]. Note that this class can be generalized analogously to the generalization ofsemilinear systems made in [10]; all results in this paper can easily be adapted to thatcase.Applying suitable coordinate and time transformations we can considerably sim-plify the class of systems to be considered: Using the dilated norm N from (2.3) thefunction P (x) :=  1N(x)xdenes a projection from Rn nf0g ontoN 1(1) satisfying P (x) = P (x) for all  > 0.We denote the n  1 dimensional embedded unit sphere fx 2 Rn j kxk = 1g by Sn 1.Then, since N(tx) is strictly increasing in t  0 the function S : N 1(1) ! Sn 1,S(x) = x=kxk is a dieomorphism between these two manifolds, thus we can dene acoordinate transformation y = 	(x) by	(x) = N(x)kS(P (x)); 	 1(y) =  kpkykS 1 ykyk ;
STABILIZATION OF HOMOGENEOUS SYSTEMS 7and 	(0) = 0, 	 1(0) = 0, which is continuous on Rn and C1 on Rn n f0g. Thisdenition implies 	(x) = k	(x); 	 1(ky) = 	 1(y)and by dierentiation of 	(x) and k	(x) one seesD	(x) = k 1 D	(x):Thus dening ~f(y; u) = D	(	 1(y))f(	 1(y); u)we obtain (with x = 	 1(y))~f(ky; u) = D	(x)f(x; u) = k 1 D	(x)f(x; u) = k ~f(y; u)implying ~f(y; u) = +1 ~f(y; u);with  = =k, i.e. ~f is homogeneous-in-the-state with respect to the standard dilation = Id, with mimimal power k = 1, and with degree  = .Furthermore setting f(y; u) = ~f(y; u)kyk  (which denes a time transformationfor ~f) we obtain a system with degree  = 0. In what follows we will therefore assumef(x; u) = f(x; u) for all x 2 Rn ;   0(3.4)and will retranslate the results to the general case in Theorem 4.3. Observe that thenew f is now globally Lipschitz with a uniform constant which we will denote by L.In order to obtain a way to characterize asymptotic controllability of (3.4) weintroduce the nite time exponential growth rate (cf. [10, 11])t(x0; u()) = 1t ln kx(t; x0; u())kkx0k :It follows immediately from (3.4) that x(t; x0; u()) = x(t; x0; u()) and thus thegrowth rates satisfy t(x0; u()) = t(x0; u()) for all x0 2 Rd n f0g and all  > 0.The meaning of t is described by the following proposition.Proposition 3.2. System (3.4) is asymptotically controllable if and only if thereexists a time T > 0 and some  > 0 such that for each x 2 Rn n f0g there existsux() 2 U with t(x; ux()) <   for all t  T(3.5)Proof. Obviously (3.5) implies exponential controllability, thus in particularasymptotic controllability.For the converse implication since t(x; u()) = t(x; u()) it is sucient to show(3.5) for kxk = 1, i.e. x 2 Sn 1. Asymptotic controllability implies that for eachx 2 Sn 1 there exist ~ux() 2 U , ~tx > 0, and Cx > 0 such that k'(~tx; x; ~ux())k < 1=2,and k'(t; x; ~ux())k < Cx for all t 2 [0; ~tx]. By compactness of Sn 1 and continuousdependence on the initial value we can choose the controls such that T1 = supx2Sn 1 ~tx
8 LARS GRUNEand C = supx2Sn 1Cx are nite. Now for each x 2 Sn 1 we dene ux() and asequence ti inductively by t0 = 0 andti+1 = ti + ~txi ; ux(t) = ~uxi(t  ti); t 2 [ti; ti+1]where xi = '(ti; x; ux())=k'(ti; x; ux())k. Choosing ti maximal with ti  t (i.e.t  ti < T1 and ti > t  T1) this impliest(x; ux()) = tit ti(x; ux()) + t  tit t ti(xi; ux(ti + ))  t  T1t ln 12 + T1t lnCwhere the last expression is independent of x and negative for all t  T for T > 0suciently large, which yields the assertion.In fact, we can show something more than just the negativity of the nite timeexponential growth rates. We dene the Lyapunov exponent of each trajectory by(x; u()) := lim supt!1 t(x; u())and the supremum w.r.t. the state and inmum w.r.t. the control over these exponentsby  := supx2Rnnf0g infu()2U (x; u()):Lyapunov exponents for control systems have been utilized in the analysis of bilinearsystems (see e.g. [5] for some basic concepts and [6] for a detailled exposition) andfor the global stabilization of semilinear and the local stabilization of dierentiablenonlinear systems at singular points [10]. In the homogeneous setup we obtain thefollowing characterization.Proposition 3.3. Consider the system (3.4) and its sup-inf Lyapunov exponent. Then for each  2 (0; ) there exists T > 0 such that for each x 2 Rn n f0g thereexists ux() 2 U with t(x; ux()) <   for all t  TProof. Exactly as [10, Proof of Proposition 3.4].Since by Proposition 3.2 for our class (3.4) of homogeneous systems asymptoticcontrollability immediately implies  < 0, Proposition 3.3 establishes a spectral con-dition for the asymptotic controllability of (3.4).4. Stabilization of systems homogeneous-in-the-state. In this section wewill construct a Lyapunov function and a stabilizing feedback for system (3.4). Af-terwards we retranslate this stabilization result to general systems homogeneous-in-the-state from Denition 3.1.We begin with the construction of a homogeneous Lyapunov function for system(3.4). First observe that the projections(t; s0; u()) := x(t; x0; u())kx(t; x0; u())k ; s0 = x0kx0kof (3.4) onto Sn 1 is well dened due to the homogenity of the system. A simpleapplication of the chain rule shows that s is the solution of_s(t) = fS(s(t); u(t)); fS(s; u) = f(s; u)  hs; f(s; u)is
STABILIZATION OF HOMOGENEOUS SYSTEMS 9and that for s0 = x0=kx0k the exponential growth rate t satisest(x0; u()) = t(s0; u()) = 1t Z t0 q(s(; s0; u()); u())dwith q(s; u) = hs; f(s; u)i. Thus dening the discounted integralJ(s0; u()) := Z 10 e q(s(; s0; u()); u())dand the corresponding optimal value functionv(s0) := infu()2U J(s0; u())from Propositions 3.2 and 3.3, and [10, Lemma 3.5(ii)] we obtain that if system (3.4)is asymptotically controllable then for each  2 (0; ) there exists  > 0 such thatfor all  2 (0; ] and all s0 2 Sn 1 the inequalityv(s0) <  holds. Note that v is Holder continuous and bounded for each  > 0, cp. e.g. [1]. Wenow x some  2 (0; ) and some  2 (0; ] and deneV0(x) := e2v(x=kxk)kxk2:Lemma 4.1. The function V0 is a clf which is homogeneous with degree 1 (withrespect to the standard dilation) and satisesminv2cof(x;U)DV0(x; v)   2V0(x):Proof. Homogeneity, positive deniteness and properness follow immediately fromthe denition. Now for each t > 0 the function v satises the dynamic programmingprinciplev(s0) = infu()2U Z t0 e q(s(; s0; u()); u())d + e tv(s(t; s0; u())) ;see e.g. [1]. Abbreviating q(t; s0; u()) = q(s(t; s0; u()); u(t)) and using e t 1   twe obtain for the integral part of this equalityZ t0 e q(; s0; u())d  Z t0 q(; s0; u()) + (e t   1)Mqd = tt(s0; u()) Mq t22where Mq denotes a bound of jqj. Thus with s0 = x0=kx0k we obtainV0(x0)  infu()2U exp[2tt(x; u())  Mqt2 + 2e tv(s(t; s0; u()))]kx0k2= infu()2U e2tt(x;u())e Mqt2e2(e t 1)v(s(t;s0;u()))e2v(s(t;s0;u()))kx0k2= infu()2U kx(t; x0; u())k2kx0k2 e Mqt2e2(e t 1)v(s(t;s0;u()))e2v(s(t;s0;u()))kx0k2= infu()2U e Mqt2+2(e t 1)v(s(t;s0;u()))V0(x(t; x0; u())) infu()2U e Mqt2+2(1 e t)=V0(x(t; x0; u())):
10 LARS GRUNENow for each t > 0 we choose ut() 2 U such that the inmum of the last expressionis attained up to t2. Using b  b2  1  e b  b for b > 0 we can concludeV0(x(t; x0; ut()))   V0(x0)  (1  e Mqt2+2(1 e t)=)V0(x(t; x0; ut())) + t2 (1  e Mqt2+2t 2t2)V0(x(t; x0; ut())) + t2 ( 2t+ (Mq + 2)t2)V0(x(t; x0; u())) + t2for all t > 0 suciently small. Denoting vt = (x(t; x0; ut())   x0)=t we obtain1t (V0(x0 + tvt)  V0(x0))   2V0(x(t; x0; u())) + (Mq + 2)tV0(x(t; x0; u())) + tand since by compactness of U there exists a v 2 cof(x; U) and a sequence ti ! 0such that vti ! v as i!1 the assertion follows by the denition of DV0.Based on V0 and using the techniques from [4] we can now construct the stabilizingfeedback law for system (3.4). To this end for  > 0 we consider the approximationof V0 via the inf-convolutionV(x) = infy2RnV0(y) + kx  yk222  :(4.1)Observe that V is locally Lipschitz and V ! V0 as  ! 0.Proposition 4.2. For each  2 (0; ) there exists  > 0 such that the functionV is a Lipschitz continuous clf which is homogeneous with degree 1 (with respect tothe standard dilation) and satisesminv2cof(x;U)DV(x; v)   2V(x):Furthermore there exists a feedback law F : Rn ! U satisfying F (x) = F (x) forall x 2 Rn ,  > 0 and constants h > 0 and C > 0 such that any -trajectorycorresponding to some partition  with d()  h satiseskx(t; x0; F )k  Ce kx0k:(4.2)Proof. By its denition V is obviously positive denite. Now for each x 2 Rn wedenote by y(x) a point realizing the minimum on the right hand side of (4.1). SinceV0 is homogeneous with degree 1 we have thatV0(y) + kx  yk222  = 2V0(y) + kx  yk222 and thus in particular V is also homogeneous with degree 1, hence proper, and wecan choose y(x) in such a way that y(x) = y(x). Since V0 is strictly increasingalong the rays x in  > 0 it follows that ky(x)k  kxk.Now we dene (x) := x  y(x)22which implies (x) = (x).
STABILIZATION OF HOMOGENEOUS SYSTEMS 11By [4, Lemma III.1 and III.2] (or by straightforward calculations) for this vectorwe can deduce the inequalitiesV(x+ v)  V(x) + h(x); vi + 2kvk222(4.3)and V0(y(x) + v)  V0(y(x)) + h(x); vi   2kvk222 ;(4.4)i.e. (x) is a proximal supergradient of V in x and a proximal subgradient of V0 iny(x) (see e.g. [3] for an exposition of these concepts). We choose the feedback F (x)in such a way that h(x); f(x; F (x))i = infu2Uh(x); f(x; u)iand F (x) = F (x) for all x 2 Rn n f0g and all  > 0. The value F (0) can be chosenarbitrary.Now consider points x 2 Rn with kxk = 1, i.e. x 2 Sn 1. For these points theHolder continuity of V0 (which is inherited from the Holder continuity of v) and thedenitions of V and  imply122 ky(x)   xk2  V0(x)  V0(y(x))  Hky(x)  xkand thus k(x)kky(x)   xk  H 22 (4.5)where H > 0 and  2 (0; 1] denote the Holder constant and exponent of V0 onfx 2 Rn j kxk  1g. From (4.5) and the denition of V we immediately obtainjV0(y(x))   V(x)j  H 22 (4.6)Now the Lipschitz continuity of f implies thath(x); f(x; F (x))i  minu2Uh(x); f(y(x); u)i+ Lk(x)kky(x)  xkand by (4.4) and the denition of DV0 it follows that h(x); vi  DV0(y(x); v) forall v 2 Rn . Thus by the linearity of the scalar product and Proposition 4.1 we canconclude minu2Uh(x); f(y(x); u)i = minv2cof(y(x);U)h(x); vi   2V0(y(x)):Combining these inequalities with (4.5) and (4.6) yieldsh(x); f(x; F (x))i   2V(x) + 2H 22  + LH 22  :(4.7)Dening fx := 1 Z 0 f(x(t; x; F (x)); F (x))dt
12 LARS GRUNEand using M := supkxk2;u2U f(x; u) and the Lipschitz continuity of f for  > 0suciently small we obtainkfx   f(x; F (x))k ML; kfxk M:Thus by (4.3), (4.7), and the fact that k(x)k  C for all x 2 Sn 1 and somesuitable C > 0 we can concludeV(x(; x; F (x)))   V(x) = V(x+ fx )  V(x) h(x); fx )i+ 2kfxk222 h(x); f(x; F (x))i +ML2k(x)k+ 2M222 ( 2V(x) + (2+ L)H 22  ) + 2 MLC + M222Denoting := supx2Sn 1 (2+ L)H 22 V(x) ; ~C := supx2Sn 1 MLCV(x) + M222V(x) ;and exploiting homogenity of x(; x; F (x)) and V we obtain for arbitrary x 6= 0V(x(; x; F (x)))   V(x)  ( 2+ )V(x) + 2 ~CV(x)which immediately implies both assertions since  ! 0 as  ! 0.This proposition shows the stabilization for systems of type (3.4). The followingtheorem shows how this result can be translated to the general homogeneous-in-the-state system from Denition 3.1.Theorem 4.3. Consider system (3.1) satisfying Denition 3.1 with dilation ma-trix , minimal power k > 0, and degree  2 ( k;1), and assume asymptoticcontrollability. Then there exists  > 0 and a clf V being Lipschitz on Rn n f0g,satisfying V ((x)) = 2kV (x)and minv2cof(x;U)DV(x; v)   2N(x)V(x)for the function N from (2.3).Furthermore there exists a feedback law F : Rn ! U satisfying F (x) = F (x)for all x 2 Rn ,  > 0 such that the corresponding sampled closed loop system is either(i) semi-globally stable (if  > 0), or(ii) globally uniformly exponentially stable (if  = 0), or(iii) globally practically exponentially stable (if  < 0)with xed sampling rate.Proof. Obviously if the system dened by f is asymptotically controllable, thenthe transformed system dened by f is asymptotically controllable. Thus from Propo-sition 4.2 we obtain V = V and F = F satisfying the assertion for f which ishomogeneous-in-the-state with  = Id, k = 1 and  = 0.
STABILIZATION OF HOMOGENEOUS SYSTEMS 13We start by showing the result for the system dened by ~f(x; u) = f(x; u)kxkbeing homogeneous-in-the-state with with  = Id, k = 1 and  = . Let ~V (x) =V (x). Then we immediately obtainminv2co ~f(x;U)D ~V (x; v) = kxk minv2co f(x;U)D ~V (x; v)   kxk2 ~V (x):Now observe that for each control function u() 2 U the trajectories ~x and x of thesesystems satisfy ~x(t; x0; u()) = x(t(t); x0; u(~t()))(4.8)where ~t(t) denotes the inverse of t(t) which is dened byt(t) = Z t0 k~x(; x0; u()))kdtand thus is well dened as long as the solution ~x(t; x0; u()) exists. If both ~x and xuniquely exist for all t  0 it is immediate that t(t)!1 as t!1.Setting ~F (x) = F (x) a ~-trajectory ~x~(t; x0; ~F ) of_~x = ~f(~x; ~F (~x))(4.9)on some interval [0; T ] on which ~x exists becomes a -trajectory x(t(t); x0; F ) of_x = f(x; F (x))(4.10)where  = (ti)i2N0 is given by ti = t(~ti) with ~ = (~ti)i2N0 . Now we distinguish thethree cases:(i)  > 0: By the choice of F there exist C; ; h > 0 such that inequality (4.2) holdsfor each -trajectory x of (4.10) with d()  h and each x 2 Rn . Now consider acompact set K  Rn with 0 2 intK. Let CK := supx2K kxk, consider a ~-trajectory~x~(t; x0; ~F ) of (4.9) with d(~)  h(CCK)  and x 2 K, and assume that thereexists a (minimal) time t > 0 such that k~x~(t; x0; ~F )k = Ckxk. W.l.o.g. we mayassume t = ~tl 2 ~ for some l > 0, otherwise we may reduce the sampling intervalcontaining t. Then since k~x~(t; x0; ~F )k  CCK for all t 2 [0; ~tl] the rescaled satises ti   ti 1  h for all i = 1; : : : ; l, thus we obtaink~x~(~tl; x0; ~F )k = kx(tl; x0; F )k  Ce tlkx0k < Ckx0kcontradicting the choice of t = ~tl. Thus k~x~(t; x0; ~F )k  Ckxk holds for all t  0,and hence d()  h, implyingk~x~(t; x0; ~F )k  Ce t(t)kx0kwhich implies the desired stability estimate with (kxk; t) = Ce ~t(t)kxk which is ofclass KL because the corresponding trajectories stay inside some compact set, thusexist for all t  0, and are unique since  > 0, hence t(t)!1 as t!1.(ii)  = 0: In this case the assumption follows immediately from Proposition 4.2.(iii)  < 0: As in case (i) there exist C; ; h > 0 such that inequality (4.2) holds foreach -trajectory x of (4.10) with d()  h and each x 2 Rn . Consider a compactset K  Rn and an open set B  Rn with 0 2 B  K. Let CK = supx2K kxk, CB =infx 62B kxk=2 > 0. By continuous dependence on the initial value and compactness we
14 LARS GRUNEcan choose s > 0 such that k~x(t; x0; u)k  2C 1CB for all kx0k = C 1CB , all u 2 U ,and all t 2 [0; s]. Then (3.3) implies (recall  =  < 0 and  = Id) the inequalityk~x(t; x0; u)k  2kx0k for all kx0k  C 1CB , all u 2 U and all t 2 [0; s].Now pick an arbitrary ~-trajectory ~x~(t; x0; ~F ) of (4.9) with ~ satisfying d(~) minfh(C 1CB)  ; sg and x0 2 K, kx0k  C 1CB , and consider an interval [t; t]such that k~x~(t; x; ~F )k  C 1CB for all t 2 [t; t]. Then we either have t = 0 = ~t0or there exist sampling times such that t 2 [~ti 1; ~ti]. In this case by d(~)  s andthe choice of s we obtain k~x~(~ti; x0; ~F )k  2k~x~(t; x0; ~F )k.Analogously to the case  > 0 the choice of d(~) now implies d()  h and thusk~x~(t; x0; ~F )k  Ce (t(t) t( ~ti))k~x~(~ti; x0; ~F )k(4.11)for all t 2 [~ti; t]. This estimate implies that for each trajectory there exists a (mini-mal) time T  0 such that the trajectory hits the set fx 2 Rn j kxk  C 1CBg, andup to that time (4.11) implies the desired estimate with (kx0k; t) = Ce t(t)kxk Ce (CCK)tkx0k. After that time T , whenever the trajectory leaves this set at sometime t  T inequality (4.11) implies that it will enter again at some time t > t andsatises k~x~(t; x0; ~F )k  ~CCB=2  CB for all t 2 [t; t]. Hence k~x~(t; x0; ~F )k  CBfor all t  T , and since kxk  CB implies x 2 B we obtain the practical stabilityproperty.So far we have shown the existence of ~V and ~F satisfying the assumptions of thetheorem for ~f , hence it remains to translate the results to f . To this end we deneV (x) = ~V (	(x)) and F (x) = ~F (	(x)). This impliesDV (x; f(x; u)) = D ~V (	(x); ~f(	(x); u))and x(t; x; F ) = ~x(t;	(x); ~F )and thus immediately the assertion since k	(x)k = Nk(x).5. Numerical approximation of V and F . In this section we briey explainhow a numerical approximation to the clf V and the feedback law F can be computed.Unfortunately, up to now no numerical method for the approximation of v , V0 orV is known, which also gives an approximation of the super- or subgradients and thusallows the approximation of F . However, if we slightly change our feedback concept(or, more precisely, the notion of a closed loop system) an approximation is possible.For this purpose we introduce the following denition.Definition 5.1. Let h : Rn ! R+ be an arbitrary map. A feedback law F h :Rn ! U is called a discrete feedback, if we apply it as a sampled feedback accordingto Denition 2.3 with xed intersampling times ti = h(x(ti; x0; F h)).This denition generalizes the one given in [7] in the sense that the time step hnow may depend on x. The name \discrete feedback" is motivated by the fact that theresulting system can be written as a discrete time system xi+1 = x(h(xi); xi; F h(xi))for which F h is a feedback law in the classical sense.Returning to our simplied system (3.4), and again xing some  > 0 and  2(0; ) we can apply the results from [7, 8], observing that the structural assumptions onthe system in these references (i.e. bi- or semilinearity, accessibility, convexity of U) areonly needed in order to show v(x) < 0. In particular all the numerical approximationresults remain valid, thus we can proceed as in [7, 8] and (i) approximate U by
STABILIZATION OF HOMOGENEOUS SYSTEMS 15piecewise constant control functions, (ii) approximate the trajectories and the integralby numerical schemes, and (iii) compute an approximation of v on a grid discretizingthe state space Sn 1. Proceeding this way for any given " > 0 we nd h > 0 andnumerically computable functions vh : Sn 1! R and F hS : Sn 1! U such thatvh (s)   + "(5.1)and vh (s) + "  Z h0 q(s(t; s; F hS(s)); F hS(s))dt+ e hvh (s(h; s; F hS(s)))(5.2)hold for each s 2 Sn 1. This function vh is the function ~va from [7]; Inequality (5.1)follows from [7, Theorems 3.3, 5.3, and Inequality (5.4)], Inequality (5.2) is easilyextracted from the proofs of [7, Lemma 5.1, Lemma 5.2, and Proposition 5.4] usingagain [7, Inequality (5.4)]. The feedback F hS is dened by choosing a control valueminimizing the right hand side of (5.2) using the numerical approximations of thetrajectory and the integral. Observe that the state space Sn 1 to be discretized hereis somewhat more dicult to handle that the projective space Pn 1 appearing in[7, 8], since for n  3 a single map cannot be sucient for the parametrization ofSn 1 without introducing singularities. Hence numerically one either needs to workdirectly on Sn 1, or one has to compute the solution using two parametrizations (e.g.the stereographic projection from the north and south pole), and consequently twogrids for the representation of vh in local coordinates. This method was used for thesecond example in Section 7.Dening F h(x) = F hS(x=kxk) analogous to Proposition 4.1 we can conclude thatthe function V h(x) := e2vh (x=kxk)kxkis homogeneous, proper, positive denite, and satisesV h(x(h; x; F h(x)))  (1  2h+M("+ "h+ h2))V h(x)for some suitable constantM > 0 independent of h and ", i.e. for any 0 2 (0; ) thereexist suciently small h > 0 and " > 0 such thatV h(x(h; x; F h(x)))  (1  2h0)V h(x):(5.3)Thus the function V h is a (discrete time) Lyapunov function for the system con-trolled by the discrete feedback F h according to Denition 5.1 with h(x)  h, whichimmediately implies (exponential) stability.As in Theorem 4.3 we can retranslate this result to arbitrary homogeneous-in-the-state systems. Analogous to the proof of this theorem denote the functions obtainedfor (3.4) by F h, V h, and h. For the retranslation from f to ~f we can use ~F h = F h, and~F h = V h, however, following (4.8) we now have to use ~h(x) = ~t(h; x) as intersamplingtimes, where ~t(h; x) = Z h0 kx(; x; F h(x))k d:Passing from ~f to f we dene|again analogously to the Proof of Theorem 4.3|the feedback F h(x) = ~F h(	(x)), the Lyapunov function V h(x) = ~V h(	(x)) and
16 LARS GRUNEthe intersampling time h(x) = ~h(	(x)). This way it is straightforward to see that(5.3)|now for the x-dependent h|remains valid and thus stability follows.Observe that the time steps h(x) are bounded from below by some positive con-stant on each compact set i   0, and they are bounded on each open set notcontaining the origin i   0. In this way they behave just like the sampling ratefor the theoretical feedback law from Theorem 4.3, however, here the stability is onlyguaranteed for these xed intersampling times h(x) and not for smaller ones as allowedin Denition 2.5.6. Stabilization of homogeneous systems. We now return to the homoge-neous system from Denition 2.1. The idea of the proof of Theorem 2.6 lies in the fact,that for any asymptotically controllable homogeneous system we can nd an asymp-totically controllable homogeneous-in-the-state system. For this we nd a clf and astabilizing feedback law by Theorem 4.3, which|retranslated to the homogeneoussystem|have the properties as stated in Theorem 2.6.We start by constructing the desired system: Given some homogeneous systemsatisfying g(x;u) = (x; u)we dene f(x; u) := g(x;N(x)u):(6.1)Then it is immediate from the property N(x) = N(x) of the dilated norm N thatf(x; u) = g(x;N(x)u) = g(x;N(x)u)= g(x;N(x)u) = g(x;N(x)u)= f(x; u);i.e. f is homogeneous-in-the-state.The following proposition gives the asymptotic controllability.Proposition 6.1. Consider a system (2.1) satisfying Denition 2.1. Assumethat the system is asymptotically controllable. Then there exists a compact set ofcontrolvalues U  W such that the homogeneous-in-the-state system (6.1) is asymp-totically controllable using control functions with values in U .Proof. First observe that due to (3.3) it is sucient to show that there exists acompact U W and a time T > 0 such that any initial value x0 with N(x0) = 1 canbe steered to some point x1 with N(x1)  1=2 in some time t < T using a measurablecontrol u() with u(t) 2 U for almost all t  0. With this property asymptoticcontrollability easily follows by induction from (3.3).In order to show the existence of this U rst observe that, denoting the trajectoriesof f and g by xf and xg , respectively, the equalityxf (t; x0; u()) = xg(t; x0; w()); with u(t) =  1N(xg(t;x0;w()))w(t)(6.2)holds. Now consider the initial values x0 2 N 1(1). For each of these points thereexists a control wx0() 2 W such thatN(xg(tx0 ; x0; wx0())) = 1=3. Now by continuousdependence of the solution on the initial value we obtain that for each x0 there existsan open neighbourhood Bx0 3 x0 such thatN(xg(tx0 ; x; wx0()))  1=2
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x1Fig. 7.2. Trajectories for stabilized system (7.2), projected to the (x1; x2) planeAgain a stabilizing discrete feedback law Fh has been computed numerically followingSection 5.Also in this example it is in principle possible to derive an explicit formula fromthe numerical results, it is, however, considerably more complicated, since a number
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x2Fig. 7.4. Trajectories for stabilized system (7.2), projected to the (x2; x3) planeof switching surfaces have to be identied. Hence we directly used the numericalapproximation F h of F for the simulation shown in the Figures 7.2{7.4 in dierentprojections; the time step is h = 0:01, the controlvalues were chosen as U = f 1; 1g.
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