Systems of Formal Models with Applications by Čermák, Martin
VYSOKE´ UCˇENI´ TECHNICKE´ V BRNEˇ
BRNO UNIVERSITY OF TECHNOLOGY
FAKULTA INFORMACˇNI´CH TECHNOLOGII´
U´STAV INTELIGENTNI´CH SYSTE´MU˚
FACULTY OF INFORMATION TECHNOLOGY
DEPARTMENT OF INTELLIGENT SYSTEMS
SYSTE´MY FORMA´LNI´CHMODELU˚ A JEJICH APLIKACE
DIPLOMOVA´ PRA´CE
MASTER’S THESIS
AUTOR PRA´CE MARTIN CˇERMA´K
AUTHOR
BRNO 2008
VYSOKE´ UCˇENI´ TECHNICKE´ V BRNEˇ
BRNO UNIVERSITY OF TECHNOLOGY
FAKULTA INFORMACˇNI´CH TECHNOLOGII´
U´STAV INTELIGENTNI´CH SYSTE´MU˚
FACULTY OF INFORMATION TECHNOLOGY
DEPARTMENT OF INTELLIGENT SYSTEMS
SYSTE´MY FORMA´LNI´CHMODELU˚ A JEJICH APLIKACE
SYSTEMS OF FORMAL MODELS WITH APPLICATIONS
DIPLOMOVA´ PRA´CE
MASTER’S THESIS
AUTOR PRA´CE MARTIN CˇERMA´K
AUTHOR
VEDOUCI´ PRA´CE Prof. RNDr. ALEXANDER MEDUNA, CSc.
SUPERVISOR
BRNO 2008
Abstrakt
Tato pra´ce pojedna´va´ o automatovy´ch syste´mech jako o nove´m zp˚usobu zpracova´n´ı forma´l-
n´ıch jazyk˚u. V textu budou zmı´neˇny cˇtyrˇi modely. Prvn´ı z nich pracuje v sekvencˇn´ım mo´du.
V jednom okamzˇiku pocˇ´ıta´ jedina´ komponenta syste´mu. Druhy´ z nich pracuje v cˇa´stecˇneˇ
paraleln´ım mo´du. Zde beˇhem jednoho vy´pocˇetn´ıho kroku aktivneˇ pracuj´ı bud’to vsˇechny,
nebo pouze jedna komponenta syste´mu. V posledn´ıch dvou modelech kazˇdy´ automat zpra-
cova´va´ sv˚uj vlastn´ı vstupn´ı rˇeteˇzec, prˇicˇemzˇ jeho vy´pocˇet je rˇ´ızen stavy, resp. prˇechody
ostatn´ıch komponent. Stavy, resp. pravidla prˇechod˚u komponent mohou zaprˇ´ıcˇinit i tzv.
blokaci, nebo odblokova´n´ı d´ılcˇ´ıch automat˚u.
Kl´ıcˇova´ slova
Konecˇny´ automat, za´sobn´ıkovy´ automat, gramaticke´ syste´my, automatove´ syste´my, mul-
tiprˇij´ımac´ı automatove´ syste´my
Abstract
This paper introduces and discusses automata systems as a new way for formal languages
processing. In the text there are four models described. The first model works on sequential
mode. At one computation step only one of components works. The second one works on
semi-parallel mode. At the one computation step either one or all the components of the
automata system work. In the last two models each component of the automata system has
its own input string. The computation step of each component is influenced by their states,
or used rules. The state, or used rule of the components of automata system can block or
unblock some or all automata of the system.
Keywords
Finish automata, push-down automata, grammar systems, automata systems, multireco-
gnizers automata systems
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Kapitola 1
U´vod
Teorie forma´ln´ıch model˚u a aplikac´ı se zaby´va´ specifikac´ı trˇ´ıd forma´ln´ıch jazyk˚u. Tyto
trˇ´ıdy jsou da´ny naprˇ´ıklad typem gramatik, nebo konkre´tn´ım typem automat˚u, pomoc´ı
nichzˇ jsme schopni trˇ´ıdu forma´ln´ıch jazyk˚u popsat. Z pravidla plat´ı, zˇe cˇ´ım je gramatika
slozˇiteˇjˇs´ı, t´ım rozsa´hlejˇs´ı trˇ´ıdu forma´ln´ıch jazyk˚u je schopna vygenerovat. Se slozˇitost´ı typu
gramaticky´ch pravidel ale roste i komplexnost typu automat˚u, ktery´mi jsme schopni shod-
nou trˇ´ıdu forma´ln´ıch jazyk˚u definovat, cozˇ v d˚usledku souvis´ı i se slozˇitost´ı implementace,
spotrˇebou zdroj˚u, apod. Tento jev je d˚uvodem, procˇ se veˇnovat vyv´ıjen´ı r˚uzny´ch vylepsˇen´ı
jednoduchy´ch gramatik za u´cˇelem rozsˇ´ıˇren´ı trˇ´ıd jazyk˚u, jezˇ je gramatika schopna generovat.
Jednou z metod zvysˇova´n´ı efektivity popisu jazyk˚u je pouzˇit´ı v´ıce jednoduchy´ch gra-
matik pracuj´ıc´ıch sekvencˇneˇ, nebo soucˇasneˇ. Tyto gramatiky zde vytva´rˇej´ı entity, tzv.
komponenty. Souhrn takovy´ch komponent pak tvorˇ´ı gramaticky´ syste´m. Zvy´sˇen´ı genera-
tivn´ı s´ıly, prˇi minima´ln´ım zvy´sˇen´ı na´rocˇnosti popisu jazyk˚u pomoc´ı gramatik vsˇak nen´ı je-
diny´m pozitivem gramaticky´ch syste´mu˚. Gramaticke´ syste´my lze efektivneˇ vyuzˇ´ıt naprˇ´ıklad
k prˇep´ınane´ syntakticke´ analy´ze [8]. I s gramaticky´mi syste´my jsou v souvislosti imple-
mentacˇn´ı proble´my. Forma´ln´ı modely, ktere´ budou slouzˇit pra´veˇ k usnadneˇn´ı implementace
gramaticky´ch syste´mu˚, budou hlavn´ım te´matem te´to pra´ce.
Nejdrˇ´ıve budou zavedeny za´kladn´ı pojmy a definice o neˇzˇ se bude na´sleduj´ıc´ı text pevneˇ
op´ırat. V prvn´ı rˇadeˇ budou uvedeny jazyky, rˇeteˇzce a za´kladn´ı operace nad nimy. V souvis-
losti s t´ım pak i za´kladn´ı typy gramatik. Na´sledovat bude podsekce zminˇuj´ıc´ı gramaticke´
syste´my a za n´ı sekce ty´kaj´ıc´ı se pra´ce ”rozpozna´vacˇ˚u“.
Navazuj´ıc´ı text bude pojedna´vat o noveˇ zpracova´vane´mu te´matu a to o automatovy´ch
syste´mech. Stejneˇ jako u gramaticky´ch syste´mu˚ bude se i zde nejdrˇ´ıve mluvit o sekvencˇn´ım
mo´du spolupra´ce, kdy v jeden okamzˇik bude aktivn´ı pouze jedna komponenta syste´mu.
Takto pracuj´ıc´ımu automatove´mu syste´mu budeme rˇ´ıkat sekvencˇn´ı automatovy´ syste´m.
Prˇep´ına´n´ı mezi komponentami bude prova´deˇno naprˇ´ıklad po proveden´ı prˇedem stanovene´ho
pocˇtu krok˚u nad dany´m automatem.
Da´le budou popsa´ny paraleln´ı syste´my cˇisteˇ za´sobn´ıkovy´ch automat˚u, kdy budou v jeden
okamzˇik vy´pocˇet prova´deˇt bud’ vsˇechny komponenty soucˇasneˇ (nad spolecˇny´m vstupn´ım
rˇeteˇzcem), nebo pouze jedna komponenta. T´ım se doc´ıl´ı stavu, kdy v´ıce automat˚u prova´d´ı
vy´pocˇet ”ovlivnˇuj´ıc´ı se“ pouze vstupn´ım rˇeteˇzcem. Prˇ´ıslusˇnost vstupn´ıho rˇeteˇzce do jazyka
je pak urcˇena prˇijet´ım rˇeteˇzce jednotlivy´mi automaty.
Posledn´ı z metod bude uveden multiprˇij´ımac´ı automatovy´ syste´m. Tento syste´m je
nejd˚umyslneˇjˇs´ım a nejsilneˇjˇs´ım z uvedeny´ch syste´mu˚. To je da´no t´ım, zˇe jednotlive´ kroky
kazˇde´ho automatu jsou prˇ´ımo urcˇuj´ıc´ı pro ostatn´ı automaty. Dalˇs´ım posiluj´ıc´ım prvkem
je zde fakt, zˇe kazˇdy´ z automat˚u pracuje nad svy´m vlastn´ım vstupn´ım rˇeteˇzcem. Mul-
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tiprˇij´ımac´ı syste´m automat˚u mu˚zˇe by´t rˇ´ızen n-tic´ı stav˚u, nebo n-tic´ı pouzˇity´ch prˇecho-
dovy´ch pravidel. Jazyky definovane´ t´ımto zp˚usobem budeme oznacˇovat sp´ıˇse jako multija-
zyky, jejichzˇ zp˚usob prˇijet´ı multiprˇij´ımac´ım syste´mem je dalˇs´ı potrˇebnou informac´ı k jeho
definici.
V posledn´ıch sekc´ıch se text veˇnuje pouzˇit´ı multiprˇij´ımac´ıch syste´mu˚ jako analyza´tor˚u
C/E syste´mu˚, prˇicˇemzˇ ukazuje na jejich vyuzˇitelnost v C/E Petriho s´ıt´ıch, cozˇ se nakonec
neuka´zalo jako velice sˇt’astne´ rˇesˇen´ı.
Te´ma pra´ce je modern´ı oblast´ı zpracova´n´ı forma´ln´ıch jazyk˚u, ktera´ si klade za d˚usledek
veliky´ potencia´l vyuzˇit´ı i v jiny´ch oblastech informacˇn´ıch technologi´ı. Vy´hoda´m, nevy´hoda´m,
otevrˇeny´m proble´mu˚m a nejpravdeˇpodobneˇjˇs´ım budouc´ım rozsˇ´ıˇren´ım bude veˇnova´n za´veˇr
diplomove´ pra´ce.
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Kapitola 2
Za´kladn´ı definice a pojmy
Tato kapitola obsahuje nejza´kladneˇjˇs´ı definice a pojmy ty´kaj´ıc´ı se teorie forma´ln´ıch jazyk˚u,
gramatik, automat˚u a za´kladn´ı formy gramaticky´ch syste´mu˚, ktere´ budou d˚ulezˇite´ pro po-
chopen´ı na´sleduj´ıc´ıho textu. Pro podrobneˇjˇs´ı a hlavneˇ u´plne´ informace doporucˇuji zejme´na
[5], [2], nebo [10]. Dalˇs´ı podp˚urne´ literatury budou odkazova´ny pr˚ubeˇzˇneˇ.
2.1 Vyuzˇ´ıvane´ mnozˇiny
Definice 2.1.0.1 (Mnozˇina prˇirozeny´ch cˇ´ısel)
Mnozˇinu prˇirozeny´ch cˇ´ısel, zapsa´no N, definujeme jako N = {0, 1, 2, 3, . . .}.
Definice 2.1.0.2 (Mnozˇina kladny´ch cely´ch cˇ´ısel)
Necht’ N je mnozˇinou prˇirozeny´ch cˇ´ısel. Pak definujeme mnozˇinu kladny´ch cely´ch cˇ´ısel,
zapsa´no1 N+, jako N+ = N\{0}, nebo-li N+ = {1, 2, 3, . . .}.
Definice 2.1.0.3 (Intervalova´ mnozˇina I)
Intervalovou mnozˇinu I definujeme jako nepra´zdnou konecˇnou mnozˇinu I = {1, . . . , n} pro
neˇjake´ n ≥ 1, danou posloupnost´ı kladny´ch cely´ch cˇ´ısel.
Definice 2.1.0.4 (Intervalova´ mnozˇina I(m))
Intervalovou mnozˇinu I(m), kde m ≥ 1, definujeme jako nepra´zdnou konecˇnou mnozˇinu
I(m) = {1, . . . ,m} danou posloupnost´ı kladny´ch cely´ch cˇ´ısel.
Definice 2.1.0.5 (Kardinalita mnozˇiny)
Necht’ A je mnozˇina. Pak definujeme kardinalitu mnozˇiny card(A) jako zobrazeni card(A) :
A→ N jako:
• card(A) = 0 pro A = ∅,
• card(A) = n pro A = {a1, . . . an}, kde n > 1 a
• card(A) =∞ pro A = {a1, a2, a3, . . .}.
1 Neˇkdy se mu˚zˇeme take´ setkat se znacˇen´ım Z+.
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2.2 Definice za´kladn´ıch pojmu˚
Definice 2.2.0.6 (Abeceda)
Abeceda je nepra´zdna´ konecˇna´ mnozˇina prvk˚u, ktere´ se nazy´vaj´ı symboly.
Definice 2.2.0.7 (Rˇeteˇzec)
Necht’ Σ je abeceda, pak
• ε znacˇ´ı pra´zdny´ rˇeteˇzec, nad abecedou Σ.2
• Jestlizˇe x je rˇeteˇzec nad abecedou Σ a a ∈ Σ, pak i ax je rˇeteˇzcem nad abecedou Σ.3
Definice 2.2.0.8 (De´lka rˇeteˇzce)
Necht’ x je rˇeteˇzec nad abecedou Σ. De´lku rˇeteˇzce x pak znacˇ´ıme |x| a definujeme ji
na´sledovneˇ:
• Pokud x = ε, pak |x| = 0
• Pokud x = a1 . . . an, kde ∀i ∈ {1 . . . , n} pro neˇjake´ n ≥ 1: ai ∈ Σ, potom |x| = n.
Definice 2.2.0.9 (Konkatenace dvou rˇeteˇzc˚u)
Necht’ x a y jsou dva rˇeteˇzce nad abecedou Σ. Konkatenac´ı rˇeteˇzc˚u x a y,zapsa´no x · y,
z´ıska´me rˇeteˇzec xy. Rˇeteˇzec y cˇisteˇ prˇipoj´ıme za rˇeteˇzec y. Bina´rn´ı operace konkatenace je
asociativn´ı.
Definice 2.2.0.10 (Opacˇny´, reverzn´ı, rˇeteˇzec)
Necht’ x je rˇeteˇzcem nad abecedou Σ. Pak opacˇny´ rˇeteˇzec, nebo-li reverzn´ı rˇeteˇzec, znacˇ´ıme
reverse(x) a definujeme jej na´sledovneˇ:
• Pokud x = ε, pak reverse(x) = ε
• Pokud x = a1a2a3 . . . an, pak reverse(x) = anan−1an−2 . . . a2a1.
Definice 2.2.0.11 (Prefix rˇeteˇzce)
Necht’ x a y jsou dva rˇeteˇzce nad abecedou Σ. Pak nazveme rˇeteˇzec x prefixem rˇeteˇzce y,
pokud existuje takovy´ rˇeteˇzec z nad abecedou Σ, pro ktery´ plat´ı xz = y.
Definice 2.2.0.12 (Sufix rˇeteˇzce)
Necht’ x a y jsou dva rˇeteˇzce nad abecedou Σ. Pak nazveme rˇeteˇzec x sufixem rˇeteˇzce y,
pokud existuje takovy´ rˇeteˇzec z nad abecedou Σ, pro ktery´ plat´ı zx = y.
Definice 2.2.0.13 (Podrˇeteˇzec)
Necht’ x a y jsou dva rˇeteˇzce nad abecedou Σ. Pak nazveme rˇeteˇzec x podrˇeteˇzcem rˇeteˇzce
y, pokud existuj´ı takove´ rˇeteˇzce z a z′ nad abecedou Σ, pro ktere´ plat´ı zxz′ = y.
Definice 2.2.0.14 (Forma´ln´ı jazyk)
Necht’ je da´na abeceda Σ. Pak mnozˇinu L pro nizˇ plat´ı L ⊆ Σ∗ nazveme forma´ln´ım jazykem
nad abecedou Σ.
2 Pra´zdny´m rˇeteˇzcem rozumı´me rˇeteˇzec, ktery´ neobsahuje zˇa´dny´ symbol.
3 Symbolem Σ∗ budeme cha´pat mnozˇinu vsˇech rˇeteˇzc˚u nad abecedou Σ.
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Definice 2.2.0.15 (Prˇeklad)
Necht’ Σ a Ω jsou dveˇ abecedy. Symbolem Σ budeme oznacˇovat vstupn´ı abecedu a symbolem
Ω abecedu vy´stupn´ı. Prˇekladem jazyka Lin do jazyka Lout nazveme libovolnou relaci τ z Lin
do Lout.4 Jazyk Lin nazveme jazykem vstupn´ım a Lout jazykem vy´stupn´ım. Pokud pro
rˇeteˇzce x a y plat´ı, zˇe y ∈ τ(x), pak rˇekneme, zˇe rˇeteˇzec y je vy´stupem pro rˇeteˇzec x.
2.3 Operace nad jazyky
Definice 2.3.0.16 (Sjednocen´ı dvou jazyk˚u)
Necht’ L1 a L2 jsou forma´ln´ı jazyky nad abecedou Σ. Pak definujeme operaci sjednocen´ı
dvou jazyk˚u, L1 ∪ L2, na´sledovneˇ:
L1 ∪ L2 = {x|x ∈ L1 ∨ x ∈ L2}
Definice 2.3.0.17 (Pr˚unik dvou jazyk˚u)
Necht’ L1 a L2 jsou forma´ln´ı jazyky nad abecedou Σ. Pak definujeme bina´rn´ı operaci pr˚unik
dvou jazyk˚u, L1 ∩ L2, na´sledovneˇ:
L1 ∩ L2 = {x|x ∈ L1 ∧ x ∈ L2}
Definice 2.3.0.18 (Konkatenace dvou jazyk˚u)
Necht’ L1 a L2 jsou forma´ln´ı jazyky nad abecedou Σ. Pak definujeme bina´rn´ı operaci kon-
katenace dvou jazyk˚u, L1 · L2, na´sledovneˇ:
L1 · L2 = {xy|x ∈ L1 ∧ y ∈ L2}
Definice 2.3.0.19 (Rozd´ıl dvou jazyk˚u)
Necht’ L1 a L2 jsou jazyky nad abecedou Σ. Pak definujeme rozd´ıl dvou jazyk˚u, L1 − L2,
na´sledovneˇ:
L1 − L2 = {x|x ∈ L1 ∧ x /∈ L2}
Definice 2.3.0.20 (Doplneˇk jazyka)
Necht’ L je forma´ln´ı jazyk nad abecedou Σ. Pak definujeme doplneˇk jazyka, L¯, na´sledovneˇ:
L¯ = {x|x ∈ Σ∗ ∧ x /∈ L}
Definice 2.3.0.21 (Mocnina jazyka)
Necht’ L je forma´ln´ı jazyk nad abecedou Σ. Pak definujeme i-tou mocninu jazyka, Li,
na´sledovneˇ:
• L0 = {ε}
• Li = L · Li−1
Definice 2.3.0.22 (Iterace jazyka)
Necht’ L je forma´ln´ı jazyk nad abecedou Σ. Pak definujeme iteraci jazyka, L∗, na´sledovneˇ:
L∗ =
∞⋃
n=0
Ln
4 Prˇeklad je definova´n obecneˇ jako relace. V praxi je cˇasto ovsˇem touto relac´ı zobrazen´ı, nebot’ je zˇa´douc´ı,
aby pro kazˇdy´ rˇeteˇzec x ∈ Lin existoval pra´veˇ jeden rˇeteˇzec y ∈ Lout.
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Definice 2.3.0.23 (Pozitivn´ı iterace jazyka)
Necht’ L je forma´ln´ı jazyk nad abecedou Σ. Pak definujeme pozitivn´ı iteraci jazyka, L+,
na´sledovneˇ:
L+ =
∞⋃
n=1
Ln
2.4 Za´kladn´ı typy gramatik
V na´sleduj´ıc´ı sekci budou zmı´neˇny r˚uzne´ typy gramatik. Ty se liˇs´ı prˇedevsˇ´ım ve tvaru
pravidel, prˇicˇemzˇ pra´veˇ tvar pravidel uda´va´ generativn´ı schopnost odpov´ıdaj´ıc´ıho typu
gramatiky. Ta bude uvedena v za´veˇru sekce.
2.4.1 Neomezena´ gramatika
Obecna´ gramatika obsahuje nejobecneˇjˇs´ı tvar gramaticky´ch pravidel. Trˇ´ıdu jazyk˚u, jezˇ lze
generovat neˇjakou neomezenou gramatikou nazveme trˇ´ıdou rekurzivneˇ vycˇ´ıslitelny´ch jazyk˚u,
ktera´ je take´ cˇasto oznacˇova´na jako trˇ´ıda jazyk˚u typu 0.
Definice 2.4.1.1 (Neomezena´ gramatika)
Neomezena´ gramatika je definova´na jako cˇtverˇice G = (N,T, P, S), kde:
• N je konecˇna´ mnozˇina nontermina´ln´ıch symbol˚u,
• T je konecˇna´ mnozˇina termina´ln´ıch symbol˚u, prˇicˇemzˇ N ∩ P = ∅,
• P je konecˇna´ mnozˇina prˇepisovac´ıch pravidel tvaru x→ y kde x ∈ (N ∪T )∗N(N ∪T )∗
a y ∈ (N ∪ T )∗,
• S je startuj´ıc´ı nontermina´ln´ı symbol.
Definice 2.4.1.2 (Prˇ´ıma´ derivace u neomezeny´ch gramatik)
Necht’ G = (N,T, P, S) je neomezena´ gramatika, da´le necht’ u, v ∈ (N∪T )∗, r = x→ y ∈ P ,
kde x = (N ∪T )∗N(N ∪T )∗ a y ∈ (N ∪T )∗. Pak rˇekneme, zˇe uxv prˇ´ımo derivuje uyv podle
pravidla r a zapisujeme uxv ⇒ uyv[r], nebo zjednodusˇeneˇ uxv ⇒ uyv.
Definice 2.4.1.3 (Sekvence derivac´ı u neomezeny´ch gramatik)
Necht’ G = (N,T, P, S) je neomezena´ gramatika. Da´le:
• Necht’ u ∈ (N ∪ T )∗. Pak rˇekneme, zˇe u derivuje u v nula kroc´ıch a zapisujeme
u⇒0 u[ε], nebo zjednodusˇeneˇ u⇒0 u.
• Necht’ u0, u1, . . . , un ∈ (N ∪ T )∗ a necht’ ∀i = 1, 2, . . . , n plat´ı ui−1 ⇒ ui[ri]. Pak
rˇekneme, zˇe u0 derivuje u v n kroc´ıch a zapisujeme u0 ⇒n un[r1r2 . . . rn], nebo
zkra´ceneˇ u0 ⇒n un.
• Necht’ u ⇒n u′[pi], kde u, u′ ∈ (N ∪ T )∗, pi = r1r2 . . . rn a n ≥ 1, pak rˇekneme, zˇe u
netrivia´lneˇ derivuje u′ a zapisujeme u⇒+ u′[pi], nebo zjednodusˇeneˇ u⇒+ u′.
• Necht’ u ⇒n u′[pi], kde u, u′ ∈ (N ∪ T )∗, pi = r1r2 . . . rn a n ≥ 0, pak rˇekneme, zˇe u
derivuje u′ a zapisujeme u⇒∗ u′[pi], nebo zjednodusˇeneˇ u⇒∗ u′.
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Definice 2.4.1.4 (Veˇtna´ forma v neomezene´ gramatice)
Necht’ G = (N,T, P, S) je neomezena´ gramatika. Pokud S ⇒∗ u, kde u ∈ (N∪T )∗, rˇekneme,
zˇe u je veˇtna´ forma v neomezene´ gramatice G.
Definice 2.4.1.5 (Jazyk generovany´ neomezenou gramatikou)
Necht’ G = (N,T, P, S) je neomezena´ gramatika, pak definujeme forma´ln´ı jazyk generovany´
neomezenou gramatikou G, zapsa´no L(G), jako
L(G) = {ω|ω ∈ T ∗ ∧ S ⇒∗ ω}.
2.4.2 Kontextova´ gramatika
Kontextova´ gramatika je specia´ln´ım prˇ´ıpadem neomezene´ gramatiky, kdy pro pravidla
x → y nav´ıc prˇibyla vlastnost |x| ≤ |y|. Mnozˇinu vsˇech forma´ln´ıch jazyk˚u generovatelny´ch
neˇjakou kontextovou gramatikou nazy´va´me trˇ´ıdou kontextovy´ch jazyk˚u, ktere´ jsou cˇasto
oznacˇova´ny za jazyky typu 1.
Definice 2.4.2.1 (Kontextova´ gramatika)
Neomezena´ gramatika je definova´na jako cˇtverˇice G = (N,T, P, S), kde:
• N je konecˇna´ mnozˇina nontermina´ln´ıch symbol˚u,
• T je konecˇna´ mnozˇina termina´ln´ıch symbol˚u, prˇicˇemzˇ N ∩ P = ∅,
• P je konecˇna´ mnozˇina prˇepisovac´ıch pravidel tvaru x→ y kde x ∈ (N ∪T )∗N(N ∪T )∗
a y ∈ (N ∪ T )∗, prˇicˇemzˇ |x| ≤ |y|,
• S je startuj´ıc´ı nontermina´ln´ı symbol.
Definice 2.4.2.2 (Prˇ´ıma´ derivace, sekvence derivac´ı a jazyk generovany´ kontextovou grama-
tikou)
Definice derivacˇn´ıho kroku, sekvence derivacˇn´ıch krok˚u a jazyku generovane´ho kontextovou
gramatikou jsou identicke´ s prˇ´ıslusˇny´mi definicemi u neomezeny´ch gramatik.
2.4.3 Bezkontextova´ gramatika
Bezkontextova´ gramatika je specia´ln´ım prˇ´ıpadem neomezene´ gramatiky, kdy pro pravidla
x → y plat´ı, zˇe symbol x zastupuje pouze jeden nontermina´ln´ı symbol. Mnozˇinu vsˇech
forma´ln´ıch jazyk˚u generovatelny´ch neˇjakou bezkontextovou gramatikou nazy´va´me trˇ´ıdou
bezkontextovy´ch jazyk˚u, ktere´ jsou cˇasto oznacˇova´ny za jazyky typu 2.
Definice 2.4.3.1 (Bezkontextova´ gramatika)
Bezkontextova´ gramatika je definova´na jako cˇtverˇice G = (N,T, P, S), kde:
• N je konecˇna´ mnozˇina nontermina´ln´ıch symbol˚u,
• T je konecˇna´ mnozˇina termina´ln´ıch symbol˚u, prˇicˇemzˇ N ∩ P = ∅,
• P je konecˇna´ mnozˇina prˇepisovac´ıch pravidel tvaru A→ x kde A ∈ N a x ∈ (N ∪T )∗,
• S je startuj´ıc´ı nontermina´ln´ı symbol.
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Definice 2.4.3.2 (Prˇ´ıma´ derivace u bezkontextovy´ch gramatik)
Necht’ G = (N,T, P, S) je bezkontextova´ gramatika a necht’ u, v ∈ (N∪T )∗, r = A→ x ∈ P ,
kde A ∈ N a x ∈ (N ∪ T )∗. Pak rˇekneme, zˇe uAv prˇ´ımo derivuje uxv podle pravidla r a
zapisujeme uAv ⇒ uxv[r], nebo zjednodusˇeneˇ uAv ⇒ uxv.
Definice 2.4.3.3 (Nejleveˇjˇs´ı derivace u bezkontextovy´ch gramatik)
Necht’ G = (N,T, P, S) je bezkontextova´ gramatika, da´le necht’ u ∈ T ∗; v ∈ (N ∪ T )∗,
r = A → x ∈ P , kde A ∈ N a x ∈ (N ∪ T )∗. Pak rˇekneme, zˇe uAv prˇ´ımo derivuje v
nejleveˇjˇs´ı derivaci uxv podle pravidla r a zapisujeme uAv ⇒lm uxv[r], nebo zjednodusˇeneˇ
uAv ⇒lm uxv.
Definice 2.4.3.4 (Nejpraveˇjˇs´ı derivace u bezkontextovy´ch gramatik)
Necht’ G = (N,T, P, S) je bezkontextova´ gramatika, da´le necht’ v ∈ T ∗;u ∈ (N ∪ T )∗,
r = A → x ∈ P , kde A ∈ N a x ∈ (N ∪ T )∗. Pak rˇekneme, zˇe uAv prˇ´ımo derivuje v
nejpraveˇjˇs´ı derivaci uxv podle pravidla r a zapisujeme uAv ⇒rm uxv[r], nebo zjednodusˇeneˇ
uAv ⇒rm uxv.
Definice 2.4.3.5 (Sekvence derivac´ı u bezkontextovy´ch gramatik5)
Necht’ G = (N,T, P, S) je bezkontextova´ gramatika. Da´le:
• Necht’ u ∈ (N ∪ T )∗. Pak rˇekneme, zˇe u derivuje u v nula kroc´ıch a zapisujeme
u⇒0 u[ε], nebo zjednodusˇeneˇ u⇒0 u.
• Necht’ u0, u1, . . . , un ∈ (N ∪ T )∗ a necht’ ∀i = 1, 2, . . . , n plat´ı ui−1 ⇒ ui[ri]. Pak
rˇekneme, zˇe u0 derivuje u v n kroc´ıch a zapisujeme u0 ⇒n un[r1r2 . . . rn], nebo
zkra´ceneˇ u0 ⇒n un.
• Necht’ u ⇒n u′[pi], kde u, u′ ∈ (N ∪ T )∗, pi = r1r2 . . . rn a n ≥ 1, pak rˇekneme, zˇe u
netrivia´lneˇ derivuje u′ a zapisujeme u⇒+ u′[pi], nebo zjednodusˇeneˇ u⇒+ u′.
• Necht’ u ⇒n u′[pi], kde u, u′ ∈ (N ∪ T )∗, pi = r1r2 . . . rn a n ≥ 0, pak rˇekneme, zˇe u
derivuje u′ a zapisujeme u⇒∗ u′[pi], nebo zjednodusˇeneˇ u⇒∗ u′.
Definice 2.4.3.6 (Jazyk generovany´ bezkontextovou gramatikou)
Necht’ G = (N,T, P, S) je neomezena´ gramatika, pak definujeme forma´ln´ı jazyk generovany´
bezkontextovou gramatikou G, zapsa´no L(G), jako
L(G) = {ω|ω ∈ T ∗ ∧ S ⇒∗ ω}
= {ω|ω ∈ T ∗ ∧ S ⇒∗lm ω}
= {ω|ω ∈ T ∗ ∧ S ⇒∗rm ω}.
2.4.4 Prava´ linea´rn´ı gramatika
Prava´ linea´rn´ı gramatika je specia´ln´ım prˇ´ıpadem bezkontextove´ gramatiky, kdy pro pravidla
A → x plat´ı, zˇe symbol x je rˇeteˇzcem samy´ch termina´ln´ıch symbol˚u, nebo termina´ln´ıch
symbol˚u zakoncˇeny´ch pouze jedn´ım nontermina´ln´ım symbolem. Mnozˇinu vsˇech forma´ln´ıch
5 Definice rozsˇiˇruje prˇ´ımou derivaci na sekvenci prˇ´ımy´ch derivac´ı. Sekvence nejleveˇjˇs´ıch, resp. nej-
praveˇjˇs´ıch derivac´ı by se definovala analogicky pomoc´ı nejleveˇjˇs´ıch, resp. nejpraveˇjˇs´ıch prˇ´ımy´ch derivac´ı.
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jazyk˚u generovatelny´ch neˇjakou pravou linea´rn´ı gramatikou nazy´va´me trˇ´ıdou regula´rn´ıch
jazyk˚u, ktere´ jsou cˇasto oznacˇova´ny za jazyky typu 3.
Definice 2.4.4.1 (Prava´ linea´rn´ı gramatika)
Bezkontextova´ gramatika je definova´na jako cˇtverˇice G = (N,T, P, S), kde:
• N je konecˇna´ mnozˇina nontermina´ln´ıch symbol˚u,
• T je konecˇna´ mnozˇina termina´ln´ıch symbol˚u, prˇicˇemzˇ N ∩ P = ∅,
• P je konecˇna´ mnozˇina prˇepisovac´ıch pravidel tvaru A→ xB, nebo A→ y kde A,B ∈
N a x, y ∈ T ∗,
• S je startuj´ıc´ı nontermina´ln´ı symbol.
Definice 2.4.4.2 (Prˇ´ıma´ derivace, sekvence derivac´ı a jazyk generovany´ pravou linea´rn´ı
gramatikou)
Prˇ´ıma´ derivace, sekvence derivac´ı a jazyk generovany´ pravou linea´rn´ı gramatikou jsou iden-
ticke´ s prˇ´ıslusˇny´mi definicemi u bezkontextove´ gramatiky.
2.4.5 Veˇta o Chomske´ho hierarchii jazyk˚u
Oznacˇme symboly po rˇadeˇ LREG, LCF , LCS , LRE trˇ´ıdu regula´rn´ıch, bezkontextovy´ch, kon-
textovy´ch a rekurzivneˇ vycˇ´ıslitelny´ch jazyk˚u. Pak mezi teˇmito trˇ´ıdami plat´ı vztah
LREG ⊂ LCF ⊂ LCS ⊂ LRE
2.5 Gramaticke´ syste´my
Gramaticke´ syste´my (GS) jsou syste´my vza´jemneˇ kooperuj´ıc´ıch gramatik generuj´ıc´ıch rˇe-
teˇzce v sekvencˇn´ım, paraleln´ım, cˇi semiparaleln´ım mo´du, prˇicˇemzˇ spolu jednotlive´ grama-
tiky jednoduchy´m zp˚usobem komunikuj´ı. Podle zminˇovane´ho mo´du rozliˇsujeme gramaticke´
syste´my na CD(cooperating distributed) gramaticke´ syste´my a PC(parallel communicating)
gramaticke´ syste´my (viz Kooperuj´ıc´ı forma´ln´ı modely [6]). V na´sleduj´ıc´ı sekci jsou uvedeny
pouze za´kladn´ı definice CD a PC gramaticky´ch syste´mu slouzˇ´ıc´ı pouze pro na´stin proble-
matiky. Pro blizˇsˇ´ı informace doporucˇuji shle´dnout prˇ´ıslusˇnou odkazovanou literaturu uvnitrˇ
podkapitoly.
2.5.1 CD gramaticke´ syste´my
CD gramaticke´ syste´my pracuj´ı sekvencˇneˇ. Skla´daj´ı se z konecˇne´ho pocˇtu komponent, ktere´
zde tvorˇ´ı gramatiky. V jednom derivacˇn´ım kroku provede derivaci pouze jedna komponenta
syste´mu. Prˇep´ına´n´ı mezi komponentami se deˇje naprˇ´ıklad na za´kladeˇ absence gramaticke´ho
pravidla pro na´sleduj´ıc´ı derivacˇn´ı krok v pra´veˇ aktivn´ı gramatice, nebo po proveden´ı kon-
stantn´ıho prˇedem definovane´ho maxima´ln´ıho pocˇtu derivacˇn´ıch krok˚u apod. (viz [3]). Rˇ´ızen´ı
prˇep´ına´n´ı lze jednodusˇe prova´deˇt i na za´kladeˇ tzv. prˇep´ınac´ıch pravidel uvnitrˇ jednotlivy´ch
komponent syste´mu (viz [8]). Stanovena´ mus´ı by´t opeˇt i podmı´nka ukoncˇen´ı vy´pocˇtu. To
se mu˚zˇe d´ıt absenc´ı derivacˇn´ıho pravidla u vsˇech komponent syste´mu, nebo u pra´veˇ aktivn´ı
komponenty, pokud jsou komponenty prˇep´ınane´ naprˇ. prˇep´ınac´ımi gramaticky´mi pravidly,
jak je tomu u Univerza´ln´ıch gramaticky´ch syste´mu˚, ktere´ sem z veˇtsˇ´ı cˇa´sti spadaj´ı (viz
kapitola 5.2 [9]).
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Definice 2.5.1.1 (CD gramaticky´ syste´m)
CD gramaticky´ syste´m je (n+ 3)–tice
Γ = (N,T, S, P1, . . . , Pn),
kde:
• N , resp. T , je abeceda nontermina´ln´ıch, resp. termina´ln´ıch symbol˚u, prˇicˇemzˇ plat´ı
N ∩ T = ∅,
• S ∈ N je startuj´ıc´ı nontermina´l,
• P1, P2, . . . , Pn jsou mnozˇiny derivacˇn´ıch pravidel a nazy´va´me je komponentami grama-
ticke´ho syste´mu.6
Definice 2.5.1.2 (Derivace v CD gramaticke´m syste´mu)
Necht’ Γ = (N,T, S, P1, . . . , Pn) je CD gramaticky´ syste´m.
• Pro kazˇde´ i = 1, 2, . . . , n, zakoncˇovac´ı derivace i-tou komponentou, zapsa´no ⇒tPi , je
definova´na jako
x⇒tPi y iff x⇒∗Pi y prˇicˇemzˇ neexistuje zˇa´dne´ z ∈ Σ∗ takove´, zˇe y ⇒Pi z.
• Pro kazˇde´ i = 1, 2, . . . , n, k-krokova´ derivace i-tou komponentou, zapsa´no ⇒=kPi , je
definova´na jako
x⇒=kPi y iff existuj´ı x1, . . . , xk+1 a pro kazˇde´ j = 1, . . . , k, xj ⇒Pi xj+1.
• Pro kazˇde´ i = 1, 2, . . . , n, nejv´ıce k-krokova´ derivace i-tou komponentou, zapsa´no
⇒≤kPi , je definova´na jako
x⇒≤kPi y iff x⇒=k
′
Pi y pro neˇjake´ k
′ ≤ k.
• Pro kazˇde´ i = 1, 2, . . . , n, nejme´neˇ k-krokova´ derivace i-tou komponentou, zapsa´no
⇒≥kPi , je definova´na jako
x⇒≥kPi y iff x⇒=k
′
Pi y pro neˇjake´ k
′ ≥ k.
Definice 2.5.1.3 (Jazyk generovany´ CD gramaticky´m syste´mem)
Necht’ Γ = (N,T, S, P1, . . . , Pn) je CD gramaticky´ syste´m a necht’ f ∈ D je derivacˇn´ı mo´d
gramaticke´ho syste´mu, kde D = {∗, t}∪{≤ k,= k,≥ k‖k ∈ N+}. Pak jazyk generovany´ CD
automatovy´m syste´mem je definova´n jako
Lf (Γ) = {ω ∈ T ∗|S ⇒fPi1 ω1 ⇒
f
Pi2
. . .⇒fPim ωm = ω,m ≥ 1, 1 ≤ j ≤ m, 1 ≤ ij ≤ n}.
6 Neˇkdy je mozˇne´ se setkat s definic´ı Γ = (N,T, S,G1, . . . , Gn), kde Gi = (N,T, S, Pi)∀i = 1, 2, . . . , n. To
je ale tote´zˇ.
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2.5.2 PC gramaticke´ syste´my
PC gramaticke´ syste´my pracuj´ı naopak v mo´du paraleln´ım. Kazˇda´ z komponent syste´mu,
cozˇ je opeˇt gramatika, ma´ svou veˇtnou formu nad n´ızˇ prova´d´ı sve´ derivacˇn´ı kroky. Rˇ´ızen´ı
se prova´d´ı pomoc´ı specia´ln´ıch komunikacˇn´ıch (query) symbol˚u. Ty urcˇuj´ı mı´sta, do ktery´ch
bude prˇ´ıslusˇna´ veˇtna´ forma vlozˇena. Jazykem cele´ho syste´mu je jazyk prvn´ı komponenty
(viz [6],[3]). Query symboly ale nemus´ı nutneˇ slouzˇit jen jako vstupn´ı body veˇtny´ch forem.
Mohou slouzˇit i jako pr˚ubeˇzˇny´ ”kontrolor“, kdy kazˇda´ z komponent ma´ svou veˇtnou formu
nad kterou prova´d´ı derivacˇn´ı kroky rˇ´ızene´ pra´veˇ mnozˇinou query symbol˚u. Vy´sledny´ jazyk
pak nen´ı nutneˇ pouze jazyk prvn´ı komponenty, ale mu˚zˇe to by´t i jazyk vznikly´ konkate-
nac´ı, cˇi sjednocen´ım jazyk˚u jednotlivy´ch gramatik. To uzˇ je ale rˇecˇ o Multigenerativn´ıch
gramaticky´ch syste´mech (viz [4, 7]).
Definice 2.5.2.1 (PC gramaticky´ syste´m)
PC gramaticky´ syste´m je (n+ 3)–tice
Γ = (N,Q, T, (S1, P1), . . . , (Sn, Pn)),
kde:
• N , resp. T , je abeceda nontermina´ln´ıch, resp. termina´ln´ıch symbol˚u, prˇicˇemzˇ plat´ı
N ∩ T = ∅,
• Q = {Q1, Q2, . . . , Qn} je mnozˇina tzv. query symbol˚u, prˇicˇemzˇ N ∩T ∩Q = ∅ a index
i mapuje Pi na i–tou komponentu syste´mu,
• Pi ∀i = 1, . . . , n je mnozˇina prˇepisovac´ıch pravidel prˇes N ∪ T ∪ Q a nazy´va´me ji
komponentami syste´mu,7
• Si ∈ N ∀i = 1, . . . , n je startuj´ıc´ı nontermina´ln´ı symbol.
Definice 2.5.2.2 (Vy´pocˇet PC gramaticke´ho syste´mu)
Necht’ ΣΓ = N ∪ T ∪ Q a necht’ Γ = (N,Q, T, (S1, P1), . . . , (Sn, Pn)) je PC gramaticky´
syste´m. Pro dveˇ n–tice (x1, x2, . . . , n), (y1, y2, . . . , yn), s xi, yi ∈ ΣΓ ∀i = 1, 2, . . . , n, kde
xi 6∈ T ∗, p´ıˇseme (x1, x2, . . . , n)⇒ (y1, y2, . . . , yn) pokud plat´ı jedna z mozˇnost´ı:
1. ∀i = 1, 2, . . . , n, |xi|Q = 08 a da´le xi ⇒ yi je pravidlo v Pi, nebo xi = yi ∈ T ∗.
2. Existuje i = 1, 2, . . . , n takove´, zˇe |xi|Q > 0 a xi = z1Qi1z2Qi2 . . . ztQitzt+1 pro
vsˇechna i a pro zj ∈ (N ∪ T )∗, 1 ≤ j ≤ t + 1. Pokud |xij |Q = 0, pro vsˇechna
j, 1 ≤ j ≤ t, pak yi = z1xi1z2xi2 . . . ztxitzt+1 a yij = Sij , 1 ≤ j ≤ t. Jestlizˇe pro
neˇjake´ j = 1, 2, . . . , t, |xij | 6= 0, pak yi = xi. Pro vsˇechna i = 1, 2, . . . , n takova´, zˇe yi
neodpov´ıda´ zˇa´dne´ z prˇedchoz´ıch specifikac´ı, ma´me xi = yi.
Definice 2.5.2.3 (Jazyk generovany´ PC gramaticky´m syste´mem)
Necht’ Γ = (N,Q, T, (S1, P1), . . . , (Sn, Pn)) je PC gramaticky´ syste´m. Pak definujeme jazyk
generovany´ PC gramaticky´m syste´mem jako
L(Γ) = {x ∈ T ∗|(S1, S2, . . . , Sn)⇒∗ (x, α2, . . . , αn), αi ∈ Σ∗Γ,∀i = 2, 3, . . . , n}.
7 Neˇkdy je mozˇne´ se setkat s definic´ı Γ = (N,Q.T,G1, . . . , Gn), kde Gi = (N∪Q,T, Si, Pi)∀i = 1, 2, . . . , n,
nebo i dokonce Γ = (Q,G1, . . . , Gn), kde Gi = (Ni ∪ Q,Ti, Si, Pi)∀i = 1, 2, . . . , n bez existuj´ıc´ı relace mezi
Ti a Nj , i 6= j.
8 Za´pisem |xi|Q je mysˇlen pocˇet query symbolu v rˇeteˇzci xi.
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2.5.3 Kanonicke´ multigenerativn´ı gramaticke´ syste´my
Kanonicke´ multigenerativn´ı gramaticke´ syste´my se skla´daj´ı z n-tice bezkontextovy´ch gra-
matik. Samotna´ derivace se prova´d´ı tak, zˇe je paralelneˇ aplikova´no derivacˇn´ı pravidlo
na aktua´ln´ı veˇtnou formu kazˇde´ komponenty syste´mu. Teˇchto n derivac´ı je kontrolova´no
bud’ pomoc´ı n-tice nontermina´l˚u, ze ktery´ch byla derivace provedena, nebo pomoc´ı n-tice
pouzˇity´ch derivacˇn´ıch pravidel. V textu budeme uvazˇovat pouze prvn´ı z prˇ´ıpad˚u. Podrobne´
informace vcˇetneˇ na´sleduj´ıc´ıch definic´ı naleznete v [4]. Po ukoncˇen´ı vy´pocˇtu je vygenerova´na
n-tice rˇeteˇzc˚u, nad ktery´mi jsou provedeny operace, cˇ´ımzˇ je pak definova´n vy´sledny´ jazyk.
Definice 2.5.3.1 (Kanonicky´ n-generativn´ı nontermina´loveˇ synchronizovany´ GS)
Kanonicky´ n-generativn´ı nontermina´loveˇ synchronizovany´ GS (n-KGN) je (n+ 1)-tice
Γ = (G1, . . . , Gn, Q), kde:
• Gi = (Ni, Ti, Pi, Si) je bezkontextova´ gramatika pro vsˇechna i = 1, . . . , n,
• Q je konecˇna´ mnozˇina kontroln´ıch n-tic nontermina´l˚u tvaru (A1, . . . , An), kde Ai ∈ Ni
pro vsˇechna i = 1, . . . , n.
Definice 2.5.3.2 (Multiforma)
Necht’ Γ = (G1, . . . , Gn,Q) je n-KGN. Potom multiforma je n-tice χ = (x1, . . . , xn), kde
xi ∈ (Ti ∪Ni)∗ pro vsˇechna i = 1, . . . , n.
Definice 2.5.3.3 (Prˇ´ımy´ derivacˇn´ı krok v n-KGN)
Necht’ Γ = (G1, . . . , Gn,Q) je n-KGN, necht’ χ = (u1A1v1, . . . , unAnvn), χ′ = (u1x1v1, . . . ,
unxnvn), jsou dveˇ multiformy, kde Ai ∈ Ni, ui ∈ T ∗i , vi, xi ∈ (Ni ∪ Ti)∗ pro vsˇechna i =
1, . . . , n. Da´le necht’ Ai → xi ∈ Pi pro vsˇechna i = 1, . . . , n a (A1, . . . , An) ∈ Q. Pak rˇ´ıka´me,
zˇe χ prˇ´ımo derivuje χ′ a zapisujeme χ⇒ χ′.
Definice 2.5.3.4 (Sekvence derivacˇn´ıch krok˚u v n-KGN)
Necht’ Γ = (G1, . . . , Gn,Q) je n-KGN.
• Necht’ χ je multiforma. Pak rˇ´ıka´me, zˇe χ derivuje v 0-kroc´ıch χ a zapisujeme χ⇒0 χ.
• Necht’ χ0, . . . , χk jsou multiformy, u ktery´ch pro vsˇechna i = 1, . . . , n plat´ı: χi−1 ⇒ χi.
Pak rˇ´ıka´me, zˇe χ0 derivuje v k-kroc´ıch χn a zapisujeme χ0 ⇒k χn.
• Necht’ χ ⇒k χ′ pro neˇjake´ k ≥ 1, kde χ, χ′ jsou multiformy. Pak rˇ´ıka´me, zˇe χ netri-
via´lneˇ derivuje χ′ a zapisujeme χ⇒+ χ′.
• Necht’ χ⇒k χ′ pro neˇjake´ k ≥ 0, kde χ, χ′ jsou multiformy. Pak rˇ´ıka´me, zˇe χ derivuje
χ′ a zapisujeme χ⇒∗ χ′.
Definice 2.5.3.5 (n-jazyk generovany´ n-KGN)
Necht’ Γ = (G1, . . . , Gn, Q) je n-KGN. Potom n-jazyk generovany´ Γ (budeme znacˇit n-L(Γ))
je definova´n:
n-L(Γ) = {(w1, . . . , wn) : (S1, . . . , Sn)⇒∗ (w1, . . . , wn), wi ∈ T ∗i pro vsˇechna i = 1, . . . , n}.
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Definice 2.5.3.6 (Jazyky generovane´ mo´dem sjednocen´ı, konkatenace a prvn´ı komponenty)
Necht’ Γ = (G1, . . . , Gn, Q) je n-KGN. Potom definujeme:
• jazyk generovany´ Γ v mo´du sjednocen´ı (budeme znacˇit Lunion(Γ)) je definova´n:
Lunion(Γ) =
n⋃
i=1
{wi : (w1, . . . , wn) ∈ n-L(Γ)},
• jazyk generovany´ Γ v mo´du konkatenace (budeme znacˇit Lconc(Γ)) je definova´n:
Lconc(Γ) = {w1 . . . wn : (w1, . . . , wn) ∈ n-L(Γ)},
• jazyk generovany´ Γ v mo´du prvn´ı komponenty (budeme znacˇit Lfirst(Γ)) je definova´n:
Lfirst(Γ) = {w1 : (w1, . . . , wn) ∈ n-L(Γ)}.
Za´stupne´ symboly vyuzˇ´ıvane´ pro definici gramaticky´ch syste´mu˚ jsou cˇasto pouzˇ´ıvane´ prˇi
definic´ıch automat˚u, prˇicˇemzˇ prˇirozeneˇ nesou odliˇsny´ vy´znam. Pokud budou GS a automaty
v jednom kontextu, budou tyto symboly mezi sebou specia´lneˇ rozliˇseny.
2.6 Za´kladn´ı typy automat˚u
Automat je stroj, cˇasto imagina´rn´ı, ktery´ se z pravidla skla´da´ ze vstupn´ı pa´sky, cˇtec´ı
hlavy, stavove´ho rˇ´ızen´ı a nepovinneˇ i pomocne´ pameˇti. Podle mechanismu a funkce cˇtec´ı
hlavy, typu pomocne´ pameˇti a urcˇenosti prˇechod˚u mezi stavy automatu, lze rozliˇsit mezi
za´kladn´ımi typy automat˚u, potazˇmo i trˇ´ıdami jazyk˚u, ktere´ je mozˇne´ teˇmito stroji efektivneˇ
popsat. Prima´rn´ı u´loha automatu spocˇ´ıva´ v urcˇen´ı prˇ´ıslusˇnosti vstupn´ıho rˇeteˇzce do jazyka,
definovane´ho pra´veˇ t´ımto automatem. V prˇ´ıpadeˇ, zˇe rˇeteˇzec, zapsany´ na vstupn´ı pa´sce, patrˇ´ı
do jazyka, rˇekneme, zˇe automat tento rˇeteˇzec prˇ´ıjme, v opacˇne´m prˇ´ıpadeˇ rˇeteˇzec zamı´tne.
Na´sleduj´ıc´ı text bude hovorˇit o neˇktery´ch za´kladn´ıch typech takovy´ch automat˚u a odpo-
v´ıdaj´ıc´ıch trˇ´ıd jazyk˚u, na jejichzˇ teorii budou navazovat na´sleduj´ıc´ı kapitoly.
2.6.1 Konecˇny´ automat
Konecˇny´ automat je nejjednodusˇsˇ´ı z na´stroj˚u popisovany´ch v te´to kapitole. Od toho se ale
take´ odv´ıj´ı jeho vyjadrˇovac´ı schopnost. Trˇ´ıda jazyk˚u, definovatelna´ konecˇny´m automatem,
se nazy´va´ trˇ´ıdou regula´rn´ıch jazyk˚u. Jiny´mi slovy, trˇ´ıda jazyk˚u zpracovatelna´ konecˇny´mi
automaty je ekvivalentn´ı trˇ´ıdeˇ regula´rn´ıch jazyk˚u.
Definice 2.6.1.1 (Konecˇny´ automat (KA))
Konecˇny´ automat je peˇtice M = (Q,Σ, δ, s, F ), kde:
• Q je konecˇna´ mnozˇina stav˚u
• Σ je abeceda
• δ je funkc´ı prˇechod˚u tvaru δ : Q× (Σ ∪ {ε})→ 2Q
• s ∈ Q je startuj´ıc´ı stav
• F ⊆ Q je konecˇna´ mnozˇina koncovy´ch stav˚u
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Definice 2.6.1.2 (Deterministicky´ konecˇny´ automat (DKA))
Necht’ M = (Q,Σ, δ, s, F ) je konecˇny´ automat a δ jeho prˇechodova´ funkce. Plat´ı-li nav´ıc
|δ(q, a)| ≤ 1 pro vsˇechna q ∈ Q a a ∈ Σ, pak tento konecˇny´ automat nazveme determini-
sticky´m konecˇny´m automatem.
Graficka´ reprezentace KA
stav q ∈ Q: q
startuj´ıc´ı stav s ∈ Q: s
koncovy´ stav f ∈ F : f
hrana q ∈ δ(p, a)
p qa
Tabulkova´ reprezentace konecˇne´ho automatu
• sloupec: prvky z Σ ∪ {ε}
• rˇa´dek: stavy z Q
• prvn´ı rˇa´dek: startuj´ıc´ı stav
• podtrzˇene´: koncove´ stavy
Definice 2.6.1.3 (Konfigurace konecˇne´ho automatu)
Necht’ M = (Q,Σ, δ, s, F ) je konecˇny´ automat. Konfigurac´ı C konecˇne´ho automatu M
nazveme usporˇa´danou dvojici C = (q, ω), kde(q, ω) ∈ Q × Σ∗, a kde q oznacˇuje aktua´ln´ı
stav a w je dosud nezpracovana´ cˇa´st vstupn´ıho rˇeteˇzce.
Definice 2.6.1.4 (Prˇechod konecˇne´ho automatu)
Necht’ C = (q, aω) a C ′ = (q′, ω) jsou dveˇ konfigurace konecˇne´ho automatu M , prˇicˇemzˇ
q, q′ ∈ Q, a ∈ Σ∪{ε}9 a ω ∈ Σ∗. Da´le, necht’ r : q′ ∈ δ(q, a). PakM mu˚zˇe prove´st prˇechod z
konfigurace C do konfigurace C ′ s vyuzˇit´ım hrany r, zapsa´no: C ` C ′[r], nebo zjednodusˇeneˇ
C ` C ′10.
Definice 2.6.1.5 (Sekvence prˇechod˚u konecˇne´ho automatu)
Necht’ M = (Q,Σ, δ, s, F ) je konecˇny´ automat. Da´le:
• Necht’ C je konfigurace M . Pak rˇekneme, zˇe M provede nula vy´pocˇetn´ıch krok˚u
(prˇechod˚u) z konfigurace C do konfigurace C a zapisujeme C `0 C[ε], nebo zjed-
nodusˇeneˇ C `0 C.
• Necht’ C0, C1, . . . , Ck jsou konfigurace M , prˇicˇemzˇ plat´ı, zˇe Ci−1 ` Ci[ri] pro vsˇechna
i = 1, 2, . . . , k. Pak rˇekneme, zˇeM provede k prˇechod˚u z konfigurace C0 do konfigurace
Ck a zapisujeme C0 `k Ck[r1r2 . . . rn], nebo zjednodusˇeneˇ C0 `k Ck.
9 Pokud a = ε, automat ze vstupu neprˇecˇte zˇa´dny´ znak.
10 Striktneˇ matematicky:
M`
⊆ (Q× Σ∗)× (Q× Σ∗), kde: (q, aω)
M`
(q′, ω) def⇐⇒ q′ ∈ δ(q, a).
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• Jestlizˇe C0 `k Ck[pi] pro libovolne´ k ≥ 1, pi = r1r2 . . . rn, pak rˇekneme, zˇe M netri-
via´lneˇ prˇejde z konfigurace C0 do konfigurace Ck a zapisujeme C0 `+ Ck[pi], nebo
zjednodusˇeneˇ C0 `+ Ck.
• Jestlizˇe C0 `k Ck[pi] pro libovolne´ k ≥ 0, pi = r1r2 . . . rn, pak rˇekneme, zˇe M prˇejde
z konfigurace C0 do konfigurace Ck a zapisujeme C0 `∗ Ck[pi], nebo zjednodusˇeneˇ
C0 `∗ Ck.
Definice 2.6.1.6 (Jazyk prˇij´ımany´ konecˇny´m automatem)
Necht’ M = (Q,Σ, δ, s, F ) je konecˇny´ automat. Jazyk prˇij´ımany´ automatem M , L(M), je
definova´n: L(M) = {w|w ∈ Σ∗, (s, w) `∗ (f, ε), f ∈ F}.
2.6.2 Za´sobn´ıkovy´ automat
Za´sobn´ıkovy´ automat je silneˇjˇs´ı alternativou konecˇne´ho automatu. Zde se nav´ıc vyuzˇ´ıva´
pameˇt’ ve formeˇ za´sobn´ıku. Prˇ´ıstupy k za´sobn´ık˚um se ale mohou liˇsit podle toho, zda ma´
automat mozˇnost nahl´ızˇet pouze na vrchol za´sobn´ıku, cˇi mu˚zˇe cˇ´ıst i polozˇky pod jeho
vrcholem. Za´sobn´ıkove´ automaty jsou schopne´ rozhodovat o prˇ´ıslusˇnosti vstupn´ıho rˇeteˇzce
do bezkontextovy´ch jazyk˚u. Trˇ´ıda jazyk˚u, zpracovatelna´ za´sobn´ıkovy´mi automaty je ekvi-
valentn´ı trˇ´ıdeˇ bezkontextovy´ch jazyk˚u.
Definice 2.6.2.1 (Za´sobn´ıkovy´ automat (ZA))
Za´sobn´ıkovy´ automat je sedmice PDA = (Q,Σ,Γ, δ, s, Z0, F ), kde:
• Q je konecˇna´ mnozˇina stav˚u
• Σ je konecˇna´ mnozˇina vsˇech vstupn´ıch symbol˚u
• Γ je konecˇna´ mnozˇina vsˇech za´sobn´ıkovy´ch symbol˚u
• δ je zobrazen´ı δ : Q× (Γ ∪ {ε})× (Σ ∪ {ε})→ 2Q×Γ∗ popisuj´ıc´ı funkci prˇechod˚u
• s ∈ Q je pocˇa´tecˇn´ı stav rˇ´ıd´ıc´ı jednotky
• Z0 ∈ Γ je startovac´ı symbol vlozˇeny´ na pocˇa´tku na za´sobn´ık
• F ⊆ Q je mnozˇina koncovy´ch stav˚u
Graficka´ reprezentace ZA
stav q ∈ Q: q
startuj´ıc´ı stav s ∈ Q: s
koncovy´ stav f ∈ F : f
hrana (q, w) ∈ δ(p,A, a)
p A/w,a q
Definice 2.6.2.2 (Konfigurace za´sobn´ıkove´ho automatu)
Necht’ PDA = (Q,Σ,Γ, δ, s, Z0, F ) je za´sobn´ıkovy´m automatem. Pak konfigurac´ı C za´sob-
n´ıkove´ho automatu PDA nazveme trojici (q, α, w) ∈ Q× Γ∗ × Σ∗.
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Definice 2.6.2.3 (Prˇechod za´sobn´ıkove´ho automatu)
Necht’ PDA = (Q,Σ,Γ, δ, s, Z0, F ) je za´sobn´ıkovy´m automatem a necht’ C = (q, z, aω) a
C ′ = (q′, z′, ω) jsou jeho dveˇ konfigurace, kde:
• q, q′ ∈ Q; z, z′ ∈ Γ∗,
• ω ∈ Σ∗; a ∈ Σ.
Da´le, necht’ (q′, z′) ∈ δ(q, z, a). Pak mu˚zˇeme prove´st prˇechod z konfigurace C do konfigurace
C ′ s prˇecˇten´ım symbolu a, zapsa´no C ` C ′.
Definice 2.6.2.4 (Sekvence prˇechod˚u za´sobn´ıkove´ho automatu)
Sekvence prˇechod˚u za´sobn´ıkove´ho automatu je analogicka´ k definici sekvence prˇechod˚u
konecˇne´ho automatu.
Definice 2.6.2.5 (Jazyky prˇij´ımane´ za´sobn´ıkovy´mi automaty)
Necht’ PDA = (Q,Σ,Γ, δ, s, Z0, F ) je za´sobn´ıkovy´ automat:
• Jazyk prˇij´ımany´ ZA PDA prˇechodem do koncove´ho stavu, L(PDA)f , je definova´n:
L(PDA)f = {w| w ∈ Σ∗, (s, Z0, w) `∗ (f, z, ε), z ∈ Γ∗, f ∈ F}
• Jazyk prˇij´ımany´ ZA PDA vypra´zdneˇn´ım za´sobn´ıku, L(PDA)ε, je definova´n:
L(PDA)ε = {w| w ∈ Σ∗, (s, Z0, w) `∗ (f, z, ε), z = ε, f ∈ Q}
• Jazyk prˇij´ımany´ ZA PDA prˇechodem do koncove´ho stavu a vypra´zdneˇn´ım za´sobn´ıku,
L(PDA)fε, je definova´n:
L(PDA)fε = {w| w ∈ Σ∗, (s, Z0, w) `∗ (f, z, ε), z = ε, f ∈ F}
Definice 2.6.2.6 (Deterministicky´ za´sobn´ıkovy´ automat (DZA))
Necht’ PDA = (Q,Σ,Γ, δ, s, Z0, F ) je za´sobn´ıkovy´ automat. Da´le necht’ ∀q ∈ Q; ∀a ∈ Σ;
∀z ∈ Γ∗ plat´ı
• |δ(q, z, a)| ≤ 1 a soucˇasneˇ |δ(q, z, ε)| = 0, nebo
• |δ(q, z, a)| = 0 a soucˇasneˇ |δ(q, z, ε)| ≤ 1.
Pak rˇekneme, zˇe PDA je deterministicky´ za´sobn´ıkovy´ automat.
Tvrzen´ı 2.6.2.7
Trˇ´ıda forma´ln´ıch jazyk˚u zpracovatelna´ nedeterministicky´mi za´sobn´ıkovy´mi automaty je
vlastn´ı nadtrˇ´ıdou trˇ´ıdy forma´ln´ıch jazyk˚u popsatelny´ch deterministicky´mi za´sobn´ıkovy´mi
automaty.
2.6.3 Turing˚uv stroj
Turing˚uv stroj je teoreticky´ model pocˇ´ıtacˇe popsany´ matematikem Alanem Turingem.
Skla´da´ se z procesorove´ jednotky, tvorˇene´ konecˇny´m automatem, programu ve tvaru pra-
videl prˇechodove´ funkce a potencia´lneˇ nekonecˇne´ pa´sky pro za´pis mezivy´sledk˚u. Vyuzˇ´ıva´
se pro modelova´n´ı algoritmu˚ v teorii vycˇ´ıslitelnosti. Jeden ze zp˚usobu vyja´drˇen´ı Church-
Turingovy teze rˇ´ıka´, zˇe ke kazˇde´mu algoritmu existuje ekvivalentn´ı Turing˚uv stroj. Citace z
[1]. Mnozˇina jazyk˚u popsatelny´ch neˇjaky´m Turingovy´m strojem je ekvivalentn´ı trˇ´ıdeˇ rekur-
zivneˇ vycˇ´ıslitelny´ch jazyk˚u.
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Definice 2.6.3.1 (Turing˚uv stroj (TS))
Turing˚uv stroj je sˇestice TS = (Q,Σ,Γ, δ, s, f), kde:
• Q je konecˇna´ mnozˇina stav˚u,
• Σ je konecˇna´ mnozˇina vsˇech vstupn´ıch symbol˚u prˇicˇemzˇ ∆ 6∈ Σ,
• Γ je konecˇna´ mnozˇina vsˇech pa´skovy´ch symbol˚u, kde Σ ⊂ Γ, ∆ ∈ Γ,
• δ je zobrazen´ı δ : {Q\f} × Γ → Q × (Γ ∪ {L,R} popisuj´ıc´ı funkci prˇechod˚u, kde
L,R 6∈ Γ,
• s ∈ Q je pocˇa´tecˇn´ı stav rˇ´ıd´ıc´ı jednotky a
• f ∈ Q je koncovy´ stav rˇ´ıd´ıc´ı jednotky.
Definice 2.6.3.2 (Konfigurace Turingova stroje)
Necht’ TS = (Q,Σ,Γ, δ, s, f) je Turing˚uv stroj a necht’ symbol ∆ znacˇ´ı tzv. blang (pra´zdny´
symbol), ktery´ oznacˇuje doposud nepouzˇita´ mı´sta pa´sky( mu˚zˇe by´t na pa´sku ale zapsa´n
i pozdeˇji). Pak definujeme:
• konfiguraci pa´sky jako dvojici Cp = (γ∆ω, n),kde γ∆ω je nekonecˇny´ rˇeteˇzec repre-
zentuj´ıc´ı obsah pa´sky, prˇicˇemzˇ γ ∈ Γ∗, a n ∈ N oznacˇuje pozici hlavy nad touto
pa´skou,
• konfiguraci stroje, ktera´ je da´na konfigurac´ı pa´sky a stavem stroje. Konfigurace stroje
je tedy trojice Cs = (q, γ∆ω, n), kde q ∈ Q reprezentuje rˇ´ıd´ıc´ı stav stroje a zby´vaj´ıc´ı
cˇa´st odpov´ıda´ konfiguraci pa´sky z prˇedchoz´ıho bodu definice.
Definice 2.6.3.3 (Prˇechod Turingova stroje)
Necht’ TS = (Q,Σ,Γ, δ, s, f) je Turing˚uv stroj. Pro libovolny´ rˇeteˇzec γ ∈ Γω a cˇ´ıslo n ∈ N
oznacˇme pomoc´ı γn n-ty´ symbol rˇeteˇzce a necht’ snb (γ) oznacˇuje rˇeteˇzec, ktery´ vznikne
za´meˇnou symbolu γn za b v rˇeteˇzci γ, kde b ∈ Γ. Da´le necht’ ∀q, q′ ∈ Q,∀γ ∈ Γω,∀b ∈
Γ, ∀n ∈ N. Pak definujeme prˇechod Turingova stroje na´sledovneˇ:
• (q, γ, n) ` (q′, γ, n+ 1) pro δ(q, γn) = (q′, R),
• (q, γ, n) ` (q′, γ, n− 1) pro δ(q, γn) = (q′, L) a n > 0,
• (q, γ, n) ` (q′, snb (γ), n) pro δ(q, γn) = (q′, b).
Vy´pocˇet Turingova stroje
Necht’ TS = (Q,Σ,Γ, δ, s, f) je Turing˚uv stroj a necht’ K0,K1,K2, . . . je posloupnost konfi-
gurac´ı, prˇicˇemzˇ Ki ` Ki+1 pro vsˇechna i ≥ 0 takova´, zˇe Ki+1 je v dane´ posloupnosti, ktera´
je:
• nekonecˇna´, a nebo
• konecˇna´ s koncovou konfigurac´ı (q, γ, n), prˇicˇemzˇ rozliˇsujeme typy zastaven´ı:
a) norma´ln´ı prˇechodem do koncove´ho stavu, tj. q = f ,
b) abnorma´ln´ı, kdy q 6= f a
i. |δ(q, γn)| = 0, nebo
ii. n = 0 a za´rovenˇ δ(q, γn) = (q′, L) pro neˇjake´ q′ ∈ Q.
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Kapitola 3
Syste´my zalozˇene´ na spolupra´ci
automat˚u
V na´sleduj´ıc´ım textu se budeme zaby´vat spolupra´ci jizˇ zavedeny´ch automat˚u. Jedna´ se o
zcela novou oblast vy´zkumu, ktera´ si bere za c´ıl vyuzˇ´ıt v´ıce automat˚u, k popisu forma´ln´ıho
jazyka, na mı´sto jednoho slozˇite´ho stroje ”hladove´ho“ po zdroj´ıch.
Obecny´ syste´m zalozˇeny´ na spolupra´ci automat˚u, se skla´da´ z konecˇne´ho pocˇtu auto-
mat˚u, prˇicˇemzˇ mezi sebou mohou spolupracovat opeˇt v sekvencˇn´ım cˇi paraleln´ım mo´du.
Jazyky prˇij´ımane´ d´ılcˇ´ımi automaty a zp˚usob prˇij´ıma´n´ı vstupn´ıch rˇeteˇzc˚u pak prˇ´ımo defi-
nuj´ı jazyk, ktery´ syste´m popisuje.
U´vodem kapitoly budou letmo zmı´neˇny sekvencˇn´ı automatove´ syste´my. Ve zbytku textu
se zameˇrˇ´ıme sp´ıˇse na paraleln´ı a semiparaleln´ı automatove´ syste´my, ktere´ jsou jak z teore-
ticke´ho, tak i prakticke´ho hlediska pro na´s mnohem zaj´ımaveˇjˇs´ı.
3.1 Sekvencˇn´ı automatove´ syste´my
Sekvencˇn´ı automatove´ syste´my jsou postavene´ proti teorii CD gramaticky´ch syste´mu˚. Sys-
te´m opeˇt tvorˇ´ı n-tice komponent, ktere´ jsou zde reprezentovane´ automaty, jenzˇ mohou
pracovat nad spolecˇnou pameˇt´ı (za´sobn´ıkem, pa´skou, apod.). Beˇhem jednoho vy´pocˇetn´ıho
kroku provede prˇechod pouze jedna komponenta. Stejneˇ jako u CD gramaticky´ch syste´mu˚
je prˇechod mezi automaty realizova´n naprˇ. neexistenci pravidla pro na´sleduj´ıc´ı prˇechod,
prˇedem definovany´ pocˇet prˇechod˚u nad automaty apod.
Definice 3.1.0.4 (n-Sekvencˇn´ı automatovy´ syste´m (n-SAS))
Necht’ M1, . . . ,Mn ∈ M , kde M je mnozˇina vsˇech konecˇny´ch automat˚u, za´sobn´ıkovy´ch
automat˚u, nebo Turingovy´ch stroj˚u, I = {1, . . . , n} pro neˇjake´ n ≥ 1 a ∀i ∈ I, Ψi je
prˇechodova´ funkce automatu (ekvivalentn´ıho typu s δi z definice odpov´ıdaj´ıc´ıho typu auto-
matu) prova´deˇna´ na pozad´ı. Pak definujeme n-sekvencˇn´ı automatovy´ syste´m jako:
ϑ = ((M1,Ψ1), . . . , (Mn,Ψn)).
Definice 3.1.0.5 (Konfigurace n-SAS)
Necht’ ϑ = ((M1,Ψ1), . . . , (Mn,Ψn)) je n-SAS nad mnozˇinou konecˇny´ch automat˚u, za´sob-
n´ıkovy´ch automat˚u, nebo Turingovy´ch stroj˚u. Pak definujeme konfiguraci n-sekvencˇn´ıho
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automatove´ho syste´mu jako n-tici:
χ = (c1, . . . , cn, ω)|l, kde
• ci, ∀i ∈ {1, . . . , n} pro neˇjake´ n ≥ 1, znacˇ´ı konfiguraci d´ılcˇ´ı komponenty (automatu)
azˇ na vstupn´ı rˇeteˇzec,
• ω znacˇ´ı dosud neprˇecˇtenou cˇa´st vstupn´ıho rˇeteˇzce,
• l ∈ {(i, j)|j ∈ (N0 ∪ {∗}) urcˇuje pocˇet krok˚u provedeny´ch nad aktivn´ı komponentou
syste´mu, prˇicˇemzˇ ∗ zastupuje vy´znam slova jaky´koliv a i ∈ {1, . . . , n} pro neˇjake´
n ≥ 1, urcˇuje aktivn´ı komponentu syste´mu}.
Neforma´lneˇ rˇecˇeno, konfiguraci n-SAS urcˇuj´ı vnitrˇn´ı konfigurace d´ılcˇ´ıch komponent
spolu s identifikac´ı pocˇ´ıtaj´ıc´ı komponenty a cˇ´ıtacˇem provedeny´ch krok˚u od jej´ı posledn´ı
aktivace. U sekvence prˇechod˚u, v prˇ´ıpadech kdy bude stav l zrˇejmy´ z kontextu, se bude
prˇ´ıpona |l cˇasto vynecha´vat.
Definice 3.1.0.6 (Prˇechod n-SAS)
Necht’ ϑ = ((M1,Ψ1), . . . , (Mn,Ψn)) je n-SAS nad mnozˇinou konecˇny´ch automat˚u, za´sob-
n´ıkovy´ch automat˚u, nebo Turingovy´ch stroj˚u. Da´le necht’ χ = (c1, . . . , cn, ω)|l a χ′ =
(c′1, . . . , c′n, ω′)|l′ jsou dveˇ konfigurace sekvencˇn´ıho automatove´ho syste´mu, I ∈ {1, . . . , n}
pro neˇjake´ n ≥ 1 a necht’ (ci, ω) `Mi (c′i, ω′)[ri] alesponˇ pro jedno i ∈ I, kde ri oznacˇuje
pouzˇite´ pravidlo prˇechodove´ funkce δi komponentyMi pro prˇechod mezi stavy. Pak mu˚zˇeme
pomoc´ı komponenty Mi prove´st prˇechod n-SAS, zapsa´no χ `Mi χ′, prˇicˇemzˇ pro j 6= i,
c′j = cj . Nav´ıc pro s ∈ N:
• pokud ri 6∈ Ψ a l = (i, s), pak l′ = (i, s+ 1),
• pokud ri ∈ Ψ a l = (i, s), pak l′ = l,
• pokud ri 6∈ Ψ a l = (i′, s), kde i′ 6= i, pak l′ = (i, 1),
• pokud l = (i′, ∗), pak l′ = (i, ∗).
V n-SAS tedy existuj´ı cˇtyrˇi typy prˇechod˚u. Prvn´ı z nich definuje prˇechod pro prˇ´ıpad,
kdy ho prova´d´ı jizˇ aktivovana´ komponenta syste´mu. V prˇ´ıpadeˇ, zˇe pouzˇita´ prˇechodova´
hrana (pravidlo pro prˇechod) komponenty nen´ı zahrnuta v odpov´ıdaj´ıc´ı funkci Ψi, pro-
vede komponenta prˇechod spolu s inkrementac´ı cˇ´ıtacˇe. Pokud pouzˇitou hranu ale funkce
zahrnuje, provede se prˇechod komponenty, anizˇ by byl cˇ´ıtacˇ jakkoliv modifikova´n. Trˇet´ı z
prˇ´ıpad˚u vypov´ıda´ o prˇechodu, kdy vy´pocˇetn´ı krok prova´d´ı komponenta odliˇsna´ od te´, co
byla aktivn´ı v minule´m vy´pocˇetn´ım kroku. Tehdy se cˇ´ıtacˇ nuluje a identifika´tor aktivn´ı
komponenty ukazuje na noveˇ aktivovanou komponentu. V neˇktery´ch situac´ıch na´s bude
zaj´ımat pouze aktivn´ı komponenta a cˇ´ıtacˇ krok˚u nebude nijak d˚ulezˇity´. V tomto prˇ´ıpadeˇ
se pouzˇije posledn´ı z definovany´ch typ˚u prˇechod˚u.
Definice 3.1.0.7 (Sekvence prˇechod˚u n-SAS)
Sekvence prˇechod˚u n-SAS je analogicka´ s definic´ı sekvence prˇechod˚u za´sobn´ıkove´ho, resp.
konecˇne´ho automatu.
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Definice 3.1.0.8 (Vy´pocˇet n-SAS)
Necht’ ϑ = ((M1,Ψ1), . . . , (Mn,Ψn)) je n-SAS. Pak ∀i ∈ {1, . . . , n} a pro neˇjake´ n ≥ 1
definujeme sekvenci prˇechod˚u:
• s absenc´ı hrany, zapsa´no `tMi , jako χ1|l `tMi χ2|l iff χ1|l `∗Mi χ2|l, prˇicˇemzˇ neexistuje
zˇa´dne´ χ3|l takove´, zˇe χ2|l `Mi χ3|l, kde l = (i, ∗), ∀j ∈ {1, 2, 3}, χj = (cj1 , . . . , cjn , ωj)
a χj|l je konfigurace n-SAS,
• k-krokove´, zapsa´no `=kMi , jako χ|(i,0) `=kMi χ′|(i,k) iff existuj´ı ω1, . . . , ωm+1 a χ1, . . . , χm+1
takove´, zˇe ω = ω1, ω′ = ωm+1, χ = χ1, χ′ = χm+1 a ∀j ∈ {1, . . . ,m}, χj|(i,j) `Mi
χj+1|(i,j′), prˇicˇemzˇ j′ ≥ j, m ≥ k, kde ∀j′ ∈ {1, . . . ,m+ 1}, χj′ = (cj′1 , . . . , cj′n , ωj′) a
χ′j′|l pro l ∈ {(i, 0), . . . , (i, k)} je konfigurace n-SAS,
• s maxima´lneˇ k kroky, zapsa´no `≤kMi , jako χ|l `
≤k
Mi
χ′|l′ iff χ|(i,0) `=k
′
Mi
χ′|(i,k′) pro
neˇjake´ k′ ≤ k, prˇicˇemzˇ χ|l, χ′|l′ jsou konfigurace n-SAS,
• s minima´lneˇ k kroky, zapsa´no `≥kMi , jako χ|l `
≥k
Mi
χ′|l′ iff χ|(i,0) `=k
′
Mi
χ′|(i,k′) pro neˇjake´
k′ ≥ k, prˇicˇemzˇ χ|l, χ′|l′ jsou konfigurace n-SAS.
Kazˇdy´ n-SAS je urcˇen jeho vy´pocˇetn´ım mo´dem. V prˇedchoz´ı definici jsou popsa´ny cˇtyrˇi
typy mozˇnost´ı. Prvn´ı z nich definuje sekvenci prˇechod˚u s absenci hrany. Je to typ vy´pocˇtu,
kde jednotlive´ kroky prova´d´ı komponenta, dokud ma´ k dispozici prˇechody, ktere´ umozˇnˇuj´ı
dalˇs´ı vy´pocˇetn´ı krok. Pokud hrana pro na´sleduj´ıc´ı prˇechod komponenty neexistuje, je akti-
vova´na dalˇs´ı komponenta syste´mu, ktera´ ve vy´pocˇtu pokracˇuje. Druhy´ prˇ´ıpad vyuzˇ´ıva´ prˇ´ımo
cˇ´ıtacˇe syste´mu. Uda´va´, zˇe komponenta provede prˇesneˇ k krok˚u prˇes hranu, jezˇ nen´ı zahr-
nuta v odpov´ıdaj´ıc´ı funkci Ψi, nezˇ se provede prˇechod. Posledn´ı dva prˇ´ıpady vypov´ıdaj´ı o
vy´pocˇetn´ım mo´du, ktery´ pouze shora, resp. zdola omezuje pocˇet vy´pocˇetn´ıch krok˚u mimo
krok˚u s absenc´ı hrany v odpov´ıdaj´ıc´ı funkci Ψi.
Definice 3.1.0.9 (Jazyky prˇij´ımane´ n-SAS)
Necht’ ϑ = ((M1,Ψ1), . . . , (Mn,Ψn)) je n-sekvencˇn´ı automatovy´ syste´m nad mnozˇinou
konecˇn´ıch automat˚u, za´sobn´ıkovy´ch automat˚u, nebo Turingovy´ch stroj˚u. Da´le necht’ f ∈ D,
kde D = {∗, t} ∪ {= k,≤ k,≥ k|k ∈ N+}. Pak definujeme:
• jazyk prˇij´ımany´ s-tou komponentou n-SAS jako
L(ϑ)fs = {ω | (χ, ω) `fMi1 (χ1, ω1) `
f
Mi2
. . . `fMim (χm, ωm), m ≥ 1, 1 ≤ ij ≤ n,
1 ≤ j ≤ m, ω, ω1, . . . , ωm ∈ Σ∗, ωm ∈ {ε} a Ms rˇeteˇzec prˇijal},
• jazyk prˇij´ımany´ cely´m n-SAS jako
L(ϑ)f∩ = {ω | (χ, ω) `fMi1 (χ1, ω1) `
f
Mi2
. . . `fMim (χm, ωm), m ≥ 1, 1 ≤ ij ≤ n,
1 ≤ j ≤ m, ω, ω1, . . . , ωm ∈ Σ∗, ωm ∈ {ε} a ∀i ∈ {1, . . . , n},
Mi rˇeteˇzec prˇijal},
prˇicˇemzˇ (χ, ω) = ((c10 , . . . , cn0), ω) oznacˇuje pocˇa´tecˇn´ı a (χm, ωm) koncovou konfiguraci
n-SAS ϑ.
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Prˇ´ıklad 3.1.0.10
Popis na´sleduj´ıc´ıho n-SAS:
• ϑ=((M1,Ψ1), (M2,Ψ2)),
• M1,M2 ∈ M , kde M je mnozˇina za´sobn´ıkovy´ch automat˚u,
• M1 = ({q, q′},Σ, {a, b, A,C, S, ∗,#}, δ1, q, S, {q′}),
• M2 = ({r, r′},Σ, {c, A,B,C, S, ∗}, δ2, r, S, {r′}),
• ∀q1 ∈ {q, q′},∀γ1 ∈ {a, b, A,C, S, ∗,#},∀a ∈ Σ, Ψ1(q1, γ1, a) =< undefined >,
• ∀q2 ∈ {r, r′},∀γ2 ∈ {c, A,B,C, S, ∗},∀a ∈ Σ, Ψ2(q2, γ2, a) =< undefined >,
• Σ = {a, b, c},
• Hrany:
δ1: δ2:
(q, C∗) ∈ δ1(q, S, ε) (r,B∗) ∈ δ2(r, S, ε)
(q, aA) ∈ δ1(q, C, ε) (r,A) ∈ δ2(r, b, ε)
(q, aAb) ∈ δ1(q, A, ε) (r,Bc) ∈ δ2(r,A, ε)
(q, ε) ∈ δ1(q, A, ε) (r, C) ∈ δ2(r,A, b)
(q, ε) ∈ δ1(q, a, a) (r, C) ∈ δ2(r, c, ε)
(q, ε) ∈ δ1(q, b, b) (r, ε) ∈ δ2(r, C, ε)
(q′, ∗) ∈ δ1(q, ∗, ε) (r, ε) ∈ δ2(r, c, c)
(q′, ∗) ∈ δ1(q, ∗, ε) (r′,#) ∈ δ2(r, ∗, c)
(r′,#) ∈ δ2(r,#, ε).
Jazyky, generovane´ n-SAS ϑ1 pak jsou naprˇ´ıklad:
• L=2∩ (ϑ) = L≤2∩ (ϑ) = {anbncn|n ≥ 1}
• L≥2∩ (ϑ) = Lt∩(ϑ) = ∅
• L=21 (ϑ) = L≤21 (ϑ) = {anbncm|n ≥ 1, 1 ≤ m ≤ n}
• L≥21 (ϑ) = {anbncm|n,m ≥ 1}
• L=21 (ϑ) = L≤21 (ϑ) = {anbmcn|n ≥ 1, 1 ≤ m ≤ n}
• L≥21 (ϑ) = ∅
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Nad jazykem L=2∩ (ϑ) mu˚zˇeme prove´st naprˇ´ıklad na´sleduj´ıc´ı vy´pocˇet:
(((q, S)(r, S)), aabbcc) `=2M1 (((q, C∗)(r, S)), aabbcc) `=2M1 (((q, aA∗)(r, S)), aabbcc)
`=2M2 (((q, aA∗)(r,B∗)), aabbcc) `=2M2 (((q, aA∗)(r,A∗)), aabbcc)
`=2M1 (((q, A∗)(r,A∗)), abbcc) `=2M1 (((q, aAb∗)(r,A∗)), abbcc)
`=2M2 (((q, aAb∗)(r,Bc∗)), abbcc) `=2M2 (((q, aAb∗)(r,Ac∗)), abbcc)
`=2M1 (((q, Ab∗)(r,Ac∗)), bbcc) `=2M1 (((q, b∗)(r,Ac∗)), bbcc)
`=2M2 (((q, b∗)(r, Cc∗)), bcc) `=2M2 (((q, b∗)(r, Cc∗)), bcc)
`=2M1 (((q, ∗)(r, Cc∗)), cc) `=2M1 (((q′, ∗)(r, Cc∗)), cc)
`=2M2 (((q′, ∗)(r, c∗)), c) `=2M2 (((q′, ∗)(r′, ∗)), ε)
Tvrzen´ı 3.1.0.11
Kazˇdy´ n-CD-gramaticky´ syste´m tvorˇeny´ bezkontextovy´mi gramatikami, prova´deˇj´ıc´ı vy´pocˇet
v mo´du f ∈ {∗, t} ∪ {= k,≤ k,≥ k} a omezeny´ pouze na nejleveˇjˇs´ı derivace, lze prˇeve´st na
ekvivalentn´ı n-SAS, tvorˇeny´ za´sobn´ıkovy´mi automaty.
Du˚kaz:
Vytvorˇme Algoritmus:
• Vstup: n-CD-gramaticky´ syste´m ΓCD = (N,T, SΓ, P1, . . . , Pn) derivuj´ıc´ı v mo´du
fΓ ∈ {∗, t} ∪ {= k,≤ k,≥ k} omezeny´ pouze na nejleveˇjˇs´ı derivace.
• Vy´stup: n-SAS ϑ = ((M1,Ψ1), (M2,Ψ2), . . . , (Mn,Ψn)) slozˇeny´ ze za´sobn´ıkovy´ch
automat˚u pocˇ´ıtaj´ıc´ıch nad spolecˇny´m za´sobn´ıkem a prˇij´ımaj´ıc´ıch s vypra´zdneˇn´ım
za´sobn´ıku.
• Metoda:
– Pro kazˇde´ Pi v ΓCD vytvorˇme Mi na´sledovneˇ:
1. Mi = (Qi,Σ,Γ, δi, qi0 , S, Fi)
2. Qi = {qi},
3. Σ = T , kde T je mnozˇina termina´ln´ıch symbol˚u gramaticke´ho syste´mu ΓCD,
4. Γ = N ∪ T ,
5. δi,Ψi:
∗ pro vsˇechna pravidla A→ α komponenty Pi gramaticke´ho syste´mu ΓCD:
i. (q, α) ∈ δi(a,A, ε)
ii. pro kazˇde´ a ∈ substring(α), kde a ∈ T (q, ε) ∈ δi(q, a, a) a soucˇasneˇ
(q, ε) ∈ Ψi(q, a, a),
6. qi0 = qi,
7. S = SΓ,
8. Fi = ∅,
– fΓ = fϑ.
Meˇjme tedy n-CD-gramaticky´ syste´m ΓCD = (N,T, SΓ, P1, . . . , Pn) derivuj´ıc´ı v mo´du
fΓ ∈ {∗, t}∪{= k,≤ k,≥ k} omezeny´ pouze na nejleveˇjˇs´ı derivace a k neˇmu dle prˇedchoz´ıho
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algoritmu vytvorˇeny´ n-SAS ϑ = ((M1,Ψ1), . . . , (Mn,Ψn)) nad za´sobn´ıkovy´mi automaty
pocˇ´ıtaj´ıc´ımi nad spolecˇny´m za´sobn´ıkem a prˇij´ımaj´ıc´ımi s vypra´zdneˇn´ım za´sobn´ıku.
Uka´zˇeme, zˇe A ⇒m ω v mo´du f , pra´veˇ kdyzˇ a jen kdyzˇ ((q1, A), . . . , (qn, A), ω) `s
((q1, ε), . . . , (qn, ε), ε) v mo´du f pro neˇjake´ m, s ≥ 1.
Druhou cˇa´st tvrzen´ı, tj. ”jen kdyzˇ“, doka´zˇeme indukc´ı pro m. Prˇedpokla´dejme tedy, zˇe
A⇒m ω:
• Je-li m = 1 a ω = a1 . . . ak pro k ≥ 0, l, l′ ∈ {1 . . . n} × N a l 6= l′, pak A⇒mPj ω a
((q1, A), . . . , (qn, A), a1 . . . ak)|l `Mj ((q1, a1 . . . ak), . . . , (qn, a1 . . . ak), a1 . . . ak)|l′
`kMj ((q1, ε), . . . , (qn, ε), ε)|l′
• Je-li m > 1 prvn´ı krok derivace mus´ı mı´t tvar A ⇒Pj X1 . . . Xk, prˇicˇemzˇ Xi ⇒mi xi
pro mi < m, 1 ≤ i ≤ k a x1 . . . xk = ω. Pak pro l, l′ ∈ {1 . . . n} × N a l 6= l′
((q1, A), . . . , (qn, A), ω)|l `Mj ((q1, X1 . . . Xk), . . . , (qn, X1 . . . Xk), ω)|l′
– Je-li Xi = xi : xi ∈ Σ, pak
((q1, Xi), . . . , (qn, Xi), xi)|(j′,s) `Mj′ ((q1, ε), . . . , (qn, ε), ε)|(j′,s)
– Je-li Xi ∈ N , pak indukc´ı pro derivacˇn´ı / prˇechodovy´ mo´d f
∗ f ∈ {∗}, pak z induktivn´ıho prˇedpokladu
((q1, Xi), . . . , (qn, Xi), xi)|l `∗Mj ((q1, ε), . . . , (qn, ε), ε)|l′
∗ f ∈ {t} ∪ {≤ k,= k,≥ k}, z induktivn´ıho prˇedpokladu Xi ⇒∗ xi, pak je
v uvazˇovane´m mo´du mozˇne´ naj´ıt v souladu s f pod-derivaci takovou, zˇe
Xi ⇒∗Pj′ X
′
i ⇒∗ xi. Potom ale take´ pro ϑ
((q1, Xi), . . . , (qn, Xi), xi)|l `∗Mj′ ((q1, X
′
i), . . . , (qn, X
′
i), xi)|l′
`∗ ((q1, ε), . . . , (qn, ε), ε)|l′′
Odtud je jizˇ videˇt, zˇe sekvenci levy´ch derivac´ı
A⇒Pj X1 . . . Xk ⇒m
′
1
Pj1
X ′1X2 . . . Xk ⇒m1 x1X2 . . . Xk ⇒m
′
2
Pj2
. . .⇒m′k
Pjk
⇒m′k
Pjk
x1 . . . X
′
k ⇒m
′
k x1 . . . xk
odpov´ıda´ n´ızˇe uvedena´ posloupnost
((q1, A), . . . , (qn, A), x1 . . . xk)|l
`Mj ((q1, X1 . . . Xk), . . . , (qn, X1 . . . Xk), x1 . . . xk)|l′
`m′1Mj1 ((q1, X
′
1X2 . . . Xk), . . . , (qn, X
′
1X2 . . . Xk), x
′
1x2 . . . xk)|l′1
`m1 ((q1, X2 . . . Xk), . . . , (qn, X2 . . . Xk), x2 . . . xk)|l1
`m′2Mj2 . . . `
m′k
M
jk
((q1, X ′k), . . . , (qn, X
′
k), x
′
k)|l′k
`mk ((q1, ε), . . . , (qn, ε), ε)|lk
24
Zby´va´ doka´zat, zˇe pokud ((q1, A), . . . , (qn, A), ω) `s ((q1, ε), . . . , (qn, ε), ε), pak A⇒+ ω.
Du˚kaz povedeme opeˇt indukc´ı pro s.
• Pro s = 1, ω = ε a A→ ε je pravidlo v Pj pro neˇjake´ j = 1 . . . n s ohledem na f
• Prˇedpokla´dejme, zˇe dokazovana´ relace plat´ı pro vsˇechna s′ < s. Pak prvn´ı prˇechod ϑ
mus´ı vypadat na´sledovneˇ:
((q1, A), . . . , (qn, A), ω) `Mj ((q1, X1 . . . Xk), . . . , (q1, X1 . . . Xk), ω)
a ((q1, Xi), . . . , (q1, Xi), xi) `m′i+mi ((q1, ε), . . . , (qn, ε), ε) pro i = 1 . . . k, kde ω =
x1 . . . xk, pak nutneˇ A→ X1 . . . Xk je pravidlem z Pj a derivace Xi ⇒+ xi vyply´va´ z
induktivn´ıho prˇedpokladu. Je-li Xi ∈ Σ, pak Xi ⇒0 xi.
T´ım pa´dem
A⇒Pj X1 . . . Xk ⇒m
′
1
Pj1
X ′1X2 . . . Xk ⇒m1 x1X2 . . . Xk ⇒m
′
2
Pj2
. . .⇒m′k
Pjk
⇒m′k
Pjk
x1 . . . X
′
k ⇒m
′
k x1 . . . xk = ω
je levou derivac´ı ω z A.
Polozˇ´ıme-li S = A, dostaneme S ⇒+ ω, pra´veˇ kdyzˇ
((q1, Sϑ), . . . , (qn, Sϑ), ω) `+ ((q1, ε), . . . , (qn, ε), ε).
T´ım pa´dem tedy L(ΓCD) = Lε(ϑ).
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Klasicke´ automaty mohou simulovat pouze leve´, cˇi prave´ derivace, cozˇ zp˚usobuje veˇtsˇ´ı
omezenost oproti CD-gramaticky´m syste´mu˚m. Abychom doka´zali, zˇe sekvencˇn´ı automatovy´
syste´m ma´ stejnou popisovac´ı schopnost, museli bychom doka´zat, zˇe kazˇdy´ CD-gramaticky´
syste´m lze prˇeve´st na ekvivalentn´ı CD-gramaticky´ syste´m vyuzˇ´ıvaj´ıc´ı pouze levy´ch, resp.
pravy´ch, derivac´ı. Proble´m z˚usta´va´ otevrˇeny´. Pravdeˇpodobneˇ ale pro mo´d f ∈ {t} ∪ {= k,
≤ k,≥ k} plat´ı vztah CFL ⊂ n-SASL ⊆ ET0L pro n > 1, kde CFL je trˇ´ıda bezkontex-
tovy´ch jazyk˚u, n-SASL trˇ´ıda jazyk˚u popsatelny´ch n-SAS syste´mem a ET0L je trˇ´ıda jazyk˚u
generovatelny´ch neˇjakou ET0L gramatikou.
3.1.1 Vyuzˇit´ı n-SA syste´mu
Modern´ım trendem prˇekladacˇ˚u je snaha o prˇep´ına´n´ı mezi jednotlivy´mi metodami syn-
takticke´ analy´zy. Du˚vod procˇ kombinovat takove´ metody spocˇ´ıva´ hlavneˇ ve zjednodusˇen´ı
gramaticky´ch pravidel, ve drˇ´ıveˇjˇs´ım odhalen´ı syntakticke´ chyby a v neposledn´ı rˇadeˇ i v
sˇetrˇen´ı se zdroji. Kombinovana´ syntakticka´ analy´za otev´ıra´ ale dverˇe i do novy´ch oblast´ı,
jako je naprˇ´ıklad automatizovane´ odhalova´n´ı plagia´t˚u mezi pra´cemi student˚u, separova´n´ı
d˚ulezˇity´ch cˇa´st´ı ko´d˚u, atd. Chytre´ metody prˇep´ına´n´ı take´ zajiˇst’uj´ı veˇtsˇ´ı vyjadrˇovac´ı schop-
nost prˇij´ımany´ch jazyk˚u.
n-SAS lze realizovat naprˇ´ıklad pomoc´ı za´sobn´ıkovy´ch a rozsˇ´ıˇreny´ch za´sobn´ıkovy´ch auto-
mat˚u, prˇicˇemzˇ automaty mohou pracovat i nad stejny´m za´sobn´ıkem, cˇ´ımzˇ vlastneˇ spolu
vytva´rˇ´ı automat s v´ıce rˇ´ıd´ıc´ımi hlavami. Takovy´ch automat˚u mu˚zˇe by´t v n-SAS prˇirozeneˇ
i v´ıce. Samotne´ prˇep´ınan´ı mezi metodami se deˇje podle vy´pocˇetn´ıho mo´du syste´mu, nad
ktery´m se prˇeklad spust´ı. Typicky se bude jednat o prˇep´ınan´ı s absenc´ı hrany.
Na´stroj tedy velice elegantn´ım a nena´silny´m zp˚usobem umozˇnˇuje sestavit prˇekladacˇ,
ktery´ vyuzˇ´ıva´ pro kazˇdou veˇtnou formu jine´ho zp˚usobu zpracova´n´ı cˇa´sti vstupn´ıho rˇeteˇzce.
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3.2 Paraleln´ı syste´my zalozˇene´ na automatech
Prˇestozˇe pomoc´ı n-SAS lze simulovat jaky´si paraleln´ı vy´pocˇet, lze bra´t paraleln´ı automatove´
syste´my za logicke´ na´sledovatele sekvencˇn´ıch automatovy´ch syste´mu˚. Odpada´ zde vsˇak
vy´pocˇetn´ı mo´d typu f ∈ {∗, t} ∪ {= k,≤ k,≥ k}. Toto mı´sto nahrad´ı mnozˇina takzvany´ch
aktivacˇn´ıch symbol˚u, d´ıky nimzˇ bude cely´ beˇh syste´mu rˇ´ızen. Zde nema´ prˇ´ıliˇs velky´ smysl
uvazˇovat komponenty pracuj´ıc´ı nad spolecˇnou pameˇt´ı (za´sobn´ıkem, pa´skou, ap.), prˇesto i
zde nen´ı tato mozˇnost nijak zaka´za´na. Je ale nutne´ si uveˇdomit mozˇne´ konflikty vycha´zej´ıc´ı
ze sd´ılen´ı ”prostrˇedk˚u“.
Definice 3.2.0.1 (Paraleln´ı automatovy´ syste´m (n-PAS))
Necht’M1, . . . ,Mn ∈ M , kde M je mnozˇina vsˇech za´sobn´ıkovy´ch automat˚u a Act je konecˇna´
mnozˇina aktivacˇn´ıch symbol˚u. Pak definujeme paraleln´ı automatovy´ syste´m (n-PAS) jako:
ϑ = (M1, . . . ,Mn, Act).
Definice 3.2.0.2 (Konfigurace n-paraleln´ıho syste´mu automat˚u)
Necht’ ϑ = (M1, . . . ,Mn, Act) je n-PAS, kde ∀i ∈ {1, . . . , n} pro neˇjake´ n ≥ 1, Mi =
(Qi,Σ,Γi, δi, si, zi,0, Fi) je za´sobn´ıkovy´ automat. Pak definujeme jeho konfiguraci jako:
χϑ = (c1, . . . , cn, ω)|d , kde:
• ∀i ∈ {1, . . . , n}, ci ∈ Qi × (Γi ∪Act)∗ znacˇ´ı konfiguraci d´ılcˇ´ı komponenty (automatu)
azˇ na vstupn´ı rˇeteˇzec,
• d ∈ {1, . . . , n} ∪ {All} znacˇ´ı aktivn´ı komponentu syste´mu,
• ω ∈ Σ∗ znacˇ´ı dosud neprˇecˇtenou cˇa´st vstupn´ıho rˇeteˇzce.
Definice 3.2.0.3 (Prˇechod n-paraleln´ıho syste´mu automat˚u)
Necht’ ϑ = (M1, . . . ,Mn, Act) je n-PAS, kde ∀i ∈ {1, . . . , n} pro neˇjake´ n ≥ 1, Mi =
(Qi,Σ,Γi, δi, si, zi,0, Fi) je za´sobn´ıkovy´ automat prˇij´ımaj´ıc´ı v koncove´m stavu s vypra´z-
dneˇn´ım za´sobn´ıku, a da´le necht’ χϑ = (c1, . . . , cn, aω)|d a χ′ϑ = (c
′
1, . . . , c
′
n, ω)|d ′ jsou dveˇ
konfigurace, prˇicˇemzˇ a ∈ Σ ∪ {ε}. Pak definujeme prˇechod n-paraleln´ıho automatove´ho
syste´mu ϑ, zapsa´no χϑ ` χ′ϑ, na´sledovneˇ:
• Pokud d ∈ {1, . . . , n}, pak ∀j ∈ {1, . . . , n} takova´, zˇe j 6= d , c′j = cj . Da´le pokud:
a) cd = (qd , ε) a qd ∈ Fd , pak d ′ ∈ {All} a c′d = (q0, zd0), kde zd0 je pocˇa´tecˇn´ı
za´sobn´ıkovy´ symbol a q0 ∈ Qd pocˇa´tecˇn´ı stav komponenty Md ,
b) cd = (qd , zd yd ), kde qd ∈ Qd , yd = {Act,Γd }∗ a zd = Actl, pak c′d = (qd , yd ) a
d ′ = l pro l ∈ {1, . . . , n},
c) jinak, za prˇedpokladu, zˇe plat´ı cd ` c′d , komponenta Md prˇejde z cd do c′d ,
prˇicˇemzˇ d ′ = d ,
• Pokud d ∈ {All} a jestlizˇe:
a) ∀i ∈ {1, . . . , n}, ci = (qi, ziyi), kde qi ∈ Qi, yi = {Act,Γi}∗, zi = Γi ∪ {ε}, a
jestlizˇe ci ` c′i, pak komponenta Mi prˇejde z ci do c′i, d ′ = d ,
b) pro neˇjake´ i ∈ {1, . . . , n}, ci = (qi, ziyi), kde qi ∈ Qi, yi = {Act,Γi}∗ a zi = Actj ,
pak c′i = (qi, yi). Nav´ıc d
′ = j a ∀k 6= i plat´ı, zˇe c′k = ck.
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Konfiguraci n-PAS tedy tvorˇ´ı samotne´ d´ılcˇ´ı konfigurace komponent (mimo vstup), spolu
s definic´ı jejich aktivit a spolecˇny´m vstupn´ım rˇeteˇzcem. V jednu chv´ıli jsou aktivn´ı bud’
vsˇechny, nebo pouze jeden z automat˚u n-PAS. Pokud vy´pocˇet prova´d´ı vsˇechny komponenty,
pak vsˇechny deˇlaj´ı vy´pocˇetn´ı krok soucˇasneˇ, dle definice jejich prˇechodovy´ch pravidel a to
do chv´ıle, kdy se na vrcholu za´sobn´ıku alesponˇ jednoho za´sobn´ıkove´ho automatu objev´ı
aktivacˇn´ı symbol. V tu chv´ıli se vsˇechny komponenty zablokuj´ı a z˚ustane aktivn´ı pouze ta,
na nizˇ aktivacˇn´ı symbol ukazuje. Ten se na´sledneˇ z vrcholu za´sobn´ıku odstran´ı. Aktivn´ı
komponenta pak prova´d´ı vy´pocˇet, nezˇ cely´ sv˚uj podrˇeteˇzec v porˇa´dku zpracuje. Tehdy se u
te´to komponenty nastav´ı opeˇt pocˇa´tecˇn´ı konfigurace a znovu se aktivuj´ı vsˇechny automaty.
Definice 3.2.0.4 (Sekvence prˇechod˚u n-paraleln´ıho syste´mu automat˚u)
Necht’ ϑ = (M1, . . . ,Mn, Act) je n-PAS. Da´le:
• Necht’ χ je n-PAS konfigurace. Pak rˇekneme, zˇe ϑ provede nula vy´pocˇetn´ıch krok˚u z
konfigurace χ do konfigurace χ a zapisujeme χ `0 χ.
• Necht’ χ0, χ1, . . . , χk jsou n-PAS konfigurace, prˇicˇemzˇ plat´ı, zˇe χi−1 ` χi pro vsˇechna
i = 1, . . . , k. Pak rˇekneme, zˇe ϑ provede k prˇechod˚u z konfigurace χ0 do konfigurace
χk a zapisujeme χ0 `k χk.
• Jestlizˇe χ0 `k χk pro libovolne´ k ≥ 1, pak rˇekneme, zˇe ϑ netrivia´lneˇ prˇejde z konfigu-
race χ0 do konfigurace χk a zapisujeme χ0 `+ χk.
• Jestlizˇe χ0 `k χk pro libovolne´ k ≥ 0, pak rˇekneme, zˇe ϑ prˇejde z konfigurace χ0 do
konfigurace χk a zapisujeme χ0 `∗ χk.
Definice 3.2.0.5 (Dosazˇitelna´ konfigurace n-PAS)
Necht’ ϑ = (M1, . . . ,Mn, Act) je n-PAS a necht’ χs = (c1, . . . , cn, ω)|d je pocˇa´tecˇn´ı konfigu-
race a χother = (c′1, . . . , c′n, ω′)|d ′ konfigurace n-PAS. Pak o konfiguraci χother rˇekneme, zˇe
je dosazˇitelna´, pokud χs `∗ χother pro neˇjake´ ω, ω′ ∈ Σ∗.
Definice 3.2.0.6 (Deterministicky rˇ´ızeny´ n-PAS)
Necht’ ϑ = (M1, . . . ,Mn, Act) je n-PAS. Da´le necht’ χs = (c1, . . . , cn, ω)|d je konfigurace ϑ a
funkce fAct(χ) vrac´ı pocˇet vsˇech komponent ci = (qi, zi) syste´mu, kde zi ∈ {Act(Γi∪Act)∗}
v konfiguraci χ, qi ∈ Qi je stav komponenty syste´mu. Pokud plat´ı pro vsˇechna dosazˇitelna´
χ v ϑ, fAct(χ) ≤ 1, pak n-paraleln´ı automatovy´ syste´m nazveme deterministicky rˇ´ızeny´m
n-paraleln´ım syste´mem (n-DPAS).
Definice 3.2.0.7 (Jazyky prˇij´ımane´ n-(D)PAS)
Necht’ ϑ = (M1, . . . ,Mn, Act) je n-(D)PAS, pak definujeme:
• jazyk prˇij´ımany´ prvn´ı komponentou n-(D)PAS jako:
Lfirst(ϑ) = { ω|ω ∈ Σ∗, (c10 , . . . , cn0 , ω)|All `∗ (c1, . . . , cn, ε)|All,
kde (c10 , . . . , cn0 , ω)|All je pocˇa´tecˇn´ı konfigurace syste´mu,
a M1 vstupn´ı rˇeteˇzec prˇijal. }
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• jazyk sjednocen´ı n-(D)PAS jako:
L∪(ϑ) = { ω|ω ∈ Σ∗, (c10 , . . . , cn0 , ω)|All `∗ (c1, . . . , cn, ε)|All,
kde (c10 , . . . , cn0 , ω)|All je pocˇa´tecˇn´ı konfigurace syste´mu,
a alesponˇ pro jedno i, Mi vstupn´ı rˇeteˇzec prˇijal. }
• jazyk prˇij´ımany´ cely´m n-(D)PAS jako:
L∩(ϑ) = { ω|ω ∈ Σ∗, (c10 , . . . , cn0 , ω)|All `∗ ((c1, . . . , cn), ε)|All,
kde (c10 , . . . , cn0 , ω)|All je pocˇa´tecˇn´ı konfigurace syste´mu,
a ∀i, Mi vstupn´ı rˇeteˇzec prˇijal. }
Prˇ´ıklad 3.2.0.8 (2-PAS)
Meˇjme:
• ϑ = (M1,M2, {Act2}),
• M1 = ({q0, q1, q2},Σ, {#, S}, q0, S, δ1, {q2})
• M2 = ({q0, q1, q2, q3},Σ, {#, S}, q0, S, δ2, {q3})
• Σ = {a, b, c}
• Hrany:
δ1: δ2:
(q1, aSbcAct2#) ∈ δ1(q0, S, ε) (q0, aS) ∈ δ2(q0, S, ε)
(q1, ε) ∈ δ1(q1, a, a) (q0, ε) ∈ δ2(q0, a, a)
(q1, aSb) ∈ δ1(q1, S, ε) (q1, bS#) ∈ δ2(q0, S, ε)
(q1, ε) ∈ δ1(q1, S, ε) (q1, ε) ∈ δ2(q1, b, b)
(q1, ε) ∈ δ1(q1, b, b) (q1, Sc) ∈ δ2(q1, S, b)
(q1, ε) ∈ δ1(q1, b, b) (q2, ε) ∈ δ2(q1, S, c)
(q2, ε) ∈ δ1(q1,#, ε) (q2, ε) ∈ δ2(q2, c, c)
(q2, ε) ∈ δ2(q2,#, ε)
(q3, ε) ∈ δ2(q2, S, ε)
ϑ prˇij´ıma´ jazyky:
• Lfirst = L∩ = L∪ = {aibici|i ∈ Z+}
Vy´pocˇet pro rˇeteˇzec ”aabbcc“ by byl na´sleduj´ıc´ı:
((q0, S), (q0, S), aabbcc)|all ` ((q1, aSbcAct2#), (q0, aS), aabbcc)|all `
((q1, SbcAct2#), (q0, S), abbcc)|all ` ((q1, aSbbcAct2#), (q0, aS), abbcc)|all `
((q1, SbbcAct2#), (q0, S), bbcc)|all ` ((q1, bbcAct2#), (q1, bS#), bbcc)|all `
((q1, bcAct2#), (q1, S#), bcc)|all ` ((q1, cAct2#), (q1, Sc#), cc)|all `
((q1,Act2#), (q2, c#), c)|All ` ((q1,#), (q2, c#), c)|All `
((q1,#), (q2,#), ε)|2 ` ((q1,#), (q2, ε), ε)|2 `
((q1,#), (q2, S), ε)|All ` ((q2, ε), (q3, ε), ε)|All
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Kapitola 4
Multiprˇij´ımac´ı automatove´
syste´my
V te´to kapitole se zameˇrˇ´ıme na tzv. multiprˇij´ımac´ı automatove´ syste´my. Jde o semipara-
leln´ı, specia´lneˇ o paraleln´ı, cˇi sekvencˇn´ı automatove´ syste´my slozˇene´ z konecˇny´ch automat˚u,
za´sobn´ıkovy´ch automat˚u, cˇ´ı Turingovy´ch stroj˚u. Ty jsou rˇ´ızene´ pomoc´ı mnozˇiny stavovy´ch,
cˇi pravidlovy´ch aktiva´tor˚u, ktere´ urcˇuj´ı spousˇteˇn´ı a pozastavova´n´ı d´ılcˇ´ıch automat˚u auto-
matove´ho syste´mu.
4.1 Multiprˇij´ımac´ı, stavem rˇ´ızeny´, automatovy´ syste´m
Multiprˇij´ımac´ı, stavem rˇ´ızeny´, automatovy´ syste´m je prvn´ım z popisovany´ch multiprˇi-
j´ımac´ıch syste´mu˚. Skla´da´ se z n automat˚u, ktere´ budeme opeˇt nazy´vat komponentami
syste´mu automat˚u, a konecˇne´ mnozˇiny (de)aktivacˇn´ıch, stavem rˇ´ızeny´ch, pravidel syste´mu
automat˚u. V kazˇde´m kroku se oveˇrˇ´ı existence pravidla pro zmeˇnu aktivit automat˚u. Po-
kud takove´ pravidlo v syste´mu existuje, pak je aplikova´no spolecˇneˇ s vy´pocˇetn´ım kro-
kem syste´mu. V opacˇne´m prˇ´ıpadeˇ z˚usta´va´ rezˇim vy´pocˇtu syste´mu automat˚u totozˇny´ s
prˇedchoz´ım rezˇimem. Tedy, d´ılcˇ´ı automaty, ktere´ jsou aktivn´ı, z˚usta´vaj´ı aktivn´ı i po apli-
kaci na´sledne´ho vy´pocˇetn´ıho kroku syste´mu. To stejne´ plat´ı i pro neaktivn´ı komponenty.
Na´sleduj´ıc´ı definice se budou ty´kat pouze multiprˇij´ımac´ıch automatovy´ch syste´mu˚ slozˇeny´ch
vy´hradneˇ ze za´sobn´ıkovy´ch automat˚u. Definice syste´mu pro konecˇne´ automaty, Turingovy
stroje, cˇi jine´ typy automat˚u by byla analogicka´.
Definice 4.1.0.9 (n-Prˇij´ımaj´ıc´ı, stavem rˇ´ızeny´, AS (n-MAS))
Necht’ I = I(n) pro neˇjake´ n ≥ 1. Da´le necht’ ∀i ∈ I, Mi = (Qi,Σ,Γi, δi, si, zi,0, Fi) je
za´sobn´ıkovy´m automatem. Pak definujeme n-prˇij´ımaj´ıc´ı, stavem rˇ´ızeny´, automatovy´ syste´m
(n-MAS), jako:
ϑ = (M1, . . . ,Mn,Ψ, S), kde:
• Ψ je konecˇna´ mnozˇina prˇep´ınac´ıch pravidel tvaru (q1, q2, . . . , qn) → (d1, d2, . . . , dn),
kde ∀i ∈ I:
– qi ∈ Qi
– di ∈ {e, d}, prˇicˇemzˇ
∗ e znacˇ´ı aktivn´ı (enable) komponentu automatove´ho syste´mu
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∗ d znacˇ´ı neaktivn´ı (disable) komponentu automatove´ho syste´mu
• S je n-tice (d 01 , . . . , d 0n ) a znacˇ´ı pocˇa´tecˇn´ı aktivitu komponent n-MAS.
Definice 4.1.0.10 (Multikonfigurace n-MAS)
Necht’ ϑ = (M1, . . . ,Mn,Ψ, S), kde ∀i ∈ I, Mi = (Qi,Σ,Γi, δi, si, zi,0, Fi) pro I = I(n) a
neˇjake´ n ≥ 1, je n-MAS. Pak definujeme multikonfiguraci jako n-tici
χ = (xd11 , . . . , x
dn
n ), kde ∀i ∈ I:
• xi = (qi, zi, ωi) ∈ Qi × Γ∗i × Σ∗,
• di ∈ {d, e}, prˇicˇemzˇ horn´ı index di, resp. ei oznacˇuje konfiguraci neaktivn´ı, resp.
aktivn´ı komponentu Mi z n-MAS,
• ωi ∈ Σ∗ znacˇ´ı dosud nezpracovanou cˇa´st vstupn´ıho rˇeteˇzce.
Definice 4.1.0.11 (Prˇechod v n-MAS)
Necht’ I = I(n) pro neˇjake´ n ≥ 1 a necht’ ϑ = (M1, . . . ,Mn,Ψ, S) je n-MAS, ∀i ∈ I,
Mi = (Qi,Σ,Γi, δi, si, zi,0, Fi). Da´le:
• Meˇjme dveˇ n-MAS multikonfigurace
– χ = ((q1, z1, a1ω1)d1 , (q2, z2, a2ω2)d2 , . . . , (qn, zn, anωn)dn),
– χ′ = ((q′1, z′1, ω′1)d
′
1 , (q′2, z′2, ω′2)d
′
2 , . . . , (q′n, z′n, ω′n)d
′
n),
prˇicˇemzˇ ∀i ∈ I:
– qi, q′i ∈ Qi; zi, z′i ∈ Γ∗i ; di, d ′i ∈ {e, d}
– ωi, ω′i ∈ Σ∗, ai ∈ Σ ∪ {ε}
– (g′i, z
′
i) ∈ δi(qi, zi, ai) ∀i, pro ktera´ di = e.
Pak mu˚zˇeme prove´st prˇechod z multikonfigurace χ do χ′, zapsa´no χ ` χ′, prˇicˇemzˇ plat´ı:
• ∀j ∈ I, pro ktera´ plat´ı dj = d, q′j = qj a ω′j = ajωj ,
• ∀j ∈ I, pro ktera´ plat´ı dj = e, q′j ∈ Qj a ω′j = ωj .
• Pokud (q′1, . . . , q′n)→ (e1, . . . , en) ∈ Ψ, kde ek ∈ {e, d} pro vsˇechna k ∈ I, pak d ′k = ek,
• Pokud ∀(e1, . . . , en) ∈
n×︷ ︸︸ ︷
{e, d} × . . .× {e, d} : (q′1, . . . , q′n) → (e1, . . . , en) 6∈ Ψ, pak pro
vsˇechna k ∈ I : d ′k = dk.
Definice 4.1.0.12 (Sekvence prˇechod˚u v n-MAS)
Necht’ ϑ = (M1, . . . ,Mn,Ψ, S) je n-MAS. Da´le:
• Necht’ χ je n-MAS multikonfigurace. Pak rˇekneme, zˇe ϑ provede nula vy´pocˇetn´ıch
krok˚u z multikonfigurace χ do multikonfigurace χ a zapisujeme χ `0 χ.
• Necht’ χ0, χ1, . . . , χk jsou n-MAS multikonfigurace, prˇicˇemzˇ plat´ı, zˇe χi−1 ` χi pro
vsˇechna i ∈ I(k) pro neˇjake´ k ≥ 1. Pak rˇekneme, zˇe ϑ provede k prˇechod˚u z multi-
konfigurace χ0 do multikonfigurace χk a zapisujeme χ0 `k χk.
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• Jestlizˇe χ0 `k χk pro libovolne´ k ≥ 1, pak rˇekneme, zˇe ϑ netrivia´lneˇ prˇejde z multi-
konfigurace χ0 do multikonfigurace χk a zapisujeme χ0 `+ χk.
• Jestlizˇe χ0 `k χk pro libovolne´ k ≥ 0, pak rˇekneme, zˇe ϑ prˇejde z multikonfigurace χ0
do multikonfigurace χk a zapisujeme χ0 `∗ χk.
Definice 4.1.0.13 (n-Prˇij´ımaj´ıc´ı deterministicky stavem rˇ´ızeny´ AS (n-DMAS))
Necht’ I = I(n) pro neˇjake´ n ≥ 1 a necht’ ϑ = (M1, . . . ,Mn,Ψ, S) je n-MAS. Da´le ∀i ∈ I,
Mi = (Qi,Σ,Γi, δi, si, zi,0, Fi) a nav´ıc ∀(q1, . . . , qn) ∈
n×︷ ︸︸ ︷
Q1 × . . .×Qn plat´ı:
(((q1, . . . , qn)→ (d1, . . . , dn)) ∈ Ψ
∧((q1, . . . , qn)→ (d ′1, . . . , d ′n)) ∈ Ψ)
⇒ ∀i ∈ I, di = d ′i .
Pak rˇekneme, zˇe ϑ je deterministicky stavem rˇ´ızeny´ automatovy´ syste´m.
Definice 4.1.0.14 (n-MAS s plneˇ definovany´m rˇ´ızen´ım)
Necht’ I = I(n) pro neˇjake´ n ≥ 1 a necht’ ϑ = (M1, . . . ,Mn,Ψ, S) je n-MAS, kde ∀i ∈ I,
Mi = (Qi,Σ,Γi, δi, si, zi,0, Fi) je za´sobn´ıkovy´ automat. n-MAS ϑ nazveme n-MAS s plneˇ
definovany´m rˇ´ızen´ım, pokud ∀(q1, . . . , qn) ∈ Q1 × . . .×Qn, (q1, . . . , qn)→ (d1, . . . , dn) ∈ Ψ
pro di ∈ {d, e}.
Definice 4.1.0.15 (n-MAS multi-jazyky)
Necht’ I = I(n) pro neˇjake´ n ≥ 1 a necht’ ϑ = (M1, . . . ,Mn,Ψ, S) je n-MAS, kde ∀i ∈ I,
Mi = (Qi,Σ,Γi, δi, si, zi,0, Fi) je za´sobn´ıkovy´ automat prˇij´ımaj´ıc´ı v koncove´m stavu1. Da´le
necht’
• χ0 = ((q1, z1, ω1)d1 , . . . , (qn, zn, ωn)dn) je jeho pocˇa´tecˇn´ı a
• χf = ((q′1, z′1, ε)d
′
1 , . . . , (q′n, z′n, ε)d
′
n) jeho koncova´
n-MAS multikonfigurace, kde ∀i ∈ I:
• qi, q′i ∈ Qi, zi, z′i ∈ Γ∗,
• di, d ′1 ∈ {d, e},
• ω, ωi ∈ Σ∗.
Pak definujeme n-MAS multi-jazyk:
• prvn´ı komponenty:
n-Lfirst(ϑ) = {(ω1, . . . , ωn)|χ0 `∗ χf ; q1 ∈ F1}
• sjednocen´ı:
n-L∪(ϑ) = {(ω1, . . . , ωn)|χ0 `∗ χf ; q′j ∈ Fj alesponˇ pro jedno j ∈ I}
1 Pro za´sobn´ıkove´ automaty prˇij´ımaj´ıc´ı s vypra´zdneˇn´ım za´sobn´ıku, nebo s v koncove´m stavu s
vypra´zdneˇn´ım za´sobn´ıku je definice analogicka´.
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• pr˚uniku:
n-L∩(ϑ) = {(ω1, . . . , ωn)|χ0 `∗ χf ; q′j ∈ Fj pro vsˇechna j ∈ I}
• konkatenace:
Lconcat(ϑ) = {ω1ω2 . . . ωn|χ0 `∗ χf ; q′j ∈ Fj pro vsˇechna j ∈ I}
Je zrˇejme´, zˇe n-multiprˇij´ımac´ı automatove´ syste´my budou prˇij´ımat n-multi-jazyky, ktere´
jsou definova´ny dle rezˇimu prˇijet´ı. Snadno lze prˇij´ımat multiprˇij´ımac´ım automatovy´m sys-
te´mem i jednoduche´ jazyky, jezˇ budou tvorˇeny r˚uzny´mi operacemi nad prˇij´ımany´mi ”n-
rˇeteˇzci“.
Nejdrˇ´ıve budeme uvazˇovat specia´ln´ı prˇ´ıpad n-MAS multijazyku, kdy vsˇechny vstupn´ı
rˇeteˇzce n-tice jsou v pocˇa´tecˇn´ı konfiguraci shodne´. Vy´sledne´mu jazyku pak budeme rˇ´ıkat
jazyk omezene´ho n-MAS syste´mu.
Definice 4.1.0.16 (Jazyk omezene´ho n-MAS syste´mu)
Necht’ I = I(n) pro neˇjake´ n ≥ 1 a necht’ ϑ = (M1, . . . ,Mn,Ψ, S) je n-MAS, kde ∀i ∈ I,
Mi = (Qi,Σ,Γi, δi, si, zi,0, Fi) je za´sobn´ıkovy´ automat prˇij´ımaj´ıc´ı v koncove´m stavu. Da´le
necht’
• χ0 = ((q1, z1, ω)d1 , . . . , (qn, zn, ω)dn) je jeho pocˇa´tecˇn´ı a
• χf = ((q′1, z′1, ε)d
′
1 , . . . , (q′n, z′n, ε)d
′
n) jeho koncova´
n-MAS multikonfigurace, kde ∀i ∈ I:
• qi, q′i ∈ Qi, zi, z′i ∈ Γ∗,
• di, d ′1 ∈ {d, e},
• ω ∈ Σ∗.
Pak definujeme jazyk omezene´ho n-MAS syste´mu:
• prvn´ı komponenty:
Lfirst1(ϑ) = {ω|χ0 `∗ χf ; q1 ∈ F1}
• sjednocen´ı:
L∪1(ϑ) = {ω|χ0 `∗ χf ; q′j ∈ Fj alesponˇ pro jedno j ∈ I}
• pr˚uniku:
L∩1(ϑ) = {ω|χ0 `∗ χf ; q′j ∈ Fj pro vsˇechna j ∈ I}
Obecneˇ lze definovat jazyky pomoc´ı operac´ı nad tzv. multiˇreteˇzci, ktere´ zde bude za-
stoupeny n-tic´ı rˇeteˇzc˚u.
Definice 4.1.0.17 (n-multiˇretezec)
Necht’ Σ je abeceda a necht’ ω1, . . . ωn ∈ Σ∗ pro neˇjake´ n > 1, pak n-multirˇeteˇzcem nazveme
n-tici (ω1, . . . , ωn).
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Definice 4.1.0.18 (Operace n-konkatenace, n-sjednocen´ı, n-prvn´ı nad n-multiˇreteˇzci)
Necht’ I = I(n) pro neˇjake´ n ≥ 1 a necht’ ϑ = (M1, . . . ,Mn,Ψ, S) je n-MAS, kde ∀i ∈ I,
Mi = (Qi,Σ,Γi, δi, si, zi,0, Fi) je za´sobn´ıkovy´ automat. Da´le necht’ ω1, . . . , ωn ∈ Σ. Pak
mu˚zˇeme definovat operace:
• n-konkatenaci multirˇeteˇzce jako msconcat((ω1, . . . , ωn)) = ω1 . . . ωn,
• n-sjednocen´ı multirˇeteˇzce jako msunion((ω1, . . . , ωn)) = {ω1, . . . , ωn},
• n-prvn´ı nad multiˇreteˇcem jako msfirst((ω1, . . . , ωn)) = ω1.
Definice 4.1.0.19 (Operace n-konkatenace, n-sjednocen´ı, n-prvn´ı nad n-jazyky)
Necht’ I = I(n) pro neˇjake´ n ≥ 1 a necht’ ϑ = (M1, . . . ,Mn,Ψ, S) je n-MAS, kde ∀i ∈
I, Mi = (Qi,Σ,Γi, δi, si, zi,0, Fi) je za´sobn´ıkovy´ automat. Da´le necht’ ω1, . . . , ωn ∈ Σ a
(ω1, . . . , ωn) ∈ n-Lx(ϑ) pro neˇjake´ x ∈ {first,∩,∪}. Pak mu˚zˇeme nad n-multijazyky defi-
novat jazyky:
• n-konkatenace jako msconcat(n-Lx(ϑ))={ω1 . . . ωn| (ω1, . . . , ωn) ∈ n-Lx(ϑ)},
• n-sjednocen´ı jako msunion(n-Lx(ϑ)) = {ω1, . . . , ωn| (ω1, . . . , ωn) ∈ n-Lx(ϑ)},
• n-prvn´ı nad n-multijazykem jako msfirst(n-Lx(ϑ)) = {ω1| (ω1, . . . , ωn) ∈ n-Lx(ϑ)}.
Prˇ´ıklad 4.1.0.20 (2-MAS)
Meˇjme:
• ϑ = (M1,M2,Ψ, (e, e)),
• M1 = ({q0, q1, q2},Σ, {#, ∗, B}, q0,#, δ1, {q2})
• M2 = ({q0, q1, q2},Σ, {#, ∗, B}, q0,#, δ2, {q2})
• Σ = {a, b, c}
• Hrany:
δ1: δ2:
(q0, ∗) ∈ δ1(q0,#, a) (q0#) ∈ δ2(q0,#, a)
(q0, ∗B) ∈ δ1(q0, ∗, a) (q0, ∗) ∈ δ2(q0,#, b)
(q0, BB) ∈ δ1(q0, B, a) (q0, ∗B) ∈ δ2(q0, ∗, b)
(q1, ε) ∈ δ1(q0, B, b) (q0, BB) ∈ δ2(q0, B, b)
(q1, ε) ∈ δ1(q1, B, b) (q1, ε) ∈ δ2(q0, B, c)
(q1, ε) ∈ δ1(q1, ∗, b) (q1, ε) ∈ δ2(q1, B, c)
(q1, ε) ∈ δ1(q0, ∗, b) (q1, ε) ∈ δ2(q1, ∗, c)
(q2, ε) ∈ δ1(q1, ε, c) (q2, ε) ∈ δ2(q0, ∗, c)
(q2, ε) ∈ δ1(q2, ε, c)
• Ψ = {(r, r′)→ (d, d)|(r, r′) 6∈ {(q0, q0), (q1, q0), (q1, q1), (q2, q1), (q2, q2)}}
ϑ pak pro ω1 = ω2 ∈ Σ∗ prˇij´ıma´ jazyky:
• Lfirst1 = {aibicj |i ∈ N+, j ∈ N}
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• L∩1 = {aibici|i ∈ N+}
• L∪1 = {aibicj |ajbici : i ∈ N+, j ∈ N}
Prˇedchoz´ı prˇ´ıklad naznacˇuje, zˇe multiprˇij´ımac´ı automatove´ syste´my slozˇene´ ze za´sob-
n´ıkovy´ch automat˚u, jsou schopne´ elegantn´ım zp˚usobem zpracova´vat kontextove´ jazyky.
Prˇesto, zˇe se mi doposud nepodarˇilo doka´zat, zˇe takove´to syste´my dosahuj´ı s´ıly Turingova
stroje, jsem o tomto tvrzen´ı prˇesveˇdcˇen.
Velmi zaj´ımave´ je ale pozorova´n´ı chova´n´ı multiprˇij´ımac´ıho syste´mu konecˇny´ch auto-
mat˚u. Pod´ıvejme se na na´sleduj´ıc´ı prˇ´ıklad.
Prˇ´ıklad 4.1.0.21 (3-MAS)
Meˇjme 3-multiprˇij´ımac´ı automatovy´ syste´m konecˇny´ch automat˚u:
• ϑ = (M1,M2,M3,Ψ, (e, e, e)),
• M1 = (Q1, {a, b, c}, δ1, s1, {ok1})
• M2 = (Q2, {a, b, c}, δ2, s2, {ok2})
• M3 = (Q3, {a, b, c}, δ2, s3, {ok3})
• hrany:
– M1 :
s1 b1 c1
ok1
a
b, c
b, c
b, c
a
a
b, c
ε
ε
– M2 :
s2 b2 c2
ok2
b
a, c
a, c
a, c
b
b
a, c
ε
ε
– M3 :
s3 b3 c3
ok3
c
a, b
a, b
a, b
c
c
a, b
ε
ε
34
• P = {(s1, s2, s3)→ (e, e, e), (b1, s2, s3)→ (d, e, e), (s1, b2, s3)→ (e, d, e), (s1, s2, b3)→
(e, e, d), (b1, b2, s3) → (d, d, e), (b1, s2, b3) → (d, e, d), (s1, b2, b3) → (e, d, d), (b1, b2, b3)
→ (e, e, e), (ok1, c2, c3) → (d, e, e), (ok1, ok2, c3) → (d, d, e), (c1, ok2, c3) → (e, d, e),
(c1, ok2, ok3) → (e, d, d), (ok1, c2, ok3) → (d, e, d)}
• Ψ = P ∪ {(q1, q2, q3) → (d, d, d)|q1 ∈ Q1, q2 ∈ Q2, q3 ∈ Q3, kde (q1, q2, q3) →
(a1, a2, a3) 6∈ P ;∀(a1, a2, a3) ∈ {e, d} × {e, d} × {e, d}}
Je snadne´ uka´zat, zˇe naprˇ. una´rneˇ definovany´ jazyk pr˚uniku je pak definova´n jako
L∩1(ϑ) = {ω : |ω|a = |ω|b = |ω|c, }
nebo obecneˇ
L∩(ϑ) = {(ω1, . . . , ωn) : |ω1|a = |ω2|b = |ω3|c, }
Pomoc´ı n-MAS nad konecˇny´mi automaty jsme schopni rozhodovat o prˇ´ıslusˇnosti rˇeteˇzc˚u
jazyk˚u, urcˇeny´ch vza´jemnou korespondenc´ı symbol˚u abecedy. Neˇktere´ Dickovy jazyky vsˇak
deˇlaj´ı n-MAS konecˇny´ch automat˚u proble´my. Je nutne´ vz´ıt na veˇdomı´, zˇe konecˇne´ automaty
nemaj´ı k dispozici zˇa´dnou pameˇt’. Nebudou tedy v uvazˇovane´m syste´mu schopny rozhodovat
naprˇ´ıklad o jazyku dany´m prˇedpisem L = {wwR| w ∈ Σ∗}, cozˇ je typicky´ bezkontextovy´ ja-
zyk. Trˇ´ıda bezkontextovy´ch jazyk˚u a jazyk˚u dany´ch n-MAS syste´mem konecˇny´ch automat˚u
pro neˇjake´ n > 1 jsou tedy nesrovnatelne´.
4.2 Multiprˇij´ımac´ı automatovy´ prˇechodem rˇ´ızeny´ syste´m
Multiprˇij´ımac´ı, prˇechodem rˇ´ızeny´, automatovy´ syste´m je logickou alternativou k popsane´mu
multiprˇij´ımac´ımu, stavem rˇ´ızene´mu, automatove´mu syste´mu. Opeˇt se skla´da´ z n automat˚u
(komponent) a konecˇne´ mnozˇiny (de)aktivacˇn´ıch, tentokra´t prˇechodem rˇ´ızeny´ch, pravidel
syste´mu automat˚u. V kazˇde´m kroku se oveˇrˇuje existence pravidla pro zmeˇnu aktivit auto-
mat˚u. Pokud takove´ pravidlo v syste´mu existuje, pak je stejneˇ, jako u prˇedchoz´ıho syste´mu,
aplikova´no spolecˇneˇ s vy´pocˇetn´ım krokem syste´mu. I zde se budou definice ty´kat vy´hradneˇ
multiprˇij´ımac´ıch automatovy´ch syste´mu˚ slozˇeny´ch ze za´sobn´ıkovy´ch automat˚u, s veˇdomı´m,
zˇe definice syste´mu pro konecˇne´ automaty, nebo Turingovy stroje, poprˇ´ıpadeˇ vyuzˇ´ıvaj´ıc´ı
kombinaci r˚uzny´ch stroj˚u (automat˚u), by byla analogicka´.
Definice 4.2.0.22 (n-Prˇij´ımaj´ıc´ı prˇechodem rˇ´ızeny´ AS (n-MAT))
Necht’ I = I(n) pro neˇjake´ n ≥ 1. Da´le necht’ ∀i ∈ I, Mi = (Qi,Σ,Γi, δi, si, zi,0, Fi)
je za´sobn´ıkovy´m automatem. Pak definujeme n-prˇij´ımac´ı, prˇechodem rˇ´ızeny´ automatovy´
syste´m jako (n+ 2)-tici:
ϑ = (M1, . . . ,Mn,Ψ, S), kde ∀i ∈ I:
• Mi = (Qi,Σ,Γi, δi, si, zi,0, Fi) je za´sobn´ıkovy´ automat,
• Ψ je konecˇna´ mnozˇina prˇep´ınac´ıch pravidel tvaru (r1, . . . , rn) → (d1, . . . , dn), kde
∀j ∈ I:
– rj ∈ {(qj , q′j , a, γj , ωj) | ((q′j , ωj) ∈ δj(qj , γj , a)) : qj , q′j ∈ Qj , ωj ∈ Γ∗j , γj ∈
Γj ∪ {ε}, a ∈ Σ ∪ {ε}} ∪ {l},
– dj ∈ {e, d}, prˇicˇemzˇ
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∗ e znacˇ´ı aktivn´ı komponentu automatove´ho syste´mu
∗ d znacˇ´ı neaktivn´ı (blokovanou) komponentu automatove´ho syste´mu
• S je n-tice (d 01 , d 02 , . . . , d 0n ) a znacˇ´ı pocˇa´tecˇn´ı aktivitu komponent n-MAT.
Definice 4.2.0.23 (Multikonfigurace n-MAT)
Necht’ ϑ = (M1, . . . ,Mn,Ψ, S), kde ∀i ∈ I, Mi = (Qi,Σ,Γi, δi, si, zi,0, Fi) pro I = I(n) a
neˇjake´ n ≥ 1, je n-MAT. Pak definujeme multikonfiguraci jako n-tici
χ = (xd11 , . . . , x
dn
n ) , kde ∀i ∈ I:
• xi = (qi, zi, ωi) ∈ Qi × Γ∗i × Σ∗,
• di ∈ {d, e}, prˇicˇemzˇ horn´ı index di, resp. ei oznacˇuje konfiguraci neaktivn´ı, resp.
aktivn´ı komponentu Mi z n-MAT,
• ωi ∈ Σ∗ znacˇ´ı dosud nezpracovanou cˇa´st vstupn´ıho rˇeteˇzce.
Definice 4.2.0.24 (Prˇechod v n-MAT)
Necht’ I = I(n) pro neˇjake´ n ≥ 1 a necht’ ϑ = (M1, . . . ,Mn,Ψ, S) je n-MAT, ∀i ∈ I,
Mi = (Qi,Σ,Γi, δi, si, zi,0, Fi). Da´le:
• Meˇjme dveˇ n-MAT multikonfigurace
– χ = ((q1, z1, a1ω1)d1 , . . . , (qn, zn, anωn)dn),
– χ′ = ((q′1, z′1, ω′1)d
′
1 , . . . , (q′n, z′n, ω′n)d
′
n),
prˇicˇemzˇ ∀i ∈ I:
– qi, q′i ∈ Qi; zi, z′i ∈ Γ∗i ; di, d ′i ∈ {e, d}
– ωi, ω′i ∈ Σ∗, ai ∈ Σ ∪ {ε}
– (g′i, z
′
i) ∈ δi(qi, zi, ai) ∀i, pro ktera´ di = e.
Pak mu˚zˇeme prove´st prˇechod z multikonfigurace χ do χ′, zapsa´no χ ` χ′, prˇicˇemzˇ plat´ı:
• ∀j ∈ I, pro ktera´ plat´ı, zˇe dj = d, q′j = qj a ω′j = ajωj ,
• ∀j ∈ I, pro ktera´ plat´ı, zˇe dj = e, q′j ∈ Qj a ω′j = ωj .
• Pokud ∀j ∈ I : rj ∈ {(qj , q′j , aj , zj , z′j)| (g′j , z′j) ∈ δi(qj , zj , aj)} ∪ {l} ∧ ((rj ∈ {l}) ⇔
(dj = d)) plat´ı, zˇe (r′1, . . . , r′n) → (e1, . . . , en) ∈ Ψ, kde ek ∈ {e, d} pro vsˇechna k ∈ I,
pak d ′k = ek,
• Pokud ∀j ∈ I, rj ∈ {(qj , q′j , aj , zj , z′j)| (g′j , z′j) ∈ δi(qj , zj , aj)} ∪ {l} ∧ ((rj ∈ {l}) ⇔
(dj = d)) plat´ı, zˇe ∀(e1, . . . , en) ∈
n×︷ ︸︸ ︷
{e, d} × . . .× {e, d} : (r′1, . . . , r′n)→ (e1, . . . , en) 6∈ Ψ,
kde ek ∈ {e, d} pro vsˇechna k ∈ I, pak d ′k = dk.
Definice 4.2.0.25 (Sekvence prˇechod˚u v n-MAT)
Necht’ ϑ = (M1, . . . ,Mn,Ψ, S) je n-MAT. Da´le:
• Necht’ χ je n-MAS multikonfigurace. Pak rˇekneme, zˇe ϑ provede nula vy´pocˇetn´ıch
krok˚u z multikonfigurace χ do multikonfigurace χ a zapisujeme χ `0 χ.
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• Necht’ χ0, χ1, . . . , χk jsou n-MAT multikonfigurace, prˇicˇemzˇ plat´ı, zˇe χi−1 ` χi pro
vsˇechna i ∈ I(k) pro neˇjake´ k ≥ 1. Pak rˇekneme, zˇe ϑ provede k prˇechod˚u z multi-
konfigurace χ0 do multikonfigurace χk a zapisujeme χ0 `k χk.
• Jestlizˇe χ0 `k χk pro libovolne´ k ≥ 1, pak rˇekneme, zˇe ϑ netrivia´lneˇ prˇejde z multi-
konfigurace χ0 do multikonfigurace χk a zapisujeme χ0 `+ χk.
• Jestlizˇe χ0 `k χk pro libovolne´ k ≥ 0, pak rˇekneme, zˇe ϑ prˇejde z multikonfigurace χ0
do multikonfigurace χk a zapisujeme χ0 `∗ χk.
Definice 4.2.0.26 (n-prˇij´ımaj´ıc´ı deterministicky prˇechodem rˇ´ızeny´ AS (n-DMAT))
Necht’ I = I(n) pro neˇjake´ n ≥ 1 a necht’ ϑ = (M1, . . . ,Mn,Ψ, S) je n-MAS. Da´le
∀(r1, . . . , rn), kde ∀j ∈ I : rj ∈ {(qj , q′j , a, γj , ωj)| ((q′j , ωj) ∈ δj(qj , γj , aj)), qj , q′j ∈ Qj , ωj ∈
Γ∗j , γj ∈ Γj ∪ {ε}, aj ∈ Σ ∪ {ε}} ∪ {l}, plat´ı:
((r1, . . . , rn)→ (d1 . . . , dn)) ∈ Ψ
∧((r1, . . . , rn)→ (d ′1, . . . , d ′n)) ∈ Ψ
⇒ di = d ′i ; ∀i ∈ I.
Pak rˇekneme, zˇe ϑ je deterministicky prˇechodem rˇ´ızeny´ automatovy´ syste´m.
Definice 4.2.0.27 (n-MAT s plneˇ definovany´m rˇ´ızen´ım)
Necht’ I = I(n) pro neˇjake´ n ≥ 1 a necht’ ϑ = (M1, . . . ,Mn,Ψ, S) je n-MAS, kde ∀i ∈
I, Mi = (Qi,Σ,Γi, δi, si, zi,0, Fi) je za´sobn´ıkovy´ automat. n-MAT ϑ nazveme n-MAT
s plneˇ definovany´m rˇ´ızen´ım, pokud ∀(r1, . . . , rn) ∈ R1 × . . . × Rn, kde ∀i ∈ I, Ri =
{(qi, q′i, a, γi, ωi)| qi, q′i ∈ Qi, a ∈ Σ ∪ {ε}, γi ∈ Γi ∪ {ε}, ωi ∈ Σ∗}, (r1, . . . , rn) →
(d1, . . . , dn) ∈ Ψ pro di ∈ {d, e}.
Definice 4.2.0.28 (n-MAT n-multijazyky a jazyky)
Jazyky, resp. n-multijazyky jsou definovane´ analogicky s definic´ı jazyk˚u, resp. n-multijazyk˚u
nad n-MAS syste´my.
Prˇ´ıklad 4.2.0.29 (2-MAT)
Meˇjme:
• ϑ = (M1,M2,Ψ, (e, e)),
• M1 = ({q0, q1, q2},Σ, {#, ∗, B}, q0,#, δ1, {q2})
• M2 = ({q0, q1, q2},Σ, {#, ∗, B}, q0,#, δ2, {q2})
• Σ = {a, b, c}
• Hrany:
δ1:
r1 = (q0, q0, a,#, ∗) pro (q0, ∗) ∈ δ1(q0,#, a)
r2 = (q0, q0, a, ∗, ∗B) pro (q0, ∗B) ∈ δ1(q0, ∗, a)
r3 = (q0, q0, a, B,BB) pro (q0, BB) ∈ δ1(q0, B, a)
r4 = (q0, q1, b, B, ε) pro (q1, ε) ∈ δ1(q0, B, b)
r5 = (q1, q1, b, B, ε) pro (q1, ε) ∈ δ1(q1, B, b)
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r6 = (q1, q1, b, ∗, ε) pro (q1, ε) ∈ δ1(q1, ∗, b)
r7 = (q0, q1, b, ∗, ε) pro (q1, ε) ∈ δ1(q0, ∗, b)
r8 = (q1, q2, c, ε, ε) pro (q2, ε) ∈ δ1(q1, ε, c)
r9 = (q2, q2, c, ε, ε) pro (q2, ε) ∈ δ1(q2, ε, c)
δ2:
r1 = (q0, q0, a,#,#) pro (q0#) ∈ δ2(q0,#, a)
r2 = (q0, q0, b,#, ∗) pro (q0, ∗) ∈ δ2(q0,#, b)
r3 = (q0, q0, b, ∗, ∗B) pro (q0, ∗B) ∈ δ2(q0, ∗, b)
r4 = (q0, q0, b, B,BB) pro (q0, BB) ∈ δ2(q0, B, b)
r5 = (q0, q1, c, B, ε) pro (q1, ε) ∈ δ2(q0, B, c)
r6 = (q0, q0, c, B, ε) pro (q1, ε) ∈ δ2(q1, B, c)
r7 = (q0, q0, c, ∗, ε) pro (q1, ε) ∈ δ2(q1, ∗, c)
r8 = (q0, q0, c, ∗, ε) pro (q2, ε) ∈ δ2(q0, ∗, c)
• P = ({r1, r2, r3, r4, r5, r6, r7} × {r1, r2, r3, r4}) ∪ ({r5, r6, r7, r8, r9} × {r5, r6, r7}) ∪
({r8, r9} × {r8})
• Ψ = {(r, r′)→ (d, d)|(r, r′) 6∈ P}
ϑ pak pro ω1 = ω2 ∈ Σ∗ prˇij´ıma´ jazyky:
• Lfirst1 = {aibicj |i ∈ N+, j ∈ N}
• L∩1 = {aibici|i ∈ N+}
• L∪1 = {aibicj |ajbici : i ∈ N+, j ∈ N}
Z prˇedchoz´ıho prˇ´ıkladu (tj. 4.2.0.29 a z prˇ´ıkladu 4.1.0.20 lze snadno vypozorovat, zˇe se
rˇ´ızen´ı pouze prˇesunulo ze stav˚u na prˇechodove´ hrany, ktere´ do stav˚u vstupuj´ı, nebo z neˇj
vystupuj´ı. To bylo zcela postacˇuj´ıc´ı k tomu, aby jazyky, prˇij´ımane´ automatovy´m syste´mem z
prˇ´ıkladu 4.1.0.20, byly ekvivalentn´ı jazyk˚um odpov´ıdaj´ıc´ıch mo´d˚u prˇedesˇle´ho prˇ´ıkladu. Le´pe
lze videˇt za´vislost mezi multiprˇ´ıj´ımaj´ıc´ımi automatovy´mi syste´my v na´sleduj´ıc´ım prˇ´ıkladu.
Pro prˇehlednost zde budou neˇktere´ prˇechodove´ hrany, liˇs´ıc´ı se pouze cˇteny´m vstupn´ım
symbolem, oznacˇeny za shodnou.
Prˇ´ıklad 4.2.0.30 (3-MAT)
Meˇjme 3-multiprˇij´ımac´ı automatovy´ syste´m konecˇny´ch automat˚u:
• ϑ = (M1,M2,M3Ψ, (e, e, e)),
• M1 = (Q1, {a, b, c}, δ1, s1, {ok1})
• M2 = (Q2, {a, b, c}, δ2, s2, {ok2})
• M3 = (Q3, {a, b, c}, δ2, s3, {ok3})
• hrany:
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– M1 :
s1 b1 c1
ok1
[r1] : a
[r2] : b, c
[r3] : b, c
[r4] : b, c
[r5] : a
[r6] : a
[r7] : b, c
[r8] : ε
[r9] : ε
– M2 :
s2 b2 c2
ok2
[r1] : b
[r2] : a, c
[r3] : a, c
[r4] : a, c
[r5] : b
[r6] : b
[r7] : a, c
[r8] : ε
[r9] : ε
– M3 :
s3 b3 c3
ok3
[r1] : c
[r2] : a, b
[r3] : a, b
[r4] : a, b
[r5] : c
[r6] : c
[r7] : a, b
[r8] : ε
[r9] : ε
• Ψ :
– P = {(p1, p2, p3)→ (d1, d2, d3)|∀i ∈ {1, 2, 3} : pi ∈ {r1, r2, r4, r5} ∧ ∃j ∈ {1, 2, 3} :
pj ∈ {r2, r4} ∧ ∀k = 1, 2, 3 : pk ∈ {r1, r5} ⇔ dk = d} ∪ {(p1, p2, p3) →
(e, e, e)|p1, p2, p3 ∈ {r1, l}} ∪ {(r5, r5, r5)→ (e, e, e)},
– Pd = {(p1, p2, p3) → (d1, d2, d3)|∀i ∈ {1, 2, 3} : pi ∈ {r1, r2, r5, l} ∧ ∃j ∈ {1, 2, 3} :
pj ∈ {r2} ∧ ∀k ∈ {1, 2, 3} : pk ∈ {r1, l} ⇔ dk = d}
– Psp = {(p1, p2, p3) → (d1, d2, d3)|∀i ∈ {1, 2, 3} : pi ∈ {r5, r3, r7, r6, r9, r8, l} ∧ ∃j ∈
{1, 2, 3} : pj ∈ {r3, r7} ∧ ∀k ∈ {1, 2, 3} : pk ∈ {r5, r6, r8, r9, l} ⇔ dk = d}
– Ψ = P ∪ Pd ∪ Psp,
Opeˇt je snadne´ uka´zat, zˇe naprˇ. una´rneˇ definovany´ jazyk pr˚uniku je pak definova´n jako
L∩1(ϑ) = {ω : |ω|a = |ω|b = |ω|c, }
nebo obecneˇ
L∩(ϑ) = {(ω1, . . . , ωn) : |ω1|a = |ω2|b = |ω3|c, }
V automatech z pravidla by´va´ daleko v´ıce hran nezˇ stav˚u, tedy i mnozˇina prˇep´ınac´ıch
pravidel Ψ, oproti stavy rˇ´ızene´ho syste´mu, zde vy´razneˇ nar˚usta´. Na druhou stranu lze drˇ´ıve
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odhalovat neprˇijatelne´ rˇeteˇzce, potazˇmo i drˇ´ıve zastavit vy´pocˇet vedouc´ı k chybeˇ. Mezi
rˇ´ızen´ım podle stav˚u automat˚u a hran automat˚u existuje pevna´ souvislost. Z prˇ´ıklad˚u je
na prvn´ı pohled videˇt, zˇe prˇevod ze stavy rˇ´ızene´ho syste´mu na syste´m rˇ´ızeny´ hranami lze
pouze pomoc´ı jine´ mnozˇiny prˇep´ınac´ıch pravidel, berouc´ı v u´vahu vstupn´ı a vy´stupn´ı hrany
odpov´ıdaj´ıc´ıho stavu. O neˇco h˚urˇe by se prˇeva´deˇl n-MAT na odpov´ıdaj´ıc´ı n-MAS. Zde uzˇ
jina´ mnozˇina Ψ nemus´ı plneˇ postacˇovat a mus´ı se zasa´hnout i do struktury d´ılcˇ´ıch automat˚u.
Definice 4.2.0.31 (RIn nad za´sobn´ıkovy´m automatem)
RIn je zobrazen´ı definovane´ vztahem
RIn(M, q) = { (q, q′, a, γ, ω) |
M = (Q, Σ, Γ, δ, si, zi,0, Fi), q, q′ ∈ Q, a ∈ Σ ∪ {ε},
γ ∈ Γ ∪ {ε}, ω ∈ Γ∗, ¬(q = q′ ∧ a ∈ {ε} ∧ γ ∈ {ε}),
(q′, ω) ∈ δ(q, γ, a)
}
Definice 4.2.0.32 (RLoop nad za´sobn´ıkovy´m automatem)
RLoop je zobrazen´ı definovane´ vztahem
RLoop(M, q) = { (q, q, a, γ, ω) |
M = (Q, Σ, Γ, δ, si, zi,0, Fi), q ∈ Q, a ∈ {ε},
γ ∈ {ε}, ω ∈ {ε}, (q, ω) ∈ δ(q, ε, ε)
}
Mnozˇina RIn(M, q) je tedy mnozˇinou vsˇech hran automatu M , ktere´ vstupuj´ı do stavu
q, prˇicˇemzˇ jsou z te´to mnozˇiny vyloucˇeny vlastn´ı smycˇky (tj. hrany z q do q, ktere´ necˇtou
zˇa´dny´ symbol ze vstupn´ıho rˇeteˇzce a neberou ohled na obsah za´sobn´ıku). Naopak mnozˇina
RLoop(M, q) obsahuje pra´veˇ vlastn´ı smycˇku, pokud takova´ pro dany´ stav q existuje. Definice
RIn a RLoop pro konecˇne´ automaty, resp. Turingovy stroje by byla analogicka´.
Algoritmus 4.2.0.33
Prˇevod n-MAS za´sobn´ıkovy´ch automat˚u na n-MAT za´sobn´ıkovy´ch automat˚u.2
• Vstup: n-MAS ϑ = (M1, . . . ,Mn,Ψ, S) s plneˇ definovany´m rˇ´ızen´ım, kde ∀i ∈ {1, . . . ,
n} pro neˇjake´ n ≥ 1, Mi = (Qi, Σ, Γi, δi, si, zi,0, Fi) je za´sobn´ıkovy´ automat.
• Vy´stup: n-MAT ϑ = (M ′1, . . . ,M ′n,Ψ′, S′) s plneˇ definovany´m rˇ´ızen´ım, kde ∀i ∈
{1, . . . , n} pro neˇjake´ n ≥ 1,M ′i = (Q′i, Σ′, Γ′i, δ′i, s′i, z′i,0, F ′i ) je za´sobn´ıkovy´ automat.
• Metoda: ∀i ∈ {1, . . . , n}:
– Q′i = Qi,
– Σ′ = Σ,
– Γ′i = Γi,
– (qi, ωi) ∈ δi(ri, γi, a) ⇔ (qi, ωi) ∈ δ′i(rj , γi, a), ∀qi, ri ∈ Qi ∩ Q′i, ∀γi ∈ Γi ∩ Γ′i,
∀a ∈ Σ ∩ Σ′, ∀ωi ∈ Γ∗i ∩ Γ′∗i ∧ ∀qi ∈ Qi, (qi, ε) ∈ δi(qi, ε, ε),
2Analogicky pro konecˇny´ automat, cˇi Turing˚uv stroj.
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– s′i = si,
– z′i,0 = zi,0,
– ∀qi ∈ Qi, qi ∈ Fi ⇔ qi ∈ F ′i ,
– Ψ′ :
∗ P = {(r1, . . . , rn) → (
n×︷ ︸︸ ︷
e, . . . , e)| (q1, . . . , qn) → (d1, . . . , dn) ∈ Ψ, ∀i ∈
{1, . . . , n}, qi ∈ Qi, di ∈ {d, e}, ri ∈ RIn(Mi, qi) ∪ RLoop(Mi, qi), ∃j ∈
{1, . . . , n}, di = e ∧ di = d⇔ ri ∈ RLoop(Mi, qi) ∪RIn(Mi, qi)}
∗ P ′ = {(r1, . . . , rn)→ (
n×︷ ︸︸ ︷
d, . . . , d)| ∀(d1, . . . , dn) ∈
n×︷ ︸︸ ︷
{d, e} × . . .× {d, e}, (r1, . . . ,
rn)→ (d1, . . . , dn) 6∈ RIn}
∗ Ψ′ = P ∪ P ′
– S′ = (
n×︷ ︸︸ ︷
e, . . . , e)
Neforma´lneˇ rˇecˇeno, prˇevod se provede tak, zˇe se pouzˇij´ı automaty z n-MAS, prˇicˇemzˇ
se ke kazˇde´mu stavu d´ılcˇ´ı komponenty prˇida´ prˇechodova´ hrana, ktera´ prˇes dany´ stav cykl´ı
bez toho, anizˇ by neˇjak brala v potaz vstupn´ı symbol, cˇi za´sobn´ık. K syste´mu s rozsˇ´ıˇreny´mi
automaty pak prˇida´va´me aktivacˇn´ı pravidla tak, zˇe pro kazˇde´ takove´ pravidlo, tvorˇene´ n-
tic´ı stav˚u v n-MAS, bude mnozˇina pravidel zahrnuj´ıc´ı vsˇechny hrany vstupuj´ıc´ı do teˇchto
stav˚u, prˇicˇemzˇ bude zarˇ´ızeno, zˇe automaty, ktere´ by v n-MAS meˇly by´t blokova´ny, zde bu-
dou aktivn´ı, ale budou cyklit prˇes algoritmem prˇidanou hranu. Vy´jimku vytva´rˇ´ı pravidla,
ktera´ meˇla blokovat vsˇechny komponenty syste´mu. Ty vedou na blokaci komponent vsˇech
automat˚u i zde. n-tice pouzˇity´ch hran, ktere´ uzˇ v mnozˇineˇ aktivacˇn´ıch pravidel nejsou za-
hrnuty, apriori vedou na blokaci vsˇech komponent take´. Odsud je patrne´, procˇ algoritmus
bezpecˇneˇ pracuje pouze nad plneˇ specifikovany´mi n-MAS. Nevylucˇuji vsˇak ani lepsˇ´ı algo-
ritmy, ktere´ by mohly by´t pouzˇity obecneˇji. Tuto problematiku ale ponecha´va´m otevrˇenou
pro dalˇs´ı mozˇny´ vy´zkum nad navrzˇeny´mi syste´my.
Prˇes fakt, zˇe zde uvedeny´ algoritmus je uveden pro za´sobn´ıkove´ automaty, kv˚uli u´sporˇe
mı´sta si uka´zˇeme aplikaci algoritmu pouze na prˇ´ıkladu 4.1.0.21 reprezentuj´ıc´ım 3-MAS
konecˇny´ch automat˚u.
Prˇ´ıklad 4.2.0.34 (Prˇevod 3-MAS konecˇny´ch automat˚u z prˇ´ıkladu 4.1.0.21 na ekvivalentn´ı
3-MAT konecˇny´ch automat˚u)
Uvazˇujeme tedy 3-MAS ϑ z prˇ´ıkladu 4.1.0.21. Rozsˇ´ıˇren´ım komponent dle algoritmu 4.2.0.33
tedy dostaneme automaty:
• M ′1 :
s1 b1 c1
ok1
a
b, c, ε
b, c
b, c
a, ε
a
b, c, ε
ε
ε
ε
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• M ′2 :
s2 b2 c2
ok2
b
a, c, ε
a, c
a, c
b, ε
b
a, c, ε
ε
ε
ε
• M ′3 :
s3 b3 c3
ok3
c
a, b, ε
a, b
a, b
c, ε
c
a, b, ε
ε
ε
ε
Da´le uvazˇujme zobrazen´ı RIn : M ×Q→ Q×Q× (Σ ∪ {ε}), kde M je konecˇny´ automat,
definovane´ analogicky k RIn nad za´sobn´ıkovy´mi automaty (def. 4.2.0.31).
Mnozˇiny P a P ′ zkonstruovane´ dle algoritmu pak budou:
P = {(is, is, is), (l2, is, is), (ib, is, is), (is, l2, is), , (is, ib, is), (is, is, l2), (is, is, ib), (l2, l2, is),
(ib, ib, is), (l2, is, l2), , (ib, is, ib), (is, l2, l2), (is, ib, ib), (ib, ib, ib), (l4, ic, ic), (iok, ic, ic),
(l4, l4, ic), (iok, iok, ic), (ic, l4, ic), (ic, iok, ic), (ic, l4, l4) , (ic, iok, iok), (l4, ic, l4), (iok, ic,
iok) | pro
M ′1 : l1 = (s1, s1, ε), l2 = (b1, b1, ε), l3 = (c1, c1, ε), l4 = (ok1, ok1, ε), is ∈ RIn(M1, s1),
ib ∈ RIn(M1, b1), ic ∈ RIn(M1, c1), iok ∈ RIn(M1, ok1),
M ′2 : l1 = (s2, s2, ε), l2 = (b2, b2, ε), l3 = (c2, c2, ε), l4 = (ok2, ok2, ε), is ∈ RIn(M2, s2),
ib ∈ RIn(M2, b2), ic ∈ RIn(M2, c2), iok ∈ RIn(M2, ok2),
M ′3 : l1 = (s3, s3, ε), l2 = (b3, b3, ε), l3 = (c3, c3, ε), l4 = (ok3, ok3, ε), is ∈ RIn(M3, s3),
ib ∈ RIn(M3, b3), ic ∈ RIn(M3, c3), iok ∈ RIn(M3, ok3) },
P = {r → (e, e, e)| r ∈ P},
P ′ = {r → (d, d, d)| r 6∈ P},
Konecˇneˇ mnozˇina Ψ′ je definova´na jako sjednocen´ı mnozˇin P a P ′.
Vznikly´ automatovy´ syste´m mu˚zˇeme tedy zapsat jako ϑ′ = (M ′1,M ′2,M ′3, (e, e, e),Ψ′),
kde M1,′ M ′2 a M ′3 jsou konecˇne´ automaty definovane´ grafem ze zacˇa´tku prˇ´ıkladu.
Stejny´m zp˚usobem lze prˇeve´st jaky´koliv n-MAS na n-MAT. Prˇes fakt, zˇe je ekvivalence
odpov´ıdaj´ıc´ıch si typ˚u jazyk˚u, resp. multijazyk˚u zrˇejma´, forma´ln´ı d˚ukaz ponecha´va´m pro
budouc´ı studia, cˇi za´jemc˚um o tuto problematiku.
Multiprˇij´ımac´ı automatove´ syste´my jsou prˇ´ımou na´vaznost´ı na pra´ci Ing. Romana Luka´sˇe,
PhD., ktery´ zavedl kanonicke´ n-gramaticke´ syste´my. U´zkou souvislost mezi teˇmito syste´my
lze le´pe videˇt na algoritmu 4.2.0.35, ktery´ prˇeva´d´ı KGN na MAS za´sobn´ıkovy´ch automat˚u.
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Algoritmus 4.2.0.35
Prˇevod kanonicke´ho n-generativn´ıho non-termina´loveˇ synchronizovane´ho gramaticke´ho sys-
te´mu na ekvivalentn´ı n-prˇij´ımaj´ıc´ı stavem rˇ´ızeny´ automatovy´ syste´m nad za´sobn´ıkovy´mi
automaty.
Vstup: Kanonicky´ n-generativn´ı non-termina´loveˇ synchronizovany´ gramaticky´ syste´m, za-
psa´no Γ̂ = (G1, . . ., Gn, Q̂), kde ∀i = 1, . . . , n Gi = (N̂i, T̂i, P̂i, Ŝi) je bezkontextova´ grama-
tika generuj´ıc´ı rˇeteˇzce pomoc´ı nejleveˇjˇs´ıch derivac´ı.
Vy´stup: n-MAS ϑ = (M1, . . . ,Mn,Ψ, S), kde ∀i = 1 . . . n, Mi = (Qi,Σ,Γi, δi, si, zi,0, Fi) je
za´sobn´ıkovy´ automat prˇij´ımaj´ıc´ı s prˇecˇten´ım vstupn´ıho rˇeteˇzce s vypra´zdneˇn´ım za´sobn´ıku.
Metoda:
• ∀1 ≤ i ≤ n : Qi = {qij |0 ≤ j ≤ m,m = card(N̂i) + 1},
• Σ = ⋃ni=1 T̂i,
• ∀1 ≤ i ≤ n: Γi = T̂i ∪ N̂i ∪ {∗j |0 ≤ j ≤ m,m = card(N̂i)− 1} ∪ {∆,∆′},
• si ∈ NSMapi(Ŝi),
• zi,0 = ∆′,
• Fi = ∅,
• δi: Zaved’me pomocne´ mnozˇiny a funkce potrˇebne´ k popisu algoritmu:
– Speci = {x ∈ Γi|x 6∈ T̂i ∧ x 6∈ N̂i},
– NTSpecMapi: N̂i → SpeciΓi, kde ∀x ∈ Speci,∀A,B ∈ N̂i:
∗ (NTSpecMapi(A) = xB)⇒ (A = B),
∗ ((NTSpecMapi(A) = xA) ∧ (NTSpecMapi(B) = xB))⇒ (A = B),
– SpecSMapi: Speci → Qi\{qicard( bNi), qicard( bNi)+1}, kde:
∀q ∈ Qi\{qicard( bNi), qicard( bNi)+1} a ∀x, y ∈ Speci:
∗ ((SpecSMapi(x) = q) ∧ (SpecSMapi(y) = q))⇒ (x = y),
– NSMapi: N̂i → Qi\{qicard( bNi), qicard( bNi)+1}:
∀q ∈ Qi\{qicard( bNi), qicard( bNi)+1}, x ∈ Speci, A ∈ N̂i:
∗ (NSMapi(A) = q)⇒ (SpecSMapi(x) = q ∧NTSpecMapi(A) = xA),
– SStreami: ω ∈ (N̂i ∪ T̂i)∗ → ω′ ∈ ({NTSpecMapi(N̂i)} ∪ T̂i)∗, kde ω′ vznikne
nahrazen´ım vsˇech vy´skyt˚u nontermina´ln´ıch symbol˚u, ∀A ∈ N̂i v ω, za rˇeteˇzec
NTSpecMapi(A),
– ∀a ∈ T̂i,∀b ∈ Speci, ∀q ∈ Qi\{qicard( bNi), qicard( bNi)+1}, r ∈ {qicard( bNi)}:
∗ (r, a) ∈ δi(q, a, ε),
∗ (r, b) ∈ δi(q, b, ε),
∗ (r, ε) ∈ δi(r, a, a),
∗ (SpecSMapi(b), ε) ∈ δi(r, b, ε),
∗ (qi
card( bNi)+1, ε) ∈ δi(q,∆, ε),
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– (SpecSMapi(Ŝi),∆Ŝi) ∈ δi(SpecSMapi(Ŝi),∆′, ε),
– (qi
card( bNi)+1, ε) ∈ δi(qcard( bNi),∆, ε)
– ∀(A→ α) ∈ Pi, (NSMapi(A), SStreami(α)) ∈ δi(NSMapi(A), A, ε),
• Ψ :
– Qjwork = Qj\{qjcard( bNj), qjcard( bNj)+1},
– EN = {(NSMap1(A1), . . . , NSMapn(An))→ (
n×︷ ︸︸ ︷
e, . . . , e)|(A1, . . . , An) ∈ Q̂},
– PD = {(q1, . . . , qn) → (d1, . . . , dn)|∀1 ≤ j ≤ n : qj ∈ (Qjwork ∪ {qjcard( bNj)}) ∧
dj ∈ {ej , dj} ∧ ((qj ∈ Qjwork) ⇔ (dj = ej)) ∧ ∃1 ≤ l ≤ n : ql 6∈ {qlcard( bNl)} ∧
∃((q′1, . . . , q′n)→ (
n×︷ ︸︸ ︷
e, . . . , e)) ∈ EN : (∀1 ≤ k ≤ n((qk ∈ Qkwork)⇔ (q′k = qk)))},
– PA = {(q1, . . . , qn)→ (d1, . . . , dn)|∀1 ≤ j ≤ n : qj ∈ {qj
card( bNj), qjcard( bNj)+1}∧ dj ∈
{ej , dj} ∧ ((qj ∈ {qj
card( bNj)})⇔ (dj = ej)) ∧ ∃1 ≤ l ≤ n : ql 6∈ {qlcard( bNl)+1}},
– BL = {(q1, . . . , qn) → (d1, . . . , dn)|∀1 ≤ j ≤ n : qj ∈ Qj ∧ dj ∈ {dj , ej}∧
(q1, . . . , qn) → (d1, . . . , dn) 6∈ (EN ∪ PD ∪ PA ∪ {(q1, . . . , qn) → (d1, . . . , dn)|
∀1 ≤ j ≤ n : qj ∈ Qj\Qjwork})},
– Ψ = (EN ∪ PD ∪ PA ∪BL),
• S = (
n×︷ ︸︸ ︷
e, . . . , e).
Hlavn´ı mysˇlenkou algoritmu je reprezentovat kazˇdy´ non-termina´l vlastn´ım stavem, ze
ktere´ho mu˚zˇe by´t prˇ´ıslusˇny´ non-termina´l expandova´n. Do syste´mu jsou nav´ıc prˇida´ny dva
stavy. Prvn´ı z nich se stara´ o prˇij´ıma´n´ı vstupn´ıch symbol˚u ze vstupu (tj. prˇ´ıpad, kdy je
na vrcholu za´sobn´ıku termina´ln´ı symbol z KGN). Druhy´ z nich naopak reprezentuje stav,
kdy vsˇechny znaky ze vstupu byly prˇecˇteny a za´sobn´ık z˚ustal pra´zdny´ (tj. automat rˇeteˇzec
prˇijal). Na prˇ´ıkladu 4.2.0.36 si opeˇt uka´zˇeme aplikaci algoritmu.
Prˇ´ıklad 4.2.0.36
Meˇjme 2-KGN z prˇ´ıkladu 3.1.9 v [4] definovany´ trojic´ı Γ̂ = (G1, G2, Q̂), kde:
• G1 = ({S1, A1}, {a, b, c}, {S1 → aS1, S1 → aA1, A1 → bA1c, A1 → bc}, S1),
• G2 = ({S2, A2}, {d}, { S2 → S2A2, S2 → A2, A2 → d}, S2)
• Q̂ = {(S1, S2), (A1, A2)}.
K neˇmu zkonstruovany´ 2-MAS ϑ dle algoritmu 4.2.0.35 bude reprezentova´n cˇtverˇic´ı 2-MAS
ϑ = (M1,M2, (e, e),Ψ), kde:
• M1 = ({qS1 , qA1 , qc, qf}, {a, b, c, d}, {a, b, c, ∗A1 , ∗S1 , A1, S1,∆,∆′}, δ1, qS1 ,∆′, ∅),
• M2 = ({qS2 , qA2 , qc, qf}, {a, b, c, d}, {d, ∗A2 , ∗S2 , A2, S2,∆,∆′}, δ2, qS2 ,∆′, ∅),
• Ψ :
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P = {(qS1 , qS2) → (e, e), (qA1 , qA2) → (e, e), (qS1 , qc) → (d, e), (qc, qS2) → (e, d),
(qA1 , qc)→ (d, e), (qc, qA2)→ (e, d), (qc, qc)→ (e, e), (qc, qf )→ (e, d), (qf , qc)→
(d, e), (qf , qf )→ (e, e)},
P ′ = {(q1, q2)→ (d, d)| (q1, q2)→ (d1, d2) 6∈ P pro zˇa´dne´ d1, d2 ∈ {e, d}},
Ψ = P ∪ P ′,
• hrany:
δ1: δ2:
(qS1 , S1∆) ∈ δ1(qS1 ,∆′, ε) (qS2 , S2∆) ∈ δ2(qS2 ,∆′, ε)
(qS1 , a ∗S1 S1) ∈ δ1(qS1 , S1, ε) (qS2 , a ∗S2 S1∗A2) ∈ δ2(qS2 , S2, ε)
(qS1 , a ∗A1 A1) ∈ δ1(qS1 , S1, ε) (qS2 , ∗A2A2) ∈ δ2(qS2 , S2, ε)
(qA1 , b ∗A1 A1c) ∈ δ1(qA1 , A1, ε) (qA2 , d) ∈ δ2(qA2 , A2, ε)
(qA1 , bc) ∈ δ1(qA1 , A1, ε)
(qc, ε) ∈ δ1(qc, a, a) (qc, ε) ∈ δ2(qc, a, a)
(qc, ε) ∈ δ1(qc, b, b) (qc, ε) ∈ δ2(qc, b, b)
(qc, ε) ∈ δ1(qc, c, c) (qc, ε) ∈ δ2(qc, c, c)
(qf , ε) ∈ δ1(qc,∆, c) (qf , ε) ∈ δ2(qc,∆, c)
(qf , ε) ∈ δ1(qS1 ,∆, ε) (qf , ε) ∈ δ1(qS2 ,∆, ε)
(qf , ε) ∈ δ1(qA1 ,∆, ε) (qf , ε) ∈ δ1(qA2 ,∆, ε)
(qA1 , ε) ∈ δ1(qS1 , ∗A1 , ε) (qA2 , ε) ∈ δ2(qS2 , ∗A2 , ε)
(qA1 , ε) ∈ δ1(qA1 , ∗A1 , ε) (qA2 , ε) ∈ δ2(qA2 , ∗A2 , ε)
(qA1 , ε) ∈ δ1(qc, ∗A1 , ε) (qA2 , ε) ∈ δ2(qc, ∗A2 , ε)
(qS1 , ε) ∈ δ1(qS1 , ∗S1 , ε) (qS2 , ε) ∈ δ2(qS2 , ∗S2 , ε)
(qS1 , ε) ∈ δ1(qA1 , ∗S1 , ε) (qS2 , ε) ∈ δ2(qA2 , ∗S2 , ε)
(qS1 , ε) ∈ δ1(qc, ∗S1 , ε) (qS2 , ε) ∈ δ2(qc, ∗S2 , ε)
Ve vytvorˇene´m 2-MAS existuj´ı naprˇ´ıklad tyto sekvence prˇechod˚u pro rˇeteˇzce generovane´
p˚uvodn´ım 2-KGN:
• (S1, S2)⇒ (aA1, A2)⇒ (abc, d):
((qS1 ,∆
′, abc)e, (qS2 ,∆′, d)e) ` ((qS1 , S1∆, abc)e, (qS2 , S2∆, d)e)
` ((qS1 , a ∗A1 A1∆, abc)e, (qS2 , ∗A2A2∆, d)e)
` ((qc, a ∗A1 A1∆, abc)e, (qA2 , A2∆, d)d) `
` ((qc, ∗A1A1∆, bc)e, (qA2 , A2∆, d)d)
` ((qA1 , A1∆, bc)e, (qA2 , A2∆, d)e)
` ((qA1 , bc∆, bc)e, (qA2 , d∆, d)e)
` ((qc, bc∆, bc)e, (qc, d∆, d)e)
` ((qc, c∆, c)e, (qc,∆, ε)e)
` ((qc,∆, ε)e, (qf , ε, ε)d)
` ((qf , ε, ε)e, (qf , ε, ε)e)
• (S1, S2)⇒ (aS1, S2A2)⇒ (aaA1, A2A2)⇒ (aabA1c, dA2)⇒ (aabbcc, dd)
((qS1 ,∆
′, aabbcc)e, (qS2 ,∆′, dd)e) ` ((qS1 , S1∆, aabbcc)e, (qS2 , S2∆, dd)e)
` ((qS1 , a ∗S1 S1∆, aabbcc)e, (qS2 , ∗S2S2 ∗A2 A2∆, dd)e)
` ((qc, a ∗S1 S1∆, aabbcc)e, (qS2 , S2 ∗A2 A2∆, dd)d)
` ((qc, ∗S1S1∆, abbcc)e, (qS2 , S2 ∗A2 A2∆, dd)d)
` ((qS1 , S1∆, abbcc)e, (qS2 , S2 ∗A2 A2∆, dd)e)
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` ((qS1 , a ∗A1 A1∆, abbcc)e, (qS2 , ∗A2A2 ∗A2 A2∆, dd)e)
` ((qc, a ∗A1 A1∆, abbcc)e, (qA2 , A2 ∗A2 A2∆, dd)d)
` ((qc, ∗A1A1∆, bbcc)e, (qA2 , A2 ∗A2 A2∆, dd)d)
` ((qA1 , A1∆, bbcc)e, (qA2 , A2 ∗A2 A2∆, dd)e)
` ((qA1 , b ∗A1 A1c∆, bbcc)e, (qA2 , d ∗A2 A2∆, dd)e)
` ((qc, b ∗A1 A1c∆, bbcc)e, (qc, d ∗A2 A2∆, dd)e)
` ((qc, ∗A1A1c∆, bcc)e, (qc, ∗A2A2∆, d)e)
` ((qA1 , A1c∆, bcc)e, (qA2 , A2∆, d)e)
` ((qA1 , bcc∆, bcc)e, (qA2 , d∆, d)e)
` ((qc, bcc∆, bcc)e, (qc, d∆, d)e)
` ((qc, cc∆, cc)e, (qc,∆, ε)e)
` ((qc, c∆, c)e, (qf , ε, ε)d)
` ((qc,∆, ε)e, (qf , ε, ε)d)
` ((qf , ε, ε)e, (qf , ε, ε)d)
• . . .
Prˇi blizˇsˇ´ı analy´ze lze snadno usoudit vztah mezi p˚uvodn´ım 2-KGN a vy´sledny´m 2-MAS:
• 2-L∩(ϑ) = {(anbncn, dn)| n ≥ 1} = 2-L(Γ̂),
• msunion( 2-L∩(ϑ) ) = {anbncn| n ≥ 1} ∪ {dn| n ≥ 1} = Lunion(Γ̂),
• msconcat( 2-L∩(ϑ) ) = {anbncndn| n ≥ 1} = Lconc(Γ̂),
• msfirst( 2-L∩(ϑ) ) = {anbncn| n ≥ 1} = Lfirst(Γ̂).
Odsud je videˇt, zˇe pro ekvivalenci MAS s KGN prˇipada´ v u´vahu pouze pro n-jazyky sjedno-
cen´ı, potazˇmo s jazyky nad teˇmito n-jazyky definovany´mi. Nicme´neˇ z teoreticke´ho i prak-
ticke´ho hlediska mohou by´t zaj´ımave´ i ostatn´ı mo´dy prˇij´ıman´ı multiˇreteˇzc˚u, kdy naprˇ´ıklad
bude plneˇ postacˇovat prˇijet´ı rˇeteˇzce jednou komponentou, prˇicˇemzˇ ostatn´ı komponenty bu-
dou pouze rˇ´ıd´ıc´ımi prvky syste´mu.
Prˇeve´st na ekvivalnetn´ı n-MAS lze libovolny´ n-KGN. Du˚kazem tohoto tvrzen´ı bude
doka´za´no i to, zˇe n-prˇij´ımaj´ıc´ı automatove´ syste´my maj´ı s´ılu Turingova stroje. Forma´ln´ı
d˚ukaz tvrzen´ı opeˇt ponecha´va´m budouc´ımu vy´voji, poprˇ´ıpadeˇ za´jemc˚um o tuto problema-
tiku.
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Kapitola 5
Multiprˇij´ımac´ı automatove´
syste´my jako C/E syste´m
Multiprˇij´ımac´ı automatove´ syste´my mohou mı´t veliky´ potencia´l v r˚uzny´ch oblastech nejen
informacˇn´ıch technologi´ı. Jednou z mnoha mozˇnost´ı vyuzˇit´ı mu˚zˇe by´t naprˇ´ıklad popis Pet-
riho s´ıt´ı, ktere´ jsou dnes hojneˇ vyuzˇ´ıvane´ v mnoha smeˇrech.
C/E Petriho s´ıteˇ se skla´daj´ı z mnozˇiny mı´st (graficky zna´zorneˇny´ch kolecˇkem), mnozˇiny
uda´lost´ı (znacˇeny´ch cˇtvercem) a tokove´ relace mezi teˇmito mnozˇinami takove´, zˇe zˇa´dna´
uda´lost nesmı´ by´t v relaci s zˇa´dnou uda´lost´ı a zˇa´dne´ mı´sto nesmı´ by´t v tokove´ relaci zˇa´dny´m
mı´stem s´ıteˇ. Kazˇde´ z mı´st ma´ jednu, nebo zˇa´dnou znacˇku. Uda´lost je proveditelna´, pokud
vsˇechna mı´sta, ktera´ jsou v tokove´ relaci s touto uda´lost´ı (vstupn´ı mı´sta, podmı´nky) maj´ı
znacˇku a za´rovenˇ ji nema´ ani jedno z mı´st, s nimzˇ je v relaci uvazˇovana´ uda´lost (vy´stupn´ı
mı´sta uda´losti, d˚usledky). Po proveden´ı uda´losti nen´ı znacˇka v zˇa´dne´m ze vstupn´ıch mı´st
a naopak ji maj´ı vsˇechna mı´sta vy´stupn´ı. Prˇesneˇjˇs´ı definice jsou uvedeny n´ızˇe nebo v [11].
K realizaci lze vyuzˇ´ıt naprˇ´ıklad n-MAS, nebo n-MAT syste´my konecˇny´ch automat˚u.
Pod´ıva´me-li se na levou cˇa´st obra´zku 5.1, reprezentuj´ıc´ıho jednoduchou C/E s´ıt’, lze v neˇm
snadno nale´zt konecˇny´ automat, ktery´ je zna´zorneˇn v prave´ cˇa´sti obra´zku 5.1.
jaro →le´to le´to
→podzim
podzim→zimazima
→jaro
jaro le´to
podzimzima
→le´to
→podzim
→zima
→jaro
Obra´zek 5.1: C/E s´ıt’ rocˇn´ıho obdob´ı s odpov´ıdaj´ıc´ım automatem
Uvazˇujme ale naprˇ´ıklad s´ıt’ z obra´zku 5.2. Zde by uzˇ vykonstruova´n´ı konecˇne´ho auto-
matu bylo slozˇite´. V s´ıti mohou by´t znacˇky azˇ ve trˇech mı´stech soucˇasneˇ. Konecˇny´ automat
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jaro →le´to le´to
→podzim
podzim→zimazima
→jaro
Jaro||zima
ne jaro
Obra´zek 5.2: druha´ C/E s´ıt’eˇ reprezentuj´ıc´ı beˇh rocˇn´ıho obdob´ı
mu˚zˇe by´t v jeden okamzˇik pouze v jednom z jeho stav˚u. Abychom pokryli vsˇechny mozˇne´
prˇ´ıpady s´ıteˇ, potrˇebovali bychom zkonstruovat automat s cˇasto mnohem veˇtsˇ´ım pocˇtem
stav˚u, nezˇ je mı´st v C/E s´ıti. S´ıt’ ovsˇem mu˚zˇeme rozdeˇlit na pods´ıteˇ a kazˇdou z teˇchto
pods´ıt´ı reprezentovat mensˇ´ım konecˇny´m automatem, viz obr. 5.3. Pokud se automaty slozˇ´ı
jaro le´to
podzimzima
→le´to
→podzim
→zima
→jaro
jaro||zima ¬(jaro||zima)
→zima
→le´to
podzim
ne zima
→zima
→podzim
Obra´zek 5.3: Trˇi konecˇne´ automaty odpov´ıdaj´ıc´ı podcesta´m C/E s´ıteˇ obr. 5.2
do syste´mu s vhodny´m n-MAS, resp. n-MAT rˇ´ızen´ım tak, aby stavy se stejny´m na´zvem
reprezentovali jedno mı´sto C/E s´ıteˇ, pak syste´m prˇij´ıma´ jazyk sekvenc´ı uda´lost´ı, provedi-
telny´ch C/E syste´mem.
Obra´zek 5.4 zna´zornˇuje dalˇs´ı variantu C/E s´ıteˇ opeˇt reprezentuj´ıc´ı zmeˇny rocˇn´ıch ob-
dob´ı. I pro tuto s´ıt’ je nutne´ k reprezentaci Konecˇny´mi automaty pouzˇ´ıt v´ıce stroj˚u. Na
prvn´ı pohled zde nemus´ı by´t souvislost s n-MAS, resp. n-MAT zrˇejma´, proto rozsˇiˇrme s´ıt’ o
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→jaro b2
→zima
b1 →podzim →le´to b3
Obra´zek 5.4: opeˇt jina´ mozˇnost C/E s´ıteˇ reprezentuj´ıc´ı cyklus rocˇn´ıch obdob´ı
stav b2, viz obr. 5.5. Rozsˇiˇruj´ıc´ı stav pak bude oznacˇovat prˇ´ıpad, kdy nen´ı v syste´mu zˇa´dna´
znacˇka. Nyn´ı je snadne´ vydedukovat, zˇe by se k popisu s´ıteˇ vyuzˇil 2-MAS, resp. 2-MAT.
→jaro b2
→zima
b1 →podzim →le´to b3
b2
Obra´zek 5.5: opeˇt jina´ mozˇnost C/E s´ıteˇ reprezentuj´ıc´ı cyklus rocˇn´ıch obdob´ı
Obecneˇ bude platit, zˇe minima´ln´ı pocˇet automat˚u, popisuj´ıc´ıch neˇjaky´ C/E syste´m, bude
odpov´ıdat maxima´ln´ımu pocˇtu znacˇek, ktery´ se mu˚zˇe v syste´mu objevit v jeden okamzˇik.
5.1 Konstrukce analyza´toru C/E syste´mu˚ z C/E s´ıt´ı
Nezˇ prˇistoup´ıme k samotne´ konstrukci analyza´toru jazyka, definovane´ho neˇjaky´m C/E
syste´mem, je nezbytne´ zave´st za´kladn´ı definice, ktere´ budou podkladem pro samotnou kon-
strukci. Pro v´ıce informac´ı o C/E syste´mech opeˇt doporucˇuji [11].
5.1.1 Za´kladn´ı definice
Definice 5.1.1.1 (C/E s´ıt’, tokova´ relace)
Trojici N = (B,E, F ) nazveme C/E Petriho s´ıt´ı jestlizˇe:
• B ∩ E = ∅, kde B je konecˇna´ mnozˇina mı´st a E je konecˇna´ mnozˇina uda´lost´ı,
• F ⊆ (B × E) ∪ (E × B) je bina´rn´ı relac´ı, jizˇ budeme nazy´vat relac´ı toku, nebo-li
tokovou relac´ı,
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Mnozˇinou B se cha´pe mnozˇina mı´st (chcete-li stav˚u) s´ıteˇ, ktera´ se graficky zna´zornˇuje
kolecˇkem. Naproti tomu mnozˇina e je mnozˇina uda´lost´ı (prˇechod˚u) graficky oznacˇovana´
cˇtverecˇkem. Tokova´ relace umozˇnˇuje propojit pouze kolecˇko se cˇtvercem a naopak. Nemu˚zˇe
tedy nikdy doj´ıt ke stavu, kdy jsou prˇ´ımo propojena´ dveˇ kolecˇka, nebo dva cˇtverce.
Definice 5.1.1.2 (Preset, postset)
Necht’ N = (B,E, F ) je C/E s´ıt’. Pak rˇekneme, zˇe:
• •x = {y| yFx, x, y ∈ (B ∪ E)} je presetem prvku x,
• x• = {y| xFy, x, y ∈ (B ∪ E)} je postsetem prvku x.
Presetem je tedy mnozˇina vsˇech prvk˚u vcha´zej´ıc´ıch do prvku x a naopak postsetem se
cha´pou prvky z x vycha´zej´ıc´ı.
Definice 5.1.1.3 (Prˇ´ıpad, proveditelnost, na´sledn´ık, izolovany´ prvek)
Necht’ N = (B,E, F ) je C/E s´ıt’.
a) Podmnozˇinu c ⊆ B nazveme prˇ´ıpadem s´ıteˇ N ,
b) Necht’ e ∈ E a c ⊆ B. Uda´lost je proveditelna´, nebo-li c-proveditelna´, pokud •e ⊆ c a
soucˇasneˇ e• ∩ c = ∅.
c) Necht’ e ∈ E, c ⊆ B a e je c-proveditelna´. Prˇ´ıpad c′ = (c\•e)∪e• nazveme na´sledn´ıkem
prˇ´ıpadu c prˇi uda´losti e a zapisujeme c[e > c′.
d) Prvek x ∈ (B ∪ E) se nazy´va´ izolovany´ prvek, pokud •x ∪ x• = ∅.
Definice 5.1.1.4 (Neza´visla´ mnozˇina, krok)
Necht’ N = (B,E, F ) je C/E s´ıt’.
• Mnozˇina uda´lost´ı G ⊆ E nazveme neza´vislou, pokud ∀e1, e2 ∈ G : •e1 ∩• e2 = ∅ =
e•1 ∩ e•2.
• Necht’ c, c′ jsou prˇ´ıpady s´ıteˇ N a necht’ G je neza´vislou mnozˇinou uda´lost´ı. G nazveme
krokem, pokud kazˇda´ uda´lost e ∈ G je c-proveditelna´ a c′ = (c\•G) ∪ G•, prˇicˇemzˇ
•G =
⋃
e∈G
•e a G• =
⋃
e∈G e
•.
Definice 5.1.1.5 (C/E syste´m)
C/E syste´m definujeme jako cˇtverˇici ΣC/E sys = (B,E, F,C), kde:
• (B,E,F) je jednoduchou (tj. ∀x, y ∈ (B ∪E), xFy ⇐ ¬(yFx)) bez izolovany´ch prvk˚u
a B ∪ E 6= ∅,
• C ⊆ 2B je ekvivalencˇn´ı trˇ´ıdou vzhledem k relaci dosazˇitelnosti danou vztahem RΣ =
(rΣ∪r−1Σ ), kde rΣ ⊆ 2B×2B a c1rΣc2 ⇔ ∃G ⊆ E : c1[G > c2. C nazveme prˇ´ıpadovou
trˇ´ıdou s´ıteˇ ΣC/E sys,
• ∀e ∈ E ∃c ∈ C, takove´, zˇe e je c-proveditelna´.
Nyn´ı si uvedeme jeden z mozˇny´ch algoritmu˚ pro C/E syste´mu˚ na ekvivalentn´ı n-MAS
konecˇny´ch automat˚u, ktery´ bude prˇij´ımat proveditelne´ sekvence uda´lost´ı.
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Algoritmus 5.1.1.6
Konstrukce analyza´toru jazyku uda´lost´ı definovane´ho C/E syste´mem.
• Vstup: C/E syste´m ΣC/E sys = (B,E, F,C),
• Vy´stup: n-MAS ϑ = (M1, . . . ,Mn).
• Metoda
1. Vytvorˇme trˇ´ıdu rozkladu H pro P takovou, zˇe pro vsˇechna h ∈ H a c ∈ C plat´ı:
(a) p1, p2 ∈ h⇔ p1, p2 6∈ c,
(b) pro kazˇde´ p1 ∈ h, ∃p2 ∈ h takove´, zˇe (p1, t), (t, p2) ∈ F nebo (p2, t), (t, p1) ∈
F pro neˇjake´ t ∈ T , nebo card(h) = 1.
2. Pro kazˇde´ hi ∈ H vytvorˇme konecˇny´ automatMi = (Qi,Σ, δi, si, Fi) na´sledovneˇ:
(a) Qi :
– pro kazˇde´ p ∈ hi existuje p ∈ Qi,
– pokud existuje c ∈ C takove´, zˇe p 6∈ c pro vsˇechna p ∈ hi, pak do Qi
prˇidej stav r, jenzˇ bude reprezentovat, zˇe pods´ıt’ neobsahuje znacˇku.
(b) Σ = T ,
(c) δi:
– pro kazˇde´ p1, p2 ∈ hi, (p2) ∈ δi(p1, t), kde t ∈ T takove´, zˇe (p1, t), (t, p2) ∈
F ,
– pro kazˇde´ p1, p2 ∈ hi, (p2) ∈ δi(p1, ε)1,
– pokud existuje r ∈ Qi takove´, zˇe r 6∈ hi, pak (r) ∈ δi(p1, t1) ∧ (p2) ∈
δi(r, t2) pro p1, p2 ∈ hi, t1, t2 ∈ T : (t2, p2) ∈ F , (p1, t1) ∈ F a soucˇasneˇ
card(•t1) > 1 a card(t•2) > 1,
(d) si - dle vybrane´ho prˇ´ıpadu c ∈ C,
(e) Fi = Qi.
3. Mnozˇinu Ψ zkonstruujeme tak, aby zachova´vala soucˇasny´ prˇechod prˇes hrany
berouc´ı ze vstupu shodnou uda´lost, prˇicˇemzˇ nesmı´ docha´zet ke kontaktn´ı situ-
aci (tj. prˇechod je proveditelny´, pokud by byl proveditelny´ i ve vstupn´ım C/E
syste´mu). V opacˇne´m prˇ´ıpadeˇ jsou komponenty splnˇuj´ıc´ı podmı´nku prˇechodu
blokova´ny, dokud ji nesplnˇuj´ı i ostatn´ı komponenty.
Uvedeny´ algoritmus je sp´ıˇse uka´zkovy´, prˇicˇemzˇ ma´ pouka´zat na souvislost mezi C/E
syste´my a multiprˇij´ımac´ımi syste´my.
Prˇ´ıklad 5.1.1.7
Uvazˇujme C/E syste´m z obra´zku 5.4. Je zrˇejme´, zˇe prˇ´ıpadova´ trˇ´ıda je
C = {{b1, b2}, {b1, b3}, {b2, b3}, {}}.
Trˇ´ıda rozkladu H bude
H = {{b1}, {b2}, {b3}}.
MAS ϑ tedy bude tvorˇit trojice konecˇny´ch automat˚u:
1 Tvorˇ´ı doplnˇuj´ıc´ı prˇechodove´ hrany, bez ktery´ch by syste´m prova´deˇl pouze maxima´ln´ı kroky
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• M1 = ({b1, r1}, {→jaro, →podzim}, δ1, s1, {b1, r1}},
• M2 = ({b2, r2}, {→jaro, →zima}, δ2, s2, {b2, r2}},
• M3 = ({b3, r3}, {→le´to, →zima}, δ3, s3, {b3, r3}},
• Hrany:
δ1: δ2:
b1 ∈ δ1(r1,→jaro) b2 ∈ δ2(r2,→jaro)
b1 ∈ δ1(b1, ε) b2 ∈ δ2(b2, ε)
r1 ∈ δ1(b1,→podzim) r2 ∈ δ2(b2,→zima)
r1 ∈ δ1(r1, ε) r2 ∈ δ1(r2, ε)
δ3:
b3 ∈ δ3(r3,→zima)
b3 ∈ δ3(b3, ε)
r3 ∈ δ3(b3,→le´to)
r3 ∈ δ3(r3, ε)
• Ψ :
– P = {(b1, b2, r3)→ (d, d, e), (b1, b2, b3)→ (e, d, d), (r1, b2, b3)→ (d, e, e), (r1, r2, r3)
→ (e, e, d)},
– P ′ = {(q1, q2, q3) → (d, d, d)| ∀i = 1, 2, 3 : qi ∈ Qi, (q1, q2, q3) → (d1, d2, d3) 6∈ P
pro vsˇechna di ∈ {e, d}}
– Ψ = P ∪ P ′.
Odtud je videˇt, zˇe vznikly´ 3-MAS prˇij´ıma´ multijazyk:
3-L∩(ϑ) = {(→podzim→jaro)m, (→zima→jaro)m, (→zima→le´to)m}
Syste´m pak bude ze vstup˚u postupneˇ odeb´ırat vstupn´ı symboly →le´to, →podzim, →zima,
→jaro, . . .
Petriho s´ıteˇ, pro ktere´ plat´ı, zˇe kazˇde´ mı´sto s´ıteˇ ma´ maxima´lneˇ jednu znacˇku a prˇechody
z mı´sta vzˇdy jen jednu znacˇku odeb´ıraj´ı, resp. prˇida´vaj´ı, dosahuj´ı modelovac´ı schopnosti
pouze konecˇny´ch automat˚u. Uzˇ z prˇ´ıkladu 4.1.0.21 je ale patrne´, zˇe pomoc´ı multiprˇij´ımac´ıch
automatovy´ch syste´mu˚ je mozˇne´ popisovat neˇktere´ kontextove´ jazyky, prˇicˇemzˇ pro mı´sta a
prˇechody, resp. hrany plat´ı tyte´zˇ podmı´nky. Multiprˇij´ımac´ı automatove´ syste´my tak mohou
oveˇrˇovat i takove´ ota´zky, jako naprˇ´ıklad zda syste´m pro dany´ vstup uvolnil vsˇechny alo-
kovane´ zdroje ap., prˇicˇemzˇ pra´veˇ prˇ´ıklad 4.1.0.21 mu˚zˇe by´t abstrakc´ı podobne´ho syste´mu.
Mnozˇina Ψ pak nemus´ı by´t jen vy´cˇtem prˇep´ınac´ıch pravidel, ale lze na ni nahl´ızˇet jako na
logicky´ nebo matematicky´ prˇedpis pro stavy, poprˇ. prˇechodove´ hrany. Aby se modelova´n´ı
zjednodusˇilo i na graficke´ u´rovni, lze do syste´mu zava´deˇt nova´ mı´sta (znacˇena´ naprˇ´ıklad
cˇtvercem), do nichzˇ budou vstupovat stavy. Nova´ mı´sta pak budou obsahovat blokovac´ı pra-
vidla nad vstupn´ımi stavy a t´ım budou definovat mnozˇinu Ψ. Zobrazen´ı syste´mu z prˇ´ıkladu
5.1.1.7 by pak odpov´ıdalo obra´zku 5.6. Podobny´m zp˚usobem lze zave´st grafickou reprezen-
taci i pro ostatn´ı automatove´ syste´my. Toto te´ma uzˇ ale ponecha´va´m dalˇs´ımu prˇ´ıpadne´mu
rozsˇ´ıˇren´ı te´to pra´ce.
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b1
r1
b2
r2
b3
r3
C
C:
(b1 ∧ b2 ∧ ¬b3)→ (d, d, e)
(b1 ∧ b2 ∧ b3)→ (e, d, d)
(¬b1 ∧ b2 ∧ b3)→ (d, e, e)
(¬b1 ∧ ¬b2 ∧ ¬b3)→ (e, e, d)
JP JZ ZL
Obra´zek 5.6: Graficke´ zna´zorneˇn´ı vy´sledne´ho 3-MAS z prˇ´ıkladu 5.1.1.7
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Kapitola 6
Za´veˇr
V diplomove´ pra´ci byly zavedeny cˇtyrˇi za´kladn´ı syste´my automat˚u. Prvn´ı ze syste´mu˚ byl
navrzˇen obecneˇ tak, aby mohl by´t slozˇen z jake´hokoliv typu automatu. Vsˇechny komponenty
syste´mu zde pracuj´ı nad jedn´ım vstupn´ım rˇeteˇzcem. Automaty jsou spusˇteˇny sekvencˇneˇ a je-
jich aktivita koncˇ´ı naprˇ´ıklad po prˇedem stanovene´m pocˇtu krok˚u. Kdyzˇ skoncˇ´ı aktivita jedne´
komponenty, je aktivova´na libovolna´ jina´, ktera´ mu˚zˇe pokracˇovat ve zpracova´n´ı. Tento sek-
vencˇn´ı syste´m nad za´sobn´ıkovy´mi automaty s jedn´ım spolecˇny´m za´sobn´ıkem je pak schopen
pracovat s rˇeteˇzci, ktere´ jsou generovatelne´ pomoc´ı PC-gramaticke´ho syste´mu v nejleveˇjˇs´ı
derivaci. Obecneˇ jsou pravdeˇpodobneˇ sekvencˇn´ı syste´my automat˚u stejneˇ silne´ jako PC-
gramaticke´ syste´my. Prˇevod z gramatik do prˇechod˚u automat˚u nen´ı trivia´ln´ı za´lezˇitost´ı a
prova´d´ı se ad-hoc.
Druhy´ z navrhovany´ch syste´mu˚ rozsˇiˇruje prˇedchoz´ı syste´m o mozˇnost paralelismu. Je
definova´n pouze nad za´sobn´ıkovy´mi automaty. Komponenty zde pracuj´ı opeˇt nad spolecˇny´m
rˇeteˇzcem. Nyn´ı ale vy´pocˇet prova´d´ı vsˇechny komponenty soucˇasneˇ. Pokud se na vrcholu
za´sobn´ıku neˇktere´ho z automat˚u objev´ı specia´ln´ı aktivacˇn´ı symbol, je ze za´sobn´ıku vyjmut
a dalˇs´ı vy´pocˇet prova´d´ı pouze urcˇena´ komponenta. Pokud komponenta vyrˇesˇ´ı svou cˇa´st
rˇeteˇzce a ”ohla´s´ı“ ji za prˇijatou, vra´t´ı rˇ´ızen´ı zpeˇt cele´mu syste´mu.
Posledn´ı dva syste´my jsou nejzaj´ımaveˇjˇs´ı. Jde o multiprˇij´ımac´ı automatove´ syste´my,
ktere´ jsou opeˇt definova´ny obecneˇ nad jaky´mkoliv typem forma´ln´ıch automat˚u. Kazˇdy´ z
automat˚u zde ma´ vlastn´ı vstupn´ı rˇeteˇzec, nad ktery´m prova´d´ı vy´pocˇet. Beˇh kazˇde´ aktivn´ı
komponenty je ovlivnˇova´n ostatn´ımi podle stav˚u, ve ktere´m se nacha´z´ı, nebo prˇechodovy´mi
hranami, prˇes ktere´ automaty prˇesˇly do dalˇs´ı konfigurace. Stav, resp. prˇechodove´ hrany
teˇchto komponent mohou aktivovat, resp. deaktivovat, kteroukoliv z komponent syste´mu
na za´kladeˇ prˇedurcˇeny´ch pravidel. Syste´m pak prˇij´ıma´ rˇeteˇzce prˇijate´ prvn´ı komponentou,
prˇijate´ alesponˇ jednou komponentou, nebo prˇejate´ vsˇemi komponentami syte´mu. Kompo-
nenta´m lze vlozˇit na vstup i r˚uzne´ rˇeteˇzce. Jazyk, ktery´ pak automat prˇij´ıma´ je jazyk
konkatenac´ı rˇeteˇzc˚u prˇijaty´ch d´ılcˇ´ımi automaty. Takto definovany´ prˇ´ıstup pracuje ruku v
ruce s kanonicky´mi n-multigenerativn´ımi gramaticky´mi syste´my.
Diplomova´ pra´ce soucˇasneˇ otev´ıra´ spoustu nevyrˇesˇeny´ch problematik nejen z teorie for-
ma´ln´ıch model˚u. Dalˇs´ı pra´ce nad teˇmito syste´my by se meˇla ty´kat forma´ln´ıho vymezen´ı
jazyk˚u, ktere´ syste´my doka´zˇ´ı zpracova´vat. Navrhovane´ syste´my take´ uvazˇuj´ı vsˇechny sve´
komponenty shodne´ho typu. Z prakticke´ho hlediska by mohlo by´t zaj´ımave´ kombinovat
naprˇ´ıklad za´sobn´ıkove´ a konecˇne´ automaty. U paraleln´ıch automatovy´ch syste´mu je vhodne´
take´ uvazˇovat jeho minima´ln´ı formu. Zavedene´ automatove´ syste´my jsou zcela novou pro-
blematikou, cˇ´ımzˇ nab´ız´ı spousty neprozkoumany´ch oblast´ı.
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