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This paper is the first in a series of three papers on the Young symmetrizers
for the spin representations of the symmetric group. In this opening paper, it is
shown that the projective analogue of the Young symmetrizer recently introduced
by Nazarov has a structure resembling the pq-form exhibited by the classical sym-
metrizer. In contrast to the classical case, our decomposition of the projective sym-
metrizer requires an additional intermediate factor x. This factor will be studied
in greater detail in the later papers. © 1998 Academic Press
INTRODUCTION
In the first decade of this century, Alfred Young [29] introduced the
concept of symmetrizers to describe the ordinary representations of the
symmetric group; in the same period, Issai Schur [24] initiated the study
into its projective representations. Recently, these classical theories have
been brought together by Nazarov in a remarkable paper [18] developing
the concept of a projective symmetrizer. The present series of papers is
based on the author’s Ph.D. thesis [9] and examines a natural structure
exhibited by these elements.
The first paper introduces the projective analogue of the classical Young
symmetrizer; it is proved that this element has a multiplicative structure
comparable with the pq-form observed by the ordinary symmetrizer.
However, an intermediate factor x is required in our decomposition of
the projective symmetrizer. The general results specify a “natural” expres-
sion for this additional element but, in practical circumstances, this object
is too complicated to analyse further, thus requiring an alternative method-
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ology to be developed in the later papers. This initial paper also provides
an opportunity to introduce our notation and terminology.
A more efficient construction of the projective symmetrizer is available
for certain classes of partitions. This alternative approach, discussed in the
second paper, yields a “compact” expression for the intermediate factor.
This compact element behaves in a more controlled manner than the nat-
ural expression and therefore supports further investigation.
The analysis of the projective symmetrizer continues in the third paper
where we consider the problem of describing the simplest expression for
the intermediate factor: a two-stage reduction procedure is presented to
simplify any given expression for x to this “reduced” form. In practical
instances, the evaluation of the reduced element is performed with the
symbolic computation package Maple; our results are contained in this final
paper and conclude the investigation into the symmetrizer.
The present paper begins with some preliminary material on the classical
representation theory of the symmetric group: in Section 1, some aspects of
the ordinary representation theory are discussed, including an alternative
description of the Young symmetrizer given by Cherednik [1]; Section 2
establishes the projective representation theory and contains relevant in-
formation on the so-called “spin” representations. The combinatorial and
algebraic ideas underlying the construction of our projective analogue of
the Young symmetrizer appear in the third section; this enables us, in the
following section, to concisely describe this construction. Section 5 exam-
ines projective analogues for the classical row symmetrizer p and column
antisymmetrizer q. The principal result (Theorem 6.5), proved in the fi-
nal section, establishes a decomposition for the projective symmetrizer re-
sembling the structure of the classical Young symmetrizer; this forms the
foundation for further developments in the subsequent papers.
1. YOUNG SYMMETRIZERS FOR THE SYMMETRIC GROUP
In this opening section, the classical theory of Young symmetrizers is
summarised. These objects were first described by Alfred Young [29] in
1901 and have a significant role in the representation theory of the sym-
metric group Sn over the complex field . In particular, the Young sym-
metrizers are primitive idempotents in the group algebra  Sn labelled by
partitions  ‘ n; they are used to realize the irreducible representations of
Sn as minimal left ideals in  Sn. The complete theory concerning Young
symmetrizers appears in many standard texts, for example Weyl [28]. Ad-
ditional references on the classical representation theory of the symmetric
group include the texts [8, 20].
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Let us recall that the symmetric group Sn is the group of all permuta-
tions on symbols 1; 2; : : : ; n with the operation being the composition of
mappings; here, we adopt the usual convention of multiplying permuta-
tions from right to left. It will be assumed that the reader is familiar with
the combinatorial ideas such as partitions, Young diagrams and standard
tableaux which are involved in the representation theory of the symmet-
ric group. Many different approachs have been adopted to construct the
irreducible representations of Sn over the field : their unifying feature is
the use of combinatorial techniques to associate an irreducible represen-
tation with each partition  ‘ n. The ordinary representation theory was
initially developed by Frobenius, but the greatest contribution to the early
material came from an independent approach by Young based on the study
of the group algebra  Sn and its idempotents. In the original work of
Young, the symmetrizers were constructed as summations; more recently,
Cherednik [1] has proposed a multiplicative description for these elements.
The original papers by Young have been published in his collected works
[30]; while Rutherford [21] has brought together this material in a modern
account of Young’s work.
Let us fix a partition  ‘ n and denote the number of standard -tableaux
by f. This integer specifies the degree of the irreducible representation
associated with the partition . There are two well-known formulae for
the number f: the determinantal formula [8] was known to Frobenius and
Young; the hook formula [3] was presented by Frame, Robinson, and Thrall
in 1954. Note that there is a standard tableau with canonical form: the row
tableau 3r is the -tableau obtained by inserting the symbols 1; 2; : : : ; n into
the Young diagram by rows. The rows and columns in this row tableau de-
scribe a natural pair of Young subgroups in Sn; specifically, the row stabilizer
R3r and the column stabilizer C3r are defined as the subgroups permuting
the symbols within each row (respectively, column) of the tableau 3r . The
row stabilizer R3r is a Young subgroup of type , while the subgroup C3r is
associated with the conjugate partition 0. Illustrating this with the example
 D 4; 2; 1, we have
3r D
1 2 3 4
5 6
7
while the corresponding row and column stabilizers are
R3r D S1;2;3;4  S5;6  S7; C3r D S1;5;7  S2;6  S3  S4:
Specify the row symmetrizer p and column antisymmetrizer q in the group
algebra  Sn by
p D
X
r2R3r
r; q D
X
c2C3r
sgnc  c:
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Then the Young symmetrizer e 2  Sn is defined by the formula
e D
f
n!
 p q: (1.1)
The present section describes only the basic facts in the theory of Young
symmetrizers and follows the concise approach appearing in [4, Sect. 4.2];
the interested reader is referred to this text for further details, see also
[28, Chap. IV]. The symmetrizer e is an idempotent in  Sn with right
multiplication by e specifying a projection operator from the regular rep-
resentation  Sn to an irreducible representation V of Sn. Furthermore,
every irreducible representation of Sn may be realized from some partition
 ‘ n in this manner: this result will be stated formally in Theorem 1.3.
First we present some preliminary results. For any partition  ‘ n, the sym-
metrizer e is a scalar multiple of a sum of certain permutations or their
negatives: the sum taken over all permutations that can be expressed as a
product r  c. In particular, e 6D 0 in the group algebra  Sn.
Lemma 1.1. (a) r  p D p  r D p for all r 2 R3r ;
(b) sgnc c  q D q  sgnc c D q for all c 2 C3r ;
(c) the Young symmetrizer e satisfies the property
r  e  sgnc c D e for all r 2 R3r ; c 2 C3r
and, up to scalar multiplication, is the unique element in  Sn obeying this
condition.
Lemma 1.2. (a) Suppose that    with respect to the lexicographic
ordering  on the partitions of n. Then p  x  q D 0 for all x 2  Sn; in
particular, e  e D 0.
(b) The element e  x  e is a scalar multiple of e for any x 2  Sn;
in particular, we have the equality e2 D e.
That is, the symmetrizers e  ‘ n are an orthogonal set of idempotents
in  Sn; the left ideals V D  Sn  e generated by these idempotents are
the subject of the next result.
Theorem 1.3. (a) V is an irreducible representation of Sn for each par-
tition  ‘ n.
(b) Suppose that  6D . Then the representations V and V are non-
isomorphic.
Since a distinct representation V is constructed for each partition  (con-
jugacy class in Sn) then they provide a complete set of irreducible repre-
sentations for the symmetric group.
This opening section concludes with a brief discussion about an alterna-
tive description for the classical symmetrizer presented by Cherednik [1].
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The original construction describes each Young symmetrizer e as a sum
involving certain permutations or their negatives; more recently, a multi-
plicative description for e was realized via principal series representations
of the degenerate affine Hecke algebra Hen; see [1]. In particular, each
symmetrizer can be constructed as the limiting value at a special point of a
rational function in a real variable v valued in  Sn; see Proposition 1.4.
This technique is called the fusion procedure.
We introduce some notation to describe the structure of the row tableau
3r . Let 3r denote the sequence of integers obtained by reading the
symbols down the columns in 3r from the left hand column to the right
hand column; furthermore, for each 2  j  n, define Ij as the subsequence
in 3r consisting of all entries i < j which occur before j in this column
sequence. Let us describe a collection of rational functions valued in the
group algebra  Sn. Suppose that u and u0 are real variables. Then for
any pair of integers 1  i < j  n, define the rational function i;j by
i;ju; u0 D 1C
i j
u− u0 ;
where 1 is the identity in  Sn and i j denotes the transposition of the
symbols i and j.
Suppose that there are l rows in the tableau 3r . Let v be a real variable
and assign a linear polynomial in v to each entry in 3r in the following
manner: for each 1  k  n, put
ukv D q− p C l − p v;
where k D 3rp; q. Here the integer q− p is known as the content of the
symbol k in 3r . These integers describe the diagonals in 3r : the leading
diagonal has symbols with zero content.
Now consider the rational function  in the variable v defined by
v D
f
n!

nY
jD2
 Y
i2Ij
i;juj; ui

: (1.2)
Note that the non-commuting factors i;j appearing in (1.2) are arranged
in the usual sense; that is, each product is written from left to right. The
Young symmetrizer e is realized as the limiting value of the function (1.2)
at v D 0; see [1, Theorem 1].
Proposition 1.4. The rational function v has a limit at the point
v D 0. This limiting value coincides with the Young symmetrizer e for each
partition  ‘ n.
In our example  D 4; 2; 1, the column sequence 3r D 1; 5; 7; 2; 6;
3; 4 determines subsequences I2 D 1, I3 D 1; 2, I4 D 1; 2; 3, I5 D 1,
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I6 D 1; 5; 2, and I7 D 1; 5. Thus
e4;2;1 D lim
v!0
35
7!
 1;22v C 1; 2v 1;32v C 2; 2v 2;32v C 2; 2v C 1
 1;42v C 3; 2v 2;42v C 3; 2v C 1 3;42v C 3; 2v C 2
 1;5v − 1; 2v 1;6v; 2v 5;6v; v − 1 2;6v; 2v C 1
 1;7−2; 2v 5;7−2; v − 1:
Remark. (a) In the special cases  D n and  D 1n, this approach
gives the expressions
en D
1
n!
nY
jD2
 j−1Y
iD1

1C i j
j − i

y e1n D
1
n!
nY
jD2
 j−1Y
iD1

1− i j
j − i

:
(b) The multiplicative description of the Young symmetrizer given in
Proposition 1.4 had been suggested by Jucys [10]; see also [11] by the same
author.
(c) The approach generalises to give a projective analogue of the
symmetrizer; see Section 4.
2. SPIN REPRESENTATIONS OF THE SYMMETRIC GROUP
The projective representation theory of the symmetric group was de-
veloped by Issai Schur at around the same time as Young’s work on the
ordinary representations. Schur had initially developed the general theory
of projective representations for finite groups in [22, 23], before describing
in his 1911 paper [24] all the basic details for the projective representa-
tions of the symmetric and alternating groups; these included a complete
description of the irreducible projective characters complementing the cor-
responding results known for the ordinary characters. A class of symmetric
functions introduced by Schur and subsequently called Schur Q-functions
play a fundamental role in his approach. In the 1960s, a series of papers
by Morris [13–15] presented an alternative approach using Clifford algebras
and the so-called spin representations of orthogonal groups. More recently,
methods developed by Nazarov [16] allow the explicit construction of every
irreducible projective representation of Sn.
In this second section, we summarise the classical results on the projec-
tive representations of the symmetric group Sn. An excellent account of the
projective representation theory is presented by Hoffman and Humphreys
[5], while the combinatorics underlying this theory are examined in the ex-
position by Stembridge [26]. In the remarkable paper [24] introducing the
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projective representations of the symmetric and alternating groups, Schur
computed the Schur multiplier MSn and gave presentations for the rep-
resentation groups of Sn.
Theorem 2.1 (Schur, 1911). The Schur multiplier for the symmetric
group Sn is
MSn D

1 for n  3y
2 for n  4:
Let QSn denote the group generated by the elements t1; t2; : : : ; tn−1 to-
gether with a central involution z subject to the relations
t2i D z; ti tiC13 D z; ti tj2 D z i− j  2
for all relevant i; j; and let OSn be the group generated by elements
t 01; t
0
2; : : : ; t
0
n−1 and a central involution z
0 where
t 0i
2 D 1; t 0i t 0iC13 D 1; t 0i t 0j 2 D z0 i− j  2:
Theorem 2.2 (Schur, 1911). For n  4, the groups QSn and OSn are repre-
sentation groups for the symmetric group Sn such that
(a) these groups are exactly the two non-isomorphic representation
groups of Sn for n 6D 6;
(b) when n D 6, QS6 D OS6 is the unique (up to isomorphism) representa-
tion group of S6.
Since the Schur multiplier MSn contains two cohomology classes for
n  4 then the ordinary representations P of the representation group QSn
(or OSn) split into two classes:
— P Pz D I, the ordinary (linear) representations of Sn;
— P Pz D −I, the so-called spin representations of Sn.
The spin representations are precisely those projective representations hav-
ing factor sets which are non-cohomologous with the identity.
The irreducible linear representations of Sn are parametrised by the par-
titions  ‘ n. There is a similar result for the spin representations of Sn in-
volving the special class of strict partitions: a partition  D 1; 2; : : : ; l
is strict if 1 > 2 >    > l > 0; that is,  has l D l distinct parts. Let
SPn denote the set of all strict partitions of the integer n.
Theorem 2.3 (Schur, 1911). For each strict partition  D 1; 2; : : : ;
l 2 SPn, there exists an irreducible spin representation P of Sn with degree
given by
2n−l=2  n!
1!2!    l!
 Y
1i<jl
i − j
i C j
;
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where x denotes the integer part of x. If n− l is even, this representation P
is self-associate; whereas if n − l is odd then the associate representation P
provides a second irreducible spin representation of Sn. Furthermore, ranging
over all  2 SPn, the representations
P n− l is even
} [ P; P n− l is odd}
are a complete set of inequivalent irreducible spin representations of the sym-
metric group Sn.
In 1988, Nazarov [16] established a technique for explicitly constructing
these irreducible spin representations by examining a representation group
Tn which is isomorphic to the group OSn introduced by Schur. The verifica-
tion of this construction is given in a subsequent paper [17].
This section concludes with one further result concerning the spin rep-
resentations of the symmetric group; this is a projective counterpart to the
well-known result in the ordinary theory. The degree of the irreducible rep-
resentation P is given by the formula
dimP D 2n−l=2  n;
where n denotes the number of standard shifted tableaux of shape .
The expression for the integer n appearing in Theorem 2.3 was known to
Schur in 1911; but more recently, an analogue [15, Theorem 2.1] of the
hook formula [3] gives an elegant calculation of this integer.
3. SOME PRELIMINARY IDEAS
This section presents the combinatorial and algebraic ideas involved in
the construction of the projective analogue for the Young symmetrizer re-
cently proposed by Nazarov in the remarkable paper [18]. The construction
itself will appear in the following section. Additional references for the ma-
terial in both these sections are contained in Nazarov’s paper.
The conventional approach towards the spin representations of the sym-
metric group using the “spin” groups introduced by Schur has been re-
viewed in the preceding section. However, Nazarov adopted an alternative
approach to study these representations which exploits a relationship be-
tween the irreducible spin representations of Sn and a certain collection
of irreducible projective representations for the hyperoctahedral group Cn.
In particular, the description of a covering group Dn for Cn naturally de-
scribes a twisted group algebra Mn, while a central involution  in the group
Dn plays a parallel role to the involution z in Schur’s classical theory. The
method adopted by Cherednik [1] to study the ordinary representations of
the symmetric group then generalises by introducing an analogue of the de-
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generate affine Hecke algebra corresponding to Dn; this object is called the
degenerate affine Sergeev algebra and denoted by Sen.
In the opening part of this section, we present the combinatorial ideas
required in the construction of the projective Young symmetrizer; these
concepts apply to strict partitions and are analogous to the classical objects
introduced by Young to develop the ordinary representation theory; see [8].
The standard reference for the following material is [12]. Let us fix a strict
partition  D 1; 2; : : : ; l 2 SPn.
Definition 3.1. The shifted Young diagram of shape  is the array of n
boxes into l rows with i boxes in the ith row 1  i  l such that each
row is shifted by one position to the right relative to the preceding row.
Definition 3.2. A shifted tableau of shape  is an array obtained by
inserting the symbols 1; 2; : : : ; n bijectively into the n boxes of the shifted
Young diagram for . Furthermore, a shifted tableau is said to be standard
if the symbols increase along each row (from left to right) and down each
column.
Let S denote the set of all standard shifted tableaux with shape ;
in particular, there are two distinguished standard tableaux in S having
special significance, namely
— the row tableau 3r created by inserting the symbols 1; 2; : : : ; n con-
secutively by rows into the shifted diagram, and
— the column tableau 3c where the symbols 1; 2; : : : ; n occur consec-
utively by columns.
Consider the example  D 4; 3; 1 where the row and column tableaux are
3r D
1 2 3 4
5 6 7
8
; 3c D
1 2 4 7
3 5 8
6
:
The description for the projective symmetrizer uses sequences obtained
from these special tableaux; however, we will present the following nota-
tion for an arbitrary standard tableau. Let 3 2 S be fixed and denote by
3 the sequence of integers obtained from this standard tableau by read-
ing the symbols along the rows from left to right ordered from the top row
to the bottom row; similarly, let 3 denote the sequence determined from
3 by reading the symbols down the columns taken from the left column to
the right column. For each integer 2  k  n, let Ak and A0k be the sub-
sequences of 3 consisting of all entries j < k which occur respectively
before and after k in this sequence. Similarly, let Bk and B
0
k denote the
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subsequences in 3 consisting of the entries j < k which occur respec-
tively before and after k in the column sequence. Furthermore, let ak; a
0
k
and bk; b
0
k be the lengths of the sequences Ak;A
0
k and Bk;B
0
k, respectively.
There is a bijection between the set of all shifted -tableaux and the
symmetric group Sn described in the following manner: given any shifted
tableau 3, we define w3 2 Sn by
w3 D

1 2    n
pn pn−1    p1

;
where p1; : : : ; pn denote the ordered entries in the column sequence 3;
that is, the element w3 is constructed in permutation list notation by re-
versing the column sequence 3. The remainder of this section now in-
troduces the algebraic objects employed in the realization of the projective
symmetrizer; specifically, we will describe a central 2-extension Dn for the
hyperoctahedral group Cn.
Definition 3.3. The hyperoctahedral group Cn is the group of signed
permutations on the symbols 1;2; : : : ;n; that is, permutations  with
the constraint −i D −i for all i.
The hyperoctahedral group can be viewed as the semi-direct product
Snnn2 , or equivalently as the wreath product 2 o Sn; the group Cn also
has an interpretation as the Weyl group for the root system of type Bn.
A detailed account describing the projective representations of this group
has been provided by Stembridge [27]. The Schur multiplier MCn for the
hyperoctahedral group was determined by Ihara and Yokonuma [6] in 1965.
Proposition 3.4.
MCn D
8><>:
2 for n D 2y
2  2 for n D 3y
2  2  2 for n  4:
Restricting consideration to the case n  4, the Schur multiplier is identi-
fied with the group of triples x; y; z where x; y; z 2 1; that is, the eight
cohomology classes for the projective representations of Cn n  4 are la-
belled by 1;1;1. In [18], Nazarov employed one particular class of
representations, labelled by C1;C1;−1 in the conventional theory [27],
by introducing a covering group Dn for the hyperoctahedral group; this is
constructed as a semi-direct product of the symmetric group and a Clifford
group.
We introduce the Clifford group Cln generated by the elements c1; : : : ; cn
and the central involution  subject to the relations
c2i D y cjci D  cicj j 6D i
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for all possible i and j. The symmetric group Sn acts on these Clifford gen-
erators c1; : : : ; cn via the permutation of their indices:   ci D ci   for
all  2 Sn. Let Dn denote the semi-direct product of the Clifford group
Cln by Sn under this action; then Dn is a covering group for a certain class
of projective representations of Cn. We will consider those representations
of Dn where the central involution  7! −I is represented faithfully. Let
us introduce the appropriate factor algebra Mn D Dn= D −1; this is
generated as a -algebra by elements c1; : : : ; cn subject to the above rela-
tions with  D −1 and elements s1; : : : ; sn−1 obeying the standard relations
for the symmetric group Sn together with the relations imposed by the semi-
direct product structure; see Lemma 4.1. Similarly, we construct an algebra
from the Clifford group: define the Clifford algebra Zn D Cln= D −1
as the -algebra generated by the elements c1; : : : ; cn where  D −1. Note
that the algebra Zn has dimension 2n with a natural -basis C given by
ci1ci2    cip
 1  i1 < i2 <    < ip  n}:
The irreducible representations  of the group Dn such that  D −I
were parametrised in [27] by the pairs ;  where  2 SPn and  D
1l. An explicit construction of these representations presented in [18,
Sect. 1] utilises the irreducible spin representations of the symmetric group;
in particular, the irreducible representations ; are determined from the
spin representations by specializing a general theorem given in [2] for the
irreducible representations of the semi-direct product of finite groups. This
relationship between these two families of representations provides the ba-
sis for employing this approach to investigate the projective representations
of the symmetric group.
This preliminary section is now completed by introducing the fundamen-
tal object underlying Nazarov’s construction; namely, the degenerate affine
Sergeev algebra Sen. This is an analogue for the group Dn of the degenerate
affine Hecke algebra Hen ; see [1].
Definition 3.5. The degenerate affine Sergeev algebra Sen is the associa-
tive algebra with identity generated over Mn by pairwise-commuting ele-
ments x1; : : : ; xn subject to the relations
xisi − sixiC1 D −1− ciciC1y xici D −cixiy
xiC1si − sixi D 1− ciciC1y xjci D cixj j 6D iy
xjsi D sixj j 6D i; iC 1:
The technique used by Cherednik to obtain the multiplicative description
for the classical symmetrizer has been generalised in [18]: a projective ana-
logue for the Young symmetrizer is determined by investigating the princi-
pal series representations of the Sergeev algebra Sen relative to its maximal
commutative subalgebra  x1; : : : ; xn.
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4. THE PROJECTIVE ANALOGUE FOR THE YOUNG
SYMMETRIZER
In the opening section, we described a multiplicative presentation for the
Young symmetrizer realized by Cherednik in [1] via the principal series rep-
resentations for the degenerate affine Hecke algebra Hen. This approach
to the symmetrizer has been generalised in the remarkable paper “Young’s
symmetrizers for projective representations of the symmetric group” [18]. The
construction of this projective analogue for the classical symmetrizer is con-
cisely described in the present section; the reader is referred to Nazarov’s
paper [18] for further details, including proofs for the stated results; see
also [19].
An element  3 2 Mn will be constructed for each standard shifted
tableau 3 2 S as the limiting value of a certain function; note that the
limiting procedure is technical and determines a complicated expression
restricting further analysis. We give special attention to the element  3r
associated with the row tableau 3r since it has a crucial role in the de-
scription of the projective symmetrizer v 2 Mn. It is conjectured that this
symmetrizer is an idempotent; this result has been verified for the special
class of one-part partitions  D n. The first result gives a presentation
for the twisted group algebra Mn defined in Section 3.
Lemma 4.1. The algebra Mn is an associative algebra with identity gener-
ated over  by the elements s1; : : : ; sn−1 and c1; : : : ; cn subject to the following
relations. First, the symmetric group relations
s2i D 1; sisiC13 D 1; sisj2 D 1 i− j  2
on the generators s1; : : : ; sn−1. Second, the elements c1; : : : ; cn satisfy the Clif-
ford relations
c2i D −1; cjci D −cicj j 6D i:
Finally, there is the semi-direct action
sici D ciC1si; siciC1 D cisi; sicj D cjsi j 6D i; iC 1:
Proof. This presentation follows immediately from the definition.
Suppose that u and u0 are real numbers with u u0 6D 0. For any integer
1  k  n− 1, define the element  ku; u0 2Mn by
 ku; u0 D sk C
1
u− u0 −
ckckC1
uC u0 :
Each element will be actually considered as a rational function of the real
variables u; u0 valued in the algebra Mn. This collection of elements satisfy
some special relations.
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Lemma 4.2. The rational functions  ku; u0 obey the relations
 ku; u0 ku0; u D 1−
1
u− u02 −
1
uC u02 y
 ku; u0 lv; v0 D  lv; v0 ku; u0; k− l  2y
 ku; u0 kC1u00; u0 ku00; u D  kC1u00; u ku00; u0 kC1u; u0
for all relevant k; l. Furthermore, for each 1  k  n− 1, we have the equality
 ku; u02 D
2
u− u0  ku; u
0 C

1− 1u− u02 −
1
uC u02

:
Proof. These relations are established in [18] using Lemmas 4.4 and 4.5
in that paper.
Consider the following condition on the pair u; u0:
1
uC u02 C
1
u− u02 D 1: (4.1)
This constraint (equivalent to the equality (4.11) in [18]) will be referred to
as the idempotent condition on u; u0 in view of the following consequence
of Lemma 4.2.
Lemma 4.3. (a) Suppose that u; u0 satisfies the condition (4.1) with
u  u0 6D 0. Then the element  ku; u0 is an idempotent in the algebra Mn
up to some scalar factor, namely
 ku; u02 D
2
u− u0  ku; u
0:
(b) Suppose that u; u0 does not satisfy 4:1 and u  u0 6D 0 then
 ku; u0 is invertible; in particular
 ku; u0−1 D

1− 1u− u02 −
1
uC u02
−1
  ku0; u:
Next, let us examine the product  ku; u0 kC1u00; u0 ku00; u on the
left hand side of the third relation in Lemma 4.2. This element can be
regarded as a function of the variables u; u0 and u00; it is well-defined only
if u u0u u00u0  u00 6D 0. Furthermore, on restriction to u; u0; u00
such that the pair u; u0 satisfies the idempotent condition (4.1) then the
limit exists at u00 D u0; before stating this result formally, we present some
additional notation. Suppose that u u0 6D 0. Then for any integer 1  k 
n− 2, define ku; u0 2Mn as
 ku; u0 skC1  ku0; u
C  ku; u0

− 1u− u02 C
ckckC1
uC u02 C
ckC1ckC2
u2 − u02 C
ckC2ck
u2 − u02

:
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As with  ku; u0, the above expression is considered as a function on u; u0
valued in Mn.
Lemma 4.4. Suppose that u; u0 satisfies the equality (4.1) where u 
u0 6D 0. Then the product  ku; u0 kC1u00; u0 ku00; u has a limit at u00 D
u0 equal to the value ku; u0.
Proof. See Lemma 5.1 in [18].
Given an l-tuple r of auxiliary real parameters r D r1; : : : ; rl with
each ri 2 0; 1, define vi; j to be j − iC ri and let
ui; j D
q
vi; jvi; j C 1:
Now create a shifted array of shape  with real entries by placing the
expression ui; j in the i; j-position of the array. Consider two adjacent
entries u D ui; j and u0 D ui; j C 1 in some row of this array. Then
vi; j C 1 − vi; j D 1 and thus the pair u; u0 satisfies (4.1); furthermore,
we have uu0 6D 0. Now consider arbitrary entries ui; j and ui0; j0: since
the contents j − i and j0 − i0 are non-negative integers with 0  ri; ri0 < 1,
it follows that
ui; j2 − ui0; j02 D 0 , j − i D j0 − i0 and ri D ri0 : (4.2)
We assign a function  3r with each standard shifted tableau 3 of shape
: let 3 2 S be fixed and define
 3r D
nY
kD2
 bkY
pD1
 k−puk; uBkp

; (4.3)
where uk D ui; j for k D 3i; j. This element is regarded as a function
of the l-tuple r; it is well-defined provided that the components ri 2 r are
all distinct, since condition (4.2) then shows that uk uk0 6D 0 for all k 6D k0.
It is natural to introduce the set of degenerate vectors
1 D r1; : : : ; rl  ri D rj for some i 6D jy 0  ri < 1}:
Employing this notation, the element  3r is well-defined for all r 62 1;
meanwhile, Nazarov has demonstrated that this function does not have any
singularities within the set 1. This continuation of the function  3r onto
the set 1 is called the fusion procedure.
Theorem 4.5 [18, Theorem 5.6]. The function  3r has a non-zero
limit at each r 2 1.
The limiting procedure presented in Nazarov’s constructive proof real-
izes a complicated expression for each limit; a complete description of this
procedure appears in [18].
640 andrew r. jones
Theorem 4.5 is only required at the point r D 0; in particular, define the
element  3 2 Mn as the limiting value of  3r at this special point. The
collection of elements  3 3 2 S play a principal role in Nazarov’s paper.
We will give special attention to the element  3r 2Mn associated with the
row tableau 3r since this expression is fundamental to the construction
of our projective symmetrizer. The limiting values of the scalars ui; j at
r D 0 are denoted by u0i; j D
pj − ij − iC 1 ; note that each value
only depends on the content j − i of the position i; j in the array.
In the special case  D n, there exists only one standard tableau, namely
the row tableau and the appropriate limit can be evaluated immediately
giving
 3r D
nY
kD2
 k−1Y
jD1
 k−j
q
k− 1k;
q
j − 1j

: (4.4)
Unfortunately, the limiting procedure for general partitions is substantially
more complicated than the simple technique used here; although an explicit
expression for any  3 3 2 S can always be obtained via the construction
given in [18]. For example, the elements  3r and  3c associated with the
row and column tableaux, respectively, for  D 4; 3; 1 are given by
 3c D
p
2
2
 1
p
2; 0 3
p
6; 0 4
p
2; 0 2
p
6;
p
2 4
p
2; 0
  30;
p
6 1
p
2; 0 6
p
12; 0 5
p
12;
p
2 7
p
6; 0
  6
p
6;
p
2 4
p
12;
p
6 3
p
6; 0 2
p
6;
p
2 1
p
6; 0
  4
p
12; 0 3
p
12;
p
2 2
p
12; 0 5
p
6; 0y
 3r D
9
2
  40;
p
12 30;
p
6 5
p
2;
p
12 70;
p
6 60;
p
12   3c :
This example clearly illustrates that elaborate patterns can appear in the ex-
pressions for these elements; this complexity restricts further analysis even
for some elementary partitions. In the second paper of this series, we will
present an alternative procedure for dealing with the singular factors in the
function  3r r when  has a special form; the expression for  3r given by
this new approach is both easier to compute and it illustrates a natural gen-
eralisation of the pq-structure for the classical Young symmetrizer. The
following results appear in [18] as Proposition 5.7 (the special case 3 D 3r
in the limit r ! 0) and Theorem 6.3, respectively.
Proposition 4.6. Suppose that k D 3ri; j and k C 1 D 3ri; j C 1
occupy the same row in the tableau 3r . Then  kuk; ukC1   3r D 0.
Proposition 4.7. Suppose that k D 3ci; j and k C 1 D 3ci C 1; j
occupy the same column in the tableau 3c . Then  kuk; ukC1  3c D 0 and
 3c   n−kuk; ukC1 D 0.
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This is an appropriate point to outline the significance of the row element
 3r in the representation theory of the degenerate affine Sergeev algebra
Sen; see [18, Sect. 7]. Given any  2 SPn, define V D Mn   3r as the
left ideal in Mn generated by the element  3r . This ideal forms an Sen-
submodule in a certain principal series representation of the algebra Sen.
The space V is reducible as a module for the subalgebra Mn  Sen; its
decomposition into irreducible components of type ; is described by the
next result.
Theorem 4.8 [18, Theorem 8.3]. The representation of the group Dn in
V decomposes as
V D
(
2 l2 copies of ;1 if l is eveny
2 l−12 copies of ;1  ;−1 if l is odd:
The section now concludes with a description for a projective analogue
v of the classical symmetrizer. This analogue is known to be idempotent
in the special case  D n; this result is conjectured for any strict partition
. The next definition first appeared in [18].
Definition 4.9. For any  2 SPn, define the projective symmetrizer
v 2Mn by
v D
n
n!
  3r w−13r ;
where n denotes the number of standard shifted tableaux with shape .
Since the element  3r can be expanded as a sum with leading term w3r
then
v D
n
n!
C X
2Snn1
c   (4.5)
for some c 2 Zn. In the example  D n, the symmetrizer vn can be
described explicitly as
vn D
1
n!

nY
kD2
 k−1Y
jD1

1C j k
uk − uj
− cjck j k
uk C uj

;
where, in this special instance, the scalars are given by ul D
p
l l − 1 for
each 1  l  n. Returning to the general case, let Z denote the subalge-
bra in Zn generated by the Clifford elements c3r1;1; : : : ; c3rl;l corre-
sponding to the leading diagonal in the row tableau. The next theorem has
been established in [18].
Theorem 4.10 [18, Theorem 9.2]. Given any  2 SPn, the symmetrizer
v satisfies the equality v
2
 D z v for some non-zero element z 2 Z.
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In the special case  D n, this result can be strengthened:
Corollary 4.11 [18, Corollary 9.3] The symmetrizer vn is an idempo-
tent in Mn.
Furthermore, it is conjectured that the equality z D 1 is satisfied for any
strict partition . The final result on the projective symmetrizer v in this
section should be compared with Proposition 4.6 and Proposition 4.7 for
the elements  3r and  3c , respectively.
Theorem 4.12. (a) Suppose that k D 3ri; j and kC 1 D 3ri; j C 1
are adjacent entries in the same row of the tableau 3r . Then
k kC 1 − 1
ukC1 − uk
− ckckC1
ukC1 C uk

 v D 0:
(b) Suppose that k D 3ri; j and l D 3ri C 1; j are adjacent entries
in the same column of the tableau 3r . Then
v 

k l C 1
uk − ul
C ckcl
uk C ul

D 0:
Proof. See Theorem 9.5 in [18].
This result implies that the symmetrizer v is divisible by certain elements
in Mn: an idea developed formally in Section 6. It will provide a decom-
position for v analogous to the pq-structure of the Young symmetrizer.
This description gives an alternative construction with the advantage that
the element should be easier to determine as a combinatorial object.
5. THE ELEMENTS P3r AND Q3r
The construction for the projective symmetrizer v presented in the pre-
ceding section involves some technical concepts; the element  3r is realized
by an elaborate limiting procedure and the resulting complicated expression
for v generally prohibits further analysis of the problem. Therefore, the
natural idea is to inquire whether the pq-structure exhibited by the Young
symmetrizer has any generalisation to the projective case; this question will
be answered in the remaining sections by a decomposition of the element
v into a standard form resembling the classical structure. In this section,
we introduce elements P3r and Q3r in the algebra Mn regarded as projec-
tive analogues of the row symmetrizer p and column antisymmetrizer q,
respectively. It is proved that these elements are idempotents up to certain
integer scalars; this fundamental result demonstrates an obvious analogy
with the classical situation.
We begin this section by describing a family of elements in the algebra
Mn behaving in a similar manner to the elements  ku; u0 considered in
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Section 4. These new elements are labelled by pairs of collinear entries or
cocolumnar entries in the row tableau 3r and have a fundamental role in
our subsequent investigation into the structure of the symmetrizer v. In
particular, let us suppose that the symbols j and k appear in the same row
or the same column in 3r . Then uk  uj 6D 0 and we may introduce the
element k; j 2Mn by
k; j D 1C j k
uk − uj
− cjck j k
uk C uj
:
In the remaining analysis, we take the limiting values for the scalars u1; : : : ;
un described in Section 4 since the elements k; j are employed subse-
quent to the realization of the limit r ! 0 ; this has particular significance
for the -terms associated with cocolumnar entries.
The -terms have a close relationship with the  -terms examined in
the preceding section; indeed, the element k; j on any adjacent pair
of symbols in 3r can be expressed in the established notation using the
following equalities.
Lemma 5.1. (a) Suppose that k and k C 1 are adjacent entries in the
same row of 3r . Then
kC 1; k D  kukC1; uk  sky k; kC 1 D sk   kuk; ukC1:
(b) Suppose that j < k are adjacent entries in the same column of 3r .
Then
k; j D w3r sp   puk; ujw−13r y j; k D w3r  puj; uk  spw−13r ;
where the integer p is given by w3r p D k.
Proof. The equalities in (a) follow directly from the definitions; the re-
sults in (b) are less obvious and use a property of the permutation w3r .
Since the symbols j and k are adjacent in the column sequence 3r then
k D w3r p and j D w3r p C 1 for some positional integer p; the stated
correspondences follow.
The correspondence described in Lemma 5.1 is reflected in the next re-
sult; cf. Lemma 4.2.
Lemma 5.2. The elements k; j obey the following relations in the alge-
bra Mn,
k; jj; k D 1− 1uk − uj2
− 1uk C uj2
y
k; jk0; j0 D k0; j0k; j; if j; k; j0; k0 are distincty
i; jk; jk; i D k; ik; ji; j; if i; j; k are distinct
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for all relevant values of the arguments. Furthermore, there is the equality
k; j2 D 2k; j −

1− 1uk − uj2
− 1uk C uj2

:
Proof. These relations are obtained by a straightforward calculation; see
[9, Lemma 4.1.3].
It is known that the element  ku; u0 is either invertible or idempotent
(up to a scalar multiple) depending on the real-valued arguments u and
u0; see Lemma 4.3. A parallel result for the elements k; j is stated as a
consequence of Lemma 5.2.
Lemma 5.3. (a) Suppose that the entries j and k occupy adjacent posi-
tions in some row or column of 3r . Then k; j is idempotent up to a scalar:
k; j2 D 2k; j.
(b) Suppose that the entries j and k are not adjacent within some row
or column of 3r . Then k; j is invertible in the algebra Mn; its inverse is
given by
k; j−1 D

1− 1uk − uj2
− 1uk C uj2
−1
j; k:
Proof. (a) Since the symbols j and k are adjacent within some row or
column of 3r then the pair of scalars uj; uk satisfies the idempotent condi-
tion (4.1) and the stated result follows from the last equality in Lemma 5.2.
(b) Here the pair uj; uk does not satisfy the idempotent condition and
the first relation in Lemma 5.2 gives the required result.
Note that Lemma 5.3(a) follows since the scalars u1; : : : ; un are consid-
ered in the limit r ! 0. Indeed any pair uj; uk corresponding to adjacent
column entries only satisfies the equality (4.1) on these limiting values, al-
though (4.1) is obeyed by adjacent row symbols for any non-limiting scalars
as well.
Next we will introduce two elements in the algebra Mn appearing in
our decomposition of the symmetrizer v. These are defined for any strict
partition  D 1; 2; : : : ; l 2 SPn.
Definition 5.4. (a) Define the row element P3r 2 Mn as the product
P1 P2    Pl where
Pi D
iCi−1Y
jDiC1
 j−1Y
j0Di

(
3ri; j; 3ri; j0
for each row index 1  i  l.
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(b) Define the column element Q3r 2Mn as the product Q1Q2    Ql0
where l0 D 1 and
Qj D
0jY
iD2
 i−1Y
i0D1

(
3ri; j; 3ri0; j
for each column index 1  j  l0; here the integer 0j is the height of column
j in 3r .
Remark. Since the -terms are generally non-commutative then the or-
dering within these products is significant: unless stated otherwise, our no-
tation will assume the usual convention for ordering factors; that is, each
product is written from left to right. There are instances when a reversed
ordering is indicated by a reversal in the product indices.
This definition is illustrated with an elementary example: the row tableau
for the partition  D 4; 3; 1 has been constructed in Section 3 and gives
elements
P3r D 2; 13; 13; 24; 14; 24; 3
6; 57; 57; 6y
Q3r D 5; 26; 38; 38; 67; 4:
The subsequent results will demonstrate that the elements P3r and Q3r in
the algebra Mn may be considered as projective analogues for the classical
elements p and q, respectively in the group algebra  Sn. We proceed by
using the relations in Lemma 5.2 to obtain alternative descriptions for the
projective elements; meanwhile, some quite elementary results established
below have crucial significance in several aspects of the later analysis.
Let  D 1; 2; : : : ; l 2 SPn be fixed. Note that the components
P1; : : : ; Pl in the row element P3r are pairwise commutative, since any two
products Pi and Pj i 6D j are determined by different rows in 3r with
their factors evaluated on disjoint sets of symbols. The column components
Q1; : : : ;Ql0 in Q3r are pairwise commutative by the same reasoning. Some
alternative presentations for the elements P3r and Q3r are given by taking
different orderings within these components Pi and Qj . Here it will be
convenient to adopt some generalised notation to describe the rows and
columns in the tableau 3r . Let ri 1  i  l and cj 1  j  l0 respectively
denote row i and column j in 3r ; the m entries in any given row or column
are denoted by a1; a2; : : : ; am in accordance with the graphical presentation
riD a1 a2    am or cj D
a1
a2
:::
am
:
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Consider a fixed row ri in 3r with the component Pi in the row element
P3r given by
Pi D
mY
kD2
 k−1Y
k0D1
ak; ak0 

: (5.1)
The next result proposes equivalent expressions for this component.
Lemma 5.5. The component Pi associated with row ri in 3r has the alter-
native descriptions:
Pi D
m−1Y
k0D1
 mY
kDk0C1
ak; ak0 

y (5.2)
Pi D
2Y
kDm
 1Y
k0Dk−1
ak; ak0 

: (5.3)
Proof. These equalities are verified by induction on the number m of
entries in the row ri. Clearly the result holds when m D 2 since the expres-
sions in (5.1), (5.2), and (5.3) determine Pi equivalently as the single factor
a2; a1. Let us assume the alternative descriptions on any row with length
m− 1; we will obtain the formulae (5.2) and (5.3) for the row ri separately.
(a) Deleting the entry am in row ri creates a row with length m− 1;
the inductive hypothesis then enables the component Pi to be expressed as
m−2Y
k0D1
 m−1Y
kDk0C1
ak; ak0 


m−1Y
k0D1
am; ak0 :
The factor am; a1 commutes with each term ak; ak0  where 2  k0 <
k  m− 1 by the second relation in Lemma 5.2 giving
mY
kD2
ak; a1 
m−2Y
k0D2
 m−1Y
kDk0C1
ak; ak0 


m−1Y
k0D2
am; ak0 :
Repeating this procedure on each factor in the final product yields the
expression (5.2).
(b) In the second instance, the induction hypothesis gives the element
Pi as
2Y
kDm−1
 1Y
k0Dk−1
ak; ak0 


m−1Y
k0D1
am; ak0 :
Each factor in the double product on the left can be transferred across
the right hand product by the second and third relations in Lemma 5.2.
For instance, translating the term a2; a1 interchanges the factors
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am; a1 and am; a2 in the latter product. This procedure can be for-
mally described by placing the second arguments in the factors of the
right hand product into a sequence; initially the product is represented by
a1; a2; : : : ; am−1. On transferring the a2; a1 term through the product,
this sequence is modified to a2; a1; a3; : : : ; am−1. The next step moving
a3; a1 interchanges the entries a1 and a3. This procedure continues for
each factor in the double product: it is observed that the sequence is ulti-
mately reversed to am−1; : : : ; a1; thus the ordering of factors is reversed
giving the expression (5.3).
The preceding result can be reformulated for any column component
Qj since its factors behave in precisely the same manner as those in the
component Pi . Specifically, let us now fix a column cj in the tableau 3r de-
scribing its m entries using the standardised notation; then the component
Qj in the column element Q3r is given by
Qj D
mY
kD2
 k−1Y
k0D1
ak; ak0 

: (5.4)
This description is identical to (5.1) for the row component Pi although ob-
viously these expressions are defined on different sets of entries a1; : : : ;
am. Thus Lemma 5.5 has an immediate counterpart giving some alterna-
tive presentations for the column element Q3r .
Lemma 5.6. The component Qj associated with column cj in 3r has al-
ternative descriptions
Qj D
m−1Y
k0D1
 mY
kDk0C1
ak; ak0 

y Qj D
2Y
kDm
 1Y
k0Dk−1
ak; ak0 

:
The next result has similarities with Theorem 4.12 for the projective sym-
metrizer v.
Proposition 5.7. (a) Suppose that kD3ri; j and kC 1D3ri; j C 1
are adjacent entries within some row in 3r . Then
i

k kC 1 − 1
ukC1 − uk
− ckckC1
ukC1 C uk

 P3r D 0y
ii P3r 

k kC 1 − 1
ukC1 − uk
C ckckC1
ukC1 C uk

D 0:
(b) Suppose that k D 3ri; j and l D 3ri C 1; j are adjacent entries
within some column in 3r . Then
i

k l C 1
uk − ul
− ckcl
uk C ul

Q3r D 0y
ii Q3r 

k l C 1
uk − ul
C ckcl
uk C ul

D 0:
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Proof. (a) Using the relations in Lemma 5.2, the element P3r can take
either of the forms
P3r D kC 1; k  P 0; P3r D P 00 kC 1; k (5.5)
for some elements P 0; P 00 2 Mn. Since k and k C 1 are adjacent entries
in 3r then ukC1; uk satisfies the condition (4.1); therefore k C 1; k 
k; kC 1 D k; kC 1 kC 1; k D 0. From the descriptions in (5.5),
it then follows that
k; kC 1  P3r D 0; P3r k; kC 1 D 0:
The stated equalities are given via an appropriate multiplication by the
transposition k kC 1.
(b) The parallel results for the column element Q3r are verified in
exactly the same manner, since the product Q3r can be written in either of
the forms
Q3r D l; k Q0; Q3r D Q00 l; k (5.6)
for certain elements Q0;Q00 2 Mn where the scalars ul; uk satisfy condi-
tion (4.1).
Proposition 5.7 in this form should be compared with Theorem 4.12 for
the projective symmetrizer v; this similarity will be exploited in Section 6
to prove that the symmetrizer is divisible by the elements P3r and Q3r . Be-
fore we proceed any further in the present section, it will be useful to give
an alternative interpretation of the results in Proposition 5.7. An equiva-
lent statement of the result appears below; here we observe comparisons
with Lemma 1.1 in the classical case. This justifies our claim that the ele-
ments P3r and Q3r are projective analogues of the row symmetrizer p and
column antisymmetrizer q in the algebra  Sn.
Corollary 5.8. (a) Suppose that k and k C 1 are adjacent entries
within a row in 3r . Then
i k kC 1  P3r D

1
ukC1 − uk
C ckckC1
ukC1 C uk

 P3r y
ii P3r  k kC 1 D P3r 

1
ukC1 − uk
− ckckC1
ukC1 C uk

:
(b) Suppose that k < l are adjacent entries in the same column in 3r .
Then
i k l Q3r D

− 1
uk − ul
C ckcl
uk C ul

Q3r y
ii Q3r  k l D Q3r 

− 1
uk − ul
− ckcl
uk C ul

:
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The elementary nature of Corollary 5.8 conceals a powerful result: it is
fundamental in both the theoretical developments contained in the present
paper and in the more practical aspects of the investigation discussed in
the final paper of this series.
The remainder of this section establishes that the projective elements P3r
and Q3r are idempotents in Mn up to certain integer scalars. This result will
be stated as Theorem 5.12; it utilises a collection of equalities generated
by two preliminary lemmata. We describe the rows and columns in the row
tableau 3r using the standardised notation presented earlier; in particular,
the symbols a1; : : : ; am denote the entries in a given row or column of 3r .
The following preliminary result will be required in the subsequent proofs.
Lemma 5.9. Let 1  r; s  m be integers with s  r C 2. For each 1 
k < s − 1, we have
1
uar − uas−1
C cakcas−1
uar C uas−1

1
uar − uas
C cas−1cas
uar C uas

C

1
uar − uas
C cakcas
uar C uas

1
uas−1 − uas
− cakcas−1
uas−1 C uas

D

1
uas−1 − uas
C cas−1cas
uas−1 C uas

1
uar − uas−1
C cakcas
uar C uas−1

:
Proof. Each equality is verified by expanding both sides and collecting
the terms.
The next result describes a collection of elements in the algebra Mn pre-
serving P3r under left multiplication; here the symbols a1; : : : ; am denote
the entries in a fixed row in 3r .
Lemma 5.10. The row element P3r is invariant under left multiplication by
the element
s−1Y
kDrC1

1−

1
uar − uak
C car cak
uar C uak

ar ak



− 1
uar − uas
− car cas
uar C uas

ar as (5.7)
for any choice of integers 1  r < s  m.
Proof. We expand the product appearing in (5.7) by distributing this
product over the sums in its s − r − 1 factors via expansions of the type
1 − m1 − m D 1 − m − m C mm for m;m 2 Mn. Thus the
element (5.7) can be expressed as a summation with 2s−r−1 terms labelled
by the subsets of arC1; : : : ; as−1. Let us describe the summand labelled
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by the subset k1; k2; : : : ; kp for some 0  p  s− r − 1. Put k0 D ar and
kpC1 D as with
k0 < arC1  k1 < k2 <    < kp  as−1 < kpC1:
Then the corresponding summand in the expansion of (5.7) is
−1pC1 
pC1Y
iD1

1
uk0 − uki
C ck0cki
uk0 C uki

k0 ki

D−1pC1 
pC1Y
iD1

1
uk0 − uki
C cki−1cki
uk0 C uki

 k0 k1k0 k2    k0 kpC1:
Note that the product of the transpositions can be expressed as the cycle
k0 kpC1 kp    k1. Meanwhile, for each index 1  i  p, we write ki D
aji for some r C 1  ji  s − 1 and denote the entry ajiC1 by kCi . Then
the permutation k0 kpC1 kp    k1 can be decomposed into the adjacent
transpositions
as−1 asas−2 as−1    ar arC1
 arC1 arC2    dk1 kC1     dkp kCp    as−1 as;
where dki kCi  indicates the omission of each transposition ki kCi  from
the product.
Since each transposition in this decomposition permutes adjacent en-
tries within our row in 3r then Corollary 5.8 provides the equality
k0 kpC1 kp    k1  P3r D N!  P3r where
N! D
rC1Y
jDs−1
aj 6Dk1;:::;kp

1
uajC1 − uaj
C
ckaj 
caj
uajC1 C uaj


s−1Y
jDr

1
uajC1 − uaj
C
caj cas
uajC1 C uaj

y
here aj denotes the number of entries in k1; : : : ; kp which precede
the symbol aj in the row of 3r . There are s − r − p− 1 factors in the first
product while the second component contains s− r factors; this gives a total
of 2s − r − p C 1 factors in the expression N!. Let us extract a −1
term from each of these factors noting the identity 2s − r − p C 1 
pC 1 mod 2.
Given any k1; k2; : : : ; kp  arC1; : : : ; as−1 with arC1  k1 < k2 <
   < kp  as−1 then define l1; l2; : : : ; lq as the complement arC1; : : : ;
as−1 n k1; k2; : : : ; kp where
arC1  l1 < l2 <    < lq  as−1:
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Note that pC q D s − r − 1. Using this notation, the expression N! can be
rewritten as
N! D −1pC1 
1Y
iDq

1
uli − ulCi
−
ckli
cli
uli C ulCi
 s−1Y
jDr

1
uaj − uajC1
−
caj cas
uaj C uajC1

:
Thus left multiplication of P3r by the summand in (5.7) labelled by the
subset k1; : : : ; kp is described by
pC1Y
iD1

1
uk0 − uki
C cki−1cki
uk0 C uki
 1Y
iDq

1
uli − ulCi
−
ckli
cli
uli C ulCi

   P3r ; (5.8)
where
 D
s−1Y
jDr

1
uaj − uajC1
−
caj cas
uaj C uajC1

:
The action of (5.7) on the element P3r is therefore obtained by sum-
ming the expressions (5.8) over all subsets k1; : : : ; kp  arC1; : : : ; as−1.
These subsets partition into two classes according to the criterion: (a) kp D
as−1 or (b) kp < as−1. Furthermore, the subsets in (a) and (b) are in one-to-
one correspondence: if k1; : : : ; kp is in class (b) then k1; : : : ; kp; as−1
belongs to (a); while the complements in arC1; : : : ; as−1 are given by
l1; : : : ; lq; as−1 and l1; : : : ; lq, respectively. In this manner, the sum-
mation over subsets of arC1; : : : ; as−1 can be reduced to a summation
over all subsets k1; : : : ; kp  arC1; : : : ; as−2; specifically, let us con-
struct the summation of the expressions (5.8) over the restricted subsets
with the symbol as−1 first appended to the k-set and then appended to the
l-set.
Each combined summand can be written explicitly as
pY
iD1

1
uk0 − uki
C cki−1cki
uk0 C uki

  
1Y
iDq
 
1
uli − ulCi
−
ckli
cli
uli C ulCi
!
   P3r ;
where  denotes the expression
1
uk0 − uas−1
C
ckpcas−1
uk0 C uas−1

1
uk0 − uas
C cas−1cas
uk0 C uas

C

1
uk0 − uas
C
ckpcas
uk0 C uas

1
uas−1 − uas
−
ckpcas−1
uas−1 C uas

:
Putting ak D kp in the identity in Lemma 5.9 gives
 D

1
uas−1 − uas
C cas−1cas
uas−1 C uas

1
uk0 − uas−1
C
ckpcas
uk0 C uas−1

y
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here the first term commutes with the preceding factors in the above sum-
mand, while the remaining terms in this summand coincide with the expres-
sion (5.8) on the restricted subset k1; : : : ; kp  arC1; : : : ; as−2. Thus
the summation is restricted to the smaller indexing set.
This procedure can be performed recursively for kp < as−2; kp < as−3;
etc.; in this manner, the action of the element (5.7) on P3r simplifies to the
expression
rY
jDs−1

1
uaj − uajC1
C
caj cas
uaj C uajC1


s−1Y
jDr

1
uaj − uajC1
−
caj cas
uaj C uajC1

 P3r : (5.9)
Meanwhile, for each r  j  s − 1, the pair uaj ; uajC1 satisfies the idem-
potent condition (4.1); as a consequence, it can be shown that
1
uaj − uajC1
C
caj cas
uaj C uajC1

1
uaj − uajC1
−
caj cas
uaj C uajC1

D 1:
Hence the expression (5.9) coincides with the element P3r .
Lemma 5.10 can be reformulated for the column element Q3r since the
substitutions
aj ajC1 7−!

1
uajC1 − uaj
C
caj cajC1
uajC1 C uaj

performed in the above proof are valid for the element Q3r as well; here
the symbols a1; : : : ; am now denote the entries in a fixed column of 3r .
This result provides a collection of expressions preserving Q3r under left
multiplication.
Lemma 5.11. The column element Q3r is invariant under left multiplica-
tion by the element
s−1Y
kDrC1

1−

1
uar − uak
C car cak
uar C uak

ar ak



− 1
uar − uas
− car cas
uar C uas

ar as (5.10)
for any choice of integers 1  r < s  m.
We now present the principal result in this section; this uses Lemma 5.10
and Lemma 5.11 to establish that the elements P3r and Q3r are idempotents
in Mn up to integer multipliers.
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Theorem 5.12. Let  D 1; 2; : : : ; l 2 SPn.
(a) The row element P3r 2 Mn is idempotent up to an integer scalar:
P23r D !P3r where the multiplier ! is defined as 1!2!    l!
(b) The column element Q3r 2 Mn is idempotent up to an integer; let
 D 1; 2; : : : ; k denote the sequence of column heights in the shifted
diagram of . Then Q23r D !Q3r .
Proof. (a) The row element P3r is defined as the product P1 P2    Pl
where each component Pi 1  i  l is a product of the -terms associated
with row i in 3r . Thus the proof is reduced to verifying the equality Pi 
P3r D i!P3r for each 1  i  l. Let us fix the row index i and denote the
m entries in this row by a1; a2; : : : ; am. Then the component Pi has the
alternative presentation (5.2):
Pi D
m−1Y
kD1
 mY
jDkC1
aj; ak

:
Furthermore, the action of the internal products on the element P3r is
given by  mY
jDkC1
aj; ak

 P3r D m− kC 1 P3r
for each 1  k  m − 1; here each equality is established by expanding
the m− k factors in the left hand side product from right to left applying
Lemma 5.10 at each step.
(b) The parallel result for the column element Q3r is verified in ex-
actly the same manner. The symbols a1; a2; : : : ; am denote here the entries
in a column cj of 3r . Lemma 5.11 gives the action of each component Qj
on Q3r as scalar multiplication by the integer j!
The classical elements p; q 2  Sn described in the opening section
obey precisely the same property relative to the (non-shifted) Young di-
agram of ; cf. Lemma 1.1. Thus Theorem 5.12 can be regarded as the
projective version of this well-known result; this justifies our claim that
P3r ;Q3r 2Mn are analogues of the expressions introduced by Young.
6. A DECOMPOSITION FOR THE PROJECTIVE SYMMETRIZER
This final section continues the investigation into the projective sym-
metrizer v by proposing a decomposition for this element analogous to
the pq-form exhibited in the classical case. By extending the techniques
of Section 5, we will establish that v is divisible by the elements P3r and
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Q3r on the left and right, respectively. This property implies that the pro-
jective symmetrizer has a structure comparable to the Young symmetrizer.
The principal result in this paper is the structure theorem (Theorem 6.5):
given any strict partition  2 SPn, the symmetrizer v can be expressed
in a standard form n=n!  P3r x Q3r for some additional factor x 2Mn.
The projective symmetrizer v is, by definition, a uniquely defined element
in the algebra Mn; in contrast, the intermediate factor x is not uniquely
determined. The expression for the intermediate term given through our
general approach will be referred to as the natural expression. In the special
case  D n, the factor xn may be taken as the identity element (Propo-
sition 6.6); more generally, an expression for x is non-trivial. The theory
concerning the intermediate factor in this standard decomposition will be
developed further in the subsequent papers.
Section 4 concluded with a result suggesting that the symmetrizer v
is divisible by certain elements in Mn. The present section resumes this
investigation into the structure of the projective symmetrizer; in particular,
the next result extends Theorem 4.12 by explicitly demonstrating divisibility
of the symmetrizer v by elements with an appropriate form.
Corollary 6.1. (a) Suppose that the entries k and k C 1 are adjacent
within some row of the tableau 3r . Then kC 1; k  v D 2 v.
(b) Suppose that k < l are adjacent entries in some column of 3r . Then
v l; k D 2 v.
Proof. The results follow from Theorem 4.12 via an elementary property
of the -terms: for any relevant pair of symbols j; k, we have the equality
k; j C j; k D 2. In (a), multiplying the identity by v on the right
yields
k; kC 1  v CkC 1; k  v D 2 v
and the first component on the left hand side vanishes by Theorem
4.12(a). The result in (b) is established in a similar manner using Theo-
rem 4.12(b).
Corollary 6.1 shows that the projective symmetrizer v is divisible on the
left by any factor in the row element P3r associated with adjacent colinear
positions in 3r and simultaneously on the right by each adjacent factor in
the column element Q3r ; this result can be strengthened to obtain divisibil-
ity by the complete products P3r and Q3r . We will use the same analytical
technique as that employed in the preceding section: the substitution of
row and column permutations by “equivalent” elements in the Clifford al-
gebra. Our principal theorem will be obtained as a special case of some
general results concerning the action of the projective elements P3r and
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Q3r on certain subspaces in the algebra Mn. These subspaces are defined
via special operators on Mn described below.
Let us fix the strict partition  2 SPn. Given any adjacent colinear
entries k and k C 1 in 3r , introduce the mapping xk;kC1 x Mn ! Mn de-
fined by
xk;kC1mD

k kC 1− 1
ukC1 − uk
− ckckC1
ukC1 C uk

m for all m2Mny
that is, the operator xk;kC1 represents left multiplication by the element
k kC 1 k; kC 1. Similarly, for any pair k < l of adjacent cocolumnar
entries in 3r , define yk;l xMn!Mn by
yk;lm D m 

k l C 1
uk − ul
C ckcl
uk C ul

for all m 2Mn:
The operator yk;l describes right multiplication on Mn by the element
k; l  k l.
We will examine the kernels of these transformations; in particular, let
us introduce the subspaces MR;MC  Mn associated with the rows and
columns in 3r , respectively, as
— MR D T kerxk;kC1 with the intersection over all pairs of adjacent
colinear entries;
— MC D T keryk;l with the intersection over all pairs of adjacent
cocolumnar entries.
These subspaces are referred to as the row kernel and the column kernel,
respectively. The following exposition is clarified by introducing separate
notation for each of these spaces: we denote an arbitrary element in the
row kernel by mR; whereas an element in the column kernel will be written
as mC . The next result demonstrates that the left action of the row element
P3r on the subspace MR is a scalar multiplication.
Proposition 6.2. Each element mR 2MR is an eigenvector with the inte-
ger eigenvalue ! for the operator describing left multiplication on Mn by the
row element P3r .
Proof. Suppose that  D 1; 2; : : : ; l. Then the element P3r is de-
fined as a product P1 P2   Pl with pairwise-commuting components Pi de-
termined by the rows in 3r . It will be sufficient to verify the appropriate
result on each row: that left multiplication by the component Pi on MR
coincides with multiplication by the integer i! for each index 1  i  l.
Let us fix the row index i. Expanding the product (5.1) shows that the
element Pi has the form
P
2Ri c   for some c 2 Zn; here Ri denotes
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the set of permutations on the symbols in row i. Thus the action of the
component Pi on an element mR can be written as
Pi mR D
X
2Ri
c  mR: (6.1)
Furthermore, the action of the individual row permutations can be de-
scribed by exploiting the structure of the row kernel: by definition, any
element mR 2MR obeys the equality
k kC 1 mR D

1
ukC1 − uk
C ckckC1
ukC1 C uk

mR
for any adjacent entries k and k C 1 in row i. That is, each adjacent row
transposition acts on the row kernel in precisely the same manner as some
expression in the Clifford algebra. Moreover, this property enables each
permutation  2 Ri in (6.1) to be replaced by an equivalent expression
in the Clifford algebra. The action of the component Pi on MR therefore
coincides with the left action of some element Ci 2 Zn. It should be em-
phasised that this Clifford element Ci is identical for each mR 2 MR since
the substitutions are independent of the particular element in the row ker-
nel. We will establish that Ci has the integer value i! via the results of the
preceding section.
The substitution of row permutations by Clifford elements has been per-
formed explicitly in the proof of Theorem 5.12(a) for the row element P3r ;
in particular, we verified the equality Pi  P3r D i!P3r . Meanwhile, the row
kernel contains the element P3r as a consequence of Proposition 5.7(a).
Combining these results gives
Ci  P3r D i!P3r : (6.2)
Finally, since the row element P3r has the expansion
P3r D 1C
X
2Snn1
cP   cP 2 Zn;
then comparison of the coefficients for the identity permutation in (6.2)
gives Ci D i!
A parallel result exists for the column element Q3r .
Proposition 6.3. Let  D 1; 2; : : : ; k denote the sequence of col-
umn heights in the shifted diagram of . Then each element mC 2 MC is an
eigenvector with eigenvalue ! for the operator describing right multiplication
on Mn by the element Q3r .
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Proof. This statement is verified in precisely the same manner as Propo-
sition 6.2 using the results in Proposition 5.7(b) and Theorem 5.12(b).
Restricting consideration to each column, the action of each component
Qj in Q3r on MC reduces to scalar multiplication by j!
Theorem 4.12 demonstrates that the projective symmetrizer v belongs to
both the row space MR and the column space MC . Therefore, as a corollary
to Proposition 6.2 and Proposition 6.3, the following fundamental result has
been established.
Theorem 6.4. For any  2 SPn, the symmetrizer v is a simultaneous
eigenvector for the operators on the algebra Mn describing left multiplication
by the row element P3r and right multiplication by the column element Q3r ;
in particular
P3r  v D ! vy v Q3r D ! v;
where  denotes the sequence of column heights in the shifted diagram for .
Theorem 6.4 implies that there is a decomposition for the projective
symmetrizer analogous to the structure exhibited by the classical Young
symmetrizer; indeed, v has the property
v D
1
!!
P3r  v Q3r ;
while Definition 4.9 then gives the canonical description
v D
n
n!
P3r

1
!!
  3r w−13r

Q3r :
Thus we have established our principal theorem:
Theorem 6.5. Given any  2 SPn, the symmetrizer v has the form
v D
n
n!
 P3r x Q3r (6.3)
for some element x 2Mn.
This result reveals a structure for the projective analogue v comparable
with the pq-form for the classical symmetrizer e 2  Sn described in
Section 1; contrary to the classical case, however, there is a requirement for
an additional intermediate factor x in the decomposition of the projective
symmetrizer. The subsequent papers in this series will be concerned with
the further analysis of this intermediate element.
To conclude the present paper, a result is presented for the special class
of one-part partitions  D n; in this exceptional case, the decomposition
(6.3) for vn precisely mirrors the classical structure since xn can be taken
as the identity element in the algebra Mn.
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Proposition 6.6. The intermediate factor is trivial for any one-part parti-
tion  D n.
Proof. The row tableau
3r D 1 2    n
determines the row and column elements as
P3r D
nY
kD2
 k−1Y
jD1
k; j

; Q3r D 1:
The result will be obtained by directly verifying that xn D 1 satisfies the
decomposition (6.3). Equivalently, this reduces to establishing the equality
 3r w−13r D P3r ; (6.4)
where w3r 2 Sn is the involution 1 n2 n−1   , while (4.4) gives
 3r D
nY
kD2
 k−1Y
jD1
 k−juk; uj

:
The equality (6.4) is proved by induction on the integer n: the result
is obvious for n D 2 since  1
p
2; 0  1 2 D 2; 1. Consider now the
general case  D n. Let r denote the row tableau for the partition ! D
n− 1 obtained by deleting the entry n in 3r . By the induction hypothesis,
the left hand side in (6.4) can be expressed as
Pr wr
n−1Y
jD1
 n−jun; uj  w−13r :
Moreover, the element w3r 2 Sn can be obtained from wr (regarded as
a permutation in Sn) via the equality w3r D wr  1 n2 n    n− 1 n;
thus the above expression becomes
Pr
n−1Y
jD1
(
wr  n−jun; uj w−1r
  n n− 1    2 1:
The conjugation of the factors by wr is described explicitly by the formulae
wr  n−1un; u1 w−1r D 1 n C
1
un − u1
− c1cn
un C u1
and
wr  n−jun; uj w−1r D j − 1 j C
1
un − uj
− cjcj−1
un C uj
for each 2  j  n− 1. The equality (6.4) then follows via some elementary
identities between permutations and Clifford algebra elements.
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The result in Proposition 6.6 is exceptional: an intermediate expression is
non-trivial for any remaining strict partition of n. For instance, in the final
paper of this series, it will be shown that the simplest expression giving an
intermediate factor for the partition 2; 1 2 SP3 is
Ox2;1 D 1C
p
2
4
(
c1c2 C c2c3
1 3:
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