co -occurring with the selected one, we find a heavy-tailed behavior which is the mark of human activity 8,9 and observe properties that point to an emergent hierarchy of tags. We introduce a stochastic model embodying two main aspects of collaborative tagging: (i) a fundamental multiplicative character closely related to the idea that users are exposed to each other's tagging activity 10,11,12 ; (ii) a notion of memory -or aging of resources -in the form of a heavy-tailed access to the past state of the system. Remarkably, our simple modelling is able to account quantitatively for the measured frequency-rank properties of tag association, with a surprisingly high accuracy. This is a clear indication that collaborative tagging is able to recruit the uncoordinated actions of web users to create a predictable and coherent semiotic dynamics at the emergent level.
resources such as web pages, academic references, photographs and music. Web users interact with a collaborative tagging system by posting content (resources) into the system, and freely associating text labels (tags) with that content, as shown in Fig. 1 .
The basic unit of information in a collaborative tagging system is an entry , that is a (user, resource, {tags}) triple, with the largest online communities comprising hundreds of thousands of users and millions of resources. Users are exposed both to the resources and to the tags already existing within the system, and freely associate tags with newly entered resources. At the global level the set of tags, though freely determined, evolves in time and leads towards patterns of terminology usage that are shared by the entire user community. Hence one observes the emergence of a loose categorization system --commonly referred to as " folksonomy" --that can be effectively used to navigate through a large and heterogeneous body of resources.
Focusing on tags as basic dynamical entities, the process of collaborative tagging falls within the scope of Semiotic Dynamics
5,6
, a new field that studies how populations of humans or agents can establish and share semiotic systems, typically driven by their use in communication. New web applications hinged on collaborative tagging (such as del.icio.us or Flickr) fall precisely in this perspective and they can be regarded as cases of Semiotic Dynamics at play: the emergence of a folksonomy exhibits dynamical aspects also observed in human languages 15 ,16 , such as the crystallization of naming conventions, competition between terms, takeovers by neologisms, and more. Data collection and analysis. Here we collect data from del.icio.us and Connotea (see the Methods section) and investigate the statistical properties of tag association.
Specifically, we select a semantic context by extracting all the resources associated with a given tag X and study the statistical distribution of tags co-occurring with X (see Table   1 ) . Fig 2-a graphically illustrates the associations between tags and entries and Fig. 2-b reports the frequency-rank plots for all the tags co-occurring with a few selected tags (blog, ajax and xml for del.icio.us and H5N1 for Connotea). The high-rank tail of the experimental curves displays a power law behaviour, signature of an emergent hierarchical structure, corresponding to a generalized Zipf's law with a slope larger than one
12
. The low-rank part of the curve, conversely, displays a flattening behaviour typically not observed in systems obeying Zipf's law. Several aspects of the underlying complex dynamics are responsible for this deviation: on the one hand this behaviour points to the existence of semantically equivalent and possibly competing highfrequency tags (e.g. blog and blogs). More importantly, this flattening behaviour may be ascribed to an underlying hierarchical organization of tags co-occurring with the one we single out. In this scenario, we expect a more shallow behaviour for tags co-occurring with generic tags (e.g. blog , see Fig. 2 -b) and a steeper behaviour for semantically narrow tags (e.g. ajax, denoting a specific technology, also in Fig. 2 -b) . To better probe the validity of this interpretation, we investigated the co-occurrence relationship that links high-rank tags, lying well within the power-law tail, with low-rank tags, located in the shallow part of the distribution. Our observations (see Supplementary Information) point in the direction of a non-trivial hierarchical organization emerging out of the collective tagging activity, with each low-rank tag leading its own hierarchy of semantically related higher -rank tags, and all such hierarchies merging into the overall power-law tail. We shall elaborate on this point in the theoretical section. Table 1 : Statistics of the datasets used for the co-occurrence analysis. For each tag in the first column we report the number of entries marked with that tag, the number of total and distinct tags co-occurring with it and the corresponding number of resources. behavior observed in the frequency-rank plot for ajax (Fig. 2 -b) . b) Frequencyrank plots for tags co-occurring with a selected tag: experimental data (black symbols) are shown for del.icio.us (circles for tags co-occurring with the popular tag blog, squares for ajax and triangles for xml) and Connotea (inset, black circles for the H5N1 tag). For the sake of clarity, the curves for ajax and xml are shifted down by one and two decades, respectively. Details about the experimental datasets are reported in Table 1 . All curves exhibit a power-law decay for high ranks (a dashed line corresponding to the power law
provided as an aid for eye) and a more shallow behaviour for low ranks. To make contact with Fig. 2 -a, some of the top-ranked tags co-occurring with blog and ajax are explicitly indicated with arrows. Red symbols are theoretical data obtained by computer simulation of the stochastic model described in the text (Fig. 3) . The parameters of the model, i.e. the probability p , the short-term memory parameter τ and the initial number of words 0 n were adjusted to match a long-term memory kernel. The original model can be described as the construction of a text from scratch. At each discrete time step one appends a word to the text: with probability p the appended word is a new word, that has never occurred before, while with probability 1 p − the word is copied from the existing text, choosing it with a probability proportional to its current frequency of occurrence. This simple process produces frequency-rank distributions with a power-law tail whose exponent is given by 1 p α =− . In our construction we moved from the observation that actual users are exposed in principle to all the tags stored in the system (like in the original Yule-Simon model) but the way in which they choose among them, when they tag a new entry, is far from being a simple uniform distribution (see also [17] ). It seems more realistic to assume that users tend to apply recently added tags more frequently than old ones, according to a memory kernel which might be highly skewed. Indeed, recent findings about human activities 9 support the idea that the access pattern to the past of the system should be fat-failed, suggesting a power-law memory kernel. Let us test this hypothesis with real data extracted from del.icio.us: in Fig. 2-c tags is generated by iterating the following step: with probability p a new tag is created and appended to the tag stream, while with probability p − 1 a tag is extracted from the past history of the system and appended to the text, its probability being weighted by the long-range memory kernel ) (x Q t , which provides a fat-tailed access to the past of the stream. , as mentioned above. Thus, our model can be stated as follows: the process by which users of a collaborative tagging system associate tags to resources can be regarded as the construction of a "text", built one step at a time by adding "words" (i.e. tags) to a text initially comprised of 0 n words. This process is meant to model the behaviour of an effective average user in the context identified by a specific tag. At a generic (discrete) time step t , a brand new word may be invented with probability p and appended to the text, while with probability 1 p − one word is copied from the existing text, going back in time by x steps with a probability that decays as a power law, ()()()
() at is a normalization factor and τ is the characteristic time-scale over which the recently added words have comparable probabilities. Its interpretation is similar to that of the δ parameter we used to model the tag -tag correlation functions (Fig. 2-c) . In our simple model the average user is exposed to a few equivalent top-ranked tags, and this is translated mathematically in a low-rank cut-off of the power law. 
