Abstract-We consider the problem of grasping novel objects, specifically, ones that are being seen for the first time through vision. We present a learning algorithm which predicts, as a function of the images, the position at which to grasp the object. This is done without building or requiring a 3-d model of the object. Our algorithm is trained via supervised learning, using synthetic images for the training set. Using our robot arm, we successfully demonstrate this approach by grasping a variety of differently shaped objects, such as duct tape, markers, mugs, pens, wine glasses, knife-cutters, jugs, keys, toothbrushes, books, and others, including many object types not seen in the training set.
I. INTRODUCTION
If we are seeing a novel object for the first time through a vision system, how can we autonomously grasp the object? In this paper, we address the problem of grasping non-deformable objects, including ones not seen before, and that the robot is perceiving for the first time through a web-camera.
Modern-day robots can be carefully hand-programmed or "scripted" to carry out amazing manipulation tasks, from using tools to assemble complex machinery, to balancing a spinning top on the edge of a sword [14] . However, fully autonomous grasping of a previously unknown object still remains a challenging problem. If the object was previously known, or if we are able to obtain a full 3-d model of it, then various approaches, for example ones based on friction cones [4] , pre-stored primitives [6] , or other algorithms can be applied. However, in practical scenarios it is generally very difficult to obtain an accurate 3-d reconstruction of an object that we are seeing for the first time through vision.
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In this paper, we show that even without building a 3-d model of the object to be grasped, it is possible to identify a good grasp using learning algorithms. Specifically, there are certain visual features that indicate good grasps, and that remain consistent across many different objects. For example: jugs, cups, and mugs have handles; objects such as screwdrivers, toothbrushes, etc. can be grasped along the midpoint of their length; and so on. Given only a quick glance at almost any rigid object, most primates can quickly choose a grasp to pick it up; our work represents a first step towards designing a vision grasping algorithm which can do the same. We also take inspiration from Castiello [2] , who showed that for commonly used objects, cognitive cues and prior knowledge are used in visually guided grasping by humans and monkeys.
Learning algorithms have been applied to grasping problems before. For example, Jebara et al. [8] used a supervised learning algorithm to learn grasps, but only assuming a full 3-d model of the object. Piater described an algorithm [9] to position single fingers given a top-down view of an object, but applied it only to to very simple objects (specifically, square, triangle and round "blocks"). Platt et al. [10] , [11] learned to sequence together manipulation gaits, but again assumed a specific, known, object. Wheeler et al. [15] used Q-learning for hand selection.
To pick up an object, we need to identify the grasp-more formally, a position and configuration for the end-effector. This paper focuses on the task of grasp identification, and thus we will consider only objects that can be picked up without performing complex manipulation, 3 and that are commonly found in an office or household environment, e.g., toothbrush, pens, books, mugs, martini glass, jugs, keys, duct tape roll, markers. (Fig. 1 ) This paper will emphasize grasping previously unknown objects in uncluttered environments (for example, when the objects are placed against a uniform-colored background). However, Section IV will also present preliminary results on applying our approach to the cluttered background of a dishwasher rack. The remainder of this paper is structured as follows. Section II describes our machine learning approach for grasp identification. Trajectory planning (on our 5 dof arm) is then briefly discussed in Section III. Section IV presents our experimental results, and finally Section V concludes.
II. LEARNING THE GRASPING POINT
There are certain visual features that indicate good grasps, and that remain consistent across many different objects. For example: jugs, cups, and mugs have handles; objects like screwdrivers, toothbrushes, etc. can be grasped in the center. We propose a learning algorithm that learns to use visual features to identify good grasping points across a large range of objects.
More precisely, we will predict grasp as a function of the image. An image is a projection of the three-dimensional world onto an image plane, which does not have depth information. Therefore, we will predict the 2-d location of the grasp in the image, which corresponds to the projection of the 3-d grasp point into the image plane. We use supervised learning for this task, with synthetic images (generated using computer graphics) as our training data. We then use two (or more) images to triangulate and obtain the 3-d location of the grasp.
A. Synthetic Data for Training
Collecting real-world data is cumbersome and prone to labeling errors. Generating perfectly labeled synthetic data is significantly less time-consuming and easier, as compared to real images.
Therefore, we generate synthetic images along with labels denoting the correct grasp ( Fig. 2 ) using a computer graphics ray tracer. 4 The advantages of using synthetic images are multi-fold [5] . Once a synthetic model for the object has been created, a large number of training examples can be generated with random lighting conditions, camera position and orientation, etc. Additionally, to increase the diversity in our data, we randomized some properties of the object as well such as color, scale, and text (e.g. on the face of a book). The time-consuming part of synthetic data generation is the manual creation of the numerical models of the objects. However, there are many objects for which models are available on the internet, and that can be used with only minor modifications. Synthetic data also provides perfectly labeled data, i.e., the exact location of the grasp in 3-d coordinate space, which would be significantly more difficult to obtain if using training data from real images.
B. Grasping Point Classification
Given the training set, our algorithm learns to identify grasping regions in the images. More precisely, given the training set, the learning algorithm predicts the 2-d position of the grasp projected into the image plane. The algorithm uses a set of features of the image, which include edges and texture information, applied at various scales [12] . Using these features, we apply logistic regression to decide whether each position in the 2-d image plane corresponds to a valid grasp point.
In detail, the logistic regression algorithm models the probability of a particular patch of the image being a valid grasping point as:
Here, w ∈ R 459 are the parameters, which are learned by maximum likelihood. The features x ∈ R 459 we use for the patch include edges and texture information [12] , applied at three scales, and appended with the filter outputs for the surrounding patches. Fig. 3 shows some predicted valid grasps on real images.
C. Approximate Triangulation
Given two (or more) images of a new object from different camera positions and the predicted 2-d grasp positions in each image, we need to triangulate to obtain 3-d positions of the grasping points (Fig. 4) . Note that we perform triangulation only to identify the 3-d position of the grasp, not for full 3-d reconstruction. Indeed, many of our test objects are textureless or reflective, and 3-d reconstruction using standard stereopsis would perform poorly on them. We use a triangulation algorithm that is more complex than one based on standard geometric calculations to handle the learning algorithm's output being slightly noisy/uncertain, and to handle the possibility of there being multiple valid grasp points on an object. In our experiments, this significantly increases algorithmic robustness in the face of ambiguity in triangulation. 
III. CONTROL
To grasp an object (using our 5-dof arm), we plan a trajectory to take the end-effector to an approach position, 5 and then move the end-effector in a straight line towards the predicted grasp point.
We use two classes of grasps: downward and outward, which arise because of the workspace of the 5-dof arm (Fig. 5) . 5 The approach position is defined to be a point a fixed distance away from the predicted grasp point.
A "Downward" grasp is for objects that are close to the base of the arm, and which the arm can reach in a downward direction. An "Outward" grasp is for objects further away from the base, which the arm is unable to reach in a downward direction. To choose the class of the grasp, we scan the workspace of the arm and determine which region contains the object. 
IV. EXPERIMENTS

A. Hardware Setup
We used the STAIR (STanford AI Robot, see Fig. 7 ) robot built at Stanford University. This platform is equipped with a robotic arm mounted on a mobile platform, together with other equipment such as cameras, microphones, etc. The long-term goal of the STAIR project is to create a robot that can navigate home and office environments, pick up and interact with objects and tools (including carrying out more complex tasks such as unloading a dishwasher), and intelligently converse with and help people in these environments, Clearly, the ability to grasp a novel object represents an interesting and necessary small step towards these goals.
The robotic arm on STAIR is a light 4 kg, 5-dof arm (Katana [7] ) equipped with a parallel plate gripper. It holds a payload of 500g, and has a horizontal reach of 62cm, and a vertical reach of 79cm. The positioning accuracy of the arm is ±1 mm. It is a position controlled arm, i.e., it requires specification of joint locations instead of torques. Our vision system uses a low-quality webcam mounted near the endeffector. 
B. Results and Discussion
We first tested the algorithm for its predictive capability on synthetic images not in the training set. The average classification accuracy was 94.2%, although the accuracy in predicting a 3-d grasp point was higher than the classification accuracy may suggest because 3-d triangulation takes care of some errors in the classification step.
Next, we tested the algorithm on the STAIR robot. The task was to use input from a web-camera, mounted on the robot, to pick up an object placed in front of the robot against a white background. The parameters of the vision algorithm were trained from synthetic images of a small set of objects, namely books, martini glasses, white-board erasers, coffee mugs, tea cups and pencils. We performed experiments on coffee mugs, wine glasses, pencils, books, and erasers-but all of different dimensions and appearance than the ones in the training set-as well as a large set of novel objects, such as duct tape rolls, markers, a translucent box, jugs, knife-cutters, a cellphone, pens, keys, screwdrivers, a stapler, toothbrushes, a thick coil of wire, a strangely shaped power horn, etc. (Fig. 1) .
The algorithm for predicting grasps in images appears to generalize very well. Despite being tested on images of real (rather than synthetic) objects, including many very different from ones in the training set, it was usually able to identify correct grasp points. We note that test error (in terms of average error in predicting a good grasp point) on the real images was only somewhat higher than the error on synthetic images, showing that the algorithm trained on synthetic images transfers well to real images. (Over all 5 object types used in the synthetic data, average absolute error was 0.8cm 7 in the synthetic images; and over all the 11 real test objects, average error was 1.8cm.) For comparison, neonate humans can grasp simple objects with an average accuracy of 1.5 cm. [1] Table I shows the errors in actual grasping points that we obtained on the real dataset. The table presents results separately for objects which are similar to those we trained on (e.g., coffee mugs) and those which were very dissimilar to the training objects (e.g., duct tape). In addition to reporting errors in grasp positions, we also report the grasp-rate, i.e., the fraction of times the robotic arm was able to physically pick up the object (out of 4 trials). On average, the robot succeded in picking up a novel object 87.5% of the time. Overall, the algorithm worked well when there was a clear best grasping region in the object (e.g. for pens, mugs, wine glass). For simple objects like cellphones, wine glasses, keys, toothbrushes, etc., the algorithm performed perfectly (100% grasp-rate). However, objects such as mugs and jugs allow only a narrow trajectory of approach; as a result, a minor error in grasping point prediction can cause the arm to hit and move the object, resulting in failure to grasp, and thus a lower overall success rate. We believe that these problems can be solved with better control strategies using haptic feedback. Some of the failures can also be attributed to the fixed gripper width used across all objects; this can be solved by learning how much the gripper should open. Videos of the arm picking up various objects are available at http://ai.stanford.edu/∼asaxena/learninggrasp/ In many instances, the algorithm was able to pick up completely novel objects (strangely shaped power-horn, duct-tape, etc.; see Fig. 1 ) by identifying grasping points. Perceiving a transparent wine glass is a difficult problem for standard vision (e.g., stereopsis) algorithms because of reflections, etc. However, as shown in Table I , our algorithm successfully picked it up 100% of the time. The same rate of success holds even if the glass is 2/3 filled with water.
Finally, we also tested the algorithm for predicting the grasping point in a cluttered environment, specifically in a dishwasher. To make the algorithm robust to dishwasher clutter, we included a number 8 of hand labeled, real images of objects in a dishwasher along with the synthetic images for training. This resulted in performance that appeared extremely robust to the background dishwasher clutter. A few examples of predicted grasp points are shown in Figure 6 . In the case of multiple objects, our algorithm picks the grasping point which 8 30 real images in addition to 2500+ synthetic images has the highest response.
V. CONCLUSIONS
We described a machine learning algorithm for identifying a grasping point on a previously unknown object that a robot is perceiving for the first time using vision. Our algorithm does not require (and nor does it build) a 3-d model of the object, and was applied to grasping a number of novel objects using our robotic arm.
