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1. Introduction.
In 1923 G. H. Hardy and J.E. Littlewood [3] conjectured that every large
integer, not being a square, may be expressed as the sum of a prime and a
square. Let v{n) be the number of representations of an integer n in this
manner. They further stated the hypothetical asymptotic formula; As n(=tk2)
with
v(n)~@(n)
Vn
logn
8W=n(i-^f)
p>2＼ p ―l /
where (―) is the Legendre symbol.
Define @(&2)=0. In 1968 R. I. Miech T5] proved that
(1) I!
nsx
v(n) ―<B(n)
Vn
logn
(i+0(Miee-))
v V logn //
2
<x＼logx)-A
for any A>0, from which it follows that
(2) E(x)<x(＼ogx)-A
where E{x) denotes the number of integers n^Lx with v(n)=0. It seems dif-
ficultto sharpen the right hand side of (1). However (2) may be improved,
see [1,9,12].
A.I. Vinogradov [12; p. 35] remarked that,for any s>0,
E(x) x2'3+E
under the extended Riemann hvoothesis. Firstof all we shallshow
(3)
Proposition. Assume the extended Riemann hypothesis. Then
2s(x)≪x1/?(logx)6.
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It is the main aim of this paper to prove the following unconditional
results.
Theorem 1. Let ＼IKS^A and A>0 be given. We have
v(ri)―@(n)
/Jo^log^x
V logn /
where the O-constant is absolute and the <C―constant
)|2≪x0+1(logx)-^
depends on 0 and A only.
Theorem 2. Let 7/24<0^1 and ^4>0 be given. We have
E(x + xe)-E(x)<Cx6(logx)-A
where theimplied constantdepends on 6 and A only.
Our assertion may be regarded as a refinement of Miech's work (1)(2),and
must be compared with a conditional bound (3). Within the frame of Circle
method, we appeal to the large sieve [7, 8] and R. C. Vaughan's method [11;
Chap. 4] on Weyl sums.
I would like to thank Professor Uchiyama and Dr. Kawada for suggestion
and encouragement.
2. Singular series.
In this section we collect the facts of (3(n). For the proof, see [1, 5, 9, 12].
For integers q and n, let p(q, n) be the number of solutions of the con-
gruence x2 = n (mod q), and px be the convolution inverse of p with respect to
q. Define, for Q^3,
(2.1) @(n, Q)= pi(g, n)
Then, uniformly for n,
(2.2) @(w, Q) logQ.
Let 3) be the set of fundamental discriminants. An integer n may be
uniquely written as n ―n^ni with a square-free nx. Put
Mi
An
if Wi = l (mod 4)
otherwise.
Thus, if n^k2 then <5(n)<=.2). For d<=W, the Kronecker symbol (d/-) is a
primitive character to modulus d. Let X ―X{T), T2g3, denote the set of d<=R
for which L(s,(d/-)) the Dirichlet L-function has no zero in the region:
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Re(s)^29/30 and |Im(s)|^T. Suppose xxT. If d(n)^X then there exists a
constant y)>0 such that
(2.3) @(n, Q)=@(n)+O(C?-'exp(v/Iogrxl)
uniformly for n^x. Moreover,
(2.4) #{d: d(=g)＼£,d<,Ax}<txl'＼＼ogx)u.
Finally, for n-^k2,
(2.5)
Put
(3.1)
where
^i≪@(B,L(i,(i^))≪
qQ
J#=U U Iq,a,
qgP 0<aSQ
(a,g)=l
g(a, q)= S e
m(g)
a
q
+
n
3. A conditional estimate.
In this section we illustrate our device with the proof of Proposition. We
employ the Circle method [11].
Let x be a large parameter. We divide the unit interval by the Farey
dissections of order
For (a, q)=l, write
qQ＼
P = x/1QQO,
ih = [Q-＼ l + Q'iy＼M.
We define the exponential sum
W(a)= S e(am2)
where e{t)―eZKit. By Weyl's inequality, we see that
＼W(a)＼2<(-+xl>2+q)＼ogqx
＼q /
for ＼a―{a/q)＼<q~'1with (a, q)=l. When ≪£/,,,,W(a) is approximated by
V(a)=q lg{a,q)v(a j
(iV) and t</3)= 2
*&$-.
V q / r mix ZVm
Actually it follows from [11; Theorem 4.1] and [12; p. 38] that
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(3.2) ＼W(a)-V(a)＼* q(＼ogq)2
for ＼a―{a/q)＼^(Aq＼/x )~K In addition, we note that
(3.3)
(3.4)
where ＼＼t＼＼―m'm＼t― n＼
Put
＼g(a,q)＼2<q,
K/3)|2≪min(%, l^lr1)
S(a)= S A(n)e(an)
where A is the von Mangoldt function. It is expected that, for a^Iq,a, S{a)
is nearlv enual to
where
(3.5)
_ Piq)T(a)=
<p(q) ＼ a)
*(£)= S e(/3n)≪min(x, H/3!!"1)
re<z
In order to show this, define
(3.6)
q*
J(q)= S
a =l Jlq.a
＼S(a)-T(a)＼2da
where * in S* stands for (a, q)=l. If a^L,a,
S(a)-T(a)=<p(q)-1HX(a)T(X)'EX(n)A(n)e((a- ―)n)+0((logx)2)
r Z(9) rasa; ＼＼ q / /
Here # in Sn means that if 1 is principal then X{n)A{ri) should be replaced
by A(n)―1. When q^P, by [2; Lemma 1], we have
J(q)<<p(qYlT> |r(Z)|2f a X(n)A(n)e^n)
*dB
+ Q-＼＼ogxf
z(?) Ji/3isi/?ensi '
C^r1^^^)-2^00 S Z(nM(n) 'rf +^ Q-'aogx)4.
2/<resj/+gQ/2
On noting qQ^PQ = x/lQ0, it is easy to show that the above integral is
qQx(＼ogxY,
under the extended Riemann hypothesis. Therefore, uniformly for q<P,
(3.7) J(q)<tQ-lx(＼Q*xY.
(3.8)
Now, for n^x,
l + m2=n
AM=＼ 1+6
*S(a)W(a)e(-na)da=[
+f
Q'1 JM Jm
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By Bessel'sinequalityand (3.1),
(3.9) 2
nix
f S(a)W(a)e{-na)da
jm Jm
＼S(a)W(a)＼2da
rgsup|W(a)|2( ＼S(r)＼2d7
<Qx(logx)＼
On a^M we firstexchange S(a) for T(a). Thus, by (3.1) and (3.7)
(3.10) s
nsx
f (S(a)-T(a))W(a)e{-na)da
*
^ 2 2 ( IS(a)-T(a) |21PT(a) IHa
≪ S -(log*)/fa)
9SP <7
xiQ-1(＼ogx)t.
Next we replace W{a) by V(a). On using (3.2) and (3.5)
(3.11) s
nix
[ T(aW(a)-V(a))e(-na)da %
JM
≪suP|^(≪)-y(a)i2f ＼nr)＼2dr
≪P(＼02PYYt[
^
＼KB)＼2dB
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<Px(logx)3.
Finally we extend the Farey arc Iq,a to Iq,a= [_(a/q)-{l/2),(a/<7)+(l/2)]. The
resulting remainder is then equal to
(3.12) rB= S S T(a)7(aM-n≪)da
3SPa=l J/g,a＼-fg,a
= S S (
fl
-^KWWa, q)W(-≫($+P)yP
g:SFa=lJl/gQ<|/3|Sl/2^ ) ' ＼ ＼q /'
Ji/e<ij8isi/2
i(wk(+)il5)≪iM)iH1)^
On using Cauchy's inequality and (3.4), we have
Sk≫r^s( ＼v(7)＼2dr＼
o a
IWI'IS/jI'djS
nsx nsrJiriSl/2 J1/O<TIjSIsl/2
≪(logx)( If(j8)|2(2 2 S^y＼
Jl/Q<l/3|sl/2
r Vnsx
f|Pa =l ^((?)
g{a,q)e(-jn)＼t)dp
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The large sieve inequality [7, 8] yields that
r / ?*
S |rJ2≪(logx) |f(/9)|8(2 S(^+<7^
BSi Jl/Q<|/8|<;l/2 ＼gsPo=l
ISI9O1
≪(logx)(A-+P2)QI]
9SP
Aq)
<p(q)
(3.13) <Qx(＼ogxY.
Here we used the bounds (3.3) and (3.5).
It remains to calculate
(3.14)
S^=7=Vn +0(1).KnZVn ―l
>x(loglogx)~A I] 1
x/2<nix
g(a, q) ^dfi
<(logx)%(x+qP)-£@-[ ＼KP)＼2dB
q<p(q)
≪*f
S 2 T(a)F(≪)e(-n≪M≪
qsPa =lJ/g a
― 2j 2j , n ;?(,≪,^;ei n 2j 2j
o~7== "Pgspa=i q<p(q) ＼ q /j-i/2i,msx ZVwj
The above sum is R(n, P) with the definition(2.1). The integral is equal to
Hence, by (2.2),(3.14) becomes
(3.15) ≪g(w,P)VrT+O(＼ogx).
On summing up the above argument (3.9)-(3.15),we obtain
? L+S2_ log/>-c(≪.
JP)Vn"!2≪(?x(logx)2
+ x3(5-1(logx)6+Fx(logx)3
(3.16) xs'＼＼ogx)4.
Now, the extended Riemann hypothesis implies that X ―S) the sets in-
troducedin section2, and that@(n)>(log logn)"2 for n^kz and n>l. By (2.3)
we then have that,for n^k"1 (>1),
@(n, P)≫(loglogn)-2.
Consequently (3.16)leads that
%s/2(iogx)4>a i a iogj&-@(n, pww＼2
^ S l@(n, P)l2n
V(71)=O
or
E(x)£
as required.
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S 1+ a l≪s(^rY/2(logx log logx)4+x1/2
<x1/2(logx)5
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4. Proof of Theorems.
In thissection we derive Theorems from the known results mentioned in
section2 and our main lemma below. Lemma will be verifiedin the next
section.
Lemma. Let x be a large parameter. For given l/2<(9^3/4 and 7/12<
Sf^l, put A=y& and y = xE. Write
v{n, y)―#{(pr m): x ―y<p<^x, m2<,y, p-＼-m2=n},
and
K{n' y)=i 2VTlog(n-t)'
Then, for any A>§, we have
2 ＼v(n,y)-R(n, VY)K{n, y)＼2<Ay(logxrA
x-4<nsi
where the implied constant depends on 0, S and A only.
Proof of Theorem 1. Let X = X(x) in section 2. Choose 3=1 in Lemma.
Then, because of v(n, x)=v(n),
,!! ＼v(n)-<B(n, Vx')K(n, x)＼2 x9+＼＼ogxyA
for any A>0. We note that
K(n, x)=
Vn (i
i ofloglognY)
logn V V logn //
with an absolute O-constant. Combining the above with (2.3)and (2.5) we have
s=
OS
＼v(n)-R(n)K(n, x)＼2
y 4. y _i_ y
Zj t^ Zj ＼ 2-i ,
o<.n)<E.r d(n)(£X n=A2
x-xR
5(71)
2 |v(n)-@(n, y/x )K(n, x)|2+
din)f£J' °
306
≪
flS
Win)
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R(n, Vx )K(n, x)＼*+ xe+1 sup |@(n)-<3(w, V'x )!2
/1 /
R(w) V
+ x(l+ SUP (-r-^^-)
8ln)<££ &
) s
de<2)＼-f
or d-1
≪xe+1(logx)^ + x(l+ sup L(l, (-))
xR<nSx
S(.n)= d
2Yi+ s i)x6-112
/＼ dS4x /d .g>＼£
By (2.4)and Siegel'stheorem [10; Kap. IV, §8], S becomes
x8+＼logx)-A+ xe+ll＼x')(l+x1/i(logx)u)
x9+＼＼ogx)-A.
Hence we obtain Theorem 1 in case l/2<<9^3/4. If 3/4<(9^1,
follows from the case of c=2/3, by splittingup the interval(x
the sum of smallerintervalsof type (u ―u2/3,u"].
Theorem 1
xe, x] into
Proof of Theorem 2. Put 0 = 93 in Lemma. Then, 7/24< 0^3/4. It is
sufficientto prove Theorem 2 for 6 in the above range only. Since v(n)―0
implies v(n,y)=0, Lemma yields that
2 |c(n, Vy)K(n, y)＼2<yx°(logxyA-b
x-x"<nixv(.n)=o
Here, K(n, y)2xy(logx) 2. Thus,
l<x^(logx)-^-3(logx log%)2
by (2.3) and (2.5) with X ―X{x). Hence, by (2.4), we obtain
as required.
E(x)-E(x-x0)^
5. Proof of Lemma.
Put
,2 1+ ,2 1
x-x"<n£x x-xu<nix
v(.n)=O d(n)&£
<x9(logx)-A-＼-
d(E3)
2
dux＼X or d = l
≪z^(logx)-^+x1/4(Iogx)14
<xe(logx)A
S(≪)= 2 e(ap)
x-y<rp%x
(x"-1/2 + l)
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And we define the exponential sums W(a) and V(a) by the similar way in
section 3, except for changing the parameter x in section 3 by y. The Farey
arcs are determined as follows:
Q = yll＼logx),
M={J U Iq.a, L=U U Ifl,a, P = (＼Ogx)A
qiP 0<a&q gsP 0<asq(a,q):=i (a,q)=i
m= U U Iq.a, R=y/Q
P<q&R 0<a<q(a,q)=l
n=[_Q-＼ l + Q~lMMUm).
Here /, , and /, , are similar to that in section 3. We then have
v{n, y) =
[i+Q lS(a)W{a)e{-na)da
Jo-1
f SV-[ SV + ＼SV + ＼ S(W-V) + [ SW
Ji―Ji+Js+Ji+Jt, say
First we evaluate
/i(n)=
Ji. An elementary calculation leads that
f S{a)V{a)e{-na)da
JL
2
qsP
tnxf+'3K'≪<a' ≫^'(-≫(f+^))^
= sSr'≫(M).(---) s 4g^4
?SPa=l V ^ / x-y<p<n LvU ― p
= 2-7
(5.2)
QSP
V V
Cqip+rrf ―n)
x-y<p<n 2s/n―b
m(q)
171(0)
id
2
dig
n) = l
f+1/2＼
t
f(fi(p+m-n))dp
＼d' x-y<P<n2Vn ― p
p =n~m2(d)
+ 0{Tir{q)q).
On using partialsummation, the innermost sum is equal to
(5.3)
K(n, y)
<p(d)
+ 0(l+ sup sup r1/2 S log/?
~
p =b(d) ^v /
)
We now appeal to the well known result on primes in arithmetical progressions
[10; Kap. K. §3]. It follows from [10; Kap. ＼i. Satz 6.2, Kap. IV. Satz 8.1]
zero free region and [4, 6; Theorem 12.1] zero density estimates for the Diri-
chret L-functions that, for given positive constants e, E and F,
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(5.4)
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2 log/)
X<piX+Yp = l(.k)
Notice that the above sum is
(5.5) S
Kg)
qiP qw{q) m≪)
+o(Y(＼ogXyE)
+0(//2P-1)
q%pa=i q(p(q) ＼ a /
9* tl(0) s / G ＼ 2
g(a, Q)
+/3)f(/3)e(
!)
1/2
2
n/3)d/3
Y
<p(k)
uniformly for (/, k)=l, k<(＼ogX)F and X1/12+^Y£X. Hence the O-term in
(5.3) is at most
3>i/2aogxr3<4-＼
and contributes to (5.2)
<y1'2(logxy3A-1J]T(g)q
<y1'z(logx)-*A-1P＼＼ogP)
<ylliP~1.
On combining this with (5.2) and (5.3) we have
Jl(n)=K(n, y) S q~l S S /^(t)^
osp "i(9> dig Nfl/ (D＼CL)
3*
2 cg(m2-n)='B(n, P)= S S
We widen the range of q up to Vy . Let Ju(ri) be the resulting cost. On
employing the large sieve inequality [7, 8] and (3.3),
2 ＼Jn(n)＼*<K(n, yf YJ
≪3>(logx)-? S
§(A+gVjO-f^
＼P /ary (p{q)
(5.6) <y(AP-1 + Vy~).
In conjunction with (5.4),(5.5) and (5.6) we obtain
(5.7) 2 |/1(n)-c(n, VJ)K(n, y)＼2<AyP~1 + y3/＼
X-J<7!SI
We proceed to /2. On using Cauchy's inequality and (3.3),
J2(n)=[ S(a)V(a)e{-na)da
J L＼M
~ q%P^＼ ' V Q /Jl/9≪<l/3lSl/2
V q
＼qsp a =l Jl/gQ<lf?ISl/2 ＼^ /
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By Bessel'sinequalityand (3.4),we have
S l/2(n)|2≪P2Sr1§
i-J<nsn qsP a=l
f
J l/?Q<l£ IS 1/2
(5.8)
≪P2£S
§(
?SPa = l J l/3|fil/2
^P'Qyilogx)-1.
s(|+/3)K/3)p/3
+/3)p/3
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Next we consider Js. Changing the order of summation and integration,
we use Cauchy's inequality and (3.4). Thus,
or
/,(≪)=( S(a)V(a)e(-na)da
Jm
P<gafla = lJ|,5|£l/g<? ＼^ /
q-＼g(a,q)v(p)e(-n(j+p))dp
f y(j8)e(-n/3)2 § -T^, q)s(-+p)e(--n)dp
IfllgQsi ^ ^
,2 l/s(n)|2
≪(logx)f 2
J ＼B＼PQsli-J<jisi
2 IlQ-'gia, q)s(-+p)e(--n) "d^
The large sieve [7, 8] yields that
2 l/3(n)|2≪(logx)f S
%(A+qR)
q-1g(a,q)s(-+p)＼*dp
x-A<nsx Jl/3|P$filP<q£R o=l ＼fl /
(5.9)
We turn to /4.
2* f /A ＼≪(logx) 2 S (- + i?)
≪(logx)(-^+i?)J
m|S(≪)|V≪
<(AP-1 + R)y.
s(f+/or≪/≫
2 ＼J*(n)＼2= S
f
S(a)(W(a)-V(a)X-na)da
*
x-d<_nsx x-A<^ns,x }M＼Jm
^f ＼S{a)＼2＼W{a)-V{a)＼2da
jM＼Jm
≪i?(logx)2f ＼S(a)＼*da
J AfWm
(5.10) <yv＼
by Bessel's inequality and (3.2). Similarly, by (3.1),
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x-A<rnsx
f 2
＼ S{a)W(a)e( ― na)da
£[ ＼S(a)W(a)＼zda
Jn
<(£+g)(iog*)f ＼S(a)＼2da
n
(5.11) ≪//2(logx).
In conjunction with (5.7)-(5.11)and (5.1), we have that
2 ＼v(n,y)-<5(n, Vy )K{n, y)＼2 AyP-1+PiQy(＼ogx)-1 + Ry + ys'＼＼ogx)
x-A<~nsx
as required.
This completes our proof.
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