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RÉSUMÉ
Dans cette communication, on présente une méthode d’association
de données développée pour l’extraction-poursuite de sources mul-
tiples en sonar/radar. L’approche retenue cherche à remédier à la com-
plexité exponentielle du problème d’association de données. Le pro-
blème d’extraction-poursuite est alors formulé comme un problème
d’optimisation combinatoire. L’algorithme mis en oeuvre résoud le
problème d’association spatio-temporelle pour des sources en mou-
vement.
ABSTRACT
In this paper, a data association method is developped for the mul-
tisensor multitarget tracking problem in sonar/radar. This approach
consists to face the combinatorial complexity of the problem. The
multisensor multitarget tracking problem is thus formulated as a com-
binatorial optimization problem. The algorithm we present solves the
spatio-temporal data association for moving targets.
1 Introduction
Dans cette communication, on présente une méthode d’as-
sociation de données developée pour l’extraction-poursuite de
sources multiples en sonar/radar. Le problème de l’associa-
tion de données (ie : déterminer de quelle source, s’il en existe
une, la mesure provient) représente l’un des deux problèmes
qui doivent être résolus conjointement. Le second est celui de
l’estimation des paramètres des sources. Le premier problème
représente le problème central pour tout système d’extraction-
poursuite de sources multiples.
L’approche retenue dans ce papier cherche à remédier à la
complexité exponentielle du problème d’association de don-
nées. Morefield [7] le premier puis plus récemment Pattipati et
al. [8] et Poore et al. [9] ont formulé le problème d’extraction-
poursuite de sources multiples comme un problème d’affecta-
tion de dimension N (ND). Le problème est converti en une
recherche d’un partitionnement admissible des mesures (ie :
soumis à des contraintes d’association) maximisant une fonc-
tionnelle de coût. Cependant, la théorie de la programmation
en nombre entiers nous apprend que dès lors que la dimension
du problème d’affectation est supérieure à 3 (N > 3), ce pro-
blème appartient à la classe des problèmes dits NP-complets.
Une solution consiste alors à relâcher un certain nombre de
contraintes (relaxation lagrangienne) de façon à produire une
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borne supérieure (inférieure) sur l’optimum du problème de
maximisation (minimisation). Plus précisément, la résolution
du problème dual fournit la meilleure borne. En combinant
un algorithme de sous-gradient (pour optimiser le dual) et un
algorithme d’affectation 2D (pour résoudre le problème de re-
laxation lagrangienne), on peut obtenir une solution approchée
au problème primal. Ces méthodes héritées de la recherche
opérationelle [4] furent appliquées pour la première fois au
problème d’extraction-poursuite par Pattipati et al. [8]. Ils s’in-
téressaient au problème d’association de mesures provenant de
plusieurs sonars passifs géographiquement répartis afin de re-
pérer des sources fixes. Seule l’information spatiale permettait
de résoudre l’association de données.
Dans cette communication, au contraire, on cherche à résoudre
le problème d’association de données pour des sources en
mouvement. Ce problème devient donc un problème d’as-
sociation spatio-temporelle. Nous montrons que le problème
d’extraction-poursuite de sources multiples à partir de plu-
sieurs plateformes peut se formuler comme un problème d’af-
fectation multi-dimensionnelle. Nous présentons le calcul de
la fonctionnelle de coût dans le cas général d’un problème
avec T scans et S capteurs. Nous décrivons minutieusement
les différentes étapes de l’algorithme et étudions avec atten-
tion l’introduction d’un modèle pour tenir compte des non-
détections et des fausses-alarmes. De plus, une méthode est
proposée qui à partir d’une solution du problème de relaxa-
tion lagrangienne recherche la “meilleure” solution admissible
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pour le problème primal. Enfin, des simulations permettent
d’évaluer l’algorithme dans un environnement multi-scans et
multi-plateformes.
2 Formulation du problème et nota-
tions
Soit Z l’ensemble des mesures reçues. On considère le
problème général d’extraction-poursuite comportant T scans
et S plateformes observatrices de telle sorte que N D S  T
est la dimension du problème d’affectation spatio-temporelle
correspondant. Il faut remarquer que le problème d’association
temporelle de N scans à partir d’une même plateforme est
équivalent au problème d’association spatiale des mesures
provenant de N plateformes à un instant donné. Le but
est d’estimer le nombre et les paramètres cinématiques des
sources présentes dans la zone de surveillance. On introduit
les notations suivantes :
– znin .n D 1    N; in D 0   mn/ est la inème
mesure du nème ensemble de mesures1. mn représente
le nombre de mesures. De plus, on introduit une mesure
supplémentaire z0, dite mesure factice, pour modéliser
une non-détection ou une fausse-alarme ;
– Zi1;i2;:::;iN D
n
z1i1 ; z
2
i2
; : : : ; zNiN
o
où i1 D 0;    ;m1 : : : iN D 0;    ;m N . Cet ensemble
caractérise une hypothèse de piste ;
–  D
n
Zi1;i2;:::;iN
o
est un hypothétique partitionnement
des mesures en pistes et fausses-alarmes soumis à des
contraintes d’affectation :
1. Une “vraie” mesure ne peut provenir de plusieurs
pistes ;
2. [ Zi1;i2;:::;iN D Z ;
– 0 est le partitionnement constitué uniquement de
fausses-alarmes. Une fausse-alarme est définie comme
un Nuplet où toutes les mesures le composant sont des
mesures factices sauf une2 ;
– 0 D f g est l’ensemble de tous les partitionnements
admissibles ;
– H D f est la partition correcte g est l’évènement
associé à la partition  ;
– H D
n
H j 2 0
o
est l’ensemble de tous les évène-
ments correspondant à des partitions admissibles.
– on note X le vecteur d’état des sources à estimer dans la
zone de surveillance.
Pour pouvoir formuler le problème d’association de don-
nées en un problème d’optimisation combinatoire, la fonction-
nelle de coût doit pouvoir se décomposer en une somme cumu-
lée des contributions de chacun des Nuplets composant  . On
1Par ensemble de mesures, on entend les mesures reçues par une même
plateforme à un instant donné.
2Cette définition peut être modifiée en fonction de l’application
considère pour cela, un coût bayésien de la forme :
maxX p.H jZ;X/
maxX p.H0 jZ;X/
(1)
Cette définition a pour avantage de prendre en compte la
probabilité a priori des hypothèses puisqu’en utilisant la règle
de Bayes :
p.H jZ;X/ D
p.ZjH ;X/ p.H jX/
p.ZjX/ (2)
avec p.ZjX/ D
X
H 2H
p.ZjH ;X/ p.H jX/ le facteur de
normalisation. p.ZjH ;X/ représente la vraisemblance des
observations conditionnellement à l’hypothèse de partition-
nement H et p.H jX/, la probabilité a priori de H . La
première probabilité se décompose en un produit des contri-
butions de chaque Nuplet composant l’hypothèse3, soit une
somme pour le log-vraisemblance. Par contre, la probabilité
a priori contient des termes combinatoires indécomposables.
Par conséquent, on fait l’approximation que ces termes com-
binatoires sont équiprobables quelque soit l’hypothèse ce qui
conduit à retenir les probabilités faisant intervenir seulement
les probabilités de détection et de fausse-alarme du problème.
Le problème d’extraction-poursuite revient alors à choisir le
partitionnement qui maximise le rapport (1). Ainsi, pour le
problème avec T scans et S plateformes observatrices, le coût
du Nuplet Zi1;i2;:::;iN correspondant à une source Ox vaut :
ci1iN D (3)
TX
tD1
SX
sD1

sis
.t/

1
2  2s
.zsis .t/Ä s. Ox; t//
2
C log
 p
2ss
Pds.t/
!#
Ä .1Ä sis .t// log .1Ä Pds.t//
)
avec
– la variable binaire sis .t/ définit par :
sis
.t/ D
(
1 si in D 0 .n D s t/
0 sinon (zsis .t/ est une mesure factice)
– l’équation de mesure pour la plateforme s :
z.t/ D
(
s.x; t/C vs.t/ si z = source de paramètres x
ws.t/ si z = une fausse-alarme
(vs bruit de mesure blanc gaussien de variance 
2
s ,
ws localisation d’une fausse-alarme de d.d.p. uni-
forme) ;
– Ox vecteur paramètre estimé de la source par maximum
de vraisemblance à partir du Nuplet Zi1;i2;:::;iN ;
– s densité de fausse-alarme par unité de volume ;
– Pds.t/ probabilité de détection de la plateforme s.
Le problème d’extraction-poursuite de sources multiples
peut alors se formuler comme un problème d’optimisation
3Cette décomposition se justifie sous l’hypothèse d’indépendance des
observations entre deux scans et entre deux plateformes
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combinatoire, plus précisément comme un problème d’affec-
tation de dimension N , sous la forme suivante :
8N D mini1 i2 iN
m1X
i1D0
  
mNX
iND0
ci1i2iN i1i2iN (4)
sous les contraintes8>>>>>>>><>>>>>>>>:
m2X
i2D0
  
mNX
iND0
i1i2iN D 1; i1 D 1   m1
:::
:::
m1X
i1D0
  
mNÄ1X
iNÄ1D0
i1i2iN D 1; iN D 1   m N
(5)
avec i1i2iN 2 f0; 1g une variable binaire indiquant l’absence
ou la présence du Nuplet Zi1;i2;:::;iN dans la partition optimale.
Les N ensembles de contraintes correspondent à l’expression
mathématique des règles d’association pour que le partition-
nement des mesures soit admissible.
Ce problème d’optimisation en nombres entiers appartient à
la classe des problèmes NP-complets [5]. Cependant, un al-
gorithme de relaxation lagrangienne permet d’approcher au
mieux la solution optimale. Cet algorithme est présenté briè-
vement dans le paragraphe suivant. On pourra se référer à [6]
[8] pour une présentation détaillée des différentes étapes de
l’algorithme.
3 Obtention d’une solution approchée
par relaxation lagrangienne
Le but est de relâcher les ensembles de contraintes qui
rendent le problème NP-hard. Le nouveau problème peut alors
se résoudre par des algorithmes efficaces. De plus, l’optimum
du nouveau problème est une borne sur l’optimum du pri-
mal (4). Puisque des algorithmes de complexité polynomiale
existent pour des problèmes d’affectation de dimension N=2,
(N Ä 2) ensembles de contraintes sont relâchées dans (4).
Donc, en supposant les (N Ä 2) derniers ensembles de
contraintes relâchés, le problème de relaxation lagrangienne
se met sous la forme :
82u.u3; : : : ; uN / D (6)
min
i1 iN
m1X
i1D0
  
mNX
iND0
.ci1iN Ä u3;i3 Ä   
Ä uN;iN / i1iN C
m3X
i3D0
u3;i3 C    C
mNX
iND0
uN;iN
sous les contraintes8>>>><>>>>:
m2X
i2D0
  
mNX
iND0
i1 iN D 1; i1 D 1   m1
m1X
i1D0
m3X
i3D0
  
mNX
iND0
i1iN D 1; i2 D 1   m2
(7)
où u3 D fu3;i3gi3D0n3 , : : : , uN D fuN;iN giND0nN sont les mul-
tiplicateurs de Lagrange associés aux contraintes relâchées.
Par souci de clarté dans les notations, on introduit un multi-
plicateur de Lagrange factice (ie : ne correspondant à aucune
contrainte relâchée) : u j;0 D 0 ; 8 j D 3    N .
Ce problème peut se réécrire comme un problème d’affecta-
tion de dimension 2 comme suit [8] [6] :
8
2
u.u3; : : : ; uN / D (8)
min
w2i1 i2
m1X
i1D0
m2X
i2D0
d2i1i2w
2
i1i2
C
m3X
i3D0
u3;i3    C
mNX
iND0
uN;iN
sous les contraintes8>>>><>>>>:
m2X
i2D0
w2i1i2
D 1; i1 D 1   m1
m1X
i1D0
w2i1i2
D 1; i2 D 1   m2
(9)
avec d2i1i2 et w
2
i1i2
définis par :
d2i1i2 D
8>><>>:
min
i3
  min
iN
.ci1iN Ä u3;i3 Ä   
ÄuN;iN / ; 8.i1; i2/ 6D .0; 0/
0 ; .i1; i2/ D .0; 0/
w2i1i2
D 0; 1
L’équivalence entre ces deux problèmes n’est pas directe car
les mesures factices introduites pour modéliser les fausses-
alarmes et les non-détections ne sont soumises à aucune
contrainte. Nous donnons une preuve de (9) dans [6]. Le pro-
blème de relaxation lagrangienne mis sous la forme (9) peut
se résoudre exactement en utilisant un algorithme d’affecta-
tion 2D comme par exemple l’algorithme des enchères (auc-
tion algorithm)4 [3] ou l’algorithme des signatures [1]. Ces al-
gorithmes ont une complexité en n3 si n représente le nombre
d’objets à affecter. L’intérêt majeur des méthodes de relaxation
et plus particulièrement de la relaxation lagrangienne provient
de la propriété suivante :
Proposition 1 —
8N > 8.2/ D maxu3uN 8
.2/
u > 8.2/u :
Cette propriété se déduit directement en remarquant que
l’ensemble des contraintes de (4) est inclus dans (6). Par
conséquent, on obtient une borne inférieure sur l’optimum de
(4). De plus, a partir d’une solution du problème (9), il est
possible de reconstruire une solution réalisable au problème
primal par résolution de problèmes 2D en renforçant succes-
sivement les contraintes relâchées[6][8]. On obtient ainsi un
encadrement de la valeur optimale du problème c’est à dire
une surestimation du saut de dualité défini par .82 Ä8N / qui
n’est pas nul en général en programmation en nombres entiers
contrairement à la programmation linéaire. Cette mesure four-
nit donc un critère d’arrêt de l’algorithme.
La seconde partie de l’algorithme est dédiée à la recherche
de l’optimum du problème dual 8.2/, celui qui fournit la
meilleure borne de 8N . La maximisation de la fonction duale
8.2/u s’obtient par un algorithme de sous-gradient puisque cette
fonction est concave, linéaire par morceaux mais non partout
4Cet algorithme doit être modifié pour prendre en compte les mesures
factices
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différentiable. A partir d’une initialisation des multiplicateurs
de Lagrange (en général, u.0/ D fu.0/j g jD1N D 0), on obtient
une solution au problème de maximisation en calculant une
séquence de multiplicateurs :
u.kC1/j;i j D u
.k/
j;i j
C .k/ g.k/j;i j 8 j D 3    N; i j D 1    n j : (10)
Il existe un sous-gradient g.k/j qui se calcule aisément. Il cor-
respond à la violation des contraintes relâchées. Il se calcule
directement à partir de la solution i1i j iN du problème de re-
laxation lagrangienne (6) :
8 j D 3    N; i j D 1    n j
g.k/j;i j D (11)
1Ä
n1X
i1D0
  
n jÄ1X
i jÄ1D0
n jC1X
i jC1D0
  
nNX
iND0
i1i j iN : (12)
Différentes stratégies peuvent être utilisées pour choisir le pas
.k/ dans la direction d’un sous-gradient g.k/j . Celle mise en
oeuvre dans l’algorithme provient de [2]. La performance de
l’algorithme global dépend essentiellement de celle de l’algo-
rithme du sous-gradient.
En conclusion, l’algorithme global peut se résumer ainsi
1. Pour un scénario donné, calculer les coûts ci1iN de tous
les Nuplets Zi1;i2;:::;iN ;
2. Initialiser les multiplicateurs de Lagrange
3. Répéter jusqu’à ce qu’une condition d’arrêt soit valide
– Construire le problème de relaxation lagrangienne
(9) pour les nouveaux multiplicateurs ;
– Resoudre le problème d’affectation 2D (9) par
l’algorithme des enchères (auction) ou autres : : :
– Calculer par (12) un sous-gradient g.k/j à partir de
la solution obtenue ;
– Mettre à jour les multiplicateurs de Lagrange par
(10)
– Calculer pour la solution de (9) une solution réa-
lisable au problème primal (par résolution succes-
sives de problèmes 2D) pour déterminer une sur-
estimation du saut de dualité
4 Conclusion
Nous avons présenté un algorithme pour résoudre le pro-
blème d’association de données en extraction-poursuite de
sources multiples. Les différentes étapes de l’algorithme ont
été détaillées. Des résultats sur des scénarios comportant plu-
sieurs plateformes et plusieurs scans viendront compléter cette
communication.
Une étude de méthodes de réduction d’informations doit être
envisagée afin de s’affranchir de la dimension réduite du pro-
blème d’affectation que l’on peut espérer résoudre par relaxa-
tion lagrangienne.
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