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Abstract 
In this study, we propose two optimization-based consensus rules, called consensus rules with minimum adjustments, for 
multiple attribute group decision making (MAGDM) problems. One of these two consensus rules is to minimize the distance 
between the original and adjusted preferences, and the other one seeks to minimize the number of adjusted preference values. 
Based on the consensus rules proposed, we further present an interactive consensus reaching process for MAGDM problems. 
Finally, we expound the implementation process of the approach with an illustrative example. 
Keywords: Multiple attribute group decision making (MAGDM); consensus rule; minimum adjustments; consensus reaching process 
1. Introduction 
Multiple attribute group decision making (MAGDM) plays an important role in the real world. A large number of 
methods, theories and applications have been proposed to solve MAGDM problems (e.g., [1]).  
Generally, group decision making (GDM) models can be divided into two processes: consensus process and 
selection process [2], [3]. Classically, consensus means full and unanimous agreement. However, complete 
agreement is not necessary in real life. Thus, soft  consensus degree is presented and used in the consensus process 
[4] [5] [6]. In the past decades, a number of studies focus on the consensus reaching process in GDM problems [2], 
[3], [6]-[13]. Based on a complete linguistic framework, Herrera et al. [8] proposed a rational consensus model for 
heterogeneous GDM problems. Herrera-Viedma et al. [2] presented a consensus model for GDM problems with 
different preference structures. Mata et al. [9] proposed an adaptive consensus support model for GDM problems in 
a multigranular fuzzy linguistic context. Recently, Cabrerizo et al. [10] analyzed the different consensus approaches 
in fuzzy group decision making problems and discussed their advantages and drawbacks. 
In the consensus reaching process, decision makers need to adjust their opinions to improve the consensus level. 
One of the most important issues is how to minimize the adjustment amounts, which reflects the deviation between 
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individual decision makers  original opinions and adjusted opinions. Thus, Dong et al. [14] proposed a consensus 
operator. This consensus operator provides an alternative consensus model for GDM problems to minimize the 
deviation between individuals  original and adjusted opinions. Besides, Ben-Arieh and Easton [15] and Ben-Arieh et 
al. [16] proposed a new concept of consensus cost, and the unit cost of changing each decision maker s opinion 1 
unit distance is different. They also presented several minimum cost consensus models, which mainly focus on 
minimizing the consensus cost. Recently, Zhang et al. [17] extended the minimum cost consensus models and 
proposed a novel framework to achieve minimum cost consensus under aggregation operators. 
In this paper, we propose two consensus rules with minimum adjustments for MAGDM problems. Comparing 
with the existing researches about minimum adjustments consensus models, our consensus rules can mainly fill two 
gaps: 
(1) The existing minimum adjustments consensus models, such as [14], [16], [17], mainly focus on the GDM 
problems with signal attribute, and Ben-Arieh and Easton [15] proposed minimum cost consensus models to 
evaluate signal alternative by multiple criteria. In this study, we propose two consensus rules with minimum 
adjustments for MAGDM problems. 
 (2) The existing minimum adjustments consensus models focus on minimizing the distance between the original 
and adjusted preferences. However, one of our consensus rules seeks to minimize the number of adjusted preference 
values. 
This paper is organized as follows. In Section 2, we introduce the preliminaries about MAGDM problems. Then, 
two consensus rules with minimum adjustments for MAGDM problems are proposed in Section 3. In Section 4, 
based on the consensus rules proposed in Section 3, we present an interactive consensus reaching process for 
MAGDM problems. In Section 5, an illustrative example is provided. Finally, Section 6 presents the concluding 
remarks. 
2. Preliminaries 
This section introduces some basic concepts of MAGDM problems. 
Let 1 2{ , ,..., }mX x x x  be a discrete set of alternatives, 1 2{ , ,..., }nA a a a  be the set of attributes and 
1 2{ , ,..., }TE e e e  be the set of decision makers. Let ( ) ( 1,2,..., )
k k
ij m nP p k T  be a decision matrix given by the 
decision maker ke E , where 
k
ijp  represents the preference value for the alternative ix X  with respect to the 
attribute ja A . 1 2( , ,..., )n  is the weight vector of the attributes, where 0( 1,2,..., )j j n  and 1 1
n
j
j
. 
1 2( , ,..., )mw w w w is the associated weight vector of decision makers, where 0( 1,2,..., )iw i m  and 
1
1
m
i
i
w . 
We can decision matrix ( ) ( 1,2,..., )k kij m nP p k T  into a corresponding 
standardized decision matrix ( ) ( 1,2,..., )k kij m nR r k T , where 
 
1
11
min
max min
k k
ij ijk i m
ij k k
ij iji mi m
p p
r
p p
, for benefit attribute ja A , 1,2,...,j n  
 
1
11
max
max min
k k
ij ijk i m
ij k k
ij iji mi m
p p
r
p p
, for cost attribute ja A , 1,2,...,j n . 
 
Aggregati  [6], [17]. 
Ordered weighted aggregation (OWA) operator is one of the most important aggregation operators in GDM 
problems. An OWA operator of dimension n is a function: 
 
1 (
1
)2( , ,..., )
n
n i
i
iwOWA y y y w y                                                                                                                             (1) 
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where ( )iy  is the i-th largest element of 1 2, ,..., ny y y . 
The group decision matrix ( )c cij m nR r can be obtained by aggregating decision makers  opinions with OWA 
operators: 
 
1 2( , ,... ) 1,2,..., ; 1,2,...,c Tij w ij ij ijr OWA r r r i m j n                                                                                         (2) 
 
Let ( )( 1,2,..., )EV i i m  be the evaluation value of the alternative ix X . Then, by aggregating all the attributes 
in cR  with weighted averaging (WA) operators, we can obtain that: 
 
1
( ) 1,2,...,
n c
j ij
j
EV i r i m                                                                                                                             (3) 
 
Thus, we can rank all the alternatives according to the evaluation values. 
To measure the similarity between each individual s standardized decision matrix and the group decision matrix, 
Xu [18] introduced the following distance formula: 
 
1 1
1( , )
m nk c k c
ij ij
i j
d R R r r
mn
                                                                                                                               (4) 
 
where ( , )k cd R R  is called the degree of similarity between kR  and cR . In this paper, let  be the consensus 
threshold. If ( , ) ( 1,2,..., )k cd R R k T , then all the decision makers reach the required consensus level and the 
consensus reaching process completes. 
3. Consensus rules with minimum adjustments in MAGDM problems 
3.1. Consensus rule 1: minimizing  the distance between the original and adjusted preferences 
Let kR  denote the adjusted decision matrix of decision maker ke E , and cR  is obtained by aggregating the 
ces ( 1,2,..., )kR k T . Consensus rule 1 is to minimize the distance between the 
original preferences and adjusted preferences. Then, Consensus rule 1 can be constructed as follows: 
 
1
1 2
( , )
. . ( , ) =1,2,...,T
( , ,..., )
T k k
k
k c
c T
w
Min d R R
s t d R R k
R OWA R R R
                                                                                                                       (5) 
 
Denote model (5) as P1. In model (5), all the decision makers need to reach the given consensus level , and 
OWA operator is used to aggregate adjusted ces ( 1,2,..., )kR k T  into the group decision 
matrix cR .To facilitate the solving process of  P1, we introduce Theorem 3.1. 
 
Theorem 3.1. 1 2{ , ,..., }nY y y y is a set of real numbers. (1) (2) ( ), ,..., ny y y is a permutation of Y where 
(1) (2) ( )... ny y y . If iz  satisfies the following constraints 
 
1,2,..., ; 1,2,..., ;i j ij i ny jz M A n                                                                                                      (6) 
1,2,..., ; 1,2,..., ;i i ij i ny jz M B n                                                                             (7) 
1
1,2,...,
n
ij
j
iA n i n                                                                                (8) 
1
1,2,...,1 ;
n
ij
j
iB i n                                                                                                                                  (9) 
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then we can obtain that ( )i iz y . 
Proof. Based on the related research in [19], constraints (6) and (8) in Theorem 3.1 guarantee that the maximum 
of iz  is the i-th largest element of Y, and constraints (7) and (9) in Theorem 3.1 guarantee that the minimum of iz  is 
the i-th largest element of Y. Then, we can obtain that constraints (6)~(9) in Theorem 3.1 can guarantee that iz  is the 
i-th largest element of Y. Thus, i iz y . This completes the proof of Theorem 3.1. 
By introducing four transformed decision variables: k kijk ij ijb r r , ijk ijkc b , k cijk ij ijd r r , ijk ijkf d , P1 can 
be equivalently transformed into the following mixed 0-1 programming problem. 
 
1 1 1
1 T m n
ijk
k i j
Min c
mn
                                                                                                                                    (10) 
Subject to: 
  ; 1,2,..., ; 1,2,..., ; 1,2,...,k kijk ij ij i mr k Tr jb n                                 (11) 
; 1,2,..., ; 1,2,..., ; 1,2,...,ijk ijk i m jb n kc T                                 (12) 
; 1,2,..., ; 1,2,..., ; 1,2,...,ijk ijk i m jc n k Tb                                                                                   (13) 
1 1
; 1,2,...,1
m n
ijk
i j
kf
m
T
n
                                                                                                                   (14) 
; 1,2,..., ; 1,2,..., ; 1,2,...,k cijk ij ij i mr k Tr jd n                                                                               (15) 
; 1,2,..., ; 1,2,..., ; 1,2,...,ijk ijk i m jd n kf T                                                                                    (16) 
; 1,2,..., ; 1,2,..., ; 1,2,...,ijk ijk i m jf n k Td                                                                                  (17) 
( ) 1,2,..., ; 1,2,..., ; , 1,2,. .; . ,k s sij ij ijkr r M A i m j n k s T                                                                  (18) 
( ) 1,2,..., ; 1,2,..., ; , 1,2,. .; . ,k s sij ij ijkr r M B i m j n k s T                                                                  (19) 
1
; 1,2,..., ; 1,2,..., ; 1,2,...,
T s
ijk
s
A T k i m j n k T                                                                              (20) 
1
1; 1,2,..., ; 1,2,..., ; 1,2,...,
T s
ijk
s
B k i m j n k T                                                                              (21) 
( )
1
; 1,2,..., ; 1,2,..., ;ij
Tc k
ij k
k
r iw nr m j                                                                                                  (22) 
 
Denote model (10)~(22) as P2. Constraints (11)~(13) guarantee that k kijk ijk ij ijc b r r , and constraints 
(15)~(17) guarantee that k cijk ijk ij ijf d r r . Based on Theorem 3.1, constraints (18)~(21) can guarantee that ( )kijr  
is the k-th largest element of 1 2{ , ,..., }Tij ij ijr r r . Therefore, P1 can be equivalently transformed into P2. 
3.2. Consensus rule 2: minimizing the number of adjusted preference values 
Consensus rule 2 seeks to minimize the number of adjusted preference values. We introduce a 0-1 variable kijx to 
count the number of adjusted preference values. If the preference value kijr  changes in the consensus process, 1kijx . 
Otherwise, 0kijx . Then, Consensus rule 2 can be constructed as follows: 
 
=1 =1 =1
1 2
. . ( , ) =1,2,...,T
( , ,..., )
0 =
=
1
T m n k
ij
k i j
k c
c T
w
k k
ij ijk
ij k k
ij ij
Min x
s t d R R k
R OWA R R R
r r
x
r r                                                                                                                      
(23) 
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Denote model (23) as P3. P3 can be equivalently transformed into the following programming problem: 
 
=1 =1 =1
1 2
. . ( , ) =1,2,...,T
( , ,..., )
( )(1 ) 0
T m n k
ij
k i j
k c
c T
w
k k k
ij ij ij
Min x
s t d R R k
R OWA R R R
r r x                                                                                                                      
(24) 
 
Denote model (24) as P4. Since ( )(1 ) 0k k kij ij ijr r x , we can obtain that: If k kij ijr r , 1
k
ijx ; and if =k kij ijr r , 
0kijx or 1. However, it is obvious that 0kijx  can minimize the objective function when =k kij ijr r . Thus, the optimal 
solutions of P2 and P3 are uniform. To facilitate the solving process of P3, we introduce the following lemma which 
is proposed by Berthold et al. in [20]. 
 
Lemma 3.1. If a constraint in a mixed 0-1 programming contains a product of a binary variable x with a linear 
term 
1
n
i i
i
a y , where ( 1,2,..., )iy i n are variables with finite bounds, this product can be replaced by a new variable 
z and the following linear constraints: 
 
1 1
1 1
(1 ) (1 )
min , max
L U
n nU L
i i i i
i i
n nL U
i i i i
i i
xy z xy
a y x y z a y x y
y a y y a y
                                                                                                      (25) 
 
Based on Lemma 1, P4 can be equivalently transformed into the following mixed 0-1 programming problem: 
 
=1 =1 =1
T m n k
ij
k i j
Min x                                                                                                                                                    (26) 
Subject to: 
; 1,2,..., ; 1,2,..., ; 1,2,...,k kijk ij ij i mr k Tr jb n                                                                               (27) 
; 1,2,..., ; 1,2,..., ; 1,2,...,ijk ijk i m jb n kc T                                                                                     (28) 
; 1,2,..., ; 1,2,..., ; 1,2,...,ijk ijk i m jc n k Tb                                                                                   (29) 
1 1
; 1,2,...,1
m n
ijk
i j
kf
m
T
n
                                                                                                                   (30) 
; 1,2,..., ; 1,2,..., ; 1,2,...,k cijk ij ij i mr k Tr jd n                                                                               (31) 
; 1,2,..., ; 1,2,..., ; 1,2,...,ijk ijk i m jd n kf T                                                                                    (32) 
; 1,2,..., ; 1,2,..., ; 1,2,...,ijk ijk i m jf n k Td                                                                                  (33) 
( ) 1,2,..., ; 1,2,..., ; , 1,2,. .; . ,k s sij ij ijkr r M A i m j n k s T                                                                  (34) 
( ) 1,2,..., ; 1,2,..., ; , 1,2,. .; . ,k s sij ij ijkr r M B i m j n k s T                                                                  (35) 
1
; 1,2,..., ; 1,2,..., ; 1,2,...,
T s
ijk
s
A T k i m j n k T                                                                              (36) 
1
1; 1,2,..., ; 1,2,..., ; 1,2,...,
T s
ijk
s
B k i m j n k T                                                                              (37) 
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( )
1
; 1,2,..., ; 1,2,..., ;ij
Tc k
ij k
k
r iw nr m j                                                                                                  (38) 
0 ; 1,2,..., ; 1,2,..., ; 1,2,...,k kij ijz x i m j n k T                                                                                 (39) 
1 ; 1,2,..., ; 1,2,..., ; 1,2,...,k k k kij ij ij ijr x z r i m j n k T                                                                  (40) 
 
Denote model (26)~(40) as P5. Constraints (27)~(29) guarantee that k kijk ijk ij ijc b r r , and constraints 
(31)~(33) guarantee that k cijk ijk ij ijf d r r . Based on Theorem 3.1, constraints (34)~(37) can guarantee that ( )kijr  
is the k-th largest element of 1 2, ,..., Tij ij ijr r r . Based on Lemma 3.1, (38) and (39) guarantee that ( )(1 ) 0k k kij ij ijr r x . 
Thus, P4 can be equivalently transformed into P5. 
4. Consensus reaching process based on the proposed consensus rules 
Generally, the optimal adjusted opinion values, obtained by Consensus rules 1 and 2, should only be considered 
as a decision aid which experts use as a reference to modify their individual opinions. So, in this section, we propose 
an interactive consensus reaching process for MAGDM problems, which is based on Consensus rules 1 and 2. The 
main idea of this interactive consensus reaching process is to allow decision makers have much flexibility to modify 
their opinions based on the adjustment suggestions given by the consensus rules.  
Details of the consensus reaching process are depicted in the following algorithm. 
 
Algorithm 1. 
Input: standardized matrices ( 1,2,..., )kR k T , the consensus threshold , the maximum 
number of iterative times 1max_rounds , the associated weight vector of decision makers w . 
ces ( 1,2,..., )kR k T , the group decision matrix cR , the number of 
the iterative l . 
Step 1: Set 0l and 0 ( 1,2,..., )kkR R k T . 
Step 2: Calculate the group decision matrix 1 2( , ,..., )l l l lc w TR OWA R R R  and the consensus index 
( , )( 1,2,..., )l l lk k cd d R R k T . If ( 1,2,..., )
l
kd k T or _l max rounds , then go to Step 4. Otherwise, go to the 
next step. 
Step 3: Consider ( 1,2,..., )lkR k T   original decision matrices in round l , and utilize 
Consensus rule 1 (P2 in Section 3) to calculate the optimal ( 1,2,..., )lkR k T . Let 
1 [min{ , },max{ , }]l l l l lijk ijk ijk ijk ijkr r r r r  and 1l l . Go to Step 2. Step 4: Let ( 1,2,..., )k lkR R k T and c lcR R . Output adjusted  decision matrices ( 1,2,..., )kR k T , 
the group decision matrix cR  and the number of the iterative l . 
Step 5: End. 
 
Remark 1. In Algorithm 1, we replace Step 4 by Step 4*. We can obtain a new algorithm, Algorithm 2. 
Step 4*: Consider ( 1,2,..., )lkR k T   original decision matrix in round l , and utilize 
Consensus rule 2 (P5 in Section 3) to calculate the optimal  ( 1,2,..., )lkR k T . Let 
1 [min{ , },max{ , }]l l l l lijk ijk ijk ijk ijkr r r r r  and 1l l . Go to Step 2. 
5. Illustrative example 
In this section, we illustrate the consensus reaching process with an example. This example  is used in [18], [21]. 
In the illustrative example, the alternatives ( 1,2,3,4,5)ix i  are to be evaluated by three decision 
makers ( 1,2,3)ke k . Each decision maker evaluates the alternatives based on eight different attributes 
( 1,2,...,8)ia i . Let the associated weight vector of decision makers be (0.2,0.5,0.3)w . Let 0.15  be the 
consensus threshold, and the weight vector of the attributes is (0.10,0.08,0.12,0.13,0.17,0.15,0.11,0.14) . The 
standardized individuals  decision matrices 0( 1,2,3)kR k are listed in Table 1-3. 
Table 1 Standardized individual s decision matrix 01R  
 a1 a2 a3 a4 a5 a6 a7 a8 
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x1 0.5000 0.0000 1.0000 1.0000 0.2000 1.0000 0.0000 0.7500 
x2 1.0000 0.5000 0.0000 0.0000 0.0000 0.0000 1.0000 0.0000 
x3 0.5000 0.5000 0.2500 0.1430 0.8000 0.5000 1.0000 0.2500 
x4 0.0000 1.0000 0.7500 0.8750 1.0000 0.7500 0.7500 0.7500 
x5 0.2500 0.0000 0.5000 0.4290 0.4000 1.0000 0.2500 1.0000 
Table 2 Standardized individual s decision matrix 02R  
 a1 a2 a3 a4 a5 a6 a7 a8 
x1 0.0000 0.3330 0.6670 1.0000 0.0000 1.0000 0.3330 0.0000 
x2 1.0000 0.6670 0.3330 0.0000 0.5000 0.0000 0.5000 0.5000 
x3 0.0000 1.0000 0.0000 0.1890 1.0000 0.3750 0.5000 0.7500 
x4 0.3330 0.6670 0.6670 0.8650 1.0000 0.5360 1.0000 0.5000 
x5 0.6670 0.0000 1.0000 0.5410 0.6670 0.7140 0.0000 1.0000 
Table 3 Standardized individual s decision matrix 03R  
 a1 a2 a3 a4 a5 a6 a7 a8 
x1 1.0000 0.3330 0.8000 1.0000 0.5000 0.8820 0.0000 0.0000 
x2 0.7500 0.0000 0.0000 0.0860 0.0000 0.0000 0.8000 0.5000 
x3 0.2500 0.6670 0.2000 0.0000 1.0000 0.6470 1.0000 0.2500 
x4 0.0000 0.3330 1.0000 0.7710 1.0000 0.9410 0.4000 0.7500 
x5 0.5000 1.0000 0.8000 0.4290 1.0000 1.0000 0.2000 1.0000 
Step 1. Utilize the OWA operator to fuse standardized individuals  decision matrices 0( 1,2,3)kR k  into the 
group decision matrix 0cR , and calculate the degree of similarity between 
0( 1,2,3)kR k  and 
0
cR .  
0 0
1( , ) 0.1230cd R R               0 02( , ) 0.1672cd R R              0 03( , ) 0.1388cd R R  
Step 2. Since 0 02( , ) 0.15cd R R , we apply Consensus rule 1 (P2 in Section 3) to obtain the optimal individuals  
decision matrices 0 01 1R R (see Table 1), 0 03 3R R (see Table 3) and 02R (see Table 4). 
Table 4 Optimal individual s decision matrix 02R  based on Consensus rule 1 
 a1 a2 a3 a4 a5 a6 a7 a8 
x1 0.0000 0.3330 0.6670 1.0000 0.0000 1.0000 0.0000 0.0000 
x2 1.0000 0.6384 0.3330 0.0000 0.5000 0.0000 0.5000 0.5000 
x3 0.0000 1.0000 0.0000 0.1890 1.0000 0.3750 0.5000 0.2500 
x4 0.3330 0.6670 0.6670 0.8650 1.0000 0.5360 1.0000 0.5000 
x5 0.6670 0.0000 1.0000 0.5410 0.6670 0.7140 0.0000 1.0000 
Step 3. To facilitate the consensus process, assume that 1 0 00.5 0.5ijk ijk ijkr r r . Then, we get the following adjusted 
1 0
1 1R R (see Table 1), 1 03 1R R (see Table 3), 12R (see Table 5) and the group decision 
matrix  1cR , and calculate the degree of similarity between 1( 1,2,3)kR k  and 
1
cR . 
1 1
1( , ) 0.1210cd R R               0 02( , ) 0.1586cd R R               0 03( , ) 0.1366cd R R  
Table 5 Adjusted individual s decision matrix 12R  
 a1 a2 a3 a4 a5 a6 a7 a8 
x1 0.0000 0.3330 0.6670 1.0000 0.0000 1.0000 0.1665 0.0000 
x2 1.0000 0.6527 0.3330 0.0000 0.5000 0.0000 0.5000 0.5000 
x3 0.0000 1.0000 0.0000 0.1890 1.0000 0.3750 0.5000 0.5000 
x4 0.3330 0.6670 0.6670 0.8650 1.0000 0.5360 1.0000 0.5000 
x5 0.6670 0.0000 1.0000 0.5410 0.6670 0.7140 0.0000 1.0000 
Step 4. Since 1 12( , ) 0.15cd R R , we apply Consensus rule 1 (P2 in Section 3) to obtain the 
decision matrices 1 11 1R R (see Table 1), 1 13 3R R (see Table 3) and 12R (see Table 6). 
Table 6 Optimal individual s decision matrix 12R  based on Consensus rule 1 
 a1 a2 a3 a4 a5 a6 a7 a8 
x1 0.0000 0.3330 0.6670 1.0000 0.0000 1.0000 0.1665 0.0000 
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x2 1.0000 0.5000 0.0549 0.0000 0.5000 0.0000 0.5000 0.5000 
x3 0.0000 1.0000 0.0000 0.1890 1.0000 0.3750 0.5000 0.5000 
x4 0.3330 0.6670 0.6670 0.8650 1.0000 0.5360 1.0000 0.5000 
x5 0.6670 0.0000 1.0000 0.5410 0.6670 0.7140 0.0000 1.0000 
Step 5. Assume that 2 1( 1,2,3)k kR R k , and we get the following adjusted 
2( 1,2,3)kR k (see Table 1, Table 6 and Table 3) and the group decision matrix 
2
cR , and calculate the degree of 
similarity between 2( 1,2,3)kR k  and 
2
cR . 
1 1
1( , ) 0.1204cd R R               0 02( , ) 0.1500cd R R               0 03( , ) 0.1345cd R R  
Step 6. Since 2 2( , ) 0.15( 1,2,3)k cd R R k , all the decision makers reach the required consensus level. Utilize the 
AW operator to aggregate all the attributes in 2cR  and obtain the evaluation values ( )( 1,2,3,4,5)EV i i : 
(1) 0.4930EV           (2) 0.2726EV           (3) 0.4785EV           (4) 0.7089EV           (5) 0.6152EV  
Thus, the best alternative is 4x . 
6. Conclusions 
With the consideration of minimum adjustments, we present two new consensus rules. The main points presented 
are as follows 
1. The existing minimum adjustments consensus models mainly focus on GDM problems with single attribute (or 
single alternative with multi-criteria). In this study, we propose the consensus rules with minimum adjustments for 
MAGDM problems. 
2. The existing researches seek to minimize the distance between the original and adjusted preferences. However, 
the proposed two consensus rules not only consider minimizing the adjustment distance, but also seek to minimize 
the number of adjusted preference values. 
Finally, based on the proposed consensus rules, we present an interactive consensus reaching process for 
MAGDM problems. In the consensus process, decision makers can adjust their opinions flexibly based on the 
adjustment guidance given by the consensus rules with minimum adjustments. 
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