To Turnbull's study of the kinetic problem of nucleation and growth of crystals, we add the further enquiry into what lies behind the slow nucleation kinetics of glass-formers. Our answer to this question leads to the proposal of conditions in which a pure liquid metal, monatomic and elemental, can be vitrified. Using the case of high-pressure liquid germanium, we give electron microscope evidence for the validity of our thinking.
Some, like David Turnbull, have made major contributions to each, as I will recognize in this presentation.
In the first major branch, one attempts to answer the question, "Why do we have glass-formers, when in nearly every case the crystal is the thermodynamically stable state of the system?" Clearly, the answer must contain an understanding of the mechanism of nucleation of crystals from the liquid, which is slow in the case of glassformers. But even when this description is complete, there must remain the deeper question of why some substances and not others have slow nucleation kinetics below their melting points. I will give some effort to answering this question and will show how the answer leads us to the first example of the quenching of a monatomic metallic liquid to its glassy state.
The question asked in the second major branch is, "How do uncrystallized liquids behave in the range where thermodynamics tells us they should not exist?" There are a variety of fascinating problems here, including those connected to the newly developing phenomenology of polyamorphism. 2 Most of the work in the "glass physics" literature has been concentrated on this second branch of the subject, particularly in the supercooled-liquid state. In the second part of this article, I will deal with some aspects of this branch, including the special problem posed by the behavior of the most important of all liquids, water.
The First Branch of the "Glass Problem": How Crystallization Occurs, and Sometimes Can Be Avoided, in Single-Component Systems
To introduce the problem of crystallization-and at the same time, the phenomenon of polyamorphism-let me start with a simple and familiar analogy. Everybody knows that if you put a ball on the side of a bowl, it rolls to the bottom, because this is the ground state of the "system," the state of lowest potential energy. If there is a situation where the ball is in a separate bowl, which is overlapping the first one, we know that it cannot get to the ground state unless it first passes over a gravitational barrier. This is analogous to the situation we have in a glassy system, where the molecules are trapped in a disordered state in some sort of bowl of their own and cannot escape to get down to the ground state of the system unless some energy barrier, now called the "nucleation barrier," is crossed (see Figure 1a) .
But this is enormously too simple a picture, because in fact there are billions of these glasses, billions of ways of organizing the molecules into mechanically stable trapped states. It is this recognition that has led to the development of the concept of a "potential energy hypersurface" 3,4 -often simplified to "energy landscape" (and crudely illustrated in Figure 1b )-on which there are innumerable distinct potential-energy minima representing different modes of packing of the system molecules. Each of these can become a mechanically stable, jammed state on cooling quickly enough to avoid the shuffling of molecules into other configurations during cooling to low temperatures. This is easily studied in computers, where special cooling procedures can be specified that eliminate jumps from one "basin" to another during the cooling (called "conjugate gradient quenching"). 5 Our crystal bowl of Figure 1a has now been confined to a single narrow basin (on the right in Figure 1c ). All of these glassy "basins" represent possible packing energy states of the molecules in our liquid system. That is, in essence, where the large entropy of the liquid originates. There are some states that are "only just" jammed. They have a vanishingly small kinetic stability and so are very difficult to observe directly. If an analysis of the probability of all these "configurational" states is made, it is found that they exhibit a Gaussian distribution in potential energy (free energy in the hard-sphere case), and that the "only just" jammed states are located right at the summit of the Gaussian, that is, they are the most probable (as Speedy 6 pointed out for the hard-sphere case, citing support from experiments 7 ) . They lie at the low-density limit, which is at a packing fraction of 0.55, 6 as verified in Reference 7.
Polyamorphism
The situation can become even more complicated, because we have some systems that can sample more than one of these vast energy landscapes. We refer here to the phenomenon of polyamorphismwhich is of great interest at the momentin which a high-temperature liquid explores a megabasin with one sort of landscape of some e N individual basins, and then at lower temperatures can relocate (via a first-order transition) into a second megabasin, separated from the first by an energy barrier, and differing from it in its landscape topology.
Thus, the system can exist in either of two distinct liquid states that have the same composition but differ in density. This is depicted schematically in energy landscape terms in Figure 1c .
The first cases of this phenomenon to be recognized and discussed were those of the Group IV elements Si and Ge-cases that are also central to this article. In 1979, Aptekar 8 analyzed the liquid-state behavior of these two elements in terms of a simple cooperative model and, using data from the crystalline forms of the elements, predicted the existence of a liquid-liquid equilibrium with a pressure-dependent coexistence line terminated by a critical point at negative pressures. A phase transition between two amorphous forms of these elements was also predicted, using thermodynamic data, by Spaepen and Turnbull, 9 and by Bagley and Chen 10 (at the same meeting!), although in each of References 9 and 10, the low-temperature phase was to be considered as an amorphous solid. Micrographic evidence for a polyamorphic-phase transition during cooling of a liquid was later provided by Aasland 
Crystallization via Nucleation and Growth
Escaping from a liquid configuration into the crystalline state requires a nucleation event, which in most liquids happens very readily after a certain level of supercooling (the homogeneous nucleation temperature) has been reached. This happens because, as Hillig and Turnbull 12 showed in a seminal paper, the rate at which nuclei of the stable crystal form increases rapidly with decreasing temperature until the likelihood of a nucleus being present, due to natural fluctuations in the liquid configurations, becomes enormous. This probability was determined by parameters in the theory related to surface free energy, entropy of fusion, and diffusivity. It was shown to reach a maximum value at a temperature where the driving force to form the stable phase is balanced by the kinetic slowdown in the rate at which the liquid structure can respond.
In the case of glass-forming liquids, however, the nucleation rate remains small at all temperatures and then the liquid can be cooled continuously until it becomes so viscous that it completely ceases to flow and we call it a glass. [13] [14] [15] Arrival at the glassy condition is signaled by the "glass transition," a rather abrupt decrease in the heat capacity due to the configurational degrees of freedom becoming inaccessible to the system, which is now "stuck" in one of the basins of its landscape. The minimum energy of the basin in which it becomes stuck is determined by the rate at which the system is cooled. Intermediate density packings are unstable with respect to a combination of the two alternative liquids, so that a first-order transition between the two may occur when the condition T = ∆(E +PV )/∆S is met. The conversion of a liquid to the crystalline state requires both crystal nucleation and growth processes to occur, and in some cases, the latter is much slower than the former. Uhlmann, who was a student of Turnbull's, described a timetemperature-transformation (TTT) plot (usually given in the semilog form of Figure 2 ), that described the interplay of these two factors. He invented the term "critical cooling rate" to define the cooling rate Q (K/s) to which a liquid sample would have to be subjected before it would appear to be fully glassy (because crystal volume fractions are less than 1 part in 10 6 ), and this has become a very popular way of regarding the vitrification process. A related term is the "critical thickness," which refers to the dimensions of the slab of glass that can be prepared by a cooling process of given rate.
Care must be taken with the use of the TTT plot when considering the critical cooling rate. Because the TTT curve determined in most studies is that representing the combination of nucleation and growth, it is easy to forget that a sample that is fully glassy because it has been cooled faster than the critical cooling rate might in fact be choked with nuclei, because the cooling that has bypassed the nose of the TTT curve has cut right across the faster process which is the pure nucleation process, as shown in Figure 2 . 16 The glass so made will be prone to rapid crystallization during reheating, because all that is needed is the growth of nuclei already present. This is the principal reason for the common observation that a glass that seemed to easily bypass crystallization during cooling crystallizes readily during reheating. To make a glass that is free of nuclei requires a much faster cooling rate, as indicated in Figure 2 . It is this feature that most likely determines the ∆T x (= T x -T g ) criterion for glass stability (T x being the crystallization temperature during heating).
Viscosity at T m as a Criterion for Glass-Forming Ability
Uhlmann 17 made the observation that glass-forming liquids-those that could be vitrified at some standard cooling rate such as 1 K/s-were those that were already viscous relative to water at their melting points. How viscous can be judged from Figure 3 , which presents viscosity data for a large number of different liquid types in the Arrhenius plot form, using an inverse temperature that is scaled by the glass-transition temperature. For a long time, the glass-transition temperature was treated as the temperature at which the liquid viscosity reaches 10 12 Pa s (in which case, all curves in Figure 3 pass through the same point, at T g /T = 1). It is now more common to define the glass temperature from a calorimetric experiment in such a way that the enthalpy relaxation time is always the same, 100 s Time-temperature-transformation curve for crystallization (nucleation + growth), showing critical cooling rate (CCR) (red curve at right, curved due to semilog plot). Note that because nucleation is intrinsically a faster process due to its shorter length scale, a critical rate cooling may not avoid nucleation. To obtain an non-nucleated glass, much faster cooling is required, as shown by the second CCR curve (red curve at left). T m is the melting temperature, and T g is the glass-transition temperature. An experimental study showing this separation is found in Reference 16.
Use the "2/3 rule": at T g , and in this case the vis cosity is not always 10 12 Pa s at T g . An empirical rule of glass science (and one that is subject to quite large uncertainty) is that glassforming liquids pass through their glass transitions at two-thirds of their melting points (the "2/3 rule"). We can adopt this rule to answer the question about viscosity at the melting point T m for glassformers by marking a vertical line on Figure 3 at T g /T = 0.66. Since the T g /T rule is not exact, we have placed a circle on the graph to capture the range of viscosities which are exhibited by common liquids sufficiently slow to crystallize that their viscosities can be measured over wide ranges between their melting points and glass temperatures. One observes that a viscosity of 0.01-1.0 Pa s at T m covers most of the liquids that have been studied. It is noted in Reference 18 that the condition for lowest diffusivity at T m is also the condition for slowest (rate per K) increase of the excess free energy driving force to crystallize. The question of importance then becomes, "What determines whether or not a crystal will melt to give a liquid whose viscosity is 1 Pa s or greater (and whose rate of increase in excess free energy with cooling is least rapid)?" This question inevitably involves an understanding of the relative free energies of crystal and liquid states of substances, since the melting point is determined by their crossing. Anything that lowers the free energy of the liquid relative to that of the crystal must lower the melting point and raise the viscosity at T m . A recent computer simulation-based enquiry into this matter 18 has pointed the way to conditions in which it is possible to liquid-quench an elemental metal into the glassy state for the first time (though not without a lot of effort), and so is worth some discussion.
"Potential Tuning" Studies of GlassForming Ability
Molinero et al. 18 studied the way in which glass-forming ability (GFA) of a simulated liquid could be "tuned in" by systematically changing the interaction potential of a substance (one that resembles silicon in its starting condition) to favor energetically the liquid over the solid, and thus lower its melting point until the crystallization became slow enough to be bypassed. "Potential tuning" of Si interaction potentials to diminish "tetrahedrality" had earlier (1998) been suggested as a way of changing the liquidstate properties in interesting ways 19 (seeking conversion of strong to fragile character), and has since been used to (1) "tune out" the anomalies of water by systematically changing the potential from water-like to Lennard-Jones-like 20 and (2) establish a relation between anharmonicity and fragility in glass-formers, 21 but its role in modifying the phase diagram to enhance glass-forming ability is a new development.
Molinero et al. found that, by potentialtuning, the melting point of a diamond cubic (DC) crystal of silicon, modeled by the Stillinger-Weber potential, 22 could be reduced to less than 50% of its initial 1700 K value before a new crystal form became the more stable and raised the melting point again. And near the triple point of the T versus potential parameter phase diagram (shown in Figure 4 ), the liquid became noncrystallizing on the computation time scale. (Of course, the system being modeled was then no longer silicon but rather some highcohesion analogue of a Group IV element lower on the periodic table, and therefore less tetrahedral, like tin). At this point, the diffusivity at the melting point had been decreased to 18% of its initial (Si) value, and had reached the value 1 × 10 −9 m 2 /s, exhibited by Ni in the Ni 4 P melt 23 -which is vitrifiable by melt-spinning.
This impressive melting-point depression could be achieved by changing a single parameter in the interaction potential. An interesting point is that the parameter being tuned plays no role at all in determining the lattice energy of the DC crystal. In the Stillinger-Weber potential, silicon is modeled as the sum of a pairwise-additive component and a threebody component that is purely repulsive. The repulsion increases in proportion to the deviation of the three-body angle from that of atoms in a tetrahedron, the basic coordination group in DC crystal. The rate of increase in repulsive energy, hence the "tetrahedrality" of the interaction potential, is determined by a parameter λ. Because the angles in the DC phase of silicon are always tetrahedral, the crystal energy is independent of λ. However, in the liquid, lower values of λ permit more nearest neighbors, hence higher cohesion. The present author's oft-stated interpretation of glass-forming ability in terms of lowered lattice energy of the crystal state 24, 25 is therefore incorrect or, rather, only correct for the case where the liquid cohesive energy can be considered constant (as in the case of different isomers of the same compound). 24, 26 It is always the relation of the two that counts.
Another way of changing the relative energies of liquid and crystal is by application of pressure. Simulations with the Stillinger-Weber potential again show that the diffusivity at the melting point is lowered. 27, 28 At the known triple-point pressure of Si, 9 GPa, the diffusivity also 27, 28 reaches that of Ni in glass-forming Ni 4 P. 23 Again 28 the simulated system becomes an elemental glass-former on the computation time scale. At the low-pressure end of the glass-forming pressure range, it appears 18 that getting the liquid-liquid phase-transition temperature down below the glass temperature is the critical requirement, while at higher pressures, having the diffusivity below that of Ni in Ni 3 P at its eutectic temperature is sufficient.
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The relation between the temperaturepotential diagram and the normal temperature versus pressure diagram is shown in Figure 5 . Figure 5 incorporates the recognition that Ge can be simulated convincingly with a modified Stillinger-Weber potential with λ a little smaller than that for Si. 29 Figure 5 also adapts the position of the liquid-liquid transition to the position indicated by the supercooling limit found for liquid germanium in the laboratory. 30 
Laboratory Formation of the Monatomic Metallic Glass
Armed with this knowledge, and with the diamond anvil high-pressure cell expertise of Jeff Yarger, Harish Bhat et al. 31 have now experimentally verified, for the analogue case of Ge, that near and above the triple-point pressure, liquid Ge can be vitrified on fast cooling in the diamond anvil high-pressure cell. The experiment used pulsed laser beam melting of small chips of pure Ge in a pressure-distributing bed of NaCl. Electron microscope evidence, for both the vitrification and the existence of the liquid-liquid phase transformation, is shown in Figure 6 .
Figures 6e and 6f show that the only parts of the (7.6 GPa) quench product that contain crystalline material are the globules of the low-temperature phase that formed in the last stages of the quench (where the isobar crossed the liquidliquid coexistence line). This is in accord with the important previous observation 27 that the crystallization of the DC phase of Stillinger-Weber silicon always commences in the low-density polyamorph (LDA). Since this phase is much the less diffusive (a three orders of magnitude decrease is observed at the liquid-liquid transition), 32 it clearly must offer a much lower nucleation energy barrier to the crystallization process. Implicit is that the crystal-LDA interfacial tension is very small. It appears that the LDA polymorph formation is (like the fully bonded but random network of water molecules seen, in Ohmine's simulation of ice crystallization, 33 to be the precursor step to the ice lattice) an essential "Ostwald step" in the passage between the liquid and the crystal. We note that the presence of crystalline material in the low-temperature (not necessarily low-density) phases of previously observed polyamorphic transitions has been a source of confusion in describing these phenomena. In the present case, the globules of low-temperature phase are so small that they are either almost consumed by crystal or contain none at all.
We bring this part of our overview to conclusion with a summary. We can make a realistic monatomic glass-former for computer simulation studies by potentialtuning to minimize the liquid energy deficit at the melting point. 34, 35 We believe it represents a metal because we can argue that it should have much in common with Si or Ge at very high pressures. We can make a glass of this high-pressure, hence monatomic metallic, substance in the laboratory under fast quenching conditions. It may serve as a model for understanding a broad class of tetrahedral glass-formers.
The Second Branch of the "Glass Problem": How Do Liquids Behave with Decreasing Temperature when Crystals Do Not Form?
Let us return to the second major class of question and examine what happens in the liquid state when we have excluded crystallization. How do liquids behave when crystals do not form? We will examine the major trends in the behavior of relaxation and the thermodynamic properties of glass-forming liquids and then turn to the strange case of water, and then on to the classic network glass-formers. We will focus attention mainly on the highertemperature region of the three domains of interest into which the non-crystallizing systems behavior can be divided. These are depicted in Figure 7 , which shows the familiar variation of the enthalpy of a glass-former with temperature.
We can identify three domains of interest: One is domain A, in which the liquid state is in equilibrium in all respects except with respect to crystallization. The second, domain B, is the "glass transformation" range, whose precise position depends on the cooling rate; finally, there is the fully vitreous range, domain C, which is of interest to all those who study glasses as rigid materials and also as solidstate ionic conductors. We will only be able here to study domain A. (For domains B and C, see Reference 105.) In domain A, the liquids, being fully equilibrated except for crystallization, have their full liquid-like heat capacities and expansion coefficients. 14 For the molecular liquids and metallic glassformers, and also for many ionic liquids, the heat capacities behave in an interesting manner. The excess heat capacity (i.e., in excess of the vibrational component), increases continuously with decreasing temperature, falling only when the system enters the transformation zone B. The excess heat capacity seems to increase, at least as 1/T with decreasing temperature, as seen in Figure 8a . In metallic glassformers, it may be more rapid, 36 approaching the 1/T 2 dependence suggested by the random energy model. 37 (The inverse T 2 function is actually an expectation for constant-volume observations). Associated with this accelerating heat capacity is an excess entropy (liquid over crystal) that is rapidly approaching zero, implying a disordered phase with the same total entropy as that of the stable crystal (see Figure 8b) . Only the prior intercession of the glass transition avoids the crossover 38 (and shortly thereafter the generation of a negative entropy-which is, of course, quite unphysical). The avoidance of a thermodynamic catastrophe by intercession of a kinetic event, the glass transition, is known as the Kauzmann paradox 14, 39 and is one of the most debated issues in glass science.
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The relaxation time that saves the day by crossing the experimental time scale just a little above the Kauzmann temperature T K seems to "know about the problem," because it obeys a law, expressed by the Vogel-Fulcher-Tammann (VFT) 40 equation, that contains a temperature T 0 which is usually found to be the same, within errors of estimation, as T K for the substance 41 (see Figure 8c ). This implies that the system would take an infinite time to reach T K in an equilibrium state. The VFT equation has several equivalent expressions,
where τ 0 , B, D, f, and T 0 are constants; f in the last expression quantifies the "fragility" of the liquid, since it determines the degree of departure from the Arrhenius law. The occurrence of the glass transition establishes, rather than resolves, the Kauzmann paradox. What is needed to resolve it is a thermodynamic transition of some sort-either the vanishing of the barrier to nucleation of the crystal (as Kauzmann himself proposed 38 ) or a thermodynamic transition to a state with a different heat capacity. There are scenarios in 103 and also in the molecular triphenyl phosphite case. 104 Annular dark-field imaging proves that globules are darker because they are thicker, protruding from the matrix, as seen at the right-hand edge of (c). (Taken from Reference 31, with permission from Nature Publishing Group.) which either or both occur, but these can only be briefly summarized here.
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In the Gibbs-Dimarzio theory, 39,42 a second-order transition is anticipated at T K , and the Cohen-Turnbull 43 model, famous for its derivation of Equation 1, implies the same when the free volume vanishes. In the Cohen-Grest 44 free volume model, a first-order transition is expected. The Granato interstitialcy model 45 proposes a first-order transition to the crystalline state, while the recent Gaussian excitations theory of Matyushov and the author 46,47 predicts a first-order transition to a small but finite entropy glass state-but only for fragile glassformers. In the latter case, the transition is expected to occur below the glasstransition temperature in most but not all cases, water being an outstanding exception. In the latter case, the data imply an order-disorder transition with weak firstorder transition at the high-temperature end, although a second critical point is also possible. For liquids with small excitation entropies, a continuous transition is expected. We come back to this in the final section of this article. First, we describe the pattern of behavior for a wide range of glass-formers, as revealed by laboratory studies.
Thermodynamic and Relaxational Behavior Patterns in NonCrystallizing Liquids
The viscosity pattern has already been provided in Figure 3 , but we give it again in modified form in Figure 9a , scaling by the calorimetric T g in order to make the comparison with an analogue plot for the thermodynamic property, excess entropy ( Figure 9b ). We use the "standard" value of T g (i.e., that determined at a scan rate of 20 K/min), which is the temperature at which the enthalpy relaxation time is 100 s. Figure 9a reminds us that the fragility f of Equation 1 is a highly variable quantity. At one extreme are the classical glassformers: SiO 2 and GeO 2 , for which f is almost zero. There is nearly a continuum of behavior between them (the network liquids) and the "fragile" extreme which has ionic and molecular liquid, and chain polymer representatives, all on a par. Explaining the origin of this behavior is still a major unsolved problem. It is important to understand it, because 48 the fragility seems to correlate well with the other two canonical characteristics of glass-formers in this domain A of Figure 7 , namely, the non-exponentiality of relaxation (where most of the activity in the field [49] [50] [51] [52] [53] [54] has resided since Hurley and Harrowell identified dynamic heterogeneity 55 ) and the non-linearity of relaxation. The latter has so far been accessible experimentally only as we enter domain B of Figure 7 : studies on much shorter time scales are possible by simulation, 56 but to date they have only been preliminary in character.
While it is usually assumed that "fragility" is a concept for the discussion of the dynamic properties of a liquid, Figure 9b shows that it has a thermodynamic equivalent. 57 The same order of fragilities seems to apply to the rate at which the excess entropy varies, relative to its value at T g , although this generalization fails to include liquid polymers. 57, 58 Since the fragility pattern for relaxation properties is considered to be interesting, the excess entropy pattern must be recognized as of equal interest. In principle, the common pattern then becomes simpler to interpret: where there are many theories for the relaxational properties, there are relatively few for the thermodynamics. It is likely that this situation will change in the future.
The biggest challenge at the moment is to account for the sharply increasing heat capacity as T approaches T g and T K (in Figure 8a ). There are many high-quality data on this behavior, but until the recent Gaussian excitations theory of Matyushov and the author-particularly the current "one Gaussian" (1G) version 46 -there had been no successful attempt to quantitatively model the observations. The excess entropy can, at first sight, be well reproduced 59 by very simple models, 60 but the data for its derivative, the heat capacity C p , which are precise and unambiguous, have not been well accounted for until recently. 46, 47 The theory developed by Matyushov and the author 46 is a sophisticated variant of the simpler two-state models (developed by a variety of workers, including Rao and the author [60] [61] [62] ). Matyushov and the author replace the single excited state (or defect) of the earlier models with a Gaussian distribution of excited-state energies, which is, of course, more appropriate for a disordered state of matter. An essential ingredient of the Matyushov development is the concept of excitation stabilization by the disorder (Gaussian distribution of defects) that is already present, analogous to the solvation stabilization of electrons entering a polar medium. 63, 64 This introduces a cooperative element into the excitation process which, under the right parameterization (entropy change per defect >2k B , where k B is Boltzmann's constant), promotes a firstorder phase transition. In the data-fitting of molecular liquids for which both entropy and heat capacity data are available, the theory seems to do surprisingly well, considering its mean field character and modest number of parameters (three). Figure  10 , taken from Reference 46, shows the simultaneous fitting of excess entropy and excess heat capacity data for a number of molecular liquids for which high-quality data are currently available. The manner in which the defect structure (and distribution) effect the elastic behavior of the glassy solid will be important to evaluate in view of the success of elasticity theories of glassy dynamics, detailed in the recent review by Dyre. 65 In this connection, we note that important features of Reference 46 are mirrored in Granato and Khonik's shear-modulus-based interstitialcy model of liquids. 66 A test of particular interest is that made for water, the unusual behavior of which has provided grounds for much controversy. 67, 68 The especially unusual behavior of the heat capacity of supercooling water, which appears to be diverging at a temperature of about 225 K 69,70 when it crystallizes, is shown in Figure 8a . There is a severe data gap for water between this temperature and 150 K, where water crystallizes on heating after a vitrification by hyperquenching (or other methods described by other authors). The probable behavior in the gap range is discussed in detail elsewhere 71 and is dealt with here only briefly. The gap behavior has been determined using thermodynamic constraints analysis on the one hand, 72 and by measurements on non-crystallizing nano-confined water 73 on the other. The latter measurements are shown in Figure 11 , where they are compared with the results obtained for the popular SPC-E (simple point charge-extended) model, 74 and with the best fit of the threeparameter Gaussian excitations model. 46 The latter fits the low-temperature data well and is consistent with the interpretation of water's behavior in terms of an order-disorder (cooperative) transition, 71 and therefore possibly (but not necessarily 71 ) with a second critical point at a particular pressure. 75 However, the best fit obtained (see Figure 11 ) suggests that the transition at ambient pressure is still weakly first-order, implying that the critical point for laboratory water is either at negative pressure or is preempted by a merging with the liquid-gas spinodal, as suggested earlier for liquid Si 76 (i.e., a modification of the original Speedy conjecture 70, 77 ). Thus, water is here interpreted as a less cooperative version of the general molecular liquid phenomenon, in which the first-order transition of References 46 and 47 emerges from beneath the glass transition and loses much, and possibly all, of its first-order strength. We are reminded of the weak first-order transition between two liquids identified for the element Si 27,32 and tuned out of visibility in Reference 18. We now consider the relation between the behavior of water and that of other tetrahedral liquids in an effort to make a significant synthesis of ideas about glass-formers and possibly to identify underlying universalities.
The "Big Picture" of Strong versus Fragile Glass-Formers
To embark on an effort to enlarge the above "picture," we first recognize the connection between water's anomalies and the anomalous behavior of the tetrahedral network liquid, BeF 2 . BeF 2 has an extremely weak glass transition at 390 K with an excess heat capacity that then increases continuously as temperature increases, up to the highest temperature of laboratory study. 78 The laboratory data extend smoothly to the results obtained by molecular dynamics simulations, 56 in which the heat capacity peaks just beyond the experimental upper temperature limit.
We then turn to simulations of the archetypal strong liquid SiO 2 and find the same sort of behavior, a little more smeared out. 79, 80 This is particularly clearly seen in a recent paper by Binder and coworkers, 81 who report the frequencydependent heat capacity of SiO 2 in the BKS potential. The real part of C p increases 107 in T and permits direct assessment of T 0 from the intercept (and also B, from the square of the slope). 108 The plot shows that the relaxation time diverges at the same temperature as the excess entropy vanishes. 41 steadily from values compatible with lower-temperature experimental data to reach a flat maximum at a temperature far beyond the range of possible experimentation. The behavior depicted for the real part of the heat capacity at constant volume, C v , is very similar to that revealed in the case of BeF 2 56 (which is not too surprising, since the latter is a weak-field analogue of the former). We may then depict the relationship between the signature heat capacities and glass-transition temperatures of the classical single-component network liquids (SiO 2 , GeO 2 , BeF 2 ), water, and the fragile molecular liquids, as in Figure 12 , and discern a significant trend, in which water, a weak glass-former, lies at the crossover.
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We should note that in the case of water, the properties measured in the vicinity of the melting point and below indicate by extrapolation that the mobility would vanish at 227 K, 70 implying a glass transition at higher temperatures (e.g., 230-240 K). For such a value of T g , the T g /T m ratio would be far above the "2/3 rule" value ( Figure 3) , and very high GFA would be expected. However, instead of high GFA, one encounters an extreme crystallization propensity. This might be associated with the very large order fluctuations towards an ice-like LDL phase associated with the sharp heat capacity maximum (or possibly with the spinodal divergence if the critical temperature is actually at negative pressures 71 ), near 225 K. Instead of vitrification, the liquid undergoes a fragile-to-strong transition, (probably by weak first-order phase transition) and then remains fluid to far below the apparent divergence temperature. Extrapolation of various solution data, and also direct calorimetry studies, 82, 83 suggest a T g near 140 K, although there have been recent suggestions, mostly from the author and co-workers, 84, 85 that it should lie at a temperature higher than extrapolated, as in the case of BeF 2 . The most recent assessment 71 suggests that the extrapolated and directly measured values may be correct, but only if near T g water is in an extreme (silica-like) "strong" liquid state. 86, 87 This would be consistent with the fragile-to-strong transition scenario already discussed. Still other authors 88, 89 suggest that the water becomes diffusive at 136 K but not fluid until the higher temperature 165 K, and the matter remains controversial and unresolved. Further detail is given in Reference 71.
In the relationships illustrated in Figure  12 , we observe a continuous evolution in heat capacity peak position with increasing intermediate-range order but an apparently confusing sequence of GFA and crystallization propensity, which we have tried to resolve by observing where, in relation to T m , the maximum in the order-disorder heat capacity happens to occur. We will note, in conclusion, the possibility of throwing additional light on this matter via a detailed study of the case of zinc chloride, which, as a tetrahedralnetwork liquid of fragility intermediate between the extremes, may not have received the attention it merits. ZnCl 2 appears to have an excess heat capacity that increases in an unusual manner above T g , with a possible maximum value near or above the melting point. 90 Evidence of an unusual C p /C v anomaly in the liquid state of ZnCl 2 , and somewhat above the melting point, has been given by Grimsditch and Rivier 91 using lightscattering measurements. From the viscosity of ZnCl 2 at its melting point (see Figure 3 ), one would expect ZnCl 2 to have a very strong GFA, but instead it crystallizes rather readily. In this respect, it is water-like, but in contrast to water (and at first sight very unexpectedly), supercooled ZnCl 2 may be observed to crystallize in (very short real-time) computer simulations 92 despite its high viscosity. Pure supercooled water in simulations and laboratory studies of tiny droplets only crystallizes when near or below its "Widom line," 93, 94 which may turn out to be a low-density/high-density polyamorphous coexistence line for water at ambient pressure, as indicated in Figure 11 (see also References 71 and 95). An explanation consistent with all the foregoing would be that liquid ZnCl 2 is already below its equivalent of the Widom line at its melting point, and its structure is therefore closer to that of the crystal phase that wants to form than in the case of supercooled water between its T m and its Widom (or coexistence) line. In this case, like liquid silicon in its low-temperature phase 27, 32 (see also Reference 18), the homogeneous nucleation energy barrier will be small, and the crystallization will proceed rapidly despite the higher viscosity. This is entirely consistent with Zanotto's observation for silicate glasses 96 that those glasses that crystallize by homogeneous nucleation, rather than by surface nucleation, are those whose crystals are most similar in volume and structure to those of the liquids. All these observations seem to place ZnCl 2 in a position intermediate between BeF 2 and water. On the other hand, the change in heat capacity at the glass transition, while small relative to fragile liquids, is still easy to measure, and in this respect, it is distinct from either BeF 2 or water. A more detailed study of this substance and its solutions with other zinc halides and pseudo-halides (CN − and SCN − ) may therefore be rewarding.
Concluding Remarks
In the previous section, we noted the relevance of further studies of a member of the tetrahedral network family, ZnCl 2 , for which some provocative data are already available. We conclude by noting other possible ways in which the available empirical horizons might be expanded in areas that would help refine or dismiss the "big picture" that we have attempted to The open circles are experimental data for "internal" water, according to the measurements of Maruyama et al. 73 studying water in nanoporous silica confinement. The solid line agreeing with the experimental points between 100 K and 220 K is the best fit of the 1G excitations model, which predicts a weak first-order transition at 230 K.
(From Reference 46, with permission from the American Institute of Physics.) mark out. Firstly, there are other systems that display many of the anomalous features of water while not obviously conforming to the tetrahedral network generalization, and whose characteristics should therefore be important to study. An outstanding case is that of the element tellurium, whose similarity to water in its supercooled liquid behavior was strikingly illustrated in a paper by Kanno et al. 97 Secondly, water itself can be modified in the hope of producing significant changes in its behavior near T g . While almost all second-component additions are rejected from the low-temperature liquid structure 98, 99 (formamide less than others), 100 there are some ions that can at least be accommodated in the ice structure, where they modify the relaxation kinetics. 101 These additions, NH 4 + , F − , and OH − , have not yet been tested in the case of vitreous water, and their effects could prove diagnostic.
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The Big Picture
In the liquid-liquid case, the fully bonded random network phase is the first "Ostwald step" of the crystallization process, according to References 18, 31, 33, and 71.
