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Abstract
We solve the connectedness problem for a class of nests of order type ω with finite dimensional atoms.
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1. Introduction
A long-standing and well-known problem for nest algebras is the so called “connectedness
problem”, which asks whether the group of invertible elements of a nest algebra is norm-pathwise
connected. In this paper, we give an affirmative answer for a class of nests of order type ω with
finite dimensional atoms.
In the mid-1970s, Saeks raised the connectedness problem in his investigation of developing
a Nyquist-like stability criterion for systems defined on a Hilbert resolution space. We refer the
reader to [9,20] for more background. Indeed, the problem is also of fundamental importance
in the theory of nest algebras and, as such, has been attacked simultaneously by the operator
theory and systems theory communities. From then on, the connectedness problem has been pro-
moted and considered by many authors, including Arveson (see [6]), Davidson [3,4], Lance [11],
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cant progress until the emergence of the deep interpolation theorem of Orr [15].
In 1993, Davidson and Orr [6] achieved a breakthrough in solving the connectedness problem.
Using the interpolation theorem of Orr, they showed that the invertibles are connected in each
nest algebra of infinite multiplicity. This is the first significant progress about the connectedness
problem. And soon after, in 1994, Davidson, Orr and Pitts [7] successfully extended these results
by showing that the invertibles are connected in a nest algebra provided there is a finite bound on
the number of consecutive finite rank atoms in the nest. Their work reduces the connectedness
problem to the nests of order type ω with finite dimensional atoms. However, until recently, to
our knowledge no further progress has been made. Our result may be the first progress about the
connectedness problem for this kind of nest.
It should be mentioned that it was frequently conjectured that the connectedness problem had a
negative solution. The main reason is due to a strong analogy between the “simplest” nest algebra,
i.e., all upper triangular operators with respect to a fixed orthonormal basis {en}, 1 n < ∞, for
a complex separable Hilbert space H, and the algebra H∞ of bounded analytic functions on the
open unit disc. Inspired by the fact that the invertible group of H∞ is not connected (see [21,
Introduction], for instance), Davidson [4] provided a candidate for proving disconnectedness.
However, Pitts connected the candidate to the identity in the group of invertible elements in this
case [17].
For the convenience of the reader, let us recall some standard definitions and useful facts
about nest algebras. The reader is referred to Davidson’s excellent book [2] for details and more
background information.
Let H,K be complex separable Hilbert spaces, and let B(H,K) denote the bounded linear
operators from H to K. In particular, if H = K, we always write B(H,H) as B(H) for con-
venience. A nest N on H is a chain (with respect to inclusion) of closed subspaces of H such
that {0} and H lies in N , and N is closed under the operations of taking arbitrary intersections
and closed linear spans of its elements. The nest algebra T (N ) is the algebra of all operators
T ∈ B(H) which leave each element N ∈N invariant. An interval of N is a subspace N  M
for elements M <N in N . An atom is a minimal interval. N is called a continuous nest if there
are no atoms. We call a nest of the form N = {Nk,H: 0 k < +∞} with Nk−1 <Nk and atoms
Ek = Nk Nk−1 for k ∈N be of order type ω. Let  be the expectation (A) =∑k1 PEkAPEk
of T (N ) onto the diagonal D(N ) =⊕k1B(Ek) which is a von Neumann algebra, where A
belongs to T (N ) and PEk is the (orthogonal) projection onto Ek .
2. Main results
First let us recall the following well-known lemma. As it is an ancient folklore, it is difficult
to trace the origin. The form of the proof comes from Atiyah’s book [1, 2.4.6].
Lemma 2.1. Let A be a unital Banach algebra. And if x and y are invertible in A, then there is
a path of invertible elements in M2(A) from x ⊕ y to xy ⊕ 1.
Proof. For t ∈ [0,1], set wt = (x ⊕ 1) · ut · (1 ⊕ y) · u−1t , where
ut =
[
cos(π2 t) sin(
π
2 t)
− sin(π2 t) cos(π2 t)
]
.
Then it is a routine work to check that wt meets all our requirements. 
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Lemma 2.2. Let H1 and H2 be complex separable Hilbert spaces, and consider A,B ∈
B(H1 ⊕H2) given in block operator form by
A :=
[
IH1 a
0 x
] H1
H2 and B :=
[
IH1 0
b y
] H1
H2 .
If A is an invertible operator, then x ∈ B(H2) is invertible; likewise, if B is invertible, then
y ∈ B(H2) is invertible.
Proof. Suppose that A−1, the inverse of A, is given by
A−1 :=
[
t11 t12
t21 t22
] H1
H2 .
Then by a straightforward computation, we can obtain that x · t22 = IH2 and t22 · x = IH2 . Hence
x ∈ B(H2) is invertible. Similarly, suppose that B is invertible, we can also deduce that y ∈
B(H2) is invertible. 
For convenience, we formulate a modification of Lemma 2.1 as the next lemma, which will
prove very useful.
Let Hi be a complex separable Hilbert space, i = 1,2,3. And consider the matrix algebra
A= {[A11 A120 A22 ]: A11 ∈ B(H1), A12 ∈ B(H2 ⊕H3,H1), A22 ∈ B(H2 ⊕H3)}. Suppose A is an
invertible operator in A of the form
A :=
[
IH1 b c
x
IH3
] H1
H2
H3
.
By Lemma 2.2, we have x is invertible in B(H2). And let u is a unitary operator in B(H3,H2)
and B is another invertible operator in A of the form
B =
[
I1 e f
I2
u∗x−1u
] H1
H2
H3
.
Then we have
Lemma 2.3. There is a path of invertible elements in A from A · B to an operator of the form[ I1 ∗
I2⊕I3
]
.
Proof. For t ∈ [0,1], set F(t) = Ut ·A ·U∗t ·B , where
Ut =
⎡
⎣ I1 cos(π2 t)I2 sin(π2 t)u
− sin(π2 t)u∗ cos(π2 t)I3
⎤
⎦ H1H2
H3
.
Then it is straightforward to show that F(t) meets all our requirements.
Y.Q. Ji, Y.H. Zhang / Journal of Functional Analysis 263 (2012) 2584–2592 2587Moreover, notice that for each t ∈ [0,1], Ut is a unitary operator. Therefore it is easy to see
that max{‖F(t)‖,‖F−1(t)‖: t ∈ [0,1]} is no more max{‖A‖ · ‖B‖,‖A−1‖ · ‖B−1‖}. 
The main result of this paper is the following theorem.
Theorem 2.4. Let N be a nest of order type ω, with finite dimensional atoms En = P(Nn) −
P(Nn−1) of rank tn satisfying tn  n
∑
i<n ti . Then the group of invertible elements of T (N ) is
connected.
Proof. Let T be an invertible element of T (N ). The diagonal D(N ) is a finite type I von
Neumann algebra, and the group of the invertible elements of a von Neumann algebra is con-
nected. Thus, we may directly assume for the convenience that (T ) = I . Let T˜ = T − I . Now
T˜ =∑n2 T˜ En (convergence in the strong operator topology) and
rank(T˜ En) rank
(
P(Nn−1)
)=∑
i<n
ti 
tn
n
.
So for each n 2, we can find n+ 1 subspaces Ekn of En, k = 0,1, . . . , n such that
(a) En =∑0kn⊕Ekn ,
(b) dimE0n = tn −
∑
i<n ti and dimEkn =
∑
i<n ti , 1 k  n,
(c) Ek1n is orthogonal to Ek2n if 0 k1, k2  n and k1 	= k2,
(d) T˜ Ekn = 0 if 0 k  n and k 	= 1.
For convenience, let us denote that E00 = E01 = {0}, and E11 = E1. Now define Hj =∑∞
n=j
⊕
E
j
n, where j = 0,1,2, . . . . It should be mentioned that H0 maybe absent. Then T
admits a matrix representation of the form
T =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
T1
Z0 I0
Z2 I2
Z3 I3
...
. . .
Zj Ij
...
. . .
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
H1
H0
H2
H3
...
Hj
...
with respect to the decomposition H = H1 ⊕ H0 ⊕ (∑∞j=2⊕Hj ), where Ij is the identity
operator on Hilbert space Hj , j  0. Notice that by Lemma 2.2, T1 is invertible in B(H1).
It is easy to check that T is connected to T via the path J (t) = T + (1 − t)(T − T ) in the
invertible group of T (N ), where
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⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
I0
T1
I2
I3
. . .
Ij
. . .
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
H0
H1
H2
H3
...
Hj
...
with respect to the decomposition H=∑∞j=0⊕Hj .
Now it suffices to prove that T is connected to the identity in the group of invertible elements
of T (N ).
Let Pj ,Qj ,Rj denote the orthogonal projection of H onto ∑∞n=j+1⊕Ejn , Ejj , ∑∞n=j ⊕E1n
respectively, where j  2. Thus Pj + Qj = Ij . Let Uj,n be an isometry mapping each Ejn
onto E1n , where j = 2, . . . , n, and n  2. And let Uj :=
∑
nj Uj,n, then Uj is an isometry
in T (N ) mapping Hj onto H1, where j  2. Notice that U∗j Uj = Ij and UjU∗j = Rj . Similarly
we can define Vj := ∑nj+1 Uj,n and Wj := Uj,j . Then we can check that V ∗j Vj = Pj and
W ∗j Wj = Qj . Set U1 := I1. When there are no confusions, for convenience, we always identify
the orthogonal projection onto a closed subspace with the identity operator on it.
Now we choose T ′, another invertible element of T (N ), which is of the form
T ′ =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
I0
T1
U∗2 T
−1
2 U2
U∗3 T3U3
. . .
U∗j T
(−1)j−1
j Uj
. . .
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
H0
H1
H2
H3
...
Hj
...
,
with respect to the decomposition H =∑∞j=0⊕Hj , where Tj is the compression of T1 to the
coinvariant subspace ran(Rj ), j  2. By Lemma 2.2, Tj is invertible, where j  2.
Next we will show that T is connected to T ′ and T ′ is connected to the identity.
Note the key new ingredient here is an application of Lemma 2.3.
For j  1, set
Fj (t) =
⎡
⎣Q2j cos(π2 t)P2j sin(π2 t)V ∗2jU2j+1
− sin(π2 t)U∗2j+1V2j cos(π2 t)I2j+1
⎤
⎦ E
2j
2j
H2j E2j2j
H2j+1
,
Aj =
[
U∗2j T
−1
2j U2j
I2j+1
]
=
⎡
⎣Q2j W
∗
2j T
−1
2j V2j
V ∗2j T
−1
2j V2j
I2j+1
⎤
⎦ E
2j
2j
H2j E2j2j
H2j+1
,
Bj =
[
I2j
U∗2j+1T2j+1U2j+1
]
=
[
Q2j
P2j ∗
] E2j2j
H2j E2j2j .U2j+1T2j+1U2j+1 H2j+1
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F(t) =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
I0
T1
F1(t)A1F1(t)∗B1
F2(t)A2F2(t)∗B2
. . .
Fj (t)AjFj (t)
∗Bj
. . .
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
H0
H1
H2 ⊕H3
H4 ⊕H5
...
H2j ⊕H2j+1
...
,
with respect to the decomposition H=H0 ⊕H1 ⊕∑∞j=1⊕(H2j ⊕H2j+1), where t ∈ [0,1].
Observe that F(t) is invertible in the nest algebra for each t . Then it is straightforward to
check that F(t) is a continuous path with F(0) = T ′ and F(1) := T ′′.
Note that T ′′ admits a block diagonal matrix representation of the form
T ′′ =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
I0
T1
G1
G2
. . .
Gj
. . .
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
H0
H1
H2 ⊕H3
H4 ⊕H5
...
H2j ⊕H2j+1
...
,
with respect to the decomposition H=H0 ⊕H1 ⊕∑∞j=1⊕(H2j ⊕H2j+1), where
Gj =
[
Q2j −W ∗2j T −12j T2j+1U2j+1
P2j
I2j+1
] E2j2j
H2j E2j2j
H2j+1
.
Then observe that (Gj − I2j ⊕ I2j+1)2 = 0, hence T ′′ is connected to T by straight-line
segment. That is, T is connected to T ′.
By a similar argument, we can also show that T ′ is connected to I . Roughly speaking, firstly,
rewrite T ′ with respect to the decomposition H=H0 ⊕∑∞j=1⊕(H2j−1 ⊕H2j ) as the form
T ′ =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
I0
X1
X2
X3
. . .
Xj
. . .
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
H0
H1 ⊕H2
H3 ⊕H4
H5 ⊕H6
...
H2j−1 ⊕H2j
...
,
where
Xj =
[
U∗2j−1T2j−1U2j−1
−1
] H2j−1 , j  1.U∗2j T2j U2j H2j
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invertible element T ˜, of the form I0 ⊕ Y1 ⊕ Y2 ⊕ Y3 ⊕ · · · ⊕ Yj ⊕ · · · with respect to the de-
composition H=H0 ⊕∑∞j=1⊕(H2j−1 ⊕H2j ). Here Yj has the form (I2j−1 ⊕ I2j ) + Sj , Sj
is nilpotent of order 2, j = 1,2,3, . . . . Finally, one can connect T ˜ to identity by a straight line.
The details will be left to the reader.
Therefore we have connected T to T , next to T ′, and to the identity I at last. 
Remark 2.5. Our approach to Theorem 2.4 can be viewed a refinement of an idea of Kuiper’s
paper [10, Lemma (7)] (also see [6, Lemma 1.1]).
Definition 2.6. (See [5, Definition 3.4].) Consider a nest N = {Ni,H: i  0} of order type ω and
an infinite subnest M= {Nki ,H: i  0}. Say that M has finite index in N if supi0 ki+1 − ki =
l < ∞.
Proposition 2.7. (See [8, Theorem 3.5].) Let N be a nest of order type ω with finite rank atoms.
Let M be a subnest of finite index in N . Then the invertible group of T (M) is connected if and
only if the invertible group of T (N ) is connected.
Combining Theorem 2.4 and Proposition 2.7, we can solve the connectedness problem for a
class of nests of order type ω with finite dimensional atoms. However, we only present two of
them for illustration here.
Example 2.8. Let N be a nest of order type ω with finite dimension atoms tn. If there are positive
constants 0 < c d such that c ·n! tn  d ·n!, then the invertible group of T (N ) is connected.
Proof. Pick a positive integer k, such that (k − 1)!  d/c. Let M is an infinite subnest with
atoms of dimension sn =∑k(n−1)+1jkn j !, it is easy to show that sn  n∑i<n si , n = 2, . . . .
By Theorem 2.4, the invertible group of T (M) is connected. Note that M be a subnest of finite
index k in N . Then an application of Proposition 2.7 shows that the invertible group of T (N ) is
connected. 
Example 2.9. If N is a nest of order type ω with atoms of dimension tn satisfying t2n−1 + t2n =
n!, n = 1,2, . . . . Then the invertible group of T (N ) is connected. Note that the sequence (tn) is
not necessary monotone increasing.
3. Two consequences
Let us now give two consequences of Theorem 2.4. Let A be a unital Banach algebra. Denote
by csr(A),gsr(A) and K1(A) the connected stable rank, the general stable rank and the K1 group
respectively. The reader is referred to Rieffel’s seminal paper [19] for concrete definitions and
more details. Let GLn(A) be the group of all invertible elements of Mn(A). When n = 1, we also
write GL1(A) as GL(A) for convenience.
In [16], Pitts completely characterized the K0 group of an arbitrary nest algebra. For a nest
of the type described in Theorem 2.4, we can show that the K1 group of the corresponding nest
algebra is trivial.
Proposition 3.1. Let N be a nest of the type described in Theorem 2.4. Then csr(T (N )) = 1,
hence K1(T (N )) = 0.
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Theorem 2.4, we have GL(T (N (n))), that is, GLn(T (N )) is connected for each positive inte-
ger n. And by [5, Theorem 2.8], gsr(T (N )) = 1 (also see [8, Lemma 2.8]), so we deduce that
csr(T (N )) = 1. Therefore, by [14, Proposition 3.6], K1(T (N )) = 0. 
In [12], Larson and Pitts considered the problem that whether two similar idempotents in a
nest algebra are always homotopic, and they obtained the partial result that similar idempotents
are homotopic provided that they commute. Another interesting consequence of Theorem 2.4 is
that we can resolve this problem for a nest of the type described in Theorem 2.4.
Corollary 3.2. Let N be a nest of the type described in Theorem 2.4. If p and q are similar idem-
potents in T (N ), then they are homotopic, i.e., there is a norm-continuous path of idempotents
in T (N ) from p to q .
Proof. By connecting the operator implementing the similarity of p and q to the identity opera-
tor, then it is a routine work to check. 
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