Abstract. The article deals with the class F α consisting of non-vanishing functions f that are analytic and univalent in D such that the complement C\f (D) is a convex set, f (1) = ∞, f (0) = 1 and the angle at ∞ is less than or equal to απ, for some α ∈ (1, 2]. Related to this class is the class CO(α) of concave univalent mappings in D, but this differs from F α with the standard normalization f (0) = 0 = f ′ (0) = 1. A number of properties of these classes are discussed which includes an easy proof of the coefficient conjecture for CO(2) settled by Avkhadiev et al. [3]. Moreover, another interesting result connected with the Yamashita conjecture on Dirichlet finite integral for CO(α) is also presented.
Introduction
Let D := {z ∈ C : |z| < 1} and let A denote the space of functions analytic in the unit disk D. Then A is a locally convex linear topological vector space endowed with the topology of uniform convergence over compact subsets of D. By B 0 we denote the family of functions ϕ ∈ A with ϕ(0) = 0 and ϕ(D) ⊂ D. Functions in B 0 are called Schwarz functions. For F ∈ A, let s(F ) = {f ∈ A : f ≺ F }, where ≺ denotes the usual subordination, i.e. f = F • ϕ for some Schwarz function ϕ ∈ B 0 . Thus, we have the correspondence between s(F ) and B 0 given by s(F ) = {F • ϕ : ϕ ∈ B 0 } and note that s(F ) is a compact subset of A.
The following result is well-known.
Theorem A. [1] Let f ∈ A be univalent and non-vanishing in D. Suppose that the complement of Ω = f (D), denoted by Ω c , is a convex set. If g ≺ f then there is a probability measure µ on ∂D = {y ∈ C : |y| = 1} so that g(z) = ∂D f (yz) dµ(y).
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C\f (D) := (f (D))
c is a convex set, f (1) = ∞, f (0) = 1 and the angle at ∞ is less than or equal to πα, for some α ∈ (1, 2] . Related to this class is the class of concave univalent mappings in D; the family of analytic functions f that map D conformally onto a set whose complement with respect to C is convex and that satisfy the normalization f (1) = ∞, f (0) = f ′ (0) − 1 = 0. In addition, we impose on these functions the condition that the opening angle of f (D) at ∞ is less than or equal to πα, α ∈ (1, 2]. As with the standard practice, we will denote the family of such functions by CO(α) and call it as the class of concave univalent functions [6, 9] which has been extensively studied in the recent years. For a detailed discussion about concave functions, we refer to [4, 6, 8, 9] and the references therein. We note that for f ∈ CO(α), α ∈ (1, 2], the closed set C\f (D) is convex and unbounded. Also, we observe that CO(2) contains the classes CO(α), α ∈ (1, 2].
In [4] , it was shown that if f ∈ CO(2) is of the form
is valid and this settles the conjecture proposed in [3] . In [5] it was originally conjectured that for f ∈ CO(2) the inequality |a n | ≥ 1 for n ≥ 2, is valid. The paper is organized as follows. In Section 2, we present a couple of inequalities on hypergeometric polynomials. They are useful and have independent interest by themselves and one of them in particular implies the coefficient inequality (2) which is indeed a simple consequence of one of our results (Corollary 4). In addition, in Section 3, we present a number of basic properties of the family F α and a closed form representation for functions to be in CO(α) (Theorems 1 and 2). A number of new results about concave univalent functions are also presented. Finally in Section 4, we present a result related to the Yamashita functional on the estimate of certain area integral (Theorem 3).
Inequalities related to Gaussian hypergeometric functions
Let F (a, b; c; z) denote the usual Gaussian hypergeometric function defined by [16] 
where (a) n = a(a + 1) · · · (a + n − 1) represents the Pochhammer symbol (with the convention that (a) 0 = 1). In the case c = −m, m = 0, 1, 2, 3, . . ., F (a, b; c; z) is defined if a = −j or b = −j, where j = 0, 1, 2, . . . and j ≤ m. If Re c > Re b > 0, then we have the Euler integral representation
where | arg(1 − z)| < π.
Our special emphasize here is to consider the function
where |x| = 1 and x = −1. Moreover, as in [17] , (4) may be written as
and observe that for n ≥ 1,
which may be conveniently written in the form
The key point at this stage is to prove that for α ∈ (1, 2],
where
Proof. For 0 < α < 1, it follows from Euler's formula (3) that
and if −1 < α < 0, we make the change of variable s = 1 − t and β = −α and obtain that
Note that 1 − t(1 + x) parametrizes the chord [1, −x] from 1 to −x, as t varies from 1 to −x and that 1 − (1 − s)(1 + x) parametrizes the same chord, [1, −x], but from −x to 1. Hence treatment of the two cases is similar. In view of this observation, without loss of generality we may assume that 0 < α < 1. Now, using the change of variable τ := τ (x, t) = 1 − t(1 + x), we easily see that
Observe that dτ = −(1 + x)dt and for all x,
As |x| = 1, it follows easily that for each t ∈ [0, 1]
and thus, |τ (x, t)| ≤ |τ (1, t)|. Moreover, for all x = −1 and 0 < t ≤ 1, we also have
Using these observations, it follows that
Consequently, |B(x)| ≤ |B(1)| and the proof is completed.
Lemma 2.
If n ∈ N, α > 1 and t is such that 0 < αt < 1, then we have
Proof. From (5), we have
and, since |(1 + x) 1−t | ≤ 2 1−t , the argument in Lemma 1 leads to the desired result.
For analytic functions f and g in D, we denote by f ≪ g whenever the Taylor coefficients of f is dominated by the corresponding Taylor coefficients of g in absolute sign.
Proof. Choose t k 's such that m k=1 t k = 1 and 0 < αt k < 1 for each k = 1, . . . , m. Then we can write
By Lemma 2, we have
This gives that for each 1 ≤ k ≤ m and n ∈ N,
and the desired conclusion follows if we use (5).
Properties of the families F α and CO(α)
Recall that a function f ∈ F ⊂ A is called an extreme point of F if f cannot be written as a proper convex combination of two distinct elements of F . Let EF and HF denote the set of extreme points of F and the closed convex hull of F , respectively. We refer to the monograph of Hallenbeck and MacGregor [11] for necessary details on this topic and also on the class S of univalent functions f ∈ A, with the standard normalization f (0) = 0 and f ′ (0) = 1. The family S together with some of its geometric subfamilies defined above have been intensively studied by many authors.
The following simple subordination condition will be useful in deriving coefficient conditions for functions in F α and CO(α).
Proof. Let α ∈ (1, 2], and f ∈ F α with Ω = f (D). For α ∈ (1, 2), in Ω c joins 0 to ∞ by 2 rays, each is asymptotic to one side of the point at infinity so that the angle must be απ. The result follows. If α = 2, then in Ω c joins 0 to ∞ by a ray. Again, the result follows.
Theorems A and 1 imply that for f ∈ F α one has
and
for some probability measures µ and ν on ∂D, respectively.
where A n (α, 1) =: A n (α) and A n (α, x) is defined by (5).
Proof. Suppose that f ∈ F α , α ∈ (1, 2]. Then we have from Theorem 1 that
for each n ≥ 1. Here the second inequality is well-known (see for instance [2] ).
Next, we consider the functional L(f ) = a n − a 1
. We see that L is a complex linear functional such that |L| is subadditive and thus, the maximum for the functional is given by
where the second inequality follows from the fact that F α is a subset of F 2 . Moreover, the first inequality is attained at an extreme point of F α whereas the second inequality at extreme points of F 2 . It is worth to remark that the class F α is not the same as the class CO(α) of concave univalent functions (defined above) with the standard normalization. For convenience, denote by CO 1 (α) the family of functions f which is same as CO(α) but without the condition that f (1) = ∞. Thus, the class CO 1 (α) is more general than CO(α).
Theorem 2. Let f ∈ CO(α) and b ∈ ∂f (D) be a nearest point to 0. Then there is an x ∈ ∂D with x = −1 such that
where ϕ ∈ B 0 is univalent in D, ϕ(1) = 1 and ϕ
. Moreover, each f ∈ CO 1 (α) has the form
for some |x| = 1, x = −1. Here µ is a probability measure on the unit circle ∂D,
, and
Furthermore, an extreme point of CO 1 (α) has the form
Proof. Clearly, the function (b − f (z))/b belongs to F α and thus, Theorem 1 implies that
which gives (6). Thus, for f ∈ CO 1 (α), we must have
Simple computation, using (6) and (8), shows that
Because of the normalization condition on f , we must have b = −1/[(1 + x)α] and, since d(0, ∂f (D)) ≤ 1, for any f ∈ S, we obtain that
The desired representation (7) follows.
Theorem 2 is handy in getting many well-known results about the family CO(α). We shall now state and prove some of its consequences.
Recall that the hyperbolic (or Poincaré) metric for D is the Riemannian metric defined by λ D (z)|dz|, where λ D (z) = 1 1−|z| 2 denotes the hyperbolic density of D with constant curvature −4. Using analytic maps, hyperbolic metrics can be transferred from one domain to another as follows. For a given hyperbolic domain Ω (i.e. its complement contains at least two points), and a conformal map f : D → Ω, the hyperbolic metric of Ω is given by
It is well-known that the metric λ Ω is independent of the choice of the conformal map f used. We may now state our first consequence of Theorem 2.
Corollary 2. If f ∈ CO(α) is of the form (1) and f (D) = Ω, then we have
for some |x| = 1, x = −1. Here d(w, ∂Ω) denotes the Euclidean distance between w ∈ Ω and ∂Ω, the boundary of Ω.
Remark. It is also known that the image of D under functions in CO(α) contains the schlicht disc |z| < 1/(2α), a fact which also follows from Corollary 2. Moreover, Avkhadiev and Wirths [6] have proved that f ∈CO(α) f (D) = {w : Re w > −1/(2α)}. This fact is also confirmed from the subordination relation of f ∈ CO(α) and the relation on b in the proof of Corollary 2.
Corollary 3. If f ∈ CO(α) is of the form (1) and f (D) = Ω, then for each a ∈ D we have
Proof. Consider a disk automorphism φ a (z) = (z + a)/(1 + az) and the Koebe transformation
Then F ∈ CO(α),
and, by Corollary 2, we obtain
Hence, we find that A n (α) for n ≥ 2. In our next result, we show this as a simple consequence of Theorem 2. A n (α) holds for n ≥ 2, where each coefficient A n (α, 1) = A n (α) is given by (4). In particular, for f ∈ CO(2), we have the sharp estimate
Proof. Let f (z) = z + ∞ n=2 a n z n . Then the equation (7) obviously implies that (10) a n = B n (α, x)
where A n (α, x) is defined by (4). By (10) and Lemma 3, it follows that
and the desired inequality follows. From Theorem 2, the extremal function for the coefficients of CO(α) is
showing that the coefficient inequality |a n | ≤
2α
A n (α) is sharp. Next, we note that L(f ) = a n − a 1 (n+1) 2 is a complex linear functional such that |L| is subadditive and CO(α) ⊂ CO (2) . (Note that the maximum of |L| is attained at extremal function). From (7), extremal functions for CO(2) are given by
is the nearest point on ∂f 0 (D) to 0. But f 0 is a normalized slit map and hence, we must have |b| = 1/4 which shows that the maximal for the functional is given by
which holds for n ≥ 2 and the extremal function is given by the univalent functions
which map the unit disk D onto the complex plane minus a (possibly skew) half-line, whereas f π (z) = z 1−z maps the disk D onto a half plane. It is easy to check that equality holds in (9) for every n if f = f θ , θ ∈ [0, 2π].
Yamashita's area integral
We denote the (Euclidean) area of the image of the disk D r under an analytic function g by ∆(r, g), where 0 < r ≤ 1. Thus
where dσ denotes the area element. We call g a Dirichlet-finite function if ∆(1, g), the area covered by the mapping z → g(z) for |z| < 1, is finite and in this case, we say that g has finite Dirichlet integral. Thus, a function has finite Dirichlet integral exactly when its image has finite area (counting multiplicities). In 1990, Yamashita [18] proved the following.
Theorem B. We have for the Yamashita functional,
For each r, 0 < r ≤ 1, the maximum is attained only by the rotations of the Koebe function k(z). In particular, z and z/f (z) for f ∈ S are bounded and Dirichlet-finite in D with
For the family C ⊂ S of convex functions, Yamashita [18, p. 439 
where the maximum is attained only by the rotations of the function j(z) = z/(1−z).
In [12] , the authors proved this conjecture in a more general form and in [13, 15] , the authors obtained analog result for some other classes of functions and spirallike functions, respectively. In this section, we obtain a similar result (Theorem 3) for concave functions but with the generalized Yamashita functional (i.e. instead z/f (z)
we consider ϕ(z)/f (z) in the area integral) which, in view of the representation of functions in Co(α) given by Theorem 2, is more natural.
Lemma 4. Suppose that f (z) = F (ϕ(z)) ∈ CO(α) for some univalent function ϕ ∈ B 0 , where
and b ∈ ∂f (D) is the nearest point to 0. Then we have
We may now, let dA w = |ϕ
where I(w) = w. The proof is complete.
We shall need the following well-known lemma which may be thought of as Green's formula for analytic functions. But for the sake of completeness, we present the proof.
Lemma 5. If g is a non-vanishing analytic function in D then
where dσ denotes the area element dx dy
Proof. By Green's theorem, the area A r of Ω r = g(D r ) is given by the contour integral
which after substituting w = g(z) with z = re iθ gives
dθ and the desired conclusion follows. E(γ).
.
We now set g(z) = z/F (z). Then, g(z) is non-vanishing in D and we observe that
we find that
and thus, using (13) and (14), we have
Now, we fix r and replace z = re iθ . Then the last relation becomes
where the functions A r (e iθ ) is clearly analytic and bounded in D and in the variable ζ = e iθ . Also the function
is analytic and bounded in the variable ζ = e iθ , except at the singularities at −xr and r. Hence, by Lemma 5 and the above representation, we rewrite the area integral as
As G(ζ) is analytic in the annulus r < |ζ| ≤ 1, it follows that
Draw a small tube around r to the circle |ζ| = ρ and another disjoint one around −xr to −xρ. Let γ ρ be the counterclockwise closed path consisting of parts of |ζ| = ρ and the two tubes. Then by the Cauchy residue theorem, we have By the Cauchy residue theorem (see for example, [14] ), we have
. Now, we let ρ ց r. Then γ ρ approaches the circle |ζ| = r and we conclude that
Using these observations, we thus obtain that
where (16) D
and, because |x| = 1 and (−x) α = e α log(−x) = e iαArg (−x) ∈ ∂D,
Here Arg z represent the principle argument of the complex number z so that −π < Arg z ≤ π. To complete the proof, we need to obtain an upper bound for Re D(x). We begin to note that |ϕ ′ (0)| ≤ 1 by the Schwarz lemma and, by Theorem 2, we also have relation
These observations imply that 1 ≥ |b| ≥ where E(γ) is defined by (11) . By the definition of E 0 , we have E(γ) ≤ E 0 for |γ| ≤ γ 0 . Finally, using the relation (15) and the above estimate, we have where α ∈ (1, 2]. We need to find an upper bound for E(γ) when |γ| ≤ γ 0 , and because of the symmetry with respect to the range values of γ, it suffices to assume that 0 ≤ γ ≤ γ 0 , where, with the help of the value of c above, γ 0 is obtained from (12) . After a careful computation, it follows that for γ ∈ (0, γ 0 (α, |b|)], E(γ) ≤ E 0 = E(γ 0 ) = tan(γ 0 /2) 4 tan((π − γ 0 )α/2) .
