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Abstract—Developing agents that can perform challenging
complex tasks is the goal of reinforcement learning. The model-
free reinforcement learning has been considered as a feasible
solution. However, the state of the art research has been to
develop increasingly complicated techniques. This increasing
complexity makes the reconstruction difficult. Furthermore, the
problem of reward dependency is still exists. As a result, research
on imitation learning, which learns policy from a demonstration
of experts, has begun to attract attention. Imitation learning
directly learns policy based on data on the behavior of the experts
without the explicit reward signal provided by the environment.
However, imitation learning tries to optimize policies based
on deep reinforcement learning such as trust region policy
optimization. As a result, deep reinforcement learning based
imitation learning also poses a crisis of reproducibility. The issue
of complex model-free model has received considerable critical
attention. A derivative-free optimization based reinforcement
learning and the simplification on policies obtain competitive
performance on the dynamic complex tasks. The simplified
policies and derivative free methods make algorithm be simple.
The reconfiguration of research demo becomes easy. In this paper,
we propose an imitation learning method that takes advantage
of the derivative-free optimization with simple linear policies.
The proposed method performs simple random search in the
parameter space of policies and shows computational efficiency.
Experiments in this paper show that the proposed model, without
a direct reward signal from the environment, obtains competitive
performance on the MuJoCo locomotion tasks.
I. INTRODUCTION
In 2013, the Deep Q-Learning showed how to combine clas-
sical Q-Learning with convolution neural network to success-
fully solve Atari games, reinvigorating reinforcement learning
(RL) as one of the most remarkable research fields [1]–[5]. As
a result, much attention has been drawn to deep reinforcement
learning (DRL) that approximates value function through
neural network. DRL has been studied as a feasible solution
for controlling dynamic tasks (i.e., autonomous driving, hu-
manoid robot, etc) without requiring models of the system
dynamics [6]–[10].
However, the main challenge faced by many researchers
is the model-free RL requires too much data to achieve
reasonable performance [3], [11]. To address this issue, the
models become complicated; and the models lead to repro-
ducibility crisis. Furthermore, the models are sensitive to the
implementation structure of the same algorithm and rewards
from environments. As a result, the reconstruction results do
not show reasonable performance, and stuck in sub-optimal.
Therefore, the models have not yet been successfully deployed
to control systems [12], [13].
The rewards sensitivity makes the optimization of model-
free RL to be difficult. The reward signals are information
about how to improve the inner neural network to better
control. The optimization of the inner network depends on
the reward signals in determining whether to propagate the
effects of network weights to optimization. In many dynamic
tasks, the reward signals are extremely sparse or none at all.
As a result, when the models are stuck in sub-optimal, the
problems can not be handled appropriately.
The reward shaping which makes the signals to be more
dense to lead to the reasonable performance in dynamic
systems has been studied. Several attempts have been made
to manually design reward function by hand. However, it
is difficult to configure an appropriate reward function by
hand. Therefore, imitation learning is proposed. Imitation
learning trains the models based on the desired behavior
demonstrations rather than configuring the reward function
that would generate such behavior. Imitation learning shows
impressive performance when there is sub-optimal problems
arising from problems such as sparse reward. Imitation learn-
ing has performed remarkably well in areas such as robotics
and autonomous navigation [14]–[16]. In imitation learning,
supervision through a set of expert demonstrations is to
be a guideline which learner can query when the models
are trained. The simplest method of imitation learning is
behavioral cloning (BC). It works by collecting training data
from the expert demonstrations, and then uses it to directly
learn a policy. BC shows high performance when we have
abundant expert demonstrations, but agents tend to be fragile
if the agents deviate from trajectories which trained in training
procedure. This is because supervised learning method tries to
reduce the 1-step deviation error of training data, not to reduce
the error of entire trajectories. Recently, as the method that
makes the distribution of state-action trajectories of the agents
to be matched the distribution of expert trajectories of the
experts, a model-free imitation learning called GAIL (Gen-
erative Adversarial Imitation Learning) is proposed [17]. In
GAIL, the discriminator of Generative Adversarial Networks
(GAN) takes a role of the reward function. The reward signals
from the discriminator means the probability that how much
the learner’s trajectories is similar to the trajectories of expert.
By using this reward, GAIL train the policy of agent based on
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trust region policy optimization (TRPO). Through GAIL, the
agent learns the policy which achieves the expected rewards of
expert trajectories in dynamic continuous tasks and sometimes
better than the experts, because deep reinforcement learning
is executed in inner loop and its not constrained to always be
close to the expert [17]. GAIL requires a lot of interaction
with the environment to get reasonable performance in the
training procedure. Therefore, to stabilize the training, the
complex DRL algorithms (i.e., TRPO and proximal policy
optimization ) are used. As a result, GAIL also poses a
crisis of reproducibility. To address the crisis, the simplest
model-free RL has been studied. Recently, dierent directions
have been proposed. Firstly, evolution strategies (ES) shows
a powerful derivative-free policy optimization method [18].
Secondly, the simple linear policy based on the natural gradient
policy algorithm shows the competitive performance on the
MuJoCo locomotion tasks [19]. Augmented random search
(ARS) is proposed as a result of integrating these concepts.
In ARS, the policy is trained through random searches in the
parameter space. ARS is a derivative-free simple linear policy
optimization method [20]. The specific objective of this study
is to propose highly reproducible imitation learning method. In
this work, we combine ideas from the work of [20] and [17].
The simple linear policies are used. By using the derivative-
free random search, the trained policies show stabilized rea-
sonable performance. Furthermore, the discriminator is used to
replace the reward function of environments. The trained agent
achieves the expected rewards of expert trajectories. Through
the experiments, we demonstrate that a simple random search
based imitation learning method can train linear policy effi-
ciently on MuJoCo locomotion benchmarks. For more details,
our contributions are as follows:
1) The performance of our method on the benchmark
MuJoCo locomotion tasks. Our method can successfully
imitate expert demonstration; and static and linear poli-
cies can achieve high rewards on all MuJoCo task.
2) Since previous imitation learning methods is based on
RL methods which has complicate configuration to han-
dle the complex tasks, it difficult to choose what is the
best method for a specific task as well as to reconstruct
the result. Howver, our method is based on the derivate-
free simple random search algorithm with simple linear
policies; and thus it can solve a reproducibility crisis.
3) Within the knowledge we know, the combination of
adversarial network and simple random search is the
state-of-the-art; thus the proposed method will be a new
guideline of imitation learning in the future.
Sec. II describes the background knowledge and Sec. III
shows how to design the proposed algorithm. Sec. IV shows
the experiment results of the proposed imitation learning on
expert demonstration in the MuJoCo locomotion environment.
Sec. V concludes this paper and presents future work.
II. BACKGROUND
Preliminaries. A Markov Decision Process (MDP) is defined
as M = {S,A, T, r}, where S denotes the state space, A
denotes the set of possible actions, T denotes the transition
model and r denotes the reward structure. Throughout the
paper, we consider a finite state space S ∈ Rn and a finite
action space A ∈ Rp. The goal of imitation learning is
to train a policy piθ ∈ Π : S × A → [0, 1]p which can
imitate expert demonstration using the idea from generative
adversarial network (GAN) Dφ(s, a) → [0, 1] where θ ∈ Rn
are the policy parameters and φ ∈ Rn+p are the discriminator
parameters [17].
Expert demonstrations TE = {τ1, τ2, ..., τN} is available.
Each demonstration τi is consist of a set of action state-action
pairs such that τi = {(s0, a0), (s1, a1), . . . , (sT , aT )} where
N is the number of demonstration set and T is the length of
episode.
Behavior Cloning (BC). Behavioral cloning learns a policy
as a way of supervised learning over state-action pairs from
expert demonstration. Distribution of states which is visited
by expert is defined as PE = P (s|piE). The objective of BC
is defined as:
argmin
θ
Es∼PE [L (aE , piθ (s))] = Es∼PE
[
(aE − piθ (s))2
]
(1)
Though BC is appealingly simple (1), it only tends to trains
polices successfully when we have large amounts of expert
data. BC tries to minimize 1-step deviation error along the
expert demonstration; it makes the trained polices to be fragile
when distribution mismatch between training and testing. In
the some case of experiments, by initializing policy parameters
with BC, the learning speed of the proposed method is
improved; and thus BC is adapted to our evaluation.
Inverse Reinforcement Learning (IRL). Inverse reinforce-
ment learning is able to learns a policy in the case that a MDP
specification is known but the reward r is unknown and expert
demonstrations TE is available. IRL uncovers the hidden
reward function R∗ which explains the expert demonstration.
E
[ ∞∑
t=0
γtR∗(st)|piE
]
≥ E
[ ∞∑
t=0
γtR∗(st)|piθ
]
(2)
Based on the uncovered reward function R∗, the reinforcement
learning is carried out to train the policy piθ. The objective of
IRL can be defined as:
argmax
θ
Es∼PE [R∗(s, piθ(s))] (3)
IRL learns a reward function R∗ that explains entire expert
trajectories. Therefore, a problem which makes the trained
policy to be fragile when there are mismatch between training
and testing environment is not an issue. However, IRL is
expensive to run because it has to perform both reward
function optimization (2) and policy optimization (3) at the
same time.
Generative Adversarial Imitation Learning (GAIL) [17].
Generative adversarial imitation learning (GAIL) learns a pol-
icy that can imitate expert demonstration using the adversarial
network from generative adversarial network (GAN). The
Algorithm 1: Augmented Random Search V 2
Hyperparameters: α step size, N number of sampled
directions per iteration, δ a zero
mean Gaussian vector, ν a positive
real number standard deviation of the
exploration noise
Initialize : θ0 = 0 ∈ Rp×n, µ0 = 0 ∈ Rn, and∑
0 = In ∈ Rn×n
1 while t ≤ Max Iteration do
2 Sample δt = {δ1, δ2, ..., δN ; δi ∈ Rp×n} with i.i.d.
3 Collect 2N rollouts and their corresponding rewards
using the 2N policies.
4 pit,i,+(x) = (θt + νδi)diag(
∑
t)
1/2(x− µt)
5 pit,i,−(x) = (θt − νδi)diag(
∑
t)
1/2(x− µt)
6 for i ∈ {1, 2, . . . , N}
7 Update Step:
θt+1 = θt +
α
NσR
∑N
i=1
[
r(pit,(i),+)− r(pit,(i),−)
]
8 Set µt+1,
∑
t+1 to be the mean and covariance of the
states encountered from the start of training.
9 t = t+ 1
10 end
objective of GAIL is defined as:
argmin
θ
argmax
φ
Epiθ [logDφ(s, a)] + EpiE [log(1−Dφ(s, a))]
(4)
where piθ, piE are a policy which is parameterized by θ
and an expert policy. Dφ(s, a) → [0, 1] is an discriminator
parameteriezd by φ ∈ Rn+p [17]. The discriminator network
and policy play an min-max game to train policy piθ by having
the policy piθ confuse a discriminator Dφ. Discriminator Dφ
uses state-action pair τi from the expert demonstrations TE ; it
distinguish between the expert trajectories and the trajectories
distribution of the trained policy. Dφ(s, a) is the probability
that state-action pairs (s, a) belongs to an expert demonstra-
tion. During the policy optimization, the GAIL uses trust
region policy optimization (TRPO) to prevent perturbations of
policy. Let the objective loss Equation (4) as LG. The gradient
of each component is as follows:
5φLG = Epiθ [5φ logDφ(s, a)] +EpiE [5φ log(1−Dφ(s, a))]
(5)
5θLG = Epiθ [5θ logDφ(s, a)] (6)
= Epiθ [5θ log piφ(a|s)Q(s, a)] (7)
In Equation (6), logDφ(s, a) can not be differentiable with
respect to θ. Therefore, the form of the policy gradient Equa-
tion (7) is used to compute the gradient. The discriminator Dφ
takes the role of a reward function; and thus it gives learning
signal to the policy [17], [21], [22].
Augmented Random Search (ARS) [20]. Augmented ran-
dom search (ARS) is a model-free reinforcement learning
algorithm based on random search in the parameter space of
policies [20], [23]. The objective of ARS is to learn the policy
which maximize the expected rewards; it can be described:
max
θ∈Rn
E [r(piθ)] (8)
where θ is parameter of the linear policy piθ : Rn → Rp.
The random search in parameter space makes the algorithm
to be derivative-free optimization with noise [20], [23]. Ran-
dom search algorithm which is the basic concept of ARS
selects directions uniformly in parameter space and updates
the policies along the selected direction without using a line
search. For updating the parameterized policy piθ, the update
direction is calculated as follow:
r(piθ−νδ) + r(piθ+νδ)
ν
, (9)
for δ a zero mean Gaussian vector and ν a positive real number
standard deviation of the exploration noise. When ν is small
enough, Eδ [r(piθ+νδ)] can be the smoothed form of Equation
(8). Therefore, an update increment is an unbiased gradient
estimator with respect to θ of Eδ [r(piθ+νδ)]; and it makes the
update step of the policies piθ to be unbiased update [20], [24].
Based on this fact, Bandit Gradient Descent which is called
BRS was proposed in [25]. Let the θt is the weight of policy at
t-th training iteration. N denotes that the number of sampled
directions per iteration. In BRS, the update step is configured
as follows:
θt+1 = θt +
α
N
N∑
i=1
[r(piθ+νδi)− r(piθ−νδi)] δi (10)
However, the problem of random search in the parameter
space of policies is large variations in terms of the rewards
r(piθ ± νδ) which are observed during training procedure.
The variations makes the updated policies to be perturbed
through the updates step (10). To address the large variation
issue, the standard deviation σR of the rewards which are
collected at each iteration is used to adjust the size of the
update step in ARS. Based on the adaptive step size, the ARS
shows higher performance compared to the deep reinforcement
learning algorithms (i.e., PPO, TRPO, A3C, etc.) and BRS
even if the simple linear policy is used. In this paper, for policy
optimization of imitation learning, the ARS V2 algorithm
is used as a baseline. The ARS algorithm is described as
Algorithm 1.
The update step of ARS means that if r(pit,(i),+) >
r(pit,(i),−), the policy weights θt is updated in the direction of
δi. However, if r(pit,(i),+) < r(pit,(i),−), the policy weights
θt is updated in the direction of −δi. This update step
does not need backpropagation procedure which is used to
optimize DRL; and thus ARS is derivative-free optimization.
Furthermore, ARS shows that simple linear policies can obtain
competitive performance on the high dimensional complex
problems, showing that complicated neural network policies
Fig. 1: Structure of AILSRS.
are not needed to solve these problems [19], [20].
III. RANDOM SEARCH BASED IMITATION LEARNING
The proposed simple random search based adversarial
imitation learning (AILSRS) is based on the ARS-V2 and
generative adversarial imitation learning (GAIL) [17], [20].
The main idea of AILSRS is to update the linear policy piθ
to imitate expert trajectories using adversarial network. We
describe the details of AILSRS in Section III and make a
connection between adversarial network and ARS.
Updating discriminator (Dφ). In GAIL, Equation (4) draws a
connection between adversarial network and imitation learning
algorithm. The policy piθ is trained to confuse a discriminator
Dφ. The Dφ tries to distinguish between the distribution
of trajectories which is sampled by the policy piθ and the
expert trajectories TE . The trajectories are consist of state-
action pair (s, a). The discriminator takes the role of a reward
function in AILSRS shown in Fig. 1; and thus the result of
the discriminator is used to train the policy piθ. Therefore, the
performance of the discriminator is important in our method.
However, since the policy piθ is updated every iteration,
sampled trajectories which are used to train the discriminator
are changed. The training of the discriminator is not stabilized;
and thus it makes the inaccurate reward signal. As a result, the
policy is perturbated during update step [21], [26]. In AILSRS,
the loss function of least square GAN (LS-GAN) is used to
train a discriminator Dφ [27]. The objective function of the
discriminator is as follows:
argmin
φ
LLS(D) = 1
2
EpiE
[
(Dφ(s, a)− b)2
]
+
1
2
Epiθ
[
(Dφ(s, a)− a)2
] (11)
where a and b are the target discriminator labels for the
sampled trajectories from the policy piθ and the expert tra-
jectories. In Equation (4), sampled trajectories which are far
from the expert trajectories but on the correct side of the
decision boundary are almost not penalized by sigmoid cross-
entropy loss. In a contrast, the least-squares loss function
(11) penalizes the sampled trajectories which are far from the
expert trajectories on either side of decision boundary [27].
Therefore, the stability of training is improved; and it leads
the discriminator to give accurate reward signals to the update
step. In LS-GAN, a and b have relationship b − a = 2 for
Algorithm 2: Adversarial Imitation Learning through Sim-
ple Random Search (AILSRS)
Hyperparameters: α step size, N number of sampled
directions per iteration, δ a zero
mean Gaussian vector, ν a positive
real number standard deviation of the
exploration noise
Initialize : θ0 = 0 ∈ Rp×n, µ0 = 0 ∈ Rn, and∑
0 = In ∈ Rn×n
1 while t ≤ Max Iteration do
2 Sample δt = {δ1, δ2, ..., δN ; δi ∈ Rp×n} with i.i.d.
3 Collect 2N rollouts and their corresponding rewards
using the 2N policies.
4 pit,i,+(s) = (θt + νδi)diag(
∑
t)
1/2(s− µt)
5 pit,i,−(s) = (θt − νδi)diag(
∑
t)
1/2(s− µt)
6 for i ∈ {1, 2, . . . , N}
7 Update discriminator parameter φt :
8 ∇φtLLS = 12EpiE
[
(∇φtDφt(s, a)− b)2
]
9 + 12Epiθ
[
(∇φDφt(s, a)− a)2
]
10 Update the policy parameter θt :
11 θt+1 = θt+
α
NσR
∑N
i=1
[
r(pit,(i),+)− r(pit,(i),−)
]
δ(i)
12 where trajectories T sampled from pi(t,(i),±)
13 and r(pit,(i),±) = E(s,a)∼pit,(i),± [− log(1−Dφt(T ))]
14 Set µt+1,
∑
t+1 to be the mean and covariance of the
states encountered from the start of training.
15 t = t+ 1
16 end
Equation (11) to be Pearson X 2 divergence [27]. However,
we use a = 0 and b = 1 as the target discriminator labels.
The result of the discriminator Dφ in the range of 0 to 1.
These values are chosen by empirical results.
Updating policy (piθ). The discriminator in AILSRS is inter-
preted as a reward function for which the policy optimizes.
The form of reward signal is as follows:
rpiθ (s, a) = − log(1−Dφ(s, a)) (12)
This means that if the trajectories sampled from the policy
piθ is similar to expert trajectories, the policy piθ gets higher
reward rpiθ (s, a). The policy piθ is updated to maximize the
discounted sum of rewards given by the discriminator rather
than the reward from the environment as shown in Fig. 1. The
objective of AILSRS can be described:
argmax
θ
E(s,a)∼piθ [r(s, a)] = E(s,a)∼piθ [− log(1−Dφ(s, a))]
(13)
This Equation (13) is connection of adversarial imitation
learning and simple random search.
Algorithm. Foremetioned, AILSRS is based on ARS which
is model-free reinforcement algorithm. Therefore, AILSRS
uses simple linear policy and parameter space exploration for
derivative-free policy optimization. The parameters of policy
piθ is denoted θ and hence θ is a p × n matrix. The noises
δ of parameter space for exploration are also p × n matrix.
The noises are sampled from a zero mean and ν standard
deviation Gaussian distribution. AILSRS algorithm is shown
in Algorithm 2. For each iteration, the noises δ which mean
search directions in parameter space of policy are chosen
randomly (line [2]). Each of the selected N noises make two
policies in the current policy piθ. We collect 2N rollouts and
rewards from N noisy policies pit,i,± = θt ± νδi (line [3-6]).
The high dimensional complex problems have multiple state
components with various ranges; and thus it makes the policies
to result in large changes in the actions when the same sized
changes is not equally influence state components. Therefore,
the state normalization is used in AILSRS (line [4-5,14]); and
it allows linear policies pit,i,± to have equal influence for the
changes of state components when there are state components
with various ranges. [18], [20], [28]. The discriminator Dφ
gives the reward signal to update step. However, since the
trajectories for the training of the discriminator can only be
obtained from current policies piθt , a discriminator is trained
whenever the policy parameter θt is updated. The discriminator
Dφ finds the parameter φ which minimize the objective
function (11) (line [7-9]). By using the reward signals from
the discriminator, the policy weight is updated in the direction
of δ or −δ based on the result of r(pit,(i),+)−r(pit,(i),−) (line
[10-13]). The state normalization is based on the information
of the states encountered during the training procedure; and
thus µ and
∑
are updated (line [14]).
IV. EXPERIMENTS
Implementation Setting. In this paper, adversarial imita-
tion learning through simple random search (AILSRS) is
implemented with Python/TensorFlow [29]. Multi-GPU plat-
form (equipped with the 2 NVIDIA Titan XP GPUs using
1405 MHz main clock and 12 GB memory) was used for
training and evaluation the proposed method. The performance
of AILSRS is evaluated on the MuJoCo locomotion tasks [30],
[31]. The OpenAI Gym provides benchmark reward functions
for Gym environments; and it is used to evaluate the per-
formance of AILSRS. Evaluation on three random seeds is
widely adopted in the researches. Therefore, We wanted to
show the performance of AILSRS in an equally competitive
position [17], [18], [20], [21]. The experiment is implemented
with 1, 3 and 5 random seeds of the MuJoCo tasks. The
hyperparameters were summarized in Table I. Results show
that AILSRS achieves rewards from expert trajectories in
various random seed evaluation. Each training curve was
smoothed through a Gaussian filter for the average of the
experimental results. The discriminator network for AILSRS
is consist of two hidden layer of 100 units, with tanh non-
linearities in between layers. In the experiment, BC used the
same structure policy as AILSRS.
TABLE I: Hyperparameters
Hyperparameters Descriptions
α update step 0.02
N number of direction 320
ν standard deviation of noise 0.03
Max iteration of each rollout 1000
Max Training iteration 100000
Discriminator learning rate 0.00025
Discriminator batch size episode length of each rollout
Discriminator training iteration 3
Sample Efficiency Experiments. The purpose of experiments
of Fig. 2 was to show the sample efficiency of AILSRS. In
Fig. 2, the blue lines means that the performance of the trained
policies by AILSRS for the MuJoCo locomotion tasks. To
compare the difference between the performance of AILSRS
and GAIL, the experiments is executed on the HalfCheetah-v2,
Swimmer-v2, Hopper-v2, and Walker-v2. In this experiment,
in order to assess performance variability, repeated-measures
were used based on three random seeds. Behavior cloning
(BC) is used to accelerate the training policies for AILSRS and
GAIL on HalfCheetah-v2 experiments. We evaluate AILSRS
against two benchmars:
• Behavior Cloning (BC) : The policy is trained with
supervised learning, using Adam optimizer. The policy
parameter is trained to satisfy Equation (1).
• Generative Adversarial Imitation Learning (GAIL) : The
algorithm of [17] using the objective function (4). The
implementation is based on OpenAI baseline with deter-
ministic/stochastic policy GAIL [32].
Fig. (2) presents that AILSRS achieve reasonable performance
on MuJoCO locomotion tasks. On average, the performance
of AILSRS were shown to learn stable policies.
In the HalfCheetah-v2 experiment, we used expert trajecto-
ries with an average reward of 4632. At this time, BC has
the worst performances of 1000 ± 10.32 when 10 expert
trajectories are the least. However, as the number of expert
trajectories increases, performance is better, and finally, perfor-
mance is better than 4120 ± 129.12 expert rewards. However,
the standard deviation of the performance is very large and
shows that it does not reach the expert rewards.
In the case of HalfCheetah-v2, I used imitation learning
using GAIL after learning some policy through BC. As a
result, GAIL shows the ability to reach expert rewards in the
lowest 10 expert trajectories in the experimental environment.
And as expert trajectories increase, they perform consistently
better than expert rewards. And, unlike BC, the standard
deviations of performance are very small, and we can see that
stable policy has been learned.
As with GAIL, AILSRS pre-learned the policy through
BC and imitation learning was done using AILSRS. In the
HalfCheetah-v2 environment, AILSRS also reached 4632,
the expert rewards in lesser expert trajectories, and shows
less standard deviation performance. In addition, unlike BC,
you can see that it performs better by interacting with the
environment and learning.
(a) HalfCheetah-v2 (b) Hopper-v2
(c) Walker-v2 (d) Swimmer-v2
Fig. 2: The performance of trained policy according to the set number of expert trajectories
We used expert trajectories with an average reward of 3245
in the Hopper-v2 experiment. At this time, BC has the worst
performances of 1200 ± 10.325 when 10 expert trajectories
are the least. As the number of Expert trajectories increases,
the performance is similar to the expert rewards of 3224
± 15.413, as in HalfCheetah-v2. In the case of Hopper-v2,
BC is more stable than HalfCheetah-v2. In the Hopper-v2
experiment, both GAIL and AILSRS did not use BC. GAIL
has the lowest number of expert trajectories (10), and it shows
stable performance comparable to expert rewards. AILSRS,
like GAIL, shows stable performance reaching expert rewards
in fewer expert trajectories.
Expert trajectories were used to show expected rewards of
1021 for Walker, and data showing 362 expected rewards for
Swimmer. Walker and Swimmer show that all three bench-
mark algorithms perform well compared to HalfCheetah-v2
and Hopper-v2. In the Walker-v2 experiment, BC showed
performance of 862.745 ± 30.62 for 10 expert rewards, and
890.823 ± 31.23 for 30 expert trajectories on average. I give.
In all experiments, performance is somewhat less than the
other algorithms, and the performance of the learned policy is
also less stable. In both GAIL and AILSRS, we show that we
are effectively learning policy within the performance range
of 1021 ± 51.05 for Expert rewards.
In the Swimmer-v2 experiment, all three benchmark algo-
rithms, such as Walker-v2, show good performance. BC shows
performance of 352.95 + - 9.16 in 10 expert trjaectories, and
is closer to the performance of the most expert than previous
experiments. The rest of the Swimmer-v2 experiment shows
similar good performance.
GAIL and AILSRS Like other experiments, it shows per-
formance equivalent to expert rewards. At the same time, it
shows a small standard deviation of about 4.51 and shows
stable learning performance.
Overall, these results indicate that the random search in the
parameter space of policies can be used to imitation learning.
Through this section we demonstrate that the performance
of the proposed AILSRS shows competitive performance
comparing with BC and GAIL. AILSRS showed the successful
learning of expert trajectories without direct reward of envi-
ronment on MuJoCo locomotion tasks. Together these results
provide important possibility into the imitation learning using
random search with simple linear policies.
Training Curve. The this sub section of the experiments was
concerned with the training stability when we use multiple
random seeds. Fig. 3 shows the training curve of Mujoco
locomotion tasks in AILSRS. Each experiment shows the
results of learning by increasing the number of random seeds.
The average of 5 randomly selected experimental out of 20
experimental results is smoothed through a Gaussian filter.
Graph made.
In the case of HalfCheetah-v2, it shows that the trained
policies in 1, 3 and 5 random seed environments reaches the
expert’s reward. However, as the number of random seeds
increases, the learning process becomes unstable. In case
of hopper-v2, it shows that reaching expert rewards when
1 and 3 random seeds are reached, but it is slightly less
than 5 when it is 5. For Walker-v2 and Swimmer-v2, all
(a) HalfCheetah-v2 (b) Hopper-v2
(c) Walker-v2 (d) Swimmer-v2
Fig. 3: An evaluation of AILSRS on the OpenAI Gym and mujoco locomotion tasks. The training curves are averaged for
each random seed experiments.
experimental results show that they reach expert rewards. This
graph shows that AILSRS can quickly and successfully learn
policies from expert trajectories without a direct reward signal
of the environment, even if the number of random seeds
increases to one, three, and five. However, in the case of Ant-
v2 and Humanoid-v2 which are difficult problems in Mujoco
locomotion tasks, the learning speed is very slow, and the
environment and analysis of the proposed algorithm are still
necessary for the environment.
V. CONCLUDING REMARKS
The proposed simple random search based imitation learn-
ing method is not only a derivative free but aloso model-
free reinforcement learning algorithm. Furthermore, the simple
linear policies are used to control complex dynamic tasks. It
shows competitive performance on MuJoCo locomotion tasks.
The simple update step makes the algorithm to be facile;
and thus it makes the reconstruction results is able to get
reasonable performance easily.
By comparing the performance of the proposed model with
complex deep reinforcement learning based imitation learning,
we demonstrated that simple random search based imitation
learning could be used to train linear policies that achieve
reasonable performance on the MuJoCo locomotion tasks.
This results can be a breakthrough to the common belief
that random searches in the parameter space of policy can
not be competitive in terms of performance. However, the
proposed method was not able to get competitive performance
on the Ant-v2 and Humanoid-v2 within reasonable training
time. Therefore, since the proposed method is simple on-
policy algorithm, we can perform extensive research as future
research directions.
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