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Preface
Variational inequality theory provides us a tool for formulating a variety of equilibrium
problems, qualitatively analyzing the problems in terms of existence and uniqueness
of solutions, stability and sensitivity analysis and provides us with algorithms with
accompanying convergence analysis for computational purposes. The theory of varia-
tional inequalities allow us to consider new problems arising from many fields of applied
mathematics, mechanics, economics, optimization problems, fixed point problems com-
plementarity problems etc., in a unified way.
Chapter I is concentrated on some basic definitions used throughout the thesis and deals
with some brief introduction of variational inequalities, variational inclusions, vector
variational inequalities and equilibrium problems.
In Chapter II, we study variational inclusion problem using H(·, ·)-mixed relaxed co-
monotone operator and by constructing Ishikawa type iterative algorithm we solve our
problem. An example is constructed in support of H(·, ·)-mixed relaxed co-monotone
operator. Further we discuss common solution to a system of unrelated variational
inequalities by developing an iterative algorithm.
In Chapter III, we discuss variational inclusion problem in different settings. We develop
over-relaxed scheme forH(·, ·)-cocoercive operator, fuzzy over-relaxed scheme and finally
we discuss graph convergence together with over-relax scheme for solving variational
inclusion problem.
In Chapter IV, contains new introductive ideas of α-β-monotonicities which is gener-
alizations of α-monotonicity and β-monotonicity. Using this new concept, we solve
generalized equilibrium problem. Further in last two sections of this chapter, we con-
sider equilibrium problem on Hadamard manifold and f -vector equilibrium problem in
Hausdorff topological vector spaces. Some examples are constructed to signify the used
concepts.
Chapter V is devoted to study extended mixed equilibrium problem and extended vec-
torial version of Ekeland-type variational principle and this principle is used to solve a
generalized vector equilibrium problem and a fixed point problem. An example is also
constructed.
In Chapter VI, the technique of resolvent equation is used to solve a variational inclusion
problem. An iterative algorithm is also constructed. In last section of this chapter, we
study co-variational inequality via the concept of co-resolvent equation in uniformly
smooth Banach spaces.
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CHAPTER 1
Preliminaries
1.1 Introduction
The study of variational inequality problem is a coherent branch of analysis which con-
tains a wealth of powerful ideas and techniques. The significance of studying variational
inequalities lies in the fact that it allows one to deepen the understanding of various
classes of problems, like system of nonlinear equations, environmental network problems,
structural engineering problems, optimization problems, complementarity problems and
fixed point problems.
The variational inequality is such an inequality which is defined usually over a convex set
and involves an operator, which is to be solved for all possible values of a given variable.
The theory of the variational inequality problem began with the study of the equilibrium
problems by Signorini [73] in 1959. Later on Fichera [28] and Stampacchia [73] studied
the variational inequality problems separately. The first general theorem for existence
and uniqueness of solution of variational inequality was given by Lions and Stampac-
chia [49] in 1967. Since then, this subject has been developed and studied in several
directions using new and powerful methods, for more details see Glowinski, Lions and
Tremolieres [33], Brezis [13], Bensoussan and Lions [10], Glowinski [33], Kinderlehrer
and Stampacchia [42], Mosco [55] and Konnov [43].
A useful generalization of a variational inequality is a variational inclusions which is
1
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mainly due to Hassouni and Moudafi [37]. Variational inclusions have important sig-
nificance in many fields like mechanics, economics and structural analysis, etc.. In
particular one can show that if the non-smooth and non-expansive super potential of
the structure is quasi-differentiable, then these problems can be studied via the multi-
valued variational inclusions. The solution of the generalized multi-valued variational
inclusions gives the position of the state equilibrium of the structure.
1.2 Basic definitions and Known results
In this section, we give some basic definitions and results of functional analysis which
will be used in the subsequent chapters.
Throughout the thesis, we denote X a real Hilbert space, Y a Banach space (as and
when needed we take Y to be a q uniformly smooth Banach space), E be the topological
vector space and X∗ be the topological dual of X with norm ‖ · ‖ and inner product
〈·, ·〉 and K be nonempty, closed, convex subset of respective spaces, unless otherwise
specified. Let d be the metric induced by the norm ‖ · ‖, CB(X) be the family of all
closed and bounded subset of X and 2E be the family of all nonempty subsets of X.
The Hausdorff metric D(·, ·) on CB(X) defined as follows:
D(P,Q) = max
{
sup
x∈P
d(x,Q), sup
y∈Q
d(P, y)
}
,
where d(x,Q) = inf
y∈Q
d(x, y) and d(P, y) = inf
x∈P
d(x, y).
Definition 1.2.1. Let Y be a real Banach space and Y ∗ be its topological dual. Let 〈·, ·〉
be the duality pairing between Y and Y ∗. Then
(i) the mapping J : Y → 2Y ∗ is called normalized duality mapping defined by
J (x) = {f ∈ Y ∗ : 〈x, f〉 = ‖x‖‖f‖ and ‖f‖ = ‖x‖}, ∀x ∈ Y.
(ii) the mapping Jq : Y → 2Y ∗ , q > 1 is called generalized duality mapping defined by
Jq(x) =
{
f ∗ ∈ Y ∗ : 〈x, f ∗〉 = ‖x‖q, ‖f ∗‖ = ‖x‖q−1} , ∀x ∈ Y.
2
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Remark 1.2.1. In particular, for q = 2 the generalized duality mapping coincides with
the normalized duality mapping.
The uniform smoothness of the space Y means that for any  > 0, there exists δ > 0
such that for all x, y ∈ X, ‖x‖ = 1 and ‖y‖ ≤ δ, then
‖x+ y‖+ ‖x− y‖ ≤ 2 + ‖y‖.
Definition 1.2.2. The function ρY : [0,∞)→ [0,∞) defined by
ρY (t) = sup
{‖x+ y‖+ ‖x− y‖
2
− 1 : ‖x‖ = 1, ‖y‖ = t
}
is called the modulus of smoothness of the space Y . The space Y is uniformly smooth if
and only if, lim
t→0
ρY (t)
t
= 0.
The Banach space Y is called q-uniformly smooth, if there exists a constant C > 0 such
that
ρY (t) ≤ Ctq, q > 1.
Lemma 1.2.1. [81] Let q > 1 be a real number and Y be a real smooth Banach space.
Then Y is q-uniformly smooth if and only if, there exists a constant Cq > 0 such that
for every x, y ∈ Y
‖x+ y‖q ≤ ‖x‖q + q〈y, Jq(x)〉+ Cq‖y‖q.
Definition 1.2.3. A multi-valued mapping T : X −→ CB(X) is said to be D-Lipschitz
continuous if, there exists a constant δT > 0 such that
D(T (x), T (y)) ≤ δT‖x− y‖, ∀x, y ∈ X,
where D(·, ·) is the Hausdorff metric on X.
Proposition 1.2.1. [67] Let Y be a uniformly smooth Banach space and J be the
normalized duality mapping from Y to Y ∗. Then for all x, y ∈ Y , we have
(i) ‖x+ y‖2 ≤ ‖x‖2 + 2〈y,J (x+ y)〉,
3
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(ii) 〈x− y,J (x)− J (y)〉 ≤ 2k2ρY
(
4‖x−y‖
k
)
,
where k =
√
‖x‖2 + ‖y‖2
2
.
Definition 1.2.4. Let φ : Y → R be proper functional, φ is said to be subdifferential at
a point x ∈ Y , if there exists a point f ∈ Y ∗ such that
φ(y)− φ(x) ≥ 〈f, y − x〉, ∀ y ∈ Y,
where f is called subgradient of φ at x. The set of all subgradient of φ at x is denoted
by ∂φ(x).
The mapping ∂φ : Y → 2Y ∗ defined by
∂φ(x) = {f ∈ Y ∗ : φ(y)− φ(x) ≥ 〈f, y − x〉, for all y ∈ Y }
is called subdifferential of φ at x.
Definition 1.2.5. Let X be real Hilbert space and f : X → X be a single valued mapping.
Then f is said to be
(i) monotone, if
〈f(x)− f(y), x− y〉 ≥ 0, for all x, y ∈ X,
(ii) strictly monotone, if
〈f(x)− f(y), x− y〉 > 0, for all x, y ∈ X,
and equality holds, if and only if x = y,
(iii) strongly monotone, if there exists a constant α > 0 such that
〈f(x)− f(y), x− y〉 ≥ α‖x− y‖2, for all x, y ∈ X,
4
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(iv) Lipschitz continuous, if there exists a constant λg > 0 such that
‖f(x)− f(y)‖ ≤ λg‖x− y‖, for all x, y ∈ X,
(v) τ -expansive, if there exists a constant τ > 0 such that
‖f(x)− f(y)‖ ≥ τ‖x− y‖, for all x, y ∈ X,
if τ = 1, then it is expansive.
Definition 1.2.6. A multi-valued mapping A : X → 2X is said to be
(i) monotone if,
〈u− v, x− y〉 ≥ 0, x, y ∈ X, u ∈ A(x) and v ∈ A(y),
(ii) maximal monotone if, it is monotone and graph of A is not properly contained in
the graph of any other monotone mapping.
Definition 1.2.7. A mapping A : Y −→ Y is said to be
(i) accretive if,
〈Ax− Ay, Jq(x− y)〉 ≥ 0, ∀x, y ∈ Y,
(ii) strongly accretive if,
〈Ax− Ay, Jq(x− y)〉 > 0, ∀x, y ∈ Y,
and the equality holds if and only if x = y,
(iii) δ-strongly accretive if, there exists a constant δ > 0 such that
〈Ax− Ay, Jq(x− y)〉 ≥ δ‖x− y‖q, ∀x, y ∈ Y,
5
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(iv) β-relaxed accretive if, there exists a constant β > 0 such that
〈Ax− Ay, Jq(x− y)〉 ≥ (−β)‖x− y‖q, ∀x, y ∈ Y,
(v) µ-cocoercive if, there exists a constant µ > 0 such that
〈Ax− Ay, Jq(x− y)〉 ≥ µ‖Ax− Ay‖q, ∀x, y ∈ Y,
(vi) γ-relaxed cocoercive if, there exists a constant γ > 0 such that
〈Ax− Ay, Jq(x− y)〉 ≥ (−γ)‖Ax− Ay‖q, ∀x, y ∈ Y.
Definition 1.2.8. Let H : X ×X → X and A,B : X → X be the mappings. Then
(i) H(A, ·) is said to be cocoercive with respect to A if for a fixed u ∈ X, there exists
a constant ν > 0 such that
〈H(Ax, u)−H(Ay, u), x− y〉 ≥ ν‖Ax− Ay‖2, ∀ x, y ∈ X,
(ii) H(A, ·) is said to be µ-relaxed cocoercive with respect to A if for a fixed u ∈ X,
there exists a constant µ > 0 such that
〈H(Ax, u)−H(Ay, u), x− y〉 ≥ (−µ)‖Ax− Ay‖2, ∀ x, y ∈ X,
(iii) H(·, B) is said to be α-ξ-relaxed cocoercive with respect to B if for a fixed u ∈ X,
there exists a constant α, ξ > 0 such that
〈H(u,Bx)−H(u,By), x− y〉 ≥ (−α)‖Bx−By‖2 + ξ‖x− y‖2, ∀ x, y ∈ X,
(iv) H(A, ·) is said to be ρ-Lipschitz continuous with respect to A if for a fixed u ∈ X,
6
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there exists a constant ρ > 0 such that
‖H(Ax, u)−H(Ay, u)‖ ≤ ρ‖x− y‖, ∀ x, y ∈ X.
Definition 1.2.9. Let H : Y ×Y −→ Y and A,B : Y −→ Y be single-valued mappings.
Then
(i) H(A, ·) is said to be µ1-cocoercive with respect to A if for a fixed u ∈ Y , there
exists a constant µ1 > 0 such that
〈H(Ax, u)−H(Ay, u), Jq(x− y)〉 ≥ µ1‖Ax− Ay‖q, ∀x, y ∈ Y,
(ii) H(·, B) is said to be γ1-relaxed cocoercive with respect to B if for a fixed u ∈ Y ,
there exists a constant γ1 > 0 such that
〈H(u,Bx)−H(u,By), Jq(x− y)〉 ≥ (−γ1)‖Bx−By‖q, ∀x, y ∈ Y,
(iii) H(A,B) is said to be symmetric cocoercive with respect to A and B if, H(A, ·) is
cocoercive with respect to A and H(·, B) is relaxed cocoercive with respect to B,
(iv) H(A, ·) is said to be α1-strongly accretive with respect to A if for a fixed u ∈ Y ,
there exists a constant α1 > 0 such that
〈H(Ax, u)−H(Ay, u), Jq(x− y)〉 ≥ α1‖x− y‖q, ∀x, y ∈ Y,
(v) H(·, B) is said to be β1-relaxed accretive with respect to B if for a fixed u ∈ Y ,
there exists a constant β1 > 0 such that
〈H(u,Bx)−H(u,By), Jq(x− y)〉 ≥ (−β1)‖x− y‖q, ∀x, y ∈ Y,
(vi) H(A,B) is said to be symmetric accretive with respect to A and B if, H(A, ·) is
strongly accretive with respect to A and H(·, B) is relaxed accretive with respect to
7
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B.
Definition 1.2.10. Let f, g : Y −→ Y be single-valued mappings and M : Y ×Y −→ 2Y
be a multi-valued mapping. Then
(i) M(f, ·) is said to be α-strongly accretive with respect to f if, there exists a constant
α > 0 such that for a fixed w ∈ Y , we have
〈u− v, Jq(x− y)〉 ≥ α‖x− y‖q, ∀x, y ∈ Y,
and for all u ∈M(f(x), w), v ∈M(f(y), w),
(ii) M(·, g) is said to be β-relaxed accretive with respect to g if, there exists a constant
β > 0 such that for a fixed w ∈ Y , we have
〈u− v, Jq(x− y)〉 ≥ (−β)‖x− y‖q, ∀x, y ∈ Y,
and for all u ∈M(w, g(x)), v ∈M(w, g(y)),
(iii) M(f, g) is said to be symmetric accretive with respect to f and g if, M(f, ·) is
strongly accretive with respect to f and M(·, g) is relaxed accretive with respect to
g.
Definition 1.2.11. A mapping T : X → X is said to be
(i) cocoercive if, there exists a constant % > 0 such that
〈T (x)− T (y), x− y〉 ≥ %‖T (x)− T (y)‖2, ∀x, y ∈ X,
(ii) relaxed cocoercive if, there exists a constant ζ > 0 such that
〈T (x)− T (y), x− y〉 ≥ (−ζ)‖T (x)− T (y)‖2, ∀x, y ∈ X.
Definition 1.2.12. A multi-valued mapping M : X → 2X is said to be m-relaxed mono-
8
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tone if, there exists a constant m > 0 such that
〈u− v, x− y〉 ≥ −m‖u− v‖2 ,∀ u, v ∈ X, x ∈M(u), y ∈M(v).
Definition 1.2.13. A sequence {xi} is said to converge linearly to x∗ if, there exists a
constant 0 < c < 1 such that
‖xi+1 − x∗‖ ≤ c‖xi − x∗‖,
for all i > m, where m > 0 is a natural number.
Lemma 1.2.2. [72] Let {an}∞n=1 be a non-negative real sequence satisfying
an+1 ≤ (1− αn)an + σn
with αn ∈ [0, 1],
∑∞
n=1 αn =∞ and σ = O(αn), where O(αn) is the order of αn. Then,
lim
n→∞
an = 0.
Definition 1.2.14. Let C be a nonempty subset of a real vector space E. Then C is
said to be cone , if x ∈ C implies that λx ∈ C, for all λ > 0.
Definition 1.2.15. A cone C is said to be pointed, if x ∈ C and −x ∈ C imply x = 0E,
where 0E is the zero element of the space E.
Definition 1.2.16. A cone C of a real vector space E is said be convex cone, if αx+βy ∈
C, for any positive scalars α, β and any x, y ∈ C.
An ordered Hausdorff topological vector space is a pair (E,C), where E is Hausdorff
topological vector space and C is a pointed, closed and convex cone in Y . The partial
order relations ≤ on E induced by C are defined as follows:
for all x, y ∈ E, x 5C y ⇔ y − x ∈ C,
for all x, y ∈ E, x ≤C y ⇔ y − x ∈ C \ {0},
9
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for all x, y ∈ E, x C y ⇔ y − x /∈ C \ {0}.
If the interior of C is nonempty that is intC 6= ∅, then the weak ordering relations in E
are also defined as:
for all x, y ∈ E, x <C y ⇔ y − x ∈ intC,
for all x, y ∈ E, x ≮C y ⇔ y − x /∈ intC.
Definition 1.2.17. Let K be a nonempty subset of a topological vector space E. A
multi-valued mapping A : K → 2E is said to be KKM-mapping if, for each finite sub-
set {x1, x2, x3, ...xn} of K, Co{x1, x2, x3, ...xn} ⊆
⋃n
i=1A(xi), where Co{x1, x2, x3, ...xn}
denotes the convex hull of {x1, x2, x3, ...xn}.
Theorem 1.2.1. (KKM-Theorem [29]) Let K be a nonempty subset of Hausdorff topo-
logical vector space E and let A : K → 2E be a KKM-mapping. If for each x ∈ K, A(x)
is closed, and if for at least one point x ∈ K, A(x) is compact, then ⋂x∈K A(x) 6= φ.
Definition 1.2.18. Let K be nonempty, closed and convex subset of Hilbert space X.
Then the mapping PK : X → K is called metric projection of X onto K if for each
x ∈ X, there exists a unique nearest point in K, denoted by PK(x) such that
‖x− PK(x)‖ = inf{‖x− y‖ : y ∈ K}.
The projection operator PK is characterized by following two properties:
PK(x) ∈ K, (1.2.1)
and
〈x− PK(x), y − PK(x)〉 ≤ 0, ∀ x ∈ X, y ∈ K. (1.2.2)
If K is a hyperplane, then (1.2.2) becomes an equality. It is easy to check that (1.2.2)
is equivalent to
‖x− PK(x)‖2 + ‖y − PK(x)‖2 ≤ ‖x− y‖2, ∀x ∈ X, y ∈ K. (1.2.3)
10
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Lemma 1.2.3. The projection PK is non-expansive, that is
‖PK(x)− PK(y)‖ ≤ ‖x− y‖, ∀x, y ∈ X.
1.3 Variational inequalities and related problems
Many problems of elasticity and fluid mechanics can be expressed in terms of an unknown
u, representing the displacement of a mechanical system, satisfying
a(u, v − u) ≥ (f, v − u), ∀ v ∈ K, (1.3.1)
where K is a nonempty, closed, convex subset of a Hilbert space X, a(·, ·) : X×X → R
be a bilinear form and f is bounded linear functional on X. The problem (1.3.1) is
known as variational inequality problem. This problem was investigated and studied by
Lions and Stampacchia [49] by using the projection techniques.
If A : X → X is a continuous linear mapping, then by Riesz-representation theorem,
we have
a(u, v) = 〈A(u), v〉, for all u, v ∈ X. (1.3.2)
Then the problem (1.3.1) is equivalent to find u ∈ K such that
〈A(u), v − u〉 ≥ 〈f, v − u〉, for all v ∈ K. (1.3.3)
If f = 0, then (1.3.3) is equivalent to find u ∈ K such that
〈A(u), v − u〉 ≥ 0, for all v ∈ K. (1.3.4)
The variational inequality of the type (1.3.4) is the classical variational inequality prob-
lem studied by Hartman and Stampacchia [36].
An important generalization of variational inequality problem is a variational inclusion
problem introduced and studied by Hassouni and Moudafi [37].
Given continuous mappings T, g : X → X, with Img ∩ dom∂φ 6= ∅ . He consider the
11
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following problem:
Find u ∈ X such that g(u) ∩ dom∂φ 6= ∅ and
〈T (u)− A(u), v − g(u)〉 ≥ φ(g(u))− φ(v), ∀ v ∈ X, (1.3.5)
where A is a non-linear continuous mapping on X, ∂φ denotes the subdifferential of a
proper, convex and lower semicontinuous function φ : X → R ∪ {+∞}. The problem
(1.3.5) is called a variational inclusion problem.
The indicator function of K in X, denoted by δK , is defined by
δK =
0, if x ∈ K,+∞, otherwise.
If φ = δK , then the problem (1.3.5) reduces to the following strongly nonlinear varia-
tional inequality problem
〈T (u)− A(u), v − g(u)〉 ≥ 0, for all v ∈ K. (1.3.6)
The case when A(u) is independent of u, that is, A(u) = f , and g is identity mapping,
the problem (1.3.6) takes the following form of a variational inequality
〈T (u)− f, v − u〉 ≥ 0, for all v ∈ K. (1.3.7)
Let Y1 and Y2 be two real Banach spaces. Let K ⊂ Y1 be a nonempty closed convex
subset in Y1, A : K → L(Y1, Y2) a mapping, where L(Y1, Y2) is the space of all linear
continuous operators from Y1 to Y2. Let {C(u) : u ∈ K} be a family of closed pointed
convex cone in Y2 with intC(u) 6= ∅, for every u ∈ K, where intC(u) is interior of the
set C(u). Then, the problem of finding u¯ ∈ K such that
〈A(u¯), v − u¯〉 /∈ −intC(u¯), ∀v ∈ K, (1.3.8)
is called vector variational inequality problem which was introduced by Giannessi [31].
12
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The problem (1.3.8) is generalization of the classical scalar variational inequality problem
(1.3.4).
Let K be a closed convex subset of a Hausdorff topological vector space E and F : K ×
K → R be a bi-mapping such that F (u, u) ≥ 0, for all u ∈ K. The problem of finding
u ∈ K such that
F (u, v) ≥ 0, ∀v ∈ K, (1.3.9)
is called a scalar equilibrium problem which was introduced by Blum and Oettli [12]
in 1994. If F (u, v) = 〈A(u), v − u〉, then (1.3.9) reduces to the classical variational
inequality problem (1.3.4).
The vector equilibrium problem is an extension of the scalar equilibrium problem (1.3.9)
in vector case. Let Z be another topological vector space, C be a closed convex pointed
cone in Z such that intC 6= ∅ and F : K × K → Z a vector valued bi-mapping. The
weak vector equilibrium problem is to find u ∈ K such that
F (u, v) /∈ −intC, ∀v ∈ K.
The strong vector equilibrium problem is to find u ∈ K such that
F (u, v) ∈ C, ∀v ∈ K.
We will discuss in more details about the above mentioned problems in subsequent
chapters.
13
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CHAPTER 2
Generalized Variational inclusions and system of
unrelated variational inequalities
2.1 Introduction
Cocoercive mappings which are generalized form of monotone mappings are defined by
Tseng [77], Magnanti and Perakis [54], and Zhu and Marcotte [87]. Zou and Huang [85]
introduced and studied H(·, ·)-accretive mappings and applied it to solve a variational
inclusion problem and a system of variational inclusions. After that Ahmad et al. [2]
introduced and studied H(·, ·)-cocoercive mappings and H(·, ·)-co-monotone mappings
and proved some of their properties.
Ceng and Yao [15] introduced and studied an implicit process with perturbed map-
pings for finding a common fixed point of infinitely many non-expansive mappings and
Yao et al. [82] introduced and considered an iterative scheme for finding a common ele-
ment of the set of solutions of an equilibrium problem and the set of common fixed points
of infinitely many non-expansive mappings in Hilbert spaces. Zegeye and Shahzad [84]
introduced an iterative process with strong convergence for a common solution of vari-
ational inequality problem for two monotone mappings in Banach spaces. Censor et
al. [14] studied a new variational inequality problem, called the common solutions to
variational inequalities.
In section 2.2, we introduce and study H(·, ·)-mixed relaxed co-monotone mapping,
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which is a more general concept and develop an Ishikawa type iterative algorithm for
solving a generalized variational inclusion problem. An existence and convergence result
is proved for generalized variational inclusion problem and an example is given in support
of H(·, ·)-mixed relaxed co-monotone mapping.
In section 2.3, we generalize the problem of Censor et al. [14] and study the common
solution for a system of generalized unrelated variational inequalities in Hilbert spaces.
We develop an iterative algorithm and prove an existence and convergence result for our
problem.
2.2 H(·, ·)-mixed relaxed co-monotone mapping for solving a
generalized variational inclusion problem
We begin this section by defining H(·, ·)-mixed relaxed co-monotone mapping and
prove some of its properties.
Definition 2.2.1. Let A,B : X −→ X and H : X × X −→ X be the three single-
valued mappings such that H is µ-relaxed cocoercive with respect to A and α-ξ-relaxed
cocoercive with respect to B. A multi-valued mapping M : X → 2X is said to be H(·, ·)-
mixed relaxed co-monotone with respect to A and B (or simply H(·, ·)-mixed relaxed
co-monotone) if, M is m-relaxed monotone and [(H(A,B) + λM)](X) = X, for every
λ > 0.
Now, we prove some of the properties of H(·, ·)-mixed relaxed co-monotone mapping.
Theorem 2.2.1. Let H(·, ·) be a µ-relaxed cocoercive with respect to A and α-ξ-relaxed
cocoercive with respect to B, A is β-Lipschitz continuous and B is γ-Lipschitz contin-
uous. Let M be H(·, ·)-mixed relaxed co-monotone with respect to A and B. Then the
operator [H(A,B) + λM ]−1 is single-valued, for 0 < λ <
ξ − (µβ2 + αγ2)
m
.
Proof. For any given u ∈ X, let x, y ∈ [H(A,B) + λM ]−1(u). It follows that
−H(Ax,Bx) + u ∈ λMx,
−H(Ay,By) + u ∈ λMy.
(2.2.1)
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As M is m-relaxed monotone, we have
−m‖x− y‖2 ≤ 1
λ
〈−H(Ax,Bx) + u− (−H(Ay,By) + u), x− y〉
= −1
λ
〈H(Ax,Bx)−H(Ay,By), x− y〉
= −1
λ
〈H(Ax,Bx)−H(Ay,Bx) +H(Ay,Bx)−H(Ay,By), x− y〉
= −1
λ
〈H(Ax,Bx)−H(Ay,Bx), x− y〉
−1
λ
〈H(Ay,Bx)−H(Ay,By), x− y〉. (2.2.2)
SinceH is µ-relaxed cocoercive with respect to A and α-ξ-relaxed cocoercive with respect
to B, A is β-Lipschitz continuous and B is γ-Lipschitz continuous, thus (2.2.2) becomes
−mλ‖x− y‖2 ≤ µβ2‖x− y‖2 + αγ2‖x− y‖2 − ξ‖x− y‖2
= (µβ2 + αγ2 − ξ)‖x− y‖2,
which implies that
mλ‖x− y‖2 ≥ −(µβ2 + αγ2 − ξ)‖x− y‖2. (2.2.3)
If x 6= y, then λ ≥ ξ − (µβ
2 + αγ2)
m
, which contradicts the assumption 0 < λ <
ξ − (µβ2 + αγ2)
m
. Thus, we have x = y, i.e., [H(A,B) + λM ]−1 is single-valued.
Definition 2.2.2. Let H(A,B) be a µ-relaxed cocoercive with respect to A and α-ξ-
relaxed cocoercive with respect to B, A is β-Lipschitz continuous and B is γ-Lipschitz
continuous. Let M be an H(·, ·)-mixed relaxed co-monotone mapping with respect to A
and B. The resolvent operator R
H(·,·)
λ,M : X −→ X associated with H and M is defined by
R
H(·,·)
λ,M (u) = [H(A,B) + λM ]
−1 (u), ∀u ∈ X. (2.2.4)
We show that the resolvent operator defined by (2.2.4) is Lipschitz continuous.
Theorem 2.2.2. Let H(A,B) be a µ-relaxed cocoercive with respect to A and α-ξ-
relaxed cocoercive with respect to B, A is β-Lipschitz continuous and B is γ-Lipschitz
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continuous. Let M be an H(·, ·)-mixed relaxed co-monotone mapping with respect to
A and B. Then the resolvent operator defined by (2.2.4) is
1
[γ −mλ− (µβ2 + αγ2)]-
Lipschitz continuous for 0 < λ <
ξ − (µβ2 + αγ2)
m
, i.e.,
‖RH(·,·)λ,M (u)−RH(·,·)λ,M (v)‖ ≤
1
[γ −mλ− (µβ2 + αγ2)]‖u− v‖, ∀u, v ∈ X. (2.2.5)
Proof. Let u and v be any given points in X. It follows from (2.2.4) that
R
H(·,·)
λ,M (u) = [H(A,B) + λM ]
−1(u),
R
H(·,·)
λ,M (v) = [H(A,B) + λM ]
−1(v).
(2.2.6)
For the sake of clarity, we denote
t1 = R
H(·,·)
λ,M (u), t2 = R
H(·,·)
λ,M (v).
It follows from (2.2.6) that
1
λ
(
u−H(A(t1), B(t1))) ∈M(t1),
1
λ
(
v −H(A(t2), B(t2))) ∈M(t2). (2.2.7)
Since M is m-relaxed monotone, we have
−m‖t1 − t2‖2 ≤ 1
λ
〈(
u−H(A(t1), B(t1)))− (v −H(A(t2), B(t2))), t1 − t2〉
=
1
λ
〈
u− v −H(A(t1), B(t1))+H(A(t2), B(t2)), t1 − t2〉,
which implies that
−mλ‖t1−t2‖2 ≤ 〈u−v, t1−t2〉+
〈
−H(A(t1), B(t1))+H(A(t2), B(t2)), t1−t2〉. (2.2.8)
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By Cauchy-Schwartz inequality and (2.2.8), we have
‖u− v‖‖t1 − t2‖ ≥ 〈u− v, t1 − t2〉
≥ −
〈
−H(A(t1), B(t1))+H(A(t2), B(t2)), t1 − t2〉−mλ‖t1 − t2‖2
=
〈
H
(
A(t1), B(t1)
)−H(A(t2), B(t2)), t1 − t2〉−mλ‖t1 − t2‖2
=
〈
H
(
A(t1), B(t1)
)−H(A(t2), B(t1)), t1 − t2〉−mλ‖t1 − t2‖2 +〈
H
(
A(t2), B(t1)
)−H(A(t2), B(t2)), t1 − t2〉. (2.2.9)
As H is µ-relaxed cocoercive with respect to A, α-ξ-relaxed cocoercive with respect to
B, A is β-Lipschitz continuous and B is γ-Lipschitz continuous, we have
‖u− v‖‖t1 − t2‖ ≥ [−µβ2 − αγ2 + γ −mλ]‖t1 − t2‖2.
Thus, we have
‖t1 − t2‖ ≤ 1
[γ −mλ− (µβ2 + αγ2)]‖u− v‖,
i.e.,
‖RH(·,·)λ,M (u)−RH(·,·)λ,M (v)‖ ≤ θ1‖u− v‖, ∀u, v ∈ X,
where θ1 =
1
[γ −mλ− (µβ2 + αγ2)] . This completes the proof.
In support of definition 2.2.1, we give the following example.
Example 2.2.1 Let X = R3 with usual inner product. Let A,B : R3 −→ R3 be defined
by
A(x) = (−x1, x1 − x2,−x3),
B(y) = (y1, y2 + y3,−y3),
for all (x1, x2, x3), (y1, y2, y3) ∈ R3. Suppose H(A,B) : R3 × R3 −→ R3 is defined by
H
(
A(x), B(y)
)
= A(x) +B(y), ∀x, y ∈ R3.
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Then, H(A,B) is relaxed cocoercive with respect to A with constant 1
2
and (2, 1)-relaxed
cocoercive with respect to B, since
〈
H(A(x), u)−H(A(y), u), x− y〉
= 〈A(x)− A(y), x− y〉
=
〈(− (x1 − y1), (x1 − y1)− (x2 − y2),−(x3 − y3)), ((x1 − y1), (x2 − y2), (x3 − y3))〉
= −(x1 − y1)2 + (x1 − y1)(x2 − y2)− (x2 − y2)2 − (x3 − y3)2
= −[(x1 − y1)2 + (x2 − y2)2 + (x3 − y3)2 − (x1 − y1)(x2 − y2)],
and
‖A(x)− A(y)‖2 = 〈A(x)− A(y), A(x)− A(y)〉
= (x1 − y1)2 + (x1 − y1)2 + (x2 − y2)2 − 2(x1 − y1)(x2 − y2) + (x3 − y3)2
= 2(x1 − y1)2 − 2(x1 − y1)(x2 − y2) + (x2 − y2)2 + (x3 − y3)2
≤ 2{(x1 − y1)2 − (x1 − y1)(x2 − y2) + (x2 − y2)2 + (x3 − y3)2}
= −2〈H(A(x), u)−H(A(y), u), x− y〉.
Therefore, 〈
H(A(x), u)−H(A(y), u), x− y〉 ≥ −1
2
‖A(x)− A(y)‖2,
i.e., H(A,B) is relaxed cocoercive with respect to A with constant 1
2
.
Further,
〈
H(u,B(x))−H(u,B(y)), x− y〉
= 〈B(x)−B(y), x− y〉
=
〈(
(x1 − y1), (x2 − y2) + (x3 − y3),−(x3 − y3)
)
,
(
(x1 − y1), (x2 − y2), (x3 − y3)
)〉
= (x1 − y1)2 + (x2 − y2)(x3 − y3) + (x2 − y2)2 − (x3 − y3)2,
‖B(x)−B(y)‖2 = 〈B(x)−B(y), B(x)−B(y)〉
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= (x1 − y1)2 + (x2 − y2)2 + (x3 − y3)2 + (x3 − y3)2 + 2(x2 − y2)(x3 − y3)
= (x1 − y1)2 + (x2 − y2)2 + 2(x3 − y3)2 + 2(x2 − y2)(x3 − y3),
and
‖x− y‖2 = (x1 − y1)2 + (x2 − y2)2 + (x3 − y3)2.
Now,
−2‖B(x)−B(y)‖2 + ‖x− y‖2
= −(x1 − y1)2 − (x2 − y2)2 − 3(x3 − y3)2 − 4(x2 − y2)(x3 − y3)
≤ (x1 − y1)2 + (x2 − y2)2 − (x3 − y3)2 + (x2 − y2)(x3 − y3)
=
〈
H(u,B(x))−H(u,B(y)), x− y〉,
i.e., 〈
H(u,B(x))−H(u,B(y)), x− y〉 ≥ −2‖B(x)−B(y)‖2 + ‖x− y‖2.
Therefore, H(A,B) is (2, 1)-relaxed cocoercive with respect to B.
Suppose that M : R3 −→ 2R3 is defined by
M(x) = (−2x1,−x2,−x3), ∀(x1, x2, x3) ∈ R3.
Now,
〈u− v, x− y〉 = 〈M(x)−M(y), x− y〉
=
〈(− 2(x1 − y1),−(x2 − y2),−(x3 − y3)), ((x1 − y1), (x2 − y2), (x3 − y3))〉
= −[2(x1 − y1)2 + (x2 − y2)2 + (x3 − y3)2],
and
‖x− y‖2 = 〈x− y, x− y〉
= (x1 − y1)2 + (x2 − y2)2 + (x3 − y3)2
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≤ 2(x1 − y1)2 + (x2 − y2)2 + (x3 − y3)2
= (−1)〈u− v, x− y〉,
i.e.,
〈u− v, x− y〉 ≥ (−1)‖x− y‖2.
Therefore, M is 1-relaxed monotone. Also, for λ > 0, we can easily check that
[
H(A,B) + λM
]
R3 = R3,
which shows that M is H(·, ·)-mixed relaxed co-monotone with respect to A and B. 
We consider the problem of finding u ∈ X, x ∈ T (u) and y ∈ F (u) such that
0 ∈ S(x, y) +M(g(u)), (2.2.10)
where g : X −→ X, S : X ×X −→ X are single valued mappings and T, F,M : X −→
2X are multi-valued mappings. Problem (2.2.10) is called a generalized variational
inclusion problem.
If T is single-valued and g is an identity mapping, then problem (2.2.10) becomes
the problem (3.1) of Verma [79]. Clearly, problem (2.2.10) includes many variational
inclusion problems studied in recent past, see e.g., [3, 39, 61].
Below, we give a fixed point formulation of generalized variational inclusion problem
(2.2.10).
Lemma 2.2.1. For a given u ∈ X, x ∈ T (u) and y ∈ F (u), (u, x, y) is a solution of
the problem (2.2.10) if and only if, it satisfies the following relation:
g(u) = R
H(·,·)
λ,M
[
H
(
A
(
g(u)
)
, B
(
g(u)
))− λS(x, y)] , (2.2.11)
where 0 < λ <
ξ − (µβ2 + αγ2)
m
and R
H(·,·)
λ,M is the resolvent operator defined by (2.2.4).
Proof. The proof is a direct consequence of Definition 2.2.2 of the resolvent operator.
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The above fixed point formulation enables us to define the following Ishikawa type
iterative algorithm for solving generalized variational inclusion problem (2.2.10).
Ishikawa type iterative Algorithm 2.3.1. Let {α′n}∞n=0 and {β′n}∞n=0 be two se-
quences such that α′n, β
′
n ∈ [0, 1] and
∞∑
n=0
α′n diverges. Let {en}∞n=0 and {rn}∞n=0 be two
sequences in X introduced to take into account the possible inexact computation. Let
H,S : X × X −→ X, A,B, g : X −→ X, T, F : X −→ 2X be the mappings. Given
u0 ∈ X, compute the sequences {un}, {xn} and {yn} by the iterative schemes as:
un+1 = (1− α′n)un + α′n
[
vn − g(vn) +RH(·,·)λ,M
{
H
(
A
(
g(vn)
)
, B
(
g(vn)
))− λS(xn, yn)}]
+α′nrn
vn = (1− β′n)un + β′n
[
un − g(un) +RH(·,·)λ,M
{
H
(
A
(
g(un)
)
, B
(
g(un)
))− λS(x¯n, y¯n)}]
+β′nen
for n ≥ 0, where x¯n ∈ T (vn), y¯n ∈ F (vn), xn ∈ T (un), yn ∈ F (un) can be chosen
arbitrarily, and λ > 0 is a constant.
If β′n = 0, for all n ≥ 0, then Algorithm (2.3.1) becomes the following Mann type
iterative Algorithm.
Mann type iterative Algorithm 2.3.2. Let {α′n}∞n=0 be a sequence such that α′n ∈
[0, 1] and
∞∑
n=0
α′n diverges. Let {rn}∞n=0 be a sequence in X introduced to take into
account the possible inexact computation. Given u0 ∈ X, compute the sequences {un},
{xn} and {yn} by the iterative schemes as:
un+1 = (1− α′n)un + α′n
[
un − g(un) +RH(·,·)λ,M
{
H
(
A
(
g(un)
)
, B
(
g(un)
))− λS(xn, yn)}]
+α′nrn
for n ≥ 0, where xn ∈ T (un) and yn ∈ F (un) can be chosen arbitrarily, and λ > 0 is a
constant.
Remark 2.2.1. We remark that for suitable choices of operators involved in Algorithm
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2.3.1, we can easily obtain Algorithm 2.4 of Hassouni and Moudafi [37], Algorithm 3.2
of Ding [23], Algorithm 3.5 of Ding [23] and many more algorithms studied by several
authors for solving different types of variational inclusion problems.
We prove the existence and convergence result for generalized variational inclusion
problem (2.2.10).
Theorem 2.2.3. Let X be a real Hilbert space. Let A : X −→ X be β-Lipschitz
continuous and B : X −→ X be γ-Lipschitz continuous, H : X × X −→ X is µ-
relaxed cocoercive with respect to A and α-ξ-relaxed cocoercive with respect to B, r1-
Lipschitz continuous with respect to A and r2-Lipschitz continuous with respect to B.
Let g : X −→ X be λg-strongly monotone and δg-Lipschitz continuous, M : X −→ 2X
is H(·, ·)-mixed relaxed co-monotone mapping and T, F : X −→ CB(X) be D-Lipschitz
continuous mappings with constants δT and δF , respectively. Let S : X × X −→ X be
Lipschitz continuous mapping with constant λS1 in the first argument and λS2 in the
second argument. If the following condition holds:∣∣∣∣λ− θ1 (1− θ1δg(r1 + r2)) (λS1δT + λS2δF )θ21 (λS1δT + λS2δF )2
∣∣∣∣
<
√
(1− θ1δg(r1 + r2))2 −
[
θ1δg(r1 + r2) {θ1δg(r1 + r2)− 2}+ 2λg − δ2g
]
θ1 (λS1δT + λS2δF )
,
(2.2.12)
where θ1 =
1
[γ −mλ− (µβ2 + αγ2)] , and 0 < λ <
ξ − (µβ2 + αγ2)
m
, then the generalized
variational inclusion problem (2.2.10) has a solution (u∗, x∗, y∗).
Proof. First, we prove that the generalized variational inclusion problem (2.2.10) has a
solution (u∗, x∗, y∗). By Lemma 2.2.1, it is enough to show that the mapping G : X −→
2X defined by
G(u) =
⋃
x∈T (u),y∈F (u)
[
u− g(u) +RH(·,·)λ,M
{
H
(
A
(
g(u)
)
, B (g(u))
)− λS(x, y)}]
has a fixed point u∗. For any u, v ∈ X, a ∈ G(u), b ∈ G(v), there exists x ∈ T (u),
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x¯ ∈ T (v), y ∈ F (u), y¯ ∈ F (v) such that
a =
[
u− g(u) +RH(·,·)λ,M
{
H
(
A
(
g(u)
)
, B (g(u))
)− λS(x, y)}] ,
b =
[
v − g(v) +RH(·,·)λ,M
{
H
(
A
(
g(v)
)
, B (g(v))
)− λS(x¯, y¯)}] .
By using the Lipschitz continuity of the resolvent operator R
H(·,·)
λ,M , we have
‖a− b‖ = ‖u− v − (g(u)− g(v)) +RH(·,·)λ,M
{
H
(
A
(
g(u)
)
, B (g(u))
)− λS(x, y)}
−RH(·,·)λ,M
{
H
(
A
(
g(v)
)
, B (g(v))
)− λS(x¯, y¯)}∥∥
≤ ‖u− v − (g(u)− g(v)) ‖+ θ1‖H
(
A
(
g(u)
)
, B (g(u))
)− λS(x, y)
−H (A(g(v)), B (g(v)))− λS(x¯, y¯)‖
≤ ‖u− v − (g(u)− g(v)) ‖+ θ1‖H
(
A
(
g(u)
)
, B (g(u))
)−H (A(g(v)), B (g(v))) ‖
+θ1λ‖S(x, y)− S(x¯, y¯)‖. (2.2.13)
As g is λg-strongly monotone and δg-Lipschitz continuous, we have
‖u− v − (g(u)− g(v)) ‖2 = ‖u− v‖2 − 2〈u− v, g(u)− g(v)〉+ ‖g(u)− g(v)‖2
≤ ‖u− v‖2 − 2λg‖u− v‖2 + δ2g‖u− v‖2
= (1− 2λg + δ2g)‖u− v‖2. (2.2.14)
Since H is r1-Lipschitz continuous with respect to A, r2-Lipschitz continuous with re-
spect to B and g is δg-Lipschitz continuous, we have
∥∥∥H(A(g(u)), B(g(u)))−H(A(g(v)), B(g(v)))∥∥∥
=
∥∥∥H(A(g(u)), B(g(u)))−H(A(g(u)), B(g(v)))
+H
(
A
(
g(u)
)
, B
(
g(v)
))−H(A(g(v)), B(g(v)))∥∥∥
≤
∥∥∥H(A(g(u)), B(g(u)))−H(A(g(u)), B(g(v)))∥∥∥+∥∥∥H(A(g(u)), B(g(v)))−H(A(g(v)), B(g(v)))∥∥∥
≤ r2‖g(u)− g(v)‖+ r1‖g(u)− g(v)‖
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≤ r2δg‖u− v‖+ r1δg‖u− v‖
= δg(r1 + r2)‖u− v‖. (2.2.15)
Since S is λS1-Lipschitz continuous in the first argument and λS2-Lipschitz continuous in
the second argument, T is D-Lipschitz continuous with constant δT and F is D-Lipschitz
continuous with constant δF , we have
‖S(x, y)− S(x¯, y¯)‖ = ‖S(x, y)− S(x, y¯) + S(x, y¯)− S(x¯, y¯)‖
≤ ‖S(x, y)− S(x, y¯)‖+ ‖S(x, y¯)− S(x¯, y¯)‖
≤ λS2‖y − y¯‖+ λS1‖x− x¯‖
≤ λS2D
(
F (u), F (v)
)
+ λS1D
(
T (u), T (v)
)
≤ λS2δF‖u− v‖+ λS1δT‖u− v‖
= (λS1δT + λS2δF )‖u− v‖. (2.2.16)
Using (2.2.14), (2.2.15) and (2.2.16), (2.2.13) becomes
‖a− b‖ ≤
[√
1− 2λg + δ2g + θ1δg(r1 + r2) + θ1λ(λS1δT + λS2δF )
]
‖u− v‖.
It follows that
‖a− b‖ ≤ Γ(θ)‖u− v‖,
where
Γ(θ) =
[√
1− 2λg + δ2g + θ1δg(r1 + r2) + θ1λ(λS1δT + λS2δF )
]
, (2.2.17)
θ1 =
1
[γ −mλ− (µβ2 + αγ2)] and 0 < λ <
ξ − (µβ2 + αγ2)
m
.
It follows from condition (2.2.12) that Γ(θ) < 1. Since a ∈ G(u) and b ∈ G(u) are
arbitrary, we obtain
D (G(u), G(v)) ≤ Γ(θ)‖u− v‖, ∀u, v ∈ X.
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By Theorem 3.1 of Siddiqi and Ansari [72], G has a fixed point u∗ ∈ X such that
x∗ ∈ T (u∗) and y∗ ∈ F (u∗) and
g(u∗) = RH(·,·)λ,M
[
H
(
A
(
g(u∗)
)
, B
(
g(u∗)
))− λS(x∗, y∗)] .
Therefore, (u∗, x∗, y∗) is a solution of generalized variational inclusion problem (2.2.10).
Theorem 2.2.4. Let the mappings A,B,H, T, F, S,M and g satisfy all the conditions
of Theorem 2.2.3 and with condition (2.2.12) . Moreover, if the following two conditions
are satisfied:
(i) the sequences {en}∞n=0, {rn}∞n=0 ⊂ X be such that ‖en‖ → 0 and ‖rn‖ → 0 as
n→∞,
(ii) 0 ≤ β′n ≤ α′n ≤ 1, for all n and
∞∑
n=0
α′n =∞.
Then, the sequences {un}, {xn} and {yn} defined by Ishikawa type iterative Algorithm
2.3.1 converge strongly to u, x and y and (u, x, y) is a solution of generalized variational
inclusion problem (2.2.10).
Proof. By Theorem 2.2.3, there exists u∗ ∈ X, x∗ ∈ T (u∗) and y∗ ∈ F (u∗) such that
(u∗, x∗, y∗) is a solution of generalized variational inclusion problem (2.2.10). For all
n ≥ 0, we have
u∗ = u∗ − g(u∗) +RH(·,·)λ,M
[
H
(
A
(
g(u∗)
)
, B
(
g(u∗)
))− λS(x∗, y∗)]
= (1− α′n)u∗ + α′n
[
u∗ − g(u∗) +RH(·,·)λ,M
[
H
(
A
(
g(u∗)
)
, B
(
g(u∗)
))− λS(x∗, y∗)]]
= (1− β′n)u∗ + β′n
[
u∗ − g(u∗) +RH(·,·)λ,M
[
H
(
A
(
g(u∗)
)
, B
(
g(u∗)
))− λS(x∗, y∗)]] .
By Algorithm 2.3.1, for each n ≥ 0, we have
‖vn − u∗‖ =
∥∥∥(1− β′n)un + β′n[un − g(un) +RH(·,·)λ,M {H(A(g(un)), B(g(un)))−
λS(x¯n, y¯n)}
]
+ β′nen −
[
(1− β′n)u∗ + β′n
[
u∗ − g(u∗) +
R
H(·,·)
λ,M {H(A(g(u∗)), B(g(u∗)))− λS(x∗, y∗)}
]]∥∥∥
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≤ (1− β′n)‖un − u∗‖+ β′n‖un − u∗ − (g(un)− g(u∗))‖+ β′n‖en‖+
β′n
∥∥∥RH(·,·)λ,M {H(A(g(un)), B(g(un)))− λS(x¯n, y¯n)} −
R
H(·,·)
λ,M {H(A(g(u∗)), B(g(u∗)))− λS(x∗, y∗)}
∥∥∥
≤ (1− β′n)‖un − u∗‖+ β′n‖un − u∗ − (g(un)− g(u∗))‖+ β′n‖en‖+
β′nθ1
∥∥∥H(A(g(un)), B(g(un)))−H(A(g(u∗)), B(g(u∗)))∥∥∥
β′nθ1λ
∥∥∥S(x¯n, y¯n)− S(x∗, y∗)∥∥∥. (2.2.18)
Using the same arguments as for (2.2.14), (2.2.15) and (2.2.16), (2.2.18) becomes
‖vn − u∗‖ ≤ (1− β′n)‖un − u∗‖+ β′n
(√
1− 2λg + δ2g
)
‖un − u∗‖+ β′n‖en‖+
β′nθ1δg(r1 + r2)‖un − u∗‖+ β′nθ1λ(λS1δT + λS2δF )‖un − u∗‖
= [(1− β′n) + β′nΓ(θ)] ‖un − u∗‖+ β′n‖en‖
≤ ‖un − u∗‖+ β′n‖en‖, (2.2.19)
where Γ(θ) is defined by (2.2.17) and Γ(θ) < 1 by condition (2.2.12) of Theorem 2.2.3.
Using the same arguments, we can obtain
‖un+1 − u∗‖ =
∥∥∥(1− α′n)un + α′n[vn − g(vn) +RH(·,·)λ,M {H(A(g(vn)), B(g(vn)))−
λS(xn, yn)}
]
+ α′nrn −
[
(1− α′n)u∗ + α′n
[
u∗ − g(u∗) +
R
H(·,·)
λ,M {H(A(g(u∗)), B(g(u∗)))− λS(x∗, y∗)}
]]∥∥∥
≤ (1− α′n)‖un − u∗‖+ α′n‖vn − u∗ − (g(vn)− g(u∗))‖+ α′n‖rn‖+
α′nθ1
∥∥∥H(A(g(vn)), B(g(vn)))−H(A(g(u∗)), B(g(u∗)))∥∥∥
α′nθ1λ
∥∥∥S(xn, yn)− S(x∗, y∗)∥∥∥
= (1− α′n)‖un − u∗‖+ α′nΓ(θ)‖vn − u∗‖+ α′n‖rn‖. (2.2.20)
It follows from (2.2.19) and assumptions (i) and (ii) that
‖un+1 − u∗‖ ≤ (1− α′n + α′nΓ(θ)) ‖un − u∗‖+ (1− α′n + α′nΓ(θ)) β′n‖en‖+ α′n‖rn‖
= [1− (1− Γ(θ))α′n] ‖un − u∗‖+ [1− (1− Γ(θ))α′n] β′n‖en‖+ α′n‖rn‖
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≤ [1− (1− Γ(θ))α′n] ‖un − u∗‖+ [1− Γ(θ)]α′n
‖en‖+ ‖rn‖
1− Γ(θ)
= [1− (1− Γ(θ))α′n] ‖un − u∗‖+ σn,
where σn = [1− Γ(θ)]α′n
‖en‖+ ‖rn‖
1− Γ(θ) . By assumption (i), we have
‖en‖+ ‖rn‖
1− Γ(θ) → 0 as
n → ∞. Hence, σn = O
((
1 − Γ(θ))α′n). It is easy to check that all the conditions of
Lemma 2.2.1 are satisfied. Therefore, by Lemma 2.2.1, we conclude that un → u∗ as
n→∞. Since T and F are D-Lipschitz continuous mappings, we have
‖xn − x∗‖ ≤ D
(
T (un), T (u
∗)
) ≤ δT‖un − u∗‖ → 0;
‖yn − y∗‖ ≤ D
(
F (un), F (u
∗)
) ≤ δF‖un − u∗‖ → 0.
Then, xn → x∗ and yn → y∗ as n→∞. This completes the proof.
2.3 System of unrelated variational inequalities
This section deals to find the common solution for a system of generalized unrelated
variational inequalities. The main result of this section is a generalization of Theorem
3.6 of Censor at el. [14].
It is well known that every Hilbert space enjoys the following Opial condition and
Kadec-Klee property.
Opial Condition: For every sequence {xn}n∈N ∈ X which converges weakly to x, such
that
lim
n→+∞
inf ‖xn − x‖ < lim
n→+∞
inf ‖xn − y‖, for all y 6= x. (2.3.1)
Kadec-Klee property: If {xn}n∈N is a sequence in X which satisfies w-limn→+∞ xn =
x and limn→+∞ ‖xn‖ = ‖x‖, then limn→+∞ ‖xn − x‖ = 0.
Lemma 2.3.1. [14] Consider the half-space
X(x, y) = {z ∈ X : 〈x− y, z − y〉 ≤ 0}. (2.3.2)
Given two points x and y in X, set yλ = λx + (1 − λ)y for any λ ∈ [0, 1]. Then
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X = X(x, y) ⊆ X(x, yλ).
Now, we introduce and study a system of generalized unrelated variational inequali-
ties.
For i = 1, 2, 3, ...., n, let Ai, Bi : X → 2X , be the multi-valued mappings and let Ki ⊆ X
with
⋂n
i=1Ki 6= ∅ be the non-empty, closed and convex subsets. Let f, g : X → X are
single valued mappings. We consider the following problem:
Find a point x∗ ∈ ⋂ni=1Ki, such that for each i = 1, 2, ...n, there exist u∗i ∈ Ai(x∗),
v∗i ∈ Bi(x∗) and
〈f(u∗i )− g(v∗i ), x− x∗〉 ≥ 0. (2.3.3)
We denote the solution set of problem (2.3.3) by SL(SV I) .
When f, g = I, the identity mappings and Bi ≡ 0, the problem (2.3.3) coincides
with the problem (1.1) of the Censor et al. [14] and consequently one can obtain convex
feasibility problem and common fixed point problem from (2.3.3) for n > 1 by simple
observations. For more details, see Konnov [43], Ansari and Yao [5] and Kassay and
Kolumban [40].
It is clear that for suitable choices of operator involved in the formulation of problem
(2.3.3), one can obtain many related problems studied previously.
We now construct an iterative algorithm for finding the common solution for a system
of generalized unrelated variational inequalities (2.3.3).
Iterative Algorithm 2.3.1. For i = 1, 2, ...., n, Ai, Bi : X → CB(X) be the multi-
valued mappings and all other mappings and all other conditions are same as stated in
problem 2.3.3.
For a given initial point x1 ∈ X, compute the iterative procedure as:

yni = PKi(x
n − λni f(uni )− βni g(vni )), uni ∈ Ai(xn), vni ∈ Bi(xn),
f ind wni ∈ Ai(yni ) and sni ∈ Bi(yni ),
zni = PKi(x
n − λni f(wni )− βni g(sni )),
C˜ni = {z ∈ H : ‖zni − z‖ ≤ ‖xn − z‖},
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
Cn =
⋂n
i=1 C˜
n
i ,
W n = {z ∈ H : 〈x1 − xn, z − xn〉 ≤ 0},
xn+1 = PC˜n∩Wn(x
1).
(2.3.4)
The elements wni , s
n
i together with u
n
i , v
n
i , respectively satisfies the following conditions:
‖wni − uni ‖ ≤ D(Ai(yni ), Ai(xn)) ≤ k1‖yni − xn‖
and
‖sni − vni ‖ ≤ D(Bi(yni ), Bi(xn)) ≤ k2‖yni − xn‖,
(2.3.5)
where D(·, ·) denotes the Hausdorff metric on CB(X).
We remark that from our Algorithm 2.3.1, one can easily get Algorithm 3.1 of Censor
et al. [14] by simple computation and thus our Algorithm is more general.
Now, we prove an existence and convergence result for finding the common solution
for a system of generalized unrelated variational inequalities. We need the following
lemma for the proof of our main result.
Lemma 2.3.2. Let A : X → 2X be a maximal monotone operator. Then
(i) graphA is closed.
(ii) SL(SV I) is closed and convex, for all closed and convex subsets Ki ⊂ X.
Proof. The proof is similar to Lemma 2.4(ii) of Cruz and Iusem [20].
Theorem 2.3.1. Let Ai, Bi : X → 2X are maximal monotone and D-Lipschitz continu-
ous mappings with Lipschitz constant k1 and k2,respectively. Let f, g : X → X are single
valued monotone and Lipschitz continuous mappings with Lipschitz constants α1 and α2,
respectively.Let F =
⋂n
i=1 SL(SV I) is nonempty. Let the sequences {λni }, {βni } ⊂ [0, 1]
are such that
(i) λni k1α1 + β
n
i k2α2 ≤ 1,
(ii)
βni
λni
≤ 1,
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(iii) |λni ||βni | ≤ ab where 0 < a < b < 1ki , i=1,2.
Then the sequences {xn}n∈N , {yni }n∈N and {zni }n∈N , generated by the Algorithm (2.3.1),
converge strongly to PF (x
1).
Proof. For the convenience of the readers we divide the proof into following four easy
steps.
Step 1. The projection PF (x
1) and the sequence {xn}n∈N are well defined.
Clearly by Lemma (2.3.2), SL(SV I) is closed and convex subset of H. Hence, F is
nonempty, closed and convex, so that PF (x
1) is well defined. Also it is clear that both
Cni and W
n are closed half spaces for all n ≥ 1. Therefore Cn and Cn ∩W n are closed
and convex for all n ≥ 1. Further, we will show that Cn ∩W n 6= ∅ for all n.
From Algorithm (2.3.1), we have
C˜ni = {z ∈ X : ‖zni − z‖ ≤ ‖xn − z‖}.
It follows from Lemma 2.3.1 that
C˜ni ⊂ {z ∈ X : 〈x− y, z − y〉 ≤ 0}.
Let C˜n =
⋂n
i=1 C˜
n
i . Now, we will show that F ⊆ C˜n ∩ W n for all n ∈ N . First we
prove that F ⊆ C˜n. For this, let t ∈ F and let bni ∈ Ai(t) and dni ∈ Bi(t). Using the
monotonicities of f and g, equation(1.2.3) and the fact that t ∈ SL(SV I) it follows that
‖zni − t‖2 = ‖PKi(xn − λni f(wni )− βni g(sni ))− t‖2
≤ ‖xn − λni f(wni )− βni g(sni ))− t‖2 − ‖xn − λni f(wni )− βni g(sni ))− zni ‖2
= ‖xn − t‖2 − ‖xn − zni ‖2 + 2〈t− zni , λni f(wni ) + βni g(sni )〉
= ‖xn − t‖2 − ‖xn − zni ‖2 + 2λni 〈f(wni ), t− zni 〉+ 2βni 〈g(sni ), t− zni 〉
= ‖xn − t‖2 − ‖xn − zni ‖2 + 2λni 〈f(wni ), t− yni 〉+ 2λni 〈f(wni ), yni − zni 〉
+2βni 〈g(sni ), t− yni 〉+ 2βni 〈g(sni ), yni − zni 〉
= ‖xn − t‖2 − ‖xn − zni ‖2 + 2λni 〈f(wni )− f(bni ) + f(bni ), t− yni 〉+ 2λni 〈f(wni ), yni − zni 〉
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+2βni 〈g(sni )− g(dni ) + g(dni ), t− yni 〉+ 2βni 〈g(sni ), yni − zni 〉
= ‖xn − t‖2 − ‖xn − zni ‖2 + 2λni 〈f(wni )− f(bni ), t− yni 〉+ 2λni 〈f(bni ), t− yni 〉
+2βni 〈g(sni )− g(dni ), t− yni 〉+ 2βni 〈g(dni ), t− yni 〉+ 2βni 〈g(dni ), t− yni 〉
+2〈λni f(wni ) + βni g(sni ), yni − zni 〉
or,
‖zni − t‖2 ≤ ‖xn − t‖2 − ‖xn − zni ‖2 + 2λni 〈f(bni ), t− yni 〉+ 2βni 〈g(dni ), t− yni 〉
+2〈λni f(wni ) + βni g(sni ), yni − zni 〉
= ‖xn − t‖2 − ‖xn − zni ‖2 + 2〈λni f(bni ) + βni g(dni ), t− yni 〉
+2〈λni f(wni ) + βni g(sni ), yni − zni 〉
= ‖xn − t‖2 − ‖xn − yni + yni − zni ‖2 + 2〈λni f(wni ) + βni g(sni ), yni − zni 〉
= ‖xn − t‖2 − ‖xn − yni ‖2 − ‖yni − zni ‖2 − 2〈xn − yni , yni − zni 〉
+2〈λni f(wni ) + βni g(sni ), yni − zni 〉
= ‖xn − t‖2 − ‖xn − yni ‖2 − ‖yni − zni ‖2
+2〈λni f(wni ) + βni g(sni ) + yni − xn, yni − zni 〉. (2.3.6)
Using equation (1.2.2) we have
〈λni f(wni ) + βni g(sni ) + yni − xn, yni − zni 〉 = 〈xn − λni f(wni )− βni g(sni )− yni , zni − yni 〉
= 〈xn − λni f(uni )− βni g(vni )− yni , zni − yni 〉
+〈λni f(uni ) + βni g(vni )− λni f(wni )
−βni g(sni ), zni − yni 〉
≤ λni 〈f(uni )− f(wni ), zni − yni 〉
+βni 〈g(vni )− g(sni ), zni − yni 〉. (2.3.7)
Using Cauchy-Schwarz inequality and inequality (2.3.7), we have
〈xn − λni f(wni )− βni g(sni )− yni , zni − yni 〉 ≤ λni ‖f(uni )− f(wni )‖‖zni − yni ‖
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+βni ‖g(vni )− g(sni )‖‖zni − yni ‖.
By using Lipschitz continuity of f ,g and D-Lipschitz continuity of Ai, Bi, the above
inequality becomes,
〈xn − λni f(wni )− βni g(sni )− yni , zni − yni 〉 ≤ λni α1k1‖xn − yni ‖‖zni − yni ‖
+βni α2k2‖xn − yni ‖‖zni − yni ‖
= (λni k1α1 + β
n
i k2α2)‖xn − yni ‖
‖zni − yni ‖. (2.3.8)
Using (2.3.8), the inequality (2.3.6) becomes
‖zni − t‖2 ≤ ‖xn − t‖2 − ‖xn − yni ‖2 − ‖yni − zni ‖2
+2(λni k1α1 + β
n
i k2α2)‖xn − yni ‖‖zni − yni ‖. (2.3.9)
Now
0 ≤ ((λni k1α1 + βni k2α2)‖xn − yni ‖ − ‖zni − yni ‖)2
= (λni k1α1 + β
n
i k2α2)
2‖xn − yni ‖2 + ‖zni − yni ‖2
−2(λni k1α1 + βni k2α2)‖xn − yni ‖‖zni − yni ‖, (2.3.10)
or
2(λni k1α1 + β
n
i k2α2)‖xn − yni ‖‖zni − yni ‖ ≤ (λni k1α1 + βni k2α2)2‖xn − yni ‖2
+‖zni − yni ‖2. (2.3.11)
Therefore, the inequality (2.3.9) becomes
‖zni − t‖2 ≤ ‖xn − t‖2 − ‖xn − yni ‖2 − ‖yni − zni ‖2 + (λni k1α1 + βni k2α2)2‖xn − yni ‖2
+‖zni − yni ‖2
= ‖xn − t‖2 − ‖xn − yni ‖2 + (λni k1α1 + βni k2α2)2‖xn − yni ‖2
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= ‖xn − t‖2 − ‖xn − yni ‖2
(
1− (λni k1α1 + βni k2α2)2
)
. (2.3.12)
Since λni k1α1 + β
n
i k2α2 ≤ 1, we have therefore ‖zni − t‖2 ≤ ‖xn − t‖2.
Therefore t ∈ Cn. Consequently F ⊆ C˜n, for all n ≥ 1.
Applying mathematical induction, we will show that sequence {xn} is well defined.
Clearly F ⊆ C˜1 and F ⊆ W 1 = X, it follows that F ⊆ C˜1 ∩ W 1 and therefore
x2 = PC˜1∩W 1(x
1) is well defined. Now let F ⊆ ˜Cn−1 ∩ W n−1 for some n > 2. Let
xn = P ˜Cn−1∩Wn−1(x
1). Now we have F ⊆ C˜n and for any t ∈ F , it follows from the
property of projection operator that
〈x1 − xn, t− xn〉 = 〈x1 − PC˜n−1∩Wn−1(x1), t− PC˜n−1∩Wn−1(x1)〉 ≤ 0.
This implies that t ∈ W n. Therefore F ⊆ C˜n ∩W n for any n ≥ 1. Hence, the sequence
{xn} is well defined.
Step 2: The sequences {xn}n∈N , {yni }n∈N and {zni }n∈N are bounded.
Since xn+1 = PCn∩Wn(x1). We have for any t ∈ Cn ∩W n,
‖xn+1 − x1‖ ≤ ‖t− x1‖. (2.3.13)
Hence {xn}n∈N is bounded. From definition of W n, we have xn = PWn(x1). Since
xn+1 ∈ W n, it follows by (1.2.3)
‖xn+1 − xn‖2 + ‖xn − x1‖2 ≤ ‖xn+1 − x1‖2. (2.3.14)
Thus sequence ‖xn − x1‖n∈N is increasing and bounded and hence convergent.
Also,
lim
n→∞
‖xn+1 − xn‖ = 0. (2.3.15)
Since xn+1 ∈ Cni , we have
‖zni − xn‖ ≤ ‖xn − xn+1‖, (2.3.16)
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and therefore
lim
n→∞
‖zni − xn‖ = 0, for i = 1, 2, ....., n. (2.3.17)
Thus {zni } is bounded sequence for each i = 1, 2, ....., n. Now by (2.3.12), we see that
‖xn − yni ‖2
(
1− (λni k1α1 + βni k2α2)2
) ≤ ‖xn − t‖2 − ‖zni − t‖2
‖xn − yni ‖2 ≤
(
1− (λni k1α1 + βni k2α2)2
)−1(‖xn − t‖2
−‖zni − t‖2
)
=
(
1− (λni k1α1 + βni k2α2)2
)−1(‖xn − t‖+ ‖zni + t‖)(‖xn − t‖ − ‖zni − t‖)
≤ (1− (λni k1α1 + βni k2α2)2)−1(‖xn − zni ‖)(‖xn − t‖+ ‖zni − t‖). (2.3.18)
Now using equation (2.3.18), condition (i) and the result that {xn}n∈N and {zni }n∈N are
bounded, we have
lim
n→∞
‖xn − yni ‖ = 0 for all i = 1, 2, ...., n. (2.3.19)
Therefore {yni } is also bounded.
Step 3: Any weak limit point of the sequences {xn}n∈N , {yni }n∈N and {zni }n∈N belongs
to F .
Since {xn} is bounded, there exists a subsequence {xnj}j∈N of {xn} which converges
weakly to x∗. So it follows from (2.3.19) that there exists a subsequence {ynji }j∈N of
{yni } which converges to x∗ for each i = 1, 2, 3, ....., n. Next we show x∗ ∈ F . Let T be
a mapping defined by
Ti(v) =
Ai(v) +NKi(v) v ∈ Ki∅ v /∈ Ki. (2.3.20)
and
Tj(v) =
Bj(v) +NKj(v) v ∈ Kj∅ v /∈ Kj. (2.3.21)
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where NKi(v), NKj(v) are normal cones of Ki, Kj respectively at v ∈ Ki ∩ Kj. Since
Ai and Bj are maximal monotone mappings then from [70, Theorem 5, p.85] Ti, Tj are
maximal monotone operators and T−1i (0) ∩ T−1j (0) = SL(SV I).
Let (v, t1) ∈ graphTi, (v, t2) ∈ graphTj with v ∈ Ki ∩ Kj. Let pi ∈ Ai(v) and
qi ∈ Bi(v). Since t1 ∈ Ti(v) = Ai(v) + NKi(v), we get f(t1) − f(pi) ∈ NKi(v) and
for t2 ∈ Tj(v) = Bi(v) + NKi(v), we get g(t2) − g(qi) ∈ NKi(v). Since ynji ∈ Ki ∩ Kj,
we obtain 〈f(t1) − f(pi), v − ynji 〉 ≥ 0 and 〈g(t2) − g(qi), v − ynji 〉 ≥ 0 and hence we
have 〈f(t1) + g(t2) − f(pi) − g(qi), v − ynji 〉 ≥ 0. On the other hand we have ynji =
PKi(x
nj − λnji f(unji )− βnji g(vnji )), we obtain that
〈xnj − λnji f(unji )− βnji g(vnji )− ynji , v − ynji 〉 ≤ 0
〈xnj − ynji , v − ynji 〉 − λnji 〈f(unji ), v − ynji 〉 − βnji 〈g(vnji ), v − ynji 〉 ≤ 0
〈x
nj − ynji
λ
nj
i β
nj
i
, v − ynji 〉 − 〈f(unji ), v − ynji 〉 −
β
nj
i
λ
nj
i
〈g(vnji ), v − ynji 〉 ≤ 0〈xnj − ynji
λ
nj
i β
nj
i
, v − ynji
〉− 〈f(unji ), v − ynji 〉 − 〈g(vnji ), v − ynji 〉 ≤ 0. (2.3.22)
In view of monotonicity of mappings Ai, Bi, i = 1, 2, 3, ....., n, we see that
〈
f(t1) + g(t2), v − ynji
〉 ≥ 〈f(pi) + g(qi), v − ynji 〉
≥ 〈f(pi) + g(qi), v − ynji 〉+ 〈xnj − ynjiλnji βnji , v − ynji 〉
−〈f(unji ), v − ynji 〉 − 〈g(vnji ), v − ynji 〉
=
〈
f(pi)− f(wnji ), v − ynji
〉
+
〈
f(w
nj
i )− f(unji ), v − ynji
〉
+
〈
g(qi)− g(snji ), v − ynji
〉
+
〈
g(s
nj
i )− g(vnji ), v − ynji
〉
+
〈xnj − ynji
λ
nj
i β
nj
i
, v − ynji
〉
≥ 〈f(wnji )− f(unji ), v − ynji 〉+ 〈g(snji )− g(vnji ), v − ynji 〉
+
〈xnj − ynji
λ
nj
i β
nj
i
, v − ynji
〉
. (2.3.23)
From the Cauchy-Schwarz inequality, we have
〈
f(t1) + g(t2), v − ynji
〉 ≥ −(‖f(wnji )− f(unji )‖‖v − ynji ‖+ ‖g(snji )− g(vnji )‖‖v − ynji ‖
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+
‖xnj − ynji ‖
ab
‖v − ynji ‖
)
. (2.3.24)
Since Ai, Bi are D-Lipschitz continuous, f and g are Lipschitz continuous, the above
inequality becomes
〈
f(t1) + g(t2), v − ynji
〉 ≥ −(α1k1‖xnj − ynji ‖+ α2k2‖xnj − ynji ‖+ ‖xnj − ynji ‖ab )(‖v − ynji ‖)
= −M(α1k1‖xnj − ynji ‖+ α2k2‖xnj − ynji ‖
+
‖xnj − ynji ‖
ab
)
, (2.3.25)
where M = supn∈N{‖v − ynji ‖}. Taking j →∞ and using the fact that {‖v − ynji }j∈N‖
is bounded, we see that 〈f(t1) + g(t2), v − x∗〉 ≥ 0. Using the maximal monotonicity of
Ti, we have x
∗ ∈ T−1i (0) = SOL(Ai, Bi, Ki). Hence x∗ ∈ F.
Step 4: The sequences {xn}n∈N , {yni }n∈N and {zni }n∈N converge strongly to PF (x1).
One can prove this by following the same arguments as used in claim 3.10 of Theorem
3.6 of Censor et al. [14]. This completes the proof.
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The over-relaxed schemes for solving variational
inclusion problems
3.1 Introduction
Verma [80] introduced and studied the over-relaxed A-proximal point algorithm based
on A-maximal monotonicity and pointed out that it is application oriented. Pan et
al. [65] introduced and applied the over-relaxed proximal point algorithm based on
(A, η)-accretive mapping to solve a mixed multi-valued variational inclusion problem.
After that, Li [51] studied over-relaxed proximal point algorithm for generalized non-
linear operator equations. In 2014, Lan [46] studied convergence analysis and graph
convergence analysis based on over-relaxed (A, η,m)-proximal point algorithm frame-
works with errors for general nonlinear operator equations. Li and Huang [51] introduced
the concept of graph convergence for H(·, ·)-accretive mappings and applied it to solve
a variational inclusion problem.
Motivated by the above mentioned work, in section 3.2, we define an over relaxed
scheme based on H(·, ·)-cocoercive operator and then applied it to obtain the solution
of a generalized variational inclusion problem.
In section 3.3, we extend the concept of over relaxed scheme discussed in section 3.2
for fuzzy mappings and then applied it to solve a variational inclusion problem with
fuzzy mappings.
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In section 3.4, we consider and study a generalized variational inclusion problem and
define an over relaxed scheme. We obtain the graph convergence for our problem in
q-uniformly smooth Banach spaces.
3.2 The over-relaxed scheme for H(·, ·)-cocoercive operator with
an application
In this section, we discuss the over relaxed scheme for H(·, ·)-cocercive operators and
then applied it to solve a variational inclusion problem.
We consider the following variational inclusion problem. Find x ∈ X and w ∈ T (x)
such that
0 ∈ w +M(x), (3.2.1)
where M : X −→ 2X and T : X −→ CB(X) are the multi-valued mappings. A similar
analogue of problem (3.2.1) was studied by Huang [39] in the setting of Banach spaces.
Below we mention the fixed point formulation of variational inclusion problem (3.2.1).
Lemma 3.2.1. The elements (x,w), where x ∈ X, w ∈ T (x) is a solution of Problem
3.2.1 if and only if, (x,w) is a solution of the following equation:
x = RHλ,M [H(A(x), B(x))− λw] , (3.2.2)
where RHλ,M(x) = [H(A(x), B(x)) + λM ]
−1 (x) is the resolvent operator and λ > 0 is a
constant.
We now define the following over-relaxed scheme for solving generalized variational
inclusion problem 3.2.1, which is based on a sequence of over-relaxed factors and Nadler’s
Theorem [56].
The Over-Relaxed Scheme 3.2.1. For an initial point x0 ∈ X and w0 ∈ T (x0),
compute the sequences {xn} and {wn} by the following scheme:
xn+1 = (1− αn)xn + αnyn, n ≥ 0, (3.2.3)
‖wn − wn−1‖ ≤ D(T (xn), T (xn−1)), (3.2.4)
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where for some Pn ∈ T (yn), yn satisfies
‖yn −RHλ,M
(
H(A(xn), B(xn))
)− λwn‖ ≤ σn(‖yn − xn‖+ ‖Pn − wn‖), (3.2.5)
and {αn} ⊆ [0,∞) is a sequence of over-relaxed factors, {σn} is a scalar sequence,
∞∑
n=0
σn <∞, σn → 0, α = lim sup
n→∞
αn < 1 and D is the Hausdorff metric on CB(X).
If Pn = wn = wn−1, for all n ≥ 0, and H(A(xn), B(xn)) = A(xn), then the over-relaxed
scheme 3.2.1 coincides with the Algorithm discussed in Lan [47].
Theorem 3.2.1. Let X be a real Hilbert space. Let A,B : X −→ X, H : X ×X −→
X be the mappings such that H(A,B) is µ-cocoercive with respect to A and ν-relaxed
cocoercive with respect to B, A is α-expansive, B is β-Lipschitz continuous, µ > ν, and
α ≥ β. Also, H is r1-Lipschitz continuous with respect to A and r2-Lipschitz continuous
with respect to B. Let the multi-valued mappings M : X −→ 2X is H(·, ·)-cocoercive
and T : X −→ CB(X) is D-Lipschitz continuous with constant δT . If for some λ > 0,
the following condition holds:
(1− α) + αθ1(r1 + r2)λδT < 1, (3.2.6)
for (r1 + r2) <
1
θ1λδT
, where θ1 =
1
µα2 − νβ2 , then the generalized variational inclu-
sion problem 3.2.1 admits a solution (x∗, w∗), x∗ ∈ X, w∗ ∈ T (x∗), and the sequences
{xn} and {wn} defined in over-relaxed scheme 3.2.1 converges linearly to x∗ and w∗,
respectively.
Proof. Let x∗ be a solution of the problem (3.2.1). Then by Lemma 3.2.1, it follows
that
x∗ = (1− αn)xn + αnRHλ,M
[
H(A(x∗), B(x∗))− λw∗], (3.2.7)
for x∗ ∈ X and w∗ ∈ T (x∗). Let
zn+1 = (1− αn)xn + αnRHλ,M
[
H(A(xn), B(xn))− λwn
]
, (3.2.8)
for all n ≥ 0, xn ∈ X, and wn ∈ T (xn). By using the Lipschitz continuity of the
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resolvent operator, we have
‖zn+1 − x∗‖ =
∥∥(1− αn)(xn − x∗) + αn[RHλ,M{H(A(xn), B(xn))− λwn}
−RHλ,M{H(A(x∗), B(x∗))− λw∗}
∥∥
≤ (1− αn)‖xn − x∗‖+ αnθ1‖H(A(xn), B(xn))−H(A(x∗), B(x∗))‖
+αnθ1λ‖wn − w∗‖, (3.2.9)
where θ1 =
1
µα2 − νβ2 , µ > ν, and α ≥ β.
Since H is r1-Lipschitz continuous with respect to A and r2-Lipschitz continuous with
respect to B, we obtain
‖H(A(xn), B(xn))−H(A(x∗), B(x∗))‖ ≤ r1‖xn − x∗‖+ r2‖xn − x∗‖
= (r1 + r2)‖xn − x∗‖. (3.2.10)
By (3.2.4) of over-relaxed scheme 3.2.1 and D-Lipschitz continuity of T , we can write
‖wn − w∗‖ ≤ D(T (xn), T (x∗))
≤ δT‖xn − x∗‖. (3.2.11)
Using (3.2.10) and (3.2.11), (3.2.9) becomes
‖zn+1 − x∗‖ ≤ (1− αn)‖xn − x∗‖+ αnθ1(r1 + r2)‖xn − x∗‖+ αnθ1λδT‖xn − x∗‖
= P (θn)‖xn − x∗‖, (3.2.12)
where P (θn) =
[
(1− αn) + αnθ1{(r1 + r2) + λδT}
]
.
As xn+1 = (1− αn)xn + αnyn, xn+1− xn = αn(yn− xn), by using (3.2.5) of over-relaxed
scheme 3.2.1, we obtain
‖xn+1 − zn+1‖ =
∥∥(1− αn)xn + αnyn − [(1− αn)xn +
αnR
H
λ,M{H(A(xn), B(xn))− λwn}]
∥∥
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=
∥∥αn[yn −RHλ,M{H(A(xn), B(xn))− λwn}]∥∥
≤ αnσn
(‖yn − xn‖+ ‖Pn − wn‖)
≤ αnσn‖yn − xn‖+ αnσnD(T (yn), T (xn))
≤ αnσn‖yn − xn‖+ αnσnδT‖yn − xn‖
= αnσn(1 + δT )‖yn − xn‖
= σn(1 + δT )‖αn(yn − xn)‖
= σn(1 + δT )‖xn+1 − xn‖. (3.2.13)
Using the above discussed arguments, we calculate
‖xn+1 − x∗‖ = ‖xn+1 − zn+1 + zn+1 − x∗‖
≤ ‖xn+1 − zn+1‖+ ‖zn+1 − x∗‖
≤ σn(1 + δT )‖xn+1 − xn‖+ P (θn)‖xn − x∗‖
= σn(1 + δT )‖xn+1 − x∗ + x∗ − xn‖+ P (θn)‖xn − x∗‖
≤ σn(1 + δT )‖xn+1 − x∗‖+ σn(1 + δT )‖xn − x∗‖+ P (θn)‖xn − x∗‖,
thus
‖xn+1 − x∗‖ ≤ σn(1 + δT ) + P (θn)
1− σn(1 + δT ) ‖xn − x
∗‖. (3.2.14)
It follows from (3.2.14) that the sequence {xn} converges linearly to x∗, for P (θn) =[
(1− αn) + αnθ1{(r1 + r2) + λδT}
]
, θ1 =
1
µα2 − νβ2 , µ > ν, and α ≥ β.
As {xn} converges to x∗ linearly, it follows from (3.2.11) that {wn} converges to w∗
linearly. Thus, we have
lim sup
n→∞
σn(1 + δT ) + P (θn)
1− σn(1 + δT ) = lim supn→∞P (θn)
= lim sup
n→∞
[
(1− αn) + αnθ1{(r1 + r2) + λδT}
]
= (1− α) + αθ1{(r1 + r2)λδT},
where α = lim sup
n→∞
αn. This completes the proof.
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In support of Theorem 3.2.1, we construct the following example.
Example 3.2.1. Let X = R with usual inner product and norm. Suppose that
A,B : R→ R, H : R× R→ R are the mappings defined by
A(x) =
x
2
, B(y) = −y
5
and H(A(x), B(y)) = 3A(x) +B(y), ∀x, y ∈ R.
Then
(i) A is
1
3
-expansive:
‖A(x)− A(y)‖ = 1
2
‖x− y‖
≥ 1
3
‖x− y‖, ∀x, y ∈ R,
i.e., α =
1
3
.
(ii) B is
1
4
-Lipschitz continuous:
‖B(x)−B(y)‖ = 1
5
‖x− y‖
≤ 1
4
‖x− y‖, ∀x, y ∈ R,
i.e., β =
1
4
.
(iii) H(A,B) is 6-cocoercive with respect to A,
〈H(A(x), u)−H(A(y), u), x− y〉 = 〈3(A(x)− A(y)), x− y〉
= 〈3(x
2
− y
2
), x− y〉
=
3
2
‖x− y‖2.
Now,
‖A(x)− A(y)‖2 = 1
4
‖x− y‖2.
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Therefore,
〈H(A(x), u)−H(A(y), u), x− y〉 ≥ 6‖A(x)− A(y)‖2,
i.e., µ = 6.
(iv) H(A,B) is 5-relaxed cocoercive with respect to B,
〈H(u,B(x))−H(u,B(y)), x− y〉 = 〈B(x)−B(y), x− y〉
= 〈−x
5
+
y
5
, x− y〉
= −1
5
‖x− y‖2.
Now,
‖B(x)−B(y)‖2 = 1
25
‖x− y‖2.
Therefore,
〈H(u,B(x))−H(u,B(y)), x− y〉 ≥ (−5)‖B(x)−B(y)‖2,
i.e., ν = 5.
Thus, we observe that α > β and µ > ν.
Further, let M : R → 2R be defined by M(x) = x, ∀x ∈ R. Then M is cocoercive and
for any λ > 0, one can easily check that
[
H(A,B) + λM
]
(R) = R. Therefore, M is
H(·, ·)-cocoercive with respect to A and B.
Now we will show that H is Lipschitz continuous with respect to A as well as with
respect to B as:
(i) ‖H(A(x), u)−H(A(y), u)‖ = ‖3A(x)− 3A(y)‖
=
3
2
‖x− y‖
≤ 5
2
‖x− y‖,
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i.e., H is Lipschitz continuous with respect to A with constant r1 =
5
2
.
(ii) ‖H(u,B(x))−H(u,B(y))‖ = ‖B(x)−B(y)‖
=
1
5
‖x− y‖
≤ 1
2
‖x− y‖,
i.e., H is Lipschitz continuous with respect to B with constant r2 =
1
2
.
(iii) Let T : R→ CB(R) be defined by T (x) = x, ∀x ∈ R, then it can be easily verified
that T is D-Lipschitz continuous with constant δT = 2.
We will now verify condition 3.2.6 of Theorem 3.2.1.
θ1 =
1
µα2 − νβ2 =
144
51
.
Let λ =
1
144
> 0, then
(1− α) + αθ1(r1 + r2)λδT = (1− 1
3
) +
1
3
∗ 144
51
∗ 3 ∗ 1
144
∗ 2
< 1.
Thus all the conditions of Theorem 3.2.1 are satisfied and hence in view of Theorem
3.2.1 there exists a solution of generalized variational inclusion problem 3.2.1.
3.3 A variational inclusion problem with fuzzy mappings
We begin this section, by introducing a variational inclusion problem with fuzzy
mappings.
Let S,H : X × X −→ X, A,B, g : X −→ X be the single-valued mappings and
T, F : X −→ F(X) be the closed fuzzy mappings satisfying the following condition(†) .
Condition(†): A closed fuzzy mapping F : X −→ F(X) is said to satisfy the condition(†),
if there exists a mapping a : X −→ [0, 1] such that for each x ∈ X, (Fx)a(x) = {y ∈ X :
Fx(y) ≥ a(x)} is a nonempty bounded subset of X.
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Let there exists mappings a, b : X −→ [0, 1] such that for each x ∈ X, we have
(Tx)a(x), (Fx)b(x) ∈ CB(X). Let T˜ , F˜ : X −→ CB(X) be the multi-valued map-
ping induced by the fuzzy mappings T and F , respectively. Let the multi-valued
mapping M : X −→ 2X be H(·, ·)-cocoercive with respect to A and B such that
g(x)∩ dom(M) 6= ∅. We consider the following variational inclusion problem with fuzzy
mappings:
Find x ∈ X, u ∈ (Tx)a(x) and v ∈ (Fx)b(x) such that
0 ∈ S(u, v) +M(g(x)). (3.3.1)
Problem 3.3.1 is a fuzzy analogue of problem 2.2.10.
Below is some special cases of problem (3.3.1) below:
If T, F : X −→ CB(X) are the classical multi-valued mappings, we can define the
fuzzy mappings T, F by
x 7→ χT (x), x 7→ χF (x),
where χT (x), χF (x) are the characteristic functions of T (x) and F (x), respectively. Taking
a(x) = b(x) = 1, g = I, for all x ∈ X, then problem (3.3.1)is equivalent to the following
problem:
Find x ∈ X, u ∈ T (x) and v ∈ F (x) such that
0 ∈ S(u, v) +M(x). (3.3.2)
A similar analogue of problem (3.3.2) was considered by Verma [79] and many others
authors in different settings.
It is clear that for suitable choices of operators involved in the formulation of problem
(3.3.1), one can obtain many variational inclusions studied in recent past.
In support of problem (3.3.1), we construct the following example.
Example 3.3.1. Let X = [0, 1], and suppose that
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(i) the closed fuzzy mappings T, F : X −→ F(X) are defined by
Tx(u) =

x+u
2
, if x ∈ [0, 1
2
), u ∈ [0, 1],
(1− x)u , if x ∈ [1
2
, 1], u ∈ [0, 1],
and
Fx(v) =
2xv , if x ∈ [0,
1
2
), v ∈ [0, 1],
(1− x) + v
2
, if x ∈ [1
2
, 1], v ∈ [0, 1].
(ii) the mappings a, b : X −→ [0, 1] are defined by
a(x) =

x
2
, if x ∈ [0, 1
2
),
0 , if x ∈ [1
2
, 1],
and
b(x) =
0 , if x ∈ [0,
1
2
),
(1− x)x , if x ∈ [1
2
, 1].
Clearly, Tx(u) ≥ a(x) and Fx(v) ≥ b(x), for all x, u, v ∈ X. Also,
(iii) the mappings S : X ×X −→ X and g : X −→ X are defined by
S(u, v) =

u− v , if u > v,
v − u , if u < v,
0 , if u = v,
and
g(x) =
x
2− x, ∀x ∈ [0, 1].
(iv) the mappings A,B : X −→ X are defined by
A(x) =
x
2
, B(x) = −x, ∀x ∈ [0, 1].
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Suppose that H(A,B) : X ×X −→ X is defined by
H(A(x), B(y)) = A(x) +B(y), ∀x, y ∈ [0, 1].
Now,
〈H(A(x), u)−H(A(y), u), x− y〉 = 〈A(x)− A(y), x− y〉
=
〈
x− y
2
, x− y
〉
=
(x− y)2
2
.
Also,
‖A(x)− A(y)‖2 = 〈A(x)− A(y), A(x)− A(y)〉
=
〈
x− y
2
,
x− y
2
〉
=
(x− y)2
4
,
which implies that
〈H(A(x), u)−H(A(y), u), x− y〉 = 2‖A(x)− A(y)‖2,
i.e., H(A,B) is 2-cocoercive with respect to A.
Further,
〈H(u,B(x))−H(u,B(y)), x− y〉 = 〈B(x)−B(y), x− y〉
= 〈−(x− y), x− y〉
= −(x− y)2.
Moreover,
‖B(x)−B(y)‖2 = 〈B(x)−B(y), B(x)−B(y)〉
49
3.3. A variational inclusion problem with fuzzy mappings
= 〈−(x− y),−(x− y)〉
= (x− y)2,
which implies that
〈H(u,B(x))−H(u,B(y)), x− y〉 = (−1)‖B(x)−B(y)‖2,
i.e., H(A,B) is 1-relaxed cocoercive with respect to B.
Let M : X −→ 2X be defined by M(g(x)) = {g(x)}, for all x ∈ [0, 1] such that
g(x) ∩ dom(M) 6= ∅. Then, M is cocoercive and for any λ > 0, one can easily check
that [H(A,B)+λM ](X) = X. Therefore, M is H(·, ·)-cocoercive with respect to A and
B. In view of assumptions (i)− (iv), it is easy to see that all the conditions of problem
(3.3.1) are satisfied.
Now we state the following Lemma which ensures the fixed point formulation of problem
(3.3.1).
Lemma 3.3.1. The triplet (x, u, v), where x ∈ X, u ∈ (Tx)a(x) and v ∈ (Fx)b(x), is the
solution of generalized variational inclusion problem (3.3.1) if and only if, it satisfies the
equation:
g(x) = RHλ,M [H(A(g(x)), B(g(x)))− λS(u, v)], (3.3.3)
where R
H(·,·)
λ,M (x) = [H(A,B)+λM ]
−1(x) is the resolvent operator and λ > 0 is a constant.
The fuzzy over-relaxed scheme
Step 1.Choose the arbitrary initial points x0 ∈ X, u0 ∈ (Tx0)a(x0) and v0 ∈ (Fx0)b(x0).
Step 2. Compute the sequences {xn}, {un} and {vn} by the following iterative scheme:
g(xn+1) = (1− αn)g(xn) + αnyn, n ≥ 0, (3.3.4)
where yn satisfies
‖yn −RHλ,M [H(A(g(xn)), B(g(xn)))− λS(un, vn)]‖ ≤ σn‖yn − g(xn)‖, (3.3.5)
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where xn ∈ X, un ∈ (Txn)a(xn) and vn ∈ (Fxn)b(xn), and {αn} ⊆ [0,∞) is a sequence of
over-relaxed factors, {σn} is a scalar sequence, n ≥ 0, λ > 0,
∞∑
n=0
σn < ∞, σn → 0 and
α = lim
n→∞
supαn < 1.
Step 3. Obtain the estimates
‖un − u‖ ≤ D
(
(Txn)a(xn), (Tx)a(x)
)
,
‖vn − v‖ ≤ D
(
(Fxn)b(xn), (Fx)b(x)
)
,
(3.3.6)
where un ∈ (Txn)a(xn), u ∈ (Tx)a(x), vn ∈ (Fxn)b(xn) and v ∈ (Fx)b(x).
Step 4. If {xn}, {yn}, {un} and {vn} satisfy (3.3.4), (3.3.5) and (3.3.6), respectively to
an amount of accuracy, Stop. Otherwise, set n = n+ 1 and repeat the steps 2 and 3.
Theorem 3.3.1. Let X be a real Hilbert space. Let A,B, g : X −→ X and S,H :
X ×X −→ X be single-valued mappings such that H(A,B) is µ-cocoercive with respect
to A and γ-relaxed cocoercive with respect to B, A is α-expansive, B is β-Lipschitz
continuous, µ > γ, and α ≥ β. Also, let H be r1-Lipschitz continuous with respect
to A, r2-Lipschitz continuous with respect to B, and g be λg-Lipschitz continuous and
ξ-strongly monotone mapping. Let the multi-valued mapping M : X −→ 2X be H(·, ·)-
cocoercive. Let T, F : X −→ F(X) be closed fuzzy mappings satisfying condition(†) and
T˜ , F˜ : X −→ CB(X) be multi-valued mappings induced by the fuzzy mappings T and F ,
respectively. Suppose that T˜ and F˜ are D-Lipschitz continuous mappings with constants
δT and δF , respectively. If for some λ > 0, the following condition holds:
(1− α)λg + αθλg(r1 + r2) + αθλ{λS2δF + λS1δT} < 1,
for θ =
1
µα2 − γβ2 , {αn} ⊆ [0,∞) is a sequence of over-relaxed factors, {σn} is a
scalar sequence such that
∞∑
n=0
σn < ∞, σn → 0, and α = lim
n→∞
supαn < 1. Then,
the generalized variational inclusion problem (3.3.1) is solvable and (x∗, u∗, v∗), where
x∗ ∈ X, u∗ ∈ (Tx∗)a(x∗), v∗ ∈ (Fx∗)b(x∗), is the solution of the problem (3.3.1), and the
sequences {xn}, {un} and {vn} defined in fuzzy over-relaxed scheme (3.3.1) converge
linearly to x, u and v, respectively.
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Proof. Let x∗ be a solution of generalized variational inclusion problem (3.3.1). Then
by Lemma 3.3.1, it follows that
g(x∗) = (1− αn)g(x∗) + αnRHλ,M [H(A(g(x∗)), B(g(x∗)))− λS(u∗, v∗)], (3.3.7)
where x∗ ∈ X, u∗ ∈ (Tx∗)a(x∗), v∗ ∈ (Fx∗)b(x∗), and λ > 0 is a constant.
Let
g(zn+1) = (1− αn)g(xn) + αnRHλ,M [H(A(g(xn)), B(g(xn)))− λS(un, vn)], (3.3.8)
for all n ≥ 0, xn ∈ X, un ∈ (Txn)a(xn) and vn ∈ (Fxn)b(xn).
Using Cauchy-Schwartz inequality and ξ-strongly monotonicity of g , we have
‖g(zn+1)− g(x∗)‖‖zn+1 − x∗‖ ≥ 〈g(zn+1)− g(x∗), zn+1 − x∗〉
≥ ξ‖zn+1 − x∗‖2. (3.3.9)
It follows from (3.3.9) that
‖zn+1 − x∗‖ ≤ 1
ξ
‖g(zn+1)− g(x∗)‖. (3.3.10)
Using the Lipschitz continuity of the resolvent operator RHλ,M , Lipschitz continuity of
H in both the arguments with respect to A and B, respectively, Lipschitz continuity of
S in both the arguments, D-Lipschitz continuity of T˜ and F˜ , Lipschitz continuity and
strongly monotonicity of g, we obtain
‖g(zn+1)− g(x∗)‖
=
∥∥(1− αn)(g(xn)− g(x∗)) + αnRHλ,M [H(A(g(xn)), B(g(xn)))− λS(un, vn)]
−αnRHλ,M [H(A(g(x∗)), B(g(x∗)))− λS(u∗, v∗)]
∥∥
≤ (1− αn)‖g(xn)− g(x∗)‖+ αnθλ‖S(un, vn)− S(u∗, v∗)‖
+αnθ‖H(A(g(xn)), B(g(xn)))−H(A(g(x∗)), B(g(x∗)))‖
= (1− αn)‖g(xn)− g(x∗)‖+ αnθλ‖S(un, vn)− S(un, v∗) + S(un, v∗)
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−S(u∗, v∗)‖+ αnθ‖H(A(g(xn)), B(g(xn)))−H(A(g(xn)), B(g(x∗)))
+H(A(g(xn)), B(g(x
∗)))−H(A(g(x∗)), B(g(x∗)))‖
≤ (1− αn)‖g(xn)− g(x∗)‖+ αnθλ‖S(un, vn)− S(un, v∗)‖+ αnθλ‖S(un, v∗)
−S(u∗, v∗)‖+ αnθ‖H(A(g(xn)), B(g(xn)))−H(A(g(xn)), B(g(x∗)))‖
+αnθ‖H(A(g(xn)), B(g(x∗)))−H(A(g(x∗)), B(g(x∗)))‖
≤ (1− αn)‖g(xn)− g(x∗)‖+ αnθλλS2‖vn − v∗‖+ αnθλλS1‖un − u∗‖
+αnθr2‖g(xn)− g(x∗)‖+ αnθr1‖g(xn)− g(x∗)‖
≤ (1− αn)λg‖xn − x∗‖+ αnθλλS2D
(
(Fxn)b(xn), (Fx∗)b(x∗)
)
+αnθλλS1D
(
(Txn)a(xn), (Tx∗)a(x∗)
)
+ αnθ(r1 + r2)λg‖xn − x∗‖
≤ (1− αn)λg‖xn − x∗‖+ αnθλλS2δF‖xn − x∗‖+ αnθλλS1δT‖xn − x∗‖
+αnθ(r1 + r2)λg‖xn − x∗‖. (3.3.11)
It follows from (3.3.11) that
‖g(zn+1)− g(x∗)‖ ≤ P (θn)‖xn − x∗‖, (3.3.12)
where
P (θn) = [(1− αn)λg + αnθ(r1 + r2)λg + αnθλ{λS1δT + λS2δF}] , (3.3.13)
and θ =
1
µα2 − γβ2 , for µ > γ and α ≥ β.
Using (3.3.12), (3.3.10) becomes
‖zn+1 − x∗‖ ≤ 1
ξ
P (θn)‖xn − x∗‖, (3.3.14)
where P (θn) is defined by (3.3.13).
From (3.3.4), we have g(xn+1) = (1− αn)g(xn) + αnyn, which implies that
g(xn+1)− g(xn) = αn(yn − g(xn)). (3.3.15)
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Using the same arguments as for (3.3.10), we obtain
‖xn+1 − zn+1‖ ≤ 1
ξ
‖g(xn+1)− g(zn+1)‖. (3.3.16)
By applying (3.3.5), it follows that
‖g(xn+1)− g(zn+1)‖ =
∥∥(1− αn)g(xn) + αnyn − {(1− αn)g(xn)
+αnR
H
λ,M [H(A(g(xn)), B(g(xn)))− λS(un, vn)]
}∥∥
=
∥∥αn{yn −RHλ,M [H(A(g(xn)), B(g(xn)))− λS(un, vn)]}∥∥
≤ αnσn‖yn − g(xn)‖. (3.3.17)
Making use of (3.3.15), (3.3.17) and Lipschitz continuity of g, (3.3.16) becomes
‖xn+1 − zn+1‖ ≤ 1
ξ
αnσn‖yn − g(xn)‖
=
1
ξ
σn‖αn(yn − g(xn))‖
=
1
ξ
σn‖g(xn+1)− g(xn)‖
≤ 1
ξ
σnλg‖xn+1 − xn‖. (3.3.18)
Using the above discussed arguments, we estimate
‖xn+1 − x∗‖ = ‖xn+1 − zn+1 + zn+1 − x∗‖
≤ ‖xn+1 − zn+1‖+ ‖zn+1 − x∗‖
≤ 1
ξ
σnλg‖xn+1 − xn‖+ 1
ξ
P (θn)‖xn − x∗‖
≤ 1
ξ
σnλg‖xn+1 − x∗‖+ 1
ξ
σnλg‖xn − x∗‖+ 1
ξ
P (θn)‖xn − x∗‖,
which implies that
‖xn+1 − x∗‖ ≤ σnλg + P (θn)
ξ − σnλg ‖xn − x
∗‖. (3.3.19)
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Inequality (3.3.19) implies that the sequence {xn} converges linearly to x∗, for
P (θn) = [(1− αn)λg + αnθ(r1 + r2)λg + αnθλ{λS1δT + λS2δF}] ,
and θ =
1
µα2 − γβ2 , for µ > γ and α ≥ β.
It follows from (3.3.6) and the D-Lipschitz continuity for (Tx)a(x) and (Fx)b(x) that the
sequences {un} and {vn} converge linearly to u and v, respectively, as {xn} converges
to x∗ linearly. Thus, we have
lim sup
n
σnλg + P (θn)
ξ − σnλg = lim supn P (θn)
= lim sup
n
[(1− αn)λg + αnθ(r1 + r2)λg + αnθλ{λS1δT + λS2δF}]
= (1− α)λg + αθ(r1 + r2)λg + αθλ{λS1δT + αθλλS2δF},
where
∞∑
n=0
σn <∞ and α = lim
n→∞
supαn. This completes the proof.
3.4 Graph convergence for H(·, ·)-co-accretive mapping and over
relaxed scheme with application
In this section, we use the concept of graph convergence of H(·, ·)-co-acceretive mapping
due to [4] and over-relaxed proximal point method to solve a generalized variational
inclusion problem in Banach spaces.
Definition 3.4.1. [4] Let A,B, f, g : Y −→ Y and H : Y × Y −→ Y be single-valued
mappings. Let M : Y × Y −→ 2Y be the multi-valued mapping. The mapping M is
said to be H(·, ·)-co-accretive with respect to A,B, f and g if, H(A,B) is symmetric
cocoercive with respect to A and B, M(f, g) is symmetric accretive with respect to f and
g, and
[H(A,B) + λM(f, g)] (Y ) = Y, ∀λ > 0.
Theorem 3.4.1. [4] Let A,B, f, g : Y −→ Y and H : Y × Y −→ Y be single-valued
mappings. Let M : Y × Y −→ 2Y be an H(·, ·)-co-accretive mapping with respect to
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A,B, f and g. Let A be η-expansive and B be σ-Lipschitz continuous and α > β, µ > γ
and η ≥ σ. Then the mapping [H(A,B) + λM(f, g)]−1 is single-valued, for every λ > 0.
Definition 3.4.2. [4] Let A,B, f, g : Y −→ Y and H : Y × Y −→ Y be single-valued
mappings. Let M : Y × Y −→ 2Y be an H(·, ·)-co-accretive mapping with respect to
A,B, f and g. Then the resolvent operator R
H(·,·)
λ,M(·,·) : Y −→ Y is defined by
R
H(·,·)
λ,M(·,·)(u) = [H(A,B) + λM(f, g)]
−1 (u), ∀u ∈ Y, λ > 0.
Theorem 3.4.2. [4] Let A,B, f, g : Y −→ Y and H : Y × Y −→ Y be single-valued
mappings. Let M : Y × Y −→ 2Y be an H(·, ·)-co-accretive mapping with respect to
A,B, f and g. Let A be η-expansive and B be σ-Lipschitz continuous and α > β, µ > γ
and η ≥ σ. Then the resolvent operator RH(·,·)λ,M(·,·) is Lipschitz continuous with constant
θ, i.e.,
‖RH(·,·)λ,M(·,·)(u)−RH(·,·)λ,M(·,·)(v)‖ ≤ θ‖u− v‖, ∀u, v ∈ Y, λ > 0,
where θ =
1
λ(α− β) + (µηq − γσq) .
Definition 3.4.3. Let M : Y × Y −→ 2Y be a multi-valued mapping. The graph of M
is denoted by G(M) and defined by
G(M) = {((x, y), z) : z ∈M(x, y)}, ∀x, y ∈ Y.
Definition 3.4.4. [4] Let A,B, f, g : Y −→ Y and H : Y × Y −→ Y be single-
valued mappings. Let Mn,M : Y × Y −→ 2Y be H(·, ·)-co-accretive mappings, for n =
0, 1, 2, · · · . The sequence Mn is said to be graph convergent to M , denoted by Mn G−→M
if, for every ((f(x), g(x)), z) ∈ G(M), there exists a sequence ((f(xn), g(xn)), zn) ∈
G(Mn) such that
f(xn) −→ f(x), g(xn) −→ g(x) and zn −→ z, as n→∞.
Theorem 3.4.3. [4] Let Mn,M : Y × Y −→ 2Y be H(·, ·)-co-accretive mappings with
respect to A,B, f and g. Let H : Y × Y −→ Y be a single-valued mapping such that
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H(A,B) is ξ1-Lipschitz continuous with respect to A and ξ2-Lipschitz continuous with
respect to B. Suppose that f is τ -expansive mapping. Then, Mn
G−→M if and only if
R
H(·,·)
λ,Mn(·,·)(u) −→ R
H(·,·)
λ,M(·,·)(u), ∀u ∈ Y, λ > 0.
Let T : Y −→ CB(Y ) and M : Y × Y −→ 2Y be multi-valued mappings and f, g :
Y −→ Y be single-valued mappings. We consider the following problem. Find x ∈ Y ,
w ∈ T (x) such that
0 ∈ w +M (f(x), g(x)) . (3.4.1)
Problem (3.4.1) is called a generalized variational inclusion problem.
Special Cases:
(i) If M(f(x), ·) = M(f(x)) and g ≡ 0, then problem (3.4.1) is equivalent to the
problem of finding x ∈ X such that
0 ∈ w +M (f(x)) . (3.4.2)
Problem (3.4.2) was introduced and studied by Huang [39] in the setting of Banach
spaces.
(ii) If T is single-valued, f ≡ I, the identity mapping, then problem (3.4.2) is equiva-
lent to the problem
0 ∈ T (x) +M(x). (3.4.3)
Problem (3.4.3) is studied by Li and Huang [51].
We remark that problem (3.4.1) includes many variational inequalities (inclusions) and
complementarity problems as special cases.
Lemma 3.4.1. The elements x ∈ Y , w ∈ T (x) are the solutions of generalized varia-
tional inclusion problem (3.4.1) if and only if, the following equation is satisfied:
x = R
H(·,·)
λ,M(·,·) [H(Ax,Bx)− λw] , (3.4.4)
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where λ > 0 and R
H(·,·)
λ,M(·,·)(x) = [H(A,B) + λM(f, g)]
−1 (x), ∀x ∈ Y .
Algorithm 3.4.1. Step 1. Choose an arbitrary initial point x0 ∈ Y and w0 ∈ T (x0).
Step 2. Compute the sequence {xn} and {wn} by the following iterative procedure:
xn+1 = (1− αn)xn + αnyn, n ≥ 0, (3.4.5)
where for some Pn ∈ T (yn), yn satisfies
∥∥∥yn −RH(·,·)λ,Mn(·,·)[H(Axn, Bxn)− λwn]∥∥∥ ≤ σn (‖yn − xn‖+ λ‖Pn − wn‖) ,
and (3.4.6)
‖wn − wn−1‖ ≤ D(T (xn), T (xn−1)), (3.4.7)
where {αn} ⊆ [0,∞) is a sequence of over-relaxed factors, {σn} is a scalar sequence,
n ≥ 0, λ > 0,
∞∑
n=0
σn <∞, σn → 0 and α = lim
n→∞
supαn < 1.
Step 3. If {xn} and {yn} satisfy (3.4.5), 3.4.6 and {wn} satisfies (3.4.7) to an amount
of accuracy, Stop. Otherwise, set n = n+ 1 and repeat the Step 2.
Theorem 3.4.4. Let Y be a q-uniformly smooth Banach space. Let A,B : Y → Y and
H : Y × Y → Y be mappings such that H is symmetric cocoercive with respect to A
and B with constants µ and γ, respectively, r1-Lipschitz continuous with respect to A
and r2-Lipschitz continuous with respect to B, A is η-expansive and B is σ-Lipschitz
continuous. Let T : Y → CB(Y ) be D-Lipschitz continuous with constant δT and the
mappings Mn,M : Y × Y → 2Y be H(·, ·)-co-accretive mappings such that Mn G−→ M .
In addition, if for some λ > 0, the following condition holds:
θ(r1 + r2) + λθδT < 1, (3.4.8)
where θ =
1
λ(α− β) + (µηq − γσq) , µ > γ, η ≥ σ and α > β. Then, the generalized
variational inclusion problem (3.4.1) admits a solution (x∗, w∗), x∗ ∈ Y , w∗ ∈ T (x∗),
and the sequences {xn} and {wn} defined in Algorithm 3.4.1 converge linearly to x∗ and
w∗, respectively.
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Proof. For any λ > 0, we define a mapping G : Y → Y by
G(x) = R
H(·,·)
λ,M(·,·) [H(Ax,Bx)− λw1] , ∀x ∈ X,w1 ∈ T (x).
Since the resolvent operator R
H(·,·)
λ,M(·,·) is θ-Lipschitz continuous, H is r1-Lipschitz contin-
uous with respect to A and r2-Lipschitz continuous with respect to B, T is δT -Lipschitz
continuous, for any x, y ∈ Y , w1 ∈ T (x), w2 ∈ T (y), we estimate
‖G(x)−G(y)‖ =
∥∥∥RH(·,·)λ,M(·,·)[H(Ax,Bx)− λw1]−RH(·,·)λ,M(·,·)[H(Ay,By)− λw2]∥∥∥
≤ θ ‖H(Ax,Bx)−H(Ay,By)− λ(w1 − w2)‖
≤ θ ‖H(Ax,Bx)−H(Ay,By)‖+ λθ‖(w1 − w2)‖
≤ θ(r1 + r2)‖x− y‖+ λθD(T (x), T (y))
≤ θ(r1 + r2)‖x− y‖+ λθδT‖x− y‖
= (θ(r1 + r2) + λθδT ) ‖x− y‖,
which implies that
‖G(x)−G(y)‖ ≤ P (θ1)‖x− y‖, (3.4.9)
where P (θ1) = θ(r1 + r2) + λθδT and θ =
1
λ(α− β) + (µηq − γσq) . It follows from
condition (3.4.8) that 0 ≤ P (θ1) < 1, and so G is a contraction mapping i.e., G has a
unique fixed point in Y .
Next, we prove that (x∗, w∗), x∗ ∈ X, w∗ ∈ T (x∗) is a solution of the problem (3.4.1).
It follows from Lemma 3.4.1 that
x∗ = (1− αn)x∗ + αnRH(·,·)λ,M(·,·) [H(Ax∗, Bx∗)− λw∗] . (3.4.10)
Let
zn+1 = (1− αn)xn + αnRH(·,·)λ,Mn(·,·) [H(Axn, Bxn)− λwn] . (3.4.11)
Using the Lipschitz continuity of the resolvent operator R
H(·,·)
λ,M(·,·), we evaluate
‖zn+1 − x∗‖
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=
∥∥(1− αn)(xn − x∗) + αn{RH(·,·)λ,Mn(·,·)[H(Axn, Bxn)− λwn]−
R
H(·,·)
λ,M(·,·)[H(Ax
∗, Bx∗)− λw∗]}∥∥
≤ (1− αn)‖xn − x∗‖+ αn
∥∥RH(·,·)λ,Mn(·,·)[H(Axn, Bxn)− λwn]−
R
H(·,·)
λ,Mn(·,·)[H(Ax
∗, Bx∗)− λw∗]∥∥+ αn∥∥RH(·,·)λ,Mn(·,·)[H(Ax∗, Bx∗)− λw∗]−
R
H(·,·)
λ,M(·,·)[H(Ax
∗, Bx∗)− λw∗]∥∥
≤ (1− αn)‖xn − x∗‖+ αnθ‖H(Axn, Bxn)−H(Ax∗, Bx∗)− λ(wn − w∗)‖+
αn
∥∥RH(·,·)λ,Mn(·,·)[H(Ax∗, Bx∗)− λw∗]−RH(·,·)λ,M(·,·)[H(Ax∗, Bx∗)− λw∗]∥∥.
(3.4.12)
By using Lemma 3.4.1 and as H(A,B) is µ-cocoercive with respect to A, γ-relaxed
cocoercive with respect to B, r1-Lipschitz continuous with respect to A and r2-Lipschitz
continuous with respect to B, we have
‖H(Axn, Bxn)−H(Ax∗, Bx∗)− λ(wn − w∗)‖q
≤ λq‖wn − w∗‖q + Cq‖H(Axn, Bxn)−H(Ax∗, Bx∗)‖q −
2qλ〈H(Axn, Bxn)−H(Ax∗, Bx∗), Jq(wn − w∗)〉
≤ λq‖wn − w∗‖q + Cq(r1 + r2)q‖xn − x∗‖q −
2qλ(µ‖Axn − Ax∗‖q − γ‖Bxn −Bx∗‖q)
≤ λqδqT‖xn − x∗‖q + Cq(r1 + r2)q‖xn − x∗‖q − 2qλ(µηq − γσq)‖xn − x∗‖q
= [λqδqT + Cq(r1 + r2)
q −−2qλ(µηq − γσq)] ‖xn − x∗‖q,
which implies that
‖H(Axn, Bxn)−H(Ax∗, Bx∗)− λ(wn − w∗)‖
≤ q
√
λqδqT + Cq(r1 + r2)
q − 2qλ(µηq − γσq)‖xn − x∗‖. (3.4.13)
By the Theorem 3.4.3, we have
R
H(·,·)
λ,Mn(·,·)[H(Ax
∗, Bx∗)− λw∗] −→ RH(·,·)λ,M(·,·)[H(Ax∗, Bx∗)− λw∗].
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Let
bn = R
H(·,·)
λ,Mn(·,·)[H(Ax
∗, Bx∗)− λw∗]−RH(·,·)λ,M(·,·)[H(Ax∗, Bx∗)− λw∗], (3.4.14)
then, bn → 0 as n→∞.
By making use of (3.4.13) and (3.4.14), 3.4.12 becomes
‖zn+1 − x∗‖ ≤ {(1− αn) + αnθL1}‖xn − x∗‖+ αn‖bn‖, (3.4.15)
where L1 =
q
√
λqδqT + Cq(r1 + r2)
q − 2qλ(µηq − γσq).
Since xn+1 = (1− αn)xn + αnyn, xn+1 − xn = αn(yn − xn), it follows that
‖xn+1 − zn+1‖ =
∥∥(1− αn)xn + αnyn − [(1− αn)xn +
αnR
H(·,·)
λ,Mn(·,·){H(Axn, Bxn)− λwn}
∥∥
=
∥∥∥αn [yn −RH(·,·)λ,Mn(·,·){H(Axn, Bxn)− λwn}]∥∥∥
≤ αnσn
(‖yn − xn‖+ λ‖Pn − wn‖)
≤ αnσn‖yn − xn‖+ αnσnλD(T (yn), T (xn))
≤ αnσn‖yn − xn‖+ αnσnλδT‖yn − xn‖
= αnσn(1 + λδT )‖yn − xn‖
= σn(1 + λδT )‖αn(yn − xn)‖
= σn(1 + λδT )‖xn+1 − xn‖. (3.4.16)
Using the above discussed arguments, we obtain that
‖xn+1 − x∗‖ ≤ ‖xn+1 − zn+1‖+ ‖zn+1 − x∗‖
≤ σn(1 + λδT )‖xn+1 − xn‖+ {(1− αn) + αnθL1}‖xn − x∗‖+ αn‖bn‖
= σn(1 + λδT )‖xn+1 − x∗ + x∗ − xn‖+ {(1− αn) + αnθL1}‖xn − x∗‖
+αn‖bn‖
≤ σn(1 + λδT )‖xn+1 − x∗‖+ σn(1 + λδT )‖xn − x∗‖+
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{(1− αn) + αnθL1}‖xn − x∗‖+ αn‖bn‖
which implies that
‖xn+1 − x∗‖ ≤ σn(1 + λδT ) + (1− αn) + αnθL1
1− σn(1 + λδT ) ‖xn − x
∗‖+ αn
1− σn(1 + λδT )‖bn‖.
(3.4.17)
From (3.4.14) and (3.4.17), it follows that xn converges to x
∗ linearly. Also from Algo-
rithm 3.4.1 and D-Lipschitz continuity T , we have
‖wn − wn−1‖ ≤ D(T (xn), T (xn−1))
≤ δT‖xn − xn−1‖. (3.4.18)
Since xn converges to x
∗ linearly, it follows from (3.4.18) that wn converges to w linearly.
This completes the proof.
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CHAPTER 4
Existence results for some equilibrium problems
4.1 Introduction
The concept of monotonicity plays a vital role in solving equilibrium problems and
variational inequalities. In recent past many researchers have proposed various gener-
alizations of monotonicity such as pseudomonotonicity, relaxed monotonicity, relaxed
α-monotonicity, quasimonotonicity and semimonotonicity etc., see [9, 18, 26].
Ne´meth [57], Tang et al. [76], Noor et al. [58] and Colao et al. [19] have considered the
variational inequalities and equilibrium problems on manifolds. After that, Noor and
Noor [59] have solved equilibrium problem on Hadamard manifold by using auxiliary
principle technique.
In section 4.2, we extend the concept of relaxed α-monotonicity to mixed relaxed
α-β-monotonicity, which is more general than many existing concepts of monotonicities.
Finally, we apply this concept and well known KKM-theorem to obtain the solution of
a generalized equilibrium problem.
In section 4.3, we study a generalized equilibrium problem on Hadamard manifolds
and obtain its solution by defining an algorithm.
In section 4.4, we study and solve a generalized f -vector equilibrium problem in the
setting of Hausdorff topological vector spaces and reflexive Banach spaces.
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4.2 Generalized equilibrium problem with mixed relaxed mono-
tonicity
Let Y be a Banach space and K be a nonempty closed convex subset of Y . Let φ :
K × K → R be a real-valued function and let f : K × K → R be an equilibrium
function, that is, f(x, x) = 0, for all x ∈ K.
Find x¯ ∈ K such that
f(x¯, y) + φ(x¯, y)− φ(x¯, x¯) ≥ 0, ∀ y ∈ K. (4.2.1)
Problem 4.2.1 is called a generalized equilibrium problem and have been studied by
many authors in different settings, see e.g., [64].
If φ ≡ 0, then problem 4.2.1 reduces to a classical equilibrium problem introduced
and studied by Blum and Oettli [12], that is, to find x¯ ∈ K such that
f(x¯, y) ≥ 0, with f(x¯, x¯) = 0, ∀y ∈ K. (4.2.2)
We recall the following definitions.
Definition 4.2.1. A real-valued function defined on a convex subset K of Y is said to
be hemicontinuous if
lim
t→0+
f(tx+ (1− t)y) = f(y), ∀x, y ∈ K. (4.2.3)
Definition 4.2.2. A mapping f : K×K → R is said to be mixed relaxed α-β-monotone,
if there exist mappings α : K → R with α(tx) = tpα(x), for all t > 0 and β : K×K → R,
such that
f(x, y) + f(y, x) ≤ α(y − x) + β(x, y), ∀x, y ∈ K,
where
lim
t→0
[tpα(y − x)
t
+
β(x, ty + (1− t)x)
t
]
= 0,
and p > 1 is a constant.
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If β = 0, then Definition 4.2.2 reduces to the definition of generalized relaxed α-
monotonicity [52], that is,
f(x, y) + f(y, x) ≤ α(y − x), ∀x, y ∈ K,
where
lim
t→0
[tpα(y − x)
t
]
= 0, p > 1 is a constant.
If α = 0, then the definition 4.2.2 reduces to the definition of generalized relaxed
β-monotonicity [53], that is,
f(x, y) + f(y, x) ≤ β(x, y), ∀x, y ∈ K,
where
lim
t→0
β(x, ty + (1− t)y)
t
= 0.
If both α = 0 = β, then definition 4.2.2 coincides with the definition of monotonicity
that is,
f(x, y) + f(y, x) ≤ 0, ∀x, y ∈ K.
Theorem 4.2.1. Suppose f : K ×K → R be a mixed relaxed α-β-monotone mapping,
hemicontinuous in the first argument and convex in the second argument with f(x, x) =
0, for all x ∈ K. Let φ : K × K → R be a mapping which is convex in the second
argument. Then, the generalized equilibrium problem 4.2.1 is equivalent to the following
problem.
Find x¯ ∈ K such that
f(y, x¯) + φ(x¯, x¯)− φ(x¯, y) ≤ α(y − x¯) + β(x¯, y), ∀y ∈ K, (4.2.4)
where α(tx) = tpα(x) and p > 1 is a constant.
Proof. Suppose that the generalized equilibrium problem (4.2.1) admits a solution, that
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is, there exists x¯ ∈ K such that
f(x¯, y) + φ(x¯, y)− φ(x¯, x¯) ≥ 0, ∀y ∈ K. (4.2.5)
Since f is mixed relaxed α-β-monotone, we have
f(x¯, y) + f(y, x¯) ≤ α(y − x¯) + β(x¯, y), ∀y ∈ K, (4.2.6)
f(y, x¯) ≤ α(y − x¯) + β(x¯, y)− f(x¯, y), ∀y ∈ K. (4.2.7)
Adding φ(x¯, x¯)− φ(x¯, y) on both sides of inequality (4.2.7), we have
f(y, x¯) + φ(x¯, x¯)− φ(x¯, y) ≤ α(y − x¯) + β(x¯, y)
−[f(x¯, y) + φ(x¯, y)− φ(x¯, x¯)]
≤ α(y − x¯) + β(x¯, y), ∀y ∈ K. (4.2.8)
Hence, x¯ ∈ K is a solution of problem (4.2.4).
Conversely, suppose that x¯ ∈ K is a solution of problem (4.2.4), that is,
f(y, x¯) + φ(x¯, x¯)− φ(x¯, y) ≤ α(y − x¯) + β(x¯, y), ∀y ∈ K. (4.2.9)
Let xt = ty + (1− t)x¯, t ∈ [0, 1], and y ∈ K, then clearly xt ∈ K as K is convex. Thus
from (4.2.7), we have
f(xt) + φ(x¯, x¯)− φ(x¯, xt) ≤ α(xt − x¯) + β(x¯, xt). (4.2.10)
Since f is convex in the second argument and as f(x, x) = 0, we have
0 = f(xt, xt) ≤ tf(xt, y) + (1− t)f(xt, x¯), (4.2.11)
which implies that
t
[
f(xt, x¯)− f(xt, y)
] ≤ f(xt, x¯). (4.2.12)
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Also as φ is convex in the second argument, we have
φ(x¯, xt) ≤ tφ(x¯, y) + (1− t)φ(x¯, x¯),
−tφ(x¯, y) ≤ −φ(x¯, xt) + (1− t)φ(x¯, x¯),
tφ(x¯, x¯)− tφ(x¯, y) ≤ φ(x¯, x¯)− φ(x¯, xt),
t
[
φ(x¯, x¯)− φ(x¯, y)] ≤ φ(x¯, x¯)− φ(x¯, xt). (4.2.13)
Adding (4.2.12) and (4.2.13), we have
t
[
f(xt, x¯)− f(xt, y) + φ(x¯, x¯)− φ(x¯, y)
]
≤ f(xt, x¯) + φ(x¯, x¯)− φ(x¯, xt),
≤ α(xt − x¯) + β(x¯, xt). (4.2.14)
It follows that
f(xt, x¯)− f(xt, y) + φ(x¯, x¯)− φ(x¯, y)
≤ α(xt − x¯)
t
+
β(x¯, xt)
t
≤ t
pα(xt − x¯)
t
+
β(x¯, xt)
t
, p > 1. (4.2.15)
Since f is hemicontinuous in the first argument, taking t→ 0+, we have
f(x¯, x¯)− f(x¯, y) + φ(x¯, x¯)− φ(x¯, y) ≤ 0, (4.2.16)
that is, we have
f(x¯, y) + φ(x¯, y)− φ(x¯, x¯) ≥ 0, ∀y ∈ K. (4.2.17)
Hence x¯ ∈ K is a solution of generalized equilibrium problem (4.2.1).
Theorem 4.2.2. Let K be a nonempty bounded closed convex subset of a real Banach
space Y . Let f : K × K → R be the mixed relaxed α-β-monotone, hemicontinuous
mapping in the first argument and convex in the second argument with f(x, x) = 0,0-
diagonally convex, and lower semicontinuous. Let φ : K × K → R be the mapping
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which is convex in the second argument, 0-diagonally convex, and lower semicontinuous,
α : K → R is weakly upper semicontinuous mapping and β : K×K → R is weakly upper
semicontinuous mapping in the second argument. Then the mixed equilibrium problem
(4.2.1) admits a solution.
Proof. Consider a multi-valued mapping F : K → 2Y such that
F (y) = {x¯ ∈ K : f(x¯, y) + φ(x¯, y)− φ(x¯, x¯) ≥ 0}, ∀y ∈ K. (4.2.18)
We show that
⋂
y∈K F (y) 6= φ, that is, x¯ ∈ K is a solution of generalized equilibrium
problem (4.2.1).
Our claim is that F is a KKM-mapping. Suppose to contrary that is F is not a KKM-
mapping, then there exists a finite subset {x1, x2, ...., xn} of K and λi ≥ 0 (i = 1, 2, ..., n)
with
∑n
i=1 λi = 1 such that
xo =
n∑
i=1
λixi /∈
n⋃
i=1
F (yi). (4.2.19)
It follows that
f(xo, xi) + φ(xo, xi)− φ(xo, xo) < 0, for i = 1, 2, ...., n. (4.2.20)
Also we have
n∑
i=1
λi[f(xo, xi) + φ(xo, xi)− φ(xo, xo)] < 0, for i = 1, 2, ...., n, (4.2.21)
which contradicts the 0-diagonal convexity of f and φ. Hence F is a KKM-mapping.
Now consider another multi-valued mapping G : K → 2X such that
G(y) = {x¯ ∈ K : f(y, x¯) + φ(x¯, y) ≤ α(y − x¯) + β(x¯, y)}. (4.2.22)
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We will show that F (y) ⊂ G(y), ∀y ∈ K. For any given y ∈ K, let x¯ ∈ F (y); then
f(x¯, y) + φ(x¯, y)− φ(x¯, x¯) ≥ 0. (4.2.23)
It follows from the mixed relaxed α-β-monotonicity of f that
f(y, x¯) + φ(x¯, x¯)− φ(x¯, y) ≤ α(y − x¯) + β(x¯, y)− [f(x¯, y) + φ(x¯, y)− φ(x¯, x¯)]
≤ α(y − x¯) + β(x¯, y), (4.2.24)
that is, x¯ ∈ G(y). Thus F (y) ⊂ G(y) and consequently G is also KKM-mapping.
Since f and φ both are convex in the second argument and lower semicontinuous,
thus they both are weakly lower semicontinuous. From weakly upper semicontinuity of
α, weakly upper semicontinuity of β in the second argument, and the construction of
G, it is accessible to see that G(y) is weakly closed, bounded, and convex, it is weakly
compact and consequently G(y) is weakly compact in K for all y ∈ K. Therefore, from
Lemma 1.2.1 and Theorem 4.2.1, we have
⋂
y∈K
F (y) =
⋂
y∈K
G(y) 6= φ, (4.2.25)
that is, there exists x¯ ∈ K such that
f(x¯, y) + φ(x¯, y)− φ(x¯, x¯) ≥ 0, ∀y ∈ K. (4.2.26)
Thus, the generalized equilibrium problem (4.2.1) admits a solution.
4.3 Generalized equilibrium problem on Hadamard Manifold
In this section we consider and study an equilibrium problem on Hadamard manifold
and solve it by using auxiliary principle technique.
Let M be a simply connected m-dimensional manifold. Given x ∈ M , the tangent
space of M at x is denoted by TxM and the tangent bundle of M by TM =
⋃
x∈M TxM ,
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which is naturally a manifold. A vector field A on M is a mapping of M into TM which
is a manifold. A vector field A on M is a mapping of M into TM which associates to
each point x ∈ M , a vector A(x) ∈ TxM . We always assume that M can be endowed
with a Riemannian metric to become a Riemannian manifold. We denote by 〈·, ·〉x the
scalar product on TxM with the associated norm ‖ · ‖x, where the subscript x will be
omitted. Given a piecewise smooth curve γ : [a, b] −→ M joining x to y (i.e., γ(a) = x
and γ(b) = y), by using the metric, we can define the length of γ as L(γ) =
∫ b
a
‖γ′(t)‖dt.
Then, for any x, y ∈ M , the Riemannian distance d(x, y), which induces the original
topology on M , is defined by minimizing this length over the set of all such curves
joining x to y.
Let 4 be the Levi-Civita connection associated with (M, 〈·, ·〉). Let γ be a smooth
curve in M . A vector field A is said to be parallel along γ if 4γ′A = 0. If γ′ itself is
parallel along γ, we say that γ is a geodesic, and in this case ‖γ′‖ is a constant. When
‖γ′‖ = 1, γ is said to be normalized. A geodesic joining x to y in M is said to be
minimal if its length equals d(x, y).
A Riemannian manifold is complete if for any x ∈ M , all geodesics emanating from
x are defined for all t ∈ R. By the Hopf-Rinow Theorem [66], we know that if M is
complete then any pair of points in M can be joined by minimal geodesic. Moreover,
(M,d) is a complete metric space and bounded closed subsets are compact.
Assuming that M is complete. Then, the exponential map expx : TxM −→ M at x
is defined by expx v = γv(1, x) for each v ∈ TxM , where γ(·) = γv(·, x) is the geodesic
starting at x with velocity v (i.e., γ(0) = x and γ
′
(0) = v). Then expx tv = γv(t, x), for
each real number t.
A complete simply connected Riemannian manifold of non-positive sectional curvature
is called a Hadamard manifold. The following definitions and concepts are needed in
the sequel.
Proposition 4.3.1. [71] Let x ∈ M . Then, expx : TxM −→ M is a diffeomorphism,
and for any two points x, y ∈M , there exists a unique normalized geodesic joining x to
y,γx,y, which is minimal.
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Note: Recall that a geodesic triangle 4(x1, x2, x3) of a Riemannian manifold is a set
consisting of three points x1, x2, x3 and three minimal geodesics joining these points.
Proposition 4.3.2 (Comparison theorem for triangles [19, 71]). Let 4(x1, x2, x3) be a
geodesic triangle. Denote, for each i = 1, 2, 3( mod 3), by γi : [0, li] −→M the geodesic
joining xi to xi+1, and set αi := L(γ
′
i(0),−γ′i−1(li−1)), the angle between the vectors γ′i(0)
and −γ′i−1(li−1), and li := L(γi). Then,
α1 + α2 + α3 ≤ pi, (4.3.1)
l2i + l
2
i+1 − 2lili+1 cosαi+1 ≤ l2i−1. (4.3.2)
In terms of the distance and the exponential map, inequality (4.3.2) can be rewritten
as
d2(xi, xi+1) + d
2(xi+1, xi+2)− 2〈exp−1xi+1 xi, exp−1xi+1 xi+2〉 ≤ d2(xi−1, xi), (4.3.3)
since
〈exp−1xi+1 xi, exp−1xi+1 xi+2〉 = d(xi, xi+1)d(xi+1, xi+2) cosαi+1.
Lemma 4.3.1. [71] Let 4(x, y, z) be a geodesic triangle in a Hadamard manifold M .
Then, there exists x
′
, y
′
, z
′ ∈ R2 such that
d(x, y) = ‖x′ − y′‖, d(y, z) = ‖y′ − z′‖, d(z, x) = ‖z′ − x′‖.
The triangle 4(x′ , y′ , z′) is called the comparison triangle of the geodesic triangle
4(x, y, z), which is unique up to isomorphism of M .
From the “law of cosines” in inequality (4.3.3),we have the following inequality which
is a general characteristic of the spaces with non-positive curvature [71]:
〈exp−1x y, exp−1x z〉+ 〈exp−1y x, exp−1y z〉 ≥ d2(x, y), ∀y, z ∈M. (4.3.4)
Using properties of the exponential map, Sakai [71] proved the following Lemma.
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Lemma 4.3.2. Let x0 ∈ M and {xn} ⊂ M such that xn −→ x0. Then, the following
assertions hold.
(i) For any y ∈M ,
exp−1xn y −→ exp−1x0 y and exp−1y xn −→ exp−1y x0.
(ii) If {vn} is a sequence such that vn ∈ TxnM and vn −→ v0, then v0 ∈ Tx0M.
(iii) Given the sequences {un} and {vn} satisfying un, vn ∈ TxnM , if un −→ u0 and
vn −→ v0, with u0, v0 ∈ Tx0M , then
〈un, vn〉 −→ 〈u0, v0〉.
A subset X ⊆M is said to be convex if for any two points x and y in X, the geodesic
joining x to y is contained in X, i.e., if γ : [a, b] −→M is a geodesic such that x = γ(a)
and y = γ(b), then γ((1 − t)a + tb) ∈ X, for all t ∈ [0, 1]. From now on, X ⊆ M will
denote a nonempty closed convex set, unless explicitly stated otherwise.
A real-valued function f defined on M is said to be convex if for any geodesic γ of
M , the composition function f ◦ γ : R −→ R is convex, i.e.,
(f ◦ γ)(ta+ (1− t)b) ≤ t(f ◦ γ)(a) + (1− t)(f ◦ γ)(b), ∀a, b ∈ R, t ∈ [0, 1].
The subdifferential of a function f : M −→ R is the multi-valued mapping ∂f : M −→
2TM defined as
∂f(x) = {u ∈ TxM : 〈u, exp−1x y〉 ≤ f(y)− f(x), ∀y ∈M}, ∀x ∈M,
and its elements are called subgradients. The subdifferential ∂f(x) at a point x ∈M is
a closed convex (possibly empty) set. Let D(∂f) denotes the domain of ∂f defined by
D(∂f) = {x ∈M : ∂f(x) 6= φ}.
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Proposition 4.3.3. [71, 78] Let M be a Hadamard manifold and f : M −→ R be
convex. Then, for any x ∈ M , the subdifferential ∂f(x) of f at x is nonempty, i.e.,
D(∂f) = M .
We consider the problem of finding u ∈ X such that
F (u, v) + φ(u, v)− φ(u, u) ≥ 0,∀v ∈ X, (4.3.5)
where F, φ : X × X −→ R be the mappings. We call problem (4.3.5) as generalized
equilibrium problem on Hadamard manifold.
Special Cases:
(i) If φ = 0, then problem (4.3.5) reduces to the problem of finding u ∈ X such that
F (u, v) ≥ 0, ∀v ∈ X. (4.3.6)
Problem (4.3.6) was studied by Colao et al. [19].
(ii) If φ = 0 and F (u, v) = 〈T (u), exp−1u v〉, where T is single-valued vector field
T : X −→ TM , then problem (4.3.5) is equivalent to finding u ∈ X such that
〈T (u), exp−1u v〉 ≥ 0, ∀v ∈ X, (4.3.7)
which is called the variational inequality problem on Hadamard manifolds studied
by Ne´meth [57].
Definition 4.3.1. A bi-mapping F (·, ·) is said to be partially relaxed strongly monotone
if and only if, there exists a constant α > 0 such that
F (u, v) + F (v, z) ≤ αd2(z, u), ∀u, v, z ∈ X.
Remark 4.3.1. Note that if z = u, then partially relaxed strongly monotonicity reduces
to the monotonicity of the bi-mapping F (·, ·).
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Definition 4.3.2. A bi-mapping φ : X ×X −→ R is said to be skew-symmetric if, for
any x, y ∈ X
φ(x, x) + φ(y, y)− φ(x, y)− φ(y, x) ≥ 0.
The skew-symmetric bi-mappings have the properties which can be considered an ana-
log of monotonicity of gradient and non-negativity of second derivative for the convex
functions. For properties and applications of the skew-symmetric bi-mappings, we refer
to [6].
Now, we define an algorithm following the approach of Glowinski et al. [33], for solving
the generalized equilibrium problem (4.3.5) and we mention its corresponding auxiliary
problem.
For a given u ∈ X satisfying (4.3.5), consider the problem of finding w ∈ X such
that
ρF (u, v) + 〈exp−1u w, exp−1w v〉+ ρφ(u, v)− ρφ(u, u) ≥ 0, ∀v ∈ X. (4.3.8)
Based on (4.3.8), we define the following algorithm for solving generalized equilibrium
problem (4.3.5).
Algorithm 4.3.1. For a given initial point u0 ∈ X, compute the approximate solution
un+1 by the scheme:
ρF (un, v) + 〈exp−1un un+1, exp−1un+1 v〉+ ρφ(un+1, v)− ρφ(un+1, un+1) ≥ 0. (4.3.9)
Algorithm (4.3.1) can be rewritten as:
Algorithm 4.3.2. For a given initial point u0 ∈ X, compute the approximate solution
un+1 by the two step scheme:
ρF (un, v) + 〈exp−1un yn, exp−1yn v〉+ ρφ(yn, v)− ρφ(yn, yn) ≥ 0;
ρF (yn, v) + 〈exp−1yn un+1, exp−1un+1 v〉+ ρφ(un+1, v)− ρφ(un+1, un+1) ≥ 0.
We prove the following interesting results.
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Theorem 4.3.1. Let F : X ×X −→ R be a partially relaxed monotone mapping with
constant α and φ : X ×X −→ R be a skew-symmetric mapping. Let u ∈ X be an exact
solution of generalized equilibrium problem (4.3.5) and un be the approximate solution
obtain from Algorithm 4.3.1.Then
d2(un+1, u) ≤ d2(un, u)− (1− 2ρα)d2(un+1, un). (4.3.10)
Proof. Let u ∈ X be a solution of (4.3.5), i.e., we have,
F (u, v) + φ(u, v)− φ(u, u) ≥ 0, ∀v ∈ X.
Putting v = un+1 in (4.3.5), we have
F (u, un+1) + φ(u, un+1)− φ(u, u) ≥ 0. (4.3.11)
Multiplying (4.3.11) by ρ, we have
ρF (u, un+1) + ρφ(u, un+1)− ρφ(u, u) ≥ 0. (4.3.12)
Putting v = u in (4.3.9)we have
ρF (un, u) + 〈exp−1un un+1, exp−1un+1 u〉+ ρφ(un+1, u)− ρφ(un+1, un+1) ≥ 0. (4.3.13)
From (4.3.12) and (4.3.13) and using the skew-symmetry property of φ, we have
ρ{F (u, un+1) + F (un, u)}+ 〈exp−1un un+1, exp−1un+1 u〉
≥ ρ[φ(u, u) + φ(un+1, un+1)− φ(u, un+1)− φ(un+1, u)] ≥ 0. (4.3.14)
It follows from (4.3.14) and partially relaxed monotonicity of f that
〈exp−1un+1 un, exp−1un+1 u ≤ {F (u, un+1) + F (un, u)}
≤ αρd2(un+1, un). (4.3.15)
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The inequality (4.3.15) for geodesic triangle 4(un, un+1, u) can be formulated as
d2(un+1, u) + d
2(un+1, un)− 2〈exp−1un+1 un, exp−1un+1 u〉 ≤ d2(un, u). (4.3.16)
Combining (4.3.15) and (4.3.16), we obtain the required inequality (4.3.10).
Theorem 4.3.2. Let u∗ be the solution of generalized equilibrium problem (4.3.5), and
un+1 be the approximate solution obtained from Algorithm 4.3.1. If all the conditions of
Theorem 4.3.1 are satisfied and ρ <
1
2α
, then lim
n→∞
un+1 = u
∗.
Proof. Let u∗ be the solution of (4.3.5). Then, from (4.3.10), it is obvious that the
sequence {un} is bounded. Putting n = 0 in (4.3.10), we have
d2(u1, u
∗) + (1− 2αρ)d2(u1, uo) ≤ d2(uo, u∗),
which implies that
d2(u1, u
∗) ≤ d2(uo, u∗)− (1− 2αρ)d2(u1, uo). (4.3.17)
Putting n = 1 in (4.3.10), we have
d2(u2, u
∗) ≤ d2(u1, u∗)− (1− 2αρ)d2(u2, u1) (4.3.18)
From (4.3.17) and (4.3.18), we have
(1− 2αρ){d2(u2, u1) + d2(u1, uo)}+ d2(u2, u∗) ≤ d2(uo, u∗),
it follows that
1∑
n=0
(1− 2αρ)d2(un+1, un) ≤ d2(uo, u∗). (4.3.19)
Continuing the above process inductively, we obtain
∞∑
n=0
(1− 2αρ)d2(un+1, un) ≤ d2(uo, u∗),
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which implies that
lim
n→∞
d2(un+1, un) = 0. (4.3.20)
Let u∗ be the limit point of the sequence {un}, then there exists a subsequence {unj} of
{un} such that unj → u∗, as n→∞. Replacing un+1 by unj in (4.3.10), we have
ρF (un, v) + 〈exp−1un unj , exp−1unj v〉+ ρφ(unj , v)− ρφ(unj , unj) ≥ 0.
Taking the limit as n→∞, we have
ρF (u∗, v) + ρφ(u∗, v)− ρφ(u∗, u∗) ≥ 0,
i.e.,
F (u∗, v) + φ(u∗, v)− φ(u∗, u∗) ≥ 0.
Thus u∗ ∈ X is the solution of (4.3.5) and from (4.3.10) and (4.3.20), we obtain
d2(un+1, u
∗) ≤ d2(un, u∗),
which shows that the sequence {un} has a unique limit point u∗ and limn→∞ un = u∗.
This completes the proof.
4.4 Generalized f- vector equilibrium problem
The aim of this section is to introduce and study a generalized f -vector equilibrium
problem.
Let E1 and E2 be the Hausdorff topological vector spaces and K be a nonempty,
closed and convex subset of E1. Let C be a pointed convex cone in E2 with intC 6= φ.
Let g : K ×X → E2 be a vector valued mapping, f : K → K and η : K ×K → E1 are
the mappings.
We introduce the following generalized f -vector equilibrium problem.
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Find xo ∈ K such that
g(f(xo), η(y, xo)) /∈ −intC, ∀y ∈ K. (4.4.1)
If f = I, the identity mapping and η(y, xo) = y, then the problem (4.4.1) reduces to
the vector equilibrium problem of finding xo ∈ K such that
g(xo, y) /∈ −intC, ∀y ∈ K. (4.4.2)
Problem (4.4.2) was introduced by Tan and Tinh [75].
In addition, if E2 = R and C = R+, then problem (4.4.1) reduces to the equilibrium
problem of finding xo ∈ K such that
g(xo, y) ≥ 0,∀y ∈ K. (4.4.3)
Problem (4.4.3) was introduced and studied by Blum and Oettli [12].
We construct the following examples.
Example 4.4.1. Let E1 = R, K = R+, E2 = R2, and C = {(x, y) : x ≤ 0, y ≤ 0}.
Let g : K × E1 → E2, f : K → K and η : K ×K → E1 be the mappings such that
g(x, y) = (y, x2), f(x) = sin x, and η(x, y) = x2 + y2,∀ x, y ∈ K.
Then,
g(f(x), η(y, x)) + g(f(y), η(x, y)) = (η(y, x), (f(x))2) + (η(x, y), (f(y))2)
= (y2 + x2, sinx2) + (x2 + y2, sin y2)
= (2(x2 + y2), sinx2 + sin y2) ∈ −C
i.e., g(f(x), η(y, x)) + g(f(y), η(x, y)) ∈ −C. Hence, g is η-f -monotone with respect to
C.
Example 4.4.2. Let E1 = R, K = R+, E2 = R2, and C = {(x, y) : x ≥ 0, y ≤ 0}. Let
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g : K × E1 → E2, f : K → K and η : K ×K → E1 be the mappings such that
g(x, y) = (y, x2), f(x) = sinx, and η(x, y) = x− y,∀ x, y ∈ K.
Then,
g(f(x), η(x,w)) = (η(x,w), (f(x))2)
= (x− w, sinx2) /∈ −intC,
implies x ≥ w, and
g(f(x), η(y, w)) = (η(y, w), (f(x))2)
= (y − w, sinx2) /∈ −intC,
implies that y ≥ w, so it follows that
g(f(x), η(λx+ (1− λ)y, w)) = (η(λx+ (1− λ)y, w), (f(x))2)
= (λx+ (1− λ)y − w, sinx2)
= (λx+ (1− λ)y − w + λw, sinx2)
= (λ(x− w) + (1− λ)(y − w), sinx2) /∈ −intC
implies g(f(x), η(λx+ (1− λ)y, w)) /∈ −intC.
Hence, g is η-f -generally convex.
Lemma 4.4.1. Let E1 be Hausdorff topological vector space, K be a closed convex subset
of E and (E2, C) be an ordered Hausdorff topological vector space with intC 6= φ. Let
g : K × E1 → E2 be a vector valued mapping which is η-f -monotone with respect to
C, homogeneous in the second argument and let f : K → K be an η-hemicontinuous
mapping. Let η : K×K → E1 be a continuous and affine mapping in the first argument
such that η(x, x) = 0 and η(x, y) = −η(y, x), for all x, y ∈ K. Then the following
statements are equivalent.
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Find xo ∈ K such that
(i) g(f(xo), η(y, xo)) /∈ −intC, ∀y ∈ K;
(ii) g(f(y), η(y, xo)) /∈ −intC, ∀y ∈ K.
Proof. (i)⇒ (ii). Let xo be a solution of (i), then we have
g(f(xo), η(y, xo)) /∈ −intC, ∀y ∈ K.
Since g is η-f -monotone with respect to C, we have
g(f(xo), η(y, x0)) + g(f(y), η(xo, y)) ∈ −C,
as η(x, y) = −η(y, x) and g is homogeneous in the second argument, we have
g(f(xo), η(y, x0)) ∈ −C + g(f(y), η(y, xo)). (4.4.4)
Suppose to the contrary that (ii) is false. Then there exists y ∈ K such that
g(f(y), η(y, xo)) ∈ −intC.
It follows from (4.4.4) that
g(f(xo), η(y, xo)) ∈ −C − intC ⊂ −intC,
which contradicts (i). Thus (i)⇒ (ii).
(ii)⇒ (i).Conversely, suppose that (ii) holds. That is,
g(f(y), η(y, xo)) /∈ −intC, ∀y ∈ K.
For each y ∈ K, t ∈ [0, 1], we let yt = ty + (1− t)xo. Since K is convex, yt ∈ K. Then
we have
g(f(yt), η(yt, xo)) /∈ −intC.
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Since η is affine in the first argument and η(xo, xo) = 0, we have
g(f(ty + (1− t)xo), tη(y, xo)) /∈ −intC.
By homogeneity of g in the second argument and dividing by t, we obtain
g(f(ty + (1− t)xo), η(y, xo)) /∈ −intC.
As f is η-hemicontinuous, let t −→ 0+, we have
g(f(xo), η(y, xo)) /∈ −intC, ∀y ∈ K.
Thus (ii)⇒ (i).This completes the proof.
Theorem 4.4.1. Let E1 be a Hausdorff topological vector space and K be a compact
and convex subset of E1, and (E2, C) be an ordered Hausdorff topological vector space
with intC 6= φ. Let η : K × K → E1 be a continuous mapping and affine in the
both arguments such that η(x, x) = 0 and η(x, y) = −η(y, x), for all x, y ∈ K. Let
g : K × E1 → E2 be a vector valued mapping which is η-f -monotone with respect to
C, homogeneous in the second argument, f : K → K be an η-hemicontinuous mapping
and let the mapping x → g(f(y), η(y, x)) be continuous.Then,problem (4.4.1) admits a
solution, that is, there exists xo ∈ K such that
g(f(xo), η(y, xo)) /∈ −intC, ∀y ∈ K.
Proof. For y ∈ K, we define
M(y) = {x ∈ K : g(f(x), η(y, x)) /∈ −intC},
S(y) = {x ∈ K : g(f(y), η(y, x)) /∈ −intC}.
Clearly M(y) 6= φ, as y ∈M(y). We divide the proof into three steps.
Step 1: We claim that M : K → 2K is KKM-mapping. If M is not a KKM-mapping,
then there exists x ∈ Co{y1, y2, y3, ...yn} such that for all ti ∈ [0, 1], i = 1, 2, 3, ..., n with
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∑n
i=1 ti = 1, we have
x =
n∑
i=1
tiyi /∈
n⋃
i=1
M(yi).
Thus, we have
g(f(x), η(yi, x)) ∈ −intC, i = 1, 2, 3, ...., n.
Since f is affine in the second argument and η(yi, yi) = 0, we have
g(f(
n∑
i=1
tiyi), η(yi,
n∑
i=1
tiyi)) =
n∑
i=1
n∑
i=1
titig(f(yi), η(yi, yi)) ∈ −intC.
It follows that 0 ∈ −intC, which is a contradiction. Thus M is KKM-mapping.
Step 2:
⋂
y∈KM(y) =
⋂
y∈K S(y) and S is also a KKM-mapping.
If x ∈ M(y), then g(f(x), η(y, x)) /∈ −intC. By the η-f -monotonicity of g with respect
to C, homogeneity of g in second argument and using the fact that η(x, y) = −η(y, x),
we have
g(f(x), η(y, x)) ∈ g(f(y), η(y, x))− C. (4.4.5)
Suppose that x /∈ S(y). Then, we have
g(f(y), η(y, x)) ∈ −intC.
It follows from (4.4.5) that
g(f(x), η(y, x)) ∈ −intC − C ⊂ −intC,
which contradicts that x ∈M(y). Therefore x ∈ S(y), that is, M(y) ⊂ S(y). Then
⋂
y∈K
M(y) ⊂
⋂
y∈K
S(y).
On the other hand, suppose that x ∈ ⋂y∈K S(y). We have
g(f(y), η(y, x)) /∈ −intC, ∀y ∈ K.
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By Lemma (4.4.1) we have
g(f(x), η(y, x)) /∈ −intC, ∀y ∈ K.
Therefore, x ∈M(y), that is, S(y) ⊂M(y). Hence, ⋂y∈KM(y) ⊃ ⋃y∈K S(y). So,
⋂
y∈K
M(y) =
⋂
y∈K
S(y).
Also
⋂
y∈K S(y) 6= φ, since y ∈ S(y). From above, we know that M(y) ⊂ S(y) and by
Step 1, we know that M is a KKM-mapping. Thus S is also KKM-mapping.
Step 3: For all y ∈ K,S(y) is closed.
Let {xn} be a sequence in S(y) such that {xn} converges to x ∈ K. Then
g(f(y), η(y, xn)) /∈ −intC, ∀n.
Since the mapping x −→ g(f(y), η(y, x)) is continuous, we have
g(f(y), η(y, xn)) −→ g(f(y), η(y, x)) /∈ −intC.
We conclude that x ∈ S(y), that is, S(y) is a closed subset of a compact set K and
hence compact. By KKM-Theorem 1.2.1,
⋂
y∈K S(y) 6= φ and also
⋂
y∈kM(y) 6= φ.
Hence there exists xo ∈
⋂
y∈KM(y) =
⋂
y∈K S(y), that is, there exist xo ∈ K such that
g(f(xo), η(y, xo)) /∈ −intC, ∀y ∈ K.
Thus xo is a solution of problem (4.4.1). This completes the proof.
If g is η-f -pseudomonotone then we can be obtain the following corollary from Theorem
(4.4.1).
Corollary 4.4.1. Let K be a compact convex subset of E1 and (E2, C) be an ordered
topological vector space with intC 6= φ. Let g : K × E1 → E2 be a mapping which is
η-f -pseudomonotone with respect to C and f : K → K be an η-hemicontinuous. Let
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η : K × K → E1 be a continuous mapping and affine in the both arguments such that
η(x, x) = 0, for all x ∈ K. Let the mapping x −→ g(f(x), η(y, x)) be continuous. Then
the problem (4.4.1) is solvable.
Proof. By step 1 of Theorem (4.4.1), it follows that M is KKM-mapping. Also it follows
from η-f -pseudomonotonicity of g that M(y) ⊂ S(y), thus S is also KKM-mapping. By
step 3 of Theorem (4.4.1), the conclusion follows.
Theorem 4.4.2. Let E1 be a reflexive Banach space, (E2, C) be an ordered topological
vector space with intC 6= φ. Let K 6= ∅ , bounded and convex subset of E1. Let g :
K × E1 → E2 be vector valued mapping which is η-f -monotone with respect to C,
homogeneous in the second argument, η-f -generally convex on K and f : K → K be an
η-hemicontinuous mapping. Let η : K × K → E1 be a continuous and affine mapping
in the both arguments such that η(x, x) = 0, and η(x, y) = −η(y, x), for all x, y ∈ K.
Then, problem (4.4.1) is solvable, that is, there exists xo ∈ K such that
g(f(xo), η(y, xo)) /∈ −intC, ∀y ∈ K.
Proof. For each y ∈ K, let
M(y) = {x ∈ K : g(f(x), η(y, x)) /∈ −intC},
S(y) = {x ∈ K : g(f(y), η(y, x)) /∈ −intC}.
From the proof of the Theorem (4.4.1), we know that S(y) is closed and S is a KKM-
mapping.
We also know that ⋂
y∈K
M(y) =
⋂
y∈K
S(y).
Since K is a bounded, closed and convex subset of reflexive Banach space E1, therefore
K is weakly compact.
Now, we show that S(y) is convex. Suppose that x1, x2 ∈ S(y) and t1, t2 ≥ 0 with
t1 + t2 = 1.
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Then
g(f(y), η(y, xi)) /∈ −intC, i = 1, 2.
Since g is η-f -generally convex, we have
g(f(y), η(y, t1x1 + t2x2)) /∈ −intC,
that is, t1x1 + t2x2 ∈ S(y), which implies that S(y) is convex. Since S(y) is closed and
convex, S(y) is weakly closed.
As S is a KKM-mapping, S(y) is weakly closed subset of K, therefore S(y) is weakly
compact.
By KKM-Theorem 1.2.1, there exists xo ∈ K such that
g(f(xo), η(y, xo)) /∈ −intC, ∀y ∈ K.
Hence problem (4.4.1) is solvable. This completes the proof.
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CHAPTER 5
Extended mixed equilibrium problem and Ekeland-type
variational principle for a generalized equilibrium
problem
5.1 Introduction
We have already given a brief introduction of equilibrium problems in Chapter 4. The
Ekeland variational principle provides an approximate minimizer for a lower semicon-
tinuous and bounded below function in a complete metric space. This principle is an
important tool with a lot of significant applications in many areas including nonlinear
analysis, optimization theory, game theory, optimal control theory, dynamical systems,
etc., see e.g., [7, 8, 27] and references therein.
In section 5.2, we study an extended mixed equilibrium problem by using auxiliary prin-
ciple technique. Further, we define a generalized predictor-corrector iterative algorithm
for solving extended mixed equilibrium problem.
In section 5.3, we study a new vectorial version of Ekeland-type variational principle and
apply it to solve a generalized vector equilibrium problem and a fixed point problem.
5.2 Extended mixed equilibrium problem
Let A,B : X → CB(X) be the multi-valued mappings and P,G, g : X → X be the
single valued mappings and F : X ×X → X be a single-valued mapping. We introduce
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the following extended mixed equilibrium problem:
Find x, y ∈ X, g(x) ∈ K, u ∈ A(x), v ∈ B(x) such that
F (P (u)−G(v), g(y)− g(x)) ≥ 0, ∀ g(y) ∈ K. (5.2.1)
If P is an identity mapping, G,B ≡ 0 and g(y) − g(x) = g(y), then problem (5.2.1)
reduced to the problem of finding x ∈ X, u ∈ A(x) such that
F (u, g(y)) ≥ 0, ∀ g(y) ∈ K. (5.2.2)
Problem (5.2.2) is introduced and studied by Noor [62].
If A is single-valued mapping, then problem (5.2.2) is equivalent to finding x ∈ X
F (A(x), g(y)) ≥ 0, ∀ g(y) ∈ K. (5.2.3)
Problem (5.2.3) is called general equilibrium problem.
If A and g are identity mappings, then the problem (5.2.3) encounters with the
original equilibrium problem introduced and studied by Blum and Oettli [12] and Noor
and Oettli [63].
Definition 5.2.1. Let A,B :→ CB(X) be the multi-valued mappings, P,G, g : X → X
be the single-valued mappings and K a closed convex subset of X. Then
(i) P is said to be relatively g-relaxed Lipschitz continuous if there is a constant k > 0
such that
〈P (u1)− P (u2), g(x)− g(y)〉 ≤ −k‖g(z)− g(y)‖2,
∀ u1 ∈ A(z), u2 ∈ A(x), g(y), g(x), g(z) ∈ K.
(ii) G is said to be relatively g-relaxed monotone if there is a constant c > 0 such that
〈G(v1)−G(v2), g(y)− g(x)〉 ≥ −c‖g(z)− g(x)‖2,
∀ v1 ∈ B(z), v2 ∈ B(x), g(y), g(x), g(z) ∈ K.
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for a generalized equilibrium problem
We use the following condition for the proof of our results.
Condition(∗):
F (P (u1)−G(v1), g(x)− g(y)) + F (P (u2)−G(v2), g(y)− g(x))
≤ 〈P (u1)− P (u2), g(x)− g(y)〉
− 〈G(v1)−G(v2), g(y)− g(x)〉+ α‖g(z)− g(y)‖2.
Lemma 5.2.1. [48] Let E1 and E2 be the topological spaces and T : E1 → 2E1 be an
upper semi-continuous, multi-valued mappings with compact values. Suppose {xα} is a
sequence in E1 such that xα → x0. If yα ∈ T (xα) for each α, then there exist y0 ∈ T (xo)
and a subsequence {yβ} of {yα} such that yβ → y0.
Now we define a generalized predictor-corrector iterative algorithm for solving the
problem (5.2.1),but first we state its auxiliary problem.
For given x, y ∈ X, g(x) ∈ K, u ∈ A(x), v ∈ B(x), consider the following auxiliary
extended mixed variational inequality problem:
Find xˆ ∈ X, g(xˆ) ∈ K such that
〈g(xˆ)− g(x), g(y)− g(xˆ)〉+ ρF (P (u)−G(v), g(y)− g(xˆ)) ≥ 0, ∀g(y) ∈ K, (5.2.4)
where ρ > 0 is a constant.
If xˆ = x, then the problem (5.2.4) is nothing but problem (5.2.1). This enables us
to define the following generalized predictor-corrector algorithm for solving extended
mixed equilibrium problem (5.2.1).
Algorithm 5.2.1. For a given x0, y0 ∈ X, g(x0) ∈ K, u0 ∈ A(x0), v0 ∈ B(x0), 0 <
 < 1, compute the approximate solution (xn, un, vn) of problem (5.2.1) by the following
schemes:
〈g(yn)−g(xn), g(y)−g(yn)〉+µF (P (un)−G(vn), g(y)−g(yn)) ≥ 0, ∀ g(y) ∈ K. (5.2.5)
〈g(zn)−g(yn), g(y)−g(zn)〉+βF (P (an)−G(bn), g(y)−g(zn)) ≥ 0, ∀ g(y) ∈ K. (5.2.6)
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〈g(xn+1)− g(zn), g(y)− g(xn+1)〉+ ρF (P (en)−G(fn), g(y)− g(xn+1)) ≥ 0, (5.2.7)
∀g(y) ∈ K, where
un ∈ A(xn), ‖un+1 − un‖ ≤ D(A(xn+1), A(xn)) + ‖xn+1 − xn‖,
vn ∈ B(xn), ‖vn+1 − vn‖ ≤ D(B(xn+1), B(xn)) + ‖xn+1 − xn‖,
an ∈ A(yn), ‖an+1 − an‖ ≤ D(A(yn+1), A(yn)) + ‖yn+1 − yn‖,
bn ∈ B(yn), ‖bn+1 − bn‖ ≤ D(B(yn+1), B(yn)) + ‖yn+1 − yn‖,
en ∈ A(zn), ‖en+1 − en‖ ≤ D(A(zn+1), A(zn)) + ‖zn+1 − zn‖,
fn ∈ B(zn), ‖fn+1 − fn‖ ≤ D(B(zn+1), B(zn)) + ‖zn+1 − zn‖, (5.2.8)
where µ, β, ρ > 0 are constants and D is the Hausdorff metric on CB(X).
The following lemma is needed for our convergence analysis.
Lemma 5.2.2. Let (x, u, v) be an exact solution of extended mixed equilibrium problem
(5.2.1) and {xn}, {un} and {vn} be the approximate sequences generated by Algorithm
(5.2.1). Suppose that P is relatively g-relaxed Lipschitz continuous with constant k > 0,
G is relatively g-relaxed monotone with constant c > 0. If condition (∗) is satisfied, then
the following inequalities hold:
‖g(xn+1)− g(xn)‖2 ≤ ‖g(xn)− g(x)‖2 − [1− 2ρ(α+ c− k)]‖g(xn+1)− g(zn)‖2, (5.2.9)
‖g(zn)− g(x)‖2 ≤ ‖g(zn−1)− g(x)‖2 − [1− 2β(α + c− k)]‖g(zn)− g(yn)‖2, (5.2.10)
‖g(yn)− g(xn)‖2 ≤ ‖g(yn−1)− g(x)‖2 − [1− 2µ(α + c− k)]‖g(yn)− g(xn)‖2. (5.2.11)
Proof. Let (x, u, v) be the solution of extended mixed equilibrium problem (5.2.1).i.e.,
x ∈ X, u ∈ A(x), v ∈ B(x), g(x) ∈ K such that
µF (P (u)−G(v), g(y)− g(x)) ≥ 0, ∀ g(y) ∈ K, (5.2.12)
βF (P (u)−G(v), g(y)− g(x)) ≥ 0, ∀ g(y) ∈ K, (5.2.13)
ρF (P (u)−G(v), g(y)− g(x)) ≥ 0, ∀ g(y) ∈ K. (5.2.14)
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Putting y = xn+1 in (5.1.14) and y = x in (5.2.7) we have
ρF (P (u)−G(v), g(xn+1)− g(x)) ≥ 0,∀ g(x) ∈ K, (5.2.15)
〈g(xn+1)− g(zn), g(x)− g(xn+1)〉+ ρF (P (en)−G(fn), g(x)− g(xn+1)) ≥ 0. (5.2.16)
Adding (5.2.15) and (5.2.16) we have
〈g(xn+1)− g(zn), g(x)− g(xn+1)〉 ≥ −ρ
[
F (P (en)−G(fn), g(x)− g(xn+1))
+F (P (u)−G(v), g(xn+1)− g(x))
]
.(5.2.17)
Using condition (∗) we have
F (P (en)−G(fn), g(x)− g(xn+1)) + F (P (u)−G(v), g(xn+1)− g(x))
≤ 〈P (en)− P (u), g(x)− g(xn+1)〉 − 〈G(fn)−G(v), g(xn+1)− g(x)〉
+α‖g(zn)− g(xn+1)‖2. (5.2.18)
Since P is relatively g-relaxed Lipschitz continuous and G is relatively g-relaxed mono-
tone, (5.2.18) becomes
F (P (en)−G(fn), g(x)− g(xn+1)) + F (P (u)−G(v), g(xn+1)− g(x))
≤ −k‖g(zn)− g(xn+1)‖2 + c‖g(zn)− g(xn+1)‖2 + α‖g(zn)− g(xn+1)‖2
= (α + c− k)‖g(zn)− g(xn+1)‖. (5.2.19)
Using (5.2.19), (5.2.17) becomes
〈g(xn+1)− g(zn), g(x)− g(xn+1)〉 ≥ −ρ(α + c− k)‖g(zn)− g(xn+1)‖2. (5.2.20)
Since
‖g(xn)− g(zn)‖2 = ‖g(x)− g(xn+1) + g(xn+1)− g(zn)‖2
= ‖g(x)− g(xn+1)‖2 + ‖g(xn+1)− g(zn)‖2
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+2〈g(xn+1)− g(zn), g(x)− g(xn+1)〉.
It follows from (5.2.20) that
〈g(xn+1)− g(zn), g(x)− g(xn+1)〉 = 1
2
[‖g(x)− g(zn)‖2 − ‖g(xn+1)− g(x)‖2
−‖g(xn+1)− g(zn)‖2
]
≥ −2ρ(α + c− k)‖g(xn+1)− g(zn)‖2.
Therefore, we have
‖g(xn+1)− g(x)‖2 ≤ ‖g(zn)− g(x)‖2 − [1− 2ρ(α + c− k)]‖g(xn+1)− g(zn)‖2
≤ ‖g(zn)− g(x)‖2, (5.2.21)
for ρ < 1
2(α+c−k) and (α + c) > k.
Putting y = zn in (5.1.13) and y = x in (5.2.6), we have
βF (P (u)−G(v), g(zn)− g(x)) ≥ 0, (5.2.22)
〈g(zn)− g(yn), g(x)− g(zn)〉+ βF (P (an)−G(bn), g(x)− g(zn)) ≥ 0. (5.2.23)
Adding (5.2.22) and 5.2.23 we have
〈g(zn)− g(yn), g(x)− g(zn)〉 ≥ −β
[
F (P (an)−G(bn), g(x)− g(zn))
+F (P (u)−G(v), g(zn)− g(x))
]
. (5.2.24)
Using the condition (∗), we have
F (P (an)−G(bn), g(x)− g(zn)) + F (P (u)−G(v), g(zn)− g(x))
≤ 〈P (an)− P (u), g(x)− g(zn〉)
−〈G(bn)−G(v), g(zn)− g(x)〉+ α‖g(zn)− g(yn)‖2. (5.2.25)
Since P is relatively g-relaxed Lipschitz continuous and G is relatively g-relaxed mono-
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tone, (5.2.25) becomes
F (P (an)−G(bn), g(x)− g(zn)) + F (P (u)−G(v), g(zn)− g(x))
≤ −k‖g(zn)− g(yn)‖2 + c‖g(zn)− g(yn)‖2 + α‖g(zn)− g(yn)‖2
= (α + c− k)‖g(zn)− g(yn)‖2. (5.2.26)
Using (5.2.26) ,(5.2.24) becomes
〈g(zn)− g(yn), g(x)− g(zn)〉 ≥ −2β(α + c− k)‖g(zn)− g(yn)‖2. (5.2.27)
Since
‖g(x)− g(yn)‖2 = ‖g(x)− g(zn) + g(zn)− g(yn)‖2
= ‖g(x)− g(zn)‖2 + ‖g(zn)− g(yn)‖2
+2〈g(x)− g(zn), g(zn)− g(yn)〉.
It follows from (5.2.27) that
〈g(zn)− g(yn), g(x)− g(zn)〉 = 1
2
[‖g(x)− g(yn)‖2 − ‖g(x)− g(zn)‖2
−‖g(zn)− g(yn)‖2
]
≥ −2β(α + c− k)‖g(zn)− g(yn)‖2.
Therefore, we have
‖g(zn)− g(x)‖2 = ‖g(yn)− g(x)‖2 − (1− 2β(α + c− k))‖g(zn)− g(yn)‖2
≤ ‖g(yn)− g(x)‖2, (5.2.28)
for β < 1
2(α+c+k)
and (α + c) > k.
Putting y = yn in 5.2.22 and y = x in (5.2.5), we have
µF (P (u)−G(u), g(yn)− g(x)) ≥ 0. (5.2.29)
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〈g(yn)− g(xn), g(x)− g(yn)〉+ µF (P (u)−G(u), g(x)− g(yn)) ≥ 0. (5.2.30)
Adding (5.2.29) and (5.2.30), we have
〈g(yn)− g(xn), g(x)− g(yn)〉 ≥ −µ
[
F (P (u)−G(u), g(x)− g(yn))
+F (P (u)−G(u), g(yn)− g(x))
]
. (5.2.31)
Using condition (∗), we have
F (P (un)−G(vn), g(x)− g(yn)) + F (P (u)−G(v), g(yn)− g(x))
≤ 〈P (un)− P (u), g(x)− g(yn)〉 − 〈G(vn)−G(v), g(yn)− g(x)〉
+α‖g(yn)− g(xn)‖2. (5.2.32)
Since P is relatively g-relaxed Lipschitz continuous and G is relatively g-relaxed mono-
tone, (5.2.32) becomes
F (P (un)−G(vn), g(x)− g(yn)) + F (P (u)−G(v), g(yn)− g(x))
≤ −k‖g(yn)− g(xn)‖2 + c‖g(yn)− g(xn)‖2 + α‖g(yn)− g(xn)‖2
= (α + c− k)‖g(yn)− g(xn)‖2. (5.2.33)
Using (5.2.33), (5.2.31) becomes
〈g(yn)− g(xn), g(x)− g(yn)〉 ≥ −2µ(α + c− k)‖g(yn)− g(xn)‖2. (5.2.34)
Since
‖g(xn)− g(x)‖2 = ‖g(x)− g(yn) + g(yn)− g(xn)‖2
= ‖g(x)− g(yn)‖2 + ‖g(yn)− g(xn)‖2
+2〈g(x)− g(yn), g(yn)− g(xn)〉. (5.2.35)
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It follows from (5.2.34) that
〈g(yn)− g(xn), g(x)− g(yn)〉 = 1
2
[‖g(x)− g(yn)‖2 − ‖g(x)− g(yn)‖2
−‖g(yn)− g(xn)‖2
]
≥ 2µ(α + c− k)‖g(yn)− g(xn)‖2.
Therefore, we have
‖g(yn)− g(x)‖2 ≤ ‖g(xn)− g(x)‖2 − [1− 2µ(α + c− k)]‖g(yn)− g(x)‖2
≤ ‖g(xn)− g(x)‖2, (5.2.36)
for µ < 1
2(α+c−k) , (α + c) > k.
From (5.2.21),(5.2.28) and (5.2.36), the inequalities (5.2.9), (5.2.10) and (5.2.11) hold.
Theorem 5.2.1. Let X be a real Hilbert space and K be a nonempty closed convex
subset of X. Let A,B : X → CB(X) be upper semicontinuous, compact valued and D-
Lipschitz continuous multi-valued mappings with t as D-Lipschitz continuous constant of
A and γ as D-continuous constant of B. Let g : X → X be a single valued continuous
mapping such that g is one-to-one. Let F : X × X → X be a continuous mapping
such that condition (∗) is satisfied. Let P : X → X is relatively g-relaxed Lipschitz
continuous with constant k > 0 and G : X → X is relatively g-relaxed monotone with
constant c > 0. Then for any given xo ∈ X, g(xo) ∈ K, uo ∈ A(xo), vo ∈ B(xo), the
iterative sequences {xn}, {un}and{vn} generated by the Algorithm 5.2.1 with
α > 0, 0 < ρ, µ, β <
1
2(α + c− k) , (α + c) > k,
converge strongly to a solution (xo, uo, vo) of extended mixed equilibrium problem (5.2.1).
Proof. Let (x, u, v) be a solution of extended mixed equilibrium problem (5.2.1). Since
α, c, k > 0 and
α > 0, 0 < ρ, µ, β <
1
2(α + c− k) , (α + c) > k,
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it follows from the inequalities (5.2.9) to (5.2.11) that the sequences {‖g(xn)− g(x)‖},
{‖g(zn)− g(x)‖}, {‖g(yn)− g(x)‖} are non-increasing and consequently {xn}, {zn} and
{vn} are bounded sequences. Also we have
∞∑
n=0
[1− 2ρ(α + c− k)]‖g(xn+1)− g(zn)‖2 ≤ ‖g(xo)− g(x)‖2,
∞∑
n=o
[1− 2µ(α + c− k)]‖g(yn)− g(xn))‖2 ≤ ‖g(yo)− g(x)‖2,
∞∑
n=0
[1− 2β(α + c− k)]‖g(zn)− g(yn)‖2 ≤ ‖g(zo)− g(x)‖2.
The above inequalities imply that
lim
n→∞
‖g(xn+1)− g(zn)‖2 = 0,
lim
n→∞
‖g(yn)− g(xn)‖2 = 0,
lim
n→∞
‖g(zn)− g(yn)‖2 = 0.
Thus, we have
‖g(xn+1)− g(xn)‖ ≤ ‖g(xn+1)− g(zn)‖+ ‖g(zn)− g(yn)‖+ ‖g(yn)− g(xn)‖
→ 0 as n→∞.
Since {xn} and {yn} are bounded sequences and g is one-to-one, we have subsequences
{xnj} and {ynj} such that {xnj} → xo and {ynj} → xo and g(xnj) → g(xo), g(ynj) →
g(xo) whereg(xo) ∈ K. As A,B are upper semi continuous and compact valued, by
Lemma 5.1.1, there exists subsequences {unij} of {uni} and {vnij} of {vni} such that
unij → uo and vnij → vo, uo ∈ T (xo) and vo ∈ B(xo). By (5.2.5), we have
〈g(ynij)− g(xnj), g(y)− g(ynij)〉+ µF (P (unij)−G(vnij), g(y)− g(ynij)) ≥ 0, (5.2.37)
∀ g(y) ∈ K.
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By the continuity of F, P,G and g, letting j →∞ in (5.2.37), we have
F (P (uo)−G(vo), g(y)− g(xo)) ≥ 0, ∀ g(y) ∈ K,
i.e., (xo, uo, vo) is a solution of extended mixed equilibrium problem (5.2.1). It follows
from Algorithm 5.1.1, that
‖un+1 − un‖ ≤ D(A(xn+1), A(xo)) + ‖xn+1 − xn‖
≤ t‖xn+1 − xn‖+ ‖xn+1 − xn‖
= (t+ )‖xn+1 − xn‖ → 0, as n→∞.
It remains to show that u ∈ A(x). In fact un ∈ A(x) and
d(u,A(x)) ≤ max{d(un, A(x)), sup
w1∈A(x)
d(A(xn), w1)}
≤ max{ sup
w2∈A(x)
d(A(w2), xn), sup
w1∈A(x)
d(A(xn), w1)}
= D(A(xn), A(x)).
Then we have
d(u,A(x)) ≤ ‖u− un‖+ d(un, A(x))
≤ ‖u− un‖+D(A(xn), A(x))
≤ ‖u− un‖+ ‖xn − x‖ → 0, as x→∞,
which implies that d(u,A(x)) = 0. Since A(x) ∈ CB(X), it follows that u ∈ A(x).
Similarly, we can show that v ∈ B(x). This completes the proof.
5.3 Vectorial version of Ekeland variational principle and vec-
tor equilibrium problem
In this section, we discuss a new version of Ekeland variational principle and use it to
solve a generalized equilibrium problem and a fixed point problem.
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Let E be a real locally convex Hausdorff topological space and C ⊂ E be a solid closed
convex cone, i.e.,
(i) intC 6= ∅,
(ii) clC = C,
(iii) C + C ⊆ C,
(iv) λC ⊆ C, ∀ λ ∈ [0,∞).
Additionally, if C 6= E, then C is called a proper, closed and convex cone.
Lemma 5.3.1. Let C be a closed convex cone with intC 6= ∅. Take k ∈ intC and define
ξk : E → R by
ξk(y) = inf{r ∈ R : y ∈ rk − C},∀y ∈ E. (5.3.1)
The function defined by (5.3.1) is called nonlinear scalarization function, for more details
see [18, 30,74].
Now we state some properties of scalarization function.
Lemma 5.3.2. [68] For each r ∈ R and y ∈ E, the following assertions are true:
(i) ξk(y) ≤ r ⇔ y ∈ rk − C,
(ii) ξk(y) < r ⇔ y ∈ rk − intC,
(iii) ξk(y) ≥ r ⇔ y /∈ rk − intC,
(iv) ξk(y) > r ⇔ y /∈ rk − C,
(v) ξk(k) = 1, ξk(αk) = α, ∀α ∈ R,
(vi) y2 ∈ y1 + C, then ξk(y1) ≤ ξk(y2), i.e., ξk(·) is monotone,
(vii) ξk(y1 + y2) ≤ ξk(y1) + ξk(y2), ∀y1, y2 ∈ E, i.e., ξk(·) is sub-additive,
(viii) ξk(y + αk)= ξk(y) + α, ∀y ∈ E,α ∈ R,
(ix) ξk(·) is lower-semicontinuous.
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Theorem 5.3.1. Let X be a real Hilbert space and E a real locally convex Hausdorff
topological vector space, C a proper, closed and convex cone in E with apex at the origin
and intC 6= ∅, and k ∈ E be a fixed vector such that k ∈ intC. Let f : X × X → E,
T : X → L(X,E) be mappings, where L(X,E) denotes the space of all bounded linear
operators from X into E and ξk : E → R be the scalarization function defined by (5.3.1)
such that the following conditions hold:
(i) f(x, x) = 0, for all x ∈ X,
(ii) y −→ ξk(f(x, y)) is lower bounded, ∀ x ∈ X,
(iii) y −→ f(x, y) is lower semicontinuous, ∀ x ∈ X,
(iv) for each x, y, z ∈ X, the following vectorial triangle inequality holds:
f(x, z) ≤C f(x, y) + f(y, z),
(v) T is lower semicontinuous, ∀ x ∈ X.
Then, for every xo ∈ X, there exists x¯ ∈ X such that
(a) f(xo, x¯) + k〈T (xo), x¯− xo〉+ k‖x¯− xo‖ ∈ −C,
(b) f(x¯, x) + k〈T (x¯), x− x¯〉+ k‖x− x¯‖ /∈ −intC, ∀ x ∈ X \ {x¯}.
Proof. For all x ∈ X, we consider the multi-valued mapping S : X → 2X by
S(x) = {y ∈ X : f(x, y) + k〈T (x), y − x〉+ k‖y − x‖ ≤C 0}.
From the structure of S(x), it is clear that for all y ∈ S(x), we have
f(x, y) + k〈T (x), y − x〉+ k‖y − x‖ ≤C 0. (5.3.2)
Suppose that z ∈ S(y), then we have
f(y, z) + k〈T (y), z − y〉+ k‖z − y‖ ≤C 0. (5.3.3)
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Adding inequalities (5.3.2) and (5.3.3), we have
f(x, y) + f(y, z) + k〈T (x) + T (y), z − x〉+ k(‖y − x‖+ ‖z − y‖) ≤C 0. (5.3.4)
Using assumption (iv) and triangle inequality for norms, we obtain
f(x, z) + k〈T (x), z − x〉+ k‖z − x‖ ≤C f(x, y) + f(y, z) + k〈T (x) + T (y), z − x〉
+k(‖y − x‖+ ‖z − y‖) ≤C 0,
i.e.,
f(x, z) + k〈T (x), z − x〉+ k‖z − x‖ ≤C 0, (5.3.5)
which implies that z ∈ S(x). Therefore,
y ∈ S(x)⇒ S(y) ⊂ S(x). (5.3.6)
In view of assumption (iii) and (v), S(x) is closed for all x ∈ X.
Now, we define a function γ : X → R depending upon scalarization function as
γ(x) = inf
z∈S(x)
ξk{f(x, z) + k〈T (x), z − x〉}. (5.3.7)
By assumption (ii), ξk(f(x, z)) is lower bounded, for all x ∈ X and T is bounded by its
definition. Thus from (5.3.7), we have
γ(x) > −∞.
If z ∈ S(x), then from (5.3.5) it follows that
k‖z − x‖ ≤C −[f(x, z) + 〈T (x), z − x〉]. (5.3.8)
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Operating ξk on both sides of (5.3.8) and using (5.3.7) and (v) of Lemma 5.3.2, we have
‖z − x‖ ≤ −ξk[f(x, z) + 〈T (x), z − x〉]
≤ − inf
z∈S(x)
ξk[f(x, z) + k〈T (x), z − x〉]
= −γ(x). (5.3.9)
Now, we evaluate the diameter of S(x) denoted by diam(S(x)). In particular, if x1, x2 ∈
S(x),
‖x1 − x2‖ ≤ ‖x1 − x‖+ ‖x− x2‖
≤ −γ(x)− γ(x)
= −2γ(x),
which implies that diam(S(x)) ≤ −2γ(x), ∀ x ∈ X.
We define a sequence {xn} in X with initial point xo. Using the definition of γ and
approach of [11], we take xn+1 ∈ S(xn) such that
ξk[f(xn, xn+1) + k〈T (xn), xn+1 − xn〉] ≤ γ(xn) + 1
2n+1
. (5.3.10)
By (5.3.6), we have S(xn+1) ⊂ S(xn) and thus
inf
y∈S(xn)
ξk[f(xn+1, y) + k〈T (xn+1), y − xn+1〉] ≤ inf
y∈S(xn+1)
ξk[f(xn+1, y) + k〈T (xn+1), y − xn+1〉].
(5.3.11)
Since
〈T (xn), xn+1 − xn〉+ 〈T (xn+1), y − xn+1〉 = 〈T (xn) + T (xn+1), y − xn〉
≥C 〈T (xn), y − xn〉. (5.3.12)
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Hence, it follows that
〈T (xn), y − xn〉 ≤C 〈T (xn), xn+1 − xn〉+ 〈T (xn+1), y − xn+1〉. (5.3.13)
Multiplying (5.3.13) by k ∈ intC, we obtain
k〈T (xn), y − xn〉 ≤C k〈T (xn), xn+1 − xn〉+ k〈T (xn+1), y − xn+1〉. (5.3.14)
Using assumption (iv), we can write
f(xn, y) ≤C f(xn, xn+1) + f(xn+1, y). (5.3.15)
Adding (5.3.14) and (5.3.15) and and operating scalarization function, we have
ξk[f(xn, y) + k〈T (xn), y − xn〉] ≤ ξk[f(xn, xn+1) + k〈T (xn), xn+1 − xn〉]
+ξk[f(xn+1, y)
+k〈T (xn+1, y − xn+1)〉]. (5.3.16)
By taking infimum in terms of y ∈ S(xn), we have
γ(xn) ≤ inf
y∈S(xn)
ξk[f(xn, xn+1) + k〈T (xn), xn+1 − xn〉]
+ inf
y∈S(xn)
ξk[f(xn+1, y) + k〈T (xn+1, y − xn+1)〉]. (5.3.17)
Making use of (5.3.11), we have
γ(xn) ≤ ξk[f(xn, xn+1) + k〈T (xn), xn+1 − xn〉] + γ(xn+1). (5.3.18)
Combining (5.3.10) with (5.3.18), we have
γ(xn) ≤ γ(xn) + 1
2n+1
+ γ(xn+1).
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It follows that
−γ(xn) ≤ 2−(n+1).
Thus, we have
diam(S(xn)) ≤ −2γ(xn) ≤ 2−n −→ 0 as n −→∞.
The set {S(xn)} being closed and S(xn+1) ⊂ S(xn), we have
∞⋂
n=1
S(xn) = {x¯}.
Since x¯ ∈ S(xo), then (a) holds. Moreover if x /∈ S(x¯) whenever x 6= x¯ i.e., (b) holds.
This completes the proof.
In support of Theorem 5.3.1, we have constructed the following example.
Example: Let X = [0,∞), E = R, C = R+ and k = 1. Define the functions
f : X ×X → E, T : X → L(X,E), and ξ : E → R by
f(x, y) = x− y,
T (x) = g where g(x) = 2x,
ξ(y) =
√
y ∀ y ∈ E.
Then, it is easy to check that all the conditions of Theorem 5.3.1 are satisfied i.e.,
(i) for each x ∈ X, f(x, x) = 0,
(ii) y −→ ξ(f(x, y)) = √x− y is lower bounded from 0,
(iii) y −→ f(x, y) = x− y is lower semicontinuous,
(iv) f(x, z)− f(x, y)− f(y, z) = x− z − (x− y)− (y − z) = x− z = 0 ∈ C,
⇒ f(x, z) ≥C f(x, y) + f(y, z).
(v) T is lower semicontinuous ∀ x ∈ X.
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Now, for xo = 0 we find x¯ =
1
2
such that
f(xo, x¯) + k〈T (xo), x¯− xo〉+ k‖x¯− xo‖ = −1
2
+ 0 +
1
2
∈ −C.
Also for x¯ = 1
2
, and x = 1, i.e., for x¯ 6= x we have
f(x¯, x) + k〈T (x¯), x− x¯〉+ k‖x− x¯‖ = −1
2
+
1
2
+
1
2
=
1
2
/∈ −C.
Thus, extended vectorial version of Ekeland-type variational principle is satisfied.
Theorem 5.3.2. Let f : X ×X → E, T : X → L(X,E) be mappings, k ∈ intC be any
vector and F : X → 2X be the multi-valued mapping. Suppose that the assumptions (i)-
(v) of Theorem 5.3.1 are satisfied and in addition, if the following condition is satisfied:
For each x ∈ X, there exists y ∈ X such that y ∈ F (x) and
f(x, y) + k〈T (x), y − x〉+ k‖y − x‖ ∈ −intC. (5.3.19)
Then, F has at least one fixed point, i.e., there exists x ∈ X such that x ∈ F (x).
Proof. By assumption (i)-(v) of Theorem 5.3.1, there exists x¯ ∈ X such that
f(x¯, y) + k〈T (x¯), y − x¯〉+ k‖y − x¯‖ /∈ −intC, ∀y ∈ X \ ¯{x}. (5.3.20)
By condition (5.3.19), there exists y¯ ∈ X such that y¯ ∈ F (x¯) and
f(x¯, y¯) + k〈T (x¯), y¯ − x¯〉+ k‖y¯ − x¯‖ ∈ −C.
It follows from (5.3.20) that x¯ = y¯. Hence x¯ ∈ F (x¯), i.e., F has at least one fixed
point.
Let f, T, C are same as in Theorem 5.3.1. We consider the following problem of finding
x¯ ∈ X such that
f(x¯, y) + k〈T (x¯), y − x¯〉 /∈ −intC, ∀y ∈ X, k ∈ intC. (5.3.21)
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for a generalized equilibrium problem
We call problem 5.3.21 as generalized vector equilibrium problem. Now, we prove an
existence result for generalized vector equilibrium problem(5.3.21) using extended vec-
torial version of Ekeland-type variational principle.
Theorem 5.3.3. Let f : X ×X → E, T : X → L(X,E) and k ∈ intC. Suppose that
the assumptions (i)-(v) of Theorem 5.3.1 are satisfied and in addition, if the following
condition is satisfied:
For each x ∈ X, there exists y ∈ X with y 6= x such that
f(x, y) + 〈T (x), y − x〉 ∈ −intC, and
f(x, y) + k〈T (x), y − x〉+ k‖y − x‖ ∈ −C. (5.3.22)
Then, there exists a point x¯ ∈ X such that generalized vector equilibrium problem
(5.3.21) admits a solution.
Proof. By assumptions (i)-(v) of Theorem 5.3.1, there exists x¯ ∈ X such that
f(x¯, y) + k〈T (x¯), y − x¯〉+ k‖y − x¯‖ /∈ −intC, ∀y ∈ X. (5.3.23)
Suppose P (x) denotes the solution set of generalized vector equilibrium problem (5.3.21)
such that
P (x) = {y ∈ X : f(x, y) + 〈T (x), y − x〉 /∈ −intC}.
Let
⋂
x∈X P (x) = ∅. Then, there exists x¯ ∈ X such that
f(x¯, y) + 〈T (x¯), y − x¯〉 ∈ −intC.
By condition (5.3.22), we have
f(x¯, y) + 〈T (x¯), y − x¯〉+ k‖y − x¯‖ ∈ C,
which contradicts (5.3.23). Hence ⋂
x∈X
P (x) 6= ∅.
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Thus, generalized vector equilibrium problem 5.3.21 admits a solution.
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Resolvent equations and co-resolvent equations
6.1 Introduction
The concept of resolvent equations was given by Noor [60]. He developed equivalence
between variational inclusions and resolvent equations. The resolvent equation technique
is quite general and flexible. This technique has been used to develop some numerical
methods for solving the mixed variational inequalities and variational inclusions.
In section 6.2, we define H(·, ·)-mixed relaxed co-η-monotone mapping and used it to
solve a resolvent equation problem in Hilbert spaces. We also developed a Mann-type
iterative algorithm to approximate the solution of resolvent equation problem. Finally
we discuss the convergence of iterative sequences generated by the iterative algorithm.
In section 6.3, we study a co-variational inequality problem and a co-resolvent equation
problem and further we established an equivalence relation between them. An iterative
algorithm is also suggested for solving a co-resolvent equation problem.
6.2 H(·, ·)-mixed relaxed co-η monotone mapping with an ap-
plication
In this section, we define H(·, ·)-mixed relaxed co-η monotone mapping and prove
some of its properties.
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Definition 6.2.1. Let A,B : X −→ X and H, η : X × X −→ X be the single valued
mappings such that H is µ-relaxed η-cocoercive with respect to A and α-ξ-relaxed η-
cocoercive with respect to B. The multi-valued mapping M : X −→ 2X is said to be
H(·, ·)-mixed relaxed co-η-monotone mapping with respect to A and B, if M is m-relaxed
η-monotone and [(H(A,B) + λM)](X) = X, for every λ > 0.
Now, we state some properties of H(·, ·)-mixed relaxed co-η monotone mapping
Theorem 6.2.1. Let H(·, ·) be a µ-relaxed η-cocoercive with respect to A and α-ξ-
relaxed η-cocoercive with respect to B, A is β-Lipschitz continuous and B is γ-Lipschitz
continuous. Let M be H(·, ·)-mixed relaxed co-η-monotone with respect to A and B.
Then, the operator [H(A,B) + λM ]−1 is single-valued for 0 < λ <
ξ − (µβ2 + αγ2)
m
.
Proof. For any given u ∈ X, let x, y ∈ [H(A,B) + λM ]−1(u). It follows that
−H(Ax,Bx) + u ∈ λMx,
−H(Ay,By) + u ∈ λMy.
(6.2.1)
As M is m-relaxed η-monotone, we have
−m‖x− y‖2 ≤ 1
λ
〈−H(Ax,Bx) + u− (−H(Ay,By) + u), η(x, y)〉
= −1
λ
〈H(Ax,Bx)−H(Ay,By), η(x, y)〉
= −1
λ
〈H(Ax,Bx)−H(Ay,Bx) +H(Ay,Bx)−H(Ay,By), η(x, y)〉
= −1
λ
〈H(Ax,Bx)−H(Ay,Bx), η(x, y)〉
−1
λ
〈H(Ay,Bx)−H(Ay,By), η(x, y)〉. (6.2.2)
Since H is µ-relaxed η- cocoercive with respect to A and α-ξ-relaxed η-cocoercive with
respect to B, A is β-Lipschitz continuous and B is γ-Lipschitz continuous,thus (6.2.2)
becomes
−mλ‖x− y‖2 ≤ µβ2‖x− y‖2 + αγ2‖x− y‖2 − ξ‖x− y‖2
= (µβ2 + αγ2 − ξ)‖x− y‖2,
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which implies that
mλ‖x− y‖2 ≥ −(µβ2 + αγ2 − ξ)‖x− y‖2. (6.2.3)
If x 6= y, then λ ≥ ξ − µβ
2 − αγ2
m
, which contradicts that 0 < λ <
ξ − (µβ2 + αγ2)
m
.
Thus, we have x = y, i.e., [H(A,B) + λM ]−1 is single-valued.
Definition 6.2.2. Let H(A,B) be a µ-relaxed η- cocoercive with respect to A and α-ξ-
relaxed η-cocoercive with respect to B, A is β-Lipschitz continuous and B is γ-Lipschitz
continuous. Let M : X → 2X be an H(·, ·)-mixed relaxed co-η-monotone mapping with
respect to A and B. The resolvent operator R
H(·,·)−η
λ,M : X −→ X associated with H and
M is defined by
R
H(·,·)−η
λ,M (u) = [H(A,B) + λM ]
−1 (u), ∀u ∈ X. (6.2.4)
Theorem 6.2.2. Let H(A,B) be a µ-relaxed η-cocoercive with respect to A and α-
ξ-relaxed η-cocoercive with respect to B,η : X × X → X be σ-Lipschitz continuous,
A is β-Lipschitz continuous and B is γ-Lipschitz continuous. Let M : X → 2X be
an H(·, ·)-mixed relaxed co-η-monotone mapping with respect to A and B. Then the
resolvent operator defined by (6.2.4) is
σ
[γ −mλ− (µβ2 + αγ2)]-Lipschitz continuous for
0 < λ <
ξ − (µβ2 + αγ2)
m
, i.e.,
‖RH(·,·)−ηλ,M (u)−RH(·,·)−ηλ,M (v)‖ ≤
σ
[γ −mλ− (µβ2 + αγ2)]‖u− v‖, ∀u, v ∈ X. (6.2.5)
Proof. Let u and v be any given points in X. It follows from (6.2.4) that
R
H(·,·)−η
λ,M (u) = [H(A,B) + λM ]
−1(u),
R
H(·,·)−η
λ,M (v) = [H(A,B) + λM ]
−1(v).
(6.2.6)
For the sake of clarity, we denote
t1 = R
H(·,·)−η
λ,M (u), t2 = R
H(·,·)−η
λ,M (v).
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Then (6.2.2) implies that
1
λ
(
u−H(A(t1), B(t1))) ∈M(t1),
1
λ
(
v −H(A(t2), B(t2))) ∈M(t2). (6.2.7)
Since M is m-relaxed η-monotone, we have
−m‖t1 − t2‖2 ≤ 1
λ
〈(
u−H(A(t1), B(t1)))− (v −H(A(t2), B(t2))), η(t1, t2)〉
=
1
λ
〈
u− v −H(A(t1), B(t1))+H(A(t2), B(t2)), η(t1, t2)〉,
which implies that
−mλ‖t1 − t2‖2 ≤ 〈u− v, η(t1, t2)〉+
〈
−H(A(t1), B(t1))+H(A(t2), B(t2)), η(t1, t2)〉.
(6.2.8)
By Cauchy-Schwartz inequality and (6.2.8), we have
‖u− v‖‖η(t1, t2)‖ ≥ 〈u− v, η(t1, t2)〉
≥ −
〈
−H(A(t1), B(t1))+H(A(t2), B(t2)), η(t1, t2)〉
−mλ‖t1 − t2‖2
=
〈
H
(
A(t1), B(t1)
)−H(A(t2), B(t2)), η(t1, t2)〉
−mλ‖t1 − t2‖2
=
〈
H
(
A(t1), B(t1)
)−H(A(t2), B(t1)), η(t1, t2)〉−mλ‖t1 − t2‖2
+
〈
H
(
A(t2), B(t1)
)−H(A(t2), B(t2)), t1 − t2〉. (6.2.9)
As H is µ-relaxed η-cocoercive with respect to A, α-ξ-relaxed η-cocoercive with respect
to B, η : X ×X → X is σ-Lipschitz continuous, A is β-Lipschitz continuous and B is
γ-Lipschitz continuous, we have
σ‖u− v‖‖t1 − t2‖ ≥ [−µβ2 − αγ2 + γ −mλ]‖t1 − t2‖2.
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Thus, we have
‖t1 − t2‖ ≤ σ
[γ −mλ− (µβ2 + αγ2)]‖u− v‖,
i.e.,
‖RH(·,·)−ηλ,M (u)−RH(·,·)−ηλ,M (v)‖ ≤ θ1‖u− v‖, ∀u, v ∈ X,
where θ1 =
σ
[γ −mλ− (µβ2 + αγ2)] . This completes the proof.
Now, we discuss a variational inclusion problem and its corresponding resolvent
equation problem. We further define an iterative algorithm to approximate the solution
of the resolvent equation problem.
In connection with the variational inclusion problem (2.2.10) discussed in chapter 2,
we consider its corresponding resolvent equation problem:
Find z, u ∈ X, x ∈ T (u), y ∈ F (u) such that
S(x, y) + λ−1JH(·,·)−ηM,λ (z) = 0, (6.2.10)
where λ > 0 is a constant and J
H(·,·)−η
M,λ (z) = [I − H(A(RH(·,·)−ηλ,M (z)), B(RH(·,·)−ηλ,M (z)))]
where I is identity operator, R
H(·,·)−η
λ,M is the resolvent operator and defined by
H
[
A(R
H(·,·)−η
λ,M (z)), B(R
H(·,·)−η
λ,M (z)))
]
=
[
H(A(R
H(·,·)−η
λ,M (·)), B(RH(·,·)−ηλ,M (·)))
]
(z).
Lemma 6.2.1. The triplet (u, x, y), where u ∈ X, x ∈ T (u), y ∈ F (u), is a solution of
variational inclusion problem (2.2.10) if and only if it satisfies the equation:
g(u) = R
H(·,·)−η
λ,M
[
H(A(g(u)), B(g(u)))− λS(x, y)], (6.2.11)
where λ > 0 is a constant.
Proof : By using the definition of resolvent operator R
H(·,·)−η
λ,M , the conclusion follows
directly.
Based on Lemma (6.2.1), we prove the following Lemma which ensures the equivalence
of variational inclusion problem and resolvent equation problem (6.2.10).
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Lemma 6.2.2. The variational inclusion problem (2.2.10) has a solution (u, x, y), where
u ∈ X, x ∈ T (u), y ∈ F (u), if and only if the resolvent equation problem (6.2.10) has a
solution (z, u, x, y), where z, u ∈ X, x ∈ T (u), y ∈ F (u), where
g(u) = R
H(·,·)−η
λ,M (z) (6.2.12)
and z = H(A(g(u)), B(g(u)))− λS(x, y).
Proof. Let (u, x, y) where u ∈ X, x ∈ T (u), y ∈ F (u) is a solution of variational inclusion
problem. Then by Lemma (6.2.1), we have
g(u) = R
H(·,·)−η
λ,M [H(A(g(u)), B(g(u)))− λS(x, y)].
Using the fact J
H(·,·)−η
M,λ = I − H(A(RH(·,·)−ηλ,M ), B(RH(·,·)−ηλ,M )) and equation (6.2.12), we
obtain
J
H(·,·)−η
M,λ [H(A(g(u)), B(g(u)))− λS(x, y)]
= H(A(g(u)), B(g(u)))− λS(x, y)
−H[(A(RH(·,·)−ηλ,M (H(A(g(u)), B(g(u)))− λS(x, y))),
B(R
H(·,·)−η
λ,M (H(A(g(u)), B(g(u)))− λS(x, y)))]
= −λS(x, y),
which implies that S(x, y)+λ−1JH(·,·)−ηM,λ (z) = 0 with z = H(A(g(u)), B(g(u)))−λS(x, y).
That is (z, u, x, y) is a solution of resolvent equation problem (6.2.10).
Conversely, let (z, u, x, y) is a solution of resolvent equation problem (6.2.10), then
S(x, y) + λ−1JH(·,·)−ηM,λ (z) = 0,
i.e.,J
H(·,·)−η
M,λ (z) = −λS(x, y).
Using the definition of J
H(·,·)−η
M,λ , we have
[I −H(A(RH(·,·)−ηλ,M ), B(RH(·,·)−ηλ,M ))](z) = −λS(x, y),
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z −H(A(RH(·,·)−ηλ,M (z)), B(RH(·,·)−ηλ,M (z))) = −λS(x, y),
z −H(A(g(u)), B(g(u))) = −λS(x, y),
R
H(·,·)−η
λ,M (z) = R
H(·,·)−η
λ,M [H(A(g(u)), B(g(u)))− λS(x, y)],
g(u) = R
H(·,·)−η
λ,M [H(A(g(u)), B(g(u)))− λS(x, y)],
that is, (u, x, y) is a solution of the variational inclusion problem (2.2.10).
Based on above discussion, we now define the following algorithm for solving resolvent
equation problem (6.2.10).
Algorithm 6.2.1. For any initial points (zo, uo, xo, yo), where zo, uo ∈ X, xo ∈ T (uo), yo ∈
F (uo), compute the sequences {zn}, {un}{xn} and {yn} by the iterative scheme:
(i) g(un) = R
H(·,·)−η
λ,M ,
(ii) ‖xn − xn+1‖ ≤ D(T (un), T (un+1)), xn ∈ T (un), xn+1 ∈ T (un+1),
(iii) ‖yn − yn+1‖ ≤ D(F (un), F (un+1)), yn ∈ F (un), yn+1 ∈ F (un+1),
(iv) zn+1 = H(A(g(un)), B(g(un))) − λS(xn, yn), where n = 0, 1, 2, ...., and λ > 0 is a
constant, D(·, ·) is the Hausdorff metric on CB(X).
Theorem 6.2.3. Let X be a real Hilbert space and A,B, g : X → X, S,H : X ×X →
X, η : X ×X → X be the single valued mappings. Let T, F : X → CB(X) be the multi-
valued mappings and M : X → 2X be H(·, ·)-mixed relaxed co-η-monotone mapping.
Assume that
(i) H(A,B) is µ-relaxed η-cocoercive with respect to A and α-ξ relaxed η-cocoercive
with respect to B, r1-Lipschitz continuous with respect to A and r2-Lipschitz con-
tinuous with respect to B,
(ii) T and F are D-Lipschitz continuous mappings with constant δT and δF , respec-
tively,
(iii) A is β-Lipschitz continuous and B is γ-Lipschitz continuous,
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(iv) g is λg-Lipschitz continuous and t-strongly monotone,
(v) S is λs1-Lipschitz continuous in first argument and λs2-Lipschitz continuous in
second argument.
If for some λ > 0, the following condition is satisfied:
√
1− 2t+ λ2g < [1− θθ1], (6.2.13)
where θ = σ
ξ−mλ−(µβ2+αγ2) , θ1 = [(r1 + r2)λg + λ(λs1δT + λs2δF )].
Then, there exist z, u ∈ X, x ∈ T (u), y ∈ F (u) satisfying resolvent equation problem
(6.2.10) and the iterative sequences {un}, {zn}, {xn}, {yn} generated by the Algorithm
(6.2.1) strongly converge to u, z, x and y, respectively.
Proof. From (iv) of Algorithm (6.2.1), we have
‖zn+1 − zn‖ = ‖[H(Ag(un), Bg(un))− λS(xn, yn)]− [H(A(g(un−1)),
B(g(un−1))− λS(xn−1, yn−1)]‖
≤ ‖H(Ag(un), Bg(un))−H(A(g(un−1), B(g(un−1)))‖
−λ‖S(xn, yn)− S(xn−1, yn−1)‖
≤ ‖H(A(g(un)), B(g(un)))−H(A(g(un−1)), B(g(un)))‖
+‖H(A(g(un−1)), B(g(un)))−H(A(g(un−1)), B(g(un−1)))‖
+λ‖S(xn, yn)− S(xn−1, yn)‖
+λ‖S(xn−1, yn)− S(xn−1, yn−1)‖. (6.2.14)
As H(A,B) is r1-Lipschitz continuous with respect to A and r2-Lipschitz with respect
to B and g is λg-Lipschitz continuous, we have
‖H(A(g(un)), B(g(un)))−H(A(g(un−1)), B(g(un−1)))‖
+‖H(A(g(un−1)), B(g(un)))‖
−‖H(A(g(un−1)), B(g(un)))‖
≤ r1λg‖un − un−1‖. (6.2.15)
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Since S is λs1-Lipschitz continuous in the first argument and λs2-Lipschitz continuous in
the second argument, T is D-Lipschitz continuous with constant δT and F is D-Lipschitz
continuous with constant δT and F is D-Lipschitz continuous constant δF , we have
‖S(xn, yn)− S(xn−1, yn)‖+ ‖S(xn−1, yn)− S(xn−1, yn−1)‖
≤ λs1‖xn − xn−1‖+ λs2‖yn − yn−1‖
≤ λs1δT‖un − un−1‖+ λs2δF‖un − un−1‖. (6.2.16)
Using (6.2.15) and (6.2.16), (6.2.14) becomes
‖zn+1 − zn‖ ≤ [r1λg + r2λg + λλs1δF ]‖un − un−1‖
= θ1‖un − un−1‖, (6.2.17)
where θ1 = [(r1 + r2)λg + λ(λs1δT + λs2δF )].
By (i) of Algorithm (6.2.1), we have
‖un − un−1‖ = ‖un − un−1 − g(un) + g(un−1) +RH(·,·)−ηλ,M (zn)
−RH(·,·)−ηλ,M (zn−1)‖
≤ ‖un − un−1 − (g(un)− g(un−1))‖
+‖RH(·,·)−ηλ,M (zn)−RH(·,·)−ηλ,M (zn−1)‖. (6.2.18)
Since g is t-strongly monotone and λg-Lipschitz continuous, by using technique of Noor
[60], it follows that
‖un − un−1 − (g(un)− g(un−1))‖ ≤
√
1− 2t+ λ2g ‖un − un−1‖. (6.2.19)
Using equation (6.2.19) and Lipschitz continuity of the resolvent operator R
H(·,·)−η
λ,M ,
equation (6.2.18) becomes
‖un − un−1‖ ≤
√
1− 2t+ λ2g ‖un − un−1‖+ θ‖zn − zn−1‖,
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‖un − un−1‖ ≤ θ
[1−√1− 2t+ λ2g]‖zn − zn−1‖. (6.2.20)
Combining (6.2.20) with (6.2.16), we obtain
‖zn+1 − zn‖ ≤ θθ1
[1−√1− 2t+ λ2g]‖zn − zn−1‖,
‖zn+1 − zn‖ ≤ P (θ)‖zn − zn−1‖, (6.2.21)
where P (θ) = θθ1
[1−
√
1−2t+λ2g ]
, θ = σ
[ξ−mλ−(µβ2+αγ2)] and θ1 = [(r1+r2)λg+λ(λs1δT +λs2δF )].
From (6.2.12), it follows that P (θ) < 1. Consequently from (6.2.21) it follows that {zn}
is a cauchy sequence in X and as X is complete, zn → z as n → ∞. From (6.2.20), it
follows that {un} is also a cauchy sequence in X such that un → u as n → ∞. From
D-Lipschitz continuous of T, F and (ii) and (iii) of Algorithm (6.2.1), we know that
{xn} and {yn} are Cauchy sequences in X such that xn → x and yn → y as n → ∞.
Further, we show that x ∈ T (u), we have
d(x, T (u)) ≤ ‖x− xn‖+ d(xn, T (u))
≤ ‖x− xn‖+D(T (un), T (u))
≤ ‖x− xn‖+ δT‖un − un−1‖ −→ 0 as n −→∞.
Which implies that d(x, T (u)) = 0, it follows that x ∈ T (u). Similarly we can show that
y ∈ F (u).
Since H,A, g, T, F and S all are continuous and by (iv) of Algorithm (6.2.1), it follows
that
zn+1 = H(A(g(un)), B(g(un)))− λS(xn, yn)
→ z = H(A(g(u)), B(g(u)))− λS(x, y). (6.2.22)
Consequently,
R
H(·,·)−η
λ,M (zn) = g(un)→ g(u) = RH(·,·)−ηλ,M (z), as n→∞. (6.2.23)
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From (6.2.22), (6.2.23) and by Lemma (6.2.2), the result follows.
6.3 Co-resolvent equation problem
In this section, we study co-variational inequality problem and a co-resolvent equation
problem in Banach space. Now we give some important definitions.
Definition 6.3.1. [21] Let Y be a Banach space with its dual space Y ∗, φ : Y −→
R∪{+∞} be a proper subdifferentiable (may not be convex) functional, and J : Y −→ Y ∗
be a mapping. If for any given point x∗ ∈ Y ∗ and ρ > 0, there is a unique point x ∈ Y
satisfying
〈J(x)− x∗, y − x〉+ ρφ(y)− ρφ(x) ≥ 0, ∀y ∈ Y.
The mapping x∗ → x, denoted by J∂φρ (x∗), is said to be J-proximal mapping of φ. We
have x∗ − J(x) ∈ ρ∂φ(x), it follows that
J∂φρ (x
∗) = (J + ρ∂φ)−1 (x∗).
Theorem 6.3.1. [21] Let Y be a reflexive Banach space with its dual space Y ∗, and
φ : Y −→ R ∪ {+∞} be a lower semicontinuous, subdifferentiable, proper functional
which may not be convex. Let J : Y −→ Y ∗ be α-strongly monotone continuous mapping.
Then for any ρ > 0, x∗ ∈ Y ∗, there exists a unique x ∈ Y such that
〈J(x)− x∗, y − x〉+ ρφ(y)− ρφ(x) ≥ 0, ∀y ∈ Y.
That is x = J∂φρ (x
∗) and so the J-proximal mapping of φ is well-defined and 1
α
-Lipschitz
continuous.
Now, we state our problem.
Let T,A : Y −→ CB(Y ) be the multi-valued mappings, J : Y −→ Y ∗, N : Y ×Y −→ Y
and f, h, g : Y −→ Y be single-valued mappings. Let φ : Y × Y −→ R∪ {+∞} be such
that for each fixed x ∈ Y , φ(·, x) is lower semicontinuous, subdifferentiable functional
(which may not be convex) on E satisfying g(Y ) ∩ dom(∂φ(·, x)) 6= ∅, where ∂φ(·, x) is
117
6.3. Co-resolvent equation problem
the subdifferential of φ(·, x) at x.
We consider the following co-variational inclusion problem:
Find x ∈ Y, u ∈ T (x) and v ∈ A(x) such that g(x) ∈ dom(∂φ(·, x)) and
〈J (N(f(u), h(v)), y − g(x))〉 ≥ φ(g(x), x)− φ(y, x), ∀y ∈ Y. (6.3.1)
Below we mention some special cases of problem (6.3.1).
(I) If Y is a real Banach space and J, f and h are identity mappings, then problem
(6.3.1) reduces to the following problem:
Find x ∈ Y, u ∈ T (x) and v ∈ A(x) such that
〈N(u, v), y − g(x)〉 ≥ φ(g(x), x)− φ(y, x), ∀y ∈ Y. (6.3.2)
Problem (6.3.2) includes problems studied by Hassouni and Moudafi [37], Kazmi
[41], and Ding [24,25] as special cases.
(II) If X is a real Hilbert space, φ(x, y) = φ(x), for all x, y ∈ X, J is the identity
mapping, and N(f(u), h(v)) = f(u)− h(v), for all u, v ∈ X, then problem (6.3.1)
becomes the problem of finding x ∈ X, u ∈ T (x) and v ∈ A(x) such that
〈f(u)− h(v), y − g(x)〉 ≥ φ(g(x))− φ(y), ∀y ∈ X. (6.3.3)
Problem (6.3.3) was introduced and studied by Huang [39].
It is clear that the suitable choices of mappings involved in the formulation of problem
(6.3.1), one can obtain many previously known problems, see e.g., [16, 22,23,83].
In connection with co-variational inequality problem (6.3.1), we consider the following
co-resolvent equation problem:
Find z ∈ Y ∗, x ∈ Y, u ∈ T (x) and v ∈ A(x) such that
J (N(f(u), h(v))) + ρ−1R∂φ(·,x)ρ (z) = 0, (6.3.4)
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where ρ > 0 is a constant, R∂φρ =
[
I − J (J∂φρ )], where J [J∂φρ (z)] = [J (J∂φρ )] (z) and
I is the identity mapping.
In support of problem (6.3.1), we provide the following example.
Example 6.3.1. Let us suppose that Y = R. Define T,A : Y −→ CB(Y ) by T (x) =
A(x) = [−x, x], g and φ by g(x) = x− 1 and φ(y, x) = y − x, for all x, y ∈ Y .
We define for x ∈ Y, u ∈ T (x) and v ∈ A(x)
(i) J(x) = 2x,
(ii) N(x, y) = 2x+ 3y,
(iii) f(u) = u
2
,
(iv) h(v) = v
3
,
(v) ∂φ(·, x) = {α ∈ R : φ(·, y)− φ(·, x) ≥ α(y − x)}.
Then, it is easy to check that g(x) ∈ dom(∂φ(·, x)). As ∂φ(·, x) 6= ∅, therefore φ(·, x) is
lower semicontinuous at x. Thus, co-variational inequality problem (6.3.1) is satisfied.
Now we establish an equivalence between co-variational inequality problem (6.3.1) and
a fixed point problem, which can be proved easily by using the definition of resolvent
operator and subdifferentiability of φ(·, x).
Lemma 6.3.1. Let (x, u, v), where x ∈ Y, u ∈ T (x) and v ∈ A(x), be a solution of
co-variational inequality problem (6.3.1) if and only if it is the solution of the following
equation
g(x) = J∂φ(·,x)ρ {J(g(x))− ρJ(N(f(u), h(v)))} . (6.3.5)
Lemma 6.3.2. If J is one-one, then co-variational inequality problem (6.3.1) has a
solution (x, u, v), where x ∈ Y, u ∈ T (x) and v ∈ A(x), if and only if co-resolvent
equation problem (6.3.4) has a solution (z, x, u, v), z ∈ Y ∗, x ∈ Y, u ∈ T (x) and v ∈
A(x), where
g(x) = J∂φ(·,x)ρ (z), (6.3.6)
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and
z = J(g(x))− ρJ(N(f(u), h(v))).
Proof. Let (x, u, v) be a solution of co-variational inequality problem (6.3.4). Then by
Lemma (6.3.1), it is a solution of the following equation:
g(x) = J∂φ(·,x)ρ {J(g(x))− ρJ(N(f(u), h(v)))} .
Using the fact that R
∂φ(·,x)
ρ =
[
I − J
(
J
∂φ(·,x)
ρ
)]
and (6.3.6), we have
R∂φ(·,x)ρ {J(g(x))− ρJ(N(f(u), h(v)))}
= J(g(x))− ρJ(N(f(u), h(v)))− J [J∂φ(·,x)ρ {J(g(x))− ρJ(N(f(u), h(v)))}]
= J(g(x))− ρJ(N(f(u), h(v)))− J(g(x))
= −ρJ(N(f(u), h(v))),
which implies that
J(N(f(u), h(v))) + ρ−1R∂φ(·,x)ρ (z) = 0,
with z = J(g(x)) − ρJ(N(f(u), h(v))), i.e., (z, x, u, v) is the solution of co-resolvent
equation problem (6.3.4).
Conversely, let (z, x, u, v) be the solution of co-resolvent equation problem (6.3.4), then
ρJ(N(f(u), h(v))) = −R∂φ(·,x)ρ (z) = J
(
J∂φ(·,x)ρ (z)
)− z. (6.3.7)
From (6.3.6) and (6.3.7), we have
ρJ(N(f(u), h(v)))
= J
(
J∂φ(·,x)ρ {J(g(x))− ρJ(N(f(u), h(v)))}
)− J(g(x))− ρJ(N(f(u), h(v))),
which implies that
J(g(x)) = J
(
J∂φ(·,x)ρ {J(g(x))− ρJ(N(f(u), h(v)))}
)
.
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Since J is one-one, we have
g(x) = J∂φ(·,x)ρ {J(g(x))− ρJ(N(f(u), h(v)))} ,
i.e., (x, u, v) is the solution of co-variational inequality problem (6.3.1).
Alternative Proof. Let
z = J(g(x))− ρJ(N(f(u), h(v))).
Then from (6.3.8), we have
g(x) = J∂φ(·,x)ρ (z),
and
z = J
(
J∂φ(·,x)ρ (z)
)− ρJ(N(f(u), h(v))).
By using the fact that J
(
J
∂φ(·,x)
ρ (z)
)
=
[
J
(
J
∂φ(·,x)
ρ
)]
(z), it follows that
J(N(f(u), h(v))) + ρ−1R∂φ(·,x)ρ (z) = 0,
which is the required co-resolvent equation problem (6.3.4).
We suggest the following iterative algorithm for solving co-resolvent equation problem
(6.3.4).
Iterative Algorithm 6.3.1. For any z0 ∈ Y ∗, x0 ∈ Y, u0 ∈ T (x0) and v0 ∈ A(x0), let
z1 = J(g(x0))− ρJ(N(f(u0), h(v0))) ∈ Y ∗,
and take x1 ∈ Y such that
g(x1) = J
∂φ(·,x1)
ρ (z1).
Since u0 ∈ T (x0) and v0 ∈ A(x0), by Nadler’s Theorem [56], there exists u1 ∈ T (x1)
and v1 ∈ A(x1) such that
‖u0 − u1‖ ≤ (1 + 1)D (T (x0), T (x1)) ,
‖v0 − v1‖ ≤ (1 + 1)D (A(x0), A(x1)) ,
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where D(·, ·) is the Hausdorff metric on CB(Y ). Let
z2 = J(g(x1))− ρJ(N(f(u1), h(v1))),
and take any x2 ∈ Y such that
g(x2) = J
∂φ(·,x2)
ρ (z2).
Continuing the above process inductively, we can obtain the following scheme:
For any z0 ∈ Y ∗, x0 ∈ Y, u0 ∈ T (x0) and v0 ∈ A(x0), compute the sequences {zn}, {xn},
{un} and {vn} by the iterative schemes such that
(i) g(xn) = J
∂φ(·,xn)
ρ (zn), (6.3.4)
(ii) un ∈ T (xn), ‖un − un+1‖ ≤
(
1 +
1
n+ 1
)
D (T (xn), T (xn+1)) , (6.3.5)
(iii) vn ∈ A(xn), ‖vn − vn+1‖ ≤
(
1 +
1
n+ 1
)
D (A(xn), A(xn+1)) , (6.3.6)
(iv) zn+1 = J(g(xn))− ρJ(N(f(un), h(vn))), (6.3.7)
for n = 0, 1, 2, · · · and ρ > 0 is a constant.
Theorem 6.3.2. Let Y be a uniformly smooth Banach space with the module of smooth-
ness ρY (t) ≤ Ct2, for some t > 0. Let T,A : Y −→ CB(Y ) be the D-Lipschitz continu-
ous mappings with constants δT and δA, respectively. Let f, h : Y −→ Y be the Lipschitz
continuous mappings with constants λf and λh, respectively, and g : Y −→ Y be a Lip-
schitz continuous mapping with constant λg and strongly accretive with constant γ > 0.
Let J : Y −→ Y ∗ be a Lipschitz continuous mapping with constant λj and strongly
monotone with constant α > 0, and N : Y × Y −→ Y be Lipschitz continuous in both
the arguments with constants λN1 and λN2, respectively. Let φ : Y × Y −→ R ∪ {+∞}
be a mapping such that for each fixed x ∈ Y , φ(·, x) is lower semicontinuous, subdiffer-
entiable, proper functional satisfying g(x) ∈ dom∂φ(·, x), for all x ∈ Y . Suppose that
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there exists a constant ρ > 0 such that for each x, y ∈ Y, x∗ ∈ Y ∗
∥∥J∂φ(·,x)ρ (x∗)− J∂φ(·,y)ρ (x∗)∥∥ ≤ µ‖x− y‖, (6.3.8)
and the following condition is satisfied:
∣∣∣∣ρ− αµ− λgλjλj (λN1λfδT + λN2λhδA)
∣∣∣∣ < α
√
1− 2γ + 64Cλ2g
λj (λN1λfδT + λN2λhδA)
, (6.3.9)
αµ > λgλj, then there exists z ∈ Y ∗, x ∈ Y, u ∈ T (x) and v ∈ A(x) satisfying co-
resolvent equation problem (6.3.4), and the iterative sequences {zn}, {xn}, {un} and
{vn} generated by Algorithm 6.3.1 converge strongly to z, x, u and v, respectively.
Proof. From Algorithm (6.3.1), we have
‖zn+1 − zn‖
= ‖J(g(xn))− ρJ(N(f(un), h(vn)))− {J(g(xn−1))− ρJ(N(f(un−1), h(vn−1)))}‖
≤ ‖J(g(xn))− J(g(xn−1))‖+ ρ ‖J(N(f(un), h(vn)))− J(N(f(un−1), h(vn−1)))‖ .
(6.3.10)
By the Lipschitz continuity of J and g, we have
‖J(g(xn))− J(g(xn−1))‖ ≤ λj‖g(xn)− g(xn−1)‖ ≤ λjλg‖xn − xn−1‖. (6.3.11)
By the Lipschitz continuity of J, f, h, D-Lipschitz continuity of T,A and Lipschitz con-
tinuity of N in both the arguments, we have
‖J(N(f(un), h(vn)))− J(N(f(un−1), h(vn−1)))‖
≤ λj {λN1‖f(un)− f(un−1)‖+ λN2‖h(vn)− h(vn−1)‖}
≤ λjλN1λf‖un − un−1‖+ λjλN2λh‖vn − vn−1‖
≤ λjλN1λf [D (T (xn), T (xn−1))] + λjλN2λh [D (A(xn), A(xn−1))]
≤ λjλN1λfδT‖xn − xn−1‖+ λjλN2λhδA‖xn − xn−1‖
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= λj (λN1λfδT + λN2λhδA) ‖xn − xn−1‖. (6.3.12)
Combining (6.3.11) and (6.3.12) with (6.3.10), we obtain
‖zn+1 − zn‖ ≤ [λjλg + ρλj (λN1λfδT + λN2λhδA)] ‖xn − xn−1‖. (6.3.13)
Using condition (6.3.8) and Lipschitz continuity of J
∂φ(·,x)
ρ , we get
‖xn − xn−1‖
=
∥∥J∂φ(·,xn)ρ (zn)− J∂φ(·,xn−1)ρ (zn−1)− [g(xn)− xn − {g(xn−1)− xn−1}]∥∥
≤ ∥∥J∂φ(·,xn)ρ (zn)− J∂φ(·,xn−1)ρ (zn−1) + J∂φ(·,xn−1)ρ (zn)− J∂φ(·,xn−1)ρ (zn)∥∥
+ ‖xn − xn−1 − {g(xn)− g(xn−1)}‖
≤ ∥∥J∂φ(·,xn)ρ (zn)− J∂φ(·,xn−1)ρ (zn)∥∥+ ∥∥J∂φ(·,xn−1)ρ (zn)− J∂φ(·,xn−1)ρ (zn−1)∥∥
+ ‖xn − xn−1 − {g(xn)− g(xn−1)}‖
≤ µ‖xn − xn−1‖+ 1
α
‖zn − zn−1‖+ ‖xn − xn−1 − {g(xn)− g(xn−1)}‖ .
(6.3.14)
By proposition (1.2.1), we have
‖xn − xn−1 − {g(xn)− g(xn−1)}‖2
≤ ‖xn − xn−1‖2 − 2 〈g(xn)− g(xn−1), J(xn − xn−1 − {g(xn)− g(xn−1)})〉
= ‖xn − xn−1‖2 − 2 〈g(xn)− g(xn−1), J(xn − xn−1)〉 −
2 〈g(xn)− g(xn−1), J(xn − xn−1 − {g(xn)− g(xn−1)})− J(xn − xn−1)〉
≤ ‖xn − xn−1‖2 − 2γ‖xn − xn−1‖2 + 4k2ρE
(
4‖g(xn)− g(xn−1)‖
k
)
≤ ‖xn − xn−1‖2 − 2γ‖xn − xn−1‖2 + 64C‖g(xn)− g(xn−1)‖2
≤ (1− 2γ + 64Cλ2g) ‖xn − xn−1‖2,
which implies that
‖xn − xn−1 − {g(xn)− g(xn−1)}‖ ≤
√(
1− 2γ + 64Cλ2g
)‖xn − xn−1‖. (6.3.15)
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Using (6.3.15), (6.3.14) becomes
‖xn − xn−1‖ ≤
[√(
1− 2γ + 64Cλ2g
)
+ µ
]
‖xn − xn−1‖+ 1
α
‖zn − zn−1‖,
which implies that
‖xn − xn−1‖ ≤ 1
α
[√(
1− 2γ + 64Cλ2g
)
+ µ
]‖zn − zn−1‖. (6.3.16)
By the application of (6.3.16), (6.3.13) reduces to
‖zn+1 − zn‖ ≤ [λjλg + ρλj (λN1λfδT + λN2λhδA)]
α
[√(
1− 2γ + 64Cλ2g
)
+ µ
] ‖zn − zn−1‖,
i.e.,
‖zn+1 − zn‖ ≤ Θ‖zn − zn−1‖, (6.3.17)
where Θ =
λjλg + ρλj (λN1λfδT + λN2λhδA)
α
[√(
1− 2γ + 64Cλ2g
)
+ µ
] .
From (6.3.9), we have Θ < 1, and consequently {zn} is a cauchy sequence in Y ∗. Since
Y ∗ is a Banach space, there exists z ∈ Y ∗ such that zn → z as n→∞. From (6.3.14),
we can see that {xn} is also a cauchy sequence in Y . Therefore, there exists x ∈ Y such
that xn → x as n → ∞. Since the mappings T and A are D-Lipschitz continuous, it
follows from (6.3.5) and (6.3.6) of Algorithm 6.3.1 that {un} and {vn} are also cauchy
sequences, we may assume that un → u and vn → v.
Since J,N, g, f and h are continuous mappings, and by (6.3.7) of Algorithm 6.3.1, it
follows that
J(g(xn))− ρJ(N(f(un), h(vn))) = zn+1 → z = J(g(x))− ρJ(N(f(u), h(v))), n→∞,
(6.3.18)
and
J∂φ(·,xn)ρ (zn) = g(xn)→ g(x) = J∂φ(·,x)ρ (z), n→∞. (6.3.19)
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By (6.3.18), (6.3.19) and Lemma 6.3.1, we have
J(N(f(u), h(v))) + ρ−1R∂φ(·,x)ρ (z) = 0.
Finally, we prove that u ∈ T (x) and v ∈ A(x). In fact, since un ∈ T (xn) and
d(un, T (x)) ≤ max
{
d(un, T (x)), sup
q∈T (x)
d(T (x), q)
}
= D (T (xn), T (x)) .
Therefore, we have
d(u, T (x)) ≤ ‖u− un‖+ d(un, T (x))
≤ ‖u− un‖+D (T (xn), T (x))
≤ ‖u− un‖+ δT‖xn − x‖ → 0, as n→∞,
which implies that d(u, T (x)) = 0. Since T (x) ∈ CB(E), it follows that u ∈ T (x).
Similarly, we can prove that v ∈ A(x). By Lemma 6.3.1, the required result follows.
This completes the proof.
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