Abstract-Traditionally, Control Chart Patterns (CCP) is widely used as a powerful method to measure, classify,analyze and interpret process data to improve the quality of products and service by detecting instabilities and justifying possible causes. In this study, we have developed an expert system that we called an expert system for control chart patterns recognition for recognition of the common types of control chart patterns (CCPs). The proposed system includes three main modules: the feature extraction module, the classifier module and the optimization module. In the feature extraction module, the multi-resolution wavelets (M RW) are proposed as the effective features for representation of CCPs. In the classifier module, the adaptive neuro-fuzzy inference system (ANFIS) is investigated. In ANFIS training, the vector of radius has a very important role for its recognition accuracy. Therefore, in the optimization module, imperialist competitive algorithm(ICA) is proposed for finding optimum vector of radius. Simulation results show that the proposed system has high recognition accuracy.
I. INTRODUCTION
Control chart has been widely used in modern industrial and service organizat ion. In recent years, various kinds of control charts have been developed according to different quality attributes and control targets. Monitoring process fluctuation with control charts is first proposed by Shewhart in 1924. It is believed that the process fluctuation involves abnormal changes due to assign able causes and normal changes due to non-assignable causes. Therefore, automatically recognizing control chart patterns (CCPs) is an essential issue for identifying the process fluctuation effectively. CCPs can exh ibit six co mmon types of pattern: normal (NOR), cyclic (CYC), increasing trend (IT), decreasing trend (DT), upward shift (US), and downward shift (DS). Except for normal patterns, all other patterns indicate that the process being monitored is not functioning correctly and requires adjustment. Fig. 1 shows these six types of patterns [1] . The patterns can be classified as NR and abnormal. The basic significance of a NR pattern is that it indicates a process under control. An abnormal pattern identifies a process when it is out of control. The unnatural patterns are associated with impending problems having assignable causes requiring pre-emptive actions. Identificat ion of various types of abnormal patterns can greatly narrow down the set of possible causes that must be investigated and thus the diagnostic search process can be effectively reduced in length. Typically, pattern recognition has been based on the visual judgment of the users. Over the years, numerous supplementary ru les like zone tests or run ru les have been developed to assist the users in detecting unnatural patterns [2, 3] . Run rules are based on the concept that a run has a low probability of occurrence on a co mpletely random scattering of points around a mean. If a run is detected, then this will indicate that some special causes are affecting the process. One of the main problems with run rules is that the simu ltaneous application of all these rules is likely to result in an excessive number o f false alarms. Furthermo re, the pattern characteristics that are being looked for may be co mmon to more than one pattern. Therefore, identification and analysis of the unnatural patterns require considerable experience and skill from the part of the practitioners.
An efficient automated CCP recognition system can compensate this gap and ensure consistent and unbiased interpretation of CCPs, leading to a lesser number o f false alarms and better implementation of control charts. Aiming this, several approaches have been proposed for CCP recognition. So me of the researchers used the expert systems [4] [5] [6] . The advantage of an expert system or ru lebased system is that it contains the information explicitly. If required, the rules can be modified and updated easily. However, the use of rules based on statistical properties has the difficulty that similar statistical properties may be derived for some patterns of different classes, which may create problems of incorrect recognition.
Some researchers [7] [8] [9] [10] [11] [12] [13] use supervised neural networks, including mu lti-layer perceptron (M LP) and radial basis function (RBF), to classify different types of process signal or CCPs. Pham et al. [14, 15] and Yang and Yang [16] adopted learning vector quantization (LVQ) to accomplish the same task. Wang et al. [17] successfully combined the self-organized map with adaptive resonance theory to recognize concurrent (mixture) process signals. The advantage with neural network is that it is capable of handling noisy measurements requiring no assumption about the statistical distribution of the monitored data. It learns to recognize patterns directly through typical examp le patterns during a training phase. One disadvantage with neural network is the difficu lty in understanding how a particular classification decision has been reached and also in determining the details of how a g iven pattern resembles a particular class. In addition, there is no systematic way to select the topology and architecture of a neural network. In general, th is has to be determined empirically, which can be time consuming.
Most the existing techniques used the unprocessed data as the inputs of the CCPs recognition system. The use of unprocessed CCP data further has many problems, such as the amount of data to be p rocessed is large. On the other hand, the approaches that use features are more flexib le to deal with a co mp lex process problem, especially when no prior information is availab le. If the features represent the characteristic of patterns exp licitly and if their co mponents are reproducible with the process conditions, the classifier recognition accuracy will increase. Further, if the feature is amenable to reasoning, it will help in understanding how a particular decision was made and thus makes the recognition p rocess a transparent process. Features could be obtained in various forms, including principal co mponent analysis shape features [13] , correlation between the input and various reference vectors [18] and statistical correlat ion coefficients [19] .
Based on the published papers, there exist some important issues in the design of an automatic CCPs recognition system, which, if suitably addressed, lead to the development of mo re efficient recognizers. One of these issues is the ext raction of the features. In this paper, for obtaining the compact set of features that capture the prominent characteristics of the CCPs in a relatively small nu mber of the co mponents, the multi-resolution wavelets analysis (MRWA) is proposed. Nowadays, in many areas such as image processing, signal processing, especially image co mpression, speech processing, and computer vision, the wavelet transform types are commonly used [20] [21] [22] .
Another issue is related to the choice of the classification approach to be adopted. The developed method uses fuzzy rules for recognition task. In this approach, an expert system for control chart patterns recognitionhas been developed that has fuzzy rules obtained by an ANFIS. The ANFIS repres ents a promising new generation of information processing systems. Adaptive network-based fuzzy inference systems are good at tasks such as pattern matching and classification, function appro ximation, optimization, and data clustering, while traditional co mputers, because of their architecture, are inefficient at these tasks, especially pattern-matching tasks [24, 25] . In the ANFIS train ing process, the vector of rad ius has high efficiency on the performance of the system. In order to increase the accuracy of the proposed system, we intend to find the optimum vector of radius using ICA.
The rest of the paper is organized as follows.Section two presents the wavelet concept. Section three p resents the ANFIS concept. Section four p resents the optimization method. Section fivepresents the proposed method. Section six shows some simu lation results and, finally, Section seven concludes the paper. decomposition [25] . However, proper choices of wavelet family, order and decomposition level are needed to retain the signal characteristics. Based on these observations, it was decided to try the multi-resolution wavelet analysis for recognition of CCPs. The mult iresolution wavelet analysis (MRWA) provides a collection of the mathemat ical theory to denote a function by means of projection onto a nested sequence of approximation spaces, where the wavelet coefficients will be applied as the parameter that determines where th e data distribution can be coarsened or refined. Multiresolution analysis was developed by Mallat [25] as an efficient and practical filtering algorithm. It was created as a theoretical basis to denote signals that decompose in finer and finer detail. The first stage of decomposition will give the first level appro ximation which if decomposed will g ive the second level appro ximation and so on. Detail analysis is applied with a contracted, high frequency version of the mother wavelet, wh ile approximation analysis is applied with a dilated, low frequency version of the same wavelet.
Denoting the wavelet coefficients with ( , ) h i j and introducing the scaling function () t
It will be proved that:
,,
The first sum in () ftis the approximation and the second one is the details loosed during it. The approximation coefficients j c and the details coefficients j d for each level of deco mposition can be found based on the coefficients derived from the precedent level as:
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As Fig. 2 shown, the original signal S is decomposed into four level by one-dimensional wavelet.W ith G being a low-pass filter and H being a high-pass filter according to: 
III. NEEDED CONCEPTS

A. Adaptive network based fuzzy inference system (ANFIS)
The adaptive network based fuzzy inference system (ANFIS) represents a useful neural network approach for the solution of function approximat ion problems. Data driven procedures for the synthesis of ANFIS networks are typically based on clustering a train ing set of numerical samples of the unknown function to be approximated. Since introduction, ANFIS networks have been successfully applied to classification tasks, rulebased process controls, pattern recognition problems and the like. Here a fu zzy inference system co mprises of the fuzzy model [19, 20] proposed by Takagi, Sugeno and Kang to formalize a systematic approach to generate fuzzy rules fro m an input output data set. More details regarding ANFIS can be found in [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] .
For simp licity, it is assumed that the fuzzy inference system under consideration has two inputs and one output. The rule base contains two fu zzy if-then ru les of Takagi and Sugeno'stype [21] as follows:
x is A and y is B then z is f(x,y) If Where A and B are the fuzzy sets in the antecedents and z=f(x,y) is a crisp function in the consequent. f(x,y) is usually a polynomial for the input variables x and y . But it can also be any other function that can approximately describe the output of the system within the fuzzy region as specified by the antecedent. When f(x,y) is a constant, a zero order Sugeno fuzzy model is formed, which may be considered to be a special case of Mamdani fuzzy inference system [26] where each rule consequent is specified by a fuzzy singleton. If f(x,y) is 
If
Here type-3 fuzzy in ference system proposed by Takagi and Sugeno [27] is used. In this inference system the output of each rule is a linear co mb ination of input variables added by a constant term. The final output is the weighted average of each rule's output. The corresponding equivalent ANFIS structure is shown in Fig. 3 . p , q , r , p , q , r .
In the forward pass of the learning algorithm, consequent parameters are identified by the least squares estimate. In the backward pass, the error signals, which are the derivatives of the squared error with respect to each node output, propagate backward fro m the output layer to the input layer. In this backward pass , the premise parameters are updated by the gradient descent algorithm [28] [29] [30] .
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As described earlier, in ANFIS based system modeling for a set of rules with fixed premises, identification of an optimal fu zzy model with respect to the train ing data reduces to a linear least squares estimation problem. A fast and robust method for identification of fu zzy models fro m input-output data was proposed by Chiu [31, 32] . This method selects the important input variables when building fuzzy model fro m data by combining cluster estimation method with a least squares estimat ion algorith m. The method follows in two steps: (i) first step involves extraction of an in itial fu zzy model fro m input output data by using a cluster estimation method incorporating all possible input variables; (ii) in the next step the important input variables are identified by testing the significance of each variab le in the init ial fu zzy model.
In order to start the modeling process, an initial fuzzy model has to be derived. This model is required to find the number of inputs, number of linguistic variables and hence the number of ru les in the final fu zzy model. The init ial model is also required to select the input variables for the final model and also the model selection criteria, before the final optimal model can be derived. As a first step towards extract ing the init ial fu zzy model the subtractive clustering technique [27] is applied to the input output data pairs, which are obtained fro m the system which is to be modeled. The cluster estimat ion technique helps in locating the cluster centers of the input output data pairs. This in turn helps in the determination of the rules wh ich are scattered in input output space, as each cluster center is an indication of the presence of a rule. In addition to this it also helps to determine the values of the premise parameters. This is important because an in itial value, which is very close to the final value, will eventually result in the quick convergence of the model towards its final value during th e train ing session with neural network. In this clustering technique the potentials of all the input output data points are calculated as functions of their Euclidian d istances fro m all the other data points. The points having a potential above a certain preset value are considered as cluster centers. After the cluster centers are ascertained the initial fuzzy model can be subsequently extracted as the centers will also give an indication of the numbers of linguistic variables. More details regarding the extract ing the init ial fuzzy model can be found in [31] [32] [33] .
B. Imperialist Competitive Algorithm (ICA)
ICA is a population-based stochastic search algorithm. It has been introduced by Atashpaz and Lucas [34, 35] . Since then, it is used to solve some kinds of optimizat ion problem. The algorith m is inspired by imperialistic competition. It attempts to present the social policy of imperialis ms to control more countries and use their sources when colonies are do minated by some rules. If one empire loses its power, the rest of them will co mpete to take its possession. In ICA, this process is simulated by individuals that are known as countries.
This algorith m starts with a randomly init ial population and objective function wh ich is co mputed for them. The most powerful countries are selected as imperialists and the others are colonies of these imperialists .Then the competition between imperialists take place to get more colonies .The best imperialist has more chance to possess more colonies. Then one imperialist with its colonies makes an empire. Fig. 4 shows the initial populations of each empire. If the emp ire is bigger, its colonies are greater and the weaker ones are less. In this figure Imperialist 1 is the most powerful and has the greatest number of colonies.
After divid ing colonies between imperialists, these colonies approach their related imperialist countries. 
 
If after this movement one of the colonies possess more power than its relevant imperialist, they will exchange their positions. To begin the competition between empires, total objective function of each emp ire should be calculated. It depends on objective function of both an imperialist and its colonies. Then the co mpetit ion starts, the weakest empire loses its possession and powerful ones try to gain it. The emp ire that has lost all its colonies will collapse. At last the most powerful emp ire will take the possession of other empires and wins the competition. Step 1: The init ial population for each emp ire should be generated randomly.
Step 2: Move the colonies toward their relevant imperialist.
Step 3: Exchange the position of a colony and the imperialist if its cost is lower.
Step 4: Compute the objective function of all empires.
Step 5: Pick the weakes t colony and give it to one of the best empires.
Step 6: Eliminate the powerless empires.
Step 7: If there is just one empire, stop, if not go to 2. The last Imperialist is the solution of the problem.
IV. PROPOSED METHOD
The ANFIS model was developed us ing MATLAB Fuzzy Log ic Toolbo x (2009). A subtractive fu zzy clustering was generated to establish a rule base relationship between the input and the output parameters. The data were d ivided into groups called as clusters using the subtractive clustering method to generate a fuzzy inference system. In this study, the Sugeno-type fuzzy inference system was implemented to obtain a concise representation of a system's behavior with a min imu m number of rules. The linear least square estimat ion was used to determine each rule's consequent equation. A radius value was given in the MATLA B program to specify the cluster center's range of influence to all data dimensions of both input and output. If the cluster radius specified a s mall nu mber, then there will be many s mall clusters in the data that results in many rules. In contrast, specifying a large cluster radius will yield a few large clusters in the data, resulting in fewer ru les [24] . For example, if the data dimension is 3 (e.g., input has two columns and output has one column), rad ii = [0.5 0.4 0.3] specifies that the ranges of influence in the 1st, 2nd and 3rd data dimensions (i.e., the first colu mn of input, the second column of input, and the colu mn of output) are 0.5, 0.4, and 0.3 t imes the width of the data space, respectively. Therefore, in this study, ICA-ANFIS is proposed to find the optimu m vector of radius. Fig. 6 shows a sample cuckoo. In this figure, p denotes the number of inputoutput variables. In this section, we evaluate the performance of the proposed recognizer. For this purpose, we have used the practical and real world data [36] . This dataset contains 600 examp les of control charts. In order to compare the performance of classifiers, the k-fold cross-validation technique is used. The k-fold cross-validation technique proposed by Salzberg [37] was employed in the experiments, with k = 3. The data set was thus split into three portions, with each part of the data sharing the same proportion of each class of data. Two data portions were used in the training process, while the remaining part was used in the testing process. The ANFIS-training methods were run three t imes to allow each slice of the data to take turn as a testing data. The classification accuracy rate is calculated by summing the individual accuracy rate for each run of testing and then dividing the total by three. All the obtained results are the average of 50 independent runs. The feature extraction procedure is implemented based on the mu lti-resolution wavelet (MRW) decomposition of the CCPs to their timefrequency localized coefficients. Careful choices of the wavelet family ext ract unique characteristics of each pattern. Based on extensive experiments, we have concluded that the Haar wavelet family provides the highest recognition accuracy (RA) for the recognition of CCPs. Therefore, for extract ion of the features, we used this type of wavelet. In this section, we have performed several experiments for evaluating the proposed method. All the obtained results are the average of 50 independent runs.
A. Performance of the proposed system
In the first experiment, we co mpare ICA-ANFIS and ANFIS with the Haar wavelet at various levels of wavelet decomposition. The obtained results are shown in Tables  1 and 2 In this experiment, M RW was performed up to level 5 on the CCPs. The appro ximated coefficients are computed in various levels for each of the CCPs. Wavelets are able to separate deterministic and stochastic components of a signal by capturing determin istic changes in a relatively s mall number of large coefficients. Classifier operates on a reduced set of coefficients, wh ich is obtained from the MRWA stage. Adequate recognition performance was provided with only a few features using the -Haar‖ wavelet as co mpared with 60 features. This 
B. Comparison among the different features
As already stated, the features play a vital role in classification of dig ital signal types. In order to investigate the effectiveness of the selected features, we have used the features that have been introduced in some references. Table 3 
C. Performance evaluation ICA-ANFIS with different mother wavelets
We have claimed that the Haar wavelet has better performance than others. In order to indicate th is term, we have evaluated the performance of the recognizer with different mother wavelets. The maximu m value of the fitness function (classification accuracy) based on HIM with the other mother wavelet at the various levels of wavelet deco mposition is shown in Table 4 . Fro m Table  4 , it is found that the Haar wavelet with the second level of decomposition shows better recognition accuracy than the other wavelet with various levels. 
E. Comparison the performance of IC A with other optimization algorithms
In order to co mpare the performance of ICA with other optimization algorithms, we have used a genetic algorith m (GA ) [38] , particle swarm optimizat ion (PSO) [39] and shuffled frog-leaping algorith m (SFLA) [40] 
F. Comparison with different classifier
The performance of the proposed classifier has been compared with other classifiers for investigating the capability of the proposed classifier, as indicated in Table  7 . In this respect, probabilistic neural networks (PNN) [41] , radial basis function (RBF) neural network [42] and mu lti-layer perceptron(MLP) neural network with different training algorith ms such as back propagation learning algorithm (BP) [43] and resilient propagation learning algorith m (RP) [44] are considered. They comprise para meters that should be readjusted in any new classification. Furthermo re, those parameters regulate the classifiers to be best fitted in fo r classification task. In most cases, there is no classical method for obtaining the values of the same and, therefore, they are experimentally specified through trial and error. It can be seen from Table 7 that the proposed method has better recognition accuracy than the other classifiers. 
G.Comparison and discussion
For comparison purposes, Table 9 gives the classification accuracies of our method and previous methods applied to the same database. As can be seen fro m the results, proposed method obtains a excellent classification accuracy. [48] 1992 MLP 94.30 [15] 1994 LVQ 97.70 [8] 1997 MLP 99.00 [12] 1999 MLP(SPA) 96.38 [47] 2003 MLP 97.18 [46] 2006 MLP 97.20 [7] 2008 MLP(RSFM) 97.46 [9] 2008 PNN 95.58 [45] 2009 MLP 97.22 T his work -ANFIS 99.39
VI. CONCLUSION
CCPs are important statistical process control tools for determining whether a process is run in its intended mode or in the presence of unnatural patterns. In this paper, we proposed a method for CCP classificat ion based on MRW and ANFIS. Th is paper focuses on the improvement of the classical ANFIS model by means of the integration of ICA and ANFIS. This study presents the methods for improving ANFIS performance in two aspects: feature extraction and parameter optimization. ICA is used to select appropriate parameters of ANFIS classifier. This paper applies the proposed ICA-ANFIS model to the classification problem using a data set. We evaluated the proposed model using the data set and compared it with other models. The results showed that the proposed model was effective in finding the parameters of ANFIS, and that it improved classification accuracy. The simu lation results, using the ICA -ANFIS model, show that the highest recognition accuracy (RA) (99.39%) is achieved at the first level of wavelet decomposition with the Haar wavelet.
