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Abstract
We study 2D Navier-Stokes equations with a constraint on L2 energy of the solution. We prove
the existence and uniqueness of a global solution for the constrained Navier-Stokes equation on
R
2 and T2, by a fixed point argument. We also show that the solution of constrained Navier-
Stokes converges to the solution of Euler equation as viscosity ν vanishes.
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1. Introduction
The motivation for this paper is twofold. Firstly Caglioti et.al. in [7] studied the well-
posedness and asymptotic behaviour of two dimensional Navier-Stokes equations in the vorticity
form with two constraints: constant energy E(ω) and moment of inertia I(ω)
∂ω
∂t
+ u · ∇ω = ν∆ω − ν div
[
ω∇
(
bψ + a |x|
2
2
)]
,
which can be rewritten as
∂ω
∂t
+ u · ∇ω = ν div
[
ω∇
(
logω − bψ − a |x|
2
2
)]
, (1.1)
where ω = Curl(u), a = a(ω) and b = b(ω) are the Lagrange multipliers associated to those
constraints and
E(ω) =
∫
R2
ψω dx, I(ω) =
∫
R2
|x|2ω dx, ψ = −∆−1ω.
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They were able to show the existence of a unique classical global-in-time solution to (1.1) for a
family of initial data [7, Theorem 5]. They were also able to prove that the solution to (1.1) con-
verges, as time tends to +∞, to the unique solution of an associated microcanonical variational
problem [7, Theorem 8].
Secondly, Rybka [18] and Caffarelli & Lin [6] study the linear heat equation with constraints.
Rybka studied heat flow on a manifold M given by
M =
{
u ∈ L2(Ω) ∩ C(Ω) :
∫
Ω
uk(x) dx = Ck, k = 1, . . . ,N
}
,
where Ω denotes a connected bounded region in R2 with smooth boundary. He proved [18,
Theorem 2.5] the existence of the unique global solution for the projected heat equation

du
dt = ∆u −
∑N
k=1 λku
k−1 in Ω ⊂ R2,
∂u
∂n
= 0 on ∂Ω, u(0, x) = u0,
(1.2)
where λk = λk(u) are such that ut is orthogonal to Span
{
uk−1
}
. He also showed that the solutions
to (1.2) converges to a steady state as time tends to +∞.
On the other hand Caffarelli and Lin initially establish the existence and uniqueness of a global,
energy-conserving solution to the heat equation [6, Theorem 1.1]. They were then able to extend
these results to more general family of singularly perturbed systems of nonlocal parabolic equa-
tions [6, Theorem 3.1]. Their main result was to prove the strong convergence of the solutions to
these perturbed systems to some weak-solutions of the limiting constrained nonlocal heat flows
of maps into a singular space.
In this paper we consider a problem which links the aforementioned works. We consider
Navier-Stokes equations as in [7], but subject to the same energy constraint as in [6, 18]. Contrary
to [7] we prove global-in-time existence of the solution but only on a torus, namely in the periodic
case. Surprisingly our proof of global existence does not hold for a general bounded domain,
although the local existence holds. We also prove our result of global existence of the solution
for R2. We additionally show that, in vanishing viscosity limit, the solution of the constrained
equation (1.3) below, converges to the Bardos solution (see [1]) of the Euler equation (formally
obtained setting ν = 0).
We are interested in the Cauchy problem

du
dt = −νAu + ν|∇u|
2 u − B(u, u),
u(0) = u0,
(1.3)
where u ∈ H, and H is a space of divergence free, mean zero vector fields on a torus, see (2.2)
below for a precise definition.
The above problem has a local maximal solution for each u0 ∈ V∩M, where V is defined in
(2.2) and
M = {u ∈ H : |u| = 1}.
Moreover u(t) ∈ M for all times t. This result is true both for NSEs on a bounded domain or with
periodic boundary conditions (i.e. on a torus). In a more geometrical fashion, equation (1.3) can
be also written as
du
dt = −∇ME(u) − B(u, u),
2
where E(u) = 12 |∇u|2, u ∈ M and ∇ME(u) is the gradient of E with respect to H-norm projected
onto TuM. The remarkable feature of this is that on a torus ∇ME(u) and B(u, u) are orthogonal
in H. This orthogonality holds for the Navier-Stokes without constraint too, i.e. on a torus ∇E(u)
is orthogonal to B(u, u) in H. The fact that this constraint preserves the orthogonality somehow
makes it a natural constraint.
Hence in at least heuristic way
d
dtE(u(t)) =
〈
∇ME(u(t)), dudt
〉
H
= 〈∇ME(u(t)),−∇ME(u(t)) − B(u, u)〉H
= −|∇ME(u(t))|2,
so that E(u(t)) is decreasing and thus the H1,2 norm of the solution remains bounded.
Next we state the two main results of the paper on a torus.
Theorem 1.1. Let u0 ∈ V ∩M and XT = C([0, T ]; V) ∩ L2(0,T; E). Then for every ν > 0 there
exists a global and locally unique solution u ∈ XT of (1.3).
The space XT with more details and the precise definition of the solution of (1.3) will be
given in the Section 3. Theorem 1.1 will be proved in steps in Sections 3 and 4.
Theorem 1.2. Let u0, uν0 ∈ V ∩ M and uν be the solution of (1.3) (existence and uniqueness
of uν follows from Theorem 1.1). Assume that uν0 → u0 in V as ν ↓ 0, and that Curl(uν0) stays
uniformly bounded in L∞(T2). Then for each T > 0, uν converges in C([0, T ]; L2(T2)) to the
unique solution u of the limiting equation (namely (1.3) with ν = 0).
We end the introduction with a brief description of the content of the paper. In Section 2, we
introduce a constrained Navier-Stokes equation. In Section 3, a precise definition of the solution
is given, and local existence and uniqueness are proved, together with some basic properties
of the solution. In Section 4, global existence is established. Finally, in Section 5 we prove
Theorem 1.2.
2. Constrained Navier-Stokes equations
2.1. General Notations
Let O be either a bounded domain in R2, R2 or T2. For p ∈ [1,∞] and k ∈ N, the Lebesgue
and Sobolev spaces of R2-valued functions will be denoted by Lp(O,R2) and Wk,p(O,R2) respec-
tively, and often Lp and Wk,p whenever the context is understood. The usual scalar product on
L2 is denoted by 〈u, v〉 for u, v ∈ L2. The associated norm is given by |u|, u ∈ L2. We also write
Wk,2(O,R2) := Hk and will denote it’s norm by ‖ · ‖Hk . In particular the scalar product for H1 is
given by
〈u, v〉H1 = 〈u, v〉 + 〈∇u,∇v〉, u, v ∈ H1,
and thus the norm is
‖u‖H1 =
[
|u|2 + |∇u|2
]1/2
.
In the following two subsections we will introduce some additional spaces. The structure of the
spaces will depend on the choice of O.
3
2.2. Functional setting for R2
We consider the whole space R2. We introduce the following spaces:
H = {u ∈ L2(R2,R2) : ∇ · u = 0},
V = H1 ∩ H. (2.1)
We endow H with the scalar product and norm of L2 and denote it by 〈u, v〉H, |u|H respectively
for u, v ∈ H. We equip the space V with the scalar product and norm of H1 and will denote it by
〈·, ·〉V and ‖ · ‖V respectively.
Let Π : L2 → H be Leray-Helmholtz projection operator which projects the vector fields on
the plane of divergence free vector fields. We denote by A : D(A) → H, the Stokes operator
which is defined by
D(A) = H ∩ H2(R2),
Au = −Π∆u, u ∈ D(A).
It is well known that A is a self adjoint non-negative operator in H. Note that ∆ and Π commute
with each other. Moreover
D((A + I)1/2) = V and 〈Au, u〉 = |∇u|2, u ∈ D(A).
From now onwards we will denote E := D(A).
2.3. Functional setting for a periodic domain
We denote the bounded periodic domain by T2 which can be identified to a two dimensional
torus. We introduce the following spaces:
L
2
0 = {u ∈ L2(T2,R2) :
∫
T2
u(x) dx = 0},
H = {u ∈ L20 : ∇ · u = 0},
V = H1 ∩ H.
(2.2)
We endow H with the scalar product and norm of L2 and denote it by 〈u, v〉H, |u|H respectively
for u, v ∈ H. We equip the space V with the scalar product 〈∇u,∇v〉H and norm ‖u‖V, u, v ∈ V.
One can show that in the case of T2 V-norm ‖ · ‖V, and H1-norm ‖ · ‖H1 are equivalent on V.
As before we denote by A : D(A) → H, the Stokes operator which is defined by
D(A) = H ∩ H2(T2),
Au = −∆u, u ∈ D(A).
It is well known that A is a self adjoint positive operator in H. Moreover
D(A1/2) = V and 〈Au, u〉 = ‖u‖2V = |∇u|2, u ∈ D(A).
In the following subsection we will introduce a tri-linear form which is well defined for any
general domain O and will state some of it’s properties.
4
2.4. Preliminaries
From now onwards we denote our domain by O which can be either R2 or T2. We introduce
a continuous tri-linear form b : Lp × W1,q × Lr → R,
b(u, v,w) =
2∑
i, j=1
∫
O
ui
∂v j
∂xi
w j dx,
where p, q, r ∈ [1,∞] satisfies
1
p
+
1
q
+
1
r
≤ 1.
We can define a bilinear map B : V × V → V′ such that
〈B(u, v), φ〉 = b(u, v, φ), for u, v, φ ∈ V,
where 〈·, ·〉 denotes the duality between V and V ′. If u ∈ V, v ∈ E and φ ∈ H then
|b(u, v, φ)| ≤
√
2 |u|
1
2
H ‖u‖
1
2
V ‖v‖
1
2
V |v|
1
2
E |φ|H.
Thus b can be uniquely extended to the tri-linear form (denoted by the same letter)
b : V × E × H → R.
We can now also extend the operator B uniquely to a bounded linear operator
B : V × E → H.
The following properties of the tri-linear map b and the bilinear map B are very well estab-
lished in [19] and Appendix A,
b(u, u, u) = 0, u ∈ V,
b(u,w,w) = 0, u ∈ V,w ∈ H1,
〈B(u, u), Au〉H = 0, u ∈ D(A).
The 2D Navier-Stokes equations are given as following:

∂u(x, t)
∂t
− ν∆u(x, t) + (u(x, t) · ∇)u(x, t) + ∇p(x, t) = 0,
∇ · u(x, t) = 0,
u(x, 0) = u0(x),
(2.3)
where x ∈ O and t ∈ [0, T ] for every T > 0; u : O → R2 and p : O → R are velocity and pressure
of the fluid respectively. ν is the viscosity of the fluid (with no loss of generality, ν will be taken
equal to 1 for the rest of the article, except in the Section 5).
With all the notations as defined in the subsections 2.1 and 2.2, the Navier-Stokes equation
(2.3) projected on divergence free vector field is given by

du
dt + Au + B(u, u) = 0,
u(0) = u0.
(2.4)
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Let us denote the set of divergence free R2-valued functions with unit L2 norm, as following
M = {u ∈ H : |u| = 1}.
Then the tangent space at u is defined as,
TuM = {v ∈ H : 〈v, u〉H = 0}, u ∈ M.
We define a linear map piu : H → TuM by
piu(v) = v − 〈v, u〉H u,
then piu is the orthogonal projection from H into TuM.
Let F(u) = Au + B(u, u) and ˆF(u) be the projection of F(u) on the tangent space TuM, then
ˆF(u) = piu(F(u))
= F(u) − 〈F(u), u〉H u
= Au + B(u, u)− 〈Au + B(u, u), u〉H u
= Au − 〈Au, u〉H u + B(u, u) − 〈B(u, u), u〉H u
= Au − |∇u|2 u + B(u, u).
The last equality follows from the identity that 〈B(u, u), u〉H = 0.
Remark 2.1. Since 〈B(u, u), u〉H = 0 and u ∈ M, B(u, u) ∈ TuM.
Thus by projecting NSEs (2.4) on the manifold M, we obtain our constrained Navier-Stokes
equation which is given by

du
dt + Au − |∇u|
2 u + B(u, u) = 0,
u(0) = u0 ∈ V ∩M.
(2.5)
3. Local solution : Existence and Uniqueness
In this section we will establish the existence of a local solution of the problem (2.5) by using
fixed point method. We obtain certain estimates for non-linear terms of (2.5) using preliminaries
from the previous section. After obtaining these estimates we construct a globally Lipschitz map.
Some ideas in the Subsection 3.1 are based on [5].
We use the following well established [19] result to obtain the estimates.
Lemma 3.1. For any open set Ω ⊂ R2 and every v ∈ H1, we have
|v|L4(Ω) ≤ 21/4|v|1/2L2(Ω)|∇v|
1/2
L2(Ω), v ∈ H1(Ω).
In what follows we assume that E,V and H are spaces defined before in Section 2.
6
Lemma 3.2. Let G1 : V → H be defined by
G1(u) = |∇u|2 u, u ∈ V.
Then there exists C > 0 such that for u1, u2 ∈ V,
|G1(u1) −G1(u2)|H ≤ C‖u1 − u2‖V[‖u1‖V + ‖u2‖V]2. (3.1)
Proof. Let us consider u1, u2 ∈ V, then
|G1(u1) − G1(u2)|H =
∣∣∣|∇u1|2 u1 − |∇u2|2 u2∣∣∣H
=
∣∣∣|∇u1|2 u1 − |∇u1|2 u2 + |∇u1|2 u2 − |∇u2|2 u2∣∣∣H
=
∣∣∣|∇u1|2 (u1 − u2) + (|∇u1|2 − |∇u2|2) u2∣∣∣H
≤ |∇u1|2 |u1 − u2|H + [|∇u1| + |∇u2|] [|∇u1| − |∇u2|] |u2|H
≤ |∇u1|2 |u1 − u2|H + [|∇u1| + |∇u2|] |∇(u1 − u2)| |u2|H
≤ C
[
|∇u1|2 ‖u1 − u2‖V + [|∇u1| + |∇u2|] |∇(u1 − u2)| ‖u2‖V
]
≤ C‖u1 − u2‖V
[
|∇u1|2 + |∇u2| ‖u2‖V + |∇u1| ‖u2‖V
]
,
where we have repeatedly used the fact that V is continuously embedded in H. Thus we obtain,
|G1(u1) − G1(u2)|H ≤ C‖u1 − u2‖V [‖u1‖V + ‖u2‖V]2 .
Lemma 3.3. Let G2 : E → H be defined by
G2(u) = B(u, u), u ∈ E.
Then there exists ˜C > 0 such that for u1, u2 ∈ E,
|G2(u1) −G2(u2)|H ≤ ˜C
[
‖u1‖1/2V |u1|1/2E ‖u1 − u2‖V + ‖u2‖V‖u1 − u2‖1/2V |u1 − u2|1/2E
]
. (3.2)
Proof. Let us take u1, u2 ∈ E, then
|G2(u1) −G2(u2)|H = |B(u1, u1) − B(u2, u2)|H
= |B(u1, u1) − B(u2, u1) + B(u2, u1) − B(u2, u2)|H
= |B(u1 − u2, u1) + B(u2, u1 − u2)|H
= |Π [(u1 − u2) · ∇ u1] + Π [u2 · ∇ (u1 − u2)]|H
≤ |(u1 − u2) · ∇ u1|H + |u2 · ∇ (u1 − u2)|H
≤ |u1 − u2|L4(O)|∇u1|L4(O) + |u2|L4(O)|∇(u1 − u2)|L4(O).
Now using Lemma 3.1 and the embedding of V in H, we obtain,
|G2(u1) −G2(u2)|H ≤
√
2 |u1 − u2|1/2H |∇(u1 − u2)|1/2H |∇u1|1/2H |∇2u1|1/2H
+
√
2 |u2|1/2H |∇u2|1/2H |∇(u1 − u2)|1/2H |∇2(u1 − u2)|1/2H
≤
√
2C
[
‖u1 − u2‖V‖u1‖1/2V |u1|1/2E
+ ‖u2‖V‖u1 − u2‖1/2V |u1 − u2|1/2E
]
.
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Thus we obtain the following inequality
|G2(u1) −G2(u2)|H ≤ ˜C
[
‖u1‖1/2V |u1|1/2E ‖u1 − u2‖V + ‖u2‖V‖u1 − u2‖1/2V |u1 − u2|1/2E
]
.
3.1. Construction of a globally Lipschitz map
Let θ : R+ → [0, 1] be a C∞0 non-increasing function such that
inf
x∈R+
θ′(x) ≥ −1, θ(x) = 1 iff x ∈ [0, 1] and θ(x) = 0 iff x ∈ [3,∞)
and for n ≥ 1 set θn(·) = θ( ·n ). Observe that if h : R+ → R+ is a non-decreasing function, then
for every x, y ∈ R+,
θn(x)h(x) ≤ h(3n), |θn(x) − θn(y)| ≤ 3n|x − y|.
Set
XT = C([0, T ]; V) ∩ L2(0,T; E),
with norm
|u|2XT = sup
t∈[0,T ]
‖u(t)‖2V +
∫ T
0
|u(t)|2Edt.
Let us define G : E → H as
G(u) := G1(u) −G2(u) = |∇u|2 u − B(u, u). (3.3)
Lemma 3.4. Suppose G : E → H is a map defined in (3.3). Let T > 0, define a map Φn,T : XT →
L2(0, T ; H) by
Φn,T (u)(x, t) = θn(|u|Xt)G(u)(x, t). (3.4)
Then Φn,T is globally Lipschitz and moreover, for any u1, u2 ∈ XT ,
|Φn,T (u1) −Φn,T (u2)|L2(0,T ;H) ≤ K(n, T )|u1 − u2|XT T
1
4 , (3.5)
where
K(n, T ) = 3n
(
27n3T 1/4 + 9n2 + 12nT 1/4 + 2
)
,
depends on n and T only.
Proof. Assume that u1, u2 ∈ XT . Set
τi = inf
{
t ∈ [0, T ]; |ui|Xt ≥ 3n
}
, i = 1, 2.
Without loss of generality assume that τ1 ≤ τ2. Consider
|Φn,T (u1) −Φn,T (u2)|L2(0,T ;H) =
[∫ T
0
|Φn,T (u1) −Φn,T (u2)|2H dt
] 1
2
=
[∫ T
0
∣∣∣∣θn(|u1|Xt )G(u1) − θn(|u2|Xt )G(u2)
∣∣∣∣2
H
dt
] 1
2
,
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for i = 1, 2 θn(|ui|Xt ) = 0 for t ≥ τ2, thus we have
|Φn,T (u1) −Φn,T (u2)|L2(0,T ;H) =
[∫ τ2
0
∣∣∣∣θn(|u1|Xt )G(u1) − θn(|u2|Xt )G(u2)
∣∣∣∣2
H
dt
] 1
2
=
[ ∫ τ2
0
∣∣∣∣θn(|u1|Xt ) [G1(u1) −G2(u1)]
− θn(|u2|Xt ) [G1(u2) − G2(u2)]
∣∣∣∣2
H
dt
] 1
2
=
[ ∫ τ2
0
∣∣∣∣θn(|u1|Xt )G1(u1) − θn(|u1|Xt )G1(u2)
+ θn(|u1|Xt )G1(u2) − θn(|u2|Xt )G1(u2)
+ θn(|u1|Xt )G2(u2) − θn(|u1|Xt )G2(u1)
+ θn(|u2|Xt )G2(u2) − θn(|u1|Xt )G2(u2)
∣∣∣∣2
H
dt
] 1
2
.
Using the Minkowski inequality we get,
|Φn,T (u1) −Φn,T (u2)|L2(0,T ;H) ≤
[∫ τ2
0
∣∣∣∣θn(|u1|Xt ) [G1(u1) −G1(u2)]
∣∣∣∣2
H
dt
] 1
2
+
[∫ τ2
0
∣∣∣∣ [θn(|u1|Xt ) − θn(|u2|Xt )]G1(u2)
∣∣∣∣2
H
dt
] 1
2
+
[∫ τ2
0
∣∣∣∣θn(|u1|Xt ) [G2(u2) −G2(u1)]
∣∣∣∣2
H
dt
] 1
2
+
[∫ τ2
0
∣∣∣∣ [θn(|u2|Xt ) − θn(|u1|Xt )]G2(u2)
∣∣∣∣2
H
dt
] 1
2
.
Set
A1 =
[∫ τ2
0
∣∣∣∣ [θn(|u1|Xt ) − θn(|u2|Xt )]G1(u2)
∣∣∣∣2
H
dt
] 1
2
,
A2 =
[∫ τ2
0
∣∣∣∣θn(|u1|Xt ) [G1(u1) − G1(u2)]
∣∣∣∣2
H
dt
] 1
2
,
A3 =
[∫ τ2
0
∣∣∣∣ [θn(|u2|Xt ) − θn(|u1|Xt )]G2(u2)
∣∣∣∣2
H
dt
] 1
2
,
A4 =
[∫ τ2
0
∣∣∣∣θn(|u1|Xt ) [G2(u2) − G2(u1)]
∣∣∣∣2
H
dt
] 1
2
.
and hence
|Φn,T (u1) −Φn,T (u2)|L2(0,T ;H) ≤ A1 + A2 + A3 + A4. (3.6)
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Since θn is a Lipschitz function with Lipschitz constant 3n we obtain,
A21 =
∫ τ2
0
∣∣∣[θn(|u1|Xt ) − θn(|u2|Xt )]G1(u2)∣∣∣2H dt
≤ 9n2
∫ τ2
0
∣∣∣ |u1|Xt − |u2|Xt ∣∣∣2H |G1(u2)|2H dt.
Again using the Minkowski inequality we get
A21 ≤ 9n2
∫ τ2
0
|u1 − u2|2Xt |G1(u2)|2H dt
≤ 9n2 |u1 − u2|2XT
∫ τ2
0
|G1(u2)|2H dt. (3.7)
Now consider
∫ τ2
0 |G1(u2)|2H dt; using (3.1) we get∫ τ2
0
|G1(u2)|2H dt ≤ C
∫ τ2
0
‖u2(t)‖6Vdt
≤ C2
[
sup
t∈[0,τ2]
‖u2(t)‖6V
] ∫ τ2
0
dt
≤ C2
[
sup
t∈[0,τ2]
‖u2(t)‖2V
]3
τ2.
Since
|u2|2Xτ2 = supt∈[0,τ2]
‖u2(t)‖2V +
∫ τ2
0
|u2(t)|2Edt,
thus
sup
t∈[0,τ2]
‖u2(t)‖2V ≤ |u2|2Xτ2 ,
and using
|u2|Xτ2 ≤ 3n,
we get
∫ τ2
0
|G1(u2)|2H dt ≤ C
[
sup
t∈[0,τ2]
‖u2(t)‖2V
]3
τ2
≤ C|u2|6Xτ2 τ2
≤ C(3n)6τ2.
Hence, the inequality (3.7) takes the form
A21 ≤ 9n2C |u1 − u2|2XT (3n)6 τ2,
A1 ≤ (3n)4C |u1 − u2|XT τ
1
2
2 . (3.8)
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Similarly, since θn(|u1|Xt ) = 0 for t ≥ τ1 and τ1 ≤ τ2, we have
A2 =
[∫ τ2
0
∣∣∣θn(|u1|Xt ) [G1(u1) −G1(u2)] ∣∣∣2H dt
] 1
2
=
[∫ τ1
0
∣∣∣θn(|u1|Xt ) [G1(u1) −G1(u2)] ∣∣∣2H dt
] 1
2
.
Since θn(|u1|Xt ) ≤ 1 for t ∈ [0, τ1) and using (3.1), we have
A22 ≤
∫ τ1
0
|G1(u1) −G1(u2)|2H dt
≤ C2
∫ τ1
0
‖u1 − u2‖2V [‖u1‖V + ‖u2‖V]4 dt
≤ C2 sup
t∈[0,τ1]
‖u1 − u2‖2V
∫ τ1
0
[‖u1‖V + ‖u2‖V]4 dt
≤ C2|u1 − u2|2XT sup
t∈[0,τ1]
[‖u1‖V + ‖u2‖V]4
∫ τ1
0
dt
≤ C2|u1 − u2|2XT
[
|u1|Xτ1 + |u2|Xτ1
]4
τ1.
Since |ui|Xτi ≤ 3n, i = 1, 2. We get,
A22 ≤ C2|u1 − u2|2XT
[
|u1|Xτ1 + |u2|Xτ1
]4
τ1
≤ C2|u1 − u2|2XT τ1 [3n + 3n]4
A22 ≤ (6n)4C2|u1 − u2|2XT τ1.
Thus,
A2 ≤ (6n)2C|u1 − u2|XT τ
1
2
1 . (3.9)
Now we consider,
A23 =
∫ τ2
0
∣∣∣∣ [θn(|u2|Xt ) − θn(|u1|Xt )]G2(u2)
∣∣∣∣2
H
dt.
Since θn is a Lipschitz function with Lipschitz constant 3n we obtain,
A23 ≤ 9n2
∫ τ2
0
∣∣∣|u2|Xt − |u1|Xt ∣∣∣2H
∣∣∣G2(u2)∣∣∣2Hdt.
Using the Minkowski inequality we get
A23 ≤ 9n2
∫ τ2
0
∣∣∣u1 − u2∣∣∣2Xt
∣∣∣G2(u2)∣∣∣2Hdt
≤ 9n2
∣∣∣u1 − u2∣∣∣2XT
∫ τ2
0
∣∣∣G2(u2)∣∣∣2Hdt. (3.10)
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Now consider
∫ τ2
0
∣∣∣G2(u2)∣∣∣2Hdt; using (3.2) we get∫ τ2
0
∣∣∣G2(u2)∣∣∣2Hdt ≤ ˜C2
∫ τ2
0
‖u2(t)‖3V|u2|Edt
≤ ˜C2
[
sup
t∈[0,τ2]
‖u2(t)‖2V
] 3
2
∫ τ2
0
|u2|Edt.
We apply the Ho¨lder inequality to obtain,
∫ τ2
0
∣∣∣G2(u2)∣∣∣2Hdt ≤ ˜C2|u2|3Xτ2
[∫ τ2
0
|u2|2Edt
] 1
2
[∫ τ2
0
dt
] 1
2
.
Now since
∫ τ2
0 |u2|2Edt ≤ |u2|2Xτ2 and |u2|Xτ2 ≤ 3n,∫ τ2
0
∣∣∣G2(u2)∣∣∣2Hdt ≤ ˜C2|u2|3Xτ2 |u2|Xτ2τ
1
2
2
≤ ˜C2(3n)4τ
1
2
2 .
Hence, the inequality (3.10) takes form
A23 ≤ 9n2 ˜C2|u1 − u2|2XT (3n)4τ
1
2
2
A3 ≤ (3n)3 ˜C|u1 − u2|XT τ
1
4
2 . (3.11)
Since θn(|u1|Xt ) = 0 for t > τ1 and τ1 < τ2 we have,
A4 =
[∫ τ2
0
∣∣∣∣θn(|u1|Xt ) [G2(u2) −G2(u1)]
∣∣∣∣2
H
dt
] 1
2
=
[∫ τ1
0
∣∣∣∣θn(|u1|Xt ) [G2(u2) −G2(u1)]
∣∣∣∣2
H
dt
] 1
2
.
Since θn(|u1|Xt ) ≤ 1 for t ∈ [0, τ1] and using (3.2) we have,
A4 ≤
[∫ τ1
0
∣∣∣∣G2(u2) −G2(u1)
∣∣∣∣2
H
dt
] 1
2
≤ ˜C
[∫ τ1
0
[
‖u1‖1/2V |u1|1/2E ‖u1 − u2‖V + ‖u1 − u2‖1/2V |u1 − u2|1/2E ‖u2‖V
]2
dt
] 1
2
.
Now by the Minkowski inequality,
A4 ≤ ˜C

[∫ τ1
0
|u1|E‖u1 − u2‖2V‖u1‖Vdt
] 1
2
+
[∫ τ1
0
‖u2‖2V|u1 − u2|1/2E ‖u1 − u2‖Vdt
] 1
2

≤ ˜C
 sup
t∈[0,τ1]
‖u1 − u2‖2V
[
sup
t∈[0,τ1
‖u1‖2V
] 1
2
∫ τ1
0
|u1|Edt

1
2
+ ˜C
 sup
t∈[0,τ1]
‖u2‖2V
[
sup
t∈[0,τ1]
‖u1 − u2‖2V
] 1
2
∫ τ1
0
|u1 − u2|Edt

1
2
.
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Since
sup
t∈[0,τ1]
‖ui‖2V ≤ |ui|2Xτ1 ,
∫ τ1
0
|u1|2Edt ≤ |u1|2Xτ1 , |ui|Xτ1 ≤ 3n, i = 1, 2,
and by using the Ho¨lder inequality we obtain,
A4 ≤ ˜C
|u1 − u2|2XT |u1|Xτ1
[∫ τ1
0
|u1|2Edt
] 1
2
[∫ τ1
0
dt
] 1
2

1
2
+ ˜C
|u1 − u2|XT |u2|2Xτ1
[∫ τ1
0
|u1 − u2|2Edt
] 1
2
[∫ τ1
0
dt
] 1
2

1
2
≤ ˜C
[
|u1 − u2|2XT |u1|2Xτ1τ
1
2
1
] 1
2
+ ˜C
[
|u1 − u2|2XT |u2|2Xτ1 τ
1
2
1
] 1
2
≤ ˜C|u1 − u2|XT τ
1
4
1 [3n + 3n] .
Thus
A4 ≤ 6n ˜C|u1 − u2|XT τ
1
4
1 . (3.12)
Now using (3.8), (3.10), (3.11) and (3.12) in (3.6), we obtain
|Φn,T (u1) −Φn,T (u2)|L2(0,T ;H) ≤ (3n)4C|u1 − u2|XT τ
1
2
2 + (6n)2C|u1 − u2|XT τ
1
2
1
+ (3n)3 ˜C|u1 − u2|XT τ
1
4
2 + 6n ˜C|u1 − u2|XT τ
1
4
1
≤ (3n)4C|u1 − u2|XT T
1
2 + (6n)2C|u1 − u2|XT T
1
2
+ (3n)3 ˜C|u1 − u2|XT T
1
4 + 6n ˜C|u1 − u2|XT T
1
4
= K(n, T )|u1 − u2|XT T
1
4 ,
where
K(n, T ) = 3n
(
27n3T 1/4 + 9n2 + 12nT 1/4 + 2
)
,
is a constant which depends only on n and T . Thus we have proved that Φn,T is a Lipschitz
function and satisfies (3.2).
3.2. Assumptions and definition of a solution
Assume that E ⊂ V ⊂ H continuously and S (t) is a family of bounded linear operators on
space H such that there exist C1,C2 > 0 s.t.
A1. For every T > 0 and f ∈ L2(0, T ; H) a function u = S ∗ f , defined by
u(t) =
∫ T
0
S (t − r) f (r)dr t ∈ [0, T ],
belongs to XT and
|u|XT ≤ C1| f |L2(0,T ;H). (3.13)
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A2. For every T > 0 and u0 ∈ V a function u = S u0 defined by
u(t) = S (t)u0,
belongs to XT and
|u|XT ≤ C2‖u0‖V. (3.14)
Definition 3.5. • A solution of (2.5) on [0, T ], T ∈ [0,∞) is a function u ∈ XT satisfying
u(t) = S (t)u0 +
∫ t
0
S (t − r)G(u(r))dr ∀ t ∈ [0, T ],
where G : E → H is defined by
G(u) = |∇u|2 u − B(u, u), u ∈ E.
• Let τ ∈ [0,∞]. A function u ∈ C([0, τ),V) is a solution to (2.5) on [0, τ) iff ∀ T < τ,
u|[0,T ] ∈ XT and satisfies
u(t) = S (t)u0 +
∫ t
0
S (t − r)G(u(r))dr ∀ t ∈ [0, T ].
Define a function Ψn,T : XT → XT by
Ψn,T (u) = S (t)u0 + S ∗Φn,T (u).
Lemma 3.6. u is the unique solution of (2.5) iff u is a fixed point of Ψn,T .
3.3. Local existence
Lemma 3.7. Assume that the assumptions (A1)-(A2) hold. Consider a map Ψn,T : XT → XT
defined by
Ψn,T (u) = S u0 + S ∗ Φn,T (u),
where Φn,T is as in Lemma 3.4. Then there exists a constant C1 > 0 such that Ψn,T satisfies
following inequality
|Ψn,T (u1) −Ψn,T (u2)|XT ≤ C1K(n, T )|u1 − u2|XT T
1
4 , u1, u2 ∈ XT , (3.15)
where K(n, T ) has been introduced in Lemma 3.4. Moreover, ∀ ε ∈ (0, 1) ∃ T0 = T0(n, ε) such
that for every u0 ∈ V, Ψn,T is an ε-contraction for T ≤ T0.
Proof. The map Ψn,T is evidently well defined. Now for any u1, u2 ∈ XT ,
|Ψn,T (u1) −Ψn,T (u2)|XT =
∣∣∣∣S (t)u0 + S ∗ Φn,T (u1) − S (t)u0 + S ∗ Φn,T (u2)
∣∣∣∣
XT
=
∣∣∣∣S ∗ (Φn,T (u1) −Φn,T (u2))
∣∣∣∣
XT
,
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then by treating S ∗ (Φn,T (u1) − Φn,T (u2)) as u and [Φn,T (u1) − Φn,T (u2)] ∈ L2(0, T ; H) as f in
inequality (3.13) and using Lemma 3.4 we get
|Ψn,T (u1) −Ψn,T (u2)|XT ≤ C1|Φn,T (u1) −Φn,T (u2)|L2(0,T ;H)
≤ C1K(n, T )|u1 − u2|XT T
1
4 ,
which shows that Ψn,T is globally Lipschitz and satisfies (3.15).
Let us fix n ∈ N and ε ∈ (0, 1). Since the constant C1 is independent of T , we can find a
T0 = T0(n, ε) such that
C1K(n, T0)T
1
4
0 = ε,
and thus Ψn,T is an ε-contraction for T ≤ T0.
Let ε ∈ (0, 1) then from Lemma 3.7, Ψn,T is an ε-contraction for T = T0(n, ε) and thus by
Banach Fixed Point Theorem there exists a unique un ∈ XT 1 s.t.
un = Ψn,T (un).
This implies that
un(t) = [Ψn,T (un)](t), t ∈ [0, T0].
Let us define
τn = inf{t ∈ [0, T0] : |un|Xt ≥ n}.
Remark 3.8. If |un|Xt < n for each t ∈ [0, T n0 ] then τn = T n0 .
Theorem 3.9. Let R > 0 be given then ∃ T∗ = T∗(R) such that for every u0 ∈ V with ‖u0‖V ≤ R
there exists a unique local solution u : [0, T∗] → V of (2.5).
Proof. Let R > 0 and fix ε ∈ (0, 1). Let us choose2 n = ⌊C2R1−ε ⌋ + 1 where C2 is as defined in
(3.14). Now for these fixed n and ε, ∃ T0(n, ε) such that Ψn,T is an ε-contraction for all T ≤ T0.
In particular, it is true for T = T0 and hence by Banach Fixed Point Theorem ∃! un ∈ XT0 such
that
un = Ψn,T (un).
Note that we have
|un|XT0 = |Ψn,T (un)|XT0 = |S u0 + S ∗Φn,T (un)|XT0
≤ |S u0|XT0 + |S ∗Φn,T (un)|XT0 .
1In fact un should have been denoted by un,T but we have refrained from this.
2⌊M⌋ denotes the largest integer less than or equal to M.
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Now from (3.14) and Lemma 3.7 we have,
|un|XT0 ≤ C2‖u0‖V + ε|un|XT0 .
Hence
(1 − ε)|un|XT0 ≤ C2R,
and so
|un|XT0 ≤
C2R
1 − ε ≤ n.
Now since t 7→ | · |Xt is an increasing function the following holds,
|un|Xt ≤ n ∀ t ∈ [0, T0].
In particular |un|XT0 ≤ n, i.e. |un|XT0 is finite and thus un ∈ XT0 .
This implies
θn(|un|Xt ) = 1, t ∈ [0, T0].
Thus for t ∈ [0, T0],
un(t) = S (t)u0 +
∫ t
0
S (t − r)G(un(r))dr.
So un on [0, T∗(R)], where T∗ = T0(n, ε), solves (2.5) and T∗ depends only on R.
Thus we have proved the existence of a unique local solution of (2.5) for every initial data
u0 ∈ V, and this unique solution is denoted by u.
3.4. The solution stays on the manifold M
Lemma 3.10. If u is the solution of (2.5) on [0, τ) then u′ ∈ L2(0, T ; H), for every T < τ.
Proof. Let us fix T < τ. Since u is the solution of (2.5) on [0, τ) it satisfies
du
dt = −Au + |∇u|
2 u − B(u, u). (3.16)
We will show that RHS of (3.16) belongs to L2(0, T ; H) and hence u′ ∈ L2(0, T ; H).
Since u ∈ L2(0, T ; E), Au ∈ L2(0, T ; H). From (3.1) we have
∫ T
0
∣∣∣∣|∇u(t)|2 u(t)
∣∣∣∣2
H
dt ≤
∫ T
0
C2‖u(t)‖6Vdt
≤ C2 sup
t∈[0,T ]
‖u(t)‖6V
∫ T
0
dt
≤ C2T
[
sup
t∈[0,T ]
‖u(t)‖2V
]3
≤ C2T |u|6XT < ∞,
thus we have shown that |∇u|2 u ∈ L2(0, T ; H).
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From (3.2) we have,∫ T
0
∣∣∣∣B(u(t), u(t))
∣∣∣∣2
H
dt ≤ ˜C2
∫ T
0
‖u(t)‖3V|u(t)|Edt
≤ ˜C2 sup
t∈[0,T ]
‖u(t)‖3V
∫ T
0
|u(t)|Edt
≤ ˜C2
[
sup
t∈[0,T ]
‖u(t)‖2V
] 3
2
[∫ T
0
|u(t)|2Edt
] 1
2
[∫ T
0
dt
] 1
2
≤ ˜C2|u|3XT |u|XT T
1
2 < ∞.
Thus the non linear term from Navier-Stokes also belongs to L2(0, T ; H) and hence RHS of (3.16)
belongs to L2(0, T ; H) which implies u′ ∈ L2(0, T ; H) for all T < τ.
The following Lemma is taken from [19]. It proves the existence of an absolute continuous
function based on the regularity of the solution and it’s time derivative.
Lemma 3.11. Let V,H and V′ be the Gelfand triple. If a function u ∈ L2(0, T ; V) and its
weak derivative u′ ∈ L2(0, T ; V′) then u is almost everywhere equal to a continuous function
v : [0,T] → H such that the function [0, T ] ∋ t 7→ |v(t)|2H ∈ R is absolutely continuous and
1
2
|v(t)|2H =
1
2
|v(0)|2 +
∫ t
0
〈u′(s), u(s)〉Hds, t ∈ [0,T]. (3.17)
Remark 3.12. In the framework of Lemma 3.11, we can identify v with u and so we get
1
2 |u(t)|
2
H =
1
2 |u0|
2
+
∫ t
0
〈u′(s), u(s)〉Hds, t ∈ [0, τ). (3.18)
Moreover, from Theorem 3.9 and Lemma 3.10
1
2
‖u(t)‖2V =
1
2
‖u0‖2V +
∫ t
0
〈u′(s), u(s)〉Vds, t ∈ [0, τ), (3.19)
where 〈·, ·〉V is defined in the Section 2 for R2 as well as T2.
Theorem 3.13. If τ ∈ [0,∞], u0 ∈ M∩ V and u is a solution to (2.5) on [0, τ) then u(t) ∈ M for
all t ∈ [0, τ).
Proof. Let u be the solution to (2.5) and u0 ∈ M ∩ V. Let us define φ(t) = |u(t)|2H − 1. Then φ is
absolutely continuous and by Remark 3.12 and (2.5) we have a.e. on [0, τ)
d
dtφ(t) =
d
dt [|u(t)|
2
H − 1] = 2〈u′(t), u(t)〉H
= 2〈−Au(t) + |∇u(t)|2 u(t) − B(u(t), u(t)), u(t)〉H
= −2〈Au(t), u(t)〉H + 2|∇u(t)|2〈u(t), u(t)〉H
= −2|∇u(t)|2 + 2|∇u(t)|2|u(t)|2
= 2|∇u(t)|2(|u(t)|2H − 1) = |∇u(t)|2 φ(t).
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This on integration gives
φ(t) = φ(0) exp
[∫ t
0
|∇u(s)|2ds
]
, t ∈ [0, τ).
Since u0 ∈ M, φ(0) = 0 and also as u ∈ XT is the solution of (2.5),
∫ t
0
|∇u(s)|2ds ≤
∫ t
0
‖u(s)‖2V ds < ∞, t ∈ [0, τ).
Hence we infer that |u(t)|2H = 1 for every t ∈ [0, τ). Thus u(t) ∈ M for every t ∈ [0, τ).
Corollary 3.14. Let the initial data u0 ∈ M and u is the solution to (2.5) on [0, τ) then u′(t) is
orthogonal to u(t) in H for every t ∈ [0, τ).
Remark 3.15. We can also prove Theorem 3.9 and Theorem 3.13 for any general bounded
domain. Thus we can establish the existence of a local solution to (2.5) for any general bounded
domain and R2.
4. Global solution: Existence and Uniqueness
In this section we will prove the existence of a global solution of (2.5). Lemma A.1 and the
Remark 4.1 play crucial role in proving the global existence of the solution. We use stitching
argument to extend our solution from [0, T ], T < ∞ on to the whole real line.
We recall the orthogonality property of the Stokes-operator in the following remark.
Remark 4.1. Note that one can show [20] that on a torus the following identity holds
〈B(u, u), Au〉H = 0, ∀ u ∈ V.
Let u be the solution of (2.5). We define the energy of our system by
E(u) = 1
2
|∇u|2.
Then
∇ME(u) = Πu(∇E)
= Πu(Au)
= Au − |∇u|2 u.
Thus, for u ∈ M
|∇ME(u)|2H = |u|2E − |∇u|4. (4.1)
Lemma 4.2. If u is the local solution of (2.5) on [0, τ), then
sup
s∈[0,τ)
‖u(s)‖V ≤ ‖u0‖V.
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Proof. Let u be the solution of (2.5). Then, from (2.5), Remark 3.12 and Corollary 3.14, for any
t ∈ [0, τ) we have,
1
2
‖u(t)‖2V =
1
2
‖u0‖2V +
∫ t
0
〈u′(s), u(s)〉Vds
=
1
2
‖u0‖2V +
∫ t
0
〈u′(s), u(s)〉H ds +
∫ t
0
〈u′(s), Au(s)〉H ds
=
1
2
‖u0‖2V +
∫ t
0
〈−Au(s) + |∇u(s)|2 u(s) − B(u(s), u(s)), Au(s)〉Hds
=
1
2
‖u0‖2V +
∫ t
0
[
−〈Au(s), Au(s)〉H + |∇u(s)|2〈u(s), Au(s)〉H
]
ds
−
∫ t
0
〈B(u(s), u(s)), Au(s)〉H ds
=
1
2
‖u0‖2V +
∫ t
0
[
−|u(s)|2E + |∇u(s)|4
]
ds.
Now from Theorem 3.13 we know that u(t) ∈ M for every t ∈ [0, τ) and hence by using (4.1)
we obtain,
1
2
‖u(t)‖2V =
1
2
‖u0‖2V −
∫ t
0
∣∣∣∣[∇ME(u)](s)
∣∣∣∣2
H
ds,
and thus
1
2
‖u(t)‖2V +
∫ t
0
∣∣∣∣[∇ME(u)](s)
∣∣∣∣2
H
ds = 1
2
‖u0‖2V.
Hence we have shown that
‖u(t)‖V ≤ ‖u0‖V, t ∈ [0, τ).
Lemma 4.3. Let 0 ≤ a < b < c < ∞ and u ∈ X[a,b], v ∈ X[b,c], such that u(b−) = v(b+). Then
z ∈ X[a,c) where,
z(t) =

u(t), t ∈ [a, b),
v(t), t ∈ [b, c).
Proof. Let us take 0 ≤ a < b < c < ∞ and u ∈ X[a,b], v ∈ X[b,c], such that u(b−) = v(b+). Then
for any 0 ≤ t1 < t2 < ∞, using the definition of the norm | · |X[t1 ,t2] , we have
|z|2X[a,c] = sup
t∈[a,c]
‖z(t)‖2V +
∫ c
a
|z(t)|2Edt
≤ sup
t∈[a,b]
‖z(t)‖2V + sup
t∈[b,c]
‖z(t)‖2V +
∫ b
a
|z(t)|2Edt +
∫ c
b
|z(t)|2Edt
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Now by the definition of z we have,
|z|2X[a,c] ≤ sup
t∈[a,b]
‖u(t)‖2V + sup
t∈[b,c]
‖v(t)‖2V +
∫ b
a
|u(t)|2Edt +
∫ c
b
|v(t)|2Edt
= sup
t∈[a,b]
‖u(t)‖2V +
∫ b
a
|u(t)|2Edt + sup
t∈[b,c]
‖v(t)‖2V +
∫ c
b
|v(t)|2Edt
= |u|2X[a,b] + |v|2X[b,c] .
Now since u ∈ X[a,b] and v ∈ X[b,c] we have |z|X[a,c] < ∞, and thus z ∈ X[a,c].
We will use the following lemma to prove our main result of existence of the global solution.
Lemma 4.4. Let τ be finite and the initial data u0 ∈ V ∩M. If u : [0, τ] → V is the solution of
(2.5) on [0, τ] and v : [τ, 2τ] → V is the solution of (2.5) on [τ, 2τ] such that u(τ−) = v(τ+), then
z : [0, 2τ] → V defined as
z(t) =

u(t), t ∈ [0, τ],
v(t), t ∈ [τ, 2τ],
is the solution of (2.5) on [0, 2τ] and z ∈ X[0,2τ].
Proof. Since u is the solution of (2.5) on [0, τ] then u ∈ X[0,τ] and similarly v ∈ X[τ,2τ] :=
C([τ, 2τ]; V) ∩ L2(τ, 2τ; E). Thus by Lemma 4.3 and the definition of z, z ∈ X[0,2τ]. Now we are
left to show that z : [0, 2τ] → V defined as
z(t) =

u(t), t ∈ [0, τ],
v(t), t ∈ [τ, 2τ],
is the solution of (2.5) on [0, 2τ]. In order to achieve this we will have to show that z satisfies
(4.2) for every t ∈ [0, 2τ].
z(t) = S (t)z(0) +
∫ t
0
S (t − r)G(z(r))dr. (4.2)
For t ∈ [0, τ), z satisfies (4.2), since z(t) = u(t), ∀ t ∈ [0, τ] and u is the solution of (2.5) on
[0, τ].
For t ∈ [τ, 2τ], z(t) = v(t) and since v is the solution to (2.5) on [τ, 2τ],
z(t) = v(t) = S (t − τ)v(τ) +
∫ t
τ
S (t − r)G(v(r))dr.
Now because of continuity of u and v, v(τ) = u(τ),
z(t) = S (t − τ)
[
S (τ)u0 +
∫ τ
0
S (τ − r)G(u(r))dr
]
+
∫ t
τ
S (t − r)G(v(r))dr.
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Now using the definition of z we obtain,
z(t) = S (t)z(0) +
∫ τ
0
S (t − r)G(z(r))dr +
∫ t
τ
S (t − r)G(z(r))dr
= S (t)z(0) +
∫ t
0
S (t − r)G(z(r))dr.
Thus z satisfies (4.2) on [0, 2τ] and hence z is a solution to (2.5) on [0, 2τ].
Proof of Theorem 1.1. Let us take u0 ∈ V. Put R = ‖u0‖V. By Theorem 3.9 there exists a T > 0
such that there exists a unique function u : [0, T ] → V which solves (2.5) on [0, T ] and u ∈ XT .
Also by Lemma 4.2 ‖u(T )‖V ≤ R thus again by Theorem 3.9 there exists a unique function
v : [T, 2T ] → V which solves (2.5) on [T, 2T ] and v ∈ X[T,2T ]. Now if we define a new function
z : [0, 2T ] → V as
z(t) =

u(t), t ∈ [0, T ],
v(t), t ∈ [T, 2T ],
then by Lemma 4.4, z is also a solution of (2.5) and z ∈ X2T . Moreover ‖z(2T )‖V ≤ R. We can
keep doing this and extend our solution further and hence obtaining a global solution of (2.5)
still denoted by u such that u ∈ XT for every T < ∞. Each bit of the solution is unique on the
respective domain and hence when we glue two unique bits we get a unique extension and thus
obtain a unique global solution due to it’s construction.
5. Convergence to the Euler equation
In this section we are concerned with the convergence of the solution of the constrained
Navier-Stokes equation, namely

du
dt + νAu − ν |∇u|
2 u + B(u, u) = 0,
u(0) = uν0 ∈ V ∩M,
(5.1)
as ν vanishes on a torus. The curl of u is defined as Curl(u) := D1u2 − D2u1. We will prove
Theorem 1.2 after several preliminary results.
Remark 5.1. Curl is a linear isomorphism between V and L20(T2), where
L20(T2) :=
{
ω ∈ L2(T2) :
∫
T2
ω(x)dx = 0
}
.
Moreover for u ∈ V and some universal constants C > 0, Cp > 0
‖∆u‖L2(T2) ≤ C‖∇Curl(u)‖L2(T2), (5.2)
‖∇u‖Lp(T2) ≤ Cp‖Curl(u)‖L∞(T2). (5.3)
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This remark is proved in Appendix B.
Hereafter uν is the solution to (5.1), and ων(t, x) := Curl(uν(t))(x). In particular, due to
Remark 5.1 and Theorem 3.13, ων ∈ C([0, T ]; L20(T2)) ∩ L2(0, T ; H1(T2)). It is then easy to
check that ων is a weak solution to
dων
dt + ∇ · (u
ν ων) = ν∆ων + ν ‖uν‖2V ων,
ων(0) = ων0 := Curl(uν0) ∈ L20(T2).
(5.4)
Proposition 5.2. Let us fix T > 0, and assume that ων0 ∈ L∞(T2). Then
sup
t∈[0,T ]
|ων(t)|L∞(T2) ≤ |ων0|L∞(T2) exp
(
ν‖uν0‖2V T
)
, (5.5)
ν
∫ T
0
|∇ων(t)|2L2(T2)dt ≤ 12 |ων0|2L2(T2) + νT‖uν0‖2V |ων0|2L∞(T2) exp
(
2ν‖uν0‖2V T
)
. (5.6)
Proof. Take h ∈ C2(R), convex, with bounded second derivative. Then, sinceω ∈ C([0, T ]; L20(T2))
〈h(ων(t)), 1〉 − 〈h(ων0), 1〉
= ν
∫ t
0
[
−〈h′′(ω(s)), |∇ων|2(s)〉 + ‖uν(s)‖2V 〈h′(ων(s)), ων(s)〉
]
ds
≤ ν
∫ t
0
‖uν(s)‖2V 〈h′(ων(s)), ων(s)〉 ds.
(5.7)
For p ≥ 2,R > 0, take
h(w) ≡ hp,R(w) :=

|w|p, if |w| ≤ R,
Rp + p Rp−1(|w| − R) + p(p−1)2 Rp−2(|w| − R)2, if |w| > R.
(5.8)
Then |h′(w)w| ≤ p h(w) and, since ‖uν(s)‖2V ≤ ‖uν0‖2V
〈h(ων(t)), 1〉 ≤ 〈h(ων0), 1〉 + ν p
∫ t
0
‖uν0‖2V 〈h(ων(s)), 1〉 ds. (5.9)
By Gronwall inequality
〈h(ων(t)), 1〉 ≤ 〈h(ων0), 1〉 exp
(
ν p‖uν0‖2V t
)
, t ∈ [0, T ]. (5.10)
Since
|ων|L∞ = sup
p,R
〈hp,R(ων), 1〉1/p, (5.11)
we get (5.5).
On the other hand, from the first equality in (5.7), taking now h(w) = w2/2
1
2 |ων(T )|2L2(T2) + ν
∫ T
0
|∇ων(t)|2L2(T2)dt = 12 |ων0|2L2(T2) + ν
∫ T
0
‖uν(t)‖2V |ων(t)|2L2(T2)dt
≤ 12 |ων0|2L2(T2) + νT‖uν0‖2V |ων0|2L∞(T2)e2νT‖u
ν
0‖2V ,
where in the last line we used (5.5). Hence (5.6).
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Proposition 5.3. For each ϕ ∈ H2(T2), and ν > 0
〈ων(t) − ων(s), ϕ〉 ≤ (t − s)
(
|ων|L∞([0,T ]×T2) + 2ν‖uν0‖V(1 + ‖uν0‖2V)
)
|ϕ|H2(T2). (5.12)
Proposition 5.4. Suppose that, uniformly in ν, uν0 is bounded in V and Curl(uν0) is bounded in
L∞(T2). Then the sequence uν is precompact in C([0, T ]; L2(T2)).
Proof. Let us take and fix ϕ ∈ H2(T2). Also fix 0 ≤ s < t ≤ T . Then from the equation (5.4) and
‖uν(t)‖2V ≤ ‖uν0‖2V we get,
|〈uν(t) − uν(s), ϕ〉| ≤ ν
∣∣∣∣∣∣
∫ t
s
〈∆uν, ϕ〉 dr
∣∣∣∣∣∣ + ν‖uν0‖2V
∫ t
s
|〈uν, ϕ〉| dr +
∣∣∣∣∣∣
∫ t
s
〈uν∇uν, ϕ〉 dr
∣∣∣∣∣∣ . (5.13)
By (5.2), (5.6) and the hypotheses on the initial data, the first term in the r.h.s. is bounded by
CT |ϕ|L2 (t − s)1/2 for some constant CT independent on ν. The second term in the r.h.s. of (5.13)
easily enjoys the same bound. As for the third term in the r.h.s., for any p > 2, |u|L∞ ≤ Cp(|u|L2 +
|∇u|Lp ), so that from (5.3) and (5.5), this term is still bounded by CT |ϕ|L2 (t − s)1/2.
Therefore, since uν0 is bounded uniformly in L
2(T2) by Poincare´ inequality, it follows that
uν is equibounded and equicontinuous in L2(T2) and, by Ascoli-Arzela` theorem, precompact in
C([0, T ]; L2(T2)).
Proof of Theorem 1.2. Fix T > 0. From Proposition 5.3-5.4, from each subsequence we can
extract a further subsequence such that ων → ω in C([0, T ]; H−2(T2)) and weakly in L∞([0, T ]×
T
2), uν → u weakly in L∞([0, T ]; V) and in C([0, T ]; L2(T2)). It is immediate to check that
ω = Curl(u).
Notice that ων0 := Curl(uν0) converges weakly in L∞(T2) to ω0 := Curl(u0). Passing to the
limit in the weak formulation of the equation one then has, for each ϕ ∈ C2([0, T ] × T2)
〈ω(t), ϕ(t)〉 − 〈ω0, ϕ(0)〉 −
∫ t
0
〈ω(s), ∂sϕ(s)〉 −
∫ t
0
〈uω,∇ϕ〉 = 0, (5.14)
and ω(0) = ω0. Recalling that ω = Curl(u)
〈u(t),∇⊥ϕ(t)〉 − 〈u0,∇⊥ϕ(0)〉 −
∫ t
0
〈u(s), ∂s∇⊥ϕ(s)〉 −
∫ t
0
〈u · ∇u,∇⊥ϕ〉 = 0. (5.15)
Since 〈uω,∇ϕ〉 = 〈u · ∇u,∇⊥ϕ〉 holds.
By Bardos uniqueness theorem [1, 9], we conclude that uν → u.
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Appendix A. Orthogonality of bilinear map to the Stokes operator
Lemma A.1. Let x ∈ O, where O = R2 or T2 and u ∈ D(A), then
〈B(u, u), Au〉H = 0, ∀ u ∈ D(A). (A.1)
Proof. The following proof has been modified [20] for R2.
Let u ∈ D(A) then, by the definition of B(u, v) and Au,
〈B(u, u), Au〉H =
∫
O
(u(x) · ∇)u(x) · Au(x) dx
=
2∑
i, j, k= 1
∫
O
(uiDiu j)(−∆u j) dx
= −
2∑
i, j, k= 1
∫
O
uiDiu jD2ku j dx.
Now by integration by parts and the Stokes formula
〈B(u, u), Au〉H = −

2∑
i, j, k = 1
uiDiu jDku j

∣∣∣∣
∂O
+
2∑
i, j, k = 1
∫
O
Dk(uiDiu j)Dku j dx
=
2∑
i, j, k = 1
∫
O
DkuiDiu jDku j dx +
2∑
i, j, k = 1
∫
O
uiDk iu jDku j dx.
Now we will show that each of the terms in RHS will vanish. We will consider the first term and
show that it vanishes.
2∑
i, j, k = 1
DkuiDiu jDku j = (D1u1)3 + D1u2D2u1D1u1 + D1u1(D1u2)2 + (D1u2)2D2u2
+ (D2u1)2D1u1 + D2u2(D2u1)2 + D2u1D1u2D2u2 + (D2u2)3
= (D1u1 + D2u2)
[
(D1u1)2 + (D2u2)2 − D1u1D2u2
]
+ D1u2D2u1(D1u1 + D2u2) + (D1u2)2(D1u1 + D2u2)
+ (D2u1)2(D1u1 + D2u2).
Now since ∇ · u = D1u1 + D2u2 = 0, the first term vanishes identically.
The second term vanishes because
2
2∑
i, j, k = 1
∫
O
uiDk iu jDku j dx =
2∑
i, j, k= 1
∫
O
uiDi(Dku j)2 dx
=

2∑
i, j, k = 1
ui(Dku j)2

∣∣∣∣
∂O
−
2∑
i, j, k= 1
∫
O
Diui(Dku j)2 dx
= −
2∑
j, k = 1
∫
O
(∇ · u)(Dku j)2 dx = 0.
Thus we have shown that for every u ∈ D(A), 〈B(u, u), Au〉H = 0.
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Appendix B. Some results in the support of Section 5
Remark B.1. If ∇ · u = 0 and Curl(u) = 0, then u is constant by Hodge decomposition. In
particular if u ∈ V and Curl(u) = 0, then u = 0.
Proof of Remark 5.1. We want to show that Curl is a linear isomorphism between V and L20(T2).
It is clear that the map
Curl : V ∋ u 7→ ω = Curl(u) ∈ L20(T2),
is linear and continuous. Hence in order to prove the Remark 5.1 it is sufficient to find a contin-
uous linear map
Λ : L20(T2) → V, (B.1)
such that,
Curl ◦ Λ = id on L20(T2), (B.2)
Λ ◦ Curl = id on V. (B.3)
Let ω ∈ L20(T2) then by elliptic regularity [11] (applies also for p , 2) there exists a unique
ψ ∈ L20(T2) ∩ H2(T2) such that
∆ψ = ω, (B.4)
and the map
L20 ∋ ω 7→ ψ ∈ L20 ∩ H2,
is bounded. Let us put u = ∇⊥ψ, i.e.
u = (D2ψ,−D1ψ). (B.5)
Then u ∈ H1(T2) and ∇ · u = 0 in the weak sense. Thus u ∈ V. Using all of this we define the
bounded linear map Λ : L20(T2) ∋ ω 7→ u ∈ V. Now we are left to check that (B.2) and (B.3)
holds for this Λ.
Let us take ω ∈ L20(T2) and put u := Λ(ω) ∈ V. Now considering LHS of (B.2),
(Curl ◦ Λ)(ω) = Curl(u) = D2u1 − D1u2
= D2D2ψ − (−D1D1ψ) = ∆ψ = ω,
where we have used the definitions of ψ and u from (B.4) and (B.5). Hence we have established
(B.2).
Now we take v ∈ V and put ω = Curl(v) ∈ L20(T2). Define ψ ∈ L20(T2) ∩ H2(T2) by
∆ψ = ω. (B.6)
Observe that
∆ϕ = Curl(D2ϕ,−D1ϕ), ϕ ∈ H2(T2).
Thus by (B.6) and the definition of u from (B.5) we obtain
Curl(u) = Curl(v),
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where u = ∇⊥ψ ∈ V.
Therefore using Remark 1 u = v, thus proving that Curl is a linear isomorphism between V and
L20(T2). It is straightforward to show (5.2). Thus we are left to prove (5.3).
Let us fix p ∈ (1,∞) and take u ∈ H1,p(T2). Denote ω = Curl(u) ∈ Lp0 (T2). From the first
part of the proof there exists a bounded linear map Λ : Lp0 (T2) → H1,p(T2)
Λ : Lp0 ∋ ω 7→ u ∈ H1,p,
such that
Curl ◦ Λ = id on Lp0(T2).
In particular, there exists a C′p > 0,
|Λω|H1,p(T2) ≤ C′p|ω|Lp(T2), ω ∈ Lp0 (T2).
Hence
|∇Λω|Lp(T2) ≤ C′p|ω|Lp(T2), ω ∈ Lp0 (T2). (B.7)
Taking now u ∈ H1,p(T2). Putting ω = Curl(u) so that Λω = u from (B.7) we infer (B.8),
|∇u|Lp(T2) ≤ Cp|ω|Lp(T2). (B.8)
Now since |ω|Lp(T2) ≤ |ω|L∞(T2) for every p, we can establish (5.3).
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