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Abstract 
Cost estimation of EPC companies bidding proposal plays an important role in determining eligibility for funding of a project. 
However, many variables especially indirect cost in cost estimation is subject to uncertainty. This level of uncertainty will arise 
because of increased imperfect knowledge about indirect cost variables. Consequently, the total cost offered maybe too high so the 
client will reject or maybe too low so the profit margin will decrease or even turn to a loss profit. This paper proposed art ificial 
intelligence computation based on the Back Propagation method in Neural Networks. This method is used to model all of variables 
consist of direct cost and indirect cost based on previous typical projects to reduce uncertainty. This method is applied specifically 
to estimate the costs of instrumentation and control discipline. In the future, this method could be developed and applied for other 
discipline such as process, piping, mechanical, civil, electrical and others, so that the total uncertainty of project cost estimation 
could reduce significantly. 
© 2015 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of the organizing committee of the Industrial Engineering and Service Science 2015 (IESS 
2015). 
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1. Introduction 
EPC stands for Engineering, Procurement, and Construction is a common form of contracting agreement in the 
construction industry. EPC means the company is contracted to provide engineering, procurement and construction 
services to deliver a functioning facility or asset to their clients. The success of EPC project is determined by many 
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factors, one of crucial factors is cost estimation of bidding phase. The total cost estimation offered maybe too high so 
the client will reject and choose another company or maybe too low so the profit margin will decrease or even turn to 
a loss profit. To be competitive, EPC companies should offer feasible price, because price offered by the bidders is 
one of important criteria to determine the winner [1][2]. The cost estimation for bidding process is really hard to be 
prepared if companies have lack of information, unavailable technical drawing, detail engineering or even uncertainty 
of scope of work. There are two kind of EPC project’s cost: direct cost and indirect cost. Direct cost consist of salary, 
equipment and material prices while indirect cost consist of overhead, taxes, risk price and contingencies. Indirect 
cost estimation is harder to be done because of its high rate uncertainty. Because of that, many cost estimation 
modelling has been developed well using Artificial Neural Network. This method successfully applied in 
manufacturing cost estimation of piping elements [3] and cost estimation of shell and tube heat exchanger [4]. Cost 
estimation based Artificial Neural Network also has been developed in Turkey for residential building system structure 
[5]. Today, most of developed cost estimation software is based on Artificial Neural Network[6][7]. The process of 
making Artificial Neural Network begins with determine network architecture, learning method with best parameter 
and learning test. This paper used data sample from previous bidding project documents to make cost estimation 
based on Artificial Neural Network with backpropagation learning method. In every bidding proposals, the 
parameters affected to offer cost is taken and will be used as backpropagation learning data. The expected result 
from this system is to reach correlation coefficient value close to 1 (one) where estimation value is not much 
different with the actual value, relieve cost estimation overfitting and give feasible cost estimation based on 
comprehensive scope of work. 
2. Methodology 
Design of construction cost estimation software use Octave-3.8.2-2-portable64 which is open-source software for 
numeric computation. Design of construction cost estimation consist of network architecture and program algorithm. 
2.1. Network architecture 
Instrument and control cost estimation presented in this paper use backpropagation static network. 
Backpropagation learning use descent steepest gradient method to determine the weight of neuron connection. 
Different learning algorithm will give different output [8]. This algorithm is being used because of its simplicity 
algorithm and short learning time. The advantage of backpropagation is it can approach many continue function such 
as non-linier after learning. Backpropagation learning algorithm has been applied in several cost estimation application 
such as cost estimation for Waste Water Treatment Plant Project [9] and Strip Steel Coiler cost estimation [10].  
Design of network consist of determine network size, number of neuron and layer needed and kind of activation 
function. Design of construction cost estimation use Artificial Neural Network with network architecture consist of 
three layer: input layer, output layer and hidden layer. The inputs for this network are data parameters as many as 25 
based on Table 1. Design , while the output is construction cost data. Fig. 1. Artificial neural network architecture 
shows the network architecture of this research. 
Table 1. Design parameter of input 
Design Parameter Parameter Definition Parameter Range 
X1 Location 1-10 (Near – Far) 
X2 Building Function 1-10 (Standard – Complete) 
X3 Building Area )23000 m – 210 (100 m-1 
X4 Scope of Work 
1-10 (Engineering – Engineering Procurement Construction Commissioning 
Maintenance and Guarantee) 
X5 Project Duration 1-10 (4 months – 40 months) 
X6 Area Classification 1-10 (Ex n – Ex ia) 
X7 Temperature Environment 1-10 (22 degC – 49 degC) 
X8 Process Condition 1-10 (Coal Handling – Offshore Facility) 
X9 Safety Study 1-5 (Non SIL – SIL 4) 
X10 Material Requirement 1-10 (Brass – Titanium) 
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Design Parameter Parameter Definition Parameter Range 
X11 Technology Requirement 1-7 (Switch Non HART – Wireless Technology) 
X12 Contract Type 1-10 (Cost Plus Fee Contract - Contractors Full Pre Financing) 
X13 Accuracy Requirement 1-10 (3% - 0.1%) 
X14 Pipe Diameter 1-10 (1/4” – 40”) 
X15 Cabling System 1-10 (Digital – Fieldbus) 
X16 Total Instrument Device 1-10 (50 – 3000) 
X17 Vendor 1-10 (Very Low – Very High) 
X18 Control System 1-10 (Discrete – ICSS and F&G SIL 3) 
X19 Custody Transfer 1-10 (Non Custody Transfer – High Accuracy Custody Transfer) 
X20 Subcontractor 1-10 (Very Low – Very High) 
X21 Delivery Time 1-10 (5 Weeks – 50 Weeks) 
X22 HSE 1-10 (Very Low – Very High) 
X23 Work Experience 1-10 (3 years – 30 years) 
X24 Special Order 1-4 (Cable – Cable, Transmitter, Control Valve) 
X25 Complexity of Instrument Type 1-10 (Switch – Complete type) 
 
a) Number of input neuron, hidden layer and output layer. 
Determining the number of input neuron is done based on its support parameters as many as 25, while the number 
of node hidden layer is done based on network testing with evaluating combination level start from 1 to 60. The 
lowest testing and training RMSE (Root Mean Square Error) value also no occurrence of overfitting will show 
best hidden neuron combination to be applied. 
 
b) Activation Function [f(x)] 
Activation function on Artificial Neural Network is important thing in data processing. An activation function for 
a backpropagation net should have several important characteristics: it should be continuous, differentiable, and 
monotonically non-decreasing [8]. Free variable [x] in function [f(x)] is sum of multiplication between input and 
weights value. There are several activation functions that are often used in backpropagation such as binary 
sigmoid, bipolar sigmoid and linier function. Binary sigmoid has range start from 0 to 1 and defined as: 
 
ଵ݂ሺݔሻ ൌ 
1
1+expሺ-xሻ          ( 1 ) 
 
Another activation function is bipolar sigmoid with range start from -1 to 1 and defined as: 
 
ଵ݂ሺሻ ൌ 
ଶ
1+expሺ-xሻ െ ͳ         ( 2 ) 
 
And the last activation function is linear function defined as: 
 
ଵ݂ ൌ            ( 3 ) 
 
Network Architecture of this construction cost estimation use binary sigmoid activation function for hidden 
neuron and linier activation function for its output layer. 
 
c) Learning rate [Ƚ] 
Learning rate determine how efficient and fast convergence of backpropagation algorithm. Learning rate is a 
control parameter that set how bigger the step of weight [W] if it will be controlled iteratively [8]. The smaller 
the learning rate will cause slowly learning rate. In the other hands, the bigger the learning rate will cause the 
system oscillating. The range α is start from 0 to 1. The α usually is chosen based on the best testing value. The 
testing to determine this learning rate use learning rate value 0.08 that is obtained from best RMSE testing and 
there is no occurrence of overfitting between 0.01 to 0.2. 
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d) Momentum [Ɋ] 
One of alternative in updating network architecture weight in order to get smallest RMSE value is by using 
momentum. The equation is shown below: 
 
ο୨୩ሺሻ ൌ ȽɁ୩୨ ൅ Ɋൣ୨୩ሺሻ െ୨୩ሺ െ ͳሻ൧       ( 4 ) 
 
 
Fig. 1. Artificial neural network architecture 
2.2. Program algorithm 
All The design of feed forward network then is used for backpropagation learning. This learning is done by 
calculate error from each layer the will be propagated backward to fix the weight and bias value on the network. The 
program algorithm is gradient descent algorithm. First, this algorithm initialized hidden weight and output weight [v] 
with random value. Then, set the input value ሾ୨ሿ  to each layer of unit neuron with equation below: 
 
୨ ൌ ൫଴୨ ൅ σ ୧୧୨୬୧ୀଵ ൯          ( 5 ) 
 
Calculation above is used in determining hidden neuron value and output and from this result, backpropagation 
algorithm from its output is done. First step is calculate the error from target minus output. Then calculate the output 
∆WjkൌȽɁ൅Ɋെെͳ       ( 4 ) above where ሾߜ݇] is 
error output and next this weight correction is calculated by using Yjൌ ൫଴୨ ൅ σ ୧୧୨୬୧ୀଵ ൯   
       ( 5 ) so the error hidden output will be obtained. From 
∆WjkൌȽɁ൅Ɋെെͳ       ( 4 ) again. Update the 
weight by summing the old weight with the new one for each hidden neuron and output weight. Finally, calculate the 
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RMSE whether it reached the expected value. If it doesn’t, repeat from the first step to obtain the expected RMSE 
value. 
 
 
 
 
 
 
 
 
 
Fig. 2. Graphic of relationship between 
hidden neuron and RMSE 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 3. Graphic of relationship between learning rate and RMSE 
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Fig. 4. Graphic of relationship between momentum and RMSE 
3. Result discussion 
3.1. Network parameter testing 
Network parameter testing is done by looking for the best learning. It can be obtained by making combination 
between hidden layer, learning rate and momentum. The number of hidden layer described the ability of network to 
intercept the pattern on data so it can lead on mapping the nonlinear between input and output. This paper using only 
one hidden layer. The number of hidden layer is determined through network testing and the variation of number of 
neuron in hidden layer to know network stability. The Fig. 2 above described the network RMSE values with some 
neuron combination. It shows that the smallest RMSE values is neuron 11. The best used learning rate and momentum 
based on the testing are the best RSME values range between 0.01 – 0.2. Based on Fig. 3 and Fig. 4 above, the best 
learning rate is 0.08 and the best momentum is 0.06. 
3.2. Network parameter testing 
Construction cost estimation learning is done by backpropagation learning with number of node hidden neuron 
parameters 11, learning rate 0.08 and momentum 0.06. Below Fig. 5 described RMSE value from learning process. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 5. Graphic of relationship between RMSE and epoch for training and testing data 
Fig. 5 above shows that the changing of RMSE training and testing value to epoch is decreasing and show no 
occurrence of overfitting, where training and testing value have tendency to decrease. It also can be concluded from 
the Fig. 5 that ANN system can be used to generelize construction cost estimation so it can be applied for testing data 
outside the learning system. 
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Table 2. Comparison between actual cost with estimation data for testing data 
Project Name Actual Cost (USD) Estimated Cost (USD) Error (USD) Percentage Error 
a $6,658,800.00 $6,746,900.00 -$88,100.00 1.32% 
b $10,809,000.00 $13,645,000.00 -$2,836,000.00 26.24% 
c $848,510.00 $ 884,410.00 -$35,900.00 4.23% 
d $4,445,000.00 $4,283,900.00 $161,100.00 3.62% 
e $1,381,400.00 $1,265,600.00 $115,800.00 8.38% 
f $678,530.00 $581,350.00 $97,180.00 14.32% 
g $1,529,400.00 $1,670,800.00 -$141,400.00 9.25% 
h $1,909,700.00 $2,021,100.00 -$111,400.00 5.83% 
i $10,375,000.00 $11,640,000.00 -$1,265,000.00 12.19% 
j $2,198,300.00 $2,057,000.00 $141,300.00 6.43% 
k $5,961,800.00 $5,570,300.00 $391,500.00 6.57% 
l $2,590,300.00 $3,014,200.00 -$423,900.00 16.36% 
m $4,492,400.00 $4,559,600.00 -$67,200.00 1.50% 
n $3,722,600.00 $3,711,000.00 $11,600.00 0.31% 
 
Network validation is done by making regression plot and calculate the correlation coefficient. Regression plot showed 
the relationship between network output values with observation data target. The line green shows the best 
compatibility value of regression line between target and output. Correlation coefficient value (R) is a value that 
indicated a linier relationship between target and output which has value 0 (zero) to 1 (one). When the value close to 
1 (one) then the linear relationship between target and output will be bigger. Fig. 6Error! Reference source not 
found. and Fig. 7 describe regression plot for training and testing data. 
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Fig. 6. Plot of training data regression 
 
Fig. 7. Plot of testing data regression 
The Fig. 6Error! Reference source not found. and Fig. 7 above show that correlation coefficient result of training 
data is 1 (one) while correlation coefficient of testing data is 0.98964. This conclusion indicate that the estimation 
value has the same value as the actual one for training data. In contrary for the testing data, the estimation value is 
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close to the actual value. The testing data from 14 projects show 91.67% average accuracy. The standard deviation of 
the actual cost and estimate cost is 7.07% and average error is 8.33% (Table 2). These results are consider to be good 
cost estimation at the tender stage. 
4. Conclusion 
Artificial Neural Network with backpropagation learning algorithm is able to be implemented to determine feasible 
EPC cost estimation in bidding phase. The well-trained backpropagation algorithm will lead to good result for the 
testing data, so the offered cost estimation given to the owner will give small error. The character of backpropagation, 
which is generalization, make this system can be applied for early cost estimation. Correlation coefficient value of 
testing data is 0.98964, which means that the estimation value is close enough with the actual value. The expected 
output is accurate in testing because the weight value and bias adapted well in learning process.  
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