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Abstract
In this paper, we introduce the notion of a von Neumann category, as a generalization and
categorification of von Neumann algebra. A von Neumann category is a premonoidal cate-
gory with compatible dagger structure which embeds as a double commutant into a suitable
premonoidal category of Hilbert spaces.
The notion was inspired by algebraic quantum field theory. In AQFT, one assigns to open
regions in Minkowski space a C∗-algebra, called the local algebra. The local algebras are patched
together to form a global algebra associated to the AQFT. The key relativistic assumption
is Einstein Causality, which says that the algebras associated to spacelike separated regions
commute in the global algebra. Premonoidal categories provide a natural framework for lifting
such structure from algebras to categories. Thus von Neumann categories serve as a basis
for extending the abstract quantum mechanics of Abramsky and Coecke to include relativistic
effects.
In this paper, we focus on the structure of von Neumann categories. After giving the basic
definitions and examples, we consider constructions typically associated to von Neumann alge-
bras, and examine their extensions to the category setting. In particular, we present a crossed
product construction for ∗-premonoidal categories.
1 Introduction
Algebraic quantum field theory (AQFT) is a mathematically rigorous framework for modelling the
interaction of quantum mechanics in its C∗-algebra interpretation and relativity, as modelled in
Minkowski space. It is also explicitly category-theoretic; essentially an AQFT is a well-behaved
functor. We recommend [9, 15] as references.
One considers Minkowski space as an ordered set with the causal ordering [13]. Then one takes
the set of double cones or intervals, that is to say sets of the form:
[a, b] = {x|a ≤ x ≤ b}
Intervals form a partially-ordered set under inclusion. An AQFT is then an assignment of a
C∗-algebra to each interval. So we have a map:
∗Research supported in part by NSERC.
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U 7→ A(U)
The algebras A(U) are called local algebras. They are the algebras of observables local to that
region. There are a number of properties, but two that are of interest to us:
• The local algebras satisfy that if U ⊆ V , then A(U) ⊆ A(V), i.e. the assignment A is functo-
rial.
For the second condition, note that the set of double cones in Minkowski space is directed, thus
one can form the directed colimit of the local algebras. The result is denoted Aˆ, and called the
quasilocal algebra. The second condition is then:
• (Einstein Causality) If U and V are spacelike separated regions, then the local algebras A(U)
and A(V) pairwise commute in the quasilocal algebra.
Einstein causality is the main relativistic assumption, stating that there can be no influence
propagated between spacelike separated regions. There are typically other axioms, for example
involving an action of the Poincare´ group, but these will not concern us here.
The second influence on this work is the abstract quantum mechanics of Abramsky and Coecke
[1, 2]. There, quantummechanics is reformulated away from the notion of C∗-algebras and expressed
in abstract, categorical terms. The categorical structure in question is that of a compact closed
dagger category. (See also [16] where the structure of these categories is examined through the
development of a graphical language, and an abstract form of completely positive map is introduced.)
The authors of [1] show that much of the classical theory of quantum mechanics can be carried out
in this more abstract setting. The authors show for example that compact closed dagger categories
provide sufficient structure to model protocols such as quantum teleportation or entanglement
swapping [4]. The correctness of the interpretation basically amounts to the coherence equations
of the theory. The canonical example of a compact closed dagger category is the category of
finite-dimensional Hilbert spaces. Indeed, Selinger has recently shown [17] that the category of
finite-dimensional Hilbert spaces is complete for this theory in the sense that an equation follows
from the axioms of compact closed dagger categories if and only if it holds in finite-dimensional
Hilbert spaces. Thus the Abramsky-Coecke axiomatization, while more abstract, is clearly an
appropriate level of generality.
But this encoding of teleportation does not take into account that fact that teleportation takes
place in spacetime. In quantum teleportation, for example, the two participants must pass a
classical message. So when this occurs, they cannot be spacelike separated. We believe that an
appropriate modification of AQFT would allow for such modelling. More specifically, one should
associate some sort of category of local protocols to each region in spacetime. But what structure
should the category have? A reasonable first guess would be that of a compact closed dagger
category. But this leaves open the question of how to express Einstein Causality.
We propose here modifying the usual notion of compact closed dagger category by replacing the
monoidal structure with premonoidal structure, as introduced by Power and Robinson [14]. One
of the fundamental aspects of monoidal structure in a category is the bifunctoriality of the tensor
product. That is precisely what is weakened in the definition of premonoidal category. We claim
that the usual bifunctoriality equation
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(A⊗ f)(g ⊗B) = (g ⊗B)(A⊗ f)
(which is of course then denoted f ⊗ g) can be used to capture the Einstein causality condition.
The premonoidal version of AQFT has been developed in the thesis of the second author [6].
(We note that an alternative approach to modelling this issue has been proposed by Coecke and Lal
[5]. They consider categories in which the tensor product is only partially defined on arrows.) In
this paper, we develop the associated abstract categorical structure. We will view a ∗-premonoidal
category as a multiobject version of a ∗-algebra. So we would like to examine several C∗-algebraic
constructions.
Of course, a von Neumann algebra [18] is defined as a subset of B(H) equal to its own double-
commutant. The premonoidal analogue of B(H) is a category we denote by HilbH, where H is fixed.
Its objects are Hilbert spaces, and an arrow f : K0 → K1 in HilbH is an arrow f : K0 ⊗H→ K1 ⊗H
in Hilb, the category of (arbitrary) Hilbert spaces and bounded linear maps. The tensor product on
objects is the same as the tensor product in Hilb. The premonoidal structure on arrows is defined
below.
Then, given a set A of arrows in HilbH, we define its commutant A
′ to be all those arrows of
HilbH which satisfy the bifunctoriality equation with respect to all arrows in A. We always have
that A′ is a premonoidal subcategory of HilbH and A ⊆ A
′′. Then a von Neumann category is
a subcategory of HilbH equal to its own double-commutant. It is always a premonoidal dagger
category.
Of interest are constructions for building von Neumann categories. One of the most important
ways to build von Neumann algebras is the crossed product construction [10]. We present a lifting
of this construction to our premonoidal setting. The result is always a von Neumann category.
2 Premonoidal categories
While we assume knowledge of monoidal category theory [12], we here develop the notion of pre-
monoidal category, due to Power and Robinson [14]. As mentioned in the introduction, the intuition
behind the definition is that these are monoidal categories, but without assuming the bifunctoriality
of the tensor. So in particular, every monoidal category is premonoidal. To formalize this intuition,
we first introduce binoidal categories.
Definition 2.1. A binoidal category consists of a category C and functors HB : C −→ C and
KB : C −→ C for all objects B in C and satisfying HB(C) = KC(B) for all pairs of objects B.
In a binoidal category the object HB(C) = KC(B) is denoted B ⊗ C and for any arrow f :
X −→ Y we write B⊗ f for HB(f) and f ⊗B for KB(f). Thus in this new notation HB = B⊗−
and KB = − ⊗ B. Notice that − ⊗− is only a functor when one of the arguments is fixed, i.e. it
is not assumed to be a bifunctor.
Definition 2.2. If C is a binoidal category and f : A −→ C and g : B −→ D are arrows, define
g ⋊ f = (g ⊗ C)(B ⊗ f) and g ⋉ f = (D ⊗ f)(g ⊗A).
Then we say that f is central if for all arrows g,
g ⋊ f = g ⋉ f and f ⋊ g = f ⋉ g
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Definition 2.3. If C is a binoidal category and G,H : B −→ C are functors then a natural
transformation α : G =⇒ H is central if its components αB : G(B) −→ H(B) are central maps in
C.
Definition 2.4. A premonoidal category consists of a binoidal category C together with a dis-
tinguished object I ∈ |C| and central natural isomorphisms α, λ and ρ with components αA,B,C :
(A⊗B)⊗ C −→ A⊗ (B ⊗ C), λA : I ⊗A −→ A, and ρA : A⊗ I −→ A. These structural isomor-
phisms must satisfy the same coherence equations as in the definition of a monoidal category [12].
A premonoidal category is symmetric if there is a central natural isomorphism τ : A⊗B → B⊗A,
again satisfying the usual equations.
2.1 Examples
Example 2.5. IfM is a monoid, thenM is a one-object premonoidal category. We denote itM [1].
It is monoidal if and only ifM is abelian. Note that the standard result that in a monoidal category
with tensor unit I, that the monoid Hom(I, I) is abelian, is false for premonoidal categories.
Example 2.6. If D is any category then define a new category C = {D,D} whose objects are
functors F : D −→ D and an arrow h : F −→ G is a transformation, i.e. consists of arrows
hD : FD −→ GD for each D ∈ |D|. Then F ⊗G = F ◦G for F,G ∈ |C| and for any transformation
h : F −→ G define (H ⊗ h)D = H(hD) and (h ⊗H)D = hHD. Then C is a premonoidal category.
If one restricts to transformations which are natural then one obtains a subcategory of C which is
monoidal.
Example 2.7. Every monoidal category is a premonoidal category.
Definition 2.8. If C is a premonoidal category then the centre of C is the category Z(C) with
objects the same as those of C and its arrows are the central maps in C.
Example 2.9. If M is a group, then Z(M [1]) is just the centre of G viewed as a one-object
monoidal category.
Proposition 2.10. The centre Z(C) of a premonoidal category C is a monoidal category.
Example 2.11. Let C be a symmetric monoidal category with symmetry τX,Y : X ⊗Y −→ Y ⊗X
and let S ∈ |C| be a fixed object. Define a new category CS as follows, the objects are the
same as those of C and CS(X,Y ) = C(X ⊗ S, Y ⊗ S). For Z ∈ |CS | and f ∈ CS(X,Y ) define
Z ⊗ f ∈ CS(Z ⊗X,Z ⊗ Y ) as idZ ⊗ f : Z ⊗X ⊗ S → Z ⊗ Y ⊗ S in C. For f ⊗Z, define it in C as:
X ⊗ Z ⊗ S
τ12−→ Z ⊗X ⊗ S
idZ⊗f−→ Z ⊗ Y ⊗ S
τ12−→ Y ⊗ Z ⊗ S
The structural isomorphisms for associativity and units come from the corresponding maps in C.
It is straightforward to verify that arrows g ∈ CS(X,Y ) of the form g = h⊗ idS with h : X → Y
in C are central. In many examples, all central maps are of this form. For example, we have the
following, which was proved in [6].
Theorem 2.12. If H is a Hilbert space with dim(H) ≥ 1 then Z(HilbH) ≃ Hilb. More precisely,
all central maps are of the form f = fˆ ⊗ idH : K1 ⊗H → K2 ⊗H, with fˆ : K1 → K2.
4
Proof. If dim(H) = 1 then H ∼= C and clearly HilbH ≃ Hilb. So now suppose that dim(H) > 1
and that f ∈ HilbH(X,Y ) is central. Then we will show that f = fˆ ⊗ idH for some bounded linear
map fˆ : X −→ Y . Let BH = {hj | j ∈ J} be an orthonormal basis for H. Then for a 6= b ∈ J
define Ta,b : H ⊗ H −→ H ⊗ H by Ta,b(hi ⊗ hj) = (δi,aδj,b + δi,bδj,a)hj ⊗ hi where δp,q = 1 if p = q
and δp,q = 0 otherwise.
Now notice that the vector subspace (H ⊗ H)a,b = {λha ⊗ hb + µhb ⊗ ha | λ, µ ∈ C} is a finite-
dimensional linear subspace of H ⊗ H and hence is closed. Moreover the map Ta,b is then just the
projection onto the closed subspace (H⊗ H)a,b followed by a twist and is therefore continuous.
Now suppose that BX = {ei | i ∈ I} and BY = {gk | k ∈ K} are orthonormal bases for X and
Y respectively. We now compute f ⋊ Ta,b : X ⊗ H⊗ H −→ Y ⊗ H⊗ H on basis elements.
f ⋊ Ta,b(ei ⊗ hj ⊗ hk) = (f ⊗ H)(X ⊗ Ta,b(ei ⊗ hj ⊗ hk)) (1)
= (f ⊗ H)[(δj,aδk,b + δj,bδk,a)ei ⊗ hk ⊗ hj ]
Note that when restricting to the diagonal j = k = a and a 6= b, we get that
f ⋊ Ta,b(ei ⊗ hj ⊗ hk) = f ⋊ Ta,b(ei ⊗ ha ⊗ ha) = 0.
On the other hand we now calculate f ⋉ Ta,b applied to (ei ⊗ hj ⊗ hk). First observe that
f ⊗ H(ei ⊗ hj ⊗ hk) = (τ ⊗ idH)(hj ⊗ f(ei ⊗ hk)) (2)
= (τ ⊗ idH)hj ⊗ (
∑
r∈K, p∈J
c
r,p
i,kgr ⊗ hp)
=
∑
r∈K, p∈J
c
r,p
i,kgr ⊗ hj ⊗ hp.
Therefore:
f ⋉ Ta,b(ei ⊗ hj ⊗ hk) = (Y ⊗ Ta,b)(f ⊗ H)(ei ⊗ hj ⊗ hk) (3)
=
∑
r∈K,p∈J
c
r,p
i,k(δj,aδp,b + δj,bδp,a)gr ⊗ hp ⊗ hj .
Restricting to the same diagonal with j = k = a, the above becomes∑
r∈K,p∈J
c
r,p
i,aδp,bgr ⊗ hp ⊗ ha =
∑
r∈K
c
r,b
i,agr ⊗ hb ⊗ ha. (4)
As f is central it follows that ∑
r∈K
c
r,b
i,agr ⊗ hb ⊗ ha = 0.
So we have shown that cr,bi,a = δa,bc
r,b
i,a, for all r ∈ K. By a similar calculation, one shows that
c
r,a
i,a = c
r,b
i,b for all a, b ∈ J .
Now fix a ∈ J and define dri = c
r,a
i,a for all r ∈ K. We have
f(ei ⊗ ha) =
∑
r∈K
dri gr ⊗ ha = (
∑
r∈K
dri gr)⊗ ha = f̂(ei)⊗ ha.
The map f̂ is defined by the equation f̂(ei) =
∑
r∈K d
r
i gr. Note that f̂ is bounded, since
f = f̂ ⊗ id is bounded.

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3 von Neumann categories
3.1 Premonoidal ∗-structure
Much of the theory of ∗-structures on categories appears in [8] as a part of their program of
analyzing Haag’s definition of algebraic quantum field theory [9]. It was a crucial component of
the Doplicher-Roberts reconstruction theorem [7].
In this section, we extend this theory to the premonoidal setting. It is straightforward to see
that for a monoidal category, viewed as premonoidal, the definitions are the same.
Definition 3.1.
• An Ab-premonoidal category is a premonoidal category C such that for all objects X,Y in C
the set C(X,Y ) is equipped with an abelian group structure. Moveover if f, g ∈ C(X,Y ) and
h ∈ C(A,X) and k ∈ C(Y,B) then (f+g)◦h = f◦h+g◦h and k◦(f+g) = k◦f+k◦g. In addition
we also require that for all objects A the functions A⊗− : C(X,Y ) −→ C(A⊗X,A⊗Y ) and
−⊗A : C(X,Y ) −→ C(X ⊗A,Y ⊗A) are group homomorphisms for all objects X, Y in C.
• A C-linear premonoidal category is a a premonoidal category C in which every hom-set C(X,Y )
is a complex vector space and the composition map (f, g) 7→ g◦f is bilinear and the functions
A⊗− : C(X,Y ) −→ C(A⊗X,A⊗ Y ) and −⊗A : C(X,Y ) −→ C(X ⊗A,Y ⊗A) are C-linear
for all objects A, X, and Y in C.
• A positive ∗-operation on a C-linear premonoidal category C is a family of functions assigning
to each arrow s ∈ C(X,Y ) an arrow s∗ ∈ C(Y,X) with (g ◦ f)∗ = f∗ ◦ g∗ for composable
arrows f and g and id∗A = idA. The map s 7→ s
∗ must be antilinear, and satisfy (s∗)∗ = s
and if s∗ ◦ s = 0 then s = 0.
We also require that for all arrows g in C and objects A, that (A ⊗ f)∗ = A ⊗ f∗ and
(f ⊗A)∗ = f∗ ⊗A. Finally we will insist that α∗ = α−1, λ∗ = λ−1, and ρ∗ = ρ−1 and in the
case of symmetry that τ∗ = τ−1. A C-linear premonoidal category equipped with a positive
∗-operation is called a premonoidal ∗-category.
• A premonoidal C∗-category is a premonoidal ∗-category C such that C(X,Y ) is a Banach
space with norm denoted by ‖ · ‖ such that ‖s ◦ t‖ ≤ ‖s‖‖t‖ and ‖s∗ ◦ s‖ = ‖s‖2 and
‖A⊗ s‖ = ‖s‖ = ‖s ⊗A‖ for all s : X −→ Y and t : Y −→ Z and objects A. If the category
happens to be monoidal, we say that the category is a C∗-tensor category.
Again by virtue of the definition of premonoidal C∗-categories we have the following result.
Lemma 3.2. If C is a premonoidal C∗-category then Z(C) is a C∗-tensor category.
3.2 Commutants in premonoidal categories
The results of this section are inspired by the theory of von Neumann algebras. They will be the
basis of our definition of von Neumann category below.
Definition 3.3. Let A be a set of objects and arrows in a ∗-premonoidal category C. Then the
commutant of A, denoted A′, will be the category with objects the same as those of C and its
arrows will be arrows f : A −→ B in C such that f ⋉ g = f ⋊ g and g ⋉ f = g ⋊ f for all arrows g
in A.
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Theorem 3.4. A′ is a ∗-premonoidal category.
Proof. We start by showing that A′ is a category. For each object A the identity map idA is a
central map in C and thus a map in A′, so A′ contains identities. Next we must show that given
f : A −→ B, and e : B −→ C in A′, then e ◦ f : A −→ C is an arrow in A′. Indeed let g : X −→ Y
be an arrow in A.
(e ◦ f)⋉ g = [C ⊗ g][(e ◦ f)⊗X]
= ([C ⊗ g][e ⊗X])[f ⊗X]
= [e⊗ Y ]([B ⊗ g][f ⊗X])
= ([e⊗ Y ][f ⊗ Y ])[A⊗ g]
= [e ◦ f ⊗ Y ][A⊗ g] = (e ◦ f)⋊ g
Similarly we can show that g⋉ (e ◦ f) = g⋊ (e ◦ f). Hence e ◦ f is an arrow in A′. Clearly this
composition is associative and unital thus A′ is a category.
We now establish the premonoidal structure on the commutant category. Given objects A and
B of A′, we define A ⊗A′ B = A ⊗ B. If also f : X −→ Y in A
′ then we define A⊗A′ f = A⊗ f
and f ⊗A′ A = f ⊗ A. It is an exercise in diagram chasing that (A ⊗ f) ⋉ g = (A ⊗ f) ⋊ g and
similarly one can check that g ⋉ (A ⊗ f) = g ⋊ (A ⊗ f). Hence (A ⊗ f) is an arrow in A′ and
likewise so is (f ⊗ A). Now since Z(C) ⊆ A′ it follows that the remaining requirements for A′ to
be a premonoidal category are all satisfied since all the relevant diagrams that must commute are
diagrams which live in the centre and commute there.
Finally one must check that if f ∈ A′, then so is f∗, but this follows from the functoriality of
the (−)∗ and the fact that it commutes with all the relevant structure. 
3.3 The definition
The following definition is our attempt at generalizing the notion of a von Neumann algebra, much
like our definition of premonoidal C∗-category is an attempt at generalizing the notion of a C∗-
algebra.
Definition 3.5. Let A ⊆ C be a premonoidal C∗-subcategory of a premonoidal C∗-category C.
Then A is called a C-von Neumann category just in case A′′(X,Y ) = A(X,Y ) for all objects X and
Y in A. When C = HilbH then A is simply called a von Neumann category.
One can imagine looking at a more general notion in which there is no normed structure for
example, but we choose to stay with this level of generality for the moment. A natural question to
ask is whether a one-object von Neumann category is a von Neumann algebra.
Theorem 3.6. If A ⊆ HilbH is a von Neumann category, then A(C,C) has the structure of a von
Neumann algebra.
Proof. Let M = A(C,C). First notice that M is a ∗-subalgebra of B(C⊗ H) ∼= B(H).
We will show that S ∈ A′(C,C) if and only if S ◦T = T ◦S for all T ∈ M. Indeed S⋉T = S⋊T
means that the following diagram commutes:
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τC,C ⊗ idH
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.
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idC ⊗ T
............................................................................
.
.
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.
τC,C ⊗ idH
............................................................................
.
.
.
.
idC ⊗ S
(5)
Now recall that τC,C = id. Using this fact in the above diagram one gets
(idC ⊗ T ) ◦ (idC ⊗ S) = (idC ⊗ S) ◦ (idC ⊗ T ) (6)
and thus idC ⊗ (T ◦ S) = idC ⊗ (S ◦ T ) and this occurs if and only if T ◦ S = S ◦ T .
We denote the commutant of the algebra M in B(C ⊗ H) by M′. Let N = A′(C,C). Note
that A is a von Neumann category, and hence A(C,C) = A′′(C,C). Thus M = N ′, and clearly as
M′ = N it follows M′′ = N ′ =M showing that M is a von Neumann algebra. 
Corollary 3.7. Every one-object von Neumann category is a von Neumann algebra.
Thus the above corollary justifies our claim that a von Neumann category is an appropriate
generalization of the notion of a von Neumann algebra. Before providing some concrete examples
of von Neumann categories we will first establish some analogues of classical results found in the
theory of von Neumann algebras.
Proposition 3.8. If A is a set of objects and arrows in a premonoidal C∗-category C closed under
∗, then A′ is a premonoidal C∗-category. In particular, it is a C-von Neumann category.
Proof. We already have that A′ is a premonoidal ∗-category. Furthermore each hom-set A′(X,Y )
is a normed linear subspace of C(X,Y ) with norm coming from the C∗-structure on C. Thus it
remains to show that each space A′(X,Y ) is complete with respect to its norm.
Notice that for any arrow f : A −→ B the linear map ζf : C(C,D) −→ C(A⊗ C,B ⊗D) given
by ζf (g) = f⋉g−f ⋊g = (B⊗g)◦(f ⊗C)− (f ⊗D)◦(A⊗g) is bounded. Similarly the linear map
ηf : C(B,D) −→ C(C⊗A,D⊗B) given by ηf (g) = g⋉f−g⋊f = (D⊗f)◦(g⊗A)−(g⊗B)◦(C⊗f) is
bounded. So let (gj) be a cauchy sequence inA
′(B,D), then by completeness of C(B,D) it converges
to a map g = lim gj in C(B,D). Now for any arrow f : A −→ C in A we have that:
ζf (g) = ζf (lim gj) = lim ζf (gj) = 0.
Similarly we also have that ηf (g) = 0 for any arrow f in A and thus g ∈ A
′(B,D). Hence we
have shown that A′(B,D) is closed, establishing that A′ is a premonoidal C∗-category.
To see that A′ is a C-von Neumann category we observe that A ⊆ A′′ and taking commutants
we get A′′′ ⊆ A′. On the other hand we also have that A′ ⊆ A′′′ and thus the result follows that
A′′′ = A′. 
8
3.4 Examples of von Neumann categories
At this point we feel that some examples of von Neumann categories are in order. We will also use
this opportunity to draw further parallels between our theory and the classical one.
Example 3.9. By Corollary 3.7, every von Neumann algebra M can be viewed as a one-object
von Neumann category.
Example 3.10. If C is a premonoidal C∗-category, then C and Z(C) are C-von Neumann categories.
This is clear since C = Z(C)′. In the case C = HilbH, we see that Z(HilbH) ≃ Hilb is a von
Neumann category. In the case that C is a von Neumann algebra viewed as a one-object von
Neumann category, we get that centre of a von Neumann algebra is again a von Neumann algebra.
The above example motivates the following comparison. If H is a Hilbert space then B(H) is
a von Neumann algebra and the centre of B(H) is C. Now by the above example, B(H) can be
viewed as a one-object von Neumann category on HilbH and its centre will be the subcategory
with object C and will have as arrows the central maps on this object. Thus we think of HilbH as
a multi-object version of the classical B(H) and likewise since Z(HilbH) ≃ Hilb we think of Hilb
as playing the role of the complex numbers C.
Continuing on with more examples of von Neumann categories, we will consider premonoidal
C∗-categories that arise as functor categories.
Example 3.11. Suppose that D is a C∗-category, let {D,D}∗ be the premonoidal category whose
objects are ∗-functors and an arrow t : F −→ G consists of a family of maps tA : FA −→ GA in D
such that the set {‖tA‖} is bounded, call these arrows bounded transformations. We should note
that this example is a premonoidal variation on an example of [8], of a C∗-category. Now given
a map t : F −→ G then one defines ‖t‖ ≡ supA ‖tA‖, which yields a norm on the linear space
{D,D}∗(F,G) where addition and scalar multiplication are defined point-wise.
The premonoidal structure on this category is the same as the one described in Example 2.6.
Namely given two ∗-functors F and G we define F ⊗G ≡ F ◦G which is clearly again a ∗-functor.
Further given a transformation t : F −→ G and a ∗-functor H then we define (H ⊗ t)A ≡ H(tA)
and (t⊗H)A ≡ tHA. Now it is clear that {‖(t⊗H)A‖} is bounded and since ‖H(f)‖ ≤ ‖f‖ for all
arrows f it follows that {‖(H ⊗ t)A‖} is also bounded. Now let D
D denote the wide subcategory of
{D,D}∗ whose arrows are the bounded natural transformations. Observing that a constant functor
is a ∗-functor one can show that (DD)′ = DD. Hence DD is a {D,D}∗-von Neumann category.
4 Premonoidal crossed products
4.1 Crossed products of von Neumann algebras
We first review the traditional construction. For more information, see [10].
Suppose we have a von Neumann algebraM with a presentation M ⊆ B(H). Suppose a discrete
group G acts on M . The crossed product is a von Neumann algebra M˜ and embeddings
π : M → M˜ λ : G→ M˜
such that the image of G consists of unitaries, and the images are related by the conjugation
equation
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π(g · a) = λ(g)π(a)λ(g)∗
One begins by building a Hilbert space H˜, the square-summable functions from G to H:
H˜ = {ζ : G→ H|
∑
g∈G
||ζ(g)||2 <∞}
Then define embeddings into B(H˜) by
[π(a)(ζ)](g) = (g−1 · a)(ζ(g)) [λ(g)(ζ)](u) = ζ(g−1u)
Then the crossed product von Neumann algebra is defined as M˜ ⊆ B(H˜).
M˜ = [π(M) ∪ λ(G)]′′
4.2 Premonoidal version
Remember that our general program is to categorify by replacing B(H) with HilbH, and von Neu-
mann algebras with von Neumann categories.
First, we need the analog of a discrete group action on a von Neumann algebra. So let G be a
discrete group, viewed as a premonoidal category G[1]. Let C ⊆ HilbH be a von Neumann category.
There are several reasonable levels of generality we could consider. For the present paper, we
choose the functorial action of G to act as the identity on objects of C. So, given an arrow f : K→ K′
in C and g ∈ G, we have an action g • f : K→ K′, satisfying the evident equations.
We note that the action of G on C in particular induces an action • : G × HomC(I, I) →
HomC(I, I) and recall that by a previous result, we know that M = HomC(I, I) is a von Neumann
algebra. This makes the connection to the traditional crossed product even more evident.
To construct a crossed product, we will use the same Hilbert space H˜ defined above. But it is
easier to use an isomorphic description [10]. So note that H˜ ∼= H⊗ ℓ2(G), where
ℓ2(G) = {f : G→ C such that
∑
g∈G
|f(g)|2 <∞}
Then an (orthonormal) basis for H˜ is given by {ei ⊗ δg}, where the ei’s range over a basis for
H, and the δg’s are the basis for ℓ
2(G) consisting of the Kronecker deltas.
To construct our crossed product, we will embed C and G into Hilb ˜H
, and then take the double
commutant, as above.
Now we need two operations. First I need λ : G[1] → Hilb ˜H
. Since G[1] is a one-object pre-
monoidal category, and a (strong) premonoidal functor must take the tensor unit to itself, this
reduces to a map λ : G → B(H˜), so we can in fact use the definition from the previous section.
With the new basis, this is written as
λ(g)(ei ⊗ δg′) = ei ⊗ δgg′
Second, we need a premonoidal functor π : C → Hilb ˜H
. The functor will be the identity on
objects. Suppose we have f : X → Y in C. Thus f : X ⊗ H→ Y ⊗ H in Hilb. Then π(f) should be
an arrow X → Y in Hilb ˜H
. Define it by
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π(f)(x⊗ ei ⊗ δg) = (g
−1 • f)(x⊗ ei)⊗ δg
Definition 4.1. The crossed product of G and C will be the double commutant in Hilb ˜H
of the
images of G[1] and C under the functors λ and π.
We then note that we have the following analog of the usual crossed product equation:
Lemma 4.2. With notation as above, we have:
π(g • f) = (id ⊗ λ(g)) ◦ π(f) ◦ (id⊗ λ(g)∗)
5 Conclusion
We believe this new notion of von Neumann category opens up the possibility of analysis of a
categorified theory of von Neumann algebras. At this point it would be quite reasonable to introduce
a theory of factors [10] for von Neumann categories and attempt to classify these. We think the
most likely definition is that a factor is a von Neumann category whose center is Hilb. Then of
course we would need to develop integrals over von Neumann categories, and determine which
von Neumann categories so arise. Also this theory allows us to talk about double commutants in
categories not based on Hilbert spaces at all. We have already given some examples. It remains to
be seen how interesting this theory is at that level of generality.
Along these lines, the final section of this paper develops only discrete crossed products. But
of course the theory of crossed products of von Neumann algebras is much more general than this
[19]. In particular, one would need to develop a theory of integrals to enrich this idea further. On
the other hand, we could consider crossed products of more general premonoidal categories acting
on a von Neumann category.
One of the most significant results in the field of algebraic quantum field theory is the Doplicher-
Roberts reconstruction theorem which demonstrates that every compact closed C∗-category is equiv-
alent to the category of finite-dimensional representations of an essentially unique compact group.
See [7] for the original result and [9] including its appendix by Mu¨ger for an alternate proof and
discussion of the result’s significance. We are very interested in the analog of this result in the
premonoidal setting. This is ongoing work.
An important issue in algebraic quantum field theory is the modelling of open systems, i.e. those
which can interact with their environment. The difficulties of this are explored in [3]. We believe
that using the category HilbH can lead to new insight into this issue. In particular, one may choose
the Hilbert space H so as to model the environment. So, for example, a protocol of type X → Y
would be modelled as a morphism of the form X ⊗ H → Y ⊗ H, and so may encode information
about such interaction.
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