With the rapid development of mobile Internet techniques, using the sensor-rich smartphones to sense various contexts attracts much attention, such as transportation mode recognition. The transportation mode information can help to improve urban planning, traffic management and journey planning. Though much work has been done on the transportation mode recognition using classic machine learning algorithms, the performance of these methods is not reasonable and heavily relies on the effectiveness of handcrafted features. In this paper, we leverage the strong representation ability of deep learning method and present a deep-learning-based algorithm for transportation mode recognition, namely CL-TRANSMODE, which is capable of accurately detecting multiple transportation modes. The algorithm first uses a convolutional neural network (CNN) to learn appropriate and robust feature representations for transportation modes recognition. Then, an LSTM network performs a further learning of the temporal dependencies characteristics on the feature vectors of CNN output. To further enhance the accuracy of transportation mode recognition, several artificial segments and peak features are extracted from the raw sensor measurements. These features characterize the transportation modes over a much long period of time (minutes or hours). By combining the CNN-extracted features and handcrafted features, our proposed CL-TRANSMODE transportation mode recognition algorithm can accurately differentiate eight transportation modes, i.e., walking, running, bicycling, driving a car, riding a bus, taking a metro, taking a train, or being stationary. Extensive experiments on both the SHL and HTC datasets demonstrate that use our proposed CL-TRANSMODE transportation mode recognition algorithm which outperforms the state-of-the-art comparative algorithms. On the SHL dataset, which contain barometric data, the accuracy using the CL-TRANSMODE algorithm can reaches 98.1%.
I. INTRODUCTION
With the ever-increasing computing and perception capabilities of smartphones, fine-grained activity recognition attracts much attention. As a special kind of activity, the transportation mode recognition can accurately differentiate various The associate editor coordinating the review of this manuscript and approving it for publication was Rashid Mehmood . transportation patterns, which helps to enhance urban planning, traffic management, individual carbon footprint analysis, travel time estimation, and journey planning.
Though much work has been conducted on transportation mode recognition, most work uses classic machine learning algorithms to determine transportation modes, such as treebased algorithms [1] , [2] support vector machine (SVM), and Adaboost [3] - [5] . The performance of these algorithms is not VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ reasonable and mainly depends on the validity of handcrafted features, which is time-consuming and requires quality expert knowledge [6] , [7] . In recent years, deep learning has drawn much attention due to its remarkable capability to automatically extract features from large-scale raw data and strong representation capability [8] , [9] . The convolutional neural network (CNN) [10] can automatically create a hierarchy of abstract features by stacking several convolutional operators. The long short-term memory (LSTM) recurrent neural network can reasonably model temporal dependencies in time series problems. In this study, we combine a CNN network and an LSTM network into a unified framework to detect transportation mode (CL-TRANSMODE). By making advantage of the strong representation capability of CNN and the captured time dependencies by LSTM, our proposed algorithm can accurately recognize the transportation modes.
The main contributions of this paper are summarized as follows:
1) Integrating the advantages of features automatically extracted by CNN for a short time interval and handcrafted segment and peak features for a much longer time interval (such as several minutes or hours). These segment features and peak features can reflect the corresponding transportation modes covering a much longer period of time, which cannot be learnt by the CNN. Furthermore, we use LSTM layers to learn the temporal dependencies of various features. 2) Different from single activity recognition or the transportation mode recognition, our proposed CL-TRANSMODE algorithm can accurately recognize both complex human activities and transportation modes simultaneously, including walking, running, bicycling, driving a car, riding a bus, taking a metro, taking a train, or being stationary. 3) We performed extensive evaluation of our proposed algorithm and other comparative algorithms on two large public datasets, i.e., Sussex-Huawei and the HTC dataset. The experimental results demonstrated that our proposed algorithm can recognize transportation modes in various complex scenarios with high accuracy, outperforming the state-of-the-art baseline methods.
II. RELATED WORK
Based on our literature reviews of transportation mode recognition, we categorized related works into two categories:
(1) traditional machine learning based transportation mode identification; (2) deep learning based transportation mode identification.
Many traditional machine-learning algorithms are used for transportation mode recognition. Dang-Nhac et al. [11] employed SVM to differentiate six transportation modes (driving a car, riding a bus, motorcycling, bicycling, walking and being stationary) on the HTC dataset. Zhou et al. [12] introduced a chained random forest (RF) to detect travel modes, which automatically classifies smartphone data into different travel modes. Guvensan et al. [13] proposed a segment-based transportation mode detection architecture. To improve the accuracy of traditional classification algorithms (RF, k-nearest neighbor, and naïve Bayes), a postprocessing step (the healing algorithm) was added to correct the misclassification results. To avoid the effect of training sample imbalance, Chang et al. [14] combined the kNN classifier and the synthetic minority over-sampling technique (SMOTE) algorithm. MonoSense [15] leverages the phone serving cell information to detect transportation mode using a traditional decision tree classifier. In general, the accuracy of the aforementioned methods is not reasonable and heavily relies on the expert knowledge of extracting discriminative features. These machine learning models only have a shallow architecture to capture features.
Deep learning models inversely use multilayer architecture where different layers capture features from different perspectives. Considering the strong automatic feature extraction and feature representation abilities, several studies attempted using deep learning methods to determine transportation modes. Fang et al. [16] adopted the deep neural network (DNN) to recognize and differentiate five transportation modes (still, walk, run, bike, and vehicle). Liang and Wang [17] introduced a convolutional neural network to detect transportation modes by only using the lightweight accelerometer embedded in commodity smartphones. Vu et al. [18] used a recurrent neural network (RNN) to detect transportation mode on a mobile phone. The Mago system [19] uses a two-layer classifier to recognize transportation modes. The first layer uses a random forest classifier to distinguish the still state and non-still state. The second layer uses a neural network model to recognize the six transportation modes. The DeepTransport system [20] builds a deep LSTM learning architecture, which combines global positioning system data, road structure, and point-of-interest information to determine human mobility and transportation patterns. Liu and Lee [21] leveraged a bidirectional LSTM classifier to identify transportation modes.
Different from the above-mentioned methods, in this paper, we combined CNN and LSTM to form a unified framework for recognizing complex transportation modes. This architecture takes advantage of the automatic feature extraction ability of convolutional operations and the time-dependent feature extraction ability of LSTM. To further improve the accuracy of transportation mode identification, some handcrafted semantic features (i.e., segment and peak features) covering a much longer time interval are used and concatenated with the features learnt by the CNN model. Extensive experimental results demonstrated that our proposed CL-TRANSMODE can accurately recognize various transportation modes and significantly outperforms other traditional methods. 
III. MATERIALS AND METHODS

A. SYSTEM ARCHITECTURE
Our proposed transportation mode recognition algorithm CL-TRANSMODE consists of three main modules: data preprocessing, feature extraction, and classification, as shown in Fig. 1 .
In the data preprocessing layer, the raw sensor data consisting of accelerometer, gyroscope, barometer, and magnetometer are normalized and segmented with a sliding window. In the middle layer, we use a CNN network to automatically acquire suitable features from the preprocessed data over a short-scale time interval. To further improve recognition accuracy, we also handcrafted several segment features and peak features, which can reflect the corresponding transportation mode over a much longer period of time (minutes or hours). In the top layer, we employ an LSTM unit to learn the temporal dependencies of the features extracted by the CNN in small-scale time interval and the handcrafted features in a large-scale time interval. Above the LSTM layer, connection layers are used to increase the learning ability of the model. Dropout layers are applied to prevent overfitting. At last, a SoftMax activation function is used to output the transportation mode recognition result.
B. DATA PRE-PROCESSING 1) NORMALIZATION
To balance the value range of heterogeneous sensor data, a normalization operation is performed for the CNN. In this paper, we used the Z-Score normalization method [22] to normalize various sensor data, which can guarantee stable convergence of weight and biases for our proposed CL-TRANSMODE model.
We compared the raw data with the normalized data in Fig. 2 . The green lines denote the raw data, and the orange lines represent the normalized data. It can be seen from 
2) SEGMENTATION OF DATA
The collected raw sequence data from different sensors contains various noises. To reduce the influence of various noises and obtain a steady feature representation, we used a fixedlength sliding window to segment the raw data. We regard each window as a ''sequence'', which is the initial input of the network. The raw data were then segmented into a series of fixed-length sequences, as Fig. 3 shows.
The selection of sliding window size influences the feature representation and the prediction accuracy of transportation modes. Some useful features may be ignored if a much small window is chosen. Conversely, if the features are extracted from the raw data with an extremely large window, the first prediction delay will be long and the change of transportation transfer will not be responded in time, which will be evaluated in the later experimental parts.
3) CNN ARCHITECTURE FOR FEATURE EXTRACTION
In this section, a CNN [23] is used to learn deep features. We use one-dimensional convolutions operations [24] on the raw sensor data. The kernel acts as a filter in the onedimensional domain. The kernel can remove outliers, filter data, and extract features. The l th feature map using a one-dimensional convolution operation is calculated as Equation (1) shows,
where l is the sequence number of convolution layer. p, x, w, C denote the kernel size, the input data, the weight, and the index of the filters, respectively. v, u represent the sequence number in the kernels and the unit index of convolution layers. f is the rectified linear activation function ReLU. b denotes the bias of the convolution layers. Fig. 4 shows the convolutional neural network used in our CL-TRANSMODE system. There are three CNN layers and three maxpooling layers in the CL-TRANSMODE system. Convolution operations and pooling operations are performed on each element of different sensor data, i.e., 3-axis accelerometer, 3-axis gyroscope, 3-axis magnetometer and pressure data. 300 × 1 raw components are fed into the first convolution layer in per epoch. The optimal parameters of the CNN and maxpooling layers are shown in the black boxes of Fig. 4 . The three numbers of the black boxes in convolution layers represent the number of one-dimensional convolution, kernel size and step length, respectively. The three numbers of maxpooling layers represent the number of input data, pool size and stride size, respectively. Experimental results showed that this CNN architecture can extract features with reasonable discrimination ability.
To visually illustrate the distinguishability of different transportation modes using the features extracted by the CNN, we use the stochastic neighbor embedding (T-SNE) method to reduce the dimension of features. As Fig. 5 shows, the extracted features of different transportation modes are aggregated, which verifies that the extracted features are rather differentiable among different traffic patterns. 
C. LONG AND SHORT MEMORY NEURAL NETWORK ARCHITECTURE
Considering that the same transportation patterns have high temporal correlation, we make advantage of LSTM to capture time dependencies from sequential features extracted by CNN and handcraft to improve the transportation mode recognition accuracy.
By combining gate structures, LSTM ensures that the transportation mode information is retained to learn the temporal dependencies of features; it can also retain deviations for back propagation in network layers. The network structure includes one layers LSTM and four layers one-dimension fully connected layers. The number of cell is 128 in LSTM layer.
D. SEGMENT FEATURES AND PEAK FEATURES
Though extending the aforementioned CNN network can learn features of different transportation modes, the heavy calculation and storage cost will limit its use on the smartphones. To improve the accuracy of transportation mode recognition, we introduced some peak features and segment features as listed in Table 1 . These handcrafted features cover longer time dependencies (minutes or hours).
Peak features: peak features represent the acceleration and deceleration behavior of different transportation modes, as Fig.6 shows. Two pre-defined thresholds are selected to identify peak areas in acceleration. Once the modulus of acceleration is bigger than the threshold (e.g., threshold = 0.6 m/s2), the starting boundary of the peak area is marked. The threshold for identifying the end boundary of the peak area is set to a specific value on trial and error, e.g. 0.2 m/s 2 in this paper. As listed in Table 1 , other features are also extracted for each peak.
• Volume: Volume is the integral of three-axis accelerometer for a peak.
• Intensity: Intensity represents the maximum modulus of acceleration or deceleration for a peak.
• Length: Length represents the duration of acceleration or deceleration for a peak.
• Kurtosis: Kurtosis is a descriptor of the modulus of acceleration or deceleration distribution. Kurtosis is a measure of the ''tailedness'' of the probability distribution as Formula (2) shows. n donates the number of samples in a peak. x donates the value of acceleration or deceleration. x donates the mean value of acceleration or deceleration in a peak.
• Skewness: Skewness measures the asymmetry of the acceleration or deceleration distribution, as Formula (3) shows. The variables in Formula (3) have the same definition as Formula (2).
Segment features: The segment features are used to characterize acceleration and deceleration for longer periods. It is assumed that the patterns of acceleration and deceleration is similar for the same transportation mode. For example, the Beijing subway always stops for two minutes at each station. The variance of peak features (ten features), the frequency of peak or stationary and duration of the intermittent stationary periods are similar for the same transportation mode, but are distinctive for different transportation modes. Segment features are calculated from peak features and provide fine-grained information for the specific transportation modes.
Though these segment features and peak features bring about some statistical calculation cost, the distinguishability of these segment and peak features help detest various transportation modes. When a gas pedal or a brake pedal is depressed, the vehicle speed will increase or decrease. The magnitudes of three dimensional acceleration also change over time. We use the magnitude of three dimensional acceleration to identify peak areas. Fig.6 shows that the acceleration values increase or decrease sharply during the speed-up and speed-down phases of a subway.
The cumulative distribution functions of these features are shown in Fig.7 , which demonstrates the possibility of using these segment and peak features for transportation mode recognition. Fig.7a compares the distribution of stationary frequency feature of eight kinds of transportation modes. The remarkable differences among eight kinds of transportation modes confirm that the stationary frequency feature can help identify transportation modes. Fig.7b, Fig.7c and Fig.7d show the cumulative distribution functions of Stationary Duration / Kurtosis / Length features, respectively.
We use an m × n tensor to represent short period features obtain from CNN layers. The one-dimensional tensor is converted to q × n of peak and segment features in long time interval. If the number of peak and segment features is not enough, we add zero into the tensor of peak and segment features. Then the short period features are combined with peak and segment features in the architecture.
IV. EVALUATION AND ANALYSIS
We evaluated our proposed CL-TRANSMODE algorithm on two large-scale public datasets, i.e., SHL dataset [25] and HTC dataset [26] . As comparisons, several other state-of-theart algorithms are also implemented. We also evaluate the influence of different parameters on the CL-TRANSMODE algorithm, such as different window size, and the segment and peak features, etc.
A. DATASETS
To evaluate the CL-TRANSMODE algorithm, the popular SHL dataset (SHL) and HTC dataset are used. The SHL dataset was collected by three volunteers in the UK in 2017. It contains eight types of transportation modes. All samples in SHL dataset was collected with Huawei Mate 9 smartphones, which were placed in different positions, i.e., in bag, in hand, strapped to chest or in pocket. The HTC Dataset was collected by one hundred and fifty volunteers in 2012 using HTC smartphones. It contains ten types of transportation modes. Each sample contains accelerometer, gyroscope and magnetometer data. The sampling rate of SHL and HTC datasets are both set to 100Hz. To keep the types of different transportation modes in consistence between SHL dataset (SHL) and HTC dataset, the data of motorcycle and high-speed rail in HTC Dataset were abandoned in our experiments. The detailed transportation pattern distributions of the SHL dataset and HTC dataset are listed in Table 2 .
Considering that the HTC dataset does not contain barometric data, we use it to evaluate the generality of our proposed CL-TRANSMODE without barometric sensor. used to build the CL-TRANSMODE network. The detailed software and hardware configurations of the experimental platform are listed in Table 3 . Fig.8 shows the accuracy of the CL-TRANSMODE algorithm under different window sizes. In general, the accuracy of CL-TRANSMODE algorithm first goes up and then goes down with the window size increase from 100 to 750. When window size is set to 300, the performance of our proposed algorithm is the best. Fig.9 compares the performance with different window sizes for each transportation mode. The accuracies of recognizing still, walk, run, bike, car and bus modes are higher than 95%. However, nearly all of the accuracy of recognizing train and subway modes are under 95%. Because train and subway modes are smooth and steady on the road, they are easily misclassified. However, the accuracy of identifying train and subway is the best (94.7% and 93.3%) with the window size equal to 300. The detailed accuracies for walk, bike, car, bus, train, and subway are shown in Table 4 .
C. EXPERIMENTAL RESULTS ON THE SHL DATASET 1) INFLUENCE OF WINDOW SIZE
2) PERFORMANCE EVALUATION OF THE SEGMENT AND PEAK FEATURES
In this section, an experiment is conducted to verify the feasibility of the segment and peak features for transportation modes. Fig.10 illustrates the detection results of transportation modes by only using the features without segment and peak features. As a comparison, Fig. 11 illustrates the detection results of transportation modes by both using the CNN-extracted and the handcrafted features. From these two figures, we can find that both using the CNN-extracted and the handcrafted features can get better accuracy than that only using the CNN-extracted features. By adding the handcrafted segment and peak features, the metro and train identification accuracy was dramatically improved. The accuracy of train increases from 81.0% to 94.6%, and the accuracy of subway increases from 73.1% to 91.2%. It confirms that the handcrafted segment and peak features are efficient to represent the transportation modes over a much long period of time (minutes or hours) and help improve accuracy of transportation mode recognition.
3) PARAMETER OPTIMIZATION IN CL-TRANSMODE ALGORITHM
The hyper-parameters optimization is very important to improve the performance of the CL-TRANSMODE algorithm. We optimize the hyper-parameters of the convolution layers and the pool layers by trials. The detailed hyperparameter configuration is listed in Table 5 . The accuracies with different hyper-parameters are listed in TABLE 6. From TABLE 6, we can see that using the hyper-parameter of Group ''f'' can obtain the best accuracy. Fig. 12 (a)-(f) detail the confusion matrices of transportation mode recognition results using different hyperparameters, respectively. From the five hyper-parameter configurations, we can see that among the eight transportation modes, the train and subway modes are prone to confuse with each other. That is caused by the similar driving pattern, i.e., smoothly and steadily running on the railroad tracks. Fig.13 compares the accuracy using our proposed CL-TRANSMODE algorithm and other methods on the SHL dataset. From Fig.13 , we can see that using our proposed deep learning algorithms can obtain the best accuracy (98.1%), while only using the CNN or LSTM can only achieve 93.5% and 74.9% accuracy, respectively. This experimental result shows that by introducing the LSTM into our proposed algorithm, our proposed CL-TRANSMODE algorithm can learn time dependencies of sensor data and obtain higher accuracy than only using the CNN based algorithm.
4) ACCURACY COMPARISON OF DIFFERENT ALGORITHMS ON SHL DATASET
It is worth to mention that using Adaboost and XGboost [27] algorithms can obtain better accuracies than other algorithms except for our proposed algorithm. The reasonable accuracies of Adaboost and XGBoost algorithms heavily rely on the labor-intensive feature extraction. For the transportation modes with larger shaking and remarkable feature differences, such as walking, running and bicycling, the XGBoost slightly outperforms the artificial neural networks algorithms. For the transportation modes with less shaking and similar features, such as car, bus, train and subway, artificial neural networks can reasonably differentiate them and obtain higher recognition accuracy. To recognize all the eight transportation modes with good balance and high accuracy, the CL-TRANSMODE algorithm pays a little cost with slight accuracy decrease of identifying walking, running and bicycling compared with the XGBoost. The XGBoost cannot accurately the transportation modes with smooth and stable movement, such as train and subway. On the contrary, the CL-TRANSMODE algorithm can learn deep features by CNN and LSTM layers to get good performance in transportation modes, especially in car, bus, train and subway Experimental results show that using CL-TRANSMODE algorithm can obtain 98.1% recognition accuracy for the eight transportation modes and the recognition performance shows good robustness. It also demonstrates that extracting features by CNN is more effective than by hand-crafted method. Fig. 14 shows the accuracy using different algorithms to identify eight types of transportation patterns. We find that CL-TRANSMODE algorithm can accurately recognize all the eight transportation patterns. Our proposed CL-TRANSMODE algorithm outperforms DNN, CNN, RNN, LSTM, Decision tree, Random Forest, Adaboost and XGBoost for identifying all the eight traffic modes. Table 7 and Table 8 detail the main parameters of the ten algorithms, including the hyper-parameters in each layers of DNN, CNN, LSTM, RNN, CNN+RNN, ResNet [28] ,VGG Net [29] , Google Net [30] , CL-TRANSMODE, Decision Tree, Random Forest, Adaboost, and XGBoost. These hyperparameters include dropout rate, hidden unit number, kernel number, kernel size, constitutive of Max Depth, Min Sample Split and Min Sample Leaf etc. The detailed accuracy of identifying each transportation mode using different algorithms are denoted in Table 9 . The modes of ResNet, VGG Net, Google Net are by far the state-of-the-art convolutional neural network models. ResNet features special skip connections and a heavy use of batch normalization. The architecture is also missing fully connected layers at the end of the network. VGGNet introduces deep network to enhance performance. GoogleNet develops an inception module that dramatically reduced the number of parameters in the network). However, these modes are so deep that are not suitable for our temporal dependencies dataset.
5) EVALUATION OF CL-TRANSMODE SYSTEM'S PERFORMANCE ON DIFFERENT DATASETS
In this section, we perform a performance comparison on HTC dataset and SHL dataset to evaluate the generalization VOLUME 7, 2019 ability of our proposed CL-TRANSMODE algorithm in recognizing transportation modes. Table 10 lists the classification performance of our proposed algorithm with precision, recall and F1-score. Overall, the precision on HTC dataset is slightly lower than that on the SHL dataset. The F-scores are more than 95% on the SHL dataset. However, the F-scores on the HTC dataset are about 4% lower than the F-scores on the SHL dataset. That is because the HTC dataset does not contain barometric data. In general, using our proposed CL-TRANSMODE algorithm can accurately identify transportation modes on these two datasets. In particular, the accuracy of recognizing still, walk, run, bike, car, and bus are excellent.
6) ACCURACY COMPARISON WITH THE STATE-OF-THE-ART METHODS
In this section, we compare the proposed CL-TRANSMODE model with several state-of-the-art methods. Those methods employ different structures and features. Slight modifications have been made to accommodate the test datasets to those methods and to ensure the fairness of these experiments. These methods are trained by the same Adam optimizer and the same batch size.
• DNN-based transportation mode classification [16] :
several features are extracted form the data of accelerator, gyroscope and magnetometer sensors. These features include average of the accelerometer's magnitude, standard deviation of the accelerometer's magnitude, average of the gyroscope's value, average of the gyroscope's value, average of magnetic instantly changes and so on. These features are feed into DNN model to recognize transportation modes. The DNN model is trained by 3 hidden layers. The accuracy is 81.6%.
• CNN transportation mode detection architecture [17] : only the raw data of accelerator are used. In the preprocessing stage, we use the similar data processing method as CL-TRANSMODE. The architecture includes six convolutional, six max pooling and four fully connected layers. This method achieves 76.2%.
• CGRNN [18] : The CGRNN method redesigns the typical recurrent unit by using a control gate and deleting the reset gate. Only the raw data of accelerator are used. CGRNN reach 81.7% accuracy.
• Mago [19] : For Mago, a two-layer model is designed, and the first layer uses the random forest (RF) model to recognize the mode of still. The maximum depth of RF is 8 and the leaf nodes is 100. The second layer is a neural network (NN) model with a hidden layer containing 64 hidden units. We extract 198 features from the raw data of magnetometer and accelerometer. These features are listed in the paper [19] . The transportation mode recognition accuracy of Mago reaches 87.9%.
• DeepTransport [20] : DeepTransport consists of 4 LSTM layers. The same raw data are used as the CL-TRANSMODE. The DeepTransport reaches 89.4% accuracy.
• Bi-LSTM transportation model detection architecture [21] : The Bi-LSTM model includes 3 Bi-LSTM layers and the hidden unit number is 64, 100 and 300, respectively. We test the Bi-LSTM model using the same raw data as the CL-TRANSMODE. The accuracy of Bi-LSTM is only 59.4%. Table 11 compares the accuracy using different deep learning methods for transportation mode recognition.
Among them, our proposed CL-TRANSMODE method works best especially for identifying the transportation modes of bus, car, train and subway. The results also show that the CL-TRANSMODE algorithm can accurately recognize all the eight transportation modes with reasonable balance. 
7) ENERGY CONSUMPTION AND CALCULATION COMPLEXITY
We evaluate the energy consumption of CL-TRANSMODE system with two different stages. The first stage is the training phase and the second stage is the testing phase. On the training phase, the CL-TRANSMODE algorithm is run on a server. Since training phase is only needed to run once, its energy consumption is not an issue. On the test stage, the CL-TRANSMODE algorithm is run on the smartphone, which includes sensor data collection and sensor data transmission. The energy consumption is evaluated on a Huawei Mate 10 as Table 12 listed.
By only using lightweight sensors, our proposed CL-TRANSMODE algorithm is energy efficient for transportation identification. Considering that the deep learning platform will soon be supported on the smartphone, our algorithm will be run locally without need to send the sensor data to the cloud, which will decrease the power consumption of wireless transmission remarkably. We also evaluate the calculation complexity of our proposed algorithm on a server as Table 13 shows. Although it VOLUME 7, 2019 consumes much time on the training stage on large-scale training data, transportation calculation time on the test stage is less than 1ms, which can meet the real-time requisite for transportation identification application.
V. CONCLUSION
In this paper, we proposed a unified framework composed of CNN and LSTM for recognizing complex transportation modes. Our algorithm takes advantage of the automatic feature extraction ability of CNN and the time-dependent feature extraction ability of LSTM. To further improve the accuracy of transportation mode identification, several handcrafted semantic features (i.e., segment and peak features) covering a much longer time interval are also used and concatenated with the features learnt by the CNN model. Extensive experimental results on two public large-scale datasets demonstrated that using our proposed CL-TRANSMODE algorithm can recognize eight transportation modes with 98.1% accuracy and significantly outperforms other state-of-the-art methods. 
