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Abstract
An (n; s; t)-resilient function is a function f : f1;−1g n ! f1;−1gs; such that every element
in f1;−1gs has the same probability to occur when t arbitrary input variables are xed by an
adversary and the remaining n− t variables are assigned −1 or 1 uniformly and independently.
A basic problem is to nd the largest possible t given n and s such that an (n; s; t)-resilient func-
tion exists. As mentioned in [5,2,3] resilient functions have been involving in some interesting
cryptographic applications, such as amplifying privacy and generating shared random strings in
the presence of faulty processors. The following coloring problem is closely related to resilient
functions. A good coloring of the n-dimensional Boolean cube with c = 2s colors is such that
in every k-dimensional subcube each color appears 2k =c times. Here we are interested in the
smallest k for which such a coloring exists. A coloring is locally symmetric if each vertex in
the n-cube has the same number of neighbors from each color other than its own. An XOR-type
coloring is one obtained by a linear map GF(2) n ! GF(2)s. We answer the following problems
proposed by Friedman [5]: (1) If c − 1jn; are all optimal colorings necessarily locally sym-
metric? (2) Are there optimal colorings not obtainable as XOR type colorings? We provide
positive answers to both questions. For (2), we show that there are innitely many non-XOR-type
optimal solutions, which is also proved by Stinson et al. with a dierent method [8]. Our main
tool is an expression of the eigenvalues of the distance-i adjacency matrix of the n-cube via
the Krawtchouk polynomials. With the technique, we are able to make the background of some
claims in [5; p: 318] clearer. Along the way we prove some identities involving the distance
distribution of color classes, in order to gain a better understanding of the structure of color
classes. ? 2000 Elsevier Science B.V. All rights reserved.
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1. Introduction
Let n>s>1 be integers and f : f1;−1gn ! f1;−1gs. We call f an (n; s; t)-resilient
function, if for every t-subset fi1; : : : ; itgf1; : : : ; ng; for every choice of z 2 f1;−1gt
and every y 2 f1;−1gs; we have Pr[f(x1; : : : ; xn)=(y1; : : : ; ys)jxij=zj; 16j6t]=1=2s.
Resilient functions were introduced and studied in [2{4,6,8]. The problem to construct
resilient functions is also known as the bit extraction problem. Resilient functions
arise in the context of cryptography, such as amplifying privacy and generating shared
random strings in the presence of faulty processors [2,5]. Recently, Stinson et al. [6,3,8]
have made some progress on designing certain resilient functions, by using techniques
from coding theory. Using the Nordstrom{Robinson code, they constructed a non-linear
optimal (16; 8; 5)-resilient function [8]. In [3], Stinson et al. proved upper and lower
bounds for the optimal values of t for 16n625 and 16s6n. However, it is still not
clear how to construct optimal resilient functions in general.
In this paper we focus on an equivalent problem about a special type of coloring
of the n-dimensional Boolean cube. Consider the n-dimensional Boolean cube Bn with
vertex labels from f1;−1gn. A k-dimensional sub-cube is a subset of Bn with certain
n− k coordinates xed. We use Hk to denote the set of all k-dimensional sub-cubes.
The coloring problem we consider is to color Bn with c = 2s colors such that every
color appears in every k-dimensional sub-cube exactly 2k =c times. Following Friedman
[5] we call such a coloring a (c; n; k)-coloring. We are interested in the smallest integer
k achievable for given n and c. Such a (c; n; k)-coloring is optimal if k is the smallest
one for given c and n. This minimal value of k (with given n and c) is denoted by
(c; n). It is clear that log c is always a lower bound for . This bound is useful when
c is large. Note that c can be as large as 2 n and when c=2O(n); log c is a good lower
bound. We mostly study cases when c is not this large, say O(n). In these cases, as
Friedman proved, the log n bound is far from the best possible.
It is easy to see that the existence of a (c; n; k)-coloring implies the existence of a
(c; n; k+1)-coloring and a (c=2; n; k)-coloring, while a (c; n; k)-coloring does not imply
a (c; n; n− k)-coloring, unless k6n=2.
It is not hard to see that the coloring problem is equivalent to the t-resilient function
problem. Given n and s; from a (2s; n; k)-coloring we can dene an (n; s; n−k)-resilient
function, and vice versa. The range of the resilient function corresponds to the possible
colors in the coloring problem. For example the above-mentioned non-linear optimal
(16; 8; 5)-resilient function denes an optimal (28; 16; 11)-coloring. Note that in this
case the number of colors is much larger than the dimension of the cube.
Given c and n; Friedman [5] proved that (c; n)>1 + (c− 2)n=2(c− 1). This lower
bound for (c; n) is not tight when c is large. For instance, if c=2n−2 then (c; n)=n−1
whereas the lower bound is about n=2.
Chor et al. [4] introduced XOR-colorings, dened as f :Bn!Bs; where f=(f1; : : : ; fs)
and each fi is an XOR function on a subset of the inputs. Friedman proved that the
XOR-colorings constructed in [4] achieve the lower bound in the case when n>2 and
n  −2;−1; 0; 1; c=2− 1; c=2; c=2 + 1 (mod c − 1); and thus are optimal in these cases.
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For general c and n; it is not clear whether XOR-colorings are the best possible [5].
The XOR-colorings of [4] are the only known systematic coloring method that achieves
the optimal coloring (for certain c and n [5]).
To classify all optimal colorings for c−1jn; Friedman [5] dened locally symmetric
colorings as colorings  :Bn ! Bs; such that for some  and for all v 2 Bn; v has
exactly n(1− )=(c− 1) neighbors of each color other than (v); and he proposed the
following two open problems:
1. If c − 1jn; are all optimal colorings necessarily locally symmetric?
2. Are there optimal colorings not obtainable as XOR-type colorings?
Our main results are the following. They are proved in Theorems 11 and 12.
1. If c − 1jn; then all optimal (c; n; k)-coloring must be locally symmetric.
2. For c−1jn−1; c>4; there exist optimal colorings for Bn which are neither locally
symmetric nor XOR-type coloring.
We also make clear a couple equations in [5, p. 318], which were not known to have
direct combinatorial proofs. The main technique used in this paper, as in [5], is the
spectral method. We simplify some of the proofs of [5] by considering the distance-i
adjacency matrix An; i of the Boolean cube Bn instead of the ith power of the adjacency
matrix of Bn; and relating Krawtchouk polynomials, a class of orthogonal polynomials,
to the eigenvalues of An; i.
Along the way we study the distance distribution of the color classes and prove
some identities involving the distance distribution of a color class, and between two
dierent color classes. For c − 1jn we can calculate the distance distribution precisely
for each color class. In this case it follows that all color classes of a (c; n; k)-coloring
share the same distance distribution.
The rest of the paper is organized as follows. In Section 2 we give some basic
denitions and review known facts. In Section 3 we present the connection between
Krawtchouk polynomials and the eigenvalues of distance-i adjacency matrix, and some
related results. In Section 4 we prove the main results which answer the open questions
in [5]. Section 5 contains some open problems.
2. Notation, denitions and facts
We denote the distance-i adjacency matrix of the n-dimensional Boolean cube by
An; i; i.e. for all x; y 2 f−1; 1gn; An; i(x; y) = 1 if the Hamming distance of x and y is
i; 0 otherwise. Note that each An; i is a 2n  2n matrix and it corresponds to a regular
graph of degree
( n
i

on the vertex set f−1; 1gn. Let x; y be two vectors of the same
dimension, then hx; yi=Pi xiyi denotes their inner product. We use [n] to denote the
set f1; : : : ; ng and Hk for the k-dimensional subcube.
Denition. A set C Bn is called 1=c dense in Hk if for every H 2Hk ; jC \ H j=
jH j=c.
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For any set S Bn; we use S to represent its characteristic vector. By averag-
ing, every set which is 1=c dense in Hk has size 2n=c. We dene 2n vectors in
the 2n-dimensional space. The vectors will be indexed by subsets of [n]; the coor-
dinates correspond to n-tuples of 1. For (x1; : : : ; xn) 2 Bn and T  [n]; we dene
vT (x1; : : : ; xn):=
Q
i2T xi. In particular, v0 is the constant vector with all entries 1. It is
clear that for S; T  [n]; if S 6= T then vS?vT . Therefore fvT jT  [n]g forms a basis
of the 2n-dimensional vector space; in fact these vectors form a 2n  2n Hadamard
matrix. Let C Bn be a 1=c dense subset in Hk . Then C has the following property,
which plays a crucial role in [5]. For completeness we include a proof of this important
property.
Fact 1 (Friedman [5]; Chor et al. [4]). For every T  [n] with 16jT j6n−k; C?vT .
Proof. Let M be a 2nn matrix, whose (i; j) entry is (−1)bin(i)j ; where bin(i)j denotes
the jth bit of the n-bit binary expansion of i. Let T  [n] then vT can be obtained by
doing the component-wise multiplications of the columns in M indexed by the set T .
As we mentioned earlier, vT is also the truth table of the parity function
Q
i2T xi; for
xi 2 f−1; 1g; i = 1; : : : ; n:
Each row of M can be used to represent a vertex of Bn. Given any T  [n]; let MT
be the sub-matrix of M that has the columns of M indexed by T . It is clear that each
element in f−1; 1gjT j appears exactly 2n−jT j times in MT as a row, and each set of
identical rows in MT denotes an (n− jT j)-subcube. As long as 16jT j6n− k; C has
2n−jT j=c 1's at the entries corresponding to each set of identical rows, because C is a
1=c dense subset in Hk . It is clear that vT has half of the entries 1 and the others −1.
Therefore, hC; vT i= 0.
Denition. Let S Bn. We dene Ni(S) to be jf(s; t) : s; t 2 S; and dist (s; t) = igj;
where dist(s; t) is the number of positions in which s and t dier (Hamming distance).
We call the sequence (N0(S); : : : ; Nn(S)) the distance distribution of S.
Note that for any set S Bn;
Pn
i=0 Ni(S)=jSj2. It is not hard to see that hSAn; k ; Si=
Nk(S).
Denition (Mc Williams and Sloane [7]). For any positive integer n and any prime
power q; the Krawtchouk polynomial Pi(x; n; q) is dened by
Pi(x; n; q) =
iX
j=0
(−1) j(q− 1)i−j

x
j

n− x
i − j

; i = 0; 1; 2; : : : ;
where x is an indeterminate.
Observe that Pi(x; n; q) is the coecient of zi in the expansion of (1+ (q− 1)z)n−x
(1− z) x. In this paper we use only the case q= 2; and we let Pi(x) = Pi(x; n; 2). The
rst few Krawtchouk polynomials are P0(x)=1; P1(x)=n−2x; P2(x)=
( n
2
−2nx+2x2:
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There are many interesting properties of the Krawtchouk polynomials [7]. They form
(nite) families of orthogonal polynomials w.r.t. certain discrete weight distributions,
as seen from the following formula.
Fact 2 (McWilliams and Sloane [7]). For non-negative integers r; s;
nX
i=0
n
i

(q− 1)iPr(i; n; q)Ps(i; n; q) = qn(q− 1)r
n
r

r; s:
It follows that any polynomial P(x) of degree ‘6n can be represented as P(x) =P‘
i=0 aiPi(x); which is called the Krawtchouk expansion of P(x).
3. Technical results
We start with an expression of the eigenvalues of the distance-i adjacency matrix of
the n-cube through the Krawtchouk polynomials (cf. [1], Chap. 3.2). In Section 4, we
use this relation to prove our main results.
Theorem 3. For any non-negative integer k6n; An;k has eigenvalues Pk(i); for i =
0; 1; : : : ; n and fAn;k : k=0; : : : ; ng can be diagonalized simultaneously. More specically,
An;kvT = Pk(jT j)vT ; for all T  [n].
Proof. For completeness, we include a simple proof. Recall that Bn = f−1; 1gn. Let
x 2 Bn and T  [n]. Consider the vector vT dened earlier. For any y 2 Bn; let yT
be the substring of y indexed by T . We count the number of distance-k neighbors
of x. Let Dj(x) = fy : dist(x; y) = k and dist (xT ; yT ) = jg; for j = 0; : : : ; k. By simple
counting, we have jDj(x)j=

jT j
j

n−jT j
k−j

: Let An;k(x) be the row of the matrix An;k
indexed by x. Then
hAn;k(x); vT i=
X
y2B n;dist(x;y)=k
 Y
i2T
yi
!
=
kX
j=0
X
y2Dj(x)
 Y
i2T
yi
! Y
i2T
xi
!2
=
 Y
i2T
xi
!
kX
j=0
(−1) j
 jT j
j

n− jT j
k − j

=
 Y
i2T
xi
!
Pk(jT j):
Thus we have proved that An;kvT = Pk(jT j)vT :
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It follows that the eigenvalues of the matrix
Pn
k=0 akAn;k are
Pn
k=0 akPk(i); for
i = 0; : : : ; n and all such matrices share the same set of eigenvectors. For each i the
corresponding eigenspace is of dimension
( n
i

. Since every polynomial f(x) 2 R[x]
of degree at most n can be represented in terms of Krawtchouk polynomials, there
is a corresponding matrix Mf with eigenvalues f(i); for i = 0; : : : ; n. The following
important identity is stated as a problem in [7, p. 153].
Lemma 4.
P j
i=0

n−i
n−j

Pi(x; n; q) = qj

n−x
j

:
Proof. Follows from the equation (1 + (q− 1)z)n−x(1− z) x =Pni=0 Pi(x; n; q)zi; sub-
stituting 1=(1 + y) for z. Then
(1 + y)n
nX
i=0
Pi(x; n; q)(1 + y)−i =
nX
i=0
Pi(x; n; q)(1 + y)n−i
=
nX
i=0
Pi(x; n; q)
n−iX
j=0

n− i
j

yj
=
nX
j=0
jX
i=0
Pi(x; n; q)

n− i
n− j

yn−j:
So
P j
i=0

n−i
n−j

Pi(x; n; q) is simply the coecient of yn−j in the expansion of (1+y)n
(1 + (q− 1)=(1 + y))n−x(1− 1=(1 + y)) x; which turns out to be
(1 + y)n

q+ y
1 + y
n−x  y
1 + y
 x
= (q+ y)n−xy x
=
n−xX
j=0
qj

n− x
j

yn−j:
This completes the proof.
This identity helps to simplify some of the proofs in [5] and obtain a better under-
standing of the 1=c dense sets. More importantly, for c−1jn; we can precisely calculate
the distance distribution.
Proposition 5. Given a subset of Bn 1=c dense in Hk ; let fNig be its distance distri-
bution. Then
P j
i=0

n−i
n−j

Ni = (2n+j)=c2

n
j

; for j>k.
Proof. Let  be the characteristic vector of the 1=c dense set. We can write  =P
T  [n] aT vT . It is clear that a0 = h; v0i=hv0; v0i = 1=c. From Lemma 4, we haveP j
i=0

n−i
n−j

Pi(x)=2 j

n−x
j

. Let Bn; j=
P j
i=0

n−i
n−j

An; i. Then hBn; j; i=
P j
i=0

n−i
n−j

hAn; i; i =
P j
i=0

n−i
n−j

Ni: Note that

n−x
j

has roots n; n − 1; : : : ; n − j + 1; which
implies for every S  [n] with jSj>n− j+1; we have Bn; jvS =0vS . Recall that vT?;
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for all T  [n] with 16jT j6n − k. Thus if j>k then hBn; j; i = 2 j

n
j

a20hv0; v0i =
(2n+j)=c2

n
j

:
We can generalize the above to a pair of disjoint 1=c dense sets. Let C1 and C2 be
two disjoint 1=c dense sets in Hk ; and 1 and 2 be the corresponding characteristic
vectors. We dene Ni(C1; C2) = jf(x; y): x 2 C1; y 2 C2; and dist (x; j) = igj; which is
similar to the distance distribution. It is not hard to see that h1An; i; 2i = Ni(C1; C2).
Similar to the Proposition 5, we can prove the following.
Proposition 6. For any two disjoint 1=c dense sets in Hk ; say C1; C2; we have
jX
i=0

n− i
n− j

Ni(C1; C2) =
2n+j
c2

n
j

; for j>k:
We shall use the following results of [5]. We mention that these results also follow
from our machinery. Let Sj(x) = 2 j

n−x
j

. As in the proof of Proposition 5 we have
Bn; j =
P j
i=0

n−i
n−j

An; i and hCBn; j; Ci =
P j
i=0

n−i
j−i

Ni. For c − 1jn; we always let
k = 1 + (c − 2)n=2(c − 1) unless stated otherwise.
Lemma 7 (Friedman [5]). Let C Bn be an arbitrary subset of size 2n=c.
1. For c − 1jn and j<k; we have
hCBn; j; Ci= 2
n
c2
Sj(0) +
(c − 1)2n
c2
Sj(n− k + 1):
2. For c − 1An; setting k = 1 + (c − 2)n=2(c − 1) +  with 0<< 1; we have
hCBn; j; Ci= 2
n
c2
Sj(0) +
(c − 1)2n
c2
((1− )Sj(n− k + 1) + Sj(n− k + 2));
i
P
jT j=n−k+1 a
2
T =
(1−)(c−1)2 n
c2 and
P
jT j=n−k+2 a
2
T =
(c−1)2 n
c2 .
Proof. (1) Let C =
P
T  [n] aT vT . It is clear that
06 hCAn;1; Ci
= 2n
X
T  [n]
a2T (n− 2jT j)
Thus we have
P
T  [n] a
2
T jT j6n=2c. Since
P
jT j>0 a
2
T =(c− 1)=c2, for convenience we
let = (c − 1)=c2. ThusX
jT j>0
a2T

jT j6 n
2c
=
cn
2(c − 1)
= n− k + 1:
450 K. Friedl, S.-C. Tsai / Discrete Applied Mathematics 99 (2000) 443{454
Observe that Sj(x) is convex and monotonically decreasing in the interval [0; n−j+1].
Dene Sj(x) = Sj(x), for x6n− j+1 and Sj(x) = 0, for x>n− j+1. It is clear that
Sj(x) is convex and monotonically decreasing. Thus
hCBn; j; Ci = 2
n
c2
Sj(0) + 2n
X
jT j>0
a2T

Sj(jT j)
=
2n
c2
Sj(0) +
(c − 1)2n
c2
X
jT j>0
a2T

Sj(jT j)
>
2n
c2
Sj(0) +
(c − 1)2n
c2
Sj
0
@ X
jT j>0
a2T

jT j
1
A ; by the convexity
of Sj(x)
>
2n
c2
Sj(0) +
(c − 1)2n
c2
Sj(n− k + 1); because Sj(x) is
non-increasing:
To prove the other direction, we have:
hCBn; j; Ci = 2
n
c2
Sj(0) + 2n
X
0<jT j6n−j
a2T Sj(jT j)
=
2n
c2
Sj(0) + 2n
X
n−k<jT j6n−j
a2T Sj(jT j)
6
2n
c2
Sj(0) + 2n
X
n−k<jT j6n−j
a2T Sj(n− k + 1)
6
2n
c2
Sj(0) +
(c − 1)2n
c2
Sj(n− k + 1):
(2) Similarly, we have
X
jT j>0
a2T

jT j6 cn
2(c − 1)
= n− k + 1 + 
= (1− )(n− k + 1) + (n− k + 2):
Here we need another convex function S 0j(x) = Sj(x), for x6n− j + 1; S 0j(x) = 0, for
x>n− j+1 and S 0j(x)=(x− (n−k+1))(Sj(n−k+2)−Sj(n−k+1))+Sj(n−k+1),
for n− k + 16x6n− k + 2. Thus
hCBn; j; Ci = 2
n
c2
Sj(0) + 2n
X
jT j>0
a2T

Sj(jT j)
=
2n
c2
Sj(0) +
(c − 1)2n
c2
X
jT j>0
a2T

S 0j(jT j)
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>
2n
c2
Sj(0) +
(c − 1)2n
c2
S 0j
0
@ X
jT j>0
a2T

jT j
1
A ; by the convexity
of S 0j(x)
>
2n
c2
Sj(0) +
(c − 1)2n
c2
S 0j(n− k + 1 + );
because S 0j(x) is non-increasing
=
2n
c2
Sj(0) +
(1− )(c − 1)2n
c2
Sj(n− k + 1)
+
(c − 1)2n
c2
Sj(n− k + 2):
For the other direction we have:
hCBn; j; Ci = 2
n
c2
Sj(0) + 2n
X
jT j=n−k+1
a2T Sj(n− k + 1) + 2n
X
jT j>n−k+1
a2T Sj(jT j)
6
2n
c2
Sj(0) + 2n
X
jT j=n−k+1
a2T Sj(n− k + 1)
+2n
X
n−j>jT j>n−k+1
a2T Sj(n− k + 2):
The claim follows by taking j = k − 2.
The main dierence between Friedman's proof and ours is that we use the distance-i
adjacency matrix of the n-cube for analysis instead of the ith power of the adjacency
matrix of the n-cube. It follows that we can characterize the 1=c dense set in the case
c − 1jn.
Theorem 8 (Friedman [5]). Let c−1jn and C be a set 1=c dense inHk . Then C?vT ;
for non-empty T  [n] with jT j 6= n− k + 1.
Proof. Take j= k − 1 in Lemma 7:1. Then it is clear that PjT j=n−k+1 a2T =(c− 1)=c2,
which implies the claim.
Corollary 9. Let c−1jn and k=1+(c−2)n=2(c−1). Then all the subsets 1=c dense
inHk have the same distance distribution; i:e: Ni=(2n=c2)(Pi(0)+(c−1)Pi(n−k+1))
for i = 0; : : : ; n.
Proof. Consider any 1=c dense subset C. Let  =
P
T  [n] aT vT be its characteristic
vector. Then we have
Ni = hAn; i; i
=
X
T  [n]
a2TPi(jT j)hvT ; vT i by Theorem 3
=
2n
c2
(Pi(0) + (c − 1)Pi(n− k + 1)) by Theorem 8:
452 K. Friedl, S.-C. Tsai / Discrete Applied Mathematics 99 (2000) 443{454
4. Main results
As in [5], an -locally symmetric coloring is dened as a coloring  :Bn ! Bs, such
that for all v 2 Bn exactly n of v's neighbors are colored (v), and every other color
occurs among v's neighbors exactly n(1 − )=(c − 1) times. It is clear that to have
locally symmetric coloring, c must be at most n+1. By adapting the technique of [5],
we prove a lower bound for k.
Proposition 10. For any locally symmetric -(c; n; k) coloring; k>1+(n=2)+(c−1)
n=2(c − 1):
Proof. As usual, let  be the characteristic vector of vertices of an arbitrary color. Let
=
P
T  [n] aT vT . Recall that An;1vT =(n−2jT j)vT . Now consider hAn;1; i. It is clear
that n2n=c= hAn;1; i: By some simple calculation, we have k>1 + (n=2) + (c− 1)
n=2(c − 1).
The case = 0 of this result appears in [5]. A locally symmetric coloring is called
sparse if  = 0. In the case of c − 1jn, all optimal locally symmetric colorings are
sparse. The following result gives a positive answer to a problem proposed in [5].
Theorem 11. If c− 1jn; then all optimal (c; n; k)-coloring must be locally symmetric.
Remark. Sparsity was shown in [5]. Our result is the local symmetry; our proof also
yields an alternative proof of sparsity.
Proof. Let C be a color class and let =
P
T  [n] aT vT be its characteristic vector. Let
ei be a unit vector corresponding to a vertex i in Bn. It is clear that hAn;1; eii is the
number of the neighbors of i in C. Then
hAn;1; eii=
* X
T  [n]
(n− 2jT j)aT ; ei
+
=
*
nv0=c + (2k − 2− n)
X
T  [n];jT j=n−k+1
aT vT ; ei
+
= h2(n+ 1− k)v0=c; eii+ h(2k − 2− n); eii
= 2(n+ 1− k)=c + h(2k − 2− n); eii:
The last equality holds because hv0; eii=1. Now, it is clear that hAn;1; eii=0 if i 2 C
and n=(c−1) otherwise. We used the fact that k=1+(n=2)−n=2(c−1). This completes
the proof.
Using the matrix An; j, we can prove that i has the same number of distance-j
neighbors from each color, i.e. (Pj(0)− Pj(n− k + 1))=c + Pj(n− k + 1)i2C .
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A useful observation about XOR-colorings in [5] is that considering any cycle of
length 4, (p0; p1; p2; p3; p0), in Bn then XOR-colorings satisfy the following two con-
ditions:
1. (p3) depends only on (p0); (p1); (p2), not on the particular cycle.
2. (p0) = (p2) implies (p1) = (p3).
We use these properties to prove that there are optimal colorings which are not
XOR-type coloring. This was raised as an open question in [5].
Theorem 12. For c − 1jn − 1; but c>4; there exist optimal colorings for Bn which
are neither locally symmetric nor XOR coloring.
Proof. First, consider an optimal coloring  :Bn−1 ! f1; : : : ; cg with c colors. From the
previous theorem, we know it must be a locally symmetric coloring. Let k=(c; n−1).
It is easy to see that (c; n)=k+1, since c−1jn−1 and (c; n)>1+(c−2)n=2(c−1)=
k + (c− 2)=2(c− 1). Note that the n-cube can be constructed from two (n− 1)-cubes,
say B0 and B1; by adding appropriate edges. For i = 0; 1, let the vertex set of Bi be
f(−1)ix : x 2 f−1; 1gn−1g. Then Bn has the vertex set f−1; 1gn and E(Bn) = E(B0) [
E(B1) [ f(−1x; 1x) : x 2 f−1; 1gn−1g.
Now, with  we can construct an optimal coloring 0 for Bn. We dene 0(1x)=(x)
and 0(−1x) = (x) + 1 for all x 2 Bn−1. Note that c + 1 denotes color 1. Indeed, 0
achieves an optimal (c; n; k + 1)-coloring for Bn, since every (k + 1)-subcube is from
B0; B1 or by combining two corresponding k-subcubes in B0 and B1. It is easy to
check that in every (k + 1)-subcube of Bn each color appears exactly 2k+1=c times.
With the permutation on the colors for B1, we know the local symmetry property is
destroyed, since for each vertex v among its neighbors there is a color class which is
more numerous than the others, and we can nd a 4-cycle that does not satisfy the
second condition of the XOR-coloring. Let h−1x; 1x; 1y;−1y;−1xi be a 4-cycle, with
dist(x; y) = 1 and 0(1y) = 0(1x) + 1. Such x and y always exist because c− 1jn− 1
and  is optimal for Bn−1. Then it is clear that 0(1y)=0(−1x) but 0(−1y) 6= 0(1x).
This proves the optimal coloring 0 is not an XOR-type coloring.
5. Conclusion and open problems
We have answered two questions of Friedman:
 For c − 1jn, all optimal (c; n; k)-coloring must be locally symmetric.
 For c − 1jn − 1, and c>4, there exist optimal colorings for Bn which are neither
locally symmetric nor XOR coloring.
There are still some unanswered questions. We shall list some problems which we
consider to be interesting.
1. Given c and n, can we improve the lower bound for the smallest k? Note that the
lower bound proved in [5] is good for small c and the bound is at most n=2 + 1.
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2. Is there any other general systematic coloring method? Note that at this point the
XOR-coloring method is the only known systematic coloring method.
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