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ABSTRACT
High-quality dehazing performance is highly dependent upon
the accurate estimation of transmission map. In this work,
the coarse estimation version is first obtained by weightedly
fusing two different transmission maps, which are generated
from foreground and sky regions, respectively. A hybrid vari-
ational model with promoted regularization terms is then pro-
posed to assisting in refining transmission map. The resulting
complicated optimization problem is effectively solved via an
alternating direction algorithm. The final haze-free image can
be effectively obtained according to the refined transmission
map and atmospheric scattering model. Our dehazing frame-
work has the capacity of preserving important image details
while suppressing undesirable artifacts, even for hazy images
with large sky regions. Experiments on both synthetic and
realistic images have illustrated that the proposed method is
competitive with or even outperforms the state-of-the-art de-
hazing techniques under different imaging conditions.
Index Terms— Dehazing, image restoration, dark chan-
nel prior, total variation, alternating direction algorithm
1. INTRODUCTION
The presence of haze or fog can significantly degrade the vis-
ibility of an image captured in outdoor environments. Re-
covering high-quality images from degraded images (a.k.a.
image dehazing) is beneficial for many realistic applications,
e.g. video surveillance, unmanned vehicles, object recogni-
tion and tracking, etc [1]. The atmospheric scattering model
can be used to describe the hazy image generation process,
i.e.,
I (x) = J (x) t (x) + (1− t (x))A, (1)
where I is the observed hazy image, J is the haze-free scene
radiance to be restored,A is the global atmospheric light, and
t is the transmission map related to depth map. The purpose
of image dehazing is to recover J from I, which is particu-
larly challenging since both transmission t and atmospheric
light A are unknown. Several physically grounded priors,
e.g., dark channel prior (DCP) [2], color-lines prior [3], color
This work was supported by NSFC (No.: 51609195).
attenuation prior [4], non-local prior [5], and color ellipsoid
prior [6], have been proposed to assist in improving image
dehazing. We will mainly consider the DCP-based dehazing
methods since other priors fall beyond the focus of this work.
It is well known that high-quality dehazing performance is
strongly dependent on the accurate estimation of transmission
map. Many efforts have been devoted to refine the DCP-based
coarse transmission map, such as soft matting method [2],
guided image filtering [7], total generalized variation (TGV)
[8], image guided TGV [9], non-local total variation [10], and
kernel regression model [11], etc. Simultaneous estimation
of transmission map and haze-free image have also been per-
formed to enhance image dehazing [12]. Note that transmis-
sion map is inversely proportional to depth map. Joint vari-
ational regularized methods [13, 14] were thus presented to
implement simultaneous depth map estimation and sharp im-
age restoration. Traditional DCP easily generates block arti-
facts in estimated transmission map leading to image quality
degradation. Therefore, several extensions of DCP, including
multiscale opening DCP [15], saliency-based DCP [16], and
sphere-guided DCP [17], etc, have recently been developed to
overcome the limitation. If an image contains substantial sky
regions, DCP-based methods easily fail since DCP assump-
tion is based on statistical analysis in non-sky regions.
With the rapid developments in deep learning, the popu-
lar convolutional neural network (CNN) and its generations
have received remarkable dehazing results. For example, De-
hazeNet [18] and its multi-scale version [19] were trained to
estimate the transmission map. AOD-Net [20] and FEED-
Net [21] directly restored the latent sharp image from a hazy
image through a light-weight CNN. Li et al. [22] proposed
a flexible cascaded CNN which jointly estimated transmis-
sion map and atmospheric light by separate CNNs. Proxi-
mal Dehaze-Net [23] was recently presented by incorporating
the haze imaging model, dark channel and transmission pri-
ors into a deep architecture. Learning-based dehazing perfor-
mance is essentially dependent upon the diversity and volume
of training datasets. It is difficult to guarantee high-quality de-
hazing results under some imaging conditions. Please refer to
recent reviews [1, 24] for more progresses on image dehazing.
To make dehazing more stable and flexible, a traditional
but effective two-step transmission map estimation is pro-
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Fig. 1. Our dehazing framework. From top-left to bottom-
right: (a) input hazy image, (b) DCP-based transmission map
t¯d, (c) luminance-based transmission map t¯l, (d) weight χ be-
tween t¯d and t¯l, (e) weighted fusion-based coarse transmis-
sion map t¯, (f) dehazing result with t¯ in Fig. 1(e), (g) refined
transmission map t and (h) dehazing result with t in Fig. 1(g).
posed in this work. The coarse transmission map in the first
step is generated by weightedly summing up two different
transmissions, respectively, estimated from foreground and
sky regions. A joint variational regularized model with hy-
brid constraints is then proposed in the second step to refine
the coarse transmission map. The final sharp image can be
directly obtained through the atmospheric scattering model.
2. WEIGHTED FUSION-BASED COARSE
TRANSMISSION MAP ESTIMATION
Natural images are commonly composed of foreground and
sky (i.e., background) regions. The transmission map in fore-
ground regions is directly estimated based on DCP assump-
tion [2] in this work. However, DCP commonly fails when
there exists large sky regions. The luminance model [25] can
be adopted to assist in estimating transmission map in sky
regions. In particular, DCP-based transmission map t¯d is de-
fined as t¯d (x) = 1 − ωminc∈{r,g,b}
(
miny∈Ω(x)
(
Ic(x)
Ac
))
with a control parameter ω = 0.95 and a 21×21 region Ω (x)
centered at x. The luminance-based transmission map t¯l is
given by t¯l (x) = exp(−βLˆ (x)) with β being the scatter-
ing coefficient and Lˆ denoting the modified luminance value.
From the optical point of view, β is strongly correlated with
wavelength. For red, green and blue channels in color images,
the related coefficients β are, respectively, selected as 0.3324,
0.3433 and 0.3502 in our experiments. To reliably describe
the influence of depth map on transmission map, the modified
luminance Lˆ is corrected as follows
Lˆ (x) =
τ
L∗
L (x) , (2)
where L is the luminance of an input image I, τ describes
the depth range1, L∗ denotes the 95% percentile value of the
luminance L. The final coarse transmission map t¯ is obtained
by weightedly fusing t¯d and t¯l, i.e.,
t¯ (x) = χ (x) t¯d (x) + (1− χ (x)) t¯l (x) , (3)
1This parameter should be optimized to guarantee that there is a similar
distribution range between DCP- and luminance-based transmission maps.
where the transmission weight χ ∈ [0, 1]. If one pixel x ∈ Ω
belongs to the foreground regions, χ (x) will tend to 1 and
t¯ (x) → t¯d (x); conversely, χ (x) will tend to 0 and t¯ (x) →
t¯l (x). It is well known that DCP-based transmission map is
uniformly small in sky regions. In contrast, the larger values
could be found in foreground regions. As done in Ref. [25],
the weight function χ is given by χ (x) = 1
1+e−θ1 t¯d(x)−θ2
with
θ1 =
20
max(t¯d)−min(t¯d) and θ2 = −10− θ1 ×min(t¯d). Please
refer to [25] for more details on luminance-based transmis-
sion map. As shown in Fig. 1, it is difficult to yield high-
quality dehazing results by directly adopting the coarse trans-
mission map t¯. We will propose a variational regularized
model with hybrid constraints to further refine coarse trans-
mission map.
3. FINE TRANSMISSION MAP ESTIMATIONWITH
PROMOTED REGULARIZATION
Before proposing our transmission map refinement method,
we tend to deduce a more compact imaging model which
rewrites the original image formulation model (1) as follows
I¯ (x) = J¯ (x) t (x) , (4)
with I¯ (x) = A − I (x) and J¯ (x) = A − J (x) for x ∈
Ω. To guarantee robust estimation of transmission map, the
initial estimation of J¯ in our experiments is given by J¯0 (x) =
A−I(x)
max(t¯(x),tε)
, where tε is a small constant to prevent imaging
instability. For the sake of simplicity, we directly select I =
Ic, I¯ = I¯c and J¯ = J¯c for c ∈ {r, g, b}. To enhance dehazing
performance, the variational model with hybrid regularization
terms for transmission map refinement is proposed as follows
min
J¯,t
{λ1
2
∥∥I¯ − J¯ t∥∥2
2
+
λ2
2
‖t− t¯‖22 (5)
+ λ3 ‖W ◦ (∇t−∇I)‖1 + λ4
∥∥∇J¯∥∥
1
+ λ5 ‖∇t‖1
}
,
where λ1≤i≤5 is a positive regularization parameter. In Eq.
(5), the first two terms can be considered as a squared L2-
norm data-fidelity term. The third L1-norm regularization is
used to preserve the edges of transmission map. The last two
terms are total variation (TV) regularizers which can stabilize
the estimation process. The weighting function W is selected
as W = e−γ‖∇I‖
2
2 with γ being a control parameter. It is able
to distinguish the edge and homogeneous regions. The pro-
posed model (5) is thus capable of preserving the edges while
suppressing the unwanted artifacts in homogeneous regions.
Due to the nonsmooth L1-norm penalties in Eq. (5), it
is computationally intractable to generate stable solutions
through traditional numerical methods. This paper proposes
to develop an alternating direction algorithm to effectively
handle the nonsmooth optimization problem (5). We first in-
troduce three intermediate variables X = ∇t−∇I , Y = ∇J¯
and Z = ∇t, and then transform the unconstrained optimiza-
tion problem (5) into the following constrained version
min
X,Y,Z,J¯,t
{λ1
2
∥∥I¯ − J¯ t∥∥2
2
+
λ2
2
‖t− t¯‖22
+ λ3 ‖W ◦X‖1 + λ4 ‖Y ‖1 + λ5 ‖Z‖1
}
s.t. X = ∇t−∇I, Y = ∇J¯ , Z = ∇t, (6)
whose augmented Lagrangian function can be formulated as
LA = λ12
∥∥I¯−J¯ t∥∥2
2
+ λ22
∥∥t− t¯∥∥2
2
+λ3
∥∥W ◦X∥∥
1
+λ4
∥∥Y ∥∥
1
+
λ5
∥∥Z∥∥
1
+ β12
∥∥X−(∇t−∇I)− ξβ1 ∥∥22+ β22 ∥∥Y −∇J¯− ηβ2 ∥∥22+
β3
2
∥∥Z −∇t− ζβ3 ∥∥22, where ξ, η and ζ denote the Lagrangian
multipliers, β1, β2 and β3 are predefined positive parameters.
The alternating direction method of multipliers (ADMM) is
adopted to decompose LA into several subproblems with re-
spect to X , Y , Z, J¯ and t. We now alternatively solve these
subproblems until the solution converges to the optimal value.
(X,Y, Z)-subproblems: Given the fixed values of J¯ and
t, (X,Y, Z)-subproblems are essentially L1-regularized least-
squares programs, i.e.,
X ← min
X
{
λ3
∥∥W ◦X∥∥
1
+
β1
2
∥∥X − (∇t−∇I)− ξ
β1
∥∥2
2
}
,
Y ← min
Y
{
λ4
∥∥Y ∥∥
1
+
β2
2
∥∥Y −∇J¯ − η
β2
∥∥2
2
}
,
Z ← min
Z
{
λ5
∥∥Z∥∥
1
+
β3
2
∥∥Z −∇t− ζ
β3
∥∥2
2
}
,
whose solutions can be obtained using the following shrink-
age operator [26], i.e.,
X ← shrinkage (∇t−∇I + ξ/β1, λ3W/β1) , (7)
Y ← shrinkage (∇J¯ + η/β2, λ4/β2) , (8)
Z ← shrinkage (∇t+ ζ/β3, λ5/β3) , (9)
where the shrinkage operator is shrinkage (a, b) = max(|a|−
b, 0) ◦ sign (a) with sign denoting the signum function.(
J¯ , t
)
-subproblems: Given the fixed values of X , Y and
Z obtained from previous iterations, the minimizations of LA
with respect to J¯ and t are equivalent to solving the following
least-squares optimization problems
J¯ ← min
J¯
{λ1
2
∥∥I¯ − J¯t∥∥2
2
+
β2
2
∥∥Y −∇J¯ − η
β2
∥∥2
2
}
t← min
t
{λ1
2
∥∥J¯t− I¯∥∥2
2
+
λ2
2
∥∥t− t¯∥∥2
2
+
β1 + β3
2
∥∥∇t− ψ∥∥2
2
}
where ψ = β1Xˆ+β3Zˆβ1+β3 with Xˆ = X + ∇I −
ξ
β1
and Zˆ =
Z − ζβ3 . Let F be the forward fast Fourier transform (FFT)
operator. The closed-form solutions J¯ and t can be directly
obtained using the forward and inverse FFT operators, i.e.,
J¯ ← F−1
(
λ1F
(
I¯/t
)
+ β2F (∇)F (Y − η/β2)
λ1F (I) + β2F (∇)F (∇)
)
, (10)
Table 1. Comparisons of PSNR/SSIM results for competing
dehazing methods on different synthetic images.
Methods Image 1 Image 2 Image 3 Image 4 Image 5
He-13 [7] 17.85/0.767 18.01/0.917 22.24/0.941 24.44/0.96221.72/0.928
Ren-16 [19] 16.14/0.799 16.13/0.814 17.11/0.838 16.59/0.796 16.82/0.818
Chen-16 [9] 19.32/0.838 18.43/0.875 24.16/0.908 14.35/0.610 21.72/0.910
Berman-16 [5] 18.46/0.804 20.82/0.877 21.00/0.901 18.91/0.812 22.76/0.882
Liu-17 [27] 19.03/0.807 19.98/0.907 23.42/0.925 20.10/0.902 19.94/0.903
Ours 21.38/0.869 22.16/0.938 26.23/0.946 20.74/0.94023.22/0.931
t← F−1
(
λ1F
(
I¯/J¯
)
+ λ2F (t¯) + (β1 + β3)F (∇)F (ψ)
(λ1 + λ2)F (I) + (β1 + β3)F (∇)F (∇)
)
, (11)
where I is an identity matrix, F−1 (·) is the inverse FFT op-
erator, and F (·) denotes the complex conjugate operator.
ξ, η and ζ update: During each iteration, the Lagrangian
multipliers ξ, η and ζ can be easily updated using ξ ← ξ −
υβ1 (X − (∇t−∇I)), η ← η − υβ2
(
Y −∇J¯) and ζ ←
ζ − υβ3 (Z −∇t) with υ being a steplength.
Note that the estimation of J¯ from Eq. (10) easily suffers
from the loss of fine textures. In this work, we still propose
to restore the latent haze-free image J based on the estimated
transmission map t in Eq. (11). According to the image for-
mulation model (1), the final haze-free image J is given by
J (x) =
I (x)−A
max (t (x) , tε)
+A, (12)
which has been proven effective in current literature.
4. EXPERIMENTAL RESULTS AND DISCUSSION
Comprehensive experiments were performed using MATLAB
R2017a on a machine with a 3.00 GHz Intel(R) Core (TM)
i5-8500 CPU and 8.00 GB RAM. Both synthetic and real-
istic images were selected to compare our proposed method
with several state-of-the-art dehazing methods, e.g., He-13
[7], Ren-16 [19], Chen-16 [9], Berman-16 [5] and Liu-17
[27]. In all experiments, the optimal parameters were manu-
ally selected for our proposed method, i.e., τ = 3.4, λ1 = 1×
10−2, λ2 = 5×10−1, λ3 = 5, λ4 = λ5 = 1, β1 = β2 = β3 =
1, tε = 1× 10−1, γ = 2× 102 and υ = 1+
√
5
2 . The effective-
ness of these manually defined parameters for our method has
been demonstrated through numerous experiments. To make
fair comparisons, other competing dehazing methods were
implemented with the best tuning parameters. Our Matlab
source code is available at http://mipc.whut.edu.cn.
4.1. Experiments on Synthetic Images
Synthetic experiments were implemented on five pairs of hazy
and sharp images with sky regions, which were manually se-
lected from the newly-released benchmark [24]. Both PSNR
and SSIM were adopted to quantitatively evaluate the dehaz-
ing results. Table 1 detailedly depicts the quantitative results
Fig. 2. Comparisons of dehazing results on five different syn-
thetic degraded images from [24]. From left to right: (a) hazy
image, (b) original image, dehazed images generated by (c)
He-13 [7], (d) Ren-16 [19], (e) Chen-16 [9], (f) Berman-16
[5], (g) Liu-17 [27] and (h) ours.
Fig. 3. Comparisons of dehazing results on three different
realistic images. From left to right: (a) hazy image, dehazed
images generated by (b) He-13 [7], (c) Ren-16 [19], (d) Chen-
16 [9], (e) Berman-16 [5], (f) Liu-17 [27] and (g) ours.
for six different dehazing methods. It can be found that our
method generates the superior imaging results under consid-
eration in most of the cases. The deep learning-based de-
hazing method [19] easily suffers from the lowest values of
PSNR and SSIM. That may be due to the fact that learning-
based dehazing methods are often sensitive to the volume and
diversity of training datasets. He-13 [7] sometimes yields the
highest quantitative results but easily brings halo and color
aliasing artifacts in restored images. The visual results illus-
trated in Fig. 2 have further confirmed the advantages of our
method. The proposed method could generate satisfactory de-
hazing results while effectively suppressing the undesirable
artifacts caused by other competing methods.
4.2. Experiments on Realistic Images
This subsection further implements the comparative dehaz-
ing experiments on several realistic degraded images. Fig.
3 visually compares our results to five state-of-the-art image
dehazing methods [7, 5, 9, 19, 27]. We find that He-13 [7]
yields the lowest-quality images. Berman-16 [5] sometimes
suffers from the loss of fine details or color distortion in sky
regions. The restored images from Liu-17 [27] contain sig-
nificant ringing artifacts near edges leading to visual quality
degradation. In contrast, our dehazing results produced are
Fig. 4. Dehazing results on one cityscape image.
Fig. 5. Dehazing results on one train image.
competitive against Ren-16 [19] and Chen-16 [9] under these
imaging conditions. Dehazing results in Figs. 4 and 5 have
also demonstrated our advantages. In particular, the cityscape
image in Fig. 4 contains sky region and abundant textures; the
train image in Fig. 5 contains headlights which are essentially
different from the atmospheric light. It can be visually found
that Ren-16 [19] fails to effectively remove the haze. Chen-
16 [9] tends to oversmooth fine image details and degrade
image quality. The proposed method is capable of effectively
remove haze while preserving fine image details. Its good
performance mainly benefits from the weighted fusion-based
coarse transmission map estimation and variational regular-
ized transmission map refinement.
5. CONCLUSION
Accurate estimation of transmission map is still a challenging
problem of common concern in image dehazing. In this work,
the coarse transmission map was first generated by weight-
edly summing up two different transmission maps, respec-
tively, estimated from foreground and sky regions. To further
refine the coarse transmission map, a joint variational regu-
larized model with hybrid constraints was proposed to simul-
taneously implement transmission map refinement and haze-
free image estimation. The resulting nonsmooth optimization
problem was effectively solved via an ADMM-based numeri-
cal method. Experimental comparisons on both synthetic and
realistic images have illustrated our advantages in terms of
quantitative and visual quality evaluations.
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