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Abstract
Continued advances in deep generative and density models have shown impressive ca-
pacity to model complex probability density functions (PDF) in lower-dimensional space,
and likewise impressive generation of images. Simultaneously, applying such models to
high-dimensional image data with the intent to model the PDF has shown unexpectedly
poor generalization, with out-of-distribution (OoD) data being assigned equal or higher
likelihood than in-sample data. Workaround methods to deal with this have been pro-
posed that deviate from a fully unsupervised approach, requiring large ensembles or addi-
tional knowledge about the data (such as known outliers) that is not commonly available
in the real-world. In this work, the previously offered reasoning behind these issues is
challenged empirically, and it is shown that data-sets such as MNIST fashion/digits, and
CIFAR10/SVHN are linearly or trivially separable and thus have no overlap on their re-
spective data manifolds that explains the higher OoD likelihood phenomenon. Newer deep
generative flow models such as masked autoregressive flows (MAFs) and block neural au-
toregressive flows (BNAFs) are shown to not suffer from OoD likelihood issues nearly to
the extent of previously tested models such as GLOW, PixelCNN++, and real NVP. Ad-
ditionally, a new avenue is explored which involves a change of basis to a new space of the
same dimension with an orthonormal unitary basis of eigenvectors (e.g. using SVD) prior
to modeling. In the tested data-sets and models, this appears to aid in pushing down the
relative likelihood of the contrastive OoD data set and improve discrimination results, in
some cases considerably. In doing so distances are preserved and thus the significance of
the density of the original space is maintained, while invertibility remains tractable and
trivial for generative models. Finally, a look to previous generation of generative models in
the form of probabilistic principal component analysis (PPCA) is inspired, which is revis-
ited for the same data-sets and shown to work exceptionally well at least for discriminating
anomalies based on likelihood in a fully unsupervised fashion compared with pixelCNN++,
GLOW, and real NVP with much less complexity and significantly faster training. Simi-
larly, dimensionality reduction using PCA is shown to improve anomaly detection in deep
generative models.
Keywords: Anomaly Detection, Generative Models, Unsupervised Learning, Computer
Vision, Normalizing Flows
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Just and Ghosal
1. A Not So Long Time Ago....
The abundance of available data and exponential growth of computational power, com-
bined with the arrival of novel learning methods, has led to a number of breakthroughs
in many scientific areas (Esteva et al., 2017; Yamins and DiCarlo, 2016; Alipanahi et al.,
2015; Mnih et al., 2015; Silver et al., 2016; Ghosal et al.; Ghosal, 2017; Ghosal et al.,
2018, 2019; Pokuri et al., 2019; Shah et al., 2019). The most commonly and widely used
learning technique is supervised learning where the learning algorithm utilizes available
data to learn from and then perform prediction, classification, segmentation, detection and
regression tasks. Supervised learning however, requires these data-sets to be properly cu-
rated and annotated, where each data-point (sample) has to have a task-specific label or
attribute or annotation associated with it. However, in many applications, and in criti-
cal ones, for instance in healthcare, security analysis (to name a few), availability of such
labeled data is scarce. This is where unsupervised learning comes into play. One of the
many areas where unsupervised learning can prove its mettle in using unsupervised density
and generative models for anomaly detection (Liu et al., 2016a, 2017, 2016b), clustering,
representation learning (Radford et al., 2015), and probabilistic (conditional) regression
are hardly new concepts. Principal and Independent Component Analysis (PCA/ICA)
(Aapo Hyvarinen and Oja, 2001), Gaussian Mixture Models (GMMs), and Mixture Den-
sity Networks (MDNs) (Bishop, 1994) have served as core components and inspirations for
autoencoders and variational autoencoders (nonlinear PCA) (Kingma and Welling, 2013),
normalizing flows (Nonlinear ICA) (Aapo Hyvarinen and Oja, 2001; L. Dinh and Ben-
gio, 2014; Papamakarios et al., 2017), and conditional autoregressive models with neural
networks (M. Germain and Larochelle, 2015), Use of flexible generative models for OoD de-
tection has many potential uses commercially that include novel ways to minimize the need
for annotated data and evaluating the confidence of predictions for machine learning models
on new data. While in theory they can learn highly complex distributions, in practice a
phenomenon has been noted in some cases where, unintuitively, OoD data is assigned higher
likelihood than the data in which the deep generative model was trained (Hyunsun Choi,
2019; Dan Hendrycks, 2019; Eric Nalisnick, 2019; Alireza Shafaei, 2019). This has so far
been primarily reported with high dimensional image data, although continuing evaluation
may yet find a more systemic problem. In the meantime explanations have been proposed
which assign the reason to the OoD data essentially “sitting inside of the training data
(i.e. having the same mean but lower variance than the training data), thus encouraging an
overall higher mean likelihood scores (Eric Nalisnick, 2019; Hyunsun Choi, 2019). However,
these explanations appear based on examining the mean and variance of each individual
dimension, not the joint distribution. In three dimensional space, it is not difficult to con-
jure up counter-examples such as a sphere inside of a toroid that is fully separable yet has
the same mean and lower variance in each dimension. Extending this same concept to a
hyper-cube of the dimensions of the images in MNIST is then trivial conceptually, although
training models may still suffer from factors noted in the conclusion of (Eric Nalisnick, 2019;
Hyunsun Choi, 2019) such as optimization, model initialization, and architecture (of which
there are many more options than those attempted in aforementioned works). In the case
of MNIST vs Fashion MNIST, a human is easily able to tell the difference between either
data-set, which suggests that the joint distributions of each data-set are reasonably separa-
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ble. Thus, intuitively, images from MNIST should not be assigned higher likelihood values
than images from Fashion MNIST if the model was trained on Fashion MNIST. However,
there are ways to quantify the separation that are explored herein.
The current methods to evaluate generative models is to compare likelihoods, and ob-
serve the density and samples of a trained model on complex 2-dimensional data. It is
already well known that higher likelihood does not necessarily correspond to better sample
quality in high-dimensional data (L. Theis and van den Oord, 2016). In light of the failures
to identify OoD data with adequate confidence, the assumption that achieving a higher
likelihood on any given high-dimensional data will translate to better identification of OoD
data is explored and challenged here as well. Of course, a good approximation of the true
distribution will indeed produce good samples and assign low likelihood for OoD data com-
pared with in-sample data, but the converse statement is not guaranteed. Furthermore,
a model considered satisfactory for most real-world use cases will (among other things)
need to provide support for anomaly detection, novel data discovery, assigning confidence
of model predictions to new data, and use as Bayesian proposal distributions. Thus the aim
of the research presented here is not to necessarily obtain higher state of the art (SOTA)
likelihood values on popular tabular or image data-sets. Although some of the methods
presented here might be useful for that, simply achieving higher likelihood does not help
put practitioners in a better position to have confidence that employing these unsupervised
learning models for the aforementioned real-world tasks can be done with a high level of
confidence in the absence of adversarial data to test against, especially for high-dimensional
data. Instead, a combination of methods are presented that can be utilized to support the
aforementioned objectives, and also provide some degree of diagnostics and intuition, all
within a full unsupervised framework.
1.1 Background
1.1.1 Normalizing Flows
The models used in this investigation and (Eric Nalisnick, 2019) are considered as normal-
izing flow-type models. “Normalizing” refers to the transformation of the PDF of the data
following the application of the “change of variables” technique. “Flows” alludes to the abil-
ity to compose (or stack) the transformations, leading to more complex transforms. The
change of variables theorem states that we may use a bijective function fθ : X→ Y, where
X,Y ⊆ Rd are two different probability distributions and θ parameterizes the function f ,
to transform a continuous random variable (R.V.) x ∼ X⇒ y ∼ Y such that the PDFs of
the two R.V.s are related by pY (y)|detJfθ(x)| = pX(x). To remain tractable, the methods
studied here restrict dependencies among the variables within the function f to ensure the
Jacobian is lower triangular (thus the determinant is simply the trace of the Jacobian).
This is satisfied by a conditional, or autoregressive, dependency structure in which the ith
output of the transform yi = f
(i)
θ (x≤i) with i ≤ d. Note that any functional dependence
of yi on xi must additionally be monotonic to satisfy the bijective requirement. Real NVP
and MAF simply use x<i as inputs to f
(i)
θ , which is a neural network that outputs a scale
and shift value for xi for each flow. BNAF also parameterizes a neural network for f
(i)
θ and
includes xi as an input, but forces the weights that interact directly with it to be positive
such that monotonicity is guaranteed.
3
Just and Ghosal
1.1.2 Connecting the Different Generative Models
In terms of the relationships between the various generative models utilized and referenced in
this and cited works, Real NVP (Laurent Dinh and Bengio, 2017) is simply a restricted form
of MAF (Papamakarios et al., 2017) in which some of the dependencies have been left out.
GLOW (Kingma and Dhariwal, 2018) is equivalent to real NVP except for the permutations
of the R.V.s between flows is replaced with an invertible linear transformation. MAF is just
a stack (composition) of MADEs (M. Germain and Larochelle, 2015) where the R.V.s are
permuted between successive flows. Note that MADE (and PixelCNN++ (Salimans et al.,
2017)) decompose the joint density as a product of conditional densities per the chain
rule, but since they do not permute or mix up the dimensions like the normalizing flows
do, they do not require a re-scaling of the probabilities of the outputs by the absolute
value of the Jacobian determinant. BNAF (De Cao et al., 2019) is a normalizing flow
with similar theoretical underpinnings to the aforementioned models, but the structure of
the transformer is such that BNAF is a true universal approximator, which is a desirable
property shared by unconstrained neural networks that means it can be made arbitrarily
flexible (though this may not be feasible in practice).
1.2 Contributions
In this work, the reasons for deep generative models failures to assign a higher likelihood
to in-sample data than OoD data is investigated in greater depth for MNIST fashion VS
digits, and CIFAR10 vs SVHN data-sets. The following contributions are offered by this
work:
1. It is proven that the Fashion MNIST/Digits MNIST data-sets are linearly separable,
and the CIFAR10/SVHN data-sets are trivially separable. These results diverge from
previous work indicating that the higher OoD likelihood problem was one in which the
MNIST digits and SVHN data-sets were contained within the Fashion and CIFAR10
data-sets, respectively (Eric Nalisnick, 2019).
2. The higher likelihood of OoD data is shown to be isolated to previous models that used
convolutional neural networks and coupling layers (PixelCNN, real NVP, GLOW).
Slightly more recent normalizing flows like MAF and BNAF, which are more flexible
and utilize dense-neural networks as transformers in the generative models, do not
exhibit the OoD problem as severely (although are shown to still exhibit higher-than-
expected OoD Likelihood under certain conditions).
3. Using a baseline of a full-covariance Normal distribution is shown to be highly com-
petitive with modern generative models, and a sorely overlooked option.
4. Given previous literature that has shown that likelihood is uncorrelated with sam-
ple quality (L. Theis and van den Oord, 2016), it is also shown that likelihood is
uncorrelated with OoD detection potential.
5. Higher than expected OoD likelihood is confirmed with extensive support to be pri-
marily an optimization problem given a sufficiently flexible density model architecture.
Upon examining several models, we find that changes such as a new basis for the in-
put data can lead to the input distributions becoming more Normal. Furthermore,
reducing dimensionality can offset the effects of the curse of dimensionality. Both
these techniques can lead to significantly better OoD detection performance. Further
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intuition during the optimization process is presented, with expected ideal behavior
of OoD log-likelihood (LL) during the training process, hypothesized and then shown
to be obtainable under certain conditions.
6. Several diagnostics methods such as observing the granularity of the estimated LL and
comparing data LL with sample LL are shown to underscore the improvements pro-
posed in this work extend to re-world benefits while maintaining a fully unsupervised
approach to employing deep generative models as anomaly and novel data detectors.
2. The Phantom Menace: Unexpectedly High OoD Likelihood
2.1 Diagnosing the Problem
The primary barrier to identifying the underlying issues observed with density modeling of
images has to do with the number of dimensions of the problem. CIFAR10, which by com-
parison with most real-world applications consists of relatively small 32x32x3 color images,
contains 3072 pixels/dimensions per image. Fashion MNIST is far smaller yet at 784 pixels,
which is still very large. Visualizing all the raw data at once in more than 2-dimensions is
unwieldy at best as dimensions increase, and thus resorting to some form of dimensionality
reduction is usually leveraged to explore and observe the relationships. Projecting the data
onto a lower-dimensional manifold by techniques such as PCA are well understood but comes
at the cost of information loss and making assumptions about what features of the data
are most important. Projection techniques such as UMAP (McInnes et al., 2018) involve
assumptions about the smoothness and closeness of the data to set hyperparameters, and
then relies on an optimization procedure which can potentially and significantly distort the
data density and distances. Applying UMAP on the CIFAR10/SVHN and fashion/digits
MNIST data-sets with default hyperparameter settings produces visually pleasing results
(Figure 1) and divides the data-sets almost entirely.
(a) CIFAR vs SVHN. (b) fashion VS digits MNIST.
Figure 1: UMAP with default settings is used to find 2d embeddings for each data-set.
The embeddings divide the data-sets almost entirely.
Given the reasonable results obtained so easily with UMAP, it does not seem logical that
highly flexible generative models should fail to assign a low likelihood to the OoD data-set,
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but UMAP provides no consistent basis with which to define the level or ease of separability
of the data.
2.2 Separability
While exploring various clustering methods may give some intuition about data the sim-
ilarities and differences of the high-dimensional data, we seek a more rigorous definition
of the data separability. For one definition of linear separability, if we have two sets
A = {a1, .., aN1} ⊂ RM where A ∈ RN1×M and B = {b1, .., bN2} ⊂ RM where B ∈ RN2×M ,
then A and B are said to be linearly separable if a hyper-plane h ∈ RM and scalar β ∈ R
exist such that Ah > β for all a ∈ A and Bh < β for all b ∈ B. This can be formulated
into a linear programming (LP) problem with a system of less than inequalities as shown in
Equation 1, which can efficiently verify upon convergence (if a solution is found) that the
data are separable. Note that an additional buffer/boundary of  can be added for visibility
purposes since the problem involves a finite set on RM .
−Ah+ β < −
Bh− β < −
f = 0¯
(1)
Note that the objective function f , which constrains the solution, is simply set to the 0 vector
since we only care about finding any separating plane to prove separability, not something
like the maximum margin hyperplane. In practice, LP can require a large amount of memory
though, so an alternative means involves optimizing a linear support vector machine to find
a plane that separates the data. With this we exchange a longer convergence time for lower
memory requirements. Using this method it was confirmed that the MNIST/F-MNIST data-
sets are separable. On the other hand, CIFAR10/SVHN did not completely separate with a
linear plane, with about 18% and 15% respectively being mis-classified. Regardless though,
the results of using UMAP seemed to support that the data-sets are non-overlapping, even
if not linearly separable. A very simple nonlinear classifier which involves an ANN with one
hidden layer and three tanh activation units also indicates the SVHN and CIFAR10 data-
sets are trivially separable, achieving 99.1% and 95.6% classification accuracy respectively,
using only the first 30 (of 3072) principal components. Thus there is no evidence that
the problems from high OoD likelihood stem from overlapping data manifolds. Instead we
focus attention on areas related to optimization and the potential impacts of the curse of
dimensionality.
2.3 Baseline Density Models
Given the aforementioned evidence that the CIFAR10/SVHN and fashion/digits MNIST
data-sets are trivially separable and models such as real NVP, GLOW, and PixelCNN++
failed to behave as expected with OoD data, we wish to evaluate likelihood using a few of
the recent generation of density models and observe if the situation is any improved. Unlike
typical generative model papers though, improvement is not judged by the magnitude of
the LL achieved, but instead on the discrimination between the in-sample test data and the
OoD data via a simple linear logistic regression using only likelihood as evaluated by the
trained models. This amounts to an AUC score shown in Table 1 and Table 2, and since
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the LL is always equal or higher for the test data than OoD data this correlates to anomaly
detection potential. Models are trained on the fashion MNIST data-set in Figure 1 and
on the CIFAR10 data-set in Figure 2. Values in parenthesis (when given) are quantized
values, otherwise the pixel data is de-quantized as done in (Laurent Dinh and Bengio, 2017).
The columns of “Test”, “OoD”, and “Samp” are the mean log-likelihood (LL) values as
evaluated on the fashion MNIST (or CIFAR10) test set, digits MNIST (or SVHN) data-set,
and samples generated from the models where possible, respectively. BNAF is not easily
sampled from since the inverse is not analytic, and as such, no corresponding likelihood
scores for samples are given. In all cases the desired outcome is higher LL for the test set,
lower LL for the OoD data, LL for the samples to be equal to the test set, and AUC score
as close to 1.0 as possible.
2.3.1 Model Details
For all deep generative models, the training data is separated into train/validate, with
validation used for early stopping. ADAM (Kingma and Ba, 2015) optimization is employed.
The MAF5 model consists of five flows with one hidden layer of 100 relu units per flow, and
batch normalization. The MAF10 model consists of 10 flows with two hidden layers of 1024
relu units per flow, and batch normalization. BNAF was only used on MNIST and consisted
of six flows with one hidden layer and 12 tanh units per block per flow. BNAF employed
weight normalization. The Gaussian model (and later PPCA) were fit with the defaults
of the scikit-learn package in Python. Links to code repositories to train with BNAF and
MAF are as follows: BNAF, MAF.
2.3.2 Baseline Results
Table 1: Fashion MNIST baseline density modeling results (values in parentheses denote
results for models trained on non-quantized values).
Model Test OoD Samp AUC #Params
Normal 294.4 -30.7 309.3 0.865 307.7k
MAF5 613.3 (737.9) -516.9(-870.9) 646.8 (747.1) 0.918 (0.931) 1.1M
MAF10 1749 (2141) 1267 (1191) 1978 (2581) 0.735 (0.775) 34.6M
BNAF 1906 (2041) 1943 (2037) N/A 0.5 (0.52) 44.4M
Table 2: CIFAR10 baseline density modeling results (values in parentheses denote results
for models trained on non-quantized values).
Model Test OoD Samp AUC #Params
Normal 5060.4 -199.3k 5270 1.0 4.7M
MAF5 2088 (2089) -7240 (-7429) 2161 (2125) 1.0 (1.0) 4.6M
MAF10 4776 (4795) -1471 (-1341) 5018 (4999) 1.0 (1.0) 105M
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There are several interesting findings regarding the baseline models:
• In contrast with those tested in (Dan Hendrycks, 2019; Eric Nalisnick, 2019; Hyun-
sun Choi, 2019; Alireza Shafaei, 2019), all models tested here obtain mean in-sample
(test) log-likelihood (LL) scores at least at high or higher than the OoD data-set.
• CIFAR10 is easily distinguished from SVHN with MAF or simply using a full-covariance
Normal distribution. BNAF requires too many parameters to train on CIFAR10, but
when tested on MNIST it performs poorly relative to the MAF and full-covariance
Normal models.
• There is clearly no relation between the mean LL and the ability of the learned model
to discriminate outliers, at least as judged by the chosen OoD data-set.
• While increasing model capacity/flexibility leads to higher likelihoods, it does not di-
rectly translate to better discrimination of anomalous data. In all cases except MAF5
vs full-covariance Normal for MNIST, increasing model capacity is inversely correlated
with anomaly detection potential as judged by the AUC scores and difference between
Test and OoD likelihood scores.
• The parsimonious full-covariance Gaussian model is extraordinarily good as an unsu-
pervised discrimination model relative to its complexity, achieving very competitive
AUC scores for the data-sets tested in this work. When compared with the training
complexity of the other models in the table, it stands out even further. Furthermore,
the test LL on CIFAR10 is also competitive. It is quite surprising that this option
was never included as a baseline in any of the previous deep generative modeling
literatures cited by this work.
2.4 Diagnostics and Setting Expectations
The findings from the baseline modeling suggest further investigation into the optimization
process, and potentially making the data/network more amenable to learning. Substantial
gains in optimizing neural networks have generally been made when techniques to make
the data more Normally distributed are employed (Glorot and Bengio, 2010; Ioffe and
Szegedy, 2015). The distributions of the image data-sets shown in Figure 2 deviate far from
Normality, with MNIST (Figure 1b) far more so than CIFAR10/SVHN (Figure 1a). This
is interesting since the MNIST data-sets were substantially harder for all the networks to
learn (Table 1) to discriminate OoD data compared with CIFAR10/SVHN (Table 2), but
yet are linearly separable data-sets while CIFAR10/SVHN are not.
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(a) CIFAR vs SVHN. (b) MNIST fashion vs digits.
Figure 2: Pixel distributions for each data-set used to train models (CIFAR10, fashion
MNIST) and the corresponding OoD data-set overlaid. Values on the x-axis correspond to
the original pixel value/128 - 1. Note that the y-axis in each plot is normalized such that
the histograms are a valid pdf.
In training the density estimation models, a reasonable expectation would be that both
in-sample and OoD data start with roughly the same [low] LL before beginning training.
Since both the in-sample and OoD data-sets are images and more similar than random data
over the support in RM (where M is the dimensionality of the data), the LL should initially
increase for both data-sets as training commences and then decreases rapidly for the OoD
data as the modeled PDF contracts likelihood around the training data manifold. This is
in fact what happens for the CIFAR10 density model in Figure 3b using MAF, but not for
the BNAF model on fashion MNIST in Figure 3a.
(a) Train=fashionMNIST, OoD=digits (b) Train=CIFAR10, OoD=SVHN
Figure 3: The LL of the validation and OoD data-sets throughout the training process is
shown for BNAF on fashion MNIST in Figure 3a and MAF5 on CIFAR10 in Figure 3b
A necessary, but not sufficient, condition for the learned PDF to represent the actual
unknown PDF well is that the likelihood of samples drawn from the model and evaluated
by it has a histogram which matches the training data. Normalizing flow models enable
limited diagnostics in low dimensions, such as scatter plots of the data after transforming
to the simple distribution. However viewing the likelihood histograms can help even in the
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case of autoregressive models or where it is difficult to sample from a model, like BNAF.
For instance, PixelCNN++ has been noted to be a poor anomaly detector(Alireza Shafaei,
2019), and we find that samples from the model achieve much higher LL scores than the
training data Figure 4a. In contrast, when trained with MAF5 we find the LL scores of the
samples much more closely match that of the data in Figure 4b. It is with these expectations
(and noted deficiencies) that we search for ways to improve the results.
(a) PixelCNN++ Samples, Train Data Density (b) MNIST fashion vs digits.
Figure 4: Distributions of the likelihood (pixelcnn++ likelihood scaled for visual conve-
nience) for CIFAR10 is shown for the train/test images and the samples from the trained
model. The large disparity between training and sampled data likelihood distributions for
pixelcnn++ indicates a poor model fit, whereas the MAF model indicates significantly more
confidence in the model.
3. A New Hope: A New Basis
There is no doubt that the increasing theoretical capacity of the models is linked to better
representation of the unknown density function in lower-dimensional space, as is shown in
each incremental improvement in literature. However, we also know that as models grow in
size they are more difficult to train, and the curse of dimensionality compounds the issue.
Batch normalization (Ioffe and Szegedy, 2015), network initialization (Glorot and Bengio,
2010), and data normalization have been used extensively and successfully to combat these
issues. The goal of those procedures is to make the data and network architecture more
amenable to learning, and the more Normal (Gaussian) data is typically the easier it is for
the networks to learn (optimize). For some data, pre-processing with nonlinear transforms
can help immensely, but this changes the relative density information that we seek to
capture with generative models. Thus, we desire to make the data distributions appear
more Gaussian to ease the learning process, but also want to preserve the relative distances
of the data points in Euclidean space such that the unknown PDF of the data remains
unchanged. This is possible if we re-basis the data using an orthonormal basis. Singular
value decompositions (SVD) is one such option to do this. SVD factors an m × n matrix
M = UΣV, where U and V are m×m and n×n unitary orthonormal matrices, respectively,
and Σ is a diagonal matrix comprised of the square roots of the eigenvalues of the covariance
10
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matrix of M. In our case, V is what we want, since it is a set of orthonormal vectors of the
same dimensionality as the data, that are also conveniently ordered by their eigenvalues. It
is also unitary and thus trivial to invert so that images can be constructed from samples.
The results of using this to re-basis the images from this work can be seen in Figure 5 and
compared with Figure4.
(a) Fashion MNIST. (b) CIFAR10 and SVHN
Figure 5: Feature distributions after using the orthonormal basis found via factorizing the
data with SVD. 5a) MNIST data-set values on the x-axis correspond to the feature values
(after changing basis). The y-axis in each plot is normalized such that the histograms
are a valid pdf. Several dimensions are overlaid. 5b) A scatter plot showing the first few
dimensions of CIFAR10 overlaid with SVHN, again after re-basing the pixel data.
Observing pre and post application of the change of basis, it is clear there has been a signif-
icant change in the pixel distributions such that they look far more Normally distributed.
Overall this had a very significant and positive impact on the AUC scores, with mixed re-
sults on the LL scores, as seen in 3 and 4. In all cases except for the MAF5 model the AUC
scores increased (or in the case of CIFAR10 vs SVD, the separation between Test and OoD
likelihood increased, since AUC was already 1.0). This continues to underscore that there
isn’t a correlation between LL and anomaly detection potential with generative models.
Table 3: PDF modeling results of fashion VS digits MNIST after re-basing the data using an
orthonormal matrix found by SVD (values in parentheses denote results for models trained
on non-quantized values).
Model Test OoD Samp AUC #Params
MAF5 552.9 (445.7) 141.9 (85.5) 529.8 (461.9) 0.843 (0.851) 1.1M
MAF10 923.2 (958.8) 308.0 (331.1) 976.7 (1057) 0.862 (0.859) 34.6M
BNAF 1406 (1563) 674.0 (827.4) N/A 0.83 (0.80) 44.4M
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Table 4: PDF modeling results of CIFAR10 VS SVHN after re-basing the data using an
orthonormal matrix found by SVD (values in parentheses denote results for models trained
on non-quantized values).
Model Test OoD Samp AUC #Params
MAF5 5668 (5678) -inf (-inf) 5797 (5813) 1.0 (1.0) 4.6M
MAF10 5716 (5759) -inf (-inf) 5902 (5860) 1.0 (1.0) 105M
4. Return of PPCA
In the process of creating architectures with higher modeling capacity, the previous gener-
ation of generative models has all but been forgotten. The positive results obtained from
the full-covariance Gaussian, as well as the improvements from projecting the data to an
orthonormal basis, inspires revisiting an old friend. Probabilistic PCA (PPCA) supports
parameterizing a restricted-covariance Gaussian model (Bishop, 2006) that is more flexible
than a diagonal covariance Gaussian and has fewer parameters than a full-covariance Gaus-
sian. PPCA is very closely related to factor analysis (FA), with the difference primarily in
the noise term σ as shown in Equation 2. Where PPCA constrains the error covariance
structure to be isotropic, in FA it is relaxed to be an arbitrary diagonal matrix.
z ∼ N (0 , I )
x|z ∼ N (Wz+ µ, σ2I)
or equivalently
x ∼ N (µ, σ2I+WWT )
(2)
An expectation maximization (EM) algorithm is used to find W and σ. In practice, if
anomaly detection and novel data identification are desirable then simply performing PCA
and modeling the density from a fraction of the total dimensions seems to work exceptionally
well for all models investigated in this research, all while maintaining a fully unsupervised
approach (Table 5, Table 6). PPCA models are especially attractive due to their simplicity,
and also train quickly and are available in most statistical software packages. The results
also appear to be very stable/reliable in contrast to the deep generative models, at least on
the data-sets tested in this work.
Table 5: Reduced-dimensional PDF modeling results for fashion VS digits MNIST (train on
fashion) (values in parentheses denote results for models trained on non-quantized values).
Model # Comp. Test OoD Samp AUC #Params
PPCA 100/784 59.4 -614.9 60.5 0.958 5k
MAF5 100/784 -55.4
(-55.7)
-164.9
(-165.4)
-55.4
(-57.1)
0.978
(0.98)
153k
MAF10 100/784 -25.3
(-19.9)
-137.3
(-134.8)
-21.6
(-11.5)
0.978
(0.975)
13.6M
BNAF 100/784 4.7 (6.3) -226 (-204) N/A 0.991
(0.991)
743k
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Table 6: Reduced-dimensional PDF modeling results for CIFAR10 VS SVHN (train on
CIFAR10) (values in parentheses denote results for models trained on non-quantized values).
Model # Comp. Test OoD Samp AUC #Params
PPCA 2500/3072 5007 -227.3k 5208 1.0 3.1M
MAF5 2500/3072 3442
(3479)
-4280
(-35K)
3526
(3574)
1.0 (1.0) 3.8M
MAF10 2500/3072 3497
(3498)
-624 (-13k) 3542
(3539)
1.0 (1.0) 87.4M
Since BNAF in Table 5 showed the most significant performance gains in moving from
the baseline training to modeling a reduced-dimensional representation with an orthogonal
basis, some more details and context are given in Figure 6. Specifically, we now see the
training procedure behaves as expected, with the LL of both data-sets initially increasing
and then the OoD LL rapidly falling off as LL is contracted around the data manifold
(Figure 6a). Figure 6b also illustrates how before changing basis the distributions of LL
scores of in-sample and OoD data were very similar, while after a change of basis the OoD
LL was pushed far down with relatively little overlap for the in-sample data. Appendix A
furthermore shows that the trained model ranks the OoD data in intuitive and reasonable
ways, further bolstering the methods and techniques presented here for improving PDF
modeling with deep generative models.
(a) BNAF loss during training. (b) BNAF LL Before/After SVD100
Figure 6: The improvements of the BNAF architecture in modeling the PDF of fashion
MNIST are put further in context, showing the expected training process now matching
reality (6a) and the LL scores of the OoD data pushed down considerably (6b).
5. To Be Continued....
While likelihood is still a useful (and sometimes only) option to optimize generative mod-
els, it remains a poor indicator of sample quality and is furthermore shown in this work
to be a poor indicator of OoD data identification for high-dimensional image data. Diag-
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nostics such as evaluating the sample LL of models and comparing to the training data LL
can help identify poor model fits. Comparing the results of deep generative models to a
full-covariance Normal distribution, or a reduced-dimensional PPCA model can also provide
helpful safeguards against the poor generalization of deep generative models as anomaly de-
tectors. Similarly, projecting to an orthonormal basis and/or reducing dimensionality of the
data can also hedge against poor generalization for novel data detection. These results em-
phasize the need to focus on making architectures and data more amenable to optimization
and potentially avoiding models such as PixelCNN++, GLOW, and versions of realNVP
that utilize convolutional neural networks for density estimation in high-dimensional images
until and if the issues with high likelihood scores of OoD data are resolved for such models.
There may also be advantages in using the methods presented here for unsupervised repre-
sentation learning in variational autoencoders, and areas such as improving disentanglement
of latent factors should be explored.
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Appendix A. Granularity of Density Estimators
The granularity of the LL estimation is one of the least studied properties of generative
models since it is a very hard property to judge quantitatively. However, it is one of the
most important properties as an anomaly detector since we usually wish to have control
over thresholds that define which data points are anomalies and which are not, as well as
having some kind of magnitude regarding how novel a new data point is. An interesting
result was seen by plotting the LL evaluated by class for the MNIST digits data using the
BNAF SVD100 model trained with fashion MNIST as shown in Figure 7a. All of the digits
except for ones had roughly the same LL range, with the ones assigned a significantly higher
median likelihood than everything else. Upon further inspection, this was found to be due
to the similarity of the “ones” class with the “trousers” class from fashion MNIST, with
examples in Figures 7b, 7c. The trouser example shown in Figure 7b was found as one
of the mis-labeled images by UMAP (UMAP grouped it with the MNIST “ones” class).
Thus the extrapolation of the anomaly detector seems to be doing reasonable things in this
regard, further bolstering confidence in the methods presented in this work.
(a) MNIST LL by digit (b) “trousers” (c) “one”
Figure 7: The LL as evaluated on MNIST digits by the BNAF density model train on
fashion MNIST using the first 100 components of the SVD basis vectors is examined for
further intuition regarding extrapolation and OoD data. When the model is properly trained
as has been accomplished in this work, the LL assigned to OoD data produces reasonable
results, with more visually similar OoD data assigned higher likelihood than other OoD
data.
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