The Rotation Number Approach to the Periodic Fuc caron ik Spectrum  by Zhang, Meirong
Journal of Differential Equations 185, 74–96 (2002)
doi:10.1006/jdeq.2002.4168The Rotation Number Approach to the Periodic
Fuc ik Spectrum
1
Meirong Zhang
Department of Mathematical Sciences, Tsinghua University, Beijing 100084, People’s Republic
of China
E-mail: mzhang@math.tsinghua.edu.cn
Received January 8, 2001; revised January 15, 2002
In this paper, we study the Fucˇik spectrum of the problem: (*) x¨þ ðlþ þ
qþðtÞÞxþ þ ðl þ qðtÞÞx ¼ 0 with the 2p-periodic boundary condition, where qðtÞ
are 2p-periodic. After introducing a rotation number function rðlþ; lÞ for (*), we
prove using the Hamiltonian structure and the positive homogeneity of (*) that for
any positive integer n; the two boundary curves of the domain r1ðn=2Þ in the
ðlþ; lÞ-plane are Fucˇik curves of (*). The result obtained in this paper shows that
such a spectrum problem is much like that of the higher dimensional Fucˇik spectrum
with the Dirichlet condition. In particular, it remains open if the Fucˇik spectrum of
(*) is composed of only these curves. # 2002 Elsevier Science (USA)1. INTRODUCTION
Fucˇik spectrum, a generalization of eigenvalues to asymmetric non-
linearity (jumping nonlinearity), was introduced in 1970s by Fucˇik [11] and
Dancer [5]. By deﬁnition, the Fucˇik spectrum of the Laplacian with the
Dirichlet boundary condition means those ðlþ; lÞ 2 R
2 such that the
following problem
Duþ lþuþ þ lu ¼ 0 in O;
u ¼ 0 on @O
(
ð1:1Þ
has nonzero solutions, where O is a domain in RN ; and uþ ¼ maxfu; 0g;
u ¼ minfu; 0g: As the equation in (1.1) has only the positive homogeneity,
not the linearity, the structure of the Fucˇik spectrum of (1.1) with a general
domain O is not known completely even when the dimension N is 2,1Project Supported by the National 973 Project of China, the National NSF of China, and
the Excellent Personnel Supporting Plan of the Ministry of Education of China.
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THE PERIODIC FUC˘IK SPECTRUM 75although the explicit formulas of Fucˇik spectrum can be given for certain
domains [18].
When the dimension N is 1; the Fucˇik spectrum of
x¨þ lþxþ þ lx ¼ 0 ð1:2Þ
with the Dirichlet boundary condition xð0Þ ¼ xðTÞ ¼ 0 can be given
explicitly because Eq. (1.2) is integrable. Here x¨ ¼ d2x=dt2: Moreover, the
structure of the corresponding Fucˇik spectrum of the problem
x¨þ ðlþ þ qþðtÞÞxþ þ ðl þ qðtÞÞx ¼ 0 ð1:3Þ
with a general two-point boundary condition like
xð0Þ sin aþ ’xð0Þ cos a ¼ xðTÞ sin bþ ’xðTÞ cos b ¼ 0; ð04a; b5pÞ ðTabÞ
has also been studied in some special cases [1, 7, 23], although Eq. (1.3) is
now not integrable in general. Using the Pru¨fer substitution technique and
some idea in Section 3 of this paper, one sees that the structure of the Fucˇik
spectrum of ð1:3Þ þ ðTabÞ is the same as that of ð1:2Þ þ ðTabÞ:
In recent years, the study for Fucˇik spectrum and its generalizations has
become a hot topic. Many generalizations to various classes of positively
homogeneous equations have been developed, see [8, 10, 24] and the
references therein. The variational characterization of Fucˇik spectra has
been proved in some cases [3, 4, 6]. In these works, some properties of Fucˇik
spectra have been revealed and many interesting applications are discussed.
For example, in nonresonance problems, Fucˇik spectrum plays a role similar
to eigenvalues, see [2, 4, 6 13, 21, 24]. However, jumping nonlinearities are
different from linearities in some dynamics aspects, e.g., the forced
motion of asymmetric equations may behave like a typical nonlinear one
[16, 20, 22].
In this paper, we consider the Fucˇik spectrum of (1.3) with the periodic
boundary condition
ðxð2pÞ; ’xð2pÞÞ ¼ ðxð0Þ; ’xð0ÞÞ: ðPÞ
Here we assume that the period is T ¼ 2p and qðtÞ are 2p-periodic
functions in L1ð0; 2pÞ: Denote by F ¼FðqÞ the Fucˇik spectrum of
(1.3)+(P). If q ¼ 0 in (1.3), the Fucˇik spectrum of (1.3)+(P) can be given
explicitly because (1.2) is integrable. In fact, the Fucˇik spectrum of
(1.2)+(P) consists of the following Fucˇik curves: The lþ-axis, the l-axis,
and the curves
Cn: pl
1=2
þ þ pl
1=2
 ¼ 2p=n; n 2 N: ð1:4Þ
MEIRONG ZHANG76So far as we know, there is not much work on the periodic Fucˇik
spectrum problem (1.3)+(P) with q=0: In fact, from considerations to be
developed in this paper, it seems that it is not an easy problem to give the
complete description of the structureF of (1.3)+(P). The novelty forF we
ﬁnd in this paper reveals that problem (1.3)+(P) has some similar difﬁculty
as in the higher dimensional Dirichlet Fucˇik spectrum problem (1.1).
Obviously, F contains two trivial Fucˇik lines: Lþ: lþ ¼ l
P
0 ðqþÞ and L
:
l ¼ l
P
0 ðqÞ; where l
P
0 ðqÞ denotes the zeroth periodic eigenvalue of the
following linear Schro¨dinger operator:
ðLxÞðtÞ :¼ x¨ðtÞ  qðtÞxðtÞ ¼ lxðtÞ: ð1:5Þ
The main contribution of this paper is to ﬁnd two sequences of Fucˇik curves
Mn and Nn; n 2 N; in F: However, we do not know if these Fucˇik curves
represent all of F: A crucial difference between such a spectrum problem
and problem ð1:3Þ þ ðTabÞ will be explained in Remark 3.1.
Let us brieﬂy explain our technique in deﬁning these Fucˇik curves. Let qðtÞ
be 2p-periodic and q 2 L1ð0; 2pÞ: The periodic eigenvalues of (1.5)+(P) and
antiperiodic eigenvalues of (1.5) with the antiperiodic boundary condition
ðxð2pÞ; ’xð2pÞÞ ¼ ðxð0Þ; ’xð0ÞÞ ðAÞ
can be analyzed using many methods because Eq. (1.5) is linear so that the
Floquet theory for linear periodic equations and the classiﬁcation theory of
2
 2 symplectic matrices are applicable. Note that the latter two theories do
not apply to Eq. (1.3). Thus, we will adopt the rotation number approach to
the spectrum of (1.5) [15, 19]. This approach is more geometrical and is very
useful in many problems [12, 19, 26]. It has been partially generalized to the
periodic and antiperiodic eigenvalues of the one-dimensional p-Laplacian
with periodic potentials [25]. Now we will give, in this paper, another partial
generalization of this approach which enables us to ﬁnd two sequences of
Fucˇik curves Mn and Nn of problem (1.3)+(P). Due to the asymmetry in
(1.3), we will not consider in this paper the Fucˇik spectrum of (1.3)+(A)
because it is more complicated than the periodic case.
In Section 2, we follow the idea in [12, 25, 26] to introduce a rotation
number function rðlþ; lÞ for Eq. (1.3) and the properties of rðlþ; lÞ are
discussed. In Section 3, we use the Hamiltonian structure and the positive
homogeneity of (1.3) to prove that for any n 2 N; r1ðnÞ :¼ fðlþ; lÞ 2
R2: rðl; lÞ ¼ ng is a domain in the ðlþ; lÞ-plane and the boundary @
r1ðnÞ consists of, in general, two curvesMn andNn which are necessarily
Fucˇik curves in F: See Theorem 3.1. Some geometric properties of these
Fucˇik curvesMn andNn are also proved. In particular, all of these periodic
Fucˇik curvesMn andNn have horizontal and vertical asymptotes which are
related with some Dirichlet eigenvalues with potentials being some
THE PERIODIC FUC˘IK SPECTRUM 77translations of q: See Theorem 3.3. In the last section, we discuss brieﬂy
the abstract setting of our proof and give some further generalization of
Theorem 3.1.
2. ROTATION NUMBERS
We introduce some notation. Let
P ¼ fp :R! R : pðtÞ is 2p-periodic and p 2 L1ð0; 2pÞg:
For p 2 P; the mean value is %p ¼ ð2pÞ1
R 2p
0 pðtÞ dt: For p; q 2 P; write pgq
if pðtÞ5qðtÞ for a.e. t 2 ½0; 2p and pðtÞ > qðtÞ for t in a subset of ½0; 2p of
positive measure. For pairs ðpþ; pÞ and ðqþ; qÞ; write ðpþ; pÞgðqþ; qÞ
if p5q; and both pþðtÞ > qþðtÞ and pðtÞ > qðtÞ hold for t in a common
subset of ½0; 2p of positive measure.
Let p 2 P: Consider the following equation on the circle S ¼ R=2pZ:
’y ¼ Fðt; y; pÞ :¼
pþðtÞ cos2 yþ sin
2 y when þ cos y50;
pðtÞ cos2 yþ sin
2 y when  cos y50:
(
ð2:1Þ
Note that Fðt; y; pÞ is continuously differentiable in y 2 R:
dFðt; y; pÞ
dy
¼ ð1 pðtÞÞsin 2y when  cos y50:
In particular, Fðt; y; pÞ is globally Lipschitzian in y 2 R: Thus, for any
y0 2 R; the unique solution yðt; y0; pÞ of (2.1) satisfying the initial condition
yð0Þ ¼ y0 is well deﬁned for all t 2 R: As Fðt; y; pÞ is 2p-periodic in both t
and y;
yðt; y0 þ 2np; pÞ  yðt; y0; pÞ þ 2np; ð2:2Þ
yðtþ 2np; y0; pÞ  yðt; yð2np; y0; pÞ; pÞ ð2:3Þ
for all t; y0 2 R and all n 2 Z:
Let Y : R! R be the Poincare´ map of (2.1) deﬁned by
Yðy0Þ :¼ yð2p; y0; pÞ:
Then Y is a diffeomorphism of R and (2.2) implies that
Yðy0 þ 2npÞ ¼ Yðy0Þ þ 2np 8 y0 2 R; 8 n 2 Z: ð2:4Þ
MEIRONG ZHANG78As the vector ﬁeld Fðt; y; pÞ increases when p increase, the following
monotonicity for the solutions of (2.1) follows from the comparison
theorem of solutions.
Lemma 2.1. Let pi 2 P be such that ðp1þ; p1Þgðp2þ; p2Þ: Then
(i) yðt; y0; p1Þ5yðt; y0; p2Þ for all t50; and
(ii) yðt; y0; p1Þ > yðt; y0; p2Þ for all t52p:
Let now q 2 P and l 2 R: We are going to introduce a rotation
number function rðlþ; lÞ for (1.3). Set y ¼  ’x in (1.3). Then Eq. (1.3) is
equivalent to the following system:
’x ¼ y;
’y ¼ ðlþ þ qþðtÞÞxþ þ ðl þ qðtÞÞx:
(
ð2:5Þ
In the polar coordinates: x ¼ r cos y; y ¼ r sin y; r and y satisfy the following
equations:
’r ¼
ðlþ þ qþðtÞ  1Þ r cos y sin y when cos y50;
ðl þ qðtÞ  1Þ r cos y sin y when cos y50:
(
ð2:6Þ
’y ¼ Fðt; y; lþ; lÞ :¼
ðlþ þ qþðtÞÞ cos2 yþ sin
2 y when cos y50;
ðl þ qðtÞÞ cos2 yþ sin
2 y when cos y50:
(
ð2:7Þ
For any y0 2 R and l 2 R; let yðt; y0; lþ; lÞ be the unique solution of (2.7)
satisfying the initial condition: yð0; y0; lþ; lÞ ¼ y0: We will write yðt;
y0; lþ; lÞ as yðt; y0Þ when l are clear from the context. As the vector
ﬁeld Fðt; y; lþ; lÞ is 2p-periodic in both t and y; it is known from Hale [14]
that the rotation number of (2.7)
rðlþ; lÞ ¼ rðlþ; l; qÞ ¼ lim
t!1
t1ðyðt; y0; lþ; lÞ  y0Þ
exists and is independent of y0:
Some properties for the rotation number function rðlþ; lÞ are collected
in the following lemma.
Lemma 2.2. Let q 2 P: Then the following hold:
(i) rðlþ; lÞ is continuous in ðlþ; lÞ 2 R
2;
(ii) rðlþ; lÞ is nondecreasing when either lþ or l increases;
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2;
(iv) rðlþ; lÞ ¼ 0 if either lþ  1 or l  1; and
(v) rðlþ; lÞ tends to þ1 when both lþ and l tend to þ1:
Proof. (i) It can be proved that the homeomorphism yð2p; ; pÞ
continuously depends upon pþ; p 2 P when P is endowed with the L1-
distance: dðp1; p2Þ ¼
R 2p
0 jp1ðtÞ  p2ðtÞj dt: Now the continuity of rðlþ; lÞ
follows from the continuity of rotation numbers on homeomorphisms, see
[14].
(ii) Let ðliþ; liÞ 2 R
2 be such that l1þ5l2þ and l15l2: Applying
Lemma 2.1 to piðtÞ ¼ li þ qðtÞ; we have yðt; y0; l1þ; l1Þ5yðt; y0; l2þ;
l2Þ for all t50: Thus rðl1þ; l1Þ5rðl2þ; l2Þ by deﬁnition of rotation
numbers.
(iii) It can be proved that y0 > npþ p=2 implies that yðt; y0Þ > npþ p=2
for all t50: This fact follows essentially from the observation that ’yðt; y0Þ ¼
1 when cos ðyðt; y0ÞÞ ¼ 0: Now the conclusion that rðlþ; lÞ50 follows
from the independence of the choice of y0 in the deﬁnition of rotation
numbers.
(iv) Consider the eigenvalue problem
x¨þ ðlþ qþðtÞÞx ¼ 0:
It is known from [14] that the zeroth periodic eigenvalue lP0 ðqþÞ of the above
problem has a nowhere vanishing eigenfunction x0ðtÞ: Assume that x0ðtÞ > 0
for all t: This means that for lþ ¼ l
P
0 ðqþÞ and any l 2 R; the function
x ¼ x0ðtÞ is a solution of (1.3). Let yðtÞ ¼ argðx0ðtÞ  i ’x0ðtÞÞ: Then jyðtÞj5p
=2 for all t because x0ðtÞ > 0 for all t: As yðtÞ is a solution of (2.7), we know
that rðlP0 ðqþÞ; lÞ ¼ 0 for all l: Analogously, rðlþ; l
P
0 ðqÞÞ ¼ 0 for all lþ:
These facts, together with property (ii), show that
rðlþ; lÞ ¼ 0 if either lþ4l
P
0 ðqþÞ or l4l
P
0 ðqÞ: ð2:8Þ
(v) We postpone the proof after the following simple example. ]
Example 2.1. Let qðtÞ  0: Then the rotation number function
rðlþ; lÞ is
rðlþ; lÞ ¼ 0 if lþ40 or l40; ð2:9Þ
rðlþ; lÞ ¼
2
l1=2þ þ l
1=2

; if lþ > 0 and l > 0: ð2:10Þ
MEIRONG ZHANG80If lþ40 or l40; (2.9) follows from (2.8). Let now l > 0: Then all
solutions x of (1.2) are periodic and ðx; yÞ ¼ ðx; ’xÞ are on arcs of ellipses:
lx2 þ y2 ¼ const:
Let y˜ ¼ y=
ﬃﬃﬃﬃﬃﬃ
l
p
if x50: Then the arcs of ellipses are now transformed
into arcs of circles:
x2 þ y˜2 ¼ const:
Eq. (2.7) reads now
’y ¼ lcos2 yþ sin
2 y; if  cos y50: ð2:11Þ
Let us introduce another polar coordinates transformation as x ¼ r cos W;
y˜ ¼ y=
ﬃﬃﬃﬃﬃﬃ
l
p
¼ r sin W: Then, Eq. (2.11) is transformed into
’W ¼ l1=2 ; if  cos W50: ð2:12Þ
Let Wðt; W0Þ be solutions of (2.12). If Tn ¼ npðl
1=2
þ þ l
1=2
 Þ; then WðTn; W0Þ ¼
W0 þ 2np for all W0 2 R and all n 2 Z: From this one has
yðTn; y0Þ ¼ y0 þ 2np; 8 y0 2 R; 8 n 2 Z:
As a result, we have
rðlþ; lÞ ¼ lim
n!1
yðTn; y0Þ  y0
Tn
¼
2
l1=2þ þ l
1=2

: ]
Suggested by this example, we complete the proof of Lemma 2.2 (v).
Suppose that l > 0: Deﬁne a homeomorphism Hl :R! R as follows.
Firstly, Hl ﬁxes all of fnp; npþ p=2: n 2 Zg: Secondly, for any given W 2
R; y ¼ HlðWÞ 2 R is determined by the following equality:
ðcos y; sin yÞ ¼
ðcos W;
ﬃﬃﬃﬃﬃﬃ
l
p
sin WÞﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
cos2 Wþ l sin
2W
q when  cos W50:
Then Hl is well deﬁned and satisﬁes (2.13). In particular,
lim
jWj!1
HlðWÞ
W
¼ 1:
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’W ¼ Cðt;WÞ :¼ ðl1=2 þ l
1=2
 qðtÞÞ cos
2 Wþ l1=2 sin
2 W if  cos W50:
ð2:13Þ
For any W0 2 R; let Wðt; W0Þ be the unique solution of (2.13) satisfying Wð0;
W0Þ ¼ W0: Then we have the following equality:
yðt; HlðW0ÞÞ  HlðWðt; W0ÞÞ:
Hence
rðlþ; lÞ ¼ lim
t!þ1
yðt; HlðW0ÞÞ
t
¼ lim
t!þ1
HlðWðt; W0ÞÞ
t
¼ lim
t!þ1
HlðWðt; W0ÞÞ
Wðt; W0Þ
Wðt; W0Þ
t
¼ lim
t!þ1
Wðt; W0Þ
t
; ð2:14Þ
if one can verify that
lim
t!þ1
Wðt; W0Þ ¼ þ1: ð2:15Þ
Note that
Cðt; WÞ ¼ l1=2 þ l
1=2
 qðtÞ cos
2 W if  cos W50:
Thus
Cðt;WÞ5minfl1=2þ ; l
1=2
 g maxfl
1=2
þ jqþðtÞj; l
1=2
 jqðtÞjg;
Cðt;WÞ4maxfl1=2þ ; l
1=2
 g þmaxfl
1=2
þ jqþðtÞj; l
1=2
 jqðtÞjg:
By (2.13), we have, for all t50;
Wðt; W0Þ5W0 þminfl
1=2
þ ; l
1=2
 g tmaxfl
1=2
þ QþðtÞ; l
1=2
 QðtÞg; ð2:16Þ
Wðt; W0Þ4W0 þmaxfl
1=2
þ ; l
1=2
 g tþmaxfl
1=2
þ QþðtÞ; l
1=2
 QðtÞg; ð2:17Þ
where QðtÞ ¼
R t
0 jqðsÞjds: By (2.16), one sees that if minflþ; lg  1; then
(2.15) holds, because qðtÞ are periodic. It now follows from (2.14), (2.16)
MEIRONG ZHANG82and (2.17) that we have the following estimates on rðlþ; lÞ:
rðlþ; lÞ5minfl
1=2
þ ; l
1=2
 g maxfl
1=2
þ jqþj; l
1=2
 jqjg; ð2:18Þ
rðlþ; lÞ4maxfl
1=2
þ ; l
1=2
 g þmaxfl
1=2
þ jqþj; l
1=2
 jqjg; ð2:19Þ
where jqj are mean values of jqðtÞj: In particular, (2.18) shows that
rðlþ; lÞ ! þ1 when minflþ; lg ! þ1: Thus Lemma 2.2(v) is
proved. ]
3. PERIODIC FUCˇIK SPECTRUM
Let now q 2 P and consider the differential equation (1.3). Recall that
the periodic Fucˇik spectrum of (1.3), denoted byF ¼FðqÞ; is the set of all
those ðlþ; lÞ 2 R
2 such that Eq. (1.3) has nonzero 2p-periodic solutions.
In this section, we will give a partial description of F: At ﬁrst, we know
from the proof of Lemma 2.2(iv) that the following two straight lines in the
ðlþ; lÞ-plane are always in F:
Lþ: lþ ¼ l
P
0 ðqþÞ; L
: l ¼ l
P
0 ðqÞ:
Before giving further results on F; we prove the following conclusion.
Lemma 3.1. Let ðlþ; lÞ 2F: Then there exists n 2 Zþ ¼ f0g [N such
that rðlþ; lÞ ¼ n:
Proof. Suppose that xðtÞ is a nonzero 2p-periodic solution of (1.3). Let
y0 ¼ argðxð0Þ  i ’xð0ÞÞ: Then yðt; y0Þ satisﬁes
yð2p; y0Þ ¼ y0 þ 2np
for some n 2 Z: It follows from (2.2) and (2.3) that
yð2mp; y0Þ ¼ y0 þ 2mnp
for all m 2 Z: Thus rðlþ; lÞ ¼ n: Lemma 2.2(iii) shows that n50: ]
Let h :R! R be a homeomorphism satisfying (2.4). Deﬁne the rotation
number rðhÞ of h by
rðhÞ ¼ lim
n!1
hnðy0Þ  y0
2np
(independent of y0). The following result is proved in [12].
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integer. Then
(i) rðhÞ5n if and only if maxy02R ðhðy0Þ  ðy0 þ 2npÞÞ50:
(ii) rðhÞ4n if and only if miny02R ðhðy0Þ  ðy0 þ 2npÞÞ40:
Note that if one deﬁnes
Ylðy0Þ :¼ yð2p; y0; lþ; lÞ;
then Yl satisﬁes (2.4) and rðlþ; lÞ ¼ rðYlÞ: Introduce the following two
functions:
Mðlþ; lÞ ¼ max
y02R
ðyð2p; y0; lþ; lÞ  y0Þ;
Nðlþ; lÞ ¼ min
y02R
ðyð2p; y0; lþ; lÞ  y0Þ:
By Lemma 2.2, it is not difﬁcult to prove that for any given n 2 N; the
preimage r1ðnÞ is a connected domain in R2:
Lemma 3.3. Let n 2 N: Then the boundary of r1ðnÞ is given by
@r1ðnÞ ¼ fðlþ; lÞ: either Mðlþ; lÞ ¼ 2np or Nðlþ; lÞ ¼ 2npg:
Proof. By Lemmas 2.2 and 3.2, we have
r1ðnÞ ¼ fðlþ; lÞ 2 R
2: Nðlþ; lÞ42np4Mðlþ; lÞg:
Assume that ðlþ; lÞ 2 R
2 satisﬁes Nðlþ; lÞ ¼ 2np: Let ðmþ;mÞ 2 R
2 be
such that mþ > lþ and m > l: By Lemma 2.1,
yð2p; y0;mþ; mÞ > yð2p; y0; lþ; lÞ
for all y0: As a result,
Nðmþ; mÞ ¼ min
y0
ðyð2p; y0;mþ;mÞ  y0Þ
> min
y0
ðyð2p; y0; lþ; lÞ  y0Þ
¼Nðlþ; lÞ ¼ 2np:
By Lemma 3.2, rðmþ; mÞ > n and ðmþ;mÞ =2 r
1ðnÞ: Consequently, ðlþ; lÞ 2
@r1ðnÞ: Similarly, all ðlþ; lÞ satisfying Mðlþ; lÞ ¼ 2np are also in
@r1ðnÞ:
MEIRONG ZHANG84Conversely, assume that ðlþ; lÞ satisﬁes
Nðlþ; lÞ52np5Mðlþ; lÞ: ð3:1Þ
As yð2p; y0;mþ; mÞ continuously depends on ðmþ; mÞ; Nðmþ; mÞ and
Mðmþ;mÞ are also continuous. Thus (3.1) implies that
Nðmþ;mÞ52np5Mðmþ;mÞ
for all ðmþ;mÞ near ðlþ; lÞ: By Lemma 3.2, rðmþ; mÞ ¼ n for all ðmþ; mÞ
near ðlþ; lÞ: As a result, ðlþ; lÞ 2 int r1ðnÞ: ]
Now let us introduce the Poincare´ map of system (2.5). Note that the
vector ﬁeld V ðt; x; yÞ ¼ ðy; ðlþ þ qþðtÞÞxþ þ ðl þ qðtÞÞxÞ is globally
Lipschitzian with respect to ðx; yÞ 2 R2: Thus, for any ðx0; y0Þ 2 R
2; the
unique solution ðxðt; x0; y0; lþ; lÞ; yðt; x0; y0; lþ; lÞÞ of (2.5) satisfying the
initial value ðxð0Þ; yð0ÞÞ ¼ ðx0; y0Þ is well deﬁned for all t 2 R: The Poincare´
map Pl :R
2 ! R2 of (2.5) is deﬁned by
Plðx0; y0Þ ¼ ðxð2p; x0; y0; lþ; lÞ; yð2p; x0; y0; lþ; lÞÞ:
Note that (2.5) is a Hamiltonian system. An approximation technique shows
that Pl is an area-preserving homeomorphism although V ðt; x; yÞ may not
be differentiable at points ð0; yÞ: Moreover, as V ðt; x; yÞ is positively
homogeneous in ðx; yÞ; then so does Pl ; i.e.,
Plðkx0; ky0Þ ¼ kPlðx0; y0Þ
for all k50 and all ðx0; y0Þ 2 R
2:
Besides the solutions yðt; y0; lþ; lÞ of (2.7), for any given y0 2 R; let r ¼
rðt; y0; lþ; lÞ be the solution of (2.6) satisfying rð0Þ ¼ 1: Then rðt; y0; lþ; lÞ
is 2p-periodic in y0: Let
Rlðy0Þ :¼ rð2p; y0; lþ; lÞ:
Now the Poincare´ map Pl can be written as
Plðk cos y0; k sin y0Þ ¼ kRlðy0ÞðcosYlðy0Þ; sinYlðy0ÞÞ ð3:2Þ
for all k50 and all y0:
The following observation is fundamental in the proof of our main result.
It is a result of the area-preserving property of Pl :
THE PERIODIC FUC˘IK SPECTRUM 85Lemma 3.4.
dYlðy0Þ
dy0

1
R2lðy0Þ
: ð3:3Þ
Proof. For simplicity, rewrite Ylðy0Þ and Rlðy0Þ as Yðy0Þ and Rðy0Þ;
respectively. Let y0 be ﬁxed. For any y1 ð> y0Þ near y0; consider the
following sector:
S ¼ fðr cos W; r sin WÞ 2 R2: 04r41; y04W4y1g:
Then S has area 1
2
ðy1  y0Þ: The image S0 ¼ PlðSÞ of S under Pl is
S0 ¼ fðr0 cos W0; r0sin W0Þ 2 R2: 04r04RðY1ðW0ÞÞ; Yðy0Þ4W
04Yðy1Þg;
where Y1 is the inverse of Y: Thus S0 has area
1
2
Z Yðy1Þ
Yðy0Þ
R2ðY1ðW0ÞÞdW0 ¼
1
2
Z y1
y0
R2ðWÞ
dYðWÞ
dW
dW:
As Pl is area-preserving,
1
2
ðy1  y0Þ 
1
2
Z y1
y0
R2ðWÞ
dYðWÞ
dW
dW:
Differentiating this equality with respect y1 and evaluating at y0; we get
(3.3). ]
Now we consider the Fucˇik spectrumF of (1.3). Besides the two straight
lines L; we introduce, for each n51; two subsets of R2 by
Mn: Mðlþ; lÞ ¼ 2np; Nn: Nðlþ; lÞ ¼ 2np: ð3:4Þ
We will prove in Lemma 3.5 that Mn and Nn are actually curves in the
ðlþ; lÞ-plane. By Lemma 3.3, Mn and Nn are the boundary curves of
r1ðnÞ: In some cases, they may coincide. For instance, when qðtÞ  0; then
Mn coincides with Nn and they are the classical periodic Fucˇik curves Cn
given by (1.4).
The following is the main result of this paper.
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Lþ [L [
[
n2N
ðMn [NnÞ
 !
F:
Proof. Let n 2 N and ðlþ; lÞ 2Mn; i.e.,
Mnðlþ; lÞ ¼ max
y0
ðYlðy0Þ  y0Þ ¼ 2np:
Then there exists y0 2 R such that
Ylðy0Þ ¼ y0 þ 2np and
dYlðy0Þ
dy0
¼ 1: ð3:5Þ
By (3.3), Rlðy0Þ ¼ 1: Using expression (3.2),
Plðcos y0; sin y0Þ ¼Rlðy0ÞðcosYlðy0Þ; sinYlðy0ÞÞ
¼ Rlðy0Þðcos ðy0 þ 2npÞ; sin ðy0 þ 2npÞÞ
¼ ðcos y0; sin y0Þ:
Namely, Pl has a nonzero ﬁxed point ðcos y0; sin y0Þ: As a result, (2.5) has
a nonzero 2p-periodic solution and ðlþ; lÞ 2F: Similarly, Nn F: ]
Remark 3.1. We do not know if F is just composed of these Fucˇik
curvesL;Mn;Nn; n 2 N: Let us mention a recent work by Rynne [23] on
the Fucˇik spectrum of (1.3) with two-point boundary condition ðTabÞ: In this
case, when ðlþ; lÞ is a Fucˇik point with the corresponding eigenfunction
xðtÞ; then xðtÞ satisﬁes the linear equation
x¨þ ððlþ þ qþðtÞÞwþðtÞ þ ðl þ qðtÞÞwðtÞÞx ¼ 0; ð3:6Þ
where wþðtÞ is the characteristic function of the set ft : xðtÞ > 0g and wðtÞ is
similarly deﬁned. Using the two-point boundary condition ðTabÞ; a ‘non-
degeneracy’ condition
dim ker
d2
dt2
þ ðlþ þ qþðtÞÞwþðtÞ þ ðl þ qðtÞÞwðtÞ

 
¼ 1 ð3:7Þ
holds. See (2.2) of [23]. Such a nondegeneracy condition (3.7) enables one to
apply the Implicit Function Theorem to obtain the complete description of
ð1:3Þ þ ðTabÞ; i.e. the corresponding Fucˇik spectrum is composed of two
sequences of Fucˇik curves. Thus the presence of q does not change the
structure of the spectrum in this case. However, for the periodic problem
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example, the dimension in the left-hand side of (3.7) is 2 in case that all
solutions of (3.6) are 2p-periodic. This may be the main difference between
(1.3)+(P) and ð1:3Þ þ ðTabÞ: Note that for the partial differential equations,
the non-degeneracy condition (3.7) does not hold in general. In view of this,
the Fucˇik spectrum problem (1.3)+(P) has some similarity with the higher
dimensional problems [21].
By the expression of the Poincare´ map (3.2) and the important equality
(3.3), the Fucˇik spectrum FðqÞ of (1.3)+(P) is known in theory.
Theorem 3.2. Let q and Yl be as before. Then
FðqÞ=ðLþ [LÞ ¼ fðlþ; lÞ 2 R
2 : 9 n 2 N and y0 2 R
such that ð3:5Þ is satisfiedg; ð3:8Þ
with the following inclusion in a quadrant:
FðqÞ=ðLþ [LÞ  ðl
P
0 ðqþÞ; 1Þ 
 ðl
P
0 ðqÞ; 1Þ: ð3:9Þ
Property (3.8) can be proved similarly as in Theorem 3.1, while (3.9)
follows from (2.8) and Lemma 3.1.
Remark 3.2. When the period T=2p is considered, one needs only to
modify the sets r1ðnÞ by r1ð2np=TÞ; and the corresponding Fucˇik curves
Mn and Nn can be deﬁned similarly.
Now we give some geometric properties for the periodic Fucˇik curvesMn
and Nn:
Lemma 3.5. For each n51;Mn and Nn defined by (3.4) are curves in the
ðlþ; lÞ-plane.
Proof. By a curve, we mean that it intersects every horizontal line l ¼
const: (respectively, every vertical line lþ ¼ const:) at most at one point.
Let us prove thatNn is a curve in the above sense. Assume that ðlþ; lÞ 2
Nn: Let m=lþ: For deﬁniteness, assume that lþ > m: We need only to prove
that
yð2p; y0; m; lÞ5yð2p; y0; lþ; lÞ; 8 y0 2 R; ð3:10Þ
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Nn:
By Lemma 2.1, we have y1ðtÞ :¼ yðt; y0;m; lÞ4yðt; y0; lþ; lÞ ¼: y2ðtÞ for
all t 2 ½0; 2p: If (3.10) does not hold, we would have y1ðtÞ ¼ y2ðtÞ; t 2 ½0; 2p:
It follows from the equations for y1ðtÞ and y2ðtÞ; cf. (2.7), that ðlþ 
mÞ cos2 y2ðtÞ ¼ 0 for all t 2 ½0; 2p satisfying cos y2ðtÞ50: As lþ=m; we see
that cos y2ðtÞ50 implies that cos y2ðtÞ ¼ 0; t 2 ½0; 2p: Since the function
cos y2ðtÞ has only isolated zeros, we know that cos y2ðtÞ40 for all t 2 ½0; 2p:
As y2ðtÞ is continuous, there must exist some n0 2 Z such that
ð2n0 þ 1Þp p=24y2ðtÞ ¼ yðt; y0; lþ; lÞ4ð2n0 þ 1Þpþ p=2
for all t 2 ½0; 2p: Taking t ¼ 0 in the above inequality, we have
ð2n0 þ 1Þp p=24 y04 ð2n0 þ 1Þpþ p=2:
These imply that
p4yð2p; y0; lþ; lÞ  y04p:
Thus Nðlþ; lÞ4p52np: This contradiction proves the lemma. ]
By Lemma 3.5 and Theorem 3.1, Mn and Nn (n 2 N) are called the nth
Fucˇik curves of (1.3), whileL are called the zeroth Fucˇik curves of (1.3). It
follows from Lemma 3.5 and the monotonicity of the rotation number
function in Lemma 2.2 that, for any n51; Mn (respectively, Nn) can be
written as
lþ ¼ Mþn ðlÞ or l ¼ M

n ðlþÞ
(respectively,
lþ ¼ Nþn ðlÞ or l ¼ N

n ðlþÞ Þ;
where Mn and N

n are strictly decreasing.
Remark 3.3. The curve Mn is ‘on the left’ of Nn; which means that
Mþn ðlÞ4N
þ
n ðlÞ
when l is in the common domain of the functions Mþn and N
þ
n : IfMn and
Nn intersect at some point ðlþ; lÞ; then all solutions of (1.3) would be 2p-
periodic. Moreover, one can give some estimates on the location of these
Fucˇik curves using estimates (2.9) and (2.10) for the rotation number
function.
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Mn andNn: By Theorem 3.2, it is obvious that all curvesMn andNn both
have the horizontal and vertical asymptotes, i.e. for each n 2 N; all of the
following four limits exist:
lim
l!1
Mþn ðlÞ ¼ x
þ
n ; ð3:11Þ
lim
lþ !1
Mn ðlþÞ ¼ x

n ; ð3:12Þ
lim
l!1
Nn ðlÞ ¼ Z
þ
n ; ð3:13Þ
lim
lþ!1
Nn ðlþÞ ¼ Z

n : ð3:14Þ
Thus the functions Mn map ðx

n ;1Þ onto ðx

n ;1Þ and N

n map ðZ

n ;1Þ
onto ðZn ;1Þ in a decreasing way.
When q=0 and the boundary condition ðTabÞ are considered, Rynne
[23] has recently obtained the asymptotes of the corresponding Fucˇik curves.
It is found that the asymptotes depend upon the boundary conditions ðTabÞ
in a delicate way. See Theorem 3.1 and Corollary 3.3 of [23].
For the periodic case, if q ¼ 0; then all of those asymptotes in (3.11)–
(3.14) coincide and they are given by xn ¼ Z

n ¼ ðn=2Þ
2; cf. (1.4). One sees
that it is the nth Dirichlet eigenvalue of (1.5) with potential q ¼ 0: For
q=0; it will be proved in the next theorem that the asymptotes in (3.11)–
(3.14) are related with the Dirichlet eigenvalues with suitable choice of
potentials. Since most parts of the proof of Theorem 3.1 in [23] also work in
this case, we give only the sketch of the proof of this result.
Although the next theorem holds for a more wider class of q; we
consider only the case that qðtÞ are 2p-periodic and continuous.
Before giving the result, we introduce some notation as in [23]. Let
Lgða; bÞ; 14g41; be the Lebesgue spaces with the corresponding norms
denoted by j  jg;ða;bÞ: Let H
kða; bÞ be the usual Sobolev spaces and Hk2p be the
Sobolev spaces of 2p-periodic functions. Let C02p be the space of all
continuous 2p-periodic functions with the supremum norm j  j1:
Let n 2 N and ðlþ; lÞ 2Mn [Nn: We call in the sequel a nonzero 2p-
periodic solution xðtÞ ¼ xðt; lþ; lÞ of (1.3) an eigenfunction (with the
spectrum ðlþ; lÞ). As xðtÞ satisﬁes piecewise linear equations, xðtÞ has only
simple zeros. As usual, the zeros of xðt; lþ; lÞ are called the nodes of
xðt; lþ; lÞ: An interval I ¼ ðt1; t2Þ is called a positive nodal interval
(respectively, a negative nodal interval) of xðtÞ if xðt1Þ ¼ xðt2Þ ¼ 0 and xðtÞ >
0 on ðt1; t2Þ (respectively, if xðt1Þ ¼ xðt2Þ ¼ 0 and xðtÞ50 on ðt1; t2Þ).
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nodes of the eigenfunctions:
rðlþ; lÞ ¼ 12 #ft 2 ½0; 2pÞ : xðt; lþ; lÞ ¼ 0g:
Thus any eigenfunction xðtÞ with ðlþ; lÞ 2Mn [Nn has exactly 2n nodes
in ½0; 2pÞ and has exactly n positive nodal intervals and n negative nodal
intervals within one period.
Let q 2 P: For t0 2 R; qt0 ðtÞ denotes the translation of qðtÞ: qt0ðtÞ ¼
qðtþ t0Þ: We use l
D
n ðqÞ to denote the nth eigenvalue of (1.5) with the
Dirichlet boundary condition
xð0Þ ¼ xð2pÞ ¼ 0: ðDÞ
Theorem 3.3. For any n 2 N; there exist tn ; s

n 2 R such that
xn ¼ l
D
n ðqþ; tn Þ; ð3:15Þ
Zn ¼ l
D
n ðq; sn Þ: ð3:16Þ
Proof. Let us prove (3.15) for xþn because the others are similar. So
l ! þ1: As in Section 3 of [23], let us take a sequence ðl
k
þ; l
k
Þ 2Mn such
that lk % þ1 as k !1: Thus l
k
þ & x
þ
n : Take a sequence of eigenfunc-
tions xkðtÞ with the spectra ðlkþ; l
k
Þ; k ¼ 1; 2; . . . : Without loss of
generality, we assume that each xk is normalized for the L2 norm, i.e.,
jxkj2 :¼ jx
k j2;ð0;2pÞ ¼ 1 for all k: Each x
kðtÞ has exactly n positive nodal
intervals and n negative nodal intervals within one period. As lk ! 1; the
length of negative nodal intervals of xkðtÞ; which is of order OððlkÞ
1=2Þ;
goes to 0 as k !1: Meanwhile, the length of positive nodal intervals of
xkðtÞ is bounded away from 0, [23, see Lemma 3.4]. It can be proved that the
sequence xkðtÞ is bounded in H12p: Thus x
kðtÞ; if necessary going to a
subsequence, converges weakly to some xðtÞ in H12p and converges strongly
to xðtÞ in C02p:
Since the length of negative nodal intervals of xkðtÞ goes to 0, we may
assume, if necessary going to a subsequence, that as k !1 these negative
nodal intervals shrink to some points ftig; from which only exactly n points
are inside ½0; 2pÞ: So there are exactly n intervals from R=ftig within one
period. On each interval P of R=ftig; a standard regularity argument for
ordinary differential equations shows that the limiting function xðtÞ satisﬁes
the limiting equation
x¨þ ðxþn þ qþðtÞÞx ¼ 0 ð3:17Þ
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1ð %PÞ: It
can be proved that x=0 on each P: See p. 99 of [23]. In fact, xðtÞ is strictly
positive on P: Note that xðtÞ is not a classical solution of (3.17) on R because
xðtÞ is not even C1 on R:
An important fact on xðtÞ is that if P ¼ ðg; dÞ is an interval from
R=ftig; then besides proving the existence of derivatives ’xðgþÞ and ’xðdÞ;
one can prove that they are always nonzero. This can be seen from Lemma
3.7 of [23] and has been neglected in the original proof of Theorem 3.1
of [23].
Finally, let 04t05t15   5tn15tn ¼ t0 þ 2p be the points from ftig
lying in one period. Then xðtiÞ ¼ 0 and xðtÞ satisﬁes (3.17) for a.e. t 2
ðti1; tiÞ; i ¼ 1; 2; . . . ; n: Since limt!ti ’xðtÞ exist and are nonzero, one can
then choose nonzero constants gi so that the following function
x˜ðtÞ ¼ gixðtÞ; t 2 ½ti1; ti; i ¼ 1; 2; . . . ; n;
is C1 on ½t0; tn: So x˜ðtÞ is a classical nonzero solution of (3.17) on ½t0; tn:
Generally speaking, x˜ðtÞ has different derivatives at t0 and tn ¼ t0 þ 2p: Let
yðtÞ be the function
yðtÞ  x˜ðtþ t0Þ; t 2 ½0; 2p:
Then yðtÞ is a nonzero solution of the following equation:
y¨þ ðxþn þ qþ; t0 ðtÞÞy ¼ 0; t 2 ½0; 2p ð3:18Þ
with the Dirichlet boundary condition (D) satisﬁed. Moreover, yðtÞ has
exactly n zeros within ½0; 2pÞ: It follows from (3.18)+(D) that xþn is just the
nth Dirichlet eigenvalue of (3.18). Let tþn ¼ t0 in this case. The theorem is
thus proved. ]
Remark 3.4. Comparing Theorem 3.3 with Theorem 3.1 and Corollary
3.3 in [23], the asymptotes in Theorem 3.2 are relatively simpler than those
for two-point boundary value problems because xðtÞ satisﬁes the Dirichlet
boundary conditions on all nodal intervals I : xðtÞ ¼ 0 for t 2 @I : So part of
the proof in [23] can be simpliﬁed accordingly.
In the following, we discuss brieﬂy the Fucˇik spectrumFab ¼FabðqÞ of
(1.3) with two-point boundary condition ðTabÞ; and a relationship between
F and Fab is established. Note that Fab has been studied in [23] in detail.
Observe that ðlþ; lÞ is in Fab if and only if ðlþ; lÞ satisﬁes, for some
n 2 Z; either
yð2p; a; lþ; lÞ ¼ bþ np ð3:19Þ
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yð2p; aþ p; lþ; lÞ ¼ ðbþ pÞ þ np: ð3:20Þ
By Lemma 2.2, all n in (3.19) and in (3.20) are nonnegative. Thus the
structure of Fab is clear from the monotonicity of yð2p; y0; lþ; lÞ with
respect to lþ; l; cf. Lemma 2.1.
When b ¼ a in ðTabÞ; we write, for simplicity, ðTaaÞ and Faa as ðTaÞ and
Fa; respectively. Now ðlþ; lÞ 2Fa is determined by either
Man: yð2p; a; lþ; lÞ ¼ aþ np ð3:21Þ
or
Nan: yð2p; aþ p; lþ; lÞ ¼ ðaþ pÞ þ np; ð3:22Þ
where n 2 Zþ:
Suppose that n 2 N is even. Applying properties (2.2) and (2.3), we get
from (3.21) or (3.22) that rðlþ; lÞ ¼ n=2 2 N: Thus, both the curves Man
andNan are ‘between’ the periodic Fucˇik curvesMn=2 andNn=2 in this case.
Such a fact is well known in the linear case. Conversely, the periodic Fucˇik
curvesMn andNn can be recovered from the Fucˇik curvesM
a
2nðq; t0 Þ and
Na2nðq; t0Þ; t0 2 R: We state this fact as the following theorem.
Theorem 3.4. For any n 2 N and any t0 2 R; the Fucˇik curves of
Ma2nðq; t0Þ and N
a
2nðq; t0 Þ in F
aðq; t0 Þ are between the periodic Fucˇik
curves MnðqÞ and NnðqÞ: Conversely, for any ðlþ; lÞ 2MnðqÞ [Nnð
qÞ; there exists some t0 such that ðlþ; lÞ 2Ma2nðq; t0 Þ [N
a
2nðq; t0Þ:
This theorem can be proved using the same trick as in [25], which is
essentially based on the simple fact that for any periodic solution xðtÞ of
(1.3), there exists some t0 such that xt0 ðtÞ  xðtþ t0Þ satisﬁes the boundary
condition ðTaÞ:
4. CONCLUDING REMARKS
In Theorem 3.1, besides the trivial Fucˇik lines Lþ and L; we have
constructed two sequences of Fucˇik curvesMn andNn (n 2 N) ofFðqÞ for
general q: However, we do not know if FðqÞ consists of only these
curves. It is thus an interesting problem to verify if the converse part of
Theorem 3.1 holds. Note that our proof has only exploited the Hamiltonian
structure and the positive homogeneity of systems (2.5). In order to verify
the converse part of Theorem 3.1, one may need to ﬁnd some further
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sense.
As only the Hamiltonian structure and the positive homogeneity of
systems (2.5) are used in our proof, the method in this paper also applies to
the periodic Fucˇik spectrum of
ðpðtÞx0Þ0 þ ðlþwþðtÞ þ qþðtÞÞxþ þ ðlwðtÞ þ qðtÞÞx ¼ 0; ð4:1Þ
where pðtÞ; wðtÞ; qðtÞ 2 P and p > 0; ðwþ;wÞgð0; 0Þ: A theorem
analogous to Theorem 3.1 can be proved for (4.1)+(P).
An abstract form of our result can be stated as the next theorem. Let
fPl: l 2 R
mg be a family of homeomorphisms of R2: Suppose that
* PlðxÞ=0 if x=0;
* Pl is area-preserving for each l;
* Pl is positively homogeneous for each l; i.e., PlðkxÞ ¼ kPlðxÞ for all
k50 and all x 2 R2; and
* the induced family of homeomorphisms fYlg of S is differentiable
and is monotone with respect to l; where
YlðxÞ ¼
PlðxÞ
jjPlðxÞjj
; x 2 R2; jjxjj ¼ 1:
For such a family, one may lift Yl to R so that the rotation number
function rðlÞ is well deﬁned. Then we have the following result.
Theorem 4.1. Let n 2 Z: If l 2 @r1ðnÞ; then Pl has 0 as a parabolic fixed
point in the sense that there exists x0=0 such that Plx0 ¼ x0: If, in addition,
Pl is homogeneous in the following sense:
PlðkxÞ ¼ kPlðxÞ for all k 2 R and all x 2 R
2;
then for any odd integer n 2 N and any l 2 @r1ðn=2Þ; Pl has 0 as a parabolic
fixed point in the sense that there exists x0=0 such that Plx0 ¼ x0:
In a recent work [25], the author of the present paper has partially
generalized the rotation number approach to another famous spectrum
problem, i.e. the periodic and the antiperiodic eigenvalues of the p-
Laplacian with periodic potentials:
ðjx0jp2x0Þ0 þ ðlþ qðtÞÞjxjp2x ¼ 0; ð4:2Þ
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eigenvalue problems (4.2)+(P) and (4.2)+(A), i.e. one can use the rotation
number function to ﬁnd two sequences of eigenvalues of (4.2)+(P) and
(4.2)+(A) as in the linear case, although we do not know if these represent
all periodic and antiperiodic eigenvalues of (4.2).
Following some ideas in [25], for the Fucˇik spectrum problem of the p-
Laplacian:
ðpðtÞjx0jp2x0Þ0 þ ðlþwþðtÞ þ qþðtÞÞjxþjp2xþ þ ðlwðtÞ þ qðtÞÞjxjp2x ¼ 0
with the periodic boundary condition (P), one can also obtain a result
similar to Theorem 3.1. For some recent progress of higher dimensional
Dirichlet Fucˇik spectrum problem, see [3, 21].
Finally, it can be expected that the Fucˇik curves deﬁned in this paper will
play an important role in nonresonance problems of the following
nonautonomous equations:
x¨þ f ðt; xÞ ¼ 0; ð4:3Þ
where f ðt; xÞ ð f ðtþ 2p; xÞÞ satisﬁes
fðtÞ4 lim inf
x!1
f ðt; xÞ
x
4 lim sup
x!1
f ðt; xÞ
x
4FðtÞ: ð4:4Þ
Most of existence results of periodic solutions of (4.3) are obtained by
assuming that the functions fðtÞ and FðtÞ in (4.4) are between two points
in two consecutive Fucˇik curves Cn and Cnþ1 (see [4]). These results can be
explained using the Fucˇik curves in this paper from a point of view of
nonautonomous equations. Due to a general result on positively homo-
geneous operators in [24] (for the linear case, see [9]), the existence of
(4.3)+(P) is essentially reduced to verifying the following family of
equations:
x¨þ cþðtÞxþ þ cðtÞx ¼ 0 ð4:5Þ
has only the trivial 2p-periodic solution for each pair c 2 P with
fðtÞ4cðtÞ4FðtÞ for all t: ð4:6Þ
Such a triviality of (4.5)+(P) is equivalent to ð0; 0Þ =2FðcÞ for all c
satisfying (4.6). By Lemma 2.1 and the characterization of Fucˇik curves
MnðqÞ andNnðqÞ; one sees thatMnðqÞ andNnðqÞ ‘decrease’ when q
‘increase’. Such a fact corresponds to the comparison result of eigenvalues in
the linear case. Using this observation, one can obtain the existence of
(4.3)+(P) when (0,0) is between NnðfÞ and Mnþ1ðFÞ for some n: This
THE PERIODIC FUC˘IK SPECTRUM 95condition generalizes the usual ones from the point of view of nonautono-
mous equations.
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