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ABSTRACT 
It is shown that if det A = + 1, then A = flfzl Bi, where Bi2 = I. This 
decomposition is used to find the Jacobian of the linear matrix transformation: 
Y=AX. 
INTRODUCTION 
A new square real matrix decomposition and several applications 
thereof are described in this paper. We show if det A = & 1, det A being 
the determinant of A, then A = nicl B,, where Bi2 = I. This decomposi- 
tion is then used to find the Jacobian of the linear matrix transformation: 
Y = AX. 
A restricted form of this decomposition was used in Olkin and Sampson 
[l], where A and the Bi were proper orthogonal matrices. Their proof 
was based on a representation of Tumura [3] for orthogonal matrices, 
also given in [l] , 
The question then arises as to the veracity of this factorization when 
A and the Bi are restricted to any given group of real matrices. A counter- 
example is provided to this hypothesis in the case of the triangular group. 
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THE DECOMPOSITION AND ITS PROOF 
In the ensuing discussion, all matrices are assumed to be arbitrary 
9 x 9 nonsingular matrices whose elements are real. The integers q and Y 
are used in a generic manner. 
THEOREM 1. If det A = & 1, then A = nzZ1 Bi, where B,2 = I, 
i = l,...,q. 
Before providing a proof to this theorem, we give some definitions and 
lemmas that are needed in its proof. The total presentation is of a con- 
structive nature. 
DEFINITION 1. D,(a) is that matrix which has ith diagonal element equal 
to a, the remaining diagonal elements equal to one, and with zeroes elsewhere. 
DEFINITIONS. Pij(a) is that matrix which has ones for diagonal elements, 
excepting that the ith and jth diagonal elements are zero. The (i, j)th and 
(j, i)th entries aye, respectively, a and a-l (a # 0), and the remaining elements 
aye zero. 
DEFINITION 3. Sij(a) is that matrix which has unit diagonal elements, 
an a as the (i, i)th entry, and zeroes elsewhere. 
DEFINITION 4. B1 = {B: B2 = I}. 
DEFINITION 5. 93 is the group generated by B,. 
LEMMA 1. Pij(a) E B,, Sdj(a) E 9 and Di(& 1) E B1 for all a # 0 and 
all i, i, 
Proof. That P$(a) = I and Diz(& 1) = I follows by direct computa- 
tion. To show Sij(a) E g’, note that straightforward calculation yields 
Sij(a)Di(- 1) E B,. 
LEMMAS. There exist P* and S* (depending on i, k, 1, a, and b) members 
of ~2 such that 
D,(a)P,,(b) = P*D,(a) 
and 
DJa)S,,(b) = S*D,(a). 
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Proof. Consider first the two-dimensional case and observe that 
and 
In the general #-dimensional situation, there are two cases. If i # X 
and i # I, then the matrices in the lemma on the LHS of the equalitier 
obviously commute. If i = k or i = 1, then we are essentially in the two. 
dimensional case, so that the definitions of P* and .S* for that dimension 
follow from the above two-dimensional observations. 
FACT 1. If A is nonsingular, then A = nf=, QI, where Q1 is one of 
D,(a), Pij(l) or Sij(a) for some i, j, and a. 
LEMMA 3. If T is a nonsingular lower triangular matrix, then 
T = fiB, fp(t). ( 1 where i=l i=l 
From Fact 1, = However, by Lemma 2, we can 
“factor terms DJa) to the such that the remaining 
BiczS?‘, q. 
matrices are still members of g. Multiply the DJa) together for each i to 
complete the proof. 
LEMMA 4. 
Proof. Observing that = Pi,(l)Di(ti)P,l(l), 
Dl(ti) to the right and then collect terms. 
We are now ready to prove Theorem 1 using these lemmas. 
Proof of Theorem 1. It is known that for any nonsingular matrix A, 
there exist T and .Y? lower triangular matrices, such that A = i??. Using 
Lemmas 3 and 4. we see that 
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whereBi,Bjareing,i=l ,..., 4; j=l,..., Y. AsdetA=(detT)(det$, 
it follows, from the assumption that det A = & 1, that D,(nel ti). 
D, (nb, si) = D1 (i 1). The proof is now complete as D1 (3 1) is a member 
of a. 
Unless further conditions are placed on the Bi, this decomposition is 
not unique. For instance, when A = flTzl Bi, the Bi being the matrices 
of Definitions 1, 2, 3, then A = (flfzi Bi)Dk(- l)B,*Dk(- l), where B,* 
is as in Lemma 2. The question of uniqueness is not pursued further here. 
APPLICATIONS 
We make the transparent remark that this decomposition is really 
applicable to any nonsingular square matrix, because any matrix A can 
be written as ldet Al A l/p *, det A* = f 1. In this representation, it is 
appropriate to think of A* as the unit direction of A and ldet A II/p as 
the magnitude of A. Note that ldet All/p is the geometric mean of the 
absolute values of the characteristic roots of A. 
It is obvious that if A = nj’=i Bi, Bi2 = I, then A-l = ni==, Bi. 
Thus, the inverse of A can be obtained by multiplying the Bi in reverse 
order. Unfortunately, in our derivation of the Bi for a specific A, we went 
essentially through the steps of inverting A. However, if a technique 
were found that obtains the Bi in a rapid and efficient manner, it would 
be useful. 
The decomposition of Theorem 1 also provides a very simple derivation 
of the Jacobian of the linear matrix transformation. Let Y = AX, where 
Y(p x (I), A($ x p), X(p x q) are matrices of the noted dimensions and 
A is a nonsingular constant matrix. (If Y = f(X), the notation used for 
the Jacobian aXlaY, is J(X + Y).) It was shown in [I], that if h(A) =. 
J(X -+ Y), then h has the multiplicative property 
k(A)h(B) = h(AB). 
LEMMA 5. If Y = AX, then J(X -+ Y) = (det Al-a. 
Pyoof. By the chain rule for Jacobians (see (2.1) of [l]), 
J(X --c Y) = J(X -+ AX) - J(dX + Y), where A = ldet Aj-lIpA. 
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Since det A = & 1, we can use Theorem 1 to show /?(a) = 1, assuming 
F, is positive. Note h(A) = nik(Bi), where h2(B,) = 1. However, Y = 
ldet AllIp( so that J(aX -+ Y) = /det A I(llp)(-p*) which completes 
the proof. 
This proof makes essential use of the fact that in a linear transformation 
the unit direction component of the constant matrix creates an area 
preserving transformation. Hence, all the information about the “stretch- 
ing” is contained in the magnitude of A. It is also noted that in this proof 
no measurability assumptions where needed for bz. The only assumption 
is that k is positive (as it is a Jacobian). 
A COUNTEREXAMPLE 
One might now conjecture that Theorem 1 is valid if we restrict A and 
the Bi to any subgroup G of the group of real matrices. This is certainly 
valid if G is the orthogonal group. However, when G is the group of lower 
triangular matrices, the decomposition does not hold. 
LEMMA 6. The decomposition of Theorem 1 does not hold when the 
matrices are restricted to the real lower triangular group. 
Proof. Assume the decomposition is valid. Then by the argument 
of Lemma 5, J(T + S) = (det o)--(P+1)12, where in this case T and 3 are 
(p x p) lower triangular matrices with T = 0s and 0 being a constant 
nonsingular lower triangular matrix. But it is well known (see [l]) that 
J(T -+ 3) = n$‘=, uii-i. This leads to a contradiction, which in turn 
leads to the open question: Is there a necessary and sufficient condition 
on the group G such that the decomposition of Theorem 1 holds if A and 
the Bi are restricted to G ? 
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