Due to the large scales and limitations in accessing most online social networks, it is hard or infeasible to directly access them in a reasonable amount of time for studying and analysis. Hence, network sampling has emerged as a suitable technique to study and analyze real networks. The main goal of sampling online social networks is constructing a small scale sampled network which preserves the most important properties of the original network. In this paper, we propose two sampling algorithms for sampling online social networks using spanning trees. The first proposed sampling algorithm finds several spanning trees from randomly chosen starting nodes; then the edges in these spanning trees are ranked according to the number of times that each edge has appeared in the set of found spanning trees in the given network. The sampled network is then constructed as a sub-graph of the original network which contains a fraction of nodes that are incident on highly ranked edges. In order to avoid traversing the entire network, the second sampling algorithm is proposed using partial spanning trees. The second sampling algorithm is similar to the first algorithm except that it uses partial spanning trees. Several experiments are conducted to examine the performance of the proposed sampling algorithms on well-known real networks. The obtained results in comparison with other popular sampling methods demonstrate the efficiency of the proposed sampling algorithms in terms of Kolmogorov-Simonov, skew divergence and normalized distances.
Introduction
In recent years, various researchers have focused on the analysis of dynamic behaviors of individuals in social networks such as cascading failures and synchronization 1 2 3 4 5 6 . However, there are several issues such as the large scale, complexity, dynamicity and limitations on accessing these networks which make them hard or even impossible to study 7 . So network sampling methods have emerged to generate representative networks with smaller sizes that are reasonable to study and perform several kinds of analyses on in an offline manner with reasonable time and lower cost 8 9 10 11 . Accuracy of most studies and analyses on real networks critically depends on the accuracy of the sampled networks obtained from the original networks. The main purpose of network sampling algorithms is to construct an appropriate sampled network that directly resembles the original network and preserves most properties of the original network. In order to reach a desirable accuracy for sampled network sometimes more processing is required for the sampling algorithm. Although recently several simple network sampling algorithms have been presented, most of these algorithms independently sample just the vertices or edges with low computational cost, which results in sampled networks that are poor in recovering the important natural characteristics of original networks. A proper sampling algorithm should be able to preserve different natural characteristics of social networks, such as the presence or absence of important, central and influential individuals 12 . In this paper, two new algorithms for sampling online social network using spanning trees are proposed. The proposed sampling algorithms first find several spanning trees of the input graph. Then the edges in these spanning trees are ranked according to the number of times that each edge has appeared in the set of found spanning trees. Subsequently the sampled network is constructed as a sub-graph of the given network which contains a fraction of highly ranked edges. The proposed algorithms are based on the hypothesis that by considering a set of arbitrary number of spanning trees with different starting points, edges with higher number of presence in these spanning trees can be considered as important edges that reflect several characteristics of the original network. In the second proposed sampling algorithm, the cost of algorithm is reduced by replacing spanning tress with partial spanning tress in order to avoid visiting entire network and visiting each node several times. To investigate the performance of the proposed sampling algorithms, several numerical simulations are conducted on the wellknown real networks. The experimental results are compared with recently reported sampling methods in terms of Kolmogorov-Simonov (KS) distance, skew divergence (SD) distance and normalized distance (ND). Obtained results show the superiority of the proposed algorithms over popular sampling algorithms.
The rest of this paper is organized as follows. Section 2 provides preliminaries about network sampling and an overview of sampling algorithms. In section 3 the proposed sampling algorithm using spanning trees is described. The performances of the proposed algorithms are investigated through several experiments on well-known social network graphs in Section 4. Section 5 concludes the paper.
Preliminaries

Network sampling
A social network can be represented as a graph 〈 〉 where * + is the vertex-set that represent the users of an OSN, and * + is the set of edges that represent a kind of relationship between users in an OSN. Let 〈 〉 denote the input graph, a sampling technique is a function with sampling rate 0<<1, where 〈 〉 is the sampled network in which V s V and |V s |=n 13 .
Related Work
From simple measures to advanced sampling techniques, social network graphs can reveal valuable information for analysis of social networks. However, the huge size of OSNs makes them difficult to study directly, thus requiring graph sampling as a solution to turn them into graphs of more manageable sizes whilst preserving their important characteristics. 16 , iteratively select the next node according to some criteria among all adjacent nodes of that node for collecting samples from networks.
One of the first studies on network sampling was presented by Lescovec et al. 20 . They introduced several sampling algorithms in order to either find a sampled graph with the most similarity to the initial graph or to find past versions of the initial graph. They also compared a large variety of graph sampling algorithms and showed that FFS is better than other existing sampling algorithms. In Ref.
22
, efficiency and feasibility of RDS as a web-based sampling algorithm has been studied by Wejnert et al. In Ref. 23 , the authors implemented and compared several crawling algorithms to obtain representative samples of Facebook users and it has been shown that MHRW and Reweighted Random walk (RWRW) perform remarkably well, while the most traditional algorithms such as BFS and RWS lead to substantial biases. In Ref.
19
, a procedure for correcting the bias of sampling methods has been proposed by Kurant et al. Their study indicated that the degree of graph is overestimated by BFS, while it is underestimated by RWS. Ribeiro et al. in Ref.
24 studied the steady state behavior of Continuous-Time Random Walks (CTRW) on markov dynamic networks and compared two types of CTRWs including walks at a constant rate (CTRW-C) and walks with a rate proportional to the vertex degree (CTRW-D).
In Ref. 25 an analytical comparison between BFS and RS has been presented by Son et al. In order to systematically study the effects of sampling biases. Siciliano et al. 26 proposed an adaptive threshold algorithm to be used for network research. In Ref. 27 , a modified random walk sampling algorithm for estimating characteristics of directed graphs has been proposed by Ribeiro et 
30
. In DLAS, a set of distributed learning automata cooperate with each other in order to take appropriate samples from the given network. The results of their algorithm performed much better than the results of RDS and RWS in terms of KS test. Their algorithm outperforms some other sampling algorithms, especially in sampling rates lower than 0.2, but still needs to correct its biases as it is based on high degree vertices. In Ref.
31
, Rezvanian et al. proposed a sampling method using the concept of shortest path and showed its effectiveness by exhaustive simulations on wellknown real and synthetic networks. In Ref.
12 , two sampling methods are presented by Peng et al., the former is an improved version of the stratified random sampling method and selects the high degree vertices with higher probability by classifying the nodes according to their degree distribution and the latter is an improved version of snowball sampling method to sample the targeted vertices selectively. On the basis of snowball sampling, a sampling method that uses multiple random snowballs and the Cohen process is developed by Gao et al.
32
. Simulations on computer generated networks showed that their sampling method can preserve local and global structures of the network.
One may also classify the sampling algorithms into two groups: 1) one-phase sampling methods which construct the sampled network by random selection of edges/nodes or using some kind of graph traversal procedure (e.g., BFS 19 , RWS 16 , FFS 20 , RDS
21
, to name a few); 2) two-phase sampling methods which construct sampled networks using a graph traversal procedure and some pre or post processing (e.g., DLAS 30 , SSP
31
, RPN 33 , DPL 33 , to mention a few). The first group of sampling algorithms is relatively simple and has low cost, low accuracy and fails to perform well on all kinds of networks. The second group uses additional pre or post processing in order to get information about networks such as classifying important nodes into groups based on Katz centrality measures
12
, scoring important nodes by PageRank 33 , extracting groups of nodes in network
34
, extracting communities 33 to achieve higher accuracy. Such pre or post processing of course increases the cost of the sampling algorithms which must be paid if achieving higher accuracy is the goal. It should also be noted that the sampled network, once constructed can be used many times for various applications and analyses. The algorithms proposed in this paper fall into the second category.
Basic idea
The proposed sampling algorithms try to highlight some important edges by using a set of spanning trees. The algorithm is based on the hypothesis that by considering a set of arbitrary number of spanning trees with different starting points, edges with higher number of presence in these spanning trees can be considered as important edges which reflect several characteristics of the original network. Some of the evidence that supports the idea that using spanning trees may be a promising approach for designing effective sampling methods for social networks is briefly given below:
 Ansari in Ref. 35 has shown that even with a random spanning tree, modular structure and topological characteristics of a network can be captured and the topological organization of the network can be visualized easily by properties of its spanning trees.  Experimentations have shown the importance of the spanning trees to overcome the problems of propagating information in a network. Spanning trees are used in building efficient and reliable edge state propagation. This means that a spanning tree is a good structure that is able to propagate information in a network completely 36 37 .  A spanning tree is able to embed connections between vertices by one pathway 38 and is also able to provide the underlying structure for any algorithm of chaining
39
. Bearman in Ref. 40 investigated romantic relationships between 800 adolescents over an 18 month period in a social network, and found out that in a large spanning tree, all romantic relationships can be embedded. This work shows the ability of spanning trees in revealing important information of a graph so that a long and large chain of communications among a large population can be embedded in a spanning tree.  In Refs. 41 
42
, the authors represented brain networks by a minimum spanning tree (MST) as a promising solution for unbiased characterization of complex brain networks. Using MST, a unique acyclic sub-graph is generated that connects all nodes and maximizes a property of interest, such as synchronization between brain areas that preserves global and local properties of brain networks.
Proposed sampling algorithms
Social Network Sampling using Spanning Trees (SST)
The first proposed algorithm starts by constructing k different spanning trees. The starting vertex of each spanning tree is chosen randomly from the set of vertices of the input graph. After constructing the spanning trees, a rank is assigned to each edge appearing in the set of spanning trees based on the number of spanning trees along which that edge has appeared. The sampled network will be constructed by successively adding the nodes which are incident on edges selected from the beginning of the list of edges ordered according their rank as long as the number of nodes in the sample graph being constructed does not exceeds  percent of the nodes of the network. Every time a node is added the edges of that node to the nodes previously added are established. Figure 1 gives the pseudo-code of the proposed sampling algorithm called SST.
The time needed by the proposed sampling algorithm consists of two parts: 1) the time needed for computation of spanning trees. Select a vertex randomly from V as the starting vertex of spanning tree t; Construct the spanning tree t; t  t+1; End While Ls  Compute the rank for every edge appearing in the set of k constructed spanning trees; L  Sort Ls in descending order;
Gs  construct a sample by successively adding the nodes which are incident on edges which are selected from the beginning of the list L as long as the number of nodes in the sampled network being constructed does not exceeds a particular percent of the nodes of the network. Every time a node is added the edges of that vertex to the vertices previously added are established. End algorithm Figure 1 . The pseudo code for the first proposed sampling algorithm (SST).
Social network sampling using β-partial spanning tree
The first proposed sampling algorithm in the previous section visits each node of the network several times. It seems that visiting each node several times is not practical; therefore we propose the second sampling algorithm using partial spanning trees as a remedy to improve the first proposed sampling algorithm in practice by reducing the number times that each node in the network is visited. A β-partial spanning tree is defined as follows.
Definition:
A β-partial spanning tree  with root vertex v of graph G is a sub-graph of graph G which is a tree with vertex root v whose number of nodes is β|V| for 0<β <1. The size of β is proportional to the given sampling rate.
The algorithm given in figure 2 computes a β-partial spanning tree for a given β. The revised version of SST uses β-partial spanning trees instead of spanning trees. This improvement results in speeding up the sampling algorithm without sacrificing the performance as indicated in the experiments. 
Simulation Results
To show the performance of the proposed sampling algorithms several numerical simulations are conducted on several real networks: Robots.net 43 
Evaluation
For evaluation of sampling algorithms, network statistics are used to measure the quality of parameters or representativeness of the sampled network. These network statistics are focused on a distribution of network characteristics like vertices, edges and sub-graphs
48
. Two well-known and mostly used network statistical properties: clustering coefficient distribution (ccd) as a local statistical property and degree distribution (dd) as a global statistical property are used for testing and comparing sampling algorithms. Degree distribution represents the fraction of vertices with degree k, for all k>0. Degree distribution is used for understanding the connectivity of graphs. Clustering coefficient of a vertex is the number of triangles centered on that vertex. Clustering coefficient distribution represents the fraction of vertices with clustering coefficient c 16 . This parameter enables measuring the strength of paths between a vertex and its nearest neighbors in a network
12
. The distance between both distributions of the statistical property for initial network G and sampled network G s are computed according to a number of distance functions including: Kolmogorov-Smirnov distance (KSD), SkewDivergence distance (SDD) and Normalized-Distance (ND). These distance measures are described in the rest of this subsection 49 . Also for assessing the efficiency of sampling algorithms in terms of cost, a new measure is defined which reflects the cost of each algorithm during the process of constructing a sampled network.
Kolmogorov-Smirnov Distance (KSD)
Kolmogorov-Smirnov D-Statistic is one of the statistical test algorithms used to assess the distance between two cumulative distribution functions (CDF). KSD is a measure for acceptability between original distribution F 1 and estimated distribution F 2 . The result of this test is a value between 0 and 1. The closer it is to zero, the higher the similarity between two distributions 50 . This measure is defined as
where F 1 and F 2 denote Cumulative Distribution Functions (CDF) of the original distribution and the estimated distribution. This measure is used for both degree distribution and clustering coefficient. Also, x represents the range of the random variables. Hence it is computed as the maximum vertical distance between the two distributions 51 .
Normalized Distance (ND)
In some cases, for evaluation, the distance between two positive m-dimensional real vectors F 1 and F 2 are measured where F 1 is the original vector and F 2 is the estimated vector. Normalized distance (ND) 52 is defined as follows
Skew divergence distance (SDD)
Skew Divergence is used to assess the difference between two probability density functions (PDF). Skew divergence uses Kullback-Leibler (KL) divergence between two PDFs F 1 and F 2 that do not have continuous support over the full range of values (e.g., skewed degree). KL measures the average number of extra bits required to represent samples from the original distribution when using the sampled distribution. However, since KL divergence is not defined for distributions with different areas of support, skew divergence smooths the two PDFs before computing the KL divergence
where  is a constant in the range [0, 1], and KL divergence of P from Q calculate as follows
Cost
To assess the cost of a sampling algorithm, a new measure for the cost of a sampling algorithm has been defined as the total number of times that the edges in the graph are traversed during the traversal of the graph (C t ) plus the total number of operations performed during the pre/post processing phase (C p ) divided by the total number of edges in the graph as given by equation 5.
where constant c 1 is the coefficient cost of traversing an edge and constant c 2 is the coefficient cost of performing an operation during the pre/post processing phase. In the proposed algorithm the cost of additional processing is the cost of comparisons required for ranking the traversed edges.
Experimental results
To investigate the performance of the proposed algorithms, several experiments are conducted on several datasets described in Table 1 and an average result over 30 runs is reported for each experiment.
Experiment I
This experiment is conducted to study the impact of different strategies for choosing the starting vertices for spanning trees in the first proposed sampling algorithm. For this purpose, in addition to random starting vertex strategy (called Rnd), three other strategies for choosing starting vertices are also studied. The first strategy called Hdc (High degree centrality) uses vertices with high degrees which are considered as hub-nodes in the network. The second strategy called Hbc (High betweenness centrality) uses vertices with high betweenness, defined as the vertices through which a high number of shortest paths from all vertices to all others have passed. A vertex with high betweenness centrality has a large influence on the transfer of information through the network 54 . The third strategy called Per uses peripheral vertices (vertices with lowest degrees) as starting vertex. Results of this experiment for Robots.net, Squeak-foundation, Epinions1, CitHepPh, Email-EuAll and Slashdot0902 with respect to KSD for dd, KSD for ccd, SDD for dd, SD for ccd, ND for dd and ND for ccd for the sampling rate of 30% are given in table 2. Based on the results, we can conclude that the proposed sampling algorithm is not sensitive to the strategy of choosing starting nodes. 
Experiment II
This experiment is carried out to compare the performance of the first proposed sampling algorithm using Spanning Trees, SST (with 20 spanning trees) and the second proposed sampling algorithm using Partial Spanning Trees, PSST with Random Vertex sampling as RVS
46
, Random Edge sampling as RES 11 , Random Walk sampling as RWS, Metropolis-Hastings Random Walk sampling as MHRW 47 and Spiral Sampling as SS) 28 in terms of KSD for dd, KSD for ccd, SDD for dd, SDD for ccd, ND for dd and ND for ccd for sampling rate 15%. Each reported result is an average over 30 runs. We note that the size of beta for the second proposed sampling algorithm using Partial Spanning Trees as PSST is proportional to the sampling rate. In order to provide statistical confidence, we performed a parametric test (t-Test with 58 degrees of freedom at the 95% significance level). The t-Test result is shown as "", "" or "~" when SST is better than, worse than or similar to that of the corresponding sampling method, respectively. Results of this experiment are shown in Table 3 through Table 7 . Best results are highlighted in boldface. The last columns of the following tables show the percentage of other algorithms that SST works better than with respect to a particular performance measure. From these results, we may conclude that the proposed sampling algorithms in most cases perform better than other sampling algorithms in terms of KSD, SDD and ND. Also the first proposed sampling algorithm outperforms the second proposed sampling algorithm. 
Experiment III
To answer the question that whether or not the ranking of the traversed edges computed by the first proposed sampling method is an approximation of edge betweenness, we conducted an experiment to investigate the conjecture that the top k percent of edges ranked by the edge betweenness centrality and top K percent of edges ranked by the proposed algorithm (SST) are the same. For this purpose the above two ordered lists are computed for different values of K (1, 5, 10) . Similarity of these two ordered lists is computed using equation 6 as given below
where L and L' are the ordered edge list obtained from the proposed algorithm (SST) and edge betweenness centrality, respectively. The results of this experiment are summarized in table 9. In table 9 , we see that the similarity result between the ordered list based on edge betweenness centrality and the ordered list computed by the proposed algorithm increases as K increases. As indicated in table 9 the highest similarity obtained is 0.34 and for this reason we may say that edge ranking computed by the proposed algorithm cannot be a good approximation of edge betweenness. 
Experiment IV
In this experiment, efficiency of the proposed sampling algorithms (SST and PSST) are compared with some of the existing two-phase sampling algorithms including: shortest path sampling (SPS) 31 and distributed learning automata sampling (DLAS)
30
. For this experiment, sampling rate is set to 30%. The cost of algorithms increase as the number of computed shortest paths or the number of computed spanning trees increase. The comparison is performed with respect to accuracy of sampling algorithms in terms of KSD for dd and KSD for ccd versus sampling cost (as defined by equation (5)). The results of this experiment for different two-phase sampling algorithms are presented in figure 3 and figure 4 in terms of KSD for dd and KSD for ccd, respectively. As it is shown, increasing sampling cost results in decreasing values of KSD for dd and KSD for ccd. The results indicate that with same cost, the second proposed sampling algorithm (PSST) performs better than other two-phase sampling algorithms at least for five out of six networks in terms of KDS for dd and four out of six networks in terms of KSD for cdd. For some networks such as CitHepPh, SPS sometimes outperforms the first proposed sampling algorithm (SST) in terms of KSD for ccd. For Robots.net network SST and PSST yield similar results for same costs in terms of KDS for ccd. Also note the result given in Figures 5-6 . In these figures accuracies that can be obtained for onephase sampling algorithms such as RVS, RES, RWS and MHRWS when sampling rate is 30% are given. As shown, one-phase algorithms cannot compete with two-phase algorithms in terms of performance. It should be noted that a sampled network, once created, can be used over and over in many different analyses. Therefore, when choosing a sampling algorithm, although the cost is an important factor, it is more important to have a sampling algorithm that creates a sampled network with the properties similar to those of the original network. The proposed sampling algorithms require additional time for getting information about the original network similar to other two-phase sampling algorithms. Even if cost is higher, the proposed algorithm demonstrates far superior performance in generating a sampled network with properties quite similar to those of an original network. 
Conclusion
In this paper, several algorithms based on the concept of spanning trees for sampling social networks were proposed. The proposed sampling algorithms were based on the idea that edges appearing in the spanning trees can represent the most structural information of a network. Since, the first proposed sampling algorithm visits each vertex of the network several times; we proposed the second sampling algorithm using partial spanning trees as a remedy to improve the first proposed sampling algorithm in practice by reducing the number of times that each vertex in the network is visited. The performance of the proposed sampling algorithms was investigated by conducting several experiments on well-known real social network data sets. The obtained results showed that the proposed sampling algorithms perform better than some of the existing algorithms such as random vertex sampling, random edge sampling, random walk sampling, Metropolis-Hastings random walk sampling, spiral sampling, shortest path sampling and distributed learning automata based sampling in terms of KolmogorovSimonov, skew divergence and normalized distances. 
