Abstract. We look for the approximation of exp(A1 + A2) by a product in form exp(x1A1) exp(y1A2) exp(xnA1) exp(ynA2). We specially are interested in minimal approximations, with respect to the number of terms. After having shown some isomorphisms between speci c free Lie subalgebras, we will prove the equivalence of the search of such approximations and approximations of exp(A1 + + An). The main result is based on the fact that the Lie subalgebra spanned by the homogeneous components of the Hausdor series is free.
Introduction
Let A 1 + A 2 be an hamiltonian vector elds. We want to approximate the ow exp(t(A 1 + A 2 )) and suppose that it is much easier to evaluate exp(tA 1 ) so as exp(tA 2 ). Thus we try to approximate exp(A 1 + A 2 ) by a product of exponentials exp(x 1 A 1 ) exp(x 2 A 2 ) exp(x n A 1 ) exp(y n A 2 ). The transformation obtained is the time-evolution of an hamiltonian system close to the original one. In particular, some quantities are invariant trough the transformation.
Many methods are known and are used to calculate the so-called symplectic integrators at any order. We are interested here in minimal approximations, that is to say in which a minimum number of exponentials are involved. We will see such identities as universal Lie algebraic identities. We will work in a free Lie algebra and we will study the conditions that must satisfy such approximants.
In this paper, we will prove an assertion that has been proposed by R. MacLachlan ( 5] ). It shows that the getting of approximations for exp(A 1 + A 2 ) gives approximants for any exp( P A i ), as product of rst-order approximants. The main step is the fact that the Lie subalgebra generated by the homogeneous components of the Hausdor series of A 1 and A 2 is free. We then prove algebraic isomorphisms between the several sets of solutions we are looking at.
All these minimal integrators have been computed up to order 6 and we remark that they are all products of second-order approximants. An interesting question would be to know if that fact is preserved at any order.
? Proceedings of AAECC'11 Conference, Paris, juillet 1995, LNCS 948, 12 p. Research supported by the CNRS GDR 1026 (MEDICIS) and the Computer Algebra Lab. (GAGE) at the Ecole Polytechnique 2 Notations and presentation of the main results R is a commutative ring which contains the rational numbers. X is a weighted alphabet, that is to say an ordered set in which each letter has a positive integer weight. Without any indication, we will suppose that any letter has a weight 1.
Free Lie algebras
X is the free monoid on X. X is an ordered set with the lexicographic order.
M(X) denotes the free magma on X. A(X) is the free associative R-algebra on X. L(X) is the free Lie R-algebra whose Lie bracket is denoted by ; ].
We will denote by adx the map y 7 ! x; y]. On L(X) so as on A(X), we consider the following gradations:
The length x 7 ! jxj is the unique morphism on X that extends the function x 7 ! 1 on X. L n (X) (resp. A n (X)) is the free module generated by monomials of length n.
One de nes on X (resp. M(X)) the weight x 7 ! jjxjj as the unique morphism that extends the weight on X.L n (X) (resp.Ã n (X)) is the free module generated by monomials of weight n.
Formal Lie series
Let us de ne the formal Lie series and the series of words as
We will write x = P n 0 x n 2L(X). If x; y 2L(X), we de ne classically
that furnishes a Lie algebra structure toL(X). LetL(X) + (resp.Ã(X) + ), be the ideal ofL(X) (resp.Ã(X)) generated by elements of strictly positive weight. 
Main result
The original problem we are looking at is the following.
Problem1
. Considering 
gives a solution for the problem 1. Here S (y n?1 ) is equal to S + (y n?1 ) if n is even, S ? (y n?1 ) otherwise. ? ? ? Considering that S + (x) = exp( P n 1 x n H n ), where H n is the homogeneous components of weight n of the Hausdor series H(A 1 ; A 2 ) in lemma 1, we have S ? (x) = S + ?1 (?x) = exp(?
Considering an in nite alphabet X = fX i ; jjX i jj = i; i 1g, and + (x) = exp( P n 1 x n X n ); ? (x) = exp(? P n 1 (?x) n X n ); (7) problem 2 may be generalized to Problem3. Find a sequence (y 1 ; : : :; y n?1 ), such that
? ? ? We will prove in this paper the assertion proposed by R. MacLachlan ( 5] ):
The solutions of problems 3 and 2 are equals and there is a one-to-one correspondance between these solutions and the solutions of the problem 1.
More precisely we will prove the following results.
Proposition2. The set of solutions of problems 1, 2 and 3 are algebraic varieties. The rst one is isomorphic to the others that are equals.
Let us give now the successive steps of the proof. { We will prove that the subalgebra of L(A 1 ; A 2 ) generated by the homogeneous components of the Hausdor series H(A 1 ; A 2 ) is free. What is more is that the sum of this subalgebra and the line generated by A 2 is equal to L(A 1 ; A 2 ), so their submodules spanned by elements of same weight are equals. This results makes use the Lazard elimination theorem and some combinatoric properties related to the Witt's formula. { We will show that the solutions of the 3 problems we are considering are the solutions of a nite set of polynomial equations, that will prove that they are algebraic varieties.
{ The two rst steps will prove that the solutions of problems 2 and 3 are equals.
{ The isomorphism between these varieties, will be shown by considering transformations in some commutative polynomial rings.
3 Some free Lie algebra isomorphisms Let us rst remind the Theorem 3 (Elimination theorem of M. Lazard). Let X be an alphabet, S X and T = f(s 1 ; : : :; s n ; x); n 0; s 1 ; : : :; s n 2 S; x 2 X ? Sg:
{ L(X) is the direct sum of L(X ? S) and of the ideal S spanned by S. { L(T) and S are isomorphic through (s 1 ; : : :; s n ; x) 7 ! ads 1 ads n x. Corollary 4. By taking A = fA 1 ; A 2 g and S = fA 2 g, we then deduce that L( (1 ? U r )~l r : (12) We therefore deduce the following results using formulas (11) and (12):
Isomorphism1. Let X = fX i ; jjX i jj = i; i 1g. For each n 2, L n (fA 1 ; A 2 g) andL n (X) are isomorphic. Furthermore dimL 1 (A) = 2; dimL 1 (X) = 1; dimL n (A) = dimL n (X); n 2: (13) We thus deduce, using corollary 4 and isomorphism 1 that We have K 1;n = 1 (n + 1)! (adA 2 ) n A 1 ; n 0:
We conclude by showing that for any d 2, we have
Remark. | A direct proof is given in 
Approximations of the exponential
Before starting the proof of the proposition 2, let us introduce some notations. For given n and k, let us denote by P n;k = fx = (x 1 ; : : :; x n )g the set of solutions of
R n;k = fz = (z 1 ; : : :; z n )g the set of solutions of
Here S + and S ? are de ned in (4). Q n;k = fz = (z 1 ; : : :; z n )g the set of solutions of
Here X = fX i ; i 1g, and + ; ? are de ned in problem 3. R is the polynomial ring Q Z 1 ; : : :; Z n ].
? ? ?
Proposition8. For each n; k 2 IN, P n;k , Q n;k and R n;k are algebraic varieties. Therefore Q n;k = R n;k . We thus deduce that P n;k = Z(I n;k ) where I n;k = (P 
Proof. | Let
where Q (n) d;i 2 R. We thus deduce that Q n;k = Z(J n;k ) where J n;k = (Q (n) 1;1 ? 1) + (Q (n)
Let :L(X) !L(fH n ; n 1g) the Lie algebra isomorphism de ned by
is a basis ofL(fH n ; n 1g) and we get S + (z 1 )S ? (z 2 ) S (z n ) = exp( (
We thus deduce that Q n;k = Z(J n;k ) and therefore Q n;k = R n;k .
Remark. | Using lemma 1, we have
? ? ? We then show the following lemma proposed by R. MacLachlan 
Using the dual map d , we thus get
and by considering the generated ideals, we obtain 
we deduce a one-to-one correspondance between R n?1;k and R n;k \ fz n = 0g.
? ? ? We then obtain the announced result, that is to say I n;k ' n (J n?1;k ) ' J n?1;k ; (52) or equivalently P n;k ' R n?1;k : (53) 6 Examples All the following results have been obtained with algorithms on Lie series and have been implemented t in Axiom ( 2] ). We then obtain the polynomials that de ne the variety we look at. For low orders, these can be described ( 3] 
{ For k = 5, one gets exactly 46 solutions as product of approximants S 2 . { For k = 6, an exhaustive list is still unknown. If we add the condition of being reversible, we get exactly 39 solutions and they are all products of approximants S 2 .
Conclusion
If we look at Q n;k , one sees that the solutions lie in fz 2i?1 = z 2i ; 1 i n 2 g and correspond to products of S 2 approximants (up to order 6).
Let us look at R n;k , we get S + (x)S ? (y) = exp(xA 1 ) exp((x + y)A 2 ) exp(yA 1 ) = exp( (x?y) 2 A 1 )S 2 ( x+y 2 ) exp(? (x?y) 2 A 1 ) (59) which is conjugate to S 2 . Approximants are therefore products of conjugates of S 2 . We have shown that up to order 6, these conjugates were all trivial.
Let us remind that we know how to built approximant at any order. Suzuki ( 6] ) did show that when S 2k is a 2k-order approximant, then S 2k+2 = S 2k (x k )S 2k (1 ? 2x k )S 2k (x k ) (60) is also an approximant of order 2k + 2 when x 2k+1 k + (1 ? 2x k ) 2k+1 = 0: (61) They are not minimal approximants.
? ? ? From approximants of exp(A 1 + A 2 ), we deduce approximants for each exp(A 1 + +A n ), as product of + and ? where + is a rst order approximant as suggested in ( 5]): + (x) = exp(xA 1 ) exp(xA n ): (62) Unfortunately, nothing proves that they are minimal.
