The solution of chemical process simulation and optimization problems on today's high performance supercomputers requires algorithms that can take advantage of vector and parallel processing when solving the large, sparse matrices that arise. The frontal method can be highly e cient in this context due to its ability to make use of vectorizable dense matrix kernels on a relatively small frontal matrix in the innermost loop of the computation.
Introduction
The solution of realistic, industrial-scale simulation and optimization problems is computationally very intense, and may require the use of high performance computing technology to be done in a timely manner. For example, Zitney et al. 1995 described a dynamic simulation problem at Bayer AG requiring 18 hours of CPU time on a CRAY C90 supercomputer when solved with the standard implementation of SPEEDUP Aspen Technology, Inc.. To better use this leading edge technology in process simulation and optimization requires the use of techniques that e ciently exploit vector and parallel processing. Since most current techniques were developed for use on conventional serial machines, it is often necessary to rethink problem solving strategies in order to take full advantage of supercomputing power.
For example, by using a di erent linear equation solving algorithm and addressing other implementation issues, Zitney et al. 1995 reduced the time needed to solve the Bayer problem from 18 hours to 21 minutes.
In the Bayer problem, as in most other industrial-scale problems, the solution of large, sparse systems of linear equations is the single most computationally intensive step, requiring over 80 of the total simulation time in some cases. Thus, any reduction in the linear system solution time will result in a signi cant reduction in the total simulation time. The matrices that arise, however, do not have any of the desirable properties, such as numerical or structural symmetry, positive de niteness, and bandedness often associated with sparse matrices, and usually exploited in developing e cient parallel vector algorithms. Recently, an implementation of the frontal method Zitney, 1992; Zitney and Stadtherr, 1993; Zitney et al., 1995, developed at the University of Illinois and later extended at Cray Research, Inc., has been described that is designed speci cally for use in the context of process simulation.
This solver FAMP has been incorporated in CRAY implementations of popular commercial codes, such as ASPEN PLUS, SPEEDUP Aspen Technology, Inc., and NOVA Dynamic Optimization Technology Products, Inc.. A parallel version PFAMP has now also been developed Mallya et al., 1997 that better exploits multiprocessing.
FAMP is e ective on parallel vector machines since most of the computations involved can be performed using e ciently vectorized dense matrix kernels on relatively small frontal matrices. However, the performance of the frontal method is strongly dependent on the ordering of the rows in the matrix, since this ordering determines the size of the frontal matrix at each step of frontal elimination. For symmetric or banded matrices, ordering algorithms that attempt to minimize the matrix bandwidth or pro le are e ective in connection with the frontal method e.g., Du et al., 1989 , but for the highly asymmetric matrices that arise in process simulation, these techniques are inappropriate. Fortunately, the natural unit-block structure of process engineering problems can often provide a reasonable ordering, which has led to the many successful applications to date of the frontal method on such problems.
On many problems, however, this natural ordering can clearly be improved. Thus, there is a need to consider reordering strategies that speci cally address the needs of the frontal method in this context. In this paper we develop, in a graph theoretical framework, a general methodology for identifying suitable row orderings for frontal elimination applied to highly asymmetric matrices. Local heuristic techniques that aim to reduce frontal matrix size are identi ed. Results on a wide variety of problems indicate that improvements in the performance of the frontal method can often be obtained through the use of such techniques.
Background
Consider the solution of a linear equation system Ax = b, where A is a large sparse n n matrix and x and b are column vectors of length n. While iterative methods can be used to solve such systems, the reliability of such methods is questionable in the context of process simulation Cofer and Stadtherr, 1996 . Thus we concentrate here on direct methods. Generally such methods can be interpreted as an LU factorization scheme in which A is factored A = LU, where L is a lower triangular matrix and U is an upper triangular matrix. Thus, Ax = LUx = LU x = b, and the system can be solved by a simple forward substitution to solve Ly = b for y, followed by a back substitution to nd the solution vector x from U x = y.
The frontal elimination scheme used here is an LU factorization technique that was originally developed to solve the banded matrices arising in nite element problems Irons, 1970; Hood,1976 . The original motivation was, by limiting computational work to a relatively small frontal matrix, to be able to solve problems on machines with small core memories.
Today it is widely used for nite element problems on parallel vector supercomputers because, since the frontal matrix can betreated as dense, most of the computations involved can beperformed by using very e cient vectorized dense matrix kernels.
Process simulation matrices are not banded, but due to the unit-stream structure of the problem, they may be nearly block-banded. Recycle and feedforward streams cause o -band blocks to occur, as can design speci cations. Thus, Stadtherr and Vegeais 1985 extended the idea of frontal elimination to the solution of process simulation problems on supercomputers, and later Vegeais and Stadtherr, 1990 demonstrated its potential. As noted above, an implementation of the frontal method developed speci cally for use in the process simulation context has been described by Zitney 1992 , Zitney and Stadtherr 1993 , and Zitney et al. 1995 , and is now incorporated in supercomputer versions of popular process simulation and optimization codes.
The frontal elimination scheme can beoutlined brie y as follows:
1. Assemble a r o w into the frontal matrix.
2. Determine if any columns are fully summed in the frontal matrix. A column is fully summed if it has all of its nonzero elements in the frontal matrix.
3. If there are fully summed columns, then perform partial pivoting in those columns, eliminating the pivot rows and columns and doing an outer-product update on the remaining part of the frontal matrix.
This procedure begins with the assembly of row 1 into the initially empty frontal matrix, and proceeds sequentially row by row until all are eliminated, thus completing the LU factorization. To bemore precise, it is the LU factors of the permuted matrix P A Q that have been found, where P is a row permutation matrix determined by the partial pivoting, and Q is a column permutation matrix determined by the order in which the columns become Note that the order in which the variables are eliminated, and thus the column ordering in the L and U factors, is determined by the order in which the columns become fully summed, which in turn is determined by the row ordering. For example, for the matrix in Figure 1a , column 4 is the rst to become fully summed as rows are assembled into the frontal matrix and is thus the rst to be eliminated and the rst column in the L and U factors. Columns 2 and 5 would follow next, and then columns 1, 3 and 6. For a di erent row order, say one in which rows 4 and 5 are switched, the column elimination order will be di erent, with in this case columns 2 and 5 now coming rst, followed by column 4 and then columns 1, 3 and 6. Thus, the row ordering determines the ultimate column ordering and the two cannot be stipulated independently.
Note also the e ect of the row ordering on the frontal matrix size, and thus on the number of operations needed to perform the outer-product update. Again referring to Figure 1a , the rst frontal matrix to be operated on occurs after column 4 becomes fully summed and thus will be 4 6. On the other hand, if say r o ws 2 and 5 were ordered rst, then column 2 would become fully summed after just these two r o ws entered the frontal matrix, and so the rst frontal matrix to be operated on would be 2 3.
For banded matrices, the frontal matrix will be relatively small and dense, with a maximum size of b2b , 1, where b is the semibandwidth of the matrix. However, for process simulation matrices, the frontal matrix may become relatively large and sparse. In this case, wasted operations are performed on zeros since dense matrix operations are used in the outer-product update, and thus a trade-o occurs between increased operation count and increased operation rate due to vectorization. Thus arises the need for a good row ordering to keep the size of the frontal matrix small. The natural unit-block structure of process simulation matrices can provide a reasonable ordering for this purpose. This structure will occur provided that the application code generating the matrix groups together the equations from each unit model, and that some e ort is made to number adjacent units consecutively.
Nevertheless, this natural ordering can clearly be improved in many cases. We consider here the extent to which it can be improved through the use of some simple heuristic techniques.
Reordering Methods
Due to its origin and continued wide use as a band or pro le solver for nite element problems, most reordering methods that have been applied in connection with the frontal method are bandwidth or pro le reduction techniques e.g., Cuthill and McKee, 1969; Gibbs et al., 1976; Everstine, 1979; Sloan, 1986; Du et al., 1989 . Such techniques are designed for structurally symmetric matrices; however, if the structure of A is only slightly asymmetric, useful results may be obtained by applying the reordering technique to the structure of For highly asymmetric problems, one approach that has been used Zitney and Stadtherr, 1993 is to use techniques that aim to produce a nearly triangular form, with relatively few nonzero columns spikes protruding from the triangular part. Such techniques include the well-known P 4 algorithm Hellerman and Rarick, 1972 and the techniques of Stadtherr and Wood 1984 . These methods are designed to produce a nearly lower triangular form, while for the frontal method a nearly upper triangular form is desired. This can beobtained by simply reversing the row order the column order is immaterial since it is determined from the row order, as discussed above. In using an ordering such as reverse-P 4 r-P 4 only the spike columns will remain in the frontal matrix for more than one elimination step, and the closer the nonzeros in the spike columns are to the diagonal the shorter their stay in the frontal matrix will be. In our experience, which is re ected in the results below, this sort of approach can produce a very good row ordering for the frontal method in some cases, but very a bad ordering in other cases. This is not surprising inasmuch as these reordering techniques were not developed with the frontal method in mind, but for ll reduction, and thus do not directly address the issue of frontal matrix size.
We now proceed to develop a graph theoretical framework that will allow u s to directly address the issue of frontal matrix size in obtaining a row ordering. A bipartite graph representation of the matrix is used since this form allows an unsymmetric matrix without a full transversal to be represented. The bipartite graph G = R; C; E consists of a row vertex set R, a column vertex set C, and an edge set E = fr i ; c j j r i 2 R; c j 2 C; a ij 6 = 0 g corresponding to the non-zero elements in the matrix. A net is de ned as a column vertex and its adjacent row vertices and the set of all nets is N. The net n c 2 N corresponding to column c 2 C is then n c = Netc = fc Adjcg, where Adjc = fr 2 R j r; c 2 E g .
Thus, for example in the graph of Figure 1b , corresponding to the matrix of Figure 1a , n 1 = Netc 1 = fc 1 ; r 1 ; r 6 g, n 2 = Netc 2 = fc 2 ; r 2 ; r 5 g, etc. In these terms, one can construct a symmetric net-column occurrence matrix and a corresponding net-column graph G N = N ; E N in which edges and corresponding occurrence matrix entries represent the columns adjacent to each net in the row-column graph. That is, E N = fn i ; n j ; i 6 = j j n i 2 N ; n j 2 N; c i 2 Adjn j g, where Adjn j = fc 2 C j r; c 2 E for any r 2 n j g. This is shown in Figure 2 , which corresponds to the matrix and bipartite graph in Figure 1 . Here, for instance, since columns c 3 , c 4 , c 5 and c 6 are adjacent to net n 1 , there are edges 3,1, 4,1, 5,1 and 6,1 in G N and corresponding edges in the net-column occurrence matrix.
As discussed above, by specifying an initial row assembly ordering, one indirectly xes the column elimination order. Conversely, if one speci es an initial column elimination order, that can beviewed as indirectly xing the row assembly ordering, at least if one stipulates that only those additional rows necessary for the elimination of the next column in the column elimination order are in fact assembled into the frontal matrix. Since these are the rows belonging to the net associated with that column, we can thus view the row ordering problem indirectly as a net ordering problem. Thus, for instance in Figure 1a , if column c 1 is eliminated rst, rows r 1 and r 6 are the only rows that need bein the frontal matrix and so those rows members of net n 1 are ordered rst. Similarly, i f c 2 is eliminated rst then rows r 2 and r 5 members of net n 2 would beordered rst. To then choose the net order, we consider the size of the frontal matrix needed to eliminate the corresponding column. If net n 1 is ordered rst, then c 1 will be eliminated rst and the rst frontal matrix will be 2 5 rows r 1 and r 6 ; columns c 1 , c 3 , c 4 , c 5 and c 6 , but if net n 2 is ordered rst, then c 2 is eliminated rst and the rst frontal matrix will be 2 3 rows r 2 and r 5 ; columns c 2 , c 3 and c 5 . Thus, at least in a local sense, ordering n 2 rst is preferable. Note that for a chosen initial net n j the rows in the frontal matrix constitute the set R F ; j = fr 2 R j r 2 n j g and the columns in the frontal matrix constitute the set C F ; j = fc 2 C j c 2 c j Adjn j g. So, in this scheme, for an initial net n j , the row dimension of the initial frontal matrix corresponds to d G c j , the degree numberof adjacent vertices of c j in G i.e., the numberof nonzeros in column c j , and the column dimension corresponds to one plus d G N n j , the degree of n j in G N d G N n j corresponds to the numb e r o f e n tries in row n j of the net-column occurrence matrix. After the rst elimination is performed, the rst net can beremoved from G and G N and the column and net degrees updated, after which d G c j will represent the increase in the row dimension and d G N n j the potential increase in the column dimension since some columns in C F ; k may already bein the frontal matrix and this is not re ected in the net degree as each subsequent net n k is ordered and corresponding column eliminated. By using information about the column and net degree to choose the net ordering, and thus the order in which the variables are eliminated, it is hoped that the size of the frontal matrix can bekept small throughout the elimination process.
RMCD ordering
To implement a net ordering scheme within this framework, an appropriate merit function based on column and net degrees must be chosen. The simplest choice would be to just use the column degree; thus the next net n j in the ordering would bechosen so that d G c j = min k d G c k . This would locally minimize the growth in the row dimension of the frontal matrix. Thus arises the ubiquitous minimum degree ordering e.g., Tinney and Walker, 1967; Rose, 1973; Du and Reid, 1974; George and Liu, 1989; Davis et al., 1996 , which is widely used as a ll reducing ordering, especially for symmetric problems. This does not address at all growth in the column dimension of the frontal matrix. One simple way of doing this, to at least a small extent, within the context of minimum column degree is to restrict the choice of the next net n j to those whose column vertices are already in the frontal matrix i.e., any column vertex whose degree has been updated. In this way there must beat least some overlap between the columns already in the frontal matrix and the set of columns C F ; j brought into the frontal matrix by net n j . We refer to this as the restricted minimum column degree ordering RMCD. However, all of these are already in the frontal matrix so there is no growth in its column dimension, resulting in a frontal matrix that is 35. This procedure continues until all rows are ordered, resulting in the reordered matrix shown in Figure 3 .
In implementing this, the matrix is rst forward and backward triangularized e.g., Stadtherr and Wood, 1984 as much as possible by removing and ordering any 1 1 ir-reducible blocks that can be placed at the beginning or end of the new ordering. These rows do not need to beprocessed in the frontal matrix and thus need not beconsidered in applying RMCD or the other orderings discussed below. For the implementations described here, a full partitioning into block upper triangular form is not attempted.
MNA ordering
The RMCD ordering does not directly address the growth of the frontal matrix in the column dimension. To do this the net degree d G N n j should be also included in the merit function since d G N n j +1 re ects the potential growth of the column dimension of the frontal matrix. One simple merit function that could be used is the product n j = d G c j d G N n j +1 , which we refer to as the net area". The minimum net area MNA ordering chooses the next net n j so that n j = min k n k . As a tiebreaker, the net whose degree was last updated is chosen, for reasons discussed above.
For example, consider again the matrix in Figure 1a and n 6 = 34 = 12. The net with the minimum area is net n 2 so it is chosen rst.
Thus we order rows R F ; 2 = fr 2 R j r 2 n 2 g = fr 2 ; r 5 g rst, and these rows together with columns C F ; 2 = fc 2 C j c 2 c 2 Adjn 2 g = fc 2 ; c 3 ; c 5 g form the rst frontal matrix, which is 2 3. The net and rows ordered are now removed from G N and G, respectively, 
Results and Discussion
A large number of test problems were used in this study to test the usefulness of di erent reordering strategies. Table 1 gives information about each test matrix, including the order, the numberof nonzeros, the symmetry ratio, and the matrix source. The symmetry ratio s is the numberof matched o -diagonal nonzeros i.e., nonzeros a ij ; i 6 = j, for which a j i is also nonzero divided by the total numberof o -diagonal non-zeroes. Thus s = 1 indicates a completely symmetric pattern, while s = 0 shows complete asymmetry. Except for the last six problems listed, all the matrices arise from applications in process simulation, using SEQUEL Zitney and Stadtherr, 1988 Each of the test matrices was reordered using r-P 4 , RMCD, and MNA. The reordered matrices were then solved using the frontal solver FAMP on one processor of a CRAY C90. Table 1 shows the time in seconds required to solve each linear system when the original, natural row order is used. Then for each reordering, the ratio 100 of the time required to solve the reordered problem to the time required with the natural ordering is given. Thus, for instance, the gure of 72.1 in the RMCD column for problem ngc indicates a solution time of 0.7210.0540 = 0.0389 s when the RMCD ordering was used. The best performance on each problem is highlighted by putting it in bold face. A summary of the results is given schematically in Figure 5 . This indicates, for each ordering, the average normalized solution time, which is computed as follows. For each problem and method the solution time is normalized by dividing by the solution time of the best method on that problem. This is then averaged over all problems to determine the average normalized solution time for each method. Thus, a gure of one for a method would indicate that the method was the best method on all problems. The last six problems in Table 1 i.e., those that are not process simulation problems were not included in the average.
Clearly the most attractive ordering overall was that provided by RMCD. On a large majority of the problems, it provided a signi cant, though usually not dramatic, improvement in solution time, and on those problems where it did not provide any improvement, it did not result in a substantial increase in solution time. The r-P 4 ordering performed very well in many cases and very poorly in others, re ecting our previous experience with this technique in this context. The performance of MNA was disappointing; it provided competitive reorderings in many cases but performed poorly in many cases as well. The di culty appears to be that the net degree d G N n j often provides a poormeasure of the actual growth in the column dimension of the frontal matrix caused by selecting net n j , because of signi cant o verlap between the columns of C F ; j and those columns already in the frontal matrix. An important observation is that, as suggested above, for process simulation problems the natural ordering arising from the unit-block structure of the problem is in fact quite a good ordering.
Tiebreakers
In implementing the RMCD ordering there is frequently a need to break ties between two or more nets whose column vertices all have the same degree in G. In the version of RMCD discussed above this was done by simply choosing the net with the lowest index.
We have investigated various tiebreaking schemes with the usual result being that these variants have little e ect on the overall e ectiveness of the reordering methods. In some cases, however, it can make a substantial and unpredictable di erence. For example, in the version RMCD1, ties are broken by taking the net whose column degree was most recently updated. In the large majority of the problems there is little di erence in the performance of RMCD1 and RMCD. However, when applied to the lns3937 problem, the solution time using the RMCD1 ordering was 2.95 s, compared to 0.23 s when the RMCD ordering was used. In other cases, the situation is reversed and the RMCD1 ordering performs signi cantly better than RMCD. Similar results, namely little e ect on most problems, but signi cant and unpredictable e ects on others, were also observed when other tiebreakers were used, including the use of net degree, and the use of a one-step look ahead. This situation suggests that putting signi cant e ort into tiebreaking strategies is not particularly useful. This is not surprising inasmuch as the reordering heuristics used here are strictly local and do not directly seek the best global ordering, but try to build a good ordering incrementally through a series of local decisions. A locally good decision made early in the reordering process may ultimately force a c hoice among poor alternatives later, thus leading to a poor global ordering.
Reordering Time
It is easy to spend a substantial amount of computation time in addressing the reordering problem described here, since globally it is a combinatorial optimization problem. Even applying simple heuristics such as RMCD is not inexpensive. The computationally intensive part of the RMCD strategy is the updating of the column degrees, just as in the minimum degree algorithms used in the context of ll reduction. In the ll reduction context, there has been considerable e ort e.g., Du and Reid, 1983; Eisenstat et al., 1981; George and Liu, 1980a,b; Liu, 1985 spent on reducing the work required to keep track of the degrees, and recently work e.g., Gilbert et al., 1992; Davis and Du , 1997; Davis et al., 1996 has concentrated on using approximations of generally upper bounds on the degrees, in order to further reduce computational requirements. Our implementations do not employ these useful approximations and should not be considered as the best that could be achieved with respect to reordering time.
The reordering time needs to be assessed relative to the improvement in solution time it provides. Thus, we consider here the ratio of reordering time to improvement in solution time. Frequently in process simulation, as discussed further below, matrices with the same structure must be solved repeatedly. Thus, generally reordering time can be amortized over a number of solves refactorizations. From this standpoint the ratio of reordering time to improvement in solution time can be interpreted as the number of solves over which the reordering must be amortized in order to break even. Thus we refer to this ratio as the breakeven number N B E ; if the number of solves needed is more than N B E , then the reordering has been worthwhile in terms of total computing time; if less than N B E , then computing time could have been saved by not doing a reordering and using the natural order. For RMCD, on those cases in which a signi cant savings say 25 in solution time was obtained, the N B E values are typically around two. For example, N B E = 2 :3 for problem ngc and 2.1 for lhr. As savings in solution time becomes less signi cant, the value of N B E quickly increases, for example to 23.2 for mult2 and 32.3 for mpex2 , u n til nally when there is no improvement in solution time, this measure becomes meaningless.
Concluding Remarks
The results presented above demonstrate that the simple RMCD heuristic for row ordering can often provide a signi cant reduction in the time needed to solve process simulation matrices using the frontal method, and can do so relatively inexpensively. The cost of a goodordering must beweighed against the number of times the given simulation or optimization problem is going to besolved. Typically, if the e ort is made to develop a large scale simulation or optimization model, then it is likely to beused a very large numberof times, especially if it is used in an on-line, operations environment, as is today becoming increasingly common. Even if the need for matrix refactorizations can be made relatively infrequent, as in some dynamic simulations, the number of refactorizations done over the lifetime of a process model will still be very large. Thus, especially for on-line applications, the investment made to nd a good ordering might have substantial long term paybacks, which might in fact justify the use of more expensive reorderings that address the issue from a global, rather than local, standpoint. Table 1 except the last six which are not process simulation problems. Solution times have been normalized with repect to the best method on a given problem; thus an average normalized solution time of one would represent the best attainable value. See text for further discussion. Table 1 except the last six which are not process simulation problems. Solution times have been normalized with repect to the best method on a given problem; thus an average normalized solution time of one would represent the best attainable value. See text for further discussion.
