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La inteligencia artificial y los videojuegos son campos que van de
la mano, ya que el segundo supone un campo de entrenamiento
excepcional para el primero. Tras conquistar numerosos juegos
de diversos tipos, el nuevo gran reto de la IA es Starcraft 2. Este
proyecto intenta desarrollar agentes de aprendizaje por refuerzo
para escenarios concretos de Starcraft 2 y sacar conclusiones sobre
cuales son las dificultades ma´s importantes y los enfoques ma´s
adecuados para afrontar el reto que supone.
Resum
La intel·lige`ncia artificial i els videojocs van de la ma`, ja que
el segon suposa un camp d’entrenament excepcional pel primer.
Despre´s de conquerir nombrosos jocs de diferents tipus, el nou
gran repte de la IA e´s Starcraft 2. Aquest projecte te´ com a objec-
tiu desenvolupar agents d’aprenentatge per reforc¸ per a escenaris
espec´ıfics d’Starcraft 2 i treure conclusions sobre quines so´n les
dificultats me´s importants i les perspectives me´s adequades per
enfrontar el repte que suposa.
Abstract
Artificial intelligence and videogames go hand in hand, because
the latter are a great training field for the former. After conque-
rir numerous games of different kinds, the new big challenge for
AI is Starcraft 2. This project’s goal is to develop reinforcement
learning agents for specific scenarios of Starcraft 2 and to draw
some conclusions about which are the main difficulties and what
are the best approaches to face the challenge that it presents.
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Cap´ıtulo 1
Contexto y alcance del proyecto
1.1. Contexto y formulacio´n del problema
La inteligencia artificial es uno de los pilares principales de la compu-
tacio´n y cobra cada vez ma´s importancia. Elementos que hace no tantos
an˜os habr´ıan sido tildados de ciencia ficcio´n, son hoy en d´ıa parte de nues-
tras vidas y los avances futuros son muy prometedores.
Uno de los campos que ma´s ha contribuido al desarrollo de la IA es
sin duda el de los juegos, y en especial el de los videojuegos. Estos u´ltimos
se presentan desde sus or´ıgenes como el dominio ideal, el mejor campo de
pruebas para el estudio de la IA por diversos motivos.
Uno de ellos es que los videojuegos ofrecen una de las formas de interac-
cio´n persona-computador ma´s ricas y complejas. Esta riqueza viene definida
por el gran nu´mero de opciones que el jugador tiene disponible en cada mo-
mento, as´ı como por las diversas maneras de interactuar con el entorno. El
nu´mero de posibilidades esta´ normalmente relacionado con la complejidad del
juego de manera directa: a mayor complejidad, mayor nu´mero de opciones
disponibles para el jugador en cada momento.
La popularidad de los videojuegos es otro factor influyente. A diferencia
de hace unas de´cadas, cuando la disponibilidad de los videojuegos era limi-
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tada y la opcio´n ma´s comu´n eran las recreativas, hoy en d´ıa los videojuegos
esta´n en cualquier parte, ordenadores, consolas, tablets, mo´viles... Existe por
tanto una enorme industria detra´s de este sector, impulsa´ndolo tecnolo´gica
y econo´micamente y con e´l, a la IA.
Adema´s, el incremento en popularidad, cantidad y complejidad de los
videojuegos se traduce en dos cosas: un aumento de la cantidad y variedad
de contenidos, que empuja las fronteras de la IA; y una enorme cantidad
de datos obtenidos mediante te´cnicas de telemetr´ıa que tras ser procesados
mediante te´cnicas de big data y big data mining research, constituyen un
valioso recurso para las IAs basadas en Machine Learning. Por ejemplo, en
marzo de 2017, el proyecto Open Dota lanzo´ un archivo conteniendo ma´s
de un billo´n de partidas de Dota 2 (Valve Corporation, 2013), jugadas entre
marzo de 2011 y marzo de 2016.
Finalmente, un factor clave (tal vez el ma´s importante) es la dificultad de
los videojuegos. Estos presentan problemas complejos debido a que sus espa-
cios de estados finitos, como las posibilidades que tiene un agente, suelen ser
muy extensos, mientras que los espacios de soluciones suelen ser pequen˜os.
Adema´s, en ocasiones es extremadamente dif´ıcil o imposible estimar la cali-
dad de un estado de juego concreto en un instante determinado.
A lo largo del tiempo, distintos juegos han constituido benchmarks para
los algoritmos de IA. El ajedrez lo fue hasta que Deep Blue tuvo e´xito de-
rrotando al Gran Maestro Gary Ka´sparov. As´ı, nuevos juegos ma´s complejos
como Lemmings, Super Mario Bros o Starcraft fueron tomados como bench-
marks. En mayo de 2017, AlphaGo derroto´ al campeo´n mundial de Go, Ke
Jie 3-0. En agosto de 2017, la compan˜´ıa OpenAI de Elon Musk presento´ una
IA que derroto´ al jugador profesional de Dota 2 Danylo “Dendi” Ishutin ante
una asombrada multitud.[1]
De esta manera, Starcraft (Blizzard Entertainment), considerado por mu-
chos el juego ma´s dif´ıcil de la historia (y en particular su segunda iteracio´n,
Starcraft 2, en el que se centra este proyecto), se ha convertido en el siguiente
gran objetivo de la IA en cuanto a videojuegos.
Conseguir una IA que domine Starcraft 2 es, dada su extremada dificul-
tad, un objetivo poco factible actualmente. Los mejores bots actuales apenas
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son capaces de llegar al nivel de un jugador principiante. El objetivo de este
proyecto es experimentar con distintos me´todos de aprendizaje por refuer-
zo sobre escenarios espec´ıficos del juego, utilizando distintas funciones de
refuerzo para comprobar que nivel puede obtener la IA y hacer los ajustes
necesarios para alcanzar un nivel tan o´ptimo co´mo sea posible. As´ı, la IA
ser´ıa competente en los escenarios concretos que tienen lugar en una partida
t´ıpica, a pesar de no dominar el juego en su totalidad.
Se incluyen los subapartados Starcraft 2 y Aprendizaje por refuerzo para
una mayor contextualizacio´n.
1.1.1. Starcraft 2
Starcraft 2 (Blizzard Entertainment,2010)[2] es un juego de estrategia
en tiempo real (RTS). Considerado por la mayor´ıa (junto a su predecesor
Starcraft) como uno de los videojuegos ma´s dif´ıciles de la historia, fue el
precursor de todo el feno´meno de los e-sports.
Starcraft 2 dispone de millones de jugadores a lo largo de todo el mundo,
con una activa escena competitiva de alto nivel en la que profesionales de
e´lite, que entrenan un gran nu´mero de horas diarias, compiten en ligas y
campeonatos. Esta escena consta de muchos canales en Twitch.tv dedicados
a la retransmisio´n de estas competiciones e incluso canales de televisio´n de-
dicados como la OGN - un canal de televisio´n por cable de Corea del Sur.
Starcraft 2 es especialmente popular en Corea del Sur, donde emergio´ co´mo
e-sport. Los mejores jugadores coreanos han dominado la escena desde el
principio y son considerados un paso por encima de los dema´s, siendo muy
pocos los jugadores del resto del mundo (o foreigners, como se les conoce en
la escena) los que han conseguido desbancarlos.
En el modo 1 contra 1 de Starcraft 2 (en el que se centra toda la escena
competitiva y tambie´n este proyecto), cada jugador controla una de las tres
razas disponibles (Terran, Protoss y Zerg). El jugador empieza con un edi-
ficio principal (Centro de Mando, Nexo o Criadero, respectivamente) y una
serie de recolectores (VCEs, Sondas o Za´nganos). El objetivo final es acabar
con el oponente. Para ello, el jugador debera´, a grandes rasgos, desarrollar
su tecnolog´ıa, construir edificios de produccio´n, crear unidades, expandirse
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por el mapa para poder obtener ma´s recursos, y eventualmente vencer a su
oponente en combate. La partida termina cuando un jugador destruye todos
los edificios de su oponente o este se rinde. [3] [4]
La dificultad del juego radica en el gran nu´mero de factores que influyen;
el nu´mero de estrategias posibles para cada raza, en cada mapa, en cada
momento concreto; el control de las unidades; el hecho de que sea un juego
de informacio´n parcial en el que el jugador so´lo tiene informacio´n de lo que
ven sus unidades o edificios y por tanto requiere de exploracio´n constante
para poder adaptarse a la estrategia de su oponente; y un largo etce´tera.
A continuacio´n se definen una serie de conceptos claves [3] [4]:
Recoleccio´n de recursos: Consiste en obtener recursos para poder
construir unidades, edificios o desarrollar tecnolog´ıas. En Starcraft 2
existen dos recursos: mineral y gas vespeno.
Edificios: Permiten generar unidades y desarrollar tecnolog´ıas. En oca-
siones se construyen en posiciones determinadas para bloquear cami-
nos, o crear estrechamientos para defender mejor. La partida termina
cuando todos los edificios de un jugador son destruidos.
Orden de construccio´n o Build order: Orden de construccio´n de
unidades y edificios calculado de manera precisa para conseguir el inicio
o´ptimo de una estrategia. Normalmente se marca el orden con tiempos
(0:56 - Depo´sito de suministros) o con nu´mero de poblacio´n(10/12 -
Depo´sito de suministros).
Exploracio´n o scouting: Consiste en enviar unidades o utilizar otros
me´todos como el Scan de los Terran para conseguir informacio´n sobre
alguna parte del mapa y deducir la estrategia del oponente. Esta ob-
tencio´n de informacio´n es tal vez la parte ma´s importante de Starcraft
2.
Microcontrol o micro: Control preciso y efectivo de las unidades.
Ataques enfocados, separacio´n ra´pida de unidades para evitar dan˜o de
a´rea, uso efectivo de las habilidades, hit and run...
Macrocontrol o macro: Administracio´n efectiva de la economı´a. Pro-
duccio´n constante de unidades, gasto de los recursos sin dejar que estos
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se acumulen, investigaciones tecnolo´gicas, mantenimiento del l´ımite de
poblacio´n siempre por encima de la poblacio´n actual...
Multitasking: La capacidad de realizar mu´ltiples acciones a la vez
como mu´ltiples ataques por varios flancos. Esta habilidad es esencial
y diferencia a los mejores jugadores, ya que aquellos con un multitas-
king refinado pueden manejar perfectamente su economı´a(macro) a la
vez que controlan de manera eficaz potentes ataques por varios flancos
(micro).
1.1.2. Aprendizaje por refuerzo
Se trata de un enfoque de Machine Learning inspirado en la manera en
que humanos y animales aprenden a tomar decisiones mediante recompensas
positivas o negativas. En un momento concreto t, el agente se encuentra
en un estado s y decide realizar una accio´n a de entre todas las acciones
disponibles en su estado actual. Co´mo respuesta, el entorno le otorga una re-
compensa inmediata r. El agente va a aprendiendo a seleccionar las acciones
que maximizan su suma de recompensas.
Ma´s formalmente, el objetivo del agente es descubrir una pol´ıtica para
seleccionar acciones que maximicen una medida de recompensa a largo plazo.
Las interacciones con el entorno se modelan como un Problema de Decisio´n de
Markov (MDP), definido por un conjunto de estados, un conjunto de acciones
posibles en cada estado, la probabilidad de transicio´n entre dos estados dada
una accio´n y la funcio´n de recompensa al pasar de un estado a otro dada una
accio´n[1][5] [6].
1.2. Actores implicados
1.2.1. Desarrollador del proyecto
El rol de desarrollador del proyecto consiste en la realizacio´n de todas
las tareas asociadas al mismo (programacio´n, tests, estudios y documenta-
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cio´n). Adema´s es responsable de cumplir los plazos y seguir el horario y la
planificacio´n acordada con el director, as´ı co´mo de mantener una buena co-
municacio´n con este. Este proyecto dispone de un u´nico desarrollador, Carlos
Rolda´n Montaner, estudiante de u´ltimo cuatrimestre de ingenier´ıa informa´ti-
ca en la Facultad de Informa´tica de Barcelona (UPC).
1.2.2. Director del proyecto
El director de proyecto es el encargado de guiar y asistir al desarrollador.
Su trabajo consiste en dar consejo, opinio´n y ayudar al desarrollador con el
enfoque y ejecucio´n del proyecto, contribuyendo a solventar posibles obsta´cu-
los. El director de este proyecto es Javier Be´jar Alonso, profesor titular del
departamento de Ciencias de la Computacio´n en la Facultad de Informa´ti-
ca de Barcelona (UPC) y miembro del Knowledge Engineering and Machine
Learning Group (KEMLg) como especialista en Machine Learning.
1.2.3. Beneficiarios
Debido al cara´cter de investigacio´n de este proyecto, es dif´ıcil nombrar
beneficiarios directos. No se trata de un producto o nueva tecnolog´ıa con
un efecto directo e inmediato sobre las personas. Sin embargo, como se ha
mencionado, Starcraft 2 es uno de los grandes retos de la IA. Los avances en
cuanto a dominar este juego pueden ser, por tanto, beneficiosos para todo
el sector de la IA. Averiguar que´ enfoques y algoritmos pueden contribuir a
solucionar un problema de la complejidad que presenta Starcraft 2 puede ser
un objetivo de gran utilidad.
Como beneficiarios directos, podemos encontrar a los jugadores, en espe-
cial los profesionales, que dispondr´ıan de una herramienta u´nica con la que
poder entrenar y perfeccionar sus habilidades.
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1.3. Estado del arte
El aprendizaje por refuerzo esta´ obteniendo cada vez mejores resultados.
DeepMind[7], la compan˜´ıa adquirida por Alphabet ha conseguido ya un ni-
vel superhumano en muchos videojuegos, siendo AlphaGo, capaz de vencer
al campeo´n del mundo de Go, su u´ltimo logro. Existen numerosos algorit-
mos de aprendizaje por refuerzo, pero los nuevos avances se esta´n centrando
en mezclarlos con Deep Learning, convirtie´ndose as´ı en Deep Reinforcement
Learning [8] (con el que se experimentara´ en este proyecto). Algunos usos
destacados, adema´s de AlphaGo, son el proyecto conjunto de Google y Deep-
Mind para hacer ma´s eficientes sus data centers o au´n ma´s destacado, en los
coches auto´nomos, con los que ya se hara´n pruebas reales a final de este an˜o
en un proyecto conjunto de BMW, Mobileye e Intel. Google y Uber tambie´n
lo esta´n aplicando a sus veh´ıculos auto´nomos[9].
En cuanto a la IA en Starcraft, existen competiciones donde distintos bots
compiten entre si. Las ma´s importantes son SSCAIT (Student Starcraft AI
Tournament), en la que las IAs compiten online en dos fases, un torneo de
tres semanas, y una clasificacio´n que dura 11 meses, en la que los espectadores
pueden utilizar un sistema de voto online para decidir que bots se enfrentara´n
en el siguiente combate; AIIDE (Artificial Intelligence and Interactive Digital
Entertainment), una competicio´n anual en la que los bots compiten 24 horas
al d´ıa durante 2 semanas, con el requisito de que todos los co´digos sean open
source y se publiquen al terminar la competicio´n; y CIG (Computational
Intelligence in Games), en la que los co´digos no tienen porque ser open source
y a diferencia de las otras dos, los mapas no son conocidos con anterioridad.
Aunque muchos de estos bots utilizan simples scripts, sistemas de reglas,
o ma´quinas de estados, en los u´ltimos an˜os han aparecido algunos que se
sirven de te´cnicas ma´s avanzadas como algoritmos gene´ticos, redes neuronales
y otras formas de aprendizaje supervisado y algunas formas de aprendizaje
por refuerzo. Aunque estos bots no pueden alcanzar el nivel de un humano,
algunos de ellos son capaces de generar buenas composiciones de unidades,
expandirse y gestionar recursos y unidades de manera decente [10].
En cuanto a Starcraft 2, au´n no existen muchos avances. Existe un ladder
en sc2ai.net en el que los bots pueden competir contra otros, pero todav´ıa
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hay muy pocos y son scripted, con un aprendizaje nulo o muy limitado.
1.3.1. Los agentes de DeepMind y el enfoque de este
proyecto
Figura 1.1: Nivel obtenido por los agentes de DeepMind en los juegos de
Atari
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DeepMind han sido los pioneros en Deep Reinforcement Learning. En
2015 lanzaron su algoritmo de Deep Q-Network (DQN), capaz de aprender
a jugar a un amplio rango de juegos de Atari 2600 por su cuenta, con so-
lo la informacio´n de los p´ıxeles de la pantalla como input. Ma´s adelante, y
despue´s de alguna mejora a este algoritmo, lanzaron su agente Asynchronous
Advantage Actor-Critic o A3C. Este es actualmente el algoritmo ma´s pode-
roso de aprendizaje por refuerzo actual, (aunque queda fuera del alcance de
este proyecto por limitaciones computacionales y de tiempo).
Aunque conseguir agentes que dominen los juegos de Atari 2600 de mane-
ra sobrehumana partiendo de cero es sin duda impresionante, es importante
recalcar una caracter´ıstica de estos juegos: son relativamente simples. Ma´s
espec´ıficamente, su espacio de acciones es muy limitado. En Starcraft 2 en
cambio, es inmenso. Esto explica que los agentes de DeepMind que son capa-
ces de dominar juegos enteros de Atari, fracasen por complejo en escenarios
simples de Starcraft 2. Para simplificar: es ma´s sencillo saber que accio´n es
mejor tomar entre 4 acciones posibles, que entre un millo´n.
Como se puede observar en la tabla anterior, los agentes de DeepMind
solo igualan el nivel de juego humano en el caso ma´s simple, mientras para los
u´ltimos escenarios ma´s complejos (que a nivel de juego son bastante ba´sicos),
no son capaces de aprender ni obtener resultados satisfactorios.
DeepMind utiliza un input enorme (toda la informacio´n de la pantalla
representada en p´ıxeles) y su mejor algoritmo. Esto requiere una cantidad
de recursos elevada de la que este proyecto no dispone. Sin embargo, ser´ıa
ingenuo pensar que utilizar el mismo enfoque con algoritmos ma´s sencillos
computacionalmente puede dar resultados similares. Por esto, el enfoque es-
tablecido es otro.
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Figura 1.2: Resultados obtenidos por DeepMind.
En lugar de tomar como estado todos los p´ıxeles, se definen los estados a
partir de los para´metros que tengan sentido en cada escenario. As´ı se elimina
informacio´n redundante (un gran porcentaje de los p´ıxeles no cambia en
ningu´n momento en estos escenarios, por ejemplo).
En cuanto a las acciones, se eliminan las acciones imposibles (seleccionar
unidades de una raza que no esta´ en el escenario ser´ıa un ejemplo) y las
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que no tengan sentido. Adema´s, se definen acciones con sema´ntica (que se
detallara´n en la seccio´n 7.2.1). Es decir, se aplica ingenier´ıa del conocimiento.
DeepMind propone un aprendizaje desde cero. Este proyecto propone
un aprendizaje lo´gico. Donde DeepMind intenta ensen˜ar a jugar a un bebe´
recie´n nacido, este proyecto intenta ensen˜ar a tu amigo al que le gustan los
videojuegos pero nunca ha jugado a Starcraft 2. Se han ido avanzando desde
algoritmos ma´s simples a ma´s complejos y se han evaluado los resultados.
1.4. Alcance del proyecto
El primer paso fue la instalacio´n y configuracio´n de PySC2, una colabo-
racio´n de Google DeepMind y Blizzard Entertainment, que utiliza la API de
machine learning de Blizzard para Starcraft 2 en un entorno de Python para
aprendizaje por refuerzo.
Una vez realizado este paso, se eligieron distintos escenarios en los cuales
entrenar los agentes. Estos escenarios son concretos y de variada dificultad.
El objetivo fue recrear distintos escenarios t´ıpicos de una partida real y que
adema´s requieren distintos tipos de control y jugabilidad. Por ejemplo, esce-
narios de combate entre distintos tipos y cantidades de unidades (que requie-
ran distintos tipos de microcontrol), escenarios de recoleccio´n de recursos, de
construccio´n de edificios, etc.
Se empezo´ por escenarios sencillos y se fue incrementando la dificultad.
Para cada escenario se entrenaron agentes con distintos me´todos de aprendi-
zaje por refuerzo (Q-Learning, SARSA, DQN...) y se estudiaron los resultados
obtenidos con distintas funciones de refuerzo para determinar cuales obtienen
mejores rendimientos. El resultado ideal ser´ıa una IA competente en estos
escenarios espec´ıficos.
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1.5. Ana´lisis de alternativas
Desde el inicio y a lo largo del proyecto han surgido numerosas situaciones
en las que han tenido que tomarse decisiones y buscar alternativas para
superar distintos problemas y dificultades.
Antes de explicarlas, es lo´gico ofrecer un poco de contexto. El objetivo del
proyecto es desarrollar agentes de IA para Starcraft 2. Debido a la compleji-
dad del juego, conseguir agentes que dominen el juego es un propo´sito alejado
de la realidad. En su lugar, el a´mbito del proyecto se enfoca en desarrollar
agentes para escenarios espec´ıficos que involucran comportamientos comunes
dentro del juego.
La primera decisio´n fue escoger el tipo de aprendizaje que realizar´ıan los
agentes. Se escogio´ aprendizaje por refuerzo en lugar de otras alternativas
como por ejemplo aprendizaje supervisado debido a varios motivos. Uno de
ellos es que es el enfoque escogido por DeepMind. Sus agentes utilizan al-
goritmos de vanguardia de aprendizaje por refuerzo, de manera que son un
buen benchmark con el que comparar. Otro motivo importante es que para
entrenar agentes de aprendizaje supervisado, se requerir´ıan much´ısimas repe-
ticiones de partidas reales. Aunque estas existen, y han sido publicadas por
Blizzard, se trata de repeticiones sobre partidas completas, que como se ha
mencionado anteriormente se escapa del alcance de este proyecto.
A lo largo del proyecto ha sido necesario valorar distintas alternativas en
muchas situaciones: desde los algoritmos (o variantes de ellos a utilizar); los
escenarios a entrenar en funcio´n de la dificultad, el tiempo disponible y el
e´xito de los anteriores; la manera de definir el espacio de acciones y estados
para cada uno de ellos; etc. Todas estas alternativas han sido valoradas y en
varios casos se han hecho pruebas con varias de ellas, como se comentara´ en
profundidad en cap´ıtulos posteriores.
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1.6. Metodolog´ıa
Para este proyecto se han aplicado te´cnicas y caracter´ısticas propias de
las metodolog´ıas Agile. Se ha trabajado en ciclos cortos, cada uno de los
cuales se ha basado en un escenario, para el que se han entrenado distintos
agentes, evaluado sus respectivos rendimientos y sacado conclusiones que se
han aplicado a los siguientes escenarios en pro´ximas iteraciones.
Tambie´n se han organizado reuniones semanales o bisemanales con el
director para evaluar cada iteracio´n y obtener feedback constante, facilitando
as´ı la resolucio´n de obsta´culos y dificultades y garantizando un buen ajuste
a la planificacio´n establecida.
1.7. Herramientas
1.7.1. Herramientas de desarrollo
Para el desarrollo del proyecto se han utilizado las siguientes herramien-
tas:
PyCharm: El proyecto ha sido desarrollado en Python, haciendo uso
del framework PySC2. Para poder visualizar la interfaz de “feature
layers”que proporciona el framework es necesario un IDE. En este caso
se ha usado PyCharm, de JetBrains, aunque tambie´n podr´ıa usarse
IntelliJ con plugins para Python.
LaTeX: La documentacio´n de este proyecto ha sido llevada a cabo en
LaTeX. Se ha elegido esta herramienta por el gran nu´mero de opciones
que ofrece y los resultados tan limpios que produce, ante alternativas
como Microsoft Word o Google Docs.
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1.7.2. Herramientas de seguimiento
Para el seguimiento y monitorizacio´n del proyecto se han usado las si-
guientes herramientas:
Git y GitHub: Se utilizara´n Git y GitHub como repositorio para
el proyecto, as´ı co´mo para llevar un seguimiento de la evolucio´n del
mismo.
Trello: Trello permite organizar de manera clara y ordenada las tareas
y facilita seguir la planificacio´n correctamente.
1.8. Me´todos de validacio´n
La validacio´n se ha realizado a partir de los objetivos de cada escenario.
Adicionalmente, podr´ıan haberse incluirse valoraciones respecto a la na-
turalidad de los movimientos de cada algoritmo. As´ı tendr´ıamos dos medidas,
comprobando como de bueno es el juego de la IA y co´mo de cre´ıble es (es
decir, si es similar a co´mo jugar´ıa una persona).
1.9. Integracio´n de conocimientos
Al ser un proyecto de inteligencia artificial, los conocimientos utilizados
han sido esencialmente de esta disciplina. Sin embargo, tambie´n han esta-
do presentes conocimientos de varios a´mbitos de computacio´n, algoritmia,
clustering, etc., as´ı como conceptos generales de programacio´n.
Se han propuesto soluciones distintas a problemas que los agentes no
pod´ıan superar, mediante ingenier´ıa del conocimiento. Tambie´n se han pro-
puesto soluciones para habilitar distintas acciones lo´gicas a la vez que limi-
tando el nu´mero de acciones posibles, como la divisio´n del mapa de juego en
sectores.
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1.10. Posibles problemas y obsta´culos
1.10.1. La dificultad del problema
Conseguir que la IA consiga buenos resultados no es tarea fa´cil, y menos en
Starcraft 2. Ha sido necesaria una seleccio´n de algoritmos y muchas pruebas
y ajustes para conseguirlo. Au´n as´ı, no todo han sido e´xitos, como se vera´ en
cap´ıtulos posteriores.
1.10.2. El tiempo y la planificacio´n
Los cuatro meses disponibles para la realizacio´n del proyecto son bastante
restrictivos. Aunque a priori parec´ıa posible conseguir resultados positivos,
esto ha requerido un ajuste estricto a la planificacio´n. Adema´s, entrenar
agentes es un proceso lento que ha consumido muchas horas de computacio´n,
especialmente cuando hab´ıa que entrenar un agente numerosas veces para
ajustar para´metros e intentar mejorar sus resultados, lo que nos lleva al
siguiente problema.
1.10.3. La potencia de computacio´n
La potencia de computacio´n requerida por te´cnicas de este estilo es ele-
vada. Para paliar este problema se ha utilizado una GPU NVIDIA GTX 960.
Se planteo´ originalmente utilizar servicios de computacio´n en la nube, pero
finalmente se declino´ debido a la problema´tica de instalar todo el entorno en
los mismos y a los costes an˜adidos que habr´ıa supuesto.
Cap´ıtulo 2
Planificacio´n del proyecto
2.1. Planificacio´n y tiempos
El proyecto ha tenido una duracio´n aproximada de unos 4 meses, dando
inicio a mediados de febrero y terminando a finales de junio, antes de las
exposiciones.
Dado que se trata de un proyecto de investigacio´n en el cual ha sido
necesario llevar a cabo experimentos diversos, no ha habido una planificacio´n
fija. De hecho, ha sido a partir de los resultados de los primeros experimentos
que se ha determinado el rumbo a seguir. No obstante, si que se establecio´
una planificacio´n general inicial.
Adema´s, el uso de metodolog´ıas a´giles lleva impl´ıcito estas modificaciones
de planificacio´n.
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2.2. Descripcio´n de las tareas
2.2.1. Aprender sobre aprendizaje por refuerzo
A lo largo del mes de febrero, el primer objetivo fue obtener ma´s co-
nocimientos sobre aprendizaje por refuerzo, y familiarizarme con algunos
conceptos. Para ello, primero le´ı unos cuantos art´ıculos que trataban concep-
tos generales, como por ejemplo el de Deepmind [8]. A continuacio´n, le´ı el
libro Artificial Intelligence and Games, recomendado por mi tutor, en el que
no solo obtuve informacio´n sobre aprendizaje por refuerzo, sino que aprend´ı
mucho sobre IA en general y me sirvio´ para refrescar algunos conceptos.
Para implementar los algoritmos y ampliar mi conocimiento del aprendi-
zaje por refuerzo, se utilizo´ un repositorio de GitHub [6], as´ı como el curso
de Google Deepmind [11] y el libro Reinforcement Learning: An Introduc-
tion[12].
2.2.2. Instalar y configurar el entorno
El primer paso fue realizar el setup del entorno de desarrollo. En primer
lugar fue necesario instalar Starcraft 2, que puede obtenerse de manera gra-
tuita. En este caso disponemos de la versio´n completa. Una vez hecho esto,
se instalo´ todo el framework de PySC2. Fue necesario utilizar la versio´n 3.5
de Python ya que PySC2 requiere de Tensorflow, entre otras dependencias.
En este proyecto el desarrollo se ha llevado a cabo en Windows. Adema´s, se
ha instalado todo lo necesario para poder ejecutar el co´digo desde la GPU
en caso de que fuese necesario.
Tambie´n se han utilizado otras librer´ıas auxiliares como NumPy y Pandas,
la primera matema´tica y la segunda sobre Machine Learning.
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2.2.3. Familizarizarse con el framework
PySC2 es un framework bastante grande y complejo. El juego se repre-
senta sobre una serie de feature layers o capas caracter´ısticas. Para acceder
a los para´metros del juego y poder consultarlos y manipularlos fue necesario
familiarizarse primero con todo el entorno. La documentacio´n es correcta pe-
ro no excepcional, as´ı que se ha llevado a cabo un proceso de experimentacio´n
con el framework.
Figura 2.1: Feature layers de PySC2 para representar el entorno de Starcraft
2
Describir el entorno entero ser´ıa demasiado extenso y de poca utilidad.
Sin embargo, caben destacar algunas caracter´ısticas importantes. Una de
ellas es la posibilidad de acelerar hasta cierto punto el juego, lo que reduce
los tiempos de entrenamiento (aunque estos siguen siendo muy grandes).
En cuanto a las APM (acciones por minuto), esta´n limitadas. Un jugador
de nivel medio puede rondar las 120, mientras que los mejores profesiona-
les oscilan las 400. Naturalmente, una inteligencia artificial tiene much´ısima
ventaja en este aspecto.
En cuanto a las observaciones, PYSC2 hace un buen trabajo. Adema´s de
los p´ıxeles RGBs (en los que se dispone de toda la informacio´n, pero es muy
CAPI´TULO 2. PLANIFICACIO´N DEL PROYECTO 30
complicada de extraer), dispone de diversas capas de caracter´ısticas (feature
layers que ofrecen informacio´n que no se espera que los agentes aprendan a
leer por si solos. Por ejemplo, dos de ellas son Minimap y Screen, que ofre-
cen informacio´n sobre los niveles del terrero, las partes visibles, las unidades,
la salud, etc.
Adema´s, otras capas ofrecen informacio´n sobre las unidades seleccionadas,
las acciones disponibles, o la informacio´n general que se muestra en pantalla,
como los minerales, el gas vespeno, la poblacio´n usada y ma´xima, etc.
Es importante destacar que DeepMind plantea as´ı un entorno en el que
la informacio´n obtenida es la misma (o al menos esta es la idea) que la que
inferir´ıa un jugador que observase la pantalla. Esto contrasta con otros enfo-
ques como los de CommandCenter (o TorchCraft o BWAPI para Starcraft),
en las que se dispone de informacio´n adicional a nivel ma´s bajo. Por ejem-
plo, con la API de PySC2, no podemos obtener un identificador para cada
unidad individual (ya que un jugador no lo tendr´ıa). Esto dificulta mucho
las tareas de microcontrol, ya que evaluar la salud de una unidad o realizar
cierto comportamiento con ella se complica, sobretodo porque no podemos
distinguir esa unidad de otra. Esto nos lleva a alternativas tal vez menos ele-
gantes (aunque tal vez ma´s humanas) para tareas como seleccionar distintas
unidades y tambie´n a alternativas ma´s lo´gicas o de ma´s alto nivel, como se
discutira´ ma´s adelante en el apartado 7, as´ı como en los apartados dedicados
a los agentes.
Respecto al espacio de acciones, es inmenso. Del orden de millones o tal
vez billones. Muchas de estas acciones son inva´lidas en un momento deter-
minado, y otras tienen una extrema correlacio´n entre ellas. PySC2 intenta
reducirlas a acciones ma´s ricas sema´nticamente, y establece un conjunto de
acciones basado en las acciones que humanos han realizado en el pasado,
extra´ıdas de un gran nu´mero de repeticiones de partidas. Finalmente, el con-
junto de acciones se ve reducido a bastantes centenares de acciones. Que
son ma´s, muchas ma´s, ya que hay acciones que requieren un input espacial.
Por ejemplo, la accio´n “Mover” requiere una coordenada x y una coorde-
nada y. De esta manera, suponiendo una resolucio´n reducida de 64*64 para
simplificar, una accio´n se convierte en 1 x 64 x 64 acciones. Y as´ı con todas.
Para una compan˜´ıa con los recursos de Google detra´s tal vez esto sea
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suficientemente pequen˜o. Para ejemplificarlo au´n ma´s, cada uno de sus en-
trenamientos para los agentes de Atari (much´ısimo ma´s simples) era de 38
d´ıas. Como este proyecto no puede permitirse eso, se limitara´n las acciones a
aquellas que se consideren lo´gicas para cada escenario. Se profundizara´ ma´s
sobre este tema en el apartado 7, as´ı como en los apartados dedicados a los
agentes.
Para empezar, se crearon los primeros agentes. Estos eran bots simples,
scripted, siguiendo un modelo de ma´quina de estados. Una vez estaban funcio-
nando, se pod´ıa iniciar el desarrollo con modelos de aprendizaje por refuerzo.
2.2.4. Seleccio´n inicial de escenarios
Como se ha mencionado con anterioridad, este proyecto se ha centrado en
desarrollar agentes que aprendan a resolver satisfactoriamente un conjunto de
escenarios concretos de Starcraft 2. Por tanto, es necesario definir cuales sera´n
estos escenarios. Es importante remarcar que esta definicio´n de escenarios no
era definitiva. Los agentes fueron entrenados primero en escenarios de menor
dificultad con diversos algoritmos, y en funcio´n del rendimiento obtenido se
modificaron.
Los escenarios se plantearon de manera que incluyen tareas tan diversas
como sea posible. De esta manera podemos observar el comportamiento de
la IA ante diferentes tipos de problema. Por ejemplo podr´ıa resultar que
los agentes obtienen buenos resultados en escenarios de combate, donde el
microcontrol de las unidades es lo ma´s importante, y en cambio obtener
un rendimiento pobre en escenarios donde la prioridad es la construccio´n o
gestio´n de recursos.
Adema´s, desarrollar agentes eficaces en distintos a´mbitos facilitar´ıa la
creacio´n de una IA que dominase los distintos aspectos del juego, aunque eso
esta´ fuera del alcance de este proyecto.
En caso de haber necesitado nuevos escenarios, estos habr´ıan sido gene-
rados usando la herramienta Editor de Mapas de Starcraft 2, aunque esto
finalmente no fue necesario.
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2.2.5. Implementacio´n, ejecucio´n y testing de los agen-
tes
La parte tal vez ma´s importante es la creacio´n de la IA en s´ı. Se im-
plementaron agentes espec´ıficos a cada escenario utilizando una seleccio´n de
algoritmos de aprendizaje por refuerzo. Se realizaron distintas ejecuciones
intentando ajustar los para´metros de cada agente para obtener resultados
o´ptimos. Se llevaron a cabo pruebas para determinar el correcto funciona-
miento de un agente, y se compararon sus resultados con otros agentes sobre
el mismo escenario pero implementados con distintos me´todos. Dependiendo
del tiempo y los resultados se utilizaron unos algoritmos u otros.
Esta parte fue la ma´s costosa debido a que implementar agentes de rein-
forcement learning para Starcraft 2 no es tarea trivial, pero sobretodo a los
problemas generados por el coste computacional.
2.2.6. Ana´lisis y conclusiones
Se analizaron los resultados de los distintos algoritmos en diferentes es-
cenarios y se sacaron conclusiones sobre ellos, comparando el rendimiento de
cada uno con el resto para comprobar cua´les responden mejor.
2.3. Plan de accio´n y posibles retrasos
El plan de accio´n para este proyecto consistio´ ba´sicamente en llevar a ca-
bo en orden las tareas propuestas anteriormente. Gracias a las metodolog´ıas
a´giles y al feedback por parte del director, se fueron modificando la planifica-
cio´n y los experimentos. En caso de que una tarea terminase antes de tiempo
se empezaba inmediatamente la siguiente. Los resultados obtenidos hac´ıan
variar el plan de accio´n. Por ejemplo, si un algoritmo obten´ıa resultados muy
pobres, se dedicaba ma´s tiempo a otros ma´s productivos.
Las principales causas de retrasos (al margen de las ajenas al proyecto),
fueron los elevados tiempos de computacio´n en los entrenamientos, el proceso
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de ajuste de para´metros y la implementacio´n de los algoritmos.
2.4. Diagrama de Gantt inicial
Figura 2.2: Diagrama de Gantt inicial
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El motivo de la ausencia de dependencias en el Gantt es debido tanto a
limitacio´n de software como a la naturaleza del proyecto. Por ejemplo, todo
el desarrollo depende de haber adquirido conocimiento mediante la docu-
mentacio´n, pero an˜adirlo como dependencia directa har´ıa que el desarrollo
empezase justo despue´s de leer documentacio´n, cosa que no es cierto. Y una
cadena de dependencias tampoco funcionar´ıa, ya que instalar el entorno no
depende de haber le´ıdo documentacio´n.
Es necesario remarcar de nuevo que toda esta estimacio´n es una aproxi-
macio´n general. Dependiendo de la velocidad con que tengan e´xito los algo-
ritmos, el tiempo de ejecucio´n de los mismos, el nu´mero de veces que haya
que lanzar cada uno... la planificacio´n se vera´ muy modificada. Adema´s, las
tareas de desarrollo esta´n en paralelo ya que para cada algoritmo y escenario
se hara´ desarrollo, entrenamiento y testing.
2.5. Planificacio´n final, evaluacio´n y cambios
La planificacio´n se ha seguido segu´n lo planeado originalmente. Como
cab´ıa esperar, el desarrollo y entrenamiento de los agentes (en especial esto
u´ltimo) ha sido lo que ma´s tiempo ha consumido, especialmente con la im-
plementacio´n de una Deep-Q Network con Experience Replay (de la que se
hablara´ en apartados posteriores).
El hecho de tener que entrenar agentes varias veces, debido a resultados
insatisfactorios, ajuste de para´metros, redefinicio´n del espacio de acciones
o estados, o simplemente bugs ha incrementado ligeramente este tiempo.
Destacar en especial el cuarto agente, DefeatZerglingsAndBanelings, que ha
resultado especialmente dif´ıcil de entrenar.
Los objetivos del proyecto no se han visto perjudicados por la planifi-
cacio´n. Se han entrenado agentes de aprendizaje por refuerzo con distintos
algoritmos, y se han comparado los resultados obtenidos. En general, con
alguna excepcio´n, estos han sido satisfactorios; tanto como se podr´ıa esperar
de un proyecto con recursos limitados.
Tambie´n, la adquisicio´n de conocimientos sobre aprendizaje por refuerzo,
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en lugar de hacerse al principio, se ha extendido a lo largo del proyecto. Se
mostrara´ en el Gantt final como una tarea continua, pero no implica un nu´me-
ro tan elevado de horas como el de entrenar agentes, sino indica que durante
el proceso de entrenar agentes se han ido adquiriendo ma´s conocimientos.
A su vez, el ana´lisis de resultados no ha incrementado en nu´mero de horas
pero se ha ido llevando a cabo a medida que se iban entrenando agentes para
facilitar el desarrollo de los siguientes mediante las conclusiones extra´ıdas.
Finalmente no se incluyeron nuevos escenarios, porque an˜adir escenarios
de menor complejidad ser´ıa redundante y debido a las dificultades de la IA
con los escenarios complejos, no hab´ıa expectativas de que pudiese progresar
ma´s alla´. Adema´s, los costes temporales habr´ıan superado el nu´mero de horas
designadas al proyecto, especialmente debido a los entrenamientos.
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2.6. Diagrama de Gantt final
Figura 2.3: Diagrama de Gantt final
Cap´ıtulo 3
Coste y sostenibilidad
3.1. Coste del proyecto
Para llevar a cabo este proyecto, fueron necesarios los recursos menciona-
dos en los apartados anteriores. A continuacio´n se muestra una estimacio´n
general de los costes, teniendo en cuenta los gastos de hardware, software y
los costes indirectos que puedan aparecer.
Tarea Tiempo estimado (h)
GEP 75
Aprender sobre aprendizaje por refuerzo 60
Instalar y configurar el entorno 5
Familiarizarse con PySC2 20
Seleccio´n y disen˜o inicial de escenarios 10
Implementacio´n, ejecucio´n y testing de los agentes 300
Ana´lisis y conclusiones 28
Redaccio´n de la memoria 30
Presentacio´n oral 12
Total 540
Cuadro 3.1: Estimacio´n de tiempo por tareas
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3.1.1. Presupuesto hardware
A continuacio´n se detallan los costes del hardware utilizado en este pro-
yecto, as´ı como la amortizacio´n estimada para cada uno.
Producto Precio Unidades Vida u´til Amortizacio´n
PC 1000€ 1 4 an˜os 56.81€
Monitor Philips 17” 80€ 2 5 an˜os 4€
Total 1160€ 64.81€
Cuadro 3.2: Estimacio´n de costes hardware
3.1.2. Presupuesto del software
Producto Precio Unidades Vida u´til Amortizacio´n
PyCharm 0€ 1 - 0€
Starcraft II 0€ 1 - 0€
GanttProject 0€ 1 - 0€
GitHub 0€ 1 - 0€
ShareLatex 0€ 1 - 0€
Trello 0€ 1 - 0€
Total 0€
Cuadro 3.3: Estimacio´n de costes software
En este caso, el presupuesto de software es 0 euros ya que todos los pro-
gramas utilizados son gratuitos. En el caso de PyCharm, IDE de JetBrains,
se dispone de una licencia de estudiante. En el caso de Starcraft II, Blizzard
lo lanzo´ recientemente de manera gratuita.
3.1.3. Estimacio´n de costes humanos
Este proyecto esta´ desarrollado por una sola persona. Por tanto los gastos
de recursos humanos se obtendra´n mediante el total de horas de trabajo
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multiplicadas por el salario estimado por hora.
Ya que la persona responsable del proyecto ha tenido que realizar roles
de desarrollo, gestio´n y tester, se estima un salario de 40€ la hora.
Tarea Tiempo estimado (h)
GEP 75
Aprender sobre aprendizaje por refuerzo 60
Instalar y configurar el entorno 5
Familiarizarse con PySC2 20
Seleccio´n y disen˜o inicial de escenarios 10
Implementacio´n, ejecucio´n y testing de los agentes 300
Ana´lisis y conclusiones 28
Redaccio´n de la memoria 30
Presentacio´n oral 12
Total 540
Cuadro 3.4: Estimacio´n de tiempo por tareas
La tabla anterior muestra una estimacio´n de las horas por tarea. Teniendo
en cuenta un salario de 40€ la hora, el gasto humano total habr´ıa sido de
unos 21600€.
Tarea Tiempo estimado (h)
GEP 3000€
Aprender sobre aprendizaje por refuerzo 2400€
Instalar y configurar el entorno 200€
Familiarizarse con PySC2 800€
Seleccio´n y disen˜o inicial de escenarios 400€
Implementacio´n, ejecucio´n y testing de los agentes 12000€
Ana´lisis y conclusiones 1120€
Redaccio´n de la memoria 1200€
Presentacio´n oral 480€
Total 21600€
Cuadro 3.5: Estimacio´n de costes por tareas
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3.1.4. Costes imprevistos
En un proyecto de este tipo, es dif´ıcil realizar una estimacio´n precisa de
los costes. Existen muchos factores que pueden hacer que estos incrementen.
En este caso, se tienen en cuenta dos principales:
Incremento del nu´mero de horas: En proyectos de Machine Lear-
ning, especialmente los que cuentan con pocos recursos de hardware
como es el caso de este, las horas pueden verse dra´sticamente incre-
mentadas debido a los tiempos de entrenamiento de los agentes.
Uso de otros recursos hardware: Aunque a priori no parece ne-
cesario, tener que hacer uso de sistemas de computacio´n en la nube
incrementar´ıa los costes de hardware.
El segundo no se ha tenido en cuenta, ya que finalmente no se ha optado
por esa opcio´n. Sin embargo, para el primer paso, se ha dado un margen de
50 horas que supondr´ıa 2000 euros de costes inesperados.
3.1.5. Costes indirectos
Producto Precio Unidades Coste Estimado
Electricidad 0.14kW€ 1500kWh 210€
Internet 30€/mes 4 meses 120€
Espacio 0€ - 0€
Otros 100€ - 100€
Total 430€
Cuadro 3.6: Costes indirectos
La tabla anterior muestra una estimacio´n de los costes indirectos del pro-
yecto. Costes como material de oficina, transporte, uso de otros ordenadores...
se engloban en el apartado Otros. Los costes de espacio son nulos ya que el
proyecto se ha llevado a cabo en el domicilio familiar.









Total + Contingencia 10 % 27709€
Cuadro 3.7: Costes totales
En la tabla anterior pueden observarse los costes totales, as´ı como la
aplicacio´n sobre ellos de una contingencia del 10 por ciento.
3.2. Control de presupuesto
Para el control de presupuesto, al final de cada tarea se anotara´n el tiem-
po de horas real y el coste real. Se calculara´ la diferencia entre las horas
reales y estimadas y se multiplicara´ por el coste estimado para calcular la
desviacio´n de consumo. Tambie´n se calculara´ la diferencia entre el coste real
y el estimado y se multiplicara´ por el nu´mero de horas reales para calcular
la desviacio´n de coste.
Mediante este proceso sera´ sencillo observar las desviaciones ocurridas y
determinar si es debido a un aumento del nu´mero de horas o a un incremento
de los costes.
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3.3. Sostenibilidad e impacto social
Debido al cara´cter de investigacio´n del proyecto, es dif´ıcil realizar un
ana´lisis de sostenibilidad e impacto social, ya que no se trata de ningu´n
producto o servicio, sino de una investigacio´n sobre IA y Machine Learning.
Au´n as´ı, se ha intentado responder a las preguntas que tengan sentido para
este proyecto.
PPP Vida U´til Riesgos
Ambiental 5/10 7/10 -
Econo´mico 9/10 9/10 -
Social 9/10 9/10 -
Cuadro 3.8: Matriz de sostenibilidad
3.3.1. Dimensio´n ambiental
El impacto ambiental de este proyecto es mı´nimo, ya que el u´nico recurso
con un impacto medioambiental es la electricidad utilizada en mantener el
equipo funcionando. Esto a su vez limita mucho la reutilizacio´n de recursos.
Por tanto, un amplio estudio del impacto medioambiental no tiene sentido
para este proyecto.
3.3.2. Dimensio´n econo´mica
En cuanto a la dimensio´n econo´mica, se ha llevado a cabo un estudio
detallado de los costes implicados en este proyecto.
El estudio propuesto sera´ ma´s econo´mico que los estudios llevados a cabo
anteriormente (por ejemplo el de DeepMind), simplemente debido a Deep-
Mind tiene muchos ma´s recursos computacionales, que conllevan ma´s gastos
(y mayor impacto medioambiental).
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3.3.3. Dimensio´n social
Los beneficiarios de este proyecto ser´ıan otros investigadores en temas de
inteligencia artificial, machine learning y espec´ıficamente aprendizaje por re-
fuerzo, que tendr´ıan ma´s datos de algoritmos y escenarios con los que realizar
sus estudios y resultados.
A nivel personal, es una manera de ampliar mis conocimientos en el tema.
Estudiar aprendizaje por refuerzo en Starcraft 2 podr´ıa servir para desarrollar
nuevas soluciones basadas en machine learning, por lo que s´ı, existe una
necesidad de cara´cter de investigacio´n.
3.4. Encuesta de sostenibilidad
Tras haber realizado la encuesta, me he dado cuenta de que la sostenibi-
lidad no suele tenerse muy en cuenta. En los proyectos en los que he estado
y en las empresas en las que he trabajado, la sostenibilidad desde luego que
no ha sido una prioridad y en muchos casos, ni siquiera ha estado presente.
Al contrario, el objetivo ha sido el e´xito del producto y la maximizacio´n de
los beneficios, sin tener mucho en cuenta ni el impacto social ni el medioam-
biental.
A la hora de evaluar mis conocimientos, creo que son bastante competen-
tes en cuanto a la evaluacio´n econo´mica, ergono´mica, de accesibilidad y de
seguridad de un producto. No obstante, pienso que no estamos lo suficien-
temente preparados para evaluar la sostenibilidad, impacto medioambiental,
justicia social. . . En estos aspectos nuestro nivel es meramente suficiente y
tenemos que guiarnos ma´s por el sentido comu´n y la intuicio´n que por pro-
cedimientos que seguro que existen, pero que desconocemos. En cuanto a
herramientas, tanto de proyecto, como de colaboracio´n y trabajo en equipo,
creo que tambie´n tenemos un buen nivel al acabar la carrera, es el aspecto
sostenible/medioambiental/social el que falla.
Sobre la encuesta, tal vez se echa en falta un punto intermedio, una op-
cio´n neutral. Tambie´n estar´ıa bien que hubiesen ma´s preguntas en la que se
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pudiese desarrollar la respuesta, y que no fuesen todas preguntas con cuatro
opciones, aunque entiendo que esto dificulte la comparacio´n entre encuestas
respondidas.
En conclusio´n, la sostenibilidad es algo que aparece en el Grado de ma-
nera algo forzada, en competencias transversales, etc. Creo que ser´ıa bueno
incluirlo de alguna otra manera que no hiciese ver a los alumnos la sostenibi-
lidad como algo que “acabar y quitarse de en medio”, si no que se informase
y concienciase sobre el tema.
3.5. Leyes y regulaciones
Debido a que se trata de un proyecto que no involucra usuarios, clientes
o personas de ningu´n tipo, y en el cual todo el software utilizado es libre, no
hay ninguna ley o regulacio´n que lo afecte.
Lo u´nico a destacar es que el u´nico marco que aplica a los videojuegos es
el PEGI, un sistema que clasifica los juegos para determinada edad. Starcraft
2 esta´ clasificado con PEGI 16, debido a las escenas de violencia y al hecho
de disponer de multijugador online.
Cap´ıtulo 4
Los escenarios: descripcio´n ge-
neral
Se han definido un conjunto de 6 escenarios sobre los cuales se entre-
nara´n los agentes. Estos son parte del conjunto de escenarios sobre los cuales
DeepMind publico´ sus benchmarks. Cada uno de estos sera´ detallado en pro-
fundidad en su propio apartado, pero se ofrece ahora una visio´n general sobre
ellos.
Se han elegido estos escenarios por diversos motivos. El primero es la posi-
bilidad de comparar nuestros resultados con los mejores benchmarks posibles,
los de DeepMind. Ser´ıa ingenuo y demasiado optimista superar sus resulta-
dos, teniendo en cuenta que DeepMind cuenta con los recursos de Google.
Sin embargo, es una buena medida con la que contrastar resultados.
El segundo, es que as´ı disponemos de dos escenarios de movimiento, dos de
combate, y dos de management. La idea es simular situaciones que puedan
darse en una partida normal. Aunque naturalmente, las situaciones reales
ser´ıan ma´s complejas, los escenarios pueden darnos una idea de co´mo son
capaces de aprender los agentes estos tres tipos de gameplay.
A priori, los agentes deber´ıan comportarse bien en los escenarios de mo-
vimiento. Estos son ma´s meca´nicos, y es precisamente en meca´nicas donde
la Inteligencia Artificial deber´ıa dar mejores resultados.
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Los escenarios de management deber´ıan ser los peores. En estos la IA
deber´ıa ser capaz de desarrollar una estrategia a largo plazo, lo cual es dif´ıcil.
En cuanto a los de combate, es dif´ıcil de predecir. Aunque involucran
una parte meca´nica, tambie´n es necesario deducir una estrategia de combate
apropiada. Por ejemplo, en las competiciones de microcontrol de unidades,
los jugadores no solo deb´ıan ser buenos manejando las unidades, sino hacerlo
de una forma espec´ıfica, enfrentando sus unidades contra aquellas contra las
que eran buenas y viceversa, separa´ndolas para evitar dan˜o de a´rea, etc.
Cap´ıtulo 5
Aprendizaje por refuerzo
El aprendizaje por refuerzo es un enfoque de Inteligencia Artificial inspi-
rado por la manera en la que los humanos y los animales aprenden a tomar
decisiones a trave´s de recompensas (positivas o negativas) proporcionadas
por el entorno. A diferencia de otros enfoques (como el aprendizaje super-
visado), en el aprendizaje por refuerzo no contamos con datos o ejemplos
de buenos comportamientos o acciones. En cambio, el entrenamiento se hace
mediante la interaccio´n del agente con el entorno.
Definamos primero algunos conceptos ba´sicos:
Estado (s): Las caracter´ısticas del entorno (y del propio agente)
en un instante determinado de tiempo. En nuestro caso, DeepMind
define los estados como la informacio´n obtenida a partir de los p´ıxeles
de la pantalla. En nuestro caso, limitaremos la definicio´n de estados
a los para´metros que tenga sentido considerar para cada escenario,
reduciendo as´ı la capacidad de computacio´n necesaria.
Accio´n (a): La maniobra, actividad o movimiento que realiza el agente
en un instante determinado de tiempo. Esta accio´n llevara´ al agente del
estado en que este´ s0 a un estado s1, y recibira´ una recompensa.
Recompensa (r): La bonificacio´n obtenida por el agente tras realizar
una accio´n.
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Figura 5.1: Esquema de un t´ıpico agente de aprendizaje por refuerzo.(Imagen
extra´ıda de becominghuman.ai)
El objetivo del agente es descubrir una pol´ıtica para seleccionar acciones
que maximicen la recompensa a largo plazo. Esta pol´ıtica es una estrategia
que el agente sigue a la hora de seleccionar acciones a partir del estado en que
esta´. Las interacciones del agente con el entorno ocurren en tiempo discreto
(en pasos) y se modelan como un problema de decisio´n de Markov.
Un problema de decisio´n de Markov esta´ definido por:
Un conjunto de estados. Los estados son una funcio´n de la informacio´n
del agente acerca del entorno.
Un conjunto de acciones posibles en cada estado. Las acciones repre-
sentan las diferentes maneras en las que un agente puede interactuar
con el entorno.
La probabilidad de transition de un estado s a otro estado s’ dada una
accio´n.
La funcio´n de recompensa en transicio´n de s a s’ dada una accio´n.
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Estas dos u´ltimas definen el modelo del mundo. Si este es conocido, tan
solo hay que calcular directamente la estrategia o´ptima mediante enfoques
como la programacio´n dina´mica. Si el modelo es, por el contrario, descono-
cido (como en este caso), hay que aproximar aprendiendo estimaciones de
recompensas futuras obtenidas al elegir una accio´n a en un estado s.
5.1. Conceptos y problemas del aprendizaje
por refuerzo
5.1.1. Exploracio´n vs explotacio´n
Una cuestio´n central en el aprendizaje por refuerzo es el equilibrio entre
la explotacio´n del conocimiento ya adquirido frente a la exploracio´n de
nuevos estados y acciones en el espacio de bu´squeda. Seleccionar acciones
al azar todo el tiempo, o escoger siempre la accio´n que creemos mejor son
ambas opciones pobres.
El mecanismo ma´s popular, que da bastante buenos resultados, se llama
-greedy (epsilon greedy). El para´metro  esta´ entre 0 y 1. El agente que siga
esta pol´ıtica, elegira´ la opcio´n que crea ma´s favorable con probabilidad 1 -
. Sin embargo, esto por si solo es subo´ptimo. Supongamos por ejemplo una
 de 0.5. El agente elegir´ıa la mejor accio´n el 50 por ciento de las veces, y el
otro 50 por ciento escoger´ıa una al azar.
¿Y cua´l es el mejor valor? En lugar de dejar uno fijo, se ha optado por
un decay: empezamos con una  de 1 que se va reduciendo hasta un mı´nimo
de 0.01. La idea es que as´ı, al final el agente elegira´ la que considere mejor
accio´n la inmensa mayor´ıa de las veces, pero habra´ pasado antes por un
amplio espacio de exploracio´n.
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5.1.2. Off-policy vs On-policy
A falta de una buena traduccio´n, se utilizara´ la nomenclatura inglesa. Un
agente off-policy utiliza aproxima la estrategia o´ptima independientement de
las acciones del agente. Por ejemplo, en Q-Learning, un algoritmo off-policy
que se detalla en profundidad en cap´ıtulos posteriores, se estima el retorno
para los pares estado-accio´n asumiendo que se asume una pol´ıtica greedy.
En cambio, en un algoritmo on-policy como SARSA (que tambie´n se
utiliza en este proyecto), el algoritmo aproxima la pol´ıtica como un proceso
atado a las acciones del agente, incluyendo los pasos de exploracio´n.
5.1.3. Bootstrapping y Backup
El bootstrapping es una nocio´n central dentro del aprendizaje por refuer-
zo. En pocas palabras, estima como de bueno es un estado basa´ndose en
como de bueno creemos que es el siguiente. As´ı, una estimacio´n se actualiza
basa´ndose en otra estimacio´n.
Por otro lado, el backup es tambie´n muy importante, y actu´a cono dis-
tintivo entre distintos algoritmos de aprendizaje por refuerzo. Mediante el
backup volvemos desde un estado futuro al actual y consideramos el valor de
los estados intermedios en nuestra estimacio´n. Sus propiedades principales
son la profundidad y la amplitud.
5.1.4. Tipos de algoritmo
A partir de los conceptos definidos anteriormente encontramos tres tipos
distintos de algoritmos de aprendizaje por refuerzo.
1. Programacio´n dina´mica: En los algoritmos de programacio´n dina´mi-
ca el conocimiento del model del mundo es necesario y la pol´ıtica o´ptima
es calcula mediante bootstrapping.
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2. Me´todos de Monte Carlo: En los me´todos de Monte Carlo el cono-
cimiento del model del mundo no es necesario. Los algoritmos de esta
clase no utilizan bootstrapping.
3. TD Learning: En los me´todos de Time Difference Learning (en los
que se produce una correccio´n iterativa de las estimaciones), el modelo
de mundo tampoco es requerido. Los algoritmos aprenden mediante
bootstrapping y variantes de backup.
En este proyecto se aplicara´n me´todos de TD-Learning.
Cap´ıtulo 6
Los escenarios: descripcio´n deta-
llada
6.1. Escenario 1: Move to beacon
El primer escenario, Move to beacon (o Moverse a baliza), es el ma´s
sencillo de todos. Es uno de los dos escenarios centrados en el movimiento de
unidades.
6.1.1. Descripcio´n y objetivos
El objetivo del escenario es localizar la baliza y moverse hacia ella. Los
agentes debera´n alcanzar tantas balizas como sea posible en un tiempo de 2
minutos. Cuando el agente alcanza la baliza, esta se mueve a una localizacio´n
aleatoria (al menos a 5 unidades de distancia del marine).
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Figura 6.1: El agente debe localizar la baliza y moverse hacia ella.
6.1.2. Elementos a tener en cuenta
Es un escenario muy simple. Los u´nicos elementos a tener en cuenta son el
marine que el agente debera´ controlar, y la baliza a la que tendra´ que llegar.
6.1.3. Recompensa
La recompensa es de +1 cada vez que el marine alcanza la baliza.
6.1.4. Expectativas
Este es un escenario que requiere de poca estrategia, en el que lo ma´s
importantes son la velocidad de reaccio´n y la parte meca´nica, en la que la
IA deber´ıa hacer un buen papel.
CAPI´TULO 6. LOS ESCENARIOS: DESCRIPCIO´N DETALLADA 54
6.2. Escenario 2: Collect mineral shards
Figura 6.2: Los marines intentan recoger mineral tan ra´pido como pueden.
El segundo escenario, Collect mineral shards (o Recoger fragmentos
de mineral), es el segundo de los escenarios de movimiento. Este es bastante
ma´s complejo que el primero y requiere cierta estrategia a la hora de mover
a las unidades para recoger el mineral.
6.2.1. Descripcio´n y objetivos
El objetivo del escenario es obtener el ma´ximo mineral posible en un
per´ıodo de dos minutos. Si se recogen los 20 minerales del mapa antes de
los dos minutos, aparecen 20 ma´s en posiciones aleatorias (al menos a dos
unidades de distancia del marine). El escenario consiste de un mapa vac´ıo
con minerales esparcidos por el mismo.
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6.2.2. Elementos a tener en cuenta
En esta ocasio´n han de tenerse en cuenta ambas unidades controlables,
as´ı como los minerales que se encuentran esparcidos por el mapa. El resto de
para´metros del juego no parecen relevantes en este escenario.
6.2.3. Recompensa
La recompensa es de +1 cada vez que un marine recoge un mineral.
6.2.4. Expectativas
Se espera que la IA se comporte peor que en el primero. Esto es debido
a que aqu´ı lo importante no es solo moverse a un objetivo, sino que entran
en juego factores como los objetivos ma´s cercanos, el camino o´ptimo, etc.
Adema´s, tambie´n es relevante la manera de mover las unidades (en grupo,
individualmente...). A pesar de esto, se esperan unos resultados aceptables.
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6.3. Escenario 3: Defeat roaches
Figura 6.3: El agente intenta eliminar a las cucarachas enemigas.
Este es el primero de los escenarios de combate. El agente debera´ aprender
no solo a atacar a las cucarachas, sino a hacerlo de una manera determinada
si quiere ser eficaz.
6.3.1. Descripcio´n y objetivos
El objetivo de este escenario es eliminar a tantas cucarachas como sea
posible en un plazo de 2 minutos. Si eliminan todas las cucarachas, 4 nuevas
cucarachas aparecen, as´ı como 5 marines extras de refuerzo con la salud al
completo. La salud de los marines supervivientes se mantiene.
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6.3.2. Elementos a tener en cuenta
En este escenario hay ma´s para´metros importantes. Para empezar, tene-
mos las unidades, que no son una o dos sino nueve, y cuyo nu´mero va varian-
do a lo largo del escenario. Lo mismo se aplica para las unidades enemigas.
Adema´s, hay otros factores en juego como la salud de las unidades, su rango
de ataque, la distancia de las unidades enemigas a las aliadas, etc.
6.3.3. Recompensa
La recompensa es de +10 por cada cucaracha eliminada, y de -1 por cada
marine perdido.
6.3.4. Expectativas
Aqu´ı es cuando empieza a ser dif´ıcil hacer una estimacio´n de los resulta-
dos. Dependiendo de la definicio´n del estado, de las acciones y del algoritmo,
el agente convergera´ sobre una solucio´n u otra.
Teniendo en cuenta los resultados de Deepmind, es posible que alcance
o supere el nivel de juego de un jugador esta´ndar. Sin embargo, es poco
probable que consiga el control de un Gran Maestro y aprenda estrategias
como el “kiting”(alejar momenta´neamente a las unidades con poca salud).
La estrategia o´ptima involucrar´ıa concentrar el fuego en las cucarachas indi-
vidualmente.
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6.4. Escenario 4: Defeat zerglings and bane-
lings
Figura 6.4: Los marines se enfrentan a las unidades Zerg enemigas.
El segundo de los escenarios de combate es mucho ma´s complejo que el
primero. En el anterior, las cucarachas eran una unidad ma´s resistente y
poderosa que los marines, que encontraban su punto fuerte en una ventaja
nume´rica. Sin embargo, las meca´nicas de ambas unidades eran similares:
ambas eran unidades con alcance similar que disparaban a distancia.
En este caso sin embargo, los marines se enfrentan a una combinacio´n
disen˜ada para contrarrestarlos. Si los zerglings (unidades ra´pidas de ataque
me´ele) alcanzan a los marines, dificultara´n su movimiento, facilitando que
los banelings impacten contra ellos. Los banelings son unidades suicidas que
explotan al contacto, haciendo estragos en un a´rea de efecto. Si impactan
contra el grueso de los marines, la derrota esta´ asegurada.
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6.4.1. Descripcio´n y objetivos
El objetivo de este escenario es acabar con tantas unidades enemigas como
sea posible en un per´ıodo de dos minutos. Si todas las unidades enemigas son
eliminadas antes de los dos minutos, 10 nuevas aparecera´n (6 zerglings y 4
banelings), as´ı como 4 marines de refuerzo.
6.4.2. Elementos a tener en cuenta
Adema´s de las unidades aliadas y enemigas, algunos para´metros a con-
siderar son la distancia entre ellas, la salud de cada una de las unidades, si
hay banelings vivos, etc.
6.4.3. Recompensa
La recompensa es de +5 por cada zergling o baneling eliminado, y -1 por
cada marine perdido.
6.4.4. Expectativas
Parece muy improbable que los agentes desarrollen una estrategia eficaz.
Esto implicar´ıa que aprendiesen a identificar el peligro de los banelings, as´ı
como a evitarlos. Ser´ıa necesario un buen control de las unidades de manera
individual, o tal vez “stutter-step”(una maniobra mediante la cual los marines
retroceden, disparan, retroceden, disparan...). No parece factible alcanzar el
nivel de un jugador humano en este nivel.
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6.5. Escenario 5: Collect minerals and gas
Figura 6.5: El agente intenta obtener los ma´ximos recursos posibles.
Este es el primero de los escenarios de gestio´n. Los escenarios de gestio´n
son los ma´s complejos porque es necesario desarrollar una estrategia a largo
plazo, que es punto ma´s de´bil de los agentes.
6.5.1. Descripcio´n y objetivos
El escenario se compone de un Centro de Mando, donde pueden cons-
truirse trabajadores y a donde se llevan los recursos recolectados; dos l´ıneas
de minerales que los trabajadores pueden recolectar; 4 ge´isers de gas ves-
peno, sobre los que pueden construirse Refiner´ıas para recolectar gas; y doce
trabajadores (o VCEs).
El objetivo del escenario es recolectar tantos recursos como sea posible
en un plazo de 5 minutos.
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6.5.2. Elementos a tener en cuenta
La dificultad de este escenario aumenta tambie´n por el nu´mero de ele-
mentos a tener en cuenta. Algunos de estos son: el Centro de Mando, los
VCEs, los minerales, los ge´isers, las Refiner´ıas (si hay), la poblacio´n actual,
la poblacio´n total...
6.5.3. Recompensa
La recompensa es igual a la cantidad total de minerales y gas vespeno
obtenida.
6.5.4. Expectativas
Es complicado que la IA obtenga una estrategia a largo plazo, especial-
mente porque las acciones que le ayudar´ıan a conseguir recursos no se vera´n
recompensadas hasta mucho ma´s tarde en el juego, y sera´ dif´ıcil que esa
recompensa se propague de vuelta y se asocie a esa determinada accio´n.
Adema´s, la estrategia o´ptima involucrar´ıa la creacio´n de un Centro de
Mando adicional, y posiblemente la evolucio´n de estos a Comando Orbital, lo
que requiere una visio´n de futuro que la IA probablemente no pueda obtener.
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6.6. Escenario 6: Build marines
Figura 6.6: Es dif´ıcil desarrollar una estrategia para construir marines.
El u´ltimo escenario es el ma´s complejo, ya que se asemeja a un escenario
de una partida real. El agente debera´ intentar encontrar una estrategia para
construir marines. Esto involucrara´ la creacio´n de edificios como depo´sitos
de suministro y barracones.
6.6.1. Descripcio´n y objetivos
El escenario se compone de un Centro de Mando, donde pueden cons-
truirse trabajadores y a donde se llevan los recursos recolectados; una l´ınea
de minerales que los trabajadores pueden recolectar; y doce trabajadores (o
VCEs).
El objetivo del escenario es recolectar tantos recursos como sea posible
en un plazo de 15 minutos.
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6.6.2. Elementos a tener en cuenta
La dificultad de este escenario aumenta tambie´n por el nu´mero de ele-
mentos a tener en cuenta. Algunos de estos son: el Centro de Mando, los
VCEs, los minerales, los ge´iseres, las Refiner´ıas (si hay), la poblacio´n actual,
la poblacio´n total...
6.6.3. Recompensas
La recompensa es igual al nu´mero total de marines construidos.
6.6.4. Expectativas
Es complicado que la IA obtenga una estrategia a largo plazo, especial-
mente porque las acciones que le ayudar´ıan a conseguir recursos no se vera´n
recompensadas hasta mucho ma´s tarde en el juego, y sera´ dif´ıcil que esa
recompensa se propague de vuelta y se asocie a esa determinada accio´n.
Cap´ıtulo 7
Definicio´n de estados y acciones
Una parte crucial para que los agentes consigan buenos resultados es la
definicio´n de estados y acciones. Como se ha mencionado anteriormente, ser´ıa
inviable para un proyecto de este calibre y caracter´ısticas intentar definir
un espacio de acciones que incluyese todas las disponibles y un espacio de
acciones definido por toda la informacio´n en pantalla. Esto no solo resultar´ıa
en tiempos de entrenamiento muy superiores al total de horas establecido
para el proyecto, sino que dificultar´ıa much´ısimo el aprendizaje.
Para solventar este problema, este proyecto llevara´ a cabo su propia defi-
nicio´n del espacio de acciones y estados para cada escenario. Naturalmente,
esto afectara´ a la capacidad de aprendizaje de los agentes por lo que hay que
ser cuidadoso para no pasar por alto ningu´n factor importante.
7.1. Definicio´n de estados
Los estados se definira´n a partir de los para´metros que tengan sentido
y sean relevantes para cada escenario. Un buen punto de partida son los
elementos a tener en cuenta para cada escenario, descritos previamente. De
esta manera se reducira´ el espacio de exploracio´n.
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7.2. Definicio´n de acciones
Se limitara´n las acciones que no sean relevantes para el escenario. As´ı se
reducira´ mucho el espacio de acciones, eliminando todas aquellas no u´tiles
(que la IA no habr´ıa aprendido igualmente) y facilitando el entrenamiento.
Destacar que incluso DeepMind llevo´ a cabo este mismo proceso para el
u´ltimo escenario debido a su complejidad.
Sin embargo, a pesar de reducir las acciones disponibles, el aprendizaje
es au´n muy complicado. Para facilitarlo, se introducira´n las acciones con
sema´ntica.
7.2.1. Acciones con sema´ntica
DeepMind ya redujo el espacio de acciones con su API, pero este sigue
siendo extremadamente grande. En Starcraft 2, sin embargo, pueden obser-
varse secuencias de acciones cuyo u´nico propo´sito es combinarse para llevar
a cabo una accio´n de ma´s alto nivel.
Por ejemplo, supongamos que queremos construir un barraco´n. En lugar
de hacer acciones de nivel tan bajo como hacer click en una coordenada de-
terminada, DeepMind ya establecio´ la accio´n “build barracks”, que presiona
el boto´n de construir barraco´n en unas coordenadas determinadas.
Esto puede llevarse au´n a ma´s alto nivel, y es que para construir un
barraco´n, primero debemos haber seleccionado un trabajador, lo que impli-
car´ıa identificar de algu´n modo las coordenadas de un trabajador, ejecutar
la accio´n “select point”sobre ese punto, y despue´s ejecutar “build barracks”.
Este conjunto de acciones se lleva a cabo todo el tiempo. Cuando un
jugador humano piensa en construir un edificio, realiza esta secuencia de
acciones que tienen como objetivo realizar la accio´n global. As´ı podemos
empaquetar estas secuencias para reducir el nu´mero de acciones, hacerlas
ma´s lo´gicas y facilitar el aprendizaje. En este caso, construir´ıamos nuestra
propia accio´n “ build barracks”, que constar´ıa de dos pasos: el primero en el
que seleccionar´ıamos un trabajador y el segundo en el que ordenar´ıamos la
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construccio´n del barraco´n.
Podemos utilizar esta te´cnica para construir acciones ma´s complejas, utili-
zando ingenier´ıa del conocimiento y si bien es cierto que se esta´ introduciendo
conocimiento externo en el sistema, es la solucio´n propuesta para facilitar el




Q-Learning[13][14][15][12] es un algoritmo de TD-Learning, off-policy, que
se basa en una representacio´n tabular de valores Q(s,a). Informalmente,
Q(s,a) representa como de bueno es elegir la accio´n a en el estado s. Ma´s
formalmente, Q(s,a) es el refuerzo descontado esperado de realizar la accio´n
a en el estado s. Q-Learning aprende eligiendo acciones y recibiendo recom-
pensas mediante bootstrapping.
8.2. ¿Co´mo funciona?
El objetivo de Q-Learning es maximizar la recompensa esperada eligiendo
la accio´n o´ptima en cada estado. El algoritmo no es complicado. Consiste en
una actualizacio´n de los Q values de forma iterativa.
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Figura 8.1: Pseudoco´digo para Q-Learning.
Inicialmente, la tabla se inicializa con valores arbitrarios. Cada vez que el
agente selecciona una accio´n a de un estado s, va a un estado s’, recibe una
recompensa inmediata r y actualiza su valor Q(s,a) de la siguiente manera:
Q(s, a)← Q(s, a) + α{r + λmaxQ(s′, a′)−Q(s, a)}
α ∈ [0, 1] es el ratio de aprendizaje y λ ∈ [0, 1] es el factor de des-
cuento. El ratio de aprendizaje determina hasta que punto la nueva esti-
macio´n de Q sobrescribira´ la anterior. El factor de descuento pondera la im-
portancia de las recompensas recientes frente a los posteriores: cuanto ma´s
cercano a 1, mayor es el peso de los futuros refuerzos.
Como puede verse en la ecuacio´n, el algoritmo utiliza bootstrapping ya que
mantiene estimadores de como de bueno es un par accio´n-estado basando en
como de bueno cree que es el siguiente estado.
Adema´s utiliza un backup de 1 paso de profundidad y amplitud completa
para estimar Q, tomando en consideracio´n todos los Q values de las posibles
acciones a’ de un nuevo estado s’.
Cap´ıtulo 9
Agentes de Q-Learning
Para todos estos agentes, a no ser que se especifique lo contrario, se asume
un ratio de aprendizaje de 0.01 y un factor de descuento de 0.9 (elevado, para
dar ma´s importancia a las recompensas a largo plazo).
9.1. Move to beacon
9.1.1. Definicio´n de estado
El estado en este escenario es bastante simple, ya que hay muy pocos
elementos a tener en cuenta.
El estado se define por los siguientes elementos:
marine selected: Determina si el marine esta´ seleccionado o no.
marine on beacon: Determina si el marine esta´ sobre la baliza o no.
beacon pos: Las coordenadas de la baliza.
marine coords: Las coordenadas del marine.
69
CAPI´TULO 9. AGENTES DE Q-LEARNING 70
9.1.2. Definicio´n de acciones
En este escenario las acciones pueden limitarse mucho. Las escogidas son
las siguientes.
NO OP: No realizar ninguna accio´n. Esta accio´n tiene sentido cuando
el agente quiere permanecer estacionario, o cuando no hay ninguna otra
accio´n disponible. Estara´ presente en todos los agentes.
SELECT ARMY: Seleccionar todas las unidades del eje´rcito (en
este caso el marine).
SELECT POINT: Selecciona un punto del mapa.
MOVE RAND: Mueve el marine a una posicio´n al azar (si el marine
esta´ seleccionado).
MOVE MIDDLE: Mueve el marine al centro del mapa (si el marine
esta´ seleccionado).
MOVE TO BEACON: Mueve el marine a las coordenadas de la
baliza.
En este caso no tiene sentido una accio´n “ SELECT MARINE”, ya que al
haber uno solo, la accio´n de seleccionar el eje´rcito cumple la misma funcio´n
sin requerir coordenadas.
9.1.3. Entrenamiento y resultados
Tras entrenar el agente, este aprendio´ que la mejor opcio´n era seleccio-
nar el marine cuando este no estaba ya seleccionado, y cuando si lo estaba
moverse hacia la baliza todo el tiempo.
Puntuacio´n media: 26
Puntuacio´n ma´xima: 32
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Si comparamos los resultados con los de DeepMind vemos que esta´ a la
altura de los 3 mejores agentes, as´ı como de un Gran Maestro. Esto cumple
con las expectativas, ya que es un escenario muy meca´nico y bastante simple.
9.2. Collect mineral shards
9.2.1. Definicio´n de estado
De nuevo nos encontramos con un escenario bastante sencillo en cuanto a
estado. La dificultad se encuentra en la multiplicidad: en lugar de una unidad
controlable tenemos dos, y en lugar de un objetivo al que ir, hay decenas.
El estado se define por los siguientes elementos:
marine selected: Determina si alguno de los marines esta´ selecciona-
do.
army selected: Determina si ambos marines esta´n seleccionados. Los
resultados de las acciones de movimiento variara´n en funcio´n de si hay
una u´nica unidad seleccionada o las dos (o ninguna). Por ello es impor-
tante tenerlo en cuenta en el estado.
En este caso no se guardara´n las coordenadas de los minerales por va-
rios motivos. Tras haber llevado a cabo el entrenamiento del primer agente,
resulto´ aparente que las coordenadas no ten´ıan impacto. Esto tiene sentido,
ya que el objetivo del agente, independientemente de las coordenadas del
objetivo, es siempre el mismo: moverse hacia e´l.
Adema´s, almacenar las coordenadas como parte del estado genera un
nu´mero muy elevados de estados distintos que en realidad son, a todos los
efectos, el mismo.
Se realizaron pruebas con otra definicio´n del estado que inclu´ıa:
last action: La u´ltima accio´n que ha realizado el agente.
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La idea era ver si teniendo en cuenta la u´ltima accio´n que hab´ıa realizado,
el agente era capaz de aprender patrones. Sin embargo los resultados fueron
ide´nticos.
9.2.2. Definicio´n de acciones
En este escenario definimos un espacio de acciones mayor. Las escogidas
son las siguientes.
NO OP: No realizar ninguna accio´n. Esta accio´n tiene sentido cuando
el agente quiere permanecer estacionario, o cuando no hay ninguna otra
accio´n disponible. Estara´ presente en todos los agentes.
SELECT ARMY: Seleccionar todas las unidades del eje´rcito.
SELECT POINT: Selecciona un punto del mapa.
SELECT MARINE: Selecciona un marine.
MOVE RAND: Mueve el marine a una posicio´n al azar (si el marine
esta´ seleccionado).
MOVE MIDDLE: Mueve el marine al centro del mapa (si el marine
esta´ seleccionado).
MOVE TO RANDOM MINERAL: Mueve las unidades seleccio-
nadas a un mineral aleatorio.
MOVE TO CLOSEST MINERAL: Mueve las unidades seleccio-
nadas al mineral ma´s cercano.
Adema´s, se incluyen acciones sema´nticas de dos o ma´s pasos:
MARINE TO CLOSEST MINERAL: Mueve un marine a su mi-
neral ma´s cercano. Consta de dos pasos, seleccionar el marine y moverlo.
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MARINE TO RANDOM MINERAL: Mueve un marine a un
mineral aleatorio. Consta de dos pasos, seleccionar el marine y mo-
verlo.
ARMY TO CLOSEST MINERAL: Mueve a ambos marines a
sus minerales ma´s cercano. Consta de cuatro pasos, seleccionar cada
uno de los marines y moverlos.
ARMY TO CLOSEST MINERAL: Mueve a ambos marines a un
mineral aleatorio. Consta de cuatro pasos, seleccionar cada uno de los
marines y moverlos.
Las acciones no sema´nticas pueden parecer de´biles a primera vista fren-
te a las sema´nticas. Esto no tiene porque ser as´ı. Las acciones sema´nticas
son extras que sirven para guiar al agente a partir de patrones conocidos
basados en el conocimiento del juego. Sin embargo, la IA podr´ıa desarro-
llar sus propios patrones: podr´ıa hacer su propio sistema de seleccio´n con
SELECT POINT, podr´ıa descubrir que es ma´s o´ptimo mover a ambos
marines al punto central del mapa y distribuirlos desde ah´ı, o tal vez mover-
los a puntos aleatorios favorecera´ la recoleccio´n, debido a la alta densidad de
minerales en el mapa.
El objetivo es limitar las acciones a aquellas que sean lo´gicas para facilitar
el entrenamiento, pero dejando margen para que los agentes encuentren sus
propias estrategias (si es que las hay ma´s o´ptimas).
9.2.3. Entrenamiento y resultados
El agente aprendio´ aprendio´ a recolectar los minerales de manera eficiente,
controlando las unidades por separado.
Puntuacio´n media: 92
Puntuacio´n ma´xima: 107
Aunque se queda por debajo de las puntuaciones de un jugador de nivel
alto como el de DeepMind, y ma´s au´n de un GrandMaster, el agente aprende
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a resolver el escenario satisfactoriamente, con un puntuacio´n ligeramente
inferior a la de los dos mejores agentes de DeepMind.
Probablemente la diferencia entre un jugador y el agente es la posibilidad
de planear el futuro. Seguramente un jugador humano, al ver la distribucio´n
de los minerales, determinar´ıa un camino o´ptimo o casi para cada uno de los
marines que minimizase el tiempo de recoleccio´n. Sin embargo, el agente no
ha sido capaz.
Cabe destacar que aunque a priori las acciones sema´nticas de 4 pasos
parec´ıan ma´s o´ptimas, el agente acabo´ aplicando con ma´s frecuencia las de
dos pasos. Tras un ana´lisis, esto es debido a que las acciones de 4 pasos, que
aplicaban pol´ıtica Round Robin para seleccionar los marines (seleccionar
marine 1, moverlo, seleccionar marine 2, moverlo, repetir), causaban que
durante breves instantes los marines permaneciesen esta´ticos. La causa es
que si al mover a uno de los dos marines, este alcanzaba un objetivo, durante
los dos siguientes pasos (actuacio´n del otro marine) no se mov´ıa al siguiente
objetivo.
De hecho, se realizo´ una prueba eliminando las acciones sema´nticas de
dos pasos (de manera que el agente utilizo´ con ma´s frecuencia las de 4) y el
agente solo consiguio´ puntuaciones de:
Puntuacio´n media: 79
Puntuacio´n ma´xima: 95
As´ı, el agente detecto´ este´ problema y pudo adaptarse al mismo.
9.3. Defeat roaches
9.3.1. Definicio´n de estado
Nos encontramos en el primer escenario centrado en el combate. Segu´n
la dificultad va subiendo, los estados y acciones incrementan su complejidad.
Au´n as´ı, la complejidad de esta definicio´n de estado no es muy elevada.
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El estado se define por los siguientes elementos:
army selected: Determina si el eje´rcito esta´ seleccionado.
more allies: Determina si hay ma´s unidades aliadas que enemigas.
unit in danger: Determina si hay alguna unidad en peligro.
unit in danger selected: Determina si hay alguna unidad en peligro
seleccionada.
last action: La u´ltima accio´n realizada por el agente.
De nuevo, la clave es evitar para´metros continuos y usar otros boolea-
nos que representen los aspectos ma´s importantes. Por ejemplo, la salud de
las unidades como parte del estado generar´ıa un nu´mero prohibitivo de los
mismos, as´ı que mientras sea posible, se evitara´ este tipo de para´metros.
El para´metro more allies podr´ıa servir para que el agente tome estrate-
gias ma´s conservadores cuando este´ en inferioridad de condiciones, evitando
que su puntuacio´n disminuya al perder marines.
Los para´metros referentes a las unidades en peligro esta´n pensados para
dar la posibilidad al agente de modificar su juego cuando haya unidades con
poca salud cerca de los enemigos.
Sin embargo la definicio´n de “en peligro” es un tanto ambigua. ¿Esta´ una
unidad en peligro cuando su salud se encuentra por debajo del 50 %? ¿O del
25 %? ¿Y si esta´ muy cerca de las unidades enemigas?
Se experimentara´ con distintas opciones definiciones de “en peligro”.
9.3.2. Definicio´n de acciones
Las escogidas son las siguientes.
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NO OP: No realizar ninguna accio´n. Esta accio´n tiene sentido cuando
el agente quiere permanecer estacionario, o cuando no hay ninguna otra
accio´n disponible. Estara´ presente en todos los agentes.
SELECT ARMY: Seleccionar todas las unidades del eje´rcito.
SELECT POINT: Selecciona un punto del mapa.
SELECT MARINE: Selecciona un marine.
MOVE RAND: Mueve el marine a una posicio´n al azar (si el marine
esta´ seleccionado).
MOVE MIDDLE: Mueve el marine al centro del mapa (si el marine
esta´ seleccionado).
MOVE TO RANDOM TARGET: Mueve las unidades seleccio-
nadas a un objetivo aleatorio.
MOVE TO CLOSEST TARGET: Mueve las unidades selecciona-
das al objetivo ma´s cercano.
ATTACK RANDOM TARGET: Ataca a un enemigo aleatorio.
ATTACK CLOSEST TARGET: Ataca al enemigo ma´s cercano.
ATTACK LOWEST HP: Ataca al enemigo con menos salud.
KITE ARMY: Mueve el eje´rcito una pequen˜a distancia en direccio´n
opuesta al grueso de las fuerzas enemigas.
KITE UNIT: Mueve una unidad una pequen˜a distancia en direccio´n
opuesta al grueso de las fuerzas enemigas.
KITE LOWEST HP: Mueve la unidad aliada con menos salud una
pequen˜a distancia en direccio´n opuesta al grueso de las fuerzas enemi-
gas.
SELECT DANGER UNIT: Selecciona una unidad en peligro.
Adema´s de las acciones de seleccio´n y movimiento, se an˜aden distintas
acciones de ataque. Adema´s, las u´ltimas 4 acciones proporcionan al agente
opciones para retirar unidades del combate, si es que considera que es la
mejor opcio´n.
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9.3.3. Entrenamiento y resultados
El agente aprende una estrategia de combate efectiva, consiguiendo supe-
rar por bastante los resultados del jugador medio. Sin embargo, no es capaz




El agente, a la altura de los de DeepMind, desarrolla una estrategia casi
o´ptima basa´ndose en concentrar el fuego en la misma unidad enemiga, en
lugar de repartirlo entre todas. Aunque el dan˜o por segundo global sea el
mismo, concentrar el fuego sirve para eliminar antes a cada unidad, de manera
que se reduce el dan˜o total recibido, ya que hay menos enemigos atacando.
Sin embargo, no ha sido capaz de igualarse a la estrategia de un Gran
Maestro. Esto es seguramente debido a que el agente no aprende a retirar las
unidades cuando esta´n a punto de morir.
9.4. Defeat zerglings and banelings
9.4.1. Definicio´n de estado
El segundo escenario de combate es mucho ma´s dif´ıcil y por tanto ese
necesitara una definicio´n de estado ma´s compleja para ofrecer la posibilidad
al agente de refinar su estrategia.
El estado se define por los siguientes elementos:
army selected: Determina si el eje´rcito esta´ seleccionado.
more allies: Determina si hay ma´s unidades aliadas que enemigas.
unit in danger: Determina si hay alguna unidad en peligro.
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unit in danger selected: Determina si hay alguna unidad en peligro
seleccionada.
last action: La u´ltima accio´n realizada por el agente.
enemies in sight: Determina si hay enemigos a la vista.
zerglings in sight: Determina si hay zerglings a la vista. En caso
contrario, significa que todos los zerglings han sido eliminados.
baneling in sight: Determina si hay banelings a la vista. En caso
contrario, signifca que todos los banelings han sido eliminados.
Las u´ltimas tres acciones se an˜aden con el propo´sito de que el agente sea
capaz de aprender distintas ta´cticas en funcio´n de los enemigos que tenga
enfrente. Por ejemplo, tendr´ıa sentido que fuese ma´s conservador cuando hay
banelings en juego, pero que fuese ma´s ofensivo cuando estos ya han sido
eliminados.
Se experimento´ con un para´metro extra ALREADY SPLIT, que in-
dicaba si el eje´rcito ya hab´ıa sido separado, para ver si el agente modificaba
su juego, pero los resultados fueron los mismos.
9.4.2. Definicio´n de acciones
Las escogidas son las siguientes.
NO OP: No realizar ninguna accio´n. Esta accio´n tiene sentido cuando
el agente quiere permanecer estacionario, o cuando no hay ninguna otra
accio´n disponible. Estara´ presente en todos los agentes.
SELECT ARMY: Seleccionar todas las unidades del eje´rcito.
SELECT MARINE: Selecciona un marine.
MOVE RAND: Mueve el marine a una posicio´n al azar (si el marine
esta´ seleccionado).
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MOVE MIDDLE: Mueve el marine al centro del mapa (si el marine
esta´ seleccionado).
MOVE TO RANDOM TARGET: Mueve las unidades seleccio-
nadas a un objetivo aleatorio.
MOVE TO CLOSEST TARGET: Mueve las unidades selecciona-
das al objetivo ma´s cercano.
ATTACK RANDOM TARGET: Ataca a un enemigo aleatorio.
ATTACK CLOSEST TARGET: Ataca al enemigo ma´s cercano.
ATTACK LOWEST HP: Ataca al enemigo con menos salud.
ATTACK CLOSEST BANELING: Ataca al baneling ma´s cer-
cano.
ATTACK CLOSEST ZERGLING: Ataca al zergling ma´s cercano.
ATTACK LOWEST HP BANELING: Ataca al baneling con me-
nos salud.
ATTACK LOWEST HP ZERGLING: Ataca al zergling con me-
nos salud.
SPLIT ARMY: Separa las unidades.
KITE ARMY: Mueve el eje´rcito una pequen˜a distancia en direccio´n
opuesta al grueso de las fuerzas enemigas.
KITE UNIT: Mueve una unidad una pequen˜a distancia en direccio´n
opuesta al grueso de las fuerzas enemigas.
KITE LOWEST HP: Mueve la unidad aliada con menos salud una
pequen˜a distancia en direccio´n opuesta al grueso de las fuerzas enemi-
gas.
SELECT DANGER UNIT: Selecciona una unidad en peligro.
Se le han proporcionado al agente acciones extras de ataque para los
distintos tipos de unidades enemigas, adema´s de una accio´n para dispersar
sus unidades.
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9.4.3. Entrenamiento y resultados
El agente se queda muy lejos de los resultados de un jugador humano
(aunque iguala a los agentes de DeepMind). La estrategia que desarrolla se
base en separar continuamente sus unidades. Separarlas es muy u´til, ya que
evita el dan˜o de a´rea de los banelings. Sin embargo, una vez esta´n separadas,
hacer stutter-step, huir con las unidades heridas, o concentrar fuego en los
banelings lograr´ıan mejores resultados.
Puntuacio´n media: 83
Puntuacio´n ma´xima: 196
Este es un escenario dif´ıcil de aprender, que requiere tener muchos factores
en cuenta. Sin embargo, una representacio´n ma´s compleja del estado no tiene
porque garantizar resultados (como pone de manifiesto DeepMind).
Si comparamos los resultados con los benchmarks actuales son decentes,
pero si los comparamos con el nivel humano, este agente puede considerarse
el primer fracaso.
Destacar que la media es equiparable a la de DeepMind, con ma´ximos
muy inferiores, lo que sugiere que el agente consigue resultados algo ma´s
elevados en general.
9.5. Collect minerals and gas
9.5.1. Definicio´n de estado
Siendo este uno de los dos escenarios de gestio´n, el agente requerira´ in-
formacio´n ma´s detallada sobre aspectos que no se hab´ıan tenido en cuenta
antes.
El estado se define por los siguientes elementos:
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supply block risk: Determina si al agente le queda poco para que-
darse bloqueado de suministros (impide construir ma´s unidades).
supply block: Determina si el agente se encuentra en bloqueo de su-
ministros.
orbital command: Determina la existencia de algu´n Comando Orbi-
tal.
depot built: Determina la existencia de algu´n depo´sito de suministros.
barracks built: Determina la existencia de algu´n barraco´n.
refineries: Determina el nu´mero de refiner´ıas construidas. Se trata de
una variable teo´ricamente continua, pero que no incrementa exagera-
damente el nu´mero de estados ya que por limitacio´n del mapa, como
ma´ximo puede haber 4..
CC selected: Determina si el Centro de Mando esta´ seleccionado.
idle workers: Determina si hay trabajadores inactivos.
Esta informacio´n deber´ıa ser suficiente para el agente. Los para´metros
depot built y barracks built, a priori no muy relevantes, se incluyen por
un motivo espec´ıfico. Existe una unidad llamada Mula con la velocidad de
recoleccio´n de 6 trabajadores. Esta se invoca desde el Comando Orbital, que
para hacerse requiere un Barraco´n, que a su vez requiere un Depo´sito de
Suministros.
As´ı, se le proporciona al agente una manera de llegar a esa estrategia.
9.5.2. Definicio´n de acciones
Las escogidas son las siguientes.
NO OP: No realizar ninguna accio´n. Esta accio´n tiene sentido cuando
el agente quiere permanecer estacionario, o cuando no hay ninguna otra
accio´n disponible. Estara´ presente en todos los agentes.
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SELECT CC: Selecciona el Centro de Mando.
SELECT SCV: Selecciona un trabajador.
SELECT IDLE WORKER: Selecciona un trabajador inactivo.
SELECT IDLE WORKERS: Selecciona todos los trabajadores inac-
tivos.
IDLE WORKER TO MINERAL: Manda a un trabajador inac-
tivo a una veta de mineral.
IDLE WORKERS TO MINERAL: Manda a los trabajadores inac-
tivos a una veta de mineral.
RALLY WORKERS MINERAL: Coloca el punto de reunio´n del
Centro de Mando (donde van los trabajadores tras ser creados) en una
veta de mineral.
MOVE TO MINERAL: Manda a la unidad o unidades selecciona-
das a una veta de mineral.
MOVE TO VESPENE: Manda a la unidad o unidades selecciona-
das a una refiner´ıa de gas vespeno (si es que existe alguna).
BUILD SUPPLY DEPOT: Construye un depo´sito de suministros.
BUILD SCV: Construye un trabajador.
BUILD REFINERY: Construye una Refiner´ıa.
BUILD BARRACKS: Construye un Barraco´n.
BUILD CC: Construye un Centro de Mando.
MORPH ORBITAL: Convierte un Centro de Mando en un Coman-
do Orbital.
CALL MULE: Invoca una Mula.
Con este conjunto de acciones y estados, el agente tiene las herramientas
necesarias para aprender el escenario.
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9.5.3. Entrenamiento y resultados
A pesar de varios intentos y algunas modificaciones (como aumentar el
factor de descuento a 0.99 para dar au´n ma´s peso a las recompensas futuras),
el agente no es capaz de aprender el escenario en absoluto. El mejor resultado
obtenido es que el agente deduzca que es positivo enviar a los trabajadores al
mineral (que lo es), y empiece a moverlos todo el rato de un mineral a otro
sin dejarles recolectar nada.
Puntuacio´n media: El agente fracasa.
Puntuacio´n ma´xima: El agente fracasa.
Hay diversas causas posibles para este fracaso:
1. El espacio de estados y acciones es demasiado grande para una repre-
sentacio´n tabular.
2. El algoritmo no es lo bastante potente.
3. La asociacio´n de recompensas con acciones es demasiado dif´ıcil, y se
producen demasiados falsos positivos (se explicara´ en la seccio´n 12.3
del cap´ıtulo 12).
4. El problema es sencillamente demasiado complejo.
9.6. Build Marines
9.6.1. Definicio´n de estado
El segundo escenario de gestio´n es au´n ma´s complejo que el primero, ya
que es pra´cticamente una extensio´n del mismo.
El estado se define por los mismos que el agente anterior excepto por:
CAPI´TULO 9. AGENTES DE Q-LEARNING 84
Se elimina el para´metro refineries, ya que no hay ge´iseres de vespeno
en este mapa.
Si el agente anterior no fue capaz de aprender, las expectativas para este
son muy bajas. Sin embargo, la definicio´n no parece la principal causa. Au´n
as´ı, simplificarlo con la ausencia de refiner´ıas puede que facilite el aprendizaje.
9.6.2. Definicio´n de acciones
Las escogidas son las mismas que en el agente anterior, salvo por:
Se eliminan las acciones MOVE TO VESPENE y BUILD REFINERY,
ya que no hay gas vespeno en este mapa.
Se elimina la accio´n BUILD CC, ya que no hay una segunda l´ınea
de minerales en este mapa.
Se an˜ade la accio´n BUILD MARINE, que permite construir un ma-
rine.
9.6.3. Entrenamiento y resultados
El agente, al igual que el anterior, falla a la hora de desarrollar una
estrategia para cumplir con su objetivo. Las posibles causas de este fracaso
son las mismas que en escenario anterior.
Puntuacio´n media: El agente fracasa.
Puntuacio´n ma´xima: El agente fracasa.
Lo u´nico bueno a extraer de esto es que los resultados de DeepMind tam-
bie´n son nulos. Sus agentes no son capaces de aprender este u´ltimo escenario,
lo que resalta au´n ma´s la dificultad del mismo.
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9.7. Conclusiones
Los agentes de Q-Learning han hecho en los cuatro primeros escenarios,
igualando a los de DeepMind y superando el nivel humano en algunos casos.
Figura 9.1: Tabla de resultados incluyendo Q-Learning
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La reduccio´n del espacio de acciones y estados ha equilibrado la balanza
y compensado la falta de recursos computacionales.
Lamentablemente, los agentes ni se han acercado a dominar los escenarios
de gestio´n. Es dif´ıcil explicar el motivo exacto en este punto, as´ı que se
hara´n pruebas con otros dos algoritmos, SARSA y DQN. Para estos agentes,





SARSA[16][17][15] es un algoritmo de TD-Learning, muy similar a Q-
Learning. La diferencia principal, es que SARSA es on-policy, en lugar de
off-policy. SARSA tiene en cuenta la pol´ıtica que el agente esta siguiendo
para realizar sus estimaciones, mientras que Q-Learning asume que se sigue
una pol´ıtica o´ptima.
10.2. ¿Co´mo funciona?
El nombre SARSA no es ma´s que las siglas correspondientes a State-
Action-Reward-State-Action (Estado-Accio´n-Recompensa-Estado-Accio´n), que
describen muy bien el comportamiento de SARSA.
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Figura 10.1: Pseudoco´digo de SARSA
De hecho la u´nica diferencia con Q-Learning es que donde Q-Learning
escoge la mejor accio´n de un estado s’, SARSA elige una accio´n a’ siguiendo
la pol´ıtica que este´ utilizando el agente.
Destacar que aunque lo ma´s comu´n es utilizar solo un paso, pueden usarse
ma´s. Sin embargo, esto implica guardar la tabla de probabilidad de todas las
secuencias lo que aumenta exponencialmente el espacio necesario. Incluso si se




11.1. Move to beacon
11.1.1. Definicio´n del estado
El estado se define a partir de las coordenadas de la baliza y las de el mari-
ne, as´ı como de si este esta´ seleccionado o no. No se han hecho modificaciones
respecto a Q-Learning.
11.1.2. Definicio´n de las acciones
Se incluyen acciones distintas de movimiento, as´ı como la opcio´n de
NO OP. No se han hecho modificaciones respecto a Q-Learning.
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Los resultados del primer escenario son ide´nticos con SARSA a Q-Learning.
Esto era de esperar, debido tanto al hecho de que el escenario es simple, co-
mo al hecho de que Q-Learning ya hab´ıa obtenido resultados o´ptimos en este
escenario, as´ı que SARSA como mucho habr´ıa empeorado.
11.2. Collect Mineral Shards
11.2.1. Definicio´n del estado
Se define el estado a partir de si el eje´rcito o algu´n marine esta´ seleccio-
nado, y se realizaron pruebas an˜adiendo la u´ltima accio´n. No se han hecho
modificaciones respecto a Q-Learning.
11.2.2. Definicio´n de las acciones
Se definen diversas acciones de seleccio´n y movimiento, as´ı como acciones
sema´nticas de dos o cuatro pasos con comportamientos algo ma´s complejos.
No se han hecho modificaciones respecto a Q-Learning.
11.2.3. Entrenamiento y resultados
En este caso, SARSA no mejora los resultados previos. De nuevo, esto es
de esperar, ya que para los primeros escenarios, Q-Learning ya ha consegui-
do resultados muy buenos. La incertidumbre yace ma´s en los escenarios de
gestio´n.
SARSA consigue ma´ximos ma´s altos, pero esto se debe al factor aleatorio
de la distribucio´n de minerales en el mapa, y no a una mejor estrategia.
Puntuacio´n media: 93
Puntuacio´n ma´xima: 117
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Cabe destacar que la misma prueba que se hizo con Q-Learning se llevo´
a cabo con SARSA, eliminando las acciones sema´nticas de dos pasos pero
dejando las de cuatro. En este caso, SARSA si se diferencio´ de Q-Learning,
obteniendo puntuaciones significativamente mejores de:
Puntuacio´n media: 64
Puntuacio´n ma´xima: 79
Esto puede deberse al hecho de que SARSA es ma´s conservador y evita
ma´s riesgos que Q-Learning, ya que SARSA intenta converger teniendo en
cuenta las posibles penalizaciones de los movimientos de exploracio´n, como
se puede ver en detalle en el problema del Cliff Walking[12].
Figura 11.1: En el problema de Cliff Walking, Q-Learning aprende una es-
trategia a distinta a SARSA. La de Q-Learning es ma´s o´ptima en cuanto
a distancia, pero tambie´n ma´s arriesgada. SARSA en cambio opta por una
estrategia ma´s segura. (Imagen extra´ıda de stackexchange.com)
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Por tanto, es lo´gico que los resultados sean similares o ligeramente a favor
de Q-Learning.
11.3. Defeat Roaches
11.3.1. Definicio´n del estado
El estado se define respecto a si el eje´rcito esta´ seleccionado o no, la
u´ltima accio´n, las unidades en peligro y el nu´mero de aliados respecto al de
enemigos. No se han hecho modificaciones respecto a Q-Learning.
11.3.2. Definicio´n de las acciones
Se definen distintas acciones de movimiento, seleccio´n y combate. No se
han hecho modificaciones respecto a Q-Learning.
11.3.3. Entrenamiento y resultados
SARSA aprende la misma pol´ıtica que Q-Learning, con resultados pra´cti-
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11.4. Defeat Zerglings and Banelings
11.4.1. Definicio´n del estado
El estado se define respecto a si el eje´rcito esta´ seleccionado o no, la u´ltima
accio´n, las unidades en peligro, el nu´mero de aliados respecto al de enemigos,
los tipos de unidades enemigas y si el eje´rcito esta´ separado o no. No se han
hecho modificaciones respecto a Q-Learning.
11.4.2. Definicio´n de las acciones
Se definen distintas acciones de movimiento, seleccio´n y combate. No se
han hecho modificaciones respecto a Q-Learning.
11.4.3. Entrenamiento y resultados
De nuevo los resultados han sido parecidos a los de Q-Learning. A priori
SARSA podr´ıa haber aprendido una estrategia ma´s conservadora, que le
otorgase menos puntos pero recibiese menos penalizacio´n por perder marines.
Sin embargo, al final ha desarrollado una estrategia como la de Q-Learning.
Puntuacio´n media: 82
Puntuacio´n ma´xima: 192
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11.5. Collect Minerals and Gas y Build Ma-
rines
11.5.1. Definicio´n del estado
Se ha definido el estado basa´ndose en los edificios contruidos, en los l´ımites
de poblacio´n y en el estado de los trabajadores. No se han hecho modifica-
ciones respecto a Q-Learning.
11.5.2. Definicio´n de las acciones
Se han definido acciones de seleccio´n y movimiento de trabajadores y
construccio´n y mejora de edificios. No se han hecho modificaciones respecto
a Q-Learning.
11.5.3. Entrenamiento y resultados
Puntuacio´n media: El agente fracasa.
Puntuacio´n ma´xima: El agente fracasa.
Tal y como era de esperar, los resultados de SARSA es estos dos escenarios
son igual de pobres que con Q-Learning. Los agentes no logran aprender
ninguna estrategia viable que logre resolver el problema.
11.6. Conclusiones
Las diferencias entre Q-Learning y SARSA son mı´nimas. Lo ma´s desta-
cable es la diferencia de puntuaciones en la prueba adicional del escenario
Collect Mineral Shards, debido al cara´cter ma´s conservador de SARSA.
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Si bien es cierto que para la complejidad de Starcraft 2, un solo paso en
SARSA tal vez no sea suficiente, no se cree que esta sea la ra´ız del proble-
ma, ni el camino para solucionarlo. Primero, porque habr´ıa que utilizar un
nu´mero elevado de pasos (ni uno ni dos), lo que incrementar´ıa el coste espa-
cial exageradamente. Y segundo, porque la hipo´tesis en este punto es que las
causas principales del fracaso son dos, que esta´n relacionadas:
La naturaleza tabular hace no solo que sea dif´ıcil predecir para estados
que se dan con menos frecuencia, sino que tambie´n hace ma´s dif´ıcil que
los efectos de una accio´n se propaguen.
Existe un gran nu´mero de falsos positivos o falsas asociaciones, que
relacionan recompensas con acciones totalmente ajenas a las causantes.
Se implentara´ a continuacio´n una Deep Q-Network para intentar mitigar
estos problemas y no para tanto mejorar los resultados de los 4 primeros
escenarios, sino para aprender a jugar a los dos u´ltimos.
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Figura 11.2: Resultados de los agentes incluyendo SARSA.
Cap´ıtulo 12
Deep Q-Network
12.1. Sobre redes neuronales
Las redes neuronales[18][19][20] son utilizadas generalmente para tareas
de machine-learning. Modeladas con inspiracio´n en el funcionamiento del
cerebro humano, una red neuronal consiste de una serie de nodos conectados
entre si, llamados neuronas.
Figura 12.1: Ejemplo de red neuronal.Imagen extra´ıda de towardsdatascien-
ce.com
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Estas neuronas esta´n distribuidas en una serie de capas, la capa de entrada
o input, la capa de salida o output y una serie de capas ocultas o hidden
layers situadas entre las dos.
Un nodo puede estar conectado a un nodo de la siguiente o anterior capa,
a varios o a todos. En general la informacio´n va hacia delante, de izquierda a
derecha, en un proceso conocido como feed-forward. Para el aprendizaje, se
hace al reve´s en un proceso conocido como back-propagation, en el que se
averigua como afectan los pesos de las conexiones al error, y se intenta ajustar
esos pesos. Tambie´n se conoce como backward propagation of errors, ya
que se calcula el error de la capa de output y se distribuye de vuelta por las
capas de la red, con el objetivo de ajustar el peso de las neuronas a partir de
calcular el gradiente de la funcio´n de error (que calcula la diferencia entre el
output de la red y el output esperado.
A cada una de las conexiones entrantes, un nodo le asigna un peso. Cuan-
do la red esta´ activa, el nodo recibe un dato (nu´mero) de cada conexio´n y
le aplica una funcio´n que determina si esa neurona se activa (y sigue pro-
pagando) o no. Estas funciones se conocen como funciones de activacio´n.
Algunas de las principales son:
Step: Si el valor esta´ por encima de un l´ımite, la neurona se activa,
sino no. Esto produce activacio´n binaria, es decir, la neurona se activa
o no se activa pero no puede estar parcialmente activada.
Lineal: Se trata de una funcio´n lineal sobre el valor recibido, que pro-
porciona un rango de activaciones. Tiene algunos problemas como que
el gradiente es constante y por tanto los cambios realizados por back-
propagation no dependera´n de lo que los cambios en la informacio´n
recibida por la neurona.
Adema´s, si todas las capas tuviesen activacio´n lineal, ser´ıa lo mismo
que tener una u´nica capa con activacio´n lineal.
Sigmoide: Es la funcio´n correspondiente a:
A = 1/(1 + e−x)
Esta funcio´n no es lineal y sus combinaciones tampoco, lo que elimina
el problema de la acumulacio´n de capas con activacio´n lineal. Tambie´n
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proporciona una activacio´n no binaria, y los valores esta´n en el rango
(0,1).
Figura 12.2: Funcio´n sigmoide.
El problema principal de la sigmoide es que hacia los extremos, los va-
lores de Y cambian muy poco respecto a los cambios de X, dando lugar
a un problema conocido como los “vanishing gradients”, caracteriza-
do porque cuando las activaciones alcanzan esa zona, la red no puedo
aprender o lo hace extremadamente lento.
ReLu: Se corresponde a:
A(x) = max(0, x)
ReLu no es lineal y sus combinaciones tampoco. Adema´s es una buena
funcio´n de aproximacio´n, ya que cualquier funcio´n puede ser aproxima-
da mediante combinaciones de ReLu. Adema´s la naturaleza de ReLu
hace que las neuronas no se activen para valores negativos de x, dan-
do lugar a una red ma´s ligera. Computacionalmente, tambie´n es ma´s
barata que la sigmoide debido a que realiza menos operaciones.
El problema principal de ReLu es que en la zona de las X negativas, el
gradiente sera´ 0 y eso puede dar lugar a que toda una zona de la red
se vuelve pasiva.[21]
CAPI´TULO 12. DEEP Q-NETWORK 100
12.2. Deep Q-Network
El aprendizaje por refuerzo utiliza normalmente representaciones tabu-
lares para almacenar conocimiento. Representarlo de esta manera consume
ra´pidamente los recursos computacionales, ya que el taman˜o de las tablas
aumenta exponencialmente respecto al espacio de acciones y estados. Una
manera de solventar este problema es utilizar una red neuronal como aproxi-
mador, reemplazando a la tabla. Esto facilita la aplicacio´n de los algoritmos
a espacios de estados y acciones mayores.
Adema´s, la red facilita la propagacio´n de las estimaciones, ya que cada
cambio en un punto espec´ıfico afecta tambie´n a sus vecinos.
En 2015, DeepMind desarrollo´ un nuevo agente de aprendizaje por refuer-
zo llamado Deep Q-Network (DQN)[22][23], que entrenaba una ANN (red
neuronal artificial) mediante Q-Learning, y era capaz de alcanzar o superar
el nivel humano en 29 de 46 juegos de arcade de Atari.
Toda la informacio´n principal ya esta´ en el paper de DeepMind, pero para
dar una idea general, se resumen los tres puntos principales:
Red Neuronal Totalmente Conectadas: Una red con varias ca-
pas totalmente conectadas puede interpretar ma´s informacio´n. Sin em-
bargo, tambie´n puede sobreajustar dando lugar a resultados nefastos.
Habra´ que hacer distintas pruebas para encontrar unos para´metros efi-
caces. DeepMind utiliza capas convolucionales debido a que trabaja con
los p´ıxeles de la pantalla. Aqu´ı en cambio se usara´n capas totalmente
conectadas
Experience Replay: En lugar de entrenar la red directamente con
los movimientos que el agente realiza, estas experiencias se guardan en
un buffer de taman˜o limitado, en tuplas (Estado, Accio´n, Recompensa,
Estado Siguiente). Cada cierto tiempo, se extraen ejemplos aleatorios
de este buffer y se entrena con ellos a la red. Algunas ventajas del
Experience Replay son un uso ma´s eficiente de la experiencia previa,
una de-correlacio´n en el aprendizaje y evitar que la red “olvide”previas
experiencias al tener en cuenta las nuevas.
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Red de objetivo separada: Los de DeepMind introdujeron el con-
cepto de una red separada que se usaba para generar los Q-values con
los que se computa la pe´rdida para cada accio´n en el entrenamiento. En
teor´ıa, con la segunda red y sus valores fijos, que se actualizan con po-
ca frecuencia, se consigue mayor estabilidad. Inicialmente, se pretend´ıa
lanzar entrenamientos sin esta segunda red y luego con ella, para com-
probar su eficacia. Sin embargo, por falta de tiempo, esto u´ltimo se
deja como trabajo futuro.
12.3. Los falsos positivos y la asociacio´n de
acciones con recompensas
A lo largo de la descripcio´n de escenarios se ha hablado de problemas de
falsos positivos y asociacio´n erro´nea de acciones a recompensas.
Es hora de explicar exactamente cual es este problema. Antes de nada de-
cir que es un problema que se fue detectando segu´n avanzaban los escenarios
y se llegaba a los ma´s complejos.
El problema consiste en que el sistema asocia una recompensa con una
accio´n que no tiene nada que ver con ella, y desde luego no es la causante de
esa recompensa. Se ilustrara´ con un ejemplo real que se ha observado en el
escenario “Collect Minerals and Gas”.
Como breve recordatorio, el objetivo de este escenario era recolectar re-
cursos. Situe´monos al principio del escenario, cuando los trabajadores esta´n
inactivos. Supongamos que el agente toma la accio´n de enviar a los trabaja-
dores al mineral. Esta es una buena accio´n, la mejor de hecho, que le otorgara´
recompensas al obtener recursos.
Sin embargo, en el momento de hacer la accio´n, el agente no recibira´
ninguna recompensa. Numerosos pasos de juego (muchos) pasara´n hasta que
en cierto momento, los trabajadores vuelvan al Centro de Mando. Imaginemos
que en el paso concreto en el que se obtienen los minerales, el agente se
encuentra en un estado s y realiza la accio´n ”Seleccionar Centro de Mando”.
El agente asociara´ la recompensa con esa accio´n, y empezara´ a seleccionar
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al Centro de Mando continuamente. Esto confunde mucho a los agentes y
dificulta el aprendizaje.
Incluso a pesar de que en las acciones sema´nticas de ma´s de un paso
se ten´ıa en cuenta algo as´ı (no se aprende entre medio de los pasos sino
que el estado s es el inicial y el final s’ es despue´s de que el agente haya
realizado todos los pasos), esto no es suficiente ya que la recompensa aparece
mucho despue´s. Ma´s au´n, las recompensas a las distintas acciones tardan
distintos tiempos en llegar. Y para dificultarlo ma´s au´n, las recompensas a la
misma accio´n desde el mismo estado tardan distintos tiempos en procesarse,
afectadas por factores diversos del juego.
Cap´ıtulo 13
Agentes de Deep Q-Network
El objetivo de las agentes de Deep Q-Network es intentar aprender a jugar
a los dos u´ltimos escenarios. Au´n as´ı, se lanzaron tambie´n en los primeros
cuatro escenarios, pero los resultados son pra´cticamente ide´nticos, y si en
algun caso el agente de DQN era ligeramente superior (consiguio´ una pun-
tuacio´n media de 104 en el escenario DefeatRoaches, lo que lo situar´ıa como
el mejor agente), fue debido a la aleatoriedad del escenario.
13.1. Collect Minerals and Gas
Se entreno´ el agente con el mismo entorno de acciones y estados que los
agentes de SARSA y Q-Learning. Inicialmente, la estructura de la red era de
una capa de input con taman˜o igual a todos los para´metros del estado, dos
capas ocultas de 24 neuronas cada una y una capa final de taman˜o igual al
nu´mero de acciones. Esta red sobreajustaba mucho y no produc´ıa resultados
de ningu´n tipo.
Se hicieron varios intentos. Primero se redujo el nu´mero de neuronas
por capa hasta un mı´nimo de 8 y se fue aumentando de 3 en 3. Adema´s,
se experimento´ con una u´nica capa oculta en el centro. Se modificaron las
funciones de activacio´n y se hicieron experimentos con la funcio´n sigmoide
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para las capas ocultas, e incluso un experimento con todas las capas con
activacio´n lineal.
Tras varios intentos, la red final ten´ıa las mismas capas de input y output,
pero entre medio dos capas ocultas de 14 nodos cada una con activacio´n ReLu
y activacio´n lineal para la u´ltima capa.
Este agente consiguio´ resultados por primera vez, con una media de entre
2100 y 2600 puntos. Esta puntuacio´n segu´ıa siendo inferior a la de un jugador
humano y a la de los agentes de Deepmind.
La estrategia que aprendio´ el agente consist´ıa en enviar a los trabajadores
a una l´ınea de mineral y no hacer nada ma´s. Las fluctuaciones ven´ıan de que
a veces los enviaba a la l´ınea de mineral de la derecha, que esta´ ma´s alejada
del Centro de Mando, lo que hac´ıa menos eficiente la recoleccio´n.
El agente no era capaz de aprender a asociar acciones como construir ma´s
trabajadores con la recompensa. Sin poder solventar este problema, se opto´
por otro enfoque.
Ya que el agente no es capaz de asociar acciones con sus recompensas
correctamente, ¿por que´ no intentar que aprenda que estados son mejores?
Se an˜adio´ un para´metro extra al estado, indicando el nu´mero de traba-
jadores existentes. Este es un para´metro continuo, lo que incrementa mucho
el nu´mero de estados. La idea era que el agente aprendiese que en estados
con ma´s trabajadores, obten´ıa ma´s recompensa (ya que hab´ıa ma´s de ellos
recolectando).
El agente aprendio´ a construir trabajadores a ritmo constante, y adema´s
aprendio´ que el estado supply block no le permit´ıa llegar a los estados con
ma´s trabajadores, as´ı que lo evitaba construyendo depo´sitos de suministros.
Si bien es cierto que el agente hac´ıa muchas acciones sin sentido y que
hab´ıa muchos trabajadores construyendo depo´sitos o barracones de ma´s, el
hecho de que en general hubiese muchos trabajadores hac´ıa que recolectase
muchos ma´s minerales, obteniendo una media de unos 4100 - 4200 puntos, con
un ma´ximo de 5200, coloca´ndose bastante por encima de los de DeepMind,
aunque au´n bastante por debajo de un jugador humano.
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13.2. Build Marines
A pesar de que DQN consiguio´ aprender el escenario anterior, no tuvo
e´xito con este. El agente nunca consiguio´ averiguar el camino ni los requi-
sitos que lo llevaban a construir marines, y tampoco logro´ asociar la accio´n
BUILD MARINE con la recompensa.
Se hicieron distintas pruebas, tanto modificando los para´metros de la
red, e incluso un enfoque parecido al que se uso´ para resolver el escenario
anterior, an˜adiendo a la definicio´n de estado un campo con el nu´mero de
barracones, para ver si relacionaba los estados con ma´s barracones con una
mayor recompensa.




Tras todo el trabajo realizado, podemos concluir que los agentes han teni-
do un e´xito aceptable. Han obtenido resultados similares a los de DeepMind,
e incluso mejores en el quinto escenario, que era de los ma´s complejos. Algo
decepcionante es el fracaso en el u´ltimo escenario, aunque era de esperar.
Los algoritmos probados en este proyecto no son lo suficiente potentes
para resolver el u´ltimo de los escenarios, pero en general, no parece haber una
respuesta clara al problema de la asociacio´n de recompensas y falsos positivos.
Utilizar algo como un SARSA de n pasos tampoco ser´ıa una solucio´n debido
a que cada accio´n dura un nu´mero indeterminado y variable de pasos.
Una alternativa podr´ıa ser tener distintos agentes cada uno centrado en
una tarea au´n ma´s espec´ıfica y luego unirlos. El objetivo ser´ıa que cada gente
se centrase en una recompensa de un tipo espec´ıfico. Au´n as´ı, mi opinio´n es
que el problemas de los falsos positivos ser´ıa presente.
Otra opcio´n planteada, extremadamente costosa en tiempo, consistir´ıa en
aislar las acciones del agente. Realizar una u´nica accio´n, esperar un tiempo
elevado y almacenar la recompensa. Despue´s probar con otra, y almacenar la
recompensa, y as´ı. Ir repitiendo este proceso con distintas acciones y estados
y utilizar alguna funcio´n para ir decrementando el tiempo, de forma que al
final el tiempo entre acciones fuese pequen˜o y se ejecutasen acciones seguidas
que, por su cuenta, hab´ıan resultado efectivas.
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Sin embargo, estas ideas no son ma´s que especulaciones y ser´ıa necesaria
mucha ma´s investigacio´n para llegar a algo concreto.
Concluir diciendo que para tareas ma´s sencillas el aprendizaje por re-
fuerzo es una gran alternativa (como puede comprobarse con el e´xito de
escenarios como Move to beacon o Defeat Roaches), y especialmente cuando
las recompensas se reciben tan pronto como sea posible. Au´n queda sin em-
bargo un largo camino hasta que el aprendizaje por refuerzo consiga dominar
problemas del calibre de Starcraft 2.
14.1. Opinio´n personal
Trabajar en este proyecto ha sido una gran experiencia personal. Starcraft
2 es un videojuego que me dio grandes momentos de diversio´n en mi infan-
cia/adolescencia, y poder terminar los cuatro an˜os de grado con un proyecto
de IA sobre el mismo ha sido muy satisfactorio.
Adema´s, aunque ya estaba interesado en la inteligencia artificial, este
proyecto me ha permitido descubrir un nuevo campo de la misma con el
que no hab´ıa trabajado en el grado, y que me ha encantado. He aprendido
much´ısimo sobre aprendizaje por refuerzo, desde sus caracter´ısticas hasta 3
nuevos algoritmos y variantes de los mismo.
Ma´s au´n, ha sido un gran ejercicio de razonamiento. En cierta manera, lo
describir´ıa como detectivesco, ya que ha involucrado mucha prueba y error,
intentando averiguar que confund´ıa a los agentes y que modificaciones pod´ıa
hacer para mejorar su juego.
En definitiva, estoy muy contento con el resultado, que si bien no ha
logrado puntuaciones estratosfe´ricas (y tampoco era el objetivo), ha conse-
guido igualar o superar los benchmarks establecidos, definir las principales




Como trabajo futuro para este proyecto se proponen diversas opciones:
Experimentar con mejoras de DQN y A3C: Adema´s de an˜adir
la segunda red a DQN, existen mejoras para como por ejemplo Double
DQN, que trata de ajustar la sobreestimacio´n que suele hacer DQN
utilizando la segunda red para obtener los Q-values correspondientes a
la accio´n por la primera red.
Otra variante es Dueling DQN, que descompone el valor Q(s,a) en V(s)
(como de bueno es estar en un estado) y A(a) (como de buena es una
accio´n respecto a las dema´s), combinando estos dos valores en la u´ltima
capa, con el objetivo de que la red obtenga mejores estimaciones de los
valores de un estado sin necesidad de asociarlo a una accio´n. Esto podr´ıa
ser u´til sobretodo en los u´ltimos dos escenarios.
Por u´ltimo, experimentar con el algoritmo de vanguardia de DeepMind,
A3C, para ver hasta donde puede llegar.
Investigar sobre nuevos algoritmos: A pesar de las mejoras men-
cionadas, nuevos algoritmos sera´n necesarios para avanzar en problemas
tan complejos. Se propone como posible trabajo futuro a medio o largo
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