Abstract. This paper is concerned with the large time behavior of solutions to the Lifschitz-Slyozov-Wagner (LSW) system of equations. Point-wise in time upper and lower bounds on the rate of coarsening are obtained for solutions with fairly general initial data. These bounds complement the time averaged upper bounds obtained by Dai and Pego, and the point-wise in time upper and lower bounds obtained by Niethammer and Velasquez for solutions with initial data close to a self-similar solution.
Introduction.
In this paper we shall be concerned with the large time behavior of solutions to the Lifschitz-Slyozov-Wagner (LSW) equations [8, 16] . The LSW equations occur in a variety of contexts [14, 15] as a mean field approximation for the evolution of particle clusters of various volumes. Clusters of volume x > 0 have density c(x, t) ≥ 0 at time t > 0. The density evolves according to a linear law, subject to the linear mass conservation constraint as follows: One wishes then to solve (1.1) for t > 0 and initial condition c(x, 0) = c 0 (x) ≥ 0, x > 0, subject to the constraint (1.2). The parameter L(t) > 0 in (1.1) is determined by the constraint (1.2) and is therefore given by the formula, Evidently then L(t) is a measure of the typical cluster volume at time t and the time evolution of the LSW system is in fact non-linear. Existence and uniqueness of solutions to (1.1), (1.2) with given initial data c 0 (x) satisfying the constraint has been proven in [5] for integrable functions c 0 (·), and in [10] for initial data such that c 0 (x)dx is an arbitrary Borel probability measure with compact support. In [11] the methods of [10] are further developed to prove existence and uniqueness for initial data such that c 0 (x)dx is a Borel probability measure with finite first moment.
The importance of the LSW system lies in the fact that it is one of the simplest systems which is expected to exhibit the phenomenon of coarsening. Specifically, beginning with rather arbitrary initial data satisfying the constraint (1.2), one expects the typical cluster volume to increase linearly in time. This is a consequence of the dilation invariance of the system. That is if the function c(x, t), x, t > 0, is a solution of (1.1), (1.2), then for any parameter λ > 0 so also is the function λ 2 c(λx, λt). Letting Λ(t) be the mean cluster volume at time t, c(x, t)dx, t ≥ 0, one expects Λ(t) ∼ Ct at large t for some constant C > 0. The problem of proving that typical cluster volume increases linearly in time is quite subtle since it is easy to see that the constant C depends on detailed properties of the initial data. In fact if the initial data is a Dirac delta measure then C = 0. Less trivially one can construct a family of self-similar solutions [9] to (1.1), (1.2) depending on a parameter β, which may take any value in the interval 0 < β ≤ 1. In that case Λ(t) ∼ C(β)t at large t, where 0 < C(β) < β.
All self-similar solutions to the LSW system have compact support. For a given β, 0 < β ≤ 1, the self similar solution has the form, (1.5) c(x, t) = 1
. It has recently been shown [12, 13] that every self similar solution is a stationary point of an infinite dimensional dynamical system, and that the stationary point is locally asymptotically stable. It follows from this that if the initial data c 0 (·) for (1.1) is sufficiently close to the self similar solution with parameter β, then Λ(t) ∼ C(β)t at large t where C(β) > 0 is the rate of increase of the average cluster volume of the self-similar solution. The definition of "closeness" to the self similar solution is quite complicated. A key feature of it is that the initial data c 0 (·) should have compact support, and have the same behavior close to the end of its support as the corresponding self similar solution exhibits in (1.6) .
Instead of seeking to establish the exact rate of typical cluster volume increase, one can instead simply look for bounds on the typical cluster volume which are linear in time. An upper bound of this nature, which applies to rather general initial data for (1.1), was proven by Dai and Pego [6] . An important ingredient in their proof is an argument of Kohn and Otto [7] , which has been applied to several systems for which coarsening occurs. The quantity which measures the typical cluster volume is in this case the energy E(t) defined by (1.7) E(t) = ∞ 0 x 2/3 c(x, t)dx .
In view of (1.2) the ratio 1/E(t) 3 is a measure of the typical cluster volume. It is shown in [6] that
where C is a constant depending only on the initial data. Thus the Dai-Pego result gives an upper bound on coarsening in a time averaged sense. In this paper we shall establish bounds on coarsening which are point-wise in time. In particular we show in §4 that (1.9) Λ(T ) ≤ CT, 1/E(T ) 3 ≤ CT, T > 1, where C is a constant depending only on the initial data c 0 (·) for (1.1). Evidently the second inequality of (1.9) implies (1.8). The inequalities (1.9) apply to a wide range of initial data, even data which is slowly decreasing. An example of this is c 0 (x) = K ε /(1 + x) 2+ε , ε > 0, for constant K ε such that (1.2) holds. We also obtain point-wise in time lower bounds on coarsening which are linear in time. These are more difficult to establish than upper bounds because one needs to show that for initial data c 0 (·) in some class, the solution c(·, t) of (1.1), (1.2) cannot collapse to a Dirac delta distribution for some large time. In §4, §5 we show that (1.10) Λ(T ) ≥ CT, T ≥ 1, for some positive constant C depending only on the initial data c 0 (·) for (1.1). The inequality (1.10) applies also for a wide range of initial data, in particular to the functions c 0 (x) = e −x or c 0 (x) = K ε /(1 + x) 2+ε , ε > 0, for constant K ε such that (1.2) is satisfied. The range of initial data for which we are able to prove the lower bound (1.10) is however slightly smaller than the range of initial data for which we can prove the upper bound (1.9). The main difference is that for initial data which decays polynomially at infinity, our proof for the lower bound (Proposition 5.2) requires that there be no oscillation at infinity in the rate of decay. At the end of §2 we give an example (Example 1) of initial data for which we have proved that (1.9) holds but not (1.10).
The study of solutions to (1.1), (1.2) generally proceeds [9] by considering the evolution of the function w(x, t),
rather than the evolution of the function c(x, t). The reason for this is that the method of characteristics shows that the time evolution is given by w(x, t) = w 0 (F (x, t)). The function F (·, t) depends only on the parameter values L(s), 0 ≤ s ≤ t, and w 0 is determined from initial data by
Hence w 0 is a continuous nonnegative decreasing function converging to 0 as x → ∞, and which may in fact have compact support. The condition (1.2) at t = 0 further implies that w 0 is also integrable on (0, ∞).
To obtain an expression for the function F (·, t) one writes the LSW equations (1.1), (1.2) using the function (1.11) as
The formula (1.3) for the parameter L(t) now becomes
Observe from (1.15) that since w(·, t) is nonnegative decreasing the interval [0, L(t)] is strictly contained in the support of the function w(·, t).
The standard approach to solving (1.13), (1.14) is to use the method of characteristics [9] . Thus assuming one knows the parameters L(s), 0 ≤ s ≤ t, one solves the ODE
Since w 0 (·) given by (1.12) is the initial data for (1.13), it follows that w(x, t) = w 0 (x(0)), whence the function F (·, t) is defined by F (x, t) = x(0). It is easy to see that F (x, t) is an increasing function of x which satisfies F (0, t) > 0. One can also derive a formula for ∂F (x, t)/∂x in terms of the solution x(s), 0 ≤ s ≤ t, of (1.16). It is given by the expression
from which one concludes that the function F (·, t) is convex. The properties of F (·, t) which shall be crucial to our subsequent analysis can be summarized as follows:
It follows from (1.18) that for all t ≥ 0, w(x, t) is a nonnegative decreasing function of x which converges to 0 as x → ∞. If w 0 has compact support then w(·, t) also has compact support for all t ≥ 0. One way of solving (1.1), (1.2) is to take advantage of the dilation invariance of the LSW system. Thus assuming say L(0) = 1 in (1.3), we solve (1.1), (1.2) for time 0 ≤ t ≤ 1. Then we rescale c(·, 1) so as to make L(1) = 1 and then solve the LSW system again for a unit time interval, but now with initial data given by the rescaled c(·, 1). Proceeding in this way we can solve the LSW system up to arbitrarily large time. The advantage of this method is that as one iterates the process, the solution of the LSW system over a time interval of length one in the rescaled variables should correspond to larger and larger intervals in the original time variable. This is a consequence of the phenomenon of coarsening.
The method of solving the LSW system described in the previous paragraph is in fact a type of map iteration on integrable nonnegative decreasing functions w 0 (x), x ≥ 0, of the form w 0 (x) → w 0 (F (x)), x ≥ 0, plus a rescaling to maintain a given normalization. Letting X 0 be the positive random variable with cumulative distribution function given by P (X 0 > x) = w 0 (x)/w 0 (0), we see that if F (·) is increasing then the mapping w 0 (x) → w 0 (F (x)) is equivalent to a mapping X 0 → T F (X 0 ) on positive random variables with finite first moment. We will be concerned with obtaining criteria on the function F (·) which implies the stability of this mapping under arbitrarily large numbers of iterations, for a rather general class of initial variables X 0 . By stability we mean that if X n , n = 1, 2... denote the iterations of X 0 under T F , the fluctuation of X n relative to its mean should neither become arbitrarily large or small. We shall show uniform boundedness of relative fluctuations by proving that the X n , n = 1, 2..., uniformly satisfy certain reverse or sharp Jensen inequalities.
Key to our method is a non-negative function β 0 (x), x ≥ 0, derived from w 0 (·) which we define in §2. This function appears not to have occurred in the literature before. It does however appear implicitly in a paper of Ball et al [2] , where they obtain a variational expression for the Fisher information of a probability density function (see §2). It is shown in §2 that if sup β 0 (·) < ∞, then the corresponding random variable X 0 satisfies a reverse Jensen inequality which implies that relative fluctuation of X 0 is bounded above. If on the other hand inf β 0 (·) > 0, then X 0 satisfies a sharp Jensen inequality which implies that relative fluctuation of X 0 is bounded from below strictly larger than zero.
In §3 we show that for certain functions F (·) the mapping T F is stable, by examining its effect on the β function of the random variable. One easily sees that for a convex function F (·) the inequality sup T F (β 0 ) ≤ sup β 0 holds. Hence if F (·) is convex, relative fluctuations of X n cannot become arbitrarily large. We also obtain conditions on F (·) and the initial variable X 0 which imply that if β n are the β functions corresponding to the variables X n , then inf β n is uniformly bounded from below strictly larger than zero as n → ∞. The conditions we impose on the function F and variable X 0 in this case are much more restrictive than for the upper bound.
In §4 we turn to the study of the LSW iteration, obtaining quite general upper bounds on the rate of coarsening, and lower bounds which hold for initial data which is close in some sense to a Dirac delta distribution. Bounds on the rate of coarsening follow from stability of the LSW iteration, as described in the previous two paragraphs, by virtue of the identity
which is proved in Proposition 4.2. In (1.19) the quantity Λ(t) is the mean cluster volume (1.4) at time t, and β(·, t) is the beta function corresponding to the function w(·, t) of (1.11). One should note here that for initial data similarly close to a Dirac delta distribution, the results of Niethammer and Velasquez [12] also give lower bounds on the rate of coarsening. Finally in §5 we show for the LSW system how to obtain lower bounds on the rate of coarsening which are almost as general as our upper bounds. To do this we first prove that β(·, t) is almost monotonic increasing at large t. Then on combining this fact with the argument of §4, we obtain a positive lower bound on inf β(·, t), uniform as t → ∞, which does not require initial data to be close to a Dirac distribution. Suppose now that the initial data w 0 (·) of (1.12) for the LSW model has compact support 0 ≤ x ≤ a, and that the β function β 0 (·) corresponding to w 0 (·) has a limit at the end of the support satisfying 0 < lim x→a β 0 (x) < ∞. Then the results of the paper show that the upper and lower bounds (1.9), (1.10) hold in this case. It is of some interest to compare this condition on the initial data with the conditions on initial data required in [9, 12, 13] for a solution to converge to one of the self-similar solutions (1.5). In [9] it is shown (Theorem 5.10) that a necessary condition for the solution of the LSW model with initial data w 0 (·) to converge to the self-similar solution (1.5) with β < 1, is that w 0 (x) be a regularly varying function at x = a with exponent p = β/(1−β). In §2 we prove that the condition lim x→a β 0 (x) = β implies that w 0 (x) is a regularly varying function at x = a with exponent p = β/(1 − β).
One can also see from the proof that the condition lim x→a β 0 (x) = β is only slightly stronger than the condition of regular variation at a with exponent p = β/(1 − β).
An important feature of the methods developed in this paper is their flexibility. In particular they only use the conservation law (1.2) in a rather general way. The flexibility therefore makes them unsuitable for direct application to the problem of proving asymptotic stability for self-similar solutions of the LSW system. There is however a related system for which the methods developed here do yield global asymptotic stability of self-similar solutions. This system is a linearized version of the LSW system, where the power 1/3 in (1.1) is replaced by power 1. The linearized LSW system was first proposed and studied by Carr and Penrose [3, 4] , who also proved global asymptotic stability of self-similar solutions. A short proof of global asymptotic stability for the linear model using properties of the beta function is given at the end of §4.
The β Function
We shall be interested in the space E of integrable nonnegative monotonic decreasing functions w : [0, ∞) → [0, ∞). Evidently the space E is equivalent to the space of finite Borel measures µ on [0, ∞) with finite first moment. We also see that-up to normalization-the space E is equivalent to the space of random variables X taking values in (0, ∞) with finite first moment < X > < ∞. Now from Jensen's inequality, one has that
It is evident that if 0 < α < 1 then strict inequality occurs in (2.1) except for the trivial random variable X taking a single value with probability 1. Thus for X not the trivial random variable and 0 < α < 1, there is an η(α, X) > 0, depending on α and X, such that
We shall refer to (2.2) as the sharp Jensen inequality. It is also clear that the variable X satisfies a reverse Jensen inequality,
for 0 < α < 1, and positive constant C(α, X) depending on α and X. We shall be concerned here with identifying large classes of variables X for which the constants C(α, X) and η(α, X) are uniformly bounded from below strictly larger than zero for X in a certain class. To do this we introduce a function β(·) associated with the variable X, which has as domain the interval [0, X ∞ ). The interval may be finite i.e. X ∞ < ∞, or infinite i.e. X ∞ = ∞. Thus let w ∈ E correspond to X and h : [0, ∞) → [0, ∞) be defined by
Then h is a non-negative decreasing convex function such that h(x) → 0 as x → X ∞ . If h is C 2 on the interval [0, X ∞ ) we may define the β function associated to X by (2.5)
Observe that the function β(·) in (2.5) is invariant under multiplication of h by a constant and by dilation scaling. The transformation (2.5) can be illustrated graphically (see Figure 1 ) as related to Newton's method for solving the equation Figure 1 . Convex decreasing function h value for the solution to h(z) = 0. The derivative of this function is β(x). We have not been able to find an explicit reference to the β function (2.5) in the literature, but it does appear implicitly in [2] in a variational expression for the Fisher information of a probability density function. This variational expression plays an important role in the proof [1] of the Shannon conjecture for monotonicity of entropy. If the function h(x), −∞ < x < ∞, is the probability density function for a random variable, then the standard definition for the Fisher information of h is J(h), given by the formula
Evidently if h (·) converges to 0 at ∞ then J(h) can be alternatively written as
Suppose now that h(·) is the marginal density of a joint probability density function,
has a variational representation in terms of the function w(x, ·), and hence by (2.6) the Fisher information J(h) has a variational representation in terms of the function w(·, ·).
It is easy to solve (2.5) for β(x) ≡ β = constant. For 0 < β < 1 the function h has compact support. For β > 1 it has polynomial decay and for β = 1 exponential decay. The solutions normalized so that h(0) = 1, h (0) = −1 are given by
Observe that if we set w(x) = −h (x) with h as in (2.7) then w is an invariant solution of the linearized LSW equations studied in [4] . Note also that β = 0 formally corresponds to the trivial random variable, taking a single value with probability 1. For general functions β(·) it is easy to see that the condition sup β(·) ≤ 1 is equivalent to the condition that the function h(·) of (2.5) is log-concave. If there is strict inequality sup β(·) < 1, then one can see from the argument of Lemma 2.1 below that h(·) also has compact support.
The main result of this section shows how the constants in the sharp and reverse Jensen inequalities (2.2), (2.3) can be chosen to depend only on upper and lower bounds for the beta function associated with X. Proposition 2.1. Let X be a positive random variable with associated beta function given by β(·). Then (a) For 0 < α < 1, 0 ≤ β ∞ < ∞, there is a positive constant C 0 (α, β ∞ ), depending only on α, β ∞ such that if sup β(·) ≤ β ∞ , the optimal constant C(α, X) in the reverse Jensen inequality (2.3) satisfies C(α, X) ≥ C 0 (α, β ∞ ). (b) For 0 < α < 1, 0 < β 0 < ∞, there is a positive constant η 0 (α, β 0 ), depending only on α, β 0 such that if inf β(·) ≥ β 0 , the optimal constant η(α, X) in the sharp Jensen inequality (2.2) satisfies η(α, X) ≥ η 0 (α, β 0 ).
We shall prove Proposition 2.1 in a series of lemmas. The proof of (a) is given by the following: Lemma 2.1. Suppose X is a positive random variable and its associated β(·) function satisfies sup β(·) ≤ β ∞ < ∞. Then for any α, 0 < α < 1, the inequality (2.3) holds for a constant
Proof. We begin by obtaining an explicit formula for the function h of (2.5) in terms of its β(·) function. To do this we set h(x) = exp[−q(x)] in (2.5), in which case equation (2.5) becomes
Hence q (x) is given by the formula
Evidently if the function β(·) is associated to the random variable X, then 1/q (0) =< X >. Integrating (2.8) we conclude that
From (2.10) we see that there is a positive constant C 1 (β ∞ ) depending only on β ∞ , such that
To prove (b) we first obtain a quantitative version of the Jensen inequality (2.1).
Lemma 2.2. For a positive random variable X and α satisfying 0 < α ≤ 1/2, there is the inequality,
and the constant C(α) satisfies C(α) ≤ 1/α. For 0 < α < 1 and ε > 0, there is the inequality (2.14)
where the constant C(α, ε) depends only on α, ε.
Proof. Consider the function g(·), defined by
has a maximum which is attained at z = 1, g(1) = 1/α−1. Hence
The inequality (2.15) implies (2.13) with C(α) = 1/α. To prove (2.14) for ε, δ > 0 let h ε,δ (·) be the function defined by
Then for δ > 0 sufficiently small depending on ε, α, the function h ε,δ (·)has a maximum which is attained at z = 1, h ε,δ (1) = 1/α − 1. The inequality (2.14) follows now from the inequality,
Remark 1.
Observe that the inequality (2.13) does not hold if α > 1/2 for any constant C(α). To see this let Z be the standard normal variable and X be the variable 1 + σZ conditioned on Z > −1/σ. Then for σ small the RHS of (2.13) behaves like σ 2 and the LHS like σ 1/α .
Statement (b) of Proposition 2.1 is now a consequence of the following:
Lemma 2.3. Suppose X is a positive random variable and its associated β(·) function satisfies inf{β(·)} ≥ β 0 > 0. Then for any α, 0 < α < 1, the inequality (2.2) holds for a constant η(α, X) = η 0 (α, β 0 ), where η 0 (α, β 0 ) depends only on α, β 0 .
Proof. It follows from (2.8) that
Using the fact that for any x > 0, one has E[X; X > x] ≤ < X >, we conclude from (2.16) that
Minimizing the RHS of (2.18) with respect to λ > 0, 0 < λ < 1 + ξ, we conclude that
Note that the RHS of (2.19) is strictly less than < X > if ξ > 0 is sufficiently small, whence the result follows from Lemma 2.2.
Let X be a positive random variable such that X ∞ < ∞. We shall say that X is regularly varying with exponent p ≥ 0 if the function w(x) = P (X > x) satisfies
The following result shows the connection between properties of the beta function for X and the regularly varying property (2.20).
Proposition 2.2. Let X be a positive random variable such that X ∞ < ∞ and β(·) be its beta function. If the limit lim x→ X ∞ β(x) = β 0 exists and β 0 < 1, then the variable X is regularly varying with exponent p = β 0 /(1 − β 0 ).
In view of Lemma 5.7 of [9], Proposition 2.2 is a consequence of the following:
Lemma 2.4. Let X be a positive random variable such that X ∞ < ∞ and β(·) be its beta function. Define a function k(·) by k(ξ) = − log[P (X > x)], where ξ = − log[ X ∞ − x], x < X ∞ . Then for 0 ≤ β 0 < 1 the limit lim x→ X ∞ β(x) = β 0 exists, if and only if the limit lim ξ→∞ k (ξ) = p of the derivative of k(·) exists with
Proof. Using the notation of Lemma 2.1, we see that q(·) is an increasing function and lim x→ X ∞ q(x) = ∞. We also have that
Hence on defining a function g(·) by g(z) = − log w(x) where z = q(x), we see from (2.21) that g (z) = β(x). We conclude then from the definition of the function k(·) that
Suppose now that lim x→ X ∞ β(x) = β 0 < 1. From (2.8) we see that
Conversely let us suppose that lim ξ→∞ k (ξ) = p, which is equivalent to the identity, (2.24) lim
We also have that
Next observe that the function h(x) may be written as
It follows then from (2.24), (2.26) that (2.27) lim
Hence from (2.22), (2.25) we see that lim z→∞ g (z) = p/(1 + p).
Proof of Proposition 2.2. We use the fact (Lemma 5.7 of [9] ) that X is regularly varying with exponent p if and only if the function k(·) of Lemma 2.4 satisfies
The result follows from Lemma 2.4.
Remark 2.
Observe that the condition (2.28) is only slightly weaker than the condition lim ξ→∞ k (ξ) = p. Hence the condition that X is regularly varying, and the condition that the beta function β(x) for X has a limit at x = X ∞ which is strictly less than 1, are almost equivalent.
We conclude this section with some examples which illustrate how the beta function for a random variable can oscillate and still remain bounded. The first example is taken from [4] .
Then it is easy to see from (2.4), (2.5) that for |ε| < 1/2 the function h(·) corresponds to a random variable X with beta function
Thus β(·) is an oscillatory function with period 2π which satisfies 0 < inf β(·) < sup β(·) < ∞.
Example 2. Define the function h(·) by
Then one can see again from (2.4), (2.5) that for p > 0 and |ε| sufficiently small depending only on p, that the function h(·) corresponds to a random variable X with X ∞ = 1. The beta function for X satisfies
Thus β(x) does not converge to a limit as x → X ∞ , but 0 < inf β(·) < sup β(·) < 1 for |ε| > 0 sufficiently small.
Iteration of a Map
In this section we set out the basic methodology which will be followed in the remainder of the paper. Let F : [0, ∞) → (0, ∞) be a C 2 function with the properties
Observe that the conditions (3.1) imply that F (·) has a unique fixed point, so there exists unique a > 0 such that F (a) = a. The function F (·) induces a mapping T F on the space E of integrable nonnegative monotonic decreasing functions w : [0, ∞) → [0, ∞) as follows:
Examples of functions F satisfying (3.1) are
Both functions in (3.3), (3.4) have the property that F (1) = 1. Linear functions as in (3.3) occur in the linear version of LSW studied by Carr and Penrose [3, 4] . The nonlinear function (3.4) is more akin to the transformations which occur for the LSW equation. In particular F (x) = 1 − O x −2/3 for large x as is the case for the LSW transformation F (x) = F (x, t) described in the introduction.
For a positive random variable X 0 , we consider variables X n , n = 1, 2, .., which are defined by multiple dilation and iteration of the variable X 0 as follows:
where the λ n > 0, n = 0, 1, 2..., are chosen to satisfy F (0) < λ n X n ∞ , n = 0, 1, 2, .... We shall obtain a large class of variables X 0 for which (2.3) holds uniformly on the variables X n , n = 0, 1, 2... That is for any α, 0 < α < 1, there exists a constant C(α, X 0 ) > 0 depending only on α and X 0 such that
For a positive random variable X with finite first moment which satisfies F (0) < X ∞ , the transformation T F on X induces a corresponding transformation on its β(·) function. We denote this transformation also by T F . It is given explicitly by the formula,
Since F is convex one concludes from (3.7) that
with equality in the case of linear F . Thus when F is linear the constant function is a fixed point of T F , whence the functions (2.7) are invariant solutions to the linearized LSW equations [3, 4] . The usefulness of the β(·) function comes from the inequality (3.8). Evidently on combining (3.8) with Lemma 2.1 we may conclude the following: Proposition 3.1. Suppose the function F : [0, ∞) → (0, ∞) satisfies the conditions (3.1) and X 0 is a positive random variable with bounded β(·) function. Then if the dilations λ n in (3.5) are chosen to satisfy F (0) < λ n X n ∞ , n = 0, 1, 2.., the inequality (3.6) holds.
Proof. The result follows from Lemma 2.1 and (3.8).
Let X 0 be a positive random variable and the variables X n , n = 1, 2, .., be defined by (3.5). We are interested in identifying variables X 0 for which
where 0 < α < 1 and η(α, X 0 ) is a positive constant depending only on α and X 0 . The following lemma will enable us to show that if the β(·) function for X 0 is bounded away from zero and sup β(·) is sufficiently small then (3.9) holds. 
Proof. We note that since the function F (x)−xF (x) is decreasing one has xF (x) < F (x), 0 ≤ x ≤ γ. From (3.7) and the assumption (3.10) on β we have that
Hence it is sufficient to construct the function g γ to satisfy (3.11)
Since we obtain equality in (3.11) if we set x = T F (X) ∞ we need to do a Taylor expansion around this point. Thus to first order in T F (X) ∞ − x the inequality (3.11) becomes
By choosing g γ (1) sufficiently large depending only on γ we obtain strict inequality in (3.12), whence (3.11) holds for x close to T F (X) ∞ . Observe also that for any ε > 0 there exists δ > 0 depending on ε and a such that (3.13)
This follows from the fact that F (x)/x is a strictly decreasing function, 0 < x ≤ γ. In view of (3.12), (3.13) one can construct the function g γ which satisfies (3.11). 
., where γ is as in Lemma 3.1. Then the inequality (3.9) holds for 0 < α < 1 and some η(α, X 0 ) > 0.
Proof. Note that the conditions (3.1) imply that F (0) < a F < F (γ F ), where a F is the fixed point for F (·). The result follows now from Proposition 2.1 and Lemma 3.1.
The dilations λ n , n = 0, 1, 2... in (3.5) can be considered as "normalizations" of the random variables X n , n = 0, 1, 2... There are various ways of choosing normalizations. The normalization corresponding to the LSW equation is (3.14)
with ρ = 1/3. We shall show that if sup β(·) is sufficiently small then the λ n , n = 0, 1, 2, ..., determined by (3.14) satisfy the conditions of Propositions 3.1 and 3.2.
Lemma 3.2. Suppose X 0 is a positive random variable with finite first moment and bounded β(·) function, which also satisfies (3.14) for n = 0 and some λ 0 , ρ satisfying λ 0 > 0, 0 < ρ ≤ 1. Suppose further that K(ρ) satisfies the inequality F (0) < K(ρ) < F (γ), where γ is as in Lemma 3.1. Then there exists β ∞ > 0 depending on ρ such that if sup β(·) ≤ β ∞ , there is the inequality F (0) < λ 0 X 0 ∞ < F (γ).
Proof. Evidently X = λ 0 X 0 satisfies X ∞ > K(ρ), so we just need to show that X ∞ < F (γ). If we take β ∞ = 0 then X ∞ = K(ρ) in which case the result follows. We thus need to show that by taking β ∞ < 1 sufficiently small we can still achieve X ∞ < F (γ). To do this let us put
so f is a monotonic increasing function and w(x) is given by the formula
If we use now the inequality,
we may conclude from (3.15) that w(x) is bounded below as (3.16)
We have now from (3.15) that w(0) = 1/f ( X ∞ ). If we then use the inequalities,
we can conclude from (3.16) that w(x) satisfies the inequality, (3.17)
We evidently also have the inequalities,
The result follows from (3.17), (3.18) since they imply that for any ε > 0 there exists .., in (3.5) are determined by the normalization condition (3.14) for some ρ, 0 < ρ ≤ 1, where F (0) < K(ρ) < F (γ), with γ as in Lemma 3.1. Then if β ∞ > 0 is sufficiently small, the inequalities (3.6) and (3.9) hold for all n = 0, 1, 2..., and α satisfying 0 < α < 1.
Proof. Follows directly from Propositions 3.1, 3.2 and Lemma 3.2.
The LSW Iteration
Our first goal in this section will be to give a new proof for global existence of solutions to (1.13), (1.14) by using the beta function (2.5) introduced in §2. Other more general proofs of global existence for solutions have been given in [5, 10, 11] . Lemma 4.1. Suppose the initial data for the LSW system (1.13), (1.14) is a nonnegative decreasing integrable function w 0 satisfying L(0) = 1, where L(t) is given by (1.15). Further, suppose β 0 (·) is the beta function derived from w 0 (·) by (2.4), (2.5) with w(·) = w 0 (·), and that sup β 0 (·) ≤ β ∞ < ∞. For ε, δ > 0 let E ε,δ be the space of continuous functions L(t), 0 ≤ t ≤ δ, with uniform norm which satisfies
by the RHS of (1.15). Thus
where w(x, t) is a solution to (1.13) with w(x, 0) = w 0 (x). Then for δ sufficiently small depending only on β ∞ , there exists ε > 0 such that T is a contraction on E ε,δ .
Proof. We first show that ε can be chosen so that T maps E ε,δ to itself. Let X be the positive random variable with finite first moment associated with w 0 (·) as in §2. Then from Lemma 2.1 and (2.1) there is a constant C(β ∞ ) > 0 depending only on β ∞ such that
From (1.15) we see that < X 1/3 > 3 = L(0) = 1, whence it follows from (4.2) that that < X > = O(1).
Let us assume now that L(·) ∈ E ε,δ and ε satisfies 0 < ε < 1. Then we see that a solution x(s), 0 ≤ s ≤ δ, to (1.16) has the property
where we have made the change of variable y = F (x, t), x ≥ 0, and ∂F (x, t)/∂x is given by the RHS of (1.17). From (4.3) it follows that F (0, t) ≤ t whence from (2.10) we conclude that
provided 0 ≤ δ ≤ δ 1 , where C 1 , δ 1 are positive constants depending only on β ∞ . We also see from (1.17), (4.3) that there are positive constants C 2 , δ 2 such that for
This in turn implies that
We conclude from (4.4) -(4.7) that there are positive constants C 3 , δ 3 depending only on β ∞ such that if 0 ≤ δ ≤ δ 3 , 0 ≤ t ≤ δ,
Observe now that for 0 ≤ t ≤ δ, there are the inequalities
for some universal constant C 4 . We conclude then from (4.8) that there are positive constants C 5 , δ 5 depending only on β ∞ such that for 0 ≤ δ ≤ δ 5 , 0 ≤ t ≤ δ, there is the inequality,
Hence T maps E ε,δ to itself provided
Next we wish to show that T is a contraction on E ε,δ . To do this we combine the formulas (4.1) and (4.4). Thus we may write
Let L 1 , L 2 ∈ E ε,δ and F 1 , F 2 be the corresponding mappings defined by (1.16). From (1.16) we have the inequality,
where x i (s), i = 1, 2 are solutions to (1.16) corresponding to L i (s), i = 1, 2 respectively. Letting · δ be the uniform norm on E ε,δ we see from (2.10) and (4.11) that there are positive constants C 1 , δ 1 depending only on β 0 such that if 0 < δ < δ 1 , then there is the inequality, (4.12)
From (1.17) there is the inequality, (4.13)
provided 0 < δ ≤ δ 2 , where C 2 , δ 2 are constants depending only on β ∞ . Observe also that if y = F (x, t) then one has (4.14)
where x(s), 0 ≤ s ≤ t, is a solution of (1.16). It follows then from (4.11), (4.14) that if y = F 1 (x 1 , t) = F 2 (x 2 , t) then there is the inequality, (4.15)
provided 0 < δ ≤ δ 3 , where C 3 , δ 3 are constants depending only on β 0 . Finally we note that there is the inequality
, where C 4 , δ 4 are constants depending only on β ∞ . We may now use (4.12) to estimate the first term in (4.10) and (4.13)-(4.16) to estimate the second term. We conclude that there are constants C 5 , δ 5 depending only on β ∞ such that
Hence if δ is sufficiently small depending only on β ∞ the mapping T is a contraction.
As a consequence of Lemma 4.1 we obtain global existence for the LSW system (1.13), (1.14) and also a bound on the rate of coarsening. Proposition 4.1. Let β 0 (·), w 0 (·) be as in Lemma 4.1. Then there exists a solution w(x, t), x ≥ 0, t > 0, of the LSW system (1.13), (1.14) with initial data w 0 (·). Further, there is a constant C(β ∞ ) > 0 depending only on β ∞ such that L(t) as given in (1.15) satisfies the inequality L(t) ≤ 2L(0) + C(β ∞ )t, t ≥ 0.
Proof. Observe that by dilation invariance we can assume L(0) = 1. By Lemma 4.1 there exists a solution of (1.13), (1.14) for 0 ≤ t ≤ δ. Consider now the function β(·, δ) associated with w(·, δ). From (1.17) we see that F (·, δ) is convex, whence by (3.8) it follows that sup β(·, δ) ≤ β ∞ . We may therefore use Lemma 4.1 to find a solution of (1.13), (1.14) for some t > δ. By dilation invariance the interval is δ ≤ t ≤ δ + δL(1). More generally we can define a sequence of times t n , n = 0, 1, 2...., with t 0 = 0 and t n = t n−1 + δL(t n−1 ). Lemma 4.1 then implies the existence of a solution to (1.13), (1.14) 
To complete the proof of the proposition we need then to show that lim n→∞ t n = ∞. Let us suppose that lim n→∞ t n = t ∞ < ∞. Then L(t), 0 ≤ t < t ∞ , is a continuous function with the property lim t→t∞ L(t) = 0. It follows that L(t), 0 ≤ t < t ∞ , has a maximum at some point t 1 , 0 ≤ t 1 < t ∞ . We can assume wlog that t 1 = 0. Now if the random variable X associated with w 0 (·) satisfies X ∞ = 1 then w 0 (x) = 1, 0 ≤ x ≤ 1, whence L(t) = 1 for all t which is a contradiction. Hence we may assume X ∞ > 1, in which case
we have that F (1, t) ≤ 1, 0 ≤ t < t ∞ . Since w(x, t) = w 0 (F (x, t)) it follows from (1.15) that lim inf t→t∞ L(t) > 0, again a contradiction. We conclude that lim n→∞ t n = ∞.
We can also see that under the same conditions on the initial data as in Proposition 4.1 that the upper bounds (1.9) on the rate of coarsening hold. Proposition 4.2. Let β 0 (·), w 0 (·) be as in Lemma 4.1 so L(0) = 1, sup β 0 (·) ≤ β ∞ , and w(x, t), x ≥ 0, t > 0, be the solution of the LSW system (1.13), (1.14) with initial data w 0 (·). Then the inequality (1.9) holds for a constant C of the form C = C(β ∞ ) depending only on β ∞ .
Proof. Letting Λ(t) be defined by (1.4), then it is clear that Λ(t) = 1/w(0, t) where w(x, t) is a solution of the LSW system (1.13), (1.14). Hence we have that
where β(·, t) is the function (2.5) corresponding to w(·, t). Thus one has Λ(T ) ≤ Λ(0) + β ∞ T , whence the first inequality in (1.9) follows. To obtain the second inequality in (1.9) we observe from (1.7) and Jensen's inequality (2.1) that
where we have used the conservation law (1.2). The result follows then from the first inequality of (1.9).
We may adapt the methodology used in Lemma 3.1 and Lemma 3.2 to obtain a positive lower bound on inf β(·, t) which is uniform in t as t → ∞, when sup β 0 (·) is sufficiently small and lim inf β 0 (·) at the end of the support of w 0 (·) is positive. This implies by virtue of (1.19) a lower bound on the rate of coarsening for the LSW system. Rather than applying the methods of §3 directly, we shall here take advantage of the fact that the LSW evolution is continuous in time instead of discrete as in §3. This allows for some simplifications in the proof of the LSW lower bound, but the methodology is subject to the same limitations as that followed in the proof of the lower bounds of §3.
We first make a change of scale so that the average cluster volume Λ(t) defined by (1.4) is normalized to 1. Thus let us consider the solution x(s), 0 ≤ s ≤ t, of (1.16) with x(t) = x. We put y(τ ) = x(s)/Λ(s), where τ , s and τ, t are related by the change of variable, , t) ), F and G are related by the identity
where τ is determined by (4.20).
Proposition 4.3. Let β 0 (·), w 0 (·) with associated random variable X 0 be as in Proposition 4.2 and w(x, t), x ≥ 0, t ≥ 0, the solution of the LSW system (1.13), (1.14) with initial data w 0 (·). Then there exists β ∞ > 0, such that for lim inf{β 0 (x) : x → X 0 ∞ } > 0, the inequality (1.10) holds for some constant C > 0 depending only on β 0 (·).
Proof. Observe first that if β(·, t) denotes the β function for w(·, t) then from (3.7) one has that (4.23)
where z = F (x , t), x ≥ 0. Thus to get a lower bound on β(0, t) it is sufficient to obtain a lower bound on
where X t is the random variable associated with w(·, t). The interval over which one takes the infimum in the second expression in (4.24) can be taken arbitrarily close to the interval 0 ≤ y ≤ 1 by choosing β ∞ > 0 sufficiently small. To see this observe that in (2.8) one can identify 1/q (0) =< X >. Since the denominator in the expression must be positive for all x satisfying 0 ≤ x < X ∞ , it follows by letting x → X ∞ that
Thus the interval 0 ≤ y ≤ X t ∞ /Λ(t) is contained in the interval 0 ≤ y ≤ 1/(1 − β ∞ ). Now from (4.21) we have that ∂G(y, τ )/∂y is given by the formula
Let us denote by y ε (τ ) the solution of (4.21) with y ε (τ ) = ε, whence (4.27) ∂G ∂y
Hence to obtain a uniform lower bound on the infimum in (4.24) it will be sufficient to show that (4.28)
for some constant k(β ∞ ) depending only on β ∞ , which is strictly positive for β ∞ > 0 sufficiently small. To prove (4.28) we consider the differential equation ( 
We shall assume now that β ∞ < 0.0471 so that the inequality (4.29) holds for the functions f α(τ ) (·), τ ≥ 0. Observe from Lemma 2.1 that there is a constant C(β ∞ ) > 1 depending only on β ∞ and with the property lim β∞→0 C(β ∞ ) = 1, such that sup γ(·) ≤ C(β ∞ ). Since we also have that inf γ(·) ≥ 1, we conclude from (4.29) that
Evidently we may choose β ∞ > 0 sufficiently small so that there exists y = y ∞ > 1/(1 − β ∞ ) which lies in the interval of (4.30). Thus for any ε ≤ y ∞ the solution y ε (·) of (4.21) satisfies sup y ε (·) ≤ y ∞ . If we now set φ ε (τ ) = y ε (τ ) − y 0 (τ ), we see from (4.21) that
In view of the bound sup y ε (·) ≤ y ∞ , it follows from (4.31) that
The inequality (4.28) follows from (4.32).
We end this section with a short proof of asymptotic stability for the linear LSW model [3, 4] . Proposition 4.4. Let β 0 (·), w 0 (·) with associated random variable X 0 be as in Proposition 4.2 and w(x, t), x ≥ 0, t ≥ 0, the solution of the linear LSW system (1.13), (1.14) with initial data w 0 (·). Thus the power 1/3 in (1.13) is replaced by power 1. Suppose in addition that lim{β 0 (x) :
Proof. The result follows from (1.19) provided we show that lim t→∞ β(0, t) = β ∞ . Now for the linear LSW model one has w(x, t) = w 0 (F (x, t) ), where F (·, t) is a linear function for all t ≥ 0 and lim t→∞ F (0, t) = X 0 ∞ . Since (3.7) implies that β(0, t) = β 0 (F (0, t)), the result follows.
Improved Lower Bounds on the Rate of Coarsening
Our goal in this section is to remove the smallness restriction on sup β 0 (·) which was required in Proposition 4.3 for the proof of the lower bound on the rate of coarsening. We begin by deriving the evolution equation for the function β(x, t). To do this we note that
where c(x, t) satisfies (1.1) and w(x, t) equation (1.13). It follows that β(x, t) is a solution to the equation
Since w(·, t) is a nonnegative function g(x, t) is also nonnegative, whence from (5.1) we may conclude that sup β(·, t) is decreasing. We can also see from (5.1), (5.2) that the time evolution preserves monotonicity of β(·, t).
Lemma 5.1. Suppose β(·, t) satisfies sup β(·, t) ≤ 1. Then the function g(·, t) is monotonic decreasing.
Proof. We put
From (2.8) we have that
It follows from (5.3) that if sup β(·, t) ≤ 1 then h(·, t) is an integrable function on [0, ∞) Hence on integration by parts in (5.2) we have that
Observe from (5.3) that since sup β(·, t) ≤ 1 we have ∂ 2 q(x, t)/∂x 2 ≥ 0, x > 0. Hence
The result follows from (5.4).
Corollary 5.1. Suppose β(·, 0) is monotonic increasing with sup β(·, 0) ≤ 1. Then β(·, t) is monotonic increasing with sup β(·, t) ≤ 1 for all t > 0.
Proof. The solution to (5.1) is given by the formula,
where x(s), 0 ≤ s ≤ t, is the solution to (1.16) . Noting that the trajectories of (1.16) do not intersect in the (x, t) plane it follows from Lemma 5.1 and (5.5) that β(·, t) is monotonic increasing.
We can rewrite the system (5.1), (5.2) in the variables (y, τ ) used in (4.21). With y = x/Λ(t) and τ given by (4.20), we set w(x, t) = Λ(t) −1 w * (y, τ ) so that w * (·, τ ) is normalized as w * (0, τ ) = 1. The conservation law (1.14) then becomes
We may similarly define the function β * (·, ·) by β(x, t) = β * (y, τ ). From (5.1), (5.2) it follows that the function β * (·, ·) satisfies the equation
where g * (y, τ ) is given by the formula,
If we set
we have that
Letting X * τ be the random variable associated with the positive decreasing function w * (·, τ ), then β(·, τ ) is a function with domain [0, X * τ ∞ ). It has the property that the RHS of (5.9) is strictly positive for y < X * τ ∞ but converges to 0 as y → X * τ ∞ . We can now use Lemma 5.1 to obtain an improvement of Proposition 4.3.
Proposition 5.1. Let β 0 (·), w 0 (·) with associated random variable X 0 be as in Proposition 4.3 and w(x, t), x ≥ 0, t ≥ 0, the solution of the LSW system (1.13), (1.14) with initial data w 0 (·). Assume there exists δ > 0 such that β 0 (z) ≤ 1 for X ∞ − δ ≤ z < X ∞ , and in addition lim inf{β 0 (x) : x → X ∞ } is positive. Then the inequality (1.10) holds for some constant C > 0 depending only on β 0 (·).
Proof. It is evident that there exists T > 0 such that 0 < inf β(·, T ) ≤ sup β(·, T ) ≤ 1. We can assume therefore wlog that this inequality holds for T = 0. We also assume for the moment that β(·, 0) is monotonic increasing, whence β * (·, τ ) is also monotonic increasing, τ ≥ 0. Suppose now that 0 ≤ τ 0 < τ 1 , β * (0, τ 0 ) = η > 0 and β
, where κ > 0 is a universal constant. To see this we consider the value of X * τ ∞ . Choosing 0 < η 0 < 1/6 to satisfy
it follows from (5.9) and the monotonicity of β
where y 1 (τ ) is the solution to (4.21) with y 1 (τ ) = 0. More generally, if y 1 (τ ), y 2 (τ ) are two solutions of (4.21) with y 1 (τ ) = y 1 , y 2 (τ ) = y 2 , then one sees that for τ < τ ,
It follows from (5.11) that if 0 ≤ y 1 ≤ y 2 ≤ 2, then there exists δ > 0 depending only on η 0 such that
Choosing now y 1 = 0, y 2 = X * τ ∞ ≤ 2, in (5.12) we conclude from (5.8) that for some constant A,
whence we conclude that
Alternatively suppose β * (2, τ ) ≥ 1/2. Then from (5.10) it follows that
where y 2 = 2. Observe from (5.4), (5.8) that
Since γ(·) ∞ < ∞ we conclude from the last 2 inequalities and (5.12) that
where y 1 = 0 and K depends only on γ(·) ∞ . Hence again (5.13) holds.
We have proved the result under the assumption that β * (·, 0) is an increasing function. To extend it to nonincreasing β * (·, 0) we observe from (5.5) that we can choose T 0 sufficiently large so that there exists δ < 1 such that (5.14)
We may now argue as before using (5.14) to replace the strict monotonicity of β * (·, τ ).
We consider the evolution of the function w * (y, τ ) defined after Corollary 5.1. Since w(x, t) is a solution to (1.13) it follows that w * (y, τ ) satisfies the equation,
Hence w * (y, τ ) is given in terms of the initial data by
where F * (y, τ ) = y(0) and y(τ ), 0 ≤ τ ≤ τ , is the solution to (4.21). Now the self-similar solutions to the LSW system (1.13), (1.14) correspond to solutions of (5.15) which are independent of τ . We can easily obtain formulas for these by solving (5.15). Thus for 0 < α < 4/27 the function z → 1 − z 1/3 + αz, z > 0, has 2 nondegenerate zeros which coalesce to a single degenerate zero as α → 4/27. Let a α > 1 be the minimum zero and defined the function Γ α by
For each α there is a time independent solution w * (·) of (5.15),
where γ is given by the formula,
If we set β * (0, τ ) ≡ αγ, γ(τ ) ≡ γ, then the function (5.17) satisfies (5.15). Evidently (5.17) implies that w * (0) = 1 and (5.18) that (5.6) holds. Observe that by integrating (5.15) over the interval 0 < y < a α /γ we conclude that
Consider now the function g α (z) defined by
Then it is clear that the function β * (y) associated with the function w * (y) of (5.17) is given by β * (y) = g α (γy), 0 < y < a α /γ. It follows from the method used in Proposition 5.1 that β * (y) is an increasing function. We shall prove this separately.
Lemma 5.2. Suppose 0 < α < 4/27. Then the function g α (z), 0 < z < a α , is monotonic increasing. Furthermore g α (0) = αγ and lim z→aα g α (z) = 3αa
Proof. It is evident from (5.18) that g α (0) = αγ. To find the limit of g α (z) as z → a α we need to expand the function (5.20) about z = a α . We write
where f α (z) is nonnegative and f α (a α ) = 1/a 1/3
Note that as α → 4/27, g α (a α ) = 3αa
To see that g α is monotone increasing we see from (5.20) that
whence it is sufficient to show that g α (z) ≥ 3αz 2/3 , 0 < z < a α . We can see from (5.21) that this is the case for z close to a α . In fact g α (z) > 3αz 2/3 is equivalent to 3αa
whence the inequality holds for z sufficiently close to a α . To prove it for all z, 0 < z < a α , observe that
The inequality follows then if we can show that
Observe that (5.23) holds for z = a α and also holds for z = 0 by (5.19). To show it holds for all z, 0 < z < a α we easily verify that the derivatives of both sides of (5.23) agree. Finally observe from (5.22) that since ( 
then log g α (z) has total variation which is uniformly bounded for 0 < α < 4/27.
Next we extend the result of Proposition 5.1 so as to remove the restriction sup β 0 (·) ≤ 1, but in removing this restriction we need to impose the extra condition that β 0 (·) converges to a limit at the end of its support. Proposition 5.2. Let β 0 (·), w 0 (·) with associated random variable X 0 be as in Proposition 4.3 and w(x, t), x ≥ 0, t ≥ 0, the solution of the LSW system (1.13), (1.14) with initial data w 0 (·). Assume that sup β 0 (·) < ∞, and in addition lim{β 0 (x) : x → X ∞ } exists and is positive. Then the inequality (1.10) holds for some constant C > 0 depending only on β 0 (·).
Proof. We consider w * (y, τ ) which satisfies (5.15). Now w * (y, 0) is decreasing and w * (0, 0) = 1. We can therefore define points y N (0), N = 0, 1, 2, .... with w * (y N (0), 0) = 2 −N . Let y N (τ ), τ ≥ 0, be the solution of (4.21) with the specified initial condition y N (0). Then from (5.16) it follows that w
If |I N (τ )| denotes the length of the interval then one sees that (5.24)
It follows that |I N (τ )|/|I N +1 (τ )| is an increasing function of τ . Suppose now that w * (·, 0) is associated with the random variable Y and that lim{β * (y, 0) :
To see that (5.25) holds observe that w * (y, τ ) satisfies the equation,
For τ ≥ 0, y > 0, let I y (τ ) be the interval I y (τ ) = {y : w * (y, τ )/2 < w * (y , τ ) < w * (y, τ )}. From (5.26) it follows that |I y (τ )| satisfies the identity,
where A(y, τ ) = 1/∂q * (y, τ )/∂y > 0. Let us assume for the moment that inf{β * (y , τ ) : y > y} > 1. Then from (5.27) we see that there exists aβ(y, τ ) satisfying inf{β * (y , τ ) :
Setting z = y + |I y (τ )| and observing that A(z, τ ) − A(y, τ ) is equal to the LHS of (5.28) we conclude that
The identity (5.25) for β 1 > 1 follows upon taking the ratio of (5.29) to (5.28) with τ = 0, y = y N (0), and letting N → ∞. We similarly see that (5.25) holds for β 1 < 1. To see that it holds for β 1 = 1 one observes from (5.27) that |I y (τ )| ∼ A(y, τ ) log 2 if the function β * (·, τ ) is close to 1 in the interval I y (τ ). In view of (5.25) we may assume that
We define β N (τ ) for all τ which have the property that y N (τ ) > 0, 0 ≤ τ ≤ τ , by the formula for constants C, α satisfying 0 < C, α < 1, depending only on β ∞ . Evidently β N (τ ) ≥ (C/2) 1/α for all τ ≥ 0, or there is a τ * > 0 such that β N (τ * ) α = C/2. In the latter case if τ > τ * we have that
It follows that if β N +1 (τ ) < (C/2) 3/α then β N (τ ) < β N +1 (τ ). Let us suppose now that for some τ ≥ 0 one has β N (τ ) ≥ (C/2) 3/α . We shall show that one has in this case also β N +1 (τ ) ≥ (C/2) 3/α . To see this observe that we may assume β N (τ ) < (C/2) 1/α since otherwise (5.31) implies that β N +1 (τ ) > (C/2) 3/α . Hence there exists τ * ≤ τ with β N (τ * ) α = C/2. Since β N +1 (τ ) < (C/2) 3/α implies that β N (τ ) < β N +1 (τ ) which is a contradiction, we conclude again that β N +1 (τ ) ≥ (C/2) 3/α . More generally we see that there exists N (τ ) ≤ ∞ such that β N (τ ) satisfies From these last two inequalities we obtain a lower bound on g * (y, τ ),
for a positive constant C 1 . We may also obtain an upper bound on g * (y, τ ) of the same form as in (5.35) provided we assume the constant β 1 in (5.25) satisfies β 1 < 2. For j = 0, 1, 2...., let y j ≥ y be defined by w(y j , τ ) = w(y, τ )/2 j . Then one has that We may also make an argument which does not require the assumption β 1 < 2. 
