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Abstract
Let Mn be the space of all n× n matrices with coefficients in R or C, where n  3. The
rank subtractivity or minus partial order on Mn is defined by A rs B iff rankB = rankA+
rank(B − A). We characterize bijective mappings  on Mn such that A rs B iff (A) rs
(B) (A,B ∈ Mn).
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1. Introduction
Let K be R or C and let Mn = Mn(K) be the space of all n× n matrices with
coefficients in K. The rank subtractivity or minus partial ordering on Mn is defined
by
A rs B iff rankB = rankA+ rank(B − A),
as introduced by Hartwig in [6] and Nambooripad in [12]. Good references for this
ordering are [2,11]. See also [3,4,7,10].
This order, restricted to idempotents, induces the usual order on idempotents, i.e.
P = P 2 rs Q = Q2 iff PQ = QP = P .
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It has applications in statistics, as shown in p. 159 in [8]. Theorem 2.3 in [9]
says that A rs B iff (B − A) is (weakly) bi-complementary to A. The concept of
bi-complementary matrices has been defined and used in statistics by Werner [15].
Another example of minus partial order in statistics is given in [1].
We denote by At the transpose of a matrix A and by A∗ the adjoint (i.e. the
conjugate transpose) of a matrix A. If K = R, A∗ = At.
Guterman in [5] characterized bijective linear preservers of this partial order on
Mn(F), where F is a field with more than n elements. If T is a bijective linear map
on Mn(F) and A rs B implies T (A) rs T (B), Corollary 4.2 in [5] says that there
exist invertible matrices R,L ∈ Mn(F) such that
T (A) = RAL for all A ∈ Mn(F) or T (A) = RAtL for all A ∈ Mn(F).
A bijective mapping  : Mn → Mn, such that A rs B iff (A) rs (B), is an
automorphism of the poset (Mn,rs).
Šemrl in [14] studies order preserving maps on idempotents and notes that a deep
theorem by Ovchinnikov [13] gives a new tool to study linear and non-linear auto-
morphisms of the poset (Mn,rs).
This was the starting point for our research.
2. Main result
Theorem 1. A mapping  : Mn → Mn, where n  3, is an automorphism of the
poset (Mn,rs), if and only if:
(I) In the case K = R, there exist invertible matrices R,L ∈ Mn such that
(A) = RAL for all A ∈ Mn or (1)
(A) = RAtL for all A ∈ Mn. (2)
(II) In the case K = C, there are: an invertible matrix R ∈ Mn, an isomorphism
ϑ of the field C, and a bijectionS : Cn → Cn, semilinear with respect to ϑ (i.e.S is
additive andS(λx) = ϑ(λ)Sx for λ ∈ C, x ∈ Cn), such that, as a mapping on Cn,
(A) = RSAS−1 for all A ∈ Mn or (3)
(A) = RSA∗S−1 for all A ∈ Mn. (4)
It is not difficult to verify that statement (II) is equivalent to:
(III) In the case K = C, there are invertible matrices T ,L ∈ Mn and an isomor-
phism ϑ of the field C such that
(A) = T BL for all A ∈ Mn or
(A) = T B tL for all A ∈ Mn,
where B is the n× n matrix with entries bij = ϑ(aij ) (1  i, j  n).
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3. Preliminary results and proofs
Since rs is the only partial order we use in the article, we drop the suffix rs. So
A  B means A rs B
in the sequel. We write
A < B iff A  B and A /= B.
In this case
rankB  rankA+ 1.
Let ImA = AKn be the image of A. Then
A  B iff ImB = ImA⊕ Im(B − A) iff A∗  B∗ (5)iff RAL  RBL for R,L invertible elements in Mn.
In particular, for λ /= 0
A  B iff λA  λB.
Now (5) proves that (1) or (2) in Theorem 1 imply that  is an automorphism.
Let {Eij } be the system of matrix units in Mn. We denote
Ek = E11 + · · · + Ekk.
Proposition 2. For A ∈ Mn,
rank(A) = rankA.
Proof. Let rankA = k. There are invertible matrices R, T such that RAT = Ek .
Now
0 < E1 < E2 < · · · < En = I
implies
0<R−1E1T −1< · · · <R−1Ek−1T −1<A<R−1Ek+1T −1< · · · <R−1T −1
and
0 < (R−1E1T −1) < · · · < (A) < · · · < (R−1T −1).
Every succeeding term in this sequence has strictly greater rank. Since rank
(R−1T −1)  n, this implies rank(R−1T −1) = n and rank(A) = k. 
Proposition 2 implies that (I ) = R is invertible. Define
(A) = R−1(A).
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Then  : Mn → Mn is an automorphism of the poset Mn. Also
(I ) = I.
If P,Q are idempotents in Mn, using (5) we see that
P rs Q iff PQ = QP = P.
Our partial order, restricted to idempotents in Mn, is the usual order on idempo-
tents.
If P ∈ Mn is an idempotent, P  I . Since (A− A2)x ∈ ImA ∩ Im(I − A),
A  I iff A2 = A. (6)
Let P = P 2 ∈ Mn. Then P  I implies (P )  I , so (P ) is an idempotent.
Since −1(I ) = I , for Q = Q2 ∈ Mn we see that −1(Q) is an idempotent.
If we restrict to the posetP of all idempotents in Mn, we get an automorphism
of P.
The theorem by Ovchinnikov [13, Theorem 3.1] tells us that there is an isomor-
phism ϑ of the field K and a bijection S of Kn, semilinear with respect to ϑ , such
that
(P ) =SPS−1 for all P ∈ P or (7)
(P ) =SP ∗S−1 for all P ∈ P. (8)
Since the only isomorphism of R is the identity, S is a linear mapping if K = R.
To prove another part of Theorem 1 we note the following:
If A : Kn → Kn is linear, so is S−1AS. Also: S−1(−A)S = −S−1AS,
rank(S−1AS) = rankA, and
A  B iff S−1AS S−1BS.
Together with (5), this proves that each one of (1)–(4) implies  is an automor-
phism of the poset Mn.
If (7) is true, we define  : Mn → Mn by
(A) =S−1(A)S.
If (8) is true, let
(A) = (S−1(A)S)∗.
The same argument as before shows that  is an automorphism of the poset Mn.
Also:
(P ) = P for all idempotents P ∈ Mn.
To prove Theorem 1 it remains to show that  is the identity mapping on Mn.
The rank one operator x ⊗ y on Kn, defined by (x ⊗ y)z = 〈z, y〉x, is an idempo-
tent iff tr(x ⊗ y) = 〈x, y〉 = 1.
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Proposition 3. Suppose x ⊗ y is a rank one matrix and A is an invertible matrix in
Mn. Then
x ⊗ y < A iff 〈A−1x, y〉 = 1.
Proof. Using (6), these are equivalent:
(i) x ⊗ y < A;
(ii) A−1(x ⊗ y) < I ;
(iii) (A−1x)⊗ y < I ;
(iv) (A−1x)⊗ y is an idempotent;
(v) 〈A−1x, y〉 = 1. 
Lemma 4. Let A ∈ Mn be invertible and A−1x = x. Then (A)−1x = x.
Proof. Let y be such that 〈x, y〉 = 1. Then x ⊗ y is an idempotent and x ⊗ y < A
by Proposition 3. Since  preserves idempotents and the order, x ⊗ y < (A), so
again by Proposition 3
〈(A)−1x, y〉 = 1.
This implies that(A)−1x and x are linearly dependent. (If not, we could find y such
that 〈x, y〉 = 1, 〈(A)−1x, y〉 = 0.) So,
(A)−1x = λx,
thus
〈(A)−1x, y〉 = λ〈x, y〉
and λ = 1. 
Proposition 5. Suppose A ∈ Mn is invertible, A is not a scalar matrix. There exists
λ(A) ∈ K such that
(A)−1 = λ(A)I + (1 − λ(A))A−1. (9)
Proof. Let λ1, . . . , λk be the eigenvalues of A−1 and let
Yj = {x; A−1x = λjx}.
Then Yj is a subspace of Kn and dimYj  n− 1. The union Y1 ∪ · · · ∪ Yk is a set
of measure 0 in Kn. Its complement Z is dense in Kn, equipped with the usual
Euclidean metric.
For x ∈ Z, A−1x and x are linearly independent and span a two-dimensional sub-
space W . Let y be such that 〈x, y〉 = 1, 〈A−1x, y〉 = 1. Then x ⊗ y is idempotent
and by Proposition 3,
xx ⊗ y < A.
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This implies
x ⊗ y < (A)
and again by Proposition 3,
〈(A)−1x, y〉 = 1.
It follows that (A)−1x ∈ W .
So,
(A)−1x = tx + sA−1x
and
1 = 〈(A)−1x, y〉 = t〈x, y〉 + s〈A−1x, y〉 = t + s.
Thus
(A)−1x = t (x)x + (1 − t (x))A−1x for x ∈ Z.
Let R = (A)−1 − A−1, C = (I − A−1). Then
Rx = t (x)Cx (x ∈ Z).
Let y ∈ Kn\Z. If Cy = 0, then by Lemma 4, Ry = 0. Assume now Cy /= 0. There is
i, 1  i  n, such that (Cy)i /= 0. There is a sequence of vectors xk ∈ Z, such that
lim xk = y in the usual Euclidean metric. This implies limCxk = Cy /= 0. There
exists N such that for k  N , (Cxk)i /= 0. For such k
(Rxk)i = t (xk)(Cxk)i
and
t (xk) = (Rxk)i
(Cxk)i
−→
k→∞
(Ry)i
(Cy)i
def= t (y).
Then
Ry = limRxk = lim t (xk)Cxk = t (y)Cy.
This implies
Ry = t (y)Cy for all y ∈ Kn.
Note that R,C are linear operators. If Cy /= 0, s ∈ K, s /= 0, t (sy) = t (y). If Cy, Cz
are linearly independent, looking at R(y + z) we see that t (y) = t (z). It follows that:
R = λ(A)C for some λ(A) ∈ K. 
Proposition 6. Let λ be a scalar, λ /= 0, λ /= 1. Then
(λI) = ϕ(λ)I
for some ϕ(λ) ∈ K, ϕ(λ) /= 0, ϕ(λ) /= 1.
Proof. Since λI is invertible, so is B = (λI). If B is not a scalar operator, we can
find x such that x and B−1x are linearly independent. There exists y such that
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〈x, y〉 = 〈B−1x, y〉 = 1. (10)
Then x ⊗ y is an idempotent and, by Proposition 3,
x ⊗ y < B.
Since −1 preserves idempotents and the order,
x ⊗ y < −1(B) = λI.
By Proposition 3,
〈λ−1x, y〉 = 1
a contradiction to (10). 
Corollary 7. If P = P 2 ∈ Mn, λ ∈ K, λ /= 0, λ /= 1, then
(λP ) = ϕ(λ)Q,
where Q is an idempotent of the same rank as P.
Proof. By (6) P  I . This implies λP  λI and
(λP )  (λI) = ϕ(λ)I.
Thus
1
ϕ(λ)
(λP )  I,
so
1
ϕ(λ)
(λP ) = Q = Q2 by (6). 
Remark 8. Since (I ) = I , (0) = 0, this implies
ϕ(1) = 1, ϕ(0) = 0.
Also, for P = P 2, (P ) = P = ϕ(1)P .
Remark 9. If B ∈ Mn is invertible, T ∈ Mn of rank one, then rank(B − T ) 
n− 1. Namely, Kn = Im T + Im(B − T ).
Proposition 10. Let Q be a rank one idempotent, Q /= E11 = E1. Let µ ∈ K, µ /=
0, µ /= 1. We construct an invertible B ∈ Mn such that
E11 < B
and
µQ < B.
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Proof. We distinguish three cases. Let {e1, e2, . . . , en} be the standard basis in Kn.
(I) The first column of Q is zero.
Since trQ = 1, qii /= 0 for some i  2. Let g be the ith column of Q. The first
column of B is e1, the ith column of B is µg. Choose the remaining columns so
that rankB = n. Now rank(B − E11) = n− 1, so E11 < B. Also rank(B − µQ) =
n− 1, so µQ < B.
(II) The first column of Q is nonzero and qi1 = 0 for i  2.
Then qij = 0 for i  2. Since trQ = 1, q11 = 1. Also, Q /= E11 implies q1k /= 0
for some k  2.
Let B = I + tEk1, where
t = µ− 1
µq1k
.
Now B − E11 has rank n− 1. Let C = B − µQ = I + tEk1 − µQ. Then c11 =
1 − µ, ck1 = t , c1k = −µq1k , ckk = 1. Since −tµq1k = 1 − µ, the first and the
kth column of C are linearly dependent, so rank(B − µQ) = n− 1. We proved
E11 < B, µQ < B.
(III) The first column q of Q is not a multiple of e1.
Then b1 = µq and b2 = µq − e1 are also linearly independent. Let b1, b2 be the
first columns of B and choose the remaining columns so that rankB = n.
Now in B − E11 the first two columns are equal. And B − µQ has the first col-
umn zero. So rank(B − E11) = rank(B − µQ) = n− 1. 
Corollary 11. If P is a rank one idempotent, λ ∈ K, then
(λP ) = ϕ(λ)P .
Proof. This is obvious for λ = 1, λ = 0 (see Remark 8). Let λ /= 0, λ /= 1. Idem-
potents are diagonalizable, so
UPU−1 = E11
for some invertible U . Corollary 7 tells us that
(λP ) = ϕ(λ)Q, (11)
where Q is a rank one idempotent.
Suppose Q /= P . Then UQU−1 /= E11. Proposition 10 gives B invertible such
that E11 < B and
ϕ(λ)UQU−1 < B.
This implies
U−1E11U = P < U−1BU = A
and
ϕ(λ)Q < A.
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Thus
−1(P ) = P < −1(A) = C (12)
and
−1(ϕ(λ)Q) = λP < C. (13)
This is impossible by Theorem 2.3 in [2], but we can show it in three lines. Let
P = x ⊗ y. Using Proposition 3, (12) and (13) imply
〈C−1x, y〉 = 1
and
λ〈C−1x, y〉 = 1 a contradiction. 
Corollary 12. For every invertible A ∈ Mn, (A) = A. Also, ϕ(λ) = λ for all λ.
Proof. Assume first that A is not a scalar matrix. There is x such that x, A−1x
are linearly independent. Let λ /= 0, λ /= 1. There is y ∈ Kn such that 〈x, y〉 = 1,
〈A−1x, y〉 = λ−1. Proposition 3 implies that λx ⊗ y < A. Applying and Corollary
11,
ϕ(λ)(x ⊗ y) < (A)
and again
〈(A)−1x, y〉 = 1
ϕ(λ)
.
Proposition 5 tells us
(A)−1 = tAI + (1 − tA)A−1 (tA /= 1). (14)
So
〈(A)−1x, y〉 = tA〈x, y〉 + (1 − tA)〈A−1x, y〉, (15)1
ϕ(λ)
= tA + (1 − tA)1
λ
.
So tA = t is a constant, independent of A. Also, t /= 1. If t /= 0, let D = A−1 be
the diagonal matrix with
d11 = − t1 − t
and d22 = · · · = dnn = 1. Then A is invertible, A is not scalar and (A)−1 = tI +
(1 − t)D is a diagonal matrix with 0 in the upper left corner––a contradiction.
So t = 0 and (14) shows (A) = A, (15) implies ϕ(λ) = λ. Proposition 6 and
Remark 8 conclude the proof. 
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If Z ⊂ Kn, let Z⊥ be the orthogonal complement of Z in Kn.
Proposition 13. LetB ∈ Mn and 1  rankB  n− 1. If x /∈ ImB and y /∈ ImB∗ =
(kerB)⊥, then
B < B + x ⊗ y.
Proof. Let rankB = rankB∗ = k, where 1  k  n− 1. Let y = y1 + y2, where
y1 ∈ kerB, y2 ∈ (kerB)⊥, y1 /= 0. Then kerB ∩ {y}⊥ = {x ∈ kerB; 〈x, y〉 = 0} =
{x ∈ kerB; 〈x, y1〉 = 0}.
Since dim(kerB) = n− k and y1 ∈ kerB, it follows that
dim(kerB ∩ {y}⊥) = n− k − 1. (16)
Now z ∈ ker(B + x ⊗ y) iff Bz = −〈z, y〉x iff Bz = 0 and 〈z, y〉 = 0 (since x /∈
ImB). So ker(B + x ⊗ y) = kerB ∩ {y}⊥ and rank(B + x ⊗ y) = k + 1 by (16).

Proposition 14. If (A) = A for every A ∈ Mn with rankA = k + 1 (1  k 
n− 1), then (B) = B for every B ∈ Mn with rankB = k.
Proof. Let rankB = k = rank(B) and
D = B −(B).
Take any vector y, such that y /∈ ImB∗. (Note that rankB∗  n− 1.)
Let x be any vector, such that x /∈ ImB. By Proposition 13
B < B + x ⊗ y.
It follows that
(B) < (B + x ⊗ y) = B + x ⊗ y,
since B + x ⊗ y has rank k + 1. Now k + 1 = rank(B + x ⊗ y) = rank(B)+
rank(B + x ⊗ y −(B)). So B + x ⊗ y −(B) = D + x ⊗ y has rank 1:
D + x ⊗ y = u ⊗ v (u, v /= 0)
and
D = u ⊗ v − x ⊗ y.
We prove first that rank of D is at most 1.
We fix temporarily x and y. We consider two cases.
(I) The vectors u, x are linearly dependent.
Then u = λx and
D = λx ⊗ v − x ⊗ y = x ⊗ (λ¯v − y). (17)
(II) The vectors u, x are linearly independent.
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Since rankB  n− 1, ImB is a proper subspace of Kn. Since n  3, the lin-
ear span Lin{u, x} of u, x is a proper subspace of Kn. The union of two proper
vector subspaces cannot be equal to the whole space Kn. So there is x′ /∈ (ImB ∪
Lin{u, x}).
As before, since y /∈ ImB∗, Proposition 13 tells us that
B < B + x′ ⊗ y
and
D = u′ ⊗ v′ − x′ ⊗ y (u′, v′ /= 0),
thus
u′ ⊗ v′ − x′ ⊗ y = u ⊗ v − x ⊗ y.
If 〈z, v′〉 = 0, we apply both sides of this equation to z and get
−〈z, y〉x′ = 〈z, v〉u − 〈z, y〉x.
Since x′ /∈ Lin{u, x} and u, x are linearly independent, 〈z, y〉 = 〈z, v〉 = 0. Thus
{v′}⊥ ⊆ {y}⊥ and {v′}⊥ ⊆ {v}⊥. This implies {v}⊥ = {v′}⊥ = {y}⊥ and v = λy for
some λ ∈ K, hence
D = u ⊗ λy − x ⊗ y = (λ¯u − x)⊗ y. (18)
So we proved that
rankD  1. (19)
Suppose now that rankD = 1, i.e.
D = a ⊗ b (a, b /= 0). (20)
We can find x such that x /∈ (ImB ∪ ImD). (Both ImB and ImD are proper
subspaces in Kn.) Then (17) is not true, so (18) is valid. From (18) and (20) it follows
that y and b are linearly dependent. Since y was any vector such that y /∈ ImB∗,
where ImB∗ is a proper subspace in Kn, we would have that the union ImB∗ ∪ Kb
of two proper subspaces of Kn is equal to Kn––a contradiction.
So rankD /= 1. By (19), D = 0. 
Combining Corollary 12 and Proposition 14 we get:
Corollary 15.  is the identity map on Mn.
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