We study budget constrained network upgrading problems. We are given an undirected edge weighted graph ¦ § © w here node ! "
Motivation
Several problems arising in areas such as communication networks and VLSI design can be expressed in the following general form: Enhance the performance of a given network by upgrading a suitable subset of nodes. In communication networks, upgrading a node corresponds to installing faster communication equipment at that node. Such an upgrade reduces the communication delay along each edge emanating from the node. In signal flow networks used in VLSI design, upgrading a node corresponds to replacing a circuit module at the node by a functionally equivalent module containing suitable drivers. Such an upgrade decreases the signal transmission delay along the wires connected to the module [PS95] . Usually, there is a cost associated with upgrading a node, and this motivates the study of problems of the following type: find an upgrading set of minimum cost so that the resulting network satisfies certain performance requirements.
The performance of the upgraded network can be quantified in a number of ways. In this paper, we consider the weight of a minimum spanning tree in the upgraded network as the performance measure. We show that this network problem is NP-hard. So, the focus of the paper is on the design of efficient approximation algorithms.
Preliminary Definitions

Node upgrade model
The node based upgrading model discussed in this paper can be formally described as follows. Let 
Our model is a generalization of the node upgrade model introduced by Paik and Sahni in [PS95] . In their model, the reduction in edge weight resulting from an upgrade of nodes is determined by a constant 2 s r u t v r x w in the following way: if exactly one endpoint of an edge is upgraded, then its weight is reduced by the factor t ; if both endpoints are upgraded, the weight is reduced by the factor t )
. Clearly, the Paik-Sahni model is a special case of the node upgrade model used in this paper.
Background: Bicriteria Problems and Approximation
The problem considered in this paper involves two optimization objectives, namely, the upgrading cost and the weight of a minimum spanning tree in the upgraded network.
A framework for such bicriteria problems has been developed in [MR 95] . Since this framework is used throughout this paper, we briefly review the relevant definitions from [MR 95] .
A generic bicriteria problem can be specified as a triple
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Summary of Results
We derive our approximation results under the following assumption:
Assumption 4 There is a polynomial such that¨
a re the maximum and minimum edge weight respectively, and ¤ denotes the number of nodes in the graph.
The main results of this paper are as follows.
1. We present a polynomial time approximation algorithm, which for any fixed © ¢ 2 , provides a performance guarantee of
f or any instance of (NODE UPGRADING COST, TOTAL WEIGHT, SPANNING TREE) satisfying Assumption 4. 3. We also show that using a simple binary search over the set of admissible values, an approximation algorithm with a performance guarantee of £w §£w It should be noted that our approximation algorithm for the problem (NODE UPGRADING COST, TOTAL WEIGHT, SPANNING TREE) produces solutions in which the budget constraint is strictly satisfied. This is unlike many bicriteria network design problems where it is necessary to violate the budget constraint to efficiently obtain a solution that is near-optimal with respect to the objective function [MR 95].
Related Work
As mentioned earlier, a simpler node upgrading model has been considered by Paik and Sahni [PS95] . Under their model, Paik and Sahni studied the upgrading problem for several performance measures including the maximum delay on an edge and the diameter of the network. They presented NP-hardness results for several problems. Their focus was on the development of polynomial time algorithms for special classes of networks (e.g. trees, series-parallel graphs) rather than on the development of approximation algorithms. Our constructions can be modified to show that all the problems considered here remain NPhard even under the Paik-Sahni model.
While in this paper we choose the total weight of a minimum spanning tree as a measure of the performance of the upgraded network, there are other useful performance measures. One of these measures, namely the bottleneck weight of a minimum bottleneck spanning tree, leads to the problem (NODE UPGRADING COST, BOTTLENECK WEIGHT, SPANNING TREE). This bottleneck problem has been investigated in [KM 97 ].
Dual Problems and Approximability
In this section we formally state and prove our claim from Section 1.3 that the dual problems defined in this paper are closely related with respect to their approximability. We show that a generic approximation algorithm for one problem can be converted into an approximation algorithm for the dual. The main tool for obtaining this result is a binary search over an appropriate set of admissible values, which is a common technique for treating problems when the objectives are interchanged (see e.g. [AMO93] -approximation algorithm for (NODE UPGRADING COST, TOTAL WEIGHT, SPANNING TREE). We will show how to use A to construct a £ ¦ § 6 t -approximation algorithm for the dual problem.
An instance of (TOTAL WEIGHT, NODE UPGRADING COST, SPANNING TREE) is specified by a graph
, the node cost function
9
, the weight functions
, on the edges and the bound on the node upgrading cost. We denote by OPT the optimum weight of an MST after upgrading a vertex set of cost at most . Observe that OPT is an integer such that
. We use binary search to find the minimum integer¨such that
and algorithm A applied to the instance of (NODE UPGRADING COST, TOTAL WEIGHT, SPANNING TREE) given by the weighted graph as above and the bound¨on the weight of an MST after the upgrade, outputs an upgrading set of cost at most t . It is easy to see that this binary search indeed works and terminates with a value¨© OPT. The corresponding upgrading set tion algorithm for the problem (NODE UPGRADING COST, TOTAL WEIGHT, SPANNING TREE) with performance of
In view of Lemma 5, the next section focuses on the development of an approximation algorithm for the problem (NODE UPGRADING COST, TOTAL WEIGHT, SPANNING TREE).
The Algorithm
In this section we develop our approximation algorithm for the (NODE UPGRADING COST, TOTAL WEIGHT, SPANNING TREE) problem. Without loss of generality, we assume that for a given instance of (NODE UPGRADING COST, TOTAL WEIGHT, SPANNING TREE), the bound¨on the weight of the minimum spanning tree after the upgrade satisfies¨# MST£ § 6 5 ) "
, since no upgrade strategy can shorten an edge © below ) £ ! "
, and therefore it is impossible to obtain a minimum spanning tree of weight strictly lower than MST£ § 6 ) " in our upgrading model. Thus, we can assume that there always exists a subset of the nodes which, when upgraded, leads to an MST of weight at most¨. We remind the reader that our algorithm also uses Assumption 4 (stated in Section 2) regarding the edge weights in the given instance.
Overview of the Algorithm
Our approximation algorithm can be thought of as a local improvement type of algorithm.
To begin with, we compute an MST in the given graph with edge weights given by £ ! "
, where
is the set of upgraded nodes maintained by the algorithm. During each iteration, we select a node and a subset of its neighbors and upgrade them by adding them to the set A . The policy used in the selection process is that of finding a set which gives us the best ratio improvement, which is defined as the ratio of the improvement in the total weight of the spanning tree to the total cost spent for upgrading the chosen nodes. Having selected such a set, we recompute the MST and repeat our procedure. The procedure is halted when the weight of the MST is at most the required bound¨. To find a subset of nodes with the best ratio improvement in each iteration, we use an approximate solution to the Two Cost Spanning Tree Problem defined below. In the framework of bicriteria problems, the above problem can be expressed as (¢ -TOTAL WEIGHT,
Definition 7 (Two
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-TOTAL WEIGHT, SPANNING TREE). This problem has been addressed by Ravi Notice that a claw's center is not uniquely determined if the claw contains less than three nodes.
The reasons why our algorithm always chooses the marked vertices in a marked claw for upgrading in each iteration are twofold. On the one hand, we can show how to decompose an optimal solution into a set of marked claws one of which provides a "good" upgrading set at the current stage (see Lemma 14). On the other hand, we are able to find a "good" claw in each iteration by using the algorithm from [RG96] to solve a couple of auxiliary instances of the Two Cost Spanning Tree Problem (see Lemma 15).
In each of these instances of Two Cost Spanning Tree Problem, we add edges derived from one particular marked claw to the current MST to obtain an auxiliary graph . Each edge from the claw is added twice, once in an "original version" with old weight, and another time as a parallel edge in an upgraded version. We then define two edge weight functions on the resulting graph . One weight function reflects the upgrading cost while the other reflects the resulting weight of the edges. Using the algorithm from [RG96] we find a spanning tree £ in which is light with respect to its weight and does not cost too much in terms of upgrading. Depending on which edges (original or upgraded) from the claw are contained in £ , we derive a marked claw. The best of all these marked claws is used to determine the upgrading set chosen in the current iteration.
Algorithm and Performance Guarantee
The remainder of Section 4 is devoted to a proof of the following theorem. Before we embark on a proof of the performance guarantee stated in Theorem 10, we give the overall idea behind the proof. Recall that each basic step of the algorithm consists of finding a marked claw (i.e. a node and a subset of its neighbors) to upgrade. Let A is the set of nodes upgraded so far. Essentially, this means that in each iteration, there is a claw whose quotient cost is bounded by the ratio of twice the optimum cost and the remaining effort. We can then use a potential function argument to show that this yields a logarithmic performance guarantee. For our proof we will make use of the following lemma. 
Bounded Claw Decompositions
Lemma 13 Let
Guessing an Upper Bound on the Improvement Cost
We run our Algorithm UPGRADE-MST depicted in Figure 1 for all values of O PT, the algorithm will indeed produce a solution. In the sequel, we estimate the quality of this solution. Assume that the algorithm uses . We now use an analysis technique due to Leighton and Rao [LR88] . The recurrence (11) and the estimate ln 
