This paper discusses the matching conditions resulting from the controlled Lagrangians method and the interconnection and damping assignment passivity based control (IDA-PBC) method. Both methods have been presented recently in the literature as means to stabilize a desired equilibrium point of an Euler±Lagrange, respectively Hamiltonian, system.
Introduction
Recently there has been a lot of interest in the stabilization of underactuated mechanical systems using methods that preserve the mathematical structure of the system. A mechanical system is called underactuated if the number of control inputs is strictly less that the number of degrees of freedom of the system. Such systems often occur, e.g. in robotics, and are generally di cult to control. While fully actuated mechanical systems admit an arbitrary shaping of the potential energy by means of feedback, and therefore a stabilization to any desired equilibrium, such a strategy is in general not possible for underactuate d systems. Indeed, underactuation puts a severe restriction on the possibilities to shape the potential energy. In certain cases this problem can be overcome by also modifying the kinetic energy of the system, thus leading to a new mechanical system with a modi®ed total energy. A well-known example is given by the inverted pendulum on a cart. This is an underactuated system since only the horizontal position of the cart can be controlled directly by a force in this direction, whereas by the absence of a torque the angle of the pendulum is uncontrolled. For this system it is not possible to stabilize the upright position of the pendulum by potential energy shaping only. However, allowing in addition the shaping of kinetic energy does stabilize the upright position of the pendulum, as well as the horizontal position of the cart. The closed-loop system is again described by a mechanical system, with a modi®ed positive de®nite total energy function.
The idea of kinetic energy shaping has led to a method for stabilizing underactuated mechanical systems, called the method of controlled Lagrangians. This method was introduced (Bloch et al. 1997 (Bloch et al. , 1998 for the stabilization of relative equilibria of mechanical systems with symmetry. Starting point is an underactuated mechanical control system described by the forced Euler±Lagrange equations with a Lagrangian being the di erence of the kinetic and potential energy of the system. The system is assumed to admit a symmetry, in fact, the Lagrangian is assumed to be invariant under the action of an Abelian Lie group (in the case of a cart and pendulum this means that the horizontal position of the cart is a cyclic variable). The idea now is to stabilize a relative equilibrium of the system (i.e. the upright position of the pendulum, irrespective of the horizontal position of the cart) by searching for a suitable (stabilizing) closed-loop system which is again in Euler±Lagrange format and preserves the symmetry of the system. This is done by proposing a class of Lagrangians, called controlled Lagrangians, which preserve the symmetry of the system, and investigating which of these Lagrangians can possibily be obtained as a closed-loop Lagrangian by choosing a suitable feedback law for the original system. The conditions under which such a feedback law exists are called matching conditions, and in case these conditions are satis®ed the original control system and the closedloop Euler±Lagrange system are said to match. The feedback law can be calculated by using the symmetry properties of the system. The class of controlled Lagrangians proposed by Bloch et al. (2000) consists of Lagrangians being the di erence of a shaped kinetic energy and the potential energy of the original system. That is, the kinetic energy is modi®ed (in a certain restricted way), whereas the potential energy of the system remains unchanged. In general, the matching conditions for this class of controlled Lagrangians are described by a set of non-linear partial di erential equations to be solved for the closed-loop Lagrangian. In special cases, the so-called simpli®ed matching assumptions , de®ning a restrictive but useful class of possible closed-loop controlled Lagrangians, these PDEs are automaticall y solved. The desired relative equilibrium is locally stabilized by ®nding a controlled Lagrangian, satisfying the matching assumptions, such that the total energy of the closedloop system is (usually negative) de®nite around this equilibrium. This method has proved to work well for the examples of stabilization of an inverted pendulum on a cart or an inverted spherical pendulum and the stabilization of a satellite with an internal rotor (see Bloch et al. 1997 Bloch et al. , 1998 Bloch et al. , 2000 for more details.
The method of Bloch et al. (1997 Bloch et al. ( , 1998 Bloch et al. ( , 2000 concerning mechanical systems with symmetry, has been re®ned in the work of , and Andreev et al. (2000) to describe the stabilization of equilibria of general mechanical systems (see also the work of Hamberg 1999) . The idea is to stabilize a desired equilibrium by searching for a closed-loop Euler±Lagrange system with a modi®ed total energy, i.e. in addition to the shaping of kinetic energy the shaping of potential energy is also allowed. Again, the matching conditions are described by a set of non-linear PDEs. describe a method to convert these non-linear PDEs into a set of linear PDEs by the so-called ¶-method. The method is designed for general mechanical systems and does not require any symmetry of the system. In fact, in general the symmetries present in the original system will be destroyed by the shaping of the potential energy in order to stabilize a desired equilibrium point. For the cart and pendulum this means that besides stabilizing the upright position of the pendulum, as in the method of Bloch et al. (2000) , the position of the cart is stabilized towards a desired horizontal position simultaneously. We remark that the need for potential energy shaping to stabilize an equilibrium point has also been recognized in Bloch et al. (1999 Bloch et al. ( , 2001 , where the term symmetry-breakin g potential has been used.
The method of controlled Lagrangians has been extended in the work of to describe the matching of general Euler±Lagrange systems. These systems are not restricted to be of a mechanical nature, that is, the Lagrangian is not necessarily given by the di erence of a kinetic and a potential energy. Under a regularity assumption on the Lagrangian the matching conditions de®ne a set of non-linear PDEs, generalizing the PDEs described previously for mechanical systems.
Finally, we would like to remark that recently some results have been obtained in Hamberg (2000 b) and Zenkov et al. (2000) extending the method of controlled Lagrangians to also include the matching and stabilization of Euler±Lagrange systems with (non-holonomic) contraints.
At the same time, on the Hamiltonian side a method has been developed to stabilize port-controlled Hamiltonian systems (Ortega et al. 2001 a,b) . Portcontrolled Hamiltonian systems have shown to be instrumental in the network modelling of energy conserving physical systems. They strictly contain the class of Euler±Langrange systems. See van der Schaft (2000) and references therein for more information on the development and the use of port-controlled Hamiltonian systems. Analogously to the method of controlled Lagrangians, the idea is to stabilize a desired equilibrium point of the system by searching for a suitable closed-loop system which is again in portcontrolled Hamiltonian format. The closed-loop system is de®ned by changing the internal interconnection structure (i.e. the skew-symmetric structure matrix corresponding to the Poisson bracket of the system) and the Hamiltonian (i.e. energy) function of the system. The conditions under which these changes lead to a system that can possibly be obtained as a closed-loop system of the original system, by choosing a suitable feedback law, constitute a new set of matching conditions. These are a set of non-linear PDEs to be solved for the closed-loop Hamiltonian and the closed-loop interconnection structure. The principal (energy) concept used to stabilize the system is passivity, and since the closed-loop system is de®ned by shaping the internal interconnection structure of the system, the term interconnection and damping assignment passivity based control (IDA-PBC) has been coined to describe this method.{ We refer to Ortega et al. (2001 a,b) for more details on the method and on the underlying passivity concept. It is important to note that the possibility of also changing the interconnection structure, in addition to changing the Hamiltonian function, gives an extra degree of freedom to the IDA-PBC method with respect to the controlled Lagrangians method. Furthermore, since the class of port-controlled Hamiltonian systems strictly contains the class of forced Euler±Lagrange systems, the IDA-PBC method is more generally applicable than the controlled Lagrangians method. In Ortega et al. (2001 a,b) it has been shown that the method can be used to stabilize electrical systems such as power converters, electromechanical systems, e.g. synchronous motors, and mass-balance systems. The application of IDA-PBC to mechanical systems has been described in Ortega et al. (2001 b,c) .
Contributions and outline of the paper
In } 2 we discuss the matching of general Euler± Lagrange systems. Necessary and su cient conditions are derived for two Euler±Lagrange systems to match, resulting in a set of non-linear PDEs to be solved for the closed-loop Lagrangian. The method of Bloch et al. (2000) for mechanical systems with symmetry is reviewed, and the matching conditions obained in that method are given an interpretation in terms of the matching of kinetic and potential energy. Section 3 recalls the matching of port-controlled Hamiltonian systems, as used in the IDA-PBC method. In } 4 both methods, applied to the class of mechanical systems, are compared. It is shown that the controlled Lagrangians method is strictly included in the IDA-PBC method (see however Remark 9 for a novel extension of the controlled Lagrangians method, yielding equivalence of both methods). Furthermore, the ¶-method as described in for the controlled Lagrangians method is extended to the IDA-PBC method. It is shown that the matching conditions, consisting of a set of non-linear PDEs, can be transformed into an equivalent set of quadratic and linear PDEs, to be solved recursively. In } 5 the extra degree of freedom provided by the IDA-PBC method, i.e. the shaping of the internal interconnection structure, is used to discuss the integrability of the closed-loop Hamiltonian system. Necessary and su cient conditions are given for the closed-loop system to be integrable, leading to the introduction of gyroscopic terms in the closed-loop system. Section 6 is dedicated to some conclusions and suggestions for further research.
Important remarks
Before continuing with the technical part of the paper it is important to make the following two remarks. First, note that this paper is not concerned with the actual stabilization of equilibrium points of Euler±Lagrange or Hamiltonian systems. The (asymptotic) stabilization of equilibria is the aim of the papers b, Ortega et al. 2001 where the controlled Lagrangians method and the IDA-PBC method are introduced. In this paper we are merely interested in the matching of Euler±Lagrange, respectively Hamiltonian systems, which is the fundamental concept underlying both stabilization methods.
Second, for simplicity of exposition we do not consider any natural damping to be present in the control system, nor the introduction of energy dissipation by feedback in the closed-loop system. That is, we consider all systems to be energy conserving. The introduction of damping by feedback, called damping injection or damping assignment, is a very important issue in the methods as described in Bloch et al. (2000 Bloch et al. ( , 2001 and Ortega et al. (2001 a±c) to asymptotically stabilize an equilibrium which is made stable by shaping the Lagrangian, respectively the Hamiltonian and the internal interconnection structure, of the system. The inclusion of damping assignment in the results of this paper should be straightforward. Indeed, for mechanical systems with no natural damping feeding back the passive output results (under some detectability condition) in an asymptotically stable system. In this case the damping does not appear in the matching conditions (see Ortega et al. 2001 c) .
Notation
Let L…q; _† be a smooth function, there @ q L denotes the partial derivative of L with respect to q and @ _L denotes the partial derivative of L with respect to _(these are n 1 matrices). The second order derivatives of L (which are n n matrices) are denoted by
n is a smooth vector-valued function of …q; _†, then @ q Y denotes the n n matrix with …i; j †th entry being @ q j Y i …q; _†.
Matching of Euler±Lagrange systems
In this section we describe the matching of Euler± Lagrange systems.
General matching conditions
Consider a forced Euler±Lagrange system with con®guration space Q, taken for simplicity to be equal to n , and described by a Lagrangian L :
The matrix G…q † : m ! T q Q ' n , with rank Gˆm, de®nes the force ®elds corresponding to the input u 2 m . Note that if mˆn, then (1) describes a fully actuated Euler±Lagrange system, whereas the system is underactuated if (and only if ) m < n. Consider a second, autonomous Euler±Lagrange system, de®ned by a Lagrangian L c : T Q ! (the subscript c suggestively stands for closed-loop)
The question we ask ourselves is whether the system (2) can be obtained as a possible closed-loop system corresponding to (1) by choosing a suitable control law u. If (2) is a possible closed-loop system of (1) then we say that the systems (1) and (2) match. Now, consider the system (1), and let G ? …q † : 
Consider the system (2). First notice that
This implies that (2) is equivalent to the two equations
The ®rst of these two equations can always be obtained from (1) by choosing the control
where we left out the arguments …q; _† for clarity (notice that indeed G T G is square and has full rank m). This leads to the following proposition.
Proposition 1:
The systems …1 † and …2 † match if and only if equation …5 † holds along solutions of the system …1; 6 † …equivalently …3; 4 † †.
Proof: For su ciency notice that (1) and (6) imply (4). Necessity: Assume that (1) and (2) match, then
from which it follows that the control u is given by (6). The equivalence of the systems (1, 6) and (3, 4) follows by simple algebra. Indeed, (3) implies (1) for some timefunction u. Multiplying (1) on the left by G T and using (4) implies (6) . & Remark 1: If rank Gˆn then G ?ˆ0 and equation (5) is trivially satis®ed, for any arbitrary closed-loop Lagrangian L c . This corresponds to the well known fact that in case the system is fully actuated, its dynamics can be modi®ed arbitrarily.
Equation (5) is referred to as the matching conditions. Following common terminology we call the closed-loop Lagrangian L c the controlled Lagrangian.
Recall that the matching conditions (5) have to be satis®ed along solutions of the system (1, 6), or equivalently (3, 4). Now take into account the regularity of the Lagrangians L and L c , that is @ __L and @ __L c are invertible. Then by eliminating the accelerations, the matching conditions (5) can be written as a set of nonlinear partial di erential equations, to be satis®ed for all …q; _†. Furthermore, the control law (6) is seen to be a state feedback control law. The construction is as follows.
Writing out the system (1) gives
Assuming that the Lagrangian is regular the system can be written as
Equivalently, the system (2) can be written as (assuming regularity)
The systems (1) and (2) match, for some suitably de®ned control law u, if the solutions of both systems are the same. That is, …q…t †; u…t † † is a solution of (1) if and only if q…t † is a solution of (2), or equivalently, …q…t †; u…t † † satis®es (9) if and only if q…t † satis®es (10). It follows that (1) and (2) match if and only if
which can be written as
Using the left annihilator G ? of G, equation (12) can be equivalently written as 
Remark 2: Writing out (6) and using (10) it is easy to show that the control laws de®ned in (6) and (14) are the same. Notice that the control law is a state feedback law, depending only on q and q.
Equation (13) is equivalent to the matching conditions of (Hamberg 2000 a), equation (5). Furthermore, notice that (13) de®nes a set of non-linear PDEs, where L is given and L c acts as the unknown variable. The set of solutions L c of (13) describes all the possible Euler±Lagrangian closed-loop systems (2) that can be obtained from (1) by a suitable choice …i.e. …14 † † of the control law.
Mechanical systems
In case the Euler±Lagrange systems (1) and (2) both describe a mechanical system, then the matching conditions (13) can be split into two parts. The ®rst part describes the shaping of kinetic energy, whereas the second part describes the shaping of potential energy.
Assume that (1) describes an (under)actuate d mechanical system, that is, L is the di erence of kinetic and potential energy
where MˆM T describes the generalized mass matrix of the system. We assume that M is invertible, which is equivalent to L being regular (the usual assumption is that M is positive de®nite.) We consider control laws which render the closed-loop system to be a mechanical system, that is, of the form (2) with controlled Lagrangian being of the form
(assumed to be invertible) and potential energy function V c . In this case, the matching conditions (13) become
Collecting the terms dependent, respectively independent, on _we see that (17) can be equivalently written as a set of two non-linear PDEs in M c …q † and V c …q †
Equation (18) matches the kinetic energy and is independent of the potential energy, whereas equation (19) matches the potential energy of the closed-loop system and depends on the shaped generalized mass matrix M c . Notice that (18) de®nes a homogeneous polynomial in _, whereas (19) is independent of _.
The k-method of Auckly et al.:
Equations (18) and (19) constitute a set of two non-linear PDEs in M c and V c . In , and Andreev et al. (2000) a method has been described to solve (18) and (19) by recursively solving a set of three linear PDEs, thereby greatly reducing the complexity of ®nding solutions. Let us translate this method into our notation. Consider equation (18) and note that this equation has to hold for all points …q; _† 2 T Q, whereby q and _should be seen as independent variables (i.e. the state of the system). This means that (18) can be equivalently written as (at a point q 0 2 Q)
for all vector ®elds X 2 TQ with X…q 0 †ˆv 2 T q 0 Q. In …20 † we recognize the expression for the covariant derivative (see e.g. Marsden and Ratiu 1999 
This is exactly the matching condition as given in Auckly et al. (2000, equation 1.4 ) (where G ? M is denoted by P) (see also Kapitanski 2000, Andreev et al. 2000) . Writing out the expression for the covariant derivative in the coe cients of X using the Christo el symbols results in the matching conditions as given in Hamberg (1999, Theorem 1) . Furthermore, the conrol law given in Hamberg (1999, Theorem 1), equals the control law de®ned by (14) .
We can polarize (21) to get 
Observe that (24) is a linear PDE in ¶. However, note that a solution is only de®ned with respect to the image of · G G ? , i.e. a solution is only de®ned for ¶ · G G ? M. Equation (24) is called the ¶-equation and corresponds to equation (1.11) in Auckley et al. (2000) .
The complete solution ¶ (or, equivalently, M c ) of the kinetic energy matching condition (18) can be found by solving another linear PDE. Indeed, premultiply (18) (24) this a linear PDE in M c . Equation (25) corresponds to equation (1.12) in (with Zˆ_and eliminating X from (1.12)).
Finally, given M c , the potential energy matching condition (19) is a linear PDE in V c . It can also be written in terms of a solution ¶ · G G ? M of (24) by premultiplying (19) by M to obtain
This equation corresponds to equation (1.13) in . In and it is shown that the matching conditions (18) and (19) can be solved by solving the equivalent set of three linear PDEs (24), (25) and (26). That is, ®rst solving (24) for (25) for M c , and ®nally (26) for V c .
Mechanical systems with symmetry
In this section we review the controlled Lagrangians method as introduced by Bloch et al. (1997 Bloch et al. ( , 1998 Bloch et al. ( , 2000 for mechanical systems with symmetry. In particular, we interpret the matching conditions obtained in their work in terms of the matching of kinetic and potential energy as described by the PDEs (18) and (19).
Consider a mechanical system with con®guration space an n-dimensional manifold Q ' n . Let the con®guration coordinates be denoted by qˆ…x; † 2 n . Here x 2 n¡m are called the shape variables and 2 m are called the group variables. We assume that the group variables are fully actuated, whereas the shape variables are unactuated, this corresponds to Gˆ‰0 I m Š T . Furthermore, we assume that the Lagrangian of the system does not depend on the variables (we call cyclic variables).
Remark 3:
The mathematical construction used in Bloch et al. (2000) is to consider a principal ®bre bundle Q ! Q=G corresponding to the regular action of an Abelian (i.e. commutative) Lie group G on Q. Then x 2 Q=G and 2 G, and the Lagrangian L being cyclic in is equivalent to assuming that L is invariant under the action of the group G.
The forced Euler±Lagrange equations become
As explained in Bloch et al. (2000) quite a large class of mechanical systems fall within this description. The goal of the controlled Lagrangians method described in Bloch et al. (2000) is to stabilize a relative equilibrium{ …xˆx e , _ x xˆ0; _ ˆ0 † of the system. This is done by searching for a stabilizing closed-loop Euler± Lagrangian system which preserves the symmetry of the system. In Bloch et al. (2000) a class of controlled Lagrangians is proposed which have the property that is a cyclic variable for L c . This class can be described as follows. First, decompose the generalized mass matrix M as
according to the decomposition qˆ…x; †. De®ne the shaped generalized mass matrix as
Here, ½ …x † 2 m n and ¼…x † 2 m m are matrices only depending on the shape variables. In Bloch et al. (2000) ½ is called a`Lie algebra valued horizontal one-form', which means that it works only on vectors in the shape space n¡m and takes values in m . The matrix ¼ is called the`changed metric acting on horizontal vectors', which means that it changes the mass matrix in the direction of the shape variables. The controlled Lagrangian is then de®ned by, corresponding to formula (2.11) in Bloch et al. (2000) L c …x;
It is important to notice that only the kinetic energy is changed whereas the potential energy of the system is left unchanged. Since the controlled Lagrangian preserves symmetry, i.e. L c does not depend on , the corresponding Euler±Lagrange system looks like
The idea of the method of Bloch et al. (2000) is to shape the kinetic energy, by choosing suitable matrices ½ and ¼, in order to obtain a closed-loop Euler±Lagrangian system (32±34) for which the desired relative equilibrium is stable. The conditions under which L c can be obtained as a possible closed-loop Lagrangian by choosing a suitable control law for the system (27±29) are the matching conditions of Bloch et al. (2000) . In general, they consist of a set of non-linear PDEs in the components of the matrices ½ and ¼. In the next paragraph the derivation of these matching conditions is described.
The matching conditions of Bloch et al. essentially use Proposition 1 to deduce conditions under which the systems (27±29) and (32±34) match. That is, they give conditions under which (33) holds along solutions of (27) and (34). Towards this objective denote the x-component of the Euler± Lagrange equations as
Substracting (3), equivalently (27), this becomes
assuming M c is invertible. Now note that (34) de®nes the ®rst integral @ _ L c of the controlled Lagrangian system. Decompose M c , de®ned in (31), according to the decomposition qˆ…x; † and write
which gives by (34), taking into account that is a cyclic variable
Assuming that M c is invertible (note that a su cient condition for M c to be invertible is that M c is de®nite) this results in
Using (40) we can calculate
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{ The term relative equilibrium is used in reduction theory. It denotes an equilibrium in the shape variables, whereas motion with constant velocity (or better, momentum) in the group variables is allowed. In our case the relative equilibrium has velocity zero in the group variables. The con®guration of the group variables however is unspeci®ed.
c is exactly the Schur-complement of the matrix M c . Since we assume that M c is invertible, it follows that S c is invertible (see e.g. Gantmacher 1966, p. 46) . Now substitute (41) into (36). The only terms of E x …L c † involving accelerations are given by et al. (2000) de®ne their ®rst matching condition, Assumption M-1, in such a way as to cancel all the terms in E x …L c † that involve the accelerations x x. Indeed, consider the expression of E x …L c † as in Bloch et al. (2000, equation (2.20) ), and note that Assumption M-1 is designed' such that the time-derivative terms cancel. It can be calculated that for the class of controlled Lagrangians described in (31) and (32) the acceleration terms are exactly given by (42), i.e. (where we use the notation of Bloch et al. 2000 )
Since Assumption M-1 makes the right-hand side of …43 † equal to zero and since S c is invertible, we have the following proposition, valid with respect to the class of controlled Lagrangians (31) and (32) considered in Bloch et al. (2000) .
Proposition 3:
The matching condition M-1 of is equivalent to the condition
Condition (44) is an algebraic condition on the kinetic energy metric de®ned by M c . Assuming (44) holds, let us calculate E x …L c †. First calculate that
Then after substitution of (41) into (36) and using (44) and (45), equation (36) becomes
From the fact that is a cyclic variable for L c it follows using (44) that
Finally, this results in the following equation for
This corresponds to equation (2.25) in Bloch et al. (2000) . Bloch et al. (2000) proceed by giving two conditions, i.e. Assumption M-2 and Assumption M-3, under which E x …L c † is identically zero, thereby accomplishing matching.
Interpretation of the matching conditions:
According to } 2.2 the systems (27±29) and (32±34) match if and only if the two PDEs ( (18) and (19)) hold. Note that (19), describing the matching of the potential energy, in this case becomes the algebraic equation
where G ?ˆ‰ I 0Š. In the sequel we will interpret the matching conditions obtained by Bloch et al. (2000) in terms of the conditions (18) and (49).
As described above the Assumptions M-1, M-2 and M-3 accomplish matching for the class of controlled Lagrangians (31) and (32) considered in Bloch et al. (2000) . According to Proposition 3, Condition M-1 is equivalent to (44). Now consider the matching condition (49) for the potential energy. Since is a cycle variable for V, we have that
However, this means that (44) implies (49). Actually, this holds for any function V which is independent of the variables .
Proposition 4: Assumption M-1 of Bloch et al. (2000) implies that the unchange d potential energy V matches.
In other words, Assumption M-1 takes care of the matching of potential energy. Note that similarly to (49), Assumption M-1 describes an algebraic equation on the kinetic energy matrix M c .
Secondly, assuming that condition M-1 holds, we calculated E x …L c † to be as in (48). The condition that E x …L c † is equal to zero is precisely the matching condition (18) for the kinetic energy.
Proposition 5: Assume that condition M-1 holds. Then Assumptions M-2 and M-3 are equivalent to the matching condition (18) on the kinetic energy.
In other words, Assumptions M-2 and M-3 take care of the matching of kinetic energy. Note that similar to (18), Assumptions M-2 and M-3 de®ne a set of nonlinear PDEs, to be solved for the kinetic energy matrix M c (or its components ½ and ¼).
The above two propositions give an interpretation of the matching conditions as de®ned in Bloch et al. (2000) in terms of the matching of kinetic and potential energy. These facts are not easily recognizable from the extensive coordinate computations in Bloch et al. (2000) .
Observe that to conclude if a certain controlled Lagrangian can be obtained as a closed-loop Lagrangian (i.e. matches) one needs to check the nonlinear PDEs (18) and (19). In case one considers the class of systems and controlled Lagrangians as de®ned in Bloch et al. (2000) this comes down to checking the algebraic condition (44) and the non-linear PDE (18) (or equivalently, checking Assumptions M-1, M-2 and M-3). Bloch et al. (2000) have given a set of conditions, called the simpli®ed matching assumptions, under which (44) and (18) automatically hold. Let us translate these conditions into the notation used in this paper.
Recall the decomposition of the matrix M as in (30) and denote ¢ :ˆM x …M † ¡1 M x . The simpli®ed matching Assumptions 2 and 4 , can be translated as
i; jˆ1; . . . ; n ¡ m; kˆ1; . . . ; m As remarked in Bloch et al. (2000) , these conditions imply that the mechanical connection corresponding to the system is¯at, that is, the system lacks gyroscopic forces. The simpli®ed matching Assumptions 1 and 3 , can be translated into taking{
for some arbitrary non-zero constant µ 2 , which can be seen as a design parameter. This results in the shaped kinetic energy matrix M c
Now we can translate the result of Bloch et al. (2000) into the following proposition.
Proposition 6 : Although the Assumptions SM-1, SM-2 and SM-3 are quite restrictive{, they seem to work well for the matching and stabilization of a number of interesting systems like the inverted pendulum on a cart and the spherical inverted pendulum. See Bloch et al. (2000) for worked examples.
The cart and pendulum
In this section we want to make a few remarks on the matching methods we have described so far, taking as a guideline the example of an inverted pendulum on a cart. This system was ®rst stabilized using the method of controlled Lagrangians by Bloch et al. (1997 Bloch et al. ( , 2000 . We described this method in the previous section. The method has two key features:
(I) The method stabilizes a relative equilibrium.
In the case of the cart and pendulum this means that the upright position of the pendulum is stabilized, irrespective of the horizontal position of the cart.
(II) The kinetic energy of the closed-loop system is negative de®nite.
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This means that the closed-loop system simulates a mechanical system with negative masses and inertias, which is physically not very appealing{. The ®rst problem can easily be overcome by also allowing the shaping of potential energy (recall that in the method of Bloch et al. (2000) the potential energy was unchanged). This destroys the symmetry present in the system but in return stabilizes the group variables (i.e. the position of the cart) at a desired equilibrium point. Extending the above method by also including potential energy shaping was described in Bloch et al. (1999) (see also the recent paper by Bloch et al. 2001 b) . In that paper, the kinetic energy is still shaped according to Assumptions SM-1, SM-2 and SM-3, and in addition the potential energy is also shaped (by introducing a new matching assumption) . This solves the ®rst problem, however, it cannot solve the second problem. In fact, for the cart and pendulum example, it can easily be checked that taking the shaped kinetic energy according to Assumptions SM-1, SM-2 and SM-3, the potential energy can never be shaped in such a way that the stabilizing closed-loop kinetic energy is positive de®nite at the desired equilibrium (i.e. upright position of the pendulum, cart at a desired horizontal position). This seems to be a structural property of the method as described in Bloch et al. (1999 Bloch et al. ( , 2000 . The reason for this could be as follows. Recall that the method is originally designed as to shape only the kinetic energy of the system and to leave the potential energy unchanged. Since for the cart and pendulum example (as for a lot of other examples) the desired equilibrium point is a maximum of the potential energy, this means that in order to make the total energy de®nite at this point (which is a su cient condition or stability), we should make the kinetic energy have a maximum, i.e. negative de®nite, at this point. It is very reasonable to expect that allowing also the shaping of potential energy, but still shaping the kinetic energy according to the earlier results, leaves not enough freedom to make the total energy positive de®nite at the desired equilibrium point. (As said, this is exactly what happens in the case of the cart and pendulum.)
On the other hand, if we consider the more general matching conditions as described in } 2.2, then problems (I) and (II) are absent. Indeed, as shown in Hamberg (1999) and , it is possible to stabilize the cart and pendulum system at the desired equilibrium point, such that the total energy of the closed-loop system is positive de®nite. This means that the closedloop system corresponds to a physically existing mechanical system, with positive masses and inertias. Remark that indeed the corresponding shaped kinetic energy matrix does not have the form as in SM-3.
We conclude that although the controlled Lagrangians method, and the corresponding (simpli®ed) matching assumptions, described in Bloch et al. (1999 Bloch et al. ( , 2000 and } 2.3, can be very helpful in solving the matching conditions and stabilizing a mechanical system, for a large class of examples it leads to closed-loop systems having a negative de®nite total energy, something which is physically not very appealing (and can become problematic in the presence of damping). This problem does not occur when one shapes the energy according to the more general matching conditions described in } 2.2 (see Hamberg 1999 for examples).
Matching of port-controlle d Hamiltonian systems
Recently in Ortega et al. (2001 a,b) a method has been developed to stabilize a desired equilibrium point of a port-controlled Hamiltonian system. The class of port-controlled Hamiltonian systems strictly contains the class of regular Euler±Lagrange systems. The method is called the interconnection and damping assignment passivity based control (IDA-PBC) method. Analogously to the method of controlled Lagrangians the basic idea is to search for a closed-loop stabilizing system which is again in port-controlled Hamiltonian format. As in the previously described method this leads to a set of matching conditions, described by a set of non-linear PDEs. In this section we recall the method developed in Ortega et al. (2001 a,b) , and its application to mechanical systems.
General matching conditions
Consider a port-controlled Hamiltonian system of the form
where z 2 M (a manifold) J…z †ˆ¡J T …z †: T z M ! T z M is a skew-symmetric matrix (or better, vector bundle map) describing the internal interconnection structure of the system, g…z †: m ! T z M describes the input vecor ®elds corresponding to the input u 2 m and H…z † is the Hamiltonian (or energy) function of the system. The objective of IDA-PBC is to stabilize a desired equilibrium point of the system. Analogously to the method of controlled Lagrangians this goal is being pursued by considering static state feedback laws which render the closed-loop system in port-controlled Hamiltonian format. That is, the closed-loop system is described by the equations which are the matching conditions of the IDA-PBC method (Ortega et al. 2001 a,b) . Note that the matching conditions (55) de®ne a set of non-linear PDEs, to be solved for the shaped Hamiltonian H d and the shaped interconntection matrix J d . If the matching conditions are satis®ed, i.e., the systems (52) and (53) 
which is a set of non-linear PDEs to be solved for H a and J a .
Remark 6: Suppose (52) represents a linear portcontrolled Hamiltonian system, i.e. _ z zˆJQz ‡ gu for constant matrices Jˆ¡J T ; g; and Hamiltonian function H…z †ˆ1 2 z T QZ, QˆQ T , and suppose that also the closed-loop system (53) is a linear system. It has been shown in Prajna et al. (2001) that in this case the matching conditions (55), as well as the conditions for stability of the closed-loop system, can be transformed into a set of linear matrix inequalities (LMIs). Powerful algorithms for solving these LMIs are available in several software packages.
Remark 7:
Equivalence under state feedback. The closed-loop system (53) does not include the description of external inputs. This stems from the fact that the IDA-PBC method is designed to construct feedback controllers uˆu…z † which stabilize an assigned equilibrium point z , that is, the closed-loop system (53) has a stable equilibrium point at z . The addition of external inputs to the closed-loop system, yielding
can be of importance in reaching additional control objectives. For instance, feeding back the passive output yˆg T @ z H d by vˆ¡Ky, K > 0, yields under suitable assumptions asymptotic stability (see e.g. Ortega et al. 2001 c) . However, the addition of external inputs to the closed-loop system does not change the matching conditions (55). The systems (52) and (53) are equivalent under state feedback u…z; v †ˆ¬…z † ‡ v if and only if (55) holds. The corresponding control law ¬…z † is de®ned by (56). Of course, an analogous remark can be made for the controlled Lagrangians method.
Mechanical systems
In this section we apply the method described above to mechanical systems (see Ortega et al. 2001 c) . A mechanical system can be described by a port-controlled Hamiltonian system of the form (52)
where …q; p † (consisting of con®guration coordinates q and impulses p) denote coordinates for the state space MˆT Q ' 2n , with Q ' n denoting the con®gura-tion space of the mechanical system. The matrix G…q †: m ! T q Q ' n de®nes the force ®elds corresponding to the input u 2 m . The Hamiltonian function H…q; p † is given by the total, i.e. kinetic plus potential, energy in the system
where MˆM T describes the generalized mass matrix of the system, and is assumed to be invertible (for most physical systems M will be positive de®nite). Note that from (60) and (61) it follows that the impulses are de®ned as usual by pˆM…q † _. As in Ortega et al. (2001 c) we propose the shaped Hamiltonian function H d …q; p † to be again of the form (61)
for some shaped generalized mass matrix M dˆM
(assumed to be invertible) and potential energy function V d …q †. The shaped interconnection matrix is taken to be in the most general form
for some skew-symmetric matrix J 2 …q; p †. Then, system (53) becomes
Remark 8: Since _is a non-actuated coordinate, it follows that the relationship _ˆM ¡1 …q †p should also hold in closed-loop. Fixing (53) and (62) this explains the ®rst row of the matrix J d .
In this case the matching conditions (55) become
Using (61) and (62) and collecting terms dependent, respectively independent, of p we see that (65) can be equivalently written as a set of two non-linear PDEs
Like in the Lagrangian case, equation (66) matches the kinetic energy and is independent of the potential energy, whereas equation (67) 
Again remark that (66) and (67) de®ne a set of nonlinear PDEs, which are in general not easy to solve. However, for a special class of systems these PDEs can be transformed into a set of non-linear ODEs which are much easier to solve. This is described in GoÂ mez-Estern et al. (2001) . The class of systems for which this transformation is possible is de®ned by the following assumptions: (i) the system is assumed to have n degrees of freedom and n ¡ 1 actuators (i.e. there is only one unactuated coordinate), and (ii) the kinetic energy matrix M is assumed only to depend on the unactuate d coordinate. This class of systems is quite common in underactuated mechanical systems and includes for instance the cart and pendulum example. By choosing the shaped kinetic energy matrix M c to only depend on the unactuate d coordinate, it can be shown that the set of PDEs (66) and (67) can be transformed into an equivalent set of ODEs. In GoÂ mez- Estern et al. (2001) the method is applied to the examples of a cart and pendulum system and a ball and beam system. For general systems we will show in } 4.2 that the ¶-method as described in } 2.2 can also be used to simplify the process of solving the matching conditions (66) and (67), by transforming them into a set of quadratic and linear PDEs.
Comparison between the two methods
In }} 2 and 3 we described the matching of Euler± Lagrange systems, respectively of port-controlled Hamiltonian systems. Since the class of regular Euler± Lagrange systems is strictly contained in the class of port-controlled Hamiltonian systems, the method of } 2 should be a special case of the more general method described in } 3. In this section we consider both methods as applied to mechanical systems (see }} 2.2 and 3.2) and show that Euler±Lagrange matching is a special case of port-controlle d Hamiltonian matching. Notice that the IDA-PBC method has an extra degree of freedom with respect to the controlled Lagrangians method in the sense that in addition to shaping the total energy of the system, it is also possible to shape the internal interconnection structure of the system. This extra freedom means that the IDA-PBC method results in a larger class of matching closed-loop systems than the controlled Lagrangians method described in } 2.2. This can be an important point in ®nding suitable stabilizing feedback controllers. Furthermore, the ¶-method described in } 2.2 is shown to be useful in solving the matching conditions obtained in the IDA-PBC method.
The controlled Lagrangians case of IDA-PBC
Consider a mechanical system described by the Euler±Lagrange system (1, 15). This system is equivalent via the Legendre transformation to the Hamiltonian system (60, 61). In } 2.2 we gave conditions under which the autonomous Euler±Lagrange system (2, 16) matches with the system (1, 15). The system (2, 16) is equivalent to a canonical Hamiltonian system in the following way. De®ne the impulse to be 
Thus f p c ; p c g d is equal to zero if and only if 
After some lengthy computations it can be shown that (78) is equal to (66) if J 2 is de®ned as in (77). We refer to Appendix 7 for details. Since under conditions (73, 77) the matching conditions (18, 19) (or equivalently (13)) and (66, 67) (or equivalently (65)) are equal, it follows immediately that the corresponding feedback laws (14) and (68) are also equal. In conclusion, we have the following proposition. Remark 9: Proposition 7 states that the controlled Lagrangians method as described in } 2.2 is a special case of the more general IDA-PBC method (namely, with J 2 chosen equal to (77)). Independently from the present paper, Bloch et al. (2001 a) have recently extended the controlled Lagrangians method in such a way that for mechanical systems it becomes equivalent with the IDA-PBC method. Essentially, instead of restricting to systems of the form (2), they also allow to include some external forces into the closed-loop Euler±Lagrange system (i.e. the right-hand side of (2) is not necessarily equal to zero, but can be any external force). In this way, it is possible to write any mechanical Hamiltonian system in Euler±Lagrange format by including the non-integrable part of the Hamiltonian system (corresponding to the failure of the Jacobi identity by the Poisson bracket) as an external (gyroscopic) force into the Euler±Lagrange system. Note that this method only works for the class of simple mechanical systems (i.e. with total energy consisting of kinetic plus potential energy). Considering this larger class of closed-loop Euler±Lagrange systems show that for simple mechanical systems the controlled Lagrangians method is equivalent to the IDA-PBC method.
where again …MX † k denotes the kth component of the vector MX. We can polarize this equation to obtain the equivalent condition
As in the original method of , see } 2.2, consider (91) 
where M k denotes the kth row of the matrix M. As described in } 2.2 the ®rst term of the left-hand side of (91) will result in the right-hand side of the ¶-equation (24). Then by eliminating Y 0 the non-linear PDE (91) beomes (suppressing the prime and writing X for X 0 )
This PDE is quadratic in ¶ in the sense that the last two terms are quadratic in the components of ¶. Notice however that the derivatives of ¶ appear linear in the equation. Equation (93) (93), this is a linear PDE in M c .
In conclusion, this suggests the following approach for solving the non-linear matching PDE (84). First solve the ¶-equation (93) (85), where U…q; p † is de®ned in (89).
Integrabilit y
In the previous section we showed that if we choose J 2 to be equal to (77), or equivalently (83), then there exist canonical coordinates …q; p c † such that in these coordinates the structure matrix J d (63) becomes the canonical matrix J c . By Darboux's Theorem the existence of canonical coordinates is equivalent to the Poisson bracket satisfying the Jacobi identity. In this case we call the Poisson bracket, or equivalently J d , integrable.
Integrability of the structure matrix
In this section we give necessary and su cient conditions for the structure matrix J d to be integrable. tify the corresponding matching conditions on both the Lagrangian and the Hamiltonian side. The portcontrolled Hamiltonian (PCH) framework (used in the IDA-PBC method) seems particularly suited for this extension. Indeed, a dynamic controller which itself can be written as a PCH system, will result in an overall closed-loop system which again can be written as a PCH system, and for which the matching conditions can be immediately written down. See Ortega et al. (2001 a, } 7) , for details and Ortega et al. (2001 c) for an example of dynamic output feedback in stabilizing an inertia wheel pendulum. Third, it is of obvious interest to extend the controlled Lagrangians method and the IDA-PBC method to the class of systems with constraints (e.g. mechanical systems with non-holonomi c constraints). This seems especially promising for the IDA-PBC method by passing from the port-controlled Hamiltonian framework to the implicit port-controlled Hamiltonian framework (see van der Schaft 2000 and references therein). Current research is under way to extend the IDA-PBC method to the class of constrained systems. We refer to Hamberg (2000 b) and Zenkov et al. (2000) for some preliminary results in extending the controlled Lagrangians method to the class of mechanical systems with (non-holonomic) constraints.
