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HSPOG: An Optimized Target Recognition Method Based on
Histogram of Spatial Pyramid Oriented Gradients
Shaojun Guo, Feng Liu, Xiaohu Yuan, Chunrong Zou, Li Chen, and Tongsheng Shen
Abstract: The Histograms of Oriented Gradients (HOG) can produce good results in an image target recognition
mission, but it requires the same size of the target images for classification of inputs. In response to this shortcoming,
this paper performs spatial pyramid segmentation on target images of any size, gets the pixel size of each image
block dynamically, and further calculates and normalizes the gradient of the oriented feature of each block region
in each image layer. The new feature is called the Histogram of Spatial Pyramid Oriented Gradients (HSPOG).
This approach can obtain stable vectors for images of any size, and increase the target detection rate in the image
recognition process significantly. Finally, the article verifies the algorithm using VOC2012 image data and compares
the effect of HOG.
Key words: Histograms of Oriented Gradients (HOG); Histogram of Spatial Pyramid Oriented Gradients (HSPOG);
object recognition; spatial pyramid segmentation

1

Introduction

Histograms of Oriented Gradients (HOG)[1] is widely
used in the field of motion recognition[2] , computer
vision[3] , object classification[4] , object detection[5–7] ,
cultural recognition of language[8] , and other recognition
tasks. However, a fixed input image size/scale is required
during the train storage and HOG detector testing[9] ,
for an input image that does not meet the requirement
needs to be transformed or cropped[10–13] . This may
cause image distortion or loss of content[14] , and affect
target recognition accuracy. If HOG is employed to
train the detector, the length of all vectors with input
features should be the same. Therefore, when calculating
a feature vector of HOG, fixed-size and fixed-pixel-size
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images are required. For two target images of different
sizes/scales, if you want to determine whether they are
the same type, you can compare the two images by
regions, not by pixels, and the proportions of the regions
in each image should be the same. HOG resizes an
image to a fixed size and predefines the size of the cell
to calculate the feature maps. Although the pixels and
blocks of all input images have the same ratio, the target
is always distorted, so the recognition accuracy may be
affected.
HOG needs to adjust an image or sub-image to a fixed
size/scale in practical applications. This paper introduces
spatial pyramid scales to remove HOG’s fixed size limit.
We divide an input image into 2n cells on average, so
all input images may have the same number of cells.
Since the input images have different sizes/scales, cells
of different images may have different sizes/scales. For
each cell, we calculate a histogram of the oriented
gradient, and finally, we calculate the Histogram of
Spatial Pyramid Oriented Gradients (HSPOG) of each
input image or sub-image, and all HSPOGs of the
input images have the same length. In summary, this
kind of optimization has two advantages: first, it can
prevent image distortion; second, it can guarantee the
length consistency of feature vectors and facilitate the
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evaluation of the model for recognition. We arrange the
article as follows: we discuss what HSPOG is in Section
2. In Section 3 an accelerating method for HSPOG is
proposed. In Section 4, the effect of HOG and HSPOG
is tested on dataset of VOC2012.

2

HSPOG

HSPOG is an improvement of HOG. For the same target
in two images with different sizes, the two target image
areas would be divided into 2n cells, and the relative
characteristics between corresponding cells of the two
areas would remain unchanged even if the cells have
different sizes. The goal of HSPOG is to extract stable
target features from different image targets and remove
the unique image target size and ratio requirements of
HOG. HOG always scales an image target into a fixed
size of 64 pixel  128 pixel and defines the cell size of
the target as 8 pixel  8 pixel. However, we think that
the cell size should be dynamically determined by the
cell number. So when calculating HSPOG features, we
scale a target image dynamically without distorting (see
Fig. 1). The scale ratio can be calculated by Eq. (1),
ratio D A scale= min.row; col/
(1)

Algorithm 1 HSPOG
Input: Target-image of arbitrary size/scale
Ensure: Transform the input images I into Itrans
1:
ratio D A scale= min.row; col/,
2:
width D round.width  ratio/,
3:
height D round.height  ratio/,
4:
Itrans D interpolation.I; ratio/,
5: for n D n1 ; n2 ; : : : ; nm
6:
Divide I trans into 2n  2n patches
p D fp1 ; p2 ; : : : ; p2n 2n g
7:

averagely,
Compute HOGs of p,
feature D ŒHOGp1 ; HOGp2 ; : : : ; HOGpn ;

Output: HSPOG features of images of arbitrary size/scale

in Fig. 2.
The flow chart of HSPOG is shown in Fig. 3. HSPOG
can avoid image distortion and information loss. The
size of an image cell is calculated dynamically, while
the corresponding of HOG is constant. Dynamic cell
determination ensures the ratio of the cell proportions
the same. HSPOG contains multiple spatial pyramid
scales for feature calculation, which enables HSPOG
to integrate coarse features at large spatial scales and

where A scale is the adjustment scale.
To get more target features of pyramid scales, the
bigger the value of n in principle, the higher the accuracy
of recognition. However, each increment of n by 1 will
exponentially increase the computation amount, so we
make 2 6 n 6 5 empirically. There is a feature vector
for each scale, adding all the features together can form a
long descriptor, which includes coarse features on large
spatial scales and fine features on small spatial scales.
HSPOG is described in Algorithm 1. The length of the
small edge of an input image after zooming may be 64,
if we specify the cell number along the small edge to be
8, the parameter n is 3. If the large edge of an image
cannot be divided exactly by 2n , we must fill the image
by zeros before it can be divided exactly by 2n , as shown

Fig. 1

Cropping or warping to fit a fixed size.

Fig. 2 Zooming method used in HSPOG. If the large edge
of an image can not be divided by 2n , it would be filled with
zeros along the large edge until it can be divided by 2n exactly.
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Fig. 3 Flow chart of HSPOG ( f is the feature vector of
HSPOG).

method[16] . For example, the similarity between 85
and 80 degrees is 0.75, and the similarity between
100 and 85 degrees is 0.25. So, the best position of
85 degrees may be determined as the fifth block. We
illustrate the processing in Fig. 4. Feature map of each
cell will be normalized four times because it may be
contained in four blocks. When all pixel features are
added to HSPOG together for an image target, we will
discard the features of boundary pixels because they
cannot be normalized four times. For an image target,
assuming nrow is the number of cells in the row and ncol
is the number of cells in the column, the length of the
image target HSPOG is .nrow 2/  .ncol 2/  32.
The 32 features in the previous equation contains 9
containers (see Fig. 4a), 18 containers (see Fig. 4b),
4 texture features, and 1 truncated feature, fast HSPOG
is shown in Algorithm 2. The acceleration algorithm is
an approximate simplification of the original algorithm,
but the attenuation is negligible.
The spatial pyramid scales shown in Fig. 5 will be
used when computing the HSPOG for an image. The
scales play important roles in conventional methods,
e.g., the Scale-Invariant Feature Transform (SIFT)
vectors are also collected at multiple scales[7, 17] . So,
we also compute the HSPOG at multiple scales, in the
processing, scales include 4  4, 8  8, and 16  16.
All of these pyramid scales make HSPOG more potent
during the processing of object recognition missions.

fine features at small spatial scales while preserving
information integrity.

3

Accelerating HSPOG

The rapid detection and recognition of an image target
is key to engineering applications. The article improves
the algorithm of HSPOG to accelerate the calculation of
features.
When calculating a feature map, HOG divides 180
degrees into 9 oriented blocks commonly, and the
degrees between 180 and 360 can be considered as
its negative situations. HSPOG not only divides 180
degrees into 9 blocks, but also divides 360 degrees into
18 blocks to obtain better oriented gradient features. In
this process, trilinear interpolation[15] is no longer used
to calculate the degrees of its adjacent fans.
In HSPOG, we use bilinear interpolation instead of
trilinear interpolation to calculate the weights of each
pixel to neighboring cells, which is a fast calculating

477

Fig. 4

Two types of bins (Zi is the i-th bin).

Tsinghua Science and Technology, August 2021, 26(4): 475–483

478
Algorithm 2 Fast HSPOG
Input: Image patches Ipatch
n
n
1: for jD1 to 2  2 do
2:
for kD1 to 9 do
3:
Compute HOG and get 9 matrixes
4:
(sizeD2n  2n ) for 9 bins,
5:
end
6:
for iD1 to 18 do
7:
Compute histogram of gradients and get 18
8:
matrixes (sizeD2n  2n ) for 18 bins,
9:
end
10:
for qD1 to 4 do
11:
Compute 4 texture featrure compensation 2n  2n
12:
matrixes,
13:
end
14: end
n
n
15: Compute the truncation feature map for 2  2 patches.
n
n
16: Normalize the 2  2  32 matrix and abandon the edge
feature cells.
17: Return: HSPOG features of images of arbitrary size/scale

4

Experiment

In this article, we test HOG and HSPOG on VOC2012
image set, which contains 18 kinds of objects. For each
type of object, we use samples whose filenames are
written in class train:txt and Support Vector Machine
(SVM) to train a classifier. The recognition rate and
false alarm rate are employed as the HOG and HSPOG
assessment parameters,
Targetrecog
Re rate D
 100%;
Targetsum
Frecog
 100%
(2)
False alarm D
Testsum
where Re rate is the recognition rate, False alarm is
the false alarm rate, Targetrecog is the number of rightly
distinguished objects, Targetsum is the total number of
objects, Frecog is the number of wrongly distinguished
objects, and Testsum is the total number of images used
in the test.

Fig. 5

The target recognition curves on VOC2012 are shown
in Figs. 6 – 8. Higher the recognition rate and lower
false-positive rate would make a better situation for
recognition tasks.
From the experimental results (see Figs. 6 – 8), we
can find that HSPOG has significantly improved over
HOG, and the effect of the multi-classification on 18
targets is much better than HOG. The experimental
curves show that HSPOG improves the recognition
accuracy of image targets at four levers compared to
HOG. At the first lever, HSPOG raises the accuracy by
more than 20%, including the recognition of airplane,
bird, bottle, bus, pottedlant, and chair. At the second
lever, HSPOG raises the accuracy by more than 10%,
including the recognition of boat, cow, dining table,
and dog. At the third lever, HSPOG improves the
accuracy by more than 5%, including the recognition
of bicycle, car, horse, motorbike, and sheep. At the
fourth lever HSPOG improves the accuracy by less than
5% or performs almost like HOG does, including the
recognition of cat and person. From the four levers
and object types, it is obvious that HSPOG can better
recognize artificial targets than HOG. Nevertheless,
although the recognition rate of targets (such as horse
and cow) is better than HOG, there are always some
false alarms in identifying certain targets. Increasing
the number of angle bins and image cells may make
a breakthrough. To test this hypothesis, a recognition
operator is trained on ship targets. Some examples of the
training ship samples are shown in Fig. 9. In the training
process of the recognition operator, we take 2 6 n 6 7,
and decompose the 180 degrees into 18 bins and the
360 degrees into 36 bins to calculate the HSPOG. We
also increase the image patches and make more bins to
compute the feature maps for HOG.
In this paper, we use more than 1600 images of
positive and negative sea-ships downloaded from the

Spatial pyramid scales and the feature map of an image.
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(a) Airplane (Each point represents 100 samples and the total is 15 580.)

(b) Bicycle (Each point represents 100 samples and the total is 15 274.)

(c) Bird (Each point represents 100 samples and the total is 15 730.)

(d) Boat (Each point represents 100 samples and the total is 15 471.)

(e) Bottle (Each point represents 100 samples and the total is 14 851.)
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(f) Bus (Each point represents 100 samples and the total is 15 320)

Fig. 6 Curves of recognition rate and false alarm of experiments about (a) airplane, (b) bicycle, (c) bird, (d) boat, (e) bottle,
and (f) bus.

Internet to obtain a classifier. Figure 10 is a comparison
chart of the ship recognition rate, false alarm rate, and
error rate between HSPOG and HOG.
From Fig. 10, it is easy to find that the ship target
detection rate and accuracy of HSPOG are higher than
that of HOG by 2:5% and 1:2%, respectively, and the
false alarm rate and the error rate of HSPOG are lower

than that of HOG by 1:3% and 1%, respectively. It
finds that the performance of HSPOG is better than
that of HOG while we evaluate them by accuracy rate,
false alarm, and error rate. Under the condition of
appropriately increasing the complexity of training the
recognition operator, it can significantly improve the
recognition rate of ship targets, and at the same time

Tsinghua Science and Technology, August 2021, 26(4): 475–483
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(a) Car (Each point represents 100 samples and the total is 14 651.)

(b) Chair (Each point represents 100 samples and the total is 14 328.)

(c) Cow (Each point represents 100 samples and the total is 15 724.)

(d) Dog (Each point represents 100 samples and the total is 15 301.)

(e) Horse (Each point represents 100 samples and the total is 15 542.)

(f) Motobike (Each point represents 100 samples and the total is 15 291.)

Fig. 7 Curves recognition rate of and false alarm of experiments about (a) car, (b) chair, (c) cow, (d) dog, (e) horse, and (f)
motobike.

it can greatly make the false alarm or error rate much
lower than HOG.

5

Conclusion

The HSPOG descriptor proposed in this paper can
improve the recognition rate of HOG in target
recognition. The using of spatial pyramid scales in

HSPOG will make the information of an image keep well
without missing, so that HOG features can be calculated
on different spatial scales of an image and information
can be fully utilized.
In this work, HSPOG only needs to adjust two
parameters, one is the scaling ratio, the other is the image
cell number factor n. These two factors are not difficult
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(a) Person (Each point represents 100 samples and the total is 12 250.)

(b) Potledplant (Each point represents 100 samples and the total is 15 136.)

(c) Sheep (Each point represents 100 samples and the total is 15 733.)

(d) Sofa (Each point represents 100 samples and the total is 15 110.)
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(f) Dinningtable (Each point represents 100 samples and the total is 14 257.)

Fig. 8 Curves of false alarm and recognition rate of experiments about (a) person, (b) potted plant, (c) sheep, (d) sofa, (e) cat,
and (f) dinningtable.

to adjust. The main considerations we have discussed
are how to avoid distorting the image and make more
complete use of the data through the spatial pyramid
scales. The HSPOG can be summarized as the following:
(1) Zoom the images or sub-images of arbitrary
size/scale.
(2) Divide the zoomed images into 2n  2n cells.

(3) Compute the .2n 2/  .2n 2/  32 descriptor
matrix for each input image and label it.
(4) Convert the feature maps of samples into vectors.
From the experiment of ship target recognition, we
can find that increasing quality of the HSPOG may make
the recognition rate much better than before, and it is
expected to be applied in some application scenarios.
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(a)

(b)

(c)

(d)

(e)

(f)

Fig. 9 Part of positive and negative training samples. (a), (b), and (c) are samples of positive images and (d), (e), and (f) are
samples of negtive images.
[6]

[7]

[8]

[9]

Fig. 10 Comparison of HSPOG and HOG after increasing
feature quantity (Each point represents 50 sample images
and the total number of testing images is 1684).
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