Abstract-An automatic personal identification system based solely on fingerprints or faces is often not able to meet the system performance requirements. Face recognition is fast but not extremely reliable, while fingerprint verification is reliable but inefficient in database retrieval. We have developed a prototype biometric system which integrates faces and fingerprints. The system overcomes the limitations of face recognition systems as well as fingerprint verification systems. The integrated prototype system operates in the identification mode with an admissible response time. The identity established by the system is more reliable than the identity established by a face recognition system. In addition, the proposed decision fusion scheme enables performance improvement by integrating multiple cues with different confidence measures. Experimental results demonstrate that our system performs very well. It meets the response time as well as the accuracy requirements.
INTRODUCTION
ITH the evolution of information technology, our society is becoming more and more electronically connected. Daily transactions between individuals or between individuals and various organizations are conducted increasingly through highly interconnected electronic devices. The capability of automatically establishing the identity of individuals is thus essential to the reliability of these transactions. Traditional personal identification approaches which use "something that you know," such as a Personal Identification Number (PIN), or "something that you have," such as an ID card are not sufficiently reliable to satisfy the security requirements of electronic transactions because they lack the capability to differentiate between a genuine individual and an impostor who fraudulently acquires the access privilege [17] . Biometrics, which refers to identification of an individual based on her physiological or behavioral characteristics, relies on "something which you are or you do" to make a personal identification and, therefore, inherently has the capability to differentiate between a genuine individual and a fraudulent impostor [17] , [27] .
Any human physiological or behavioral characteristic can be used as a biometric characteristic (indicator) to make a personal identification as long as it satisfies the following requirements [6] , [17] : 1) universality, which means that each person should have the characteristic; 2) uniqueness, which indicates that no two persons should be the same in terms of the characteristic;
3) permanence, which means that the characteristic should not be changeable; and 4) collectability, which indicates that the characteristic can be measured quantitatively.
However, in practice, a biometric characteristic that satisfies all the above requirements may not always be feasible for a practical biometric system. In a practical biometric system, there are a number of other issues which should be considered, including [6] , [17] :
1) performance, which refers to the achievable identification accuracy, speed, robustness, the resource requirements to achieve the desired identification accuracy and speed, as well as operational or environmental factors that affect the identification accuracy and speed; 2) acceptability, which indicates the extent to which people are willing to accept a particular biometrics in their daily life; and 3) circumvention, which reflects how easy it is to fool the system by fraudulent methods.
A practical biometric system should be able to:
1) achieve an acceptable identification accuracy and speed with a reasonable resource requirements; 2) not be harmful to the subjects and be accepted by the intended population; and 3) be sufficiently robust to various fraudulent methods.
Currently, there are mainly nine different biometric techniques that are either widely used or under investigation, including [27] :
• face, 
W
• retinal pattern,
• signature, and • voice-print (some of the examples are shown in Fig. 1 ) [6] , [7] , [8] , [16] , [17] . All these biometric techniques have their own advantages and disadvantages and are admissible depending on the application domain. A generic biometric system architecture is depicted in Fig. 2 . Logically, it can be divided into two modules: 1) enrollment module and 2) identification module.
During the enrollment phase, the biometric characteristic of an individual is first scanned by the biometric reader to produce a digital representation of the characteristic. In order to facilitate the matching and identification, the digital representation is usually further processed by a feature extractor to generate a compact but expressive representation, called a template. Depending on the application, the template may be stored in the central database of the biometric system or be recorded in the smart card or magnetic card issued to the individual. The identification module is responsible for identifying individuals at the point-ofaccess. In the operational phase, the biometric reader captures the characteristic of the individual to be identified and converts it to a raw digital format, which is further processed by the feature extractor to produce a compact representation that is of the same format as the template. The resulting representation is fed to the feature matcher which compares it against the template(s) to establish the identity.
Operational Mode
A biometric system may operate in 1) the verification mode or 2) the identification mode [17] .
A biometric system operating in the verification mode authenticates an individual's identity by comparing the individual only with his/her own template(s) (Am I whom I claim I am?). It conducts one-to-one comparison to determine whether the identity claimed by the individual is true or not. A biometric system operating in the identification mode recognizes an individual by searching the entire template database for a match (Who am I?). It conducts one-tomany comparisons to establish the identity of the individual.
Generally, it is more difficult to design an identification system than to design a verification system [17] . For a verification system, the major challenge is the system accuracy. It is usually not very difficult to meet the response time requirement, because only one-to-one comparison is conducted. On the other hand, for an identification system, both the accuracy and speed are critical. An identification system needs to explore the entire template database to establish an identity. Thus, more requirements are imposed on the feature extractor and, especially, the feature matcher. Some biometric approaches are more suitable for operating in the identification mode than the others. For example, although significant progress has been made in fingerprint identification and a number of fingerprint classification and matching techniques have been proposed, it is still not practical to conduct a real-time search even on a relatively small-size fingerprint database (several thousand images) without dedicated hardware matchers, external alignment, and multiple-fingerprint indexing mechanism [21] . On the other hand, it is feasible to design a face-recognition system operating in the identification mode, because 1) face comparison is a relatively less expensive operation and 2) efficient indexing techniques are available and the performance is admissible [23] .
Identification Accuracy
Due to intraclass variations in the biometric characteristics, the identity can be established only with certain confidence.
A decision made by a biometric system is either a "genuine individual" type of decision or an "impostor" type of decision [7] , [17] . For each type of decision, there are two possible outcomes, true or false. Therefore, there are a total of four possible outcomes:
1) a genuine individual is accepted, 2) a genuine individual is rejected, 3) an impostor is rejected, and 4) an impostor is accepted.
Outcomes 1 and 3 are correct, whereas outcomes 2 and 4 are incorrect. The confidence associated with different decisions may be characterized by the genuine distribution and the impostor distribution, which are used to establish two error rates:
1) false acceptance rate (FAR), which is defined as the probability of an impostor being accepted as a genuine individual and 2) false reject rate (FRR), which is defined as the probability of a genuine individual being rejected as an impostor.
FAR and FRR are dual of each other. A small FRR usually leads to a larger FAR, while a smaller FAR usually implies a larger FRR. Generally, the system performance requirement is specified in terms of FAR [17] . A FAR of zero means that no impostor is accepted as a genuine individual. In order to build a biometric system that is able to operate efficiently in identification mode and achieve desirable accuracy, an integration scheme which combines two or more different biometric approaches may be necessary. For example, a biometric approach that is suitable for operating in the identification mode may be used to index the template database and a biometric approach that is reliable in deterring impostors may be used to ensure the accuracy. Each biometric approach provides a certain confidence about the identity being established. A decision fusion scheme which exploits all the information at the output of each approach can be used to make a more reliable decision.
We introduce a prototype integrated biometric system which makes personal identification by integrating both faces and fingerprints. The prototype integrated biometric system shown in Fig. 3 operates in the identification mode. The proposed system integrates two different biometric approaches (face recognition and fingerprint verification) and incorporates a decision fusion module to improve the identification performance.
In the following sections, we will describe each component of the proposed integrated system. Section 2 addresses the face-recognition technique being employed. Section 3 presents the fingerprint-verification module along with minutiae extraction and minutiae matching. A decision fusion framework which integrates faces and fingerprints is formulated in Section 4. Experimental results on the MSU fingerprint database captured with an online fingerprint scanner and public-domain face databases are described in Section 5. Finally, the summary and conclusions are given in Section 6.
FACE RECOGNITION
Face recognition is an active area of research with applications ranging from static, controlled mug-shot verification to dynamic, uncontrolled face identification in a cluttered background [5] . In the context of personal identification, face recognition usually refers to static, controlled fullfrontal portrait recognition [5] . By static, we mean that the facial portraits used by the face-recognition system are still facial images (intensity or range). By controlled, we mean that the type of background, illumination, resolution of the acquisition devices, and the distance between the acquisition devices and faces, etc. are essentially fixed during the image acquisition process. Obviously, in such a controlled situation, the segmentation task is relatively simple and the intraclass variations are small.
During the past 25 years, a substantial amount of research effort has been devoted to face recognition [5] , [25] , [1] . In the early 1970s, face recognition was mainly based on measured facial attributes such as eyes, eyebrows, nose, lips, chin shape, etc. [5] . Due to lack of computational resources and brittleness of feature extraction algorithms, only a very limited number of tests were conducted and the recognition performance of face-recognition systems was far from desirable [5] . After the dormant 1980s, there was a resurgence in face-recognition research in the early 1990s. In addition to continuing efforts on attribute-based techniques [5] , a number of new face-recognition techniques were proposed, including:
• principle component analysis (PCA) [22] , [12] , [24] ,
• linear discriminant analysis (LDA) [23] ,
• singular value decomposition (SVD) [10] , and • a variety of neural network-based techniques [25] .
The performance of these approaches is impressive. It was concluded that "face-recognition algorithms were developed and were sufficiently mature that they can be ported to real-time experimental/demonstration system" [19] . Generally, there are two major tasks in face recognition:
1) locating faces in input images and 2) recognizing the located faces.
Face location itself continues to be a challenging problem for uncontrolled and cluttered images [5] . Fortunately, in the context of personal identification, the background is controlled or almost controlled, so face location is generally not considered to be a difficult problem. Face recognition from a general viewpoint also remains an open problem because transformations such as position, orientation, and scale and changes in illumination produce large intraclass variations [19] . Again, in the context of personal identification, the variations in acquired face images can be restricted to a certain range which enables the current techniques to achieve a desirable performance [5] , [19] . In our system, the eigenface approach is used for the following reasons: 1) in the context of personal identification, the background, transformations, and illumination can be controlled, 2) eigenface approach has a compact representation-a facial image can be concisely represented by a feature vector with a few elements, 3) it is feasible to index an eigenface-based template database using different indexing techniques such that the retrieval can be conducted efficiently [23] , 4) the eigenface approach is a generalized template matching approach which was demonstrated to be more accurate than the attribute-based approach in one study [4] .
The eigenface-based face recognition consists of the following two stages [24] : 1) training stage, in which a set of N training face images are collected; eigenfaces that correspond to the M highest eigenvalues are computed from the training set; and each face is represented as a point in the Mdimensional eigenspace, and 2) operational stage, in which each test image is first projected onto the M-dimensional eigenspace; the Mdimensional face representation is then deemed as a feature vector and fed to a classifier to establish the identity of the individual.
A W ¥ H face image I(x, y) can be represented as a W ¥ Hdimensional feature vector by concatenating the rows of I(x, y) together. Thus, each W ¥ H face image becomes a point in the W ¥ H-dimensional space. The total number of pixels in a face image is typically large, on the order of several thousands for even small image sizes. Face images in such a high-dimensional space are not randomly distributed. Therefore, it is efficient and beneficial to project them to a lower-dimensional subspace using principle component analysis [24] . Let Y 1 , Y 2 , ..., Y N denote the N W ¥ Hdimensional training vectors with zero-mean. Let the M basis vectors, u 1 , u 2 , ..., u M be a set of orthonormal vectors that best describe, the distribution of face images in the M-
is maximum, subject to 
The value l k is the kth largest eigenvalue of the covariance matrix S which can be estimated using the training samples by
The vector u k is the kth eigenvector of the covariance matrix S corresponding to l k . With the M-dimensional eigenspace defined, training vectors,
where u = (u 1 , u 2 , ..., u M ). Fig. 4 shows the first 10 eigenfaces corresponding to the 10 largest eigenvalues, which were computed based on 542 training images (of size 92 ¥ 112).
In the operational phase, a detected face image, G, which is normalized to zero mean, is vectorized and projected onto the eigenvectors according to P = u T G. With both training samples and test samples being projected onto an M-dimensional eigenspace, face recognition can be accomplished by a classifier operating in the eigenspace. In the context of personal identification, only a very limited number of training samples are available for each individual [17] . Thus, a k-nearest neighbor classifier is typically used, in which the distance, d, called Distance From Feature Space (DFFS) [24] between a template, F, and a test pattern, P, is defined as ʈF -Pʈ, where ʈ•ʈ denotes L 2 norm.
FINGERPRINT VERIFICATION
A fingerprint is the pattern of ridges and furrows on the surface of a fingertip. It is formed by the accumulation of dead, cornified cells that constantly slough as scales from the exposed surface [14] . Its formation is determined in the fetal period [15] . Humans have used fingerprints for personal identification for a long time. The biological properties of fingerprints are well understood which are summarized as follows: 1) individual epidermal ridges and furrows have different characteristics for different fingerprints; 2) the configuration types are individually variable, but they vary within limits which allow for systematic classification; 3) the configurations and minute details of individual ridges and furrows are permanent and do not change with time except by routine injury, scratches, and scarring, as may be seen in Fig. 5 and Fig. 9 [15] .
The uniqueness of a fingerprint is exclusively determined by the local ridge characteristics and their relationships. Fingerprint matching generally depends on the comparison of local ridge characteristics and their relationships [14] , [11] , [17] . A total of 150 different local ridge characteristics, called minute details, have been identified [14] . These local ridge characteristics are not evenly distributed. Most of them depend heavily on the impression conditions and quality of fingerprints and are rarely observed in fingerprints. The two most prominent ridge characteristics, called minutiae, are ridge ending and ridge bifurcation. A ridge ending is defined as the point where a ridge ends abruptly. A ridge bifurcation is defined as the point where a ridge forks or diverges into branch ridges. A fingerprint typically contains about 40 to 100 minutiae. Examples of minutiae are shown in Fig. 5c . For a given fingerprint, a minutia can be characterized by its type, its x and y coordinates, and its direction, q, whose definitions are also shown in Fig. 5c .
Fingerprint verification consists of two main stages [11] , [14] : 1) minutiae extraction and 2) minutiae matching. Due to a number of factors such as aberrant formations of epidermal ridges of fingerprints, postnatal marks, occupational marks, problems with acquisition devices, etc., acquired fingerprint images may not always have welldefined ridge structures. Thus, a reliable minutiae extraction algorithm should not assume perfect ridge structures and should degrade gracefully with the quality of fingerprint images. We have developed a minutiae extraction algorithm [11] based on the algorithm proposed in [20] . It mainly consists of three steps: 1) orientation field (ridge flow) estimation, in which the orientation field of input fingerprint images is estimated and the region of interest is located, 2) ridge extraction, in which ridges are extracted and thinned, and 3) minutiae detection and postprocessing, in which minutiae are extracted from the thinned ridge maps and refined.
For each detected minutia, the following parameters are recorded:
• orientation, which is defined as the local ridge orientation of the associated ridge, and • the associated ridge.
The recorded ridges which are used for alignment in the minutiae matching are represented as one-dimensional discrete signals which are normalized by the average interridge distance. In an automatic fingerprint identification, ridge endings and ridge bifurcations are usually not differentiated from one another. Therefore, no minutiae type information is recorded. A minutia is completely determined by its position and orientation. Fig. 6 shows the results of our minutiae extraction algorithm on a fingerprint image captured with an optical scanner.
The minutiae matching determines whether two minutiae patterns are from the same finger or not. A similarity metric between two minutiae patterns is defined and a thresholding on the similarity value is performed. By representing minutiae patterns as two-dimensional "elastic" point patterns, the minutiae matching may be accomplished by an "elastic" point pattern matching as long as it can automatically establish minutiae correspondences (in the presence of translation, rotation, and deformations) and detect spurious minutiae and missing minutiae. We have developed an alignment-based "elastic" matching algorithm [11] , which is capable of finding the correspondences between minutiae without resorting to an exhaustive search and has the ability to adaptively compensate for the nonlinear deformations and inexact transformations between different fingerprints. The alignment-based matching algorithm decomposes the minutiae matching into two stages: 1) Alignment stage, where transformations such as translation, rotation, and scaling between an input and a template in the database are estimated, and the input minutiae are aligned with the template minutiae according to the estimated parameters; and 2) Matching stage, where both the input minutiae and the template minutiae are converted to "strings" in the polar coordinate system, and an "elastic" string matching algorithm is used to match the resulting strings, and finally, the normalized number of corresponding minutiae pairs is reported. denote the p minutiae in the template and the q minutiae in the input image, respectively. The alignment-based matching algorithm is depicted as follows:
1) Estimate the translation and rotation parameters between the ridge associated with each input minutia and the ridge associated with each template minutia and align the two minutiae patterns according to the estimated parameters. 2) Convert the template pattern and input pattern into the polar coordinate representations with respect to the corresponding minutiae on which alignment is achieved and represent them as two symbolic strings by concatenating each minutia in an increasing order of radial angles:
P r e r e P P P T p
, ... , , , = , , and θ represent the corresponding radius, radial angle, and normalized minutiae orientation with respect to the reference minutiae, (x, y, q), respectively. 3) Match the resulting strings P * and Q * with a modified dynamic-programming algorithm to find the "edit distance" between P * and Q * . 4) Use the minimum edit distance between P * and Q * to establish the correspondence of the minutiae between P * and Q * . The matching score, S, is then defined as:
where M PQ is the number of minutiae which fall in the bounding boxes of template minutiae. The bounding box of a minutia specifies the allowable tolerance in the positions of the corresponding input minutiae with respect to the template minutiae. Fig. 7 shows an example of minutiae matching.
DECISION FUSION
Decision fusion which integrates multiple cues has proved beneficial for improving the accuracy of a recognition system [2] , [3] , [13] . Generally, multiple cues may be integrated at one of the following three different levels [3] :
1) Abstract level; the output from each module is only a set of possible labels without any confidence associated with the labels; in this case, the simple majority rule may be employed to reach a more reliable decision [26] ; 2) Rank level; the output from each module is a set of possible labels ranked by decreasing confidence values, but the confidence values themselves are not specified; 3) Measurement level; the output from each module is a set of possible labels with associated confidence values; in this case, more accurate decisions can be made by integrating different confidence measures to a more informative confidence measure.
In our system, the decision fusion is designed to operate at the measurement level. Each of the top n possible identities established by the face recognition module is verified by the fingerprint verification module. In order to carry out such a decision fusion scheme, we need to define a measure that indicates the confidence of the decision criterion and a decision fusion criterion. As discussed in Section 1, the confidence of a given decision criterion may be characterized by its FAR (false acceptance rate). In order to estimate FAR, the impostor distribution needs to be computed. How should we compute the impostor distribution? In practice, it can only be estimated from empirical data. But, this estimation problem requires some care. In the context of personal identification, the required FAR value is often a very small number (Ӷ 1 percent) [17] . If the parametric form of the underlying impostor distribution is not known, nonparametric techniques need to be used. In order to guarantee that the estimated impostor distribution is reliable for characterizing the small FARs, a large representative test set that satisfies the following two requirements is needed: It should be large enough to represent the population, and it should contain enough samples from each category of the population. The above requirements are not easily satisfied in practice. An extrapolation based on the knowledge of the parametric form of the underlying impostor distribution is needed.
Impostor Distribution for Fingerprint Verification
A model that can precisely characterize the impostor distribution of a minutia matching algorithm is not easy, since: 1) the minutiae in a fingerprint are distributed randomly in the region of interest; 2) the region of interest of each input fingerprint may be different; 3) each input fingerprint tends to have a different number of minutiae; 4) there may be a significant number of spurious minutiae and missing minutiae; 5) sensing, sampling, and feature extraction may result in errors in minutiae positions; and 6) sensed fingerprints may have different distortions.
However, it is possible to obtain a general model of the overall impostor distribution by making some simplifying assumptions.
Let us assume that the input fingerprint and the template have already been registered and the region of interest of both the input fingerprint and the template is of the same size, a W ¥ W (for example, 500 ¥ 500) region. The W ¥ W region is tessellated into small cells of size w ¥ w which are assumed to be sufficiently large (for example, 40 ¥ 40) such that possible deformation and transformation errors are within the bound specified by the cell size. Therefore, there are a total of A pair of corresponding minutiae between a template and an input is considered to be identical if and only if they are in the cells at the same position and directed in the same direction (see Fig. 8 ). With the above simplifying assumptions, the number of corresponding minutiae pairs between any two randomly selected minutiae patterns is a random variable, Y, which has a binomial distribution with parameters N m and P [18] : 
The probability that the number of corresponding minutiae pairs between any two sets of minutiae patterns is less than a given threshold value, y, is 
The decision made by the proposed minutiae matching algorithm for an input fingerprint and a template is based on the comparison of the "normalized" number of corresponding minutiae pairs against a threshold. Therefore, under the assumption that minutiae in the region of interest of fingerprints of different individuals are randomly distributed, the probability that an impostor, I, is accepted is {1 -G(y I )}, where y I is the number of corresponding minutiae pairs between the impostor and the individual whom the impostor claims to be.
Impostor Distribution for Face Recognition
The characterization of impostor distribution for face recognition is more difficult. Due to the relatively low discrimination capability of face recognition, this module needs to keep the top n matches to improve the likelihood that the genuine individual will be identified if he or she is in the database.
Let values. The smaller the DFFS value, the more likely it is that the match is correct. Since the relative distances between consecutive DFFSs are invariant to the mean shift of the DFFSs, it is beneficial to use relative instead of absolute DFFS values. The probability that a retrieved top n match is incorrect is different for different ranks. The impostor distribution should be a decreasing function of rank order and it is a function of both the relative DFFS values, D, and the rank order, i:
where F i (D) represents the probability that the consecutive DFFS values between impostors and their claimed individuals at rank i are larger than a value D, and P order (i) represents the probability that the retrieved match at rank i is an impostor. In practice, F i (D) and P order (i) need to be estimated from empirical data. In order to simplify the analysis, we assume that each individual has only one face template in the database. 
where
When p Ӷ 1 and N is sufficiently large, P(I) may be approximated by a Poisson distribution [18] ,
where a Џ np. Obviously, P(I) is exactly the probability that matches at rank i are genuine individuals. Therefore,
Although the assumption that X X X N 1 2 1
. may not be true in practice, it is still reasonable to use the above parametric form to estimate the probability that retrieved matches at rank i are impostors. Our experimental results support this claim.
Without any loss of generality, we assume that, for a given individual, P, X X X N 1 2 1 β β β , , ... , − are arranged in increasing order of values. Define the non-negative distance between the (i+1)th and ith DFFS values as the ith DFFS distance,
The distribution, f i (D i ), of the ith distance, D i , is obtained from the joint distribution w i (X b , D i ) of the ith value, X b , and the ith distance,
where F X f X dX X β β β β β β 4 9 4 9 = −∞ [9] . With the distribution,
, of the ith distance defined, the probability that the DFFS of the impostor at rank i is larger than a threshold value, D, is
The above equations do not make any assumptions about the distributions of X X X N , , ... , − shift. Therefore, it can tolerate, to a certain extent, DFFS variations which is a desirable property.
In our system, we assume that X X X N 1 2 1 β β β , , ... , − are distributed with a Gaussian distribution with unknown mean and variance.
Decision Fusion
The impostor distribution for face recognition and the impostor distribution for fingerprint verification provide confidence measures for each of the top n matches retrieved by face recognition module. Without a loss of generality, we assume that at most one of the n possible identities established by the face recognition module for a given individual is the genuine identity of the individual. The final decision by integration either rejects all the n possibilities or accepts only one of them as the genuine identity. In practice, it is usually specified that the FAR of the system should be less than a given value [17] . Therefore, the goal of decision fusion, in essence, is to derive a decision criterion which satisfies the FAR specification.
It is reasonable to assume that the DFFS between two different individuals is statistically independent of the fingerprint matching score between them; facial similarity between two individuals does not imply that they have similar fingerprints, and vice versa. This assumption should not be confused with the situation where an impostor tries to fool the system by counterfeiting the face and/or fingerprints of the genuine individual. Let F i (D)P order (i) and G(Y) denote the impostor distribution at rank i for face-recognition and fingerprint-verification modules, respectively. The composite impostor distribution at rank i may be defined as
Let I 1 , I 2 , ..., I n denote the n possible identities established by face recognition, {X 1 , X 2 , ..., X n } denote the corresponding n DFFSs, {Y 1 , Y 2 , ..., Y n } denote the corresponding n fingerprint matching scores, and FAR o denote the specified value of FAR. The final decision, ID(P), for a given individual P is determined by the following criterion:
defines the probability that an impostor is accepted at rank i with consecutive relative DFFS, D, and fingerprint matching score, Y, the above decision criterion satisfies the FAR specification. Note that the decision criterion in (21) depends on the number of individuals, N, enrolled in the database, since F i depends on N. However, it does not mean that F i has to be recomputed whenever a new individual is enrolled in the database. In fact, if N ӷ 1, the corresponding F i s for different values of N are quite similar to one another. On the other hand, the decision criterion still satisfies the FAR specification when N increases, though it may not be able to take full advantage of the information contained in the N comparisons. In practice, an update scheme which recomputes the decision criterion whenever the number of added individuals is larger than a prespecified value can be used to guarantee that the decision criterion exploits all the available information.
EXPERIMENTAL RESULTS
The integrated biometric system was tested on the MSU fingerprint database and a public domain face database. The MSU fingerprint database contains a total of 1,500 fingerprint images (640 ¥ 480) from 150 individuals with 10 images per individual, which were captured with an optical scanner manufactured by Digital Biometrics. When these fingerprint images were captured, no restrictions on the position, orientation, and impression pressure were imposed. The fingerprint images vary in quality. Approximately 90 percent of the fingerprint images in the MSU database are of reasonable quality similar to the images shown in Fig. 9b and Fig. 9d . Images of poor quality with examples shown in Fig. 9f and We randomly selected 640 fingerprints of 64 individuals as the training set and the remaining as the test set. The mean and standard deviation of the impostor distribution (Fig. 10a) were estimated to be 0.70 and 0.64 from the 403,200 (640 ¥ 630) impostor matching scores of "all against all" verification test by fitting the probability model described in Section 4.1, respectively. A total of 542 face images were used as training samples. Since variations in position, orientation, scale, and illumination exist in the face database, the 542 training samples were selected such that the representative views are included. Eigenfaces were estimated from the 542 training samples and the first 64 eigenfaces were used for face recognition. The top n = 5 impostor distributions were approximated. Generally, the larger the value of n, the lower the false reject rate of face recognition. However, as n increases, more candidates need to be verified by fingerprint verification. There is obviously a trade-off between the accuracy and speed of a biometric system. Fig. 10b shows the impostor distribution at rank no. 1.
We randomly assigned each of the remaining 86 individuals in the MSU fingerprint database to an individual in the face database (see Fig. 9 for some examples). Since the DFFS value between two different individuals is statistically independent of the fingerprint matching scores between the two individuals, such a random assignment of a face to a fingerprint is admissible. One fingerprint for each individual is randomly selected as the template for the individual. To simulate the practical identification scenario, each of the remaining 590 faces was paired with a fingerprint to produce a test pair. In the test, with a prespecified confidence value (FAR), for each of the 590 fingerprint and face pairs, the top five matches are retrieved using face recognition. Then fingerprint verification is applied to each of the top five matches, and a final decision is made by decision fusion.
The prespecified FAR for a biometric system is usually very small (< 0.0001). In order to demonstrate that the biometric system does meet such a specification, a large number of representative samples are needed. Unfortunately, obtaining such a large number of test samples is both expensive and time consuming. In our test, we reuse faces by different assignment practices-each time, a different fingerprint is assigned to a given face to form a face and fingerprint probe pair. Obviously, such a reuse scheme might result in unjustified performance improvement. In order to diminish the possible gain in performance due to such a reuse scheme, we multiplied the estimated impostor distribution for face recognition by a constant of 1.25, which essentially reduces contribution of face recognition to the final decision by a factor of 1.25. On the other hand, fingerprint verification operates in the one-to-one verification mode, so different assignments may be deemed as different impostor forgeries. Therefore, the test results using such a random assignment scheme are able to reasonably estimate the underlying performance numbers. In our test, 1,000 different assignments were tried. A total of 590,000 (590 ¥ 1,000) face and fingerprint test pairs were generated and tested. The FRRs of our system with respect to different prespecified FARs, as well as the FRRs obtained by "all-to-all" verifications using only fingerprints (2,235,000 = 1,500 ¥ 1,490 tests) or faces (342,750 = 350 ¥ (590 -5) + 240 ¥ (590 -15) tests) are listed in Table 1 . Note that the FRRs in integration column include the error rate (1.8 percent) of genuine individuals not present in the top five matches. The receiver operating curves are plotted in Fig. 11 , in which the authentic acceptance rate (the percentage of genuine individuals being accepted, i.e., 1 -FRR) is plotted against FAR. We can conclude from these test results that the integration of fingerprints and faces does result in a significantly better recognition performance. In order for an automatic personal identification system to be acceptable in practice, the response time of the system needs to be within a few seconds. Table 2 shows that our implemented system does meet the response time requirement.
SUMMARY AND CONCLUSIONS
We have developed a prototype biometric system which integrates faces and fingerprints in authenticating a personal identification. The proposed system overcomes the limitations of both face-recognition systems and fingerprint-verification systems. The integrated system operates in the identification mode. The decision-fusion scheme formulated in the system enables performance improvement by integrating multiple cues with different confidence measures. Experimental results demonstrate that our system performs very well. It meets the response time as well as the accuracy requirements. The decision-fusion scheme formulated in this paper may be applied to similar scenario in other domains to provide a better discrimination performance. For example, in image database retrieval, a less reliable but computationally attractive algorithm may be used to retrieve the top n matches; then a more reliable, but computationally more expensive algorithm may be used to verify the top n matches; and finally an integrated decision criterion may be used to reach a more reliable decision.
We must point out that the proposed system has been designed for a template database containing several thousand templates. Since it has not yet been shown that face recognition is sufficiently efficient in correctly retrieving a small number of top matches from a huge template database with millions of templates, our approach may not scale up very well. In addition, our decision fusion scheme assumes that the similarity values between faces are statistically independent of the similarity values between fingerprints. While the assumption is valid for fingerprints and faces, it may not be true for other biometric characteristics.
The specified FAR of a deployed biometric system is usually a very small number (Ӷ 1 percent). In order to provide a more convincing demonstration that the system can meet such a specification, large representative test samples are needed. We are in the process of conducting such a test on a larger face and fingerprint database. 
