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Abstract
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1. Introduction
Recently, in [1], the existence of extremal solutions of the di'usion problem
d
dx
(k(u(x))u′(x))= q(x)u′(x) + g(x; u(x))u(x) for a:e: x∈ I = [0; 	];
u(0)= 0; u(x)¿ 0 for x∈ (0; 	]; lim
x→0+ k(u(x))u
′(x)= 0
(1.1)
is proved by assuming that the function k :R+ → R+ is continuous, k(0)= 0; k(x)¿ 0 for x¿ 0,
and k ′ is nonnegative valued and increasing on (0;∞), the function q : I → R+ is continuously
di'erentiable, decreasing and q(0)¿ 0, and that the function g : I × R+ → R+ is L1-bounded, and
g(x; y) is measurable in x, and increasing and continuous in y.
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In Section 2 of this paper, we prove similar extremality results for problem (1.1) when k is
continuous
k(x)¿ 0 for x¿ 0;
∫ 1
0
k(s)
s
ds¡∞ and
∫ ∞
1
k(s)
s
ds=∞;
when q is absolutely continuous and decreasing, and q(0)¿ 0, and when g : I × R+ → R is sup-
measurable, g(x; y)y is increasing in y and q′6 g(·; y)6  ∈L1(I) for all y∈R+. We also show
that the obtained extremal solutions of (1.1) are increasing with respect to g.
In Section 3, we prove existence and comparison results for the implicit functional problem
Lu(x)=f(x; u; Lu) for a:e: x∈ I;
Lu(x)=
1
u(x)
(
d
dx
k(u(x))− q(x)u′(x)
)
− g(x; u(x)); x∈ (0; 	]; (1.2)
u(0)= 0; u(x)¿ 0 for x∈ (0; 	]; lim
x→0+ k(u(x))u
′(x)= 0;
when k; q and g have the properties given above, and when f : I × C+(I) × L1+(I) → R+ is
L1-bounded, and f(x; u; v) is measurable in x and increasing in u and v. We reduce problem (1.2)
Erst to an operator equation of the form Lu=Nu in suitable ordered function spaces, and apply then
the results of Section 2 and those derived for equation Lu=Nu in [3,4].
No continuity hypotheses are imposed on the functions k; g and f in the di'erential equations
of (1.1) and (1.2). Also such special cases where extremal solutions are obtained by a method of
successive approximations are presented. Examples are given to illustrate the obtained results.
2. Explicit diusion problems
2.1. Hypotheses and preliminaries
In this section we prove that problem (1.1), which can be rewritten as
(’ ◦ u)′′(x)= q(x)u′(x) + g(x; u(x))u(x) for a:e: x∈ I = [0; 	];
’(x)=
∫ x
0
k(s) ds; x¿ 0; (2.1)
u(0)= 0; u(x)¿ 0 for x∈ (0; 	]; (’ ◦ u)′(0)= 0
has extremal solutions, i.e., least and greatest solutions in the set
Z = {u∈AC(I) | u(x)¿ 0 for x∈ (0; 	] and (’ ◦ u)′ ∈AC(I)}; (2.2)
if the functions k, q and g satisfy the following hypotheses:
(k0) k :R+ → R is continuous; k(x)¿ 0 for x¿ 0;
∫ 1
0 (k(s)=s) ds¡∞ and
∫∞
1 (k(s)=s) ds=∞.
(q0) q : I → R+ is absolutely continuous and decreasing, and q(0)¿ 0.
(g0) g : I ×R+ → R is sup-measurable, g(x; y)y is increasing in y for a.e. x∈ I , and q′6 g(·; y)6
 ∈L1(I) for all y∈R+.
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To prove these results we reduce problem (2.1) to a Exed point equation. In view of the hypothesis
(k0) and (q0) we can deEne functions a; b∈C(I) ∩ C1[0; 	] by∫ a(x)
0
k(s)
s
ds=
∫ x
0
q(s) ds;
∫ b(x)
0
k(s)
s
ds=(q(0) + ‖ ‖1)x; x∈ I: (2.3)
Assuming that C(I) is ordered pointwise, and denoting
[a; b] = {u∈C(I) | a6 u6 b};
we have the following result.
Lemma 2.1. Assume that hypotheses (k0); (q0) and (g0) hold. Then the equation
Gu(x)=’−1
(∫ x
0
(
q(s)u(s) +
∫ s
0
(g(r; u(r))− q′(r))u(r) dr
)
ds
)
; x∈ I (2.4)
de>nes an increasing mapping G : [a; b] → [a; b]. Moreover; u∈Z is a solution of the di?usion
problem (2.1) if and only if u∈ [a; b] and u is a >xed point of G.
Proof. Hypotheses (k0), (q0) and (g0) ensure by similar arguments used in the proofs Lemmas 2:3
and 3:1 of [1] that (2.4) deEnes an increasing mapping G : [a; b]→ [a; b].
To prove the second assertion assume Erst that u∈Z is a solution of problem (2.1). Integrating
the di'erential equation of (2.1) and using its boundary conditions we obtain
(’ ◦ u)′(x) =
∫ x
0
(q(s)u′(s) + g(s; u(s))u(s)) ds
= q(x)u(x)−
∫ x
0
q′(s)u(s) ds+
∫ x
0
g(s; u(s))u(s) ds; x∈ I: (2.5)
The second integration and the Erst boundary condition of (2.1) yields
’(u(x))=
∫ x
0
(
q(s)u(s) +
∫ s
0
(g(r; u(r))− q′(r))u(r) dr
)
ds; x∈ I: (2.6)
This implies that u is increasing. Applying (2.5) and (g0) we then obtain
q(x)u(x)6 (’ ◦ u)′(x)6
(
q(x)−
∫ x
0
q′(s) ds+
∫ x
0
 (s) ds
)
u(x)
6 (q(0) + ‖ ‖1)u(x); x∈ I:
Since u(x)¿ 0 on (0; 	], and since (’ ◦ u)′(x)= k(u(x))u′(x) a.e. in I , we can divide the terms of
the above inequalities by u(x), integrate and apply [6, 38.4] to obtain∫ x
0
q(s) ds6
∫ x
0
k(u(x))u′(x)
u(x)
dx=
∫ u(x)
0
k(s)
s
ds6 (q(0) + ‖ ‖1)x; x∈ I:
These relations and (2.3) imply that u∈ [a; b]. It then follows from (2.4) and (2.6) that u is a Exed
point of G.
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Conversely, assume that u∈ [a; b], and u is a Exed point of G. Since u∈ [a; b], then u(0)= 0
and u(x)¿ 0 for x∈ (0; 	]. Hypotheses (k0) imply that ’−1 : R+ → R+ is locally absolutely
continuous and surjective (cf. [2, Lemma 1]). Since (2.6) holds, then ’ ◦ u is absolutely con-
tinuous and increasing. Thus u=’−1 ◦ (’ ◦ u) is absolutely continuous by Theorem 9:3 of [6].
Di'erentiating (2.6) we obtain (2.5), which implies that (’ ◦ u)′ is absolutely continuous, and
that of the second boundary condition of (2.1) holds. It follows from (2.5) by di'erentiation
that the di'erential equation of (2.1) holds for a.e. x∈ I . Consequently, u∈Z , and u is a
solution of problem (2.1).
In the proof of our main theorem of this section, we also need the following result.
Lemma 2.2. Given a; b∈C(I); a6 b; and an increasing mapping G : [a; b] → [a; b]; assume that
the sequence (Gvn) has a pointwise limit in C(I) whenever (vn) is a monotone sequence in [a; b].
Then G has the least and greatest >xed points u∗ and u∗. Moreover;
u∗=min{u |Gu6 u}; and u∗=max{u | u6Gu}: (2.7)
Proof. The given hypotheses and Dini’s theorem ensure that if (vn) is a monotone sequence in [a; b],
then the sequence (Gvn) converges uniformly on I , or equivalently, in the sup-metric of C(I). Thus
the conclusions follow from [5, Theorem 1:2:2] when X =Y =C(I).
2.2. Extremality and comparison results for problem (2.1)
Now we are able to prove the existence of extremal solutions of (2.1).
Theorem 2.1. If hypotheses (k0); (q0) and (g0) hold; then the di?usion problem (2:1) has extremal
solutions.
Proof. Let a; b∈C(I) and G : [a; b]→ [a; b] be deEned by (2.3) and (2.4). By Lemma 2.1 it suJces
to show that G has the least and the greatest Exed point. This will be shown by proving that G
satisEes the hypotheses of Lemma 2.2. Let (vn) be a monotone sequence in [a; b]. It follows from
(2.4) that
Gvn(x)=’−1
(∫ x
0
(
q(s)vn(s) +
∫ s
0
(g(r; vn(r))− q′(r))vn(r) dr
)
ds
)
(2.8)
for each x∈ I . Since G is increasing and G[a; b] ⊆ [a; b] by Lemma 2.1, then (vn(x)) and (Gvn(x))
are monotone sequences in [a(x); b(x)] for all x∈ I . Thus the pointwise limits
v(x)= lim
n→∞ vn(x); w(x)= limn→∞Gvn(x); x∈ I
exist. Moreover, hypothesis (g0) implies that (g(r; vn(r))vn(r)) is a monotone sequence in
[g(r; a(r))a(r); g(r; b(r))b(r)] for a.e. r ∈ I , whence the limit
h(r)= lim
n→∞ g(r; vn(r))vn(r)
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exists for a.e. r ∈ I . Applying the monotone convergence theorem and noticing that ’−1 is continuous,
it then follows from (2.8) as n →∞ that
w(x)= lim
n→∞Gvn(x)=’
−1
(∫ x
0
(
q(s)v(s) +
∫ s
0
(h(r)− q′(r)v(r)) dr
)
ds
)
for each x∈ I . In particular, w∈C(I).
The above proof shows that (Gvn) has a pointwise limit in C(I) whenever (vn) is a monotone
sequence in [a; b]. Since G is increasing by Lemma 2.1, the hypotheses of Lemma 2.2 hold, whence
G has least and greatest Exed points. In view of Lemma 2.1 these Exed points are the extremal
solutions of problem (2.1).
Next, we use relations (2.7) to prove the following comparison result.
Proposition 2.1. If hypotheses (k0); (q0) and (g0) hold; then the extremal solutions of problem
(2:1) are increasing with respect to g.
Proof. Let gˆ : I × R+ → R be another function which satisEes hypotheses (g0), and assume that
g(x; y)6 gˆ(x; y) for a:e: x∈ I and for all y∈R+: (2.9)
Let u∗ ∈Z be the least solution of problem (2.1), and let uˆ∈Z be the least solution of problem
(’ ◦ u)′′(x)= q(x)u′(x) + gˆ(x; u(x))u(x) for a:e: x∈ I = [0; 	];
u(0)= 0; u(x)¿ 0 for x∈ (0; 	]; (’ ◦ u)′(0)= 0: (2.10)
In view of Lemma 2.1 we have uˆ∈ [a; b] and
uˆ(x)=’−1
(∫ x
0
(
q(s)uˆ(s) +
∫ s
0
(gˆ(r; uˆ(r))− q′(r))uˆ(r) dr
)
ds
)
(2.11)
for each x∈ I . It follows from, (2.4), (2.9) and (2.11) that Guˆ6 uˆ, whence u∗6 uˆ by the
Erst relation of (2.7). This proves that the least solution of (2.1) in Z is increasing with respect
to g. Applying the second relation of (2.7) one can prove this property for the greatest solution of
(2.1).
As a consequence of Theorem 2:1 and Proposition 2.1 we obtain the following result.
Proposition 2.2. If hypotheses (k0); (q0) and (g0) hold; then problem
(’ ◦ u)′′(x)= q(x)u′(x) + (g(x; u(x)) + h(x))u(x) for a:e: x∈ I;
u(0)= 0; u(x)¿ 0 for x∈ (0; 	]; (’ ◦ u)′(0)= 0;
(2.12)
has for all h∈L1+(I) extremal solutions; and they are increasing with respect to h.
Proof. Given h; hˆ∈L1+(I), assume that h6 hˆ. Replacing || ||1 in DeEnition (2:3) of b by || ||1 +
||hˆ||1, it is easy to see that the hypotheses of Proposition 2.1 hold when the function (x; y) →
g(x; y) + h(x) stands for g and the function (x; y) → g(x; y) + hˆ(x) stands for gˆ. The assertions are
then immediate conclusions of Proposition 2.1.
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2.3. Special cases and examples
Theorem 1:2:2 of [5], used in the proof of Lemma 2.2, can be proved by the following generalized
iteration method and its dual: Given an order interval [a; b] of a partially ordered set and an increasing
mapping G : [a; b]→ [a; b], denote by C the union of those well-ordered chains B in [a; b] for which
a=min B, and if a¡u∈B, then u=supG{v∈B | v¡u}. C is well ordered, and G[C] is a subset
of C. If u∗=supG[C] exists, then u∗=maxC, and u∗ is the least Exed point of G. Moreover, the
Erst elements of C are the iterations Gna, n∈N, which form an increasing sequence in [a; b]. Hence,
if Gn+1a=Gna for some n∈N, then Gna=maxC, so that Gna is the least Exed point of G. The
next possible candidate for the least Exed point of G is u∗=supnGna if u∗ exists and u∗=Gu∗.
In the case when G is deEned by (2.4) the iterations Gna are the successive approximations
un; n∈N, deEned by u0 = a,
un+1(x)=’−1
(∫ x
0
(
q(s)un(s) +
∫ s
0
(g(r; un(r))− q′(r))un(r) dr
)
ds
)
; (2.13)
x∈ I . Thus the above arguments and their duals yield the following result.
Proposition 2.3. Let the hypotheses of Theorem 2:1 hold and let a; b∈C(I) be de>ned by (2:3).
Then the sequence of successive approximations un; n∈N; de>ned by (2:13), converges uniformly
on I
(a) When u0 = a; and the limit function u∗ is the least solution of problem (2:1) in Z if
limz→u∗(x)− g(x; z)= g(x; u∗(x)) for a.e. x∈ I .
(b) When u0 = b; and the limit function u∗ is the greatest solution of problem (2:1) in Z if
limz→u∗(x)+ g(x; z)= g(x; u∗(x)) for a.e. x∈ I .
Proof. (a) Let (un) be deEned by (2.13) with u0 = a, or equivalently, un =Gna, n∈N, where
G : [a; b]→ [a; b] is deEned by (2.4). Since (un+1)= (Gun) is increasing in G[a; b] it follows (cf. the
proofs of Theorem 2:1 and Lemma 2.2) that (un) converges uniformly to a function u∗ ∈ [a; b]. Ap-
plying the left-continuity hypothesis given in (a), the dominated convergence theorem and noticing
that ’−1 is continuous it then follows from (2.13) as n →∞ that
u∗(x)=’−1
(∫ x
0
(
q(s)u∗(s) +
∫ s
0
(g(r; u∗(r))− q′(r))u∗(r) dr
)
ds
)
for each x∈ I . In particular, u∗ is a Exed point of G. Since u∗= limn→∞Gna=supn Gna, the rea-
soning before the proposition implies that u∗ is the least Exed point of G, and hence least solution
of problem (2.1) in Z by Lemma 2.1.
Case (b) can be proved by using the dual arguments.
Example 2.1. Consider the problem
d2
dx2
(u(x)p)= e−xu′(x) +
1 + 2[xu(x)] + [xu(x)]u(x)
1 + u(x) + [xu(x)] + [xu(x)]u(x)
u(x) for a:e: x∈ I = [0; 	];
u(0)= 0; u(x)¿ 0 for x∈ (0; 	]; (up)′(0)= 0;
(2.14)
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where [x] denotes the greatest integer less than or equal to x. Problem (2.14) is of the form (2.1)
with
’(s)= sp; q(x)= e−x; g(x; y)=
1 + 2[xy] + [xy]y
1 + y + [xy] + [xy]y
: (2.15)
It is elementary to verify that the hypotheses of Theorem 2:1 hold if p¿ 1, whence problem
(2.14) has extremal solutions. Moreover, they belong to the order interval [a; b], where a; b∈C(I)
are given by (2.3). In this case we have q(0)= 1, and we can choose  (x) ≡ 1 so that
a(x)=
(
p− 1
p
(1− e−x)
)1=(p−1)
; b(x)=
(
2(p− 1)
p
x
)1=(p−1)
; x∈ I: (2.16)
Since the greatest integer function [ · ] is right-continuous, it follows from Proposition 2.3(b) that the
successive approximations (2.13), where ’; q and g are deEned by (2.15), and with u0 = b, given by
(2.3), converge uniformly on I to the greatest solution u∗ of (2.14). Since the discontinuity points
of g(x; y) lie in the curves y= n=x; n=1; 2; : : : ; x∈ I , and since the above-mentioned successive
approximations un with u0 = a, and their limit u∗, are increasing functions, then the hypotheses of
Proposition 2.3(a) hold, and u∗ is the least solution of problem (2.14).
3. Extremality results for discontinuous implicit functional diusion problems
In this section, we consider solvability of an implicit functional di'usion problem of the form
Lu(x)=f(x; u; Lu) for a:e: x∈ I = [0; 	];
u(0)= 0; u(x)¿ 0 for x∈ (0; 	]; (’ ◦ u)′(0)= 0;
(3.1)
where
Lu(x)=
1
u(x)
((’ ◦ u)′′(x)− q(x)u′(x))− g(x; u(x)); ’(x)=
∫ x
0
k(s) ds (3.2)
in the set Z , deEned by (2.2).
Remark 3.1. If u∈Z , (3.2) does not deEne Lu(x) in the null-set Iu containing x=0 and those x∈ I
where u′(x) or (’ ◦ u)′′(x) do not exist, whence we set Lu(x)= 0 when x∈ Iu.
Assuming that Z and C(I) are ordered pointwise and L1+(I) a.e. pointwise we prove that problem
(3.1) has extremal solutions in Z , and that they are increasing with respect to f if the functions
k :R+ → R+, q : I → R+ and g : I × R+ → R have properties (k0), (q0) and (g0), and if f : I ×
C+(I)× L1+(I)→ R satisEes the following conditions:
(f 0) f(·; u; v) is measurable, increasing in u and v, and 06f(·; u; v)6 h+ ∈L1+(I) whenever
u∈C+(I) and v∈L1+(I).
We reduce problem (3.1) Erst to an operator equation of the form Lu=Nu in suitable ordered
function spaces. The results of Section 2 and those derived for equation Lu=Nu in [3,4] are then
applied to prove the above stated existence and comparison results.
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3.1. Preliminaries
In this subsection, we reduce problem (3.1) to an operator equation of the form Lu=Nu, by
assuming that conditions (k0), (q0), (g0) and (f 0) hold.
The domain V of L and N is deEned by
V = {u∈Z | u(0)= 0; (’ ◦ u)′(0)= 0 and Lu∈L1+(I)}; (3.3)
where Z is given by (2.2).
Lemma 3.1. Eqs. (3:2) and
Nu (·)=f(·; u; Lu) (3.4)
de>ne mappings L :V → L1(I) and N :V → L1(I). Moreover; u∈Z is a solution of problem (3:1)
if and only if u∈V and Lu=Nu.
Proof. The assertions are direct consequences of (3.1)–(3.4) and the given hypotheses.
Lemma 3.2. If L; N and V are de>ned by (3:2)–(3:4); then the following properties hold:
(I) If u; v∈V; u6 v and Lu6Lv; then 06Nu6Nv6 h+.
(II) Equation Lu= h has for each h∈ [0; h+] extremal solutions; and they are increasing with
respect to h.
(III) Monotone sequences of N [V ] converge in L1(I).
Proof. Let u; v∈V satisfy u6 v and Lu6Lv. Hypotheses (f 0) imply that
06f(x; u; Lu)6f(x; v; Lv)6 h+(x) a:e: in I:
These inequalities imply by (3.4) that (I) holds. Property (II) is a consequence of Proposition 2.2
and deEnition (3:2) of L.
Assume next that (Nun)∞n=0 is a monotone sequence in N [V ]. In view of (I) we have 06Nun6 h+
for each n∈N, so that the sequence (Nun) is monotone and L1-bounded. Then there is by monotone
convergence theorem a function h∈L1(I) such that∫
I
|Nun(x)− h(x)| dx → 0 as n →∞:
This proves conclusion (III).
The following result is a consequence of [3], Theorem 2:1 and Proposition 2.1 (see also [4,
Theorem 1:1:2]).
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Lemma 3.3. Given an ordered metric space X; a partially ordered set V , mappings L :V → X and
N :V → X and elements h± of X; h−6 h+; assume that the following conditions hold:
(I) If u; v∈V; u6 v and Lu6Lv; then h−6Nu6Nv6 h+.
(II) Equation Lu= h has for each h∈ [h−; h+] extremal solutions; and they are increasing with
respect to h.
(III) Monotone sequences of N [V ] converge in X .
Then equation Lu=Nu has extremal solutions u∗ and u∗ in the sense that if u∈V and Lu=Nu;
then u∗6 u6 u∗ and Lu∗6Lu6Lu∗. Moreover; u∗ and u∗ are increasing with respect to N .
3.2. The main existence and comparison results for problem (3.1)
As a consequence of the results of Section 3.1, we now prove our main existence and comparison
result.
Theorem 3.1. Assume that hypotheses (k0); (q0); (g0) and (f 0) are satis>ed. Then problem (3:1)
has extremal solutions u∗ and u∗ in the sense that if u∈Z is any solution of (3:1); then u∗6 u6 u∗
and Lu∗6Lu6Lu∗. Moreover; u∗ and u∗ are increasing with respect to f.
Proof. Let the operators L and N and the set V be deEned by (3.2)–(3.4), respectively. It follows
from Lemma 3.2 that hypotheses (I)–(III) of Lemma 3.3 are satisEed when X =L1(I) and h−=0.
Thus equation Lu=Nu has extremal solutions u∗ and u∗ in V . In view of this result and Lemma
3.1, u∗ and u∗ are extremal solutions of problem (3.1) in the asserted sense. Moreover, u∗ and u∗
are increasing with respect to N by Lemma 3.3, which implies by deEnition (3.4) of N that they
are increasing with respect to f.
3.3. Special cases and examples
Assuming that the hypotheses of Theorem 3.1 hold, the extremal solutions of (3.1) are obtained
sometimes by the following method of successive approximations (cf. [4]). Denote by v0 the greatest
solution of Lu= h+, i.e., the greatest solution of problem (2.12) with h= h+, and deEne a sequence
(vm)∞m=0 recursively by choosing vm+1; m∈N, as the greatest solution of Lu=Nvm, i.e., the greatest
solution of problem
Lu(x)=f(x; vm; Lvm) for a:e: x∈ I;
u(0)= 0; u(x)¿ 0 for x∈ (0; 	]; (’ ◦ u)′(0)= 0:
(3.5)
If g(x; ·) is right-continuous for a.e. x∈ I , it follows from Proposition 2.3 that vm+1 can be obtained
as a uniform limit of the sequence (umn ), deEned by
umn+1(x)=’
−1
(∫ x
0
(
q(s)umn (s) +
∫ s
0
(Fmn (r)− q′(r))umn (r) dr
)
ds
)
; x∈ I;
Fmn (r)= g(r; u
m
n (r)) + f(r; vm; Lvm); r ∈ I
(3.6)
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and um0 = b, where b satisEes the integral equation∫ b(x)
0
’′(s)
s
ds=(q(0) + ‖ ‖1 + ‖h+‖1)x; x∈ I: (3.7)
The hypotheses of Theorem 3.1 ensure that conditions (I)–(III) hold, whence the sequence (vm)
is decreasing. The function u∗= limn→∞ vm is the greatest solution of (3.1) if Lvm → Lu∗ and
Nvm → Nu∗. This is the case, if
lim
m→∞ g(x; vm(x))= g(x; u
∗(x)) and lim
m→∞f(x; vm; Lvm)=f(x; u
∗; Lu∗)
for a.e. x∈ I . Since the sequences (vm) and (Lvm) are decreasing, the above limit relations hold
when g and f satisfy suitable right-continuity hypotheses.
If v0 is the least solution of (2.12) with h=0, and vm+1, m∈N, is the least solution of (3.5),
then the above comments hold for the least solution of (3.1) when right-continuity is replaced by
left-continuity.
Example 3.1. Consider the problem
Lu(x)=
[x +
∫ 	
0 (u(s) + Lu(s)) ds]
1 + [x +
∫ 	
0 (u(s) + Lu(s)) ds]
for a:e: x∈ I = [0; 	];
Lu(x)=
1
u(x)
d2
dx2
(u(x)p − e−xu′(x))− 1 + 2[xu(x)] + [xu(x)]u(x)
1 + u(x) + [xu(x)] + [xu(x)]u(x)
; (3.8)
u(0)= 0; u(x)¿ 0 for x∈ (0; 	]; (up)′(0)= 0;
where [x] denotes the greatest integer less than or equal to x. Problem (3.8) is of the form (3.1)
with
’(s)= sp; q(x)= e−x; g(x; y)=
1 + 2[xy] + [xy]y
1 + y + [xy] + [xy]y
; x∈ I; s; y∈R+;
f(x; u; v)=
[x +
∫ 	
0 (u(s) + v(s)) ds]
1 + [x +
∫ 	
0 (u(s) + v(s)) ds]
; x∈ I; u∈C+(I); v∈L1+(I):
(3.9)
It is elementary to verify that the hypotheses of Theorem 3.1 hold if p¿ 1, whence problem
(3.8) has extremal solutions. Moreover, they belong to the order interval [a; b], where a; b∈C(I)
are given by
a(x)=
(
p− 1
p
(1− e−x)
)1=(p−1)
; b(x)=
(
3(p− 1)
p
x
)1=(p−1)
; x∈ I: (3.10)
Since the greatest integer function [ · ] is right-continuous, the greatest solution of (3.8) can be
obtained by the method of successive approximations described above. A closer analysis shows that
the least solutions can be obtained in the similar way.
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The fact that the function f in (3.1) may depend functionally on u and Lu makes the result of
Theorem 3.1 applicable to many problems. Consider, for instance the problem
(’ ◦ u)′′(x)= q(x)u′(x) + (g(x; u(x)) + F(x; u(x); (’ ◦ u)′(x)))u(x)
for a:e: x∈ I = [0; 	]; ’(x)=
∫ x
0
k(s) ds; x¿ 0; (3.11)
u(0)= 0; u(x)¿ 0 for x∈ (0; 	]; (’ ◦ u)′(0)= 0:
As a consequence of Theorem 3.1 we obtain the following result.
Proposition 3.1. Assume that k :R+ → R+; q : I → R+ and g : I × R+ → R satisfy hypotheses
(k0); (q0) and (g0); and that
(F0) F : I ×R+×R+ → R+ is sup-measurable; F(x; y; z) is increasing in y and z for a.e. x∈ I; and
there exists h+ ∈L1+(I) such that F(x; y; z)6 h+(x) for all y; z ∈R+ and for a.e. x∈ I .
Then problem (3:11) has extremal solutions; and they are increasing with respect to F .
Proof. Problem (3.11) can be rewritten as
Lu(x)=F(x; u(x); (’ ◦ u)′(x)) for a:e: x∈ I = [0; 	];
u(0)= 0; u(x)¿ 0 for x∈ (0; 	]; (’ ◦ u)′(0)= 0;
(3.12)
where L is given by (3.2). Applying (3.2) and the initial conditions of (3.12) we obtain∫ x
0
Lu(s)u(s) ds=(’ ◦ u)′(x)− q(x)u(x)−
∫ x
0
(g(s; u(s))− q′(s))u(s) ds; x∈ I:
Thus (3.12), and hence also (3.11), is reduced to problem (3.1) by deEning
f(x; u; v)=F(x; u(x); q(x)u(x) +
∫ x
0
(v(s) + g(s; u(s))− q′(s))u(s) ds);
x∈ I; u∈C+(I); v∈L1+(I):
(3.13)
It follows from (F0) that (3.13) deEnes a function f : I ×C+(I)× L1+(I)→ R which has properties
(f 0). Thus the assertions follow from Theorem 3.1.
Example 3.2. Choose I = [0; 1], denote
)(s)=
∞∑
m=1
∞∑
n=1
(
1 + sgn
(
s− m
n
))
2−m−n; where sgn(t)=


1; t ¿ 0;
0; t=0;
−1; t ¡ 0
and deEne
k(s)= )(s)
√
s|sin s|; q(x)= 2−
∫ x
0
)(s) ds; x∈ I; s¿ 0;
g(x; y)=
)(x + y)
1 + y
; F(x; y; z)= )(1− x + y + z); x∈ I; y; z ∈R+:
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It is easy to see that these functions satisfy hypotheses (k0), (q0), (g0) and (F0). It then follows
from Proposition 3.1 that problem (3.11) with these k; q, g and F has extremal solutions.
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