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Abstract Data augmentation is a common tool in Bayesian
statistics, especially in the application of MCMC. Data aug-
mentation is used where direct computation of the posterior
density, π(θ |x), of the parameters θ , given the observed data
x, is not possible. We show that for a range of problems, it
is possible to augment the data by y, such that, π(θ |x,y)
is known, and π(y|x) can easily be computed. In particu-
lar, π(y|x) is obtained by collapsing π(y, θ |x) through inte-
grating out θ . This allows the exact computation of π(θ |x)
as a mixture distribution without recourse to approximat-
ing methods such as MCMC. Useful byproducts of the ex-
act posterior distribution are the marginal likelihood of the
model and the exact predictive distribution.
Keywords Bayesian statistics · Data augmentation ·
Multinomial distribution · Reed-Frost epidemic · Integer
valued autoregressive process
1 Introduction
A key aim of parametric Bayesian statistics is, given a model
M, with parameters θ = (θ1, θ2, . . . , θd) and observed data
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x, to derive the posterior distribution of θ , π(θ |x). From
π(θ |x), it is then possible to obtain key summary statistics,
such as the marginal posterior mean, E[θ1|x], and variance,
var(θ1|x), of the parameter θ1, or problem specific quanti-
ties, such as E[1{θ∈A}|x], for some A ⊂Rd . By Bayes’ The-
orem,
π(θ |x) = π(x|θ)π(θ)
π(x)
∝ π(x|θ)π(θ). (1.1)
There are two potentially problematic components in (1.1).
Firstly, computation of π(x) is rarely possible. This is of-
ten circumvented by recourse to Markov chain Monte Carlo
methods. Secondly, it is common that the likelihood func-
tion, L(θ |x) = π(x|θ), is not in a convenient form for statis-
tical analysis. For the analysis of many statistical problems,
both Bayesian and frequentest, data augmentation (Demp-
ster et al. 1977; Gelfand and Smith 1990) has been used to
assist in evaluating π(θ |x) or computing the maximum like-
lihood estimate of θ . That is, additional, unobserved data, y,
is imputed so that π(x,y|θ) = L(θ |x,y) is of a convenient
form for analysis. In a Bayesian framework y is often chosen
so that the (conditional) posterior distribution of π(θ |x,y) is
known.
There are a number of algorithms such as the EM algo-
rithm (Dempster et al. 1977) and the Metropolis-Hastings
(MCMC) algorithm (Metropolis et al. 1953; Hastings 1970),
which exploit π(θ |x,y) and iterate between the following
two steps.
1. Update θ given x and y. i.e. Use π(θ |x,y).
2. Update y given x and θ . i.e. Use π(y|x, θ).
The above algorithmic structure often permits a Gibbs sam-
pler algorithm (Geman and Geman 1984), an important spe-
cial case of the Metropolis-Hastings algorithm. Examples
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of Gibbs sampler algorithms that use data augmentation
are the genetics linkage data (Dempster et al. 1977; Tanner
and Wong 1987), mixture distributions (Diebolt and Robert
1994; Frühwirth-Schnatter 2006), censored data (Smith and
Roberts 1993) and Gaussian hierarchical models (Papaspo-
liopoulos et al. 2003), to name but a few. The Gibbs sampler
exploits the conditional distributions of the components of
θ = (θ1, . . . , θd) and y = (y1, . . . , ym), by at each iteration,
successively drawing θi from π(θi |θ i−,y,x) (i = 1, . . . , d)
and yj from π(yj |θ ,yj−,x) (j = 1, . . . ,m), where θ i− and
yj− denote the vectors θ and y with the ith and j th com-
ponent omitted, respectively. Typically the sampling distri-
butions are well known probability distributions. The Gibbs
sampler generates dependent samples from π(θ ,y|x), where
usually only the θ values are stored, with y being discarded
as nuisance parameters. In many problems there is condi-
tional independence between the elements of the parameter
vector θ given y. That is, π(θi |θ i−,y,x) = π(θi |y,x). This
is seen, for example, in simple Normal mixture models with
known variance (Diebolt and Robert 1994) or Poisson mix-
ture models (Fearnhead 2005) and for the infection and re-
covery parameters of the general stochastic epidemic model
with unknown infection times (y) and observed recovery
times (x), see for example, O’Neill and Roberts (1999), Neal
and Roberts (2005) and Kypraios (2007). Thus, in this case,




For joint densities which factorise in the form of (1.2),
it is possible in certain circumstances to collapse the Gibbs
sampler (Liu 1994) by integrating out θ . That is, compute
π(y|x), up to a constant of proportionality, and construct
a Metropolis-Hastings algorithm for sampling from π(y|x).
Note that after collapsing it is rarely possible to construct
a straightforward Gibbs sampler to sample from π(y|x). In
Liu (1994), the benefits of collapsing the Gibbs sampler
are highlighted. Collapsing can equally be applied to any
Metropolis-Hastings algorithm, see, for example, Neal and
Roberts (2005) and Kypraios (2007). In Fearnhead (2005)
and Fearnhead (2006), the idea of collapsing is taken a stage
further in the case where the number of possibilities of y is
finite by computing π(y|x) exactly, and hence, express the
posterior distribution, π(θ |x), as a finite mixture distribu-
tion. Specifically, Fearnhead (2005) and Fearnhead (2006)
consider mixture models and change-point models, respec-
tively, with the main focus of both papers perfect simulation
from the posterior distribution as an alternative to MCMC.
In this paper we present a generic framework for ob-
taining the exact posterior distribution π(θ |x) using data
augmentation. The generic framework covers mixture mod-
els (Fearnhead 2005) and change-point models (Fearnhead
2006) as important special cases, but is applicable to a wide
range of problems including two-level mixing Reed-Frost
epidemic model (Sect. 3) and integer valued autoregressive
time series models (Sect. 4). The key observation, which is
developed in Sect. 2, is that there are generic classes of mod-
els, where augmented data, y, can be identified such that,
π(y|x) can be computed exactly, and π(θ |y,x) is a well
known probability density. In such circumstances we can






Throughout this paper we use the term, exact posterior (dis-
tribution), to refer to using (1.3). In Sect. 2, we show how
in general y can be chosen and how sufficient statistics can
be exploited to extend the usefulness of the methodology.
Thus we extend the methodology introduced in Fearnhead
(2005) beyond mixture models by identifying the key fea-
tures which make (1.3) practical to use.
A natural alternative to computing the exact posterior
distribution is to use MCMC, and in particular, the Gibbs
sampler, to obtain a sample from the posterior distribution.
There are a number of benefits from obtaining the exact pos-
terior distribution. Firstly, any summary statistic E[h(θ)|x],
for which E[h(θ)|x,y] is known, can be computed without
Monte Carlo error. Moreover, knowing the exact posterior
distribution enables the use of importance sampling to ef-
ficiently estimate E[h(θ)|x], even when E[h(θ)|x,y] is un-
known. Secondly, there are none of the convergence issues
of MCMC, such as determining the length of the burn-in pe-
riod, and the total number of iterations required for a given
effective sample size. Thirdly, the marginal likelihood (ev-
idence) of the model, π(x) = ∫ π(x|θ)π(θ) dθ can easily
be computed. This can be used for model selection, see, for
example, Fearnhead (2005), Sect. 3. Model selection using
MCMC samples is non-trivial, see, for example, Han and
Carlin (2001), and often requires the construction of a re-
versible jump MCMC, Green (1995), adding an extra level
of complexity to the MCMC procedure. Fourthly, obtain-
ing the exact posterior distribution enables straightforward
perfect simulation to obtain independent and identically dis-
tributed samples from the posterior distribution (Fearnhead
2005). This provides an efficient alternative to ‘coupling
from the past’, Propp and Wilson (1996), perfect simulation
MCMC algorithms, with the key computational cost, com-
puting the exact posterior distribution, incurred only once
(Fearnhead 2005). Finally, we can obtain the exact predic-
tive distribution for forward prediction (see Liu 1994), al-
though MCMC samples can easily be used to obtain good
samples from the predictive distribution of future observa-
tions.
There are also important drawbacks of the proposed
methodology compared with MCMC. Only a small number
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of relatively simple, albeit important, models can be anal-
ysed using (1.3), compared to the vast array of models that
can increasingly be analysed using MCMC. MCMC algo-
rithms are generally easier to program than algorithms for
computing the exact posterior distribution. The computa-
tional cost of the exact posterior distribution grows expo-
nentially in the total number of observations, whereas the
computational cost of many MCMC algorithms will be lin-
ear or better in the total number of observations. However,
for moderate size data sets computation of the exact poste-
rior distribution and the MCMC alternative, obtaining a suf-
ficiently large MCMC sample, can often take comparable
amounts of time. We discuss computational costs in more
detail in Sects. 3.3 and 4 for the household Reed-Frost epi-
demic model and the integer autoregressive (INAR) model,
respectively.
The remainder of the paper is structured as follows.
A generic framework is presented in Sect. 2 for computing
the exact posterior distribution for a wide class of models,
including Poisson mixture models, models for multinomial-
beta data (Sect. 3) and integer valued autoregressive (INAR)
processes (Sect. 4). We outline how sufficient statistics can
be exploited to extend the usefulness of the methodology
from small to moderate sized data sets. This involves giv-
ing details of an efficient mechanism for identifying the
different sufficient statistics, s, compatible with x and for
computing π(s|x). In Sect. 3, we consider a general model
for multinomial-beta data motivated by the genetic linkage
data studied in Dempster et al. (1977) and Tanner and Wong
(1987) and applicable to a two-level mixing Reed-Frost epi-
demic model (see Addy et al. 1991). The exact posterior dis-
tribution of the parameters is obtained with computation of
key summary statistics of the posterior distribution, such as
the posterior mean and standard deviation. In Sect. 4, we ob-
tain the exact posterior distribution for the parameters of the
integer valued autoregressive (INAR) processes (McKen-
zie 2003; Jung and Tremayne 2006; Neal and Subba Rao
2007). In addition to computing the key summary statis-
tics of the posterior distribution, we use the marginal like-
lihood for selecting the most parsimonious model for the
data and we derive the exact predictive distribution for fore-
casting purposes. All the models considered in Sects. 3
and 4 have previously only been analysed using MCMC
and/or by numerical methods that are only applicable for
very small data sets. Throughout we compare analysing
the data sets using the exact posterior distribution with us-
ing MCMC. Finally, in Sect. 5 we conclude with a few fi-
nal remarks upon other models that can be analysed using
(1.3).
2 Generic setup
2.1 Introduction to the generic setup
In this Section we consider the generic situation where
π(θ |x) is intractable, but there exists augmented data, y,
such that, π(θ |y,x) belongs to a well known probability dis-
tribution. Specifically, we assume that y is such that the com-





with θi |y,x belonging to a well known probability distribu-





where for j = 1,2, . . . ,N , π(θ |yj ,x) satisfies (2.1). That is,
there is a finite number N of possible augmented data values
that are consistent with the data. In each case the conditional
posterior distribution of the parameters given the augmented
data is easily identifiable.
To exploit the data augmentation introduced in (2.2),
we consider the joint posterior density π(θ ,yj |x), j =








π(θ |yj ,x)π(yj |x). (2.3)
Since yj is chosen such that π(θ |yj ,x) is known, we only
need to compute {π(yj |x)} to be able to express π(θ |x) as
a mixture density. The key step for obtaining π(yj |x) is to
observe that





for some Kyj independent of θ . We can then integrate out
θ , which since
∫
π(θi |y,x)dθi = 1, leaves π(yj |x) ∝ Kyj .





This is a ‘brute-force’ approach enumerating all the N pos-
sibilities and computing the normalising constant. The main
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complication is that computing the normalization constant
in (2.4) is only be practical if N is sufficiently small.
A partial solution to the above brute-force enumeration is
to use sufficient statistics to significantly reduce the number
of computations required. This is successfully employed in
Fearnhead (2005) for Poisson mixture models (Sect. 2.2),
where a simple, sequential algorithmic approach is given
to compute sufficient statistics. We develop this approach
detailing how the sequential computation of the sufficient
statistics can be efficiently implemented in the generic setup.
In general, let S(y,x) denote the sufficient statistics
of the model under consideration, such that π(θ |y,x) =
π(θ |S(y,x)). Let S = {S(y1,x), S(y2,x), . . . , S(yN,x)},
the set of all possible sufficient statistics compatible with













where S = |S| and S = {s1, s2, . . . , sS}. For (2.5) to be use-
ful, a systematic approach to computing S and π(sk|x) =∑
j :S(yj ,x)=sk π(yj |x) is needed that requires far fewer than
N computations.
The remainder of this section is structured as follows. In
Sect. 2.2, we introduce the Poisson mixture model, (Fearn-
head 2005) as an illustrative example of how the exact pos-
terior distribution can be computed. Then in Sect. 2.3 we
develop the general framework referencing the Poisson mix-
ture model as an example. This culminates in a mechanism
for computing sufficient statistics and associated probability
weights in order to fully exploit (2.5). Finally, in Sect. 2.4
we make some final remarks about the generic framework
and its limitations.
2.2 Illustrative example
A prime example of a model where (2.2) can be exploited
is the Poisson mixture model (Fearnhead 2005). For the
Poisson mixture model the data x arises as independent
and identically distributed observations from X, where for
x = 0,1, . . . ,P(X = x) = ∑mk=1 pkλxk exp(−λk)/x!. That
is, for k = 1,2, . . . ,m, the probability that X, is drawn from
Po(λk) is pk . In this case, yi = 1,2, . . . ,m with yi = k de-
noting xi is drawn from Po(λk), see, for example, (Fearn-
head 2005) for details. Thus N = mn. Although the ex-
act posterior distribution for this model has been derived
in Fearnhead (2005), it is good illustrative example for
the generic setup presented in this paper and it is a use-
ful stepping stone before moving onto the more complex
Reed-Frost epidemic model and integer valued autoregres-
sive (INAR) model in Sects. 3 and 4, respectively.
As noted in Fearnhead (2005), π(θ |y,x) depends upon
y and x through the 2m dimensional sufficient statistic
S(y,x) = (a, z) (= s), where ak = 1n
∑n




i=1 1{yi=k}xi denote the total number of observations
and the sum of the observations from the kth Poisson com-
ponent, respectively. Note that 2(m − 1) sufficient statis-
tics suffice as am and zm can be recovered from x and
(a1, z1, . . . , zm−1), see Fearnhead (2005). The sequential
method for constructing S given in Fearnhead (2005) en-
sures that the amount of computations required are far fewer
than N . In Fearnhead (2005), Sect. 3.1, for a Poisson mix-
ture model comprising 2 components and 1096 observa-
tions, N = 21096 = 8.49 × 10329 with S = |S| = 501501.
Whilst in this example S is still large, the computation
of {π(sk|x)} can be done relatively quickly, see Fearnhead
(2005) and an example with S approximately 2.5 × 107 is
considered in Sect. 4.2 of this paper.
2.3 Sufficient statistics
In this section we outline how (2.5) can be derived for a
broad class of models that covers Poisson mixture models,
the Reed-Frost household epidemic model (Sect. 3) and the




π(xt |xt−1, θ), (2.6)
where xt = (x1, x2, . . . , xt ) (t = 1, . . . , n), with π(x1|x0, θ)
= π(x1|θ). We consider models for which the augmented












t=1 mt(= N) denoting the total number of possi-
bilities for y. That is, we assume that there are mt possi-
bilities, in terms of the choice of the augmented data, of
how the observation xt could have arisen given xt−1, with
each yt,k corresponding to a different possibility. For the
Poisson mixture model, the observations are assumed to
be independent and identically distributed (xt is indepen-
dent of xt−1) and mt = m (t = 1,2, . . . , n) with yt,k cor-
responding to xt arising from the kth Poisson component.
The extension of (2.7) to the more general case π(x|θ) =∏n
t=1{
∑mt
k=1 π(xt , yt,k|xt−1,yt−1, θ)}, where the allocation
yt,k depends on both the observations xt−1 and the alloca-
tions yt−1 is straightforward.
The key step in using (2.7), is to identify appropriate aug-
mented data, y. The choice of y = (y1, y2, . . . , yn) has to be
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made such that π(θ |y,x) is from a well known probability











where π(xt |xt−1, θ) = ∑mtk=1 π(xt , yt,k|xt−1, θ) and htki(·)
is an integrable function throughout this paper htki(q) will
be qA−1(1−q)B−1 (0 ≤ q ≤ 1) or qA−1 exp(−Bq) (q ≥ 0),
although other choices of htki(q) are possible. Note that
both qA−1(1 − q)B−1 (0 ≤ q ≤ 1) and qA−1 exp(−Bq)
(q ≥ 0) are proportional to probability density functions
from an exponential family of distributions, namely,
beta(A,B) and gamma(A,B), respectively, which arise nat-
urally as the posterior distributions of discrete parametric
distributions (for example, the binomial, negative binomial
and Poisson distributions). We require that for a fixed i,
hsji(·) and htki(·) (j, k, s, t ∈ N) belong to the same family
of functions (probability distributions) and that a conjugate
prior, πi(·), for θi exists. This allows for easy identifica-
tion of the conditional posterior distribution of θi , π(θi |y,x).















































Note that for (2.10) it suffices to know ct,yt,j up to a constant
of proportionality. Hence we can replace ct,yt,j by c˜t,yt,j =
kxt ct,yt,j , where kxt is a constant independent of yt,j .
Suppose that for t = 1,2, . . . , n, htyt i (θi) = θetii (1−θi)fti
(0 ≤ θi ≤ 1) with a beta(Ci,Di) prior on θi . Then setting
Ei = Ci + ∑nt=1 eti and Fi = Di +
∑n
t=1 fti , we have that
the (conditional) posterior distribution for θi is beta(Ei,Fi)
with
Bi(y) = (Ci + Di)
(Ci)(Di)
× (Ei)(Fi)
(Ei + Fi) . (2.11)
Alternatively suppose that for t = 1,2, . . . , n, htyt i (θi) =
θ
eti
i exp(−ftiθi) (θi ≥ 0) with a gamma(Ci,Di) prior on θi .
Then setting Ei = Ci + ∑nt=1 eti and Fi = Di +
∑n
t=1 fti ,











The expressions for Bi(y) in (2.11) and (2.12) are particu-
larly straightforward if Ei and Fi are integers. This will be
the case when the data arises from discrete parametric dis-
tributions with Ci,Di ∈ N. In both cases Ei and Fi are suf-
ficient statistics (the dependence upon y is suppressed) and
the sums of n + 1 terms, with each term depending upon a
given observation or the prior. This is key for constructing
the sufficient statistics in an efficient manner and we shall
discuss this shortly.
We illustrate the above with the 2 component Poisson
mixture model, the extension to the m component Pois-
son mixture model is trivial. Assign a beta(1,1) prior on
p (p1 = p,p2 = 1 − p) and gamma(Ck,Dk) prior on λk





p1{yt=1}(1 − p)1{yt=2} × λ
xt
yt




































where θ = (p,λ1, λ2). Thus,













× exp(−λk(ak + Dk)
)





















(ak + Dk)zk+Ck , (2.15)
since a1 + a2 + 1 = n+ 1, independent of y. Finally, π(y|x)
can be computed by finding the normalising constant by
summing the right hand side of (2.15) over the N = 2n pos-
sibilities. This is only practical if N is sufficiently small,
hence the need to exploit sufficient statistics to reduce the
number of calculations that are necessary.
Suppose that the vector of sufficient statistics, S(y,x) =
s, is D-dimensional and that sl = ∑nt=1 gt,l(yt , xt ) (l =
1,2, . . . ,D). This form of sufficient statistic is consistent
with the beta and gamma conditional posterior distributions
for the components of θ outlined above. For example, for the
Poisson mixture model with s = (a, z), al = ∑nt=1 gl(yt , xt )
with gl(y, x) = 1{y=l} and zl = ∑nt=1 gl(yt , xt ) with
gl(y, x) = 1{y=l}x. Now for p = 1,2, . . . , n, let Sp(y,x) =
sp denote the sufficient statistics for the first p observations,
i.e. using yp and xp only, with spl =
∑p
t=1 gt,l(yt , xt ) denot-
ing the corresponding partial sum. In the obvious notation,
let Sp = {Sp(y1,x), Sp(y2,x), Sp(yn,x)} = {sp1 , sp2 , . . . ,
s
p
Sp } denote the set of possible sufficient statistics for the
first p observations with Sp = |Sp|. Let Cpj =
∑
y:Sp(y,x)=spj∏p
t=1 ct,yt , the relative weight associated, with s
p
j . It is triv-
ial to obtain S1 and {C1j }. For p = 2,3, . . . , n, we can con-
struct Sp and corresponding weights {Cpj } iteratively, using
Sp−1, {Cp−1j } and {(yp,k, xp)} as follows. Let σp(yp, xp) =
(gp,1(yp, xp), gp,2(yp, xp), . . . , gp,D(yp, xp)), the vector
of terms that need to be added to the sufficient statistics
sp−1 to construct sp , given that the pth observation and aug-
mented data are xp and yp , respectively. Then Sp = {sp =
sp−1 + σp(yp,k, xp) : sp−1 ∈ Sp−1, k ∈ {1,2, . . . ,mt }},
with Cpj =
∑
{sp−1l +σp(yt,k,xt )=spj } C
p−1
l cp,yp,k . That is, we
consider all possible allocations for the pth observation
combined with the sufficient statistics constructed from the
first p − 1 observations. Finally, as noted after (2.10), for
the calculation of the weights, we can multiply the ct,yt,j ’s
by arbitrary constants that do not depend upon y.
The above construction of sufficient statistics is a gen-
eralisation of that given in Fearnhead (2005), Sect. 2, for
mixture models, where the construction of sufficient statis-
tics for data x = (1,1,2,1) arising from a 2 component
Poisson mixture model is discussed. For p = 1,2,3,4, we
take cp,yp = 1 regardless of the allocation of the pth ob-
servation, which ignores the constant 1/xp! present in the
first line of (2.14). Then in our notation with sp = (ap1 , zp1 )
since ap2 = p − ap1 and zp2 =
∑p
i=1 xi − zp1 , we have that
S3 = {(3,4), (2,3), (2,2), (1,2), (1,1), (0,0)} with C3 =
{1,2,1,1,2,1} denoting the corresponding set of weights. It
is straightforward to add σp(1,1) = (1,1) and σp(2,1) =
(0,0) to the elements of S3 and the weights to C3 to get
S4 = {(4,5), (3,4), (3,3), (2,3), (2,2), (1,2), (1,1), (0,0)}
with corresponding weights C4 = {1,3,1,3,3,1,3,1}. For
example, s4 = (3,4) can arise from s3 = (3,4) and y4 = 2
or s3 = (2,3) and y4 = 1. See Fearnhead (2005), Sect. 2, for
a diagram of the construction.
2.4 Remarks
We make a few concluding comments about the generic
setup before implementing the methodology in Sects. 3 and
4. For ease of exposition, throughout this section we have fo-
cused upon π(θ |y,x) = ∏di=1 π(θi |y,x), (2.1), where θi is a
single parameter. It is trivial to extend to the case where θi
is a vector of parameters, provided that π(θi |y,x) belongs to
a well known probability distribution. A common example
of this is where π(θi |y,x) is the probability density function
of a Dirichlet distribution and we will consider an example
of this is Sect. 3.2. All the other examples considered in this
paper satisfy (2.1).
The generic set up allows us to identify classes of models
for which the methodology described in this paper are ap-
plicable and also models for which the methodology is not
appropriate. The key requirement is that the augmented data
y is discrete. Note that, in principle, we do not require x to be
discrete with the methodology readily applicable to a mix-
ture of m Gaussian distribution with unknown means and
known variances with yi denoting the allocation of an ob-
servation xi to a particular Gaussian distribution. The main
limitation in applying the methodology to mixtures of Gaus-
sian distributions, or more generally mixtures of continuous
distributions, is that all mn possible values for y need to be
evaluated as almost surely each combination of (y,x) yields
a different sufficient statistic. Therefore for the methodology
to be practically useful we require x and y to be discrete.
For the examples considered in this paper and the Poisson
mixture model, the probability of observing xt can be ex-
pressed as a sum over mt terms, where each term in the
sum consists either of a single discrete random variable or
the sum of independent discrete random variables. The well
known discrete probability distributions are Bernoulli-based
distributions (binomial, negative binomial, geometric distri-
butions), the Poisson distribution and the multinomial distri-
bution which give rise to beta, gamma and Dirichlet poste-
rior distributions. Hence the emphasis on the discussion of
these probability distributions above.
A final remark is that we have discussed the data x =
(x1, x2, . . . , xn) in terms of n observations. This is an appli-
cable representation of the data for the models considered
in Sects. 3 and 4. However, it will be convenient in Sect. 3
to give a slightly different representation of the data with xi
denoting the total number of observations in the data that
belong to a given category i. For example, for data from a
Poisson mixture model category i would correspond to ob-
servations equal to i. The four observations 1, 1, 2, 1 would
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be recorded as three 1 s and a 2 and we can then charac-
terise the data augmentation by how many 1 s and 2 s are as-
signed to each Poisson distribution. This representation can
greatly reduce N . For example, for the genetics linkage data
in Sect. 3.2 it reduces the number of possibilities from 2125
to 126. This alternative representation can then negate the
need for computing sufficient statistics or can speed up the
computation of the sufficient statistics.
3 Multinomial-beta data
3.1 Introduction to multinomial-beta data
In this section we study in detail a special case of the generic
model introduced in Sect. 2. This case is motivated by the
classic genetic linkage data from (Rao 1965, pp. 368–369),
popularized by Dempster et al. (1977), where the data are
assumed to arise from a multinomial distribution with the
components of θ having independent beta distributed pos-
terior distributions, conditional upon x and y. Other models
that give rise to multinomial-beta data are the Reed-Frost
epidemic model (Longini and Koopman 1982; Addy et al.
1991; O’Neill and Roberts 1999) and (O’Neill et al. 2000)
and with minor modifications the INAR(p) model with Ge-
ometrically distributed innovations, see Sect. 4.3 and (Mc-
Cabe and Martin 2005). As noted at the end of Sect. 2, it
is convenient to use an alternative representation of the data
than that given for the generic model and we give details of
the generic form of the data below.
Suppose that there are n independent observations that
are classified into t types with nh observations of type
h = 1,2, . . . , t . For the genetic linkage data t = 1 and
the subscript h can be dropped. The nh observations of
type h are divided into kh categories with each obser-
vation independently having probability phi(θ) of be-
longing to category (h, i) (i = 1,2, . . . , kh). Let ph(θ) =
(ph1(θ),ph2(θ), . . . , phkh(θ)) and let xh = (xh1, xh2, . . . ,
xhkh), where θ is a d-dimensional vector of parameters
and xhi denotes the total number of observations in cate-
gory (h, i). For i = 1,2, . . . , kh, we assume that there ex-






bhilj , where ahilj , bhilj and chil are constants independent
of θ . Typically, ahilj and bhilj will be non-negative integers.
















j (1 − θj )bhilj ,
which is of the same form as (2.7). If all of the mhi ’s are
equal to 1, then assuming independent beta priors for the
components of θ , the posterior distribution of θ consist
of d independent beta distributions, one for each compo-
nent. (Throughout the remainder of this section, for ease
of exposition, we assume a uniform prior on θ , that is,
π(θ) = 1 for θ ∈ [0,1]d .) However, if at least one of
the mhi ’s is greater than 1 then the posterior distribu-
tion of θ is not readily available from x = (x1,x2, . . . ,xt )
alone. Therefore we augment the data by dividing the
type h data into Kh = ∑khi=1 mhi categories, classified
(h,1,1), . . . , (h,1,m1), (h,2,1), . . . , (h, kh,mkh). For i =





j (1 − θj )bhilj denote the total number of ob-
servations in category (h, i, l) and the probability that an
observation belongs to category (h, i, l), respectively, with

















with π(x|y, θ) = π(x|y) = ∏th=1
∏kh
i=1 1{xhi=∑mhil=1 yhil}, i.e.











































j (1 − θj )Fj (y)
}
, (3.1)









l=1 bilj yhil . The sufficient statistics for the
model are S(y,x) = (E1(y),F1(y), . . . ,Fd(y)) in agreement
with the observations made in Sect. 2. Hence, integrating θ



















(Ej (y) + Fj (y) + 1)! , (3.2)
with the components of θ , conditional upon y, having inde-
pendent beta posterior distributions.
For h = 1,2, . . . , t and i = 1,2, . . . , kh, the total num-




and thus the total number of possibilities for
Stat Comput







. This is considerably





hi , that would be needed if we consid-
ered each of the n observations one by one rather than
by category. Given π(y|x), the posterior distribution of
π(θ |x) can then easily be obtained. If N is small, we
can work directly with (3.2), otherwise we can construct
S = {S(y1,x), . . . , S(yN,x)}, the set of sufficient statistics
consistent with x and the corresponding probability weights,
as outlined in Sect. 2.
3.2 Genetic linkage data
The data consists of the genetic linkage of 197 animals
and the data are divided into four genetic categories, la-
beled 1 through to 4, see Rao (1965), Dempster et al.
(1977) and Tanner and Wong (1987). The probabilities
that an animal belongs to each of the four categories are
1
2 + θ4 , 1−θ4 , 1−θ4 , θ4 , respectively. Let x = (x1, x2, x3, x4) =
(125,18,20,34) denote the total number of animals in each
category. In the notation of Sect. 3.1, d = 1, t = 1, m1 = 2,
m2 = m3 = m4 = 1, so data augmentation is required to gain
insight into the posterior distribution of θ , see Tanner and
Wong (1987). Let q11(θ) = 1/2, q12(θ) = θ/4 and y12 = z
with y11 = x1 − z. Then Nx = 126 with the possible values
of z = 0,1, . . . , x1(= 125) and
π(z|x) ∝ 1
(x1 − z)!z!2
−z (z + x4 + 1)
(z + x2 + x3 + x4 + 2) . (3.3)
Then (3.3) and π(θ |z,x) ∼ beta(z + x4 + 1, x2 + x3 + 1)





z + x4 + 1
z + x2 + x3 + x4 + 2π(z|x) = 0.6228
and var(θ |x) = (0.05094)2 = 0.002595. The posterior dis-
tribution of θ is plotted in Fig. 1.
In Gelfand and Smith (1990), Sect. 3.1, the genetic link-
age example is extended to a model where the data x is
assumed to arise from a Multinomial(n, (a1θ + b1, a2θ +
b2, a3η + b3, a4η + b4, c(1 − θ − η))), where (θ, η) are the
unknown parameters of interest, ai, bi ≥ 0 are known and
0 < c = 1 − ∑4j=1 bj = a1 + a2 = a3 + a4 < 1. In Gelfand
and Smith (1990), a Gibbs sampler is described for obtain-
ing samples from the joint distribution of (θ, η) and this
is applied to x = (14,1,1,1,5) (n = 22) with probabilities
(θ/4 + 1/8, θ/4, η/4, η/4 + 3/8, (1 − θ − η)/2). It is easy
to see that π(x|θ, η) does not satisfy (3.1) but it is straight-
forward to extend the above arguments to obtain π(θ, η|x).
We split categories 1 and 4 into two subcategories leav-
ing the other three categories unaffected. For category 1
(4), observations have probabilities q11 = θ/4 (q41 = η/4)
Fig. 1 Exact posterior density of π(θ |x) for the genetics linkage data
and q12 = 1/8 (q42 = 3/8) of belonging to subcategories
11 (41) and 12 (42), respectively. We augment x by (z,w),
where z and w denote the total number of observations in
subcategories 11 and 41, respectively. Note that there are
(14 + 1) × (1 + 1) = 30 possibilities for (z,w). With a
Dirichlet(1,1,1) prior on (θ, η,1 − θ − η), we have that
π
(
θ, η, (z,w)|x) ∝ 1






(1 − θ − η)x5 ,










× (z + x2)!(x3 + w)!
(z + x2 + x3 + w + x5 + 2)! .
Given (z,w), the (conditional) posterior distribution of
(θ, η,1− θ −η) is Dirichlet(z+x2 +1, x3 +w+1, x5 +1).
The marginal posterior means (standard deviations) of θ
and η are 0.5200 (0.1333) and 0.1232 (0.0809), respec-
tively, with the posterior correlation between θ and η equal
to −0.1049.
3.3 Household Reed-Frost epidemic model
The model presented here is the specialization of the house-
hold epidemic model of Addy et al. (1991) to a constant in-
fectious period, the Reed-Frost epidemic model. The data
consists of the final outcome of an epidemic amongst a
population of individuals partitioned into households. Let
t denote the maximum household size. Then there are t
types of observations corresponding to households with h =
1,2, . . . , t members. For type h, there are kh = h + 1 cat-
egories corresponding to i = 0,1, . . . , h members of the
household ultimately being infected with the disease. The
data is assumed to arise as follows. Each individual in the
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population has independent probability 1 − qG of being in-
fected from outside their household, which we shall term
a global infection. (Thus qG is the probability that an in-
dividual avoids a global infection.) If an individual is ever
infected, it attempts to infect susceptible members of its
household, whilst infectious, before recovering from the dis-
ease and entering the removed class. Each infectious indi-
vidual has probability 1 − qL of infecting each given mem-
ber of their household, and therefore makes Bin(H − 1,1 −
qL) local infectious contacts if they belong to a household of
size H . Infectious contacts with susceptibles result in infec-
tion, whereas infectious contacts with non-susceptibles have
no impact on the recipient. Thus θ = (qG,qL).
It is trivial to show that, for h = 0,1, . . . , ph0 = qhG and
ph1 = h(1 − qG)qh−1G qh−1L , and hence, mh0 = mh1 = 1. For
i ≥ 2, phi can be obtained recursively using Addy et al.
(1991), Theorem 2 or more conveniently for the above set-
ting using Ball et al. (1997), (3.12). For any i and h ≥ i,
mhi = mii with m22 = 2, m33 = 5, m44 = 13 and m55 = 33.
To see how mhi is obtained it is useful to construct the
within-household epidemic on a generation basis. Let gen-
eration 0 denote those individuals in the household infected
globally, and for l ≥ 1, let generation l denote those indi-
viduals infected by the infectives in generation l − 1. Then
{a0, a1, . . . , ab} denotes that there are ac infectives in gener-
ation c with ab+1 = 0, i.e. the epidemic in the household has
ended after generation b. The final size of the epidemic in
the household is
∑b
c=0 ac. For example, there are four ways
that
∑b
c=0 ac = 3, {1,1,1}, {1,2}, {2,1} and {3}. For {2,1},
this can arise from either one or both of the generation 0
individuals attempting to infect the generation 1 individual
and we denote these two possibilities as {2,11} and {2,12},
respectively. Thus the category (h,3) is split into five sub-
categories corresponding to infection chains {1,1,1}, {1,2},
{2,11}, {2,12} and {3}. For the category (h,4), the 13 sub-
categories are {1,1,1,1}, {1,1,2} ∪ {1,2,11}, {1,2,12},
{1,3}, {2,22}, {2,23}, {2,24}, {2,11,1}, {2,12,1}, {3,11},
{3,12}, {3,13} and {4}, where, for example, {2,23} denotes
that there are 3 attempted infections between the 2 infec-
tives in generation 0 and the 2 infectives in generation 1.
Note that the outcomes {1,1,2} and {1,2,11} are combined
into a single sub-category. This is because they have prob-
abilities (h!/(2(h − 4)!))(1 − qG)qh−1G (1 − qL)3q4h−14L and
(h!/(h − 4)!)(1 − qG)qh−1G (1 − qL)3q4h−14L , respectively.
In all cases the sub-category probabilities are of the form
c(1 − qG)bGqaGG (1 − qL)bLqaLL as required for Sect. 3.1.
The full probabilities for i ≤ 4 are given in Table 5 in the
Appendix.
We applied the household Reed-Frost model to four
influenza outbreaks, two outbreaks (Influenza A and In-
fluenza B) from Seattle, Washington in the 1970’s, reported
in Fox and Hall (1980) and two outbreaks (1977-78, 1980-
81) from Tecumseh, Michigan, reported in Monto et al.
(1985). In addition, following Addy et al. (1991), Ball et al.
(1997) and O’Neill et al. (2000), we also consider the two
Tecumseh outbreaks as a combined data set. The data for
the four influenza outbreaks are available in both (Clancy
and O’Neill 2007) and (Neal 2012). The posterior means
and standard deviations of qL and qG for each data set are
recorded in Table 1 along with N , S = |S| and the time taken
to compute the exact posterior distribution using Fortran95
on a computer with a dual 1 GHz Pentium III processor. The
differences between S and N are dramatic showing a clear
advantage for computing sufficient statistics. Note that for
the Tecumseh data sets it is not feasible to compute the exact
posterior distribution without computing S . For all the data
sets except the combined Tecumseh data set computation of
the posterior distribution is extremely fast. In Fig. 2, contour
plots of the exact joint posterior distribution of (qG,qL) are
given for the Seattle, Influenza A and Influenza B outbreaks.
There are alternatives to computing the exact posterior
distribution, for example, MCMC, either the Gibbs sampler
or the random walk Metropolis algorithm, (O’Neill et al.
2000), or rejection sampling, (Clancy and O’Neill 2007).
The rejection sampler has the advantage over MCMC of
producing independent and identically distributed (perfect)
samples from the posterior distribution, but incurs consider-
able overheads in finding an efficient proposal distribution
and bounding constant. A Gibbs sampler algorithm can eas-
ily be constructed using the data augmentation scheme given
above. However, the simplest approach is to construct a ran-
dom walk Metropolis algorithm to obtain a sample from
π(θ |x) without data augmentation using the recursive equa-
tions for {phi} given by Ball et al. (1997), (3.12).
We assessed the performance of computing the exact pos-
terior distribution with both the Gibbs sampler and the ran-
dom walk Metropolis algorithms. The MCMC algorithms
were run for 11000 iterations for the Gibbs sampler and
110000 iterations for the random walk Metropolis algorithm
with the first 1000 and 10000 iterations discarded as burn-in,
respectively. This was sufficient for accurate estimates of all
the summary statistics recorded in Table 1. For a fair com-
parison the MCMC algorithms were also run in Fortran95
on the same computer with the run times taking between
two and thirty seconds. Therefore, with the exception of the
full Tecumseh data set, the computation time of the exact
posterior distribution compares favourably with obtaining
moderate sized MCMC samples. However, since the com-
putation of the exact posterior distribution grows exponen-
tially with the total number of observations (households), its
applicability is limited by the size of the data. In contrast
to the MCMC algorithms which are not affected so long as
|x| remains constant with the number of computations per
iteration for the MCMC algorithms depending upon |x|, the
total number of categories. It should be noted though, that
the individual Tecumseh data sets are not small consisting
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Fig. 2 Exact posterior density
contour plot of π(qL, qG|x) for
the Seattle, Influenza A
outbreak (left) and the Seattle,
Influenza B outbreak (right)
Table 1 Posterior means and standard deviations for qG and qL for the Seattle and Tecumseh influenza data sets
Data set N S Time E[qG|x] (sd(qG|x)) E[qL|x] (sd(qL|x))
Seattle, A 13860 651 <1 s 0.5476 (0.0420) 0.6859 (0.0742)
Seattle, B 157500 448 <1 s 0.8354 (0.0247) 0.8585 (0.0390)
Tecumseh, 77-78 3.105 × 1010 20073 7 s 0.8534 (0.0142) 0.8590 (0.0251)
Tecumseh, 80-81 9.081 × 109 26504 9 s 0.8720 (0.0132) 0.8439 (0.0269)
Tecumseh, Combined 2.820 × 1020 519531 57 m 0.8681 (0.0099) 0.8498 (0.0186)
of nearly 300 households each, so the exact posterior dis-
tribution offers a good alternative to MCMC, for small-to-
moderate data sets, for computing posterior summary statis-
tics, in addition to the advantages of the exact distribution
listed in Sect. 1.
4 Integer valued AR processes
4.1 Introduction
The second class of model is the integer-valued autoregres-
sive (INAR) process, see McKenzie (2003), McCabe and
Martin (2005) and Neal and Subba Rao (2007). An integer-
valued time series {Xt ;−∞ < t < ∞} is an INAR(p) pro-




αi ◦ Xt−i + Zt , t ∈ Z,
for some generalized, Steutel and van Harn operators αi◦
(i = 1,2, . . . , p), see Latour (1997), and Zt (−∞ < t < ∞)
are independent and identically distributed according to an
arbitrary, but specified, non-negative integer-valued random
variable. Generally, see, for example, Neal and Subba Rao
(2007), Zt ∼ Po(λ), and the operators αi◦ are taken to be
binomial operators with
αi ◦ w =
{
Bin(w,αi) w > 0,
0 w = 0. (4.1)
This is the situation we primarily focus on here, with θ =
(α1, α2, . . . , αp,λ). In Sect. 4.3, we also consider Zt ∼
Geom(β), see, McCabe and Martin (2005). In Neal and
Subba Rao (2007) and Enciso-Mora et al. (2009a), MCMC
is used to obtain samples from the posterior distribution of
the parameters of INARMA(p, q), whereas in McCabe and
Martin (2005) numerical integration is used to compute the
posterior distribution of INAR(1) models with Poisson, bi-
nomial and negative binomial models. Although there are
similarities between the current work and McCabe and Mar-
tin (2005) in computing the exact posterior distribution, it
should be noted that McCabe and Martin (2005) is only
practical for an INAR(1) model with very low counts (for the
data considered in McCabe and Martin (2005), maxt xt = 2)
and depends upon the gridpoints used for the numerical in-
tegration. Maximum likelihood estimation and model selec-
tion for INAR(p) models and their extensions are considered
in Bu and McCabe (2008), Bu et al. (2008) and Enciso-Mora
et al. (2009a), Sect. 4.
We follow Neal and Subba Rao (2007), Sect. 3.1, in
the data augmentation step and construction of the likeli-
hood. The observed data consists of x = (x1, x2, . . . , xn)
and xI = (x1−p, x2−p, . . . , x0), and we compute π(θ |xI ,x).
Stat Comput
(The representation of the data is the same as in Sect. 2.) For
t ∈ Z, we represent αi ◦ Xt−i by Yt,i . Note that given Yt =
(Yt,1, Yt,2, . . . , Yt,p), we have that Zt = Xt −∑pi=1 Yt,i . For
t ≥ 1, let yt = (yt,1, yt,2, . . . , yt,p) denote a realization of
Yt . (If p = 1, we simply write Yt and yt in place of Yt,1 and
yt,1, respectively.) Then it is shown on p. 96 of Neal and
Subba Rao (2007), that for t ≥ 1,
P(Xt = xt ,Yt = yt |xt−1,xI , θ)




















yt,i !(xt−i − yt,i)!
}
× 1
























P(Xt = xt ,Yt = yt |xt−1,xI , θ). (4.3)
The form of (4.2) and (4.3) satisfies (2.8) with htyt i (αi) =
α
yt,i
i (1 − αi)xt−i−yt,i (i = 1,2, . . . , p) and htyt (p+1)(λ) =
λxt−
∑p
i=1 yt,i exp(−λ). Therefore we assign beta distributed
priors for the αi ’s, and a gamma distributed prior for λ. We
differ slightly from Neal and Subba Rao (2007), in assuming
independent uniform priors for the αi ’s, instead of including
the stationary condition that
∑p
i=1 αi < 1. The inclusion of
the constraint
∑p
i=1 αi < 1 had no affect on the examples
considered in Neal and Subba Rao (2007) which were all
clearly stationary, and without the constraint we can easily
obtain π(y|x,xI ). We take a gamma(aλ, bλ) prior for λ and
for ease of exposition set aλ = 1.
We now depart from Neal and Subba Rao (2007), who
used the above data augmentation within a Gibbs sampler,
by integrating out θ and identifying the sufficient statis-
tics. For i = 0,1, . . . , p, let Ki = ∑nt=1 xt−i and for i =































yt,i !(xt−i − yt,i)!
}
× 1







i (1 − αi)Ki−Gi(y)λK0−
∑p
i=1 Gi(y)
× exp(−(n + bλ)λ
)
.









yt,i !(xt−i − yt,i)!
}
× 1














We note that for i = 1,2, . . . , p, αi |y,x,xI ∼ beta(Gi(y) +
1,Ki − Gi(y) + 1) and λ|y,x,xI ∼
gamma(K0 − ∑pi=1 Gi(y) + 1, n + bλ). Thus G(y) =
(G1(y),G2(y), . . . ,Gp(y)) are sufficient statistics for the
INAR(p) model.












yt,i !(xt−i − yt,i)!
}
× 1
(xt − ∑pi=1 yt,i)!
}
(4.5)
and Sg = {y : G(y) = g}. The construction of Sg and {Cgj }
is then straightforward following the sequential procedure
outlined in Sect. 2. Thus, for j = 1,2, . . . , S, with gj =
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Table 2 Posterior means (standard deviations) of the parameters and marginal log-likelihood for INAR(p) model for Westgren’s data set
Model α λ marginal log-likelihood No. of categories
INAR(0) – 1.5462 (0.0648) −573.7400 1
INAR(1) 0.5302 (0.0360) 0.7262 (0.0636) −521.5827 409
INAR(2) 0.4616,0.1861 (0.0478,0.0531) 0.5527 (0.0724) −513.1185 120264
INAR(3) 0.4558,0.1489,0.1010 (0.0481,0.0568,0.0499) 0.4608 (0.0778) −511.2693 25263253
(gj1, gj2, . . . , gjp), we have that
π(Sy,x = gj |x,xI ) ∝ Cgj
p∏
i=1








For p = 1, S = (K1 + 1) and π(S(y,x) = gj |x,xI ) (j =
1,2, . . . , S) can be computed very quickly using the or-
dering of the outcomes g1 = 0,g2 = 1, . . . ,gS = K1. For
p > 1, computation of S ≤ ∏pi=1(Ki + 1) and π(S(y,x) =
gj |x,xI ) (j = 1,2, . . . ,N) is more time consuming but still
feasible for p = 2,3 as demonstrated in Sect. 4.2.
4.2 Westgren’s gold particle data set
This data set consists of 380 counts of gold particles at
equidistant points in time. The data, originally published in
Westgren (1916), has been analysed in Jung and Tremayne
(2006) and Neal and Subba Rao (2007) using an INAR(2)
model. In Enciso-Mora et al. (2009a), it was shown using
reversible jump MCMC that the INAR(2) model is the most
appropriate model of INARMA(p, q) type for the data.
We obtain the exact posterior distribution for the param-
eters of the INAR(p) model (p = 0,1,2,3). (The INAR(0)
corresponds to independent and identically distributed Pois-
son data.) We also computed the marginal log-likelihood
(evidence) for the models for comparison. The results are
presented in Table 2. There is clear evidence from the
marginal log-likelihood for p = 2. Applying the BIC-based
penalisation prior used in Enciso-Mora et al. (2009a), where
for p = 0,1,2,3 the prior on INAR(p) was set proportional
to n−p/2 gives posterior probabilities of 0.0030, 0.7494 and
0.2476, for the INAR(1), INAR(2) and INAR(3) models, re-
spectively. The total number of categories grows rapidly
with the order p of the model, and to compute {π(y|x)} us-
ing Fortran95 for the INAR(1), INAR(2) and INAR(3) mod-
els, took less than a second, 8 seconds and 45 minutes, re-
spectively. It should be noted that the INAR(3) model was at
the limits of what is computationally feasible requiring over
1500 MB of computer memory. The memory limitation is
due to the total number of categories, and for smaller data
sets, either in terms of n, or the magnitude of xt ’s, it would
be possible to study INAR(p) models with p > 3. However,
most interest in INAR(p) models is when p ≤ 3.
For comparison the MCMC algorithms of Neal and
Subba Rao (2007) and Enciso-Mora et al. (2009a) were run
on the gold particle data set with findings similar to those
presented above and reported in Neal and Subba Rao (2007)
and Enciso-Mora et al. (2009a). For fixed p = 1,2,3, the
MCMC algorithm of Neal and Subba Rao (2007) was run for
110000 iterations with the first 10000 iterations discarded as
burn-in. The algorithm took about 30 seconds to run, regard-
less of the value of p, although the mixing of the MCMC al-
gorithm gets worse as p increases. Therefore for analysis of
the INAR(1) and INAR(2) models, it is quicker to compute
the exact posterior distribution than to obtain a sufficiently
large sample from an MCMC algorithm. For model selec-
tion the reversible jump MCMC algorithm of Enciso-Mora
et al. (2009a) was used, restricted to the INAR(p) models
with p = 1,2 or 3. The algorithm took approximately twice
as long, per iteration, as the standard algorithm, due to the
model switching step. Also for accurate estimation of the
posterior model probabilities longer runs (106 iterations)
of the algorithm are required due the low acceptance rate
(0.4 %) of the model switching move. This is particularly the
case for the estimation of the posterior model probability of
the INAR(1) model, with typically only 1 or 2 excursions to
this model in 106 iterations. Hence for model selection, us-
ing the exact posterior distribution is preferable to reversible
jump MCMC, especially for computing the posterior proba-
bility for rarer models as noted in Sect. 1.
The exact one-step ahead predictive distribution
P(Xn+1 = xn+1|x) can easily be obtained and then the r-
step (r = 2,3, . . .) ahead predictive distribution can be ob-
tained recursively. In particular for the INAR(2) model, inte-
grating over the posterior distribution of (α,λ), we get that





















Table 3 Marginal predictive distribution of X371 and X372 for the INAR(2) model for Westgren’s data set
Observation P (Xt = x)
0 1 2 3 4 5 6 7 8 ≥9
X371 0.0509 0.1870 0.2927 0.2566 0.1415 0.0532 0.0144 0.0030 0.0005 0.0001
X372 0.0934 0.2340 0.2792 0.2114 0.1143 0.0471 0.0154 0.0041 0.0009 0.0002
Table 4 Posterior means (standard deviations) of the parameters and marginal log-likelihood for the models for US polio data set
Model α λ β marginal log-likelihood
PINAR 0.1880 (0.0467) 1.0926 (0.0949) – −287.8742
GINAR 0.0977 (0.0494) – 0.4528 (0.0284) −263.6767






gji !(Ki − gji)!
× (gji + yn+1,i )!(Ki + xn+1−i − yn+1,i − gji)!
(Ki + xn+1−i + 1)!
}
× (n + bλ)
K0−∑2i=1 gji+1
(K0 − ∑2i=1 gji)!
× (K0 −
∑2
i=1 gji + xn+1 −
∑2
l=1 yn+1,l)!









We compute the predictive distributions of X371 and X372
with the results given in Table 3. For X372, we have to
sum over all possibilities for X371, of which there are in-
finitely many. However, we restrict the summation to X371 =
0,1, . . . ,10, since P(X371 > 10) ≤ 10−6 and restricting the
sum does not affect the computation of the probabilities to
four decimal places as presented in Table 3. Given the fo-
cus of this paper, we did not evaluate the predictions or the
adequacy of the INAR(p) model.
4.3 US polio data set
The US polio data set, from Zeger (1988), consists of the
total number of monthly polio (Poliomyelitis) cases in the
USA from January 1970 to December 1983. The data has
been studied by Zeger (1988) and Davis et al. (2000) us-
ing Poisson regression models, and (Enciso-Mora et al.
2009b) using an INAR(1) model with covariates. We con-
sider two simple INAR(1) models for the polio data. The
first model has Poisson innovations (Zt ∼ Po(λ)) as in
Sect. 4.2 and the second model has geometric innovations
(Zt ∼ Geom(β),P(Zt = k) = (1 − β)kβ(k = 0,1, . . .)). We
denote the models by PINAR (Poisson) and GINAR (Geo-
metric), respectively. Although the more complex models,
taking into account seasonality and trend, studied in Zeger
(1988), Davis et al. (2000) and Enciso-Mora et al. (2009b),
are probably more appropriate for this data, this example
allows us to further demonstrate the scope of the approach
taken in this paper.
A geometric, or more generally a negative binomial or
binomial, innovation distribution falls under the auspices of
a model with multinomial-beta data studied in Sect. 3 with




















× n!(K0 − G1(y))!
(n + K0 + 1 − G1(y))! .
The total number of possibilities for G1(y) for the
INAR(1) models is 101, and results were obtained instan-
taneously using, either Fortran95 or R. The results are sum-
marised in Table 4, and show that there is far stronger evi-
dence for the GINAR model than the PINAR model. This is
not surprising given the sudden spikes in the data with ex-
treme values far more likely from a Geometric distribution
than a Poisson distribution with the same mean. The pos-
terior mean of α for the GINAR model is only 0.0977 and
this suggests that an appropriate model could be to assume
that the data are independent and identically distributed ac-
cording to a Geometric distribution. However, as shown in
Stat Comput
Table 4, such a model has a significantly lower marginal log-
likelihood than the GINAR model, so the dependence in the
data can not be ignored.
5 Conclusions
We have presented a generic framework for obtaining the ex-
act posterior distribution π(θ |x) using data augmentation, y.
The models which can be analysed in this way are generally
fairly simple, Poisson mixtures (Fearnhead 2005), house-
hold Reed-Frost epidemic model and INAR(p), but have
been widely applied, and offer a useful benchmark for com-
paring more complex models against. The computation time
for the exact posterior distribution compares favourably to
MCMC especially for smaller data sets with all the com-
putations taking less than 15 seconds in Fortran95 on a
computer with a dual 1 GHz Pentium III processor with
the exception of the combined Tecumseh data set and the
INAR(3) model. Moreover, the genetics linkage, Seattle data
sets and INAR(1) models took less than 15 seconds to com-
pute the posterior distribution in R on a standard desktop
computer. The key elements in the feasibility of the method
are the identification of sufficient statistics S(y,x) and the
easy computation of π(S(y,x)|x).
This paper has focused upon the case where the data x
correspond to discrete outcomes, for reasons discussed in
Sect. 2.4. Thus, throughout the examples in Sects. 3 and 4,
it has been assumed that the data have arisen from mixtures
or sums of discrete distributions, such as the binomial, neg-
ative binomial and Poisson distributions. However, the ap-
proach taken can be extended to models based upon other
discrete distributions, such as the discrete uniform distribu-
tion. The key requirement is that an appropriate choice of y
can be found such that, π(θ |x,y) belongs to a well-known
probability distribution, typically the product of independent
univariate densities, and that π(y|x) can easily be obtained
by integrating out θ .
The methodology presented in this paper is not restricted
to models satisfying (2.7) with change-point models, (Fearn-
head 2006), being a prime example. A similar approach to
Sect. 3 can be used to obtain the exact (joint) posterior dis-
tribution of the parameters and change-point for the Markov
change-point model of Carlin et al. (1992), Sect. 5. On-
going research involves extending the work in Sect. 4 to
INARMA(p, q) processes.
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Table 5 Household epidemic outcomes for up to 4 infected individu-
als
Sub-category c aG bG aL bL
{0} 1 h 0 0 0
{1} h h − 1 1 h − 1 0
{1,1} h!
(h−2)! h − 1 1 2h − 4 1
{2} h!2!(h−2)! h − 2 2 2h − 4 1
{1,1,1} h!
(h−3)! h − 1 1 3h − 8 2
{1,2} h!2(h−3)! h − 1 1 3h − 9 2
{2,11} h!
(h−3)! h − 2 2 3h − 8 1
{2,12} h!2(h−3)! h − 2 2 3h − 9 2
{3} h!3!(h−3)! h − 3 3 3h − 9 0
{1,1,1,1} h!
(h−4)! h − 1 1 4h − 13 3
{1,1,2} ∪ {1,2,11} 32 × h!(h−4)! h − 1 1 4h − 14 3
{1,2,12} h!2(h−4)! h − 1 1 4h − 15 4
{1,3} h!3!(h−4)! h − 1 1 4h − 16 3
{2,22} h!
(h−4)! h − 2 2 4h − 14 2
{2,23} h!
(h−4)! h − 2 2 4h − 15 3
{2,24} h!4(h−4)! h − 2 2 4h − 16 4
{2,11,1} h!
(h−4)! h − 2 2 4h − 13 2
{2,12,1} h!2(h−4)! h − 2 2 4h − 14 3
{3,11} h!2(h−4)! h − 3 3 4h − 14 1
{3,12} h!2(h−4)! h − 3 3 4h − 15 2
{3,13} h!3!(h−4)! h − 3 3 4h − 16 3
{4} h!4!(h−4)! h − 4 4 4h − 16 0
Appendix: Household epidemic probabilities
We summarise the sub-categories and associated probabili-
ties for up to and including 4 individuals being infected in a
household with h denoting the household size. All the prob-
abilities are of the form c(1 − qG)bGqaGG (1 − qL)bLqaLL and
we list c, aG, bG, aL and bL. Note that {0} denotes nobody
infected in the household. ,
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