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Abstract: In this paper, a case study in regional water resources planning is presented in which the process 
of design and use of computer-based models and man-computer interaction is considered, especially with 
respect to the roles of designers and potential users. Key decisions in the design process are recognized and 
analyzed. It is concluded that integration of normative models in decision processes with conflicts shows 
limits that partly may be overcome by emphasis on the planning stage of the design process, and on 
development of planning and decision models that allow flexibility. Interactive procedures should be 
developed that distribute flexibility over decision levels and also deal with the problems of asymmetrical 
distributed information. It is concluded further that there is a need for a more systematical investigation of 
design processes and decision behavior related to characteristics of decision problems and environments. 
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1. Introduction: Modeling water resources deci- 
sions 
1.1, The problem 
In this paper I present a case study in planning 
and decision making for design of regional water 
resources systems in the Netherlands (see Schaffers 
(1984)). Focus of this study is water supply for the 
Twente province. For water resources planning 
purposes, the Netherlands is divided in 5 regions 
(North, North-West, South-West, South, East) of 
which Region East supports Twente. Figure 1 
shows a map of the distribution structure at multi- 
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ple levels of aggregation. Basic data on water 
needs are summarized in Table 1. Due to increas- 
ing industrial and public water needs and due to 
quality and reliability requirements, new invest- 
ments in water resources are required. The water 
needs of the Twente province (population 600 000, 
increase of 1% per year) are covered nearly com- 
pletely by ground water. For Region East, ground 
water use in 1976 amounted to 314.8 mln m3/yr; 
estimated needs in 1990 and 2000 are 400.5 mln 
m3/yr and 506.5 mln m3/yr respectively. Total 
(estimated) water needs are 329.2 mln m3/yr 
(1976), 421 mln m3/yr (1990) and 531 mln m3/yr 
(2000). The total capacity of ground water is 560 
mln m3/yr but increase of ground water produc- 
tion will cause environmental and agricultural 
damages. A small part of the water needs is covered 
by surface water from canals and brooks. In the 
long run, development of more storage reservoirs, 
using surface water as input, will probably become 
necessary, supplied with imports. The amount of 
investments (expansion, renewal) necessary in 
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Figure 1. Distribution structures at regional’ and subregional level. 
order to cover demands can be estimated roughly 
at 5-15 mln Dutch guilders/yr. 
The process of designing alternative plans for 
water resources systems can be supported by in- 
teractive models and data. I shall therefore in- 
vestigate also the process of designing computer- 
Table 1 
Water supply needs (mln m3/Yr) (Source: De Boer and 
Hiemstra (1983); SPDIWS (1981)) 
1980 1990 2000 
Twente Province 
Public needs 
Industry 
Remainder 
Region East 
Ground water 
Surface water 
Totals 
Netherlands 
42.8 51.5 58.5 
23.6 28.8 33.2 
6.0 1.3 8.0 
13.2 15.4 17.3 
400.5 506.5 
20.5 24.5 
421 .O 531.0 
2045 2556 
based models, along with problems of user- 
involvement and organizational implementation. 
These problems partly stem from the organiza- 
tional structure of water resources planning. Long 
range policies are set at the national level, and 
guide coordination of drinking and industrial water 
resources planning in relation to other interests 
(land use, protection of the environment, energy), 
at several levels of timespan (long range, medium 
range, short range) and public decision making 
(national, provincial, local). The geographical divi- 
sion in provinces for public decision making pur- 
poses is not congruent with the division in regions 
(and subregions) for water resources planning pur- 
poses. Medium range water resources planning 
has a regional organization and is conducted by 
the Organization of Water Companies (OWC) in 
communication with water companies (Waco’s). 
No single decision level exerts complete control. 
In the past, Waco project proposals simply were 
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consolidated by the OWC to form the regional 
plan. Although water companies still are relatively 
autonomous in selection and management of water 
resources project plans in their subregion, more 
integration of decision aspects and better trade- 
offs of decision impacts (costs, damages, quality, 
land-use) is currently reached by means of con- 
strained negotiations between Waco’s and OWC 
in a Regional Group (RG). This results clearly in 
less suboptimal plans, for instance surpluses from 
subregions are distributed more efficiently and 
projects can be shared by several water compa- 
nies. However, conflicts may arise when better 
Waco-plans, resulting in lower total cost, can be 
reached by sharing projects at a cost of loss of 
autonomy for a water company. 
One objective of this study is to show oppor- 
tunities for computer support at the level of a 
Regional Group. However, a possibility would 
also be that a potential for new conflicts arises: 
models and assumptions can be disclaimed for 
political-strategic reasons. 
The formal decision problem to be supported 
can be described as a multi-objective network 
capacity expansion problem, to be solved in a 
network-type of organization with multiple deci- 
sion centres. A regional water resources plan con- 
sists of a set of projects and activities (storage 
reservoirs, groundwater pumping stations, trans. 
port pipes, imports, surface water (canals, brooks), 
quality treatment) at specified locations. These 
projects and activities connect in a network struc- 
ture (‘lay-out’) various types of water resources 
(surface water, ground water, imports) with vari- 
ous types of users (agriculture, industry, public 
demands) (See Table 2). Dependent on the level of 
quality of water from various sources and the level 
of quality required by users, treatment and/or 
storage is necessary. 
The regional water resources plan involves a set 
of choices (type of projects, sources, capacity 
schedules, locations) with multiple impacts, to be 
made over a time horizon. Choice of a plan thus 
Table 2 
Elements of a water resources system 
Sources Operations Projects Demand of users 
surface water transport transport pipes agriculture 
groundwater storage storage reservoirs industry 
imports treatment pumping stations public needs 
involves a dynamic trade-off between these im- 
pacts. Impacts include: costs (investment, oper- 
ation, maintenance), water quality, reliability in 
delivering specified demands; damages to agricul- 
ture and environment. For instance, ground water 
retrieval increases water quality but damages to 
the environment as well. Designing a plan is a 
complex activity, because of many time-dependent 
and uncertain interrelations between impacts of 
the plan, decision makers involved (policy makers, 
planners, companies, authorities), and planning 
procedures. Sources of uncertainty are not only 
due to supply and demand data (due to uncertain 
regional demographical and industrial develop- 
ment, assessment of supply capacities and produc- 
tion possibilities, and quality requirements) but 
also to incomplete (or even absence of) in- 
frastructural data and impact relations, impreci- 
sion of (or reluctance to show) objectives and 
changes in political trade-offs. For instance, loca- 
tions may not be available later in time; increasing 
quality requirements may cause a shift to still 
more ground water at a cost to environmental 
interests; priorities in environmental protection 
may constrain ground water supply. 
1.2. Selection of models 
Selection of models for such a problem is in 
itself a multiple-criteria problem. Criteria such as 
validity, realism, robustness, ease of control, 
adaptiveness and ease of use are common. In 
multiobjective optimization models which allow 
interaction between a decision maker and the 
model, criteria such as computing efficiency, ex- 
plicitness of trade-offs, quality of the man- 
machine interface, usefulness of information pro- 
duced by the model, insight allowed in the logic of 
the method, incorporation of learning elements, 
and demands on the decision maker (in terms of 
information delivered and logical operations per- 
formed) are important. However, there is little 
empirical evidence with respect to effectiveness of 
these models in decision situations characterized 
by the decision maker (or a group of decision 
makers), a problem (often ill-defined), and an 
environment (organizational structure and proce- 
dures, time pressure, uncertainty). 
Models should be evaluated taking into account 
the characteristics of the decision situation. The 
complexity of the decision situation at hand can 
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be summarized as follows: be easy to compare; 
- the problem: its formal characteristics, its 
structure which can be denoted as ill-defined, due 
to unknown and imprecise causal relations, objec- 
tives, data and multiple perceptions; 
- uncertainty in results of mode1 studies should 
be clear; in the absence of sufficient data, possibly 
by scenario analysis; 
- the decision makers: there are multiple deci- 
sion makers with multiple objectives in different 
organizational positions, giving rise to processes 
such as conflict resolution, learning and communi- 
cation. In solving the decision problem, trade-off 
information (preferences) is necessary. But often 
decision makers are reluctant to give this informa- 
tion, for political reasons. 
- models should provide advice for decision 
makers in terms of decisions (capacity expansion 
plans) and their related impacts; 
-models should, if possible, use the existing 
information base (due to the fact that new infor- 
mation is costly to obtain); 
- models should use preference information 
dependent on decision makers willingness to give 
this information; 
- The environment: the water resources organi- 
zation can be characterized as a network. Political 
processes and existing procedures strongly affect 
the decision process. The decision situation is 
dynamic, due to changing preferences, options 
and uncertainties. For instance, decisions of pre- 
sent generations may constrain subsequent genera- 
tions’ opportunities; impacts of plans are uncer- 
tain in time and time-dependent; preferences of 
decision makers cannot be assumed to be constant 
over time; revision of plans may be necessary due 
to time preferences as well as under conditions of 
limited information. 
-models should be organized around central 
tasks such as analysis of bottlenecks in the current 
system; design of alternatives; selection among 
alternatives. 
1.3. Multicriterion aspects and group decisions 
The problem at hand can be separated in two 
subproblems, involving the subsequent use of two 
classes of multiple criteria models: 
- the decision process: stages often cannot be 
distinguished in advance, decisions are not always 
made explicitly as ‘choices’ but result often from a 
process of information processing and aggregation 
produced from a network of informal contracts 
and decision rules. 
(P,) Design of alternative water resources plans 
on the basis of predefined decisions, for instance 
available locations for projects and transport pipes. 
In this problem, continuous multiple objective 
methods can be applied. 
(Pz) Selection among discrete alternatives (solu- 
tions of Problems Pi). Here, discrete multiple at- 
tribute models can be useful. 
As a result of this complexity, it is necessary to 
link the modelling process to the decision process. 
In doing so, a trade-off between criteria for mod- 
els can be obtained more effectively. For instance, 
it may be the decision makers’ wish to select 
satisfying alternatives from a set of alternatives 
which are as different as possible instead of choos- 
ing one ‘best’ plan; it may be their wish (not) to 
cooperate in a man-computer dialogue, it may be 
their wish to use only very global or aggregated 
models, and SO on. This kind of information is 
necessary in order to control the design process 
and to obtain useful models. 
For both classes of problems, many solution 
procedures are available (see Hwang and Masud 
(1979); Hwang and Yoon (1981); Fandel and 
Spronk (1985), Spronk and Zionts (1984) Gal and 
Roy (1986) for overviews). 
From an analysis of the decision situation (Sec- 
tion 2) several general criteria for models can be 
defined: 
-models should include some sort of multiple 
objective analysis; 
Each approach can be represented by mental 
operations to be performed by the decision maker. 
Only little experience is reported with respect to 
the actual use of multiple objective methods by 
decision makers (but see: Rouse and Sheridan 
(1973, with respect to use of computerized models 
based on multi-attribute utility theory in groups; 
Zionts and Wallenius (1976), for a comparison of 
several methods, Isermann (1984) for some experi- 
ments and Kok (1986) for experiences in a policy 
study). Choice of a procedure should be based, in 
addition to the well-known criteria mentioned 
earlier, on: 
- consequences of alternative trade-offs should 
-its potential to be integrated in the decision 
situation (acceptance of the method logic), 
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- its capacity to enhance learning processes (de- 
sign of new, unforeseen problem solutions, sup- 
port of stages in a learning process such as con- 
crete experience, observation, formation of ab- 
stract concepts, testing of concepts in new situa- 
tions; see Kolb and Fry (1975)) 
- its capacity to enhance the quality of the 
decisions, possibly to be measured in terms of 
procedural criteria such as: search of alternatives, 
thorough analysis of costs and benefits; search of 
new information; see Jams and Mann (1977)). 
It may therefore be very valuable to design 
experimental situations characterized by (1) the 
decision maker(s) and their individual cognitive 
differences; (2) the task (problem); (3) the 
environment (uncertainty, time pressure, organiza- 
tion). In doing so, decision aiding procedures can 
be tested and it might appear that heuristics per- 
form reasonable well. 
Methods for problems Pi, P2 have been desig- 
ned often to aid individual decisions. However, in 
group decision situations, processes occur that are 
different from individual decision processes, for 
instance: 
Table 3 
Some capacity planning models 
- discussion of conflicts between decision 
makers; 
-‘group think’, see Janis and Mann (1976, 
1977), related to changed risk taking attitudes; 
- ‘vote trading’; the decision problem at hand 
is connected with other, but not modelled, deci- 
sion problems 
-discussion of (incompleteness of) models, in 
order to attack positions of group members; 
-hesitation to communicate value judgements 
such as: trade-offs, attainment values for objec- 
tives, relative importance of objectives. 
These processes may result in problems with 
acceptance of a specific method. For this reason, 
we will not use a formal structured approach to 
the multiple criterion part of problem Pi, directed 
to convergence of decision makers’ preferences 
and subsequent problem solutions. Rather, we de- 
fine a more practical approach: a procedure for 
interaction between a group of decision makers, a 
system of models (for problems Pi, Pz), and an 
intermediating person (designer of models). As a 
result of this procedure, a system of models can be 
adapted to changing needs and criteria for satisfy- 
Author Characteristics Problems in Application 
Haimes (1977) 
_ . 
Hierarchical optimization of a system consisting of Decentralized organization, application of price co- 
supply and demands in subregions. Coordination by ordination; no capacity expansion. Complexity of 
means of multi-objective optimization. Use of dy- man-computer dialogue. 
namic programming. Project timing as result. 
Mandl(l981) Network models, linear programming, mixed-integer Several assumptions for models are discussed. 
programming. 
Erlenkotter 
(197% 
Erlenkotter 
and Rogers 
(1977) 
Multi-location, multi-user problem, dynamic pro- Several assumptions such as linear demands, infinite 
gramming, continuous time, discrete projects. Rank- project life, constant costs per unit. One objective 
ing methods and iterative methods. function. 
Rao and Ruten- Multi-location, multi-users system. Non-linear pro- Project timing sequence as input information. Ex- 
berg (1977) gramming and iterative variations. Discrete capaci- pansion is treated as a separate project. Local 
ties, continuous time. optimum. 
Nakamura and Mixed integer linear programming, multiple objec- Linearization of objective functions. 
Riley (1981) tives. One-period model. Generation of multiple 
solutions plus evaluation. Linearization. 
Alkan and 
Shamir (1980) 
Ocanas and 
Mays(1981) 
Multi-objective linear programming and heuristics. 
Non-linear programming 
Several assumptions in the multiple objective ap- 
preach 
Several assumptions 
Chang e.a. (1982) Several models, different but satisfycing solutions Several assumptions 
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ing solutions can be defined. Preferences of deci- 
sion makers are defined as preferences between 
pairs of alternatives and as preferences for deci- 
sion rules and assumptions. 
1.4. Capacity expansion models 
In the past decade, several models have been 
developed for water resources capacity planning 
(Table 3). All of these models involve simplifica- 
tions and assumptions. Such models can be based 
on several optimization techniques such as (non-) 
linear programming, mixed-integer optimization, 
dynamic programming but also on simulation. In 
general, problems in application arise due to the 
following aspects: 
- at time zero, a set of projects and locations 
must be available whereas in reality the informa- 
tion base expands in time; 
-cost functions are linearized. however, in 
practice cost functions depend on past expansion 
decisions; 
- uncertainty is not treated satisfactorily; mod- 
elling of multiple objectives is absent or not very 
satisfactorily; 
- technical problems in interpretation of solu- 
tions (local versus global optima) often due to 
assumptions in techniques; 
- organizational assumptions, for instance 
hierarchical organization; 
- information, necessary to run the model is 
often not available; 
-water quality and reliability aspects as well as 
qualitative data (for instance, environmental qual- 
ity, damages to agriculture) often are not in- 
cluded; 
- in general, no practical experiences are re- 
ported; 
- excessive computing times when realistic 
problems are attacked. 
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Figure 2.The water resources decision process. 
H. Schoffers / Models supporting water resources investment 211 
No modelling approach exists that simulta- 
neously solves the problem of choice of locations, 
timing of investments, allocation of supplies to 
users and capacity expansion in a network struc- 
ture under multiple objectives, uncertainty and 
incomplete information. In fact the problem may 
be too complex to solve in an optimizing ap- 
proach. In later sections, an approach based on 
man-computer interaction will be presented. 
2. Interrelated decision processes in regional water 
resources planning 
2.1. The current planning and decision making pro- 
cess 
The medium range planning of water resources 
is coordinated by the Organization of Water Com- 
panies (OWC) and constrained by the Structure 
Plan for Drinking and Industrial Water Supply 
(SPDIWS), prepared by the National Institute of 
Water Supply (NIWS). The main objective of the 
OWC is to present, for each of 5 regions, a plan 
consisting of projected water resources projects to 
political decision makers. In each region, several 
Water Companies (Waco’s) are involved in pro- 
ject planning and in discussing alternatives with 
the OWC and other Waco’s in the RG. Therefore, 
bargaining and exchange of information between 
Waco’s, OWC and NIWS in a Regional Group 
(RG) are important activities. In Figure 2 the 
decision process is depicted, with emphasis on the 
potential future roles of actors in the planning 
support process. 
Generation of alternatives in the RG is one 
important means to resolve conflicts in the 
bargaining process between WaCo’s. Another 
/FNational Level I 
& I 
B. Regional Plamiing 
(oWC. W&o’s, NIWS) 
0 
3 3 II 4 
* 
C. Subregional Planning 
6 (RG : OWC, WaCo’s, NIWS) 
\ 
3 5 III 6 
1, id 
D. Planning by Water Companies 
C : design of alternatives for integration of plans from Waco’s 
D : development of capacity expansion plans 
1,3 constraints : budgets, quality norms 
2 chosen projects, project impacts 
3 planning principles, time schedule; assessment of integration 
plans 
4 projects, integration plans 
5 integration opportunities (cost, benefits) 
6 demands (quantity, quality), infrastructure. p?.Xjact opportunities. 
Figure 3. Structure of the regional decision system 
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mechanism for conflict resolution is the develop- 
ment of general agreement and procedures (ex 
ante) for instance with respect to water quality, 
choice of locations, and economic principles in 
evaluation of investment alternatives. 
The complexity of the organization of the deci- 
sion process can be seen as an answer to the 
‘environment’, inducing internal needs for conflict 
resolution. One of the arising paradoxes is that 
additional research into impacts of decisions, e.g. 
locations of projects, in order to motivate the 
choice of a location with respect to local or re- 
gional decision authorities, often gives rise to a 
political demand for more research. Another ob- 
servation is the closure between planning and 
decision making, as a result of the introduction of 
conflict resolution systems, for instance, leading to 
guaranteeing implementation of projects that are 
included in the plan. 
The decision procedure as described can be 
represented as a decision system (Figure 3), show- 
ing various decision/planning levels with different 
participants and their interaction in terms of in- 
formation flows. Some basic interaction situations 
are denoted as I, II, III; decision situations are 
identified as A, B, C, D. Several control mecha- 
nisms can be identified such as first order feed- 
back (evaluation of policies, assessment of capac- 
ity expansion needs from demand forecasts); feed 
forward control (use of simulation studies in order 
to assess impacts of plans and to choose actions); 
second order feedback (evaluation of decision 
mechanisms); hierarchical control (choice of con- 
straints to be imposed on lower levels: budgets, 
locations, criteria). 
This control framework does not suffice to 
describe the decision structure. Other mechanisms 
exist such as decision rules and negotiation proce- 
dures. The levels of the decision structure each 
have access to different information; also, these 
levels have conflicting objectives. Conflicts of in- 
terest exist between water companies and OWC. 
Waco’s seek to maximize their autonomy and to 
minimize cost of capacity development, con- 
strained by reliability requirements with respect to 
demands and quality. The RG, in which individ- 
ual Waco‘s participate, seeks to evaluate judg- 
ments of Waco’s and to propose integration alter- 
natives. OWC has as its objective to produce 
realistic plans as input for political evaluation in 
accordance with existing provincial and local 
plans. Waco’s (level D) are relatively au- 
tonomous. Integration of their plans gives a need 
for conflict resolution by negotiation (level C) in 
order to allow OWC to present a consistent plan 
at level B. Waco’s are forced to participate in the 
negotiation process in order to preserve their au- 
tonomy. 
Interaction process III involves a negotiation 
process. In this process, differences between 
trade-offs need to be resolved. Accepted decision 
rules and procedures (for instance sequential 
elimination) have taken over partly the need to 
assess trade-offs; for instance, in level C only 
those alternatives that are ‘satisfactorily’ (on basis 
of criteria such as costs, reliability of supplies, 
existing capacity) for all parties involved pass the 
first round (taking into account several accepted 
basic constraints such as geohydrological con- 
straints and quality levels); then, alternatives are 
selected on basis of other criteria such as protec- 
tion of the environment. Conflict resolution is 
mainly based on specification and acceptance of 
general planning principles (for instance, eco- 
nomic conventions) and specification of positive 
impacts of integration (e.g., cost savings due to 
project sharing). 
This decision system can be interpreted as a 
system of (formal and informal) contracts, stabi- 
lized by rewards (incentives) and outputs. For 
instance, it is the function of level D to produce 
correct information to be used in planning. Also, 
level D should be cooperative in developing in- 
tegration alternatives. Rewards for level D are 
cost savings and reduction of uncertainty (projects 
included in the plan probably will be imple- 
mented). However, level D may present ‘false’ 
information and this is difficult to detect. 
The organization of water resources planning 
as described as a system of contracts and decision 
procedures gives rise to so-called ‘agency prob- 
lems’. Agency theory as applied in finance and 
accounting assumes a.o. one agent and one prin- 
cipal, who maximize their personal welfare. Agency 
problems arise when interaction between decision 
levels with conflicting interests and specific infor- 
mation (knowledge) can be characterized as dele- 
gation, not hierarchical coordination, and when 
performance efforts of agents cannot be observed 
costless or when contracts between participants 
cannot be written costless (see Hess (1984), Fama 
and Jensen (1983)). 
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Several water resources optimization models 
based on hierarchical coordination exist, (for in- 
stance, Haimes [1977]; applications to investment 
behavior in firms can be found in Burton en Obel 
[1984]); based on free (costless) access to all infor- 
mation of the central level, but it seems necessary 
to broaden the scope to decision situations char- 
acterized by asymmetrical distributed information. 
Agency problems generally result in inferior 
allocation of resources, i.e. inferior plans and deci- 
sions. Several strategies are able to resolve parts of 
the agency problem. Incentives (rewards), con- 
tracts between participants, use of the market 
mechanism are basic possibilities, but constraints 
to their use remain to be investigated. For in- 
stance, decision making in regional water re- 
sources planning is a rather bureaucratic activity. 
Actors follow predefined decision procedures. 
Also, behavioral factors restrict reduction of 
agency problems. Thus, some decision freedom is 
remained for water companies, for instance in 
selection of information to be used (forecasts, 
locations), preselection of alternatives etc. 
In this context, the capacity of models and 
information systems to resolve parts of the agency 
problem needs to be investigated. These decision 
supporting tools create the need for some form of 
participation between actors, in order to assess 
subjective inputs (e.g., trade-offs, constraint levels) 
for models. 
3. Model development for aiding water resources 
planning 
3.1. The design process 
Participants in the design were regional WaCo- 
managers, members of the OWC-Planning Com- 
mittee, and members of the NIWS (see Section 2). 
In the pre-design stage, a pilot model was desig- 
ned as a base for discussion between designers 
and potential users. At the beginning of the design 
stage, general objectives were stated. Also, stages 
in the design process were identified: formulation 
of objectives, model operationalization, appli- 
cation of the model to the Twente region, presen- 
tation of results. During the design process, the 
problem definition has been developed and speci- 
fied in formal models, and choice, design and 
structure of models have been adapted to prefer- 
ences of users, data available, and decision proce- 
dures of users. 
The process of modelling, especially decisions 
with respect to formulation of objectives of the 
modelling process, the modelling methodology to 
be employed (optimization versus simulation) and 
the assumptions involved in the specification of 
models, could be seen as a bargaining process 
between the designers and users, who had differ- 
ent priorities. Potential users stressed the need for 
a realistic approach, the use of realistic and exist- 
ing (low cost) data, and the integration of existing 
decision rules in a general model, to be based on 
simulation methodology. Designers were more 
concerned with development of normative meth- 
odology and proper evaluation of the design pro- 
cess and its key decisions. They proposed to in- 
tegrate (multi-objective) optimization methodol- 
ogy with traditional decision rules in an interac- 
tive decision aiding system for alternatives genera- 
tion and selection. 
A compromise had to be made, involving a 
priority for ‘realism’ of models and data. As a first 
conclusion it can be stated that organization of 
the design process as a ‘laboratory’ situation de- 
signed to test hypotheses is not feasible when 
real-life decision makers participate; situational 
factors like time and status limitations of par- 
ticipants (hesitation to participate in man- 
computer interaction), the size and complexity of 
the problem and different priorities of the desig- 
ners and users impose constraints on the organiza- 
tion of the design. 
Originally, we conceived computer-assisted 
group decision making as a feasible way of inter- 
action between potential users and the models. 
Therefore, we developed interactive computer 
models (Section 3.2). However, it appeared that 
interactive decision making has to be considered 
as one option among many. Indirect use of the 
computer in generation of alternatives, with em- 
phasis on reports as a result of varying policy 
assumptions, was preferred. The following reasons 
were important: a large interactive optimization 
model with dialogue facilities requires a very flexi- 
ble structure, to be tested carefully for unneces- 
sary options that constitute decision points; the 
size of the optimization problem results in com- 
puting times too high for man-computer interac- 
tion; time constraints of participants; group deci- 
sion making using an interactive model where 
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many options (decision points) are open to the 
decision makers results in a too time-consuming 
procedure; inputs needed in the model (e.g. con- 
straints on objective functions) were difficult to 
obtain from the users, due to the political nature 
of these decisions. 
Thus, users chose to formulate basic options for 
alternative plans in terms of attainment values for 
objectives; these alternatives then had to be devel- 
oped in detail by an intermediary. Three options 
with respect to man-computer interaction have 
been included: interactive execution; batch execu- 
tion (input data by means of pre-processed data 
files), and mixed mode (input partly by means of 
files, partly user-supplied). 
The design process can be separated in a num- 
ber of steps and key decisions with inputs and 
outputs. Some of these steps can be seen as irre- 
versible. In the first step, the participants and the 
designers defined the problem and decided to 
limit the physical system to regional drinking and 
industrial water. Input to this step was a presenta- 
tion of methods and results using a prototype 
model. Also, principles for methods to apply in 
the design process and in decision aiding models 
were specified, for instance the use of optimiza- 
tion instead of simulation, definition of some sub- 
models such as lay-out design, generation of alter- 
natives, and selection among alternatives. 
In the next steps, further methodological con- 
straints on the design and evaluation process were 
imposed. For instance, it was decided not to use 
the network structuring model that prepares inter- 
actively a system structure. Instead of this, par- 
ticipants choose to prepare a system structure and 
to communicate this to the designers. Apparently, 
the reason was that information necessary to pre- 
pare a system structure was not readily available 
but diffused in reports or even not yet known. It 
was decided to develope two alternative system 
structures, one without storage reservoirs and one 
with storage reservoirs; this information was used 
to run the system structure program in order to 
generate data necessary for the alternatives gener- 
ation model. 
During all steps, models were developed, 
adapted and refined as a result of discussions and 
presentations of results with the participants. For 
instance, a requirement for the models system was 
that various ‘what-if analyses could be carried 
out: impacts of possible locations, imports from 
subregions, weights on objectives,, constraints, 
capacities of projects, and various assumptions on 
the capacity expansion of projects, number and 
location of projects, impacts of decisions and 
trade-off ratio’s should be assessed. Also, informa- 
tion necessary for the models was gathered or 
estimated. Much of the discussion was devoted to 
clarification and adaptation of parts of the model 
(cost functions, capacity expansion decision rules, 
water quality model, infrastructural data and so 
on). One result was that participants specified 
more clearly their objectives. Participants choose 
to specify some rather general basic alternatives, 
to be developed further by the designers. 
Some consequences for organization of the des- 
ign process arose from the fact that most of the 
participants in the users group were decision 
makers, not planners. Thus, many conflicts in 
their usual decision-making process were reflected 
in the design process. A not intended result was 
the fact that decision makers were reluctant to 
interact with the computer and to assess value 
judgments. 
3.2. Models for aiding water resources planning 
General 
As a consequence of various approximations 
and assumptions, a set of interrelated models have 
been developed around central tasks (Figure 4). 
Solution strategies have been developed that use 
man-computer interaction in order to reduce prob- 
lem solving complexity. The central tasks in the 
models are: 
- analysis of the current water resources sys- 
tem; to be compared with future demand projec- 
tions to find bottlenecks; 
-design of a water resources system network 
(‘layout’); 
- specification of basic alternative plans; 
-design and adaptation of alternative plans, 
using the system network and multiple objective 
optimization; 
- selection among alternatives. 
Because of the assumptions in the models, the 
usability of this approach depends on the feasibil- 
ity of proposed forms of interaction between 
planners, decision makers and the computer. 
Therefore, several subtasks have been defined 
within the central tasks. A structure was devel- 
oped for choice of and communication between 
H. Schfjers / Models supporting water resources investment 
START 
presentation 
of input data 
- demand forecasts 
- network structure 
- capacities, demands, shortages 
- reports 
Generation of System Structure (GSS) 
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Generation of Alternatives (GA)\ 
- definition of problems 
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- reports 
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several multiple criteria 
methods 
- reports 
STOP 
Figure 4. SIructure of models 
subtasks and programmes. Models to support ex- 
ecution of (sub)tasks include: multi-objective 
capacity expansion of a water resources network; 
allocation of supplies to users, costs, evaluation of 
agricultural damages, protection of the environ- 
ment, water quality. 
Assumptions and approximations 
The problem as sketched has been char- 
acterized as multi-objective optimal capacity ex- 
pansion of projects connected in a network. Some 
details will be given now. Generally, cost func- 
tions for elements of the water resources network 
(reservoirs, pumping stations, transport pipes) are 
non-linear, concave and strongly dependent on 
earlier decisions; staging of investments reduces 
risk but leads to disappearing economies of scale. 
Investment decision making includes integer 
(go/no go) decision variables. Discrete choices are 
type of project, location of the project and time of 
investment. We will assume that cost functions 
can be linearized. Several techniques (linear pro- 
gramming, integer programming separable pro- 
gramming) can be used. Not all techniques, how- 
ever, guarantee global optima (see Mandl (1981)). 
A further complication arises from the dynamical 
character of the investment problem. Optimiza- 
tion of capacity planning is needed because of 
economics of scale, time value of capital (thus, the 
need for discounting), and uncertainties (for in- 
stance, in demands). 
This problem of optimal multiple-objective 
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capacity expansion of projects connected in a 
network is very complicated and difficult to solve. 
Taking in mind the constraints on decision sup- 
porting methods as summarized in Section 1 some 
principles for approximations can be formulated. 
First, the problem can be separated in parts: 
definition of locations and elements in the net- 
work; definition of basic scenario’s, design of al- 
ternatives; selection of alternatives. Second, 
man-computer interaction can be applied to use 
human judgment combined with computation in 
designing and selecting alternatives. Third, lineari- 
zation of objective functions and constraints, com- 
bined with certain decision rules offers the possi- 
bility to keep the problem tractable and to use 
linear programming. Four, a problem solving 
strategy based on satisfying solutions may be more 
fruitful than one based on optimization. The em- 
phasis is on identification of alternatives that are 
robust against different basic scenarios. Five, the 
decisions obtained by the procedure can be 
analyzed further using simulation, to obtain more 
precise estimates of impacts. Several elements of 
these approximations will now be specified in 
more detail. We will also introduce some notation. 
Several approximations can be developed from 
constraints ‘imposed’ by existing planning proce- 
dures (Section 2). The physical system structure 
(network, or ‘lay out’) N(P, D, G, T) is defined 
by the set of NP production elements (Pi,. . . , PN,) 
E P; the set D of ND throughflow points (nodes, 
reservoirs) ( D,, . . . , DN,) E D; the set G of Nc 
users (G,,..., GNo) E G and the set T of NT al- 
lowed connections (arcs) (T,, T,,, TNT) E T (by 
means of transport pipes) between elements (jr,, 
jr,) from the sets P, D and G. Connections are 
allowed between elements from sets P and D, P 
and G, D and G, and D and D. The set X( P, D, 
T) contains elements of the physical system (P, 
D, T) for which capacity expansion investments 
must be considered. The network structure N+ 
represents the possible physical system structure 
in future (i.e., including alternative production 
points at different locations); N’ denotes the exist- 
ing network structure at time t. 
In water resources planning, potential locations 
(sources) are often assigned to specified projects 
(surface water, storage reservoir, ground water 
pumping station). We assume that only one activ- 
ity p(k) can be singled out for each location k. If 
this is not possible, extra locations near k should 
be defined for other activities (= project types). 
The number of potential locations should be 
limited. Also, projects can be connected to a set of 
specified users, e.g. ground water is used by in- 
dustry and consumers; surface water is used, after 
quality improvement, by consumers. 
Two types of quality improvement of water 
from sources can be distinguished: storage (in 
reservoirs) and wastewater treatment. Sources can 
be assigned to specific types of improvement; for 
instance, surface water is connected to storage as 
well as to treatment; groundwater is connected to 
treatment. It is assumed that water quality can be 
represented by discrete classes; a class is a repre- 
sentation of a vector of quality parameters. It is 
assumed that quality classes change as a result of 
quality improvement activities (storage, treatment 
techniques). A required quality level of water and 
a specific source quality can be matched by a 
sequence of improvement activities resulting in 
costs. When a network structure is designed, cost 
functions are represented by 
Cpofi = Q(Q,(q,). Q,h,h zp,). 
Q,(q,) and Q,(q,) represent quality classes of 
source p with quality vector q,, and user g with 
quality vector qq; zpg denotes the flow from p to 
g. In the model for design of a system structure 
(see below), data concerning qp and C$ = Q(Q,,, 
QP z,cJ can be used to evaluate connections 
between sources, throughflow elements and users; 
several decision rules have been modelled to repre- 
sent quality effects of mixing, treatment and stor- 
age. The user of the interactive model receives 
messages when a certain connection is’ allowed or 
not. 
Decision variables are: project expansion 
capacities xt, at time trk,], capacities of transport 
pipes zk, and expansion times tpU1. The actual 
capacity of a project at location k and time tIul 
can be formulated as 
Ck(t,,,) = t x;(t:,,) + c&y 
j-l 
A planning horizon H contains discrete deci- 
sion points in time t; t E H. The capacity expan- 
sion schedule for a project of type p(k) at loca- 
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tions k (k = 1,. . . , K) can be represented by 
wk , f&P x&i >..-1 Wk> $“,, $“,i 
where (w)” represents the u-th expansion xFU, at 
time I:“, at location k; Nk is the number of 
expansions at location k. At time 1 = ftU,, the total 
capacity amounts to Ck,. 
Several simplifications are introduced, for 
instance: 
-Between two nodes (i, j) in the network, 
both flow directions (i, j) and (j, i) are allowed, 
this is made possible by introducing flowvariables 
zij, and z,;, in the linear program. Capacities are 
computed from these flow values. 
-In contrast to other projects, transport pipes 
cannot be expanded. 
-Decisions are to be taken at the beginning of 
subperiods q. 
-In defining project cost functions (invest- 
ment, energy, exploitation), it is allowed that 
capacities are used completely only after a certain 
time period. 
-Related to the approach as chosen several 
decision rules are used for defining project cost 
functions after expansions, interrelations between 
subperiods etc. 
Generation of system structures (GSS) 
The system structures generation model sup- 
presentation of 
system structure 
(graphs, tables) 
storage of 
structure ( 
$3 -. 
DATA 
-- 
specification of a 
system structure 
chanae of a 
system structure 
+ 
presentation 
of information 
operations : 
- location of systems elements 
- specification of sources, nodes, user at locations 
- specification of capacities and demands (if necessary) 
- location of arcs (pipes) 
- analysis of specific locations (cost, damages, quality) 
- analysis of system capacity (LP model) 
- help (information) 
- consistency of network 
- quality model 
- etc. 
- guided (structured questions, answers) 
- free (choice of main options, operations by the user) 
Figure 5. The structure of the GSS program 
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ports the interactive design of a system network 
structure N+(P, G, D, T) consisting of sources 
P, demand sectors G, reservoirs and nodes D and 
arcs (transport pipes) T. Figure 5 shows the gen- 
eral structure of the program. This structure pro- 
vides a system of constraints and a matrix for the 
alternatives generation programme in that the set 
of permitted locations for types of projects, in- 
cluding pipelines, is chosen. Several options are: 
design of alternative layouts; change of a specific 
layout stored in a library; test of a layout with 
alternative future demand forecasts by means of 
linear programming. Several interactive proce- 
dures are available in the model, varying from 
user-oriented to terminal (program) oriented. In 
this last option, a series of questions must be 
choice of system 
structure 
answered by the user. Support involves choice and 
presentation of necessary information (e.g. 
damages at certain locations, quality) and choice 
of design activities (selection of locations, selec- 
tion of transports, test of a completed layout on 
consistency and on production capacity. change of 
a layout) which is supported by dialogues. Several 
other partial analyses can be performed to aid the 
process of designing system structures, such as 
analysis of locations and shortages in order to 
locate more effectively new sources or nodes; 
analysis of effects of ranking quality requirements 
of users by assigning priority weights to sources. 
The function of this program is to simplify the 
alternatives generation problem, first because of 
the definition of elements in the structure, second 
objective funtions 
subperiod 
optimization I 
models : 
- cost 
- allocation 
- damages 
- capacity 
expansion 
yes - -STOP 
Basic Alternatives 
Figure 6. The structure of the GA program 
because of assignment of types of projects p(k) 
(imports, surface water, groundwater) to specified 
locations k and to specified users. 
Generation of alternatives 
The central model for design of alternative 
plans (Figure 6) consists of a combination of 
simulation and optimization using decision rules 
to reduce complexity. A planning period is divided 
into subperiods, of which number and length 
(years) can be chosen. A linear optimization prob- 
lem for each of the relevant subperiods can be 
generated using resulting decisions (locations, 
capacities, allocations) as inputs in subsequent 
optimizations. The system structure acts as a set 
of constraints, besides those for damages, demand 
levels and supply capacities. Dynamic program- 
ming is used to rearrange project expansion sched- 
ules. 
Alternative policy assumptions (level of future 
demands, allowable damages to agriculture and to 
protection of the environment, excess capacity 
levels of projects) can be investigated easily and 
compared. 
The proposed procedure for generation of alter- 
natives can be introduced and explained departing 
from an analogy with single project capacity 
expansion. The cost function is dependent on the 
level of capacity (non-linear). When demands over 
a time horizon are known, capacity expansion can 
be computed easily using dynamic programming. 
This procedure cannot be applied in the case of 
network expansion. Another procedure is to de- 
fine the number of projects as stage variable and 
the supply capacity as state variable (Haimes, 
1977). We applied this approach to simple net- 
work problems but it was found that computing 
times became too high with expanding networks. 
Defining as state variable time (f), and as stage 
variable subperiod (i) network expansion can be 
represented as a dynamic program with subprob- 
lems to be solved by a static method. At each 
stage i, a limited number of optimization pro- 
grams need to be performed to compute optimal 
state transitions. Backtracking results in expansion 
decisions xi at stage i. The format of the program 
is 
where Uj(.) is the utility function of the decision 
maker over period j; y.( .) is the cumulative util- 
ity over periods O-j; Njf is the network structure 
at the end of period j satisfying demands D, while 
N,” c N’; D, is the vector of demands; and ej is 
the set of expansion elements (projects, arcs) (Ni 
= Njk, + ej). 
At stage j, state f implies demand constraints 
D(t). In the first period (j = l), the existing net- 
work (N’) is known. Using demands D(t) ex- 
pected at the end of the periods t to come, capac- 
ity expansions for these states can be computed at 
j = 1. Generally, at stage i network states 
Ni-,(ti-r) are known. Using demand constraints 
for alternative states t, a capacity expansion can 
be computed. This procedure can be performed by 
linear programming. At each state k at stage 
(j - l), ?k, and i$‘$l(D,) are known; at state t 
at stage j, D, is known. Then, the following 
multiple objectives problem can be solved: 
where C/‘) is the vector of cumulative expansions; 
f is the impact functions; and x;~*‘) vector of 
expansions (projects, pipes) at stage j from state k 
to r; under several constraints: demands at time f, 
network structure Nj’ c Nf; minimum expansions 
xj > xmy maximum capacities Cj < Cmnx. Uj (4) 
is specified as a parametric program in 4.. 
This results in x/k’, the expansions for projects 
during period j, and in q:.“y’(D,). Backtracking 
results in x7. We have experimented with this 
procedure using small networks. Computations 
times rise very fast when many periods are taken 
into account and when the network contains many 
elements. For this reason, a very simple formula- 
tion has been developed, based on sequential lin- 
ear programming. This reduces the problem for- 
mat to 
rnXF q( 4(x,, C,; DR)), xjc X, 
where 4. is specified using decision rules DR 
(specification of cost functions, relations between 
subperiods j - 1, j, etc.). (Network structure Nj 
satisfies the demand structure Dj plus a flexibility 
factor.) The vector of objective functions f(j) = 
Lf:w . . . , f,$j)( -)I to be maximized in period (j) 
now contain assessments of discounted effects over 
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a period j to j + T. For instance, damage func- 
tions 
j+T 
r-j 
and cost functions 
j+T 
r=j 
can be developed as functions of x,, x,, ,, . . . ,x,+ r, 
and using some simplifications in capacity expan- 
sion patterns functions in x, remain. 
The subprogram 
In the subprogram S, in the GA-model, an 
objective function is minimized with respect to a 
set of constraints. The objective function repre- 
sents the present value of estimations of costs and 
benefits as multiple objectives over period, q, q + 
1 , . . . , q + H, that result from actions (invest- 
ments) taken in period q. Parameters Wj, wf can 
be chosen by the user. For instance, he may wish 
to minimize aggregated damages (corresponding 
w/‘s are set to 1.) or he may wish to represent all 
damages as constraints (w{‘s are set to 0). The 
problem formulation is as follows: 
(1) Objective function: 
(2) Demands : 
D g.4- ’ + c z;8.q+f;q=Dg.q ‘QEG. 
PE(P.D) 
(P.B)ET 
(3) Capacities: 
cp.q-l+ c zp:q+p.q ‘dPEP* 
j=(D+G) 
(4) Network structure, throughflows: 
c qf.q-l + c Z’L, 
je(P.D) je(P.D) 
= C ‘d:.,q+ C cdi.q--l’ 
is(D,G) ic(D,G) 
(5) Capacity of transport pipes 1: 
c,,,-, + z:, Q c,. 
(6) Imports: xZsr Q Imp,. 
s 
(7) Impacts: 
hfq=P(q+~(q. C zki,q (j=4), 
iEG 
ke(D. G) 
(8) Arcs (i, k ) to be disconnected : 
Zik = 0. 
(9) Capacity of projects: 
Cp.q=m= Cp.q-19 
i iE&zPi) VP l p, 
in which 
D 8.4 : demands at the end of subperiod q, 
C 
c;zq 
: capacity of project p, subperiod q, 
: capacity of transport pipe (j, d) at 
subperiod q. (C, : maximum capacity), 
Z 
pg.4 
flow from p to q in subperiod q (z,‘x,, 
= zP&q - zp&q-l>* 
Imp, : import restriction region r, 
2; 
: aggregated flow from region to r, 
: j-th impact at location i, subperiod q 
(j = 1: cost; j = 2: agricultural dam- 
ages, j = 3: environmental damages; 
j = 4: shortages), 
Y,fq, Y;/k,q : coefficients of the impact relations, 
wj7 wj,q : problem parameters for specification 
of objective functions. 
& j : constraints j-th objective function, lo- 
cation i (ej: aggregated constraint) 
p: index of projects p E P; q: index of subperiod; 
i: index of locations; j: index, of impacts; N,: 
disaggregated impacts j; s, r: index region s, r. 
Constraints can be set for demands (2), sup- 
plies (3), throughflow points (4), capacities of 
transport pipes (5), and (dependent on the defini- 
tion of the objective function) impacts (7). (7) 
represents also equations for impacts of. actions. 
(8) represents connections in the network that are 
not allowed after inspection of results by the user. 
Solving the program results in flows z,$ These 
flows are used to compute intermediate capacity 
expansions for projects as well as for transport 
pipes. 
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Table 4 
Basic alternatives 
Cost level Agric. damages Envir. damages Demands Flexibility level 
no 
0 IOW restriction 
current 
1 moderate level 
no 
2 moderate restriction 
no 
3 moderate restriction 
“0 
4 moderate restriction 
“0 
restriction 
“0 
restriction 
IOW 
no 
restriction 
“0 
restriction 
as 
expected 
as 
expected 
as 
expected 
moderate 
moderate 
moderate 
fw 
as 
expected 
moderate 
high 
After solving problems S,, . . . , S,, the user may 
wish to adapt the problem formulation to generate 
better solutions. As a final step, dynamic pro- 
gramming is used to find a better sequence of 
capacity expansions. 
While the program utilizes linear functions, re- 
sulting decisions (the water resources plan) are 
used to compute ‘true’ impacts. These are used in 
all evaluations. 
Variables zz connect subperiods (q - 1, q), (q, 
q + 1) etc. In order to assess impacts of decisions 
taken at subperiod q over periods q, q + 1,. . . , 
some approximations (decision rules) must be for- 
mulated. For instance, flows zc+l, z?,+‘, . . . can 
be expressed in variable z$ using a li&ar relation. 
This relation then is used, after solving problem 
S,, to compute a capacity for transport pipe (i, j). 
In the subsequent problem S,+,, this capacity is 
corrected. 
IMPORTS 
.50 =6 
1‘ 
SRI 013.0.01) 
It is possible to use more disaggregated models 
in connection with the models as developed here. 
For instance, we have developed models for re- 
servoir operation strategies. 
3.3. Specification and comparison of basic alterna- 
tives 
The interactive structure allows the user to 
(re)formulate the optimization problem (choice of 
method, choice of assumptions, choice of objec- 
tives and constraints, choice of subperiods). Also, 
dependent of the problem formulation, weights on 
objectives or constraint values on impacts can be 
changed. Different problem formulations result in 
series of projects appearing in the solution. A 
comparison of alternative series allows for projects 
to be singled out for further analysis. 
An illustration of this approach will now be 
> : situation at time - 0 (mln.ms/year) 
Sri (t,Qt) SRj :at time t, Qt is imported by SRj from SRI. 
______ > 
Fig&e 7. Interdependencies between subregions in Basic Alternative 3 
given. Main criteria to be used in the planning 
process are: agricultural damages: environmental 
protection: cost level: risk level: quantity. These 
are aggregated criteria to be specified in fuzzy 
terms (‘ high’, ’ low’, ‘moderate’) in basic alterna- 
tives: in our models disaggregation of impacts is 
allowed with respect to, for instance, location or 
type of project (reservoirs. pumping stations) and 
all kinds of aggregation (per location, per subre- 
gion, per damage or cost category) can be carried 
out. A basic alternative is defined as an expected 
pattern of impacts possibly to be realized in a 
plan. It has a meaning only in an interactive 
procedure between decision makers and the com- 
puter. Some basic alternatives are summarized in 
Table 4. Alternatives can be compared with a 
standard alternative. e.g. a situation where policies 
do not change. From a basic alternative, a more 
specific alternative in terms of constraints and 
objective functions can be specified for generation 
of a plan. Results are used to adapt a basic 
alternative. 
In the procedure as applied, decisions regarding 
project capacity expansions are compared across 
basic alternatives. Decisions appearing in several 
solutions are ‘robust’ and should be implemented. 
Table 5 shows an example. Five basic alternatives 
(0, 1, 2, 3, 4) (Table 4) are formulated, (1, 2, 3. 4) 
with respect to parametric objectives (agricultural 
damages, environmental damages, demand level, 
flexibility level) differing in only one aspect with 
(0). The tune horizon is divided in four periods of 
2, 4, 6, 8 years. Results show that certain projects 
(gr 2, gr 5, gr 14. gr 17. gr 21. gr 24) appear in 
many solutions. Figure 7 shows an example at the 
more aggregated level of interregional deliveries. It 
can be seen easily how certain basic alternatives 
influence interdependencies between regions. 
3.4. Use of the model 
The use of the model has been somewhat 
limited. Parts of the model have been demon- 
strated, but most of the communication of results 
has been performed by means of reports, gener- 
ated by the model system. Following steps can be 
distinguished in the application: 
(1) Specification of two basic system structures 
by the participants, one with storage reservoirs, 
one without storage reservoirs. 
(2) Development of these system structures by 
Table 5 
Expansions in basic alternatives (gr-groundwater. imp-imporl, 
res-reservoir. n-node, ind-industrial needs, pn-public needs, 
(n)-new project. (b)-existing project) 
(a) Project expansions in basic alternatives 
Project Expansion time (years) 
1 3 7 13 
gr 2 (b) 
gr 3 (b) 
gr 5 (b) 
gr 6 (b) 
gr 7 (b) 
gr 9 (b) 
gr 14 (b) 
gr 15 (b) 
gr 17 (b) 
gr 18 (b) 
gr21 (b) 
gr 22 (b) 
gr 24 (b) 
gr-3 (b) 
gr 23 (b) 
gr29 00 
gr 30 (b) 
gr31 (n) 
gr32 (n) 
gr33 00 
res2 (n) 
1.2 
3 
1.2 
0.1.2.3.4 
1.2 
1.2 
3 
1.2.3 
3 
1.3 
1.2 
1 
1.2 1.2 12 
0.1.3.4 0.1.3.4 0.1.2.3.4 
0.1.2.3.4. 
3 
0.1.2.3.4 
3 
0.1.2.4 
3 
0.1.2.3.4 
0.1.2.3.4 
0.2.4 
0.1.2.3.4 
2.3 
O-1.2.3.4 
0.1.2.3.4 
3 
0.1.2.3.4 
3 
0.1.2.3.4 
0.2,3.4 
1.2 
1 
0.1.2.3.4 
0.1.2.3.4 
0.1.2.3.4 
3 
0.1.2.3.4 
0.1.2.3.4 
0.1.2.3.4 
0.1.2.3.4 
0.1.2.3.4 
0.1.3.4 
0.1.2.3.4 
0.4 
0.1.2.3.4 
1.3 
0.3.4 
0.1.2.3.4 
2.3 
3 
(b) Transport pipes in basic alternatives 
Project Evpansion time (years) 
1 3 7 13 
gr 33-n 23 
n6 -n26 
n 23 -pn 22 
n 26 -n 15 
n9 -n24 
n 24 -n 26 
gr 28-pn 6 
gr 31-n 5 
gr 32-n 24 
n 10 -pn 1 
n 23 -pn 1 
n 23 -n 22 
gr 29-n 4 
gr 30-n 7 
gr 30-n 17 
n 24 -n 15 
k3 -res2 
gr 3 -n 19 
n19-n2 
res 2 -ind 2 
0, 1. 3 
0. 3 
0,1.3 
0.3 
1.2 
1.2 
1 
1 
1.2 
0.1.3 2 
0.3 
3 0.1.2 
0.3 
0.3 
3 0.1.2 
3 0.1 
3 0.1 
3 
2 
use of the GSS model, resulting in input files to be 
used in the GA model. 
(3) Specification of basic alternatives (0. 1, 2, 3, 
4) by participants. 
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(4) Development of basic alternative by desig- 
ners using the GSS files and the GA model; 
generation of reports. 
(5) Discussion of results. 
(6) Adaptation of models. 
(7) Specification of new basic alternatives, back 
to (4). 
4. Discussion and conclusions 
In our case study we have attempted to show 
some potentials and limitations of decision sup- 
port in a rather complex problem situation. The 
water resources planning process as studied has 
multiple functions: communication of informa- 
tion, structuring negotiations, conflict resolution, 
generation of alternatives. It works both top down 
[constraints, criteria, alternatives) and bottom up 
(proposals). Stakeholders in this process have con- 
flicting interests, but are reluctant to show priori- 
ties. As is shown, computer-based models have a 
potential to support such processes, not only in 
performing computations, generation of altema- 
tive plans and various type of what-if analyses, 
but also in structuring the process of search and 
use of information. 
However, several constraining factors to the 
effective design and use of these models have been 
identified. The models system as designed touches 
all functions and most of the stakeholders in the 
planning process. As a consequence of the politi- 
cal nature of the process, and time and status 
limits, participants in the design process imposed 
limits on the way they would interact with models. 
In addition, incompleteness of information (im- 
pact relations, infrastructural data, forecasts) and 
reluctance to show preferences and priorities 
shifted attention to integration of qualitative data 
rend decision rules in models, and generation of 
sets of alternatives to be evaluated ex post by 
participants. Existing planning procedures partly 
were conflicting with information demands and 
uses in models, these being based on the view of 
Integrated plans. 
In order to utilize potentials of computer-based 
models more effectively, planning and control of 
the design process and early recognition of its key 
decisions (selection of participants, definition of 
the problem, definition of tasks to support, deci- 
sions on models and man-computer dialogues) is 
essential. Due to the constraining factors men- 
tioned, the design process in our study is of an 
ill-structured nature. There is a need for more 
empirical evidence which possibly can be gener- 
alized. For instance, when is users participation 
required? When is interaction of decision makers 
with the computer possible or needed? When is 
adaptation to users’ requirements necessary? How 
to narrow the gap between users’ wishes and 
knowledge and normative models? Investigation 
of the nature of the planning process and its key 
activities and actors is a first step, and on this 
basis the design process may begin with negotia- 
tions between participants and designers. Espe- 
cially when planning of the modelling process is 
difficult, there should be a division of rewards and 
tasks among all participants of the process. 
Currently developed tools in modeling (model 
generators, model management tools, spread 
sheets) show an impact on irreversibility of key 
decisions in the design process. Design and testing 
of models and man-computer dialogues can be 
performed more easily, design decisions becoming 
more adaptive. It might well be that the problem 
of choice of a set of more decentralized models at 
different levels of aggregation and complexity, 
and combination of several modeling approaches 
(simulation, optimization, robustness, discrete 
choice) according to organizational situation, be- 
comes more tractable. 
Of course, models can be developed further. 
One problem is to take account to unknown fu- 
ture preferences when present generations’ deci- 
sions constrain future generations’ opportunities. 
Related problems include assessment of the value 
of future opportunities when information on fu- 
ture developments (prices, technologies, priorities) 
is uncertain, as a function of staging, abandoning 
or postponing decisions. 
Design and use of computer-based models 
should not be separated from design of organiza- 
tional procedures. Rationalization of water re- 
sources planning may be enhanced by introducing 
market elements, such a incentives related to per- 
formance control. In future, the computer may 
organize information flows and support analyses 
at all levels of the planning process. This will shift 
emphasis from information search and consolida- 
tion (prevalent in this case) to information 
processing, criteria development, priority setting 
and negotiation. At the same time, more insight is 
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needed in possibly new communication problems 
due to delegation within network-type of man- 
computer interaction systems. Effectiveness of 
multilevel interaction procedures, especially when 
information is asymmetrical distributed over deci- 
sion levels and when performance of these levels 
can be controlled only at cost, can be studied in 
experimental situations. In this context, it is useful 
to study the decision making processes and ef- 
fectiveness of decision support systems. 
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