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I. INTRODUCTION
In recent times, the demand for various types of mobile telecommunication systems such as cellular phones, PCSs (personal communication services), pagers, CT-II's (cordless telephone-upgraded), and mobile DBS (direct broadcasting satellite) receivers has dramatically increased. There is a great need to optimize the efficiency of spectral utilization in communication systems in order for as many users as possible to access a given communication unit having a limited spectral bandwidth. The communication quality as well as the spectral efficiency should also be improved as the signal to be transmitted and/or received might contain not only voice information but also various kinds of data which require a higher order of accuracy.
A phased-array antenna system with a nicely shaped beam pattern has been considered [1] [2] [3] [4] [5] [6] [7] as a solution for improving the spectral utilization and communication quality. As is well known, the nice shaping of the beam pattern can be achieved by providing a proper weight to each antenna element of the array in such a way that the gain along the direction of the target signal source is maximized and that in the direction of other signal sources is minimized. The array antenna system with the desired beamforming capability is referred to as the SAS (smart antenna system). In this paper, a practical design procedure for the beamforming module of the SAS is presented. The new technique utilizes the CGM (conjugate gradient method) to determine the value of the weight associated with each individual antenna element.
The degree of smartness of a given SAS is primarily determined by two factors: the accuracy of the directivity of the beamforming and the speed of tracking the target source. More specifically, the first problem, i.e., the accuracy in pointing to each individual signal source, is determined by the accuracy of the adaptive algorithm for computing the weight vector. In addition, the angular resolution of the beam pattern and the side-lobe levels which are related to the capability of resolving interference should also be taken into consideration. In fact, the angular resolution and side-lobe levels are determined mainly by the number of antenna elements [6, [8] [9] and magnitude ratio of each weight [10, 11] , respectively. The second problem, i.e., the tracking speed, is related to the complexity of the beamforming module of the SAS. In fact, the design objectives for the SAS are clearly defined by the previously mentioned keen need for simultaneous optimization of the spectral utility and communication quality. Nevertheless, real-time implementation of the SAS can never be a simple task because of the large computational load which in turn results in the need for extremely complicated hardware.
In this paper, the adaptive procedure of the CGM for computing the gain vector is significantly simplified without sacrificing accuracy. Here, the total computational load increases linearly, not quadratically [12, 13] , with the dimension (the number of antenna elements) of a given SAS. As a consequence, the computational load of the proposed algorithm is, in most practical applications, small enough for the beamforming module to be implemented based on real-time processing with an ordinary generalpurpose DSP. In this paper, the application of the proposed technique is aimed at, although not restricted to, the cell-site antenna system in CDMA-(code division multiple access-) based mobile communications. The beam pattern is provided to each individual subscriber, in both receiving and transmitting modes, from the corresponding beamforming module in the proposed SAS at the cell-site. The main contribution of this paper is first to introduce the adaptive procedure of the linearized CGM (LCGM), then to implement the proposed algorithm, LCGM, with a general-purpose DSP to provide the desired beam-pattern to the target mobile subscriber at every snapshot on a real-time basis.
II. PROBLEM FORMULATION
In designing a SAS, the way in which a problem is formulated is as important as the algorithm for solving it. The complexity and accuracy of the entire design procedure are dependent upon how the task is formulated. There are two main tasks to be considered in formulating the SAS design problem: one is to eliminate any requirement of prior knowledge about the target signal source, and the other is to make the required number of antenna elements independent of the number of signal sources, which might be either fully or partially mutually coherent. To find a solution for these tasks, let us consider an eigenvector corresponding to the largest eigenvalue of the autocorrelation matrix of the array inputs. Regardless of whether the number of antenna elements is greater or less than the number of signal components, the largest eigenvector must represent the signals, not the noise. Therefore, the corresponding eigenvector must be a linear combination of the steering vectors of the received signals, regardless of the intersignal coherences among signal components. This means that the eigenvector of the autocorrelation matrix of the received signals can be written as [14] 
where a i is a constant determined by the magnitude and arrival-angle distribution of the array inputs, and h i is the steering vector of the ith signal arriving at the array as
What is particularly interesting is that when the desired signal is much larger than each of the interfering signals, the eigenvector can approximately be represented by the steering vector of the desired signal alone:
It is assumed in (3) that the phase of the received signal is synchronized with that of the reference antenna. Therefore, in the signal environment in which the signal received from the target source is much stronger than any of the interfering signals, the eigenvector corresponding to the largest eigenvalue can be used as the gain vector for the array antennas that provides the maximum gain in the direction of the target source. Note that once a matrix is formed, the computation of the eigenvector can be performed without each individual steering vector being known. In particular, this means that a suboptimal beam pattern of the SAS can be generated without any prior knowledge about the location of the target if the eigenvector of the largest eigenvalue can be computed. The term ''suboptimal'' instead of ''optimal'' is used because the pattern-null along the direction of each interfering signal is not provided by the gain vector of Eq. (3). In fact, the problem formulation suggested in this paper is based on the eigenvector of the largest eigenvalue of the input autocorrelation matrix. Therefore, as mentioned earlier, the gain vector provided in this paper is valid only when the desired signal is much stronger than each interference at the receiver. However, in any receiving system, this condition is naturally satisfied somehow; otherwise, the communication system itself cannot work normally. For example, in CDM (code division multiplexing) systems, the target signal must be much stronger than any interfering signal after cross-correlation of the chip sequence of the target subscriber with the received signal. Also, in a normal receiver of TDM (time division multiplexing) or FDM (frequency division multiplexing) systems, the desired signal must be much stronger than each interference at some port for the reception of the signal. As the term ''suboptimal'' denotes, the pattern-nulls are not provided by the gain vector determined by the eigenvector because each individual signal subspace is not decomposed in the formulation procedure of (1)- (3). This is bad news for attempts at resolving the interference as much as possible. However, in order to be able to reduce the number of antenna elements without risking a complete collapse of the entire system due to the lack of antennas, i.e., N # L, the pattern-nulls must be sacrificed in the beamforming procedure. Furthermore, if a pattern-null along the direction of each individual interference is required, the performance of the system would depend on the intersignal coherences, which would require an even larger number of antennas, i.e., N $ 2L 2 1 [8, 15, 16] . From the above discussions, the problem of designing the SAS is now turned into the problem of computing the eigenvector corresponding to the largest eigenvalue at a receiving array system. The specific port at which the autocorrelation matrix must be set up is where the desired signal is meant to be much larger than each interfering signal of the receiving array system. Consequently, the SAS to be designed in this paper enhances the performance of the receiving array system by increasing the SIR (signal-to-interference ratio) to as much as the ratio of the magnitude of the main lobe along the direction of the target source to the side-lobe levels for a given incident angle of interference. The SNR also increases by N times once the maximum gain is set correctly for the direction of the target subscriber [17] . What is particularly noteworthy in improving the SIR and SNR is that the allowable number of interference sources, i.e., the capacity of a given communication system, increases as the SIR increases and the communication quality improves as the SNR or SIR improves. The optimization of the spectral utility and performance enhancement mentioned at the beginning of this paper can be accomplished by the proposed SAS, based upon improvement in the SIR and SNR. The proposed SAS would contribute to communication systems in signal environments in which the desired signal would be large enough for the eigenvector of the largest eigenvalue to be able to approximately represent the steering vector of the target source, but would not otherwise be large enough to provide successful reception because of a large number of interference sources, each of which, however, is much smaller than the target signal.
III. ADAPTIVE ALGORITHM
As mentioned in Section II, the problem of designing the SAS can be solved by computing the eigenvector corresponding to the largest eigenvalue of the autocorrelation matrix under the assumption that the desired signal is sufficiently larger than each interference signal. The resultant gain vector provides the maximum gain in the direction of the target source but the pattern-null is not generated in the direction of each individual interference. This section presents an adaptive procedure for a CGM which computes the target eigenvector in an iterative manner by updating the current solution at every snapshot as each new signal vector is received. The CGM has been seen as an efficient method of solving a matrix equation of the form Aw 5 y where the matrix A and the excitation vector y are known. In previous works [13, 18] , the CGM was modified in such a way that, starting from an arbitrary initial guess, either a minimum or a maximum eigenvalue and the corresponding eigenvector for an autocorrelation matrix of an arbitrary form could be obtained in a finite number of iterations. In the problem of designing the SAS of interest, however, the eigenvector corresponding to the maximum eigenvalue must be updated upon the arrival of a new signal vector. In our previous work [19] , the CGM was further modified to result in, namely, the MCGM (modified CGM) in such a way that the iterations for searching for the eigenvector of the updated matrix are performed for each individual snapshot. The MCGM finds the eigenvector by searching for a vector w(k) that maximizes the Rayleigh quotient of the autocorrelation matrix at each snapshot. The adaptive procedure of the MCGM can be summarized as follows:
Step 1. Start the procedure with the initial gain vector being approximated with the received signal vector, i.e., w(0) 5 x(0)/\ x(0)\. The initial autocorrelation matrix is R x (0) 5 x(0) x H (0).
Step 2. Compute the array output using y(k) 5 w H (k)x(k). Then, receive a new signal vector x(k 1 1) and update the autocorrelation matrix using
where the forgetting factor f is properly set in the interval of 0 # f , 1.
Step 3. Update the adaptive gain t(k) and search for the direction vector p(k) in such a way that the t(k) maximizes the Rayleigh quotient and the p(k) satisfies the orthogonality condition for the updated matrix R x (k 1 1), respectively.
Step 4. Update the gain vector by w(k 1 1) 5 w(k) 1 t(k)p(k) and normalize the gain vector, i.e., w(k 1 1) 5 w(k 1 1)/\w(k 1 1)\ where w(k 1 1) denotes the norm of the gain vector w(k 1 1), i.e.,
Step 5. For more iteration in the current snapshot, go back to step 3 with w(k) ; w(k 1 1); otherwise, go back to step 2 to continue the procedure with a new signal vector for the next snapshot.
In most practical signal environments of interest, i.e., mobile land communications in which the speed of movement does not exceed 150 km/h, a single iteration at each snapshot results in fairly good performance. More than one iteration per snapshot is not required due to the following factors: first, the initial guess for the gain vector, w(0) 5 x(0)/\x(0)\, is quite close to the exact eigenvector of the maximum eigenvalue of the initial autocorrelation matrix because the matrix is determined by the initial signal vector x(0) only, i.e., R x (0) 5 x(0)x H (0); second, the gain vector at each snapshot is a pretty good solution for the next snapshot because the statistics of the signal are not very different from those of the next signal given the relatively slow movement of mobile land communications. And finally, the desired signal is much stronger than each of the interference signals.
Let us now consider the second factor, paying special attention to mobile communications. This concerns the time-varying statistics which are due to the change in the arrival angles of the signal in between the snapshots. As will be discussed in more detail in the next section, the change in angles between snapshots cannot be greater than 0.01°in most practical mobile land communications. From our extensive computer simulations, it has been found that a single iteration is sufficient to correct the solution of the previous snapshot. However, this desirable performance is based on the assumption that at each iteration the adaptive procedure requires only a small computational load. Suppose that the amount of computation required for updating the parameters of the CGM is large. This means that the eigenvector cannot be obtained until the required computation is completed after the signal vector is received. Thus, the solution itself, i.e., the eigenvector, inevitably contains an angle mismatch because the beam-pattern is computed after the target subscriber has moved. Figure 1 shows a possible scenario where the solution given by the SAS might diverge in some cases when the required amount of computation at a single iteration is large. Therefore, the amount of computation required during a single iteration is very important because the required number of iterations as well as the beampointing error depends upon it. Figure 2 illustrates the relations between the computational load per iteration and the resultant phenomena such as the angle differences between snapshots and any required repeat calculations at a given snapshot. From the analysis shown in Fig. 2 , the computational load at each iteration must be small enough for the processor to be able to produce the eigenvector rapidly so that the difference in arrival angles between snapshots will be small, which will guarantee that the solution at the previous snapshot will not be very different from that of the current snapshot, which will in turn eliminate the necessity for multiple iterations for each snapshot. Figure 3 presents the flowchart for the adaptive procedure of the MCGM for a single iteration in a snapshot. According to Fig. 3 , the suboptimal gain vector for the antenna elements to provide the main lobe along the direction of the target signal source can be obtained with a computational load of O (3N 2 1 12N ) when the gain vector is obtained in a single iteration at each snapshot. This includes the matrix update as well as the searching procedure for the eigenvector. An ordinary DSP off the shelf seems to be able to calculate the eigenvector, i.e., the suboptimal weight vector, in real-time. However, considering that the total amount of computation needs to be done I times, i.e., O (3IN 2 1 12IN ) , if a snapshot should require I iterations, we have further modified the MCGM to end up with a much simplified version. The key idea in developing the new version is that the matrix update can be eliminated by considering the instantaneous signal vector only, i.e., R x (k) 5 x(k)x H (k), at every snapshot. Then, all the matrix operations in the adaptive procedure of the MCGM disappear; e.g., the computation for the namely LCGM, is presented in this section. In developing the LCGM, some sophisticated approximations are used in dealing with the matrix equations, each of which would require O(N 2 ) operations, in such a way that the total computational burden would be about O(16N ). Although the computational load is a little heavier than that of the ICGM, the performance of the LCGM is almost as good as the original MCGM, as will be shown in the next section.
In order to present the adaptive procedure of the LCGM, let us investigate the two terms of the matrix operations included in the adaptive procedure of the MCGM shown in Fig. 3, i. e., R x (k)w(k) and R x (k)p(k). Since the matrix operations that appear in the adaptive procedure of the MCGM appear in these two terms only, it would significantly reduce the computational load if these two matrix-oriented terms could be simplified into a combination of vector operations. Let us denote R x (k)w(k) and R x (k)p(k) with vectors v(k) and u(k), respectively. Then, by fully exploiting the relations
, the iterative equations of these two terms can be written as
where the residue vector r(k 1 1) is defined as
as shown in the original MCGM [12, 13] . Since R x (k)r(k 1 1) should converge to zero as the entire procedure converges, u(k 1 1) can be expressed with a simple combination of vector operations as in (5) . The constant q(k) in (5) is determined by setting each search direction vector p(k) to be R x (k 1 1)-conjugate at each iteration. Utilizing the above relations, the adaptive procedure of the LCGM can be summarized as follows:
Step 1. Start with the initial gain vector determined by the signal vector itself, i.e., w(0) 5 x(0)/ \x(0)\, as in the ordinary MCGM.
Step 2. Compute the array output with y(k) Receive a new signal vector x(k 1 1) .
Step
Step 4. Update the gain vector as w(k 1 1) 5 w(k) 1 t(k) p(k) and normalize it by w(k 1 1) 5 w(k 1 1)/\w(k 1 1)\.
Step 5. For more iteration in the current snapshot, go back to step 3 with w(k) ⇐ w(k 1 1); otherwise, go back to step 2 for the next snapshot.
Note that the matrix operations required for computing l(k), a(k), b(k) are replaced with corresponding vector operations in the LCGM. The resultant amount of computation required for obtaining each individual variable in the adaptive procedure of the LCGM is shown in Table 1 .
As shown in the table, the total amount of computation required to obtain the suboptimal gain vector at each iteration is about O(16N ), i.e., 15.5N multiplications, 16N-9 additions, and 1 square root operation. Comparing this to the required amount of computation in the MCGM, i.e., O (3N 2 1 12N ) , the computational load has been tremendously reduced. Therefore, the processing time for the DSP to provide the desired beam-pattern is now reduced to the time required for performing the operations of order O(16N ). The convergence behavior and exact number of clocks required for the processor to perform each instruction of the adaptive procedure of LCGM are discussed in more detail in the next section.
IV. IMPLEMENTATION OF BEAMFORMING MODULE
The main contribution of the LCGM is its simplification of the adaptive procedure which excludes all the matrix operations. The substitution of the respective vector equations for the corresponding matrix operations is based on the approximation shown in (4) and (5). It is interesting to observe that the adaptive procedure of the LCGM presented in this paper provides an eigenvalue and the corresponding eigenvector of a matrix without actually calculating the entries of the matrix itself. This means that the proposed procedure not only simplifies the computations for obtaining the suboptimal gain vector but also eliminates the need for extra memory that would be required to store the matrix. Indeed, the large amount of computation at each iteration and the necessity for extra memory were the main obstacles to the CGM being applied in practical communications despite its excellence in stability and convergence efficiency. By adopting the proposed LCGM technique, however, these two problems have been minimized. Besides its simplicity, it will also be demonstrated in this section that the proposed LCGM provides accurate directivity for the SAS beam-pattern. Figure 4 illustrates the configuration of the simulation environment. The received signal vector is generated in an external computer and sent to the beamforming module through a protocol set up to communicate data. In our simulation, a signal vector is transferred at every snapshot through a properly set protocol to the beamforming module which is implemented with an evaluation module of a general-purpose DSP. An ordinary floating-point DSP with a clock frequency of 30 MHz (average instruction cycle < 60 nS) has been selected in our simulation for the CPU (central processing unit) of the module. Figure 5 shows the photograph of the beamforming module which implements the proposed algorithm, LCGM.
The signal vector is produced from the external computer based on the model
where x m (t) denotes the equivalent low-pass form of the signal [9] received at the mth antenna element, s i (t) is the information-bearing part of the signal transmitted from the ith source, a i is the magnitude of the ith signal at the receiver, u i is the incident angle of the ith signal measured from the broad side of the array, and z m (t) is the noise component determined by the zero-mean white Gaussian process. Figure 6 illustrates the SAS which handles L signal sources. Each signal source is the target of the corresponding beamforming module in the SAS. Since the proposed technique is valid only when the received power of the target signal is much stronger than any other signal, there must be a proper receiving procedure depending on the given multiplexing method prior to the input of the beamform- 
Note. Each variable is given in the order of computation for obtaining the target eigenvector in the adaptive procedure of LCGM.
FIG. 4. Simulation environment.
ing module, the detail of which is not the concern of this paper. Although only the receiving mode is considered in Fig. 6 , the suboptimal gain vector obtained from the received signals can be used for transmitting signals to the target source with the same beam-pattern obtained at each corresponding beamforming module during the receiving mode.
Let us now consider beamforming module 1 shown in Fig. 6 so that the target signal is s 1 (t). Figure 7 illustrates a beamforming module implemented in a CDMA-based SAS at the cell-site. In Fig. 7 , the outputs of demodulators are individually crosscorrelated with the chip sequence, q 1 (t), of the target subscriber so that the signal vector x(t) 5 [x 1 (t)x 2 (t) . . . x N (t)] T satisfies the dominance condition, i.e., 0a 1 0 : 0a i 0 for i 5 2, 3, . . . , L. At every module, the desired signal becomes much larger than each interfering signal after the cross-correlation with the corresponding chip sequence, q j (t). Then, the following dominance condition is satisfied at each module j 5 1, 2, . . . , L: shown in (11) is provided somehow at any receiving system of an arbitrary kind of multiplexing technique in order for the given system to work normally at its receiving mode. The snapshot period T shown in Fig. 7 is determined by the computation time required to produce the gain vector w for each new signal vector entering the beamforming module. Figure 8 illustrates the flowchart of the assembly program that must be downloaded to the predecided memory location of the selected DSP in order for the adaptive procedure of the LCGM to be executed. The beamforming module for each individual target shown in Fig. 7 is implemented through the procedure shown in Fig. 8 . It starts with a signal vector x(t) which satisfies the dominance condition and produces the array output y(k) with the suboptimal gain vector w(k) at each kth snapshot by y(k) 5 w H (k)x(t)0 t5kT where T is the snapshot period. Figure 9 illustrates the beam-pattern provided by a beamforming module of the proposed SAS shown in Fig. 6 . A linear array of 12 uniformly spaced antenna elements is considered in this simulation. The target signal is incident upon the array from a fixed location, 20°, while 20 interference sources are randomly moving, with the average power of each interference being 20 dB below that of the desired signal, i.e.,
The SNR is set to 0 dB in Fig. 9 . Note that the maximum gain is set to the direction of the target source. The beamforming module utilizing the proposed LCGM can also be applied to a two-dimensional array as shown in Fig. 10 which illustrates the beam-pattern of a 10 3 10 planar array. The target source is located at a fixed elevation of 20°and with an azimuth angle of 60°. The average power level, the number of interference sources, and the SNR are the same as in the linear array of Fig. 9 . As shown in Fig. 10 , the proposed LCGM provides the suboptimal gain vector for the two-dimensional array as well, with its main-lobe along the direction of the target subscriber. The number of snapshots considered in both Fig. 9 and 10 is 32.
The exact number of clocks required for the selected DSP to execute each individual operation in the adaptive procedure of the LCGM and MCGM is tabulated in Table 2 . The linear array of 12 elements has been considered in Table 2 . As shown in the table, the conventional MCGM spends nearly 40% of the total computations (1,476/4,092) on updating the matrix. What is needed in designing the SAS, however, is the eigenvector of the largest eigenvalue, not the matrix itself. Furthermore, since each entry of the matrix should be referred to in the adaptive procedure in the MCGM, it requires extra memory to store the updated matrix values. Consequently, the proposed LCGM simplifies the entire procedure of designing the beamforming module and saves a lot of memory locations as well. It would be especially advantageous when the number of antenna elements is very large, as in the two-dimensional array. Figure 11 illustrates the required number of clocks to perform the entire procedure of the beamforming module designed by the proposed LCGM and conven- tional MCGM, respectively, as a function of the number of antennas. As shown in the figure, the number of clocks required to perform the entire beamforming procedure increases linearly in LCGM and quadratically in MCGM as the number of antenna elements increases because the computational load is O (16N ) and O(3N 2 1 12N ) , respectively. Figure 12 illustrates the possible values for the snapshot frequency of the beamforming module that is implemented with the proposed LCGM. For obtaining the data shown in Fig. 12 , the clock frequency of the DSP has been set to 30 MHz, which is available in most conventional DSPs. Note that since the number of antenna elements in Fig. 12 varies from 6 to 289, the conventional MCGM could not be imple- set of commands available in the selected DSP, the exact value for the total execution time needed for the DSP to compute the weight vector and to produce the array output can be obtained. Table 3 shows the execution time of the proposed beamforming procedure measured from the CPU of the selected DSP. From the table, it can be confirmed that, in the proposed LCGM, the execution time increases linearly with the number of antenna elements but increases quadratically in the conventional method. For example, the total execution time for a single snapshot period of the LCGM procedure changes from 77 µs to 135 µs as the number of antenna elements changes from 3 to 9. It is confirmed that the computational load increases linearly with the number of antenna elements. Now, let us consider mobile environments where the target source as well as all the interfering sources move at every snapshot. If the number of antenna elements is 12, according to Fig. 12 , the snapshot frequency can be as fast as about 10 kHz, assuming that processing at each snapshot requires a single iteration. In mobile land communications, the mobility of the subscriber does not exceed 150 km/h < 42 m/s so that the change in arrival angle of the target signal cannot be greater than 0.008°per snapshot unless the target subscriber approaches the SAS at the cell-site closer than 30 meters. However, in most practical environments, especially in an urban area, it is unlikely that a vehicle would move faster than 150 km/h within a distance of less than 30 m from its cell-site. As the distance between the target subscriber and the SAS becomes greater than 30 m or if the speed of the mobile subscriber is slower than 150 km/h, the change in the arrival angle of the target subscriber at every snapshot would be even less than 0.008°. If the angle change is not too large, e.g., #0.008°, the autocorrelation matrix can be estimated accurately by adopting a proper value for the forgetting factor, although the statistics of each signal vector vary at every snapshot due to the angle changes. Recall that the adaptive procedure of the LCGM is based on the autocorrelation matrix which is updated by
, where f denotes the forgetting factor to be determined in the range of 0 # f , 1, although the update itself is not actually performed in the adaptive procedure of the LCGM. Table 4 shows the angle variance between the direction of the maximum gain and the actual location of the target. As can be observed in Table 4 , the optimal value for the forgetting factor in this circumstance is 0.87. The values shown in Table 4 have been obtained by averaging 5,000 ensembles for each case.
Since it is practically impossible to extract a canonical formula or to perform a trial-and-error procedure for optimizing the forgetting factor, we recommend fixing it with a proper value a priori. In many practical environments, the appropriate value for the forgetting factor has been found in the range between 0.8 and 0.9. Figure 13 illustrates the constellation of QPSK (quaternary phase shift keying) signals received by the proposed array. The beamforming module implemented with the LCGM produces the suboptimal gain vector at each snapshot when the target source changes its arrival angle by 0.01°/snapshot and when 20 interference sources, each of which is 220 dB of the target signal, randomly change their positions at every snapshot. Note that the average level of each interference is determined by the term called PG (processing gain) in CDMA mobile communications. The typical value for the PG is 20 dB in normal CDMA systems such as our simulations. For simplicity but without loss of generality, the symbol rate of the target signal is assumed to be the same as the snapshot frequency of the beam-former. The SNR is set to 5 dB and the number of antenna elements is 12 in Fig. 13 . The BER (bit error rate) performance with the same interference is illustrated as a function of the SNR in Fig. 14. Each value shown in Fig. 14 has been obtained from the average of 1,000,000 ensembles, each of which is produced by the beamforming module implemented with the DSP through the adaptive procedure of the proposed LCGM. As shown in Fig. 14 , the final BER performance of the LCGM is quite comparable to the conventional MCGM when the angle fluctuation remains the same. As discussed in Fig. 2 , however, the arrival angle change is proportional to the computation time taken for ob- taining the suboptimal gain vector. Therefore, since the computational load of the MCGM is about three times larger than that of the LCGM when the array consists of 12 antennas, it would be more reasonable to compare the performance of the LCGM to that of the MCGM with the angle change being 3 times, i.e., 0.03°/snapshot. Consequently, when the speed of the subscriber and the distance from the subscriber to the cell-site are the same, the BER performance of the LCGM is better than that of MCGM, as shown in Fig. 14. This is because the change of arrival angle in MCGM is a lot greater than that of LCGM. The superiority of the LCGM becomes even more dominant as the number of antenna elements increases. Let us now observe the increase in communication capacity that can be achieved by the proposed SAS. Figure 15 illustrates the BER performance of the SAS as a function of interference level assuming that the angle fluctuation at each snapshot remains the same for each different method. Since it is assumed that each interfering signal is mutually uncorrelated, the total power of interferences is determined by the number of interferences and the average level of each interference. The SNR and the received level of each interference are set to 10 dB and 220 dB, respectively, while the SAS consists of 5 antenna elements with uniformly spaced linear geometry. As in the previous simulations, the target source is moving with an angle variation of 0.01°/snapshot. From Fig. 15 , the capacity of the cell can be analysed as a function of the required BER as shown in Fig.  16 . From Fig. 16 , it can be observed that the proposed LCGM increases the capacity up to almost the same level as the conventional MCGM does, while the ICGM exhibits a relatively poorer performance. For example, when the BER is 5 3 10 23 , the SAS implemented by the proposed LCGM can allow up to 31.5 subscribers to each cell while the other CGM's, i.e., MCGM and ICGM, and the base station with a single antenna can handle about 31.2, 13.8, and 2.8 subscribers, respectively. The number of allowable subscribers for different values of PG, i.e., other than 20 dB, can easily be computed by exploiting the fact that the signal of each subscriber is mutually uncorrelated. It can be observed that the SAS designed by the proposed LCGM as well as the conventional MCGM increases the cell capacity by more than 10 times compared to the ordinary base-station antenna system of a single antenna. Note, however, that the performance of the conventional MCGM is comparable to that of the proposed LCGM assuming 
FIG. 16.
Capacity as a function of achievable BER for a given SNR (10 dB) and a given number of antennas (5) .
that the change of the arrival angle at every snapshot remains the same. As shown in Fig. 14 , since the MCGM causes much more angle fluctuation due to the larger amount of computation per iteration and since the BER performance of the SAS is degraded as the arrival angle fluctuation becomes larger, the LCGM is generally superior to the MCGM in terms of BER performance, which directly determines the capacity increase as shown in Figs. 15 and 16 . The cell capacity is increased even more as the number of antenna elements increases, as shown in Fig. 17 which shows the cell capacity for an array of 12 antennas.
V. CONCLUDING REMARKS
This paper addresses the problem of adaptive beamforming for mobile communication. Under the assumption that the desired signal received from the target source is much stronger than any single interference, the gain vector for the antenna elements can be obtained by solving the extreme eigenvalue problem. In fact, the eigenvector corresponding to the maximum eigenvalue must correspond to the direction vector of the target source when the dominance condition is satisfied. The application of the proposed technique is primarily aimed at designing a cell-site antenna system for mobile communications as a tool for increasing the cell capacity and enhancing communication quality.
In formulating the beamforming problem, this paper provides two main advantages: one is that the procedure does not require any information about the location of the target signal source and the other is that the intersignal coherence does not affect the performance of the SAS. The key contribution of this paper is the adaptive procedure of the linearized CGM through which the beam-former can be implemented easily with an ordinary DSP, as shown in Section IV. From numerical results of the implemented beam-former, the performance of the proposed system can be summarized as follows: the snapshot speed that is determined by the entire adaptive beamforming procedure is as fast as about 120,000/N snapshots/s, as shown in Fig. 12 ; the angle variance in the main lobe is less than 0.02°, as shown in Table 4 ; the cell capacity is increased by more than 10 times, as shown in Figs. 16 and 17 , compared to the normal cell-site antenna system without the array antenna.
The proposed SAS will soon be put to an actual field test in the CDMA base stations of Samsung Electronics Co., Ltd. The primary purpose of the test is to confirm the superiority of the proposed SAS for current mobile communication systems such as digital cellular phone and digital PCS. Our ultimate goal is to apply the proposed SAS to the future generation of mobile communications, namely, FPLMTS (future public land mobile telecommunication systems) or UMTS (universal mobile telecommunications system).
