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výše.
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Tato bakalářská práce se zabývá asociačńımi algoritmy v data mi-
ningových úlohách. V teoretické části je rozebrána metodologie
CRISP-DM, podle které je zpracována př́ıpadová studie pro mode-
lovou úlohu analýza nákupńıho koš́ıku. Jako e-learningová podpora
pro předmět data mining byla naprogramována aplikace pro gene-
rováńı asociačńıch pravidel pomoćı algoritmu Apriori.
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Abstract
This bachelor thesis talks about association algorithms in data mi-
ning tasks. There is the analyse of CRISP-DM methodology in the
teoretical part, which is base for the case study of the model task:
market basket analyse. The application for generating of associ-
ation rules was programmed with using Apriori algorithm as the
e-learning support for the Data mining course.
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Úvod
Tématem bakalářské práce jsou asociačńı algoritmy v data miningových úlohách.
V dnešńı době, je ukládáno stále v́ıce dat, které jen bezcenně lež́ı v databáźıch,
a proto se ve světě informatiky stále v́ıce objevuje pojem data mining. Tento
pojem se dá přeložit jako dolováńı dat, nebo vytěžováńı dat z databáźı. Pomoćı
dolováńı z dat je možné źıskat potencionálně užitečné informace. Tyto informace
je nutné zpracovat a posoudit, jak s nimi naložit. Tato práce se zabývá analýzou
nákupńıho koš́ıku, z něhož lze źıskat spoustu informaćı použitelných v marketingu.
Jen z jednoduchého pr̊uchodu dat lze zjistit strukturu, obsah, úplnost a kvalitu
dat. Po podrobněǰśım zkoumáńı můžeme zjistit, jaćı uživatelé se vracej́ı a co si ku-
puj́ı, to je dobré předevš́ım z obchodńıho hlediska, jelikož udržeńı zákazńıka je méně
nákladné než zisk nového. Źıskané znalosti je možné využ́ıt na ćılenou marketingovou
kampaň, což může ušetřit velké množstv́ı peněz. Hlavńı je však zjistit, jaké zbož́ı
si zákazńıci nejčastěji kupuj́ı v kombinaci s jiným zbož́ım a pomoćı těchto infor-
maćı zákazńık̊um nab́ızet produkty podle toho, co maj́ı aktuálně ve svém nákupńım
koš́ıku.
Hlavńım ćılem bakalářské práce je naprogramovat aplikaci na generováńı aso-
ciačńıch pravidel. Pro generováńı asociačńıch pravidel bude použit algoritmus Apri-
ori. Pro aplikaci bude navrhnuto grafické rozhrańı s možnost́ı volby vstupńıho
souboru. Po načteńı dat, si uživatel bude moci zvolit, z kterých atribut̊u (druh
zbož́ı) má generovat asociačńı pravidla. V př́ıpadě, kdy jsou k dispozici osobńı data
o zákazńıkovi, lze generovat pravidla pouze na určité skupiny lid́ı. Nakonec uživatel
nastav́ı citlivost algoritmu a zaháj́ı generováńı pravidel. Výstupem programu je ta-
bulka vygenerovaných asociačńıch pravidel. Př́ımo v aplikaci bude možné vyzkoušet
si pravidla pomoćı simulace nákupu a podle obsahu koš́ıku se ćıleně doporuč́ı daľśı
zbož́ı. Výsledné implikace bude možné uložit do souboru a dále použ́ıt v praxi.
Dı́lč́ım ćılem je zpracováńı př́ıpadové studie pro předmět v navazuj́ıćım stu-
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diu. Studie zahrnuje celou analýzu všech koš́ık̊u, zjǐstěńı a rozebráńı d̊uležitých
faktor̊u a zpracováńı dat do podoby vhodné pro algoritmus Apriori. Analýza zahr-
nuje sestaveńı funkčńıho modelu a vyzkoušeńı vygenerovaných pravidel. Pro analýzu
a sestaveńı modelu bude použit data miningový nástroj IBM SPSS Modeler a po-
stupovat se bude pomoćı metodologie CRISP-DM popsané v teoretické části.
K dispozici jsou však jen ideálńı data, vytvořená ke studijńım účel̊um, proto
z nich nelze zjistit některé faktory vyplývaj́ıćı z praxe. Źıskáńım dat z reálného ob-
chodu by celá analýza i výsledná pravidla mohla být použita v praxi. Celá analýza




Termı́n data mining v překladu znamená dolováńı dat nebo vytěžováńı dat, někdy
chápána jako dobýváńı znalost́ı z databáze (Knowledge Discovery in Databases [5]).
Data mining je proces vytěžováńı dat z rozsáhlých databáźı, k němuž se využ́ıvaj́ı
metody umělé inteligence, strojového učeńı, statistik a databázových systémů.
Obecně jde o vytěžováńı informaćı z databáźı a transformovańı do srozumitelné
podoby použitelné k daľśımu použit́ı.
Manuálńı źıskáváńı informaćı z dat je známé již několik stolet́ı, mezi prvńı
použ́ıvané metody patř́ı Bayeovská věta (1700) a regresńı analýza (1800). S ros-
toućım vlivem výpočetńı techniky se zvýšilo shromažd’ováńı a složitost dat. Nebylo
již možné ručńı zpracováńı a analyzováńı dat, a proto začal vzestup automatického
zpracováńı dat, který byl podporován daľśımi objevy v informatice, jako jsou shlu-
kové analýzy, neuronové śıtě, rozhodovaćı stromy a genetické algoritmy. Data mining
vlastně využ́ıvá tyto metody k zisku skrytých vzorc̊u v rozsáhlých datech. [1]
1.1 Úlohy v data miningu
Dolováńı dat lze použ́ıt na velké množstv́ı nejr̊uzněǰśıch problémů. Jednotlivé
problémy lze zařadit do kategoríı, avšak rozděleńı do kategoríı neńı jasně stanovené.
Zde je několik základńıch úloh řešených v data miningu.
• Predikce – na základě statických technik jsou předpov́ıdány následuj́ıćı hod-
noty z předešlých hodnot.
• Deskripce – nalezeńı skryté struktury nebo vazeb, které jsou použity
k následnému vyhodnocováńı.
• Klasifikace – rozděleńı objekt̊u do tř́ıd na základě společných charakteris-
tických rys̊u. Tř́ıdy jsou dány předem, a každý objekt do nich lze jednoznačně
zařadit.
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• Regrese – na základě předešlých zkušenost́ı předpov́ıdá následuj́ıćı hodnotu.
Jedná se o statickou metodu popisuj́ıćı vztahy mezi vstupńımi a výstupńımi
hodnotami.
• Segmentace – jedná se o nejstarš́ı techniku použ́ıvanou v data miningu,
založenou na rozděleńı objekt̊u do skupin (shluk̊u), které jsou vytvářeny
v analýze dat. Objekty jsou zařazeny do shluk̊u podle podobnosti charak-
teristických rys̊u.
• Sumarizace – sumarizaci je vhodné použ́ıt u velkého počtu dat, k zjǐstěńı
struktury těchto dat. Jsou zde použity základńı aritmetické operace.
1.2 Metodologie
V současnosti se data miningem zabývá stále v́ıce firem, které chtěj́ı výsledky
rychle, levně a efektivně, v d̊usledku toho přicházej́ı na scénu metodologie. Stan-
dardizace postup̊u je jedńım ze zp̊usob̊u, jak šetřit prostředky a čas. Bylo vy-
tvořeno několik metodologíı popisuj́ıćı efektivńı postup zpracováńı projektu, mezi
nejznáměǰśı a nejpouž́ıvaněǰśı patř́ı metodologie SEMMA a CRISP-DM.
1.2.1 SEMMA
Jméno této metodologie je složeńım prvńıch ṕısmen z jednotlivých fáźı vytěžováńı
dat. SEMMA byla vyvinuta společnost́ı SAS Institute a je považována za obecnou
metodiku dolováńı dat. Společnost SAS Institute tvrd́ı, že SEMMA je sṕı̌se logická
organizace funkčńı sady nástroj̊u pro produkt SAS Enterprise Miner, a proto jej́ı
použ́ıváńı mimo tento produkt může být dvojznačné. Je zaměřena předevš́ım na mo-
delováńı úloh a oproti CRISP-DM nezahrnuje obchodńı stránku projektu. [6]
• Sample – výběr dat dostatečně velikých a zároveň dostatečně malých, aby byla
data efektivně využita.
• Explore – porozuměńı dat̊um, objevováńı souvislost́ı pomoćı vizualizace.
• Modify – př́ıprava dat pro modelováńı.
• Model – modelováńı na připravených datech k dosažeńı výsledku.
• Assess – zhodnoceńı výsledk̊u.
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1.2.2 CRISP-DM
Metodologie CRISP-DM (CRoss – Industry Standard Process for Data Mining)
byla vyvinuta jako projekt Evropské komise standardizuj́ıćı postup vytvářeńı data
miningových projekt̊u. CRISP-DM nab́ıźı návod krok po kroku pro každou část
projektu. Model pomáhá zpracovávat projekty rychleji, efektivněji, s nižš́ımi náklady
a bez běžných chyb. Metodologie je popsána v šesti kroćıch, to však neznamená,
že muśıme j́ıt od prvńıho kroku k posledńımu, v rámci celého projektu se můžeme
vracet k minulým krok̊um a měnit je tak, aby bylo dosaženo požadovaného ćıle.
V praxi je běžné vracet se i několikrát do stejného bodu. Na obrázku 1.1 je zobrazen
pr̊uběh cyklu CRISP-DM. [4]
Obrázek 1.1: Pr̊uběh metodologie CRISP-DM [7]
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• Business understanding - (porozumněńı problematice)
V prvńı fázi je nutné pochopit, čeho chce zákazńık dosáhnout z obchodńıho
hlediska. Zákazńıci maj́ı občas protich̊udné ćıle a omezeńı, kterým muśı
analytik porozumět a navrhnout vyváženou cestu. Daľśım úkolem analytika
je odhaleńı d̊uležitých faktor̊u, jež by mohly ovlivnit výsledek projektu.
Nejd̊uležitěǰśı je stanovit správný ćıl a to předevš́ım z obchodńıho hlediska.
Zde přicháźı i prvńı plán projektu, jak dolovat data za správným účelem
projektu, stanoveńı základńıch postup̊u a výběr nástroj̊u a technik. Je d̊uležité
stanovit kritéria pro úspěch z podnikatelského hlediska. Daľśım bodem je po-
drobněǰśı zjǐstěńı o zdroj́ıch dat, vytvořit seznam dostupných zdroj̊u pro pro-
jekt, a to i lidských zdroj̊u a software. Zkoumaná vstupńı data muśı být
zhodnocena, zda by neměla být doplněna nebo modifikována. Na základě
známých fakt̊u je nutné zhodnotit mı́ru rizika, dostupnost zdroj̊u a výši
náklad̊u. Na rozsáhleǰśıch projektech, na kterých spolupracuje velký tým
je dobré sestavit slovńık termı́n̊u.
• Data understanding - (porozumněńı dat̊um)
Zisk dat, nebo př́ıstupu k dat̊um z projektových zdroj̊u, je nutné tato data po-
chopit, k tomu je k dispozici velká řada nástroj̊u. Pomoćı těchto nástroj̊u jsou
data charakterizována a jsou popsány jejich vlastnosti, včetně formátu dat,
množstv́ı dat, popis poĺı každé tabulky a daľśı objevené vlastnosti, pomoćı
nichž je vyhodnoceno, zda data splňuj́ı požadavky. Pro analýzu se zde často
využ́ıvá jednoduchých funkćı, jako nalezeńı minima a maxima, pr̊uměrné hod-
noty, nebo četnosti jednotlivých hodnot. Poté jsou zkoumány data d̊ukladněji
a jsou vytipovány souvisej́ıćı množiny a jejich podmnožiny. Zhodnot́ı se prvńı
hypotézy a jejich vliv na výsledek projektu. Důležité je zhodnoceńı kvality dat,
zda jsou data kompletńı a neobsahuj́ı chyby. Pokud obsahuj́ı chyby, je nutné
vědět, o jaké chyby se jedná, jak jsou časté a jestli mohou ovlivnit výsledek.
• Data preparation - (př́ıprava dat)
Na začátku je d̊uležité zhodnotit technické omezeńı, jako objem dat nebo da-
tových typ̊u. Hlavńı je selekce potřebných atribut̊u (sloupc̊u) a výběr záznamů
(řádk̊u). Muśı být rozhodnuto jaké atributy a záznamy budou vybrány nebo
vyloučeny. Pomoćı vyloučeńı některých záznamů je zvýšena kvalita dat.
T́ım jsou vybrána pouze kompletńı data, je možné chyběj́ıćı data doplnit po-
moćı technik, odhaduj́ıćıch chyběj́ıćı údaje. Při konstrukci dat mohou vznikat
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nové atributy nebo generované záznamy, potřebné pro modelováńı. Často se
slučuje v́ıce zdroj̊u do jednoho společného a vytvář́ı se zcela nové tabulky.
• Modeling - (modelováńı)
V prvńım kroku byl vybrán nástroj pro modelováńı, ale v tomto kroku je nutné
vybrat konkrétńı modelovaćı techniku, která bude použita. Mezi použ́ıvané
techniky patř́ı např́ıklad rozhodovaćı stromy, neuronové śıtě nebo asociačńı
pravidla. Je možné použ́ıt v́ıce modelovaćıch technik a porovnávat výsledky,
což zvýš́ı pravděpodobnost správného výsledku. Některé modelovaćı techniky
maj́ı specifické požadavky na data, které muśı být splněny. Před samotným
modelováńım je dobré sestavit mechanismus na testováńı kvality modelu.
Následuje sestaveńı modelu a nastaveńı parametr̊u a citlivost jednotlivých
modelovaćıch technik pro potřebný výsledek. Na závěr je posuzována přesnost
a kvalita modelu.
• Evaluation - (zhodnoceńı)
V minulém kroku byl model posuzován z hlediska přesnosti a obecnosti.
V tomto kroku je však posuzován z obchodńıho hlediska, zda model splňuje
ćıle projektu, je hodnoceno jestli je model použitelný či nikoliv. K hodnoceńı
kvality modelu slouž́ı dvě množiny, prvńı množina vstupńıch dat, na kterých
se model nauč́ı generovat pravidla, druhá množina slouž́ı k otestováńı pravi-
del. Pomoćı testovaćıch dat lze určit procentuálńı úspěšnost modelu. Výsledky
mohou ukázat daľśı možnosti směřováńı obchodńı taktiky, odhalit nové
výzvy a informace. V okamžiku, kdy se zdá, že jsou výsledky uspokojivé,
je vhodné udělat přezkoumáńı a pod́ıvat se do minulých krok̊u, jestli nedošlo
k přehlédnut́ı chyby nebo některého z významných faktor̊u. Na závěr je sesta-
ven seznam krok̊u daľśıch možných akćı, jak model zlepšit nebo modifikovat.
Nakonec je rozhodnuto zda se modul nasad́ı do praxe nebo jestli bude poslán
zpět k přepracováńı některého z krok̊u.
• Deployment - (uvedeńı do praxe)
Naplánováńı strategie pro nasazeńı do praxe popsána krok po kroku. Po na-
sazeńı do praxe je nutné monitorovat a udržovat. Správná strategie údržby
pomáhá vyhnout se nesprávnému použ́ıváńı. Po zavedeńı do praxe je nutné
zhodnotit zda se nevyskytli nějaké chyby a zjistit co se mělo stát ale nestalo.
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1.3 Cross-selling
Bez Cross-sellingu (kř́ıžový prodej) se v dnešńı době neobejde žádný větš́ı
internetový obchod, právě tato metoda nejv́ıce souviśı s prodejem zbož́ı na internetu.
Cross-selling je marketingová metoda zajǐst’uj́ıćı zvýšeńı tržeb, pomoćı ćılené
nab́ıdky doplňk̊u k zakoupenému zbož́ı. K źıskáńı modelu této metody je potřeba
znát, co si zákazńıci koupili dř́ıve v kombinaci s jiným zbož́ım. To lze zjistit z da-
tabáźı, které si každý internetový obchod ukládá. Z těchto dat jsou doslova vy-
dolována pravidla určuj́ıćı nab́ıdku k vybranému zbož́ı. Pro tento druh dolováńı
se nejčastěji použ́ıvá algoritmus Apriori.
1.4 Software
Pro sestavováńı model̊u je d̊uležité mı́t software, který zná potřebné modely ke
generováńı pravidel a zároveň umı́ pracovat s r̊uznými formáty vstupńıch dat. Výběr
software záviśı na prostředćıch, můžeme si vybrat mezi open source a komerčńım
software. Pro tuto práci byl vybrán komerčńı nástroj IBM SPSS Modeler.
1.4.1 IBM SPSS Modeler
Původně se software jmenoval Clementine a byl vyvinut společnost́ı Inte-
gral Solutions Limited (ISL) ve Velké Británii. Prvńı verze vyšla roku 1994
pod označeńım Clementine 1.0. Tento nástroj se rychle stal obĺıbeným v oblasti
data miningu, hlavně d́ıky použit́ı ikon v grafickém prostřed́ı, což uživatele osvobo-
zovalo od ručńıho psańı kódu v programovaćım jazyce. Ovšem prvńı verze Modeleru
vydaná společnost́ı IBM je až verze 14.2 z roku 2011.
IBM SPSS Modeler je data miningový nástroj určený na analýzu textu a do-
lováńı dat z databáźı. Vytvář́ı prediktivńı modely a provád́ı r̊uzné analytické úlohy
pomoćı grafického rozhrańı, d́ıky kterému může uživatel použ́ıvat data miningové
algoritmy. [3]
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2. Modelováńı v data miningu pomoćı
asociačńıch pravidel
2.1 Asociačńı pravidla
V běžném jazyce se hojně využ́ıvá posuzováńı bud’ a nebo, tato syntaxe je základem
aciačńı pravidla. Jelikož se jedná o jedno z nejstarš́ıch a nejjednodušš́ıch vyhodno-
cováńı, patř́ı mezi nejpouž́ıvaněǰśı prostředky pro reprezentaci znalost́ı. Asociačńı
pravidla jsou spjata předevš́ım s analýzou nákupńıho koš́ıku. V analýze jde o hledáńı
společných vztah̊u mezi jednotlivými atributy, př́ıtomnost jedné položky implikuje
jednu nebo v́ıce položek v jedné transakci.
U nalezených pravidel z dat je d̊uležité naj́ıt vztahy mezi předpokladem
a závěrem.
Ant⇒Con (2.1)
Kde Ant (antecedent, předpoklad) implikuje Con (consequent, závěr). Kombi-
nace kategoríı pro n koš́ık̊u znázorňuje kontingenčńı tabulka (Tabulka 2.1).
Con -Con
∑
Ant a b r
-Ant c d s∑
k l n
Tabulka 2.1: Kontingenčńı tabulka
• a = n(Ant ∧ Con)
Počet př́ıpad̊u kdy je splněn předpoklad a zároveň závěr.
• b = n(Ant ∧ -Con)
Počet př́ıpad̊u kdy je splněn předpoklad a závěr neńı splněn.
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• c = n(-Ant ∧ Con)
Počet př́ıpad̊u kdy předpoklad neńı splněn a závěr je splněn.
• d = n(-Ant ∧ -Con)
Počet př́ıpad̊u kdy neńı splněn předpoklad ani závěr.
Z těchto četnost́ı lze vypoč́ıtat charakteristiky vypov́ıdaj́ıćı o kvalitě nalezeného
pravidla. Základńımi charakteristikami jsou podpora (support) a spolehlivost (con-










2.2 Princip algoritmu Apriori
Algoritmus Apriori slouž́ı k vyhledáváńı frekventovaných množin a k následnému
generováńı asociačńıch pravidel. Snahou algoritmu je nalézt vazby mezi jednotlivými
atributy v databázi, takové že př́ıtomnost jednoho nebo v́ıce atribut̊u implikuje
př́ıtomnost jiných atribut̊u v jedné transakci. Hlavńı snahou je źıskat co nejsilněǰśı
asociačńı pravidla. Pomoćı následuj́ıćıch metrik jsou vybrána nejsilněǰśı pravidla. [2]
• Podpora (support)
Minimálńı práh četnosti množiny položek v celé databázi, vyjádřené v procen-
tech. Pokud množina položek splňuje minimálńı podporu, je pro algoritmus
zaj́ımavá a bude s ńı dále pracovat.
podpora =




Jak moc se lze spolehnout na výsledné pravidla. Spolehlivost je poč́ıtána
pro každý prvek ve frekventované množině a jsou vybrána jen ta nejsilněǰśı
pravidla, tedy jen pravidla splňuj́ıćı zadanou spolehlivost. Každý prvek frek-






2.2.1 Generováńı frekventovaných množin
Generováńı zač́ıná pr̊uchodem databáze a zjǐstěńım všech dostupných atribut̊u.
Z těch je sestavena prvńı jednopoložková množina kandidát̊u, která obsahuje všechny
atributy.
Id objednávky Seznam zbož́ı
1 I1, I2, I4
2 I1, I5
3 I2, I4
4 I1, I2, I4, I5
5 I4, I5
6 I1, I2, I4
7 I2, I4, I5
8 I1, I2, I3, I4, I5
Tabulka 2.2: Databáze objednávek
V tabulce 2.2 je vidět 8 nákupńıch koš́ık̊u, kde každý má sv̊uj seznam zbož́ı.
Právě zbož́ı budeme potřebovat ke generováńı frekventovaných množin. Předt́ım
je však nutné si stanovit vstupńı podmı́nky pro generováńı těchto množin. Pokud
zvoĺıme minimálńı podporu 25%, je vypoč́ıtán minimálńı počet koš́ık̊u, které muśı
obsahovat množinu zbož́ı.
minimalni support =






Pokud je znám minimálńı support, může být sestavena prvńı množina kandidát̊u
C1, která bude obsahovat všechny druhy zbož́ı z nákup̊u. Následně bude sestavena
frekventovaná množina L1 z kandidát̊u, kteř́ı splňuj́ı minimálńı support. Pro zjǐstěńı








Tabulka 2.3: Množina kandidát̊u C1
Z množiny kandidát̊u C1 vybereme pouze prvky splňuj́ıćı minimálńı support,






Tabulka 2.4: Frekventovaná množina L1
Z vygenerované frekventované množiny z tabulky 2.3 sestav́ıme novou množinu
kandidát̊u C2 spojeńım množiny L1 s množinou L1. V tomto kroku je využita vlast-
nost algoritmu Apriori, ten kontroluje jestli každá podmnožina z množiny kandidát̊u
C2 je frekventovanou množinou. Pokud některá z podmnožin neńı frekventovanou








Tabulka 2.5: Množina kandidát̊u C2
Jelikož všechny množiny v množině kandidát̊u splňuj́ı minimálńı podporu
je výsledná frekventovaná množina L2 rovna množině kandidát̊u C2. Následovalo
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by daľśı spojeńı množiny L2 s množinou L2. Takto by algoritmus pokračoval dokud
by byly nalézány frekventované množiny.
2.2.2 Generováńı asociačńıch pravidel
Nalezeńı asociačńıch pravidel se provád́ı pomoćı využit́ı silných množin, odstraněna
jsou pouze pravidla, jejichž confidence nesplňuje minimálńı confidenci. Minimálńı
confidence se voĺı již na začátku, pro tento př́ıklad je určena minimálńı confidence
75%. Např́ıklad z frekventované množiny L2 je vybrána množina {I2, I4}, z ńıž jsou
generována pravidla.




∗ 100 = 5
6
∗ 100 = 83, 3% (2.7)




∗ 100 = 5
7
∗ 100 = 71, 4% (2.8)
Odstraněno je druhé pravidlo, které nesplňuje minimálńı confidenci. Takto jsou ge-
nerována všechna pravidla ze všech nalezených frekventovaných množin. Pro algorit-
mus je nalezeńı silných pravidel nenáročné oproti hledáńı frekventovaných množin.
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3. Analýza nákupńıch koš́ık̊u
Ćılem této práce je zpracováńı úlohy analýza nákupńıho koš́ıku pro předmět data
mining. Pro tento účel byl vybrán nástroj IBM SPSS Modeler určen k realizaci
celých projekt̊u v oblasti data miningu. V tomto projektu bude použit předevš́ım
k analýze dat a následnému zpracováńı dat. Analytická část má za úkol zjistit vše
potřebné o datech, jako jsou chyběj́ıćı hodnoty, nalezeńı extrémńıch hodnot. Pomoćı
údaj̊u z analýzy se budou data moci zpracovat do výsledné podoby, potřebné pro
zpracováńı algoritmem Apriori. Dále bude z analýzy vyplývat, jak často se zákazńıci
vracej́ı, z čehož lze vyvodit závěry, jak k takovýmto zákazńık̊um přistupovat.
Když jsou známa všechna fakta o datech, je potřeba data transformovat
na základě známých informaćı. Provedená transformace nemuśı být konečná, jestliže
daľśı kroky ukáž́ı, že jsou data nedostatečná nebo naopak obsahuj́ı v́ıce informaćı
než je potřeba. Konečná transformovaná data budou uložena do nové datového sou-
boru, který bude následně zpracován. Zpracováńı dat proběhne pomoćı algoritmu
Apriori, obsaženým v IBM SPSS Modeleru. V tomto kroku je d̊uležité nastaveńı
správné citlivosti algoritmu, jinak by výsledek mohl být znehodnocen. Źıskané im-
plikace budou aplikovány a na základě výsledk̊u budou zákazńıkovi nab́ızeny daľśı
druhy zbož́ı.
Pro analýzu nákupńıho koš́ıku je rozhodnuto, pokud je potřeba efektivně
prodávat souvisej́ıćı produkty. Pomoćı analýzy se dozv́ıme, co si zákazńıci nejčastěji
kupuj́ı v kombinaci s jinými produkty. Toto zjǐstěńı je pro majitele internetového ob-
chodu velmi zaj́ımavé, jelikož může těchto znalost́ı využ́ıt k ćılené nab́ıdce produktu,
které zákazńık zat́ım nekoupil. Zákazńıkovi, který má v koš́ıku notebook, tak
bude nab́ıdnuto to, co si lidé nejčastěji kupuj́ı právě s notebookem, jako je taška
na notebook, myš nebo chlad́ıćı podložka. Ćılem prodávaj́ıćıho je tedy nab́ıdnout
zákazńıkovi co nejzaj́ımavěǰśı zbož́ı tak, aby si ho zákazńık koupil.
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3.1 Analýza datového souboru
K dispozici byla pouze ideálńı data, ze kterých nelze źıskat informace z praxe. Tato
data jsou vytvořena pouze k simulaci a jsou nastavena tak, aby z nich bylo možné
vydolovat informace. Proto byla sehnána reálná data z internetového obchodu, která
budou zkoumána.
Před začátkem generováńı pravidel je nutné zjistit podobu dat. Jelikož vstupńı
soubor pro tento projekt je ve formátu xsl, může prob́ıhat analýza v excelu, vzhledem
k množstv́ı dat, by analýza byla časově extrémně náročné. Ovšem v dnešńı době kdy
je data mining hojně využ́ıván existuje spousta nástroj̊u určených právě pro dolováńı
dat. Pro tento projekt byl zvolen IBM SPSS Modeler, který slouž́ı jak k analýze dat
tak i k modelováńı celých projekt̊u. Pomoćı IBM SPSS Modeleru budou data pro-
zkoumána a na základě zkoumáńı modifikována do potřebné podoby.
Na obrázku 3.1 je proud použitý pro analýzu dat. Vstupem do proudu je soubor
export-objednavky.xsl, což jsou data určená pro tento projekt v nezměněné podobě
z internetového obchodu. V uzlu Type se pouze nač́ıtaj́ı hodnoty jednotlivých atri-
but̊u, popř́ıpadě se zde mohou měnit jejich datové typy. Tento proud umožňuje
prozkoumat data pomoćı několika uzl̊u, které odhaĺı některá fakta o datech.
Obrázek 3.1: Proud pro analýzu dat
3.1.1 Data audit
Uzel Data Audit je často použ́ıván k prvotńımu zkoumáńı vstupńıch dat, poskytuje
komplexńı pohled na data. Zobrazuje souhrnné statistiky, histogram a distribučńı
grafy pro každé pole. Uzel má dvě karty použitelné pro zkoumáńı dat prvńı z nich
karta Audit zobrazuje již zmı́něné statistiky a grafy. Na kartě quality je posuzována
kvalita dat, zobrazuje informace o extrémńıch, odlehlých a chyběj́ıćı hodnotách. Po-
skytuje také nástroj pro zpracováńı těchto dat.
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Obrázek 3.2: Zobrazeńı karty quality z uzlu Data Audit
Z auditu dat zobrazeném na obrázku 3.2 je patrná struktura souboru, který
obsahuje šest atribut̊u (sloupc̊u) a 49 428 záznamů (řádk̊u). Po pr̊uchodu sou-
boru bylo zjǐstěno, že každý záznam obsahuje jeden produkt v koš́ıku, takže v́ıce
záznamů se společným ID objednávky tvoř́ı jeden nákupńı koš́ık. Proto bude nutné
v př́ıpravě dat přetransformovat data do podoby, kde jeden záznam bude obsaho-
vat jeden nákupńı koš́ık. Ze sloupce Unique je patrný počet kategoríı obsažených
v souboru. Ovšem 203 kategoríı je pro sestavováńı modelu př́ılǐs mnoho. Bylo
vyzkoušeno, že s takto velkým množstv́ım kategoríı neńı možné naj́ıt společné
množiny.Z pr̊uchodu internetových stránek je patrné, že se jedná o podkategorie.
Proto je nutné tyto podkategorie sloučit do př́ıslušných kategoríı.
Obrázek 3.3: Zobrazeńı karty quality z uzlu Data Audit
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Z karty quality auditu dat bylo zjǐstěno, že 58% dat neńı kompletńı což je vidět
na Obrázku 3.3. V ID kategorie a Název kategorie produktu je spousta chyběj́ıćıch
hodnot, což může být problém, jelikož právě atribut Název kategorie produktu bude
pro projekt nejd̊uležitěǰśı a je nutné źıskat pouze data obsahuj́ıćı tento atribut.
3.1.2 Histogram ID objednávky
Do histogramu vstupuj́ı již kompletńı data, v uzlu Odstraněńı došlo k selekci dat bez
chyběj́ıćıch prvk̊u. U vybraných dat bylo spoč́ıtáno, kolik záznamů obsahuje jeden
nákupńı koš́ık, jednotlivé koš́ıky byly setř́ıděny podle ID objednávky tak, aby bylo
patrné, jaký byl vývoj počtu nákup̊u na koš́ık v čase.
Obrázek 3.4: Počet nákup̊u na ID objednávky
Z histogramu na obrázku 3.4 je patrný nár̊ust okolo hodnoty ID objednávky
9 000, takže na jeden koš́ık připadá v pr̊uměru až dvakrát v́ıce zbož́ı. Tento nár̊ust
lze vysvětlit velkou obchodńı kampańı, která nalákala zákazńıky ke koupi zbož́ı z ob-
chodu. Po pr̊uchodu dat je však patrné, že d̊uvod je zcela jiný. Do ID objednávky
8 914, nejsou kompletńı data u názv̊u kategoríı produktu.
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3.1.3 Počet návrat̊u zákazńıka
Z obchodńıho hlediska je dobré vědět jaćı zákazńıci se vraćı a nakupuj́ı pravi-
delně, o takové zákazńıky je potřeba se starat, aby neutekli ke konkurenci. Věrným
zákazńık̊um jsou nab́ızeny výhody ve formě bonus̊u, slev nebo dárkových poukaz̊u.
Proč se ale starat o několik zákazńık̊u, kteř́ı se vraćı? Odpověd’ je jednoduchá,
protože je známo, že náklady na udržeńı stávaj́ıćıch uživatel̊u jsou několikanásobně
menš́ı, než na zisk nových zákazńık̊u. Nejde však jen o peněžńı stránku, ale i o
čas strávený nad reklamńı kampańı a administrativou, která však nakonec nemuśı
mı́t žádnou odezvu. Z Obrázku 3.5 je patrné, kteř́ı zákazńıci se nejčastěji vracej́ı
do tohoto obchodu.
Obrázek 3.5: Počet návrat̊u zákazńık̊u
3.2 Př́ıprava dat
Z analýzy dat je zřejmé, že data muśı být restrukturalizována a některé záznamy
muśı být odstraněny. Pr̊uběh př́ıpravy dat je zobrazen na obrázku 3.6.
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Obrázek 3.6: Proud pro př́ıpravu dat
Vstupem do proudu jsou p̊uvodńı data, která pomoćı několika uzl̊u budou
změněna do potřebné podoby. Jednotlivé uzly jsou popsány na daľśı stránce.
• Odstraněńı mezer a užitečná data
V uzlu Odstraněńı mezer jsou odstraněna prázdná mı́sta z atributu název
kategorie produktu. V následuj́ıćım uzlu Užitečná data jsou vybrána pouze
data s ID objednávky vyšš́ı než 8 914, protože právě do této objednávky
je častý výskyt prázdných mı́st. U vyšš́ıch ID objednávky je počet výskyt̊u
prázdných mı́st zanedbatelný a nemá velký vliv na výsledná pravidla.
• Kategorie
Zde se provád́ı sloučeńı podkategoríı do kategoríı podle internetového obchodu.
Jelikož se nejčastěji kupuj́ı trička a mikiny, bylo rozhodnuto, že tyto dvě ka-
tegorie se rozděĺı do podkategoríı a to pánská, dámská a dětská. Výsledných
implikaćı je s takto rozdělenými kategoriemi v́ıce, než v př́ıpadě kdy jsou pouze
kategorie trička a mikiny.
• Restrukturalizace
Konečné sloučeńı jednotlivých řádk̊u do jednotlivých koš́ık̊u podle ID ob-
jednávky. Výstupem z tohoto uzlu jsou data, kde v prvńım sloupci je ID ob-
jednávky a v daľśıch kategorie. Pro každý koš́ık jsou v jednotlivých sloupćıch
hodnoty T nebo F, podle toho, zda v koš́ıku byl produkt z dané kategorie (T)
či nikoliv (F).
• Název kategoríı a nákupńı koš́ıky
Pouze kosmetická úprava jednotlivých atribut̊u, jelikož uzel restrukturalizace
automaticky přidá prefix každé kategorii. Nakonec jsou data exportována
do souboru v uzlu nákupńı koš́ıky.
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3.3 Modelováńı
V této fázi projektu docháźı k źıskáńı p̊uvodńıch požadavk̊u, v tomto př́ıpadě k vyge-
nerováńı asociačńıch pravidel pomoćı algoritmu Apriori. Je nutné nastavit správné
vstupńı podmı́nky algoritmu, abychom nalezli implikace. Optimálńımi vstupńımi
podmı́nkami jsou confidence 30% a minimálńı support 3%. Je zřejmé, že vstupńı
podmı́nky jsou ńızké, to je zapř́ıčiněno předevš́ım velkou spoustou jednopoložkových
nákup̊u.
Obrázek 3.7: Proud pro generováńı asociačńıch pravidel
Před samotným generováńım pravidel pomoćı Apriori se pod́ıváme na vzájemné
vztahy všech druh̊u zbož́ı. Pavučinový graf z obrázku 3.8 zobrazuje četnost
společných výskyt̊u jednotlivých položek v jednom nákupńım koš́ıku, śıla čáry určuje
četnost společných výskyt̊u. Nejčastěji zákazńıci kupuj́ı pánská trička s pánskými mi-
kinami, tento vztah by měl být zřejmý i ve vygenerovaných asociačńıch pravidlech.
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Obrázek 3.8: Pavučinový graf vztah̊u mezi položkami
Datový tok vstupuj́ıćı do uzlu Apriori vygeneruje krystal, v němž jsou zobra-
zeny nalezené implikace. Vygenerované implikace podle vstupńıch podmı́nek jsou
zobrazeny na obrázku 3.9. Implikace jsou znázorněny dle následuj́ıćıho vztahu.
X⇐A & B & C & ... (3.1)
X znázorňuje sloupec consequent (závěr), předpoklady (sloupec antecedent) jsou
znázorněny pomoćı hodnot A, B, C, atd. Aby bylo možné nab́ıdnout zákazńıkovi
závěr, muśı být splněny všechny předpoklady. Ostatńı sloupce popisuj́ı statistické
hodnoty jednotlivých implikaćı.
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Obrázek 3.9: Nalezené implikace
• Instances
Suma koš́ık̊u splňuj́ıćıch předpoklad.
• Support
Kolik procent ze všech koš́ık̊u splnilo předpoklad.
• Confidence
Procento př́ıpad̊u, kdy byl splněn předpoklad a zároveň závěr. Výpočet
je prováděn pouze z koš́ık̊u, které splnily předpoklad. Tento atribut určuje
mı́ru spolehlivosti pravidla.
• Rule support
V kolika procentech všech koš́ık̊u se objevil předpoklad i závěr.
• Lift
Zlepšeńı pravidla, kolikrát je pravidlo lepš́ı při použit́ı předpokladu, než





• Deployability Procento př́ıpad̊u, kdy byl splněn předpoklad, ale závěr ne.
Pro tyto př́ıpady je pravidlo použito a je nab́ıdnut zákazńıkovi závěr.
Deployability = support− rule support (3.3)
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3.4 Nasazeńı
Uvedeńı do praxe v Modeleru lze nasimulovat. Do koš́ıku je vložen zákazńık̊uv
nákup a na základě vygenerovaných pravidel rozhodne uzel Apriori co zákazńıkovi
nab́ıdnout. Např́ıklad zákazńık má v koš́ıku dámskou mikinu a pánské tričko, v uzlu
nab́ıdka bude doporučeńı daľśıho zbož́ı.
Obrázek 3.10: Doporučeńı nákupu
Po pr̊uchodu uzlem Apriori budou zákazńıkovi nab́ıdnuty dva produkty, které
splňuj́ı předpoklad.
Obrázek 3.11: Doporučené produkty
Nab́ıdku lze ověřit, na obrázku 3.9 je předpoklad dámská mikina s pánským
tričkem dvakrát a jako své závěry má právě dámské tričko a pánskou mikinu.
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4. Implementace aplikace
Hlavńım ćılem je naprogramovat aplikaci umožňuj́ıćı zpracováńı připravených dat
algoritmem Apriori. Spustitelná aplikace bude nač́ıtat data ve formátu csv [8].
P výběru dat lez nastavit atributy a citlivost pro algoritmus. Pokud jsou dostupné
osobńı informace o zákazńıćıch, lze generovat pravidla pouze pro určité skupiny
zákazńık̊u. Źıskané implikace budou zobrazeny v tabulce společně se statistickými
údaji o implikaćıch. Uživatel použ́ıvaj́ıćı aplikaci může simulovat nákup a pomoćı
źıskaných implikaćı nab́ıdnout daľśı produkty.
Aplikace byla navržena v jazyce Java, jako podpora pro předmět data mining.
Pro jazyk Java bylo rozhodnuto předevš́ım kv̊uli tomu, že je multiplatformńı. Proto
jej studenti budou moci použ́ıvat bez ohledu na vlastńı operačńı systém. Aplikace
byla navržena tak, aby simulovala chováńı algoritmu Apriori v IBM SPSS Modeleru
a nav́ıc mohla generovat pravidla pouze na ćılené skupiny.
4.1 Návrh grafického rozhrańı
Grafické rozhrańı slouž́ı předevš́ım ke snadněǰśı manipulaci s algoritmem. Jeho
podoba je znázorněna na obrázku 4.1 s již vygenerovanými pravidly ze souboru
z př́ıpravy dat. Do aplikace je možné nahrávat pouze csv soubory v horńı části
rozhrańı pomoćı tlač́ıtka vybrat. Po výběru se celý soubor projde a zjist́ı se jeho
atributy, které mohou být, bud’ jednotlivé druhy zbož́ı nebo osobńı informace
o zákazńıkovi, ty jsou zobrazeny v levé části aplikace. Jako posledńı možnost je zvo-
leńı citlivosti algoritmu pomoćı nastaveńı minimálńıho supportu a minimálńı con-
fidence, kde obě hodnoty jsou zadávány procentuálně. Po vygenerováńı pravidel
se v pravé části zobraźı tabulka s nalezenými implikacemi, které mohou být vy-
zkoušeny pomoćı tlač́ıtka nákup. To vytvoř́ı nové okno s položkami a dle vybraného
zbož́ı se zobraźı nab́ıdka.
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Obrázek 4.1: Vzhled grafického rozhrańı
4.2 Hierarchie ťŕıd
V př́ıloze A je znázorněn diagram tř́ıd, kde jsou vidět vazby mezi tř́ıdami. Je zřejmé,
že tř́ıda Data je jádrem této aplikace a ř́ıd́ı téměř celý program, poskytuje data pouze
pro tř́ıdu GUI, která ř́ıd́ı veškerou komunikaci s uživatelem a zobrazuje výsledná
data. K uchováńı atribut̊u a jejich proměnných je zde tř́ıda HeadItems. Z tř́ıdy
GUI je možné spustit pouze GUIBuy, ta slouž́ı k ověřeńı vygenerovaných implikaćı.
V tř́ıdě FrequentItemsL jsou generovány frekventované množiny a je zde prováděno
generováńı kandidát̊u a odstraněńı množin nesplňuj́ıćıch support. Položky ve frek-
ventovaných množinách jsou reprezentovány instancemi z tř́ıdy ItemSet. Abstraktńı
tř́ıda Reader slouž́ı pouze k děděńı a jej́ım potomkem je CSVReader, ten poskytuje
data z vybraného souboru. Podrobněǰśı popis tř́ıd je popsán ńıže.
4.2.1 Zisk dat
Pro zisk dat slouž́ı abstraktńı tř́ıda Reader slouž́ıćı pouze k děděńı, byla použita
předevš́ım kv̊uli možnosti nač́ıtat daľśı vstupńı formáty souboru. Jednotné zpra-
cováńı všech vstupńıch soubor̊u neńı možné, jelikož každý formát má charakteristic-
kou strukturu. Prozat́ım jsou nač́ıtány pouze csv soubory, které zpracovává potomek
této tř́ıdy CSVReader.
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Prvńı volaná metoda, bez ohledu na to, jaký je formát vstupu, je metoda
getHeadItems. Jako parametr je předávána cesta k souboru. Metoda vraćı pole
string̊u s názvy atribut̊u a zároveň je v ńı nastaveno počet transakćı obsažených
ve vstupńım souboru (setNumberOfShoping). Počet transakćı je d̊uležitý pro výpočet
minimálńıho supportu a confidence.






4.2.2 Čteńı z csv souboru
CSVReader je potomek tř́ıdy Reader, zpracovává vstupńı soubory ve formátu csv.
Tato tř́ıda poskytuje data ze souboru a informace o něm ostatńım tř́ıdám, prob́ıhá
zde i filtrováńı dat podle osobńıch informaćı zákazńıka. Pokud je nastaven filtr,
tak metoda getData vraćı pouze vyfiltrovaná data. Na obrázku 4.2 je znázorněn
vývojový diagram metody getData.
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Obrázek 4.2: Zisk dat ze souboru
V cyklech while se čte celý soubor a je nač́ıtán po řádćıch, ty jsou rozděleny podle
středńıku do pole string̊u. Je-li nastaven filtr, data jsou filtrována pomoćı index̊u
filtrovaných atribut̊u a k nim přǐrazených hodnot, které maj́ı být vyfiltrovány.
Metoda getHead vraćı pouze hlavičku souboru, tedy všechny atributy obsažené v sou-
boru. Pomoćı pozic těchto atribut̊u vraćı metoda getFlags hodnoty svých atribut̊u,
to je nutné abychom mohli nastavit filtrováńı v grafickém rozhrańı. Jestliže je zvo-
leno filtrováńı podle některého atributu, volá se funkce setFilter. Ta nastav́ı indexy
a s nimi spjaté hodnoty určené pro filtrováńı a také přepoč́ıtá hodnotu numbe-
rOfShoping tak, aby odpov́ıdala počtu vyfiltrovaných koš́ık̊u.
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4.2.3 Uchováńı atribut̊u
Pomoćı instance tř́ıdy HeadItem jsou uchováván potřebná data o atributech.
Pro aplikaci jsou uchovány hodnoty jméno, index, možné hodnoty atributu. Po-
kud je nastaven filtr ulož́ı se vybraná položka.
public HeadItem(String name, int index) {
this.setName(name);
this.setIndex(index); }
Již v konstruktoru muśı být uvedeny proměnné name a index, jelikož jsou po ce-
lou dobu běhu programu spolu spjaty. Ostatńı metody v této tř́ıdě jsou pouze gettery
a settery použitých proměnných.
4.2.4 Zprosťredkováńı informaćı
Jádrem celé aplikace je tř́ıda Data, která provád́ı veškerou komunikace s grafickým
rozhrańım, poskytuje k dispozici nejen výsledné implikace, ale už od začátku pro-
gramu předává d̊uležitá data potřebná k zobrazeńı uživateli tak, aby mohl uživatel
nastavovat filtry a atributy, které budou ovlivňovat výsledek. Uchovává v sobě
potřebné informace o všech atributech, jejichž informace jsou uloženy v poli He-
adItem. Toto pole je naplněno hned v konstruktoru, který také přij́ımá cestu k vy-
branému souboru, po nastaveńı cesty jsou vygenerovány informace o atributech
ze souboru. Většina metod zajǐst’uje r̊uznou komunikaci, takže jenom přij́ımaj́ı nebo
odeśılaj́ı informace, některé metody zpracovávaj́ı přijatá data do potřebné podoby.
Pro samotné generováńı frekventovaných množin slouž́ı metoda run, která přij́ımá
vybrané atributy, support, confidenci a maximálńı n-položkovou množinu kandidát̊u.
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Obrázek 4.3: Zisk dat ze souboru
Vstupem do metody jsou parametry ovlivňuj́ıćı generováńı frekventovaných
množin v každém kroku cyklu se vygeneruje nová frekventovaná množina, pokud
je však množina prázdná nebo překroč́ı maximálńı úroveň (Ln), je posledńı množina
smazána ze seznamu.
4.2.5 Frekventované množiny
V programu jsou reprezentovány instanćı tř́ıdy FrequentItemsetsL, která se stará
o vygenerováńı množiny kandidát̊u. Po vygenerováńı kandidát̊u jsou odstraněny
množiny, jež nesplňuj́ı pravidlo o frekventovaných množinách (každá podmnožina
muśı být zároveň frekventovanou množinou ). Pr̊uchodem souboru jsou zjǐstěny sup-
porty množin a odstraněny ty, jež nesplňuj́ı minimálńı support. Pro výpočet pravidel
jsou zde vygenerovány všechny podmnožiny z těchto množin.
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Obrázek 4.4: Generováńı frekventované množiny
Vstupem jsou položky z minulé frekventované množiny, ty jsou pomoćı dvou
for cykl̊u spojeny, tak se vytvoř́ı množina kandidát̊u pro tvorbu je d̊uležitá metoda
compTwo, která rozhodne zda, jsou obě položky vhodné ke spojeńı, pokud ano je vy-
tvořena nová položka. Poté prob́ıhá odstraněńı nefrekventovaných množin a vzniká
nová frekventovaná množina.
4.2.6 Nalezeńı implikaćı
Položky ve frekventovaných množinách reprezentuj́ı instance tř́ıdy ItemSet,
ve kterých docháźı k nalezeńı implikaćı. V metodě getImplication se posuzuje, jaká
pravidla splňuj́ı zadané vstupńı podmı́nky a pro ty vypoč́ıtává statistické údaje.
Všechny nalezené implikace jsou volány do frekventované množiny, tam se odstraňuj́ı
duplicitńı záznamy, po odstraněńı jsou nalezené implikace předány grafickému roz-
hrańı.
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4.2.7 Ově̌reńı nalezených implikaćı
Nalezené implikace lze lehce otestovat př́ımo v aplikaci pomoćı tlač́ıtka nákup,
to otevře nové okno, kde je možné zadat, co má zákazńık v nákupńım koš́ıku
a na základě obsahu jeho koš́ıku jsou vypsány druhy zbož́ı, které maj́ı být nab́ıdnuty.
Obrázek 4.5: Ověřeńı nalezených implikaćı
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5. Závěr
Ćılem bakalářské práce je provést analýzu nákupńıho koš́ıku, nalézt d̊uležité faktory
v datech, zjistit vztahy mezi daty a nalézt v nich implikace pomoćı asociačńıho algo-
ritmu Apriori. Naprogramovat aplikaci určenou pro generováńı asociačńıch pravidel
a vysvětleńı algoritmu. Dále pak program a analýzu zpracovat jako e-learningovou
podporu pro předmět data mining. V teoretické části je rozeb́ırána problematika
spjatá s t́ımto projektem, předevš́ım metodologie CRISP-DM, podle které prob́ıhala
celá analýza nákupńıho koš́ıku.
Pro zpracováńı bakalářské práce byla použita data z internetového obchodu.
Analýza dat byla provedena data miningovým nástrojem IBM SPSS Modeler.
Na základě analýzy se odstranily nepotřebné nebo zkresluj́ıćı záznamy a byly zjǐstěny
některé faktory d̊uležité pro využit́ı v marketingu. Data bylo nutné přetransformovat
do podoby vhodné pro algoritmus Apriori sloučeńım záznamů, které obsahuj́ı jednu
objednávku. Na závěr proběhlo modelováńı, nalezeńı a ověřeńı implikaćı.
Aplikace byla naprogramována v jazyce java tak, aby byla nezávislá na operačńım
systému. V aplikaci je možné prohlédnout si, jak algoritmus Apriori funguje.
Z předzpracovaných dat z analýzy lze vygenerovat implikace, které se zobraźı v ta-
bulce. Pokud jsou dostupná data o zákazńıćıch, je možné generovat pravidla pouze
pro určitou skupinu lid́ı. Źıskané implikace pomoćı programu se shoduj́ı s nalezenými
implikacemi d́ıky IBM SPSS Modeleru, při stejném nastaveńı vstupńıch podmı́nek.
Tyto implikace je možné vyzkoušet v aplikaci, nebo je uložit do souboru a použ́ıt
v praxi.
K nalezeńı implikaćı by bylo možné do aplikace přidat daľśı algoritmy, výsledky
by se porovnávaly a vybrány by byly jen ty nejlepš́ı. Také je možné program rozš́ı̌rit
o možnost źıskáńı implikaćı v časovém rozmeźı.
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Dostupné z: http://www.laits.utexas.edu/ anorman/BUS.FOR/course.mat/A-
lex/
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Dostupné z: http://www.usc.edu/dept/ancntr/Paris-in-LA/Analysis/discove-
ry.html
[6] SAS Enterprise Miner. [online]. [cit. 2014-05-16].
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