Conjugate gradient (CG) methods are the most prominent technique for solving large-scale unconstrained optimization problems, due to its robustness, low memory requirement, and global convergence properties. Numerous studies and modifications have been carried out recently to improve these methods. In this paper, a new modification of a CG coefficient that possesses the global convergence properties is presented. The global convergence result is validated using exact line search. Several numerical experiments showed that, the proposed formula is found to be robust and efficient when compared to other CG coefficients.
Introduction
The nonlinear conjugate gradient method is modeled to solve the following unconstrained optimization problem:
where
is a continuously differentiable function. The iterative formula for solving CG method is expressed as ,..., 2 , 1 , 0 ,
where k x is a current iterate point, [17] , PolakRibière-Polyak (PRP) [2] , Hestenes-Stiefel (HS) [11] , Liu-Storey (LS) [20] , DaiYuan (DY) [21] , and conjugate descent (CD) [16] are given below Many researchers have studied the global convergences of the above methods. Zoutendijk [5] was the first to proof the global convergence of the FR method with exact line search. But later Powell [10] disapproved this and pointed out that the FR method has shown poor performance in practicality due jamming phenomenon. It was believed that PRP method is the most reliable CG method, but its convergence for general nonlinear function is uncertain [19] . However, Powell [9] showed that with an exact line search, PRP method might not converges and could cycle infinitely. For a sample research conducted to study the properties of CG methods, please refer to Al-Baali [8] , Wei et al. [22] , ToutiAhmed and Storey [3] , Gilbert and Nocedal [6] , Hager and Zhang [18] , Abashar et al. [1] and Rivaie et al. [12, 13, 14] .
In this paper, we present our new k  and compared its performance with the classical formulas FR, PRP and RAMI method (see Rivaie et al. [13] ). The remaining sections of the paper will be organised as follows: In Section 2, a new CG as well as a general algorithm for CG methods will be presented. In Section 3, we will show the sufficient descent and global convergence proofs of our new method. Numerical results and discussions will be presented in Section 4. Finally, our conclusion based on these comparisons will be drawn in Section 5.
New proposed method
Recently, Rivaie et al. [13] proposed a new nonlinear conjugate gradient formula defined by ) (
Motivated by the above, we propose our new 
The algorithm is given as follows:
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Step2: Compute k  based on (6), (7) Step5: Updating new point based on iterative formula (2).
Step6: Convergent test and stopping criteria.
Otherwise go to Step 2 with . 1   k k
Convergent analysis
In this section, the convergent properties of RMAR k  will be studied. We begin with the sufficient descent condition.
Sufficient descent condition
For sufficient condition to hold,
The following theorem shows that our new formula with exact line search satisfies the sufficient descent condition.
Theorem 1
Consider a CG method with search direction (4) and RMAR k  given as (12) , then condition (13) holds for all k ≥ 0.
Proof.
The proof is by induction. If 0
. Hence, condition (13) holds true. We also need to show that for all 0  k , condition (13), will also hold true. From (4) multiply both sides by
For exact line search, we know that 0 
Secondly, there is need to simplify 
Therefore, 
The proof of the above lemma can be found in [5] . The following convergent theorem of the CG method is based on Lemma 1.
Theorem 2
Suppose that Assumptions 1 hold, consider any CG methods of the form (2) and (4), k  is obtained by exact line search (3) and k  is determined by (12) . Then
Proof.
Rewriting (4) as
, and squaring both sides of the equation, we obtain
Substituting (16) into (19), we have
We have already proven that sufficient descent condition holds. Therefore, we know that
Hence, from (20), 
Multiplying both sides of (21) with 
Based on Lemma 1 we know that
This will imply that if Theorem 2 is not true, then we have
and from (22) 
Numerical results
In this section, we carried out some numerical experiments to test Algorithm 2.1, we utilize some of the test problems considered in Andrei [15] Figures 1 and 2 , respectively, based on the performance profile introduced by Dolan and More [4] .
The idea behind this performance profile is to evaluate and compare the performance of the set solvers S on a test P. Supposing that solvers and problem exists, for each problem p and solver s, they defined tp,s= computing time required to solve problems p by solver s (the number of iteration or CPU time). There is need for baseline for comparisons; we examine the performance on problem p by solver s with the best performance by any solver on this problem, that we utilize the performance ratio 
