Abstract-In robotics, controlling the robot by imitating human posture is going to be a tendency. To accomplish the objective of the posture imitation via the robot, there are two main points: extracting useful information from the human motion and solving the falling problem caused by the insufficient sense of balance of the robot. This paper presents a conceptual approach for human posture imitation with balance control on the humanoid robot. First, this paper uses Kinect to capture the human motion and extract key posture by calculating dissimilarity value. Furthermore, the same key postures are clustered via Online Clustering method. Finally, the Balance Learning is used to rebuild the sense of balance of the robot. The experiment results show that the proposed method can achieve the objectives of imitating human postures.
INTRODUCTION
In recent years, humanoid robots have become a popular research topic; so many researchers take many efforts on these topics [1] . One of the key issues about humanoid robots is the postures. On the other hand, how to design postures is not a simple work for non-professional people. Many researchers transfer human behaviors to humanoid robots by using the imitations or demonstrations [2] . These postures make the robots more flexible to develop the robot applications. Therefore, how to transfer demonstrator's motions is an important issue. To imitate the human postures [3] , two important factors are derived. The first factor is to retrieve useful information from the human's motions. To get the human's motions, the motion capture is introduced to get the information [4] . Many powerful devices called somatosensory devices can get these data. They record 3D positions per second by using the high-speed depth cameras. The second factor is to solve the failing down problem. In [1] , because the degree of freedom of human is higher than robots, the human's motions cannot map to the humanoid robots directly. To decrease the difference, machine learning methods can be used to achieve the goal [2] . The learning methods are used to adjust the angles and some parameters to accomplish these tasks. The center of press (COP) is determine whether the adjustment good or not [5] . To let the humanoid robots imitate the human's postures, a somatosensory device called Kinect track the skeleton from human. Therefore, the frequency of data is generated very fast. So, the amount of data is huge; this problem may influence the robots' efficiency. Since the humans' motions are usually regular and repetitious, the similar postures can waste the storage space and influence the efficiency of the system. So, the analysis of the postures becomes an imperative problem. To deal with the problem, the idea of the key postures is percolated from the whole postures [7] . A famous method call Key-Posture Identification method (KPI) is proposed to determine which postures belong to key postures [8] . Sometimes, the key postures have high similarity, but they can be viewed as the different postures. An online clustering method classifies the all key postures, so the key postures with high similarity are clustered in the same group. To imitate the humans' postures, the robots should implement these postures stably [9] . Unfortunately, the robots still lack the abilities to balance their body; this situation just likes babies to learn walking. So, the machine learning methods are used to help the humanoid robots adjust their pose to achieve the balance. A humanoid robot, NAO is use to demonstrate the learning efficiency in the experiment section. This paper is divided into five Sections. The contents of each section are organized as follows. In Section II, the background knowledge is shortly introduced; In Section III, the detailed methods of posture data acquisition and learning balance method are explained. In Section IV, the simulation and experiment results are reported to verify our proposed method. Finally, Section V concludes this paper and describes the future works.
II. BACKGROUND

Reinforcement Learning
Reinforcement Learning (RL) [10] makes the learning agents interact with environment. The agents have no any priori knowledge about the environment, so they use trail-anderror methods to accumulate experiences and update the learning policy. After updating the learning policy many times, the agents can select a sequence of the good decisions to achieve the goal. In other words, the concepts of RL are that the agents learn how to maximize the long-term reward in the learning process. Q-Learning, proposed by [11] is a modelfree method. The agent perceives the environmental information, named state s t , and it selects an action a. It transit to the next state s t+1 and the environment will return a Proceedings of 2016 International Conference on Advanced Robotics and Intelligent Systems Taipei Nangang Exhibition Center, Taipei, Taiwan, 31 August~2 September, 2016 reinforcement signal r t+1 at the same time. The signal is used to evaluate the decision-making. If the environment returns a good signal, the decision will be enhanced. Otherwise, the decision will be weakened. The Q-function is used to adjust the learning policy. (1) where β(0 β 1) is a learning rate and γ(0 γ 1) is a discount factor. After iteration many times, the Q-values converge to Q * [11] .
III. POSTURE IMITATION AND LEARNING BALANCE FOR HUMANOID ROBOTS
The main concepts in this paper are to allow the humanoid robots to achieve human-like postures. In this section, the proposed methods retrieve the key postures from the human postures and an online clustering method is used to classify the key postures with high similarities. The next phase is to introduce a balance method to solve the falling down problem.
Human-Like Posture Imitation
To retrieve humans' postures, the motion capture is necessary. Motion capture is the process of getting the humans' postures, and there are many powerful devices to track the human body, called the somatosensory devices. In this paper, the Kinect devices are uses to get the skeleton posture from human body. As shown in Fig. 1 , the skeleton from humans' postures is transferred to the robot coordinate systems. By tracking skeleton, the devices are able to get twenty body joints, shown as Fig. 1(a) . The red circles in this figure represent body joints of human. These positions of each body joint mapped to the Kinect coordinate system are shown in Fig. 1(b) . In this phase, we can get twenty body joints in the Kinect coordinate system which means the human's joint coordinate. To implementing the human-like posture on a humanoid robot, transferring the human's joint coordinates from Cartesian space to robot joint space is necessary. The robot coordinate system is shown in Fig. 1(c) . The demonstrator stands in front of the Kinect device; the human's joint coordinates with respect to the robot coordinate system are obtained by matrix 
where K means the Kinect coordinate system and the R represents the robot coordinate system. This matrix transfers the human's joint coordinate from the Kinect coordinate system to the robot coordinate system. After getting the robot joint coordinate, it maps each joint frame to coordinate system by using transformation matrix, which can get the relationship between links. An example shows the relationship between the shoulders joint to the elbow joint depicted in Fig. 2 . If the shoulders joint is set as origin point, then the coordinate of the elbow joint with respect to the origin point is (p x , p y , p z ). The Law of Cosines is introduced to calculate the rotation angle shown as follows. Human motions are composed by a sequence of postures; they are always repetitious and regular. So, some motions have high similarities. According to this hypothesis, the concepts of key postures are introduced to retrieve from the human's postures. On the other hands, the postures with high similarities waste the storage space and computational time. The KPI methods are used to calculate the dissimilarities and to determine the key postures [8] . However, this method derives some problems. First, the speed of the movement affects the identification results. Second, when human's motions change a little, the dissimilarly value become very high. It cannot efficiently retrieve the postures with high similarities to form the key postures. This paper proposes a method to retrieve the key postures. The comparable equation is shown as follows. (4) where ρ i means the dissimilarity value which compares its previous posture i-1 and next posture i+1. N is the number of joints, ϕ i,j represents the angle of the joint j of the posture i, j is the average of the angle for all postures in joint j, σ i is the standard deviation of the posture i. When the dissimilarity value is larger than the threshold, this posture is set as a key posture. However, after retrieving the human's motions, key postures with high similarities easily appear in different order. To furthermore solve this problem, an online clustering method is proposed. The online clustering method classifies the key postures because postures are composed by the angles of all joints. This method compares the inputted posture with the center point of each cluster to calculate the similarity. The similarity between two inputted vectors is calculated by using Euclidean distance as follows:
where N is the number of joints or dimensions, a represent the number of cluster, When classifying an inputted posture; the classification has two different situations. First, if the closest similarity D is large than the threshold δ j for each dimension, the new cluster will be created. Second, the inputted posture activates the clusters a , and the information of the cluster will be updated. The information has the number of posture, 
Learning Balance Method
After getting a set of key postures, this key posture set is to implement by the humanoid robot. Sometimes, the robot meets the falling down problem. Human maintain their own body depending on sense of balance. To solve the problem, machine learning method is used to establish sense of balance for the robots. Based on the Q-Learning, this paper sets four force sensors on the robot's feet as shown in Fig. 3 Fig. 3 . In Fig. 3(a) , the COP's position in SSP is obtained by equation (6) and equation (7). In DSP, the COP's position of the left foot is (X L , Y L ) and COP's position of the right foot is (X R , Y R ). So, in DSP, the COP's position of two foots is calculated to estimate the Projection of Center of Mass (PCOM) by the equation (8) and equation (9) .
where F L and F R are the sum of force value of two foots, respectively. (X L , Y L ) and (X R , Y R ) are calculated by equation (8) and equation (9) for two foots, respectively. In DSP, the PCOM point is normalized by the distance in x-direction and the distance in y-direction between two feet. The distance in x-direction dx and the distance in y-direction dy are calculated by the posture of two legs as depicted as Fig 3. (b) . In Fig. 4 , the COP's position and PCOM's position are transferred to discrete state spaces. In Fig. 4(a) , the soles of feet are discretized into nine regions which represent the stable quality. When the robot falls down; these force values are all zero. The situation stays in state 0. Therefore, the state 5 is set to a stable region. The boundary parameters, A, B, C, D are acquired from the experiment. Suitable regions are evaluated for the robot by testing whether it's stable or not. In DSP, the postures are supported by two legs, so the stable region isn't set too strict as shown in Fig. 4(b) . Because of the state transition, it is a critical issue to design an action space for the robot. In the state space, the COP's and PCOM's position are used to define balance situations. This paper uses twenty four actions to form the action set which is obtained by experiment test to achieve state transition. Just like the way human learning balance, full-body with a minimal sway is adjusted to maintain the center of gravity. The moving of body limb leads the COP's and PCOM's position to move, there is a rule to adjust the body. To imitate the full-body, the body balance includes two parts, lower body and upper body. These concepts are introduced in [12] . The adjustable rules in this paper separate the body into two parts, upper body (UB) and lower body (LB). In UB part, a left-arm waves away from the body that causes the COP's and PCOM's position to leave for the stable region. To find the moving tendency of the COP's and PCOM's position, the adjustment is combined with UB and LB parts. In Fig. 5 , the UB part includes two joints on left shoulder and two joints on right shoulder. The LB part obviously influences the posture balance and it adjusts more joints than the UB part (e.g. two joints of left hip, two joints of right hip, one left knee joint, one right knee joint, two joints of left ankle and two joints of right ankle). Considering the stationary actions, the actions included in action set is 25.
The reward function is used to determine whether the actions are good or not after each decision-making. During the learning process, the robot decides an action based on learning policy. After the state transition, the robot receives a corresponding reinforcement signal from the environment. After a long-term learning, the robot will optimize its policy by the cumulative reward. For learning balance, the COP's or PCOM's position fallen in the stable region is the ideal situation. It means that the action is good for learning, so the environment returns a positive reinforcement signal. On the contrary, the COP's or PCOM's position out of the stable region will receive a negative reinforcement signal. The positive reinforcement signal in stable region is calculated by When the point closes to the ideal position; the positive reinforcement signal becomes larger. Otherwise, the robot receives relatively small positive reinforcement signal. Fig. 6 illustrates the ideal position and the distance in stable region. Learning balance method is set to achieve the learning process. The settings of elements (state space, action space and reward function) are explained as above. During the learning process, the robot perceives the current COP's or PCOM's position to form the state and decides an action according to the learning policy. And then, it transits to the next state and receives a reinforcement signal from the environment. The cumulative reward updates by equation (1), called Q-value. After a longterm learning, the robot finds optimal decisions to maintain the posture balance. Finally, the learning method makes the robot adjust its own posture stably and avoid the falling down problem. 
Posture data acquisition
To get the postures from the human's demonstration, the Kinect device developed by Microsoft Corporation is applied. The device consists of an RGB camera, a 3D depth sensor and multi-array microphone. It provides full-body 3D motion capture, facial recognition and voice recognition capabilities via running proprietary software. It also works with the frequency of 30 Hz for both RGB and depth camera. By using the Kinect device, all joints for human are assigned a specific joint ID. The position coordinates of the body joints are read by using the API which is provided by Microsoft. The position coordinates of the body joints calculates the angles of the joints and shows the depth image. By using geometric relations and the relationship of joint servos, the angles of each joint can be founded. The demonstrations of single support posture and double support posture are shown in Fig. 7 . NAO robot imitates human posture by posture data which composed with eighteen angles (LShoulderPitch, LShoulderRoll, LElbowYaw, LElbowRoll, RShoulderPitch, RShoulderRoll, RElbowYaw, RElbowRoll, LHipRoll, LHipPitch, LKneePitch, LAnklePitch, LAnkleRoll, RHipRoll, RHipPitch, RKneePitch, RAnklePitch, and RAnkleRoll). Because Kinect device is not accurate to get the positions of ankle joints, the angle value of ankle joint is viewed as zero. In Fig. 7(a) , the human demonstrates a single support posture.
In Fig. 7(b) , the human demonstrates a double support posture.
Retrieving Key postures
To retrieve the key postures, the dissimilarity value is used to get the key postures. This paper proposes a modified KPI (MKPI) method and compares with KPI [13] . When the human's motion changes a little, the KPI mentioned in [13] retrieves many postures to form the key postures. The variations of dissimilarity value using KPI and MKPI are shown in Fig. 8 and Fig. 9 . The x-axis represents time and the y-axis represents the variation of dissimilarity value. In Fig. 8 , the variation of dissimilarity value using KPI is large. In other words, using KPI forms many similar key postures. However, applying MKPI method calculates the dissimilarity value that is smaller than KPI method. Therefore, MKPI method is more stable than KPI method. After comparing the two methods, MKPI method is used in SPP case to recognize the key postures. A threshold 0.3 in SSP is set to select key postures. Fig. 8 The variation of dissimilarity value using KPI. Fig. 9 The variation of dissimilarity value using MKPI.
Learning Balance Method
The section implements the learning balance method in two experiments: SSP and DSP. The simulation and experiment results are explained as follows.
SSP
The goal about this experiment is to support and balance by using the SSP posture. In Fig. 7(a) , the SSP posture means that the human demonstrates a posture with single leg. After the robot gets posture data and retrieves key postures, the learning balance method is introduced. In this experiment, the robot adjusts its posture in each episode. If the robot falls down during the learning process, the number of learning times is recorded and the episode which includes one hundred times to adjust its posture is ended at the same time. The recorded times can be used to evaluate whether the robot finds a good action to adjust its current posture. If the adjustment has several times which means that the robot needs to speed many time on balance. After long-time learning iterations, the robot can learn a policy to imitate human's posture without falling down problem. Fig. 10 shows the failure rate in each episode. The y-axis means the failure rate and the x-axis represents the number of episodes. In each episode, the maximum number of adjustment divided by the number of unstable adjustment equals failure rate. If an adjustment makes the COP's positions transit out of stable region that means an unstable adjustment. This figure in early stage has high the failure rate; it means that the agent usually cannot take well action to make the COP's positions stay in stable region. After much iteration, the learning policy can reduce the failure rate in later stages. The detailed parameters using in SSP are shown in Table I . 
DSP
In this experiment, the goal is to support and balance under the posture using two legs. Fig. 7(b) shows that the human demonstrates a striding posture in front of the Kinect device. However, this posture with two legs is composed by many postures with one leg. In other words, this posture with two legs includes many key postures with one leg. During the learning process, the robot experiences many one leg postures. If the robot falls down with single leg, it receives a negative reinforcement signal; otherwise, it receives a positive reinforcement signal. Because this posture uses two legs, they can calculate two COP's positions. Two COP's positions in each episode need to use equation (8) and (9) to calculate PCOM's position. Fig. 11 shows the failure rate in each episode. The y-axis means the failure rate and the x-axis represents the number of episodes. This figure in early stage has high the failure rate; it means that the agent usually cannot take well action to make the PCOM's positions stay in stable region. After much iteration, the learning policy can reduce the failure rate in later stages. The detailed parameters using in DSP are shown in Table II . 
V. CONCLUSION
The problem deriving from KPI method is that it can produce many similar key postures which retrieve from human's motion even the motion has a little change. The MKPI is proposed to solve the problem to make the robot retrieve the key postures efficiently. After retrieving the key postures, the COP's position and PCOM's position in the learning balance stages are used to determine the stability. According to the simulation and experiment results, these positions can learn to stay in the stable region and the failure rate can be decreased gradually. The methods proposed in this study are able to let the robot imitate the demonstrators and perform the postures by using learning balance method. To demonstrate the effectiveness of the proposed method, simulations and experiments of SSP and DSP have been carried out. As a result, the failure rate has been reduced and the MKPI method can use the memory effectively. The next study is to extend the action space in learning balance method from discrete space to continuous space. Because the continuous space can make the robot adjust its postures flexibly.
