Abstract-Code division multiple access (CDMA) is a widelyused multiple-access scheme in conventional communication systems. In this paper, we consider code division multiple access in molecular communication: since molecular communication has a non-negativity constraint, we consider a nonnegative variant of CDMA that was developed for optical communication. Our results include an information transmission scheme, and an algorithm to decode molecular information signals. We also analyze the system based on realistic propagation models obtained from experimental apparatus. Finally, we demonstrate reliable communication with multiple access by using this scheme.
• Pulse Position Modulation (PPM), which sends information by varying the timing of molecules, similarly to PPM in conventional communication; and
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Fig. 1. Molecular communication model
• Molecule Shift Keying (MoSK), which sends information by varying the type of molecules: for example, sending a 0 using calcium ions, and sending a 1 using sodium ions. This paper focuses on information transmitted using CSK.
Related to modulation, multiple access is an important topic for any communication system. There are few existing multiple access techniques that have been used in molecular communication. These include:
• Time division multiple access (TDMA), in which users share the channel by dividing up time among the users, much like in conventional communication systems; and
• Molecule division multiple access (MDMA), in which users share the channel by each using a unique molecule or set of molecules to transmit their information; this is analogous to FDMA in conventional communication systems. Molecular TDMA has been used in several papers. Papers [5] , [7] present a TDMA-based network transmission scheme, inspired by a network of neurons, from several sources to a unique receiver while sharing a common channel. Another paper [6] considers a group of bio-nanomachines which multiplex their transmission using TDMA to prevent interference among different sources. Moreover, MDMA is widely used; for example, paper [8] used different types of molecules as different symbols, and uses pheromone diversity to achieve multiple access among nano-machines a way of achieving MDMA.
A third scheme is commonly used in radio communication: code division multiple access (CDMA). In CDMA, each user is assigned an unique binary sequence as their identifying code, which has good autocorrelation and cross-correlation properties. Conventional code division multiple access techniques might not work well in molecular communication, since molecular communication is non-coherent and non-negative. However, Optical Code Division Multiple Access (OCDMA) [9] represents a promising solution: the optical communication channel is non-coherent and non-negative, like molecular communication. OCDMA has been previously applied to molecular communication in [10] . In our paper, we build upon OCDMA and previous molecular communication work by analyzing an OCDMA-based molecular communication scheme using accurate propagation models, obtained using the experimental apparatus used in [1] . We are able to conclude that OCDMA is feasible for molecular communication in realistic settings, and we highlight some unusual communication features that emerge from realistic implementations.
The remainder of the paper is organized as follows. In Section II, we briefly discuss OCDMA and how it works. In Section III, we present our experiment design and simulation model. In Section IV we describe our implementation and discuss some typical results. In Section V, we summarize our work.
II. OPTICAL CODE DIVISION MULTIPLE ACCESS

A. Optical orthogonal codes: Definition and properties
In paper [9] , the role of OCDMA in access networks was investigated. Paper [11] gives us the fundamental principles of OCDMA. These papers introduced a new class of binary sequences called optical orthogonal codes (OOCs) for optical signal processing.
Consider a sequence x = [x 0 , x 1 , . . . , x F 1 ] consisting of binary digits {0, 1}; the length of the sequence is F . The individual digits are called chips, i.e., x i is a chip. Thus, x is called a chip sequence. In CDMA, we will send information as follows: each user is assigned a unique sequence x; for an information bit b 2 {0, 1}, the user sends bx (i.e., the user sends x to represent an information bit b = 1, and the all-zero sequence to represent an information bit b = 0). The receiver observes the superposition of all users' transmissions, which may not necessarily be synchronized.
OOCs are chip sequences with "good" properties. Informally, OOCs should have the following criteria: 1) Each sequence can easily be distinguished from its shifted version. 2) Each sequence can easily be distinguished from any version of any other sequence.
The first criterion suggests that OOCs have good autocorrelation properties, which is needed for synchronization. The second property suggests that OOCs have good cross-correlation properties, which is needed to reduce interference.
The following two equations formally define the above two conditions: 1) Let x be a periodic chip sequence with period F . For one period of the sequence
2) For any pair of periodic chip sequences
The first constraint is the autocorrelation constraint (with parameter a ), and the second is the cross-correlation constraint (with parameter c ). The results here are the sum of any two sequences following previous conditions: l is any integer value representing time shift, F is the period of the chip sequence, and K represents the number of "1" in the sequence (i.e., the Hamming weight). In the optimal situation, we can get a = c = 1, and such codes are called quasi-orthogonal. All OOCs are quasi-orthogonal.
B. Visualization of OCDMA
Here is an intuitive way to visualize OCDMA. Suppose two users share a communication channel, and they receive superimposed information, transmitted by all users, from the channel. This process is similar to a card game in which all players receive a card with common information. For example, Fig 2 is the superimposed message that all players observe. Each piece of the circle represents a chip. Moreover, we assign two mask cards a and b, one to player A, and one to player
Player A obtains his information as "LOVE" (Fig 3) once he covers his mask card a on the information card (Fig 2) ; furthermore, player B receives his information as "YORK" (Fig 4) by covering his mask card b on the information card (Fig 2) as well.
Translating this example to OCDMA, we can say that player A receives a "1" bit once he receives his chip sequence "LOVE", otherwise, he receives a "0" bit. It is similar with
Place player A's mask card a on the unordered message, gets "LOVE" player B, say data "1" can be obtained if he receives his chip sequence "YORK", and data "0" is received otherwise. The key observation is that in OCDMA, we only observe the channel through the "mask" of the OOC: opaque sections of the "mask" represent OOC "0" bits, and clear sections represent "1" bits. Rather than the letters of the English alphabet, as in the above examples, we observe chips, which are either on or off. Different masks (for different users) are designed in such a way that they collide in at most one position, even under rotation. More formally, the time shift l is represented by number of chip rotated clockwise, and the sum we get in last two equations is total number of overlap of blank piece. Recall the first rule of OOCs. If there is no any rotation l = 0, we get K = 4 overlap by covering player A's mask card with another mask card. However, we can get no more than a = 1 for a rotation of l 6 = 0 pieces. Recall the second rule of OOCs. We can get no more than c = 1 overlap no matter how we rotate player B's mask card on a player A's mask card.
Similarly, we detect OOCs by observing the channel only when chips of 1 are transmitted, and attempting to detect whether the user sent chips in all positions with a chip of 1.
III. EXPERIMENT SET UP AND SIMULATION MODEL
Our experiment design is related to earlier work [1] . However, in this paper, our goal is to transmit information using OCDMA. Thus, our experiment has three key components: the transmitter, which encodes the information into an OCDMA code and broadcasts that information to the medium; the receiver, which senses the medium and decodes the transmission using their assigned chip code; and the testing environment, which provides the medium for our system to achieve multiple access in molecular communication.
The transmitter includes a microcontroller, two sprayers, and a fan, as shown in Fig 5 . The receiver contains two MQ-3 alcohol sensors, and each sensor is connected to Arduino microcontroller (see Fig 6) . We use the ad-hoc symbol detection algorithm from [1] ; the optimal detection algorithm for this channel remains an open problem (for instance, the detector is nonlinear). In terms of testing environment, our goal is to show that our experimental apparatus can be used to test OCDMA. We set the receiver 225 cm away from the transmitter, and we utilize an OCDMA scheme in our experiments from one sprayer to one sensor.
We use concentration-shift keying to encode our chip sequence. As in [1] , a chip of 1 is implemented as a burst of alcohol solution; a chip of 0 is implemented with no release of solution. The chip duration is represented as T c , and the burst of alcohol occurs at the beginning of the chip interval.
Assume there are 7 time chips in the chip sequence, and we set the first pulse at the first time chip to represent the Fig. 7 . Simulation performance start of detection. The sensor would start to detect molecular pulse for each time chip; moreover, if each pulse appears at a specific time as this sensor's assigned chip sequence, we say this sensor receives a "1" signal. Otherwise, it receives a "0" signal. With this communication logic, we apply OCDMA to molecular communication.
A. Simulation system model
We perform our experiments in simulation, although we validated the simulation performance using our experimental apparatus from [1] , [16] . The performance of our simulation tracks experimental results closely. 
IV. SIMULATION RESULTS
In our simulations, we use two sprayers and two sensors; each sprayer corresponds to one user, and receives a unique chip sequence, so we have a two-user system. Each user uses their own chip sequence to represent their information bit b =, and keep silent (do nothing) to represent an information bit b = 0. Moreover, we set chip time T c , distance between sprayer and sensor d, and chip sequence length F to be variable parameters in our simulation. We assume there is no noise at the receiver, so errors are produced by interference and distortion of the transmitted signal.
For our first results, we use a 7-chip chip sequence (i.e. F = 7). In Fig 8, we test the error rate versus chip time from T C = 1 s to T C = 10 s in the detection scheme described above. In this figure, the error rate decreases gradually with increasing chip time, up to T C = 6.4. In the scenarios corresponding to d = 225 cm and 275 cm, the curves have a slight increase from T C = 1 s to 1.4 s and 1.8 s respectively. It shows that the worst performance of long-range transmission does not happen at the closest point; instead, it happens between T C = 1 s and 2 s.
Error rate versus distance (for F = 7) is plotted in Fig 9 . The curve of T C = 3 s, 5 s , and 7 s keep their flat and highest error rate until d = 76 cm, 101 cm, and 121 cm, and they then It is interesting to note that there is a minimum distance; this is because the sprayers can overshoot a sensor that is too close. We extend chip length to F = 15 to produce Fig 10. Here, the error rate decreases as chip time T c increases, as in Fig 8 . However, the error rate end at T c = 4s, and it is shorter than Fig 8. We test the error rate versus distance for F = 15 in Fig 11 . over short distance ranges. As we can see, all the error rate curves for T C = 3 s, 5 s, and 7 s are similar to the curves for F = 7 over short distance ranges (from d = 25 cm to 125 cm). However, the optimal range for F = 15 is longer than for F = 7. In the F = 7 curves for T C = 3 s, 5 s, and 7 s, errors appear at d = 185 cm, 246 cm, and 298 cm respectively; whereas for F = 15, errors appear at d = 243 cm, 310 cm, and 360 cm. On the other hand, the error rates for F = 15 seem to have worse performance at long distance. Error rates reach high levels at d = 275 cm, 350 cm, and 400 cm respectively for F = 15. However, at these three points, the error rates with F = 7 are all lower. We believe chip sequences with length F = 15 are not suitable for data transmission over ranges longer than d = 275 cm. However, a chip length of F = 15 has better performance than a chip length F = 7 over a short range.
V. CONCLUSION
In this paper, we considered applying the OCDMA scheme to achieve multiple access in molecular communication. We found that there is an optimal distance d, and we can get the best performance if we use this range. The optimal range is roughly between d = 100 cm to 175 cm; moreover, this range moves closer to the sprayer if we reduce the chip time. Second, in terms of chip time, the error rates are all convex curves. This means it is not always true that the longer chip time is better. We showed that the error rate may increase as T C increases beyond the optimal value. we show that longer chip sequence length F gives us better performance. However, this is also dependent on distance d and chip time T c . Through simulation, we find values of d and T c that lead to very low error rates. Based on the results of our experiments and simulations, we show this scheme can achieve reliable communication and multiple access: we show that two users can communicate simultaneously with a low error rate.
