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Abstract 
Renewed interest in the sCO2 power cycle has necessitated further work to understand its 
dynamic behaviour in order to better understand operational aspects of this cycle. The aim 
of this thesis is to create a steady state model of a sCO2 printed circuit heat exchanger 
(PCHE) to be integrated into a model of a complete dynamic sCO2 power cycle being 
developed by the UQ Renewable Energy Centre (REC). The ability of the model to 
approximate inlet transients using a quasi-steady approach was also investigated. In the 
sCO2 application, conventional methods of steady state analysis are not valid, given the 
varying properties of the fluid as it passes through the heat exchanger. As a result, a 
nodalised approach to steady state modelling was applied, dividing the heat exchanger 
channel into discrete elements or nodes. Correlations for heat transfer and pressure drop 
from the literature were reviewed and suitable correlations coded into the solver. The 
output of this solver was validated using the commercial software IPSEpro for a sCO2 test 
case defined in previous research conducted by the Queensland Geothermal Centre of 
Excellence.  
The developed model is capable of solving for the internal and outlet states of the low and 
high temperature recuperators. The model was found to accurately capture real gas 
behaviour, such as the large variations in specific heat, density and heat transfer coefficient. 
These distributions matched those reported in the literature. The calculated outlet 
temperatures were in agreeance with those calculated by IPSEpro, with a maximum relative 
error of 3.5%. The pressure drops calculated by the model were lower, with a maximum 
relative error of 15.38%. The quasi-steady model was developed to determine whether a 
simpler, faster quasi-steady analysis can be used in place of a full dynamic analysis under 
certain circumstances. Results from the simulation of fast and slow transients were 
compared to those from the fully dynamic model currently under development at UQ. 
Relative errors ranged from 0.62% to 19.2%. However, the time varying profile of the 
response was not captured accurately by this model, and it was concluded that full dynamic 
modelling is required for all simulation of dynamic behaviour. The significance of this thesis 
is its contribution to the overall dynamic power cycle model under development, for which 
this model is a building block. This will contribute to the advancement of the sCO2 power 
cycle through deepening our understanding of its operational behaviour.  
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1 Introduction 
For sustainable population growth and development, meeting rising energy demand and 
reducing greenhouse gas emissions must occur concurrently. As such, a transition to 
renewable energy sources is ultimately required. Energy security, equity and environmental 
sustainability form the basis of what is known as the energy trilemma [1].  
Of the currently available renewable energy sources, biomass derived power offers energy 
security as its fuel source is abundant and dispatchable on demand; a significant advantage 
for a renewable energy source. This contrasts with the intermittency encountered with wind 
and solar power. Batch combustion would allow a closer and more reliable fit to power 
demand profiles. Biomass power has the potential to achieve environmental sustainability 
when managed correctly [2]. Achieving this goal necessitates sustainable harvesting 
practices, and an understanding of the ecology of the feedstock source. Finally, biomass 
power provides potential for energy equity, particularly in developing countries. Many of 
these nations face the pressures of having to “leapfrog” the carbon intensive stages of 
development afforded to the developed world. As opposed to conventional large scale 
centralised power generation, distributed power generation may be a more feasible way 
forward, with the financial viability of electric utilities in developing countries remaining 
constrained [3]. Biomass power lends itself well to distributed generation. Therefore, 
biomass has a role to play in achieving energy equity.  
Energy may be converted from biomass through combustion, gasification or pyrolysis 
methods. Over 90% of biomass energy is converted through a combustion pathway [4]. 
Although various options exist for co-firing biomass with fossil fuels, efficiently producing 
kilowatt to megawatt range power from direct biomass combustion requires a new 
approach to power cycles. Given the low energy density of the feedstock, pure biomass 
steam power cycles are not feasible, on both a small and large scale. On a small scale, capital 
costs are high and efficiency is low, and for large scale generation, feedstock availability and 
energy density are constraining factors. The low energy density of biomass relative to fossil 
fuels would necessitate large feedstock volumes and their transport, which is unlikely to be 
practical in many regions. Closed-loop Brayton gas cycles are a promising alternative for this 
application, in particular supercritical carbon dioxide (sCO2) closed-loop cycles. These offer 
lower capital costs, simplicity over steam cycles, higher efficiency, and better scalability. 
These advances in power cycle design are required to effectively exploit biomass as a 
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sustainable energy source, particularly in distributed, rural or remote generation 
applications. However, developing sCO2 power cycles requires new design and modelling 
approaches due to the challenges faced when dealing with supercritical fluids. The purpose 
of this thesis is to contribute a building block to the development of an advanced power 
cycle model currently under development by the UQ REC that will enable power generators 
to model and optimise their plant operations.  
1.1 Scope of work 
This thesis focuses on modelling the recuperators of a sCO2 power cycle, with the developed 
component model contributing to a complete dynamic power cycle model being developed 
by the UQ REC. Both steady state and dynamic modelling methods are investigated. The 
recuperators are a critical component in the sCO2 power cycle as much of the cycle’s 
efficiency, and hence its viability, is derived from its recuperative capacity [5]. Steady state 
models are used for economic and performance analysis; however, for operations 
applications a model capable of capturing transient behaviour is important, given the 
significant property variations that can occur when using sCO2 as a working fluid.  
At this point in time, relatively little work has been done on dynamic modelling of sCO2 heat 
exchangers, with no dynamic sCO2 PCHE models presented in the literature to the authors 
knowledge. Programs (both open and closed source) exist that contain dynamic modelling 
capabilities, however these programs are built on a library of components which limits user 
flexibility in some instances, and these programs do not allow control over the numerical 
solution process. An open source sCO2 power cycle modelling software that allows users 
flexibility in writing their own component models, and freedom to control the numerical 
solvers underpinning them, is the broader goal to which this thesis will contribute. This 
significance of advancing this goal is an improved understanding of sCO2 power cycle 
operation and the further expansion of this emerging power technology.  
A dynamic recuperator model requires initialisation values; to provide these values a steady 
state solver is required, as simulations of transients (e.g. shut down, disturbances) will often 
start from a deviation from the steady state operation, although may also include events 
such as start up. The Python programming language was used due to its open source 
availability, user friendliness, wide-spread use and its capability. The scope of this thesis can 
thus be summarised as follows: 
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 Development of a multi-node steady-state solver that captures supercritical fluid 
behaviour: a single hot-cold channel pair will be modelled and a python script 
developed to construct and solve the model equations. This will allow rapid 
assessment of heat exchanger performance, relative to a full CFD solution. This 
steady state model contributes to the dynamic solver by supplying accurate 
boundary conditions and can be integrated into the complete cycle model.  
 Compilation of correlations from the literature: these correlations will be coded in a 
python script to calculate heat transfer coefficients and friction factors. This module 
will form part of the steady-state solver code, however may be re-used for other 
component models. This research further assists the broader project.  
 Validation of the developed code: test cases will be defined, in terms of heat 
exchanger geometry, materials and inlet conditions, and code-calculated outputs 
compared with analytical solutions for a water test, and commercial software for a 
sCO2 test. 
 Modelling of process perturbations using a quasi-steady model and comparing results 
with a fully dynamic model: this modelling aims to determine whether a simpler 
quasi-steady analysis can be used in place of a full dynamic analysis under certain 
circumstances for a fast approximate analysis. 
1.2 Thesis organisation  
The structure of this thesis is as follows:   
 Section 2: provides an overview of advanced power cycle technologies and 
introduces the sCO2 power cycle.  
 Section 3: reviews modelling methods in the literature for sCO2 heat exchangers and 
the correlations that support these models.  
 Section 4: details the modelling methodology used in this thesis, including the 
assumptions and the derived equations.  
 Section 5: provides a breakdown of how the developed code underpinning the heat 
exchanger solver works and discusses its limitations.  
 Section 6: presents solver outputs and validates them using analytical and 
comparative methods. This section also includes a discussion of these results.  
  Section 7: contains conclusions from the research and modelling conducted in this 
thesis and provides recommendations for future work.  
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2 Advanced power cycles 
The Climate Change Technology Program [6] has proposed three advanced technology 
scenarios for the future of energy, formulated from a comprehensive review of existing 
studies conducted by other organisations.  Each of these scenarios describes a set of future 
technology development pathways that could lead to the achievement of GHG stabilisation 
targets, while also sustaining economic development [6]. These scenarios are summarised as 
follows [6]:  
1. Closing the loop on carbon: advancement of CO2 sequestration enables the 
continued use of fossil fuels, which is substantially complemented by other energy 
sources. 
2. A new energy backbone:  nuclear and renewable energy sources become dominant 
and form the new backbone of the energy system, largely displacing fossil fuels. 
3. Beyond the standard suite: advanced technologies such as fusion and nano-
technology grow to play a major role in the energy system. These exotic technologies 
would be supported by a standard suite of energy technologies such as renewables.  
Refer to reference [6] for further detail on these scenarios. Advanced biomass power cycles 
fit primarily within the second scenario, although would also complement the third scenario. 
However, projections for each of these scenarios predict a significant expansion in biomass 
power. Figure 1 below presents projections for scenario two.  
 
Figure 1: CCTP Scenario 2 [6] 
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The extent of future biomass power expansion will depend on land availability and energy 
crop yields, and interaction with food production, biodiversity, soil and nature conservation 
and carbon sequestration [7]. There is a large variation in estimates for bioenergy by the 
year 2050; from 47 exajoules per year (1018 J) to 450 exajoules per year. Today, bioenergy 
accounts for approximately 10% or 50 EJ of total primary energy supply [8]. Scenarios 
indicating low levels of bioenergy predict large scale expansion of solar and wind energy 
systems; bioenergy demand will be sensitive to competitiveness of alternative energy 
options.  
In relation to energy equity, 17% of the world’s population currently does not have access to 
electricity. Over 95% of these people live in sub-Saharan Africa or developing regions of Asia, 
and around 80% reside in rural areas [8]. This makes rural areas in developing countries a 
prime target for the implementation of new off-grid or micro-grid renewable energy 
technology. The financial viability of large scale power utilities in developing countries is 
often constrained by factors such as improper billing, lack of payment, unauthorised power 
draw, and subsidies that often benefit those who already have the ability to pay [3]. In 
addition, transmission and distribution losses across power grids in developing countries 
often run as high as 20 to 30%. This is attributable to poor maintenance and ongoing 
investment in this infrastructure [3]. This further strengthens the case for the development 
of more flexible, decentralised, renewable energy systems for developing regions. Advanced 
power cycles such as the sCO2 cycle could provide a pathway for these communities to 
efficiently utilise existing biomass resources for sustainable power generation.  
Energy from biomass can be converted via three general pathways: direct combustion, bio-
chemical processes, and thermo-chemical processes. Although direct combustion is most 
aligned with the scope of this thesis, combustion of products generated from the other two 
process may also provide a heat input to the power cycles investigated here. This section 
provides an overview on one of the technology options best suited to biomass power cycles, 
the sCO2 power cycle, and outlines the advantages of this cycle in the context of this thesis.  
2.1 The supercritical CO2 power cycle 
All variants of the sCO2 power cycle are based on the closed loop Brayton cycle. For an 
overview of this cycle, refer to appendix 1. The sCO2 power cycle offers several key 
advantages over other power cycles. Of the advanced closed loop gas cycles available today, 
the helium cycle is the most mature technology [9]. However, the behaviour of helium is 
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similar to that of an ideal gas, foregoing some of the benefits available in exploiting real gas 
behaviour of other working fluids. Another consequence of this ideal gas behaviour is that 
much higher temperatures are required to achieve the same level of efficiency, as more 
turbine work is required to overcome the larger compressor work. Helium cycles are also 
more technically complex, in terms of storage, containment and mechanical issues  [9]. The 
availability of Helium is another factor that limits the growth potential of this technology.  
Aside from helium and CO2, several other working fluids have been investigated, and 
although offer suitable thermodynamic performance, are limited by toxicity, corrosiveness, 
flammability, environmental impacts, or cost. These include substances such as sulphur 
dioxide, dinitrogen tetroxide, chlorofluorocarbons, xenon, ammonia, and sulphur 
hexafluoride [9]. In comparison, CO2 is non-toxic, non-flammable, inert in the temperature 
range of interest, abundant, inexpensive, and its properties are well documented [10]. Using 
CO2 as a working fluid also offers benefits in a carbon constrained world; captured CO2 from 
fossil fuel operations could be used to supply power plants using CO2 cycles. Studies into 
sCO2 for geothermal applications have shown that large make up quantities of CO2 would be 
required due to leakage losses; a CO2 geothermosiphon power plant would consume CO2 
produced by a coal fired power plant of three times its installed capacity [11] assuming 10% 
losses.  
One of the key thermodynamic benefits of sCO2 arises from exploiting its real gas behaviour. 
Near the critical point, the compressibility of the sCO2 is very low, around 0.2 – 0.5 [5], 
resulting in low compression work. Compressibility increases up to 0.8 - 0.9 in the turbine 
operating range, allowing effective expansion. Reducing compressor work increases the net-
work of the cycle for a given heat input, thereby increasing thermal efficiency. The overall 
pressure ratios employed in sCO2 cycles are typically low, therefore the specific work across 
the turbine is relatively low [5]. As a result, the turbine exit temperature is high, and to 
achieve high cycle efficiency a high level of heat recuperation is required. In comparison to a 
steam Rankine cycle, thermal efficiency gains of 5% are possible [5]. Gains of this magnitude 
in a power cycle would lead to large cost savings, improving the economics and hence 
competitiveness of the power cycle.  
Another benefit of a sCO2 working fluid is the turbomachinery compactness that can be 
achieved. High working pressures means the sCO2 remains dense throughout cycle; 
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turbomachinery can be 10x smaller relative to that required for a steam Rankine cycle. This 
compactness helps to drive down the capital cost of the power block.  
Not only does the sCO2 compare favourably to existing gas cycles, it also presents several 
advantages over steam cycles. Existing steam power blocks operating on a Rankine cycle are 
more complex, have higher capital costs, and cannot be economically scaled down for 
smaller applications such as distributed renewable power generation. In addition, the sCO2 
cycle has greater efficiency above 560°C, as illustrated in figure 2 below:  
 
Figure 2: Steam vs. sCO2 efficiency comparison [9] 
This is a temperature range suitable for a variety of different heat sources, including biomass 
combustion, making the sCO2 power cycle a competitive choice for the expansion of 
distributed biomass power generation.  
Despite these advantages, there are technical challenges associated with using CO2 as a 
working fluid that must be overcome for the cycle to attain competitive efficiency. A key 
challenge, responsible for deviation in cycle layouts from the simple Brayton cycle, is the 
recuperator “pinch point”. A pinch point is the point of lowest temperature difference 
between fluids streams. In this case, a pinch point is created due to a difference in heat 
capacity of the hot and cold side flow. As a result, the temperature difference at points 
within the recuperator must be larger than this minimum temperature difference in order to 
maintain heat transfer at the pinch point [12]. These large temperature gradients ultimately 
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limit cycle efficiency through irreversible losses [12]. To minimise the detrimental effects of 
this pinch point on cycle efficiency, modifications to the basic Brayton cycle and careful 
recuperator design are required.  
2.1.1 Power cycle layouts 
Running sCO2 through a simple closed loop Brayton cycle does not result in an efficiency 
advantage over a steam Rankine cycle; performance may in fact be inferior [9]. This is 
primarily due to the pinch point problem. Hence, modification of the simple cycle is 
required. For a detailed overview of the various cycle configurations, the reader is referred 
to the work of Dostal [9], Ahn [5] and Turchi [12]. All of these layouts are based on standard 
processes of compression, expansion, and heat recuperation, and reheating, although with 
modifications to component placement, and presence or absence of flow splits. Discussed 
here is the standard recompression cycle; the configuration currently deemed to have the 
highest thermal efficiency of the various sCO2 cycle configurations for equal component 
efficiencies.  
The standard recompression cycle consists of four heat exchangers, two compressors and a 
turbine. See figure 3 below.  
 
Figure 3: Recompression Cycle. Source: [5] 
The temperature-entropy diagram corresponding to this cycle configuration is presented in 
figure 4 below:  
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Figure 4: Recompression cycle T-S diagram. Source: [5] 
This cycle aims to minimise the pinch point problem by splitting the hot side flow exiting the 
low temperature recuperator (LTR). A fraction of this flow is directed to the pre-cooler (PC) 
and main compressor (MC) before re-entering the LTR, this time on the cold side, resulting in 
a smaller cold side mass flow rate relative to the hot side. This split aims to balance the heat 
capacity rates (specific heat multiplied by mass flow rate) of the two streams, resulting in 
more effective heat transfer. The cold side specific heat is higher than the hot side, requiring 
a lower mass flow rate to match the heat capacity rates. At a given operating pressure, there 
will be a temperature at which the heat capacity is at a maximum; the pseudo-critical 
temperature. This coincides with a peak in heat transfer coefficient. As a result, in the 
vicinity of a pseudo-critical peak, the minimum temperature difference may no longer be at 
the cold end of the heat exchanger, rather somewhere within it [9].  
The remaining fraction of the split is fed directly to a second compressor, the recompression 
compressor, where it gains heat from the compression process before being recombined 
with the other flow split now exiting the cold side of the LTR. After the recombination of 
these flows, the CO2 passes through the high temperature recuperator (HTR), gaining more 
heat from turbine exhaust gases. Finally, the CO2 gains heat from the external heat source in 
the heater before passing into the turbine inlet. After expansion, the turbine exhaust passes 
through both the HTR and the LTR, heating incoming flows, before again reaching the flow 
split before the PC. Depending on the choice of component efficiencies, and cycle 
temperatures and pressures, thermal efficiency figures for this cycle range from 44% [5] to 
56% [9]. 
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3 Modelling methods in the literature 
The focus of modelling in this thesis is on the recuperators in the sCO2 power cycle. Several 
different modelling methods have been applied to analyse heat exchangers, and sCO2 heat 
exchangers in particular, in the literature. These can be broadly categorised into steady state 
or dynamic models based on fundamental conservation equations. In this application, both 
methods require subdivision of the heat exchanger into smaller sections to correctly capture 
the variance in sCO2 properties, particularly near the critical point. This section presents a 
critical review of modelling methods in the literature for analysing sCO2 heat exchangers. 
Both approaches to modelling are covered. The applicability of the methods presented in the 
literature to this thesis is also discussed.  
3.1 Steady state models 
Performance of sCO2 power cycles have been studied for a long period of time, with a 
significant amount of work conducted by Feher and Angelino in the 1960’s. More recent 
work (2004) by Dostal has focussed on detailed modelling and optimisation of complete 
sCO2 cycles; a number of different configurations were analysed and compared. This 
substantial body of work is often referenced in studies of sCO2 power cycles. As Dostal 
focussed on the complete cycle, models developed were 1D steady state models, suited to 
component sizing, calculating cycle efficiency, layout optimisation and economics. The heat 
exchanger type that Dostal focussed on was the printed circuit heat exchanger (PCHE). To 
model the steady state heat transfer through the PCHE, an iterative approach using enthalpy 
and pressure as state variables was used. Dostal used correlations to obtain heat transfer 
coefficients and friction factors, often referencing Hesselgreaves’ work on compact heat 
exchanger design [13]. The Gnielinski correlation for straight semicircular channels was used 
to calculate the Nusselt number, and the Moody friction factor for calculating frictional 
pressure loss across a node. Transitional flow was accounted for; however, entry length 
effects were not. Although commercial PCHEs often contain zig-zag flow channels to 
maximise heat transfer area, Dostal makes the approximation of straight channels, as there 
are limited correlations available for flow in zig-zag channels. An underrepresentation of 
heat transfer can be expected with this assumption, as the turbulence induced at zig-zag 
corners increases local heat transfer coefficient. In addition, pressure loss will be 
underrepresented as these turbulent points increase pressure loss. Hence the model is 
conservative in heat transfer but non-conservative in pressure loss if applying these results 
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to a commercial PCHE. A further geometric simplification was made in neglecting the 
curvature of the semi-circular flow channels when calculating the conduction distance 
between channels. The straight channel simplification is applied in the model developed in 
section 4. The model can be easily modified to account for zig-zag channels as appropriate 
correction factors or correlations become available; the development of sCO2 specific 
correlations is currently an active field of research.  
The 1D heat exchanger code developed by Dostal progressively calculates from one end of 
the heat exchanger to another, evaluating the performance of all nodes in sequence [9]. 
Based on fluid properties and operating conditions the heat transfer coefficients for the 
given node are calculated and used to obtain an overall heat transfer coefficient. At this 
point, the program allows the user to solve for either node heat transfer for a known 
geometry, or solve for node length. Once the nodal heat transfer rate is known, the outlet 
enthalpy of the node is found. Outlet pressure is calculated using friction pressure drop, 
employing the friction factor correlations. The code then iterates over the current node until 
calculated values are within a specified precision. Once this is achieved, the outlet state of 
that node becomes the inlet state of the next spatial node.  
Carstens also produced a nodalised 1D steady state model of a PCHE for a sCO2 power cycle 
[14] which supported the dynamic model he developed for purposes of cycle control. As 
acknowledged by Carstens, the solution approach is a slightly modified version of that 
derived by Dostal. Carstens’ model does account for the effect of thermal entry lengths, also 
referencing Hesselgreaves. Carstens also reduces the PCHE model down to a single hot and 
cold channel pair, arguing that for a PCHE adiabatic to the external environment, this single 
repeat unit can be scaled to represent the whole heat exchanger. State variables of pressure 
and enthalpy were used in the model. Enthalpy was found to have a relatively linear profile 
in the heat exchanger, which was advantageous for the guess-iteration scheme employed by 
the model’s solver, as a reasonably accurate guess for the next node was easily calculated. 
Carstens also found that solving in enthalpy may reduce the non-linearity of the solution 
process. Thermodynamic equations such as the first law are typically represented in terms of 
enthalpy, and conversion to temperature for sCO2 is highly non-linear, unlike an ideal gas 
[14]. These findings were incorporated into the model developed in this thesis; model 
equations were developed in pressure and enthalpy. For a detailed description of the 
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solution process the reader is referred to Carstens’ work [14]. Some of the key results of 
Carstens’ steady state solver for the low temperature recuperator are presented below.  
 
Figure 5: LTR heat capacity distribution [14] 
 
Figure 6: LTR HTC distribution [14] 
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In the above figures, the hot flow stream is from left to right, i.e. the hot inlet is at distance 
0m, and the cold flow is from right to left. Figure 5 shows the variance in heat capacity of the 
hot and cold CO2 streams in the low temperature recuperator. This difference in specific 
heat between the two sides of the heat exchanger necessitates operating with a lower cold 
side flow rate relative to the hot side flow rate to maximise heat transfer by balancing heat 
capacitance rates. Peaks in heat capacity coincide with passing through a pseudo-critical 
temperature at a given pressure. Figure 6 shows the variance in heat transfer coefficient in 
the low temperature recuperator for the hot and cold CO2 streams. Heat transfer 
coefficients are at a maximum when heat capacity peaks. Both of these figures illustrate why 
a nodalised approach is required and why LMTD and ϵ-NTU methods are not valid for sCO2. 
The results of Carstens’ work are further discussed in section 6.3 when comparing to the 
results of the model developed in this thesis.  
Another 1D nodalised approach was developed by Song in his experimental investigation of 
a PCHE configured as a pre-cooler in a sCO2 Brayton power cycle [15]. Song divided a single 
PCHE channel pair into nodes and derived a set of equations for each node to be solved 
simultaneously. The equations were based on a first law energy balance and expressed in 
terms of enthalpy. For each node in the model, 3 equations for the heat flux were derived 
and equated; one for the hot side, one for the cold side, and one heat flux equation based 
on the LMTD and the overall HTC. The use of LMTD implies constant properties are 
approximated across a node; this may be permissible if the subdivision is fine enough. 
Pressure drop was neglected and did not form part of the equation set. Thermo-physical 
properties of the CO2 were therefore considered a function of temperature alone. The 
reasoning behind this was that the pressure drop is very small relative to the inlet pressure. 
The solver did not employ heat transfer correlations, rather it relied on experimental data. 
First, a water-water test was conducted the determine water heat transfer coefficients. 
These were found to be a linear function of Reynolds number, and a curve was fitted to the 
experimental data. Overall HTCs were then experimentally determined at the pre-cooler’s 
operating conditions with sCO2/water flow. Knowing the overall HTC and the flow 
conditions, the water HTC was calculated using the experimentally derived function and the 
overall HTC equation rearranged to solve for the sCO2 side HTC, neglecting the wall 
resistance term. Relying on the water data for solving for the sCO2 side HTC in this way 
constrains this model to modelling the pre-cooler. The calculated sCO2 outlet temperatures 
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were within 6% of the experimental values [15]. For a more general PCHE solver also capable 
of modelling CO2/CO2 flows, such as those in the LTR or HTR, a correlation set for HTCs 
independent of particular experimental results is required. In addition, the equation set 
could be expanded to model the pressure drop in the heat exchanger and the pressure 
dependence of thermos-physical properties. This would also require a set of friction factor 
correlations. This extended approach is taken in developing the PCHE model in this thesis.  
3.1.1 Correlations 
Correlations for heat transfer coefficient and Moody friction factor are a key part of the 
models described above. A survey of the literature indicated that there is no consensus on 
which correlations are best suited for sCO2 heat transfer modelling. Some correlations 
evaluate properties at the wall temperatures, some use bulk properties, and other use 
correction factors for specific heat and bulk density. In general, the Nusselt number is first 
calculated using a correlation, after which the heat transfer coefficient is obtained using the 
relation:  
𝑁𝑢 =  
ℎ𝐷
𝑘
 
In contrast, standard friction factor correlations, such as the Colebrook & White equation 
and Haaland’s formula were found to accurately predict pressure loss in several experiments 
[16], however, these findings are dependent on the test conditions hence may not apply to 
all operating conditions. Some of the most frequently used correlations are presented and 
discussed below.  
Heat transfer coefficient 
In the laminar flow regime (taken as Re < 2300 for internal flow), Hesselgreaves [13] 
recommends using a Nusselt number of 4.089 for PCHEs. This approach was adopted by 
Dostal, Carstens and Serrano [17]. One of the most common methods of calculating the heat 
transfer coefficient in the turbulent flow regime (the primary operating regime for a PCHE) is 
the Gnielinski correlation for the Nusselt number. Several forms of this correlation exist. The 
simple Gnielinski correlation was used by Dostal and Carstens:  
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Equation 1: Simple Gnielinski correlation 
𝑁𝑢 =  
(
𝑓
8)
(𝑅𝑒 − 1000)𝑃𝑟
1 + 12.7 (
𝑓
8)
0.5
(𝑃𝑟
2
3 − 1)
 
2300 < 𝑅𝑒 < 5 × 106, 0.5 < Pr < 2000 
where f is the friction factor. These authors piecewise this correlation as to avoid a 
discontinuity as the value of Nu from the Gnielinski correlation at Re2300 is not 4.089. The 
following modification is made:  
𝑁𝑢 = 4.089, (𝑅𝑒 < 2300) 
𝑁𝑢 = 4.089 +  
𝑁𝑢5000 − 4.089
5000 − 2300
(𝑅𝑒 − 2300), (2300 ≤ 𝑅𝑒 < 5000) 
𝑁𝑢 =  
(
𝑓
8)
(𝑅𝑒 − 1000)𝑃𝑟
1 + 12.7 (
𝑓
8)
0.5
(𝑃𝑟
2
3 − 1)
 , (𝑅𝑒 ≥ 5000) 
Pettersen et al. [16] conducted a comprehensive study into available correlations and 
experimentally validated them for sCO2 heat exchange in microchannel tubes (0.8 mm inner 
diameter in this case). For details of the experimental apparatus and the testing conditions, 
refer to [16]. They found the Gnielinski correlation in combination with Haaland’s friction 
factor predicted the heat transfer very well. A comparison between measured and 
calculated heat transfer coefficients using the Gnielinski correlation is provided in figure 7 
below [16]:  
 
 
Figure 7: Experimental validation of the Gnielinski correlation [16] 
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The key to the above figure indicates pressure (p) in bar, mass flux (m) in kg/m2s and heat 
flux (q) in kW/m2. This shows the correlation is accurate within bounds of 15%, however this 
will be affected by experimental conditions. Validation at higher operating pressures is 
required for the biomass context.  
Experimental sCO2 heat transfer research conducted by Kuang et al. [18] found that the 
Gnielinski correlation worked best at low mass fluxes, but started to deviate when mass flux 
exceeded approximately 560 kg/m2s, above which heat transfer was under-predicted. This 
conservatism is also noted by Carstens. Adams et al [19] tested the Gnielinski correlation 
using single-phase water in a micro-channel experimental apparatus (0.76 and 1.09mm inner 
diameter) and found that the correlation under predicted the Nusselt number. Heat transfer 
was found to be enhanced in micro-channels, with more enhancement observed for smaller 
channels. Despite the conservatism for micro-channels and high mass fluxes, the Gnielinski 
correlation is still considered one of the most accurate available. Another modified form of 
the simple Gnielinski correlation is recommended by the VDI Heat Atlas [20]. This form of 
the correlation included an additional factor to account for the effect of the channel 
geometry on the heat transfer coefficient:  
Equation 2: VDI form of Gnielinski correlation 
𝑁𝑢 =  
(
𝑓
8)
(𝑅𝑒 − 1000)𝑃𝑟
1 + 12.7 (
𝑓
8)
0.5
(𝑃𝑟
2
3 − 1)
(1 + (
𝐷
𝐿
)
2
3
) 
2300 < 𝑅𝑒 < 5 × 106, 0.5 < Pr < 2000 
The Dittus-Boelter correlation is another correlation frequently cited in the literature for 
sCO2 heating and cooling. The standard form of the Dittus-Boelter correlation is:  
Equation 3: Dittus-Boelter equation 
𝑁𝑢 = 0.023𝑅𝑒0.8𝑃𝑟𝑛 
104 < 𝑅𝑒 < 1.2 × 105, 0.6 < 𝑃𝑟 < 160,
𝐿
𝐷
> 10 
where the power n is either 0.3 for cooling or 0.4 for heating. Like the Gnielinski correlation, 
this is valid for single phase flow only. Experimental validation conducted by Pettersen found 
that the Dittus-Boelter correlation under-predicted heat transfer, making it another 
conservative choice [16]. Many of the more complex correlations developed for the Nusselt 
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number are based on the Dittus-Boelter correlation, with modified coefficients and 
additional multiplying factors. Kruizenga et al. [21] conducted experimental validation of 
some of these more complex alternatives for the Nusselt number correlation, such as those 
developed by Liao et al. [22], Huai et al. [23], Pitla et al. [24] and Jackson’s correlation [25]. 
Kruizenga et al. also reported the peak in heat transfer coefficient coinciding with pseudo-
critical temperature, however they found that the magnitude of this peak was not predicted 
well by the single phase correlations [21].  
The Gnielinski and Dittus-Boelter correlations are numerically simpler to implement than 
other forms of Nusselt number correlations involving evaluation of properties at the wall 
temperature. This is due to the structure of the code developed in this thesis, where wall 
temperature is coded as an implicit function of several other variables and is not a primary 
output of the solver. This structure is further explained in section 4.3.2.  Another factor 
affecting the heat transfer is secondary flow caused by buoyancy. Some correlations take 
this into account by including Grashof number factors, however the effect was found to be 
negligible in horizontal channels when [22]: 
𝐺𝑟
𝑅𝑒2
< 10−3 
For the micro diameter channels such as those encountered in PCHEs, this effect is relatively 
minor, and it can be omitted without a significant loss of accuracy. Other studies, such as 
those conducted by Kim [26] and Nikitin [27], developed new correlations based on 
experimental results, however the PCHEs used in these experiments were constructed for a 
specific geometry of zig-zag channels, hence the derived correlations are not applicable to 
the model developed in this thesis, which aims to be more broadly applicable.  
Friction factor 
For fully developed laminar flow in a straight channel, the simple Darcy friction factor 
relation can be used [13]:  
𝑓 =
64
𝑅𝑒
 
For turbulent flow regimes, Pettersen et al. tested the Blasius, Colebrook & White and 
Swamee models at super-critical pressures and found that all accurately predicted the 
pressure drop [16]. The authors note that the agreeance of the Swamee, Colebrook & White 
(and Haaland) formulas was expected as they are all models made to fit the Moody diagram 
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[16]. Pettersen et al. conclude by recommending the VDI form of the Gnielinski correlation 
for sCO2 heat transfer in conjunction with the Haaland friction factor.  
Hesselgreaves’ recommendations for PCHE friction factors are the Techo and modified 
Filonenko correlations, both of which he reports are sufficiently accurate for practical 
purposes [13]. These correlations are presented in equations 4 and 5 below: 
Equation 4: Techo friction factor 
1
√𝑓
= 1.7372𝑙𝑜𝑔 [
𝑅𝑒
1.964 log(𝑅𝑒) − 3.8215
] , 104 < 𝑅𝑒 <  107 
Equation 5:Filonenko friction factor 
1
√𝑓
= 1.56 log(𝑅𝑒) − 3.00, 104 < 𝑅𝑒 <  107 
Both of these correlations are for smooth ducts. In many instances, the surface of PCHE 
channels may be modelled as smooth, given the precision of the manufacturing process. 
When modelling the surface roughness of the duct, Haaland’s formula provides an explicit 
solution for the friction factor:  
Equation 6: Haaland's formula 
1
√𝑓
=  −1.8𝑙𝑜𝑔 [
6.9
𝑅𝑒
+ (
𝜀/𝑑
3.7
)
1.11
]  
The Blasius and Swamee formulas also provide explicit solutions for the friction factor, unlike 
the Colebrook & White equation, which must be solved iteratively:  
Equation 7: Colebrook & White equation 
1
√𝑓
= −2.0𝑙𝑜𝑔 [
𝜀/𝑑
3.7
+
2.51
𝑅𝑒√𝑓
] 
To simplify the coding and minimise computation time, explicit forms of the friction factor 
equations were implemented in the code developed in this thesis.  
3.2 Dynamic models 
Although steady state models are a fundamental part of the design process, facilitating 
sizing, economic calculations, and efficiency calculations, to further understand the 
behaviour of a heat exchanger for control and/or operational purposes, dynamic modelling 
is required. Dostal’s work referred to the need for more advanced models based on the 
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conservation equations and a library of components, however he did not pursue this option 
due to the resulting level of generalisation from following this approach. Generalisation is 
eliminated when users of a modelling software, such as design engineers, can apply this 
approach to the component they are investigating, as opposed to relying on a standardised 
library model and in-built solution method. However, this does place the onus on the user to 
ensure the solution is valid.  
Dynamic models may be categorised as either discretised or moving boundary. A discretised 
model divides a flow into equal control volumes, and applies conservation equations to each 
of these control volumes. There is flexibility in the discretisation scheme, and the 
formulation of the conservation equations based on the assumptions applied. Moving 
boundary models are formed by defining zones whose boundaries vary in time depending on 
current conditions [28], such as in two phase flows. Discretised models are also capable of 
dealing with two phase flows. Both modelling methods have advantages and disadvantages, 
and the selection of one over the other will depend on the desired application for the model. 
Moving boundary models may be up to three times faster than discretised models, however 
are also less robust [28]. The lower order and consequently lower computation time of these 
models makes them well suited to control system applications. Discretised models can be of 
significant complexity if constructed in 3 dimensions, hence models are often reduced to 1 
dimension. For internal flows such as those encountered in compact heat exchangers, a 1-D 
approximation is a reasonable representation of the flow, with the reduction in required 
computational power often worth the trade-off in complexity.  
In a study focussed on dynamic modelling a heat exchanger for an organic Rankine cycle 
application, Quoilin favoured a 1-D finite volume method due to its numerical robustness 
[28]. Numerical stability is a key issue in dynamic modelling, particularly when fluid 
properties vary significantly in passing through the heat exchanger, such as during 
condensation, evaporation or near-critical point behaviour. In constructing his heat 
exchanger model, Quoilin applied the same equation formulation used in the ThermoCycle 
software for a heat exchanger cell (a single subdivision of the flow channel), selecting 
pressure and enthalpy as state variables when formulating dynamic mass and energy 
balances. The momentum balance is simplified to a static model, on the basis of pressure 
drops generally being low; this permits constant pressure in a single cell of the discrete 
model and a pressure drop lumped to one end of the heat exchanger, simplifying the 
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numerics of the solution process and improving stability. In a different paper, Quoilin et al. 
conclude that numerical instability or failure is likely if the number of cells in the discrete 
model is low, mass flow rates are low, internal volume is high or if the inlet conditions are 
highly transient [29]. 
Simões et al. created a dynamic model of a sCO2 heat exchanger for a liquid mixtures 
processing application [30]. Here the authors also one-dimensionalised the flow in a tube-in-
tube heat exchanger and applied 1-D conservation equations. A transient heat balance was 
also formulated for the tube wall. To solve the resulting set of partial differential equations 
(PDEs), Simões et al. converted the equations into a system of ordinary differential 
equations (ODEs) by discretising with the control volume method. Equations were 
formulated using a backward difference formula, and time integration done using gPROMS 
software. This general approach of PDE formulation, discretisation to a set of ODEs and 
numerical integration in time resulted in a model that agreed well with experimental 
observations. Tests with an experimental apparatus were conducted, and then the inlet 
conditions for the experiment were supplied to the dynamic model. The model-predicted 
outlet temperature of CO2 at steady state was within 2.3% of experimental data, and 90% of 
the model predictions fell within 5% of experimental data [30]. To test the dynamic 
capabilities of the model, start-up was modelled. The predicted temperatures again aligned 
well with experimental values, however the model predicted a faster initial heating of CO2 
than observed. The authors attribute this to the heat transfer correlations used for 
convection coefficient; these were developed for steady state conditions [30]. The dynamic 
model was also able to correctly model step disturbances to the inlet temperature. This 
study illustrates the potential accuracy of conservation based dynamic models, and validates 
the use of 1-D discretised models for sCO2 heat exchangers.  
In a different context, Bonilla et al. applied dynamic modelling techniques to a solar thermal 
receiver at the CIEMAT-PSA solar thermal power plant in Spain [31]. In this case, a steam-
water mixture was the working fluid. In this paper the authors apply 1-D mass, momentum 
and energy conservation to a model of the receiver pipe. In the formulation of the energy 
balance, kinetic and potential energy terms were neglected, on the basis of being a small 
fraction of the total energy [31]. To solve the resulting set of equations, Bonilla et al. apply 
the finite volume method and approximate the PDEs as ODEs. A similar approach to that of 
Quoilin is applied, whereby the values of the intensive variables are calculated at the centre 
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of the cell, using cell inlets and outlets as boundary conditions. The authors describe the 
numerical issues that arise when applying this model to the two-phase water-steam working 
fluid. Chattering is defined as high-frequency oscillation in the numeric integration process 
[31]. Chattering of this model was found to be the result of discontinuous derivatives during 
phase changes, in particular the density and enthalpy derivatives. To overcome this 
chattering problem, the authors suggest modifying the momentum balance by using a 
moving boundary model, or modifying the thermodynamic properties such that derivatives 
are continuous at phase boundaries [31]. This study again highlights the numerical issues 
that can arise when two phase flows arise; basic models need to be adjusted to handle these 
flow conditions.  
The aforementioned solution processes involve solving systems of ODEs. Another approach 
to the problem is converting an initial set of ODEs to algebraic equations to be solved 
simultaneously per node, per time interval. Here guess values for each node are used and 
iteratively refined to a particular tolerance until the solution to the equation set is found. 
This calculation process progresses through the heat exchanger spatially before 
incrementing the time step and recalculating. This is the method employed by Carstens [14] 
in his MIT doctoral thesis paper “Control Strategies for Supercritical Carbon Dioxide Power 
Conversion Systems”. Mass and energy balances are dynamic, but a static momentum 
balance was used, considering only frictional pressure loss through each node. Pressure 
drops through the PCHE are low, and neglecting dynamic pressure effect simplifies the 
model. Although this method is simpler and more computationally efficient, there is a trade 
off with accuracy given the relative simplicity of the equation set.  
Of the approaches studied in the literature, discretised methods are mathematically simpler 
to formulate and proved to be more numerically robust than moving boundary methods, 
although at the expense of computational speed. Most studies reported solver stability 
issues owing to two-phase flows, greatly varying properties, or the numerical integration 
process. The equation set for the recuperators, consisting of mass, momentum and energy 
balances is ‘stiff’, meaning that different parameters in the equation set respond at vastly 
different speeds. For example, mass effects (changes in density) occur over medium time 
scales, momentum effects (changes in pressure) are very rapid, and energy/thermal effects 
are relatively slow. These differences may be orders of magnitude, making it challenging for 
a numerical integrator to properly capture the dynamic behaviour. Taking the Runge-Kutta 4 
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method as an example, the future state of a variable is predicted based off the current state 
by following an average gradient to the new state. If the time steps in the solver are not 
extremely small, the solver cannot correctly follow the gradient given by the rapid pressure 
effects. This is analogous to trying to extrapolate the shape of a sine wave by fitting two 
points; the true shape will not be captured. Instability and divergence in the model arises 
when the solver attempts to follow the gradient of a fast transient but overshoots, returning 
an erroneous value which throws out all future calculations. It is for this reason that several 
authors simplify the momentum equations in their models.  
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4 Modelling methodology  
This section provides an overview of the modelling methodology employed. This has been a 
continuous evolution over the course of the project. An initial dynamic model was 
formulated from equations for conservation of mass, momentum and energy for a single hot 
and cold channel pair. A quasi-steady wall conduction equation was also formulated to 
dynamically model the effect of wall temperature on heat exchanger performance. The PDEs 
were discretised in space using a backward difference method. The resulting ODEs were in a 
form that could be explicitly solved, hence an explicit 4th order Runge-Kutta solver was 
coded. This system proved to have limited stability given the stiffness of the equation set, 
hence another approach was required. The second revision of the code used a more general 
equation set and employed implicit integration methods, namely the implicit Euler and 
Adams-Moulton methods. This approach also failed to produce a solution due to numerical 
instability. A third approach to dynamic modelling was taken, based on a model developed 
at MIT by Carstens [14], however this model could not be correctly reconstructed and 
became increasingly difficult to troubleshoot as the code grew in size. 
Due to time constraints and the issues encountered with the dynamic models, a shift in 
focus to a steady state model was made to ensure a functional end product was produced 
and validated over the course of the project, contributing to the broader REC project. A 
steady state model still requires a discretised approach to correctly capture the sCO2 
behaviour, and the outputs of a steady state model are required to initialise a dynamic 
model, hence this approach still supports the goal of developing a robust dynamic model of 
the recuperators and complete power cycle. The LMTD and ϵ-NTU methods are most 
commonly employed for steady state heat exchanger analysis. In the sCO2 application, 
neither of these methods are valid, given the varying properties of the CO2 as it passes 
through the heat exchanger. As a result, a nodalised approach to steady state modelling was 
applied, directly solving a set of simultaneous equations in chosen state variables for every 
node in the heat exchanger at the same time. This differs from other 1D steady state heat 
exchanger models in the literature, such as those developed by Dostal [9] and Carstens [14], 
where a guess-iteration scheme is employed and equations are solved at one node before 
progressing to the next spatial node, as described in section 3.1. This approach is similar to 
that developed by Song, however extends its capability beyond only modelling the pre-
cooler, and improves its utility by accounting for pressure drop.  
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The two chosen state variables are pressure and enthalpy; with these independent intensive 
variables, the flow state of the CO2 is fully defined by the thermodynamic state postulate. 
These variables were used to derive a set of simultaneous equations which are constructed 
from the hot side inlet across to the cold side inlet, then solved simultaneously for the 
pressure and enthalpy at the outlet of each node, of which the user of the code defines the 
quantity. The equations are coded such that the size of the equation set is user defined; finer 
subdivisions of the model will produce more accurate results, albeit at the expense of 
computation time. The development of these equations is described in sections 4.1, 4.2 and 
4.3 below.   
4.1 Problem statement 
The heat exchanger in question is a printed circuit heat exchanger (PCHE). Semi-circular flow 
channels are etched into plates of metal, which are then stacked and diffusion bonded 
together to form a monolithic block with strength equivalent to that of the parent metal [9]. 
For details of the benefits of PCHEs in a sCO2 power cycle application over other traditional 
heat exchangers, the reader is referred to the work of Dostal [9] where this matter is treated 
in detail.  
To model the steady state heat exchange in the PCHE, 1-D flow was assumed to reduce the 
complexity of the problem. This is a common simplification often applied in the literature. As 
in Dostal’s and Carstens’ work, only straight channels were considered; a conservative 
assumption allowing simplification of the geometry. Correlations required for convection 
and friction coefficients are available for straight channels, but very few are available for 
generalised zig-zag or wavy channels; another factor supporting the decision for a straight 
channel model.  
A single hot and cold channel pair form the initial model. To assess the overall heat 
exchanger performance, it is assumed that the heat exchange from a single pair of channels 
can be scaled by the total number of channels in a particular heat exchanger. Losses to the 
external environment are not considered in this model; the heat exchanger is assumed to be 
well insulated. A cross section of the flow channels in a PCHE is provided in figure 8 below.   
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Figure 8: PCHE Cross section. Adapted from Dostal [9] 
This figure illustrates the channel profile and repeat unit configuration.  
4.2 PCHE model 
A one-dimensional schematic of a hot-cold channel pair is provided in figure 9 below. Here 
the hot and cold channels are separated by a thin conducting wall through which the heat 
exchange occurs. PCHEs are typically configured as counter-flow, hence this model was 
developed for the counter-flow configuration. The hot and cold side inlet conditions are 
known, and the outlets are solved for. As the heat capacity and heat transfer coefficients 
vary throughout the heat exchanger when sCO2 is used as the working fluid, standard steady 
state methods such as the LMTD or ϵ-NTU methods cannot be used to solve outlet 
conditions [14]. To account for real gas behaviour, a discretised model is required. The heat 
channel pair model is therefore divided into a user-specified number of nodes, as illustrated 
in figure 9.  
 
Figure 9: 1D model of PCHE channels 
A node is comprised for a single division; a hot cell, a wall element, and a cold cell. Values 
are solved for at each node boundary, as indicated by the index K. Node boundaries where 
the CO2 state is unknown are indicated by the *. Pressure and enthalpy are used as the state 
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variables in this model, as in the models developed by Carstens and Dostal. Using pressure 
and enthalpy as state variables was shown to provide improved stability over pressure and 
temperature [14]. This is of particular importance when building dynamic modelling 
capability into the code. For each K*, (P, h) are unknown. Hence for an N node model, there 
are 4N unknowns. Solving for these 4N state variables required 4N equations; this 
formulation results in a set of 4N nonlinear equations that must be solved simultaneously. 
The development of these equations is discussed in section 4.3.  
4.3 Model equations 
4.3.1 Assumptions 
Node equations were derived using pressure and enthalpy as the state variables. As the flow 
conditions are steady, mass flow rate through a node is constant. The heat transfer between 
streams is determined by the hot and cold side wall temperatures, heat transfer coefficients, 
wall thickness, wall thermal conductivity and free stream temperatures. All of these can be 
expressed as functions of the state variables (P, h) using the property calculator PropsSI 
provided by CoolProp. Therefore, all model equations can be expressed in terms of pressure 
and enthalpy alone. A schematic for a single node is provided in figure 10 below:  
 
Figure 10: Single node schematic 
Further assumptions made in the development of the mode include:  
 quasi-steady conduction; constant heat flux in a node 
 adiabatic system; well insulated heat exchanger 
 single phase flow only 
 horizontal channel; no change in gravitational potential energy 
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 hot and cold channels have the same geometry 
 entry lengths are not modelled 
 radial uniformity of fluid properties 
 nodal friction pressure drop calculated using node average density and velocity 
 acceleration pressure losses are accounted for 
 no entry and exit form losses 
 no frictional heat dissipation 
 negligible axial conduction in the wall 
 thermal equilibrium and no temperature gradient in the wall given the very low 
thickness and high thermal conductivity 
These assumptions are similar to those of Carstens’ model. Pressures are updated using 
friction factor correlations for frictional pressure loss, and nodal heat flux is calculated using 
convection heat transfer coefficient correlations. Refer to appendix 2 for the full set of 
correlations used. Regarding the entry and exit form losses for the PCHE channels, Song 
found that the core frictional pressure drop is the dominating loss, accounting for 90% or 
more of the pressure drop for gas flow in compact heat exchangers [15]. Therefore, these 
effects were neglected in this work, with greater focus placed on compiling a correlation set 
for core flow.  
4.3.2 Equations 
The heat lost from the hot stream is equal to the heat gained by the cold stream; this is 
accounted for by the change in fluid enthalpy using a first law energy balance, leading to 
equations 8 and 9:  
Equation 8: Hot side energy equation 
?̇?ℎ(ℎℎ
𝑘 − ℎℎ
𝑘+1) =  ?̇? 
Equation 9: Cold side energy equation 
?̇?𝑐(ℎ𝑐
𝑘 −  ℎ𝑐
𝑘+1) =  ?̇? 
The right hand side of equations 8 and 9 are implicitly expressed in terms of pressures and 
enthalpies.  
Frictional and acceleration pressure losses through the channel are considered and grouped 
together in a dP term, leading to equations 10 and 11: 
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Equation 10: Hot side momentum equation 
𝑃ℎ
𝑘+1 =  𝑃ℎ
𝑘 − 𝑑𝑃ℎ 
Equation 11: Cold side momentum equation 
𝑃𝑐
𝑘 =  𝑃𝑐
𝑘+1 − 𝑑𝑃𝑐 
The pressure differential terms in equations 10 and 11 can also be expressed implicitly in 
terms of pressure, enthalpy, and other known variables such as flow velocity and heat 
exchanger geometry.  
These 4 equations form the basis of the multi-node model. To solve these equations in 
python, the python function fsolve was used. Fsolve requires the equations to be formulated 
as f = 0, for which it finds the roots. Therefore, the 4 equations were coded as follows, using 
in/out convention:  
 
Figure 11: As-coded equation set 
Each of the equations is appended to an (4N x 1) dimensional array of equations. Fsolve is an 
iterative solver, hence requires initial guesses for each of the unknown variables. The 
simplest method of selecting guess values is to set guesses for internal node values equal to 
the boundary conditions. In this way the initial guess array can be easily constructed by 
referencing the relevant elements of the boundary conditions array. As the code is 
formulated to solve from left to right, i.e. from hot side inlet to cold side inlet, the initial 
guess array is of the form: 
𝑋 = [𝑃𝑐
0, ℎ𝑐
0, 𝑃ℎ
1, ℎℎ
1, 𝑃𝑐
1, ℎ𝑐
1, 𝑃ℎ
2, ℎℎ
2, … . . , 𝑃𝑐
𝑁−1, ℎ𝑐
𝑁−1, 𝑃ℎ
𝑁
, ℎℎ
𝑁] 
This initial guess array contains all of the nodal state variables, except for 𝑃ℎ
0 and ℎℎ
0, and 
𝑃𝑐
𝑁 and ℎ𝑐
𝑁, which are known values given by the boundary conditions. The superscripts 
here refer to the node index K. Using this initial guess array, fsolve is called as follows: 
fsolve(F,X). Fsolve then returns the calculated values for each of the unknown variables, in 
the same order as the guess array X. Once this is obtained, the desired values for pressure 
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and enthalpy can be extracted, and other variables of interest such as temperature and heat 
capacity can be calculated using CoolProp.  
Heat transfer and pressure drop models 
The heat transfer term Q can be expressed as a function of a nodes inlet and outlet states 
using a quasi-steady wall conduction model. Starting with the 1-D heat equation: 
Equation 12: 1D heat equation 
𝜌𝑤𝐶𝑤
𝜕𝑇
𝜕𝑡
=  𝑘𝑤
𝜕2𝑇
𝜕2𝑦
 
where the subscript w refers to ‘wall’. Under steady state conditions, the time derivative is 
zero, and the equation simplifies to an ODE with the solution:  
𝑇(𝑦) =  
 𝑇ℎ − 𝑇𝑐
𝐻
(𝐻 − 𝑦) + 𝑇𝑐 
Where 𝑇ℎ and 𝑇𝑐 are the hot and cold side wall temperatures, H is the wall thickness, and y is 
position along the thickness of the wall. The constant heat flux through the wall is given by: 
?̇? =  𝑘𝑤
 𝑇ℎ − 𝑇𝑐
𝐻
 
This can also be expressed in terms of the convective heat transfer into and out of the wall 
on the hot and cold sides: 
?̇?ℎ =  −𝐻𝑇𝐶ℎ(𝑇ℎ − 𝑇ℎ,∞) 
?̇?𝑐 =  𝐻𝑇𝐶𝑐(𝑇𝑐 − 𝑇𝑐,∞) 
Where 𝑇ℎ,∞ and 𝑇𝑐,∞ are the hot and cold free stream temperatures. These temperatures 
can be approximated as the average across each node as follows: 
𝑇ℎ,∞ =  
𝑇ℎ
𝑘 +  𝑇ℎ
𝑘+1
2
 
𝑇𝑐,∞ =  
𝑇𝑐
𝑘 +  𝑇𝑐
𝑘+1
2
 
At this point CoolProp’s PropsSI function is implemented to express 𝑇ℎ,∞ and 𝑇𝑐,∞ in terms of 
nodal pressures and enthalpies. Using in/out convention for a given node, this is coded as 
follows:  
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Now 𝑇ℎ,∞ and 𝑇𝑐,∞ are functions of pressure and enthalpy alone. The heat transfer 
coefficients are also functions of pressure and enthalpy, as they are dependent upon the 
Reynolds and Prandtl number of the flow. As such the HTC term also becomes an implicit 
function of the state variables. At this time, the development of correlations specifically for 
sCO2 heat exchange is an active area of research [14]. The correlations discussed in section 
3.1.1 were coded into a correlations module for use in the solver. Refer to appendix 2 for the 
full set of correlations used in the model. To run the solver with a particular correlation, the 
user only has to un-comment the corresponding line of code. The modular structure of the 
code allows the correlation set to be easily updated and modified as new correlations 
become available. 
Since the conductive and convective heat fluxes are constant in the steady state formulation, 
the following equality holds true: 
?̇? = ?̇?ℎ= ?̇?𝑐.  
The equations for each of these terms form a linear system with 3 unknowns: 𝑇ℎ, 𝑇𝑐, and ?̇?.  
Solving this system yields the following expressions: 
𝑇𝑐 =  
𝑇𝑐,∞ ∗ 𝐻𝑇𝐶𝑐 (1 + 𝐻𝑇𝐶ℎ ∗
𝐻
𝑘𝑤
) + 𝑇ℎ,∞ ∗ 𝐻𝑇𝐶ℎ
𝐻𝑇𝐶ℎ + 𝐻𝑇𝐶𝑐 +  𝐻𝑇𝐶ℎ ∗ 𝐻𝑇𝐶𝑐 ∗ 𝐻/𝑘𝑤
 
𝑇ℎ =  
𝑇ℎ,∞ ∗ 𝐻𝑇𝐶ℎ + (
𝑘𝑤
𝐻 )𝑇𝑐
𝐻𝑇𝐶ℎ + 𝑘𝑤/𝐻
 
?̇? =
𝑘𝑤
𝐻
(𝑇ℎ − 𝑇𝑐) 
Multiplying this heat flux by the heat transfer area of a node gives ?̇?, the nodal heat 
transfer. This is now a function of the state variables:  
?̇? =  ?̇?(𝑃𝑐
𝑘, ℎ𝑐
𝑘 , 𝑃𝑐
𝑘+1, ℎ𝑐
𝑘+1, 𝑃ℎ
𝑘, ℎℎ
𝑘, 𝑃ℎ
𝑘+1, 𝑃ℎ
𝑘+1) 
Model equations 1 and 2 can now be defined as follows:  
?̇?ℎ(ℎℎ
𝑘 −  ℎℎ
𝑘+1) =  ?̇?(𝑃𝑐
𝑘, ℎ𝑐
𝑘 , 𝑃𝑐
𝑘+1, ℎ𝑐
𝑘+1, 𝑃ℎ
𝑘, ℎℎ
𝑘, 𝑃ℎ
𝑘+1, 𝑃ℎ
𝑘+1) 
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?̇?𝑐(ℎ𝑐
𝑘 −  ℎ𝑐
𝑘+1) =  ?̇?(𝑃𝑐
𝑘, ℎ𝑐
𝑘 , 𝑃𝑐
𝑘+1, ℎ𝑐
𝑘+1, 𝑃ℎ
𝑘, ℎℎ
𝑘, 𝑃ℎ
𝑘+1, 𝑃ℎ
𝑘+1) 
Equations 10 and 11 for the pressure drop can be expressed in terms of pressure and 
enthalpy in a similar way. Nodal pressure drop is calculated as: 
𝑑𝑃𝑖 = 𝑓
𝑑𝑥
𝐷ℎ𝑦𝑑
?̅??̅?2
2
+ (𝜌𝑘+1𝑣𝑘+1
2
− 𝜌𝑘𝑣𝑘
2
) 
which consists of the sum of frictional and acceleration pressure loss terms, where f is the 
friction factor, and ?̅? and ?̅? are nodal average density and velocity respectively. All of these 
terms can be expressed in terms of the state variables and known values. The friction factor 
is calculated as a function of the Reynolds number, channel geometry and surface roughness 
depending on the correlation used. As for the HTC, a selection of correlations from the 
literature were coded, allowing the user of the solver choice in which to implement. For the 
full set of correlations used, the reader is again referred to appendix 2. 
In steady state operation the mass flow rate through the heat exchanger is constant, 
however density and velocity vary. The mass flow rate is calculated from inlet density, 
velocity, and the heat exchangers flow area. In calculating nodal inlet and outlet velocities, 
the inlet and outlet densities are calculated based off pressure and enthalpy, and then this 
constant mass flow rate is used to solve for velocity. Nodal average velocity is based off 
density at the nodal average pressure and enthalpy. The full set of model equations in 
pressure and enthalpy now becomes:  
?̇?ℎ(ℎℎ
𝑘 −  ℎℎ
𝑘+1) =  ?̇?(𝑃𝑐
𝑘, ℎ𝑐
𝑘 , 𝑃𝑐
𝑘+1, ℎ𝑐
𝑘+1, 𝑃ℎ
𝑘, ℎℎ
𝑘, 𝑃ℎ
𝑘+1, 𝑃ℎ
𝑘+1) 
?̇?𝑐(ℎ𝑐
𝑘 −  ℎ𝑐
𝑘+1) =  ?̇?(𝑃𝑐
𝑘, ℎ𝑐
𝑘 , 𝑃𝑐
𝑘+1, ℎ𝑐
𝑘+1, 𝑃ℎ
𝑘, ℎℎ
𝑘, 𝑃ℎ
𝑘+1, 𝑃ℎ
𝑘+1) 
𝑃ℎ
𝑘+1 =  𝑃ℎ
𝑘 − 𝑑𝑃ℎ(𝑃ℎ
𝑘, ℎℎ
𝑘) 
𝑃𝑐
𝑘 =  𝑃𝑐
𝑘+1 − 𝑑𝑃𝑐(𝑃𝑐
𝑘+1, ℎ𝑐
𝑘+1) 
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5 Heat exchanger code  
This section provides an overview of the implementation of the heat exchanger model and 
equation set in python code. A brief introduction to object oriented programming is 
provided. Key sections of the code are then presented. The python language is user friendly 
with relatively simple syntax, although is powerful enough to model complex problems. An 
object oriented programming approach was taken with the aim of making the code as 
modular as possible. This relates to the overarching goal of integrating this code into a 
complete cycle model. An object oriented approach allows sub-sections of the code to be 
easily modified without affecting the basic flow of execution of the code. It also assists in 
troubleshooting code by making the location of error producing code easily identifiable. This 
section concludes with a discussion of the limitations of the present model and the 
conditions for its validity. 
5.1 Object oriented programming 
Object oriented programming permits generalisation in coding by creating objects of specific 
state and behaviour. An object stores its state in variables and its behaviour is defined 
through the methods or functions encoded in the object [32]. For example, a heat exchanger 
model may be an object. If there are many potential occurrences of an object, such as PCHEs 
with differing geometries or materials, a class may be defined which contains the structural 
framework to define a particular heat exchanger. If a heat exchanger model is constructed 
using this class, it is called an instance of that class. In this context, the instance of the class 
will require inputs such as diameter, channel length, wall thickness that define the particular 
heat exchanger. Another example of a class is a framework for calculating a heat transfer 
coefficient based off correlations. This may need to be done many times during the 
execution of the program, so a general class may be defined. On creating an instance of this 
class, inputs relating to the flow state in question would be provided, and the body of the 
class would contain a method to calculate the heat transfer coefficient, based off the 
initialisation values. Methods of one particular class may be called from within another class. 
A heat exchanger class may therefore contain code that creates an instance of another class 
within itself, such that the methods of the external class can be accessed. For further reading 
on object oriented programming, the reader is referred to [32].  
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5.2 Code structure  
A flow chart of the general solution process is provided in figure 12 below. The user of the 
code specifies the PCHE geometry and material properties (thermal conductivity), the inlet 
conditions for the hot and cold streams, and the desired number of model subdivisions 
(nodes).  
 
Figure 12: Thesis code flowchart 
The section of code unique to this thesis is contained within the Heat_exchanger.evaluate 
method. This method is presented in figures 13 to 19 and explained below. The evaluate 
method takes an array X containing nodal guess values in the form:  
𝑋 = [𝑃𝑐
0, ℎ𝑐
0, 𝑃ℎ
1, ℎℎ
1, 𝑃𝑐
1, ℎ𝑐
1, 𝑃ℎ
2, ℎℎ
2, … . . , 𝑃𝑐
𝑁−1, ℎ𝑐
𝑁−1, 𝑃ℎ
𝑁
, ℎℎ
𝑁] 
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as presented in section 4.3. The initial block of code (figure 13) then calculates the other 
variables that are required in the equations, creates an instance of the conduction class for 
the heat transfer calculation, and initialises and empty array F which will form the (4N x 1) 
dimensional array of equations.  
 
Figure 13: Evaluate method part 1 
After this initialisation, the construction of the equation set can be broken down into 3 parts, 
depending on node position. The nodal indexing convention starts from 0 for the hot side 
inlet/cold side outlet, up to N for the hot side outlet/cold side inlet. In this way, K represents 
node boundaries.  
If K = 0, the hot pressure and enthalpy going into the node are known and taken directly 
from the boundary conditions by calling self.BC() and referencing the appropriate element. 
Hot outlets and cold inlets and outlets are unknown for this node (refer to figure 9) and 
hence are assigned a guess value from the X array. The indexing of the array X is based on 
the repeating order of elements in the array as previously defined:   
 
Figure 14: Evaluate method part 2 
If K = N-1, i.e. the interior boundary of the final node, the cold side pressure and enthalpy 
going into the node are known and taken directly from the boundary conditions in the same 
way. Cold outlets and hot inlets and outlets are unknown for this node and are assigned a 
corresponding guess value from the X array: 
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Figure 15: Evaluate method part 3 
For all other values of K, i.e. interior nodes, the equation variables are unknown and hence 
are assigned a corresponding guess value from the X array:   
 
Figure 16: Evaluate method part 4 
After assigning the state variables for a particular node in either of the above 3 cases, 
additional variables required for the heat transfer and pressure drop calculations are 
calculated, namely densities and velocities:  
 
Figure 17: Density and velocity calculations 
Nodal heat transfer is then calculated using the flux method of the conduction class that was 
initialised at the start of evaluate:  
 
Figure 18: Evaluate method part 5 
Here Y is a tuple containing variables required by the ‘Conduction.flux’ method to calculate 
the heat transfer between the hot and cold streams. This method returns heat flux; this 
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value is multiplied by A, the nodal heat transfer area, to return Qdot, the nodal heat transfer 
rate. The internal workings of the ‘flux’ method are presented appendix 2. The flux code 
follows the heat flux derivation method presented in section 4.3.2. This code returns a 
variable, q, that is an implicit function of the unknown variables Ph_in, hh_in, Ph_out, 
hh_out, Pc_in, hc_in, Pc_out, and hc_out, referring to hot and cold inlet and outlet pressures 
and enthalpies. This method also references the method of another class, ‘correlations’, to 
calculate the heat transfer coefficients.  
Nodal pressure loss is also calculated at this stage of the solution process. Different 
formulations for dP were coded, allowing for comparison between including and neglecting 
acceleration pressure loss. At this stage in the for loop iteration, all of the variables for the 
models equation set have been defined, and the first 4 equations can be constructed and 
appended to the equations array:  
 
Figure 19: Equation set 
The for loop presented in figure 14 now progresses to the next spatial node, working from 
hot inlet to cold inlet, and repeats the above process, culminating in appending the next set 
of 4 equations to the equations array. After progressing along the entire length of the heat 
exchanger, the equations array F is complete, and is of the form of the vector function F(P,h) 
= 0. This function is then supplied to python’s in-build root solver fsolve and the set of 
pressures and enthalpies that satisfy this equation are returned simultaneously. All of the 
above processes are initiated by the line:  
 
As discussed in section 4, this solution approach differs to other methods in the literature by 
solving an equation set for all points in the heat exchanger in a single step, as opposed to 
solving progressively, node by node. This means iterative refinement of guesses and solving 
to a defined tolerance is not required. Although the model derivation is more mathematical, 
the solution process is simplified.  
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5.3 Limitations  
The minimum number of nodes required for the model to run is 2 given the construction of 
the model equations. This represents having only an inlet and outlet and no internal 
subdivisions. The efficiency of the code approximately follows a power law; increasing the 
number of nodes rapidly increases computation time while producing diminishing returns on 
output accuracy. The optimal number of nodes was found to be approximately 15. Another 
limitation of the model in its current state is the set of correlations used; the accuracy of the 
solver could be improved as more sCO2 specific correlations are developed. There is also 
scope for improvement in modelling the transition regions between laminar and turbulent 
flow, and entry lengths effects such as the enhancement of the Nusselt number [14]. 
Modelling commercial PCHEs such as the units manufactured by Heatric would require 
correlations for zig-zag channels, or a heat transfer enhancement factor to apply to the 
straight channel correlations. The increased pressure drop from the zig-zag channels would 
also need to be accounted for. The solver is also unable to model two phase flow.  
5.4 Quasi-steady code 
The capability to approximate the effects of transient events was built into the code using a 
quasi-steady approach; i.e. the steady state solver is run for each time step and 
corresponding value of the transient variable(s). The purpose of building this capability into 
the code is to determine if and when the faster quasi-steady solver can accurately capture 
the recuperator’s response to inlet variations, and when a fully dynamic model is required. 
The motive for this research is the fact that a dynamic solver is much more computationally 
expensive, hence potential exists for time saving should the quasi-steady solver be found to 
provide sufficient accuracy. This will be determined by simulating both fast and slow 
transients and comparing the results to those from a fully dynamic recuperator model 
currently under development by Thomas Reddell at the UQ REC.  
The same base code structure was used, with the ‘Boundary_Conditions’ function modified 
to allow one or more of the input variables to be set as a user defined array of values 
defined by a transient input function (such as a smooth ramp function).  
To run the quasi-steady model, a for loop is implemented to solve the steady state model for 
each time step and corresponding transient value, which is encoded within 
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Boundary_Conditions(i), where i is the index of the time stepping array. This for loop is 
presented in figure 20 below.  
 
Figure 20: Quasi-steady for loop 
Referring back to section 5.2 for the structure of the array returned by the steady state 
solver ‘Steady_state’, index 0 is the cold side outlet pressure, and index 1 is the cold side 
outlet enthalpy. The last value in this array is always the hot side outlet enthalpy (index -1) 
and the second last value in this array is always the hot side outlet pressure (index -2). These 
values are saved to an outlet variable array so that the heat exchanger outlets can be plotted 
as a function of time.  
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6 Modelling results and discussion 
In this section the output of the code is analysed. A test case was defined with water as the 
working fluid and the output of the code for this test case compared with an analytical 
solution for a counterflow heat exchanger. This uses exactly the same code structure and 
solution method as for sCO2, only the inputs change from CO2 to H2O. The test case and 
corresponding code outputs are presented in section 6.1. The validation method is then 
outlined in section 6.2 and the output of the code compared to the analytical solution. 
Finally, section 6.3 contains modelling test cases for a sCO2 working fluid. Results are 
compared to those from power cycle modelling conducted by the Queensland Geothermal 
Centre of Excellence (QGCE) [33]. 
6.1 Modelling test case  
A test geometry for the PCHE was approximately based on actual geometry of a Heatric 
PCHE, as used in research by Nikitin et al [27] and Kim et al [26]. A simplification was made 
by setting the hot and cold channel diameters to be equal; in the commercial PCHE the hot 
channel diameter is approximately 5% larger. The model of Heatric PCHE in question has a 
channel length of 896mm, but owing to the zig-zag flow path has an active length of 
1000mm on the hot side and 1100mm on the cold side. For simplicity, a straight channel 
length of 1000mm for both hot and cold sides was used in this test case. Selection of the 
inlet conditions was arbitrary as only the comparison with the analytical solution is of 
interest, however a large enough temperature range was chosen to generate reasonable 
heat transfer. A summary of the test case geometry, inlet conditions and calculated outlets is 
provided in table 1 below.   
Table 1: Water test case parameters and outputs 
Geometry 
Channel length 1000 mm 
                diameter  1.80 mm 
                Hydraulic diameter 1.10 mm 
                Flow area 1.27e-6 m2 
                Heat transfer area 1.8e-3 m2 
Gap between channels/wall thickness 0.68 mm 
Thermal conductivity of wall 16.2 W/m.K 
Model nodes 15 
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Inlet Conditions 
Working fluid H2O 
Hot side inlet pressure 800 kPa 
                         temperature 400 K 
                         velocity 0.2 m/s 
Cold side inlet pressure 800 kPa 
                           temperature 293 K 
                           velocity 0.2 m/s 
Code outputs 
Hot outlet temperature  326.38 K 
Cold outlet temperature  362.51 K 
Hot outlet pressure  798.33 kPa 
Cold outlet pressure 796.86 kPa 
 
6.2 Model validation  
An analytical solution for a PCHE channel pair, such as the one modelled in this thesis, was 
developed by the Idaho National Laboratory [34]. The solution developed was for a 
counterflow configuration. The derivation is based off an energy balance of fluid control 
volumes, accounting for the overall heat transfer resistance between the streams, as 
presented in figure 21.   
 
Figure 21: PCHE channel pair schematic (INL) [34] 
The equations developed for fluids 1 and 2 are as follows [34]:  
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Equation 13: Hot side equation 
𝑖1(?̇?𝐶𝑝)1𝑇1 + 𝑖1(?̇?𝐶𝑝)1(𝑇1 +
𝑑𝑇1
𝑑𝑥
𝑑𝑥) − 𝑈(𝑇1 − 𝑇2)𝑑𝐴 = 0 
Equation 14: Cold side equation 
𝑖2(?̇?𝐶𝑝)2𝑇2 + 𝑖2(?̇?𝐶𝑝)2(𝑇2 +
𝑑𝑇2
𝑑𝑥
𝑑𝑥) + 𝑈(𝑇1 − 𝑇2)𝑑𝐴 = 0 
The indices i1 and i2 can have values of +1 or -1 and modify the equation set depending on 
whether a counterflow or parallel flow configuration is being analysed [34]. A positive value 
indicates flow in the same direction as the x axis, and vice versa.  The (?̇?𝐶𝑝)𝑇 terms 
represent the fluid enthalpy rates into and out of the control volume, and the 𝑈(𝑑𝑇)𝑑𝐴 
terms the heat transfer between the fluid and the wall. In a steady state model, the 
convection from the hot fluid to the wall, the conduction through the wall, and the 
convection from the wall to the cold fluid are all equal, i.e. the wall is in thermal equilibrium. 
The model is simplified by assuming heat transfer area is uniformly distributed along the 
length of the channel. As a result, the quotient dA/dx is equal to A/L, and the equation set 
becomes [34]:  
(?̇?𝐶𝑝)1
𝑑𝑇1
𝑑𝑥
=
𝑈𝐴
𝐿
(𝑇2 − 𝑇1) 
(?̇?𝐶𝑝)2
𝑑𝑇2
𝑑𝑥
=
𝑈𝐴
𝐿
(𝑇1 − 𝑇2) 
By defining the variables θ and X, a non-dimensional form of these equations is derived [34]: 
𝜃 =  
𝑇 −  𝑇1,𝑖𝑛
𝑇2,𝑖𝑛 − 𝑇1,𝑖𝑛
 (𝑑𝑖𝑚𝑒𝑛𝑠𝑖𝑜𝑛𝑙𝑒𝑠𝑠 𝑡𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒) 
𝑋 =
𝑥
𝐿
 (𝑑𝑖𝑚𝑒𝑛𝑠𝑖𝑜𝑛𝑙𝑒𝑠𝑠 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒) 
Equation 15: Non-dimensional hot side equation 
𝑑𝜃1
𝑑𝑋
+ 𝑁𝑇𝑈1(𝜃1 − 𝜃2) = 0 
Equation 16: Non-dimensional cold side equation 
𝑑𝜃2
𝑑𝑋
− 𝑖2𝑁𝑇𝑈1𝑅1(𝜃1 − 𝜃2) = 0 
where NTU and R refer to Number of Transfer Units and the heat capacity rate ratio 
respectively: 
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𝑁𝑇𝑈1 =  
𝑈𝐴𝐻𝑇
(?̇?𝐶𝑝)1
 
𝑅1 =  
(?̇?𝐶𝑝)1
(?̇?𝐶𝑝)2
 
The boundary conditions required to solve these equations are defined as:  
𝜃1 = 0 𝑎𝑡 𝑋 = 0 
𝜃2 = 1 𝑎𝑡 𝑋 = 1 (𝑐𝑜𝑢𝑛𝑡𝑒𝑟𝑓𝑙𝑜𝑤 𝑐𝑜𝑛𝑓𝑖𝑔𝑢𝑟𝑎𝑡𝑖𝑜𝑛) 
Finally, the solutions to these dimensionless ODEs are [34]:  
𝜃1(𝑋) =  
1 − exp (−𝑁𝑇𝑈1(1 − 𝑅1)𝑋)
1 − 𝑅1exp (−𝑁𝑇𝑈1(1 − 𝑅1))
 
𝜃2(𝑋) =  
1 − 𝑅1exp (−𝑁𝑇𝑈1(1 − 𝑅1)𝑋)
1 − 𝑅1exp (−𝑁𝑇𝑈1(1 − 𝑅1))
 
On comparing the codes output to the analytical solution, the relative errors were 0.352 % 
and 0.005 % on the hot and cold side outlet temperatures respectively (see appendix 3 for 
full working). This shows that the method developed for the code (based off 4N 
simultaneous nonlinear equations in pressure and enthalpy) agrees with the analytical 
solution. It is proposed that this indicates the method is valid and captures heat exchange 
behaviour correctly. Further model validation was conducted by comparing the output of 
the code with results produced by the commercial software IPSEpro for a CO2 test case. This 
comparison is presented as part of the sCO2 analysis in section 6.3.  
6.3 sCO2 analysis 
Analysis and validation of sCO2 steady state heat exchange was performed using geometry 
and inlet conditions from a 25MWe solar thermal sCO2 Brayton cycle model developed by 
Duniam at QGCE [33]. Each component in this cycle model was developed using the 
commercial software IPSEpro. Model comparisons for both the HTR and LTR were 
conducted. The inputs to these models are presented in table 2 below:  
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Table 2: sCO2 test case parameters 
Geometry 
Channel length 1500 mm 
                diameter  2.00 mm 
                hydraulic diameter 1.22 mm 
                flow area 1.57e-6 m2 
                heat transfer area 4.71e-3 m2 
Gap between channels/wall thickness 0.60 mm 
Thermal conductivity of wall 15.00 W/m.K 
Model nodes 15 
High temperature recuperator 
Working fluid CO2 
Hot side inlet pressure 9 MPa 
                         temperature 782.49 K 
                         velocity 5.2788 m/s 
Cold side inlet pressure 20 MPa 
                          temperature 442.93 K 
                          velocity 1.0800 m/s 
Low temperature recuperator 
Working fluid CO2 
Hot side inlet pressure 9 MPa 
                         temperature 450.75 K 
                         velocity 2.7222 m/s 
Cold side inlet pressure 20 MPa 
                           temperature 353.75 K 
                           velocity 0.3398 m/s 
 
The model outputs are presented in table 3 below and compared to the outputs from 
ISPEpro.  
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 Table 3: IPSEpro results comparison 
 
These results are obtained using the Gnielinski correlation for Nusselt number and Haaland’s 
formula for the Moody friction factor. Surface roughness was consistent between the 
models at a nominal value of 3 μm. As can be seen, the calculated temperatures match well, 
with a maximum relative error of 3.5%. The calculated pressure drops show a larger 
variance, and this may be attributed to the different solution processes employed in each 
solver. The absolute difference in reported pressure drops is only several kPa or less; this is a 
negligible loss in a heat exchanger where system pressures are 9MPa or greater. These 
extremely low pressure drops are characteristic of PCHEs. The alignment of results with 
those from ISPEpro further validates the model developed in this thesis.  
The temperature distributions calculated by the model are presented in figure 22 below. 
Note that the hot side flow is from left to right, and the cold side flow is from right to left.   
 
Figure 22: Temperature distributions 
The temperature distributions in the two recuperators differ slightly in shape owing to 
different specific heat profiles. Under these operating conditions, the pinch point does not 
Results LTR LTR 
IPSEpro 
Difference 
(%) 
HTR HTR 
IPSEpro 
Difference 
(%) 
Hot outlet T (K) 367.58 362.98 1.26 472.99 456.71 3.50 
Hot dP (kPa) 13.73 12.10 12.62 24.85 21.30 15.38 
Cold outlet T (K) 437.26 444.45 1.63 724.29 739.73 2.11 
Cold dP (kPa) 2.28 2.30 0.87 10.56 9.70 8.49 
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occur internally. The temperature differentials in the LTR and HTR are of very different 
profile:  
 
Figure 23: Temperature differential distribution 
The peak in the LTR’s temperature differential corresponds to an inflection point in the LTR’s 
cold side specific heat. The cold side specific heat follows this profile as the cold side inlet 
temperature is only 40K from the pseudo-critical temperature, at which a bell-shaped peak 
would be observed. The specific heat distributions are presented in figure 24 below: 
 
Figure 24: Isobaric specific heat distribution 
Figure 24 shows the higher cold side specific heat, necessitating the lower mass flow rate to 
better match heat capacitance rates between the two streams. As observed in Carstens’ 
results, the cold side specific heat decreases through the heat exchanger and reaches a 
minimum at the cold side outlet (length 0m), where it converges with the hot inlet specific 
heat. A peak in specific heat may occur within the heat exchanger if the CO2 is cooled 
through the pseudo-critical temperature at that pressure. This effect is illustrated in figure 
25 below for a deviation in the LTR test case:  
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Figure 25: Cooling through Tpc 
Here the cold side specific heat peaks within the heat exchanger and results in a greater cold 
side HTC at that location. The impact on the distribution of the cold side HTC can be 
observed by comparing figure 25 and the HTC plots for the test case in figure 26 below.  
 
Figure 26: Heat transfer coefficient distribution 
HTCs were observed to move inversely with temperature. In Carstens’ LTR model, the hot 
side HTC increased as more heat was transferred. The trends in figure 26 agree with this 
result. As the hot fluid transfers heat to the cold fluid, its temperature drops, and its density 
and viscosity increase. The net effect is an increase in Reynolds number, causing an increase 
in the Nusselt number and hence HTC. The calculated Reynolds number distributions are 
presented in figure 27. 
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Figure 27: Reynolds number distribution 
These plots illustrate the high Reynolds numbers typically found in PCHE applications. The 
calculated pressure distributions in the recuperators are presented in figure 28 below.  
 
Figure 28: Pressure distribution 
The HTR showed the highest pressure drop of the two recuperators. Although temperatures 
are lower in the LTR and hence densities higher, the flow velocities in the HTR are 
significantly higher. Frictional and acceleration pressure losses are both proportional to the 
square of velocity and the first power of density, therefore the velocity term dominates. In 
both recuperators, the hot side pressure drops are larger, again due to the higher velocity 
given the constant mass flow rate in steady state operation. Pressure drops in real PCHEs 
may vary from a few kPa a few hundred kPa based on operating conditions; Kim quoted 
approximately 1.5% of system pressure [26]. The values returned by the code are at the low 
end of this range as expected given the straight channel configuration; zig-zag channels 
would have returned a higher pressure drop.  
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The density distributions were plotted as a function of calculated pressure and enthalpy, and 
behave as expected with the cold stream becoming less dense as it heats up, and the hot 
stream becoming denser as it cools: 
 
Figure 29: Density distribution 
The results of the modelling align with what was expected based on findings in the 
literature. This shows that the model is correctly capturing the real gas behaviour of the 
sCO2. The variations in HTC and specific heat presented above illustrate why conventional 
steady state methods are not valid in this application; they are based on the assumption of 
constant properties, hence the requirement for the discretised approach.  
6.3.1 Quasi-steady analysis 
An approximate analysis of transient events was conducted using the developed quasi-
steady code. The same recuperator geometry as for the steady state case were used.  The 
model has 4 boundary conditions; hot and cold inlets, and hot and cold outlets. Here 
different state variables are used to align with the inputs of a dynamic model currently 
under development by Thomas Reddell at the UQ REC. The inlet boundary conditions used in 
this analysis are presented in table 4. These boundary conditions represent a fast transient. 
Simulation of a slow transient was also conducted, with results presented in appendix 4 and 
findings discussed below.  
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Table 4: Quasi-steady inlet conditions 
Recuperator inlet conditions – fast transient 
Working fluid CO2 
Hot side inlet pressure 8 MPa 
                         enthalpy Defined by ramp (see fig. 30) from 5.5 x 105 to 
6.5 x 105 J/kg.K  
                         temperature Calculated as function of P, h 
                         velocity Calculated as function of mass flow rate and 
density 
Cold side inlet pressure Defined by cubic spline (see fig. 31) 
                          enthalpy Calculated as function of P, T 
                          temperature Defined by cubic spline (see fig. 31) 
                          velocity Calculated as function of mass flow rate and 
density 
 
These boundary conditions include a varying hot inlet enthalpy, cold inlet pressure, and cold 
side temperature. The profiles of these transients are presented in figures 30 and 31 below. 
These are relatively rapid transients, occurring over 1-2 seconds.  
 
Figure 30: Hot inlet enthalpy transient 
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Figure 31: Cold inlet transients 
The structure of the fully dynamic code requires the setting of a cold outlet boundary 
condition and a hot inlet boundary condition, and the cold inlet and hot outlet are iteratively 
solved for. For this reason, the cold outlet boundary condition was set to a constant pressure 
and enthalpy state of 10 MPa and 4.6 x 105 J/kg.K. Maintaining this cold outlet while varying 
the hot inlet enthalpy necessitated varying the cold inlet pressure and enthalpy. The 
response calculated by the fully dynamic solver is presented in figure 32 below:  
 
Figure 32: Dynamic model results 
As can be seen, the outlet state for the cold stream remains relatively constant. Both 
streams exhibited a small pressure drop, on the order of tens of kPa. In comparison, the 
results from the quasi-steady solver are presented in figure 33 below:  
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Figure 33: Quasi-steady results 
Coarser time steps were used than for the dynamic simulation, as the quasi-steady 
derivation does not include fast dynamic effects, so these will not be present regardless of 
the size of the time step, negating the need to run the model with the same time steps as 
the dynamic model. 51 subdivisions of the 5 second interval were used, versus 1001 for the 
dynamic model. Each iteration of the quasi-steady solver was conducted on a 10 node 
model. This number of nodes provides comparable accuracy relative to a steady state case 
run on 15 nodes, while reducing computation time.  
As evident in the figures above, the quasi-steady solver did not correctly capture the profile 
of the transient response to the varying boundary conditions. Figure 33 shows that as the 
hot side enthalpy is increased, the cold sides outlet temperature increases; this rise in cold 
side outlet temperature is not negated by the concurrent drop in cold inlet temperature and 
pressure as captured by the fully dynamic model. The cold outlet pressure is evidently not 
kept constant.  
However, the resulting outlet conditions at the end of the transient time interval are 
relatively similar with the exception of hot outlet pressure. These results are tabulated and 
compared in table 5 below.  
Table 5: Quasi-steady vs dynamic results 
 
 
 
 
Results Dynamic Quasi-
steady 
Difference Error (%) 
Hot outlet T (K) 321.74 323.76 2.02 0.62 
Hot outlet P (MPa) 7.99 6.59 1.4 19.2 
Cold outlet T (K) 346.55 333.11 13.44 3.95 
Cold outlet P (MPa) 10 (fixed) 9.63 0.37 3.77 
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As can be seen in table 5, the relative errors in the outlet conditions are low, with the 
exception of the hot outlet pressure. This may be attributable to the velocity squared term 
in the pressure drop calculation; the effects of differences in velocity between the two 
models will be magnified by this term.  
A possible reason for the large discrepancy in calculated transient response profile is the fact 
that the dynamic solver dynamically represents the wall temperature, accounting for its 
thermal capacitance effect. In this case, rises in hot side temperature do not immediately 
produce rises in cold side temperature, as was the case in the quasi-steady model. It can be 
concluded that fast transient response profiles cannot be accurately represented using the 
quasi-steady model. Further analysis was conducted with a slower transient, where this 
thermal capacitance effect is reduced, to determine whether slower transients are better 
represented by the quasi-steady model. These results produced similar relative errors, and 
again the profile of the response was not correctly captured. For the results of this slow 
transient analysis, refer to appendix 4. Outlet temperatures reported by both models at the 
end of the transient time interval were again very similar, indicating that the quasi-steady 
model may approximate thermal the overall thermal effects but not momentum/pressure 
effects.  
Overall, the quasi-steady model was not able to accurately approximate the effect of the 
transient boundary conditions at the end of the transient time interval or predict the profile 
of the response. Therefore, a fully dynamic model is required when assessing of the impact 
of a transient event on the recuperator.  
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7 Conclusions and recommendations 
Addressing the energy trilemma of energy security, energy equity and environmental 
sustainability is essential to ensure the long term sustainability of continued population 
growth and human habitation of the earth. Biomass offers energy security as it is abundant, 
energy equity as it is an affordable feedstock relative to other energy sources (and is 
accessible to many), and the potential for environmental sustainability when good 
plantation and harvesting practices are in place. Conventional steam power cycles can make 
use of this fuel source, however for future expansion of this energy source a new type of 
power cycle is required. The sCO2 is one of the best suited power cycles to this application. 
This cycle offers the potential for relatively large efficiency gains over steam cycles through 
means of exploiting real gas behaviour of sCO2, significant reductions in turbomachinery and 
plant size and hence capital cost, reduced plant complexity (absence of multiple 
turbine/reheat stages, condenser), a pathway for the use of sequestered CO2, and a reliable 
power output given the ability to batch feed fuel into the cycle, and economical scalability in 
plant size while maintaining high efficiency. This last point is particularly important for the 
future of the sCO2 cycle and the use of biomass as a sustainable energy source. In shifting 
towards distributed as opposed to centralised power generation, efficiently scalable power 
blocks allow individual generators or communities to select an appropriate power block size 
based on their energy requirements and feedstock availability. This scalability factor, along 
with significantly reduced capital cost, may be more critical in facilitating the expansion of 
biomass power than the potential efficiency gains.  
However, to realise the full potential of these advantages, further work must be done in 
developing the sCO2 power cycle and understanding its operational behaviour. Relatively 
little work has been done on dynamic modelling of the cycle, an important aspect to 
consider when operating a sCO2 plant. Given the real gas behaviour of sCO2, there is 
potential for large variations in performance for relatively small transient events in the cycle. 
As such, dynamic modelling capability is an important work front in the advancement of this 
technology. To bridge this gap in the knowledge of the sCO2 power cycle and help facilitate 
faster commercialisation of this cycle, the UQ REC is developing an open-source, complete 
cycle model capable of dynamic simulation, to which this thesis contributes.   
This thesis has contributed a building block to this ongoing project in the form of a steady-
state solver for the recuperators in the power cycle. This model was discretised, 
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simultaneously solving mass, momentum and energy balances at each node boundary. This 
approach was required given the varying properties of the sCO2, which eliminates 
conventional steady-state solution methods as valid alternatives. The steady state solver was 
validated using a water test case and comparing the code outputs to an analytical solution 
for a counterflow heat exchanger. Here the relative errors were a maximum of 0.35%. A CO2 
validation was conducted for both the LTR and HTR with results compared to those from 
modelling conducted by the Queensland Geothermal Centre of Excellence. Relative errors in 
calculated values ranged from 0.87% to 15.38%. The largest relative error of 15.38% was in 
hot side pressure drop; the absolute difference was several kPa; this was considered a 
negligible loss in a heat exchanger where system pressures are 9MPa or greater, and hence 
this result does not detract from the practical applicability of this model. In practice, 
extremely low pressure drops are encountered in PCHEs.  
The quasi-steady solver was deemed unable to approximate the recuperators response to a 
transient event, justifying the need for a fully dynamic recuperator model. Results were 
compared to those from a fully dynamic model and relative errors ranged from 0.62% to 
19.2% for both fast and slow transients. Errors on final outlet temperatures were low, 
indicating the model may be capable of approximating the thermal response, although the 
shape of the time response profiles did not match. Errors on the hot side pressure drop were 
consistently around 20% for both transient time scales, indicating the quasi-steady model 
does not accurately capture momentum effects. Therefore, it was concluded that a fully 
dynamic model is required for any modelling of heat exchanger transients.  
Future work on the steady state solver should focus on updating the correlation set as new 
sCO2 specific correlations become available, including any empirical factors to relate the 
heat transfer and pressure drop of a straight channel to that of a zig-zag channel, widening 
the potential application of the code to more commercial PCHE designs. The structure of the 
code could also be re-formatted and/or translated to another programming language to 
facilitate its integration into the open source model. Future work on the recuperator 
component model could focus on integrating the steady state code with a fully dynamic 
solver. Here the steady state code would support the dynamic solver by supplying accurate 
boundary conditions, required to commence dynamic simulation.  
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Appendices 
1 The closed loop Brayton cycle 
The closed loop Brayton gas cycle is the basic foundation of the more advanced gas power cycles. 
This process cycles a working fluid through (ideal) stages of isentropic compression, isobaric heat 
addition, isentropic expansion, and isobaric heat rejection. This process is illustrated on a 
temperature-entropy and pressure-specific volume diagram below.  
 
Figure 34: The simple Brayton cycle (Cengel & Boles, Thermodynamics: An Engineering Approach) 
Compared to steam cycles, one of the main competitors to the gas cycle, closed Brayton cycles are 
simpler, more compact, less expensive and have shorter construction times [9]. The primary 
components of a Brayton cycle are a compressor, a turbine, and heat exchangers.  
 
Figure 35: Simple Brayton cycle components (Cengel & Boles, Thermodynamics: An Engineering Approach) 
The turbomachinery for gas cycles is significantly more compact than for steam Rankine cycles; 
smaller pressure ratios permit fewer turbine stages. The thermal efficiency of the cycle is a function 
of its pressure ratio; however, this is in practice limited by the high temperatures developed at high 
pressure ratios.  
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2 Heat exchanger code 
2.1 Steady-state solver 
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2.2 Quasi-steady code 
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… unchanged from steady code.  
 
… unchanged from steady code.  
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3 Analytical solution  
Geometry 
Channel length 1000 mm 
                diameter  1.80 mm 
                Hydraulic diameter 1.10 mm 
                Flow area 1.27e-6 m2 
                Heat transfer area 1.8e-3 m2 
Gap between channels/wall thickness 0.68 mm 
Thermal conductivity of wall 16.2 W/m.K 
Model nodes 15 
Inlet Conditions 
Working fluid H2O 
Hot side inlet pressure 800 kPa 
                inlet temperature 400 K 
                inlet velocity 0.2 m/s 
                Density 937.77 kg/m3 
                Mass flow rate 238.19e-6 kg/s 
                Isobaric specific heat 4254.06 J/kg.K 
                Heat capacity rate 1.0133 W/K 
                Kinematic viscosity 2.3329e-7 m2/s 
                Reynolds number 943.03 
Cold side inlet pressure 800 kPa 
                 inlet temperature 293 K 
                 inlet velocity 0.2 m/s 
                 Density 998.56 kg/m3 
                 Mass flow rate 25.363e-5 kg/s 
                 Isobaric specific heat 4181.97 J/kg.K 
                 Heat capacity rate 1.0607 W/K 
                 Kinematic viscosity 1.0065e-6 m2/s 
                 Reynolds number 218.58 
Heat transfer calculations 
Nusselt number (both streams laminar) 4.089 [13] 
Hot side thermal conductivity 0.683197 W/m.K 
Cold side thermal conductivity 0.598158 W/m.K 
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Hot side HTC 2539.63 W/m2.K 
Cold side HTC 2223.52 W/m2.K 
Overall HTC (including wall) 1129.34 W/m2.K 
NTU1 2.006 
θ1(X) 0.6773 
θ2(X) 0.3529 
Hot outlet temperature (analytical solution) 327.53 K 
Hot outlet temperature (code) 326.38 K 
Percentage difference  0.352 % 
Cold outlet temperature (analytical solution) 362.53 K  
Cold outlet temperature (code) 362.51 K 
Percentage difference 0.005 % 
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4 Quasi-steady results 
Recuperator inlet conditions – fast transient 
Working fluid CO2 
Hot side inlet pressure 8 MPa 
                         enthalpy Defined by ramp from 5.5 x 105 to 6.5 x 105 
J/kg.K over 290 s (see fig. below) 
                         temperature Calculated as function of P, h 
                         velocity Calculated as function of mass flow rate and 
density 
Cold side inlet pressure Defined by cubic spline (see fig. below) 
                          enthalpy Calculated as function of P, T 
                          temperature Defined by cubic spline (see fig. below) 
                          velocity Calculated as function of mass flow rate and 
density 
 
 
Figure 36: Slow transient boundary conditions 
 
 
 
 
 
 
Results Dynamic Quasi-
steady 
Difference Error (%) 
Hot outlet T (K) 321.74 323.76 2.02 0.62 
Hot outlet P (MPa) 7.99 6.59 1.4 19.2 
Cold outlet T (K) 346.55 333.11 13.44 3.95 
Cold outlet P (MPa) 10 (fixed) 9.63 0.37 3.77 
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Response profiles are presented below:  
 
 
Figure 37: Slow transient time response 
As can be seen, for an enthalpy transient of the same magnitude but over a much larger time scale, 
the time response is also not correctly captured.  
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5 Project management 
The project plan for this thesis was constructed using a Gantt chart. The key information underlying 
the Gantt chart for semester one is summarised in the figure below:  
 
This was used to track the overall progress of the project. In addition to this, weekly tracking of time 
allocation was conducted using an excel spreadsheet to ensure that a sufficient working hours were 
consistently put in to the project.  
At the end of semester two, the following task breakdown was proposed (extract from Gantt chart): 
 
However, given the difficulties faced with the dynamic model, a shift in focus to steady state 
modelling was made and a new work breakdown and project plan for semester two was constructed 
as follows.   
Breakdown of tasks for semester 2:  
 Development of a multi-node steady-state solver that captures supercritical fluid behaviour: 
A single hot-cold channel pair will be modelled and a python script developed to construct 
and solve the model equations.  
 Model development process flow:  
o Single channel, single node steady 
o Single channel, multi-node steady 
o Double channel, multi-node steady 
o Double channel, multi-node quasi-steady 
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 Compilation of correlations from the literature: these correlations will be coded in a python 
script to calculate heat transfer coefficients and friction factors. This module will form part of 
the steady-state solver code, however may be re-used for other component models.  
 Validation of the developed code: a test case will be defined, in terms of heat exchanger 
geometry, materials and inlet conditions, and code-calculated outputs compared with 
conventional methods of calculating steady-state heat exchanger performance. 
 Development of a quasi-steady code extending the capabilities of the base steady state 
model. Comparison with outputs from the fully dynamic model currently under 
development.  
This revised task breakdown was incorporated into a Gantt chart format, with key tasks and their 
associated timelines as presented in the figure below.  
 
Risk analysis 
A risk assessment scheme was devised to classify the risks that may affect the successful delivery of 
the thesis. Risks affecting this thesis project can be divided into three main categories: code 
development risks, time management risks, and Information risks 
Code development risks 
The key deliverable for this thesis is in the form a software. One of the primary risks associated with 
such a thesis is the risk of the code not functioning as intended, thus failing to fulfil the initial 
objectives of the thesis. This may be due to coding complexity, numerical instability, high levels of 
error, or limited range of validity. In addition, available heat transfer and friction factor coefficients 
may limit the validity range of the final model. An external open source property calculator, CoolProp 
is being implemented to calculate sCO2 properties. The calculation of these properties is fundamental 
to the solution, hence risk arises from the implementation of this tool as well.   
Mitigating this risk largely involves good time management practices, thus allowing issues to be 
identified early. Therefore, the strategy for dealing with this risk will be to maintain good time 
management with the development of the code and selecting robust methods for solving system 
equations. Should this fail, the model will be further simplified. This will involve decoupling the hot 
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and cold streams, focusing on a model of one stream in isolation. From here, the code will be built up 
to include both streams and the interactions with the wall.  
Time management risks 
Time management is a primary risk affecting the successful delivery of the thesis. As the work is self-
directed, good time management practices are required to ensure that the project remains on track 
and that key deliverables can be achieved on time. Completing the thesis will require working 
simultaneously on both code and report development, so balancing of these responsibilities will be 
required. 
 
This risk will be managed by constructing and adhering to a project Gantt chart and logging daily 
working hours. This allows the project to be subdivided into manageable subsections with clear 
deadlines and work flow dependencies. The Gantt chart format is a convenient visual representation 
of the total time available to deliver the project, and how the project is currently progressing. 
However, its effectiveness will depend on how strictly it is adhered to. The Gantt chart will be used 
for the larger, or “macro”, subdivision of work. For smaller, weekly or daily tasks, checklists and a log 
of hours will be kept. A weekly plan will be made at the start of each week, identifying the key 
priorities and deliverables for the week, and the estimated resources required to complete them.  
These macro and micro time management strategies, in addition to supervisor feedback, will reduce 
the probability of this risk adversely affecting the project. However, it’s consequence remains high as 
failure to effectively manage time jeopardises a successful outcome for the thesis.  
Information risks 
Information risks arise from the fact that the bulk of the work for the thesis is completed and stored 
electronically. As such, the risk of losing work exists.  
This risk will be managed through regular backups of work. It was decided to back up work to an 
online server, in addition to a physical hard drive. Although the consequence of a loss of work would 
be high, weekly backups reduce the lost time impacts of a single loss, reducing the overall risk level. 
Weekly backups mean the probability of this risk impacting the project is low.  
 
