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A COMBINATORIAL IDENTITY FOR THE p-BINOMIAL COEFFICIENT
BASED ON ABELIAN GROUPS
C P ANIL KUMAR
Abstract. For a non-negative integer k and a positive integer n with k ≤ n,
we prove a combinatorial identity for the p-binomial coefficient (nk)p based on
abelian groups. A purely combinatorial proof is not known for this identity.
While proving this identity, for r, s ∈ N and p a prime, we present a purely
combinatorial formula for the number of subgroups of Zs of finite index pr
with quotient isomorphic to the finite abelian p-group of type λ a partition
of r into at most s parts. This purely combinatorial formula is similar to the
combinatorial formula for subgroups of a certain type in a finite abelian p-group
obtained by Lynne Marie Butler. As consequences, this combinatorial formula
gives rise many enumeration formulae which are polynomial in p with non-
negative integer coefficients.
1. Introduction
The combinatorics of abelian groups is a vast and well studied subject. Some of
the authors who have worked in this subject are G. Birkhoff [2], S. Delsarte [4],
P. Hall [5], R. P. Stanley [9], L. M. Butler [3], D. E. Knuth [6], I. G. Macdonald [7].
In [3], L. M. Butler gives a nice introduction to the lattice Lλ(p) of subgroups of
a finite abelian p-group of type λ mentioning results in the last few decades in
this subject and also the following most elusive conjecture.
Conjecture 1.1. For a prime p and a partition λ the number αλ(k, p) of subgroups of
order pk in a finite abelian p-group of type λ is a unimodal polynomial in p for each
0 ≤ k ≤| λ |.
This conjecture is open for more than two and half decades. Also in [3], L. M. But-
ler also gives a combinatorial proof of the following theorem.
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Theorem 1.2. Let p be a prime and (µ1 ≥ µ2 ≥ · · · ) = µ ⊆ λ = (λ1 ≥ λ2 ≥ · · · )
be two partitions. The number αλ(µ, p) of abelian p-subgroups of type µ in a group of
type λ is given by
∏
j≥1
p
(λ′j−µ
′
j)µ
′
j+1
(
λ′j − µ
′
j+1
µ′j − µ
′
j+1
)
p
where λ′ = (λ′1 ≥ λ
′
2 ≥ · · · ), µ
′ = (µ′1 ≥ µ
′
2 ≥ · · · ) are partitions conjugate to λ and
µ respectively.
As a consequence of this result it immediately follows that αλ(µ, p) and hence
αλ(k, p) are polynomial in p with non-negative integer coefficients. In fact in [3],
L. M. Butler also gives a combinatorial interpretation of these coefficients in
Proposition 1.3.2 and Proposition 1.4.6.
In this article we prove a similar combinatorial formula (Theorem Ω) for the
number αr,s(λ, p) of subgroups of Zs having finite index pr whose quotients are
all isomorphic to an abelian p-group of type λ where r, s ∈ N, p is a prime and λ
is a partition of r into at most s parts. This combinatorial formula in Theorem Ω
is the key ingredient of the combinatorial identity that this article is concerned
with.
Now we mention the combinatorial identity for the p-binomial coefficients. Let
k ≤ n be two integers with k ≥ 0, n ≥ 1. Let
λ = (λ1 ≥ λ2 ≥ · · · ≥ λk+1 ≥ 0)
denote a partition of n− k =
k+1
∑
i=1
λi into exactly k+ 1 parts where the parts are
allowed to be zero. Let λ′ = (λ′1 ≥ λ
′
2 ≥ · · · ) denote the conjugate partition of
λ + t = (λ1 + t ≥ λ2 + t ≥ · · · ≥ λk+1 + t) for any t ∈ N where the parts of λ
′
finally end in any suitable number of zeroes. Note for the conjugate partition λ′
we must have λ′1 = k+ 1.
Let
Λn−k,k+1 = {λ = (λ1 ≥ λ2 ≥ · · · ≥ λk+1 ≥ 0) |
k+1
∑
i=1
λi = n− k}
be the finite set of such partitions of n into exactly k+ 1 parts. With this notation,
the combinatorial identity is given as follows.
(1.1)
(
n
k
)
p
= ∑
λ∈Λn−k,k+1
(
∏
i≥1
p(λ
′
1−λ
′
i)λ
′
i+1
(
λ′1 − λ
′
i+1
λ′1 − λ
′
i
)
p
)
.
This identity follows as an immediate consequence of the following main theo-
rem of the article and Theorem 1.3. A purely combinatorial proof of this identity
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is not known and the proof given in this article is based on counting certain set
of finite abelian groups in two different ways.
Theorem Ω. Let p be a prime and r, s be positive integers. Let λ = (λ1 ≥ λ2 ≥ . . . ≥
λs ≥ 0) denote a partition of r into exactly s parts where the parts are allowed to be zero.
Then the number αr,s(λ, p) of subgroups of Zs of finite index pr such that the quotients
are isomorphic to the abelian p-group
s⊕
i=1
Z
pλiZ
of type λ is given by
∏
i≥1
p(λ
′
1−λ
′
i)λ
′
i+1
(
λ′1 − λ
′
i+1
λ′1 − λ
′
i
)
p
with λ′ = (λ′1 ≥ λ
′
2 ≥ · · · ) denoting the conjugate partition of λ + t = (λ1 + t ≥
λ2 + t ≥ · · · ≥ λs + t) for any t ∈ N where the parts of λ
′ finally end in any suitable
number of zeroes, however the first part λ′1 of λ
′ must be s.
Theorem 1.3. Let p be a prime and r, s be positive integers. Then the subgroups of Zs
of finite index pr is (
r+ s− 1
s− 1
)
p
As a consequence of Theorem Ω, we conclude that αr,s(λ, p) is a polynomial in
p with non-negative integer coefficients. In fact we can conclude the following
theorem which we will prove later in this article.
Theorem 1.4. Let s,m be positive integers and p a prime.
(1) For a given set S = {a1 < a2 < · · · < am} of m-positive integers let αs(S, p)
be the number of chains of subgroups Am ⊂ Am−1 ⊂ · · · ⊂ A1 ⊂ Z
s such that
the index [Zs : Ai] = p
ai , 1 ≤ i ≤ m. Then αs(S, p) is a polynomial in p with
non-negative integer coefficients.
(2) For a given finite sequence of m-partitions λ(1) ⊆ λ(2) ⊆ · · · ⊂ λ(m) with each
partition having at most s parts, Let αs(λ
(1), λ(2), · · · , λ(m), p) be the number of
chains of finite index subgroups Am ⊆ Am−1 ⊆ · · · ⊆ A1 ⊆ Z
s such that Z
s
Ai
is
a finite abelian p-group of type λ(i), 1 ≤ i ≤ m. Then αs(λ
(1), λ(2), · · · , λ(m), p)
is a polynomial in p with non-negative integer coefficients.
A combinatorial interpretation of the coefficients of these polynomials αs(S, p)
and αs(λ
(1), λ(2), · · · , λ(m), p) is not known and it is desirable to have one such
interpretation similar to the results Proposition 1.3.2 and Proposition 1.4.6 ob-
tained by L. M. Butler [3]. So we have the open question.
Question 1.5. With notations as in Theorem 1.4, give a combinatorial interpretation of
the coefficients of the polynomials αs(S, p) and αs(λ
(1), λ(2), · · · , λ(m), p).
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2. The Proof of the Main Theorem and its Consequences
In this section we prove main Theorem Ω. First we mention two theorems on
integral matrices and another theorem of strong approximation type.
Theorem 2.1. Let s be a positive integer. Consider the left action of SLs(Z) on the space
Ms×s(Z) ∩ GL
+
s (Q) consisting of s × s-integer matrices with positive determinant.
Then in every orbit of this action there is a unique lower triangular matrix consisting of
non-negative integer entries such that each element below a diagonal element is strictly
smaller than the corresponding diagonal element above it.
Proof. This is a standard result for integral matrices regarding hermite normal
form of a matrix. For the proof, we may adapt the proof given in M. Newman [8],
Theorem II.2, Page 15 and Theorem II.3, Page 18 to the action of SLs(Z) instead
of GLs(Z). 
Theorem 2.2. Let s be a positive integer. Consider the simultaneous left and right
actions of SLs(Z) on the space Ms×s(Z)∩GL
+
s (Q) consisting of s× s-integer matrices
with positive determinant. Then in every orbit of these simulateneous actions there is a
unique diagonal matrix consisting of diagonal positive integer entries ds | ds−1 | · · · |
d1.
Proof. This is also a standard result for integral matrices regarding Smith normal
form of a matrix. For the proof, we may adapt the proof given in M. Newman [8],
Theorem II.9, Page 26, Theorem II.10, Page 28 and Theorem II.11, Page 29 to the
action of SLs(Z) instead of GLs(Z). 
Now we state a theorem on strong approximation.
Theorem 2.3. Let s ∈ N, 1 < n ∈ N. The reduction map Z → Z/nZ induces a
surjective map from SLs(Z) to SLs(Z/nZ).
Proof. For a proof of this we may refer to C. P. Anil Kumar [1], Theorem 1.7, Page
338. 
We prove Theorem 1.3 here.
Proof of Theorem 1.3. Let A be a subgroup of Zs of index pr. Then A is a free
Z-module of rank s. Let M be an s × s-matrix whose rows form a basis for M
and has positive determinant pr. Then the left action of SLs(Z) on M gives rise
to matrices with postive determinant pr whose rows form bases for the same
subgroup A. Moreover there is a bijection between the orbits of this action on
the subset M
pr
s×s(Z) ⊆ Ms×s(Z)∩GL
+
s (Q) of matrices of determinant p
r and the
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subgroups of Zs of index pr. So it is enough to count the orbits of this action.
By Theorem 2.1 the number of such orbits is given by
∑
b1+b2+···+bs=r
bi≥0,1≤i≤s
pb2+2b3+···+(s−1)bs.
Now the solutions b1 + b2 + . . .+ bs = r, bi ≥ 0, 1 ≤ i ≤ s bijectively correspond
to a tablueaux of the form λ = (λ1 = b2 + . . . + bs ≥ λ2 = b3 + . . . + bs ≥
. . . ≥ λs−2 = bs−1 + bs ≥ λs−1 = bs) which fit inside a (s − 1) × r rectangle
and we have | λ |= b2 + 2b3 + . . .+ (s− 1)bs. So this is precisely the p-binomial
coefficient (
r+ s− 1
s− 1
)
p
using the Remark 2.4. This proves Theorem 1.3. 
Remark 2.4. First we observe that for 1 ≤ k ≤ n, k, n ∈ N we have(
n
k
)
p
=
(
n− 1
k− 1
)
p
+ pk
(
n− 1
k
)
p
.
Therefore (
n
k
)
p
= ∑
λ
λ fits in k×(n−k) rectangle
p|λ|.
Simply because if the first column of λ has k squares, then delete that column
to obtain a partition which fits inside a k × (n − k − 1) rectangle of squares;
otherwise λ itself fits inside a (k− 1)× (n− k) rectangle of squares.
Now we prove main Theorem Ω.
Proof of main theorem. Let A be a subgroup of Zs of finite index pr. Let M ∈
M
pr
s×s(Z) ⊆ Ms×s(Z) ∩ GL
+
s (Q) be a matrix of postive determinant p
r such that
the rows of M form a basis for A. Then the quotient Z
s
A is isomorphic to the
abelian p-group
s
⊕
i=1
Z
pλiZ
of type λ if and only if there are matrices U,V ∈ SLs(Z)
such that UMV−1 = Diag(pλ1 , pλ2 , · · · , pλs). This is a consequence of reducing
the matrix M into its Smith normal form. So the abelian group A has a basis
which are the rows of the matrix UM = Diag(pλ1 , pλ2 , · · · , pλs)V.
Another matrix Diag(pλ1 , pλ2 , · · · , pλs)V1 with V1 ∈ SLs(Z) gives rise to a bases
of its rows for the same subgroup A if and only if there exists an X ∈ SLs(Z)
such that XDiag(pλ1 , pλ2 , · · · , pλs)V = Diag(pλ1 , pλ2 , · · · , pλs)V1, that is,
Diag(p−λ1 , p−λ2 , · · · , p−λs)XDiag(pλ1 , pλ2 , · · · , pλs) = V1V
−1 ∈ SLs(Z).
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This happens if and only if Y = V1V
−1 = V1adj(V) ∈ SLs(Z) has the additional
property that pλj−λi | Yij, 1 ≤ j < i ≤ s. So let
Gλ = {Y ∈ SLs(Z) | p
λj−λi | Yij, 1 ≤ j < i ≤ s}.
We immediately see that Gλ is a subgroup of SLs(Z). The left cosets of the
subgroup Gλ in SLs(Z) are in bijection with the subgroups A of Z
s of such that
Zs
A is a finite abelian group of type λ.
Now let us enumerate the coset space Gλ\SLs(Z). Consider the congruence sub-
group Γλ1 = {Y ∈ SLs(Z) | Yii ≡ 1 mod p
λ1 , 1 ≤ i ≤ s,Yij ≡ 0 mod p
λ1 , 1 ≤
i 6= j ≤ s} of level λ1. Then we observe that Γλ1 ⊆ Gλ ⊆ SLs(Z). Moreover
the reduction map SLs(Z) → SLs
(
Z
pλ1Z
)
is a surjective map using Theorem 2.3
whose kernel is exactly Γλ1 . We have an exact sequence
1 −→ Γλ1 −→ SLs(Z) −→ SLs
( Z
pλ1Z
)
−→ 1.
Let Gλ =
Gλ
Γλ1
⊆ SLs
(
Z
pλ1Z
)
. We obtain that
Gλ\SLs(Z) ∼= Gλ\SLs
( Z
pλ1Z
)
.
Hence we conclude that the coset space is a finite set. So let us enumerate the
coset space Gλ\SLs
(
Z
pλ1Z
)
. For this purpose we rewrite the partition λ = (λ1 ≥
· · · ≥ λs) in a different way which is useful. Let
λ = (λ1 ≥ · · · ≥ λs) = (µ
ρ1
1 > µ
ρ2
2 > · · · > µ
ρl
l ).
Here µi, 1 ≤ i ≤ l are the distinct parts of λ with positive multiplicities ρi, 1 ≤
i ≤ l. Here µl = 0 if λs = 0. So we have
l
∑
i=1
µiρi = r,
l
∑
i=1
ρi = s. To enumerate the
group Gλ is the same as enumerating matrices of the form

A
ρ1×ρ1
11 A
ρ1×ρ2
12 · · · A
ρ1×ρl−1
1(l−1)
A
ρ1×ρl
1l
pµ1−µ2A
ρ2×ρ1
21 A
ρ2×ρ2
22 · · · A
ρ2×ρl−1
2(l−1)
A
ρ2×ρl
2l
...
...
. . .
...
...
pµ1−µl−1A
ρl−1×ρ1
(l−1)1
pµ2−µl−1A
ρl−1×ρ2
(l−1)2
· · · A
ρl−1×ρl−1
(l−1)(l−1)
A
ρl−1×ρl
(l−1)l
pµ1−µlA
ρl×ρ1
l1 p
µ2−µlA
ρl×ρ2
l2 · · · p
µl−1−µlA
ρl×ρl−1
l(l−1)
A
ρl×ρl
ll


∈ SLs(
Z
pµ1Z
)
where pµj−µiA
ρi×ρj
ij ∈ Mρi×ρj(
Z
pµ1Z
) for 1 ≤ j < i ≤ s and A
ρi×ρj
ij ∈ Mρi×ρj(
Z
pµ1Z
)
for 1 ≤ i ≤ j ≤ s. Since the matrix is block upper triangular mod p such a ma-
trix is invertible if and only if each diagonal block A
ρi×ρi
ii is invertible. Moreover
we need that the matrix has determinant 1 ∈ Z/pµ1Z.
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So the cardinality of Gλ is given by
| Gλ | =
p
(
∑
1≤i<j≤l
(µ1−µi+µj)ρiρj+ ∑
1≤j<i≤l
µ1ρiρj
)
l
∏
i=1
| GLρi(Z/p
µ1Z) |
| GL1(Z/pµ1Z) |
=
p
(
∑
1≤i<j≤l
(2µ1−µi+µj)ρiρj
)
l
∏
i=1
p(µ1−1)ρ
2
i | GLρi(Z/pZ) |
| GL1(Z/pµ1Z) |
=
p
(
∑
1≤i<j≤l
(2µ1−µi+µj)ρiρj+
l
∑
i=1
(µ1−1)ρ
2
i
)
l
∏
i=1
| GLρi(Z/pZ) |
| GL1(Z/pµ1Z) |
.
The cardinality of SLs(Z/pµ1Z) is given by
| SLs(Z/p
µ1Z) |=
| GLs(Z/pµ1Z) |
| GL1(Z/pµ1Z) |
=
p(µ1−1)s
2
| GLs(Z/pZ) |
| GL1(Z/pµ1Z) |
.
Hence the cardinality of the coset space Gλ\SLs
(
Z
pλ1Z
)
is given by
| Gλ\SLs
( Z
pλ1Z
)
| =
p(µ1−1)s
2
| GLs(Z/pZ) |
p
(
∑
1≤i<j≤l
(2µ1−µi+µj)ρiρj+
l
∑
i=1
(µ1−1)ρ
2
i
)
l
∏
i=1
| GLρi(Z/pZ) |
=
p
(
∑
1≤i<j≤l
(µi−µj−2)ρiρj
)
| GLs(Z/pZ) |
l
∏
i=1
| GLρi(Z/pZ) |
=
p
(
∑
1≤i<j≤l
(µi−µj−2)ρiρj
)
p(
s
2)
s
∏
i=1
(pi − 1)
l
∏
i=1
(
p(
ρi
2
)
ρi
∏
j=1
(pj − 1)
)
= p
(
∑
1≤i<j≤l
(µi−µj−2)ρiρj+(
s
2)−
l
∑
i=1
(
ρi
2
)
) s
∏
i=1
(pi − 1)
l
∏
i=1
ρi
∏
j=1
(pj − 1)
= p
(
∑
1≤i<j≤l
(µi−µj−1)ρiρj
)(
s
ρ1
)
p
(
s− ρ1
ρ2
)
p
(
s− ρ1 − ρ2
ρ3
)
p
. . .
(
ρl
0
)
p
.
The power of p that occurs in the last expression is as given in the following
claim.
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Claim 2.5.
(2.1) ∑
1≤i<j≤l
(µi − µj − 1)ρiρj = ∑
j≥1
(λ′1 − λ
′
j)λ
′
j+1
where λ = (λ1 ≥ · · · ≥ λs) = (µ
ρ1
1 > µ
ρ2
2 > · · · > µ
ρl
l ) with
s
∑
i=1
λi =
l
∑
i=1
µiρi =
r,
l
∑
i=1
ρi = s and λ
′ = (λ′1 ≥ λ
′
2 ≥ · · · ) is the conjugate to λ+ t = (λ1 + t ≥ λ2+ t ≥
· · · ≥ λs + t) for any t ∈ N where the parts of λ
′ finally end in any suitable number of
zeroes, however the first part λ′1 = s. The positive integer t is added to λ just to make
sure that λ′1 = s if λs = 0.
Since LHS of Equation 2.1 does not change when λ is changed to λ + 1 we
will prove the claim for all partitions λ such that λs 6= 0. If λs 6= 0 then the
conjugate partition of λ + t = (λ1 + t ≥ λ2 + t ≥ · · · ≥ λs + t) is given by
(s ≥ s ≥ · · · ≥ s ≥ λ′2 ≥ λ
′
3 ≥ · · · ). So the RHS of Equation 2.1 also does not
change.
Now we will prove this claim inductively. For s = 1, λ = (λ1 = 1) the claim
holds. Suppose the claim holds for λ with λs 6= 0 for some s ∈ N then the
claim holds for λ + t for all t ∈ N. Now we prove the claim also holds for
λ˜ = (λ1 ≥ λ2 ≥ · · · ≥ λs ≥ 1) where the part 1 is added to λ at the end.
There are two cases.
(1) λs 6= 1, that is λs ≥ 2. In this case λ˜ = (λ1 ≥ λ2 ≥ · · · ≥ λs ≥ 1) =
(µ
ρ1
1 > µ
ρ2
2 > · · · > µ
ρl
l > µ
ρl+1
l+1 ) where µl+1 = 1 = ρl+1 and λ˜
′ =
(s+ 1 ≥ λ′2 ≥ · · · ). The increment in the LHS of Equation 2.1 is
l
∑
i=1
(µi −
µl+1 − 1)ρiρl+1 = r − 2s. The increment in the RHS of Equation 2.1 is
∑
j≥3
λ′j = r− λ
′
1− λ
′
2 = r− 2s, because λ
′
1 = λ
′
2 = s since λs ≥ 2. So we get
LHS=RHS for λ˜.
(2) λs = 1. In this case λ˜ = (λ1 ≥ λ2 ≥ · · · ≥ λs ≥ 1) = (µ
ρ1
1 > µ
ρ2
2 >
· · · > µ
ρl+1
l ) where µl = 1 and λ˜
′ = (s + 1 ≥ λ′2 ≥ · · · ) with λ
′
2 =
s − ρl ≤ s since λs = 1. The increment in the LHS of Equation 2.1 is
l−1
∑
i=1
(µi − µl − 1)ρi = r− 2s+ ρl. The increment in the RHS of Equation 2.1
is ∑
j≥3
λ′j = r − λ
′
1 − λ
′
2 = r − s− (s − ρl) = r − 2s + ρl . So again we get
LHS=RHS for λ˜.
This proves Claim 2.5.
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Now the cardinality
| Gλ\SLs
( Z
pλ1Z
)
| = p
∑
j≥1
(λ′1−λ
′
j)λ
′
j+1
(
λ′1 − λ
′
2
λ′1 − λ
′
1
)
p
(
λ′1 − λ
′
3
λ′1 − λ
′
2
)
p
· · ·
= ∏
j≥1
p
(λ′1−λ
′
j)λ
′
j+1
(
λ′1 − λ
′
j+1
λ′1 − λ
′
j
)
.
Here infact λ′ = (λ′1 ≥ λ
′
2 ≥ · · · ) can be taken to be the conjugate of λ + t =
(λ1 + t ≥ λ2 + t ≥ · · · ≥ λs + t) for any t ∈ N. We just need to make sure that
λ′1 = s if λs = 0. This proves main Theorem Ω. 
As a consequence of the main Theorem Ω we prove Theorem 1.4.
Proof of Theorem 1.4. We prove (2) first. Here we use both Theorem Ω and The-
orem 1.2. First observe that if Z
s
Am
is of type λ(m) and Z
s
Am−1
is of type λ(m−1)
then Am−1Am is of co-type λ
(m−1) in Z
s
Am
. By Remark 2.6 below on duality in finite
abelian p-groups we conclude that for a fixed Am, the number of such subgroups
Am−1 ⊇ Am is given by αλ(m)(λ
(m−1), p) a polynomial in p using Theorem 1.2 de-
pending only on the types. Let r =| λ(m) |. We inductively conclude with a
similar reasoning that
αs(λ
(1), λ(2), · · · , λ(m), p) = αr,s(λ
(m), p)
m−1
∏
i=1
α
λ(i+1)
(λ(i), p)
which is polynomial in p with non-negative coefficients.
Now we prove (1). We have
αs(S, p) = ∑
λ(1)⊆λ(2)⊆···⊂λ(m)
|λ(i)|=ai,1≤i≤m
αs(λ
(1), λ(2), · · · , λ(m), p).
Hence αs(S, p) is a polynomial in p with non-negative coefficients. This com-
pletes the proof of Theorem 1.4. 
Remark 2.6 (Duality in Finite Abelian p-groups).
Let Aλ =
s
⊕
i=1
Z/pλiZ be the finite abelian p-group corresponding to the partition
λ. Define a map B : Aλ ×Aλ −→ Z/p
λ1Z as follows.
B
(
(a1, a2, · · · , as), (b1, b2, · · · , bs)
)
=
s
∑
i=1
aibip
λ1−λi ∈ Z/pλ1Z.
For a subgroup A ⊆ Aλ define A
⊥ = {x ∈ Aλ | B(x, a) = 0 for all a ∈ A}. Then
we observe the following.
• The type of finite abelian p-group Hom(A,Z/pλ1Z) is same as that of A.
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• There is an exact sequence of abelian p-groups
0 −→ A⊥ −→ Aλ
x
−→ Hom(A,Z/pλ1Z)
φx :a−→B(x,a)
−→ 0
and hence the co-type of A⊥ in Aλ is the same as of the type of A.
• (A⊥)⊥ = A. Hence the type of A⊥ is same as the co-type of A in Aλ.
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