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3Abstract
This thesis presents the work on a new beamline for ultra-fast spectroscopy exper-
iments, along with the study of a new ultra-fast spectroscopy technique for studying
attosecond electron dynamics: XUV initiated high harmonic generation (XiHHG)
XiHHG is an extension of the high harmonic generation (HHG) technique for
ultra-fast spectroscopy. XiHHG replaces the tunnel ionisation in HHG with single
photon ionisation, and thus an XUV field is used to ionise the electron and a colinear
IR field is used to recombine the electron. A goal of this is that energetically deep
levels of atoms and molecules can be probed without the need for a very strong IR
field.
The specifications of the new beamline required that it be entirely housed in a
vacuum of pressures on the order of 1×10−6 mbar. As all of the optics and experi-
mental controls were also in vacuum, electronic feed-throughs were implemented and
sophisticated data acquistion software was developed. As the nature of the data
collected for these experiments is large in volume, significant time was also spent
creating an analysis script to handle the data automatically. This enabled the data
to be transmitted amongst experimenters with ease and accuracy.
Preliminary experimental results are shown from the beamline, with some possible
theoretical explanations investigated. Further theoretical work is required in order to
fully interpret the experimental results.
Contents 4
Contents
1 Introduction 11
1.1 Absolute goals of relative process . . . . . . . . . . . . . . . . . . . . 11
1.2 Relevant physics and technology for this study . . . . . . . . . . . . . 12
2 Light-matter interactions 13
2.1 Chapter introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.2 Linear optics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.2.1 Introduction to ultrashort pulses . . . . . . . . . . . . . . . . 14
2.2.2 Dispersion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.2.3 Single photon ionisation . . . . . . . . . . . . . . . . . . . . . 18
2.3 Nonlinear optics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.3.1 Introduction to nonlinear optics . . . . . . . . . . . . . . . . . 19
2.3.2 Second-order nonlinear processes . . . . . . . . . . . . . . . . 22
2.3.3 Third-order nonlinear processes . . . . . . . . . . . . . . . . . 25
2.3.4 Multiphoton ionisation . . . . . . . . . . . . . . . . . . . . . . 27
2.3.5 AC Stark shift . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.3.6 Ponderomotive energy . . . . . . . . . . . . . . . . . . . . . . 29
2.3.7 Above threshold ionisation . . . . . . . . . . . . . . . . . . . . 30
2.3.8 The strong-field approximation and tunnel ionisation . . . . . 33
2.4 High harmonic generation . . . . . . . . . . . . . . . . . . . . . . . . 34
2.4.1 Introduction to high harmonic generation . . . . . . . . . . . . 34
2.4.2 Semi-classical approach: the three step model . . . . . . . . . 35
2.4.3 Quantum approach: electron wavepackets . . . . . . . . . . . 38
Contents 5
2.4.4 Features of note . . . . . . . . . . . . . . . . . . . . . . . . . . 39
2.4.5 Macroscopic response: phase matching . . . . . . . . . . . . . 43
3 Laser physics, technology and experimental methods 53
3.1 Chapter introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
3.2 Light amplification by stimulated emission of radiation: the laser . . . 54
3.3 A brief history of laser pulses . . . . . . . . . . . . . . . . . . . . . . 55
3.4 Titanium:sapphire as a lasing medium . . . . . . . . . . . . . . . . . 57
3.5 Modelocking . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
3.6 B integral and chirped pulse amplification . . . . . . . . . . . . . . . 61
3.7 Ti:sapph as an amplifying medium . . . . . . . . . . . . . . . . . . . 63
3.8 KML Red Dragon Laser System . . . . . . . . . . . . . . . . . . . . . 64
3.8.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
3.8.2 Master Oscillator/Power Amplifier - MOPA . . . . . . . . . . 64
3.8.3 Stretcher . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
3.8.4 First amplification stage and Pockells cells . . . . . . . . . . . 66
3.8.5 Second amplification stage: double pumping . . . . . . . . . . 67
3.8.6 Compressor . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
3.8.7 Output implementation . . . . . . . . . . . . . . . . . . . . . 68
3.9 Spatial characterisation . . . . . . . . . . . . . . . . . . . . . . . . . . 68
3.10 Temporal characterisation . . . . . . . . . . . . . . . . . . . . . . . . 69
3.11 Detection of high harmonics . . . . . . . . . . . . . . . . . . . . . . . 70
4 XUV initiated HHG 73
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
4.2 Consequences of single photon ionisation for XiHHG . . . . . . . . . 76
4.3 XUV field characteristics . . . . . . . . . . . . . . . . . . . . . . . . . 78
4.3.1 XUV temporal considerations . . . . . . . . . . . . . . . . . . 78
4.3.2 XUV energy considerations . . . . . . . . . . . . . . . . . . . 81
4.3.3 XUV intensity considerations . . . . . . . . . . . . . . . . . . 83
4.4 IR field characteristics . . . . . . . . . . . . . . . . . . . . . . . . . . 84
Contents 6
4.5 Previous XiHHG experiments . . . . . . . . . . . . . . . . . . . . . . 91
4.6 Transient absorption . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
5 Apparatus design 99
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
5.2 Acquisition and analysis of data . . . . . . . . . . . . . . . . . . . . . 114
5.2.1 Introduction to the software . . . . . . . . . . . . . . . . . . . 114
5.2.2 Basic requirements of the software . . . . . . . . . . . . . . . . 116
5.2.3 Running a scan . . . . . . . . . . . . . . . . . . . . . . . . . . 118
5.2.4 Analysis software . . . . . . . . . . . . . . . . . . . . . . . . . 123
6 Experimental results 125
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
6.2 Experimental details . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
6.3 Alignment procedure . . . . . . . . . . . . . . . . . . . . . . . . . . . 133
6.4 Envelope delay scans . . . . . . . . . . . . . . . . . . . . . . . . . . . 133
6.5 Analysis procedure . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137
6.6 Polarisation scans . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138
6.7 Intensity scans . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 148
6.8 Ellipticity scans . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 154
6.9 Conclusion and future work . . . . . . . . . . . . . . . . . . . . . . . 158
Bibliography 161
List of Figures 7
List of Figures
2.1 Frequency-time relation of various pulse shapes . . . . . . . . . . . . 16
2.2 Single photon ionisation cross-section for helium and neon . . . . . . 18
2.3 Regimes of nonlinear effects . . . . . . . . . . . . . . . . . . . . . . . 20
2.4 Nonlinear response of a material . . . . . . . . . . . . . . . . . . . . . 21
2.5 Second harmonic signal as a function of crystal angle . . . . . . . . . 24
2.6 Subcycle ac Stark shift experiment . . . . . . . . . . . . . . . . . . . 29
2.7 Above threshold ionisation spectrum . . . . . . . . . . . . . . . . . . 31
2.8 Secondary above threshold ionisation spectrum . . . . . . . . . . . . . 32
2.9 The three step model . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
2.10 Electron trajectories; 5×1013 Wcm−2 . . . . . . . . . . . . . . . . . . 37
2.11 Electron return energy; 5 x 1013 Wcm−2 . . . . . . . . . . . . . . . . 37
2.12 Atto-chirp plot . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
2.13 Even and odd harmonic analysis . . . . . . . . . . . . . . . . . . . . . 42
2.14 Gas jet limits . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
2.15 High harmonic spectrum from short gas jet . . . . . . . . . . . . . . . 48
2.16 Comparison of guided and non-guided high harmonic generation . . . 52
3.1 Energy level diagram of a gain medium and schematic of cavity . . . 54
3.2 Minimum pulse duration achieved by date . . . . . . . . . . . . . . . 56
3.3 Energy levels, absorption and fluorescence of Ti:sapph . . . . . . . . . 58
3.4 Kerr lens schematic . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
3.5 Chirped pulse amplification schematic . . . . . . . . . . . . . . . . . . 62
3.6 Thermal conductivity of Ti:sapph . . . . . . . . . . . . . . . . . . . . 63
List of Figures 8
3.7 KML Red Dragon laser system schematic . . . . . . . . . . . . . . . . 64
3.8 Photograph of the laser oscillator . . . . . . . . . . . . . . . . . . . . 65
3.9 Photograph of the offner stretcher . . . . . . . . . . . . . . . . . . . . 66
3.10 Diagram of the SPIDER algorithm . . . . . . . . . . . . . . . . . . . 70
3.11 Diagram of multi-channel plate . . . . . . . . . . . . . . . . . . . . . 71
4.1 Schematic comparison of HHG and XiHHG . . . . . . . . . . . . . . . 74
4.2 Schematic comparison of multi-photon and XiHHG . . . . . . . . . . 75
4.3 Energy plot of the 11th to 19th harmonic of an 800 nm field. . . . . . 76
4.4 Photo-electron spectra of XUV ionisation . . . . . . . . . . . . . . . . 77
4.5 Fourier analysis of harmonic spectrum . . . . . . . . . . . . . . . . . 79
4.6 Figure of XUV chirp control . . . . . . . . . . . . . . . . . . . . . . . 80
4.7 Schematic of XiHHG spectrum, low energy source . . . . . . . . . . . 82
4.8 Schematic of XiHHG spectrum, high energy source . . . . . . . . . . 82
4.9 Calculation of ground state depletion of neon . . . . . . . . . . . . . . 85
4.10 Chart of electron return energies vs. IR intensity . . . . . . . . . . . 86
4.11 Schematic of electron recombination energy; 1×1014 Wcm−2 . . . . . 86
4.12 Electron trajectories; ionised by 17th harmonic . . . . . . . . . . . . . 87
4.13 Electron return energy; ionised by 17th harmonic . . . . . . . . . . . 88
4.14 Electron trajectories; ionised by 19th harmonic . . . . . . . . . . . . . 88
4.15 Electron return energy; ionised by 19th harmonic . . . . . . . . . . . 89
4.16 Electron trajectories; ionised by 21st harmonic . . . . . . . . . . . . . 89
4.17 Electron return energy; ionised by 21st harmonic . . . . . . . . . . . 90
4.18 XiHHG spectrum from previous experiment [7] . . . . . . . . . . . . . 92
4.19 XiHHG spectrum from previous experiment [34] . . . . . . . . . . . . 94
4.20 Transient absorption; two photon channels . . . . . . . . . . . . . . . 96
4.21 Transient absorption; four photon channels . . . . . . . . . . . . . . . 96
4.22 Single atom response of helium in a transient absorption calculation . 97
5.1 Photograph of the author with the beamline. . . . . . . . . . . . . . . 100
5.2 Photograph of left side of main experimental chamber. . . . . . . . . 101
List of Figures 9
5.3 Photograph of right side of main experimental chamber. . . . . . . . 101
5.4 Photograph of top view of main experimental chamber. . . . . . . . . 102
5.5 To-scale diagram of the constructed beamline . . . . . . . . . . . . . 103
5.6 To-scale diagram of the first experimental chamber. . . . . . . . . . . 104
5.7 Schematic of tube target in interaction region . . . . . . . . . . . . . 106
5.8 Aluminium, germanium and tin filter spectra . . . . . . . . . . . . . . 107
5.9 Interferogram of two 30 fs pulses and its Fourier transform . . . . . . 109
5.10 Schematic of unwrapping phase delays . . . . . . . . . . . . . . . . . 110
5.11 Comparison of stage readout position and actual delay position . . . 111
5.12 Phase correction example . . . . . . . . . . . . . . . . . . . . . . . . . 112
5.13 Transmission as a function of angle for a half-wave plate . . . . . . . 113
5.14 Opening screen of the acquisition software . . . . . . . . . . . . . . . 115
5.15 Parameter settings of the acquisition software . . . . . . . . . . . . . 116
5.16 Flowchart of experimental process . . . . . . . . . . . . . . . . . . . . 117
5.17 Reading experimental signal . . . . . . . . . . . . . . . . . . . . . . . 117
5.18 Experimental data of a polarisation scan . . . . . . . . . . . . . . . . 118
5.19 State setup screen of the acquisition software . . . . . . . . . . . . . . 119
5.20 Harmonic spectrum from the lab . . . . . . . . . . . . . . . . . . . . 120
5.21 Summary screen of the acquisition software . . . . . . . . . . . . . . . 121
5.22 Data table for a scan of the acquisition software . . . . . . . . . . . . 122
5.23 Online monitoring of a scan of the acquisition software . . . . . . . . 123
5.24 Opening screen of the analysis software . . . . . . . . . . . . . . . . . 124
6.1 Absorbance of XUV radiation by an aluminum filter . . . . . . . . . . 127
6.2 Absorbance of XUV radiation by helium gas . . . . . . . . . . . . . . 128
6.3 IR-IR autocorrelation scan . . . . . . . . . . . . . . . . . . . . . . . . 129
6.4 Analysis of the IR focus . . . . . . . . . . . . . . . . . . . . . . . . . 130
6.5 Lineout of the IR focus . . . . . . . . . . . . . . . . . . . . . . . . . . 131
6.6 Harmonics generated in argon . . . . . . . . . . . . . . . . . . . . . . 132
6.7 Long duration XiHHG scan; harmonics 13 and 15 . . . . . . . . . . . 134
List of Figures 10
6.8 Long duration scan XiHHG scan; harmonics 17 and 19 . . . . . . . . 135
6.9 Long duration XiHHG scan; harmonics 13 and 15 . . . . . . . . . . . 136
6.10 Long duration XiHHG scan; harmonics 17 and 19 . . . . . . . . . . . 137
6.11 3-D shaded surface plot of IR 0 degree polarisation XiHHG scan . . . 139
6.12 Delay plots of IR polarisation 0 degree XiHHG scan . . . . . . . . . . 140
6.13 Fourier transform of IR polarisation 0 degree XiHHG scan . . . . . . 140
6.14 3-D shaded surface plot of IR 90 degree polarisation XiHHG scan . . 141
6.15 Delay plots of IR polarisation 90 degree XiHHG scan . . . . . . . . . 142
6.16 Fourier transform of IR polarisation 90 degree XiHHG scan . . . . . . 142
6.17 DC components of an XiHHG polarisation scan. . . . . . . . . . . . . 143
6.18 2ω Fourier components of an XiHHG polarisation scan. . . . . . . . . 144
6.19 4ω Fourier components of an XiHHG polarisation scan. . . . . . . . . 145
6.20 DC components of an XiHHG polarisation scan. . . . . . . . . . . . . 146
6.21 2ω Fourier components of an XiHHG polarisation scan. . . . . . . . . 147
6.22 4ω Fourier components of an XiHHG polarisation scan. . . . . . . . . 148
6.23 DC components of an XiHHG intensity scan. . . . . . . . . . . . . . . 149
6.24 2ω Fourier components of an XiHHG intensity scan. . . . . . . . . . . 150
6.25 4ω Fourier components of an XiHHG intensity scan. . . . . . . . . . . 151
6.26 DC components of an XiHHG intensity scan. . . . . . . . . . . . . . . 152
6.27 2ω Fourier components of an XiHHG intensity scan. . . . . . . . . . . 153
6.28 4ω Fourier components of an XiHHG intensity scan. . . . . . . . . . . 154
6.29 DC components of an XiHHG ellipticity scan. . . . . . . . . . . . . . 155
6.30 2ω Fourier components of an XiHHG ellipticity scan. . . . . . . . . . 156
6.31 DC components of an XiHHG ellipticity scan. . . . . . . . . . . . . . 157
6.32 2ω Fourier components of an XiHHG ellipticity scan. . . . . . . . . . 158
Introduction 11
Chapter 1
Introduction
1.1 Absolute goals of relative process
The absolute goal of science is to increase our understanding as humans of the universe
around us. Everything that we understand is funnelled through our perception, or
rather from our point of view as humans. In this sense science is never absolute; its
usefulness is only relative to our collective human experience of life. In the beginning
of scientific exploration this scope was limited to studying objects that were of relative
scale to humans. We can only study things with which we can interact and so we
require additional tools to peer into deeper aspects of reality.
Current scientific research is looking in directions that are of bigger and smaller
scale, under astronomy and quantum physics respectively. This thesis relates to the
study of objects that are much smaller than ourselves, on the order of sub-nanometers,
in an attempt to understand the fundamental building blocks on which our human
experience is constructed. As will be explained in later chapters, often it is not only
the size of the object that is important but also the timescale on which these objects
interact with each other. This study focuses on the dynamics of these building blocks
and this requires a resolution of sub-femtoseconds.
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1.2 Relevant physics and technology for this study
In this work, an apparatus was designed and constructed to perform experiments
studying the dynamics of electrons in matter. Several experiments were conducted to
benchmark the beamline and to begin investigation of a new ultrafast spectroscopic
technique: XUV initiated high harmonic generation.
The requirements for such a venture requires knowledge of linear and nonlinear
light matter interactions, as well as ultrafast pulsed laser systems. Much time was
spent studying these physical processes and standing by the laser, optimising its
output.
The beamline required knowledge of vacuum systems and optical setups. XUV
radiation does not propagate in air and thus it must be handled in a vacuum chamber
(pressure ≈ 1×10−6 mbar). Laser pulses from an ultrafast laser system are intense
and need to be handled with care otherwise they can cause damage to equipment and
personnel.
Sophisticated software was written to perform the experiments as well as analyse
the data in an efficient manner. The software had to interact with over 15 different
devices (most in vacuum) over 2 computers in order to accurately record data.
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Chapter 2
Light-matter interactions
2.1 Chapter introduction
As was mentioned in chapter 1, the scale of the study of this thesis is on the order of
sub-nanometers and on the time scale of sub-femtoseconds. At present these scales
are best investigated through the observation of electromagnetic effects, as these are
the basis for which chemical reactions occur. The primary tool of the author’s studies
is the laser (which itself will be explained in much detail in the following chapter)
and this chapter investigates the consequences of using such a tool.
Light is an (or a group of) oscillating electro-magnetic wave(s) that is observed
through its interaction with matter. This chapter investigates some of the specfic
characteristics of these oscillating fields and how these characteristics govern their
interactions with matter.
One key definition in these interactions is whether the electro-magnetic response
of the system is linear with the interacting light wave. The intensity of the light, or
how much energy is concentrated in a given area over a specified time duration, plays
a pivotal role in this consideration. Depending upon the characteristics of this light
and the system it interacts with, different theories have been developed to model the
effects of the interactions.
Firstly, the necessary characteristics of light will be presented. This includes an
explanation of the relevant characteristics of ultrashort laser pulses, focusing on the
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concepts related to the consequences of superimposed frequencies of light. Following,
the relevant interactions of this light with matter will be discussed. This includes
an introduction to nonlinear optics and related nonlinear effects, the investigation of
differing types of ionisation, and high harmonic generation.
2.2 Linear optics
2.2.1 Introduction to ultrashort pulses
In order to generate the high intensities necessary to observe the physics presented
in this thesis, the duration of the laser pulses must be ultrashort (on the order of
femtoseconds, fs). Mathematically, a way to obtain a short pulse is to superimpose
many continuous sinusoidal waves over the range of many frequencies, this range
being defined as the bandwidth. The phase of each of these waves is significant and
will be discussed below.
The electric fields of these pulse can be described mathematically by the product
of a sinusoidal carrier wave and an envelope function that describes the shape of the
pulse:
E(t) = E0(t)e
i(ω0t)eiφ(t) (2.1)
The spatial components of the electric field is neglected as this chapter only considers
the temporal aspects. It is noted that the spatial component includes the effect of
the refractive index.
In equation 2.1, the electric field E is a function of time, t. E0(t) is the envelope
function, ω0 is the angular frequency of the carrier (related to the wavelength by
ω0 = 2pi
c
λ
) and φ(t) is the averaged phase evolution. When all of the wavelengths are
in phase with each other, the laser pulse is at its shortest duration and φ(t) = φ0,
where φ0 is known as the carrier-envelope phase (CEP) and is the phase offset between
the envelope and the carrier wave.
As mentioned in the introduction, the intensity of a light pulse is a significant
quantity in light-matter interaction, and this is proportional to the square of the
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amplitude of the envelope of the electric field, I ∝ |E0(t)|2.
Another useful way of thinking about light is in terms of the angular frequency
of oscillation of the electric field. A Fourier transform is a mathematical transform
that allows one to convert from the time domain (2.1) to the frequency domain, and
vice-versa.
E˜(ω) =
1√
2pi
∫
E(t)eiωtdω, (2.2)
E(t) =
1√
2pi
∫
E˜(ω)e−iωtdω, (2.3)
where E˜(ω) is the complex electric field as a function of angular frequency and
the spectrum of the pulse is defined as S(ω) = |E˜(ω)|2.
The duration of a pulse (τ) is defined as the full width at half maximum (FWHM)
of the intensity and the spectral width (also known as the bandwidth, 4ω) is defined
as the FWHM of the spectral intensity. These temporal and spectral domains are
intrinsically linked to one another via the Fourier transform and this is manifested
mathematically via the time-bandwidth product:
τ 4 ω ≥ 2picB, (2.4)
where cB is a numerical constant that depends upon the shape of the pulse. Phys-
ically this means that the larger the supporting bandwidth, the shorter the possible
duration of the pulse.
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Figure 2.1: The frequency-time relation of various pulse shapes. In relation to the time-
bandwidth product, cB is 0.441 for a Gaussian envelope, 0.315 for a sech envelope, 0.142
for a Lorentzian envelope and 0.278 for an asymmetrical sech envelope. Figure adapted
from [21].
2.2.2 Dispersion
While the time-bandwidth product describes the theoretical shortest pulse duration
for a given bandwidth, the phase of the contributing frequencies needs to be taken
into consideration in order to know the effective pulse duration.
When light travels in any medium, there is an accumlated phase shift between
the different frequencies. The refractive index is a quantifier of how light travels in
a given medium. Dispersion is the fact that refractive index is frequency dependent
and that each frequency travels at different phase velocities. Phase velocity is defined
as:
vp(ω) =
c
n(ω)
, (2.5)
where vp is the phase velocity of light, c is the speed of light in vacuum and n(λ)
is the refractive index of light for a given wavelength. In vacuum, the refractive index
is 1 for all frequencies.
The spectral phase of a pulse is defined as the phase of the electric field in the
frequency domain:
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E(ω) =
1√
2pi
∫
E(ω)eiωtdω (2.6)
The group velocity is the derivative of the spectral phase, and describes how the
superposition of many frequencies traveling at different phase velocities results in the
speed at which the pulse envelope travels. The group velocity is defined as:
vg(ω) =
c
n(ω) + ω dn
dω
(2.7)
The effect that dispersion has on a pulse can be understood by looking at the
components of the Taylor expansion of the spectral phase (equation 2.6) about the
central carrier frequency ω0:
φ(ω − ω0) = φ0 + φ1(ω − ω0) + φ2 (ω − ω0)
2
2!
+ φ3
(ω − ω0)3
3!
+ ... (2.8)
The first term φ0 relates to the CEP and has been described earlier in this chapter.
The second term φ1(ω−ω0) is the group delay of the pulse. This term does not vary
the pulse duration but rather the overall delay of the pulse. The third term relates to
the group delay dispersion (GDD) and explains how the duration of the pulse changes
due to the different frequencies being delayed relative to each other. A non-zero GDD
leads to a linear change in temporal phase as a function of frequency; this is called a
linear chirp and corresponds to a pulse that is stretched in time [93].
When a pulse that is centred around 800 nm passes through a dispersive medium
(such as air or glass), the GDD is a positive value that accumulates over the prop-
agation distance and thus in order to achieve a pulse that is as short as possible it
is necessary to induce a negative GDD on the pulse. This can be done via chirped
mirrors, which are dieletric multilayer mirrors specifically designed to slow the longer
wavelengths more than the shorter wavelengths; this corresponds to a negative GDD.
This can also be achieved by a diffraction grating setup, but this will be discussed in
detail in section 3.8.3.
The fourth term and higher terms correspond to nonlinear variations in the spec-
tral phase and can significantly alter the pulse shape in the time domain.
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2.2.3 Single photon ionisation
When the energy of an incident photon is greater than or equal to the Ip then single
photon ionisation (SPI) can occur. There is no lower intensity limit on this process,
but for all of the targets considered in this thesis the wavelength of the ionising field
must be in the XUV regime as the Ip is on the order of 10’s of eVs. Helium, for
example, has an Ip of 24.6 eV and thus the wavelength must be less than 50 nm in
order for SPI to occur.
The rate of single photon ionisation ΓSPI, per second per atom, is:
ΓSPI = σ(λ)F, (2.9)
where σ(λ) is the cross-section per atom (in cm2) and F is the flux of the incident
light. The flux, given in photons per second per cm2 is:
F =
I
~ω
(2.10)
Where I is the intensity given in Wcm=2 and ω is the angular frequency of the
incident light.
Figure 2.2: SPI cross-sections for helium (left) and neon (right) [81].
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2.3 Nonlinear optics
2.3.1 Introduction to nonlinear optics
Thus far in this chapter some features of short pulse light have been discussed, and
now follows a consideration of the interaction of this short pulse light with matter;
where the consequence of the high power of the ultrashort pulse is also considered.
In linear optics the effects that occur are independent of the intensity of the light.
In other words, the underlying physical effects do not change as the intensity of the
light is altered. In nonlinear optics, the physical mechanism changes as a function of
the intensity incident because the properties of the matter are altered by the light
itself.
In other words, in linear optics there are only single photons interacting with the
system but in nonlinear optics the interactions can be considered as multiphoton. It
was theoretically proposed in 1931 by Goeppert-Mayer that a two-photon process was
possible with a light field of intensity 108 Wcm-2 [37]. This intensity was not possible
until further development of light sources and thus the first multiphoton experiment
was not done until 1961 by Kaiser and Garrett where two-photon excitation was
observed in CaF2 [48]. This was done by radiating a CaF2:Eu
2+ crystal with red light
of 694.3 nm and observing the emission of blue light at 425 nm. At 694.3 nm two
photons correspond to an energy of 3.57 eV and at 425 nm the corresponding energy
is 2.92 eV. After two-photon absorption, a relaxation occurs and then fluoresence
decay to a lower state is observed; this explains why the emitted photon is not at the
exact energy of two incident photons.
While nonlinear effects themselves all exist under one classification of physical
processes, the theoretical modeling is split into two regimes: the perturbative regime
and the strong field regime. As can be seen in figure 2.3 the regimes can be generalised
by the split between when the electron remains in the vicinity of the nucleus (below the
ionisation threshold) and when the electrons are ionised from the atom or molecule.
The perturbative regime can also include bound-free and free-free processes, but for
the purpose of this chapter this will not be covered in detail.
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Figure 2.3: A broad layout of the two different nonlinear regimes as a function of the light
intensity is shown. Figure adapted from [10].
In the perturbative regime, the physical effects of the electric field upon matter
can be considered by small adjustments to the bound electrons in the matter. The
relevant quantity to express these small adjustments is the polarisation of the atoms or
molecules in the applied field, where the polarisation is defined as the dipole moment
per unit volume.
Physically, the negative and positive charges of an atom in an electromagnetic
field are displaced and this creates an atomic dipole moment. Many induced dipoles
are considered per unit volume and this is the physical definition of polarisation (the
other well-known definition of polarisation in optics is in relation to the polarisation
direction of the light field). This polarisation occurs in dielectric materials, which are
electrical insulators that allow for dipoles to be induced by an applied electric field.
Including the terms significant for nonlinearity, the definition for polarisation can be
expressed by a Taylor expansion as a function of the incident electric field [68]:
P = 0(χ
(1)E + χ(2)E2 + χ(3)E3 + ...), (2.11)
where 0 is the electric permittivity of free space, χ
(n) corresponds to the nth order
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electric susceptibility of the material and E is the electric field.
In equation 2.11, the second and third order (as well as the higher orders) electric
susceptibilities are what correspond to the nonlinear response of the matter to the
electric field. These coefficient terms are very small and hence require a large E field
in order to be significant, but unfortunately every nonlinear effect has a different
threshold, so it is not possible to quote a universal E field where all nonlinear effects
are observable [14].
A significant difference between second and third order processes is the media in
which they can occur. The effects that occur as a result of a third order process
can occur in centrosymmetric and non-centrosymmetric materials, whereas those as a
result of a second order process can only occur in non-centrosymmetric materials. In
other words, in centrosymmetric materials, even-order nonlinear processes are forbid-
den. A non-centrosymmetric material is defined by the lack of a centre of symmetry,
and this asymmetry consequently results in an asymmetrical response to the applied
electric field.
Figure 2.4: The dotted line corresponds to the incident electric field, the solid line represents
the response of the system to the field. Adapted from [68].
Figure 2.4 graphically shows an asymmetrical response: a positive electric field
creates a slightly greater response than a negative electric field. This does not occur
in a centrosymmetric medium and thus the effects that result from the even terms in
equation 2.11 can only occur in media that are structurally different in one direction,
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as otherwise there are equal and opposite dipoles induced which effectively cancel
each other out.
2.3.2 Second-order nonlinear processes
Second harmonic generation
Second harmonic generation was first observed by Franken et al. in 1961 [28]. The
experiment consisted of focusing a ruby laser into crystalline quartz and observing a
small, but detectable second harmonic component of the 694.3 nm fundamental.
Considering the second order of equation 2.11, and where E = Eωcos(ωt − k1z),
a quadratric nonlinearity in the polarisation takes place. Using the trigonometric
identity of 2cos2(θ) = 1 + cos(2θ), this can be written as:
P2 =
1
2
0χ
(2)E2ω cos(2ωt− 2k1z), (2.12)
where χ(2) = 0 in a centrosymmetric medium.
This equation details that the fundamental wave will generate a nonlinear po-
larisation wave which oscillates at twice the fundamental frequency resulting in a
radiated electromagnetic field at this doubled frequency. This is generated along the
ordinary or extra-ordinary axis of the nonlinear crystal and is termed second harmonic
generation.
In the initial experiments, the efficiency of the second harmonic generation was
very low due to the problem of mismatched phase between the fundamental and
second harmonic. This mismatched phase comes about as a result of dispersion, which
has been mentioned earlier in this chapter. Mathematically, defining the fundamental
wave as E1 = Eω cos(ωt−k1z), the second harmonic term in the polarisation equation
is written as:
P2 =
1
2
0χ
(2)E2ω cos(2ωt− 2k1z), (2.13)
where k1 = n1ω/c, k2 = 2k1, and z is the direction of propagation. Then defining a
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propagating field at twice the frequency:
E2 = E2ω cos(2ωt− k2z), (2.14)
where k2 = n22ω/c, a useful comparison becomes apparent. In the cosine terms of
equations 2.13 and 2.14, there is a mismatch unless 2k1 = k2, or more specifically if
n1 = n2. But the fact that the refractive index is frequency dependent means that for
an isotropic material these two will not stay in phase for very long. The length over
which the generated signal persists and is defined as: Lcoh = pi/δk. This physically is
the length the light travels until the cos terms are pi out of phase.
This phase-matching problem was solved by Savage et al. [63] via the usage of
an anisotropic crystal and careful consideration of the angle between the laser po-
larisation and axes of the crystal. Anisotropic materials exhibit birefringence which
means that along the ordinary and extra-ordinary axis there are differing refractive
indices. The overall consequence of this is that for certain orientations of the crystal
in relation to the light polarisation, one component of the light will oscillate at a
different rate to the component that is orthogonal to it. With careful selection of the
angle and thickness of the crystal one can tune the phase-matching of the generation
process.
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Figure 2.5: The second harmonic signal vs. the angular rotation of a birefringent crystal.
As one tunes the crystal angle the axes of the refractive index are projected differently
and allows for the phase of the second harmonic to be tuned to that of the fundamental.
Adapted from [63].
Consequently, birefringent materials are also used in order to rotate light polar-
isation and to change linearly polarised light to elliptically or circularly polarised
light.
Pockels effect
Not all of the interesting second-order processes are self-induced by the light and can
require an external field in order to activate the physical mechanism. This external
field can be added as a DC offset, E0, to the initial field: E = E0 +Eωcos(ωt− k1z).
This makes the second order term in the polarisation equation:
P2 = χ
(2)E2 = χ(2)(2E0Eωcos(ωt− k1z) + 1
2
E2ω(1 + cos(2ωt− 2k1z)) + E20) (2.15)
From this second order nonlinearity it is possible to derive some well known processes:
The Pockels Effect details the change in refractive index of a non-centrosymmetric
material when an external DC electric field is applied. It is the 2E0Eωcos(ωt− k1z)
part of equation 2.15 that relates to the Pockels effect and the refractive index changes
from n =
√
1 + χ(1) to n =
√
1 + χ(1) + 2χ(2)E0 [68]. This effect is utilised to make
Pockels cells, which are voltage controlled wave plates.
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Pockels cells are useful because they can change the polarisation of light at a very
fast repetition rate. When used in conjunction with a waveplate, it is possible to
block parts of the pulse train and to allow a specific repitition rate of pulses. The
main timing limitation of a Pockel cell is the high voltage switch, which determines
the rise time and how quickly the polarisation can be changed. If the incident pulse
train has a separation that is too short compared to the rise time of the Pockel cell,
then the cell will not select a single pulse, but several pulses. The rise time of a
Pockel cell can be on the order of a nanosecond limited by the electronics supplying
the voltage.
2.3.3 Third-order nonlinear processes
The third order expansion of the polarisation equation, with E = Eωcos(ωt − k1z),
is:
P3 = χ
(3)E3 = χ(3)(
3
4
E3ωcos(ωt− k1z) +
3
2
E2ωcos(2ωt− 2k1z) +
1
4
Eωcos(3ωt− 3k1z)
(2.16)
AC Kerr effect
The third order effect corresponding to the 3
4
E3ωcos(ωt − k1z) term is the AC Kerr
effect, or the optical Kerr effect. This effect causes a change in the refractive index
of the material as a function of the laser field intensity resulting in an intensity-
dependent refractive index. The new refractive index is given by [78]
n = n0 + n2I(r, t) (2.17)
where n0 is the linear refractive index, n2 is the 2
nd order nonlinear refractive index
and I is the intensity of the electromagnetic field given by I = 20nE
2
ω.
The AC Kerr effect leads to self-phase modulation and self-focusing, which are
temporal and spatial effects, respectively.
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Self-focusing occurs for high intensity and a positive n2 term, so that the material
acts as a positive lens, causing the rays to curve towards one another. This is an
iterative process as when the beam first starts to self-focus, the localised intensity
increases leading to additional self-focusing. This process continues to focus the
beam and build-up the intensity in the media until the diffraction-limit is reached.
For beams with less than perfect modes, i.e. one with so-called ’hot-spots’, this effect
can be catastrophic as the spatial areas with high intensity build create further spatial
modulations in the intensity of the beam.
One solution to this problem is to expand the beam prior to propagation and thus
lowering the intensity resulting in less self-focusing effects.
Self-phase modulation (SPM) occurs when the optical beam is strong enough
to induce nonlinear effects. As the pulse propagates the intensity at one point rises
and falls as the pulse passes, leading to an immediate change in refractive index. This
is otherwise known as a time-dependent refractive index. The phase of the pulse is
related to the refractive index by:
φ(t) = ω0t− kz = ω0t− n(t)ω0
c
z (2.18)
Then, the instantaneous carrier frequency which changes as the time rate of change
of the phase:
ω(t) =
dφ
dt
= ω0 − ω0z
c
dn
dt
(2.19)
and the time derivative of the refractive index is given as:
dn
dt
= − 2t
∆t2
n2I0e
−t2/∆t2 (2.20)
This results in the frequency of the rising edge of the pulse decreasing and the fre-
quency of the falling edge increasing. Through the centre of the pulse, the instan-
taneous rate of change of frequency as a function of time is roughly linear. This is
known as linear chirp and also corresponds to a non-zero second order term in the ex-
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pansion of the spectral phase. SPM also increases the frequency bandwidth, which is
obvious from equation 2.19 because without SPM the angular frequency is constant.
It is also possible to calculate the bandwidth gain by calculating the length of the
aformentioned linear instantaneous rate of change of frequency, in the middle of the
pulse.
2.3.4 Multiphoton ionisation
Multiphoton ionisation (MPI) is defined as the ionisation of an atom that has gained
sufficient energy from two or more photons. This was first observed in 1965 by
Delone and Voronov where they focused laser pulses with a wavelength of 694.3 nm
into xenon. The corresponding energy of the photons is 1.78 eV and the ionisation
potential (Ip) of xenon is 12.13 eV, thus ionisation required 7 photons [96]. The
intensity of the ionising field was 8.5×1010 Wcm−2.
The ionisation probability for multiphoton ionisation is defined as [75,95]
ΓMPI = σnI
n (2.21)
Where n is the number of photons, I is the laser intensity and σn is the generalised
N-photon ionisation cross-section. The cross-section depends upon the medium and
this decreases as the number of photons (or intensity) required to multiphoton ionise
increases.
2.3.5 AC Stark shift
When atoms and molecules are exposed to electric fields, the potentials that retain
the electrons are shifted. In general this is called the Stark shift, but it is split into
two types: DC and AC.
The DC Stark shift corresponds to the shift and splitting of energy levels due to
a static electric field, and was discovered by J Stark in 1913.
The AC Stark shift corresponds to the shift in energy levels due to variable electric
field, and was first observed by Bonch-Bruevich in 1969 [8].
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One of the main differences between the AC and DC Stark shifts is the amount
of shift that occurs and this is primarily a case of strength of the inducing field:
DC fields are at least four orders of magnitude weaker than the AC fields that are
available in the lab [20].
Existing theory is for a monochromatic laser field of frequency that is far from
atomic resonance and describes the energy shift proportional to the cycle average of
the intensity of the field inducing the shift:
∆E = −α(ω0)
4
IL, (2.22)
where ∆Ea is the energy shift of the state a, ω0 is the frequency of the laser pulse
and IL is the intensity. The polarisability is defined as:
α(ω0) =
∑
k 6=a
ωka|dka|2
ω2ka − ω20
, (2.23)
where dka is the dipole matrix element between states k and a and ωka is the
resonant frequency between these states. This expression is time-averaged by defini-
tion [11, 20] and more recently experiments have been done to investigate the time-
dependent (also known as the subcycle ac) Stark shift [15].
The subcycle ac shift of the 1snp states of helium were probed using the tech-
nique of attosecond transient absorption [99] by Chini et. al. in 2012 [15]. In this
experimental work, the subcycle ac shift of the 1snp states of helium were probed by
using isolated attosecond extreme ultraviolet (XUV) pulses [26] with a pulse duration
nearly 20 times smaller than the NIR Stark laser period. As seen in figure 2.6, the
spectrum of the XUV pulses overlaps all energies ranging from just below the 1s2p
state to above the ionisation potential. The NIR field was a 6 fs laser pulse centred
at 750 nm with an intensity of 3×1012 Wcm−2.
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Figure 2.6: Experimental results of transient absorption [15]. a) and b) show the excited
states of helium and the input spectrum of the XUV signal. c) shows the absorption delay
spectrum and d) shows lineouts of the transmitted XUV signal.
As the XUV pulse is delayed relative to the IR field, the energy level of the excited
state shifts which is seen by a change in the absorption spectrum on the detector.
The photons corresponding to energies greater than the Ip of helium (24.59 eV) are
strongly absorbed and are not seen on the scale of the plot.
2.3.6 Ponderomotive energy
The cycle-averaged energy that a free electron gains in an AC field is known as the
ponderomotive energy [75].
To obtain an expression for this in one dimension, the equation of motion for a
free electron in an oscillating laser field is considered:
me
d2x
dt2
= eE0sinω0t (2.24)
The kinetic energy is obtained by integrating the previous equation and solving for
the velocity (ignoring the integration constant). This is then squared and multiplied
by half the mass of the electron:
1
2
mev
2(t) =
e2E20
2meω20
cos2ω0t (2.25)
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The cycle-averaged kinetic energy, and therefore the equation for Ponderomotive en-
ergy is then:
Up =
e2E2
4meω20
(2.26)
This can be written in terms of intensity and wavelength which are the relevant
parameters in the laboratory frame. If the intensity is expressed in 1014 Wcm−2 and
the wavelength in microns then the ponderomotive energy can be written:
Up = 9.33Iλ
2, (2.27)
where the ponderomotive energy is in electron-volts.
2.3.7 Above threshold ionisation
Above threshhold ionisation (ATI) is similar to multiphoton ionisation but the atomic
or molecular system absorbs more than the minimum number of photons that is
necessary for ionisation. This was discovered by Agostini et al. in 1979 [1]. In this
experiment xenon atoms (Ip = 12.27 eV) were irradiated with a frequency-doubled
Nd+++-glass laser (γ = 2.34 eV) and thus 6 photons were required to ionise the
electrons. A secondary peak spaced 1 photon energy above the first ionisation peak
was observed for a light intensity of 8×1012 Wcm−2.
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Figure 2.7: The first ATI spectrum recorded. The triangles correspond to photons of energy
1.17 eV at an intensity of 4×1013 Wcm−2. The circles correspond to photons of energy 2.34
eV at an intensity of 8×1012 Wcm−2 [1].
As can be seen in figure 2.7 there is only an ATI peak for the frequency-doubled
(2ω) pulse, though the fundamental pulse does have a shifted spectrum. The shifted
spectrum of the fundamental spectrum is caused by the acceleration of the free elec-
trons due to the gradient of the field that depends mainly upon the intensity of the
field [50]. The peak in the spectrum is therefore greater than the one photon en-
ergy above the continuum and a distribution of electron energies around this peak is
expected.
By doubling the frequency of the ionising light, the energy per photon is doubled
and the intensity required for ionisation is about 5 times lower. This greatly reduces
effect of the ponderomotive force during ionisation, and as can be seen in 2.7 there
are two distinct peaks separated by one photon energy which signifies ATI.
This energy shift of the pulse upon the ionisation can also be considered in con-
junction with the duration of the pulse, which in Agostini et al.’s case was 12 ns.
The significance of this is that the pulse is sufficiently long to transfer energy to
the electron during the ionisation process. In order to observe actual photoelectron
energies it is necessary for the pulse duration to be short compared to the time of
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ionisation [29]. Here is an example of ATI using a photon energy of 1.17 eV in xenon
for intensities between 5×1012 Wcm−2 and 5×1013 Wcm−2, but this time the pulses
were of duration on the order of 100 ps.
Figure 2.8: ATI spectrum from xenon shot with 1064 nm, 100 ps, 10 Hz laser. Taken
from [31].
In general, the ATI peaks are found to be at energies:
E = (n+ s)~ω − Ip, (2.28)
where n is the minimum number of photons required for ionisation, s is the number of
additional photons above n, ~ω is the photon energy and Ip is the ionisation potential
of the system.
Another effect to be considered during ATI is the AC-stark shift of the atomic
states as a result of being in an intense field [53]. The consequence of this effect is
that all of the ATI peaks are shifted lower in energy and as can be seen in figure 2.8
the lowest peak (S0) actually disappears. Thus, the equation for the ATI peaks can
be modified to:
E = (n+ s)~ω − (Ip + Up) (2.29)
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2.3.8 The strong-field approximation and tunnel ionisation
For sufficiently intense fields, that is, when the electric field of the incident light has
a similar strength to the field that binds a valence-shell electron, a perturbative ap-
proach can no longer be used to describe the physical consequences [19, 35]. The
qualitative reasoning behind this is that the laser field becomes the main contribu-
tor to the system dynamics and can no longer be treated as a perturbation of the
system [30]. One approach that has been adopted to overcome the limitations of the
perturbative approach is the strong-field approximation (SFA). The basis of the SFA
is that as the field is strong (compared to the Coulombic field) then it can be used to
describe the occuring dynamics while ignoring the potential of the atom. This idea
was first put forth by Keldysh, Reiss and Faisal [25, 49, 77]. The implications of the
SFA will be covered in the quantum approach of high harmonic generation.
Depending upon the frequency and intensity of the driving field and the Ip of the
atom there will be different prefered channels of ionisation. In the case where the
ionisation potential is much greater than energy of one photon (which suppresses the
probability of MPI), and the laser field is strong (where the Up is much greater than the
Ip), the ionisation potential binding the electron oscillates with the electric field and
is therefore lowered each half cycle of the laser field. At the peak of the suppression
a bound electron has a probability of tunneling ionising (TI) to a continuum state.
The Keldysh parameter condenses these comparisons into a convenient form:
γ =
√
Ip
2Up
, (2.30)
where for γ  1 the field is weak in comparison to the ionisation potential and MPI
is the dominating form of ionisation. Conversely for γ  1 TI is the dominant form
of ionisation.
Another way of thinking about this is to consider the velocity of an electron
travelling through a triangular potential barrier. This is given by v(t) = vmax − Ft,
where vt is the velocity, vmax is the maximum possible velocity of the electron, F is the
force due to the laser field and t is time. When vt = 0 then t = τ , the tunneling time,
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and hence τ = vmax
F
. The kinetic energy of the electron determines that vmax =
√
2Ip
and therefore that the tunneling time is given by τ =
√
2Ip
F
.
Using this and the equation for the ponderomotive energy, the Keldysh parameter
can be written as:
γ =
√
Ip
2Up
=
ωo
F
√
2Ip = ωoτ ≈ Ttunnel
Tlaser
(2.31)
Explicitly here, the Keldysh parameter is the ratio of the tunnelling period of the
electron and the period of the laser electric field. While this is useful for discussing
the extreme cases (γ  1 or γ  1), for the cases of γ > 1 or γ < 1 it does not mean
that MPI or TI is the only form of ionisation. If the intensity of the field is sufficient
to modify the potential it does not mean that tunnel ionisation is the only process
occuring; that is to say there is no precise intensity threshold for when MPI stops
and TI begins.
Depending upon the frequency of the field the barrier can considered to be quasi-
static or the barrier moves whilst the electron tunnels out. If the barrier can be
considered quasi-static then most of the ionisation occurs near the half-cycle peaks [49]
and the ionsation rate ΓTI is defined as:
ΓTI =
6pi
2
5
4
Ip
√
E(t)
(2Ip)
3
2
exp(−2
3
(2IP )
3
2
E(t)
) (2.32)
2.4 High harmonic generation
2.4.1 Introduction to high harmonic generation
High harmonic generation (HHG) transpires when an intense (I >1013 Wcm−2), short-
pulsed (100 ps – 10 fs) laser beam interacts by the means of a coherent process with
an atomic or a molecular target [18, 27, 51, 52, 66]. In this event electrons in the
target are tunnel ionised on the time-scale of attoseconds [24, 87], propagated in the
continuum and some return to the parent ion, creating an oscillating dipole moment.
These oscillating dipole moments generate electromagnetic waves and multiple odd
integers of the frequency of the fundamental laser pulse are emitted; these are called
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high harmonics and was first observed by Burnett et. al in 1977 [12].
HHG is a useful tool in the field of spectroscopy for two reasons. Firstly, the
generated coherent XUV fields are ultra-short (on the order of attoseconds) pulses.
Secondly, the process itself is a means to extract information about the structure
and dynamics of the target. HHG as a source of short XUV pulses is currently used
in pump-probe experiments such as attosecond transient absorption (ATA) and the
work described in this thesis, XUV initiated HHG (XiHHG).
This process is highly nonlinear and therefore cannot be modelled by the polari-
sation equation. The first model to be described here is the semi-classical approach,
which is good for an initial understanding of the basics of HHG. More complete theo-
ries using the time-dependent Schro¨dinger equation and the Maxwell wave equations
have been developed but will not be covered in this thesis. These approaches are
complete and accurate but also require a lot of computation even with the aide of
the SFA. Thus a theory that incorporates the quantum effects of the electron in the
continuum while retaining the simplicity of the semi-classical model is desired. This
type of theory was developed by Lewenstein et. al in 1994 using some concepts of
the SFA [55]; this will the second model that is covered.
Next, several aspects of HHG that the author deems highlighting will be discussed.
And finally, the semi-classical and the quantum models describe the single atom
response and do not take into consideration macroscopic effects; these will be the last
topic in this section.
2.4.2 Semi-classical approach: the three step model
Prior to the development of the SFA to describe HHG, a semi-classical description of
the HHG process was introduced in 1993 by Corkum [18]. In this model, the atom is
presumed to have only one active electron that is tunnel ionised by the laser field from
the valence state to arrive in the continuum at rest. The electron is next accelerated
as a free particle in the laser field, with no contribution from the core considered.
For certain timings of ionisation within the laser field the electron will return to the
vicinity of the parent ion and may be re-scattered on the parent ion with a chance
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to recombine to its original state. If this happens, a high energy photon is emitted
with the energy that was gained from the field plus the energy corresponding to the
ionisation potential.
This approach is deemed semi-classical because while the behaviour of the electron
in the continuum is modelled classically, the ionisation and recombination are treated
quantum mechanically.
Figure 2.9: The three step model.
In this case it is straight-forward to model the possible trajectories of the electrons
and couple ionisation time with recombination time to know the trajectory time (time
spent in the continuum), τ , as a function of harmonic order and so each harmonic
corresponds to a ’tic’ on the clock of the laser field period. The classical electron
trajectories are calculated from first principles as follows:
Using F = mea, solving for the acceleration and integrating twice gives the posi-
tion of the electron as a function of the time evolution of the laser field. Here the force
of the laser field is given by F = eE0 sinωt and so the acceleration of the electron can
be written as:
a =
eE0
me
sinωt (2.33)
Integrating this twice yields
x(t) = − eE0
meω2
(sinωt− sinωt0 − ω(t− t0) cosωt0), (2.34)
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where the electron is born at time t0 at x = 0 with zero velocity. The electron motion
can be plotted for various ionisation times in the laser pulse, and this results in the
following trajectory graph:
Figure 2.10: Electron trajectories in an 800 nm field of intensity 5×1013 Wcm−2 (dashed red
line). Electrons are placed in the field over a 1 fs window and the colour of the trajectory
corresponds to the energy gained from the field. Dashed black lines correspond to electron
trajectories that do not return to the core. Code adapted from Davide Fabris.
Figure 2.11: Corresponding energy diagram for figure 2.10. The left panel shows the energy
of the electron as a function of its birth time in the field whereas the right panel shows the
energy of the electron as a function of its return time.
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In these calculations it is shown that the electrons return with an energy of 3.2
Up and thus the energy of the emitted photons is 3.2 Up + Ip. This is the cut-off law
as predicted by Kulander et. al [52].
2.4.3 Quantum approach: electron wavepackets
The quantum approach that does not necessitate a full TDSE calculation requires
several assumptions [55]. Under this version of the SFA, the first assumption is
that only the ground state electrons are considered to contribute to the process. All
effects that occur between any bound states are neglected; only ground-continuum
transitions are considered. Also, a single active electron (SAE) is assumed.
The second assumption in the Lewenstein model is that the contributions from
the core are neglected and the electron that appears in the continuum experiences
only the laser field and not any Coulombic force from the core. This is plausible
as the electrons are ionised towards the peak of the IR field meaning that they will
experience a strong laser field when they enter the continuum. Also, it requires that
the electrons return with a high kinetic energy so that the atomic potential can be
ignored.
The third assumption is that the depletion of the ground state can be ignored.
This assumes that the ionisation is below the saturation level.
The goal of this approach is to produce a harmonic spectrum that corresponds to
the time-dependent dipole moments generated by the laser field in the target system.
After the assumptions made above the wave function can be written as:
|Ψ(t)〉 = eiIpt
(
a(t) |0〉+
∫
d3vb(v, t) |v〉
)
, (2.35)
where a(t) is the ground-state amplitude and b(v, t) is the amplitude of the con-
tinuum states, with velocity (v). eiIpt corresponds to the phase of the ground state at
time t. With the ignoring of ground state depletion, the contribution of the atom is re-
duced to the dipole matrix element for the bound-free transitions and the Schro¨dinger
equation for b(v, t) can be solved. Ignoring any continuum-continuum transitions, the
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dipole moment D(t) = 〈Ψ(t)| r |Ψ(t)〉 can be calculated as:
D(t) = i
∫ t
0
dt′
∫
d3p · d∗(p−A(t))×E(t′) · d(p−A(t′))e−iS(p,t,t′), (2.36)
where p is the canonical momentum and differs from the usual definition of mo-
mentum as it includes the influence of the laser potential as well as the traditional
kinetic momentum. A(t) is the vector potential of the laser field, t′ is the time of ion-
isation and d is the dipole matrix element for a given transition. The time-dependent
dipole moment can be interpreted as a sum over all possible quantum paths of an
electron wave packet, and the first term in the integral therefore is the probability
amplitude for an electron to make a transition to the continuum at t′ with canonical
momentum p. The electron wave function is then propagated until t and acquires a
phase that is related to the quasi-classical action, which describes the motion of the
free electron in the laser field with a constant momentum p. This is defined as:
S(t, t′,p) =
1
2
∫ t
t′
dτ [p+A(τ)]2 − Ipt′ (2.37)
The symbol τ corresponds to the time that the electron spends in the continuum,
t′ − t. The last factor in 2.36 corresponds to the recombination amplitude of the
electron.
Finally, equation 2.36 is differentiated twice to give the acceleration of the dipole,
which is then Fourier transformed to give the harmonic components of the HHG
spectrum.
2.4.4 Features of note
Atto-chirp: Short and long trajectories
As can be seen in the trajectory plots (figure 2.10), each electron trajectory corre-
sponds to a specific energy of emitted photon. As electrons recombine in a range of
times, this means that the harmonic photons are emitted at different times resulting
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in what is known as atto-chirp. Each energy photon has two corresponding electron
trajectories, with the exception of the previously mentioned cut-off harmonics, which
only have one possible trajectory. For a given energy, if the time that the electron
spends in the continuum is less than that of the cut-off trajectory it is considered to
be a ’short’ trajectory. Conversely, for trajectories that are longer than the cut-off,
the trajectory is considered to be ’long’.
Figure 2.12: Atto-chirp [62]
Aside from the timing of recombination, the main difference between the long and
short trajectories is a result of wave-packet spreading. Wave-packet spreading is a
consequence of the Heisenberg’s uncertainty principle and the state of the electron
wave-packet as it enters the continuum. When an electron is tunnel ionised it is
localised in space, but there is a uncertainty in the momentum orthogonal to the
electric field. This uncertainty remains constant through the evolution of the electron
wave-packet in the continuum but causes an increase in the uncertainty of the location
of the wave-packed in space. The further the electron wave-packet travels, the larger
the spread in space.
The consequence of this is that for longer trajectories, there is a lower magnitude
of recombination which means that the intensity of the emitted light is lower.
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Odd harmonics
Generally only odd harmonics are observed due to the fact of symmetry between the
generating field and the response of the target. This is for the same reason that second
order nonlinear effects require non-centrosymmetric materials to be observed. Due
to the timing of tunnel ionisation, electrons trajectories occur twice in a laser period
and it is the interference between subsequent generations that cause the spectrum of
the harmonics to be odd integers of the fundamental frequency. Mathematically this
can be understood by the following:
Define the dipole response as a function of time, d(t) = eiqωt, such that d(t) is a
periodic function with the laser field, d(t+ T ) = d(t), where q is the harmonic order
and ω is the fundamental laser frequency and T is the laser period. Then, taking a
time point that is half a laser cycle later the response can be written as:
d(t+
T
2
) = −d(t)ei(pi+2kpi) (2.38)
The dipole response is opposite in sign a half period later and has acquired a phase
of pi, generalised here to odd multiples of pi of the phase of the laser field. Expanding
this in terms of the dipole response:
eiqωteiqω
T
2 = −eiqωtei(pi+2kpi) (2.39)
After removing the terms that can be cancelled:
iqω
T
2
= −(pi + 2kpi) (2.40)
Using the fact that ω = 2pi
T
this can be reduced to q = 2k + 1, which shows that
the harmonics must be odd integers of the fundamental frequency for a symmetrical
driving field in a symmetrical medium.
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Figure 2.13: The top row shows the field as divided by IR cycles (thick dashed blue lines)
for the twice the frequency, triple the frequency and 1.5 times the frequency. The middle
row shows the superposition of the generated fields for each frequency. The bottom plot
shows the sum of the fields, where the blue, red and black correspond to the 2ω, 3ω and
1.5ω respectively.
Figure 2.13 shows the generation of the 2nd harmonic, 3rd harmonic and the
1.5th harmonic of the fundamental. As can be seen, only the 3rd harmonic sums up
constructively with the driving field and the generation at each half cycle.
At each half-cycle of the generating field, a new field is generated in the opposite
direction of the previous field, generated the half-cycle before. As can be seen in the
figure above, this means that only a field that oscillates at a certain frequency with
respect to the driving field, related to the symmetry of the response of the field and
the atom.
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2.4.5 Macroscopic response: phase matching
In the previous descriptions of HHG in this thesis only the single-atom picture has
been considered and the macroscopic effects that contribute to the overall flux of the
harmonic generation have been ignored. In general, the harmonic signal increases
proportionally to the number of emitters squared [56] and so it would seem that
maximising the gas pressure in the interaction region would lead to the strongest
high harmonic flux. Unfortunately it is not that straightforward, as increasing the
pressure causes an undesirable change in the refractive index of the gas, which will
be explained in further detail below.
In HHG the atomic or molecular gas acts as a nonlinear medium to the driving
field and much like with standard nonlinear optics; its efficiency is related to how
the generated signal builds up over the medium. In order to generate efficiently, the
driving and generated fields must travel with the same phase velocity, or in other
words, be phase matched. The distance over which this occurs is known as the
coherence length and is inversely proportional to the phase mismatch:
Lcoh =
pi
4kq , (2.41)
where Lcoh is the coherence length and 4kq is the phase mismatch between the
harmonic order q and the fundamental field. Physically, the coherence length is the
distance over which the harmonic field builds up constructively. Propagation beyond
the coherence length results in the driving phase slipping by pi from the harmonics.
This idea of coherence length hints at the fact that it might not be fruitful to
greatly increase the pressure of the gas in the interaction region. To understand more
how the coherence length is significant, the phase mismatch is investigated in further
detail.
There are several contributing factors to the phase mismatch and these will be
studied step by step in detail below. One key point to keep in mind is that some of
these factors are linked to each other and thus must be balanced.
The goal here is to maximise the number of emitters that contribute constructively
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to the generated radiation, while keeping destructive interference to a minimum.
Number of emitters
The number of emitters that contribute to the high harmonic process is defined by
density of the gas in the focal volume of the laser. The focal volume is defined by
the cross section and the Rayleigh range of the focus and these are in turn defined
by the focussing optic. The upper limit of the cross section is defined by the mini-
mum intensity of the laser focus; an intensity too low leads to weak or no harmonic
generation.
For a given gas density and constant intensity, the harmonic signal will increase
proportionally to the radius of the beam to the fourth power because the number of
emitters in the cross section is proportional to the radius squared, and the harmonic
signal is proportional number of emitters squared.
The Rayleigh length is the distance over which the central intensity of the beam
is at least within a factor of four less than the peak and is a good handle to the
generation length.
Figure 2.14: Left, schematic of laser focus and gas jet. Right, schematic for short gas jet
limit.
For the short gas jet limit (right of figure 2.14), it is assumed that the gas jet is
very short compared to the Rayleigh length, and the width of the gas jet defines the
length of the interaction region. The short gas jet limit will be covered in more detail
in a later section.
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Phase matching
For all cases, the total mismatch between harmonic q and the driving field is given
by:
4 k(q) = 4kneutral +4kplasma + kgeometric + katomic, (2.42)
where the vector mismatch of the driving field k is a function of the harmonic
order q. Each of the mismatch terms is labelled by its subscript and is described in
the following four sections.
The first two factors (neutral and plasma) are directly dispersion terms and corre-
spond to the typical k vector mismatch between the fundamental, kω, and harmonic,
kq, written as:
4 k(q) = qkω − kq (2.43)
The last two factors in the total phase mismatch (geometric and atomic) are
additional phase terms.
Neutral dispersion
The neutral dispersion is related to the density of the gas in the interaction region.
This is due to the change in refractive index of the medium as a function of the density.
Dispersion dictates a wavelength dependent refractive index and thus controlling the
gas pressure changes the relative phase velocities of the generating and generated
radiation. The phase mismatch associated with neutral dispersion can be written
as [23]:
4 kneutral = 2pi × P (1− η)q
λ
4 δ, (2.44)
where P is the pressure (atm), η is the ionisation fraction, q is the harmonic
order, λ is the driving wavelength and 4δ is the difference in the refractive index of
the driving and generated fields for the gas at 1 atm. The change in refractive index
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for a given wavelength as a function of pressure is linear. However, there is no change
in the difference in refractive index between the two fields as the pressure is varied.
Plasma dispersion
The plasma dispersion is related to the amount of ionised electrons in the interaction
region. This dispersion term is always opposite in sign of the neutral dispersion and
is related both to the density of the medium (amount of possibly ionised atoms) and
the intensity of the driving field (ionisation rate). The phase mismatch associated
with plasma dispersion can be written as [56]:
4 kplasma = ηPNatmre
(
λ− λ
q
)
, (2.45)
where η is the ionisation fraction, P is the pressure, Natm is the number density at 1
atm, re is the classical electron readius, q is the harmonic order and λ is the driving
wavelength.
Geometric phase
The geometric phase is related to the Gouy phase shift that the driving field undergoes
through the focus. This effect only applies to the driving field and therefore is only
an addition phase term that needs compensation. For a Gaussian beam that is not
confined, the Gouy phase is [5]:
kgeometric = ∇arg
[
1
2(zr + iz)
exp(− k1r
2
2(zr + iz
)
]
, (2.46)
where z is propagation along the laser axis, r is radial distance from the z axis,
zr is the Rayleigh range and k1 is the wave-vector of the fundamental field.
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Atomic dipole phase
The atomic phase is related to the time that the electron spends in the continuum
and is directly linked to spatial gradient of the intensity:
kdipole = −αq∇I(z, r), (2.47)
where α is a positive coefficient whose value is small for short trajectories and large
for longer trajectories and ∇I(z, r) is the spatial gradient of the intensity.
The typical time scale for a short electron trajectory driven by a 800 nm driving
field of intensity 1014 Wcm−2 ranges from 0.5–1.5 fs. The long electron trajectory
with the same driving field ranges from 1.5–3 fs. Due to this, it appears that it is
only possible to phase match either the short or the long trajectory for a given set of
parameters.
The atomic phase applies to when the harmonics are generated (upon recombi-
nation of the electron) in relation to the phase of the driving field and therefore is
only an additional phase term that needs compensation. This is also called the in-
trinsic phase as the phase and energy of the generated harmonics is directly related
to the phase and energy of the returning electron. The consequence of this is that
the harmonic phase is not locked in phase with the driving field.
Short gas jet limit
The short gas jet limit is defined when the width of the gas jet in the interaction
region is much shorter than the Rayleigh range of the driving field. This allows the
intensity gradients to be treated as fixed within the medium. A consequence of this is
that both the atomic phase and geometric phase are now fixed in the medium along
the propagation axis as the gas jet approximately sees a two dimensional cross section
of the driving field with no apparent width.
In this regime it is possible to see that an increase in pressure quadratically in-
creases the harmonic flux up to a certain pressure, and then as pressure is increased
further a loss is induced. The cause of this loss is both absorption (covered in the
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next section) and phase mismatch.
Figure 2.15: Signal strength of harmonic 21 generated in argon by Altucci et. al in 1996 [2].
This is in the short gas jet limit and the laser intensity was 4×1014 Wcm−2.
Overall, operating in the short gas jet limit is a relatively straight forward way
to generate harmonics, but not the most efficient method as the interaction region is
short and an appreciable amount of signal cannot be built up using phase matching
techniques. Another consideration that must be taken into account along with phase
matching is the absorption of the generated harmonics by the gas.
Absorption length
Absorption length is directly related to the species and number of emitters in the
interaction region. This is one factor that leads away from turning up the pressure
up too high, as the harmonic radiation will be reabsorbed by the medium.
The absorption length is written as:
Labs =
1
ρσ
, (2.48)
where σ is the ionisation cross section and ρ is the gas density. The longer the
absorption length, the further the radiation can travel before being absorbed. The
optimum medium length, in the short gas jet limit, is defined by the absorption length
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and the coherence length is [16]:
Lmedium > 3Labs (2.49)
Lcoh > 5Labs (2.50)
Handles of HHG
Now that all the relevant terms and concepts have been defined, it is time to discuss
the relevant handles for optimising HHG.
The focussing optic defines the radius of the cross section:
ω0 =
M2fλ
piar
, (2.51)
where f is the focal length, ar is the radius of the input beam prior to focussing and
M2 is the beam quality factor, equal to one for a perfect beam.
The Rayleigh range is defined as:
zr =
piω20
λ
(2.52)
The larger the focal length of the optic, the larger the cross section and the longer
the Rayleigh range. The focal length dictates:
1. Focal volume
2. Intensity at the focus
3. Spatial gradient through the focus
These factors affect the number of emitters, plasma dispersion, geometric phase and
atomic phase.
The other handle in HHG is the gas pressure. The gas density in the focal volume
determines both the neutral dispersion and plasma dispersion.
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Critical ionisation level
If one takes into consideration only the dispersion (neutral and plasma) phase terms
then it is possible to calculate the ionisation fraction, η, that corresponds to phase-
matching of the driving field and the generated harmonics, i.e. 4k ≈ 4kneutral +
4kplasma = 0. Using one additional assumption of a large q (such that terms propor-
tional to 1/q are small), then the critical ionisation is:
ηc =
[
1 +
Natmreλ
2
2pi4 δ
]−1
(2.53)
As is seen in the equation above, the critical ionisation level under these ap-
proximations is pressure independent but varies for different gas species (a change
in 4δ). Values of the critical ionisation are ≈ .5%, 1% and 5% in He, Ne and Ar
respectively [33].
Driving field pulse duration
One factor that is not represented in the considerations of the phase mismatch is the
duration of the driving pulse. Comparing a short pulse to a long pulse in relation to
the critical ionisation level is useful. Ionisation occurs from the onset of the pulse in
the interaction medium and builds up over the pulse. When the critical ionisation
level is reached, the short pulse will have a higher intensity than the long pulse.
The consequence is that at the moment when phase matching is achieved (when the
critical ionisation level is reached), there are more harmonic photons being generated
for a short pulse than the long pulse. This is why shorter pulses typically lead to
higher harmonic flux and also an increased cut-off.
A minor, more obvious note is that the intensity of the laser pulse is what defines
the amount of ionisation that occurs and so with a shorter pulse, a larger focal area
can be employed to achieve the same intensity.
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Waveguide technique
There is an available technique that helps in the process of phase matching, and that
is to use a waveguide in the interaction region [69, 79, 86]. The basic function of a
waveguide is to confine the propagation of the pulse in one direction.
In comparison to free-space propagation, the phase fronts of the laser pulse in a
waveguide are not curved (plane wave) and so there is no Gouy phase shift. This fact
leads to a more consistent phase in the radial direction of the beam and reduces the
off-axis effect of the atomic phase.
In the spirit of phase mismatch, the geometric k vector now has a different ex-
pression.
kwaveguide =
u2λ
4pia2
, (2.54)
where u is a constant relating to the mode in the waveguide, λ is the wavelength
of the driving field, and a is the radius of the waveguide. This k vector is handled
with more ease than the Gouy shift, as the light now acts as standing waves instead of
freely propagating, radial waves. The waveguide makes it easier to predict a consistent
phase term related to a selected waveguide diameter. In the previously referenced
papers [69, 79,86], diameters of 80 µm and 150 µm were used.
A direct comparison between guided and non guided interactions was made by
Schnurer et al. [86] with a 5 fs pulse in Helium (Popt=15 mbar). The consequence
was that the harmonics in the guided interaction had a strong continuum in the
shorter wavelengths, whereas the non guided interaction did not. Essentially, one
expects to see the continuum for an almost single cycle driving pulse, but phase-
matching made it much more readily observable in this setup. The intensity of the
pulse was 1015 Wcm−2 and the length of the waveguide was 20 mm with an inner
diameter of 80 µm.
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Figure 2.16: Comparison of guided and non-guided HHG by Schnurer et al. [86].
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Chapter 3
Laser physics, technology and
experimental methods
3.1 Chapter introduction
The present appropriate tool for studying the natural phenomenon presented in this
thesis is the laser. The desirable trait of the laser is high peak power pulses that
are of duration comparable to the dynamics to be observed. However the dynamics
studied in this thesis are resolved by intracycle means, thus the pulse duration is not
as critical as the control of the delay between two consecutive pulses.
In this chapter some of necessary the physics and technology of the laser will be
explained but it should be noted that laser physics is a field of study in its own right
and so this thesis introduces only the topics deemed necessary to the author.
This chapter will first begin with a brief history of the generation of short to
ultrashort laser pulses in order to get the reader in the mood.
The next section will explain the relevant physics involved with the generation of
these laser pulses.
Following this an overview of the laser system used will be detailed, using some
of the ideas outlined in the previous section.
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3.2 Light amplification by stimulated emission of
radiation: the laser
Since the start of the development of the maser in 1954 [38], and the subsequent
extension of this in 1960 to the visible light spectrum [61], scientists have found and
developed uses for the unique characteristics of lasers. The principle characteristic
that sets apart the laser from other technology is the scale of the coherence inherent
in the generation of a laser beam and the fact that the laser light maintains this co-
herency. The main consequences are that the photons that make up a laser beam exist
at a defined energy range and, from when they are born, they maintain phase with
each other over the coherence length; the photons of a laser beam are synchronised
spatially, temporally and spectrally.
The basis of the laser is fundamental: energy is deposited into a storage material,
which is then extracted by stimulated emission of photons. The diagram below (figure
3.1) describes the situation as a molecular schematic (left) and as a basic physical
system (right).
Figure 3.1: On the left is a molecular energy diagram of a four level gain medium, where
|i〉 correpsonds to the ith state, the circles are electrons, the coloured arrows are photons
and the black arrows are electronic transitions. On the right is a basic physical description
where the grey brackets are mirrors making up the laser cavity and the doubled-sided arrows
represent photons osciallating within the cavity.
Electrons start off in the ground state |0〉 from which they are excited to the state
|3〉 by means of some pumping mechanism. Here this is a pump laser operating at
a wavelength that corresponds to the energy difference between |0〉 and |3〉; though,
as represented in the diagram as the green band, |3〉 can be a collection of different
levels. The lifetime of |3〉 is typically very short, so that as soon as the electron
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population is pumped to |3〉 it non-radiatively decays by means of a phonon to |2〉.
In a good laser medium, the lifetime of |2〉 is long so that the electron population
will grow and an inversion can be created with respect to |1〉. Once inversion is
obtained, stimulated emission will give optical gain. State |1〉 typically has a short
life-time so that the electrons decay non-radiatively back to the ground state, aiding
in the process of population inversion between |2〉 and |1〉.
Population inversion leads to an amplification of light and for some lasers this
inversion can be maintained indefinitely; this results in a continuous-wave (CW)
laser. In other laser setups, the pumping can only be achieved for a short time and
pulsed operation is favoured. This thesis is concerned with the pulsed operation of
lasers using a gain medium of titanium-doped sapphire. Figure 3.1 labels a system
similar to titanium-doped sapphire.
3.3 A brief history of laser pulses
Over the years of physics research, new technologies have been developed to support
the investigation of light-matter interactions. As shown in fig 3.2, the duration of
the laser pulse has been repeatedly shortened with the advance of laser technology;
enabling the investigation of shorter time-scaled events the shorter the duration of
the pulse.
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Figure 3.2: The minimum pulse duration up until 2006 is shown, to make clear the intended
progress over a ∼40 year interval [17].
The physical characteristic that allows for ultrashort laser pulses is the bandwidth
of the generated light, which is defined by transitions available in the gain medium.
Thus an appropriate gain medium is one that supports a large bandwidth, though,
this is not the only factor. Ultrashort laser pulses are intrinsically tied to high peak
intensity pulses and due to this inevitability, it is not only the bandwidth but also the
damage threshold, thermal conductivity and energy storage density of the medium
that needs to be considered.
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3.4 Titanium:sapphire as a lasing medium
A key discovery in this evolution of laser physics was in 1986 with the usage of the
material Ti:Al2O3 [67] as a gain medium. This is more commonly known as titanium-
doped sapphire, or Ti:sapph.
Ti:sapph has many of the suitable characteristics to make it a gain medium for
ultrashort, intense laser pulses. One of its primary useful aspects is that it supports
a large gain bandwidth. Another key characteristic is that it has a high thermal
conductivity, which allows it to be pumped strongly with less concern of thermal
lensing. It is generally cooled by conduction, and the rate of cooling is determined
by the amount of energy being pumped into the crystal.
Ti:sapph can be used to generate the pulses that seed a laser system as well as be
used as the gain medium in the amplifier of a laser system.
Why does Ti:sapph support a large bandwidth?
Titanium ions are placed in a host crystal of sapphire. The final arrangement of the
system results with one sole electron inhabiting the 3d energy level. Conveniently the
coupling of the electronic energy levels of the Ti3+ ions with the vibrational energy
levels of the sapphire lattice removes the 5-fold angular momentum degeneracy of this
electron. This energy re-arrangement results in many benefits for Ti:sapph.
The 5 angular momentum degeneracy is broken into two groups whose energy
separation corresponds to a wavelength of 500 nm. When Ti3+ is excited by a source
of that wavelength, the electronic energy levels are coupled to the vibrational energy
levels and this results in a displacement of the ion, as it re-configures itself into a
lower energy equilibrium. This is known as the Jahn-Teller effect [76]. These two
processes together are also refered to as vibronic coupling [3].
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Figure 3.3: Top, a) shows the relevant energy levels and transitions in Ti:sapph. Bottom, b)
shows the consequential absorption and fluorescence spectra of the energy level structure.
Figure adapted from [97].
When the Ti3+ ion absorbs or emits a photon the electron enters a new orbital
more quickly than the ion nucleus can move. This is known as the Franck-Condon
principle [43]. This is the reason why the transitions in fig 3.3 a), are vertical lines.
The bandwidth of the laser depends upon the curvatures of the lasing potential energy
levels. The A and C areas in fig 3.3 a), refer to the probability of finding the ion in
a particular moment of the lowest vibrational state of the two levels.
The highlight of fig 3.3 b) is the broad emission band, with the range beginning
at 660 nm and ending at 1180 nm. It is this bandwidth that supports the ultra-short
duration of the laser pulses; this can be understood by considering the uncertainty
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principle. For a gaussian pulse [88]:
4 f 4 t ≤ 1
2
(3.1)
Ti:sapph has a 4f about 2× 1014 Hz, which would theoretically support a pulse
down to 5 fs in duration.
3.5 Modelocking
In order to generate ultrafast pulses, the bandwidth of the possible transitions in
Ti:sapph must be harnassed efficiently. Modelocking depends upon the superposition
of standing waves in an optical cavity. Modelocking was first proposed by Lamb Jr.
in 1964 [46], The idea is to involve the many modes supported by the gain medium
and to synchronise these modes by control in the temporal domain. The main concept
is to generate an interference from the superposition of many modes that results in
electromaganetic peaks that are large in magnitude and short in the time domain.
This is the basis of ultrafast high energy pulses.
The resultant electric field of a laser with many modes is:
E =
N∑
k
E0e
i[(ω0t+k4ω)t] (3.2)
where N is the number of modes (detemined by what the gain medium can support),
ω0 is the frequency of the central mode, and 4ω is the frequency difference between
consequective modes. The difference between modelocking and continuous-wave is
that in the former all of the waves are in phase with each other (4ω = 0).
The decrease of pulse durations from 1970–1990, as seen in figure 3.2, was due to
the discovery of new methods of modelocking in Ti:sapph. Active mode locking by
an acousto-optic modulator generated pulses as short as 1.3 psec [47]. Additive pulse
mode-locking technqiues generated pulses that were 200 femtoseconds in length [36].
It was not until self modelocking was discovered by Sibbett et al. in 1990 that pulses
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as short as 90 femtoseconds were achieved [90].
Self-modelocking in Ti:sapph
The aspect that Ti:sapph depends upon for modelocking is the Kerr non-linearity of
the laser crystal. As described in section 2.3.3, the optical Kerr effect is a consequence
of the third-order polarisation response of a medium that results in the change in
refractive index of the medium. This effect is self-induced and is the reason this
technique is called self-modelocking.
The cavity can be seeded with a stable diode laser, centred around 530 nm, and
population inversion builds up in a well-constructed cavity. This supports two types
of operation, CW and pulsed. In an setup that is optimised for CW, any Kerr lens
that is generated actually creates a loss in the cavity. It is this loss that will aide in
modelocking, as it will only allow the most intense pulses to propagate in the cavity,
with the less intense pulses dying away to nothing. The key point is that this loss can
be tuned by altering the cavity, and setup so that the cavity prefers to operate when
Kerr lensing is present. This means that a CW operation has a large loss, but the
pulsed operation is favoured both spatially and temporally in the cavity that induces
the Kerr lens in the crystal. The threshold for the induction of a Kerr lens that causes
significant focusing is 1011 W/cm2.
As was emphasised in section 2.2.2, the handling of ultrashort pulses is delicate
due to dispersion, and so prisms are often employed in the cavity to compensate for
the GVD of the crystal. This aides the modelocking procedure as a shorter pulse
means a higher intensity, which results in an effective Kerr lens.
It is also possible to spatially favour modelocking and that is done by placing an
aperture in the path of the cavity. This means that the most intense parts of the
beam, the parts that induce Kerr lensing, will be allowed to oscillate in the cavity.
Conversely, the less intense parts of the beam will be physically blocked and cannot
oscillate.
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Figure 3.4: Kerr lens
In summary, modelocking is the careful balance between gain and induced loss (to
not allow randomly phased electromagnetic waves to oscillate), with careful coupling
of the temporal and spatial characteristics of the cavity. The pulses that are the
most intense are the shortest (temporal), and the most intense pulses are able to be
favoured by nonlinear effects (spatial) only available through intense pulses.
Still, modelocking may not be achieved automatically upon switching on the pump
laser and often something is required to cause an extra initial loss in the cavity so that
the high intensity pulses are initially generated and favoured to oscillate in the cavity
compared to the random phase of the CW waves. This extra loss can be applied by
nudging one of the optics inside the cavity.
The peak power of the modelocked beam is proportional to (2N + 1)2E20 and the
time between the pulses is 2L/c, where L is the cavity length and c is the speed
of light. The duration of the pulse supported in this kind of cavity is dependant
upon the number of modes supported in the gain medium. A typical repition rate
of an oscillator using Ti:sapph is 80–90 MHz with a pulse duration on the order of
femtoseconds and a pulse energy on the scale of nanojoules.
3.6 B integral and chirped pulse amplification
When working with high energy ultrashort laser pulses it is important to consider
nonlinear effects; especially self-focusing that occurs as a result of the optical Kerr
effect in an amplifier. One quantifiable indicator of the potential for damage is the B
integral, which is a measure of the accumulated nonlinear phase shift of light.
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B =
2pi
λ
∫ z
0
n2I(z)dz (3.3)
When B is above 3 there is a risk that self-focusing will occur. It is important to
note that this is a cumulative effect and so the more material that an intense laser
pulse passes through, the higher the subsequent B integral value. In order to keep this
value low either the amount of transmissive material that the beam passes through
must be kept to a minimum, or the peak intensity must be lowered.
When working with ultrashort laser pulses, a useful technique is to significantly
lengthen (for example, by 3 or 4 orders of magnitude) the pulse duration as to lower
the peak intensity. In fact, the amount of stretching can be chosen directly by cal-
culating the intensity that will not induce nonlinear effects in a given system. Work
using this concept had been done as early as 1969 [92], but only incorporated into
chirped pulse amplification (CPA) in 1985 [91].
Chirped pulse amplification makes use of the lowered peak intenisty because the
nonlinear phase shift of light is reduced and allows more energy to be injected into
the laser beam with significantly less risk of damaging optics or altering the cavity
geometry via nonlinear effects. Following amplification, the temporally long pulses,
with the gained energy from the amplification, can be compressed back to the original
duration for a highly energetic (8–10 mJ at 1 kHz repitition rate), ultrashort pulse
(20–30 fs).
Figure 3.5: Chirped pulse amplification schematic.
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3.7 Ti:sapph as an amplifying medium
Thusfar the characteristics of Ti:sapph that make it a suitable seed source have been
discussed, but it also has prominent characteristics that make it a good amplifying
medium. These are that it has a high damage threshold (8–10 J cm-2), high saturation
fluence (∼1 J cm2) and as previously noted, a high thermal conductivity (∼46 W/(m
K) at 300 K) [9]. Another nice aspect is that Ti:sapph has an absorption bandwidth
centred at ∼530 nm and so frequency doubled neodymium-doped yttrium aluminum
garnet (Nd:YAG) lasers can be efficient high energy (∼30 W) pumps.
One of the main differences between using Ti:sapph for the generation of ultrashort
pulses and the amplification of ultrashort pulses is the amount of energy, and therefore
heat that is deposited into the medium. Even though Ti:sapph has a high thermal
conductivity, considerations for thermal lensing, birefringence and stress must be
made. Fortunately, the effects can be massively compensated by cryogenically cooling
the crystal as this greatly improves the thermal conductivity.
Figure 3.6: Thermal conductivity of Ti:sapph [9].
Though the oscillator will supply a pulse train at 80-90 MHz, it is not feasible to
amplify pulses to a high energy (greater than 1 mJ) at this rate. Pulses are selected
by the means of a Pockels cell (see section 2.3.2) normally at rates ranging from 10 Hz
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up to 3 KHz. These pulses may have energies of several joules or several millijoules,
respectively.
3.8 KML Red Dragon Laser System
3.8.1 Overview
Figure 3.7: Schematic diagram of the laser system. Each stage will be explained in detail
in the following subsections of this chapter.
3.8.2 Master Oscillator/Power Amplifier - MOPA
The MOPA pump is a Verdi V6 diode-pumped solid-state laser. Nd:YVO4 is used
as the gain medium and there is a frequency doubling crystal at the output of the
laser (this is second harmonic generation, described in section 2.3.2). It operates at
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a single longitudinal mode with an output power of 5.2 W at 532 nm and pumps the
Ti:sapph crystal.
The previously mentioned modes of Ti:sapph are used in the MOPA in conjunction
with modelocking via passive Kerr lens modelocking; this enables a train of short pulse
to be generated. The supported bandwidth is ranges from 40–85 nm (centred at 790
nm) and the output power is 450 mW. The pulses regularly have a duration of 20 fs
and a repetition rate of 89 MHz. The repetition rate is a function of the cavity round
trip length, which is 1.7 m and corresponds to a cavity round trip time of 11 ns.
The setup of the cavity requires careful tuning. The two main elements are of the
steering and focusing optics and the prisms that compensate for dispersion.
Figure 3.8: Photograph of the laser oscillator.
3.8.3 Stretcher
In order to amplify the output of the oscillator, it is important to consider nonlinear
effects discussed in Chapter 2, otherwise damage may occur to optical components
in the laser. As shown in figure 3.5, a way around these nonlinear effects is to use a
technique called chirped pulse amplification (CPA). The first step of CPA is stretching
the pulse in time.
This is done using an Offner stretcher, or a folded stretcher. In this configuration,
the pulse train enters off a small mirror where it is directed to a diffraction grating.
Due to the nature of diffraction gratings, the frequency components of the light is sent
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off at slightly different angles. This enables temporal control over the light spectrum
because the shorter wavelengths are given longer paths to transverse, slowing them in
time in relation to the longer wavelengths. This induces a positive chirp and after the
grating the light is passed between several optics to allow the frequency components
to separate further.
Figure 3.9: Photograph of the offner stretcher
How far the frequencies separate determines the chirp and the stretching of the
pulse. Finally, the pulse is returned to the grating where it is overlapped spatially
once again, and sent out of the stretcher with a duration of 150–200 ps.
3.8.4 First amplification stage and Pockells cells
The bandwidth that was generated in the MOPA stimulates the emission in the
amplifier Ti:sapph and so the supported bandwidth of the seed is maintained in the
amplification of the pulses.
Next, in the 89 MHz train of pulses, a 1 kHz selection is made via the use of a
Pockels cell (explained in section 2.3.2) and a vertical polariser. When no voltage
is applied, the pulses remain horizontally polarised and are blocked by the polariser.
Only when voltage is applied to the Pockels cell does it act has a half wave plate and
vertically polarises the light, allowing it to enter the first amplifier (there is also a
defeating half wave plate that can be put in the beam path, which polarises all the
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pulses vertically).
A pulse in the 1 kHz train now has an energy of 5 nJ and is sent to a cryogenically
cooled Ti:sapph crystal. The crystal sits in a copper holder, that is in part wrapped
in indium foil. There is a cold finger that intermittantly touches the foil to uniformly
cool the foil, holder and crystal. The machine that cryogenically cools the cold finger
is a PT-60 Cryorefrigerator. It takes helium gas and compresses it resulting in liquid
helium at a temperature around 30 K.
The Ti:Saph crystal is pumped with a diode-pumped Q-switched Nd:YLF laser.
It is frequency doubled by a LBO crystal (second harmonic generation explained in
section 2.3.2), and has an output pulse energy of 30 mJ with a pulse duration of 15
ns at 1 kHz frequency, operating at 532 nm. The pump laser is timed to excite the
Ti:sapph just before the seed pulse passes, and the pulse is iterated thirteen times
through the crystal, gaining energy in each pass until the pulse is still broad, but of
increased intensity across the initial spectrum. After the first amplification stage the
pulse is passed through another Pockels cell and polariser to diminish any unwanted
amplified signal. Each pulse leaves this amplification stage with an energy of 1–2 mJ.
While a Pockels cell can switch to select pulses up to 3 kHz, the architecture of a
laser systems is setup to run at 1 kHz and this is limited by the thermal loading upon
the gain medium and the amount of energy desired per pulse. If the Pockels cell were
changed to operate at 3 kHz, then each pulse would have approximately one third of
the energy for the same pumping energy and rate. If the pump energy were increased
to compensate for the increase in the number of pulses, then the gain medium would
exhibit a different refractive index due to increased thermal load from the pumping
process. This change in refractive index would affect the lensing of the pulses and
thus the geometry of the laser cavity. Also, in order to avoid self-focusing effects the
gain medium would have to be cooled at a greater rate.
3.8.5 Second amplification stage: double pumping
The second amplification stage is similar to the first, differing in the fact that the
beam passes only twice through the Ti:Saph crystal. The same pump laser is used
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and the same cryo-cooling is employed, though the second crystal must be cooled
further because by this point the pulses have higher peak energy. The energy of each
pulse is now 6–10 mJ and is ready for the final stage of CPA: compression.
3.8.6 Compressor
Here the exact opposite process to stretching is employed using another set of diffrac-
tion gratings. The pulses are sent to a diffraction grating to separate the frequency
components, which are then sent to another diffraction grating. The pulses are then
retroreflected back onto the grating pair where, the shorter wavelengths having trav-
elled a shorter distance, the frequency components of the pulse are now temporally
and spatially overlapped.
3.8.7 Output implementation
The end result is a very intense, very short duration pulse. As mentioned in the
introduction to this chapter, the output of the laser is a pulse of duration 30 fs with
a repetition rate of 1 kHz, and a power up to 6 W (pulse energy of 6 mJ). After the
output is focused by a one inch lens with a focal length of 50 cm an intensity of at
least 1×1014 Wcm−2 is achieved and this is intense enough to perform high harmonic
generation.
3.9 Spatial characterisation
Spatial characterisation determines the size and quality of the laser focus. The size of
the beam is a factor that relates to the intensity of the beam and the quality relates
to the energy distribution within the focus. The waist of a beam has already been
defined in equation 2.51 and is related to the focal length, radius and wavelength of
the input beam and the M2 value, which is a measure of how close a beam can focus
to the diffraction limit.
The main method of observing the laser focus is with a CCD camera. A CCD will
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give the cross-sectional intensity profile at the plane of the CCD. In order to obtain
a better characterisation of the beam, it is important to obtain this cross-sectional
intensity profile at various points along the propagation of the beam. This enables
the M2 value to be measured, and also gives an actual measure of the Rayleigh range.
The average power of the beam is measured with a power meter that gives a value
in watts.
3.10 Temporal characterisation
Light pulses on the order of femtoseconds are not able to have their duration mea-
sured accurately by electronic based systems, as the response time (on the order
of picoseconds) is not fast enough. In order to measure the duration of ultrashort
pulses, both the amplitude and phase of the spectrum must be measured by other
means. In this work, a type of spectral shearing interferometery called spectral phase
interferometery for direct electric-field reconstruction, or SPIDER is used.
The basis for this measurement requires duplication of the input pulse into three
different arms. Two of the pulses are delayed with respect to each other and the third
pulse, called the ancilla pulse, is chirped and delayed such that the first two pulses
temporally overlap with the third pulse.
The three arms are superimposed in a nonlinear crystal and due to the nature
of chirping, each test pulse interacts with a different part of the spectrum with the
ancilla pulse during upconversion and this difference is defined as the spectral shear,
Ω.
The frequency of the first upconverted pulse is ω1 = ω + ω0 and for the second
upconverted pulse is ω2 = ω + ω0 + Ω. These two pulses interfere spectrally and can
be written as:
S(ω) = |E1(ω)|2 + |E2(ω)|2 + 2|E1(ω)||E2(ω)| cos(4φ(ω)− ωτ) (3.4)
E1(ω) and E2(ω) are the electric fields of the pulses, φ(ω) is the phase difference
of the upconverted pulses and τ is the temporal delay between the two test pulses. In
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order to retrieve φ(ω), the spectrogram is Fourier transformed into the time domain.
Here three peaks are present, one centred at t = 0 and two identical peaks at t = ±τ .
These side peaks contain the phase information and one is isolated via a filter, so that
it can be Fourier transformed back to the spectral domain to obtain φ(ω) + ωτ . The
linear term ωτ can be obtained separately by using a calibration phase either at the
fundamental or harmonic wavelength and in this way φ(ω) can be extracted [44].
Figure 3.10: Diagram of the SPIDER algorithm from [98]. The upper left shows the inter-
ferogram, the upper right shows the fourier transform of the interferogram. The bottom
right shows the spectral filtering, and the bottom left shows the retrieved pulse amplitude
(solid red) and phase (dashed red).
Now both the amplitude and phase of the original pulse is obtained and the electric
field can be reconstructed.
This spectral interference pattern of the second harmonic is detected with a spec-
trometer and contains the information necessary to reconstruct the electric field and
therefore the temporal duration of the pulse.
3.11 Detection of high harmonics
In this work, high harmonic radiation is detected via the means of a flat-field spec-
trometer. This device is comprised of two main components: a flat-field grating to
image the harmonics and an microchannel plate (MCP) to detect the harmonic signal.
A flat-field grating differs in two ways from the traditional grating setup. In the
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standard method, a grating has equally spaced lines to disperse the light and is a flat
surface. A flat-field grating is curved as to refocus the light to avoid the loss from a
diverging beam. A curved grating places the image of each spectral component onto
a circle that is tangeant from the grating; this circle is known as the Rowland circle.
As a detector is much easier to make as a flat surface instead of a curve, the spacing
of the grooves on the grating are varied linearly as a function of position along the
grating. This geometry focuses the light onto a plane where it can be observed with
micro-channel plates and a phosphor screen.
Microchannel plates are thin plates of very tightly organised coated glass capil-
laries fused together. These are arranged at a small angle from the normal so that
photons don’t pass directly through the centre of a capillary. When the light hits the
coated capillary wall an electron is emitted. A voltage is applied across the length of
the capillaries and when these accelerated electrons hit the wall they release additional
electrons, which results in a gain of signal.
Figure 3.11: The front plate is grounded, whilst the back of the first plate and the front
of the second plate are held at Vp/2. The back of the second plate is held at Vp and the
phosphor screen is held at Vs. Vs >Vp and in the experimental setup used, Vp was typically
set to 1.7 kV and Vs was set to 3.5 kV.
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The plates are set at a high voltage so that when a high energy photon hits a
capillary, it sets forth an avalache amplification by means of energetic ionised electrons
interacting with the walls of the capillary which in turn set free more electrons. At
the back of the first plate, the aggregated electron signal is then accelerated to a
second plate where the same avalanche mechanism occurs, resulting in a large gain
(106). These electrons are then accelerated to a phophsor screen that is set at an even
higher voltage. The screen is then imaged by a camera and is sent to the acquisition
software.
Due to the high voltage placed across the plates it is possible that ionisation of any
atoms or molecules occurs spontaneously. If the density of these atoms or molecules is
sufficiently high, arching occurs and shorts the MCP, possibly beyond repair. Because
of this, MCPs should only be operated at pressures lower than 1×10−5 mbar.
The remaining description of the experimental setup will be given in chapter 5,
apparatus design.
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Chapter 4
XUV initiated HHG
4.1 Introduction
One of the interests of XUV attosecond spectroscopy is to probe inner states of
molecular structures in the hope of understanding electron charge migration on an
attosecond timescale [22, 41, 83, 89, 94]. High harmonic generation (HHG) is a tech-
nique for probing events on this timescale as the well understood atto-chirp correlates
harmonic order with sub-cycle resolution of the driving field [62]. Standard high har-
monic generation relies on tunnel ionisation to initiate the process and this limits the
depth (in energy) of the state that can be probed; ionisation begins at the level that
is most weakly bound and pulls apart the electronic structure as deeper states are
ionised [71, 72]. An associated consequence of using a technique that requires strong
field ionisation is that, for larger and more complicated molecules, there are strong
distortions to the potential structure of the molecule which obscure information re-
trieved by the high harmonic process [65].
Single-photon ionisation (SPI) does not suffer from these problems in such a signif-
icant manner. One reason is that in this regime the associated ponderomotive energy,
and hence energy transferable by the laser field to the molecule potential(s), is much
lower. The ponderomotive energy scales as the square of the wavelength; photons
with sufficient energy to SPI from an inner-valence state have a much shorter wave-
length (by least a factor of 40) than the IR fields used in HHG and thus a smuch
XUV initiated HHG 74
smaller ponderomotive energy. The main advantage in using SPI is the ability to
probe states beneath the valence shell without considerably distorting the structure
of the molecule.
In this pump-probe scheme, IR pulses are used in conjunction with the ionising
XUV pulses to return the electrons to the parent ion with a chance of recombination
that leads to the generation of harmonics. It is in this sense that the method is
called XUV initiated high harmonic generation, or XiHHG. Figure 4.1 exhibits this
difference schematically.
Figure 4.1: Schematic comparison of a) HHG and b) XiHHG where the IR field is shown as
the red curve and the XUV pulse is shown by the blue arrow. The ionisation time window
is roughly shown by the grey shading under the IR field. In a) the electron is tunnel ionised
around 60 degrees of the peak and in b) the electron is single photon ionised at any discrete
phase of the IR field, subject to the duration of the ionising pulse.
Another restriction with standard high harmonic process is that the ionisation
occurs around the peak of the field and the window of ionisation is therefore locked
to specific times of the IR phase. This means that the ionisation event is coupled to
the propagation and recombination. Conversely, ionisation via a single photon occurs
during a clearly defined window; electrons are ionised with properties (e.g. momentum
distribution and phase) that are directly inherited from the ionising photons. These
ionising XUV photons can be well defined in time and frequency [40, 60, 64, 82] and
are a logical choice for probing inner states of a molecule.
This control over ionisation is especially advantageous for a pump-probe exper-
iment, for example in measuring the Auger-decay lifetime of an inner-bound state.
An isolated XUV pulse ionises from an inner shell in the presence of an IR field.
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Depending upon the delay of the IR to the XUV, the freed electron rescatters at a
controlled time. HHG requires for the initial state to not be quenched upon return
of the electron and thus the recombination probability varies as a function of the
Auger-decay of the inner state [54].
The principle of XiHHG was initially discussed in 2004 [85] and has been investi-
gated experimentally [6, 7, 34] but the technique is still under development and this
thesis is devoted to understanding XiHHG with regards to well-understood atomic
systems, being helium and neon.
However, what has been discussed above relies on an SFA picture for describing
this process and as will be seen it may be more fruitful to think about it in terms
of a multi-photon effect. In this alternative picture the transient absorption of the
XUV probe is considered as the delay between the IR pump and XUV probe fields
are varied. In this sense it is more appropriate to consider the response of the atom
to the XUV as a function of the dressing of the states of the atom (or molecule) from
the IR field. Figure 4.2 shows the schematic difference between the two perspectives.
Figure 4.2: Left, multi-photon schematic. Three XUV photons are shown, one below Ip
and two above Ip. These channels are connected by multiples of two photons of the driving
field. Right, XiHHG schematic. Two above threshold XUV photons are shown and the IR
field is included to show two possible paths of the electron resulting to emission at specific
harmonic energies. The thick dashed line corresponds to the ionisation potential.
This alternative picture will be detailed after the theoretical XiHHG SFA research
section. It is important to understand why the expected high orders of XiHHG were
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not observed and so now the origin of that expectation will be described.
4.2 Consequences of single photon ionisation for
XiHHG
Helium and neon where chosen as targets due to the characteristics of their bound
electrons. Both have valence electrons that are bound at a level that is accessible
to low-order high harmonic generation (21-24 eV) but inaccessible to direct tunnel
ionisation from the IR pulse at the intensity used.
Figure 4.3: Energies of the 11th to the 19th harmonics of an 800 nm field (γ = 1.55 eV).
The Ip of both helium and neon are plotted with the thick black dashed line.
As with standard HHG the ionised electron is steered by the IR field and depending
upon the ionisation time relative to the phase of the driving field, it may return with
a given energy. Other important parameters include the polarisation of the IR field
relative to the momenta of the photo-electrons and the intensity of the IR field; these
will be discussed in the upcoming sections.
As the XUV pulses are inherently shorter than the IR pulses, ionisation can be
fixed to a particular phase of the IR cycle and specific electron trajectories can be
calculated. This will be covered in more detail in the next section, 4.3 Pump charac-
teristics.
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One consequence of ionising via SPI instead of tunnel ionisation is that the liber-
ated electrons enter the continuum with a transverse momentum distribution depend-
ing upon the orbital from which it was ionised. The shape of the photo-electron mo-
menta from helium and neon can be explained by selection rules; for centro-symmetric
molecules and atoms, electronic transitions that conserve parity are forbidden, i.e.
there must be a change in angular momentum number.
Helium, whose valence electron is in the 1s orbital, must ionise to the p orbital
in the continuum. Conversely, neon’s valence electron resides in the 2p orbital and
upon single photon ionisation the electron will appear in the continuum with s or d
symmetry.
Work done by Johnsson et al. in 2007 [45] experimentally showed the photo-
electron momenta from helium and argon, ionised by a spectrally filtered APT. The
harmonic spectrum and photo-electron momenta maps from that work are shown
below in figure 4.4. While neon and argon have different energy structures, their
valence electrons reside in the 2p and 3p states respectively.
Figure 4.4: a) Spectrum of the ionising XUV pulse, b) and c) experimental photo-electron
momenta in helium and argon respectively [45].
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4.3 XUV field characteristics
4.3.1 XUV temporal considerations
The system is pumped when the electron is ionised to the continuum at time t0 with
kinetic energy KE, where4t0 and4KE are defined by the spectral components of the
ionising XUV field. Due to the time-energy relation, the narrower the width in time
of the ionising pulse the larger the range of the electron KEs born in the continuum.
The consequence of this is that if the XUV pulse is very short in time, the electrons
will be born with a wider range of KEs that the IR field must return. Also, having
a spectral range that extends far beyond the ionisation potential means that the
resultant signal will be a combination of the XiHHG and XUV pump. Conversely, if
the XUV pulse is narrow in energy then the ionisation time will no longer be localised
to a small fraction of the IR phase.
The other consideration that is necessary is the atto-chirp of the relevant pump
harmonics. A larger bandwidth of XUV light theoretically leads to a shorter pulse
duration in time, but in order to increase the bandwidth more electron trajectories
need to be included, lengthening the overall duration of the pulse, ie. the constituent
frequency components of the pulses are not generated at the same time and thus have
a phase between them, and the resulant pulse is not in the transform limit.
In order to see any significant amount of modulation in the XiHHG signal the
duration of the XUV pump must be less than half the period of the IR probe, otherwise
ionisation events cannot be distinguished from one half IR cycle to the next.
In the interest of estimating the duration of the attosecond pulse as a function
of the number of harmonics, the harmonic spectrum is Fourier transformed to the
time domain. Figure 4.5 a) shows a harmonic spectrum comprising of harmonics
13 through 19. Part b) of the figure is the Fourier transform of this spectrum; the
transform-limited pulse in the time domain (assuming relative phases of zero). It is
seen that these four harmonic orders correspond to an attosecond pulse of 340 as
which is about 13% of the IR cycle duration.
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Figure 4.5: a) Background subtracted harmonic spectrum of harmonics 13 through 19,
generated with 800 nm in Ar. b) Fourier transform of spectrum giving a transform limited
attosecond pulse duration of 340 as.
Though as mentioned before the atto-chirp must also be considered, and the chirp
between each harmonic is on the order of 100 as (for a generating field of 1×1014
Wcm−2 in krypton) and thus the spacing in time over four harmonic orders is at
least 400 as. However, the chirp of the XUV field is affected by the spectral filtering;
Lopez-Martens et al. showed the effect of various aluminium filters on the duration
of the XUV pulse [60], measured using the RABITT technique [70]. Their results are
shown in figure 4.6.
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Figure 4.6: Top, XUV input spectrums, the blue corresponds to 200 nm of Al filter and the
red to 600 nm of Al filter. The bottom left shows the relative phase of the harmonics and
the bottom right shows the reconstructed pulses. The green is an extrapolation as if there
were no Al filter, assuming the same input spectrum as the blue [60].
In this experiment a 200 nm and a 600 nm filter were separately used to filter
XUV generated from 15 mbar of argon in a windowless gas cell from an IR field of
intensity estimated in the paper to be 1×1014 Wcm−2. As can be seen in the top
of figure 4.6, the blue and red spectrum correspond to Al filter thicknesses of 200
and 600 nm respectively. The bottom left of the figure shows the phase for each of
the cases. The bottom right shows the reconstructed pulse durations of the top input
spectrums. The green spectrum is the extrapolated pulse duration assuming the same
input spectrum as the 200 nm filter.
For an XiHHG experiment, the more significant concern is in the energy domain;
the spectral overlap of the XiHHG and the XUV pump. Thus having a bandpass
filter around the energy of the state to be probed is the best scenario: a pulse that is
shorter than half an IR period and has no spectral background for the XiHHG.
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4.3.2 XUV energy considerations
Spectrally filtering the pump HHG enables selection of the energy range of the pump.
The physical mechanism for filtering XUV radiation will be discussed in the next
chapter, section 5.1 but the consequential physics will be covered here.
The energy range of the pump in comparison to the Ip of the target state deter-
mines the features of the resultant signal. The two scenarios depend upon whether
the generated XiHHG signal overlaps with the pump signal in the energy domain.
Generally, the spectral field (Ep) of the pump harmonics can be written:
Ep(ω) = Ap(ω)e
iφp(ω), (4.1)
where Ap is the amplitude as a function of angular frequency and the exponential is
the phase term. The spectral field of the generated XiHHG field (Ex) can be written:
Ex(ω, τ) = Ax(ω)e
iφx(ω,τ) (4.2)
Which is almost identical to the equation for the pump harmonics, but now a depen-
dence on the delay of the SPI within the IR cycle is included, labelled as τ .
For the first scenario, shown in figure 4.7, there is no pump field at the energy of
the generated XiHHG. This means that any modulation of signal comes directly from
the variation of the trajectories as the delay between the IR and the XUV is varied.
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Figure 4.7: a) Spectrum of the pump harmonics. b) Spectrum of the generated XiHHG.
There is an overlap of the pump and XiHHG at the 17th harmonic, but from the 19th
harmonic upward the only signal is directly from XiHHG. The light blue arrows correspond
to the pump harmonics and the dashed purple lines correspond to the XiHHG. The thick
dashed purple line corresponds to the mixed XiHHG and pump harmonic signal. The
dashed horizontal line is the Ip of helium, at 24.59 eV.
In the second scenario, shown in figure 4.8, there is an overlap between the energy
of the source harmonics and the energy at which the XiHHG is generated. The
consequence of this is that the modulation of the resultant signal relates also to the
relative phase between the fields as well as the magnitude of the XiHHG. This second
scenario best reflects the experimental work of this thesis.
Figure 4.8: a) Spectrum of the pump harmonics. b) Spectrum of the generated XiHHG
harmonics, overlapped with the energy of the source harmonics. The light blue arrows
correspond to the pump harmonics and the thick purple lines correspond to the mixed
XiHHG and pump harmonic signal. The dashed horizontal line is the Ip of helium, at 24.59
eV.
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The resultant signal can be written as:
(Ep(ω) + Ex(ω))(E
∗
p(ω) + E
∗
x(ω)) (4.3)
Expanding this equation, substituting in for Ep and Ex gives:
|Ap(ω)eiφp(ω)|2 + 2Ap(ω)Ax(ω) ∗Re(ei(φp(ω)−φx(ω,τ))) + |Ax(ω)eiφx(ω,τ)|2 (4.4)
The second term gives the modulation as a function of the phase of the pump HHG
and the XiHHG. In particular, the amplitude of the modulation will be on the order
of the product of Ap(ω) and Ax(ω), depending upon the phase.
4.3.3 XUV intensity considerations
The intensity of the pump directly relates the amount of population transfer between
the state and the continuum through the single photon ionisation rate, equation
2.9. As a benchmark, this will be compared to the critical ionisation rates for HHG
determined by equation 2.53. For helium, this corresponds to a rate of .5% of the
total population of the ground state.
HHG is notoriously an inefficient process and the required number of photons for
the experiment is of great concern. Using equations 2.9 and 2.2.3, the fraction excited
is given by the product of the ionisation rate (per second per atom) and the pulse
duration:
Fexcited = Wτ = σ(λ)Fτ = σ(λ)
I
~ω
τ =
σ(λ)E
~ωA
=
σ(λ)ηλ
A
, (4.5)
where I = E
Aτ
, E is the energy per pulse and A is the focal spot area. Also,
ηλ =
E
~ω and ηλ is the number of photons per pulse at a specific wavelength.
In order to attain an ionisation fraction of .5%, with a focal spot size of radius
50×10−4 cm, and a cross section of 5×10−18 cm2 [80] the number of required photons
at a specific wavelength, ηλ, is 8×1010 per pulse.
This number is presently not attainable as the record for phase-matched harmon-
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ics is 109 photons per pulse [74]. The implication of this (as will be seen in the
experimental results) is that any signal generated by XiHHG will be small in compar-
ison to the pump harmonics. It is yet to be seen whether or not they are detectable,
but the discussion on spectral overlap of the pump and generated XiHHG comes into
light here. If the pump and the XiHHG overlap in the spectral domain, a beating
may occur between which may be of sufficient amplitude to observe. This beating
measurement is very similar to the concept of transient absorption [73] and indeed
invokes similar physics, which will be discussed at the end of this chapter.
4.4 IR field characteristics
Depending upon the target in question it is necessary to vary the characteristics of
the IR field. Two characteristics of importance are the polarisation and the intensity
of the field. As just mentioned, the electrons are ionised into a distribution whose
shape is relative to the ground state from which it was ionised. Accordingly when the
polarisation of the IR field is selected so that it interacts with the highest density of
photo-electrons, the strongest possible XiHHG is achieved. As with standard HHG,
elliptical and circular polarised light will have diminished and no emission respectively.
In this initial experiments, it is paramont that the IR field does not tunnel ionise
an appreciable density of electrons that is sufficient to generate harmonics. Figure 4.9
shows an ADK calculation for the ground state depletion of neon under the influence
of an 800 nm, 30 fs pulse. It can be seen that for intensities up to 3×1014 Wcm−2
that there is no appreciable ionisation. These were calculated by Dr. David Hoffman.
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Figure 4.9: Ground state depletion of neon from an 800 nm, 30 fs pulse of varying intensities.
The intensity of the IR field relates to XiHHG as it defines the possible electron
trajectories. In contrast to standard HHG where electrons are assumed to appear in
the continuum at rest, single photon ionisation releases the electrons with a defined
kinetic energy.
This is simply calculated as:
EKE = Eω − Ip (4.6)
The fact that the kinetic energy is non-zero in this direction changes the trajectory
times of the electrons and this must be considered carefully. In fact, if the kinetic
energy of the electrons is of too high magnitude to be returned by the driving field then
no harmonic generation will occur; this sets the upper energy range of the harmonic
photons. The maximum kinetic energy (for standard HHG trajectories) that the IR
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field can return is 3.17 Up [57].
Figure 4.10: For given IR intensities the maximum initial energy that can be returned.
Taking the intensity of the probe field of about 1×1014 Wcm−2 means that the
electrons that can be returned must have an initial kinetic energy of less than 19 eV.
In figure 4.11 below, the harmonics that ionise electrons with a returnable kinetic
energy are shown. As can be seen in the figure the useful harmonic orders are from
15th to the 27th with any electron ionised by higher harmonic orders not returning
to the parent ion.
Figure 4.11: Harmonic energies shown per harmonic order, black dashed line Ip of helium,
red dashed line the highest possible returning electron (24.59 + 18.93).
As this process is symmetrical, an electron that is ionised with zero KE can be
returned with an energy up to 18.93 eV. Upon recomination this corresponds to the
27th harmonic order of a 800 nm field.
The following plots show the electron trajectories for electrons that are ionised by
XUV initiated HHG 87
the harmonics. The electron kinetic energy is calculated by equation 4.6 where the
Ip of helium is 24.59 eV.
The plots at the top of figures 4.12, 4.14, 4.16 show the trajectories of the electrons
that are ionised with a given kinetic energy, in an IR field of intensity 1×1014 Wcm−2.
The ionisation window is one period of the IR field. The grey dashed lines correspond
to trajectories that do not rescatter on the parent ion. Just below this plot, in the
same figures, show the ionisation and recombination time for each trajectory.
The plots at the top of figures 4.13, 4.15, 4.17 show the energy of the returning
electrons as a function of excursion time. The bottom of those figures show the inten-
sity of the generated harmonics calculated by considering the wavepacket spreading
for each trajectory, compared to the shortest trajectory. The code to generate these
figures was adapted from a 1-D modelling code by Davide Fabris.
Figure 4.12: Trajectories and return energies of the electrons ionised by the 17th harmonic.
In the bottom plot, the dots correspond to ionisation time and the crosses to the recombi-
nation time. E17=26.35 eV, EKE=1.76 eV.
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Figure 4.13: Top, return energy vs. excursion time. Bottom, the intensity of the generated
harmonics calculated by considering the wavepacket spreading for each trajectory. Related
to figure 4.12.
Figure 4.14: Trajectories and return energies of the electrons ionised by the 19th harmonic.
In the bottom plot, the dots correspond to ionisation time and the crosses to the recombi-
nation time. E19=29.45 eV, EKE=4.86 eV.
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Figure 4.15: Top, return energy vs. excursion time. Bottom, the intensity of the generated
harmonics calculated by considering the wavepacket spreading for each trajectory. Related
to figure 4.14.
Figure 4.16: Trajectories and return energies of the electrons ionised by the 21st harmonic.
In the bottom plot, the dots correspond to ionisation time and the crosses to the recombi-
nation time. E21=32.55 eV, EKE=7.96 eV.
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Figure 4.17: Top, return energy vs. excursion time. Bottom, the intensity of the generated
harmonics calculated by considering the wavepacket spreading for each trajectory. Related
to figure 4.16.
As can be seen in the figures, for the 17th harmonic as the ionising field, the
highest relative yield is centred around .3 Up. At 800 nm and 1×1014 Wcm−2 this
corresponds to about 1.79 eV. Upon recombination with a helium atom, this emits
radiation at 26.35 eV with a FWHM bandwidth ≈ 2 eV; this is resonant with the
17th harmonic of an 800 nm field.
For the 19th harmonic as the ionising radiation, the emission is centred around
28.17 eV, but with a larger bandwidth, ≈ 6 eV. The energy overlap of this emis-
sion and the 19th harmonic (29.45 eV) is significant. However, the trajectory time
comparison of the 17th and 19th harmonic shows that the 19th harmonics will have
longer trajectories, energy per energy.
The 21st harmonic as the ionising radiation has an even broader emission spec-
trum, centred at 30.56 eV with a bandwidth of ≈ 9 eV. This also overlaps well with
the 21st harmonic (29.45 eV).
It seems that the trajectories favor to emit harmonics that are the same or-
der as the ionising harmonics at this intensity. If the field intensity is dropped to
.8×1014 Wcm−2 then the 17th harmonic as an ionisation radation has the shortest
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trajectories for the emission at the 19th harmonic energy; the prefered trajectories
are very sensitive to the intensity of the IR field.
The fact that the bandwidth of the return energy of the electron is larger for
ionisation by higher orders (≈ 6 eV for 19th harmonic, ≈ 9 eV for 21st harmonic)
also suggests that the XiHHG signal will have less contributions from each increasing
harmonic. Therefore it is the 17th harmonic that will have the greatest contribution
to the XiHHG signal, and the electrons that have the shortest trajectory time are
those that recombine with an energy that corresponds to the 17th harmonic.
While this was a study of helium, the author wishes to mention the effect of the
ionisation potential level on the measurements. The ionisation level depth, which
inner valence state is probed, will have emission at different energies. Of course, the
ionisation radiation is chosen to select the desired state and thus XiHHG starts at
the first harmonic that is above the energy level of that state.
Note on the limitation of the SFA method
One limitation of the SFA is that it does not consider the core to affect the electron
trajectories. For the short trajectories that do not travel a far distance from the
core, this assumption may cause limitation in the understanding of the process with
an SFA approach. In fact, the strongest contribution to the XiHHG signal comes
from electrons that are ionised by the 17th harmonic and return with the shortest
trajectory time. This means that these strong contributors will not move far from
the Coulomb potential of the parent ion, and further theory (beyond SFA trajectory
calculations) might be necessary to understand the experiment.
4.5 Previous XiHHG experiments
One of the difficult parameters to obtain accurately is the intensity of the XUV and
the intensity of the IR that is overlapped with the XUV. In these experiments, it
seems that having a weak XUV and a strong IR (>1×1014 Wcm−2) may produce
effects that are similar to experiments with a strong XUV and a moderate IR field (≈
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1×1014 Wcm−2). This coincidence (or perhaps it is not a coincidence) means that for
a given experiment it can be difficult to confidently state the best model to explain
the experimental results. The author suggests that some of the previous work that
ardently suggested observation of XiHHG may have room for more thorough and
accurate explanations.
In 2006, Biegert et al. performed an XiHHG experiment in helium under the
following conditions [7]:
1. No control over the delay of the pulses
2. No spectral filtering of the XUV
3. Generation of harmonics by the IR field alone
The source gas was xenon and the IR field was estimated to be 4.6×1014 Wcm−2 at
800 nm. The main results are displayed in the figure below:
Figure 4.18: Four different spectra shown for varying pressures in the first gas source. An
enhancement in the higher order harmonics is seen at 15 mbar [7].
It is clear that in this experiment the main flaw is that the IR field that generated
the harmonics in helium is affected by the presence of xenon in the first target. The
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central wavelength was shifted and the relative phases of the constituent frequencies
changed. High harmonic generation is very sensitive to these parameters. It is not
clear that this result was an example of XiHHG. As no delay control was attempted,
scans of the IR and XUV phase were not presented.
As there was no spectral filtering of the XUV it is possible that the below Ip
harmonics played a role in this experiment, though this was not mentioned in the
publication.
The inclusion of the lower order harmonics and the fact that the IR field is affected
by the presence of the xenon gas both can contribute to the observed enhancement in
the helium spectrum. Lower order harmonics can open up coupling from bound states
to otherwise unavailable continuum states. It is also possible that the IR field was
modified such that it enhanced the phase-matching of generation in helium, though
this was not investigated.
In 2011 Gademann et al. performed an XiHHG experiment in helium [34]. In
this experiment the delay was controlled between the IR and the XUV, and also the
XUV was filtered separately from the IR field. Unfortunately the IR intensity was
not detailed, but their theory assumes 3×1014 Wcm−2. The source gas was xenon.
The result of their experiment was to see modulations of the XUV intensity as a
function of delay, at a base modulation frequency of 2ωL. Another claimed result was
that of XiHHG harmonics being generated in an energy region where the source har-
monics did not exist. The plot that is shown looks convincing, showing the difference
between when the XUV and IR was overlapped in time and when they were not.
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Figure 4.19: Spectrum when an IR field is temporally overlapped (dashed green) and when
the IR field is not temporally overlapped (solid blue). There appears to be generation of
harmonic order above the cut-off of the input spectrum [34].
The 13th and 15th harmonic were suppressed during the overlap of the two fields.
As the excited states in helium are narrow, the chance that the XUV overlaps is
small. The addition of the IR field spreads the excited states and the harmonics now
overlap with available transitions; in other words they are absorbed when the IR field
is present [45]. The study by Chini et al. found that the 1s3p (23.01 eV) and 1s4p
(23.74 eV) absorption lines in helium are periodically shifted and broadened, when
in the presence of a weak IR field [15].
It is not clear that the generated harmonics are XiHHG in the SFA picture. While
the harmonic intensity was not recorded, even if the gas cell acted as a best-case source
for XUV light (1010 photons per pulse), the transmission through a 200 nm aluminum
filter and off of a toroidal mirror reduces the flux by at least two orders of magnitude.
The percentage of ionisation would be .001% at best.
What is not shown is the input spectrum before it is absorbed by the helium
gas. It is possible that the cut-off of the input spectrum was around the 21st and
23rd harmonics, and their appearance when the presence of the IR field was mainly
a constructive interference from the lower (13, 15, 17) harmonics mixing with the IR
field. The modulation of the 19th, 21st and 23rd harmonics is a result of the changing
phase of the IR field that governs the energy transfer between harmonic orders.
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4.6 Transient absorption
Transient absorption experiments are performed in the same manner as XiHHG ex-
periments [32,39,58,59,84,100]. The only difference between an XiHHG experiment
and a transient absorption experiment is that typically transient absorption exper-
iments are conducted with low to moderate IR intensity (1×1011–1×1013 Wcm−2)
and XiHHG is done with moderate to high IR intensity (1×1013–5×1014 Wcm−2).
The first field is considered to dress the states of the atom (or molecule) and delay-
dependent characteristics are probed by the timing of the second field, relative to the
phase of the dressing field.
In a weak IR field, the ac Stark shift periodically shifts and broadens the excited
states in helium, enabling absorption of the 13th and 15th harmonic [15]. Also, the
continuum states are also periodically shifted and broadened [13]. There is also a
probability for an electron that has been excited by the nth harmonic to be excited
simultaneously by an even multiple of IR photons, corresponding to a gain or loss in
energy of exactly one or more harmonic orders. This means that there are multiple
channels, each having their own phase, that contribute to specific harmonic orders.
This results in an interference pattern that varies at some even multiple of the IR
field. The probability of each possible transition varies as the phase of the IR and
XUV is changed and these modulations are the interference pattern that is detected
as a variation of XUV intensity.
In addition to this, continuum states are excited by the IR field. The energies of
excited states shift upwards as the intensity of the dressing pulse increases [42]. This
means that for a given IR intensity, the 17th harmonic may couple to a continuum
state. Assuming that the shift goes as Up, then at 1×1014 Wcm−2 there would be
states up to 30.56 eV, just above the 19th harmonic.
All of the possible two photon (figure 4.20) and four photon (figure 4.21) are
shown between the relevant channels. The Ip of helium is shown, as well as the Ip +
Up value.
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Figure 4.20: Two photon channels. The intensity that corresponds to the shown pondero-
motive shift is 1×1014 Wcm−2. The left hand side is the input harmonic order, the centre
shows the possible transitions between energy levels, and the right shows the output har-
monic order. There is an interference between different pathways to each energy which
leads to modulation in harmonic intensity.
Figure 4.21: Four photon channels. The intensity that corresponds to the shown pondero-
motive shift is 1×1014 Wcm−2. The left hand side is the input harmonic order, the centre
shows the possible transitions between energy levels, and the right shows the output har-
monic order. There is an interference between different pathways to each energy which
leads to modulation in harmonic intensity.
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Chen et al. calculated the single atom response function in helium exposed to an
isolated attosecond pulse and an IR field. The XUV field was centred at 25 eV with
a bandwidth of 5.5 eV. The IR field was 11 fs in duration and set to be an intensity
of 3×1012 Wcm−2. As can be seen in figure 4.22, the 4s+ and 3d+ states that are
above the Ip are shown to have varying emission as a function of delay.
Figure 4.22: Single atom response function in helium for an isolated attosecond pulse and
an 11 fs 800-nm, of intensity 3×1012 Wcm−2 [13].
These fringes are caused by quantum interference between two distinct pathways
for establishing the same coherence between the ground state and a group of n-p
states (n>5) [13].
The intensity of the IR field determines how many states will be coupled, and
thus dictates the coupling of the harmonic orders. Many current transient absorption
experiments focus upon the below Ip harmonics and use relatively weak IR fields (I ≈
1×1012 Wcm−2), while this study is for the above Ip harmonics. Thus a much stronger
IR field is used (I > 1×1014 Wcm−2), though this physics should still remain valid.
The presence of the IR field enables the 13th and 15th harmonic to couple to an
excited state in helium, which in turn allows a coupling between the 17th and 15th
harmonic via 2 IR photon absorption and 2ω modulation of both the 15th and 17th
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harmonic will occur. The modulation comes from the interference(s) of the generated
harmonic from the multi-photon interaction(s) and the seed harmonic. A coupling
between the 17th and the 13th harmonic can be achieved by a 4 IR photon absorption
and this will correspond to a 4ω modulation. The phase of these modulations is
complicated as there are multiple crossings of channels, as shown in figures 4.20 and
4.21.
For an IR intensity of 3×1013 Wcm−2, the associated shift in Up will be about
1.79 eV which would create states with which the 17th harmonic can couple from the
ground state. When the 17th harmonic can be absorbed this way, the two photon
channel to the 19th harmonic is opened up and modulation at 2ω occurs. Additionally,
4ω coupling can occur between the 19th and the 15th harmonic.
For an IR intensity of 1×1014 Wcm−2, the associated shift in Up will be about
5.97 eV which would create states with which the 17th and 19th harmonic can couple
from the ground state. This opens up even further channels of modulation.
In general, the resultant modulation of the signal of a given harmonic is a combi-
nation of 2n-ω components, with the visibility being related to the IR intensity (for a
fixed linear polarisation). A change in polarisation of the IR field affects the dressing
of the atom, and work by Baggesen and Madsen in 2010 investigated what happens
in photo-electron spectroscopy as the polarisation is changed; in summary it changes
the phase of the transitions [4]. In the work of this thesis photo-electrons are not
studied, and further theoretical work is required to understand the physical mecha-
nisms of changing the polarisation. The experiments that were conducted focus on
the variation of the IR intensity and polarisation.
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Chapter 5
Apparatus design
5.1 Introduction
An aim of ultra-fast spectroscopy is to resolve sub IR-cycle dynamics, as charge-
migration occurs on this timescale. The period, T , of an 800 nm IR field is 2.6 fs, and
in order to measure modulations on a shorter time-scale, a high temporal resolution
is required.
For example, in order to measure oscillations at twice the frequency of the fun-
damental, according to the Nyquist-Shannon theorem of sampling, a measurement
must be made at delay steps that are no bigger than T/4, or .65 fs. Higher order
modulations require shorter time-scales. With a repeatable step of .1 fs, modulations
up to the tenth order can be accurately measured.
In order to measure at .1 fs steps, a stability of 30 nm must be achieved. The
length of the arms of the interferometer are roughly 3 meters and this corresponds to
an accuracy of 1×10−8.
Two sources of instability are vibrational and thermal. Vibrational instability
comes from the vacuum pumps and other local sources of high frequency vibration.
In order to avoid large fluctuations due to vibration, the beamline is entirely housed
in vacuum and the bread-board containing all the optics is isolated from the vacuum
chamber.
Thermal fluctuations occur on a much longer timescale and thus can be compen-
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sated. A spectral interferometer is installed to monitor the drift between the two
arms, and experimental data is corrected using the information gathered from the
interferometer.
For the experiments currently planned for this beamline, the basic setup is that
of a pump and probe than can be delayed relative to each other and then delivered
to the interaction region. Following the interaction region a detector measures the
resultant radiation.
Figure 5.1: Photograph of the author with the beamline. The right hand side is the inter-
ferometer chamber and the far left is where the spectrometer is housed.
The following three pictures show the inside of the first chamber from various
angles. The optics are explained in detail following these images and a schematic is
presented to show the full path of the beam.
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Figure 5.2: Photograph of the left side of the main experimental chamber.
Figure 5.3: Photograph of the right side of the main experimental chamber.
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Figure 5.4: Photograph from the top of the right side of the main experimental chamber.
First, the outline of the beamline will be presented followed by a detailed descrip-
tion of each component.
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Figure 5.5: To-scale diagram of the constructed beamline. The beam enters from the top
and travels in the direction of the gray arrows.
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Figure 5.6: To-scale diagram of the first experimental chamber.
The beam (laser output detailed in chapter 3, summarised: central wavelength
800 nm, maximum power 10 W, pulse duration 30 fs, repetition rate 1 kHz) enters
the chamber from the left hand side and is split via a mirror with a centre of 4 mm
drilled out. The two paths will be defined as the IR arm and the XUV arm. First
the path of the IR arm will be described.
IR arm beam path
The reflected part of the beam from the holey mirror is sent to polarisation optics
which control the intensity and polarisation of the IR arm relative to the XUV arm.
The optics relating to the intensity and polarisation control are detailed in the sub-
section below.
Following the intensity and polarisation control is the delay control, which consists
of two delay stages: a Physik Instrumente M-403.4VP stage with a travel range of
10 cm and a minimum stepsize of 1 µm and a Physik Instrumente P-622.1UD stage
with a travel range of 250 µm and a minimum stepsize of 1 nm.
The beam is then passed to a focusing mirror (f=75 cm) which focuses the beam
for imaging purposes (described further in the recombination and interaction region).
The beam then is passed to the recombining optic, which is a mirror with 2 mm of
the centre drilled out. This mirror and the previous, as denoted by the green boxed
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C in figure 5.6, have their screw-threads replaced by Newport picomotor actuators
(model 8302) so that their steering can be controlled under vacuum.
XUV arm beam path
After passing through the 4 mm hole, the beam is first expanded by a factor of two,
by two curved optics (the expansion factor is -F1
F2
where F1 and F2 are the focal lengths
of the two curved optics, -100 and 50 cm, respectively). Following this expansion the
beam passes through an iris that is motorised via a Newport picomotor actuator. The
beam is then passed via several plane mirrors until it reaches the focusing mirror in
the top-left of figure (5.6). This mirror and the one previous to it are both controlled
by Newport picomotor actuators.
The beam is then focused into the continuous flow gas jet (hole diameter = 100
µm) to generate XUV radiation. A pulsed gas jet and a wave-guiding capillary target
were tested against the continuous flow gas jet, but in this setup the continuous
flow gas jet yielded the most photons (for reasons unknown, theoretically this should
have the weakest flux due to low density compared to the pulsed gas jet and short
interaction length compared to the capillary target).
Next to the gas jet is a charged copper ring, acting as an electrode, to detect
a coarse measurement of ions. Prior to recombination, the XUV arm is spectrally
filtered to select the desired energy range and to remove the IR component. The
spectral filter selection will be covered in a subsection below.
As is shown in figure 5.6 there are two pick-off mirrors at the end of the IR and
XUV arms which select a small portion from the side of each beam. These are then
recombined with a beamsplitter and are made to interfere in a spectrometer that
is outside of the chamber. The purpose of this is to measure exact relative delay
between the two arms. The physics of this will be discussed in a subsection below.
Beam recombination, interaction region and detection
Exiting the first chamber are colinear APTs and IR pulses that have a delay and
polarisation set by the control optics. These are then re-imaged by a gold coated
Apparatus design 106
toroidal mirror in the second chamber. The focal length of the toroidal mirror is
50 cm, and 2f-2f imaging is used such that the XUV source and the IR focus are
re-imaged in the interaction region with no magnification.
Just after the toroidal mirror is a mirror that can be moved in and out of the
beam on a translation stage. When in the path of the beam, the mirror sends the
beam out of a glass window on the side of second chamber, so that the focus and
overlap of the beams can be monitored.
The target in the interaction region is a differentially pumped tube target with
an interaction length of 3 mm.
Figure 5.7: Schematic of tube target used for interaction region. Gas is input through the
top of the tube target, and interacts with the beams via a small laser-drilled hole. The tube
target is surrounded by a jacket and the gas is pumped out through a Swagelock connection
at the bottom.
Following the interaction region is a separate chamber used only for differential
pumping. This is required because the gas loads in the interaction region may be
quite high and as mentioned in section 3.11 the pressure should be regulated below
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1×10−5 mbar in the spectrometer chamber.
At the end of the beamline is the spectrometer described in section 3.11. One
feature not discussed in that section is the potential to lower the grating out of the
beam path, so that the beams may be imaged at the end of the beamline. This is
shown in figure 5.5
Spectral filtering
The filters used to spectrally filter the XUV are an aluminium filter, a germanium
filter and a tin filter (spectra obtained from the Center for X-Ray Optics).
Figure 5.8: Transmission of Al, Ge and Sn filters respectively. These are from standard
data and the actual filters used may be different.
The transmission spectrum of aluminium ranges from 15 to 73 eV. In the experi-
ments studying XiHHG in helium, the role of the filter is to cut out the lower order
harmonics and the IR from the XUV arm.
The transmission spectrum of Ge has a bandpass from 19 to 31 eV. The Ip of
helium is 24.6 eV and electrons ionised by the XUV spectrum transmitted through
the Ge filter that return with a kinetic energy greater than 6.4 eV will emit XiHHG
harmonics that are not overlapped with the source harmonics.
The transmission spectrum of Sn has a bandpass from 15 to 24 eV. The transmit-
ted XUV is less than the Ip of helium and this filter is thus used for studying transient
absorption effects.
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Spectral interferometer
A small part of the IR of each arm is picked off just before recombination in order to
monitor the temporal changes between the two arms. While the delay between the two
pulses should only change for a given movement of the delay stages, long-term drifts or
errors in delay stage moments may disrupt the relationship between the phases of the
arms. The goal of the spectral interferometer is to obtain an experimental measure of
the time delay between the two arms. The interferometer was implemented by Alvaro
Bremsstrahlung.
Two pulses, one delayed by τ , defined in time and frequency:
E(t) + E(t− τ)↔ E(ω) + E(ω)e−iwτ (5.1)
The spectral intensity can be written and expanded:
S(ω) = |E(ω) + E(ω)e−iwτ |2 = 2|E(ω)|2 + |E(ω)|2e+iωτ + |E(ω)|2e−iωτ (5.2)
This spectral intensity is inverse Fourier transformed to the time domain. Three
components appear at t=0 (DC component), t=-τ and t=τ corresponding to each
term in equation 5.2.
Apparatus design 109
Figure 5.9: Top, spectrum experimentally recorded from spectrometer of two interfering
pulses. Bottom, Fourier transform of top spectrum. Components from 5.2 boxed in red and
labelled.
As is shown in the above figure, one of the components (centred at +τ in this
example) can be isolated and then Fourier transformed back to the frequency domain.
The spectral intensity then depends only upon the term
S(ω) = |E(ω)|2e−iωτ (5.3)
and the information about ωτ is encoded in the phase of the spectral intensity.
Selecting the central frequency (ω0) and solving for τ (the period of oscillation of
equation 5.3) allows access to the relative phase of the pulses. However, the actual
phase cannot be retrieved by this method. As the signal from the interference of the
pulses varies sinusoidally, a change of 2pi leads to the same relative phase as a shift
by any integer multiple of 2pi. And in fact, due to the Nyquist-Shannon sampling
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theorem, it must be sampled at a rate of at least pi.
This means that this method is only applicable to delay changes less than pi
ω0
. In
the case of the central wavelength of 800 nm, this corresponds to movements less than
1.3 fs.
If each delay step is less than pi
ω0
, then the phase may be corrected as it passes
through each 2pi jump.
Figure 5.10: Change in recovered delay as a function of change in phase on the spectrometer.
Top plot is not unwrapped and resets every 2pi while the bottom plot is unwrapped and
shows a correct change in delay over multiple pi changes in phase.
A delay scan was run over 2 hours and 30 minutes to test the system. In this
delay scan two IR pulses, one delayed with respect to the other, were sent into the
interaction region which was filled with argon. Harmonics are generated and modulate
at the period of the IR field (2.6 fs at 800 nm). This modulation is expected due
to the variation of the ionisation in argon, varying as the IR fields go in and out of
phase. Plotted in figure 5.11 below is the retrieved phase and time as a function of
the delay stage position.
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Figure 5.11: Top, retrieved phase as a function of nominal delay stage position. Bottom,
retrieved delay as a function of nominal delay stage position.
Integrating each harmonic at each delay step shows the modulation as one pulse
is delayed with respect to the other. In figure 5.12 the 13th, 17th and 19th harmonics
are shown. The top is the delay as defined by the nominal delay stage position, and
the bottom is the delay as unwrapped by the spectral interferometer.
This shows that the delay as nominally read from the delay stage gives the wrong
periodicity. These drifts are due to unavoidable thermal fluctuations over such a long
scan. The time stamping allows in-situ measurement of the relative delays between
the two pulses and an accurate measurement of the relative phases.
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Figure 5.12: Top, integrated signal of harmonics 13, 17 and 19 as a function of nominal
delay stage position. Bottom, integrated signal as a function of measured delay.
Intensity control
The first rotation stage houses a λ
2
waveplate which, in combination with a static
polariser, controls the transmitted intensity of the beam. The polariser is fixed so
that the transmitted light has a polarisation that remains the same as the output
of the laser. This means that as the λ
2
waveplate rotates, the component of the
magnitude of the electric field which is in the same plane as the polariser varies. This
results in a change in energy of the transmitted beam as a function of the angle of
the waveplate.
For a field passing through a polariser, written as
E(θ) = E0
(
cos(θ)~x+ sin(θ)~y
)
, (5.4)
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where E0 is the initial field amplitude and θ is the angle of the field relative to the
polariser, the resulting field for a polariser that transmits in the x-direction is:
Ep(θ) = E0
(
cos(θ)~x+  sin(θ)~y), (5.5)
where ||2 is the fraction of leaked radiation in the y-direction due to imperfections
in the optic. The transmission as a function of angle is
T =
E2p(θ)
E2(θ)
, (5.6)
where E(θ)2 = E20 . Re-arranging the previous equation yields:
cos2(θ) =
T − ||2
1− ||2 (5.7)
As the λ
2
waveplate is arbitrarily placed in the rotation stage, the physical polari-
sation angle (θ) must be determined. For this a calibration curve is required, attained
by measuring the transmitted beam power as a function of angle.
Figure 5.13: Blue crosses are the experimentally measured transmission as a function of
waveplate angle. The red dashed curve is a cos2 fit on these points.
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It is noted that the transmission does not decrease to 0, as one would theoretically
expect. This is a consequence of the reality of experimental physics: the polariser
does not perfectly block all of the light due to imperfections in the structure of the
glass. This is accounted, as described above, with the term ||2.
Finally, for a change in angle of φ of waveplate, the polarisation changes by 2φ.
Thus, the final equation to set the waveplate for a given transmission is:
α =
cos−1
(√
T−Pmin
1−Pmin
)
2
+ θcor, (5.8)
where T is the transmission, Pmin is the minimum value on the curve in figure 5.13
and θcor is the angle from zero that the peak is located.
5.2 Acquisition and analysis of data
5.2.1 Introduction to the software
As there are many moving components in the vacuum beamline, it was efficient to
dedicate time to automating the experiments as much as possible. Below is a list of
the automated components.
 Motorised irises
 Rotation stages for
– Polarisation (x2)
– Intensity
 Translation stages for
– Individual beam blocking
– Gas jet manipulation
– Filter control
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– Beam pickoff
– Delay control (x3)
 Camera control
The software for controlling these components was written in MATLAB and put
together in a master graphical user interface (GUI). Figure 5.14 shows the opening
screen of the GUI.
Figure 5.14: The opening screen of the software. The tabs across the top enable navigation
between the controls of the experimental apparatus.
To get an idea of the number of stages and parameters involved, the saved param-
eters are shown in figure 5.15.
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Figure 5.15: Left, Thorlabs T-Cube associations. Right, saved parameters for the stages.
5.2.2 Basic requirements of the software
The basis for each experiment is delaying one pulse with respect to the other, recording
the harmonic spectrum at each delay and recording the harmonic intensity variation
over the delay range. A flow chart is shown in figure 5.16.
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Figure 5.16: Flowchart of the experimental process.
Figure 5.17: Left, selected harmonics and their integration regions. Right, integrated signal
as a function of delay.
The delay scan depends upon the parameters of the IR and the XUV, and these
are varied in order to complete a data set. For each setting of the secondary parameter
a delay scan is run and the visibility in modulation or area under the peak of the
Fourier transform is calculated and plotted. In figure 5.18, the polarisation of the IR
field was varied.
Apparatus design 118
Figure 5.18: Experimental data showing the visibility of the modulations as a function of
polarisation angle of the IR field.
5.2.3 Running a scan
Prior to running a scan, the relevant stages must be initialised and set to their desired
positions. This is done via the ’Run Scan’ page in the GUI.
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Figure 5.19: Stage setup screen. Buttons to initialise and test stage connections are available
as well as status update on the right hand side. The rotation calibration can be set as per
equation 5.8.
Following the initialisation of the delay stages, the harmonic flux from the first
chamber must be optimised by changing the aperture size of the beam and by mov-
ing the gas jet with XYZ translation stages in relation to the beam. The software
includes a ’save overlay’ function, so that the integrated signal of the harmonics can
be monitored while changing the size of the beam and the position of the gas jet.
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Figure 5.20: Harmonics as seen in the lab. The lower box shows the horizontal lineout of
the harmonics and the green line shows the saved lineout for comparison.
The XUV arm and the IR arm must carefully be overlapped in the interaction
region and this is ensured by picking off the recombined arms after the toroidal mirror.
The XUV cannot be imagined in this fashion, but the driving field for this arm can
be used as a good estimate for the location of the focus.
Once the beams are spatially overlapped, the coarse delay stage must be set so that
the fine delay stage can pass through ’t0’, or the time when both pulses are perfectly
overlapped in time. This is accomplished by removing the filter and running an ’IR-
IR’ scan where argon is put into the interaction region and a low resolution delay
scan is performed. Here strong modulations in the harmonic signal will occur for an
overlap in time and space of the two pulses.
After the two beams are overlapped temporally and spatially, the scan can be
setup using the software.
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Figure 5.21: Summary screen before scan commences.
The screen from figure 5.14 is used to enter in the relevant scan parameters. When
the ’run a scan with these parameters’ is pressed, these parameters are parsed and
the last screen before running a scan is shown (figure 5.21).
Here is shown a summary of the selected scan parameters. The exposure time,
number of pictures per data point, filename can be set and background images can
be saved. Also, this is the point at which the spectral interferometer can be setup or
checked.
Apparatus design 122
Figure 5.22: Data table for a given scan.
Once the scan starts, two windows open. One shows the live data coming in from
the selected harmonics (figure 5.23) and the other is a form to fill in all the relevant
information about the scan (figure 5.22). This form is saved with the data and also
to a global spreadsheet.
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Figure 5.23: Online monitoring of the scan.
5.2.4 Analysis software
Following the taking of the data, a GUI was also written for low level analysis. The
role of this analysis is to condense the data into n, q by m matrices where n is the
number of secondary parameter steps q is the number of harmonic orders selected and
m is the number of delay steps and each entry corresponds to the harmonic intensity
for a given harmonic.
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Figure 5.24: Opening screen of the analysis software.
This software automatically loads all of the previous scans taken and displays
their parameters on the right when they are selected. Once the scans are analysed
once, they do not need to be analysed again but can be manually set to do so.
Background subtraction is available by selecting a background image and selecting
the background subtraction check box. The image saved at each point can be viewed
manually if desired, otherwise the entire scan is view by plotting the data using the
script. It is at this point where the experimental delays calculated by the spectral
interferometer are implemented and saved to the data.
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Chapter 6
Experimental results
6.1 Introduction
6.2 Experimental details
The experimental apparatus for measuring electron dynamics was described in detail
in the previous chapter and now the experimental procedures and results will be
presented.
There are a variety of background and reference images required for a complete
laser dressed absorption experiment. In addition, there are several other parameters
that can be monitored to ensure a meaningful measurement.
 Background image; CCD image of the phosphor screen without any generating
gas in the system. For removing residual scatter from images.
 Unfiltered source image; CCD image of the phosphor screen with source XUV,
but no gas in the interaction region and no spectral filter. IR-arm is blocked.
 Filtered source image; the same as the previous, but the spectral filter is in
place.
 Static absorption image; CCD image of the phosphor screen with source XUV
but gas is also in the interaction region. IR-arm is blocked.
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The Beer-Lambert law describes the transmission of light, of given harmonic order
q, through a medium by:
I(q) = I0(q)e
−σ(q)lN (6.1)
where I is the intensity of the transmitted light, Ip is the intensity of the input, σ
is the cross-section of the medium, l is the length of the medium and N is the density
of absorbers. The tranmission, of harmonic order q, is defined as:
T (q) =
I(q)
I0(q)
= e−σ(q)lN (6.2)
but is exponentially related to the length-density product. The absorbance is defined
as:
A(q) = −ln I(q)
I0(q)
= −σ(q)lN (6.3)
and has a linear relationship to the length-density product. The following figures
show the absorbance of the aluminium filter used in the experiment and also the
static absorbance of helium.
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Figure 6.1: Absorbance of harmonics 11-27 by a 150 µm thick aluminium filter. Top, input
(blue), output (red) and background (green). Middle, background subtracted harmonics,
with spectral filter shown in dash black. Bottom, absorbance of aluminum filter at each
harmonic order.
At the top of figure 6.1 shows the horizontal lineout of the background image
(green), the unfiltered source image (blue) and the filtered source image (red). In the
centre plot the background subtracted signals are shown, with the spectral filtering
shown in dashed black. The bottom shows the absorbance at each harmonic order.
Figure 6.2 shows the absorption of the spectrum in helium. The top plot shown
displays a lineout of the harmonics before gas input (red), after gas input (blue),
and gaussian fits to filter the harmonics (dotted black). The middle plot shows the
absorbance, and the bottom plot shows the absorbance at each harmonic order.
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Figure 6.2: Top, normalised signal of input and output spectrum in helium; dashed lines
used to show filtering. Middle, absorption calculated by equation 6.3. Bottom, absorbance
in helium at each harmonic order.
The signal of the experiment is seen against a significant noise, and thus in order
to study specific harmonic orders, post-filtering is used. In the analysis of the images
of the harmonics, this is done by integrating the signal of a rectangular area selected
around the harmonics.
The 13th and 15th harmonics (energies 17.05 and 20.15 eV, respectively) are not
absorbed by the helium as there are no resonant single photon channels. The 17th
harmonic however is just above the Ip of helium and has a transmission of 16%
(absorbance of 1.83), in this setup. The 27th harmonic has a transmission of 27%
(absorbance of 1.32). It is expected that the absorption rate drops the further away
the harmonic order is from the Ip.
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IR intensity
The energy into the chamber before splitting is ≈3.5 mJ per pulse. The energy of the
IR arm delivered to the interaction region is ≈1 mJ per pulse.
The duration is estimated by an IR-IR autocorrelation scans. HHG signal is
modulated as two IR pulses are overlapped in time. Figure 6.3 shows such a scan,
the width of the overlap is estimated to be 70 fs. The convolution of two gaussians,
where σ is the e-2 width, is given as:
σc =
√
σ21 + σ
2
2 (6.4)
Assuming that σ1 = σ2, this means that the temporal duration of the pulses is 50
fs.
Figure 6.3: IR-IR autocorrelation scan
The IR arm is imaged after the toroidal mirror, and is shown in figure 6.4. The
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focus is not a perfect Gaussian due to the fact that the beam is hard-apertured at
the recombining holey mirror. Thus it is difficult to estimate the area of the beam
where the majority of the energy resides. In other words, the measured energy might
not correspond well to the energy within the FWHM beam measurement, but more
likely the 1
e2
beam measurement.
Figure 6.4: Analysis of the IR focus, after the toroidal mirror. This is the image on the
camera.
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Figure 6.5: Analysis of the IR focus, after the toroidal mirror. Top shows integrated signal
as a function of x-position and the bottom shows integrated signal as a function of y-
position, both of figure 6.4. The light blue shading shows the FWHM width, and the dark
blue shows the 1/e2 width.
The 1
e2
measurement of the x and y axes are 218 and 129 µm respectively. Using
the equation to calculate the area of an ellipse, the area is 2.21×10−4 cm2.
Measuring an energy of 1 mJ corresponds to an intensity of 1.8×1014 Wcm−2.
Another way to benchmark the IR intensity is by measuring the high harmonic
cut-off using only the IR field for generation. Figure 6.6 shows harmonics generated
in argon in the interaction region. The blue curve corresponds to 100% intensity and
the red curve to when the attenuator was adjusted to give 0.7 transmission.
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Figure 6.6: Harmonics generating in argon from the interaction region using only the IR
arm. The red curve corresponds to an intensity that is 70% of the blue.
The blue curve has a cut-off at the 27th harmonic, an energy of 41.85 eV and the
red has a cut-off at the 23rd harmonic, an energy of 35.65 eV. Using the cut-off law:
Ec = Ip + 3.17
(
9.33Iλ2
)
(6.5)
where Ec is the energy of the cut-off, Ip is the ionisation potential, I is the intensity
in ×1014 Wcm−2 and λ is the wavelength in µm. This means that the blue curve
corresponds to an IR field with an intensity of 1.38×1014 Wcm−2 and the red curve
1.05×1014 Wcm−2, which is approximately 75% of the blue.
The author notes that both of these techniques for calculating the IR intensity
are not totally accurate, however they were the most practical methods available in
the laboratory and deliver a good estimated value.
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6.3 Alignment procedure
The alignment procedure was as follows:
1. Align both arms so that they have both a good focus from the toroidal mirror
and both exit the end of the beamline.
2. Find the temporal overlap of the two arms via spatial interference and IR-IR
autocorrelation scans.
3. Run coarse scans, optimising the fine position of the IR arm pointing for best
modulation of the above Ip harmonic orders.
4. Monitor overlap after best modulation is found, occasionally making adjust-
ments to maintain best overlap.
Signal strength variations from day-to-day and scan-to-scan are explained by the
fact that this procedure did not always result with the same precise setup. There
was no direct parameter to monitor during this process, only the observed experi-
mental results and thus it was difficult to known when an alignment was good or not
until after the analysis. Over 1000 scans (durations ranging from 15 minutes to 4
hours) were taken in an attempt to statistically improve the results. However, this
endeavor takes a lot of time and further development is required to ensure improved
repeatability.
6.4 Envelope delay scans
For the first scan, the delay range was over 110 fs at steps of 0.2 fs. The exposure
time was 3000 ms, and there were 3 images per delay step; this corresponds to 9000
ms or 9000 laser shots per point. The source XUV was generated in a continuous flow
gas jet, 150 µm hole diameter with a backing pressure of 4 bar of Kr. The interaction
region (tube target configuration) was filled with He, with a backing pressure of 30
mbar.
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Shown below in figures 6.7 and 6.8 are the intensity modulations of harmonic
orders 13-19 as a function of delay.
Figure 6.7: Long duration scan XiHHG54; high harmonics 13 and 15
In these figures it is not necessarily true that that t0 is at a delay of 0 fs. As can
be seen in figure 6.7, the 13th and 15th harmonics are suppressed as the pulses are
overlapped. They are also seen to modulate, but the modulations seem suppressed
around 30 fs for the 13th harmonic, and 10 fs for the 15th harmonic.
The 15th harmonic is suppressed over a longer delay, with a longer onset than the
13th harmonic. This suggests that the 13th harmonic requires a higher intensity in
order for the IR field to couple an electron to a continuum state and thus change the
cross-section at the 13th harmonic; this change in cross-section results in an increase
in absorption.
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Figure 6.8: Long duration scan XiHHG54; high harmonics 17 and 19
The 17th and 19th harmonic orders are shown in figure 6.8. These are above the
Ip of He. The 17th harmonic starts to modulate around -10 fs while the 19th starts
around 10 fs. In this scan the 17th order had the deepest modulations, though the
19th order was also quite pronounced. The 21st order signal fluctuation was too large
to detect any delay dependent oscillation.
All of the harmonic orders modulate primarily at 2ω of the driving field frequency.
While these scans have a high enough resolution to detect 4ω frequencies, experimen-
tal noise and the fact that they are slightly obscured by 2ω component makes them
difficult to see by eye. Fourier analysis will later be used to extract these quantities.
Figures 6.9 and 6.10 show a scan taken on a different day. The delay range was
over 120 fs at steps of 0.3 fs. The exposure time was 1000 ms, and there were 3 images
per delay step; this corresponds to 3000 ms or 3000 laser shots per point.
The features in these plots are much less defined than those in figures 6.7 and 6.8.
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One possible explanation for this is that the intensity was not as high for the second
scan. Hence no absorbtion saturation is reached and there is only a minor modulation
in the 17th harmonic and no modulation in the 19th harmonic.
Figure 6.9: Long duration scan XiHHG506; high harmonics 13 and 15
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Figure 6.10: Long duration scan XiHHG506; high harmonics 17 and 19
6.5 Analysis procedure
Scans involve measuring the intensity of discrete harmonic orders as a function of
delay between the XUV and the IR pulse. The intensities modulate as a function of
delay and this is extracted by the Fourier Transform of the delay scans.
The visibility of the modulation is given by:
V (q) =
Imax(q)− Imin(q)
Imax(q) + Imin(q)
(6.6)
Where for Imax = Imin, V = 0, and for Imax 6= Imin = 0, V = 1 and the visibility
is at its maximum.
Experimental results 138
As the Fourier Transform retrieves the amplitude of the modulation:
Imax(q) = DC + A(q) (6.7)
Imin(q) = DC − A(q) (6.8)
where DC is the average signal over the scan and A(q) is the amplitude component
of the Fourier transform at harmonic q. The visibility can then be expressed:
V (q) =
A(q)
DC
(6.9)
6.6 Polarisation scans
The next set of scans were taken while varying the polarisation of the IR field. The
two polarisation scans that are shown are XiHHG645 and XiHHG796, both over the
polarisation range of 0 to 90 degrees. Individual delay scans are shown only for
XiHHG796 to give an example of the procedure. After this example all other scans
will show only the Fourier components of each delay scan as a function of polarisation,
intensity or ellipticity.
Figure 6.11 shows a 3-D shaded surface plot of the transmission as a function
of delay for an IR polarisation of 0 degrees (parallel with the XUV) from scan Xi-
HHG796. The delay range was over 8 fs at steps of 0.1 fs. The exposure time was
1000 ms, and there were 3 images per delay step; this corresponds to 3000 ms or 3000
laser shots per point. The target in the interaction region was filled with 42 mbar of
helium.
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Figure 6.11: XiHHG796, 3-D shaded surface plot of IR 0 deg polarisation scan.
Figure 6.12 shows the integrated signal of harmonics 13 to 19 as a function of
delay. The 13th and 15th harmonic clearly show a 2ω oscillation and in the 17th and
19th harmonic a higher order modulation is seen. The oscillations of each harmonic
have a different phase and this is attributed to the fact that electrons emitting at a
specific harmonic travel a different quantum path to electrons that emit at another
harmonic order, as discussed in the XiHHG chapter.
Harmonics above the 19th order are not shown as there is no observed modulation
of the harmonics at these higher energies.
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Figure 6.12: XiHHG796, Delay plots of IR polarisation 0 degree XiHHG scan.
Figure 6.13 shows the Fourier transform of each harmonic. There are modulations
at 2ω in each of the harmonics and 4ω components in only the 17th and 19th harmonic.
Figure 6.13: XiHHG796, Fourier transform of IR polarisation 0 degree XiHHG scan.
Figure 6.14 shows a 3-D shaded surface plot of the transmission as a function of
delay for an IR polarisation of 90 degrees (perpendicular with the XUV) from scan
XiHHG796. The scan parameters were exactly the same as the 0 degree case.
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Figure 6.14: XiHHG796, 3-D shaded surface plot of IR 90 deg polarisation scan.
Figure 6.15 shows the integrated signal of harmonics 13 to 19 as a function of
delay and should be compared to figure 6.12. The main difference is that the phase
of the oscillations are entirely different than the 0 degree case and this hints towards
different pathways to the emission of the harmonics. There is no observed modulation
above the 19th harmonic.
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Figure 6.15: 90 deg polarisation scan.
Figure 6.16 shows the Fourier transform of each harmonic. There is a weak 2ω
component in the 17th harmonic, a stronger component in the 13th harmonic and
the strongest in the 15th harmonic. The 19th harmonic shows very little periodic
modulation at any frequency. In addition, none of the harmonics oscillate with a 4ω
component.
Figure 6.16: XiHHG796, Fourier transform of IR polarisation 90 degree XiHHG scan.
Now will be shown the full polarisation data. In figure 6.17 the average signal over
each delay scan for each harmonic is plotted as a function of polarisation. This plot
shows roughly the absorption of each harmonic as a function of polarisation (ignoring
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the concept of cross-channels). There is not much change in any of the harmonics
in this figure, but harmonics 13 and 17 show a decrease in signal as the polarisation
approaches 90 degrees. Harmonic 15 shows an increase in signal but harmonic 19th
does not seem to change in this scan.
Figure 6.17: XiHHG796, DC components as a function of polarisation.
Figure 6.18 shows the 2ω component extracted from the Fourier analysis as a
function of polarisation. The 2ω component of harmonic 13 is complicated, but
harmonic 15 clearly shows an increase in modulation at this frequency. Harmonics
17 and 19 show a decrease in modulation as the polarisation increases.
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Figure 6.18: XiHHG796, 2ω Fourier components as a function of polarisation.
In figure 6.18 as the polarisation of the IR field is rotated to be perpendicular to
the XUV field the depth of the modulation of the 17th and 19th harmonics decreases.
The channels by which these modulations occur are closed as the IR field is made to
be perpendicular to the XUV field. As the XUV field is responsible for the ionisation
of the electrons, this means that the momenta that the electrons relative to the IR
field polarisation is changed. This data supports the presence of XiHHG because as
the modulations of harmonics 17 and 19 decrease with the rotation of the IR field,
the IR field cannot return electrons which are launched on trajectories perpendicular
to its polarisation.
Figure 6.19 shows the 4ω components extracted from the Fourier analysis as a
function of polarisation. The 4ω component of harmonics 13 and 15 do not show any
discernible pattern. For harmonics 17 and 19 there is some 4ω modulation near 0
degrees, but this decreases as the polarisation is turned to harmonic 19.
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Figure 6.19: XiHHG796, 4ω Fourier components as a function of polarisation.
Similar to the situation in figure 6.18, the modulation depth of the 4ω signal
decreases as the polarisation is rotated by 90 degrees relative to the XUV field. Mod-
ulations of 4ω are less clear under the picture of XiHHG, though they are more readily
explained through the concept of transient absorption. As the IR field is rotated, the
coupling between the different states is lowered and hence the modulation at 4ω is
also lowered.
The second polarisation scan shown here is XiHHG645. Aside from the pressure
in the interaction region, all of the parameters are the same as XiHHG796, but the
scan was taken on a different day and hence a different alignment. The pressure in
the interaction region was a lower than XiHHG796, at 26 mbar.
Figure 6.20 the average signal over each delay scan for each harmonic is plotted as
a function of polarisation. This plot shows roughly the absorption of each harmonic
as a function of polarisation (ignoring the concept of cross-channels). In comparison
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to XiHHG796 (figure 6.17), all of the harmonics behave in a similar fashion aside
from harmonic 19, which now decreases in average signal as the polarisation is turned
to 90 degrees.
Figure 6.20: XiHHG645, DC components as a function of polarisation.
Figure 6.21 shows the 2ω component extracted from the Fourier analysis as a
function of polarisation. Compared to the same figure for XiHHG796 (figure 6.18)
the 2ω components behave slightly differently. The 2ω component of harmonic 13 is
now seen to decrease as the polarisation is turned from 0 to 90 degrees. Harmonic
15 appears to not vary at all, while harmonic 17 shows an obvious decreases and
harmonic 19 shows a small decrease as the polarisation is turned to 90 degrees. The
proposed explanation for the differences is not the input pressure, but the alignment
on the day of the experiment. As it has been shown that this process is very sensitive
to IR intensity, it is possible that each scan was performed under slightly different
regimes.
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For example, the 19th harmonic in XiHHG796 showed no variation in DC level,
a decrease in the 2ω component and a very small decrease in the 4ω component.
For the 19th harmonic in XiHHG645, the DC level now decreases as the polarisation
is changed but the 2ω component does not have as well defined a relationship with
the polarisation. Finally, the 4ω component shows very little dependence on the
polarisation. In both of these scans the observed are polarisation dependent, but seem
to have different relations to the polarisation. Under different IR intensity conditions
it is possible that some channels become available that were not available in another
IR intensity condition, hence the polarisation dependence will also be different.
Figure 6.21: XiHHG645, 2ω Fourier components as a function of polarisation.
As is consistent with figure 6.18, the 17th and 19th harmonic 2ω components are
seen to decrease as the IR polarisation is rotated to 90 degrees of the XUV field. This
shows that this effect is repeatable and may certainly be evidence of XiHHG.
Figure 6.22 shows the 4ω components of scan XiHHG645. Here there appears to
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be very little dependence upon the polarisation, which is probably due to a lack of
IR intensity required to induce 4ω processes.
Figure 6.22: XiHHG645, 4ω Fourier components as a function of polarisation.
The 4ω component in this scan does not appear to behave in the same way as
figure 6.19. However, this is a different alignment than the XiHHG796 scan and it is
possible that the IR field was not of sufficient intensity in the overlapped region to
induce 4ω effects. XiHHG is very sensitive to the IR intensity and this may indicate
that only for very good alignment is XiHHG observed; this points towards the fact
that XiHHG could be the mechanism responsible for the observed modulations.
6.7 Intensity scans
The following two scans were taken while varying the IR intensity. The intensity of
the IR field was estimated by measuring the energy of the pulse, estimating the pulse
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duration via IR-IR autocorrelation and the focal area. The intensities used here are
lower than the calculated intensity in section 6.2 as the maximum energy delivered
was ≈ 300 and 500 µJ (XiHHG1631 and XiHHG1322 respectively) per pulse instead
of 1 mJ.
Scan XiHHG1631 will be presented first. The delay range was over 20 fs at steps
of 0.2 fs. The exposure time was 1000 ms, and there were 5 images per delay step; this
corresponds to 5000 ms or 5000 laser shots per point. The target in the interaction
region was filled with 53 mbar of helium. The intensity range was from 1×1011 Wcm−2
to 3×1013 Wcm−2.
Figure 6.23 shows the averaged harmonic intensities as a function of IR intensity.
For very low intensities, harmonic 13 and 15 are not absorbed and harmonics 17 and
19th are absorbed strongly. As the intensity is increased, harmonics 13 and 15 are
strongly absorbed and the signal for harmonics 17 and 19 increases.
Figure 6.23: XiHHG1631, DC components as a function of intensity.
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Figure 6.24 shows the 2ω components as a function of IR intensity. Here it can
be seen that the modulation depth of harmonic 13 and 15 at the frequency of 2ω
decreases as the intensity is increased. Conversely, the modulation depth of harmonic
17 and 19 increases.
Figure 6.24: XiHHG1631, 2ω Fourier components as a function of intensity.
The relationship of the intensity to the 2ω modulations is sensitive to the mag-
nitude of the IR field. In this scan the intensity reaches only 3×1013 Wcm−2 and
XiHHG only starts to become the dominating factor in the depth of the modulation.
Indeed for harmonics 17 and 19, the energies where XiHHG begins in helium, the
intensities from 2–3×1013 Wcm−2 show an increase in modulation depth.
Figure 6.25 shows the extracted 4ω components, which have a complicated rela-
tionship with the IR intensity.
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Figure 6.25: XiHHG1631, 4ω Fourier components as a function of intensity.
As is the same case with the 2ω modulations, the 4ω modulations increase when
the IR intensity is increased from 2–3×1013 Wcm−2. This is also an indicator that
XiHHG is sensitive to the magnitude of the IR intensity.
The second intensity scan shown here is XiHHG1322. The only change in param-
eter was the number of images per delay point, and in this case 7 shots were taken
per point corresponding to 7000 laser shots per data point. The intensity range was
from 1.5×1013 Wcm−2 to 5×1013 Wcm−2.
Figure 6.26 shows the averaged harmonic intensities as a function of IR inten-
sity. The 13th and 15th harmonic behave in a similar manner to the previous scan,
but harmonic 17 increases and then decreases as the intensity is increased further.
Harmonic 19 decreases as the intensity is increased.
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Figure 6.26: XiHHG1322, DC components as a function of intensity.
Figure 6.27 shows the 2ω components as a function of IR intensity. These plots
hold the same behaviour as those for the previous intensity scan; modulations of
harmonics 13 and 15 decrease as the IR intensity is increased and modulations of
harmonics 17 and 19 increase. Whilst the behaviour of the below Ip harmonics is
better understood under the concept of transient absorption, the above Ip harmonics
behave as one would expect in the presence of XiHHG; at this intensity regime thee
modulation depth increases as the intensity of the IR field is increased.
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Figure 6.27: XiHHG1322, 2ω Fourier components as a function of intensity.
This result is particularly interesting as the same behaviour is observed in scan Xi-
HHG1631 from 2–3×1013 Wcm−2. As the intensity is increased up to 5×1013 Wcm−2
the modulation depth increases even further. This is indicative of the scan being
at the threshold of XiHHG because as the intensity is increased there is a greater
possibility of electrons recombining with the energy that corresponds to the 17th or
the 19th harmonic.
Figure 6.28 shows the 4ω components as a function of IR intensity. As with the
previous 4ω plots, there is no clear pattern as a function of intensity.
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Figure 6.28: XiHHG1322, 4ω Fourier components as a function of intensity.
6.8 Ellipticity scans
The last set of scans were taken while varying the IR field ellipticity, going from linear
polarisation to circular polarisation. Scan XiHHG1134 will be presented first. The
delay range was 6 fs at steps of 0.2 fs. The exposure time was 1000 ms and there
were 5 images recorded per delay point, corresponding to 5000 laser shots per point.
The interaction region was filled with 51 mbar of helium.
Figure 6.29 shows the averaged harmonic intensities as a function of IR ellipticity.
Both harmonics 13 and 15 increase as the ellipticity is increased and harmonics 17
and 19 decrease.
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Figure 6.29: XiHHG1134, DC components as a function of ellipticity.
Figure 6.30 shows the 2ω components as a function of IR ellipticity. Harmonics
13 and 15 show the same behaviour, with a maximum 2ω modulation at an ellipticity
of 0.5. Harmonics 17 and 19 show a decrease as the IR field becomes more circular.
The 4ω data is not shown here as the signal is lost in the noise for this measurement
resulting in random behaviour of signal as a function of ellipticity.
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Figure 6.30: XiHHG1134, 2ω Fourier components as a function of ellipticity.
Figure 6.30 is consistent with the polarisation scans shown in figures 6.18 and
6.21. As HHG depends upon the IR field returning the electron, and as the electrons
momenta are selected by the XUV in XiHHG, circular polarisation has the same effect
as rotating the polarisation to be 90 degrees relative to the XUV field: electrons are
not rescattered on the parent ion with a the probability as a parallel linear polarised
IR field.
The last scan to be present in this work is XiHHG1188. The delay range was 8 fs
with a step size of 0.2 fs. The exposure time was 1000 ms and 20 images were recorded
per delay step, corresponding to 20,000 laser shots per point. The interaction region
was filled with 40 mbar of helium.
Figure 6.31 shows the averaged harmonic intensities as a function of IR ellipticity.
Both harmonics 13 and 15 increase as the ellipticity is increased and harmonics 17
and 19 decrease; the same behaviour as scan XiHHG1134.
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Figure 6.31: XiHHG1188, DC components as a function of ellipticity.
Figure 6.32 shows the 2ω components as a function of IR ellipticity. The behaviour
as a function of ellipticity is the same for this scan as with XiHHG1134. Also, the 4ω
data is not shown here for the same reasons as XiHHG1134.
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Figure 6.32: XiHHG1188, 2ω Fourier components as a function of ellipticity.
What is striking about this data is the rate at which the modulation depth de-
creases as a function of ellipticity. When the ellipticity reaches 0.4, the modulation
depth of the above Ip harmonics drops significantly. This is consistent with the pic-
ture of XiHHG because even for a slightly elliptical IR field the electrons will not
travel along a trajectory that will result in recombination.
6.9 Conclusion and future work
Polarisation, intensity and ellipticity XiHHG scans were performed and analysed.
Delay dependencies were detected for harmonic orders 13-19, but not for any of the
predicted higher order XiHHG. At present not much theoretical work has been carried
out, but theoreticians are working with a variety of models to try to explain the
observed in the experiment.
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These experiments are very similar to previous transient absorption experiments
with the main difference using a higher IR intensity, by one or two orders of magni-
tude. Theory relating to transient absorption was proposed to explain the observed
results, but as the IR intensity was much higher there are some gaps in knowledge
which are yet to be filled.
The main indication that XiHHG was observed in the polarisation, ellipticity
and intensity scans was that the modulation depth of the above threshold harmonics
(particularly the 17th harmonic) varied as expected with the change in each respective
parameter.
In particular, the polarisation and ellipticity scans showed a good correlation
between the expected electron trajectories and the resulting modulation of the 17th
and 19th harmonics. The rate at which the modulation of the above Ip harmonics
decreased for the polarisation and ellipticity scans was particularly promising evidence
for XiHHG.
Experimental uncertainty and reproducibility is an on-going challenge, and further
steps are to be taken in order to rectify these issues. Additional characterisation and
online monitoring of both arms has been planned.
In order to further study the technique of XiHHG, further experiments suggested
to future researchers might include some of the following:
Using isolated attosecond pulses would enable probing of continuous spectra in-
stead of discrete harmonics. This would be useful for monitoring what is happening
at the energies between the harmonics. Another benefit of using isolated attosecond
pulses is that compared to a train of XUV pulses, there is a larger window of delay
within the IR field that can be explored.
Using a longer wavelength would increase the ponderomotive energy of the IR field
and mean that the generated XiHHG would be extended. This will be useful for the
case when the generated XiHHG signal does not overlap with the source HHG signal.
Additionally, a longer wavelength would increase the resolution of the detected signal
as each harmonic order would be closer in energy than they would be for a shorter
wavelength.
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Using a higher flux of XUV photons might also change the scenario, as it would
increase the SPI rate. This would result in a higher level of signal as more electrons
would be excited into continuum states. In the eyes of the author this is the most
significant parameter due to the lower ionisation rate compared to the standard HHG
case. Increasing the flux of the XUV would result in a higher rate of SPI which would
in turn result in a more pronounced XiHHG effect. One major consideration in HHG
spectroscopy is the level of signal to noise, and any benefit to increasing the signal
level drastically increases the potential of extracting a meaningful set of data from
an experimental scan.
The main goal of XiHHG is to probe inner-valence levels of molecules. The next
experiment will be to probe the 3d state (93 eV) in krypton to measure the Auger-
decay time. Following this experiment, it will then be possible to extend XiHHG to
molecules in the hope of uncovering the inner-valence dynamics of electron motion.
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