Abstruct-Since first proposed by Minsky and Papert (1969), the spiral problem is well-known in neural networks. It receives much attention as a benchmark for various learning algorithms. Unlike previous work that emphasizes learning, we approach the problem from a generic perspective that does not involve learning. We point out that the spiral problem is intrinsically connected to the insiddoutside problem. We propose a solution to both problems based on oscillatory correlation using a time delay network. Our simulation results match human performance, and we interpret human limitations in terms of synchrony and time delays, both biologically plausible. As a special case, our network without time delays can always distinguish these figures regardless of shape, position, size, and orientation. We conjecture that visual perception will be effortful if local activation cannot be rapidly propagated, as synchrony would not be established in the presence of time delays.
I. INTRODUCTION
The spiral problem refers to distinguishing between a connected single spiral and disconnected double spirals on a 2-D plane, as illustrated in Fig. 1 . Since Minsky and Papert (1969) first introduced the problem in their influential book on perceptrons [I], it has received much attention from several different fields. In the neural network community, a variant of the problem has become a benchmark. Many papers have dealt with the problem and many solutions have been attempted using different learning models
[3][4]. However, resulting learning systems are only able to produce decision regions highly constrained by the spirals defined in a training set, thus specific in shape, position, size, orientation etc. Furthermore, no explanation is provided as to why the problem is difficult for human subjects to solve. On the other hand, the problem is considered as an exceptional instance of figure-ground separation or anomalous perceptual stimuli in perceptual psychology since unlike most of visual stimuli the immediate perception cannot be achieved by humans [5]. Grossberg and Wyse proposed a neural network architecture for figure-ground separation of connected scenic figures and reported their architecture can distinguish between connected and disconnected spirals [6]. In their paper, however, no demonstration was given to the spiral problem, and their model does not exhibit the limitations that humans do. 
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There is a related problem in the study of visual perception, Le., the perception of insideloutside relations. Considering the visual input of a single closed curve, the task of perceiving the insideloutside relation is to determine whether a specific pixel lies inside or outside the closed curve. For the human visual system, the perception of insideloutside relations often appears to be immediate and effortless. However, the immediate perception is not available for humans when the bounding contour becomes highly convoluted [7] [8]. Ullman (1984) suggested the computation of spatial relation through the use of visual routines. Visual routines result in the conjecture that the inside/outside is inherently sequential. As pointed out recently by Ullman, the processes underlying the perception of insideloutside relations are as yet unknown and applying visual routines is simply one alternative [8].
There are many cortex areas in the mammalian visual system and an everyday object will excite cells in most of these area. In vision, therefore, binding is viewed as a way of integrating fragmentary neural events at multiple locations in the brain to produce unified perceptual experience and behavior. Theoretical investigations of brain functions indicate that timing of neuronal activity is a key to the construction of neuronal assemblies [9][10]. In particular, a binding mechanism that uses neural oscillations to encode temporal correlation has received considerable support biologically [ 1 ll. The discovery of synchronous oscillations in the visual cortex has triggered much interest to develop computational models for oscillatory correlation. Recently, Terman and Wang proposed locally excitatory globally inhibitory oscillator networks (LEGION) [121 [13] . They theoretically showed that LEGION can rapidly achieve both synchronization in a locally coupled oscillator group representing each object and desynchronization among a number of oscillator groups representing multiple simultaneously presented objects. In particular, synchrony in LE-GION is achieved at an exponential rate. More recently, Campbell and Wang have studied time delays in networks of relaxation oscillators and analyzed the behavior of LE-GION with time delays [ 141. Their studies show that loosely synchronous solutions can be achieved under a broad range of initial conditions and time delays. Therefore, LEGION provides a computational framework to study the process of visual perception from a standpoint of oscillatory correlation.
We explore both the spiral problem and the insideloutside problem by oscillatory correlation in this paper. We attempt to address the following problems: Why humans cannot immediately distinguish between connected and disconnected 0-7803-4859-1/98 $10.0061998 IEm spirals? What is a connection between the spiral problem and the inside/outside relation? How to perceive the insideloutside relation in neural networks? We show that computation through LEGION with time delays yields a genetic solution to these problems. This investigation leads to the interpretation that perceptual performance would be limited if local activation cannot be rapidly propagated due to time delays. As a special case, we demonstrate that LE-GION without time delays reliably distinguishes between connected and disconnected spirals and discriminates the inside and the outside regardless of shape, position, size, and orientation. Here, we emphasize that there is no learning process in LEGION and suggest that this kind of problems may be better solved by a properly connected architecture with oscillatory dynamics rather than by sophisticated learning.
METHODOLOGY
The architecture of LEGION used in this paper is a 2-D network. Each oscillator is connected to its four nearest neighbors, and the global inhibitor receives excitation from each oscillator on the network and in turn inhibits each oscillator [12] [13] . In LEGION, a single oscillator i, is defined as a feedback loop between an excitatory unit xi and an inhibitory unit yi:
where f ( x z , y z ) = 3xi -xs -yi, and g ( x 2 , g i ) = X + y tanh(px,) -yi are used in this paper. where CT, z 0 if xi < 0, for every oscillator i, and ow 1 if z z ( t ) > 0, for at least one oscillator a. Here Bz represents a threshold to determine whether the global inhibitor z sends inhibition to oscillators, and the parameter 4 determines the rate at which the inhibitor reacts to stimulation from oscillators. The computation of LEGION can be briefly summarized as follows. Once an oscillator is in the active phase, it triggers the global inhibitor. This then inhibits the entire network. On the other hand, an active oscillator propagates its activation to its nearest neighbors, again through Equation 2, and from them to its further neighbors. Thus, the entire dynamics of LEGION is a combination of local cooperation through excitatory coupling among neighboring oscillators and global competition via the global inhibitor.
For a given image consisting of N x N pixels, a 2-D LEGION network with N x N oscillators is employed so that each oscillator in the network corresponds to a pixel in the image. In this paper, all images are binary to be consistent with typical stimuli used in the original problems.
As a convention, black pixels correspond to either figure or background and white pixels correspond to boundaries separating figures and the background in general. When figures are colored into black ones, however, black pixels will correspond to figures and white pixels will correspond to backgrounds. In simulations, we let the external input of an oscillator representing any pixel in figures or background be positive, and the external input of oscillators representing boundaries be negative accordingly. An effective connection is built between two oscillators if and only if they are neighbors and both of them are activated by external stimulation. Note that boundary conditions may cause some distortion to the stability of synchronous oscillations. Therefore, we also adopt the dynamic normalization technique [12] [13] so that the weights of all effective connections to one stimulated oscillator are normalized to a constant. We use pattern formation in oscillator networks to refer to the behavior that all the oscillators representing the same object are synchronous, while the oscillators representing different objects are desynchronous. Terman and Wang have analytically shown that such a solution can be achieved in LEGION without time delays [13] . However, a solution may not be achieved when time delays are introduced. Although the loose synchrony concept has been introduced to describe time delay behavior [14], it does not indicate pattern formation in an entire network even when loose synchrony is achieved because loose synchrony is a local concept defined in terms of pairs of neighboring oscillators. Here we introduce a measure called min-inax dfference in order to examine whether pattern formation is achieved. Suppose that oscillators 0, and 0, represent two pixels in the same object, and the oscillator O k represents a pixel in a different object. Moreover, let tS denote the time at which oscillator 0, enters the active phase. The min-max difference measure is defined as (4) where TBB is the time period of an active phase. Intuitively, this measure suggests that pattern formation is achieved if any two oscillators representing two pixels in the same object have some overlap in the active phase, while any two oscillators representing two pixels belonging to different objects never stay in the active phase simultaneously. This definition of pattern formation applies to both exact synchrony in LEGION without time delays and loose synchrony with time delays. As a result, pattern formation is achieved by a LEGION network within P x T where T is the period ItZ -t31 < TRB and Iti -tkl 2 T E E , of oscillation which can be calculated explicitly in terms of system parameters and P is the number of objects in the presented image. This statement is based on the theoretical result [13] .
We adopt two methods to display our simulation results. One is the combined x activities of the oscillators representing the same object as well as the global inhibitor over time, and the other is snapshots to show instantaneous activity of the entire network at various stages of dynamic evolution. When pattern formation occurs, there will always be an overlapping time when all the oscillators representing the same object are in the active phase, while there will be no time when two oscillators representing two pixels belonging to different objects are in the active phase simultaneously. For snapshots, we use black circles to show x activities of oscillators and stipulate that the diameter of a black circle is proportional to (E -z m i n ) / ( z m o z -xmin). Here we assume that x values of all oscillators lie in the interval from Zmin to Em,,.
SIMULATIONS
In the following simulations, the differential equations in Equations 1-3 were numerically solved using the fourthorder Runge-Kutta method. We illustrate stimulated oscillators with black squares. All oscillators were initialized randomly. To explore genetic solutions from a biologically plausible standpoint, it is desirable to use LEGION with time delays because time delays inevitably occur in information transmission of a biological system. The performance of LEGION without time delays is shown as a special case to illustrate its capabilities of solving problems. A large number of simulations have been conducted [ 151, and similar results as reported here are produced with a broad range of parameter values and network sizes. Here we report typical results using a specific set of parameter values.
A. The Spiral Problem
As illustrated in Fig. 1 , the spiral problem consists of two images proposed by Minsky and Papert [1] [2]. In Fig. l(a) , it is a connected single spiral, while Fig. l(b) contains disconnected double spirals. For simulations, they were sampled as two binary images with 29 x 29 pixels. For these images, two problems can be asked as follows: (1) When an image is presented, can one determine whether it contains a single spiral or double spirals? (2) Given a point on a 2-D plane, can one determine whether it is inside or outside a specific spiral?
We first applied LEGlON with time delays to the single spiral image, and Fig. 2 shows the results. Fig. 2(a) illustrates the visual stimulus, where black pixels represent either the spiral or the background and white pixels represent the boundary between the two. In other words, black pixels correspond to stimulated oscillators and white ones unstimulated oscillators. Fig. 2(b) shows a sequence of snapshots after the network was stabilized except for the first snapshot which shows the random initial state of the network. A snapshot represents network activity at a particular time instance. These snapshots are arranged in temporal order first from left to right and then from top to bottom. Fig. 2(c) shows the temporal trajectories of the combined x activities of the oscillators representing the spiral and the background as well as the temporal activity of the global inhibitor. We observe from these snapshots that an activated oscillator in the spiral propagates its activation to its two immediate neighbors with some time delay, and the process of propagation forms a traveling wave along the spiral. We emphasize that, at any time, only the oscillators corresponding to aportion of the spiral stay in the active phase together, and the entire spiral can never be in the active phase simultaneously. Thus, based on the oscillatory correlation theory, our system cannot group the whole spiral together, and it fails to realize that the pixels in the spiral belong to the same pattern. The system's limitation matches that of human performance in this situation. Also, the process that our model traces the spiral appears similar to the way humans sequentially trace the spiral for identification. Note that the convoluted part of the background behaves similarly. According to the min-max difference measure, Fig. 2(c) shows that pattern formation cannot be achieved. In order to illustrate the effects of time delays, we applied LEGION without time delays to the same image, and Fig. 3 shows the results. Fig. 3(a) illustrates the same visual stimulus. Fig. 3(b) shows three snapshots corresponding to the random initial state of the network, the separated spiral and the background, respectively. Fig. 3(c) illustrates the temporal trajectories of the stimulated oscillators and the global inhibitor. It is evident from Fig. 3 that pattern formation is achieved, and the single spiral can be segregated from the background by the second period. Thus, LEGION without time delays can readily solve the spiral problem in this case. The failure to group the spiral in Fig. 3 is caused by time delays in the coupling of neighboring oscillators. We also applied LEGION with time delays to the double spirals image. Fig. 4 shows the results. Fig. 4(a) shows the visual stimulus. Fig. 4(b) shows a sequence of snapshots arranged in the same order as in Fig. 2(b) . We observe from these snapshots that starting from an end of one spiral a traveling wave is formed along the spiral and the activated oscillators representing the spiral propagate their activation. Due to time delays, however, only the oscillators corresponding to a portion of the spiral stay in the active phase together, and the entire spiral is never in the active phase simultaneously. The oscillators representing the other spiral have the same behavior. The results show that the pixels in any one of double spirals cannot be grouped as the same pattern. Again, the system's limitation is consistent with that of human performance in this situation. Also, the process that our model traces a spiral appears to resemble the way human spiral tracking for identification. We mention that the behavior of our system for the convoluted part of the background is similar to that for the double spirals. Fig. 4(c) illustrated the temporal trajectories of activities of all the stimulated oscillators and the global inhibitor. Note that our further observation beyond the duration of Fig. 4(c) shows that the system is stabilized by the fourth period of oscillations. The temporal trajectories of the spirals and the background indicates that pattern formation is not achieved after the network was stabilized. We also applied LEGION without time delays to the double spirals image for the same purpose as described before. Simulation results also show that one spiral can be segregated from both the other spiral and the background by the second period [15] . Thus, LEGION without time delays readily solves the spiral problem in this case, and it indicates that the failure to group the double spirals in Fig. 4 results from time delays.
For the spiral problem, pattern formation means that solutions in the aforementioned two problems can be provided to the questions of counting the number of objects or identifying whether two pixels belong to the same spiral or not. No such solutions are available when pattern formation is not achieved. Hence, our system cannot solve the spiral problem in general. Only under the special condition of no time delay can our system solve the problem. 
B. InsiddOutside Relations
The insideloutside problem refers to whether a dot belongs to area A or to area B, as illustrated in Fig. 5 . The perception of insideloutside relations is usually performed by humans with intriguing efficiency. Fig. 5(a) is such an example, where humans can effortlessly recognize the dot is inside area A rather than area B though the two areas are separated by a convoluted boundary. However, immediate perception is subject to limitations. For instance, humans cannot immediately identify whether the dot is inside area A or area B for the visual stimulus in Fig. 5(b) . Here, we report our typical results produced by LEGION. For simulations, the two pictures were sampled as binary images with 43 x 43 pixels.
We first applied LEGION with time delays to the two images in Fig.-5, and Figures 6 and 7 show the results. Figures  6(a) and 7(a) show the visual stimuli, where black pixels represent areas A and B that correspond to stimulated oscillators and white pixels represent the boundary that corresponds to unstimulated oscillators. We observe from Fig. 6(b) that the activation of an oscillator can rapidly propagate through its neighbors to other oscillators representing the same area, and eventually all the oscillators representing the same area (A or B) stay together in the active phase simultaneously, though they generally enter the active phase at different times due to time delays. Thus, on the basis of oscillatory correlation, our system can group an entire area (A or B) together and recognize all the pixels in area A or B as elements of the same area. According to the min-max difference measure, moreover, Fig. 6(c) shows that pattern formation is achieved by the second period. In contrast, we observe from Fig. 7(b) that although an activated oscillator rapidly propagates its activation in open regions as shown in the last three snapshots, propagation is limited once the traveling wave propagates in spiral-like regions as shown in earlier snapshots. As a result, at any time, only the oscillators corresponding to a portion of either area stay in the active phase together, and the oscillators representing the whole area are never in the active phase simultaneously. On the basis of oscillatory correlation, our system cannot group the whole area, and fails to identify the pixels of one area as belonging to the same pattern. Again, this limitation of our system matches that of human performance in this situation. Furthermore, according to the min-max difference measure, Fig. 7(c) shows that pattern formation is not achieved after the network was stabilized.
In order to illustrate the effects of time delays and show how to use an oscillator network to perceive insideloutside relations, we applied LEGION without time delays to the two images in Fig. 5 . Our simulations show that LEGION without time delays readily segregates two areas in both cases by the second period [ 151. Thus, the failure to group each area in Fig. 7 is attributed to time delays in the coupling of neighboring oscillators. In general, the above simulations suggest that oscillatory correlation provides a way to address insideloutside relations by a neural network; when pattern formation is achieved, a single area segregates from other areas that appear in the same image. For a specific dot on the 2-D plane, the insideloutside relations can be identified by examining whether the oscillator representing the dot synchronizes with the oscillators representing a specific area or not.
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Iv. DISCUSSION AND CONCLUSION
The relaxation oscillator, a component of LEGION, is dynamically very similar to numerous other oscillators used in modeling neuronal behavior, while oscillatory correlation is consistent with grouping evidence that supports the existence of neural oscillation in the visual cortex and other brain regions. Furthermore, the local excitatory connections adopted in the network are motivated by various lateral connections in the brain, in particular, the horizontal connections in the visual cortex 1171. The global inhibitor on the other hand, might be viewed as a neuronal group in the thalamus, and its activity may be interpreted as the collective behavior of the neuronal group. On the other hand, recent theoretical studies on perceptual organization show that the formation of uniform and connected regions is probably the first step in perceptual organization [ 181. This suggestion agrees with the emphasis on emergent synchrony based on local connectivity, which reflects both connectedness and uniformity. The binding mechanism in LEGION provides a neurocomputational foundation to generate uniform and connected regions. Physiological studies also show that there are waves of neural activity traveling with velocities of 10 -90cm/sec in the hippocampus and other cortical areas. On the other hand, the speed of nerve conduction is less than lm/sec in local cortical circuits [ 191 such that connected neurons with lmm apart have a time delay of more than 4% of the period of oscillation assuming 40 Hz oscillations. Therefore, the use of LEGION with time delays represents a general case, while the use of LEGION without time delays should be regarded as a special case. The biological plausibility of our system allows us to interpret its computation as a visual perceptual process.
As a benchmark task, a variant of the spiral problem is well known in the neural network community. Although it has been reported that many neural network models can solve the problem through learning, their solutions are subject to limitations because generalization abilities of resulting learning systems highly depend on the training set. When slightly different spirals (e.g., shape, position, size, and orientation) are used as input to learned systems, the correct solution cannot be generated. The perception of insideloutside relation involves a complicated procedure of visual information processing beyond early representations [7] [8]. Ullman suggested that the related computation consists of two main stages. The first stage is the bottom-up creation of certain representations of the visual environment. The second stage involves serial applications of processes called visual routines on the representations constructed in the first stage. These visual routines can establish properties and relations which cannot be represented explicitly in the initial representation. For perceiving insideloutside relations, a so-called coloring method was proposed [7] and can be summarized as follows. Starting from a given point, its surrounding area in the internal representation is activated. The activation stretches out until a boundary is reached. Depending on the starting point, either the inside or the outside of the boundary will be activated, but simultaneous activation of both is not allowed. The coloring scheme continues to operate until the activation cannot spread. This provides a basis of separating the inside from the outside. Our simulation results show that activity propagation in LEGION with time delays forms a traveling wave within a specific object. When an object is a spiral-like structure as in Fig. 5(b) , activation spreads slowly, while activation spreads rapidly when the object is a wide open structure. This behavior of LEGION is similar to the process of the coloring scheme. However, there are a number of important differences. First, the coloring method is described as a serial algorithm, while our system is an inherently parallel and distributed process though its emergent behavior reflects a degree of serial nature of the problems. Second, the coloring method does not make a qualitative distinction between rapid effortless perception that corresponds to simple boundaries and slow effortful perception that corresponds to convoluted boundaries -the time the coloring routine takes varies continuously. In contrast, our system makes such a distinction: effortless perception with simple boundaries corresponds to when pattern formation is achieved, and effortful perception with convoluted boundaries corresponds to when pattern formation is not achieved. Third, perhaps more importantly conceptually, our system does not invoke high-level serial process to solve such problems like inside/outside relations; its solution involves the same mechanism as it does for parallel image segmentation (see [20] ).
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