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1Kapitel 1
Einleitung
In Abshnitt 1.1 wird die Motivation für die vorliegende Arbeit beshrieben,
und Abshnitt 1.2 fasst den Stand der Tehnik zusammen. Abshnitt 1.3 formu-
liert die Ziele der Arbeit und gibt einen Überblik über die folgenden Kapitel.
In Abshnitt 1.4 werden Konventionen für die Shreibweise zusammengefasst.
1.1 Problemstellung
Eine Parallelkinematikmashine (PKM) ist ein Manipulator, der eine starre Basis mit ei-
ner beweglihen Plattform durh mehrere Beine gelenkig verbindet. Als im Jahr 1994 die
ersten Werkzeugmashinen mit paralleler Kinematik auf der Messe International Mahi-
ne Tool Show (IMTS) in Chiago dem Fahpublikum vorgestellt wurden, herrshte eine
groÿe Euphorie, da die neue Mashinentehnik eine Reihe grundlegender Vorteile gegen-
über bewährten Werkzeugmashinen versprah. Eine drastishe Reduzierung der beweg-
ten Massen wird erreiht, indem alle Motoren am ruhenden Mashinenbett angebraht
werden. Damit sollte eine erheblihe Verbesserung der dynamishen Eigenshaften und
letztlih der Produktivität der neuen Werkzeugmashinen einhergehen. Der fahwerkarti-
ge Aufbau des Manipulators erhöht die strukturelle Steigkeit und reduziert gleihzeitig
die Herstellungskosten durh den symmetrishen Aufbau mit zahlreihen Gleihteilen.
Shlieÿlih verringert die geshlossene kinematishe Struktur die Auswirkungen einzelner
Fertigungsfehler auf die Genauigkeit der Mashine.
Daraufhin wurden diverse Prototypen konstruiert und untersuht, doh konnten diese
die hohen Erwartungen niht erfüllen. Aufbau und Inbetriebnahme der Mashinen erwies
sih als shwieriger als vermutet. Obwohl viele Baugruppen mehrfah auftreten, konnten
die Kosten aufgrund der insgesamt groÿen Anzahl der Bauteile niht reduziert werden.
Insgesamt sind die Mashinen dadurh gekennzeihnet, dass sie eine groÿe Empndlih-
keit gegenüber Änderungen der Geometrie aufweisen. Infolgedessen hat sih die Kali-
brierung von PKM zu einem wihtigen Forshungsshwerpunkt entwikelt. Neben bisher
fehlendem theoretishem und praktishem Wissen werden für PKM besondere Hardware-
Komponenten benötigt, die in dieser Form eine geringe Verbreitung aufweisen. Beispiels-
weise mangelt es an tauglihen Kugel- und Kardangelenken, die sowohl bezüglih ihrer
Steigkeit als auh bezüglih der möglihen Beweglihkeit den Anforderungen von PKM
gereht werden.
2 1.2. LITERATURÜBERSICHT
Bei der Mehrzahl der räumlihen PKM ist keine geshlossene Lösung der direkten Kine-
matik bekannt. Daher sind die meisten für serielle Roboter entwikelten Verfahren niht
auf PKM anwendbar. Dies betrit sowohl die kinematishe Analyse und Maÿsynthese
als auh die Steuerungs- und Regelungstehnik. Weiterhin ändern sih die kinematishen
Eigenshaften einer PKM stark über dem Arbeitsraum. Dies wirft vor allem die Frage
auf, wie Mashinen entworfen werden können, die vom Anwender gestellte Anforderun-
gen bezüglih der Gröÿe und Qualität des Arbeitsraums erfüllen. Dabei spielt die Wahl
einer geeigneten Geometrie des Roboters eine entsheidende Rolle, da der Einuss der
Geometrie sogar den Einuss der topologishen Struktur übertrit.
1.2 Literaturübersiht
Bereits in den 1950er Jahren stellte Gough einen Prüfstand für Reifen vor und wendete
damit das Funktionsprinzip der Parallelkinematikmashine erstmals praktish an [36℄. Im
Jahr 1965 veröentlihte Stewart den Entwurf eines Flugsimulators, bei dem das Cokpit
durh sehs lineare Antriebe bewegt werden kann [124℄. Dabei greifen drei Antriebe direkt
an der Plattform an, während die anderen Antriebe die ersten drei abstützen. Die in den
folgenden Jahren gebauten Flugsimulatoren [11, 14, 126℄ basieren auf dem von Gough vor-
geshlagenen Manipulator, werden ironisherweise jedoh häug als Stewart-Plattformen
bezeihnet.
Die grundsätzlihe Idee, eine beweglihe Plattform über mehreren kinematishen Ketten
mit einem ruhenden Rahmen zu verbinden, wurde von vielen Wissenshaftlern untersuht.
Neben diversen ebenen und sphärishen PKM spielen bei den räumlihen Robotern mit
sehs Freiheitsgraden drei Arhitekturen eine groÿe Rolle. Die erste ist die klassishe
Gough-Plattform, bei der sehs Beine mit veränderliher Länge den Rahmen mit der
Plattform verbinden. Bei den beiden anderen Arhitekturen werden Stäbe konstanter
Länge verwendet und deren rahmenseitigen Anlenkpunkte werden variiert. In der Praxis
wird dies entweder durh Shienen mit linearen Aktuatoren [139℄ oder durh rotatorish
angetriebene Hebel wie beim Delta-Roboter [19℄ realisiert.
Ein fundamentales Problem bei der Analyse von PKM ist die Lösung der direkten Kinema-
tik. Während für serielle Roboter die Position des End-Eektors bei gegebenen Positionen
der Aktuatoren eindeutig bestimmt ist und relativ einfah berehnet werden kann [26℄, ist
dieses Problem bei PKM ausgesprohen kompliziert. Anhand von Beispielen wurde shnell
klar, dass es bei PKM mehr als eine Lösung für die direkte Kinematik gibt. Erst im Jahr
1992 wurde gezeigt, dass für die allgemeine Gough-Plattform höhstens 40 vershiedene
Lösungen der direkten Kinematik existieren, von denen jedoh einige komplex sein kön-
nen [69, 115℄. Später fand Dietmaier eine PKM, die über 40 vershiedene reelle Lösungen
verfügt und damit 40 vershiedene Zusammenbaumodi besitzt [28℄. Einen Algorithmus
zur Lösung der direkten Kinematik stellt Husty [50℄ vor, der durh die Anwendung von
kinematishen Abbildungen (engl. Kinemati Mapping) [7℄ die Gleihungen der direkten
Kinematik in einen projektiven Raum überführt und damit algebraisiert. Die Lösung des
Systems der Bindungsgleihungen mit Intervallanalyse stellt eine Möglihkeit dar, garan-
tiert alle Lösungen der direkten Kinematik zu nden [80℄. Überrashenderweise wird die
Anzahl der Lösungen der direkten Kinematik niht notwendigerweise beshränkt, wenn
die Mashine mehr als sehs angetriebene Beine besitzt [52, 53℄. Für praktishe Zweke
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Abbildung 1.1: Arbeitsraum einer Stewart-Gough-Plattform mit Anwendung als Fahrsi-
mulator. Der Arbeitsraum wurde geometrish als Shnitt von Kugeln bestimmt.
interessiert meist nur die Lösung der direkten Kinematik, die zu einem bestimmten Zu-
sammenbaumodus der Mashine gehört. Bis heute ist kein Verfahren bekannt, das es im
allgemeinen Fall erlaubt, die vershiedenen Lösungen bestimmten Zusammenbaumodi zu-
zuordnen. In der Praxis wird daher eine Pose
1
eines bestimmten Zusammenbaumodus als
Referenz vorgegeben und inkrementell verfolgt.
Für die meisten Anwendungen ist es notwendig, die möglihen Bewegungen der PKM
zu kennen, so dass in zahlreihen Arbeiten Verfahren zur Berehnung des Arbeitsraums
entwikelt wurden. Dabei wird betrahtet, welhe Positionen die Plattform bei gegebe-
nen Bewegungsmöglihkeiten der Aktuatoren erreihen kann. Für den translatorishen
Arbeitsraum kann dies rein geometrish mit Construtive Solid Geometry (CSG) Syste-
men erfolgen, d. h. durh die Boole'she Verknüpfung von geometrishen Grundkörpern
(Abb. 1.1) [77℄. Der Arbeitsraum von vershiedenen Robotern mit drei Beinen wurde
von Alizade et al. [1℄, Dash et al. [25℄ und Li [71℄ untersuht. Der 6D Arbeitsraum einer
Gough-Plattform wurde von Merlet mit geometrishen Methoden berehnet [75℄. Neben
geometrishen Methoden hat sih die Intervallanalyse bewährt, um den Arbeitsraum von
PKM zu berehnen. Intervallmethoden wurden für die Berehnung des Arbeitsraums ei-
ner Gough-Plattform [76℄, des Orthoglide [15, 16℄ und einer PKM mit Beinen konstanter
Länge [103℄ erfolgreih eingesetzt.
In der Literatur wird der Rand des Arbeitsraums häug mit Singularitäten identiziert,
was jedoh nur teilweise korrekt ist. Singularitäten stellen nur eine von mehreren Begren-
zungen des Arbeitsraums dar. Eine Klassikation von singulären Stellungen für Meha-
nismen mit kinematishen Shleifen wurde von Gosselin und Angeles [35℄ eingeführt. Bei
Gough-Plattformen lassen sih singuläre Stellungen auh geometrish beurteilen. Werden
die Beine als Plüker-Vektoren interpretiert, können anhand der Grassmann-Algebra
alle singulären Kongurationen untersuht werden [73, 74℄. Eine Untersuhung der Sin-
gularitäten im Gesamtorientierungsarbeitsraum mit Quaternionen wurde von Pernkopf
vorgestellt [97, 98℄. Mit Intervallanalyse kann veriziert werden, ob der gesamte Arbeits-
1
Eine Pose bezeihnet die Position und die Orientierung der Plattform des Manipulators.
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raum frei von Singularitäten ist [83℄. Eine Untersuhung singulärer Stellungen mitGrass-
mann-Cayley-Algebra ndet sih bei Ben-Horin und Shoham [3℄.
In einer Singularität degeneriert das kinematishe Übertragungsverhalten eines Manipu-
lators und stellt damit einen qualitativen Defekt der Übertragung dar. Eine quantitative
Bewertung der Übertragung wird anhand eines Manipulierbarkeitsindex (engl. Dexterity
Index ) vorgenommen. In der Literatur wurden diverse Kennzahlen deniert, die sih aus
der Jaobi-Matrix ableiten lassen, siehe beispielsweise [34, 111, 142℄. Die bekanntesten
Indizes sind die Determinante [141℄, die Konditionszahl [119℄ und der kleinste Singulärwert
[65℄. Obwohl diese Indizes für eine Konguration die Qualität der Übertragung bewerten,
können diese Indizes niht verwendet werden, um den geometrishen Abstand von einer
singulären Stellung zu bestimmen, da es für den Raum der verallgemeinerten Geshwin-
digkeiten und Kräfte keine natürlihe Metrik gibt [123℄. In einigen neueren Ansätzen wird
daher auf eine Bestimmung des Abstands verzihtet und stattdessen überprüft, ob ein
zulässiger Wert für die Manipulierbarkeit im Arbeitsraum niht über- bzw. untershritten
wird [82, 101℄.
Eine tehnishe Beshränkung des Arbeitsraums entsteht durh die begrenzten Bewe-
gungsmöglihkeiten der Gelenke und durh Kollisionen der bewegten Bauteile. Bei der
klassishen Gough-Plattform wird der Arbeitsraum erheblih durh den maximalen Hub
der Beine und den Shwenkbereih der Kugel-/Kardangelenke eingeshränkt. Der aus den
Begrenzungen der Gelenke resultierende Rand des Arbeitsraums ist niht durh eine sin-
guläre Stellung gekennzeihnet. Daneben spielen die Kollisionen zwishen den Beinen eine
wihtige Rolle.
Parallele Roboter besitzen eine hohe strukturelle Steigkeit, d. h. Kräfte und Momente
an der Plattform führen zu geringen Verformungen der Mashine. Der Vorteil relativiert
sih jedoh aufgrund der meist unbefriedigenden Steigkeiten derzeit verfügbarer Gelenke.
Eine Analyse der Steigkeit für PKM wurde von Gosselin [33℄ vorgestellt, und die Stei-
gkeit von parallelen Werkzeugmashinen wurde von Rebek [113℄ untersuht. Mithilfe
der Jaobi-Matrix lässt sih leiht die Steigkeit bezüglih der Abtriebe bestimmen [77,
p. 256℄. Eine Erweiterung durh eine vollständige geometrishe Linearisierung der PKM
erlaubt es, alle Bauteile als lineare Federn zu modellieren [107℄ und damit die Steigkeit
der PKM zu ermitteln.
Der Positionsfehler des End-Eektors von PKM wurde häug in Abhängigkeit von Fehlern
der Geometrie untersuht [10, 56, 62, 122, 143℄. Weiterhin wurde der Einuss von niht
exakt erfüllten Bindungen auf die kinematishe Übertragung von PKM betrahtet [58℄.
Neben geometrishen Fehlern führt auh das Spiel in den Gelenken zu Fehlern [95℄. Eine
Modellierung von geometrishen Fehlern und Spiel in den Gelenken mit Intervallanalyse
wurde von Wu vorgeshlagen [138℄, und Merlet berehnete mit Intervallanalyse eine obere
Shranke für den gröÿten Fehler im Arbeitsraum [81℄. In diesem Zusammenhang wurde die
Frage untersuht, wie die Fertigungstoleranzen gewählt werden müssen, um eine gegebene
Genauigkeit zu erreihen [18, 57℄.
Bei der Kalibrierung wird die tatsählihe Geometrie der Mashine durh Vermessung
identiziert. Verfahren zur Kalibrierung von Robotern wurden von Hollerbah [49℄ klas-
siziert. Bei PKM tritt das Problem auf, dass infolge der komplexen Kinematik alle Be-
wegungen miteinander gekoppelt sind. Daher wird mit externen Messgeräten die Position
des Werkzeugmittelpunkts erfasst, um durh Vergleih mit dem internen Messsystem die
Geometrie zu identizieren [118, 128, 134℄. Eine andere Möglihkeit besteht in der Integra-
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Abbildung 1.2: Kalibrierung des Linapod mit dem optishen Messgerät Lasertraker [8℄
tion zusätzliher Sensoren in die passiven Gelenke [55, 61℄. Die Qualität der Kalibrierung
wird anhand von Beobahtbarkeitsindizes untersuht, die aus der Identikationsmatrix
bestimmt werden [23, 90℄. Eine Methode zur Kalibrierung von PKM mit Intervallanalyse
wurde von Daney vorgestellt [23, 24℄. Die Anzahl und Position der notwendigen Messstel-
len für die PKM Linapod untersuhte Boye [8℄ mit einem Lasertraker (Abb. 1.2).
Beim Entwurf von PKM muss zunähst die Struktur der Mashine ermittelt werden [110℄.
Die ausführlihen Analysen von PKM haben jedoh gezeigt, dass die Eigenshaften von
PKM stärker durh die Geometrie als durh die Arhitektur beeinusst werden. Zudem
ändern sih die Eigenshaften signikant über dem Arbeitsraum. Daher ist es notwendig,
PKM speziell für bestimmte Aufgaben zu entwerfen [76℄. Der typishe Ansatz ist das
optimale Design von Mehanismen, wie es für Mehrkörpersysteme im Allgemeinen [29℄
und PKM im Speziellen [41, 68, 96℄ angewendet wird. Für praktishe Probleme müssen in
der Regel mehrere antagonistishe Kriterien berüksihtigt werden [63℄, wobei dies beim
optimalen Design in Form eines Kompromisses realisiert wird. Um das Optimum der Ziel-
funktion zu nden, werden neben Gradientenverfahren auh evolutionäre Algorithmen
verwendet [9℄. Ein besonderer Aspekt der Auslegung besteht im Entwurf für einen gege-
benen Arbeitsraum [94℄ oder für optimierte Manipulierbarkeit im Arbeitsraum [42, 99℄.
Einen neuen Ansatz für den Entwurf von PKM stellen Hao und Merlet [40℄ vor, die einige
Anforderungen als Zwangsbedingungen umsetzen und mit Intervallanalyse Varianten der
Mashine nden, die garantiert über einen vorgegebenen Arbeitsraum verfügen. Dieser
Ansatz wird im Wesentlihen auh in dieser Arbeit verfolgt.
Eine verhältnismäÿig neue Variante von PKM sind parallele Seilroboter, bei denen die
starren Beine durh Seile ersetzt werden (Abb. 1.3 [46℄). Diese wurden zunähst als in-
telligente Kräne für den Shibau vorgeshlagen [22℄. Ming und Higuhi klassizieren
Seilroboter anhand der Anzahl der Seile und Freiheitsgrade [85, 86℄. Um die Plattform
vollständig kontrollieren zu können, müssen mehr Seile als Freiheitsgrade verwendet wer-
den. Im Gegensatz zu starren PKM wird der Arbeitsraum von Seilrobotern durh die
Forderung nah Zugkräften in den Seilen bestimmt [131, 132℄. Bei Seilrobotern können die
Kollisionen von Seilen eine groÿe Rolle spielen [78℄. Damit ist es für vollständig bestimmte
Seilroboter nötig, die Kräfte geeignet unter den Seilen aufzuteilen [12, 13, 121, 133℄. Die
Regelung von vollständig bestimmten Seilrobotern wurde von Fang betrahtet [31℄. Mai-
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Abbildung 1.3: Prüfstand des Seilroboters Segesta am Lehrstuhl für Mehatronik, Uni-
versität Duisburg-Essen [46℄
er [72℄ und Heyden [45℄ untersuhten unterbestimmte Handhabungssysteme mit weniger
Seilen als Freiheitsgraden.
Die Monographie von Merlet [77℄ behandelt viele theoretishe Aspekte paralleler Roboter
und gibt einen umfassenden Überblik über die Literatur. Dagegen widmet sih Neuge-
bauer shwerpunktmäÿig den praktishen Aspekten des Entwurfs und der Nutzung von
Parallelkinematik-Werkzeugmashinen [91℄. Grundlagen der Kinematik sind z. B. bei Bot-
tema und Roth [7℄ sowie bei Husty et al. [51℄ zu nden. Diverse Forshungsarbeiten sind
von Boër et al. zusammengestellt [6℄, während Heisel einen Überblik über das Shwer-
punktprogramm 1099 `Fertigungsmashinen mit Parallelkinematiken' der Deutshen For-
shungsgemeinshaft gibt [44℄.
Die Erweiterung der Algebra reeller Zahlen zu Intervallen wurde von Moore vorgeshla-
gen [88℄ und ermögliht die Konstruktion von numerishen Algorithmen mit erstaunlihen
Eigenshaften. Eine Einführung in die numerishe Mathematik mit Intervallen gibt Neu-
maier [93℄ und Ratshek [112℄. Ursprünglih wurde die Intervallanalyse für den korrekten
und robusten Umgang mit Rundungsfehlern verwendet. Allerdings ermögliht das Inter-
vallkalkül neuartige Algorithmen zur Lösung linearer und nihtlinearer Gleihungssysteme
[92℄ und zur globalen Optimierung [5, 39, 135℄, denn es können garantierte Aussagen über
kontinuierlihe Mengen gemaht werden. In der jüngeren Vergangenheit entstanden eine
Reihe von Arbeiten zur Analyse und Synthese von PKM, die diese spezielle Eigenshaft
der Intervallanalyse ausnutzen [15, 16, 23, 24, 40, 42, 76, 79, 80, 83, 102, 103, 106, 138℄.
1.3 Ziel und Inhalt der Arbeit
In dieser Arbeit werden Methoden zur Maÿsynthese von Werkzeugmashinen mit paral-
leler Kinematik für gegebene Prozessanforderungen untersuht. Dazu wird zunähst ein
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generishes Modell einer Mashine vorgeshlagen, das aus einem Baukasten von Kom-
ponenten zusammengestellt wird und das eine Analyse der kinematishen Eigenshaften
anhand der kinetostatishen Methode erlaubt. Durh Kombination der Module kann leiht
eine ganze Familie vershiedener PKM modelliert werden. Für diese Manipulatoren wird
die Berehnung der inversen und direkten Kinematik automatisiert. Es wird ein allgemei-
nes Verfahren vorgestellt, das eine vollständige Sensitivitätsanalyse und darauf aufbauend
eine Untersuhung der Genauigkeit und Steigkeit der Mashine erlaubt. Ferner wird skiz-
ziert, wie sih das generishe Modell für die Kalibrierung von PKM verwenden lässt.
Die Berehnung und Verizierung des Arbeitsraums einer PKM wird als Constraint Satis-
fation Problem (CSP) formuliert und ausführlih anhand von Intervallanalyse untersuht.
Besonderes Augenmerk wird dabei einer Methode gewidmet, die alle Arbeitsshritte inner-
halb eines Programmgerüsts (Framework) zusammenfasst. Damit kann ein Anwender von
einer vorläugen Analyse bis hin zur Maÿsynthese und Optimierung alle Berehnungen
mit dem gleihen Modell durhführen. Durh den modularen Aufbau kann frei ausgewählt
werden, welhe Prozessanforderungen für die jeweilige Berehnung berüksihtigt werden.
Bei der Maÿsynthese wird die Menge aller Werte für die geometrishen Parameter einer
Klasse von Mashinen bestimmt, so dass jede Mashine in dieser Menge über die vor-
gegebenen Eigenshaften verfügt. Anhand dieser Menge gültiger Varianten werden durh
eine globale Optimierung Mashinen ermittelt, die eine ausgewählte Zielfunktion minimie-
ren. Aufgrund der speziellen Eigenshaften der verwendeten Intervallanalyse wird diese
Optimierung so gestaltet, dass das globale Minimum garantiert gefunden wird. Da die
Algorithmen sehr rehenintensiv sind, wird eine Implementierung für parallele Computer
vorgeshlagen.
In Kapitel 2 werden bekannte Methoden zusammengefasst, die für die Modellierung, Ana-
lyse und Synthese von Werkzeugmashinen mit paralleler Kinematik verwendet werden.
Zunähst wird die kinetostatishe Methode zur Untersuhung der Kinematik und Dynamik
allgemeiner Mehrkörpersysteme beshrieben. Im Anshluss daran folgt eine Einführung
von Begrien und Eigenshaften paralleler Roboter sowie eine Beshreibung der Geome-
trie der in dieser Arbeit untersuhten PKM. Im letzten Abshnitt des Kapitels werden
die Grundlagen der Intervallanalyse dargestellt, die ein wesentlihes Werkzeug zum veri-
zierten und kontinuierlihen Rehnen in dieser Arbeit bildet.
In Kapitel 3 werden Methoden zur kinematishen Untersuhung von PKM an diskre-
ten Posen innerhalb des Arbeitsraums vorgestellt. Dazu wird zunähst die kinetostatishe
Methode verwendet, um ein modulares Modell für PKM zu erstellen, das die Untersu-
hung einer groÿen Klasse von PKM mit generishen Algorithmen gestattet. Für dieses
generishe Modell wird ein neuer Algorithmus zur vollständigen Linearisierung von PKM
beshrieben. Anhand des linearisierten Modells wird der Einuss von Fertigungsfehlern,
die Steigkeit und die Kalibrierung einer PKM analysiert. Beispiele für das modulare ki-
netostatishe Modell und dessen Linearisierung werden am Ende des Kapitels vorgestellt.
Weiterhin wird für die Mashine Linapod die Empndlihkeit gegenüber geometrishen
Fehlern und die Steigkeit untersuht.
In Kapitel 4 wird eine kontinuierlihe Methode verwendet, um den Arbeitsraum von PKM
zu berehnen. Dazu wird die Berehnung des Arbeitsraums von PKM als CSP formuliert.
Zur Lösung des CSP werden Algorithmen vorgestellt, die auf Intervallanalyse basieren.
Die prozessbedingten Anforderungen werden als Bindungen für das CSP aufgestellt. Die-
se Bindungen berüksihtigen den kinematish erreihbaren Arbeitsraum, Singularitäten,
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Begrenzungen der aktiven und passiven Gelenke, die Übersetzungsverhältnisse zwishen
Antrieben und Plattform sowie Kollisionen zwishen den Beinen. Weiterhin wird gezeigt,
wie sih der CSP-Löser parallelisieren lässt. Beispiele für die vershiedenen Arten der
Arbeitsraumberehnung von PKM werden am Ende des Kapitels gezeigt.
In Kapitel 5 wird die Methode zum Berehnen des Arbeitsraums so erweitert, dass sie für
den Entwurf von PKM verwendet werden kann. Dazu wird die Maÿsynthese für gegebene
Prozessanforderungen als CSP formuliert. Im Anshluss wird dieses CSP mit einem Al-
gorithmus zur globalen Optimierung kombiniert. Die ähnlihe Struktur von Analyse und
Synthese wird verwendet, um ein Programmgerüst zur vereinheitlihten Analyse, Synthe-
se und Optimierung von PKM zu entwerfen. Beispiele für Synthese und Optimierung von
PKM werden anhand dieses Programmgerüsts vorgestellt.
Die wesentlihen Ergebnisse dieser Arbeit werden in Kapitel 6 zusammengefasst, und es
wird ein Ausblik auf möglihe Themen und Anwendungen weiterer Forshungsarbeiten
gegeben.
1.4 Anmerkungen zur Shreibweise
Alle Formelzeihen werden bei ihrer ersten Verwendung im Text erläutert und sind zur
Übersiht auf Seite VIII zusammengestellt. Allgemeine Konventionen werden im Folgen-
den ausgeführt.
Wie in der Literatur üblih werden Formeln in Matrizenshreibweise notiert. Skalare a
werden in Normaldruk dargestellt, für physikalishe Vektoren a und Tensoren 2. Stu-
fe A wird der Fettdruk verwendet. Mathematishe Vektoren2 a werden mit einfahem
Unterstrih, Matrizen A mit den Komponenten von Tensoren 2. Stufe mit doppeltem Un-
terstrih gekennzeihnet. Sofern niht anders angegeben werden Vektoren als einspaltige
Matrizen interpretiert. Transponierte Gröÿen aT werden mit T gekennzeihnet. Vektoren
und Matrizen werden entweder komponentenweise oder in Blokshreibweise in ekigen
Klammern angegeben, z. B. a = [1, 3, 5]T. Nahgestellte Indizes an der Vektorklammer
wählen gegebenenfalls die Komponenten [a]2 = 3 aus. Multiplikationen zwishen Vekto-
ren und Matrizen sind als Vektorprodukt zu interpretieren (b = Aa), während mit a . b
das Skalarprodukt notiert wird, für welhes in Matrizenshreibweise a . b = aTb gilt. Das
Kreuzprodukt a × b ist nur für a, b ∈ IR3 deniert. Der Tilde-Operator  generiert aus
einem Vektor a ∈ IR3 eine Matrix a˜ ∈ IR3×3, so dass a× b = a˜ b gilt.
Die Menge der reellen Intervalle wird mit II bezeihnet und Intervallvariablen â werden
mit einem Dah gekennzeihnet. Ein Vektor von Intervallen wird als Box bezeihnet und
mit â notiert.
Mengen werden mit kalligraphishen Groÿbuhstaben bezeihnet, z. B. für den Arbeits-
raumW, den Suhraum X oder für Listen von Boxen L. Eine Ausnahme bildetKi, welhes
Koordinatensysteme bezeihnet, wobei der Index i das System auswählt.
2
Ein mathematisher Vektor ist ein shlihtes n-Tupel von Elementen. Beispielsweise bilden in die-
ser Arbeit die Komponenten eines Ortsvektors ein Tripel und es wird implizit vorausgesetzt, dass ein
orthonormiertes Koordinatensystem zur Darstellung verwendet wird.
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Grundlagen
In diesem Kapitel werden bekannte Methoden zusammengefasst, die in dieser
Arbeit für die Modellierung, Analyse und Synthese von Werkzeugmashinen
mit paralleler Kinematik verwendet werden. Abshnitt 2.1 beshreibt die ki-
netostatishe Methode zur Untersuhung der Kinematik allgemeiner Mehrkör-
persysteme. In Abshnitt 2.2 folgt eine Einführung von Begrien und Eigen-
shaften paralleler Roboter. Abshnitt 2.3 skizziert die Grundlagen der Inter-
vallanalyse zum kontinuierlihen verizierten Rehnen.
2.1 Kinetostatishe Methode
Parallelkinematikmashinen (PKM) sind komplexe Mehrkörpersysteme (MKS), die durh
das Auftreten kinematisher Shleifen gekennzeihnet sind. Für die Untersuhung der Ki-
nematik von MKS wird in dieser Arbeit die kinetostatishe Methode nah Keskeméthy
[59℄ verwendet. Der Grundgedanke bei der kinetostatishen Methode besteht in der Mo-
dellierung der Komponenten von MKS durh Zustandsobjekte und kinetostatishe Übertra-
gungselemente. Der Zustand eines mehanishen Systems setzt sih dabei aus der verallge-
meinerten Position, Geshwindigkeit, Beshleunigung und Kraft zusammen. Unter einer
verallgemeinerten Position wird hier sowohl ein Ortsvektor als auh eine Orientierung
verstanden. Entsprehend umfassen verallgemeinerte Geshwindigkeiten und Beshleu-
nigungen sowohl translatorishe als auh rotatorishe Ausdrüke. Die verallgemeinerten
Kräfte beshreiben die Shnittkräfte und -momente, die zwishen den jeweiligen Bautei-
len auftreten. Die Gelenke und Körper werden als elementare Bestandteile des Systems
durh Übertragungselemente dargestellt. Diese bilden den kinetostatishen Zustand beste-
hend aus verallgemeinerter Position, Geshwindigkeit, Beshleunigung und Kraft an ihrem
Eingang auf den Zustand am Ausgang ab. Die Übertragungselemente werden durh Über-
tragungsfunktionen für Position, Geshwindigkeit, Beshleunigung und Kraft harakteri-
siert, welhe die jeweiligen kinematishen Gröÿen vom Eingangskoordinatensystem K des
Übertragungselements auf die Gröÿen des Koordinatensystems am Ausgang K′ abbilden
(Abb. 2.1). Übertragungselemente besitzen daher eine ausgeprägte Übertragungsrihtung.
Eine dierentialgeometrishe Interpretation der Kinetostatik wurde von Keskeméthy ge-
geben [59℄.














q¨′ = J˙(q, q˙)q˙ + J(q)q¨
Kraftübertragung
Q = JTQ′
Abbildung 2.1: Allgemeines kinetostatishes Übertragungselement
2.1.1 Übertragungsfunktionen
Ein mehanishes Übertragungselement wird durh vier Funktionen für Positions-, Ge-
shwindigkeits-, Beshleunigungs- und Kraftübertragung harakterisiert, die in einem en-
gen Zusammenhang stehen. Für ein allgemeines Übertragungselement wird zunähst die
Positionsübertragung betrahtet, aus der sih die übrigen Übertragungsfunktionen ablei-
ten lassen. Bei der Positionsübertragung werden die Zustände am Eingang des Elements
auf die Zustände am Ausgang abgebildet (Abb. 2.1). Diese Abbildung ist eine nihtlineare
Funktion
q′ = ϕ(q), (2.1)
welhe die Ausgänge q′ aus den Eingängen q ermittelt. Diese Funktion besitzt niht not-
wendigerweise eine geshlossene analytishe Darstellung. Durh Dierentiation nah der













wobei die Matrix der partiellen Ableitungen J als Jaobi-Matrix bezeihnet wird. Die-
se Jaobi-Matrix stellt auh den wihtigen Zusammenhang δq′ = J(q)δq zwishen den
virtuellen Verrükungen am Eingang und Ausgang her. Durh eine zweite Dierentiation
nah der Zeit ergibt sih die Beshleunigungsübertragung
q¨′ = J˙(q, q˙)q˙ + J(q)q¨. (2.3)
Werden ideale Gelenke und damit eine verlustfreie Übertragung vorausgesetzt, lässt sih
aus der Geshwindigkeitsübertragung die Kraftübertragung herleiten. Bei einer verlust-
freien Übertragung muss die virtuelle Arbeit am Eingang und am Ausgang des Übertra-
gungselements gleih sein und es ergibt sih
δqTQ = δq′TQ′, (2.4)
wobei für die virtuellen Verrükungen δq′ = Jδq gilt. Daraus folgt δqTQ = δqTJTQ′, was
für jedes beliebige δq erfüllt sein muss, so dass für die Kraftübertragung
Q = JTQ′ (2.5)
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Abbildung 2.2: Übertragung kinematisher Zustände in einer Kette von Übertragungsele-
menten
gilt. Diese Analogie zwishen der Geshwindigkeitsübertragung (2.2) und der Kraftüber-
tragung (2.5) wird als kinetostatisher Dualismus bezeihnet. Da die Jaobi-Matrix J
niht notwendigerweise quadratish ist, kann J im Allgemeinen auh niht invertiert wer-
den. Daher ist die natürlihe Übertragungsrihtung der Kräfte entgegengesetzt zur Bewe-
gungsübertragung.
Bei einem Übertragungselement werden die Zustände von einem Koordinatensystem K
auf ein anderes K′ abgebildet. Dieses Koordinatensystem kann wiederum als Eingang
für ein weiteres Übertragungselement verwendet werden, so dass eine kinematishe Kette
entsteht (Abb. 2.2), welhe die Beshreibung komplexer Mehanismen erlaubt.
2.1.2 Allgemeines Gelenk mit sehs Freiheitsgraden
Im Folgenden wird der Aufbau eines kinetostatishen Übertragungselements anhand ei-
nes Gelenks mit sehs Freiheitsgraden
1
veranshauliht (Abb. 2.3). Für die vollständige
Beshreibung des Übertragungselements müssen die Übertragungsfunktionen (2.1)(2.3)
sowie (2.5) deniert werden. Das hier betrahtete Übertragungselement beinhaltet drei
translatorishe Freiheitsgrade x und drei rotatorishen Freiheitsgraden θ, wobei die Ro-
tationsmatrix R(θ) beispielhaft durh die Kardan-Winkel θ parametrisiert wird. Die
Zustände am Koordinatensystem Ki werden durh die Position ri sowie durh die Orien-
tierung R
i






ri+1 = R(θ)ri + x. (2.7)























Rein tehnish ist ein Gelenk mit sehs Freiheitsgraden sinnlos, denn es impliziert keinerlei Bindun-
gen für das System. Formal lässt sih diese Gelenk zum einen für die Modellierung der Bewegung der
Plattform bei der inversen Kinematik verwendet. Zum anderen bildet es einen wesentlihen Baustein zur
Beshreibung der Linearisierung in Kapitel 3.3. Weiterhin lassen sih alle elementaren Gelenke durh
Spezialisierung aus diesem allgemeinen Fall ableiten.












Abbildung 2.3: Relativkinematik für ein Gelenk mit sehs Freiheitsgraden



























Unter Ausnutzung des kinetostatishen Dualismus wird die Kraftübertragung unmittel-
bar aus der Geshwindigkeitsübertragung abgeleitet. Dabei werden die Zustandsgröÿen
der Geshwindigkeit ω, v gegen die entsprehenden Momente/Kräfte τ , f ausgetausht
und anstelle der lokalen Jaobi-Matrix J
lokal
wird deren Transponierte eingesetzt. Damit

























wobei Q(θ) und Q(x) die verallgemeinerten Momente/Kräfte des Gelenks darstellen. Die
elementaren Bausteine, wie starre Körper sowie Shub- und Drehgelenke, können leiht
spezialisiert werden, indem für den Vektor x und die Rotationsmatrix R(θ) entsprehend
vereinfahte Terme eingesetzt werden. Zur übersihtlihen Notation der kinetostatishen




, ri, ωi, vi, ω˙i, ai, τ i, f i
}
bezeihnet.
2.1.3 Lösung kinematisher Shleifen
Bisher wurde die Übertragung von Bewegungen und Kräften für kinematishe Ketten
betrahtet. Für komplexe MKS wie PKM ist das Auftreten von kinematishen Shleifen
harakteristish, d. h. es gibt Körper im System, die über vershiedene Wege mit dem
Inertialsystem verbunden sind (Abb. 2.4a). Die Bewegungen der Gelenke innerhalb einer











a) Kinematishe Shleife L eines ebenen
Gelenkviereks
b) Modellierung der Kinematik der
Shleife L als Übertragungselement
Abbildung 2.4: Kinematishe Shleife als Übertragungselement
Shleife sind niht mehr unabhängig voneinander, sondern unterliegen Zwangsbedingun-
gen, die sih aus dem Shlieÿen der kinematishen Shleifen ergeben. Diese Abhängigkei-
ten können durh geeignete Bindungsgleihungen herausgearbeitet und im Rahmen der
kinetostatishen Methode als Übertragungsfunktionen modelliert werden. Folglih wer-
den kinematishe Shleifen als kinetostatishe Übertragungselemente dargestellt, deren
Übertragungsfunktionen und innere Zustände sih berehnen lassen (Abb. 2.4b). Für ei-
nige Typen einfaher kinematisher Shleifen mit einem Freiheitsgrad kann dies sogar in
einer expliziten Form erfolgen. Bei allgemeinen Shleifen wird ein Newton-Raphson-
Verfahren verwendet, um die nihtlinearen Übertragungsfunktionen iterativ zu approxi-
mieren, so dass der vollständige kinetostatishe Zustand am Ausgang bestimmt werden
kann. Aus der Siht des Gesamtsystems werden kinematishe Shleifen als kinematisher
Transformator modelliert [48℄, der als Übertragungsblok mit einem denierten Ein-/
Ausgangsverhalten behandelt wird und die komplexen Details der Shleife kapselt.
2.1.4 Modularität
Das Konzept des kinetostatishen Übertragungselements kann dahingehend verallgemei-
nert werden, mehrere Übertragungselemente zu einem sogenannten Superelement zusam-
menzufassen (Abb. 2.5). Dabei erweist es sih als vorteilhaft, dass eine Kette von Über-
tragungselementen wiederum wie ein einzelnes Element behandelt werden kann. Als einfa-
hes Beispiel dafür können die Gelenke mit mehreren Freiheitsgraden betrahtet werden.
Dabei werden elementare Drehgelenke zusammengefügt, um beispielsweise Kardan- und
Kugelgelenke nahzubilden. Die Bildung solher Subsysteme ist jedoh niht auf einzelne
Gelenke beshränkt, sondern kann auh zur Abbildung ganzer Baugruppen verwendet wer-
den. In diesem Zusammenhang muss jedoh beahtet werden, dass das Zusammenfügen
von Subsystemen nur für MKS mit Baumstruktur ohne zusätzlihen Aufwand durhge-
führt werden kann. Bei Mehanismen mit kinematishen Shleifen gibt es im Allgemeinen
keine geshlossene Lösung der Kinematik und der implizite Kern kann niht trivial ermit-
telt werden. Eine spezielle Möglihkeit zur Ermittelung einer Lösung für PKM wird in
Abshnitt 3.2 vorgestellt.
2.1.5 Kinematishe Dierentiale
Durh die Verkettung der Übertragungselemente entsteht ein Superelement für das Ge-
samtsystem. In Folge des modularen Aufbaus dieses Superelements liegen nur die lokalen
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vor, während die Jaobi-Matrix des gesamten Manipulators J niht
explizit bekannt ist. Beinhaltet das Superelement kinematishe Shleifen mit impliziten
Shlieÿbedingungen, ist es niht möglih, die Elemente von J analytish anzugeben. Viele
praktishe Anwendungen erfordern aber die Kenntnis der Jaobi-Matrix. Mit dem Ver-
fahren der kinematishen Dierentiale kann durh Auswertung der Geshwindigkeitsüber-
tragungsfunktion (2.2) die Jaobi-Matrix numerish rekonstruiert werden. Das Übertra-
gungselement wird dabei als Blak-Box betrahtet, das für gegebene Eingangsgröÿen q, q˙
die Ausgangsgröÿen q˙′ = ϕ˙(q, q˙) berehnet. Die globale Geshwindigkeitsübertragungs-
funktion ϕ˙(q, q˙) hat die bekannte lineare Form J(q)q˙ nah Gleihung (2.2), so dass sih
die Matrix J folgendermaÿen rekonstruieren lässt. Wird die Funktion ϕ˙(q, q˙) für einen










1 für i = j
0 sonst
(2.11)
ausgewertet, ergibt sih genau die j-te Spalte [J ]j der Jaobi-Matrix zu




Wird diese Auswertung für jeden Einheitsvektor
ˇ˙q
(j)
, j = 1, . . . , n wiederholt, lässt sih
sukzessiv die Matrix J spaltenweise berehnen. Dabei bezeihnet n die Anzahl der be-
trahteten verallgemeinerten Koordinaten.
Die Jaobi-Matrix J kann aufgrund des kinetostatishen Dualismus auh aus der Kraft-
übertragung bestimmt werden. Diese weist nah Gleihung (2.5) die gleihe Struktur wie
die Geshwindigkeitsübertragung auf. Das Konzept der kinematishen Dierentiale lässt
sih anwenden, indem zu den Pseudogeshwindigkeiten die Pseudokräfte Qˇ
′(j)
eingeführt
werden, so dass sih anhand von
[JT]j = Q(q0, Qˇ
(j)
) (2.13)
die Jaobi-Matrix zeilenweise berehnen lässt. Der Aufwand für die Berehnung der Ge-
shwindigkeitsübertragung und der Kraftübertragung ist etwa gleih groÿ. Im allgemeinen
ist jedoh die Jaobi-Matrix J niht quadratish, so dass die beiden Methoden unter-
shiedlih viele Auswertungen der Übertragungsfunktionen erfordern und die Berehnung
dahingehend optimiert werden kann. Wie in Abshnitt 3.3 gezeigt wird, lässt sih dieser
Algorithmus zur vollständigen Linearisierung von MKS für PKM einsetzen. Es zeigt sih,
dass das linearisierte Modell mit der kraftgestützten Methode bei PKM um ein vielfahes
shneller berehnet werden kann als mit der geshwindigkeitsgestützten Methode.
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2.1.6 Dynamik
Neben der Kinematik spielt die Dynamik für die Simulation und Auslegung von MKS
eine wihtige Rolle. Die kinetostatishe Methode bietet eine interessante Möglihkeit, die
Bewegungsgleihungen von allgemeinen MKS durh mehrfahe Auswertung der Kinema-
tik aufzustellen und damit den engen Zusammenhang zwishen Kinematik und Dynamik
auszunutzen [47℄. Das Konzept der kinematishen Dierentiale lässt sih auh hier an-
wenden. Dabei werden die Übertragungsfunktionen des Mehanismus für spezielle Pseu-
dogeshwindigkeiten und -beshleunigungen ausgewertet, um mit den so ermittelten ver-
allgemeinerten Kräften die Koezienten der Bewegungsgleihungen zusammenzustellen.
Dies entspriht der Methode der kinematishen Dierentiale, wie sie in Abshnitt 2.1.5
beshrieben wurde. Da die Bewegungsgleihungen numerish berehnet werden, für die
Berehnung zum Teil aber explizite Methoden verwendet werden, wird dieses Verfahren
auh als symbolish-numerish bezeihnet. Die Bewegungsgleihungen eines MKS in Mi-
nimalkoordinaten sind ein System gewöhnliher Dierentialgleihungen 2. Ordnung
M(q)q¨ + gC(q, q˙) = Q, (2.14)
wobei mit M(q) ∈ IRnf×nf die verallgemeinerte Massenmatrix bezeihnet wird, gC(q, q˙) ∈
IRnf den Vektor der verallgemeinerten Coriolis-, Zentrifugal- und Kreiselkräfte darstellt
und Q ∈ IRnf die verallgemeinerten eingeprägten Kräfte repräsentiert. Die Zahl der Frei-
heitsgrade ist nf . Der Zusatz verallgemeinert beshreibt die Tatsahe, dass der Vektor q
sowohl translatorishe als auh rotatorishe Komponenten enthalten kann und dass die
Kräfte gC und Q von Weltkoordinaten auf Minimalkoordinaten transformiert wurden. Da
die Bewegungsgleihungen für die Ziele dieser Arbeit keine Rolle spielen, wird für die
Berehnung auf die Literatur verwiesen [59℄. Das in Abshnitt 3.2 vorgestellte modulare
Modell bietet jedoh alle benötigten Informationen, um die Bewegungsgleihungen aufzu-
stellen und zu lösen. Somit lässt sih für weiterführende Untersuhungen ein Modell der
Dynamik bereitstellen.
2.1.7 Implementierung
Der kinetostatishe Ansatz zur Modellierung von MKS wurde in der objektorientierten
C
++
-Bibliothek M a a
a a
BILE implementiert [60℄, welhe bereits zur Lösung von einer Reihe
von kinematishen und dynamishen Problemen eingesetzt wurde [70, 87, 120℄. Die of-
fene Shnittstelle der C
++
-Bibliothek erlaubt eine Erweiterung um neue Klassen. Daher
wird in Kapitel 3 ein Baukasten vorgeshlagen, der die Modellierung diverser PKM mit
automatisiertem Aufstellen der Kinematik und Dynamik ermögliht. Sofern niht anders
angegeben, wurden die kinematishen Berehnungen in der vorliegenden Arbeit anhand




Klassishe Industrieroboter (Abb. 2.6a) besitzen einen seriellen Aufbau, d. h. die Gelenke
und Körper sind in einer unverzweigten Kette miteinander verbunden. Der Tool Center
Point (TCP) wird durh genau eine Kette von Körpern und Gelenken bewegt, und es
ist für die vollständige Bestimmtheit des Systems erforderlih, jedes Gelenk durh einen
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a) Serieller Industrieroboter b) Paralleler Roboter
Abbildung 2.6: Vershiedene Manipulatoren
Aktuator anzutreiben. Serielle Roboter besitzen daher keine passiven Gelenke. Da jedes
Gelenk und damit jeder Aktuator alle folgenden Bauteile trägt und antreibt, werden die
benötigten Antriebe beginnend vom TCP aus gröÿer und damit shwerer. Dieser Aufbau
begrenzt in natürliher Weise die erreihbare Dynamik, d. h. er limitiert die maximal
erreihbaren Geshwindigkeiten und Beshleunigungen.
2.2.1 Klassikation
Besitzt ein Manipulator mehr als eine kinematishe Kette, welhe die Basis mit der be-
weglihen Plattform (End-Eektor) verbindet, so wird ein solher Mehanismus paralleler
Roboter genannt (Abb. 2.6b). Als Rahmen wird das Mashinenbett bezeihnet, das dem
Manipulator als Basis dient. Die beweglihe Plattform trägt den zu manipulierenden Kör-
per bzw. bei einer Werkzeugmashine das Werkzeug, wobei der TCP einen speziellen
Punkt als Referenz deniert. Für räumlihe Manipulatoren muss auh die Orientierung
der Plattform berüksihtigt werden. Die verbindenden kinematishen Ketten heiÿen Bei-
ne. Im Folgenden wird von der Denition von Merlet [77℄ ausgegangen:
Ein paralleler Roboter ist ein Mehanismus mit geshlossenen kinematishen Shleifen,
der eine beweglihe Plattform (End-Eektor) über mehrere unabhängige kinematishe Ket-
ten mit einer Basis verbindet. Dabei besitzt die Plattform genau so viele Freiheitsgrade
wie Aktuatoren und bei festgehaltenen Aktuatoren ist die Lage der Plattform vollständig
bestimmt.
Bei parallelen Robotern treten also stets kinematishe Shleifen auf, welhe Abhängig-
keiten zwishen den Gelenken entstehen lassen. Diese Denition umfasst eine sehr groÿe
Anzahl mögliher Arhitekturen, die im Rahmen einer Arbeit niht umfassend betrahtet
werden können. Daher wird der Begri des vollständig parallelen Roboters eingeführt [77℄:
Ein vollständig paralleler Roboter besitzt genau so viele kinematishe Ketten, welhe die
Plattform mit der Basis verbinden, wie der Roboter Freiheitsgrade hat.
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Damit gehören PKM per Denition der Klasse der komplexen MKS an und in dieser
Arbeit werden nur solhe PKM betrahtet, die der Denition eines vollständig parallelen
Roboters genügen. Der spezielle Aufbau von PKM bringt im Vergleih zu seriellen Ro-
botern eine Reihe von systeminhärenten Vor- und Nahteilen mit sih. Der Arbeitsraum
einer PKM ist, verglihen mit den äuÿeren Abmessungen des Roboters, eher klein. Wei-
terhin wird der Arbeitsraum in höherem Maÿe durh Autokollisionen eingeshränkt, d. h.
Kontakte zwishen den beweglihen Teilen wie den Beinen müssen vermieden werden.
Diese Kollisionen limitieren insbesondere die möglihen Rotationen der Plattform. Ob-
wohl parallele Roboter eine Reihe gleiher Baugruppen aufweisen, ist die Gesamtzahl der
Einzelteile vor allem aufgrund der zahlreihen passiven Gelenke deutlih gröÿer. Für die
Modellierung der Kinematik und Dynamik paralleler Roboter sind deutlih aufwendigere
Verfahren notwendig, da für die direkte Kinematik in vielen Fällen keine geshlossene Lö-
sung gefunden werden kann. Shlieÿlih verändern sih viele Eigenshaften wie Steigkeit,
Genauigkeit und Manipulierbarkeit stark über dem Arbeitsraum.
Auf der anderen Seite hat der parallele Aufbau erheblihe Vorteile bezüglih der struk-
turellen Steigkeit, des Verhältnisses zwishen bewegter Masse und Nutzlast sowie der
möglihen Dynamik des Systems. Durh die parallele Anordnung der Aktuatoren wird
die Last unter den Antrieben verteilt, so dass insgesamt gröÿere Massen bewegt wer-
den können. Die Beine sind nur auf Zug/Druk belastet und thermishe Fehler wirken
sih hauptsählih als Längenänderungen aus. Dies erlaubt eine vergleihsweise einfahe
Kompensation. Da hauptsählih translatorishe Antriebe zum Einsatz kommen, kann
gegenüber rotatorishen Antrieben auf genauere Sensoren zurükgegrien werden. Die
Genauigkeit von PKM ist bezüglih der Fehler in den Antrieben sehr gut, d. h. Regelfeh-
ler wirken sih weniger stark auf den TCP aus als bei seriellen Robotern. Dieser Vorteil
gilt jedoh niht für die Mashine als Gesamtsystem. Wie in Abshnitt 3.7.3 ausführlih
gezeigt wird, sind PKM als Gesamtsystem dagegen eher ungenau, wenn es niht gelingt,
die Fehler in den systembedingt zahlreihen Komponenten zu berüksihtigen.
Wenn niht anders angegeben, werden in dieser Arbeit nur parallele Roboter betrahtet,
die über Beine gleiher Topologie
2
verfügen. Diese Art von topologish symmetrishen
Mashinen tritt in der Praxis am häugsten auf. Dennoh lassen sih viele Betrahtungen
auh leiht auf allgemeinere Mashinen anwenden.
2.2.2 Topologishe Analyse
Es gibt zahlreihe Arhitekturen für vollständig parallele Roboter. Für die Praxis sind vor
allem PKM interessant, die sih aus Dreh-, Kugel-, Kardan- und Shubgelenken zusam-
menstellen lassen. Die Gelenke mit nur einem Freiheitsgrad werden dabei durh Aktuato-
ren angetrieben. Die Shubgelenke werden meist durh Linearantriebe, Kugelrollspindeln
oder Hydraulik-/Pneumatikzylinder angetrieben. Für parallele Mikromanipulatoren wer-
den häug Piezokeramiken als Aktuator verwendet [32℄. Aktive Drehgelenke werden in
der Regel direkt durh Elektromotoren betrieben. Aus der Kombination dieser Bautei-
le entsteht eine begrenzte Anzahl an Modulen, die im Folgenden zu einem Baukasten
2
Die Topologie eines Mehanismus beshreibt die Abfolge von Gelenken und Körpern und verwendet
daher keine Metrik zur Beshreibung. Im Gegensatz dazu beshreibt die Geometrie die Abmessungen
aller beteiligten Bauteile.

















Abbildung 2.7: Topologishe Struktur eines räumlihen vollständig parallelen Manipula-
tors
zusammengefasst werden. Weiterhin wird davon ausgegangen, dass aus Fertigungs- und
Kostengründen eine Mashine aus topologish gleihen Modulen aufgebaut wird.
Die drei wihtigsten Module (siehe Abb. 2.9, Seite 21) bestehen aus den Gelenkfolgen PUS
(prismati, universal, spherial), UPS (universal, prismati, spherial) und RUS (revolute,
universal, spherial). Die Varianten PSU, SPU und RSU besitzen das gleihe kinematishe
Verhalten wie die oben genannten Module und müssen daher niht gesondert betrahtet
werden. Stattdessen wird per Konvention unterstellt, dass das Kugelgelenk des Beins an
der Plattform angebraht wird. Die klassishe Gough-Plattform besteht aus sehs Modu-
len vom UPS-Typ und ist vor allem durh die Anwendung bei Flug- und Fahrsimulatoren
bekannt [11, 126℄. Zuletzt wurden aber auh eine Reihe von Werkzeugmashinen dieses
Typs gebaut und untersuht [4, 43, 129, 130℄. Möglihe Designs mit PUS-Beinen sind der
Linapod [108, 139, 140℄ oder der Roboter von INRIA [77, p. 41℄. RUS-Beine bilden shlieÿ-
lih den Grundbaustein für den Delta Roboter [19℄, der bei Pik & Plae-Anwendungen
kommerziell erfolgreih eingesetzt wird.
Alle drei oben genannten Module für die Beine einer PKM besitzen jeweils drei Gelen-
ke, die mit zwei starren Körpern verbunden sind und besitzen insgesamt sehs Gelenk-
freiheitsgrade pro Bein (Tabelle 2.1). Weiterhin werden sehs solher Beinmodule zu-
sammen mit einer Plattform, die als starrer Körper gewählt wird zusammen mit einem
Rahmen
3
zu einer Mashine zusammengestellt (Abb. 2.7). Für das Grübler-Kurzbah-
Kriterium ergeben sih somit die Anzahl der Körper zu nB = 6 × 2 + 1 = 13 und die
Anzahl der Gelenke zu nG = 6 × 3 = 18. Insgesamt besitzen die Gelenke ∑nGi = 36
Gelenkfreiheitsgrade. Die Anzahl der unabhängigen kinematishen Shleifen folgt somit
zu nL = nG − nB = 5. Damit verfügen alle räumlihe Mashinen dieses Baukastens über
3
Der Rahmen stellt das Bezugssystem dar und wird niht als starrer Körper mitgezählt.
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Tabelle 2.1: Gelenkfreiheitsgrade nGi und Anzahl der Körper nB für die Beinmodule
starre Shub- Dreh- Kardan- Kugel- Freiheits-
Körper gelenke gelenke gelenke gelenke grade
Beinmodul nB P R U S
∑
nGi
PUS 2 1 0 1 1 6
UPS 2 1 0 1 1 6
RUS 2 0 1 1 1 6
nf =
∑
nGi−6nL = 36−6×5 = 6 Freiheitsgrade der Plattform. Diese werden unabhängig
von der Kombination der drei Grundmodule erreiht.
4
Dies entspriht der vollständigen
Beweglihkeit der Plattform im dreidimensionalen Raum.
Diese Betrahtung gilt nur für die direkte Kinematik. Dagegen liefert eine Analyse der
inversen Kinematik ein leiht abweihendes Bild. In diesem Fall ist die Position und Orien-
tierung der Plattform bekannt, so dass die Plattform im Sinne des Grübler-Kurzbah-
Kriteriums niht mehr als Körper gezählt werden darf. Damit erhöht sih die Zahl der
Shleifen auf nL = 6, so dass gleihzeitig die Zahl der Freiheitsgrade auf nf = 0 sinkt. Dies
entspriht gerade der Tatsahe, dass der Manipulator bei gegebener Position und Orien-
tierung der Plattform vollständig bestimmt ist. In diesem Fall sind für jede Shleife alle
notwendigen Informationen gegeben, so dass sih diese Shleifen unabhängig voneinander
lösen lassen.
2.2.3 Kinematik und Geometrie der Beine
Die hier betrahteten Beinmodule verfügen alle über eine Kugel-/Kardangelenkpaarung.
Für die Berehnung der Kinematik ist es zwekmäÿig, das MKS an diesen Stellen auf-
zutrennen und den Abstand zwishen den beiden Gelenken als Bindungsgleihung einzu-
führen. Dies entspriht der Anwendung der Methode des harakteristishen Gelenkpaars
nah Woernle [137℄ auf PKM. Für die hier behandelten Beinmodule PUS, UPS und RUS
wird ein generishes kinematishes Modell der Mashine erstellt. Durh das Auftrennen
des Mehanismus an den Kugel-/Kardangelenkpaaren wird die komplexe Kinematik des
MKS durh ein System von sehs nihtlinearen Bindungsgleihungen beshrieben. Die
kinematishen Beziehungen werden im Folgenden in physikalishen Vektoren formuliert,
so dass die Wahl geeigneter Bezugssysteme und Parametrisierungen zunähst niht zu
erfolgen brauht. Für jedes Bein ergibt sih der geshlossene Vektorzug (Abb. 2.8)
ai + li = r + Rbi, i = 1, . . . , 6, (2.15)
wobei ai der Ortsvektor des Punkts Ai ist, bi die relative Position des Punkts Bi bezüglih
des TCP im Koordinatensystem Kp bezeihnet, r den Ortsvektor des TCP Kp und R die
Orientierung der Plattform Kp bezüglih K0 beshreibt. Diese Gleihung wird nah dem
Abstand l2i = l
2
i zwishen den Punkten Ai und Bi aufgelöst, so dass sih ein System
nihtlinearer Bindungsgleihungen ergibt
(r + Rbi − ai)2 − l2i = 0, i = 1, . . . , 6. (2.16)
4
Dabei wird vorausgesetzt, dass die Mashine eine geeignete Geometrie besitzt, also niht bereits
arhitektonish singulär ist.























Abbildung 2.8: Generishes Modell einer räumlihen PKM mit sehs Freiheitsgraden
Die Weltkoordinaten y bestehen aus einer Parametrisierung der Position und Orientie-
rung der Plattform und treten dabei in Form des Ortsvektors r und des Drehtensors
R in Ersheinung. Die Geometrie der Plattform wird durh die Vektoren bi beshrie-
ben, welhe die Position der Punkte Bi relativ zum plattformfesten Koordinatensystem
Kp in einer beliebigen Anfangslage beshreiben. Im Folgenden wird für jedes Beinmodul
der Zusammenhang zwishen den Gröÿen li,ai und den verallgemeinerten Koordinaten q
beshrieben.
Bei einem UPS-Bein ist ein linearer Antrieb zwishen einem Kugel-/Kardangelenkpaar
eingespannt. Das UPS-Bein entspriht dem ursprünglihen Entwurf von Gough [36℄ und
wurde vor allem bei Plattformen für Flug- und Fahrsimulatoren [11℄ verwendet. Bei neue-
ren Designs für Werkzeugmashinen wurde der Hydraulikzylinder durh eine Kugelroll-
spindeln oder einen Lineardirektantrieb [129℄ ersetzt. Mashinen dieses Typs werden auh
als Hexapod bezeihnet. Beine vom UPS-Typ werden teilweise auh zur Modellierung von
Seilplattformen eingesetzt, wobei unterstellt wird, dass die Seile stets unter hinreihen-
der Spannung stehen und die Seilführungen als Kugelgelenke modelliert werden können
[31℄. Rein kinematish gesehen wird bei einem UPS-Modul der Abstand zwishen den bei-
den Endpunkten durh den Aktuator bestimmt. Die generishe Modellierung der PKM
nah Abbildung 2.9a ist für dieses Beinmodul sehr einfah. Der für die Bindungsgleihun-
gen (2.16) benötigte rahmenseitige Anlenkpunkt des Beins ai ist mit
ai = ci (2.17)
fest vorgegeben, wobei ci ein mashinenabhängiger konstanter Ortsvektor ist und daher
als gegeben betrahtet werden kann. Die Länge
li = qi + q0 (2.18)
des Beins hängt nur von der verallgemeinerten Koordinate qi des Shubgelenks ab. Hier
muss nur ein konstanter Oset q0 berüksihtigt werden, der z. B. bei Hydraulikzylin-
dern auftreten kann. Durh diese simple Struktur besitzt das UPS-Modul die wenigsten
geometrishen Parameter.
Durh eine Variation der Reihenfolge der Gelenke entsteht aus dem UPS-Modul ein Bein
vom PUS-Typ (Abb. 2.9b). Bei dieser Konstruktion wird das Kugel-/Kardangelenkpaar
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Abbildung 2.9: Geometrishe Parameter der betrahteten Beinmodule
durh einen Stab konstanter Länge getrennt. Die Bewegungseinleitung erfolgt durh Ver-
änderung des rahmenseitigen Fuÿpunkts in einer linearen Führung. Damit gelingt es,
die Aktuatoren am ruhenden Mashinenrahmen anzubringen, während alle bewegungs-
übertragenden Komponenten passiv sind. Mashinen dieses Typs werden als Hexaglide,
Linaglide oder Linapod bezeihnet. Die Geometrie bestimmt sih durh den konstanten
Ortsvektor ci und den konstanten Einheitsvektor der Führung ui des Shubgelenks. Für
die Bindungsgleihung (2.16) ergibt sih
ai = ci + siui, (2.19)
wobei die verallgemeinerte Koordinate si den Weg des Antriebs P misst. Jeder Stab besitzt
eine konstante Länge li.
Eine PKM nah dem Baumuster des Delta-Roboters [19℄ verwendet Beine vom RUS-Typ
(Abb. 2.9). Dabei werden Stäbe konstanter Länge über einen drehbaren ersten Hebel
vi angetrieben. Der Aufbau ähnelt dem PUS-Typ, jedoh bewegen sih die Punkte Ai
hier auf Kreisen anstatt auf Geraden. Auh bei diesem Konzept müssen die Aktuatoren
selber niht bewegt werden, so dass sih eine groÿe Dynamik realisieren lässt. Die Position
der rahmenseitigen Stabenden Ai für die Bindungsgleihung (2.16) lässt sih mithilfe des
Drehtensors zu
ai = ci + T (ui, βi)vi (2.20)
bestimmten, wobei ci der konstante Ortsvektor zum Fuÿpunkt des Beins ist, ui die Ahse
des Drehgelenks und βi der Drehwinkel bezüglih der Anfangslage von vi. Für das kine-
matishe Modell kann ohne Beshränkung der Allgemeinheit angenommen werden, dass ci
und vi so gewählt wurden, dass vi und ui orthogonal sind. Die Länge der jeweils zweiten
Stäbe wird wiederum als Konstante li betrahtet.
Anhand der topologishen Analyse wird die PKM also in die Subsysteme Plattform, Rah-
men und Bein aufgeteilt. Diese Gliederung bildet die Grundlage für das modulare kineto-
statishe Modell, das in Kapitel 3 betrahtet wird. Die kinematishen Gleihungen lassen
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sih komponentenweise auswerten, um die benötigten Bindungen für das in den Kapiteln 4
und 5 beshriebene Verfahren zur Arbeitsraumanalyse und Maÿsynthese zu erhalten.
2.2.4 Inverse Kinematik
Die Aufgabe bei der inversen Kinematik besteht darin, die Bewegung der Antriebe aus
einer gegebenen Bewegung des End-Eektor zu bestimmen. Die kinematishen Gröÿen
der Plattform sind somit bekannt und die Bindungsgleihungen müssen nah den Ge-
lenkgröÿen aufgelöst werden. Eine vollständig parallele Mashine besitzt genau so viele
Beine wie Freiheitsgrade und die Kinematik kann für jedes dieser Beine einzeln betrahtet
werden. Insofern ist die inverse Kinematik bei parallelen Robotern auf natürlihe Wei-
se entkoppelt. Jede Bindungsgleihung (2.16) wird zunähst nah den verallgemeinerten
Koordinaten qi aufgelöst. Bei vielen PKM kann eine geshlossene Lösung der inversen Ki-
nematik gefunden werden. Dies ist insbesondere für die oben genannten Beintypen PUS,
UPS und RUS möglih. Da die direkte Kinematik bei parallelen Robotern sehr kompliziert
ist, bildet die Lösung der inversen Kinematik einen wesentlihen Grundbaustein für die
Berehnung des Arbeitsraums sowie für die Maÿsynthese und Optimierung der Mashine.
Von den betrahteten Beinmodulen besitzen die Beine vom UPS-Typ die einfahste Lösung,
denn in diesem Fall liegt die Gleihung bereits in einer entkoppelten Form vor und kann
direkt nah der Koordinate
qi = (r + Rbi − ai)2 i = 1, . . . , 6 (2.21)
aufgelöst werden.
Für das PUS-Modul werden die geometrishen Beziehungen eingesetzt und es ergibt sih
die quadratishe Gleihung
(r + Rbi − ci − siui)2 − l2i = 0, i = 1, . . . , 6, (2.22)
die sih zu
qi = ui .di ±
√
(ui .di)2 − d2i + l2i mit di = r + Rbi − ci (2.23)
auösen lässt. Jedes PUS-Bein hat also zwei Lösungen für die inverse Kinematik, die den
beiden Möglihkeiten für den Zusammenbau entsprehen.
Für das RUS-Modul ergibt sih durh Einsetzten der Relativterme
(r + Rbi − ci − T (ui, βi)vi)2 − l2i = 0, i = 1, . . . , 6. (2.24)
Auh hier ist es nützlih, die Abkürzung di = r+Rbi−ci einzuführen. Für den Drehtensor
T (u, β) wird die Rodrigues-Formel
T (u, β) = cosβI3 + (1− cosβ)uuT + sin βu˜ (2.25)
verwendet, wobei der Tilde-Operator aus einem Vektor u einen Tensor generiert, so dass
u˜x = u× x gilt. Durh Einsetzten oben genannter Terme lässt sih die Gleihung (2.24)
in die Form
A sin βi +B cosβi + C = 0 (2.26)
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umshreiben, wobei sih für die skalaren Konstanten die Werte
A = 2di .vi − 2di . (uiuTi )vi, (2.27)
B = 2di . u˜ivi, (2.28)
C = d2i + v
2
i − l2i + 2di . (uiuTi )vi (2.29)





C2 (B2 + A2 − C2)
C2 − A2 . (2.30)
2.2.5 Direkte Kinematik
Das Problem der direkten Kinematik lässt sih für räumlihe PKM folgendermaÿen for-
mulieren: Gegeben sind die sehs festen Punkte im Raum a1, . . . ,a6, die relativen Posi-
tionen von sehs Punkten b1, . . . , b6 auf einem starren Körper im Raum sowie die paar-
weisen Abstände li = AiBi. Gesuht ist die Position und Orientierung des starren Körpers
(Abb. 2.8). Das Problem der Vorwärtskinematik ist verglihen mit der inversen Kinematik
bei parallelen Robotern erheblih shwieriger zu lösen. Bisher konnte für eine allgemeine
Geometrie keine geshlossene Lösung für die Berehnung von Position und Orientierung
der Plattform aus gegebenen Längen li angegeben werden. Spezielle Lösungen existieren
jedoh für Fälle mit Kongurationen, in denen z. B. einige Punkte Ai, Aj bzw. Bi, Bj iden-
tish sind [54℄. Für den allgemeinen Fall wurde jedoh gezeigt, dass höhstens 40 Lösungen
existieren [69℄, die Bindungsgleihungen auf ein Polynom 40. Grads transformiert werden
können [50℄ und bei geeigneter Geometrie bis zu 40 vershiedene reelle Lösungen für das
direkte kinematishe Problem existieren [28℄. Diese Untersuhungen sind von hohem Wert
für die theoretishe Analyse, da viele Rükshlüsse über die Eigenshaften der Kinema-
tik gezogen werden können. Jedoh ist das Polynom für die praktishe Berehnung eher
ungeeignet, da numerishe Algorithmen zur Berehnung der Nullstellen solher Polynome
problematish sind. Algorithmen auf Basis der Intervallanalyse sind dagegen in der Lage,
sämtlihe Lösungen der direkten Kinematik zu nden [80℄. In der Praxis lässt sih das
System der nihtlinearen Bindungsgleihungen mit numerishen Algorithmen hinreihend
shnell und genau lösen. Konvergiert der numerishe Algorithmus nur unzureihend gegen
die gesuhte Lösung, weist dies häug auf eine PKM mit ungünstiger Geometrie hin. Für
die Transformation innerhalb der Steuerungen haben sih Newton-Raphson-Verfahren
bewährt, die eine Lösung verfolgen und aufgrund der inkrementellen Veränderung gegen-
über der letzten Auswertung der Kinematik in wenigen Shritten eine hinreihend genaue
Approximation der Lösung nden.
Für die numerishe Behandlung der direkten Kinematik müssen die relativen Terme für
die vershiedenen Beinkinematik-Module nur in Gleihung (2.16) eingesetzt werden. Da
es niht möglih ist, dieses System geshlossen zu lösen, bietet diese Form einen hin-
reihend allgemeinen Weg, um die direkte Kinematik auf numerishe Weise zu lösen. In
Abshnitt 3.2 wird eine Methode vorgestellt, mit der sih ein vollständiges kinetostatishes
Modell der Mashine erstellen lässt. Dieses shlieÿt neben der Betrahtung der Positio-
nen auh die Geshwindigkeits-, Beshleunigungs- und Kraftübertragung ein und erlaubt
somit das Aufstellen der Bewegungsgleihungen.
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2.2.6 Dierentielle Kinematik und Jaobi-Matrix
Für eine Reihe von Untersuhungen zur Kinematik von Robotern werden neben der Posi-
tionsübertragung auh deren Ableitungen benötigt. Diese Ableitungen werden häug als
dierentielle Kinematik bezeihnet und können als Übertragung von Geshwindigkeiten
gedeutet werden. Im Allgemeinen ist die Funktion der direkten oder inversen Kinematik
nihtlinear in den verallgemeinerten Koordinaten/Weltkoordinaten. Dagegen ergibt sih
für den dierentiellen Zusammenhang stets eine kongurationsabhängige lineare Über-
tragung, die sih formal leiht als Jaobi-Matrix herleiten lässt. Aus der Beziehung der


































δy = J IKδy (2.33)
deniert, wobei in niht singulären Stellungen JDK = (J IK)−1 gilt. Da für viele PKM
eine geshlossene Lösung der inversen Kinematik existiert, kann auh die inverse Jao-
bi-Matrix in geshlossener Form angegeben werden. Diese geshlossene Darstellung der
Jaobi-Matrix bildet den Ausgangspunkt für die Untersuhungen der Singularitäten (Ab-
shnitt 4.4.3) und der Manipulierbarkeit (Abshnitt 4.4.4) für PKM.
2.2.7 Arbeitsraum
Der Arbeitsraum bildet eine zentrale Eigenshaft bei Robotern und ist daher in den fol-
genden Kapiteln Gegenstand der Untersuhungen. Er wird dabei nah zwei unabhängigen
Merkmalen klassiziert. Einerseits erfolgt die Einteilung über die geforderten Eigenshaf-
ten, die an allen Punkten erfüllt sein müssen. Andererseits werden Unterräume des im
Allgemeinen sehs-dimensionalen Arbeitsraums betrahtet, bei denen an jedem Punkt
des Unterraums gewisse Positionen und Orientierungen erreihbar sind. Der Begri des
Arbeitsraums wird folgendermaÿen deniert:
Als Arbeitsraum eines Roboters wird die Menge W ⊂ IR6 aller Posen bestehend aus Po-
sition und Orientierung eines End-Eektor-Koordinatensystems bezeihnet, die mit dem
Roboter unter gegebenen Anforderungen erreiht werden können.
Der Begri des Arbeitsraums bezieht sih explizit auf den durh die gegebenen Anfor-
derungen eingeshränkten Teil. In der Praxis werden diese Anforderungen so deniert,
dass alle mehanishen und tehnishen Notwendigkeiten berüksihtigt werden. In Kapi-
tel 4 werden mathematishe Bedingungen eingeführt, die eine Überprüfung der folgenden
Kriterien ermöglihen: kinematishe Erreihbarkeit, Begrenzung der Übersetzung sowie
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Freiheit von Singularitäten, Kollisionen und Gelenkbegrenzungen. Der verwendbare Ar-
beitsraum ist folglih die Shnittmenge der Arbeitsräume, die sih für die jeweils einzelnen
Kriterien ergeben. Der Arbeitsraum ist also per Denition frei von singulären Stellungen,
Kollisionen usw. Weist der Roboter solhe Einshränkungen auf, ist der Arbeitsraum die-
ses Roboters entsprehend kleiner. Zum besseren Verständnis der jeweiligen Einüsse ist
es sinnvoll, den Arbeitsraum für jedes einzelne Kriterium ermitteln zu können.
Die geometrishe Gestalt des Arbeitsraums ist für den Anwender von entsheidender Be-
deutung. Im Allgemeinen ist der Arbeitsraum eine sehs-dimensionale Menge, die sih
niht anshaulih darstellen lässt. Als zweites Merkmal zur Klassikation werden daher
Untermengen eingeführt, die es erlauben, sih shnell ein Bild von der Gestalt des Ar-
beitsraums zu mahen. Die folgenden Untermengen sind praktish nützlih:
• Der translatorishe Arbeitsraum W
T
⊂ IR3 umfasst die Menge aller Positionen des
End-Eektor-Koordinatensystems, die mit einer gegebenen festen Orientierung R
erreiht werden können.
• Der Orientierungsarbeitsraum W
O
⊂ IR3 ist die Menge aller Orientierungen, die mit
dem End-Eektor-Koordinatensystem für eine gegebene Position r erreiht werden
können.
• Der Gesamtorientierungsarbeitsraum W
GO
⊂ IR3 umfasst alle Positionen des End-
Eektor-Koordinatensystems, die mit einer gegebenen Menge an Orientierungen
erreiht werden können.
Der Arbeitsraum besitzt bei den meisten parallelen Robotern eine sehr komplexe Gestalt.
Vor allem bei Werkzeugmashinen ist für Anwender der Vergleih mit kartesishen seriel-
len Mashinen wihtig, die einen intuitiv nahvollziehbaren quaderförmigen Arbeitsraum
haben. Daher stellt sih bei der Berehnung des Arbeitsraums meist niht die Frage nah
dem gesamten Arbeitsraum, sondern nah einem gröÿten Quader innerhalb des Arbeits-
raums. Insofern ist beim Arbeitsraum neben dem Volumen die Form für eine tehnishe
Nutzung wihtig.
2.2.8 Parametrisierung der Rotation
Die Formeln der Kinematik wurden unabhängig von Koordinatensystemen mit physika-
lishen Vektoren hergeleitet. Für eine numerishe Auswertung müssen die physikalishen
Gröÿen jedoh durh geeignete Parameter in Komponenten abgebildet werden. Daher
werden in den folgenden Abshnitten einige Parametrisierungen der Rotationsmatrix be-
trahtet sowie Parametrisierungen der Geometrie für zwei Klassen von PKM vorgestellt.
Die räumlihe Drehung ist nihttrivial und in der Literatur nden sih vershiedene An-
sätze, die räumlihe Drehung zwishen zwei Koordinatensystemen mit Parametern zu
beshreiben. Es sheint keine Parametrisierung der Drehung zu existieren, die gleiher-
maÿen für alle Probleme geeignet ist. An dieser Stelle soll keineswegs ein vollständiger
Überblik über dieses Themas gegeben werden. Stattdessen werden ausgewählte Para-
metrisierungen eingeführt, die in dieser Arbeit verwendet werden. Die Transformation
zwishen zwei Koordinatensystemen K0 und Kp lässt sih als Matrix Rp beshreiben, die
eine lineare Abbildung zwishen Vektoren im Koordinatensystem Kp und Vektoren im K0
herstellt. Bei der Auswahl geeigneter Parametrisierungen wird insbesondere in Betraht














z = z′ z′′ = z′′′
Abbildung 2.10: Rotation R
WZM
zur Werkzeuganstellung mit β und ϕ
gezogen, dass PKM nur relativ kleine Rotationen der Plattform ermöglihen, so dass eine
Darstellung in Kardan-Winkeln (θ, ψ, ϕ) möglih ist. Diese setzt sih aus einer Sequenz
elementarer Drehungen um die jeweiligen Koordinatenahsen (ex, ey, ez) zusammen
R
Kardan
(θ, ψ, ϕ) = T (ez, θ)T (ey, ψ)T (ex, ϕ) (2.34)
=

cos θ cosψ cosϕ− sin θ sinϕ − cos θ cosψ sinϕ− sin θ cosϕ cos θ sinψ
sin θ cosψ cosϕ+ cos θ sinϕ − sin θ cosψ sinϕ+ cos θ cosϕ sin θ sinψ
− sinψ cosϕ sinψ sinϕ cosψ
 .
Für die Betrahtung von Werkzeugmashinen ist es sinnvoll, eine spezielle Parametrisie-
rung der räumlihen Drehung einzuführen, die berüksihtigt, dass die Plattform mit dem
Werkzeug in jede Rihtung gekippt werden kann, ohne dass eine Rotation des Werkzeugs
um seine Längsahse erfolgt (Abb. 2.10). Im Folgenden wird davon ausgegangen, dass die
z-Ahse des Plattformkoordinatensystems Kp der Längsahse des Werkzeugs entspriht.
Damit ergibt sih die Rotationsmatrix zu
R
WZM
(β, ϕ) = T (ez, β)T (ey, ϕ)T (ez,−β) (2.35)
=

cos2 β cosϕ+ sin2 β cosβ sin β(cosϕ− 1) cosβ sinϕ
cosβ sin β(cosϕ− 1) sin2 β cosϕ+ cos2 β sin β sinϕ
− cosβ sinϕ − sin β sinϕ cosϕ
 . (2.36)
Für die Beshreibung des GesamtorientierungsarbeitsraumsW
GO
für Werkzeugmashinen
ist die Matrix R
WZM
hilfreih, denn das gewünshte Shwenken der Plattform um einen
Winkel ϕ
max
kann durh die Parameter β und ϕ kompakt beshrieben werden. Dazu wird























Abbildung 2.11: Parametrisierung und Kinematik eines Simplied Symmetri Mehanism
(SSM)
2.2.9 Vereinfahte symmetrishe Gough-Plattform
In der Literatur wird für die Beshreibung der klassishen Gough-Plattform häug ein
geometrish vereinfahtes Modell herangezogen, das als Simplied Symmetri Mehanism
(SSM) bezeihnet wird. Dabei wird davon ausgegangen, dass die Anlenkpunkte Ai auf
einem Kreis mit Radius rb in der xy-Ebene von K0 liegen (Abb. 2.11). Die Anlenkpunkte
der Plattform Bi liegen ebenfalls auf einem Kreis mit Radius rp, der mit der xy-Ebene
des Koordinatensystems Kp verbunden ist. Weiterhin wird davon ausgegangen, dass die
Ortsvektoren zu den Punkte Ai und Bi  wie in Abbildung 2.11 gezeigt  um die Winkel
∆αb und ∆αp verdreht sind. Damit ergeben sih für die Anlenkpunkte die in Tabelle 2.2
angegebenen Koordinaten.
Tabelle 2.2: Parametrisierung der Position der Anlenkpunkte für SSM
i ai bi
1 rbT (ez,∆αb)ex rpT (ez,∆αp)ex
2 rbT (ez, 120
◦ −∆αb)ex rpT (ez, 120◦ −∆αp)ex
3 rbT (ez, 120
◦ +∆αb)ex rpT (ez, 120
◦ +∆αp)ex
4 rbT (ez, 240
◦ −∆αb)ex rpT (ez, 240◦ −∆αp)ex
5 rbT (ez, 240
◦ +∆αb)ex rpT (ez, 240
◦ +∆αp)ex
6 rbT (ez,−∆αb)ex rpT (ez,−∆αp)ex
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Abbildung 2.12: Versuhsträger Linapod am ISW, Stuttgart
2.2.10 Stabkinematik Linapod
Die PKM Linapod (Abb. 2.12) ist der Prototyp einer räumlihen Werkzeugmashine mit
sehs Freiheitsgraden, der am Institut für Steuerungstehnik der Werkzeugmashinen und
Fertigungseinrihtungen (ISW) der Universität Stuttgart aufgebaut wurde [109℄. Die Ki-
nematik der Mashine ist aus PUS-Elementen aufgebaut. Im Gegensatz zum SSM haben
die Stäbe beim Linapod eine konstante Länge, und die Bewegung wird durh eine Verän-
derung der rahmenseitigen Anlenkpunkte erzeugt. Die Shubgelenke sind dabei für alle
Beine parallel zur z-Ahse von K0 angeordnet, so dass alle Shlitten am Versuhsträger
parallel vershoben werden. Weiterhin wurden am Versuhsträger jeweils zwei Beinmodule
auf einer gemeinsamen Führungsbahn montiert.
In Abbildung 2.13 ist die Parametrisierung für die vorliegende Mashine Linapod zusam-
mengestellt. Die Shubgelenke der PUS-Module sind auf einem Basiskreis in der xy-Ebene
des Koordinatensystems K0 mit Radius rb angeordnet und entlang der z-Ahse von K0
ausgerihtet. Ausgehend von einer 120
◦
-Teilung sind die Fuÿpunkte mit den PUS-Beinen
um ∆a tangential vershoben. Die Beinmodule 13 mit einer Länge ll werden als untere
Beine bezeihnet und sind mit der unteren Ebene der Plattform verbunden. Entsprehend
haben die oberen Beine 46 eine Länge lu und sind an der oberen Plattformebene befes-
tigt. Die plattformseitigen Anlenkpunkte sind auf Kreisen mit Radius rl (unten) und ru
(oben) angeordnet. Die Kreise liegen jeweils auf den Ebenen, die parallel zur xy-Ebene

















Abbildung 2.13: Parameterisierung der Linapod -Geometrie
Tabelle 2.3: Plattform- und rahmenseitige Anlenkpunkte beim Linapod
i ci bi
1 T (ez, 0
◦)(rbex +∆aey) T (ez,∆α)rlex +∆tez
2 T (ez, 120
◦)(rbex +∆aey) T (ez, 120
◦ +∆α)rlex +∆tez
3 T (ez, 240
◦)(rbex +∆aey) T (ez, 240
◦ +∆α)rlex +∆tez
4 T (ez, 0
◦)(rbex −∆aey) T (ez,−∆α)ruex + (∆t+∆h)ez
5 T (ez, 120
◦)(rbex −∆aey) T (ez, 120◦ −∆α)ruex + (∆t+∆h)ez
6 T (ez, 240
◦)(rbex −∆aey) T (ez, 240◦ −∆α)ruex + (∆t+∆h)ez
Tabelle 2.4: Geometrishe Parameter der Mashine Linapod und ihre nominellen Werte
Parameter Wert Beshreibung
ll 1.25m Länge des unteren Beins
lu 1.7m Länge des oberen Beins
rb 0.886m Radius des Rahmens der Mashine
ru 0.2m Radius der oberen Plattformebene
rl 0.22m Radius der unteren Plattformebene
∆a −0.05m Tangentialer Versatz der rahmenseitigen Anlenkpunkte
∆h 0.2m Abstand zwishen unterer und oberer Plattformebene
∆t 0.2m Abstand zwishen Kp und unterer Plattformebene
∆α 35◦ Verdrehung von unteren und oberen Anlenkpunkte gegen-
über Kp
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von Kp sind. Der Abstand ∆t bezeihnet die Entfernung zwishen der unteren Ebene und
Kp, und ∆h ist der Abstand zwishen der unteren und der oberen Plattformebene. Damit
ergeben sih die in Tabelle 2.3 zusammengestellten Ortsvektoren für die Anlenkpunkte ci
und bi. Die nominellen Werte der geometrishen Parameter des Versuhsträgers sind in
Tabelle 2.4 zusammengestellt.
2.3 Intervallanalyse
Die Intervallarithmetik wurde von Ramon E. Moore [89℄ vorgeshlagen und ursprünglih
dazu verwendet, die Auswirkungen von Rehen- und Rundungsfehlern zu berüksihtigen.
Daneben bietet die Intervallarithmetik eine Möglihkeit, den maximalen Wertebereih ei-
ner Funktion über einem Intervall abzushätzen. Dies ist auh dann möglih, wenn einige
der Eingangsdaten niht exakt sondern innerhalb eines Intervalls bekannt sind. Auf der
Basis der Intervallarithmetik wurde die Intervallanalyse entwikelt, die unter Ausnutzung
der speziellen Eigenshaften der Intervallarithmetik auf einen weiten Bereih numerisher
Probleme angewendet werden kann. Insbesondere bei der Lösung nihtlinearer Gleihun-
gen, bei Constraint Satisfation Problems (CSP) und bei der globalen Optimierung mit
Nebenbedingungen wurden in den letzten Jahrzehnten leistungsfähige Algorithmen entwi-
kelt [5, 39, 92℄. Diese neuen Methoden wurden für die Lösungen von Problemen verwen-
det, die sih mit klassishen Methoden kaum behandeln lassen. Insbesondere der robus-
te Umgang mit Verfahrens- und Rundungsfehlern ermögliht auf einfahe Weise, strikte
Shranken für den numerishen Fehler einer arithmetishen Berehnung anzugeben.
Ein Intervall x̂ ist ein geordnetes Paar [a, b] zweier reeller Zahlen
x̂ = [a, b] = {x ∈ IR | a ≤ x ≤ b}, (2.37)
wobei a als Inmum und b als Supremum von x̂ bezeihnet wird. Die Dierenz zwishen
Inmum und Supremum wird Intervallbreite genannt und der Mittelwert wird als Mittel-
punkt bezeihnet. Dafür werden die Funktionen
inf x̂ = a, (2.38)
sup x̂ = b, (2.39)





deniert. Die Menge aller reellen Intervalle wird mit dem Symbol II bezeihnet. Ein Vektor
von Intervallen wird als Box bezeihnet. Analog zur Arithmetik der reellen Zahlen werden
für die Intervallarithmetik die grundlegenden Operatoren +,−, ∗, / folgendermaÿen auf
der Menge der Intervalle II erklärt:
x̂ ◦ ŷ = [a, b] ◦ [c, d] = {x ◦ y | a ≤ x ≤ b, c ≤ y ≤ d}, (2.42)
wobei durh ◦ die elementaren Operatoren +,−, ∗, / bezeihnet sind. Für den Fall der
Division sei der Ausdruk x̂/ŷ für 0 ∈ ŷ niht deniert. Für die grundlegenden Operatoren
ergeben sih die folgenden Rehenregeln
[a, b] + [c, d] = [a+ c, b+ d], (2.43)
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[a, b]− [c, d] = [a− d, b− c], (2.44)
[a, b] ∗ [c, d] = [min(ac, ad, bc, bd),max(ac, ad, bc, bd)], (2.45)
[a, b] / [c, d] = [a, b] ∗ [1/d, 1/c] falls 0 ∈/ [c, d]. (2.46)
Das Ergebnis solh einer Verknüpfung ist wiederum ein Intervall, d. h. die Menge der
Intervalle ist bezüglih der arithmetishen Operatoren +,−, ∗ abgeshlossen.5 Die entar-
teten Intervalle der Form [a, a] werden mit den reellen Zahlen identiziert. Die Interval-
lauswertung einer Operation konvergiert gegen die Arithmetik reeller Zahlen, wenn die
Intervallbreite aller Variablen gegen 0 strebt. Daher kann die Intervallarithmetik als eine
Verallgemeinerung der reellen Arithmetik betrahtet werden [89℄.
Ein Intervall x̂ heiÿt positiv (negativ) falls inf x̂ ≥ 0 (sup x̂ ≤ 0) und streng positiv (streng
negativ) falls inf x̂ > 0 (sup x̂ < 0). Zwei Intervalle x̂, ŷ sind genau dann gleih, wenn
inf x̂ = inf ŷ und sup x̂ = sup ŷ. Intervalle sind teilweise geordnet, und es gilt [a, b] < [c, d]
genau für b < c.
2.3.1 Intervallauswertung einer Funktion
Die Intervallanalyse lässt sih für gewöhnlihe stetige
6
Funktionen durhführen, die durh
Kombinationen der elementaren Operationen zusammengesetzt sind. Dabei werden die
reellen Variablen (x1, . . . , xn) der Funktion f : IR
n → IR durh reelle Intervalle (x̂1, . . . , x̂n)
ersetzt. Damit ergibt sih eine Funktion f I : IIn → II, die entsprehend der reellen Funktion
den Intervallvektor x̂ auf ein Intervall ŷ abbildet. Da die Funktion f I bis auf den Typ
ihrer Argumente mit ihrem reellen Gegenstük f übereinstimmt, wird in dieser Arbeit
darauf verzihtet, die Funktionen explizit zu untersheiden. Stattdessen lässt sih dem
Typ ihrer Argumente entnehmen, mit welher Arithmetik die Funktion auszuwerten ist.
Die Berehnung von f mit Intervallen wird als Intervallauswertung von f bezeihnet und
immer dann verwendet, wenn mindestens ein Argument der Funktion ein Intervall ist.
Aus der Denition der Intervalloperationen folgt unmittelbar
ẑ = f(x̂) ⇔ inf ẑ ≤ f(x) ≤ sup ẑ ∀ x ∈ x̂, (2.47)
d. h. die Intervallauswertung einer Funktion liefert garantierte Shranken ẑ für den Wer-
tebereih der Funktion f über der Box x̂.
2.3.2 Übershätzung
Obwohl die Intervallanalyse der Arithmetik mit reellen Zahlen ähnelt, gibt es einige signi-
kante Untershiede. Das Assoziativ- und Kommutativgesetz gilt sowohl für die Addition
als auh für die Multiplikation von Intervallen. Dagegen gilt das Distributivgesetz niht
in der gewohnten Form:
â(b̂+ ĉ) 6= âb̂+ âĉ, â, b̂, ĉ ∈ II. (2.48)
5
Bei der hier niht näher betrahteten erweiterten Intervallarithmetik wird die Division durh 0 ein-
bezogen, indem auh ±∞ als Grenze eines Intervalls zugelassen wird. Die erweiterte Intervallarithmetik
ist damit auh über der Division abgeshlossen; siehe dazu [39℄.
6
Die folgenden Ausführungen beshränken sih auf stetige Funktionen, da dies für die in dieser Arbeit
behandelten Funktionen ausreihend ist. In der Literatur existieren Erweiterungen der Intervallanalyse,
die auh für niht stetigen Funktionen erklärt sind; siehe dazu z. B. [39℄.
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Die Subdistributivität ist eine shwähere Version des Distributivgesetzes, und es gilt für
jedes Intervall â, b̂, ĉ ∈ II
â(b̂+ ĉ) ⊂ âb̂+ âĉ. (2.49)
Für eine Auswertung von Intervallfunktionen mit möglihst engen Shranken ist es so-
mit günstiger, die linke Seite von Gleihung (2.49) auszuwerten, da durh diesen Term
die shärfsten Shranken berehnet werden. Generell lässt sih feststellen, dass die Aus-
wertung eines Ausdruks mit Intervallvariablen nur dann den exakten Wertebereih des
Ausdruks liefert, wenn jede Intervallvariable genau einmal in dem Ausdruk vorkommt.
Tritt eine Variable mehr als einmal in einem Ausdruk auf, geht die Intervallidentität ver-
loren, d. h. es wird niht berüksihtigt, dass eine Variable x bei jeder Verknüpfung den
identishen Wert x ∈ x̂ hat. Daher wird die Intervallauswertung unshärfer, was zu einer
Übershätzung des Wertebereihs führt, die bereits für die einfahen Ausdrüke â2 ⊂ â∗ â
und 0 ⊂ â−â 6= 0 auftritt. Beispielsweise ergibt für x̂ = [−1, 1] der Ausdruk x̂∗x̂ = [−1, 1]
anstelle des genauen Ergebnisses x̂2 = [0, 1], denn x̂ ∗ x̂ wird behandelt wie x̂ ∗ ŷ, wobei
zufällig ŷ = x̂ ist. Da sih komplizierte Ausdrüke niht so zusammenfassen lassen, dass
jede Variable nur genau einmal vorkommt, ist eine Übershätzung unvermeidlih. Es kann
jedoh häug durh eine geeignete Umformung der Terme eine Form gefunden werden,
die zu einer moderateren Übershätzung führt. Ist dagegen die Intervallidentität gegeben,
kann durh die Intervallauswertung der Funktion
ŷ = f(x̂) (2.50)
gefolgert werden, dass f auf ŷ surjektiv ist, d. h. für jedes y ∈ ŷ mindestens ein x ∈ x̂
existiert.
2.3.3 Software und Implementierungen
Die Eigenshaften zur Einshlieÿung des Wertebereihs einer Funktion gelten für das ma-
thematishe Kalkül der exakten Intervallanalyse, d. h. es wird davon ausgegangen, dass
jede reelle Zahl ohne Fehler abgebildet werden kann. In der Praxis werden Berehnungen
jedoh mit einer endlihen Genauigkeit auf Computern ausgeführt und bei der Abbildung
von reellen Zahlen im Computer entstehen Zahlenabbruhfehler. Durh die Kontrolle der
unvermeidlihen Rundung kann erreiht werden, dass bei einer Berehnung die Rundung
für das Inmum und das Supremum eines Intervalls stets nah auÿen ausgeführt wird,
so dass das gerundete Intervall das tatsählihe Ergebnis der exakten Intervallanalyse
einshlieÿt. Eine wihtige Anwendung der Intervallanalyse ist daher die Möglihkeit, nu-
merishe Fehler automatish zu berüksihtigen. Diese Fehler können als Ungenauigkeit
der Eingangsdaten auftreten oder durh numerishe Fehler bei der Verarbeitung entste-
hen. Bei der Gleitkommadarstellung reeller Zahlen im Computer sind Zahlenabbruhfehler
unvermeidlih. Auh durh die Intervallanalyse können diese Fehler niht vermieden wer-
den, jedoh wird mit dem Ergebnis eine rigorose Abshätzung für diese Fehler mitgeliefert.
Daher sind Algorithmen auf der Basis von Intervallanalyse robust gegenüber Rundungs-
fehlern.
Es existiert eine Reihe von Programmbibliotheken und Entwiklungsumgebungen für die
Intervallanalyse. In dieser Arbeit wird BIAS/Prol von Knüppel [66, 67℄ verwendet, da für
diese Bibliothek Versionen vorliegen, die sih in C
++
-Programme unter Windows und Li-
nux einbetten lassen. Daneben existieren weitere Implementierungen, wie z. B. PASCAL-
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XSC [37℄, C-XSC [64℄ und Sun Forte [127℄, die vergleihbare Funktionen anbieten. Von
Rump wird eine Erweiterung für MATLAB (MathWorks In.) zur Intervallanalyse be-
shrieben [116, 117℄.
Aufbauend auf derartige Implementierungen der grundlegenden Funktionen für die In-
tervallanalyse wurden eine Reihe von Werkzeugen geshaen, die speziell für die Inter-
vallanalyse entwikelte Algorithmen enthalten. Ein Beispiel mit zahlreihen Anwendun-
gen für Mehanismen ist ALIAS [20℄ sowie die Erweiterung ALIAS/Maple [21℄ für das
Computeralgebra-System Maple (Waterloo Maple In.). Die Grundlagen für die dort ver-
wendeten Algorithmen nden sih bei Moore [89℄, Neumaier [92℄ und Hansen [38, 39℄.
Eine Bibliothek für die Intervallanalyse stellt neben den arithmetishen Operatoren +,−,
∗, / auh eine Auswahl der elementaren Funktionen, wie sin, cos, √·, usw., zur Verfügung.
Diese Funktionen können in der Regel ezient anhand der entsprehenden reellen Funk-






In diesem Kapitel werden Methoden zur kinematishen Untersuhung von Par-
allelkinematikmashinen an diskreten Punkten innerhalb des Arbeitsraums
vorgestellt. Im Abshnitt 3.2 wird die kinetostatishe Methode verwendet,
um ein modulares Modell für PKM zu erstellen. Abshnitt 3.3 beshreibt
einen generishen Algorithmus zur vollständigen Linearisierung von Manipula-
toren. Anhand des linearisierten Modells werden der Einuss von Fertigungs-
fehlern (Abshnitt 3.4), die Steigkeit (Abshnitt 3.5) und die Kalibrierung
(Abshnitt 3.6) einer PKM untersuht. Beispiele werden im Abshnitt 3.7 dis-
kutiert.
3.1 Einführung
Die Modellbildung für PKM ist verglihen mit seriellen Robotern erheblih aufwendiger.
Bei einem seriellen Roboter ist die Berehnung der direkten Kinematik stets eindeutig
und kann z. B. mithilfe der Denavit-Hartenberg-Parameter [26℄ automatisiert wer-
den. Dagegen ist die inverse Kinematik, bei der alle Gelenkgröÿen des Roboters aus einer
gegebenen Position und Orientierung des End-Eektors bestimmt werden, mit erheblih
mehr Aufwand verbunden. Im Prinzip ist die inversen Kinematik bei seriellen und par-
allelen Robotern identish: aufgrund der kinematishen Shleifen kann bei einer PKM
jedes Bein als serieller Manipulator betrahtet werden, dessen End-Eektor-Position und
-Orientierung durh die Plattform der PKM vorgegeben ist. Der Untershied besteht nur
darin, dass die kinematishe Struktur der Beine bei vielen PKM eine relativ einfahe Lö-
sung der inversen Kinematik ermögliht. Dagegen ist die direkte Kinematik von PKM
sehr aufwendig, denn dazu muss die gekoppelte Bewegung von allen sehs kinematishen
Ketten berüksihtigt werden. Wie in Abshnitt 2.2.5 bereits erwähnt wurde, ist für das
daraus resultierende Gleihungssystem keine geshlossene Lösung bekannt. Folglih las-
sen sih viele für serielle Roboter entwikelte Analyseverfahren niht anwenden, da diese
Verfahren eine geshlossene Lösung der direkten Kinematik erfordern. Die Analyse der
kinematishen Eigenshaften ist für PKM aber besonders wihtig, denn die Eigenshaften
hängen stark von der betrahteten Pose ab und variieren über dem Arbeitsraum erheblih.
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Die Modellierung der Kinematik räumliher paralleler Roboter erfordert für jeden Ro-
boter ein speziell angepasstes komplexes Modell. Um die Analyse zu vereinfahen, wird
in diesem Kapitel eine Methode vorgestellt, die es erlaubt, PKM aus einem Baukasten
von Modulen zusammenzustellen, um relativ shnell ein vollständiges Modell zur Unter-
suhung der direkten und inversen Kinematik zu erhalten. Ein besonderer Fokus liegt
dabei auf einer Methode, mit der neue Varianten automatish zu einem vollständigen
kinetostatishen Modell zusammengefügt werden können, so dass die Zeit für die Erstel-
lung des Modells drastish verkürzt wird. Dazu wird das Modell des Gesamtsystems aus
funktionalen Modulen aufgebaut, welhe die kinetostatishen Übertragungselemente (Ab-
shnitt 2.1) enthalten und sih intelligent verknüpfen lassen. Die Module werden daher so
gestaltet, dass ein generisher Algorithmus verwendet werden kann, um die Shlieÿbedin-
gungen automatish zusammenzustellen und zu lösen. Die so erstellten Modelle besitzen
die Gestalt eines kinetostatishen Übertragungselements und können daher mit generi-
shen Algorithmen
1
untersuht werden. Die Analyse basiert auf einem neuen Algorithmus
zur vollständigen Linearisierung von Mehrkörpersystemen (MKS). Ein besonderes Augen-
merk liegt dabei auf dem Einuss von geometrishen Parametern, die in den idealisierten
Bindungsgleihungen entfallen. Ein anshaulihes Beispiel für solhe Idealisierungen ist
der Abstand der Ahsen in einem Kardangelenk, der bei einem idealen Gelenk mit Null
angenommen wird und daher als Parameter niht explizit eingeführt wird. Aufgrund von
Fertigungstoleranzen lässt sih der tatsählihe Abstand aber niht auf Null reduzieren.
Die vorgeshlagene Linearisierung ermögliht es, die partielle Ableitung der Kinematik
auh bezüglih dieses Parameters zu berehnen, selbst wenn die interessierenden Parame-
ter in das Modell niht eingearbeitet werden. Die linearisierte Form wird verwendet, um
eine Sensitivitätsanalyse durhzuführen und damit den Einuss von Fertigungsfehlern auf
die Genauigkeit der Mashine zu untersuhen. Weiterhin wird gezeigt, dass das lineare
Modell direkt die Untersuhung der Steigkeit zulässt, sofern die jeweiligen Steigkeiten
aller Bauteile bekannt sind.
3.2 Modulares kinetostatishes Modell
Die kinetostatishe Methode stellt einen Baukasten von elementaren Komponenten zur
Verfügung, aus denen sih komplexe Mehrkörpersysteme (MKS) aufbauen lassen. Topolo-
gish gesehen lassen sih PKM aus einem kleinen Vorrat an Komponenten zusammenstel-
len. Es liegt daher nahe, die wiederkehrenden Bausteine (Beine, Plattform und Rahmen) in
einer Programmbibliothek zusammenzustellen. Bei der Implementierung stellt sih jedoh
heraus, dass das automatishe Zusammenfügen dieser einfahen Bausteine zu komplexen
Mehanismen erheblihe Probleme aufwirft, die von Hand gelöst werden müssen. Bei seri-
ellen Robotern lassen sih die Komponenten in Form von Übertragungselementen in Reihe
shalten, so dass unmittelbar das kinetostatishe Modell des MKS entsteht. Bei parallelen
Robotern müssen dagegen zunähst die kinematishen Shleifen gelöst werden, was jedoh
eine dem speziellen Problem angepasste Vorgehensweise erfordert.
1
Ein generisher Algorithmus ist ein Verfahren, das niht für jeden Mehanismus spezialisiert werden
muss. Stattdessen lassen sih generishe Algorithmen auf eine ganze Klasse von Modellen anwenden. Bei
der kinetostatishen Methode sind die wihtigsten generishen Algorithmen die kinematishen Dieren-
tiale und der Formalismus zum Aufstellen der Bewegungsgleihungen.

















Abbildung 3.1: Die Module Plattform und Rahmen mit den Shnittstellen KBi und KCi
für die Beinmodule
Der hier vorgestellte Ansatz besteht im Wesentlihen darin, Shnittstellen zu denieren,
um die erforderlihen Informationen für den Zusammenbau von den Modulen abzurufen.
Diese Informationen werden dabei zusammen mit dem Modul gespeihert und beim Zu-
sammenbau generish abgerufen. Anhand solher Module wird das kinetostatishe Modell
des gesamten Manipulators zusammengesetzt, welhes wiederum die Form eines kineto-
statishen Übertragungselements besitzt. Daher lassen sih generishe Algorithmen auf
alle Mashinen anwenden, die aus dem Baukasten hervorgehen.
3.2.1 Module und Shnittstellen
Um möglihst viele Mashinen beshreiben zu können, wird ein modulares Mashinen-
modell betrahtet, dessen innere Übertragungsfunktionen automatish aus den Funktio-
nen der Komponenten zusammengestellt werden. Dazu wird die Mashine in funktionale
Komponenten unterteilt, welhe die Module für ein Baukastensystem bilden. So ergeben
sih die austaushbaren Module Rahmen (Abb. 3.1a), Plattform (Abb. 3.1b) und Bein
(Abb. 3.2).
Das Modul Rahmen deniert die Geometrie des Mashinenständers durh die Position
und Orientierung der Koordinatensysteme KCi , i = 1, . . . , 6 (Abb. 3.1a). Diese Koordina-
tensysteme KCi werden im MKS durh starre Körper mit dem Weltkoordinatensystem K0
verbunden und fungieren als Shnittstelle, an welhe die Beine angeshlossen werden. Die
Modellierung der starren Körper erfolgt durh kinetostatishe Übertragungselemente. Für
die in dieser Arbeit betrahteten Mashinen SSM und Linapod werden Module verwendet,
welhe die Geometrie des Rahmens nah Tabelle 2.2 (Seite 27) und Tabelle 2.3 (Seite 29)
umsetzen.
Das Modul Plattform beshreibt bezüglih des Koordinatensystems Kp die relativen Posi-
tionen der Koordinatensysteme KBi , i = 1, . . . , 6, welhe die Shnittstellen für die platt-
formseitigen Anlenkpunkte der Beine bilden (Abb. 3.1b). Dabei werden die Koordinaten-
systeme KBi wiederum durh starre Körper mit dem End-Eektor-Koordinatensystem Kp
verbunden. Weiterhin bilden die Weltkoordinaten y der Plattform sowie deren Parame-
trisierung einen wesentlihen Teil des Moduls Plattform. Die Weltkoordinaten werden in
dem Modul Plattform als virtueller Manipulator implementiert, d. h. es wird eine Ket-
te von Übertragungselementen verwendet, die mit sehs Gelenken die Plattform mit der
Basis verbindet. Die Übertragungsfunktion dieser Kette und der starren Verbindungen












Abbildung 3.2: Die vershiedenen Beinmodule in M a a
a a
BILE
der Plattform wird mit µ(y) bezeihnet2 und berehnet die kinetostatishe Übertragung
von K0 auf die Koordinatensysteme Kp und KBi . Die Gelenkkoordinaten der virtuellen
Kette entsprehen dabei gerade den Weltkoordinaten y. Dies kann z. B. in Form von drei
orthogonalen Shubgelenken für die kartesishe Position rp = [x, y, z]
T
und einem Kugel-
gelenk in Kardan-Winkeln (ϕ, ψ, θ)T für die Orientierung3 R
p
geshehen. Damit ergibt
sih dann y = [x, y, z, ϕ, ψ, θ]T. Grundsätzlih sind die Weltkoordinaten jedoh ein Detail
des Moduls Plattform, so dass vershiedene Plattformen über untershiedlihe Parametri-
sierungen verfügen können. Hier werden beispielhaft zwei vershiedene Plattform-Module
für die Mashinen SSM (Tabelle 2.2, S. 27) und Linapod (Tabelle 2.3, S. 29) eingeführt.
Das kinematishe Übertragungsverhalten der Mashine wird wesentlih durh das Modul
Bein bestimmt, das die topologishe Struktur der Gelenke und die Geometrie der starren
Körper beshreibt. Die vershiedenen Module untersheiden sih zunähst durh die Art
und Anordnung der Gelenke und starren Körper, d. h. es wird für jede der drei Varian-
ten PUS, UPS und RUS eine spezialisierte Version des Moduls benötigt. Das Modul Bein
beinhaltet daher die Shlieÿbedingungen νi(Bi, Ci, qi), wobei für das jeweilige Bein in Ab-
hängigkeit der verallgemeinerten Koordinate qi der Punkt Ai ermittelt wird. Damit kann
der Abstand zwishen den beiden Punkten Ai und Bi (vgl. Abb. 2.8) als elementare Mes-
sung dargestellt werden, welhe in der kinetostatishen Methode als Bindungsgleihung
νi fungiert. Diese Bindungsgleihung wird zum Aufstellen der direkten und inversen Ki-
nematik benötigt. Für die einfahere inverse Kinematik wird die Berehnung der verall-
gemeinerten Koordinate qi = qi(Bi, Ci) dezentral durh eine Funktion des Moduls Bein
realisiert. Für die hier betrahteten Beine kann dies stets in geshlossener Form erfolgen,
2
Die Funktion µ stellt eine Verkettung von kinetostatishen Übertragungsfunktionen dar; folglih bildet
die Funktion den kinematishen Zustand des Inertialsystems K0 und den kinematishen Zustand y auf die
Koordinatensysteme Kp und KBi ab. Umgekehrt existiert damit auh die Funktion der Kraftübertragung,
die in der entgegengesetzten Rihtung wirkt. Für eine kompaktere Notation wird jedoh darauf verzihtet,
die Abhängigkeit vom Inertialsystem K0 anzugeben.
3
Für die Parametrisierung der Drehung siehe auh Abshnitt 2.2.8.


















Abbildung 3.3: Aufbau einer generishen modularen Parallelkinematikmashine
indem die Übertragungselemente des Beins ausgewertet werden. Damit wird im Prinzip
die Lösung der inversen Kinematik nah Abshnitt 2.2.4 implementiert. Dagegen wird die
direkte Kinematik durh das Zusammenspiel der sehs unabhängigen Beine bestimmt. Zur
Lösung der direkten Kinematik besitzt jedes Modul Bein daher eine Bindungsgleihung,
die an einen zentralen Gleihungslöser übergeben wird. Dazu wird die für jedes Bein spe-
zishe Bindungsgleihung als Übertragungselement dargestellt, so dass eine denierte
Shnittstelle entsteht, um die Gleihung für einen generishen Gleihungslöser zu einem
Gleihungssystem zusammenzustellen. Die Bindungsgleihung (2.16) ist spezish für die
jeweiligen Module und ergibt sih durh Auswertung der Übertragungsfunktion des Beins.
Für jedes Bein werden im Prinzip die relativen Terme nah Gleihungen (2.21), (2.23) oder
(2.30) eingesetzt. Im Rahmen der kinetostatishen Methode erfolgt dieses Einsetzen niht
symbolish, sondern durh eine Auswertung der Relativkinematik des Beins.
Die Berehnung der Winkel des passiven Kugel-/Kardangelenks kann für die direkte und
inverse Kinematik auf die gleihe Weise erfolgen. Durh Projektionen können die Winkel
der Kugel-/Kardangelenke stets explizit durh spezialisierte Funktionen des Moduls Bein
ermittelt werden. Dies entspriht der Vorgehensweise, wie sie bei der Bestimmung der
komplementären Winkel für räumlihe Gelenkviereke bekannt ist. Nahdem sowohl die
Weltkoordinaten der Plattform als auh die verallgemeinerten Koordinaten der Beine
ermittelt wurden, stellt jedes Bein eine entkoppelte kinematishe Shleife dar.
Ausgehend von dieser Aufteilung der Funktionalität nah Tabelle 3.1 unter den Modulen
Plattform, Rahmen und Bein wird ein generishes Modul für den automatisierten Zusam-
menbau des Gesamtsystems erstellt. An das Modul Gesamtsystem wird je eine Plattform
Tabelle 3.1: Shnittstellen und bereitgestellten Funktionen der Module
Modul Daten Funktion
Rahmen K0,KCi
Plattform Kp,KBi , y µ(y)
Bein KBi,KAi,KCi , qi νi(Bi, Ci, qi), qi(Bi, Ci)
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und ein Rahmen übergeben (Abb. 3.3). Danah werden dem System sehs Beine hinzu-
gefügt, so dass alle Bausteine einer Mashine vorhanden sind. Anhand von generishen
Algorithmen lassen sih diese Bausteine systematish dazu verwenden, aus den in Modu-
len vorliegenden Übertragungselementen das kinetostatishe Modell für die direkte und
inverse Kinematik zusammenzustellen. Durh die oben festgelegten Shnittstellen wird
der interne Aufbau der Beine, sowie die Geometrie aller Bauteile von der Struktur des
Systems abstrahiert. Dies ermögliht, eine Bibliothek vershiedener Module für Plattform,
Rahmen und Beine anzulegen, die innerhalb einer Bearbeitungszeit von Minuten beliebig
miteinander kombiniert werden können.
3.2.2 Inverse Kinematik
Zur Berehnung der inversen Kinematik werden die Weltkoordinaten der Plattform y
vorgegeben. Gesuht sind die verallgemeinerten Koordinaten q der Antriebe sowie die Ge-
lenkwinkel β der passiven Gelenke. Für den Aufbau eines Modells der inversen Kinematik
wird der folgende Algorithmus verwendet.
Algorithmus 1: Generishe inverse Kinematik
1. Das Modul Rahmen berehnet alle KCi .
2. Das Modul Plattform berehnet mit µ(y) aus gegebenen Weltkoordinaten y Position
und Orientierung der plattformseitigen Anlenkpunkte KBi.
3. Jedes Bein berehnet die verallgemeinerte Koordinate qi = qi(Bi, Ci).
4. Jedes Bein berehnet aus (Bi, Ci, qi) die abhängigen Koordinaten βi der passiven
Gelenke.
Alle kinematishen Berehnungen des Algorithmus werden durh Auswertungen von ki-
netostatishen Übertragungselementen umgesetzt. Durh die Verkettung entsteht ein Su-
perelement, das die vollständige Übertragung der kinematishen Zustände erlaubt. Die
Weltkoordinaten y sowie deren Ableitungen y˙, y¨ werden damit auf die verallgemeinerten
Koordinaten q, q˙, q¨ sowie die abhängigen Koordinaten β, β˙, β¨ abgebildet. Es steht also ein
Algorithmus zur Verfügung, der die Funktion q = ϕDK(y) und ihre Ableitungen berehnen
kann. Das Problem der inversen Kinematik ist damit für alle Mashinen einheitlih gelöst.
3.2.3 Direkte Kinematik
Bei der direkten Kinematik werden aus gegebenen verallgemeinerten Koordinaten q die
Weltkoordinaten y der Plattform ermittelt. Auh hier soll ein Superelement für die gan-
ze Mashine ermittelt werden. Für die Berehnung der direkten Kinematik ergibt sih
folgender Algorithmus:
Algorithmus 2: Generishe direkte Kinematik
1. Das Modul Rahmen berehnet alle KCi .
2. Jedes Modul Bein übergibt seine Bindungsgleihung νi(Bi, Ci, qi) an den Gleihungs-
löser. Die Plattform übergibt µ(y) an den Gleihungslöser. Dieser stellt daraus ein
implizites nihtlineares Gleihungssystem Γ(q, y) = 0 zusammen.
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3. Der Gleihungslöser berehnet eine spezielle Lösung y∗ für das Gleihungssystem
Γ(q, y) mit einem Newton-Raphson-Verfahren.
4. Die Plattform berehnet alle KBi mit µ(y∗).
5. Jedes Bein berehnet aus (Bi, Ci, qi) die abhängigen Koordinaten βi der passiven
Gelenke.
Auh bei der direkten Kinematik lassen sih alle Shritte durh kinetostatishe Übertra-
gungsfunktionen abbilden. Das nihtlineare Gleihungssystem Γ repräsentiert dabei gerade
den impliziten Kern der zu lösenden kinematishen Shleifen. Nah Absshnitt 2.1.3 lässt
sih aber das Lösen der Bindungsgleihungen als kinetostatishes Übertragungselement
abbilden. Dieses Element ermittelt neben einer Lösung y∗ auh die zeitlihen Ableitun-
gen y˙∗, y¨∗ sowie die Kraftübertragung in umgekehrter Rihtung. Die komplexen Details
eines solhen Gleihungslösers sind hinlänglih bekannt, und eine Diskussion würde den
Rahmen dieser Arbeit sprengen; eine ausführlihe Beshreibung der Theorie [59℄ und der
Implementierung [60℄ ist in der Literatur zu nden. Zusammenfassend entsteht eine Me-
thode, die punktweise die direkte Kinematik y = ϕDK(q) und ihre Ableitungen berehnen
kann.
3.3 Linearisierung
Das kinetostatishe Modell liefert für die in dieser Arbeit betrahteten PKM eine Mög-
lihkeit, die kinematishen Übertragungsfunktionen für Position, Geshwindigkeit und
Beshleunigung sowie für die Kräfte zu bestimmen. Ausgehend von diesen elementaren
Funktionen werden nun generishe Algorithmen vorgestellt, die es erlauben, vershiedene
Analysen für PKM durhzuführen. Eine besondere Rolle spielt dabei die geometrishe
Linearisierung von PKM, die in späteren Abshnitten für die Analyse der Fertigungsfeh-
ler (Abshnitt 3.4), zur Berehnung der Steigkeit (Abshnitt 3.5) und zur Kalibrierung
(Abshnitt 3.6) verwendet wird.
Als nominelle Parameter g
0
werden die Geometrieparameter bezeihnet, die als Soll-
werte der Geometrie aus dem Entwurf der Mashine vorgegebenen sind. Davon weiht
die tatsählihe Geometrie einer Mashine aufgrund von unvermeidlihen Fehlern bei der
Herstellung ab. Formal wird die Linearisierung durh partielle Dierentiation der Funkti-
on der direkten Kinematik ϕDK(q, g) nah den verallgemeinerten Koordinaten q und den















Dabei sind δy, δq, δg innitesimale Variationen der Parameter. Mit J
q
wird die Jaobi-
Matrix bezeihnet, welhe die Manipulierbarkeit des Roboters harakterisiert. Die Matrix
J
g
ist ebenfalls eine Jaobi-Matrix, welhe die Sensitivität der Position und Orientierung
der Plattform bezüglih Änderungen der geometrishen Parameter beshreibt. Für eine
gegebene Lage des Manipulators wird bei festgehaltenen verallgemeinerten Koordinaten
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Abbildung 3.4: Geshwindigkeits- und Kraftübertragung in einer Kette von Übertragungs-
elementen
δq = 0 der Einuss von Änderungen der geometrishen Parameter g auf Position und




beshrieben, wobei der Vektor δg alle praktish auftretenden Abweihungen von der no-
minellen Geometrie beinhaltet. Für serielle und für einige parallele Roboter lässt sih eine
geshlossene Lösung für die direkte Kinematik angeben, so dass sih Gleihung (3.1) di-




durh symbolishe Dierentiation zu berehnen. Für
räumlihe PKM kann die Funktion der direkten Kinematik ϕDK im Allgemeinen niht ge-
shlossen angegeben werden, da sih ϕDK nur punktweise durh die iterative Lösung eines
nihtlinearen Gleihungssystems bestimmen lässt. Dies gilt insbesondere für die PKM, für
die im vorangegangenen Abshnitt die direkte Kinematik angegeben wurde. Anstelle der
Funktion der direkten Kinematik lassen sih die Shlieÿbedingungen untersuhen, die sih
als implizites Gleihungssystem zu
Γ(y, g) = 0 (3.3)








δg = 0. (3.4)
Daraus ergibt sih unmittelbar eine dierentielle Abbildung δy = −A−1Bδg zwishen den
Weltkoordinaten y und den geometrishen Parametern g, falls A regulär ist. Dieser Ansatz
hat den Nahteil, dass für räumlihe Mehanismen die Matrix A analytish praktish niht
invertiert werden kann, da die dabei entstehenden Ausdrüke auh mit Computeralgebra
kaum behandelt werden können. Weiterhin ist es niht möglih, mit diesem Ansatz die
geometrishen Parameter zu berüksihtigen, die durh eine Idealisierung bei der Formu-
lierung der Shlieÿbedingungen Γ eliminiert wurden. Zum Beispiel wird der Abstand der
Ahsen in Kardangelenken normalerweise vernahlässigt, da sih andernfalls die Anzahl
und Komplexität der Shlieÿbedingungen relevant erhöhen würde. Im Hinblik auf eine
umfassende Sensitivitätsanalyse müssen aber gerade die Einüsse dieser Fehler betrahtet
werden.
Die kinetostatishe Methode erlaubt die Formulierung eines generishen Algorithmus zur
Untersuhung der Fehlerempndlihkeit allgemeiner räumliher Manipulatoren [104, 107℄.
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Dabei wird davon ausgegangen, dass mithilfe des modularen Ansatzes in Abshnitt 3.2 ein
vollständiges kinetostatishes Modell erstellt wurde. Damit liegt eine allgemeine Formulie-
rung zur Berehnung der Positions-, Geshwindigkeits-, Beshleunigungs- und Kraftüber-
tragung vor, welhe die Form einer Kette von Übertragungselementen hat (Abb 3.4). Die
Übertragungselemente der Kette können dabei auh Übertragungselemente zur Lösung
kinematisher Shleifen enthalten. Für eine Pose q wird ein virtueller Geshwindigkeits-
winder δtTi = [δϕ
T
i
, δrTi ] am Koordinatensystem Ki eingeführt, wobei δri eine virtuelle
Vershiebung darstellt und δϕ
i
einer virtuellen Verdrehung aus dem Raum der Starrkör-
perdrehungen entspriht. Für den virtuellen Geshwindigkeitswinder δtp am End-Eektor-







. . . J
p
)
δti = Jˇ i+1δti, (3.5)
aus dem Produkt der Jaobi-Matrizen J
i
der Relativbewegungen, wobei die Geshwin-
digkeiten nah Gleihung (2.2) vom Koordinatensystem Ki−1 auf das Koordinatensystem
Ki übertragen werden. Mithilfe der kinematishen Dierentiale (Abshnitt 2.1.5) lässt sih
die Matrix Jˇ
i+1
berehnen, welhe die Sensitivität des Koordinatensystem Kp bezüglih
virtueller Verrükungen δti am Koordinatensystem Ki beshreibt. Das Zusammenfügen
aller Matrizen J
i













Die vollständige Linearisierung kann also mit 6p Auswertungen der Geshwindigkeitsüber-
tragungsfunktion für einen beliebigen Roboter berehnet werden.
Diese Methode liefert die exakten Koezienten der Jaobi-Matrix J
g
. Für komplexe
Mehanismen wie PKM ist dieser Algorithmus rehenintensiv, denn eine PKM besteht
aus zahlreihen Gelenken und starren Körpern. Beispielsweise enthält das Modell der
Mashine Linapod p = 42 Koordinatensysteme, die alle mit virtuellen Verrükungen δti
beaufshlagt werden müssen. Anstelle der Geshwindigkeiten wird daher die Kraftüber-





] am Koordinatensystem Ki besteht
aus dem Moment τ i, das vom Koordinatensystem Ki+1 auf das System Ki einwirkt, so-
wie aus einer entsprehenden Kraft f
i
. Gemäÿ der kinetostatishen Dualität wird dieser
Kraftwinder von der Plattform Kp in Rihtung des Inertialsystems K0 übertragen, und es
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hat. Diese Form der Übertragung weist den wesentlihen Vorteil auf, dass die Shnittkraft
wi+1 rekursiv benutzt werden kann, um wi zu berehnen. Entsprehend des kinetostati-





ermittelt. Daher werden mit einer Auswertung der Kraftübertragung alle wi, i = 1, . . . , p,
für eine gegebene Pseudokraft wˇ(j)p bestimmt. Insgesamt werden daher nur sehs Auswer-
tungen der Kraftübertragung benötigt, um die vollständige Matrix J
g
zu berehnen. Die
Anzahl der Funktionsauswertungen hängt weder von der Anzahl der betrahteten Para-
meter noh von der Komplexität des Manipulators ab. Es ergibt sih damit der folgende
Algorithmus zur Aufstellung der Sensitivitätsmatrix J
g
:
Algorithmus 3: Kraftbasierte Linearisierung
1. Berehne die direkte Kinematik ϕDK(q, g
0
) des Manipulators für die betrahteten
verallgemeinerten Koordinaten q und die nominellen Parameter g
0
.






und die Einheitsmomente τˇx, τˇ y, τˇ z mit |fˇx| =
|fˇ
y
| = . . . = |τˇ z| = 1 entlang der x-, y-, z-Ahsen des Koordinatensystems Kp.
3. Führe für jede dieser sehs Einheitslasten wˇi die folgenden Shritte aus:
(a) Präge die Last wˇi am Koordinatensystem Kp ein.
(b) Berehne alle Shnittkräfte und -momente wi an jedem Koordinatensystem Ki.




Der Aufwand für eine Auswertung der Kraftübertragung hängt nur von der Anzahl nP
der Elemente in der kinematishen Kette ab, und der Gesamtaufwand des Algorithmus
ist damit von der Ordnung O(nP ). Bei der geshwindigkeitsbasierten Form müssen 6nP
Auswertungen der Geshwindigkeitsübertragungsfunktion bestimmt werden, die jeweils
eine Komplexität von O(nP ) haben, so dass der Algorithmus insgesamt eine Ordnung von
O(n2P ) besitzt.
Damit ergibt sih mit dem kraftgestützten Algorithmus ein einfahes, aber eektives Ver-
fahren zur Sensitivitätsanalyse für allgemeine Manipulatoren. Dabei wirkt sih die Tat-
sahe, dass die Kraftübertragung auh intuitiv nahvollziehbar ist, positiv bei der An-
wendung des Verfahrens aus. Ein Anwender kann auh ohne Computer eine übershlägige
Sensitivitätsanalyse für einen gegebenen Manipulator durhführen. Dazu stelle er sih vor,
der End-Eektor würde mit einer Last beaufshlagt. An jeder Stelle, an der unter Last
eine Shnittkraft auftritt, würden Fehler proportional zum Betrag der Shnittkraft eine











l1 + δl1 = q
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a) Einfaher ebener Manipulator mit zwei
Freiheitsgraden
b) Ebener Manipulator mit zwei virtuellen
Fehlergelenken P
v






















) Ebenes Gelenkvierek mit nomineller
Geometrie
d) Ebenes Gelenkvierek mit virtuellem
Fehlergelenk P
v
2 in der Koppelstange
Abbildung 3.5: Prinzip der virtuellen Fehlergelenke
3.3.1 Interpretation der Linearisierung durh virtuelle Gelenke
Das Verfahren zur vollständigen Linearisierung der Kinematik von Robotern kann anhand
des Konzepts der virtuellen Gelenke veranshauliht werden, welhes von Woernle vorge-
shlagen wurde [137℄. Dabei werden die geometrishen Parameter g, die als Längen und
Winkel bei der Beshreibung der starren Körper auftreten, durh Gelenke ersetzt, deren
verallgemeinerte Koordinaten gerade diesen geometrishen Parametern entsprehen. Ab-
bildung 3.5 illustriert, wie sih die Länge eines Roboterarms (Abb. 3.5a,b) oder die Länge
der Koppelstange eines Gelenkviereks (Abb. 3.5,d) durh virtuelle Gelenke darstellen
lassen. Durh diese Erweiterung des Modells werden die geometrishen Parameter g formal
in zusätzlihe verallgemeinerte Koordinaten q(g) transformiert, so dass die Übertragungs-
funktion ϕDK(q, q(g)) eine Variation von q und q(g) erlaubt. Damit steht unmittelbar ein
geometrish nihtlineares Modell zur Verfügung, das sowohl die Untersuhung von geome-
trishen Varianten des Mehanismus als auh eine Analyse der Empndlihkeit bezüglih
Shwankungen der Parameter q(g) ermögliht. Dazu wird bei festgehaltenen verallgemei-
nerten Koordinaten q das Übertragungsverhalten der virtuellen Gelenke untersuht, indem
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die virtuellen Verrükungen δtp des End-Eektor-Koordinatensystems
4
(EEF) bezüglih
virtueller Verrükungen δq(g) in den Gelenken betrahtet werden. Dieser Zusammenhang
ist stets linear, so dass sih die Jaobi-Matrix mithilfe der kinematishen Dierentia-
le bestimmen lässt (Abshnitt 2.1.5). Insbesondere spielt das kraftgestützte Verfahren zur
Berehnung der Jaobi-Matrix eine groÿe Rolle, denn bei der Sensitivitätsanalyse werden
in der Regel mehr geometrishe Parameter betrahtet, als der Manipulator Freiheitsgrade
besitzt.
Die Idee, virtuelle Gelenke zur Beshreibung von möglihen Variationen der Geometrie
heranzuziehen, wird dahingehend verallgemeinert, dass beliebige Arten geometrisher Ab-
weihungen untersuht werden können. Dabei wird davon ausgegangen, dass die starren
Körper wie im ursprünglihen Manipulator behandelt werden. Zusätzlih werden virtu-
elle Gelenke mit sehs Freiheitsgraden zwishen allen interessierenden Komponenten des
Mehanismus eingefügt.
Zur Modellierung des allgemeinen virtuellen Gelenks wird das Sehs-Freiheitsgrade-Gelenk
herangezogen, das in Abshnitt 2.1.2 beshrieben wurde. Da die nominelle Geometrie des
Manipulators bereits durh die Körper und Gelenke des unmodizierten Mehanismus
beshrieben wurde, ist es hinreihend, die virtuellen Gelenke auf eine Variation ihrer
verallgemeinerten Koordinaten in der Umgebung der nominalen Stellung zu beshränken.
Damit vereinfaht sih die lokale Jaobi-Matrix aus Gleihung (2.10), da x = θ = 0




























Damit wird deutlih, dass die verallgemeinerten Kräfte Q(θ), Q(x) eines solhen Gelenks
identish mit den Shnittkräften τ i, f i am Koordinatensystem Ki sind. Um nun die Ja-
obi-Matrix J
g
für den gesamten Manipulators zu berehnen, kann auf die Erweiterung
des Modells um virtuelle Gelenke verzihtet werden, wenn die kraftgestützte Methode für
die Berehnung der Jaobi-Matrix verwendet wird, und anstelle der verallgemeinerten
Kräfte Q(θ), Q(x) die Shnittkräfte τ i, f i betrahtet werden. Diese Überlegung führt dann
unmittelbar auf den in Abshnitt 3.3 vorgestellten Algorithmus.
3.3.2 Optimaler Punkt des End-Eektors
Gleihung (3.2) beshreibt den Einuss von Änderungen der geometrishen Parameter auf
die Position und Orientierung des End-Eektor-Koordinatensystem (EEF). Da die Platt-
form ein starrer Körper im Raum ist, lässt sih kein eindeutiger Referenzpunkt festlegen.
Stattdessen können unendlih viele vershiedene Punkte als End-Eektor angenommen
werden. Daher stellt sih die Frage, ob es einen Punkt auf der Plattform gibt, der für eine
gegebene Lage eine minimale Empndlihkeit bezüglih Änderungen der geometrishen
Parameter aufweist. Dieses Problem ist eng mit der Frage der kinematishen Manipulier-
barkeit verwandt, wie es beispielsweise von Ranjbaran et al. [111℄ beshrieben wird. Dabei
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Abbildung 3.6: Vershiebung des Bezugspunkts vom ursprünglihen EEF zum Punkt P
wird ein optimaler End-Eektor-Punkt (engl. Optimal Operation Point) bestimmt, der die
Manipulierbarkeit eines Roboters für eine gegebene Konguration optimiert. Die Grundi-
dee besteht darin, die Konditionszahl κ der Jaobi-Matrix J
g
zu minimieren. Wie von
Ranjbaran et al. [111℄ vorgeshlagen wurde, kann ein Shätzwert erster Ordnung κ˜F für














Dieser Shätzwert kann verwendet werden, um die Sensitivität eines bestimmten Punkts
bezüglih Änderungen der Geometrie zu bewerten, wobei m die Anzahl der Freiheitsgrade
des Manipulators bezeihnet. Die Minimierung der Konditionszahl der Sensitivitätsmatrix
J
g
entspriht dem Verfahren, wie es von Ranjbaran et al. [111℄ für die Manipulierbarkeit J
q
beshrieben wurde. Dabei wird hier die Betrahtung auf die allgemeinere Jaobi-Matrix
J
g
erweitert. Die Matrix J
g









wobei mit R, T Blokmatrizen der Dimension IR3×6p bezeihnet werden, die den rotato-
rishen und den translatorishen Teil von J
g















die Jaobi-Matrix bezüglih des EEF einem anderen Referenzpunkt P zugeordnet werden
[59℄, wobei mit p die relative Vershiebung zwishen EEF und P gegeben ist (Abb. 3.6).
Dies entspriht der Übertragungsfunktion eines starren Körpers mit der Vershiebung p.
Da det(U(p)) = 1 gilt, hängt die Determinante von J
g









Für den optimalen End-Eektor-Punkt p∗ minimiert der Vektor p∗ die Konditionszahl κF
der Jaobi-Matrix J
g




κ˜F (J g, p). (3.17)
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) = 0. (3.19)
Nun wird für J
P






























































p∗ + 4 vect(TRT) = 0 (3.26)







Es ergibt sih also eine geshlossene Darstellung für den optimalen End-Eektor-Punkt be-
züglih Änderungen der geometrishen Parameter. Dieser Punkt hängt oensihtlih von
der Position des Manipulators ab und ist daher immateriell. Er kann jedoh verwendet
werden, um untershiedlihe Varianten des Manipulators zu vergleihen, die Bewegungen
um einen Referenzpunkt erzeugen sollen. In diesem Zusammenhang muss auh festgestellt
werden, dass die Konditionszahl willkürlih beeinusst werden kann, indem das Überset-
zungsverhältnis der Antriebe beispielsweise durh Getriebe verändert wird. Insofern stellt
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das Konzept der Manipulierbarkeit nur eine Eigenshaft der reinen Mehanik des Ro-
boters dar, während die Eigenshaften des gesamten Roboters durh weitere tehnishe
Maÿnahmen verbessert werden können.
Aufbauend auf dem oben vorgestellten Verfahren zur vollständigen Linearisierung von
MKS, wird die Jaobi-Matrix J
g
in den folgenden Abshnitten verwendet, um den Robo-
ter bezüglih seiner Genauigkeit und Steigkeit zu untersuhen. Weiterhin wird aufgezeigt,
welhe Rolle J
g
bei der Kalibrierung spielt.
3.4 Fehler- und Sensitivitätsanalyse
Die oensihtlihe Anwendung der linearisierten Kinematik besteht darin, die Sensitivität
der Mashine bezüglih geometrisher Fehler zu untersuhen. Reale Mashinen weihen
stets von der idealen Geometrie ab, die durh die nominellen Parameter beshrieben wird.
Die Ursahe dafür liegt in Fertigungstoleranzen und Fehlern bei der Produktion der Bau-
teile sowie Fehlern während der Montage. Eine weitere Quelle von Fehlern ist das Spiel
in Gelenken und an Verbindungen zwishen Bauteilen. Shlieÿlih können thermishe und
elastishe Eekte einen Einuss auf die Bewegung der Plattform haben. In der Praxis
kann jedoh davon ausgegangen werden, dass verglihen mit den Abmessungen der Ma-
shine, alle diese möglihen Fehler klein sind. Daher ist eine Approximation durh ein
linearisiertes Modell gerehtfertigt. Mithilfe des in Abshnitt 3.3 vorgestellten Verfahrens
zur vollständigen Linearisierung der Kinematik kann der Einuss beliebiger geometrisher
Fehler auf die Genauigkeit der Plattform abgebildet werden. Dazu werden die virtuellen
Verrükungen δti mit den geometrishen Fehlern ∆g identiziert, so dass unmittelbar die




folgt. Neben der Bestimmung des Fehlers der Pose für bekannte Fehler ∆g der Geometrie,
soll untersuht werden, wie sih Fehler der Geometrie bei einem Manipular grundsätzlih
auswirken. Für vershiedene Roboter des gleihen Typs variieren die tatsählihen Wer-
te der Längen und Winkel entsprehend der für die Fertigung vorgegebenen Toleranzen.
Dabei wird davon ausgegangen, dass für die geometrishen Parameter die Fertigungsto-
leranzen bekannt sind und dass die tatsählih auftretenden Fehler normalverteilt sind.
Weiterhin wird angenommen, dass die Fehler klein und voneinander unabhängig sind.
Der Betrag des Gesamtfehlers ist daher die Summe der Einzelfehler, und es wird eine
statistishe Fehlerfortpanzung unterstellt. Bei der Addition zweier unabhängiger nor-






wobei σ1 und σ2 die Standardabweihungen der Summanden sind. Weiterhin gilt für die
Länge e eines Ortsvektors e = [e1, e2, e3]
T ∈ IR3







Bei der Betrahtung der Spalten der Jaobi-Matrix J
g
werden translatorishe und rotato-
rishe Anteile miteinander vermisht werden, was durh die Einführung von Metrikkoe-
zieten ̺j berüksihtigt werden muss. Diese Metrikkoezienten können als virtuelle Hebel
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betrahtet werden, welhe die Rotationen auf Translationen abbilden. Als Abshätzung
wird angenommen, dass die Standardabweihung σi eines Parameters gi der bei der Ferti-
gung verwendeten Toleranz entspriht.
5
Unter Berüksihtigung der Fehlerfortpanzung










berehnen. Wird weiterhin unterstellt, dass die Toleranzen σi alle den gleihen Wert σ

























welhe die Empndlihkeit des gesamten Manipulators bezüglih geometrisher Fehler be-
shreibt. Diese Kenngröÿe ähnelt dem statistishen Ansatz, der von Wittwer et al. [136℄
beshrieben wird. Ist für einen Prozess die erforderlihe Genauigkeit σp der Mashine
bekannt, lässt sih die Gesamtfehlerverstärkung σ dazu verwenden, um die erforderlihe
mittlere Toleranz σ für die Geometrieparameter abzushätzen. Allgemeiner ausgedrükt,
erreiht eine Mashine am EEF eine um den Faktor σ geringere Genauigkeit als in ihren
Komponenten. Dabei spielt es keine Rolle, ob die nominellen Werte für die Geometriepa-
rameter g durh Tolerierung, Vermessung oder Kalibrierung beeinusst werden.
In Anlehnung an die Argumentation in Abshnitt 3.3.2 stellt sih die Frage, welher Punkt
auf der Plattform die Gesamtfehlerverstärkung σ minimiert. An dieser Stelle wird wie-
der die Darstellung mit Blokmatrizen nah Gleihung (3.14) aufgegrien, um nah dem
Vektor p∗ zu suhen, für den σ(J
g













wobei U(p) die Übergangsmatrix nah Gleihung (3.15) ist. Die notwendige Bedingung























In der Praxis ist je nah Anwendung eine Toleranz t = ±2σ oder t = ±3σ üblih; dieser Faktor ist
jedoh für die nahfolgend beshriebenen Überlegungen unerheblih.
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Da die Matrizen R, T niht von p abhängen, muss nur das obere Teilsystem betrahtet



















wobei mit || · ||2 die euklidishe Norm bezeihnet wird und die Indizes i = 1, 2, 3 für die






((py r3j − pz r2j + t1j)2 + (pz r1j − px r3j + t2j)2








−2 (p∗zr1j − p∗xr3j + t2j) r3j + 2
(














p∗yr3j − p∗zr2 + t1j
)
r2j + 2 (p
∗
zr1j − p∗xr3j + t2j) r1j
 = 0. (3.38)








−r2jr1j r23j + r21j −r3jr2j
−r3jr1j −r3jr2j r22j + r21j







welhes zu der kompakteren Vektorform N∑
j=1
(rTj rjI3 − rjrTj )
 p∗ = N∑
j=1
(tj × rj) (3.40)
führt. Für den Punkt p∗ mit der geringsten Empndlihkeit bezüglih Fehlern in den












(tj × rj). (3.41)








zusammenfassen. Der optimale End-Eektor-Punkt bezüglih der Gesamtfehlerverstär-
kung ist also mit dem optimalen End-Eektor-Punkt bezüglih der Minimierung der
Konditionszahl der Matrix J
g
identish.



































Abbildung 3.7: Zerlegung des Geshwindigkeitswinders ti am Koordinatensystem Ki
3.5 Steigkeit
Die Linearisierung eines Manipulators bezüglih seiner geometrishen Parameter stellt eine
lineare Abbildung zwishen innitesimalen Änderungen der Geometrie und innitesimalen
Verrükungen des EEF dar. Die Jaobi-Matrix J
g
kann daher auh dazu verwendet
werden, die Steigkeitsmatrix K des Roboters für eine Pose q zu bestimmen. Wie in
Abshnitt 2.1.1 beshrieben wurde, gilt für ideale Übertragungselemente














alle virtuellen Verrükungen der geometrishen Pa-









den Shnittkräfte darstellt. Für die Betrahtung der Steigkeit wird jedes Übertragungs-
element des Manipulators als lineare Feder modelliert. Damit ergibt sih
K−1
g
















mit der lokalen SteigkeitsmatrixK
g
, die sih aus den Federkonstanten ci für jedes einzelne








wobei die Matrix K
EEF
die gesuhte Steigkeitsmatrix für den EEF ist. Dies ist eine
Vereinfahung der Eigenshaften mehanisher Bauteile, die jedoh für viele tehnishe
Anwendungen, wie beispielsweise shlanke Balken und Gelenke, ausreiht. Eine Verallge-
meinerung zu einer voll besetzten Steigkeitsmatrix kann durh eine Analyse mit Finiten
Elementen erreiht werden. Gleihung (3.44) und (3.45) werden nun in Gleihung (3.43)







































kann also verwendet werden, um die elementweise bekannte Stei-
gkeitsmatrix K
g





Verglihen mit gewöhnlihen Industrierobotern werden für Werkzeugmashinen hohe An-
forderungen bezüglih der Genauigkeit gestellt. Neben einer hohwertigen Fertigung wer-
den diese Mashinen daher nah der Montage kalibriert. Dies kann entweder mehanish,
z. B. durh Stellshrauben an den linearen Führungen der Mashine, geshehen oder durh
eine Kompensation in der NC-Steuerung. Bei seriellen Robotern kann die Kalibrierung
für jeden Antrieb unabhängig durhgeführt werden, denn die Bewegungen sind entkoppelt
und bestehen entweder aus einem Kreisbogen oder einer Geraden. Abweihungen von der
vorgegebenen Geometrie können daher messtehnish leiht festgestellt und kompensiert
werden. Bei PKM sind die Bewegungen aller Bauteile miteinander gekoppelt, so dass die
Bewegung eines einzelnen Antriebs an der Plattform eine komplexe Trajektorie im Raum
erzeugt, die Translationen und Rotationen miteinander vermisht. Es ergeben sih bei
der Kalibrierung daher zwei shwerwiegende Probleme. Verglihen mit dem Vermessen
von Linearität und Rundheit ist die gleihzeitige Vermessung von Position und Orientie-
rung im Raum gerätetehnish aufwendig und eher ungenau. Das zweite Problem besteht
darin, dass die zu identizierenden Parameter in der Transformation der NC-Steuerung
ebenfalls miteinander gekoppelt sind. Daher ist es nur möglih, alle Parameter gleihzeitig
zu ermitteln.
Die Linearisierung der Kinematik bezüglih der geometrishen Parameter spielt daher eine
wihtige Rolle bei der Kalibrierung von Robotern. Die Untersuhung von vershiedenen
Verfahren zur Kalibrierung würde den Rahmen dieser Arbeit sprengen, aber an dieser
Stelle soll skizziert werden, welhe Rolle die linearisierte Form der Kinematik bei der
Kalibrierung spielt. Hier wird davon ausgegangen, dass für die Kalibrierung N Paare von





, aufgenommen wurden. Gesuht sind die geometrishen





} minimieren. Dazu wird in der Praxis die Methode der kleinsten
















































Diese und ähnlihe Methoden werden für die Kalibrierung von PKM verwendet, bei denen
die Matrix J
g
bei den meisten Ansätzen durh numerishe Dierentiation bestimmt wird
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[2, 27℄. Aus der Konstruktion der Mashine sind die nominellen Parameter bekannt, die
als erster Shätzwert g
0
für die Geometrieparameter verwendet werden. Die tatsählihen
Parameter werden durh g = g
0
+∆g dargestellt, wobei ∆g eine kleine Korrektur gegen-
über den nominellen Parametern g ist. Daraus ergibt sih ein lineares Gleihungssystem





























) die Auswertung der direkten Kinematik für den Shätzwert g
0
der geometrishen Parameter ist. Die gesuhten Gröÿen ∆g können also mit der Jaobi-
Matrix J
g
berehnet werden. In der Praxis werden für die Lösung von Gleihung (3.48)
meistNewton-Verfahren oder Levenberg-Marquardt-Methoden verwendet. Weiter-





verwenden. Insbesondere im Hinblik auf die Optimierung der Messpositionen bildet die
exakte und shnelle Bestimmung von J
g
eine wihtige Grundlage [8℄.
3.7 Ergebnisse
3.7.1 Generishe Kinematik
Die in Abshnitt 3.2 vorgestellte Vorgehensweise soll im folgenden Beispiel veranshauliht
werden. Dazu wird das Aufstellen des kinetostatishen Modells anhand des Algorithmus
generishe inverse Kinematik für den im nähsten Abshnitt betrahteten Linapod
betrahtet.
Zunähst wird davon ausgegangen, dass alle geometrishen Parameter entsprehend Ta-
belle 2.4 (Seite 29) bekannt sind. Das konkrete Modul Linapod Rahmen kapselt für die
Mashine Linapod die in Tabelle 2.3 (Seite 29) angegebenen Formeln. Damit lassen sih
die im Shritt 1 des Algorithmus gesuhten Koordinatensysteme KCi zu
c1 = T (ez, 0
◦)(rbex +∆aey) (3.52)
c2 = T (ez, 120
◦)(rbex +∆aey) (3.53)
c3 = T (ez, 240
◦)(rbex +∆aey) (3.54)
c4 = T (ez, 0
◦)(rbex −∆aey) (3.55)
c5 = T (ez, 120
◦)(rbex −∆aey) (3.56)
c6 = T (ez, 240
◦)(rbex −∆aey) (3.57)
berehnen, wobei hier auf die Komponenten der Vektoren und Matrizen in Weltkoordina-
ten übergegangen wird. Im Shritt 2 des Algorithmus wird das konkrete Modul Linapod
Plattform verwendet, um die Koordinatensysteme aller plattformseitigen Anlenkpunkte
KBi bezüglih des End-Eektors mit
b1 = T (ez,∆α)rlex +∆tez (3.58)
b2 = T (ez, 120
◦ +∆α)rlex +∆tez (3.59)
b3 = T (ez, 240













Abbildung 3.8: Modulare Modelle für untershiedlihe PKM
b4 = T (ez,−∆α)ruex + (∆t+∆h)ez (3.61)
b5 = T (ez, 120
◦ −∆α)ruex + (∆t+∆h)ez (3.62)
b6 = T (ez, 240
◦ −∆α)ruex + (∆t+∆h)ez (3.63)
zu bestimmen. Nahdem für jedes Bein die jeweiligen Anlenkpunkte ermittelt wurden,
lässt sih im Shritt 3 die geshlossene Lösung (2.23) für das PUS-Modul verwenden, um
die gesuhten verallgemeinerten Koordinaten
qi = ez .di ±
√
(ez .di)
2 − d2i + l2i mit di = R
Kardan
bi + r − ci für i = 1, . . . , 6 (3.64)
zu berehnen. Dabei treten die Weltkoordinaten y als Ortsvektor r und Rotationsma-
trix R
Kardan
in Ersheinung. In der Implementierung werden die Berehnungen von den
entsprehenden kinetostatishen Übertragungselementen vorgenommen, die den jeweilige
konkreten Programmmodulen für Plattform, Rahmen und Bein entstammen.
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Tabelle 3.2: Laufzeit des modularen kinetostatishen Modells (Windows, MS Visual
C
++
6.0, M a a
a a
BILE, Pentium IV, 3.2GHz)
Mashine Kinematik Übertragungsfunktion Auswertungen/Sekunde




















Mithilfe des in Abshnitt 3.2 vorgestellten Baukastens lassen sih leiht die vollständi-
gen kinetostatishen Modelle vershiedener PKM erzeugen und untersuhen. Hier werden
stellvertretend für die zahlreihen möglihen Kombinationen beispielhaft die Mashinen
Linapod (Abb. 3.8a), ein SSM (Abb. 3.8b) und der Delta Roboter (Abb. 3.8) vorgestellt.
In Tabelle 3.2 sind die Rehenzeiten für die Auswertung der Kinematik vershiedener Ma-
shinen angegeben, die anhand des modularen Baukastens zusammengestellt wurden. Es
wurde jeweils die Anzahl der Auswertungen der kinetostatishen Übertragungsfunktionen
pro Sekunde bestimmt. Ein Vergleih der Mashinen zeigt, dass die jeweilige Kinematik
über eine ähnlihe Komplexität verfügt.
Das modulare Modell wurde beispielhaft zur Berehnung des kinematish erreihbaren
Arbeitsraums für die PKM Linapod verwendet, indem die Positionsübertragungsfunktion
an diskreten Punkten berehnet wurde. Diese Punkte wurden auf einem Gitter vorge-
geben, um auf diesem Wege eine grobe Abshätzung des Arbeitsraums in der xy-Ebene
mit z = 0 zu erhalten (Abb. 3.9). Die Rehenzeit für die Bestimmung des Arbeitsraums
beträgt 3.6 s, wobei für das Gitter ein Abstand von 0.01m zur Diskretisierung verwendet
wurde. Diese Methode hat jedoh den wesentlihen Nahteil, dass keinerlei Informatio-
nen darüber vorliegen, ob sih der Arbeitsraum zwishen den Gitterpunkten fortsetzt.
Weiterhin kann auf diese Weise auh niht ermittelt werden, wie sih der Arbeitsraum in
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Abbildung 3.9: Kinematish erreihbarer Arbeitsraum des Linapod durh Diskretisierung
mit modularem kinetostatishem Modell.
Abhängigkeit von den geometrishen Parametern verändert. Eine Methode zur verizier-
ten Berehnung des Arbeitsraums wird daher in Kapitel 4 präsentiert und in Kapitel 5
zur Maÿsynthese erweitert.
3.7.3 Sensitivitätsanalyse
In den folgenden Abshnitten wird das Verfahren zur Linearisierung und Sensitivitätsana-
lyse auf vershiedene Manipulatoren angewendet. Zur Veranshaulihung wird zunähst
ein ebener serieller Roboter betrahtet. Im Anshluss daran wird die vollständige Linea-
risierung für das kinetostatishe Modell der räumlihen PKM Linapod berehnet.
Sensitivitätsanalyse für serielle Roboter
Zunähst wird ein ebener serieller Roboter (Abb. 3.10) betrahtet, um das Verfahren zur
Linearisierung anhand eines analytish nahvollziehbaren Beispiels zu illustrieren. Der
betrahtete Roboter besteht aus zwei Drehgelenken mit den Winkeln β = [β1, β2]
T
und




l1 cosβ1 + l2 cosβ12
l1 sin β1 + l2 sin β12
β12
 , (3.65)





















Abbildung 3.10: Serieller ebener Roboter mit zwei Freiheitsgraden a) Kinematik b) ein-
geprägte Kräfte und Shnittkräfte
wobei die Abkürzung β12 = β1 +β2 verwendet wird. Die Linearisierung kann durh Ablei-
tung von ϕDK(β) nah den geometrishen Parametern l = [l1, l2]
T
bestimmt werden und für















Nun wird der kraftgestützte Algorithmus (Abshnitt 3.3) verwendet, um die Sensitivi-
tätsanalyse durhzuführen. Für eine gegebene Konguration des Roboters werden die
Einheitskräfte und -momente Fx, Fy,Mz dem End-Eektor eingeprägt und die dazu ge-
hörigen Shnittkräfte Fl1 , Fl2 berehnet. Dann folgt
Fl1 = cos β1Fx + sin β1Fy, (3.67)
Fl2 = cos β12Fx + sin β12Fy (3.68)







cos β1 sin β1 0








Oensihtlih stimmen die Matrizen J
g
bei beiden Berehnungsverfahren nah Gleihung
(3.69) und Gleihung (3.66) überein. Bemerkenswerterweise werden für die Kraftbereh-
nung nur die Rihtungen der Shnittkräfte Fl1 , Fl2 benötigt, die sih auh aus der nume-

















Abbildung 3.11: Geometrie des Linapod für das betrahtete PUS-Bein
Sensitivitätsanalyse für die PKM Linapod
Im Folgenden wird eine Sensitivitätsanalyse für die PKM Linapod durhgeführt, indem
der Algorithmus aus Abshnitt 3.3 angewendet wird. Exemplarish wird zunähst der
Einuss von Änderungen in den unteren und oberen Beinlängen ll, lu untersuht. Das
Kräftegleihgewiht in der Mitte des Arbeitsraums (rp = 0, Rp = I) wird dazu anhand ei-






sowie die Einheitsmomente mˇx, mˇy, mˇz auf die Plattform eingeprägt. Damit ergibt sih
die Gleihung
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= wˇi, i = {fx, fy, fz, mx, my, mz} (3.70)
mit p
i
= ui × ri, wobei die Vektoren f (i)l für den Kraftwinder i die sehs Shnittkräfte
in Längsrihtung der Beine beinhalten (Abb. 3.11). Die sehs Einheitskraftwinder werden
mit wˇi bezeihnet und zu
[wˇ1 wˇ2 . . . wˇ6] = [fˇx fˇ y . . . mˇz] = I6 (3.71)





l . . . f
(mz)
l ] (3.72)
werden analog als Matrix F notiert. Nah dem Prinzip der kinematishen Dierentiale
werden die Shnittkräfte nah Gleihung (3.70) mit den Koezienten der Jaobi-Matrix
identiziert und es ergibt sih
JT
l
= F = A−1. (3.73)













Abbildung 3.12: Dierenz zwishen linearisiertem Modell und nihtlinearem Modell
Durh Einsetzten der nominellen geometrishen Parameter (vgl. Tab 2.4, S. 29) ergibt
sih die Jaobi-Matrix J
l





0.058 0.558 −0.616 −0.009 0.567 −0.557
−0.678 0.389 0.288 −0.649 0.316 0.333
−0.153 −0.153 −0.153 −0.230 −0.230 −0.230
−0.905 −1.219 2.125 0.103 2.411 −2.515
1.931 −1.749 −0.181 −2.844 1.511 1.332
−2.231 −2.231 −2.231 2.020 2.020 2.020

. (3.74)
Es wird nun angenommen, dass alle Beine einen Längenfehler von ∆e = ke[1, 1, 1, 1, 1, 1]
T
aufweisen. Dann resultiert aus dem linearisierten Modell für ke = 10µm ein Shätzwert
für den Positionsfehler von |∆r
TCP
| = 11.528µm. Der exakte Wert aus der nihtlinearen
Kinematik unter Berüksihtigung der veränderten Beinlängen liefert ebenfalls den Wert
|∆r
TCP
| = 11.528µm. In Abbildung 3.12 ist der relative Fehler zwishen dem linearisierten
Modell und der exakten Lösung mit dem nihtlinearen Modell über den Betrag des Fehlers
ke der Beine aufgetragen. Die Abbildung zeigt, dass die Näherung durh Linearisierung
bis zu einem Fehler von a. ke = 1mm genau ist. Für einen Fehler in der Beinlänge von
ke = 10mm liegt der Fehler bei 1%. Das linearisierte Modell liefert also selbst bei relativ
groÿen Fertigungstoleranzen eine gute Abshätzung des Fehlers am TCP.
Genauigkeit des Linapod
Im Gegensatz zum vorangegangen Abshnitt wird nun angenommen, dass die Mashine
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Abbildung 3.13: Gesamtfehlerverstärkung σ für gleihmäÿig verteilte Fehler in allen Kom-
ponenten
Empndlihkeit bezüglih Änderungen der Geometrie anhand der Matrix J
g
untersuht.
Insgesamt werden hier 126 geometrishe Parameter betrahtet, welhe die Position des
End-Eektors beeinussen. Fehler in den Orientierungen der Bauteile werden für diese
Betrahtung ignoriert, da ihr Einuss auf den End-Eektor von der jeweiligen Gröÿe der
Bauteile abhängt und es daher niht plausibel ist, diese Fehler gleihzusetzen. Zur Be-
rehnung der Fehler wird das modulare kinetostatishe Modell des Linapod verwendet
(Abb. 3.8), das eine Berehnung der Shnittkräfte an allen Koordinatensystemen erlaubt.
In Abbildung 3.13 ist die Gesamtfehlerverstärkung σ über dem translatorishen Arbeits-
raum des Linapod in der xy− Ebene für z = 0 aufgetragen. Es ist zu erkennen, dass die
Empndlihkeit der Mashine in der Mitte des Arbeitsraums den geringsten Wert von
σ = 4.485 annimmt und näherungsweise radialsymmetrish zum Rand des Arbeitsraums
hin zunimmt. Auf dem Rand des genutzten Arbeitsraums erreiht die Gesamtfehlerver-
stärkung einen maximalen Wert von σ = 5. Bemerkenswerterweise ändert sih σ über
dem Arbeitsraum nur um a. 10%. Die Gesamtfehlerverstärkung kann genutzt werden,
um abzushätzen, wie genau die Parameter eines Modells bekannt sein müssen, um eine
gegebene Genauigkeit zu erreihen. Wird beispielsweise unterstellt, dass eine Positionier-
genauigkeit ∆e
max
= 10µm erreiht werden soll, müssen die geometrishen Parameter
des Modells folglih um den Faktor σ = 5 genauer identiziert werden, um die Vorgabe
für die Genauigkeit zu erreihen. Weiterhin muss berüksihtigt werden, dass diese Mo-
dellrehnung den Einuss von Winkelfehlern vernahlässigt, so dass die tatsählihe Ge-
samtfehlerverstärkung gröÿer als 5 ist. Um hinreihend genaue Parameter für das Modell
siherzustellen, müssen entweder extrem enge Fertigungstoleranzen für die Bauteile ange-
setzt werden oder die Parameter müssen für die Bauteile entsprehend genau identiziert














































































Abbildung 3.14: Kleinster Eigenwert λ
min
[107 Nm−1] der Steigkeitsmatrix des Linapod
über dem Arbeitsraum
werden. Dazu können die Bauteile entweder einzeln vermessen werden oder die Mashine
wird einer Kalibrierung unterzogen. In diesem Zusammenhang kann die Gesamtfehler-
verstärkung der Mashine als Anhaltspunkt verwendet werden um abzushätzen, welhe
Genauigkeit für die Messmittel benötigt wird bzw. welhe Toleranzen verwendet werden
müssen, um eine vorgegebene Positioniergenauigkeit zu erreihen.
3.7.4 Steigkeitsanalyse





bestimmen. Die Berehnung der Jaobi-Matrix erfolgt, wie
bereits bei der Sensitivitätsanalyse, mit dem modularen Modell der Mashine Linapod.
Hier werden beispielhaft die Elastizitäten der Beine und der Linearantriebe betrahtet.
Damit ergibt sih der Vektor der Geometrieparameter zu g = [l1, l2, l3, l4, l5, l6]
T
und es

















= diag(cl, cl, cl, cu, cu, cu), (3.76)
K
q
= cd I6. (3.77)
















In der vorliegenden Berehnung der Steigkeit wird nur der translatorishe Anteil betrah-
tet, um die Vermishung von Translation und Rotation zu vermeiden. Als Maÿ für die
minimale Steigkeit wurde in Abbildung 3.14 der Betrag des kleinsten Eigenwerts [30℄ der
Steigkeitsmatrix über einem Quershnitt des Arbeitsraums in der xy-Ebene für z = 0
des Linapod aufgetragen. Die maximalen Werte werden in der Mitte des Arbeitsraums
erreiht, während die Steigkeit zum Rand hin abnimmt.




Steigkeit der unteren Beine
cu 6.0e7 Nm
−1





In diesem Kapitel wird ein Verfahren zur Modellierung der Kinematik von PKM durh das
Zusammenfügen von Modulen vorgestellt. Damit gelingt eine vereinheitlihte Modellbil-
dung für eine groÿe Anzahl in der Praxis auftretender Mashinenkonzepte. Dazu gehören
die Mashine Linapod, die für Fahrsimulatoren verwendeten Hexapoden (SSM) und der
Delta-Roboter. Weiterhin lassen sih beliebige Mishformen dieser Mashinen sowie geo-
metrishe Varianten von Plattform und Rahmen abbilden und einheitlih behandeln. Die
praktishe Berehnung erfolgt anhand der kinetostatishen Methode, so dass sih alle für
diese Methode hergeleiteten Algorithmen anwenden lassen, um die kinematishen Eigen-
shaften zu untersuhen.
6
Dazu gehören zunähst die Auswertung der direkten und inver-
sen Kinematikfunktion sowie deren Ableitungen zur Berehnung von Geshwindigkeiten
und Beshleunigungen. Mit den kinetostatishen Übertragungselementen lässt sih auh
die Statikfunktion auswerten, um die Shnittkräfte für gegebene Belastungszustände zu
ermitteln. Letztere Möglihkeit wird von einem neuen Algorithmus genutzt, der die exak-
te Linearisierung der Kinematik bezüglih aller geometrisher Parameter ermögliht. Die
Komplexität des Algorithmus hängt linear von der Anzahl der Körper und Gelenke ab, so
dass für komplexe Mehrkörpersysteme wie PKM eine sehr kurze Rehenzeit erforderlih
6
Mit dem Verfahrens der kinematishen Dierentiale lassen sih auh ohne weiteren Aufwand die
Bewegungsgleihungen aufstellen [47℄. Dies wird in dieser Arbeit niht weiter verfolgt, da es keine Relevanz
für die hier entwikelte Maÿsynthese hat.
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ist. Bei der Anwendung auf PKM ist weiterhin hervorzuheben, dass das Verfahren auh
dann die exakte Linearisierung bezüglih aller geometrisher Parameter ermögliht, wenn
keine geshlossene Lösung der Kinematik bekannt ist. Die linearisierte Kinematik wird
eingesetzt, um eine Sensitivitätsanalyse durhzuführen und die Steigkeit zu berehnen.
Die für die Kalibrierung der Mashine notwendigen Ableitungen lassen sih ebenfalls auf
diese Weise bestimmen.
Alle bisher betrahteten Verfahren sind auf die Berehnung der Eigenshaften an diskre-
ten Punkten innerhalb des Arbeitsraums von PKM beshränkt. Dies ist für viele prak-
tishe Berehnungen wie die Kalibrierung hinreihend, jedoh für die Berehnung des
Arbeitsraums und die Maÿsynthese unzureihend. Daher wird in den folgenden Kapiteln






In Abshnitt 4.2 wird die Berehnung des Arbeitsraums von PKM als Cons-
traint Satisfation Problem (CSP) formuliert und es werden Algorithmen vor-
gestellt, die auf der Intervallanalyse basieren. Tehniken zur Verringerung der
Rehenzeit werden in Abshnitt 4.3 behandelt. Im Abshnitt 4.4 werden pro-
zessbedingte Anforderungen als Bindungen für das CSP aufgestellt. Beispiele
für die Arbeitsraumberehnung von PKM nden sih in Abshnitt 4.5.
4.1 Einleitung
Im vorangegangenen Kapitel 3 wurden mithilfe der kinetostatishen Methoden die Eigen-
shaften von parallelen Robotern an diskreten Punkten im Arbeitsraum betrahtet. Die
Analyse solher Punkte gibt präzise Informationen über die lokalen Eigenshaften der Ma-
shine, beantwortet aber nur bedingt die Frage nah Gröÿe und Gestalt des Arbeitsraums.
Das Beispiel zur Arbeitsraumberehnung (Abb. 3.9) bietet zwar eine erste Abshätzung
für den Arbeitsraum einer PKM, jedoh stellt sih die Frage, wie fein das Gitter gewählt
werden muss und ob niht selbst für ein sehr feines Gitter spezielle Punkte zwishen den
Gitterpunkten existieren, die abweihende Eigenshaften aufweisen. Dieses Problem tritt
in besonderem Maÿe bei PKM auf, da sih deren Eigenshaften über dem Arbeitsraum
stark verändern können. Im Gegensatz zu seriellen Robotern können Singularitäten bei
PKM mitten im Arbeitsraums auftreten. Im Allgemeinen lassen sih daher die Resultate
der diskretisierten Punkte niht auf den ganzen Arbeitsraum erweitern, da sih nur end-
lih viele Auswertungen durhführen lassen und keine gesiherten Informationen über die
unendlih vielen übrigen Punkte vorliegen.
Daher werden in diesem Kapitel Methoden vorgestellt, die durh die Anwendung der Inter-
vallanalyse verizierte Informationen über ein Gebiet liefern, so dass sih der Arbeitsraum
kontinuierlih betrahten lässt. Die Intervallanalyse erlaubt, mit endlih vielen Rehen-
shritten für alle Punkte im Arbeitsraum eine garantierte Entsheidung zu treen, ob die
geforderten Eigenshaften erfüllt sind oder niht. Weiterhin kann mit der Intervallanalyse
auh eine Abshätzung des ungünstigsten Verhaltens durhgeführt werden. Durh die An-
wendung der Intervallanalyse weisen die hier vorgestellten Algorithmen den Vorteil auf,
dass die Berehnungen numerish robust durhgeführt werden, d. h. dass Rundungsfehler
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während der Berehnung berüksihtigt werden und somit die Gültigkeit der Ergebnisse
garantiert werden kann. Einige Kriterien verlieren bei der Betrahtung durh die Inter-
vallanalyse jedoh etwas an Shärfe. Die mit der Intervallanalyse ermittelten Ergebnisse
shlieÿen stets die exakte Lösung ein, liefern jedoh niht immer die engste Einshlie-
ÿung. In diesem Zusammenhang muss jedoh beahtet werden, dass bei vielen anderen
Verfahren eine höhere Genauigkeit nur suggeriert wird, da diese Methoden ihre eigenen
Verfahrensfehler weniger rigoros abshätzen, als dies bei der Intervallanalyse der Fall ist.
Im nähsten Abshnitt wird der Begri des Constraint Satisfation Problem (CSP) ein-
geführt, der in den folgenden Abshnitten die Grundlage für die Berehnung und Veri-
kation des Arbeitsraums darstellt. Danah werden mit der Intervallanalyse Algorithmen
zur Lösung dieser Klasse von Problemen beshrieben. Im Anshluss daran werden die
Bindungen
1
(engl. Constraints) eingeführt, die das CSP für PKM denieren. Die Kriteri-
en für den kinematishen Arbeitsraum sowie für tehnologishe Beshränkungen werden
dann in Form solher Bindungen formuliert. Dazu werden die Komponenten der Bindungs-
gleihungen mit einem Computeralgebra-System ausgewertet und als Programmode für
die Intervallanalyse exportiert. Am Ende des Kapitels werden Beispiele und existierende
Mashinen präsentiert, für welhe die Berehnung des Arbeitsraums unter vershiedenen
Anforderungen durhgeführt wurde.
4.2 Algorithmen zur Lösung des Constraint Satisfa-
tion Problems
Das Ziel der hier vorgestellten Verfahrens ist es, eine einheitlihe Methodik für die Analy-
se und Synthese von PKM zur Verfügung zu stellen. Die Methode erlaubt es, beginnend
mit einer vorläugen Analyse bis hin zur Optimierung der Mashinen, alle erforderlihen
Shritte durhzuführen, ohne dass die Bindungsgleihungen des Modells neu erstellt wer-
den müssen. Dazu wird zunähst das folgende Problem
Φ(c, v) > 0 ∀ v ∈ Xv (4.1)
betrahtet. Dabei werden die Berehnungsvariablen im Vektor c zusammengefasst und die
Verikationsvariablen werden mit dem Vektor v bezeihnet. Die Menge Xv wird Veri-
kationsmenge genannt. Die Aufgabe, alle Lösungen eines solhen Ungleihungssystems Φ
zu nden, wird in der Literatur als Constraint Satisfation Problem (CSP) bezeihnet.
Folglih wird ein Algorithmus zur Lösung solher Probleme CSP-Löser genannt. In die-
sem Kapitel werden in der Regel die Weltkoordinaten y der Plattform mit dem Vektor c
identiziert, so dass das CSP die Berehnung des Arbeitsraums ermögliht. Die Aufgabe
besteht also darin, alle Positionen zu bestimmen, an denen bestimmte Bedingungen erfüllt
sind. Im folgenden Kapitel 5 wird die Aufgabe so umformuliert, dass durh ein CSP eine
Maÿsynthese durhgeführt werden kann.
Die Intervallanalyse hat sih als mähtiges Werkzeug zur Behandlung von CSP bewährt
und wird im Folgenden auf die Arbeitsraumberehnung von PKM angewandt. Die grund-
legende Idee aller folgenden Algorithmen besteht darin, eine Intervallauswertung der Ne-
benbedingungen Φ für eine Box ĉ dazu zu verwenden, um eine garantierte Aussage für
1
Der Begri der Bindung wird hier in Übereinstimmung mit der Literatur zum onstraint programming
verwendet und ist niht mit der Bedeutung in der Kinematik gleihzusetzen.







Abbildung 4.1: Bewertung einer Ungleihung Φ > 0 durh den CSP-Löser
alle Punkte c ∈ ĉ zu mahen. Dazu wird die Intervallauswertung ĥ = Φ(ĉ) berehnet2 und
das Ergebnis ĥ wird folgendermaÿen untershieden (Abb. 4.1):
• Falls inf ĥ > 0, ist die Ungleihung Φ(ĉ) > 0 in jedem Punkt c ∈ ĉ erfüllt. Eine
solhe Box ĉ wird als gültig bezeihnet.
• Falls sup ĥi < 0, ist die Ungleihung Φ(ĉ) > 0 in keinem Punkt c ∈ ĉ erfüllt. Eine
solhe Box ĉ wird als ungültig bezeihnet.
• In allen anderen Fällen kann keine verlässlihe Aussage gemaht werden. Aufgrund
der möglihen Übershätzung durh die Intervallarithmetik kann die Existenz weder
von gültigen noh von ungültigen Punkten festgestellt werden. Solhe Boxen werden
als unsiher bezeihnet.
Auf der Grundlage dieser fundamentalen Eigenshaft der Intervallanalyse werden im Fol-
genden Algorithmen vorgestellt, die es erlauben, die Lösungsmenge zu approximieren.
4.2.1 Generisher Algorithmus
Aus oben genannten Eigenshaften der Intervallanalyse wird nun ein Branh-and-Bound -
Algorithmus konstruiert, der sih zur Lösung des CSP eignet. Dabei wird das Problem
sukzessiv in kleinere Teilprobleme zerlegt (branhing), für die gesiherte Shranken von
Φ bestimmt werden (bounding). Im Hinblik auf PKM wird dieser Algorithmus später
für die Berehnung und Verikation des Arbeitsraums spezialisiert. Hierzu werden die
Bedingungen für den Arbeitsraum als Ungleihungen formuliert, so dass sie zu einem
Ungleihungssystem Φ > 0 zusammengefasst werden können, welhes dann systematish
ausgewertet werden kann. Die zentrale Aufgabe besteht darin, die Lösungsmenge
Xc = { c ∈ Xs ⊂ IRn |Φ(c) > 0 } (4.2)
zu berehnen, die alle gestellten Bedingungen erfüllt. Dabei wird die Menge Xs ⊂ IRn als
Suhraum bezeihnet. Der prinzipielle Aufbau des Verfahrens entspriht dem folgenden
Algorithmus:
Algorithmus 4: Generisher Intervall-CSP-Löser
1. Speihere eine Approximation {ĉ1, . . . , ĉn} des Suhraums Xs in der Liste LT.
2. Erstelle leere Listen LS,LI,LF für die Lösungsmenge (LS), für die ungültigen Boxen
(LI) und für die Boxen, die zu klein sind (LF).
2Φ(̂c) ist eine Abkürzung für Φ(̂c, v̂) falls der Vektor v̂ keine Verikationsvariablen enthält.
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3. Falls die Liste LT leer ist, beende den Algorithmus.
4. Entnimm die nähste Box ĉ der Liste LT.
5. Falls diam ĉ < ε, d. h. die Breite einer Komponente des Intervallvektors ĉ ist kleiner
als eine gegebene Genauigkeit ε, bewerte die Box als zu klein und lege sie in der
Liste LF ab; gehe zu Shritt (3).
6. Sofern verfügbar, wende Operationen zum Shrumpfen von ĉ an.
7. Werte die Bedingungen ĥ = Φ(ĉ) aus.
8. Falls inf ĥ > 0, d. h. das Inmum von ĥ ist für alle Bedingungen positiv und die
Bedingung ist somit für alle c ∈ ĉ erfüllt, speihere ĉ als Lösung in der Liste LS ab;
gehe zu Shritt (3).
9. Falls ein sup ĥi < 0 existiert, d. h. mindestens ein Supremum ist negativ, dann
existieren keine Lösungen c ∈ ĉ und die Box ĉ wird in der Liste LI gespeihert; gehe
zu Shritt (3).
10. Teile die Box ĉ in m Teilboxen {ĉ1, . . . , ĉm} auf und füge diese neuen Boxen in LT
ein; gehe zu Shritt (3).
Die Beshreibung von Operationen zum Shrumpfen erfolgt im Abshnitt 4.3.3. Dieser
Algorithmus bildet die Grundlage für die Lösung vershiedener Typen von CSP. Das
Grundprinzip kann dem oben stehenden Algorithmus entnommen werden. Zu Beginn des
Algorithmus werden die zu prüfenden Boxen in einer Liste platziert. Durh die Intervall-
analyse werden für eine Box garantierte Shranken für den Wertebereih bestimmt. Ist die-
ser Wertebereih streng positiv, dann ist die Bedingung stets erfüllt. Ist der Wertebereih
streng negativ, wird die Bedingung nirgendwo innerhalb der Box erfüllt. Entsprehend
wird die Box entweder als Lösung betrahtet oder als ungültig gespeihert. Shlieÿt der
Wertebereih den Wert 0 ein, kann keine gesiherte Aussage getroen werden. Allerdings
kann die Box in zwei oder mehr kleinere Boxen aufgeteilt werden und dem Algorithmus
erneut zugeführt werden. Dieses Verfahren lässt sih oensihtlih als rekursiver Algorith-
mus formulieren. Hier wird jedoh eine sequentielle Umsetzung verwendet, da sih einige
Optimierungen so leihter durhführen lassen. Ferner kann der sequentielle Algorithmus
leihter parallelisiert werden (Abshnitt 4.3.6). Die Verwaltung der Liste LT spielt be-
züglih des benötigten Speiherplatzes eine relevante Rolle. Insbesondere die Operationen
Einfügen und Entnehmen sollten so umgesetzt werden, dass sih die Liste LT wie ein
Stapel (engl. Stak) verhält.
Zunähst werden aus dem oben genannten generishen Algorithmus des CSP-Lösers zwei
wihtige Spezialisierungen abgeleitet. Dies führt in den folgenden Abshnitten zu den
Algorithmen Verifizieren und Berehnen.
4.2.2 Verikationsverfahren
Die Verikation stellt die einfahste Form der Problemstellung dar. Gegeben ist eine
Verikationsmenge Xv und es soll überprüft werden, ob für ein gegebenes c
Φ(c, v) > 0 ∀ v ∈ Xv (4.3)
erfüllt ist. Bezogen auf den Algorithmus soll also untersuht werden, ob alle in der Liste
LT enthaltenen Boxen bezüglih des Systems Φ > 0 gültig sind. Daher sind als Resultat
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der Verikation zunähst die beiden logishen Ergebnisse gültig und ungültig zu erwarten.
Darüber hinaus tritt auh der Fall auf, dass eine Verikation niht abgeshlossen werden
kann, weil die zu untersuhenden Boxen die Mindestgröÿe εv untershreiten. In diesem
Fall wird das Ergebnis als nit bezeihnet. Für alle diese Ergebnisse ist es niht not-
wendig, die Menge LS und LI zu speihern. Stattdessen wird der Algorithmus unter den
folgenden Umständen abgebrohen: sobald eine Box als ungültig identiziert wird, gibt
der Algorithmus den Wert ungültig zurük. Untershreitet eine Box die Mindestgröÿe εv,
wird nit zurükgeliefert. Wenn alle Boxen aus der Liste LT erfolgreih geprüft wurden,
gibt der Algorithmus den Wert gültig zurük. Daraus ergibt sih die folgende Variante des
generishen Algorithmus:
Algorithmus 5: Verifizieren
1. Speihere die zu verizierenden Boxen {v̂1, . . . , v̂n} in der Liste LT.
2. Falls die Liste LT leer ist, beende den Algorithmus mit dem Ergebnis gültig.
3. Entnimm die nähste Box v̂ der Liste LT.
4. Falls diam v̂ < εv, d. h. die Breite einer Komponente des Intervallvektors v̂ ist kleiner
als eine gegebene Genauigkeit εv, beende den Algorithmus mit dem Ergebnis nit.
5. Falls Operationen zum Shrumpfen die Gröÿe von v̂ reduzieren, beende den Algo-
rithmus mit dem Ergebnis ungültig.
6. Werte die Bedingungen ĥ = Φ(v̂) aus.
7. Falls inf ĥ > 0, d. h. das Inmum von ĥ ist für alle Bedingungen positiv und die
Bedingung ist somit für alle v ∈ v̂ erfüllt, verwirf v̂; gehe zu Shritt (2).
8. Falls ein sup ĥi < 0 existiert, d. h. mindestens ein Supremum ist negativ, dann
existieren keine Lösungen v ∈ v̂, beende den Algorithmus mit dem Ergebnis ungültig.
9. Teile die Box v̂ in m Teilboxen {v̂1, . . . , v̂m} auf und füge diese neuen Boxen in LT
ein; gehe zu Shritt (2).
4.2.3 Berehnungsverfahren
Bei der Berehnung wird im Gegensatz zur Verikation verlangt, die Menge
Xc = { c ∈ Xs ⊂ IRn |Φ(c, v) > 0 } (4.4)
für ein gegebenes v zu ermitteln. Bei der Berehnung wird aus dem Suhraum Xs, der
durh die Liste LT dargestellt wird, die Menge Xc bestimmt, die durh die Boxen der
Liste LS approximiert wird. Der Algorithmus liefert eine Liste von Boxen LS, die eine
Approximation der Menge Xc von unten darstellt, d. h. die Menge LS ist in Xc enthalten
und konvergiert für εc → 0 gegen Xc. Die Teilung der Boxen wird auh bei der Bereh-
nung nur bis zu einer Mindestgröÿe εc durhgeführt, denn ohne Abbruhkriterium würde
die Berehnung in den meisten Fällen endlos fortgesetzt. Ob die Mengen der ungültigen
Boxen LI und der niten Boxen LF benötigt werden, hängt von der speziellen Anwendung
ab. Zum Speihern der Mengen LI und LF wird jedoh eine erheblihe Menge Arbeitsspei-
her benötigt. Daher wird LF nur dann gespeihert, wenn in einem weiteren Rehengang
mit einer kleineren Genauigkeit εc die Güte der Approximation verbessert werden soll.
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Bei gröÿeren Problemen kann der Bedarf an Speiherplatz für LI und LF niht vernah-
lässigt werden, so dass diese Boxen häug verworfen werden. Es ergibt sih folgender
Algorithmus:
Algorithmus 6: Berehnen
1. Speihere die zu untersuhenden Boxen {ĉ1, . . . , ĉn} in der Liste LT.
2. Erstelle leere Listen LS,LI,LF für die Lösungsmenge (LS), für die ungültigen Boxen
(LI) und für die Boxen, die zu klein sind (LF).
3. Falls die Liste LT leer ist, beende den Algorithmus.
4. Entnimm die nähste Box ĉ der Liste LT.
5. Falls diam ĉ < εc, d. h. die Breite einer Komponente des Intervallvektors ĉ ist kleiner
als eine gegebene Genauigkeit εc, bewerte die Box als finit und lege sie in der Liste
LF ab; gehe zu Shritt (3).
6. Sofern verfügbar, wende Operationen zum Shrumpfen von ĉ an.
7. Werte die Bedingungen ĥ = Φ(ĉ) aus.
8. Falls inf ĥ > 0, d. h. das Inmum von ĥ ist für alle Bedingungen positiv und die
Bedingung ist somit für alle c ∈ ĉ erfüllt, speihere ĉ als Lösung in der Liste LS ab;
gehe zu Shritt (3).
9. Falls ein sup ĥi < 0 existiert, d. h. mindestens ein Supremum ist negativ, dann
existieren keine Lösungen c ∈ ĉ und die Box ĉ wird in der Liste LI gespeihert; gehe
zu Shritt (3).
10. Teile die Box ĉ in m Teilboxen {ĉ1, . . . , ĉm} auf und speihere diese neuen Boxen in
LT; gehe zu Shritt (3).
4.2.4 Hybrides Verfahren
Für eine Reihe der in der Praxis auftretenden CSP wird eine Kombination von Berehnung
und Verikation benötigt. Ein Beispiel für solh eine Kombination ist die Bestimmung des
Gesamtorientierungsarbeitsraums. Hierfür müssen alle Positionen der Plattform bestimmt
werden, an denen jeweils alle Orientierungen aus einer vorgegebenen Menge möglih sind.
Es sollen also alle Lösungen bestimmt werden, für die gilt
Xc = { c ∈ Xs ⊂ IRn |Φ(c, v) > 0 ∀ v ∈ Xv ⊂ IRm} . (4.5)
Dies kann erreiht werden, wenn die Konzepte für Berehnung und Verikation vershah-
telt angewendet werden. Dazu werden im gleihen Rehengang sowohl Verikationsvaria-
blen v als auh Berehnungsvariablen c zugelassen. Ausgehend vom Aufbau des Algorith-
mus Berehnen wird anstelle der Auswertung des Systems Φ eine Verikation durhge-
führt, wobei für die Berehnungsvariablen die aktuelle Box ĉ verwendet wird. Als Algo-
rithmus stellt sih das Verfahren folgendermaÿen dar:
Algorithmus 7: Hybrider CSP-Löser
1. Speihere die zu untersuhenden Boxen {ĉ1, . . . , ĉn} in der Liste LT.
2. Erstelle leere Listen LS,LI,LF für die Lösungsmenge (LS), für die ungültigen Boxen
(LI) und für die Boxen, die zu klein sind (LF).
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Abbildung 4.2: Ein Bisektionsshritt für die Box b̂ an der j-ten Komponente
3. Falls die Liste LT leer ist, beende den Algorithmus.
4. Entnimm die nähste Box ĉ der Liste LT.
5. Falls diam ĉ < εc, d. h. die Breite einer Komponente des Intervallvektors ĉ ist kleiner
als eine gegebene Genauigkeit εc, bewerte die Box als finit und lege sie in der Liste
LF ab; gehe zu Shritt (3).
6. Sofern verfügbar, wende Operationen zum Shrumpfen von ĉ an.
7. Rufe den Algorithmus Verifizieren für die Box ĉ und die Menge Xv auf.
8. Falls Verifizieren den Wert gültig zurükgibt, sind die Bedingungen Φ(c, v) > 0
für alle c ∈ ĉ und alle v ∈ Xv erfüllt, speihere ĉ als Lösung in der Liste LS ab; gehe
zu Shritt (3).
9. Falls Verifizieren den Wert ungültig zurükgibt, erfüllt kein c ∈ ĉ die Bedingungen
Φ(c, v) > 0 für alle v ∈ Xv, speihere ĉ in der Liste LI; gehe zu Shritt (3).
10. Falls Verifizieren den Wert nit zurükgibt, ist die Breite der Box ĉ zu groÿ; teile
die Box ĉ in m Teilboxen {ĉ1, . . . , ĉm} auf und speihere diese neuen Boxen in LT;
gehe zu Shritt (3).
4.2.5 Teilen von Boxen
Ein elementarer Shritt intervallbasierter Algorithmen besteht in der Aufteilung einer Box
b̂ ∈ IIn inm kleinere Boxen {b̂(1), . . . , b̂(m)}. Diese Aufteilung kann nah vershiedenen Kri-
terien erfolgen. In dieser Arbeit wird davon ausgegangen, dass eine Box stets in zwei klei-
nere Boxen zerteilt wird, so dass dieser Vorgang als Bisektion bezeihnet wird (Abb. 4.2).
Im Allgemeinen ist das Teilen jedoh niht auf genau zwei Teilboxen beshränkt. Bei der
Bisektion der Box werden alle Komponenten bis auf die j-te Komponente beibehalten.
Diese wird an einer Stelle b∗j ∈ b̂j zerteilt, so dass die Box in die Hälften
b̂ = b̂
(1) ∪ b̂(2) mit (4.6)
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b̂ = [b̂1, . . . , b̂j , . . . , b̂n], (4.7)
b̂
(1)
= [b̂1, . . . , [inf b̂j , b
∗
j ], . . . , b̂n], (4.8)
b̂
(2)
= [b̂1, . . . , [b
∗
j , sup b̂j ], . . . , b̂n] (4.9)
zerfällt. Für die Teilung der Box wird normalerweise der Mittelpunkt des Intervalls
b∗j = mid b̂j =
1
2
(inf b̂j + sup b̂j) (4.10)
verwendet. Beim Teilen der Box stellt sih weiterhin die Frage, welhe Komponente geteilt
wird. Eine einfahe und eektive Methode besteht darin, die Komponente j mit der gröÿ-
ten Breite diam bj zu teilen. Wenn die vershiedenen Komponenten inhomogen in ihrer
Gröÿenordnung sind, z. B. wenn Winkel und Längen betrahtet werden, kann die Aus-
wahl durh individuelle Wihtungsfaktoren gj homogenisiert werden. In diesem Fall wird
j so ausgewählt, dass diam (gj b̂j) maximal ist, wobei gj die jeweiligen Wihtungsfaktoren
sind. Neben der Auswahl der gröÿten Komponente kann j zyklish verändert oder zufällig
ausgewählt werden.
4.3 Ezienzsteigerung der Algorithmen
Die Grundstruktur der vorgestellten Algorithmen zur Lösung von CSP ist sehr einfah,
führt aber häug zu inakzeptabel langen Laufzeiten und einem hohen Speiherverbrauh.
Daher haben sih Verfahren und Heuristiken etabliert, welhe die Menge der benötigten
Ressouren stark reduzieren. Einige dieser Verfahren mit Anwendung auf PKM werden
in den folgenden Abshnitten beshrieben.
4.3.1 Separation der Verikationsmenge
Bei einigen Anforderungen lassen sih die Bindungen des Systems Φ und die damit verbun-
dene VerikationsmengeXv separieren, d. h. in diesen Fällen kann das CSP nah Gleihung
(4.1) in die Teilprobleme




Φn(c, vn) > 0 ∀ vn ∈ X (n)v , (4.12)
vT = [vT1 , . . . , v
T
n ] (4.13)
aufgeteilt werden. Dies ist beispielsweise möglih, wenn für bestimmte Bindungen Hilfs-
variablen
3
eingeführt werden. Die entkoppelten Subsysteme Φi werden durh gemeinsame
Berehnungsvariablen c bestimmt, besitzen jedoh für jede Bindung Φi separate Verika-
tionsvariablen vi. Bei dem hybriden Verfahren (Abshnitt 4.2.4) wird dazu, anstelle einer
Auswertung des Algorithmus Verifizieren für das Gesamtsystem Φ, für jedes Teilsys-
tem eine individuelle Auswertung von Verifizieren durhgeführt. Durh die getrennte
Verikation wird vermieden, Bisektionsshritte auf Verikationsvariablen vi anzuwenden,
die in diesem Teil des Systems niht vorkommen.
3
Beispielsweise werden die Parameter λi als Hilfsvariablen zur Beshreibung der Stabkollision in Ab-
shnitt 4.4.5 eingeführt.
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4.3.2 Abhängigkeiten zwishen Bindungen
Das System der Bindungsungleihungen Φ beinhaltet eine Anzahl vershiedener Kriterien,
anhand derer entshieden wird, ob eine Konguration als gültig oder ungültig bewertet
wird. Bei praktishen Problemen besteht aber häug eine kausale Abhängigkeit zwishen
den Bindungen, d. h. eine Bindung Φ1 kann eine notwendige Bedingung dafür sein, dass
Bindung Φ2 erfüllt sein kann. Daher wird Bindung Φ2 erst dann berehnet und überprüft,
wenn das System bezüglih Bindung Φ1 als gültig bewertet wurde. Zur Steigerung der
Ezienz bietet es sih daher an, Beziehungen zwishen den Bindungen auszunutzen, um
unnötige Rehenoperationen zu vermeiden. Dazu können vom Anwender leiht Regeln
vorgegeben werden, die diese Abhängigkeiten beshreiben. Als Beispiel wird die Bindung
für die kinematishe Erreihbarkeit und die Bindung für die Grenzen der passiven Gelenke
betrahtet. Da es nur sinnvoll ist, eine Konguration auf Einhaltung der Gelenkbegren-
zungen zu überprüfen, wenn sie innerhalb des erreihbaren Arbeitsraums liegt, wird die
Prüfung der Gelenkbegrenzungen nur ausgeführt, wenn die kinematishe Erreihbarkeit
veriziert wurde. Ein weiterer Grund für die Ausnutzung von Abhängigkeiten ergibt sih
daraus, dass die Prüfung der kinematishen Erreihbarkeit numerish shneller ausgeführt
werden kann. Weiterhin können bestimmte Bindungen gar niht berehnet werden, wenn
niht zuvor einige Voraussetzungen veriziert wurden. Hier wäre z. B. der Zusammenhang
zwishen kinematisher Erreihbarkeit und Autokollisionen zu nennen. Solange durh die
kinematishe Erreihbarkeit niht veriziert wurde, ob es überhaupt Lösungen für die in-
verse Kinematik gibt, können die Lagen der Bauteile niht ermittelt werden, die für die
Autokollision aber erforderlih sind. Durh Abhängigkeiten lassen sih daher sehr ezient




x− y > 0. (4.14)
Damit der Radikand in der Bindung Φ1 ausgewertet werden kann, wird die zusätzlihe
Bindung
Φ2 = x > 0. (4.15)
eingeführt und es muss zunähst anhand von Φ2 geprüft werden, ob x positiv ist. Diese Ab-
hängigkeit wird in den Algorithmus eingearbeitet, indem shlihte wenn-dann-Bedingungen
formuliert werden. Hängen die Bindungen Φ1, wie im Beispiel, von Φ2 ab, wird die Aus-
wertung von Φ1 solange aufgeshoben, bis für Φ2 der Status gültig erreiht wird. Praktish
werden dadurh zahlreihe Auswertungen von Φ1 eingespart. Gleihzeitig kann die Zuver-
lässigkeit der Programme erhöht werden, da ungültige Operationen vermieden werden
können.
4.3.3 Heuristiken zur Verbesserung der Laufzeit
Die oben vorgestellten Methoden verringern die Laufzeit der Algorithmen, indem zu-
sätzlih Informationen über das CSP Φ > 0 verwendet werden. Daher wird die Anzahl
der Funktionsauswertungen reduziert oder bleibt im ungünstigsten Fall gleih. In diesem
Abshnitt werden Heuristiken vorgestellt, die in sorgfältig ausgewählter Kombination zu
einer erheblihen Reduktion der Rehenzeit führen können. Bei einer ungünstigen Wahl
der Parameter verlängert sih die Rehenzeit jedoh signikant. Für eine sinnvolle An-
wendung der Heuristiken ist daher ein erheblihes Maÿ an Erfahrung erforderlih, um die
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Methoden für ein spezielles Problem auszuwählen. Eine automatishe Auswahl und Pa-
rametrisierung ist noh Gegenstand der aktuellen Forshung. Daher müssen die in diesem
Abshnitt vorgestellten Methoden vorsihtig angewendet werden.
Die Auswertung an diskreten Punkten liefert eine notwendige Bedingung für die Veri-
kation. Da die Verikation das Ziel hat, die Gültigkeit der Bedingungen für jeden Punkt
c ∈ ĉ zu prüfen, kann die Box ĉ bereits anhand eines Punkts verworfen werden, welher
das System Φ > 0 niht erfüllt. Als spezielle Punkte bieten sih der Mittelpunkt mid ĉ
sowie die Ekpunkte der Box an. Beim Test der Ekpunkte müssen 2n Funktionsauswer-
tungen berehnet werden, wobei n die Dimension der Box ĉ ist. Von diesen Ekpunkten
teilt eine Box jeweils bis zu 2n−1 Ekpunkte mit ihren 2n Nahbarn. Weiterhin sind zahl-
reihe Punkte zwishen geteilten und ursprünglihen Boxen identish. Damit der Test
ezient funktioniert, muss ein aufwendiges Verfahren zur Auswahl verwendet werden,
um mehrfahe Funktionsauswertungen für identishe Punkte zu vermeiden.
Die Hauptaufgabe des CSP-Lösers besteht darin zu untersuhen, ob Ungleihungen der
Form Φ(ĉ) > 0 in einer Box ĉ Lösungen besitzen. Durh Konsistenztests kann geprüft
werden, ob eine Funktion Φ in einem Teil oder dem gesamten Bereih einer Variablen ci
Lösungen besitzt [39℄. Dazu wird Φ(c) zunähst als Gleihung Φ(c) = g(ci) − h(c) = 0
betrahtet, wobei die Funktion g(ĉi) so gewählt wird, dass sih deren Umkehrfunktion
g−1 leiht und eindeutig bestimmen lässt. Die Funktion h(ĉ) kann dabei durhaus von
ci abhängen.
4
Eine Intervallauswertung ĥ0 = h(ĉ) liefert garantierte Shranken ĥ0 für
den Wertebereih der Funktion h(ĉ). Diese Abshätzung des Wertebereihs von h(ĉ) wird
verwendet, um den Wertebereih von g(ci) auf Konsistenz zu untersuhen. Da die Um-




bestimmen. Lösungen existieren folglih nur in der Shnittmenge der Intervalle ĉ′i = ĉ
∗
i ∩ ĉi.
Damit ergibt sih der Iterationsshritt für den Konsistenztest zu
ĉ′i = g
−1(h(ĉ)) ∩ ĉi. (4.16)
Der Konsistenztest wird auh verwendet, um die gesamte Box ĉ zu verwerfen, denn wenn
die Intervalle g−1(h(ĉ)) und ĉi disjunkt sind, enthält ĉ keine Lösungen von Φ. Die Betrah-
tung der Shnittmenge in Gleihung (4.16) garantiert, dass der Iterationsshritt die Box
ĉ verkleinert oder zumindest unberührt lässt. Daher ist der Konsistenztest dazu geeignet,
als Shrumpf -Operator zu fungieren. Auf die in dieser Arbeit betrahteten Ungleihungen
kann der Konsistenztest angewendet werden, indem für den Wertebereih der Gleihung
Φ = g − h = [0,∞] betrahtet wird.
Der 2B-Test (auh Hull Consisteny Test genannt [20, 39℄) ist eine spezielle Form des
Konsistenztests, bei dem ein linearer (g(ci) = ci) oder ein quadratisher Term (g(ci) = c
2
i )
einer Unbekannten ci abgespalten wird. Für beide Varianten gilt, dass sih die Umkehr-
funktion g−1 leiht bestimmen lässt. Durh Vergleih des Wertebereihs der Unbekannten
mit dem Wertebereih der Funktion h kann gegebenenfalls das Intervall der Unbekannten
verkleinert werden (Berehnung) oder die Box kann verworfen werden (Verikation). Im
Folgenden wird der 2B-Test an einem einfahen Beispiel veranshauliht. Dazu wird die
Gleihung Φ : x2 + 5x − 7 = 0 auf dem Intervall x̂ = [−2, 2] betrahtet (Abb. 4.3a). Für
den 2B-Test wird die Gleihung folgendermaÿen zerlegt:
Φ : g − h = 0 mit (4.17)
4
Es ist also niht nötig, Φ(c) nah ci aufzulösen.






















a) ursprünglihe Funktion y = Φ(x) b) Zerlegung der Funktion in g, h und
Auswertung mit Intervallen
Abbildung 4.3: Shritte beim 2B-Test für eine einfahe Funktion










bestimmt (Abb. 4.3b grauer Wertebereih). Damit ergibt sih eine garantierte Abshät-
zung des Wertebereihs von h. Um die Gleihung Φ = 0 zu lösen, muss die Funktion g
denselben Wertebereih wie h(x̂) besitzen. Da die Funktion g(x) = x die triviale Umkehr-
funktion g−1(x) = x besitzt, lässt sih unmittelbar folgern, dass die gesuhte Nullstelle
(der Shnittpunkt von g und h) im Intervall x̂′ = g−1(h(x̂)) ∩ x̂ liegen muss. Daher kann




] reduziert werden. Ein weiterer Iterationsshritt
liefert x̂′′ = [1.008, 1.328]. In ähnliher Weise lässt sih der 2B-Test für die Ungleihung
Φ > 0 verwenden. Es ergibt sih die erweiterte Funktion h∗ = 1
5
([0,∞] + 7 − x2) und
die Intervallauswertung liefert h∗([−2, 2]) = [3
5
,∞]. Die Shnittmenge mit dem Intervall
x̂ ergibt x̂′ = [3
5
, 2]. Dieses Intervall beinhaltet möglihe Lösungen, kann aber durhaus
die Lösungsmenge übershätzen. Der Konsistenztest beweist nur, dass in dem Teil [−2, 3
5
]
keine Lösungen der Ungleihung existieren. Ein zweiter Iterationsshritt liefert für die
Ungleihung Φ > 0 ebenfalls x̂′′ = x̂′ = [3
5
, 2], d. h. der 2B-Test konvergiert in einigen
Fällen niht.
Der 2B-Test ist ein sehr mähtiges Werkzeug, wenn die Box ĉ relativ groÿ ist. Die Kon-
vergenzrate nimmt in der Regel für kleinere Boxen ab und kann  wie das Beispiel oben
zeigt  vorzeitig zum Stillstand kommen. Dennoh kann durh einige Iterationsshritte
eine deutlihe Reduktion der Intervallbreite und damit auh der Rehenzeit erzielt wer-
den. In der Praxis ist es leider sehr aufwendig, den 2B-Test zu implementieren, da die
betrahteten Gleihungen für jede möglihe Unbekannte umgestellt werden müssen. Diese
kann jedoh nur von Hand oder durh Computeralgebra-Systeme geshehen, welhe au-
ÿerhalb von Programmen wie Maple niht verfügbar sind. Andererseits steht innerhalb
von Computeralgebra-Systemen nur eine stark eingeshränkte Programmierumgebung zur
Verfügung.
Beim 3B-Test (auh als Bound Consisteny Test bekannt) werden Sheiben der Box von
den Rändern abgetrennt und analysiert [20℄. Entsprehend kann durh den 3B-Test die
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Gröÿe der Box verringert werden. Daher gehört der 3B-Test zu den Shrumpf - (prune-)
Operationen und kann sowohl für die Verikation als auh für die Berehnung einsetzt
werden. Der 3B-Test sheint für die Behandlung von Ungleihungssystemen nur eine be-
grenzte Ezienz zu besitzen, während er bei der Lösung von Gleihungssystemen gute
Dienste leistet [20℄.
Für den hybriden CSP-Löser (Abshnitt 4.2.4) hat es sih beim Algorithmus Verifi-
zieren bewährt, eine maximale Lebensdauer (Time to Live) einzuführen. Die Idee ei-
ner Lebensdauer ist an das Internetprotokoll (IP) [100℄ angelehnt und besteht darin, die
maximale Anzahl der Funktionsauswertungen innerhalb des Verikationsverfahren zu be-
grenzen. Sind bei einem hybriden Problem die Breiten der Berehnungsvariablen diam ĉ
zu groÿ, dann ist es für beliebig kleine v̂ bei einer Verikation niht möglih, eine ver-
lässlihe Aussage (gültig oder ungültig) zu erhalten. Das normale Verikationsverfahren
briht jedoh die Suhe erst ab, wenn die Box der Verikationsvariablen v̂ kleiner als εv
ist. Diesem Eekt wirkt die Lebensdauer der Boxen entgegen, indem sie die Anzahl der
Funktionsauswertungen Φ des Algorithmus Verifizieren begrenzt. Wird die zulässige
Anzahl der Funktionsauswertungen übershritten, liefert der Algorithmus den Rükgabe-
wert nit, da dieser Rükgabewert veranlasst, eine Bisektion der Berehnungsvariablen ĉ
durhzuführen, um so eine Konvergenz zu erreihen.
Da die Wahrsheinlihkeit einer abgeshlossenen Verikation zunimmt, wenn die Gröÿe
der Boxen ĉ reduziert wird, ist es sinnvoll, die Lebensdauer für kleinere Boxen zu erhöhen.
Bevor eine Box ĉ endgültig aufgrund einer zu geringen Gröÿe verworfen wird, wird die
Lebensdauer für einen letzten Aufruf von Verifizieren auf unendlih erhöht.
4.3.4 Verwendung des Gradienten
Mithilfe der Ableitung Φ′ der betrahteten Funktion Φ lassen sih nützlihe Shlüsse über
die Eigenshaften der Funktion ziehen. Die Intervallauswertung der Ableitung ĥ
′
= Φ′(ĉ)
kann eine Aussage über die Monotonie der Funktion liefern. Wenn der Wert 0 ∈/ ĥ′ niht
innerhalb des Intervalls liegt, also inf ĥ
′
> 0 (oder sup ĥ
′
< 0) gilt, dann ist die Funktion
auf dem Intervall ĉ streng monoton steigend (bzw. fallend). Also nimmt die Funktion ihre
extremalen Werte an den Intervallgrenzen inf ĉi, sup ĉi an. Für die Verikation ist eine
untere Shranke für den Wertebereih der Funktion ausreihend, und eine notwendige
und hinreihende Bedingung für die Gültigkeit des Intervalls ĉ ist Φ(inf ĉi) > 0 (bzw.
Φ(sup ĉi) > 0). Diese Bedingung gilt auh bei der Berehnung als notwendige und hin-
reihende Bedingung für die Beurteilung gültig. Analog kann anhand von Φ(sup ĉi) < 0
(bzw. Φ(sup ĉi) < 0) gezeigt werden, dass ĉ ungültig ist.
Im Fall eines Vektorfelds Φ : IIn → IIm ergibt sih anstelle einer Ableitung die Jaobi-
Matrix der partiellen Ableitungen. Die Überlegungen lassen sih hier analog anwenden.
Dazu werden die Elemente [J ]ij der Jaobi-Matrix betrahtet. Falls ein Element mit
0 ∈/ [J ]ij existiert, ist die i-te Funktion in der j-ten Variable monoton. Diese Intervallva-
riable kann daher durh die reellen Werte ihres Inmums und Supremums ersetzt werden.
Diese Vereinfahung verbessert in der Regel auh die Shranken für die Berehnung der
übrigen partiellen Ableitungen, so dass der Test rekursiv angewendet werden kann. Auh
wenn diese Strategie wirkungsvoll den Wertebereih der Funktion abshätzt, besteht in
der Praxis das Problem darin, im rihtigen Moment die Rekursion abzubrehen, um niht
zu viel Zeit auf diesen Test zu verwenden.
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Um die notwendigen Auswertungen des Gradienten durhzuführen, gibt es zwei vershiede-
ne Ansätze. Entweder werden die partiellen Ableitungen mit Computeralgebra symbolish
berehnet oder durh automatishe Dierentiation
5
bestimmt.
4.3.5 Nahträglihes Zusammenfassen von Boxen
Die Ezienz eines Algorithmus hängt vom Verbrauh der beiden Ressouren Speiher
und Prozessorzeit ab. Die bisher genannten Tehniken verringern die Anzahl der notwen-
digen Funktionsauswertungen und damit die Prozessorzeit des Algorithmus. Neben der
Rehenzeit spielt für die Leistung eines Algorithmus auh der benötige Speiherplatz eine
Rolle. Um möglihst sparsam mit dem Speiherplatz umzugehen, ist es wünshenswert,
die Lösungsmenge durh wenige und daher groÿe Boxen darzustellen. Zur Veranshauli-
hung des Einsparpotentials wird der Algorithmus Verifizieren mit dem Algorithmus
Berehnen für eine Box ĉ verglihen. Für nihttriviale Bindungen kann der Algorith-
mus Verifizieren das Ergebnis niht in einem Shritt liefern, sondern muss diverse
Bisektionsshritte ausführen, bis die gesamte Box ĉ bestätigt wird. Wird der Algorith-
mus Berehnen für das gleihe Problem gestartet, müssen die gleihen Bisektionsshritte
ausgeführt werden, so dass die Menge der Lösungen LS diverse Boxen enthält, obwohl
die Lösung durh die ursprünglihe Box ĉ dargestellt werden kann. Dieser Eekt rührt
daher, dass bei der Intervallauswertung einer komplexen Funktion der Wertebereih stark
übershätzt wird.
Dieser Eekt kann vermieden werden, indem bei der Bisektion die ursprünglihe Box in
einem Zwishenspeiher abgelegt wird. Gelingt es dann, alle Subboxen einer so gespeiher-
ten Box zu verizieren, können diese Subboxen gelösht werden und stattdessen wird die
ursprünglihe Box der Lösung LT hinzugefügt. Damit diese Tehnik ezient funktioniert,
muss sie bei jedem Iterationsshritt angewendet werden. Der Zwishenspeiher kann da-





Die Berehnung des Arbeitsraums und vor allem die im folgenden Kapitel 5 behandelte
Maÿsynthese führen auf sehr komplexe hybride CSP. Besonders bei der später eingeführ-
ten Maÿsynthese wird die Funktion Φ milliardenfah ausgewertet, so dass die Rehenzeit
eine wihtige Rolle spielt. Daher werden im Folgenden Möglihkeiten zur Verteilung des
Problems auf mehrere Prozessoren vorgestellt. Für die parallele Berehnung haben sih
anstelle der klassishen Superomputer zunehmend Netzwerke von gewöhnlihen PCs
etabliert. Eine Parallelisierung des CSP-Lösers hat jedoh auh für den Einsatz an ei-
nem einzelnen Computer eine wihtige Perspektive. Während der ersten Jahrzehnte der
Prozessorentwiklung wurde die stetig voranshreitende Miniaturisierung vor allem zur
Anhebung der Taktfrequenz genutzt. Trotz kontinuierliher Verkleinerung der Struktur
gestaltet sih eine weitere Steigerung shwierig, da mit einer höheren Taktfrequenz die
thermishen Verluste zu einer shwer beherrshbaren Aufheizung des Chips führen. Daher
zeihnet sih ein Paradigmenwehsel ab, der dazu führt, die Rehenleistung niht mehr
5
Mit der sogenannten automatishen Dierentiation werden von symbolishen Ausdrüken oder von
ganzen Algorithmen gleihzeitig die partiellen Ableitungen und der Funktionswert berehnet.
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Abbildung 4.4: Grenzen der Skalierbarkeit paralleler Programme nah demAmdahl'shen
Gesetz
durh die Taktfrequenz sondern durh eine Integration gleihartiger Prozessorkerne auf
einem Chip zu steigern. Die ersten Chips mit zwei, vier und aht Prozessorkernen werden
bereits produziert. Die Planungen der Chiphersteller sehen aber bereits in absehbarer Zeit
Computer mit 64 und mehr Kernen vor. Die im Folgenden vorgestellte parallele Version
des CSP-Lösers ist ideal dazu geeignet, die höhere Rehenleistung dieser neuen Computer
auszushöpfen.
Um diesen Zuwahs der Rehenleistung ausnutzen zu können, muss sih eine Aufgabe
jedoh sinnvoll auf mehrere Prozessoren aufteilen lassen. Der Algorithmus für den CSP-
Löser beruht auf einer einfahen Teile-und-Herrshe-Strategie, welhe die Auswertungen
des Systems Φ für vershiedene Boxen ĉ, v̂ unabhängig von einander durhführen kann.
Somit zerfällt die Aufgabe von Natur aus in kleinere Probleme, die sehr gut auf einem
parallelen Computer berehnet werden können. Eine Analyse der Laufzeit zeigt, dass
der Hauptteil der Rehenzeit für die Auswertung von Φ verwendet wird. Die Ezienz
und Skalierbarkeit eines parallelen Programms hängt substanziell davon ob, wie viel zu-
sätzliher Aufwand für die Verwaltung und Kommunikation zwishen den Prozessoren
erforderlih ist. Dies lässt sih anhand des Amdahl'shen Gesetzes untersuhen, das den
möglihen Geshwindigkeitszuwahs paralleler Programme durh den sogenannten Spee-
dup beshreibt. Mit Speedup wird der Faktor bezeihnet, um den die Rehenzeit gegenüber
einem seriellen Programm reduziert werden kann. Sei s ∈ [0, 1] der niht parallelisierbare
Anteil eines Programms, T0 die Zeit, die das Programm auf einem Prozessor benötigt und








reduziert werden. Das Gesetz zeigt jedoh auh eine klare Grenze für den Speedup ei-
nes Programmes auf, denn ein Programm kann sogar mit unendlih vielen Prozessoren
(p → ∞) niht in weniger Zeit ausgeführt werden, als für den rein seriellen Teil be-
nötigt wird. Ein Vergleih der theoretish möglihen Skalierbarkeit und der Ezienz je
Prozessor für vershiedene serielle Anteile s des Programms ist in Abbildung 4.4 darge-
stellt. Bezüglih des hier betrahteten CSP-Lösers bedeutet dies, dass der relative Anteil
der Kommunikation und Verwaltung verglihen mit der Zeit der Berehnung minimiert
werden muss. Da alle komplexen Probleme mithilfe des hybriden CSP-Lösers bearbeitet
werden, kann die Parallelisierung jedoh auf einem höheren Niveau als der Auswertung



















Abbildung 4.5: Algorithmusprinzip für einen parallelen CSP-Löser
der Funktion Φ vorgenommen werden. Dazu werden die Auswertungen des Algorithmus
Verifizieren parallelisiert, der wiederum zahlreihe Auswertungen des Systems Φ er-
fordert. Da die Shnittstelle des Algorithmus Verifizieren nur wenige Daten überträgt,
entsteht ein geringer Aufwand für die Kommunikation.
Der parallelisierte CSP-Löser besteht aus zwei Programmteilen (Abb. 4.5), die als Mas-
ter/Slave organisiert sind. Die Aufgabe des Master besteht in der Verwaltung der Arbeit,
während eine variable Anzahl Slaves die Berehnungen durhführt. Im Untershied zum
seriellen Algorithmus (Abshnitt 4.2.1) wird bei einem parallelen Programm der Aufruf
von Verifizieren durh das Senden einer Nahriht an einen freien Slave ersetzt. In ähn-
liherWeise wird das Ergebnis der Funktion durh eine Nahriht vom Slave an den Master
übergeben. Der grundlegende Untershied zum seriellen Algorithmus besteht darin, das
Programm asynhron ablaufen zu lassen, d. h. der Master wartet niht das Ergebnis der
gestellten Aufgabe ab. Stattdessen prüft der Master zyklish, ob weitere Boxen an freie
Slaves verteilt werden können und ob Ergebnisse von den Slaves zurükgeliefert werden.
Damit ergibt sih für den Master der folgende Algorithmus für den hybriden CSP-Löser:
Algorithmus 8: Paralleler CSP-Löser (Master)
1. Speihere die zu untersuhenden Boxen {ĉ1, . . . , ĉn} in der Liste LT.
2. Erstelle leere Listen LS,LI,LF für die Lösungsmenge (LS), für die ungültigen Boxen
(LI) und für die Boxen, die zu klein sind (LF).
3. Markiere alle verfügbaren Slaves als frei.
4. Falls die Liste LT leer ist und alle Slaves frei sind, beende den Algorithmus.
5. Falls mindestens ein Slave frei ist, führe aus:
(a) Entnimm der Liste LT die nähste Box ĉ.
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(b) Falls diam ĉ < εc, d. h. die Breite einer Komponente des Intervallvektors ĉ ist
kleiner als eine gegebene Genauigkeit εc, bewerte die Box als zu klein und lege
sie in der Liste LF ab; gehe zu Shritt (5).
() Sende eine Nahriht mit der Box ĉ an einen freien Slave, markiere diesen als
beshäftigt ; gehe zu Shritt (5).
6. Falls von mindestens einem Slave eine Nahriht vorliegt, führe aus:
(a) Entnimm der Nahriht die Box ĉ und deren Bewertung. Markiere den Slave
als frei.
(b) Falls die Box ĉ gültig oder ungültig ist, speihere sie in den entsprehenden
Listen LT oder LI; gehe zu Shritt (6).
() Falls die Box unsiher ist, teile die Box ĉ in m Teilboxen {ĉ1, . . . , ĉm} auf und
speihere diese neuen Boxen in LT; gehe zu Shritt (6).
7. Gehe zu Shritt (4).
Entsprehend wird der Teil zum Berehnen der Gleihungen und zur Bewertung der Er-
gebnisse von Slaves ausgeführt. Das Programm wird dabei so ausgestaltet, dass der Slave
sih so lange in einem Wartezustand bendet, bis er einen Befehl vom Master bekommt,
den er umgehend ausführt. Nahdem dieser Befehl verarbeitet wurde, wird das Ergebnis
in Form einer Nahriht an den Master geshikt. Danah geht der Slave wieder in den
Wartezustand. Um die Rehenleistung der Slaves optimal auszunutzen, ist es günstig,
komplexe Teilprobleme zu delegieren, um das Verhältnis zwishen Rehen- und Wartezeit
zu optimieren. Passend zum Master führt der Slave folgenden Algorithmus aus:
Algorithmus 9: Paralleler CSP-Löser (Slave)
1. Warte auf eine Nahriht vom Master. Entnimm der Nahriht die Box ĉ.
2. Führe den Algorithmus Verifizieren für die Box ĉ aus.
3. Falls inf ĥ > 0, d. h. das Inmum von ĥ ist für alle Bedingungen positiv und die
Bedingung ist somit für alle c ∈ ĉ erfüllt, sende das Ergebnis gültig und die Box ĉ
an den Master; gehe zu Shritt (1).
4. Falls ein sup ĥi < 0 existiert, d. h. mindestens ein Supremum ist negativ, dann
existieren keine Lösungen c ∈ ĉ. Sende das Ergebnis ungültig und die Box ĉ an den
Master; gehe zu Shritt (1).
5. Sende das Ergebnis unsiher und die Box ĉ an den Master; gehe zu Shritt (1).
In der Implementierung wurde das Versenden und Empfangen von Nahrihten mithilfe
der weit verbreiteten Bibliothek MPI (Message Passing Interfae) realisiert [84, 106℄. MPI
hat sih im Bereih der Superomputer praktish zum Standard entwikelt und wird von
jeder Hard- und Software für Groÿrehner unterstützt. Insbesondere ist es auh möglih,
Standard-PCs mit untershiedlihen Prozessoren und einfaher Hardware mit MPI zu
vernetzen.
4.4 Prozessbedingte Anforderungen als Bindungen
Unter Bindungen (engl. Constraints) werden in diesem Zusammenhang die Bedingungen
oder Anforderungen verstanden, die eine PKM erfüllen muss, um eine gegebene Aufgabe
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erfüllen zu können. An erster Stelle muss daher qualitativ überprüft werden, ob eine Posi-
tion zum erreihbaren Arbeitsraum gehört. Darüber hinaus existieren weitere Ausshluss-
kriterien, die über eine tehnishe Nutzbarkeit entsheiden. Dazu gehören z. B. die Freiheit
des gewünshten Arbeitsraums von Singularitäten und Autokollisionen sowie die Einhal-
tung der Begrenzungen der passiven Gelenke. Shlieÿlih werden quantitative Aspekte
geprüft, welhe die Erfüllung von Mindestanforderungen im Arbeitsraum gewährleisten.
Aufgrund des modularen Aufbaus der Betrahtung können beliebig viele Anforderungen
miteinander kombiniert werden, so dass es zwekmäÿig ist, mit der Betrahtung der ein-
fahsten Bedingung zu beginnen.
4.4.1 Kinematish erreihbarer Arbeitsraum der Beine
Als kinematish erreihbarer Arbeitsraum wird die Menge aller Posen der Plattform be-
zeihnet, die sih rein geometrish realisieren lassen. Tehnishe Details der Realisierung
wie Kollisionen und Begrenzungen der passiven Gelenke werden daher zunähst niht be-
trahtet. Für die untershiedlihen Beine ergeben sih vershiedene Gleihungen, die in
den folgenden Abshnitten beshrieben werden.
Als Grundlage für die Betrahtung des kinematish zulässigen Arbeitsraums wird unter-
suht, unter welhen Bedingungen sih die Funktion der inversen Kinematik auswerten
lässt. Dazu wird zunähst der einfahe Fall des UPS-Beins betrahtet. Die Länge des Beins
kann für beliebige Positionen und Orientierungen der Plattform nah Gleihung (2.21)
berehnet werden. Reale Shubgelenke sind jedoh auf einen endlihen Weg begrenzt, so
dass die folgende Abshätzung für jedes Bein gilt
0 ≤ s
min
≤ si ≤ smax, (4.21)
wobei s
min
die minimale und s
max
die maximale Länge des Shubgelenks ist. Es können
auh vershiedene Längen der Shubgelenke für jedes einzelne Bein betrahtet werden
und alle vorgestellten Verfahren funktionieren auh mit diesen exibleren Parametern.
Aus Gründen der Übersihtlihkeit wird auf diese zusätzlihe Untersheidung verzihtet.
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für i = 1, . . . , 6 (4.22)
für jedes Bein ableiten. Die geometrishe Interpretation dieser Gleihungen ist, dass die
plattformseitigen Anlenkpunkte im Inneren einer Kugelshale liegen (Abb. 4.6a).
Der erreihbare Arbeitsraum eines PUS-Manipulators wird durh die konstante Länge des
Beins und durh die Länge der Shubgelenke begrenzt. Auh hier können Kriterien aus
der inversen Kinematik abgeleitet werden, die den Arbeitsraum beshränken. Aus Glei-
hung (2.23) folgt, dass nur dann eine Lösung für die inverse Kinematik existiert, wenn
der Radikand positiv ist. Es folgt also
(ni .di)
2 − d2i + l2i > 0. (4.23)
6
An dieser Stelle wird das Weltkoordinatensystem zur Zerlegung aller Vektoren zugrunde gelegt. Daher
werden alle physikalishen Vektoren a durh ihre Komponenten a dargestellt, um sie einer Auswertung
mit der Intervallanalyse zugänglih zu mahen.
















a) UPS-Bein b) PUS-Bein
Abbildung 4.6: Erreihbarer Arbeitsraum
Unter der Voraussetzung, dass eine solhe Lösung existiert, lässt sih die Position si des
Shubgelenks berehnen, so dass geprüft werden kann, ob das Shubgelenk innerhalb seines
zulässigen Bereihs liegt. Dazu wird die inverse Kinematik berehnet, so dass die Position
des Shubgelenks ähnlih wie in Gleihung (4.22) bezüglih der maximalen Länge des
Shubgelenks geprüft werden kann. Dies geshieht durh
qi − lmin > 0
l
max
− qi > 0
}
für i = 1, . . . , 6, (4.24)
wobei sih auh hier die verallgemeinerte Koordinate qi des Shubgelenks nah Glei-
hung (2.23) ergibt. Diese beiden Kriterien lassen sih gut anhand von Abbildung 4.6b
veranshaulihen. Hier bilden alle erreihbaren Positionen des plattformseitigen Anlenk-
punkts eine zylinderförmige Menge, deren oberes und unteres Ende durh Halbkugeln
abgeshlossen ist.
4.4.2 Konvexität des Arbeitsraums
Der erreihbare translatorishe Arbeitsraum des PUS-Beins ist konvex und der Arbeits-
raum der gesamten Mashine ergibt sih als Shnittmenge der Arbeitsräume der sehs
Beine. Da die Shnittmenge beliebig vieler konvexer Mengen ebenfalls konvex ist, ist auh
der translatorishe Arbeitsraum der gesamten Mashine konvex. In der Regel wird gefor-
dert, dass der Arbeitsraum die Form eines Quaders hat. Folglih kann die Untersuhung
auf einen Test der Ekpunkte dieses Quaders reduziert werden. Die Untersuhung der
Ekpunkte dient als notwendiges und hinreihendes Kriterium. Dazu werden in Anleh-
nung an den Test diskreter Punkte (Abshnitt 4.3.3) die Ekpunkte des Suhraums in die
Gleihungen eingearbeitet, so dass geprüft wird, ob alle Ekpunkte des gewünshten Ar-
beitsraums innerhalb des Arbeitsraums der Mashine liegen. Dieser Test kann besonders
ezient bei dem Algorithmus Verifizieren für den Arbeitsraum angewendet werden,
da das Einsetzen der Ekpunkte in die Gleihungen einige Intervallvariablen eliminiert.














a) Singularität erster Art am Beispiel
des PUS-Beins
b) Singularität zweiter Art in der Mitte
des Arbeitsraums bei einem symmetri-
shen ebenen RPR-Manipulator
Abbildung 4.7: Singuläre Stellung von PKM
Dadurh wird die Übershätzung reduziert und eine rashere Konvergenz ermögliht. Die
Ausnutzung der Konvexität ermögliht bei der Maÿsynthese eine relevante Verbesserung
der Laufzeit, da die Weltkoordinaten dort als Verikationsvariablen auftreten.
4.4.3 Singularitäten
Der Begri der Singularität wird nah dem allgemeinen Ansatz von Gosselin [35℄ einge-
führt. Die impliziten Shlieÿbedingungen für PKM lauten
ν(y, q) = 0 (4.25)








δq = 0. (4.26)
Falls die Matrix A regulär ist, wird die Gleihung zu
δy = −A−1Bδq (4.27)
umgestellt, so dass sih die Jaobi-Matrix als JDK = −A−1B identizieren lässt. Für
vollständig parallele Roboter ist die Matrix B eine Diagonalmatrix, da jedes Bein genau
eine verallgemeinerte Koordinate enthält. Nah Gosselin bendet sih der Roboter in einer
singulären Pose, wenn A oder B singulär ist. Es lassen sih drei vershiedene Arten von
Singularitäten untersheiden [35℄. Wenn die Determinante von B vershwindet, verliert die
Plattform einen oder mehr Freiheitsgrade. Gleihzeitig existieren aufgrund des kinetosta-
tishen Dualismus bestimmte Kraftwinder, die auf die Antriebe des Roboters keine Kräfte
ausüben. Diese Art von Singularität kann z. B. bei Stabkinematiken auftreten, wenn die
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Stäbe senkreht zur Gelenkahse des Shubgelenks stehen (Abb. 4.7a). Vershwindet die
Determinante der Matrix A, dann gewinnt der Roboter einen oder mehr Freiheitsgrade an
der Plattform. Das bedeutet, dass sih die Plattform auh dann bewegen lässt, wenn alle
verallgemeinerten Koordinaten konstant sind (Abb. 4.7b). Die dritte Art von Singularität
tritt auf, wenn gleihzeitig detA = detB = 0 auftritt. Dies ist jedoh nur dann möglih,
wenn die geometrishen Parameter der Mashine ganz speziell gewählt werden.
Alternativ ergibt sih die Jaobi-Matrix aus der Geshwindigkeitsübertragungsfunktion
nah Gleihung (2.31) zu
y˙ = JDK(q)q˙. (4.28)
Dabei hängt die Jaobi-Matrix JDK nur von der Geometrie des Roboters und der ak-
tuellen Konguration q ab. Der Roboter bendet sih in einer singulären Konguration
(Singularität), wenn die Determinante det JDK = 0 vershwindet, die Matrix also niht
den vollen Rang hat. Es existieren folglih von Null vershiedene Geshwindigkeiten q˙
an den Antrieben, die keine Bewegung y˙ der Plattform erzeugen. Dieser Zustand wird
als Unterbeweglihkeit bezeihnet. Ein analoges Kriterium gilt für die Jaobi-Matrix J IK
der inversen Kinematik. Vershwindet die Determinante det J IK, bendet sih der Robo-
ter ebenfalls in einer singulären Stellung, die als Überbeweglihkeit (engl. Self-Motion)
bezeihnet wird: hier ist es möglih, die Plattform bei festgehaltenen verallgemeinerten
Koordinaten q zu bewegen.
Die Prüfung auf singuläre Stellungen im Arbeitsraum kann durh die Entwiklung der
Determinante von J IK geshehen. Da die Determinante eine kontinuierlihe Funktion in
den Koezienten von J IK ist, existiert genau dann eine Singularität im Arbeitsraum,




vershiedene Vorzeihen der Determinante aufwei-
sen. Ohne Beshränkung der Allgemeinheit kann daher gefordert werden, dass für die
Determinante an jeder Stelle des Arbeitsraums det J IK > 0 gelten muss. Diese Bedingung
kann prinzipiell als Bedingung für den CSP-Löser verwendet werden. In der Praxis emp-
ehlt es sih jedoh, spezialisierte Verfahren zur Untersuhung von Intervallmatrizen zu
verwenden, da die allgemeinen Verfahren eine sehr lange Rehenzeit erfordern [114℄. Ein
für die besonderen Erfordernisse von PKM zugeshnittenes Verfahren wurde von Merlet
vorgeshlagen [83℄.
Neben den algebraishen Methoden existieren auh geometrishe Verfahren zum Aun-
den von singulären Kongurationen. Eine vollständige Klassikation wurde von Merlet [74℄
vorgenommen. Dabei werden die Beine durh Linienkoordinaten (Plüker-Koordinaten)
beshrieben und mithilfe der Grassmann-Geometrie untersuht. Singuläre Konguratio-
nen treten genau dann auf, wenn diese Linienkoordinaten in bestimmten geometrishen
Verhältnissen zueinander liegen [74℄.
4.4.4 Manipulierbarer Arbeitsraum
Im vorangegangenen Abshnitt wurde der Begri der Singularität als qualitative kinema-
tishe Eigenshaft eines Manipulators eingeführt und diskutiert. Eine quantitative Bewer-
tung der Beweglihkeit der Plattform wird durh einen sogenannten Manipulierbarkeitsin-
dex (engl. Dexterity Index) vorgenommen. Die Grundidee bei der Denition von Manipu-
lierbarkeitsindizes besteht darin, die Übersetzung zwishen Aktuatoren (Eingängen) und
den Weltkoordinaten (Ausgängen) zu beshreiben. Die Jaobi-Matrix beinhaltet wesent-
lihe Informationen zur Beurteilung der Manipulierbarkeit, hat jedoh den Nahteil, dass
















Abbildung 4.8: Manipulierbarkeit als Maÿ für Verzerrung der Abbildung zwishen Welt-
koordinaten (x, y) und Gelenkkoordinaten (q1, q2)
sih Matrizen für vershiedene Posen unzureihend vergleihen lassen. Wie im vorangegan-
genen Abshnitt diskutiert wurde, ist bereits die Suhe nah singulären Kongurationen
für räumlihe Roboter nihttrivial. Ein Manipulierbarkeitsindex ist eine skalare Gröÿe, die
eine Vergleihbarkeit vershiedener Posen und Roboterdesigns gewährleisten soll. Zu die-
sem Zwek wurden in der Literatur zahlreihe Möglihkeiten vorgeshlagen [111, 123℄. Die
wihtigsten Manipulierbarkeitsindizes sind die Determinanten det J, det(JJT), det(JTJ)
[141℄, der kleinste Eigenwert λ
min
von J und die Konditionszahl κ von J [34℄. Für Robo-
ter, die sowohl rotatorishe als auh translatorishe Freiheitsgrade besitzen, entsteht bei
der Denition von Manipulierbarkeitsindizes das Problem, Vershiebungen und Drehun-
gen ineinander umzurehnen. Dies geshieht durh die Einführung einer Metrik, welhe
die vershiedenen physikalishen Dimensionen homogenisiert. Gleihzeitig werden durh
die Metrik willkürlihe Koezienten eingeführt und es wurde gezeigt, dass das Konzept
der Manipulierbarkeit daher weder invariant noh natürlih ist [123℄. Im mathematishen
Sinne kann durh einen Manipulierbarkeitsindex mithin niht der Abstand von Singulari-
täten ermittelt werden. In dieser Arbeit wird daher geprüft, ob innerhalb eines gegebenen
Arbeitsraums gegebene untere und obere Werte für die Manipulierbarkeit niht über- bzw.
untershritten werden.
Im Zusammenhang mit Manipulierbarkeitsindizes ist es wihtig anzumerken, dass vie-
le dieser Indizes durh eine Änderung des Bezugspunkts auf der Plattform (vgl. Ab-
shnitt 3.3.2) oder durh ein Getriebe beeinusst werden können. Das Problem der Ma-
nipulierbarkeit wird hier vor dem Hintergrund einer Werkzeugmashine betrahtet, die
eine bekannte Aufgabe ausführen muss, d. h. die für den Prozess nötigen maximalen Ge-
shwindigkeiten des TCP sind bekannt. Wird nun die Geshwindigkeit des End-Eektors
vorgegeben, können die Aktuatoren ihre maximale Geshwindigkeit unabhängig vonein-
ander erreihen. Es muss daher im gesamten Arbeitsraum geprüft werden, ob jede ge-
wünshte Geshwindigkeit am TCP durh die Antriebe realisiert werden kann. Damit die
Geshwindigkeit q˙
max
der Antriebe niht übershritten wird, muss stets
q˙
max
> J y˙ (4.29)
gelten. Eine Abshätzung kann durh Normen erfolgen, wobei hier im Gegensatz zu den
oben genannten Beispielen für die Manipulierbarkeit niht notwendigerweise die eukli-
dishe Norm verwendet werden muss. Allgemein folgt unter Verwendung verträgliher
Normen für die Vektoren und Matrizen
||q˙
max
|| = ||J y˙|| ≤ ||J || ||y˙||. (4.30)












Abbildung 4.9: Abstand zwishen zwei Liniensegmenten
Für die Unendlih-Norm || · ||∞ ergibt sih für einen beliebigen Vektor v ∈ IRn und eine









Für eine dimensionslose Abshätzung wird die normalisierte Geshwindigkeit y˙ in Welt-
koordinaten betrahtet. Um dieses Kriterium als Teil des Systems Φ > 0 zu behandeln,
werden alle Argumente des max-Operators geprüft, so dass sih die einfahen Gleihungen
6∑
k=1
|[J ]ik| < jmax ∀ 1 ≤ i ≤ 6 (4.33)
ergeben. Damit kann garantiert werden, dass bei einem bekannten Fertigungsprozess die
zulässigen Geshwindigkeiten der Aktuatoren eingehalten werden.
4.4.5 Stabkollisionen
Bei PKM kann der Arbeitsraum durh Autokollisionen erheblih beeinträhtigt werden
[78℄. Entsprehend muss daher sihergestellt werden, dass solhe Beeinträhtigungen niht
auftreten. Autokollisionen treten immer dann auf, wenn sih die beweglihen Teile der Ma-
shine übershneiden können. Die relevanten Paarungen für die Kollision bilden Bein/Bein,
Bein/Rahmen und Bein/Plattform. Die Kollision zwishen zwei Beinen wird in diesem
Abshnitt näher beleuhtet, während die beiden anderen Typen durh eine geeignete Be-
shränkung der passiven Gelenke berüksihtigt werden kann.
Eine verbreitete Modellierung zur Untersuhung der Stabkollision besteht darin, die Stäbe
als Zylinder zu beshreiben und die Abstände zwishen den Zylindern zu bestimmen
(Abb. 4.9). Sind die Anlenkpunkte Ai, Bi, Aj, Bj bekannt, kann diese Berehnung relativ
leiht durhgeführt werden, obwohl eine groÿe Anzahl von Spezialfällen untershieden
werden muss, z. B. wenn die Stäbe parallel sind. Die zahlreihen Falluntersheidungen
führen jedoh zu Gleihungen, die sih niht direkt in den Formalismus des CSP-Lösers

















a) Kardangelenk b) Kugelgelenk
Abbildung 4.10: Begrenzung des Arbeitsraums durh die maximalen Gelenkwinkel
einfügen lassen. Stattdessen werden hier Hilfsvariablen eingeführt, die zu der einfahen
Formulierung des Abstands zwishen zwei Stäben
gi : vi = ai + λi(bi − ai) für λi ∈ [0, 1], i = 1, . . . , 6 (4.34)
führen, wobei hier das Supremum d
min
von
dij = |vi − vj| ∀ λi, λj ∈ [0, 1], i 6= j (4.35)
gesuht wird. Durh die Einführung der Intervallvariablen λi, λj ∈ II lässt sih die kom-
plexe Falluntersheidung durh eine Intervallauswertung einer einfahen Betragsfunktion
ersetzen und es ergibt sih
d
min
< dij = |ai + λi(bi − ai)− aj − λj(bj − aj)| (4.36)
mit 1 ≤ i ≤ 6, 1 ≤ j ≤ 6, i 6= j als Ungleihungen. Somit lassen sih Stabkollisionen
ebenfalls als Teil des Systems Φ > 0 berüksihtigen.
4.4.6 Passive Gelenke
Im Gegensatz zu seriellen Robotern verfügen PKM über passive Gelenke, welhe niht
durh Aktuatoren angetrieben werden. Die Mehrzahl der verwendeten Gelenke sind auf-
grund ihrer tehnishen Realisierung in ihrer Bewegung eingeshränkt. Shubgelenke ha-
ben z. B. nur eine endlihe Länge, während bei Kugel- und Kardangelenken bestimmte
Shwenkbereihe niht übershritten werden können. Drehgelenke lassen sih prinzipiell
so aufbauen, dass ein Bewegungsbereih von 360
◦
erreiht werden kann, jedoh sind viele
praktish verwendete Gelenke ebenfalls in ihrer Bewegung beshränkt. Die Begrenzung
der Gelenke lässt sih analog auf alle Beinkinematiken anwenden und die Begrenzungen
müssen bei der Berehnung des Arbeitsraums berüksihtigt werden. Je nah Typ des
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Gelenks shränken dessen Begrenzungen den Arbeitsraum bezüglih Gröÿe und Gestalt
erheblih ein. Die Behandlung von Dreh- und Shubgelenken mit einem Freiheitsgrad
gestaltet sih weitgehend trivial. Anhand der Kinematik lassen sih für eine Pose y die
erforderlihen Gelenkkoordinaten βi(y) bestimmen. Aus der Geometrie der Mashine sind
andererseits die maximalen zulässigen Gelenkkoordinaten βmini , β
max
i bekannt, so dass sih
unmittelbar die Bewertung anhand von
βmini ≤ βi(y) ≤ βmaxi für i = 1, . . . , ng (4.37)
vornehmen lässt. Bei Kugel- und Kardangelenken kann eine direkte geometrishe Betrah-
tung gewählt werden. Für Kardangelenke lässt sih der Bereih der möglih Shwenkwin-
kel durh eine vierseitige Pyramide beshreiben (Abb. 4.10), deren Normalenvektoren
n1, n2, n3, n4 aus der Geometrie des Gelenks bekannt sind [77, p. 205f℄. Dies führt auf die
einfahen Bedingungen
−li .nij > 0 für i = 1, . . . , 6, j = 1, . . . , 4, (4.38)
wobei nij die vier normalen Vektoren für jedes der sehs Beine sind. Bei Kugelgelenken
wird der Bewegungsbereih dagegen durh einen Kegel beshrieben, dessen Ahse ui und
Önungswinkel β
max
bekannt sind. Damit ergibt sih die Bedingung
li .ui − li cosβmax > 0 für i = 1, . . . , 6. (4.39)
Sowohl für Kugel- als auh für Kardangelenke muss dabei beahtet werden, dass sih die
Normalenvektoren ni, u auf das Koordinatensystem des Gelenks beziehen. Werden also die
plattformseitigen passiven Gelenke betrahtet, müssen die Normalenvektoren zunähst mit
der Matrix R in Weltkoordinaten umgerehnet werden. Für die Kugelgelenke, die meist
an der bewegten Plattform verwendet werden, ergibt sih beispielsweise
li .R ui − li cosβmax > 0 für i = 1, . . . , 6. (4.40)
4.4.7 Automatishe Codegenerierung
Beim Aufstellen der Bindungen treten zum Teil sehr umfangreihe algebraishe Ausdrüke
auf, die sih ezient mit einem Computeralgebra-System (CAS) behandeln lassen. Inner-
halb eines CAS ist es meist niht möglih, Intervallauswertungen von Funktionen ezient
durhzuführen. Dies begründet sih darin, dass die Intervallanalyse nur unzureihend für
diese Programme implementiert wurde. Selbst wenn eine Erweiterung für die Intervall-
analyse vorliegt, besitzt diese nur eine vergleihsweise geringe Ezienz, da ein CAS zur
Auswertung einer Funktion einen Interpreter benutzt, um den symbolishen Ausdruk
zu berehnen. Im Gegensatz dazu bieten Hohsprahen wie z. B. C
++
eine übersihtlihe
Möglihkeit, neue Datentypen wie die hier benötigten Intervalle einzuführen, indem sie
sih des Konzepts der Überladung von Operatoren bedienen [125℄. Die Lüke zwishen der
einfahen Formelmanipulation eines CAS und der ezienteren Numerik einer Hohsprahe
lässt sih durh einen automatishen Quellode-Generator shlieÿen, der die symbolishen
Ausdrüke des CAS in eine Hohsprahe übersetzt. Während dieser Übersetzung kön-
nen mehrfah auftretende Terme zusammengefasst und dahingehend optimiert werden.









β ∈ [0, 2π]





Abbildung 4.11: Parametrierung des Gesamtorientierungsarbeitsraums W
GO
vornehmen, um die Ausdrüke auf die besonderen Erfordernisse der Intervallanalyse vor-
zubereiten (siehe Abshnitt 2.3). Für diese Arbeit wurde der Quellode-Generator von
ALIAS/Maple verwendet, der für die Intervallanalyse optimiert wurde [21℄. Darüber hin-
aus ermögliht der Compiler einer Hohsprahe gegenüber einem Interpreter spezishe
Optimierungen des Codes für die shnelle Ausführung auf einem bestimmten Prozessor.
Dadurh wird die Ausführungsgeshwindigkeit insgesamt im Vergleih zum CAS um drei
Gröÿenordnungen verbessert.
4.5 Ergebnisse
In den folgenden Abshnitten werden beispielhaft Ergebnisse für die Berehnung des Ar-
beitsraums vershiedener PKM angegeben, wobei sowohl nah dem Typ der Kinematik als
auh nah den untersuhten Eigenshaften des Arbeitsraums untershieden wird. Das Sys-
tem Φ wird durh Einsetzen der kinematishen Gleihungen (Kapitel 2) in die Bindungen
(Abshnitt 4.4) zusammengestellt. Die resultierenden Gleihungen werden dann mit einem
CAS aufbereitet und in C
++
-Code übersetzt. Bei der Untersuhung wird die Rehenzeit
des CSP-Lösers, die Genauigkeit der Ergebnisse und der Einuss der untershiedlihen
Kriterien auf Gröÿe und Gestalt des Arbeitsraums untersuht.
4.5.1 Linapod
Als erstes Beispiel für die Berehnung des Arbeitsraums einer PKM wird der Prototyp
des Linapod betrahtet [108, 139, 140℄. Dabei werden die nominellen Parameter des Lina-
pod für die Geometrie, gemäÿ Tabelle 2.4, S. 29 zugrunde gelegt. Aufgrund der parallelen
Anordnung der Shubgelenke ist der Arbeitsraum invariant gegenüber einer Vershiebung
entlang der gemeinsamen z-Ahse der Shubgelenke.7 Weiterhin wird für die Orientierung
7
Der Arbeitsraum hängt auh von der Länge der Führungsshienen der Shubgelenke ab, jedoh wird
diese Begrenzung bei der Betrahtung des xy-Quershnitts vernahlässigt.
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Tabelle 4.1: Parameter und Rehenzeit für die Berehnung des Arbeitsraums mit CSP-
Löser am Beispiel des Linapod
Abb. Kriterien dim c dim v εc εv #LS #LI #LF Rehenzeit
4.12a Beinlängen 2 0 0.01 − 317 321 962 0.6 s
4.12b Beinlängen 2 2 0.01 0.01 204 345 6838 17.8 s
4.13a Beinlängen 2 2 0.1 0.01 23 43 243 0.3 s
4.13b Beinlängen 2 2 0.05 0.005 45 84 622 1.4 s
4.13 Beinlängen 2 2 0.01 0.001 240 319 5417 33.6 s
4.13d Beinlängen 2 2 0.005 0.0005 500 629 18942 157.8 s
4.15a Manipulierbarkeit 2 0 0.01 − 263 825 1782 0.2 s
4.15b Manipulierbarkeit 2 2 0.01 0.01 232 835 4160 2.2 s
4.16a Stabkollision 2 2 0.01 0.01 168 321 13878 23.0 s
4.16b Stabkollision 2 4 0.01 0.01 105 424 10085 1580.0 s
die Transformationsmatrix nah Gleihung (2.35) verwendet, so dass die Anzahl der Dreh-
parameter auf zwei reduziert wird. Damit verbleiben die vier relevante Weltkoordinaten
y = [x, y, ϕ, β]T, welhe den Gesamtorientierungsarbeitsraum aufspannen (Abb. 4.11).
Mit dem CSP-Löser kann nun untersuht werden, welhe Posen y die untershiedlihen
Bindungen erfüllen und daher zum Arbeitsraum der Mashine gehören. Bei den folgen-
den Berehnungen wurde der Suhraum Xs = {x ∈ [−1, 1], y ∈ [−1, 1]} angenommen.
Die verwendeten Parameter, die Rehenzeit und die Anzahl der Elemente in den Listen
LS,LI,LF des Algorithmus sind in Tabelle 4.1 aufgeführt. In den Diagrammen des Arbeits-
raums (Abb. 4.124.16) ist die Geometrie der Mashine shematish eingezeihnet. Der
äuÿere Kreis im Diagramm deutet den Umkreis des Mashinenrahmens mit den rahmen-
seitigen Anlenkpunkten (shwarze Punkte) an. Die beiden inneren Kreise repräsentieren
die Plattform und deren Anlenkpunkte.
Zunähst wird der erreihbare translatorishe Arbeitsraum W
T
für eine konstante Ori-
entierung der Plattform R(ϕ = 0, β = 0) = I
3
untersuht. Für den CSP-Löser wurden
daher als Berehnungsvariablen c = [x, y]T gewählt, und die Lösungsmenge wurde mit
dem Algorithmus Berehnen ermittelt. Die Laufzeit, Parameter und Ergebnisse sind in
Tabelle 4.1 zusammengefasst. In der Abbildung 4.12a ist der Quershnitt des Arbeits-
raums aufgetragen, wobei der Arbeitsraum für die nominellen Parameter der Mashine
durh die Länge der unteren Stäbe limitiert wird.
Der erreihbare GesamtorientierungsarbeitsraumW
GO
enthält für jede Position [x, y]T alle
Orientierungen [β, ϕ]T der Plattform aus einer vorgegebenen Menge Xv. Für Werkzeug-
mashinen ist wihtig, dass sih das Werkzeug um jede Ahse in der xy-Ebene um einen
gegebenen Winkel ϕ
max
shwenken lässt. Daher wird die Menge der Orientierungen durh
die Verikationsvariablen v = [β, ϕ]T beshrieben. Der Winkel β beshreibt die Rihtung
für das Shwenken des Werkzeugs und ϕ bezeihnet den Winkel, um den das Werkzeug
ausshwenkt. Um ein Shwenken um den maximalen Winkel ϕ
max
= 5.7◦ zu ermöglihen,
wird die Verikationsmenge zu Xv = {ϕ = [0, ϕmax], β = [0, 2π]} gesetzt. Daher wurde der
hybride CSP-Löser für die Berehnung des Gesamtorientierungsarbeitsraums verwendet
(Abb. 4.12b).
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a) konstante Orientierung W
T
b) variable Orientierung W
GO
(ϕ < 5.7◦)
Abbildung 4.12: Kinematish erreihbarer Arbeitsraum des Linapod unter Berüksihti-
gung der Beinlängen
Der Einuss der Genauigkeit εc bei der Berehnung des Gesamtorientierungsarbeitsraums
ist in Abbildung 4.13 dargestellt. Hier wurde εc zwishen 0.1 und 0.005 variiert, um
Rehenzeit und Speiherbedarf zu vergleihen. Abbildung 4.13 gibt einen qualitativen
Eindruk des Einusses von εc und Tabelle 4.1 kann die Laufzeit und der benötigte Spei-
herplatz entnommen werden. Ein graphisher Vergleih von Genauigkeit, Laufzeit und
Speiherbedarf ist in Abbildung 4.14 doppelt logarithmish dargestellt. Der lineare Verlauf
bei doppelt logarithmisher Auftragung lässt erkennen, dass sowohl der Speiherbedarf
als auh die Rehenzeit für kleinere Werten von εc polynominal steigen. Der Grad des
Polynoms und damit die Ordnung des Verfahrens hängt von der Anzahl der betrahteten
Variablen c, v ab.
Als manipulierbarer Arbeitsraum (Abshnitt 4.4.4) wird der Teil des erreihbaren Ar-
beitsraums bezeihnet, in dem die Übersetzungsverhältnisse zwishen der Geshwindigkeit
der Plattform und der Geshwindigkeit in den Antrieben einen vorgegebenen Grenzwert
niht übersteigen. Im folgenden Beispiel wurde das maximale Übersetzungsverhältnis mit
j
max
= 4 vorgegeben, um den translatorishen Arbeitsraum und den Gesamtorientierungs-
arbeitsraum zu berehnen. Die Variablen c = [x, y], v = [ϕ, β] und Mengen Xs,Xv wurden





sind in Abbildung 4.15 dargestellt. Bemerkenswert
ist die leihte Asymmetrie des Arbeitsraums rehts unten, die aus der Abshätzung durh
die Unendlihkeitsnorm resultiert.
Das letzte Beispiel demonstriert den Einuss der Stabkollisionen auf Gröÿe und Ge-
stalt des translatorishen Arbeitsraums und des Gesamtorientierungsarbeitsraums. Bei
der Betrahtung der Stabkollisionen müssen, wie in Abshnitt 4.4.5 beshrieben, Hilfs-
variablen λi eingeführt werden, um die der Vektor der Verikationsvariablen erweitert
wird. Zur ezienten Berehnung wird die Verikationsmenge separiert, so dass sih für
jede betrahtete Beinpaarung eine eigene Teilaufgabe ergibt. Für die nominelle Geome-
trie des Linapod werden die Beinpaarungen (1,4), (2,5) und (3,6) berüksihtigt. Für die
Berehnung des translatorishen Arbeitsraums wird beispielsweise für die Beinpaarung
(1,4) der Vektor c(1) = [λ1, λ4]
T
und die Menge X (1)v = {λ1 ∈ [0, 1], λ4 ∈ [0, 1]} ge-
setzt. Entsprehend werden c(2), c(3) und X (2)v ,X (3)v gewählt. Damit ergibt sih für einen
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a) εc = 0.1m b) εc = 0.05m
























) εc = 0.01m d) εc = 0.005m
Abbildung 4.13: GesamtorientierungsarbeitsraumW
GO
für vershiedene Genauigkeiten εc
Stabdurhmesser von dl = 0.12m der in Abbildung 4.16a gezeigte Arbeitsraum. Für
die Bestimmung des Gesamtorientierungsarbeitsraums müssen die Winkel ϕ, β und die
Hilfsvariablen λi gemeinsam betrahtet werden. Daher wird für die erste Beinpaarung
(1,4) der Vektor c(1) = [ϕ, β, λ1, λ4]
T
gesetzt und die Verikationsmenge zu X (1)v = {ϕ ∈
[0, ϕ
max
], β ∈ [0, 2π], λ1 ∈ [0, 1], λ4 ∈ [0, 1]} gewählt. Der kollisionsfreie Arbeitsraum ist in
Abbildung 4.16b visualisiert. Die Gröÿe des Arbeitsraums hängt stark vom Durhmesser
dl der Stäbe ab. In Abbildung 4.17 wird der translatorishe Arbeitsraum für vershiedene
Durhmesser dl verglihen. Es ist deutlih zu erkennen, dass der Arbeitsraum für gröÿere
Stabdurhmesser stark abnimmt. Folglih ist bei gegebenem Durhmesser dl = 0.12m die
Stabkollision ein entsheidendes Kriterium für die Gröÿe des Arbeitsraums.
4.5.2 Gough-Plattform
Für die Gough-Plattform mit SSM-Parametrisierung wird im Folgenden der Arbeitsraum
auf eine ähnlihe Weise berehnet wie zuvor für die Mashine Linapod. Zunähst wird eine
generishe Geometrie mit den nominellen Parametern nah Tabelle 4.2 (S. 93) untersuht.
Im Anshluss daran wird die Werkzeugmashine PaLiDA (Mehatronik-Zentrum Hanno-
















































Abbildung 4.14: Rehenzeit und Anzahl der Boxen in den Listen LS(⋄), LI(⊳), LF(•) in Ab-
hängigkeit der Genauigkeit εc bei der Berehnung des Gesamtorientierungsarbeitsraums
des Linapod
























a) konstante Orientierung W
T
b) variable Orientierung W
GO
(ϕ < 5.7◦)
Abbildung 4.15: Arbeitsraum des Linapod unter Berüksihtigung der Manipulierbarkeit
Der Arbeitsraum des SSM wird mithilfe des CSP-Lösers berehnet. In Abbildung 4.18a






). Dazu wurden für den
Vektor der Berehnungsvariablen c = [x, y, z]T die kartesishen Koordinaten der Platt-
form verwendet, während für die Verikationsvariablen die leere Menge verwendet wurde
v = ∅. Dagegen wurde der Vektor der Verikationsvariablen v = [ϕ, θ, ψ]T beim Gesamt-
orientierungsarbeitsraum W
GO
mit den Kardan-Winkeln der Plattform initialisiert und
die Verikationsmenge zu Xv = {ϕ ∈ [−0.1, 0.1], θ ∈ [−0.1, 0.1], ψ ∈ [−0.1, 0.1]} gesetzt.
Für jede in Abbildung 4.18b dargestellte Position sind daher alle Orientierungen v ∈ Xv
möglih. Die Genauigkeit für die Berehnung wurde auf ε = 0.025 eingestellt, und die
Berehnungszeit beträgt 1.7 s für den translatorishen Arbeitsraum W
T




Die Versuhsträger PaLiDA des Mehatronik-Zentrums Hannover wurde von Tönsho
et al. [129℄ beshrieben und ist in Abbildung 4.19 dargestellt. Die nominellen Parameter
des PaLiDA sind in Tabelle 4.3 angegeben. Der translatorishe Arbeitsraum und der
Gesamtorientierungsarbeitsraum wurden mit dem CSP-Löser berehnet (Abb. 4.20). Ein
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a) konstante Orientierung W
T
b) variable Orientierung W
GO
(ϕ < 5.7◦)
Abbildung 4.16: Arbeitsraum des Linapod unter Berüksihtigung der Stabkollisionen
Tabelle 4.2: Nominelle geometrishe Parameter des SSM
Parameter Wert Beshreibung
rb 1m Radius des Rahmens
rp 0.25m Radius der beweglihen Plattform
∆αb 45
◦
Winkel Anordnung der rahmenseitigen Anlenkpunkte
∆αp 15
◦
Winkel Anordnung der plattformseitigen Anlenkpunkte
l
min
1m minimale Länge der Antriebs
l
max
2m maximale Länge der Antriebs
∆β
max
45◦ maximaler Shwenkwinkel des Kugelgelenks
Vergleih mit den Untersuhungen des Arbeitsraums am Mehatronik-Zentrum Hannover
zeigt eine gute Übereinstimmung der Ergebnisse.
In Abbildung 4.21 ist der Fahrsimulator des Deutshen Zentrums für Luft- und Raumfahrt
(DLR) in Braunshweig abgebildet [11, 126℄. Dieser Manipulator entspriht der Geometrie
eines SSM mit den in Tabelle 4.4 angegebenen Parametern. Die Berehnung des Arbeits-
raums konnte daher direkt anhand des Modells für SSM durhgeführt werden, und es
ergibt sih der in Abbildung 4.22 dargestellte Arbeitsraum. Diese Ergebnisse liefern eine
gute Übereinstimmung mit den am Simulator ermittelten Werten.
4.5.3 Parallelisierung des CSP-Lösers
Die Ezienz und Skalierbarkeit der parallelen Implementierung des CSP-Lösers wurde
auf dem heterogenen Computer-Cluster des Lehrstuhls für Mehatronik getestet. An dem
Test waren insgesamt 19 PCs beteiligt, wobei einer dieser Computer als Master fun-
gierte, während die übrigen 18 PCs als Slaves konguriert waren. Als Protokoll wurde
das verbreitete Message Passing Interfae (MPI) verwendet [84℄, das in einer speziellen
Implementierung für Mirosoft Windows basierte PCs vorliegt [17℄. Der Cluster war be-
züglih drei vershiedener Punkte heterogen: die PCs sind mit vershiedenen Betriebssys-
temen ausgestattet (Mirosoft Windows 2000 und XP), die Netzwerkverbindung erfolgt
über 100MBit Twisted-Pair-Ethernet sowie über Lihtwellenleiter-Ethernet. Shlieÿlih
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Abbildung 4.17: Rand des translatorishen ArbeitsraumW
T
für vershiedene Durhmesser
dl [m℄ der Stäbe
Tabelle 4.3: Nominelle Parameter des SSM PaLiDA
Parameter Wert Beshreibung
rb 0.425m Radius des Rahmens
rp 0.09m Radius der beweglihen Plattform
∆αb 17.5
◦
Winkel Anordnung der rahmenseitigen Anlenkpunkte
∆αp 16.1276
◦
Winkel Anordnung der plattformseitigen Anlenkpunkte
l
min
0.391m minimale Länge der Antriebs
l
max
0.955m maximale Länge der Antriebs
verfügten die einzelnen PCs über stark untershiedlihe Prozessoren (u. a. Intel Pentium
III-300MHz, Intel Pentium IV 3.2GHz, AMD Athlon und AMD Athlon XP, jeweils in ver-
shiedenen Taktfrequenzen). Zusammenfassend kann festgestellt werden, dass keine zwei
gleihen Systeme an den Cluster angeshlossen waren. Die Infrastruktur des Netzwerks
wurde während der Testläufe niht exklusiv zum parallelen Rehnen verwendet. Die Re-
henzeit je PC wurde mit dem Multi Proessing Environment (MPE) überwaht, das Teil
der meisten MPI Implementierungen ist. Der Testlauf zeigte, dass die Arbeit trotz des
stark inhomogenen PC Clusters sehr gleihmäÿig verteilt wurde (Abb. 4.23) und dass die
Kommunikation vernahlässigbare Verzögerungen verursahte. Die Testergebnisse lassen
daher erwarten, dass auh auf gröÿeren Clustern eine gute Skalierbarkeit erreiht werden
kann.





































Abbildung 4.18: Arbeitsraum des SSM
Tabelle 4.4: Nominelle Parameter des DLR-Fahrsimulators
Parameter Wert Beshreibung
rb 5.518m Radius des Rahmens
rp 3.957m Radius der beweglihen Plattform
∆αb 49.56
◦
Winkel Anordnung der rahmenseitigen Anlenkpunkte
∆αp 7.258
◦
Winkel Anordnung der plattformseitigen Anlenkpunkte
l
min
4.45m minimale Länge der Antriebs
l
max
6.45m maximale Länge der Antriebs
Abbildung 4.19: PaLiDA Prüfstand (










































Abbildung 4.20: Arbeitsraum des PaLiDA






















Abbildung 4.22: Translatorisher Arbeitsraum W
T
des DLR-Fahrsimulators
























Abbildung 4.23: Verteilung der Arbeitslast beim parallelen CSP-Löser auf einem hetero-




In diesem Kapitel wird eine Methode zum Entwurf von PKM vorgestellt und in
einem Programmgerüst strukturiert. Die Maÿsynthese für gegebene Prozessan-
forderungen wird in Abshnitt 5.2 als CSP formuliert und in Abshnitt 5.3 mit
einem Algorithmus zur globalen Optimierung kombiniert. Die Bestimmung der
tehnologishen Parameter wird in Abshnitt 5.4 behandelt. Ein Programm-
gerüst zur vereinheitlihten Analyse, Synthese und Optimierung von PKM
wird in Abshnitt 5.5 vorgestellt und auf einige Beispiele angewendet (Ab-
shnitt 5.6).
5.1 Einführung
Die kinematishen Eigenshaften von Robotern hängen stark von ihrer Geometrie ab und
ändern sih über dem Arbeitsraum. Dies gilt in besonderem Maÿe für PKM. Nah Mer-
let ist eine gute Wahl der Geometrie einer PKM wihtiger als deren Arhitektur [76℄.
Die Maÿsynthese spielt daher eine zentrale Rolle beim Entwurf und der Konstruktion von
PKM. An eine Methode zur Synthese von Mehanismen müssen zwei grundlegende Anfor-
derungen gestellt werden. Zunähst müssen bestimmte Kriterien ohne Einshränkungen
erfüllt werden. Diese Kriterien erwahsen sowohl aus prozessbedingten Anforderungen als
auh aus tehnologishen Limitierungen. Daneben gibt es Kriterien, die optimal realisiert
werden sollen, d. h. es gibt keine zwingende Vorgabe für diese Kriterien, aber die generelle
Forderung nah einer Minimierung.
1
Diese werden durh eine Kostenfunktion repräsen-
tiert, die beispielsweise den Energiebedarf, die äuÿeren Abmessungen oder die monetären
Kosten beshreibt.
In der Literatur wird zum Entwurf von Mashinen hauptsählih eine Methode eingesetzt,
die als optimales Design bezeihnet wird (siehe z. B. [94, 99℄). Dazu wird der Manipulator
durh Designparameter g beshrieben, die innerhalb einer Klasse von Mashinen vershie-
dene Varianten denieren. Jeder Wert für g entspriht dabei genau einer Variante. Um
die vershiedenen Varianten miteinander vergleihen zu können, werden Kennzahlen ηi
1
Für die mathematishe Optimierung ist die Suhe nah einem Maximum und Minimum äquivalent,
denn die Maximierung der Funktion f kann als Minimierung der Funktion −f betrahtet werden. Ohne
Beshränkung der Allgemeinheit wird in dieser Arbeit davon ausgegangen, dass die gesuhten Extrem-
werte Minima sind.
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deniert, welhe die Güte einer Mashine bezüglih eines bestimmten Kriteriums reprä-
sentieren. Beispiele für wihtige Kriterien sind u. a.:
• Volumen des Arbeitsraums,




• Nähe zu Autokollisionen,
• Nähe zu Singularitäten.
Für ein optimales Design wird nun gefordert, dass eine aus diesen Kennzahlen zusam-
mengesetzte Zielfunktion minimiert wird. Da die Kennzahlen von Natur aus vershiedene
Dimensionen besitzen, müssen dazu Gewihtungsfaktoren ki eingeführt werden, um die
vershiedenen Dimensionen anzupassen und relative Gewihtungen zwishen den Kriterien





verwendet. Einige wihtige Kriterien, wie z. B. die Existenz von Singularitäten im Ar-
beitsraum, können nur durh die Zustände erfüllt oder niht erfüllt beshrieben werden.
Dementsprehend wird der Kennzahl ηi der Wert 0 (erfüllt) oder 1 (niht erfüllt) zu-
geordnet. Durh ein ausreihend hohes Gewiht ki (Penalty) soll in diesen Fällen die
Erfüllung des Kriteriums erzwungen werden. Dieser Ansatz hat zwei entsheidende Nah-
teile. Erstens ist die Zielfunktion niht stetig, was die Lösung des Optimierungsproblems
erheblih ershwert. Zweitens ist es auh möglih, Lösungen zu nden, die niht alle ge-
stellten Kriterien erfüllen und daher im Sinne der Aufgabe ungültig sind. Selbst wenn
dieses Problem niht auftritt, führt die Zielfunktion nah Gleihung (5.1) zu Lösungen,
die sehr empndlih von der Wahl der Gewihtungsfaktoren ki abhängen. Da die Krite-
rien normalerweise antagonistish sind, entsprehen die Lösungen für gegebene ki einem
Kompromiss zwishen den Anforderungen. Daher ist das optimale Design stark durh die
Wahl der Gewihte geprägt. Leider gibt es a priori keine Möglihkeit, die Gewihte ki
geeignet zu wählen.
Der in dieser Arbeit vorgestellte Ansatz für die Maÿsynthese und Optimierung von PKM
basiert auf der Idee, sämtlihe tehnishen und prozessbedingten Anforderungen als zwin-
gend erforderlih zu betrahten und folglih als Nebenbedingungen zu formulieren. Dies
ersheint vor allem für praktishe Aufgaben als angemessen, denn in der Regel hat ein
Anwender genaue Vorstellungen davon, was eine Mashine leisten muss. Ferner ist es so
möglih, vershiedene Nebenbedingungen gleihzeitig zu berüksihtigen. Diese Betrah-
tung ist intuitiv, führt jedoh auf das komplexe Optimierungsproblem
minimiere f(g) (5.2)
Φ(g, y) > 0 ∀ y ∈ W, (5.3)
dessen Lösung in diesem Kapitel diskutiert wird. Gesuht ist ein globales Optimum der
Kostenfunktion f unter den Nebenbedingungen Φ [5, 38℄. Dies ist ein selten betrahtetes
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Optimierungsproblem, denn die Nebenbedingungen werden durh ein Constraint Satis-
fation Problem (CSP) beshrieben und müssen über der Menge W erfüllt werden. Die
Grundlagen für die Lösung dieses Typs von CSP wurden ausführlih im Kapitel 4 unter-
suht. Das grundsätzlihe Problem bei der globalen Optimierung besteht darin, dass es
im Allgemeinen sehr shwierig ist festzustellen, ob ein gefundenes Extremum globale Gül-
tigkeit besitzt. Verbreitete Verfahren zur globalen Optimierung basieren auf heuristishen
Methoden, Approximationsmethoden oder systematishen Methoden [5℄. Zu den heuris-
tishen Methoden gehören evolutionäre Verfahren (genetishe Algorithmen), Simulated
Annealing und Monte-Carlo-Methoden. Diese Methoden beinhalten alle eine stohasti-
she Komponente, die einerseits für eine breit gestreute Durhmusterung des Suhraums
sorgt, aber den Nahteil hat, dass das Aunden von globalen Extrema niht garantiert
werden kann. Weiterhin sind diese Methoden meist für einfahe Nebenbedingungen ent-
wikelt worden.
In diesem Kapitel wird ein Verfahren zur globalen Optimierung mit Nebenbedingungen
betrahtet, das auf der Intervallanalyse basiert [40, 101℄. Dieser Algorithmus betrahtet
die Nebenbedingungen als CSP und kombiniert die Methode zur Lösung aus Kapitel 4
mit einem intervallbasierten Verfahren für die globale Optimierung. Daher lassen sih für
die Analyse und Synthese identishe Gleihungen verwenden. In Abshnitt 5.5 wird ge-
zeigt, dass dies mit einer integrierten Implementierung möglih ist [105℄. Der besondere
Vorteil des CSP-Lösers besteht darin, dass die Nebenbedingungen mit Verikationsvaria-
blen formuliert werden können, die über einer Menge Xv erfüllt werden müssen. Vor dem
Hintergrund der Synthese von PKM wird in diesem Kapitel die Menge Xv meist mit dem
gewünshten Arbeitsraum W identiziert.
5.2 Maÿsynthese als Constraint Satisfation Problem
Die Maÿsynthese für parallele Roboter wird wie die Arbeitsraumberehnung und -ve-
rikation als CSP formuliert und kann daher mithilfe des hybriden CSP-Lösers (Ab-
shnitt 4.2.4) behandelt werden. Dies führt wiederum auf ein Problem vom Typ
Φ(c, v) > 0 ∀ v ∈ Xv (5.4)
mit dem System der Bindungsgleihungen Φ, den Berehnungsvariablen c, den Verika-
tionsvariablen v und der Verikationsmenge Xv. Für die Maÿsynthese werden die geo-
metrishen Parameter g mit den Berehnungsvariablen c und die Weltkoordinaten y mit
den Verikationsvariablen v identiziert. Der gewünshte Arbeitsraum W wird dabei als
Verikationsmenge Xv vorgegeben. Damit repräsentiert dieses CSP die Aufgabe, alle Va-
rianten g der Mashine zu bestimmen, die einen Arbeitsraum mit vorgegebener GröÿeW
und vorgegebenen Eigenshaften Φ besitzen. Der im Kapitel 4 beshriebene CSP-Löser
mit der Intervallanalyse garantiert, dass die so gefundenen Varianten der Mashine an
jedem Punkt im gewünshten Arbeitsraum W die gestellten Anforderungen erfüllen. Für
den Aufbau des Systems Φ werden dieselben Bindungen verwendet, die bereits für die
Arbeitsraumuntersuhung in Abshnitt 4.4 eingeführt wurden. Daher kann das für die
Analyse erstellte Modell der Mashine unmittelbar für die Synthese verwendet werden.
Dadurh entsteht eine durhgängige Methodik, die beginnend mit der vorläugen Analyse
der PKM über die Maÿsynthese und Optimierung bis hin zur Verikation der Ergebnisse








Φ : rp + smax − rb > 0
Abbildung 5.1: Parameterrelation am Beispiel des Radius von Plattform rp und Radius
des Rahmens rb beim SSM
einen einheitlihen Rahmen bietet. Die speziellen Aspekte für die Implementierung eines
Programmgerüsts werden in Abshnitt 5.5 erläutert.
5.2.1 Bindungen für die Maÿsynthese
In Abshnitt 4.4 wurden Bindungen eingeführt, die die Einhaltung von kinematishen
und tehnologishen Anforderungen erzwingen. Für die Maÿsynthese ist es zwekmäÿig,
weitere Bindungen zu formulieren, welhe die geometrishen Abmessungen der Mashine
direkt in Relation zueinander setzen. Da die Geometrie bei der Arbeitsraumberehnung
konstant ist, haben diese Bindungen dort keine Bedeutung. Zunähst können grobe Ab-
shätzungen über den Wertebereih der Parameter aufgestellt werden. Weiterhin lassen
sih einige Parameter derart zueinander in Beziehung setzen, dass ein Teil des Suhraums
Xs ausgeshlossen werden kann. Dies hat den Vorteil, dass diese Bedingungen unabhän-
gig von dem unterlagerten Algorithmus Verifizieren getestet werden können, d. h. diese
Bindungen werden als separiertes Subsystem behandelt (Abshnitt 4.3.1), dessen Verika-
tionsmenge Xv leer ist und daher besonders shnell überprüft werden kann. Entsprehend
groÿ ist das Potential zur Einsparung von Rehenzeit. Diese Art der Parameterrelation
soll an einem einfahen Beispiel für den SSM illustriert werden. Damit der Arbeitsraum
das Manipulators niht prinzipiell leer ist, darf der Radius des Rahmens rb niht gröÿer
sein als die Summe aus Radius der Plattform rp und maximaler Länge der Aktuatoren
s
max
. Es gilt also
rp + smax − rb > 0. (5.5)
Solhe Regeln ersheinen trivial und können leiht aufgestellt und implementiert werden.
In Abbildung 5.1 ist der gültige Teil des Parameterraums nah Gleihung (5.5) darge-
stellt. Es ist zu erkennen, dass diese einfahe Ungleihung eine groÿe Anzahl ungültiger
Designs ausshlieÿt, ohne die aufwendige Verikation des Arbeitsraums einer Mashine
durhzuführen. Diese Bindung kann ezient auf Konsistenz untersuht werden und auh
eine Untersuhung des Gradienten führt zu einer rasheren Konvergenz. Aufgrund der
modularen Struktur des CSP-Lösers können mit wenig Aufwand beliebig viele solher
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Tabelle 5.1: Grenzen für die geometrishen Parameter des Linapod
Symbol Minimum Maximum Beshreibung
rb 0  Radius des Rahmens der Mashine
ru 0 rb Radius der oberen Plattformebene
rl 0 rb Radius der unteren Plattformebene
ll rb − rl  Länge des unteren Beins
lu rb − ru  Länge des oberen Beins
∆a −60◦ 60◦ Tangentialer Versatz der rahmenseitigen Anlenkpunkte
∆h 0  Abstand zwishen unterer und oberer Plattformebene
∆t 0  Abstand zwishen Kp und unterer Plattformebene
∆αp −60◦ 60◦ Verdrehung der unteren und oberen plattformseitigen
Anlenkpunkte gegenüber Kp
Relationen berüksihtigt werden. Die Betrahtung von Parameterrelationen wirkt sih
ausgesprohen günstig auf die Laufzeit des Algorithmus aus, denn Parameterrelationen
erlauben, ungültige Varianten einer Mashine mit wenigen Rehenoperationen auszushlie-
ÿen. Durh Relationen können einfahe Regeln und anwendungsspezishe Restriktionen
systematish eingearbeitet werden.
5.2.2 Parameterrelationen für PKM
Im Folgenden wird beispielhaft eine Relation für die vorliegende Parametrisierung des
Linapod aufgezeigt. In Tabelle 5.1 und Tabelle 5.2 sind Shranken des Wertebereihs der
geometrishen Parameter für die Mashinen Linapod und SSM zusammengefasst.
Als Beispiel für eine Relation zwishen den geometrishen Parametern wird die Kollision
der Beine mit der Plattform betrahtet. Hier wird davon ausgegangen, dass die Plattform
durh einen zylinderförmigen Spindelkasten mit einer Länge ls und einem Radius rs be-
shrieben wird (Abb. 5.2). Der maximal möglihe Shwenkwinkel der Plattform wird durh
die Kollision mit den oberen Stäben begrenzt. Unter Vernahlässigung des Durhmessers
des oberen Stabs ergibt sih die Bedingung für eine Kollision (Abb. 5.2) zu
ϕs = arctan
ru − rs
ls −∆h−∆t . (5.6)
Der minimale Winkel β
min
kann aus vershiedenen Gründen begrenzt sein. Das Kardan-
gelenk könnte einen beshränkten Shwenkbereih besitzen oder das maximale Überset-
Tabelle 5.2: Grenzen für die geometrishen Parameter des SSM
Symbol Minimum Maximum Beshreibung
rb 0  Radius des Rahmens der Mashine
rp 0  Radius der Plattform
∆αb −60◦ 60◦ Versatz der rahmenseitigen Anlenkpunkte
∆αp −60◦ 60◦ Versatz der plattformseitigen Anlenkpunkte





















Abbildung 5.2: Maximal möglihe Shwenkwinkel der Plattform unter Berüksihtung der
Kollision zwishen Beinen und Spindelkasten
zungsverhältnis j
max















= ϕs + βmin = arctan
ru − rs






Die Bestimmung von ϕ
max
ist dabei unabhängig von den Verdrehwinkeln der plattform-
seitigen Anlenkpunkte, da der maximale Shwenkwinkel in allen Rihtungen realisiert
werden soll. Daher muss das Shwenken insbesondere auh in Rihtung der Stäbe möglih
sein. Für die Synthese wird Gleihung (5.8) zu
Φ : ϕ
max
− arctan ru − rs






umgeformt, so dass sih eine Relation zwishen den geometrishen Parametern ergibt.
In ähnliher Weise kann überprüft werden, ob die Shwenkwinkel an den Ekpunkten
des Arbeitsraums eingehalten werden. Da der Shwenkwinkel ϕ
max
als Eigenshaft des
Gesamtorientierungsarbeitsraums vorgegeben ist, ergibt sih so eine Ungleihung für die
Plattformgeometrie und die Länge der oberen Stäbe, die niht von den Weltkoordina-
ten abhängt. Bei der Maÿsynthese ist dies besonders günstig, da damit ein separierbares
Subsystem entsteht, das keine Verikationsvariablen enthält und damit sehr shnell aus-
gewertet werden kann.
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5.3 Globale Optimierung
Die Maÿsynthese wurde für gegebene Prozessanforderungen als CSP formuliert, und alle
gültigen Varianten der Mashine können mit dem hybriden CSP-Löser (Abshnitt 4.2.4)
ermittelt werden. Da garantiert werden kann, dass jede dieser Varianten alle gestellten
Anforderungen erfüllt, stellt sih nun die Frage, wie die optimale Mashine aus diesen
Varianten ausgewählt werden kann. Dazu wird zunähst unterstellt, dass es eine Zielfunk-
tion f gibt, deren Minimum die optimale Konguration repräsentiert. Diese Zielfunktion
könnte beispielsweise die äuÿeren Abmessungen der Mashine beshreiben oder ein Maÿ
für die monetären Kosten der Mashine sein. Dazu wird in den folgenden Abshnitten
eine Methode zur globalen Optimierung anhand der Intervallanalyse untersuht.
5.3.1 Freie globale Optimierung
Zunähst wird die globale Optimierung ohne Nebenbedingungen betrahtet. Bei der Suhe
nah einem Minimum der Funktion soll eine Stelle gefunden werden, die kleinere Funkti-
onswerte besitzt als alle Stellen in ihrer Umgebung. Die Auswertung einer Funktion liefert
jedoh nur einen lokalen Funktionswert an genau der ausgewerteten Stelle. Das Problem
bei der globalen Optimierung besteht darin, dass eine normale Funktionsauswertung kei-
ne Informationen mit globaler Gültigkeit liefert. Es wurde daher lange Zeit vermutet,
dass es keinen Algorithmus geben kann, der garantiert das globale Minimum ndet. Die
Intervallarithmetik shlieÿt diese Lüke, denn sie ermögliht es, rigorose Shranken für
den Wertebereih einer Funktion über einer Menge von Werten zu berehnen. Daher
kann die Intervallauswertung einer Funktion globale Informationen über diese Funktion
liefern. Obwohl die so ermittelten Shranken den Wertebereih der Funktion mögliher-
weise erheblih übershätzen, bildet diese Auswertung eine garantierte Einshahtelung
der tatsählihen auftretenden Werte. Seien f̂1 = f(ĉ1) und f̂ 2 = f(ĉ2) zwei Funktions-
auswertungen über zwei disjunkten Intervallen ĉ1, ĉ2, dann kann durh den Vergleih von
f̂1 und f̂ 2 die folgende global gültige Aussage getroen werden
• sup f1 < inf f2: Das Intervall ĉ2 kann niht das globale Minimum enthalten.
• sup f2 < inf f1: Das Intervall ĉ1 kann niht das globale Minimum enthalten.
Auf der Basis dieses einfahen Vergleihs lässt sih ein Branh-and-Bound Algorithmus
aufbauen, der garantiert das globale Minimum im Suhbereih ndet [39℄. Der prinzipielle
Aufbau des Algorithmus sieht folgendermaÿen aus:
Algorithmus 10: Generisher globaler Optimierer
1. Werte für den Suhraum {ĉ1, . . . , ĉn} die Zielfunktion ĥi = f(ĉi) für jede Box aus
und speihere die Paare (ĉi, ĥi) in der Liste LT.
2. Erzeuge eine leere Liste LS für die Kandidaten für das globale Minimum; setze die
garantierte obere Grenze h∗ =∞.
3. Falls die Liste LT leer ist, beende den Algorithmus.
4. Aktualisiere h∗, falls h∗ > min
LT
(sup ĥ), d. h. es gibt eine Box in LT mit einem klei-
neren Supremum.
5. Entferne alle Paare mit inf ĥ > h∗ aus der Liste LT und LS.
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6. Entnimm der Liste LT das Paar (ĉ, ĥ) mit dem kleinsten Inmum inf ĥ.
7. Falls verfügbar, wende Operationen zum Shrumpfen von ĉ an.
8. Falls diam ĉ < ε und diam ĥ < µ, d. h. die Breite aller Komponenten der Box ist
kleiner als ein gegebenes ε und die Breite des Werts der Zielfunktion ist kleiner als
µ, dann ist die Box hinreihend genau bestimmt; speihere (ĉ, ĥ) in der Liste LS;
gehe zu (3).
9. Teile die Box ĉ in m Subboxen {ĉ1, . . . , ĉm}, Werte die Zielfunktion ĥi = f(ĉi) für
jede Subbox aus und speihere die neuen Paare in der Liste LT; gehe zu (3).
Das Verhalten des Algorithmus wird durh zwei wihtige Parameter gesteuert, die zu
Beginn festgelegt werden müssen. ε ist die Genauigkeit für die Gröÿe der betrahteten
Boxen und µ ist der maximale Fehler der Zielfunktion. Wenn der Algorithmus abgeshlos-
sen wurde, erfüllt jedes Paar (ĉi, ĥi) in der Liste LS
diam ĉi < ε, (5.10)
diam ĥi < µ, (5.11)
h∗ ≤ ĥi ≤ h∗. (5.12)
Eine untere Shranke für den Wert der Zielfunktion wurde ebenfalls ermittelt, denn die
Zielfunktion fällt niht unter den Wert h∗ = min
LS
(inf ĥ). Zusammenfassend besitzt der
Algorithmus folgende bemerkenswerte Eigenshaften:
• Der Algorithmus ndet garantiert das globale Minimum. Falls mehrere, gleihwertige
globale Minima existieren, werden alle ermittelt.
• Es werden automatish garantierte obere und untere Shranken für den Wert der
Zielfunktion gefunden.
• Es werden garantierte Shranken für die Designparameter gefunden, die das globale
Minimum enthalten.
• Die Zielfunktion muss niht stetig sein.
• Der Algorithmus eignet sih gut zur Parallelisierung.
• Durh die Verwendung der Intervallanalyse ist der Algorithmus robust gegenüber
numerishen Rundungsfehlern.
Eine einfahe Kombination von Maÿsynthese und globaler Optimierung kann bereits an-
hand dieses einfahen Algorithmus vorgenommen werden. Dazu wird die Lösungsmenge
der Maÿsynthese als Eingangsdaten für den globalen Optimierer übernommen, d. h. die
Liste LT des generishen globalen Optimierers wird mit dem Inhalt der Liste LS
des hybriden CSP-Lösers initialisiert. Ein Vergleih der Algorithmen zur Lösung von
CSP und der globalen Optimierung zeigt jedoh, dass beide Verfahren groÿe Ähnlihkeit
miteinander haben. Bei den in dieser Arbeit betrahteten Problemen ist die Auswertung
der Bindungsgleihungen um Gröÿenordnungen aufwendiger als die Auswertung der Ziel-
funktion, da für die Bindungsgleihungen der Arbeitsraum veriziert werden muss. Im
folgenden Abshnitt 5.3.2 wird eine synergetishe Koppelung der beiden Verfahren vorge-
nommen, die zunähst eine zulässige Lösung für die Bindungsgleihungen ermittelt und
dann anhand der Zielfunktion überprüft, ob eine Verbesserung der besten bekannten Va-
riante möglih ist. Falls h∗ niht verbessert werden kann, wird die Variante verworfen,
ohne die aufwendige Untersuhung der Bindungsgleihungen durhzuführen.
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5.3.2 Globale Optimierung mit Nebenbedingungen
Eine Zusammenfassung von CSP und globaler Optimierung führt zu einem globalen Op-
timierungsproblem mit Nebenbedingungen, das sih folgendermaÿen darstellen lässt:
minimiere f(c) (5.13)
Φ(c, v) > 0 ∀ v ∈ Xv. (5.14)
Der Vergleih zwishen dem hybriden CSP-Löser und dem Algorithmus zur globalen
Optimierung zeigt, dass die Algorithmen einen fast identishen Aufbau aufweisen. Der
wihtigste Untershied besteht darin, durh welhen Test eine Box verworfen wird. Beim
CSP-Löser wird das System Φ(c, v) > 0 betrahtet, während für die globale Optimierung
die Zielfunktion f(c) mit der besten bekannten Lösung h∗ verglihen wird. Damit eine
Box ĉ als Lösung in Betraht kommt, müssen beide Bedingungen erfüllt sein. Für die
hier betrahtete Optimierung von PKM kann die Zielfunktion f(ĉ) um Gröÿenordnungen
shneller ausgewertet werden als der Algorithmus Verifizieren für die Box ĉ. Daher ist
es günstiger, zunähst die Zielfunktion auf eine möglihe Verbesserung hin zu überprüfen.
Weiterhin ist festzustellen, dass sih die obere Shranke h∗ für das Minimum sukzessiv
verkleinert, so dass sih die Shärfe dieses Kriteriums stetig verbessert.
5.3.3 Konsistenztest für die Zielfunktion
Ähnlih wie beim CSP-Löser kann die Laufzeit des Optimierers durh zusätzlihe Maÿ-
nahmen drastish verbessert werden. Die folgenden Abshnitte beshreiben Tehniken, die
insbesondere für die Behandlung von PKM ausgewählt wurden. Diese und weitere Tests
sind in der Literatur zur globalen Optimierung mit der Intervallanalyse zu nden [5, 39℄.
Sobald eine gültige Lösung ĉ des CSP gefunden wurde, wird eine obere Shranke für den
Funktionswert des globalen Minimums ermittelt, indem eine Intervallauswertung der Ziel-
funktion für diese Box berehnet wird. Das Supremum h∗ = sup f(ĉ) ist eine globale obere
Shranke für das Minimum. Diese Shranke kann häug verbessert werden, indem die Ziel-
funktion f für einen diskreten Punkt c = mid ĉ ∈ ĉ ausgewertet wird. Die Eigenshaften
der Intervallanalyse garantieren dabei, dass f(c) ∈ f(ĉ) und damit h′∗ = f(c) ≤ h∗ gilt.
Vor allem für relativ groÿe Boxen ĉ wird der Einuss von Übershätzung und Abhängig-
keiten durh die Auswertung für einen Punkt c stark reduziert, so dass h′∗ häug eine
deutlih kleinere obere Shranke liefert als h∗. Da per Konvention die kleinste bekannte
obere Shranke mit h∗ bezeihnet wird, wird h∗ durh den Wert von h′∗ ersetzt.
Das globale Minimum von f muss oensihtlih kleiner sein als h∗, so dass sih eine
zusätzlihe Bindungsgleihung
Φ : h∗ − f(c) ≥ 0 (5.15)
formulieren lässt, die in das CSP eingearbeitet werden kann. Im Untershied zu den üb-
rigen Bindungen hängt diese Ungleihung von einem Parameter des Algorithmus ab. Auf
diese Ungleihung lassen sih viele der Tehniken zur Ezienzsteigerung anwenden (Ab-
shnitt 4.3.3), die für CSP bekannt sind. Vor allem die Separation der Verikationsmenge,
der Test auf Konsistenz und die Verwendung von Abhängigkeiten können genutzt werden,
um die Rehenzeit zu reduzieren.
Diese zusätzlihe Bindung hat eine bemerkenswerte Eigenshaft. Da die obere Shranke
h∗ für das Minimum während der Optimierung fortlaufend verbessert wird, vershärft sih
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die daraus gewonnene Bindung progressiv, d. h. die Bindung wird im Laufe der Bereh-
nung immer eektiver bei der Eliminierung von Boxen ĉ, die niht das globale Minimum
enthalten können.
5.3.4 Verwendung des Gradienten der Zielfunktion
Für eine stetig dierenzierbare Zielfunktion f können dem Gradienten ∇f wertvolle Infor-
mationen entnommen werden. Eine Intervallauswertung ẑ = ∇f(ĉ) liefert für eine Box ĉ
eine garantierte Einshahtelung des Wertebereihs der partiellen Ableitungen der Funkti-
on. Die Funktion f ist bezüglih ihrer i-ten Komponente monoton steigend, falls für diese
Komponente ẑi > 0 gilt, d. h. inf ẑi > 0 ist. Sie besitzt dann garantiert kein Minimum
im Inneren der Box ĉ sondern höhstens auf dem Rand der Box. Daher kann die Box auf
das teilweise degenerierte Intervall ĉ′ = [ĉ1, . . . , inf ĉi, . . . , ĉn] reduziert werden, und mit
h∗ = f(ĉ′) ergibt sih eine verbesserte obere Shranke für das globale Minimum. Entspre-
hend ist die Funktion f bezüglih ihrer i-ten Komponente monoton fallend, wenn für
diese Komponente ẑi < 0 gilt. Dann nimmt die Funktion ihr lokales Minimum im Inter-
vall ĉ′ = [ĉ1, . . . , sup ĉi, . . . , ĉn] an. Die Box ĉ wird daher durh ĉ
′
ersetzt. Für die übrigen
partiellen Ableitungen ergibt sih mögliherweise durh die Reduktion von ĉ ebenfalls eine
shärfere Auswertung, so dass der Test rekursiv wiederholt werden kann, um die obere
Shranke h∗ zu verbessern.
5.3.5 Zielfunktion
Für die Optimierung von PKM stellt sih die Frage, welhe Eigenshaft der Mashine
optimiert werden soll. Die kinematishen und tehnishen Anforderungen werden bereits
durh die Nebenbedingungen der globalen Optimierung berüksihtigt, und die Verika-
tion über der Menge Xv = W garantiert, dass alle gestellten Anforderungen in jedem
Punkt des gewünshten Arbeitsraums W erfüllt werden. Daher können in der Zielfunkti-
on f Kriterien berüksihtigt werden, für die keine strengen Grenzen bestehen, die aber
unter der Anzahl der möglihen Varianten minimiert werden sollen. Beispiele für solhe
Kriterien sind die monetären Kosten der Mashine oder der gesamte benötigte Bauraum.
Die Frage, welhes Kriterium in der Praxis minimiert werden soll, führt jedoh thematish
von den in dieser Arbeit shwerpunktmäÿig betrahteten Fragestellungen weg. Daher soll
hier nur eine klare Shnittstelle zwishen dem kinematishen und tehnishen Entwurf
von PKM und den möglihen Auswahlkriterien erarbeitet werden. Die Abshätzung der
tatsählihen Kosten für die Herstellung einer Mashine gehört zum Gebiet der Produk-
tionstehnik und kann im Rahmen dieser Arbeit niht näher betrahtet werden. Es ist
jedoh möglih, die Fertigungskosten für eine gegebene Geometrie g anzugeben und als
Zielfunktion in die globale Optimierung zu integrieren. Durh die hier gewählte Formulie-
rung des Problems werden die beiden Fahgebiete an einer klar denierten Shnittstelle
getrennt.
Als rein geometrishes Kriterium soll daher beispielhaft der Bauraum der Mashine mi-
nimiert werden. Eine vernünftige Abshätzung für das Volumen V kann aus den geome-
trishen Parametern berehnet werden und wird für jedes der Beispiele in Abshnitt 5.6
angegeben.
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5.4 Synthese abhängiger tehnologisher Parameter
Durh die globale Optimierung lässt sih eine Mashine nden, die alle gestellten Anforde-
rungen Φ erfüllt und gleihzeitig die gegebene Zielfunktion f minimiert. Damit werden die
kinematish wesentlihen Abmessungen der Mashine ermittelt. Es verbleibt jedoh noh
die Optimierung tehnologish wihtiger Parameter, die bislang als gegeben betrahtet
wurden. Am Beispiel der Gelenke soll die Möglihkeit zur Optimierung veranshauliht
werden. Bei der Analyse und Synthese wird angenommen, dass der maximale Shwenkwin-
kel der Gelenke als tehnologishe Kenngröÿe bekannt ist, und während der Maÿsynthese
werden alle Varianten eliminiert, die diesen maximal möglihen Winkel niht einhalten.
Insofern ist eine von der Maÿsynthese ermittelte Variante tehnish mahbar. Es wird nun
überprüft, ob auh ein Gelenk mit einem geringeren Shwenkwinkel ausreihend ist.
Diese Frage lässt sih auh als CSP formulieren, bei dem für eine bekannte Variante g der
Mashine und für einen gegebenen Arbeitsraum y ∈ W geprüft wird, welhe Werte der
tehnologishen Parameter zu einer gültigen Variante führen. Die tehnologishen Kenn-
gröÿen werden dazu als Berehnungsvariablen c aufgefasst, und eine Verikation muss über
dem vorgegebenen Arbeitsraum W durhgeführt werden. Daher werden die Weltkoordi-
naten der Plattform als Verikationsvariablen v verwendet, und die Verikationsmenge
Xv ist der gegebene Arbeitsraum W. Durh die Maÿsynthese wurde bereits die Existenz
mindestens einer Lösung bewiesen, jedoh ist es durhaus möglih, dass tehnish besse-
re Varianten existieren. Durh eine einfahe Zielfunktion kann dann der optimale Wert
für die tehnologishen Parameter bestimmt werden. Wie im folgenden Abshnitt gezeigt
wird, ist diese Vertaushung der Rollen der einzelnen Parameter durh eine geeignete
Gestaltung des Programmgerüsts ohne weiteren Aufwand möglih.
5.5 Implementierung eines objektorientierten
Programmgerüsts
Die Verfahren zur Arbeitsraumberehnung und Maÿsynthese wurden als CSP formuliert,
so dass dieselben Bindungsgleihungen für sehr untershiedlihe Aufgaben verwendet wer-
den können. Daher wird in diesem Abshnitt eine Implementierung betrahtet, bei der
die Gleihungen nur einmal aufgestellt und eingegeben werden müssen. Danah stehen
die Bindungen für jede der betrahteten Berehnungen zur Verfügung. Damit gelingt die
selten realisierte Verzahnung von Analyse und Synthese innerhalb einer Methode und der
gesamte Entwiklungsprozess wird vereinheitliht. Zunähst kann eine vorläuge Analyse
von speziellen vorgegebenen Mashinen durhgeführt werden. Dabei wird der Arbeitsraum
berehnet, in dem alle betrahteten Eigenshaften erfüllt sind. Der Entwurf von Mashinen
mit gegebenen Eigenshaften lässt sih nahtlos anshlieÿen, da durh die Beshreibung als
Bindungen Φ die Rollen2 von geometrishen Parametern und Weltkoordinaten vertausht
werden können. Bei der Maÿsynthese werden damit alle Varianten der Mashine ermit-
telt, die garantiert die geforderten Eigenshaften im Arbeitsraum besitzen. Der besondere
Vorteil besteht darin, dass die Bindungsgleihungen dazu niht neu programmiert werden
müssen. Da die Maÿsynthese ein Teil des vorgestellten Verfahrens zur globalen Optimie-
2
Die Rolle einer Variablen beshreibt deren Funktion bei dem jeweiligen Problem. Die Rolle einer
Variablen kann Berehnungsvariable, Verikationsvariable oder Konstante sein.
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rung mit Nebenbedingungen ist, können die Bindungen auh bei der Optimierung wei-
terverwendet werden. Den letzten Shritt im Entwurfsprozess bildet die Bestimmung der
tehnologishen Parameter. Dies wird ebenfalls als CSP behandelt, indem auh hier die
Rollen der Variablen vertausht werden. Nahdem die optimale Geometrie ermittelt und
die Eigenshaften vorgegeben wurden, können die tehnologishen Parameter als unbe-
kannt betrahtet werden, während Geometrie und Arbeitsraum vorgeben sind. Auh hier
kann auf die bereits zur Analyse erarbeiteten Bindungen zurükgegrien werden.
Damit der CSP-Löser mit dieser Flexibilität für Analyse und Synthese von PKM einge-
setzt werden kann, wird ein Programmgerüst (Framework) benötigt, das die folgenden
Eigenshaften haben sollte:
• Die Implementierung der Bindungen kann verwendet werden zur
 Verikation des Arbeitsraums (Abshnitt 4.2.2),
 Berehnung des Arbeitsraums (Abshnitt 4.2.3),
 Maÿsynthese (Abshnitt 5.2),
 Optimierung (Abshnitt 5.3),
 Synthese der tehnologishen Parameter (Abshnitt 5.4).
• Das Programmgerüst kann um neue Intervallalgorithmen erweitert werden.
• Die Bindungen sind voneinander unabhängig, so dass sih vershiedene Bindungen
kombinieren lassen.
• Neue Bindungen können auh nahträglih hinzufügt werden, ohne dass bestehende
Bindungen überarbeitet werden müssen.
• Die Bindungsgleihungen für vershiedene Kriterien sind in einer Bibliothek organi-
siert und können anwendungsspezish zur Berüksihtigung der jeweils relevanten
Eigenshaften kombiniert werden.
• Die Konguration kann unabhängig von den Bindungen eingestellt werden (z. B.
über eine Kongurationsdatei).
Um diese Anforderungen zu erfüllen, wird im Folgenden eine Aufteilung in Klassen vor-
geshlagen.
5.5.1 Objektorientierte Analyse
Für das Programmgerüst wird durh die objektorientierte Analyse das Gesamtsystem CSP
in Klassen aufgeteilt, die miteinander kommunizieren. Diese Klassen besitzen abstrakte
Shnittstellen, die die prinzipiellen Kommunikationswege des Programmgerüsts beshrei-
ben. Durh geeignete virtuelle Methoden der Klassen wird eine eektive Kapselung der
individuellen Eigenshaften ermögliht, die zu modularen und wiederverwendbaren Pro-
grammbausteinen führt.
Der prinzipielle Aufbau des Programmgerüsts ist in Abbildung 5.3 skizziert. Die Klasse
CSP-Löser repräsentiert die vershiedenen Algorithmen, die in diesem und dem voran-
gegangenen Kapitel vorgestellt wurden. Zur Kommunikation mit dem Programmgerüst
wird eine Methode auswerten vereinbart, die das System Φ berehnet und die Bewertung




























Abbildung 5.3: Aufbau des modularen Programmgerüsts für einen CSP-Löser
des Systems zurükliefert. Die Klasse für die Bindungsabstraktion enthält die eigent-
lihe Beshreibung des Systems der Bindungsgleihungen Φ. Die Bindungsabstraktion
enthält als wihtigste Komponenten eine Liste der Bindungen und eine dynamishe zu-
weisbare Zuordnungstabelle. Die Bindungen entsprehen den in Abshnitt 4.4 und 5.2.1
beshriebenen Ungleihungen und alle in den Bindungen enthaltenden Variablen werden
mit den Symbolen der Symboldatenbank gekoppelt. Die Zuordnungstabelle verknüpft
für das jeweilige Problem die Box b̂
T
= [ĉT, v̂T] bestehend aus den Berehnungsvariablen ĉ
und den Verikationsvariablen v̂ mit der Symboldatenbank. Die Auswertung des Systems
Φ geshieht daher in zwei Shritten. Zunähst werden mithilfe der Zuordnungstabelle die
aktuellen Werte der Box b̂ der Symboldatenbank zugewiesen. Der zweite Shritt besteht
darin, die Bindungen zu berehnen.
Die Symboldatenbank enthält Speiher für jede Variable, die in den Bindungen vorkommt.
Daher kann die Symboldatenbank als shlihter Vektor ŝ ∈ IIns interpretiert werden, wobei
ns die Anzahl der Variablen ist. Bei einer variablen Anzahl von Gleihungen wird dadurh
sihergestellt, dass alle Symbole genau einmal gespeihert werden. Die zentrale Speihe-
rung der Variablen ist nötig, um zu gewährleisten, dass die in mehr als einer Gleihung
auftretenden Variablen überall den gleihen Wert haben. Die Minimierung des Bedarfs
an Arbeitsspeiher spielt bei dieser Maÿnahme keine Rolle. Durh die Symboldatenbank
werden die aktuellen Werte implizit in die Gleihungen eingesetzt und müssen niht beim
Funktionsaufruf als Parameter übergeben werden. Dies hat den Vorteil, dass bei der Im-
plementierung der Gleihung niht festgelegt werden muss, welhe Rollen die Variablen
spielen. Es ist daher möglih, über die Zuordnungstabelle erst zur Laufzeit auszuwäh-
len, welhe Variablen als Konstanten, Verikations- oder Berehnungsvariablen fungieren.
Weiterhin müssen die Werte der Box b̂ pro Auswertung von Φ nur einmal in die Datenbank
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kopiert werden. Dies ist sehr ezient, da komplexe Probleme viele Bindungen enthalten
und die Box b̂ wenige Komponenten besitzt.
Den Symbolen werden zur Identikation eindeutige Namen zugeordnet, die beim Aufbau
der Zuordnungstabelle verwendet werden, um die Rolle der einzelnen Symbole festzu-
legen. Durh die dynamish anpassbare Zuordnungstabelle wird die Rolle eines speziellen
Symbols als Konstante, Berehnungs- oder Verikationsvariable festgelegt.
Die einfahe Klasse Bindung besitzt nur eine Funktion zur Auswertung der Vektorfunk-
tion Φ(i) : IIns → IIni, wobei ni die Anzahl der Funktionen in der Bindung ist. Bei der
Initialisierung werden die für diese Bindung benötigten Variablen mit den Variablen in der
Symboldatenbank verknüpft.
3
Damit kann sih eine a priori niht bekannte Anzahl von
Bindungen die gleihen Variablen in der Datenbank teilen. Gleihzeitig müssen die Werte
für die Variablen niht bei der Auswertung übergeben werden. Stattdessen verwendet die
Bindung ohne zusätzlihen Aufwand die aktuellen Werte aus der Symboldatenbank. Die
Auswertung der Bindung kann also ohne Parameter aufgerufen werden und liefert nur die
Werte der Bindungsgleihungen zurük.
Die Zielfunktion der Optimierung kann als spezielle skalare Bindungsgleihung betrahtet
werden. Die Verknüpfung mit der Symboldatenbank geshieht auf die gleihe Weise wie
bei den Bindungen.
Die Bindungsabstraktion repräsentiert für den CSP-Löser das System der Ungleihun-
gen Φ und, sofern erforderlih, die Zielfunktion f . Die wihtigste Aufgabe der Klasse
besteht darin, die vom CSP-Löser übergebene Box b̂ speziell für die aktuelle Aufgabe auf
die Symboldatenbank abzubilden. Dies geshieht durh die Zuordnungstabelle, welhe
die Komponenten der Box b in die Symboldatenbank überträgt.4 Im direkten Anshluss
daran werden die Bindungsgleihungen naheinander ausgewertet.
Die Zuordnungstabelle kann aus einer Kongurationsdatei erstellt werden, da die Sym-
bole anhand ihrer Namen identiziert werden können. Damit wird es möglih, die ver-
shiedenen Aufgaben Verikation eines gegebenen Arbeitsraums, Berehnung des Arbeits-
raums, Maÿsynthese und Optimierung mit der gleihen Implementierung der Bindungen
zu behandeln. Dazu werden jeweils die vom CSP-Löser gesuhten Variablen mit dem
Vektor b̂
T
= [ĉT, v̂T] verknüpft, während für die übrigen Variablen konstante Werte an-
genommen werden, die am Anfang der Berehnung in die Symboldatenbank geshrieben
werden. Die Anzahl der Bindungen sowie deren Abhängigkeiten können als Detail vor
dem CSP-Löser verborgen werden.
Die Bindungsabstraktion bewertet die Ergebnisse der Auswertung von Φ, d. h. die von
den Bindungen zurükgelieferten numerishen Werte werden in die logishen Bewertungen
gültig, ungültig und unsiher übersetzt.




In der Implementierung in C
++
wird dies durh Referenzen realisiert [125℄. Referenzen sind ver-
gleihbar mit Zeigern, verhalten sih aber wie normale Variablen. Beim Anlegen einer Referenz wird einer
bestehenden Speiherstelle in der Symboldatenbank lokal in der Bindung ein neuer Name zugeordnet.
4
In der Implementierung in C
++
wird die Zuordnungstabelle durh ein Feld von Zeigern abgebildet.
Anhand der Indizes dieses Felds können die Komponenten von b den entsprehenden Variablen in der
Symboldatenbank zugewiesen werden.




• Globaler Optimierer mit Nebenbedingungen,
beshrieben, die als Ableitungen der Klasse CSP-Löser eingesetzt werden. Für die Im-
plementierung lassen sih die Algorithmen Verifizieren und Berehnen als Spezialfäl-
le des hybriden CSP-Lösers integrieren. Der Algorithmus Berehnen wird durh den
hybriden CSP-Löser emuliert, wenn keine Verikationsvariablen v zugewiesen werden
und der hybride CSP-Löser verhält sih wie der Algorithmus Verifizieren, wenn kei-
ne Berehnungsvariablen c verwendet werden. In ähnliher Weise wird die globale Opti-
mierung ohne Nebenbedingungen als Spezialfall der Optimierung mit Nebenbedingungen
betrahtet.
Die Algorithmen lassen sih mit der Bindungsabstraktion koppeln, ohne dass der Al-
gorithmus zusätzlih Informationen über die Bindungen brauht. Die Auswertung von
Φ für eine Box b̂ wird von der Bindungsabstraktion übernommen. Als Resultat erhält
der CSP-Löser eine logishe Bewertung der Box, denn für den Algorithmus sind die nu-
merishen Werte der Bindungen irrelevant. Die Aufgabe des CSP-Löser besteht darin,
die Listen LT, LS, LF und LI zu verwalten. Diese werden als verkettete Listen organi-
siert, so dass das Hinzufügen und Entfernen der Boxen bei beliebig langen Listen ezient
durhgeführt werden kann. Die maximale Anzahl der Boxen in den Listen hängt nur vom
verfügbaren Arbeitsspeiher ab.
5.5.2 Übersiht über möglihe Kongurationen
Ein Vorteil des modularen Aufbaus besteht in der Möglihkeit, die Zuordnungstabelle
der Symbole und die verwendeten Bindungen beliebig auszuwählen. In Tabelle 5.3 sind
vershiedene Szenarien zusammengefasst, die in dieser Arbeit diskutiert werden. Dabei
bezeihnet g die geometrishen und t die tehnologishen Parameter. Die Weltkoordina-
ten der Plattform setzten sih aus yT = [xT, θT] zusammen, wobei x die translatorishen
Weltkoordinaten und θ die Orientierungen beshreiben. Alle diese Aufgaben können mit
dem hybriden CSP-Löser bearbeitet werden, wobei den Variablen x, θ, g, t in jedem Szena-
rio untershiedlihe Rollen zugewiesen werden. Dazu wird die Zuordnungstabelle dyna-
mish zur Laufzeit des Programms aus einer Kongurationsdatei erstellt. Es müssen daher
nur die folgenden Informationen festgelegt beziehungsweise aus einer Liste von Optionen
ausgewählt werden:
Tabelle 5.3: Vershiedene Zuordnungstabellen für den hybriden CSP-Löser
Aufgabe c v konst.
Verikation des Arbeitsraums ∅ x, θ g, t
Berehnung des translatorishen Arbeitsraums x ∅ θ, g, t
Berehnung des Gesamtorientierungsarbeitsraums x θ g, t
Maÿsynthese für gegebene Arbeitsraum W
GO
g x, θ t
Synthese tehnologisher Parameter t x, θ g
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• verwendete Bindungen,
• Berehnungsvariablen c und deren Suhraum Xs,
• Verikationsvariablen v und die Verikationsmenge Xv,
• Werte der Konstanten,
• Genauigkeit εv, εc.
Für den Suhraum Xs wird in der Regel eine hinreihend groÿe Box verwendet, d. h. es
werden Intervalle für jede Komponente der Berehnungsvariablen c vorgegeben.
5.6 Ergebnisse
Die exible Verwendung des CSP-Lösers und globalen Optimierers wird anhand der Maÿ-
synthese und Optimierung der Mashinen SSM und Linapod demonstriert. Bei der Maÿ-
synthese und Optimierung für SSM bzw. Linapod kommen die gleihen Bindungen zum
Einsatz, die bereits im Kapitel 4 für die Berehnung des Arbeitsraums verwendet wurden.
5.6.1 Maÿsynthese und Optimierung einer Gough-Plattform
Als Beispiel für die Maÿsynthese beim SSM werden die folgenden Anforderungen be-
trahtet: Der Arbeitsraum soll ein Quader mit 200mm Kantenlänge sein, wobei die




werden kann; für die Verikationsvariablen
v = [x, y, z, ϕ, θ, ψ]T wird also die Verikationsmenge
Xv = {x ∈ [−0.1, 0.1], y ∈ [−0.1, 0.1], z ∈ [0.0, 0.2],
ϕ ∈ [−0.1, 0.1], θ ∈ [−0.1, 0.1], ψ ∈ [−0.1, 0.1]}
angenommen, wobei die Längen x, y, z in Meter und die Winkel ϕ, θ, ψ in Radiant ge-
messen sind. Gesuht sind die Berehnungsvariablen c = [rp, rb,∆αp,∆αb]
T
. Die Lösungs-
menge ist also ein 4-dimensionaler Parameterraum, für den es keine triviale Visualisierung
gibt. Der CSP-Löser ermittelt für die Lösungsmenge eine Approximation mit 214547 Bo-
xen, die 7.2% des gesamten ursprünglihen Suhraums einnehmen. Die Rehenzeit für
dieses Ergebnis beträgt ∼27 h auf einem einzelnen Rehner.
Die Lösungsmenge der Maÿsynthese kann direkt als Suhraum für die freie globale Opti-
mierung verwendet werden, da durh die Maÿsynthese bereits sihergestellt wurde, dass
5
In alle Rihtungen bedeutet, dass alle Orientierungen erreiht werden können, die durh die Kar-
dan-Winkel ϕ, θ, ψ im angegebenen Winkelbereih [-0.1,0.1℄ rad generiert werden. Diese Beshreibung
wurde der Einfahheit halber ausgewählt, da sie sih durh eine einzige Box beshreiben lässt und da sie
näherungsweise einer Rotation von 5.7
◦
um eine beliebige Ahse entspriht. Das Verfahren kann genauso
auf komplexere Beshreibungen von Xv und andere Parametrisierungen der Rotation angewendet werden.
Tabelle 5.4: Optimale Parameter des SSM für einen Gesamtorientierungsarbeitsraum von
200× 200× 200mm
Parameter: rp [m℄ rb [m℄ ∆αb [rad℄ ∆αp [rad℄ ∆z [m℄
0.38125 0.278125 0.78125 0.625 0.753125
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alle gestellten Anforderungen erfüllt wurden. Als Beispiel für die Zielfunktion wird im
Folgenden das Volumen der Mashine und der Abstand zwishen den plattformseitigen
Anlenkpunkten verwendet. Damit ergibt sih die Zielfunktion zu




b + (∆αp − 1)2 + (∆αb − 1)2 . (5.16)
Mit dieser Zielfunktion und der Lösungsmenge der Maÿsynthese ergeben sih für die opti-
malen geometrishen Parameter die Werte in Tabelle 5.4. Die Rehenzeit auf einem Pen-
tium IV mit 3.2GHz beträgt 56min. Durhshnittlih werden dabei 57500 Auswertungen
der Bindungen pro Sekunde durhgeführt. Dies belegt die hohe Ezienz der Implemen-
tierung. Durh eine Kombination von Maÿsynthese und Optimierung kann auh hier die
Rehenzeit signikant reduziert werden.
Nahdem die optimale Geometrie für die spezizierte Aufgabe des SSM gefunden wurde,
stellt sih die Frage, ob die maximal möglihen Werte für tehnologishe Parameter tat-
sählih ausgenutzt werden. Daher werden nun die tehnologishen Parameter als gesuhte
Parameter c angenommen, während die oben ermittelte optimale Geometrie verwendet
wird. Anhand des hybriden CSP-Lösers wird über dem ganzen Arbeitsraum geprüft,
welhe tehnologishen Parameter zu gültigen Varianten der Mashine führen. Die Veri-
kationsvariablen werden daher wie bei der Maÿsynthese zu v = [x, y, z, ϕ, θ, ψ]T und für
die Verikationsmenge wird der vorgegebene Arbeitsraum W
GO
als
Xv = {x ∈ [−0.1, 0.1], y ∈ [−0.1, 0.1], z ∈ [0.0, 0.2],
ϕ ∈ [−0.1, 0.1], θ ∈ [−0.1, 0.1], ψ ∈ [−0.1, 0.1]}
verwendet. Zunähst wird der maximal nötige Shwenkwinkel für die Gelenke an der
Basis des SSM berehnet. Dazu wird c = [β] gesetzt und der Suhraum wird zu Xs =
{β ∈ [0, β
max
]} gewählt, wobei für β
max
= 45◦ angenommen wird. Der erforderlihe Wert
für den Shwenkwinkel ergibt β = 21.56◦.
In ähnliher Weise können die tatsählih benötigten Hübe der Aktuatoren bestimmt
werden. Dazu werden die minimale Länge des Aktuators s
min
und die maximale Länge
s
max




]T. Die Verikationsvariablen werden
wie im vorigen Beispiel verwendet. Es stellt sih heraus, dass der Hub der Shubgelenke
von [1, 2]m auf [0.684, 1.046]m reduziert werden kann.
5.6.2 Maÿsynthese und Optimierung des Linapod
Im folgenden Abshnitten wird die Maÿsynthese sowie die Optimierung für die PKM Li-
napod betrahtet. Sofern niht anders angegeben, besitzen alle Parameter den nominellen
Wert nah Tabelle 2.4 (Seite 29).
Für dieses Beispiel werden die folgenden Anforderungen an die Mashine gestellt. Der
Arbeitsraum in der xy-Ebene soll mindestens eine Gröÿe von 600×600mm besitzen, wobei
ein Shwenken der Plattform von 30
◦
in jede beliebige Rihtung möglih ist. Weiterhin
wird die Manipulierbarkeit durh ein maximales Übersetzungsverhältnis von j
max
= 4
begrenzt. Die Genauigkeit für diese Berehnung beträgt ε = 0.05.
Gesuht werden die Längen der oberen und unteren Beine lu, ll sowie der Radius des Ma-
shinenrahmens rb. Der Vektor der Berehnungsvariablen ergibt sih also zu c = [lu, ll, rb]
T
.
Wird nur der erreihbare Arbeitsraum ohne weitere Anforderungen betrahtet, ergibt sih













































a) ohne Begrenzung der Manipulierbar-
keit




Abbildung 5.4: Zulässige Varianten der PKM Linapod für einen vorgegebenen Arbeits-
raum von 600 × 600mm bei einem maximalen Shwenkwinkel von ϕ
max
= 30◦ für die
Parameter ll, lu, rb.
die in Abbildung 5.4a dargestellte Lösungsmenge. In Abbildung 5.4b wurde zusätzlih die
Manipulierbarkeit des Systems durh einen maximalen Wert von j
max
= 4 begrenzt. Der
Vergleih der Diagramme in Abbildung 5.4 zeigt deutlih, dass die Manipulierbarkeit einen
groÿen Einuss auf die möglihen Lösungen der Maÿsynthese hat.
Die Ergebnisse der Maÿsynthese können dann als Suhraum des globalen Optimierers
verwendet werden. Die Zielfunktion wurde so gewählt, dass die Abmessungen der Mashine
minimiert werden. Wird unterstellt, dass der Rahmen der Mashine die Gestalt eines
Zylinders hat, ergibt sih das Volumen zu
f(g) = f(ll, rb) = πllr
2
b . (5.17)
Mit dieser Zielfunktion wurden die in Tabelle 5.5 angegebenen Parameter für die opti-
male Geometrie ermittelt. Für die praktishe Realisierung der Mashine ist es durhaus
nützlih, ein Intervall für die optimalen Parameter zu kennen, denn jede Variante aus
diesem Intervall verfügt über die geforderten Eigenshaften. Wenn für die nominellen Pa-
rameter der optimalen Mashine der Mittelpunkt dieser Intervalle gewählt wird und die
Toleranz kleiner als die halbe Intervallbreite vorgegeben wird, dann erfüllt die Mashine
selbst unter Fertigungsfehlern garantiert alle geforderten Eigenshaften.
Tabelle 5.5: Geometrishe Parameter der optimalen Variante des Linapod für einen Ar-
beitsraum von 600× 600mm und einen Shwenkwinkel der Plattform von ϕ
max
= 30◦
Parameter Wertebereih [m] Beshreibung
ll [2.39844, 2.46875] Länge der unteren Beine
lu [2.45117, 2.45996] Länge der oberen Beine
rb [2.0293, 2.04688] Radius des Mashinenrahmens
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Die Rehenzeit für die Lösung des CSP beträgt etwa 45min während die integrierte Im-
plementierung des globale Optimierer mit Nebenbedingungen die Lösung bereits nah
2min ermitteln kann. Dies belegt, wie groÿ das Potential zur Ezienzsteigerung durh




In dieser Arbeit werden Methoden zur Analyse, Synthese und Optimierung von Werk-
zeugmashinen mit Parallelkinematik untersuht. Für die exakte lokale Analyse wird die
kinetostatishe Methode verwendet. Ein modularer Baukasten ermögliht die Modellie-
rung der Kinematik und Dynamik einer groÿen Klasse räumliher PKM mit sehs Frei-
heitsgraden. Die Mashine wird dazu in die drei intelligenten Module Plattform, Rahmen
und Beine zerlegt. Durh eine Parametrisierung der einzelnen Module kann eine groÿe
Anzahl vershiedener PKM aus dem Baukasten zusammengestellt werden. Der Zusam-
menbau zum Gesamtsystem für die direkte und inverse Kinematik erfolgt automatish,
und es entsteht ein generishes Modell. Anhand dieses Modells lässt sih die Mashine
mit allgemeinen Verfahren untersuhen.
Für die Analyse des kinetostatishen Modells wird ein neuer Algorithmus vorgestellt, der
durh die Berehnung von Shnittkräften das Modell bezüglih der Geometrie vollständig
linearisiert. Der Algorithmus ermögliht auh die Linearisierung bezüglih einiger Parame-
ter, die zur Vereinfahung in die Bindungsgleihungen idealisiert wurden. Beispielsweise
kann mit der vorgestellten Methode der Abstand der Ahsen in einem Kardangelenk un-
tersuht werden. Das Modell muss für die Linearisierung niht um zusätzlihe Elemente
erweitert werden. Der Algorithmus ist niht spezish für die kinetostatishe Methode,
sondern kann mit jedem Verfahren angewendet werden, das eine Ermittlung der Shnitt-
kräfte ermögliht. Die Komplexität des Algorithmus ist linear in der Anzahl der betrah-
teten Körper und Gelenke.
Das linearisierte Modell wird verwendet, um die Empndlihkeit der PKM bezüglih
Fertigungs- und Montagefehlern zu untersuhen. Weiterhin wird die linearisierte Form
benutzt, um die Steigkeit der Mashine zu ermitteln. Dabei können lineare Elastizitä-
ten in allen Bauteilen berüksihtigt werden. Anhand von Beispielen wird demonstriert,
dass PKM eine systeminhärente Empndlihkeit gegenüber geometrishen Fehlern besit-
zen. Die Ursahe dafür liegt in der groÿen Anzahl verwendeter Bauteile, aus denen viele
möglihe Fehlerquellen resultieren können. Eine wihtige Anwendung des linearisierten
Modells ist daher die Kalibrierung von PKM.
Die kinetostatishe Methode erlaubt eine präzise Analyse der Eigenshaften an endlih
vielen diskreten Punkten im Arbeitsraum einer PKM. Für die Berehnung des Arbeits-
raums und die Maÿsynthese von PKM ist es jedoh wihtig, dass die Eigenshaften an allen
Punkten des Arbeitsraums mit einem verizierten Verfahren bewertet werden. Durh die
Formulierung der Eigenshaften einer PKM als Constraint Satisfation Problem (CSP)
118
wird ein neuer Ansatz aufgezeigt, mit dem der ganze Entwiklungsprozess von PKM
erfasst werden kann. Der Algorithmus zur Lösung des CSP basiert auf der Intervallana-
lyse und ist daher numerish sehr robust. Die Gültigkeit der berehneten Eigenshaften
beshränkt sih niht auf ein Gitter diskretisierter Punkte. Die Untersuhung mit der In-
tervallanalyse beweist, dass die Eigenshaften an jedem Punkt des Arbeitsraums gültig
sind. Mögliherweise auftretende Rundungsfehler werden berüksihtigt und siher abge-
shätzt. Eine Implementierung für parallele Computer erlaubt auh bei groÿen Problemen
eine akzeptable Laufzeit und ist für die kommende Generation von Computern mit vielen
Prozessorkernen prädestiniert.
Die Formulierung als CSP wird verwendet, um den Arbeitsraum von PKM zu berehnen.
Die vorgeshlagenen Kriterien erlauben die Überprüfung auf kinematishe Erreihbarkeit,
Freiheit von Singularitäten und Autokollisionen. Es wird veriziert, ob die Begrenzungen
sowohl der aktiven als auh der passiven Gelenke eingehalten werden und ob eine gege-
bene Shranke für die Übersetzungsverhältnisse niht übershritten wird. Die Methoden
werden auf die Berehnung des translatorishen Arbeitsraums sowie des Gesamtorien-
tierungsarbeitsraums angewendet. Die Beispiele belegen die praktishe Verwendbarkeit
für relevante räumlihe PKM, und die berehneten Arbeitsräume stimmen mit anderen
Studien überein.
Durh eine konsequente Weiterentwiklung der Arbeitsraumberehnung wird die Maÿ-
synthese für PKM als CSP formuliert. Dabei werden die Bindungen zur Berehnung des
Arbeitsraums ohne Modikation für die Synthese und Optimierung weiterverwendet. Der
Fluss der Berehnung von gegebener Geometrie zum gesuhten Arbeitsraum wird voll-
ständig umgekehrt, so dass alle gültigen Varianten der Geometrie einer PKM bestimmt
werden, die über einen vorgegebenen Arbeitsraum verfügen. Es kann also ohne zusätzli-
hen Aufwand von der Arbeitsraumberehnung zur Maÿsynthese übergegangen werden,
wobei sämtlihe bei der Analyse betrahteten Eigenshaften für die Synthese berük-
sihtigt werden. Damit gelingt die selten realisierte Verknüpfung der Analyse mit der
Maÿsynthese und folglih der Entwurf von PKM für vorgegebene Eigenshaften.
Für den optimalen Entwurf wird der Shwerpunkt auf die Erfüllung gegebener Eigen-
shaften gelegt. Dies stellt gegenüber der verbreiteten Maximierung der Eigenshaften
von PKM einen Paradigmenwehsel dar. Als Zielfunktion tritt daher eine Bewertung der
Kosten oder der äuÿeren Abmaÿe an die Stelle einer gewihteten Summe von Gütekri-
terien. Ein wihtiges Ergebnis dieser Arbeit ist ein neuer Algorithmus, der das für die
Maÿsynthese verwendete CSP als Nebenbedingung für einen Intervall-Algorithmus zur
globalen Optimierung verwendet und damit unter den gültigen Varianten die optimale
Mashine auswählt. Die Intervallanalyse garantiert, das globale Optimum im Suhraum
zu nden. Gleihzeitig werden verizierte Shranken für die Designparameter ermittelt,
die dieses Optimum enthalten.
Als wihtigstes Ergebnis dieser Arbeit wird ein Programmgerüst vorgestellt, das alle CSP-
Löser umfasst und sih gleihermaÿen für die Analyse, Synthese und Optimierung von
PKM eignet. Damit gelingt es, eine neue Verbindung zwishen Analyse und Synthese zu
shaen und beide Methoden synergetish in einem methodishen Rahmen zu verbinden.
Einem Konstrukteur steht damit ein integriertes Werkzeug zur Verfügung, das den gesam-
ten Entwiklungsprozess neuer Mashinen unterstützt. Beginnend von einer vorläugen
Berehnung des Arbeitsraums, über eine verfeinerte Betrahtung der Eigenshaften bis hin
zur Maÿsynthese und Optimierung werden alle Shritte abgedekt. Der modulare Aufbau
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erlaubt es, die für die Analyse erstellten Bindungen für die Synthese wiederzuverwenden
und nahträglih weitere Anforderungen zu ergänzen. Die Implementierung mit der In-
tervallanalyse ersetzt die üblihe Diskretisierung des Arbeitsraums und bietet stattdessen
ein veriziertes Verfahren, das die Erfüllung der Anforderungen an jedem Punkt des Ar-
beitsraums garantiert. Eine ähnlihe Methode kommt bei der globalen Optimierung zum
Einsatz, so dass garantiert das globale Optimum gefunden wird.
In zukünftigen Forshungsarbeiten sollten Erweiterungen am CSP-Löser vorgenommen
werden. Hierzu existieren vershiedene Verfahren in der Theorie der globalen Optimie-
rung mit der Intervallanalyse, die noh niht auf PKM angewendet wurden. Zur Redu-
zierung der Rehenzeit sollte untersuht werden, wie durh den Algorithmus geeignete
Heuristiken automatish ausgewählt werden können. Weiterhin sollte untersuht werden,
wie sih Computeralgebra und Intervallanalyse enger verzahnen lassen, so dass das Auf-
stellen der Bindungen stärker automatisiert wird. Mit einer verbesserten Aufbereitung
der Bindungen könnten auh weitere Eigenshaften analysiert und synthetisiert werden.
Beispielsweise wäre eine Vorgabe des dynamishen Verhaltens von praktishem Interesse.
Die hier für PKM entwikelten Werkzeuge können auh beim Entwurf von anderen Me-
hanismen hilfreih sein. Für Seilroboter konnten bereits Bindungen zur Berehnung des
Arbeitsraums formuliert werden. Daher sollte erforsht werden, inwiefern sih die Teh-
niken zur Analyse und Synthese bei dieser Art von Robotern anwenden lassen. Eine An-
wendung der vorgestellten Methode zur Analyse und Maÿsynthese auf seriellen Robotern
ersheinen ebenfalls erfolgversprehend.
Mit den monetären Kosten als Zielfunktion für die Optimierung lieÿe sih kundenspezish
die PKM entwerfen, die bei einem minimalen Preis alle gestellten tehnishen Anforderun-
gen erfüllt. Daher sollten die Fertigungskosten von PKM für gegebene tehnologishe und
geometrishe Parameter untersuht werden. Dazu müssten die Herstellungs- und Monta-
gekosten zusammengestellt und bewertet werden.
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