We consider planning problems, that often arise in autonomous driving applications, in which an agent should decide on immediate actions so as to optimize a long term objective. For example, when a car tries to merge in a roundabout it should decide on an immediate acceleration/braking command, while the long term effect of the command is the success/failure of the merge. Such problems are characterized by continuous state and action spaces, and by interaction with multiple agents, whose behavior can be adversarial. We argue that dual versions of the MDP framework (that depend on the value function and the Q function) are problematic for autonomous driving applications due to the non Markovian of the natural state space representation, and due to the continuous state and action spaces. We propose to tackle the planning task by decomposing the problem into two phases: First, we apply supervised learning for predicting the near future based on the present. We require that the predictor will be differentiable with respect to the representation of the present. Second, we model a full trajectory of the agent using a recurrent neural network, where unexplained factors are modeled as (additive) input nodes. This allows us to solve the long-term planning problem using supervised learning techniques and direct optimization over the recurrent neural network. Our approach enables us to learn robust policies by incorporating adversarial elements to the environment.
Introduction
Two of the most crucial elements of autonomous driving systems are sensing and planning. Sensing deals with finding a compact representation of the present state of the environment, while planning deals with deciding on what actions to take so as to optimize future objectives. Supervised machine learning techniques are very useful for solving sensing problems. In this paper we describe a machine learning algorithmic framework for the planning part. Traditionally, machine learning approaches for planning are studied under the framework of Reinforcement Learning (RL) -see [4, 10, 22, 23] for a general overview and [12] for a comprehensive review of reinforcement learning in robotics.
Typically, RL is performed in a sequence of consecutive rounds. At round t, the planner (a.k.a. the agent) observes a state, s t ∈ S, which represents the agent as well as the environment. It then should decide on an action a t ∈ A. After performing the action, the agent receives an immediate reward, r t ∈ R, and is moved to a new state, s t+1 . As a simple example, consider an adaptive cruise control (ACC) system, in which a self driving vehicle should implement acceleration/braking so as to keep an adequate distance to a preceding vehicle while maintaining smooth driving. We can model the state as a pair, s t = (x t , v t ) ∈ R 2 , where x t is the distance to the preceding vehicle and v t is the velocity of the car relative to the velocity of the preceding vehicle. The action a t ∈ R will be the acceleration command (where the car slows down if a t < 0). The reward can be some function that depends on |a t | (reflecting the smoothness of driving) and on s t (reflecting that we keep a safe distance from the preceding vehicle). The goal of the planner is to maximize the cumulative reward (maybe up to a time horizon or a discounted sum of future rewards). To do so, the planner relies on a policy, π : S → A, which maps a state into an action.
Supervised Learning (SL) can be viewed as a special case of RL, in which s t is sampled i.i.d. from some distribution over S and the reward function has the form r t = − (a t , y t ), where is some loss function, and the learner observes the value of y t which is the (possibly noisy) value of the optimal action to take when viewing the state s t .
There are several key differences between the fully general RL model and the specific case of SL. These differences makes the general RL problem much harder.
• In SL we can collect a sample (s 1 , y 1 ), . . . , (s m , y m ) in advance, and only then search for a policy (or predictor) that will have good accuracy on the sample. In contrast, in RL, the state s t+1 usually depends on the action (and also on the previous state), which in turn depends on the policy used to generate the action. This ties the data generation process to the policy learning process.
• Because actions do not effect the environment in SL, the contribution of the choice of a t to the performance of π is local, namely, a t only affects the value of the immediate reward. In contrast, in RL, actions that are taken at round t might have a long-term effect on the reward values in future rounds.
2. In SL, the knowledge of the "correct" answer, y t , together with the shape of the reward, r t = − (a t , y t ), gives us a full knowledge of the reward for all possible choices of a t . Furthermore, this often enables us to calculate the derivative of the reward with respect to a t . In contrast, in RL, we only observe a "one-shot" value of the reward for the specific choice of action we took. This is often called a "bandit" feedback. It is one of the main reasons for the need of "exploration", because if we only get to see a "bandit" feedback, we do not always know if the action we took is the best one.
Before explaining our approach for tackling these difficulties, we briefly describe the key idea behind most common reinforcement learning algorithms. Most of the algorithms rely in some way or another on the mathematically elegant model of a Markov Decision Process (MDP), pioneered by the work of Bellman [2, 3] . The Markovian assumption is that the distribution of s t+1 is fully determined given s t and a t . This yields a closed form expression for the cumulative reward of a given policy in terms of the stationary distribution over states of the MDP. The stationary distribution of a policy can be expressed as a solution to a linear programming problem. This yields two families of algorithms: optimizing with respect to the primal problem, which is called policy search, and optimizing with respect to the dual problem, whose variables are called the value function, V π . The value function determines the expected cumulative reward if we start the MDP from the initial state s, and from there on pick actions according to π. A related quantity is the state-action value function, Q π (s, a), which determines the cumulative reward if we start from state s, immediately pick action a, and from there on pick actions according to π. The Q function gives rise to a crisp characterization of the optimal policy (using the so called Bellman's equation), and in particular it shows that the optimal policy is a deterministic function from S to A (in fact, it is the greedy policy with respect to the optimal Q function).
In a sense, the key advantage of the MDP model is that it allows us to couple all the future into the present using the Q function. That is, given that we are now in state s, the value of Q π (s, a) tells us the effect of performing action a at the moment on the entire future. Therefore, the Q function gives us a local measure of the quality of an action a, thus making the RL problem more similar to SL.
Most reinforcement learning algorithms approximate the V function or the Q function in one way or another. Value iteration algorithms, e.g. the Q learning algorithm [26] , relies on the fact that the V and Q functions of the optimal policy are fixed points of some operators derived from Bellman's equation. Actor-critic policy iteration algorithms aim to learn a policy in an iterative way, where at iteration t, the "critic" estimates Q πt and based on this, the "actor" improves the policy.
Despite the mathematical elegancy of MDPs and the conveniency of switching to the Q function representation, there are several limitations of this approach. First, as noted in [12] , usually in robotics, we may only be able to find some approximate notion of a Markovian behaving state. Furthermore, the transition of states depends not only on the agent's action, but also on actions of other players in the environment. For example, in the ACC example mentioned previously, while the dynamic of the autonomous vehicle is clearly Markovian, the next state depends on the behavior of the other driver, which is not necessarily Markovian. One possible solution to this problem is to use partially observed MDPs [27] , in which we still assume that there is a Markovian state, but we only get to see an observation that is distributed according to the hidden state. A more direct approach considers game theoretical generalizations of MDPs, for example the Stochastic Games framework. Indeed, some of the algorithms for MDPs were generalized to multi-agents games. For example, the minimax-Q learning [14] or the Nash-Q learning [9] . Other approaches to Stochastic Games are explicit modeling of the other players, that goes back to Brown's fictitious play [6] , and vanishing regret learning algorithms [8, 7] . See also [25, 24, 11, 5] . As noted in [20] , learning in multi-agent setting is inherently more complex than in the single agent setting.
A second limitation of the Q function representation arises when we depart from a tabular setting. The tabular setting is when the number of states and actions is small, and therefore we can express Q as a table with |S| rows and |A| columns. However, if the natural representation of S and A is as Euclidean spaces, and we try to discretize the state and action spaces, we obtain that the number of states/actions is exponential in the dimension. In such cases, it is not practical to employ the tabular setting. Instead, the Q function is approximated by some function from a parametric hypothesis class (e.g. neural networks of a certain architecture). For example, the deep-Q-networks (DQN) learning algorithm of [16] has been successful at playing Atari games. In DQN, the state space can be continuous but the action space is still a small discrete set. There are approaches for dealing with continuous action spaces (e.g. [21] ), but they again rely on approximating the Q function. In any case, the Q function is usually very complicated and sensitive to noise, and it is therefore quite hard to learn it. Indeed, it was observed that value based methods rarely work out-ofthe-box in robotic applications [12] , and that the best performing methods rely on a lot of prior knowledge and reward shaping [13, 17] . Intuitively, the difficulty in learning Q is that we need to implicitly understand the dynamics of the underlying Markov process.
In the autonomous driving domain we tackle in this paper, the multi-agent adversarial environment leads to nonMarkovianity of the natural state representation. Moreover, the natural state and action representations are continuous in nature. Taken together, we found out that Q-based learning approaches rarely work out-of-the-box, and require long training time and advanced reward shaping.
A radically different approach has been introduced by Schmidhuber [19] , who tackled the RL problem using a recurrent neural network (RNN). Following [19] , there have been several additional algorithms that rely on RNNs for RL problems. For example, Backer [1] proposed to tackle the RL problem using recurrent networks with the LSTM architecture. His approach still relies on the value function. Schäfer [18] used RNN to model the dynamics of partially observed MDPs. Again, he still relies on explicitly modeling the Markovian structure. There have been few other approaches to tackle the RL problem without relying on value functions. Most notably is the REINFORCE framework of Williams [28] . It has been recently successful for visual attention [15, 29] . As already noted by [19] , the ability of REINFORCE to estimate the derivative of stochastic units can be straightforwardly combined within the RNN framework.
In this paper we combine Schmidhuber's approach, of tackling the policy learning problem directly using a RNN, with the notions of multi-agents games and robustness to adversarial environments from the game theory literature. Furthermore, we do not explicitly rely on any Markovian assumption. Our approach is described in the next section.
Planning by Prediction
Throughout, we assume that the state space, S, is some subset of R d , and the action space, A, is some subset of R k . This is the most natural representation in many applications, and in particular, the ones we describe in Section 3.
Our goal is to learn a policy π : S → A. As is standard in machine learning, we bias ourselves to pick a policy function π from a hypothesis class H. Namely, H is a predefined set of policy functions from which we should pick the best performing one. In order to learn π using the SL framework, one would need a training set of pairs (state,optimalaction). We of course do not have such a training set. Instead, we only have an access to a "simulator", that can be used to assess the quality of π. Formally, fixing a horizon T , any policy π induces a distribution over R T , such that the probability of (r 1 , . . . , r T ) ∈ R T is the probability to apply our simulator for T steps, while on step t we observe s t , feed the simulator with the action a t = π(s t ), and observe the reward r t . Denote by B the random bits used by the simulator, we note that we can write the vector r = (r 1 , . . . , r T ) of rewards as a deterministic function R(B, π). We use R t (B, π) to denote the t'th element of R(B, π). We can now formulate the problem of learning the policy π as the following optimization problem:
where the expectation is over the distribution over B.
We assume that the hypothesis class, H, is the set of deep neural networks (DNN) of a certain predefined architecture, and therefore every π ∈ H is parametrized by a vector of weights, θ. We use π θ to denote the policy associated with the vector θ.
If we could express R(B, π θ ) as a differential function of θ, we could have utilized the Stochastic Gradient Descent (SGD) approach for maximizing (1) . That is, starting with an initial θ, at each iteration of SGD we first sample B, then we calculate the gradient of T t=1 R t (B, π θ ) with respect to θ, and finally we update θ based on this gradient. Our key observation is that by solving two SL problems, described below, we can approximate R(B, π θ ) by a differential function of θ. Hence, we can implement SGD for learning π θ directly.
The goal of the first SL problem is to learn a deep neural network (DNN), that represents the mapping from a (state,action) pair into the immediate reward value. We denote this DNN by DNN r and it is formally described as a function DNN r : S × A → R. We shall later explain how to learn DNN r using SL, but for now lets just assume that we can do it and have the network DNN r such that DNN r (s t , a t ) ≈ r t . The goal of the second SL problem is to learn a DNN that represents the mapping from (state,action) into the next state. Formally, this DNN is the function DNN N : S × A → S, and for now lets assume we managed to learn DNN N in a supervised manner such that DNN N (s t , a t ) ≈ s t+1 .
Equipped with DNN r and DNN N we can describe the process of generating a random B and calculating R(B, π θ ) as follows. Initially, the simulator picks a seed for its pseudo random number generator and then it determines the initial state s 1 . At round t, the agent receives s t from the simulator and applies π θ to generate the action a t = π θ (s t ). The simulator receives a t and generates r t and s t+1 . At the same time, the agent applies DNN r to generater t = DNN r (s t ) and applies DNN N to generateŝ t+1 = DNN N (s t ). Let us denote ν t+1 = s t+1 −ŝ t+1 . Therefore, if the simulator receivesŝ t+1 it can generate ν t+1 and send it to the agent.
A single round of this process is depicted below. The entire process is obtained by repeating the shaded part of the picture T times. Solid arrows represent differentiable propagation of information while dashed arrows represent non-differentiable propagation of information. Recall that we assume thatr t ≈ r t andŝ t+1 ≈ s t+1 . If these approximations are exact, then the dashed arrows can be eliminated from the figure above and the entire process of generating the rewards becomes a differentiable recurrent neural network. In such case, we can solve (1) using the SGD framework, and at each iteration we calculate the gradient by backpropagation in time over the recurrent neural network.
In most situations, we expectr t andŝ t+1 to slightly deviate from r t and s t+1 . The deviation ofr t from r t is less of an issue in practice, because it is often the case that there is nothing special about the exact reward r t , and maximizing an approximation of it leads to similar performance. Therefore, for the sake of simplicity, we assume that maximizing the sum ofr t is sufficiently good.
The more problematic part is the deviation ofŝ t+1 from s t+1 . There are several possible sources for this deviation.
1. Non-determinism: in the traditional MDP model, s t+1 is a random variable whose distribution is a function of (s t , a t ). But, the actual value of s t+1 is not necessarily a deterministic function of (s t , a t ).
2. Non-Markovianity: it may be the case that the process is not Markovian in the state representation. It will always be Markovian in another representation, that is known to the simulator, but we do not know the Markovian representation or we do not want to model it. For example, in the ACC problem given in the next section, s t+1 depends on the acceleration commands of the driver in front of us. While the simulator models this behavior in some complicated way, we do not want to model it and prefer to stick with a simple state representation that does not allow us to predict the acceleration of the other driver, but only allows us to react to the other driver's behavior.
3. Failures of the learning process: as we will show, we are going to learn DNN N from examples, and we may suffer from the usual inaccuracies of learning algorithms (approximation error, estimation error, and optimization error). As this part is standard we ignore this issue and assume that we have managed to learn DNN N sufficiently good.
In any case, despite the fact thatŝ t+1 can deviate from s t+1 , we can still apply backpropagation in time in order to calculate an approximate gradient of the cumulative reward w.r.t. π. In particular, the forward part of the backpropagation is correct, due to the correction made by defining s t+1 as a sum of the predictionŝ t+1 and the correction term ν t+1 (supplied by the simulator during the forward pass). In the backward part, we propagate the error through the solid arrows given in the figure, but we kill the messages that go through dashed arrows, because we refer to the simulator as a black box. As mentioned previously, we do not impose explicit probabilistic assumptions on ν t . In particular, we do not require Markovian relation. Instead, we rely on the recurrent network to propagate "enough" information between past and future through the solid arrows. Intuitively, DNN N (s t , a t ) describes the predictable part of the near future, while ν t expresses the unpredictable aspects, mainly due to the behavior of other players in the environment. The learner should learn a policy that will be robust to the behavior of other players. Naturally, if ν t is large, the connection between our past actions and future reward values will be too noisy for learning a meaningful policy.
As noted in [19] , explicitly expressing the dynamic of the system in a transparent way enables to incorporate prior knowledge more easily. For example, in Section 3 we demonstrate how prior knowledge greatly simplifies the problem of defining DNN N .
Finally, it is left to explain how we can learn DNN r and DNN N within the SL framework. For this, we observe that by relying on the access to the simulator, we have the ability to generate tuples (s, a, r, s ) as training examples, where s is the current state, a is the action, r is the reward, and s is the next state. We note that it is customary to use some elements of exploration in generating the training set. Since this is a standard technique, we omit the details. Equipped with such training examples, we can learn DNN r in the SL framework by extracting examples of the form ((s, a) , r) from each tuple (s, a, r, s ). The key point here is that even though the action a is not necessarily optimal for s, it does not pose any problem for the task of learning the mapping from state-action into the correct reward. Furthermore, even though the reward is given in a "bandit" manner for the policy learning problem, it forms a "full information" feedback for the problem of learning a network DNN r , such that DNN r (s t , a t ) ≈ r t . Likewise, we can learn DNN N in the SL framework by extracting examples of the form ((s, a) , s ) from each tuple (s, a, r, s ) . Again, the fact that a is not the optimal action for s does not pose any problem for the task of learning the near future, s , from the current state and action, (s, a).
It is also possible to simultaneously learn DNN r , DNN N , and π θ , by defining an objective that combines the cumulative reward with supervised losses of the form ŝ t+1 − s t+1 2 and (r t+1 − r t ) 2 . In the experimental section we report results for both separate and join training.
Robustness to Adversarial Environment
Since our model does not impose probabilistic assumptions on ν t , we can consider environments in which ν t is being chosen in an adversarial manner. Of course, we must make some restrictions on ν t , otherwise the adversary can make the planning problem impossible. A natural restriction is to require that ν t is bounded by a constant. Robustness against adversarial environment is quite useful in autonomous driving applications. We describe a real world aspect of adversarial environment in Section 3.
Here, we show that choosing ν t in an adversarial way might even speed up the learning process, as it can focus the learner toward the robust optimal policy. We consider the following simple game. The state is s t ∈ R, the action is a t ∈ R, and the immediate loss function is 0.1|a t | + [|s t | − 2] + , where [x] + = max{x, 0} is the ReLU function. The next state is s t+1 = s t + a t + ν t , where ν t ∈ [−0.5, 0.5] is chosen by the environment in an adversarial manner.
It is possible to see that the optimal policy can be written as a two layer network with ReLU:
Observe that when |s t | ∈ (1.5, 2], the optimal action has a larger immediate loss than the action a = 0. Therefore, the learner must plan for the future and cannot rely solely on the immediate loss.
Observe that the derivative of the loss w.r.t. a t is 0.1 sign(a t ) and the derivative w.r.t. s t is 1[|s t | > 2] sign(s t ). Suppose we are in a situation in which s t ∈ (1.5, 2]. The adversarial choice of ν t would be to set ν t = 0.5, and therefore, we will have a non-zero loss on round t + 1, whenever a t > 1.5 − s t . In all such cases, the derivative of the loss will back-propagate directly to a t . We therefore see that the adversarial choice of ν t helps the learner to get a non-zero back-propagation message in all cases for which the choice of a t is sub-optimal.
Example Applications
The goal of this section is to demonstrate some aspects of our approach on two toy examples: adaptive cruise control (ACC) and merging into a roundabout.
The ACC Problem
In the ACC problem, a host vehicle is trying to keep an adequate distance of 1.5 seconds to a target car, while driving as smooth as possible. We provide a simple model for this problem as follows. The state space is R 3 and the action space is R. The first coordinate of the state is the speed of the target car, the second coordinate is the speed of the host car, and the last coordinate is the distance between host and target (namely, location of the host minus location of the target on the road curve). The action to be taken by the host is the acceleration, and is denoted by a t . We denote by τ the difference in time between consecutive rounds (in the experiment we set τ to be 0.1 seconds).
Denote
t , x t ) and denote by a target t the (unknown) acceleration of the target. The full dynamics of the system can be described by:
This can be described as a sum of two vectors:
The first vector is the predictable part and the second vector is the unpredictable part. The reward on round t is defined as follows:
The first term above penalizes for any non-zero acceleration, thus encourages smooth driving. The second term depends on the ratio between the distance to the target car, x t , and the desired distance, x * t , which is defined as the maximum between a distance of 1 meter and brake distance of 1.5 seconds. Ideally, we would like this ratio to be exactly 1, but as long as this ratio is in [0.7, 1.3] we do not penalize the policy, thus allowing the car some slack (which is important for maintaining a smooth drive).
Merging into a Roundabout
In this experiment, the goal of the agent is to pass a roundabout. An episode starts when the agent is approaching the bottom entrance of the roundabout. The episode ends when the agent reaches the second exit of the roundabout, or after a fixed number of steps. A successful episode is measured first by keeping a safety distance from all other vehicles in the roundabout at all times. Second, the agent should finish the route as quickly as possible. And third, it should adhere a smooth acceleration policy. At the beginning of the episode, we randomly place N T target vehicles on the roundabout.
To model a blend of adversarial and typical behavior, with probability p, a target vehicle is modeled by an "aggressive" driving policy, that accelerates when the host tries to merge in front of it. With probability 1 − p, the target vehicle is modeled by a "defensive" driving policy that deaccelerate and let the host merge in. In our experiments we set p = 0.5. The agent has no information about the type of the other drivers. These are chosen at random at the beginning of the episode.
We represent the state as the velocity and location of the host (the agent), and the locations, velocities, and accelerations of the target vehicles. Maintaining target accelerations is vital in order to differentiate between aggressive and defensive drivers based on the current state. All target vehicles move on a one-dimensional curve that outlines the roundabout path. The host vehicle moves on its own one-dimensional curve, which intersects the targets' curve at the merging point, and this point is the origin of both curves. To model reasonable driving, the absolute value of all vehicles' accelerations are upper bounded by a constant. Velocities are also passed through a ReLU because driving backward is not allowed. Note that by not allowing driving backward we make long-term planning a necessity (the agent cannot regret on its past action).
Recall that we decompose the next state, s t+1 , into a sum of a predictable part, DNN N (s t , a t ), and a nonpredictable part, ν t+1 . In our first experiment, we let DNN N (s t , a t ) be the dynamics of locations and velocities of all vehicles (which are well defined in a differentiable manner), while ν t+1 is the targets' acceleration. It is easy to verify that DNN N (s t , a t ) can be expressed as a combination of ReLU functions over an affine transformation, hence it is differentiable with respect to s t and a t . The vector ν t+1 is defined by a simulator in a non-differentiable manner, and in particular implement aggressive behavior for some targets and defensive behavior for other targets. Two frames from the simulator are show in Figure 1 . As can be seen in the supplementary videos 1 , the agent learns to slowdown as it approaches the entrance of the roundabout. It also perfectly learned to give way to aggressive drivers, and to safely continue when merging in front of defensive ones.
Our second experiment is more ambitious: we do not tell the network the function DNN N (s t , a t ). Instead, we express DNN N as another learnable part of our recurrent network. Besides the rewards for the policy part, we add a loss term of the form DNN N (s t , a t ) − s t+1 2 , where s t+1 is the actual next state as obtained by the simulator. That is, we learn the prediction of the near future, DNN N , and the policy that plan for the long term, π θ , concurrently. While this learning task is more challenging, as can be seen in the supplementary videos, the learning process still succeeds.
