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An ongoing challenge in metapopulation modelling of infectious diseases is how to infer
the coupling, or level of interaction, between groups of individuals. The individual-
level behaviour that determines the interactions between groups is highly complex, and
good data on relevant interactions are not always readily available. Moreover, even with
access to good data on relevant interactions, it is unclear how this should translate into
a transmission parameter.
On the other hand, long-term data on disease incidence are often more widely avail-
able and can be used to estimate the correlation between infection prevalence in two
interacting groups. In this thesis, we explore the relationship between the coupling and
the correlation using two approximation methods from probability theory: moment clo-
sure approximations and diffusion approximations. We propose that this relationship
can be used to infer the coupling from the observed infection incidence, even if the ob-
servations are limited in some way. We also use two methods to show how properties
of the metapopulation network structure, such as degree and edge-density, affect the
correlation.
vii
They all say, Go on to graduate studies, and they give you a bit of money; so you do,
and you think, Now I’m going to find out the real truth. But you don’t find out,
exactly, and things get pickier and pickier and more and more stale, and it all
collapses in a welter of commas and shredded footnotes, and after a while it’s like
anything else: you’ve got stuck in it and you can’t get out, and you wonder how you
got there in the first place.




1.1 Mathematical modelling of infectious diseases
Compartmental models are the most widely-used modelling framework for the study
of infectious diseases, whereby individuals are classified into different compartments ac-
cording to their disease status. Individuals then move through the various compartments
at predefined rates such that the model describes the typical disease progression.
In the SIR model, individuals are in one of three states: susceptible (S), infected (and
infectious; I), or recovered (R). Susceptible individuals meet other individuals at rate
k > 0. We assume that these encounters are sufficiently close that if the other individual
is infected, then transmission of infection occurs with probability τ and the susceptible
individual immediately becomes infected and infectious to others. In standard epidemi-
ological modelling notation, we let the transmission rate be β = kτ . Infected individuals
recover from infection at rate γ > 0, after which they become immune to further infec-
tion.
Additional compartments can be included depending on the disease being studied.
Often there is a period of latent infection during which the individual is not yet infec-
tious to others: this is included as an exposed (E) class, and creates the SEIR model.
For diseases that confer no immunity (such as sexually-transmitted diseases), recovered
individuals will return to the susceptible class and so creates the SIS model. Additional
compartments may be added to account for asymptomatic infection (A), vaccination (V)
or, in the case of vector-borne diseases, susceptible and infected vectors (Svec and Ivec,
respectively).
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When the disease dynamics happen at a much faster rate than demographic events,
then the effect of demographic events is negligible and can be ignored. However, for
the study of endemic diseases then the introduction of new susceptible individuals is
important, and so birth and death events should be included. In this case, we assume
that individuals are born into the susceptible class at rate ν > 0, and that individuals
in all classes die at rate µ > 0, independent of infection status. Note that both ν and µ
are per capita rates.
Deterministic models
Compartmental models were originally studied as systems of ordinary differential equa-
tions (ODEs) describing the time evolution of the number or proportion of individuals
in different compartments. The major contribution of Kermack and McKendrick (1927)
was to write down the ODE system for the closed SIR model, given by:
d
dt












where S(t), I(t), R(t) ∈ [0, N ] denote the number of susceptible, infected and recovered
individuals, respectively, at time t ≥ 0, and the total population size is N . Since
demographic events are not included then the population size is constant, and so we can
reduce the dimensionality of the system by setting R(t) = N − S(t)− I(t).
An important ratio in the study of infectious diseases is the basic reproduction num-
ber R0, defined as the average number of secondary cases generated by a single infected
individual in an otherwise susceptible population. The value of R0 is determined by the
transmission rate β and the average length of the infectious period γ−1. For the closed
SIR model, R0 = β/γ. At the start of an outbreak, the number of infected individuals
is increasing if and only if R0 > 1. This result follows from the fact that dI(0)/dt is
increasing if and only if βS(0)/N > γ and S(0) ≈ N . In general, then the number of
infected individuals is increasing if and only if S(t) > N/R0. The only equilibrium state
(S∗, I∗, R∗) for the closed SIR model is the disease-free state, where I∗ = 0.
When we add demographic events to the closed SIR model then the dynamics change
3
significantly. The ODE system for the SIR model with demographic events is given by
d
dt








S(t)I(t)− γI(t)− µI(t) (1.2)
d
dt
R(t) = γI(t)− µR(t). (1.3)
and so the basic reproduction number is R0 = β/(γ + µ). It is clear that by including
demographic events, the overall transition rate out of the infected class increases and so
the average infectious period decreases. By introducing birth and death events we also
allow for susceptible individuals to be replaced and so introduce a second equilibrium
state (S∗, I∗, R∗) = (N/R0, Nµ(R0 − 1)/β,Nγ(R0 − 1)/β). We refer to this as the
endemic equilibrium. R0 > 1 is a necessary condition for the existence of an endemic
equilibrium state. Moreover, if R0 > 1 then the endemic equilibrium state is stable;
otherwise the disease-free equilibrium state is stable.
1.2 Stochastic models of infectious diseases
Although deterministic ODE models provide a simple and useful framework for the
study of infectious diseases, the dynamics of an outbreak are clearly not deterministic.
Stochastic effects are particularly important when the number of infected individuals is
small: for example, whether or not an outbreak occurs as a result of a single new case
depends on whether this individual infects other individuals before they recover.
Stochastic models of infectious diseases exhibit notable differences when compared
to their deterministic counterparts. Under the same model parameters and starting
conditions, repeated simulation of stochastic models gives rise to an ensemble of different
realisations, whereas deterministic models predict only a single equilibrium solution with
no deviation. As a result of stochastic fluctuations, it is possible for the disease to go
locally extinct.
The most natural and flexible stochastic formulation of infectious disease dynamics is
as a multivariable continuous-time Markov process. The state space of Markov processes
is discrete, and so is appropriate to describe counts of individuals in different disease
states. Under this framework, events (transmission, recovery, births, deaths, etc.) occur
at the points of independent Poisson processes with rates defined by the current state of
the system. The dimension of the Markov process is determined by number of tracked
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Event Transition Rate
Infection s→ s− 1, i→ i+ 1 βsi/N
Recovery i→ i− 1, r → r + 1 γi
Birth s→ s+ 1 νN
Death (S) s→ s− 1 µs
Death (I) i→ i− 1, i→ i− 1 µi
Death (R) r → r − 1, r → r − 1 µr
Table 1.1. A summary of the transition rates of the two-dimensional Markov process
SIR model {(S(t), I(t)) : t ≥ 0} from state (s, i) with transmission rate β > 0, recovery
rate γ > 0, birth rate ν ≥ 0 and death rate µ ≥ 0.
compartments: for example, in the closed SIR model we track S(t) and I(t) only (and
R(t) = N −S(t)− I(t)) and obtain a 2-dimensional Markov process ((S(t), I(t)), t ≥ 0).
The continuous-time Markov process SIR model can be described as follows. Sus-
ceptible individuals meet infected individuals at points of a Poisson process with rate
βI/N , and infected individuals remain infected for an exponentially distributed time
with mean γ−1. If demographic events are included, then individuals are born into the
susceptible class at rate ν and are alive for an exponentially distributed time with mean
µ−1. These transition rates are summarised in Table 1.1. The closed SIR model (without
demography) is a 2-dimensional continuous-time Markov process ((S(t), I(t)), t ≥ 0); the
SIR model with demographic events is a 3-dimensional continuous time Markov process
((S(t), I(t), R(t)), t ≥ 0).
The Markov process is obviously not the only method to describe a stochastic infec-
tious disease processes. A thorough overview of the full breadth of stochastic infectious
disease modelling is given by Bailey (1975), Anderson and May (1992), Andersson and
Britton (2000), Diekmann and Heesterbeek (2000) and Keeling and Rohani (2008); a
very brief summary is included here. In the early stages of an epidemic the Markov
process can be approximated by a linear birth-death process (Grimmet and Stirzaker,
2001; Andersson and Britton, 2000), from which we can calculate the probability of a
major outbreak; note that this result only holds for I(t) = o(
√
N). When R0 > 1 we
can ask what fraction z of the population will be affected by a major outbreak: the
Sellke construction can be used to show that this is the solution to 1−z = e−R0z (Sellke,
1983). In the large population limit, the Markov process can be approximated by a
Gaussian diffusion process around the deterministic endemic equilibrium (Kurtz, 1970,
1971; Barbour, 1972, 1974); the time evolution of the probability density function can
5
be described by a Fokker-Planck equation (Nasell, 1999) and, around the deterministic
endemic equilibrium, an Ornstein-Uhlenbeck process. The deterministic ODE system is
therefore a large-population approximation of the stochastic process. In this thesis we
consider only continuous-time Markov processes (as described above) and the diffusion
approximation of this process (see Section 1.2.3).
1.2.1 Kolmogorov forward equations for Markov processes
The Kolmogorov forward equations describes continuous time-evolution of the probabil-
ity density function of a Markov process. These, along with the Kolmogorov backward
equations, were first described by Kolmogoroff (1931); an analogous concept for diffu-
sion processes (continuous, rather than discrete, state space) is known within physics
as the Fokker-Planck equation (see Section 1.2.3). Here we recall the definition of the
Kolmogorov forward equations for a multivariable stochastic process.
Let (Xt, t ≥ 0) be a K-dimensional stochastic process with state space NK . Let
pt(x) = P(Xt = x) denote the probability that X = x at time t, and let W (x, r), r ∈ ZK
be the rate at which the process ‘jumps’ from state x to state x + r. The Kolmogorov






[W (x− r, r)pt(x− r)−W (x, r)pt(x)]. (1.4)














where pt(s, i) = P(S(t) = s, I(t) = i) denotes the probability that there are s susceptible
individuals and i infectious individuals in the population at time t.
The Kolmogorov forward equation formulation is extremely useful for describing the
complete nature of a given stochastic system. Models of infectious disease dynamics are
particularly amenable to this approach since the space of possible transitions is very
small (e.g. to the current state ±1). For small population sizes and simple epidemic
dynamics (e.g. SIS or SIR) the Kolmogorov forward equations can be solved directly
(Jacquez and Simon, 1993; Keeling and Ross, 2008). However, this approach quickly
becomes infeasible for larger population sizes or more biologically-realistic models. For
a general process with c disease compartments and a population of size N , the number
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of equations grows like N c/c! (Keeling and Ross, 2008). For example, for the closed SIR
model, there are (N + 1)(N + 2)/2 equations; when N = 100, we have 5151 equations to
solve. For the closed SEIR model (that is, where R(t) = N − S(t)− E(t)− I(t)), when
N = 100, we have 176, 851 equations.
Two alternative approaches can be taken. The first is to simulate multiple real-
isations of the stochastic model using some algorithm. The second is to study the
expected behaviour of the model by making some analytic approximation: here we con-
sider moment-closure approximations and diffusion approximations. In the former, a
closed system of ODEs is constructed that describes the expected behaviour of the first-
and second-order moments of the stochastic process. In the latter, the Markov process is
approximated by a Gaussian diffusion process. In both approaches some loss of precision
is made for analytical tractability.
1.2.2 Deterministic behaviour of moments
As discussed above, exact analysis of Markovian infectious disease models is often math-
ematically intractable. However, instead we can consider the deterministic behaviour
of the first- and second-order moments of the process. Beginning with the Kolmogorov
forward equation, we can write down an ODE for each of the time evolution of first- and






rate of event× change in Xmi Xnj due to event
]
,
and thus can be easily calculated from a list or table of transition rates and changes.
In this section we outline the derivation of this equation: we begin with moments of
the form E[Xn] for single variable processes; this can then be extended to moments of the
form E[Xmi Xnj ] for multivariable stochastic processes. In this way we can derive ODEs
for all first- and second-order moments (and so also for the variances and covariances)
for any Markovian model of infectious disease dynamics.
Let (X(t), t ≥ 0) be a continuous-time Markov process with state space N = {0, 1, 2, . . .}.
Let pt(x) = P(X(t) = x), and let W (x, r), r ∈ Z be the rate at which the process ‘jumps’
from state x to state x+ r. We show that the ODE for the time evolution of moments
7






[(X + r)n −Xn]W (X, r)
]
. (1.6)
We multiply both sides of the Kolmogorov forward equation by xn and sum over x ≥ 0.






















































[(X + r)n −Xn]W (X, r)
]
.
It is straightforward to extend this result to a multivariable Markov processes. Let
(X(t), t ≥ 0) be an K-dimensional continuous-time Markov process with state space
NK , and let W (x, r) be the transition rate from state x to state x + r. We show that








n −Xmi Xnj ]W (X, r)
]
.
For infectious disease processes, the probability mass function pt(x) is defined only
for non-negative values of x, that is where xk ≥ 0, ∀k; for simplicity we write this as
x ≥ 0. Similar to the single variable case, we multiply both sides of the Kolmogorov
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forward equation by xmi x
n























































































n −Xmi Xnj ]W (X, r)
]
.
We can use this method to derive ODEs for any first- and second-order moments of
a stochastic infectious disease mode. For the closed SIR model, there are two first-order
moments (E[S] and E[I]) and three second-order moments (E[S2],E[I2] and E[SI]). The





































































Due to the non-linearity of the infection term in infectious disease models, the ODE
for an nth-order moment will depend on one or more (n + 1)th-order moments. For
example, in the closed SIR model, the ODE for E[S] contains a E[SI] term, and the
ODE for E[SI] contains both E[S2I] and E[SI2] terms, and so on. Therefore, to fully
define the system of ODEs we would have to write down an infinite set of equations. The
usual approach to circumvent this problem is to assume that the distribution of states
follow some known distribution, then use the relationship between moments to truncate
the set of ODEs at some order. This method is called a moment closure approximation,
since it is used to close the equations for the moments.
The most commonly used moment closure approximation, and the one used through-
out this thesis, assumes that the distribution of states follows a multivariate normal
distribution (Whittle, 1957; Isham, 1991, 1993; Keeling and Rohani, 2002; Lloyd, 2004).
This approximation holds in the large-population limit (Kurtz, 1970, 1971; Nasell, 1999;
Lloyd, 2004), and fails when there are large negative covariances, frequent global extinc-
tions or when the distribution of states is bimodal (Nasell, 1999; Keeling, 2000a,b; Lloyd,
2004; Krishnarajah et al., 2005). Under the multivariate normal assumption, third-order
central moments are equal to zero, and so third-order moments can simply be written
in terms of first and second order moments:
0 = E[(X − E[X])(Y − E[Y ])(Z − E[Z])]
⇐⇒ 0 = E[XY Z]− E[X]E[Y Z]− E[Y ]E[XZ]− E[Z]E[XY ] + 2E[X]E[Y ]E[Z]
⇐⇒ E[XY Z] = E[X]cov(Y,Z) + E[Y ]cov(X,Z) + E[Z]cov(X,Y ) + E[X]E[Y ]E[Z].
Alternative approximations have been proposed based on different distributional
assumptions. The multiplicative moment closure approximation proposed by Keeling
(2000a,b) assumes a multivariate log-normal distribution; this is only defined for posi-
tive values and so avoids the problem of negative average densities that can arise with
the multivariate normal moment closure approximation. Nasell (2003a,b) considers the
effects of approximating the stationary distribution by distributions that are themselves
approximations for the Normal distribution: a Poisson distribution, a log-normal dis-
tribution and a binomial distribution. Finally, Krishnarajah et al. (2005) assumes a
beta-binomial distribution.
In Chapter 2 and 4 we use the multivariate normal moment closure approximation to
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write down a closed system of ODEs describing the dynamics of an SIR-type model in a
metapopulation network. The aim of this approach is to study the correlation between
infection prevalence in different subpopulations.
1.2.3 Diffusion approximation
In the large population limit, the Markov process can be approximated by a Gaus-
sian diffusion process around the deterministic endemic equilibrium (Kurtz, 1970, 1971;
Barbour, 1972, 1974). The Fokker-Planck equation describes the time evolution of the
probability density function of such processes (Nasell, 1999), and is the continuous-state
analogue to the Kolmogorov forward equation for discrete-state Markov processes. We
recall the definition of the Fokker-Planck equation for a multivariable diffusion process
and some basic results of the expected behaviour of the first- and second-order moments.
Let (X(t), t ≥ 0) be a K-dimensional continuous-time Markov process with state
space RK and let W (x, r) be the transition rate from state x to state x + r. The


























rirjW (x, r). (1.9)






[W (n− r, r)pt(n− r)−W (n, r)pt(n)],
where n ∈ NK . The right-hand side of this equation is of the form f(n−r)−f(n), where
f(n) ..= W (n, r)P (n, t); we consider the second-order Taylor expansion of f(x−r)−f(x)


































































The behaviour of the mean and covariances for this process can be described in terms




that is, the drift of the mean is determined entirely by the matrix A. The time evolution
of E[XmXn] is given by
d
dt
E[XmXn] = E[AmXn] + E[AnXm] + E[Bmn],
and so, if C is the covariance matrix with mn-th element Cmn = cov(Xm, Xn), the time













= E[AmXn]−XmAn + E[AnXm]−XnAm + E[Bmn]
= cov(Am, Xn) + cov(An, Xm) + E[Bmn]. (1.10)
Dynamics at endemic equilibrium
The expected behaviour of the process at endemic equilibrium is found by solving Am = 0
for m = 1, . . . ,K. What we are really interested in is the behaviour of the covariance
Cmn = cov(Xm, Xn) at endemic equilibrium. We approximate the behaviour of the
stochastic process near endemic equilibrium so that Am is linear in x and Bmn is constant
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in x:




Bmn(x) = bmn, (1.12)





We substitute these approximations for A and B into Equation (1.10) and get
d
dt
Cmn = cov(λm +
∑
k
amkXk, Xn) + cov(λn +
∑
k















or, equivalently, in matrix form
dC
dt
= aC + CaT + b.
At endemic equilibrium1 dC/dt = 0 and so the covariance matrix, C, is the solution to





ankCkm = −bmn (1.13)
⇐⇒ aC + CaT = −b. (1.14)
1.2.4 Simulation of Markov processes
Some stochastic models of infectious diseases may be too complex to study analyti-
cally. Given technological advances in computational power, we can instead simulate
the stochastic process and analyse the numerical results in lieu of studying the process
analytically. An advantage of this is that we are able to evaluate the accuracy of analytic
1We acknowledge that this is not strictly endemic equilibrium, but endemic stationarity. However, in
infectious disease modelling, these two terms are used interchangeably and we will follow this convention
throughout the thesis.
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approximation methods: for example, by comparing simulation results to the analytic
results derived by using the moment closure approximation from Section 1.2.2 or the
diffusion approximation from Section 1.2.3, we can easily see the effect of making these
approximations.
However, for this method to be viable, we need to be able to simulate the stochastic
process effectively. It is unclear whether a single realisation is representative of the
average behaviour of the system, or whether we have actually observed an unlikely
trajectory by chance. To be sure that we are truly observing the expected behaviour of
the Markov process, we need to be able to generate many realisations. We describe two
stochastic simulation algorithms used widely within infectious disease modelling, and
used in the main chapters of this thesis.
Gillespie algorithm
Gillespie’s stochastic simulation algorithm, simply known as the Gillespie algorithm,
(Gillespie, 1976, 1977) is widely used in infectious disease modelling to generate individ-
ual realisations of stochastic systems.
After defining the initial state of the stochastic process, the algorithm repeats a
Monte Carlo step until the defined maximum time is exceeded (see Algorithm 1 for
pseudocode). The Monte Carlo step is split into two parts. First, the algorithm deter-
mines the time to the next event which is exponentially distributed with rate equal to
the sum of the rates of all possible events. Second, the algorithm determines which event
occurs next: the probability that an event occurs is proportional to the rate of that event.
A single realisation of the Gillespie algorithm represents a sample from the probability
mass function that is the solution to the Kolmogorov forward equation. However, the
algorithm is computationally expensive, and for large populations or systems with many
possible events, the Gillespie algorithm becomes less efficient. This is because as the
number of particles and/or transitions increases, then the total rate R(x(t)) increases
and the expected time to the next event, 1/R(x(t)), becomes very small. Many modifi-
cations of the original Gillespie algorithm exist to address this problem (Gillespie, 2001;
Gillespie and Petzold, 2003; Rathinam et al., 2003; Cao et al., 2006; Gillespie, 2007).
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Algorithm 1: Gillespie’s stochastic simulation algorithm (Gillespie, 1976,
1977)
Initialization: specify Tmax, set t = 0, define x(0) = x0 ;
while t < Tmax do














t = t+ δt;
τ-leaping algorithm
The τ -leaping algorithm is an approximation of the Gillespie algorithm that can improve
the simulation speed in exchange for some loss in precision. Gillespie (2001) describes
this as ‘leaping’ along the system’s history axis, rather than ‘stepping’ as in the direct
Gillespie algorithm, hence the name of the algorithm.
The approach of the algorithm is as follows: instead of observing the system at the
time of every individual reaction, we observe the system at time intervals of length τ
and estimate how many of each reaction occured in that time interval (see Algorithm 2
for pseudocode). As multiple events can occur at once, it is neccessary to check that the
new state of the system is physically allowed; for models of infectious disease dynamics,
then we should also ensure xi(t) ≤ N , in addition to non-negativity. The time step τ is
chosen such that the change in state during (t, t+ τ) is small and so the event rates are
essentially constant and equal to Ri(x(t)), i = 1, . . . , N . A substantial body of literature
has developed concerning the choice of τ . In the simplest case τ is fixed; alternatively
τ is determined as a function of the event rates (Gillespie, 2001; Gillespie and Petzold,
2003; Rathinam et al., 2003; Cao et al., 2006; Gillespie, 2007).
1.3 Heterogeneity in infectious diseases models
One of the main assumptions of many traditional infectious disease models is homogene-
ity: individuals are identical and homogeneously mixing, that is, each individual in the
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Algorithm 2: τ -leaping algorithm (Gillespie, 2001)
Initialization: specify Tmax, set t = 0, define x(0) = x0;
while t < Tmax do
Compute rate of event i: Ri(x(t));
Choose time step τ ;
Compute occurence of event i in [t, t+ τ): ki ∼ Poisson(Ri(t)τ);
Update x(t);
Ensure non-negativity of x(t): xi(t) = max(0, xi(t));
t = t+ τ ;
population is equally likely to have contact with all other individuals. Both assumptions
are made for mathematical tractability, but it is intuitive that they are a major over
simplification. Individuals may vary in their susceptibility to a disease, and this has
been shown to have a marked effect on the dynamics of infectious diseases (Rodrigues
et al., 2009; Capa la and Dybiec, 2017). In this thesis, and the rest of this section, we
discuss the limitations of the homogeneous mixing assumption.
Many studies have confirmed the intuition that homogeneous mixing is unrealis-
tic, showing that social contact patterns are highly heterogeneous (Mossong et al., 2008;
González et al., 2008; Horby et al., 2011; Danon et al., 2013; Read et al., 2014; Stopczyn-
ski et al., 2014; Wesolowski et al., 2015; Kiti et al., 2016; Klepac et al., 2018). Social
contact networks often exhibit assortative mixing, such that contact is more frequently
made within, rather than outside of, demographic groups. This includes (but is by no
means limited to) assortative mixing by: age (Mossong et al., 2008; Danon et al., 2013;
Read et al., 2014; Kiti et al., 2016), gender (Cauchemez et al., 2011; Scott et al., 2012;
Stehlé et al., 2013), sexual identity (Schneider et al., 2013), and drug use (Schneider et al.,
2013). Moreover, studies consistently show that the number and duration of contacts
that individuals make is highly variable, and is also influenced by socio-demographic
factors such as age, gender and occupation. Individuals usually make repeated contact
with the same people, and these contacts are more likely to be physical and last for a
longer time than compared to new contacts (Mossong et al., 2008; Horby et al., 2011).
Finally, the majority of contacts are usually made in a small number of locations close
to home (González et al., 2008; Klepac et al., 2018).
Heterogeneity has marked influences on many properties of population-level infec-
tious disease dynamics. Individuals with large numbers of contacts can result in so
called super-spreading events where a single infected individual generates a large num-
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ber of secondary cases. Superspreading events play a key role in sustaining onward
transmission during outbreaks of Ebola virus disease (Lau et al., 2017), severe acute
respiratory syndrome (SARS) (Lloyd-Smith et al., 2005), Middle Eastern respiratory
syndrome (MERS) (Kucharski and Althaus, 2015) and measles (De Serres et al., 2013),
amongst others (Lloyd-Smith et al., 2005), as well as triggering outbreaks when following
an importation event (De Serres et al., 2013). Variance in number of contacts also plays a
role in early transmission dynamics (Anderson and May, 1992). As a result of structured
social contact, cases are often clustered spatially or within high-risk demographics (Wu
et al., 2004; Raymond and McFarland, 2009; Cauchemez et al., 2011; Schneider et al.,
2013; Gog et al., 2014). Heterogeneity generally acts to increase persistence of diseases
within stochastic populations (Lloyd and May, 1996; Keeling, 2000a,b; Hagenaars et al.,
2004; Lloyd and Jansen, 2004), and can have both a positive and negative effect on the
control of a disease: on the one hand, heterogeneity allows for targeted interventions
(Christley et al., 2005; Keeling and White, 2010; Wallinga et al., 2010); on the other
hand, it can lead to systematic non-adherence for treatment or vaccination (Dyson et al.,
2017).
The main challenge of incorporating heterogeneity into infectious disease models
is a balancing act between realism and mathematical amenability. At one extreme
lie homogeneous-mixing models; as discussed earlier, these models benefit from being
mathematically tractable, but also fail to capture some essential behaviour. At the other
extreme are individual-based models, where each individual in the population is modelled
separately and has unique individual-level attributes that determine their behaviour.
The parametrisation and analysis of such models is challenging and computationally
intensive, or impossible if there is insufficient data.
Between these extremes are network models and metapopulation models, which
present some sort of compromise of the two approaches. Both models use networks to
capture different levels of heterogeneity in contact patterns. In network models, nodes
represent individuals and edges represent contact between individuals. A review of the
extensive literature of network models is given by Danon et al. (2011). In this thesis,




Metapopulation theory has its roots in ecology, where it is used to consider the processes
of regional extinction and recolonisation in spatially separated subpopulations connected
by migration (Levins, 1969; Hanski and Gilpin, 1991; Hanski, 1998; Hanski and Sim-
berloff, 1997). This framework has proved to be equally useful to capture multiple forms
of heterogeneity in infectious disease modelling. In such models, the population is di-
vided into multiple interacting, or ‘coupled’, subpopulations, where within-population
interactions typically occur at a much higher rate than between-population interactions.
Metapopulation models are most often considered as a form of spatial model, where
subpopulations represent spatially separated groups (such as households, towns, cities,
regions, countries); however, this framework can equally well apply to age or risk struc-
tured mixing, sexual mixing, or to multiple host species.
How interaction between subpopulations is incorporated into models varies, although
broadly models are either mechanistic or phenomenological. Mechanistic metapopu-
lation models explicitly describe movement (either commuting or migration) between
subpopulations (Sattenspiel and Dietz, 1995; Keeling and Rohani, 2002; Jesse et al.,
2008; Balcan et al., 2009, 2010; Belik et al., 2011; Gog et al., 2014). Technological
advances have generated increasingly large spatiotemporal data on human behaviour,
mobility and demography; in turn, this has allowed the development of increasingly re-
alistic data-driven models. For example, the Global Epidemic and Mobility (GLEaM)
model integrates airline, commuting and demographic data to simulate the spread of
epidemics at the global scale (Balcan et al., 2009, 2010). Phenomenological models, on
the other hand, simply express the force of infection as a function of infection prevalence
in other subpopulations (Keeling and Rohani, 2002; Hagenaars et al., 2004; Kraemer
et al., 2017; Hilton and Keeling, 2019). A strength of this simpler approach is that such
models are more mathematically tractable, and so can be analysed both analytically and
numerically.
Challenges in metapopulation infectious disease modelling
Quantifying between-population interactions is one of the key challenges of metapop-
ulation infectious disease modelling (Ball et al., 2014). The interaction between sub-
populations is often represented as a matrix of transmission rates within and between
subpopulations, which has clear links to the number of cases generated by each group and
hence to the basic reproductive ratio, R0, through the dominant eigenvalue (Diekmann
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et al., 1990; Heesterbeek, 2002). When dealing with P subpopulations, this transmis-
sion matrix has P 2 terms, which creates unidentifiability problems when attempting to
estimate parameters from endemic equilibria, as we only have P pieces of information
(Grenfell and Anderson, 1985).
As already discussed, the individual-level behaviour that determines the interac-
tions between groups is highly complex and is dependent on socio-demographic factors
(Mossong et al., 2008; González et al., 2008; Horby et al., 2011; Danon et al., 2013; Read
et al., 2014; Stopczynski et al., 2014; Wesolowski et al., 2015; Kiti et al., 2016; Klepac
et al., 2018). Even with access to good data on relevant interactions, it is unclear how
this should translate into a transmission parameter. Moreover, good data on relevant in-
teractions between subpopulations are rare, although technological developments mean
that it is increasingly feasible to collect relevant data in novel ways. Mobile phone apps
have been used to capture individual movements and contacts through specifically de-
signed apps (Stopczynski et al., 2014; Klepac et al., 2018), or by using telephone calls as
a proxy for human mobility (Wesolowski et al., 2015). Wearable sensors have also been
used to gather data on interactions in small populations (Cattuto et al., 2010; Stehlé
et al., 2013; Kiti et al., 2016).
Spatial metapopulation models rely heavily upon theoretical models of human mo-
bility, which characterise the distribution of contacts between subpopulations based on
the subpopulation sizes and the distances between them (Hanski, 1998). Such models
are fit with appropriate interaction or mobility data, such as airline traffic data (Bal-
can et al., 2009, 2010), commuter mobility data (Viboud et al., 2006; Balcan et al.,
2009, 2010), or mobile phone data, used as a proxy for human mobility (Tizzoni et al.,
2014; Wesolowski et al., 2015; Kraemer et al., 2017). The gravity model (Erlander and
Stewart, 1990) and the radiation model (Simini et al., 2012) are two models of human
mobility that have been widely used in infectious disease modelling. The gravity model,
originally formulated for transportation analysis (Erlander and Stewart, 1990) and later
modified for infectious disease modelling, describes the number of individuals travelling







where Ni, Nj are the size of subpopulation i and j, respectively, dij is the distance
between the two subpopulations, and a, b, c are constants. The parameter-free radiation
model (Simini et al., 2012) and variants thereof (Yan et al., 2014; Kang et al., 2015) offer
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alternative models for human mobility that only requires the spatial distribution of the
population to estimate coupling. The standard radiation model describes the number of
individuals travelling from subpopulation i to subpopulation j as
Tij =
NiNj




where sij is the population size in a circle of radius dij centered at subpopulation i.
Both the gravity and radiation model have been shown to capture observed commut-
ing patterns at different spatial scales in Europe and North America (Balcan et al., 2009;
Simini et al., 2012; Tizzoni et al., 2014; Yan et al., 2014). However, comparisons between
these models and mobile call data records show that they fail to fully describe human
mobility outside of high-income countries, such as in Sub-Saharan Africa (Wesolowski
et al., 2015). These results reinforce observations by Horby et al. (2011) and Kiti et al.
(2016) that contact patterns and household structure can vary between countries.
Non-spatial metapopulation models face other, distinct, challenges. For age-structured
models, the transmission matrix is often based upon diary-based records of interactions
(Mossong et al., 2008; Danon et al., 2013; Read et al., 2014). Diary-based methods
face their own set of challenges, such as response bias, poor compliance, recall bias, and
approximation of number and/or duration of contacts, especially for large numbers of
contacts (Danon et al., 2013). For risk-structured models, it may be challenging to iden-
tify and interview hard-to-reach groups, such as intravenous drug users, men who have
sex with men, or sex workers (Raymond and McFarland, 2009; Schneider et al., 2013).
Unlike social contact or mobility data, long-term data on disease incidence is often
more widely available (Olsen and Schaffer, 1990; Grenfell and Harwood, 1997). In many
countries, health professionals (broadly defined) are required to notify public health
agencies about new cases of certain diseases. If this data can be split between the P
subpopulations of interest, then we can measure the 12P (P − 1) correlations between
infection prevalence in each of the subpopulations. Given some relationship between the
correlation and strength of interaction between subpopulations, we may be able to infer
the coupling from disease prevalence data alone.
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1.4 Discussion of key assumptions of infectious disease mod-
elling
There are a number of key assumptions that are relatively standard in infectious dis-
ease modelling. These assumptions are often unrealistic for describing individual-level
behaviour, but such models still show the correct population-level behaviour and are sig-
nificantly easier to analyse and understand than their more complex alternatives. In this
section we discuss the motivation and impact of these standard assumptions (although
in general they are not challenged in this thesis).
The first key assumption is that model parameters are held constant through time.
For the epidemic parameters (particularly the transmission rate β, but also, to a lesser
extent, the recovery rate γ), this means that we assume there is no change due to in-
tervention and control, or due to short- or long-term environmental changes, such as
seasonality or long-term climate changes. Of these factors, seasonality is most often
(and most easily) incorporated into models of infectious diseases, namely for those with
recurent epidemics such as seasonal influenza or measles, by allowing the the transmis-
sion parameter to be a function of time (Keeling and Rohani, 2008); however, we do not
consider seasonality in this thesis. By assuming that the demographic parameters (per
capita birth rate ν and death rate µ) are constant, we assume no changes to the popu-
lation growth rate or other economic or social factors that might affect this, including
population fertility, life expectancy, living standards, and climate.
The second assumption is of homogeneous mixing, that is, that individuals mix and
make contact randomly. Although this is an oversimplification at an individual level (we
discuss this in detail in Section 1.3), this assumption confers two advantages. Firstly,
the resulting model accurately captures the population-level dynamics in large popula-
tions. Secondly, assuming homogeneous mixing improves mathematical tractability of
the model, since we do not need to understand or describe more complex patterns of
interaction.
In stochastic formulations of infectious disease models, we also often assume that
events occur at the points of independent Poisson processes with rates defined by the
current state of the system. This means that the waiting time between, say, recovery
events is exponentially distributed (or, equivalently, that the expected duration of the
infectious period is exponentially distributed). At an individual level this is sometimes
unsatisfactory: for example, the length of the infectious period will be typically clustered
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around the mean and bounded above, in contrast to the exponential distribution which
has no upper bound. However, as with the homogeneous mixing assumption, assuming
exponential waiting times improves the mathematical tractability of the model. This key
assumption underpins the use of Markov processes in infectious disease modelling (see
Section ) and consequently the use of Gillespie’s algorithm and the τ -leaping algorithm
to simulate Markov processes (see Section 1.2.4)
Chapter 2
Correlations between stochastic
endemic infection in two
interacting subpopulations
2.1 Introduction
In this chapter we derive an approximation for the correlation between the level of
infection in two interacting populations as a function of the relative transmission rates,
or the coupling, between them; this improves upon the results of Keeling and Rohani
(2002) and corrects an error in the parametrisation of the original approximation. Using
a multivariate normal moment closure approximation we derive this approximation for
the simple case of two identical populations and provide conditions under which we
expect this result to hold. We also numerically evaluate our model and compare our
analytic approximation to stochastic simulations of the epidemic process.
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2.2 A stochastic endemic infection model for two identical
interacting populations
2.2.1 A simple endemic infection model
We begin by introducing the notation for a simple stochastic SIR model, with births,
deaths, transmission and recovery. At any time t ∈ [0,∞), individuals are in one of three
states: susceptible, infected or recovered.
A given susceptible individual meets infected individuals, and so themselves becomes
infected, at rate β > 0. Susceptible individuals can also succumb to infection indepen-
dent of contact with infected individuals in the populations; this occurs at rate ε > 0,
the external import rate. Infected individuals recover from infection at rate γ > 0, and
individuals die at rate µ > 0, independent of infection status. We assume that a death
is immediately followed by the birth of a susceptible individual, and hence the total
population size remains constant. The basic reproductive ratio, R0, for this process is
R0 = β/(γ + µ). Let S(t), I(t), R(t) ∈ {0, 1, 2, . . .} denote the number of susceptible,
infected and recovered individuals, respectively, at time t ≥ 0. If we let the (constant)
population size be equal to N , we can reduce the dimensionality of the system by setting









(s+ 1)(i− 1) + ε(s+ 1)
)
pt(s+ 1, i− 1) + γ(i+ 1)pt(s, i+ 1)





si+ εs+ γi+ µi+ µ(N − s− i)
)
pt(s, i),
where pt(s, i) is the probability that there are s susceptible individuals and i infectious
individuals in the population at time t.
2.2.2 An endemic infection model for coupled populations
Consider a pair of identical populations of size N . We assume the populations are the
same size for analytical tractability; we discuss the effect of relaxing this assumption in
Section 2.3. Furthermore, we assume that both populations exhibit the same population
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dynamics as the simple stochastic epidemic model described in Section 2.2.1; however, we
now assume that a proportion σ ∈ [0, 1] of an individual’s contacts are with individuals in
the other population. In this way, σ describes the interaction, or ‘coupling’, between the
two populations, and the force of infection in each population depends on the number
of infected individuals in both populations. Changing σ does not change the basic
reproductive ratio in this model, but simply determines the distribution of secondary
cases between the two populations.
We now let Sj(t), Ij(t), Rj(t) ∈ {0, 1, 2, . . .} denote the number of susceptible, infected
and recovered individuals, respectively, in population j = 1, 2 at time t ≥ 0; and again
insist that population sizes remain constant: N = Sj(t) + Ij(t) + Rj(t),∀t ≥ 0, j =
1, 2. The transition rates for the resulting four-dimensional Markov process from state
(s1, i1, s2, i2) at time t are summarised in Table 2.1.
We can also write down the the Kolmogorov forward equations for this process. Let
pt(s1, i1, s2, i2) = P((S1(t), I1(t), S2(t), I2(t)) = (s1, i2, s2, i2)). The Kolmogorov forward
equation for the stochastic epidemic model for two identical coupled populations is given
by:






(s1 + 1)[(1− σ)(i1 − 1) + σi2] + ε(s1 + 1)
)





(s2 + 1)[σi1 + (1− σ)(i2 − 1)] + ε(s2 + 1)
)
pt(s1, i1, s2 + 1, i2 − 1)
+ γ(i1 + 1)pt(s1, i1 + 1, s2, i2) + γ(i2 + 1)pt(s1, i1, s2, i2 + 1)
+ µ(i1 + 1)pt(s1 − 1, i1 + 1, s2, i2) + µ(i2 + 1)pt(s1, i1, s2 − 1, i2 + 1)
+ µ(N − (s1 − 1)− i1)pt(s1 − 1, i1, s2, i2)









s2[σi1 + (1− σ)i2] + εs2 + γi2 + µi2 + µ(N − s2 − i2)
)
pt(s1, i1, s2, i2).
(2.2)
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Population Event Transition Rate
j, k ∈ {1, 2}, Infection sj → sj − 1, ij → ij + 1 βsj [(1− σ)ij + σik]/N + εsj
k 6= j Recovery ij → ij − 1, rj → rj + 1 γij
Death of infected sj → sj + 1, i1 → ij − 1 µij
Death of recovered sj → sj + 1, rj → rj − 1 µ(N − sj − ij)
Table 2.1. A summary of the transition rates of the four-dimensional Markov pro-
cess epidemic model {(S1(t), I1(t), S2(t), I2(t)) : t ≥ 0} from state (s1, i1, s2, i2) with
birth/death rate µ > 0, contact rate β > 0, external import rate ε > 0, recovery rate
γ > 0 and coupling σ ∈ [0, 1].
2.2.3 Dynamics of first- and second-order moments
Theoretical
As exact analysis of the coupled stochastic epidemic model is mathematically intractable,
we consider the approximate behaviour of the first- and second-order central moments of
the process. For the coupled stochastic epidemic model there are eight distinct first- and
second-order central moments, five of which are ‘within-population’ and three of which
are ‘between-population’. Since the two populations are identical, there are symmetries
within the system that can be exploited: for example, E[S1] = E[S2] and V ar(S1) =
V ar(S2), and similarly for other central moments. We denote the within-population
central moments by
S̄ = E[S1] = E[S2]
Ī = E[I1] = E[I2]
CSS = V ar(S1) = V ar(S2)
CII = V ar(I1) = V ar(I2)
CSI = Cov(S1, I1) = Cov(S2, I2)
and denote the between-population central moments by
ĈSS = Cov(S1, S2)
ĈII = Cov(I1, I2)
ĈSI = Cov(S1, I2) = Cov(S2, I1).
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We can write down an ODE for each of the eight first- and second-order central
moments using the Kolmogorov forward equation, using the method outlined in Section






rate of event× change in f(X) due to event
]
. (2.3)
Due to the non-linearity of the infection term in the model, the ODE for an n-th-
order moment will depend on one or more (n+ 1)-th-order moments. To fully define the
system of ODEs we would therefore have to write down an infinite set of equations. To
circumvent this problem we use a moment closure approximation, which truncates this
set of equations at some order. Here, we make a second-order moment closure approxi-
mation, which assumes that third- and higher-order cumulants are equal to zero. In this
way, third-order moments can be written in terms of the mean and covariance. This is
equivalent to assuming that the random variable has a multivariate normal (MVN) dis-
tribution (Whittle, 1957) and so we refer to this approximation as a second-order MVN
moment closure approximation. The resulting set of eight ODEs and their derivation can
be found in Appendix A. Note that a first-order moment closure approximation assumes
that second- and higher-order cumulants are equal to zero; this approximation returns
the standard set of ODEs for the SIR-model, which describe the stochastic process in
the large-population limit.
Dynamics of a measles-like disease in the UK
For the majority of the numerical analysis, we utilise parameters for a highly-transmissible
measles-like endemic disease in the UK (Anderson and May, 1992), although we note
that a full model of measles requires both seasonality (Earn et al., 2000; Rohani et al.,
2002; Grenfell and Bolker, 1995) and age-structure (Schenzle, 1984; Keeling and Gren-
fell, 1997; Bolker, 1993). We consider two identical populations of size N = 105 where
R0 = 17, γ
−1 = 13 days, µ = 5.5 × 10−5 days−1 and ε = 5.5 × 10−5 days−1. The
numerical integration of ODEs is performed using the MATLAB ode45 solver with a
relative error tolerance of 10−5.
Figure 2.1 shows the equilibrium values of the first-order central moments S̄∗ and
Ī∗ and second-order central moments C∗II and Ĉ
∗
II for a measles-like endemic disease
in the UK as the coupling parameter σ is varied between 0 and 1. These results are
obtained by numerical integration of 8-dimensional ODE system given in Appendix A,
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Figure 2.1. The effect of the coupling, σ, on key mean variables S̄∗, Ī∗, C∗II and Ĉ
∗
II for
a measles-like endemic disease in the UK (N = 105, µ = 5.5 × 10−5, R0 = 17, γ−1 = 13
and ε = 5.5× 10−5), calculated from the ODEs given in Appendix A.
and therefore only depend on the MVN moment closure approximation. We note that
all curves broadly show a sigmoidal pattern (although S̄∗ has a minimum and Ī∗ a
maximum at σ = 0.5), with S̄∗ and C∗II decreasing with the coupling and Ī
∗ and Ĉ∗II
increasing with the coupling.
2.2.4 Approximation for the correlation between populations
We derive a theoretical approximation for the correlation at endemic equilibrium between
the number of infected individuals in population 1 and the number of infected individuals
in population 2 as a function of the coupling, σ. We define the correlation between the





which, in the case of two identical populations where the variances are equal and using






where X∗ denotes the quantity X at endemic equilibrium.
For two identical populations we find that we can write the correlation as a sigmoidal
















β(1− σ)S̄∗ −N(γ + µ)
. (2.6)



















At equilibrium dĈII/dt = 0 and if we divide by 2C
∗
II/N , then
0 = βσS̄∗ +
(








and hence we have the following approximation for the correlation that we will henceforth
refer to as the MVN correlation:
ρ =
−βσS̄∗
























Alternative parametrisation of ξ
We can also derive an alternative approximate expression for ξ that is independent of
S̄∗, hence eliminating the need to find the equilibrium of the 8-dimensional ODE system.
By ignoring the effects of both imports and correlations and taking the large population
limit, we can find an approximation to S∗, which leads to the following expression:
ξ ≈ ξ′ = ε(γ + µ)





To derive this result, we begin with the ODE for Ī given in Appendix A; in the case






(S̄Ī + CSI) + εS̄ − (γ + µ)Ī . (2.12)
At equilibrium, dĪ/dt = 0 and so
β
N
(S̄∗Ī∗ + C∗SI) + εS̄







−N(γ + µ) = 0 (2.14)














In the large-population limit with no external imports (ε = 0)
dS̄0
dt
= µN − β
N






S̄0Ī0 − (γ + µ)Ī0, (2.17)
and since ε 1, we make the simplifying assumption that ε2 ≈ 0. At equilibrium, then
Ī∗0 = Nµ(β − γ − µ)/(β(γ + µ)) = Nµ(R0 − 1)/β and we write Ī∗ = Ī∗0 + O(Nε, 1).
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This parametrisation of ξ is preferable to the original (Equation (2.5)) as it removes
the need to estimate the number of susceptible individuals in the population at en-
demic equilibrium, either from data or through simulation. In addition, this alternative
parametrisation provides intuition into how the epidemic parameters directly impact
the correlation. We can see that as R0 increases then the correlation also increases.
Conversely, as the external import rate ε increases, then the correlation decreases: as ε
increases then external infections mask the effect of the between-population infections.
Given the appeal of the simpler form of Equation (2.11), in the work that follows we
evaluate the approximation of the correlation ρ by the sigmoidal function σ/(ξ′ + σ).
2.2.5 Evaluating our approximation for the correlation
The MVN moment closure approximation holds in the large-population limit (i.e N →
∞) and assumes that the distribution of states is a multivariate normal distribution;
this follows from the results of (Kurtz, 1970, 1971), which show that a stochastic process
can be approximated by a deterministic processes in the large population limit. Further
error in approximation comes from assuming that ∆  1 and ξ is constant and equal
to ξ′. In the following section, our aim is to understand whether our approximation
(Equation (2.10)) and expression for ξ′ (Equation (2.11)) are generic to a wider range
of assumptions and parameters.
Using the parameters for a measles-like disease in the UK, we solve the underlying
ODEs and hence check numerically that ∆ is small and calculate ξ. The absolute error
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introduced into our approximation by assuming that ∆  1 is given by ∆; the error
relative to the correlation ρ is given by ∆/ρ. The absolute error introduced into our
approximation by assuming that ξ is constant (Equation 2.11) is [ρ − σ/(ξ′ + σ) + ∆],
or equivalently [σ/(ξ + σ) − σ/(ξ′ + σ)]; the error relative to the correlation ρ is given
by [σ/(ξ+σ)−σ/(ξ′+σ)]/ρ. In this chapter we take 0.1 as a threshold for the absolute
error and 0.25 as a threshold for the error relative to the correlation ρ. If the absolute or
relative error exceed 0.1 or 0.25 respectively, then we say that the approximation fails.
For the parameters for a measles-like disease in the UK, we compare the MVN
correlation ρ (Equation (2.9)) and our approximation σ/(ξ′ + σ), ξ′ = 0.0625, to the
results of full stochastic simulations (Figure 2.2). We simulate the stochastic process
over a 200 year period using the Gillespie algorithm, with a burn-in period of 50 years,
and generate 1000 realisations of the process for each value of σ. The correlation is
calculated as a time-weighted Pearson correlation coefficient for 50 < t ≤ 200 years.
From this comparison we draw three conclusions. Firstly, all three correlations follow a
sigmoidal relationship increasing from zero for low coupling to a value close to one when
the coupling is largest- although we note that values of σ > 0.5 do not match with our
idealised view of a metapopulation in which within-population transmission is larger than
between-population transmission. Secondly, the remarkably close agreement between ρ
and the simulation results, suggest our use of the MVN moment closure approximation
is justified. Finally, σ/(ξ′+ σ) is a reasonable approximation for the MVN correlation ρ
as the difference between the two curves is small.
In Figure 2.3, we evaluate the two main sources of error in our approximation (Equa-
tion (2.10)), introduced by assuming that ∆ 1 and that ξ is constant and equal to ξ′.
For measles-like parameters, ∆ is small in both absolute and relative terms (green lines
in Figure 2.3); importantly, ∆ never exceeds our chosen thresholds of 0.1 and 0.25 for the
absolute and relative error respectively, and has a diminishing impact on the correlation
when the coupling σ exceeds 0.065. The error introduced into the approximation by
assuming ξ is constant is given by [ρ−σ/(0.0625+σ)+∆] = [σ/(ξ+σ)−σ/(0.0625+σ)]
(yellow lines in Figure 2.3). Again, we observe that this error is well within our chosen
thresholds of 0.1 and 0.25 for the absolute and relative error respectively. Moreover,
this error is approximately one order of magnitude smaller than ∆, which tells us that
for measles-like parameters, the main source of error is our approximation is due to
assuming that ∆  1. Overall, these findings suggest that our simple approximation
(Equation (2.10)) should hold for these parameters across the entire range of coupling
values.
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Figure 2.2. Comparing the MVN correlation ρ and our approximation σ/(ξ′ + σ) to
stochastic simulations, for a measles-like endemic disease in the UK (N = 105, µ =
5.5 × 10−5, R0 = 17, γ−1 = 13 and ε = 5.5 × 10−5; ξ′ = 0.0625). We generate 1000
realisations of the process for each value of σ and calculate the correlation as a time-
weighted Pearson correlation coefficient for 50 < t ≤ 200 years; error bars represent ±2
standard deviations.
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Figure 2.3. Evaluating the sources of error in our approximation for a measles-like
endemic disease in the UK (N = 105, µ = 5.5 × 10−5, R0 = 17, γ−1 = 13 and ε =
5.5× 10−5), taking 0.1 and 0.25 as thresholds for the absolute (left) and relative (right)
error, respectively. We compare the MVN correlation ρ and our approximation σ/(ξ′+σ)
to the two sources of error in our approximation: assuming ∆  1, and assuming that




Whilst the MVN moment closure approximation holds in the large population limit
(Kurtz, 1970, 1971), we may often be interested in much smaller populations where the
impact of stochasticity is more pronounced. For N = 102, 103, 104, 105 we compare our
approximation for the correlation to stochastic simulations. We generate 1000 reali-
sations of each (N, σ) pair and calculate the correlation between the two populations.
Since ξ′ = ε/(µ(R0 − 1)) is independent of N , we take ξ′ = 0.0625 for all N .
In Figure 2.4 we compare the stochastic simulations for each of N = 102, 103, 104, 105
to our approximation σ/(0.0625+σ). We find that, for a given σ, decreasing the popula-
tion size leads to weaker correlations; equivalently, this means that in smaller populations
stronger coupling is required to achieve the same level of correlation. This is because in
small populations extinction events are more frequent and so the dynamics of each popu-
lation are characterised by periods of zero infection and (random) reinfection events; this
behaviour acts to reduce the correlation between the two populations. Despite this, we
find even for N = 103 the correlation between the two populations is well approximated
by σ/(ξ′+σ); only at very small population sizes, N = 100, is our approximation a poor
estimate of the correlation.
Although it is simpler to take ξ = ξ′, this value can also be calculated as ξ = (N(γ+
µ)− βS̄∗)/βS̄∗, for some specific value of S̄∗. This method requires the numerical inte-
gration of the ODEs given in Appendix A; however, we find that for N . 104.2 ≈ 16, 000
the numerical solution to the system of ODEs “blows up”. Therefore, we cannot use
this method for calculating ξ to parametrise our approximation in smaller populations.
This phenomenon occurs since we assume that the distribution of states follows a mul-
tivariate normal distribution and at low levels of infection this leads to a significant
proportion of the distribution being negative. For example, for N = 105 then Ī∗ ≈ 67,
but for N . 104.2 then Ī . 10.6. Zero infectious cases should act as a boundary for
the distribution, and hence as Ī decreases, the multivariate normal assumption breaks
down.
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Figure 2.4. Comparing our approximation σ/(ξ′ + σ), ξ′ = 0.0625, to stochastic
simulations for a measles-like endemic disease in the UK (µ = 5.5×10−5, R0 = 17, γ−1 =
13 and ε = 5.5 × 10−5) and N = 102, 103, 104, 105. We simulate the stochastic process
over a 200 year period using the Gillespie algorithm, with a burn-in period of 50 years,
and generate 1000 realisations of the process for each of (N, σ) pair. The correlation is
calculated as a time-weighted Pearson correlation coefficient for 50 < t ≤ 200; error bars
represent ±2 standard deviations.
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Parameter sensitivity analysis
We perform a brief parameter sensitivity analysis to understand how the correlation
between the number of infected individuals in the two populations is affected by the
values of the epidemiological parameters. In the first half of the analysis, we use the
parameters for a measles-like disease in the UK (N = 105, µ = 5.5×10−5, R0 = 17, γ−1 =
13 and ε = 5.5×10−5) and independently change the value of each of the four parameters
µ, β, ε and γ. We show the impact of these epidemiological parameters on ξ′ = ε/(µ(R0−
1)). For each set of epidemiological parameter values we also calculate ∆ and compare
ξ ∼ ξ′ across all values of coupling σ to determine the range of parameter values for
which our approximation holds, that is, for which the absolute and relative errors are
within our chosen thresholds of 0.1 and 0.25 respectively for all coupling values.
We find that the values of each of the four key parameters have a profound impact
on the correlation between the number of infected individuals in the two populations,
but that our approximation holds for a wide range of realistic values (Figure 2.5). The
correlation increases with the birth rate, µ, the basic reproductive ratio, R0 = β/(γ+µ),
varied by changing β, and the mean infectious period, γ−1; increases in the external
import rate, ε, lead to a decrease in the correlation. The exact region in which our
approximation fails is a complex trade-off between all parameters; however, for all four
parameters the approximation fails (that is, either the absolute or relative error exceeds
our chosen thresholds) as ξ′ becomes smaller; failures occur for µ & 5.62×10−5, β & 1.35
(R0 & 17.5), ε . 4.61 × 10−5 and γ−1 & 13. This failure mode is due to the growing
importance of the correction term ∆ relative to our approximation σ/(ξ′ + σ).
Other childhood diseases
We also compare the MVN correlation ρ and our approximation σ/(ξ′ + σ) using pa-
rameter values for six other infectious diseases in the UK: mumps, rubella, chickenpox,
whooping cough (Anderson and May, 1992), smallpox (Keeling and Rohani, 2008) and
influenza (Cauchemez et al., 2004; Biggerstaff et al., 2014) (Figure 2.6) Disease-specific
parameters are given in Table 2.2; for all diseases, we consider two identical populations
of size N = 105 where µ = 5.5× 10−5 days−1 and ε = 5.5× 10−5 days−1.
Interestingly, we observe that our approximation overestimates the correlation for
diseases with a high R0 (e.g. whooping cough) and underestimates the correlation for
diseases with a low R0 (e.g. influenza). We attribute this to the differential action of
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Figure 2.5. Sensitivity analysis for our approximation to the epidemic parameters. The
parameter ξ in our approximation is calculated as ξ′ = ε/(µ(R0−1)); our approximation
holds if both the absolute and relative error is within our chosen thresholds of 0.1 and
0.25 respectively (represented by a solid line). The approximation fails due to one
or both of the absolute and relative errors exceeding our chosen thresholds (dotted and
dashed lines respectively). This analysis is performed for each of the four epidemiological
parameters µ, β, ε and γ with baseline parameters µ = 5.5 × 10−5, R0 = 17, γ−1 = 13








Mumps 12 21 0.0909
Rubella 7 17 0.1667
Chickenpox 11 20 0.1
Whooping cough 17 22 0.0625
Smallpox 5 7 0.25
Influenza 2 4 1
Table 2.2. Epidemiological parameters for seven infectious diseases in the UK; across
all diseases we take N = 105, µ = 5.5× 10−5 days−1 and ε = 5.5× 10−5 days−1. We also
give the value of the parameter ξ′ = ε/(µ(R0 − 1)) taken in our approximation for the
correlation.
Figure 2.6. Comparing the MVN correlation ρ and our approximation σ/(ξ′ + σ) for
parameters representing mumps, rubella, chickenpox, whooping cough, smallpox and
influenza (parameter values are given in Table 2.2).
∆ and the approximation to ξ across epidemiological parameters. However, across all
diseases the difference between ρ and our approximation is small, hence we can relate
the phenomenological coupling parameter, σ, to the correlation between the number of
infected individuals in two populations by ρ = σ/(ξ′ + σ).
In the second half of the analysis, we focus on the external import rate ε, as this
is generally the most difficult parameter to estimate. For each of the epidemiological
parameter sets representing mumps, rubella, chickenpox, whooping cough, smallpox and
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influenza, and for each value of ε, we show ξ′ = ε/(µ(R0−1)). For each disease parameter
set we also determine a range of values for ε for which the approximation holds, that
is, for which the absolute and relative error are within our chosen thresholds of 0.1 and
0.25 respectively.
We find that the external import rate ε has a significant impact on the correlation
(Figure 2.7). For all diseases we consider, increasing the external import rate leads to a
higher value of ξ′ and thus predicts a lower correlation for a given coupling strength: as
the external import rate is increased, external infections mask the effect of the between-
population infections. For measles, mumps, rubella, chickenpox, whooping cough and
smallpox, the approximation fails (that is, either the absolute or relative error exceeds
our chosen thresholds) as ε become smaller. We also observe that our approximation
fails at lower values of ε in diseases with a lower R0: for example, our approximation
for whooping cough (R0 = 17) fails for ε . 8.71× 10−5, whereas our approximation for
rubella (R0 = 7) fails for ε . 9.78 × 10−6. However, for influenza, our approximation
fails as ε becomes larger.
We compare ξ′ and ξ = (N(γ+µ)− βS̄∗)/βS̄∗ for each disease (Figure 2.8). Since ξ
changes with σ, we choose here to plot minσ ξ; however, we could plot maxσ ξ and infer
the same result. This analysis shows that for influenza, ξ′ = ε/µ(R0 − 1)) significantly
overestimates ξ for large values of ε, so assuming that xi = ξ′ leads to a large error in
our approximation. For the other diseases considered, the difference between ξ′ and ξ is
small and so we do not observe failure for large values of ε in the range of values that
we consider (Figure 2.8); the value of ε would have to be unrealistically high to observe
such an effect.
2.3 A stochastic endemic infection model for two non-
identical interacting populations
If we relax the assumption that the two populations are of equal size, then we do not
obtain the same simple relationship between the coupling and correlation. The model
is less amenable to analytic methods and the resulting approximation now depends on
r = N1/N2 and on the equilibrium values S̄
∗
j and V ar(Ij), j = 1, 2. To fully define the
approximation we would need to estimate these values from data or through simulation.
Consider a pair of populations of size N1 and N2 respectively, where without loss of
generality we assume N2 = rN1, r > 1. Both populations exhibit the same population
40
Figure 2.7. Sensitivity analysis for our approximation to the epidemic parameters. The
parameter ξ in our approximation is calculated as ξ′ = ε/(µ(R0−1)); our approximation
holds if both the absolute and relative error is within our chosen thresholds of 0.1 and
0.25 respectively (represented by a solid line). The approximation fails due to one or
both of the absolute and relative errors exceeding our chosen thresholds (dotted and
dashed lines respectively). This analysis is performed for the external import rate ε for
the given diseases with baseline parameters given in Table 2.2 (shown by an arrow on
the x-axis). N = 105 throughout.
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Figure 2.8. We assess the assumption that ξ = ξ′ in our approximation and compare
ξ′ and minσ ξ for each of influenza, smallpox, rubella, chickenpox, mumps and whooping
cough. We note that for influenza ξ′ overestimates ξ significantly for large values of ε,
which leads to a large error in our approximation.
dynamics as the simple stochastic epidemic model described in Section 2.1; however,
we now assume that in population j = 1, 2 a proportion σj ∈ [0, 1] of an individual’s
contacts are with individuals in the other population. To maintain a constant population
size, then we assume that (1− σ1)N1 + σ2N2 = N1, and so σ2 = σ1/r.








where V ∗j = V ar(Ij), j = 1, 2.




























Nj(γ + µ)− βS̄∗j
βS̄∗j
, j = 1, 2 (2.25)
and
∆2 =
β1(1− σ1)I∗1 + β2σ1I∗2 + ε






β2(1− σ2)I∗2 + β1σ2I∗1 + ε






To derive this result we use the moment equation for ĈII . By definition, the moment




































= β1σ2S2V1 + β2σ1S1V2 + (β1(1− σ1)S1 + β2(1− σ2)S2 − 2(γ + µ)) ĈII (2.28)
+ (β1(1− σ1)I1 + β2σ1I2 + ε) ĈS1I2 + (β2(1− σ2)I2 + β1σ2I1 + ε) ĈS2I1 . (2.29)













β2σ1S1 + (β1(1− σ1)S1 + β2(1− σ2)S2 − 2(γ + µ)) ρ (2.30)

























β1(1− σ1)S1 + β2(1− σ2)S2 − 2(γ + µ)
− β1(1− σ1)I1 + β2σ1I2 + ε





− β2(1− σ2)I2 + β1σ2I1 + ε










































































A limitation of metapopulation-type models within epidemiological modelling is how
to infer the coupling between interacting populations. Sufficiently rich data on relevant
interactions is often lacking, especially in developing countries, and it is unclear how such
data should translate into a single phenomenological coupling parameter. In light of data
on disease incidence being more widely available, we derive an approximation for the
correlation, ρ, between the number of infected individuals in two identical populations
as a function of the coupling parameter σ, providing a one-to-one mapping between the
correlation and the coupling.
The results presented here refine the analysis of (Keeling and Rohani, 2002) and
correct an error in the original derivation of ξ. Our numerical results for a measles-like
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infection show substantial correlation for all but the weakest coupling. These findings
are consistent with similar studies focussing on persistence and spatial synchronisation
of measles outbreaks (Lloyd, 2004; Bolker and Grenfell, 1996), despite differences in
the characterisation of the basic model. An analytic relationship between the coupling
and correlation has been previously derived (Rozhnova et al., 2012) in a more general
setting and yields similar numerical results: their relationship is derived through the
van Kampen system-size expansion and analysis of the power spectrum. However, we
believe that our results provide a significantly simpler relationship between correlations
and epidemiological parameters, providing greater intuition and analytical traction. In
addition, throughout we compare our analytically tractable results to solution of the
moment-based ODEs (given in the Supplementary Information) and to numerical simu-
lation, providing a deeper understanding of the parameter ranges over which the simple
results hold and hence the range of applications where the methods are of use. We also
differentiate between different modes of failure in our approximation between diseases
with low and high basic reproductive ratios.
Our work also offers an alternative parametrisation of ξ (Equation (2.11)) that de-
pends only on the epidemiological parameters and holds in the large-population limit;
however, our numerical analysis shows that this parametrisation also leads to a good
qualitative approximation in populations of size N = 103. This parametrisation is
preferable to the original as it provides intuition and insight into how the epidemic pa-
rameters affect the correlation. In addition, it removes the need to estimate the number
of susceptible individuals in the population at endemic equilibrium, either from data
or through simulation. This is particularly useful in smaller populations where we find
that the MVN moment closure approximation fails numerically and the solution to the
ODEs ‘blows up’. This type of failure is well-documented in the literature and typi-
cally attributed to large negative covariances, frequent global extinctions or when the
distribution of states is bimodal (Keeling, 2000a; Lloyd, 2004; Krishnarajah et al., 2005;
Keeling, 2000b; Nasell, 1999). In the limit as N → ∞, (Nasell, 1999) shows that the
distribution of states conditioned on non-extinction is approximately normal when R0
is greater than 1; however, this does not explain why the MVN moment closure approx-
imation sometimes appears to hold for smaller populations, such as in our own analysis
and the wider literature (Isham, 1995).
Our model is sufficiently general that it can describe multiple forms of heterogeneity
in the population including spatial, age and risk heterogeneity; however, a limitation of
the model it that the underlying SIR model is too simple to describe the full dynamics
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of many diseases. For example, as noted previously a full model of measles dynamics
should include both seasonality and age structure. These limitations should be addressed
before using our results to infer the between-population coupling parameters. We have
also shown that adding complexity reduces the analytical tractability of the model, such
as with populations of unequal size; in the most general case, analysis of the model
may require a computational, rather than analytical, approach. Finally, whilst data on
disease incidence in each of the populations is more widely available than mobility data,
our results are still limited by the availability and quality of such data. In particular,
our results will be affected by under-reporting of infections.
Our results provide a method by which the coupling can be estimated from the cor-
relation between the number of infected individuals in two populations using data on
disease incidence. Crucially, this allows us to estimate the coupling between populations
even in the absence of data on human mobility, thus circumventing one of the main
limitations of metapopulation models. At present our model considers the mathemati-
cally tractable case of two identical populations at endemic equilibrium. Future research
should aim to address the limitations outlined above by improving the underlying epi-
demic model, for example by incorporating seasonality or age structure. The current
model can easily be extended to multiple identical interacting populations when the un-
derlying graph is a symmetric graph, such as the complete graph or k-regular infinite tree
graph. This holds since any adjacent populations will have identical neighbourhoods.
These extensions will significantly improve the realism of the model and validate the use
of the results in the inference of between-population coupling parameters.
2.5 Conclusions
A limitation of metapopulation models is how to infer the coupling between interacting
populations. In this chapter, we relate the correlation between the number of infected
individuals in two identical populations as a function of the coupling, providing a one-
to-one mapping between the correlation and the coupling. Combined with data on
disease incidence in each of the populations, this result provides a method by which the







An ongoing challenge in metapopulation modelling of infectious diseases is how to infer
the coupling between subpopulations. The individual-level behaviour that determines
the interactions between groups is highly complex and is dependent on socio-demographic
factors (Mossong et al., 2008; González et al., 2008; Horby et al., 2011; Danon et al.,
2013; Read et al., 2014; Stopczynski et al., 2014; Wesolowski et al., 2015; Kiti et al.,
2016; Klepac et al., 2018) and good data on relevant interactions are not always readily
available. Moreover, even with access to good data on relevant interactions, it is unclear
how this should translate into a transmission parameter.
On the other hand, long-term data on disease incidence is often more widely available
(Olsen and Schaffer, 1990; Grenfell and Harwood, 1997). In Chapter 2, we derived an
approximation for the correlation, ρ, between the prevalence of infected individuals in two
identical subpopulations as a function of the coupling parameter σ, providing a one-to-
one mapping between the correlation and the coupling. Therefore, given we can observe
the correlation between prevalence of infection in two subpopulations, we proposed that
we can use this approximation to estimate the coupling between the subpopulations.
In this section we aim to explore whether this method to estimate the coupling is
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feasible. Under different limitations to the observation process, we compare the true
coupling to our estimate of the coupling using the approximation from Chapter 2. First
we consider the best-case scenario, where there are no limitations to the observation
process. Then we explore the unilateral effect of three limitations: a shorter observation
period, less frequent observations, and only observing incidence of new infections or
recoveries. Finally, we consider the effect of all three limitations combined. Throughout
this chapter we use parameter values for a measles-like endemic disease in the UK.
3.2 Simulation of stochastic processes
We use the stochastic model of endemic infection for two coupled subpopulations, as de-
fined in Chapter 2, Section 2.2.2; the transition rates for this process are summarised in
Table 2.1. We simulate the Markov process using the τ -leaping algorithm (τ = 1)
(defined in Chapter 1, Section 1.2.4). For each realisation of the process, we cal-
culate the correlation between the infection prevalence in the two subpopulations as
the time-weighted Pearson correlation coefficient. For each value of the coupling σ ∈
{10−4, 10−3.8, . . . , 10−0.2, 1} we generate 1000 realisations of the process. We use epi-
demiological parameters representing a measles-like endemic disease in the UK: N = 105,
R0 = 17, γ
−1 = 13 days, µ = 5.5× 10−5 days−1 and ε = 5.5× 10−5 days−1.
The observation process is the part of the Markov process that we are able to observe,
and is defined by the length of the observation period T , the frequency of observations,
and the state of the process that we observe. As a base case, we assume that the length
of the observation period is T = 200 years, and that we make daily observations of the
infection prevalence (that is, of I1 and I2).
3.3 Estimating the coupling with perfect data
First we consider whether it is feasible to estimate the coupling from the correlation
when there are no limitations to the observation process. This represents a best-case
scenario where daily infection prevalence in the two subpopulations is over a long period
of time (T = 200 years).
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3.3.1 Estimating the true coupling
In Chapter 2 we derived an approximation for the correlation, ρ, between infection




where ξ′ = ε/(µ(R0 − 1)). Therefore, given we observe correlation ρ̂, we can therefore








where we take the minimum so that σ̂ ∈ [0, 1]. For each realisation of the stochas-
tic simulations we use this to calculate the estimated coupling based on the observed
correlation.
3.3.2 Comparing true and estimated coupling
To evaluate this method for estimating the coupling we compare the estimated coupling
σ̂ and the true coupling σ. We also calculate the absolute error of our estimate as σ̂−σ.
We can estimate the true coupling reasonably well using the method, although in
general we underestimate the true coupling σ (Figure 3.1). This is because our approx-
imation σ/(ξ′ + σ) overestimates the correlation for a given coupling. For low coupling
values (σ < 0.01) we are not able to consistently estimate the true coupling correctly:
there is considerable variation in the estimated coupling (as shown by the width of the
error bars), although the absolute error is small. On the other hand, for high coupling
values we consistently underestimate the true coupling: the variation in the estimates is
low, but the absolute error is large. However, we should note that the largest coupling
values (σ > 0.5) are somewhat unrealistic, since they represent a metapopulation where
there is more interaction between subpopulations than within subpopulations.
In summary, we are able to estimate the coupling from the correlation between
infection prevalence when there are no limitations to the observation process. Although
the absolute error in the estimated coupling is too high for some values of the true
coupling, these high coupling values correspond to metapopulations that are unrealistic


































































Figure 3.1. Evaluating our estimate of the coupling. (a) Comparing the true coupling
and the estimated coupling, σ̂ = ξ′ρ̂/(1− ρ̂). Dashed line indicated y = x, for reference.
(b) The absolute error in the estimated coupling. Dashed line shows zero error, for
reference. In both figures points represent the mean taken over 1000 realisations and
error bars show 2.5th and 97.5th percentiles.
3.4 Estimating the coupling with limited data
In a real-world setting there will likely be some limitations to our observations of the
infectious disease process, which may affect the observed correlation and our subsequent
estimate of the coupling. We consider the effect of three limitations to the observation
process. First, we unilaterally consider the effect of a shorter observation period, less
frequent observations, and observing incidence (rather than prevalence) data. Then we
combine these limitations, which represents a more realistic observation process.
3.4.1 Shorter observation period
In the best-case scenario we observed the data over a 200-year period. We now consider
the effect of a shorter observation period by limiting our observation period to intervals
of 1 year up to 10 years, and then multiples of 5 years up to 50 years. As in the
best-case scenario, we make daily observations and observe infection prevalence in each
subpopulation.
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Effect on the correlation
First we calculate the observed correlation for the limited process and compare it to
the true correlation (that is, the correlation when the process is observed for the full
200 years) (Figure 3.2). For very low values of the coupling (σ = 0.001) and a short
observation period (T < 10 years) the observed correlation is an overestimate of the
true correlation; on the other hand, for larger values of the coupling (σ = 0.1) and the
same short observation period, the observed correlation is an underestimate of the true
correlation. For all values of σ the variability in the observed correlation is large for
short observation periods, but this variability decreases as the length of the observation
period increases.
Effect on the estimated coupling
We estimate the coupling when the observation period is T = 10, 30 and 50 years,
and compare the estimates to the true coupling (Figure 3.3). For all but the lowest
true coupling values, the mean estimated coupling is comparable to the true coupling.
For very low coupling values (σ ≤ 0.001) and a short observation period (T = 10
years), we overestimate the true coupling; as we showed in Figure 3.2, this is because
we tend to overestimate the correlation under these conditions. As the length of the
observation period increases, these estimates improve. Similarly, as the length of the
observation period increases then the variability in the estimated coupling decreases;
this is because the variability in the observed correlation decreases as the length of the
observation period increases. The mean absolute error in the estimated coupling for the
limited process is comparable to the mean absolute error in the full process; however,
the variability is much higher for a short observation period, again as a result of the
variability in the observed correlation.
3.4.2 Lower frequency observations
In the best-case scenario we observed the daily infection prevalence. We consider the
effect of less frequent observations by instead observing infection prevalence every 7, 30
and 90 days (weekly, approximately monthly, and approximately every three months).
We then calculate the correlation between infection prevalence in the two subpopulations
using these ‘thinned’ observations. As in the best-case scenario, we observe the process
for T = 200 years and observe the infection prevalence in each subpopulation.
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Figure 3.2. Effect of a shorter observation period on the correlation between infection
prevalence in two subpopulations, for σ ∈ {0.001, 0.01, 0.1}. The observation period, T ,
is multiples of 1 year up to 10 years (left), and then multiples of 5 years up to 50 years
(right). Points show the mean correlation taken over 1000 realisation, and error bars
show 2.5th and 97.5th percentiles. Dashed line shows the mean correlation when the
process observed for 200 years, for reference.
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Figure 3.3. Evaluating the effect of a shorter observation period, T , on our estimate
of the coupling, for T = 10, 30, 50 years. Left panel compares the true coupling and
the estimated coupling, σ̂ = ξ′ρ̂/(1 − ρ̂); dashed line shows y = x, for reference. Right
panel shows the absolute error in the estimated coupling for the process with T < 200
years (square points) and for T = 200 years (circle points, for reference); dashed line
shows zero error, for reference. In all figures, points represent the mean taken over 1000
realisations and error bars show 2.5th and 97.5th percentiles.
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Effect on the correlation
We calculate the observed correlation for the limited processes and compare to the true
correlation (that is, the process where observations are made daily). Lower frequency
observations have very little effect on the observed correlation for all values of the cou-
pling σ (Figure 3.4). Both the mean observed correlation and the variability in the
observed correlation is almost indistinguishable from the true correlation.
Effect on the estimated coupling
Since lower frequency observations have no noticeable effect on the observed correlation,
then this limitation also has little effect on the estimated coupling (Figure 3.5). The
absolute error in the estimated coupling for the limited processes is comparable to the
absolute error for the full process. Even when observations are only made every 90 days,
there is only a small increases in the variability of the absolute error in comparison to
the absolute error for the full process.
3.4.3 Incidence data
In the best-case scenario we assumed that we observed the infection prevalence. How-
ever, in practice we are more likely to be able to observe the incidence of new cases or
recoveries. In this section we consider the effect of observing the recovery incidence (that
is, the number of individuals moving from the I to R class) in the two subpopulations.
As in the best-case scenario, we make daily observations and observe the process for
T = 200 years.
Effect on the correlation
The correlation between recovery incidence is much lower than the correlation between
infection prevalence (Figure 3.6). However, we can show that the correlation between
recovery incidence, which we will denote by ρX , is related to the correlation between




















































































































































Figure 3.4. Effect of less frequent observations on the correlation between infection
prevalence in two subpopulations. We observe the process every ((a)-(c)) 7, 30 and
90 days. Left panel shows the prevalence correlation for the thinned process (triangle
points) and unthinned process (circle points, for reference) for coupling σ ∈ [0, 1]. Right
panel directly compares the true correlation and the observed correlation; dashed line
shows y = x, for reference. In all figures, points represent the mean taken over 1000

















































































































Figure 3.5. Evaluating the effect of lower frequency observations on our estimate of
the coupling, where observations are made every ((a)-(c)) 7, 30 and 90 days. Left
panel compares the true coupling and the estimated coupling, σ̂ = ξρ̂/(1 − ρ̂); dashed
line shows y = x, for reference. Right panel shows the absolute error in the estimated
coupling for the thinned process (triangle points) and unthinned process (circle points,
for reference); dashed line shows zero error, for reference. In all figures points represent


















































Figure 3.6. Effect of observing recovery incidence on the correlation. (a) Comparing
the correlation between recovery incidence (diamond points) and the correlation between
infection prevalence (circle points, for reference) for coupling σ ∈ [0, 1]. (b) Directly
comparing correlation between infection prevalence and correlation between recovery
incidence; dashed line shows y = x, for reference. In both figures points represent the
mean correlation taken over 1000 realisations; error bars represent 2.5th and 97.5th
percentiles.
To show this result, let Xj be the daily recovery incidence in subpopulation j = 1, 2.
We can write down the distribution of Xj : since individuals recover at the points of
a Poisson process with rate γIj , then Xj ∼ Poisson(γIj). As the two subpopulations
are identical, the expected behaviour of X1 and X2 is the same, that is, E[X1] = E[X2]
and V ar(X1) = V ar(X2). By properties of the conditional expectation, the mean of
Xj , j = 1, 2 is given by







and by the law of total variance, the variance of Xj , j = 1, 2 is given by








= V ar(γI1) + E[γI1]
= γ2V ar(I) + γE[I]
= γ2CII + γĪ. (3.3)








Using properties of the conditional expectation and Equation (3.2), we can show that
cov(X1, X2) = γ
2cov(I1, I2) = γ
2ĈII :
















= γ2ĈII . (3.4)



































































Figure 3.7. Comparing the true prevalence correlation and the estimated prevalence
correlation, estimated using incidence observations. (a) Comparing the true prevalence
correlation (circle points) and the estimated prevalence correlation (diamond points)
for coupling σ ∈ [0, 1]. (b) Directly comparing the true prevalence correlation and the
estimated prevalence correlation; dashed line shows y = x, for reference. In both figures
points represent the mean taken over 1000 realisations; error bars represent 2.5th and
97.5th percentiles.









Therefore, given that we observe the incidence time series Xj , j = 1, 2, then we can
directly estimate the correlation between infection prevalence using Equation (3.5). We
compare the true prevalence correlation to the prevalence correlation estimated from the
observations of recovery incidence (Figure 3.7), from which we observe that there is very
little difference between the two correlation values.
Effect on the estimated coupling
Since we can obtain very accurate estimates of the prevalence correlation by using obser-
vations of recovery incidence, then this limitation also has little effect on the estimated







































Figure 3.8. Evaluating the effect of observing incidence of infection on our estimate
of the coupling. (a) Comparing the true coupling and the estimated coupling, σ̂ =
ξρ̂/(1− ρ̂); dashed line shows y = x, for reference. (b) Showing the absolute error in the
estimated coupling incidence observations (diamond points) and prevalence observations
(circle points, for reference); dashed line shows zero error, for reference. In all figures
points represent the mean taken over 1000 realisations and error bars show 2.5th and
97.5th percentiles.
dence observations are comparable to the mean absolute error for the estimated coupling
from the prevalence observations; the only difference is that for the highest coupling val-
ues (σ = 1), the variability in the absolute error is larger for incidence observations
compared to prevalence observations.
3.4.4 Realistic time series data
We combine these above limitations to represent a more realistic observation process.
We assume that the observation period is T = 25 years and that we observe recovery
incidence. Observations are thinned so that we observe the aggregated incidence every
7 days, that is, every 7 days we observe the sum of the daily incidence counts.
Effect on the correlation
We calculate the observed correlation between recovery incidence for the realistic process,
and then using Equation (3.5) we estimate the correlation between infection prevalence
in the two subpopulations (Figure 3.9). For a short observation period (T = 25 years) the
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estimated correlation is consistently higher than the true correlation, and is significantly
higher for the very high coupling values (σ ≈ 0.4). For a long observation period
(T = 200 years) the estimated correlation improves for low coupling values, but still
overestimates the true correlation for high coupling values. This is particularly surprising
since neither weekly observations nor observing recovery incidence had this effect on the
correlation when considered individually. As we might expect given the results for a
shorter observation period (Section 3.4.1), the variability in the estimated prevalence
correlation appears to be determined by the length of the observation period. When
T = 25 years, the variability in the estimated prevalence correlation is high, and when
T = 200 then the variability in the estimated prevalence correlation is comparable to
when there are no limitations on the observation process.
Effect on the estimated coupling
In general, our method to estimate the coupling performs well even for an observation
process with multiple limitations. However, at high levels of coupling, the combined
effect of the limitations on the estimated coupling is striking, and we significantly over-
estimate the true coupling (Figure 3.10). When σ ≈ 0.4, the mean estimated coupling
is 0.962 for T = 25 years, and 0.995 for T = 200 years (that is, the mean absolute error
is approximately 0.6). We also overestimate the coupling for low coupling values and a
short observation period (T = 25 years), although in this case the absolute error is very
small and the estimate improves when the length of the observation period increases to
T = 200 years.
3.5 Discussion
An ongoing challenge in metapopulation modelling of infectious diseases is how to in-
fer the coupling between subpopulations. In this chapter we consider the feasibility of
estimating the coupling from the correlation between the infection prevalence in two
interacting subpopulations, using the analytic relationship derived in Chapter 2. In par-
ticular, we consider how several realistic limitations on the observation process affect the
correlation and subsequent estimates of coupling, namely a shorter observation period,
less frequent observations, and observing recovery incidence than infection prevalence.
The work complements the results derived in Chapter 2. We use the simple sigmoidal
relationship between the coupling and the correlation to get an estimate of the coupling
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Figure 3.9. Effect of a realistic observation process on the correlation, where the
length of the observation period is (a) T = 25 years, and (b) T = 200 years. Left
panel compares the prevalence correlation for the realistic observation process (big circle
points) and the observation process with no limitations (small circle points, for reference)
for coupling σ ∈ [0, 1]. Right panel directly compares the true prevalence correlation and
the prevalence correlation estimated from the realistic observation process; grey dashed
line shows y = x, for reference. In all figures points represent the mean correlation taken


























































































Figure 3.10. Evaluating the effect of a realistic observation process on our estimate
of the coupling, where the length of the observation process is (a) T = 25 years, and
(b) T = 200 years. Left panel compares the true coupling and the estimated coupling,
σ̂ = ξρ̂/(1− ρ̂); dashed line shows y = x, for reference. Right panel shows the absolute
error in the estimated coupling for the realistic observation process (big circle points)
and the observation process with no limitations (circle points, for reference); dashed line
shows zero error, for reference. In all figures points represent the mean taken over 1000
realisations and error bars show 2.5th and 97.5th percentiles.
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given we observe the infection prevalence in the two subpopulations. Given no limitations
to the observation process, we are able to estimate the true coupling with reasonable
accuracy for all but the very largest coupling values, although we emphasise that high
coupling values do not represent what we would typically think of as metapopulation
dynamics. This supports the suggestion in Chapter 2 that this relationship could be
used estimate the coupling between subpopulations, even in the absence of contact or
mobility data. The accuracy of the estimated coupling is limited by the accuracy of the
approximation ρ ≈ σ/(ξ′+σ). Clearly, the absolute error in the estimated coupling could
be reduced by using the exact relationship between the coupling and the correlation:
ρ = σ/(ξ + σ)−∆. However, since ∆ is a function of the covariance cov(S1, I2), which
we are unlikely to observe, then this is not a realistic solution.
By considering the effect of limitations on the observation process we are able to
show whether this approach would be feasible using real-world data. We show that both
lower frequency observations (up to every 90 days) and observing recovery incidence
have little effect on the estimated coupling when considered separately. Conveniently,
we are able to estimate the correlation between infection prevalence even if we only ob-
serve the daily recovery incidence. However, when both limitations are applied together
then our method for estimating the coupling is less effective: at high coupling values
we significantly overestimate the true coupling, even though this effect is not seen by
either limitation in isolation. Understanding this behaviour requires further analysis,
but we hypothesise that by aggregating daily incidence data, fluctuations in incidence
are ‘smoothed out’ and so V ar(X)/(V ar(X)− E[X]) is too big.
Further analyses would strengthen the results shown here and thus provide further
support for using this method in a real-world setting. We can consider other limitations
to the observation process, such as the effect of underreporting or unobserved cases,
or observing incidence of infection. We can easily include underreporting by using a
binomial thinning on observation of the recovery incidence, but we expect that observ-
ing infection incidence will be less simple to resolve than observing recovery incidence,
since the rate of the Poisson process for infection events is more complex. This work
would also benefit from further theoretical results on the interaction between different
limitations, such as observing aggregated recovery incidence. In addition, we might also
want to consider how these results are affected by more general metapopulation network
configurations.
This chapter strongly supports our assertion in Chapter 2 that we can use our ap-
proximation for the correlation to estimate the coupling between subpopulations in a
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metapopulation network. Further research into the effect of limitations to the observa-
tion process would improve our understanding of the conditions under which the method
can be used, and so addresses an ongoing challenge in metapopulation modelling of in-






In this chapter we extend the results derived in Chapter 2 to more general metapopula-
tion networks. Using a multivariate normal approximation, we derive an approximation
for the correlation between the infection prevalence in two subpopulations in symmetric
metapopulation networks, as a function of the coupling between them. We derive results
for subpopulations arranged on the complete network, the k-regular tree network and
the star network. We also numerically validate our model by comparing our analytic
approximations to stochastic simulations. These results also provide initial insights into
the effect of metapopulation network structure on network correlations.
4.2 A stochastic endemic infection model for interacting
populations on a general graph
We extend the stochastic endemic infection model for two interacting subpopulations
described in Chapter 2, Section 2.2.2, to P subpopulations in a general metapopulation
network. We assume throughout the chapter that the population sizes are equal for
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Population Event Transition Rate
j = 1, 2, . . . , P Infection sj → sj − 1, ij → ij + 1 βsj
∑
l σjlil/N + εsj
Recovery ij → ij − 1, rj → rj + 1 γij
Death of infected sj → sj + 1, i1 → ij − 1 µij
Death of recovered sj → sj + 1, rj → rj − 1 µ(N − sj − ij)
Table 4.1. A summary of the transition rates of the 2P -dimensional Markov chain
endemic infection model {(Sj(t), Ij(t))Pj=1 : t ≥ 0} from state (s1, i1, s2, i2, . . . , sP , iP )
with birth/death rate µ > 0, contact rate β > 0, external import rate ε > 0, recovery
rate γ > 0 and coupling matrix Σ.
mathematical tractability. Each population exhibits the same population dynamics as
the simple model of endemic infection (Chapter 2, Section 2.2.1), plus pairwise interac-
tion between the populations: we assume that in population i, a proportion σij ∈ [0, 1] of
an individual’s contacts are with individuals in population j. We insist that
∑
j σij = 1
and so σii = 1 −
∑
j 6=i σij . The matrix Σ = (σij) therefore describes the interaction or
’coupling’ between all possible pairs of populations, and the force of infection in each
subpopulation depends on the number of infected individuals in all other subpopula-
tions. Changing Σ does not change the basic reproductive ratio, but instead determines
the distribution of secondary cases between the P subpopulations.
We let Si(t), Ii(t), Ri(t) ∈ {0, 1, 2, . . .} denote the number of susceptible, infected
and recovered individuals, respectively, in population i = 1, 2, . . . , P at time t ≥ 0.
As the population size N is constant then Si(t) + Ii(t) + Ri(t) = N, ∀t ≥ 0, i =
1, 2, . . . , P . The transition rates for the resulting 2P -dimensional Markov chain from
state (s1, i1, s2, i2, . . . , sP , iP ) at time t are summarised in Table 4.1.
The metapopulation structure can be described by a weighted network G = (V,E)
with vertex set V = {1, 2, . . . , P} and edge set E, where edge e = ij has weight σij : the
coupling matrix Σ therefore represents the weighted adjacency matrix for the graph G.
For mathematical tractability we restrict our analysis to networks for which we can derive
analytic results, namely graphs that are highly symmetric. In the following analysis we
consider the complete network, the k-regular tree network and the star network. In
addition, we assume that σij = σ, ∀ij ∈ E. We note that for k-regular tree network
and the star network, the weighted adjacency matrix Σ is sparse, that is, most of the
elements are zero.
Throughout this chapter we will use the following notation for the first-order central
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moments:
S̄j = E[Sj ]
Īj = E[Ij ]
CSjSj = Cov(Sj , Sj) = Var(Sj)
CIjIj = Cov(Ij , Ij) = Var(Ij)
CSjIj = Cov(Sj , Ij),
and for the second-order moments:
ĈSjSk = Cov(Sj , Sk)
ĈIjIk = Cov(Ij , Ik)
ĈSjIk = Cov(Sj , Ik),
where X∗ and C∗XY denote the first- and second-order moments X and CXY at endemic
equilibrium, respectively.
For a metapopulation network on P populations, the set of ODEs approximating
the stochastic process has at most 3P 2 + 2P equations: P for each of the two first
order moments and P 2 for each of the three covariances. However, for the networks
that we consider in this chapter, symmetries in the structure of the network mean that
the effective number of equations at endemic equilibrium is reduced. In some cases we
will simplify the notation: we outline simplifications to the notation at the start of the
results section for each network.
4.3 The complete network
4.3.1 Network definition and notation
First we consider P identical populations on the complete network, where each popu-
lation interacts with the other k = P − 1 populations: a visual representation of the
complete network for P = 3 and P = 5 populations is given in Figure 4.1. The coupling













Figure 4.1. The complete network on (a) P = 3 and (b) P = 5 populations. The
coupling between any pair of populations coupling is σ ∈ [0, 1/(P − 1)] and so the
within-population coupling is 1− (P − 1)σ.
σij =
1− kσ, for i = jσ, for i 6= j.
In the complete network metapopulation all subpopulations are epidemiologically
and topologically identical: epidemiologically in the sense that all subpopulations are
of equal size and have identical epidemiological parameters, and topologically in the
sense that all nodes are isomorphic within the network and the coupling is the same
between any pair of subpopulations. As a result, the expected behaviour is the same
within all populations, and between any pair of populations. In our notation, we can
therefore drop dependency on the population and simplify it to the following: X̄ = E[Xj ],
CXY = Cov(Xj , Yj) and ĈXY = Cov(Xi, Yj), i 6= j.
Using the second-order moment closure approximation, and with these simplifica-
tions, the stochastic process on the complete network can be approximated by a set
of eight ODEs: five for the within-population moments, and three for the between-
population moments. These can be found in Appendix B. We use these equations in
both the analytical and the numerical results.
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4.3.2 Analytic approximation for the correlation between any pair of
subpopulations





















β(1− σ)S̄∗ −N(γ + µ)
. (4.3)
We derive this result by taking the moment equation for ĈII at equilibrium and dividing
through by 2C∗II/N , following the same approach as Chapter 2; full details of this
derivation can be found in Appendix B. Moreover, if ∆ 1 then we can further simplify




We can also use an alternative approximate expression for ξ that is independent of
S̄∗, which eliminates the need to find the equilibrium of the 8-dimensional ODE model.
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In Chapter 2, we showed that by ignoring the effects of imports and correlations and
taking the large population limit, then
ξ ≈ ξ′ = ε(γ + µ)





Given the simpler form of Equation (4.5) compared to the original expression for ξ
given by Equation (4.2), in the remainder of the analysis we evaluate σ/(ξ′ + σ) as an
approximation for the MVN correlation ρ.
This result is independent of the number of populations P . In short, this is due to the
balance between two competing influences: the addition of an extra external coupling
would normally weaken the correlation between two connected populations, but the fact
that this additional population is itself correlated with the original populations nullifies
this effect. At the end of the chapter, we make this argument explicit by adding a third
population (with variable coupling) to an interacting pair of populations.
4.3.3 Numerical results
We look at the effect of the number of subpopulations P on the dynamics of the first-
and second-order moments, and on the correlation. We use parameters representing
a measles-like endemic disease in the UK: N = 105 where R0 = 17, γ
−1 = 13 days,
µ = 5.5× 10−5 days−1 and ε = 5.5× 10−5 days−1.
Dynamics of first- and second- order moments
We first explore the effect of the number of subpopulations P and coupling σ on the equi-
librium values of the first-order central moments S̄∗ and Ī∗ and the second-order central
moments C∗II and Ĉ
∗
II (Figure 4.2a). We consider P = 3, 5, 10 and σ ∈ [0, 1/k], k = P−1,
and include P = 2 for comparison. These results are obtained by the numerical inte-
gration of the system of ODEs given in the Appendix B, and so only introduce an error
due to the MVN moment closure approximation. For all values of P , all curves show
a sigmoidal pattern, with S̄∗ and C∗II decreasing with the coupling, and Ī
∗ and Ĉ∗II
increasing with the coupling. As the number of populations P increases the magnitude
of change in C∗II increases, since reducing the within-population coupling (either by in-
creasing the between-population coupling σ or increasing the number of populations P )
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reduces the variance CII . However, the magnitude of change in Ĉ
∗
II decreases, because
as P increases, then the effect of interaction between a subpopulation and its neighbour
is damped by the other P − 2 neighbours. In the previous section we noted that our ap-
proximation for the correlation is independent of the number of populations P : we also
calculate the MVN correlation Ĉ∗II/C
∗
II (Figure 4.2b) and note that this also appears
independent of P . The correlation follows a sigmoidal relationship, increasing from zero
for very low coupling.
Comparison of the approximation and simulations
Next we compare the MVN correlation ρ (Equation (B.9)) and our approximation
σ/(ξ′ + σ), ξ′ = 0.0625 (Equation (4.4)) to stochastic simulations for P = 3, 5 sub-
populations (Figure 4.3). The close agreement between ρ and the simulation results
suggests that our use of the MVN moment closure approximation is justified. There is
also little difference between the MVN correlation and our approximation (that is, ∆
is small), so σ/(ξ′ + σ) is a good approximation for the correlation ρ. Therefore, we
can relate the phenomenological coupling parameter σ to the correlation between the
number of infected individuals in any pair of populations for P populations arranged on
the complete network by ρ ≈ σ/(ξ′ + σ).
4.3.4 Independence of the number of subpopulations, P
The analytic approximation for the MVN correlation between two subpopulations on
the complete network is independent of the number of populations P. In short, this is
due to the balance between two competing influences: the addition of an extra external
coupling would normally weaken the correlation between two connected populations, but
the fact that this additional population is itself correlated with the original populations
nullifies this effect. In the following section, we make this argument explicit by adding
a third population (with variable coupling) to an interacting pair of populations.




Figure 4.2. The effect of the coupling σ on (a) the key mean variables S̄∗, Ī∗, C∗II




II for P populations arranged on the complete
network. Parameter values represent a measles-like endemic disease in the UK (N =
105, µ = 5.5× 10−5, R0 = 17, γ−1 = 13 and ε = 5.5× 10−5). These values are calculated
from the system of ODEs given in the Appendix B.
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Figure 4.3. Comparing analytic and numerical correlation between any pair of pop-
ulations from P = 3, 5 populations arranged on the complete network. We compare
the analytic correlation ρ and our approximation σ/(ξ′ + σ), ξ′ = 0.0625, to stochastic
simulations for a measles-like endemic disease in the UK (N = 105, µ = 5.5×10−5, R0 =
17, γ−1 = 13 and ε = 5.5×10−5). Each population is coupled to the k = P−1 other pop-
ulations. The between-population coupling is fixed as σ ∈ [0, 1/k] and within-population
coupling is therefore 1− kσ. We generate 1000 realisations of the process for each value
of σ and calculate the correlation as a time-weighted Pearson correlation coefficient for






1− σ − a
a
1− σ − a
1− 2a
Figure 4.4. A metapopulation on three identical subpopulations. The coupling between
populations 1 and 2 is σ ∈ [0, 1], and the coupling between populations 1 and 3, or 2
and 3, is a ∈ [0, σ].
Σ = (σij)ij defined as
σij =

1− σ − a, for i = j = 1, 2
1− 2a, for i = j = 3
σ, for (i, j) ∈ {(1, 2), (2, 1)}
a, for (i, j) ∈ {(1, 3), (3, 1), (2, 3), (3, 2)},
(4.6)
where σ ∈ [0, 1] and a ∈ [0, σ]. A visual representation of this metapopulation is given
in Figure 4.4.
In this metapopulation all subpopulations are epidemiologically identical (that is,
they are the same size and have identical epidemiological parameters). In addition,
subpopulations 1 and 2 are isomorphic in the weighted network, but are only isomorphic
with subpopulation 3 when a = σ. We retain our original notation, using X̄i = E[Xi],
CXiYi = Cov(Xi, Yi) and ĈXiYj = Cov(XiYj).
Approximation for correlation between subpopulations 1 and 2








































At equilibrium dĈI1I2/dt = 0, and if we divide by 2CI2I2/N then























and hence we have the following approximation for the correlation between subpopula-
tions 1 and 2:
ρ12 =
βσS̄1
N(γ + µ)− β(1− σ)S̄1
+
βaS̄1



















where ∆ is the correction term given by:
∆ =
(β(1− σ − a)Ī1 + βσĪ2 + βaĪ3 + ε)

















We consider how the second term of Equation (4.14) changes for a ∈ [0, σ]. When
a = 0 then the network becomes the complete network on two subpopulations, and in
Equation (4.14), the second term vanishes and ρ12 = σ/(ξ
′ + σ), as expected. When
76
a = σ the network becomes the complete network on three subpopulations, and in
Equation (4.14), V1 = V3 and ρ12 = ρ23, so (
√
V3/V1ρ23 − ρ12) = 0 and so we also have
ρ12 = σ/(ξ
′ + σ). If a ∈ (0, σ) then 0 < ρ23 < ρ12. Therefore, if
√
V 3/V 1 < ρ12/ρ23
then (
√
V3/V1ρ23 − ρ12) < 0 and ρ12 < σ/(ξ′ + σ).
4.4 The tree network
4.4.1 Network definition and notation
Next, we consider infinitely many populations on a k-regular tree network, where each
subpopulation has k neighbours: a visualisation of the k-regular tree network for k = 2




1− kσ, for i = j
σ, for i, j neighbours, i 6= j
0, otherwise.
(4.15)
As with the complete network, all subpopulations in the k-regular tree network are
epidemiologically and topologically identical, so the expected behaviour is the same
within all subpopulations. In addition, in a tree network, there is a unique path between
any pair of subpopulations, and so we can define the distance dij ∈ N between subpopula-
tions i and j to be the length of the path between the subpopulations. For the notation
for within-population moments we can again drop dependency on the subpopulation:
X̄ = E[Xj ] and CXY = Cov(Xj , Yj). For the between-population moments, we only
need to denote the distance d between the subpopulations: Ĉ
(d)
XY = Cov(Xi, Yj), i 6= j,
where dij = d.
Using the second-order moment closure approximation, we can write ODEs for the
first and second-order moments of the stochastic process on the k-regular tree network.
However, this system comprises infinitely many equations: five equations for the within-
population moments, and infinitely many equations for the between-population moments
(3 for each d ≥ 1). In addition, we cannot perform stochastic simulations of the infection
process on infinitely many subpopulations. To overcome these problems, we consider a
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(a)


























Figure 4.5. The k-regular tree network for (a) k = 2 and (b) k = 4 neighbours.
The coupling between any pair of neighbouring populations is σ ∈ [0, 1/k] and so the
within-population coupling is 1− kσ.
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finite subgraph approximation of the k-regular tree network.
Finite subgraph approximation of the k-regular tree network
We consider a finite subgraph of the k-regular tree network: we define the D-truncated
k-regular tree network to be the network of subpopulations distance less than or equal
to D from some arbitrarily chosen origin node; since all subpopulations are identical and
the k-regular tree network is infinite, the choice of origin node is irrelevant. The total
number of subpopulations in the D-truncated k-regular tree network is
T = 1 + k
D−1∑
i=0
(k − 1)i. (4.16)
If D is sufficiently large, then we can make some further simplifying assumptions about
the first- and second-order moments of the stochastic process on the D-truncated k-
regular tree network.
First, we assume that covariances are negligibly small for subpopulations that are
far apart: Ĉ
(d)
XY = 0,∀d > D. As a result, we can write down a smaller and simpler
set of ODEs that approximate the stochastic process on the D-truncated k-regular tree
network: without this assumption, we would also have to write down ODEs for covari-
ances Ĉ
(d)
XY where D < d ≤ 2D. Second, we maintain the simplification from the full
k-regular tree network that covariances between any pair of subpopulations the same dis-
tance apart are the same. Although this is not true (the covariances between adjacent
populations at the centre of the truncated tree network will be different to covariances
between adjacent subpopulations at the edge of the network, for example), in practice
it will have little effect on the final results. This assumption also considerably reduces
the total number of ODEs we need to write down to approximate the stochastic process.
Third, we assume that the expected behaviour of the first- and second-order central mo-
ments in the origin node, and between the origin node and subpopulations at distance
d D will be the same as in the full k-regular tree network. In this way, results derived
for the D-truncated k-regular tree network will be the same as the results in the full
k-regular tree network.
Given these assumptions, and making a second-order MVN moment closure approxi-
mation, the stochastic process on the D-truncated k-regular tree network can be approx-
imated by a set of 5 + 3D equations: five equations for the within-population moments
and 3D equations for the between-population moments. These can be found in Appendix
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B.
4.4.2 Analytic approximation for the correlation between subpopula-
tions distance d apart
We can derive analytic results for the full k-regular tree network rather than the finite
subgraph approximation. We define the correlation between the number of infected







where ρ0 = 1 and lim
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We derive this result from the moment equation for Ĉ
(1)
II at equilibrium and dividing
through by 2C∗II/N ; full details of this derivation can be found in Appendix B. Moreover,
if ∆(d)  1, ∀d then ρd is the solution to the recurrence relation
(k − 1)ρd+1 =
ξ + kσ
σ
ρd − ρd−1, (4.20)
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We note two things: firstly, since ρ1 ≤ 1 then it is trivial that ρd → 0 as d → ∞.
Secondly, ρd → 0 as k →∞.
4.4.3 Numerical results
As noted earlier, numerical analysis must be conducted on the D-truncated k-regular
tree network: stochastic simulations and the MVN correlation are evaluated on this
finite subgraph approximation as it is not possible to use the full k-regular tree network.
If D is sufficiently large, then these correlations will be approximately the same as in
the full k-regular tree network.
We look at the effect of the number of neighbours k on the correlation. Again, we
use parameters representing a measles-like endemic disease in the UK: N = 105 where
R0 = 17, γ
−1 = 13 days, µ = 5.5× 10−5 days−1 and ε = 5.5× 10−5 days−1.
Effect of number of neighbours k and distance d on the MVN correlation
We first numerically evaluate the effect of the number of neighbouring subpopulations
k and the distance d on the correlation ρd (Figure 4.6). As with the complete network,
the correlation follows a sigmoidal shape, increasing from zero correlation from very
low coupling. For fixed coupling σ, as the number of neighbours k increases then the
correlation ρd decreases; similarly, for a fixed number of neighbours k, as the distance d
increases then the correlation ρd also decreases. This all agrees with expected behaviour
from Equation (4.21).
Effect of D on the correlation
As D increases, the total number of subpopulations in the D-truncated k-regular tree
network increases rapidly, which significantly impacts the speed at which simulations
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Figure 4.6. The effect of the number of neighbouring subpopulations k in the k-regular
tree network on the correlation between the number of infected individuals in adjacent
populations, ρ1 (left), and populations with a common neighbour, ρ2 (right). Parameter
values represent a measles-like endemic disease in the UK (N = 105, µ = 5.5 × 10−5,
R0 = 17, ε = 5.5 × 10−5, γ = 1/13). The MVN correlation is calculated on the D-
truncated k-regular tree network for D = 50 from the system of ODEs given in Appendix
B.
can be performed. In this section we consider the effect of D on the correlation.
We calculate the correlation ρ1 between adjacent populations in the D-truncated
k-regular tree network for k = 2, 4 and a range of values for D (Figure 4.7). For low
coupling (σ = 0.001, 0.01), increasing D has little effect on the correlation: this suggests
that when coupling is low it is sufficient to take D = 3. However, for larger coupling
(σ = 0.1) then as D increases then the correlation initially decreases, and then plateaus:
for both k = 2 and k = 4 the correlation plateaus around D = 5.
Comparison of the approximation and simulations
Next, we compare our approximations to the results of stochastic simulations for k = 2, 4
(Figure 4.8), where stochastic simulations are performed on the D-truncated k-regular
tree network and D = 5, 3 for k = 2, 4, respectively. For all combinations of k and d
there is close agreement between the MVN correlation and stochastic simulations, which
justifies our use of the MVN moment closure approximation, and we showed in the
previous section that increasing D further does not significantly change the correlations
in the system (Figure 4.7). There is also little difference between the MVN correlation




Figure 4.7. The correlation ρ1 between adjacent subpopulations in the D-truncated
k-regular tree network for (a) k = 2, and (b) k = 4. Parameter values represent a
measles-like endemic disease in the UK (N = 105, µ = 5.5 × 10−5, R0 = 17, γ−1 = 13
and ε = 5.5 × 10−5). We generate 1000 realisations of the process for each value of
σ and calculate the correlation as a time-weighted Pearson correlation coefficient for
50 ≤ t ≤ 200; error bars represent ±2 standard deviations.
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by Equation (4.21) is reasonable.
Figure 4.8. Comparing the MVN correlation ρd and our approximation to stochastic
simulations for a measles-like endemic disease in the UK in T populations arranged
on the D-truncated k-regular tree network (N = 105, µ = 5.5 × 10−5, β = 17/13, ε =
5.5 × 10−5, γ = 1/13). The coupling between interacting populations is σ ∈ [0, 1/k].
The stochastic process is simulated on the D-truncated k-regular tree network, with
D = 5 and D = 3 for k = 2, 4, respectively. The process is simulated over a 200 year
period using the Gillespie algorithm, with a burn-in period of 50 years, and generate
100 realisations of the process for each value of σ. The correlation is calculated as a
time-weighted Pearson correlation coefficient for 50 ≤ t ≤ 200; error bars represent ±2
standard deviations.
4.5 The star network
Network definition and notation
Finally, we consider the star network on P subpopulations, where there is a central ‘hub’


















Figure 4.9. The star network on (a) P = 3 and (b) P = 5 populations. The coupling
between any pair of neighbouring populations is σ ∈ [0, 1/(P − 1)] and so the within-
population coupling is 1 − (P − 1)σ for the hub population and 1 − σ for any leaf
population.
direct interaction between the leaf populations. A visualisation of the star network for




1− kσ, for i = j = 1
1− σ, for i = j 6= 1
σ, for i = 1, j 6= 1 and i 6= 1, j = 1
0, otherwise.
Unlike the complete network and the k-regular tree network, the expected behaviour
of the stochastic process is not the same within and between all subpopulations. This is
because the hub subpopulation has k neighbours, whereas each leaf subpopulation has
only one neighbour. However, we can still make some simplifications to the notation: the
expected behaviour of the infection process is the same within any leaf subpopulation,
or between any pair of leaf subpopulations, or between a leaf subpopulation and the hub
subpopulation. We can therefore simplify our notation to distinguish between hub and
leaf subpopulations. For the within-population moments, the sub/superscript indicates
whether the subpopulation is a hub (H) or a leaf (L) subpopulation:
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X̄H = E[X1]
X̄L = E[Xi], i = 2, . . . , P
CHXY = cov(X1, Y1)
CLXY = cov(Xi, Yi), i = 2, . . . , P.
For the between-population moments, the sub/superscript indicates whether one of the
subpopulations is a hub (H) or if they are both leaf subpopulations (L); for ĈSiIj we
distinguish between ĈS1Ii and ĈSiI1 :
ĈHXX = cov(X1, Xi), i = 2, . . . , P
ĈLXX = cov(Xi, Xj), i, j = 2, . . . , P, i 6= j
ĈXHYL = cov(X1, Yi), i = 2, . . . , P.
Using the second-order moment closure approximation, the stochastic process on the
star network for P subpopulations can be approximated by a set of seventeen ODEs:
ten equations for the within-population moments, and seven equations for the between-
population moments. These can be found in Appendix B. We use these equations in
both the analytical and the numerical results.
4.5.1 Analytic results
For P identical subpopulations on the star network, we define the correlation between
the number of infected individuals in the hub population and the number of infected








































ρH + ∆L, (4.23)
where
ξH =
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We derive this result by taking the moment equation for ĈHII and Ĉ
L
II at equilibrium; full
details of this derivation can be found in Appendix B. Moreover, if ∆H ,∆L  1 then





























We look at the effect of the number of subpopulations k+1 on the correlation. Again, we
use parameters representing a measles-like endemic disease in the UK: N = 105 where
R0 = 17, γ
−1 = 13 days, µ = 5.5× 10−5 days−1 and ε = 5.5× 10−5 days−1.
Effect of the number of subpopulations k + 1 on the MVN correlation
We first numerically evaluate the effect of the number of leaf subpopulations k on the
correlations ρH and ρL (Figure 4.10). Firstly, we note that, as with the complete and
tree network, both ρH and ρL exhibit a sigmoidal shape, increasing from zero correlation
from very low coupling. Secondly, the correlation between two leaf nodes is lower than
between the hub and a leaf node; this is to be expected, as the leaf nodes are not directly
connected to each other. Finally for a given coupling σ as the number of neighbours k
increases then the correlation decreases; this holds for both ρH and ρL.
Comparison of the approximation and simulations
We compare the MVN correlation and our approximation to the results of stochastic
simulations (Figure 4.11). Firstly, we observe a close agreement between the MVN
correlation and the stochastic simulations, which suggests that our use of the MVN
moment closure approximation is justified. Secondly, there is little difference between
the MVN correlation and our approximation (that is, ∆H and ∆L are small), and so our
approximation is reasonable.
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Figure 4.10. The effect of the number of leaf subpopulations k in the star network
on the correlation between the number of infected individuals in the hub and a leaf
population, ρH (left), and two leaf populations, ρL (right). Parameter values represent a
measles-like endemic disease in the UK (N = 105, µ = 5.5×10−5, R0 = 17, ε = 5.5×10−5,
γ = 1/13). These values are calculated from the system of ODEs given in the Appendix
B.
4.6 Comparison of networks
We now compare our approximations to the correlation between the number of infected
individuals in adjacent subpopulations for all three networks (Figure 4.12). All networks
are chosen to have the same k external connections: the complete network with P = k+1
populations, the k-regular tree network, and the star network with P = k+1 populations.
We observe that the correlation is highest in the complete network and lowest in the tree
network. Moreover, the difference between the approximations increases as k increases.
We attribute this behaviour to the total number of neighbour subpopulations that the
two focal subpopulations have, how many of those neighbours are common neighbours,
and whether these common neighbours interact. As the total number of neighbours
of each member of the focal pair increases then the correlation decreases; for a given
total number of neighbours the correlation is higher when more of these neighbours are
common between the two focal subpopulations, and is higher yet when these common
neighbours also interact with each other.
For a given k, two focal subpopulations in the complete network and the star net-
work both have a total of k − 1 subpopulations. In the star network, none of these
subpopulations are common neighbours of the two focal subpopulations; however, in the
complete network, all these subpopulations are common neighbours and all the common
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Figure 4.11. Comparing the analytic correlation, ρH and ρL, and our approximation to
stochastic simulations for a measles-like endemic disease in the UK in P + 1 populations
arranged on the star network (N = 105, µ = 5.5 × 10−5, β = 17/13, ε = 5.5 × 10−5, γ =
1/13). The between-population coupling is fixed as σ ∈ [0, 1] and within-population
coupling is therefore 1− σ in the hub population and 1− σ in any leaf population. The
stochastic process is simulated over a 200 year period using the Gillespie algorithm, with
a burn-in period of 50 years, and generate 1000 realisations of the process for each value
of σ. The correlation is calculated as a time-weighted Pearson correlation coefficient for
50 ≤ t ≤ 200; error bars represent ±2 standard deviations.
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Figure 4.12. Comparison of our approximation to the correlation between a pair of
adjacent populations in the complete network with P = k+ 1 populations, the k-regular
tree network and the star network with P = k + 1 populations.
neighbours interact with each other, hence the correlation in the star network is lower
than in the complete network. For the same k, two focal subpopulations in the k-regular
tree network have twice the total number of neighbours compared to the star network
and none of these neighbours are common neighbours for either network. As a result,
the correlation is lower in the tree network than in the star network.
4.7 Discussion
A limitation of metapopulation models in epidemiological modelling is now to infer the
coupling between subpopulations: existing models do not accurately describe human
mobility in developing countries, such as Sub-Saharan Africa, and sufficiently detailed
data on human mobility are often lacking. This work provides insight into the effect
of coupling and metapopulation network structure on endemic disease dynamics, and
continues to develop a method for inferring the coupling between subpopulations in
metapopulation models using disease prevalence data. We derive an approximation for
the correlation ρ between the number of infected individuals in a given pair of subpop-
ulations in certain network structures as a function of the coupling parameter σ. This
provides a one-to-one mapping between the observable correlation ρ and the unknown
coupling σ.
Our results extend the analysis of Chapter 2 from a simple two-population system to
multiple populations arranged on a complete network, a k-regular tree network and a star
network. Although we consider highly symmetric metapopulation networks, increased
network complexity significantly reduces the analytic tractability of the model, compared
to the two-population system. An alternative analytic relationship between the coupling
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and correlation has previously been derived for more general networks (Rozhnova et al.,
2012); however, we believe that our results provide greater intuition and analytical
traction.
In addition, these results improve our understanding of how metapopulation network
structure affects endemic disease dynamics in the metapopulation as a whole, comple-
menting existing research on epidemic diseases in metapopulation networks (Barthélemy
et al., 2010; Lahodny and Allen, 2013; Wang and Wu, 2018; Yan et al., 2018). We find
that network distance between subpopulations and network structure are key drivers
of the correlation, although, surprisingly, in the complete network the correlation be-
tween any pair of subpopulations is independent of the total number of subpopulations.
We hypothesise that the correlation between two given subpopulations is driven by the
number of neighbour subpopulations they both have, how many of these neighbours are
shared between both subpopulations, and interactions between the neighbours.
We propose that disease prevalence data could be used to infer the underlying cou-
pling from observed correlations between subpopulations in a metapopulation model.
Our results provide insight into the effect of metapopulation network structure on en-
demic disease dynamics, but further work is required before it may be implemented in
a real world setting. It would be useful to extend the results presented here to more
realistic models of infectious disease dynamics, such as to include additional compart-
ments or a seasonal component. This analysis could then be used to understand how the
proposed method is affected by other mechanisms that contribute to temporally resolved
correlation. The simple network structures we consider here do not fully capture the
observed characteristics of real-world spatial networks, such as heterogeneous popula-
tion size, degree or edge weight (Guimerà et al., 2005; Colizza et al., 2006). A natural
extension of our current results is to allow heterogeneity in the epidemic parameters or
metapopulation network structure, although we showed in Chapter 2, Section 2.3 that
heterogeneous population sizes significantly impact the tractability of the results. In this
case, a simulation-based study may be useful to determine how the correlation between
two focal subpopulations is affected by their neighbours, their neighbours’ neighbours
and possible interactions between neighbours. This will allow us to elucidate which are
the most important drivers of network correlations and overall endemic disease dynam-
ics. There are additional practical questions that should be considered before it may
be applied in a real world setting, such as: how much disease incidence data must be
observed before accurate estimates of the correlation, and hence coupling, can be made;
and whether the full metapopulation network structure needs to be known, as in reality
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this is typically not the case. These extensions will move the results outlined here further
towards a method for inferring coupling from correlations between subpopulations, thus
addressing a key challenge of metapopulation modelling.
4.8 Conclusions
A limitation of metapopulation models in epidemiological modelling is how to infer the
coupling between subpopulations. In this chapter we relate the correlation between
the number of infected individuals in two populations as a function of the coupling,
considering systems of multiple identical interacting populations on highly-symmetric
complex networks. Our results provide insight into the effect of metapopulation network
structure on endemic disease dynamics and provides the next step in developing a method
for inferring coupling between subpopulations using disease prevalence data.
Chapter 5
Correlations between stochastic
endemic infection in a general
metapopulation network
5.1 Introduction
In Chapters 2 and 4, we derived analytic expressions for the correlation between preva-
lence of infection in two subpopulations in simple and highly symmetric metapopulation
networks, using a multivariate normal moment closure assumption. It is challenging to
extend this method to general metapopulation networks: we need to derive a system of
simultaneous equations that can be solved for the pairwise correlations, but this is time-
consuming to do by hand and not straightforward even using symbolic programming
packages.
In this chapter we present an alternative method that allows us to numerically es-
timate the correlation between the prevalence of infection in two subpopulations in a
general metapopulation network. By approximating the continuous-time Markov model
of endemic disease dynamics by a diffusion process and making some additional simpli-
fying assumptions, we can estimate the correlation between any pair of subpopulations.
Using this method we are able to study how the metapopulation network structure
affects the correlation between subpopulations. We consider multiple network configu-
rations, ranging from small metapopulations with P = 4 subpopulations, to generalised
star networks, and Erdős-Rényi random graphs. This is a continuation of the hypothesis
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made at the end of Chapter 4, that the correlation between adjacent subpopulations is
largely driven by the local network structure. We show that the correlation between
adjacent subpopulations is mostly determined by the network structure around the two
focal subpopulations.
5.2 General metapopulation networks
In this chapter, we study the effect of metapopulation network structure in three network
configurations: small metapopulation networks with P = 4 subpopulations, generalised
star networks, and Erdős-Rényi random networks. In all network configurations, the un-
derlying infectious disease model is the stochastic endemic infection model for a general
metapopulation that we introduced in Chapter 4, Section 4.2. We assume throughout
that all subpopulations are epidemiologically identical, that is, they are the same size and
have the same epidemic parameters representing a measles-like endemic disease in the
UK: N = 105, R0 = 17, γ
−1 = 13 days, µ = 5.5×10−5 days−1 and ε = 5.5×10−5 days−1.
For simplicity we also assume that the coupling between interacting subpopulations is
fixed and equal to σ = 0.1.
In this section we define the three network configurations (Section 5.2.1) and in-
troduce notation and concepts to describe properties of the metapopulation network
structure (Section 5.2.2).
5.2.1 Network configurations
We introduce three network configurations that we use throughout this chapter to sup-
port analytic results: small metapopulation networks with P = 4 subpopulations, gen-
eralised star networks, and Erdős-Rényi random networks. When we refer to the focal
subpopulations, we refer to the two subpopulations between which we are measuring the
correlation.
Small networks (P = 4)
There are six connected metapopulation networks with P = 4 subpopulations, shown in
Figure 5.1 and presented in order from least to most edges. Note that we have already
studied two of these networks in Chapter 4: the star network (Figure 5.1a), and the




















Figure 5.1. All connected networks with P = 4 subpopulations. Arrows (edges)
between pairs of subpopulations show interaction between them. We assume throughout
that all subpopulations are the same size, have the same epidemic parameters, and the
coupling between all interacting pairs of subpopulations is σ = 0.1.
By studying such small networks we can exhaustively consider all network configu-
rations; then, by comparing appropriate pairs of networks, we can observe the effect of
adding in a single additional edge: for example, we can compare the correlations in the
two networks shown in Figure 5.1b and 5.1c, which differ only by the addition of the
bottom edge. We will use results in these small networks to motivate the study of more
complex networks and to justify some assumptions that we make in Section 5.3.4.
Generalised star networks
The generalised star network can be fully defined by three parameters: k1 ∈ N, the
number of subpopulations adjacent to focal subpopulation 1 only; k2 ∈ N, the number
of subpopulations adjacent to focal subpopulation 2 only; and k3 ∈ N, the number of
subpopulations adjacent to both focal subpopulations. This network configuration is
illustrated in Figure 5.2.
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Figure 5.2. Structure of the generalised star network: there are k1 ∈ N subpopulations
adjacent to focal subpopulation 1 only, k2 ∈ N subpopulations adjacent to focal subpop-
ulation 2 only, and k3 ∈ N subpopulations adjacent to both focal subpopulations. We
assume throughout that all subpopulations are the same size, have the same epidemic
parameters, and the coupling between all interacting pairs of subpopulations is σ = 0.1.
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Erdős-Rényi random networks
Finally we consider random metapopulation networks generated using the Erdős-Rényi
G(P, q) model, which is defined as a metapopulation with P subpopulations where each
pair of subpopulations interact (i.e. are coupled) with probability q ∈ [0, 1], independent
of other subpopulation pairs. In the literature this is usually written as G(N, p), but
we use alternative notation to avoid confusion with the subpopulation size, which we
denote by N .
We choose the Erdős-Rényi network parameters P and q according to the following
distributions: P ∼ Uniform{10, 20} and q ∼ Uniform(log(P )/P, 2 log(P )/P ). The range
of P is chosen so that we can feasibly generate many network realisations and estimate
the pairwise correlation between all subpopulations (this process will be slower on larger
networks). The upper and lower limits of q are chosen such that network realisations are
sparse (that is, the number of edges |E| is not close to the maximum number of edges:
|E| P (P − 1)/2), but also connected. If a realisation G(P, q) is not connected then we
generate new realisations (with the same P and q) until we generate a network that is
connected. A realisation of an Erdős-Rényi G(P, q) network (P = 16, q = 0.32) is shown
in Figure 5.3.
5.2.2 Network definitions for metapopulation networks
To be able to describe the structure of general metapopulation networks, we introduce
the following notation and definitions.
Let G be a metapopulation network with vertex set V (G) and edge set E(G), and let
x, y ∈ V (G) be the two focal subpopulations. We define the distance, d ≥ 1, between x
and y to be the length of the shortest path in the metapopulation from x to y. If d = 1
then there is an edge between x and y and we say that x and y are adjacent.
We define the neighbourhood of subpopulation x, which we denote Nx, to be the set
of subpopulations that incident to x in the network, that is, the set of subpopulations
that interact directly with subpopulation x. We define the neighbourhood of the two
focal subpopulations x and y, denotedNx∪y, to be the set of subpopulations that interact
with either x or y, excluding x and y themselves: Nx∪y = (Nx∪Ny)\{x, y} ⊂ V (G). We
define the common neighbourhood of the two focal subpopulations, denoted Nx∩y, to be
the set of subpopulations that interact with both x and y: Nx∩y = Nx ∩ Ny ⊂ Nx∪y.
The density of a metapopulation network G is a measure of the density of edges and is
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Figure 5.3. A single realisation of an Erdős-Rényi G(P, q) random network with P =
16 and q = 0.32. We assume throughout that all subpopulations are the same size,
have the same epidemic parameters, and the coupling between all interacting pairs of
subpopulations is σ = 0.1.
calculated as 2|E|/(P (P − 1)), where |E| is the number of edges in G.
Let V ′ ⊂ V (G) be a subset of the subpopulations. The subgraph induced on V ′,
denoted G[V ′], is a subgraph of G whose vertex set is V ′ and whose edge set is the
subset of edges E′ ⊂ E(G) with both ends are incident to vertices in V ′. For the two
focal subpopulations x and y, we denote the local network to be the subgraph induced
on the set of subpopulation comprising x, y and their neighbourhood Nx∪y, that is,
the subgraph G[Nx∪y ∪ {x, y}]. When discussing the local network, we will sometimes
refer to full metapopulation network G as the global network. Finally, we define the
peripheral network of x and y to be the subgraph induced on the set of subpopulations
not in their neighbourhood, that is, the subgraph G[V (G)\Nx∪y].
5.3 Estimating the correlation using a diffusion approxi-
mation
In this section we outline the method to numerically estimate the correlation between the
prevalence of infection in two subpopulations within a general metapopulation network.
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By approximating the 2P -dimensional continuous-time Markov model of endemic disease
dynamics (previously defined in Chapter 4, Section 4.2) by a diffusion process and making
some additional simplifying assumptions (to follow, in Section 5.3.4), we can estimate
the correlation between any pair of subpopulations in a general network. We support
assumptions made in this section with the results of stochastic simulations on the small
metapopulation networks with P = 4 subpopulations.
5.3.1 The Fokker-Planck approximation
Let (X(t), t ≥ 0) be a 2P -dimensional continuous-time Markov process describing en-
demic SIR infection for P interacting subpopulations of size N , as described in Chapter
4, Section 4.2. Under this definition, recall that X2i−1(t) = Si(t) and X2i(t) = Ii(t), i =
1, . . . , P . Let C = (Cij) be the covariance matrix, where Cij = cov(Xi, Xj). Note that
we are only concerned with covariances between the prevalence in different subpopula-
tions, that is, of the form cov(Ii, Ij), i 6= j (because C is symmetric, we can assume
without loss of generality that i < j).
In the large-population limit (N → ∞), we can approximate the discrete-state
Markov process (X(t), t ≥ 0) by a continuous-state diffusion process. Let W (x, r)
be the transition rate from state x to state x+ r. The multidimensional Fokker-Planck



























rirjW (x, r). (5.3)
In Chapter 1 we described the behaviour of the first- and second-order moments of







ajkCki = −bij (5.4)
⇐⇒ aC + CaT = −b, (5.5)







and x∗ is the endemic equilibrium state of the diffusion process.
5.3.2 Equivalence to multivariate normal moment closure approxima-
tion
We show that the linearised diffusion approximation is equivalent to the multivariate
normal moment closure approximation that we used in Chapters 2 and 4, conditional on
the structure of the constant matrix b. Let (X(t), t ≥ 0) be a 2P -dimensional continuous-
time Markov process whose rates are of the form αXuXv, α ∈ R. We do not need to
consider rates of the form αXu, as both approximation methods only impact terms with
non-linear rates; we do not consider third- or higher-order rates as there are no rates
of this form in the stochastic endemic infection model. We demonstrate equivalence
for first-order events (that is, transitions corresponding to the standard basis vectors:
ek, k = 1, . . . , P , where ek is the vector with a 1 in the kth coordinate and 0s elsewhere),
but the results hold more broadly. The rates of the process with first-order events are
given by





αkuvXuXv, k = 1, . . . , P,
where αkuv ∈ R are constants.
First we derive the ODE for the time evolution of Cij = cov(Xi, Xj) using a moment
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αiuvE[XuXvXj ] + αjuvE[XuXvXi].
Then, by making a second-order multivariate normal moment closure approximation





























We can also derive Equation (5.8) using a diffusion approximation. By linearising
the Fokker-Planck equation for the diffusion process approximating (X(t), t ≥ 0) around
the endemic equilibrium X∗, aij = (∂Ai/∂xj)(x




























































































For first-order events, then bij = 0,∀i, j and so this is the same result that we derived
using the multivariate normal moment closure approximation (Equation (5.8)). For
more complex events (e.g. infection) this may or may not be true, so we must include
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the additional condition that bij = 0; we show in Section 5.3.3 that this holds for our
stochastic process and certain values of i and j.
We have shown that the diffusion approximation described above is equivalent to
the multivariate normal moment closure approximation, up to bij = 0. This means that
estimates of the correlation obtained using the diffusion approximation are comparable
to estimates of the correlation that have previously obtained using the multivariate
normal moment closure approximation. In the remainder of this section we explain how
we solve the Lyapunov equation (Equation (5.4)) for the correlation between prevalence
of infection in any pair of subpopulations.
5.3.3 The structure of Lyapunov equation for endemic disease dynam-
ics
For a general stochastic process, the solution to the Lyapunov equation (Equation (5.4))
may be non-trivial to compute. However, for our model of endemic SIR infection in a
general metapopulation network, we can exploit the structure of the Jacobian a, the
constant matrix b, and the covariance matrix C to allow us to find the solution for each
ρij , i < j, without solving the full Lyapunov equation.
Structure of the Jacobian, a







r riW (x, r). We show that a is a sparse matrix, that is, aij = 0 for
i ∈ {2k − 1, 2k} and j = 2k′ − 1, k′ 6= k. For an example visualisation of the structure
a, see Figure 5.4a.
First we note that X2k−1 = Sk and X2k = Ik, and so, through the infection event,
A2k−1 and A2k both contain terms with X2k−1 = Sk and some or all of X2j = Ij , j =
1, . . . , P , depending on the metapopulation network structure. However, neither A2k−1
nor A2k contain terms with X2k′−1 = Sk′ , k
′ 6= k, and therefore (∂A2k−1/∂x2k′−1)(x∗) =
0 and (∂A2k/∂x2k′−1)(x
∗) = 0.
This is useful as it reduces the number of terms on the left-hand side of the Lyapunov
equation (Equation (5.4)).
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Structure of the constant matrix, b







We can show that b is a block diagonal matrix where off-diagonal elements are 0. For
an example visualisation of the structure b, see Figure 5.4b.
This result follows from the fact that W (x, r) is only non-zero for a very small set of
r. First, by the definition of the endemic disease dynamics, ri ∈ {−1, 0, 1}, ∀i. Second,
as there is no explicit movement between subpopulations, then change in subpopulation
i means that there is no change in subpopulation j 6= i. So r is a sparse vector where the
only non-zero elements are of the form (r2k−1, r2k) ∈ {(−1,+1), (−1, 0), (1,−1), (1, 0)},
representing the events of infection, recovery, death of an infected individual, and death
of a recovered individual, respectively, in subpopulation k. Therefore, bij 6= 0 only when
j = 2k and i = j − 1, j.
We showed in Section 5.3.2 that if bij = 0 then the diffusion approximation and the
moment closure approximation are equivalent. Moreover, if bij = 0 then we may not
need to calculate the matrix b at all to solve the Lyapunov equation (Equation (5.4)).
Structure of the covariance matrix, C
In a metapopulation network with P subpopulations, C ∈ R2P×2P . However, as we only
want to find the correlations between prevalence in pairs of subpopulations, we only
need to find expressions for cov(Ii, Ij), i < j, that is, for C2i,2j = cov(X2i, X2j), i < j.
In a metapopulation with P subpopulations, there are at most P (P − 1)/2 covariances
of this form. Therefore, instead of solving the full Lyapunov equation, we can simply
solve a system of P (P − 1)/2 carefully chosen simultaneous equations. For an example
visualisation of the covariances of interest in C, see Figure 5.4c.
5.3.4 Solving the Lyapunov equation for prevalence covariances
We now describe how we use the Lyapunov equation (Equation (5.4)) to find expressions
for ρij = corr(Ii, Ij), i < j, in terms of the coupling σ. In a metapopulation with P
subpopulations, there are at most P (P − 1)/2 correlations of the form ρij , i < j: due
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(a) Jacobian matrix, a (b) Constant matrix, b (c) Covariance matrix, C
Figure 5.4. Example visualisation of the structure of the matrices in the Lyapunov
equation aC + CaT = −b for a metapopulation network with P = 5 subpopulations.
(a) Structure of the Jacobian matrix a ∈ R2P×2P , defined by aij = ∂Ai/∂xj(x∗).
Blue squares denote strictly non-zero elements and white squares denote zero ele-
ments; grey squares denote elements that may be zero, depending on the metapopu-




∗, r). Blue squares denote strictly non-zero elements and white squares
denote zero elements. (c) Structure of the covariance matrix C ∈ R2P×2P , defined by
Cij = cov(Xi, Xj). Green squares denote covariances of interest, that is, covariances of
the form cov(X2i, X2j) = cov(Ii, Ij), i 6= j).
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to symmetries in the metapopulation network structure, some of these correlations may
be the same. In summary, our approach is to take a subset of the equations of the form
in Equation (5.4), then simplify them so that they are in terms of ρij , i < j, only, then
solve for ρij .














aj′kCki′ = 0. (5.9)
The left-hand side of the i′j′-th Lyapunov equation (Equation (5.9)) contains three types
of covariance terms: variances in infection prevalence, of the form Ci′i′ = V ar(Ii); co-
variances between infection prevalence in different subpopulations, of the form Ci′k′ =
cov(Ii, Ik), k 6= i; and between-population covariances of the form Ck′−1,i′ = cov(Sk, Ii), k 6=
i (the coefficient of terms for covariances of the form Ci′−1,i′ = cov(Si, Ii) is always zero,
by the arguments outlined in Section 5.3.3). We make two simplifying assumptions so





aj,2kρik = −(aii + ajj),
which we then solve to find the correlations. The two assumptions are outlined below
and the effect of these assumptions is explored numerically in Section 5.3.5.
Assumption 1: Variance in prevalence is the same in all subpopulations
The first simplifying assumption that we make is that the variance in prevalence is the
same in all subpopulations, which we will denote by V . If we divide Equation (5.9)
through by V then the left-hand side of the i′j′-th equation now contains only two types
of terms: correlations between prevalence in different subpopulations, ρij , i < j; and
terms of the form Ck′−1,i′/V .
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Assumption 2: ĈSiJj terms are negligibly small
The second simplifying assumption that we make is that terms of the form aj′,k′−1Ck′−1,i′/V
are negligibly small and can therefore be ignored; in earlier notation, this is of the form
aĈSI/CII . In Chapters 2 and 4 we make the same claim about terms of this form when
using the moment closure approximation, and therefore extend it here (without further
justification) to general metapopulation networks. By ignoring the effect of these terms,
the left-hand side of Equation (5.9) now contains ρij , i < j terms and constant terms
only.
5.3.5 Comparison to stochastic simulations
We evaluate the effect of the two assumptions by comparing our estimate of the corre-
lation using the Fokker-Planck equation to the results of stochastic simulations.
First, we compare the variance in infection prevalence in each of the subpopulations
in the small metapopulation networks with P = 4 subpopulations (Figure 5.5). Even in
these small networks it is clear that the variances are not all equal; in fact, we only have
equality when all of the subpopulations are epidemiologically and topologically identical
(for example, network 6, which is the complete network).
However, the combination of both assumptions has only a small effect on the cor-
relation. We compare our estimate of the correlation using the diffusion approximation
to the results of stochastic simulations in small metapopulation networks where P = 4
(Figure 5.6). This shows that we consistently overestimate the correlation between sub-
populations, but that the magnitude of this difference is small (mean 0.041, maximum
0.058), and is comparable to the difference between the multivariate normal correlation
and our approximation for two subpopulations as shown in Chapter 2.
5.4 The effect of metapopulation network structure on the
correlation
Using the diffusion approximation method, we can easily calculate the correlation be-
tween prevalence in any pair of subpopulations in a metapopulation network, without
needing to derive any ODEs. We use this method to explore the effect of metapopulation





































Figure 5.5. Comparing the variance in infection prevalence in each of the six small
metapopulation networks with P = 4 subpopulations (labelled (a)-(f); network con-
figurations are shown in Figure 5.1). For each network configuration, the variance in
infection prevalence is calculated in each of the four subpopulations by simulating the
stochastic endemic infection model. Points show the mean variance of the prevalence in
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Figure 5.6. Comparing the correlation estimated using the diffusion approximation
to the results of stochastic simulations in small metapopulation networks with P = 4
subpopulations. For the simulations, we generate 1000 realisations of the stochastic
endemic infection model and measure the correlation between each pair of subpopulations
in each of the six metapopulation networks; points show the mean correlation over
the 1000 realisations for each subpopulation pair. Grey dashed line shows y = x, for
reference.
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First, we show that the correlation between subpopulations decays exponentially
with the network distance between them, which motivates us to restrict our attention
to adjacent subpopulations only. For each of the three network configurations (small
metapopulations with P = 4 subpopulations, generalised star networks, and Erdős-Rényi
random network), we consider the effect of local network properties (neighbourhood size,
common neighbourhood size and neighbourhood density, as defined in Section 5.2.2) on
the correlation between a pair of adjacent subpopulations. For Erdős-Rényi random
networks we also show that peripheral network structure (also defined in Section 5.2.2)
has only a small effect on the correlation. Finally, we use a simple multiple linear
regression model to predict the correlation between adjacent subpopulations from the
local network properties.
5.4.1 Distance between subpopulations
In Chapter 4 we showed that the correlation between subpopulations in the k-regular tree
network decays exponentially with the distance distance d between them: the correlation
between two subpopulations distance d apart is given by
ρd =
(
kσ + ξ −
√




where σ ∈ [0, 1] is the coupling between interacting subpopulations, and ξ ≈ ξ′ =
ε/(µ(R0 − 1)). In this section we show that this general relationship holds for more
general network structures.
First we consider small metapopulation networks with P = 4 subpopulations. As
the distance d between the subpopulations increases, the correlation between the sub-
populations decreases (Figure 5.7). However, with so few data points, it is difficult to
make any general conclusions about the functional form of the relationship between the
two variables in general metapopulation networks.
In Erdős-Rényi random networks this relationship is more clear. The correlation
decays exponentially with the distance between the subpopulations (Figure 5.8). There
is some overlap between the correlation at different distances, which is caused by other
aspects of the network structure, which we discuss in detail shortly.
The distance between subpopulations is clearly an important factor in determining




























Figure 5.7. Effect of network distance on the correlation between infection prevalence
in small metapopulation networks with P = 4. The correlation between each pair of
subpopulations in each of the six small metapopulation networks is estimated using the
diffusion approximation method described in Section 5.3. Grey dashed line indicates the
















0 2 4 6 8 10







Figure 5.8. Effect of network distance on the correlation between infection prevalence
in Erdős-Rényi random networks. The correlation between each pair of subpopulations
in 1000 network realisations is estimated using the diffusion approximation method de-
scribed in Section 5.3. Points show mean correlation for each distance and errorbars
show 2.5-th and 97.5-th percentiles; note the log scale on the y-axis. Grey dashed line
indicates the correlation between any pair of subpopulations in the complete network
for σ = 0.1, for reference.
regardless of the rest of the network structure. When the distance d between subpop-
ulations is small, there is still considerable variation in the observed correlation. For
the remainder of this section we aim to determine the drivers of the correlation between
prevalence of infection in adjacent subpopulations in general metapopulation networks.
For each of the three network configurations defined in Section 5.2 (small metapopula-
tion networks with P = 4 subpopulations, generalised star networks, and Erdős-Rényi
random networks), we consider the effect of neighbourhood size, common neighbourhood
size and neighbourhood density on the correlation between adjacent subpopulations (that























Figure 5.9. Effect of common neighbourhood size on the correlation between infection
prevalence in adjacent subpopulations in small metapopulation networks with P = 4
subpopulations. The correlation between each pair of subpopulations in each of the six
small metapopulation networks is estimated using the diffusion approximation method
described in Section 5.3. Grey dashed line indicates the correlation between any pair of
subpopulations in the complete network for σ = 0.1, for reference.
5.4.2 Local network structure in small networks (P = 4)
First we consider the effect of common neighbourhood size and neighbourhood density on
the correlation between prevalence of infection in two adjacent subpopulations in small
metapopulation networks with P = 4 subpopulations. We do not discuss the effect of
neighbourhood size because for almost all pairs of adjacent subpopulations in the small
metapopulation networks the neighbourhood size is 2.
Effect of common neighbourhood size
The size of the common neighbourhood in the small metapopulation networks with
P = 4 subpopulation ranges from 0 to 2. As the common neighbourhood size increases
then the correlation between adjacent subpopulations also increases (Figure 5.9).
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Effect of neighbourhood density
Recall that the neighbourhood density is only defined when the neighbourhood size is
greater than or equal to 2. In the small metapopulation networks with P = 4 subpop-
ulations, the maximum neighbourhood size is 2, so the neighbourhood density can only
take two values: 1, if there is an edge between the two neighbours, or 0, if there is no
edge. Increasing the neighbourhood density from 0 to 1 effectively introduces a 4-cycle
into the network.
Using color to highlight appropriate pairs of networks, we see that as neighbourhood
density increases, the correlation also increases (Figure 5.10). The magnitude of the
increase is largest (equal to 0.048) when the common neighbourhood size is zero (sub-
population pair 2), as in this network there are no 3-cycles. In comparison, when the
common neighbourhood size is greater than or equal to 1, the magnitude of the increase
is smaller (0.008, 0.022 and 0.02 for subpopulation pairs 1, 3 and 4, respectively). This
is because there is already at least one 3-cycle present in these networks.
5.4.3 Local network structure in generalised star networks
The structure of the generalised star network is fully defined by the parameters k1, k2
(the number of subpopulations adjacent only to focal subpopulations 1 and 2, respec-
tively) and k3 (the number of subpopulations incident to both focal subpopulations). We
can define the local network properties in terms of these parameters: the neighbourhood
size of the two focal subpopulations is k1 + k2 + k3 and the common neighbourhood size
is k3. By definition, there is no interaction between any of the neighbours, so the neigh-
bourhood density is always zero. In this section, we consider the effect of neighbourhood
size and common neighbourhood size on the correlation between prevalence of infection
in the two focal subpopulations, where k1, k2, k3 ∈ [0, 5].
Effect of neighbourhood size
As the neighbourhood size increases, then the correlation between the two focal subpop-
ulations decreases (Figure 5.11). Moreover, for a given neighbourhood size n, the corre-
lation increases as the common neighbourhood size increases. Therefore, the correlation
between the two focal subpopulations in the generalised star network with neighbour-
hood size n is bounded below by the correlation for a common neighbourhood size of
























Figure 5.10. Effect of neighbourhood density on the correlation between infection
prevalence in adjacent subpopulations in small metapopulation networks with P = 4
subpopulations. (a) The correlation between each pair of subpopulations in each of
the six small metapopulation networks is estimated using the diffusion approximation
method described in Section 5.3. Colours of points show pairs of networks that differ
only in the neighbourhood density (i.e. neighbourhood size and common neighbourhood
size are the same). Grey dashed line indicates the correlation between any pair of
subpopulations in the complete network for σ = 0.1, for reference. (b) Visualisation of
the four network pairs, where the additional edge (which increases the neighbourhood
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Figure 5.11. Effect of neighbourhood size (k1 + k2 + k3) on the correlation between
infection prevalence in the two focal subpopulations in the generalised star network,
where k1, k2, k3 ∈ {0, 1, . . . , 5}. The correlation between the focal subpopulations for
each network configuration is estimated using the diffusion approximation method de-
scribed in Section 5.3. Colours of points shows the common neighbourhood size (k3).
Grey dashed line indicates the correlation between any pair of subpopulations in the
complete network for σ = 0.1, for reference.
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For a given neighbourhood size and common neighbourhood size, there is still some
variation in the correlation between the focal subpopulations, which we show arises as a
result of the distribution of neighbours between the focal subpopulations. We define a
measure of unbalance, u, to describe how evenly the neighbours are distributed between
the two focal subpopulations: u = −1 + 2 max(k1, k2)/(k1 + k2 + k3) ∈ [0, 1]. A value of
0 indicates that the neighbours are evenly distributed between the two subpopulations;
a value of 1 indicates that the neighbours are all adjacent to one focal subpopulation
only.
The distribution of neighbours in the generalised star network has a small, but no-
ticeable, effect. For a fixed neighbourhood size and common neighbourhood size, the
correlation is highest in neighbourhoods where the neighbours are evenly distributed be-
tween the two focal subpopulations. For example, when k3 = 0 (no common neighbours,
Figure 5.12) and k1 + k2 = n, the correlation is lowest in the network where all n neigh-
bours are adjacent to one focal subpopulation, and highest in the network where each
focal subpopulation has n/2 neighbours. The magnitude of the effect on the correlation
is very small: for the values of k1, k2 and k3 that we consider, the maximum effect that
this network structure has on the correlation is 0.026 (when k1 + k2 = 5, k3 = 0).
Effect of common neighbourhood size
In the generalised star network the common neighbourhood size has little effect on the
correlation between adjacent subpopulations (Figure 5.13a). That the maximum correla-
tion is decreasing and the minimum correlation is increasing is an artifact of the network
structure and that k1, k2.k3 ∈ [0, 5] only. On the other hand, as the relative common
neighbourhood size increases, then the correlation also increases (Figure 5.13b). We
note that neighbourhood size still plays an important role: for a fixed relative common
neighbourhood size, the correlation is higher in smaller neighbourhoods.
5.4.4 Local network structure in Erdős-Rényi random networks
We now consider how neighbourhood size, common neighbourhood size and neighbour-
hood density affect the correlation between infection prevalence in two adjacent sub-
populations in Erdős-Rényi random networks. We also show that peripheral network
structure has only a small effect on the correlation.
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Figure 5.12. Effect of distribution of neighbours on the correlation between infection
prevalence in the two focal subpopulations in the generalised star network for (a) k3 = 0,
(b) k3 = 1, (c) k3 = 3 and (d) k3 = 5 (k1, k2 ∈ {0, 1, . . . , 5} throughout). The correlation
between the focal subpopulations for each network configuration is estimated using the
diffusion approximation method described in Section 5.3. Colours of points show the
unbalance measure. The unbalance measure, u, describe how evenly the neighbours
are distributed between the two focal subpopulations and is calculated as u = −1 +
2 max(k1, k2)/(k1 + k2 + k3) ∈ [0, 1] (u = 0 when the neighbours are evenly distributed
between the two subpopulations, and u = 1 when the neighbours are all adjacent to one
focal subpopulation only). Grey dashed line indicates the correlation between any pair
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Figure 5.13. Effect of (a) common neighbourhood size and (b) relative common
neighbourhood size on the correlation between infection prevalence in the two focal sub-
populations in the generalised star network, where k1, k2, k3 ∈ {0, 1, . . . , 5}. The common
neighbourhood size is given by k3 ∈ {0, 1, . . . , 5} and the relative common neighbour-
hood size is calculated as k3/(k1 + k2 + k3) ∈ [0, 1]. The correlation between the focal
subpopulations for each network configuration is estimated using the diffusion approx-
imation method described in Section 5.3. Colours of points shows the neighbourhood
size (k1 + k2 + k3 ∈ {0, 1, . . . , 15}). Grey dashed line indicates the correlation between
any pair of subpopulations in the complete network for σ = 0.1, for reference.
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Effect of peripheral network structure
In Chapter 4 we hypothesised that the correlation between adjacent subpopulations
is mostly determined by the local network structure, that is, by the structure of the
subgraph induced on the set of vertices comprising the focal subpopulations and their
neighbours. We provide evidence for this assertion by comparing the correlation between
adjacent subpopulations in the full metapopulation network (which we will refer to as
the global correlation) to the correlation between the same pair of subpopulations in
their local network (which we will refer to as the local correlation).
The global correlation is positively correlated with the local correlation (Pearson’s
correlation coefficient r = 0.94). For the majority of the network realisations, the local
correlation is higher than the global correlation (Figure 5.14a), although the mean ab-
solute difference between the two correlation measures is small (mean 0.031, maximum
0.089) (Figure 5.14b). Moreover, the correlation in the local network is a significant
predictor of the correlation in the full network (β = 0.8, p < 0.0001;R2 = 0.876). We
therefore conclude that it is adequate to estimate the correlation in the local network,
rather than the full network. An advantage of this is that it is quicker to estimate the
correlation in the local network than the global network, as the local network is smaller.
In the rest of this section we look at the effect of neighbourhood size, common
neighbourhood size and neighbourhood density on the local correlation; however, the
conclusions that we make also hold for the global correlation.
Effect of neighbourhood size
The distribution neighbourhood size in the Erdős-Rényi random networks is similar to
the generalised star networks (mean 5.99, standard deviation 2.05; Figure 5.15a). As
with the generalised star networks, we observe that as the neighbourhood size increases,
the local correlation between adjacent subpopulations decreases (Pearson correlation
coefficient r = −0.52; Figure 5.15), and for a fixed neighbourhood size n, the local
correlation increases as the common neighbourhood size increases. We also find that
neighbourhood size is a significant predictor of the correlation in Erdős-Rényi random






























Figure 5.14. Comparing the local and global correlation between infection preva-
lence in adjacent subpopulations in Erdős-Rényi G(P, q) random networks, where
P ∼ Uniform{10, 20} and q ∼ Uniform(log(P )/P, 2 log(P )/P ). (a) For 1000 network
realisations, the local and global correlation are estimated using the diffusion approxi-
mation method described in Section 5.3; the global correlation is estimated on the full
network, whilst the local correlation is estimated on the subgraph induced on the set of
vertices comprising the two focal subpopulations and their neighbours. Grey dashed line
indicates the correlation between any pair of subpopulations in the complete network
for σ = 0.1, and black dashed line indicates y = x, for reference. (b) The absolute error
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Figure 5.15. (a) Distribution of neighbourhood size for two randomly-chosen adjacent
subpopulations in 1000 realisations of Erdős-Rényi G(P, q) random networks, where P ∼
Uniform{10, 20} and q ∼ Uniform(log(P )/P, 2 log(P )/P ). (b) Effect of neighbourhood
size on the correlation between infection prevalence in adjacent subpopulations in the
same 1000 Erdős-Rényi random networks. The local correlation between subpopulations
is estimated using the diffusion approximation method described in Section 5.3, on the
subgraph induced on the set of vertices comprising the two focal subpopulations and their
neighbours. Colour of points shows the common neighbourhood size; random horizontal
jitter has been added to the points to improve readability, but has no meaning. Red
dot-dashed line shows the simple linear regression for this relationship (β = −0.011, p <
0.0001). Grey dashed line indicates the correlation between any pair of subpopulations
in the complete network for σ = 0.1, for reference.
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Effect of common neighbourhood size
The common neighbourhood size in the Erdős-Rényi random networks ranges from 0
to 4 (Figure 5.16a). The correlation between adjacent subpopulations is more strongly
correlated with the relative common neighbourhood size (Pearson’s correlation coefficient
r = 0.63, p < 0.0001; Figure 5.16b) than the common neighbourhood size (r = 0.38, p <
0.0001; not shown). Both neighbourhood size and relative common neighbourhood size
are significant predictors of the correlation in Erdős-Rényi random networks, but relative
common neighbourhood size has a better model fit (β = 0.184, p < 0.0001; R2 = 0.394).
There is still a considerable amount of variation in the correlation for a given relative
common neighbourhood size, especially for common neighbourhood size equal to zero.
As in the generalised star network, for a given relative common neighbourhood size, the
correlation is higher in networks with smaller neighbourhoods.
Effect of neighbourhood density
The mean neighbourhood density in the Erdős-Rényi random networks is 0.27 (standard
deviation 0.17) (Figure 5.17a). There are very few network realisations with neighbour-
hood density greater than 0.5 due to the distributions for the number of subpopulations
P and the probability of interaction q that we use to generate the random networks. The
neighbourhood density is positively correlated with the correlation (Pearson’s correla-
tion coefficient r = 0.46; Figure 5.17b), and is a significant predictor of the correlation
in Erdős-Rényi random networks (β = 0.117, p < 0.0001).
5.4.5 Predicting the correlation between adjacent subpopulations
Neighbourhood size, common neighbourhood size (or relative common neighbourhood
size) and neighbourhood density are all significant predictors of the correlation between
prevalence of infection in adjacent subpopulations in Erdős-Rényi random networks.
In this section we show that the local correlation (the correlation estimated in the local
network) and the global correlation (the correlation estimated in the full metapopulation
network) can be predicted from the local network structure, with high accuracy.
We use a multiple linear regression model to predict the local and global correlation
between adjacent subpopulations in the Erdős-Rényi random networks. In both models
we use the three local network properties (neighbourhood size, common neighbourhood
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Figure 5.16. (a) Distribution of common neighbourhood size for two randomly-chosen
adjacent subpopulations in 1000 realisations of Erdős-Rényi G(P, q) random networks,
where P ∼ Uniform{10, 20} and q ∼ Uniform(log(P )/P, 2 log(P )/P ). (b) Effect of
relative common neighbourhood size (relative to neighbourhood size) on the correlation
between infection prevalence in adjacent subpopulations in the same 1000 Erdős-Rényi
random networks. The local correlation between subpopulations is estimated using the
diffusion approximation method described in Section 5.3, on the subgraph induced on
the set of vertices comprising the two focal subpopulations and their neighbours. Colour
of points shows the neighbourhood size. Red dot-dashed line shows the simple linear
regression for this relationship (β = 0.147, p < 0.0001). Grey dashed line indicates the






























Figure 5.17. (a) Distribution of neighbourhood density for two randomly-chosen ad-
jacent subpopulations in 1000 realisations of Erdős-Rényi G(P, q) random networks,
where P ∼ Uniform{10, 20} and q ∼ Uniform(log(P )/P, 2 log(P )/P ). (b) Effect of
neighbourhood density on the correlation between infection prevalence in adjacent sub-
populations in the same 1000 Erdős-Rényi random networks. The local correlation be-
tween subpopulations is estimated using the diffusion approximation method described
in Section 5.3, on the subgraph induced on the set of vertices comprising the two fo-
cal subpopulations and their neighbours. Transparency of points is used to show point
density. Red dot-dashed line shows the simple linear regression for this relationship
(β = 0.117, p < 0.0001). Grey dashed line indicates the correlation between any pair of
subpopulations in the complete network for σ = 0.1, for reference.
125
using relative common neighbourhood size, rather than common neighbourhood size, but
it had very little effect on the results. For the model predicting the global correlation,
we also include the total network size as a fourth independent variable. The structure
of each of the regression models is summarised in Table 5.1.
Predicting the correlation in the local network
First, we aim to predict the local correlation. Neighbourhood size (β1 = −0.018, p <
0.0001), common neighbourhood size (β2 = 0.03, p < 0.0001) and neighbourhood density
(β3 = 0.128, p < 0.0001) are all significant predictors of the local correlation, with a
model fit of R2 = 0.847. We compare the predicted and actual local correlation (Figure
5.18). The model predictions do not show any bias, although there are a few outlying
points where the difference between the actual and predicted correlation is surprisingly
large.
The results of this model clearly shows the conflicting effect of the neighbourhood
size and the common neighbourhood size. The net result of adding a new common
neighbour is to increase the correlation: the correlation increases as a result of increasing
the common neighbourhood size by 1, but also decreases as a result of increasing the
neighbourhood size by 1.
Predicting the correlation in the global network
In Section 5.4.4 we showed that the correlation in the local network is a significant
predictor of the correlation in the full network (β = 0.8, p < 0.0001; R2 = 0.876). We
show that we can predict the global correlation from (mostly) local network properties.
Again, neighbourhood size, common neighbourhood size and neighbourhood density
are all significant predictors of correlation in the local network (β coefficients are given in
Table 5.1, Model 3), and the overall model fit is R2 = 0.75. If network size (which is not
a local network property, but is a very basic measure of the global network structure)
is included as an additional variable, the model fit improves to R2 = 0.836, which is
comparable to the fit of the model predicting the local correlation. Again, comparing
the predicted and actual global correlation shows that our predictions are unbiased
(Figure 5.19).
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Model structure β0 β1 β2 β3 β4 R
2
1 local correlation = β0
+ β1n’hood size
+ β2common n’hood size
+ β3n’hood density
0.484 -0.018 0.03 0.128 - 0.847
2 local correlation = β0
+ β1n’hood size
+ β2relative common n’hood size
+ β3n’hood density
0.456 -0.013 0.167 0.122 - 0.856
3 global correlation = β0
+ β1n’hood size
+ β2common n’hood size
+ β3n’hood density
0.442 -0.014 0.025 0.1 - 0.75
4 global correlation = β0
+ β1n’hood size
+ β2relative common n’hood size
+ β3n’hood density
0.42 -0.01 0.137 0.096 - 0.744
5 global correlation = β0
+ β1n’hood size
+ β2common n’hood size
+ β3n’hood density
+ β4network size
0.496 -0.011 0.023 0.086 -0.004 0.836
6 global correlation = β0
+ β1n’hood size
+ β2relative common n’hood size
+ β3n’hood density
+ β4network size
0.475 -0.007 0.124 0.082 -0.004 0.83
Table 5.1. Structure of multiple linear regression models used to predict the local and
global correlation between adjacent subpopulations in general metapopulation networks
using local network properties (models 1-4), and local network properties and network
size (models 5 and 6). All variables included are significant predictors of the correlation
































Figure 5.18. (a) Comparing the actual and predicted local correlation between adja-
cent subpopulations in 1000 realisations of Erdős-Rényi G(P, q) random networks, where
P ∼ Uniform{10, 20} and q ∼ Uniform(log(P )/P, 2 log(P )/P ). The actual local corre-
lation between subpopulations is estimated using the diffusion approximation method
described in Section 5.3, on the subgraph induced on the set of vertices comprising the
two focal subpopulations and their neighbours. The predicted correlation is obtained
from the multiple linear regression model with neighbourhood size, common neighbour-
hood size and neighbourhood density as the independent variables (Model 1, Table 5.1),
with a model fit of R2 = 0.847. Red dashed line shows y = x, for reference. (b) Residual



































Figure 5.19. (a) Comparing the actual and predicted global correlation between adja-
cent subpopulations in 1000 realisations of Erdős-Rényi G(P, q) random networks, where
P ∼ Uniform{10, 20} and q ∼ Uniform(log(P )/P, 2 log(P )/P ). The actual global cor-
relation between subpopulations is estimated using the diffusion approximation method
described in Section 5.3, on the full network. The predicted global correlation is obtained
from the multiple linear regression model with neighbourhood size, common neighbour-
hood size, neighbourhood density and network size as the independent variables (Model
5, Table 5.1, with a model fit of R2 = 0.836. Red dashed line shows y = x, for reference.
(b) Residual plot of the regression model. In both plots, transparency of points is used
to show point density.
129
5.5 Discussion
In this chapter we use present a method to estimate the correlation between prevalence of
infection in two subpopulations in a general metapopulation network. By approximating
the continuous-time Markov model of endemic disease dynamics by a diffusion process
and making some additional reasonable simplifying assumptions, we can calculate the
correlation between any pair of subpopulations in a general network.
This builds and improves on the work from Chapter 4 by proposing a simpler method
by which the correlation between any pair of subpopulations in a general metapopula-
tion network can be estimated. Using the Fokker-Planck approximation we can easily
numerically generate the set of simultaneous equations to solve for the correlations be-
tween subpopulations with little effort. In contrast, the moment closure approximation
method required us to derive ODEs for the time evolution of each of the covariances
cov(Ii, Ij), i < j.
Although this method is certainly useful, it still has some limitations. First, to ensure
that we can solve the system of simultaneous equations for the prevalence correlations,
we assume that the variance in infection prevalence is the same in all subpopulations.
This assumption is where the two estimates of the correlation (using the moment closure
approximation and Fokker-Planck approximation) differ. Although we showed that this
assumption is not true, we have also shown that the difference between the two estimates
is small and so a reasonable price to pay for generality. The second limitation is that
unlike the small or symmetric networks we considered in Chapters 2 and 4, we cannot ob-
tain any meaningful analytic expressions to relate the correlation, coupling and network
structure; instead, all our analyses are numerical. The final limitation is on the size of
the metapopulation network. The size of the system of simultaneous equations that we
need to solve grows quadratically with the number of subpopulations, so as the number
of subpopulations increases, this method quickly becomes computationally-intensive. In
this chapter we have only considered metapopulation networks where P ∈ [10, 20]; larger
networks will obviously take longer to solve, but we do not quantify this here.
The other contribution of this chapter is to use the diffusion approximation method
to explore the effect of the metapopulation network structure on the correlation between
subpopulations. This addresses the hypothesis made in Chapter 4, that the correlation
between adjacent subpopulations is largely determined by the local network structure.
We consider the effect of neighbourhood size, common neighbourhood size and neigh-
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bourhood density.
Results from both the generalised star networks (Section 5.4.3) and the Erdős-Rényi
random networks (Section 5.4.4) show that as the neighbourhood size increases then the
correlation between adjacent subpopulations decreases. Furthermore, neighbourhood
size is a significant predictor of both the local and global correlation in Erdős-Rényi
random networks (β = −0.018,−0.011, respectively).
On the other hand, as the common neighbourhood size in the small metapopulation
networks (Section 5.4.2) and the Erdős-Rényi random networks increases, the correlation
between adjacent subpopulations increases. In the generalised star network there was
no relationship between the common neighbourhood size and the correlation, as a result
of the way that the network is defined and the limited range of values that were used
for the parameters k1, k2 and k3. However, for a given common neighbourhood size n,
we can put bounds on the correlation in the generalised star network: the correlation is
bounded above by the correlation in the network where k3 = n and k1 = k2 = 0, and
bounded below by 0 (for k3 = 0 and k1 + k2 →∞).
When comparing networks of different sizes (generalised star network and Erdős-
Rényi random networks), the relative common neighbourhood size is more informative
than the common neighbourhood size. For example, for a regression model with a
single independent variable, relative common neighbourhood size is a better predictor of
the correlation than common neighbourhood size in the Erdős-Rényi random networks
(R2 = 0.394, compared to R2 = 0.152). In the generalised star network only relative
common neighbourhood size is a significant predictor of the correlation (β = 0.167, R2 =
0.274). The fit of regression models with either common neighbourhood size or relative
common neighbourhood size is comparable (for the local correlation R2 = 0.847, 0.856,
respectively; for the global correlation, including network size as an independent variable,
R2 = 0.836, 0.83, respectively), but interpreting the results of the model using common
neighbourhood size is more intuitive.
Interaction between neighbours, measured by neighbourhood density, also acts to in-
crease the correlation between adjacent subpopulations. Results from the small metapop-
ulation networks show this result is most significant when the common neighbourhood
size is zero, since increasing the neighbourhood density then introduces 4-cycles into the
networks. In the Erdős-Rényi random networks, neighbourhood density is a significant
predictor of both the local and global correlation (β = 0.127, 0.086, respectively).
Using only three simple local network properties (neighbourhood size, common neigh-
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bourhood size and neighbourhood density) we are able to predict the local and global
correlation (R2 = 0.847, 0.75, respectively). The predictive ability of both models could
be improved by including more complex local network properties, such as neighbourhood
size of each focal subpopulations and edge-density of the common and uncommon neigh-
bourhoods. We have also shown that the predictive ability of the global correlation can
be improved by including the size of the full metapopulation network (which increases
the coefficient of determination from R2 = 0.75 to R2 = 0.836); further improvements
could be made by including additional information about the structure of the peripheral
network. However, we note that this would probably only offer small improvements.
From the results in Chapter 4, we know that for a fixed neighbourhood size n, the
correlation (in the local and global network) is bounded above by the correlation between
any pair of subpopulations in the complete network, which is approximately equal to
σ/(ξ′ + σ), ξ′ = ε/(µ(R0 − 1)). We hypothesise that the local correlation is bounded
below by correlation in the generalised star network where k1 = bn/2c, k2 = n− k1 and
k3 = 0; this makes intuitive sense, since both the common neighbourhood size and the
neighbourhood density are zero. However, the lower bound of the global correlation is less
clear and needs further study; our hypothesis is that the lower bound is equal to zero, in a
network that looks locally like the generalised star network with k1 = bn/2c, k2 = n−k1
and k3 = 0, but where each of the neighbours have infinitely many neighbours.
We believe that this analysis is a useful contribution towards understanding the
complex relationship between network structure and metapopulation endemic disease
dynamics, but there is still more that can be done. First, we have only considered Erdős-
Rényi random networksG(P, q) where P ∼ dUniform(10, 20) and q ∼ Uniform(log(P )/P,
2 log(P )/P ); using these distributions, we do not generate realisations of networks that
are more well-connected (e.g. with larger neighbourhood sizes, relative common neigh-
bourhood sizes, or high neighbourhood density). We also have not considered other
random network models (e.g. the Barabasi-Albert model or Watts-Strogatz model);
such models may more accurately describe real-world metapopulation networks, or have
desired properties (such as a heterogeneous degree distribution, clustering, or small-
world properties). Nonetheless, we believe that these additional analyses would not
significantly affect our main conclusions.
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5.6 Conclusions
It is difficult to estimate the correlation between infection prevalence in two subpopu-
lations in a general metapopulation using the moment closure approximation method
described in Chapter 2 and 4. In this chapter we outline an alternative, but largely
equivalent, method for estimating the correlation that is simpler and more easily gen-
eralisable than the moment closure method. By approximating the Markov model with
a diffusion approximation and making some additional reasonable simplifying assump-
tions, we can calculate the correlation between any pair of subpopulations in a general
network. We use this method to explore the effect of network structure on the corre-
lation between adjacent subpopulations. Our results show that the correlation between
adjacent subpopulations is largely determined by the local network structure, and are
a useful contribution towards a fuller understanding the effect of network structure on
endemic disease dynamics.
Chapter 6
Conclusions and further work
In this thesis we explore the dynamics of endemic infection in a metapopulation network.
Our initial aim was to explore the analytic relationship between the correlation between
prevalence of infection and the coupling, σ, between two subpopulations. We used
approximation methods to derive an analytic approximation for the correlation between
prevalence of infection in a simple two-subpopulation network, and then in more complex
and general networks. We used these methods to explore the effect of metapopulation
network structure on the correlation between the prevalence of infection in pairs of
subpopulations. We also considered practical aspects of using the analytic results to infer
the coupling, which is often unknown, from the correlation between subpopulations.
The underlying model used throughout this thesis describes the dynamics of en-
demic infectious disease in a metapopulation, that is, where the population is divided
into interacting subpopulations. The underlying disease dynamics represent a simple
SIR dynamics: in almost all numerical simulations we consider a measles-like disease, al-
though acknowledge that a realistic model of measles would include both seasonality and
age-structure. The way that the interaction between subpopulations is defined is suffi-
ciently general that it can describe multiple forms of heterogeneity, including spatial-,
age- and risk-structured mixing.
In Chapter 2 we use a multivariate moment closure approximation to derive a simple
analytic relationship between the correlation between prevalence of infection and the
coupling between two identical subpopulations. A particular strength of this relationship
is that it can be fully defined using only the epidemic parameters. Moreover, we show
that this approximation holds for a wide range of parameter values, including many
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endemic childhood diseases. We also highlight that this relationship between the coupling
and the correlation could be used to address the challenge of inferring the coupling
between interacting subpopulations, especially in the absence of contact or mobility
data. In Chapter 3 we develop this idea further and consider practical elements of this
approach. We show that a shorter observation period leads to increased variability in
the estimated coupling, and a bias to overestimate the coupling when the true coupling
is very small. Lower frequency observations and using recovery incidence data have
little effect on the observed correlation and the subsequent estimated coupling when
considered alone. However, when both limitations are applied together, this leads to
significant overestimates of the coupling for very high coupling values, although we
acknowledge that such high coupling values are likely unrealistic in real-world systems.
The rest of the thesis build on the results in Chapter 2 by considering correlations
between subpopulations in general metapopulation networks. In Chapter 4 we use
the same multivariate normal moment closure approximation to derive analytic expres-
sions for the correlation between subpopulations in symmetric metapopulation networks,
specifically the complete network, the k-regular tree network and the star network. Of
particular interest is that the correlation between any pair of subpopulations in the com-
plete network is independent of the network size, even though network size had a marked
effect on the correlation between adjacent subpopulations in both the k-regular tree net-
work and the star network. This led us to hypothesise that the correlation between two
adjacent subpopulations is driven by local network properties, specifically the number
of neighbours and common neighbours that the two focal subpopulations have, plus any
interactions between them. However, this chapter also demonstrated the challenges of
estimating the correlation in general metapopulation networks using the moment closure
approximation, since many ODE equations for the first- and second-order moments need
to be derived.
We address this challenge in Chapter 5: instead of the moment closure approx-
imation we approximate the Markov process by a diffusion process, which allows us
to numerically estimate the correlation between any pair of subpopulations in a general
metapopulation network. Notably, this method is equivalent to the multivariate moment
closure approximation, up to an additional assumption about the variance in prevalence
of infection. The advantage of this method is that it is much simpler to implement and
generalise. In the second half of Chapter 5 we use this method to explore the hypothesis
set out at the end of Chapter 4. We show that the correlation between adjacent subpop-
ulations is largely determined by the local network structure. Moreover, the correlation
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can be predicted from local network properties, namely neighbourhood size, common
neighbourhood size and neighbourhood density.
We envision that future work following this thesis comprises two related directions.
The first is to further generalise the diffusion approximation method for inferring the cor-
relation between subpopulations. We can extend the underlying epidemiological model
by including additional complexity, such as age-structure, seasonality, and additional in-
fection compartments, all of which will help to better describe the underlying infectious
disease dynamics. Whilst we anticipate that we would still be able to use the diffusion
approximation method, there may be some new challenges. New compartments (intro-
duced either through new infection compartments or age-structured mixing) will give
rise to new covariances; to be able to use the same approach as Chapter 5, we will either
need to make additional assumptions about these covariances, or increase the size of the
system of simultaneous equations that we need to solve.
As outlined at the end of Chapter 5, we can also perform additional analyses to
ensure that our results hold for all network configurations, both for a broader definition or
Erdos-Renyi networks and for other random network configurations. This extension may
more accurately describe real-world metapopulation networks, or give rise to networks
with desired properties (such as a heterogeneous degree distribution, clustering, or small-
world properties). We anticipate, however, that these extensions will not significantly
affect the results presented here, since we have clearly demonstrated that it is local
network properties that have the greatest effect on the correlation between adjacent
subpopulations.
We can further generalise the underlying metapopulation network structure by con-
sidering heterogeneity in epidemic parameters, subpopulation size or coupling between
subpopulations. Our assumption about the variance in prevalence of infection may no
longer hold, so this work will therefore also need to consider how these variances scale
with such changes.
The second direction of future work is to further develop our method for inferring
the coupling between subpopulations from the observed correlation. We can consider
other limitations to the observation process, such as the effect of underreporting or
unobserved cases, or observing incidence of infection. We also aim to understand the
interaction between different data limitations, such as observing aggregated recovery
incidence. Beyond this, we can consider how these results change in a general metapop-
ulation network, as well as how the method might be impacted by missing observed
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correlation data between some pairs of subpopulations.
In summary, this thesis makes useful contributions towards understanding the dy-
namics of endemic infection in a metapopulation network, as well as taking steps towards
a method for estimating the strength of interaction between subpopulations from ob-
servable data.
Appendix A
Appendix to Chapter 2
A.1 Derivation of the ODE system for stochastic endemic
infection model for two populations
For the coupled stochastic epidemic model, we can approximate the stochastic process by
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ĈSI . (A.8)
To write down this set of ODEs, we make a second-order multivariate normal moment
closure approximation and assume that third- and higher-order cumulants are equal to
zero and thus third-order moments can be written in terms of the mean and (co)variance.
For example, the third-order cumulant can be written as
E[(S1 − S̄)(I1 − Ī)(I2 − Ī)] = E[S1I1I2]− S̄E[I1I2]− ĪE[S1I1]− ĪE[S1I2] + 2S̄Ī2
(A.9)
= E[S1I1I2]− S̄ĈII − ĪCSI − ĪĈSI − S̄Ī2, (A.10)
and thus if we assume that E[(S1− S̄)(I1− Ī)(I2− Ī)] = 0 then the third-order moment
can be written as
E[S1I1I2] = S̄ĈII + ĪCSI + ĪĈSI + S̄Ī2. (A.11)
Analogous results hold for other third-order moments. We now derive the system of
ODEs given by equations (A.1)-(A.8), making multivariate normal moment closure ap-
proximations where necessary. First we write down the ODEs for the first-order moments
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Appendix B
Appendix to Chapter 4
B.1 The ODE system approximating the stochastic en-
demic infection model on the complete network
For the stochastic epidemic metapopulation model on the complete network with P
populations, where the coupling between interacting populations is σ ∈ [0, 1/k], k =
P − 1, we can approximate the stochastic process by the following system of 8 ODEs.
There are 5 equations for the within-population moments, of which two are first-order:
dS̄
dt
= µN − β
N
(1− kσ)(CSI + S̄Ī)− k
β
N
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σ(ĈSI + S̄Ī) + εS̄ − γĪ − µĪ, (B.2)
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B.2 Derivation of the approximation for the complete net-
work
For the complete network on P populations, where the coupling between interacting
populations is σ ∈ [0, 1/k], k = P − 1, we can show that the correlation, ρ, between the
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B.3 The ODE system approximating the stochastic en-
demic infection model on the tree network
B.3.1 The full k-regular tree network
We can approximate the stochastic epidemic process on the full k-regular tree network,
where the coupling between interacting populations is σ ∈ [0, 1/k], by the following
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B.3.2 The D-truncated k-regular tree network
We can approximate the stochastic epidemic process on the D-truncated k-regular tree
network, where the coupling between interacting populations is σ ∈ [0, 1/k], by the
following system of 3D + 5 ODEs. There are 5 equations for the within-population
moments, of which two are first-order:
dS̄
dt
= µN − β
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In addition, there are 3D equations for the between-population moments; for d =
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N





























































































(1− kσ)(S̄ − Ī)− k β
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B.4 Derivation of the approximation for the k-regular tree
network
For the k-regular tree network, where the coupling between interacting populations is
σ ∈ [0, 1/k], k = P − 1, we can show that the correlation, ρ, between the number of
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B.5 The ODE system approximating the stochastic en-
demic infection model on the star network
For the stochastic epidemic process on the star network with k leaf populations, where
the coupling between interacting populations is σ ∈ [0, 1/k], by the following system of
seventeen ODES. This system comprises ten equations for the within-population mo-
ments, of which five are for within the hub population:
dS̄H
dt
= µN − β
N
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and the remaining five for within the leaf population
dS̄L
dt
= µN − β
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B.6 Derivation of the approximation for the star network
For the star network with P subpopulations on the star network, where the coupling
between interacting populations is σ ∈ [0, 1/k], k = P − 1, we can show that the cor-
relation between the number of infected individuals in the hub population and a leaf
population, ρH , and the correlation between the number of infected individuals in two
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We derive Equation (B.57) using the moment equation for the covariance between the
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and hence we have the following approximation for the correlation between the number
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(B.65)
Similarly, we derive Equation (B.58) using the moment equations for the covariance
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and hence we have the following approximation for the correlation between the number
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D. Balcan, B. Gonçalves, H. Hu, J. J. Ramasco, V. Colizza, and A. Vespignani. Modeling the spatial
spread of infectious diseases: The global epidemic and mobility computational model. Journal of
Computational Science, 1(3):132–145, 2010. ISSN 18777503. doi: 10.1016/j.jocs.2010.07.002.
F. Ball, T. Britton, T. House, V. Isham, D. Mollison, L. Pellis, and G. Scalia Tomba. Seven challenges
for metapopulation models of epidemics, including households models. Epidemics, 10:63–67, 2014.
ISSN 18780067. doi: 10.1016/j.epidem.2014.08.001.
A. D. Barbour. The principle of the diffusion of arbitrary constants. Journal of Applied Probability, 9
(3):519–541, 1972.
A. D. Barbour. On a functional central limit theorem for Markov population processes. Advances in
Applied Probability, 6(1):21–39, 1974. ISSN 0001-8678. doi: 10.2307/1426205.
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