A stepwise logistic-regression procedure is proposed for evaluation of the relative importance of variants at different sites within a small genetic region. By fitting statistical models with main effects, rather than modeling the full haplotype effects, we generate tests, with few degrees of freedom, that are likely to be powerful for detecting primary etiological determinants. The approach is applicable to either case/control or nuclear-family data, with case/control data modeled via unconditional and family data via conditional logistic regression. Four different conditioning strategies are proposed for evaluation of effects at multiple, closely linked loci when family data are used. The first strategy results in a likelihood that is equivalent to analysis of a matched case/control study with each affected offspring matched to three pseudocontrols, whereas the second strategy is equivalent to matching each affected offspring with between one and three pseudocontrols. Both of these strategies require parental phase (i.e., those haplotypes present in the parents) to be inferable. Families in which phase cannot be determined must be discarded, which can considerably reduce the effective size of a data set, particularly when large numbers of loci that are not very polymorphic are being considered. Therefore, a third strategy is proposed in which knowledge of parental phase is not required, which allows those families with ambiguous phase to be included in the analysis. The fourth and final strategy is to use conditioning method 2 when parental phase can be inferred and to use conditioning method 3 otherwise. The methods are illustrated using nuclear-family data to evaluate the contribution of loci in the HLA region to the development of type 1 diabetes.
Introduction
An important methodological issue in the identification of genes involved in complex disease is to distinguish between predisposing etiological variants and alleles at neighboring polymorphisms that may be in linkage disequilibrium (LD) with etiological variants but do not themselves have a direct involvement in causing disease. This task is considerably complicated by the high levels of LD observed between closely linked variants and by the fact that, even within a single gene, there may be more than one polymorphism involved in the disease. Once a genetic region involved in a complex disease has been localized (e.g., by use of linkage or association methods), a number of potentially causative sites may exist in the region, including a large number of single nucleotide polymorphisms (SNPs) . A question of some interest is to determine which sites or combination of sites have a causal role in disease, and which show a disease association merely because of LD or because of their modifying effects on primary disease-causing polymorphisms in the region.
This question has received some attention in the study of HLA-associated diseases such as type 1 diabetes and rheumatoid arthritis, both of which show effects that map to the major histocompatibility complex (MHC). This region on chromosome 6 contains many genes involved in immunological response (Beck and Trowsdale 1999) , but identification of the underlying disease genes is complicated by strong LD in the region. To distinguish between the primary (causal) and secondary effects in this region, several methods have been proposed. For example, the homozygous parent transmission/disequilibrium test (TDT) (Lie et al. 1999) , motivated by the homozygous affected-sib-pair method (Robinson et al. 1993) , considers transmissions of alleles from parents homozygous at the primary locus but heterozygous at a possible secondary locus, to affected offspring. A disadvantage of this test is that only parents who are homozygous at the primary locus contribute to the statis-tic, resulting in a considerable loss of information when the primary locus has more than two alleles. An alternative test is the haplotype method (Thomson et al. 1988; Valdes and Thomson 1997) , which compares the relative frequencies of alleles at a secondary locus on haplotypes that are identical at a primary locus (or loci), in cases and controls. This method, which has been further developed by Li (2001) , assumes that haplotypes of variants at L sites (loci) are available for a series of cases and controls. A similar method, in which odds ratios are calculated in case/control data for haplotypes with identical alleles at a primary locus (or loci), but differing alleles at a secondary locus, was used by Mignot et al. (2001) . The haplotype method has also been applied to nuclear family data by incorporation of the method into a modified transmission/disequilibrium test (TDT) procedure (Cucca et al. 2001a) or by application of the method to affected family-based (AFBAC; Thomson 1995) controls (Zavattari et al. 2001) . Construction of haplotypes in AFBAC controls is problematic, however, unless transmitted and untransmitted haplotypes can be unambiguously determined in every family, because discarding those families in which haplotypes are actually or potentially not inferable may induce a bias in the resulting estimated AFBAC haplotype frequencies.
A disadvantage of the haplotype method is that it may not be clear which haplotype background (i.e., which alleles at the primary locus or loci ) should be used. If the test is repeated on a large number of backgrounds, a multiple-testing problem will result. This problem may be overcome by use of standard epidemiological procedures for analysis of case/control data, such as logistic regression, in which the additional contribution of the secondary locus is evaluated by comparison of a model in which the main effects and statistical interaction terms for both loci on a haplotype are modeled with one in which the main effects at the primary locus only are included. This is similar in spirit to the conditional extended transmission disequilibrium test (CETDT) proposed by Koeleman et al. (2000) for the analysis of family data.
A disadvantage of methods that focus on haplotypes as opposed to the multilocus (phased) genotypes of individuals is that these methods ignore any additional information contained in the combination of haplotypes present in an individual. Focusing on the haplotype as the unit of interest makes sense when one is aiming to localize a single etiological variant using LD methods under the assumption that the causative allele at the variant arose on a specific ancestral haplotype. In this case, the causative polymorphism itself may not even be present in the data set, although polymorphisms in varying degrees of LD with the causative polymorphism will be present. If, on the other hand, one has a collection of polymorphisms, several of which are likely to be etiological, it makes more sense to consider the overall combination of genotypes at the set of loci. In this way, we can allow for or indeed specifically test for dominance effects at any of the loci. For example, suppose we have two diallelic variants of interest in a region, variant 1 with alleles a and A and variant 2 with alleles b and B. Then denoting chromosomes (haplotypes) in the order paternal/maternal, there are 16 possible phased genotypes for an individual, which may be represented as ab /ab, ab/aB, ab/Ab, ab/AB, aB/ab, aB/ aB, aB/Ab, aB/AB, Ab/ab, Ab/aB, Ab/Ab, Ab/AB, AB/ ab , AB/aB, AB/Ab, and AB/AB. The full genotype model for the effects of these two loci would model the probability of being affected with disease as some function of 16 parameters corresponding to the 16 possible underlying genotypes. Assuming no parent-of-origin effects, we may assume that the disease risk for genotype equals that for genotype , and so we may model ij/kl kl/ij the probability of being affected with disease as some function of 10 parameters corresponding to the 10 phased genotypes (without distinguishing the parental origin of chromosomes) ab/ab, ab/aB, ab/Ab, ab/AB, aB/aB, aB/Ab, aB/AB, Ab/Ab, Ab/AB, and AB/AB. A model in which only variant 1 was important would model the disease probability as a function of just three parameters, corresponding to the genotypes a/a, a/A, or A/A at that locus. To test whether variant 2 is important once we have accounted for the effects of variant 1, we could therefore compare the fit of the 10-parameter model, which takes into account phased genotypes at both loci, to that of the 3-parameter model, which takes into account only genotypes at locus 1. To test whether the overall combination of variants 1 and 2 is important in disease we could compare the fit of the 10-parameter model to that of a single-parameter model in which the probability of being affected with disease does not depend on genotype at either locus.
The phased genotype model makes a distinction between the risks for genotypes and . If we ab/AB aB/Ab are willing to make the assumption that these two genotypes have the same disease risk-that is, that there are no "haplotype effects"-we may reduce the number of parameters to nine. This assumption is reasonable if the loci included in the model are the true disease-causing etiological variants. If the loci are, in fact, associated with disease because of LD with the true etiological variant(s), we would expect these "haplotype effects" to be non-negligible. Indeed, the existence of such effects would provide convincing evidence that a further locus is involved.
In the absence of haplotype effects, the data may be conveniently statistically represented in a linear model, in which the probability of disease becomes a function of the genotypes at the two loci and of epistatic interactions between them: this model, it is not necessary to know the phase of a doubly heterozygous individual. This is likely to be an advantage, since it avoids throwing away data for which the unphased genotypes are known but the haplotypes present (i.e., the phase information) cannot be determined. If, in fact, we are interested in narrowing down primary functional variants, rather than indirectly associated ones, we may reduce the model still further by ignoring epistatic interaction terms and fitting the model
Comparison of this model, in which effects at both variants are included, to the model ,
in which effects at locus 1 only are included, provides a test for the "main effects" of locus 2 while controlling for confounding at locus 1. This test has 2 df, corresponding to the difference in numbers of estimated parameters between the two models. This is considerably less than the 6-df test achieved when epistatic interactions are included or the 7-df test achieved when haplotype and epistatic effects are included. Similarly, the main effects test for the combined effect of both loci (against the null hypothesis that neither are involved) has 4 df, as opposed to 8 or 9 df when epistatic and/ or haplotype effects are included. The degrees of freedom for the main effects test can be reduced still further by making additional assumptions, such as the absence of dominance, which would be equivalent to assuming that and/or .
The reduced number of degrees of freedom possible in the "main effects" test suggests that for functional variants, this framework will provide the most powerful test of whether the loci are genuinely etiological. Given a small number of loci, these models can be examined by looking at the association between genotype and disease at each locus in turn, stratifying by genotype at the other loci. This would be similar in spirit to many of the previously proposed procedures, such as the haplotype method and homozygous-parent test. However, a more natural and convenient way to achieve the same result is to fit the models in a regression framework. Linear-regression models can be fit in most standard statistical packages. For case/control data the likelihood takes a form that leads to logistic-regression analysis (for unmatched cases and controls), whereas for family studies, the likelihood takes the form for conditional logistic regression (or matched case/control) analysis. Given a trio consisting of parents with a single affected offspring, and assuming haplotypes in the parents are known, we use the affected offspring as a case individual and construct three matched "pseudocontrol" individuals with phased genotypes constructed from the three other possible combinations of haplotypes that could have been transmitted from the parents (Self et al. 1991) . This procedure was used by Thomas et al. (1995) , who implemented the conditional logistic regression analysis via an empirical Bayes approach to deal with problems of multicolinearity and sparse data. Alternatively, Falk and Rubenstein (1987) proposed constructing, for each case, a single matched pseudocontrol whose phased genotypes consist of the haplotypes not transmitted from the parents to the affected offspring. However, the subsequent analysis proposed by these authors ignored the resulting matching in these data.
Previous implementations of conditional logistic regression-type methods for family data have assumed that haplotypes in the parents are either known or can be inferred from whatever offspring is produced (see the method 1 subsection, below). This may be true for highly polymorphic systems such as HLA, but it is unlikely to be true in general for a genetic region of interest. At the very least, we are likely to have to discard families for which this condition is not satisfied. Here, we propose three additional methods that allow us to make use of some or all such families. In the method 2 subsection, below, we show how to use families in which the case and one or more of the three potential pseudocontrols are able to resolve the parental phase. In the method 3 and method 4 subsections, below, we show how all typed families may be used, regardless of whether parental phase is resolvable, provided that we wish only to fit a model for the main effects of the loci of interest.
Methods

Case/Control Data
Suppose we have a sample of cases and controls, n n 1 2 each genotyped at L polymorphisms (loci) within a gene believed to be associated with disease. The likelihood of the observed data can be written as
where the product is over all individuals, N p n ϩ n 1 2 represents the probability of individual j being a case p j rather than a control, and is an indicator function I j taking the value 1 if individual j is a case and 0 otherwise. Following the standard statistical framework for generalized linear models (Nelder and Wedderburn 1972; McCullagh and Nelder 1989) , we model as
where is a vector that depends on the genotypes of the x individual and a vector of coefficients to be estimated. b The length of the vector and the coding scheme x whereby is related to the genotypes at the L polyx morphisms determine the current model for the effects of these loci. Suppose we wish to model the effect of a single SNP locus. Then the possible genotypes at the SNP are 1/1, 1/2, and 2/2, which may be coded (for example) as . The linear model is then where alone is estimated, using either a likelihood b 0 ratio or an efficient score test. In this way, we test whether the data is significantly better represented when the SNP is included in the model compared to when it is not in the model. This is equivalent to testing whether the coefficient is significantly different from 0. Note b 1 that the estimate is not biologically meaningful unless b 0 the sample is actually a population cohort, in which case estimates the log odds of being affected with disease b 0 in the population.
The coding scheme assumes that the x p Ϫ1, 0, 1 1 effect of having two copies of allele 2 is twice that of having a single copy (i.e., there is no dominance effect). In this case, represents the odds ratio for disease due b 1 e to allele 2, and the test is equivalent to testing whether this odds ratio equals 1. Alternatively, the full effect of the SNP genotype can be modeled by specifying an additional variable (e.g., coded Ϫ0.5, 0.5, Ϫ0.5 for genx 2 otypes 1/1, 1/2, and 2/2) and comparing the full genotype model
In this case, is a parameter representing the additive b 1 effect of allele 2 on the logit scale, and is a parameter b 2 representing the dominance effect of allele 2 over allele 1. If the polymorphisms in the gene are multiallelic rather than diallelic, the coding scheme can be extended to reflect this (e.g., see the coding schemes discussed by Schaid [1996] in the context of family data). These models, which are additive on a logit scale, correspond to multiplicative models on the odds scale and, therefore, to multiplicative models on an absolute risk scale, under an assumption of rare disease.
The advantage of specifying the test as a generalized linear model is that it is easy, in this framework, to test the additional effect of a locus, once the effects of other loci have already been accounted for. We do this by comparing the fit of a model that includes both the locus of interest and the other loci to that of a model where only the other loci are included. By restricting the parameter(s) corresponding to the locus of interest to main effects, we can we can perform a 1-df or 2-df test for the additional effect of any SNP even after the effects of other SNPs have already been accounted for. For example, to test the effect of a third (test) locus while accounting for the main effects at two primary loci, and allowing for dominance at the primary and test loci, we compare the fit of the model coded genotypes for the three loci). We may also allow for dominance at the conditioning (primary) loci but not at the test locus by comparing
To test the main effect of the test locus, while accounting for the full genotype effect of the two primary loci, we compare
A convenient strategy for evaluation of the effects of the different polymorphisms within the gene is to fit these models in a stepwise logistic-regression procedure. Many standard statistics packages will perform automated stepwise logistic regression, using forward or backward selection. In forward selection, we start with the null model and, for each locus in turn, logit(p) p b 0 consider the effect of adding the locus to the model. Provided that at least one of the loci gives a significant improvement in fit, we add the most significant locus to the current model and then consider the effect of adding additional loci. Again, each additional locus is considered in turn, and the one giving the greatest improvement in fit is added to the current model. This procedure is repeated until no more loci give a significant improvement in fit. An alternative-and usually preferredstrategy is the use of backward selection, in which we start with a model that includes the effects at all polymorphisms under consideration. Each polymorphism is then deleted in turn from this full model, and the one that gives the least-significant deterioration in fit is removed from the current model. At the next stage, each locus still in the model is again deleted in turn, and the one that gives the least-significant deterioration is again removed from the current model. This continues until no more loci can be removed without significantly deteriorating the fit. In practice, most automated procedures employ a mixture of backward and forward selection, so that, at each stage, loci that have previously been removed may be added again if they offer significant improvement to the current model and vice versa.
In this way, we generate a final model in which all polymorphisms in the model may be considered to have a significant effect on disease development, even once the effects of any other polymorphisms in that gene have been accounted for, and any polymorphisms not in the model do not appear to have significant effects once the polymorphisms that are in the model have been accounted for. The assumption is, therefore, that each of those polymorphisms in the model is likely to be either genuinely functional or to be in LD with another functional polymorphism that has not been typed in the original data set. Given a set of functional polymorphisms-which may be generated using the procedure above, from previous studies, or from knowledge about the functional variants in the region-we may test the overall effect of the set of variants by comparing the model that includes these variants to the null model in which none are included. However, if the set consists of a large number of polymorphisms, this test will have a large number of degrees of freedom and so may not be as powerful as individual tests of the individual polymorphisms.
Nuclear Family (TDT) Data
Suppose we have a sample of N unrelated cases with parents, all of whom are again genotyped at L polymorphisms (loci) within a gene that is believed to be associated with disease. If the haplotypes across the gene in the case and parents have been determined (i.e., phaseknown data), the appropriate likelihood is the conditional logistic-regression likelihood (Self et al. 1991; Schaid 1996) in which each case is matched to three "pseudocontrols" such that the genotypes of the pseudocontrols consist of the other three possible haplotype combinations that could have been transmitted from the parents. Suppose, for example, that we have parents with haplotypes a/b and c/d, and the affected offspring has the haplotype a/c. Denote the fully phased genotypes of the case, the mother, and the father as , , and ,
where the sum in the denominator is over the four possible haplotype combinations that the parents can produce and each is one of those four. Let be the * g R (g) relative risk of disease for genotype g relative to some arbitrarily chosen baseline genotype. Then this equation simplifies to
or, in our example,
As already noted, this likelihood is equivalent to that used in conditional logistic regression with a case with (phased) genotype matched to three controls with a/c (phased) genotypes a/d, b/c, and b/d. The likelihood for the whole data set is the product of these terms across all N trios of cases and their parents. This may be conveniently calculated by use of standard software for conditional logistic regression.
If the effect of the haplotypes is assumed to be multiplicative-that is, if can be written in terms of R(i/j) haplotype relative risk parameters and , such that r r so the parental transmissions can be considered as independent. Note that this is equivalent to assuming multiplicative effects of alleles within loci and also multiplicative effects of loci . This assumption will be true under the null hypothesis that there is no relationship between genotype (at any of the loci) and disease (i.e., ) but may not hold R(g) p 1, Gg under other, more complex null hypotheses-for example, the hypothesis that some of the loci, but not others, are involved in disease.
The problem with this approach in analysis of multilocus data is that, often, the haplotypes are not known (although they may, in some cases, be inferred). Therefore, the appropriate conditional probability expression for a trio is not but instead , where
refers to the unphased genotypes of individual i. Anal-G i ogously to the phase-known situation, we may write
The expressions and
prior probabilities of parental phase and recombination probabilities between the loci. Specifically, * * . Therefore, the sum in the denominator of equa- * G tion (4) is over not four but a potentially large number of possible haplotype transmissions from the parents, with probabilities dependent on the underlying population frequencies of these haplotypes. This means the likelihood no longer has the convenient formulation of equation (2). However, it is possible to recover a similar formulation by further conditioning. Let y denote some event in the family on which we will condition. Then
We will consider four choices for y that lead to likelihoods that can be conveniently expressed in a conditional logistic-regression framework. In each of these, having observed the parental and offspring genotypes , , , we first condition upon the parental geno-G G G In general, the probabilities of the possible offspring genotypes depend on population haplotype frequencies * G and recombination, as well as on genotype relative risks. To avoid the dependence of the likelihood on these nuisance parameters, we condition further by identifying subsets of possible offspring genotypes, within which the probability of each offspring genotype, given parental genotypes, is constant. Then, conditioning upon the off-spring genotype belonging to such a subset, say S, the probability can be written as
This is the same as the likelihood for a matched case/ control study in which the case is the genotype of the affected offspring and the controls are the other genotypes in the set S. This likelihood therefore can be conveniently fitted using standard software for conditional logistic regression. Moreover, since the likelihood obtained is a true conditional likelihood, the parameter estimates obtained will have the properties of conditional maximum likelihood estimates-that is, they will provide consistent estimates of the underlying genotype (or, where appropriate, haplotype) relative risks. 
Note that elements within a subset may be identical; for example, if the mother's genotype were also (a/b, u/v) instead of , then the first set would be 
Subsets constructed in this way have the property that the prior probability of all the elements within a subset (given and ) is constant, since the elements are G G m f constructed by Mendelian inheritance from a particular set of phased parental genotypes . Although we g , g m f assumed zero recombination in the construction of the subsets, this assumption is not necessary to achieve the property of constant prior probability; for example, if the recombination fraction (v) were allowed between the loci, given underlying parental phase 1, we would be able to construct the elements in subsets , , , and S S S   1  2  3 with probabilities , , , and ,
respectively. Since we will be conditioning on being in a particular subset, it does not matter which underlying parental phase gave rise to that subset; the recombination parameter is conditioned out in the likelihood. An equivalent way of considering this is to define the whole procedure as a function of gametic haplotypes-that is, those produced by the parents at meiosis -rather than as a function of the actual parental haplotypes. Conditional on the parental genotypes , we G , G m f construct phase-specific subsets , where P S , S , … , S 1 2 P denotes the number of possible phase assignments in the parents. The observed offspring genotype may fall G c into one or more of these subsets. Falling into one and only one subset implies that the parental phase can be inferred unambiguously from the offspring genotype. Given that falls into a particular subset , if that G S c i subset is disjoint from (i.e., has no elements in common with) all other subsets, then must only appear in G c subset . For method 1, we condition on the fact that S i and that is disjoint from all other subsets .
The overall conditioning event y, therefore, corresponds to the intersection of the events that the parental genotypes are and , that the offspring is affected, that G G m f the offspring genotype is in the set , and that G S c i
, with itself only being determined
after the offspring genotype is observed. This con-G c ditioning is essentially equivalent to that used by the CETDT . Although the fact is not entirely clear from the original description of the CETDT, this test first deduces parental haplotypes and then uses only families in which the same parental haplotypes would be deducible from all possible offspring that parents with those deduced haplotypes could produce. (In this way, the bias that can occur when only unambiguous haplotype transmissions are counted [see Dudbridge et al. 2000 ] is avoided.) The resulting data consists of one case and three pseudocontrols that can be analyzed using conditional logistic regression. not possible from all pseudocontrols, we discard the family entirely (more precisely, the multiplicative likelihood contribution from this family is 1). For example, suppose we have a family that is typed at two SNPs, with the father and mother both heterozygous 1/2 at both loci and with the affected child homozygous 1/1 at both loci. Then we know from the child that, in each parent, the haplotypes must be 11/22. In this case, we can deduce the transmitted and untransmitted haplotypes: each parent transmits an 11 haplotype and does not transmit a 22 haplotype. However, if the offspring instead had received a 11 haplotype from one parent and a 22 from the other, we would not be able to tell whether the transmitted haplotypes were 11 and 22 or 12 and 21. The CETDT therefore discards this family, since the parental haplotypes are not deducible from all possible offspring. A way to avoid discarding the family would be to implement the CETDT, using an expectation-maximization (EM) algorithm (Dempster et al. 1977) , which would allow all families to contribute to the test statistic, even when the parental phase is uncertain. However, implementation of a valid EM procedure when a complex null hypothesis is being tested is problematic. Although such fitting is not required by the theory, a major limitation of the CETDT as currently implemented is that it fits the conditional version of likelihood (3) rather than likelihood (2)-that is, a multiplicative model is assumed for the effects of different loci and for alleles within a single locus . This is necessary to achieve the factorization given in equation (3) and thus to consider maternal and paternal transmissions as independent. In the next section, we will consider likelihoods that do not have this restriction and that also, through a modification of the conditioning, allow utilization of data from a larger number of families.
Method 2. Conditioning on phase being inferable.-The fact that method 1 discards families in which the parental phase is not inferable from all possible offspring is likely to result in a loss of information, particularly when using extended haplotypes of loci that are not very polymorphic. By adjusting the conditioning argument, however, we may retain many of these families. In method 2 we proceed exactly as in method 1, except that, having determined a phase-specific subset to S i which belongs, we condition on belonging only G G consists of just those elements of that do not appear S i in any other . The distinction between this approach S k and that of method 1 is that if any of the possible offspring (in addition to the case) allow deduction of g m and , we use these individuals as pseudocontrols, tog f gether with the case, in a conditional logistic regression analysis. Suppose we deduce parental haplotypes and a/b and affected offspring haplotypes . Then, in this c/d a /c case, the denominator of (5) would sum over those possible offspring that allow deduction of parental phase-that is, the sum is over corresponding to * G (for the case), and between one and three additional a/c values for , corresponding to whichever of the off- * G spring , , and allow deduction of parental a/d b/c b/d phase. In our earlier example-where both parents were heterozygous 1/2 at both loci, and the affected child was homozygous 1/1 at both loci-we therefore have a case with two 11 haplotypes and a single pseudocontrol with two 22 haplotypes, since these are the only possible offspring that would allow deduction of parental phase. The likelihood contribution for this family, therefore, would be
Note that use of this likelihood contribution is equivalent to that achieved when the correct variance is used in a TDT procedure with extended haplotypes . This approach extends very naturally to the situation where there is additional genetic information in a family-for example, genotypes of unaffected siblings or additional family members. We can use all available information to deduce parental phase. If phase is not deducible, this family will make no contribution to the likelihood. If phase is deducible, we consider the other three possible phased genotypes that the case could have inherited from the parents. These form three potential pseudocontrols. For each pseudocontrol, in turn, we test whether, if the index or case offspring were replaced by the pseudocontrol, the phased parental genotypes would still be uniquely determined (taking into account the additional family information-for example, from unaffected offspring). If the parental haplotypes are still inferable, the pseudocontrol is retained. Provided that there is at least one pseudocontrol remaining, we use the index case and matched pseudocontrol(s) in the conditional logistic-regression analysis.
Method 3. Conditioning on the set of transmitted and untransmitted genotypes, regardless of phase.-The two
Figure 1
Relative efficiency of method 4, compared with that of method 3, for a single diallelic locus. Results are given as a function of haplotype relative risk due to allele 1, where the population frequency of allele 1 is p. methods described above are based on an ability to infer gametic phase. If one is interested only in whether a polymorphism is causal or not-that is, interested in fitting models on the basis of the main effects of the genotypes at L polymorphisms-one could argue that phase and, hence, haplotype determination are irrelevant. (This contrasts with linkage disequilibrium mapping of a single polymorphism, when one is indeed interested in determining an ancestral haplotype to localize the functional polymorphism.) The advantage of ignoring phase is that it allows us to use families that would be discarded in the previous two methods. In this case, we define the subsets S differently, not according to parental phase. Given , , and , we define to be
the genotype consisting of the transmitted alleles and to be the genotype consisting of the untransmitted u l alleles, at locus l. For the affected child, therefore, is t l the unphased genotype at that locus, and can be calu l culated as the genotype made up from the two parental alleles "left over" when the transmitted alleles are removed from the set of four parental alleles at that locus. We define vectors and as and
. We now define S, the set to be conditioned (u ,u , … ,u ) (5), corresponding to the (unphased) genotypes of the index case and a single pseudocontrol whose unphased genotypes at each locus are made up from the untransmitted alleles from each parent. For example, suppose that a family is typed at three SNPs, with the father having genotypes (1/1, 1/2, and 1/2) at loci (1, 2, and 3), respectively; the mother having genotypes (1/2, 1/2, and 1/2); and the affected offspring having genotypes (1/1, 1/2, and 1/2). This family would not be used in methods 1 or 2 above, since the parental haplotypes cannot be determined. Ignoring phase, however, we have a single case with genotypes (1/1, 1/2, and 1/2) and a single matched pseudocontrol with genotypes (1/2, 1/2, and 1/2). Writing the genotype relative risks for genotype (i, j, and k) at loci (1, 2, and 3) as , we therefore have a likelihood contri-R(i, j, k) bution, for this family, of
Note that this likelihood will only be valid for fitting models in which relative risk does not depend on phase. be obtained by use of conditioning method 4, which consists of using the strategy of method 2 when parental phase is deducible and method 3 otherwise. In this case, the method for constructing conditioning sets S will differ from family to family, being determined only after observation of . This strategy allows every family to be used,
generating one case and between one and three pseudocontrols for each family, regardless of whether parental phase can be determined. Again, this method will only be valid for fitting models in which relative risk does not depend on phase.
The relative efficiencies of methods 3 and 4 can be calculated analytically in simple situations (from consideration of the relative variances of the parameter estimates, as calculated from the expected information matrix). For example, figure 1 shows the relative efficiency of method 4, compared with method 3, when a single diallelic locus is considered. The relative efficiency depends on the allele frequency and haplotype relative risk associated with allele 1. Note that, as the relative risk approaches 1, the relative efficiency also approaches 1, so there is no loss of efficiency with method 3 when testing the null hypothesis of no effect. For higher values of the haplotype relative risk, however, depending on the allele frequencies, method 4 can be substantially more efficient than method 3, suggesting that in these cases there will be an advantage in using method 4.
Stepwise Regression Procedure
We evaluate the effects of the individual polymorphisms using exactly the same stepwise approach as described for case/control data. We write or P(DFg) as being proportional to genotype relative risks
where is the coded genotype for the case or pseudox control. Note that in this parameterization, since b p 0 0 risks are all evaluated relative to an arbitrary reference genotype. If method 1 is used and we are willing to assume a multiplicative model, we may instead code according to haplotypes instead of genotypes, using haplotypes or "chromosomes" transmitted by the two parents as independent data points. In either case, by considering the fit of a series of nested models, we can again evaluate the effect of individual polymorphisms once other polymorphisms have already been accounted for.
The CETDT proposed by Koeleman et al. (2000) uses a similar procedure to evaluate the effect of a polymorphism while taking into account effects at other loci. However, the CETDT compares the fit of models where all genotype effects (or haplotype effects, under a multiplicative model) are estimated, instead of fitting only the main effects of loci. This results in a test with a much larger number of degrees of freedom than the tests proposed here. Consequently, the procedure described here is likely to have much higher power for evaluation of the main effects of polymorphisms. We illustrate the difference between the parameterizations in table 1, under the assumption that we are interested in evaluating the effect of a third SNP while taking into account effects at two other SNPs. For the genotype test, the CETDT would test a model with 26 parameters against a null model with 8 parameters, resulting in an 18-df test. This contrasts with the proposed regression procedure, which tests a model with six parameters against a null model with four parameters (allowing for dominance), resulting in a 2-df test. Note that, if desired, the full 26-parameter model or any intermediate models could also be fitted in the regression procedure by including statistical interaction terms in the model. For the haplotype test, the CETDT would compare models with seven and three parameters, resulting in a 4-df test, whereas the proposed regression procedure compares models with three and two parameters, resulting in a 1-df test. The parameterization shown in table 1 illustrates that, even when testing haplotypes, the proposed coding for the regression method results in likelihood contributions for the case, given its (unphased) genotype, that are identical for the different possible haplotypes in the parents. This reflects the fact that the coding system models the probability of being affected with disease only as a function of the (unphased) genotypes. Likelihood contributions for the pseudocontrols will, however, depend on the parental haplotypes (through the resulting pseudocontrol genotypes), except for regression method 3, in which only the single pseudocontrol with genotypes constructed from the untransmitted parental alleles is used.
Sibships with Multiple Affected Sibs
The approaches described here for case/control and family-based analyses can all be extended to situations where there is more than one affected offspring per pedigree. These offspring cannot be used as independent observations in a test of association, because there is likely to be linkage to disease in the region (i.e., the same alleles are likely to be transmitted to any affected offspring). Martin et al. (1997) have overcome this problem by devising a test for association that uses data from all affected offspring in a sibship. A natural way to implement this in the context of the regression methods described here is to test the fit of nested hypotheses using a Wald test rather than a likelihood-ratio test. A robust "information-sandwich" estimate of the variance/covariance matrix for b (Huber 1967; White 1982 ) may be obtained, which allows us to perform the Wald test while accounting for the nonindependence between affected siblings in the same family.
Missing Data and Ambiguous Haplotypes
Use of standard statistical packages for stepwise logistic and conditional logistic-regression forces some limitations in the treatment of missing data. Most packages will only include in the analysis individuals (i.e., cases, controls, or pseudocontrols) who are fully genotyped at every locus that can potentially contribute to the current model. If large numbers of polymorphisms are to be considered for inclusion-even if the rate of missing data at each locus is low-the proportion of individuals who have missing genotypes at one or more loci and therefore must be discarded from the analysis can be quite high. If different sample sizes are used for different model comparisons, to use the maximal amount of information available for that comparison, the powers of the different steps in the model-building procedure may vary. This would make it difficult to truly compare the significances of adding or deleting terms at different stages. For this reason, in our HLA analyses below, we limit families to those that are fully typed at all five loci of interest or those in which both parents are homozygous for any locus at which the child is untyped. In practice, missing genotypes could be inferred and the uncertainty of such inference addressed by multiple imputation (Schafer 1997) , the high level of LD within a gene ensuring that there will be little variation between imputations. A reasonable (although more complicated) strategy, therefore, might be to use multiple imputation to generate imputed complete data sets and then to analyze these in a standard statistical-analysis package.
A related problem occurs with family data when methods 1 and 2 are used. In this case, since phase is more easily resolved in haplotypes consisting of a few loci than in extended haplotypes containing many loci, to generate the maximum information for a particular test in the stepwise procedure, one would have to generate a different set of cases and pseudocontrols, depending on which set of markers are currently being tested. However, this is somewhat tortuous and, moreover, results in a different-sized data set and, therefore, in a different power to select or reject a locus depending on which stage in the stepwise-regression procedure we have reached. Note that this problem does not occur when method 3 is used, since no attempt is made to infer haplotypes or to resolve phase. In our HLA analyses below, we decided to use all five loci of interest to infer parental phase and used this data set even when analyzing just a subset of the loci. However, had we started with a much larger number of loci of interest, this approach would not have been satisfactory, since families in which phase could be resolved for a subset of the loci, but not for the whole set of loci, would not be used, even for analysis with the subset. In this case, use of multiple imputation methods, this time for inferring the fully phased genotypes of individuals, might again be suggested.
Results
The methods described here were used to evaluate the contributions of five polymorphisms in the HLA region to type 1 diabetes, using family data consisting of 353 trios of parents with a single affected offspring. These data were previously analyzed by Zavattari et al. (2001) , using a variation of the haplotype method. (Note that the analysis by Zavattari et al. [2001] included an additional 32 multiplex families, with two affected children, that are not included here.) Families were typed at the loci HLA-DRB1, HLA-DQB1, DMB, DOB, and TNFc. For a family to be included in the analysis, we required that it be fully typed at all five loci of interest or that both parents be homozygous at any locus at which the child was untyped. This resulted in a final data set consisting of 247 trios, all of which could be used for methods 3 and 4. For methods 1 and 2, only those trios in which the five-locus parental haplotypes could be determined unambiguously could be used, with method 2 being further restricted to those trios in which at least one pseudocontrol would resolve phase, and method 1 even further restricted to those trios in which all pseudocontrols would resolve phase. Analysis was carried out using software written by the authors (see our Web site) for implementation within the statistical package Stata. The sizes of the resulting data sets available for the regression analysis are shown in columns 2-4 of table 2. Since the loci DRB1, DQB1, and DMB are relatively polymorphic, it was possible to resolve phase in a fairly large proportion of families, although not necessarily with all pseudocontrols. The final numbers of families retained when methods 1 and 2 were used were 156 and 209, respectively, compared to 247 for methods 3 and 4. This represents a minor loss of data when method 2 is used but a fairly severe loss with method 1. Methods 1 and 2 do, however, produce a larger number of pseudocontrols than method 3 (since each case in method 3 is matched to exactly one pseudocontrol, whereas, in method 1 and in some families for method 2, each case is matched to three pseudocontrols). Method 4 generates the largest data set, consisting of exactly one case and between one and three pseudocontrols from every family.
Although haplotypes were constructed using the full multiallelic coding for loci DRB1, DQB1, and DMB, for the regression analysis, the alleles were recoded in 
a binary fashion in order to evaluate effects of a single allele of interest compared to all other alleles. Following Zavattari et al. (2001) , the alleles examined were DRB1*0301, DQB1*0201, and DMB*0101. DOB and TNFc were already effectively diallelic with alleles 1 and 2 at DOB and 167 and 169 at TNFc. If recoding were carried out prior to haplotype determination, it would decrease the phase information and, thus, the number of cases and pseudocontrols produced by methods 1 and 2. Columns 5-7 of table 2 show the resulting sample sizes if binary recoding is carried out prior to haplotype determination. These data show a marked decrease in sample size for methods 1 and 2. It is clearly preferable to use a multiallelic coding at the haplotype determination stage. However, depending on the markers available, this may not be possible. Table 2 , therefore, gives an indication of the loss of information to be expected for methods 1 and 2 when diallelic markers such as SNPs are used.
The results of various tests in the stepwise regression procedure are given in tables 3, 4, 5, and 6. For convenience, we have denoted the loci DRB1, DQB1, DMB, DOB, and TNFc as A, B, C, D, and E, respectively. Results are shown for methods 1-4, fitting full genotype (i.e., including dominance) but no haplotype effects at the loci being considered. The notation used is standard statistical modeling notation-so that, for example, "A" denotes a 2-df model with main effects at locus A only; "AϩB" denotes a 4-df model with main effects at loci A and B only; "A*B" denotes an 8-df model with main effects at A and B, plus statistical interactions between them (i.e., accounting for the "full genotype effect" of A and B but no haplotype effects); and "A*BϩC" denotes a 10-df model with main effects and statistical interactions at A and B and also main effects at C. Also shown in table 5 are results for method 1, under the assumption of a multiplicative model for loci and alleles, so that the factorization of equation (3) applies. For the tests in table 5, use of this procedure is equivalent to use of the CETDT. Overall, we find that methods 1-4 give broadly similar results, except that P values generally increase in significance across methods 1-4, as expected with the increase in sample size of the ensuing case/pseudocontrol data sets. Results from the CETDT are also similar-but recall that, for this procedure to be valid, multiplicative effects must be assumed. Since method 4 is based on the largest number of individuals, we use this as our reference method while noting where the results differ substantially from those obtained by use of methods 1-3. Table 3 shows the results of testing the main effects of a locus in a forward stepwise regression procedure. At the first stage (rows 1-5) we see that all loci except C (DMB) appear to be significant when included in the model on their own i.e. without accounting for effects at any other loci, equivalent to carrying out a singlelocus analysis. Once A (DRB1) is included (rows 6-9), only D (DOB) has a significant main effect. Once A and D are included as main effects (rows 10-12) only method 3 suggests borderline significant main effects at 9 # 10 P p .0004 only loci A and D are significant when the full effect of all other loci has been included (rows 6-10; P p 3 # for locus A, for locus D). Continuing Ϫ6 10 P p .001 with the backwards stepwise procedure, the final model from method 4 is one with main effects at A (DRB1) and D (DOB) only. Neither locus can be deleted from this model without significantly worsening the fit (final two rows of table 4). With method 3, the final model could include locus B (DQB1) with borderline significance (rows 11-13, , , and Ϫ7 P p 4 # 10 P p .06 P p , for worsening the fit when removing loci A, B, .004 and D, respectively). Note that locus B (DQB1) along with DRB1 (locus A) is believed to be a major determinant of the IDDM1/HLA locus in type 1 diabetes (Cucca et al. 2001b ). However, the relative contributions of DQB1 and DRB1 depend on the relative frequencies of alleles and haplotypes at these loci in each specific population. Sardinia has a unique distribution of DRB1*04 subtype alleles and the highest population frequency of DR3 in the world, giving rise to a reduced relative contribution of the B (DQB1) locus in this population.
After main effects have been detected at A (DRB1), D (DOB), and, possibly, B (DQB1), it is of interest to fit interaction models to examine the full effect (i.e., main effect and/or statistical interactions with loci already included in the model) of the various loci (table  5) . Once A has been included in the model, there is evidence for an effect at C and/or D ( for A*C P p . ). Interestingly, P p .007 with method 3, from the final five rows of table 5, we find that the full model A*B*C*D*E fits significantly better than any of the nested four-locus interaction models, suggesting that each of the loci makes a contribution to disease even when accounting for the full genotype contribution of the other four loci ( ,
Ϫ5
P p 3 # 10 , , , and for loci P p .02 P p .0006 P p .0004 P p .01 A-E, respectively. (With method 4, the evidence for the contribution of E is not significant, possibly because of the greater number of degrees of freedom.) These results should be interpreted with caution, because of the large number of estimated parameters and degrees of freedom for each test. This problem could potentially be overcome by use of a permutation procedure (Hirji et al. 1987 (Hirji et al. , 1988 . However, as presented, the results are consistent with those of Zavattari et al. (2001) , who also showed that each of these five loci had a significant effect when considered on a particular background of alleles at two or three other loci. The difference here is that we are considering the contribution conditional on effects at all four other loci and regardless of which particular alleles are present at the loci. 
The fact that loci C (DMB) and E (TNFc) appear to be significant when tested in interaction with the other loci, but not when tested as main effects, suggests that it is loci A (DRB1), D (DOB) and, possibly, B (DQB1) that have the primary etiological effects in this Sardinian population, whereas C and E have modifying or interaction effects on the A-B-D contribution. This interpretation assumes that all functional polymorphisms in the region are available for inclusion in the model (i.e., all would be included in the first stage of a backwards stepwise procedure). If there are functional polymorphisms in the region not included in the procedure, detection of the main effect at A, for instance, may in fact correspond to a main effect at another locus-say, X-which is not included in the procedure but which is in strong LD with A. Detection of the interaction effect but not a main effect at C, say, may correspond equally to a main effect at X, which-because of LD with A, B, and C-results in a complex interaction A*B*C when X is not included in the model. Indeed, the entire effect of all five loci could potentially be explained by complex patterns of LD with an unknown polymorphism X. (This observation is a feature of the data rather than of the analysis method used; i.e., this would also be true for use of any of the methods previously described, such as the haplotype method, the homozygous parent TDT, the CETDT, or the methods of Cucca et al. [2001a] and Zavattari et al. [2001] .) We can, however, address this issue by examining the sources of the interaction terms in analysis of a phaseknown data set, using method 2, for example. Table 6 shows the results of adding two-way interaction terms to the main effects model AϩBϩD (with interaction between A and B denoted "A.B," etc.). We find a significant interaction term in either A.D or B.D (P p and , respectively); once one of these .0003 P p .0006 interactions has been included, the other is not significant. The interaction could be independent of phase (an epistatic interaction) or could be restricted to loci on the same chromosome (a haplotype effect). If there is a significant haplotype effect, it would suggest that the interaction effect is in fact partly due to LD with another locus-say, X-not included in the current model. We can test this, in a phase-known data set, by including in the regression procedure an indicator variable, , d ij that indicates when an individual who is doubly heterozygous, at loci i and j, has the associated alleles at the two loci occurring on the same parental chromosome-that is, in coupling. This provides a 1-df test of whether there are, in fact, haplotype effects. From table 6, we find that the A.D and B.D interactions do, in fact, each incorporate significant haplotype effects (P p and , respectively). It therefore seems
.002 P p 1 # 10 likely that there is another functional polymorphism in the region, apart from A (DRB1), D (DOB) and B (DQB1). This additional polymorphism is unlikely to correspond to C (DMB) or E (TNFc), since these loci did not have significant main effects in the regression procedure. Indeed, even when the main effects of these loci are included, the terms and (table 6; and , respectively), P p .003 P p .0002 suggesting that there is another functional polymorphism, X, that is not accounted for by any of A, B, C, D, or E. If this polymorphism X were included in the model, it could potentially explain the observed pattern of significance at any or all of A, B, C, D, and E.
Discussion
We have presented a procedure for evaluating the relative contribution to disease of variants within a small genetic region showing strong intermarker LD and for determining which of these variants are likely to be of primary etiological importance. Although the statistical methodology described is not new, very rarely have such stepwise regression procedures been applied in the context of analysis of multilocus haplotypes or genotypes in the human genetics literature. This is surprising, since these methods offer considerable advantages over tests that simply examine association between genotype and disease at each locus in turn, while stratifying by effects at other loci. The regression approach allows the effect at a locus to be examined, conditional on whatever alleles are present at the other loci, without assuming particular values for these alleles. By fitting different models that include main effects and/or statistical interactions, a high degree of flexibility can be achieved for testing a wide variety of null hypotheses. This model framework includes as a subset tests that have been previously proposed in the literature; for example, when method 1 is used and multiplicative effects are assumed, tests of full nested interaction models (such as A*B*C vs. A*B) are essentially equivalent to the CETDT proposed by Koeleman et al. (2000) . Such tests typically have large numbers of degrees of freedom because of the large number of estimated parameters, and use of main-effects models instead can offer advantages in terms of the fewer degrees of freedom required for each individual test. The regression approach also allows modeling of full genotype effects rather than simply allelic effects (which rely on the multiplicative assumption, to consider individual parental contributions separately). Consideration of individual parental haplotypes does have the advantage of allowing inclusion of families where one parent is typed but the other is untyped at some or all markers. However, care is needed to avoid bias when including such families (Knapp 1999) .
Construction of haplotypes in family data is not a trivial problem, either conceptually or computationally. Although software tools for studying haplotypic associations are now emerging (Clayton 1999; Dudbridge et al. 2000) , there are still numerous issues concerning the number of loci to be used for haplotype determination, whether recoding of alleles may be required, and the unbiased treatment of missing data or ambiguous haplotypes (Knapp 1999; Dudbridge et al. 2000) . Methods that involve determination of haplotypes (such as methods 1 and 2 described here) have the advantage that they can be used to fit models for the full genotype and haplotype interaction effects of loci. This can be of interest for characterization of the genetic effects or the pattern of LD in a region. However, for detection of loci of primary functional importance (i.e., regardless of other effects in the region), genotypes rather than haplotypes are likely to be most relevant. We therefore propose a method (method 3) that allows analysis of genotype effects only, without determination of the haplotypes present in the data set. This method has the advantage of making full use of the available families, requiring only that parents and affected offspring be typed at all loci of interest, not that parental phase be known. Method 3 is computationally trivial compared with methods 1 and 2, requiring consideration of each locus individually, rather than in haplotype combination, for the construction of cases and pseudocontrols. However, method 3 does not make use of the information from three (as opposed to one) pseudocontrols, when these are available. We therefore also propose an additional method (method 4), which consists of using method 2 for construction of pseudocontrols in families where phase is inferable and method 3 in families where phase is not inferable.
In genotype analysis of real data for type 1 diabetes, methods 2-4 performed similarly in a data set with polymorphic markers in which parental phase was mostly inferable. Our analysis of the HLA-DRB1, HLA-DQB1, DMB, DOB, and TNFc loci in type 1 diabetic families confirmed the results of Zavattari et al. (2001) , suggesting that each of these loci is important in causing disease, even when simultaneously accounting for effects at the other loci. However, only loci DRB1, DOB, and possibly DQB1 appeared to have primary effects in their own right; in these data, DMB and TNFc appeared to act either through modifying/interaction effects on the other loci or through LD with an etiological locus (or loci) not included in the current analysis. The low relative contribution of DQB1 in this data set illustrates the impact of population-specific factors, such as allele and haplotype frequencies, on the power to discriminate between variants in tight LD, and it highlights the importance of comparing the results from these types of analysis in distantly related populations.
Needless to say, having untyped loci in the region of LD is a handicap in attempts to identify the etiological loci. Indeed, on the basis of our mathematical modeling alone, the DRB1, DQB1, and DOB effects could in theory be explained by a single locus (or loci) in LD with them that was not included in the analysis. However, on the basis of a substantial body of genetic, functional, and structural data (Cucca et al. 2001b) , it is well established that DRB1 and DQB1 are primary etiological loci in type 1 diabetes. This leaves the DOB effect, which is not explained by DRB1 and DQB1 or by DMB or TNFc. The DOB-associated effect and the effects associated with DMB and TNFc could be explained by one (or more) locus not yet typed. Since DOB and DMB, which are in the class II region, are centromeric of a hot spot of recombination between DOB and DQB1 (Zavattari et al. 2000) , and given mapping data from other studies (Ota et al. 1999; Nejentsev et al. 2000) , our results for this Sardinian data set would be consistent with an untyped etiological locus in the class II region and one other untyped locus, perhaps in the class III region near TNFc. The class II locus could be the third classical antigen-presentation gene, HLA-DPB1, which is also associated with type 1 diabetes in a primary way (Cucca et al. 2001a) . However, this is unlikely, since the associated DPB1*0402 allele is only present in 3.6% of Sardinian DR3 haplotypes and, therefore, cannot account for the non-DR-DQ effect observed here (Zavattari et al. 2001) . The putative class III locus could be the same type 1 diabetes locus mapped, in Finnish subjects, to 240 kb of the class III region near HLA-B at the telomeric end of the class II region (Nejentsev et al. 2000) . Furthermore, it could correspond to an autoimmune disease locus mapped to 46 kb of this same 240-kb segment of the class III region (Ota et al. 1999; Nejentsev et al. 2000) . The highly polymorphic immune response molecules, MICA and MICB, which are encoded in the segment, with MICA in the 46-kb region, are prime candidates for a class III disease locus. Full typing of these and other genes in this specific region is a next step in the identification of non-DR/DQ loci in type 1 diabetes and in other HLAassociated diseases (Gambelunghe et al. 1999) .
