In this paper we analyse a queueing network consisting of parallel queues and arriving customers which have to be assigned to one of the queues. The assignment rule may not depend on the numbers of customers in the queues. Our goal is to find a policy which is optimal with respect to the long run average cost. We will consider two cases, holding costs and waiting times. A recently developed algorithm for Markov decision chains with partial state information is applied. It turns out that the periodic policies found by this algorithm are close, if not equal, to the optimal ones.
Introduction
In this paper we analyse a queueing system with customer assignment. The system has a finite capacity and consists of parallel queues with exponential servers. The service rates may be different. Customers arrive according to a Poisson process and have to be assigned to one of the queues without knowing the numbers of customers in the queues. We will present an algorithm to find good periodic policies for assigning the customers.
There is an extensive literature on the subject of customer assignment. In the symmetric case, when all the servers have the same rate, many results are known for infinite as well as finite capacity queues, and for different kinds of information (for some recent results, see [15] , [6] , [12] , [7] , [9] , [11] , [1] , [14] , [13] ). These results show that in many variations of the model where the queue lengths are known the shortest queue policy, which sends the customers to the shortest queue, or a generalization of this policy is optimal. In various other cases, where the only information is on past routing decisions, the round robin policy is proven to be optimal. The round robin policy sends arriving customers cyclically to the servers. In the case where the service time rates are not identical it is more difficult to find the optimal policy. Partial results on the structure of the optimal policy for the asymmetric model can be found in [4] and [7] .
For the model in this paper, which is also asymmetric, we give numerical results produced by an algorithm which is generally applicable to models with partial state information. Combé and Boxma ( [2] ) have also developed an algorithm that can be used to find good periodic policies for this model. We will compare the policies found by both methods.
The outline of the paper is as follows. In section 2 we introduce the model with two different cost functions. The algorithm can be found in section 3, it is a special case of an algorithm for Markov decision chains with partial state information, introduced in Hordijk and Loeve [8] . Section 4 gives numerical results and a comparison between our results and the results found in Combé and Boxma [2] .
Queueing model
Consider m parallel queues, where each queue has its own server. Customers arrive according to a Poisson process with parameter λ and the service times are exponentially distributed with parameter µ i for the server of queue i, i = 1, . . . , m. We denote the state of the system as the m-tuple (i 1 , . . . , i m ), with i j the number of customers in the j-th queue, including the customer in service.
The arriving customers have to be assigned to one of the queues, without having information available about the number of customers in the system. Thus the assignment is independent of the state of the system. Furthermore, we assume the system has a finite capacity, and hence we have a finite state space. Let N 1 denote the maximum number of customers in the system. Customers which arrive when the system is full are rejected. We will see the finite system as an approximation of the infinite system. More precisely, for the policy found by the algorithm in the finite system we computed the average cost in the model with unbounded capacity.
We will analyse two different cost functions. In the first case we assume a holding cost in queue i equal to c i per time unit. Thus the cost per time unit in state (i 1 , . . . , i m ) is
In the second case each arriving customer adds a cost to the system which is equal to its expected waiting time.
A policy which minimizes the long run average cost for a given initial state will generally have a very complicated structure, when its decisions depend on the past states and actions. Moreover, there are no efficient algorithms available for computing an optimal history-dependent policy.
Indeed, in the literature on partially observed Markov decision processes we have not found an algorithm which can solve problems of the size we consider in this paper. Therefore, we restrict the class of admissible policies to Markov policies and our goal in this paper is to find good policies in the class of periodic policies. Of course, also from point of view of the implementation of a given policy in practice, the periodic polices are far more useful than history-dependent ones.
The algorithm
In this section we will give an algorithm to compute good periodic policies for Markov decision models with no state information. This algorithm is a special case of the more general algorithm described in [8] .
Consider a Markov decision chain with state space E = {1, 2, . . . , N }. There is no information available about the state of the system at any decision moment. Thus an admissible decision rule prescribes the same decision in each state. Note that if the decision rule is deterministic it is completely determined by the action it prescribes. We call a Markov policy admissible if its decision rule at any time point is admissible. An admissible deterministic Markov policy is denoted by R = (f 1 , f 2 , . . .), where f n is the action chosen at time n. R is called periodic if f n = f n+L for fixed L and all n and then it is denoted by (f 1 , . . . , f L )
∞ . We will restrict ourselves to the class of periodic deterministic admissible policies.
In the general model with partial state information the state space is partitioned into sets E s , s = 1, . . . , K, such that the only information available about the system is the set of the partition in which the state of the system is contained (cf. [10] , [8] ).
We assume that the action set in each state is the same, namely {1, 2, . . . , m}. Here action i means that an arriving customer is assigned to queue i, i = 1, . . . , m. The transition probabilities when in state i action a is chosen are denoted by p iaj , j = 1, . . . , N and the expected one step cost by c ia . For the transition matrix when decision rule f is chosen we will write P (f ).
The algorithm we used in our computations is as follows.
Algorithm.
Choose an initial admissible deterministic decision rule f 1 and > 0.
Choose
Define for n = 1, 2, . . . :
Stop if there is an L (as small as possible) such that |x
Note that if L = 1 the algorithm finds a stationary deterministic policy and if L > 1 the algorithm gives a periodic deterministic policy. Under certain conditions the policies found by the algorithm are locally optimal (or saddle points) in the class of all admissible periodic policies (for more details, see [8] ).
Numerical results
In this section we give the numerical results found by the algorithm of the previous section, applied to the queueing model of section 2. We used a semi-Markov model with decision moments the arrival moments of the customers. In the semi-Markov model the actions in a period, say of length L, are the assignments of L successively arriving customers. For we used the value of 10 −10 .
In the model with holding cost, c ia is the total expected holding cost between two arrivals. Thus,
where τ (k,l) is the departure time of the l-th customer in queue k, which has an Erlang-l distribution with parameter µ k .
For the model with waiting cost, c ia is the expected waiting time of an arriving customer,
The transition probabilities
If j k = 0 for some k then the expression becomes somewhat more complex, for example if j 1 = 0 and j k > 0 for k = 2, . . . , m we have
For other cases we get analogous expressions.
The rather long computation times were a serious restriction. Therefore we did not apply the algorithm to queueing models with large buffer size N 1 . A typical value of N 1 was 25 when m was 2 and 20 when m was equal to 3. However, for the policies found by the algorithm we computed the long run average cost for the model with unlimited queue sizes. In order to do this we computed the costs in the different queues separately and we summed these costs. For the computation of the costs in each queue we enlarged the buffer until further enlargement did not alter the cost, thus until the long run average cost of the policies is independent of the buffer size. Hence, in this sense the cost in the tables is the cost in the system with infinite capacity when the given policies are followed. However, the policies itself are found in the system with finite capacity.
The buffer sizes needed per queue to achieve that the long run average cost was independent of the buffer size, were different and increased when the traffic intensity increased. For example, for the first entries in Table 4 we needed a buffer size of 25 and for the last entries a buffer size of 185.
Queueing networks with holding cost
The results in Table 1 are found in the model with holding cost and two queues (m = 2). 'Fraction action 1' denotes the total number of decisions in the period which are equal to action 1 divided by the length L of the period. The policy corresponding to a given fraction is found to be the most symmetric distribution of the actions 1 and 2 over the period. For example, if we have a period of 9 and the fraction of action 1 is 2 9 , then the actions in the period will be 222212221. Thus the policy is uniquely determined by the period and the fraction of actions in the period equal to action 1 (see section 4.2).
The first three problem instances of Table 1 show that all customers are assigned to the fastest server when the traffic intensity is low. However, if the traffic intensity increases, the fraction of customers assigned to the slowest server increases also. Hence our algorithm finds that for higher traffic it becomes better to assign also customers to the slow server which likely will have a shorter waiting queue than assigning all customers to the fast server where the waiting queue can be long.
Basically, the same thing happens in the second part of the table. Here the rates of the service time distributions are the same for both servers but in the second queue the holding cost is higher. In this case the fraction of customers assigned to the most costly queue becomes larger when the traffic intensity increases.
However, if we consider a completely symmetric system the algorithm finds for all traffic intensities the round robin policy, which alternately assigns customers to the first and the second queue (this policy is optimal, see [15] ). Note that when this policy is followed, each queue can be seen as an Erlang arrival model E 2 /M/1. In this case there is an explicit formula for the cost (see [3] : section 4.3)
Long run average cost in one queue = λ 4 + 4 √ λ + 1 − 2λ .
Using this formula for λ ∈ {1, 2, 3} in Table 1 , gives the same values as those found by using the algorithm.
Note that if the traffic intensity is close to 1, the assignment of the arriving customers becomes independent of the holding cost in the queues. For example, if µ 1 = 4, µ 2 = 1 and λ close to 5, the best policy will be to assign 4 out of 5 arriving customers to the first queue and the remaining one of the 5 arrivals to the second queue. In this case it does not matter that the holding costs may be different. For the model with three queues (m = 3) the results are presented in Table 2 . In this case the policies also have very symmetric distributions of the different actions in the period, but they are not uniquely determined by the period and the fractions of decisions in the period equal to action 1 and action 2. However, the policies are such that they can not be made more symmetric. For example, look at the one but last entry in Table 2 . We find a policy with a period of 25 where the fraction of action 1 is 1 25 and the fraction of action 2 is 8 25 . The policy found by the algorithm is 1233233233233233233233233, but we can also construct the intuitively not less 'symmetric' policies 1332332332332332332332332 and 1323323323323323323323323. The first two policies have the same long run average cost, while the cost of the last one is somewhat less. That the cost is not the same for all three policies can be explained by the fact that the distributions of the actions in the period is not the same. Actions 1 and 2 have the same distributions in each policy, but action 3 has the same distribution in the first two policies and a different one in the last policy.
In Table 2 we see again that when the traffic intensity is low, the customers are served by the fastest server. When the traffic intensity increases, more customers are served by the second fastest server. When the arrival rate is still higher, a fraction of the customers will also be assigned to the slowest server. Table 2 . Three queues with holding costs
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On the symmetry of the computed policies
It is shown in Hajek [5] , that when a fraction p of Poisson arrivals has to be assigned to an exponential server, then the long run average queue size is minimized when the following zero-one sequence is used:
where a 0 denotes that a customer is blocked and a 1 denotes that a customer is admitted to the queue.
If we apply our algorithm to the model with m = 2, we find policies with a very nice property. Namely, if the policy is periodic the different actions in the period are distributed in a most regular way. For example, we find a periodic policy with period 29 in the model with holding cost for the following parameters λ = 3.5, µ 1 = 4, µ 2 = 1, c 1 = c 2 = 1 and 24 29 as fraction of action 1. Then the subsequent actions in 1 period are 11111211111211111211111211112, thus we have 4 blocks consisting of 5 times action 1 and once action 2 followed by 4 times action 1 and once action 2.
In each case where we found a periodic policy we computed the fraction p of the decisions that choose a fixed action a. Then our algorithm found that the actions a in the period are distributed like the ones in the zero-one sequence above. Therefore, we know that in our results the algorithm finds the best possible policy for assigning the customers, given the fraction of arriving customers to be assigned to the first queue.
In some cases we found that the algorithm does not find the fraction with minimal expected cost. The reason is probably that the algorithm is applied to the queueing model with finite capacity, whereas the average cost is computed for the model with unrestricted queue sizes.
We have an example of a case where the algorithm does not find the right fraction in the following table. It concerns the model with holding cost and the following parameters m = 2, λ = 3.5, is the best fraction when the period is 29, but if we increase the period length to 5 * 29 = 145 we find smaller costs for other fractions. Thus the policy found by the algorithm may be suboptimal, but our experience is that it is a good policy.
Queueing model with expected waiting times
Now we want to look at the results for the model where the cost for each customer is equal to his expected waiting time. Table 4 gives the results for m = 2 and Table 5 Table 5 . Three queues with expected waiting times
In these two tables we see customers served by the slowest server even when the traffic intensity is low. When the traffic intensity increases the fraction of customers served by the slowest server(s) first decreases and then increases. This is a consequence of the fact that in this case only the expected waiting time of a customer is counted. Hence, if a queue is empty the additional cost of an arriving customer is zero. When the traffic intensity is very low, some customers are assigned to the slowest server but not enough to cause a waiting queue. These customers do not increase the total cost. However, when the traffic intensity increases, less customers are assigned to the slowest queue to avoid a waiting queue. The increasing fraction when the traffic intensity increases further can be explained by the same arguments as in section 4.1.
Comparison with the results of Combé and Boxma
For the model with expected waiting times there already exists a method to find a good periodic policy. This method was developed in Combé and Boxma [2] . The next table gives some of their results which can be compared to the corresponding entries in Table 4 and Table 5 . The costs in Table 6 are computed from their policies in the way described in the first paragraph of section 4. These results show that for the given parameters and m = 3, our algorithm finds a policy with less expected waiting costs than the Combé and Boxma algorithm, while in some cases for m = 2, it is the other way around. However, the difference in the long run average cost of the policies found by the two methods is small. In all cases the algorithm of section 3 found a policy with a smaller period than the method proposed by Combé and Boxma.
