It should be mentioned that the restriction (a) on the argument of a k is much weaker than those used in other subclasses of convolution transforms defined by (1.1), (1.2) and (1. 3) that were investigated before.
L I. Hirschman and D. V. Widder [4] treated a class of transforms for which arg a k tend to either 0 or π. J. Dauns and D. V.
Widder [1] and the author [2] studied the case E(s) = Π (1 -s 2 /α|) fc = l for which |argα fc | ^ ψ < ττ/4, that is: The sequence of roots contains pairs of a k and -α^, A milder way of coupling was introduced by the author [3] . The question that arises is: Can we relax the restriction on the argument of the α^'s and still have the transforms and their inversion formulae? Of course it was shown [1, p. 442] that in some simple cases the analogous inversion formula to that of Hirschman and Widder does not hold. Examples can be given to show that in some cases (1.2) does not converge. Here a restriction on the growth of the roots is given (b) which assures us of the convergence of (1.2) and helps us to prove that 486 ZEEV DITZIAN (1.4) lim
We shall assume for convenience that \a k \ ^ \a k+1 \ and also that
would mean only shifting the argument t of G(ί) by the number y t xvβ a k .
It should be noted that the harder part of the proof is an estimate of E(s) ( § 2) and an estimate on | G m (t) I = i P n (D)G(t) | (in § 4) the results achieved for the later had not been published for the nonvoid intersection of our class and the class of variation diminishing transforms.
2* An estimate for E(s).
THEOREM 2.1. Suppose that E(s) = Π (1 -s/a k ) and the sequence {a k } satisfies conditions (a) and (b) and let 0 < rj < πβ -ψ, then there exist A(n) > 0 and B(n) > 0 such that To complete the proof it is enough to show that there exists a constant c > 0 independent of r and θ (in its specified angle) such that:
We shall write
Choose π^r) as the largest integer satisfying Using condition (b) and the definition of n 2 (r) we obtain -c 1 (g)>0 for 0< g < 1 .
We shall estimate 7 2 (r) by (2.2) = c > 0 
3* Asymptotic estimate of G(t). Define a L and a t by:
= max {Re a k , -oo | Re a k < 0} and (3.1) 
where Re a k{l) = a 2 for L + l^i^L + Λf, P,(ί) are as m (b) a^cϊ c > a 2 .
Proof. The proof follows the well established method of Hirschman and Widder [5, p. 108] . In order to use this method it is enough to show that
|r|->oo uniformly for -A ^ σ < A for every finite A. By Theorem 2.1 we have for |r|/|<j| > tan(ψ + η) and therefore for |τ| > Ata,n(ψ + η) (where η > 0 ψ + η < π/2 and ψ is defined in condition (a)) The asymptotic estimates of Theorem 3.1 for G m (t) that satisfies condition (a) and (b) will be useful; however the following new estimate will be essential for the proof of the inversion formula. This estimation though correct for all t is valuable only for t ^ 0; for t ;> 0 we obtain the result taking the second integral of (4.5) into consideration.
In the Case II, |α w+2 | > 4|α m+1 |/cosψ*, therefore |Reα m+1 | ^ |α m+1 | < -|Reα M+2 | .
To prove our result for t ^ 0 we use the method of Theorem 3.1 and obtain (4. 
Ch (3) At a point x I [φ(x + y) -φ(x)]dy = o(h) h-+0. Then
Proof. By Theorem 3.1 and assumption 2 we derive the uniform ing the uniform convergence (on a finite interval) of (5.2).
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