The maximal cp-rank of rank k completely positive matrices  by Barioli, F. & Berman, A.
Linear Algebra and its Applications 363 (2003) 17–33
www.elsevier.com/locate/laa
The maximal cp-rank of rank k completely
positive matrices
F. Barioli a,∗,1, A. Berman b
aDipartimento di Matematica Pura ed Applicata, Università di Padova, 35131 Padova, Italy
bDepartment of Mathematics, Technion Israel Institute of Technology, 32000 Haifa, Israel
Received 15 November 2001; accepted 5 December 2001
Submitted by D. Herskowitz
Abstract
Let k be the maximal cp-rank of all rank k completely positive matrices. We prove that
k = k(k + 1)/2 − 1 for k  2. In particular we furnish a procedure to produce, for k  2,
completely positive matrices with rank k and cp-rank k(k + 1)/2 − 1.
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1. Introduction
An n-by-n matrix A is said to be completely positive if, for some t, there exists a
t-by-n nonnegative matrix V such that A = V TV . The smallest such t is called the
cp-rank of A.
Interest in completely positive matrices arises in a variety of applications includ-
ing block designs [11], energy conservation [9] and a Markovian model of DNA
evolution [14].
A sufficient condition for a symmetric nonnegative matrix to be completely posi-
tive is that its comparison matrix is an M-matrix [8]. This happens for example when
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A is diagonally dominant [13]. The sufficient condition is also necessary if the graph
of A is triangle free [8].
A necessary condition for A to be completely positive is that it is doubly nonneg-
ative, i.e., positive semidefinite and elementwise nonnegative. This necessary condi-
tion is also sufficient for matrices of order n  4 but not for n  5, e.g., [2,9,10]. A
graph G is called completely positive if every doubly nonnegative matrix realization
of G is completely positive. A characterization of completely positive graphs is that
they contain no odd cycle of length greater than 4 [1,3,4,15].
The cp-rank of a completely positive matrix is always greater than or equal to its
rank. A conjecture proposed in [7] is that the cp-rank of an n-by-n, n  4, completely
positive matrix is  [n2/4]. It is pointed out in [8] that the bound is attained if the
graph of A is bipartite with two parts as balanced as possible. The conjecture was
proved in [7] for matrices whose graphs are completely positive, in [6] for matrices
whose comparison matrix are M-matrices and in [16] for 5-by-5 matrices whose
graph is not complete.
In this paper we are interested in 	k , the maximal cp-rank of a matrix of rank
k. Hanna and Laffey [12] showed that 	k  k(k + 1)/2. In Section 3 we slightly
improve the upper bound by reducing it, for k /= 1, to k(k + 1)/2 − 1, and in Section
4 we show that, for k /= 1, 	k = k(k + 1)/2 − 1.
These two sections follow a geometric interpretation of complete positivity in
terms of pointed and acute sets of vectors that are defined and studied in Section 2.
2. Dual cones of acute sets
Let W = {w1, . . . ,wn} be a set of vectors in Rk . We denote by W the k × n
matrix whose columns are w1, . . . ,wn and by CW the polyhedral convex cone gen-
erated by W. The readers are referred to [5] for terminology and basic properties of
convex cones.
Definition. A set of vectors W = {w1, . . . ,wn} ⊆ Rk is called
(i) pointed if CW is pointed;
(ii) acute if wTi wj  0 for any i, j;
(iii) generating if dim(spanW) = k.
It is easy to prove that an acute set is pointed. Another immediate fact is that W
is generating if and only if CW is solid. So ifW is a generating pointed set, CW is a
proper cone. Therefore, since the dual cone of a proper cone is also proper, the dual
cone of CW, denoted by C∗W, is a proper cone, generated by a generating pointed
set, say W∗.
Two sets of n vectors W and V are called isometric if there exists an isometry
which maps W onto V. It is easy to see that each set of n vectors is isometric to
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a generating set of n vectors. So, for our purpose, we can always assume W to be
generating.
Let S = {x ∈ Rk | xk > 0} ∪ {0}.
Definition. A pointed set W is called positive (resp. dual positive) if CW (resp.
C∗W) is contained in S.
In this case the last coordinate of each vector of W (resp. W∗) is positive and
there is no loss of generality in assuming it to be +1. Note that W ∈ Rk is dual
positive if and only if ek ∈ intCW, and actually we can also assume W to be dual
positive, since:
Lemma 2.1. Each generating pointed set is isometric to a dual positive one.
Proof. Let w ∈ intCW. Let T be an isometry of Rk onto itself which takes w to ek .
Then TCW is isometric to CW, and since ek ∈ intCW, TCW is dual positive. 
Definition. A set of vectors W ⊆ Rk is called completely positive if there exists an
isometry (with span W as its domain space) which maps W into some nonnegative
orthant Rt+.
It is easy to see that W is completely positive if and only if, for some t, there
exists a row-orthonormal k-by-t matrix Q such that QTW  0. Clearly a completely
positive set is also acute.
Lemma 2.2. Let W be a k-by-n dual positive generating acute set. Then W is
completely positive if and only if the identity matrix Ik is a convex combination of a
certain number t of matrices of the form qiqTi where, for each i, qi ∈ C∗W and has
the last coordinate equal to 1.
Proof. “If”. Let
∑t
1 λiqiqTi = Ik with qi ∈ C∗W ∀i and define
Q =
[√
λ1q1 · · ·
√
λtqt
]
.
So QQT = Ik and QTW  0.
“Only if”. If W is completely positive, we can find a k × t row-orthonormal
matrix Q such that QTW  0. This means that the columns of Q = [q˜1, . . . , q˜t ]
belong to the cone C∗W. Since C∗W ⊆S, the last coordinate of each q˜i is positive, so
we can find µi > 0 such that µi q˜i has the last coordinate equal to 1. Let qi = µi q˜i .
Finally
Ik = QQT =
t∑
1
q˜i q˜Ti =
t∑
1
1
µ2i
qiqTi
and
∑t
1
1
µ2i
= 1 since in each of the matrices qiqTi the (k, k) entry is equal to 1. 
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If W is a k-by-n dual positive generating acute set, we define
SW = C∗W ∩
{
x ∈ Rk | xk = 1
}
,
ZW =
{
x ∈ Rk−1 | [x 1]T ∈SW
}
.
Remark 2.3. Splitting qi of Lemma 2.2 as qTi = [uTi 1], conditions
∑t
1 λiqiqTi = Ik
and qi ∈ C∗W become∑t
1 λi = 1,∑t
1 λiui = 0,∑t
1 λiuiu
T
i = Ik−1,
ui ∈ZW.
(1)
Let ‖u‖ denote the Euclidean norm of u.
Lemma 2.4. Let ui ∈ Rk−1, λi > 0, i = 1, . . . , t, such that ∑t1 λi = 1 and∑t
1 λiuiu
T
i = Ik−1. Then
‖ui‖2  k − 1 ∀i ⇒ ‖ui‖2 = k − 1 ∀i.
Proof. We have
k − 1 = tr(Ik−1) = tr
(
t∑
1
λiuiu
T
i
)
=
t∑
1
λi tr(uiuTi ) =
t∑
1
λi‖ui‖2.
Now if we suppose that ‖ui‖2  k − 1 ∀i and, for instance, ‖u1‖2 < k − 1, we get
k − 1 =
t∑
i=1
λi‖ui‖2 <
t∑
i=1
λi(k − 1) = k − 1,
a contradiction. 
We denote by Bk−1(r) the closed ball in the (k − 1 dimensional) hyperplane
{xk = 1} with center in (0, . . . , 0, 1)T and radius r.
Theorem 2.5. Let W be a k-by-n dual positive generating acute set such that
ZW ⊆ Bk−1(
√
k − 1). Then
(i) ZW ∩ Bk−1(
√
k − 1) is a finite set U,
(ii) if U = {uˆ1, . . . , uˆr } /= ∅, then W is completely positive if and only if for i =
1, . . . , r, there exists λi  0 such that∑r
1 λi = 1,∑r
1 λi uˆi = 0,∑r
1 λi uˆi uˆ
T
i = Ik−1,
uˆi ∈ZW ∩ Bk−1(
√
k − 1),
(2)
(iii) if U = ∅, then W is not completely positive.
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Proof. (i) The only elements ofZW which belong to Bk−1(
√
k − 1) can be (some
of) its finitely many extreme points.
(ii) If W is completely positive, we have (1) for some ui ∈ZW. By assumption
‖ui‖2  k − 1 ∀i. Lemma 2.4 implies ‖ui‖2 = k − 1 ∀i, and so for each i we have
ui ∈ U, and we can take ui = uˆi , 1  i  t . Finally (2) is obtained from (1) if we
take λi = 0 for t < i  r .
The converse is true by virtue of Lemma 2.2 and Remark 2.3.
(iii) As in (ii), if we suppose W completely positive, we would arrive at ui ∈
ZW ∩ Bk−1(
√
k − 1) = ∅. 
It is worthwhile to point out the difference between (1) and (2). The ui (in (1)) are
not determined inside ZW. In (2) there are finitely many uˆi . So the corresponding
linear system is well defined. In this case the complete positivity of the acute set is
equivalent to the existence of a nonnegative solution of the system.
Definition. IfW is a completely positive set, the cp-rank ofW is the smallest t for
which there exists a k-by-t row-orthonormal matrix Q with QTW  0.
Let W be a completely positive k-by-n dual positive generating set with ZW ∩
Bk−1(
√
k − 1) = {uˆ1, . . . , uˆr}, and let
 = {λ ∈ Rr | λ is nonnegative solution of (2)} . (3)
Theorem 2.6. If W is a completely positive dual positive generating set such that
ZW ⊆ Bk−1(
√
k − 1), then
cp-rankW = min
λ∈ |supp(λ)|,
where |supp(λ)| denotes the number of positive coordinates of λ.
Proof. Let m = minλ∈ |supp(λ)| and c = cp-rankW. If λ0 ∈  and |supp(λ0)| =
m, by the first part of the proof of Lemma 2.2 we can define a k-by-m row-orthonor-
mal matrix Q such that QTW  0. So c  m. To prove the opposite inequality, we
take a k-by-c row-orthonormal matrix Q with QTW  0. Following the second part
of the proof of Lemma 2.2, we obtain the matrix Ik as the sum of c rank 1 matrices,
namely we find ui ∈ZW and 0 < λ ∈ Rc (so |supp(λ)| = c) such that ui and λ
solve (1). By Lemma 2.4 the ui have to belong to the boundary of ZW. Therefore λ
is a nonnegative solution of (2), and so c  m. 
Example 2.7. Let us consider the acute sets of vectorsW1 andW2 defined, respec-
tively, by
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W1 =


√
2
√
2
√
5−1
4 −
√
2
√
5+1
4 −
√
2
√
5+1
4
√
2
√
5−1
4
0
√
5+√5
2
√
5−√5
2 −
√
5−√5
2 −
√
5+√5
2
1+√5
2
1+√5
2
1+√5
2
1+√5
2
1+√5
2

 ,
W2 =

 0
√
2
√
2 −2 +√2 −√2 −√2
−2 −2 +√2 √2 √2 2 −√2 −2 +
√
2
2
2 2 2 2 2 2

 .
If we compute the dual cones and their extremals, we find
W ∗1 =


√
2
√
2
√
5−1
4 −
√
2
√
5+1
4 −
√
2
√
5+1
4
√
2
√
5−1
4
0
√
5+√5
2
√
5−√5
2 −
√
5−√5
2 −
√
5+√5
2
1 1 1 1 1

 ,
W ∗2 =

−1 −
√
2 0 1
√
2 1/2
1 0 −√2 −1 0 1
1 1 1 1 1 1

 .
So in both cases ZW ⊆ Bk−1(
√
k − 1), as Figs. 1 and 2 show.
In the first case we find ‖ui‖2 = 2 ∀i = 1, . . . , 5, while in the second case we
have ‖ui‖2 = 2, i = 1, . . . , 5, ‖u6‖2 = 54 . So in both cases
Fig. 1. ZW1 .
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Fig. 2. ZW2 .
U =ZW ∩ Bk−1(
√
k − 1) = {u1, . . . ,u5}.
In order to investigate complete positivity we can apply Theorem 2.5(ii). ForW1
(2) has a unique solution λ = [1/5, 1/5, 1/5, 1/5, 1/5]T, which is nonnegative, so
W1 is completely positive. On the other hand, for W2 we find the unique solu-
tion λ = [√2/4, 0, 1/2,−√2/4, 1/2], which is not nonnegative and so W2 is not
completely positive.
For W1 we can easily find the cp-rank. In fact by virtue of Theorem 2.6, since
now  = {λ} and |supp(λ)| = 5, we have cp-rankW1 = 5. SoW1 is an example of
a completely positive set with rank 3 and cp-rank 5. The isometric nonnegative acute
set is given by
QTW =


1+√5
2 1 0 0 1
1 1+
√
5
2 1 0 0
0 1 1+
√
5
2 1 0
0 0 1 1+
√
5
2 1
1 0 0 1 1+
√
5
2


 0.
3. Upper bound for the cp-rank
Let hk denote the upper bound k(k + 1)/2 given in [12]. In this section we slightly
improve this bound.
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Theorem 3.1. LetW be a completely positive set of rank k  2. Then cp-rankW 
hk − 1.
Proof. By Lemma 2.2 and the theorem of Hannah and Laffey [12], the identity
matrix Ik can be written as a convex combination of hk matrices of the form qiqTi
where for all i, qi ∈ C∗W and its last coordinate is equal to 1. We want to prove that
it can be written as a convex combination of less than hk matrices.
So suppose
hk∑
i=1
λiqiqTi = Ik, (4)
where all the λi are positive. If the matrices qiqTi are linearly dependent,
∑hk
i=1 µi ×
qiqTi = 0, where at least one µi is positive, we follow [12] by defining α = min
{
λi
µi
;
µi > 0
}
, and so
hk∑
i=1
(λi − αµi)qiqTi = Ik.
Here the coefficients λi − αµi are nonnegative and at least one of them is zero, and
so we are done. So suppose the matrices qiqTi in (4) are linearly independent and
consider q1 and q2.
For every β ∈ [0, 1], the convex combination q1(β) := (1 − β)q1 + βq2 is also
a vector in C∗W.
For each such β we consider the vector equation in x1, x2, . . . , xhk
x1q1(β)q1(β)T +
hk∑
i=2
xiqiqTi = Ik. (5)
This is a linear system of hk equations in hk unknowns. For β = 1 the first two
columns of the coefficient matrix are equal. So the matrix is singular but for β = 0
it is clearly nonsingular. Let β1 be the smallest positive number β for which the
coefficient matrix is singular. Thus 0 < β1  1 and for every 0  β < β1, the system
(5) has a unique solution x1 = λ1(β), . . . , xhk = λhk (β). Since the last coordinate of
all the vectors in C∗W is 1,
hk∑
i=1
λi(β) = 1.
By Cramer’s rule each λi(β) is a ratio of determinants
λi(β) = i (β)
(β)
.
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Since the only column of the coefficient matrix of (5) that depends on β is the
first column, 1(β) = 1(0) for all β, and since for β = 0, λi(0) > 0, 1(β) is
a nonzero constant. When β approaches β1, (β) approaches zero and so λ1(β)
tends to +∞. Thus for some ε > 0, β = β1 − ε > 0 and λ1(β1 − ε) > 1. Since∑
λi(βi − ε) = 1, there exists i > 1 so that λi(βi − ε) < 0. Let β¯ be the largest β
for which all λi(β) are nonnegative. Since λi(β) is continuous for each i, λi(β¯) = 0
for some i. So
λ1(β¯)q1(β¯)qT1 (β¯)+
hk∑
i=2
λi(β¯)qiqTi = Ik,
where at least one of the λi(β¯) is zero, which means that cp-rankW  hk − 1. 
4. The maximal cp-rank
In this section we construct an acute set W with rank k and cp-rank hk − 1 =
k(k + 1)/2 − 1. After some preliminary computations, we will start in (8) by defin-
ing vectors qi , i = 1, . . . , hk − 1, such that qTi = [uTi 1]where ui ∈ Bk−1(
√
k − 1)
for all i. In (10) we then find appropriate positive coefficients µi , i = 1, . . . , hk − 1,
such that
∑hk−1
1 µiqiq
T
i = Ik . The proof of this equality is given in Lemma 4.2.
By construction, the cone generated by the qi’s can be viewed as the dual cone of
an acute set W, where W satisfies the condition of Theorem 2.5(ii), namely ZW ∩
Bk−1(
√
k − 1) is a finite set. Finally in Theorem 4.5 we prove thatW is completely
positive and then use Theorem 2.6 to conclude cp-rankW = k(k + 1)/2 − 1.
In order to simplify the notation in following lemmas, it will be useful to define
a = √k − 1 (k  3), b = √2/2, p = 2 −√2. (6)
So
2b2 = 1, b2p = 1 − b. (7)
Now let k be a positive integer, k  3. For each h, l such that 2  l  h  k we
define the vectors qh1, qhl in Rk in the following way:
[qh1]i =


−abh−2 if i = 1,
−abh−i if 2  i  h− 1,
0 if h  i  k − 1,
1 if i = k.
(8)
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[qhl]i =


0 if i  l − 2,
abh−l if i = l − 1,
−abh−i if l  i  h− 1,
0 if h  i  k − 1,
1 if i = k.
For example, if k = 3, we have
qT21 = [−
√
2 0 1] = [ −a 0 1 ]T
qT22 = [
√
2 0 1] = [ a 0 1 ]T
qT31 = [ −1 −1 1] = [−ab −ab 1 ]T
qT32 = [ 1 −1 1] = [ ab −ab 1 ]T
qT33 = [ 0
√
2 1] = [ 0 a 1]T.
In general, for h  2, we have
qTh,1 = [−abh−2 −abh−2 −abh−3 −abh−4 . . . −ab2 −ab 0 . . . 1]
qTh,2 = [ abh−2 −abh−2 −abh−3 −abh−4 . . . −ab2 −ab 0 . . . 1]
qTh,3 = [ 0 abh−3 −abh−3 −abh−4 . . . −ab2 −ab 0 . . . 1]
qTh,4 = [ 0 0 abh−4 −abh−4 . . . −ab2 −ab 0 . . . 1]
...
qTh,l = [ 0 . . . abh−l −abh−l . . . −ab2 −ab 0 . . . 1]
...
qTh,h−2 = [ 0 0 . . . 0 ab2 −ab2 −ab 0 . . . 1]
qTh,h−1 = [ 0 0 . . . 0 0 ab −ab 0 . . . 1]
qTh,h = [ 0 0 . . . 0 0 0 a 0 . . . 1].
(9)
Now let us define the coefficients µhl by the following table.
l = 1, 2 l = 3, . . . , h
h = 2 µhl = b2pa2 −
h = 3, . . . , k − 1 µhl = b2ph−2a2 µhl = bp
h−l+1
a2
h = k µhl = bph−2a2 µhl = p
h−l+1
a2
(10)
Finally, for any h = 2, . . . , k we define
Dh =
h∑
l=1
µhlqhlqThl. (11)
F. Barioli, A. Berman / Linear Algebra and its Applications 363 (2003) 17–33 27
Our purpose is now to prove
∑k
h=2 Dh = Ik . We first prove that each Dh is a
diagonal matrix (Lemma 4.1). Then in Lemma 4.2 we will obtain the desired equality∑k
2 Dh = Ik .
Lemma 4.1.
D2 = diag
[
2(1 − b), 0, . . . , 0, 2(1 − b)
a2
]
,
Dh = diag
[
(1 − b)h−2, b(1 − b)h−3, b(1 − b)h−4, . . . , b(1 − b)0, 0, . . . , 1
a2
]
(h = 3, . . . , k − 1),
Dk = diag
[
1
b
(1 − b)k−2, (1 − b)k−3, (1 − b)k−4, . . . , (1 − b)0, 1
a2b
]
.
(12)
Proof. We start with the case D2. By (8) and (10)
q21 = [−a 0 · · · 0 1], q22 = [a 0 · · · 0 1], µ21 = µ22 = b
2p
a2
.
So
µ21q21qT21 + µ22q22qT22 = diag
[
2b2p, 0, . . . , 0,
2b2p
a2
]
(7)= diag
[
2(1 − b), 0, . . . , 0, 2(1 − b)
a2
]
.
In the cases h = 3, . . . , k − 1, we compute
[Dh]ij =
h∑
l=1
µhl[qhl]i[qhl]j . (13)
It is enough to consider only i  j . We divide the computation into several cases.
(i) i = 1 and j = 1. Looking at (8) we see that [qh1]1 = −abh−2, [qh2]1 = abh−2,
[qhl]1 = 0 (l  3), while by (10)
µh1 = µh2 = b
2ph−2
a2
.
So on the right-hand side of (13) we have only the two first summands, namely
[Dh]11 = µh1[qh1]21 + µh2[qh2]21
= b
2ph−2
a2
(2a2b2(h−2)) = 2b2(b2p)h−2 (7)= (1 − b)h−2.
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(ii) i = 1 and 2  j  k. Again since [qhl]1 = 0 for l  3, in (13) we consider
just the two first summands. However [qh1]1 = −abh−2 = −[qh2]1, [qh1]j = [qh2]j ,
µh1 = µh2. By substituting in (13) we find [Dh]1j = 0.
(iii) 2  i < j  h− 1. We split the sum (13) as follows. For l = 1, 2 we have
2  i  h− 1 and 2  j  h− 1, so by (8)
2∑
l=1
µhl[qhl]i[qhl]j = 2b
2ph−2
a2
(−abh−i )(−abh−j ) = 2b2h−i−j+2ph−2.
For 3  l  i we have l  i  h− 1 and l  j  h− 1, so
i∑
l=3
µhl[qhl]i[qhl]j =
i∑
l=3
bph−l+1
a2
(−abh−i )(−abh−j )
= b2h−i−j+1
i∑
l=3
ph−l+1 = √2b2h−i−j+1(ph−i − ph−2).
For l = i + 1 we have i = l − 1 and l  j  h− 1, so
µhl[qhl]i[qhl]j = bp
h−l+1
a2
(abh−l )(−abh−j ) (l=i+1)= −b2h−i−jph−i .
For l > i + 1 we have i  l − 2, so that [qhl]i = 0 and so this does not contribute.
Summarizing we have
[Dh]ij = 2b2h−i−j+2ph−2 +
√
2b2h−i−j+1(ph−i − ph−2)− b2h−i−jph−i
= b2h−i−j
[
2b2ph−2 +√2bph−i −√2bph−2 − ph−i
]
(6)= b2h−i−j
[
ph−2 + ph−i − ph−2 − ph−i
]
= 0.
(iv) 2  i = j  h− 1. We split the sum as follows. For l = 1, 2, since 2  i 
h− 1, we have
2∑
l=1
µhl[qhl]2i =
b2ph−2
a2
a2b2h−2i + b
2ph−2
a2
a2b2h−2i = 2b2h−2i+2ph−2.
For 3  l  i we have l  i  h− 1, so
i∑
l=3
µhl[qhl]2i =
i∑
l=3
bph−l+1
a2
a2b2h−2i
= b2h−2i+1
i∑
l=3
ph−l+1 = √2b2h−2i+1(ph−i − ph−2).
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For l = i + 1 we have i = l − 1, so
µhl[qhl]2i =
bph−l+1
a2
a2b2h−2l = b2h−2l+1ph−l+1 (l=i+1)= b2h−2i−1ph−i .
For l > i + 1 again there is no contribution. Summarizing we have
[Dh]ii = 2b2h−2i+2ph−2 +
√
2b2h−2i+1(ph−i − ph−2)+ b2h−2i−1ph−i
= b2h−2i−2
[
2b4ph−2 +√2b3ph−i −√2b3ph−2 + bph−i
]
(6)= b2(h−i−1)
[
1
2
ph−2 + 1
2
ph−i − 1
2
ph−2 +
√
2
2
ph−i
]
= b2(h−i−1)ph−i
(
1 +√2
2
)
(6)= b2(h−i−1)ph−i−1 (2 −
√
2)(1 +√2)
2
(7)=(1 − b)h−i−1b.
(v) Either h  i  k − 1 or h  j  k − 1. [Dh]ij = 0 since in (13) either [qhl]i
or [qhl]j is zero.
(vi) 2  i  h− 1 and j = k. The check is quite similar to case (iii) with [qhl]j =
1. So [Dh]ij = 0.
(vii) i = j = k.
[Dh]kk=
h∑
l=1
µhl[qhl]2k =
h∑
l=1
µhl
= 2b
2ph−2
a2
+
h∑
l=3
bph−l+1
a2
= 1
a2
(
2b2ph−2 +√2b
(
ph−h − ph−2
))
= 1
a2
.
So we found nonzero values just in cases (i), (iv) and (vii). Therefore Dh is diag-
onal and
[Dh]11 = (1 − b)h−2, [Dh]ii = b(1 − b)h−i−1 (2  i  h− 1)
[Dh]ii = 0 (h  i  k − 1), [Dh]kk = 1
a2
.
So the assertion is proved for 3  h  k − 1. To finish the proof we have to con-
sider the last case h = k. In this case the only difference comes from (10), since for
h = k in µhl there is one b less. So we can repeat all the checks done for 3  h 
k − 1 with this slight difference. 
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Lemma 4.2
k∑
h=2
h∑
l=1
µhlqhlqThl = Ik.
Proof. Let us put
D =
k∑
h=2
h∑
l=1
µhlqhlqThl.
With regard to (11) we have D =∑kh=2 Dh. Since, by virtue of Lemma 4.1 each
Dh is diagonal, we only have to compute for each i = 1, . . . , k the entry
[D]ii =
k∑
h=2
[Dh]ii . (14)
We divide the computation into several cases:
(i) i = 1. From (12) and we have
[D]11 = 2(1 − b)+
k−1∑
h=3
(1 − b)h−2 +√2(1 − b)k−2
= 2(1 − b)+√2[1 − b − (1 − b)k−2] + √2(1 − b)k−2
= (6)· · · = 1.
(ii) 2  i  k − 2. By looking at (12) we see that [D2]i = 0 for all i, while [Dh]i =
0 if i  h; that is, in (14) the summands are nonzero only starting from h =
i + 1. So this time we have
[D]ii =

 k−1∑
h=i+1
b(1 − b)h−i−1

+ (1 − b)k−i−1 = · · · = 1.
(iii) i = k − 1. The only nonzero summand in (14) is for h = k. So [D]k−1,k−1 =
[Dk]k−1,k−1 = 1.
(iv) i = k.
[D]kk = 2(1 − b)
a2
+
k−1∑
h=3
1
a2
+ 1
a2b
= 1
a2
[
2 − 2b + k − 3 + 1
b
]
= k − 1
a2
(6)= 1. 
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The following technical lemma will be useful in the proof of Lemma 4.4.
Lemma 4.3. For h  2, let Bh be given by the following h-by-h matrix:
Bh =


−1 −1 −1 . . . −1 −1 1
1 −1 −1 . . . −1 −1 1
0 α −1 . . . −1 −1 1
0 0 α . . . −1 −1 1
...
...
...
.
.
.
...
...
...
0 0 0 . . . α −1 1
0 0 0 . . . 0 α 1


.
Then detBh = −2(−α − 1)h−2. In particular detBh = 0 if and only if α = −1.
Proof. For h = 2,
det
[−1 1
1 1
]
= −2,
while in general, if we add the last column to the previous one, we see that det(Bh) =
(−α − 1) det(Bh−1). 
Lemma 4.4. The matrices qhlqThl ∀h, l 2  h  k, 1  l  h, are linearly indepen-
dent in Sk, the vector space of the symmetric k-by-k matrices.
Proof. For all h such that 2  h  k, we define
Hh = {qhlqThl | 1  l  h}, Dh =
h⋃
i=2
Hi .
Clearly the cardinality ofDh is h(h+ 1)/2 − 1. We will show that for any h dim(span
{Dh}) = h(h+ 1)/2 − 1, and conclude, by taking h = k.
Let us start with h = 2.D2 =H2 = {q21qT21, q22qT22}, and one can easily check
that these two matrices are linearly independent.
Now let us suppose dim(span{Dh−1}) = ((h− 1)h/2)− 1. We also have
dim(span{Dh}) = dim(span{Dh−1})+ dim(span{Hh})
− dim(span{Dh−1} ∩ span{Hh}). (15)
We first want to prove that the matrices in Hh are linearly independent. Note
that it suffices to prove the independence of the vectors qhl , 1  l  h. That is, by
looking at (4) we want to show that
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det


−abh−2 −abh−2 −abh−3 . . . −ab2 −ab 1
abh−2 −abh−2 −abh−3 . . . −ab2 −ab 1
0 abh−3 −abh−3 . . . −ab2 −ab 1
0 0 abh−4 . . . −ab2 −ab 1
...
...
...
.
.
.
...
...
...
0 0 0 . . . ab −ab 1
0 0 0 . . . 0 a 1


/= 0.
Dividing the first column by abh−2, and the j th column (2  j  h− 1) by
abh−j , we obtain the matrix Bh of Lemma 4.3, with α = 1/b /= −1. Therefore the
vectors qhl (and so the matrices qhlqThl) are linearly independent.
In order to finish, we prove span{Dh−1} ∩ span{Hh} = 0, so (15) becomes
dim(span{Dh}) = (h− 1)h2 + h− 1 =
h(h+ 1)
2
− 1.
So let us consider M ∈ span{Dh−1} ∩ span{Hh}. Since M ∈ span{Dh−1}, its
(h− 1)th column is zero. Indeed for each j  h− 1 and l  j the vector qj l has its
(h− 1)th component equal to zero (see (8)). Moreover M ∈ span{Hh} means M =∑h
l=1 αlqhlqThl for some αl ∈ R. In particular the equality holds for the (h− 1)th
column so that
∑h
l=1 αlqhl[qhl]h−1 = 0. But the qhl are linearly independent. So
αl[qhl]h−1 = 0 for each l. By (8) we have [qhl]h−1 /= 0 ∀l, and so αl = 0 ∀l, that is
M = 0. This proves span{Dh−1} ∩ span{Hh} = 0, and the proof is complete. 
Theorem 4.5. If W∗ = {qhl | 2  h  k, 1  l  h}, the dual cone of C∗W is gen-
erated by a dual positive acute setW such thatZW ⊆ Bk−1(
√
k − 1). Furthermore
W is completely positive and has cp-rank k(k + 1)/2 − 1.
Proof. If we write
qThl = [uThl 1] (16)
using (6) it is not difficult to see that, for any h and l, ‖uhl‖ =
√
k − 1. Then C∗W
is pointed and solid. Its dual cone is then generated by a generating pointed set of
vectors, sayW. FurthermoreW is dual positive, sinceC∗W (= C∗W) ⊆S. Moreover
ZW is the intersection between C∗W and the hyperplane {xk = 1} so that we have
ZW ∩ Bk−1(
√
k − 1) = {uhl | 2  h  k, 1  l  h}.
Furthermore, Lemma 4.2 gives
∑
h,l µhlqhlqThl = Ik . It suffices to apply Lemma 2.2
to conclude that W is also completely positive.
In the notation of Theorem 2.5 the setU = {uˆ1, . . . , uˆr} coincides with the set of
the uhl defined in (16), so r = k(k + 1)/2 − 1. Moreover the solution set  defined
in (3) surely contains µ that has the uhl for its components, 2  h  k, 1  l  h.
Since, for any h and l, µhl > 0, clearly
|supp(µ)| = k(k + 1)
2
− 1.
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However µ is the unique element of . Indeed by Lemma 4.4 the matrices qhlqThl
are linearly independent. This means that in (2) the coefficient matrix is nonsingular,
so that (2) has a unique solution, that is µ. Finally, by Theorem 2.6, we have
cp-rankW = min
λ∈ |supp(λ)| = |supp(µ)| =
k(k + 1)
2
− 1. 
Combining together Theorems 3.1 and 4.5 we can then conclude.
Corollary 4.6. For any k  2,
	k = k(k + 1)2 − 1.
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