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Abstract
Pruning processes (F(θ), θ ≥ 0) have been studied separately for Galton-Watson trees and
for Le´vy trees/forests. We establish here a limit theory that strongly connects the two studies.
This solves an open problem by Abraham and Delmas, also formulated as a conjecture by
Lo¨hr, Voisin and Winter. Specifically, we show that for any sequence of Galton-Watson
forests Fn, n ≥ 1, in the domain of attraction of a Le´vy forest F , suitably scaled pruning
processes (Fn(θ), θ ≥ 0) converge in the Skorohod topology on cadlag functions with values
in the space of (isometry classes of) locally compact real trees to limiting pruning processes.
We separately treat pruning at branch points and pruning at edges. We apply our results to
study ascension times and Kesten trees and forests.
AMS 2010 subject classifications: Primary 60J80; Secondary 60J25, 60F17.
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1 Introduction
Consider a rooted combinatorial tree (t, ρ), i.e. a connected acyclic graph t with vertex set V (t),
edge set E(t) and a special vertex ρ ∈ V (t) called the root. Given a subset A ⊆ E(t), we define
the pruned subtree (tA, ρ) as the connected component tA of t \ A containing ρ. Here t \ A
is the subgraph of t with vertex set V (t) and edge set E(t) \ A. Given an increasing family
(A(θ), θ ≥ 0) of subsets of E(t) with A(0) = ∅, we obtain a pruning process t(θ) = tA(θ), θ ≥ 0.
In this paper, we establish a limit theory for certain random pruning processes associated with
Galton-Watson trees. A Galton-Watson tree with offspring distribution ξ on N = {0, 1, 2, . . .},
or a GW (ξ)-tree for short, is the family tree (τ, ρ) of a population, in which, beginning with a
progenitor ρ, each individual has an independent ξ-distributed number of children. We represent
individuals by vertices v ∈ V (τ) and the parent-child relation by the edge set E(τ). For each
v ∈ V (τ), let Ev(τ) be the set of edges from v to its children (excluding the edge to its parent).
If Ev(τ) = ∅ then v is a leaf of τ . If #Ev(τ) ≥ 2 then v is a branch point. We define the sets
Lf(τ) of leaves and Br(τ) of branch points. Then E(τ) =
⋃
v∈V (τ)\Lf(τ)Ev(τ) is a disjoint union.
Several pruning processes have appeared in the literature. Aldous and Pitman [9] studied
pruning at edges of a Galton-Watson tree (τ, ρ), where each edge e ∈ E(τ) has an independent
exponentially distributed (Exp(1)) pruning time Me so that the set of edges pruned by time θ is
AE(θ) = {e ∈ E(τ) : Me ≤ θ}, θ ≥ 0.
Abraham, Delmas and He [3] introduced pruning processes that exhibit pruning at branch
points (also called pruning at nodes), where each branch point v ∈ Br(τ) has an independent
Exp(#Ev(τ)− 1) pruning time Mv that turns the branch point v into a leaf. We obtain this by
setting
AB(θ) =
⋃
v∈Br(τ) : Mv≤θ
Ev(τ), θ ≥ 0.
We denote the two pruning processes by τE(θ) = τAE(θ) and τ
B(θ) = τAB(θ), θ ≥ 0, respectively.
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The literature on invariance principles for discrete Galton-Watson processes goes back a long
time, see e.g. Grimvall [22]. The starting point for a limit theory for pruning processes in the
present paper is a recent extension to include the richer structure of their genealogical forests of
Galton-Watson trees [13, 16, 25]. In particular, it was shown that the only possible limits are
Le´vy forests. Le´vy forests are parametrised by an initial distribution ̺ on [0,∞) and a branching
mechanism
ψ(u) = αu+ βu2 +
∫
(0,∞)
(
e−ur − 1 + ur1(0,1)(x)
)
π(dr) (1)
for some α ∈ R, β ≥ 0 and π with
∫
(0,∞)(1∧r
2)π(dr) <∞, also satisfying two further conditions:
[Grey]
∫ ∞ du
ψ(u)
<∞ and [conservativity]
∫
0+
du
|ψ(u)|
=∞. (2)
In view of the Grey condition, we can define η : (0,∞)→ (0,∞) such that
∫∞
η(h) du/ψ(u)=h. It
is well-known (e.g. [16, (69)]) that
∫
[0,∞) e
−xη(h)̺(dx) is the probability that a (ψ; ̺)-Le´vy forest
has height less than h. The setting for the invariance principle is, for each n ≥ 1,
• an offspring distribution ξn = (ξn(k), k ≥ 0) with ξn(1) < 1,
• an associated step distribution νn = (νn(k), k ≥ −1) given by νn(k) = ξn(k + 1),
• an initial distribution µn = (µn(k), k ≥ 0) with µn(0) < 1, and
• a Galton-Watson real forest Fn of a µn-distributed number of independent GW(ξn)-trees.
Here, real forests or forests of real trees are representations of forests of rooted combinatorial
trees in the space T of (isometry classes) of rooted locally compact metric space trees equipped
with the Gromov-Hausdorff topology, see Section 2.1 for a summary, [23, 19, 15, 16] for details
and [20, 21, 33, 31] for related developments.
We denote by e−ηn(h) the probability that a GW(ξn)-tree has height less than h ∈ N, and by
⌊r⌋ the integer part of r ∈ [0,∞), i.e. ⌊r⌋ = k, where k ∈ N and k ≤ r < k + 1.
Theorem 1 (Invariance principle for trees, Theorem 4.15 of [16]) Suppose that there
is a positive sequence γn →∞ such that, as n→∞,
νn(n · )
∗⌊nγn⌋ → ν and µn(n · )→ ̺ weakly, and nηn(⌊γn · ⌋)→ η pointwise, (3)
where ν is such that
∫
R
e−rxν(dx) = eψ(r) for a branching mechanism (1) satisfying (2). Then
Fn/γn
d
−→
n→∞
F in T,
for a (ψ; ̺)-Le´vy forest F , where
d
−→
n→∞
denotes convergence in distribution, as n→∞.
As T-valued random variables, (representatives of) Le´vy forests F are equipped with a σ-finite
length measure ℓ supported by non-leaf vertices. See Section 2.1. Aldous and Pitman [8,
Section 2.2] considered a fragmentation process, which in a setting with a root gives rise to a
pruning process (T AP(θ), θ ≥ 0) for the Brownian Continuum Random Tree (CRT) T of [7].
Specifically, T is equipped with the set AAP(θ) of atoms of a Poisson random measure with
intensity measure θℓ in such a way that (AAP(θ), θ ≥ 0) is an increasing family, and T AP(θ) is
the connected component of T \ AAP(θ) containing the root. The same construction applies to
any Le´vy forest to give an Aldous-Pitman pruning process (FAP(θ), θ ≥ 0). This is an analogue
of pruning at edges, because the (countable) set of branch points of degree ≥ 3 has zero ℓ-
measure. See Section 3.2. Aldous and Pitman also establish a convergence of a discrete model
based on uniform trees to a continuum limit, at the level of component sizes rather than trees,
and they study a time-reversal of this process, the standard additive coalescent.
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The Aldous-Pitman pruning process for the Brownian CRT was generalised differently in
[6, 32, 1, 2] and placed in the tree-valued framework of pruning processes (T AD(θ), θ ≥ 0) for
Le´vy trees [29, 13, 14]. Abraham and Delmas [2] pointed out the analogy between the Galton-
Watson and Le´vy tree pruning models, but left open the question of a limit theory. Their
generalisation is based on a measure ω constructed in [32, 14], which is supported by the branch
points of T of infinite degree. See Section 3.3. Specifically, cut points are placed in the set
AAD(θ) of atoms of a Poisson random measure with intensity measure θω + 2βθℓ, where β is
the quadratic coefficient in (1). By considering forests of Le´vy trees, we can construct Abraham-
Delmas pruning processes (FAD(θ), θ ≥ 0) for any Le´vy forest. This is an analogue of pruning at
branch points. More precisely, ω is based on (suitably rescaled limiting) sizes of branch points
and provides rates proportional to size, just as in the combinatorial pruning at branch points.
More general pruning operations and pruning processes were introduced in [5, 24], while
[4] studied a two-parameter process that combines pruning of [2] with growth of Le´vy trees of
[15]. Lo¨hr, Voisin and Winter [31] started a systematic study of pruning processes as instances
of a Markov process on a new space of bi-measure R-trees. In [31, Section 4], examples of a
limit theory for Aldous-Pitman pruning processes of Brownian and stable CRTs are obtained
(see also their Remark 4.5 on a possible generalisation to compact Le´vy trees), but the general
case of Abraham-Delmas pruning is left as a conjecture (in their Example 4.6). Their notion of
convergence is different from ours. As their “sampling and pruning measures” only depend on
the metric structure of the trees we consider here, we use the usual Gromov-Hausdorff metric.
We offer a careful discussion in Section 2.3, after introducing some technical details. In our
framework, we make precise and prove their conjecture (this is our Theorem 2).
We denote by D([0,∞),T) the space of T-valued cadlag functions, equipped with the Skoro-
hod topology. The main result of the present paper is the following.
Theorem 2 (Invariance principle for pruning at branch points) In the setting of The-
orem 1, the associated pruning processes (FBn (θ), θ ≥ 0) with pruning at branch points converge:
(FBn (θ/n)/γn, θ ≥ 0)
d
−→
n→∞
(FAD(θ), θ ≥ 0) in D([0,∞),T),
where the limit is the Abraham-Delmas pruning process associated with a (ψ; ̺)-Le´vy forest F .
We also establish a corresponding general result for Aldous-Pitman pruning at edges, as follows.
Theorem 3 (Invariance principle for pruning at edges) In the setting of Theorem 1, the
associated pruning processes (FEn (θ), θ ≥ 0) with pruning at edges converge:
(FEn (θ/γn)/γn, θ ≥ 0)
d
−→
n→∞
(FAP(θ), θ ≥ 0) in D([0,∞),T),
where the limit is the Aldous-Pitman pruning process associated with a (ψ; ̺)-Le´vy forest F .
The limits (FAD(θ), θ ≥ 0) and (FAP(θ), θ ≥ 0) coincide if and only if α = π = 0. In this
“Brownian case”, we have two convergence results for the same limiting process, with pre-
limiting processes that only exhibit either pruning at branch points or pruning at edges. This
can be explained by the prevailance of binary branch points in this case. More generally, while
in the case β > 0 the FAD process includes features of pruning at edges, this feature is not
needed for the pre-limiting processes in Theorem 2, contrary to the conjecture of [31]. In the
case β = 0 on the other hand, we typically have γn/n→ 0, see e.g. Lemma 59 where γn = ψ
′(n)
with γn/n→ 2β, so the scaling of the pruning parameter is different in the two theorems.
Let us briefly discuss our strategy to prove Theorems 2 and 3. The first step is to reduce to
statements about suitably h-erased pruning processes (Corollary 7), generalising the powerful
notion of h-erasure [34, 19, 16] from T to decreasing T-valued functions. The second step is
to compute the distributions of h-erased pruning processes (Propositions 22, 23, 29 and 32).
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This leads outside the framework of pruning processes considered in [31], since pruning times
will no longer be exponentially distributed (but mixed exponential). However, pre-limiting and
limiting forests are now discrete, and the main step is to establish a new general convergence
result (Theorem 33) for pruning processes in the framework of an invariance principle from
[16] for Galton-Watson real trees that converge to Galton-Watson real trees with exponentially
distributed edge lengths. The final step is to apply Theorem 33 to complete the proof of Theorem
2 in Section 5.2 and to adapt the proof to also prove Theorem 3 in Section 5.3.
These methods are very general an, in principle, apply to any sequence of discrete tree-valued
pruning or tree growth processes, see articles from our bibliography and references therein.
As an application of the results, we study Kesten(-Le´vy) trees, i.e. critical Galton-Watson
(and Le´vy trees) suitably conditioned to have infinite height, following [28, 12]. We derive
new invariance principles (Theorems 54 and 55) for pruning processes of Kesten-Le´vy trees
and Kesten-Le´vy forests (FAD∗ (θ), θ ≥ 0) in Section 6.1, while Section 6.2 studies extended
pruning processes (FAD(θ), θ>−θ0) from their ascension time A=inf{a≥0: F
AD(−a) infinite}.
Specifically, we deduce from our invariance principles and discrete results of [3] that (Theorem
58)
(FAD(θ), θ ≥ −A)
d
= (FAD∗ (W/x+ θ), θ ≥ −Θ),
for suitable (W,Θ), a new result for forests related to [2], who used different methods to establish
similar results for single Le´vy trees, which we could now also deduce by limiting considerations.
The structure of the paper is, as follows. Section 2.1 gives an introduction to the Gromov-
Hausdorff topology and Section 2.2 to Skorohod’s topology, and we also derive a general conver-
gence criterion based on suitably h-erased pruning processes. Section 2.3 discusses the topology
of [31]. In Section 3.1, we introduce Galton-Watson real trees and Le´vy forests. Section 3.2 dis-
cusses pruning at edges for Galton-Watson real trees, leading up to the Aldous-Pitman pruning
processes for Le´vy forests. Section 3.3 discusses pruning at branch points for Galton-Watson
real trees, leading up to the Abraham-Delmas pruning processes for Le´vy forests.
In Section 4 we state and prove Theorem 33. In Section 5.1 we obtain some auxiliary results
that are used in Sections 5.2 and 5.3 to complete the proofs of Theorems 2 and 3, respectively.
In Section 5.4, we establish an invariance principle closely related to Theorem 3 but based on
pruning at branch points with degree-independent rates. Applications to ascension times and
Kesten(-Le´vy) trees and forests are discussed in Section 6.
2 Preliminaries on topologies for tree-valued processes
2.1 Real trees and the Gromov-Hausdorff topology on T
Following [19], a rooted real tree (T, d, ρ) is a metric space (T, d) with a root ρ ∈ T , such that
any two points v,w ∈ T are connected by a unique injective path [[v,w]], which furthermore
has length d(v,w). We denote by T the set of all root-preserving isometry classes of complete
separable locally compact rooted real trees. For two rooted real trees (T, d, ρ) and (T ′, d′, ρ′),
we consider
δ((T, d, ρ), (T ′, d′, ρ′)) = inf
φ,φ′
∆
Haus
X (φ(T ), φ
′(T ′)),
where the infimum is taken over all pointed metric spaces (X,∆X , ρX) and all isometric embed-
dings φ : T → X and φ′ : T ′ → X with φ(ρ) = φ′(ρ′) = ρX . Here,
∆
Haus
X =
∫ ∞
0
∆HausX ( · ∩B(ρX , r), · ∩B(ρX , r))e
−rdr
is a localised version of the Hausdorff distance ∆HausX , based on restrictions to balls B(ρX , r) =
{x ∈ X : ∆X(x, ρX ) ≤ r}, r ≥ 0. The distance function δ induces a metric on T, the Gromov-
Hausdorff metric, which is also denoted by δ. We abuse notation and write T ∈ T to denote
an isometry class. Occasionally, it is convenient to work with representatives. Every T ∈ T
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can be represented as a metric subspace of X = ℓ1(N) = {x∈ [0,∞)
N : ||x||1 < ∞} with metric
induced by the ℓ1-norm ||x||1 = ||(xn)n≥0||1 =
∑
n≥0 |xn| and root 0 ∈ ℓ1(N). For (X,∆X , ρX),
we denote the space of complete locally compact real trees in X by TX . See e.g. [16] for details.
For a rooted real tree (T, d, ρ), we consider the height Γ(T ) = sup{d(ρ, v) : v ∈ T}, for any
vertex v ∈ T the subtree Tv = {w ∈ T : v ∈ [[ρ,w]]} above v, and for any h > 0 the h-erasure
operation which sets Rh(T ) = {ρ} if Γ(T ) ≤ h and Rh(T ) = {v ∈ T : Γ(Tv) ≥ h}. Then Γ and
Rh induce corresponding functions Γ: T→ [0,∞] and Rh : T→ T, see [19, 16].
For any v ∈ T , let n(v, T ) ∈ N ∪ {∞} be the degree of v in T , i.e. the number of connected
components of T \ {v}. We say v 6= ρ is a branch point if n(v, T ) ≥ 3 and a leaf if n(v, T ) = 1.
We denote the set of branch points by Br(T ), the set of leaves by Lf(T ). For a > 0, consider
Blw(T, a) = {v ∈ T : d(ρ, v) ≤ a} and the quotient space (Abv(T, a), da, [ρ]a) of (T, d, ρ) by
the equivalence relation v ∼a w iff v = w or v,w ∈ Blw(T, a). We can represent Abv(T, a) =
{[ρ]a} ∪
⋃
i∈I(a) T
◦
i (a) as union of the connected components of {v ∈ T : d(ρ, v) > a}, indeed
as concatenation of trees (Ti(a), di, ρi) at ρi, i ∈ I(a), which we write as (Abv(T, a), da, [ρ]a) =
⊛i∈I(a)(Ti(a), di, ρi). Then (Abv(T, a), da, [ρ]a) and (Blw(T, a), d, ρ) are rooted real trees and
induce Abv,Blw :T×[0,∞)→T.
It is a direct consequence of local compactness of T that Blw(Rh(T ), a)) has at most finitely
many leaves and branch points all with n(v, T ) <∞, for all h > 0 and a > 0. In particular, there
is a finite length measure ℓ that assigns length d(v,w) to [[v,w]] for all v,w ∈ Blw(Rh(T ), a).
While T may have uncountable Lf(T ) and countable dense Br(T ) with n(v, T ) =∞, v ∈ Br(T ),
this length measure consistently extends to a σ-finite measure ℓ on T , which is supported by
T \ Lf(T ). With trees with finite Br(T ) ∪ Lf(T ) in mind, we further define, for general T ,
• n(T ) = n(ρ, T ) ∈ N ∪ {∞}, which we refer to as the number of trees in the forest T ,
• D(T ) = inf{d(ρ, v) : v ∈ Lf(T )∪Br(T )\{ρ}} ∈ [0,∞], the height of the first branch point.
If n(T ) = 1 and D(T ) ∈ (0,∞), we furthermore define
• ϑ(T )=Abv(T,D(T )), the (concatenation of) subtrees (if any) above the first branch point,
• k(T )=n(ρ, ϑ(T ))∈{0, 2, 3, . . .}∪{∞}, the number of subtrees above the first branch point.
If n(T ) 6= 1 or D(T ) ∈ {0,∞}, we define ϑ(T ) = {ρ} and k(T ) = 0. Then n, D, ϑ and k induce
functions on T. We collect some results from [19, 15, 16].
Proposition 4 ([19, 15, 16]) (i) (T, δ) is a Polish metric space.
(ii) Rh : T→ T is continuous, δ(Rh(T ), Rh
′
(T )) ≤ |h− h′|, Rh ◦Rh
′
= Rh+h
′
for all h, h′ ≥ 0.
(iii) Γ: T→ [0,∞] and Abv,Blw : T× [0,∞)→ T are continuous.
(iv) n : T→ N ∪ {∞}, D : T→ [0,∞], ϑ : T→ T, and k : T→ N ∪ {∞} are measurable.
(v) D(Rh(T )) > 0 and k(Rh(T )) <∞ for all T ∈ T, h > 0.
2.2 Convergence criteria for Skorohod’s topology
The convergence in Theorems 2 and 3 takes place in the space D([0,∞),T) of cadlag functions
taking values in the space T of isometry classes of complete separable locally compact rooted
real trees. Since T equipped with the (localised) Gromov-Hausdorff metric δ is a Polish metric
space, the space D([0,∞),T) can be equipped with Skorohod’s (J1-)topology. We specialise from
the higher generality of [18, Proposition 3.5.3] that for functions xn, x ∈ D([0,∞),T), n ≥ 0,
we have xn → x in the Skorohod sense, as n → ∞, if and only if there exists a sequence of
continuous increasing bijections λn : [0,∞)→ [0,∞) such that, as n→∞,
γ(λn) = sup
θ′>θ≥0
∣∣∣∣log λn(θ′)− λn(θ)θ′ − θ
∣∣∣∣→ 0 and sup
0≤θ≤θ0
δ(xn(θ), x(λn(θ)))→ 0 for all θ0 > 0.
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Skorohod’s topology is generated by the metric
dSk(x, x
′) = inf
λ
(
γ(λ) ∨
∫ ∞
0
e−u sup
θ≥0
(
δ(x(θ ∧ u), x′(λ(θ) ∧ u)) ∧ 1
)
du
)
,
where the infimum is taken over all continuous increasing bijections λ : [0,∞) → [0,∞). With
this definition, (D([0,∞),T), dSk) is complete and separable. See [18, Theorem 3.5.6].
Lemma 5 For all x ∈ D([0,∞),T) and h > 0, we have dSk(R
h ◦ x, x) ≤ h. Furthermore,
dSk(R
h ◦ xn, R
h ◦ x)→ 0 for all h > 0, as n→∞, implies dSk(xn, x)→ 0 as n→∞.
Proof. As δ(Rh(T ), T ) ≤ h for all T ∈ T, we have dSk(R
h◦x, x) ≤ supθ≥0 δ(R
h(x(θ)), x(θ)) ≤ h.
Let ε>0 and set h=ε/3. Then there is n0≥0 such that dSk(R
h ◦xn, R
h ◦x) < ε/3 for all n≥n0.
Hence we find for all n ≥ n0
dSk(xn, x) ≤ dSk(xn, R
h ◦ xn) + dSk(R
h ◦ xn, R
h ◦ x) + dSk(R
h ◦ x, x) < 2h+ ε/3 = ε. 
We will be interested in pruning processes in the sense of the following general definition.
Definition 6 (Pruning process) Let (X,∆X , ρX) be a pointed metric space and T ∈ TX .
A right-continuous TX-valued process (T (θ), θ ≥ 0) is called a pruning process of T if it is
decreasing for the inclusion partial order on the subsets of X and if T (0) = T . We say that
(T (θ), θ ≥ 0) is associated with point measure P on (0,∞) × T , if T (θ) is the completion of
the connected component of T \ A(θ) containing ρX , where A(θ) is the support of P((0, θ]× ·),
θ ≥ 0. We also call the T-valued process of isometry classes a pruning process.
In the next section, we will introduce families of pruning processes for which T is a random tree
and P is a random point measure, often a Poisson random measure with some intensity measure
of the form dθν(dv). In this and similar settings, the following convergence criterion is useful.
Corollary 7 If Xn := (Tn(θ), θ≥ 0), n≥ 1, and X := (T (θ), θ≥ 0) are pruning processes and if
X hn := (Tn(θ) ∩ R
h(Tn(0)), θ≥ 0)
d
−→
n→∞
(T (θ) ∩ Rh(T (0)), θ≥ 0)=:X h in the Skorohod sense for
all h > 0, then (Tn(θ), θ ≥ 0) = Xn
d
−→
n→∞
X = (T (θ), θ ≥ 0) in the Skorohod sense.
The condition X hn
d
−→
n→∞
X h for all h > 0 can be further relaxed: if for all h > 0 there is a
sequence hn → h for which X
hn
n
d
−→
n→∞
X h, then Xn
d
−→
n→∞
X , all in the Skorohod sense.
Proof. Let f : D([0,∞),TX) → R be bounded and uniformly continuous, and let ε > 0. Then
there is h>0 such that for all x, x′∈D([0,∞),TX) with dSk(x, x
′)≤h we have |f(x)−f(x′)| < ε/3.
Also, by hypothesis, there is n0 ≥ 1 such that |E(f(X
h
n )) − E(f(X
h))| < ε/3 for all n ≥ n0.
Now recall that (TX -valued) pruning processes are decreasing (for the inclusion partial order),
so Rh(Tn(θ)) ⊆ Tn(θ) ∩ R
h(Tn(0)) ⊆ Tn(θ), θ ≥ 0, and by the previous lemma dSk(X
h
n ,Xn) ≤
dSk(R
h ◦ Xn,Xn) ≤ h almost surely, so that for all n ≥ n0∣∣∣E(f(Xn))−E(f(X ))∣∣∣ ≤ ∣∣∣E(f(Xn))−E(f(X hn ))∣∣∣+∣∣∣E(f(X hn ))−E(f(X h))∣∣∣+∣∣∣E(f(X h))−E(f(X ))∣∣∣
< ε/3 + ε/3 + ε/3 = ε.
The required weak convergence follows by a suitable version of the Portmanteau theorem, see
e.g. [11, Theorem 2.1]. The relaxation of the condition to X hnn
d
−→
n→∞
X h is straightforward. 
The reader may wonder why we consider X h=(T (θ)∩Rh(T (0)), θ≥0), where we first h-erase
then prune, instead of Rh ◦ X = (Rh(T (θ)), θ ≥ 0), where we first prune then h-erase. The key
advantage of X h is that it is a pruning process associated with a point measure Ph that is just
the restriction of the point measure P of X to Rh(T (0)). On the other hand, while Rh ◦ X is a
pruning process, it is not associated with a natural point measure Ph, in general:
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Example 8 Consider a Y -shaped real tree (T, d, ρ) with branch point b ∈ T connecting three
edges of unit length, namely a trunk [[ρ, b]] and two branches ]]b, L1]] and ]]b, L2]] leading to two
leaves L1 and L2. Let h < 2/3. Then R
h just shortens the two branches by h. If P = δ(θ,v) for
some θ > 0 and v ∈]]b, L2]] with d(b, v) = h/2, then the pruning process X associated with T
and P is such that the pruning event in Rh ◦X prunes at v and also h-erases ]]b, v]] entirely, but
not the other branch at b, so any point measure Ph on (0,∞) ×Rh(T ) associated with Rh ◦ X
will require infinitely many points on ]]b, v]] accumulating at b, which is not so useful.
2.3 Discussion of the topology and results by Lo¨hr, Voisin and Winter [31]
In [31, Section 2], a topology on bi-measure R-trees is introduced. While we do not use their
topology in the present paper, their results are closely related to ours, and we would like to
discuss this in some detail both to clarify the connections and to justify our choice of topology.
A k-pointed measure R-tree is a triplet (T, (u1, . . . , uk), µ
s), where (T, d, ρ) is a complete and
separable rooted R-tree, u1, . . . , uk ∈ T and µ
s is a finite Borel measure on T . The measure µs
is the sampling measure. Two k-pointed measure R-trees are called equivalent if the supports
of the sampling measures (with the root added) are isometric by an isometry that preserves the
roots, the k points and the sampling measures. The space Twk of equivalence classes of k-pointed
measure R-trees is Polish when equipped with the k-pointed Gromov-Prohorov distance
δwk ((T, (u1, . . . , uk), µ
s), (T ′, (u′1, . . . , u
′
k), µ
s′)) = inf
φ,φ′
(
∆PrX (φ∗µ
s, φ′∗µ
s′) +
k∑
i=1
∆X(φ(ui), φ
′(u′i))
)
,
where the infimum is over all metric measure spaces (X,∆X , ρX) and all isometric embeddings
φ : T→X and φ′ : T ′→X with φ(ρ)=φ′(ρ′)=ρX , where ∆
Pr
X is the Prohorov distance on X and
φ∗µ
s = µs ◦ φ−1 denotes the push-forward from T to X of the measure µs by the function φ.
A bi-measure R-tree is a triplet (T, µs, ν), where (T, µs) is a (0-pointed) measure R-tree and
ν a Borel measure on T , which is σ-finite on and supported by (T \Lf(T ))∪{v∈T :µs({v})>0},
and which is finite on [[ρ, v]] for all v∈T . The measure ν is called the pruning measure. Two
bi-measure R-trees are equivalent if the measure R-trees are equivalent by an isometry that also
preserves the pruning measures. We write the set of equivalence classes of bi-measure R-trees
as Tbi. A sequence in Tbi is said to converge in Tbi if random subtrees spanned by the root
and k points sampled from (normalised) sampling measures δwk -converge in distribution when
equipped with the (finite) restrictions of the pruning measures, for all k≥1. This notion of con-
vergence defines a separable metrisable topology on Tbi, but completeness is not claimed. Lack
of completeness would not be a problem for us, as limiting trees have already been constructed.
In [31, Section 3], a Tbi-valued pruning process is associated with each element of Tbi: for a bi-
measure R-tree (T, µs, ν), this is a pruning process of T associated with a Poisson point measure
P on (0,∞) × T with intensity measure dθν(dv), as in Definition 6, but also equipped with
the restrictions of µs and ν. This pruning process is a stochastically continuous strong Markov
process whose distribution on D([0,∞),Tbi) depends continuously on the initial condition. In
[31, Section 4], several examples are given that are relevant to us. Invariance principles in
D([0,∞),Tbi) are obtained where trees are encoded in normalised excursions, i.e. for Brownian
and stable CRTs, in the case of Aldous-Pitman pruning (cf. our Theorem 3).
Let us explore the framework of [31] in the general setting of Theorems 2 and 3. Sampling
measures µsn on Fn and µ
s on F do not feature at all. The topology on Tbi can find application
if we can sample from a normalised counting or length measure µsn on leaves (or vertices) or
edges and, on the CRT side, from a normalised mass measure µs supported by the leaves of F .
These measures exist (see [13, 15]) as finite measures if our locally compact trees are compact,
i.e. precisely in the special case where the Galton-Watson and Le´vy forests are (sub)critical, and
with further localisation we could prove the analogue of Theorem 3, but not Theorem 2.
Pruning measures νn and ν on Fn and F are implicit in Theorems 2 and 3. They capture
the pruning mechanism as intensity measures dθνn(dv) or dθν(dv) of Poisson random measures
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Pn or P of cut points in the sense of Definition 6. In the case of pruning at branch points, the
pruning measures are suitably rescaled size measures νn({v}) = n(v,Fn) − 2 on branch points
v ∈ Br(Fn), with ν = ω + 2βℓ on the CRT side, see Section 3.3. In the case of pruning at
edges, the pruning measure on the CRT side is length measure ν = ℓ, see Section 3.2, while [31]
effectively made an (asymptotically negligible) modification to include pruning at edges. The
authors take suitably rescaled counting or length measure νn on vertices or edges of Fn.
Using counting measure on vertices corresponds (via the one-to-one correspondence between
edges and non-root vertices) to counting measure on edges, when placing cut points at the top
ends of edges, whereas removal of an edge more naturally means cutting at the bottom ends
of edges (here “top end” and “bottom end” mean “vertex further from the root” and “vertex
closer to the root”, respectively). However, several edges share the same bottom end, so to prune
only one edge at the bottom end vertex, we stop looking for a point process (or we would need
infinitely many points in P for each cut as in Example 8). Intuitively, the difference between
top and bottom ends is negligible, as edge lengths tend to zero in the setting of Theorem 3. Our
methods can handle such more general pruning and prove negligibility, see Sections 5.3 and 5.4.
On the other hand, the framework of [31] is rather implicit about distances. Indeed, while the
Prohorov metric is based on distances, Gromov-Prohorov convergence does not imply Gromov-
Hausdorff convergence in general (see e.g. [10]). In order to include supercritical Galton-Watson
and Le´vy forests, we use the (localised) Gromov-Hausdorff topology in Theorems 2 and 3.
While [31] exploited that pruning measures are finite on sampled subtrees (and in Tbi they need
to have such restrictions converge), we exploit that pruning measures are locally finite on h-
erased subtrees (for length measures, and by Corollary 15 also for the Abraham-Delmas pruning
measures). As h-erased subtrees are discrete (by Proposition 4(v)), we effectively show the
convergence of point processes branch by branch and in branch points (in Sections 5.2 and 5.4)
and so establish the analogous convergence of pruning measures restricted to h-erased subtrees.
3 Introduction to T-valued pruning processes
3.1 Galton-Watson real trees and Le´vy forests
To define Galton-Watson trees we specify the distribution of (D,k, ϑ) of Section 2.1 recursively.
Specifically, ϑ will be distributed as ⊛i∈{1,...,ℓ}Ti for independent and identically distributed Ti,
i ∈ {1, . . . , ℓ}. If all Ti have distribution Q, we denote this distribution of ⊛i∈{1,...,ℓ}Ti by Q
⊛ℓ.
Definition 9 (GW-real trees [16]) (i) A Galton-Watson real tree with unit edge lengths
and offspring distribution ξ on N satisfying ξ(1) < 1, a GW(ξ)-real tree for short, is a
T-valued random variable, whose distribution Qξ is the unique distribution Q on T that
satisfies
Q(g(D)1{k=i}G(ϑ)) =
∞∑
m=1
g(m)ξ(1)m−1 ξ(i)Q⊛i(G) (4)
for all i ∈ N and all nonnegative measurable functions g on [0,∞) and G on T.
(ii) Suppose ξ satisfies ξ(1) = 0 and [conservativity]
∫ 1−
|gξ(s) − s|
−1dr = ∞, where gξ(s) =∑
n≥0 ξ(n)s
n. A GW(ξ, c)-real tree, or a Galton-Watson real tree with exponentially dis-
tributed edge lengths with parameter c ∈ (0,∞) and offspring distribution ξ, is a T-valued
random variable, whose distribution Qξ,c is the unique distribution Q on T that satisfies
Q(g(D)1{k=i}G(ϑ)) =
∫ ∞
0
g(x)ce−cxdx ξ(i)Q⊛i(G) (5)
for all i ∈ N and all nonnegative measurable functions g on [0,∞) and G on T.
(iii) A GW(ξ;µ)-real resp. GW(ξ, c;µ)-real forest is a T-valued random variable with distribu-
tion Pµξ =
∑
ℓ≥0 µ(ℓ)Q
⊛ℓ
ξ resp. P
µ
ξ,c=
∑
ℓ≥0 µ(ℓ)Q
⊛ℓ
ξ,c so that µ = P
µ
ξ (n∈·) = P
µ
ξ,c(n∈·).
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For any metric space (X,∆X , ρX), we also refer to a TX-valued random variable as a Galton-
Watson tree/forest, if its isometry class in T has distribution Qξ, Qξ,c, P
µ
ξ or P
µ
ξ,c, respectively.
Existence and uniqueness of Qξ and Qξ,c were shown in [16, Lemma 2.15]. We can rephrase the
definitions of Qξ and Qξ,c, as follows: under Qξ, respectively under Qξ,c,
1. D and (k, ϑ) are independent,
2. D ∼ geom(1− ξ(1)) respectively D ∼ Exp(c), where ∼ means “has distribution”,
3. k ∼ ξ˜ where ξ˜(i) = ξ(i)/(1 − ξ(1)), i = 0, 2, 3, . . ., and ξ˜(1) = 0,
4. and conditionally given {k = i}, we have ϑ ∼ Q⊛iξ respectively ϑ ∼ Q
⊛i
ξ,c.
The following theorem demonstrates how GW(ξ, c)-real trees/forests appear as limits of GW(ξn)-
real trees/forests, summarising [16, Lemma 3.22, Remark 3.23, Theorem 3.24, (89)]. This result
contains an invariance principle analogous to Theorem 1, but in a discrete limit regime.
Theorem 10 ([16]) Let ξ be a conservative offspring distribution, ξ(0) < 1, ξ(1) = 0, c > 0.
Let µ be a distribution on N, µ(0)< 1. Let γn> 0, n ≥ 1, with γn→∞ as n → ∞. Then the
following convergences as n→∞ are equivalent:
(a) ξ˜n → ξ and µn → µ weakly on N, and γn(1 − ξn(1)) → c, where we write ξ˜n for the
distribution ξn conditioned on N \ {1}, i.e. ξ˜n(k) = ξn(k)/(1 − ξn(1)), k 6= 1, ξ˜n(1) = 0.
(b) (νn)
∗⌊γn⌋ → ν and µn → µ weakly on Z, where we write ν for the law of X1 for a compound
Poisson process (Xt, t ≥ 0) with holding parameter c and jump law ν(k) = ξ(k+1), k ≥ −1.
(c) Pµnξn (·/γn)→ P
µ
ξ,c weakly on T.
(d) Qξn(·/γn)→ Qξ,c weakly on T, and µn → µ weakly on N. Furthermore, the joint distribu-
tions of (D,k, ϑ) under Qξn converge weakly to those under Qξ,c.
Let us note that the class of Galton-Watson forests is closed under h-erasure:
Lemma 11 (cf. Kesten [28], Neveu [34]) (i) For a GW(ξ;µ)-real forest F and h∈N, the
forest Rh(F) is a GW(ξh;µh)-real forest, where ξh and µh have generating functions
gξh(s) =
gξ(p+ s(1− p))− p
1− p
and gµh(s) = gµ(p+ s(1− p)), (6)
where p = Qξ(Γ ≤ h).
(ii) For a GW(ξ, c;µ)-real forest F and h ∈ (0,∞), the forest Rh(F) is a GW(ξh,c, ch;µh)-real
forest, where ch = c(1− g′ξ(p)) and ξ
h,c and µh have generating functions
gξh,c(s) = s+
gξ(s+ (1− s)p)− (s+ (1− s)p)
(1− p)(1− g′ξ(p))
and gµh(s) = gµ(p + (1− s)p),
where p = Qξ,c(Γ ≤ h).
Le´vy forests have been introduced as genealogical forests of continuous-state branching processes
[29, 13, 14, 15], in the sense of a variety of limit theorems. Before introducing Le´vy forests and
Le´vy trees rigorously, let us add that a (ψ; ̺)-Le´vy forest F consists of infinitely many Le´vy trees
and can be written as concatenation ⊛i∈I(Ti(0), di, ρi), where
∑
i∈I δ(Ti,di,ρi) is a Poisson random
measure with intensity measure
∫
[0,∞) xNψ̺(dx), where Nψ is the σ-finite measure on T that
describes a single Le´vy tree, see [15, 16]. Le´vy trees (and hence similarly Le´vy forests) can also
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be characterised by their branching property at fixed heights: roughly, under Nψ, for each a > 0,
conditionally given Blw(T , a), the forest Abv(T , a) is the concatenation ⊛i∈I(a)(Ti(a), di,a, ρi,a)
of a Poisson point process with intensity measure
∫
[0,∞) xNψ̺a(dx) for some distribution ̺a, see
[35, 16]. For the purpose of this paper, it will be most convenient to introduce Le´vy forests and
Le´vy trees via their h-erasures, as was established in [16, Theorems 3.16, 3.18 and 3.20].
Definition 12 (Le´vy forests [16]) A T-valued random variable F is a Le´vy forest if Rh(F) is
a Galton-Watson real forest for all h > 0, and if n(F) =∞ with positive probability. Specifically,
F is a (ψ; ̺)-Le´vy forest if Rh(F) is a GW(ξh,ψ, ch,ψ;µh,ψ)-real forest for all h > 0, where
ch,ψ=ψ′(η(h)) and ξh,ψ and µh,ψ have generating functions
gξh,ψ(s) = s+
ψ((1− s)η(h))
η(h)ψ′(η(h))
and gµh,ψ (s) =
∫
[0,∞)
e−x(1−s)η(h)̺(dx),
where
∫∞
η(h) du/ψ(u) = h. The distribution of a (ψ; ̺)-Le´vy forest on T is denoted by P
̺
ψ. For a
metric space (X,∆X , ρX), we also refer to a TX-valued random variable as a Le´vy forest if its
isometry class has distribution P ̺ψ.
Proposition 13 (Le´vy trees [15, 17]) For every branching mechanism (1) satisfying (2) there
is a σ-finite measure Nψ on T with the following properties. We have Nψ(n 6=1) = 0, and the
concatenation ⊛i∈I(Ti, di, ρi) of the points (Ti, di, ρi), i∈ I, of a Poisson random measure on T
with intensity measure
∫
[0,∞) xNψ̺(dx) is a (ψ; ̺)-Le´vy forest for any distribution ̺ on [0,∞).
We have Nψ(R
h ∈ · |Γ > h) = Qξh,ψ,ch,ψ , Nψ(Γ > h) = η(h), and there is a family of regular
conditional probability measures Nψ( · |Γ= h), h> 0, such that
1
η(h)
∫∞
h′ Nψ( · |Γ = h)|η
′(h)|dh =
Nψ( · |Γ>h
′).
By [14, Theorem 4.7], the limit ω({v}) = limh↓0 n(v,R
h(F))/η(h) exists for all v ∈ F a.s. for any
(ψ; ̺)-Le´vy forest. Since η(h)→∞ as h ↓ 0, this limit can only be non-zero if n(v,F) =∞, hence
ω is supported by the root and branch points with infinite multiplicity. Following Miermont [32],
we refer to ω({v}) as the width of v, and to the atomic measure ω as the width measure of F . For a
(ψ; ̺)-Le´vy forest ⊛i∈I(Ti, di, ρi) as in Proposition 13, ω({ρ}) = limh↓0
1
η(h)#{i ∈ I : Γ(Ti) > h}
has distribution ̺, by the Strong Law of Large Numbers for Poisson processes.
Theorem 14 (Reconstruction, [17]) For (ψ; ̺), h > 0, ξh,ψ, ch,ψ, µh,ψ as in Definition 12,
consider a TX-valued GW(ξ
h,ψ, ch,ψ;µh,ψ)-real forest F∗. Conditionally given F∗,
• let P1=
∑
v∈I δ(v,Tv) be a Poisson random measure on F∗×T with intensity measure ℓ×N
h
ψ,
where
N
h
ψ = 2βNψ( · ; Γ ≤ h) +
∫
(0,∞)
xP δxψ ( · ; Γ ≤ h)π(dx),
• independently for each v∈Br(F∗) with m :=n(v,F∗)−1, let
Tv ∼
1
|ψ(m)(η(h))|
(
2β1{j=2}δ{v} +
∫
(0,∞)
xmP δxψ ( · ; Γ ≤ h)π(dx)
)
,
• independently for each v∈Lf(F∗), let Tv∼Nψ( · |Γ = h),
• and, independently, for the root ρ of F∗ with m := n(F∗) subtrees in F∗, let
Tρ ∼
1
|L(m)(η(h))|
∫
[0,∞)
xmP δxψ ( · ; Γ ≤ h)̺(dx) ,
where L(m) is the m-th derivative of L(θ) =
∫
[0,∞) e
−θx̺(dx), the Laplace transform of ̺.
We denote by F the tree obtained by grafting on F∗ the tree Tv at v ∈ F∗, for all v ∈ I∪Br(F∗)∪
Lf(F∗) ∪ {ρ}. Then, a.s. R
h(F) = F∗ and F is a (ψ; ̺)-Le´vy forest.
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Corollary 15 Let F be a (ψ; ̺)-Le´vy forest F with width measure ω, and h > 0. Then con-
ditionally given Rh(F), the restriction of ω to Rh(F) is a random measure. Its conditional
distribution given Rh(F) is, as follows. We have ω({v})=Wv , v∈Ih ∪ Br(R
h(F)) ∪ {ρ}, where
independently,
• P =
∑
v∈Ih
δ(v,Wv) is a Poisson random measure on R
h(F)×(0,∞) with intensity measure
ℓ(dv) × xe−xη(h)π(dx),
• Wv has Laplace transform ψ
(m)(η(h)+θ)/ψ(m)(η(h)) if m=n(v,Rh(F))−1, v∈Br(Rh(F)),
• Wρ has Laplace transform L
(m)(η(h)+θ)/L(m)(η(h)) if m=n(Rh(F)).
Proof. Instead of (Rh(F),F), we may consider (F∗,F) as in Theorem 14. As noted just above
Theorem 14, 1η(h′)#{i ∈ I : Γ(Ti) > h
′} → x as h′ → 0, P δxψ -a.s. As P
δx
ψ (Γ ≤ h) = e
−xη(h), the
distribution of Tρ yields Wρ ∼ x
me−xη(h)̺(dx)/|L(m)(η(h))|, conditionally given n(F∗) = m,
with Laplace transform as claimed. The same argument, with ̺ and L replaced by π and ψ,
yields the distributions (1{m=2}2βδ0(dx)+x
me−xη(h)π(dx))/|ψ(m)(η(h))| of Wv, v ∈ Br(R
h(F)),
from the distributions of Tv, as well as the intensity measure of P, by standard mapping of the
Poisson random measure P1 under the map that projects Tv onto the width of its root v. 
3.2 Pruning at edges of GW trees and Aldous-Pitman pruning of Le´vy forests
Consider a pruning process (τE(θ), θ ≥ 0) as defined in the introduction following [9], constructed
from a Galton-Watson tree τ = τE(0) ∼ GW(ξ) and independent pruning times Me ∼ Exp(1),
e ∈ E(τ). To study the convergence of such pruning processes, we will need to understand finite-
dimensional marginals, which we will represent in the product space Tk. For times 0=θ1<θ2<
· · ·<θk<θk+1=∞, the finite-dimensional vector (τ
E(θj), 1 ≤ j ≤ k) is governed by discretised
pruning times. For 1 ≤ j ≤ k, we write Je = j if Me ∈ (θj , θj+1], i.e. if edge e is pruned
between times θj and θj+1. We denote the distribution of Je by qj = P(Je= j) = e
−θj−e−θj+1 ,
1 ≤ j ≤ k. In particular, qk = e
−θk is the probability of no pruning before time θk. For a
vertex v ∈ V (τ) with #Ev(τ) = m children, the edges are pruned according to independent Je,
e ∈ Ev(τ). Therefore, the numbers Nj = #Ev(τ
E(θj)) − #Ev(τ
E(θj+1)) of edges present in
τE(θj), but not in τ
E(θj+1), and Nk = #Ev(τ
E(θk)) present in τ
E(θk), form a multinomially
distributed random vector (N1, . . . , Nk) with probability function
P(N1 = n1, . . . , Nk = nk) =
m!
n1! · · · nk!
k∏
j=1
q
nj
j , n1, . . . , nk ∈ N, n1 + · · ·+ nk = m.
As a consequence, #Ev(τ
E(θj)) = Nj + · · · +Nk, 1 ≤ j ≤ k, have joint probability function
P(Nj + · · ·+Nk = ij , 1 ≤ j ≤ k) =
i1!q
ik
k
ik!
k−1∏
j=1
q
ij−ij+1
j
(ij − ij+1)!
, m = i1 ≥ i2 ≥ · · · ≥ ik ≥ 0.
In a GW(ξ)-real tree, the first branch point (or leaf) above the root is at a geom(1−ξ(1)) height.
Each edge is pruned with probability 1− qk = 1−e
−θk , so the minimum of the height of the first
branch point of τE(0) and the first pruning height of τE(θk) is geom(1− ξ(1)qk). Furthermore,
this first leaf or branch point is a leaf of τE(θk) due to pruning below the first leaf or branch
point of τE(0) with probability (1 − qk)ξ(1)/(1 − ξ(1)qk), indeed pruning occurred between
θj and θj+1 with probability qjξ(1)/(1 − ξ(1)qk), 1 ≤ j ≤ k − 1. Finally, with probability
(1 − ξ(1))/(1 − ξ(1)qk), there is no pruning of τ
E(θk) below the first leaf or branch point of
τE(0). More precisely, this first branch point (or leaf) is with m 6= 1 children with probability
ξ(m)/(1 − ξ(1)qk).
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For 1 ≤ j ≤ k, projections πj : T
k → T are induced by πj(T1, . . . , Tk) = Tj and inclusions
ιj,k : Tj→Tk by ιj,k(T1, . . . , Tj)=(T1, . . . , Tj , {ρ}, . . . , {ρ}). Then πj and ι
j,k are continuous. For
a measure Q on Tj, denote by ιj,k∗ Q the pushforward of Q under ι
j,k, so ιj,k∗ Q is the distribution
on Tk of a Q-distributed random variable in Tj with trivial components j+1, . . . , k added.
We write Dj = D ◦ πj and nj = n ◦ πj, 1 ≤ j ≤ k, and then introduce functions n,D, ϑ,k on
T
k as n = (n1, . . . ,nk), D = min{D1, . . . ,Dk}, ϑ = (Abv(π1,D), . . . ,Abv(πk,D)), k = n ◦ ϑ. In
particular, note that ϑ and k refer to the subtrees above the same height D = min{D1, . . . ,Dk},
not above the individual first branch points at heights D1, . . . ,Dk. Note also that k takes values
in vectors with not all entries equal to 1, but some may be equal to 1. It is reasonable to give
the following definition for more general pruning distributions (qj, 1 ≤ j ≤ k).
Definition 16 (Pruning at edges, GW(ξ)) We fix an offspring distribution ξ with ξ(1) < 1
and consider a pruning distribution q=(qj, 1≤j≤k). For k=1 we set Q̂=Qξ as the distribution
of an unpruned GW(ξ)-real tree. For k≥2, a q-pruning at edges of a GW(ξ)-real tree is a Tk-
valued random variable (T1, . . . ,Tk), whose distribution Q̂q1,...,qk−1 is such that under Q̂q1,...,qk−1 ,
1. D and (k, ϑ) are independent,
2.E D ∼ geom(1− ξ(1)qk),
3.E k ∼ ξ˜ where ξ˜(i1, . . . , ik)=

ξ(1)qj
1− ξ(1)qk
if i1= · · ·= ij=1>ij+1= · · ·= ik=0, 1≤j≤k−1,
ξ(i1)
1− ξ(1)qk
i1!q
ik
k
ik!
k−1∏
j=1
q
ij−ij+1
j
(ij − ij+1)!
if 1 6= i1≥· · ·≥ ik≥0,
where the first line reflects pruning on an edge below the first branch point of T1 and the
second line pruning of a multinomially distributed number of the i1 ≥ 2 edges just above
the first branch point of T1, also including ξ˜(0, . . . , 0) = ξ(0)/(1 − ξ(1)qk),
4.E and conditionally given {k = (i1, . . . , ik)}, we have ϑ as a concatenation of ij − ij+1 trees
with distribution ιj,k∗ Q̂q1,...,qj−1 , 1 ≤ j ≤ k − 1, and ik trees with distribution Q̂q1,...,qk−1 .
Note that the first formula in 3.E is actually a special case of the second formula here. Also, it is
useful to leave the no-pruning probability qk = 1− q1−· · ·− qk−1 implicit in notation Q̂q1,...,qk−1
since in 4.E the no-pruning probability is not qj, but 1−q1−· · ·−qj−1 = qj+ · · ·+qk, as required.
Definition 17 A pruning process (T E(θ), θ ≥ 0) in the sense of Definition 6 is called a GW(ξ)-
pruning process with pruning at edges if (the isometry classes of) T E(θ1), . . . ,T
E(θk) have joint
distribution Q̂q1,...,qk−1 for all 0=θ1<θ2< · · ·<θk<θk+1=∞, where qj = e
−θj −e−θj+1 , 1≤j≤k.
Lemma 18 For each offspring distribution ξ, there is a unique family of distributions Q̂q1,...,qk−1,
qi ≥ 0, 1 ≤ i ≤ k − 1, q1 + · · · + qk−1 < 1, k ≥ 1, that satisfies the recursive Definition 16.
Proof. The proof of [16, Lemma 2.15] for the unpruned case k = 1 of GW(ξ)-real trees can be
adapted, using induction on k, for any fixed sequence qi ≥ 0 with q1 + · · ·+ qj < 1, j ≥ 1. 
Definition 16 decomposes the distribution Q̂q1,...,qk−1 into quantities amenable to taking limits.
The following definition applies to Le´vy forests, as well as to GW(ξ, c)-real trees/forests:
Definition 19 (Aldous-Pitman pruning, [8]) A pruning process (T AP(θ), θ≥0) of T ∈ TX
is called an Aldous-Pitman pruning process of T if P = PAP is a Poisson random measure on
(0,∞) × T with intensity measure dθℓ(dv), where ℓ is the length measure on T .
12
Proposition 20 For an Aldous-Pitman pruning process (T AP(θ), θ ≥ 0) of a GW(ξ, c)-real tree,
with ξ(1)=0, the distributions Q̂θ2,...,θk on T
k of (T AP(θ1), . . . ,T
AP(θk)), 0= θ1<θ2< · · ·<θk,
are uniquely determined by Q̂=Qξ,c for k=1, and the following recursive rule for k≥2. Under
Q̂θ2,...,θk ,
1. D and (k, ϑ) are independent,
2.E D ∼ Exp(c+ θk),
3.E k ∼ ξ˜ where ξ˜(i1, . . . , ik)=

θj+1 − θj
c+ θk
if i1= · · ·= ij=1>ij+1= · · ·= ik=0, 1≤j≤k−1,
cξ(i1)
c+ θk
if 1 6= i1= · · ·= ik,
where the first line reflects pruning on the branch below the first branch point of T AP(0)
and the second line no pruning below the first branch point of T AP(0),
4.E and conditionally given {k = (i1, . . . , ik)}, we have ϑ as a concatenation of ij − ij+1 trees
with distribution ιj,k∗ Q̂θ2,...,θj , 1 ≤ j ≤ k − 1, and ik trees with distribution Q̂θ2,...,θk .
Proof. In an Aldous-Pitman pruning process up to time θk, the Poisson random measure has
intensity measure θkℓ. For a GW(ξ, c)-real tree, this holds branch by branch, cutting each Exp(c)
branch into a geom(c/(c + θk)) number of Exp(c + θk) parts. In particular, the probability
of pruning on the first branch is θ/(c + θk). By standard thinning, this further splits into
(θj+1 − θj)/(c + θk), 1 ≤ j ≤ k − 1, for pruning of T
AP(θj+1), but not T
AP(θj). By the same
reasoning as in the setup of Definition 16, we deduce the distribution of (D,k, ϑ) under Q̂θ2,...,θk
from the Definition of GW(ξ, c)-real trees and the independence and identical distribution of
the Poisson random measure on subtrees. Uniqueness is obtained as indicated in Lemma 18. 
Corollary 21 For an Aldous-Pitman pruning process (FAP(θ), θ ≥ 0) of a GW(ξ, c;µ)-real
forest, (FAP(θ1), . . . ,F
AP(θk)) has joint distributions P̂
µ
θ2,...,θk
:=
∑
ℓ≥0 µ(ℓ)Q̂
⊛ℓ
θ2,...,θk
.
Note that pruning on every edge only occurs at exponentially distributed heights, so no thinning
occurs at the first branch point. Hence, either ϑ ∼ Q̂θ2,...,θj or ϑ ∼ Q̂
⊛i1
θ2,...,θk
, no concatenations
of different Q̂θ2,...,θj , 1≤j≤k, occur. Recall that Le´vy forests F were defined via R
h(F), h > 0.
Proposition 22 A TX-valued random process (F(θ), θ≥ 0) is an Aldous-Pitman pruning pro-
cess of a (ψ; ̺)-Le´vy forest F=F(0) if and only if for all h>0, the process (F(θ)∩Rh(F), θ≥0)
is an Aldous-Pitman pruning process of a GW(ξh,ψ, ch,ψ;µh,ψ)-real forest, with ξh,ψ, ch,ψ, µh,ψ as
in Definition 12. In particular, F(θ) = FAP(θ) is a (ψ̂θ; ̺)-Le´vy forest, where ψ̂θ(u) = ψ(u)+θu.
Proof. For the “if” part, note that F is a (ψ; ̺)-Le´vy forest by definition, and that the Aldous-
Pitman pruning processes (F(θ)∩Rh(F), θ ≥ 0), h > 0, yield a Poisson random measure P with
intensity measure dθℓ(dv) on (0,∞) ×
⋃
h>0R
h(F) = [0,∞) × F \ Lf(F), but since ℓ does not
charge Lf(F) and adding further point masses on Lf(F) to P would not change the distribution
of the associated pruning process, this identifies (F(θ), θ ≥ 0) as an Aldous-Pitman pruning
process. The “only if” part is straightforward. Finally, note that we obtain from Proposition 20
for k = 2 that FAP(θ) ∩ Rh(FAP(0)) ∼ GW(ξh,ψθ , c
h,ψ
θ ;µ
h,ψ), where ch,ψθ = c
h,ψ + θ = ψ′θ(η(h))
and
g
ξh,ψθ
(s) =
ch,ψ
ch,ψ + θ
gξh,ψ(s) +
θ
ch,ψ + θ
= s+
ψ̂θ((1− s)η(h))
η(h)ψ̂′θ(η(h))
,
and these are offspring distributions as they appear when erasing a (ψ̂θ; ̺)-Le´vy forest. 
We state a related result for Galton-Watson trees with pruning at edges. Its proof is easier
and left to the reader.
Proposition 23 For a GW(ξ;µ)-pruning process (F(θ), θ≥0) with pruning at edges and ξh, µh
from (6), (F(θ) ∩Rh(F(0)), θ≥0) is a GW(ξh;µh)-pruning process with pruning at edges.
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3.3 Pruning at branch points of GW trees, and Abraham-Delmas pruning
Consider a pruning process (τB(θ), θ ≥ 0) as defined in the introduction following [3], con-
structed from a Galton-Watson tree τ = τB(0)∼GW(ξ) and independent pruning times Mv ∼
Exp(#Ev(τ)−1), v∈Br(τ). Then no pruning occurs below the first branch point. We will later
need more general pruning, which allows non-exponential pruning time distributions Hm, m≥1,
for branch points with #Ev(τ)=m, and also pruning below the first branch point.
Definition 24 (H-pruning, pruning at branch points, GW(ξ)) Fix an offspring distribu-
tion ξ with ξ(1) < 1 and a family H=(Hm,m≥1) of pruning time distributions on (0,∞]. Given
a TX-valued GW(ξ)-real tree T , an H-pruning process of a GW(ξ)-real tree is a pruning pro-
cess in the sense of Definition 6 that is associated with a point measure P =
∑
v∈Br+(T ) δ(Θv ,v)
with Br+(T ) = {v ∈ T \({ρ} ∪ Lf(T )) : d(ρ, v) ∈ N} as the set of branch points including fur-
ther points between unit segments on branches and Θv∼Hn(v,T )−1(dθ), v∈Br
+(T ). We write
(T H(θ), θ ≥ 0). If Hm = Exp(m − 1), m ≥ 2, and H1 = δ∞ is the point mass at ∞, it is
called a GW(ξ)-pruning process with pruning at branch points and written (FB(θ), θ ≥ 0). For
GW(ξ;µ)-real forests, we similarly define pruning processes (FB(θ), θ ≥ 0) with pruning at
branch points and H-pruning processes (FH(θ), θ ≥ 0).
Proposition 25 For an H-pruning process (T H(θ), θ ≥ 0) of a GW(ξ)-real tree, the distribu-
tions Q˜H;θ2,...,θk of (T
H(θ1), . . . ,T
H(θk)), 0 = θ1 < θ2 < · · · < θk, are uniquely determined by
Q˜H=Qξ for k=1 and the following recursive rule for k≥2. Under Q˜H;θ2,...,θk ,
1. D and (k, ϑ) are independent,
2.B D ∼ geom(1− ξ(1)H1((θk,∞])),
3.B k ∼ ξ˜ where ξ˜(i1, . . . , ik)=
ξ(i1)Hi1((θj , θj+1])
1− ξ(1)H1((θk,∞])
if i1= · · ·= ij>ij+1= · · ·= ik=0, 1≤j≤k,
but excluding the case i1=1, j=k. where the case i1 = 1 reflects pruning at a single-child
vertex below the first branch point of T1 and the case i1 6= 1 no pruning or pruning at the
first branch point of T1, and ξ˜(0, . . . , 0) = ξ(0)/(1 − ξ(1)H1((θk,∞])),
4.B and conditionally given {k = (i1, . . . , ik)}, we have ϑ as a concatenation of ij − ij+1 trees
with distribution ιj,k∗ Q˜H;θ2,...,θj , 1 ≤ j ≤ k − 1, and ik trees with distribution Q˜H;θ2,...,θk .
Definition 26 (H-pruning, GW(ξ, c)) Let H1 be a measure on (0,∞), finite on bounded
sets, H :=(H1;Hm,m≥2) and c>0. An H-pruning process of a GW(ξ, c)-real tree is a pruning
process of a TX-valued GW(ξ, c)-real tree T associated with P = P1 +
∑
v∈Br(T ) δ(Θv ,v) where
P1 is a Poisson random measure on (0,∞) × T with intensity measure H1(dθ)ℓ(dv) and Θv ∼
Hn(v,T )−1(dθ), v ∈ Br(T ). We write (T
H(θ), θ ≥ 0), and (FH(θ), θ ≥ 0) for GW(ξ, c;µ)-forests.
Proposition 27 For an H-pruning process (T H(θ), θ ≥ 0) of a GW(ξ, c)-real tree, with ξ(1) =
0, the distributions Q˜H;θ2,...,θk of (T
H(θ1), . . . ,T
H(θk)), 0 = θ1 < θ2 < · · · < θk, are uniquely
determined by Q˜H=Qξ,c for k=1 and the following recursive rule for k≥2. Under Q˜H;θ2,...,θk ,
1. D and (k, ϑ) are independent,
2.B D ∼ Exp(c+H1((0, θk])),
3.B k ∼ ξ˜ where ξ˜(i1, . . . , ik)=

H1((θj, θj+1])
c+H1((0, θk])
if i1=1,
cξ(i1)Hi1((θj , θj+1])
c+H1((0, θk])
if i1 6=1,
i1= · · ·= ij>ij+1= · · ·= ik=0,
1≤ j≤k, but excluding the case i1 = 1, j = k, where the first line reflects pruning on the
branch below the first branch point of T1 and the second line no pruning or pruning at the
first branch point of T1, and ξ˜(0, . . . , 0) = cξ(0)/(c +H1((0, θk])),
4.B and conditionally given {k = (i1, . . . , ik)}, we have ϑ as a concatenation of ij − ij+1 trees
with distribution ιj,k∗ Q˜H;θ2,...,θj , 1 ≤ j ≤ k − 1, and ik trees with distribution Q˜H;θ2,...,θk .
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Proof of Propositions 25 and 27. The recursive rules for Q˜H;θ2,...,θk and Q˜H;θ2,...,θk are
straightforward. Uniqueness follows as indicated in Lemma 18. 
The definition of Abraham-Delmas pruning processes depends on the width measure ω supported
by the branch points of a Le´vy forest F , see after Proposition 13. We denote by ω the restriction
of ω to F \{ρ}. Following Lo¨hr, Voisin and Winter [31], we define Abraham-Delmas’ [2] pruning
processes as a special case of pruning processes driven by a more general σ-finite pruning measure
ν on F \ Lf(F), i.e. ν is finite on compact subsets of F \ Lf(F) such as [[ρ, v]], v∈F \ Lf(F).
Definition 28 (ν-pruning, Abraham-Delmas pruning) Let T ∈ TX and ν a σ-finite mea-
sure on the skeleton T \ Lf(T ) of T . A pruning process (T ν(θ), θ ≥ 0) is called a ν-pruning
process of T if it is associated with a Poisson random measure with intensity measure dθν(dv).
Let F be a (ψ; ̺)-Le´vy forest and ν = ω + 2βℓ, where ω and ℓ are the width and length
measures of F , and β is the quadratic coefficient of ψ in (1). Then we refer to a ν-pruning
process of F as an Abraham-Delmas pruning process of F , and use notation (FAD(θ), θ ≥ 0).
Note that Aldous-Pitman pruning processes of T ∈ TX are ν-pruning processes for ν = ℓ,
the length measure of T . We can obtain the analogue of Proposition 22 and identify the pruning
process (FAD(θ)∩Rh(FAD(0)), θ ≥ 0) as νh-pruning process of the GW(ξh, ch;µh), where νh is
the restriction of ν = ω + 2βℓ to Rh(FAD(0)). However, this is less useful than the ℓ-pruning
process of Proposition 22, since unlike ℓ, the measure νh is not an intrinsic measure that can
be constructed from Rh(FAD(0)). Cf. [31, Proposition 2.25]. Instead, we conclude this section
by providing an autonomous description of this pruning process as an H-pruning process, and
a similar result for the h-erasure of a GW(ξ)-pruning process with pruning at branch points,
which yields an H-pruning process.
Proposition 29 A TX-valued random process X := (F(θ), θ≥0) is an Abraham-Delmas prun-
ing process of a (ψ; ̺)-Le´vy forest F=F(0) if and only if the process X h := (F(θ)∩Rh(F), θ≥0)
is an H-pruning process of a GW(ξh,ψ, ch,ψ;µh,ψ)-real forest for all h > 0, with ξh,ψ, ch,ψ, µh,ψ
as in Definition 12 and
H1((0, θ]) = ψ
′(η(h) + θ)− ψ′(η(h)), θ≥0, and Hm((θ,∞]) =
ψ(m)(η(h) + θ)
ψ(m)(η(h))
, θ≥0, m≥2.
Remark 30 When η(h) = ψ−1(λ), the process X h = (F(θ) ∩ Rh(F), θ ≥ 0) has the same
distribution as the pruning process Xλ := (Fλ(θ), θ ≥ 0) based on Poisson sampling, studied in
[4, Section 6.1]. While convergence of Fλ(θ) to F(θ), in distribution as λ→∞, is easily obtained
from [4, Proposition 4.1 and Theorem 5.1], Proposition 29 here implies Skorohod convergence
Xλ → X , in distribution as λ → ∞, since dSk(X
h,X ) ≤ h as in the proof of Corollary 7 yields
X h → X almost surely as h ↓ 0, while dSk(Xλ,X ) does not allow deterministic a.s. bounds.
Proof of Proposition 29. For the “only if” part, Corollary 15 provides the conditional distri-
bution of ω given Rh(F). For each realisation of (Rh(F), ω), the process (FAD(θ)∩Rh(F), θ ≥ 0)
is a νh-pruning process, where νh is the restriction of ν = ω + 2βℓ to Rh(F). Specifically, each
v ∈ Rh(F) withWv = ω({v}) > 0 has an independent pruning timeMv ∼ Exp(Wv), and further
pruning occurs according to an independent Poisson random measure
∑
v∈Iℓ
δ(Mv,v) with inten-
sity measure dθ2βℓ(dv). Given the distribution of Wv in branch points of R
h(F) from the proof
of Corollary 15, the conditional distribution of Mv given only R
h(F) is a mixed exponential
distribution with survival function
1{m=2}2β
|ψ(m)(η(h))|
+
∫
(0,∞)
e−xθ
xme−xη(h)
|ψ(m)(η(h))|
π(dx) =
ψ(m)(η(h) + θ)
ψ(m)(η(h))
if m = n(v,Rh(F)) − 1 ≥ 2. For m = 1, the atoms of ω of size Wv at v on the branches
follow a Poisson random measure
∑
v∈Iω
δ(Wv,v), and the association of Mv ∼ Exp(Wv) pruning
15
times is a marking operation for this Poisson random measure. By the mapping theorem for
Poisson random measures,
∑
v∈Iω
δ(Mv ,v) is a Poisson random measure with intensity measure
ℓ(dv) ×
∫
(0,∞) xe
−xθdθxe−xη(h)π(dx). By superposition of Poisson random measures, the νh-
pruning process has pruning on branches according to a Poisson random measure with intensity
measure (
2βdθ +
∫
(0,∞)
x2e−x(η(h)+θ)π(dx)dθ
)
ℓ(dv) = ψ′′(η(h) + θ)dθℓ(dv).
For the “if” part, first note that in the “only if” setting, X h := (F(θ) ∩ Rh(F), θ ≥ 0) →
(F(θ), θ ≥ 0) =: X a.s., since dSk(X
h,X ) ≤ h, as in the proof of Corollary 7. Now consider any
forest F˜ such that X˜ h := (F˜(θ)∩Rh(F˜), θ ≥ 0)
d
= X h for all h > 0. Then X˜ h→X˜ :=(F˜(θ), θ≥0)
a.s. and X˜ h
d
−→
n→∞
X in distribution. Hence X˜
d
=X , as required. 
We deduce from this new result marginal distributions obtained in [2, 5] using different methods.
Corollary 31 ([2, 5]) Let (FAD(θ), θ≥0) be an Abraham-Delmas pruning process of a (ψ; ̺)-
Le´vy forest. Then FAD(θ) is a (ψ˜θ; ̺)-Le´vy forest, θ≥0, where ψ˜θ(u) = ψ(θ+u)− ψ(θ), u≥0.
Proof. Recall from Definition 12 that ξh,ψ(m) = η(h)m−1(−1)mψ(m)(η(h))/ψ′(η(h))m!, m 6= 1.
We see from the recursive definition of Q˜H;θ that F
AD(θ) ∩Rh(FAD(0))∼GW(ξh,ψθ , c
h,ψ
θ ;µ
h,ψ),
where ch,ψθ =c
h,ψ+H1((0, θ]) = ψ
′(η(h))+(ψ′(η(h)+θ)−ψ′(η(h))) = ψ′(η(h)+θ) = ψ′θ(η(h)) and
g
ξh,ψθ
(s)=
ch,ψ
ch,ψ+H1((0, θ])
∑
m6=1
ξh,ψ(m)
(
Hm((θ,∞])s
m +Hm((0, θ])
)
+
(
1−
ch,ψ
ch,ψ+H1((0, θ])
)
=
1
ψ′(η(h)+θ)
∑
m6=1
(η(h))m−1(−1)m
m!
(
ψ(m)(η(h)+θ)sm + ψ(m)(η(h)) − ψ(m)(η(h)+θ)
)
+
(
1−
ψ′(η(h))
ψ′(η(h) + θ)
)
=s+
ψ(η(h)+θ−η(h)s) + ψ(η(h)−η(h)) − ψ(η(h)+θ−η(h))
η(h)ψ′(η(h) + θ)
= s+
ψ˜θ((1−s)η(h))
η(h)ψ˜′θ(η(h))
.
The desired result follows from Definition 12 and the fact that FAD(θ)∩Rh(FAD(0))→ FAD(θ)
almost surely, as h ↓ 0. 
The analogous result for Galton-Watson trees with pruning at branch points is as follows.
Proposition 32 Let (FB(θ), θ ≥ 0) be a pruning process of a GW(ξ;µ)-real forest FB(0) = F
with pruning at branch points at exponential rates, and let h ∈ N. Then (FB(θ)∩Rh(F), θ ≥ 0)
is an H-pruning process of Rh(F) ∼ GW(ξh;µh), with ξh, µh as in (6) and
H1((θ,∞])=
g′ξ(pe
−θ)
g′ξ(p)
, θ ≥ 0, and Hm((θ,∞])=
e−(m−1)θg
(m)
ξ (pe
−θ)
g
(m)
ξ (p)
, θ ≥ 0, m≥2,
where p = Qξ(Γ ≤ h). In particular, F
B(θ) ∩Rh(F) ∼ GW(ξhθ ;µ
h), where
gξhθ
(s) =
gξ(pe
−θ + s(1− p)e−θ)− pe−θ − gξ(e
−θ) + e−θ
(1− p)e−θ
.
The proof is more elementary than for Abraham-Delmas pruning processes and left to the reader.
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4 Convergence of H-pruning processes
In this section we establish the following general convergence result for H-pruning processes of
Galton-Watson trees in the discrete limit regime of Theorem 10. We will later use this result to
establish Theorem 2, and we will use similar arguments for Theorem 3.
Theorem 33 In the setting of Theorem 10, consider a sequence (Fn(θ), θ ≥ 0) of H
(n)-pruning
processes of GW(ξn;µn)-real forests, n ≥ 1, and suppose that H
(n) = (H
(n)
m ,m ≥ 1) is such that
γnH
(n)
1 → H1 vaguely on [0,∞), and H
(n)
m → Hm weakly on [0,∞], m ≥ 2, as n→∞.
Suppose furthermore that H
(n)
m , m ≥ 1, n ≥ 1, H1 and Hm, m ≥ 2, are non-atomic. Then
(Fn(θ)/γn, θ ≥ 0)
d
−→
n→∞
(F(θ), θ ≥ 0), where (F(θ), θ ≥ 0) is an H-pruning process of a
GW(ξ, c;µ)-real forest with H = (H1;Hm,m ≥ 2).
Remark 34 Theorem 33, as well as our proofs, remain valid whenH
(n)
m and/orHm,m ≥ 2, have
an atom at ∞. Finite-dimensional convergence, as well as our proofs, hold for general pruning
time distributions – we just need to exclude the countable number of θ-values that appear as
atoms of pruning time distributions. Showing tightness in Lemma 43 is straightforward in many
special cases, e.g. when pruning times are integer-valued, but the general result appears to
require a less immediate extra argument to deal with multiple pruning events, which we do
not attempt here, as we will not require this higher generality (see [26, Theorem VI.2.15] for
convergence criteria when processes are increasing but not simple counting functions).
The proof of Theorem 33 is spread over the following three subsections. Specifically, we will
establish finite-dimensional convergence in Proposition 40 and tightness in D([0,∞),T) in Corol-
lary 45.
4.1 One-dimensional convergence
We start by a simple lemma, which follows easily from the definition of H/H-pruning processes.
Lemma 35 (a) Let (T H(θ), θ ≥ 0) be an H-pruning process of a GW(ξ)-real tree as in Defi-
nition 24. Let θ ≥ 0. Then T H(θ) is a GW(ξθ)-real tree, where
ξθ(i) = ξ(i)Hi((θ,∞]), i ≥ 1, ξ
θ(0) = ξ(0) +
∑
i≥1
ξ(i)Hi((0, θ]).
(b) Let (T H(θ), θ ≥ 0) be an H-pruning process of a GW(ξ, c)-real tree as in Definition 26.
Let θ ≥ 0. Then T H(θ) is a GW(ξθ,c, cθ)-real tree, where cθ = c+H1((0, θ]) and
ξθ,c(i) =
cξ(i)Hi((θ,∞])
c+H1((0, θ])
, i ≥ 2, ξθ,c(0) = ξ(0) +
1
c+H1((0, θ])
∑
i≥2
ξ(i)Hi((0, θ]).
Proposition 36 (i) In the setting of Theorem 33, Fn(θ)/γn
d
−→
n→∞
F(θ) for each θ ≥ 0.
(ii) In the case µn = 1, n ≥ 1, when the forest Fn(θ) consists of a single tree Tn(θ), n ≥ 1,
and hence F(θ) consists of a single tree T (θ), we have
(Tn(θ)/γn,D(Tn(θ)/γn),k(Tn(θ)/γn))
d
−→
n→∞
(T (θ),D(T (θ)),k(T (θ))).
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Proof. First note that in forests of H-pruning processes, the number of trees does not depend
on θ, so we only need to consider the case of single trees, i.e. µ = µn = δ1. We will apply
Theorem 10 to the pruned trees. To this end, note that with convergence of offspring and
pruning distributions as assumed in Theorem 33, we obtain, as n→∞,
γn(1−ξ
θ
n(1)) = γn(1−ξn(1)H
(n)
1 ((θ,∞])) = γn(1−ξn(1)) + ξn(1)γnH
(n)
1 ((0, θ])→ c+H1((0, θ]),
where ξθn is associated with ξn and H as in Lemma 35. For i ≥ 2, as n→∞,
ξ˜θn(i) :=
ξθn(i)
1− ξθn(1)
=
γn(1− ξn(1))ξ˜n(i)H
(n)
i ((θ,∞])
γn(1− ξθn(1))
→
cξ(i)Hi((θ,∞])
c+H1((0, θ])
= ξθ,c(i).
This establishes criterion (a) of Theorem 10, and the equivalence with criterion (d) of Theorem
10 completes this proof. 
4.2 Finite-dimensional convergence
We first note Lemmas 37 and 38, which follow easily from the definitions of H- and H-pruning
processes.
Lemma 37 (a) Let (T H(θ), θ ≥ 0) be an H-pruning process of a GW(ξ)-real tree as in Def-
inition 24. Then for all θ > 0, we have (D(T H(0)),D(T H(θ))) ∼ (A,A ∧ B), where
A ∼ geom(1− ξ(1)) and B ∼ geom(H1(0, θ]) are independent.
(b) Let (T H(θ), θ ≥ 0) be an H-pruning process of a GW(ξ, c)-real tree as in Definition 26.
Then for all θ > 0, we have (D(T H(0)),D(T H(θ))) ∼ (A,A ∧B), where A ∼ Exp(c) and
B ∼ Exp(H1(0, θ]) are independent.
Lemma 38 (a) Let (T (θ), θ ≥ 0) be an H-pruning process of a GW(ξ)-real tree as in Def-
inition 24, and let θ′ ≥ 0. Then the post-θ′-process (T H(θ′ + θ), θ ≥ 0) is an Hθ
′
-
pruning process of a GW(ξθ
′
)-real tree, where ξθ
′
is as in Lemma 35 and Hθ
′
i ((0, θ]) =
Hi((θ
′, θ′ + θ])/Hi((θ
′,∞]), θ ≥ 0, if Hj((θ
′,∞]) > 0, Hθ
′
i = δ∞ otherwise, i ≥ 1.
(b) Let (T H(θ), θ ≥ 0) be an H-pruning process of a GW(ξ, c)-real tree as in Definition 26,
and let θ′ ≥ 0. Then (T H(θ′+ θ), θ ≥ 0) is an H
θ′
-pruning process of a GW(ξθ
′,c, cθ
′
)-real
tree, where (ξθ
′,c, cθ
′
) is as in Lemma 35 and Hθ
′
i ((0, θ]) = Hi((θ
′, θ′ + θ])/Hi((θ
′,∞]) if
Hi((θ
′,∞]) > 0, Hθ
′
i = δ∞ otherwise, i ≥ 2, and H
θ′
1 ((0, θ]) = H1((θ
′, θ′ + θ]), θ ≥ 0.
Corollary 39 In the setting of Proposition 36(ii), we have for all θ ≥ θ′ ≥ 0
(D(Tn(θ
′)/γn),D(Tn(θ)/γn), 1{D(Tn(θ′))=D(Tn(θ))})
d
−→
n→∞
(D(T (θ′)),D(T (θ)), 1{D(T (θ′))=D(T (θ))}).
Proof. By Lemma 38, it suffices to consider the case θ′ = 0. By Lemma 37, we may
write the LHS as (An, An ∧ Bn, 1{An≤Bn}) and the RHS as (A,A ∧ B, 1{A≤B}), where γnAn ∼
geom(1 − ξn(1)) and γnBn ∼ geom(H
(n)((0, θ])) are independent, and A ∼ Exp(c) and B ∼
Exp(H1((0, θ])) are independent. Now An
d
−→
n→∞
A and Bn
d
−→
n→∞
B are instances of the usual
geometric to exponential convergence as demonstrated in the proof of Proposition 36. Then
(An, An ∧Bn, An −Bn)
d
−→
n→∞
(A,A∧B,B−A) as (a, b) 7→ (a, a∧ b, b− a) is continuous. Hence,
P(An ≤ a,An ∧Bn ≤ b, 1{An≤Bn} = 1) = P(An ≤ a,An ∧Bn ≤ b,An −Bn ≤ 0)
−→ P(A ≤ a,A ∧B ≤ b,A−B ≤ 0) = P(A ≤ a,A ∧B ≤ b, 1{A≤B} = 1).

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Proposition 40 In the setting of Theorem 33, we have finite-dimensional convergence, i.e.
(Fn(θ1)/γn, . . . ,Fn(θk)/γn)
d
−→
n→∞
(F(θ1), . . . ,F(θk)) for 0=θ1<θ2< · · ·<θk<θk+1=∞.
Proof. As in Proposition 36, we may assume µ = µn = δ1. We fix an increasing sequence
(θj , j ≥ 1) with θ1 = 0 and proceed by induction on k. For k = 1, convergence holds by
Proposition 36 (or by Theorem 10). For k ≥ 2, we simplify notation and denote the scaled trees
by S
(j)
n := Tn(θj)/γn, 1≤j≤k, n≥1. The induction hypothesis states that
(S(1)n , . . . ,S
(j)
n )
d
−→
n→∞
Q˜H;θ2,...,θj for all j < k. (7)
By Proposition 36, the sequence in n≥1 of distributions on T×[0,∞)×N of (S
(j)
n ,D(S
(j)
n ),k(S
(j)
n ))
is tight for each j = 1, . . . , k. By Corollary 39, also the sequence in n ≥ 1 of distributions on
[0,∞)2×{0, 1} of (D(S
(j)
n ),D(S
(k)
n ), 1{D(S(j)n )=D(S
(k)
n )}
) is tight for each j = 1, . . . , k− 1. As
tightness of marginals implies tightness of joint distribution, the sequence of distributions on
(T× [0,∞)×N×{0, 1})k of ((S
(j)
n ,D(S
(j)
n ),k(S
(j)
n ), 1{D(S(j)n )=D(S
(k)
n )}
), 1 ≤ j ≤ k) is tight. Con-
sider any subsequence (n(r))r≥1 along which the distributions converge. By Skorohod’s rep-
resentation theorem, we may assume that they converge almost surely. Denote the limit by
((Tj ,Dj ,kj , Bj), 1 ≤ j ≤ k). We deduce from Proposition 36 and Corollary 39 that
Dj = D(Tj), kj = k(Tj), Bj = 1{D(Tj)=D(Tk)}, for all j = 1, . . . , k, almost surely.
Now recall the definition of (D,k, ϑ) as functions on Tk before Definition 16 and note that
D
(
S
(1)
n(r), . . . ,S
(k)
n(r)
)
= min1≤j≤kD
(
S
(j)
n(r)
)
= D
(
S
(k)
n(r)
)
−→ D (Tk) = D (T1, . . . ,Tk)
ϑ
(
S
(1)
n(r), . . . ,S
(k)
n(r)
)
=
(
Abv
(
S
(j)
n(r),D(S
(k)
n(r))
)
, 1 ≤ j ≤ k
)
−→ ϑ (T1, . . . ,Tk)
k
(
S
(1)
n(r), . . . ,S
(k)
n(r)
)
=
(
k
(
S
(j)
n(r)
)
1
{D(S
(1)
n(r)
)=D(S
(k)
n(r)
)}
+ 1
{D(S
(j)
n(r)
)>D(S
(k)
n(r)
)}
, 1 ≤ j ≤ k
)
−→
(
k (Tj) 1{D(T1)=D(Tk)} + 1{D(Tj)>D(Tk)}, 1≤j≤k
)
= k (T1, . . . ,Tk)
(8)
almost surely, as r → ∞. Denote by Qr the distribution on T
k of (S
(1)
n(r), . . . ,S
(k)
n(r)) and by Q
the distribution on Tk of (T1, . . . ,Tk). For 1 ≤ j ≤ k, projections π
k,j : Tk → Tk are induced by
πk,j(T1, . . . , Tk) = (T1, . . . , Tj , {ρ}, . . . , {ρ}). These projections are continuous. Let g : [0,∞) →
[0,∞) and G : T→ [0,∞) be bounded continuous functions. By Proposition 25, Qr satisfies for
all i1 = · · · = ij > ij+1 = · · · = 0, 1 ≤ j ≤ k,
Qr(g(D)1{k=(i1,...,ik)}G(ϑ)) = Qr(g(D))Qr(k = (i1, . . . , ik))Q
⊛i1
r (G ◦ π
k,j).
We have Qr → Q weakly, as r → ∞, and by (8), we have shown that the joint distributions
of (D,k, ϑ) under Qr converge to the joint distribution of (D,k, ϑ) under Q. Hence for all
g,G, i1, . . . , ik as above
Q(g(D)1{k=(i1,...,ik)}G(ϑ)) = Q(g(D))Q(k = (i1, . . . , ik))Q
⊛i1(G ◦ πk,j). (9)
By induction hypothesis (7), we can identify the limit of projections onto the first j < k compo-
nents, and hence Q⊛i1(G◦πk,j) = Q˜⊛i1
H;θ2,...,θj
(G). By Proposition 36(ii), D ∼ Exp(c+H((0, θk]))
under Q, and we also check, using arguments as for Proposition 36, that for all i1, . . . , ik as
above,
Q(k = (i1, . . . , ik)) = lim
r→∞
Qr(k = (i1, . . . , ik)) = lim
r→∞
ξn(r)(i1)H
(n(r))
i1
((θj , θj+1])
1− ξn(r)(1)H
(n(r))
1 ((θk,∞])
= lim
r→∞
γn(r)(1−ξn(r)(1))ξ˜n(r)(i1)H
(n(r))
i1
((θj , θj+1])
γn(r)(1−ξn(r)(1)H
(n(r))
1 ((θk,∞]))
=
cξ(i1)Hi1((θj , θj+1])
c+H1((0, θk])
,
applying part 3.B of Proposition 25 and Theorem 10(a). But then Q = Q˜H;θ2,...,θk is uniquely
identified by (9). Since Q does not depend on (n(r))r≥1, the tight sequence Qr, r ≥ 1, of
distributions on Tk converges to Q˜H;θ2,...,θk . 
19
4.3 Tightness
For T ∈ T, let Va(T ) = #Br(Blw(T, a)) + #Lf(Blw(T, a)) be the number of branch points and
leaves of Blw(T, a) including leaves at height a that are due to the truncation at height a, but
excluding the root. We need the following result only to demonstrate a method of proof that
we then refine for the following result, which we do need.
Lemma 41 In the setting of Theorem 10, the distribution of Va under P
µn
ξn
(·/γn) converges
weakly to the distribution of Va under P
µ
ξ,c.
Proof. It is straightforward to deduce the result for forests from the corresponding result
for the case µ = µn = δ1 of single trees. Since ξ is conservative, Va is N-valued under Qξ,c.
Let p
(n)
a (m) = Qξn(Va(·/γn) = m) and pa(m) = Qξ,c(Va = m), m ≥ 1. We will show that
|p
(n)
an (m) − pan(m)| → 0 for all an → a ≥ 0 and m ≥ 1, as n → ∞, using strong induction on
m. For m = 1, this holds since (D,k) under Qξn(·/γn) converges and since the distribution of
D under Qξ,c is continuous, so, as n→∞,
p(n)a (1) = Qξn(D(·/γn) ≥ a or k = 0)→ Qξ,c(D ≥ a or k = 0) = pa(1).
This convergence is uniform, because a 7→ p
(n)
a (1) is decreasing for all n ≥ 1 and since a 7→ pa(1)
is continuous. For m = 2, we have p
(n)
a (2) = 0 = pa(2), and for m ≥ 3, we have
p(n)a (m) =
m−1∑
ℓ=2
Qξn(D(·/γn) < a,k = ℓ, Va−D(·/γn)(ϑ/γn) = m− 1)
and for all 0 ≤ b ≤ a
Q⊛ℓξn (Va−b(·/γn) = m) =
∑
i1≥1,...,iℓ≥1:
i1+···+iℓ=m−1
ℓ∏
j=1
p
(n)
a−b(ij).
We consider the bounded and continuous function b 7→
∏ℓ
j=1 pb(ij) =: f(b). Since the terms in
the products are probabilities in [0, 1], we estimate∣∣∣∣∣∣Qξn
1{D(·/γn)<an,k=ℓ} ℓ∏
j=1
p
(n)
an−D(·/γn)
(ij)
 −Qξ,c
1{D<an,k=ℓ} ℓ∏
j=1
pan−D(ij)
∣∣∣∣∣∣
≤
∣∣∣∣∣∣Qξn
1{an−D(·/γn)>0,k=ℓ}
 ℓ∏
j=1
p
(n)
an−D(·/γn)
(ij)−
ℓ∏
j=1
pan−D(·/γn)(ij)
∣∣∣∣∣∣
+
∣∣∣∣∣∣Qξn
1{an−D(·/γn)>0,k=ℓ} ℓ∏
j=1
pan−D(·/γn)(ij)
−Qξ,c
1{a−D>0,k=ℓ} ℓ∏
j=1
pa−D(ij)
∣∣∣∣∣∣
+
∣∣∣∣∣∣Qξ,c
1{an−D>0,k=ℓ} ℓ∏
j=1
pan−D(ij)− 1{a−D>0,k=ℓ}
ℓ∏
j=1
pa−D(ij)
∣∣∣∣∣∣
≤
ℓ∑
j=1
Qξn
(∣∣∣p(n)an−D(·/γn)(ij)− pan−D(·/γn)(ij)∣∣∣)
+
∣∣Qξn (1{an−D(·/γn)>0,k=ℓ}f(an −D(·/γn))) −Qξ,c (1{a−D>0,k=ℓ}f(a−D))∣∣
+
∣∣Qξ,c (1{an−D>0,k=ℓ}f(an −D)− 1{a−D>0,k=ℓ}f(a−D))∣∣
−→ 0,
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as n→∞ and an → a, by the induction hypothesis, the Dominated Convergence Theorem, and
since (D,k) under Qξn(·/γn) converges. Since there are only finitely many ℓ = 2, . . . ,m− 1 and
i1 ≥ 1, . . . , iℓ ≥ 1 with i1 + · · ·+ iℓ = m− 1, we obtain∣∣∣p(n)an (m)− pan(m)∣∣∣→ 0,
as n→∞ and an → a, and the induction proceeds. 
Denote by La(T ) ∈ [0,∞] the total length of a real tree T ∈ T truncated at height a, i.e. the
total length of Blw(T, a). We can refine this result to obtain joint convergence of total lengths
below height a with the numbers Va,i of branch points x below height a that have degree i+ 1,
i ≥ 2.
Lemma 42 In the setting of Theorem 10, the distribution of (La, (Va,i, i ≥ 2)) under P
µn
ξn
(·/γn)
converges weakly to the distribution of (La, (Va,i, i ≥ 2)) under P
µ
ξ,c.
Proof. We use the same method of proof as in the previous lemma to show that for all λ ≥ 0
and for all m ∈M := {(mi)i≥2 : mi ∈ N,
∑
i≥2mi <∞},
p(n)a (m) := Qξn(e
−λLa(·/γn)1{Va,i(·/γn)=mi,i≥2})→ Qξ,c(e
−λLa1{Va,i=mi,i≥2}) =: pa(m),
and indeed |p
(n)
an (m) − pan(m)| → 0, as n→∞ and an → a ≥ 0. Then
p(n)a (0) = Qξn(e
−λLa(·/γn)1{D(·/γ)≥a or k=0})→ Qξ,c(e
−λLa1{D≥a or k=0}) = pa(0),
and as a continuous limit of decreasing functions, this holds uniformly in a ≥ 0. Writing eℓ for
the ℓth unit vector (0, . . . , 0, 1, 0, . . .) in M, we note that
p(n)a (m) =
∑
ℓ≥2: mℓ≥1
∑
(m(1),...,m(ℓ))∈Mℓ :
m
(1)+···+m(ℓ)=m−eℓ
Qξn
(
e−λD(·/γn)1{D(·/γn)<a,k=ℓ}
ℓ∏
i=1
p
(n)
a−D(·/γn)
(m(i))
)
.
The remainder of the proof is now easily adapted from the proof of the previous lemma. 
For a pruning process X :=(F(θ), θ≥0), we denote by Ma,θ(X ) = #{θ
′∈ (0, θ] : Blw(F(θ′), a) 6=
Blw(F(θ′−), a)} the number of pruning events that correspond to jump times of the pruning
process during time interval (0, θ] and below height a. Using the point process P from Definition
24, we also consider the number that includes further pruning times for events in components
when they have already been disconnected from the root; we denote this total number of pruning
events in (0, θ] and below height a by Na,θ(X ) = P([0, θ] × Blw(F(0), a)).
Lemma 43 In the setting of Theorem 33, for a sequence Xn = (Fn(θ), θ ≥ 0) of H
(n)-pruning
processes of GW(ξn, µn)-real forests, n ≥ 1, we have, as n→∞,
(Na,θ(Xn/γn), θ ≥ 0)→ (Na,θ, θ ≥ 0), in distribution in D([0,∞),N),
where the distribution of (Na,θ, θ ≥ 0) is, as follows. For a GW(ξ, c;µ)-real forest F , con-
ditionally given (La(F), (Va,i(F), i ≥ 2)), the distribution of (Na,θ, θ ≥ 0) is that of a sum of
an inhomogeneous Poisson process with intensity measure La(F)H1(dθ) and an independent
counting process
∑
i≥2
Va,i(F)∑
j=1
1{Θi,j≤θ}, where Θi,j ∼ Hi, 1 ≤ j ≤ Va,i(F), i ≥ 2, are independent.
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Proof. As (Na,θ(Xn/γn), θ ≥ 0) is a simple counting process, we only need finite-dimensional
convergence, see [26, Proposition VI.3.37(b)]. We use notation L
(n)
a =L[γna](Fn(0)) and V
(n)
a,i =
Va,i(Fn(0)/γn), i ≥ 2. Let 0 = θ1 < θ2 < · · · < θk < θk+1 =∞. We set q
(n)
i,j = H
(n)
i ((θj , θj+1]),
i ≥ 1, 1 ≤ j ≤ k, and denote by N
(n)
a the vector with entries Na,θj+1(Xn/γn) − Na,θj(Xn/γn),
1 ≤ j ≤ k − 1. Let m ≥ 1, mi ≥ 0, i ≥ 2 with
∑
i≥2mi ≤ m and n1 ≥ 0, . . . , nk−1 ≥ 0. We also
set m1 := m−
∑
i≥2mi and nk := m− n1 − · · · − nk−1. Then
P(N (n)a =(n1, . . . , nk−1)|L
(n)
a =m,V
(n)
a,i =mi, i≥2) =
∑
ri,j∈N,i≥2,1≤j≤k :∑
j ri,j=mi,i≥2;∑
i ri,j=nj,1≤j≤k
m!
∏
i≥1:
mi≥1
k∏
j=1
(q
(n)
i,j )
ri,j
ri,j !
,
where the index set of the sum just captures formally all possible matchings of m = n1+ · · ·+nk
pruning times distinguished only according to k time intervals with m =
∑
i≥1mi vertices
dinstinguished only according to their numbers of subtrees. By Lemma 42, (L
(n)
a /γn;V
(n)
a,i , i ≥ 2)
converges in distribution. As γnq
(n)
1,j = γnH
(n)
1 ((θj , θj+1]) → H1((θj , θj+1]) =: q1,j , 1≤ j ≤ k−1,
and q
(n)
i,j → Hi((θj , θj+1])=:qi,j , 1≤j≤k, i≥2, we find,
E
(
e−λL
(n)
a /γn1
{V
(n)
a,i =mi,i≥2}
1
{N˜
(n)
a =(n1,...,nk−1)}
)
→
∑
ri,j∈N,i≥2,1≤j≤k :∑
j ri,j=mi,i≥2;∑
i ri,j=nj,1≤j≤k
E
e−λLa1{Va,i=mi,i≥2}
k−1∏
j=1
(Laq1,j)
r1,j
r1,j !
e−Laq1,j
 ∏
i≥2:
mi≥1
k∏
j=1
(qi,j)
ri,j
ri,j!
 ,
as n→∞, as required for finite-dimensional convergence. 
Corollary 44 In the setting of the previous lemma, the sequence of distributions on D([0,∞),N)
of (Ma,θ(Xn/γn), θ ≥ 0), n ≥ 1, is tight.
Proof. The previous lemma yields tightness of the distributions of (Na,θ(Xn/γn), θ ≥ 0), n ≥ 1.
Since Na,θ(Xn/γn) −Na,θ′(Xn/γn) ≥ Ma,θ(Xn/γn)−Ma,θ′(Xn/γn) for all θ ≥ θ
′ ≥ 0, n ≥ 1, we
obtain the desired result from [26, Proposition VI.3.35]. 
Corollary 45 In the setting of Theorem 33, the sequence of distributions on D([0,∞),T) of
(Fn(θ)/γn, θ ≥ 0), n ≥ 1, is tight.
Proof. Let Yn = (Fn(θ)/γn, θ≥0). Recall that (Ma,θ(Yn), θ≥0) is the process counting times
of pruning events below height a of Yn, for each n ≥ 1 and a > 0. By Proposition 36, and since
Blw : T×[0,∞)→ T is continuous, the sequence of distributions on T of Blw(Fn(θ)/γn, a), n ≥ 1,
is tight. Furthermore, the processes (Blw(Fn(θ)/γn, a), θ ≥ 0), n ≥ 1, are T-valued pure jump
processes. By Corollary 44, the distributions of their jump counting processes (Ma,θ(Yn), θ ≥ 0),
n ≥ 1, form a tight sequence. Finally note that
sup
x∈D([0,∞),T)
sup
θ≥0
δ(x(θ),Blw(x(θ), a)) ≤
∫ ∞
a
re−rdr = (1 + a)e−a → 0, as a→∞.
It is now straightforward to see and stated in higher generality as an exercise problem in [18,
Problem 3.11.21] that this entails the required tightness of distributions on D([0,∞),T). 
Combining Corollary 45 with Proposition 40 completes the proof of Theorem 33. 
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5 Proofs of Theorems 2 and 3
5.1 Auxiliary convergence results for the proofs of Theorems 2 and 3
We first collect some results not explicitly stated in [16], but that can be proved using similar
arguments. The core condition in Lemma 46(i) is a version of the classical condition known to
be necessary and sufficient for convergence of associated branching processes, see e.g. [22] or
[30, Chapter 3]. We strengthen this here to uniform convergence of all derivatives, as follows:
Lemma 46 In the setting of Theorem 1, we have the following convergences.
(i) nγn
(
gξn(e
−rn/n)− e−rn/n
)
→ ψ(r) if rn → r ≥ 0 for a sequence rn ≥ 0, n ≥ 0.
(ii) γn
(
1− g′ξn(e
−rn/n)
)
→ ψ′(r) if rn → r > q0 where q0 is the largest root of ψ.
(iii) γn
nm−1
g
(m)
ξn
(e−rn/n)→ (−1)mψ(m)(r) if rn → r > q0, for all m ≥ 2.
(iv) −n log qξn → q0, as n→∞, where qξn = Qξn(Γ <∞), n ≥ 1.
(v) nηn(hnγn)→ η(h) > q0 if hn → h > 0.
(vi) gµn(e
−rn/n)→
∫
[0,∞) e
−rx̺(dx) if rn → r ≥ 0.
Proof. (i) Expressing the νn-convergence in (3) in terms of Laplace transforms, we find
eψ(r) ←
(
er/ngξn(e
−r/n)
)⌊nγn⌋
=
(
1 +
⌊nγn⌋(e
r/ngξn(e
−r/n)− 1)
⌊nγn⌋
)⌊nγn⌋
,
equivalently ⌊nγn⌋(e
r/ngξn(e
−r/n) − 1) → ψ(r) or fn(r) := nγn(gξn(e
−r/n) − e−r/n) → ψ(r).
Recall that ψ is convex with ψ(r)→∞ as r →∞. Let q be the unique position where r 7→ ψ(r)
attains its minimum. Then for rn → r ∈ (0,∞) \ {q} and ε > 0 small enough, ψ is monotonic
on [r − 3ε, r + 3ε]. Let r > q (the case r < q, where applicable, is completely analogous). We
have pointwise convergence fn(a) → ψ(a) at a = r − 2ε, a = r − ε and a = r. In particular,
since ψ is strictly increasing on [r − 3ε, r + 3ε], we will have fn(r − 2ε) < fn(r − ε) < fn(r) for
n large enough, and since fn also has a unique minimum, fn is increasing on [r − ε, r + ε] for
n large enough. The following basic result (known as Dini’s second theorem) implies that the
convergence is uniform and so fn(rn)→ ψ(r), as required:
(R) Let fn : [a, b]→ R be a sequence of monotonic functions converging pointwise to a contin-
uous function f . Then the convergence is uniform.
The cases r = 0 and r = q now follow easily via monotonicity and continuity of ψ.
(iv) In the above argument for r = q0, uniform convergence fn(a)→ ψ(a) on [q0 − ε, q0 + ε]
yields that the largest root rξn of fn lies in [q0−ε, q0+ε] for n sufficiently large. Hence, rξn → q0
as n → ∞. It is well-known that qξn is the smallest root of gξn(s) = s. Hence qξn = e
−rξn/n,
and the result follows.
(ii) Recall from Theorem 1 that Fn/γn
d
−→
n→∞
F . By continuity properties of Rh, we also
have Rγnh(Fn)/γn
d
−→
n→∞
Rh(F) and R⌊γnh⌋(Fn)/γn
d
−→
n→∞
Rh(F). By Lemma 11, R⌊γnh⌋(Fn) is a
Galton-Watson tree for each n ≥ 1, and we can apply Theorem 10 (c)⇒(a). In particular, we
obtain the edge length parameter of Rh(F) as a limit
ψ′(η(h))← fn(h) := γn(1− g
′
ξ
⌊γnh⌋
n
(0)) = γn(1− g
′
ξn(e
−ηn(⌊γnh⌋))).
Now let rn → r > q0 and h so that r = η(h). It is straightforward to check that fn and ψ
′ ◦ η
are monotonic decreasing, and by (R), this convergence is uniform on [h − 2ε, h + 2ε], for any
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ε < h/2. Since ψ ◦ η is continuous, the range of fn becomes dense as n → ∞, and we can find
find h+n and h
−
n with h
+
n − h
−
n → 0 such that r ← nηn(⌊γnh
+
n ⌋) ≤ rn ≤ nηn(⌊γnh
−
n ⌋) → r, so
that
ψ′(r)← fn(h
−
n ) ≥ ⌊γn⌋
(
1− g′ξn(e
−rn/n)
)
≥ fn(h
+
n )→ ψ
′(r).
(iii) Let ε ∈ (0, r − q0). Then rn − ε > q0 for n sufficiently large. By the Mean Value Theorem,
there are um,n ∈ (rn − ε, rn) and wm,n ∈ (rn, rn + ε) such that
g
(m−1)
ξn
(e−(rn−ε)/n)− g
(m−1)
ξn
(e−rn/n) = g
(m)
ξn
(e−um,n/n)(eε/n − 1)e−rn/n
and
g
(m−1)
ξn
(e−rn/n)− g
(m−1)
ξn
(e−(rn+ε)/n) = g
(m)
ξn
(e−wm,n/n)(1− e−ε/n)e−rn/n.
Since g
(m)
ξn
: [0, 1)→ [0,∞) is increasing, this implies
γn
nm−2
(g
(m−1)
ξn
(e−rn/n)− g
(m−1)
ξn
(e−(rn+ε)/n))
n(1− e−ε/n)e−rn/n
≤
γn
nm−1
g
(m)
ξn
(e−rn/n)
≤
γn
nm−2 (g
(m−1)
ξn
(e−(rn−ε)/n)− g
(m−1)
ξn
(e−rn/n))
n(eε/n − 1)e−rn/n
.
Now we proceed by induction on m. For m = 2, the LHS tends to (ψ′(r+ε)−ψ′(r))/ε, while the
RHS tends to (ψ′(r)− ψ′(r − ε))/ε, by (ii). Therefore, liminf and limsup are bounded by these
quantities for all ε, and hence by their limit as ε ↓ 0, which is ψ′′(r). Given the convergence for
m− 1, the same argument establishes the induction step for m, using the induction hypothesis
instead of (ii). The factor (−1)m arises, because the limits of LHS (and similarly RHS) are now
(−1)m−1(ψ(m−1)(r)− ψ(m−1)(r + ε))/ε and tend to (−1)mψ(m)(r).
(v)-(vi) The results for µn and ηn are easier and left to the reader. Let us just point out
that η(h) > q0 holds since
∫∞
q0
du/ψ(u) =∞ and
∫∞
η(h) du/ψ(u) = h for all h ∈ (0,∞). 
5.2 Pruning at branch points and the proof of Theorem 2
Consider the setting of Theorem 2. By Corollary 7 it suffices to show convergence
X hnn :=
(
FBn (θ/n)/γn ∩R
hn(FBn (0)/γn), θ ≥ 0
)
d
−→
n→∞
(
FAD(θ) ∩Rh(FAD(0)), θ ≥ 0
)
=: X h,
for each h > 0, where we choose hn := ⌊hγn⌋/γn and note that hnγn ∈ N and hn → h as n→∞.
By hypothesis, FBn (0)/γn
d
−→
n→∞
FAD(0). By Proposition 4(ii), we deduce Rhn(FBn (0)/γn)
d
−→
n→∞
Rh(FAD(0)). By Lemma 11, Rhnγn(FBn (0)) is a GW(ξ
γnhn
n ;µ
γnhn
n )-real forest and by Definition
12, Rh(FAD(0)) is a GW(ξh,ψ, ch,ψ;µh,ψ)-real forest. Since Rhn(FBn (0)/γn)
d
−→
n→∞
Rh(FAD(0)),
we are in the framework of Theorem 10(c). By Proposition 29, X h is an H-pruning process,
with H = (H1;Hm,m≥ 2) as in the proposition. By Proposition 32, X
hn
n is an H
(n)-pruning
process with
H(n)m ((θ,∞]) = e
−(m−1)θ/n
g
(m)
ξn
(e−ηn(γnhn)e−θ/n)
g
(m)
ξn
(e−ηn(γnhn))
−→
ψ(m)(η(h) + θ)
ψ(m)(η(h))
= Hm((θ,∞])
γnH
(n)
1 ([0, θ]) = γn
(
1−
g′ξn(e
−ηn(γnhn)e−θ/n)
g′ξn(e
−ηn(γnhn))
)
−→ ψ′(η(h) + θ)− ψ′(η(h)) = H1([0, θ])
by Lemma 46, as n→∞, since g′ξn(e
−ηn(γnhn))→ 1, also by Lemma 46. Hence, the assumptions
of Theorem 33 are satisfied and the limit identified, so X hnn
d
−→
n→∞
X h in D([0,∞),T), as required.

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5.3 Pruning at edges and the proof of Theorem 3
The structure of the proof is the same as for Theorem 2, with FBn (θ/n) replaced by F
E
n (θ/γn),
n ≥ 1, and FAD(θ) by FAP(θ), θ ≥ 0. But here, X h is an Aldous-Pitman pruning process of
a GW(ξh,ψ, ch,ψ;µh,ψ)-real forest, by Proposition 22, and X hnn is a GW(ξ
hnγn
n ;µ
hnγn
n )-pruning
process with pruning at edges, by Proposition 23, with trees and pruning times scaled by γn.
Remark 47 X hnn is almost an H
(n)-pruning process with H
(n)
m =Exp(γn), m≥1, but not quite,
asH(n)-pruning effectively prunes at the top of edges below branch points, while pruning at edges
prunes at the bottom of edges. A possible approach would be to couple X hnn to an H
(n)-pruning
process and to show that the differences vanish in the limit. We do not pursue the coupling here,
but we establish an invariance principle for pruning at branch points with Exp(1)-pruning times
in Theorem 51 below. We now provide relevant details of a direct approach to X hnn
d
−→
n→∞
X h.
5.3.1 One-dimensional convergence for X hnn
d
−→
n→∞
X h
It is straightforward to see that FEn (θ) ∩R
hnγn(FEn (0)) is a GW(ξ̂
θ,h
n ; µ̂
θ,h
n )-real forest, where
g
ξ̂θ,hn
(s)=
gξn(1−(1−pn)e
−θ+s(1−pn)e
−θ)− pn
1− pn
and g
µ̂θ,hn
(s)=gµn(1−(1−pn)e
−θ+s(1−pn)e
−θ)
with pn=e
−ηn(hnγn)=Qξn(Γ≤hnγn). We get one-dimensional convergence from Theorem 10, as
γn
(
1− ξ̂θ/γn,hn (1)
)
−→ ch,ψ + θ = ψ̂′θ(η(h)) = c
h,ψ
θ
g
˜̂
ξ
θ/γn,h
n
(s) −→ s+
ψ((1 − s)η(h)) + θ(1− s)η(h)
η(h)(ψ′(η(h)) + θ)
= s+
ψ̂θ((1 − s)η(h))
η(h)ψ̂′θ(η(h))
= g
ξh,ψθ
(s)
g
µ̂
θ/γn,h
n
(s) −→
∫
[0,∞)
e−x(1−s)η(h)̺(dx) = gµh,ψ (s),
by straightforward calculations based on Lemma 46. By Proposition 22 this is the required limit.
5.3.2 Finite-dimensional convergence for X hnn
d
−→
n→∞
X h
For finite-dimensional convergence, we adapt the proof of Proposition 40, for scaled trees S
(j)
n :=
Tn(θj/γn)/γn, 1 ≤ j ≤ k, n ≥ 1. The main difference is that S
(k)
n = {ρ} with probability
e−θk/γn → 0, while conditionally given S
(k)
n 6= {ρ}, we have (D(S
(1)
n ),D(S
(k)
n )) ∼ (An, An ∧Bn),
where γnAn ∼ geom(1− ξ
hnγn
n (1)) and γnBn ∼ geom(1−e
−θk/γn) are independent, as in Lemma
37. This still allows us to show that the limiting distributionQ along any convergent subsequence
(n(r))r≥1 satisfies for all i1 = · · · = ij > ij+1 = · · · = ik = 0, 0 ≤ j ≤ k,
Q(g(D)1{k=(i1,...,ik)}G(ϑ)) = Q(g(D))Q(k = (i1, . . . , ik))Q
⊛i1(G ◦ πk,j),
where, inductively, Q⊛i1(G ◦ πk,j) = Q̂θ2,...,θj , 1 ≤ j ≤ k− 1, while D ∼ Exp(c
h,ψ + θk) under Q,
Q(k = (i1, . . . , ik)) = lim
r→∞
γn(r)ξ
hn(r)γn(r)
n(r) (1)
(
e−θj/γn(r) − e−θj+1/γn(r)
)
γn(r)
(
1− ξ
hn(r)γn(r)
n(r) (1)e
−θk/γn(r)
) = θj+1 − θj
ch,ψ + θk
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if i1 = · · · = ij = 1 > ij+1 = · · · = ik = 0, 1 ≤ j ≤ k − 1, and
Q(k = (i1, . . . , ik))
= lim
r→∞
γn(r)
(
1−ξ
hn(r)γn(r)
n(r) (1)
)
ξ˜
hn(r)γn(r)
n(r) (i1)
γn(r)
(
1−ξ
hn(r)γn(r)
n(r) (1)e
−θk/γn(r)
) i1!e−ikθk/γn(r)
ik!
k−1∏
j=1
(
e−θj/γn(r)−e−θj+1/γn(r)
)ij−ij+1
(ij−ij+1)!
=
 c
h,ψξh,ψ(i1)
ch,ψ + θk
if 1 6= i1 = · · · = ik
0 if 1 6= i1 ≥ · · · ≥ ij > ij+1 ≥ · · · ≥ ik ≥ 0,
since e−θk/γn(r) → 1 and (e−θj/γn(r) − e−θj+1/γn(r)) → 0. By Lemma 18 and Proposition 20,
Q = Q̂θ2,...,θk , as required. The extension from single trees to forests is straightforward.
5.3.3 Tightness of the family of distributions of X hnn , n ≥ 1
Recall that we denote by La(T ) ∈ [0,∞] the total length of a real tree T ∈ T truncated at height
a, i.e. the total length of Blw(T, a).
Lemma 48 In the setting of Theorem 10, the distribution of (La/γn, a ≥ 0) under P
µn
ξn
(·/γn)
converges weakly in D([0,∞), [0,∞)) to the distribution of (La, a ≥ 0) under P
µ
ξ,c, as n→∞.
Proof. For fixed a ≥ 0, this is part of Lemma 42. Here, we give an independent proof of
Skorohod convergence, as follows. For T ∈ T, let Za(T ) = #{v ∈ T : d(ρ, v) = a} ∈ [0,∞],
a ≥ 0. The convergence of branching processes (Za+(·/γn), a ≥ 0) under P
µn
ξn
to (Za+, a ≥ 0)
under Pµξ,c was obtained in [16, Theorem 3.24]. Note that La(T ) =
∫ a
0 Zt+(T )dt. Integration is
a continuous function from D([0,∞), [0,∞)) to D([0,∞), [0,∞)), see e.g. [18, Problem 3.11.26]
or, in much higher generality, [26, Theorem VI.6.22], so the result follows. 
Discrete pruning at edges is carried out for each edge (of unit length) at an independent
identically distributed time. Recall that for a pruning process X = (T (θ), θ ≥ 0), we denote by
Ma,θ(X ) the number of pruning times that are jump times of the pruning process during time
interval (0, θ] and below height a. Recall also that in the richer model that includes pruning
times for all edges, we denote by Na,θ(X ) the total number of pruning times including for those
edges already disconnected from the root. Although we will only require exponential pruning
time distributions when pruning at edges, we can just as well consider more general pruning
time distributions here.
Lemma 49 In the setting of Theorem 10, consider a sequence of non-atomic pruning time
distributions H
(n)
1 , n ≥ 1, on (0,∞), such that γnH
(n)
1 → H1 vaguely on [0,∞), as n → ∞.
Let Xn=(F
E
n (θ), θ≥ 0) be a GW(ξn;µn)-pruning process with pruning at edges at independent
identically H
(n)
1 -distributed pruning times. Then for each a ≥ 0, as n→∞,
(Na,θ(Xn/γn), θ ≥ 0)→ (Na,θ, θ ≥ 0) in distribution in D([0,∞),N),
where the distribution of (Na,θ, θ ≥ 0) is, as follows. For a GW(ξ, c;µ)-real forest F , condition-
ally given La(F), the counting process (Na,θ(F), θ ≥ 0) is an inhomogeneous Poisson process
with intensity measure La(F)H1(dθ).
Proof. We adapt the proof of Lemma 43. Let 0 = θ1 < θ2 < · · · < θk < θk+1 = ∞ and set
q
(n)
j = H
(n)
1 ((θj , θj+1]), 1 ≤ j ≤ k. We further simplify notation and set L
(n)
a = La(F
E
n (0))
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and La = La(F
AP(0)), also N
(n)
a for the vector of increments Na,θj+1(Xn/γn) − Na,θj(Xn/γn),
1 ≤ j ≤ k − 1. Then for all m ≥ 1 and (m1, . . . ,mk−1) with m1 + · · ·+mk−1 ≤ m,
P(N (n)a = (m1, . . . ,mk−1)|L
(n)
a = m) = m!
k−1∏
j=1
(q
(n)
j )
mj
mj !
 (q(n)k )m−m1−···−mk−1
(m−m1 − · · · −mk−1)!
.
Using L
(n)
a /γn → La in distribution, γnq
(n)
j → H1((θj , θj+1]) =: qj, 1 ≤ j ≤ k − 1, and
(q
(n)
k )
γn = (1− (γnq
(n)
1 + · · ·+ γnq
(n)
k−1)/γn)
γn → e−q1−···−qk−1 , we obtain
E
(
e−λL
(n)
a /γn1
{N
(n)
a =(m1,...,mk−1)}
)
→ E
e−λLa k−1∏
j=1
(Laqj)
mj
mj!
e−Laqj
 .

Corollary 50 In the setting of the previous lemma, the sequence of distributions on D([0,∞),N)
of (Ma,θ(Xn/γn), θ ≥ 0), n ≥ 1, is tight.
Proof. The domination argument of Corollary 44 applies again here. 
Tightness of the distributions of X hnγnn , n ≥ 1, on D([0,∞),T) follows as in Corollary 45.
Together with finite-dimensional convergence established in Section 5.3.2, this completes the
proof of Theorem 3. 
5.4 Invariance principle for equal-rate pruning at branch points
Theorem 51 In the setting of Theorem 1, the associated H-pruning processes (FHn (θ), θ ≥ 0)
with Hm = Exp(1), m ≥ 1, converge:
(FHn (θ/γn)/γn, θ ≥ 0)
d
−→
n→∞
(FAP(θ), θ ≥ 0) in D([0,∞),T),
where the limit is the Aldous-Pitman pruning process associated with a (ψ; ̺)-Le´vy forest F .
Proof. We proceed as for the proof of Theorem 2. Here, X h is an Aldous-Pitman pruning
process of a GW(ξh,ψ, ch,ψ;µh,ψ)-real forest, by Proposition 22, and it is straightforward to see
that γnX
hn
n is an H
(n)-pruning process of a GW(ξhnγnn ;µ
hnγn
n )-real forest, whereH
(n)
m = Exp(γn).
Since Rhn(FHn (0)/γn)
d
−→
n→∞
Rh(FAD(0)) is the same as in the proof of Theorem 2, we are in the
framework of Theorem 10(c) again. To apply Theorem 33, we check that for all θ ≥ 0
γnH
(n)
1 ((0, θ]) = γn(1− e
−γnθ)→ θ and H(n)m ((0, θ]) = H
(n)
1 ((0, θ])→ 0.

6 Applications
Kesten [28] studied Galton-Watson trees conditioned on non-extinction. He showed that the
resulting tree can be constructed by grafting onto an infinite half-line of vertices forests of
Galton-Watson trees. We use this representation to define associated T-valued trees, which
we call Kesten trees. See also the earlier Kallenberg [27], where closely related structures are
introduced as a tool to study cluster fields, Duquesne [12] for an invariance principle for Kesten
trees, also Athreya et al. [10, Example 7.7] for an application of the Brownian special case to
walks on trees. See [9, 3, 2] for studies of pruning processes and ascension times separately in
discrete and continuum settings.
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6.1 Pruning of Kesten trees/forests and invariance principles
Let ξ be an offspring distribution with ξ(1) < 1 that is critical, i.e.
∑
i≥0 iξ(i) = 1. Consider a
random real tree T obtained by grafting onto the infinite half-line [0,∞) at each m ∈ N \ {0}
an independent GW(ξ;µ)-real forest F (m), where µ(i) = (i+1)ξ(i+1), i ≥ 0. We refer (to any
random real tree isometric) to T as a Kesten tree with offspring distribution ξ. We denote the
distribution of the isometry class of T in T by Kξ.
Let ξ be an offspring distribution with ξ(1) = 0 that is critical, and let c ∈ (0,∞). Let Sm,
m ≥ 1, be the times of a Poisson process of rate c. Consider a random real tree T obtained by
grafting onto the infinite half-line [0,∞) at each Sm, m ≥ 1, an independent GW(ξ, c;µ)-real
forest F (m), where µ(i) = (i + 1)ξ(i + 1), i ≥ 0. We refer (to any random real tree isometric)
to T as a Kesten tree with offspring distribution ξ and lifetime parameter c. We denote the
distribution of the isometry class of T in T by Kξ,c.
Proposition 52 (i) Let ξ be critical, ξ(1) < 1. Then Kξ is the unique distribution K on T
that satisfies
K(g(D)1{k=i+1}G(ϑ)) =
∞∑
m=1
g(m)ξ(1)m−1(i+ 1)ξ(i + 1)
(
K ⊛Q⊛iξ
)
(G)
for all i ∈ N all nonnegative measurable functions g on [0,∞) and G on T.
(ii) Let c ∈ (0,∞), ξ critical and ξ(1) = 0. Then Kξ,c is the unique distribution K on T with
K(g(D)1{k=i+1}G(ϑ)) =
∫ ∞
0
g(x)ce−cxdx(i+ 1)ξ(i+ 1)
(
K ⊛Q⊛iξ,c
)
(G).
Duquesne [12] established invariance principles for (sub)critical Galton-Watson trees with im-
migration, which includes Kesten trees. In the case that arises for Kesten trees, we can define
here T-valued representations of Duquesne’s limiting immigration Le´vy trees, as follows. Let ψ
be a branching mechanism of the form (1) that is critical, i.e. ψ′(0) = 0. Let P =
∑
v∈I δ(v,Tv)
be a Poisson random measure on [0,∞)× T with intensity measure
ℓ×
(
2βNψ +
∫
(0,∞)
xP δxψ π(dx)
)
,
where ℓ is Lebesgue measure on [0,∞) and π the Le´vy measure in (1). Consider a random real
tree T obtained by grafting onto [0,∞) at each v ∈ I (a representative of) the forest Tv. We refer
(to any random real tree isometric) to T as a ψ-Kesten-Le´vy tree. We denote the distribution
of the isometry class of T in T by Kψ. The following theorem is [12, Theorem 1.5], restricted
to the special case of Kesten trees and pushed forward from coding height functions to T.
Theorem 53 (Duquesne [12]) Using notation from Theorem 1, suppose that there is a posi-
tive sequence γn →∞ such that
νn(n · )
∗⌊nγn⌋ → ν weakly, and nηn(⌊γn · ⌋)→ η pointwise, (10)
where ν is such that
∫
[0,∞) e
−rxν(dx) = eψ(r) for a (sub)critical branching mechanism (1) sat-
isfying (2). Let Tn be a Kesten tree with offspring distribution ξn, n ≥ 1. Then, as n → ∞,
Tn/γn
d
−→
n→∞
T in T, for a ψ-Kesten-Le´vy tree T .
We now take this result as the starting point to derive results analogous to Theorems 2 and 3.
Theorem 54 In the setting of Theorem 53, the associated pruning processes (T Bn (θ), θ ≥ 0)
with pruning at branch points converge, as n→∞:
(T Bn (θ/n)/γn, θ ≥ 0)
d
−→
n→∞
(T AD(θ), θ ≥ 0) in D([0,∞),T),
where the limit is the Abraham-Delmas pruning process associated with a ψ-Kesten-Le´vy tree T .
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Theorem 55 In the setting of Theorem 53, the associated pruning processes (T En (θ), θ ≥ 0)
with pruning at edges converge, as n→∞:
(T En (θ/γn)/γn, θ ≥ 0)
d
−→
n→∞
(T AP(θ), θ ≥ 0) in D([0,∞),T),
where the limit is the Aldous-Pitman pruning process associated with a ψ-Kesten-Le´vy tree T .
Remark 56 From Theorems 2, 3, 54 and 55, we can deduce generalisations to Kesten forests,
which we define as concatenations of a single Kesten tree (or Kesten-Le´vy tree) and an inde-
pendent forest of Galton-Watson trees (or Le´vy trees). Specifically, continuity of concatenation
⊛ : T2 → T yields finite-dimensional convergence, and tightness reduces to the analogue of Lem-
mas 43 and 49, for which we add two independent convergent sequences of counting processes.
We leave the details of the proofs of Theorems 54 and 55 to the reader. Briefly, it suffices to prove
that h-erasures converge. In representations of forests grafted onto the infinite half-line [0,∞),
we can then apply Lemma 46 for the convergence of the point process of numbers of trees and
Theorems 2 and 3 to the convergence of the grafted forests themselves. This is straightforward,
because Kesten trees behave nicely under h-erasure:
Lemma 57 (i) Let h∈N. Then Rh under Kξ has distribution Kξh , with ξ
h from Lemma 11.
(ii) Let h>0. Then Rh under Kξ,c has distribution Kξh,c,ch, with (ξ
h,c, ch) from Lemma 11.
(iii) Let h>0. Then Rh under Kψ has distribution Kξh,ch, with (ξ
h, ch) from Definition 12.
6.2 Pruning forests from their ascension time
We can use convergence results for Kesten trees to derive from the discrete setting of [3] a
distributional identity relating pruning processes of Le´vy trees and Kesten-Le´vy trees due to
Abraham and Delmas [2]. Specifically, Aldous and Pitman [9] studied pruning at edges of
Kesten trees T∗ in the following context. For pruning at edges of a Galton-Watson tree T , they
noted that pruning processes can be extended to θ<0 for many offspring distributions including
Poi(1), when T E(θ) ∼ Poi(e−θ), θ ∈ R. In reverse time, as θ→−∞, trees become more and
more supercritical, and there is an ascension time A := inf{a ≥ 0: Γ(T E(−a)) = ∞}∈ (0,∞).
In the Poisson case, (T E(θ), θ >−A) has the same distribution as (T E∗ (W+θ), θ >−Θ), where
W ∼Exp(1) is independent and Θ:=log(W/(1−e−W )). They point out the subtlety that while
the left limit limε↓0 T
E(−A − ε) is infinite, limε↓0 T
E
∗ (−Θ − ε) is finite, since W − Θ > 0 a.s.
This study was generalised by Abraham et al. [3] to pruning at branch points for a wide class
of offspring distributions, with log(W/(1− e−W )) replaced appropriately.
Theorem 58 Let ψ be a critical branching mechanism that is finite on (−θ0,∞) for some
θ0 ∈ (0,∞], i.e. we require
∫∞
1 e
−θrπ(dr) < ∞ for all θ ∈ (−θ0,∞), where π is the Le´vy
measure in (1). Furthermore, suppose that ψ(θ) → ∞ as θ ↓ −θ0. Let (F
AD(θ), θ > −θ0)
be a (consistently extended) Abraham-Delmas pruning process of a (ψ, δx)-Le´vy forest and A =
inf{a ≥ 0: Γ(FAD(−a)) =∞} the ascension time of its time reversal. Then
(FAD(θ), θ ≥ −A)
d
= (FAD∗ (W/x+ θ), θ ≥ −Θ),
where, on the right hand side
• (W,Θ) and (FAD∗ (θ), θ ≥ 0) are independent,
• W ∼ Exp(1) and Θ = −q−10 (W/x), where q
−1
0 : [0,∞) → (−θ0, 0] is the inverse of θ 7→
q0(θ), where q0(θ) is the largest q ≥ 0 such that ψ(θ + q) = ψ(θ),
• (FAD∗ (θ), θ ≥ 0) is an Abraham-Delmas pruning process of a Kesten-Le´vy forest F
AD
∗ (0)
defined as the concatenation of FAD(0) and an independent ψ-Kesten-Le´vy tree T∗.
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Before the proof, let us point out that this theorem is a forest version of [2, Corollary 8.2], which
can be deduced here using vague convergence 1xP
δx
ψ → Nψ on the space of σ-finite measures on
T. The proof of Theorem 58 makes use of the following lemma, which is of some independent
interest, since it demonstrates that the “domains of attraction” of ψ-Le´vy forests (in the sense
of the invariance principle of Theorem 1) are non-empty for all branching mechanisms. This
is essential for us and other applications that use approximation of Le´vy forests by discrete
Galton-Watson forests. Similar results for Galton-Watson forests with exponentially distributed
edge lengths have been pointed out in [13] and exploited in [15, 16] to construct Le´vy forests –
we use the same families of offspring distributions here, but combined with unit edge lengths.
Lemma 59 Let ψ be a branching mechanism satisfying (2), and let x > 0. Then a sequence of
pairs (ξn, µn), n ≥ 1, such that for all n ≥ 1 with ψ(n) > 0
gξn(s) = s+
ψ(n(1− s))
nψ′(n)
, µn = δ⌊nx⌋, (11)
satisfies the hypotheses of Theorem 1 with γn = ψ
′(n).
Furthermore, for all θ ∈ R such that ψ(θ−ε) <∞ for some ε > 0, the sequences (ξ0n,θ/n, µn),
n ≥ 1, associated as in Proposition 32, also satisfy the hypotheses of Theorem 1 with the same
γn = ψ
′(n), and with branching mechanism ψθ(r) = ψ(θ + r)− ψ(θ).
Proof. Fix θ∈R with ψ(θ−ε)<∞. For n sufficiently large, ψ(n) > 0 and ψ(n) > ψ(θn), where
θn := n(1− e
−θ/n), so that ξθn := ξ
0
n,θ/n is an offspring distribution with ξ
θ
n(0) > 0. Specifically,
gξθn(s) = 1 + e
θ/n(gξn(se
−θ/n)− gξn(e
−θ/n)) = s+
ψθn(ne
−θ/n(1− s))
ne−θ/nψ′(n)
(12)
is of the same form as (11) with n replaced by ne−θ/n and ψ by ψθn . Using Laplace transforms,
we express the νn-convergence in (3) as in the proof of Lemma 46 and check for all r ≥ 0 that
nψ′(n)(gξθn(e
−r/n)− e−r/n) = eθ/nψθn
(
ne−θ/n(1− e−r/n)
)
→ ψθ(r),
as n → ∞. The ηn-convergence is just a tightness condition and lim supn→∞ nηn(⌊aγn⌋) < ∞
is in fact sufficient; see e.g. [13, Theorem 2.3.1]. Now let wθn(k) :=e
−ηθn(k) :=Qξθn(Γ≤k). Denote
by qξθn the smallest q≥ 0 with gξθn(q)= q. As w
θ
n(0) = 0 and ξ
θ
n(0)> 0, and gξθn is increasing on
[0, 1], we have wθn(k+1)=gξθn(w
θ
n(k))∈(0, qξθn). By (12), this implies η˜
θ
n(k) :=ne
−θ/n(1−wθn(k))∈
(q0(θn),∞), where q0(θn) is the largest q≥0 with ψθn(q)=0. We obtain for all k≥0
0 <
(
η˜θn(k)− η˜
θ
n(k + 1)
)
ψ′(n) = ne−θ/n
(
gξθn(w
θ
n(k)) − w
θ
n(k)
)
ψ′(n) = ψθn(η˜
θ
n(k)).
Now let a > 0. Since ψθn is positive increasing on (q0(θn),∞), we find
⌊aψ′(n)⌋
ψ′(n)
=
⌊aψ′(n)⌋∑
k=1
η˜θn(k − 1)− η˜
θ
n(k)
ψθn(η˜
θ
n(k − 1))
≤
∫ ne−θ/n
η˜θn(⌊aψ
′(n)⌋)
dx
ψθn(x)
.
Then for n and x sufficiently large θn ≥ θ − ε and ψ
′′(x+ θ) ≤ 2β + 1, and as x→∞
ψθ−ε(x)
ψθ(x)
=
ψ(x+θ−ε)− ψ(θ−ε)
ψ(x+θ)− ψ(θ)
∼
ψ′(x+θ−ε)
ψ′(x+θ)
= 1−
∫ ε
0 ψ
′′(x+θ+r)dr
ψ′(x+θ)
≥ 1−
ε(2β+1)
ψ′(x+θ)
→ 1.
In particular, for any c ∈ (0, 1) and x and n large enough, say x ≥ x0 and n ≥ n0, we can bound
ψθn(x) ≥ ψθ−ε(x) ≥ cψθ(x). Now suppose for contradiction that lim supn→∞ η˜
θ
n(⌊aψ
′(n)⌋) =∞
and choose a subsequence (n(k), k≥1) along which limk→∞ η˜
θ
n(k)(⌊aψ
′(n(k))⌋)=∞. Then there
is k0≥1 such that for k≥k0, we have n(k)≥n0 and η˜
θ
n(k)(⌊aψ
′(n(k))⌋)≥x0 so that we get
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∫ ∞
ηθ(a)
dx
ψθ(x)
= a ≤ lim inf
k→∞
∫ n(k)e−θ/n(k)
η˜θ
n(k)
(⌊aψ′(n(k))⌋)
dx
ψθn(k)(x)
≤
1
c
lim inf
k→∞
∫ ∞
η˜θ
n(k)
(⌊aψ′(n(k))⌋)
dx
ψθ(x)
= 0,
which is the required contradiction. Hence lim supn→∞ η˜
θ
n(⌊aψ
′(n)⌋) <∞, and this easily entails
the tightness condition. 
Proof of Theorem 58. Consider (ξ0n,θ/n, µn) as in Lemma 59 and recall notation ξ
θ
n := ξ
0
n,θ/n,
n≥1. For n sufficiently large, we can consider (FBn (θ/n)/γn, θ≥−θ1). By Theorem 2, we have
(FBn (θ/n)/γn, θ≥−θ1)
d
−→
n→∞
(FADn (θ), θ≥−θ1) in D([−θ1,∞),T) for all θ1<θ0, and hence
(FBn (θ/n)/γn, θ > −θ0)
d
−→
n→∞
(FADn (θ), θ > −θ0) in D((−θ0,∞),T).
By Theorem 1 and Lemma 46, we have for all θ > −θ0 that, as n→∞,
P(−An ≤ θ) = P(Γ(F
B
n (θ/n)) <∞) = q
⌊nx⌋
ξθn
→ e−xq0(θ) = P(Γ(FAD(θ)) <∞) = P(−A ≤ θ),
where q0(θ) is the largest q with ψθ(q) = 0, θ < 0, and q0(θ) = 0, θ ≥ 0. We deduce that the
distributions of (An,F
B
n (θ/n), θ>−θ0) are tight. Let n(k), k≥1, be a subsequence along which
the joint distributions converge. W.l.o.g., convergence holds almost surely, where An(k)→A∞,
as k→∞, a priori does not mean that the limit is the ascension time A of the limit process.
However, as A∞
d
= A and Γ: T→ [0,∞] is continuous, A∞≤ lim infk→∞An(k)=A gives A∞=A
a.s. This identifies the joint limiting distribution, which does not depend on the subsequence,
and joint convergence in distribution follows. Since the limiting distribution of A has no atoms,
this implies
(FBn (θ/n)/γn, θ ≥ −An)
d
−→
n→∞
(FAD(θ), θ ≥ −A). (13)
To apply results from [3], we check that [3, Condition (4.10)] holds:
ξθn(0) = gξθn(0) =
ψ(n)− ψ(n(1 − e−θ/n))
nψ′(n)e−θ/n
= 0 ⇐⇒ ψ(n) = ψ(n(1− e−θ/n))
and since ψ(n(1 − e−θ/n)) → ∞ as θ ↓ −θ0, there is θn < 0 with ξ
θn
n (0) = 0. By considering
An as the minimum ascension time of the ⌊nx⌋ trees in (F
B
n (θ), θ ≥ 0), it follows easily from [3,
Propositions 4.5-4.7] that
(FBn (θ/n), θ ≥ −An)
d
= (FBn∗(W/⌊nx⌋+ θ/n), θ ≥ −Θn), (14)
where on the right-hand side,
• (W,Θn) and (F
B
n∗(θ), θ ≥ 0) are independent.
• W ∼ Exp(1) and Θn = −nq
−1
n (e
−W/⌊nx⌋), where q−1n : [0, 1)→ (θn, 0] is the inverse function
of qn(θ) = qξθn , where qξθn is the smallest q ≥ 0 with gξθn(q) = q.
• (FBn∗(θ), θ ≥ 0) is a pruning process with pruning at branch points of a Kesten forest
FBn∗(0), obtained by concatenating one ξn-Kesten tree and ⌊nx⌋ − 1 GW(ξn)-real trees.
Finally, we check joint convergence (nW/⌊nx⌋, nq−1n (e
−W/⌊nx⌋))
d
−→
n→∞
(W/x, q−10 (W/x)) by not-
ing that gn(z) = nq
−1
n (e
−z/n) is the inverse of the strictly increasing function θ 7→ −n log qn(θ/n),
which we have seen converges to the continuous and strictly increasing function θ 7→ q0(θ). This
implies that the convergence is uniform and that inverse functions also converge, as required.
We can now conclude from Theorem 54 and Remark 56 that
(FBn∗(W/⌊nx⌋+ θ/n)/γn, θ ≥ −Θn)
d
−→
n→∞
(FAD∗ (W/x+ θ), θ ≥ −Θ),
which completes the proof by uniqueness of limits, noting (14) and comparing with (13). 
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