Contrary to conventional belief, it turns out that in some problem instances of moderate size, fixed temperature simulated annealing algorithms based on a heuristic formula for determining the optimal temperature can be superior to algorithms based on cooling. Such a heuristic formula, however, often seems elusive. In practical cases considered we include instances of traveling salesman, quadratic assignment, and graph partitioning problems, where we obtain results that compare favorably to the ones known in the literature. Abstract. Contrary to conventional belief, it turns out that in some problem instances of moderate size, fixed temperature simulated annealing algorithms based on a heuristic formula for determining the optimal temperature can be superior to algorithms based on cooling. Such a heuristic formula, however, often seems elusive. In practical cases considered we include instances of traveling salesman, quadratic assignment, and graph partitioning problems, where we obtain results that compare favorably to the ones known in the literature.
2. Selected applications.
The TSP.
The TSP is commonly used in investigating the performance and behavior of simulated annealing. The TSP is used in two founding papers on simulated annealing, Kirkpatrick, Gellat, and Vecchi [12] andČerný [5] and is more thoroughly followed up in Kirkpatrick [13] and Aarts, Korst, and van Laarhoven [3] .
In the TSP we are given n cities and our task is to find the shortest path through each and all of the cities, returning to the city where the path arbitrarily commenced. Between each pair of cities is given a distance, although this could be, for example, time or cost of travel. We will consider symmetric cases of the TSP, where the distance from one city to another is equal to the distance in the reverse. Distances may be, among others, Euclidean (calculated from Cartesian coordinates of the cities), geographic (calculated from coordinates on the earth's surface), or (specified) road distances.
Let p(i) denote the ith city to be visited, and let d c1 c2 denote the distance between cities c 1 and c 2 . The objective function is the length of a given path and is given by (1) .
Implementation details.
In applying simulated annealing to the TSP, the following method will be used. The cities are numbered 1, . . . , n arbitrarily. A feasible solution is a given path and is stored as an n-entry array, representing the order in which the cities are to be visited (with multiple array assignments corresponding to the same path). The total number of possible paths is |S| = (n − 1)! 2 .
An initial path is given by an arbitrary sequence of the numbers 1 to n, and for our purposes it is chosen randomly. A neighbor of a given path, for a symmetric TSP, is generated by choosing two cities randomly, say, the ith and the jth city visited, and reversing the order in which the cities i + 1 (modulo n) up to j are visited. This is called a 2-opt move.
The 2-opt move leads to a neighborhood size of
if only neighbors that differ from the existing solution are allowed. (Choosing j as following or preceding i would result in no change to the path.) The following pseudocode gives a possible way of generating i and j: k = integer(random()*n*(n-3)); i = (k mod n)+1; j = ((i+1+(k div n)) mod n)+1; it requires only one random number to generate each pair.
The distances, either explicitly given or calculated, are stored as a 2-dimensional array and are assigned integer values as instructed in TSPLIB [18] . The change in the objective function, resulting from a 2-opt move, is given by [9] , [19] 2.1.2. Selected TSP instances. Ten TSP instances have been selected, ranging from 48 to 442 cities. Among the instances chosen are those examined in Aarts and van Laarhoven [2] . The selected problem instances are shown in Table 2 .1, along with the source of each problem. Except for kt57, these instances are available from the website TSPLIB [19] . Note that lin318 is treated as a TSP rather than a Hamiltonian circuit. Also, gr442 is taken in the form given in Grötschel and Holland [9] rather than as it appears in TSPLIB as pcb442 (where it differs in scale and precision).
∆f = −d p(i)p(i+1) − d p(j)p(j+1) + d p(i)p(j) + d p(i+1)p(j+1)
.
The QAP.
The QAP occurs in many contexts, often considered as assigning n facilities to n locations. Let p(i) denote the location to which facility i is to be assigned. Between each pair of facilities, i and j, there is given a flow, a ij , and between each pair of locations, k and l, there is given a distance, b kl . The objective function is given by
There may also be considered an additional cost c i p(i) of assigning facility i to location p(i). This cost shall not be considered here. We shall also restrict our attention to symmetric cases of the QAP, that is, where the distance matrix is symmetric.
Implementation details.
A feasible solution to the QAP is a given allocation of facilities to locations. This is stored as an n-entry array where the ith entry represents the location to which facility i is located, i.e., p(i). The flow between facilities, and the distances between locations, are stored as 2-dimensional arrays. An initial allocation of facilities may be arbitrarily chosen, and for our purposes it is chosen randomly. The number of possible allocations totals
A neighbor, of a given solution x, is generated by randomly choosing two facilities, i and j, and interchanging their locations. This yields a neighborhood size of
The change in the objective function simplifies to [4] . The instances are given in Table 2 .2. The value given for f min is given in brackets when it is only the best found solution in the literature, not a proven global minimum.
The GPP.
In the GPP, a graph (V, E) is given, where V is a set of n vertices and E is the set of edges. With each edge (i, j) is assigned a weight. The aim is to allocate the vertices of the graph to a given number of equally sized groups in such a way that the sum of the weights of all edges crossing between groups is minimized.
A simple case of the GPP, considered here, is when a graph is to be partitioned into two equally sized groups, V 1 and V 2 , and the objective function is given by the total number of edges crossing between the two groups.
In the application of simulated annealing to such GPPs, Johnson et al. [10] find it advantageous to extend the set of feasible solutions to allow unequal partitions while adding a penalty to the objective function to encourage equally sized groups. The updated objective function is given by
where α is a suitably chosen constant. This means that a solution which is near optimal according to the updated objective function need not be a (true) feasible solution. If the final solution is not feasible, then, repeatedly, a vertex in the larger group is to be transferred to the smaller such that the true objective function increases as little as possible, until the graph is equally partitioned.
Our investigation into the application of simulated annealing to the GPP shall be regarding its ability to locate a partition, equal or otherwise, that minimizes the updated objective function (2.1). We shall also fix α at 0.05, the value found suitable in [10] .
Implementation details.
The vertices of a graph are arbitrarily numbered 1, . . . , n. We have stored a graph as a 2-dimensional array, where the ith row lists the vertices that are connected by an edge to the ith vertex. The degree of a vertex is the number of edges joined to it. A given configuration is represented by an n-entry array with the ith entry denoting to which group vertex i has been allocated. The number of possible configurations is
which differs from the number of equally partitioned solutions. A neighbor of a given configuration is generated by randomly selecting a vertex, and swapping to which group it belongs. This yields a neighborhood size of
The resulting change in the objective function, moving vertex i from V 1 to V 2 , is given by
Selected GPP instances.
Ten GPP instances have been generated according to the method described in Johnson et al. [10] , where two types of graphs are considered, geometric and random. In the geometric case, points (vertices) are randomly generated in a unit square, and any two distinct vertices within distance d from each other are allocated an edge. In the random case, edges are added between each pair of distinct vertices independently with probability p. In each case, d or p are chosen to achieve a specified expected average degree D,
The generated problems are listed in Table 2 .3. For these instances the global minima are not known, and the value for f min for each problem instance is given in brackets to show that it is merely the best solution obtained here.
Fast cooling schedules.
In practice, cooling schedules tend to 0 too quickly to allow reaching global minima solutions with probability even close to 1. Two fast cooling schedules are utilized here, Aarts' cooling schedule [1] and the geometric cooling schedule [12] . Aarts' cooling schedule is used to determine the number of iterations appropriate for reaching near optimal solutions. The geometric schedule has been selected as a simple, easy-to-implement cooling schedule, potentially to assist in determining suitable fixed temperatures.
Aarts [1] : Temperature is held fixed during each loop of R = |N (x)| iterations. At the end of each loop the temperature is dropped according to the rule
for some small real number δ (δ = 0.1 is recommended in [1] ). Also, σ k is the standard deviation of the values of the cost function observed during the kth loop of the algorithm. Geometric [12] : Temperature is again held fixed during each loop of R = |N (x)| iterations. At the end of each loop the temperature is dropped according to the rule
. We found the number of iterations performed at each loop had little effect on the algorithm's performance, provided the value of α is adjusted appropriately to give the same overall rate of cooling.
An initial temperature, T 0 , is typically determined to yield a specified acceptance of proposed moves, say, 95%. In this paper, T 0 is determined by trial and error and is specified for each problem instance considered.
Determining N.
The number of iterations to be allowed in the fixed temperature algorithms is denoted by N. 1 We wish to choose an N, as in [6] , for each problem instance, appropriately large for simulated annealing to find near optimal solutions.
We have chosen Aarts' algorithm to determine N, although alternative algorithms could have been used. Aarts' algorithm does not require the determining of the cooling parameter δ for each individual problem instance. 100 runs of Aarts' algorithm are performed with the parameter setting (δ = 0.1) recommended by Aarts and others [1, 2, 3] . In choosing N, we consider the number of iterations taken until first visiting the best solution found in each run. The maximum of these is taken, after removing outliers. An outlier is taken as a value more than 1.5 times the interquartile range greater than the third quartile.
5.
Searching for an optimal fixed temperature.
Which optimal fixed temperature?
As discussed in [6] , determining an optimal temperature schedule may depend on which optimality criterion is adopted. We discuss here various optimality criteria in determining an optimal fixed temperature schedule. The influence of these criteria is then investigated experimentally with a 100-city TSP instance.
An optimal fixed temperature may be chosen experimentally, by running simulated annealing a number of times at each of a number of fixed temperatures and determining which temperature is best, according to an appropriate optimality criterion.
If it is our goal to find a global minimum in the shortest possible time, then an optimal fixed temperature might be considered one yielding a stopping time with
where τ (T ) is the time until reaching a global minimum using a fixed temperature T and a random initial state and [0, ∞] is the set of nonnegative reals in union with positive infinity. Note that T = 0 relates to iterative improvement, where only transitions to improved solutions are accepted, yielding E[τ ] = ∞ (providing local minima that are not global minima exist), and T = ∞ is the case where all proposed transitions are accepted.
If a global minimum is unlikely to be reached in a reasonable time frame, then we may simply consider reaching near-optimal solutions. In such a case, τ in (5.1) might represent the time until reaching a configuration x with objective function f (x) ≤ f min + . The temperature that is deemed optimal might then depend on .
In Connolly [7] is demonstrated the existence of optimal fixed temperatures for a number of QAP instances. Such a temperature is identified by considering the best solution in a given number of iterations, N, and taking the fixed temperature that on average yields the best result. Connolly determines the fixed temperature to yield the optimal value of
where X t is the configuration visited in the tth iteration. The temperature deemed optimal under such a scheme may then depend on the choice of N.
An optimal fixed temperature may alternatively be considered one which yields the maximum probability of reaching a global (or near global) minimum within N iterations. That is,
If after N iterations the temperature is to be set to zero, allowing the algorithm to quickly settle in a local minimum, then this may also influence which temperature is deemed optimal.
5.2.
A 100-city TSP example. We now investigate the influence of the abovementioned criteria in determining an optimal fixed temperature for the 100-city TSP, kroA100. We determine optimal fixed temperatures according to (5.1), with respect to reaching global minima, and within 1 and 2 percent of global minima. We estimate the three corresponding values for E[τ (T opt )]. With N set to each of these values we then go on to determine optimal fixed temperatures according to (5.2) and (5.3). These results are obtained by running 100 runs of simulated annealing at each of a number of fixed temperatures, under each scheme. The range of temperatures to be considered is determined experimentally, with temperatures outside this range yielding increasingly inferior results. The results of these runs are shown graphically in Figure 5 .1.
In determining optimal fixed temperatures according to (5.1), the results are summarized as follows:
Reaching global minimum,
Reaching within 1% of global minimum: Reaching within 2% of global minimum:
It is apparent that the temperature found optimal according to (5.1) depends on the required quality of solution.
In determining optimal fixed temperatures according to (5.2), the runs of simulated annealing are repeated, each terminating after first setting the temperature to zero after N iterations, for the respective values of N. The results are summarized as follows:
For N = 100,000,000,
For N = 2,000,000,
For N = 600,000,
It is apparent that the optimal temperature according to (5.2) depends on the choice of N. Figure 5 .1 also shows estimates for P (τ (T ) < N), where τ (T ) is the time until reaching the global minimum and within 1 and 2 percent of the global minimum, for N set to 100,000,000, 2,000,000, and 600,000,000, respectively. The results are summarized as follows:
For N = 100,000,000 and τ the time until reaching the global minimum,
For N = 2,000,000 and τ the time until reaching within 1% of the global minimum,
For N = 600,000 and τ the time until reaching within 2% of the global minimum,
It is apparent that the temperature found optimal according to (5.3) depends on the required quality of solution.
6. Predicting the optimal fixed temperature.
6.1. The TSP. For the TSP, values for T opt are given in Table 6 .1, along with various parameters which may assist in predicting T opt . The optimal fixed temperatures are determined experimentally by running 100 trials of simulated annealing at each of a number of fixed temperatures, using a fixed number of iterations, N, and noting, or interpolating to determine, the temperature which yields the best solution on average. Aarts' algorithm is used to determine N, as described in section 4, using an initial temperature T 0 . For each problem instance, estimates for the acceptance ratio, χ = χ (T opt ), are given at the optimal fixed temperature, along with %, the average value of the objective function (as percentage above global minima) observed at this temperature.
There is some uncertainty as to how estimates for χ and % would best be gained. If (quasi) equilibrium 2 is not easily obtained at the optimal fixed temperature, then differing methods may yield differing estimates. For example, running a cooling schedule before continuing with a fixed temperature, and then observing average behavior, may yield different results to a usual fixed-temperature algorithm. By looking at the occurrences of the best solution found in each run it is seen that this is, roughly, consistently likely to occur throughout the course of a fixed temperature algorithm, suggesting that equilibrium at T opt is easily obtained. This is seen in Figure 6 .1, with a smoothed histogram of the iterations taken until reaching the best found solution in each fixed temperature run for the problem instance kroA100, using T = T opt . A peak at N = 4243750 iterations corresponds to the temperature being set to zero. It is apparent that a burn-in period of up to 1 million iterations is required, to allow the algorithm to exhibit equilibrium.
Results for % and χ are obtained after allowing a burn-in period of 1, 000 loops of R = |N (x)| iterations. Upon reaching this many iterations the algorithms are continued for 1, 000 further loops in gaining estimates. These values are merely obtained in order to investigate the potential for such parameters in determining an optimal fixed temperature. In practice, more efficient means of estimation may be used.
From the 10 problem instances considered, the average value of the objective function is 3.7% above the global minimum. The average acceptance ratio is 0.0038, with the desirable value for χ tending to decrease as the size of the TSP instances increases.
Also given in Table 6 .1 is the temperature, T best , at which the best visited solution, f best , occurred in one run of simulated annealing based on a geometric cooling schedule, with cooling parameter α = 0.95 and initial temperature T 0 . It was deter- mined by Connolly [7] that a suitable fixed temperature may be chosen by running simulated annealing with a fast cooling schedule and observing the temperature at which the best solution found first occurred. Indeed, while Connolly suggests using his values for T best exactly, we find only that there exists a weak relationship between T opt and T best (see Figure 6 .2). In using T best to make predictions of T opt , the results of the problem instances yield on averageT
A reliable way to predict the optimal fixed temperature in the TSP is by a formula developed next (and noted in [6] ). From Figure 6 .2, it is apparent that a strong relationship exists between T opt and the value of In practice, the optimal solution to a given problem instance need not be known, and Table 6 .1 also yields on averageT
It is interesting to note that the relationship in (6.1) describes a link between the optimal fixed temperature and the average link length in the global minimum solution, with Note that the change in objective function due to a 2-opt move is given by the subtraction and addition of links,
and the optimal fixed temperature appears proportional to the average link length in the optimal path. The transition probabilities between solutions depend on the ratio of the change in path length to the temperature:
The long-term probability of being found in particular configurations, by the theory of Markov chains, is determined by such transition probabilities. This may give insight into developing approximate formulae in determining suitable fixed temperatures in other applications.
Performance of T opt predictions in the TSP.
To assess the merits of T opt predictions, given in Table 6 .2, a χ 2 goodness-of-fit test will be employed,
where o are the observed values of T opt and e are the expected values under a given method of prediction. The value obtained is to be compared against a χ 2 probability distribution with k − 1 degrees of freedom, with k the number of values considered. The parameters χ and are used to predict T opt by experimentally determining the temperatures yielding the same values that were observed on average. For the four methods of prediction considered, (6.1), and by T best , %, and χ , the χ 2 values obtained are 5.76, 58.6, 3.05, 44.7, respectively. The 5% upper tale of the χ 2 9 distribution occurs after 16.9, so that only (6.1), or by using %, yields satisfactory results.
It is apparent that predictions based on χ tend to be too small for the smaller instances while too large with the larger instances. The desirable value for χ is seen to decrease as the size of problems increases, so that using only an average value for χ would be expected to lead to such a result. Indeed, we shall see that different applications, as well as different problem structures, have different desirable values for χ . This will also be seen to be the case with %, which suggests that monitoring χ and % would not generally be suitable in determining a suitable fixed temperature. We gauge the performance of of fixed-temperature simulated annealing, and (6.1), against Aarts' algorithm. Table 6 .3 gives the results of 100 runs of each algorithm. The fixed temperature algorithms are allowed N iterations, as determined with Aarts' algorithm. The given values are subject to variation, and of interest is the difference between using T opt and (6.1) compared with using Aarts' algorithm.
It can be seen that as the size of problem instances increases, the relative performance of fixed-temperature algorithms decreases. For the smaller instances, fixedtemperature algorithms show to perform far better. Using (6.1) to predict values for T opt yields consistently favorable results.
Although (6.1) closely describes the optimal temperatures for the given instances, it need not perform as well for TSP instances in general. It is the experience of the author, however, that (6.1) performs well in determining suitable fixed temperatures for TSPs in general.
For the TSP, fixed-temperature simulated annealing shows to outperform fast cooling in problems of less than 150 cities.
The QAP.
For the QAP, values for T opt , along with various parameters to assist in predicting T opt , are given in Table 6 .4, as carried out with the TSP.
The average value for % is 3% and for χ is 0.03. Again, the value for χ tends to decrease as the size of problems increases, but this tends to be the case here also with %. Predictions of T opt based on % and χ will therefore not be further considered for the QAP.
In Figure 6 .3, a strong relationship between T opt and f min /n is not found with the QAP. We consider instead insight gained from the case with the TSP. For the QAP, the objective function is given by
which relates the average value of a ij b p(i)p(j) times the square of the size of the problem instance. The change in objective function relates to the addition and subtraction of terms a ij b p(i)p(j) , with, when interchanging facilities i and j, We therefore examine, in analogy with the case for the TSP, T opt relating to f min n 2 . Figure 6 .3 considers graphically the relationship between T opt and f min /n 2 , as well as those between T opt and f min /n and between T opt and T best . There appears a relationship between T opt and f min /n 2 , although it is not as strong as the analogous relationship seen with the TSP. Only a weak relationship is seen between T opt and T best .
Looking at the average ratio between T opt and f min /n 2 , we get
Predictions may be gained by the average ratio between T opt and T best , T opt = 2.8 T best , found after excluding (outlying) sko100a.
6.4. Performance of T opt predictions in the QAP. Table 6 .5 shows predictions for T opt that would result, with various methods of prediction.
Although a relationship is apparent between T opt and f min /n 2 , this does not lead to a reliable method of predicting T opt . Predictions that would result give a χ 2 value of 222.9. Between log(T opt ) and log(f min /n 2 ), we have the ratios with a χ 2 value of 252.4. Neither method gives a satisfactory explanation for the variation in T opt , with a 5% critical value for a χ 2 7 distribution of 14.1. The relationship given with T best yields a χ 2 value of 62.4, which is also deemed not satisfactory.
With the QAP from Table 6 .6, fixed-temperature simulated annealing appears to outperform the fast cooling schedule for instances of size less than 50 facilities to be allocated. 6.5. The graph partitioning problem. Table 6 .7 shows values for T opt and values for various parameters to help in its prediction (as previously described) for the 10 GPP instances considered. Figure 6 .4 considers a possible relationship between T opt and f min /n and a possible relationship between T opt and T best . For the GPP instances considered, the average ratio between T opt and T best givesT
The average acceptance ratio for the 10 problem instances is 0.09, though there is a tendency for the geometric graph instances to relate to larger acceptance ratios, at T opt , than the random instances. The acceptance ratio therefore will not be further considered toward predicting T opt with the GPP. The average percentage above global minima, at T opt , varies greatly in the GPP instances considered, with the geometric instances yielding far larger values than the random graph instances, so that % is also not further considered in predicting T opt .
The variation in T opt for the GPP instances may largely be explained by classifying the instances as geometric and random graphs, and the optimal fixed temperature with GPP instances shows to depend largely on problem structure. 6.6. Performance of T opt predictions in the GPP. For predicting T opt by T best , predictions that would result, for the instances considered, are given in Table  6 .8. The χ 2 goodness-of-fit value obtained is 62.4. With a critical χ 2 9 value of 19.9, using T best does not give a satisfactory explanation for the observed variation in T opt . Consider comparing the performance of fixed-temperature simulated annealing against Aarts' algorithm for the GPP instances considered. Again (see Table 6 .9), we see a tendency for fixed-temperature simulated annealing to outperform the fast cooling schedule for smaller sized problems, while its relative performance deteriorates as the size of problems increases.
For the GPP, the performance of fixed-temperature simulated annealing shows to outperform fast cooling for problem instances with less than 500 vertices.
Concluding remarks.
In using a fixed-temperature simulated annealing algorithm, we have investigated the importance of determining a suitable fixed temperature. We have seen that the temperature deemed most suitable depends on criteria used. Optimal fixed temperatures have been determined experimentally, and investigated also is the predictability of such a temperature.
A formula for fixed temperature prediction has been developed for the TSP. Such did not show to follow directly with other applications considered, although insight gained has also been seen to follow in the QAP, while not yielding satisfactory results.
We have seen that fixed-temperature simulated annealing tends to outperform the use of a fast cooling schedule, for TSP instances of size less than 150 cities, for QAP instances of size less than 50 facilities, and for GPP instances of size less than 500 vertices.
