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Rational decision making under uncertainty requires forming beliefs that integrate prior and new information through Bayes rule. Human decision
makers typically deviate from Bayesian updating by either overweighting the prior (conservatism) or overweighting new information (e.g. the represen-
tativeness heuristic). We investigated these deviations through measurements of electrocortical activity in the human brain during incentivized
probability-updating tasks and found evidence of extremely early commitment to boundedly rational heuristics. Participants who overweight new
information display a lower sensibility to conflict detection, captured by an event-related potential (the N2) observed around 260ms after the presen-
tation of new information. Conservative decision makers (who overweight prior probabilities) make up their mind before new information is presented,
as indicated by the lateralized readiness potential in the brain. That is, they do not inhibit the processing of new information but rather immediately rely
on the prior for making a decision.
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Human decision makers, from physicians and judges to firm managers
and policy makers, are confronted with overwhelming amounts of
information on uncertain outcomes and have to rely on predictors
of only partial reliability. Reaching an optimal decision requires an
appropriate integration of all available information. From a normative
point of view, rational decision makers should optimize their objective
functions based on beliefs updated through Bayes’ rule (Bayesian
updating), which captures the integration of new information with
previous beliefs; this is, for instance, the classical paradigm in eco-
nomics (Mas-Colell et al., 2005). These previous beliefs, also called
priors, concern the likelihood of uncertain events. Examples range
from the probability of getting infected with a certain disease to the
base rate in a judgment problem. In most cases, priors are predictions
people hold about probabilities of events because of previous know-
ledge. When additional information is acquired to make a decision
(e.g. results of a medical test when considering whether having sur-
gery), this further information should be taken into account to deter-
mine an updated probability of an uncertain event. This process
should lead to an updating of priors to the so-called posteriors
(i.e. the probability of having caught a specific disease given the results
of a medical test). This process of weighting the base belief with new
evidence is described by Bayes’ rule.
Although Bayes’ rule is sometimes a good approximation of human
behavior (El-Gamal and Grether, 1995; Griffiths and Tenenbaum,
2006, 2011), a number of well-documented systematic violations of
Bayes’ rule in conditional probability judgments show that human
beings are not Bayesian optimizers (Kahneman and Tversky, 1972;
Grether, 1980; Fiedler, 1988, 2000; Gigerenzer and Hoffrage, 1995;
Fiedler et al., 2000; Erev et al., 2008). For instance, Ouwersloot et al.
(1998) examined Bayesian updating in a semistatistical context and
observed that participants did not correctly apply Bayes’ rule but, in-
stead, systematically made errors in probability updating.
Failing to properly integrate information results in suboptimal be-
havior and can have detrimental effects in many areas, from medical
and legal decision making to business or military contexts.
Accordingly, deviations from Bayesian updating have received a
great deal of attention in and beyond psychology, e.g. in economics
(Camerer, 1987; Ganguly et al., 2000). Determining the extent and
origin of such deviations requires a better understanding of the under-
lying processes. The objective of the present study is to demonstrate
how the measurement of brain potentials in the electroencephalogram
(EEG) can contribute to this research program.
REPRESENTATIVENESS AND CONSERVATISM
Bayes’ rule precisely balances prior probabilities with new information
that is presented in a decision situation. Hence, a decision maker can
make two kinds of mistakes: overweighting the prior (conservatism)
and overweighting new information (base-rate neglect). A classical
example of base-rate neglect is the representativeness heuristic
(Kahneman and Tversky, 1972; Grether, 1980, 1992), which con-
founds the probability of an event with its similarity to a population
and in which base rates are largely ignored. The lawyers–engineers
problem (Kahneman and Tversky, 1973) is a nice illustration of this
heuristic. Participants were given stereotypical descriptions of alleged
engineers or lawyers, supposedly extracted at random from a given set,
and asked to guess the probability that a given one corresponded to a
lawyer (or engineer). The base-rate information (how many lawyers
were in the set of available descriptions) was generally ignored in favor
of the stereotypical information contained in the description.
The general phenomenon of base-rate neglect (Fiedler, 2000; Fiedler
et al., 2000; Erev et al., 2008) can be illustrated with the classical taxicab
problem (Tversky and Kahneman, 1980). Here, participants should
estimate the probability that a taxi of one of two companies (green
and blue) was involved in an accident. Participants are told how many
taxis are green (85%) and blue (15%) in this city. Moreover, they are
told that a witness has identified the color of the taxi (e.g. blue) and
that the probability by which this witness is able to correctly identify
one of the two colors is 80% (i.e. he fails in 20% of all cases). In this
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study, decision makers overweighted new information by indicating
that the probability that the taxi involved in the accident was actually
blue when the witness reported that color ranged from 50 to 80%
while, actually, the updated probability is around 41%.
Existing explanations for these and other heuristics in probability
judgments suggest that they correspond to rather automatic or impul-
sive processes as understood in psychology (Strack and Deutsch, 2004),
i.e. being activated quickly, unconsciously and effortlessly. In contrast,
processes leading to behavior aligned with Bayesian updating might be
rather controlled or reflective. This view is of fundamental importance
for the analysis of rational decision making, since it implies that certain
decision mistakes might be associated with extremely rapid brain
responses and hence be very difficult to control or train away.
To clarify the determinants of base-rate neglect, we started from the
idea that Bayesian updating and the representativeness heuristic cor-
respond to different, potentially conflicting processes and hypothesized
that reliance on the heuristic is associated with a low sensitivity to
conflict detection at the individual level. Our reasoning was that con-
flict detection enables controlled processes to suppress the representa-
tiveness heuristic, and hence, subjects with lower sensitivity to conflict
should be more prone to respond according to the heuristic, as this
would be an automatic default. Since conflict detection occurs very
early in decision making (i.e. before behavioral data can be collected),
we relied on the measurement of brain potentials in the EEG, a meas-
ure of electrocortical activity that has frequently been used to investi-
gate the temporal dynamics of decision making (Holroyd et al., 2002;
Yeung and Sanfey, 2004). The decision conflict should be evident in
the amplitude of the N2 component of the EEG, an event-related po-
tential (ERP) capturing a negative deflection of electrocortical activity
200–300ms after stimulus presentation. Its amplitude reflects the
degree of response conflict and is associated with activity in the anter-
ior cingulate cortex (ACC) (Nieuwenhuis et al., 2003; Folstein and Van
Petten, 2008). A conflict effect in the N2 amplitude cannot reflect a
response conflict between the representativeness heuristic and the ul-
timate outcome of Bayesian updating, because the latter process pre-
sumably takes longer than 300ms to generate a response. Rather, it
could represent a conflict between the representativeness heuristic and
an inhibition process that suppresses automatically generated re-
sponses to allow the slower Bayesian updating to become effective
(this type of processing architecture in decision tasks is discussed in
Ridderinkhof, 2002). Such an N2 conflict effect would resemble that
obtained in go/no-go tasks (Niewenhuis et al., 2003). Interindividual
differences in N2 amplitude have been suggested to reflect interindi-
vidual differences in the sensitivity toward response conflict, with
larger N2 amplitudes being associated with a higher sensitivity (van
Boxtel et al., 2001; Amodio et al., 2008).
The opposite of base-rate neglect is conservatism (Edwards, 1968),
which amounts to overweighting the prior, ignoring or undervaluing
new information. Conservative decision makers base their decisions
mainly on base rates (Fischhoff and Beyth-Marom, 1983; El-Gamal
and Grether, 1995). For example, a conservative decision maker
would estimate the probability of being infected by a certain dis-
ease on the basis of the disease’s known base rate of infection only,
without conditioning on whether current behavior puts him or her
at risk. A conservative investor might decide to invest in a particular
firm or not depending on past performance only, without correcting
for current market events. From a psychological perspective, conser-
vatism in decision making is related to an attachment to past practices,
beliefs (see Klayman, 1995), anchors (Mussweiler and Strack, 1999) or
commitments, even when they are shown to be erroneous or
detrimental.
Until today, no single explanation has been agreed upon for this
phenomenon (Wallsten, 1972), which is consistently observed in
decision-making studies under uncertainty. Some authors attributed
conservatism to failures in information aggregation or retrieval
(Edwards, 1968; Dougherty et al., 1999), while others associate it
with a basic, cost-effective property of intuitive judgment
(Kahneman, 2003), since it relies on few environmental cues. In the
present study, we aimed to rule out explanations based on faulty in-
formation aggregation or retrieval in favor of the hypothesis that con-
servativeness corresponds to a simple base-rate only heuristic
(Gigerenzer and Hoffrage, 1995), which disregards any additional evi-
dence. We tested this hypothesis by analyzing the lateralized readiness
potential (LRP), a waveform indicating lateralization of ERP activity
over motor cortices, which reflects the central activation of a uni-
manual response (Eimer, 1998). A stronger amplitude of the LRP in
the right hemisphere indicates an increased motor preparedness to
choose the left option and vice versa. When measured prior to a stimu-
lus, this preparedness is typically assumed to reflect a bias toward the
one or the other option rather than a completed decision (Leuthold
et al., 1996; Steinhauser et al., 2009). We hypothesized that relying on
base-rate information should elicit a stronger LRP, indicating which
choice people are prone to, even before new information is presented.
The alternative hypotheses on conservatism mentioned above would
predict no differences in LRP amplitudes before presentation of the




Twenty-five participants (13 males and 12 females) with normal or
corrected-to-normal vision, ranging in age from 19 to 34 years
(M¼ 21.8, s.d.¼ 2.94), were recruited from the student community
at the University of Konstanz (Germany), excluding students majoring
in economics. Participants were compensated with 5 Euros plus a
monetary bonus that depended upon the outcomes of the computer
task. The study was conducted according to institutional guidelines,
and all participants signed an informed consent document before the
start of the experiment.
Procedure
Participants were tested individually in a soundproof experimental
chamber and seated in front of a computer. After application of the
electrodes, each participant was asked to read through the instructions
explaining the experimental setup (i.e. the decision task). These in-
structions described the rules of the decision task in detail. The experi-
menter checked that the central aspects had been comprehended and
clarified any misconceptions that the participant had with the rules or
mechanisms. In addition, participants were instructed to move as little
as possible during the computer task, to keep their fingers above the
corresponding keys of the keyboard and to maintain their gaze focused
at the fixation square in the center of the screen.
Decision task
The decision task is a modification of tasks used in Grether (1980,
1992), designed to test for the representativeness heuristic in an ab-
stract, controlled framework employing minimal stimuli (hence, espe-
cially appropriate for EEG research). By construction, the task is
equally well suited to test for conservative behavior. There were two
urns presented on a computer screen. Urn A (left) contained three blue
balls and one green, while urn B (right) contained two balls of each
color. Both urns were always displayed on the same location (urn A on
the left-hand side of the screen and urn B on the right-hand side), and
in the same manner, with the top balls in blue and the bottom one(s)
in green. Colors were counterbalanced (i.e. for half of the participants,













































































urn A contained three green balls and one blue), but we will ignore this
in our description to avoid confusion. In each round (Figure 1A), urn
A was selected with probability k/4, where k varied from 1 to 3. The
participant was informed of k but not of the urn actually used. This
generated randomized priors with probability 1/4, 1/2 and 3/4 for urn A.
From the participant’s perspective, this was implemented in the fol-
lowing way. Each urn was assigned one, two or three numbers out of
four. These numbers were presented next to the urns. Then, the com-
puter drew a random number between 1 and 4 (which was not revealed
to the participant), and the urn associated with this number was
selected. Subsequently, the computer extracted a sample of four
random balls with replacement from the selected urn, and the partici-
pant was informed on the number of extracted blue balls, m, from 0 to
4. The four balls appeared on the screen simultaneously, stacked ver-
tically in the order in which they had been drawn (not sorted according
to color). Ignoring the order of drawn balls, this generated 15 different
possible decision situations depending on the prior (k) and the
sample (m). Participants were then asked to guess which urn had
been actually used, using the index finger of the left hand (respectively,
right hand) to press a predetermined key for urn A (respectively,
urn B). Each correct answer was rewarded with 6 Euro cents at the
end of the session. There was no feedback during the experiment.
The prescriptions of Bayesian updating, the representativeness heuris-
tic and conservativeness are given in Figure 1B. Two decision rules are
aligned, respectively in conflict, in a (k, m) situation if they prescribe
the same option, respectively different ones; note that this refers to
alignment or conflict between the responses generated by the two de-
cision rules in a particular decision situation. The representativeness
heuristic only prescribes an urn if m¼ 2 or m¼ 3 (the sample looks
like one of the urns), and conservativeness only applies if k¼ 1 or k¼ 3
(else the prior is 50–50). If a decision rule does not deliver a prescrip-
tion for a given (k, m) situation, we say that the situation is neutral for
this rule. Figure 1B reports the odds in favor of urn A, i.e. the quotient
between the probabilities for urns A and B conditional on the obser-
vation of m blue balls, given that the prior was k/4. Bayesian updating
prescribes to choose A or B if these odds are larger or smaller than one,
respectively. The paradigm provides an inverse measure of the diffi-
culty of each (k, m) situation, in the form of odds in favor of the most
likely urn after observation of the sample, i.e. the odds for A if they are
larger than 1 and their inverse otherwise. Hence, the six situations with
odds (for A) 1.69 or 0.56 (i.e. 1.79 for B) have a comparable difficulty,
while other situations are simpler.
Each participant completed six practice trials under supervision of
the experimenter to become accustomed to the computer program.
Correct decisions in these trials were not rewarded. During the first
three practice trials, the temporal sequence of events was decelerated.
After the experimenter established that the participant completely
understood the whole procedure, the Bayesian updating experiment
was started, during which the EEG was recorded. For the duration of
the task, the participant was alone in the experimental chamber. There
were 600 trials divided in six parts, with a break of 2min between
two parts.
When all trials were completed, the amount of money earned dur-
ing the task was displayed on the screen, along with details of
how many decisions had been correct. Depending on the time the
participant took for his/her decisions, the experiment lasted 70min.
When the experimental procedure was completed, the cap and
external electrodes were removed from the participant. After the com-
puter experiment, participants filled out a questionnaire comprising
several questions about personality characteristics, skills and demo-




Data were acquired using BioSemi Active II system (BioSemi,
Amsterdam, The Netherlands, www.biosemi.com) and analyzed
using Brain Electrical Source Analysis (BESA) software (BESA
GmbH, Gräfelfing, Germany, www.besa.de) and EEGLAB 5.03
(Delorme and Makeig, 2004). The continuous EEG was recorded
using 64 Ag-AgCl pin-type active electrodes mounted on an elastic
cap, arranged according to the 10–20 system, and from two additional
electrodes placed at the right and left mastoids. Eye movements and
blinks were monitored by electro-oculogram (EOG) signals from two
electrodes, one placed 1 cm to the left side of the left eye and another
one 1 cm below the left eye (for later reduction of ocular artifacts). As
per BioSemi system design, the common mode sense and driven right
leg electrodes were used as reference and ground electrodes. Both EEG
and EOG were sampled at 256Hz. All data were re-referenced offline to
and average mastoid reference and corrected for ocular artifacts with
an averaged eye-movement correction algorithm implemented in
BESA software.
EEG analysis
Lateralized readiness potential. To analyze conservatism, we
should compare stimuli with k¼ 1 and k¼ 3, independent of the
sample information m. Stimulus-locked data were segmented into
epochs from 3100ms before to 200ms after stimulus onset (presenta-
tion of the sample); the interval of 100ms before presentation of prior
probabilities was used for baseline correction. Epochs for different
prior probabilities were averaged separately, producing three average
waveforms per participant (corresponding to k¼ 1, 2 and 3). Epochs
including an EEG voltage exceeding 120V were omitted from
Fig. 1 Experimental design. (A) Sequence of events during a single trial: fixation square (500 ms),
prior probabilities (2000 ms), blank screen (500 ms), fixation square (500 ms) and sample of drawn
balls. The latter vanished 200 ms after the participant’s response, followed by an intertrial interval
(blank screen, 1500 ms). Balls shown here as black and white were green and blue in the screen,
respectively. (B) k determines the prior for urn A (pA), and m is the observed number of blue balls.
For each (k,m) combination, the upper left-hand entry gives the posterior odds for urn A, and the
remaining three entries are the prescriptions for Bayesian updating (upper right hand), conserva-
tiveness (lower left hand) and the representativeness heuristic (lower right hand). Light- and
dark-shadowed entries indicate where Bayesian updating conflicts with the representativeness
heuristic and conservativeness, respectively.













































































averaging to reject trials with excessive electromyogram (EMG) or
other noise transients. LRPs were evaluated in two steps following a
standard double-subtraction method (Eimer, 1998). First, C3-C4 dif-
ference waveforms were computed for each condition of interest
(k¼ 1, 3). LRPs were then computed by subtracting the waveforms
for a prior of one-fourth (k¼ 1) from waveforms for a prior of
three-fourth (k¼ 3). Those are depicted in Figure 2A. In this way,
the LRP provides a relative index of conservatism, in the sense that
higher values indicate a stronger action preparation for the choice of
the urn with the highest prior probability (urn B for k¼ 1 and urn A
for k¼ 3). Grand averages were derived by averaging these waveforms
across participants. On average, 34% of trials were excluded due to
artifacts, with a majority being movement-related muscular artifacts.
The large number of excluded epochs was due to the epochs’ length,
which increased the probability that a given epoch was contaminated
by a muscular artifact. To quantify the LRP in the averaged ERP wave-
forms for each participant, the mean amplitude during the 100 ms
time interval preceding stimulus onset (presentation of the sample)
was calculated. This time window was chosen because it reflects par-
ticipants’ left–right orientation immediately before the sample is pre-
sented and a decision is required.
N2. For the representativeness heuristic, conflict situations (k¼ 3,
m¼ 2) and (k¼ 1, m¼ 3) should be compared with situations of com-
parable difficulty (k¼ 3, m¼ 1) and (k¼ 1, m¼ 4), which are neutral
for this heuristic. For the analysis of the N2, stimulus-locked data were
segmented into epochs from 100ms before to 1000ms after stimulus
onset (presentation of the sample); the prestimulus interval of 100ms
was used for baseline correction. In line with previous studies
(Bartholow et al., 2005), only trials with correct reactions were used
for data analyses. Epochs locked to the conflict stimuli (k¼ 3, m¼ 2)
and (k¼ 1, m¼ 3) and the neutral stimuli (k¼ 3, m¼ 1) and (k¼ 1,
m¼ 4) were averaged separately, producing two average waveforms per
participant. Epochs including an EEG or EOG voltage
exceeding 120V were omitted from averaging, to reject trials
with excessive EMG or other noise transients. The difference waveform
was computed by subtracting conflict waveforms from neutral wave-
forms. Grand averages were derived by averaging these ERPs across
participants. On an average, 8% of trials were excluded due to artifacts.
To quantify the N2 in the averaged ERP waveform for each partici-
pant, the mean amplitude in the interval 235–285ms after stimulus
onset (presentation of the sample) was calculated. This time window
was chosen because previous research has found the N2 peak in this
period (Nieuwenhuis et al., 2003; Bartholow and Dickter, 2008) and
because, in our data, the peak of the N2 occurred at 260ms in the
grand-average waveform. We also checked that the results of the ana-
lysis are unchanged if one uses the interval 200–320ms instead. In
accordance with previous studies, the N2 amplitude was evaluated at
channel FCz, where it is normally maximal (Nieuwenhuis et al., 2003;
Bartholow et al., 2009). Similar effects were obtained when channel Cz
was analyzed.
RESULTS AND DISCUSSION
Table 1 summarizes the error rates and the median response times for
all participants across all 15 decision situations. Focus on the two
situations with (k¼ 2, m¼ 2) and (k¼ 2, m¼ 3), where there is no
response conflict among the postulated processes. Compared with
these situations and as observed in behavioral studies since Grether
(1980, 1992), error rates are higher in situations of comparable diffi-
culty, where Bayes’ rule conflicts with the representativeness heuristic
[(k¼ 3, m¼ 2) and (k¼ 1, m¼ 3)]; Wilcoxon signed-rank test
for paired samples (z¼ 2.76, P¼ 0.006) or with conservatism
[(k¼ 3, m¼ 1) and (k¼ 1, m¼ 4); z¼ 2.44, P¼ 0.015].1 We can also
observe that median response times are precisely highest in the four
conflict situations just mentioned, as should be expected, since conflict
resolution is time-consuming. This intuition is confirmed by a regres-
sion analysis on response times, which we will report below.
Figure 3A shows the grand-average waveforms from the frontocen-
tral electrode FCz, depending on whether there is a conflict between
Bayesian updating and representativeness or not, and the correspond-
ing difference waveforms for all participants. Starting 200ms after
the presentation of the sample, the two waveforms followed a
Fig. 2 The LRP. (A) Grand-average stimulus-locked LRP waveforms (k¼ 3 minus k¼ 1). Time zero
corresponds to sample presentation; time 3000 to the presentation of prior probabilities. The more
positive the value of the LRP amplitude, the stronger is the hand-specific activation of the response
with the higher prior probability. Light gray bar indicates time window used for analyses.
(B) Grand-average stimulus-locked LRP waveforms for participants with low vs high rates of con-
servative errors (median split).
1We further particularized this test following a median split of participants according to their error rates in
situations where the representativeness heuristic conflicts with Bayesian updating. The difference is significant for
participants with high error rates (z¼ 2.98, P¼ 0.003) but not significant for those with low error rates (z¼ 0.25,
P¼ 0.807). The analogous result holds for the case of conflict with conservatism, where the median split is
conducted according to error rates in situations where Bayesian updating conflicts with conservatism (high error
rates, z¼ 3.06, P¼ 0.002; low error rates, z¼ 1.08, P¼ 0.279).













































































differentiated time course. There is a more pronounced N2 for situ-
ations in which there is a conflict between Bayes’ rule and the repre-
sentativeness heuristic, peaking at 260ms, and a more pronounced
P300 (P3a and P3b components) for situations that are neutral for the
representativeness heuristic. The scalp topographies of the difference
waveforms included in Figure 3 show the spatial distribution of these
effects.
Mean amplitudes of the difference wave for neutral vs conflict situ-
ations between 235 and 285ms were significantly different from zero
(nonparametric Wilcoxon signed-rank one-sample test, M¼ 0.97,
s.d.¼ 2.37, z¼ 2.44, P¼ 0.015).2 However, the scalp topographies of
the difference wave for time periods succeeding the N2 (Figure 3A)
reveal that the frontocentral conflict effect is not restricted to the N2
but spans across several components. Moreover, there is also a signifi-
cant difference between conflict and neutral situations at posterior
electrodes, which presumably reflects a modulation of the later P300.
Mean amplitudes of the difference wave for neutral vs conflict situ-
ations between 485 and 535ms at channel Pz were significantly differ-
ent from zero (Wilcoxon signed-rank one-sample test, M¼ 4.31,
s.d.¼ 5.43, z¼ 3.54, P¼ 0.000). However, although the frontocentral
and posterior conflict effects are partially overlapping in time, they can
be clearly dissociated given their different temporal onsets.
We are interested in individual differences, and hence, we will turn
to a regression analysis given later. As a preliminary graphical illustra-
tion, Figure 3B shows grand-average waveforms and corresponding
topographies separately for participants having a low or high error
rate in situations in which the representativeness heuristic conflicted
with Bayesian updating (following a median split). The conflict effect
in the N2 period was more pronounced for participants with low error
rates than for participants with high error rates. A comparison of the
difference waves reveals that this might reflect that the onset of the
frontocentral conflict effect is delayed rather than absent for partici-
pants with high error rates. This interpretation is compatible with
brain imaging studies (De Neys et al., 2008), showing that areas
involved in conflict detection (the ACC) were always activated in an
implementation of the lawyers–engineers problem (Kahneman and
Tversky, 1973). Altogether, this indicates that participants with an
earlier onset of the frontocentral conflict effect (represented by a
larger conflict-related N2), and thus, with a larger sensitivity for de-
tecting conflict early (van Boxtel et al., 2001; Amodio et al., 2008), were
better able to avoid the kind of errors that result from an application of
the representativeness heuristic.
Concerning conservativeness, we examined the grand-average LRP
waveforms, i.e. C3-C4 for k¼ 3 minus C3-C4 for k¼ 1 (Figure 2A).
Mean LRP amplitudes (where positive values are associated with con-
servatism) were significantly different from zero (nonparametric
Wilcoxon signed-rank one-sample test, M¼ 0.86, s.d.¼ 2.89,
z¼ 2.03, P¼ 0.042), indicating a bias due to conservativeness for the
overall sample.
Again, we will rely on a regression analysis to test for individual
differences. As a graphical illustration, Figure 2B shows the
grand-average LRP separately for participants having a low or high
rate of conservative errors (following a median split). The amplitude
of this waveform is an indicator of the participant’s orientation toward
the urn with the highest prior probability, before the sample (new
information) was presented. It was observed that, before the sample
was presented, participants with a high rate of conservative errors were
more strongly oriented toward the urn with the highest prior prob-
ability than participants with a low rate of conservative errors.
To quantify our results controlling for individual heterogeneity, we
ran a probit regression with random effects for participants on decision
errors (Table 2). Probit models (Baltagi, 2005) are latent-variable
models widely used when the dependent variable is binary (in our
case, committing an error or not). We coded errors as 1 and correct
answers as 0, and hence (following the standard interpretation of
probit models), positive regressor coefficients indicate an increase in
the likelihood of error when the regressor’s value increases.
The random-effects formulation allows controlling for individual dif-
ferences when the data form a panel, as is the case when one has
multiple observations for every participant. At the same time, one
can include participant variables as regressors. In particular, we include
participant-specific average LRP and N2 amplitudes (interacted with
the appropriate conflict situations, i.e. conflict with representativeness
for the N2 variable and conflict with conservatism for the LRP vari-
able). The estimated model was
Y it ¼ Constantþ ConfRepit þAlignRepit þ ConfConsit
þN2ixConfRepit þ LRPixConfConsit þ oddsit
þ ðoddsit Þ
2 þ t þ cbit þGenderi þ Stati þ i þ "it ,
where i and t are the participant and trial (round) indices, respectively,
and Y it is the latent variable, i.e. the observed binary variable Yit takes
the value 1 in case of error and Yit¼ 1 if and only if Y

it > 0. The
variable "it is the trial error term, and the variable i is the error
term capturing random effects at the participant’s level. Both are
assumed to be independently normally distributed. The variables
ConfRep and ConfCons are dummy variables, taking the value 1 in
case of conflict of Bayes’ rule with representativeness and conservatism,
respectively. AlignRep is a dummy variable taking the value 1 in case
Bayes’ rule and representativeness are aligned. The variable odds is
defined as the odds for the most likely urn 1 (so that values closer
to 0 indicate harder choices). The N2 and LRP variables were measured
as mean amplitudes of the difference waveforms described earlier. The
dummy variables cb and Gender record color counterbalance and
gender (1 for male), and the variable Stat corresponds to the partici-
pant’s self-assessed level of knowledge in statistics.
We found a significant positive effect of LRP amplitude in situations
where conservatism conflicts with Bayesian updating; i.e. in situations
Table 1 Descriptive error frequencies and response times for all prior-outcome combin-
ations over all participants
k m
0 1 2 3 4
3 11.9% (101) 17.8% (518) 32.2% (1379) 2.5% (2072) 0.4% (1378)
782 906 949 648 555
2 2.4% (123) 4.0% (531) 9.5% (1113) 13.4% (1273) 2.2% (727)
648 742 760 856 638
1 1.2% (256) 0.8% (1166) 1.5% (1861) 23.8% (1680) 28.8% (737)
662 650 631 953 890
The top number is the percentage of errors, with the total number of observations in brackets.
The bottom number is the median response time in milliseconds.
2As mentioned above, we postulate that the N2 reflects a conflict between the representativeness heuristic and an
inhibition process. This implies that any condition in which the representativeness heuristic prescribes a response
should lead to an increased N2, even if this response agrees with Bayesian updating. To test this assumption, we
additionally analyzed N2 amplitudes in those conditions in which the representativeness heuristic and Bayesian
updating were aligned [(k¼ 2, m¼ 2) and (k¼ 2, m¼ 3)] and found that mean amplitudes of the difference
wave for our initial neutral conditions [(k¼ 3, m¼ 1) and (k¼ 1, m¼ 4)] vs these alignment conditions were
different from zero (M¼ 0.90, s.d.¼ 2.90, z¼ 1.91, P¼ 0.056), while they were not significantly different from
zero (M¼ 0.07, s.d.¼ 2.34, z¼ 0.20, P¼ 0.840) when comparing these conditions with our initial conflict
conditions [(k¼ 3, m¼ 2) and (k¼ 1, m¼ 3)]. This strengthens our interpretation of the N2. Note that although
the (k¼ 2, m¼ 2) and (k¼ 2, m¼ 3) conditions involve a process conflict, the responses of Bayesian updating
and representativeness are aligned in these conditions, hence they are not necessarily associated with larger error
rates or longer response times.













































































where conservatism results in an error, a larger LRP amplitude (indi-
cating a decision toward the urn favored by the prior) is associated
with an increase in the likelihood of an error. We also found a signifi-
cant negative effect of N2 amplitude in situations where representa-
tiveness conflicts with Bayesian updating. That is, in situations where
representativeness leads to an error, a larger N2 amplitude (indicating
a higher sensitivity toward conflict detection) is associated with a de-
crease in the likelihood of an error.3 These results provide a test of the
facts illustrated earlier while controlling for a number of factors. The
regression also shows that (i) more difficult situations, as measured by
the odds of the most likely urn, are associated with more errors,
(ii) there is a learning effect, with errors becoming less likely over
time and (iii) the presence of a conflict between representativeness
and Bayesian updating has a large positive effect (increased error like-
lihood). All these observations are natural. For instance, in the pres-
ence of a conflict with Bayesian updating, the representativeness
heuristic delivers the wrong answer, and hence, more errors are to
be expected than when this conflict is absent.
We also conducted a random-effects linear regression on loga-
rithmed response times (Table 3). We found that the LRP amplitude
was negatively associated with response times, whereas the N2 ampli-
tude did not affect decision latencies. The significant effect of the LRP
amplitude is as expected. Participants who were strongly oriented to-
ward the alternative with the higher prior probability (as reflected in
their LRP amplitude) already prepared a response for this alternative
before the presentation of the sample evidence, which allowed for a fast
response. Note that this effect on response times is independent of
whether following the prior leads to a correct or an incorrect answer
(hence, no interaction with a conflict dummy is necessary). Results of
the regression also show that the presence of a conflict between
Bayesian updating and representativeness or conservatism was asso-
ciated with significantly longer response times. In contrast, alignment
between Bayesian updating and representativeness significantly
decreased response latencies. Decision times increased with decision
difficulty (as measured by the odds of the most likely urn) and
Fig. 3 The N2 component at electrode FCz. (A) Grand-average N2 across all participants depending
on situation type. Time zero corresponds to sample presentation. Light gray bar indicates time
window used for analyses. To ensure that the increased negativity for conflict situations was indeed
due to an increased N2, we considered the spatial distribution of the difference between neutral and
conflict situations (for the representativeness heuristic) in this and subsequent time ranges. The
picture shows that the conflict effect has the typical frontocentral distribution of an N2. Activity
represents the difference between neutral and conflict situations in the indicated time ranges.
(B) Grand-average N2 waveforms for participants with low vs high rate of errors in situations
with a conflict between Bayesian updating and the representativeness heuristic (median split).
Table 2 Random-effects probit regression on decision errors (0¼ correct choice,
1¼ error)
Variable  SE
Conflict with representativeness (1¼ yes) 0.642*** 0.088
Alignment with representativeness (1¼ yes) 0.199** 0.078
Conflict with conservatism (1¼ yes) 0.346*** 0.093
N2 conflict with representativeness 1.098*** 0.126
LRP conflict with conservatism 1.137*** 0.160
Counterbalance 0.025 0.158
Round 0.249*** 0.055
Corrected odds 0.198*** 0.014
Corrected odds (squared) 0.004*** 0.000
Gender (1¼male) 0.180 0.154




Number of observations¼ 14 915. LRP and N2 amplitudes were measured in units of 10V for
comparability with other variables. An alternative model in which LRP and N2 amplitudes were
included as separate predictor variables did not have a better fit.
*P< 0.10. **P< 0.05. ***P< 0.001.
3We ran an additional regression, including the conflict effect of the P300, measured as the mean difference
between conflict and neutral situations in a time period from 485 to 535 ms at channel Pz. No significant
interaction between P300 amplitude and conflict was obtained (P¼ 0.896). This further shows that the
frontocentral conflict effect starting in the N2 time period and the corresponding P300 effect can be dissociated.













































































decreased over the course of the experiment. Interestingly, males
required a significantly longer response time than females.
In summary, our results show that reliance on heuristics in prob-
ability updating is associated with early components in the EEG, indi-
cating an extremely quick onset of boundedly rational processes.
Individual heterogeneity in the form of differences in sensitivity to
detect conflicting decision rules plays an important role in situations
that require Bayesian updating. Decision makers who are able to (ra-
tionally) follow Bayes’ rule and suppress the automatic response of
following the representativeness heuristic are more sensitive to conflict
detection, with the difference to more intuitive decision makers already
apparent around 260ms after the onset of new information (the
sample).
Strikingly, conservative decision makers (that is, people who
strongly rely on base-rate information) initiate action choice (captured
by LRP amplitude) well before new information is presented. This
allows us to settle a classic debate (Wallsten, 1972) on the origin of
conservatism. Since conservative participants in our study had already
made their decision even before new information was presented, we
can rule out previous explanations attributing conservatism to a faulty
aggregation of prior and sample (Edwards, 1968), fallible retrieval
processes (Dougherty et al., 1999) or avoidance of extreme responses
(DuCharme, 1970). Our results fit alternative explanations, postulating
that decision makers confronted with uncertain environments often
undervalue the diagnostic impact of new evidence (for instance, the
results of a medical test) and hence ignore it (Peterson and Beach,
1967; Navon, 1978; Chase et al., 1998). Our study provides an example
of how neuroscientific methods allow for an investigation of processes
underlying decision behavior that cannot be investigated by purely
behavioral methods.
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