Under mean curvature flow, a closed, embedded hypersurface M (t) becomes singular in finite time. For certain classes of mean-convex mean curvature flows, we show the continuity of the first singular time T and the limit set "M (T )", with respect to initial data.
Introduction
We study the solution M (t) to mean curvature flow, with initial data M (0) = M 0 , near the first singularity at time T . Let F : M × [0, T ) → R N +1 be a family of smooth embeddings F(·, t) = M (t), where M is a closed Ndimensional manifold. We say that M = {M (t)} t∈[0,T ) is a mean curvature flow if
where H is the scalar mean curvature, ν is the outward unit normal, and −Hν is the mean curvature vector.
We show the continuity of first singular time for two classes of flows. As a corollary, we show continuity of the limit set at time T .
Main Results
Theorem 0.1. Let M 0 ⊂ R N +1 be a smoothly embedded, closed, mean-convex hypersurface. Let M (t) be the solution to mean curvature flow with M (0) = M 0 . Assume that M (t) shrinks to a point at time T .
For every n ∈ N, let M n0 ⊂ R N +1 be a smoothly embedded, closed hypersurface that can be expressed as the graph of some function f n over M 0 . Finally, say T and T n are the first singular times for M and M n , respectively.
If M n0 → M 0 (i.e. f n C 2 (M 0 ) → 0), then T n → T .
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Convergence is smooth in the sense of compact graphs over the hypersurface (see Closeness in §1.2).
The proof of Theorem 0.1 is short and relies heavily on the inclusion monotonicity of mean-convex flow. The technique is useful in the proof of our main result Theorem 0.2, so we do the proof of Theorem 0.1 in §1. 5 , as soon as we have established general notation and definitions. The proof of Theorem 0.2 requires N = 2, so it is not a strict generalization of Theorem 0.1.
Why the restriction to surfaces? The technique used in proving Theorem 0.2 is inspired by the neck-pinching strategy employed by Angenent in [2] (see §0.2 for an overview). If M 0 is a surface that does not collapse to a point under the flow, we can use current theory to predict the appropriate neck structure (i.e. the portion of M (t)) near a singularity is close to a truncated cylinder, say S 1 × [−a, a]). In higher dimensions, other structures are possible (i.e. the portion of M (t) is close to a generalized cylinder that splits off a hyperplane, rather than a line) allowing for too many degrees of freedom in the motion of M (t) and nearby flows.
Theorem 0.2. Let M 0 ⊂ R 3 be a smoothly embedded, closed, mean-convex surface. Let M (t) be the solution to mean curvature flow with M (0) = M 0 .
For every n ∈ N, let M n0 ⊂ R 3 be a smoothly embedded, closed surface that can be expressed as the graph of some function f n over M 0 . Finally, say that T and T n are the first singular times for M and M n , respectively.
If M n0 → M 0 (i.e. f n C 2 (M 0 ) → 0), and M is a type-I flow, then T n → T .
A corollary to continuity of first singular time is continuity of the limit set. However, the notion of a limit set must be made precise. For that, we have the following lemma.
Lemma 0.3 (Proposition 2.2.6 of [8] ). Let M (t) ⊂ R N +1 be a compact mean curvature flow defined for times t ∈ [0, T ), where T is the first singular time. Define M * to be the set of points x ∈ R N +1 such that there exists a sequence of times t i T and a sequence of points x i ∈ M (t i ), where x i → x. Then M * is compact. Furthermore, x ∈ M * if and only if for every t ∈ [0, T ), the closed ball of radius 2N (T − t) and center x intersects M (t).
Idea of Main Proof 0 INTRODUCTION
Not only does this ensure the existence of a limit set M * at time T , but the uniform convergence allows us to show continuity of M * in the Hausdorff distance.
As a nice demonstration of the utility of the continuity of first singular time, we give the following corollary.
Corollary 0.4. Let M 0 and the sequence {M n0 } n be as in Theorem 0.1 or Theorem 0.2. Then M * n → M * in the Hausdorff metric.
The proof of blow-up-time continuity involves multiple cases, some of which are complex, so we include an outline of the argument below.
Idea of Main Proof
In showing continuity of blow-up time, it is a standard application of wellposedness to conclude that lim inf n→∞ T n ≥ T . Thus, for Theorems 0.1 and 0.2, it is sufficient to show that T n ≤ T + ε for large n. Assume in the following that n is large.
Due to mean-convexity, the flow, and nearby flows, move inward. A hypersurface beginning inside M 0 will remain inside by a comparison principle. A small adjustment in the time parameter slides nearby flows inside M 0 . Thus, in the following, we can assume M n0 is inside M 0 , affording us more control over when M n (t) becomes singular.
Proving Theorem 0.1 Once we reduce to the case where M n0 is inside M 0 , the proof is nearly trivial. Since M (t) shrinks to a point, there is no escape for a hypersurface inside it. Either M n (t) becomes singular before time T , or it shrinks to a point at time T .
That's it for Theorem 0.1. The rest of the subsection describes the proof of Theorem 0.2.
Proving Theorem 0.2 If M (t) does not shrink to a point, we show in §1 that M (t) must develop cylindrical singularities. In §2 we show cylindrical singularities correspond to a structure with a "neck" and two "bulbs". The surface M n (t) could slip through the neck and survive in just one bulb of
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M (t), so we cannot count on M n (t) becoming singular just because M n0 is inside M 0 . Thus more work is required, but we can use well-posedness to force M n (t) to have a neck structure like M (t).
Nonsimply Connected Case It turns out the case when M 0 is not simply connected is easier than when it is simply connected. Intuitively, any tube-like portion of M (t) will enclose a tube-like portion of M n (t), and the handle structure prevents M n (t) from wriggling away. Practically, we choose a nontrivial loop in M n (t) and a loop around the neck to create a Hopf link preserved by the flow. (See Figure 3a) Simply Connected Case The strategy for the simply connected case is more intuitive, but far more technical. Inspired by Angenent's neckpinching strategy in [2] , in each bulb we place a sphere to hold it open while the neck pinches. Because mean curvature flow is well-posed, we can choose n large enough that M n also has two bulbs held open by the spheres (see Figure 1 ). Angenent forces the neck to pinch by shrinking a donut around it (the Angenent donut). Since we do not prescribe initial data it is not clear an appropriate donut exists. However, the singular time T is given, so we have no need for the donut. On the other hand, not prescribing initial data means we have no a priori knowledge of the appropriate choice of spheres. The spheres we choose must fit inside the bulbs and survive past the neck pinching. Thus we employ a somewhat recent tool of Andrews in [1] . Stated roughly it says that, given This allows us to place the spheres, as in the Angenent strategy. This is another reason we need mean-convexity.
When placing the spheres, we must choose their radius r, the time t 0 at which to place them, and n large enough that we can place them inside M n (t 0 ). Initially, these quantities appear circularly dependent, so we must find conditions under which one quantity can be chosen independently of the other two. The choice of n must depend on t 0 because of how we use well-posedness. The choice of t 0 must depend on r because the neck must be small compared to the spheres so that it pinches before the spherse collapse. So we have to choose r > 0 independent of t 0 and n. Since r is inversely proportional to the curvature, we must show the existence of points in M for which H (F(p, t)) stays bounded. It is sufficient to show there is a regular (nonsingular) point in M * .
Finding a Regular Point
To the author's knowledge, no result exists to guarantee there is a regular point in the limit set M * , so most of §2 is dedicated to finding one. Under the simply connected assumption, this begins by showing the existence of the desired neck structure with bulbs. The type-I assumption restricts the velocity at each point to prevent a bulb from collapsing into the singular point. Finally, we use some properties of the singular set to show that it cannot take up a whole bulb at time T . Thus the limit of each bulb must have at least one regular point.
We conclude the paper by showing continuity of the limit set in §4, demonstrating a direct use of blow-up-time continuity.
Preliminaries
Below is a list of notation collected for later reference.
Notation
Throughout this paper, we recycle the use of the following letters.
Notation 1 PRELIMINARIES
• M: background manifold
• M : family of hypersurfaces flowing by mean curvature (i.e. M = {M (t)} t∈[0,T ) )
• Σ: fixed hypersurface
• Ω(t): open region enclosed by M (t) (definable for closed, embedded hypersurfaces)
• ν: unit outward normal vector
• T : first singular time
• A: second fundamental form
• H: mean curvature
The following diacritics are applied to any of the above to associate them to a specific hypersurface.
• : associated with the base flow M (we use Cl(·) for closure)
• 0 : initial data
• n : associated with M n
• : associated with the rescaled flow M (as in §1 .2) • : associated with some auxiliary flow M or hypersurface Σ local to a proof
• : associated with the neck of a flow (See Definition 2.3)
Definitions 1 PRELIMINARIES
• / : associated with a bulb of the flow (See Definition 2.5)
(exists due to Lemma 1.8)
• The following are used in the setting of the rescaled flow.
• λ(t) = (2(T − t)) − 1 2 is the scaling factor
• ξ = λx is the new spatial variable
log(T − t) the rescaled time
log T is the initial time for M We will also use ∼ = for homeomorphicity.
Definitions
Closeness When we say Σ n → Σ, we mean smooth convergence in the graph sense. That is, let Σ and Σ n be closed hypersurfaces. Assume there is a C ∞ function f n : Σ → R so that the map ϕ n (x) = x + f n (x)ν is a smooth diffeomorphism from Σ to Σ n . Then, for every k
we can consider F n to have M as its background manifold. This works up to time T n , since the flow preserves embeddings (see §1.3).
If d H is the Hausdorff distance, then f C 0 ≤ d H (see Lemma 1.9) . This is important in the proofs of all three of our results in the previous section.
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Singular Point
We say x ∈ R N +1 is a singular point if there is a sequence
All mentions of singularities are at the first singular time T .
Type-I Singularities
We say M is a type-I flow if for some C > 0,
Of course, since |H| ≤ √ N |A|, we can say the same of H, for a different C.
Cylinders Since much of this work is set specifically in R 3 , it is convenient to distinguish between cylinders and their generalizations.
By generalized cylinder we mean any set (
By cylinder, we mean specifically S 1 × R, (up to isometry). (Note, the radii are fixed.)
Rescaled Flow To understand the asymptotic behavior near the singularity, we consider the rescaled flow:
where λ(t) = (2(T − t))
log(T ) and we use ξ = λx as the spatial variable. We will refer to this rescaling as "the rescaled flow".
As introduced in [7] , F x solves
where
. Objects associated with the rescaled flow are indicated by a tilde. For simplicity, we will mostly be dealing with the flow rescaled around the origin, meaning x = 0. In that case we will omit the subscript: F := F 0 .
Tools 1 PRELIMINARIES
Tangent Flow Let M be a mean curvature flow for times
Then one can check that the rescaling
is also a solution to mean curvature flow. Taking a sequence µ i ∞, consider the sequence of rescalings M
, that limit is called a tangent flow (we discuss the manner of convergence in §1.4).
It will be most convenient to consider tangent flows at (x 0 , t 0 ) = (0, T ), so in that case we will omit the subscript:
Tools
The following are previously established results, and will be taken for granted throughout this work.
Well-posedness (Theorem 1.5.1 of [8] ) Given M 0 is compact and immersed (we require it to be embedded anyway), well-posedness for mean curvature flow has been established in multiple contexts, but the classical case is nicely laid out in §1.5 of [8] , along with the PDE background in Appendix A of the same work. 
Moreover, the solution depends smoothly on the initial immersion F 0 .
The last statement is meant in the sense of Closeness in §1.2 above. That is, if M n0 is the graph of a smooth function f n0 over M 0 , then there is a δ > 0 such that for each t ∈ [0, δ), M n (t) is a graph over M (t). Furthermore, for any nonnegative integer
Since conditions at each time can be thought of as new initial data, this process can be repeated for larger and larger n, so that we have the same convergence at later nonsingular times and lim inf n→∞ T n ≥ T .
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Therefore, in showing continuity of first singular time, we need only show that lim sup n→∞ T n ≤ T .
In particular, k = 2 gets us uniform convergence of H n (t) to H(t). Precisely, this means that if M n (t) is a graph of f n over M (t), so that for
The convergence is uniform since M (t) is compact. Due to Lemma 1.9, k = 0 also gets us convergence of M n (t) to M (t) in the Hausdorff distance.
Embedding Preservation (Theorem 2.2.7 of [8])
If the initial hypersurface is compact and embedded, then it remains embedded during the flow.
In particular, for any
. For example, a simply connected surface would stay simply connected for the duration of the flow.
Minimum Principle (Proposition 2.4.1 of [8])
Mean-convexity is preserved by mean curvature flow. In fact, H immediately becomes positive everywhere, and min M (t) H is nondecreasing in t. This means that H is strictly positive for t ∈ (0, T ).
Comparison Principle (Corollary 2.2.3 of [8])
Similar to comparison principles for other parabolic equations, initially disjoint solutions remain disjoint. More specifically, let M 1 and M 2 be compact, embedded mean curvature flows, with respective first singular times T 1 and T 2 . Assume M 2 begins strictly inside M 1 . Then that containment is preserved until time min {T 1 , T 2 }.
Due to the subsequent discussion in [8] (right before Corollary 2.2.5), this can be extended to allow the hypersurfaces to touch initially. If they are not initially identical hypersurfaces, they will immediately be disjoint after any short amount of time. Then Corollary 2.2.3 of [8] can again be applied. contained in Cl(Ω) with x ∈ ∂Ω (See Figure 2) . We have that the condition is preserved, with the same α, by mean curvature flow up to the first singular time. Hopf Link The following scenario takes place in R 3 at a fixed time t 0 ∈ [t , T ), so we omit time in the discussion below. We assume M has a cylindrical singularity (see Definition 1.6) at the origin, with the x 2 -axis as the axis of the cylinder. (For more details on the notation, see Lemma 2.1 and Definition 2.3.)
More than once, we use the notion of the Hopf link to "trap" part of a curve or surface in a pinching neck to force a singularity, as in Figure 3a . Assume M is not simply connected. We will have isolated a "neck" of M as the intersection between it and a truncated, filled cylinder K. Within K is D = K ∩ {x 2 = 0}. The boundary of D is a circle, which is a simple, closed curve. Now take another simple, closed curve γ lying in M that passes through D, transversely, exactly once.
The two curves γ and D form a Hopf link, which is a nontrivial link in R N +1 . To see this, rotate coordinates so the page is the x 1 x 3 -plane and the x 2 -axis has its positive direction coming out of the page, and D lies in the page, as depicted in Figure 3b . Consider only D and γ, but extend K to the infinite cylinder K = { x 2 + y 2 < 4λ}, so that for a point in K , x 2 > 0 and x 2 < 0 correspond to being "in front of" and "behind" D, respectively (see Figure 3b ). Note the inequality is strict so that K is open, unlike K. That way we need not count the linking numbers below when γ merely touches Let us compute the linking number, considering γ to be going clockwise, (that is, the projection of γ into the x 1 x 3 -plane has a positive winding number with respect to the origin). As illustrated, if γ leaves K while x 2 > 0 or enters K while x 2 < 0, we add 1. Contrastly, we subtract 1 any time γ enters K while x 2 > 0 or leaves K while x 2 < 0. Since γ intersects D at only one point, x 2 only changes sign once while γ is in K . This means we need only count the first time γ leaves K , and the last time it enters, since all other times at which it enters, it must exit on the same side of the x 1 x 3 -plane, and they cancel. The sum is thus two, and the linking number is one.
By Lemma 2.1, M ∩ ∂D = ∅, so γ ∩ ∂D = ∅. Thus neither curve can contract to a point via homotopy, if the embedding is to be preserved. The curve γ undergoes homotopy because the flow is continuous. The curve ∂D shrinks homothetically, by its construction in Definition 2.3, which is also a homotopy. Therefore, the link is preserved up to time T .
Some Background on Blow-ups
In §1.2 we introduced two common blow-up techniques, the rescaled flow and tangent flows, and we use both. For our purposes, there are stronger results for tangent flows, such as uniqueness against subsequence. On the
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other hand, the rescaled flow is convenient since it only deals with one flow, and certain objects remain stationary. Luckily, the calculation in (5) below shows that any sequence of times s i ∞ in the rescaled flow corresponds to a particular tangent flow.
White showed in [11] that, in the mean-convex case, all tangent flows are either planes, (generalized) cylinders, or spheres. Furthermore, we have from [9] that planes are ruled out for times approaching the first singular time from below. Our main result is for N = 2, so we deal mostly with cylinders as blow-up limits. These limits, however, are those of subsequences. The question arises whether the limit depends on the subsequence. That is, the cylinder shape and radius are fixed, but can the orientation change per subsequence? Colding and Minicozzi find in [4] that it cannot: If one tangent flow is a cylinder, then they all are. In fact, they are all the same cylinder.
What about the rescaled flow? Huisken showed in [7] that the rescaled flow, when centered around a singular point, converges smoothly on compact subsets to a stationary limit. This corresponds to a self-similar flow in the nonrescaled setting, which we know from [3] indicates a cylinder. So if we can connect this notion of rescaling to tangent flows, we can control limits of M (s), because of the uniqueness of cylindrical tangent flows.
For our tangent flow, let (x 0 , t 0 ) = (0, T ). Now choose some sequence t i T , with corresponding s i ∞. Recalling λ(t) = (2(T − t))
∞. Then, using the notation from the rescaled flow and tangent flow definitions from §1.2, we make the observation that, by (4)
with the rescaled flow on the right, and the tangent flow rescalings on the left.
We now make these ideas more precise.
Lemma 1.4. Let M be a type-I mean curvature flow with a singular point x ∈ M * at the first singular time T . Assume there is at least one tangent flow at (x, T ) that is a generalized cylinder. Then lim s→∞ M (s) = M ∞ exists and is the same generalized cylinder.
Convergence is smooth on compact subsets of R 3 . That is, for large s, M (s) can be locally described as a graph, over M ∞ , of some function u, which is C k -small. (See Closeness in §1.2.) We only need k = 2, and will write "
− →" for this type of convergence.
Proof. Assume, without loss of generality, the the singular point is the origin. Assume there is at least one tangent flow at (0, T ) that is generalizedcylindrical.
Let s i ∞. Since M is type-I, Theorem 3.4 of [7] provides a subsequence
, so that by (5), Proof. Assume, without loss of generality, that the singular point is the origin. Assume there is some tangent flow at (0, T ) that is a sphere.
Then there is some sequence µ i ∞ (assume µ i > 2) for which each M µ i (t) is defined on [−T, 0) whose limit flow is a sphere. More precisely, recall that λ(t) = (2(T − t)) 
Then by (4),
Since M is type-I, Theorem 3.4 of [7] provides a subsequence s i j so that
c . By hypothesis, that limit is a sphere. Given the C 2 c convergence, that means there is some large s 1 for which M (s 1 ) is strictly convex. Finally, we know from Huisken's main theorem in [6] that M (s) remains convex after s 1 and converges to a sphere in C 2 as s ∞. That means M ∞ makes sense and is a sphere. Then the flow M has at least one singular point and: Either M (t) becomes convex and shrinks to a point, or all singular points of M at time T are cylindrical.
Proof. Since M 0 is compact, one can place a sphere containing it. By the comparison principle, M (t) must become singular before the sphere collapses. Call the first singular time T .
Without loss of generality, let the origin be a singular point of M . Take a sequence of rescale times s i ∞. Since M is type-I, we again know from Theorem 3.4 of [7] , that there is a subsequence s i j for which M {si j } ∞ exists. By (5) , that is a tangent flow. Therefore, at least one tangent flow at (0, T ) exists.
Since M (t) is mean-convex, Theorem 1.1 of [11] says every tangent flow at (0, T ) is a plane, a sphere, or a cylinder. However, Corollary 8.1 in [9] precludes any planar tangent flows at the first singular time. Thus every tangent flow at (0, T ) is a sphere or a cylinder. Then by Lemma 1.4 and Now assume M has a spherical point. Without loss of generality, assume it is the origin. If M ∞ is a sphere, then there is some s for which M (s) is convex. Then the same is true of M (t) at some time t. Therefore M (t) collapses to a point, by the main theorem of [6] . Thus, the existence of spherical points and the existence of cylindrical points are mutually exclusive.
We conclude with a strengthening of Lemma 0.3. Although the precise statement of Lemma 0.3 is still convenient for proving Corollary 0.4, the type-I assumption grants us control over the flow of specific points F(p, t). As in Lemma 3.3 in [7] : Lemma 1.8. Let M be a type-I mean curvature flow with first singular time T .
Then for each p ∈ M there is a p * ∈ R 3 and C > 0 for which
Proof. Given the type-I bound H ≤ C (2(T − t))
Then for every sequence t i T , F(p, t i ) is a Cauchy sequence. Thus there is a p * := lim t→T F(p, t) exists. Since
we are done.
This lemma will be useful more than once in §2.
Proof of Theorem 0.1
The following proof uses Hausdorff distance, but our notion of closeness is in terms of f n C k . We must connect the two. Proof. First of all, since the mapping y = ϕ(x) = x + f (x)ν is a homeomorphism, each x ∈ Σ is uniquely paired with a y ∈ Σ, and vice versa.
For a given pair of points (x, y) ∈ Σ × Σ, |f (x)| = |x − y|. However, y might not be the closest point on Σ to x, so |f (x)| ≥ inf y |x − y|. Then
Then
|g(x)| ≥ inf x |y − x|. Thus we have
Proof of Theorem 0.1. Let M and a sequence {M n } n be as in Theorem 0. Let 0 < ε. Define M n (t) = M n (t + ε). We need T n > ε for the following proof to make sense (since the intervals of existence times for M and M n need to overlap). However, the goal at the end of the proof is to show that, for large n, T n < T + ε, so if T n > ε, we are done. So we can just assume T n > ε.
, T ), its velocity at every point is inward with positive speed. Thus M 0 (ε) ⊂ Ω 0 , and we have the
(see Lemma 1.9). So assume n ≥ n 0 . Rearranging
Because M (t) → 0, the comparison principle tells us M n (t) must become singular no later than M (t) does. So we see that T n = T n + ε ≤ T + ε. Since that is true for any n ≥ n 0 , we have lim sup n→∞ T n ≤ T + ε. Since ε was arbitrary, we are done.
2 "Anatomy" of M Theorem 0.2 only applies to surfaces. We can tell from the proof of Theorem 0.1 that the case when M ∞ is a sphere is easily resolved, since in this case M (t) would shrink to a point. However, we will need much more understanding about the case when M ∞ is a cylinder. The key to all of our analyses is the neck structure that forms at a type-I cylindrical singularity. Nearly all the results in this section make heavy use of this structure (detailed in Lemma 2.1 and Definition 2.3), so we make the following assumptions for this entire section.
Neck Formation 2 "ANATOMY" OF M
(i) M 0 (and therefore each M (t)) is a smoothly embedded, closed, meanconvex surface.
(ii) M is type-I (iii) M has only cylindrical singularities (iv) The singularity in question is at the origin, and the axis of its cylinder is the x 2 -axis
Neck Formation
We need to describe very precisely what we mean by neck structure.
Lemma 2.1. Define the solid truncated cylinder
Let ν ∞ to be the outward normal on M ∞ . (See Figure 5 ) Then the surface M ∞ is the unit-radius cylinder whose axis is the ξ 2 -axis, and the following hold: Furthermore for every 0 < ε < 1 there is s > 0 ("s-neck") and smooth
Remark 2.2. Since u C 2 < ε < 1, M does not intersect the "side" of K, and must intersect the "ends" of K transversely. Also ν ∞ is parallel to the "lids" of K ( K ∩ {ξ 2 = 4}), so there are no questions about the surjectivity of the homeomorphism.
Proof. By Definition 1.6, M ∞ exists and is a specific cylinder with some radius r to be found. From (3) we know
Bulb Preservation
2 "ANATOMY" OF M so we must have r = 1. Theorem 3.4 of [7] says that the convergence of M (s) to M ∞ is C 2 in compact subsets of R 3 (or to any order one likes), in the sense of Closeness, as in §1.2.
The mapping ξ → ξ + u(ξ, s) is obviously continuous and invertible by its definition. Since M ∞ ∩ K is compact, the mapping is a homeomorphism. Now this lemma is just a particular (consequent, but not equivalent) expression of that convergence.
Note: For the most part, depictions will follow:
And we also sometimes use x 2 as a coordinate function.
Definition 2.3 (Useful Sets and Quantities).
For later use, also define the disk D = {ξ 2 = 0} ∩ K, orthogonal to the axis of K.
We write K and D, without tildes to denote their nonrescaled versions. That is K(t) = λ −1 (t) K and D(t) = λ −1 (t) D. Then we can write M (t) = M (t) ∩ K(t), and Ω (t) = Int(Ω(t) ∩ K(t)) ("M -neck" and "Ω-neck").
Throughout this paper, we refer to t ("t-neck"), corresponding to s . After time t (s ), we say M (t) ( M (s)) "has a neck" for t ∈ [t , T ) (s ∈ [s , ∞)). Any mention of t (s ) hereafter implies the presence of all the structures given in Lemma 2.1 and Definition 2.3, in M (t) ( M (s)). (See Figure 6) 
Bulb Preservation
In the proof of Theorem 0.2, it turns out the case where M 0 is not simply connected is simpler than when it is, due to the the Hopf link construction in §1.3. However, in the simply connected case, we need to place spheres inside the bulbs. In order to place the spheres as planned, we hope that removing Ω (t) splits Ω(t) into two connected components that always have enough Then for every t ∈ [t , T ), Cl(M (t) \ M (t)) is two (path-) connected components. The same can be said for Ω(t) \ Cl(Ω (t)).
(See again Figure 6) Proof. By definition of t , M (t) has a neck for t ∈ [t , T ). Note specifically that N = 2. Since the flow preserves embedding, M (t) is simply connected for t ∈ [0, T ). Since M (t) ∩ K(t) is homotopic to a circle in M (t), the result follows from the Jordan Curve Theorem for spheres. Now for Ω(t) \ Ω (t). We know Ω(t) is simply connected. Since Ω(t) \ Cl(Ω (t)) is open, it is locally path-connected. Were Ω(t) \ Cl(Ω (t)) one component, then Ω(t) would not be simply connected, since we could construct a nontrivial path in Ω(t) that passes through Ω (t). That is a contradiction. Considering Remark 2.2, ∂Ω (t) ∩ ∂ (Ω(t) \ Ω (t)) is two components, the "lids", because of the way K(t) is constructed. Then any component of Ω(t) \ Cl(Ω (t)) is connected to one of the lids. Thus, there cannot be any more than two components to Ω(t) \ Cl (Ω (t)).
Definition 2.5. For t ∈ [t , T ), consider the two components of M (t) \ M (t). Call them M (t) and M (t), chosen so that x 2 (Cl(M (t)) ∩ K(t)) <
2 "ANATOMY" OF M 0 and x 2 (Cl(M (t)) ∩ K(t)) > 0. Similarly define Ω (t) and Ω (t) to be the two components of Ω(t) \ Cl(Ω (t)) with x 2 (Ω (t) ∩ K(t)) < 0 and x 2 (Ω (t) ∩ K(t)) > 0. We may use "bulbs" to refer to M (t) and M (t) or Ω (t) and Ω (t). It should be clear from context whether we mean the surface or its interior region.
Figure 6: Neck in K(t).
Recall the goal is to find, for each bulb, a p ∈ M for which H (F(p, t) ) stays bounded. However, in order to do that, we need to know that the bulbs do not collapse to the origin. Even though each bulb has points outside the neck throughout the flow, either bulb could shrink into the origin at a rate slower than the neck.
Once we know the existence of limit bulbs outside the origin, then we can address their regularity. Definition 2.6. Define M * to be the set of points p * for p ∈ M (t ).
Remark 2.7. Note M * will always include the origin. Thus, it is no problem if F(p, t) becomes trapped in the neck, since this means p * = 0 ∈ M * .
Lemma 2.8. Neither bulb collapses to the origin. That is, there is p ∈ M so p * ∈ M * and p * = 0. The same is true for M * 2.3 Bulbs Do Not Collapse
By definition of M (t ), |x| ≥ x 2 (x) > 4λ −1 (t ). By Lemma 1.8, |p
Now that we've established that M * and M * have some points left to work with, we set out to make sure each limit bulb has at least one regular point. We do so in the next subsection.
Bulbs Do Not Collapse
In this subsection, we show that neither bulb can have an entirely singular limit set. Thence we conclude the preimage of each bulb has a point p for which H (F(p, t) ) stays bounded. Sublemma 2.9. The limit set M * is simply connected.
Proof. First, since M (t) is an embedding of M for each t ∈ [0, T ), M (t) remains simply connected.
The set Ω 0 \ Ω * is foliated by M and each M (t) is embedded. Therefore, for each x ∈ Ω 0 \ Ω * , we can find (p, t) ∈ M × [0, T ) so that F(p, t) = x. Then define x * := p * .
Since each M (t) is embedded and the map p → p * is continuous (Lemma 2.6 of [10] ), the map x → x * defines a (continuous) retraction from
Next we show that each bulb has a regular point. Intuitively, if the whole bulb becomes singular, then its limit set is a curve. Thus, we can choose a "farthest" point of M * (or M * ), which must be cylindrical, but that would be strange, since it would suggest there were even farther points on the other end of the neck. That will lead to a contradiction. Lemma 2.10. Neither M * nor M * is entirely singular.
Proof. Suppose that M * is entirely singular. From [5] , we know that the set of singular points of the flow at time T is locally representable by a Lipschitz map over a line. We take from this that, since M * is entirely singular, M * is a simple curve. By Lemma 2.8, that curve is not a singleton. By Sublemma 2.9, that curve is not closed.
Recall that by Remark 2.7, M * must also contain the origin. Thus, by Sublemma 2.9, and since M * is compact, the origin is one endpoint of the curve, and it has another endpoint that is not the origin or in M * . That other endpoint, call it x, attains the maximum intrinsic distance from 0 in M * .
By the opening supposition, x is a singular point, which we have also assumed to be cylindrical. This leads us to a contradiction, since by Lemma 2.8, x has its own left and right bulbs, so there are farther points than x from 0 along the curve M * . Thus, M * is not entirely singular. The same argument applies to M * .
Corollary 2.11. There is at least one point x ∈ M * with a point p ∈ M such that p * = x and H(F(p, t)) stays bounded as t T . The same is true of M * .
Proof. By Lemma 1.8, for every p ∈ M, p * ∈ M * exists, and M * is composed entirely of such points p * . By Lemma 2.10, there is a p * (with corresponding p ∈ M) for each bulb of M * at which H(p * ) is defined and finite. By the local continuity of the flow, H (F (p, t) ) must stay bounded.
Continuity of Singular Time
Here we set out to prove our main result.
The case where M n0 ⊂ Ω 0 offers much more control over the behavior of M n in terms of the behavior of M . Recall in this case, because of wellposedness, we only need to show that T n ≤ T for large n. Once we ensure the conclusion of Theorem 0.2 holds in that case, we use an argument like that of Theorem 0.1 to finish the proof of Theorem 0.2, addressing the limit In the same vein, since M n (t) ⊂ Ω(t), each component of M n (t) ∩ D(t) is a closed curve. Also, because of the Hopf link, for every t ∈ [t , T ) there is at least one point in D(t) at which γ n (t) intersects D(t) transversely. Thus, for each t ∈ [t , T ), at least one of those curves is not a singleton. Since D(t) is a disk with radius λ
blows up no later than time T .
Figure 7
Now for the case where M is simply connected.
Proposition 3.2. Let M 0 be a smoothly embedded, closed, mean-convex surface. Let M n0 be a sequence of smoothly embedded, closed surfaces such that M n0 → M 0 and M n0 ⊂ Ω 0 . Assume M 0 is simply connected, M is type-I, and that M has a cylindrical singularity at time T . Then there is an n 0 > 0 so that T n ≤ T whenever n > n 0 .
The proof is a rather technical procedure, so we begin with some motivation. Recall the hope is to construct something like that in Figure 1 . For each sphere, we need to choose the radius r, the time t 0 at which to place the sphere, n so that M n (t 0 ) is close to M (t 0 ), and the point y ∈ M n (t 0 ) at which we place the sphere (see Figure 9) . When placing the sphere in M n (t 0 ), we have three concerns.
(i) The sphere must fit in M n (t 0 ). Here, we turn to the regularity results of §2.3 to apply the Andrews condition. In addressing this, we prescribe a maximum radius for the sphere, thus fixing its lifespan.
(ii) The sphere should not intersect the neck. We want that the sphere stays out of K, keeping some points of M n (t 0 ) away from the neck. (The neck and sphere will contract away from each other, so this condition is preserved.) (iii) The sphere must outlive the neck. Given the fixed lifespans of M and the sphere (once r is chosen), we need only wait to place the sphere until it will live past T .
The preceding conditions are mostly about M n (t 0 ), but we only have control over M n (t 0 ) via M (t 0 ) by well-posedness. This makes dependencies more delicate. Therefore the proof is broken into three parts: choosing r, then t 0 , then n and y.
In the first part, we choose the radius r small enough to facilitate (ii) and (i). In the second part, we choose t 0 close enough to T that (iii) is satisfied and R(t 0 ) satisfies (ii) (intuitively, we are waiting for M (t) to develop a neck very small compared to the bulbs). In the third part, we choose n large enough that M n (t 0 ) approximates both bulbs, so a sphere of radius r can be placed in each of Ω n (t 0 ) and Ω n (t 0 ).
Proof of Proposition 3.2. Assume, without loss of generality, that the cylindrical singularity in question is at the origin. Assume the axis of the cylinder is the x 2 -axis, so we can make easy use of K(t).
Assume t ≥ t , so M has a neck. For simplicity, we'll do the proof just in terms of the right bulb. By Corollary 2.11, there are x ∈ M * , p ∈ M, and C > 0 so that F(p, t) −−→ t→T x = 0 and H(F(p, t)) < C for t ∈ [t , T ). Several choices of constants and objects in the proof rely on careful spacing with respect to x and the origin. To that end, the quantity δ = Part I: Choosing r Since M 0 (t) becomes strictly mean convex immediately, there is some α > 0 so that M (t ) is 2α-non-collapsed (so M n (t 0 ) will 3 CONTINUITY OF SINGULAR TIME be α-non-collapsed when we choose it). Take
as an upper bound for r. Now choose r = min{r 1 , δ}.
Later, r ≤ δ will help us with (ii) (see again Figure 8 ), and r ≤ r 1 will allow us to use well-posedness to help with (i) (we cannot choose where to place the sphere until after we have chosen t 0 , n, and y). , by continuity of the flow. Let R(t) = 4λ −1 (t), the radius of K(t). Then R(t) shrinks to 0 by time T . Thus there is a time t 2 ∈ [t 1 , T ) after which R(t) ≤ |x| 16 (See Figure 8 ). These two conditions will help with (ii) in part III. Since the radius r of the sphere is already fixed, we know its lifespan. Call it τ . We can find the time t 3 ∈ [t 2 , T ) at which τ = 2(T − t 3 ). This means if the sphere begins its flow at any time in [t 3 , T ), the sphere will survive past time T .
Choose t 0 = t 3 , so t 0 has the properties of t 1 , t 2 , t 3 . Then, because of the choice of t 3 , we have already satisfied (iii).
Part III: Choosing n and y Let x 0 = F(p, t 0 ), so |x 0 | ≥ |x| 2 .
CONTINUITY OF SINGULAR TIME
By well-posedness, there is n 1 such that if n ≥ n 1 , M n (t 0 ) is α-noncollapsed. Given δ > 0 above, and recalling H(x 0 ) = H(F(p, t 0 )) < C, there exists n 2 ≥ n 1 so large that, if n ≥ n 2 , then there is a point y ∈ M n (t 0 ), within δ of x 0 , so that H n (y) ≤ 2C. Let n 0 = n 2 . Now assume n ≥ n 0 so that M n (t 0 ) is α-non-collapsed and that such a y exists. Choose that y.
We now have the following:
sphere diameter = 2r ≤ 2δ.
Those together imply that, were a sphere of radius r placed at time t 0 touching y, the distance between sphere and K(t 0 ) is at least , there is room to place a sphere of radius r inside Cl(Ω n (t 0 )), tangent at y. Since the sphere is disjoint from K(t 0 ), it is contained in
