Equivariant Landau--Ginzburg mirror symmetry by Guéré, Jérémy
ar
X
iv
:1
90
6.
04
10
0v
1 
 [m
ath
.A
G]
  1
0 J
un
 20
19
EQUIVARIANT LANDAU–GINZBURG MIRROR SYMMETRY
JE´RE´MY GUE´RE´
Abstract. We give a new proof of the computation of Hodge integrals we
have previously obtained for the quantum singularity (FJRW) theory of chain
polynomials. It uses the classical localization formula of Atiyah–Bott and we
phrase our proof in a general framework that is suitable for future studies
of gauged linear sigma models (GLSM). As a by-product, we obtain the first
equivariant version of mirror symmetry without concavity, generalizing the
work of Chiodo–Iritani–Ruan on the Landau–Ginzburg side.
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0. Introduction
In our previous work [13], we gave the first genus-zero computation of the vir-
tual cycle in the quantum singularity theory, also called Fan–Jarvis–Ruan–Witten
(FJRW) theory [9, 10, 18], in a range of cases where the state-of-the-art techniques
relying on the concavity condition did not apply. As an application, we proved a
mirror symmetry theorem for these theories.
Later in [14], we generalized our results and obtained the first all-genus com-
putation on the moduli space of Landau–Ginzburg spin curves, providing we first
cap the virtual cycle with the Euler class of the Hodge vector bundle. It lead to
Hodge integral calculations in the quantum singularity (FJRW) theory in a range of
cases where the techniques relying on Teleman’s reconstruction theorem for gener-
ically semi-simple Cohomological Field Theories (CohFTs) did not apply. As an
application, we proved in [3] the DR/DZ conjecture for 3-spin, 4-spin, and 5-spin
theories, that is the equivalence of the Double Ramification (DR) hierarchy with
the Dubrovin–Zhang (DZ) hierarchy for these theories.
Interestingly, there are up to now no counterparts of [13,14] for Gromov–Witten
theory of hypersurfaces in weighted projective spaces, although such a parallel story
should appear under the light of Landau–Ginzburg/Calabi–Yau correspondence
1
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[5]. Genus-zero Gromov–Witten invariants of hypersurfaces in weighted projective
spaces are still unknown, as soon as the convexity condition fails. Even for pro-
jective hypersurfaces, there is no general description of Hodge integrals in positive
genus.
Both papers [13, 14] relied on a new technique based on the notion of recursive
complexes and it has been our main focus for the last five years to understand how
to carry this technique into the Gromov–Witten side. To achieve this ambitious
goal, we shed new light on our previous results by changing our strategy to a more
Gromov–Witten-like approach: we make use of the localization formula of Atiyah–
Bott [1], developped in the algebraic category by [7, 8], to carry the computation
of Hodge integrals in FJRW theory. We then give a new and shorter proof of the
results in [13, 14]. We also upgrade our mirror theorem [13, Theorem 4.4] to an
equivariant version of it, in the spirit of [5, Section 4.3], see Theorem 2.10. We
highlight the fact it was out of reach with the previous technique.
Importantly, we phrase our new method in a very general framework that is
relevant when working with Landau–Ginzburg models. We thus believe it is suitable
for the study of any Gauged Linear Sigma Model (GLSM) [11]. Indeed, following
our work [6, Section 6], we see that the definition of virtual cycles in hybrid GLSMs
can be phrased as a localized Chern character of a two-periodic complex on a
big moduli space denoted  in [6], and that the picture in [6, Section 1.5] is a
special case of the one we describe in Section 1. Furthermore, it is worth noticing
that Gromov–Witten theory of a complete intersection in a toric Deligne–Mumford
(DM) stack is a special instance of a GLSM via the comparaison [16]. In particular,
it is absolutely clear that the strategy developed in Section 1 applies, with little
changes compared to Section 2, to the case of hypersurfaces in weighted projective
spaces which are defined by chain polynomials. However, writing this paper, we
discovered a more direct way to pursue this goal and we decided to leave this result
to another paper [15].
Acknowledgement. The author is grateful to Alexander Polishchuk who sug-
gested first to look for a proof of the results in [13,14] using the localization formula.
1. Localization formula for localized Chern characters
Here, we describe the localization method that we apply to FJRW theory in the
next section. We explain it in a more general framework, so that it can serve as a
reference for future works regarding GLSM models.
1.1. Localized Chern character. We work over an arbitrary field K and we
consider the following set-up:
Y X
S
E
V
	 K∗
T
p
j
where S is a proper DM stack, X is a DM stack over S, the substack Y is a local
complete intersection in X and is proper over S, and V,E, and T are locally free
sheaves (vector bundles) over the DM stacks X,S, and Y . Moreover, we have an
action of the multiplicative group K∗ on the fibers of p; precisely an action on X
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and on S such that the action on S is trivial and the projection morphism p : X → S
is equivariant. We assume the closed substack Y to be K∗-invariant and the vector
bundles V,E, and T to be K∗-equivariant. Furthermore, we assume the K∗-fixed
locus of X to be a closed substack of Y that we denote YF .
We also consider four global sections
α, α′ ∈ H0(X,V ∨) , α′′ ∈ H0(X, p∗E) , and β ∈ H0(X,V )
such that α, α′′, and β are K∗-equivariant but α′ is not, and that
β(α) = β(α′) = 0.
For every t1, t2 ∈ K, we define global sections
α(t1) = α+t1α
′ ∈ H0(X,V ∨) and α˜(t1, t2) = α+t1α
′+t2α
′′ ∈ H0(X,V ∨⊕p∗E)
and Koszul two-periodic complexes
K(t1) = (Λ
•(V ∨), δ(t1)) and K˜(t1, t2) =
(
Λ•(V ∨ ⊕ p∗E), δ˜(t1, t2)
)
over the DM stack X , where the maps are
δ(t1) = α(t1) ∧ ·+ β(·) and δ˜(t1, t2) = α˜(t1, t2) ∧ ·+ β(·).
We observe the following
K(t1) is K
∗-equivariant ⇐⇒ t1 = 0,
K˜(t1, t2) is K
∗-equivariant ⇐⇒ t1 = 0,
and we have the equality of two-periodic complexes
(1) K˜(t1, 0) = K(t1)⊗ Λ
• (p∗E) .
Furthermore, we assume
K(t1) is strictly exact off Y ⇐⇒ t1 6= 0,
K˜(t1, t2) is strictly exact off Y ⇐⇒ (t1, t2) 6= 0.
We recall from [17] that a two-periodic complex is strictly exact off Y if it is exact
off Y and the images of the maps are subbundles.
As a consequence, we get localized Chern characters
∀ t1 6= 0 , Ch
X
Y (K(t1)) ∈ A(Y → X)Q,
∀ (t1, t2) 6= 0 , Ch
X
Y (K˜(t1, t2)) ∈ A(Y → X)Q
in the bivariant Chow rings. For their constructions, we refer to [12] for complexes
and to [17] for two-periodic complexes.
Definition 1.1. We call virtual class for the above input data the Chow class1
(2) cvir := (p ◦ j)∗
(
Td(T ) ∪ ChXY (K(1))[X ]
)
∈ A∗(S).
We call Hodge virtual class the following Chow class
(3) ctop(E) · cvir ∈ A∗(S),
where ctop stands for the top Chern class of a vector bundle. Hodge integrals refer
to integrals of the Hodge virtual class against other Chow classes on the space S.
1In this formula, we recall that the projection p ◦ j : Y → S is proper.
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Remark 1.2. The reason for the name “virtual class” is explained in Section 2.
Indeed, once we choose appropriate input data, we prove it corresponds to the
virtual class from the quantum singularity theory or even from Gromov–Witten
theory of hypersurfaces or more general GLSM, see [6, Section 6]. Moreover, the
vector bundle E plays the role of the Hodge bundle over the moduli space of stable
curves, hence the second definition.
Remark 1.3. It is a huge open challenge to express the virtual class cvir in a simple
way. However, the Hodge virtual class can be expressed in terms of the fixed loci of
the K∗-action, see Theorem 1.7, and thus it is often computable. We also recall that
Hodge integrals play an important role in the definition of the Double Ramification
hierarchy, see [2].
Proposition 1.4. We have an equality
ctop(E) · cvir = (−1)
rk(E)(p ◦ j)∗
(
Td(T ⊕ j∗p∗E∨) ∪ ChXY (K˜(0, 1))[X ]
)
in the Chow ring of S, where rk stands for the rank of a vector bundle.
Proof. Using invariance of the localized Chern character by homotopy and equation
(1), we see that
∀t1, t2 6= 0 , Ch
X
Y (K˜(0, 1)) = Ch
X
Y (K˜(t1, t2))
= ChXY (K˜(t1, 0))
= Ch(λ−1(p
∗E)) · ChXY (K(t1))
= Ch(λ−1(p
∗E)) · ChXY (K(1)),
where the lambda-class is defined in K-theory on a vector bundle W by
λt(W ) =
∑
q≥0
ΛqW tq ∈ K0[t].
Therefore, we obtain the desired equality after using the classical formulae
Ch(λ−1(W
∨))Td(W ) = ctop(W ) and ctop(W
∨) = (−1)rk(W )ctop(W ). 
1.2. Localization formula. We recall all input data, except the global section
α′ ∈ H0(X,V ∨), are K∗-equivariant. We denote by q the equivariant parameter,
by AK
∗
∗ (·) the equivariant Chow ring, and by A
K∗
∗ (·)q the ring obtained from it
by inverting the equivariant parameter q, see [7] for a detailed construction of the
equivariant Chow ring.
Proposition 1.5 ([8, Thm 1]). We have an isomorphism of groups
AK
∗
∗ (YF )q ≃ A
K∗
∗ (Y )q ≃ A
K∗
∗ (X)q,
given by the equivariant pushforward of embeddings.
Since the substack Y is a complete intersection inside the stack X , we have an
explicit description of the second isomorphism above, yielding a localization formula
as the one proved by Atiyah–Bott [1] in equivariant cohomology.
Theorem 1.6 (Localization formula). Denote by Nj = NY⊂X the normal bundle
of the local complete intersection, it is a K∗-equivariant vector bundle over Y . We
have the following formula
[X ] = j∗
(
[Y ]
cK
∗
top(Nj)
)
∈ AK
∗
∗ (X)q,
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where cK
∗
top is the K
∗-equivariant2 top Chern class. Furthermore, if the closed im-
mersion ιF : YF →֒ Y of the fixed locus inside Y is also a local complete intersection,
we have the same result replacing Y by YF , j by j ◦ ιF , and the normal bundle Nj
by Nj◦ιF .
Proof. By the surjectivity of the second map in Proposition 1.5, there exists an
equivariant class a ∈ AK
∗
∗ (Y )q such that
[X ] = j∗(a) ∈ A
K∗
∗ (X)q.
Therefore, we have
[Y ] = j∗[X ] = j∗j∗(a) = c
K∗
top(Nj) ∪ a,
where in the last equality we use that j is a local complete intersection morphism.
Therefore, dividing3 both sides by cK
∗
top(Nj), we get the result. 
Applying the localization formula to the right-hand side of the equality in Propo-
sition 1.4, we obtain a simple formula for the Hodge virtual class.
Theorem 1.7. The Hodge virtual class equals
ctop(E
∨) · cvir = lim
q→0
cK
∗
top(E
∨) · (p ◦ j)∗
(
cK
∗
top(j
∗V )
cK
∗
top(Nj)
·
Td(j∗T )
Td(j∗V )
)
,
where we recall the map p ◦ j is proper. On the right-hand side, the Todd, Chern,
and top Chern classes are all taken K∗-equivariantly.
Remark 1.8. The Chow class on the right-hand side lives in the equivariant Chow
ring AK
∗
∗ (S)q ≃ A∗(S)((q)), as the action on S is trivial. Precisely, Theorem 1.7
means that it contains no negative powers of q and that the constant term in q,
that we interpret as a limit q → 0, equals the left-hand side.
Proof. By Proposition 1.4, we rewrite the Hodge virtual class in terms of the local-
ized Chern character of the two-periodic complex K˜(0, 1). Since it isK∗-equivariant,
we use the localization formula to get
ChXY (K˜(0, 1))[X ] = Ch
X
Y (K˜(0, 1))
[
j∗
(
[Y ]
cK
∗
top(Nj)
)]
= ChYY (j
∗K˜(0, 1))
[
[Y ]
cK
∗
top(Nj)
]
=
Ch(j∗K˜(0, 1))
cK
∗
top(Nj)
∈ AK
∗
∗ (Y )q.
Furthermore, we have a K-theoretic equality
j∗K˜(0, 1) = λ−1(j
∗V ∨ ⊕ j∗p∗E) = λ−1(j
∗V ∨)⊗ λ−1(j
∗p∗E).
2We put the upper-script K∗ to emphasize that it is the equivariant top Chern class, even
though it should be clear from the context. In particular, the localized Chern characters in the
proof below are also K∗-equivariant, although we do not write the upper-script K∗.
3Since the substack Y ⊂ X is K∗-invariant, its normal bundle has no fixed part under K∗ and
its equivariant top Chern class is then invertible.
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Thus, we obtain
Td(T ⊕ j∗p∗E∨) · ChXY (K˜(0, 1))[X ] = j
∗p∗(cK
∗
top(E
∨)) ·
Td(j∗T )
Td(j∗V )
·
cK
∗
top(j
∗V )
cK
∗
top(Nj)
in the ring AK
∗
∗ (Y )q. Eventually, we push-forward to the space S and get
(4)
(p◦j)∗
(
Td(T ⊕ E∨) ∪ChXY (K˜(0, 1))[X ]
)
= cK
∗
top(E
∨)·(p◦j)∗
(
Td(j∗T )
Td(j∗V )
·
cK
∗
top(j
∗V )
cK
∗
top(Nj)
)
.
Notice that at this point, it is a K∗-equivariant equality, taking place in the ring
AK
∗
∗ (S)q, which equals the ring A∗(S)((q)) since the K
∗-action on S is trivial. It
is not clear that the right-hand side of equality (4) contains no negative powers of
the equivariant parameter q, but it follows from the fact the left-hand side has a
non-equivariant limit q → 0.
At last, once we take the non-equivariant limit, or equivalently the constant
term in q, in equality (4), the left-hand side becomes the Hodge virtual class by
Proposition 1.4 and we obtain the desired equality. 
2. Application to FJRW theory
In this section, we work over the base field K = C and we give an application
of Theorem 1.7 to the quantum singularity (FJRW) theory, shedding new light on
the results of [13, 14]. We then use most of the same notations and refer to [13, 14]
for more details.
Once for all, we fix a quasi-homogeneous polynomial W of chain type
W (x1, . . . , xN ) = x
a1
1 x2 + · · ·+ x
aN−1
N−1 xN + x
aN
N ,
where integers a1, . . . , aN are positive. We denote by d its degree and by w1, . . . , wN
the weights of the variables x1, . . . , xN . We also fix two non-negative integers g and
n such that 2g − 2 + n > 0, i.e. the space of stable curves Mg,n is non-empty.
We further consider an admissible group G, which is a subgroup of the maximal
group Aut(W ) of (diagonal) symmetries of W , containing the grading element j,
see [13, Equation (3)].
2.1. Hodge virtual cycle map. Let us consider the Landau–Ginzburg orbifold
(W,G) (see [13, Definition 1.2]) and denote by H the state space of its FJRW
theory. It decomposes as
H =
⊕
γ∈G
Hγ
where we recall that γ is a diagonal matrix γ = diag(γ1, . . . , γN ) and that γ is called
broad if at least one of its entries equals 1 and narrow otherwise. In particular, for
γ narrow, we have Hγ ≃ C.
For any γ = (γ(1), . . . , γ(n)) ∈ Gn satisfying the selection rule
γ(1) · · · · · γ(n) = j2g−2+n,
where j ∈ G is the grading element, we have a moduli space of (W,G)-spin curves,
that we denote by Sg,n(γ), see [9, Section 2] or [14, Section 1.2]. We denote by Sg,n
the disjoint union over all possible γ and we have a finite map o : Sg,n →Mg,n.
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The virtual cycle map4 is a linear map
cvir : H
⊗n → A∗(Sg,n)
such that for entries u1 ∈ Hγ(1), . . . , un ∈ Hγ(n) we have
cvir(u1, . . . , un) ∈ H
2degvir(Sg,n(γ(1), . . . , γ(n)),
where the integer degvir is explicitly determined by the genus g and the matrices
γ(1), . . . , γ(n), see [13, Equation (16)].
The Hodge bundle E on the moduli spaceMg,n is the rank-g vector bundle given
by π∗ω, where π is the map from the universal curve and ω is the relative dualizing
sheaf. Its fiber on the point representing a curve C is then H0(C, ωC).
Definition 2.1. We call Hodge virtual cycle map the product
λg · cvir : H
⊗n → A∗(Sg,n),
where λg := ctop(E) is the top Chern class of the (pull-back of the) Hodge bundle.
From now on, we fix entries u1 ∈ Hγ(1), . . . , un ∈ Hγ(n) which are invariant
under the maximal group Aut(W ), see [14, Section 1.3] for an explicit description.
In particular, we are given a subset Cγ(i) ⊂ {x1, . . . , xN} of variables for each
marking, see [13, Definition 1.5].
Before stating Theorem 2.4, we introduce a few more notations. Let us denote
by π : C → Sg,n the universal curve over the moduli space of (W,G)-spin curves and
by L1, . . . ,LN the universal line bundles. In [13, Equation (72)] or [14, Equation
(11)], we define the modified line bundles LC1 , . . . ,L
C
N on C, which are obtained from
the universal line bundles by twisting down some of the markings. We also need
the following definition.
Definition 2.2. The equivariant Euler class of a vector bundle V on a space S is
defined by
(5) eq(V ) = q
rk(V ) ·
(
1 +
c1(V )
q
+
c2(V )
q2
+ · · ·+
crk(V )(V )
qrk(V )
)
,
and extended multiplicatively to K-theory as a map eq : K
0(S)→ A∗(S)[q, q
−1]].
Remark 2.3. Let C∗ act trivially on a space S and fiberwise on a vector bundle
V . The C∗-equivariant top Chern class of V equals the equivariant Euler class,
i.e. cC
∗
top(V ) = eq(V ), where q is the equivariant parameter.
Theorem 2.4. Under the previous assumptions and notations, we have
(6) λg · cvir(u1, . . . , un) = lim
q→0
e−qN+1(E) ·
N∏
j=1
eqj (−R
•π∗(L
C
j )),
where q1 := q and qj+1 := (−a1) · · · (−aj) q for 1 ≤ j ≤ N .
Proof. First of all, we take resolutions of the higher push-forwards R•π∗(L
C
j ) for
all j by vector bundles over Sg,n
Rπ∗L
C
j = [Aj → B˜j ],
4We use the construction of the virtual cycle map by Polishchuk and Vaintrob [18].
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such that there exist the appropriate morphisms from [14, Equation (12)]
(7)
α˜j : O → Sym
aj−1A∨j−1 ⊗ B˜
∨
j ⊕ (Sym
aj−1A∨j ⊗A
∨
j+1)⊗ B˜
∨
j ,
β˜j : B˜
∨
j → A
∨
j ,
with the convention (A0, AN+1) = (0, AN ).
Moreover, we decompose the morphism α˜N into the sum α˜
′
N + α˜
′′
N where
α˜′N : O → Sym
aN−1A∨N−1 ⊗ B˜
∨
N
and we also consider the morphism from [14, Equation (19)]
α˜N+1 : O → Sym
aNA∨N ⊗ E.
We apply Theorem 1.7 to the following data:
• S := Sg,n(γ(1), . . . , γ(n)) is the moduli space of (W,G)-spin curves,
• E := E is the Hodge bundle,
• X := Tot (A1 ⊕ · · · ⊕AN ) is the total space of the vector bundle, with
p : X → S the projection,
• Y := Sg,n(γ(1), . . . , γ(n)) embedded in X via the zero section Y →֒ X ,
• V := p∗B1 ⊕ · · · ⊕ p
∗BN ,
• T := B1 ⊕ · · · ⊕BN ,
• α := α˜1 + · · ·+ α˜N−1 + α˜
′
N viewed as a global section of V
∨ on X ,
• α′ := α˜′′N viewed as a global section of V
∨ on X ,
• α′′ := α˜N+1 viewed as a global section of p
∗E on X ,
• β := β˜1 + · · ·+ β˜N viewed as a global section of V on X .
It follows from [13, Section 3.5] that β(α) = β(α′) = 0. Furthermore, we take the
following C∗-action:
• trivial on S,
• scaling fibers with weight 1 on A1 and on B1, i.e. λ · v = λ v on a vector v,
• scaling fibers with weight (−a1) · · · (−aj) on Aj+1 and on Bj+1, i.e. λ · v =
λ(−a1)···(−aj) v on a vector v,
• scaling fibers with weight (−a1) · · · (−aN ) on the Hodge bundle E.
It is straightforward to see that the global sections α, α′′, and β are C∗-equivariant,
and that α′ is not. Moreover, the C∗-fixed locus in X is given by the constraint
∀λ ∈ C∗ , λ · (x1, . . . , xN ) = (λ x1, . . . , λ
(−a1)···(−aN−1) xN ) = (x1, . . . , xN ),
yielding (x1, . . . , xN ) = 0, i.e. the C
∗-fixed locus is YF = Y = S.
Following Section 1, we form the two-periodic complexes K(t1) and K(t1, t2) for
(t1, t2) ∈ C
2, and they are C∗-equivariant when t1 = 0. Looking at the common
vanishing locus of the global sections α, α′′, and β, it follows that K(t1) is strictly
exact when t1 6= 0 andK(t1, t2) is strictly exact when (t1, t2) 6= 0. As a consequence,
all assumptions from Section 1 are fulfilled.
By definition of the virtual cycle map, the equality
(8) cvir(u1, . . . , un) = p∗
(
Td(T ) ∪ ChXY (K(1))[X ]
)
∈ A∗(S)
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is exactly [4, Lemma 5.3.8]. Therefore, we obtain by Theorem 1.7
ctop(E
∨) · cvir(u1, . . . , un) = lim
q→0
cK
∗
top(E
∨) · (p ◦ j)∗
(
cK
∗
top(j
∗V )
cK
∗
top(Nj)
·
Td(j∗T )
Td(j∗V )
)
= lim
q→0
cK
∗
top(E
∨) ·
cK
∗
top(j
∗V )
cK
∗
top(Nj)
= lim
q→0
eqN+1(E
∨) ·
eq1(B1) · · · eqN (BN )
eq1(A1) · · · eqN (AN )
,
where we use that the normal bundle Nj equals the vector bundle A1 ⊕ · · · ⊕ AN .
At last, the equality eq(E
∨) = (−1)rkEe−q(E) concludes the proof. 
2.2. Comparaison with previous work. Theorem 2.4 computes exactly the
same class as [14, Theorem 2.2]. We then have to compare the two formulae.
Remark 2.5. It is interesting to see that Equation (6) from Theorem 1.7 was al-
ready written in [14, Equation (24)], where it was deduced from the computation
of the sum over dual graphs, see [14, Section 3]. In particular, the expression of
Equation (6) as a sum over dual graphs is presented in [14, Corollary 3.5]. Nev-
ertheless, we give below a more comprehensive way to understand the relationship
between Theorem 2.4 and [14, Theorem 2.2].
In [13,14], we use the notion of recursive complexes to obtain the formula for the
Hodge virtual cycle map and it uses a multiplicative characteristic class defined as
follows. On a vector bundle V over a space S, it is
ct(V ) = Ch(λ−tV
∨)Td(V ) ∈ A∗(S)[t]
and in terms of its roots α1, . . . , αv, it is
ct(V ) =
v∏
k=1
eαk − t
eαk − 1
· αk.
It is multiplicative on vector bundles and then extended multiplicatively to K-theory
into a function ct : K
0(S)→ A∗(S)[[t]]. We have the fundamental property
(9) ∀R,R′ ∈ K0(S) , ct(R+R
′) = ct(R) · ct(R
′).
Note also that the characteristic class ct is actually defined for t 6= 1, and not
only for a formal parameter t, using Chern characters. Explicitly, for R ∈ K0(S),
we have
(10) ct(R) = (1− t)
Ch0(R) · exp
−∑
l≥1
sl(t)Chl(R)
 ,
with the functions
(11) sl(t) =
Bl(0)
l
+ (−1)l
l∑
k=1
(k − 1)!
(
t
1− t
)k
γ(l, k).
Here, the number γ(l, k) is defined by the generating function∑
l≥0
γ(l, k)
zl
l!
:=
(ez − 1)k
k!
.
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We notice that γ(l, k) vanishes for k > l and that the sum over l in (10) is finite
because Chl vanishes for l > dim(S).
Similarly, the equivariant Euler class (see Definition 2.2) is actually defined for
q 6= 0 using Chern characters. Explicitly, for R ∈ K0(S), we have
(12) eq(R) = q
Ch0(R) · exp
−∑
l≥1
(l − 1)!
(−q)l
Chl(R)
 .
It also has the multiplicativity property
(13) ∀R,R′ ∈ K0(S) , eq(R+R
′) = eq(R) · eq(R
′),
and in terms of roots α1, . . . , αv of a vector bundle V , it takes the simple form
eq(V ) =
v∏
k=1
q + αk.
Proposition 2.6. Let R ∈ K0(S) and q be a formal parameter or be in K∗. We
have the relation
(14) eq(R) = ce−q (R) ·
Td(R ⊗O(q))
Td(R)
,
where O(q) is a formal line bundle with first Chern class q. Precisely, we have
(15)
Td(R⊗O(q))
Td(R)
= exp
−∑
k≥0
l>k
Bl(0)
l
ql−kChk(R)
 .
Proof. The equality
Td(R) = exp
(
−
∑
l>1
Bl(0)
l
Chl(R)
)
is easy to prove using the multiplicativity of the Todd class and the formula
Td(L) =
c1(L)
1− e−c1(L)
for a line bundle L. Thus, we get Equation (15) using
Chl(R⊗O(q)) =
l∑
k=0
Chk(R)
ql−k
(l − k)!
.
Similarly, since the classes eq, ce−q , and Td are multiplicative, it is enough to check
equation (14) on a line bundle L. Denoting α := c1(L), we obtain
ce−q (L) ·
Td(L ⊗O(q))
Td(L)
=
eα − e−q
eα − 1
· α ·
α+ q
1− e−α−q
·
1− e−α
α
= α+ q = eq(L).

Definition 2.7. We say that a formal power series in q, q−1 is convergent when
q → 0 if all coefficients of negative powers in q are zero. These coefficients yield
relations in the coefficient ring of the formal power series. Moreover, we call limit
of a convergent formal power series its constant term in q.
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Corollary 2.8. Let R1, . . . , RN ∈ K
0(S) and k1, . . . , kN ∈ Z. We set qj := kj · q,
tj := t
kj , and t := e−q. Then, the formal power series
∏N
j=1 ctj (Rj) is convergent
when q → 0 if and only if the formal power series
∏N
j=1 eqj (Rj) is convergent when
q → 0. Furthermore, under convergence, we have
lim
q→0
N∏
j=1
eqj (Rj) = lim
q→0
N∏
j=1
ctj (Rj) = lim
t→1
N∏
j=1
ctj (Rj)
and the two sets of relations in A∗(S) are equivalent.
Proof. Since we have
exp
−∑
k≥0
l>k
Bl(0)
l
ql−kChk(R)
 = 1 + q
2
+ q2 · f(q) + q · g(q),
with f(q) ∈ C[[q]] and g(q) ∈ Adeg≥1(S)[[q]], then we get
N∏
j=1
eqj (Rj)
ctj (Rj)
= 1 +O(q)
and the claims follow easily. 
Corollary 2.9. Theorem 2.4 gives the same result as [14, Theorem 2.2]. In partic-
ular, it recovers [13, Theorem 3.21] as a special case for genus zero. Furthermore,
the set of tautological relations presented in [14, Section 2.3] is equivalent to the set
of tautological relations obtained by looking at the coefficients of negative powers of
q in the right-hand side of Equation (6).
2.3. Equivariant mirror symmetry. [13, Section 4] can be entirely rewritten
with the specialization of the twisted theory given by
s
j
0 :=
1
qj
and sjl :=
(l − 1)!
(−qj)l
for l ≥ 1,
with q1 := q and qj+1 := (−a1) · · · (−aj) q for 1 ≤ j < N , instead of the specializa-
tion given by [13, Equation (67)]. According to Corollary 2.9, it recovers the same
big I-function of [13, Theorem 4.2] and the same small I-function and Picard–Fuchs
equation of [13, Theorem 4.4] once we take the limit q → 0. However, it is interest-
ing to consider the equivariant version of these results, i.e. without taking the limit
q → 0.
In [13, Theorem 4.2], the only change is that, with the notations from there, the
contribution Mj(γ) becomes
Mj(γ) =

∏
0≤m≤DC
j
(γ)−1
(ωCj (Γ) +m)z + qj when D
C
j (γ) ≥ 1,
1 when DCj (γ) = 0,∏
1≤m≤−DC
j
(γ)
1
(ωCj (Γ)−m)z + qj
, when DCj (γ) ≤ −1.
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As a consequence, we deduce the equivariant small I-funtion for chain polynomials
of Calabi–Yau type5
Theorem 2.10 (Equivariant Mirror Symmetry). Let W be a chain polynomial of
Calabi–Yau type. The equivariant I-function6 defined for t ∈ C∗ by
(16) I(t,−z) = −z
∞∑
k=1
tk
∏N
j=1
∏
δj<b<qjk
b≥0,〈b〉=〈qjk〉
(bz + qj)∏
0<b<k bz
ejk , δj := −δ{N−j is odd}
lies on the Lagrangian cone L of the equivariant FJRW theory of the Landau–
Ginzburg orbifold (W,G). This function satisfies the Picard–Fuchs equation
(17)
[
td
N∏
j=1
wj−1∏
c=0
(qjzt
∂
∂t
+ cz + qj)−
d∏
c=1
(zt
∂
∂t
− cz)
]
· I(t,−z) = 0.
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