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V magistrskem delu obravnavajte osnovne izreke o kontaktnih strukturah na gladkih
mnogoterostih. Dokaºite Grayev izrek, Darbouxov izrek in njegovo posplo²itev na
sklenjene izotropne podmnogoterosti. Osredoto£ite se na kontaktne tri-mnogoterosti
in pokaºite, da lahko v njih leºe£e zvezne krivulje aproksimiramo z Legendrovimi.
Obravnavajte dihotomijo med tesnimi (ang. tight) in zavitimi (ang. overtwisted)
kontaktnimi strukturami, ki jih je deniral Eliashberg v [6].
Osnovna literatura
[7] H. Geiges, An Introduction to Contact Topology, Cambridge studies in advan-
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V delu se ukvarjamo s kontaktnimi strukturami na gladkih mnogoterostih, tj. po-
polnoma neintegrabilnimi podsveºnji kodimenzije ena v tangentnem sveºnju dane
mnogoterosti. Obravnavamo Grayev izrek, ki pravi, da so £lanice gladke druºine
kontaktnih struktur na sklenjeni mnogoterosti med seboj kontaktomorfne. Doka-
ºemo Darbouxov izrek o lokalni ekvivalenci kontaktnih struktur na mnogoterostih
iste razseºnosti. Slednji je poseben primer izreka o okolicah sklenjenih izotropnih
podmnogoterosti v dani ambientni mnogoterosti. Difeomorfni izotropni podmnogo-
terosti v razli£nih mnogoterostih imata namre£ kontaktomorfni cevasti okolici, £im
sta njuna konformna simplekti£na normalna sveºnja izomorfna. Pogoj je trivialno
izpolnjen za Legendrove podmnogoterosti, kar napelje na podrobnej²o obravnavo
krivulj in vozlov v tri-mnogoterostih. Pokaºemo, da lahko poljubno zvezno krivu-
ljo aproksimiramo z Legendrovo v C0-topologiji. Dokaºemo tudi obstoj kontaktnih
struktur na sklenjenih in orientabilnih trirazseºnih mnogoterostih. Deniramo po-




In this thesis we study contact structures on smooth manifolds, i. e. completely no-
nintegrable subbundles of codimension one of the tangent bundle. We prove Gray's
theorem, which states that the members of a smooth family of contact structures on
a closed manifold are pairwise contactomorphic. Darboux's theorem, which we also
prove, states that contact manifolds have no local invariants, apart from dimension.
It is itself a special case of the isotropic neighbourhood theorem, which allows us to
identify tubular neighbourhoods of dieomorphic isotropic submanifolds in two die-
rent contact manifolds, provided they have isomorphic conformal symplectic normal
bundles. This condition holds trivially for Legendrian submanifolds, which in turn
allows a more detailed study of curves and knots in three-manifolds. We show that
any continuous curve can be approximated with a Legendrian one in C0-topology.
We prove that closed orientable three manifolds always admit contact structures.
We dene overtwisted contact structures on three-manifolds and study their basic
properties.
Math. Subj. Class. (2010): 53D10, 57K33
Klju£ne besede: kontaktna geometrija, Legendrove krivulje, zavite kontaktne
strukture




Kot je znano vsakomur, ki je kdaj sedel na kolo, lahko s pritiskanjem na stopalke
in usmerjanjem krmila pridemo s katere koli to£ke na ravni podlagi do poljubne
druge to£ke. Pa vendar pri tak²nem gibanju veljajo nekatere omejitve, namre£





kjer koordinati (x, y) ozna£ujeta njegovo pozicijo na ravnini, θ pa je kot nagiba
krmila. Kolesarjev hitrostni vektor torej v vsaki to£ki (x, y, θ) leºi v podsveºnju
tangentnega sveºnja na M = R2 × S1, dolo£enim z jedrom kerα diferencialne 1-
forme
α = cos θdx+ sin θdy.
Ta sveºenj ne more biti integrabilen. V nasprotnem primeru bi se kolesar gibal po
neki dvorazseºni podmnogoterosti v M , kot pa vemo iz prakse, lahko iz poljubne
to£ke na ravnini in poljubnega za£etnega kota krmila prispemo v poljubno drugo
to£ko iz poljubne smeri. Krivulje, tangentne na kerα, torej napenjajo celotno mno-
goterost M . Tak²ni podsveºnji so torej popolnoma neintegrabilni, pravimo pa jim
tudi kontaktne strukture. V nadaljevanju jih bomo natan£neje denirali in spoznali
nekatere njihove lastnosti.
Delo je razdeljeno na tri poglavja. V prvem pripravimo osnovna orodja, ki jih
potrebujemo za obravnavo kontaktnih mnogoterosti. e pri pojmu skalarnega pro-
dukta pogoj pozitivne denitnosti zamenjamo z neizrojenostjo in simetri£nost z
antisimetri£nostjo, dobimo simplekti£no formo na vektorskem prostoru. Ta pojem
in njegova posplo²itev na vektorske sveºnje se pri prou£evanju kontaktnih struktur
pojavita naravno, poleg tega pa sta osnova za simplekti£no geometrijo, ki je v veliko
pogledih sorodna kontaktni geometriji (glej [17]). V prvem poglavju ponovimo tudi
nekaj lastnosti vektorskih polj, s katerimi se bomo sre£ali pri obravnavi Moserjeve
metode (glej [18]), s pomo£jo katere i²£emo izotopije med kontaktnimi strukturami.
Sledi razdelek o diferencialnih formah, v zaklju£ku poglavja pa brez dokaza podamo
²e nekaj klju£nih rezultatov iz teorije gladkih mnogoterosti. Rezultate pri tem poleg
ºe omenjenega vira, v katerem je podrobneje predstavljena simplekti£na geometrija,
navajamo predvsem po [7], [12] in [14].
Drugo poglavje sluºi kot osrednji del naloge, v katerem deniramo kontaktne
strukture na gladkih mnogoterostih. Nato predstavimo nekaj osnovnih primerov,
zatem pa dokaºemo Darbouxov izrek, pri katerem spoznamo, da se kontaktne mno-
goterosti iste razseºnosti lokalno ne razlikujejo ena od druge. Nekoliko mo£nej²i
rezultat velja za sklenjene kontaktne mnogoterosti. Na njih lahko namre£ identi-
ciramo izotopne kontaktne strukture, kar je predmet Grayevega izreka. Dobro znan
in velikokrat uporabljen rezultat diferencialne topologije je, da podmnogoterosti v
gladkih mnogoterostih dopu²£ajo okolice, difeomorfne sveºnjem diskov. Podoben
rezultat velja tudi v kontaktni geometriji, pri £emer se moramo omejiti na izotropne
podmnogoterosti, za katere mora dodatno veljati, da imajo izomorfne konformne
simplekti£ne normalne sveºnje. To je trivialno izpolnjeno pri Legendrovih podmno-
goterostih, tj. izotropnih podmnogoterostih maksimalne razseºnosti. Pri predstavi-
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tvi teh rezultatov se v glavnem naslanjamo na [7].
V tretjem poglavju se osredoto£imo na sklenjene in orientabilne trirazseºne mno-
goterosti. Najprej dokaºemo rezultat, nakazan v prvem odstavku uvoda. Tako kot
lahko kolesar z dovolj natan£no voºnjo sledi poljubni krivulji, ki mu jo zari²emo
na tla, lahko vsako zvezno krivuljo aproksimiramo z Legendrovo. Geometrijsko-
topolo²ka konstrukcija, imenovana Dehnova kirurgija, nam omogo£a predstaviti po-
ljubno sklenjeno in orientabilno trirazseºno mnogoterost kot sfero S3, iz katere smo
izrezali cevaste okolice kon£nega nabora vloºenih kroºnic S1 in jih prilepili nazaj
vzdolº difeomorzmov njihovega roba. Tak²na okolica je difeomorfna polnemu to-
rusu S1 ×D, torej dopu²£a neko kontaktno strukturo, ki pa jo lahko modiciramo
tako, da se v bliºini roba ujema s kontaktno strukturo, ki jo dolo£a sfera, iz katere
smo torus izrezali. Tako dokaºemo, da so vse sklenjene in orientabilne trirazseºne
mnogoterosti kontaktne. Tudi v tem poglavju se v veliki meri naslanjamo na [7], pa
tudi na [20], kjer je natan£neje opisana Dehnova kirurgija.
Kontaktne strukture na trirazseºnih mnogoterostih delimo na tesne in zavite.
Slednje vsebujejo vloºene diske D2, na katerih presek njihovega tangentnega sve-
ºnja s kontaktno distribucijo denira izrojeno razslojitev posebne oblike. To lahko
predstavimo z naborom tokovnic vektorskega polja, ki ima lahko ni£le, v resnici pa
ºe obstoj vloºenega diska s tak²nim induciranim vektorskim poljem zado²£a za raz-
poznavo zavite strukture. Pokazali bomo, da lahko poljubno kontaktno strukturo
spremenimo v zavito in pri tem ohranimo njen homotopski razred v prostoru distri-
bucij ravnin. V tem smislu so torej zavite strukture generi£ne, saj jih najdemo na
poljubni sklenjeni in orientabilni trirazseºni mnogoterosti. Tudi v tem delu naloge
sledimo predvsem opisu v [7].
2
1 Osnovna orodja
Na za£etku navajamo nekaj osnovnih dejstev o mnogoterostih, predvsem pa vektor-
skih poljih in tokovih na njih, ki jih bomo v nadaljevanju potrebovali. Marsikatero
konstrukcijo nam olaj²a izbor Riemannove metrike na mnogoterosti, uporabljali pa
bomo predvsem cevaste okolice. Kot bomo videli v drugem poglavju, v kontaktni
geometriji naravno nastopi pojem simplekti£nega vektorskega sveºnja, zato podpo-
glavji namenjamo tudi simplekti£ni linearni algebri in sveºnjem.
1.1 Simplekti£na linearna algebra
1.1.1 Simplekti£ni vektorski prostori
Denicija 1.1. Naj bo V realen ali kompleksen vektorski prostor. Simplekti£na
forma na V je bilinearna preslikava
ω : V × V → R,
ki je
1. antisimetri£na: za poljubna vektorja v, w ∈ V velja ω(v, w) = −ω(w, v), in
2. neizrojena: za vsak neni£eln vektor v ∈ V obstaja vektor w ∈ V , tako da velja
ω(v, w) ̸= 0.
Vektorski prostor V opremljen s simplekti£no formo ω imenujemo simplekti£en vek-
torski prostor.
Omenimo, da pogoj antisimetri£nosti pomeni med drugim, da je za poljuben
vektor v ∈ V : ω(v, v) = 0.
Primer 1.2. Naj bo V = R2n z bazo (e1, . . . , en, f1, . . . , fn). Standardna simplek-
ti£na forma ω0 je na bazi podana s predpisom
ω0(ei, fj) = δij, ω0(ei, ej) = ω0(fi, fj) = 0.
Naj ⟨·, ·⟩ ozna£uje evklidski skalarni produkt na R2n. Tedaj je ω0 podana s predpisom







Trditev 1.3. Vsak simplekti£en vektorski prostor je sodo razseºen.
Dokaz. Naj bo torej V simplekti£en vektorski prostor s simplekti£no formo ω. Za
dokaz trditve bomo uporabili prilagojen Gram-Schmidtov postopek. Naj bo B :=
{xi}i∈I baza za V . Ozna£imo e1 := x1 in nato iz preostalih xi poi²£emo j, tako da
velja
ω(e1, xj) ̸= 0;
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torej je ω(e1, f1) = 1. Ozna£imo B1 := {e1, f1} ∪ (B\{x1, xj}) (torej, v bazi B smo
vektorja x1 in xj nadomestili z njunima linearnima kombinacijama e1 in f1, torej je
B1 tudi baza za V ). e B1 poleg e1, f1 ne vsebuje drugih elementov, je postopek
zaklju£en in trditev dokazana. Sicer izberemo x ∈ B1, ki je razli£en od e1,f1 in
deniramo
e2 := x− ω(e1, x)f1 − ω(f1, x)e1,
kar nam da ω(e1, e2) = 0 = ω(f1, e2). V B1 zamenjamo x z e2, torej B′1 := {e2} ∪
(B1\{x}), ki je nova baza za V . Zaradi neizrojenosti ω obstaja x ∈ B′1 z lastnostjo




x− ω(e1, x)f1 − ω(f1, x)e1
in dobimo ω(e1, f2) = ω(f1, f2) = 0 ter ω(e2, f2) = 1. V bazi B′1 zamenjamo element
x z f2 in dobimo novo bazo B2. e ta vsebuje zgolj 4 elemente, je postopek zaklju£en,
sicer pa ga nadaljujemo. Klju£no je, da za vsak ei lahko najdemo fi z ºeleno lastno-
stjo, kar dokazuje trditev. Pripomnimo ²e, da za dobljeno bazo {e1, f1, . . . , en, fn},
kot je razvidno iz konstrukcije, za poljubna i, j velja
ω(ei, ej) = ω(fi, fj) = 0 in ω(ei, fj) = δij.
Bazo, ki zado²£a lastnostim, enakim kot baza v dokazu, imenujemo simplekti£na
baza, bazne vektorje pa simplekti£ni bazni vektorji.
Preprosta posledica gornjega izreka je obstoj kanoni£nega izomorzma ι : V →
V ∗. Ta je podan z ι(v) = iv(ω) = ω(v, ·) in o£itno je injektiven, saj je ω neizrojena.


















(ω(vα, wiei) + ω(vα, w
′
ifi)) = ω(vα, w),
torej je α = ω(vα, ·), kar dokazuje surjektivnost.
Simplekti£na struktura nam omogo£a, da tvorimo simplekti£no ortogonalne kom-
plemente podprostorov W ⊂ V :
W⊥ := {v ∈ V |ω(w, v) = 0 za vse w ∈ W}.
Denicija 1.4. Podprostor W simplekti£nega vektorskega prostora (V, ω) se ime-
nuje
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• simplekti£en, £e je W ∩W⊥ = {0},
• izotropen, £e je W ⊂ W⊥,
• koizotropen, £e je W ⊃ W⊥ in
• Lagrangeev, £e je U = U⊥.
Trditev 1.5. Za poljuben vektorski podprostor W ⊂ V velja (W⊥)⊥ = W .
Dokaz. Z uporabo Gram-Schmidtovega postopka in morebitno zamenjavo indeksov
lahko doseºemo, da je W linearna ogrinja£a simplekti£nih baznih vektorjev
BW := {e1, . . . , ek, f1, . . . , fl},
pri £emer je BV = {e1, . . . , en, f1, . . . , fn} baza za V . Tedaj je o£itno W⊥ napet z
vektorji BV \BW in (W⊥)⊥ z vektorji BV \(BV \BW ) = BW . Trditev sledi.
Najprej pokaºimo nekaj lastnosti izotropnih podprostorov.
Posledica 1.6. Naj bo W ⊂ V izotropen podprostor. Tedaj je na kvocientu W⊥/W
dobro denirana simplekti£na struktura ω̃ s predpisom
ω̃([v], [w]) = ω(v, w).
Dokaz. Pokaºimo najprej, da je ω̃ dobro denirana. Naj bosta v′, w′ neka druga
predstavnika ekvivalen£nih razredov [v] in [w], torej lahko zapi²emo v′ = v + x in
w′ = w + y za neka x, y ∈ W . Tedaj je
ω(v′, w′) = ω(v + x,w + y) = ω(v, w) + ω(x,w) + ω(v, y) + ω(x, y),
pri £emer so zadnji trije £leni v vsoti ni£elni, saj je (W⊥)⊥ = W in je W ⊂ W⊥,
torej je ω̃ dobro denirana antisimetri£na bilinearna preslikava. Naj bo sedaj v ∈
TL⊥\TL in recimo, da za vse w ∈ TL⊥ velja ω(v, w) = 0. Po deniciji je tedaj
v ∈ (TL⊥)⊥, kar je v nasprotju s predpostavko. Obstaja torej tak w ∈ TL⊥, da je
ω(v, w) ̸= 0 in s tem ω̃([v], [w]) ̸= 0, kar dokazuje neizrojenost.
Trditev 1.7. Naj bo W ⊂ V k-razseºen izotropen podprostor v 2n-razseºnem sim-
plekti£nem vektorskem prostoru V . Tedaj je dimW⊥ = 2n− k.
Dokaz. Naj bo {b1, . . . , bk} baza za W . Dopolnimo jo do baze za V z
V = ⟨b1, . . . , bk, c1, . . . , cl⟩. Uporabimo Gram-Schmidtov postopek, pri £emer lahko
izberemo vektorje ⟨e1, . . . , ek⟩ tako, da je W = ⟨e1, . . . , ek⟩. O£itno je tedaj
W⊥ = ⟨e1, . . . , en, fk+1, . . . , fn⟩
in trditev je dokazana.
Posledica 1.8. Lagrangeevi podprostori v 2n-razseºnem simplekti£nem vektorskem
prostoru so n-razseºni.
Sedaj pa razi²£imo simplekti£ne podprostore.
5
Trditev 1.9. Naj bo W ⊂ V m-razseºen simplekti£en vektorski podprostor v 2n-
razseºnem simplekti£nem vektorskem prostoru V . Tedaj je m = 2k in (W,ω|W ) je
simplekti£en vektorski prostor.
Dokaz. Naj bo {b1, . . . , bm} neka baza za W , ki jo dopolnimo do baze za V , tako da
je V = ⟨b1, . . . , bm, c1, . . . , cl⟩. Naj bo e1 := b1 in recimo, da je ω(e1, bi) = 0 za vse
i: ker je tudi ω(e1, e1) = 0, sledi, da je e1 ∈ W⊥, kar je v nasprotju s predpostavko.
Torej je ω(e1, bi) ̸= 0 za nek i ≥ 2. Nadaljujemo z Gram-Schmidtovim postopkom
in vidimo, da je W = ⟨e1, . . . , ek, f1, . . . , fk⟩ za ustrezen k. Zoºitev simplekti£ne
forme je o£itno antisimetri£na in bilinearna, neizrojenost pa sledi iz konstrukcije
simplekti£ne baze za podprostor W , kar dokazuje trditev.
1.1.2 Simplekti£na grupa
Naj bosta (V, ω) in (V ′, ω′) simplekti£na vektorska prostora ter f : V → W homo-
morzem. Pravimo, da je f simplekti£en, £e za poljubna vektorja v, w ∈ V velja
ω′(f(v), f(w)) = ω(v, w).
Zgornjo enakost kraj²e zapi²emo kot f ∗ω′ = ω. Z drugimi besedami, f ∗ω′ je biline-
aren funkcional na V , ki na vektorjih v, w deluje s predpisom
f ∗ω′(v, w) = ω′(f(v), f(w)).
Simplekti£na vektorska prostora V in V ′ sta simplekti£no izomorfna, £e obstaja
simplekti£en homomorzem f : V → V ′, ki je hkrati izomorzem vektorskih prosto-
rov.
Iz dokaza trditve 1.3 je razvidno, da je poljuben 2n-razseºen simplekti£en vektor-
ski prostor simplekti£no izomorfen R2n s standardno simplekti£no formo. Z drugimi
besedami, simplekti£na vektorska prostora sta simplekti£no izomorfna natanko te-
daj, ko sta iste razseºnosti. Smiselno je torej denirati simplekti£no grupo Sp(2n)
kot grupo avtomorzmov R2n, ki ohranjajo standardno simplekti£no formo:
Sp(2n) = {Ψ ∈ GL2n(R) | Ψ∗ω0 = ω0}.
Iz formule ω0(v, w) = ⟨v, J0w⟩ sledi, da je Ψ ∈ Sp(2n) natanko tedaj, ko velja
Ψ⊤J0Ψ = J0.
Po trditvi [17, Proposition 2.2.4] je simplekti£na grupa povezana in homotopsko
ekvivalentna unitarni grupi U(n).
1.1.3 Kompleksna struktura
Avtomorzem J : V → V vektorskega prostora V se imenuje kompleksna struktura
na V , £e velja J2 = − IdV . Iz predpisa sledi, da so vse lastne vrednosti J2 enake
−1, torej so lastne vrednosti J enake ±i. e je V realen, lastne vrednosti nastopajo
v konjugiranih parih, od koder sledi, da je V sodo razseºen, torej dimV = 2n.
Naj bodo {ek, fk}nk=1 lastni vektorji J , pri £emer vektorja ek in fk tvorita lasten
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podprostor za J , tako da velja Jek = fk. Tedaj je ρ : V ↦→ Cn, podan s
∑︁
k akek +
bkfk ↦→ (ak + ibk)nk=1 izomorzem kompleksnih vektorskih prostorov, torej J opremi
V s strukturo kompleksnega vektorskega prostora.
V primeru simplekti£nega vektorskega prostora (V, ω) nas posebej zanimajo kom-
patibilne kompleksne strukture. Te zado²£ajo pogojema
• ω(Jv, Jw) = ω(v, w) za vse v, w ∈ V ter
• ω(v, Jv) > 0 za vse neni£elne v ∈ V .
Ozna£imo z g preslikavo g : V ×V → R (v primeru realnega vektorskega prostora
V ), podano s g(v, w) = ω(v, Jw), kjer je J kompleksna struktura, kompatibilna z
ω. Tedaj je g(v, w) = ω(v, Jw) = ω(Jv, J2w) = −ω(Jv, w) = ω(w, Jv) = g(w, v),
torej je g simetri£na. Iz pogoja v deniciji pa je g tudi pozitivno denitna, torej je
skalarni produkt. Splo²neje, £e za nek skalarni produkt g velja g(Jv, Jw) = g(v, w),
zanj pravimo, da je kompatibilen z J .
Mnoºico kompatibilnih kompleksnih struktur na (V, ω), ozna£imo z J (ω).
Lema 1.10. Naj bo A ∈ Mn(R) simetri£na pozitivno denitna matrika (glede na
evklidski skalarni produkt). Tedaj ima A enoli£no dolo£en pozitivno deniten kvadra-
tni koren, tj. obstaja enoli£no dolo£ena matrika
√







A je zvezna preslikava v topologiji, porojeni s poljubno normo na
Mn(R).
Dokaz. Vse lastne vrednosti λi matrike A so realne in pozitivne. e so vi pripadajo£i
lastni vektorji, je A (kot linearna preslikava) podana s predpisom vi ↦→ λivi, torej je
njen pozitivno deniten kvadratni koren podan s predpisom vi ↦→
√
λivi, ki ga tudi
enoli£no dolo£a.
Naj bo norma podana s ∥A∥ = maxi |λi|. Kvadratni koren je zvezna realna
funkcija, torej je predpis A ↦→
√
A zvezen v tej normi.
Trditev 1.11. Prostor J (ω) je neprazen in kontraktibilen.
Opomba 1.12. Dokazali bomo zgolj povezanost s potmi. Dokaz kontraktibilnosti
in ²e nekaterih lastnosti prostora J (ω) najdemo npr. v [17, Proposition 2.5.6].
Dokaz. Naj bo V = R2n in g evklidski skalarni produkt na V . Ta podaja izomorzem
V → V ∗ s predpisom v ↦→ v∗. Simplekti£na forma pa prav tako podaja izomorzem
V na njegov dual, torej obstaja enoli£no dolo£en izomorzem A : V → V , tako da
velja
g(Av, ·) = ω(v, ·)
za poljuben v ∈ V . Za poljubna u, v ∈ V tedaj sledi:
g(Au, v) = ω(u, v) = −ω(v, u) = −g(Av, u) = g(u,−Av),
oziroma A⊤ = −A in s tem AA⊤ = −A2. Po drugi strani je
g(Av,Av) = g(v,−A2v) > 0,
torej je AA⊤ simetri£en pozitivno deniten izomorzem. Iz prej²nje leme (1.10)
sledi, da ima kvadratni koren Q =
√
AA⊤. Naj bo J = Q−1A. O£itno je JA = AJ
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in J2 = Q−1AQ−1A = Q−2A2 = −(AA⊤)−1AA⊤ = − IdV , saj Q komutira z A, torej
je J kompleksna struktura na V . Poleg tega je Q = Q⊤ in imamo
ω(Ju, Jv) = g(AJu, Jv) = −g(−A2Q−1u, Jv) =
= −g(Qu,Q−1Av) = −g(u,Av) = −ω(v, u) =
= ω(u, v),
torej je J ∈ J (ω) kompatibilna kompleksna struktura.
Dokaºimo ²e, da je J (ω) povezan s potmi. Naj bo J ′ poljubna kompleksna
struktura, kompatibilna z ω. Predpis g′(u, v) = ω(J ′u, v) tedaj podaja skalarni
produkt g′ na V . Oba skalarna produkta podajata izomorzma V → V ∗, torej
obstaja (enoli£no dolo£en) linearen izomorzem B : V → V , tako da velja g′(u, v) =
g(Bu, v) za poljubna vektorja u in v. Za t ∈ [0, 1] deniramo
gt(u, v) = (1− t)g(u, v) + tg′(u, v).
O£itno je gt skalarni produkt za vse t in velja
gt(u, v) = (1− t)g(u, v) + tg(Bu, v) = g(((1− t)B + t Id)u, v);
z Bt ozna£imo preslikavo Bt = (1 − t)B + t Id, ki je o£itno simetri£na in pozitivno
denitna glede na g. Kot v prej²njem delu dokaza vidimo, da je ω(u, v) = g(Au, v)
za nek izomorzem A : V → V . Tedaj velja
ω(u, v) = g(Au, v) = g(AB−1t Btu, v) = gt(AB
−1
t u, v).
Kot v prvem delu dokaza za vsak t najdemo kompatibilno kompleksno strukturo
Jt, tako da je gt(u, v) = ω(u, Jtv). Predpis t ↦→ Jt je kompozicija zveznih preslikav
t ↦→ Bt ↦→ AB−1t ↦→ Jt, torej podaja pot v J (ω) z izhodi²£em v J0 = J in kon£no
to£ko v J1 = J ′. Ker je bila J ′ poljubna, sledi, da je prostor J povezan s potmi.
Naj bo sedaj V opremljen s simplekti£no formo ω, kompleksno strukturo J in
skalarnim produktom g, ki so medsebojno usklajeni: to pomeni, da velja
ω(v, Jw) = g(v, w)
za poljubna vektorja v, w ∈ V . Ker je ω(Jv, Jw) = ω(v, w), sledi, da J preslika
simplekti£no bazo v drugo simplekti£no bazo. Po drugi strani lahko za izbrano
simplekti£no bazo (ei, fi)ni=1 deniramo skoraj kompleksno strukturo J , ki na bazi
deluje s predpisom
Jei = fi.
Pripadajo£i skalarni produkt je tedaj podan s
g(ei, ej) = g(fi, fj) = δij, g(ei, fj) = 0.
Recimo sedaj, da imamo na V podan hermitski skalarni produkt, tj. pozitivno
denitno bilinearno preslikavo h : V × V → C, ki zado²£a
h(v, w) = h(w, v)
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za poljubna v, w ∈ V . Tedaj njen realni del podaja realen skalaren produkt, njen
imaginaren del pa porodi simplekti£no formo.
Za podprostor W ⊂ V ozna£imo z
W⊤ = {v ∈ V | g(w, v) = 0 za vse w ∈ W}
njegov ortogonalni komplement glede na skalarni produkt g. V nadaljevanju bomo
v primeru skalarnega produkta uporabljali isto oznako, torej W⊤, v primeru sim-
plekti£no ortogonalnega komplementa pa W⊥ kot zgoraj.
Trditev 1.13. Za poljuben podprostor W ⊂ V je W⊥ = (JW )⊤.
Dokaz. Naj bo w ∈ W⊥, torej je ω(v, w) = 0 za vse v ∈ W . Imamo
0 = ω(v, w) = ω(Jv, Jw) = g(Jv, w),
torej je w ∈ (JW )⊤. e pa je w ∈ (JW )⊤ imamo za vse v ∈ w:
0 = g(w, Jv) = ω(w, J2v) = −ω(w, v) = ω(v, w),
torej je w ∈ W⊥ in trditev je s tem dokazana.
1.2 Vektorski sveºnji
1.2.1 Osnovne denicije in lastnosti
Naj bo M mnogoterost. Vektorski sveºenj nad M je mnogoterost E s preslikavo
π : E → M , katere vlakna Ep := π−1(p), p ∈ M so vektorski prostori in za katero
velja, da za poljubno to£ko p ∈ M obstaja okolica U in difeomorzem φ : E|U :=
π−1(U) → U × Rk za nek k ∈ N, za katerega velja
• π ◦ φ−1 = IdU in
• za ksen p je φ|Ep : Ep → Rk izomorzem vektorskih prostorov.
Imamo torej naslednji diagram





Par (U,φ) imenujemo sveºenjska karta, nabor (Ui, φi) sveºenjskih kart, pri £emer
je Ui pokritje M pa sveºenjski atlas. Iz denicij sledi, da je funkcija p ↦→ k = dimEp
lokalno konstantna, torej je konstantna, £e je M povezana. V tem primeru je k rang
sveºnja. Vektorski sveºenj nad gladko mnogoterostjo je gladek, £e dopu²£a sveºenjski
atlas, kjer so preslikave φi difeomorzmi.
Naj bosta (Ui, φi) in (Uj, φj) sveºenjski karti in z Uij ozna£imo presek Ui ∩ Uj.
Preslikavo φij = φi ◦ φ−1j |Uij : Uij × Rk → Uij × Rk imenujemo prehodna preslikava.
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Iz denicij sledi, da je φij oblike φij(x, v) = (x, gij(x)v), kjer je za vsak x ∈ Uij
vrednost gij(x) linearna preslikava Rk → Rk, torej element GLk(R). Za poljubno
trojico indeksov i, j, k preslikave gij, gjk, gik zado²£ajo kocikelnemu pogoju
gij ◦ gjk = gik,
na preseku Uijk = Ui ∩ Uj ∩ Uk. V posebnem sledi gii = IdRk in gij = g−1ji .
Ni teºko videti, da vsak kocikel nad nekim pokritjem dolo£a vektorski sveºenj.
Naj bo (Ui) pokritje mnogoterosti M in (gij) kocikel nad tem pokritjem. Tedaj






kjer velja (xi, v) ∼ (xj, w) natanko tedaj, ko je xi = xj in velja v = gij(xj)w.
Sveºenjske karte so podane s φi : E|Ui → Ui × Rk in seveda velja (φi ◦ φ−1j )(x, v) =
(x, gij(x)v). e je kocikel tvorjen iz gladkih preslikav, sveºenj, ki ga dobimo kot
zgoraj, dopu²£a gladko strukturo.
Naj nabora (φi) in (φ′i) podajata lokalni trivializaciji gladkega sveºnja nad istim
pokritjem (Ui). Tedaj je preslikava φi ◦ (φ′i)−1 oblike
(φi ◦ (φ′i)−1)(x, v) = (x, λi(v)),
za nek gladek nabor preslikav λi : Ui → GLk(R). Ker je
φij = φi ◦ φ−1j = (φi ◦ (φ′i)−1) ◦ φ′i ◦ (φ′j)−1 ◦ (φj ◦ (φ′j)−1)−1,






Pravimo tudi, da sta tak²na kocikla ekvivalentna. Iz zgornje diskusije je razvidno,
da ekvivalentna kocikla podajata izomorfna sveºnja. Izomorzem je v kartah podan
z naborom preslikav (λi). e je kocikel (gij) ekvivalenten kociklu (g′ij) z vrednostmi
v neki (pravi) podgrupi H ≤ GLk(R) pravimo, da lahko strukturno grupo sveºnja
reduciramo na H.
Na vektorskih sveºnjih lahko deniramo operaciji direktne vsote in tenzorskega
produkta:
• E ⊕ F = ⨿p∈MEp ⊕ Fp in
• E ⊗ F = ⨿p∈MEp ⊗ Fp.
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Analogno deniramo tudi dualni sveºenj E∗ sveºnja E s E∗ = ⨿p∈ME∗p .
Naj bo π : E → M sveºenj nad M in f : N → M gladka preslikava: povlek
f ∗E sveºnja E je podmnoºica produkta {(n, e) ∈ N × E|f(n) = π(e)} ⊂ N × E.
Vlakno nad n ∈ N pri kanoni£ni projekciji N ×E → N je f ∗(E)n = Ef(n). Dobimo
naslednji komutativen diagram






pri £emer sta leva navpi£na in vodoravna pu²£ica kanoni£ni projekciji, torej je f ∗E
vektorski sveºenj nad N .
Podsveºenj E ′ sveºnja E je vektorski sveºenj nad (pod)mnogoterostjo L ⊂ M ,
za katerega je E ′p ⊂ Ep vektorski podprostor za vse p ∈ L. Prerez sveºnja E je
preslikava X : M → E, za katero je X(p) =: Xp ∈ E(p) za vse p ∈ M ; druga£e
re£eno, π ◦X = IdM . Prerezi imajo vrednosti v vektorskih prostorih, torej jih lahko
se²tevamo in mnoºimo s skalarji (oz. s skalarnimi funkcijami). Prostor prerezov Γ(E)
je torej C∞(M)-vektorski prostor.
Homomorzem sveºnjev je preslikava f : E → E ′, za katero je zoºitev f |Ep :
Ep → E ′p za vse p ∈M homomorzem vektorskih prostorov; £e je slednji izomorzem
in je f difeomorzem, je f izomorzem vektorskih sveºnjev; £e f slika E samega vase,
je f endomorzem vektorskih sveºnjev. Vektorski sveºenj π : E → M , izomorfen
produktu M × Rk za nek k ∈ N, se imenuje trivialen sveºenj.
Iz zgornje razprave o kociklih je razvidno, da sta sveºnja izomorfna natanko
tedaj, ko dopu²£ata ekvivalentna kocikla. Izomorfnostni razredi sveºnjev so tako v
bijektivni korespondenci z ekvivalen£nimi razredi kociklov na dani mnogoterosti.
Primer 1.14. Naj bo M n-razseºnost mnogoterost. Njen tangentni sveºenj TM in
kotangentni sveºenj T ∗M sta vektorska sveºnja nad M ranga n in velja (TM)∗ =
T ∗M . Podrobneje ju bomo obravnavali v prihajajo£ih poglavjih.
Primer 1.15. Naj bo f :M → {p} konstantna preslikava in π : E → {p} vektorski
sveºenj. E je o£itno trivialen, poleg tega pa je trivialen tudi povlek f ∗E, saj za
poljuben q ∈M velja f(q) = p = π(e) za poljuben e ∈ E. Na podoben na£in vidimo
tudi, da je povlek poljubnega trivialnega sveºnja trivialen.
V nadaljevanju bomo uporabili prihajajo£i izrek, za laºji dokaz le-tega pa najprej
dokaºimo naslednjo trditev, ki jo navajamo po [10, Proposition 1.7] in [10, Theorem
1.6] ter [12, Lemma 1.1, str. 89].
Trditev 1.16. Naj bo p : E → N × I vektorski sveºenj, kjer je N mnogoterost in I
ozna£uje enotski interval. Tedaj sta zoºitvi E|N×{0} in E|N×{1} izomorfni.
Dokaz. Najprej vzemimo nek sveºenj p : E → N × [a, b] in predpostavimo, da sta
zoºitvi E na N × Ua in N × Ub trivialni za neke a < c < b, kjer sta Ua in Ub
okolici za [a, c] in [c, b]. Pokaºimo, da je tedaj trivialen tudi sveºenj, podan s p.
Naj bosta Ea = p−1(N × Ua) in Eb = p−1(N × Ub). Imamo torej izomorzma
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ha : Ea → N × Ua × Rk in hb : Eb → N × Ub × Rk ter prehodno preslikavo
gab : N × (Ua ∩ Ub) → GLk(R), ki ustreza (x, t, gab(x, t)v) = ha ◦ h−1b (x, t, v) za
(x, t, v) ∈ hb(E|N×(Ua∩Ub)). Naj bo [t1, t2] ⊂ Ua ∩ Ub okolica za c in denirajmo
gladko preslikavo ψ : [t1, b] → [t1, t2], ki je identi£na na [t1, c]. Naj bo Ψ podana s
(x, t, v) ↦→ (x, t, gab(x, ψ(t))v). Sedaj postavimo
φ =
{︄
ha(e); e ∈ p−1(N × [a, c])
Ψ ◦ hb(e); e ∈ p−1(N × [t1, b])
.
Ker je Ψ = ha ◦h−1b na N × [t1, c]×Rk, je φ dobro denirana in podaja trivializacijo
sveºnja E.
Sedaj pokaºimo, da za sveºenj p : E → N × I obstaja pokritje {Uα} za N , tako
da je E trivialen nad mnoºicami Uα × I. Za poljuben x ∈ N in t ∈ I obstaja
odprt bazi£ni pravokotnik Ut × It, nad katerim je E trivialen. Zaradi kompaktnosti
intervala, zgolj kon£no mnogo It pokriva I, torej obstaja delitev 0 = t0 < t1 <
· · · < tn < tn+1 = 1, tako da je sveºenj trivialen nad Uti × [ti, ti+1]. Deniramo
U kot presek Uti pri ksnem x, kar skupaj s prej²njim odstavkom dokazuje obstoj
trivializacije na U × I.
Sedaj pri£nimo z dokazovanjem trditve. Zgornji odstavek podaja pokritje (Uα) za
N , tako da je E trivialen nad Uα×I za vse α. Izberimo neko lokalno kon£no in ²tevno
podpokritje ter zanj uporabimo iste oznake (sedaj lahko pi²emo α ∈ N). Podrejeno
raz£lenitev enote ozna£imo s ψα : Uα → I in denirajmo Ψi = ψ1 + · · ·+ψi. Naj bo
Ni ⊂ N×I graf funkcije Ψi in pi : Ei → Ni, kjer je Ei zoºeni sveºenj E|Ni . Preslikave
Ψi porodijo preslikave Ni → Ni−1 s predpisom (x,Ψi(x)) ↦→ (x,Ψi−1(x)), ob pomo£i
teh pa lahko deniramo izomorzem sveºnjev hi : Ei → Ei−1 na slede£ na£in. Ker je
E trivialen nad Ui, deniramo v karti nad Ui: hi(x,Ψi(x), v) = (x,Ψi−1(x), v). Po
drugi strani pa ima preslikava ψi nosilec v Ui, torej je enaka 0 na neki okolici roba
∂Ui ⊂ Ui, to pa pomeni, da na neki okolici mnoºice (∪i−1j=1Uj)\Ui velja Ψi = Ψi−1,
torej je hi identiteta na tej okolici. Sledi, da je hi dobro deniran izomorzem
Ei → Ei−1.
Iskani izomorzem je podan z neskon£nim kompozitumom h = h1 ◦ h2 ◦ · · · . Ta
je dobro deniran, ker ima vsaka to£ka p ∈ N okolico U , na kateri velja Ψi|U = 1 za
vse i > n za nek n ∈ N. Z drugimi besedami, na tej okolici je hi identiteta za vse
i > n, torej je h|EU = h1 ◦ · · ·hn|EU .
Opomba 1.17. Kot je razvidno iz dokaza, ta velja ne le za mnogoterosti, tem-
ve£ splo²neje za 2-²tevne parakompaktne topolo²ke prostore. Klju£ni sta namre£
konstrukciji ²tevnega lokalno kon£nega odprtega pokritja in podrejene raz£lenitve
enote.
Posledica 1.18. Vektorski sveºenj nad kontraktibilno mnogoterostjo je trivialen.
Dokaz. Naj bo π : E → M vektorski sveºenj nad kontraktibilno mnogoterostjo M
in f :M × I →M homotopija, ki ustreza f0 = IdM in f1 ≡ p za nek p ∈M . Tedaj
je f ∗0E izomorfen E, f
∗
1E pa je trivialen. Po prej²nji trditvi je torej E trivialen.
Opomba 1.19. Preprosto je videti, da prej²nja trditev v resnici implicira nekoliko
ve£. e je f : M × I → N homotopija in E → N vektorski sveºenj, so za vse t ∈ I
sveºnji f ∗t E izomorfni.
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Sveºenjska metrika je prerez g :M → E∗⊗E∗, ki je skalarni produkt na vsakem
vlaknu, tj. za vse p ∈ M je gp : Ep × Ep → R bilinearna, simetri£na preslikava, za
katero velja gp(v, v) > 0 za vse v ∈ Ep. Natan£neje je torej sveºenjska metrika prerez
g : M → (E ⊗ E)∗, a nam kanoni£ni izomorzem (E ⊗ E)∗ → E∗ ⊗ E∗ omogo£a
uporabo prvotne oznake.
1.2.2 Simplekti£ni vektorski sveºnji
Simplekti£na struktura na sveºnju E → M je prerez ω : M → E∗ ⊗ E∗, ki je
simplekti£na forma na vsakem vlaknu. Druga£e povedano, za vsako to£ko p ∈ M
je ωp : Ep × Ep → R simplekti£na forma na Ep. Par (E,ω) imenujemo simplekti£en
vektorski sveºenj. Na analogen na£in kot pri simplekti£nih vektorskih prostorih
deniramo izotropne, Lagrangeeve, koizotropne in simplekti£ne podsveºnje.
Naj bosta (E,ω) in (E ′, ω′) simplekti£na vektorska sveºnja nad mnogoterostjo
M . Homomorzem simplekti£nih vektorskih sveºnjev je homomorzem sveºnjev
Ψ : E → E ′, za katerega je ωp(v, w) = ω′p(Ψ(v),Ψ(w)) za vse v, w ∈ Ep in p ∈ M .
Zadnjo enakost zapi²emo kraj²e kot
Ψ∗ω′ = ω.
Trditev 1.20. Strukturno grupo simplekti£nega sveºnja ranga 2n lahko reduciramo
na Sp(2n).
Dokaz. Naj bo E → M simplekti£en sveºenj ranga 2n s simplekti£no formo ω nad
mnogoterostjoM , p ∈M poljubna to£ka in U neka okolica za p, na kateri je podana
sveºenjska karta φ : E|U → U × R2n. Ozna£imo z (X1, . . . , Xn, Y1, . . . , Yn) lokalno
ogrodje za E|U , tj. prereze Xi, Yi : U → E|U , ki so linearno neodvisni vlaknih nad
to£kami v U . Najprej konstruirajmo novo lokalno ogrodje ( ˜︁Xi, ˜︁Yi) na neki manj²i
okolici za p, ki bo v vsakem vlaknu Ep podajalo simplekti£no bazo za ωp.
Na analogen na£in kot v dokazu trditve 1.3 bomo uporabili Gram-Schmidtov
postopek. Postavimo ˜︁X1 = X1. Ker je ωp neizrojena na Ep, obstaja prerez Y : U →
E|U , tako da je ωp( ˜︁X1(p), Y (p)) ̸= 0. Funkcija q ↦→ ωq( ˜︁X1(q), Y (q)) je zvezna, torej
nima ni£el na neki manj²i okolici V1 za p. Sedaj deniramo prerez ˜︁Y1 : V1 → E|V1 s
predpisom ˜︁Y1(q) = 1
ωq( ˜︁X1(q), Y (q))Y (q).
Imamo torej ω( ˜︁X1, ˜︁Y1) = 1 na V1. Naj bo X ∈ {Xi, Yi}ni=1 poljuben prerez iz
ogrodja, ki je linearno neodvisen od ˜︁X1 in ˜︁Y1 v to£ki p. Ker je linearna neodvisnost
odprt pogoj, so prerezi X, ˜︁X1, ˜︁Y1 linearno neodvisni na neki manj²i okolici V ′1 ⊂ V1
za p. Deniramo ˜︂X2 = X − ω( ˜︁X1, X)˜︁Y1 + ω(˜︁Y1, X) ˜︁X1.
Preprost izra£un pokaºe, da velja ω( ˜︁X1, ˜︁X2) = ω(˜︁Y1, ˜︁X2) = 0 na V ′1 . Postopek
nadaljujemo in v kon£no mnogo korakih najdemo ºeleno okolico U ′ za p in prereze,
ki tvorijo simplekti£no bazo na vsakem vlaknu to£k q ∈ U ′. Ker je bila to£ka p ∈M
poljubna, smo dokazali obstoj atlasa {Up, φp}p∈M za E z lastnostjo
φ∗pω0 = ω|U ,
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kjer zlorabimo zapis, tako da ω0 ozna£uje simplekti£no formo na sveºnju Up × R2n,
ki je na vsakem vlaknu podana s standardno simplekti£no formo na R2n. Po lemi [2,
Lemma 6.1] sta kocikla, porojena z atlasoma na istem sveºnju, ekvivalentna, torej
je dokaz zaklju£en.
Naj bo E sedaj poljuben vektorski sveºenj. Deniramo preslikavo
ω : Γ(E ⊕ E∗)× Γ(E ⊕ E∗) → C∞(M)
s predpisom
ω(X + α,X ′ + α′) = α(X ′)− α′(X).
O£itno je ω C∞(M)-bilinearna. Poleg tega je
ω(X + α,X ′ + α′) = α(X ′)− α′(X) = −(α′(X)− α(X ′)) = −ω(X ′ + α′, X + α),
torej je ω tudi antisimetri£na. Naj bo X ∈ Ep in α ∈ E∗p , pri £emer je vsaj eden
od njiju neni£eln. Tedaj obstajata Y ∈ Ep ali β ∈ E∗p , tako da velja α(Y ) = 1
ali β(X) = −1, torej ωp(X + α, Y + β) ̸= 0. Sledi, da je ω simplekti£na forma na
E⊕E∗, ki jo imenujemo kanoni£na simplekti£na forma na direktni vsoti vektorskega
sveºnja in njegovega duala.
Kompleksna struktura na vektorskem sveºnju je prerez J :M → E∗ ⊗E sveºnja
endomorzmov (za vsako to£ko p ∈M je Jp : Ep → Ep endomorzem), za katerega
je
J2p (X) = −X za vse X ∈ Ep in vse p ∈M.
Kompleksna struktura na simplekti£nem vektorskem sveºnju je kompatibilna s sim-
plekti£no strukturo, £e je Jp kompatibilna z ωp na vsakem vlaknu.
Trditev 1.21. Naj bo (E,ω) simplekti£en vektorski sveºenj. Prostor J (ω) kompa-
tibilnih kompleksnih struktur na E je neprazen in kontraktibilen.
Dokaz. Izberimo to£ko p ∈ M in sveºenjsko karto (U,φ) na neki okolici U za p.
Fiksirajmo sveºenjsko metriko g, ki jo lokalno dobimo z uvedbo skalarnega produkta
na vsaki sveºenjski karti in nato z uporabo raz£lenitve enote deniramo na celotnem
sveºnju. Dokaz je popolnoma analogen dokazu trditve 1.11: g in ω denirata gladek
prerez sveºnja avtomorzmov A :M → Aut(E), tako da velja
gp(Apv, w) = ωp(v, w) za vse v, w ∈ Ep
in poljubno to£ko p ∈ M . Konstrukcija kompatibilne skoraj kompleksne strukture
J poteka enako kot v omenjeni trditvi.
Prostor J (ω) lahko interpretiramo kot prostor prerezov sveºnja z vlakni J (ωp),
tj. sveºnja kompleksnih struktur na Ep, ki so kompatibilna s simplekti£no formo ωp
za poljuben p ∈ M . Po trditvi 1.11 so torej vsa vlakna J (ωp) kontraktibilna, od
koder sledi kontraktibilnost prostora prerezov J (ω).
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1.2.3 Sveºnji nad kroºnico S1
Pokazali bomo, da je vsak orientabilen vektorski sveºenj nad kroºnico trivialen s
povzetkom rezultatov iz £etrtega poglavja v [12]. Orientacija na vektorskem pro-
storu, ki jo ozna£imo z ω je ekvivalen£ni razred [(ei)] baz (ei) vektorskega prostora,
pri £emer sta dve bazi (ei) in (e′i) ekvivalentni, £e ima matrika M , podana s predpi-
som Mei = e′i pozitivno determinanto, torej ima vsak (kon£no razseºen) vektorski
prostor natanko dve orientaciji. Paru (V, ω) pravimo orientiran vektorski prostor.
e je M : V → V ′ izomorzem orientiranih vektorskih prostorov (V, ω) in (V ′, ω′),
pravimo, da ohranja orientacijo, £e velja M(ω) := [(Mei)] = ω′. Z ωk ozna£imo
standardno orientacijo na Rk, tj. ekvivalen£ni razred standardne baze. Orientacija
na vektorskem sveºnju E → B je izbor orientacij ωp za vlakna Ep, p ∈ B, za katerega
obstaja atlas (Ui, φi) z lastnostjo φi|Ep(ωp) = ωk za vse p ∈ B. Vektorski sveºenj,
ki dopu²£a orientacijo je orientabilen. Z drugimi besedami, vektorski sveºenj je ori-
entabilen, £e lahko strukturno grupo reduciramo na (pod)grupo GLn(R)+ matrik s
pozitivno determinanto v GLn(R).
Trditev 1.22. Orientabilen vektorski sveºenj ranga k nad kroºnico je izomorfen
S1 × Rk.
Dokaz. Naj bo π : E → S1 orientabilen vektorski sveºenj. Kvocientna preslikava
q : [0, 1] → S1, ki identicira kraji²£i, inducira sveºenj q∗E ∼= [0, 1] × Rk nad
intervalom, ki je trivialen po posledici 1.18. Ozna£imo ²e p = q(0) = q(1) in naj
bo ϕ : q∗E → [0, 1] × Rk izomorzem. Ker sta vlakni nad 0 in 1 izomorfni E|p,
nam kompozicija A = ϕ|q∗E1 ◦ ϕ|−1q∗E0 : R
k → Rk podaja izomorzem Rk, ki ohranja
orientacijo, torej leºi v isti komponenti za povezanost s potmi vGLk(R) kot identi£na
preslikava. Naj bo γ : [0, 1] → GLk(R) gladka pot z γ(0) = Id in γ(1) = A−1 in
denirajmo novo trivializacijo sveºnja q∗E ∼= [0, 1] × Rk s predpisom ϕ′(t, v) =
(t, γ(t)v). Opazimo, da projekcija q′ : [0, 1]×Rk → S1 ×Rk pri ekvivalen£ni relaciji
(0, v) ∼ (1, v), inducira izomorzem sveºnjev S1 × Rk → E.
V nadaljevanju bomo potrebovali tudi naslednji rezultat o simplekti£nih sveºnjih
nad kroºnico. V dokazu bomo uporabili dejstvo, da je simplekti£na grupa Sp(2n)
povezana za poljuben n ([17, Proposition 2.2.4]).
Trditev 1.23. Simplekti£en vektorski sveºenj ranga 2n nad kroºnico je simplekti£no
izomorfen (S1 × R2n, ω0).
Dokaz. Naj bo E → S1 simplekti£en vektorski sveºenj s formo ω. Kot v dokazu
prej²nje trditve uporabimo kvocientno preslikavo q : [0, 1] → S1, ki inducira sim-
plekti£en vektorski sveºenj (q∗E, q∗ω) nad intervalom. Na enak na£in kot v prvem
odstavku trditve 1.16 vidimo, da je slednji trivialen, tj. izomorfen ([0, 1]×R2n, ω0).
Sedaj bi ºeleli postopati na enak na£in kot v prej²nji trditvi. Ozna£imo s ϕ :
q∗ → [0, 1] × R2n simplekti£en izomorzem, ki torej podaja prehodno preslikavo
A = ϕ|q∗E1 ◦ ϕ|−1q∗E0 ∈ Sp(2n). Povezanost simplekti£ne grupe nam tedaj omogo£a
konstrukcijo poti γ : [0, 1] → Sp(2n) s kraji²£ema Id in A−1, ki podaja ustrezno
trivializacijo sveºnja q∗E na analogen na£in kot v zgornji trditvi.
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1.3 Vektorska polja
Naj bo M gladka mnogoterost in p ∈ M to£ka. Tangentni vektor v v to£ki p
je derivacija, tj. R-linearen operator v : C∞p (M) → R na prostoru C∞p (M) gladkih
funkcij, deniranih na neki okolici za p, ki zado²£a Leibnizovemu pravilu. To pomeni,
da za produkt poljubnih funkcij f, g ∈ C∞p (M) velja
v(fg) = v(f)g(p) + f(p)v(g).
Izkaºe se ([14, Proposition 3.10]), da ima prostor tangentnih vektorjev TpM
strukturo vektorskega prostora in je izomorfen Rn, kjer je n = dimM . Tangentni
sveºenj TM mnogoterosti M je prostor
TM = ⨿p∈MTpM,
ki ima po [14, Proposition 3.18], strukturo vektorskega sveºnja z vlaknom TpM nad
to£ko p. Naj bo ²e N mnogoterost in F :M → N gladka funkcija. Njen diferencial
je linearna preslikava
dF : TM → TN,
podana s predpisom dFp(v)(g) = v(g ◦ F ), kjer sta v ∈ TpM ter g ∈ C∞F (p)(N).
Naj bo M = Rn s koordinatami (x1, . . . , xn). Izkaºe se, da lahko tangentni
prostor v poljubni to£ki x ∈ Rn identiciramo s prostorom smernih odvodov v tej





, za i = 1, . . . , n.











, za neke a1, . . . , an ∈ R,








Vidimo torej, da je tangentni sveºenj TRn trivialen, torej izomorfen Rn × Rn. e
je F : Rn → Rm, F = (F1, . . . , Fm) gladka preslikava, je njen diferencial podan z
Jacobijevo matriko






, i = 1, . . . ,m; j = 1, . . . , n.
Vektorsko polje na domeni U ⊂ Rn je gladka preslikava X : U → Rn, X =
(X1, . . . , Xn). Interpretiramo jo kot prerez tangentnega sveºja TRn|U nad U , tako
da vzamemo njen graf, ki naravno ºivi v U × Rn ∼= TRn|U . Tokovnica vektorskega
polja je krivulja γ : I → U , γ(t) = (x1(t), . . . , xn(t)), denirana na odprtem intervalu
I ⊂ R okoli izhodi²£a, ki ustreza sistemu navadnih diferencialnih ena£b
ẋi(t) = Xi(γ(t)) i = 1, . . . , n. (1.1)
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Z drugimi besedami, tangentni vektor γ̇(t) je enak vektorju X(γ(t)) za vse t ∈ I.
Polje X vsaki to£ki p ∈ Rn priredi tangentni vektor Xp = X(p), ki deluje na gladke
funkcije. Vektorsko polje torej podaja linearno preslikavo X : C∞(Rn) → C∞(Rn),
ki funkcijo f preslika v funkcijo Xf , podano s predpisom
Xf(p) = Xp(f) = dfp(Xp).
Denicija 1.24. Vektorsko polje na gladki mnogoterosti M je gladek prerez X
tangentnega sveºnja TM , torej gladka preslikava
X :M → TM,
ki zado²£a π◦X = IdM , kjer je π kanoni£na projekcija. Tokovnica vektorskega polja
je gladka krivulja
γ : I →M,












S prehodom na lokalne koordinate v okolici neke to£ke se zgornja ena£ba prevede
na obliko 1.1, torej po izreku o obstoju re²itev navadnih diferencialnih ena£b obstaja
na dovolj majhni okolici U poljubne to£ke p ∈M tudi preslikava
Φ : J × U →M,
kjer je 0 ∈ J ⊂ R dovolj majhen odprt interval, tako da je za vse x ∈ U krivulja
t ↦→ ϕt(x) := Φ(t, x) tokovnica polja x, pri £emer je za t = 0 preslikava ϕ0 identiteta
naM . Druºina Φ je druºina difeomorzmov ϕt : U → ϕt(U), ki ustrezajo grupnemu
pravilu
ϕt ◦ ϕs = ϕt+s,
za vse t, s ∈ J , za katere je t + s ∈ J ([14, Lemma 9.4]). e je M kompaktna ali
pa je polje X kompaktno podprto, je ϕt difeomorzem za vse t ∈ R ([14, Theorem
9.16], izrek 9.16 in posledica 9.17), sicer pa je tok Φ deniran na odprti podmnoºici
v R × M , ki vsebuje {0} × M . Maksimalna tak²na podmnoºica je odprta ([14,
Theorem 9.12]) in jo imenujemo fundamentalna domena toka Φ.
S prehodom na lokalne koordinate vidimo tudi, da vektorsko polje X na mno-
goterosti M podaja linearen operator X : C∞(M) → C∞(M) s predpisom Xf(p) =
Xp(f). Izkaºe se ([14, Lemma 8.25]), da je za poljubni polji X, Y na M vektorsko
polje tudi njun komutator [X, Y ], ki na funkciji f deluje s predpisom
[X, Y ]f(p) = Xp(Y f))− Yp(Xf).
Liejev odvod je posplo²itev smernega odvoda na mnogoterosti in je za vektorski











Poleg tega velja LXY = [X, Y ] ([14, Theorem 9.38]).
Pri ra£unanju s polji in njihovimi tokovi je koristna naslednja lema o izravnavi.
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Lema 1.25 (Lema o izravnavi). Naj boM gladka mnogoterost in X neni£elno gladko
vektorsko polje na njej. Tedaj za poljubno to£ko p ∈ M obstaja lokalna karta (U,φ)





Dokaz. S primerno izbiro koordinat θ′ = (x′1, . . . , x
′
n) na okolici to£ke p doseºemo
θ′(p) = 0 in θ′∗X|0 = ∂x′1 . Za dokaz izreka tedaj zado²£a najti difeomorzem θ :








Naj bo γ tokovnica polja ∂x1 : tedaj imamo
d
dt









torej je θ ◦ γ tokovnica polja X. Poljubna to£ka (x1, x2, . . . , xn) je slika tokovnice
γ(x1) z za£etnim pogojem γ(0) = (0, x2, . . . , xn), zato je smiselno denirati θ s
predpisom
θ(x1, x2, . . . , xn) = Φ(x1, (0, x2, . . . , xn)).
Tako deniran θ o£itno ustreza zgornjim ena£bam. Poleg tega imamo
θ(0, x2, . . . , xn) = Φ(0, (0, x2, . . . , xn)) = (0, x2, . . . , xn), torej je dθ|0 = IdT0Rn (pri
£emer smo poleg pravkar izpeljane enakosti uporabili tudi pogoj, ki smo ga zahtevali
na za£etku dokaza, namre£ θ′∗X|0 = ∂x′1), kar pomeni, da je θ difeomorzem na






Posledica 1.26. Naj bo Xs, s ∈ [0, 1] gladka druºina gladkih vektorskih polj na M .
Tedaj za poljubno to£ko p ∈ M , za katero velja Xs(p) ̸= 0 za vse s ∈ [0, 1], obstaja





Dokaz. Obstoj druºine koordinatnih preslikav φs in okolic Us, na katerih velja zgor-
nja ena£ba, lahko dobimo iz prej²nje leme. Potrebno je torej dokazati, da lahko
druºino koordinatnih preslikav izberemo tako, da so gladko odvisne od parametra
s ∈ [0, 1], in obstoj okolice U , na kateri zgornja ena£ba velja za vse s.
Najprej poi²£imo primerno okolico za p. Raz²irimo druºino Xs na odprt interval
J , ki vsebuje [0, 1] in denirajmo vektorsko polje Y na J ×M s predpisom
Y (s, q) = Xs(q), q ∈M,
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torej ima to polje v smeri vektorja ∂s ni£elno komponento v vsaki to£ki. Tok polja
Y je preslikava








kjer je Φs tok polja Xs na M (za ksen s). Ker je fundamentalna domena toka
Ψ odprta podmnoºica v R × J ×M lahko za vse t ∈ [0, 1] najdemo okolico to£ke
(0, (t, p)) oblike Wt = (−εt, εt) × (t − δt, t + δt) × Ut, kjer je Ut okolica za p v M ,
v fundamentalni domeni. Mnoºica I := {(0, (t, p))|t ∈ [0, 1]} ⊂ R × J × M je
kompaktna, torej jo lahko pokrijemo s kon£no mnogo mnoºicami Wi := Wti . Naj
bodo ε := mini εti , δ := mini δti , in U := ∩iUti : tedaj je
W := (−ε, ε)× (−δ, 1 + δ)× U
odprta okolica mnoºice I v fundamentalni domeni. To pomeni, da je za |t| < ε
preslikava (t, (s, q)) ↦→ Ψ(t, (s, q)) dobro denirana za vse s ∈ [0, 1] in q ∈ U .
Sedaj postopamo analogno kot v prej²njem izreku: U po potrebi zmanj²amo,
tako da postane domena koordinatne preslikave θ′, ki preslika p v 0. Ker je druºina
Xs gladka, lahko najdemo gladko druºino As linearnih preslikav, tako da bo veljalo
˜︁Xs(0) := (As ◦ θ′)∗Xs(0) = ∂
∂x′1
.
Tedaj je ˜︁Ψ(t, (s, x)) := Ψ(t, (s, (As ◦ θ′)−1(x))) tok polja ˜︂Xs. Kot prej deniramo
koordinate, tokrat odvisne tudi od s, s predpisom
θs(x1, . . . , xn) = Ψ(x1, (s, (0, x2, . . . , xn))),
pri £emer pazimo, da za denicijsko obmo£je izberemo dovolj majhno okolico izho-
di²£a, da slika ne zapusti mnoºice U . Iskana druºina lokalnih kart je tedaj podana
s φs := θ−1s ◦ As ◦ θ′.
Naj bo M gladka mnogoterost. asovno odvisno vektorsko polje na M je gladka
preslikava X : I×M → TM , kjer je 0 ∈ I ⊂ R odprt interval, ki zado²£a X(t, p) =:
Xt(p) ∈ TpM za vse to£ke p ∈ M . Tokovnica polja X je krivulja γ : t ↦→ γ(t),
ki ustreza γ̇(t) = Xt(γ(t)). Njegov £asovno odvisni tok ([14, Theorem 9.48]) je
preslikava
ψ : E → M
(t, s, p) ↦→ ψt,s(p),





ψt,s(p) = Xt0(ψt0,s(p)) in ψs,s(p) = p,
torej je za vse (s, p) preslikava t ↦→ ψt(s, p) tokovnica polja X. Za poljuben (s, p) ∈
I ×M obstaja interval Js,p ⊂ R, ki vsebuje s, tako da je (t, s, p) ∈ E za vse t ∈ Js,p.
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Poleg tega tok ψ zado²£a naslednjemu pravilu: za poljuben p ∈ M in s, t0, t1 ∈ I,
za katere velja (t0, s, p), (t1, t0, ψt0,s(p)) ∈ E , je tudi (t1, s, p) ∈ E in velja
ψt1,t0 ◦ ψt0,s(p) = ψt1,s(p).
Za bolj²e razumevanje tokovnic £asovno odvisnih vektorskih polj je koristno, £e
na le-ta gledamo kot na £asovno neodvisna vektorska polja na mnogoterosti I ×M
s koordinatami (s, p), s ∈ I, p ∈M . Natan£neje, polje X raz²irimo v










Tokovnica γ(t) = (s(t), p(t)) zado²£a ṡ ≡ 1, torej je s(t) = t+ s0, in
ṗ(t0) = Xs(t0)(p(t0)) = Xt0+s0(p(t0)).
Naj bo γ neka tokovnica z γ(0) = (0, p): tedaj je s(t) = t in dobimo ṗ(t0) =
Xt0(p(t0)), torej je p-komponenta tokovnice γ ravno tokovnica ψt(p) £asovno odvi-
snega polja Xt na M .
Lema 1.27. Naj bo M sklenjena mnogoterost in Xt, t ∈ [0, 1] £asovno odvisno
vektorsko polje. Tedaj obstaja difeotopija ψt :M →M za t ∈ [0, 1], tako da je vsaka
pot t ↦→ ψt(p), kjer je p ∈M poljubna to£ka, tokovnica polja Xt.
Opomba 1.28. Difeotopija je gladka homotopija, pri kateri je za vse t preslikava
ψt difeomorzem.
Dokaz. Najprej Xt gladko raz²irimo na nek odprt interval I, ki vsebuje [0, 1]. Naj
bo sedaj φ : R → R gladka funkcija z nosilcem v I in s φ ≡ 1 na [0, 1]. Tako lahko
raz²iritev ˜︁Xt poljaXt deniramo za vse t ∈ R kot ˜︁Xt = φ(t)Xt. Polje (φ(t)∂s|s=t, ˜︁Xt)
je torej (£asovno neodvisno) polje s kompaktnim nosilcem na mnogoterosti R×M .
Sledi, da je njegov tok ˜︁Ψ : (s, (t, p)) ↦→ ˜︁Ψs(t, p) deniran za vse s ∈ R, tedaj pa je
ψt(p) = prM ◦˜︁Ψt(0, p) tok polja Xt za t ∈ [0, 1].
Difeotopija iz izreka je torej zoºitev toka ˜︁Ψ polja Xt na domeno, kjer je druga
komponenta ni£elna, tj.
ψt(p) = ˜︁Ψt(0, p).
Vidimo tudi, da velja obrat, namre£ vsaka difeotopija ψt denira £asovno odvisno









Lema 1.29. Naj bosta X in Y topolo²ka prostora. Naj bo K ⊂ X kompaktna
podmnoºica in V ⊂ Y poljubna podmnoºica. e neka odprta mnoºica W ⊂ X × Y
vsebuje mnoºico K × V , obstaja odprta okolica ˜︁V ⊂ Y mnoºice V , tako da velja
K × ˜︁V ⊂ W .
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Dokaz. Ker je W odprta, obstajata za poljubna x ∈ K, y ∈ V bazi£ni odprti okolici
A(x,y) ⊂ X za x in B(x,y) ⊂ Y za y, tako da W vsebuje pravokotnik Ax ×By.
Naj bo y0 ∈ V ksen. Ker je K kompaktna, kon£no mnogo A(x,y0) pokrije K
in naj bo By0 presek vseh njim pripadajo£ih okolic B(x,y0). Sledi, da W vsebuje
K ×By0 .
Ponovimo postopek za vse y ∈ V . Na²li smo okolice By, za katere jeK×By ⊂ W ,
torej je ˜︁V := ∪y∈VBy iskana okolica za V .
Lema 1.30. Naj bo L ⊂M sklenjena podmnogoterost v M in naj bo Xt za t ∈ [0, 1]
£asovno odvisno vektorsko polje, denirano na neki okolici mnoºice L, ki je ni£elno
na L, tj. Xt(p) = 0 za vse p ∈ L in vse t. Tedaj obstaja (manj²a) okolica mnoºice
L, na kateri je deniran tok ψt polja Xt za vse t ∈ [0, 1].
Dokaz. Pogoj Xt|L = 0 zagotavlja obstoj toka ψt na L s predpisom ψt(p) = p.
Uporabimo raz²iritev polja Xt na analogen na£in kot v lemi 1.27 : fundamentalna
domena D (raz²irjenega) toka ˜︁Ψs je odprta mnoºica v R×R×M , ki vsebuje (kom-
paktno) mnoºico [0, 1]×[0, 1]×L. Ker je produkt [0, 1]×[0, 1] kompakten, po prej²nji
lemi obstaja odprta okolica mnoºice [0, 1]× [0, 1]×L v D, kar dokazuje trditev.
Opomba 1.31. Kot je razvidno iz prej²nje leme, je pogoj sklenjenosti podmno-
goterosti L odve£. Klju£no dejstvo je, da je tok deniran vzdolº L na intervalu
[0, 1], tedaj pa obstaja tudi okolica za L, na kateri je tok tudi deniran na celotnem
intervalu.
1.4 Diferencialne forme
Kotangentni sveºenj T ∗M nad gladko mnogoterostjoM je dualni sveºenj (glej razde-
lek 1.2.1) tangentnega sveºnja TM . Prerez α :M → T ∗M imenujemo diferencialna
1-forma. Diferencialna k-forma je prerez ω : M → Λk(M) podsveºnja Λk(M) v
k-ternem tenzorskem produktu (T ∗M)k, katerega vlakno Λkp(M) nad to£ko p ∈ M
tvorijo vsi antisimetri£ni k-linearni funkcionali na TpM . Iz linearne algebre sledi,
da je Λk(M) prazen za k > n. Prostor k-form ozna£imo s Ωk(M) = Γ(Λk(M)). Z
Ω0(M) = C∞(M) ozna£imo ²e prostor gladkih funkcij na M , t. i. 0-form.
Naredimo kratek ovinek do linearne algebre. Naj bo V kon£no razseºen vektorski
prostor nad R in naj bo α nek k-tenzor nad V . Njegova alternacija je k-tenzor, ki
na vektorjih v1, . . . , vk deluje s predpisom





sgn(σ)α(vσ(1), . . . , vσ(k)),
kjer je Pk grupa permutacij na k-elementih. Funkcija Alt torej tenzor preslika v
prirejeni antisimetri£en tenzor. Klinasti produkt tenzorjev α, β, kjer je α ranga k in
β ranga l, je (k + l)-tenzor
α ∧ β = (k + l)!
k!l!
Alt(α⊗ β).
Klinasti produkt je torej preslikava ∧ : Λk(V )×Λl(V ) → Λk+l(V ), kjer je Λk(V )
prostor antisimetri£nih k-linearnih funkcionalov na V . Po trditvi [14, Proposition
21
14.11] je bilinearen, asociativen in antikomutativen (za α in β kot zgoraj je α∧ β =
(−1)klβ ∧ α).
Za poljuben v ∈ V deniramo ²e notranje mnoºenje. e je α ∈ Λk(V ) je njen
notranji produkt z v podan s
iv(α)(v1, . . . , vk−1) = α(v, v1, . . . , vk−1),
torej je za vsak v ∈ V notranji produkt preslikava iv : Λk(V ) → Λk−1(V ). Po lemi
[14, Lemma 14.13] velja iv(α ∧ β) = ivα ∧ β + (−1)kα ∧ ivβ.
Vrnimo se na diferencialne forme. Klinasti produkt form ω ∈ Ωk(M) in η ∈
Ωl(M), k, l ≥ 1, deniramo na vlaknih s
(ω ∧ η)p = ωp ∧ ηp,
za gladko funkcijo f ∈ Ω0(M) pa vzamemo f ∧α = fα. Ker sta operaciji denirani
na vlaknih, ²e vedno velja iX(ω ∧ η) = iXω ∧ η + (−1)kω ∧ ixη za k-formo ω in
poljubno diferencialno formo η.
Analogno storimo za notranji produkt, pri £emer sedaj vzamemo vektorsko polje
X na M in za notranji produkt s k-formo ω proglasimo (k − 1)-formo iXω, podano
s predpisom
(iXω)p(v1, . . . , vk−1) = ωp(Xp, v1, . . . , vk−1),
kjer so v1, . . . , vk−1 ∈ TpM poljubni tangentni vektorji. Za f ∈ Ω0(M) deniramo
iXf = 0.
e so x1, . . . , xn lokalne koordinate na neki okolici to£ke p ∈M , forme
dx1, . . . , dxn,
tj. diferenciali koordinatnih funkcij, podajajo bazo prostora Ω1(U). Vsaka diferen-
cialna 1-forma α je torej blizu p oblike
α = α1dx1 + · · ·+ αndxn,
kjer so α1, . . . , αn gladke funkcije na U . Bazo prostora Ωk(M) na U tvorijo izrazi
oblike
dxi1 ∧ · · · ∧ dxik ,
kjer so indeksi i1, . . . , ik paroma razli£ni z vrednostmi v mnoºici {1, . . . , n}. Klinasti





Vnanji odvod je preslikava d : Ωk(M) → Ωk+1(M), denirana na naslednji na-
£in. Za gladke funkcije, tj. 0-forme, sovpada z diferencialom, torej je v lokalnih









V lokalnih koordinatah je k-forma ω vsota izrazov oblike ωi1,...,ikdxi1 ∧ · · · dxik in
vnanji odvod takega izraza je
d(ωi1,...,ikdxi1 ∧ · · · dxik) = dωi1,...,ik ∧ dxi1 ∧ · · · dxik .
Po lemi [14, Lemma 14.23] je vnanji odvod R-linearen, velja d ◦ d = 0 in zado²£a
formuli
d(ω ∧ η) = dω ∧ η + (−1)kω ∧ dη
za k-formo ω in l-formo η. Naslednja lema podaja formulo za izra£un vnanjega
odvoda 1-forme z uporabo komutatorjev vektorskih polj.
Trditev 1.32 (Vnanji odvod 1-forme). Naj bo α 1-forma. Tedaj za poljubni gladki
vektorski polji X, Y na M velja formula
dα(X, Y ) = X(α(Y ))− Y (α(X))− α([X, Y ]).
Dokaz. Lokalno lahko zapi²emo α kot vsoto £lenov oblike udv za neki gladki funkciji
u in v. Izra£unajmo najprej
d(udv)(X, Y ) = du ∧ dv(X, Y ) = du(X)dv(Y )− dv(X)du(Y ) =
= X(u)Y (v)−X(v)Y (u).
Po drugi strani imamo
X(udv(Y ))− Y (udv(X))− udv([X, Y ]) =
= X(uY (v))− Y (uX(v))− udv(XY − Y X) =
= X(u)Y (v) + uX(Y (v))− Y (u)X(v)− uY (X(v))− uX(Y (v)) + uY (X(v)) =
= X(u)Y (v)−X(v)Y (u).
Zaradi linearnosti enakost velja za poljubno 1-formo.
Podobno kot vektorska polja lahko tudi diferencialne forme odvajamo v smeri
nekega drugega vektorskega polja. e je f :M → N gladka funkcija, lahko s pomo-
£jo k-forme ω na N deniramo k-formo na M , ki jo imenujemo povlek diferencialne
forme s predpisom
f ∗ω(X1, . . . , Xk) = ω(df(X1), . . . , df(Xk)),
kjer so X1, . . . , Xk vektorska polja na M . Izkaºe se, da povlek komutira z vnanjim
odvodom ([14, Proposition 14.23]) in
Poljubno vektorsko polje X podaja tok ϕt, ki je difeomorzem na dovolj majhni
okolci poljubne to£ke p ∈ M za vse t z nekega odprtega intervala v R, ki vsebuje











Naslednji izrek pokaºe, kako izra£unati Liejev odvod s pomo£jo notranjega pro-
dukta in vnanjega odvoda.
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Izrek 1.33 (Cartanova £arobna formula). Naj bo ω gladka diferencialna forma in
X gladko vektorsko polje na neki gladki mnogoterosti. Tedaj velja
LXω = iX(dω) + diX(ω)
Dokaz. Dokaºimo najprej, da izrek velja za 0-forme: naj bo f gladka funkcija. Tedaj
je
iX(df) + d(iX(f)) = df(X) = X(f) = LXf.










kjer je ϕ tok X. Po drugi strani je
iX(ddω) + diX(dω) = diX(dω) = d(iX(dω) + diX(ω)),
torej obe strani ena£be v izreku komutirata z vnanjim odvodom d. e formula velja
za neko formo, velja torej tudi za njen vnanji odvod.
e je α neka druga diferencialna forma, imamo
LX(ω ∧ α) = lim
t→0


















= LXω ∧ α + ω ∧ LXα,
torej je operator LX derivacija na kolobarju diferencialnih form Ω∗(M). Preverimo
²e desno stran enakosti.
iX(d(ω ∧ α)) + diX(ω ∧ α) =
= iX(dω ∧ α + (−1)kω ∧ dα) + d(iXω ∧ α + (−1)kω ∧ iXα) =
= iXdω ∧ α + (−1)k+1dω ∧ iXα + (−1)kiXω ∧ dα + ω ∧ iXdα+
+ diXω ∧ α + (−1)k−1iXω ∧ dα + (−1)kdω ∧ iXα + ω ∧ diXα =
= (iXdω + diXω) ∧ α + ω ∧ (iXdα + diXα).
e formula velja za formi, velja torej tudi za njun klinasti produkt.
Za zaklju£ek opazimo, da je na vsaki koordinatni domeni U kolobar Ω∗(U) generi-
ran z elementi Ω0(U) in njihovimi vnanjimi odvodi: vzamemo na primer koordinatne
funkcije xi : U → Rn, katerih vnanji odvodi so forme dxi, te pa skupaj z njihovimi
klinastimi produkti tvorijo bazo vektorskega prostora Ω∗(U).
Naj bo sedaj X £asovno odvisno vektorsko polje (glej razdelek 1.3) in Ψt :
(s, p) ↦→ Ψt(s, p) njegov £asovno odvisni tok, torej Ψt preslika to£ko (s, p) v γ(t),
kjer je γ tokovnica z γ(0) = (s, p). Po grupni lastnosti tokov imamo
(Ψt1 ◦Ψt0)(s, p) = Ψt1+t0(s, p),
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povsod kjer je denirana vsaj ena stran v ena£bi. e vzamemo s = 0 dobimo
Ψt1(t0, ψt0(p)) = (t1 + t0, ψt1+t0(p)).
e pi²emo p′ = ψt0(p), potem je ψt1+t0(p) = ψt1+t0(ψ
−1
t0 (p)). Po zamenjavi oznak
dobimo naslednjo enakost:
Ψt(s, p) = (t+ s, (ψt+s ◦ ψ−1s )(p)).
e v zgornjem izrazu po²ljemo t → 0, dobimo v limiti Ψ0(s, p) = (s, p). V lu£i
tega izra£una deniramo Liejev odvod diferencialne forme v smeri £asovno odvisnega
vektorskega polja Xt ob £asu t:
LXtα = lim
h→0













(ψt+h ◦ ψ−1t )αt − αt
h
.
Trditev 1.34. Naj bo ωt, t ∈ [0, 1], gladka druºina diferencialnih form in naj bo































= ψ∗t ω̇t + ψ
∗
t (LXtωt).
Po lemi v [7, Lemma B.2], za £asovno odvisna vektorska polja velja naslednja
oblika Cartanove £arobne formule:
LXtω = diXtω + iXtdω. (1.2)
25
1.5 Razna orodja
Naslednji izrek govori o obstoju posebno lepih okolic vloºenih podmnogoterosti. Te
so homotopsko ekvivalentne podmnogoterosti, poleg tega pa so difeomorfne okolici
ni£elnega prereza v normalnem sveºnju podmnogoterosti, torej omogo£ajo uporabo
linearne strukture v slednjem, kar poenostavi ²tevilne dokaze. Njihov obstoj lahko
dokaºemo na razli£ne na£ine: z vloºitvijo ambientne mnogoterosti v evklidski pro-
stor, pri £emer se sklicujemo na Whitneyjev vloºitveni izrek; z metodo sprejev; za
potrebe naloge pa je najustreznej²a konstrukcija s pomo£jo eksponentne preslikave.
Ta je denirana na okolici ni£elnega prereza normalnega sveºnja NL = TM |L/TL
podmnogoterosti L ⊂M , ni£elni prerez sam pa identiciramo z L.
Izrek 1.35 (Izrek o obstoju cevastih okolic). Naj bo L ⊂ M vloºena podmnogo-
terost. Tedaj obstaja okolica V podmnogoterosti L in okolica V ′ ni£elnega prereza
L v normalnem sveºnju NL ter difeomorzem τ : V ′ → V , katerega diferencial je
identi£na preslikava vzdolº L ⊂ NL.
Opomba 1.36. Izbor Riemannove metrike na M , tj. izbor sveºenjske metrike na
TM nam da razcep tangentnega sveºnja vzdolº L:
TM |L = TL⊕NL.
Pri tem je TL tangentni sveºenj podmnogoterosti L vM , NL pa njegov ortogonalni
komplement glede na izbrano metriko.
V nadaljevanju bo govora o aproksimaciji nekaterih preslikav, za kar potrebujemo
koncept bliºine. Izkaºe se, da tega ustrezno podajajo Ck-topologije na prostoru
gladkih preslikav C∞(M,N), kjer sta M in N gladki mnogoterosti ter k ∈ N ∪ {0}.
Najprej uvedimo nekaj oznak. Naj bosta f, g ∈ C∞(M,N) in naj bosta U ⊂ M ,
V ⊂ N lokalni karti ter K ⊂ U kompaktna mnoºica, za katero je f(K) ⊂ V in
g(K) ⊂ V . Za r ∈ N denirajmo




∂xi1 · · · ∂xir
(x)− ∂
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pri £emer za izra£un norme uporabljamo lokalne koordinate in indeksi ij prete£ejo
vse podmnoºice (s ponavljanjem elementov) mo£i r mnoºice {1, . . . ,m}, kjer je
m = dimM . Podbazna okolica funkcije f za Ck-topologijo je tedaj podana s
N k(f ;U, V,K, ε) = {g ∈ C∞(M,N) ; ∥f − g∥r,K < ε, 0 ≤ r ≤ k}.
Pri tem seveda ra£unamo vrednost ||f − g||r,K po vseh dopustnih funkcijah g, tj.
takih, za katere je g(K) ⊂ V , tako da je absolutna vrednost v supremumu dobro
denirana v lokalni karti. Z drugimi besedami, zgornjo ε-okolico funkcije f za Ck
topologijo tvorijo gladke funkcije g, katere vrednosti in vrednosti vseh odvodov do
reda r se od f razlikujejo za manj kot ε v izbranih lokalnih kartah. Ck-topologija je
topologija na C∞(M,N), generirana z zgornjimi podbaznimi okolicami.
Opomba 1.37. V resnici smo zgoraj denirali t. i. ²ibko Ck-topologijo, poznamo
pa tudi pojem krepke Ck-topologije. Izkaºe se, da sta topologiji enaki v primeru,
ko je M kompaktna. Ker bomo pojem uporabljali zgolj v primeru kompaktnih
mnogoterosti, pridevnika izpu²£amo brez ²kode za splo²nost.
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Izkaºe se, da so C∞-gladke preslikave goste v mnoºici Cr-gladkih preslikav za
r <∞ (glej [12, Theorem 3.3, str. 57]).
Izrek 1.38 (Whitneyjev aproksimacijski izrek). Naj bosta M in N gladki mnogo-
terosti, naj bo M kompaktna in naj bo r ∈ N ∪ {0}. Mnoºica C∞(M,N) je povsod
gosta v Cr(M,N).
Naslednji izrek navajamo po [12, Theorem 2.13, str. 55].
Izrek 1.39 (Whitneyjev izrek o vloºitvah). Naj bosta M in N gladki mnogoterosti
in naj velja dimN ≥ 2 dimM+1. e je poleg tegaM kompaktna, je mnoºica gladkih
vloºitev povsod gosta podmnoºica v C∞(M,N).
Na kratko povzemimo ²e pojem transverzalnosti. Naj bo f : M → N gladka
preslikava mnogoterosti M v mnogoterost N . Naj bo A ⊂ N podmnogoterost in
K ⊂ M poljubna mnoºica. Pravimo, da je f transverzalna na A vzdolº K, £e za
poljuben x ∈ K velja dfx(TxM) + Tf(x)A = Tf(x)N , tj. vsak tangentni vektor iz
Tf(x)N je linearna kombinacija vektorjev iz dfx(TxM) in Tf(x)A. Naslednji izrek
navajamo po [12, Theorem 2.1, str. 74].
Izrek 1.40 (Thomov izrek o transverzalnosti). Naj bo M kompaktna mnogoterost,
ostale oznake kot zgoraj. Mnoºica preslikav f : M → N , transverzalnih na zaprto
podmnogoterost A ⊂ N vzdolº kompaktne mnoºice K ⊂M je odprta in povsod gosta
v C∞(M,N).
Pojem transverzalnosti lahko nekoliko posplo²imo kot slede£e. e je f :M → N
gladka preslikava in E ⊂ TN podsveºenj v TN , pravimo, da je f transverzalna na
E v to£ki x ∈ M , £e velja dfx(TxM) + Ef(x) = Tf(x)N . Analogno kot zgoraj lahko
nato tudi govorimo o transverzalnosti preslikave na sveºenj vzdolº neke podmnoºice
K ⊂M .
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2 Osnove kontaktne geometrije
V tem poglavju podajamo denicijo, primere in osnovna izreke kontaktne geome-
trije, pri £emer sledimo prvemu in drugemu poglavju v [7]. Darbouxov izrek pokaºe,
da kontaktne mnogoterosti nimajo lokalnih invariant: na dovolj majhnih okolicah
vse izgledajo enako kot evklidski prostor s standardno kontaktno strukturo, torej bi
lahko kontaktne mnogoterosti denirali preko lokalnih kart. Grayev izrek pravi, da
so na sklenjenih mnogoterostih vse izotopne kontaktne strukture kontaktomorfne,
na koncu razdelka pa bomo dokazali posplo²itev Darbouxovega izreka, ki nudi stan-
dardne okolice ne le za to£ke, temve£ tudi za ustrezne podmnogoterosti. Klju£no
vlogo v dokazih teh izrekov igra t. i. Moserjev trik ([18]): izotopijo med struktu-
rami poi²£emo tako, da predpostavimo, da je dobljena iz toka £asovno odvisnega
vektorskega polja, ki ga izra£unamo, nato pa dokaºemo obstoj toka.
2.1 Kontaktne mnogoterosti
V tem razdelku bomo podali klju£ne pojme kontaktne geometrije. Vseskozi naj M
ozna£uje gladko mnogoterost.
Denicija 2.1. Distribucija hiperravnin ali polje hiperravnin na M je gladek pod-
sveºenj ξ ⊂ TM kodimenzije 1 tangentnega sveºnja. Druga£e povedano, v vsaki
to£ki p ∈M je vlakno ξp vektorski podprostor kodimenzije 1 v TpM .
Trditev 2.2. Vsaka distribucija hiperravnin ξ na M je lokalno predstavljena z je-
drom neke 1-forme α.
Dokaz. Izberimo to£ko p ∈M in naj bo U ⊂M dovolj majhna okolica te to£ke, da
lahko na njej trivializiramo sveºnja TM |U in (TMξ)|U . Dobimo naslednji komuta-
tiven diagram
TM |U (TM/ξ)|U




kjer je q|U zoºitev kvocientne projekcije TM → TM/ξ, zoºena na U . Povlek α =
q∗ᾱ poljubne (gladke) funkcije ᾱ : U → R brez ni£el (ki seveda sluºi kot lokalen
prerez sveºnja TM/ξ) prek kvocientne projekcije je tedaj denicijska forma za ξ. Za
poljuben x ∈ U ter v ∈ ξx je namre£
αx(v) = ᾱx(q(v)) = 0,
ker je α povsod neni£elna, pa za poljuben x ∈ U obstaja vektor v ∈ TxM , tako da
je αx(v) ̸= 0, torej je dim imα = 1. Iz formule
n = dimTxM = dimkerαx + dim imαx
sledi, da velja kerα = ξ|U .
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V nadaljevanju se bomo omejili na poseben razred distribucij hiperravnin, ime-
novan koorientabilen, kar pomeni, da je kvocientni sveºenj TM/ξ trivialen. Kot je
razvidno iz dokaza zgornje trditve, je v tem primeru 1-forma α denirana globalno.
Distribucija ξ je integrabilna, £e v poljubni to£ki p ∈M obstaja podmnogoterost
p ∈ N ⊂ M kodimenzije 1, tako da je TqN = ξq za vse q ∈ N . Po Frobeniusovem
izreku ([14, Theorem 19.12]) so integrabilne natanko tiste distribucije, ki so zaprte
za komutatorje. To pomeni, da ya vsako to£ko p ∈ M in poljubni vektorski polji
X, Y , tangentni na ξ na neki okolici to£ke p, velja [X, Y ]p ∈ ξp. e je ξ = kerα za
neko 1-formo α, imamo po formuli 1.32 za vnanji odvod le-te:
α([X, Y ]) = X(α(Y ))− Y (α(X))− dα(X, Y ) = −dα(X, Y ),
torej je dα(X, Y ) = 0 za poljubni polji X, Y , tangentni na ξ, natanko tedaj ko
je distribucija integrabilna. Ker je α povsod neni£elna, jo lahko na neki okolici U
poljubne to£ke p ∈ M dopolnimo do baze prostora Ω1(U) s formami θi, torej lahko
poljubno 1-formo ω zapi²emo kot ω = ω1α + ωiθi za neke gladke funkcije ωi na U .
Tedaj je
α ∧ ω = ωiα ∧ θi.
Po drugi strani pa velja tudi
dα = λiα ∧ θi + λijθi ∧ θj,
torej je dα(X, Y ) = λij(θi ∧ θj)(X, Y ) = 0 za poljubni polji X, Y , ki sta tangentni
na distribucijo ξ. Od tod sledi, da je λij = 0 in zato dα = α ∧ ω, kjer je ω = λiθi.
Sledi
α ∧ dα = 0.
e zgornjo enakost privzamemo, dobimo za tangentna X, Y in Z /∈ kerα
0 = (α ∧ dα)(Z,X, Y ) = α(Z)(dα(X, Y )− dα(Y,X)) = 2α(Z)dα(X, Y ),
torej je α([X, Y ]) = −dα(X, Y ) = 0, saj je £len α(Z) v zgornji ena£bi neni£eln.
Dokazali smo naslednjo trditev.
Trditev 2.3. Distribucija hiperravnin, podana z jedrom 1-forme α, je integrabilna
natanko tedaj, ko velja α ∧ dα = 0.
Kontaktne forme so v nekem smislu nasprotje integrabilnih. Pogoj bomo tokrat
postavili ne na α∧dα, temve£ na produkt najvi²je moºne dimezije, namre£ α∧(dα)n.
Slednji je element vektorskega prostora Ω2n+1(M), kjer jeM mnogoterost razseºnosti
2n + 1, ta prostor pa je sam enorazseºen, torej je njegov element lokalno podan s
funkcijo z vrednostmi v R. e ta nima ni£el, pravimo, da je forma neizrojena.
Denicija 2.4. Naj boM mnogoterost dimenzije 2n+1. Kontaktna struktura naM
je popolnoma neintegrabilno polje hiperravnin ξ ⊂ TM , podano z jedrom 1-forme
α, za katero velja, da je forma
α ∧ (dα)n
neizrojena, torej volumska. Tak²no 1-formo imenujemo kontaktna forma, mnogo-
terost, opremljeno s tovrstno strukturo (torej par (M, ξ) oz. (M,α)), pa kontaktna
mnogoterost.
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Opomba 2.5. Iz kontaktnega pogoja sledi, da je mnogoterost, ki dopu²£a kontaktno
formo, orientabilna. e je (M,α) kontaktna mnogoterost s ξ = kerα in f :M → R
gladka funkcija brez ni£el, je o£itno tudi ξ = ker(fα). Ozna£imo α′ = fα: dobimo
novo volumsko formo
α′ ∧ (dα′)n = (fα) ∧ (df ∧ α− fdα)n = fn+1α ∧ (dα)n,
saj je α ∧ α = 0. e je n liho ²tevilo, je fn+1 > 0, torej obe formi dolo£ata isto
orientacijo na M , kar pomeni, da je ta dejansko odvisna od distribucije hiperravnin
ξ. Tako lahko govorimo o pozitivno ali negativno orientiranih kontaktnih strukturah
v razmerju do dane orientacije na M .
Po drugi strani pa se formi α in α′, ki dolo£ata isto kontaktno strukturo, povsod
razlikujeta za neni£eln faktor. Lokalno lahko za neko polje X, transverzalno na




in velja α′ = fα, saj za poljubno drugo polje Y , ravno tako transverzalno na ξ velja
Yp = g(p)Xp + Zp, kjer je Zp ∈ ξp,
za neko funkcijo g z vrednostmi v R, torej je α′(Y ) = α′(gX) + α(Z) = gα′(X) =
gfα(X) = fα(gX) = fα(Y ).
Oglejmo si ²e alternativno, v koorientabilnem primeru ekvivalentno, denicijo
kontaktne strukture. Naj bo ξ neko gladko polje hiperravnin na M . Imamo kratko
eksaktno zaporedje vektorskih sveºnjev
0 → ξ → TM α−→ L→ 0,
pri £emer je L := TM/ξ kvocientni sveºenj in α kvocientna projekcija. V lokalnih
sveºenjskih kartah je α ravno 1-forma iz prej²nje diskusije. Natan£neje povedano,
naj bo U okolica za to£ko p ∈M , nad katero sta sveºnja TM in L trivialna, torej
TM |U L|U
U × Rn U × R,
α|U
θ θ′
kjer sta θ in θ′ izomorzma sveºnjev. Tedaj je ξ|U = ker(θ′α|U) in α̃ := prR ◦θ′ ◦
α|U je 1-forma na TM |U . Po formuli za vnanji odvod 1-forme imamo dα̃(X, Y ) =
−α̃([X, Y ]), torej je s predpisom (X, Y ) ↦→ α([X, Y ]) denirana bilinearna preslikava
(s koecienti v sveºnju premic L) na polju ξ. Vidimo, da je ξ kontaktna struktura
natanko tedaj, ko je ta bilinearna preslikava neizrojena.
Trditev 2.6. Za vsako kontaktno formo obstaja enoli£no dolo£eno vektorsko polje
Rα z lastnostma
1. dα(Rα, ·) ≡ 0,
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2. α(Rα) ≡ 1.
Imenujemo ga Reebovo polje forme α.
Dokaz. Najprej dokaºimo, da je dα|kerα neizrojena. Naj bo v ∈ kerαp v neki to£ki
p ∈ M in recimo, da je dαp(v, w) = 0 za vse w ∈ TpM : tedaj za poljuben nabor
vektorjev w1, . . . , w2n velja
(α ∧ (dα)n)p(v, w1, . . . , w2n) = 0,
saj v vsakem £len vsote vsebuje faktor oblike bodisi αp(v) = 0 bodisi dαp(v, wi) = 0,
to pa je v nasprotju z neizrojenostjo forme α∧ (dα)n. Torej je v vsaki to£ki p ∈M :
rang dα|p ≥ 2n.
Ker neizrojena 2-forma terja sodo razseºen vektorski prostor (sledi iz simplek-
ti£ne linearne algebre), je rang dαp = 2n, od tod pa sledi dimker dαp = 1. Forma
α je gladka, torej obstaja povsod neni£eln prerez V tangentnega sveºnja TM , ki
zado²£a dα(V, ·) ≡ 0. O£itno je α(V ) ̸= 0 povsod, torej lahko V normaliziramo v
Rα := α(V )
−1V in dobili smo vektorsko polje, ki zado²£a lastnostma v izreku.
Recimo sedaj, da je W neko drugo tako polje. Iz drugega pogoja tedaj sledi
Rα − W ∈ kerα. Po drugi strani imamo za poljubno to£ko p ∈ M in vektor
v ∈ kerαp:
dαp((Rα)p −Wp, v) = dαp((Rα)p, v)− dα(Wp, v) = 0.
Iz neizrojenosti forme dα na kerα tedaj sledi Rα −W = 0.
Opomba 2.7. Iz zgornje diskusije je razvidno tudi, da za poljubno polje X ∈ kerα,
ki je v to£ki p ∈ M razli£no od ni£, obstaja neko drugo polje Y ∈ kerα, prav tako
od ni£ razli£no v p, tako da je njun komutator [X, Y ]p v to£ki p linearno neodvisen
od vseh vektorjev v kerα|p. Z drugimi besedami, vektor [X, Y ]p ima neni£elno
komponento v smeri Rα.
V zgornjem dokazu smo videli, da je dα neizrojena 2-forma na sveºnju kerα = ξ.
Sveºenj (ξ, dα) je torej simplekti£en.
Denicija 2.8. Naj bosta (Mi, ξi), i = 0, 1, kontaktni mnogoterosti, ne nujno koori-
entabilni. Difeomorzem f :M0 →M1, za katerega velja (v smislu povleka sveºnjev,
glej razdelek 1.2.1)
f ∗ξ1 = ξ0,
imenujemo kontaktomorzem. e staMi opremljeni tudi s formama αi za ξi in velja
f ∗α1 = α0,
preslikavi f pravimo striktni kontaktomorzem.
Opomba 2.9. e je f : M0 → M1 kontaktomorzem, ki ni strikten, in sta (Mi, ξi)
opremljeni s formama αi, v splo²nem velja zgolj
f ∗α1 = hα0
za neko gladko funkcijo h :M0 → R brez ni£el.
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Denicija 2.10. Podmnogoterost M ′ kontaktne mnogoterosti (M, ξ) je
• izotropna, £e je TM ′ ⊂ ξ;
• Legendrova, £e je izotropna in maksimalne dimenzije;
• kontaktna, £e je tudi sama opremljena z neko kontaktno strukturo ξ′ in velja
TM ′ ∩ ξ = ξ′.
Izkaºe se, da so Legendrove podmnogoterosti L v 2n + 1 razseºni kontaktni
mnogoterosti (M, ξ) venomer n-razseºne. Res, naj bo (lokalno) ξ = kerα in ι : L ↪→
M inkluzija: tedaj je ι∗α = 0, torej ι∗(dα) = d(ι∗α) = 0. Ker je dαp simplekti£na
forma na vektorskem prostoru ξp za vsak p ∈M , je maksimalen izotropen podprostor
v ξp n-razseºen, torej je L kve£jemu n-razseºna.
e je L ⊂ M izotropna podmnogoterost, je za poljubna X, Y ∈ TL tudi
[X, Y ] ∈ TL, torej je dα(X, Y ) = −α([X, Y ]) = 0, torej je TL izotropen podsveºenj
simplekti£nega vektorskega sveºnja ξ nad M .
2.2 Primeri kontaktnih struktur in kontaktnih form
Navajamo nekaj najpreprostej²ih primerov mnogoterosti in kontaktnih struktur na
njih. Razen kanoni£ne kontaktne strukture, ki omogo£a, da iz poljubne mnogoterosti
konstruiramo kontaktno, bodo vse pomembne v nadaljevanju.
2.2.1 Standardna kontaktna struktura na evklidskem prostoru
Naj bodo (x1 . . . , xn, y1, . . . , yn, z) koordinate na evklidskem prostoru R2n+1 in de-
nirajmo 1-formo




Lahko se prepri£amo, da velja
λ ∧ (dλ)n = dx1 ∧ · · · ∧ dxn ∧ dy1 ∧ · · · ∧ dyn ∧ dz ̸= 0,
torej je λ kontaktna forma na R2n+1. Imenujemo jo standardna kokntaktna forma,
distribucijo hiperravnin, ki jo podaja njeno jedro pa standardna kontaktna struktura
na R2n+1; ozna£imo jo s ξst. Njeno Reebovo polje je podano z Rλ = ∂z.
Naj bo M = R3 in α = dz + xdy − ydx. Tedaj je dα = 2dx ∧ dy in α ∧ dα =
2dx ∧ dy ∧ dz, torej je α kontaktna forma na R3. Uvedimo nove koordinate s
(r, φ, z) = (
√︁
x2 + y2, arctan y
x
























= xdy − ydx,
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torej je forma dz + xdy − ydx povlek forme dz + r2dφ, od koder sledi, da je kerα
kontaktomorfna standardni kontaktni strukturi. e uvedemo polarne koordinate
(x, y, z) = (ρ cosϑ, ρ sinϑ, z), dobimo
α = dz + xdy − ydx =
= dz + ρ cosϑ(sinϑdρ+ ρ cosϑdϑ)− ρ sinϑ(cosϑdρ− ρ sinϑdϑ) =
= dz + ρ2dϑ,
kar je torej ²e ena reprezentacija standardne kontaktne strukture.
2.2.2 Standardna zavita kontaktna struktura na R3
Naj bo sedaj M = R3 s polarnimi koordinatami (r, φ, z). Deniramo 1-formo α s
predpisom
α = cos rdz + r sin rdφ.
Njen vnanji odvod je dα = − sin rdr ∧ dz + (sin r + r cos r)dr ∧ dφ, torej je
















dx ∧ dy ∧ dz.
Ker se funkcija sin r/r se gladko raz²iri £ez izhodi²£e in gre sin r/r → 1, ko gre
r → 0, je forma α ∧ dα dobro denirana tudi v izhodi²£u ter je gladka. Poleg tega
je koecient enak 0 natanko tedaj, ko velja r + sin r cos r = r + sin 2r/2 = 0, edina
re²itev te ena£be pa je r = 0, kjer pa, kot ºe re£eno, forma ni enaka 0. Torej je
kontaktni pogoj izpolnjen in α je kontaktna forma. Prirejeno strukturo imenujemo
standardna zavita kontaktna struktura na R3 in jo ozna£imo s ξot (oznaka ot izhaja
iz angle²kega overtwisted).
2.2.3 Kontaktna forma na sferi S3
Naj bo sedaj M = R4 s koordinatami (x1, x2, y1, y2), opremljen s standardno sim-























radialno vektorsko polje. Vzemimo sfero S3 ⊂M s polmerom r. Tedaj radialno polje
in standardna simplekti£na forma inducirata kontaktno formo α na S3 s predpisom
α = iY ω = x1dy1 − y1dx1 + x2dy2 − y2dx2.
Preprosto je videti, da je dα = 2ω, torej je
1
2
α ∧ dα = α ∧ ω = x1dy1 ∧ dx2 ∧ dy2−
− y1dx1 ∧ dx2 ∧ dx2+
+ x2dx1 ∧ dy1 ∧ dy2−
− y2dx1 ∧ dy1 ∧ dx2,
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ta izraz pa je ni£eln natanko tedaj, ko so vse koordinate (xi, yi) enake ni£, kar pa se
na sferi S3 ne zgodi, torej je zgornji izraz volumska forma. Dokazali smo, da je α
kontaktna forma na sferi S3.
Stereografska projekcija ϕ preslika komplement to£ke p na sferi S3 na evklidski
prostor R3. Izkaºe se, da poleg tega povle£e standardno kontaktno strukturo na
R3 v strukturo, porojeno z α. Naj bodo (u, v, w) koordinate na R3 in uporabimo
kontaktno formo α0 = dw + udv − vdu. Vzemimo p = (0, 0, 0, 1) ∈ S3 ⊂ R4.











































in s temK−Ky2 = 1+y2, kar da y2 = (K−1)/(K+1) oziroma 1−y2 = 2/(K+1) =:
λ. Inverz stereografske projekcije je torej podan s x1 = λu, y1 = λv, x2 = λw in
y1 = 1 − λ. Pripadajo£e 1-forme so dx1 = udλ + λdu, dy1 = vdλ + λdv, dx1 =
wdλ + λdw in dy2 = −dλ = λ2(udu + vdv + wdw). Uvedimo polarne (cilindri£ne)
koordinate (r, φ, w) na R3 z u = r cosφ, v = r sinφ. Dobimo dλ = −λ2(rdr+wdw).
Kratek izra£un pokaºe
(ϕ−1)∗(α0) = λ
2(dw + udv − vdu)− (wdλ+ λdw)
= λ2(dw + r2dφ)− (−wλ2(rdr + wdw) + λdw) =
= λ2
(︃









1 + w2 +
1
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Ker je λ strogo pozitivna funkcija, zado²£a poiskati difeomorzem f : R3 → R3,
za katerega je f ∗α0 = α̃. Ker povlek komutira z vnanjim odvodom, bo veljalo tudi
f ∗(dα0) = dα̃, torej df( ˜︁R) = R, kjer R0 in ˜︁R ozna£ujeta Reebova tokova form α0 in
α̃. Seveda bo f preslikal tokovnice ψ̃t polja ˜︁R v tokovnice ψt polja R0. O£itno je
R0 = ∂w in preprost ra£un pokaºe, da je
˜︁R = 2
1 + r2 + w2
(∂r + ∂w).
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Po drugi strani so tokovnice polja R0 podane s t ↦→ (r, φ, t + w) = ψt(r, φ, w),








1 + r2 + w2
= φ̇.











kar da pri za£etnem pogoju w(0) = 0 ni£elno konstanto C = 0, poleg tega pa je s tem
predpisom podana funkcija t ↦→ t(w) difeomorzem za vsak r ∈ R. Iz prve ena£be
je razvidno, da je r-komponenta vzdolº tokovnice konstantna, iz druge ena£be pa
dobimo φ(t) = φ0 + w(t). Opazimo, da se zoºeni formi α̃|P in α0|P ujemata na
tangentnih prostorih vzdolº ravnine P = {w = 0} in sklepamo, da je zoºitev f |P
identi£na preslikava vzdolº P . Dobimo za t = t(w):
f(r, φ, w) = f(ψ̃t(r, φ− w, 0)) = ψt(r, φ− w, 0) = (r, φ, t) =
=
(︃
r, φ− w, 1
2
(︃






O£itno je f bijektivna in gladka. Njen diferencial je
df =
(︃
dr, dφ− dw, rwdr + 1
2
(︁





torej je f difeomorzem. Preverimo ²e, da je res f ∗α0 = α̃. Imamo
df(∂r) = ∂r + rw∂w
df(∂φ) = ∂φ




1 + r2 + w2
)︁
∂w




1 + r2 + w2
)︁
dw =








2.2.4 Kontaktna struktura na torusu
Naj bo sedaj M = S1 ×D2 poln torus s koordinatami (θ, r, φ) in naj bo
α = dθ + r2dφ
1-forma na M . Tedaj je dα = 2rdr ∧ dφ, torej je α ∧ dα = 2rdθ ∧ dr ∧ dφ in α je
kontaktna forma.
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Na M = S1 × R2 s koordinatami (θ, x, y) deniramo 1-formo
α = cos θdx− sin θdy.
Preprost izra£un pokaºe, da je α∧dα = dθ∧dx∧dy, torej je α kontaktna forma. Naj
bo γ : S1 → M vloºitev (torej vozel), podana s γ(θ) = (θ, x, y) za ksni vrednosti
x, y. Ker je γ̇(t) = ∂θ|θ=t, imamo α(γ̇) = 0, torej je slika γ(S1) Legendrova pod-
mnogoterost v M . Vozel, katerega slika je Legendrova podmnogoterost, imenujemo
Legendrov vozel.
2.2.5 Kanoni£na kontaktna struktura
Sedaj se posvetimo tako imenovani kanoni£ni kontaktni strukturi na projektivizira-
nem kotangentnem sveºnju poljubne mnogoterosti dimenzije vsaj 1. Najprej poja-
snimo slednji pojem. Naj bo E vektorski sveºenj nad M z vlaknom V ∼= Rn+1. Na
okolici U to£ke p ∈M imamo sveºenjsko karto
θ : E|U → U × Rn+1.
Recimo, da je sveºenj podan s prehodnimi preslikavami
θij : Uij × Rn+1 → Uij × Rn+1,
kjer sta Ui, Uj okolici za p ∈M , Uij = Ui ∩ Uj njun presek in velja
θij(q, v) = (q, Aij(q)v)
za gladko matri£no funkcijo Aij : Uij → Mn+1(R). Projektivizacija sveºnja E je
sveºenj PE z vlaknom RPn. Naj bo E\{0} sveºenj, ki ga dobimo iz E z odstranitvijo
ni£elnega prereza, in σ : E\{0} → PE preslikava, ki je na vsakem vlaknu kanoni£na
projekcija Rn+1\{0} → RPn, natan£neje, σ naj bo tak²na, da naslednji diagram
komutira
E\{0}|U PE|U





Pri tem je σ′ kanoni£na projekcija na vlaknih: £e je v = (v0, v1, . . . , vn), je σ′(q, v) =
(q, [v0 : v1 : · · · : vn]). Ker so prehodne preslikave linearne v vektorski komponenti,
je π dobro denirana.
Denicija 2.11. Kontaktni element na M je par (p, ξp), kjer je p ∈ M to£ka in
ξp ⊂ TpM hiperravnina v tangentnem prostoru nad p. Prostor kontaktnih elementov
na M je mnoºica vseh kontaktnih elementov na M
Prostor kontaktnih elementov je naravno identiciran s projektiviziranim kotan-
gentnim sveºnjem PT ∗M : hiperravnina ξp v TpM je podana z jedrom linearnega
funkcionala αp na TpM , torej je αp ∈ T ∗M . Ker je za poljubno neni£elno ²tevilo
λ ∈ R\{0} tudi ξp = ker(λαp), so kontaktni elementi v bijektivni korespondenci z
elementi projektiviziranega kotangentnega sveºnja. V posebnem je za u ∈ PT ∗pM
dobro denirano jedro keru in sicer kot jedro poljubnega funkcionala na TpM , ki
pripada ekvivalen£nemu razredu u.
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Trditev 2.12. Naj bo π : PT ∗M → M sveºenjska projekcija in p ∈ M to£ka
v M . Naj bo u ∈ PT ∗pM in naj bo ξu ⊂ Tu(PT ∗M) hiperravnina, za katero je
dπ(ξu) ⊂ TpM hiperravnina, podana z jedrom keru. Tedaj je ξ : u ↦→ ξu kontaktna
struktura na PT ∗M .
Dokaz. Naj bodo (q0, . . . , q1) lokalne koordinate naM v neki okolici za p in naj bodo
(v0, . . . , vn) koordinate na kotangentnem sveºnju, tj. na okolici za p so elementi T ∗M
podani s


















kjer je q = (q0, q1, . . . , qn) ∈ M . Sedaj deniramo distribucijo hiperravnin ξ na
T (PT ∗M) s predpisom (v lokalnih koordinatah)







Preverimo kontaktni pogoj na odprti mnoºici {vi ̸= 0} na okolici za p: lokalne
koordinate so podane s
(q0, . . . , qn, [v0 : · · · : vn]) ↦→
(︃
q0, . . . , qn,
v0
vi




∈ Rn+1 × Rn
in distribucija je v teh koordinatah podana z jedrom 1-forme
v0
vi




kar je ravno standardna kontaktna forma na R2n+1.
2.3 Darbouxov izrek
V tem razdelku bomo dokazali, da kontaktne mnogoterosti nimajo lokalnih inva-
riant. Izrek ima ime po francoskem matematiku Jeanu Gastonu Darbouxu, ki je
rezultat dokazal leta 1882 v £lanku Sur le problème de Pfa, [4], v kontekstu Pfa-
ovih sistemov.
Izrek 2.13. Naj bo (M,α) (2n + 1)-razseºna kontaktna mnogoterost in p ∈ M .
Tedaj obstaja okolica U za p in koordinate x1, . . . , xn, y1, . . . , yn, z na U , tako da je





Dokaz. Na dovolj majhni okolici to£ke p obstaja karta s koordinatami (xi, yi, z), ki p
preslika v izhodi²£e v R2n+1, tako da je v TpM = R2n+1: α(∂z) = 1; ∂xi , ∂yi napenjajo
jedro kerα, ter je dα =
∑︁
i dxi ∧ dyi, kar sledi iz simplekti£ne linearne algebre (dαp
je simplekti£na forma na kerαp). Sedaj deniramo




in αt := (1−t)α0+tα, torej na TpM velja αt = α za vse t. Na² cilj je dokazati obstoj
difeomorzma ψ z lastnostjo ψ∗α1 = α0, v resnici pa bomo pokazali ve£, namre£
obstoj izotopije ψt, ki ustreza pogoju
ψ∗tαt = α0 za vse 0 ≤ t ≤ 1,
pri £emer nam bo v pomo£ Moserjev trik. Predpostavimo, da je ψt tok nekega
£asovno odvisnega vektorskega polja Xt. Odvajamo zgornjo ena£bo, pri £emer upo-






t (α̇t + LXtαt),
torej mora Xt po Cartanovi formuli 1.33 zado²£ati ena£bi
α̇t + diXt(αt) + iXt(dαt) = 0.
Zapi²imo Xt kot linearno kombinacijo Xt = HtRt + Yt, kjer je Rt Reebovo polje
forme αt, Ht gladka funkcija in Yt ∈ kerαt. Dobimo
α̇t + dHt + iYtdαt = 0.
e to ena£bo evaluiramo na Reebovem polju, dobimo
α̇t(Rt) + dHt(Rt) = 0.
Po posledici 1.26 leme o izravnavi obstaja okolica U za p in gladka druºina





torej se zgornja ena£ba v teh koordinatah prevede v
∂Ht
∂x1
= ft = α̇t(Rt) ◦ φ−1t .
Za ksen t lahko integriramo po x1 in dobimo
Ht(x1, x2, . . . , x2n+1) =
∫︂ x1
0
ft(ξ, x2, . . . , x2n+1)dξ,
pri £emer po potrebi zmanj²amo koordinatne okolice, tako da je interval [0, x1] oz.
[x1, 0] vselej vsebovan v tej okolici. Ker je druºina ft gladko odvisna od parametra
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t, enako velja tudi za druºino Ht. Iz konstrukcije sledi Ht(0) = 0 za vse t in tudi


















dobimo dHt|0 − dgt|0 = d(Ht − gt)|0 = 0. Ker je za vse t funkcija gt neodvisna od
x1, razlika Ht − gt re²i gornjo ena£bo. Deniramo ˜︁Ht := (Ht − gt) ◦φt in dobili smo
iskano druºino funkcij.
Polje Yt ∈ kerαt je sedaj enoli£no dolo£eno z zahtevo
α̇t + d ˜︁Ht + iYtdαt = 0
(naj spomnimo, da je dαt simplekti£na na kerαt, torej je i : Yt ↦→ iYtdαt izomorzem
kerαt na (kerαt)∗). Ker sta v izhodi²£u formi α̇t in d ˜︁Ht ni£elni za vse t, mora biti
tak²na tudi iYtdαt, torej je Yt(0) = 0 in sledi Xt(0) = 0 za vse t. Naj bo ψt tok
£asovno odvisnega vektorskega polja Xt: o£itno je ψt(0) = 0 za vse t ∈ [0, 1]. S
podobnim argumentom kot v dokazu posledice leme o izravnavi ugotovimo, da je
na dovolj majhni (ksni) okolici izhodi²£a tok ψt deniran za vse t ∈ [0, 1] in velja
ψ∗1α1 = α0. Iskane koordinate so tedaj podane s preslikavo ψ
−1
1 (xi, yi, z).
2.4 Grayev izrek o stabilnosti kontaktnih struktur
Poleg Darbouxovega je eden temeljnih izrekov kontaktne geometrije Grayjev izrek.
Ta pravi, da so izotopne kontaktne strukture na sklenjeni mnogoterosti izomorfne,
ime pa nosi po Johnu Grayu, ki je v £lanku [9] izrek dokazal, £etudi z druga£nimi
metodami, kot bodo navedene v nadaljevanju.
Izrek 2.14. Naj bo (ξt)t∈[0,1] gladka druºina koorientabilnih kontaktnih struktur na
sklenjeni mnogoterosti M . Tedaj obstaja izotopija (ψt)t∈[0,1] mnogoterosti M , tako
da za vse t ∈ [0, 1] velja
(ψt)∗ξ0 = ξt.
Opomba 2.15. Izotopiji ψt, ki ohranja kontaktno strukturo, pravimo kontaktna
izotopija. Predpostavka sklenjenosti je klju£na. Na odprtih mnogoterostih namre£
obstajajo izotopne kontaktne strukture, ki niso izomorfne (glej [5]).
Dokaz. Izberimo gladko druºino (αt) 1-form, tako da za vse t ∈ [0, 1] velja ξt =
kerαt, in s tem se zgornja enakost prevede na
ψ∗tαt = λtα0,
za neko druºino strogo pozitivnih funkcij λt :M → R, z indeksom t ∈ [0, 1].
Spet si bomo pomagali z Moserjevim trikom. Radi bi poiskali £asovno odvisno
vektorsko polje Xt, tako da bo izotopija ψt njegov (£asovno odvisni) tok. e zgornjo
ena£bo odvajamo po t dobimo po trditvi 1.34





Naj bo µt = ddt log(λt) ◦ ψ
−1
t . Uporabimo Cartanovo formulo 1.2 in dobimo
ψ∗t (α̇t + d(αt(Xt)) + iXtdαt) = ψ
∗
tµtαt.
e izberemo Xt ∈ ξt, se ena£ba poenostavi v α̇t+ iXtdαt = µtαt. Naj bo Rt Reebovo
polje forme αt za vse t. Ko zgornjo enakost evaluiramo na Rt dobimo
α̇t(Rt) = µt,
kar uporabimo za denicijo µt. Sedaj od Xt zahtevamo
iXtdαt = dαt(Xt, ·) = µtαt − α̇t,
ker pa je dαt simplekti£na na ξt = kerαt, obstaja enoli£no dolo£eno polje Xt, ki
ustreza ena£bi, in s tem je izrek dokazan.
Naravno vpra²anje, ki se poraja, je, ali lahko tudi gladko druºino kontaktnih
form poveºemo z izotopijo. Recimo torej, da imamo na sklenjeni mnogoterosti M
druºino kontaktnih form αt za t ∈ [0, 1] in izotopijo ψt : M → M , tako da velja
ψ∗tαt = α0 za vse t, torej so kontaktne mnogoterosti (M,αt) paroma kontaktomorfne.
Naj Rt ozna£uje Reebovo polje forme αt. Tedaj je
αt(dψt(R0)) = (ψ
∗
tαt)(R0) = α0(R0) ≡ 1.
Torej sta polji R0 in Rt ψt-sorodni, kar pomeni, da imata isto dinamiko, kar v
posebnem pomeni, da ψt preslika sklenjene orbite toka R0 v sklenjene orbite toka
Rt. Torej je potreben pogoj za obstoj izotopije med kontaktnima formama enako
²tevilo sklenjenih orbit tokov Reebovih polj.
Primer 2.16. Naj bo M = S3 ⊂ R4 s koordinatami (x1, y1, x2, y2) in αt druºina
form
αt = (x1dy1 − y1dx1) + (1 + t)(x2dy2 − y2dx2), t ∈ R.
Tedaj je dαt = 2dx1 ∧ dy1 + 2(1 + t)(dx2 ∧ dy2), torej je Reebovo polje forme αt
podano z














po drugi strani pa je
iRtdαt = −2y1dy1 − 2x1dx1 − 2y2dy2 − 2x2dx2 =
= −2(x1dx1 + y1dy1 + x2dy2 + y2dy2),
in zoºitev te forme na sfero S3 je ni£elna, saj je vektor (x1, y1, x2, y2) normalen na
povr²je sfere. Tokovnice polja so podane s parom kompleksnih ²tevil
(z1(s), z2(s)) = (Ae
is, Beis/(1+t)), A,B > 0,
pri £emer velja A2+B2 = 1. Vidimo, da so vse tokovnice Reebovega polja sklenjene,
£e velja t ∈ Q, sicer pa sta sklenjeni zgolj krivulji, za kateri je (A,B) ∈ {(1, 0), (0, 1)},
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vse ostale pa so goste v torusu {|z1| = A, |z2| = B} ⊂ S3. Druºina αt torej ni
porojena z izotopijo sfere S3.
Naj bo t = 0. Opazimo, da je mnoºica dopustnih parametrov (A,B) ravno sfera
S2 = {A2+B2 = 1}. Tok polja je periodi£na preslikava, ki inducira delovanje grupe
S1 na kroºnico. Ker tok nima negibnih to£k, je delovanje prosto, poleg tega pa sta
S1 in S3 kompaktni, torej je tudi pravo. Kvocient S3 po delovanju grupe S1 je torej
mnogoterost S2. S tokom polja je tako predstavljeno Hopfovo vlaknenje.
2.5 Izotropne podmnogoterosti in cevaste okolice
V tem razdelku bomo Darbouxov izrek nekoliko posplo²ili. Ta pravi, da ima po-
ljubna to£ka v kontaktni mnogoterosti okolico standardne oblike, tu pa bomo poka-
zali, da lahko to£ko nadomestimo celo z izotropno podmnogoterostjo, pri £emer je
potrebno upo²tevati strukturo normalnega sveºnja. Kot bomo videli, se ta razcepi
na direktno vsoto treh sveºnjev: prvega dolo£a kontaktna struktura vzdolº podmno-
goterosti, drugi je izomorfen njenemu kotangentnemu sveºnju, struktura tretjega pa
tvori pogoj za veljavnost izreka o standardni okolici. V primeru Legendrove podmno-
goterosti je pogoj avtomati£no izpolnjen, torej imajo te venomer okolice ustrezne
oblike.
Izotropna podmnogoterost L kontaktne mnogoterosti (M, ξ) ima tangentni pro-
stor vsebovan v kontaktnem sveºnju ξ, natan£neje TL ⊂ ξ. e je α forma, ki denira
strukturo ξ, ima sveºenj ξ simplekti£no strukturo, ki jo podaja forma dα|ξ. e je
α′ neka druga forma s kerα′ = ξ, sledi iz linearne algebre α′ = λα za neko funkcijo
λ ∈ C∞(M) brez ni£el (torej povsod pozitivna, ali povsod negativna, v primeru, ko
je M povezana) in velja
dα′|ξ = d(λα)|ξ = (dλ ∧ α)|ξ + λdα|ξ = λdα|ξ,
saj je α|ξ ≡ 0, torej je konformni razred simplekti£nega sveºnja odvisen zgolj od
strukture ξ (in ne od denicijske forme α). Sedaj deniramo sveºenj TL⊥ kot sim-
plekti£no ortogonalen komplement sveºnja TL, to je, v poljubni to£ki p ∈ L je
TpL
⊥ = {v ∈ ξ | dα(v, w) = 0 za vse w ∈ TpL}.
Ta je dolo£en s strukturo ξ in je neodvisen od 1-forme α, ki jo denira.
Ker je L izotropna, je TL izotropen podsveºenj v simplekti£nem sveºnju (ξ, dα|ξ),
torej velja TL ⊂ TL⊥ in lahko deniramo konformni simplekti£ni normalni sveºenj
podmnogoterosti L v M :
CSNM(L) := TL
⊥/TL.
Ta je o£itno tudi dolo£en zgolj s ξ. Po trditve 1.6 je CSNM(L) simplekti£en sveºenj.
To nam omogo£a, da normalni sveºenj NL := TM |L/TL zapi²emo kot direktno
vsoto
NL = (TM |L/ξ|L)⊕ (ξ|L/TL⊥)⊕ CSNM(L.)
Iz koorientabilnosti ξ sledi, da je (TM |L/ξ|L) trivialni sveºenj premic, Reebovo polje
Rα, prirejeno kontaktni formi α, pa podaja njegov prerez brez ni£el, torej lahko
sveºenj (TM |L/ξ|L) identiciramo s podsveºnjem ⟨Rα⟩ ⊂ TM , ki ga napenja polje
Rα.
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Naslednja trditev pravi, da je drugi sumand v zgornji direktni vsoti natanko
dolo£en s topolo²ko strukturo (pod)mnogoterosti L, torej je konformni simplekti£ni
normalni sveºenj edini del normalnega sveºnja NL, katerega struktura ni a-priori
dolo£ena s podmnogoterostjo L ali kontaktno strukturo na ambientni mnogoterosti.
Odvisen je namre£ od inkluzije L ↪→M .
Trditev 2.17. Preslikava Ψ : ξ|L/TL⊥ → T ∗L, podana s
Ψ([Y ]) = iY dα|TL,
je izomorzem vektorskih sveºnjev.
Dokaz. Pokaºimo najprej, da je Ψ dobro denirana. Naj bosta Y, Y ′ prereza sveºnja
ξ|L s Y − Y ′ ∈ TL⊥. Tedaj je za poljubno polje X ∈ TL:
Ψ([Y ])(X)−Ψ([Y ′])(X) = dα(Y,X)− dα(Y ′, X) = dα(Y − Y ′, X) = 0
po deniciji simplekti£nega ortogonalnega komplementa, torej je Ψ([Y ]) = Ψ([Y ′])
kar dokazuje dobro deniranost.
Naj bosta sedaj Y, Y ′ prereza sveºnja v ξ|L, taka da velja Ψ([Y ])−Ψ([Y ′]) = 0.
Imamo torej dα(Y,X)−dα(Y ′, X) = dα(Y −Y ′, X) = 0 za vsa polja X na L. Sledi,
da je Y −Y ′ ∈ TL⊥, torej je [Y ]− [Y ′] = [Y −Y ′] = TL⊥, kar dokazuje injektivnost.
Naj bo sedaj σ 1-forma na L. Ker je TL ⊂ ξ in je forma dα neizrojena, obstaja
prerez Y sveºnja ξ|L, ki zado²£a iY dα = σ. Tedaj je Ψ([Y ]) = σ in Ψ je surjektivna
preslikava, torej je izomorzem.
Naslednja trditev nam bo omogo£ila, da normalni sveºenj NL izrazimo kot di-
rektno vsoto podsveºnjev tangentnega sveºnja TM .
Trditev 2.18. Naj bo J kompleksna struktura na sveºnju ξ, ki je kompatibilna s
simplekti£no formo dα|ξ. Tedaj je sveºenj ξ|L izomorfen direktni vsoti J(TL)⊕TL⊥
in sveºenj CSNM(L) je izomorfen sveºnju (TL⊕ J(TL))⊥.
Dokaz. Naj bo q : J(TL) → ξ|L/(TL⊥) zoºena kvocientna projekcija, tj. q(v) = [v]
za v ∈ J(TpL), p ∈ L. Naj bo q(v) = 0 za nek v ∈ J(TpL) (torej obstaja w ∈ TpL,
tako da je v = Jp(w)): torej je Jp(w) ∈ TpL⊥, v posebnem pa dαp(w, Jp(w)) = 0,
kar je res natanko tedaj, ko je w = 0, torej tudi Jp(w) = 0. Preslikava q je torej
injektivna. Ker sta ranga sveºnjev enaka, je izomorzem. Direktna vsota
J(TL)⊕ TL⊥
je notranja, torej tvori sveºenj ξ|L.
Poi²£imo ²e drugi izomorzem. S predpisom gp(v, w) = dαp(v, Jp(w)) je na ξp
deniran skalarni produkt, pri £emer je p ∈ L poljubna to£ka in v, w ∈ ξp. Ker po
trditvi 1.13 velja Jp(TpL) = TpL⊤, je direktna vsota TL⊕ J(TL) dobro denirana.
Ozna£imo S = TL ⊕ J(TL). Imamo torej S⊥ = (TL)⊥ ∩ (J(TL))⊥ = (TL)⊥ ∩
(TL)⊤ in od tod sledi, da je S ∩ S⊥ ⊂ TL ∩ (TL)⊤ = {0}, torej je S⊥ simplekti£en
podsveºenj v ξ.
Naj bo p : S⊥ → CSNM(L) zoºitev kvocientne projekcije (saj je S⊥ ⊂ TL⊥).
Tedaj je p(v) = 0 za nek v ∈ S⊥p natanko tedaj, ko je v ∈ TpL ⊂ S⊥p , vendar to
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pomeni tudi, da je v ∈ TpL ∩ (TpL)⊤, torej je v = 0 in p je injektivna. Po drugi
strani je rangS = rang TL + rang J(TL) = 2k, torej je rangS⊥ = 2n − 2k, poleg
tega pa je rangCSNM(L) = rang TL⊥ − rang TL = 2n − k − k = 2n − 2k, kar
pomeni, da je p tudi surjektivna, torej izomorzem.
Opomba 2.19. S pomo£jo prej²nje trditve vidimo, da je notranji produkt i :
J(TL) → T ∗L, torej i(X) = iX(dα), izomorzem.
Drugi izomorzem v dokazu je dejansko simplekti£en, kar sledi iz konstrukcije.






⊕ CSNM(L) = ⟨Rα⟩ ⊕ J(TL)⊕ (TL⊕ J(TL))⊥.
Trditev 2.20. Homomorzem sveºnjev, podan s
Id⊕Ψ : (TL⊕ J(TL), dα) → (TL⊕ T ∗L,ΩL),
kjer je Ω kanoni£na simplekti£na forma na direktni vsoti, je izomorzem simplek-
ti£nih vektorskih sveºnjev.
Dokaz. Pokaºimo, da je z zgornjim predpisom podan homomorzem simplekti£nih
sveºnjev. Naj bodo X,X ′, Y, Y ′ ∈ TpL: ker je TpL izotropen podprostor v ξp, je
dα(X,X ′) = 0 in dα(JY, JY ′) = dα(Y, Y ′) = 0. Imamo torej
dα(X + JY,X ′ + JY ′) = dα(X, JY ′)− dα(X ′, JY ) =
= Ψ(JY )(X ′)−Ψ(JY ′)(X) =
= ΩL(X +Ψ(JY ), X
′ +Ψ(JY ′)).
Ker je Ψ o£itno bijektivna preslikava, je izomorzem simplekti£nih vektorskih sve-
ºnjev.
Sledi osrednji izrek tega poglavja. Videli bomo, da sta edini oviri pri konstrukciji
kontaktomorfnih cevastih okolic dveh difeomorfnih izotropnih podmnogoterosti, ki
leºita vsaka v svoji kontaktni mnogoterosti, ravno njuna konformna simplekti£na
normalna sveºnja. e sta ta izomorfna, lahko najdemo ustrezni okolici.
Izrek 2.21. Naj bosta (Mi, ξi), i = 0, 1, kontaktni mnogoterosti, Li ⊂ Mi pa za-
prti izotropni podmnogoterosti. Naj bo Φ : CSNM0(L0) → CSNM1(L1) izomorzem
konformnih simplekti£nih normalnih sveºnjev, tako da je ϕ := Φ|L : L0 → L1 difeo-
morzem, pri £emer identiciramo Li z ustreznima ni£elnima prerezoma.
Tedaj obstaja kontaktomorzem ψ : N (L0) → N (L1) okolic N (Li) za Li ⊂ Mi
tako da sta homomorzma sveºnjev dψ|CSNM (L) in Φ homotopna.
Opomba 2.22. V diskusiji na za£etku razdelka smo omenili, da kontaktna struk-
tura ξi dolo£a sveºenj CSNMi(Li), ki je simplekti£no izomorfen podsveºnju (TL ⊕
J(TL))⊥ ⊂ TM . V tem smislu gre razumeti Φ kot izomorzem sveºnjev, ki ohranja
podedovano strukturo: £e sta αi 1-formi na Mi, za kateri velja kerαi = ξi, je
(dα0)p(v, w) = λ(p)(dα1)ϕ(p)(Φ((v),Φ(w)))
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za vse v, w ∈ (CSNM0(L0))p in p ∈ L0, kjer je λ : L → R gladka funkcija brez
ni£el. V posebnem to pomeni, da lahko formi αi izberemo tako, da je Φ izomorzem
simplekti£nih vektorskih sveºnjev: £e sta αi kot prej, postavimo α′1 := λα1 in tedaj
je
dα0|CSNM0 (L0) = Φ
∗dα′1|CSNM1 (L1).
Dokaz. Izberimo formi αi kot v zgornji opombi. Ker sta strukturi ξi koorientabilni,
sta kvocientna sveºnja TMi|Li/ξi|Li trivialna sveºnja premic, ki ju napenjata Reebovi
polji Rαi .
Naj bo izomorzem ΦR : ⟨Rα0⟩ → ⟨Rα1⟩ podan s ΦR(Rα0(p)) = Rα1(ϕ(p)) za vse
p ∈ L0.
Naj bosta Ψi : Ji(TLi) → T ∗Li, kjer sta Ji kompatibilni kompleksni strukturi
na ξi, izomorzma, podana s Ψi(X) = iX(dαi). O£itno je
dϕ⊕ (ϕ−1)∗ : (TL0 ⊕ T ∗L0,ΩL0) → (TL1 ⊕ T ∗L1,ΩL1)
X + α ↦→ dϕ(X) + α ◦ dϕ−1
izomorzem sveºnjev. Poleg tega imamo
ΩL1(dϕ(X) + α ◦ dϕ−1, dϕ(X ′) + α′ ◦ dϕ−1) =
=α ◦ dϕ−1(dϕ(X ′))− α′ ◦ dϕ−1(dϕ(X ′)) =
=α(X ′)− α′(X) =
=ΩL0(X + α,X
′ + α′),
torej je dϕ ⊕ (ϕ−1)∗ v resnici simplekti£en. Imamo naslednji komutativen diagram
simplekti£nih izomorzmov sveºnjev:
TL0 ⊕ J(TL0) TL1 ⊕ J(TL1)





kjer je ˜︁Ψ = (Id⊕Ψ1)−1◦(dϕ⊕(ϕ−1)∗)◦(Id⊕Ψ0) inducirani simplekti£ni izomorzem.
Naj bo sedaj ˜︁Φ : NL0 → NL1 izomorzem sveºnjev, podan s ˜︁Φ = ΦR ⊕ Ψ−11 ◦
(ϕ−1)∗ ◦Ψ0 ⊕ Φ.
Naj bosta τi : Vi → Ni cevasti preslikavi, kjer sta Ni cevasti okolici za Li ⊂ Mi.
e okolici Vi ni£elnega prereza po potrebi zmanj²amo, lahko doseºemo, da velja˜︁Φ(V0) = V1, tj. V1 je difeomorfna slika V0. Tedaj je τ1 ◦ ˜︁Φ ◦ τ−10 : N0 → N1
difeomorzem okolic Ni za Li v Mi, ki inducira izomorzem tangentnih sveºnjev
vzdolº Li:
dϕ⊕ ˜︁Φ : TM0|L0 ∼=→ TM1|L1 .
Iz konstrukcije sledi, da je povlek forme α1 vzdolº zgornje preslikave ravno forma
α0 in povlek dα1 je dα0. Torej sta formi α0 in (τ1 ◦ Φ ◦ τ−10 )∗α1 kontaktni formi na
N0, ki se ujemata vzdolº L0 in ujemata se tudi njuna vnanja odvoda. Naj bo sedaj
βt za t ∈ [0, 1] druºina form
βt = (1− t)α0 + t(τ1 ◦ ˜︁Φ ◦ τ−10 )∗α1.
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Ker vzdolº L0 velja βt ≡ α0 in dβt ≡ dα0, lahko okolico N0 po potrebi zmanj²amo,
tako da je βt kontaktna forma na tej okolici za vse 0 ≤ t ≤ 1.
Radi bi na²li izotopijo ψt, torej tok nekega £asovno odvisnega vektorskega polja
Xt na N0, tako da bo veljalo ψ∗t βt = λtα0 za neko strogo pozitivno druºino funkcij
λt : N (L0) → R. Ker vzdolº L0 velja βt ≡ α0 in dβt ≡ dα0, bo torej ψt|L0 identiteta
na L0, λt|L0 ≡ 1 in seveda Xt(p) = 0 za vse p ∈ L0.
Postopamo kot v dokazu Grayevega izreka in odvajamo ena£bo:
d
dt
ψ∗t βt = ψ
∗







Zapi²emo µt = λ̇t/λt ◦ ψ−1t in dobimo enakost
β̇t + diXt(βt) + iXtdβt = µtβt.
Zapi²emo polje Xt kot linearno kombinacijo Reebovega polja Rt forme βt in polja
Yt ∈ ker βt, torej Xt := HtRt + Yt za neko gladko druºino funkcij Ht : N (L0) → R
in vstavimo v zgornjo enakost:
β̇t + dHt + iYtdβt = µtβt.
Sedaj to formo evaluiramo na Reebovem polju:
β̇t(Rt) + dHt(Rt) = µt.
e postavimo Ht ≡ 0, lahko deniramo µt = β̇t(Rt). Sedaj je polje Xt = Yt dolo£eno
z zahtevo
iXtdβt = µtβt − β̇t.
Ker smo izbrali Xt ∈ ker βt, je ta ena£ba re²ljiva, saj je dβt|kerβt simplekti£na forma,
kar pomeni, da je notranji produkt izomorzem med ker βt in (ker βt)∗. Polje Xt
tedaj ustreza zahtevam leme 1.30, torej je tok ψt deniran na neki manj²i okolici za
L0 za vse 0 ≤ t ≤ 1 in dokaz je kon£an.
Posledica 2.23. Difeomorfni Legendrovi podmnogoterosti L0 ⊂ M0 in L1 ⊂ M1 v
kontaktnih mnogoterostih (M0, ξ0) in (M1, ξ1) imata kontaktomorfni okolici.
Dokaz. Konformni simplekti£ni normalni sveºenj Legendrove podmnogoterosti je
trivialen sveºenj, torej je pogoj iz izreka (trivialno) izpolnjen.
Opomba 2.24. e za izotropno podmnogoterost vzamemo to£ko, dobimo ravno
Darbouxov izrek, torej je izrek o kontaktomorfnih cevastih okolicah posplo²itev Dar-
bouxovega izreka.
Konstrukcija, analogna tisti v dokazu, nudi kontaktomorfne okolice tudi za kon-
taktne podmnogoterosti z izomorfnimi konformnimi simplekti£nimi normalnimi sve-
ºnji (glej [7, Theorem 2.5.15]), mi pa to trditev dokaºimo zgolj za pre£ne vozle v
3-mnogoterostih, torej vloºitve γ : S1 →M z α(γ̇) ̸= 0. Natan£neje, dokazali bomo
naslednji izrek.
45
Izrek 2.25. Pre£en vozel γ : S1 → M v trirazseºni kontaktni mnogoterosti (M, ξ)
ima cevasto okolico, kontaktomorfno torusu S1 × D =: T s kontaktno strukturo ξ′,
podano s formo α′ = dθ + r2dφ.
Opomba 2.26. Torus s to kontaktno strukturo smo ºe sre£ali v primeru 2.2.4.
Dokaz. Ozna£imo s K sliko vozla γ v M ter s K ′ kroºnico S1 × {0} v T. Podobno
kot v dokazu izreka o okolicah izotropnih podmnogoterosti bomo tudi tu najprej
konstruirali izomorzem ustreznih sveºnjev ter nato prilagodili formo α za ξ.
Naj bo ϕ : K → K ′ difeomorzem in postavimo α̃ = ϕ∗(α′|TK′) vzdolº K v
M . Reebovo polje R′ za α′ je podano z R′ = ∂θ ∈ TK ′. Ozna£imo z ˜︁R polje
vzdolº K ⊂ M , ki je ϕ-sorodno R′. Z drugimi besedami, velja dϕ( ˜︁R) = R′ in
α̃( ˜︁R) = α′(dϕ(R)) = α′(R′) = 1 vzdolº K ter i ˜︁Rdα̃ = iR′dα′ = 0.
Kontaktna forma za ξ vedno obstaja vzdolº neke cevaste okolice vozla, saj je ta
difeomorfna sveºnju diskov nad kroºnico, ta pa je po trditvi 1.22 trivialen. Ker je
polje R′ tangentno na K ′, je polje ˜︁R tangentno na K, kar skupaj z dejstvom, da
je γ pre£en vozel, pove, da evaluacija poljubne kontaktne forme za ξ na polju ˜︁R da
neni£elno vrednost povsod vzdolº K. Poljubno kontaktno formo za ξ lahko torej
pomnoºimo z neko gladko funkcijo f brez ni£el, denirano na neki okolici vozla K,
tako da je vrednost zmnoºka, evaluiranega na ˜︁R, konstantno enaka 1 vzdolº K. Ker
smo formo pomnoºili s funkcijo brez ni£el, je tudi njun zmnoºek kontaktna forma
za ξ, ki jo ozna£imo z α.
eleli bi popraviti α tako, da se bo njeno Reebovo polje R vzdolº K ujemalo
s poljem ˜︁R. Tedaj mora veljati i ˜︁Rd(fα) = 0 za neko pozitivno gladko funkcijo
f : M → R+, ki je konstantno enaka 1 vzdolº K, da ohranimo pogoj fα(R) = 1.
Vzdolº TM |K dobimo pogoj
0 = i ˜︁Rd(fα) = i ˜︁R(df ∧ α + fdα) = −df + i ˜︁Rdα = i ˜︁Rdα,
saj je 0 = df |TK in posledi£no i ˜︁Rdf = 0. Ker je α|TK = α̃|TK , je pogoj izpolnjen
vzdolº TK. Sedaj poi²£imo primerno funkcijo. Izberimo cevasto okolico vozla K,
difeomorfno polnemu torusu V = K×D s koordinatami (θ, x, y). Funkcija f je v teh
koordinatah torej podana s f(ϑ, 0, 0) = 1, za formo i ˜︁Rdα pa velja i ˜︁Rdα(∂θ)(ϑ, 0, 0) =
0. Iz zgornje ena£be sledi
∂xf = g = i ˜︁Rdα(∂x) in ∂yf = h = i ˜︁Rdα(∂y)
na K × {(0, 0)}. Zgornji funkciji g in h gladko raz²irimo na V in deniramo







Vidimo, da ima tako denirana raz²iritev f ustrezne odvode na K. Zaradi zveznosti
je f strogo pozitivna na neki manj²i okolici V ′ ⊂ V , tako da je fα kontaktna forma
za ξ na V ′ z ºeleno lastnostjo.
Formi fα in α′ dolo£ata simplekti£ni strukturi na sveºnjih ξ|K ⊂ TM |K in ξ′|K′ ⊂
TT|K′ . Po trditvi 1.23 sta ta izomorfna. Ozna£imo Ψ : ξ|K → ξ′|K′ simplekti£ni
izomorzem. Ker so po trditvi 1.22 orientabilni sveºnji istega ranga nad S1 trivialni,
dobimo razcep
TM |K ∼= TK ⊕ ξ|K ∼= TK ′ ⊕ ξ′|K′ ∼= TT|K′
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in izomorzem, podan s
dϕ⊕Ψ : TK ⊕ ξ|K → TK ′ ⊕ ξ′|K′ .
Postopamo analogno kot v prej²njem izreku: izberemo difeomorfni cevasti okolici za
K in K ′ ter z Moserjevim trikom poi²£emo izotopijo na cevasti okolici za K, ki fα
preslika v ϕ∗α′ do mnoºenja s strogo pozitivno gladko funkcijo natan£no.
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3 Kontaktne 3-mnogoterosti
V tem razdelku bomo pokazali, da vsaka povezana sklenjena orientabilna trirazseºna
mnogoterost dopu²£a kontaktno strukturo, kar je dokazal J. Martinet v [16]. Na-
slonili se bomo na izrek Lickorisha in Wallacea, ki pravi, da je vsaka 3-mnogoterost
dobljena s kirurgijo na S3 vzdolº nabora vozlov. Pokazali bomo, da lahko vsak tak
vozel aproksimiramo z Legendrovim, kar skupaj z izrekom iz prej²njega razdelka
nudi cevaste okolice, kontaktomorfne standardnemu torusu. Z ustrezno modikacijo
kontaktne strukture na le-tem lahko standardno kontaktno strukturo na S3 raz-
²irimo na kirurgirano mnogoterost. V nadaljevanju se bomo posvetili klasikaciji
kontaktnih struktur in predstavili dihotomijo med tesnimi in zavitimi kontaktnimi
strukturami. Rezultati so ve£inoma povzeti iz drugega, tretjega in £etrtega poglavja
v [7].
3.1 Legendrove krivulje
V tem razdelku navajamo nekaj osnovnih lastnosti Legendrovih krivulj v standar-
dnem R3.
Naj bo γ : [0, 1] → R3, γ(t) = (x(t), y(t), z(t)) krivulja v R3, opremljenem s
standardno kontaktno formo α = dz + xdy. Deniramo njeno prednjo projekcijo
γF (t) = (y(t), z(t)) in Lagrangeevo projekcijo γL(t) = (x(t), y(t)).
Krivulja γ je Legendrova, tj. njena trajektorija je Legendrova podmnogoterost,
natanko tedaj, ko velja ż(t)+x(t)ẏ(t) = 0. V posebnem to pomeni, da iz ẏ = 0 sledi
ż = 0, torej je to kriti£na to£ka prednje projekcije. V regularnih to£kah pa lahko
zapi²emo





torej prednja projekcija v regularnih to£kah enoli£no dolo£a Legendrovo krivuljo.
Opomba 3.1. e je ẏ(t) = 0 in je red ni£le odvoda ż(t) ve£ji ali enak od reda ni£le
odvoda ẏ(t), je kvocient
ż(t)
ẏ(t)
dobro deniran. V tem primeru se lahko kriti£ne to£ke znebimo z reparametrizacijo
enotskega intervala na neki majhni okolici to£ke t. Tudi v tem primeru je koordinata
x krivulje γ enoli£no dolo£ena z zgornjim kvocientom na neki okolici to£ke t ∈ [0, 1].
Pravimo, da je Legendrova krivulja generi£na, £e so vse kriti£ne to£ke njene
prednje projekcije izolirane in v njih velja ÿ ̸= 0. Primer krivulje, ki ni generi£na,
je γ(t) = (t, 0, 0) v standardnem R3.
Isti razmislek pokaºe tudi, da prednja projekcija Legendrove krivulje nima ver-
tikalnih tangent, saj bi tedaj imeli to£ko z ẏ = 0 in ż ̸= 0.
e je γ generi£na vloºena Legendrova krivulja, za poljubni razli£ni to£ki t1 in t2










torej sta vektorja (ẏ(t1), ż(t1)) in (ẏ(t2), ż(t2)) linearno neodvisna. Druga£e pove-
dano, samoprese£i²£e prednje projekcije je transverzalno. e je γ zgolj imerzirana
(in generi£na), pa nam pogoj transverzalnih samoprese£i²£ prednje projekcije zago-
tavlja, da je vloºena, saj iz γF (t1) = γF (t2) sledi x(t1) ̸= x(t2).
Lema 3.2. Za poljubno imerzirano Legendrovo krivuljo γ : (a, b) → R3 obstaja
generi£na Legendrova krivulja γ̃, ki je C∞-blizu γ za poljuben ε > 0.
Vsaka generi£na Legendrova krivulja je v okolici kriti£nih to£k prednje projekcije
C2-blizu krivulji oblike
t ↦→ (t+ A, λt2 +B,−λ(2t3/3 + At2) + C)
za nek λ ̸= 0.
e je η : (a, b) → R2 krivulja brez vertikalnih tangent in blizu kriti£nih to£k
podana z (y, z)-komponentama zgornje ena£be, obstaja dvig η̃ : (a, b) → R3 v Legen-
drovo krivuljo, tako da je η njena prednja projekcija.
Dokaz. Po izreku o transverzalnosti 1.40 za poljuben podinterval I := [a0, b0] ⊂
(a, b) in δ > 0 obstaja funkcija ỹ : (a, b) → R, ki je δ-blizu y na I in ima ni£eln
odvod v izoliranih to£kah ter neni£eln drugi odvod v le-teh (graf funkcije t ↦→ ̇̃y(t)





tako da trojica (x(t), ỹ(t), z̃(t)) =: γ̃(t) tvori Legendrovo krivuljo. Na I velja







≤ δ + δ(b0 − a0)||x||I .
Za poljuben ε > 0 torej lahko izberemo dovolj majhen δ, tako da je γ̃ ε-blizu γ na
K, kar dokazuje prvo trditev.
Naj bo γ sedaj generi£na Legendrova krivulja. V kriti£ni to£ki je ẏ = ż = 0, torej
tudi ẋ ̸= 0 v primeru imerzije. Po izreku o implicitni funkciji lahko torej v okolici
kriti£ne to£ke uporabimo x kot parameter krivulje. Natan£neje, £e je t0 kriti£na
to£ka, postavimo x(s) = s+ x(t0) na okolici za t0 in za parameter uporabimo s. Za
y imamo








dobro denirana gladka funkcija in velja 2g(0) = ÿ(0) ̸= 0. Zapi²emo lahko torej
y(s) = s2g(s) + y(0). Sedaj vzemimo ε > 0, tako da je interval (−ε, ε) vsebovan v
okolici, dobljeni iz izreka o implicitni funkciji. Naj bo φ gladka funkcija z nosilcem
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v (−ε, ε) in s φ ≡ 1 na neki manj²i okolici izhodi²£a. Tedaj za funkcijo h(s) :=





(s+ t0)(2s)h(s)ds = g(0)(2/3t
3 + x(t0)t
2/2).
e ε po potrebi zmanj²amo, doseºemo, da je h poljubno blizu g, tedaj pa je funkcija
ỹ(t) = t2h(t)+y(0) C2-blizu y. Deniramo konstante A = x(t0), B = y(t0), C = z(t0)
in λ = g(0) in z uporabo zgornjega izra£una vidimo, da je za£etna Legendrova
krivulja C2-blizu krivulji ºelene oblike.
Krivuljo η(t) = (y(t), z(t)) dvignemo v R3, tako da deniramo x(t) = −ż(t)/ẏ(t).
Ker so singularnosti podane kot zgoraj, imamo x(t) → A, ko gre t proti kriti£ni to£ki,
tako da je γ = (x, y, z) dobro denirana Legendrova krivulja.
3.2 Aproksimacija krivulj in vozlov
e krivulji predpi²emo isto vrednost v obeh kraji²£ih intervala, dobimo vozel. Po-
sebno vlogo v kontaktni geometriji trirazseºnih mnogoterosti igrajo Legendrovi vozli,
ti pa so v nekem smislu generi£ni, kar bomo dokazali v tem razdelku.
Denicija 3.3. Vozel γ v mnogoterosti M je gladka vloºitev γ : S1 → M . e
je (M, ξ) kontaktna in K = γ(S1) Legendrova podmnogoterost, vozlu γ pravimo
Legendrov vozel. e za vse t ∈ S1 velja γ̇t /∈ ξγ(t), je vozel pre£en (ang. transverse
knot).
V nadaljevanju bomo pokazali, kako aproksimirati krivulje in vozle v kontaktnih
mnogoterostih z Legendrovimi. Najprej bomo posamezno krivuljo aproksimirali s
kosoma linearnimi krivuljami, tako da bo vsaka daljica leºala v neki Darbouxovi
karti. Nato bomo prednjo projekcijo te daljice nadalje aproksimirali s kosoma line-
arno krivuljo, katere naklon bo vselej blizu x-koordinate. Tedaj bo potrebno njene
osti primerno zgladiti, tako da dvig zglajene krivulje dobro denirana Legendrova
krivulja, leºe£a v isti karti. Najprej analizirajmo semi-kubi£no ost iz leme 3.2. Ta
je kriti£na to£ka pri t = 0 semi-kubi£ne parabole, tj. krivulje oblike
t ↦→ (t+ A, λt2 +B,−λ(2t3/3 + At2) + C),
pri £emer lahko z linearno menjavo koordinat doseºemo A = B = C = 0. Prednja


















Pomaknimo se korak bliºe aproksimaciji krivulj. Najprej pokaºimo, kako apro-
ksimirati daljico D v R3, torej krivuljo D : [0, 1] → R3, podano s t ↦→ (kxt, kyt, kzt)+
D(0). e je njena prednja projekcija zgolj to£ka, je daljica Legendrova za standar-
dno kontaktno strukturo, sicer pa je njena prednja projekcija tudi sama daljica v
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R2. Zaenkrat predpostavimo, da je kx = ky = 0 in, da je njena z komponenta nara-
²£ajo£a funkcija t, tj. kz > 0. Po translaciji je torej podana s t ↦→ (x, 0, kzt), kjer je
x konstanten. Ker je njena dolºina enaka kz, uporabimo bolj sugestivno oznako L za
njen smerni koecient, tj. L = kz. Poiskati ºelimo krivuljo γ : [0, 1] → R2, za katero
je −γ̇z(t)/γ̇y(t) ≈ x in γ(t) ≈ (0, kzt). Poleg tega ºelimo, da so morebitne kriti£ne
to£ke γ enake oblike kot kriti£na to£ka semi-kubi£ne parabole, saj bomo tedaj lahko
denirali x-komponento s γx(t) = −γ̇z(t)/γ̇y(t) in dobljena krivulja bo Legendrova.
Za izbran ε > 0 denirajmo
γy(t) = (−1)sgnx
⎧⎪⎨⎪⎩
4δt; 0 ≤ t ≤ 1/4
δ − 4δ(t− 1/4); 1/4 ≤ t ≤ 3/4




γy(t)(−x− (−1)sgnxε); 0 ≤ t ≤ 1/4
2δε+ γy(t)(−x+ (−1)sgnxε); 1/4 ≤ t ≤ 3/4
4δε+ γy(t)(−x− (−1)sgnxε); 3/4 ≤ t ≤ 1.
len (−1)sgnx poskrbi, da se γ za£ne s strmej²im (tj. ve£jim po absolutni vrednosti)
naklonom izmed x + ε in x − ε, oz. s pozitivnim, ko je x − ε < 0. Vidimo, da
je γz(1) = 4δε, torej postavimo δ = L/(4ε), tako da se kraji²£i γ in D ujemata.
Dolºina krivulje γ je
√︁
4δ2 + 4δ2(x+ ε)2 +
√︁
4δ2 + 4δ2(x+ ε)2 = Cδ = O(L), torej
lahko razdaljo |D(t) − γ(t)| ocenimo na |D(t) − γ(t)| ≤ L + Cδ = cL, kjer je c
pozitivna konstanta, odvisna od ε.
Z iterativnim postopkom bomo konstruirali kosoma linearno ºagasto krivuljo, ki
poljubno dobro aproksimira D in je njen naklon blizu x na vseh delih, na katerih je
linearna. Razdelimo daljico na n delov enake dolºine L/n in na vsakem segmentu
konstruiramo krivuljo z zgornjim postopkom in dobljene krivulje staknemo. Sedaj
lahko razdaljo ocenimo z |D(t)− γ(t)| ≤ cL/n, torej je ta koli£ina za dovolj velik n
poljubno majhna. Za ksen n je ta krivulja podana s predpisom
γn(t) = (γy(nt− n⌊t⌋), n⌊t⌋γz(1) + γz(nt− n⌊t⌋)).
Krivulja γn je kosoma linearna, torej kosoma zvezno odvedljiva, to£ke nezveznosti
njenega odvoda pa leºijo v mnoºici C = {t ∈ [0, 1] | (nt−n⌊t⌋) ∈ {1/4, 3/4}}. To£ke







, j = 0, . . . , 2n− 1.
V naslednjem koraku krivuljo popravili tako, da bo imela povsod dobro denirano
tangento. V okolici to£k iz C bomo postavili singularnosti semi-kubi£ne parabole,
nato pa popravili predpis na intervalu [tj, tj+1]. Najprej z rotacijo koordinatnega
sistema poskrbimo, da premica s smernim koecientom x v novih koordinatah leºi
na y-osi. Krivulja γ je torej na intervalu [tj, tj+1] podana s γ(t) = (y(t), ky(t)+γz(tj))
za nek k > 0, torej je njena z-komponenta funkcija njene y-komponente: z(y) = ky+
γz(tj). Odvod te funkcije je z′(y) = k. Nato omenjeni interval reparametriziramo,
tako da je y(t) = (t−tj)2+γy(tj) za t blizu tj in y(t) = γy(tj+1)−(t−tj+1)2. Ozna£imo
y(tj) = yj in y(tj+1) = yj+1 in naj bo ψ poljubna gladka funkcija ψ : [tj, tj+1] → R,
ki zado²£a
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• ψ(t) = tẏ(t) za t blizu tj in
• ψ(t) = −tẏ(t) za t blizu tj+1.
Naj bo φ grbinasta funkcija, konstantno enaka 0 na [tj, tj + δ] ∪ [tj+1 − δ, tj+1] in





k̃φ(s) + ψ(s)(1− φ(s))
)︂
ds ≤ k̃(yj+1 − yj),
kjer je k̃ ∈ R in ℓ(J) dolºina intervala J . Ker je lahko δ poljubno majhen, je lahko
ℓ(J) poljubno blizu 1, torej lahko z izbiro k̃ poljubno blizu k doseºemo, da je zgornji
integral enak k(yj+1 − yj). Z drugimi besedami, lahko postavimo




k̃φ(s) + φ(s)(1− ψ(s))
)︂
ds,
iz zgornje razprave pa sledi, da je z(tj+1) = γz(tj+1). Krivulja γ̃(t) = (y(t), z(t))
je torej C0-blizu γ na [tj, tj+1]. Enak postopek uporabimo na vseh podintervalih
[tj, tj+1]. Iz konstrukcije je razvidno, da je nova krivulja C0-blizu γ, njena tangenta
pa je dobro denirana povsod razen v to£kah t1 in t2n−1. Na analogen na£in kot
zgoraj popravimo predpis na podintervalih [0, t1] in [t2n−1, 1], tako da ima krivulja
v to£kah t1 in t2n−1 semi-kubi£no singularnost, pri £emer je njen naklon stran od
singularnih to£k poljubno blizu naklonu γ. Sedaj pokaºimo, kako aproksimirati
daljico poljubnega naklona, torej tako, ki ni vertikalna.
Lema 3.4. Naj bo D : [0, 1] → R2 daljica in naj bo x ∈ R. Tedaj obstaja krivulja
γ = (γy, γz) : [0, 1] → R2, C0-blizu D, ki se z daljico ujema v kraji²£ih in katere
negativni naklon −γ̇z/γ̇y je poljubno blizu x za vse t.
Dokaz. e je tudi y-komponenta daljice konstantna, nam aproksimirajo£o krivuljo
da zgoraj opisani postopek. Recimo torej, da D leºi na premici z = ky, za nek
k ̸= 0. e je x = k, aproksimacija ni potrebna, sicer pa bi ºeleli uporabiti rotacijo
koordinatnega sistema, tako da D postane navpi£na in lahko uporabimo prej²nji
postopek. Tak²na rotacija A ∈ O(2) bo vektor (1, k) preslikala v (0,
√

















Funkcija x ↦→ x̃ je zvezna povsod razen v to£ki x = k, torej lahko s postopkom pred
lemo poi²£emo aproksimacijo γ preslikane (navpi£ne) daljice, tako da njen odvod
−dz
dy
= −γ̇z/γ̇y ostane blizu x tudi po rotaciji v prvotno lego.
Naj bo sedaj η : [0, 1] → R3, η(t) = (ηx(t), ηy(t), ηz(t)) poljubna krivulja. Poiskali
bomo ustrezno delitev t0 = 0 < t1 < t2 < · · · < tn = 1 enotskega intervala, tako da
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bomo lahko na podintervalih [tj, tj + 1] krivuljo η najprej aproksimirali z daljicami,
nato pa daljice aproksimirali s krivuljami, ki smo jih konstruirali. Najprej mora biti
delitev torej dovolj na, da je daljica




dobra aproksimacija za η na podintervalu [tj, tj+1]. Dodatno zahtevamo, da je vre-
dnost |ηx(t) − ηx(tj)| na tem podintervalu dovolj majhna za vse t, tako da lahko
zgornji daljici predpi²emo konstantno x-komponento. Sedaj lahko prednjo projek-
cijo daljice aproksimiramo s krivuljo γj v R2, dobljeno s prej opisanim postopkom,
pri £emer pazimo, da je njen naklon vselej blizu −ηx(tj). Nazadnje pokaºimo ²e,
kako dobljene ko²£ke sestavimo skupaj. e imata γj−1 in γj enak naklon na okolici
tj, lahko z reparametrizacijo na okolici za tj poskrbimo, da se ko²£ka gladko sta-
kneta skupaj. Sicer pa s kj−1 ozna£imo naklon γj−1 na okolici za tj v [tj−1, tj] in s
kj naklon γj na okolici za tj v [tj, tj+1]. S konstrukcijo poskrbimo, da sta kj−1 in
kj poljubno blizu −ηx(tj−1) in −ηx(tj). e imata naklona razli£en predznak lahko,
na enak na£in kot pri aproksimaciji daljice, v to£ko tj postavimo semi-kubi£no sin-
gularnost, ki jo gladko poveºemo s ko²£koma. e imata naklona enak predznak, pa
spet uporabimo grbinastno funkcijo φ. Ta naj ima nosilec v neki majhni okolici tj
in naj bo konstantno enaka 1 na neki manj²i okolici tj. Na okolici za tj deniramo
k(t) = (1− φ(t))γj−1z (t) +
kj−1 + kj
2
φ(t) + (1− φ(t))γjz(t)
in γz(t) = γz(t0) +
∫︁ t
t0
k(t)γ̇y(s)ds, pri £emer z reparametrizacijo poskrbimo, da se
γj−1y in γ
j
y gladko stakneta v tj. Ker sta si naklona poljubno blizu, je tudi k(t)
poljubno blizu obema. Staknjeni krivulji tako tvorita dobro aproksimacijo prednji
projekciji krivulje η na intervalu [tj−1, tj+1]. Postopek ponovimo na vseh podinter-
valih in dobimo aproksimacijo γ prednje projekcije krivulje η. Ker je njen naklon
dobro denirana gladka funkcija, lahko postavimo γx(t) = −γ̇z(t)/γ̇y(t) in dobimo
Legendrovo aproksimacijo za η. Z ustrezno parametrizacijo poskrbimo, da je odvod
prednje projekcije γ neni£eln stran od singularnih to£k, kjer pa je neni£elna kom-
ponenta γx, torej je γ imerzirana krivulja. Poleg tega je iz konstrukcije razvidno,
da zoºitev γ na interval [tj, tj+3] nima samoprese£i²£. e je η vloºena in γ dovolj
dobra aproksimacija, npr. taka da leºi v neki cevasti okolici za η, je tudi γ vloºena.
Ker lahko po Whitneyevem vloºitvenem izreku 1.39 poljubno gladko krivuljo v R3
aproksimiramo z vloºeno, je lahko tudi Legendrova aproksimacija vloºitev.
Opomba 3.5. Na skoraj enak na£in lahko aproksimiramo krivulje v poljubni kon-
taktni mnogoterosti. Poleg na²tetega moramo privzeti ²e, da je delitev dovolj na,
tako da slika η([tj, tj+1]) leºi v neki Darbouxovi karti. Vsi ostali koraki nato pote-
kajo popolnoma enako. S sklicem na Whitneyjeva izreka 1.38 in 1.39 lahko zopet
zahtevamo, da je γ gladka vloºitev.
Dokazali smo torej naslednji izrek.
Izrek 3.6. Za poljubno gladko krivuljo η : [0, 1] → M , kjer je M kontaktna triraz-
seºna mnogoterost, obstaja zaporedje γn : [0, 1] → M gladkih vloºenih Legendrovih
krivulj, ki konvergira k η v C0-topologiji na C∞([0, 1],M).
53
Opomba 3.7. Alternativna konstrukcija aproksimirajo£e krivulje s pomo£jo kon-
veksne integracije je opisana v [11].
3.3 Dehnova kirurgija
V tem razdelku bomo opisali postopek, ki nosi ime iz naslova. Omogo£a nam, da iz
dane mnogoterosti izreºemo okolico nekega vozla, ki je difeomorfna polnemu torusu,
nato pa torus prek difeomorzma njegovega roba prilepimo nazaj, kar mnogoterost
spremeni. Izkaºe se, da lahko s tem postopkom konstruiramo poljubno trirazseºno
mnogoterost.
Naj bo kontaktna struktura na M podana z 1-formo α. Pre£ne vozle γ (torej
take, ki zado²£ajo pogoju α(γ̇) ̸= 0) lo£imo na pozitivno (α(γ̇) > 0) in negativno
(α(γ̇) < 0) pre£ne.
Lema 3.8. Vsak Legendrov vozel γ v trirazseºni kontaktni mnogoterosti M lahko
aproksimiramo v C0-topologiji s pozitivno in negativno pre£nimi vozli. Poleg tega
poljubno majhna okolica v C0-topologiji vozla γ vsebuje Legendrov vozel, disjunkten
od γ.
Dokaz. Po posledici 2.23 ima slika γ(S1) okolico v M , kontaktomorfno polnemu
torusu S1 × D v S1 × R2 s kontaktno formo α′ = cos θdx − sin θdy, tako da se γ
identicira z Legendrovo krivuljo θ ↦→ (θ, 0, 0).
Vozel γ̃, v S1×R2 podan s θ ↦→ (θ, δ sin θ, δ cos θ) je pozitivno pre£en na kerα′ in
za dovolj majhne δ > 0 leºi v torusu. e vzamemo δ < 0, dobimo negativno pre£en
vozel.
Po drugi strani pa je za poljubno to£ko (x, y) ∈ D vozel θ ↦→ (θ, x, y) Legendrov.
Naj bo γ : S1 → S3 poljuben vozel in naj K ozna£uje sliko γ(S1). Naj bo
νK zaprta cevasta okolica za K: ta je difeomorfna polnemu torusu S1 × D, kjer
je D zaprt enotski disk. Ozna£imo s C zaprtje komplementa S3\νK in naj bo
T = C ∩ νK = ∂(νK) torus. Del Mayer-Vietorisovega zaporedja za par (C, νK)
(oziroma nekih njunih okolic, ki se retrahirata na C in νK) je
H2(S
3) → H1(T ) → H1(C)⊕H1(νK) → H1(S3).
Ker sta homolo²ki grupi H1(S3) in H2(S3) trivialni, sta grupi H1(T ) in H1(C) ⊕
H1(νK) izomorfni. Ker je H1(T ) ∼= Z ⊕ Z in H1(νK) ∼= Z (saj je poln torus
homotopsko ekvivalenten kroºnici S1), je torej H1(C) ∼= Z.
Tako dobimo na torusu T dve posebni krivulji: µ naj bo poldnevnik, ki generira
ker(H1(T ) → H1(νK)), in λ naj bo vzporednik, ki generira ker(H1(T ) → H1(C)), tj.
µ ↦→ (1, 0) in λ ↦→ (0, 1).
Naj bo T0 = ∂(S1 × D) = S1 × ∂D = S1 × S1 standarden torus. Izbira difeo-
morzma ϕ : T0 → T nam omogo£a, da cevasto okolico vozla zamenjamo z nekim
polnim torusom, sfero S3 pa z zlepkom
C ∪ϕ (S1 ×D).
Taki operaciji pravimo Dehnova kirurgija vzdolº vozla K.
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Opomba 3.9. Dehnovo kirurgijo lahko izvedemo vzdolº vozla v poljubni triraz-
seºni mnogoterosti. Poldnevnik lahko dolo£imo na enak na£in, kot generator jedra
ker(H1(T ) → H1(νK)), za vzporednik pa izberemo nek drug generator grupe H1(T ),
tj. predstavnika nekega generatorja kvocientne grupe
H1(T )
ker(H1(T ) → H1(νK))
.
Ozna£imo z µ0 = {1} × S1 poldnevnik in z λ0 = S1 × {−1} vzporednik v
torusu T0 = S1 × S1 za to£ki 1,−1 ∈ S1. Difeomorzem ϕ inducira izomorzem
ϕ∗ : H1(T0) → H1(T ) prvih homolo²kih grup s predpisom (z zlorabo zapisa)
µ0 ↦→ pµ+ qλ, λ0 ↦→ mµ+ nλ.





v koordinatah (φ, θ) na T0, pri £emer krivulja µ0 ustreza parametru φ in λ0 parame-
tru θ, pa imamo (φ, θ) ↦→ (pφ+mθ, qφ+nθ), tj. vektor (φ, θ) pomnoºimo z zgornjo






= np−mq = ±1.
To pomeni, da sta p, q tuji si ²tevili, kot tudi m,n. Par p, q je torej do predznaka
natan£no dolo£en s ²tevilom p/q ∈ Q∪{∞}, pri £emer p/q = ∞ interpretiramo kot
p = 1 in q = 0. Fiksirajmo torej neko racionalno ²tevilo in s tem p in q. e je m,n
nek drug par ²tevil, ki ustreza
np−mq = 1,
je vsak drug par m′, n′, ki ustreza zgornji enakosti, oblike
m′ = m+ kp in n′ = n+ kq
za neko celo ²tevilo k.
Vzemimo poljubno enostavno sklenjeno krivuljo γ na torusu T = S1 × S1. Izbe-
rimo neko majhno cevasto okolico U te krivulje, ki je difeomorfna valju S1 × [0, 1].
Denirajmo difeomorzem valja
τ : S1 × [0, 1] → S1 × [0, 1]
s predpisom τ(θ, t) = (θ + 2πt, t). Seveda lahko τ deformiramo v gladko preslikavo,
ki je identiteta blizu roba valja. Tedaj je s
T → T\U ⊔τ S1 × [0, 1]
podan difeomorzem torusa. Pravimo mu Dehnov zasuk vzdolº krivulje γ.
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Oglejmo si posebna primera Dehnovega zasuka, namre£ vzdolº poldnevnika in
vzporednika. Recimo, da je krivulja γ homotopna krivulji, ki se p-krat ovije okoli
poldnevnika in q-krat okoli vzporednika, torej je
[γ] = (p, q) ∈ π1(T ) ∼= Z⊕ Z.
Izkaºe se, da je poljuben difeomorzem torusa do izotopije natan£no dolo£en z
zaporedjem Dehnovih zasukov vzdolº poldnevnika in vzporednika. Naslednji izrek
je preprosta posledica Lickorishevega rezultata [15, Theorem 1].
Izrek 3.10. Vsak difeomorzem torusa, ki ohranja orientacijo, je izotopen kompo-
zitumu Dehnovih zasukov vzdolº poldnevnika in vzporednika.
Dehnov zasuk vzdolº poldnevnika je do izotopije natan£no podan s preslikavo
(φ, θ) → (φ+ θ, θ).
Ta se na o£iten na£in raz²iri do difeomorzma polnega torusa, opazimo pa tudi, da
se poldnevnik µ, parametriziran s koordinato φ, preslika sam vase, tj. komponenta q
matrike, ki predstavlja inducirano preslikavo na prvi homolo²ki grupi, je ni£elna. Le-
pljenje s koecientom p/q = ∞, tj. q = 0, lahko torej realiziramo s kon£nim ²tevilom
Dehnovih zasukov polnega torusa vzdolº poldnevnika, ki ga nato prilepimo nazaj v
ambientno mnogoterost. Ker smo polni torus predhodno spremenili (zasukali) na
na£in, da je preslikava, vzdolº katere lepimo, identiteta, se ambientna mnogoterost
ne spremeni.
Iz zgornje formule je razvidno tudi, da Dehnov zasuk vzdolº poldnevnika na







Krivulja, ki predstavlja razred (p, q), se torej zasuka v krivuljo razreda (p + q, q).






torej je Dkµ : (p, q) ↦→ (p+ kq, q)
Podobno opazimo, da je preslikava na fundamentalni grupi, inducirana z Dehno-












torej Dλ preslika krivuljo (p, q) v krivuljo (p, p+ q) in velja Dkλ : (p, q) ↦→ (p, q+ kp).
Ozna£imo ²e s S preslikavo, ki zamenja poldnevnik in vzporednik, torej je v
koordinatah podana s (θ, φ) ↦→ (φ, θ) in jo dobimo s kompozicijo zasukov



















































kar nas spomni na Evklidov algoritem. e bi za prvo preslikavo vzeli Dk1−1λ in
nato na analogen na£in nadaljevali z izmenjevanjem potenc Dµ in Dλ, bi v zadnjem
koraku dobili vektor z zamenjanima komponentama, torej vektor (k2, k3).
Sedaj pokaºimo, kako za dano racionalno ²tevilo p/q ∈ Q realiziramo ustrezno
zaporedje Dehnovih zasukov in s tem difeomorzem torusa. Izvedemo Evklidov
algoritem za paroma tuji si pozitivni ²tevili p in q ter dobimo
p = rk+2 = akq + rk
q = rk+1 = ak−1rk + rk−1
rk = ak−2rk−1 + rk−2
...
r2 = a0r1 + 1.
e je p < q, prvi korak zgolj zamenja vrstni red obeh ²tevil, torej lahko predpo-
stavimo, da je p > q. Najprej izvedemo zasuk vzdolº vzporednika, tako da se pol-
dnevnik preslika v krivuljo tipa (1, 1). e sledimo z zasukom v smeri vzporednika,
bomo, kot je razvidno iz zgornjega prikaza, v prvi komponenti vektorja dobivali rl za
lihe l, sicer pa za sode l. Zadnji korak, ko dobimo ºeleni vektor, odgovarja p = rk+2.
e je k liho ²tevilo, lahko torej izvedemo zaporedje zasukov
Dakµ D
ak−1









sicer, £e je k sod, pa zaporedje
Dakλ D
ak−1









in dobimo difeomorzem, ki poldnevnik preslika v krivuljo tipa (p, q).
Potrebno je videti, kam dano zaporedje preslika vzporednik. Prva operacija,
namre£ zasuk okoli vzporednika, slednjega ne spremeni. e je k sod, sledi zaporedje
operacij
(0, 1) ↦→ (r1 − 1, 1) ↦→ (r1 − 1, a0(r1 − 1) + 1) ↦→ · · · ↦→ (m,n)
in podobno, £e je k lih. V obeh primeri bo veljalo np −mq = 1, saj je vsak zasuk
difeomorzem, ki ohranja orientacijo. Recimo, da na za£etku, ²e preden izvedemo
zasuk okoli vzporednika, izvedemo l zasukov okoli poldnevnika. Namesto krivulje
(0, 1) imamo torej krivuljo (l, 1). Ko nato izvedemo zasuk okoli vzporednika dobimo
krivuljo (l, 1+l) = (0, 1)+l(1, 1). Videli smo ºe, da zaporedje zasukov preslika vektor
(1, 1) v vektor (p, q), torej bo zaradi linearnosti preslikalo vektor (0, 1) + l(1, 1) v
vektor (m,n) + l(p, q). Pokazali smo torej, da lahko s predhodnimi zasuki okoli
poldnevnika realiziramo vsak dopusten par (m,n) pri danem ulomku p/q.
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Pokaºimo ²e, da ti predhodni zasuki ne vplivajo na kirurgijo. Preslikava Dkµ
je izotopna difeomorzmu torusa, ki je identiteta izven nekega (majhnega) valja
[0, 1] × D ≈ B3, torej je, do izotopije natan£no, lepljenje vzdolº zasuka enako kot
lepljenje krogle vzdolº nekega difeomorzma njenega roba. Po Smaleovem rezultatu
iz [21] se ta raz²iri do difeomorzma B3 → B3, ki torej podaja lokalno karto za






kjer je B3 ≈ U ⊂ M , ϕ : S2 → S2 nek difeomorzem in ϕ̃ njegova raz²iritev na
kroglo B3.
Iz povedanega sledi, da je Dehnova kirurgija do izotopije natan£no dolo£ena zgolj
z okraj²anim ulomkom p/q. Nadalje lahko privzamemo, da je ta pozitiven, saj gre
sicer zgolj za spremembo orientacije, kar pa tudi ne vpliva na dobljeno mnogoterost,
temve£ moramo zgolj ustrezno prilagoditi karte.
Opomba 3.11. Izotopija v Lickorishevem izreku 3.10 je zgolj izotopija homeomor-
zmov. V principu bi torej lahko imeli v istem homotopskem razredu difeomorzma,
ki sta sicer zvezno izotopna, ne pa tudi gladko izotopna. Po kirurgiji vzdolº takih
difeomorzmov bi dobili homeomorfni mnogoterosti, ki pa nista nujno difeomorfni.
Na sre£o nam Munkresov rezultat [19, Theorem 6.3] zagotavlja, da sta dobljeni
mnogoterosti tudi difeomorfni, torej je zgoraj opisana kirurgija ustrezna.
3.4 Obstoj kontaktnih struktur na 3-mnogoterostih
William B.R. Lickorish in Andrew H. Wallace sta v 60-ih letih neodvisno eden od
drugega predstavila naslednji rezultat, ki je klju£en pri dokazovanju obstoja kon-
taktih struktur na trirazseºnih mnogoterostih. Seveda predpostavljamo, da so le-te
sklenjene in orientabilne. Pri tem ²e omenimo, da je Lickorish v [15] izrek dokazal
za kombinatori£ne oziroma kosoma linearne mnogoterosti, Wallace pa za topolo²ke
mnogoterosti v [22]. Izrek navajamo brez dokaza (glej npr. [20, Corollary 12.4]).
Izrek 3.12. Vsako povezano, sklenjeno, orientabilno 3-mnogoterost lahko predsta-
vimo z Dehnovo kirurgijo vzdolº nekega spleta, tj. kon£nega nabora disjunktnih voz-
lov, v sferi S3.
Sedaj pokaºimo, kako konstruirati kontaktno strukturo na mnogoterosti, ki je
iz S3 dobljena s poljubno Dehnovo kirurgijo vzdolº poljubnega vozla. Po izreku
3.6 tega lahko aproksimiramo z Legendrovim. Ozna£imo s ξ0 standardno kontaktno
strukturo na sferi S3 in naj bo γ : S1 → S3 Legendrov vozel.
Po lemi 3.8 lahko predpostavimo, da je vozel γ pozitivno pre£en, njegovo okolico
pa identiciramo s polnim torusom
S1 ×Dε ≈ S1 ×D
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s kontaktno formo α = dθ+r2dφ (glej primer 2.2.1), pri £emer je vozel γ predstavljen
s θ ↦→ (θ, 0, 0).
Kot smo pokazali v prej²njem razdelku, je mo£ Dehnovo kirurgijo vzdolº vozla





oziroma v koordinatah s preslikavo
ϕ : (θ, φ) ↦→ (nθ + qφ,mθ + pφ).
Povlek zgornje kontaktne forme je torej
ϕ∗α = (n+mr2)dθ + (q + pr2)dφ.
Seveda je preslikava ϕ denirana zgolj na robu, vendar jo lahko radialno raz²irimo na
neko ovratno okolico robnega torusa. Naslednja lema pokaºe, da na polnem torusu
obstaja kontaktna forma, ki se blizu roba ujema z zgornjo.
Lema 3.13. Naj bodo m,n, p, q naravna ²tevila s np−mq ̸= 0 in naj bo T = S1×D0
poln torus s koordinatami θ na S1 in (r, φ) na D za 0 ≤ r ≤ r0. Tedaj na T obstaja
kontaktna forma, ki se blizu r = 1 ujema z (n+mr2)dθ+(q+pr2)dφ in s ±dθ+r2dφ
blizu r = 0.
Dokaz. Uporabimo nastavek
α = h1(r)dθ + h2(r)dφ,
za neki gladki funkciji h1, h2. Tedaj velja dα = h′1(r)dr ∧ dθ + h′2(r)dr ∧ dφ in
α ∧ dα = (h1(r)h′2(r)− h2(r)h′1(r))dθ ∧ dr ∧ dφ.









torej kontaktni pogoj α∧dα ̸= 0 zahteva, da sta vektorja (h1, h2) in (h′1, h′2) linearno
neodvisna povsod, razen v r = 0. Da bo zado²£eno sklepu leme, mora za funkciji h1
in h2 poleg tega veljati
• h1 ≡ ±1 in h2(r) = r2 blizu r = 0 ter
• h1(r) = n+mr2 in h2(r) = q + pr2 blizu r = r0.
Blizu r = 0 je torej α oblike
α = ±dθ + r2dφ.
Preslikava Ψ : (θ, r, φ) ↦→ (±θ, r, φ) ∈ R3 podaja difeomorzem neke okolice izbrane
to£ke (θ0, 0, 0) ∈ S1 ×D0 na okolico to£ke (±θ0, 0, 0) ∈ R3 s standardno kontaktno




torej je α neizrojena tudi blizu r = 0.













q + pr2 2pr
]︃
= 2r(np−mq) ̸= 0,
torej je kontaktni pogoj zado²£en.
Predznak h1 v to£ki r = 0 izberemo v odvisnosti od vrednosti determinante
matrike, ki dolo£a Dehnovo kirurgijo, tj. enakega kot ga ima vrednost
pn− qm ̸= 0,
saj bomo le tako lahko izpolnili pogoj o nevzporednosti.
Brez ²kode za splo²nost torej predpostavimo np−mq > 0 in poi²£imo ustrezno
krivuljo r ↦→ (h1(r), h2(r)). Izberimo majhen δ > 0 in ksirajmo predpisa za funkciji
h1 in h2 na mnoºici [0, δ]∪ [r0−δ, r0] na zgoraj predpisani na£in. Uporabimo polarne
koordinate in pi²imo
(h1(r), h2(r)) = ρ(r)(cosϕ(r), sinϕ(r)).
Pogoj o nevzporednosti sedaj postane ϕ′(r) ̸= 0. Konstrukcija krivulje sedaj poteka
popolnoma analogno kot pri aproksimaciji Legendrovih krivulj, pri £emer moramo
paziti zgolj na to, da zahtevamo bodisi ϕ′ > 0 bodisi ϕ′ < 0 na celem intervalu.
Torus, ki ga pri Dehnovi kirurgiji prilepimo v komplement okolice vozla v S3,
lahko torej opremimo z ustrezno kontaktno strukturo in tako je mnogoterost, ki jo
dobimo po kirurgiji, tudi sama kontaktna! Po izreku 3.12 lahko po kon£no mnogo
kirurgijah vsako sklenjeno, orientabilno, trirazseºno mnogoterost opremimo s kon-
taktno strukturo. Dokazali smo slede£e.
Izrek 3.14. Vsaka sklenjena orientabilna trirazseºna mnogoterost dopu²£a kontak-
tno strukturo.
3.5 Zavite kontaktne strukture
Pokazali smo, da vsaka sklenjena orientabilna trirazseºna mnogoterost dopu²£a neko
kontaktno strukturo. Naravno vpra²anje, ki sledi, je, ali se kontaktne strukture med
seboj razlikujejo in kako. V tem razdelku predstavimo delitev struktur na tesne
in zavite ter utemeljimo, da so slednje generi£ne. V primeru 2.2.2 smo ºe spoznali
standardno zavito kontaktno strukturo na R3, ki je podana s formo
αot = cos rdz + r sin rdφ.
Rob diska D ↪→ D × {0} ⊂ R3 s polmerom π je Legendrova kroºnica, saj je
(αot)(π,φ,0)(∂φ) = π sin π = 0.
Takemu disku pravimo standardni zaviti disk v R3 in ga ozna£ujemo z Dot. Po Eli-
ashbergu, [6] posplo²imo pojem zavite strukture na poljubno kontaktno trirazseºno
mnogoterost.
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Denicija 3.15. Naj bo (M, ξ) kontaktna trirazseºna mnogoterost. Pravimo, da
je ξ zavita kontaktna struktura na M , £e obstaja kontaktna vloºitev standardnega
zavitega diska v M . Kontaktna struktura, ki ni zavita, je tesna.
Opomba 3.16. Zgornja denicija je (zaenkrat) nerigorozna, saj na disku ne obstaja
kontaktna struktura, kar pomeni, da ne moremo zares govoriti o kontaktni vloºitvi
diska. Po drugi strani pa bomo v nadaljevanju videli, da kontaktna struktura na
ploskvah v trirazseºnih mnogoterostih inducira posebno vektorsko polje, ki leºi v
tangentnem sveºnju ploskve. Izkaºe se, da se vloºitev standardnega zavitega diska,
ki ohranja pripadajo£e polje, do izotopije natan£no raz²iri do vloºitve okolice diska.
e kontaktno vloºitev interpretiramo na ta na£in, je denicija torej popolnoma
smiselna.
Za obravnavo zavitih struktur je koristno vpeljati pojem razslojitve na mnogote-
rosti. Gre za druºino F podmnogoterosti, pri £emer obravnavamo zgolj enorazseºne,
v ambientni mnogoterosti M , katerih unija je M in so v naslednjem smislu lepo zlo-
ºene. Pravimo, da je karta φ : U ⊂M → Rn ploska za F , £e za vsako (enorazseºno)
podmnogoterost L ∈ F velja bodisi L ∩ U = ∅ bodisi L seka U v najve£ ²tevno
mnogo komponentah oblike
x2 = C2, . . . , xn = Cn,
kjer so (xi) komponente preslikave φ, torej lokalne koordinate na U , in Ci ∈ R
konstante.
Denicija 3.17. Enorazseºna razslojitev ali foliacija na M je druºina F paroma
disjunktnih povezanih nepraznih podmnogoterosti, katerih unija je M in za katero
v okolici poljubne to£ke p ∈ M obstaja neka ploska karta. Podmnogoterostim iz
razslojitve pravimo listi.
Primer 3.18. Naj bo X kompletno vektorsko polje brez ni£el na mnogoterosti M .
Za poljubno to£ko p ∈ M je tedaj tokovnica t ↦→ ϕt(p) parametrizacija enorazseºne
podmnogoterosti Lp = {ϕt(p) | t ∈ R}. Za poljubni to£ki p, q ∈M je bodisi Lp = Lq,
bodisi je Lp∩Lq = ∅, torej druºina L = {Lp | p ∈M} podaja enorazseºno razslojitev
mnogoterosti M .
Zgornji primer sugerira drug zorni kot pogleda na razslojitve. Nabor podpro-
storov ⟨Xp⟩ ⊂ TpM namre£ tvori integrabilen podsveºenj (ali distribucijo premic)
v tangentnem sveºnju TpM . Po ([14], Theorem 19.21) pa velja tudi obrat, namre£
maksimalne integralne mnogoterosti neke integrabilne distribucije tvorijo razslojitev
ambientne mnogoterosti. Ta perspektiva osmi²lja slede£o denicijo.
Denicija 3.19. Karakteristi£na razslojitev (hiper)ploskve S ⊂ M v kontaktni
mnogoterosti poljubne dimenzije (M,α) je simplekti£no ortogonalni komplement
(TS ∩ ξ)⊥ preseka tangentnega sveºnja in kontaktne strukture ξ = kerα glede na
simplekti£no formo dα.
Opomba 3.20. V deniciji dopu²£amo izrojenost razslojitev, tj. kot v primeru diska
lahko v nekaterih to£kah tangentni sveºenj ploskve popolnoma sovpada s kontaktno
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strukturo. Tedaj je simplekti£ni komplement njunega preseka 0-razseºni vektorski
prostor, pripadajo£a integralna podmnogoterost pa ena sama to£ka. Pravimo tudi,
da je taka razslojitev singularna. Iz istega razloga tudi ne moremo govoriti o kak²ni
posebni strukturi karakteristi£ne razslojitve, saj ta zaradi morebitnih singularnosti
v splo²nem ne tvori podsveºnja, temve£ zgolj podprostor v sveºnju hiperravnin ξ.
Opazimo, da v primeru trirazseºnih mnogoterosti karakteristi£na razslojitev plo-
skve S ⊂M , torej distribucija podprostorov (TS ∩ ξ)⊥ ⊂ TM stran od to£k p ∈ S,
kjer velja TpS = ξp, sovpada s presekom TS ∩ ξ tangentnega sveºnja ploskve in
kontaktne strukture.
Primer 3.21. Naj bo Dot standardni zaviti disk v R3 s kontaktno strukturo, ki jo
podaja forma αot. Po zgornjem opaºanju je vlakno karakteristi£ne razslojitve stran
od izhodi²£a in roba napeto z vektorjem ∂r, sicer pa je trivialno. Liste singularne
razslojitve tvorijo radialni segmenti {φ ≡ konst.}, izhodi²£e {p = (0, 0, 0)} in to£ke
na robu.
Omejimo se na primer, ko je ploskev S orientabilna. V tem primeru lahko karak-
teristi£no razslojitev predstavimo z vektorskim poljem, ki ima lahko ni£le, oziroma
njegovimi tokovnicami.
Trditev 3.22. Naj bo S ⊂M orientabilna hiperploskev v (2n+1)-razseºni kontaktni
mnogoterosti (M,α). Z β ozna£imo zoºitev forme α na tangentni sveºenj TS. Naj
bo Ω volumska forma za S. Tedaj vektorsko polje X vzdolº S, ki zado²£a enakosti
iXΩ = β ∧ (dβ)n−1,
podaja karakteristi£no razslojitev.
Opomba 3.23. e je Ω′ neka druga volumska forma na M , velja Ω′ = fΩ za neko
gladko funkcijo f :M → R brez ni£el. Tedaj je
iXΩ
′ = iX(fΩ) = fiXΩ = fβ ∧ (dβ)n−1,
torej polje (1/f)X ustreza pogoju iz izreka pri formi Ω′. Z drugimi besedami, polje
je sicer odvisno od volumske forme, neodvisna od forme pa je njegova smer. Vidimo
tudi, da tak²no polje venomer obstaja, saj je volumska forma neizrojena, torej je z
notranjim mnoºenjem podan izomorzem sveºnjev TM ↦→ Λn−1(M) s predpisom
v ↦→ ivpΩp za v ∈ TpM.
Dokaz. Pokazati ºelimo, da X leºi v (TS ∩ ξ)⊥, in da je X ni£elno zgolj v to£kah,
kjer je ortogonalni komplement preseka trivialen. e je p ∈ S ⊂ M taka to£ka, je
o£itno βp = (α|TS)p = 0, torej je ni£eln tudi klinasti produkt iz izreka. Naj bo p
taka to£ka, da je (TpS ∩ ξp)⊥ enorazseºen vektorski prostor, in naj bo v nek njegov
neni£eln element.
Po izreku 1.35 o obstoju cevastih okolic lahko neko okolico hiperploskve S v M
identiciramo s S × R in pi²emo
α = βt + utdt, t ∈ R,
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kjer je β0 = β, βt je gladka druºina 1-form na S in ut : S → R gladka druºina
neni£elnih funkcij. Kontaktni pogoj se prevede v
α ∧ (dα)n = (βt + utdt) ∧ (dβt − β̇t ∧ dt+ dut ∧ dt)n =
= (βt + utdt) ∧ dβnt + (βt + utdt) ∧ n(dut ∧ dt− β̇t ∧ dt) ∧ dβn−1t =
= utdt ∧ dβnt + (βt + utdt) ∧ n(dut ∧ dt− β̇t ∧ dt) ∧ dβn−1t =
= utdt ∧ dβnt + n(βt ∧ dut − βt ∧ β̇t) ∧ dt ∧ dβn−1t =
= (utdβt + nβt ∧ dut − nβt ∧ β̇t) ∧ dβn−1t ∧ dt.
Pri t = 0 nam zgornje da dβn−10 = dβ
n−1 ̸= 0. Recimo, da velja βp∧(dβp)n−1 = 0.
Tedaj mora torej veljati βp = 0, kar drºi natanko tedaj, ko velja TpS = ξp in s tem
(TpS ∩ ξp)⊥ = ∅.
Sedaj pokaºimo, da X leºi v ker β. Velja
0 = iXiXΩ = β(X)(dβ)
n−1 − (n− 1)β ∧ iXdβ ∧ (dβ)n−2,
kar po klinastem mnoºenju z β da
β(X)β ∧ (dβ)n−1 = 0.
Zgornja enakost drºi natanko tedaj, ko je bodisi β(X) = 0 bodisi β ∧ (dβ)n−1 = 0,
v slednjem primeru pa je tudi X = 0 po deniciji, kar dokazuje, da je X ∈ ker β.
Preveriti moramo ²e, da za poljubno to£ko p ∈ S velja Xp ∈ (TpS ∩ ξp)⊥, ali z
drugimi besedami, za poljuben vektor v ∈ TpS ∩ ξp mora veljati
dαp(Xp, v) = 0.
Iz ena£be za dα vidimo, da se zgornji pogoj prevede na
0 = dαp(Xp, v) = dβp(X, v)− (β̇0 ∧ dt)p(Xp, v) + (dut ∧ dt)p(X, v) = dβp(X, v),
saj sta zadnja dva £lena ni£elna, ker imata takoXp kot v ni£elno komponento v smeri
vektorja ∂t. e je n = 1, enakost dβp(Xp, v) velja trivialno, saj sta iz dimenzijskih
razlogov vektorja Xp in v vselej linearno odvisna.
Ker je βp(X) = 0, dobimo iz prej²nje ena£be
β ∧ iXdβ ∧ (dβ)n−2 = 0. (3.1)
V primeru n = 2 dobimo
0 = iv(βp ∧ iXpdβp) = dβp(Xp, v)βp,
torej je dβp(Xp, v) = 0, £e le velja Xp ̸= 0, saj je le tedaj tudi βp = 0.
Ko je n ≥ 3 pa po notranjem mnoºenju ena£be 3.1 z v £len s faktorjem β(v)
odpade, saj je v ∈ TpS ∩ ξp = ker βp, in dobimo
0 = dβp(Xp, v)βp ∧ (dβp)n−2 − (n− 2)βp ∧ iXpdβ ∧ ivdβp ∧ (dβp)n−3.
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To ena£bo klinasto mnoºimo z dβp, kar povzro£i, da drugi £len odpade zaradi ena-
kosti 3.1, torej preostane zgolj
0 = dβp(Xp, v)βp ∧ (dβp)n−1.
Iz kontaktnega pogoja vidimo, da v primeru, ko je βp ∧ (dβp)n−1 = 0 sledi
0 ̸= αp ∧ (dαp)n = (utdt)p ∧ (dβp)n,
torej je (dβp)n volumska forma na TpS, od koder iz dimenzijskih razlogov sledi, da
tangentni prostor na S v to£ki p sovpada s hiperravnino ξp, torej je vektor Xp ni£eln.
Sicer pa je βp ∧ (dβp)n−1 ̸= 0, torej je dβp(Xp, v) = 0, kar dokazuje ºeleno.
Primer 3.24. Vzemimo standardni zaviti disk Dot v R3. Volumska forma na njem
je podana z
Ω = rdr ∧ dφ,
zoºitev forme αot na TDot pa je enaka β = α|TD = r sin rdφ. Sledi, da je karakteri-
sti£na razslojitev diska podana z vektorskim poljem
X = sin r ∂r,
kar se ujema z ºe videnim, namre£ (TpDot ∩ ξp)⊥ = ⟨∂r⟩ za to£ke p ∈ Dot, ki niso
izhodi²£e in ne leºijo na robu, ter (TpDot ∩ ξp)⊥ = {0} sicer.
Podajmo ²e ekvivalentno denicijo karakteristi£ne razslojitve in dokaºimo Giro-
uxov izrek o obstoju okolic ploskev v trirazseºnih kontaktnih mnogoterostih.
Denicija 3.25. Naj bo S ⊂M orientabilna hiperploskev v kontaktni mnogoterosti
(M,α). Karakteristi£na razslojitev ploskve S je ekvivalen£ni razred [X] vektorskih
polj X : S → TS, ki zado²£ajo pogoju iz izreka. Natan£neje, velja X ∼ X ′, natanko
tedaj, ko velja X ′ = fX za neko gladko funkcijo f na S brez ni£el.
Izrek 3.26 (Giroux). Naj bosta S ⊂ M in S ′ ⊂ M ′ difeomorfni orientabilni skle-
njeni ploskvi v trirazseºnih kontaktnih mnogoterostih M in M ′. Naj bosta [X] in
[X ′] karakteristi£ni razslojitvi za S in S ′ ter ϕ : S → S ′ difeomorzem, ki ohranja
karakteristi£no razslojitev, tj.
[X ′] = [dϕ ◦X].
Tedaj obstaja kontaktomorzem ψ : N (S) → N (S ′) okolic ploskev, tako da je ψ|S0
izotopna preslikavi ϕ preko izotopije, ki ohranja karakteristi£no razslojitev.
Dokaz. Ozna£imo z α in α′ kontaktni formi za M in M ′. Raz²irimo ϕ do difeo-
morzma nekih cevastih okolic ploskev, ki ju identiciramo s S × R in S ′ × R. Po
mnoºenju forme α′ z neni£elno funkcijo lahko predpostavimo, da je zoºitev β = α|TS
enaka povleku ϕ∗β′ zoºitve β′ = α|TS′ .
Kot v dokazu prej²njega izreka deniramo α = βt + utdt za neko gladko druºino
funkcij ut : S → R in gladko druºino 1-form βt z β0 = β ter dobimo
α ∧ dα = (utdβt + βt ∧ dut − βt ∧ β̇t) ∧ dt,
64
torej je v tem primeru kontaktni pogoj podan z neena£bo
utdβt + βt ∧ (dut − β̇t) > 0, (3.2)
pri £emer lahko na zgornji izraz gledamo kot na volumsko formo na S, ve£je od ni£
pa pomeni, da je orientacija, ki jo forma podaja, usklajena z izbrano orientacijo
ploskve.
Podobno zapi²emo α′ = β′t + u
′
tdt
′ in pri t = 0 dobimo
ϕ∗α′ = ϕ∗β′0 + (u
′
0 ◦ ϕ)dt = β + ũdt,
kar da
ϕ∗(α′ ∧ dα′) = (ũdβ + β ∧ dũ− β ∧ ϕ∗β̇′0) ∧ dt > 0,
v posebnem pa
ũdβ + β ∧ (dũ− ϕ∗β̇0) > 0.
Ko ksiramo £lena βt in dβt, vidimo, da je ena£ba 3.2 linearna v £lenih ut in β̇t, torej
je pri t = 0 poljubna konveksna kombinacija dveh kontaktnih form na M , katerih
zoºitev na S je enaka β, tudi sama kontaktna vzdolº S. Ker je S sklenjena ploskev
in je kontaktni pogoj odprt, lahko najdemo t0 > 0, tako da je kombinacija
αs = (1− s)α + sϕ∗α′ za s ∈ [0, 1]
tudi sama kontaktna forma za vse |t| < t0 (torej na neki cevasti okolici ploskve S
ksnega radija), njena zoºitev αs|TS na tangentni sveºenj S pa je enaka β za vse s.
Sedaj uporabimo Moserjev trik in na analogen na£in kot v Grayevem izreku 2.14
poi²£emo £asovno odvisno vektorsko polje Xs na okolici ploskve S, tako da je
ψ∗sαs = λsα,
za neko druºino strogo pozitivnih funkcij λs, deniranih na taisti okolici ploskve, kjer
je ψs £asovno odvisni tok polja Xs. Kot v dokazu omenjenega izreka zahtevamo, da
za vse s velja Xs ∈ kerαs.
Pokazati moramo, da tok ψs ohranja karakteristi£no razslojitev. Naj bo v ∈
TpS nek neni£eln vektor, ki je nanjo tangenten. Analogno kot v Grayevem izreku
uporabimo dejstvo, da polje Xs zado²£a
α̇s + iXsdαs = µsαs,
kjer je µs ustrezna gladka druºina funkcij. Vzdolº S velja αs|TS = β za vse s, torej
je α̇s|TS = 0, kar da
dαs(Xs(p), v) = (iXs(p)dαs)(v) = µs(p)αs(v) = 0,
torej sta vektorja Xs(p), v ∈ ker(αs)p vzporedna za vse s ∈ [0, 1]. Od tod sledi, da
tok ψs ohranja karakteristi£no razslojitev, saj velja
(dψs)p(v) = (dψs)p(cX0(p)) = c(dψs)p(X0(p)) = cXs(ψs(p))
za neko konstanto c ∈ R, slednji vektor pa je seveda tangenten na razslojitev v to£ki
ψs(p).
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e je p ∈ S singularna to£ka razslojitve, tj. TpS = ξp, tedaj za poljuben vektor
v ∈ TpS velja
dα(Xs(p), v) = 0,
kar vidimo na enak na£in kot zgoraj. Sledi, da je v tem primeru Xs(p) = 0 za vse
s, saj je dαs simplekti£na forma na TpS = ξp.
Ker je S sklenjena ploskev, tok polja Xs obstaja za s ∈ [0, 1] na neki okolici za
S. Tedaj pa je iskani kontaktomorzem podan s kompozicijo ϕ ◦ ψ1.
Z zgornjim izrekom smo osmislili denicijo 3.15 zavitih kontaktnih trirazseºnih
mnogoterosti. Lahko namre£ zahtevamo, da vloºitev diska Dot ↪→ M ohrani karak-
teristi£no razslojitev, torej ustrezno vektorsko polje na disku. e to drºi, pa iz izreka
sledi, da obstaja kontaktomorzem okolice diska Dot ⊂ R3 na neko okolico njegove
slike v M .
Po drugi strani pa vidimo, da je rob standardnega zavitega diska tangenten na
kontaktno strukturo, namre£ velja TpDot = ξp za vse p ∈ ∂Dot. Tak disk torej ni
v splo²ni poziciji glede na ξ. Izkaºe se, da lahko C∞-blizu Dot najdemo disk D′, ki
je transverzalen na ξ povsod razen v izhodi²£u in pokazali bomo, da tudi tak disk
zado²£a za karakterizacijo zavite strukture.
e disku Dot potisnemo rob navzgor, natan£neje, perturbiramo ga v D′ ⊂ R3,
podan s parametrizacijo
(r, φ) ↦→ (r, φ, εr2),
dobimo disk, ki je C∞-blizu D. elimo pokazati, da za majhen ε vsaka C∞ oko-
lica diska D′ vsebuje disk, kontaktomorfen standardnemu zavitemu disku. V ta
namen analizirajmo karakteristi£no razslojitev na D′. Ta ima spet singularno to£ko
v izhodi²£u, robna kroºnica pa postane mnoºica stekali²£ poljubne tokovnice vek-
torskega polja, ki predstavlja razslojitev. Kratek izra£un namre£ pokaºe, da je polje
karakteristi£ne razslojitve podano s
sin r∂r + 2ε(cos r∂φ + r sin r∂z),
njegove tokovnice pa s
r(t) = 2 arctan et






Vidimo, da gre φ→ ∓∞, ko gre t→ ±∞, torej je poljubna robna to£ka stekali²£e
vsake tokovnice. Od tod sledi, da diskaD inD′ nista kontaktomorfna, saj hipoteti£ni
difeomorzem, ki bi radialne daljice slikal v tokovnice novega polja, ne bi mogel biti
zvezen na robu diska. Ko gre t → −∞ in s tem r → 0 se tokovnica v spirali
neskon£nokrat ovije okoli izhodi²£a.
Singularnosti se znebimo tako, da diskD′ na neki majhni okolici izhodi²£a in roba
perturbiramo v disk D̄, katerega z-komponenta je tam konstantna. Karakteristi£no
razslojitev novega diska tako predstavlja vektorsko polje, katerega tokovnice se na
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Slika 1: Karakteristi£na foliacija na Dot in D′.
omenjenih okolicah ujemajo s tokovnicami polja na Dot. eleni kontaktomorzem
je nato podan s preslikavo Dot → D̄ oblike
(r, φ, 0) ↦→ (r, φ+ f(r), z(r)),
pri £emer je f(r) = z(r) = 0 za r blizu 0 in f(r) = C ter z(r) = επ2 za r blizu π,
kjer je C ∈ R ustrezna konstanta.
Slika 2: Stranska prereza D′ in D̄ (levo) ter karakteristi£na foliacija na D̄ (desno).
Opomba 3.27. Opazimo, da je mnoºica tokovnic vektorskega polja na perturbi-
ranem disku skupaj z robno kroºnico prava razslojitev punktiranega diska D\{0},
robna kroºnica pa njen zaprt list.
Naslednja trditev pravi, da so zavite strukture generi£ne med kontaktnimi struk-
turami. V dokazu bomo uporabili operacijo, ki ji pravimo polni Lutzov zasuk ([7, str.
142]), gre pa za speci£en primer trivialne Dehnove kirurgije. Naj bo torej S1 ↪→M
pozitivno pre£en vozel v trirazseºni kontaktni mnogoterosti (M, ξ). Uporabimo po-
stopek iz dokaza leme 3.13. Po izreku 2.25 lahko cevasto okolico vozla identiciramo
s polnim torusom S1 × Dδ ⊂ S1 × R2 s kontaktno formo α = dθ + r2dφ. Od
funkcij h1 in h2 (iz dokazam leme 3.13) zahtevamo h1(r) = 1 in h2(r) = r2 za
r ∈ [0, ε] ∪ [δ − ε, δ] za nek 0 < ε < δ/2. Poleg tega naj krivulja r ↦→ (h1(r), h2(r))
enkrat obkroºi izhodi²£e v pozitivni smeri. Dobljeno kontaktno strukturo ozna£imo
s ξ′.
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Trditev 3.28. Distribuciji ravnin ξ in ξ′ sta homotopni preko distribucij ravnin.
Dokaz. Spomnimo se, da je kontaktna struktura ξ′ na polnem torusu podana s
kontaktno formo
α′ = h1(r)dθ + h2(r)dφ,
kjer je θ koordinata na S1 in (r, φ) koordinati na Dδ. Naj bosta ht1 in h
t
2 gladki
homotopiji poti, ki zado²£ata
1. h01 ≡ 1 in h02(r) = r2,
2. h11 = h1 in h
1
2 = h2 in
3. hti(r) = hi(r) za r ∈ [0, ε]∪ [δ− ε, ε], i = 1, 2 in vse t ∈ [0, 1], tj. homotopija je
na uniji intervalov konstantna.
Izberimo ²e gladko funkcijo χ : [0, δ] → R, ki je enaka 0 na okolici kraji²£ intervala
in strogo ve£ja od 0 na [ε, δ − ε]. Denirajmo druºino 1-form s predpisom
αt = t(1− t)χ(r)dr + ht1(r)dθ + ht2(r)dφ.
O£itno je kerα0 = ξ in kerα1 = ξ′. Pogoj 3 zagotavlja, da je za vse t forma αt
neni£elna na [0, ε] ∪ [δ − ε, ε], po drugi strani pa je χ(r) > 0 na komplementu te
mnoºice, tako da je tudi tam forma αt neni£elna oziroma neizrojena. Posledi£no pa
je za vse t jedro kerαt distribucija ravnin, kar dokazuje trditev.
Potrebno je ²e videti, da je struktura ξ′ zavita. Naj bo r0 > 0 najmanj²e pozitivno
²tevilo, kjer je h2(r0) = 0. Zoºitev forme α′ na disk D, podan s predpisom
ϕ : (r, φ) ↦→ (0, r, φ) za 0 ≤ r ≤ r0,
je enaka α′|ϕ(D) = h2(r)dφ, torej je karakteristi£na razslojitev na ϕ(D) podana s
poljem
X = f(r)∂r,
ki ima singularne to£ke v izhodi²£u in na robu, tj. f(0) = f(r0) = 0 in f ̸= 0 sicer.
Iz trditve 3.22 vidimo, da mora funkcija f ustrezati pogoju
h2(r)dφ = iXΩ = iX(rdr ∧ dφ) = rf(r)dφ,
torej mora veljati f(r) = h2(r)/r. Ker je h2(r) = r2 blizu r = 0, je funkcija f s tem
predpisom dobro denirana. Vidimo, da je disk ϕ(D) kontaktomorfen standardnemu
zavitemu disku. Ta rezultat skupaj z izrekom 3.14 dokazuje, da vsaka trirazseºna
sklenjena orientabilna mnogoterost dopu²£a zavito kontaktno strukturo.
Poljubno kontaktno strukturo lahko torej zavijemo, ne da bi pri tem spremenili
njen homotopski razred distribucije ravnin. Pri tem se poraja vpra²anje, ali je mo-
ºno zavito strukturo odviti, tj. modicirati na tak na£in, da pri tem zavite diske
naredimo v standardne. Smiselno je zahtevati, da se homotopski razred distribu-
cije ohrani. Po rezultatu iz [3] zgolj kon£no mnogo homotopskih razredov distribucij
ravnin na sklenjeni orientabilni tri-mnogoterosti dopu²£a tesno kontaktno strukturo.
Po drugi strani pa je po Lutzovem in Martinetovem izreku (glej npr. [7, Theorem
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4.3.1]) vsako koorientirano polje ravnin v sklenjeni orientabilni trirazseºni mnogo-
terosti homotopno neki kontaktni strukturi, kar s prej²njo trditvijo dokazuje obstoj
zavite strukture v vsakem homotopskem razredu distribucij ravnin. Eliashberg je v
[6] pokazal, da je inkluzija prostora zavitih struktur pri ksiranem zavitem disku v
prostor distribucij ravnin na orientabilni tri-mnogoterosti homotopska ekvivalenca.
Iz Grayevega izreka 2.14 tedaj sledi, da sta zaviti strukturi na sklenjeni mnogotero-
sti, ki sta homotopni kot distribuciji ravnin, tudi (kontaktno) izotopni in posledi£no
izomorfni. Izkaºe se, da je standardna kontaktna struktura na R3 tesna, kar je
dokazal Bennequin v [1], vse ostale kontaktne strukture na R3 pa so zavite po [5,
Theorem 1.B]. Natan£neje, na R3 obstaja ²tevno mnogo paroma neizomorfnih kon-
taktnih struktur, zgolj ena od njih, standardna, pa je tesna. Enako situacijo imamo
tudi na sferi S3. V primeru 2.2.3 smo pokazali, da stereografska projekcija porodi
tesno standardno kontaktno strukturo na R3, pripadajo£a struktura na sferi pa je
prav tako tesna. Vse ostale, ki jih je ²tevno mnogo, so zavite, z zavitimi strukturami
na R3 pa jih povezuje ravno stereografska projekcija (glej [6]).
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