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Veliko povecˇanje sˇtevila spletnih uporabnikov in pojav oblacˇnih storitev sta
vodila do nastanka domorodnih oblacˇnih aplikacij. Oracle je s projektom
GraalVM med drugim vpeljal mozˇnost, da se javanske aplikacije predcˇasno
prevedejo v strojno kodo. To znatno izboljˇsa cˇas zagona in porabo pomnil-
nika aplikacije, kar je v domorodnih oblacˇnih okoljih zelo pomembno. Hi-
tro je nastalo tudi prvo ogrodje za gradnjo domorodnih oblacˇnih aplikacij v
domorodnem nacˇinu, poimenovano Quarkus. V diplomskem delu proucˇimo
GraalVM in ogrodje Quarkus ter ga primerjamo z ostalimi ogrodji. S Quarku-
som razvijemo vzorcˇno aplikacijo, sestavljeno iz mikrostoritev, ki predstavlja
zaledni del spletne trgovine in jo postavimo v Kubernetes. Njeno zmoglji-
vost primerjamo z enakima aplikacijama v nacˇinu JVM in ugotovimo, da se
aplikacija v domorodnem nacˇinu res veliko hitreje zaganja in je pri delovanju
bolj ucˇinkovita.
Kljucˇne besede: mikrostoritve, domorodne oblacˇne aplikacije, domorodne
slike, Java EE, GraalVM, Quarkus.

Abstract
Title: Microservices in the Quarkus Framework
Author: Matej Bizjak
The increasing number of Internet users and the arrival of cloud computing
led to cloud-native applications. Oracle’s project GraalVM brought many
new features. Among other things, it enables compiling Java applications
into machine code ahead of time. This drastically improves the start-up time
and it helps to reduce the memory usage of an application. Both of which
is very important for cloud-native applications and therefore the first frame-
work for building cloud-native applications in native mode named Quarkus
was proposed. In the thesis we study the GraalVM and the Quarkus frame-
work and compare it to other frameworks. We use Quarkus to build the
sample cloud-native application, which represents a back-end of an online
store. We deploy it on the Kubernetes and compare its performance to two
same applications running on the JVM. We find out that the native appli-
cation performs better than the other two. The start-up time is much lower
and it is also more efficient.





Java je bila predstavljena zˇe pred vecˇ kot dvajsetimi leti in je bila ves ta
cˇas zelo priljubljena. Trenutno je na lestvici TIOBE (seznam priljubljenosti
programskih jezikov) na prvem mestu. V teh letih je dozˇivela ogromno opti-
mizacij in je bila v prvi vrsti namenjena poganjanju obsezˇnih in dolgotrajnih
monolitnih aplikacij. Vendar imajo tradicionalne monolitne aplikacije pre-
cej pomanjkljivosti, ki pa se jim lahko z uporabo arhitekture mikrostoritev
in domorodnih oblacˇnih (angl. cloud-native) aplikacij izognemo. Tako so
aplikacije bolj elasticˇne, fleksibilne, zanesljive, lazˇje razumljive in tudi sam
razvoj poteka hitreje. V industriji so morali zato dobro premisliti o priho-
dnosti Jave, torej kako Javo najbolje pripraviti na nove trende.
Oracle se je na to odzval s projektom GraalVM. To je univerzalni navide-
zni stroj za izvajanje programov, napisanih v razlicˇnih programskih jezikih.
Ta Javi prinasˇa nov sprotni prevajalnik, ki izboljˇsa zmogljivost javanskim
aplikacijam in je po novem spisan v Javi. GraalVM poleg tega omogocˇa,
da programskim jezikom izdelamo nov sprotni prevajalnik. Na ta nacˇin
lahko znotraj enotnega izvajalnega okolja poganjamo aplikacije, napisane v
razlicˇnih programskih jezikih, ki se lahko med seboj enostavno povezujejo, ne
da bi to vplivalo na njihovo zmogljivost. Naslednja prednost je, da nekateri
programski jeziki na ta nacˇin tecˇejo veliko hitreje kot v izvirniku. Med njimi
je tudi Java, na katero se diplomska naloga osredotocˇa.
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Javansko bitno kodo lahko s pomocˇjo GraalVM-ja predcˇasno v celoti pre-
vedemo v strojno kodo in ustvarimo samostojno izvrsˇljivo datoteko (angl. na-
tive standalone executable), ki ji pravimo tudi domorodna slika (angl. native
image). Glavne prednosti predcˇasnega prevajanja so, da se aplikacija izredno
hitro zazˇene in da deluje bolj ucˇinkovito, tako z vidika pomnilnika kot tudi
procesorja. Te lastnosti so zelo pomembne v svetu domorodnih oblacˇnih apli-
kacij, saj gostovanje aplikacije ponudnikom oblacˇnih storitev placˇujemo glede
na porabo sistemskih virov, hitrost zagona pa vpliva na elasticˇnost storitve.
Slabosti domorodnih slik pa sta precejˇsna omejenost dinamicˇnosti Jave, saj
mora prevajalnik zˇe med prevajanjem poznati vso kodo, ki se bo med izvaja-
njem potrebovala, in zelo pocˇasno prevajanje. Omejitvam dinamicˇnosti Jave
se je ogrodje Quarkus prilagodilo in tako je nastalo prvo ogrodje za razvoj
domorodnih oblacˇnih aplikacij v domorodnem nacˇinu GraalVM.
Cilj diplomske naloge je raziskati, ali je razvoj domorodnih oblacˇnih apli-
kacij v domorodnem nacˇinu res mogocˇ in kako se taksˇna aplikacija izkazˇe
v primerjavi s tradicionalnimi javanskimi ogrodji za izdelavo domorodnih
oblacˇnih aplikacij. Najprej se bomo posvetili arhitekturnim konceptom mi-
krostoritev. Zanimalo nas bo, katere probleme mikrostoritve resˇujejo in kako
so povezane z racˇunalniˇstvom v oblaku ter domorodno oblacˇno arhitekturo.
Podrobneje bomo raziskali univerzalni navidezni stroj GraalVM in prednosti,
ki jih prinasˇa. Predstavili bomo ogrodje Quarkus in nadaljevali z razvojem
domorodne oblacˇne aplikacije, ki predstavlja zaledni del spletne trgovine.
Aplikacijo bomo izdelali s Quarkusom in s tradicionalnim ogrodjem za razvoj
domorodnih oblacˇnih aplikacij KumuluzEE. Izdelali bomo tri verzije aplika-
cije: Quarkus v domorodnem nacˇinu, Quarkus v nacˇinu JVM in KumuluzEE,





Preden zacˇnemo govoriti o sami arhitekturi mikrostoritev, si poglejmo, kako
so poslovne aplikacije izgledale pred tem. Razvijalci so aplikacije razvijali
tako, da so vsebovale vse gradnike, potrebne za delovanje, znotraj ene apli-
kacije, postavljene pa so bile na namenskih strezˇnikih. Poglejmo si nekaj
slabosti, ki jih je imela taksˇna t.i. monolitna arhitektura [12, 36]:
• Monolitne aplikacije ne moremo razvijati z razlicˇnimi programskimi
tehnologijami. V primeru, da bi v aplikaciji zˇeleli uporabiti neko drugo
tehnologijo, bi morali celotno aplikacijo spisati na novo.
• Cˇe en sam gradnik aplikacije neha delovati, cel sistem ne bo deloval.
• Monolitna arhitektura ni primerna za velike, kompleksne aplikacije, ker
so deli aplikacije prevecˇ tesno povezani med seboj.
• V primeru obsezˇnih aplikacij postanejo le te prevecˇ kompleksne. Tezˇko
jih je razumeti in tako otezˇijo hitre popravke aplikacije.
• Zaradi velike kolicˇine kode lahko IDE postane pocˇasen. Tudi sama




• Ob vsaki posodobitvi moramo celotno aplikacijo ustaviti in jo ponovno
zagnati.
• Skaliranje je mogocˇe le enodimenzionalno, kar pomeni, da imamo
mozˇnost skalirati le celo aplikacijo hkrati. To pa je obicˇajno zelo
neucˇinkovito s staliˇscˇa sistemskih virov, saj bi bilo bolje skalirati le
del aplikacije, ki sistemske vire zares potrebuje.
• Razvoj monolitnih aplikacij traja dlje, ker so deli aplikacije prevecˇ tesno
povezani in odvisni med seboj. Zato je otezˇen socˇasen razvoj kompo-
nent aplikacije.
Slika 2.1: Primerjava monolitne arhitekture in arhitekture mikrostoritev.
Vir: [3]
To so glavni razlogi, da smo aplikacije zacˇeli razdeljevati na manjˇse sa-




Kot smo zˇe omenili, je njen glavni namen modularizacija, torej razdelitev
aplikacij na manjˇse dele - mikrostoritve [20, 35, 45]. Poglejmo si sˇe ostale
lastnosti, ki aplikacije definirajo kot mikrostoritve:
• Aplikacije so nacˇrtovane tako, da vsaka mikrostoritev predstavlja eno
poslovno podrocˇje ali funkcijo.
• Mikrostoritve so med seboj sˇibko sklopljene (angl. loosely coupled),
kar pomeni, da niso tesno povezane ena z drugo.
• Med mikrostoritvami tecˇe komunikacija preko natancˇno definiranih
vmesnikov, obicˇajno z uporabo mehanizma REST ali sporocˇilnih siste-
mov.
• Vsaka mikrostoritev hrani svoje lastne podatke, tako da ima svojo la-
stno podatkovno bazo ali locˇeno shemo oziroma tabelo v skupni podat-
kovni bazi.
• Vsako mikrostoritev razvijamo locˇeno.
• Aplikacije namesˇcˇamo po delih (vsako mikrostoritev posebej).
• Vsaka mikrostoritev je verzionirana posebej.
2.1.1 Prednosti
Uporaba mikrostoritev nam pred monolitnimi aplikacijami prinasˇa veliko
prednosti:
• Aplikacije so bolj razumljive in lazˇje jih je razvijati in vzdrzˇevati. Tako
lahko novi razvijalci hitreje pristopijo k delu in postanejo ucˇinkovitejˇsi.
• Mikrostoritve lahko delujejo samostojno in so enostavno zamenljive z
novimi.
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• Mikrostoritve so lahko implementirane v razlicˇnih programskih jezikih
in lahko tecˇejo v razlicˇnih programskih okoljih.
• Cˇe bi zˇeleli mikrostoritev prepisati v nek drug programski jezik, bi bilo
to precej enostavno, saj so mikrostoritve majhne in manj kompleksne,
povezave med komponentami sˇibke in podatki se med njimi prenasˇajo
preko standardiziranih formatov.
• Ker lahko vsako mikrostoritev razvijamo vzporedno locˇeno, si je delo
lazˇje razdeliti in socˇasno lahko k delu pristopi vecˇ razvijalcev ali celo
vecˇ ekip.
• Lazˇje je zagotoviti varno namestitev aplikacije. Lahko se na primer
odlocˇimo, da hkrati tecˇeta stara in nova verzija mikrostoritve in promet
pocˇasi preusmerjamo na novo. V primeru, da nova pravilno deluje,
lahko staro ugasnemo.
• Mikrostoritve so zelo primerne za uporabo orodij za neprekinjeno inte-
gracijo (angl. continuous integration), ki omogocˇajo avtomatsko testi-
ranje, avtomatsko namesˇcˇanje in sˇe mnogo vecˇ.
• Vsako mikrostoritev lahko samostojno skaliramo glede na njeno obre-
menitev in tako po nepotrebnem ne trosˇimo dragocenih sistemskih vi-
rov.
• Cˇe ena mikrostoritev neha delovati ali deluje z napako, vecˇji del apli-
kacije sˇe vedno nemoteno deluje.
• IDE je zaradi manjˇse kolicˇine kode hitrejˇsi, kar pripomore k boljˇsi pro-
duktivnosti razvijalcev.
2.1.2 Slabosti
Cˇeprav se sliˇsi zelo mikavno, razdelitev aplikacij na vecˇ mikrostoritev s seboj
prinese tudi nekaj izzivov, s katerimi se morajo razvijalci in skrbniki sistema
soocˇiti:
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• Vzpostavljanje distribuiranih sistemov je zahtevnejˇse in zahteva bolj
kvalificiran kader. Razvijalci morajo implementirati mehanizem za
zanesljivo in varno komunikacijo med storitvami, tezˇavna je tudi im-
plementacija zahtev, ki obsegajo vecˇ storitev, zato je potrebna dobra
uskladitev razvojnih ekip.
• Testiranje komunikacije med mikrostoritvami je kompleksno.
• Namesˇcˇanje in upravljanje aplikacij je zahtevno.
• Poraba pomnilnika je vecˇja, saj vsaka mikrostoritev tecˇe v svojem pro-
cesu in vsaka za izvajanje potrebuje svoje izvajalno okolje (npr. Java
potrebuje JVM).
2.2 Racˇunalniˇstvo v oblaku
Racˇunalniˇstvo v oblaku nam omogocˇa, da preko spleta na zahtevo upora-
bljamo racˇunske vire (spletne aplikacije, podatkovna skladiˇscˇa, procesorska
mocˇ ipd.), ki jih potrebujemo in jih placˇamo po porabi. Pomaga nam, da se
lahko bolj osredotocˇimo na samo poslovanje podjetja oziroma na razvoj apli-
kacije in ne na vzdrzˇevanje infrastrukture. Tako se pohitri razvoj aplikacije,
veliko lazˇji je tudi zacˇetek poslovanja start-up in manjˇsih podjetij, saj jim
nakup lastnih strezˇnikov ni potreben in lahko tako zacˇnejo delovati z veliko
manjˇsim zacˇetnim vlozˇkom. Ker so podatkovni centri oblacˇnih ponudnikov
razporejeni po celem svetu, nam to omogocˇa lazˇjo sˇiritev podjetja po svetu
in lazˇji vstop v svetovni trg. Omogocˇa tudi skaliranje nasˇih storitev, tako da
bodo hitro delovale, ne glede na sˇtevilo uporabnikov storitve [4, 6, 15].
Razlikujemo tri vrste oblacˇnih sistemov:
• Platforma kot storitev - PaaS (angl. Platform as a Service)
PaaS uporabnikom ponuja programsko platformo brez strosˇkov na-
kupa in kompleksnosti upravljanja podporne strojne in programske
opreme. Omogocˇa, da nasˇo aplikacijo hitreje razvijemo in namestimo,
kar skrajˇsa cˇas, ki ga aplikacija potrebuje, da pride na trg.
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• Infrastruktura kot storitev - IaaS (angl. Infrastructure as a Service)
IaaS uporabnikom ponuja sistemske vire (procesorski cˇas, hramba po-
datkov, omrezˇje ipd.), na katerih lahko namesˇcˇajo in uporabljajo ope-
racijske sisteme in programsko opremo. Tako jim ni treba investirati v
drago strezˇniˇsko opremo, temvecˇ jo uporabljajo na zahtevo, kolikor jo
potrebujejo.
• Programska oprema kot storitev - SaaS (angl. Software as a Service)
SaaS uporabnikom ponuja uporabo aplikacije, ki se izvaja na oddaljenih
strezˇnikih, do katere uporabnik storitve dostopa preko interneta. Po-
datki aplikacije so varno shranjeni v oblaku in aplikacija se avtomatsko
horizontalno skalira glede na kolicˇino njenih uporabnikov.
2.2.1 Metodologija dvanajstih faktorjev
Za izboljˇsanje razvoja spletnih aplikacij (SaaS) se je pojavila metodologija
dvanajstih faktorjev (angl. The Twelve-Factor App), ki predpisuje dobre
prakse za razvoj hitrih, prenosljivih, zanesljivih in robustnih aplikacij ne glede
na programski jezik, v katerem so napisane. Metodologija zajema naslednjih
dvanajst faktorjev, ki jim morajo razvijalci slediti [15, 43]:
• Aplikacija uporablja le en sistem za verzioniranje.
• Odvisnosti aplikacije so eksplicitno navedene in izolirane.
• Aplikacija pridobi konfiguracijo iz okolja in ni hranjena v programski
kodi.
• Podporne storitve aplikacije se uporabljajo kot viri in so tako enostavno
zamenljive.
• Faza gradnje in izvajanje aplikacije sta med seboj strogo locˇeni.
• Aplikacija se izvaja kot en ali vecˇ med seboj neodvisnih procesov, ki ne
hranijo stanja.
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• Aplikacija je dostopna preko omrezˇnih vrat.
• Mozˇnost horizontalnega skaliranja posameznih procesov aplikacije.
• Aplikacija se mora hitro zagnati in ustaviti, kar pripomore k njeni ela-
sticˇnosti.
• Razvojno, testno in produkcijsko okolje aplikacije si morajo biti med
seboj cˇim bolj podobni.
• Dnevniˇski zapisi aplikacije se obravnavajo kot niz dogodkov, ki jih spre-
jema in hrani locˇena storitev.
• Potrebni administratorski procesi aplikacije, ki se izvedejo v produkcij-
skem okolju, morajo biti hranjeni in namesˇcˇeni skupaj z aplikacijo.
Ko nacˇrtujemo aplikacijo kot mikrostoritve, je zelo pomembno, da cˇim
doslednejˇse uposˇtevamo teh dvanajst faktorjev. Lahko se nam kaksˇen najprej
ne zdi tako pomemben, vendar je tudi ta kljucˇnega pomena, ko aplikacija
postane obsezˇnejˇsa.
2.3 Domorodna oblacˇna arhitektura
Z mikrostoritvami je tesno povezana tudi domorodna oblacˇna arhitektura. To
je nacˇin razvoja in poganjanja aplikacij, ki izkoriˇscˇa prednosti racˇunalniˇstva
v oblaku. Fundacija Cloud Native Computing Foundation (CNCF) skrbi za
razvoj standardov in smernic, ki so nujno potrebni za razvoj domorodnih
oblacˇnih aplikacij [7, 15, 18].
Fundacija predlaga:
• uporabo vsebnikov,
• uporabo orodij za neprekinjeno integracijo,
• uporabo orkestracijskih orodij,
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• nacˇin spremljanja in analize delovanja aplikacij,
• nacˇin povezovanja storitev, med drugim odkrivanja (angl. service dis-
covery) in preverjanja vitalnosti (angl. health check) storitev,
• nacˇin izboljˇsanja fleksibilnosti omrezˇja aplikacij,
• nacˇin distribuiranja podatkovnih baz na vecˇ razlicˇnih lokacij,
• uporabo sistemov za sporocˇanje,
• orodja za upravljanje in hranjenje vsebnikov in
• nacˇin zagotavljanja varnosti distribuirane programe opreme.
Po definiciji fundacije so pogoji, da aplikacije sˇtejemo za domorodne
oblacˇne, sledecˇi:
• Aplikacije in procesi se izvajajo znotraj vsebnikov.
• Storitve se dinamicˇno upravljajo in nadzorujejo preko centralnega or-
kestracijskega procesa.
• Mikrostoritve so sestavni del sistema in so med seboj sˇibko sklopljene.
Ker so vsebniki in orkestracija pogoj za domorodne oblacˇne aplikacije, si
poglejmo malo vecˇ o tem.
2.3.1 Vsebniki
Vsebnik je standardizirana enota, ki vsebuje programsko kodo in vse njene
odvisnosti, z namenom da aplikacija hitro in nemoteno tecˇe v razlicˇnih pro-
gramskih okoljih [42]. V operacijskem sistemu Linux so sicer programski
vsebniki uporabljeni zˇe dalj cˇasa, vendar smo komaj z orodjem podjetja
Docker, ustanovljenega v letu 2013, dozˇiveli pravi preporod te tehnologije,
saj so omogocˇali enostavnejˇso in zelo prakticˇno uporabo. Najlazˇje jih bomo
razumeli, cˇe jih primerjamo z navideznimi napravami (angl. virtual machi-






































Slika 2.2: Struktura vsebnikov in navideznih naprav
Navidezne naprave virtualizirajo na nivoju strojne opreme in tako en
strezˇnik razdelijo na vecˇ strezˇnikov. To omogocˇa hipernadzornik (angl.
hypervisor), ki dovoli, da na enem gostitelju hkrati tecˇe vecˇ navideznih na-
prav. Vsaka navidezna naprava vsebuje operacijski sistem, navidezno kopijo
strojne opreme, aplikacijo in potrebne knjizˇnice, kar tipicˇno zasede na dese-
tine gigabajtov in lahko traja precej dolgo, da se zazˇene. Vseeno je to bolj
ekonomicˇno, enostavno in manj cˇasovno potratno kot poganjanje vecˇ fizicˇnih
strezˇnikov, zato je ta tehnologija zˇe vrsto let zelo priljubljena. A za neka-
tere aplikacije so tudi navidezne naprave preokorne, kar je vodilo do razvoja
vsebnikov [23, 40].
Vsebniki, v nasprotju z navideznimi napravami, virtualizirajo na nivoju
operacijskega sistema. Znotraj operacijskega sistema lahko hkrati tecˇe vecˇ
vsebnikov, ki si med seboj delijo jedro operacijskega sistema in tudi nekatere
knjizˇnice. Zaradi tega vsebniki zavzamejo zelo malo prostora, le nekaj deset
megabajtov, in se bliskovito hitro zazˇenejo.
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Docker
Poglejmo si, zakaj so ravno vsebniki Docker postali tako priljubljeni. Zelo
so enostavni za uporabo, saj lahko vsak na svojem racˇunalniku aplikacijo
vstavi v vsebnik in jo potem nespremenjeno poganja v oblacˇnih in drugih
okoljih. Poleg tega so zgradili ogrodje za objavljanje slik vsebnikov, poi-
menovano Docker Hub. Tu lahko shranjujemo svoje vsebnike, ali poberemo
tistega, ki ga za delo potrebujemo. Vsebniki so majhni, se zelo hitro zazˇenejo,
omogocˇajo razdelitev aplikacij na manjˇse dele in poenostavijo njihovo pove-
zovanje. Na primer, v enem vsebniku lahko poganjamo aplikacijo v Javi,
ki se povezuje s podatkovno bazo MySQL v drugem in hkrati z aplikacijo
Node.js v tretjem vsebniku.
2.3.2 Orkestracija
Orkestracija (angl. orchestration) je proces, ki skrbi za samodejno razpore-
janje, koordiniranje in upravljanje racˇunalniˇskih sistemov in aplikacij [13].
Kot smo zˇe ugotovili, so vsebniki odlicˇen nacˇin za povezovanje in poganjanje
mikrostoritev, vendar cˇe zˇelimo namestiti in upravljati zanesljive, skalabilne
in distribuirane aplikacije, tega ne moremo pocˇeti rocˇno, sploh ko sˇtevilo
mikrostoritev zrase. Zagotoviti moramo, da se bo grucˇa vsebnikov varno na-
mestila in da bo vse skupaj pravilno delovalo, da lahko posamezen vsebnik
posodobimo, ne da bi storitev nehala delovati, da v primeru, ko vsebnik pre-
neha delovati, hitro zazˇenemo drugega ter tako ohranimo dostopnost storitve
ipd. Zato nujno potrebujemo sistem, ki bo za te stvari avtomatsko skrbel.
Taksˇen nadzor mikrostoritev nam omogocˇajo orkestracijska orodja.
Kubernetes
V zadnjih letih se je pojavilo veliko taksˇnih orodij, vendar smo se za potrebe
diplomske naloge odlocˇili uporabiti Kubernetes, ker je odprtokoden, omogocˇa
lokalno namestitev in uporabo pri vseh vecˇjih ponudnikih oblacˇnih storitev,
kot so Amazon Web Services, Azure in Google Cloud, in ker je trenutno
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najbolj popularno orkestracijsko orodje [27].
Kubernetes je zazˇivel leta 2014 in je bil sprva razvit s strani Googla, ki
je imel zˇe dolgoletne izkusˇnje s projektoma Borg in Omega, s katerima si
je pomagal pri namesˇcˇanju in skaliranju svojih internih aplikacij (Youtube,
Gmail, Maps ipd.) [16, 25].
Kubernetes poskrbi za odkrivanje storitev in izenacˇevanje obremenitev
(angl. load balancing). Vsebnik lahko izpostavi preko imena DNS ali pa zanj
ustvari svoj IP-naslov. Cˇe se kolicˇina prometa do nekega vsebnika nevarno
povecˇa, bo Kubernetes sam poskrbel za razporeditev prometa po omrezˇju,
prav tako se lahko odlocˇi za repliciranje vsebnika in tako zagotovi stabilno
delovanje sistema. Kubernetes ves cˇas preverja vitalnost vsebnikov in v pri-
meru, da kateri ne deluje, kot bi moral, ga ustavi in zazˇene novega. Na
zahtevo zna tudi posodobiti vsebnike z novo verzijo in se v primeru pro-
blemov zna vrniti v prejˇsnje stanje. Omogocˇa nam tudi uporabo poljubnih
sistemov za shranjevanje podatkov (lokalni diski, oblacˇne storitve) in skrbi
za shranjevanje obcˇutljivih informacij (gesla, certifikati, kljucˇi, zˇetoni). Tako
izboljˇsamo varnost, saj teh nastavitev ne izpostavljamo znotraj aplikacij.





GraalVM je univerzalni navidezni stroj za izvajanje programov, napisanih v
razlicˇnih programskih jezikih. Nastal je pod vodstvom podjetja Oracle in je
prvicˇ priˇsel v produkcijo 8. maja 2019 z verzijo 19.1.0.
GraalVM omogocˇa, da nasˇa programska koda tecˇe hitreje in bolj
ucˇinkovito, odstrani izolacijo med razlicˇnimi programskimi jeziki in jim
omogocˇi medsebojno delovanje in povezovanje. Poleg tega vpelje mozˇnost, da
programske jezike, bazirane na JVM, predcˇasno prevedemo v strojno kodo,
kar pomeni veliko hitrejˇsi zagon in boljˇso ucˇinkovitost aplikacije. Omogocˇa
tudi enostavno vstavljanje programov v druga programska okolja in poleg
tega vsebuje sˇe univerzalno orodje za nadzorovanje, razhrosˇcˇevanje in profi-
liranje vse programske kode, ki v okolju tecˇe [10].
Slika 3.1 prikazuje arhitekturo GraalVM-ja kot odprt ekosistem. Zgornji
del prikazuje, da lahko vsi gostujocˇi jeziki brez problema tecˇejo v skupnem
okolju, med seboj enostavno sodelujejo in si podatke podajajo v skupnem
pomnilniˇskem prostoru. To omogocˇa ogrodje Truﬄe, ki na podlagi abstrak-
tnega sintakticˇnega drevesa jezika samodejno ustvari prevajalnik za gostujocˇi
jezik. Spodnji del slike pa prikazuje, da GraalVM lahko tecˇe samostojno ali




Slika 3.1: Polged na GraalVM od zunaj. Vir: [10]
GraalVM sestavljajo tri vecˇje komponente, ki jih bomo bolj podrobno
predstavili v naslednjih poglavjih:
• Prevajalnik GraalVM, ki izboljˇsa zmogljivost aplikacijam JVM in je
napisan v Javi.
• Ogrodje Truﬄe, ki omogocˇa vecˇjezicˇnost.
• Orodje GraalVM Native Image, ki omogocˇa, da se aplikacije program-
skih jezikov, baziranih na JVM, v celoti predcˇasno prevedejo v domo-
rodno sliko.
3.1 Namestitev in zahteve za delovanje
GraalVM-ja
Osnovna namestitev GraalVM-ja vsebuje JVM, prevajalnik GraalVM, in-
terpreter bitne kode LLVM (za podporo nizˇjenivojskih jezikov, kot sta C
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in C++) in izvajalnik kode za JavaScript s podporo za Node.js. Dodatno
pa je mogocˇe v okolje vkljucˇiti sˇe orodje GraalVM Native image in tolmacˇe
(angl. interpreters) za podporo jezikov R, Ruby ter Python. Trenutno lahko
GraalVM namestimo na 64-bitne Linux in macOS sisteme, na voljo pa sta
osnovna (CE) in poslovna (EE) razlicˇica. Glavna prednost EE razlicˇice je
boljˇsa zmogljivost in mozˇnost uporabe razhrosˇcˇevalnih orodij za aplikacije v
domorodnem nacˇinu.
Osnovni del GraalVM-ja namestimo na enak nacˇin kot JDK, poleg tega pa
ga lahko uporabljamo tudi preko vsebnikov Docker. Ostale (opcijske) kom-
ponente pa lahko namestimo s pomocˇjo namestitvenega orodja GraalVM
Updater, ki je zˇe vgrajen v GraalVM in ga v konzoli uporabljamo z uka-
zom gu. Za prevajanje gostujocˇih programov v domorodne slike morajo biti
namesˇcˇene tudi knjizˇnice glibc-devel, zlib-devel in gcc.
3.2 GraalVM prevajalnik
S prevodom javanskega programa (na primer z uporabo ukaza javac) do-
bimo binarno predstavitev nasˇe izvorne kode - bitno kodo JVM. Ta bitna
koda je enostavnejˇsa in bolj kompaktna, ampak je obicˇajni procesorji v nasˇih
racˇunalnikih ne morejo izvesti. Preden pozˇenemo javanski program, moramo
bitno kodo JVM najprej interpretirati. Ker so tolmacˇi veliko pocˇasnejˇsi kot
izvajanje strojne kode, JVM pozˇene sˇe en prevajalnik. Ta prevede bitno
kodo v strojno, to pa lahko procesor zelo ucˇinkovito izvede. Tukaj locˇimo
dve vrsti prevajalnikov, sprotni prevajalniki (angl. just-in-time compilers),
ki programsko kodo prevajajo sproti, med izvajanjem programa, ter vna-
prejˇsnji prevajalniki (angl. ahead-of-time compilers), ki kodo prevedejo zˇe
pred zagonom.
Poglejmo si sprotne prevajalnike malce bolj podrobno. Oraclova imple-
mentacija JDK je bazirana na odprtokodnem projektu OpenJDK. Ta vsebuje
navidezno napravo HotSpot, ki vsebuje dva splosˇna sprotna prevajalnika: od-
jemalski prevajalnik (angl. client compiler), ki mu pravimo C1, in strezˇniˇski
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prevajalnik (angl. server compiler), ki mu pravimo opto ali C2 [8]. Prvi je
nacˇrtovan tako, da dela hitreje in ustvari manj optimizirano kodo, medtem
ko C2 za prevajanje porabi vecˇ cˇasa, a je zato tudi koncˇna strojna koda hi-
trejˇsa. Prvi je bolj primeren za namizne aplikacije, saj ne zˇelimo dolgo cˇakati
na zagon programa, drugi pa za standardne monolitne strezˇniˇske aplikacije,
saj te navadno tecˇejo dlje cˇasa in nam je cˇas zagona manj pomemben.
Danes Java med obicˇajnim izvajanjem programa uporablja oba sprotna
prevajalnika. Ko se bitna koda JVM zacˇne izvajati, JVM najprej poiˇscˇe po-
gosto klicane metode in jih prevede. Za to uporabi prevajalnik C1. Med
izvajanjem HotSpot sˇe vedno opazuje, kako pogosto se posamezne funkcije
klicˇejo in cˇe se to sˇtevilo povecˇa, bo JVM te metode ponovno prevedel, a
tokrat z uporabno prevajalnika C2. To je privzeti nacˇin delovanja navide-
zne naprave HotSpot in mu pravimo vecˇstopenjsko prevajanje (angl. tiered
compilation).
Osredotocˇimo se na prevajalnik C2, saj je najzahtevnejˇsi od obeh. Spisan
je v posebnem dialektu jezika C++, je zelo optimiziran in ustvari kodo, ki
se v hitrosti lahko primerja s C++. Vendar ima tudi slabosti. V C++ so
mozˇne napake segmentacije, kar lahko privede do zrusˇitve programa. Zelo
tezˇko je bilo tudi vzdrzˇevati in posodabljati izvorno kodo prevajalnika, tako
da s taksˇnim dizajnom na dolgi rok nismo mogli pricˇakovati vecˇjih izboljˇsav.
Uposˇtevajocˇ nasˇteto je nastal nov sprotni prevajalnik GraalVM, ki naj bi
nekocˇ popolnoma nadomestil HotSpot.
GraalVM je visoko zmogljiv sprotni prevajalnik napisan v Javi. Sprejme
bitno kodo JVM in jo prevede v strojno. Pisanje prevajalnika v Javi prinasˇa
kar nekaj kljucˇnih prednosti. Ena izmed njih je varnost - brez zrusˇitev in brez
resnega pusˇcˇanja pomnilnika. Dobra podpora integriranega razvojnega oko-
lja, razhrosˇcˇevalnikov in ostalih uporabnih orodij pa nam bo olajˇsala razvoj
in vzdrzˇevanje prevajalnika. To bo lazˇje tudi zato, ker bodo pri njegovem
razvoju lahko pomagali tudi javanski razvijalci. Precej lazˇje je prevajalnik
razvijati v istem jeziku, kot ga prevajalnik prevaja. Poleg tega bo prevajalnik
lahko izdelal hitrejˇso, sprotno prevedeno verzijo samega sebe.
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Kako pa lahko v JDK vkljucˇimo nov prevajalnik, ki je spisan v Javi? To
je mogocˇe zaradi tehnologije JVMCI (Java-Level JVM Compiler Interface),
ki je bila uradno vkljucˇena v JDK verzije 9. Ta prevajalni vmesnik nam
omogocˇa vkljucˇevanje dodatnih javanskih prevajalnikov, v nasˇem primeru je
to GraalVM [37].
3.3 Vecˇjezicˇnost z ogrodjem Truﬄe
Sˇtevilni programski jeziki so se uveljavili, ker je bil vsak jezik zasnovan za
nek dolocˇen namen in je v tem zelo dober: ali je to za spletne strani, splosˇen
namen, podatkovne vede, za manjˇse naprave itd. Na primer, jezik C++ iz
osemdesetih let je sˇe danes zelo razsˇirjen, znanstveniki pa sˇe vedno upora-
bljajo petnajst let stare Fortranove algoritme [41].
Zaradi raznolikosti programskih jezikov in novih trendov na podrocˇju
racˇunalniˇstva je v industriji pogosto treba presoditi, kateri programski jezik
bi bilo najbolje uporabiti. Nek jezik bi lahko bil idealen za nasˇ problem, a
ga v nasˇem programskem okolju ne moremo uporabiti. Lahko je problem v
dolocˇenem jeziku zˇe resˇen, ampak je jezik za nasˇe potrebe prepocˇasen. Lahko
se zgodi, da dolocˇena knjizˇnica v izbranem jeziku ne obstaja in bi tako morali
program prepisati v drug jezik. GraalVM resˇuje te tezˇave, saj nam omogocˇa
pisanje in enostavno povezovanje aplikacij v razlicˇnih jezikih brez dodatne
cene.
Razvijalci GraalVM-ja so se problema lotili iz samih temeljev jezikov.
Uporabniki lahko za GraalVM podpremo obstojecˇe programske jezike ali
ustvarimo nove. To storimo tako, da v Javi z uporabo ogrodja Truﬄe im-
plementiramo tolmacˇ za nasˇ jezik. Ta deluje na osnovi abstraktnega sin-
takticˇnega drevesa (angl. abstract syntax tree). Truﬄe zna tak tolmacˇ s
tehniko delne ocenitvije (angl. partial evaluation) avtomatsko pretvoriti v
sprotni prevajalnik, ki nato programsko kodo nasˇega jezika prevede v mocˇno
optimizirano strojno kodo [44]. Na ta nacˇin so razvijalci zˇe podprli nekaj
pomembnejˇsih programskih jezikov, kot so JavaScript, Python, Ruby, R, C
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in C++, cilj pa je, da bi se nekocˇ podprlo vse. Arhitektura GraalVM-ja je
































Slika 3.2: Arhitektura GraalVM-ja
Zaradi tega GraalVM prakticˇno ne locˇi med programskimi jeziki, med-
tem ko tecˇejo znotraj njega. To pomeni, da lahko znotraj programa mirno
mesˇamo kodo razlicˇnih programskih jezikov in povezovanje med jeziki ne
prinasˇa nobene dodatne cene. Dodatna prednost je sˇe, da nekateri program-
ski jeziki (npr. Ruby, R in Python) tecˇejo s pomocˇjo GraalVM-ja hitreje, kot
v izvirniku [11, 46].
GraalVM pa ni prvi poskus implementacije okolja za uporabo vecˇ
razlicˇnih programskih jezikov. To delno omogocˇa Microsoft Common Langu-
age Runtime. Poskusˇali so tudi, da bi na JVM-ju lahko tekli drugi programski
jeziki. Vendar je pri jezikih, za katere v osnovi okolje ni bilo nacˇrtovano, pri
vseh takih implementacijah priˇslo do vecˇjih problemov, kot sta nezmozˇnost
podpiranja vse semantike in posebnosti teh jezikov ter slaba zmogljivost apli-
kacije.
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3.3.1 Primer vecˇjezicˇne aplikacije
Da bi prikazali uporabo vecˇjezicˇne aplikacije, smo izdelali krajˇsi program, ki
vsebino vhodne datoteke pretvori v seznam sˇtevil in ga sortira. V osnovi je
napisan v Javi, del programa pa je napisan v Pythonu. Izvorna koda je v
izseku izvorne kode 3.1.
Izsek izvorne kode 3.1: Primer GraalVM vecˇjezicˇne aplikacije
import org.graalvm.polyglot .*;
class Polyglot {






public static void main(String [] args) {
// manjka branje datoteke na podlagi argumentov
ParamClass paramClass = new ParamClass(data ,
delimiter , sortDirection);




Value response = context.eval("python",
// zacetek kode Python
"import polyglot\n" +
"def parseInput(inputString:str , delimiter:str) -> list:\n" +
" array = list()\n" +
" splitted = inputString.split(delimiter)\n" +
" for number in splitted :\n" +
" array.append(int(number))\n" +
" return array\n" +
"javaObject = polyglot.import_value(’javaObject ’)\n" +
"parsedInput = parseInput(javaObject[’fileContent ’],"
"javaObject[’delimiter ’])\n" +
"parsedInput.sort(reverse=not javaObject[’ascOrder ’])\n" +
"parsedInput");
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Program sprejme tri argumente: pot do vhodne datoteke, locˇilo in smer
sortiranja. Program prebere argumente programa in si vsebino vhodne da-
toteke, locˇilo ter smer sortiranja shrani v spremenljivke data, delimiter,
sortDirection. Ta del programa smo zaradi boljˇse preglednosti izpustili. Nato
preko konstruktorja ustvari objekt ParamClass in ga poda delu programa, ki
je spisan v Pythonu. Ta del kode vsebino vhodne datoteke pretvori v seznam
sˇtevil, ga sortira v zahtevani vrstni red in urejen seznam vrne Javi. Java na
koncu urejen seznam sˇe izpiˇse.
Naj sˇe razlozˇimo izvorno kodo programa:
• V program moramo vkljucˇiti API Polyglot:
import org.graalvm.polyglot.*.
• Context priskrbi izvajalno okolje za gostujocˇi jezik [9].
• Po priporocˇilu je inicializiran znotraj try, da zagotovimo, da se bo
Context po uporabi zaprl.
• Z allowAllAccess(true) dovolimo gostujocˇemu jeziku dostopati do jav-
nih spremenljivk ali metod javanskega objekta.
• eval izvede kodo v gostujocˇem jeziku. Prvi parameter je vrsta jezika,
drugi pa koda, ki jo zˇelimo izvesti.
• context.getPolyglotBindings().putMember() prenese javanski objekt v
gostujocˇi jezik.
Java verzije 13 bo po novem omogocˇala pisanje besedilnih blokov, kar bo
zelo olajˇsalo pisanje kode v gostujocˇem jeziku [17]. Tako bo tudi razvijalcem
IDE lazˇje podpreti preverjanje sintakse vecˇ razlicˇnih programskih jezikov v
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eni datoteki. Primer taksˇnega besedilnega bloka je prikazan v izseku izvorne
kode 3.2.
Izsek izvorne kode 3.2: Primer besedilnega bloka v Javi verzije 13
String html = """
<html >
<body >




3.4 Domorodne slike z GraalVM Native
Image
Naslednji sestavni del GraalVM-ja je GraalVM Native Image. Ta omogocˇa,
da se aplikacije programskih jezikov baziranih na JVM z uporabo vna-
prejˇsnjega prevajanja prevedejo v samostojno izvrsˇljivo datoteko, imenovano
tudi domorodna slika [10]. Predcˇasno prevajanje ima pred sprotnim dve ve-
liki prednosti. Ker je izvorna koda zˇe pred zacˇetkom izvajanja prevedena
v strojno kodo, omogocˇa bliskovito hiter zagon aplikacije. Druga prednost
pa je zmanjˇsana poraba pomnilnika, ki ga program potrebuje za delovanje,
prav tako procesorske mocˇi. Razlog za to je, da se koda ne vecˇ optimizira in
prevaja v cˇasu izvajanja ter s tem manj obremenjuje nasˇe komponente [38].
GraalVM Native Image nad kodo najprej izvede staticˇno analizo, da
predcˇasno ugotovi, katere dele kode, zunanjih knjizˇnic in JVM-ja aplika-
cija zares potrebuje, nato pa kodo prevede. Ta postopek prikazuje slika 3.3.
Ustvarjena domorodna slika ne tecˇe na obicˇajnem JVM, ampak nujno po-
trebne elemente, kot so na primer cˇistilec pomnilnika (angl. garbage col-
lector), razvrsˇcˇevalec niti (angl. thread scheduling), upravljalec pomnil-
nika (angl. memory management), dobi iz navidezne naprave, imenovane









Statična analiza Predčasno prevajanje
Slika 3.3: Postopek gradnje domorodnih slik
programa potrebne le sistemske knjizˇnice, ki so zˇe del operacijskega sistema.
3.4.1 Omejitve v domorodnem nacˇinu
Domorodne izvrsˇljive datoteke, ki jih ustvari GraalVM, se veliko hitreje za-
ganjajo in za izvajanje potrebujejo precej manj pomnilnika, a to ni tako
enostavno dosecˇi. Zaradi vnaprejˇsnjega prevajanja in agresivnih optimizacij
moramo nujno zˇe pred prevajanjem poznati vso kodo, ki se bo v programu
uporabljala. Med izvajanjem namrecˇ ne bo mogocˇe nalagati novih razredov.
Poglejmo kaksˇne omejitve v uporabi Jave zaradi tega nastanejo [24].
• Odsevnost (angl. Reflection): Podprto (potrebna konfiguracija)
Odsevnost omogocˇa, da lahko javanska koda med izvajanjem preiskuje
in upravlja svojo lastno kodo (razrede, metode, spremenljivke itd.).
Privzeto je to le delno podprto. Da bo odsevnost delovala, moramo
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vsako njeno uporabo pred prevajanjem registrirati. To storimo tako, da
vse razrede, metode in spremenljivke, do katerih bomo tako dostopali,
nasˇtejemo v datoteko JSON, katero nato podamo prevajalniku s para-
metrom -H:ReflectionConfigurationFiles. Substrate VM med staticˇno
analizo zˇe sam zazna odsevnosti in jih poskusˇa zamenjati s konstanto.
V primeru, da to lahko stori, se bo na tak nacˇin znebil uporabe odsev-
nosti med izvajanjem. Cˇe pa mu to na uspe, bo odsevnost zamenjal z
delcˇkom kode, ki bo med izvedbo programa sprozˇil izjemo. Kjer mu ne
uspe, moramo to rocˇno specificirati v datoteki JSON [33].
• Dinamicˇni namestnik (angl. Dynamic Proxy): Podprto (potrebna kon-
figuracija)
Za uporabo razredov dinamicˇnega namestnika velja enako kot pri od-
sevnosti. Substrate VM bo med staticˇno analizo poskusˇal prepoznati
vso uporabo teh razredov. V primeru, da mu ne uspe, moramo to rocˇno
navesti v konfiguracijsko datoteko in jo predati prevajalniku s parame-
trom
-H:DynamicProxyConfigurationFiles.
• Javanski domorodni vmesnik (angl. Java Native Interface (JNI)):
Vecˇinoma podprto
JNI javanski kodi omogocˇa komuniciranje s strojno kodo. Razrede, me-
tode in spremenljivke, do katerih zˇelimo dostopati preko JNI, moramo
navesti v konfiguracijski datoteki in jo prevajalniku podati s parame-
trom -H:JNIConfigurationFiles. Poleg tega je GraalVM razvil tudi svoj
vmesnik, ki omogocˇa javanski kodi dostopati do podatkovnih struktur
jezika C in je veliko enostavnejˇsi od uporabe JNI.
• Dinamicˇno nalaganje razredov (angl. Dynamic Class Loading): Ni
podprto
Da lahko kodo zˇe pred zagonom programa tako mocˇno optimiziramo,
mora prevajalnik najprej ugotoviti, katere dele kode nasˇ program nujno
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potrebuje. Zato pozˇenemo staticˇno analizo, ki deluje s predpostavko
zaprtega sveta (angl. closed-world assumption). To pomeni, da mora
biti vsa koda, ki se jo bo potrebovalo, razpolozˇljiva zˇe v cˇasu prevajanja.
Zato dinamicˇnega nalaganja razredov ni mogocˇe uporabljati.
Podprta ni tudi uporaba: bitne kode InvokeDynamic, funkcije finalize(),
varnostnega upravitelja (angl. Security Manager) in JVMTI (Java Virtual
Machine Tool Interface), JMX (Java Management Extensions) ter ostalih
domorodnih VM vmesnikov.
Poleg tega moramo vedeti, da je domorodna slika izvrsˇljiva samo v ope-
racijskem sistemu, kjer je nastala. Temu se lahko izognemo tako, da sliko
postavimo v vsebnik.
Dinamicˇnost Jave je v domorodnem nacˇinu precej omejena, zato velika
vecˇina obstojecˇih javanskih aplikacij v domorodnem nacˇinu ne bo kar tako
delovala. Omejitvam se bo potrebno prilagoditi in aplikacije popraviti, cˇe
zˇelimo pridobiti prednosti, ki jih domoroden nacˇin ponuja.
3.4.2 Primer predcˇasnega prevajanja programa v
strojno kodo
Na manjˇsem javanskem programu 3.3, ki presˇteje sˇtevilo besed v izbrani
datoteki (v nasˇem primeru ima datoteka 100 besed), si bomo pogledali, kako
program prevedemo v strojno kodo z uporabo orodja GraalVM Native Image.
Primerjali bomo tudi cˇas, potreben za izvrsˇitev programa med klasicˇnim
JVM in domorodnim nacˇinom.
Program smo prevedli in izvedli na racˇunalniku s procesorjem AMD
Ryzen 5 1600 in 16 GB pomnilnika. Uporabili smo trenutno najnovejˇso
razlicˇico GraalVM-ja - 19.1.1 CE. Najprej smo program prevedli v bitno
kodo z ukazom javac WordsCounter.java. Nato smo z ukazom native-image
WordsCounter bitno kodo prevedli v strojno. Slednje je zˇe pri taksˇnem eno-
stavnem, majhnem programu trajalo precej dolgo in sicer okrog 8 sekund.
Domorodno sliko smo nato pognali kot vsako izvrsˇljivo datoteko v Linuxu:
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./wordscounter. Program se je izvedel v trenutku. Da smo ugotovili tocˇen
cˇas, ki ga je program potreboval za izvedbo, smo pred tem dodali sˇe ukaz
time, torej: time ./wordscounter. Ugotovili smo, da je potreboval le 0,003
sekunde. Program smo pognali sˇe v obicˇajnem nacˇinu JVM: time java Word-
sCounter. Izvedel se v 0,106 sekunde.





public class WordsCounter {
public static void main(String [] args) {
try {
File file = new File("input.txt");
Scanner sc = new Scanner(file);
int wordsNumber = 0;
while (sc.hasNextLine ())
wordsNumber += sc.nextLine ().trim()
.split(" ").length;
System.out.println(wordsNumber);





Ugotovili smo, da je zˇe pri zelo majhnem programu razlika izrazita. V
poglavju 6 bomo lahko opazili, da razlika z velikostjo programa sˇe narasˇcˇa,
ampak hkrati zelo narasˇcˇa tudi cˇas, ki je potreben, da se program prevede.




Zˇe pred prvo uradno izdajo GraalVM-ja je Red Hat zacˇel z razvojem odprto-
kodnega ogrodja Quarkus. Ogrodje cilja na to, da bi s pomocˇjo GraalVM-ja
Java postala primernejˇsa za domorodna oblacˇna in brezstrezˇniˇska (angl. ser-
verless) okolja in tako postala vodilna platforma za razvoj taksˇnih aplikacij.
V taksˇnih okoljih je zelo pomembno, da vsebniki z aplikacijo za delovanje
porabijo cˇim manj pomnilnika, saj z velikostjo pomnilnika raste cena obrato-
vanja aplikacije, in da se cˇim hitreje zazˇenejo. Tako aplikacije bolj ucˇinkovito
horizontalno skaliramo, saj je cena za vsako repliko nizˇja in se v primeru ne-
nadnega povecˇanja zahtevkov na aplikacijo sistem uspe nemudoma odzvati,
ter tako pomagamo, da je aplikacija bolj odzivna, elasticˇna in odporna na
izpade.
Quarkus je zasnovan za delo tako z navidezno napravo HotSpot kot z
GraalVM (JVM ali domoroden nacˇin). Ker se je prilagodil omejitvam, ki jih
zahteva prevajanje Jave v domorodne slike, je s tem pridobil poglavitne pred-
nosti, ki jih domorodne slike ponujajo. Pri Quarkus-u trdijo, da se aplikacije,
narejene z njihovim ogrodjem, veliko hitreje zaganjajo in potrebujejo manj
pomnilnika RSS kot aplikacije, zgrajene s klasicˇnimi javanskimi domorodnimi
oblacˇnimi ogrodji [28]. Razliko prikazuje tabela 4.1.
Prevajalnik GraalVM pri ustvarjanju domorodne slike ne prevede le naj-
nujnejˇsi del kode, ki je potreben za zacˇetek delovanja aplikacije, ampak
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cˇas zagona [s] poraba pomnilnika [MB]
REST REST z JPA REST REST z JPA
Quarkus z GraalVM 0,014 0,55 13 35
Quarkus z OpenJDK 0,75 2,5 74 13
klasicˇna ogrodja 4,3 9,5 140 218
Tabela 4.1: Primerjava cˇasa zagona (skupaj s cˇasom, potrebnim za odgovor
na prvi zahtevek) in porabe pomnilnika RSS
predcˇasno prevede celotno bitno kodo. Za to porabi veliko vecˇ cˇasa in zelo
obremeni sistemske vire. Ker pa domorodne slike zˇe vsebujejo vse potrebno
za delovanje programa, so vsebniki aplikacij manjˇsi, kar sˇe olajˇsa prenoslji-
vost aplikacij. Quarkus zˇe v osnovi ponuja hitrejˇsi cˇas zagona v primerjavi s
tradicionalnimi javanskimi domorodnimi oblacˇnimi ogrodji. Razlog za to je,
da se kar najbolj izogiba uporabi odsevnosti in da se cˇim vecˇ obdelav meta-
podatkov in optimizacij programske kode zgodi zˇe v cˇasu gradnje aplikacije.
V JAR je zapakirana le koda, ki jo program zares potrebuje [32]. Te stvari
tudi pripomorejo k boljˇsi zmogljivosti same aplikacije.
4.1 Uporaba in komponente ogrodja
Da zacˇnemo delo z ogrodjem Quarkus, se nam ni treba naucˇiti veliko novega,
saj je njegov programski model zgrajen okoli zˇe uveljavljenih tehnologij in
standardov. Poleg tega je delo v tem ogrodju enostavno, saj vecˇina stvari
deluje brez ali z zelo malo potrebne konfiguracije. Konfiguracijska datoteka
je ena sama, v njej pa so tako nastavitve za Quarkus kot za vse njegove
razsˇiritve. Precej tudi izboljˇsa produktivnost programiranja, saj v razvoj-
nem nacˇinu (pozˇenemo ga z ukazom mvn compile quarkus:dev) ob spremembi
programske kode in novem zahtevku HTTP Quarkus samodejno zazna spre-
membo ter delujocˇo aplikacijo v trenutku posodobi. To se zgodi veliko hitreje
kot ponoven zagon aplikacije pri obicˇajnih programskih strezˇnikih in tako
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razvijalci ne izgubljamo cˇasa s cˇakanjem na ponovni zagon aplikacije.
Ker pri domorodnih slikah uporaba odsevnosti ni samodejno podprta, je
Quarkus izdelal svoje orodje, ki zazna njeno uporabo in jo registrira. Poleg
tega nam ponuja lastno anotacijo @RegisterForReflection, s katero lahko upo-
rabo rocˇno registriramo. Pri programiranju v domorodnem nacˇinu moramo
biti pazljivi, da so tudi knjizˇnice, ki jih uporabimo, za to pripravljene. Torej
da uposˇtevajo omejitve, ki jih zahteva GraalVM. Quarkus nam ponuja tudi
orodje, ki nam poenostavi pripravljanje knjizˇnic za delovanje v domorodnem
nacˇinu v ogrodju Quarkus. Z njim lahko registriramo uporabo odsevnosti
in dinamicˇnega namestnika ali zahtevamo, da se dolocˇen razred inicializira
komaj med delovanjem programa in ne v cˇasu prevajanja.
Quarkus sledi specifikaciji Eclipse MicroProfile in tako vkljucˇuje naslednje
komponente: MicroProfile Config, MicroProfile Fault Tolerance, MicroPro-
file Health Check, MicroProfile JWT Authentication, MicroProfile Metrics,
MicroProfile OpenAPI, MicroProfile OpenTracing, MicroProfile Rest Client,
CDI, Common Annotations, JAX-RS, JSON-B in JSON-P. Ogrodje upora-
blja SmallRye in RESTEasy implementacije nasˇtetih komponent, implemen-
tirali pa so tudi nekaj svojih. To na primer velja za vstavljanje odvisnosti,
ki je sicer osnovano na specifikaciji Contexts and Dependency Injection for
Java 2.0, vendar trenutno CDI ni v celoti implementiran [30]. Med nekaj
funkcionalnosti, ki niso podprte, sodijo: anotacija @ConversationScoped, de-
koratorji ( Decorators), razsˇiritve CDI-ja (Portable Extensions), nekaj metod
upravljavca zrn BeanManager, specializacija (Specialization) in deskriptor
beans.xml.
Quarkus za delovanje uporablja spletni strezˇnik Undertow. Zaradi po-
treb po zelo odzivnih, naprednih poslovnih aplikacijah in velikega povecˇanja
sˇtevila spletnih uporabnikov Quarkus poleg obicˇajnega imperativnega pod-
pira tudi asinhroni reaktivni nacˇin programiranja, ki lahko precej pripomore
k boljˇsi zmogljivosti. Za to uporablja ogrodje Eclipse Vert.x in nekaj Smal-
lRye implementacij, ki nudijo tudi podporo za Kafko in protokol AMQP
(Advanced Message Queuing Protocol). Ogrodje uporablja JPA implemen-
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tacijo Hibernate in vkljucˇuje gonilnike JDBC ter podporo za podatkovne
baze H2, MariaDB, PostgreSQL, MongoDB, Neo4j in Amazon DynamoDB,
podpira pa tudi Infinispan in Flyway. Za boljˇso varnost aplikacij je na voljo
podpora za Keycloak in WildFly Elytron Security, mozˇno pa je tudi av-
tomatizirano ustvarjanje Kubernetes virov na podlagi anotacij. V ogrodju
lahko poleg Jave uporabljamo tudi programski jezik Kotlin. Za upravljanje
z odvisnostmi in prevajanje kode lahko uporabljamo orodji Maven in Gra-
dle, za testiranje programske kode pa je podprto ogrodje JUnit verzije 4 in
5. Ker lahko v domorodnem nacˇinu pride do tezˇav, ki jih v nacˇinu JVM
ne poznamo, je aplikacijo mogocˇe testirati tudi v domorodnem nacˇinu. To
nam pri Mavenu omogocˇa vticˇnik failsafe-maven-plugin, ki ga nastavimo v
datoteki pom, kar prikazuje izsek izvorne kode 4.1. Navesti moramo pot do
ustvarjene domorodne slike, razredu, ki izvaja teste, pa dodamo anotacijo
@SubstrateTest [29].
Izsek izvorne kode 4.1: Vticˇnik za testiranje programske kode v domorodnem
nacˇinu (del datoteke pom)
<plugin >
<groupId >org.apache.maven.plugins </groupId >
<artifactId >maven -failsafe -plugin </artifactId >


















Ker se domorodna slika lahko izvaja le v operacijskem sistemu, kjer je
nastala, nam Quarkus omogocˇa, da domorodno sliko ustvarimo znotraj vseb-
nika Docker. To lahko naredimo z Maven ukazom mvn package -Pnative
-Dnative-image.docker-build=true. S prvo zastavico Mavenu povemo, naj
uporabi profil native, ki ga nastavimo v datoteki pom, kar prikazuje izsek
izvorne kode 4.2. S taksˇnim profilom mu povemo, naj program predcˇasno
prevede s pomocˇjo orodja GraalVM Native Image (native-image). Z drugo
zastavico pa zahtevamo, da se domorodna slika ustvari znotraj vsebnika Doc-
ker in bo tako aplikacija v vsebnikih delovala ne glede na nasˇ operacijski
sistem.





























Preden lahko domorodno sliko namestimo v orkestracijsko orodje, jo mo-
ramo vstaviti v vsebnik Docker. Da lahko domorodna aplikacija uporablja
kriptografski protokol SSL, moramo vsebniku dodati sˇe knjizˇnico SunEC in
potrebne certifikate ter ustrezno nastaviti javanske spremenljivke. Knjizˇnico
in certifikate najdemo znotraj JRE (Java Runtime Environment) [31]. Pri-
mer datoteke Dockerfile, ki to naredi, je v izseku izvorne kode 4.3.
Izsek izvorne kode 4.3: Primer datoteke Dockerfile z dodano podporo za SSL
za program v domorodnem nacˇinu
FROM quay.io/quarkus/ubi -quarkus -native -image :19.1.1 as nb
RUN mkdir -p /tmp/ssl -libs/lib \






COPY --from=nb /tmp/ssl -libs/ /work/
RUN chmod 775 /work
EXPOSE 8080
CMD ["./ application", "-Dquarkus.http.host =0.0.0.0" , \
"-Djava.library.path=/work/lib", \
"-Djavax.net.ssl.trustStore =/work/cacerts "]
Ker pa domorodne slike zˇe vsebujejo vse, kar potrebujejo za zagon na
izbranem operacijskem sistemu, lahko za osnovo vsebnika uporabimo zelo
okrnjeno razlicˇico Linuxa in na ta nacˇin zmanjˇsamo koncˇno velikost vsebnika.
Slika cescoffier/native-base iz izseka izvorne kode 4.4 vsebuje zelo okrnjeno
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verzijo Linuxa z le nujnimi knjizˇnicami, ki jih domorodne slike GraalVM
potrebujejo za delovanje. Ta zˇe vsebuje tudi knjizˇnice, potrebne za SSL,
tako da nam jih ni treba rocˇno dodajati. Ker domorodna slika za izvajanje
ne potrebuje JVM, velikost osnovne slike vsebnika znasˇa le 17 MB.
Izsek izvorne kode 4.4: Primer datoteke Dockerfile za program v domorodnem








Da bi poskusili izdelati domorodno oblacˇno aplikacijo v domorodnem nacˇinu,
smo si zadali nalogo, da z ogrodjem Quarkus izdelamo aplikacijo, ki bo pred-
stavljala zaledni del enostavne spletne trgovine. Da bi lahko to ogrodje pri-
merjali s kaksˇnim drugim ogrodjem za domorodne oblacˇne aplikacije, smo
enako aplikacijo izdelali tudi v odprtokodnem ogrodju KumuluzEE [22]. To
je bilo prvo ogrodje, ki razvijalcem omogocˇa razvoj mikrostoritev za oblak
na platformi Java Enterprise Edition (Java EE) in se razvija v Sloveniji,
med drugim tudi na nasˇi fakulteti. To ogrodje je prilagojeno za domorodno
oblacˇno okolje, optimizirano za vsebnike Docker in okolje Kubernetes ter se
lahko pohvali z zelo hitrim zagonom aplikacije in zelo majhnim samozado-
stnim izvrsˇljivim JAR-om, s katerim aplikacijo poganjamo.
5.1 Komponente aplikacije
Aplikacija predstavlja zaledni del spletne trgovine in je sestavljena iz sˇtirih
mikrostoritev:





• Email (obvesˇcˇanje kupcev)
Zadnja mikrostoritev ni razdeljena na vecˇ modulov, medtem ko so prve




Modul persistence je povezan s podatkovno bazo PostgreSQL in vsebuje
entitetne razrede, ki jih mikrostoritev uporablja. Za objektno-relacijsko pre-
slikovanje podatkov skrbi JPA. Ta uporablja standard JDBC za povezavo
programa s podatkovno bazo in JTA za delo s transakcijami. V nasˇem pri-
meru uporabljamo JPA implementacijo Hibernate.
Naslednji modul business-logic je jedro vsake mikrostoritve in vsebuje
programsko kodo, ki skrbi za poslovno logiko aplikacije. V njem programsko
upravljamo s podatki v podatkovni bazi in upravljamo s transakcijami. Po
podatkovni bazi iˇscˇemo, vstavljamo nove podatke, jih urejamo ali briˇsemo.
To vse pocˇnemo s pomocˇjo API-ja EntityManager, ki je del JPA. Za kontekst
in vstavljanje odvisnosti med komponentami skrbi CDI. Tukaj smo imple-
mentirali tudi povezavo do drugih mikrostoritev preko platforme Kafka in
z uporabo tehnologije JAX-RS Client ter funkcije za preverjanje vitalnosti
storitve.
Prejˇsnji modul je tesno povezan z modulom api. Ta izpostavi API (v
nasˇem primeru RESTful) oziroma dostopno tocˇko, preko katere lahko ostale
mikrostoritve, uporabniki, ali cˇelni del aplikacije dostopajo in uporabljajo
to mikrostoritev. Komunikacija poteka preko protokola HTTP z uporabo
arhitekturnega stila REST, za kar skrbi komponenta Java EE JAX-RS.
API smo ponekod tudi zavarovali z orodjem Keycloak, zato da lahko do
obcˇutljivih podatkov aplikacije dostopajo le avtorizirani uporabniki. Poleg




Mikrostoritev Catalog predstavlja izdelke, ki se prodajajo v trgovini. Izdelke
lahko pregledujejo tudi neprijavljeni uporabniki, mozˇnost njihovega urejanja,
dodajanja in brisanja pa imajo na voljo le administratorji spletne trgovine.
Kot lahko vidimo v E-R modelu 5.1, vsak izdelek hrani svoj unikatni identi-
fikator (id), ime, opis, ceno, ali je izdelek uporabnikom viden in kategorijo,
v katero spada. Kategorije lahko administrator prav tako ureja, dodaja in
briˇse.
cat egor y
cat egor y_i d uui d
name t ext
par ent _cat egor y_i d uui d
 pr oduct
pr oduct _i d uui d
name t ext
descr i pt i on t ext
pr i ce f l oat
vi si bl e bool ean
cat egor y_i d uui d
Slika 5.1: E-R model mikrostoritve Catalog
5.1.2 Baskets
Mikrostoritev Baskets predstavlja kosˇarice prijavljenih uporabnikov. Vsa-
kemu prijavljenemu uporabniku se vsebina kosˇarice shranjuje v podatkovno
bazo (za kosˇarice neprijavljenih obicˇajno skrbi cˇelni del aplikacije). V po-
datkovni bazi se kosˇarice hranijo v tabeli basket. Vsak izdelek v kosˇarici
dolocˇenega uporabnika se hrani kot svoj zapis v podatkovni bazi, ki vsebuje
svoj id, id uporabnika, id izdelka in kolicˇino izdelka 5.2. Dostopna tocˇka
potrebne uporabnikove informacije dobi preko zˇetona JWT, ki se posˇlje zno-
traj glave (angl. header) zahtevka HTTP, v polju Authorization. V primeru,
ko spletna aplikacija posˇlje strezˇniku zahtevek, naj ji vrne vsebino kosˇarice
uporabnika, mora Baskets najprej preko id izdelka zahtevati informacije o
izdelkih mikrostoritvi Catalog. Razlog za to je, da Baskets v informacijah o
kosˇarici hrani le id izdelka in ne njegovih podrobnosti. To mikrostoritev stori
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z REST klicem JAX-RS Clienta. V primeru, da povezava med mikrostori-
tvama ne bi delovala, bo Baskets zahtevo poskusˇal izvesti sˇe do sˇtirikrat.
Cˇe bo petkrat zapored povezava neuspesˇna, bo strezˇnik vrnil HTTP sta-
tus SERVICE UNAVAILABLE. Do tega lahko pride, cˇe storitev Catalog ne
deluje. Ponovitev klica ob napaki omogocˇa specifikacija MicroProfile Fault
Tolerance. Primer taksˇne uporabe te specifikacije je prikazan v izseku izvorne
kode 5.1.
Izsek izvorne kode 5.1: Izvorna koda API-ja, ki uporabniku vrne njegovo
kosˇarico.












List <BasketIncluded > basket =
basketBean.getBasket(customerIdReq);






} catch (Exception e) {
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Slika 5.2: E-R model mikrostoritve Baskets
5.1.3 Orders
Mikrostoritev Orders predstavlja narocˇila prijavljenih uporabnikov. Tabela
order hrani id kupca, cˇas narocˇila in svoj status 5.3. Ker je v narocˇilu lahko
vecˇ izdelkov, je potrebna dodatna tabela order product. Ta hrani tudi ceno
izdelka, ker se s cˇasom lahko cena izdelka v katalogu izdelkov spremeni, nas
pa zanima, kaksˇna je bila njegova cena v cˇasu narocˇila. Prijavljeni uporabniki
lahko pregledujejo svoja narocˇila in ustvarjajo nove. Administratorji lahko
narocˇila pregledujejo in jih urejajo (potrdijo ali zavrnejo). Ko Orders dobi
zahtevo, naj vrne eno ali vecˇ narocˇil, mora storiti podobno kot pri kosˇaricah
stori Baskets. V primeru, da petkrat zapored ne dobi podrobnosti o izdelkih
narocˇila, narocˇilo vrne brez podrobnosti (samo id izdelka) s HTTP statusom
PARTIAL CONTENT. Ob uspesˇnem novem narocˇilu Orders informacije o
narocˇilu poda Kafki v temo (angl. topic) order-info. Ko je mikrostoritev
Email na voljo, taksˇno sporocˇilo iz teme order-info prebere. Sporocˇila ne
posˇilja preko JAX-RS Clienta, da izboljˇsa zanesljivost prenasˇanja sporocˇil in
zmogljivost storitve. Orders s pomocˇjo specifikacije MicroProfile Health iz-
postavi API, ki preveri, cˇe Kafka poslusˇa na nastavljenih vratih (angl. port).
Tako lahko orodja za orkestracijo vedo, da z mikrostoritvijo nekaj ni v redu
in tako ni pripravljena za sprejemanje narocˇil.
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Slika 5.3: E-R model mikrostoritve Orders
5.1.4 Email
Mikrostoritev Email je namenjena obvesˇcˇanju uporabnikov preko elektron-
skih sporocˇil. Ta dobi navodila, komu naj kaj posˇlje in to stori. Zaenkrat
je mikrostoritev prijavljena na Kafkino temo order-info, preko katere dobi
podatke o narocˇilu in kupcu, ki mu po e-posˇtnem sporocˇilu posˇlje obvestilo o
uspesˇnem narocˇilu s podrobnostmi narocˇila. Lahko bi na primer posˇiljala tudi
obvestila o novostih in akcijah v trgovini, kupce obvesˇcˇala o spremembi sta-
tusa narocˇila (potrjeno, odposlano, dostavljeno), o ponovni razpolozˇljivosti
zˇelenega izdelka ipd. Tudi ta mikrostoritev preko MicroProfile Health iz-
postavi API, da lahko orkestracijska orodja zaznajo, da ne more sprejemati
navodil za posˇiljanje sporocˇil.
5.2 Namestitev v Kubernetesu
Vsako mikrostoritev smo prevedli in ustvarjeni JAR s potrebnimi knjizˇnicami
vstavili v svoj vsebnik Docker. Aplikacijo smo namestili v grucˇo Kuberne-
tes, ki tecˇe lokalno, na nasˇem racˇunalniku. To omogocˇa orodje Minikube,
ki grucˇo vzpostavi znotraj navideznega stroja. Do grucˇe lahko dostopamo
in jo upravljamo z ukazi preko orodja Kubectl ali preko nadzorne plosˇcˇe,
ki nam jo ponuja Kubernetes. Ker bo aplikacija namesˇcˇena znotraj grucˇe
Kubernetes, ne potrebujemo dodatnega sistema za odkrivanje storitev, saj
nam Kubernetes to zˇe sam ponuja. Vsako namestitev mikrostoritve v Ku-
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bernetesu opiˇsemo z datoteko tipa Deployment. V njej lahko navedemo me-
tapodatke namestitve, katere vsebnike zˇelimo poganjati in na katerih vratih
aplikacija tecˇe, koliko replik vsebnikov zˇelimo, da tecˇe, omejitve sistemskih
virov za vsak vsebnik, na kaksˇen nacˇin zˇelimo preverjati vitalnost vsebnika
ipd. Vsebniki tecˇejo znotraj stroka (angl. pod), ki je osnovni gradnik Kuber-
netesa. Kubernetes ves cˇas preverja stanje strokov in skrbi, da ves cˇas tecˇe
zahtevano sˇtevilo replik. V primeru, da zazna, da program znotraj stroka ne
deluje v redu, strok ustavi in zazˇene novega. Zunanje aplikacije ne vedo, do
katerega stroka dostopajo, saj Kubernetes izpostavi storitev kot eno dosto-
pno tocˇko in sam s pomocˇjo izenacˇevalnika obremenitve izbere, kateri strok
se bo odzval na zahtevo. Enake stroke zdruzˇuje in izpostavlja komponenta
storitev (angl. service). Poznamo sˇtiri vrste storitev: ClusterIP, NodePort,
LoadBalancer in ExternalName. Za potrebe te aplikacije smo potrebovali
prvi dve. ClusterIP je privzeta in namestitvi dodeli notranja vrata, preko
katerih je storitev dostopna znotraj grucˇe. Storitev tipa NodePort pa na-
mestitvi dodeli sˇe ena vrata, preko katerih je storitev dostopna tudi izven
grucˇe. Zato posebnega sistema za odkrivanje storitev ne potrebujemo, saj
lahko dolocˇimo, na katerih vratih bo nasˇa mikrostoritev delovala, in tako
dobi svoj staticˇni IP-naslov.
V izseku izvorne kode 5.2 je prikazan opis storitve tipa NodePort (v for-
matu YAML), ki zdruzˇuje vse stroke z oznacˇbo (angl. label) application-
store-orders. Ta notranja vrata 8082, na katerih mikrostoritev tecˇe, preslika
v zunanja vrata 31012, preko katerih lahko do aplikacije dostopamo izven
grucˇe. To je primer opisa storitve za mikrostoritev Orders.
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Na sliki 5.4 lahko vidimo vse potrebne komponente, ki smo jih pri na-
mestitvi v grucˇi Kubernetes uporabili. V imenskem prostoru (angl. name-
space) app-backend so namesˇcˇene vse sˇtiri mikrostoritve Catalog, Baskets,
Orders in Email, v imenskem prostoru database tecˇejo tri podatkovne baze
PostgreSQL, ki jih mikrostoritve uporabljajo, v imenskem prostoru utils pa
so namesˇcˇene sˇe pomozˇne komponente, ki skrbijo za sporocˇanje, avtorizacijo,
zbiranje metrik in njihov prikaz. Na sliki je vkljucˇen tudi cˇelni del aplikacije,
ki bi lahko bil implementiran za delo z mikrostoritvami.
5.2.1 PostgreSQL
Kubernetes je v verziji 1.9, izdani januarja 2018, dodal novo ogrodje State-
fulSet. Ta omogocˇa, da v grucˇi poganjamo tudi aplikacije, ki so odvisne od
stanj (ang. stateful) [21]. Orodje upravlja namestitev in skaliranje izbranih
strokov ter vsakemu zagotovi, da je unikaten. To je v nasprotju s tipom
Deployment, kjer je vsak strok zamenljiv z drugim. Poleg tega Stateful-
Set aplikaciji priskrbi prostor za varno shranjevanje podatkov, kar je nujno
potrebno za podatkovne baze.
Vsaka mikrostoritev lahko direktno dostopa le do svojih podatkov v po-
datkovni bazi, da podpiramo sˇibko sklopljenost mikrostoritev. Podatke druge
storitve lahko pridobi preko API-ja, ki ga storitev izpostavi [34]. Direkten
dostop do podatkov drugih storitev lahko pri relacijskih bazah preprecˇimo
na tri nacˇine, in sicer da ima vsaka storitev:




















Slika 5.4: Shema aplikacije in potrebnih komponent znotraj grucˇe Kubernetes
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• svojo privatno podatkovno shemo (angl. schema), v kateri ima svoje
tabele,
• ali svojo celotno podatkovno bazo.
Prvi dve mozˇnosti sta najbolj enostavni in porabljata najmanj sistemskih
virov. Sami smo se pri aplikaciji odlocˇil za zadnjo, ker lahko tak nacˇin izboljˇsa
zmogljivost mikrostoritev. Vsaka podatkovna baza tako tecˇe znotraj svojega
StatefulSeta, ima svoj lasten prostor za shranjevanje podatkov in svoja lastna
vrata, preko katerih do nje dostopamo.
5.2.2 Keycloak
Za varnost aplikacije skrbi orodje Keycloak. To je odprtokodna resˇitev, ki
skrbi za upravljanje z identitetami in dostopom (angl. identity and access
management) uporabnikov v modernih aplikacijah in storitvah. Je zelo eno-
staven za uporabo, saj nam Keycloak za svoje upravljanje ponuja uporabniˇski
vmesnik, preko katerega lahko vse nastavljamo. Keycloak izpostavlja tudi
API, preko katerega lahko nastavitve programsko upravljamo, ponuja pa
tudi orodje, ki ga lahko prikljucˇimo spletnim aplikacijam in preko katerega
se uporabniki v aplikacijo prijavljajo ali ustvarijo nov racˇun. Uporabnikom
ponuja prijavo tudi preko racˇunov socialnih omrezˇij in omogocˇa dvostopenj-
sko avtorizacijo. Nastavimo lahko tudi, da se uporabniki z enim racˇunom
prijavljajo v vecˇ razlicˇnih aplikacij (istega lastnika).
Izdelana aplikacija uporablja dve vlogi: user za uporabnike trgovine in
admin za administratorje. Keycloak poleg uporabniˇskega imena in gesla
hrani tudi ostale podatke uporabnikov, ki bi jih lahko uporabnik izpolnil ob
registraciji ali v nastavitvah profila v spletni aplikaciji.
5.2.3 Apache Kafka
Apache Kafka je odprtokodna distribuirana platforma za obdelavo tokov
(angl. streams) podatkov. Uporablja se predvsem, kjer se mora med aplika-
cijami in sistemi prenasˇati veliko podatkov v realnem cˇasu in v aplikacijah,
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kjer se mora komponenta odzvati na tok podatkov, ki jih dobi [1]. Omogocˇa,
da storitev lahko objavlja in se narocˇi (angl. publish and subscribe) na to-
kove podatkov, podobno kot pri sporocˇilnih vrstah in sporocˇilnih sistemih.
Tokove obdeluje v realnem cˇasu, z visoko pretocˇnostjo in nizko latenco ter
si zapise shranjuje na nacˇin, odporen na napake. Proizvajalci (angl. produ-
cers) toke podatkov objavljajo v izbrano temo, potrosˇniki (angl. consumers)
pa toke podatkov iz izbrane teme preberejo. Podatke jim dostavi Kafka s
pomocˇjo orodja Apache Zookeeper, ki skrbi za koordinacijo med potrosˇniki
in ga Kafka nujno potrebuje za delovanje.
Kot smo zˇe omenili, v aplikaciji uporabljamo Kafko za komunikacijo med
mikrostoritvijo Orders in Email. Storitev Orders po uspesˇnem narocˇilu po-
datke o narocˇilu in narocˇniku pretvori v niz in ga objavi v temo order-info,
kar prikazuje izsek izvorne kode 5.3. Te podatke na drugi strani dobi stori-
tev Email in kupcu posˇlje potrdilo o uspesˇnem narocˇilu, kar prikazuje izsek
izvorne kode 5.4.
Izsek izvorne kode 5.3: Primer proizvajalca toka podatkov
ObjectMapper mapper = new ObjectMapper ();
String json = mapper.writeValueAsString(orderEmailData);
ProducerRecord <String , String > record = new
ProducerRecord <String , String >("order -info", "key", json);
producer.send(record , (recordMetadata , error) -> {
// manjka obravnavanje izjeme
});
Za delovanje programa v domorodnem nacˇinu smo morali razred
OrderEmailData in vse razrede, ki jih vkljucˇuje, anotirati z anotacijo
@RegisterForReflection, da se objekt uspesˇno serializira. Razlog za to je,
da knjizˇnice JSON za serializacijo tipicˇno uporabljajo odsevnost, GraalVM
pa vse razrede, ki niso direktno uporabljeni, med staticˇno analizo odstrani.
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Izsek izvorne kode 5.4: Primer potrosˇnika toka podatkov
@StreamListener(topics ={"order -info"},config="order -consumer")
public void orderConf(ConsumerRecord <String ,String > record) {




// manjka sestavljanje sporocila
sendEmail(to, subject , body);
}
5.2.4 Prometheus in Grafana
Za boljˇso predstavo o delovanju mikrostoritev in lazˇje spremljanje porabe
sistemskih virov smo v grucˇo Kubernetes namestili tudi orodji Prometheus
in Grafana. Prvo orodje ob dolocˇenih intervalih zbira metrike komponent
znotraj grucˇe, jih prikazuje in nas na zahtevo preko elektronskega sporocˇila ali
s kaksˇnim drugim nacˇinom opozori, cˇe katera metrika presezˇe zˇeleno vrednost.
Grafana pa nam ponuja uporabniku prijazno nadzorno plosˇcˇo, na kateri lahko
na veliko razlicˇnih nacˇinov spremljamo, kaj se v sistemu dogaja. Lahko na
primer spremljamo porabo procesorja, pomnilnika, predpomnilnika in sˇtevilo
ponovnih zagonov za vsak strok, kolicˇino toka podatkov, ki se prenasˇajo prek
Kafke, in sˇe mnogo drugega. Primer pogleda na porabo sistemskih virov
stroka lahko vidimo na sliki 5.5.
5.3 Primerjava izdelave aplikacije med
ogrodjema
Izdelana aplikacija bi lahko sluzˇila kot osnova za spletno trgovino. Z njeno iz-
delavo v ogrodju Quarkus smo pokazali, da je izdelava domorodnih oblacˇnih
aplikacij v domorodnem nacˇinu res mogocˇa. Aplikacijo smo uspesˇno name-
stil v orkestracijsko orodje Kubernetes in bi jo tako lahko namestili tudi pri
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Slika 5.5: Pregled porabe sistemskih virov stroka v orodju Grafana
poljubnem ponudniku oblacˇnih storitev. Pri izdelavi domorodne aplikacije s
Quarkusom nismo imeli vecˇjih tezˇav, predvsem zaradi zelo dobre dokumen-
tacije, ki so jo pripravili. Potrebno je le biti zelo pazljiv, da uporabljamo le
knjizˇnice, ki uposˇtevajo omejitve domorodnega nacˇina GraalVM in da vsak
razred, do katerega dostopamo z odsevnostjo, ustrezno registriramo. Prav
tako smo aplikacijo izdelali v ogrodju KumuluzEE, ki je po nacˇinu progra-
miranja zelo podoben Quarkusu. Obe ogrodji sta prilagojeni za namestitev
aplikacij v oblaku, zato nam tudi namestitev v Kubernetesu ni predstavljala
vecˇjih tezˇav. Gledano iz staliˇscˇa programiranja med ogrodjema skoraj ni raz-
lik, razen da nam pri Quarkusu ni potrebno vsakicˇ rocˇno ponovno zaganjati





Izdelali smo tri verzije aplikacije, podrobno opisane v prejˇsnjem poglavju:
• Quarkus v domorodnem nacˇinu (v nadaljevanju: Native)
• Quarkus na JVM (v nadaljevanju: JVM)
• KumuluzEE na JVM (v nadaljevanju: KumuluzEE)
Vse tri aplikacije imajo enako nalogo, so bile programirane na enak nacˇin,
so sestavljene iz enakih komponent in so bile namesˇcˇene v isto grucˇo Kuber-
netes. Razlika med njimi je le v ogrodju oziroma v nacˇinu izvajanja (domo-
roden ali JVM nacˇin). V naslednjih podpoglavjih bomo med njimi primerjali
cˇas, ki ga potrebujejo za prevajanje in ustvarjanje JAR-a, velikost JAR-a in
vsebnika Docker, hitrost zagona, porabo pomnilnika in ucˇinkovitost oziroma
zmogljivost.
6.1 Cˇas prevajanja in ustvarjanja JAR-a
GraalVM prevajalnik pri ustvarjanju domorodne slike ne prevede le naj-
nujnejˇsi del kode, ki je potreben za zacˇetek delovanja aplikacije, ampak
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predcˇasno prevede celotno bitno kodo. Za to porabi veliko cˇasa in ogromno
sistemskih virov. Za prevedbo izdelane aplikacije je prevajalnik potreboval
dobrih 8 GB pomnilnika (v primeru, da mu ga zmanjka, se prevajanje ustavi
z napako) in zelo obremenil procesorske niti. Taksˇno prevajanje je skupaj z
ustvarjanjem izvrsˇljive datoteke JAR trajalo okoli 23 minut, medtem ko v
obicˇajnem nacˇinu traja le nekaj deset sekund, kar prikazuje graf 6.1. Ven-
dar moramo uposˇtevati, da je aplikacija sestavljena iz sˇtirih mikrostoritev in
da redko potrebujemo namestiti vecˇ mikrostoritev hkrati, saj jih razvijamo
locˇeno, tako da se cˇas skrajˇsa na priblizˇno 8 minut na storitev. Vseeno zna
biti to precej motecˇe pri razvoju aplikacije, sploh cˇe razvijamo na navadnem
racˇunalniku in nimamo na voljo mocˇnejˇsega strezˇnika, ki bi zahtevno delo
hitreje opravil.
Dolg cˇas pomeni, da potrebujemo vecˇ cˇasa, da aplikacijo namestimo ali
jo posodobimo. V primeru, da nam je to zelo pomembno, ker zelo pogosto
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Slika 6.1: Primerjava cˇasa prevajanja in ustvarjanja JAR-a
6.2 Velikost ustvarjenega JAR-a in koncˇnega
vsebnika Docker
Domorodna slika GraalVM znotraj JAR-a vsebuje vse, kar potrebuje za za-
gon aplikacije na operacijskem sistemu, kjer je bila ustvarjena. Ker ne potre-
buje JVM-ja ampak samo nekaj nujnih sistemskih knjizˇnic, je tudi velikost
njenega vsebnika Docker manjˇsa (graf 6.2), saj za osnovo vsebnika uporablja
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velikost JAR-a [MB] velikost Docker vsebnika [MB]
Slika 6.2: Primerjava velikosti JAR-a aplikacije in koncˇnega vsebnika Docker
6.3 Hitrost zagona
Za delovanje domorodnih oblacˇnih aplikacij skrbijo orkestracijska orodja. Ta
na podlagi metrik, ki jih spremljajo, zaganjajo in ustavljajo vsebnike. V pri-
meru, da opazijo povecˇanje obremenitve aplikacije, bo zagnalo nove vsebnike
in horizontalno skaliralo aplikacijo. Da se lahko sistem dovolj hitro odzove,
je hitrost zagona vsebnika z aplikacijo kljucˇnega pomena in tako pripomore
k elasticˇnosti aplikacije [19].
Ker je program v domorodnem nacˇinu GraalVM zˇe pred zagonom v ce-
loti preveden v strojno kodo, mu to omogocˇa izredno hiter zagon. Povprecˇna
hitrost zagona mikrostoritve v domorodnem nacˇinu je bila pri izdelani aplika-
ciji 28 milisekund, kar tudi prikazuje graf 6.3. Tako hiter zagon poleg boljˇse
elasticˇnosti aplikacije omogocˇa tudi skaliranje mikrostoritve na nicˇ instanc,
kar prej z Javo ni bilo mogocˇe. Tako lahko v primeru, ko mikrostoritev zˇe
nekaj cˇasa ni prejela nobenih zahtevkov, vse njene instance ugasnemo in s
tem ne trosˇimo sistemskih virov [14]. Ko pa uporabnik spet zahteva storitev,
se aplikacija nemudoma zazˇene in mu zahtevo postrezˇe.
Kot smo zˇe omenili v poglavju 4, Quarkus zˇe v osnovi ponuja hitrejˇsi
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cˇas zagona kot vecˇina tradicionalnih javanskih domorodnih oblacˇnih ogrodij.
Razlog za to je, da se kar najbolj izogiba uporabi odsevnosti in da se cˇim
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Slika 6.3: Primerjava hitrosti zagona aplikacij
6.4 Poraba pomnilnika
Naslednji pomemben faktor je, koliko pomnilnika mikrostoritev potrebuje za
delovanje. Java je znana po tem, da ima program veliko zacˇetno porabo
pomnilnika. In ko eno monolitno aplikacijo zamenjamo z dvajsetimi mikro-
storitvami, kolicˇina pomnilnika, potrebnega za obratovanje aplikacije, precej
narase. Poleg tega nam v primeru namestitve aplikacije v oblak strosˇke
zaracˇunavajo glede na porabo sistemskih virov. Ker strezˇnikom veliko bolj
primanjkuje pomnilnika kot procesorskih ciklov, nas velika poraba pomnil-
nika v oblaku drago stane. Zato moramo strmeti k optimiziranju porabe
pomnilnika aplikacije in ne toliko obremenitve procesorja [11].
Pomembno je, da javanski aplikaciji na nek nacˇin omejimo, koliko pomnil-
nika za delovanje lahko porabi [5]. JVM se pred Javo verzije 10 samodejno
ne zaveda omejitev, ki jih vsebniku podamo in tako aplikaciji dodeli po-
mnilnik glede na kolicˇino pomnilnika sistema, na katerem vsebnik tecˇe. V
tem primeru lahko poraba pomnilnika aplikacije precej narase, na kar se bo
orkestracijsko orodje odzvalo z ustavitvijo tega vsebnika, saj je vsebnik pre-
koracˇil svoj limit. Aplikaciji se poraba pomnilnika obicˇajno precej povecˇa,
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ko je ta zelo obremenjena. In cˇe orkestrator vsebnik ustavi ravno med vi-
soko obremenitvijo aplikacije, lahko to usodno vpliva na delovanje aplikacije,
saj zagon novih vsebnikov traja nekaj cˇasa. V primeru, da limita vseb-
niku ne nastavimo, pa nas lahko gostovanje take aplikacije v oblaku precej
drago stane, zato se temu izogibamo. Da se lahko Java tudi v verziji 8,
na kateri je baziran GraalVM, zaveda omejitev, so ji dodali poskusno op-
cijo XX:+UseCGroupMemoryLimitForHeap, ki zna prebrati omejitve. Ta
opcija se sicer ni izkazala za najbolj zanesljivo, zato v primeru, da aplikacije
ne moremo nadgraditi na Javo verzije 10, ki zˇe samodejno vkljucˇuje podporo
za vsebnike, priporocˇajo drug nacˇin [2]. To je, da JVM-ju z opcijo -Xmx
rocˇno nastavimo najvecˇjo velikost kopice (angl. heap), ki jo lahko dosezˇe.
JVM za delo uporablja tudi del pomnilnika, ki ni v kopici (angl. non-heap)
in skupaj predstavljata celoten pomnilnik, ki ga aplikacija uporablja (to je,
na kar moramo biti pozorni). Celotnemu pomnilniku, ki ga aplikacija potre-
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Slika 6.4: Primerjava porabe pomnilnika aplikacij
Mikrostoritvam Catalog, Baskets in Email smo kopico omejili na 128 MB,
storitvi Orders pa na 160 MB, ker se je izkazalo, da ob mocˇni obremenitvi
potrebuje vecˇjo. S pomocˇjo orodja Vegeta [39], ki je namenjeno testiranju
zmogljivosti aplikacij preko zahtevkov HTTP, smo nad mikrostoritve, ki so
tekle v grucˇi Kubernetes, poslali veliko kolicˇino zahtevkov in porabo pomnil-
nika spremljali v orodju Grafana, ki vizualizira metrike Prometheus. Kot
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lahko vidimo na grafu 6.4, se je po pricˇakovanjih najbolje odrezal Quarkus v
domorodnem nacˇinu.
6.5 Ucˇinkovitost in zmogljivost
Za ugotavljanje porabe pomnilnika med delovanjem smo aplikacije obremenili
z velikim sˇtevilom zahtevkov (hkrati je tekla in bila testirana le ena verzija
aplikacije). Socˇasno je pet procesorskih niti eno minuto kakor se le da hitro
posˇiljalo pet zahtevkov HTTP: dva zahtevka tipa GET, dva tipa POST in
enega tipa PUT. Od tega tri na mikrostoritev Catalog, enega na Baskets in
enega na Orders. Storitev Email pa je bila zaposlena z obvesˇcˇanjem kupcev
o uspesˇnem narocˇilu preko elektronskih sporocˇil, ker je to od nje zahtevala
storitev Orders. Mikrostoritvi Catalog smo dodali sˇe dostopno tocˇko (na
poti /calculation), ki simulira zahtevnejˇse racˇunske operacije. Ta uporab-
niku vrne vsa prasˇtevila (z uporabo naivnega algoritma), manjˇsa ali enaka
podanemu sˇtevilu. Generiranje zahtevkov HTTP z uporabo orodja Vegeta
smo opravili z ukazom v izseku 6.1. Orodje potrebuje tudi seznam ciljev (do-
stopnih tocˇk). Cilje lahko navedemo v svoji datoteki, kot prikazuje izsek 6.2.
Primer rezultatov testiranja pa lahko vidimo v izseku 6.3.
Izsek izvorne kode 6.1: Generiranje zahtevkov HTTP z uporabo orodja Ve-
geta
vegeta attack -targets=targets -rate=0 -max -workers =5
-duration =60s | vegeta report
Izsek izvorne kode 6.2: Datoteka targets, v kateri navedemo cilje za generi-
ranje zahtevkov HTTP.
GET http ://192.168.39.54:31010/ products /3
Content -Type: application/json
GET http ://192.168.39.54:31010/ calculation /10000
Content -Type: application/json
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POST http ://192.168.39.54:31010/ products/
Content -Type: application/json
Authorization: Bearer eyJhb ...
@body2.json
PUT http ://192.168.39.54:31011/ basket/
Content -Type: application/json
Authorization: Bearer eyJhb ...
@body3.json
POST http ://192.168.39.54:31012/ orders/create
Content -Type: application/json
Authorization: Bearer eyJhb ...
@body4.json
Izsek izvorne kode 6.3: Rezultati testiranja za izdelan program Native
Requests [total , rate , throughput] 28750 , 479.16 ,
479.04
Duration [total , attack , wait] 1m0 .015357813s,
1m0 .000254373s, 15.10344 ms
Latencies [mean , 50, 95, 99, max] 10.43139ms,
5.588475ms, 26.534598ms, 39.194643ms, 167.08523 ms
Bytes In [total , mean] 37627362 , 1308.78
Bytes Out [total , mean] 1311000 , 45.60
Success [ratio] 100.00%
Status Codes [code:count] 200:17250 201:11500
Error Set:
Kot lahko vidimo v tabeli 6.1, se je ob enaki kolicˇini pomnilnika in enaki
kolicˇini procesorske mocˇi najbolje izkazal Quarkus v domorodnem nacˇinu, za
tem Quarkus v nacˇinu JVM in nato KumuluzEE. Prepustnost (angl. throu-
ghput) nam pove, koliko zahtevkov na sekundo lahko aplikacija obdela (vecˇ
je boljˇse), latenca (angl. latency) pa cˇas, ki ga uporabnik cˇaka, da dobi




povprecˇje 50 % 95 % 99 % max
Native 497 10,3 5,6 26,5 39,2 167,1
JVM 309 16,2 8,6 45,9 74,0 224,0
KumuluzEE 184 27,2 8,8 106,0 235,2 694,9
Tabela 6.1: Primerjava zmogljivosti aplikacij pri enakih sistemskih virih
Razlog za taksˇne rezultate je, da na nasˇem racˇunalniku nimamo neo-
mejenih procesorskih virov, tako da so tej rezultati pokazatelj ucˇinkovitosti
programa pri enakih sistemskih virih, ki jih ima na voljo. V primeru, ko
imamo na voljo neomejeno procesorsko mocˇ, so v raziskavi [26], v kateri so
primerjali zmogljivost ogrodja Quarkus, ugotovili, da je Quarkus v nacˇinu
JVM bolj zmogljiv od domorodnega, vendar za to porabi tudi precej vecˇ po-
mnilnika. Raziskavo so zakljucˇili z ugotovitvijo, da se prepustnost aplikacije
z uporabo Quarkusa v domorodnem nacˇinu glede na kolicˇino pomnilnika,
ki ga porabi, v primerjavi s tradicionalnim domorodnim oblacˇnim ogrodjem
Thorntail lahko izboljˇsa za 645 %, v primerjavi s Quarkusom v nacˇinu JVM
















122 16 44841 717456
Quarkus
JVM
414 4 77118 308472
Thorntail 651 3 37082 111246
Tabela 6.2: Rezultati raziskave o zmogljivosti Quarkus ogrodja. Vir: [26]
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Zakljucˇek
GraalVM je v svet prinesel veliko dobrih novosti. Prevajalnik GraalVM,
spisan v Javi, omogocˇa boljˇso zmogljivost programskim jezikom, baziranim
na JVM, kar vodi do nizˇjih strosˇkov, potrebnih za delovanje aplikacije. Od-
strani tudi izolacijo med razlicˇnimi programskimi jeziki in jim tako ponuja
enostavno povezovanje, ne da bi to vplivalo na zmogljivost aplikacije (brez do-
datne cene). GraalVM ne ponuja boljˇse zmogljivosti le programskim jezikom
JVM, ampak tudi jezikom, ki nimajo tako velike podpore industrije. Twitter
je bilo prvo vecˇje podjetje, ki je GraalVM zacˇelo uporabljati v produkciji in je
zˇe pri migraciji majhnega delezˇa mikrostoritev doseglo precejˇsnje prihranke,
ki se bodo sˇe povecˇali, ko bodo migrirali vse [11, 41]. Najpomembnejˇsa no-
vost, ki jo prinasˇa, pa je mozˇnost prevajanja programov JVM v domorodne
slike. S tem lahko dosezˇemo veliko hitrejˇsi cˇas zagona in boljˇso ucˇinkovitost
aplikacije.
Cilj diplomske naloge je bil izdelati aplikacijo v ogrodju Quarkus in preve-
riti, ali je izdelava domorodnih oblacˇnih aplikacij v domorodnem nacˇinu res
mogocˇa in kako se odrezˇe v primerjavi z aplikacijami v nacˇinu JVM. Aplika-
cijo smo uspesˇno izdelali in jo namestili v orkestracijsko orodje Kubernetes,
tako da bi jo tako lahko namestili tudi pri poljubnem ponudniku oblacˇnih
storitev. Najvecˇja prednost domorodnega nacˇina je izredno hiter zagon apli-
kacije. To izboljˇsa elasticˇnost domorodnih oblacˇnih aplikacij zaradi mozˇnosti
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hitrejˇsega skaliranja mikrostoritev. Poleg tega pa to Javi omogocˇa, da se jo
lazˇje uporabi tudi na podrocˇjih, kjer pred tem ni blestela. Oblacˇnim ponu-
dnikom tako ne bomo vecˇ potrebovali placˇevati za gostovanje mikrostoritve,
medtem ko ta ni v uporabi, saj bo orkestrator lahko vse instance mikrostori-
tve popolnoma ugasnil in jo sˇele ob vnovicˇni uporabi hitro ponovno zagnal.
V diplomski nalogi smo realizirali vse zastavljene cilje. Nasˇe ugotovitve so
skladne s tistimi iz raziskav pri Quarkusu in GraalVM-ju, saj smo ugotovili,
da lahko z uporabo domorodnih slik precej izboljˇsamo zmogljivost domoro-
dnih oblacˇnih aplikacij. Tako bomo lahko prihranili tudi zaradi nizˇje porabe
pomnilnika in boljˇse ucˇinkovitosti domorodne aplikacije.
Ogrodje je v cˇasu pisanja sˇe vedno obravnavano kot
”
beta“, vendar bodo
domorodne oblacˇne aplikacije v domorodnem nacˇinu zelo kmalu primerne za
poganjanje v produkcijskih okoljih, saj je ogrodje oblikovano okrog zˇe zelo
uveljavljenih standardov in specifikacij. Verjamemo, da bo GraalVM zelo
vplival na prihodnost Jave in da bomo v prihodnosti vse vecˇ domorodnih
oblacˇnih javanskih aplikacij razvijali v domorodnem nacˇinu. V cˇasu pisanja
diplomskega dela je nekaj ogrodij za izdelavo domorodnih oblacˇnih aplikacij
zˇe omogocˇilo prevajanje aplikacij v domorodne slike. To sta Micronaut in
Helidon, prepricˇani pa smo, da jih bo v prihodnosti sˇe vecˇ.
Za nadaljevanje dela bi lahko prevajanje v domorodne slike realizirali tudi
v ogrodju KumuluzEE. Poleg tega bi lahko nadaljevali razvoj zaledne aplika-
cije za spletno trgovino in ji dodali sˇe uporabniˇski vmesnik ter jo nadgradili
z dodatnimi funkcijami, kot sta filtriranje izdelkov in podpora za spletno
placˇevanje.
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