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Abstract. Bandwidth restrictions are considered on several NP-complete problems, including the 
following: 3SATISFIABILITY, INDEPENDENT SET, VERTEX COVER, HITTING SET, SIMPLE MAX 
CUT, 3-DIMENSIONAL MATCHING, EXACT COVER BY 3 SETS, PARTITION INTO TRIANGLES, 
3-COLORABILITY (even for planar graphs with maximum vertex degree four), DIRECTED AND 
UNDIRECTED HAMILTONIAN CIRCUIT and BANDWIDTH MINIMIZATION. It is shown that 
these problems when restricted to graphs, formulae, sets of triples, etc., of bandwidth f(n) are 
log space hard for the class of problems olvable by polynomial time nondeterministic algorithms 
that use simultaneously at most f(n) space. This class is denoted by NTISP(poly, f(n)). In fact, 
all of these problems restricted to bandwidth f(n),  except for HAMILTONIAN CIRCUIT and 
BANDWIDTH MINIMIZATION, are shown to be log space complete for NTIsp(poly, f(n)). 
Since NTIsp(poly, log n) = NSPACE(Iog n), this means we give several new additional examples 
of NSPACE(1Og n) complete problems. It also means that NP= NSPACE(Iog n ) i f  and only if 
3SAT<~os 3SAT restricted to well-formed formulae with bandwidth log n. 
Since it seems unlikely that all problems in NTisp(poly, f(n)) can be solved in polynomial time 
by deterministic algorithms, even for functions f as small as logt+~n, for e > 0, our results uggest 
that NP-complete problems remain intractable ven when restricted to small bandwidth. The 
problems become asier with diminishing bandwidth, but presumably remain intractable unless 
the bandwidth is restricted to c log2 n, for some c > 0. 
1. Notions of bandwidth 
Let G = (V, E) be a finite undirected (or directed) graph. A one-one function L 
mapping the set of vertices V into the set {1, 2 , . . . ,  ]VI} is a numbering or a 'linear 
layout' of G. G has bandwidth k under L, denoted b(G, L)= k, for some k~>O, if
• k = max{]L(x) - L(y)] I{x, y} is an edge of G}. G has bandwidth k, denoted b(G) = k, 
if k=min{b(G, L)IL is a linear layout of G}. 
* A preliminary version of these results appeared in the Proceedings of the 1981 ACM Theory of 
Computing Symposium. 
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The problem of deciding if a given graph has bandwidth at most k, when the 
graph and the integer k are both input values, is known to be NP-complete [13]; 
in fact, it remains NP-complete ven when the graph is restricted to a tree with no 
vertex of degree larger than three [6]. The related problem of deciding if a graph 
has a layout which makes it have bandwidth at most k, when k is fixed, is known 
to be in the class NSPACE(Iog n) and to be solvable deterministically in O(/1 k) steps 
by a dynamic programming algorithm, where n is the number of vertices in the 
graph [8, 15]. The problem of deciding if a graph has bandwidth at most two can 
be decided in linear time [6]. 
The concept of bandwidth was originally considered in the realm of sparse matrices 
[2, 5]. A matrix A has bandwidth k if all of its nonzero entries are within k of the 
main diagonal. That is, A has bandwidth k if, whenever a~j # 0, l i - j l~  </c The 
bandwidth minimization problem in sparse matrices, i.e., the question for a given 
matrix A whether there exists a permutation matrix P such that PAP T has bandwidth 
at most k, is equivalent by easy transformations to the problem of deciding if a 
graph has bandwidth k under a linear layout [2]. 
We extend here the concept of bandwidth to several other structures. For example, 
a well-formed formula w = C1 C2.. .  Cm in 3 conjunctive normal form has bandwidth 
k, for some k I> 0, if whenever a variable x or its negation appears in clauses Ci and 
C~ the inequality l i - J l  ~ k is satisfied. That is, for any well-formed formula w, let 
G(w) be the graph which has one vertex for each clause in w and an edge connecing 
vertices when they correspond to clauses containing the same variable or its negation. 
G(w)  has bendwidth k (under the linear layout induced by the order of clauses in 
w) if and only if w has bandwidth k (under the numbering iven by the order of 
the clauses). 
There is another natural definition for bandwidth in well-formed formulae. Instead 
of having a linear layout of the clauses one can consider a linear layout of the 
variables. Given such a layout L of the variables, w has this 'type-2-bandwidth' if, 
for all. variables x and y appearing in the same clause, IL(x) - L(y)[ ~ k. 
We note that, if w is in 3 conjunctive normal form and has bandwidth k, then 
there is a natural ayout of the variables o that w has type-2-bandwidth at most 
3k~ Simply define the function f mapping variables to natural numbers by f (x )  = 
min{ilx appears in clause i}. This establishes a partial order on the variables, where 
x <y  if f (x )<f (y) .  Embed this partial order into a total order. The total order is 
an appropriate linear layout g of the variables, where g(x) is the rank of x in the 
total order. We observe that w has type-2-bandwidth 3k under g. Let x and y be 
variables occurring in the same clause, clause i say. Let f (x )= ix and f (y )= i r 
Assume, without loss of generality, that /~ ~ iy <~ i. It follows that I f (x ) - f (y ) [  = 
[ix-iyl<~ lix-i[<~/~ (The last inequality follows from the fact that both clauses i~ 
and i contain the variable x~) As there are at most three variables per clause, it 
follows that Ig(x) - g (y ) [  <~ 3k .  
We also observe that, if w has type-2-bandwidth k and every literal appears in 
at most c clauses, for some c > 0, then there is a natural ayout of the clauses so 
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that w has bandwidth at most ck. Let f be a linear layout of the variables of w so 
that w has type-2-bandwidth k. Simply define the partial order on clauses of w by 
Ci < Cj, if there is a variable x in C~ such that, for all variables y in Cj, f(x) <f(y) .  
Then take the linear layout of the clauses to be any total order this partial order 
can be embedded into. Let x be a variable that is in clauses C~ and Cj. Let 
xi and xj be the variables in C~ and Cj, respectively, with minimum value under f. 
Assume, without loss of generality, that f(x~)<~f(xj). Then, f(xj)-f(x~)<~ 
f(x~) - f (x)  ~< k: (The last inequality follows from the fact that x and xj are both in 
clause Cj .) As each variable appears in at most c clauses, it follows that C~ and Cj 
are at distance at most ck in the total ordering (layout) of clauses. 
In the following, we choose definitions of bandwidth which either correspond to 
layouts of basic objects or the sets they belong to. The choice is made arbitrarily 
for our convenience in the proofs that follow. Let R __q $1 x $2 x $3 be a set of triples 
and k be a positive integer. The set of triples R is said to have bandwidth k under 
a linear layout L, where L is a one-one mapping from $1 u $2 u $3 into {1, 2 , . . . ,  [S~ u 
S2u S3[} if[, for all triples (x, y, z) in R, IL(x)-L(y)[<~k and The 
condition [L(y) - L(z)[ <~ k could also be added, but that is not needed. Finally, let 
S be a finite set and k a positive integer. A collection C of subsets of S has bandwidth 
k under a linear layout L (L:S-,~-1{1,2,..., IS[}) when, for all sets A in the 
collection C, if x and y belong to A, then [L(x) - L(y)l <~ k. (This corresponds to 
type-2-bandwidth defined above.) 
Let P be a property of a structure, such as the property that a graph is 3-colorable, 
the property that a well-formed formula in 3CNF is satisfiable, or the property that 
there is a pairwise disjoint subcollection C' of a collection C of subsets of S such 
that the union of all sets in C' is S. Le t f  be a function on the nonnegative integers. 
We consider the problem of deciding whether the property P is satisfied in structures 
which have bandwidth f(n)  under the layout induced by the input sequence, where 
n is a measurement of the size of the problem. For convenience, we shall denote a 
problem A restricted to structures which have bandwidth f (n)  under the input order 
(layout) by A(f(n)). For example, the problem VEg'rEX COVEg [6] restricted to 
graphs which have bandwidth f(n) under the layout induced by the order of the 
input will be denoted by VERTEX COVEg (f(n)). 
Let T be a log space computable function which maps instances of a problem A 
into instances of a problem B [9]. We say that T is bandwidth preserving if there 
exists a constant c> 0 such that, for any instance x of problem A, T(x) is an instance 
of problem B with bandwidth at most c times the bandwidth of x. (We are, of 
course, assuming that definitions of bandwidth are understood for both problems.) 
Bandwidth preservation is an attribute to be applied to log space reductions. That 
is, we say that a problem P1 is log space reducible to a problem P2 by a bandwidth 
bw preserving reduction, denoted/'1 -~og/'2 if there is a log space computable function 
T that is bandwidth preserving such that, for all instances x of problem P~, x is a 
positive instance of problem P1 if and only if T(x) is a positive instance of problem 
P2. We observe that the relation <~ is transitive. We shall show that 3SAT(f (n)) 
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is log space complete for the class of problems that can be solved in polynomial 
time by nondeterministic algorithms that use at most f(n) worktape space, where 
n is the length of the input. This simultaneous nondeterministic polynomial time 
and f(n) space class is denoted by NTisp(poly, f(n)). Later we show that there is 
a bandwidth preserving log space reduction from 3SAT to VERTEX COVER. It follows 
from the transitivity of bandwidth preserving log space reductions that VERTEX 
COVER(f(n)) is log space hard for the class N'rxsP(poly, f(n)). In fact, we shall 
show in Section 3 that VERTEX COVER and several other problems restricted to 
bandwidth at most f(n) are log space complete for NTIsP(poly, f(n)). 
2. 3SAT(f (n)) is log space complete for N~sP(poly, f(n)) 
In this section we prove the indicated result. Our result is a generalization of the 
fact that 3SAT is (log space) complete for NP [4]. Let M be a nondeterministic 
Turing machine with a two-way read-only input tape and a two-way read-write 
worktape. Let M work in polynomial time and simultaneous f(Ix I) worktape space 
on any input x. We show that for any input string x one can construct in log space 
a well-formed formula w(M, x) with bandwidth bounded by cf(Ix[), for some 
constant c> 0, such that w(M, x) is satisfiable if and only if M accepts x. That is, 
we show that the space bound on M translates into a bandwidth restriction on the 
constructed well-formed formula. 
Rather than giving a single reduction to show that 3SAT(f (n)) is log space hard 
for N'rlse(poly, f(n)) we give a sequence of reductions. It is known that any set in 
the class NP is log space reducible to a set recognized by a nondeterministic Turing 
machine in real-time [1]. By the same technique one can show that any set in 
NTisp(poly, f(n)), for suitably constructible functions f on the natural numbers [9], 
is log space reducible to a set recognized by a nondeterministic Turing machine in 
real time and simultaneous f(n) space. 
A real-time off-line Turing machine is actually an on-line Turing machine. Its 
input head moves left to fight across the input. Ordinarily, there is no restriction 
on the motion of the worktape head of a real-time off-line Turing machine. However, 
in order to simplify our reduction we consider f(n) space bounded real-time off-line 
Turing machines which: (1) begin a computation on a string x of length n with 
f(n) premarked worktape cells, (2) never move their worktape head outside the 
region of the originally marked cells, and (3) move their worktape head in the 
following regular manner: the head moves all the way across the marked worktape 
region from the leftmost marked cell to the rightmost marked cell, moving right at 
each step, then it moves in the reverse direction back to the leftmost marked cell, 
again moving one cell per step, and continuing such 'full sweeps' until finishing. 
Since the positions of the worktape and input heads are independent of the tape's 
contents we call such Turing machines oblivious. Let ObNxtsp(n,f(n)) denote the 
class of all sets recognized by nondeterministic oblivious real-time f(n) space 
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bounded Turing machines. The corresponding deterministic lass is denoted by 
ObDTisP( n, f (  n ) ). 
It is.known that any language in DTIsa(poly, f(n)) is log space reducible to a 
language in ObDTIsP(n, f(n))  [ 17]. (The reduction is an exercise in familiar 'padding' 
and other translational techniques.) By the same technique one can show that any 
set in NTIse(poly, f (n))  is log space reducible to a set in ObNTIsP(n, f(n)).  Therefore, 
by transitivity of log space reductions, to show that every set in NTlsP(poly, f(n))  
is log space reducible to 3SAT(f(n)) it is sufficient o show this for every set in 
ObNTIse(n,f(n)). 
Lemma 2.1. Let f be any suitably constructible function on the natural numbers and 
let L be in NTIse(poly, f(n)). Then, L ~bw 3SAT( cf( n ) ), for some constant c> O. "~ log 
Proof. We show that any set L in ObNTIsP(n,f(n)) is log space reducible to 
3SAT(cf(n)), for some c>0. As mentioned above, this is sufficient. Let M be a 
nondeterministic real-time oblivious f (n)  space bounded Turing machine M which 
recognizes L. Let M have the set of states {cl, c2.. . ,  Cs}, the set of worktape symbols 
{bl, b2, . . . ,  b,} and the transition function 8. Furthermore, we shall assume that cl 
is the initial state, cs is the only accepting state, b2 is the blank symbol, and a 
computation by M on a string of length n begins with the string blbf(")-2bl on its 
worktape and the worktape head on the leftmost occurrence of b~ in this string. 
Let x = a~a2.., an be an input string of length n. We construct a well-formed 
formula w(M, x). The construction is basically the same as that given by Cook [4]; 
we need, however, to pay attention to bandwidth. 
The variables of w(M,x)  are those in the set {C[i,j, k]]l<~i<~f(n), l~j<~ t, 
0 <- k <~ n} u {S[i, k][ 1 <. i <- s, 0 <- k <~f(n)}. We intend C[i,j, k] to be true if and 
only if the contents of the ith worktape cell after step k is the symbol bj and we 
intend S[ i, k] to be true if and only if M is in state ci after step k. 
Let O(x l , . . . ,  x,) denote the well-formed formula (Xl v x2 v. • • v Xr)l-li,,j (Xi V YCj), 
which is true if and only if exactly one of the variables x~, x2 , . . . ,  Xr is true. 
Define the following clauses in the wff w(M, x): 
(1) For all i, k, B,k = O( C[ i, 1, k], C[ i, 2, k], . . . , C[ i, t, k]) and B = II~kBik. ( B is 
true if and only if each work tape cell contains exactly one symbol after each step 
of the computation.) 
(2) For all k, Ck=ff~(S[1, k], S[2, k],.. . ,¢S[s, k]) and C =IIkC k, (C is true if 
and only if in each step of the computation M is in precisely one state.) 
(3) For all/,j, k, Dok=((C[i, j ,  k]^ C[i,j, k+ 1])v(C[i , j ,  k]A C[i,j, k+ 1])) and 
D = lIj.k 1-I,, h(k)Oij k' where h (k )  denotes the position or cell number of the worktape 
scanned by the head of Mat  step k. Note that h(k) is easily computed as M is 
oblivious. (D is true if and only if the only symbol that may change during each 
step of the computation is the one scanned by the worktape head.) 
(4) For all i,j, k E~k=C[h(k), j ,  k]v S[/, k]]v(C[h(k), m, k+ 1] ^  Sip, k+ 1])v 
(C[h(k),  q, k+ l) ^ S[r, k+ l]), where 8(c,  a~, b~)= {(%, b,,,,At), (c,, bq, A2)}. That 
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is, the Turing machine M in state ci scanning ak on the input tape and the symbol 
bj on the worktape can either (1) enter state cp, print the symbol bin, and then move 
the worktape head A~{-1 ,  1} cells to the right, or (2) enter state c,, print the 
symbol b~, and then move the worktape head A2e {-1, 1} cells to the right. (Note 
that, as M is oblivious, A~ = A2 and h(k) is easily computed. Also, we assume, 
without loss of generality, that there are exactly two choices in each of M's 
transitions.) Let E = ni, j,k Eijk" (E is true if and only if the truth values of variables 
are consistent with the rules given in the transition function of M.) 
(5) F = S[1, 0] A C[1, 1, 0] A C[f(n), 1, 0] ^  I]~<,</~,) C[i, 2, 0]. (F  is true if the 
variables are consistent with the initial configuration of M on an input of length n.) 
(6) G = S(s, n). (G is true if M enters its accepting state after n steps.) 
Let w(M, x) be the wff B A C ^ D A E A F ^ G. It follows that w(M, x) is satisfiable 
if and only if M accepts x. The proof has been given in [4]; we do not state it here. 
The given wff w(M, x) is not in 3CNF. However, w(M, x) is the conjunction of 
components of bounded length so it can easily be converted within the reduction 
process to an equivalent wff in 3CNF. We shall use the same notation, namely 
w(M, x), to denote the resulting 3CNF expression. 
To conclude the proof we show that the clauses of w(M, x) can be ordered so 
that the entire wff has bandwidth at most cf(]xl), for some fixed constant c> 0. For 
each k (1 ~< k ~< Ixl), let Vk denote the set { S[ m, k], C[ i, j, k]l 1 <~ m ~< s, 1 ~< i ~< f(Ixl), 
1 ~<j <~ t}, i.e. all variables corresponding to step number k. We lay out the clauses 
so that any clause containing a variable from Vk receives a smaller number than 
any clause containing only variables in [._J,>k V,. For each k there are at most d~f(Ix I)
clauses in Vk, where d~ is a constant depending only on M and not on the input. 
Furthermore, every single clause in w(M, x) contains only variables from Vk and 
Vk+l, for some k> 0. Consequently, if a literal occurs in two clauses C~ and Cj, 
then [i-jl<  df(Ixl), for some d >0.  That is, w(M, x) has bandwidth at most df(Ix I) 
under the indicated order of clauses. It is straightforward to verify that a log space 
Turing machine, when presented with the input x, can output he clauses of w(M, x) 
in the desired order. Thus, every set L in NTIsP(poly, f (n))  is log space reducible 
to 3SAT(df(n)), for some constant d > 0. [] 
We note that the constant d can be eliminated. That is, 3SAT(df(n)) is log space 
reducible to 3SAT(f  (n)), for any constant d > 0, i f f  satisfies the property that (Vd) 
(3c) [df(n) ~<f(nC)]. The reduction simply uses a 'padding argument'. It transforms 
a w i t  w = C~C:... Cn into a wff w' consisting of the wff w followed by n c - n 'dummy 
clauses'. That is, w' is satisfiable if and only if w is satisfiable and, because the 
added clauses do not have common variables, w' has the same bandwidth as w, i.e., 
at most df(n) <~f(nC). Since N = n ~ is the number of clauses in the wff w', it follows 
that w' has bandwidth f (N) .  So, 3SAT(df(n)) is log space reducible to 3SAT(f (n)). 
Lemma 2.2. For any suitably constructible function f such that f(n)~>log n, 
3SAT(f(n)) is in NTmP(poly, f(n)). 
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Proof. Let w = C1C2... C,, be a well-formed formula in 3CNF with bandwidth 
f(m). We shall say that a variable x is active in clause Ci if (1) there is a clause Cj 
with j <~i such that either x or £ occurs in Cj, and (2) there is a clause Ck with 
k ~ i such that either x or £ occurs in Ck. It is straightforward to show that, since 
the well-formed formula w has bandwidth f (m) ,  not more than 3f(m) variables can 
be active in any clause of w. A nondeterministic algorithm is constructed to decide 
if w is satisfiable. It scans the input w from left to right and guesses a truth value 
for each new variable encountered. The algorithm stores the selected truth values 
of the active variables on the worktape. They are written in the order of their first 
appearance in the input. When a variable is no longer active, its truth value is 
discarded. As truth values are discarded, stored truth values to the right are shifted 
over to fill in available spaces. 
If necessary, the algorithm can determine the value selected for an active variable 
by determining if that variable is the kth currently active variable and then looking 
up the kth truth value stored on the worktape. Each time this computation eeds 
to be done, it requires only scanning the given well-formed formula and counting 
the number of variables that are active in the given clause and which appear before 
the given variable in the input. This can be done within log n space and, consequently, 
within polynomial time. 
At any clause, the algorithm determines the recorded truth values of literals in 
the clause. If at least one literal is true, the algorithm proceeds to the next clause. 
If no literal in the clause is true, then the algorithm stops without accepting. So, 
the algorithm will read the entire input and accept if and only if the well-formed 
formula is satisfiable. The algorithm also checks that the well-formed formula has 
bandwidth bounded by f (m).  This is straightforward. The algorithm simply checks 
that two clauses containing a positive or negative occurrence of the same variable 
have at most f (m) -  1 clauses between them. The constructibility condition follows 
from the fact that to check the bandwidth f (m)  must be computed within f (m)  
space. [] 
The next theorem directly follows from the preceding lemmas. 
Theorem 2.3. For any suitably constructible function f such that f(n)>-logn, 
3SAT(f  (n)) is log space complete for NTIsp(poly, f (n)) .  
3. Bandwidth constraints on NP-complete problems 
We have shown that 3SAT restricted to well-formed formulae with bandwidth 
f(n) is log space complete for the class N~sp(poly, f(n)).  Consequently, 3SAT 
restricted to well-formed formulae with bandwidth f(n) is in P if and only if 
NTIse(poly, f (n ) )  is contained in P. Since the containment of N~sl,(poly, f (n))  in 
P seems doubtful for functions f that grow more rapidly than a logarithm, this 
suggests that 3SAT is intractable ven for formulae with small bandwidth. Further- 
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more, it shows that 3SAT(log n) is NSPACE(1Og n) complete. So, 3SAT(log n) is 
equivalent to the GRAPH ACCESSIBILITY PROBLEM [14] and is in DSPACE(Iog n) if 
and only if NSPACE(1Og n) = DSPACE(Iog n). As NSPACE(1Og n) is a subset of P, it 
follows also that 3SAT restricted to wffs with bandwidth log n is in the class P. 
It is well known that 3SAT is equivalent to several other combinatorial problems 
under polynomial time (or log space) reductions [6]. We look in this section at 
several NP-complete problems and investigate whether equivalence continues under 
bandwidth restrictions. 
We consider first the VERTEX COVER problem with bandwidth constraints. As 
indicated earlier, VERTEXT COVER( f  (n ) )  denotes the problem of determining, when 
presented with a graph G = ( V, E), a linear layout L of G, and a positive integer 
k, whether (1) G has bandwith at most f(I VI) under L, and (2) there is a subset V' 
of at most k vertices from V such that, for every edge {x, y} in E, at least one of x 
and y belongs to V'. 
bw VERTEX COVER. Lemma 3.1. 3SAT <~og 
Proof. (The reduction is the same as that described in [7, p. 54]. We only add a 
layout for bandwidth considerations.) Let w = C1 C2... Cm be a well-formed formula 
in 3CNF with the set of variables {x~, x2, . . . ,  xn}. Construct he undirected graph 
G=(V,  E), where (1) V={ai, bi, cill <~i~m}u{xj,~jll <~j<~n}, and (2) E= EIu 
E2u E3, where El = {{ai, bi}, {ai, ci}, {b, ci}[1 <~i<~m}, E2= {{xj, ~j}l 1 <~j~n}, and 
E3={{p,a~},{q,b~},{r,c~}ll<~i<~m and C~=(pvqvr)}. It is known that w is 
satisfiable if and only if G has a vertex cover of size k = 2m + n. An example of this 
transformation is shown in Fig. 1. 
Let V~ be the set {a~, b~, ci}, for all i (1 <~ i ~< m). Consider the layout L such that, 
for all i (1 <~ i~ < m), all vertices in V~ are assigned smaller integers than those in 
V~+~. In addition, if a positive or negative occurrence of a variable x occurs for the 
first time in clause C,  then L assigns the vertices x and ~ to an integer between 
those assigned to V~ and those assigned to V~+~. Let the well-formed formula w 
have bandwidth b, for some b I> 1. It follows that the constructed graph G has 
bandwidth at most 9b+9 under the layout L, since each clause Ci of w has been 
replaced by a 'block' of at most nine vertices in G, namely, the three vertices a ,  b~, 
c~ and at most six other vertices corresponding to the three literals appearing in the 
Fig. 1. The graph G constructed from w = (x v y v z)(~ v y v z)(~ v ~ v z)(~ v y v ~). w is in 3SAT if and 
only if G has a vertex cover of size 11. 
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ith clause. The only edges in G that connect vertices in different blocks are those 
in the set E3. So, if a variable x occurs for the first time in clause Ci and again later 
in clause Cj, then both x and ~ are placed in the 'block' corresponding to clause 
C~ but are connected by an edge to a vertex in the 'block' corresponding to clause 
Cj. Since w has bandwidth at most b and there are at most nine vertices in any 
block, such an edge connects vertices at most 9b+9 apart. In other words, G has 
bandwidth at most 9b+9 under the layout L. [] 
Lemma 3.2. VERTEX COVER(f(n)) is in NTise(poly, f(n)) .  
Proof. We construct an algorithm that is basically the same as that given for 
3SAT(f(n)) in Lemma 2.2. Let G = (V, E) be a finite undirected graph and let L 
be a one-to-one function mapping V into {1, 2 , . . . ,  [V[} such that G has bandwidth 
at most f(I VI) under L We say that the vertex x is 'active at the ith cut', where i 
is an integer (1 <~ i <~ IV[), if either (a) L(x) <~ i and x is connected by an edge to a 
vertex y with L(y) > i, or (b) L(x) >>- i and x is connected by an edge to a vertex y 
with L(y) < i. It follows, since G has bandwidth at most f(] V[) under the layout L, 
that there can be at most 2f(I VI)+ 1 active vertices at any cut. 
The algorithm works by deciding nondeterministically whether a vertex x is to 
be placed into a vertex cover or not. The decisions are made sequentially in the 
order the nodes appear in the layout. The algorithm stores a binary vector on its 
worktape whose length is equal to the number of currently active vertices. The order 
of the active vertices in this vector is determined by their order in the layout L. The 
ith entry in this vector is 1 if and only if the ith vertex, of those currently active, 
has been chosen to be in the vertex cover. 
Given such a binary vector, denoting the currently chosen active vertices, the 
algorithm checks, for all i (1 <~ i ~< [VI), to see if all edges incident o the ith vertex 
are incident o a chosen vertex. If not, the algorithm stops and does not accept. If 
so, the algorithm goes on to consider the (i + 1)st vertex after updating, if necessary, 
the vector indicating the active vertices. Given an active vertex, the algorithm can 
locate its position in the vector by seeing how many active vertices occur before it 
in the layout. 
The algorithm stops and accepts the input if it reaches the last vertex successfully. 
Since there are never more than 2f( I VI)+ 1 active vertices, the algorithm uses at 
most f(I V[) space. The algorithm also needs to verify that the input is in the right 
form, including verifying that the graph has bandwidth bounded by f(] V[) under 
the layout implicit in the input. For verifying that the bandwidth is bounded by 
f([ V[) one needs to compute the function f and to do this within f(I V[) space. This 
requires a constructibility condition on the function f. [] 
Theorem 3.3. VERTEX COVER(f (n)) is log space complete for NTISe(poly, f(n)),  for 
all suitably constructible functions f such that f (  n) >>- log n. 
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The theorem directly follows from Lemmas 3.1 and 3.2. Consider next the 
INDEPENDENT SET problem, which asks, for an arbitrary graph G and positive 
integer k, if there is a set I of at least k vertices uch that no two vertices in ! are 
connected by an edge. It is well known (see, for example, [7]) that a set C is a 
vertex cover of a graph G = (V, E) if and only if the set of vertices not in C forms 
an independent set. Consequently, G has a vertex cover of size k if and only 
if G has an independent set of size [Vl-k. It follows that VERTEX 
_< bw INDEPENDENT SET, consequently, INDEPENDENT SET(f(n )) is log space COVER -~ log  
hard for NTIsP(poly, f(n)). In fact, by an algorithm similar to that described in 
Lemma 3.2 one can see that INDEPENDENT SET(f(n)) is in the class 
NTISP(poly, f(n)). 
Thus, we have the following result. 
Corollary 3.4. INDEPENDENT SET(f (n)) is log space complete for NTISP(poly, f (n))  
for all suitably constructible functions f such that f(  n ) >t log n. 
Consider now the CLIQUE problem, which asks, for a given graph G and positive 
integer k, whether there is a set C of at least k vertices uch that all vertices in C 
are connected by an edge. It is well known that a set I of vertices in a graph G 
forms an independent set if and only if I forms a clique in the complement graph 
t~. That is, G has an independent set of size k if and only if 0 has a clique of size 
k. Unfortunately, the transformation from G to its complement t~ is not bandwidth 
preserving. , 
-< bW CLIQUE. We note that So, we cannot say that INDEPENDENT SET--~log 
CLIQUE(f(n)) is in the class DSPACE(f(n)). Given a graph G with bandwidth f (n)  
and an integer k, one can deterministically determine if there is a clique of size k 
using no more than f(n) worktape space. For, if there is a clique of k vertices, then 
k cannot be larger than the graph's bandwidth. So, in a graph of bandwidth f (n)  
it is sufficient to look at each collection o f f (n )  consecutive vertices to see if there 
is a clique. An algorithm can enumerate all possible subsets of vertices with in a 
block of f (n )  consecutive vertices and determine if one forms a clique. 
It follows that, if CLIQUE(f (n)) were log space hard for NTIsP(poly, f(n)) ,  then 
NTISP(poly, f (n ) )  would be a subset of DSPACE(f(n)), for all suitably constructible 
functions f for which DSPACE(f(n)) is closed under log space reductions. In 
• .~  bw particular, since NSPACE(1Og n)= NTISP(poly, log n), if INDEPENDENT SET "~log 
CLIQUE, then it would follow that NSPACE(Iog n) is identical to DSPACE(Iog n). 
This in turn is known to imply NSPACE(S(n))= DSPACE(S(n)), for all functions S 
such that S(n)>I log n. Since such an equality seems unlikely, we believe no band, 
width preserving log space reduction exists from INDEPENDENT SET (or any other 
problem known to be complete for NTIsP(poly, f (n))  under a bandwidth f(n) 
constraint) to CLIQUE. 
We observe that reductions accomplished by restriction, local replacement, or 
component design, which are general techniques described in [7], are bandwidth 
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preserving. For example, the problem Hn'rlNC SET was shown in [10] to be 
NP-complete using the fact that a restriction of it is the problem VERTEX COVER. 
It follows that HI'rrING SET is log space hard for NTise(poly, f(n)) under a 
bandwidth f(n) constraint. It is also easily seen, using techniques we have already 
described, that HITTING SET(f(n)) is in NTisv(poly, f(n)). So, HITTING SET is log 
space complete for NTIsP(poly, f (n))  under a bandwidth f (n)  constraint. 
Another NP-complete problem of considerable interest in practice and utility (for 
example, in forming reductions to other problems) is 3-DIMENSIONAL MATCHING. 
That is, given a set M of triples from R x S x T, where R, S, and T are disjoint sets 
with k elements each, for some k > 0, one is asked to determine if there is a subset 
M' of M consisting of k triples such that no two triples in M' agree in any coordinate. 
We show that 3-DIMENSIONAL MATCHING(f(n)) is log space hard for 
NTIsp(poly, f(n))  in the following lemma. 
Lemma 3.5. 3SAT _<bw 3=DIMENSIONA L MATCHING. log 
Proof. (The reduction is similar to the one shown in [7]. We make modifications 
for bandwidth considerations.) Let w = C~C2... C,, be a well-formed formula in 
3CNF with variables xl,x2,. . . ,x, , .  Construct an instance of 3-DIMENSIONAL 
MATCHING where: 
(1) W={x~,£~lx, or ~i occurs in clause Cj}, 
(2) X={aJ, lx, or ~ occurs in clause Cj}w{cj, ej, gjll<~j<~m}, 
(3) Y = { b~lx~ or g~ occurs in clause Cj} w { dj, fj, hk [ 1 <~ j ~< m }, 
and the set M consisting of the following triples: 
(x,':, a,', b,') 
-J aN~Cri(j), (x,, b,':) 
(x~, ej,fj) 
for all /,j such that xi or gi occurs in Cj, 
(g{, ej,fj) 
(xJi, gj, hj) 
(g~, gj, hj) 
(x~, cj, dj) if xi occurs in Cj, 
(xl, cj, dj) if ~, occurs in Cj, 
where NEXT,(j) denotes the index of the next clause after clause Cj that contains 
a positive or negative occurrence of the variable xi, if such a clause exists, and it 
denotes the index of the first clause containing a positive or negative occurrence of 
the variable x~, if Cj is the last such clause. It can be shown (see, for example, [7, 
pp. 50-53]) that there exists a subset M' of M which forms a matching if and only 
if w is satisfiable. An example of the reduction is shown in Fig. 2. 
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c, dl c2 d 2 % d3 
Fig. 2. Construction of triples M from w = (x v y v z)(~ v y v z)(~ v )~ v $). w is in 3SAT if and only if 
M has a matching. 
To conclude we describe a layout L such that the set M has bandwidth at most 
a constant c times the bandwidth of w. For this purpose, consider the set /'/s = 
{xS~, ~,  at, bS~, cj, dj, ej,fj, gj, hjIxi or :~i occurs in clause Cs}. Choose a layout L that 
satisfies the property that, for all j  (1 <~j < m), all elements of ~ are assigned smaller 
integers than those in Hs+l. There are eighteen elements in/'/s for eachj (1 ~<j ~< m). 
The only triples in M that involve elements in/-/s and Hk for some j # k, are those 
of the form (x~, aN ~'(~), b{'). The difference between the integers j and k = NEXTi(j) 
is bounded by the bandwidth of w, since x~ or :~ must occur in both clauses C s and 
in Ck. So, the difference between the integers assigned to ~ and aN ~'(J) cannot be 
larger than 18k+18, where k is the bandwidth of w. It follows that 
3SAT~bW 3-D IMENSIONAL MATCHING.  [ ]  "~" log 
Observe that 3-DIMENSIONAL MATCHING( f  (n ) )  is also in NTISP(poly, f(n)). 
Construct an algorithm using the same basic nondeterministic strategy previously 
described. The input to the algorithm is a set of triples M. M, in fact, can be assumed 
to consist of triples of integers, since the layout gives an integer for each element. 
The algorithm considers elements in the order given by the layout. For element 1 
the algorithm guesses a triple in M that includes it. It records the fact that the other 
two numbers in this triple, say i and j, have been chosen by setting the ith and jth 
bits of a vector stored in its worktape to one. Since the set of triples M has bandwidth 
f(n),  the length of this bit vector is bounded by f(n). As each successive lement 
is encountered, the algorithm checks to see if it has already occurred in a triple. If 
it has, the algorithm moves on. If it has not, the algorithm guesses atriple containing 
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the new element and verifies that the other two elements in the triple have not been 
chosen previously. If so, the algorithm proceeds. Otherwise, the algorithm stops 
without accepting. When a number can no longer occur due to bandwidth constraints, 
the binary vector is shifted to eliminate it. This algorithm shows that 3-DIMENSIONAL 
MATCHING(f( n )) is in NTISP(poly, f (n)) .  
Thus, we have shown the following theorem. 
Theorem 3.6. For any suitably constructible function f such that f(n)>t log n, 
3-DIMENSIONAL MATCHING(f (n)) is log space complete for NTIsP(poly, f (n)) .  
The next result concerns the problem EXACT COVER BY 3 SETS, which is to 
determine, given a collection of three element subsets of a set S, whether there is 
a subcollection of pairwise disjoint subsets whose union is all of S. 
Corollary 3.7. For any suitably constructible function f such that f(  n ) >1 log n, EXACT 
COVER BY 3 SETS(f (n)) is log space complete for NTIsP(poly, f(n)) .  
The corollary follows from the observation by Garey and Johnson [7, p. 53] that 
" . . .  every instance of 3-DIMENSIONAL MATCHING can be viewed as an instance of 
EXACT COVER BY 3 SETS, simply by regarding it as an unordered subset of W u X u 
Y, and the matchings for the 3-DIMENSIONAL MATCHING instance will be in 
one-to-one correspondence with the exact covers for the EXACT COVER BY 3 
SETS...". We also note that the algorithm described above for 3-DIMENSIONAL 
MATCHING(f (n)) suffices to show that EXACT COVER BY 3 SETS with a bandwidth 
f (n )  constraint is in NTISP(poly, f (n)) .  
We also consider the problem PARTITION INTO TRIANGLES, which is to determine 
given a finite undirected graph with 3m vertices, for some m > 0, whether there is 
a partition of the vertices into m disjoint sets with each set inducing a triangle. 
Consider again the reduction from 3SAT to 3-DIMENSIONAL MATCHING that was 
described in the proof of Lemma 3.5. One can construct a graph GM instead of the 
set of triples M which has the set of vertices W u X u Y and has an edge connecting 
vertices  and t if and only if s and t are part of the same triple of M. This graph 
GM has the property that the partitions of the vertices of GM into triangles are in 
one-to-one correspondence with the matchings of M. Furthermore, the algorithm 
given after Lemma 3.5 for the 3-DIMENSIONAL MATCHING problem suffices to show 
that PARTITION INTO TRIANGLES, restricted to graphs with bandwidth f(n),  is in 
NTisP(poly, f (n) ) .  Thus, we have the following result. 
Corollary 3.8. For any suitably constructible function f such that f(n) >I log n, PARTI- 
TION INTO TRIANGLES(f(n)) is log space complete for NTIse(poly, f (n)) .  
We note that the problem PARTITION INTO PATHS OF LENGTH 2 [7] can be 
substituted for PARTITION INTO TRIANGLES in the above corollary. A reduction 
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from 3-DIMENSIONAL MATCHING described in [11] is easily seen to be bandwidth 
preserving by techniques we have already described. Furthermore, it can be shown 
that the problem is in NTIsP(poly, f (n))  under a bandwidth f (n)  constraint using 
the same technique we described above for the 3-DIMENSIONAL MATCHING problem. 
Consider next the GRAPH 3-COLORABILITY problem, which is to decide for a 
finite undirected graph G, whether the vertices can be colored with three distinct 
colors so adjacent vertices are not given the same color. We note that Chung, 
bw Evangelist and Sudborough [3] have shown that 3SAT --~ log NOT-ALL-EQUAL 3SAT, 
where NOT-ALL-EQUAL 3SAT is the problem of deciding if a given well-formed 
formula in 3CNF has an assignment that makes each clause have at least one true 
and at least one false literal. (Schaefer [16] earlier showed NOT-ALL-EQUAL 3SAT 
to be NP-complete.) It follows that NOT-ALL-EQUAL 3SAT, restricted to a well- 
formed formula with bandwidth f (n) ,  is log space complete for NTisP(poly, f(n)). 
Next, we modify a reduction of Yannakakis [18] from NOT-ALL-EQUAL 3SAT to 
GRAPH 3-COLORABILITY to make it bandwidth preserving. In our reduction, each 
clause and each occurrence of a variable is replaced by a triangle. For every 
occurrence of a variable xi (negated or not) in a clause C~ the graph contains a 
i - i  and i triangle of vertices x j, x j, dj. The d-vertices of all such triangles are forced to 
have the same color. Thus, the other two vertices in such triangles must be given 
the remaining two colors, say black and white. The idea is that black represents 
'true' and white represents 'false'. The vertices in such triangles are connected 
together to ensure that a coloration is consistent with a truth assignment. In addition, 
a vertex xl (or -i x j), which corresponds to an occurrence of x~ (or its negation) in 
clause Cj, is connected to a unique vertex in the triangle corresponding to clause 
C~. So, triangles corresponding to clauses can be colored with three colors if and 
only if the corresponding clauses have at least one true and at least one false literal. 
More formally, given a wff w = C1C:...  Cm in 3CNF, construct a graph G(w)= 
(V, E), where 
V={aj, b~, cj, dj, ej,fj I 1 <~j<-m}u{xi,~ilx, is active in clause Cj} 
and 
E = {{aj, bj}, {aj, cj}, {bj, cj}[1 <~j<~m} 
u {{aj, f} ,  {bj, q'}, {cj, rJ}[ Cj = v qv r)} 
u {{x~, £~}, {x~, 4}, {:r~, 4}lx~ is active in clause Cj} 
"{{4,  ej}, {dj, fj}, {ej,fj}[ 1 <~j<~m} 
u {{ej, dj+l}, {fj, dj+l} [1 <~ i < m} 
u {{~, x~+l}lx~ is active in both clauses Cj and Cj+I}. 
An example of this reduction is shown in Fig. 3. Let G(w) be the graph constructed 
by the above procedure. For all j (1 <~j~< m), let Vj denote the set of vertices 
{a i, bj, cj, x~, ~Ji, dj, e~,fjlx~ is active in clause Cj}. Let w have bandwidth b. Then 
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Fig. 3. The graph G(w)  eonstrticted from w = (x v y v z)(~ v y v z)(~ v )7 v z)(~ v y v z). 
there are at most 3b active variables in any clause of w. Consequently, there are at 
most 6b+6 vertices in V~, for any j (l<~j<~m). Observe that all of the edges in 
G(w) connect vertices in the same component Vj or in successive components Vj 
and Vj+~. Lay out G(w) in the order of these components. This gives bandwidth 
no larger than 12b+ 12. That is, lay out G(w) so that, for all j (1 <~j< m), all the 
vertices in Vj receive smaller integers than in the set Vj+~. It follows that the 
transformation from w to G(w) is bandwidth preserving. 
An algorithm similar to that we described for 3SAT(f(n)) suffices to show that 
GRAPH 3-COLO~BILITV restricted to graphs with bandwidth f(n) is in 
N'nsP(poly, f(n)).  Thus we have shown the following theorem. 
Theorem 3.9. For all suitably constructible functions f such that f(n) >t log n, GRAPH 
3-COLO~BILITY is log space complete for NTme(poly, f(n)). 
Observe that each vertex in G(w), except he d-vertices, has degree at most 4. 
The d-vertices have at most 6f (n)+ 4 incident edges, where f(n) is the bandwidth 
of w. Also, there is a planar layout of G(w) with at most cf(n) edge crossings in 
each component V~, for some c> 0. Such a planar layout is illustrated in Fig. 3, 
where there are at most seven edge crossings per component. There are known local 
replacements, for example, 'crossovers' and 'vertex expanders' described in [7, pp. 
89], which can be inserted to reduce the maximum vertex degree to four and to 
eliminate edge crossings without changing the property of 3-colorability. Adding 
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these crossovers and vertex expanders will not expand the size of any component 
V~ by more than a constant factor. Consequently, there is a log space bandwidth 
preserving reduction from 3SAT to planar 3-colorability even restricted to graphs 
with maximum degree four. 
Corollary 3.10. For all suitably constructible functions f such that f (  n ) >- log n, PLANAR 
GRAPH 3-COLORABILITY restricted to graphs with maximum vertex degree four is log 
space complete for NTIsP(poly, f(n)).  
We consider next the SIMPLE MAX CUT problem, which is to determine for a 
given finite undirected graph and positive integer k if there is a partition of G's 
vertices into two sets, say V1 and V2, such that at least k edges have one endpoint 
in I/1 and one endpoint in V2. 
Theorem 3.11. For any suitably constructible function f such that f (  n ) >>- log n, SIMPLE 
MAX CuT(f(n)) is log space complete for NTIsP(poly, f (n)) .  
Proof. First we show that NOT-ALL-EQUAL 3SAT _<bw "~log SIMPLE MAX CUT. A reduc- 
tion given earlier by Yannakakis [18] is shown to be bandwidth preserving under 
a suitable layout. Let w = Ct (72... Cm be an arbitrary well-formed formula in 3CNF 
involving the variables xl~ x2, . . . ,  xn. The graph G = (V, E) is constructed, with 
V = {x~ [literal x, occurs in  clause Cj} u {~ [literal xi occurs in clause Cj} u 
{xi,£i]l <<.i~n} and E is {{xi,£,}[1 <<-i<~n}u{{x,x~}lliteral x, occurs in clause 
Cj} u {{~i, £~}[£~ occurs in clause Cj} • {{p J, qJ}[ p and q are literals that occur in 
clause Cj}. Let k=5m+n.  It follows that (G, k) is a positive instance of SIMPLE 
MAX CUT if and only if w is in NOT-ALL-EQUAL 3SAT. 
We now show that the reduction can be made bandwidth preserving. Consider 
the set of vertices Vj, for a l l j  (1 ~<j ~< m), given by {x~lx, occurs in clause Cj} w {x~ [xi 
occurs in clause Cj} u {x~, ~i[xi occurs in clause Cj but in no earlier clause}. There 
are at most nine vertices in the set Vj, for any j. Let L be a layout of G such that 
all of the vertices in Vj receive smaller numbers than any of the vertices in Vj+I for 
all j. Note that there is an edge in G connecting vertices in V~ and Vj only if there 
is a variable in common in clauses C~ and Cj. Consequently, the bandwidth of G 
Fig. 4. The graph G constructed from w = (x v y v z)(~ v y v z)(~ v ~ v z). w is in NOT-ALL-EQUAL 3SAT 
if and only if (G, 18) is in SIMPLE MAX CUT. 
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under such a layout L must be at most 9k+9, where k is the bandwidth of the 
well-formed formula w. Thus, the reduction is bandwidth preserving. 
We note that SIMPLE MAX CUT restricted to graphs with bandwidth f (n)  is in 
the class NTISp(poly, f(n)). A nondeterministic algorithm to solve the SIMPLE MAX 
CUT problem within the appropriate amount of space can be constructed using the 
same techniques we have given earlier. The details are left to the reader. [] 
We consider next the BANDWIDTH MINIMIZATION problem, which was defined 
in the introduction. Our bandwidth preserving reduction is from 3SAT to BAND- 
WIDTH MINIMIZATION. 
bw BANDWIDTH MINIMIZATION. Lemma 3.12. 3SAT <~tog 
ProoL (The construction is similar to that described by Papadimitriou [13]; changes 
are made for simplification and bandwidth preservation.) Let w = C~C2... Cm be 
a well-formed formula in 3CNF with bandwidth d. As noted in the proof of Lemma 
2.2, there can be at most 3d active variables in any clause. 
We construct a graph G(w) which has two components for each clause of w and 
two additional components, called the left end and fight end components. We show 
that G(w) has bandwidth 15d - 1 if and only if w is satisfiable. Furthermore, G(w) 
always has bandwidth at most 15d so the transformation from w to G(w) is 
bandwidth preserving. 
For any k, n > 0, let B~ denote the graph with the vertices x~, x2, . . . ,  x, and an 
edge connecting xi with xj if and only if [i - J l  <~ k. That is, B~ is the maximum edge. 
graph with n vertices and bandwidth k. The graph B 6 is shown in Fig. 5. 
We note that the graph B~, when n > 2k, can be laid out with bandwidth k only 
by a layout hat either assigns the vertices integers in the order x~, x2, . . . ,  xn or the 
order x , , . . . ,  x2, xl. Furthermore, the vertices of B~ must be assigned to consecutive 
integers in any bandwidth k layout. The end components of G(w) are copies of 
D30d the graph ~'tsd-t- Let the vertices of the left end component, L, be denoted by 
At,... ,A3od and the vertices of the right end component, R, be denoted by 
r l  , • . . ,  r3Od. 
We construct a component K,  for each i (1~ < i<~2m). The components K2~-~ 
and K2~ correspond to the ith clause of w. Each component K~ consists of 12d 
vertices divided into three logical units: 
(1) sets A~ and Bi, each with 3d vertices, 
Fig. 5. The graph B~. 
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(2) a set Ci, with 6d vertices, corresponding to the maximum number of variables 
active in the ith clause of w and their negations. 
The nodes in C~, for all i (1 <~i<~ m), are those in the set {x j, ~jlxj is active in 
the ith clause of w} w {cj[1 ~<j <~p}, where p is the smallest positive integer k such 
that k plus the number of active literals in the ith clause is equal to 6d. 
i i i i The nodes in A~ and B~ are denoted by a l , . . . ,  a3d and b l , . . . ,  b3d, respectively. 
These vertices are for the purpose of separation. Placing a vertex xj (~j) to the left 
of B~ denotes assigning the corresponding literal xj (~j) the value false. Placing the 
same vertex to the right of Bi denotes assigning the corresponding literal true. 
For convenience, let Ko denote the set of vertices A~Sd+~,..., A3od in the left end 
component and K2m+l denote the set of vertices r l , . . . ,  rl2d in the right end 
component. Furthermore, let Ao denote the vertices A~Sd+i,..., A2~d, let Bo denote 
the vertices A24d+l, - - . ,  A27d, let A2,,,+~ denote the vertices r~, . . . ,  r3d, and let B2,,+~ 
denote the vertices r rd+l , . . . ,  rgd. 
The vertices are connected to each other as follows (the end components also 
have the edges already described): 
(1) For all i (0~ < i<~2m), all vertices in Ai+l are connected to all vertices in K~. 
(2) For all i (0<~ i<~2m), all vertices in Bi÷~ are connected to all vertices in B~. 
(3) For all i (1 ~< i <~ 2m), each vertex in K~ is connected'to all other vertices in K~. 
(4) For all i (1~ <i<~2m) and all j such that the literal xj is active in the 
corresponding clauses, xj is connected to xj +1 and ~ is connected to ~+1. 
(5) For all i (1 <~ i ~< m), let the ith clause of w be (xa v Xb V Xc). Then there are 
edges connecting (a) b 2i-2 and b3d_ 12i to xa2i-1 and x~-2~-I, (b) b 2i-2 and b3d_ 22i to x 2'-1 
and ~2i-1, and (c) b 2i-2 and b3d_ 2i to xc2i-1 and X c---2i-1. 
(6) For all i (1 <~ i <~ m), let the ith clause of w be (x~ + Xb + Xc). Then there are 
K2 i+ l  2 i  " 2 i  edges connecting ,,3d-2 to Xo, X 2', and xc. 
The edges in (1)-(3) are for the purpose of ensuring that in any bandwidth 15d - 1 
layout of G(w) the components must be in the following order (or its reversal): the 
left end component, he components K~ (1 ~< i ~< 2m) in the order indicated by their 
indices, and finally the right end component. Furthermore, these edges ensure that 
in any bandwidth 15d-  1 layout the vertices in K~, for all i, are arranged in the 
following order: the 3d vertices of A~, 3d vertices from C~, the 3d vertices of B~, 
and finally the remaining 3d vertices of C~. 
For instance, one can show by induction on i that the rightmost vertex of A~ is 
at distanceat most 3d+12( i -1 )d  from (the rightmost vertex of) the left end 
component L. For instance, the rightmost vertex of AI must be at distance 3d from 
L, since there is an edge connecting all vertices in A~ to the leftmost vertex in Ko, 
namely ;tlSd+l, by (1) above. For the inductive step, assume that the rightmost vertex 
of A~ is at distance 3d + 12(i - 1)d from L. Consequently, the leftmost vertex of Ai 
must be at distance at most 12(i - 1)d + 1 from L, since there are 3d vertices in A~. 
As indicated in (1) above, there are edges connecting all vertices in A~ to all vertices 
in Ai÷~. So, in any bandwidth 15d - 1 layout of G(w)  the rightmost vertex of A~+I 
must be at distance 12(i - 1)d + 1 + 15d - 1 = 3d + 12id from L. By similar analysis 
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one can show that the leftmost vertex of A~ is at distance 12(m- i+ l )d  from (the 
leftmost vertex) of R. Since all 24md vertices from the components K~ (1 <~ i ~< 2m) 
must be placed between L and R in any bandwidth 15d-  1 layout of G(w), it 
follows that the vertices of A~, for all i, must be assigned consecutive positions at 
distances 12( / -  1)d + 1 to 3d + 12( i -  1)d from L. 
Similarly, using edges described in (2), one can show that B~ must be placed in 
any bandwidth 15 d - 1 layout in consecutive positions at distances 6d + 12(i - 1) d + 1 
to 9d + 12(i - 1)d from L. From these observations, and the edges described in (3), 
it follows that the components K~, 1 ~< i ~ 2m, must be placed in the order of their 
indices and that within each such component the vertices are laid out in the following 
order: Ai, 3d vertices from Ci, B~, followed by the remaining 3d vertices in Ci. 
Let w be a satisfiable well-formed formula and f be a truth assignment that makes 
w true. We obtain a 15d-1  bandwith layout of G(w) by placing the individual 
components in the order L, K1, K2 , . . . ,  K2,,, R, arranging the vertices inside each 
component K~ in the order A~, a block of 3d vertices from C~, Bi, followed by the 
remaining 3d vertices from C~, with the vertices in the components L, R, and A~, 
B~, for all i (1 <~ i <~ 2m) in the order indicated by their indices. A sketch of the basic 
layout is shown in Fig. 6. 
F 7 F 7 
F C2 m q 
Fig. 6. An arrangement of the components of G(w) for bandwidth 15d - 1. 
For all i (1 <~ i ~ 2m), the vertices in Ci which correspond to variables which are 
active in the ith clause are placed either to the right or to the left of Bi according 
to whether the corresponding literals are true or false, respectively, under the 
assignment f, for all i (l<~i<~2m). Furthermore, the vertices within Ci can be 
arranged so that no edge is stretched further than 15d - 1, for all i (1 <~ i ~< 2m). For 
each i (1 ~< i<~ m) the vertices corresponding to false literals appearing in the ith 
clause are placed just before the vertices in B2~. Since there are never more than 
two false literals per clause under the assignment f, the edges described in (6) are 
not too long. Furthermore, the vertices x~"  and ~-~ corresponding to a variable 
xj occurring in the ith clause are placed according to their order of occurrence in 
the ith clause at positions close to B2~-1. So, none of the edges in (5) are too long. 
This is illustrated in Fig. 7. 
Finally, since the vertices in successive components are placed according to the 
truth value of the corresponding variables, the edges described in (4) are not too 
long. That is, vertices xj and xj +1 are always placed on the same side of their 
respective separation components Bi and Bi+l ,  since their position is determined 
by the truth assignment of the corresponding variable xj. The reader should note 
that it is possible to permute freely the order of the vertices within the false and 
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2i 
f 
b3 2i2 -2i-1 2i x b Xb 2i1 b3d.2 
b42i-2 Xc 2i-1 -2i-1 2i X c b3d-3 
Fig. 7. Placement of vertices corresponding to literals in the ith clause (x~ v xb v xc) to ensure valid truth 
assignment. 
true sides of each component Ci without making any of the edges described in (4) 
have length greater than 15d - 1. That is, an edge connecting the first vertex in Ci 
placed to the left of Bi with the last vertex before Bi+l has length 15d - 1. 
On the other hand, let L be a layout of G(w) with bandwidth 15d-  1. The left 
and right end components, L and R, must be placed by this layout at the ends. 
Otherwise, G(w)  cannot have bandwidth 15d-  1, since no edge can stretch over 
an entire end component and, as we have observed, the vertices of L and R must 
be given consecutive positions in any 15d-  1 bandwidth layout. Without loss of 
generality, we shall assume that L is placed at the left end and R is placed at the 
right end. As we have already observed any bandwidth 15d - 1 layout of G(w)  must 
have the basic form shown in Fig. 6. That is, each set of vertices B~ divides the 
vertices in Ci into two equal size sets of 3d vertices: those to the left of Bi, denoted 
by F~, and those to the right of B~, denoted by T~. 
Let f be the truth assignment that maps xj to true if and only if there exists an 
integer i such that x~- is in the set of vertices T~. Note that, because of the edges 
connecting x~. to x~ +1 and gj- to g~+l, for all i such that x~ is active in the ith clause, 
one cannot have, for any i, x~ occurring in F~ and x~ +1 occurring in T~+~. If so, an 
edge in (4) would be too long. Furthermore, one cannot have, for any i, j, x~ and 
g~. both occurring in T~, because of edges in (4) and (6). Consequently, it follows 
that f is a valid truth assignment. 
We observe that this truth assignment f satisfies the well-formed formula w. For, 
if in any clause (xa v Xb V Xc), say the ith clause, all three of the literals x,,, Xb, and 
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i i i xc were false, then the corresponding vertices xo, xb, Xc would all be in F~. This, 
however, would make one of the edges in (5) too long. 
So, w is satisfiable if and only if G(w) has bandwidth 15d - 1. We see that G(w) 
can always be laid out with bandwidth 15d. Let f be the truth assignment that 
assigns each variable the value true. (This assignment, of course, need not satisfy 
w.) One arranges the vertices of G(w) as described earlier for the case when f did 
satisfy w. Earlier, we saw that G(w) had bandwidth 15d-  1. However, now G(w) 
may have bandwidth 15d, since there may be three false literals in a clause. All 
other edges have length at most 15d-  1. Since we can easily output G(w) in this 
order with bandwidth 15d, the reduction is bandwidth preserving. That is, 
bw 3SAT -~tog BANDWIDTH MINIMIZATION. [] 
It follows that the BANDWIDTH MINIMIZATION problem restricted to graphs with 
bandwidth f (n)  is log space hard for NTIsp(poly, f(n)).  So, for example, if the 
BANDWIDTH MINIMIZATION problem restricted to graphs with bandwidth log n 
were possible to solve deterministically in log n space, then NSPACE(Iog n)= 
DSPACE(Iog n). Unfortunately, we are unable to show that the problem is in 
NTISP(poly, f(n)).  It has been shown [8] that determining ifa graph G has bandwidth 
k, for each fixed k, is in the class NSPACE(Iog n). The basic idea is to guess a layout 
using the nondeterminism of the automaton, building the layout up a vertex at a 
time. The automaton can verify that the layout chosen has bandwidth k by storing 
the last k vertices in each partial layout created. 
The same algorithm suffices to show that BANDWIDTH MINIMIZATION restricted 
to graphs with bandwidth f(n) under the layout given by the order of the input is 
in the class NTIsP(poly, f (n)  x log n). If a graph G is laid out with bandwidth f(n)  
and one asks whether there is a layout with bandwidth k, then the answer is obvious 
when k i> f(n).  So, storing k vertices in the worktape requires at most f(n) x log n 
space. 
Theorem 3.13. BANDWIDTH MINIMIZATION(f(n)) iS log space hard for 
NTIsP(poly, f (  n ) ) and is in the class NTIsP(poly, f (n) x log n ), for all suitably con- 
structible functions f such that f( n ) >- log n. 
We consider next the DIRECTED HAMILTONIAN CIRCUIT problem, which is to 
decide for a given finite undirected graph G whether there is a path passing through 
each vertex of G once and returning to the starting vertex. 
Lemma 3.14. 3SAT -< bw DIRECTED HAMILTONIAN CIRCUIT. "~" log 
Proof. (The reduction is similar to one given by Machtey and Young [12, pp. 
244-247].) Let w = C1C2... Cm be a well-formed formula in 3CNF. There is an 
induced total ordering on the vertices, Which we described in Section 1 as part of 
our discussion of 'type-2-bandwidth'. Using this total order, let the next variable 
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after x refer to the next variable after x under this ordering, if one exists, and let 
it be the first variable, if x is last. For each clause Ci = (x+y+ z) we create a 
component Hi shown in Fig. 8. The component shown in Fig. 8 has the property 
that, if a Hamiltonian circuit is entered via one of the vertices x in, yin, or 2 in, then 
exit must be made through the correspondingly labeled out vertex, x °ut, yOUt, 2out, 
respectively. For example, if entrance is made through the vertex x in and exit is 
made via the vertex yOUt, then either the vertex x °ut or the vertices yin and z i" cannot 
be part of a circuit without passing through a vertex for a second time. 
We construct a graph G(w) that has one vertex for each of the variables 
Xl, x2 , . . . ,  x,, a component Hi and an additional vertex hi for each of the clauses 
Ci, for all i (1 ~< i ~< m). The components are joined together in the following way. 
Let Ci and Cj be consecutive clauses containing the literal p. Then an edge is added 
to G(w) from the vertex pOUt of Hi to the vertex p~-n of/4j. Edges are added from 
in -in each vertex corresponding to a variable, say x, to the vertices x~ and x) in the 
components K~ and Kj corresponding to the first clauses Ci and Cj containing x
_ out and _-_out in the and 2, respectively. Also, edges are added from the vertices xs x, 
components corresponding to the last clauses containing x and 2, respectively, to 
the vertex corresponding to the next variable after x, say y, in the total ordering, 
provided x is not last. If x is the last variable in the total ordering, then there are 
edges from xs- out and x,---°ut in the components Ks and K, corresponding to the last 
clauses containing x and 2, respectively, to the vertex h=. Finally, there are edges, 
for all i (2 <~ i <~ m), from hi to hi-i, and an edge from hi to the vertex corresponding 
to the first variable under the described total order. 
It is straightforward to verify that there is a path passing through each vertex of 
G(w) once and returning to its starting point when and only when w is satisfiable. 
If w is satisfiable, then such a circuit can be formed by starting with the vertex 
corresponding to Xl, choosing the edge from this vertex that corresponds to the 
truth value assigned to Xl, passing through each component hat contains an 
occurrence of Xl (if the path corresponding to xi being true is taken) or through 
each component that contains an occurrence of 21 (if the path corresponding to Xl 
being false is taken), returning to the vertex corresponding to the next variable x2 
. r  
Fig. 8. A component corresponding to a clause in reducing 3SAT to HAMILTONIAN CIRCUIT. 
Bandwidth constrained NP-complete problems 163 
and then continuing in this fashion through all the vertices corresponding tovariables 
(visiting either the false or true paths that lead out from such vertices). In this way, 
a Hamiltonian circuit of G(w) is formed. (The reader can easily verify that each 
time a component corresponding to a clause is entered 2, 4, or 6 vertices of that 
component can be visited, as required by the constraint o visit all vertices once 
and only once.) 
Conversely, if there is a Hamiltonian circuit of G(w), then w must be satisfiable. 
That is, any Hamiltonian circuit of G(w) establishes a truth assignment to the 
variables of w. The truth assignment is established by the path chosen from each 
vertex corresponding to a variable: one path corresponds to the variable having the 
value true, the other corresponds to the value false. Exactly one such path must be 
part of any Hamiltonian circuit. Furthermore, since each vertex is visited in a 
Hamiltonian circuit, all components corresponding to clauses must be visited. 
Consequently, it follows that the truth assignment chosen makes each clause contain 
at least one true literal. 
We now show that the reduction is bandwidth preserving. For each i (1 ~< i ~< m) 
let V~ be the set of all vertices in the component Hi, any vertex xj such that the 
corresponding variable xj occurs in clause Ci and in no earlier clause, and the vertex 
hi. It follows that V~ can have at most ten vertices: the six vertices in Hi, the at most 
three vertices corresponding to variables that occur for the first time in that clause, 
and the additional vertex hi. Now, lay out the graph G(w) so that all vertices in V~ 
receive smaller integers than all vertices in V~+I, for all i (1 <~ i ~< m). It follows that 
G(w) has bandwidth at most 10b + 10 under this layout, where b is the bandwidth 
of w. This follows from the observation that there is an edge connecting vertices in 
V~ and Vj only if (a) j = i + 1, (b) there is a variable in common between clauses Ci 
and Cj, or (c) Ci is the last clause containing a variable x and Cj is the first containing 
the next variable, say y, under the total order. Note that for part (c) it follows that 
[ i - j [  ~< b, as the range of clauses in which y is active must overlap with the range 
bw of clauses in which some prior variable is active. So, 3SAT-~log HAMILTONIAN 
CIRCUIT. [] 
So, the HAMILTONIAN CIRCUIT problem restricted to graphs with bandwidth f (n)  
is log space hard for NTISp(poly, f(n)).  It is an open question whether it is complete 
for this class. The best upper bound we know on the complexity of this problem is 
given by the following lemma. 
Lemma 3.15. For any function f such that f (  n ) >- log n, HAMILTONIAN CIRCUIT(f (n)) 
is in NTIsP(poly, f (n)  x logf(n)) .  
ProoL We construct a nondeterministic algorithm which considers 'windows' of 
f(n) consecutive vertices (under the given bandwidth f(n) layout) at a time. For 
the first window o f f (n )  vertices the algorithm selects a collection of vertex disjoint 
paths that cover all of the vertices in the window. It stores in its worktape space an 
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indication of which vertices in the window are the first and last vertices in each 
path selected. This vector is of length f (n)  and consists of integers between 1 and 
f(n),  which needs f (n )x log f (n )  space. The algorithm proceeds by shifting the 
window to the right. At each step the algorithm must find an edge to connect he 
new vertex on the right end of the window to the end of some path segment already 
selected or add this node by itself to be the current beginning and end of a new 
path segment. Furthermore, the algorithm needs to verify that at every step the 
leftmost vertex in the old window, if it is the current beginning or end of a path 
segment, is connected by an edge to the new vertex added to the right of the window. 
In fact, all path segments must join together at some time during the algorithm. 
The algorithm stops and accepts if it reaches the right end of the layout and at that 
time connects all the path segments together and thereby achieves a Hamiltonian 
circuit. [] 
The next theorem immediately follows from the preceding lemmas. 
Theorem 3.16. For any suitably constructible function f such that f(n) >t log n, HAMIL- 
TONIAN CIRCUIT(f (n)) is log space hard for NTISP(poly, f(n)) and is in the class 
NTIsP(poly, f(n) x logf(n)). 
We also observe that the known reductions from HAMILTONIAN CIRCUIT to 
UNDIRECTED HAMILTONIAN CIRCUIT, HAMILTONIAN PATH, and LONGEST PATH 
[7] are bandwidth preserving. So, these problems are also log space hard for 
NTisP(poly, f(n)) when restricted to graphs with bandwidth f(n). 
We next consider the GRUNDY NUMBER problem, which is to determine for a 
given finite directed graph G if there exists a function f mapping the vertices to 
the nonnegative integers uch that, for every vertex x, f (x)  is the least nonnegative 
integer not contained in the set {f(y)[(x, y) is an edge in G}. (A functionf satisfying 
the given property is called a Grundy numbering.) 
Theorem 3.17. For any suitably constructible function f, GRUNDY NUMBER(f (n)) is 
log space complete for NTIsP(poly, f(n)). 
Proof. We first describe abandwidth preserving log space reduction from NOT-ALL- 
EQUAL 3SAT to GRUNDY NUMBER. An unpublished reduction from 3SAT to 
GRUNDY NUMBER is mentioned in [7]. Let w = C1C2... Cm be a well-formed 
formula in 3CNF. We construct a graph G(w) such that G(w) has a Grundy 
numbering if and only if there is a truth assignment for w that makes each clause 
contain at least one true and at least one false literal. We replace a clause Ci = 
(x +y + z) by the component Ki shown in Fig. 9. 
Let each of the nodes x, y, and z shown in Fig. 9 be assigned the values 0 or 1. 
It follows that such a numbering can be extended to a Grundy numbering of the 
entire component if and only if not all of the integers assigned to x, y, and z are 
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Fig. 9. A component corresponding to a clause Ci = (x v y v z) in reducing NOT-ALL-EQUAL 3SAT to 
GRUNDY NUMBER. 
the same. That is, each of the nodes Pi, qi, and ri, shown in Fig. 9, must receive a 
different integer, since there is a directed cycle connecting them. Furthermore, since 
each of Pi, qi, and ri have two successors, the values assigned to them by a Grundy 
numbering cannot be larger than 2. Consequently, if all three of x, y, and z have 
the same value, either 0 or 1, then only two values remain to assign to Pi, qi, and 
ri. But this is impossible, since they must receive distinct values. On the other hand, 
it is straightforward to verify that it is always possible to extend an assignment of 
0, 1 values to x, y, and z, when they are not all equal, to a Grundy number of Pi, 
qi, and r~. Note that nodes with the same name in different components are to be 
identified. So, if a literal x occurs in clauses Ci and Cj, then the nodes x in the 
components Hi and ~ are identical. 
For each of the vertices x and ~ corresponding to a variable x (or its negation) 
occurring in w, we add edges from x to ~ and from ~ to x. There are no other 
successors of these nodes, so it follows that these nodes, x and ~, receive values 0 
and 1. One receives the value 0; the other receives the value 1. So, G(w) has a 
Grundy numbering if and only if there is a truth assignment to w that makes every 
clause have at least one true literal and at least one false literal. 
We must show that the reduction is bandwidth preserving. For each i (1 <~ i <~ m) 
let V~ denote the set of vertices {p, q~, ri}u{xj, ~lxj or ~ occurs for the first time 
in clause C~}. Clearly, V~ contains no more than nine vertices, for any i (1 ~< i <~ m). 
Lay out G(w) so that all the vertices in V~ receive smaller integers than all of the 
vertices in E+I, for all i (1 <~ i< m). Let w have bandwidth b. G(w)has bandwidth 
at most 9b+9 under this order. Because, if there is an edge connecting vertices in 
V~ and V~, i #j ,  then there must be a variable in common between clauses Ci and 
Cj and, consequently, [i-j[<~ b. 
We observe that the GRUNDY NUMBER problem restricted to graphs with band- 
width f(n) is in the class Naasl,(poly, f (n)) .  That is, one simply constructs an 
algorithm, similar to several we have described earlier, that examines a window of 
f(n) consecutive nodes in the layout at a time. The window is shifted from left to 
right across the layout of the graph. At each window, the nondeterministic algorithm 
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guesses a value to assign to new vertices and then verifies that the selected values 
are consistent with the properties of a Grundy numbering. If so, the algorithm goes 
on. If not, the algorithm stops without accepting. Thus, GRUNDY NUMBER(f (n)) 
is log space complete for NTIsp(poly, f(n)). [] 
4. Remarks and open questions 
Summarizing, we have shown the following problems to be log space complete 
for NTisP(poly, f (n))  under a bandwidth f(n) constraint: (1) 3SAT, (2) VERTEX 
COVER, (3) INDEPENDENT SET, (4) HITTING SET, (5) 3-DIMENSIONAL MATCHING, 
(6) EXACT COVER BY 3 SETS, (7) PARTITION INTO TRIANGLES, (8) PARTITION INTO 
PATHS OF LENGTH 2, (9) GRAPH 3-COLORABILITY (even for planar graphs with 
maximum vertex degree four), (10) SIMPLE MAX CUT, and (11) GRUNDY NUM- 
BERING. 
It follows as a corollary that (1)-(11) are additional examples of problems 
complete for NSPACE(1Og n) when restricted to graphs with bandwidth log n. Also, 
it immediately follows that 3SAT<~o83SAT(Iogn) if and only if NP= 
NSPACE(Iog n). In fact, any of the problems (2)-(11) satisfies the same property, 
i.e., there is a log space reduction that reduces the problem to the problem restricted 
to graphs with bandwidth log n if and only if NP= NSPACE(Iog n). Since we 
have also shown that CLIQUE(1ogn) is in DSPACE(1ogn), it follows that 
CLIQUE ~log CLIQUE(lOg n) if and only if NP= DSPACE(Iog n). Of course, similar 
statements can be made for bandwidth f(n) restrictions and the classes 
NTisP(poly, f(n)),  i.e., 3SAT <~iog 3SAT(f (n)) if and only ifNP = NTisP(poly, f(n)). 
It does not seem likely that NTIsP(poly, f(n)) is contained in P for any function 
f that grows more rapidly than a logarithm. Consequently, our results indicate that 
problems (1)-(11), as well as the BANDWIDTH MINIMIZATION problem and the 
HAMILTONIAN CIRCUIT problems, which are known to be log space hard for 
NTlsp(poly, f(n)) under bandwidth f(n) constraints, are intractable for functions 
that grow more rapidly than a logarithm. Of course, problems (1)-(11) are in P 
when the bandwidth is restricted to log n, since NSPACE(Iog n) is a subset of P. 
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