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Abstract—We examine and propose a solution to the problem
of recovering a block sparse signal with sparse blocks from linear
measurements. Such problems naturally emerge in the context of
mobile communication, in settings motivated by desiderata of a
5G framework. We introduce a new variant of the Hard Thresh-
olding Pursuit (HTP) algorithm referred to as HiHTP. For the
specific class of sparsity structures, HiHTP performs significantly
better in numerical experiments compared to HTP. We provide
both a proof of convergence and a recovery guarantee for noisy
Gaussian measurements that exhibit an improved asymptotic
scaling in terms of the sampling complexity in comparison with
the usual HTP algorithm.
I. INTRODUCTION
An important task in the recovery of signals is to approx-
imately reconstruct a vector x ∈ Cd from m noisy linear
measurements
y = Ax + e ∈ Cm, (1)
where A ∈ Cm×d is the measurement map and e ∈ Cm
denotes additive noise. Such problems arise in many appli-
cations, e.g., in image processing, acoustics, radar, machine
learning, quantum state tomography, and mobile communi-
cation. Particularly interesting is the case where the number
of measurements m is much smaller than the dimension of
the signal space and where x has some known structure. The
machinery of compressed sensing provides powerful tools for
an efficient, stable, and unique reconstruction of x from y and
A. For many instances, this idea works extraordinarily well
and is most prominently investigated for the case where x is
sparse, see ref. [2] and references therein. The most common
setting is the one of s-sparse vectors, i.e., vectors that have at
most s non-zero entries.
A. Problem formulation
In this work, we investigate a natural setting with more
structure than mere s-sparsity in which even superior perfor-
mance of reconstruction is to be expected: This is the situation
in which x ∈ CNn is partitioned into N blocks each of size
n, where at most σ ≤ n many elements in s ≤ N blocks
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are non-zero. We call vectors of such a sparsity pattern (s, σ)-
sparse. This structure can be regarded as a simple instance
of a larger class of hierarchical sparsity structures which have
certain sparsities for nested levels of groupings and has been
introduced in refs. [3]–[6]. Hierarchical sparse structures arise
in a variety of different applications, see refs. [7]–[9] for recent
examples. It can further be seen as a combination of block
sparsity [10], [11] and level sparsity [12], [13].
This study is motivated by the desire to identify model-
based sparsity structures [14] that (i) allow for efficient,
stable and reliable recovery algorithms and (ii) are relevant
in concrete technological applications.
B. Application in machine-type communications
One specific application of hierarchical sparse structures
that we have in mind is the support of massive machine-type
communication (mMTC) traffic in fifth generation (5G) mobile
communication systems. Such mMTC traffic is essentially spo-
radic, i.e. only a few handhelds or devices are actually active
out of many, and message sizes are typically small rendering
the overall access protocol overhead in current systems (2–
4G) infeasibly large [15]. Since, in addition, mMTC devices
operate under tight (resource) constraints such as low cost,
battery lifetime or computation capability new access protocols
have been explored for 5G [16]. In this context compressed
sensing was identified as a major tool for rendering 5G access
protocols efficient and scalable (see [17] for an overview).
More specifically, recent proposals suggest “one-shot” random
access concepts where devices wake up and send data right
away with no coordination whatsoever [18] combined with a
packet collision resolution procedure [19] called Compressive
Coded Random Access. Here, hierarchical sparse structures
naturally emerge when sparse device activity and the (sparse)
channel impulse responses (CIR) are jointly detected which is
now shortly outlined.
CCRA employs a common overloaded control channel to
simultaneously detect the activity and CIRs. To this end the
i-th user sends a pilot signals pi ∈ Cw into the control channel
of bandwidth w ∈ N. The CIRs with respect to a single user
x(i) ∈ Cn can be stacked into a vector x ∈ CNn allowing
for a maximum number of N users. The received signal in an
OFDM-type setting has the measurement matrix [18]
A = ΦF (w)D(p). (2)
The matrix D(p) ∈ Cw×Nn depends on the pilot signals
p = [p1, p2, . . . , pN ], which the users send as their signature
together with the signal. The discrete Fourier transform is
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2denoted by F (w) ∈ Cw×w and Φ ∈ Cm×w is a mask selecting
only m of the w Fourier coefficients.
The signal modelled by x will have a specific structure in
a cellular communication setup. In a network with a large
number of users N having only sporadic traffic, x will be
block-sparse with a number s of maximally simultaneously
active users much smaller than N . Furthermore, one observes
that the CIR for each user itself is σ-sparse, see ref. [20] and
references therein. In this context, it is hence natural to assume
that x is an (s, σ)-sparse signal as introduced above.
The precise form of the measurement matrix ΦF (w)D(p)
depends on the construction of the pilot signal which are often
Zhadoff-Chu sequences [18]. The main requirement in the
classical context is that these sequences remain orthogonal
under circular time shift. To be concise for the moment, we
only consider the case where the length of the CIRs n is
smaller than or equal to the available bandwidth per user w/N .
Without loss of generality, we set w = qnN with q ∈ N. In
fact, this restriction allows for the following construction of
the pilot signals: We choose the Fourier transform of p1 to be
of the form pˆ1 = [e2piiω1 , e2piiω2 , . . . , e2piiωw ]T with random
phases ωi in [0, 1). The pilot signals of the other users can
be choosen such that D(p) = circ(p1)[Nn], i.e. the first nN
columns of the circulant matrix generated by p1. Therefore,
the measurement matrix takes the form
A = Φ diag(pˆ1)F (w)[Nn], (3)
where we have used that the Fourier transform of a circulant
matrix fulfills F (w) circ(p1) = diag(pˆ1)F (w). We observe
that in our setting the measurements are partial Fourier mea-
surements in a larger ambient dimension with additionally
random phases. In addition, we can make the following
simplification: Firstly, since the random phases are known
as part of the measurement matrix, we can multiply the
samples y elementwise by the inverted phases at the beginning
of the reconstruction. Thus, it is sufficient to consider the
trivial case diag(pˆ1) = Id. Secondly, we have some free-
dom to design the mask Φ selecting the measured Fourier
coefficients. By sampling uniformly from the equidistant set
{1, q + 1, 2q + 1, 3q + 1, . . . , (nN − 1)q + 1}, we reduce the
restriction of the w-dimensional discrete Fourier transform to
an unrestricted nN -dimensional Fourier transform, i.e.,
ΦF (w)[Nn] = Φ˜F (Nn) (4)
with a mask Φ˜ selecting a support drawn uniformily from
[Nn]. In summary, the task of channel estimation and user
activity detection requires the reconstuction of a (s, σ)-sparse
vector x from linear measurements. In our setting the mea-
surements are simply partial Fourier measurement
A = Φ˜F (Nn). (5)
C. Contributions of this work
We identify the sparsity structure, namely (s, σ)-sparsity,
appearing in multiuser, multipath communication settings and
provide a concrete example within the CCRA protocol. In
this concrete application the measurement matrix takes the
simple form of a partial Fourier measurement matrix. We
propose a new efficient algorithmic solution for the recovery
of hierarchical sparse problems and provide a stable and
robust recovery guarantee based on generalised RIP condi-
titons. For Gaussian measurements we provide RIP bounds
for a large class of hierarchical sparsity patterns including
the simple case of (s, σ)-sparsity. Therefore, the proposed
algorithm has an improved sampling complexity compared
to standard CS approaches. The algorithm is compared to
standard CS algorithms and convex optimisation techniques
for hierarchical sparse structures. For Gaussian and partial
Fourier measurements an improved sampling complexity is
found numerically for the proposed algorithm.
D. Related work
Sparse user activity in MTC as well as sparse channel
esimation has been meanwhile studied in many works, see
[17]. Both sparsity features can be separately exploited with
standard compressed sensing algorithms, e.g., `1-norm opti-
misation [20], [21]. However, the combined sparsity structure
arising from sparse CIRs in a scheme with sporadic traffic was
not investigated to the knowledge of the authors.
This work follows the outline of model based compressed
sensing [14] and makes use of generalised RIP constants for
unions of finite-dimensional linear subspaces as proposed in
ref. [22]. The structure of hierarchically sparse signals can
be seen as a combination of level sparsity [12], [13] and
block sparsity [10], [11]. In the latter body of work it has
been pointed out that block-sparse signals can be recovered
by minimising the mixed norm ‖·‖`2/`1 which amounts to the
sum of the `2-norms of the blocks. Also, corresponding block
thresholding algorithm have been proposed, such as Group
Orthorgonal Matching Pursuit [23].
The notion of hierarchical sparsity and the special case of
block sparse vectors with sparse blocks has been introduced in
refs. [3]–[6]. Herein a linear combination of the `1-norm and
the mixed `2/`1-norm is employed as a regulariser for (s, σ)-
sparse signals. The resulting convex optimisation problem
reads as
minimise
1
2
‖y −Ax‖2 + µ‖x‖`1 + λ‖x‖`2/`1 . (6)
The iterative soft thresholding algorithm solving this optimi-
sation problem was dubbed HiLasso. For HiLasso convergence
and recovery guarantees have been shown based on generalised
notions of coherence for the block-sparse structure. To the
authors’ knowledge there are no results available on the
required sampling complexity for specific ensembles of mea-
surement matrices such as Gaussian measurements to fulfill
the coherence conditions. A generalisation of the Orthogonal
Matching Pursuit algorithm to (s, σ)-sparse vectors has been
proposed in ref. [24] providing only numerical indications
of its performance. In refs. [25]–[27] generalisations of the
regulariser of (6) have been constructed to reconstruct signals
with more general sparsity structures that involve groupings
of vector entries.
3E. Notation
The set of positive integers being not larger than n ∈ Z+
is denoted by [n] := {1, 2, . . . , n}. By K we denote a field
that is either the real numbers R or the complex numbers C.
The imaginary unit is denoted by i so that i2 = −1. The `q-
norm of x ∈ Kd is denoted by ‖x‖`q := (
∑
j |xj |q)1/q and
the Euclidean norm by ‖x‖ := ‖x‖`2 . With supp(x) := {j :
xj 6= 0} we denote the support of a vector x ∈ Kd.
Given a matrix A ∈ Km×d we refer by AΩ with Ω ⊂ [d] to
the m×|Ω| submatrix consisting only of the columns indicated
by Ω. Analogously, for a vector x ∈ Kd the restriction to Ω
is denoted xΩ ∈ K|Ω|. We write xcΩ for the projection of x
to the subspace of Kd with support Ω, i.e.
(xcΩ)k :=
{
xk for k ∈ Ω,
0 for k /∈ Ω. (7)
Furthermore, the complement of Ω ⊂ [d] is denoted by Ω¯ :=
[d] \ Ω.
II. THE ALGORITHM: HiHTP
Established thresholding and greedy compressed sensing
algorithms, e.g., CoSaMP [28] and Hard Thresholding Pursuit
(HTP) [29], follow a common strategy: In each iteration,
first, a proxy to the signal x is computed from the previous
approximation to the signal and from the measurement vector
y. From this proxy a guess for the support of x is inferred
by applying a thresholding operation. As a second step of the
iteration, the best `2-norm approximation to the measurements
compatible with this support is calculated.
In HTP the s-sparse thresholding operator (TO) Ls : Cn →
{Ω ⊂ [n] | |Ω| = s} is given by
Ls(z) := {indices of s largest entries of z in magnitude}.
This operator returns the support Ls(z) ⊂ [d] of the best s-
sparse approximation to z. The basic idea of model-based
compressed sensing [14] is to adapt this TO to the model
in order to improve the performance of the algorithm. We
denote the TO that yields the support of the best (s, σ)-sparse
approximation to z ∈ CnN by Ls,σ . Importantly, in this case,
Ls,σ(z) can be easily calculated: We apply the σ-sparse TO to
each block separately, select the s active blocks as the largest
truncated blocks in `2-norm, and collect the remaining s · σ
indices in the set Ls,σ(z). This prescription is illustrated in
Figure 1.
Using Ls,σ instead of Ls in the HTP yields Algorithm 1,
which we call HiHTP, as it is designed to recover a
hierarchically structured sparsity. As in the original HTP
proposal, a natural stopping criterion is that two subsequent
supports coincide, i.e. Ωk+1 = Ωk.
A similar modification employing Ls,σ can also be applied
to other compressed sensing algorithms including Iterative
Hard Thresholding [30], Subspace Pursuit [31] or Orthorgonal
Matching Pursuit, see e.g., ref. [32] and references therein.
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Figure 1. In this figure, the evaluation of the hierarchical thresholding
operator Ls,σ is illustrated. Starting with a given dense vector (a), each
block is thresholded to the best σ-sparse approximation (b). To determine the
s dominant blocks, the `2-norm is calculated for each block. The resulting
vector (c) of length N is again thresholded to its best s-sparse approximation
(d). The resulting blocks indicated by the s-sparse approximation (d) are
selected from the σ-sparse approximation (b). The remaining (s, σ)-sparse
support (e) is the output of Ls,σ .
Algorithm 1 (HiHTP)
Input: measurement matrix A, measurement vector y, block
column sparsity (s, σ)
1: x0 = 0
2: repeat
3: Ωk+1 = Ls,σ(x
k + A∗(y −Axk))
4: xk+1 = arg minz∈CNn{‖y−Az‖, supp(z) ⊂ Ωk+1}
5: until stopping criterion is met at k˜ = k
Output: (s, σ)-sparse vector xk˜
Computational complexity: The computational complex-
ity of HiHTP scales identical as for the original HTP. The
algorithms only differ in the thresholding operators. Using a
quickselect algorithm [33] to perform the thresholding opera-
tor yields computational costs of O(Nn) for both algorithms.
The overal performance is dominated by the costs of matrix
vector multiplication with the measurement matrix A and A∗,
e.g., for the calculation of the proxy. Therefore the computa-
tion time in general scales as O(mNn). If the measurement
matrix allows for a fast matrix vector multiplication this
scaling can be improved [28].
III. ANALYTICAL RESULTS
For the analysis of hierarchically sparse recovery schemes,
we use a special version of the general restricted isometry
property (RIP) for unions of linear subspaces [22]. In the
following we formulate the RIP for (s, σ)-sparse vectors. A
generalised version for arbitrary hierachical sparse vectors is
given in Section V.
4Definition 1 (RIP). Given a matrix A ∈ Km×nN , we denote
by δs,σ the smallest δ ≥ 0 such that
(1− δ)‖x‖2 ≤ ‖Ax‖2 ≤ (1 + δ)‖x‖2 (8)
for all (s, σ)-sparse vectors x ∈ KnN .
Since every (s, σ)-sparse vector is s ·σ-sparse, we immedi-
ately observe that δs,σ ≤ δs·σ . Furthermore, the (s, σ)-sparse
RIP constants are non-decreasing in both their indices,
δs,σ ≤ δs+1,σ ,
δs,σ ≤ δs,σ+1
(9)
for all s and σ.
The s · σ-sparsity of (s, σ)-sparse vectors allows to apply
standard compressed sensing algorithms for the recovery from
linear measurements for which recovery guarantees have been
shown. Due to the their similarity, HiHTP inherits the results
for the success of recovery for measurement matrices with
small RIP constants that have been established for HTP [29].
See also ref. [2, Chapter 6.3].
The RIP condition on the measurement matrix derived
therein is δ3s < 1/
√
3.
One main technical insight of model-based compressed
sensing [14] is that the generalised RIP of ref. [22] allows for
the same proof techniques as the standard RIP [34] and leads
to improved recovery guarantees. Following this strategy, we
can establish less restrictive RIP-type conditions for successful
recovery in terms of the custom tailored (s, σ)-sparse RIP
constants. The resulting statement is the following:
Theorem 1 (Recovery guarantee). Suppose that the following
RIP condition holds
δ3s,2σ <
1√
3
. (10)
Then, for x ∈ CnN , e ∈ Cm, and Ω ⊂ [n] × [N ] a (s, σ)-
sparse support set, the sequence (xk) defined by HiHTP
(Algorithm 1) with y = AxcΩ + e satisfies, for any k ≥ 0,∥∥xk − xcΩ∥∥ ≤ ρk ∥∥x0 − xcΩ∥∥+ τ ‖e‖ , (11)
where
ρ =
(
2δ3s,2σ
1− δ22s,2σ
)1/2
< 1 (12)
and τ ≤ 5.15/(1− ρ).
The complete proof is given in Appendix A. The proof pro-
ceeds verbatim along the lines of the proof of the convergence
result for HTP [2], [29]. The modified thresholding operator
Ls,σ can be treated analogously to standard thresholding
operator in the original proof. The main difference is that
while the proof for HTP uses standard RIP constants to bound
the deviation of the algorithm’s output xk from the original
signal xΩ, we are in a position to employ the (s, σ)-spares RIP
constants in these bounds for HiHTP. The crucial observation
regarding the generalised RIP constants is the following.
Observation 2 (Support unions). For i = 1, 2 let Ωi ⊂ [N ]×
[n] be an (si, σi)-sparse support and A ∈ Km×Nn with RIP
constants δs,σ . Then
‖Id−(AΩ1∪Ω2)∗AΩ1∪Ω2‖ ≤ δs1+s2,σ1+σ2 . (13)
The statement follows directly from hierarchy (9) of the
(s, σ)-sparse RIP constants and the observation that the union
Ω1 ∪Ω2 has at most s1 + s2 blocks and each block is at most
σ1 + σ2 sparse.
In fact, one can prove an alternative bound replacing the
right hand side of (13) by 3 max{δsmax,σ1+σ2 , δs1+s2,σmax},
where smax := max{s1, s2} and σmax := max{σ1, σ2}. The
latter bound uses smaller RIP constants compared to Observa-
tion 2. However, for Gaussian measurements the formulation
of Observation 2 will lead slightly smaller constants. This
observation allows to bound terms involving the sum of two
and more (s, σ)-sparse vectors. Employing this in the proof
of Theorem 1 yields the modified RIP condition (10).
The trivial bound δ2s,2σ ≤ δ4sσ does not indicate an
improvement by the theorem compared to the established
bound δ3s < 1/
√
3. But the decreased number of subspaces
which contribute to (s, σ)-sparse vectors compared to the set
of all sσ-sparse vectors allows us to provide tighter bounds for
δs,σ compared to δsσ for specific random matrices. Building
on [22, Theorem 3.3.], we establish the following result for
the case of real Gaussian measurement matrices.
Theorem 3 ((s, σ)-sparse RIP for real Gaussian measure-
ments). Let A be an m × (N · n) real matrix with i.i.d.
Gaussian entries and m < Nn. For  > 0, assume that
m ≥ 36
7δ
(
s ln
(
eN
s
)
+ sσ ln
(en
σ
)
+ ln
(
12
δ
)
+ ln(−1)
)
.
(14)
Then, with probability of at least 1− , the restricted isometry
constant δs,σ of A/
√
m satisfies
δs,σ ≤ δ. (15)
Proof. The bounds on RIP constants for typical random ma-
trices, e.g., Gaussian matrices or matrices with sub-Gaussian
rows, proceed in two steps, see e.g., ref. [2, Chapter 9]. From
the properties of the specific random measurement matrix they
derive a bound on the probability that ‖Ax‖2−‖x‖2 ≤  ‖x‖2
for a fixed x. With such a bound the RIP constant can be
upper bounded by taking the union bound over all relevant
subspaces that might contain x. For example, for the standard
RIP constant δs for s-sparse vectors in Rn one has to consider
the
(
n
s
)
subsets of [n] with cardinality s. In this way, one
establishes a bound on δs to hold with high probability
provided that the number of samples of the measurement
matrix is lower bounded, m ≥ m˜, with m˜ ∈ O(s ln(n/s)).
The general formulation for RIP constants of Gaussian
matrices for vectors of union of subspaces was derived in
ref. [22]. Theorem 3 is a direct corollary of the result of
ref. [22] applied to (s, σ)-sparse vectors. Theorem 3.3. of ref.
[22] establishes that a i.i.d. Gaussian matrix A ∈ Rm×d has
the RIP property with RIP constant upper bounded by δ with
5respect to vectors of a union of L k-dimensional subspaces
with probability of 1−  provided that
m ≥ 36
7δ
(
ln(2L) + k ln
(
12
δ
)
+ ln −1
)
. (16)
An (s, σ)-sparse signal is in the union of(
N
s
)(
n
σ
)σ
≤
(
eN
s
)s (en
σ
)sσ
(17)
one-dimensional subspaces. Thus, (16) yields the statement of
Theorem 3 for the case of (s, σ)-sparse vectors.
Combining Theorem 1 and Theorem 3, we establish the
successful recovery of (s, σ)-sparse vectors from Gaussian
measurements provided that the number of samples m ≥ m˜,
where the lower bound on the number of samples m˜ paramet-
rically scales like
m˜ ∈ O(s ln(N/s) + sσ ln(n/σ)). (18)
For Gaussian measurements the standard RIP analysis
of HTP in our setting yields recovery guarantees for a
number of samples m ≥ m˜ with parametric scaling
m˜ ∈ O(sσ ln(Nn/(sσ))), see, e.g., ref. [2]. Compared to
this well-known scaling the HiHTP requires parametrically
s(σ − 1) ln(N/s) fewer samples for guaranteed successful
recovery.
For the direct application to the CCRA protocol similar im-
proved bounds for subsampled Fourier matrices are required.
However, the different proof techniques render the adaption of
such bounds to hierarchical sparse signals more difficult. We
leave analytic results for the recovery of hierarchical sparse
signals from partial Fourier measurements to future work.
In the next section we find numerically similar results for
Gaussian measurements and partial Fourier measurements.
IV. NUMERICAL RESULTS
In this section we compare the performance of HiHTP,
HTP and the HiLasso-algorithm in numerical experiments for
Gaussian and Fourier measurements.
All algorithms have been implemented in Matlab [35].
For the implementation of HiLasso the convex optimisation
problem (6) was directly solved using CVX [36] with MOSEK
[37] to avoid ambiguities in the implementation of the soft-
thresholding algorithm. Before the HTP and HiHTP algo-
rithms are applied the columns of the measurement matrix
are normalised in `2-norm. The entries of the result of the
algorithms are subsequently multiplied by the normalising
factors to restore the `2-norms of the columns of the actual
measurement matrix.
A. Block recovery rates
In compressed sensing a common performance measure is
the fraction of recovered signals given a certain amount of
samples to quantify the performance of an algorithm in solving
a linear inverse problem (1). In the context of block-structured
signals there is a different measure of performance available,
which is well motivated in multiple applications, e.g., in
OFDM. We consider a block recovered if the reconstructed
part of the signal deviates from the original signal by less
than  in `2-norm. The choice of  depends on the specific
application and, in particular, its noise model. For a given
number of samples we count the total number of recovered
blocks. Furthermore, we distinguish between the number of
recovered blocks which are non-zero and of those which are
zero in the original signal.
B. Gaussian measurements
We consider (s = 4, σ = 20)-sparse signals consisting
of N = 30 blocks of dimension n = 100. For each
instance of the signal the supports are randomly drawn from
a uniform distribution and the entries are i.i.d. real numbers
from a standard normal distribution. We subsequently run
HTP, HiHTP and HiLasso on Gaussian measurements of each
signal. For different numbers of measurements, we count the
number of successfully recovered signals out of 100 runs. A
signal is successfully recovered if it deviates by less than 10−5
in Euclidean norm from the original signal. This choice is
motivated by the observation that deviation is typically either
significantly smaller or significantly larger than this value of
10−5.
While it is straightforward to inform the HTP and HiHTP
algorithm about the sparsity of the signal, the HiLasso is
calibrated by adjusting the weights µ and λ in front of the
regulariser terms in (6). We have found that finding appropriate
values for both weights requires extensive effort, especially
in the presence of additive noise. In applications where the
sparsity levels are approximately known hard-thresholding
algorithms do not require additional calibration.
For noiseless Gaussian measurements, we have found nu-
merically that HiLasso yields good recovery rates for µ = 0.4
and λ = 0.5 in our setting, see Appendix B. Therefore these
parameters are used for HiLasso in the tests. The results of all
three algorithm are shown in Figure 2.
It often not required to reconstruct the entire signal in an
application. Moreoften, a relevant measure of performance is
the number of successfully recovered blocks. In the following,
a block is successfully recovered if it deviates by less than
10−5 in Euclidean norm from the corresponding block of the
original signal. For each number of measurements we average
the number of recovered blocks over 100 runs.
Figure 3 shows the resulting recovery rates. While for HTP
the number of recovered blocks quickly decays for small
numbers of samples, HiHTP performs significantly better in
this regime. Note that the minimal number of not recovered
blocks is lower bounded by 2s, which follows directly from
the definition of HiHTP. Furthermore, the HiHTP recovers
the content of the active blocks accurately using less mea-
surements then HTP. The HiLasso algorithm shows a similar
behaviour as the HTP algorithm but requires even more
samples to achive comparable recovery rates.
The better performance of HiHTP compared to HTP can
also be obseverd if Gaussian noise is added to the measurement
vector. The block recovery rates for different numbers of
samples and signal-to-noise ratios (SNR) of 105 and 102 are
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Figure 2. Number of recovered signals from 100 Gaussian samples over
the number of measurements m for HTP, HiLasso and HiHTP, the latter
introduced here. The signals consist of N = 30 blocks of size n = 100 with
s = 4 blocks having σ = 20 non-vanishing real entries.
100 150 200 250 300 350 400
0
5
10
15
20
25
30
HiHTP
HTP
HiLasso
active Blocks
inactive Blocks
Number of samples
N
um
be
r
of
re
co
ve
re
d
bl
oc
ks
Figure 3. Number of recovered blocks over the number of measurements
m for HTP and HiHTP. The dashed and dotted lines indicate the average
number of correctly recovered zero and non-zero blocks, respectively. The
solid lines show the total average number of recovered blocks. The signals
consist of N = 30 blocks with s = 4 blocks having non-vanishing real
entries.
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Figure 4. Number of recovered blocks over the number of measurements m
for HTP and HiHTP in the presence of additive Gaussian noise. The solid
line and dashed lines indicate the number of recovered blocks for an SNR of
105 and 102, respectively. The signals consist of N = 30 blocks with s = 4
blocks having non-vanishing real entries.
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Figure 5. The mean distance of the reconstructed blocks from the original
blocks of the signal in Euclidean norm over the number of measurements m
for HTP and HiHTP in the presence of additive Gaussian noise. The solid
line and dashed lines indicate the number of recovered blocks for anSNR
of 105 and 102, respectively. The signal model has dimensions N = 30,
n = 100, s = 4 and σ = 20.
7Table I
RUN TIMES PER RECONSTRUCTION IN SECONDS OF HTP AND HIHTP ON
DESKTOP HARDWARE FOR DIFFERENT NUMBERS OF MEASUREMENTS m.
m 200 300 400
HTP 0.29s 0.35s 0.42s
HiHTP 0.34s 0.37s 0.40s
shown in Figure 4. We require a succesfully recovered block
to deviate by less than 10−2 in Euclidean norm from the
corresponding block of the original signal. For SNR = 102
the noise prohibits the accuarate recovery of the active blocks
for both algorithms. But for HiHTP the correct identification
of the zero blocks can still be archieved. Figure 5 shows the
mean distance in Euclidean norm of the reconstructed blocks
from the original blocks of the signal.
Table I displays the run times per reconstruction of the HTP
and HiHTP algorithm on desktop hardware (2 x 2,4 GHz
Quad-Core Intel Xeon, 64 GB 1066 MHz DDR3 ECC) in the
tests with noiseless Gaussian measurements. The run times are
average values of 100 iterations. Both HTP and HiHTP show
comparable run times.
C. Fourier measurements
In the application to CCRA one aims at recovering (s, σ)-
sparse complex vectors from partial Fourier measurements (5).
Figure 6 shows the number of successfully recovered blocks
from uniform randomly selected Fourier coefficients for
HiHTP and HTP.
An (s = 3, σ = 10)-sparse support is drawn uniformly of
N = 20 blocks of dimension n = 50. The signal entries are
complex numbers with real and imaginary part i.i.d. sampled
from a standard normal distribution. Recovery rates are again
averaged over 100 runs. Running HiHTP on random partial
Fourier measurements shows a qualitatively similar behaviour
as for Gaussian measurements.
When we select only the m lowest Fourier coefficients
instead of an uniformly sampled subset, we observe that
the block support is still recovered from a small amount of
samples. In contrast, a correct reconstruction of the content
of the active blocks requires a comparatively large amount of
samples. Both algorithm HiHTP and HTP perform approxi-
mately the same using the lowest Fourier modes (not shown
in the figures).
This observation is in agreement with the intuition that the
lowest Fourier modes encode information over the large scale
structure of the signal. The information whether a block is
active or not can be regarded as a property which does not
require to resolve the scale of every entry but only larger
blocks of the signal. On the contrary, information on the entries
inside a block are encoded in the higher Fourier modes.
V. GENERAL HIERARCHICAL SPARSITY
In this section, we provide the general definition of hi-
erarchical sparse vectors that can be efficiently constructed
following the strategy of HiHTP. The sparsity structure can
have the general hierarchy of an arbitrary rooted tree, possibly
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Figure 6. Number of recovered blocks over the number of measurements m
for HTP and HiHTP employing uniformly random partial Fourier measure-
ments. The dashed and dotted lines indicate the average number of correctly
recovered zero and non-zero blocks, respectively. The solid lines show the
total average number of recovered blocks. The signals consist of N = 20
blocks with s = 3 blocks having non-vanishing real entries.
with different block sizes and corresponding sparsities. We
sketch the corresponding algorithm and give a general version
of the recovery results of Section III.
A. Setting and notation
We consider a rooted tree T = (V,E) with vertex set V
and edges E. Figure 7 illustrates the following definitions.
We denote the root element by v0 ∈ V . Since the root implies
an ordering of the vertices away from the root we get the
common notions of the parent, children and siblings of the
tree. We denote the parent node of v by parent(v) ∈ V and
set of its children by children(v) ⊂ V . Furthermore, the subset
of V that has no children are called leaves(T ). We denote the
number of leaves of T by d := | leaves(T )|. Let depth(v) be
the length of the unique path from v to v0. Without loss of
generality, we hereinafter require that depth(v) = l for all
v ∈ leaves(T ) with some constant l. An arbitrary tree can be
completed to a tree with constant depth of leaves by attaching
a chain of only children to the leaves until a constant depth
is achieved. In addition, we assume that the tree is ordered,
i.e., there exist an ordering v < w among different siblings v
and w. We canonically extend this ordering to all vectices of
the same depth by requiring that two vertices with different
parent vertices inherit the ordering of their parents.
We define the map n : V → N to count the number
of children of a given vertex, i.e. n(v) := | children(v)|. A
hierarchical support on T is a map Ω : V → P([d]) such that
for all v ∈ V
81) Ω(v) ⊂ P([n(v)]).
Furthermore, we require that if Ω(v) 6= ∅ then
2) Ω(parent(v)) 6= ∅
3) and ∃w ∈ children(v) : Ω(w) 6= ∅.
Here P(M) is the power set of a set M . The first condition
ensures that at each vertex a subset of indices is selected that
can be identified with the children of the vertex using the
ordering among siblings. In this way, the map Ω assigns to
each vertex a subset of its children. We call a vertex v with
index in Ω(parent(v)) active in Ω. The second and third
condition imply that each active vertex is part of at least one
chain of connected active vertices with one vertex at each
depth. This requirement ensures that the support on the leaves
of T uniquely determines the support on the entire vertex set
V . This hierarchical arrangement of the support allows for the
identifications of a hierarchical support on T with the support
Ω ⊂ [d] of a vector x ∈ Kd.
In more detail, since the ordering among the siblings was
completed to an ordering of all vertices of common depth, we
can also assign to an vertex its index among all other vertices
of the same depth. In this way, the leaves of T are identified
with [d]. The groups of siblings in T define a hierarchy of
nested blocks of the vector x ∈ Kd. The entries of the vector
are grouped into blocks as the leaves are grouped into siblings
of a parent by T . These blocks are again grouped into larger
blocks specified by the ancenstry of the parents of the leaves
and so on.
We say x is supported on Ω if its support Ω coincides with
the set of indices of the active leaves of T in Ω. Hence, the
blocks of x with non-vanishing entries are the active vertices
of the support map Ω.
Now we would like to allow only a certain number of
vertices to be active among siblings for each vertex, corre-
sponding to a restriction of the number of blocks with non-
vanishing entries. To this end, we define a sparsity on T as a
map s : V → N with s(v) ≤ n(v) for all v ∈ V . A vector
support Ω or the corresponding support on the tree Ω is called
s-sparse if |Ω(v)| ≤ s(v) for all v ∈ V .
(n(v0), s(v0)) = (4, 2)
(1, 1) (3, 2) (2, 1) (2, 1)
(4, 2) (6, 2) (5, 2) (3, 1) (5, 2) (10, 4) (6, 3) (3, 1)
Figure 7. In this figure, an example of a hierarchical sparse vector is given.
The grouping of the entries is encoded in a rooted tree. The children of a
vertex constitute a block at their level. The pair of values (n(v), s(v)) is
indicated at each vertex. The leaves of the tree are identified with the entries
of the vector. The support of the vector and active vertices are highlighted in
red.
B. Algorithm and recovery guarantees
To recover an s-sparse vector x with block structure given
by a tree T from linear measurements we can employ the
strategy of HiHTP, Algorithm 1, and generalise the (s, σ)-
sparse thresholding operator Ls,σ to the s-sparse structure.
Given an arbitrary vector z ∈ Kd. We assign to each leave
of T the corresponding vector entry. The s-sparse thresholding
operator Ls starts on the level of the leaves and applies for
each block of siblings the standard thresholding operator Ls(v),
where v is the parent of the respective block. Subsequently,
the `2-norm of the remaining entries of the block is calculated
and assigned to v. Now, we can repeat these two steps by
applying Ls(parent v) to v and all its siblings and assigning
the `2-norm of the remaining vertices to parent v. In this
manner, we recursevly select vertices of each level of the
tree compatible with condition of s(v)-sparsity. At a final
step, we drop all selected vertices which are not compatible
with the conditions of a hierarchical support. By construction
the remaining hierarchical support is the support of the best
s-sparse approximation in `2-norm to the input vector. The
computational complexity of the general thresholding is O(d)
as for the the standard s-sparse thresholding. Thus, the com-
putation time of the most general HiHTP scales identically to
the original HTP Algorithm.
In complete analogy to (s, σ)-sparse HiHTP, we can pro-
vide the following recovery guarantee for the general s-sparse
case.
Theorem 4 (Recovery guarantee). Suppose that the following
RIP condition holds
δ3s <
1√
3
. (19)
Given x ∈ Cd, e ∈ Cm, and an s-sparse support Ω on a tree
T with associated vector support Ω, i.e., the set of indices
of the active leaves of T . Then, the sequence (xk) defined
by HiHTP (Algorithm 1) with thresholding operator Ls and
y = AxcΩ + e satisfies, for any k ≥ 0,∥∥xk − xcΩ∥∥ ≤ ρk ∥∥x0 − xcΩ∥∥+ τ ‖e‖ , (20)
where
ρ =
(
2δ23s
1− δ22s
)1/2
< 1 (21)
and τ ≤ 5.15/(1− ρ).
As before we make use of the natural generalisation of RIP
to the sparsity structure at hand to define s-RIP constants δs
bounding ‖Ax‖2 for all s-sparse x ∈ Rd. In addition, for
q ∈ N multiplication of s is defined pointwise as qs(v) :=
max{qs(v),n(v)} for all v ∈ V .
The proof of Theorem 4 can be close to exactly copied from
Theorem 1. The only required modification is a more general
formulation of the Observation 2.
Given an arbitrary s-sparse hierarchical support, the result
of ref. [22] allows to provide a bound on δs for measurement
matrices with i.i.d. real Gaussian entries. To this end, the
9number L = L(v0) of s-sparse hierarchical supports on T
can be recursively calculate using
p(v) =
∑
W⊂children(v),
|W |=s(v)
∏
w∈W
p(w). (22)
Since the resulting expression is not concise, we illustrate
the generalised RIP bound with another important special case.
Consider an s(v)-sparse setting where all vertices of the depth
i share a common number of children ni = n(v) and sparsity
si = s(v). The number of such supports of depth l is given
by
L =
l∏
i=0
(
ni
si
)si−1
(23)
with the convention that s−1 := 1. With (16) we therefore get
the following generalised version of Theorem 3:
Theorem 5 (s-sparse RIP for real Gaussian measurements).
Let A be an m × (N · n) real matrix with i.i.d. Gaussian
entries and m < Nn. For  > 0, assume that
m ≥ 36
7δ
(
l∑
i=0
si−1si ln
(
eni
si
)
+ ln
(
12
δ
)
+ ln(−1)
)
,
(24)
with s−1 := 1. Then, with probability of at least 1 − , the
restricted isometry constant δs of A/
√
m satisfies
δs ≤ δ. (25)
More general s(v)-sparse settings can be evaluated follow-
ing the same strategy. However, the resulting expression for
the number of samples m are in general more involved.
VI. CONCLUSION
We have demonstrated that the channel estimation task in
multi-user machine-type communication setting amounts to
the reconstruction of a vector with a simple instance of a
hierarchical sparse structure, namely (s, σ)-sparsity. Further-
more, in a slightly simplified version of the CCRA protocol the
measurement map can be regarded to be partial Fourier mea-
surements. For the efficient recovery of (s, σ)-sparse vectors
a variant of HTP algorithm, the HiHTP, was formulated. The
HiHTP algorithm analytically and numerically proves itself
more succesful in the recovery in terms of the sampling com-
plexity compared to established compressed sensing methods.
At the same time, it is computationaly not more expensive than
the original HTP algorithm. The same strategy can be applied
to the larger class of hierarchical sparse signals with multiple
nested levels of groupings and different sparsities associated
to each group.
It is also straight-forward to include a collaborative, jointly-
sparse extension of the hierarchical sparse structure in the
algorithm, where different copies or blocks of a signal have the
same sparsity pattern. To this end, the thresholding operator
has to be evaluated on the `2-norm of the entries that share
the same sparsity structure. In this way, the slightly more
general setting originally investigated in refs. [3], [5] can be
incorporated in the HiHTP algorithm.
In this work, bounds on generalised RIP constants for
hierarchical sparse structures were derived for Gaussian mea-
surements. It is an interesting open question to find simi-
lar results for other measurement ensembles such as partial
Fourier measurements. Especially, for an information theoretic
analysis of the CCRA framework using HiHTP for the channel
estimation task such results are of essential importance.
It is also an interesting further direction to identify recovery
guarantees in the non-commutative analogous setting. The
closest such setting is given by tree tensor networks [38]
from quantum mechanics, which are also referred to by
the name hierarchical Tucker tensor format [39], [40]. Very
recently, a tensor version of the Iterative Hard Thresholding
(IHT) algorithm [30] has been put forward covering this non-
commutative analogue and already including partial recovery
guarantees [41].
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APPENDIX A
PROOF OF THEOREM 1
For the proof of Theorem 1 we need a slightly more general
formulation of some standard results abouts RIP constants
to cover the case of (s, σ)-sparse RIP constants. We begin
with the following simple statement, which is related to
the common equivalent formulations of RIP constants [2,
Chapter 6.1].
Proposition 6 (Equivalent characterizations of RIP). Let Ω ⊂
[d] be a support and A ∈ Km×d be a measurement map. Then
the following two statements are equivalent:
1) δ ≥ ‖Id−A∗ΩAΩ‖,
2) ∀x ∈ Kd with supp(x) ⊂ Ω
(1− δ) ‖x‖2 ≤ ‖Ax‖2 ≤ (1 + δ) ‖x‖2 . (26)
Proof. The inequality
δ ≥ ‖Id−A∗ΩAΩ‖ = max
x∈Kd
| 〈x,x−A∗ΩAΩ(x)〉 |
〈x,x〉 (27)
= max
supp(x)=Ω
| 〈x,x〉 − 〈Ax,Ax〉 |
〈x,x〉 (28)
holds if and only if for all x ∈ Kd with supp(x) = Ω
δ 〈x,x〉 ≥ | 〈x,x〉 − 〈Ax,Ax〉 |. (29)
The last bound is equivalent with (26).
If a matrix satisfies RIP, then one can put a similar bound
on its adjoint, which can be formalized as an obvious gener-
alization of ref. [2, Lemma 6.20]:
Proposition 7 (Adjoint RIP). Let Ω ⊂ [d] be a support,
A ∈ Km×d be a measurement map and e ∈ Kd a vector.
If ‖Id−A∗ΩAΩ‖ ≤ δ then
‖(A∗e)Ω‖ ≤
√
1 + δ ‖e‖ . (30)
Proof. We use that ‖xΩ‖ = ‖xcΩ‖ and the Cauchy-Schwarz
inequality to obtain
‖( A∗e )Ω‖2 = 〈A∗e, (A∗e)cΩ〉 = 〈e,A (A∗e)cΩ〉 (31)
≤ ‖A(A∗e)cΩ‖ ‖e‖ .
Applying Proposition (6) yields
‖( A∗e )Ω‖2 ≤
√
1 + δ ‖( A∗e )Ω‖ ‖e‖ (32)
and cancellation of the factor ‖( A∗e )Ω‖ completes the proof.
Next, we make an observation allowing to restrict the
columns of a matrix.
Proposition 8 (Restricting columns). Let A ∈ Km×d be a
matrix, x ∈ Kd a vector and Ω ⊂ [d] an index set. Then∥∥((Id−A∗A)x)
Ω
∥∥ ≤ ∥∥Id−(AT )∗AT∥∥ ‖xT ‖ , (33)
where T = (supp x) ∪ Ω.
The proof is analogous to the one presented in ref. [2,
Lemma 6.16].
Proof. With z := (Id−A∗A)x, X := supp(x), and the
definition of the projection onto support sets (7) we obtain∥∥((Id−A∗A) x)
Ω
∥∥2 = 〈zcΩ, (Id−A∗A)x〉 (34)
=
〈
zcΩ,x
〉− 〈A(zcΩ),Ax〉 (35)
=
〈
(zcΩ)T ,xT
〉− 〈AT zT ,ATxT 〉
=
〈
(zcΩ)T ,
(
Id−(AT )∗AT
)
xT
〉
≤ ‖zΩ‖ ‖Id−(AT )∗AT ‖ ‖xT ‖ . (36)
Cancelling the factor
∥∥((Id−A∗A) x)
Ω
∥∥ = ‖zΩ‖ completes
the proof.
The proof requires a bound for terms involving sums of
two and more (s, σ)-sparse vectors, to this end we will use
the Observation 2 from Section III:
Observation (Support unions). For i = 1, 2 let Ωi ⊂ [N ] ×
[n] be an (si, σi)-sparse support and A ∈ Km×Nn with RIP
constants δs,σ . Then∥∥Id−A∗Ω1∪Ω2AΩ1∪Ω2∥∥ ≤ δs1+s2,σ1+σ2 . (37)
Now we are in the position to prove that HiHTP converges
to the “right” solution for sufficiently many measurements.
Proof of recovery guarantee Theorem 1. We modify the ar-
gument as presented for HTP in ref. [2, Proof of Theo-
rem 6.18]. Similar versions can be found in refs. [29] and [42].
The proof relies on two observations, that follow directly from
the definition of the algorithm:
a) Consequence of Algorithm 1 Line 3: By definition, the
thresholding operator Ls,σ(z) yields the (s, σ)-sparse support
such that
∥∥zLs,σ(z)∥∥ ≥ ‖zΣ‖ for all (s, σ)-sparse Σ ⊂ [Nn].
In particular, Line 3 of Algorithm 1 ensures that in the (k+1)th
iteration∥∥(xk + A∗(y −Axk))
Ωk+1
∥∥ ≥ ∥∥(xk + A∗(y −Axk))
Ω
∥∥ .
(38)
This bound still holds after eliminating the contribution of
entries with indices in Ω ∩ Ωk+1. Hence,∥∥(xk + A∗(y −Axk))Ωk+1\Ω∥∥
≥
∥∥∥(xk + A∗(y −Axk))
Ω\Ωk+1
∥∥∥
=
∥∥∥(xΩ − xk+1 + xk − xΩ + A∗(y −Axk))Ω\Ωk+1∥∥∥
≥
∥∥∥(xΩ − xk+1)Ω\Ωk+1∥∥∥
−
∥∥∥(xk − xΩ + A∗(y −Axk))Ω\Ωk+1∥∥∥ .
(39)
This inequality can be recast as∥∥∥(xΩ − xk+1)Ω\Ωk+1∥∥∥
≤
∥∥∥(xk − xΩ + A∗(y −Axk))Ωk+1\Ω∥∥∥
+
∥∥∥(xk − xΩ + A∗(y −Axk))Ω\Ωk+1∥∥∥
≤
√
2
∥∥∥(xk − xΩ + A∗(y −Axk))Ω∆Ωk+1∥∥∥,
(40)
where Ω∆Ωk+1 := (Ω \ Ωk+1) ∪ (Ωk+1 \ Ω) denotes the
symmetric difference of Ω and Ωk+1.
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b) Consequence of Algorithm 1 Line 4: The second
observation is that, by definition, xk+1 calculated in Line 4 of
Algorithm 1 fulfills the minimality condition
(
A∗(y −Axk+1))
Ωk+1
= 0, (41)
which can be seen by setting the gradient of x 7→ ‖Ax− y‖2
to zero.
With the bound (40) and the minimality condition (41) we
are now in a position to find the bound
∥∥xΩ − xk+1∥∥2
=
∥∥(xk+1 − xΩ)Ωk+1∥∥2
+
∥∥(xk+1 − xΩ)Ω\Ωk+1∥∥2
≤ ∥∥(xk+1 − xΩ + A∗(y −Axk+1))Ωk+1∥∥2
+ 2
∥∥(xk − xΩ + A∗(y −Axk))Ω∆Ωk+1∥∥2 .
(42)
Inserting y = AxΩ + e yields∥∥xk+1 − xΩ∥∥2
≤
[∥∥((Id−A∗A)(xk+1 − xΩ))Ωk+1∥∥
+
∥∥(A∗e)Ωk+1∥∥]2
+ 2
[∥∥((Id +A∗A)(xk − xΩ))Ω∆Ωk+1∥∥
+
∥∥(A∗e)Ω∆Ωk+1∥∥]2.
(43)
Using Proposition 8 and Lemma 2 we find for the first and
third term that∥∥((Id−A∗A)(xk+1 − xΩ))Ωk+1∥∥
≤ ∥∥Id−A∗Ω∪Ωk+1AΩ∪Ωk+1∥∥∥∥xk+1 − xΩ∥∥
≤ c1
∥∥xk+1 − xΩ∥∥ (44)
with c1 := δ2s,2σ and∥∥(( Id +A∗A)(xk − xΩ))Ω∆Ωk+1∥∥
≤ ∥∥Id−A∗Ω∪(Ωk+1\Ω)∪ΩkAΩ∪(Ωk+1\Ω)∪Ωk∥∥∥∥xk − xΩ∥∥
≤ c2
∥∥xk − xΩ∥∥
(45)
with c2 := δ3s,2σ , where to accomplish the last step we notice
that Ω ∪ (Ωk+1 \ Ω) is (2s, σ)-sparse. For the remaining two
terms Proposition 7 and Lemma 2 yield
‖(A∗e)Ωk+1‖ ≤ c3 ‖e‖ (46)
with c3 := (1 + δs,σ)1/2 and
‖(A∗e)Ω∆Ωk+1‖ ≤
√
1 + c1 ‖e‖ . (47)
Plugging (44), (46), (45), (47) back into (43), solving the
quadratic inequality for
∥∥xk+1 + xΩ∥∥ and then using that√
a2 + b2 ≤ |a|+ |b| for a, b ∈ R leads to
∥∥xk+1 + xΩ∥∥ ≤ [ 2
1− c21
(
c2
∥∥xk − xΩ∥∥+√1 + c1 ‖e‖)2
+
(
c3
1− c21
)2
‖e‖2
]1/2
+
c1c3
1− c21
‖e‖
≤
√
2c22
1− c21
∥∥xk − xΩ∥∥
+
√
2(1− c1) + c3
1− c1 ‖e‖ .
(48)
We define ρ :=
√
2c22/(1− c21) and observe that
ρ ≤
√
2c22/(1− c22) < 1 (49)
if δ3s,2σ < 1/
√
3. Furthermore, we define the parameter τ
such that
(1− ρ)τ =
√
2(1− c1) + c3
1− c1 (50)
holds. In the regime 0 ≤ c1 ≤ 1/
√
3 we can make use of the
linear bound√
2(1− c1) + c3
1− c1 ≤
√
2 + c3 + λc1 (51)
with λ = (4.733c3 + 2.637)/2. Plugging
c3 ≤
√
1 + c2 <
√
1 + 1/
√
3 (52)
and c1 ≤ c2 < 1/
√
3 into the linear bound (51) yields
(1− ρ)τ ≤ 5.15, (53)
which completes the proof.
APPENDIX B
CALIBRATION OF HiLasso
In the optimisation problem of the HiLasso algorithm
minimise
1
2
‖y −Ax‖2 + µ‖x‖`1 + λ‖x‖`2/`1 . (54)
the parameters µ and λ have to be choosen according to
the sparsity structure of the signal and the noise level of the
measurements.
In our tests the signals are (s = 4, σ = 20)-sparse with
N = 30 blocks each of dimension n = 100. The support
is drawn uniformly at random and the entries are i.i.d. real
numbers drawn from a standard normal distribution. Figure 8
shows the percentage of recovered signals for different values
of the parameters µ and λ of the HiLasso algorithm and
different numbers m of noiseless Gaussian measurements. For
each combination of µ and λ the algorithm is tested for 30
signals. A signal is recovered if it deviates by less than 10−5
in Euclidean norm from the original signal.
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Figure 8. The three figures show the percentage of recovered signals for
HiLasso using different calibration parameters µ and λ for numbers of
measurements m = 320, m = 340 and m = 350, respectively. The value
of µ = 0.4 and λ = 0.5 used for Figure 2 and Figure 3 are highlighted by
a white circle. The dimension of the signals are N = 30, n = 100, s = 4
and σ = 20
We observe for a number of measurements m between 300–
350 that choosing non-zero values for both parameters yields
recoveries while setting one parameter to zero, corresponding
to standard `1-regularisation and mixed `1/`2-norm regulari-
sation, does not.
For the numerics of Figure 2 and Figure 3 we choose
the parameter µ = 0.5 and λ = 0.4. This calibration point
lies approximately in the center of the parameters for which
recoveries are observed and is among the maximal points
within the statistical error. In fact, using a couple of randomly
selected further calibration points which appear reasonable
form Figure 8 yield the same results for Figure 2 and Figure 3.
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