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ABSTRACT
Document ranking experiments should be repeatable: running the
same ranking model over the same collectionwith the same queries
should yield exactly the same output. However, the presence of dif-
ferent documentswith the same scoremay yield non-deterministic
rankings, making repeatability not as trivial as one might imagine.
In the context of our work using the open-source Lucene search en-
gine, score ties are broken by internal document ids, which are as-
signed at index time. Due tomulti-threaded indexing, whichmakes
experimentation with large modern document collections practi-
cal, internal document ids are not assigned consistently between
different index instances of the same collection, and thus score
ties are broken unpredictably. This short paper examines the ef-
fectiveness impact of such score ties, quantifying the variability
that can be attributed to this phenomenon. The obvious solution
to this non-determinism and to ensure repeatable document rank-
ing is to break score ties using external collection document ids.
This approach, however, comes with measurable efficiency costs
due to the necessity of consulting external identifiers during the
inner loop of query evaluation.
1 INTRODUCTION
It should generate no controversy to assert that repeatability of
document ranking experiments in information retrieval research
is a desirable property. To be precise, running the same ranking
model over the same document collection with the same queries
should yield the same output every time. Yet, this simple property
is not trivial to achieve inmodern retrieval engines that take advan-
tage of multi-threaded indexing. In this paper, we explore corner
cases that yield non-repeatable rankings: observed non-determinism
is attributable to score ties, or documents in the collection that re-
ceive the same score with respect to a particular ranking model.
Anserini, an open-source information retrieval toolkit built on
Lucene [4, 5], provides the context for our study. The system evolved
out of previous IR reproducibility experiments [1, 2] where Lucene
exhibited a good balance between efficiency and effectiveness com-
pared to other open-source search engines. A large user and devel-
oper base, numerous commercial deployments at scale, as well as
a vibrant ecosystem provide additional compelling arguments for
building an information retrieval toolkit on top of Lucene, specifi-
cally targeted at researchers.
The multi-threaded indexer that Anserini implements on top of
Lucene is able to rapidly index largemodern document collections—
for example, with amodern server, building a simple non-positional
index on the popular ClueWeb09b or ClueWeb12-B12 collections
each takes around an hour [5]. A consequence of themulti-threaded
design is that documents are inserted into the index in a non-de-
terministic order, which means that different index instances over
the same collection may be substantively different. This has im-
plications for documents that receive the same score at retrieval
time—by default, the Lucene core ranking algorithm breaks ties
by an internal document id, which is assigned based on document
insertion order. Since these internal document ids are not stable
across different index instances, document ranking experiments
may not be repeatable.
One might question: Is this a big deal? We argue yes, from a
number of perspectives. While arbitrary tie-breaking behavior has
a relatively small impact on simple “bag of words” queries (typi-
cally, differences in the fourth decimal place in terms of standard
evaluation metrics), effectiveness differences are magnified for rel-
evance feedback runs that utilize two-stage retrieval based on an
initial ranking. Repeatable runs form a cornerstone of regression
testing in modern software development—without exact repeata-
bility, it is difficult to determine if changes in effectiveness are the
result of bugs introduced in the code. Without a suite of regression
tests, sustained progress on a complex codebase becomes difficult.
For example, Lin et al. [2] report cases of different results from runs
that purport to use the same ranking model from the same system
on the same test collection (by the same research group, even).
The goal of this paper and our contribution is a detailed study of
the impact of score ties from the perspective of repeatability across
a number of different test collections. While score ties have pre-
viously been exploited for prioritizing signals in document rank-
ing [3], our focus is different in focusing specifically on repeata-
bility. We empirically characterize differences in effectiveness that
can be attributed to arbitrary interleaving of documents ingested
during multi-threaded indexing. The solution to repeatable docu-
ment ranking is fairly obvious: ties should be broken deterministi-
cally by external collection document ids (which are stable) instead
of internal indexer-assigned ids. However, this comes at a measur-
able cost in query evaluation efficiency, which arises from the need
to consult external identifies in the inner loop of query evaluation.
2 EXPERIMENTAL DESIGN
All experiments in this paper were conducted with Anserini v0.1.0,
which is based on Lucene 6.3.0; all code necessary to replicate our
experiments are available on GitHub at http://anserini.io/.
To examine the impact of score ties across a diverse range of
document types, we considered three newswire collections, two
tweet collections, and two web collections:
• TREC 2004 Robust Track, TREC Disks 4 & 5.
• TREC 2005 Robust Track, the AQUAINT Corpus.
TREC 2004 Robust Track topics, Disks 4 & 5
Model AP min—max ∆ P30 min—max ∆
BM25 0.2501 0.2498 — 0.2501 0.0003 0.3123 0.3120 — 0.3124 0.0004
BM25+RM3 0.2757 0.2756 — 0.2757 0.0001 0.3256 0.3253 — 0.3257 0.0004
QL 0.2468 0.2464 — 0.2469 0.0005 0.3083 0.3076 — 0.3080 0.0007
QL+RM3 0.2645 0.2643 — 0.2644 0.0002 0.3153 0.3149 — 0.3151 0.0004
TREC 2005 Robust Track topics, AQUAINT Collection
Model AP min—max ∆ P30 min—max ∆
BM25 0.2003 0.2000 — 0.2006 0.0006 0.3660 0.3660 — 0.3673 0.0013
BM25+RM3 0.2511 0.2506 — 0.2513 0.0007 0.3873 0.3860 — 0.3880 0.0020
QL 0.2026 0.2019 — 0.2026 0.0005 0.3713 0.3693 — 0.3720 0.0027
QL+RM3 0.2480 0.2471 — 0.2483 0.0012 0.4007 0.4007 — 0.4013 0.0006
TREC 2017 Common Core Track topics, New York Times Collection
Model AP min—max ∆ P30 min—max ∆
BM25 0.1996 0.1997 — 0.1998 0.0002 0.4207 0.4213 — 0.4220 0.0007
BM25+RM3 0.2633 0.2632 — 0.2635 0.0003 0.4893 0.4867 — 0.4893 0.0026
QL 0.1928 0.1929 — 0.1929 0.0001 0.4327 0.4327 — 0.4333 0.0006
QL+RM3 0.2409 0.2408 — 0.2409 0.0001 0.4647 0.4640 — 0.4647 0.0007
Table 1: Variability in effectiveness attributed to score ties on three newswire collections. First column for each metric (“AP”
and “P30”) shows values with consistent repeatable tie-breaking. Columns marked “min—max” report minimum and maxi-
mum scores across five different indexeswith arbitrary tie-breaking. Columnsmarked “∆” report the largest absolute observed
difference (including consistent tie-breaking).
• TREC 2017 Common Core Track, the New York Times Anno-
tated Corpus.
• TREC 2011/2012 Microblog Tracks (the Tweets2011 collection)
and TREC 2013/2014 Microblog Tracks (the Tweets2013 collec-
tion).
• TREC 2010–2012 Web Tracks (ClueWeb09b) and TREC 2013–
2014 Web Tracks (ClueWeb12-B13).
For each document collection, we used Anserini to build five sep-
arate indexes from scratch (we set the indexer configuration to
store term positions as well as document vectors to support rel-
evance feedback). For each index, we performed a retrieval run
using topics from the corresponding test collections. In each of
these runs, Anserini used Lucene’s default tie-breaking technique,
based on arbitrarily-assigned internal document ids—which as we
have noted above, is not consistent between index instances due
tomulti-threading. Differences in effectiveness between these runs
quantifies the impact of score ties.
In Anserini, we have modified the query evaluation algorithm to
use the external collection docid to break score ties, which means
that retrieval results are repeatable across different index instances.
For newswire and web collections, the lexicographic sort order of
collection document ids is used as the tie breaker. For tweets, ties
are broken by reverse chronological order (i.e., most recent tweet
first). For convenience we call this the repeatable ranking condi-
tion.1 In our experiments, we performed a series of such retrieval
runs as a reference condition.
With the exception of tweet collections, we considered the fol-
lowing ranking models: BM25 and query likelihood, and the RM3
1In our implementation, repeatability is the default behavior.
query expansion technique applied to both. For tweet collections,
we only considered query likelihood since BM25 is well-known not
to be effective.2 In Anserini, RM3 is implemented as a two-stage
process: a relevance model is estimated from documents in an ini-
tial ranked list, which then forms an expanded query that retrieves
the final results. Thus, there are two source of variability due to
score ties—when applying a rank cutoff in the initial retrieval as
well as the final ranking.
All runs retrieved up to 1000 hits andwere evaluating in terms of
standard retrieval metrics: for newswire and tweet collections, we
computed average precision (AP) and precision at rank 30 (P30) us-
ing trec_eval. For the web collections, we computed NDCG@20
using gdeval.pl (since the shallow pool depths make AP unre-
liable). As a final detail, to ensure that the evaluation program re-
spects our tie-breaking approach, Anserini slightly perturbs scores
of tied documents when writing output in TREC format so that the
rank order is consistent with the score order.3
3 RESULTS
The results of our experiments on the newswire collections are
shown in Table 1. Under the columns with the names of the metric
(“AP” and “P30”), we report the effectiveness of the repeatable runs
(consistent tie-breaking with external document ids). The columns
marked “min—max” report minimum and maximum scores across
2Among other issues, length normalization, known to have a large impact on effec-
tiveness in newswire documents, has minimal impact on tweets since their lengths
exhibit relatively little variability.
3This is necessary, for example, because when trec_eval computes a metric, it loads
in the run and sorts the documents by score, breaking ties internally. We do not want
an external evaluation tool to impose its own tie-breakingapproach, but rather respect
the rankings generated by our system.
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TREC 2011 and 2012 Microblog Track topics, Tweets2011 Collection
Model AP min—max ∆ P30 min—max ∆
QL 0.2787 0.2761 — 0.2770 0.0026 0.3673 0.3636 — 0.3667 0.0037
QL+RM3 0.3178 0.3157 — 0.3173 0.0021 0.3954 0.3929 — 0.3975 0.0046
TREC 2013 and 2014 Microblog Track topics, Tweets2013 Collection
Model AP min—max ∆ P30 min—max ∆
QL 0.3357 0.3345 — 0.3348 0.0012 0.5429 0.5406 — 0.5423 0.0023
QL+RM3 0.3692 0.3695 — 0.3699 0.0007 0.5484 0.5528 — 0.5542 0.0058
Table 2: Variability in effectiveness attributed to score ties on tweet collections, organized in the same way as Table 1.
the five different indexes given arbitrary tie-breaking (internal doc-
ument ids). Note that for some cases, the effectiveness of the re-
peatable condition falls outside the min–max range. The columns
marked “∆” show the largest absolute observed difference across
all runs, including the repeatable conditions.
We see that the variability attributed to tie-breaking behavior
yields minor effectiveness differences, usually in the fourth deci-
mal place, but sometimes in the third decimal place. Overall, ob-
served variability in AP is smaller than P30 because for AP, the
differences come from documents that straddle the rank cutoff of
1000, where the score contribution of documents are small anyway.
As expected, the RM3 runs tend to exhibit greater effectiveness
variability because score ties impact both the selection of docu-
ments for extracting feedback terms as well as the final ranking.
In absolute terms, the observed score variability in our experi-
ments is quite small. However, as argued in the introduction, this
variability makes regression testing—which is a cornerstone ofmod-
ern software development—nearly impossible. Without repeatable
runs, it is difficult to automatically ascertain whether differences
in effectiveness are actually caused by subtle bugs. Typically, in
regression testing, the developer specifies a tolerance when com-
paring test results with expected (ground truth) results.When com-
paring floating point numbers, for example, differences attributed
to precision errors are generally accepted in determining if a test
“passes”. However, themagnitudes of the score differences observed
here are larger than what most software engineers would be com-
fortable “explaining away” in terms of tolerance.
Results of our experiments on tweet collections are shown in
Table 2, which is organized in exactly the same manner as Table 1.
Here, we observe even greater variability: there are more score ties
because many tweets have the same length. Again, differences in
P30 (one of the official metrics used in the TRECMicroblog Tracks)
are more pronounced than average precision, particularly for the
query expansion runs.
Finally, results on the web collections are shown in Table 3, or-
ganized in the samemanner as the previous tables. We report effec-
tiveness only in terms of NDCG@20 due to the shallow pools used
in the construction of the qrels. The results on web collections are
consistent with conclusions from the other collections.
As discussed in the previous section, the solution to repeatable
document ranking is relatively straightforward—instead of depend-
ing on the internal document id to break score ties, we should use
external (collection-specific) document ids. Anserini implements
exactly this solution. This approach, however, comes at a cost in
TREC 2010—2012 Web Track topics, ClueWeb09b
Model NDCG@20 min—max ∆
BM25 0.1407 0.1405 — 0.1408 0.0003
BM25+RM3 0.1524 0.1524 — 0.1525 0.0001
QL 0.1211 0.1210 — 0.1212 0.0002
QL+RM3 0.1340 0.1340 — 0.1342 0.0002
TREC 2013 and 2014 Web Track topics, ClueWeb12-B13
Model NDCG@20 min—max ∆
BM25 0.1216 0.1216 — 0.1216 0.0000
BM25+RM3 0.1080 0.1077 — 0.1083 0.0006
QL 0.1146 0.1146 — 0.1154 0.0008
QL+RM3 0.0920 0.0920 — 0.0926 0.0006
Table 3: Variability in effectiveness attributed to score ties
on web collections, organized in the same way as Table 1.
terms of efficiency, since the query evaluation algorithmmust con-
sult an external id as part of its inner loop during postings traversal.
Lookup of an external id requires extra indirection in memory ac-
cess, which is a relatively expensive operation that has negative
data locality and cache consequences: there is inevitably pointer
chasing since memory accesses to look up external document ids
are inherently unpredictable.
The efficiency costs of repeatable experiments are quantified in
Table 4 for the three largest collections used in our experiments.
Here, we report average query evaluation latency (in seconds) un-
der the non-repeatable and repeatable conditions, averaged over
five trials on an iMac Pro desktop machine (2.3 GHz Intel Xeon W
processor) running macOS High Sierra. The final column shows
the increase in query latency due to consistent tie-breaking using
external document ids. In all cases we first ran the experiments a
few times to warm up underlying operating system caches, and
then captured measurements over the next sets of trials. Query
evaluation was performed using a single thread.
For simple bag-of-words queries, we observe ameasurable slow-
down in query latency, which quantifies the cost of repeatability.
Across the web collections, this slowdown is approximately 20%,
but for tweets the latency costs are greater, most likely due tomore
prevalent score ties. Not surprisingly, query evaluation with RM3
is much slower due to its two-stage process: here, however, the
behavior between tweet and web collections diverge. For web col-
lections, the slowdown is less compared to bag-of-words queries
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TREC 2013 and 2014 Microblog Track topics, Tweets2013
Model Non-Repeatable Repeatable ∆
QL 0.46s 0.58s +26%
QL+RM3 1.05s 2.00s +90%
TREC 2010—2012 Web Track topics, ClueWeb09b
Model Non-Repeatable Repeatable ∆
BM25 0.18s 0.23s +23%
BM25+RM3 3.92s 4.18s +7%
TREC 2013—2014 Web Track topics, ClueWeb12-B13
Model Non-Repeatable Repeatable ∆
BM25 0.22s 0.26s +18%
BM25+RM3 4.23s 4.61s +9%
Table 4: Latency differences between non-repeatable and re-
peatable document ranking, where repeatability is achieved
by consistently breaking ties using external document ids.
because a significant amount of time is spent reading document
vectors from the index and estimating the relevance models during
query evaluation. As a result, the amount of time actually spent in
the postings traversal inner loop is proportionally smaller. Tweets,
however, are much shorter, and so estimating relevance models
is relatively quick. The much larger expanded query necessitates
scoring many more documents, thus leading to a large slowdown
for repeatable runs.
4 CONCLUSIONS
The conclusions from our examination of score ties are fairly clear:
Although absolute differences in effectiveness metrics are relatively
small—in the third decimal place at the most—these differences
nevertheless pose significant issues for regression testing. Without
rigorous regression testing, it is difficult to put progress on solid
footing in terms of software engineering best practices, since de-
velopers cannot be certain if a new feature actually introduced a
bug. Fortunately, the solution to repeatable runs is fairly straight-
forward, which we have implemented: score ties should be broken
by external collection ids. However, this comes with a measurable
efficiency cost in terms of slowdown in query evaluation. As a con-
crete recommendation for navigating this tradeoff, we suggest that
non-repeatable runs are acceptable for prototyping, but any perma-
nent contributions to a codebase must pass slower regression tests
that make repeatability a requirement.
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