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Zusammenfassung
Die Prognose der Insolvenzgefa¨hrdung von Unternehmen anhand sta-
tistischer Methodik war und ist eine bedeutende Aufgabe empirischer
Forschung. Eine Mo¨glichkeit der Beurteilung der finanziellen bzw.
wirtschaftlichen Verfassung von Unternehmen stellt die sog. externe
Bilanzanalyse anhand verschiedener relativer Kennzahlen(-systeme) dar,
welche aus den vero¨ffentlichten Jahresabschlu¨ssen von Kapitalgesellschaf-
ten abgeleitet werden ko¨nnen. In der aktuellen Praxis der empirischen
Insolvenz- und Risikoforschung ist nach wie vor die klassische parametri-
sche Methode der bina¨ren logistischen Regression weit verbreitet. In der
ju¨ngeren Vergangenheit haben jedoch neue Methoden der statistischen
Lerntheorie, die aus den Methoden des maschinellen Lernens hervor-
gegangen sind, zunehmend an Bedeutung erlangt. In der vorliegenden
Arbeit wird ein ku¨nstliches neuronales Netz zur Insolvenzklassifikation
anhand relativer Bilanzkennzahlen entwickelt und mit den Ergebnissen
der logistischen Regressionsanalyse verglichen und evaluiert.
Keywords: Insolvenzprognose, externe Bilanzanalyse, Ku¨nstliche Neuro-
nale Netze, Bina¨res Logit-Modell, logistische Regression
Diese Arbeit wurde von der Deutschen Forschungsgemeinschaft durch
den SFB 649 ”O¨konomisches Risiko” unterstu¨tzt.
JEL Codes: C45, G32, G33
1
21 Problemstellung: Insolvenzprognose aus Jah-
resabschlu¨ssen
Ziel der hier durchzufu¨hrenden Analyse ist es, anhand der beobachte-
ten Jahresabschlussdaten einer Auswahl von 21.000 deutschen Unternehmen
Klassifikations- und damit Prognosemodelle fu¨r die zuku¨nftige Ertragslage und
damit verbunden einer Insolvenzprognose zu entwickeln. Dabei sollen das am
ha¨ufigsten zu diesem Zweck eingesetzte klassischen statistische Verfahren, die
bina¨re logistische Regression, mit den in der ju¨ngeren Vergangenheit stark ver-
breiteten ku¨nstlichen neuronalen Netzwerkmodellen verglichen und evaluiert
werden.
Die softwaregestu¨tzte Analyse erfolgt mit der Data Mining-Software Enterpri-
se Miner 5.2 und der Statistik-Analysesoftware SAS Enterprise Guide 3.0 der
Firma SAS Institute GmbH Deutschland, die im Rahmen eines Kooperations-
vertrages zur Verfu¨gung gestellt wurden.1 Außerdem wird das Statistik-Paket
R Vers. 2.4.0 des R Project for Statistical Computing2 verwendet.
Die Generierung von Aussagen u¨ber die Ertragslage von Unternehmen betrifft
sowohl gesamtwirtschaftliche als auch betriebswirtschaftliche Fragestellungen.
So wird eine sinnvolle Konjunkturprognose ohne die Beru¨cksichtigung der Er-
tragslage der Gesamtheit der Unternehmen nicht mo¨glich sein. Bei den betriebs-
wirtschaftlichen Aspekten spielen insbesondere die Bereiche Risikofru¨herken-
nung, Kreditwu¨rdigkeitspru¨fung, Ratingverfahren sowie die Insolvenzprognose
eine wichtige Rolle.
Insbesondere die Prognose einer eventuellen Insolvenzgefahr ist fu¨r viele Un-
ternehmen von unmittelbarer praktischer Bedeutung. So ist es etwa fu¨r Unter-
nehmen, die die deutsche Rechtsform der Aktiengesellschaft (AG) besitzen, ver-
pflichtend, ein sog. Insolvenzfru¨hwarnsystem in ihr internes Rechnungswesen zu
integrieren. $ 91 II AktG schreibt hierzu vor: ”Der Vorstand hat geeignete Maß-
nahmen zu treffen, insbesondere ein U¨berwachungssystem einzurichten, damit
den Fortbestand der Gesellschaft gefa¨hrdende Entwicklungen fru¨h erkannt wer-
den.” Nach deutschem Gesellschaftsrecht kann sowohl die Zahlungsunfa¨higkeit
der Gesellschaft als auch die U¨berschuldung zur Insolvenz fu¨hren.3 Zahlungs-
unfa¨higkeit ist hierbei definiert als die Unfa¨higkeit der Unternehmung, rechtlich
oder o¨konomisch zwingend fa¨llige Zahlungen leisten zu ko¨nnen.4 Der Tatbestand
der U¨berschuldung ist erfu¨llt, wenn die Verbindlichkeiten der Unternehmung den
Wert der vorhandenen Aktiva u¨bersteigen.5 Bei Personengesellschaften fu¨hrt le-
diglich die Zahlungsunfa¨higkeit zur Insolvenz.
Die o¨konomische Bedeutung einer mo¨glichst guten Prognose der Insolvenz-
gefahr ist unmittelbar ersichtlich, da die Unfa¨higkeit eines Unternehmens, Ver-
1Vgl. http://www.sas.com/technologies/analytics/datamining/miner/ bzw.
http://www.sas.com/technologies/bi/query reporting/guide/index.html.
2Informationen und Download von R bzw. MatLab auf http://www.r-project.org bzw.
http://www.mathworks.de.
3Vgl. $ 92 II AktG.
4Vgl. $ 17 InsO.
5Vgl. $ 19 InsO.
3bindlichkeiten zu bedienen, meist den Ausfall oder zumindest die Reduzierung
der entsprechenden Forderungen des Vertragspartners zur Folge hat. Hat der
Vertragspartner wiederum Verbindlichkeiten zu bedienen, ko¨nnte dieser Forde-
rungsausfall auch ihn in Schwierigkeiten bringen. Somit kann die Insolvenz eines
Unternehmens eine Kettenreaktion bezu¨glich der Insolvenzgefahr vieler weiterer
mittelbar oder unmittelbar mit diesem Unternehmen verbundenen Unterneh-
men auslo¨sen. Eine entsprechende Betrachtung der Vertragspartner hinsichtlich
deren Insolvenzgefahr ist somit als essentiell wichtig einzustufen.6 Des Weite-
ren kann die Insolvenzwahrscheinlichkeit als Risikomaß in die Kreditvertragsge-
staltung einfließen, z.B. bei der Festlegung risikoabha¨ngiger Zinssa¨tze (Credit
Scoring).
1.1 Externe Bilanzanalyse
Unter einer externen Bilanzanalyse versteht man die Analyse eines Unterneh-
mens ausschließlich anhand publizierter Informationsquellen wie z.B. Jahresab-
schlu¨ssen, Gescha¨ftsberichten und ggf. Presseberichten. Betriebsinterne Infor-
mationsquellen werden dabei nicht herangezogen.7
Zu den grundlegenden Aufgaben des von einem Unternehmen zu verfassen-
den Jahresabschlusses8 za¨hlt, Aufschluss u¨ber die Vermo¨genslage, die Finanzlage
und die Ertragslage des betreffenden Unternehmens zu geben.9 Der Jahresab-
schluss spiegelt dabei das Ergebnis sa¨mtlicher Gescha¨ftsvorfa¨lle eines Gescha¨fts-
jahres wieder.
Die Darstellung der Vermo¨genslage soll daru¨ber informieren, wie ”reich”
bzw. ”arm” das Unternehmen ist, d.h. wie groß der Saldo zwischen den ihm
geho¨renden Besitzpositionen und seinen Verbindlichkeiten im weitesten Sinne
ist. Die Darstellung der Finanzlage soll u¨ber die Herkunft und Verwendung der
im Unternehmen eingesetzten Mittel sowie u¨ber deren Fristigkeiten Auskunft
geben. Letztlich soll die Darstellung der Ertragslage daru¨ber informieren, in
welchem Umfang und aus welchen Gru¨nden sich das Reinvermo¨gen (Eigenkapi-
tal) des Unternehmens innerhalb eines bestimmten Zeitraumes vera¨ndert hat.
Das zentrale Instrument zur Darstellung der Ertragslage ist die zeitraumbe-
zogene Gewinn- und Verlustrechnung (GuV). Darin sind einerseits die Quellen
und das Zustandekommen des Ertrages10 sowie andererseits die Aufwandsstruk-
6Dies stellt auch den Unternehmenszweck des ”Verbandes der Vereine Creditreform e.V.”
dar, von dem die in dieser Arbeit verwendeten Jahresabschlussdaten zur Verfu¨gung gestellt
wurden, vgl. weiter unten Abschnitt 1.2.
7Vgl. [Schult 2003], S.5. Im Gegensatz dazu kann in einer internen Bilanzanalyse auf sa¨mt-
liche Informationen bezu¨glich des Jahresabschlusses des jeweiligen Unternehmens zugegriffen
werden. Dazu geho¨ren beispielsweise das umfassend verfu¨gbare Datenmaterial aus Konten-
nachweisen, der Finanzbuchhaltung und -planung, der Kostenrechnung und sonstiger Aus-
wertungen und Plandaten.
8Der Jahresabschluss einer Kapitalgesellschaft besteht aus der Bilanz, der Gewinn- und
Verlustrechnung, dem Anhang und dem Lagebericht. Dieser Jahresabschluss hat unter Be-
achtung der Grundsa¨tze ordnungsma¨ßiger Buchfu¨hrung ein den tatsa¨chlichen Verha¨ltnissen
entsprechendes Bild der Vermo¨gens-, Finanz- und Ertragslage zu vermitteln. ($ 264 HGB)
9Vgl. $ 264 Abs.2 HGB, Generalklausel.
10Der Begriff der Ertragslage im betriebswirtschaftlichen Sinn bezieht sich auf den Ertrag,
4tur aus gewo¨hnlicher und außergewo¨hnlicher Gescha¨ftsta¨tigkeit im abgelaufenen
Gescha¨ftsjahr ersichtlich zu machen.
Somit kann der Jahresabschluss eine Grundlage fu¨r die Scha¨tzung der Er-
tragslage des Unternehmens unter Beru¨cksichtigung der finanziellen Stabilita¨t
des Unternehmens bilden.11 Unter dem Begriff der finanziellen Stabilita¨t wird
insbesondere die nachhaltige Sicherung der Liquidita¨t, d.h. der Zahlungsfa¨hig-
keit des Unternehmens verstanden. Beide Aspekte sind voneinander abha¨ngig,
denn die finanzielle Stabilita¨t ist Voraussetzung fu¨r das Erreichen von nachhal-
tigen Gewinnen und Wachstum eines Unternehmens.
Allgemein ist die Aussagekraft der externen Bilanzanalyse durch verschiedene
Faktoren begrenzt. Einige davon sollen im Folgenden angesprochen werden.
Die wichtigste Beschra¨nkung liegt in der Mangelhaftigkeit der Informations-
quelle Jahresabschluss. Diese hat verschiedene Ursachen. Zum Einen sind Bi-
lanzgro¨ßen durch Ausu¨bung von Bilanzierungs- und Bewertungsrichtlinien in
gewissem Umfang beeinflussbar. Es ist davon auszugehen, dass diese Spielra¨ume
genutzt werden, da ein Unternehmen bei negativer Gescha¨ftslage einen Anreiz
hat, diese gegenu¨ber den Anteilseignern besser darzustellen, um seinen Markt-
wert nicht negativ zu beeinflussen. Andererseits besteht bei positiver Gescha¨fts-
lage evtl. ein Anreiz, die Situation z.B. gegenu¨ber der Steuerbeho¨rde oder den
Anteilseignern schlechter darzustellen, um Zahlungsanspru¨che niedrig zu halten.
Hinzu kommt, dass diese Bilanzierungs- und Bewertungsspielra¨ume zwischen
den verschiedenen Rechnungslegungsnormen variieren. So ist beispielsweise im
deutschen Handelsrecht der Gla¨ubigerschutz das bestimmende Prinzip. Daher
sind die Wertansa¨tze fu¨r Vermo¨gensgegensta¨nde eher niedrig zu wa¨hlen. In den
IAS/IFRS 12 hingegen ist es gestattet, Vermo¨gensgegensta¨nde neu zu bewerten
und so stille Reserven aufzudecken.13 Dies fu¨hrt dazu, dass die Wertansa¨tze auf
der Aktivseite der Unternehmen, die nach HGB bilanzieren, tendenziell niedri-
ger sein werden als die der nach IAS/IFRS bilanzierenden Unternehmen.
Des Weiteren resultieren die Positionen der Bilanz und der GuV aus der
Periodenabgrenzung von Aufwendungen und Ertra¨gen. Es handelt sich hierbei
also nicht um reine Zahlungsstromgro¨ßen, wie sie fu¨r eine sinnvolle Analyse
der Liquidita¨t no¨tig wa¨ren. Weiterhin ist unklar, in welchem Umfang die Jah-
resabschlussdaten Einflu¨sse konzerninterner Verflechtungen enthalten, die die
Vergleichbarkeit der Daten hinsichtlich der Ertragskraft beeinflussen ko¨nnten.
Schließlich ko¨nnen im Rahmen der hier durchzufu¨hrenden unternehmensu¨ber-
greifenden externen Bilanzanalyse keine zeitlichen Entwicklungen der Unterneh-
men beobachtet werden. Im Folgenden wird daher eine statische Bilanzanalyse
durchgefu¨hrt.
der den Wert aller wa¨hrend einer Periode erbrachten Leistungen umfasst. Dieser setzt sich
aus Ertra¨gen, die durch die typischen Leistungen des Betriebes entstanden sind und aus neu-
tralen Ertra¨gen wie Gewinne aus außerordentlicher, betriebs- und periodenfremder Leistung
zusammen, vgl. [Coenenberg 1993], S.597 ff.
11Vgl. [Jerschensky 1998], S.80.
12International Accounting Standards / International Financial Reporting Standards, inter-
nationale Standards und Interpretationen zur externen Rechnungslegung von Unternehmen,
vgl. http://www.iasifrs.de.
13Vgl. [Pellens et al. 2004], S.290 ff.
51.2 Datenbasis
Bei den zu analysierenden Rohdaten handelt es sich um eine vom SFB 649 ”O¨ko-
nomisches Risiko” der Humboldt Universita¨t zu Berlin fu¨r Forschungszwecke zur
Verfu¨gung gestellte Stichprobe des Verbandes der Vereine Creditreform e.V.14
im Umfang von 21.000 in Deutschland ansa¨ssigen Unternehmen, welche jeweils
durch die in Tab. 1 aufgelisteten Jahresabschlusspositionen charakterisiert sind,
die in Positionen der Bilanz und der GuV untergliedert werden ko¨nnen. Daru¨ber
hinaus sind in dem Datensatz Informationen u¨ber die Branchenzugeho¨rigkeit der
Unternehmen und ihre Gro¨ße enthalten. Rechtsform, Rechtskreis und die Re-
gulierungsvorschrift, nach der die Unternehmen bilanzieren, werden ebenfalls
benannt. Das Merkmal ’Insolvenzkriterium’ beinhaltet die Information, ob das
entsprechende Unternehmen innerhalb der nach dem Erhebungszeitpunkt lie-
genden 2 folgenden Jahre insolvent wurde (KRIT= 1) oder nicht (KRIT= 0).
Dabei sind genau 1.000 Unternehmen in der Stichprobe insolvent und 20.000
Unternehmen nicht insolvent geworden.
Einige Merkmale des Rohdatensatzes weisen sehr hohe Anteile fehlender Wer-
te (zum Teil mehr als 50%) auf. Dies betrifft die Merkmale GRSTBA, IMMA,
FORDBET, VERBBET, PRST, GESDAHR, VERW und MA, weshalb die-
se aus Gru¨nden der mo¨glichen Ergebnisverzerrung aus der weiteren Analyse
ausgeschlossen werden. Alle Unternehmen des Datensatzes haben einen Ein-
zelabschluss nach deutschem Handelsrecht in Euro erstellt, weshalb auch die
Merkmale REK und ABSCHLUSS aus dem Datensatz entfernt werden, da al-
le Objekte die gleiche Auspra¨gung ”HGB” bzw. ”Einzelabschluss” aufweisen.
Ebenso werden das Jahr des beobachteten Jahresabschlusses, die Rechtsform
und die Identifikationsnummer nicht in die weitere Analyse einbezogen. Die
Branchenzugeho¨rigkeit der Unternehmen wird zu Wirtschaftszweigen in Form
von Dummyvariablen verdichtet und so bei den Modellscha¨tzungen beru¨cksich-
tigt.
1.3 Aufbereitung der Positionen der Bilanz und GuV
Die Datenbasis ist nun so aufzubereiten, um die fu¨r die Abbildung der
Vermo¨gens-, Finanz- und Ertragslage notwendigen Kennzahlen zu erhalten. Da-
zu sind die Jahresabschlu¨sse in die sog. Strukturbilanz und in die Erfolgsspal-
tung zu u¨berfu¨hren.
Fu¨r die Bilanzerstellung von Kapitalgesellschaften ist das je nach Gro¨ße der
Gesellschaft gesetzlich vorgeschriebene Gliederungsschema nach $ 266 HGB
maßgebend. Fu¨r kleine Kapitalgesellschaften beschra¨nkt sich die Gliederungs-
tiefe auf die in Abb. 1 dargestellte Form. Aufgrund der im hier zur Verfu¨gung
stehenden Datensatz enthaltenen Variablen ist diese Darstellung fu¨r die weitere
Bilanzanalyse dieser Arbeit ausreichend.
14Zu den Aufgaben der Creditreform vgl. das Internetangebot des ”Verbandes der Vereine
Creditreform e.V.” unter http://www.creditreform.de.
15Klassifikation der Wirtschaftszweige in der Fassung von 2003 (WZ 2003) des Statistischen
Bundesamtes Deutschland.
6Label Variable bzw. Variablenbedeutung
ID Unternehmens-Identifikationsnummer
KRIT Insolvenzkriterium
JAHR Bilanzjahr des beobachteten Jahresabschlusses
BRANCHE Branchenschlu¨ssel15
REF Rechtsform
REK Rechtskreis
ABSCHLUSS Abschlussart
SAV Sachanlagevermo¨gen
GRSTBA Grundstu¨cke und Bauten
IMMA Immaterielle Vermo¨gensgegensta¨nde
KASSE Kassenbestand, Zahlungsmittelbestand
FLL Forderungen aus Lieferung und Leistung
FORDBET Forderungen gegenu¨ber Unt. mit denen Beteiligungsverha¨ltnis besteht
VOR Vorra¨te
UV Umlaufvemo¨gen
BILS ≡ GK Bilanzsumme ≡ Gesamtkapital
EK Eigenkapital
PRST Pensionsru¨ckstellungen und andere Aufwendungen fu¨r Alterssicherung
KVERB Kurzfristige Verbindlichkeiten (gesamt)
LVERB Langfristige Verbindlichkeiten (gesamt)
BAVERB Bankschulden in den kurz- und langfristigen Verbindlichkeiten
VERBBET Verbindlichkeiten gegenu¨ber Unt. mit denen Beteiligungsverha¨ltnis besteht
GESDAHR Gesellschafterdahrlehen
VLL Verbindlichkeiten aus Lieferung und Leistung
U Umsa¨tze
VERW Vertriebs- und Verwaltungsaufwand
AFA Abschreibungen
EBIT Earnings before Interest and Taxes (Betriebsergebnis)
ZINS Zinsaufwand
EBT Earnings before Taxes (Gewinn aus ordentlicher Gescha¨ftsta¨tigkeit)
JE Jahresergebnis
LAGV (Lager)- Bestandsvera¨nderung
VERBV Vera¨nderung der kurz- und langfristigen Verbindlichkeiten
KASSEV Vera¨nderung Kassenbestand
MA Anzahl Mitarbeiter
Tabelle 1: Im Creditreform-Datensatz enthaltene Jahresabschlussvariablen
7Bilanz
Aktiva Passiva
A. Anlagevermo¨gen: A. Eigenkapital
I. Immaterielle Vermo¨gensgegensta¨nde B. Ru¨ckstellungen
II. Sachanlagen C. Fremdkapital:
III. Finanzanlagen I. kurzfristige Verbindlichkeiten
B. Umlaufvermo¨gen: II. langfristige Verbindlichkeiten
I. Vorra¨te III. sonst. Verbindlichkeiten
II. Forderungen und sonst. Verm.-gegensta¨nde
III. Wertpapiere
IV. Kassenbestand, Schecks, Bankguthaben
C. Rechnungsabgrenzungsposten D. Rechnungsabgrenzungsposten
= Bilanzsumme = Gesamtkapital
Abbildung 1: Gliederungsschema der Strukturbilanz fu¨r die kleine Kapitalgesellschaft
Auf der Aktivseite der Strukturbilanz ist das Vermo¨gen des Unternehmens
ausgewiesen. Diese wird untergliedert in die drei Hauptposten Anlagevermo¨gen
(AV), Umlaufvermo¨gen (UV) und aktive Rechnungsabgrenzungsposten. Das
Anlagevermo¨gen setzt sich aus den Posten Immaterielle Vermo¨gensgegensta¨nde
(IMMA), Sach- und Finanzanlagen zusammen. In den Sachanlagen (SAV) sind
die evtl. vorhandenen Grundstu¨cke und Bauten (GRSTBA) enthalten. Unter
dem Umlaufvermo¨gen werden die Positionen Vorra¨te (VOR), Forderungen -
(darunter Forderungen aus Lieferung und Leistung (FLL) und Forderungen ge-
gen Unternehmen, mit denen ein Beteiligungsverha¨ltnis besteht (FORDBET))
und sonstige Vermo¨gensgegensta¨nde, Wertpapiere, Kassenbestand (KASSE),
Schecks und Bankguthaben aufgefu¨hrt.
Auf der Passivseite ist das dem Unternehmen zur Verfu¨gung stehende Kapi-
tal ausgewiesen. Dieses wird unterteilt in Eigenkapital (EK), evtl. Ru¨ckstel-
lungen (u.a. Pensionsru¨ckstellungen (PRST)) und das von Dritten befristet
zur Verfu¨gung gestellte Fremdkapital (FK). Das Eigenkapital umfasst die Mit-
tel, u¨ber die das Unternehmen unbeschra¨nkt verfu¨gen kann, insbesondere das
eingebrachte Grund- und Stammkapital.16 Das Fremdkapital kann weiter un-
tergliedert werden in kurz- (KVERB) und langfristige (LVERB) Verbindlich-
keiten. Darin sind je nach Fristigkeit u.a. Bankverbindlichkeiten (BAVERB),
Verbindlichkeiten aus Lieferung und Leistung (VLL), Gesellschafterdahrlehen
(GESDAHR) und Verbindlichkeiten gegenu¨ber Unternehmen, mit denen ein Be-
teiligungsverha¨ltnis besteht (VERBBET), enthalten. Die Summe aus Eigen- und
Fremdkapital bildet das Gesamtkapital bzw. die Bilanzsumme (GK ≡ BILS) des
Unternehmens. Dieses entspricht ebenfalls der Summe aus Anlage- und Umlauf-
vermo¨gen der Aktivseite der Bilanz.
In der Gewinn- und Verlustrechnung (GuV) werden die Ertra¨ge und die Auf-
wendungen einer Periode - hier eines Gescha¨ftsjahres - einander gegenu¨ber-
gestellt.17 Die gesetzlich vorgeschriebene Gliederung der GuV nach dem Ge-
samtkostenverfahren18 ist im linken Teil der Abb. 2 dargestellt. Die im rech-
16Das Eigenkapital dient ebenso als Korrekturposten zur Wahrung der Identita¨t von Aktiva
und Passiva.
17Vgl. $ 275 HGB.
18Vgl.$ 275 Abs. 2 HGB.
8ten Teil dargestellten Zwischenergebnisse stellen die in dieser Arbeit verwende-
ten Komponenten der sog. Erfolgsspaltung dar. Darin werden allgemein wich-
tige betriebliche Erfolgsgro¨ßen kumuliert und zusammenfassend dargestellt.19
In den Klammern des linken Teiles der Abb. 2 sind die im hier verwendeten
Datensatz vorhandenen absoluten Jahresabschlussvariablen angegeben. Die im
rechten Teil gelisteten Bestandteile Betriebsergebnis, Gewinn aus ordentlicher
Gescha¨ftsta¨tigkeit und Jahresergebnis sind ebenfalls im Original-Datensatz an-
gegeben. Die Gesamtleistung wird hier aus der Summe der Umsatzerlo¨se und
der Lagerbestandsvera¨nderung errechnet.
GuV Erfolgsspaltung
Umsatzerlo¨se (U)
+/- Bestandsvera¨nderungen (LAGV)
+ andere aktivierte Eigenleistungen
= Gesamtleistung (GL)
+ sonst. betriebliche Ertra¨ge
- Materialaufwand
- Personalaufwand
- Abschreibungen (AFA)
- sonst. betriebliche Aufwendungen
= Betriebsergebnis (EBIT)
+ Ertra¨ge aus Beteiligungen
+ andere Ertra¨ge des Finanzanlagevermo¨gens
+ sonst. Zinsen und a¨hnliche Ertra¨ge
- Abschreibungen auf Wertpapiere
- Zinsen und a¨hnliche Aufwendungen (ZINS)
= Gewinn aus ordentl.
Gescha¨ftsta¨tigkeit (EBT)
+ außerordentliche Ertra¨ge
- außerordentliche Aufwendungen
- Steuern vom Einkommen und vom Ertrag
- sonst. Steuern
= Jahresergebnis (JE) = Jahresergebnis (JE)
Abbildung 2: Gliederungsschema der GuV nach dem Gesamtkostenverfahren und Er-
folgsspaltung
1.4 Ableitung von relativen Bilanzkennzahlen
Mit der Anwendung von Verha¨ltniszahlen zur Beschreibung der Ertragslage und
der finanziellen Stabilita¨t ko¨nnen die relevanten Informationen des Jahresab-
schlusses gebu¨ndelt werden.
Der Vergleich von relativen Kennzahlen hat gegenu¨ber dem Vergleich von
absoluten Jahresabschlusswerten zum einen den Vorteil, dass mehrere Informa-
tionen zu einer Gro¨ße aggregiert werden, und zum anderen, dass hinsichtlicher
ihrer Gro¨ße und anderer grundlegender Kriterien unterschiedliche Unterneh-
men dennoch miteinander verglichen werden ko¨nnen. Dabei kann jedoch das
19Bei der hier dargestellten Erfolgsspaltung wird nicht dem handelsrechtlich vorgeschriebe-
nen Gliederungsschema gefolgt, die das Ergebnis in gewo¨hnliche und außergewo¨hnliche Be-
standteile aufspaltet (vgl. [Coenenberg 1993], S.251), sondern in Ansa¨tzen dem Vorgehen von
[Jerschensky 1998], S.101.
9Problem auftreten, dass eine Vielzahl unterschiedlicher Sachverhalte im Ergeb-
nis zu der gleichen Kennzahl fu¨hrt. Daher werden ha¨ufig Kennzahlensysteme
verwendet, die einzelne Einflussfaktoren und deren Beziehungen untereinander
explizit beru¨cksichtigen.20
Im Folgenden ko¨nnen nur die relativen Kennzahlen gebildet werden, die sich
mit dem vorhandenen Datenmaterial nach der in den vorherigen Abschnitten
durchgefu¨hrten Merkmalsbereinigung aus den absoluten Kennzahlen bilden las-
sen. Im Hinblick auf die gewu¨nschte Abbildung der Vermo¨gens- und der Ertrags-
lage sowie der finanziellen Stabilita¨t wird unterschieden in Vermo¨gensstruktur-
kennzahlen, Rentabilita¨tskennzahlen und Liquidita¨tskennzahlen.
Die Vermo¨gensstrukturkennzahlen beziehen sich auf die Passivseite der Bilanz
(vgl. Abb. 1) und sollen dazu dienen, die Gefahr einer U¨berschuldung in die
Analyse einzubeziehen. Die Rentabilita¨tskennzahlen dienen dazu, die Ertrags-
kraft des Unternehmens zu beurteilen. Die Liquidita¨tskennzahlen ko¨nnen sinn-
voll unterteilt werden in Gro¨ßen, die den Zahlungsmittelbestand im weitesten
Sinne beschreiben und solche Gro¨ßen, die die Liquidierbarkeit der Vermo¨gens-
gegensta¨nde beschreiben. Erstere werden durch die ersten drei Liquidita¨tsgrade
beschrieben und letztere durch die Anlage- bzw. Umlaufintensita¨t. Weiterhin
werden die Anteile der einzelnen zum Umlaufvermo¨gen geho¨renden Positionen
(Zahlungsmittelbestand, kurzfristige Forderungen, Vorra¨te) an der Gesamtpo-
sition berechnet und als Liquidita¨tskennzahlen in die Analyse einbezogen. Die
gebildeten relativen Jahresabschlusskennzahlen sind in Tab. 2 dargestellt.
Kennzahl Label Berechnung
Eigenkapitalquote EKQ EK/GK
Fremdkapitalquote FKQ FK/GK
Verschuldungsgrad VG FK/EK
Deckungsgrad des Anlagevermo¨gens durch Eigenkapital DG1 EK/AV
Deckungsgrad des Anlagevermo¨gens durch langfr. Kapital DG2 EK+LVERB
AV
Vermo¨gensaufbau (Konstitution) KON AV/UV
Eigenkapitalrentabilita¨t EKR EBT/EK
Gesamtkapitalrentabilita¨t GKR EBT/GK
(Brutto-) Umsatzrentabilita¨t BUR EBT/U
(Netto)- Umsatzrentabilita¨t NUR JE/U
Ergebnisrentabilita¨t JER JE/GK
Abschreibungsintensita¨t AFAI AFA/GK
Anteil Abschreibungen an Gesamtleistung AFAGL AFA/GL
Anteil Gesamtleistung an Gesamtkapital GLGK GL/GK
Liquidita¨t 1. Grades LIQ1 KASSE/KVERB
Liquidita¨t 2. Grades LIQ2 KASSE+FLL
KVERB
Liquidita¨t 3. Grades (Current Ratio) LIQ3 KASSE+FLL+VOR
KVERB
Anlagenintensita¨t AI AV/GK
Umlaufintensita¨t UI UV/GK
Vorratsanteil VORA VOR/UV
Forderungsanteil FLLA FLL/UV
Kassenanteil KASA KASSE/UV
Tabelle 2: Relative Jahresabschlusskennzahlen
Die gebildeten 22 relativen Kennzahlen bilden den fu¨r die hier durchzufu¨hren-
20Vgl. [Schult 2003], S.15.
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de Datenanalyse aufgestellten relativen Kennzahlenkatalog.21 Aufgrund von
Multikollinearita¨tsproblemen wurde vor den in den na¨chsten Abschnitten durch-
gefu¨hrten Scha¨tzungen eine Faktorenanalyse zur Variablenkonsolidierung durch-
gefu¨hrt. Als Ergebnis dieser wurden die Kennzahlen EKR, BUR, LIQ1 und
LIQ2 aufgrund hoher Korrelationen dieser Variablen mit einer oder mehreren
anderen Kennzahlen aus dem Kennzahlenkatalog entfernt. Ebenso wurden Clus-
teranalysen durchgefu¨hrt, um eine zu starke Heterogenita¨t der Datenmenge zu
vermeiden. Letztlich wurde ein ausreißerbereinigtes Cluster von 14.125 kleinen
und mittleren Unternehmen identifiziert, welches fu¨r alle folgenden Analysen
verwendet wird.
2 Bina¨re logistische Regression zur Insolvenz-
klassifikation
In diesem Abschnitt wird die bina¨re logistische Regressionsanalyse zur Klassifi-
kation der bina¨ren Zielgro¨ße des Insolvenzkriteriums (KRIT) angewendet. Das
logistische Regressionsmodell stellt die Wahrscheinlichkeit der Zugeho¨rigkeit ei-
nes Objektes zu einer von zwei Klassen einer Zielvariable in linearer Abha¨ngig-
keit von den betrachteten Einflussvariablen dar. Im Kontext der Insolvenzana-
lyse nimmt die Zielvariable im Falle der Insolvenz eines Unternehmens die Aus-
pra¨gung 1 und im Falle der Solvenz die Auspra¨gung 0 an und stellt somit eine
bina¨re Variable dar. Das Modell der logistischen Regression lautet formal
Pr (Yi = 1) =
ex
′
iβ
1 + ex′iβ
=
1
1 + e−x′iβ
, (2.1)
d.h. die logistische Transformation der Linearkombination der unabha¨ngigen
Variablen22 x′β bildet die Wahrscheinlichkeit eines Unternehmens, der Klasse
der insolventen Unternehmen zugeordnet zu werden, ab.
Trotz der logistischen Abbildung der Zielvariable ist bei der logistischen Re-
gression zu beachten, dass zwischen den Einflussvariablen und der Insolvenz-
gefa¨hrdung lediglich lineare Zusammenha¨nge modelliert werden, da die un-
abha¨ngigen Variablen letztlich ausschließlich in Form einer linearen Kombinati-
on Einfluss auf die Insolvenzwahrscheinlichkeit nehmen.23 Die logistische Trans-
formation stellt dabei lediglich eine (nichtlineare) Normierung auf das Intervall
[0, 1] in der weiter oben beschriebenen Art dar. Somit werden insbesondere even-
tuelle nichtlineare Abha¨ngigkeiten der unabha¨ngigen Variablen untereinander
bzw. direkte und indirekte nichtlineare Einflu¨sse einzelner Einflussgro¨ßen auf
die Zielvariable nicht beru¨cksichtigt.
Zur Scha¨tzung und anschließenden Pru¨fung der Prognosegu¨te wird die Ge-
samtdatenmenge aufgrund ihrer großen Objektanzahl zuna¨chst ad hoc im
21Zu Gru¨nden und Aussagefa¨higkeit der hier gebildeten relativen Kennzahlen sei auf die
betriebswirtschaftliche Literatur verwiesen, u.a. [Coenenberg 1993] und [Wo¨he 1996], S.1055
ff.
22In diesem Fall der verwendeten relativen Jahresabschlussgro¨ßen, vgl. Abschnitt 1.4.
23Vgl. [Anders 1997], S.166.
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Verha¨ltnis 70%/30% in eine Trainings- und eine Testmenge aufgeteilt. Dies wird
anhand einer einfachen Zufallsziehung durchgefu¨hrt. Die im Folgenden verwen-
deten Daten entsprechen damit einem Datensatz der relativen Jahresabschluss-
kennzahlen von 14.125 kleinen und mittleren Unternehmen, von denen 13301
solvent und 824 insolvent sind. Somit stehen fu¨r die Scha¨tzung 9887 (9310 sol-
vent und 577 insolvent) Trainings- und 4238 (3991 solvent und 247 insolvent)
Testdatensa¨tze zur Verfu¨gung.24
Durch die stark ungleiche Verteilung der beiden Klassen der Zielvariable in
den zur Scha¨tzung verwendeten Daten (nur 6.238% insolvente Unternehmen)
ergibt sich das folgende Problem: Der Scha¨tzalgorithmus des Logitmodells mi-
nimiert bzw. verringert sukkzessive den Klassifikationfehler in den Trainingsda-
ten, um die Modelle zu optimieren.25 Dies fu¨hrt jedoch dazu, dass das globale
Optimum dann erreicht wird, wenn alle insolventen Unternehmen fa¨lschlicher-
weise als solvent klassifiziert werden, da in diesem Fall die Fehlerquote insgesamt
bei einem sonst nicht zu erreichenden Minimum von 0.06238 liegt. Dieses Pro-
blem kann auf zwei Arten umgangen werden. Zum Einen kann aus den solven-
ten Unternehmen eine Zufallsstichprobe im Umfang der Anzahl der insolventen
Unternehmen gezogen werden, um eine Gleichverteilung hinsichtlich der Zielva-
riable zu erreichen. Nachteil dieses Verfahrens ist jedoch die dann stark abneh-
mende Menge an insgesamt zur Scha¨tzung zur Verfu¨gung stehenden Daten. Im
Fall der kleinen und mittleren Unternehmen verblieben lediglich 1414 Unterneh-
men, von denen weiterhin noch eine Testmenge von ca. 30% abgespaltet werden
mu¨sste. Als zweite Mo¨glichkeit kann versucht werden, durch das Aufstellen ei-
ner sog. Entscheidungsmatrix die beiden mo¨glichen Klassifikationsfehler durch
eine asymmetrische Fehlerfunktion unterschiedlich stark zu bewerten. Im hier
untersuchten Fall mu¨sste der Fehler, ein insolventes Unternehmen irrtu¨mlich
als solvent zu klassifizieren, ho¨her bewertet werden als umgekehrt ein solven-
tes Unternehmen als insolvent einzustufen. Diese Vorgehensweise hat auch eine
inhaltliche Rechtfertigung: Wenn bspw. ein Kreditinstitut anhand des Klassifi-
kationsmodells eine Entscheidung fu¨r eine evtl. Kreditbewilligung treffen will,
wa¨re der erstgenannte Fehler auch praktisch als schwerwiegender einzuscha¨tzen,
da in dem Fall ein laut Modell insolvenzgefa¨hrdetes Unternehmen einen Kredit
eingera¨umt bekommt, den es evtl. spa¨ter nicht tilgen kann. Umgekehrt wu¨rde
einem ”gesunden” Unternehmen fa¨lschlicherweise ein Dahrlehen verweigert wer-
den, was (aus der Sicht des Kreditinstituts) i.d.R. nicht so gravierende Folgen
haben wird. Der Nachteil dieser Vorgehensweise ist die durch theoretisch inhalt-
liche Voru¨berlegungen evtl. nicht vollsta¨ndig zu beseitigende Subjektivita¨t beim
Erstellen der Fehlerfunktion, da es immer auch auf die konkrete Sichtweise des
Untersuchenden auf das entsprechende Klassifikationsproblem ankommt. In der
24Bei der Scha¨tzung des Modells werden allerdings nur die hinsichtlich aller verwendeten
Merkmale vollsta¨ndigen Datensa¨tze der Trainingsmenge verwendet, was zu einer weiteren
Verringerung der Datenzahl auf 6412 Unternehmen (6012 solvent und 400 insolvent) fu¨hrt.
25Bei den Lernalgorithmen der Netzwerkmodelle in Abschnitt 3 wird der Fehler in den
Validierungsdaten minimiert, was das angesprochene Problem jedoch grundsa¨tzlich nicht be-
einflusst, da das Verha¨ltnis von insolventen zu solventen Unternehmen in allen Teildatensa¨tzen
anna¨hernd gleich ist.
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Praxis mu¨sste somit an dieser Stelle durch eine genauere Analyse der Klassifi-
katiosfehler und ihrer Auswirkungen eine inhaltlich begru¨ndete asymmetrische
Kostenfunktion erstellt werden, anhand derer die Modelle dann optimiert wer-
den. An dieser Stelle wird vor allem aufgrund des Zieles der mo¨glichst objektiven
Vergleichbarkeit verschiedener Modelle die folgende U¨berlegung angestellt, die
zu einer vorzugsweise aufgestellten Kostenmatrix fu¨hren kann: Da das ungleiche
Verha¨ltnis der Auspra¨gungen der Zielvariable in den Trainingsdaten fu¨r das be-
schriebene Problem verantwortlich ist, wird die Zahl der solventen zur Zahl der
insolventen Unternehmen ins Verha¨ltnis gesetzt und das Ergebnis als Faktor der
sta¨rkeren Bewertung des [”Entscheidung Solvent”|Insolvent]-Fehlers verwendet,
um so einen Ausgleich der Entscheidungssituationen herbeizufu¨hren. Es ergibt
sich fu¨r die hier verwendete Datenmenge der kleinen und mittleren Unterneh-
men in der logistischen Regression die in Tab. 3 dargestellte Kostenmatrix fu¨r
die vier mo¨glichen Entscheidungssituationen.
Entscheidung
Minimiere Kosten fu¨r . . .
KRIT= 1 KRIT= 0
KRIT= 1 0 6012400 ≈ 15
Ziel
KRIT= 0 1 0
Tabelle 3: Kostenmatrix fu¨r das Insolvenzprognosemodell der Stichprobe von 6412
vollsta¨ndigen Trainingsdatensa¨tzen der 14.125 Unternehmen.
Die Qualita¨t des gescha¨tzten logistischen Modells wird anhand der Fehlklas-
sifikationsquoten fu¨r die mo¨glichen Entscheidungskonstellationen und der damit
zusammenha¨ngenden ROC-Kurve evaluiert.26
Fu¨r die Kostenmatrix aus Tab. 3 ergibt sich das in Tab. 4 dargestellte Klas-
sifikationsergebnis.
Ziel Output Anzahl Anteil Ziel Anteil Insgesamt
0 0 7078 0.7603 0.7159
Train 1 0 268 0.4645 0.0271
0 1 2232 0.2397 0.2258
1 1 309 0.5355 0.0313
0 0 3005 0.7529 0.7091
Test 1 0 115 0.4656 0.0271
0 1 986 0.2471 0.2327
1 1 132 0.5344 0.0311
Tabelle 4: Klassifikationsergebnisse der bina¨ren logistischen Regression fu¨r die relativen
Jahresabschlussdaten nach Anwendung der Kostenmatrix aus Tab. 3.
Durch die sta¨rkere Bestrafung des [”0”|1]-Fehlers wurde dieser in 268 Fa¨llen
begangen, was innerhalb der insolventen Unternehmen einer Fehlerquote von
46.45% und bzgl. aller Unternehmen einer Fehlerquote von 2.71% entspricht.
26Zu den Modellbeurteilungsmo¨glichkeiten von Klassifikationsmodellen vgl. u.a.
[Hastie, Tibshirani et al. 2001], S.193 ff.
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Der Trainingsfehler betra¨gt FQTrain = 25.29% und der Testfehler FQTest =
25.98%. Dabei kann die - fast einer zufa¨lligen Klassifizierung entsprechende -
Fehlerquote innerhalb der insolventen Unternehmen als eindeutig zu hoch ange-
sehen werden. In diesem Zusammenhang ist zu beachten, dass hier je nach einer
evtl. unter inhaltlich praktischen U¨berlegungen vera¨nderten Kostenmatrix vom
Anwender ein beliebiger Trade-Off zwischen den Fehlerquoten in den beiden
Klassifikationsgruppen erreicht werden kann.
In diesem Zusammenhang kann die sog. Receiver Operating Characteristic
(ROC)-Kurve zur Modellbeurteilung in Betracht gezogen werden.27 Fu¨r das
eben gescha¨tzte logistische Modell ist diese getrennt fu¨r Trainings- und Testda-
ten in Abb. 3 dargestellt.
Abbildung 3: ROC-Kurve fu¨r das bina¨re Logit-Modell, Quelle: Model Comparison
Results des SAS Enterprise Miner 5.2
Auf der horizontalen Achse sind abha¨ngig von der Wahl eines bestimmten
Fehlerbewertungsmodells die Anteile der fa¨lschlicherweise als insolvent klassifi-
zierten solventen Unternehmen (Falsch Positiv (FP)), welche gleich 1− der Spe-
zifizita¨t (Anteil korrekt solvent klassifizierter Unternehmen) des Modells sind,
abgetragen. Auf der vertikalen Achse sind diesen gegenu¨ber die Sensitivita¨ten
(Richtig Positiv (TP), vgl. Tab. 4), welche den Anteilen der korrekt klassifi-
zierten insolventen Unternehmen entsprechen, dargestellt. Die diagonale Achse
entspricht als trivialem Vergleichsfall einem rein zufallsorientierten Gruppieren
der Unternehmen in eine der beiden Klassen. Dem Anwender bleibt nun durch
die Wahl eines Kostenmodells die Verwendung desjenigen Klassifikationsmodells
vorbehalten, welches die beiden Fehlerquoten nach seiner Einscha¨tzung am ge-
eignetsten gegeneinander abwa¨gt.
27Die ROC-Kurve stellt die Fehlerbetrachtung getrennt nach Klassen grafisch dar. In dieser
werden die Trefferquoten, in der Form 1−Spezifita¨t (Abszisse) und Sensitivita¨t (Ordinate)
einander gegenu¨bergestellt. Zur ROC-Analyse vgl. [Hastie, Tibshirani et al. 2001], S.277f.
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3 Entwicklung eines ku¨nstlichen neuronalen
Netzes zur Insolvenzklassifikation
Im diesem Abschnitt wird ein ku¨nstliches neuronales Netz (KNN) auf das Pro-
blem der Insolvenzprognose angewendet. KNN haben in den letzten Jahren ei-
ne erhebliche Bedeutung in der statistischen Datenanalyse erlangt und wurden
auch im Bereich der Insolvenzanalyse vielfach genutzt.28
Im Gegensatz zur klassischen parametrischen Statistik, die den datengene-
rierenden Prozess (DGP) formal identifizieren, modellieren und scha¨tzen will,
wird in dem Bereich der Ku¨nstlichen Intelligenz (KI), dem die KNN zuzuordnen
sind, der DGP lediglich imitiert bzw. erlernt. Ziel ist das Erkennen von Mus-
tern in den Daten. Dabei ko¨nnen die inhaltlichen Zusammenha¨nge jedoch oft
nicht mehr inhaltlich interpretiert werden, da das erlernte System bzw. Netz-
werk durch die Verknu¨pfung mehrerer nichtlinearer Funktionsformen meist sehr
komplex ist und somit fu¨r den Anwender eine Black Box hinsichtlich der Inter-
pretation der Zusammenha¨nge darstellt.
Um ein Prognosemodell anhand eines KNN zu entwickeln, muss die Netz-
werktopologie spezifiziert und eine Trainingstechnik angewandt werden. Anhand
den in Abschnitt 1 bereitgestellten Jahresabschlussdaten von zufa¨llig ausgewa¨hl-
ten deutschen Unternehmen erlernt das KNN in der sog. Trainingsphase die
Zusammenha¨nge zwischen einer Zielvariable (Insolvenzkriterium) und den In-
putvariablen anhand der pra¨sentierten Datensa¨tze (Muster) durch das iterative
Durchlaufen eines vorher festzulegenden Lernverfahrens eigensta¨ndig.
Innerhalb eines KNN werden ein oder mehrere Neuronen durch eine be-
stimmte Netzwerkarchitektur miteinander verbunden und in einer oder meh-
reren Schichten angeordnet. Sollen durch neuronale Netze funktionale Zusam-
menha¨nge zwischen Einflussvariablen und einer Zielvariable abgebildet werden,
besteht die erste Neuronenschicht aus den erkla¨renden Variablen, die dann inner-
halb der na¨chsten Schichten, den sog. verdeckten Schichten (engl.: hidden layer),
des KNN nach bestimmten Verarbeitungsvorschriften durch die in den Schichten
enthaltenen Neuronen und deren Aktivierungsfunktionen ϕi(·) funktional wei-
terverarbeitet werden. Die so zuna¨chst entstandenen Outputs der Neuronen der
ersten verdeckten Schicht ko¨nnen dann unter Umsta¨nden wiederum als Input
einer weiteren Neuronenschicht verwendet werden und leisten so einen Beitrag
zur Erkla¨rung der Zielvariable des Modells.
Ein KNN la¨sst sich als Funktion der beobachteten Daten der erkla¨renden
Variablen x und der zu scha¨tzenden Gewichte bzw. Netzparameter ω wie folgt
28Vgl. u.a. [Atiya 2001, Becerra et al. 2005, Burger et al. 1996, Giacomini 2003,
Graf, Nakhaeizadeh 1993, Jerschensky 1998].
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formal beschreiben:
a = f(x,ω(1),ω(2)) = ϕ

J∑
j=1
ω
(2)
j
ϕj
(
K∑
k=0
ω
(1)
k xk
)
︸ ︷︷ ︸
aj


= ϕ
 J∑
j=1
ω
(2)
j
(
ϕj(x′ω(1))
) = ϕ(a′ω(2)) . (3.2)
In einem KNN werden die K Einflussvariablen mit den Gewichten ω(1) der
ersten Schicht (Inputschicht) gewichtet und aufsummiert. Diese Lineartransfor-
mation x′ω(1) wird dann in einem zweiten Schritt von j = 1, . . . , J verdeckten
Neuronen in (meist) nichtlinearer Form durch die jeweiligen Aktivierungsfunk-
tionen ϕj weiterverarbeitet. Die Ausgabe aj eines verdeckten Neurons wird dann
wiederum mit den Gewichten ω(2) der zweiten Schicht (erste verdeckte Schicht)
gewichtet und linear transformiert an die Ausgabeschicht weitergeleitet. Dort
wird die Eingabe a′ω(2) durch die Aktivierungsfunktion ϕ des Ausgabeneurons
transformiert und als Ergebnis a des KNN ausgegeben. Bei dem in Gl. (3.2)
beschriebenen Netz handelt es sich um ein dreilagiges vorwa¨rtsgerichtetes Netz-
werk mit einer verdeckten Schicht und einem Ausgabeneuron. Fu¨r den Fall wei-
terer verdeckter Schichten la¨sst sich die Gl. (3.2) beliebig weiter verschachteln;
mehrere Ausgabeneuronen sind ebenfalls mo¨glich.29
Durch ku¨nstliche neuronale Netze ko¨nnen beliebige nichtlineare stetige Funk-
tionen approximiert werden, da sie die sog. universelle Approximationseigen-
schaft aufweisen. Diese besagt, dass mehrschichtige KNN in der Lage sind,
jede beliebige stetige Funktion anzupassen. Dies geht auf den Beweis von
[Kolmogorov 1957] zuru¨ck, der zeigte, dass jede mehrdimensionale stetige Funk-
tion auf eine Komposition einer endlichen Menge von primitiven eindimensio-
nalen Funktionen zuru¨ckgefu¨hrt werden kann. Dies bedeutet fu¨r ein KNN mit
genu¨gend verdeckten Schichten und darin enthaltenen Neuronen, dass die dem
Netz zur Verfu¨gung stehenden Daten und damit der Zusammenhang zwischen
den Einfluss- und Zielvariablen beliebig genau angena¨hert werden kann.
Eine wesentliche Eigenschaft von KNN in ihrer Funktion als statistische Lern-
verfahren besteht des Weiteren darin, dass bei der Modellierung von unbekann-
ten Zusammenha¨ngen keine explizite Annahme u¨ber die funktionale Form des
Zusammenhanges aufgestellt werden muss. Dies unterscheidet sie insb. von den
klassischen parametrischen Verfahren. Je nach Art der Netzwerktopologie - d.h.
der Struktur des Netzes und der Zahl der Schichten und der verdeckten Neu-
ronen - und der verwendeten Aktivierungsfunktionen lassen sich außerdem die
29Es ist ersichtlich, dass im Falle des Fehlens von verdeckten Schichten lediglich eine Line-
artransformation der Einflussvariablen erfolgt und damit das KNN den klassischen parame-
trischen Modellen entspricht. Ist die Aktivierungsfunktion des Ausgabeneurons die Identita¨ts-
funktion, bildet das Netz bspw. die lineare Regression, im Falle der Logit-Transformation die
logistische Regression ab.
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meisten klassischen Modelle, z.B. das lineare oder logistische Regressionmodell,
sowie die parametrisch schwer zu scha¨tzenden nichtlinearen Regressionsmodelle
durch KNN modellieren.
Die eben beschriebenen Vorteile Neuronaler Netze haben jedoch einen Preis:
Eine inhaltliche Interpretation des angepassten Netzes ist fast nicht mo¨glich,
da der Weg einer Inputvariable durch das Netz hin zu der Netzausgabe in ei-
ner komplexen und vielfach transformierten Weise erfolgt. Insgesamt fu¨hren die
Vor- und Nachteile von KNN dazu, dass sie zwar als gute Prognosemodelle der
Zielvariablen fungieren ko¨nnen, das gescha¨tzte neuronale Modell zur Erkla¨rung
der Zusammenha¨nge zwischen Einfluss- und Zielvariablen jedoch kaum geeignet
ist.
Um ein MLP fu¨r das konkrete Problem der Insolvenzklassifikation zu entwi-
ckeln und zu scha¨tzen, welches die Ergebnisse der klassischen parametrischen
Insolvenzmodelle mo¨glichst verbessert, muss zuna¨chst eine geeignete Spezifika-
tion des Netzwerkes, d.h. die Art und Struktur der Schichten und der in diesen
enthaltenen Neuronen, erfolgen. Dabei muss grundsa¨tzlich zwischen zwei ge-
genla¨ufigen Effekten abgewogen werden. Auf der einen Seite kann ein KNN
durch eine zu hohe Komplexita¨t nach zu vielen Regeln die Inputvariablen in
den gewu¨nschten Output transformieren. Dies fu¨hrt u¨ber den systematischen
grundlegenden Zusammenhang hinaus zum Erlernen des nicht systematischen
Sto¨reffektes bzw. spezieller Effekte zwischen den Daten, was die Prognosefa¨hig-
keit fu¨r neue Daten vermindert. Im umgekehrten Fall fu¨hrt eine zu geringe
Netzwerkkomplexita¨t evtl. zu einer zu stark vereinfachten bzw. unzureichenden
Abbildung des systematischen Zusammenhanges, was den Erkla¨rungsgehalt des
Modells und damit auch die Prognosequalita¨t ebenfalls negativ beeinflusst.30
Es ist also eine dem Datenumfang und der Problemdefinition angemessene, d.h.
sowohl nicht u¨berma¨ßig komplexe als auch nicht zu einfache Netzwerktopologie
zu bestimmen.
Aufgrund der u¨berschaubaren Anzahl der Jahresabschlussvariablen und um
dem Ziel der hier durchgefu¨hrten Analysen, die Netzwerkmodelle hinsichtlich
ihrer Klassifikationsgu¨te mit den klassischen statistischen Modellen vergleichen
zu ko¨nnen, gerecht zu werden, wird ein KNN mit allen zur Verfu¨gung stehenden
Variablen erstellt und trainiert.
Im Gegensatz zur Maximum-Likelihood-Scha¨tzung der Regressionsparame-
ter bei der klassischen logistischen Regression31 erfolgt die Bestimmung der
den dortigen Parametern entsprechenden Netzwerkgewichte eines MLP mit dem
Backpropagation-Algorithmus durch ein Gradientenabstiegsverfahren.32 Dabei
wird die mittlere quadratische Abweichung zwischen den Netzausgabewerten
und den beobachteten Zielwerten des Insolvenzkriteriums minimiert.
Da das Training einen iterativen Prozess darstellt, in dem sukzessive die Netz-
werkparameter hinsichtlich eines Zielkriteriums angepasst werden, muss weiter-
hin vorher festgelegt werden, wann das Training beendet werden soll. Aufgrund
der universellen Approximationseigenschaft eines hinreichend komplexen KNN,
30Zu Generalisierungs- bzw. Prognosefa¨higkeit vgl. u.a. [Hastie, Tibshirani et al. 2001].
31Vgl. u.a. [Aldrich, Nelson 1984, Fahrmeir et al. 1996].
32Vgl. u.a. [Haykin 1999, Rojas 1993].
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jede beliebige nichtlineare Funktion anpassen zu ko¨nnen, ist die Minimierung des
Netzwerkfehlers u¨ber alle zur Verfu¨gung stehenden Daten nicht als geeignetes
Zielkriterium anzusehen. Aus diesem Grund werden hier wiederum die bereits
in Abschnitt 2 in zwei Teilmengen aufgeteilten 14.125 Unternehmensdatensa¨tze
verwendet. Dabei werden die gro¨ßere - 70% der Gesamtmenge umfassende - Da-
tenmenge zum Training und die u¨brige Datenmenge zur Validierung verwendet.
Anhand der dem KNN wa¨hrend des Lernvorganges pra¨sentierten Trainings-
menge T = {(x1, y1), . . . , (xT , yT )} werden die Netzwerkgewichte anhand ei-
nes Lernalgorithmus33 iterativ angepasst. Dabei ist jedoch die Minimierung des
Fehlers in den Trainingsdaten nicht das entscheidende Kriterium, da dieser sich
bei einer genu¨gend hohen Netzkomplexita¨t so lange immer weiter verringert,
bis eine vollsta¨ndige Erkla¨rung der Trainingsdaten durch das MLP erfolgt ist.
Dies wu¨rde jedoch wie beschrieben die Prognose- bzw. Generalisierungsfa¨hig-
keit des Modells negativ beeinflussen. Die Prognosequalita¨t wird anhand des
Fehlers in den Validierungsdaten abgescha¨tzt, da diese dem KNN wa¨hrend des
Trainingsprozesses vorenthalten werden. Dazu wird nach jedem Lernschritt das
mit den aktuellen Gewichten spezifizierte Netz auf die Daten der Validierungs-
menge V = {(x1, y1, . . . , (xV , yV )} angewendet und es werden fu¨r diese die
Ausgabewerte der Zielvariable und durch den Vergleich mit den Zielwerten die
entsprechenden Fehlerwerte berechnet.
Zu einem bestimmten Zeitpunkt des Trainingsprozesses ist davon auszugehen,
dass der Fehler in den Validierungsdaten wieder ansteigt. Dies geschieht dann,
wenn das KNN beginnt, die Daten der Trainingsmenge so genau anzuna¨hern,
dass u¨ber den systematischen Zusammenhang in den Daten hinaus auch un-
systematische Sto¨reinflu¨sse mit angena¨hert werden. Da der Sto¨reinfluss jedoch
nicht beobachtbar bzw. nicht erkla¨rbar ist, kann er in der dem Netz unbekannten
Validierungsmenge auch nicht prognostiziert werden. Zu dieser Prognose kann
ausschließlich der systematische Zusammenhang in den Daten verwendet wer-
den. Demzufolge steigt in diesem Fall der sog. U¨beranpassung (engl.: overfitting)
der durchschnittliche Fehler (Mean Error (ME )) einer bestimmten Netzwerk-
funktion f
MEf =
1
V
V∑
v=1
l(yv − f(xv,ω)) , (3.3)
gemessen in der Validierungsmenge, wieder an. Nach dem als Early Stopping be-
zeichneten Abbruchkriterium sollte das Training des KNN zu diesem Zeitpunkt
beendet werden. Im Folgenden wird als Kriterium fu¨r einen Trainingsabbruch
das Minimum
min
ω
MSEV al(xv,ω) =
1
V
V∑
v=1
(yv − f(xv,ω))2 (3.4)
des durchschnittlichen quadratischen Fehlers (Mean Squared Error (MSE )) in
den Validierungsdaten verwendet. (3.4) stellt eine Scha¨tzung des erwarteten
33Z.B. eines Gradientenabstiegsverfahrens durch Backpropagation, vgl. u.a. [Bishop 2006,
Haykin 1999].
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Prognosefehlers eines Modells, hier eines gescha¨tzten KNN, dar. Zwecks einer
erho¨hten Scha¨tzsicherheit des Prognosefehlers kann des Weiteren die Kreuzva-
lidierung angewendet werden, bei der der Durchschnitt der Validierungsfehler
unterschiedlicher Validierungsmengen als Scha¨tzung verwendet wird.34
Im Folgenden wird ein MLP mit einer - drei verdeckte Neuronen enthaltenen
- verdeckten Schicht gescha¨tzt.35 Aus den in Abschnitt 2 angefu¨hrten Gru¨nden,
vor allem bzgl. der Minimierung des Klassifikationsfehlers u¨ber alle Daten, ist die
Anwendbarkeit eines neuronalen Netzwerkmodells auf den gesamten Datensatz
der 14.125 Unternehmen aufgrund der 15:1-Ungleichverteilung der Merkmals-
auspra¨gungen der Zielvariable von solventen zu insolventen Unternehmen auch
hier eingeschra¨nkt. Daher und aus Gru¨nden der besseren Vergleichbarkeit mit
den Ergebnissen aus Abschnitt 2 wird an dieser Stelle wiederum die in Tab. 3 auf
Seite 12 generierte Kostenmatrix zur Fehlergewichtung wa¨hrend der Scha¨tzung
des Modells angewendet.
Bei der Scha¨tzung des KNN ergab sich eine minimale Gesamt-Fehlerquote in
den Validierungsdaten von FQV al = 20.48%, welche damit um 5.5% unter der
entsprechenden Fehlerquote bei der logistischen Regressionsscha¨tzung liegt.36
Datensatz Ziel Output Anzahl Anteil Ziel Anteil Insgesamt
0 0 7537 0.8096 0.7623
Train 1 0 295 0.5113 0.0298
0 1 1773 0.1904 0.1793
alle Daten 1 1 282 0.4887 0.0285
0 0 3247 0.8136 0.7662
Val 1 0 124 0.5020 0.0293
0 1 744 0.1864 0.1755
1 1 123 0.4980 0.0290
Tabelle 5: Klassifikationsergebnisse der MLP’s mit einer verdeckten Schicht und drei
verdeckten Neuronen fu¨r die relativen Jahresabschlussdaten, wobei bei der Scha¨tzung
wiederum die Kostenmatrix aus Tab. 3 auf Seite 12 verwendet wurde. Die Aufteilung in
Trainings- und Validierungsdaten betra¨gt ebenfalls 70/30.
Zur Veranschaulichung der U¨berlegenheit des auf die gesamten 14.125 Un-
ternehmen trainierten ku¨nstlichen neuronalen Netzes sind die ROC-Kurven des
dreilagigen MLP und des logistischen Regressionsmodells in Abb. 4 gegenu¨ber-
gestellt. Sowohl in den Trainings- als auch in den Validierungsdaten sind die
34Zur Scha¨tzung der Prognosequalita¨t eines Modells und zur Kreuzvalidierung vgl. u.a.
[Hastie, Tibshirani et al. 2001], Kap.7.
35Es wurden verschiedene Netzwerkarchitekturen mit unterschiedlichen Anzahlen von ver-
deckten Neuronen verwendet, wobei sich herausstellte, dass eine Zahl von drei verdeckten Neu-
ronen fu¨r das vorliegende Klassifikationsproblem ausreichend ist und sich fu¨r ho¨here Anzahlen
keine wesentlichen Verbesserungen bzgl. der Klassifikationsergebnisse ergaben. Des Weiteren
wird die inhaltliche Interpretation des Netzes mit steigender Anzahl verdeckter Neuronen un-
gleich schwieriger und auch aus diesem Grund sind drei verdeckte Neuronen als ausreichend
anzusehen. Die Anzahl der verdeckten Schichten war durch die verwendete Software SAS En-
terprise Miner 5.2 auf eine beschra¨nkt. Auch kann fu¨r das vorliegende Problem vermutet
werden, dass sich durch die Verwendung mehrerer verdeckter Schichten keine Verbesserun-
gen der Modelle ergeben wu¨rden, u.a. da sich in vielen praktischen Anwendungen ku¨nstlicher
neuronaler Netze eine verdeckte Schicht als ausreichend erwiesen hat.
36Vgl. Tab. 4 auf Seite 12.
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Entscheidungsha¨ufigkeiten des MLP fast im gesamten Bereich der fa¨lschlichen
Einordnung als insolvent (1−Spezifita¨t) links bzw. kleiner37 und im Bereich der
korrekten Einordnung als insolvent (Sensitivita¨t) oberhalb und damit ho¨her als
beim logistischen Modell.38
Abbildung 4: Vergleich der ROC-Kurven fu¨r das Logit-Modell (helle Kurven) und das
MLP mit drei verdeckten Neuronen in einer verdeckten Schicht (dunkle Kurven) in den
Trainings- und Validierungsdaten bei Anwendung der Kostenmatrix aus Tab. 3, Quelle:
Model Comparison Results des SAS Enterprise Miner 5.2.
4 Zusammenfassung und Ausblick
In dieser Arbeit wurde eine empirische externe Bilanzanalyse durchgefu¨hrt, in-
dem statistische Klassifikationsmodelle entwickelt und zur Insolvenzprognose
verwendet wurden. Dazu wurden zuna¨chst aus den Jahresabschlussdaten von
14.125 zufa¨llig ausgewa¨hlten deutschen kleinen und mittleren Unternehmen re-
lative Bilanzkennzahlen zur Abbildung der Vermo¨gens-, Finanz- sowie Liqiui-
dita¨tssituation abgeleitet. Anschließend wurde innerhalb der statistischen Ana-
lyse insb. die klassische parametrische Methode der bina¨ren logistischen Regres-
sion mit einem dreilagigen ku¨nstlichen neuronalen Netz bzgl. der Klassifikations-
ergebnisse verglichen. Im Ergebnis erwies sich fu¨r die bzgl. der Auspra¨gungen der
Zielvariable stark ungleich verteilte Menge von 14.125 Unternehmen das KNN
der parametrischen Logitanalyse als u¨berlegen. So konnte anhand der ROC-
Analyse festgestellt werden, dass fu¨r fast alle Fehlerbewertungsmodelle anhand
verschiedener Kostenmatrizen durch das KNN ho¨here Trefferquoten fu¨r die bei-
37Und damit fu¨r die korrekte Einordnung als solvent (Spezifita¨t) rechts bzw. gro¨ßer.
38Vgl. die Werte fu¨r die Klassifikationsanteile innerhalb der Zielwerte im oberen Teil der
Tab. 5.
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den Entscheidungskonstellationen erzielt wurden.39 Nachteil einer Netzwerkana-
lyse ist jedoch die fehlende Interpretationsmo¨glichkeit des gescha¨tzten Netzwerk-
modells, um die zwischen den als Netzinput wirkenden relativen Bilanzkenn-
zahlen und der erfolgten Insolvenzklassifikation herrschenden Zusammenha¨nge
inhaltlich beurteilen zu ko¨nnen. Hierzu sind weitere Forschungsaktivita¨ten zu
unternehmen. Weiterhin ist zu untersuchen, inwiefern andere Methoden der sta-
tistischen Lerntheorie wie bspw. die in letzter Zeit stark an Bedeutung gewon-
nenen Support-Vektor-Maschinen eine Insolvenzanalyse unterstu¨tzen bzw. evtl.
verbessern ko¨nnen.
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