The motivating question for this article is: "How should a system level designer allocate resources for auxiliary simulation model refinement while satisfying system level design objectives and ensuring robust process requirements in multiscale systems? Our approach consists of integrating: (i) a robust design method for multiscale systems (ii) an information economics based approach for quantifying the cost-benefit trade-off for mitigating uncertainty in simulation models. Specifically, the focus is on allocating resources for reducing model parameter uncertainty arising due to insufficient data from simulation models. A comprehensive multiscale design problem, the concurrent design of material and product is used for validation. The multiscale system is simulated with models at multiple length and time scales. The accuracy of the simulated performance is determined by the trade-off between computational cost for model refinement and the benefits of mitigated uncertainty from the refined models. System level designers can efficiently allocate resources for sequential simulation model refinement in multiscale systems using this approach.
FRAME OF REFERENCE -CONCURRENT PRODUCT AND MATERIAL DESIGN
The motivating question for this article is: "How should a system level designer allocate resources for auxiliary simulation model refinement while satisfying system level design objectives and ensuring robust process requirements in multiscale systems? The paradigm of concurrent design of materials and product entails tailoring materials to meet specific performance requirements. Design of material refers to controlling the microstructure and design of product implies meeting the performance requirements. Hierarchy exists over multiple length and time scale in the process-structure, structure-property and property-performance relationships, Figure 1 . Hence, concurrent material and product design can be viewed as a multiscale design problem.
Simulation-based concurrent material and product design has a number of challenges 1 : a) the presence of both reducible and irreducible uncertainty in hierarchical design chains, b) the presence of uncertainties within individual simulation models, c) propagation of uncertainties in interconnected models through multiple scales, d) evolving simulation models, resulting in multiple models of different fidelities at different points in a design process, e) significant model development and execution costs, necessitating judicious use of computational resources, and f) efforts to reduce computational cost by model simplification and hence increasing uncertainty. Thus, concurrent design of material and product is a representative example for managing uncertainty through simulation model refinement.
We consider the design of an Autonomous Underwater Vehicle made of metal matrix composites. The vehicle has the following multifunctional requirements: 1  The safe depth of operation of the submersible should exceed 5000 meters and greater depth is better.  The submersible must operate for at least 10 hours without resurfacing or recharging. Greater duration is better.  Given weight of vessel to be 80 kilograms and allowing as large a payload as is feasible, a representative limit for the weight of the outer shell of the submersible may not exceed 20 kilograms, and a lighter shell is preferred. The operating temperature of the submersible may not exceed 20 degrees Celsius to ensure safe operation of it electronic equipment.
Metal matrix composites are strong, stiff light weight metalbased composites reinforced by a metal, ceramic or an organic compound 3 . A new category of materials known as in-situ composites have been developed, wherein the reinforcements are generated in a 2 metallic matrix by chemical reactions between elements and/or compounds during the composite fabrication 4 . This example deals with the processing route of Al-Cu matrix strengthened with TiB 2 reinforcement. The strategy for solution is presented in Section 2, the algorithm for simulation model refinement for concurrent product and material design is developed in Section 3 and our multiscale problem of concurrent autonomous underwater vehicle (product) and in-situ Al-based metal matrix composite (material) design is used to clarify each step and validate our algorithm in Section 4. Closing thoughts are presented in Section 5. 2 
FIGURE 1: HIERARCHICAL MATERIALS DESIGN

STRATEGY FOR ANSWERING THE MOTIVATING
QUESTION Robust design alleviates the consequence of uncertainty without removing the underlying sources 5 . Most published approaches for robust design are focused on mitigating reducible uncertainties to the extent possible and developing accurate representations of irreducible uncertainty [6] [7] [8] [9] 5, 10 . In the context of simulation based multiscale design, both approaches are associated with an increase in effort. Uncertainty mitigation necessitates additional simulation runs or modeling effort, whereas increasing the information about uncertainty demands increased computational effort. In multiscale design, this increase in effort is so significant that it can prevent design exploration and is an impediment to developing efficient methods facilitating robust design. Information economics guides the best course of action between using available information (e.g., using simpler models) or gathering more information (i.e., simulation model refinement) in the decision-making process [11] [12] [13] . Instead of striving to mitigate reducible uncertainty and getting meta-information about irreducible uncertainty, we propose the paradigm of managing uncertainty by balancing: (a) the need to reduce uncertainty (by gathering more information, refining modeling assumptions, accurate representations etc.), and (b) making decisions that are robust against various sources of uncertainty in simulationbased multiscale design. We address this by integrating constructs from robust design and information economics.
The integration of information economics and robust design is challenging because in addition to the design decisions involving system"s performance objectives, there is an additional layer of metalevel decisions involving the tradeoff between uncertainty reduction and effort. These meta-level tradeoff decisions require the knowledge of effort and costs associated with uncertainty mitigation. Our approach to address the motivational question is to separate the multiscale design problem into two sets of decisions a) robust design constructs are used for the recommendation of product parameters (i.e., design variables) in the presence of uncertainty, and b) information economics constructs quantify the cost-benefit trade-off. Integration of these twin constructs is achieved via auxiliary simulation model refinement. Our belief is successful integration of information economics and robust design enables efficient allocation of resources (time/money) to improve system level performance while satisfying robust process requirements in multiscale systems.
INTEGRATING ROBUST DESIGN AND INFORMATION
ECONOMICS
Uncertainty
Simulation models are used to generate information about physical phenomena when it is impractical or expensive to measure the outcomes using experiments or direct measurements. Simulation models are built on underlying assumptions under which the models are valid. They guide the development of the predictive capabilities between the desired response (output) and the design variables (input). Often, these simulation models are computationally expensive making it infeasible to search the design space for satisfying responses. Instead, simulation experiments are systematically planned and executed to create approximate mathematical surrogates, i.e., metamodels representing input-output relationships. These relationships are used in multiscale systems to search for desired solutions of design variables. The uncertainty associated with these assumptions or approximations may further be amplified as it propagates through a chain of simulation models at different length and time scales with interlinked parameters as in the case of multiscale systems. It is critical to understand the sources of uncertainty in multiscale systems for effective management. In the context of simulation-based design for multiscale systems we classify uncertainty as 10 Figure 2 . A hypothetical physical phenomenon is represented by a solid curve. A simulation model with simplifications and assumptions predicts this phenomenon under model structure uncertainty (----). Running the simulation model at a small number of inputs (star points) and building a metamodel to represent the input-output relationship introduces model parameter uncertainty ( ). Estimations based on small sampling size lead to inaccurate inputs. We build upper and lower bounds (dotted curves) on this metamodel to capture incomplete knowledge (i.e., variability and inaccuracy) of inputs and statistical confidence intervals for the error in model parameters, i.e., these bounds quantify the model parameter uncertainty and natural uncertainty in a simulation model. However, model structure uncertainty, i.e., information about the simplifications and assumptions is not captured by the bounds. Our hypothesis is that by systematically reducing these error bounds over simulation models at different length and time scales, we achieve robustness (insensitivity to natural uncertainty and model parameter uncertainty) in the system process as well achieving reliable performance targets. Variability is aleatory (irreducible) but we can mitigate the other two types of epistemic (reducible) uncertainty with additional effort. There are two ways to refine simulation models at an added cost to achieve better performance:
1. Refine the model formulation to reduce or mitigate model structure uncertainty. 2. Accumulate more data to reduce model parameter uncertainty (mitigate model parameter uncertainty) Here, we focus on developing metrics to reduce model parameter uncertainty. Reducing model structural uncertainty is challenging because there are different physical laws governing different length and time scales and only an accurate understanding of these laws can quantify the relative uncertainty of model structure.
FIGURE 2: UNCERTAINTY IN SIMULATION MODELS
The Algorithm
We propose an eight step method for a system level design to be able to allocate resources to subsystem level simulation model refinement for concurrent material and product design by integrating constructs from robust design and information economics, Figure 3 .
Step 1. Frame a multiscale system expressed in terms of variables, constraints, and models that embed relevant aspects of the material microstructures through overall system configuration.
Step 2. Develop hierarchical material models over the different length and time scales i.e. Multiscale modeling and perform the subsystem level analysis for the models i.e. (a) design of experiments to plan the simulation runs,(b) execute the simulation models and (c) develop metamodels with (d) confidence intervals.
Step 3. Perform robust exploration to determine feasible sets of solutions under model parameter uncertainty, model structural uncertainty, natural uncertainty and a compounded combination of all three uncertainty types due to propagation in the design chain and determine the best solution amongst the feasible sets. For robust exploration and determining a robust solution we use of the Inductive Design Exploration Method (IDEM) 10 which facilitates the hierarchical design of multiscale systems while accounting for all three kinds of uncertainty their propagation 14 . It identifies ranged sets of discrete design variables in each domain at the subsystem scales in an inductive way and determines a desirable solution against model structural uncertainty 10 .
Step 4. Quantify the value-of-information associated with (i) refining assumptions/approximations in inputs or modeling techniques for simulation models and (ii) gathering additional information from existing simulation models. In this paper, the focus is on the latter and, this added information correlates to mitigating model parameter uncertainty and hence improving the model"s ability to recommend good decisions. Specifically, we develop a metric to quantify insufficiency of data from simulation runs, the improvement potential metric (IP i ) 15 which is calculated for each simulation model.
FIGURE 3: SIMULATION MODEL REFINEMENT FOR MULTISCALE DESIGN
Step 5. Calculate the system-level improvement potential using a weighted sum approach. Check for convergence.
Step 6. Develop functional relationships between the computational cost for auxiliary simulation runs and the benefit in terms of improvement potential metric referred to as the ex-ante improvement potential (IP i '' ). IP i ' is the predicted benefit associated with additional simulations without performing the simulations.
Step 7. Use the functional relationships between computational costs and IP i ' to minimize the total computational time to reduce the system-level improvement potential below the convergence criterion and plan the next set of simulations.
Step 8. Run the next set of simulations based on assigned resources and develop improved metamodels for the robust exploration step (Step 3). Check the ex-post improvement potential (realized value) based on the improved metamodels. Iterate until the system level improvement potential (IP) is equal or less than the desired convergence criterion.
Steps 1 to 3 are linked to robust design while steps 4 to 7 deal with information economics.
Step 8 integrates robust design and information economic constructs. We explain each step in the context of the concurrent design of material and product in Section 4. The steps associated with robust design are demonstrated in Section 4.1 and those with information economics in Section 4.2. In Section 4.3 the integration of robust design and information economics constructs is achieved via sequential simulation refinement.
SIMULATION MODEL REFINEMENT FOR AUTONOMOUS UNDERWATER VEHICLE DESIGN USING AL-BASED IN-SITU METAL MATRIX COMPOSITES
Robust Design
We use the Inductive Design Exploration Method 10 for robust design of our multiscale system. The steps of IDEM are: IDEM Step 1: Parallel discrete function evaluation for each subsystem The design space (design variables), interdependent space (dependent variables) and the performance space (performance variables) are defined and discrete points are generated. These points are evaluated based on mapping models (i.e., surrogate models). The data sets are composed of discrete input points and associated output ranges which are then are stored in a database.
IDEM Step 2:
Inductive discrete constraints evaluation (IDCE) Feasible regions in interdependent and design spaces are sequentially identified based on a metric called the Hyper Dimensional-Error Margin Index (HD-EMI) indicating the degree of reliability of the model if it undergoes a shift in the output range due to uncertainty. A value of HD-EMI 1 indicates the output is robust against model natural uncertainty and model parameter uncertainty. Higher values of HD-EMI indicate the output is further from constraint boundaries and has a larger margin for potential error in the mapping model due to model structural uncertainty for estimating output range. Exact constraint boundaries are identified in a top-down manner using the bisection method to avoid propagated errors.
IDEM Step 3:
Compromise decision support problem (cDSP) for system level design. The cDSP 16 calculates the most desirable robust solution from the feasible set of solutions for the design parameters by reaching a trade-off among the HD-EMI values. With IDEM, ranged sets of feasible specifications (discrete points) are identified and a robust solution is calculated under different kinds of uncertainty. The ranged sets of specifications are used for calculating the improvement potential metric while the robust solution indicates the design variables for robust process requirements once the algorithm has converged. The robust design method is shown in Figure 4 .
FIGURE 4: ROBUST DESIGN OF MULTISCALE SYSTEMS USING IDEM
Step 1: Framing the Multiscale Problem
The overall design problem for the Autonomous Underwater Vehicle is presented in Section1, for solution, multiple computations must be carried out, Figure 5 . We represent the multiscale design process of the Autonomous Underwater Vehicle, i.e., the dependent/independent parameter values interlinked with individual subsystems, the models and the modeling techniques, the performance requirements and goals associated with multiscale design task in Figure 5 . f1, f2, f3 and f6 are simulation models (shaded boxes) used to design the autonomous underwater vehicle while f4, f5, f7, f8 and f9 are theoretical or empirical models considered for design. MODULE 1 deals with the process-structure relationships shown in Figure 1 : f1 gives the average TiB 2 particle size (d p ), f2 gives the average grain size (d) of microstructure. The independent inputs to MODULE 1 are the volume fraction of TiB 2 (x TiB2 ), temperature of processing in degree K (T) and cooling rate in K/sec (C). MODULE 2 deals with the structureproperty relationships: f3 gives the yield stress (σ), f4 gives density (ρ) and f5 gives the heat transfer coefficient (k) as outputs. The model for yield stress (σ) receives inputs from the outputs of MODULE 1 along with the independent inputs of volume fraction of TiB 2 (x TiB2 ). The only input to models for density (ρ) and heat transfer coefficient (k) is the volume fraction of TiB 2 (x TiB2 ). Finally, MODULE 3deals with the property-performance relationship of the developed microstructure. The performance variable, depth of operation (D) is evaluated in f6; weight of the outer shell (W) is evaluated in f7, time of operation (T opr ) is evaluated in f8 and temperature of operation (T op ) is evaluated in f9. The independent parameter, thickness of the shell (t) is an input to all the models, i.e., f6, f7, f8 and f9. The dependent input parameters in MODULE 3 are density (ρ) to weight (f7) and time of operation (f8) while yield stress (σ) is an input to depth (f6). The feasible design spaces are passed from MODULE 3 to MODULE 2 and subsequently to MODULE 1. The performance constraints are:
 The safe depth of operation (D) must exceed 5000 meters.  The submersible must have a time of operation (T opr ) of at least 10 hours.  The weight of the outer shell (W) may not exceed 20 kgs.  The operating temperature (T op ) of the submersible may not exceed 20 degree Celsius. Notice that in this formulation the objectives are related to the HD_EMI values rather than to theses performance characteristics. The autonomous underwater vehicle design should meet or overachieve design constraints while satisfying robust requirements.
FIGURE 5: MULTISCALE SYSTEM FOR CONCURRENT DESIGN OF MATERIAL AND PRODUCT
For the multiscale problem, simulation models are used for precipitate modeling (f1), microstructure evolution (f2), modeling the yield stress of the composite (f3) and for determining the depth of operation (f6). All simulation models carry underlying assumptions (resulting in model structural uncertainty) and are run at discrete points as they are computationally expensive (resulting in model parameter uncertainty). Assuming distributions for precipitate (f1) and grain size (f2) based on a small number of runs leads to inaccurate inputs (model parameter uncertainty) for yield stress (f3). Although these assumptions can be refined, given a large data set, we assume the distributions hold for the small increase in number of runs calculated by our algorithm. The solution technique, IDEM, introduces inaccuracies due to discretization errors (resulting in model parameter uncertainty) in addition to variability (natural uncertainty) in the input variables. Tables 1 and 2 summarize the models, associated modules, ranges and constraints for the dependent and independent parameters in our multiscale system. multiscale problem, simulation models are used for precipitate modeling (f1), microstructure evolution (f2), modeling the yield stress of the composite (f3) and for determining the depth of operation (f6). All simulation models carry underlying assumptions (resulting in model structural uncertainty) and are run at discrete points as they are computationally expensive (resulting in model parameter uncertainty). Assuming distributions for precipitate (f1) and grain (f2) size based on small number of runs lead to inaccuracy of inputs (model parameter uncertainty) to yield stress (f3). Although these assumptions can be refined, we assume the distributions hold for the small increase in number of runs calculated by our algorithm. The solution technique in IDEM introduces inaccuracies due to discretization errors (resulting in model parameter uncertainty) in addition to variability in the input variables. Tables 1 and 2 summarize the models, associated modules, ranges and constraints for the dependent and independent parameters in our multiscale system. These ranges and constraints are used in IDEM. The modeling techniques and assumptions of the simulation models are discussed. The theoretical models are briefly presented and we proceed to determine a robust solution and metrics to mitigate model parameter uncertainty by refining simulation models.
MODULE 1: Precipitation Modeling in Liquid Aluminum (f1)
To create in situ Al / TiB 2 K 2 TiF 6 and KBF 4 are reduced with aluminum. A model proposed by Anestiev and co-authors 17 has been used to investigate the diffusion reactions taking place between the intermediate phases of Al 3 Ti and AlB 2 . A coordinate system dividing a 2-dimensional space into strips of equal length is used, half of which contains Al 3 Ti and the other half AlB 2 dissolved in the Al melt. Random nucleation of TiB 2 particulates is assumed. The kinetics of the formation of TiB 2 particles are governed by unsteady state diffusion equations, which in turn depend on the concentration profile of intermediate solute phases in the region. The solute consumption rate due to TiB 2 formation is described by volume fraction of the region per unit time using Johnson-Mehl-Avrami analysis 18, 19 to find the volume fraction from the nucleation and growth rates of the particles. The nucleation rate is primarily a function of the Gibbs free energy associated with particle formation, while growth rate depends on particle surface energy. The thermodynamic models predicting the Gibbs free energies of the phases are described in Refs. [20] [21] [22] The equations are solved numerically in MATLAB TM to compute TiB 2 particle size distribution for a reaction time of one hour 23 .
MODULE 2: Modeling microstructure evolution (f2)
The microstructure evolution during solidification depends on the thermal and the solutal fields. Fluid flow due to forced or natural convection also influences the microstructure evolution. The model numerically calculates the solution of continuum equations for thermal fields and couples it with a cellular automata model that computes the evolution of grain structure with solidification time. Measured flux values are 6 used to derive the evolution of the thermal fields with solidification time. Using measured temperature values at specific points along the metal-mold interface, realistic flux values at the metal-mold interface are derived which are then fed into FLUENT TM to obtain accurate thermal fields across the casting domain. These fields are used in the cellular automata model to predict the microstructure evolution and the grain size distribution as solidification proceeds 24 .
MODULE 3: Structure-Property Correlation Yield Stress (f3) The variation of the periodic hexagonal array (PHA) is used to predict the local stress and strain fields and stiffness properties based on the stress field, the volume fraction of the phases and the constituent mechanical properties 25, 26 . The composite structure region is assumed to be a two dimensional hexagonal model with uniform grain size, split into a hard phase comprised of uniformly distributed TiB 2 particles in the Al-Cu alloy and a soft phase consisting of pure Al-Cu alloy. A representative volume element is selected to cover the entire macroscopic volume of the composite. The elastic and plastic behaviors of the constituent phases are either described using experimental values or calculated theoretically 27 . Grain size is varied using the Hall-Petch relation and a numerical solution for the stressstrain curve subject to uniform tensile stresses is calculated using the ABAQUS TM software. Yield strength values are calculated using 0.2% offset from the linear part of the stress-strain curve 28 .
Density (f4) The determination of density is based on the average property of each of the constituent phases, i.e., (1 )
Where 
Where, k TiB2 is the thermal conductivity of TiB 2 , k Al-Cu is the thermal conductivity of the Al-Cu matrix, and x TiB2 is the particle volume fraction of TiB 2 .
MODULE 4: Property-Performance Correlation Depth (f6)
A finite element analysis is used to determine the collapse depth of the pressure hull of the underwater submersible. We consider a cylindrical shell with hemispherical end caps. The stress distribution and buckling pressure of the pressure hull are predicted using the finite element package ABAQUS TM 30 . A factor of safety of 1.5 is used.
Weight (f7) The weight of a cylindrical shell with spherical end caps is:
Where  is the density of the composite, L is the length, OD and ID are the outer and inner diameter of the cylindrical shell.
Time of Operation
Where B is the buoyant weight of the submersible, W is the weight of the cylindrical shell and eff is the efficiency of the battery, E d is the energy density of the battery, L f is the fixed load and L p is the propulsion load for the submersible Temperature Conditions (f9) TS 1 and TS 2 are the temperatures at the outer radius and inner radius respectively 
Where q is the internal heat generated per unit volume, OD is the outer diameter of the shell, ID is the inner diameter, K is the thermal conductivity for the equipment inside (assume it to be a solid cylinder), k is the thermal conductivity for the composite, h is the convective coefficient and T  is the convective temperature of water.
Step 2: Subsystem Level Analysis
Central composite designs 31 are used to calibrate quadratic response surface models from the simulation models at the subsystem level. These experimental designs estimate linear and quadratic effects in a minimum number of simulation runs. The input variables are scaled from -1 to 1 in the central composite design to calibrate second order response surface models 32 :
Where,  ij i=1, 2… k; j=1, 2… k are the coefficients and x i , x j are input design variables, Y is the response,  are the random errors and  the number of design variables. The upper and lower confidence intervals of the simulation metamodel are 33, 9, 34 :
Y CI denotes the statistical bounds for a 100(1-α) % confidence interval. n is the number of simulation runs and p is the total number of regression coefficients, MSE is the mean square error, X is a (n x p) matrix of the levels of regression variables and x 0 is a (p x 1) matrix of regression variables for the particular point we are calculating the confidence interval. Y CI is the response variation due to insufficient data (model parameter uncertainty) and does not include the variations in the input variables. Assuming the variations x i in the input variables are small, the maximum and minimum responses are 7 estimated using a first-order Taylor series expansion close to the worst case scenario given by:
Y IP is due to variability and inaccuracy in input variables. x i is the error in the input variables and estimates the sum of the discretization errors in IDEM (model parameter uncertainty) and natural variability in the input variables. Using an α of 0.05, i.e., a 95% two-sided confidence interval; the response surface models for the simulation models are calculated in MATLAB TM along with the mean square error and R 2 statistics: 
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Step 3: Inductive Design Exploration Method (IDEM) The solution structure for IDEM is shown in Figure 6 . First, ranged sets of performance targets are set at the top level of the multiscale design problem (MODULE 3) and, based on property-performance mapping models, ranged sets of feasible property space discrete points are passed inductively to the structure-property domain (MODULE 2) in the multiscale system. In MODULE 3, HD_EMI"s for f6, f7, f8, and f9 are computed, based on the minimum HD_EMI values from this set, acceptable ranges of the variables, elastic modulus, the density and the thermal conductivity are determined and passed to MODULE 2. The independent variable t is selected to maximize the number of discrete feasible sets in the structure-property domain range. In this case, t = 10.5 mm.
Based on the input from MODULE 3, in MODULE 2 a similar procedure is repeated for the structure-property mapping models. HD_EMI"s are computed for f4 and f5 and, from the minimum HD_EMI"s, ranged sets of feasible structure are passed into the process-structure domain (MODULE 1). Acceptable ranges for precipitate size, grain size and volume fraction of TiB 2 are determined. These are then passed to MODULE 1. A dummy model is introduced for the volume fraction as x TiB2 is an input to both MODULES 1 and 2.
In MODULE 1, finally we are able to compute ranged sets of feasible process variables against model parameter uncertainty and natural uncertainty. Using the input from MODULE 2, the best robust solution against model structural uncertainty is calculated using the minimum HD_EMI"s from f(1) and f (2) . The outputs from MODULE 1 are ranged sets of acceptable values for temperature and volume fraction of TiB 2 . In Figure 9 , the feasible design space calculated in MODULE 1 for the overall problem is shown. The color bar indicates HD_EMI values for the overall problem -again, higher values are preferable.
FIGURE 6: AN AGGREGATED IDEM BASED COMPUTATIONAL STRUCUTRRE FOR MULTISCALE DESIGN FIGURE 7: THE FEASIBLE PROPERTY PERFORMANCE DESIGN SPACE FROM MODULE 3 FOR THE COMBINED HD_EMI'S FROM f6, f7, f8 AND f9, THE COLOR BAR INDICATES HD_EMI VALUES FROM THE MINIMUM HD_EMI's FROM MODULE 3. HIGHER HD_EMI VALUES ARE
PREFERRED. The best solution for the multiscale system, i.e., design variables, is calculated by minimizing the deviation of the HD-EMIs from target values (10 for all models and equal weights). This solution along with the achieved HD-EMI values and system level performance is shown in Tables 3 and 4 . The HD-EMI values indicate that f2 and f6 are relatively robust against model structural uncertainty while the low values for f1 and f3 indicate the best compromised solution is close to the constraint boundaries. The performance exceeds the requirements for the submersible and the achieved depth (D) from f6 is 6508 meters. We compare the HD-EMI values from the simulation models and depth performance after simulation model refinement in Section 3.4. The discrete feasible design space points are used to determine improvement potential metrics
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FIGURE 8: THE FEASIBLE STRUCTURE PROPERTY DESIGN SPACE FROM MODULE 2 FOR THE MINIMUM HD_EMI VALUES FROM f4 AND f5, THE COLOR BAR INDICATES HD_EMI VALUES CALCULATED FORM MODULE 2. HIGHER HD_EMI VALUES ARE PREFERRED.
Information Economics
In the context of simulation-based design of multiscale systems, a simulation model is a source of information with some degree of uncertainty 15 . The improvement potential (P i ) 15 metric captures the expected value of increasing the accuracy of the information in terms of the utility of performing the calculations 35, 36 . A high value of improvement potential indicates a greater value associated with refining the simulation model compared low values of improvement potential. The metric only quantifies the benefit of gaining more information. It does not account for the effort involved in procuring additional information. In this section we define the improvement potential metric in terms of the response surface models to suit robust design of multiscale systems and develop cost-benefit functions for auxiliary runs on mitigating model parameter uncertainty in a simulation model. These functions are used to decide resource allocation by reaching a trade-off between reduced uncertainty and increased effort for additional simulation runs. The first step towards developing the cost-benefit functions is to predict the change in improvement potential with additional simulation runs. We use concepts from value of information [11] [12] [13] and response surface modeling 33 to predict this change. The predicted value without executing the simulation model is termed the ex-ante improvement potential and the computed realized value based on the refined metamodels is termed the ex-post improvement potential. In order to validate our algorith, comparing the ex-post improvement potential against the ex-ante improvement potential metric guides the predictive capabilities of the ex-ante metric.. The steps for information economics relevant to this multiscale problem are shown in Figure 10 . 
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FIGURE 10: SCHEMATIC FOR IMPROVEMENT POTENTIAL TRADE-OFFS
Step 4: Improvement Potential The discrete feasible design points identified by IDEM show feasible regions in the design space at different scales in the multiscale problem. The improvement potential metric captures the scope of model refinement. Using the feasible sets from IDEM, the simulation model improvement potential, IP i is:
The subscript i in IP i denotes the simulation model for improvement potential metric. The improvement potential metric decreases as the error bounds are reduced and will hypothetically be 0 when Y upper = Y lower suggesting no further model refinement is possible. However, this cannot be realized statistically unless MSE=0, i.e., the model fits the data perfectly. The improvement potential metric is calculated over all set of feasible design variables (m) to get a reflection of the scope of refinement without bias. At this time, the improvement potential metric is defined to capture the degree of uncertainty in model parameters due to insufficient data, i.e., in terms of Y upper and Y lower related to statistical error bounds for the response surface. Y max and Y min additionally incorporate the variability of the input variables and the discretization error as first order Taylor series expansions. The discretization error can be mitigated by reducing the discrete intervals in IDEM analysis. The associated computational effort has to be separately evaluated by calculating the run time for smaller discrete intervals. Mitigation of inaccuracy in the input variables (discretization error, incomplete information, etc.) is not considered. However, the improvement potential metric can be suitably extended in terms of Y max and Y min to consider mitigation of inaccuracy in input variables. The improvement potential values associated with f1, f2, f3 and f6, i.e., the simulation models in the multiscale system are 0.35 (IP 1 ), 0.13 (IP 2 ), 0.11 (IP 3 ) and 0.04 (IP 6 ) respectively. These values suggest that f1 has the maximum potential for refinement while f6 has the least.
At the system level, (i) determine the weights for the individual simulation models as a function of the impact on the system level performance; (ii) calculate the overall Improvement Potential of the system. A convergence criterion is set as an indication of when to stop further simulation model refinement. This criterion is based on the current improvement potential, the α value for confidence interval and the computational resources available to a system level designer. A system level designer has freedom to choose this value based on the degree of uncertainty mitigation desired. A higher convergence criterion for the overall system level improvement potential should be set for larger percentage of confidence intervals, i.e., for small α values as convergence may be statistically unattainable if it is set too low.
Weights for Simulation Models:
The relative weight of importance for a simulation model is calculated as a multiplicative factor of the weight of the performance objective and the corresponding degree of influence of its output. It is to be summed over all performance objectives. This is:
Where, W i is the weight of the simulation model, W PO , is the weight of the system level performance objective, and H e is the highest exponent of the simulation output parameter that appears in the performance function. H e can be derived in closed form as we consider second order response model for a simulation models or empirical function for theoretical models in the multiscale system. The product of W PO and H e is summed over every performance objective it appears in and a cumulative weight for the simulation model is obtained. In the absence of any specific reasons for weighting different the performance objectives differently, all performance objectives will be weighted equally, and the weight of f1 will be 0.25x4, i.e., 1.  Weight for f2: The output from f2 (d) appears in one performance objective, i.e., depth (D). Following a similar calculation to that for f1, the weight of f2 is determined to be 1.  Weight for f3: The output from f3 ( appears only in the performance objective depth (D). As depth is a function of yield strength with highest order 2, the weight of f3 is 0.5  Weight for f6: The weight of the performance objective D will be its performance weight, i.e., 0.25 as the highest exponent will be 1, i.e., 0.25x1. Thus, models (f1 and f2) in the lower hierarchy of the multiscale system have a higher weight suggesting there is greater value in mitigating the uncertainty in these models. This is justified as the uncertainty is these models will be propagated to a greater extent in the design chain as compared to models in the top hierarchy.
System improvement potential (IP):
The system improvement potential is a weighted average over the weights of the simulation models (W i ) and their corresponding improvement potentials (IP i ). A system level designer sets a convergence criterion IP c for the system improvement potential and further simulation modeling is stopped once that threshold value is reached, i.e., IP≤IP c . The system level Improvement Potential is:
Where s is the number of simulation models in the multiscale system. Based on the weights and improvement potential values of the simulation models, with a convergence criterion of 0.10, the system improvement potential is 0.20. In this work the convergence criteria is selected arbitrarily, alternative convergence criteria are studied in a follow-on paper.
Step 6: Ex-ante Improvement Potential Cost-benefit models are developed based on the ex-ante improvement potential. Although this ties to the sample size determination for an experiment, traditional sample size determination techniques are based using the operating characteristic curve for null hypothesis treatment or a trial and error confidence interval estimation 37 . These techniques are only suitable for calibration experiments and not our simulation-based multiscale design task as there are several computational models (experiments) and cost factors need to be accounted for. Developing cost-benefit models helps scale the benefit of uncertainty mitigation in terms of the common parameter-computational time. Assigning computational resources based on the IP i metric can lead to inefficiency as a model with a high IP i can have significant computational time. Instead, there may be greater value in using this resource on a model with shorter computational time. Combining Eqs. 12, 13 and 14, the improvement potential metric is:
Where n is the number of simulation runs. The mean square error is:
where e i are the residual errors between the actual values and the fitted values by the regression model. A critical part of evaluating the exante improvement potential is estimating the variability of the mean square error with increases in the numbers of data points. We assume that e remains constant per observation. However for small sample sizes, this underestimates the MSE 38 . Hence the predicted MSE' is:
The factor of 1 in the denominator is Bessel"s correction for the sample MSE from the population of (unrealized) simulation runs. Therefore for r additional runs or data sets, the MSE' will vary as:
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Where the value for MSE' for n runs is known, i.e., MSE. Varying r from 1 to larger values, the ex-ante improvement potential is determined as a function of additional simulation runs as: ' exp exp
Thus the ex-ante improvement potential metric is a function of the number of simulation runs and correlated with the computational time/cost. These relationships are used by a system level designer for trade-offs and assigning resources for further simulation refinement.
As discussed in Step 8, the input values for additional runs are chosen at the points which have the highest improvement potential. For our multiscale system we assume no set-up time, i.e. a=0; and the functions between improvement potential and computational time are: 
Step 7: Trade-off Mechanism An ideal scenario is assumed where a system level designer has complete information about the cost functions and ex-ante improvement potentials and there is full information exchange between the system level designer and subsystem level modelers. Constraint optimization techniques are used to minimize the total computational time in order to order to reach the convergence criterion IP c . T = ΣT i is minimized with constraints IP c ≥ IP' where IP' is the weighted system level ex-ante improvement potential metric after simulation refinement. We note that as T i are represented using exponential functions, optimization is performed in MATLAB TM . The required numbers of runs for each model is approximated to the nearest integer value is shown in Table 5 . The total computational time for the first iteration for simulation refinement is 312 hours. STEP 8: Refine Simulation Models and Iterate Once the resource allocation has been determined, the simulation models are rerun by the subsystem modelers. IDEM in Step 3 gives us the set of feasible solution sets and the simulation models are re-run for set of input values for which the improvement potential values are maximum. After the re-runs, the modified metamodels and used to rerun IDEM (STEP 3). This procedure is continued until convergence is reached. For our multiscale system, the simulation models are re-run as per the trade-off solution. The refined response surface models are: 
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IDEM is re-run and the cDSP solution is shown in Tables 6 and 7 . The ex-post improvement potential values for the simulation models are shown with the ex-ante values in Table 8 . We see that the ex-post values are in close comparison with the ex-ante value being overestimated except for f2. The overestimation of the ex-ante value can be explained because we run the simulation models at the points of maximum improvement potential. The underestimation in f2 can be explained due to the rise in MSE and R 2 value for the refined response surface model suggesting the behavior of microstructure evolution is highly non-linear and a higher order response surface models to capture the simulation behavior. The weighted system level improvement potential is equal to 0.10 suggesting the convergence criterion has been reached and no further simulation refinement is necessary. Thus for a total computational time 745.5 hours , i.e., 433.5 hours for the initial experimental design runs and 312 hours for only one set of iterated runs, the system level improvement potential has reached the convergence criterion. The robust solution for the design variables and the system performance is the solution shown in Table 7 as the HD-EMI values are greater than 1 indicating robustness against model parameter uncertainty, model structure uncertainty, propagated uncertainty and natural uncertainty as discussed in Section 4.1There is an increase in the HD-EMI values associated with the simulation models indicating greater robustness against model structural uncertainty. The HD-EMI metric can be used to qualitatively gauge the relative levels of refinement required to mitigate model structural uncertainty to achieve greater robustness at the system level. There is an increase in performance achievement of depth as compared the first cDSP solution suggesting simulation model refinement is beneficial in terms of performance objectives at the system level. The solution is robust against all forms of uncertainty as determined by IDEM with achieved degree of refinement as determined by the system level improvement potential metric. Contingent on the assumption of mean square error variation, we believe the algorithm provides the most efficient resource allocation for further simulation refinement. 
CLOSURE
The question posed in this paper is "How should a system level designer allocate resources for auxiliary simulation model refinement while satisfying system level design objectives and ensuring robust process requirements in multiscale systems? To provide a quantitative answer to the question, sources of uncertainty are disseminated as model structural uncertainty, model parameter uncertainty and natural uncertainty. An algorithm to mitigate model parameter uncertainty arising due to insufficient data is developed using constructs from robust design and information economics. The algorithm provides the following capabilities to facilitate allocation of resources:  IDEM facilitates robust design against all three types of uncertainty and its propagation in a multiscale system. It identifies ranged solutions in addition to a single robust solution enabling use of these ranges for improvement potential evaluation until a final solution is accomplished. intervals of a metamodel. The metric can be extended to quantify model parameter uncertainty arising due to inaccuracy of inputs or discretization error.  The ex-ante improvement potential metric enables correlation between benefit in terms of improvement potential and associated effort. It allows designers to account for computational cost in addition to uncertainty quantification and differentiates this metric from existing value-of-information based metrics.  Constraint optimization techniques minimize the computational time for iterations, hence allowing judicious allocation of resources. Although the algorithm does not guarantee convergence in a single iteration, it provides for efficient resource allocation and advantageous mitigation of model parameter uncertainty to reach the convergence criterion in a small number of iterations.  Modularizing the algorithm into system and sub-system levels and decoupling robust design and information economics evaluations allows parallel computations in distributed design environments. The possibility of parallel computations and efficient resource utilization can significantly cut down convergence time for a final robust solution. Although this algorithm is generally applicable for multiscale systems, it has some limitations that should be addressed in future work:  The improvement potential metric is only applicable for mitigating model parameter uncertainty. It cannot quantify model structural uncertainty in terms of error bounds.  An empirical relation has been deduced to capture the variation of MSE. Better relations can be developed based on sample sizes.  The algorithm uses a second order response surface model to capture input-output relationships. This model may fail for a highly non-linear phenomenon. However, the algorithm can be suitably extended to higher order response surface models or other metamodeling techniques at an increased computational cost. This interrelationship needs to be investigated.  IDEM introduces a discretization error (model parameter uncertainty) which is mitigated by smaller interval runs at an increased computational cost. Also, inaccuracy of inputs can be mitigated with large sample sizes. Quantitative relationships must be developed. Overall, we believe that the proposed method effectively allocates resources for simulation-model refinement in multiscale systems.
