Introduction
College is growing more expensive; inflation-adjusted tuition and fees rose more than 80 percent between 1976 and 2004 and about 44 percent between 1990 and 2004. 1 Responding to this trend, many students choose to save money by completing some part of their college credits at lower quality institutions before completing their degree program at higher quality institutions. Nationally, about 50 percent of undergraduates attend more than one institution of higher education (NCES 2003a, Table 21-1; Adelman 1999) . Not only are transfer students a large part of the college student population, they are becoming increasingly common. The number of undergraduates attending more than one institution of higher education increased from 35.6 percent of students in the 1970s to 51.8 percent in the early 1990s (Adelman, 1999) .
We consider how the quality of the school from which a student transfers affects student performance in the receiving school. In particular, we examine how students who transfer introductory-level course credits perform in the subsequent intermediate-level course at a public, four-year Research I university, Clemson University.
We find that higher quality schools are better at generating human capital.
Students taking introductory courses at higher quality institutions earn higher grades in their intermediate course than students from lower quality institutions. This difference is small, but statistically significant.
Any analysis estimating the benefits of higher quality institutions must account for selection bias arising from unobservably better students choosing to attend better universities (Behrman, Rosenzweig, and Taubman, 1996) . We include a rich set of students' academic traits. The estimates are robust to the inclusion of additional controls for student academic attributes suggesting that selection bias is not a significant issue.
Measurement error in college quality may attenuate estimates, so we follow Black and Smith (2006) and employ two-stage least squares estimates to reduce this bias.
Many of the existing studies use post-graduation wages as a criterion to estimate the return to college quality. 2 These estimates combine the returns to human capital with the return to signaling. The return to signaling arises from information conveyed by the student being admitted to the school and completing the degree. Weiss (1995) argues that the signaling value of education comprises a large fraction of the return to schooling.
Using grades avoids any return to signaling and focuses on the human capital return. 3 Grades as an outcome variable presents an additional advantage: in contrast to studies by Monk-Turner (1994) and much of Dale and Krueger (2002) , which focus on college graduates, this study observes students during their college careers and includes the ones who may never graduate.
We find that higher quality institutions provide a small increase in student grades.
The higher quality schools in our sample charge only slightly higher tuition. Given a labor market return to grades close to 10 percent, the increased grades more than compensate for the increased tuition at higher quality schools. 2 Eide, Brewer, and Ehrenberg (1998) are an exception. They find that attending an elite private college increases the likelihood of attending graduate school, particularly graduate school at a major research institution. 3 A return to signaling could only arise if the professor knew where the student took the introductory courses and this knowledge affected the student's grade. The transfer information is readily available to the student's academic advisor; however, it is not available to a professor teaching a course. We assume that even if the professor did know, it would not affect how the student is graded. The student's grade reflects his or her learning in the class, which, is a measure of human capital without signal.
Empirical Methodology
Estimating the value of college quality typically involves estimating a regression of some outcome measure on the characteristics of student i and college c:
where X i represents the characteristics of the student and W c represents characteristics of the college from which the student transfers. Unobservable student characteristics in the error term tend to be positively correlated with college characteristics, biasing estimates of γ upward. Other researchers have handled this bias by using twins (Behrman, Rosenzweig, and Taubman, 1996) , instrumenting with distance between home and colleges (Card, 1993) , or instrumenting with other colleges to which students were admitted (Dale and Krueger, 2002) . We take a different approach and, ideally, compare identical students who took introductory courses at two different institutions and are subsequently in the same classroom for an intermediate course.
We estimate the effect of transfer college quality on student grades. For student i taking an intermediate course in department j in period t, after studying the introductory course in period p at institution k, we estimate the following:
(2)
where W kp is a vector of school quality characteristics. The department fixed effects, δ j , control for variations across departments in the difficulty of grading. Ideally, we would include professor fixed effects, but the data do not allow us to match faculty members to specific classes. The year dummies, θ t , control for variation across time as with university-wide grade inflation. The vector, X i , includes a wide variety of student characteristics to control for student quality.
We focus on estimates of γ, how characteristics of colleges attended affect student grades. We consider various measures of college quality: student/faculty ratio, percentage of professors with Ph.D.'s, percentage of applicants admitted, average SAT scores, and tuition. In addition, we consider a college quality index using the principal factor of these measures. To minimize potential downward bias from measurement error, we also estimate equation (2) using the additional college quality measures as instruments for one measure of college quality (Black and Smith, 2006) . Zhang (2005) reconciles findings across the literature and concludes that earnings are higher for students who attend more selective schools. We expect that higher quality schools generate higher levels of human capital than lower quality schools, and that this higher level of human capital is reflected in higher grades.
Potential Biases
Unbiased estimation of the effect of college quality on student grades requires that the error be uncorrelated with college quality. One way to reduce this correlation is to control for student quality. The richness of our data allows us to include student math SAT scores, gender, race, age, in-state or out-of-state residency status, whether a close relative of the student attended the University, an identifier for the student's home zip code, number of credits transferred, and the number of schools from which the student transfers credits. 4 The legacy variable represents possible preferential admissions as well as measuring family background. The zip code is a useful measure, as it proxies for both socio-economic status and the student's likely high school. Students are also separated into three categories: those who complete all of their transfer credits prior to attending Clemson, students who complete all of their transfer credits while enrolled at or inbetween semesters at Clemson, and students who transfer credits both prior to and inbetween semesters at Clemson.
Several potential sources of bias remain. The origins of these biases are subtle making it difficult to sign the direction of the bias.
One problem arises from course selection: not all students choose to take the intermediate course. Students who perform poorly in their introductory classes likely will not take or may withdraw from the intermediate course. Students earning grades lower than a C in the introductory course are unable to transfer it. Our sample omits both types of students. The direction of the resulting bias relies on an assumption of the relative difficulty of grading at different quality institutions. Although we cannot observe the relative grading difficult for all institutions, less than four-year institutions are more likely than four-year institutions to give grades below a C (US Department of Education, 2004) . This implies that students from these institutions are both less likely to transfer the introductory course and less likely to take the intermediate course. We do not observe courses which students fail to transfer. However, students that transfer an introductory course from a lower quality institution are less likely to complete the intermediate course at Clemson than those students who take an introductory course at a higher quality institution. This course selection likely biases our estimates downwards. 5
Another potential source of bias is South Carolina's LIFE scholarship, which may impact where students take transfer credits. LIFE scholarships provide $5,000 a year for resident students to spend at South Carolina institutions of higher education. 6 If students maintain a 3.0 grade point average (GPA), independent of the institution, the money is available for up to four years. The GPA requirement may change students' choice of school quality and bias the school quality estimates. However, we see no change in the estimates pre-and post-LIFE.
A final source of bias is unmeasured ability: two observably identical students that transfer credits from schools of differing quality and then attend Clemson likely differ in unobservable ways. Unobserved ability may be positively correlated with transfer school quality if colleges observe student ability better than the econometrician.
Unobserved ability may be negatively correlated with transfer school quality if the ability to leave a poor school to attend a better one signals some positive characteristics and the willingness to leave an excellent school to attend a good one signals some potentially negative traits. Hilmer (2000) finds that a student who transfers to an institution of lower quality than his original one is negatively affected in the job market. Upon transferring to Clemson, most students, 91 percent, improve the quality of school they attend, but some transfer further up the quality distribution than others. The net effect of this selection is unclear.
Measurement error may attenuate the OLS estimates. Estimates using one measure of college quality may not adequately capture the richness of the college experience. We use 2SLS to estimate the effect of higher quality institutions to reduce the attenuation bias and, as expected, correcting for measurement error increases the estimates on college quality.
We expect any lingering bias arising from unobserved student quality or course selection, on net, to downward-bias estimates of the return to school quality, making it difficult to conclude that higher-quality schools better prepare students for intermediate coursework. Our estimates thus produce a lower bound on the return to school quality.
Clemson University Transfer Students and College-of-Origin Characteristics
Clemson University maintains an extensive archive of data on its students, including every grade awarded and all application, transfer, and enrollment information for students from 1988 to 2002. Although our data originate from a single institution, we observe students transferring from a large variety of colleges and universities. The structure of the data allows consideration of the college quality of a wide distribution of schools while minimizing selection bias. Clemson University admitted all students in the sample; this potentially reduces the variance in unobserved student quality relative to samples that observe students attending a variety of schools. In addition, the outcome variable, student grades in the intermediate courses, are comparable across the sample.
Much of the literature on the return to college quality either focuses on highly selective colleges and universities (e.g., Dale and Krueger, 2002 and Eide, Brewer, and Ehrenberg, 1998) or explicitly compares the return of two-year and four-year institutions (e.g., Kane and Rouse, 1995 and Grubb, 1995; and Monk-Turner, 1994) . Our study incorporates all four of these institution types: non-selective and selective, two-year and four-year colleges and universities. 7
Our study focuses on schools similar to the national distribution. Nationally, schools admit most applicants. Only about 150 of 3,500 non-profit colleges admit less than 50 percent of applicants (Epstein, 2006) ; 40 percent of institutions are open admission (NCES, 2003b) . In our sample, 45 percent of students attend open admission or non-selective schools. The remaining 55 percent are selective, meaning that they do not admit all applicants. The average acceptance rate for schools in the sample is 86 percent; among those that do not admit all applicants, the average acceptance rate is 73 percent. To put this in perspective, the school in our sample ranked highest by US News and World Report (2006) We consider grades for students transferring credit for the first course in a sequence and completing the second course at Clemson. 9 We exclude prerequisites that are not a direct introduction to the course. Language courses are the clearest examples of courses included in the sample. The Spanish sequence is SPAN 101, SPAN 102, SPAN 201, and SPAN 202; each course clearly continues the curriculum of the previous one. The average transfer student attends 1.65 schools before entering Clemson, transferring slightly more than 8 three-credit classes. The average student transfers credits from a small school where 37 percent of professors have Ph.D.s and the SAT Math scores are about 15 points below the Clemson mean. A majority of students transfer from instate schools. More than 24 percent of transfer credits come from the nearby technical colleges. Many in-state schools have written guidelines, particularly for introductory courses, about which courses are eligible for transfer credit for specific Clemson courses.
Thus, students planning to transfer could carefully select their courses so as to ensure their ability to transfer these credits, given a satisfactory performance.
Estimation Results
We estimate the effect of attending a higher quality institution for two separate samples: the full sample of transfer students completing a course sequence and a sample limited to those students transferring from selective institutions. Grades in the intermediate courses are recorded without pluses or minuses as A, B, C, D, or F; we recode these grades as 4, 3, 2, 1, and 0. The discreteness of the dependent variable, grade, lends itself to estimation with an ordered probit. These estimates provide insight into differing marginal effects at various grade cut-offs. We focus, however, on the OLS estimates as they capture the cardinal value of a grade: when calculating a student's GPA, an A is twice as good as a C. South Carolina students are particularly interested in their GPA as the LIFE scholarship requires maintaining a 3.0. 12
We observe students and colleges multiple times; on average, we observe each school 8.48 times a year and each student 1.31 times per year. We conservatively cluster the standard errors by college. This accounts for the multiple observations of each school as well as arbitrary forms of autocorrelation within a transfer school.
Full sample results
We estimate a regression of student grades on student characteristics, school characteristics, year fixed effects, and department fixed effects. 13 All college quality characteristics are standardized to have a variance of one. Transfer students possess additional characteristics direct attendees do not such as the number of schools from which the student transfers credits; the number of credits transferred; and whether the transfer credits were taken over the summer, prior to continuous attendance at Clemson, or a combination of the two. Including these transfer-specific controls increases the coefficients on school quality, although not significantly. The similarity in the estimates suggests that downward bias arising from unmeasured ability may not be a large concern. 14 Table 2 presents the results of these OLS and 2SLS regressions. Our variables of interest are the measures of school quality. We deal with these college characteristics in several ways. We enter the characteristics one at a time into the regression; however, this omits some of the information about the quality of colleges. We include all the variables in the regression at the same time, incorporating all of the information but imprecisely estimating coefficients on the highly collinear variables. We achieve a middle ground by using principal components to construct a single factor -college quality -which incorporates the information from the significant variables.
We first add each measure to the regression separately; these estimates appear in column (1). The coefficients all have the expected sign and are similar in magnitude although the effect of reducing the student-faculty ratio is about half the size of the other college quality measures. Transferring from a school with a one standard deviation increase in college quality results in a statistically significant increase of 0.041 to 0.096 grade points.
Estimates including all of the characteristics, shown in column (2), are imprecise.
Multicollinearity eliminates any statistical significance, although the coefficients on the college characteristics are jointly significant at the 1 percent level.
We use principal components to generate a single factor of college quality, which best explains the covariance in the statistically significant college quality characteristics: percent admitted, the student faculty ratio, list tuition, and the percentage of professors with Ph.D.s. This single factor explains 69 percent of the covariation in the initial variables. We standardize this factor to mean zero, variance one. A one unit change in the variable reflects a change from a mean school to a school one standard deviation above Estimates on the college quality index are positive and significantly different from zero. A one standard deviation increase in quality increases grades by 0.099 grade-points.
The ordered probit results, in Table 3 , present a similar picture in that attending a higher quality institution increases student grades. Higher quality schools increase the probability of earning an "A" or "B"; the probability of earning a "C" or lower decreases with higher quality schools.
Concerns of measurement error in the regressions including one measure of college quality motivate 2SLS estimation. We use the additional measures of college quality to instrument for each college characteristic in separate regressions. These estimates appear in column (3) of Table 2 . Without additional measures of college quality, we are unable to instrument for the college quality index. The 2SLS estimates for the first three college characteristics are 18 to 55 percent larger than the OLS estimates.
The 2SLS estimate on student-faculty ratio is substantially larger. A one standard deviation increase in college quality results in grades that are 0.11 to 0.17 points higher.
Selective-only Sample Results
We limit the sample to selective schools so that we can include information on college SAT scores. In addition, this focuses on the upper end of the distribution and the 15 The mean schools, on average, admit 84 percent of applicants, have a student-faculty ratio of 14.9, tuition of $4,087, and 41 percent of their professors have Ph.D.'s. The schools one standard deviation above the mean, on average, admit 75 percent of applicants and have a student-faculty ratio of 11.7, tuition of $8902, and 69 percent of the professors have Ph.D.'s. benefit attending a higher quality institution among the better schools. Although our sample does not include the most elite institutions, we capture several that currently are either top 100 national research schools or top 100 liberal arts colleges. 16 The results are presented in Table 4 .
The first two columns present estimates from entering each college quality characteristic separately. The exception is median SAT Math score and the spread between the 75 th and 25 th percentile SAT Math score; we include these two SAT measures in the same regression. Among these selective schools, higher quality institutions increase student grades a small amount. The only variable that enters significantly is the median SAT Math score; this estimate is also larger than the estimates on the other coefficients. As only one college characteristic is statistically significant, we do not generate a college quality index. 17 Estimates including the school characteristics together, as in column (2), are qualitatively similar. The coefficients on the college characteristics are jointly significant.
The ordered probit results, in Table 5 , support the finding of higher quality selective institutions leading to small improvements in student grades. Higher quality institutions increase the probability of earning an "A" or a "B" and reduce the probability of earning a "C" or lower. Schools with a greater fraction of Ph.D. professors, a smaller student-faculty ratio, or higher median SAT scores improve transfer student grades. 16 For example, the sample includes, with 2007 ranks in parentheses, Furman University (41), George Washington (47) The last two columns of Table 4 present 2SLS estimates using the additional college quality measures to instrument for each individual measure in separate regressions. Except for median SAT Math score, the 2SLS estimates are much larger than the OLS estimates. A one standard deviation increase in college quality raises student grades by 0.09 to 0.2 grade points.
Robustness Checks
We estimate a number of specifications as robustness checks. The value of attending a higher quality institution may depend on the subject of the course. We estimate the regressions separately for the more vocational courses in the sample (e.g.,
Ceramics; Construction Science; Packaging Science; Parks, Recreation, and Tourism
Management; and Textile Engineering). The samples based on these courses are too small for definitive conclusions although there is mildly suggestive evidence that lower quality institutions may be better options for courses that are more vocational courses rather than academic.
A dummy variable for the schools in South Carolina is insignificant and does not significantly change any of the other estimates. The heterogeneity of school quality within an institution may mask its benefits to transfer students. We estimate the regressions in Tables 2 and 4 separately for specific departments. Considering departments individually provides a similar picture of small benefits to selective schools.
Estimating the results only for core courses (Calculus, Biology, Chemistry, Accounting, and intermediate language courses) yields similar results. Restricting the sample to only public schools results in smaller but still statistically significant estimates. Including an indicator variables for community colleges raises the point estimates on the other college characteristics; the estimate on the community college dummy is typically around a significant -0.10.
In addition to our primary analysis, we estimate the results including students who take both courses in the sequence at Clemson. Adding these students greatly increases the number of observations and decreases the standard errors, so more of the parameter estimates become significant. Non-transfer students score about 0.1 grade points higher than transfer students in the intermediate courses. These estimates confirm Laband and Peitte (1995) comparison of community college transfers to direct attendees at a four-year college where they all take the intermediate course. Examining the coefficients on the student characteristics, however, suggests that direct attendance students differ in unmeasurable ways from transfer students. Thus, we focus on the estimates using only transfer students to better avoid bias from unmeasured student ability in the error term.
Internal Rates of Return
Our results clearly show that attending a higher quality institution increases student grades, but to make a more meaningful conclusion we need to compare this benefit to a cost. We use the above estimates to provide a rough calculation of the internal rate of return to taking introductory courses at a higher quality institution. This calculation requires several assumptions on the labor market return to college grades. Datcher-Loury and Garman (1995) convincingly present evidence that the return to a unit increase in GPA in the job market is about 10 percent. 18 In 2000, the average salary for an individual with a bachelor's degree was about $50,000 (US Statistical Abstract, 2003) .
We also assume a forty-year working life.
First, we use the OLS estimates on the college quality index from Table 2 . This estimate may overstate the actual increase in student grades since the grades in courses not contained in our sample may be unaffected by the quality of the previously attended school. 19 The largest return to college quality arises from a decrease in the student-faculty ratio. Transferring to Clemson from an institution with a one standard deviation smaller student-faculty ratio-meaning there are fewer professors for each student-increases a student's grades by 0.174. At a ten percent return to GPA, this implies a salary increase of 1.7 percent or $870. Forty years of slightly higher earnings compared to the difference in average list price ($1,862 per year) implies an internal rate of return of 46.75 percent.
Implied internal rates of return using the other 2SLS estimates range from 9.61 to 39.46 percent, averaging about 28 percent.
Most students do not pay list price. Kane (1999) provides net tuition and list tuition figures for public two-year, public four-year, and private four-year institutions (p. 61). Students pay about 85 percent of tuition at public two-year institutions, 72 percent at private four-year institutions, and 78 percent at public four-year institutions. We calculate a more realistic tuition difference for a one standard deviation increase in school quality at the mean. For the full sample, implied internal rates of return range from 13 to 89 percent, averaging about 32 percent. At these rates of return, the average student would benefit from attending a higher quality institution prior to transferring to Clemson.
We perform a similar exercise for the 2SLS estimates from the selective-only sample in Table 4 . The average internal rate of return using list price is 23 percent; using estimated paid tuitions, the average internal rate of return is 66 percent. Pleeter and Warner (2001) observe discount rates of between 10 and 20 percent, with a range of up to 30 percent. Experimental evidence such as Harrison, et. al (2004) supports discount rates of around 28 percent. These studies have also concluded that more educated people have lower discount rates. Students with higher discount rates prefer lower quality schools and their lower average tuition.
The internal rates of return are typically at least as large as previously estimated discount rates. There are clear benefits to attending higher quality schools -both at the mean of our full sample and among selective schools. In addition, to the extent that professors do not know or care where their students have transferred from, the benefit to these higher quality schools arises from increases in human capital and not signaling.
Conclusion
We use data on students transferring from different institutions to Clemson University to estimate the human capital return from different school characteristics. We control for student quality and characteristics that describe the student's transfer choice.
The results suggest that students taking an introductory course at a higher quality, higher priced school earn higher grades in the relevant intermediate course. This human capital effect is small but statistically significant.
Along a wide range of institutional quality, higher quality schools generate more human capital than lower quality ones. Although higher quality schools charge more tuition, the expected increase in college GPA and its labor market returns imply that most students would prefer attending the higher quality schools. This is particularly true when considering among the selective schools in our sample. This conclusion relies on estimates from the literature on the labor market return to college grades. Additional data on alumni earnings would provide some additional insight into this question.
This does not address the question of whether transferring is better than continuous enrollment. Including Clemson students in the grade regressions suggests that transfer students from other selective institutions earn letter grades that are 0.10 grade points lower in the intermediate class than students taking the related introductory courses at Clemson. If there is no penalty to transferring, the question of which to attend depends on the difference in prices. The decision to transfer may involve additional considerations, however, such as extending the time to degree completion and costs to changing schools. For those few students transferring to lower quality schools, Hilmer (2000) estimates a significant wage penalty from transferring downward, although his small sample sizes limit statistical inference. The unit of observation is a student. Since some of the students transfer more than one course, this number is lower than the number of observations in the regression. The table includes only those observations used in our regressions. There are 3,096 students; we have SAT data for schools for 1,714 of these students. There are 3,033 observations. Year, course subject, student home zip code, and student race fixed effects included but coefficients suppressed. Controls for in-state residency, male, legacy status, student Math SAT score, credits transferred to Clemson, student's starting age at Clemson, the number of schools from which the student transfers credits, and indicator variables for the timing of credits transferred are also included but coefficients suppressed. Standard errors in parentheses, clustered by college. * significant at 10%, ** significant at 5%; *** significant at 1%. These ordered probit regressions also include but do not report estimates for: controls for instate, male, legacy, SAT math score, credits transfers to Clemson, student's starting age at Clemson, the number of schools the student transferred credits from, and indicator variables for whether the student transfered all credits prior to or while at Clemson. Year, course subject, student home zip code, and student race fixed effects are included but coefficients are suppressed. Standard errors in parentheses, clustered by college. * significant at 10%, ** significant at 5%; *** significant at 1%. Year, course subject, student home zip code, and student race fixed effects included but coefficients suppressed. Controls for in-state residency, male, legacy status, student Math SAT score, credits transferred to Clemson, student's starting age at Clemson, the number of schools from which the student transfers credits, and indicator variables for the timing of credits transferred are also included but coefficients suppressed. Standard errors in parentheses, clustered by college. * significant at 10%, ** significant at 5%; *** significant at 1%. These ordered probit regressions also include but do not report estimates for: controls for instate, male, legacy, SAT math score, credits transfers to Clemson, student's starting age at Clemson, the number of schools the student transferred credits from, and indicator variables for whether the student transferred all credits prior to or while at Clemson. Year, course subject, student home zip code, and student race fixed effects are included but coefficients are suppressed. Standard errors in parentheses, clustered by college. * significant at 10%, ** significant at 5%; *** significant at 1%. 
