INTRODUCTION
Usability evaluation is one of the most important and costly steps in developing human computer interfaces. The goal is to identify and fix problems in the interface, so as to improve the user experience with the interface. Usability evaluation methods (UEM) are techniques for extracting usability feedback from investigations and can be classified as either analytical or empirical. Analytic methods rely on reasoning and common sense inspection of the system, usually with expert usability professionals. Empirical methods focus on observing and/or testing real users with the system, typically performing set tasks, with the goal of seeing where users run into problems with the interface.
Each type of UEM has advantages and disadvantages related to cost, implementation, finding participants, and applicability. It is mostly accepted that given unlimited resources, empirical testing is the preferred technique. However, real design projects are faced with both time and money budgets, and designers need to optimize the feedback they receive from whatever evaluation they perform; hence, many designers and developers seek alternative approaches.
Indeed, there is significant interest in developing, testing, and comparing analytic evaluation methods (specifically heuristics). Researchers are actively working to create new sets of heuristics for different system classes , Baker et al., 2002 , Mankoff et al., 2003 , compare heuristics to user testing (Karat et al., 1992 , Lavery et al., 1997 , or to simply further understand heuristics (Cockton & Woolrych, 2002) . These efforts stem from the fact that empirical methods (user testing) are often difficult to setup and execute, especially for new, emerging systems like ubiquitous interfaces, notification systems , handheld devices, etc. Why? Because observing users in these situations or setting up experimental models is quite difficult. These technologies are new, and are often imbedded in the environment, making controlled lab studies difficult or impossible. Hence, designers and usability professionals must rely on analytic techniques to gain feedback early in the design process.
What this means is that researchers are tasked with developing effective evaluation tools for many different system classes. A key part of this development work involves testing the new methods and comparing them to existing alternatives. Traditionally UEM comparison has been difficult and wrought with problems that lead to debate over validity and utility of previous comparison studies (Gray & Saltzman, 1998) . A large part of the problem with these comparison studies involves validity in problem sets and results. Hartson et al. suggest a set of metrics to use in UEM comparison studies that are designed to help with accurately comparing different methods (2001) . However, calculating these measures relies upon knowledge of the real problem sets for the target system. This can be problematic for traditional comparison tests because it is not clear what constitutes the real problem set (Hartson et al., 2001) .
Our work addresses this problem in a novel way. Instead of having evaluators uncover usability problems in a traditional evaluation; we provide a list of problems for the target system and ask the evaluators to rate the applicability of specific heuristics to that problem. In other words, we ask the usability professionals to assess the heuristics in terms of how much the heuristic would help in identifying the issue in a traditional evaluation. This relies on the evaluators' experience with usability problems and their ability to reason about the heuristics in an abstract manner. The strength of this approach comes from the fact that we have a specific set of problems to serve as the real problem set and we can easily calculate the Hartson et al. measures (reliability, effectiveness, thoroughness, validity, cost) from this setup.
METHOD
One goal of this study is to illustrate the utility of the new experimental method for UEM comparison. We conducted an experiment with this new testing procedure to compare three sets of heuristics, each representing a different level of specificity for the large screen information exhibit (LSIE) system class.
LSIEs are notification systems ) that run on large displays. These displays leverage the natural breakpoints in a person's task to allow them to decide when they need to look at the display (self-defined interruption) and facilitate long term storage of the information (high comprehension).
Previous research describes a set of heuristics tailored to the LSIE system class . We use those heuristics as well as heuristics designed for notification systems (Berry, 2003) , and Nielsen's general interface heuristics (Nielsen & Mack, 1994) . We created a new testing platform designed to alleviate the difficulty associated with calculating typical UEM comparison measures. We used structured presentation of identified problems in the target systems and asked the evaluators to indicate the level of applicability each heuristic held for the problem. This rating was provided through a 7-point Likert scale where the evaluator indicated their level of agreement with the heuristic when asked if the heuristic applied to the problem. An answer of seven would indicate strong agreement (highly applicable), while a one indicates strong disagreement (not applicable at all).
We used three example large screen information exhibits for the test and used pre-identified problem sets to serve as the "real" problem sets: 1. The Notification Collage provides a communication mechanism for lab members upon which they can post various types of information, from personal communication to documents and even video clips (Greenberg & Rounding, 2001) . Users are often busy with work at their desks but can choose to look up at the NC to check on postings and keep track of lab information. 2. The Plasma Poster performs similar tasks, but is placed in common areas like break rooms, kitchens, or atriums (Churchill et al., 2003) . Users can find information on local events, user postings, and automatically generated content. 3. The Source Viewer is an LSIE system found in a local television station. Program control managers must ensure proper source switching between commercials and standard program content. This system allows the manager to see all of the upcoming sources simultaneously and thus facilitate source switching.
Each evaluator was randomly assigned to one of the three heuristic sets given the constraint of keeping equal numbers for each set. The evaluators then proceeded to rank the heuristics according to the problems for each of the three systems. System presentation order was completely balanced using a Latin Square ordering.
Determining Real Problem Sets
One problem identified in other UEM comparison studies involves the calculation of specific metrics that rely upon something referred to as the "real" problem set (Hartson et al., 2001) . In most cases, this problem set is the union of the problems found by each of the methods in the comparison study. In other words, each UEM is applied in a standard usability evaluation of a system, and the "real" problem set is simply the union of the problems found by each of the methods. There are issues with this approach because there is no guarantee that the problems found by the UEMs are the problems that would be experienced by real users in normal day to day activity with the system in question.
This comparison study also faced the same challenge. Instead of relying on evaluators to produce sets of problems from each method, then using the union of those problem sets as the "real" problem set, analysis and testing was performed on the target systems beforehand and the problem reports from those efforts were used to come up with a standard set of real problems for each system. Coupled with a new testing approach, this eliminated much of the variability inherent in most UEM comparison studies that arises from having to read through problem reports and deduce (perhaps erroneously) the intention of the evaluator.
Source Viewer problem set. To determine the real problem set for the Source Viewer, two types of field study were employed. First, observations were made of control managers as they proceeded with their everyday work tasks. This observation provided insight into the everyday usage of the system and what problems were encountered. In addition, interviews were held with one of the control managers, probing Source Viewer usage and usability concerns. These efforts produced a list of 11 usability concerns for the Source Viewer. An example involved the use of green color for source labels. The manager stated that it was often difficult to read the source label when the background was dark, due to poor contrast between the fore and background colors.
Plasma Poster and Notification Collage problem sets. A different approach to real problem set identification was required for both the Plasma Poster and the Notification Collage. In these instances, we relied upon existing published literature to verify problems identified through claims analysis. In addition, discussions with the developers of the systems were also used to confirm the claims analysis.
Claims analysis is an analytic technique in which design decisions are analyzed according to potential upside and downside psychological impacts on users (Carroll & Rosson, 1992) . For example, consider the following claim about using blinking text:
Using blinking text in stock tickers can, + attract attention to important information BUT -can distract users from primary work. Designers can easily see the tradeoff that would arise from choosing to incorporate the design element (blinking text) in a system.
Claims analysis techniques were used to uncover usability issues with the systems through system inspections. Literature reviews served as mechanisms for supporting or refuting the claims analysis. If a claim was determined to have been observed through published usability studies of the systems, it was included in the experiment, claims that were not refuted by published studies were also kept, and refuted claims were discarded.
In addition, system developers were contacted and asked to further verify the non-refuted claims. The developer responded by providing indication that a particular claim was supported or refuted, based on first-hand knowledge of the system and its use. This process allows us to capture a subset of the real problems in a system.
Data Collection
Data were collected through a pen-and-paper setup in which the evaluators ranked each heuristics from a given set in terms of whether it applied to the problem. A single problem was provided to the evaluator, and he/she indicated the level of agreement for each heuristic by marking the appropriate spot on a Likert-scale. 
RESULTS
Information on the evaluators' experience levels with respect to usability engineering, heuristic evaluation, and large screen information exhibits was gathered before the test, and afterwards, each evaluator reported his/her completion time.
Calculation of thoroughness, validity, effectiveness, and reliability is straightforward when using this new testing platform. Applicability scores indicate that a problem is "found" by a heuristic if the average rating for the heuristic is greater than 5. The cutoff value of 5 was used because averages above this value indicate "agreement", which suggests that the heuristic applies to the problem.
Thoroughness is found by dividing the number of problems found by a single method (set of heuristics) by the total number found by all methods. In other words, determine the total number of real problems found by all of the heuristic sets, then divide the number for each individual set by this total. Validity is found through a similar division but relies on the cardinality of the real problem set as the denominator instead of the union of problems found. Effectiveness is the product of thoroughness and validity. Reliability is found by calculating the average difference in the evaluators for each of the problems. This represents an accurate measure of the total difference in answers among the evaluators. Alternatively, one could measure the number of agreements among the evaluators, yielding a separate measure of reliability. To simplify calculations, all of the problems across all three systems were grouped together.
Results indicate that the more specific heuristics held the best scores for the aforementioned metrics. There was also a general trend that the more specific heuristics were better suited to the large screen information exhibit system class, evident through the resulting ordering of the methods based on comparison metrics.
Thoroughness. Somervell's heuristics had the highest thoroughness rating of the three heuristic sets with 96% (27 of 28 claims). Berry's heuristics came next with a thoroughness score of 86% (24 of 28) and Nielsen's heuristics had a score of 61% (17 of 28). Somervell's heuristics had significantly higher thoroughness scores than Nielsen's heuristics, according to test of proportions (z=3.26, p<0.05). Berry's heuristics also held significantly higher thoroughness over Nielsen's (z=2.11, p=0.04) . No significant differences were found between Somervell's and Berry's sets (z=1.41, p=0.16). Figure 2 provides a graphical representation of the thoroughness scores. Validity. Somervell's heuristics had the highest validity, with 27 of 33 claims yielding applicability scores greater than five, for a validity score of 82%. Berry's heuristics had the next highest validity with 24 of 33 claims, for a validity score of 73%. Nielsen's heuristics had the lowest validity score, with 17 of 33 claims for a score of 52%. Test of proportions reveals significant differences between Somervell's heuristics and Nielsen's heuristics (z = 2.61, p = 0.01). No significant differences were found between Berry's heuristics and Nielsen's heuristics (z = 1.78, p = 0.08), nor between Somervell's heuristics and Berry's heuristics (z = 0.88, p = 0.38). Figure 3 provides a graphical representation of the validity scores. Effectiveness. Recall that effectiveness is the product of thoroughness and validity. This calculation is straightforward, and reflects the general trends observed in both the thoroughness and validity measures. Considering the effectiveness scores across all three systems reveals that Somervell's heuristics had the highest effectiveness with a score of 0.79. Berry's heuristics came next with a score of 0.62. Nielsen's heuristics had the lowest overall effectiveness with a score of 0.31. Figure 4 shows the effectiveness scores. Reliability. This difference is found by subtracting the ratings of each evaluator from every other evaluator and summing up each of the differences, then dividing by the number of differences (or the average difference). Suppose that an evaluator rated the first heuristic with a 6 (agree) and another rated it as a 4 (neutral) and a third rated it as a 5 (somewhat agree). The difference in this particular instance would be: (6 -4) + (6 -5) + (5 -4)/3= 1.33
Considering all 33 claims across the three systems gives an overall indication of the average differences for the heuristic sets. One-way ANOVA suggests significant differences among the three heuristic sets (F(2, 23) = 23.02,MSE = 0.84, p < 0.05). Pair-wise t-tests show that Somervell's heuristics had significantly lower average differences than both Berry's heuristics (df = 14, t = 4.3, p < 0.05) and Nielsen's heuristics (df = 16, t = 6.8, p < 0.05) . No significant differences were found between Berry's heuristics and Nielsen's heuristics (df = 16, t =1.43, p = 0.17), but Berry's set had a slightly lower average difference (M B = 2.02, SD B = 0.21; M N = 2.14, SD N = 0.13). Figure 5 provides a graphical depiction of the difference scores. Note that a lower difference indicates better reliability. Cost. In this comparison study, method cost was estimated as the time required (in minutes) for an evaluator to complete the ratings for each problem across all three systems. This time was self-reported by the individual evaluators. Averaging reported times across evaluators for each method suggests that Somervell's set required the least amount of time (M = 103.17, SD = 27.07), but one-way ANOVA reveals no significant differences (F(2, 17) = 0.26, p = 0.77). Berry's set required the most time (M =119.14, SD = 60.69) while Nielsen's set (M = 104.29, SD = 38.56) required slightly more than Somervell's. Figure 6 provides a graphical representation of the average times.
Thus, Somervell's heuristics seemed to fare better for all of the measures calculated in this comparison experiment. It should be noted that each of the calculations required simple spreadsheet operations, and no interpretation of evaluator intent were necessary. 
DISCUSSION
Based on these findings, one can argue that system class level heuristics are the best choice for formative heuristic evaluation of large screen information exhibits. In this case they are tailored to the unique user goals associated with that system class and hence provide better usability feedback. This finding falls in line with other heuristic comparison work (Mankoff et al., 2003 , Baker et al., 2002 that suggests the appropriate level of UEM specificity should be at the systemclass level.
By providing a set of problems to the evaluators, one can more accurately determine the applicability of a set of heuristics to that problem set. This allows quick, accurate calculation of several measures of the method and compare different methods on the same basis. Other comparison studies usually must deal with validity issues that arise from evaluator differences, investigation of lengthy, wordy problem reports, and then mapping multiple descriptions of problems to an accepted set of problems.
These comparison studies are often also plagued with having questionable or weak "real" problem sets. For example, a common technique is to use the union of problems found by all the methods in a comparison study as the real problem set. One problem with this approach arises from the fact that this set of problems may not be the ones that real users would experience during typical system use. In this approach, actual problems encountered by the users of the systems, as found through system inspection and feedback with developers, or through direct user studies are used as the real problem sets.
Our implementation of this new comparison technique suggests a better approach to UEM assessment. Instead of relying on highly variable problem sets from traditional evaluation approaches, one can establish a common base set to use in the calculation of comparison metrics. This reduces the variability in the calculations, ensuring that the comparison is fair and balanced.
Furthermore, this approach can be somewhat automated. By relying upon existing design knowledge, one can create a new testing setup by importing usability problems and heuristic sets to dynamically create new tests, either for evaluating the problems or for comparison tests. In fact, this particular effort is underway as part of the LINK-UP system for evaluating notification systems (Chewar et al., 2004) . The testing platform used in this work can be automated to retrieve specific claims from a database, which can then be used in analytic evaluations.
