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Abstract—This paper establishes a far-reaching connection
between the Finite-Difference Time-Domain method (FDTD) and
the theory of dissipative systems. The FDTD equations for a
rectangular region are written as a dynamical system having
the magnetic and electric fields on the boundary as inputs and
outputs. Suitable expressions for the energy stored in the region
and the energy absorbed from the boundaries are introduced,
and used to show that the FDTD system is dissipative under
a generalized Courant-Friedrichs-Lewy condition. Based on the
concept of dissipation, a powerful theoretical framework to
investigate the stability of FDTD methods is devised. The new
method makes FDTD stability proofs simpler, more intuitive, and
modular. Stability conditions can indeed be given on the indi-
vidual components (e.g. boundary conditions, meshes, embedded
models) instead of the whole coupled setup. As an example of
application, we derive a new subgridding method with material
traverse, arbitrary grid refinement, and guaranteed stability. The
method is easy to implement and has a straightforward stability
proof. Numerical results confirm its stability, low reflections, and
ability to handle material traverse.
Index Terms—finite-difference time-domain, stability, energy,
dissipation, subgridding.
I. INTRODUCTION
The Finite-Difference Time-Domain (FDTD) method is
widely used to solve Maxwell’s equations numerically in mi-
crowave and antenna engineering, photonics and physics [1],
[2]. FDTD is versatile, easy to implement, and has a low
computational cost per time step. Through explicit update
equations, FDTD recursively computes the electric and mag-
netic field in the region of interest without requiring the
solution of linear systems. This update process is stable if time
step ∆t satisfies the Courant-Friedrichs-Lewy (CFL) stability
limit [2]
∆t <
1√
1
εµ
√
1
∆x2 +
1
∆y2 +
1
∆z2
, (1)
where ∆x, ∆y, ∆z denote cell size, ε denotes permittivity
and µ denotes permeability. While many breakthroughs have
been achieved in FDTD since Yee’s original algorithm [3],
the efficiency of FDTD for multiscale problems remains an
open problem. The simultaneous presence of large and small
geometrical features can dramatically reduce FDTD efficiency
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because of two factors. First, the mesh has to be refined,
at least locally, to properly resolve small features, which
increases the number of unknowns and the cost per iteration.
Second, because of (1), a mesh refinement imposes a smaller
time step, which further increases computational cost. For
example, a 3X refinement of the entire FDTD mesh increases
computational cost by 81 times. These issues are unfortunate
since multiscale problems abound in practice.
Numerous solutions have been proposed to mitigate this
issue, including sophisticated boundary conditions to mimic
open spaces [2], local grid refinement [4], [5], [6] (commonly
known as subgridding), thin wire models [1], lumped ele-
ments [7], [8], and hybridizations with model order reduc-
tion [9], [10], [11], finite elements [12], integral equations [13],
ray tracing [14] and implicit schemes like ADI-FDTD [15],
[16]. From a system theory viewpoint, many of these methods
consist of the interconnection of subsystems, such as models,
algorithms, boundary conditions. For example, in [13], an
FDTD model, used to describe an inhomogeneous scatterer,
is coupled to the time-domain method of moments, used to
model a thin-wire antenna. In this way, one can leverage the
respective strengths of different algorithms. However, while
the stability properties of the individual algorithms may be
well understood, ensuring the stability of their combination
can be a formidable task. Ensuring stability is not trivial even
in the relatively simple case of FDTD subgridding, where
one just couples a coarse and a fine FDTD grid through
an interpolation rule to relate fields at the grid transition.
The lack of a systematic approach to ensure the stability of
advanced FDTD methods is a major issue, that limits the
development of new methods and their adoption by industry,
where guaranteed stability is mandatory. This issue is the
main motivation for this paper, that proposes a new theoretical
framework to investigate and ensure the stability of both
simple and advanced FDTD methods.
Several techniques are available to analyze the stability
of FDTD-like methods. Von Neumann analysis [1] is the
simplest, but is only applicable to uniform meshes and ho-
mogeneous materials. The iteration method [2] checks if the
eigenvalues of the matrix that relates the current and next
field solution are all below one in magnitude. In the energy
method [8] instead, one writes an expression for the total
energy stored in the simulation domain, and then checks if
the algorithm satisfies a discrete equivalent of the principle of
energy conservation. Since energy conservation prevents an
unphysical growth of the solution, this implies stability [17].
The iteration and energy methods are general, but they can lead
to long derivations, since they require the analysis of the whole
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coupled scheme, which may consist of many subsystems such
as FDTD meshes, different boundary conditions, reduced order
models, and so on. For example, in a subgridding scenario,
one must derive the iteration matrix or energy function of the
whole scheme, taking simultaneously into account coarse and
fine meshes, interpolation rules and boundary conditions. This
issue makes stability analysis quite involved. Moreover, it does
not yield stability conditions on the individual subsystems.
Consequently, if a subsystem is changed (for example, a differ-
ent boundary condition is introduced), the iteration matrix or
energy function of the whole problem must be derived again.
In this paper, we propose a new stability framework for
FDTD. The framework is based on the theory of dissipative
systems [18], and generalizes the energy method. First, starting
from FDTD update equations, we develop a self-contained
mathematical model for a region with arbitrary permittivity,
permeability and conductivity. The model is in the form of a
discrete time dynamical system. The magnetic field tangential
to the boundary is taken as input, while the electric field
tangential to the boundary is taken as output. Through this
form, we reveal that an FDTD model can be interpreted as
a dynamical system which is dissipative when ∆t satisfies a
generalized CFL condition. If this condition is not met, the
system can generate energy on its own, leading to an unstable
simulation. We thus establish a connection between FDTD and
the elegant theory of dissipative systems, which is a novel
result. We believe that this connection will greatly benefit the
FDTD community, since the theory of dissipative systems has
been extremely successful in control theory for ensuring the
stability of interconnected systems. This key result sets the
basis for a powerful FDTD stability theory, where each part
of a given FDTD setup (standard meshes, boundary conditions,
interpolation schemes, ...) is interpreted as a subsystem, and is
required to be dissipative. Since the connection of dissipative
systems is dissipative [18], [17], this will ensure the stability
of the FDTD algorithm resulting from the connection of the
subsystems. The proposed theory has numerous advantages. It
simplifies stability proofs, since conditions can be imposed
on each subsystem individually, rather than on the whole
coupled algorithm. Stability proofs are thus made modular
and “reusable”: once a given FDTD model (e.g., an advanced
boundary condition) has been deemed to be dissipative, it can
be combined to any other dissipative FDTD subsystem with
guaranteed stability. The proposed approach also naturally
provides the CFL stability limit of the resulting scheme,
which will be the most restrictive CFL limit of the individual
subsystems. Finally, the theory is intuitive, since it is based on
the concept of energy, familiar to most scientists. The proposed
theory is presented in 2D, for the sake of clarity. An extension
to 3D is feasible and is currently under development.
As an example of application, the proposed theory is
used to derive the subgridding algorithm which is stable
by construction, and has several desirable features. Material
traverse is supported for both dielectrics and highly conductive
materials, which is a limitation of other stable subgridding
methods [19]. The proposed method has low reflections, and
avoids non-rectangular cells [6], finite element concepts [20]
and Withney forms [21], [22]. Corners are natively supported
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Figure 1: Graphical representation of the 2D region considered
in Sec. II. The hanging variables introduced on the four
boundaries are denoted in green.
without any special treatment [5] nor L-shaped cells [6].
Ultimately, the proposed algorithm just consists of a compact
FDTD-like update equation for the edges between coarse and
fine mesh, and is thus easy to implement. This update equation
is provided explicitly for an arbitrary integer refinement ratio
r, while several previous works [5], [6] provide the update
weights only for specific refinements (typically r = 2 or 3),
leaving the derivation of other cases to the Reader.
The paper is organized as follows. In Sec. II, we cast the
FDTD update equations for a rectangular region into the form
of a dynamical system with suitable inputs and outputs. In
Sec. III, we show that FDTD equations can be interpreted as
a dissipative system, and propose the new stability theory. The
theory is applied to derive a stable subgridding algorithm in
Sec. IV, followed by numerical results in Sec. V.
II. DISCRETE TIME DYNAMICAL MODEL FOR A 2D FDTD
REGION
The goal of this section is to cast the FDTD equations for a
2D region into the form of a discrete time dynamical model.
The model shall be self-contained, involving only field samples
from the nodes belonging to the region. This goal will be
achieved by introducing suitable magnetic field samples at the
boundaries.
We consider the 2D rectangular region shown in Fig. 1,
operating in a TE mode with components Ex, Ey , and Hz .
The region is discretized with a uniform rectangular grid with
Nx × Ny cells, of width ∆x and height ∆y. In addition to
the field samples used by standard FDTD, we also sample the
H field on the four boundaries of the region. These additional
samples will be referred to as hanging variables [22], and will
allow us to:
1) develop a self-contained model for the region, which
does not involve field samples beyond its boundaries;
2) derive an expression for the energy absorbed from each
boundary;
3) connect the FDTD grid to other subsystems while main-
taining stability.
To keep the notation compact, we collect all Ex and Ey
samples into column vectors Enx and E
n
y , of size NEx =
Nx(Ny + 1) and NEy = (Nx + 1)Ny , respectively. The Hz
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samples at the internal nodes are collected into column vector
H
n+ 12
z of size NHz = NxNy . The hanging variables on the
South boundary of the region are collected into the Nx × 1
vector
H
n+ 12
S =
[
Hz|n+
1
2
1+ 12 ,1
. . . Hz|n+
1
2
Nx+
1
2 ,1
]T
. (2)
Similarly, the hanging variables on the North, East and West
sides are cast into column vectors Hn+
1
2
N , H
n+ 12
E and H
n+ 12
W ,
respectively.
A. State Equation for Each Node
The dynamical model for the region consists of an update
equation for each E and H sample, excluding the hanging
variables. Those variables will indeed be eliminated once the
region is connected to the surrounding subsystems or to some
boundary conditions.
1) Internal Hz Nodes: For these nodes, we use a standard
FDTD update [2]
∆x∆y
µ
∆t
Hz|n+
1
2
i+ 12 ,j+
1
2
= ∆x∆y
µ
∆t
Hz|n−
1
2
i+ 12 ,j+
1
2
−∆xEx|ni+ 12 ,j + ∆xEx|
n
i+ 12 ,j+1
+ ∆yEy|ni,j+ 12 −∆yEy|
n
i+1,j+ 12
(3)
for i = 1, . . . , Nx and j = 1, . . . , Ny . In (3), µ denotes
the average permittivity on the edge where Hz|n+
1
2
i+ 12 ,j+
1
2
is
sampled. Subscripts are omitted from µ in order to simplify
the notation. Equations (3) can be written in matrix form as
DA
Dµ
∆t
H
n+ 12
z = DA
Dµ
∆t
H
n− 12
z +GyDlxE
n
x −GxDlyEny ,
(4)
where DA is a diagonal matrix containing the area of the
primary cells, Dµ is a diagonal matrix containing the average
permittivity on each edge of the secondary grid. Diagonal
matrices
Dlx = ∆xINEx Dly = ∆yINEy (5)
contain the length of the x- and y-directed edges of the primary
grid, respectively. With Im, we denote the m × m identity
matrix. Matrix Gx is the discrete derivative operator along x,
which can be written as
Gx = INy ⊗WNx , (6)
where ⊗ is the Kronecker’s product [23] and WNx is the
Nx × (Nx + 1) matrix [24]
Wn =

−1 +1
−1 +1
. . . . . .
−1 +1
 . (7)
Similarly,
Gy = WNy ⊗ INx . (8)
2) Ex Nodes: For the Ex nodes that fall strictly inside the
region, we use a standard FDTD update [2]
∆x∆y
( εx
∆t
+
σx
2
)
Ex|n+1i+ 12 ,j = ∆x∆y
( εx
∆t
− σx
2
)
Ex|ni+ 12 ,j
+ ∆xHz|n+
1
2
i+ 12 ,j+
1
2
−∆xHz|n+
1
2
i+ 12 ,j− 12
(9)
for i = 1, . . . , Nx and j = 2, . . . , Ny . In (9), εx and σx denote,
respectively, the average permittivity and average conductivity
on the corresponding edge. While the common factor ∆x
could be eliminated from (9), it is kept as it will be useful
later.
For the Ex nodes on the South boundary, the standard
FDTD update equation involves a Hz sample outside the
region. In order to avoid this, we apply the finite difference
approximation to the half step of the secondary grid between
nodes
(
i+ 12 , 1 +
1
2
)
and
(
i+ 12 , 1
)
, making use of the hang-
ing variables. In this way, we obtain an update equation that
involves only field samples from the considered region
∆x
∆y
2
( εx
∆t
+
σx
2
)
Ex|n+1i+ 12 ,1 =
∆x
∆y
2
( εx
∆t
− σx
2
)
Ex|ni+ 12 ,1
+ ∆xHz|n+
1
2
i+ 12 ,1+
1
2
−∆xHz|n+
1
2
i+ 12 ,1
, (10)
for i = 1, . . . , Nx. In (10), εx and σx denote the material
properties of the half cell between nodes
(
i+ 12 , 1 +
1
2
)
and(
i+ 12 , 1
)
. The update equation for the Ex nodes on the North
boundary is obtained similarly, and reads
∆x
∆y
2
( εx
∆t
+
σx
2
)
Ex|n+1i+ 12 ,Ny+1 =
∆x
∆y
2
( εx
∆t
− σx
2
)
Ex|ni+ 12 ,Ny+1
+ ∆xHz|n+
1
2
i+ 12 ,Ny+1
−∆xHz|n+
1
2
i+ 12 ,Ny+
1
2
, (11)
for i = 1, . . . , Nx. Relations (9), (10) and (11) can be
compactly written as
DlxDl′y
(
Dεx
∆t
+
Dσx
2
)
En+1x =
DlxDl′y
(
Dεx
∆t
− Dσx
2
)
Enx −DlxGTyHn+
1
2
z
+
[
DlxBS DlxBN
] [Hn+ 12S
H
n+ 12
N
]
, (12)
where
• Dl′y is an NEx × NEx diagonal matrix containing the
length of the y-directed edges of the secondary grid,
including the half-edges of length ∆y/2 that intersect
the North and South boundaries;
• Dεx and Dσx are diagonal matrices storing the permit-
tivity and conductivity on each x-directed primary edge,
respectively;
• BS has all entries set to zero, except for a −1 at
the intersection of each row associated with a South
boundary edge and the column of the corresponding
hanging variable in Hn+
1
2
S ;
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• BN is defined similarly to BS , but has a +1 on each
entry associated with an edge of the North boundary.
3) Ey Nodes: The update equations for the Ey nodes are
derived with a similar procedure. A standard FDTD update
equation is written for the Ey nodes that fall strictly inside the
region. For the Ey nodes on the West and East boundaries,
instead, finite differences are applied on a half grid step,
similarly to (10) and (11). This process leads to
DlyDl′x
(
Dεy
∆t
+
Dσy
2
)
En+1y =
DlyDl′x
(
Dεy
∆t
− Dσy
2
)
Eny +DlyG
T
xH
n+ 12
z
+
[
DlyBW DlyBE
] [Hn+ 12W
H
n+ 12
E
]
, (13)
where
• Dl′x is an NEy × NEy diagonal matrix containing the
length of the x-directed edges of the secondary grid,
including the half-edges of length ∆x/2 that intersect
the East and West boundaries;
• Dεy and Dσy are diagonal permittivity and conductivity
matrices associated with the y-directed edges of the
primary grid, respectively;
• BW has all entries set to zero, except for a +1 at
the intersection of each row associated with a West
boundary edge and the column of the corresponding
hanging variable in Hn+
1
2
W ;
• BE is analogous to BW , but has a −1 on each entry
associated with an East boundary edge.
B. Descriptor System Formulation
The update equations derived in the previous sections form
a complete dynamical model for the rectangular region
(R+ F)xn+1 = (R− F)xn +Bun+ 12 , (14a)
yn = LTxn . (14b)
The first equation (14a) is formed by update equations (4),
(12) and (13), and updates the state vector
xn =
 EnxEny
H
n− 12
z
 , (15)
which consists of all electric and magnetic field samples in the
region, excluding hanging variables. The input vector un+
1
2
and output vector yn are given by
un+
1
2 =

H
n+ 12
S
H
n+ 12
N
H
n+ 12
W
H
n+ 12
E
 yn =

EnS
EnN
EnW
EnE
 . (16)
The input vector contains all hanging variables, i.e. all mag-
netic field samples on the region boundaries. The output
vector is made by the E samples at the same nodes, which
are collected into vectors EnS , E
n
N , E
n
W and E
n
E . Output
equation (14b) extracts these values from the state vector xn.
The coefficients matrices in (14a) and (14b) read
R =
DlxDl′y
Dεx
∆t 0
1
2DlxG
T
y
0 DlyDl′x
Dεy
∆t − 12DlyGTx
1
2GyDlx − 12GxDly DADµ∆t
 , (17)
F =
DlxDl′y
Dσx
2 0
1
2DlxG
T
y
0 DlyDl′x
Dσy
2 − 12DlyGTx− 12GyDlx 12GxDly 0
 , (18)
B =
DlxBS DlxBN 0 00 0 DlyBW DlyBE
0 0 0 0
 , (19)
L =
−BS BN 0 00 0 BW −BE
0 0 0 0
 . (20)
Equations (14a)-(14b) define an FDTD-like model for a
2D lossy, source-free region, with possibly non-uniform per-
mittivity and permeability. From a control perspective, this
model is a discrete time descriptor system [25], also known
as generalized state-space. From an electrical standpoint, the
model is an impedance-type description of the region, because
it gives the electric field tangential to the boundary in terms
of the tangential magnetic field. In [24], a special case of
the proposed representation was derived for a lossy region
enclosed by PEC boundaries. The proposed developments
generalize [24] in two directions:
1) the assumption of a PEC termination is removed. Suit-
able input-output variables are introduced in such a
way that model (14a)-(14b) can be connected to other
subsystems, such as different FDTD grids, boundary
conditions, or reduced models;
2) the proposed formulation will allow us to prove, in the
next section, that FDTD equations can be interpreted as
a dissipative dynamical system.
III. FDTD AS A DISSIPATIVE DISCRETE TIME SYSTEM
In this section, we define suitable expressions for the energy
stored in the 2D region and the energy absorbed from its
four boundaries. These expressions are then used to derive
the conditions under which system (14a)-(14b) is dissipative.
A. Dissipation Inequality
A discrete time system like (14a)-(14b) is dissipative when
it satisfies the following condition [26].
Definition 1. Dynamic system (14a)-(14b) is said to be
dissipative with supply rate s(yn,un+
1
2 ) if there exists a
nonnegative function E(xn) with E(0) = 0, called storage
function, such that
E(xn+1)− E(xn) ≤ s(yn,un+ 12 ) (21)
for all un+
1
2 and all n.
The storage function E(xn) can be interpreted as the en-
ergy stored in the system at time n, while the supply rate
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s(yn,un+
1
2 ) is the energy absorbed by the system from its
boundaries between time n and n+1. Clearly, only dissipative
systems can satisfy the dissipation inequality (21). Indeed,
their stored energy can increase between time n and n + 1
by at most the energy absorbed from the outside world. If
this limit is violated, the system is considered active, since it
can generate energy on its own. For most practical systems,
inequality (21) is satisfied strictly because of the presence of
losses.
B. Storage Function and Supply Rate
For system (14a)-(14b), we choose as candidate storage
function
E(xn) = ∆t
2
(xn)
T
Rxn , (22)
and as supply rate
s(yn,un+
1
2 ) = ∆t
(
yn + yn+1
)T
2
LTBun+
1
2 . (23)
Before showing that these functions satisfy (21), we investigate
their physical meaning. Substituting (17) into (22), we get
E(xn) = 1
2
(Enx)
T
DlxDl′yDεxE
n
x
+
1
2
(
Eny
)T
DlyDl′xDεyE
n
y
+
∆t
2
[
GyDlxE
n
x −GxDlyEny +DA
Dµ
∆t
H
n− 12
z
]
. (24)
Since the term between square brackets is the right hand side
of (4), we can reduce (24) to
E(xn) = 1
2
(Enx)
T
DlxDl′yDεxE
n
x
+
1
2
(
Eny
)T
DlyDl′xDεyE
n
y
+
1
2
(
H
n− 12
z
)T
DADµH
n+ 12
z . (25)
∫
A
[
1
2
εE2x(t) +
1
2
εE2y(t) +
1
2
µH2z (t)
]
dA , (26)
the continuous expression for the electromagnetic energy per
unit height of a 2D TE mode in a region of area A. The first
term of (25) is the energy stored in the x component of the
electric field in the region. Indeed, the diagonal matrix DlxDl′y
is the area of the half cells around the Ex edges. Similarly,
the second and third term in (25) represent the energy stored
in the Ey and Hz components, respectively.
We now discuss the physical meaning of supply rate (23).
Direct inspection reveals that
LTB =

−∆xINx 0 0 0
0 +∆xINx 0 0
0 0 +∆yINy 0
0 0 0 −∆yINy
 .
(27)
Substituting (27) into (23), we obtain
s(yn,un+
1
2 ) = −∆t∆x (E
n
S +E
n+1
S )
T
2
H
n+ 12
S
+∆t∆x
(EnN +E
n+1
N )
T
2
H
n+ 12
N +∆t∆y
(EnW +E
n+1
W )
T
2
H
n+ 12
W
−∆t∆y (E
n
E +E
n+1
E )
T
2
H
n+ 12
E , (28)
and see that the supply rate is the sum of the energy absorbed
by the region from each boundary between time n and n+ 1.
Signs in (28) are consistent with the direction of the Poynting
vector on each boundary.
C. Dissipativity Conditions
Using the proposed storage function (22) and supply
rate (23), we can derive simple dissipativity conditions on the
coefficients matrices R, F, B and L in (14a)-(14b).
Theorem 1. If
R = RT > 0 , (29a)
F+ FT ≥ 0 , (29b)
B = LLTB , (29c)
then system (14a)-(14b) is dissipative according to Defini-
tion 1, with (22) as storage function and (23) as supply rate.
Proof. Condition (29a) makes storage function (22) nonneg-
ative for all xn, as required by Definition 1. Next, we show
that if (29b) and (29c) hold, the dissipation inequality (21) will
hold as well. Substituting (22) and (23) into (21), we obtain(
xn+1
)T
Rxn+1−(xn)T Rxn−(yn + yn+1)T LTBun+ 12 ≤ 0 .
This inequality can be rewritten as(
xn+1
)T
R
(
xn+1 − xn)+ (xn+1 − xn)T Rxn
− (yn + yn+1)T LTBun+ 12 ≤ 0 (30)
From (14a), we have that
R
(
xn+1 − xn) = −F (xn+1 + xn)−Bun+ 12 (31)
Using (31), the terms R
(
xn+1 − xn) and (xn+1 − xn)T R
in (30) can be expressed in terms of F
− (xn+1)T F (xn+1 + xn)− (xn+1 + xn)T FTxn
+
(
xn+1
)T
Bun+
1
2 +
(
un+
1
2
)T
BTxn
− (xn)T LLTBun+ 12 − (xn+1)T LLTBun+ 12 ≤ 0 (32)
Under (29c), we can finally rewrite (32) as(
xn+1 + xn
)T (
F+ FT
) (
xn+1 + xn
) ≥ 0 (33)
which is clearly satisfied if (29b) holds.
We now investigate the physical meaning of the three
dissipativity conditions, starting from (29c), which can be
directly verified by combining (27) and (20). This condition
holds because the region inputs and outputs in (16) are
sampled at the same nodes, and is reminiscent of a similar
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relation which holds for linear circuits under the impedance
representation [27]. Condition (29b) is related to losses, and
reads
F+ FT =
DlxDl′yDσx 0 00 DlyDl′xDσy 0
0 0 0
 ≥ 0 . (34)
Since Dlx , Dly , Dl′x and Dl′y are diagonal with positive
elements only, (34) boils down to
Dσx ≥ 0 , (35)
Dσy ≥ 0 . (36)
As one may expect, the average conductivity on each primary
edge must be non-negative in a dissipative system. Condi-
tion (29a) is the most interesting, and is a generalized CFL
criterion. From (17), we see that R = RT by construction.
With the Schur’s complement [28], we can transform (29a)
into
DlxDl′yDεx > 0 , (37)
DlyDl′xDεy > 0 , (38)
SST <
4
∆t2
INHz , (39)
where
S = D
− 12
A D
− 12
µ
[
GyD
1
2
lx
D
− 12
l′y
D
− 12
εx −GxD
1
2
ly
D
− 12
l′x
D
− 12
εy
]
.
(40)
Inequalities (37) and (38) are clearly satisfied by construction.
If we denote with sk the singular values of (40), inequality (39)
will hold if
∆t <
2
sk
∀k . (41)
This condition sets an upper bound on the FDTD time step,
and is analogous to the generalized CFL constraint derived
in [24] for an FDTD grid terminated on PEC boundaries.
From (40), we indeed see that the time step upper limit
depends on grid size, permittivity and permeability. Using a
time step which violates (41) has two consequences. First, the
discretization of Maxwell’s equations leads to an active dis-
crete time model, even if the real physical system has positive
losses everywhere, and should therefore be dissipative. The
numerical model is thus inconsistent with the actual physics.
Second, being able to generate energy on its own, model (14a)-
(14b) can lead to divergent transient simulations. Even when
such model is connected to other dissipative subsystems, its
ability to generate energy on its own can destabilize the
whole simulation. The proposed theory provides a new, deeper
understanding on the root causes of FDTD instability, and is
able to pinpoint which part of an FDTD setup is responsible
for it. It is hoped that this new explanation will facilitate
the development of powerful FDTD schemes with guaranteed
stability.
D. Relation to CFL Stability Limit
The relation between (41) and the CFL limit can be further
understood if we apply (41) to a single cell. The purpose
of (41) is to make storage function (22) non-negative. A
sufficient condition for this is to require the energy stored in
each primary cell to be positive. This condition can be derived
by applying (39) to a single primary cell. We consider the
primary cell extending from node (i, j) to node (i+ 1, j+ 1).
The coefficient matrices for this special case can be obtained
from the formulas in Sec. II by setting Nx = Ny = 1
Dlx = ∆xI2 Dly = ∆yI2 (42)
Dl′x =
∆x
2
I2 Dl′y =
∆y
2
I2 (43)
Gx = Gy =
[−1 1] DA = ∆x∆y (44)
The permeability matrix Dµ = µ|i+ 12 ,j+ 12 is the average
permeability on the secondary edge, while the permittivity
matrices
Dεx =
[
εx|i+ 12 ,j 0
0 εx|i+ 12 ,j+1
]
Dεy =
[
εy|i,j+ 12 0
0 εy|i+1,j+ 12
]
(45)
contain the average permittivity on the four primary edges.
Substituting (42)-(45) into (39), we obtain
∆t <
[
1
2∆x2µ|i+ 12 ,j+ 12
(
1
εy|i,j+ 12
+
1
εy|i+1,j+ 12
)
+
1
2∆y2µ|i+ 12 ,j+ 12
(
1
εx|i+ 12 ,j
+
1
εx|i+ 12 ,j+1
)]− 12
, (46)
which is a generalized CFL condition. For a uniform medium
with permittivity ε and permeability µ, (46) reduces to
∆t <
1√
1
εµ
√
1
∆x2 +
1
∆y2
, (47)
the CFL limit of 2D FDTD. This derivation confirms that (29a)
is a generalized CFL condition, here reinterpreted in the
context of dissipation.
E. Application to Stability Analysis
The proposed dissipation theory can be effectively used
to investigate and enforce the stability of FDTD algorithms.
Most FDTD setups consist of an interconnection of FDTD
subsystems. In the simplest scenario, a uniform FDTD grid
is connected to some boundary conditions. In most advanced
scenarios, one may want to couple a main FDTD grid to
refined grids, reduced models, lumped elements, or models
from other numerical techniques, such as finite elements,
integral equations or ray tracing.
Ensuring stability of these hybrid schemes can be very
challenging, since stability is a property of the overall scheme,
rather than of its individual subsystems. By invoking the con-
cept of dissipation, we can instead achieve stability in an easy
and modular way. Each part is seen as an FDTD subsystem
and required to satisfy dissipativity conditions (29a)-(29c).
Since the connection of dissipative systems is dissipative by
construction [17], the overall method will be guaranteed to be
stable. The proposed theoretical framework generalizes the so-
called energy method [8], and has numerous advantages over
the state of the art:
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1) non-uniform problems can be handled, unlike in the von
Neumann analysis [1];
2) stability conditions can be given on each subsystem
separately, unlike in the iteration method [2], which
requires the analysis of the iteration matrix of the whole
scheme. This makes stability analysis modular and thus
simpler;
3) once some given FDTD models have been proven dis-
sipative, they can be arbitrarily interconnected without
having to carry out further stability proofs. With the
iteration method, when a single part of a coupled scheme
changes, the whole proof must be revised;
4) the CFL limit of the resulting scheme can be easily
determined by applying (37), (38) or (39) to each
subsystem and taking the most restrictive CFL limit;
5) the stability framework is intuitive, since it is based on
the fundamental physical concept of energy dissipation.
IV. APPLICATION: STABLE FDTD SUBGRIDDING
We demonstrate the proposed theory by deriving a sub-
gridding algorithm which is stable by construction, easy to
implement and supports an arbitrary grid refinement ratio. The
goal is to derive stable update equations for a setup where one
or more fine grids are embedded in a main coarse grid. Without
loss of generality, we consider the case where a coarse grid
with cell size ∆x×∆y hosts a single fine grid with cell size
∆x/r×∆y/r, where r is an arbitrary integer. The algorithm
will ultimately consist of conventional FDTD equations to
update the fields that fall strictly inside the two grids, and
a special update equation to update the fields on the edges
at the grid transition. To derive the method, it is sufficient
to consider the interface between a single coarse cell and the
corresponding fine cells, as shown in Fig. 2. In the figure a
virtual gap has been opened between the two grids for clarity.
Without loss of generality, we consider a refinement in the
positive x direction. The other three cases can be derived in
the same way. The coarse cell under consideration is centered
at node (i+ 12 , j− 12 ) and the corresponding fine cells at nodes
(ˆı+ 12 , ˆ+
1
2 ), ... , (ˆı+ r− 12 , ˆ+ 12 ), where coordinates (ˆı, ˆ)
correspond to the same physical location as (i, j) in the coarse
grid. Superscript “ˆ” denotes variables related to the fine grid.
A subgridding algorithm can be interpreted as a the result
of the connection of the three subsystems, as shown in
Fig. 3. Two of those subsystems correspond to the coarse and
fine grids to be coupled. The third subsystem represents the
interpolation rule which is used to relate the fields on the
boundaries of the two grids, that are sampled with different
resolution.
A. State Equations for the Coarse and Fine Cells on the
Boundary
For the coarse and fine grids, we adopt the formulation of
Sec. II, introducing hanging variables on the two boundaries
to be connected. The purpose of the hanging variables is
to facilitate the coupling of the two meshes and the proof
of stability. These extra variables will be eliminated when
deriving the update equation for the fields at the interface.
Hˆz|ıˆ+ 12 ,ˆ+ 12 Hˆz|ıˆ+ 32 ,ˆ+ 12
Hˆz|ıˆ+ 1
2
,ˆ Hˆz|ıˆ+ 3
2
,ˆ
Hz|i+ 1
2
,j− 1
2
Hz|i+ 1
2
,j
Eˆx|ıˆ+ 1
2
,ˆ Eˆx|ıˆ+ 3
2
,ˆ
Ex|i+ 1
2
,j
(ˆı, ˆ)
(i, j)
x
y
z
∆x
r
∆y
r
Figure 2: Subgridding scenario considered in Sec. IV for the
case of r = 2. For clarity, a virtual gap has been inserted
between the two grids. This virtual gap is closed when the
two grids are connected.
Fine mesh
Coarse mesh
Interpolation rule
Hz|i+ 1
2
,j Ex|i+ 1
2
,j
Hˆz|ıˆ+ 1
2
,ˆ Eˆx|ıˆ+ 3
2
,ˆ Hˆz|ıˆ+ 3
2
,ˆ Eˆx|ıˆ+ 1
2
,ˆ
Figure 3: Interpretation of the subgridding method as the
connection of three dynamical systems, representing the coarse
grid, the fine grid, and the interpolation rule.
On the North boundary of the coarse cell, we introduce the
hanging variable
H
n+ 12
N = Hz|
n+ 12
i+ 12 ,j
. (48)
Similarly, on the South fine cell boundaries we introduce the
hanging variables
Hˆ
n+ 12
S =
[
Hˆz|n+
1
2
ıˆ+ 12 ,ˆ
. . . Hˆz|n+
1
2
ıˆ+r− 12 ,ˆ
]T
, (49)
as shown in Fig. 2.
From (11), we obtain the following state equation for the
coarse E-field sample at the interface and the coarse hanging
variable
∆y
2
( εx
∆t
+
σx
2
)
En+1N =
∆y
2
( εx
∆t
− σx
2
)
EnN +H
n+ 12
N −H
n+ 12
j− 12
, (50)
where
H
n+ 12
j− 12
= Hz|n+
1
2
i+ 12 ,j− 12
, EnN = Ex|ni+ 12 ,j , (51)
and εx and σx are the permittivity and conductivity on the
primary edge of the coarse cell below the interface. Similarly,
the state equation for the r fine cells can be written as
∆y
2r
(
Dˆεx
∆t
+
Dˆσx
2
)
Eˆn+1S =
∆y
2r
(
Dˆεx
∆t
− Dˆσx
2
)
EˆnS + Hˆ
n+ 12
ˆ+ 12
− Hˆn+ 12S , (52)
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where
Hˆ
n+ 12
ˆ+ 12
=
[
Hˆz|n+
1
2
ıˆ+ 12 ,ˆ+
1
2
. . . Hˆz|n+
1
2
ıˆ+r− 12 ,ˆ+ 12
]T
, (53)
EˆnS =
[
Eˆx|nıˆ+ 12 ,ˆ . . . Eˆx|
n
ıˆ+r− 12 ,ˆ
]T
, (54)
and Dˆεx and Dˆσx are r × r diagonal matrices containing the
values of permittivity and conductivity above the interface for
the South edges where the fine Eˆx fields are sampled.
B. Interpolation Rule
The interpolation rule [29] relates the field sampled on
the coarse and fine grids. From the boundary condition for
tangential electric fields, we have that
EˆnS = E
n
NT ∀n , (55)
where T is an r × 1 matrix of ones. Condition (55) forces
the coarsely- and finely-sampled E fields to be equal at all
times.
On the magnetic fields at the boundary, we impose a
constraint reciprocal to (55)
H
n+ 12
N =
TT Hˆ
n+ 12
S
r
∀n . (56)
We will see in Sec. IV-D that the reciprocity between the E
and H interpolation rules is required to ensure stability.
C. Explicit Update Equation for the Interface
Interpolation conditions (55) and (56) can now be used
to combine (50) and (52) in order to derive an explicit
update equation for the fields at the coarse-fine interface, and
eliminate hanging variables.
Substituting (55) into (52), and multiplying the obtained
equation by TT /r on the left yields
∆y
2r
(
TT DˆεxT
r∆t
+
TT DˆσxT
2r
)
En+1N =
∆y
2r
(
TT DˆεxT
r∆t
− T
T DˆσxT
2r
)
EnN
+
TT Hˆ
n+ 12
ˆ+ 12
r
− T
T Hˆ
n+ 12
S
r
. (57)
For the simplicity of notation we define symbols for the
average permittivity and conductivity of the r South boundary
fine cells
εˆx =
TT DˆεxT
r
, σˆx =
TT DˆσxT
r
. (58)
Equation (57) can now be added to (50), yielding
∆y
2
(
εx +
εˆx
r
∆t
+
σx +
σˆx
r
2
)
En+1N =
∆y
2
(
εx +
εˆx
r
∆t
− σx +
σˆx
r
2
)
EnN
+H
n+ 12
N −H
n+ 12
j− 12
+
TT Hˆ
n+ 12
ˆ+ 12
r
− T
T Hˆ
n+ 12
S
r
. (59)
With the interpolation rule (56), we cancel the hanging vari-
ables to obtain
∆y
2
(
εx +
εˆx
r
∆t
+
σx +
σˆx
r
2
)
En+1N =
∆y
2
(
εx +
εˆx
r
∆t
− σx +
σˆx
r
2
)
EnN −Hn+
1
2
j− 12
+
TT Hˆ
n+ 12
ˆ+ 12
r
.
(60)
Rearranging (60), we get the following explicit update equa-
tion for EN in terms of the neighboring magnetic fields
En+1N =
(
εx +
εˆx
r
∆t
+
σx +
σˆx
r
2
)−1(
εx +
εˆx
r
∆t
− σx +
σˆx
r
2
)
EnN
+
2
∆y
(
εx +
εˆx
r
∆t
+
σx +
σˆx
r
2
)−1TT Hˆn+ 12ˆ+ 12
r
−Hn+ 12
j− 12
 .
(61)
The fine interface electric fields are then updated using (55).
It should be noted that, when r = 1, equation (61) reduces to
the standard FDTD update equation.
The overall subgridding algorithm can be summarized as
follows:
1) Calculate the magnetic field samples everywhere at time
n+ 12 using conventional FDTD update equations.
2) Use standard FDTD update equations to compute the E
fields at time n+ 1 on the edges that are strictly inside
the coarse and fine grids.
3) Compute En+1N , the coarsely-sampled electric field at
the interface, using (61).
4) Update the finely-sampled Eˆx fields at the interface
using (55).
The computational overhead of this scheme is minimal, since
the coefficients in (61) can be pre-computed before the update
iterations.
The proposed method is thus simple to implement, since it
consists of conventional FDTD update equations inside the two
meshes and a modified update equation for the edges at the
interface. In comparison to previous subgridding methods, we
avoid non-rectangular cells [6], finite element concepts [20]
and Withney forms [21], [22]. The proposed update equation
can be also used at corners with no modifications, unlike in
previous works that require special treatment [5] or L-shaped
cells [6]. Finally, we remark that in Sec. II, the FDTD update
equations have been given in matrix form in order to reveal the
dissipative nature of FDTD systems. This form, however, does
not have to be used in the practical implementation, which can
use conventional for loops or, in languages like MATLAB,
vectorized operations.
D. Proof of Stability
The proposed dissipation theory makes it straightforward to
prove that the subgridding algorithm is stable under the CFL
limit of the fine grid. For stability, all three subsystems in
Fig. 3 need to be dissipative, which requires one to use the
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more restrictive fine grid time step. With the time step chosen
correctly, in order to guarantee the overall stability we need
to only ensure dissipativity of the interpolation rule.
Analogously to (23) the supply rate for the interpolation
subsystem is defined as
s(yn,un+
1
2 ) = −∆t∆xE
n
N + E
n+1
N
2
H
n+ 12
N
+ ∆t
∆x
r
(EˆnS + Eˆ
n+1
S )
T
2
Hˆ
n+ 12
S . (62)
Substituting (55) and (56) into (62), we have
s(yn,un+
1
2 ) =
∆t∆x
(EnN + E
n+1
N )
T
2
(
TT Hˆ
n+ 12
S
r
−Hn+ 12N
)
= 0 . (63)
Therefore, the proposed interpolation rule is a lossless system
that does not dissipate nor absorb any energy. Physically, this
result makes sense, since the connection system corresponds to
an infinitely thin region where no energy dissipation can take
place. In conclusion, since the proposed subgridding method
can be seen as the connection of three dissipative systems, it
is overall dissipative, and thus stable.
V. NUMERICAL EXAMPLES
The following sections provide the results of FDTD sim-
ulations that were done to verify the proposed theory. The
subgridding algorithm was implemented in Matlab and tests
were performed in order to check its stability, ability to handle
material traverse, its accuracy and speedup capability.
A. Stability Verification
Stability was verified by simulating an empty cavity with
perfect electric conductor (PEC) walls with a centrally placed
subgridding region for 106 time steps. The layout of the
simulation is shown in Fig. 4. The cavity was excited using
a modulated Gaussian magnetic current source with central
frequency of 3.75 GHz and half-width at half-maximum of
0.74 GHz. Magnetic field was recorded at a probe placed
inside the cavity. The time step was set 1% below the CFL
limit of the fine grid.
The resulting waveform in Fig. 5 shows that no instability
occurred after 106 time steps. Stable behavior after such a
large number of time steps verifies the correctness of the
proposed stability enforcement technique, especially since no
lossy materials were present to dissipate any spurious energy
artificially created by the algorithm.
B. Material Traverse
The ability of the proposed method to produce meaningful
results when objects traverse the subgridding interface was
tested using the setup in Fig. 6. A 16 × 16 mm slab of
material was simulated for three different placements of the
subgridding region: enclosing, traversing and away from the
slab. The test was done for copper and a lossy dielectric
with conductivity of 5 S/m and relative permittivity of 2.
PEC
Source
Probe
∆xˆ = ∆x/4
∆yˆ = ∆y/4
∆x = 1 mm
∆y = 2 mm
x
y
z
60 mm
40
m
m
40 mm
20
m
m
Figure 4: Layout of the PEC cavity considered in Sec. V-A.
0 2 4 6 8 10
x 105
−0.5
0
0.5
Timestep
H
z 
(A
/m
)
Figure 5: Magnetic field at the probe for the the empty cavity
with subgridding of Sec. V-A, computed for 106 time steps.
As a reference, uniformly discretized all-coarse and all-fine
simulations were performed at the fine time step, in addition
to the subgridding simulations. Coarse and fine meshes in
uniformly discretized and subgridding runs were chosen as
1 mm and 0.2 mm respectively. 15 mm-thick perfectly matched
layer (PML) terminated the simulation region. Modulated
Gaussian magnetic current excitation was used at 15.0 GHz
central frequency with 8.82 GHz half-width at half-maximum
bandwidth. The time step was chosen as 0.467 ps in all test
cases.
The magnetic field waveforms at the probe recorded in the
different subgridding scenarios are shown in Fig. 7, and are in
excellent agreement among each other. This result confirms
that the proposed subgridding method can properly handle
material traverse, for both very good conductors and for lossy
dielectrics.
C. Application to Simulating Scatterer Reflections
In order to investigate the accuracy of the proposed scheme,
we looked at waveguide reflections from the scatterer shown in
Fig. 8, which consisted of four copper rods with 1 mm radius.
We have also investigated the reflections from the subgridding
interface, in order to assess the quality of the subgridding
scheme. The coarse cell was chosen to be 1 mm, which was
1
10 of the minimum wavelength of interest that corresponded
to 30.0 GHz. The fields of the incident wave were computed
by running a reference simulation without the scatterer and
without subgridding. Reflected wave fields were found by
subtracting the incident wave fields from the total fields in
simulations with the scatterer. 15 mm-thick PML boundary
was chosen to terminate the two sides of the waveguide. The
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PML
Source
Probe
subgrids
x
y
z
Figure 6: Layout used for the material traverse test of Sec. V-B,
and the three different placements of the subgridding region.
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0
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)
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0.2 0.25 0.3 0.35
−0.02
0
0.02
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z 
(A
/m
)
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Figure 7: Time-domain magnetic field at the probe recorded for
the three locations of the subgrid in Sec. V-B: enclosed ( ),
outside ( ) and traversing the object ( ). Waveforms
from the uniformly discretized all-coarse (  ) and all-
fine ( ) simulations are also shown.
time steps in the subgridding runs were set 1% below the CFL
limit of the refined region. Uniformly discretized simulations
were run 1% below the CFL limits of the respective grids.
The resulting reflections are shown in Fig. 9 for the sub-
gridding case with different refinement ratios, as well as the
reference run with full refinement by a factor of 6. The
simulation times are shown in Table I. It can be seen that
the local refinement of the grid around the scatterer with
the proposed subgridding method can improve the accuracy
substantially compared to the coarse grid run. The larger
choice of refinement ratio makes the solution very close to
the reference all-fine solution. Moreover, very good speedup
- almost by a factor of 11 - is achieved even for the grid
refinement of 6 when the redundant high resolution of the grid
in air is eliminated. The reflections from subgridding interface
were significantly lower than those from the scatterer, further
demonstrating the accuracy of the proposed method.
PML PML
8×8 mm
Jy current
Probes
PEC
x
y
z
66 mm
40
m
m
∆x = 1 mm
∆y = 1 mm
20 mm
Scatterer
2 mm
2 mm
Figure 8: Layout of the four-rod reflection simulation dis-
cussed in Sec. V-C. The dashed line shows the location of
the subgrid in the subgridding run.
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Figure 9: Reflected power with respect to the incident for the
example of Sec. V-C. Top panel: reflections from the four-rod
scatterer for different global discretization: all-coarse (  )
and all-fine with r = 6 ( ); and for the subgridding runs:
r = 2 ( ), r = 4 ( ) and r = 6 ( ). Bottom panel:
reflections from the subgrid interface only.
D. Application to Exposure Studies
We show the possibility of applying the method for multi-
scale human exposure simulations. The chosen setup is shown
in Fig. 10. A transverse cross-section of the head of the model
of Ella from IT’IS Virtual Population V1.x [30] was used
to assign the material properties [31] to the FDTD cells. A
900 MHz source was placed approximately 3 meters away
from the human head. The simulation region was terminated
with 20 cm PML. The reference (fine) resolution in the tissues
was set to 2 mm, based on the mesh size chosen by [32] in a
radiation exposure study at that frequency. Specific absorption
rate, or SAR, was evaluated according to the formula in [33],
which was used as follows for sinusoidal excitation
SAR =
σ(E2xp + E
2
yp)
2ρ
, (64)
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Table I: Simulation times for different meshes in four-rod
scatterer simulations in Sec. V-C. Simulation times were
recorded for the total field run only - not for the reference
run.
Method Simulation time (s)
All-fine (r = 6) 427.4
All-coarse 3.2
Subgridding (r = 2) 10.7
Subgridding (r = 4) 23.3
Subgridding (r = 6) 39.5
PML
Source
subgrid
Head
slice
x
y
z
4.01m
3.
05
m
Figure 10: Layout of the simulation in Sec. V-D with human
head cross-section placed approximately 3 meters away from
a point source.
where subscript “p” denotes the peak absolute value of a
field component and ρ corresponds to tissue density. SAR
was calculated for each of the primary cells. The values of
the electric field components at the primary cell centers were
found by averaging the nearest known samples at the cell
edges. The peak values of the fields were found for the time
interval from 25.6 ns to 26.8 ns, which gave the wave sufficient
time to reach the head and penetrate inside it.
In the subgridding run, the empty space was coarsened to
1 cm, which corresponded to 133.3 of the wavelength. The
reference all-fine run was performed at 2 mm resolution, along
with the all-coarse run where the entire simulation region was
discretized at 1 cm. The volumetric integral of SAR over the
tissues was used as an accuracy metric∑
i
∑
j
SAR|i+ 12 ,j+ 12 ∆x∆y , (65)
where ∆x and ∆y are FDTD cell dimensions in the tissues.
Time step of 4.67 ps was chosen for the all-fine simulation
and for the subgridding simulation. The coarse grid case was
run at 23.11 ps.
The resulting SAR maps are shown in Fig. 11. Table II
shows simulation times and percent error in the total SAR
with respect to the all-fine simulation. The results show that
with subgridding a speedup of 46X can be obtained with only
3.1% loss in accuracy. No noticeable difference can be seen
on the SAR maps in Fig. 11 between the subgridding and
all-fine simulations. When, instead, the coarse resolution was
chosen for the entire grid, the head tissues were not sufficiently
resolved and the integral SAR differed from the reference by
59.5%, showing the necessity of local grid refinement.
VI. CONCLUSION
This paper proposed a dissipative systems theory for FDTD,
recognizing that FDTD equations can be seen as a dynamical
Table II: Error in the integral of SAR and simulation times in
the simulations discussed in Sec. V-D.
Method Error in SAR integral Simulation time (s)
All-fine Not applicable 1596.4
All-coarse 59.5% 6.9
Subgridding -3.1% 34.5
All-fine Subgridding All-coarse
Figure 11: SAR maps obtained in Sec. V-D with all-fine
(2 mm), all-coarse (1 cm) discretization and with subgridding
(2 mm in the tissues and 1 cm in the air).
system which is dissipative under a generalized Courant-
Friedrichs-Lewy condition. The theory provides a new, pow-
erful framework to make FDTD stability analysis simpler
and modular. Stability conditions can indeed be given on
the individual components (e.g. boundary conditions, meshes,
thin-wire models) rather than on the whole coupled FDTD
setup. The theory is intuitive since rooted on the familiar
concept of energy dissipation, and sheds new light on the
root mechanisms behind FDTD instability. As an example of
application, a simple yet effective subgridding algorithm is
derived, with straightforward stability proof. The proposed al-
gorithm allows material traverse, is simpler to implement than
existing solutions, and supports an arbitrary grid refinement
ratio. Numerical results confirm its stability and accuracy.
Speedups of up to 46X were observed with only 3.1% error
with respect to standard FDTD.
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