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0 Approximation diophantienne et approximants
de Hermite-Pade´ de type I de fonctions
exponentielles
Samy Khe´mira et Paul Voutier
Re´sume´
En utilisant des approximants de Hermite-Pade´ de fonctions ex-
ponentielles, ainsi que des de´terminants d’interpolation de Laurent,
nous minorons la distance entre un nombre alge´brique et l’exponen-
tielle d’un nombre alge´brique non nul.
Abstract
We use Hermite-Pade´ approximants of exponential functions along with Laurent’s
interpolation determinants to obtain lower bounds for the distance between an
algebraic number and the exponential of another non-zero algebraic number.
1 Introduction
L’e´tude de la nature arithme´tique de valeurs particulie`res de la fonction
exponentielle a longtemps e´te´ l’un des the`mes principaux de la the´orie des
nombres. Par exemple, en 1873, Hermite [He1] a prouve´ que e est transcen-
dant. Peu apre`s, Lindemann a de´montre´ que eβ est transcendant si β est un
nombre alge´brique diffe´rent de ze´ro. De cette fac¸on, il a e´te´ capable de mon-
trer que π est transcendant, puisque eiπ = −1, et ainsi de re´soudre l’ancien
proble`me grec de la quadrature du cercle.
Quand on sait qu’un nombre est transcendant, il est pertinent de se po-
ser la question de son approximation par des nombres alge´briques. De tels
e´nonce´s quantitatifs sont connus sous le nom de “mesures de transcendance”.
Les plus anciens re´sultats dans cette direction remontent a` 1899 quand Borel
[Bo] a obtenu la premie`re mesure de transcendance de e. Nous renvoyons le
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lecteur a` [FeNe] Chap. 2 pour plus d’informations sur l’histoire de ce sujet,
qui est le the`me de cet article.
1.1 E´nonce´s
Soit α un nombre alge´brique de degre´ d sur Q, et donc le polynoˆme
minimal sur Z s’e´crit a
∏d
i=1(X − α(i)), ou` les racines α(i) sont des nombres
complexes, nous de´signons par
h(α) =
1
d
(
log |a|+
d∑
i=1
logmax
(
1,
∣∣α(i)∣∣)
)
,
la hauteur logarithmique absolue de Weil du nombre alge´brique α.
Pour m et n des entiers naturels, nous posons
Dm,n =
m!∏
q≤n
q premier
qvq(m!)
et nous de´finissons dn comme le plus petit commun multiple de 1, . . . , n avec
d0 = 1.
Nous allons de´montrer les re´sultats e´nonce´s ci-dessous.
The´ore`me 1.1. Soient α et β deux nombres alge´briques avec β 6= 0. Posons
D = [Q(α, β) : Q]/[R(α, β) : R]. Soient A ≥ 1 et B ≥ 1 deux nombres re´els
tels que Dh(α)−log(max(1, |α|)) ≤ logA et Dh(β)−log(max(1, |β|)) ≤ logB.
Soient K et L des entiers strictement positifs avec L ≥ 2 et E > 1 un
nombre re´el tel que l’ine´galite´ suivante soit ve´rifie´e
KL logE ≥ DKL log 2 +D(K − 1) log
(
e
√
3LdL−1
)
+D log (DK−1,L−1)
+D log
(
(4e)L−1min
(
dK−1L−2 , (L− 2)!
))
+ log((K − 1)!) (1)
+(K − 1) log(B/2) + (L− 1) log(A/2) + LE|β|+ L logE.
Enfin soit ǫ = |exp(β)− α|. Alors
ǫ ≥ E−KL.
Remarque 1.2. L’ine´galite´ L ≥ 2 n’est pas limite´. Le cas L = 1 est sans
inte´reˆt, puisque les fonctions auxiliaires sont des polynoˆmes.
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Remarque 1.3. Sous les hypothe`ses du the´ore`me 1.1, le the´ore`me de Hermite-
Lindemann [FeNe, Theorem 2.2, § 2.3] et [Wa, Theorem 1.2, page 2] s’e´nonce
ǫ > 0.
Remarque 1.4. De (1), nous en de´duisons que KL logE ≥ DKL log 2
et E ≥ 2D. A` partir de cette meˆme ine´galite´, nous obtenons e´galement
KL logE ≥ LE|β| ; et en combinant cela avec l’ine´galite´ pre´ce´dente pour
E, nous avons alors KL logE ≥ L2D|β|. Donc KL logE croˆıt exponentielle-
ment en D. Par la suite, le the´ore`me 1.1 est le mieux adapte´ pour les petites
valeurs de D.
Un cas particulier du the´ore`me 1.1 concerne l’approximation par des en-
tiers alge´briques de l’exponentielle d’un entier alge´brique. Quand on se res-
treint aux corps imaginaires quadratiques, on en de´duit :
Corollaire 1.5. Quand α et β sont deux entiers alge´briques dans le meˆme
corps imaginaire quadratique avec |β| suffisamment grand, on a∣∣eβ − α∣∣ ≥ |β|−276.55...|β|.
Historiquement, la premie`re estimation en direction de ce corollaire 1.5
est due a` Mahler (voir [Ma] et [FeNe] page 105) avec une constante e´gale
a` 33 pour α, β ∈ Z. Elle fut ame´liore´e et la constante fut abaisse´e a` 21
(par Mignotte [Mi]) et 19.187 (meilleure estimation connue a` ce jour, par
Wielonsky [Wi]), encore dans le cas ou` α, β ∈ Z.
De telles minorations ont des applications en informatique the´orique :
dans [MuTi], J.-M. Muller et A. Tisserand ont en effet utilise´ les re´sultats de
[NeWa]. Nous projetons, dans un futur article, de de´duire du the´ore`me 1.1
des ame´liorations des the´ore`mes 1–5 de [NeWa] pour D = 1.
Enfin, les auteurs souhaitent exprimer leur gratitude a` “les deux Michels”
(Michel Laurent et Michel Waldschmidt) pour leur aide pre´cieuse au cours
de ce travail. Elle a commence´ dans la recherche entreprise par le premier
auteur en travaillant avec Michel Laurent et qui est finalement devenu, pour
sa The`se de Doctorat, l’e´le`ve de Michel Waldschmidt. Les deux Michels ont
ge´ne´reusement offert de leur temps et leur expertise au cours de la pre´paration
de cet article et ont patiemment donne´ des re´ponses perspicaces aux nom-
breuses questions pose´es par le second auteur. Sans leurs efforts, cet article
n’aurait probablement jamais vu le jour sous cette forme.
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1.2 Introduction d’un de´terminant et plan de la de´monstration
du the´ore`me 1.1
Voici le sche´ma de la de´monstration du the´ore`me 1.1.
Pour k et ℓ deux entiers naturels, conside´rons les fonctions
Φk,ℓ(z) = z
keℓz.
PourK et L des entiers strictement positifs, posons S = KL et conside´rons
la matrice M(x, y) ∈MS,S(Q[x, y]) de´finie par
M(x, y) =
( M0
M1(x, y)
)
avec
M0 =
((
d
dz
)s
(Φk,ℓ(z)) (0)
)
0≤s≤S−2
0≤k≤K−1,0≤ℓ≤L−1
,
ou` s de´signe l’indice de ligne et ou` les couples (k, ℓ) parame´trisent les co-
lonnes, et
M1(x, y) =
(
δµ
(
XkY ℓ
)
(x, y)
)
0≤k≤K−1,0≤ℓ≤L−1
=

yℓ min(µ,k)∑
j=0
(
µ
j
)
k!
(k − j)!x
k−jℓµ−j


0≤k≤K−1,0≤ℓ≤L−1
,
ou` µ de´signe un entier naturel qui sera choisi plus tard, 00 = 1, et δ est
l’ope´rateur de de´rivation de´fini par :
δ =
∂
∂X
+ Y
∂
∂Y
. (2)
Remarque 1.6. On a
(
d
dz
)s
(Φk,ℓ(z)) (0) =


0 si k > s(
s
k
)
k!ℓs−k sinon.
De´finition 1.7. Nous posons tout d’abord F (x, y) = detM(x, y), et ensuite
D = F (β, α) = det (M (β, α)).
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La remarque 1.6 et la de´finition deM1(x, y) permettent d’en de´duire que
F (x, y) ∈ Z[x, y].
De´finition 1.8. Pour 0 ≤ k ≤ K−1, 0 ≤ ℓ ≤ L−1, de´finissons les nombres
complexes wk,ℓ par :
wk,ℓ =
αℓ − eβℓ
|eβ − α|
min(µ,k)∑
j=0
(
µ
j
)
k!ℓµ−j
(k − j)!β
k−j.
Remarque 1.9. Notons que l’on a
δµ
(
XkY ℓ
)
(β, α) = Φ
(µ)
k,ℓ (β) + ǫwk,ℓ
et
D = det
( M0(
Φ
(µ)
k,ℓ (β) + ǫwk,ℓ
)
0≤k≤K−1,0≤ℓ≤L−1
)
.
Remarque 1.10. D’autres choix sont possibles pourM(x, y). Par exemple,
on pourrait utiliser une matrice M1(x, y) comportant T lignes indexe´es par
plusieurs de´rivations µ1, . . ., µT , ou meˆme conside´rer plusieurs points mul-
tiples entiers de β. Mais les travaux du premier auteur, dans la Section 3.5
de sa the`se [Kh], ainsi que des travaux informatiques effectue´s par le second
auteur, sugge`rent (mais ne prouvent pas !) que le choix T = 1 de´veloppe´ ici
pre´sente´ pourrait eˆtre le meilleur.
La me´thode habituelle en the´orie des nombres transcendants (quand on
utilise les de´terminants d’interpolation de Laurent) consiste a` montrer que
D n’est pas nul (lemme de ze´ros), a` le majorer par un argument analytique
(lemme de Schwarz), a` le minorer par un argument arithme´tique (ine´galite´
de Liouville) et a` comparer les deux estimations pour obtenir la conclusion.
Nous suivrons cette de´marche, mais le nombre qui interviendra n’est pas D
lui-meˆme, c’est un nombre qui lui est e´troitement lie´ (il s’agit de Gβ,α donne´
par la formule (17) plus loin). Le lemme de ze´ros est la proposition 2.1, la
minoration arithme´tique est la proposition 3.5 et la majoration analytique
est la proposition 3.7 ci-dessous.
Un point important de cette e´tude se trouve dans le lemme de ze´ros
e´nonce´ dans cet article, qui est un raffinement de celui utilise´ dans [NeWa].
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2 Lemmes auxiliaires
2.1 Un nouveau lemme de ze´ros
Nous allons e´noncer et de´montrer un lemme de ze´ros qui pre´cise celui de
Yu. V. Nesterenko et M. Waldschmidt dans [NeWa].
Soient K un corps de caracte´ristique nulle et δ l’ope´rateur de´fini en (2)
sur l’espace K[X, Y ] des polynoˆmes en deux variables.
Proposition 2.1. Soient M un entier positif et D0, D1, S1, . . ., SM des
entiers naturels ve´rifiant
S1 + · · ·+ SM > (D0 +M)(D1 + 1)−M. (3)
Soient (ζ1, η1), . . . , (ζM , ηM) des couples de K × K∗ ou` ζ1, . . . , ζM sont deux
a` deux distincts. Il n’existe alors pas de polynoˆme non nul P ∈ K[X, Y ], de
degre´ ≤ D0 en X et de degre´ ≤ D1 en Y , qui satisfasse
δσP (ζκ, ηκ) = 0 (4)
pour tout couple σ, κ ve´rifiant 0 ≤ σ < Sκ et 1 ≤ κ ≤M .
De´monstration. Supposons qu’il existe un polynoˆme non nul P de degre´ ≤ D0
en X et de degre´ ≤ D1 en Y , qui satisfasse les e´galite´s (4). Nous allons
montrer que la condition (3) n’est pas satisfaite.
Nous pouvons supposer, sans perte de ge´ne´ralite´, que Y ne divise pas le
polynoˆme P (puisque ηκ 6= 0), et que P a un degre´ supe´rieur ou e´gal a` 1 par
rapport a` la variable Y (le cas ou` P est de degre´ 0 en la variable Y est celui,
trivial, d’un polynoˆme en une variable). De´finissons les entiers n, k0, . . . , kn,
m0, . . . , mn, les polynoˆmes Qi ∈ K[X ] (0 ≤ i ≤ n) et les e´le´ments b0, . . . , bn
de K∗ par les conditions suivantes :
k0 = 0 < k1 < · · · < kn ≤ D1,
P (X, Y ) =
n∑
i=0
Qi(X)Y
ki,
Qi(X) = biX
mi + · · · ∈ K[X ], bi ∈ K∗ (i = 0, . . . , n).
Pour 0 ≤ σ ≤ n, nous de´finissons les polynoˆmes Qσi ∈ K[X ] par
δσP (X, Y ) =
n∑
i=0
Qσi(X)Y
ki , (5)
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de sorte que
Qσi(X) =
σ∑
j=0
(
σ
j
)
Q
(σ−j)
i (X)k
j
i = bik
σ
i X
mi + · · · .
On pose
∆(X) = det (Qσi(X))0≤i,σ≤n = det (bik
σ
i X
mi + · · ·)0≤i,σ≤n
= b0 · · · bnBXm0+···+mn + · · · ,
ou` B est le de´terminant de Vandermonde construit a` partir des nombres
k0, . . . , kn, donc B 6= 0. De (5), nous de´duisons, par les formules de Cramer,
∆(X) =
n∑
σ=0
∆σ(X, Y )δ
σP (X, Y ) avec ∆σ(X, Y ) ∈ K[X, Y ].
Par conse´quent, pour 1 ≤ j ≤ M et 0 ≤ τ < max {0, Sj − n}, on peut e´crire
∆(τ)(ζj) =
n+τ∑
σ=0
cτ,j,σδ
σP (ζj, ηj) = 0
avec cτj ,j,σ ∈ K. E´tant donne´ que les nombres re´els ζj sont deux a` deux
distincts, par hypothe`se, et puisque la somme des multiplicite´s des ze´ros
d’un polynoˆme en une variable est e´gale au degre´ de ce polynoˆme, on obtient
M∑
j=1
(Sj − n) ≤
M∑
j=1
max {0, Sj − n} ≤ deg∆(X).
Or n ≤ D1 et deg∆(X) = m0 + · · · + mn ≤ (n + 1)D0 ≤ (D1 + 1)D0.
Donc
M∑
j=1
Sj ≤ (D1 +1)D0 + nM ≤ (D1 +1)D0 +D1M = (D0 +M)(D1 +1)−M.
Ceci montre que la condition (3) n’est pas satisfaite. La proposition 2.1
en re´sulte. 
Remarque 2.2. Le lemme 2 de [NeWa] est le cas particulier de la proposi-
tion 2.1 dans lequel S1 = · · · = SM .
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Remarque 2.3. Un exemple avec D0 = 0 ou` le lemme de ze´ros pre´ce´dent
(proposition 2.1) est optimal est donne´ par le polynoˆme P(X, Y ) = (Y −1)D1
qui ve´rifie (4) avec
S1 = · · · = SM = D1,
pour les points (ζµ, ηµ) = (µ, 1), 1 ≤ µ ≤M .
2.1.1 Une application
Conside´rons le polynoˆme H(X, Y ) ∈ Z[X, Y ] de´fini par
H(X, Y ) = det
( M0(
XkY ℓ
)
0≤k≤K−1,0≤ℓ≤L−1
)
. (6)
Lemme 2.4. Soient α et β deux nombres alge´briques avec α, β 6= 0 et L ≥ 2
un entier. Alors il existe un entier naturel µ ≤ L− 2 tel que δµH(β, α) 6= 0.
De´monstration. Le polynoˆme H(X, Y ) est de degre´ au plus K − 1 en X et
au plus L− 1 en Y .
De plus,
δµH(z, ez) = det
( M0(
δµ
(
XkY ℓ
)
(z, ez)
)
0≤k≤K−1,0≤ℓ≤L−1
)
= det
( M0(
Φ
(µ)
k,ℓ (z)
)
0≤k≤K−1,0≤ℓ≤L−1
)
,
d’apre`s la de´finition des Φk,ℓ(z).
Notons que S = KL ≥ 2, car L ≥ 2.
Dans le cas particulier ou` z = 0, pour tout entier naturel µ ve´rifiant
µ ≤ S−2, la dernie`re ligne de la matrice est la meˆme que la ligne, dansM0,
indexe´e par s = µ. Par conse´quent δµH(0, 1) = 0 pour tout entier naturel µ
ve´rifiant µ < S − 1.
On applique la proposition 2.1 avec D0 = K − 1, D1 = L − 1, M = 2,
S1 = S − 1 = KL− 1, (ζ1, η1) = (0, 1) et (ζ2, η2) = (β, α).
Il est e´galement ne´cessaire, pour utiliser la proposition 2.1, que H(X, Y )
ne soit pas le polynoˆme nul. Dans la preuve de la proposition 2.23 nous
avons montre´ que la matrice M0 est de rang S − 1. Nous allons en de´duire
qu’au moins une des sous-matrices obtenue en supprimant une des colonnes
est de de´terminant non nul. Pour cela, supposons que l’indice d’une telle
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sous-matrice est (k0, ℓ0). La dernie`re ligne de la matrice dont le de´terminant
est H(X, Y ) contient des monoˆmes distincts de la forme XkY ℓ ; quand on
de´veloppe H(X, Y ) comme un de´terminant par rapport a` la dernie`re ligne,
le polynoˆme que l’on obtient est ck0,ℓ0X
k0Y ℓ0 plus d’autres termes de degre´
strictement infe´rieur et ou` ck0,ℓ0 6= 0, et donc H(X, Y ) n’est pas le polynoˆme
nul.
Ainsi, toutes les conditions sont re´unies pour appliquer notre lemme de
ze´ros (proposition 2.1) : on a
S1 + S2 = KL− 1 + S2 ≤ (D0 + 2)(D1 + 1)− 2 = (K + 1)L− 2
ou` S2 ≤ L− 1.
Par conse´quent il existe un entier 0 ≤ µ ≤ L − 2 tel que δµH(β, α) 6= 0
et le lemme 2.4 re´sulte de la de´finition 1.7 et de l’e´galite´ (17). 
De´finition 2.5. On prend pour µ le plus petit tel entier.
A` partir de maintenant, µ de´signera cette valeur.
2.2 Polynoˆmes de Fel’dman
Nous introduisons des polynoˆmes de Fel’dman afin d’affiner de futures
estimations.
De´finition 2.6. Pour ν entier naturel, on de´finit le polynoˆme de Fel’dman
Fν d’indice ν (et ses coefficients λj,ν ∈ Q, j = 0, . . . , ν) par
Fν(z) = z(z − 1) · · · (z − ν + 1)
ν!
=
ν∑
j=0
λj,νz
j .
Notons que λj,ν = s(ν, j)/ν!, ou` s(ν, j) est le (ν, j)-e`me nombre de Stirling
de premie`re espe`ce, voir [AbSt, Section 24.1.3, p.824].
Lemme 2.7. Pour tout ν ≥ 0, on a
ν∑
j=0
j! |λj,ν| ≤ 2ν .
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De´monstration. Comme
0∑
j=0
j! |λj,0| = 1 = 20 et
1∑
j=0
j! |λj,1| = 1 < 21, on
peut supposer ν ≥ 2 et proce´der par re´currence sur ν.
E´tant donne´ que λ0,ν = 0 et ν!λν,ν = 1 pour ν ≥ 2, on peut e´crire
ν∑
j=0
j! |λj,ν| = 1 +
ν−1∑
j=1
j! |λj,ν| .
D’apre`s [AbSt, Recurrences, Section 24.1.3.II.A, p.824] (aussi de la rela-
tion Fν(z) = ((z − ν + 1)/ν)Fν−1(z)), on a
j! |λj,ν| = j
ν
(j − 1)! |λj−1,ν−1|+ ν − 1
ν
j! |λj,ν−1| .
Par conse´quent
ν∑
j=0
j! |λj,ν| = 1 +
ν−1∑
j=1
j
ν
(j − 1)! |λj−1,ν−1|+ ν − 1
ν
ν−1∑
j=1
j! |λj,ν−1|
=
ν−1∑
j=0
j + 1
ν
j! |λj,ν−1|+ ν − 1
ν
ν−1∑
j=1
j! |λj,ν−1|
≤ 2ν − 1
ν
ν−1∑
j=0
j! |λj,ν−1| < 2
ν−1∑
j=0
j! |λj,ν−1| .
L’hypothe`se de re´currence permet de conclure la de´monstration du lem-
me 2.7. 
Lemme 2.8. Soient k et ν deux entiers naturels. Pour tout entier ℓ et tout
entier u dans l’intervalle 0 ≤ u ≤ k, on a
dkνF (u)ν (ℓ) ∈ Z.
De´monstration. Nous renvoyons au Lemme 4 (paragraphe 4) de [NeWa] pour
une de´monstration de ce lemme (en observant que le polynoˆme Fν(z) est
note´ ∆(z, ν, ν) dans [NeWa]). 
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2.3 Approximants de Hermite-Pade´ de type I de fonc-
tions exponentielles
Nous allons d’abord de´finir la notion d’approximants de Hermite-Pade´ de
fonctions analytiques, puis donner quelques proprie´te´s des approximants de
Hermite-Pade´ de fonctions exponentielles.
2.3.1 De´finitions et proprie´te´s
De´finition 2.9. Soit m un entier naturel non nul.
Soient n0, . . . , nm des entiers positifs, f0, . . . , fm des fonctions analytiques
en 0 ; on appelle syste`me d’approximants de Pade´ (ou approximants de Hermite-
Pade´) de type I pour les fonctions f0, . . . , fm et les parame`tres n0, . . . , nm,
tout (m+ 1)-uplet (P0, . . . , Pm) de polynoˆmes non tous nuls tel que
deg Pℓ(z) ≤ nℓ − 1 et ordz=0
(
m∑
ℓ=0
Pℓ(z)fℓ(z)
)
≥ σ − 1,
ou` σ =
∑m
ℓ=0 nℓ.
Hermite (voir [He1], [He2] et [Ma]) a donne´ les formules suivantes pour
les approximants de Hermite-Pade´ de type I pour les fonctions ex0z, . . . , exmz
et les parame`tres n0, . . . , nm :
Lemme 2.10. Soient C0 et C∞ deux cercles, le premier centre´ en 0 et de
rayon strictement infe´rieur a` la plus petite distance se´parant deux xj, et le
second centre´ en 0 contenant tous les points x0, . . . , xm.
Soient
Pℓ(z) =
1
2πi
∫
C0
ezζ
m∏
j=0
(ζ + xℓ − xj)nj
dζ
et
R(z) =
1
2πi
∫
C∞
ezζ
m∏
j=0
(ζ − xj)nj
dζ.
Alors
(1) P0, . . . , Pm sont des polynoˆmes de degre´ nℓ − 1,
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(2) R(z) =
m∑
ℓ=0
Pℓ(z)e
xℓz et
(3) ordz=0 (R(z)) ≥ σ − 1 ou` σ =
m∑
ℓ=0
nℓ.
Les polynoˆmes P0, . . . , Pm sont donc des approximants de Hermite-Pade´
de type I pour les fonctions ex0z, . . . , exmz et les parame`tres n0, . . . , nm.
De´finition 2.11. Pour 0 ≤ ℓ ≤ m et 0 ≤ k ≤ nℓ − 1, nous de´finissons
Λ(ℓ, k) (qui de´pend de n0, . . . , nm) comme l’ensemble des multi-indices entiers
γ = (γp)0≤p≤m
p 6=ℓ
∈ Zm, avec γp ≥ 0 pour p compris entre 0 et m, p 6= ℓ, tels
que
m∑
p=0
p 6=ℓ
γp = nℓ − k − 1.
Sous les hypothe`ses du lemme 2.10, comme chaque Pℓ(z) est un polynoˆme
de degre´ nℓ − 1, notons
pℓ,k = P
(k)
ℓ (0), (0 ≤ k ≤ nℓ − 1, 0 ≤ ℓ ≤ m)
les de´rive´es a` l’origine des polynoˆmes Pℓ. On a donc le de´veloppment
Pℓ(z) =
nℓ−1∑
k=0
pℓ,k
zk
k!
.
Lemme 2.12. On a
pℓ,k =
∑
γ∈Λ(ℓ,k)
m∏
p=0
p 6=ℓ
(
(−1)γp
(xℓ − xp)γp+np
(
γp + np − 1
np − 1
))
.
En particulier, le coefficient dominant
1
(nℓ − 1)!pℓ,nℓ−1 du polynoˆme Pℓ(z)
est
1
(nℓ − 1)!
m∏
p=0
p 6=ℓ
1
(xℓ − xp)np .
De´monstration. Nous allons utiliser les formules inte´grales du lemme 2.10.
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En de´veloppant ezζ en se´rie entie`re, on a ezζ =
+∞∑
j=0
(zζ)j
j!
et cette se´rie
converge normalement pour ζ de´crivant C0. Du lemme 2.10 on de´duit
Pℓ(z) =
nℓ−1∑
k=0
(
1
2πi
∫
C0
fℓ,k(ζ)dζ
)
zk
k!
ou` on a note´
fℓ,k(ζ) =
ζk−nℓ
m∏
p=0
p 6=ℓ
(ζ + xℓ − xp)np
.
En utilisant l’expression pre´ce´dente des Pℓ(z), on obtient
pℓ,k =
1
2πi
∫
C0
fℓ,k(ζ)dζ. (7)
Les poˆles e´ventuels de la fonction fℓ,k sont en 0 et en xp−xℓ (p = 0, . . . , m
et p 6= ℓ) ; seul le point ze´ro se trouve a` l’inte´rieur du cercle C0. Nous allons
e´tudier le de´veloppement de cette fonction fℓ,k au voisinage de ze´ro, afin d’en
de´terminer le re´sidu.
En de´rivant j fois la se´rie ge´ome´trique, on obtient la formule
j!
(1 + x)j+1
=
∑
n≥j
n(n− 1) · · · (n− j + 1)(−x)n−j
qui fournit l’e´galite´
1
(ζ + xℓ − xp)np =
1
(np − 1)!
∑
n≥np−1
(−1)n−np+1
(xℓ − xp)n+1
n!
(n− np + 1)!ζ
n−np+1.
Par un simple changement d’indices, on trouve
1
(ζ + xℓ − xp)np =
1
(np − 1)!
∑
n≥0
(−1)n
(xℓ − xp)n+np
(n+ np − 1)!
n!
ζn.
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Le produit de telles expressions donne :
1
m∏
p=0
p 6=ℓ
(ζ + xℓ − xp)np
=
m∏
p=0
p 6=i
(
1
(np − 1)!
∑
n≥0
(−1)n
(xℓ − xp)n+np
(n+ np − 1)!
n!
ζn
)
=

 m∏
p=0
p 6=ℓ
1
(np − 1)!

 m∏
p=0
p 6=ℓ
(∑
n≥0
(−1)n
n!
(n + np − 1)!
(xℓ − xp)n+np ζ
n
)
.
Le coefficient du monoˆme ζnℓ−k−1 dans le de´veloppement de
m∏
p=0
p 6=ℓ
(ζ + xℓ − xp)−np ,
qui permettra d’obtenir le re´sidu cherche´, vaut :
 m∏
p=0
p 6=ℓ
1
(np − 1)!

 ∑
Λ(ℓ,k)
m∏
p=0
p 6=ℓ
(
(−1)γp
(xℓ − xp)γp+np
(γp + np − 1)!
γp!
)
=
∑
Λ(ℓ,k)
m∏
p=0
p 6=ℓ
(
(−1)γp
(xℓ − xp)γp+np
(
γp + np − 1
np − 1
))
.
D’apre`s le the´ore`me des re´sidus, on en de´duit
pℓ,k =
∑
Λ(ℓ,k)
m∏
p=0
p 6=ℓ
(
(−1)γp
(xℓ − xp)γp+np
(
γp + np − 1
np − 1
))
.
Le lemme 2.12 est ainsi de´montre´. 
2.3.2 De´terminant de Vandermonde ge´ne´ralise´
De´finition 2.13. Soit K un corps de caracte´ristique nulle. Quand m est un
entier naturel, n0, . . ., nm des entiers strictement positifs et x0, . . . , xm des
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e´le´ments de K, on appelle ≪ de´terminant de Vandermonde ge´ne´ralise´ ≫ le
de´terminant
∆ = |B0 . . . Bm| ,
ou`, pour 0 ≤ ℓ ≤ m, Bℓ de´signe la matrice a` σ =
m∑
i=0
ni lignes et nℓ colonnes
de´finie par
Bℓ = (bℓ;k,s) 0≤s≤σ−1
0≤k≤nℓ−1
=
(
1
k!
(
d
dX
)k
(Xs) (xℓ)
)
0≤s≤σ−1
0≤k≤nℓ−1
.
On remarque que
1
k!
(
d
dX
)k
(Xs) (xℓ) =


0 si k > s(
s
k
)
xs−kℓ sinon.
Les de´terminants de Vandermonde ge´ne´ralise´s vont jouer un roˆle important
dans notre texte. Le lemme suivant permettra de montrer que le rang de la
matrice M0 est e´gal a` S − 1.
Lemme 2.14. Soit ∆ un de´terminant de Vandermonde ge´ne´ralise´. On a
∆ =
∏
0≤k<ℓ≤m
(xℓ − xk)nℓnk .
De´monstration. Voir [El].
2.4 Hauteurs de matrices
Nous suivons ici le texte de F. Gramain [Gr]. On y trouve plusieurs iden-
tite´s concernant certains de´terminants, utiles en the´orie des nombres trans-
cendants, ainsi que la notion de ≪ hauteur de matrice ≫ dont nous rappelons
la de´finition.
De´finition 2.15. Soient m,n, d trois entiers strictement positifs. Soit M
une matrice a` m lignes et n colonnes, a` coefficients dans le corps de nombres
K de degre´ d sur Q, de rang m ≤ n. On de´finit ses valeurs absolues locales
par :
(i) si v est une place ultrame´trique,
|M |v = max
I
|∆I |v ,
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ou` le maximum porte sur toutes les parties I a` m e´le´ments de {1, . . . , n},
et ou` ∆I est le de´terminant m ×m extrait de M dont les colonnes sont les
e´le´ments de I,
(ii) si v est une place archime´dienne re´elle,
|M |v = | det
(
M tM
) |1/2v ,
ou` tM est la matrice transpose´e de la matrice M ,
(iii) si v est une place archime´dienne complexe,
|M |v = | det (MM⋆) |1/2v ,
ou` M⋆ est la matrice adjointe de la matrice M .
La hauteur de la matrice M est de´finie par :
H(M) =
∏
v∈MK
|M |dv/dv .
Pour une matrice carre´e re´gulie`re, on a H(tM) = H(M) = 1, par la
formule du produit. Cela permet, pour une matrice M dont le rang est e´gal
au nombre de colonnes, de de´finir
H(M) = H(tM).
Lemme 2.16. Pour toute place archime´dienne, on a
|M |v =
(∑
I
|∆I |2v
)1/2
.
De´monstration. Ceci provient essentiellement de la formule de Cauchy-Binet
(voir [Gr] ou [Se] par exemple). 
On de´signera par matrice orthogonale M⊥ a` M toute matrice a` n − m
lignes et n colonnes dont les lignes forment une K-base de l’orthogonal du
sous-espace de Kn engendre´ par les lignes de M .
Lemme 2.17. Pour toute matrice M⊥ orthogonale a` M , on a
H
(
M⊥
)
= H (M) .
De´monstration. Voir [StVa]. 
Le lien entre la hauteur de la matrice M0 et celle de son orthogonal
sera utile ; les composantes de cette matrice M⊥0 sont les coefficients des
polynoˆmes de Hermite-Pade´. Cela permettra de ramener la majoration de
hauteurs de matrices a` celle de hauteurs de polynoˆmes.
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2.4.1 Estimations pre´liminaires de H (M0)
Lemme 2.18. (i) Pour tout nombre re´el x > 1, on a
√
2π(x− 1)
(
x− 1
e
)x−1
< Γ(x) <
√
2π(x− 1)
(
x− 1
e
)x−1
e1/(12(x−1)).
(ii) Pour tout entier naturel n, et tout entier k dans l’intervalle 0 ≤ k ≤ n,
on a (
n
k
)
< 2n
√
2
π(n+ 1/2)
et
(
n
k
)
≤ 2n
√
1
n+ 1
. (8)
Pour n ≥ 1, et tout entier k dans l’intervalle 0 ≤ k ≤ n, on a
(
n
k
)
≤ 2n
√
3
4(n+ 1)
. (9)
De´monstration. (i) Cet encadrement de Γ(x) re´sulte de la formule de Stirling :
voir [AbSt, equation 6.1.38 on p.257].
(ii) Pour de´montrer la premie`re ine´galite´, on utilise la majoration du
the´ore`me 1.1 de [Ko] applique´e avec α = 1/2 : pour tout entier n strictement
positif, on a
Γ(n+ 1/2)
Γ(1/2)n!
<
1
Γ(1/2)
√
n+ 1/4
.
Pour n pair, on a
max
k
(
n
k
)
=
(
n
n/2
)
= 2n
Γ(n/2 + 1/2)
Γ(1/2)(n/2)!
.
L’ine´galite´ annonce´e re´sulte de la relation Γ(1/2) =
√
π.
Pour n impair, la valeur maximale de
(
n
k
)
est atteinte pour k = (n+1)/2,
et on a
2
(
n
(n + 1)/2
)
=
(
n+ 1
(n+ 1)/2
)
< 2n+1
√
2
π(n+ 1 + 1/2)
.
Par conse´quent l’ine´galite´ annonce´e est encore vraie pour n impair.
La seconde ine´galite´ re´sulte de la premie`re pour n ≥ 1, et un rapide calcul
montre que cette estimation reste valable pour n = 0.
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Finalement, pour n ≥ (16− 3π)/(6π − 16) = 2.307 . . ., on a√
2
π(n+ 1/2)
≤
√
3
4(n+ 1)
.
Donc la dernie`re ine´galite´ re´sulte de la premie`re pour n ≥ 3, et un calcul
montre que cette dernie`re estimation reste valable pour n = 1, 2. 
Lemme 2.19. (i) Supposons que m = L − 1 et que n0 = · · · = nL−1 = K,
ou` K et L de´signent des entiers avec K ≥ 1 et L ≥ 2. Pour tout entier
0 ≤ k ≤ K − 1 et 0 ≤ ℓ ≤ L− 1, le cardinal de Λ(ℓ, k) est(
K − k − 1 + L− 2
L− 2
)
.
(ii) Pour K ≥ 1 et L ≥ 2, on a
|Λ(ℓ, k)| ≤ 2K+L−3
√
2
L
.
De´monstration. (i) C’est Lemma 3.7.3 de [Ca, p.33].
(ii) Pour L = 2, on a |Λ(k, ℓ)| = 1, alors que
2K+2−3
√
2/2 = 2K−1 ≥ 1
pour K ≥ 1. Ainsi, pour terminer cette de´monstration, on peut supposer
L ≥ 3.
Comme, pour y fixe´ positif,
(
x
y
)
est croissante en x ≥ 0, et comme
0 ≤ K − k − 1 + L− 2 ≤ K + L− 3, en appliquant la premie`re ine´galite´ du
lemme 2.18 (ii), on obtient
(
K − k − 1 + L− 2
L− 2
)
≤
(
K + L− 3
L− 2
)
< 2K+L−3
√
2
π(K + L− 3 + 1/2) .
Pour K ≥ 1 et L > 2, on a π(K + L − 5/2) ≥ π(L − 3/2) ≥ L. Cela
comple`te la de´monstration du lemme 2.19. 
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Lemme 2.20. Fixons deux entiers strictement positifs b et n. Quand a1, . . . , an
et A sont des nombres re´els positifs, on pose
F (a1, . . . , an) =
1
(b!)n
n∏
i=1
b∏
j=1
(ai + j)
et
g (a1, . . . , an) = a1 + · · ·+ an − A.
Alors, pour A > 0, la valeur maximale de F sur le domaine de´fini par l’e´galite´
g (a1, . . . , an) = 0 est atteinte pour a1 = · · · = an = A/n. De plus, ce maxi-
mum est une fonction croissante de A.
De´monstration. Posons
f (a1, . . . , an) = log (a1 + 1) + · · ·+ log (a1 + b)
+ · · ·+ log (an + 1) + · · ·+ log (an + b) ,
de sorte que
f (a1, . . . , an) = log ((b!)
nF (a1, . . . , an)) .
Comme b est fixe´, il suffit de conside´rer f . On applique la me´thode des
multiplicateurs de Lagrange pour trouver les valeurs extre´males de f . On a
∇f (a1, . . . , an) =
(
1
a1 + 1
+ · · ·+ 1
a1 + b
, . . . ,
1
an + 1
+ · · ·+ 1
an + b
)
et
∇g (a1, . . . , an) = (1, . . . , 1) .
La me´thode des multiplicateurs de Lagrange nous conduit a` re´soudre le
syste`me d’e´quations :
∇f (a1, . . . , an) = λ∇g (a1, . . . , an) .
avec la condition g (a1, . . . , an) = 0. Ceci nous conduit au syste`me d’e´quations
suivant :
1
a1 + 1
+ · · ·+ 1
a1 + b
= λ
· · ·
1
an + 1
+ · · ·+ 1
an + b
= λ
a1 + · · ·+ an −A = 0,
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en les inconnues a1, . . . , an, λ.
La fonction x 7−→∑bi=1(x+ i)−1 est strictement de´croissante pour x ≥ 0,
donc les n premie`res e´quations sont satisfaites si et seulement si a1 = · · · =
an. Si a est cette valeur commune, la dernie`re e´quation donne na = A, c’est-
a`-dire a = A/n. Le maximum
f(a, . . . , a) = n
b∑
j=1
log
(
A
n
+ j
)
est clairement une fonction croissante de A. D’ou` le lemme 2.20. 
Lemme 2.21. Soient K et L deux entiers strictement positifs. Pour tous
0 ≤ k ≤ K − 1 et 0 ≤ ℓ ≤ L − 1, soit γ = (γp)0≤p≤L−1
p 6=ℓ
un e´le´ment de ZL−1
satisfaisant
L−1∑
p=0
p 6=ℓ
γp = K − k − 1
et γp ≥ 0 pour tout 0 ≤ p ≤ L− 1, p 6= ℓ. Alors
L−1∏
p=0,p 6=ℓ
(
γp +K − 1
K − 1
)
≤ (emin(K,L))K−1 .
De´monstration. Si K = 1, alors
L−1∏
p=0,p 6=ℓ
(
γp +K − 1
K − 1
)
=
L−1∏
p=0,p 6=ℓ
(
γp
0
)
= 1 = (emin(K,L))K−1,
comme annonce´.
Si L = 1, on a
L−1∏
p=0,p 6=ℓ
(
γp +K − 1
K − 1
)
= 1 ≤ (emin(K,L))K−1,
pour tout entier strictement positif K, comme voulu.
Pour la suite de cette de´monstration, on peut donc supposer que K et
L sont ≥ 2. On applique le lemme 2.20 avec A = K − k − 1, b = K − 1 et
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n = L− 1. Comme le maximum est une fonction croissante en A, et comme
k est ≥ 0, on remplace A par K − 1 et on obtient
L−1∏
p=0,p 6=ℓ
(
γp +K − 1
K − 1
)
≤
(
1
(K − 1)!
K−1∏
i=1
(
K − 1
L− 1 + i
))L−1
=


Γ
(
K − 1
L− 1 +K
)
Γ(K)Γ
(
K − 1
L− 1 + 1
)


L−1
.
On suppose dans un premier temps L ≤ K. Les ine´galite´s 2 ≤ L ≤ K
permettent d’appliquer le lemme 2.18(i) :
Γ
(
K − 1
L− 1 +K
)
<
√
2π(K − 1)L
L− 1
(
(K − 1)L
e(L− 1)
)(K−1)L/(L−1)
e1/12,
√
2π(K − 1)
(
K − 1
e
)(K−1)
< Γ(K),√
2π(K − 1)
L− 1
(
K − 1
e(L− 1)
)(K−1)/(L−1)
< Γ
(
K − 1
L− 1 + 1
)
.
Par conse´quent
Γ
(
K − 1
L− 1 +K
)
Γ(K)Γ
(
K − 1
L− 1 + 1
) <
√
L
2π(K − 1)e
1/12L
L(K−1)/(L−1)
(L− 1)K−1 .
En utilisant les ine´galite´s
e1/12
√
L
2π(K − 1) ≤ e
1/12
√
K
2π(K − 1) < 1
et (1 + 1/x)x < e pour tout nombre re´el x > 0, on obtient

Γ
(
K − 1
L− 1 +K
)
Γ(K)Γ
(
K − 1
L− 1 + 1
)


L−1
< LK−1
[(
1 +
1
L− 1
)L−1]K−1
< (eL)K−1.
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Ceci de´montre le lemme 2.21 dans le cas L ≤ K.
Supposons maintenant L > K. Dans ce cas, au moins L − K nombres
re´els parmi les γp doivent eˆtre nuls. Ceux-ci peuvent eˆtre ignore´s et on peut
supposer L = K, cas pour lequel on vient de montrer que l’ine´galite´ du
lemme 2.21 e´tait valable. 
2.4.2 Une majoration pour H (M0)
On reprend les notations de la premie`re section et on utilise la matrice
introduite a` cette occasion.
Nous allons e´tablir une majoration pour la hauteur de la matrice M0,
dont la pre´cision provient du lemme de dualite´ 2.17. Cette estimation jouera
un roˆle important dans la de´monstration du the´ore`me principal.
Lemme 2.22. Soient K et L des entiers strictement positifs avec L ≥ 2.
On peut choisir pour matrice orthogonale a` M0 la matrice unilinge
M⊥0 =
(pℓ,k
k!
)
(k,ℓ)
,
ou` (k, ℓ) de´crit le carre´ 0 ≤ k ≤ K − 1, 0 ≤ ℓ ≤ L− 1.
De´monstration. La matrice M0 est de taille (S − 1) × S, ou` S = KL. La
matrice obtenue en divisant par k! chaque colonne M0 indexe´e en (k, ℓ),
co¨ıncide avec la matrice obtenue en remplac¸ant la dernie`re ligne de la ma-
trice de Vandermonde ge´ne´ralise´e avec m = L − 1, nℓ = K et xℓ = ℓ pour
ℓ = 0, . . . , L − 1. Cette matrice a pour rang S − 1 : en effet, la matrice de
Vandermonde ge´ne´ralise´e a un de´terminant non nul, elle est donc de rang S.
Par conse´quent M⊥0 est un vecteur. Les composantes de ce vecteur M⊥0 sont
les nombres xℓ,k tels que, pour tout s = 0, . . . , S − 2,
L−1∑
ℓ=0
K−1∑
k=0
xℓ,k
(
d
dz
)s (
zkeℓz
)
(0) = s!
L−1∑
ℓ=0
min(s,K−1)∑
k=0
xℓ,k
ℓs−k
(s− k)! = 0. (10)
Nous utiliserons les approximants de Hermite-Pade´ pour de grandes va-
leurs de L avec m = L− 1.
Pour 0 ≤ ℓ ≤ L− 1, conside´rons le polynoˆme
Pℓ(z) =
min(s,K−1)∑
k=0
xℓ,kz
k.
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On a
nℓ = deg(Pℓ(z)) + 1 = min(s+ 1, K).
La somme
min(s,K−1)∑
k=0
xℓ,k
(
s
k
)
ℓs−k
est e´gale a` s! fois le coefficient de zs dans le de´veloppement de Pℓ(z) · eℓz
en z = 0. D’apre`s (10), ce coefficient est nul pour s = 0, . . . , S − 2 et ainsi,
ordz=0
(
Pℓ(z) · eℓz
) ≥ S − 1. Notons que σ = ∑mℓ=0 nℓ ≤ KL = S, d’ou`
S − 1 ≥ σ − 1.
Par conse´quent les xℓ,k sont pre´cise´ment les coefficients pℓ,k/k! des ap-
proximants de Hermite-Pade´, pour les fonctions 1, ez, . . . , e(L−1)z et pour les
parame`tres n0 = · · · = nL−1 = K, de´termine´s lors de la section pre´ce´dente.
On utilise le lemme 2.12 avec m = L − 1, n0 = · · · = nL−1 = K et xℓ = ℓ
(0 ≤ ℓ ≤ L− 1). On trouve
pℓ,k =
∑
Λ(ℓ,k)
L−1∏
p=0
p 6=ℓ
(
(−1)γp
(ℓ− p)γp+K
(
γp +K − 1
K − 1
))
,
ou` Λ(ℓ, k) a e´te´ de´fini dans la deuxie`me section.
Proposition 2.23. Pour K ≥ 1 et L ≥ 2, on a
H (M0) ≤
√
6
16L
2KL+LDK−1,L−1
(√
3edL−1min(K,L)
2
√
L
)K−1
.
De´monstration. Pour L ≥ 2, par les lemmes 2.17 et 2.22,
H (M0) = H
(M⊥0 ) = H
((
1
k!
pℓ,k
)
k,ℓ
)
.
La hauteur d’une matrice ne change pas si on multiplie tous ses coefficients
par un meˆme nombre non nul. On choisit le multiplicateur
ρ = dK−1L−1 (L− 1)!KDK−1,L−1
et, pour tout 0 ≤ k ≤ K − 1 et 0 ≤ ℓ ≤ L− 1, on conside`re les nombres
yℓ,k = ρ
pℓ,k
k!
= ±DK−1,L−1
k!
dK−1L−1
(
L− 1
ℓ
)K ∑
Λ(ℓ,k)
L−1∏
p=0
p 6=ℓ
(
(−1)γp
(ℓ− p)γp
(
γp +K − 1
K − 1
))
.
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On observe que pour tout nombre premier q ≤ L − 1, on a qk|dkL−1
et vq(k!) ≤ k. On en de´duit DK−1,L−1dkL−1/k! ∈ Z. On utilise le fait que(
γp+K−1
K−1
) ∈ Z. La condition ∑p 6=ℓ γp = K − k − 1 implique
dK−k−1L−1
L−1∏
p=0
p 6=ℓ
1
(ℓ− p)γp ∈ Z.
D’ou` yℓ,k ∈ Z. On obtient
H
((
1
k!
pℓ,k
)
k,ℓ
)
= H
(
(yℓ,k)k,ℓ
)
=
∏
v∈MQ
max
k,ℓ
|yℓ,k|v
= max
k,ℓ
|yℓ,k|
∏
p∈P
max
k,ℓ
|yℓ,k|p ≤ maxk,ℓ |yℓ,k|
≤ max
k,ℓ
∣∣∣∣∣∣∣
DK−1,L−1
k!
dK−1L−1
(
L− 1
ℓ
)K ∑
Λ(ℓ,k)
L−1∏
p=0
p 6=ℓ
(
(−1)γp
(ℓ− p)γp
(
γp +K − 1
K − 1
))∣∣∣∣∣∣∣ .
Des lemmes 2.21, 2.19(ii) et la dernie`re ine´galite´ du 2.18(ii), on de´duit∣∣∣∣∣∣∣
DK−1,L−1
k!
dK−1L−1
(
L− 1
ℓ
)K ∑
Λ(ℓ,k)
L−1∏
p=0
p 6=ℓ
(
(−1)γp
(ℓ− p)γp
(
γp +K − 1
K − 1
))∣∣∣∣∣∣∣
≤ DK−1,L−1dK−1L−1
(
L− 1
ℓ
)K
|Λ(ℓ, k)|(emin(K,L))K−1
≤ DK−1,L−1
(
emin(K,L)dL−1
(
L− 1
ℓ
))K−1(
L− 1
ℓ
)√
2
L
2K+L−3
< DK−1,L−1
( √
3
2
√
L
emin(K,L)dL−1
)K−1
2K(L−1)
√
6
2L
2K+L−3
< DK−1,L−1
( √
3
2
√
L
emin(K,L)dL−1
)K−1
2KL+L
√
6
16L
,
ce qui comple`te la de´monstration de la proposition 2.23. 
Remarque 2.24. Pour K ≥ 1 et L = 1, on a M⊥0 = (0, . . . , 0, 1) et
H(M0) = 1.
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2.5 Lemme de Schwarz
Le lemme ci-dessous fournit une majoration analytique du de´terminant
e´tudie´ :
Lemme 2.25 (Lemme de Schwarz). Soient T un entier positif, r et R deux
nombres re´els ve´rifiant 0 < r ≤ R et ψ une fonction d’une variable complexe
analytique dans le disque |z| ≤ R. Supposons que ψ a un ze´ro de multiplicite´
au moins T en 0. Alors
|ψ|r ≤
(
R
r
)−T
|ψ|R,
ou` |ψ|R = max|z|=R |ψ(z)|.
De´monstration. Voir [Wa], paragraphe 2.2.3, lemme 2.4, page 37. 
Voici une majoration du de´terminant D, introduit dans la de´finition 1.7.
On utilise les nombres wk,ℓ introduits dans la de´finition 1.8.
Lemme 2.26. Soient K et L deux entiers strictement positifs avec L ≥ 2, µ
un entier ≥ 0 et E un nombre re´el ≥ 1. Soit N un nombre re´el strictement
positif tel que
max
{
K−1∑
k=0
L−1∑
ℓ=0
|wk,ℓ| ,
K−1∑
k=0
L−1∑
ℓ=0
∣∣∣Φ(µ)k,ℓ (zβ)∣∣∣
E
}
≤ eN . (11)
Supposons que le nombre ǫ = |exp(β)− α| ve´rifie
ǫ < E−KL. (12)
Alors
log |D| ≤ −(KL− µ− 1) logE +N + log |M0|+ log(2).
De´monstration. Conside´rons la fonction
D(z) = det
( M0(
Φ
(µ)
k,ℓ (βz) + ǫwk,ℓ
)
0≤k≤K−1,0≤ℓ≤L−1
)
,
de sorte que
D = D(1).
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Alors
D(z) = D0(z) + ǫD1(z), (13)
ou`
D0(z) = det
( M0(
Φ
(µ)
k,ℓ (βz)
)
0≤k≤K−1,0≤ℓ≤L−1
)
et
D1(z) = det
( M0
(wk,ℓ)0≤k≤K−1,0≤ℓ≤L−1
)
.
On a (
∂
∂z
)t
D0(z) = det
( M0(
βtΦ
(µ+t)
k,ℓ (βz)
)
0≤k≤K−1,0≤ℓ≤L−1
)
.
Supposons que t + µ ≤ S − 2 = KL− 2. Alors la ligne(
βtΦ
(µ+t)
k,ℓ (0 · β)
)
0≤k≤K−1,0≤ℓ≤L−1
est e´gale a` βt fois la ligne dans M0 indexe´e par t + µ. Donc, pour 0 ≤ t <
KL− 1− µ, (
∂
∂z
)t
D0(0) = 0.
Par conse´quent le de´terminant D0(z) a un ze´ro a` l’origine d’ordre supe´rieur
ou e´gal a` KL− µ− 1.
Du Lemme de Schwarz (Lemme 2.25), on de´duit, pour tout E ≥ 1,
log |D0(1)| ≤ −(KL− µ− 1) logE + log |D0(z)|E . (14)
Comme D1(z) ne de´pend pas de z, on peut e´crire
log |D1(1)| = log |D1(z)|E .
E´tudions maintenant, pour I = 0 et I = 1, le terme log |DI(z)|E. En
de´veloppant DI(z) suivant la dernie`re ligne, on obtient
|DI(z)| ≤


∑
0≤k≤K−1
0≤ℓ≤L−1
∣∣∣Φ(µ)k,ℓ (βz)∣∣∣ |∆k,ℓ| si I = 0
∑
0≤k≤K−1
0≤ℓ≤L−1
|wk,ℓ| |∆k,ℓ| si I = 1,
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ou` |∆k,ℓ| est le mineur de la matrice M0 dont la colonne d’indice (k, ℓ) a e´te´
oˆte´e.
De l’ine´galite´ de Cauchy-Schwarz, on de´duit
|DI(z)|2E ≤ max

 ∑
0≤k≤K−1
0≤ℓ≤L−1
|wk,ℓ|2 ,
∑
0≤k≤K−1
0≤ℓ≤L−1
∣∣∣Φ(µ)k,ℓ (βz)∣∣∣2
E



 ∑
0≤k≤K−1
0≤ℓ≤L−1
|∆k,ℓ|2


≤ max

 ∑
0≤k≤K−1
0≤ℓ≤L−1
|wk,ℓ| ,
∑
0≤k≤K−1
0≤ℓ≤L−1
∣∣∣Φ(µ)k,ℓ (βz)∣∣∣
E


2
 ∑
0≤k≤K−1
0≤ℓ≤L−1
|∆k,ℓ|2

 .
De plus, le lemme 2.16 donne
|M0|2 =
∑
0≤k≤K−1
0≤ℓ≤L−1
|∆k,ℓ|2 .
On en de´duit, en utilisant l’hypothe`se (11),
log |DI(z)|E ≤ log |M0|+N .
En utilisant l’ine´galite´ (14), on obtient
log |DI(1)| ≤


−(KL− µ− 1) logE +N + log |M0| si I = 0,
N + log |M0| si I = 1.
De l’e´galite´ (13), on de´duit
|D| = |D(1)| ≤ 2max {|D0(1)| , ǫ |D1(1)|} .
Comme E ≥ 1, en utilisant l’ine´galite´ (12) on trouve
log ǫ ≤ −KL logE ≤ −(KL− µ− 1) logE.
Par conse´quent
log |D| ≤ −(KL− µ− 1) logE +N + log |M0|+ log(2).
Ceci de´montre le lemme 2.26. 
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3 De´monstration du the´ore`me 1.1
Nous devons traiter le cas α = 0 se´pare´ment : dans ce cas, nous ne
pouvons pas utiliser notre lemme de ze´ros (proposition 2.1). Nous voulons
minorer |eβ|. Notons que |eβ| = |eℜe(β)| > e−|β|. De (1), on en de´duit que
KL log(E) > |β|, donc que |eβ| > E−KL. Ainsi le the´ore`me 1.1 est vrai pour
α = 0.
Nous supposerons dans la suite α 6= 0. Commenc¸ons par de´finir une
nouvelle quantite´, Gβ,α, lie´e a` D.
3.1 De´finition de Gβ,α
Avec µ tel que de´fini dans De´finition 2.5, on introduit l’ope´rateur de
de´rivation
Fµ(δ) = δ(δ − 1) · · · (δ − µ+ 1)
µ!
,
avec F0(δ) = 1.
Conside´rons le polynoˆme en deux variables G1(X, Y ) de´fini par
G1(X, Y ) = dK−1µ
(∏
p∈P
|M0|p
)
Fµ(δ) (H(X, Y )) , (15)
ou` H(X, Y ) est donne´ par (6) et on a pose´ par convention dµ = 1 quand
µ = 0.
Lemme 3.1. Le polynoˆme G1(X, Y ) est a` coefficients dans Z. Alors
G1(β, α) =
dK−1µ
µ!
(∏
p∈P
|M0|p
)
F (β, α),
ou` F (X, Y ) est tel que de´fini dans de´finition 1.7, et G1(β, α) 6= 0.
De´monstration. Avec 00 = 1, pour tout couple d’indices (k, ℓ), on a
δi(XkY ℓ) =
min(i,k)∑
j=0
(
i
j
)
k!
(k − j)!ℓ
i−jXk−jY ℓ,
δi(Xk) =


k!
(k − i)!X
k−i si i ≤ k
0 sinon,
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et
F (j)µ (ℓ) =
µ∑
i=j
λi,µ
i!
(i− j)!ℓ
i−j =
µ∑
i=j
λi,µ(i− j + 1) · · · iℓi−j.
Alors
Fµ(δ)(XkY ℓ) =
µ∑
i=0
λi,µ
min(i,k)∑
j=0
(
i
j
)
k!
(k − j)!ℓ
i−jXk−jY ℓ
=
µ∑
i=0
λi,µ
min(i,k)∑
j=0
i!
(i− j)!
(
k
j
)
ℓi−jXk−jY ℓ
=
µ∑
i=0
λi,µ
min(i,k)∑
j=0
(i− j + 1) · · · i
(
k
j
)
ℓi−jXk−jY ℓ
=
µ∑
i=0
λi,µ
k∑
j=0
(i− j + 1) · · · i
(
k
j
)
ℓi−jXk−jY ℓ
=
k∑
j=0
(
k
j
) µ∑
i=0
λi,µ(i− j + 1) · · · iℓi−jXk−jY ℓ
= Y ℓ
k∑
j=0
(
k
j
)( µ∑
i=0
λi,µ(i− j + 1) · · · iℓi−j
)
Xk−j
= Y ℓ
k∑
j=0
(
k
j
)
F (j)µ (ℓ)Xk−j.
Graˆce au lemme 2.8, on en de´duit que dK−1µ Fµ(δ)(XkY ℓ) est un polynoˆme
a` coefficients dans Z.
Comme
Fµ(δ) (H(X, Y )) = det
( M0(Fµ(δ) (XkY ℓ))0≤k≤K−1,0≤ℓ≤L−1
)
,
il re´sulte de la de´finition de |M0|p que les coefficients du polynoˆme G(X, Y )
sont dans Z.
En utilisant d’une part la de´finition de H et d’autre part le fait que le
polynoˆme en deux variables
det
( M0(
δj
(
XkY ℓ
))
0≤k≤K−1,0≤ℓ≤L−1
)
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s’annule au point (β, α) pour 0 ≤ j < µ, on de´duit
Fµ(δ) (H) (β, α) = det
( M0(Fµ(δ) (XkY ℓ))0≤k≤K−1,0≤ℓ≤L−1
)
(β, α)
= det

 M0( 1
µ!
δµ
(
XkY ℓ
))
0≤k≤K−1,0≤ℓ≤L−1

 (β, α)
+
µ−1∑
j=0
λj,µ det
( M0(
δj
(
XkY ℓ
))
0≤k≤K−1,0≤ℓ≤L−1
)
(β, α)
= det

 M0( 1
µ!
δµ
(
XkY ℓ
))
0≤k≤K−1,0≤ℓ≤L−1

 (β, α)
=
δµ
µ!
H(β, α) = 1
µ!
F (β, α).
Ainsi, les deux polynoˆmes
1
µ!
F (X, Y ) et Fµ(δ) (H(X, Y )) prennent la
meˆme valeur au point (β, α). Par la de´finition 2.5, δµH(β, α) 6= 0 et la preuve
du lemme 3.1 est ainsi comple`te. 
On de´finit
G2(X, Y ) =
(∏
p∈P
|M0|p
)
δµ (H(X, Y )) . (16)
Puisque F (X, Y ) = δµ (H(X, Y )), on a G2(X, Y ) ∈ Z[X, Y ] et
G2(β, α) =
(∏
p∈P
|M0|p
)
F (β, α).
Finalement, on de´finit
Gβ,α = min (|G1(β, α)| , |G2(β, α)|) = min
(
1,
dK−1µ
µ!
)(∏
p∈P
|M0|p
)
|F (β, α)| .
(17)
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3.2 Minoration de Gβ,α
De´finition 3.2. Soit f(X1, . . . , Xn) =
∑
i1,...,in
ai1,...,inX
i1
1 · · ·X inn un polynoˆme
a` coefficients complexes. On de´finit la longueur L(f) de f comme la somme
des valeurs absolues de ses coefficients, a` savoir
L(f) =
∑
i1,...,in
|ai1,...,in |.
Pour minorer Gβ,α, on utilisera l’estimation suivante de la longueur de
G1et G2.
Lemme 3.3. (i) La longueur du polynoˆme G1 est majore´e par
L (G1) ≤ dK−1µ H (M0) 2µ+K−1eL−1
√
L.
(ii)La longueur du polynoˆme G2 est majore´e par
L (G2) ≤ µ!H (M0) 2µ+K−1eL−1
√
L.
De´monstration. (i) On commence par majorer L (Fµ(δ)(H(X, Y ))). SoitM0,k,ℓ
la matrice obtenue a` partir de M0 en supprimant la colonne d’indice (k, ℓ).
En utilisant la majoration L(f ± g) ≤ L(f) + L(g) et en de´veloppant le
de´terminant Fµ(δ)(H(X, Y )) suivant la dernie`re ligne, on obtient
L (Fµ(δ)(H(X, Y ))) ≤
K−1∑
k=0
L−1∑
ℓ=0
L
(Fµ(δ) (XkY ℓ) det (M0,k,ℓ))
=
K−1∑
k=0
L−1∑
ℓ=0
L
((
µ∑
j=0
λj,µδ
j
(
XkY ℓ
))
det (M0,k,ℓ)
)
=
K−1∑
k=0
L−1∑
ℓ=0
L



 µ∑
j=0
λj,µ
min(j,k)∑
h=0
(
j
h
)
k!
(k − h)!ℓ
j−hXk−hY ℓ


det (M0,k,ℓ))
=
K−1∑
k=0
L−1∑
ℓ=0
|det (M0,k,ℓ)| ·
µ∑
j=0
min(j,k)∑
h=0
|λj,µ|
(
j
h
)
k!
(k − h)!ℓ
j−h.
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En utilisant, de plus, l’ine´galite´ de Cauchy-Schwarz, on obtient
L (Fµ(δ)(H(X, Y ))) ≤
(
K−1∑
k=0
L−1∑
ℓ=0
|det (M0,k,ℓ)|2
)1/2
·

K−1∑
k=0
L−1∑
ℓ=0

 µ∑
j=0
min(j,k)∑
h=0
|λj,µ|
(
j
h
)
k!
(k − h)!ℓ
j−h


2

1/2
.
Onmajore
(
K − 1
h
)
par
2K−1√
K
, graˆce la seconde ine´galite´ du lemme 2.18(ii),
et
min(j,k)∑
h=0
(L− 1)j−h
(j − h)! par e
L−1, puis on utilise le lemme 2.7 et le lemme 2.16
afin de conclure de la fac¸on suivante :
L (Fµ(δ)(H(X, Y ))) ≤ |M0|
√
KL
µ∑
j=0
min(j,k)∑
h=0
|λj,µ| j!
(
K − 1
h
)
(L− 1)j−h
(j − h)!
≤ |M0|
√
L
µ∑
j=0
|λj,µ| j!2K−1eL−1
≤ |M0| 2µ+K−1eL−1
√
L.
La de´finition (15) de G1(X, Y ) termine la de´monstration de (i).
(ii) On proce´de de fac¸on similaire : on de´veloppe tout d’abord le de´terminant
δµ(H(X, Y )) suivant la dernie`re ligne, puis on de´veloppe δµ (XkY ℓ) et enfin
on applique l’ine´galite´ de Cauchy-Schwarz pour obtenir
L (δµ (H(X, Y ))) ≤
(
K−1∑
k=0
L−1∑
ℓ=0
|det (M0,k,ℓ)|2
)1/2
·

K−1∑
k=0
L−1∑
ℓ=0

min(µ,k)∑
h=0
(
µ
h
)
k!
(k − h)!ℓ
µ−h


2

1/2
.
En utilisant la majoration
(
K − 1
h
)
≤ 2
K−1
√
K
,
min(µ,k)∑
h=0
(L− 1)µ−h
(µ− h)! ≤ e
L−1
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et le lemme 2.16, on obtient
L (δµ(H(X, Y ))) ≤ |M0|

KL

min(µ,k)∑
h=0
µ!
(
K − 1
h
)
(L− 1)µ−h
(µ− h)!


2

1/2
≤ |M0|
√
Lµ!2K−1eL−1.
On multiplie e´galement le membre de droite de cette expression par 2µ.
La de´finition (16) de G2(X, Y ) permet de comple´ter cette de´monstration du
lemme 3.3. 
Lemme 3.4 (Liouville). Soient α1, . . . , αn des nombres alge´briques. On pose
D = [Q(α1, . . . , αn) : Q]/[R(α1, . . . , αn) : R]. Soit f un polynoˆme de Z[X1, . . . , Xn],
de degre´ au plus Ni par rapport a` la variable Xi, et qui ne s’annule pas au
point (α1, . . . , αn). Alors
log |f(α1, . . . , αn)| ≥ −(D−1) log L(f)+
n∑
i=1
Ni log(max(1, |αi|))−D
n∑
i=1
Nih(αi).
De´monstration. Ceci est la ge´ne´ralisation de la version de l’ine´galite´ de Liou-
ville utilise´e page 298 de [LMN] applique´e avec l’ine´galite´ |f | ≤ L(f). Voir
aussi [FeNe] Chap. 1 § 1.7 et [Wa] Prop. 3.14. 
Graˆce a` la proposition 2.23, on en de´duit la minoration suivante de Gβ,α :
Proposition 3.5. Si α 6= 0, on a :
logGβ,α ≥ −(D − 1) log
(
min
(
dK−1µ , µ!
)
H (M0) 2µ+K−1eL−1
√
L
)
−(K − 1) log(B)− (L− 1) log(A).
De´monstration. Graˆce aux lemmes 3.3 et 3.4, en utilisant les de´finitions de
A et B, on trouve
logGβ,α ≥ −(D − 1)min (log (L(G1)) , log (L(G2)))
+(K − 1) log(max(1, |β|)) + (L− 1) log(max(1, |α|))
−D(K − 1)h(β)−D(L− 1)h(α)
≥ −(D − 1) log
(
min
(
dK−1µ , µ!
)
H (M0) 2µ+K−1eL−1
√
L
)
−(K − 1) log(B)− (L− 1) log(A).

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3.3 Majoration de Gβ,α
Pour ve´rifier les hypothe`ses du lemme 2.26, il faut connaˆıtre une valeur
admissible du parame`tre N . Dans ce but, nous allons e´tablir la majoration
analytique que voici.
Lemme 3.6. Soit E un nombre re´el supe´rieur a` 1. Soient K et L des
nombres entiers strictement positifs avec L ≥ 2. On pose
N = max{E|β|L, log(L− 1) + (L− 1) log (e|β| + ǫ)}
+ log((K − 1)!) + (µ+ 1) log(L+ 1) + log(2).
Alors
max
{
K−1∑
k=0
L−1∑
ℓ=0
|Φ(µ)k,ℓ (zβ)|E ,
K−1∑
k=0
L−1∑
ℓ=0
|wk,ℓ|
}
≤ eN .
De´monstration. On estime |Φ(µ)k,ℓ (zβ)|E . On a∣∣∣∣∣∣
min(µ,k)∑
j=0
k!zk−j
(k − j)!
∣∣∣∣∣∣ ≤ k!e|z|.
Ainsi,∣∣∣∣∣∣
min(µ,k)∑
j=0
(
µ
j
)
k!ℓµ−j
zk−j
(k − j)!
∣∣∣∣∣∣ ≤
∣∣∣∣∣∣
min(µ,k)∑
j=0
(
µ
j
)
ℓµ−j
∣∣∣∣∣∣ ·
∣∣∣∣∣∣
min(µ,k)∑
j=0
k!zk−j
(k − j)!
∣∣∣∣∣∣
≤ (ℓ+ 1)µk!e|z|
et, d’apre`s la de´finition de Φ
(µ)
k,ℓ (z) en Section 1.2,
∣∣∣Φ(µ)k,ℓ (z)∣∣∣ = ∣∣δµ (XkY ℓ) (z, ez)∣∣ =
∣∣∣∣∣∣eℓz
min(µ,k)∑
j=0
(
µ
j
)
k!
(k − j)!z
k−jℓµ−j
∣∣∣∣∣∣
≤ eℓ|z|(ℓ+ 1)µk!e|z|.
Par conse´quent
|Φ(µ)k,ℓ (zβ)|E ≤ eℓ|βz|(ℓ+ 1)µk!e|βz| ≤ e(ℓ+1)|βz|(ℓ+ 1)µk!.
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Et on en de´duit
K−1∑
k=0
L−1∑
ℓ=0
|Φ(µ)k,ℓ (zβ)|E ≤ eL|βE|
K−1∑
k=0
k!
L∑
ℓ=1
ℓµ
< eL|βE|
(L+ 1)µ+1
µ+ 1
K−1∑
k=0
k!
< eL|βE|
(L+ 1)µ+1
µ+ 1
2(K − 1)!.
Pour ℓ ≥ 0, on a
|wk,ℓ| =
∣∣∣∣∣∣
αℓ − eβℓ
eβ − α
min(µ,k)∑
j=0
(
µ
j
)
k!ℓµ−j
(k − j)!β
k−j
∣∣∣∣∣∣
≤
∣∣∣∣αℓ − eβℓeβ − α
∣∣∣∣ e|β|k!(ℓ+ 1)µ
≤ ℓmax(α, e|β|)ℓ−1e|β|k!(ℓ+ 1)µ
≤ ℓ(e|β| + ǫ)ℓk!(ℓ+ 1)µ.
Ainsi, comme ci-dessus,
K−1∑
k=0
L−1∑
ℓ=0
|wk,ℓ| ≤ (L− 1)(e|β| + ǫ)L−1
K−1∑
k=0
k!
L∑
ℓ=1
ℓµ
< (L− 1)(e|β| + ǫ)L−1 (L+ 1)
µ+1
µ+ 1
K−1∑
k=0
k!
< (L− 1)(e|β| + ǫ)L−1 (L+ 1)
µ+1
µ+ 1
2(K − 1)!.
D’ou` le lemme 3.6. 
Ainsi, sous les hypothe`ses du lemme 2.26, on obtient la proposition sui-
vante.
Proposition 3.7. Soient E > 1 un nombre re´el, K et L deux entiers stric-
tement positifs avec L ≥ 2. On suppose ǫ < E−KL.
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On a
logGβ,α ≤ −(KL− µ− 1) log(E) + log(4) + log((K − 1)!)
+max
{
E|β|L, log(L) + L log (e|β| + ǫ)} + (µ+ 1) log(L+ 1)
+ log
(
min
(
dK−1µ , µ!
))
+ log (H(M0))− log(µ!).
De´monstration. La proposition 3.7 est une conse´quence des lemmes 2.26 et 3.6
et de la relation entre D et Gβ,α donne´e par (17). 
3.4 Fin de la de´monstration du the´ore`me 1.1
On raisonne par l’absurde en supposant ǫ ≤ E−KL. On va utiliser la
minoration de Gβ,α fournie par la proposition 3.5 et la majoration donne´e
par la proposition 3.7.
Comme L ≥ 2, on majore µ par L − 2 et µ log(L) − log(µ!) par L −
0.5 log(2πL), en utilisant le lemme 2.18(i) et en faisant quelques calculs pour
de petites valeurs de L. Donc on obtient
−D log (H (M0)min (dK−1L−2 , (L− 2)!))− (D − 1) log(2L+K−3eL−1√L)
−(K − 1) log(B)− (L− 1) log(A)
≤ −(KL− L+ 1) log(E) + log(4) + log((K − 1)!) + L− log(2πL)
2
+max
{
E|β|L, log(L− 1) + (L− 1) log (e|β| + E−KL)} .
Par ailleurs, on peut supposer KL log(E) ≥ DLK log(2) + L log(E), soit
(K− 1)L log(E) ≥ DLK log(2). Puisque K et L sont des entiers strictement
positifs, le membre de droite est positif et donc K ≥ 2. On a alors
(L− 1) log (e|β| + E−KL) ≤ |β|(L− 1) + (L− 1) log (1 + 2−2L)
< |β|L+ L2−L ≤ |β|L+ 0.061.
Donc
max
{
E|β|L, log(L− 1) + (L− 1) log (e|β| + E−KL)} < E|β|L+log(L−1)+0.061.
En appliquant ceci avec la proposition 2.23 et log(4)−log(2π)/2+0.061 <
0.53, on trouve
−D log

DK−1,L−1
(√
3
2
e
min(K,L)√
L
dL−1
)K−1
2KL+L
√
6
16L
min
(
dK−1L−2 , (L− 2)!
)
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−(D − 1) log
(
2L+K−3eL−1
√
L
)
− (K − 1) log(B)− (L− 1) log(A)
< −(KL− L+ 1) log(E) + log((K − 1)!) + L+ E|β|L+ 0.5 log(L) + 0.53.
En regroupant et re´arrangeant les diffe´rents termes, on obtient
KL log(E) (18)
< DKL log(2) +D(K − 1) log
(√
3e
min(K,L)√
L
dL−1
)
+D log
{
(4e)L−1min
(
dK−1L−2 , (L− 2)!
)}
+D log
(
DK−1,L−1√
L
)
+ log((K − 1)!) + (K − 1) log(B/2) + (L− 1) log(A/2)
+E|β|L+ (L− 1) log(E) + log (2e) +D log
(√
6
16
)
+ 0.53.
La majorationD log
(√
6/(16
√
L)
)
+log(2e)+0.53 < 0 permet de conclure
cette de´monstration du the´ore`me 1.1.
4 De´monstration du corollaire 1.5
On choisit K = ⌊c1|β|⌋ et L = ⌊c2 log(|β|)⌋ avec des constantes re´elles
strictement positives c1 et c2. Nous de´terminerons les valeurs optimales pour
pour c1, c2 et E. Cela nous permettra de de´montrer le corollaire 1.5.
On peut e´crire le membre de gauche de l’ine´galite´ (1) de la fac¸on suivante
c1c2|β| log(|β|) log(E) + o(|β| log(|β|)).
Puisque les nombres α et β sont des entiers alge´briques dans un corps
imaginaire quadratique, on a D = 1 et on peut prendre A = B = 1. On
majore DK−1,L−1 par (K − 1)!, comme le logarithme du de´nominateur de
DK−1,L−1 est en o(|β| log(|β|)). Aussi on e´crit dx sous la forme exp (ψ(x)), ou`
ψ(x) =
∑
pk≤x log p et on remplace x! par Γ(x+1). E´tant donne´ que e
√
3L et
(4e)L−1 sont tous deux en o(|β| log(|β|)), on peut e´crire le membre de droite
de l’ine´galite´ (1) sous la forme
c1c2|β| log(|β|) log 2 + c1|β|ψ (c2 log(|β|)) + 2 log(Γ(c1|β|))
+min (c1|β|ψ (c2 log(|β|)) , log (Γ(c2 log(|β|))))
+E|β| (c2 log(|β|)) + c2 log(|β|) logE + o(|β| log(|β|)).
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Des de´veloppements asymptotiques log Γ(x) = x log(x) + o(x log x) et
ψ(x) = x+ o(x), on de´duit que le membre de droite de l’ine´galite´ (1) est
c1c2(1 + log(2))|β| log(|β|) + 2c1|β| log(|β|) +Ec2|β| log(|β|) + o(|β| log(|β|)).
En combinant ces expressions pour les membres de gauche et droite de
l’ine´galite´ (1) et en divisant ces deux meˆmes membres par |β| log(|β|), la
condition a` satisfaire devient
c1c2 logE > c1c2 (1 + log(2)) + 2c1 + Ec2 + o(1). (19)
En ignorant le terme o(1), pour le moment, et en re´solvant l’e´quation
c1c2 logE = c1c2 (1 + log(2)) + 2c1 + Ec2
pour c1, on obtient
c1 =
c2E
c2(log(E)− 1− log(2))− 2 ,
qui s’e´crit
c1c2 logE =
c22E log(E)
c2(log(E)− 1− log(2))− 2 . (20)
En de´rivant cette fonction de c2 dans le membre de droite et en re´solvant
l’e´quation permettant de trouver les points annulant cette de´rive´e, on trouve
la valeur
c2 =
4
log(E)− 1− log(2) .
Pour cette valeur de c2, le membre de droite de l’e´galite´ (20) vaut
8E log(E)
(log(E)− 1− log(2))2 .
En de´rivant cette expression par rapport a` E et en re´solvant a` nouveau
l’e´quation permettant de trouver les points annulant cette nouvelle de´rive´e,
on trouve la valeur
E = exp
(
1 +
log(2)
2
+
1
2
√
log2(2) + 8 log(2) + 8
)
= 25.0059 . . .
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En posant γ = log2(2) + 8 log(2) + 8, on obtient
c1c2 log(E) =
16
√
2 exp
(
1 + (1/2)
√
γ
) (
2 + log(2) +
√
γ
)
(√
γ − log(2))2 = 276.55 . . .
Il re´sulte de cette e´tude que pour tout ǫ > 0, il existe B0 tel que pour
|β| > B0, l’ine´galite´ (19) soit ve´rifie´e avec c1c2 log(E) = 276.55 . . .+ ǫ. D’ou`
le corollaire 1.5.
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