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ABSTRACT OF THE DISSERTATION 
Ultrafast Nonlinear Spectroscopy Study of Interfaces and Surfaces 
 
by 
 
Yingmin Li 
Doctor of Philosophy in Materials Science and Engineering 
University of California San Diego, 2019 
Professor Wei Xiong, Chair 
 
Interfaces and surfaces are ubiquitous in people’s daily life and they play a pivotal 
role in many research fields such as molecular electronics, photovoltaics, and 
environmental chemistry. However, due to the lack of interface-specific probes, there are 
plenty of questions remain unsolved for interfaces. During the past few decades, thanks to 
the development of ultrafast pulsed laser technology, nonlinear spectroscopy has merged 
to be a powerful technique to characterize the properties of interfaces. In this dissertation, 
several novel nonlinear spectroscopic methods will be discussed and used to perform static 
as well as kinetic study of interfaces. 
xxi 
 
First, the major emphasis of this dissertation is to understand the electronic structure 
and charge transfer dynamics at the interface formed by an organic semiconductor – 
poly(3-hexylthiophene-2,5-diyl) (P3HT) and a metal – gold or an inorganic semiconductor 
– silicon. Using the interface specific sum frequency generation spectroscopy (SFG), a 
method of measuring the band gap of buried interfaces is established. The result 
demonstrates that the electronic structure at buried interface differs from that of the bulk. 
By combining the transient absorption spectroscopy and vibrational sum frequency 
generation (VSFG) spectroscopy, the first dynamical electric-field-induced VSFG signal 
is observed and for the first time, a spectroscopic evidence of direct electron transfer at 
complex polymer/metal interfaces is presented. Aided by heterodyne detection, a  phase 
rotation approach has been established to disentangle the pure molecular response from the 
electronic nonresonance to interfacial charge transfer.  
 The first fourth order three-dimensional SFG spectroscopy (3D SFG) is introduced 
and used to measure the interstate vibrational coherences from a Re(diCN-bpy)(CO)3Cl 
monolayer adsorbed on gold surface. It is learned that the surface attachment induces both 
homogeneous and inhomogeneous dephasing dynamics of the vibrational mode. However, 
the coherence is preserved upon surface attachment. 
 Other than applying to air/solid and solid/solid interfaces, nonlinear spectroscopy 
is also powerful to learn air/aqueous interfaces. VSFG is used to explore the protein 
adsorption kinetics at air/salt water interface under environmentally relevant conditions. In 
combination of surface pressure measurement, a novel “salting up” phenomenon is 
proposed, and the role of ions is discussed. Moreover, a critical surface coverage needs to 
be satisfied to induce the conformational change of proteins at the surface. 
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 Overall, nonlinear spectroscopy has been proved to be an ideal candidate for non-
destructive and interface specific characterization method. By choosing the appropriate 
method, both static and kinetic information can be achieved. 
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Chapter 1 Introduction 
1.1 Motivation 
In 2000, Professor Herbert Kroemer coined the famous phrase that “the interface is 
the device” on his Nobel Lecture which implies the importance of understanding the 
properties of interfaces in heterostructures such as optoelectronic devices and light-
emitting devices.1 An interface, in most cases, is referred to the boundary formed by two 
different matters that have either the same or different physical states. The interface 
composed by matter and air is called surface. In the past few decades, interfaces and 
surfaces have attracted tremendous interest from researchers in different fields, including 
molecular electronics,2,3 photovoltaics,4 surface catalysts5,6 and environmental 
chemistry.7,8  
Why surfaces and interfaces are interesting to study and pivotal to understand? 
Unlike in the bulk, materials at interfaces have unique properties that are induced by the 
anisotropic molecular ordering and structuring.9,10 In addition, upon the contact to a 
different material, the new created interface would exhibit totally different electrical,11–13 
optical,9,14 as well as magnetic properties from the material on either side of the 
interface.15,16 Therefore, fully understanding and controlling interfaces have great potential 
to improve the performance of a variety of devices. For example, during the past few 
decades, p-n junction, a classic device in semiconductor industry which is essential to many 
electronics, has been extensively studied. It is found that the interfacial area formed by two 
semiconductors (one n-type and one p-type) is critical to device performance. Recent 
studies on p-n junctions in photovoltaics suggest that by engineering the interface, the 
potential difference across the interface can be optimized and higher charge separation 
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efficiency can be accomplished.4 Other research efforts were spent on developing 
transparent conductive oxides to make transparent p-n junction devices such as UV-light 
emitting diodes (LEDs) with abrupt interfaces.17 Two-dimensional transition metal 
dichalcogenides (2D TMDs) are applied to develop lateral p-n junctions with atomically 
sharp interface including WS2/MoS2 and MoSe2/WSe2 to achieve high on-off current ratios 
and distinctive electro-optical properties.18 This indicates that choosing a right interface 
will greatly enhance a device performance in many aspects. In recent years, the efforts to 
engineer interfaces have extended to molecular electronics which introduce modifications 
to the surface and interface in traditional electronic devices by adding a molecular 
monolayer which can significantly alter the band structure and charge behavior at 
interface.2,19–21 The emergence of this exciting research topic has brought the importance 
of interfaces to an unprecedented molecular level and characterization methods are in great 
need to uncover the missing molecular knowledge about surfaces and interfaces.  
In recent years, many techniques have been discovered to detect surfaces and 
interfaces where different types of probes are applied. Scanning probe microscopies (SPM), 
such as atomic force microscopy (AFM) and scanning tunneling microscopy (STM), are 
utilized to study the morphology of surfaces.22–25 By scanning a physical probe around the 
sample, images with atomic level resolution are obtained. However, SPM doesn’t have the 
access to buried interfaces including liquid/solid and solid/solid systems. Electron is also a 
powerful tool to detect interfacial areas. For instance, X-ray photoelectron spectroscopy 
(XPS) and ultraviolet photoelectron spectroscopy (UPS) are utilized to determine the band 
alignments.26–28 Auger electron spectroscopy (AES) provides information about surface 
composition.29 However, in most surface sensitive electron spectroscopies, ultra-high 
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vacuum conditions are required which makes the setup and measurement to be 
sophisticated. The need for vacuum also limits their application to certain specimen. 
Moreover, the techniques mentioned above can only access to the top surface instead of 
buried interfaces which would retain different properties and structures. 
Optical probe has been proven as good candidate to study surfaces and interfaces.30–
32 Photons can be propagated and detected under ambient conditions which makes it easy 
to build the instrument. Other than that, the penetration depth of incident beam is on the 
order of hundreds of nanometers or even longer which enables the optical probe to access 
buried interfaces easily. Optical probe, in most cases, is also non-destructive to the 
specimen. Optical spectroscopy can detect molecular rotational transitions, vibrational 
transition, and electronic transitions by selectively choosing the incident photon energy, 
which in principle makes it applicable to study any interface accessible to light. One major 
problem of traditional optical spectroscopy, such as Ultraviolet-visible spectroscopy and 
Fourier-transform infrared spectroscopy, is while the light can detect interface, it 
simultaneously generates response from the bulk. As bulk accounts for larger volume, the 
signal from interface is overwhelmed by that from the bulk which indicates 
surface/interface sensitive optical spectroscopies need to be discovered to suppress the bulk 
response. 
A few decades ago, the discovery of second harmonic generation spectroscopy 
(SHG) pioneered the development of the interface sensitive nonlinear optical 
spectroscopy.33 More technologies such as sum frequency generation spectroscopy (SFG) 
and two-dimensional sum frequency generation spectroscopy (2D SFG) have been 
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developed ever since to perform surface/interface specific research on different 
systems.30,34 Li et al used chiral SFG spectroscopy to realize the in situ and real-time 
measurement of the protein secondary structures at interfaces, different conformations 
including random coils, α-helices and β-sheets can be observed at the lipid-water 
interface.35 Water structures at various surfaces associate with different salt ions and lipids, 
including phospholipid membranes and zwitterionic lipid, were explored by both 
homodyne detected and heterodyne detected vibrational SFG spectroscopy.35–39 The charge 
transfer state of CO on Pt (111) was probed by SFG, and the band structure at surface was 
determined.40 Hot electron transfer from semiconductor nanocrystals, such as lead selenide 
on titanium dioxide, was investigated by time-resolved SHG spectroscopy.41  
As shown in above cases, most of previous studies focused on probing the top 
surface whereas buried interfaces are barely explored. Moreover, SHG and SFG have 
mostly be applied to simple molecular interfaces, such as water, model peptides etc., 
whereas complex interfaces are relatively less explored. Molecular responses during the 
charge transfer process remain unclear and the role of molecular conformation during the 
charge dynamics hasn’t been explored. This is mostly because complicated ultrafast 
dynamics on molecular interfaces are folded into a one-dimensional information in SHG 
and SFG spectroscopy and thereby convoluted. New interfacial optical techniques are 
needed to either investigate interfaces from different aspects, or expanding existing 
techniques into new time, frequency and spatial domains. Therefore, during my PhD career, 
to add new weapons to the arsenal to fight against the difficulties of probing interfaces, I 
have been working on developing and applying new nonlinear optical spectroscopy to learn 
more molecular details on complex interfaces, and they include: applied electronic SFG 
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spectroscopy to measure the electronic structures at buried interfaces (chapter 3); 
developed transient vibrational SFG spectroscopy to resolve ultrafast charge dynamics at 
complex molecular interfaces and implemented heterodyne detection to extract out 
molecular responses (chapter 4 & 5); established forth order 3D SFG spectroscopy to study 
surface adsorbed catalyst monolayers (chapter 6); explored protein adsorption kinetics at 
air/water interface with vibrational SFG in combine with surface pressure measurement 
(chapter 7).   
1.2 Ultrafast Nonlinear Spectroscopy and Research Objectives 
 As discussed above, there has been a tremendous growth in nonlinear optical 
spectroscopy. What is nonlinear spectroscopy? It is well-known that when shed light on an 
object, there will be different forms of light-matter interactions which can be generally 
summarized in eq. 1.1, where  is the polarization density at time t,  is the electric 
field driven by the incident light,  is the nth order susceptibility of the medium. When 
the incident field is weak, the nonlinear polarization terms can be ignored so that the 
polarization is proportional to the incident light intensity. However, when we use intense 
light field (usually a laser light source) to interact with samples, the higher order terms are 
not negligible any more. Therefore, the nonlinearity of the specimen can be obtained 
through multiple light-matter interactions which is what nonlinear spectroscopy studies. It 
should be noted that not all the nonlinear spectroscopy methods have the interface 
selectivity. However, through the deliberate design of beam geometry and incident 
wavelength, even order of nonlinear spectroscopy methods which are inherently 
interface/surface sensitive can be achieved (details are discussed in Chapter 2).  
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 = 
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 +  +  + ⋯ +  = 
  


          1.1 
 Femtosecond laser systems generate high power laser beams that have the pulse 
duration on the order of tens of femtoseconds. They have been widely used as the light 
source for nonlinear spectrometers. Its high pulse energy and short pulse duration facilitate 
both static and kinetic analysis of surfaces and interfaces, especially the observation of 
ultrafast processes in nanomaterials at their spatial and temporal limits. In this dissertation, 
special experimental setups are designed for developing new nonlinear spectroscopy 
techniques which are then applied to study different types of interfaces including 
semiconductor/semiconductor interface, semiconductor/metal interface, air/solid 
interfaces, and air/aqueous interface. An emphasis will be placed on understanding the 
electronic structures and the change transfer dynamics at buried interface. Different types 
of charge behaviors will be investigated through time-resolved methods. Phase sensitive 
detection scheme is utilized to retrieve the phase information. Furthermore, catalysts for 
CO2 reduction attached on gold surface will be explored to demonstrate the ability of 
nonlinear spectroscopy to study monolayers adsorbed on solid substrate. Protein adsorption 
kinetics at air/water interface will be studied as an example application to air/aqueous 
interface.   
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Chapter 2 Experimental Methodology and Background 
In this chapter, the principles and typical setup of nonlinear spectrometers that used 
to study interfaces and surfaces are introduced. A brief introduction of femtosecond laser 
systems will be included in 2.1. A second order nonlinear spectroscopy, sum frequency 
generation (SFG) spectroscopy which is capable of obtaining static interfacial specific 
information will be discussed in 2.2. In 2.3, transient vibrational sum frequency generation 
spectroscopy (tr-VSFG) which is a tool to learn the dynamics at interfaces is demonstrated. 
Higher order of nonlinear spectroscopy methods including two-dimensional sum frequency 
generation (2D SFG) and three-dimensional sum frequency generation (3D SFG) 
spectroscopy are discussed in 2.4. At the end of chapter 2, different scenarios of signal 
collection will be introduced. 
2.1 Femtosecond Laser and Optical Parametric Amplifier  
The past few decades have witnessed tremendous development of laser technology. 
Techniques such as modelocking, self-phase modulation, and chirped pulse amplification 
make it possible to create ultrashort laser pulses while maintain high pulse energy. This is 
important as short pulse duration would provide high time resolution and high pulse energy 
would generate enough photons to study material’s nonlinearity. Nowadays, femtosecond 
lasers can produce thousands of pulses in one second with the pulse duration on the order 
of tens of femtosecond. The ability to generate high power laser pulses facilitates the 
prosperity of nonlinear optics and enables great advancement in ultrafast nonlinear 
spectroscopy.  
The research reported in this dissertation is carried out using a Titanium-sapphire 
(Ti:sapphire) laser system from Coherent as the light source. The gain medium is a sapphire 
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crystal (Al2O3) doped with Ti3+ ions. Our Ti:sapphire laser out puts at 790 nm with 1kHz 
repetition rate. The output power is ~ 6 W and the pulse duration is 35-50 fs.  
As the molecular electronic transitions and vibrational transitions we’re interested 
in absorb in the near-infrared (NIR) and mid-infrared (MIR) spectral region, the output 790 
nm light need to be converted into different wavelength to be on resonance with different 
transitions. Optical parametric amplifier, abbreviated OPA, is applied to realize the 
wavelength conversion from red edge of visible spectrum to the infrared spectrum.  
It should be noted that the design of OPA differs from one to another depending on 
the requirement of output wavelength and output pulse energy. The model used in this 
dissertation is TOPAS-Prime from Light Conversion which possesses a two-stage 
parametric amplifier geometry (as shown in Figure 2-1). Its basic configuration consists of 
several components: pump beam delivery and splitting optics (PO), white-light spectrum 
generator (WLG), the first amplification stage (pre-amplifier, PA1), a beam expander-
collimator (SE), and the second amplification stage (power amplifier, PA2). The rotational 
and translational stages in the OPA are controlled by the computer which enables a fast 
and precise tuning of the output wavelength. 
The 790 nm output from the laser head is sent into the OPA at A0 which is then 
splitted into two parts by BS1. The small fraction is further splitted into two parts at BS2 
where one of them (small portion, line 3) is used as the seed to produce white-light 
continuum (WLC) in a sapphire plate. The white light has a broad spectral coverage which 
enables the tunable IR output later. The other part (major portion, line 4) of the small 
fraction and the white light are focused onto the nonlinear crystal (NC1) for first stage of 
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amplification and the two pulse are spatially and temporally overlapped. A non-colinear 
geometry is used for the easy separation of the signal beam. Only the signal beam is picked 
up (line 6) and expanded, then collimated by a lens telescope. At the second stage of 
amplification, the major component of 790 nm input (line 2) is used as the pump to amplify 
the signal beam after the first amplification stage and it is downsized to achieve high pump 
intensity by a lens-mirror telescope. The beam geometry is colinear at second stage of 
amplification which means the final output signal and idler beams are colinear. A dichroic 
mirror is applied to get rid of the pump residue (DM3) and only output the signal and idler 
beam which are both in the near infrared spectral region. To tune the final output 
wavelength, the time delay of seed light with respect to the pump pulse is changed and the 
orientation of both nonlinear crystals need to be adjusted to meet the phase matching 
condition.  
 
Figure 2-1. The layout of TOPAS-Prime. The pink lines indicate the 790 nm beams. White line 
represents the white light continuum and the yellow lines denotes the signal and idler beams of near 
IR. Thicker lines stands for higher intensity while thinner lines for lower intensity. 
The output near IR beams can be directly used to study the nonlinearities of 
materials such as optical kerr effect or laser induced structural change. However, in order 
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to probe the molecular vibrational modes which absorb in the mid-infrared spectral region, 
a different frequency generation process is needed to realize the frequency conversion. 
Nonlinear crystals such as lithium triborate (LBO), barium borate (BBO) and silver gallium 
sulfide (AGS) are usually used as the media for mid IR generation.  
2.2 Sum Frequency Generation Spectroscopy 
As discussed in chapter 1, nonlinear spectroscopic methods are implemented to 
study interfaces and surfaces. SFG spectroscopy, a second-order nonlinear technology, is 
inherently sensitive to space geometry which makes it a powerful tool to achieve this goal. 
The surface selectivity of SFG stems from χ(2), known as second order susceptibility, which 
is an intrinsic property of materials. The reason is explained as follow: as explained in eq. 
1.1, there’s a relation between the incident electromagnetic wave and the polarization 
induced by it. If we assume an inversion operator, , defined by  = −, and apply 
it to the total induced polarization, we have: 
− = 
 ∑  = 
 ∑ −1                     (2.1) 
Sum up eq. 1.1 and eq. 2.1, we have: 

  


+ 
 −1


= 
 1 + −1


= 0    2.2 
Based on eq. 2.2, it can be learned that the even order susceptibility, χ(2i), equals to 0 in 
centrosymmetric media. Therefore, the even order susceptibilities can only survive at 
interfaces where the centrosymmetry is broken so that it can generate a response to the 
incident light. This explains the interface sensitivity not only for second order process like 
SFG, but also for higher even order process such as 2D SFG which will be discussed later. 
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In general, it requires two light matter interactions to generate SFG signal which 
means two laser pulses are shed onto the sample surface. Depending on the different 
resonant conditions, SFG can be categorized in vibrational sum frequency generation 
(VSFG) and electronic sum frequency generation (ESFG) as demonstrated in the following 
section.  
2.2.1 Vibrational Sum Frequency Generation Spectroscopy 
VSFG was first developed in the 1980s and has been extensively used as a 
surface/interface selective probe. In a typical VSFG experiment, an IR beam and a visible 
beam are chosen to interact with the sample following the energy diagram depicted in 
Figure 2-2. The wavelength of IR beam (MIR in most cases) is tuned to be on resonance 
with specific molecular vibrational mode to initiate an excitation from ground state to 
excited state in the sample. Meanwhile, the visible beam is spatially and temporally 
overlapped with the IR beam to bring the excitation to a virtual state which allows the 
emission of VSFG signal (ωVSFG= ωIR+ ωVis) at the sum frequency of the IR photon (ωIR) 
and the visible photon (ωVis). This process is also known as upconversion as it converts the 
information-bearing beam from IR region (low photon energy) to visible region (high 
photon energy). Upconversion method is favorable in terms of both providing the interface 
sensitivity and better detection sensitivity (knowing that the detectors are more sensitive to 
visible light over the infrared light). The mathematical express of VSFG process can be 
written as following equation: 
!"# $!"# ∝  &' ()& $()*' $*
&'
                                  2.3 
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where I, J, K are the Cartesian component coordinate of the electromagnetic fields and &'  
is the element of second order susceptibility tensor χ(2).  
 
Figure 2-2. A schematic illustration of the energy diagram of VSFG process. 
2.2.2 Electronic Sum Frequency Generation Spectroscopy 
Unlike VSFG where a single IR beam is utilized to excite the sample, ESFG has 
two excitation beams interacting with the sample to create electronic excitation. Therefore, 
while VSFG can provide information about vibrational modes, ESFG probes the interfacial 
area from an electronic perspective. The energy diagram of an ESFG process is shown in 
Figure 2-3. A NIR beam and a visible beam are spatially and temporally overlapped at the 
sample surface to hit on an electronic resonance. The ESFG process have the same 
mathematical expression as VSFG and the emission wavelength is ωESFG= ωNIR+ ωVis. 
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Figure 2-3. A schematic illustration of the energy diagram of ESFG process. 
2.3 Transient Vibrational Sum Frequency Generation Spectroscopy 
Ultrafast transient absorption spectroscopy is another commonly used nonlinear 
spectroscopy technique. As a third order nonlinear process, it is not interface specific, 
which means the response from interface or surface would be mixed with that from the 
bulk. In a typical transient absorption spectroscopy measurement, pump-probe method is 
employed, where a pump beam first creates an excitation in the sample. After certain 
waiting time (Δ), a probe beam comes in to interact with the sample and characterize the 
relaxation of the excited states. In this way, the response of the sample to the optical 
excitation can be obtained and by scanning the time delay between pump and probe, it is 
possible to learn how the system evolves along the time upon the external perturbation. 
Therefore, transient spectroscopy is often used as a tool to study kinetic processes including 
the charge transfer dynamics, molecular conformational change, and protein adsorption 
dynamics. The resolution of  transient measurement is determined by the laser pulse 
duration. 
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In order to better characterize the changes in absorption spectrum as a function of 
time, the concept of pump-probe signal is introduced. That is, at each Δ, an absorbance 
spectrum is collected both before the system got pumped (pump off spectrum) and after 
pumped (pump on spectrum). Then the pump on spectrum is subtracted by the pump off 
spectrum to get the pump probe spectrum. In traditional transient absorption studies, the 
pump probe signal contains a lot of information, where the negative part indicates the 
ground state bleaching, while the positive part shows the higher state excitation. Ground 
state bleach stems from the depletion of carriers in ground state due to the excitation, which 
will reduce the absorption cross section of the ground state that generates smaller signal in 
pump on spectrum comparing to pump off spectrum. 
From the previous discussions, we learn SFG is powerful in terms of providing 
static interfacial specific information whereas transient absorption technique enables 
dynamic study of a bulk system. A method which combines the advantages of both 
techniques is developed to get interfacial specific information that is transient vibrational 
sum frequency generation spectroscopy (tr-VSFG). A femtosecond laser pulse, which 
serves as the pump, first interacts with the sample. After a time delay, a VSFG probe, 
comes in to selectively detect the interfacial response to the pump excitation. The tr-VSFG 
technology will be utilized to explore the charge transfer dynamics across the interface in 
the following chapter. 
2.4 Multi-Dimensional Sum Frequency Generation Spectroscopy 
From previous sections, one-dimensional spectroscopy methods showed great 
capability of studying surfaces and interfaces from both static and dynamic point of view. 
Important information such as frequency resolved spectra, time dependent absorption, and 
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lineshape can be obtained. However, when dealing with samples that have multiple 
vibrational modes in a narrow spectral region or exhibit great spectral broadening, one-
dimensional spectroscopy has the limitations of unambiguously disentangling different 
vibrational modes and determining the homogenous and inhomogenous broadening 
linewidth. Therefore, the interactions between different modes including coupling, energy 
transfer can’t be studied. One solution is to do multi-dimensional spectroscopy where an 
additional frequency axis is added through creating another coherence by the pump 
sequence. More observables such as the evolution of cross peaks, 2D lineshape can be 
extracted out from 2D spectra. In this section, multi-dimensional spectroscopic methods 
will be introduced which are two-dimensional sum frequency generation spectroscopy (2D 
SFG) and three-dimensional sum frequency generation spectroscopy (3D SFG). It should 
be noted that 2D SFG also has the interface selectivity as it is a fourth order nonlinear 
process.  
A typical 2D SFG experiment has the pulse sequence showed in Figure 2-4. Two 
IR pump pulses interact with the sample first to create a coherence between the ground 
state and excited population state. The two pulses are separated by a tunable time delay t1 
which is controlled by a spectral pulse shaper. After a waiting time of t2, another IR pulse 
comes in to probe the system to generate a second coherence. A visible beam is sent into 
the sample at the same time to upconvert the oscillation (that has the lifetime of t3) to visible 
spectral region to be detected. Both t1 and t3 are scanned in time and then get converted into 
frequency domain through Fourier transform to get two frequency resolved axis. To make 
it simpler, a 2D SFG pulse sequence can be regarded as an SFG pulse sequence with 
additional two excitation pulses.  
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Figure 2-4. Schematic of 2D SFG pulse sequence. First two blue pulses are IR pump, the third one 
is IR probe, and the broad band pulse is the visible beam that used for upconversion.  
 2D SFG spectrum (a schematic is included in Figure 2-5.) has notably different 
features from linear SFG spectrum. First of all, both X and Y axis resemble frequency for 
a 2D spectrum which are denoted as ω1 and ω3. While ω1 shows the oscillation induced by 
the pair of pump pulse between t1, ω3 depicts the decay induced by the probe pulse in t3. 
The signal intensity is reflected by the pseudo color map. Secondly, the absorption of each 
molecular vibrational mode would show up as a doublet peak along the diagonal in a 2D 
SFG spectrum. In Figure 2-5, for example, there are two pairs of peaks which indicates two 
molecular absorptions in the probing spectral region. The reason is that the one locates 
right along the diagonal is generated through the fundamental transition (ν = 0 → 1) while 
the out-of-phase peak is the result of overtone transition (ν = 1 → 2). Last but not the least, 
there would be cross peaks showing up at the off diagonal direction which are referred as 
cross peaks. The appearance of cross peaks is due to the coupling between different 
vibrational modes which means 2D SFG can provide information about the interactions 
between different oscillators in the molecules. By analyzing the spectral lineshape of 2D 
SFG peaks, the homogenous and inhomogeneous broadening information can be extracted 
out. Since the phase of doublets depends on the directions of the transition dipole moment 
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and the transition polarizability, we can also learn the information about the molecular 
orientation at interfaces. 
 
Figure 2-5. A schematic of typical 2D SFG spectrum. The fundamental peaks are colored in green 
whereas the overtone peaks are in orange. ω01 denotes the fundamental transition from ground state 
to first excited state, ω12 represents the overtone transition from first excited state to second excited 
state. 
3D SFG has the same experimental setup as 2D SFG. The major difference between 
the two is for 3D SFG, by scanning t2, a third frequency axis can be achieved through 
Fourier transform t2 into frequency domain. Besides measuring the vibrational coherences 
of single vibrational modes, the fourth-order 3D SFG spectrum also measures the dynamics 
of interstate coherences and vibrational coherences states between two vibrational modes. 
2.5 Signal Detection Methods 
In this section, different signal detection schemes utilized in this dissertation are 
introduced including homodyne detection and heterodyne detection. An emphasis will be 
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placed on describing the phase sensitivity of heterodyne detection over homodyne 
detection.  
2.5.1 Homodyne Detection 
In homodyne detection scenario, the intensities of emitted electromagnetic waves 
are detected directly on the detector. During this process, the phase information would be 
lost as shown in an example for homodyne detected SFG signal in equation 2.4, where ISFG 
denotes the intensity of SFG signal, ESFG is the electric field of SFG emission, e-iϕ is the 
phase of the electromagnetic field.  
!"# -. ∝ |!"# ∗ 12∅| =  |!"#|                                 (2.4) 
2.5.2 Heterodyne Detection 
As discussed in section 2.5.1, homodyne detection measures the absolute intensity 
of the nonlinear signals where the phase information is lost. In some cases, such as probing 
the surface species or measuring the interfacial electronic structure, the phase of signal is 
not critical for data interpretation. Some other conditions, however, where molecular 
orientations are in great interests or there are multiple spectral components contributing to 
the detected spectrum, getting phase information is critical to unveil the structure at 
surfaces or interfaces and overcome the interference issue between different spectral 
components. In this section, optical heterodyne detection will be introduced as a tool to 
maintain the phase information.  
In heterodyne detection scenario, a local oscillator (LO) is generated on a sample 
that has a known phase. The LO, which is relatively delayed to the SFG signal from the 
sample, will then interact with the SFG signal to generate an interferogram. The phase 
information contains in the fringes in the interferogram. Here, a heterodyne detected SFG 
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signal is again used as an example, where ELO is the electric field of LO, e-iϕLO is the phase 
of the LO signal. The heterodyne signal contains both DC terms (the first two terms) and 
the AC term (cross term between SFG and LO). From eq. 2.5, it’s obvious that the phase 
of SFG signal can be retrieved from the heterodyne detected signal by doing the phase 
calibration for the AC term.  
!"# -4 =  5!"# ∗ 12∅ + 6. ∗ 12∅785 
=  |!"#| + |6.| + 2|!"#||6.|cos ∅6. − ∅              (2.5) 
For analyzing heterodyne detected data, the frequency resolved spectrum will first 
be Fourier transformed into time domain, where the DC terms which oscillates around zero 
point on the time axis is eliminated by applying a step filter. The remaining AC signal will 
be Fourier transformed back to frequency domain, followed by a phase calibration process 
where the phase of LO will be added to the AC term to retrieve the phase resolved SFG 
signal.  
Other than phase sensitivity, heterodyne detection outweighs homodyne detection 
in other aspects. Since the LO beam is much stronger than the SFG signal, the intensity of 
the cross-term is greatly enhanced which means the signal-to-noise ratio is significantly 
improved. This is important because the application of SFG is sometimes limited by the 
small signal intensity and long data acquisition course. With the help of heterodyne 
detection, nonlinear spectroscopy can be utilized to study monolayer samples which 
generates very small response and hard to be detected using homodyne detection. 
Heterodyne detection also enables the separation of molecular signal from the large 
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electronic nonresonance which is impossible for homodyne detected spectrum. The 
nonresonant signal usually shows up as a large broad Gaussian shaped background which 
makes it hard to identify the molecular response. These advantages will be demonstrated 
in more details in the later chapters.  
In this chapter, ultrafast nonlinear spectroscopy techniques used in this thesis are 
discussed, both their fundamental theories and features are introduced. More details 
including the beam geometry of each spectrometer will be demonstrated in the following 
chapters.  
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Chapter 3 Probing Electronic Structures of Organic Semiconductors at Buried 
Interfaces by Electronic Sum Frequency Generation 
 
In this chapter, a second order nonlinear spectroscopy method – Electronic Sum 
Frequency Generation Spectroscopy (ESFG) will be employed to study the electronic 
structures at a buried solid/solid interface for the first time. The system is an organic thin 
film, poly(3-hexylthiophene-2,5-diyl) (P3HT), supported on a silicon surface. The ESFG 
measurement is only in resonance with electronic (or vibronic) excitations, thus capable of 
yielding rich information of the band gap and electronic structures of the P3HT film at 
interface. We find the bandgap of P3HT in contact with silicon is 2.2 eV, with a narrowed 
bandwidth and Lorentzian lineshape. This is significantly distinct from the UV-Vis spectra 
of bulk P3HT, which contains multiple broad Gaussian peaks. Our measurement 
demonstrates at interfaces regioregular P3HT has a uniform electronic structure, which 
could improve the short circuit currents. The unique capability of ESFG to probe electronic 
structures at buried interface under atmosphere will be useful for investigating many buried 
interfaces. 
3.1 Introduction 
Buried interfaces are ubiquitous in devices such as field effect transistors42,43, light 
emitting diodes44 and photovoltaics.45,46 The band gap and electronic structures at buried 
interfaces are crucial in understanding and predicting the charge carrier behaviors at 
interfaces, such as exciton and polaron formations, charge separations and 
recombinations.45,47–50 However, the bandgap and electronics structures at the interfacial 
region, where two materials are in contact with each other, can differ from the bulk, because 
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of interfacial interactions.51–55 Therefore, robust and direct methods are needed to probe 
the band gaps as well as electronic structures at buried interfaces. 
Significant successes on determining interfacial electronic properties of materials 
in vacuum have been achieved by surface techniques. For example, UV photoelectron 
spectroscopy48,52,55 or Ballistic-Electron-Emission Microscopy56 can determine the band 
alignment at interfaces of films with precisely-controlled thickness. It is found that in the 
films that are a few molecules thick, electron tunneling between two domains significantly 
changes the electronic structures of the molecules at interfaces57,58.  
Aside from measurements in vacuum condition, determining electronic structure at 
interfaces under atmospheric conditions is also necessary. Atmosphere resembles the 
working environments of devices, and the electronic and molecular structures of interfacial 
molecules under atmosphere can be significantly different from the ideal vacuum 
condition53. It is difficult to directly extend the vacuum techniques into measurements 
under atmosphere. Only some recent advances in differential pumping allow photoelectron 
spectroscopic techniques to study surfaces under ambient condition (a few Torr)59. 
 More often, optical spectroscopies are used and developed for probing electronic 
structure of interfaces under atmosphere. For instance, bulk sensitive optical techniques, 
such as linear absorption spectroscopy, are widely used to probe nanometer-thick films, 
whose properties are used to approximate the interface properties.60–63 It is questionable 
whether such an approximation is valid. For instance, can we use the optical spectra of thin 
films to extract electronic structure information of the molecules at interfaces?  
In this report, we demonstrate for the first time, that electronic sum frequency 
generation (ESFG) spectroscopy64–68 can determine electronic structures of interfacial 
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molecules at solid/solid interfaces. Like other sum frequency generation techniques and 
electronic second harmonic generations32,69, ESFG is intrinsically interface sensitive, since 
it is a second order coherent optical signal that can only be generated from non-
centrosymmetric media.  
We investigated the organic/inorganic semiconductor interfaces composed by 
poly(3-hexylthiophene-2,5-diyl) (P3HT) and n-doped Si (111). We found although the 
P3HT polymers have a complicated electronic structure distribution in the bulk, which 
results in multiple broad visible transitions, only one narrow Lorentzian peak dominates 
the ESFG spectrum, indicating that the conformation of P3HT at interfaces are more 
uniform than the bulk.  
3.2 Experimental Methods and Theoretical Background 
A Ti:Sapphire regenerative amplifier is used to generate 6mJ, 35 fs, 800nm pulse 
at 1kHz (Astrella, Coherent). Majority of the beam is sent to an OPA system (TOPAS, 
Light Conversion) to generate the signal and idler beams. Based on the band gaps of the 
materials, either signal or idler is used as near IR beam in ESFG. A small amount 800nm 
(<0.5mJ) pass through a band narrowing filter (Idex Optics & Photonics) to create 
narrowband 800nm spectrum (fwhm = 1.5 nm). The relative delay between 800nm and 
near IR is controlled by a mechanical stage. Both the near IR and narrowband 800 nm 
beams are focused by a gold parabolic mirror (EFL= 10 cm, Edmund Optics) onto the 
sample, with both incident angle to be 60° relative to the surface normal. The ESFG signal 
is reflected off the sample surface and is collimated by another gold parabolic mirror (EFL 
= 5 cm, Edmund optics). The signal is sent through short-wavelength pass filter (Newport) 
to remove residue 800nm beam, and finally sent into a spectrograph to be dispersed and 
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recorded on a CCD camera (Andor). Both near-IR and 800 nm beams are attenuated to 
reduce sample damage due to multiphoton absorptions. We do not observe any ESFG 
signal decrease over the course of ESFG measurement (10 mins), which indicates that there 
is no sample degradation happening.70 The polarization of ESFG pulse sequence is SSP, 
where the order of the letters corresponds to ESFG, 800 nm and near IR beam. We use this 
polarization scheme to remove nonresonant contributions from Si substrates. Since the near 
IR spectra range might not be broad enough to cover the entire electronic transition, we 
scan the near IR wavelength from 1840 to 2300 nm in a step of 20 nm and plot the overall 
ESFG counts versus the sum of near IR and 800 nm beams’ frequency to find the resonant 
transitions. ESFG signals of bare Si, GaAs and gold surfaces are also recorded as control 
and reference samples.  
The emitted SFG signal can be expressed as following: 
!"#$ ∝ <=>?? <@A$@A*$* 
=  <=B* + ∑ =CD, $!"# ∗ 1∙GH <@A$@A*$*       (3.1) 
where =>??  is the second order susceptibility, which is often composed by the sum of 
various nonresonant ( =B* ) and resonant ( =CD$!"# ) transitions. In the homodyne 
detection scenario, the signal !"# is proportional to the square of =>?? , and the products of 
near IR (*) and 800nm (@A) beam intensities. As we show below, by normalizing 
!"# of the sample to an SFG signal from the reference sample, the dependence on  * and 
@A can be removed. As a result, we can directly determine  =>?? , which contains 
=CD, $!"#. The term =CD, $!"# reflects physical properties such as bandgap energy 
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and transition dipole strength of the systems. The resonance second order susceptibility 
=CD$!"# 68,71–80 can be written as eq 3.2, 
=CD$!"# ∝ ∑ I|J|KI|LM|>KI>|NOP|KQRS2QTUV2∗W>                          (3.2) 
where |0> and |e> are the ground and excited electronic states of the system, < 0|Y|0 > is 
the initial population at ground electronic state, < 1|[CD|0 > is the hyperpolarizibility of 
two-photon absorption, which promotes systems from |0> to |e> through virtual states |v>, 
and < 0|\|1 > corresponds to the electronic dipole transition that brings the system from 
|e> to |0> by emitting visible lights. In the denominator, ωe0 is the frequency difference 
between |e> and |0>, ωSFG is the frequency of emitted SFG signal, which satisfies 
ωSFG=ωNIR+ω800nm, and the ε is the dephasing contribution. At resonance condition 
(ωe0=ωSFG), the denominator in eq 3.2 approaches to zero, and the ESFG signal is enhanced. 
Therefore, at resonant, the photon energy of the emitted electric fields equals to the band 
gap. 
We emphasize this equation differs from the formula for vibrational sum frequency 
generation (VSFG) 45,81–90, in which one of the two incoming pulses are tuned in resonant 
with molecular transitions. First, all states are electronic states and the contribution from 
vibrational states are treated implicitly. Second, in a typical VSFG case the 
hyperpolarizability term corresponds to Raman transition80, where for ESFG, the 
hyperpolarizability represents two photon absorption process, as firstly pointed out  by 
Moad and Simpson.79 Last, the light-matter interaction sequences differ in VSFG and 
ESFG. In ESFG, the two photon absorption-like light-matter interactions first populate the 
electronic coherences and then the SFG signal is emitted through a dipole interaction and 
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relaxes the systems from excited coherence state to ground electronic states; In VSFG, a 
vibrational coherence is excited first, followed by the Raman-like process. We note that in 
either ESFG or VSFG processes, only coherence states are excited.   
To demonstrate our method, we investigate the prototype interfaces of hybrid 
organic/inorganic photovoltaics composed by poly(3-hexylthiophene-2,5-diyl) (P3HT) 
and n-doped Si (111).91 Although P3HT is a well-studied organic semiconductor, a 
fundamental understand of its bandgap and electronic structure at buried interfaces is still 
far from being complete. Here we show that ESFG can provide insights on both the band 
gap and the electronic structure at interfaces. We focus on the regioregular (RRE) form of 
P3HT, which has all sidechains organized to minimize structural twist from steric effects. 
The P3HT/Si interfaces are prepared by spin coating onto Si substrate at 2000 rpm speed 
and 6mg/ml concentration. The thickness of P3HT film is determined to be ~150nm by 
profilometry. The P3HT/sapphire thin film sample is prepared by the same way, which is 
used to measure UV-Vis spectra. The UV-Vis is used to remove the reabsorption effects, 
and also to determine the absorption spectrum of bulk P3HT. 
3.3 Electronic Sum Frequency Generation Spectra 
The ESFG spectra of RRE P3HT/Si and bare Si substrates are collected and 
compared in this work (Fig. 3-1b). The ESFG spectra of RRE P3HT/Si and bare Si 
substrates show different intensities. In Fig. 3-1b, ESFG spectra of both samples at 
λNIR=1954 nm indicate that the RRE P3HT/Si has larger ESFG signal than pure Si 
substrates. This indicates that the ESFG signals of P3HT/Si are dominated by the P3HT at 
P3HT/Si interfaces, since the ESFG signal from Si substrates is much smaller comparing 
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to the P3HT/Si samples. The signal from Si is suppressed because the SSP polarization is 
used to suppress any non-resonance ESFG signal from Si.  
To ensure the measured signal is from the ESFG process described by eq 3.1, we 
also measure how the signal depends on the power of near IR beam. We control the power 
of near IR by a pair of waveplate and polarizer, where the polarizer defines the near IR 
beam polarization and we use the waveplate to control the portion of near IR beam that 
transmits through the polarizer.  We find the measured signal depends on the near IR power 
linearly (Fig. 3-2a), as described in eq 3.1.   
 
Figure 3-4. ESFG Feynman Diagram (a) and ESFG spectra (b) of regioregular P3HT on Si and 
bare Si surfaces. The regioregular P3HT on Si has stronger signal than bare Si, indicating the ESFG 
signal is generated from P3HT layers at the interfaces. The features at 2.22 and 2.23 eV in both 
spectra are originated from the near IR spectrum.  
Next, to determine the interfacial band gap and its distribution, we investigate the 
ESFG intensity dependence on near IR frequency. We found both the ESFG emission 
photon energy and the intensity change as the near IR frequency is scanned (Fig. 3-2b). 
The center frequency  of ESFG emission directly matches with the sum of the frequencies 
of the near IR and the 800 nm beams, which indicates there are no competing processes 
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such as relaxation from high energy manifolds48,91–94 or coherence transfer95–97 happening 
during the ESFG signal emission. 
The ESFG intensity dependence on near IR frequency is a result of resonance 
enhancement, which serves as a measure of band gap transitions at the interface, as 
discussed in the Theory section. To quantify the resonant enhancement, we plot the ratio 
of ESFG intensities between P3HT/Si and gold surfaces (PPP polarized) as a function of 
the sum frequency of near IR and 800 nm beams66. This analysis effectively removes 
intensity fluctuation of the near IR beam as it being tuned to different center frequency (see 
SI). The SFG intensity ratio is directly correlated to 5=>??5 of the P3HT/Si interfaces. 
As we discussed below, although there are no resonant absorptions for the incoming pulses, 
the emitted SFG signal can be reabsorbed by the bulk materials. Therefore, we normalized 
the ESFG signal by the transmission spectrum of the P3HT to remove effects from 
reabsorptions. 
 
Figure 3-5. ESFG signal as a function of near IR wavelength and power. (a) The ESFG signal 
depends on the IR power linearly, which agrees with Eq. 3.1. (b) 2D plot of ESFG signal as a 
function of sum of incoming beam frequencies. 
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For RRE P3HT/Si sample, ESFG signals peak at 2.2 eV (Fig. 3-3b) and the signal 
is enhanced by 80%. Similar enhancement is seen in a previous SHG study on organic 
field-enhanced-transistor (OFET) composed by P3HT.98 This enhancement is well above 
the instrumental uncertainty of our measurement (± 20% fluctuation of the ratio between 
two nonresonance SFG signals from GaAs and gold surfaces, see Fig. 3-3a). We note that 
there is another small 20% enhancement at ~2.12eV, since it is on the margin of the 
instrumental uncertainty, we decide not to focus on this peak in details. 
As shown in chapter 3.2, the spectrum in Fig. 3-3b measures 5=>??5, which 
possesses many terms, including the electronic resonance and nonresonance terms of 
P3HT. Moreover, since the sum frequency of the two input pulses are well above the band 
gap of Si, which has continuous density of states, there should be a contribution =! from 
the Si surface as well. Therefore, the measured spectrum should be fitted by81, 
 
Figure 3-6. ESFG intensity as a function of the sum frequency of incoming photons. (a) normalized 
intensity ratio between two nonresonant ESFG signals from GaAs and Au surfaces, which 
represents the noise level of the measurement. (b) normalized ESFG intensity ratio between 
P3HT/Si and Au. More than 80% of signal enhancement is seen at 2.2 eV. The RMSE of Lorentzian 
fit is 0.23 and is 0.33 for the Gaussian fit. (c) curve fitting breakdown of (b). 
5=>??5 = <=B* + ∑ =CD, $!"# ∙ 1∙GH + =!$!"#<  (3.3) 
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With at least three unknown = terms, it is difficult to get unique fittings. However, 
we can independently determine  =!$!"# by measuring and fitting the ESFG spectrum 
of Si surface (Fig. 3-3b). We fit the spectrum by a linear function, since the corresponding 
UV-Vis absorption of Si is approximately linear. Then =!$!"#  becomes a known 
parameter in eq 3.3. Since =B* is a constant, the fitting procedure is significantly simplified 
and more reliable. We can use one Lorentzian function as the =CD$!"# term to fit our 
data well. The center of the Lorentzian is 2.199±0.004 eV, with fwhm to be 0.014±0.006 
eV and phase to be 83±16°. Therefore, it indicates only one electronic transition of P3HT 
is observed at the interfaces. 
To understand the fitting result, we breakdown the fitting curves and plot them in 
Fig. 3-3c. Overall, terms that give rise to the peak around 2.2 eV are cross terms =B* ∙
 =CD$!"# and =!$!"# ∙  =CD$!"# and the intensity term<=CD$!"#<. All three 
terms peak at the same position. The leading term that contributes to the lineshape is =B* ∙
 =CD$!"#. This term has an absorptive lineshape, not a dispersive lineshape, because the 
phase difference between the P3HT resonant and nonresonant signals is close to 90°. The 
term =!$!"# ∙  =CD$!"#  has similar lineshapes, because =!$!"#  is close to 
constant. The intensity term <=CD$!"#< contains a small dip at 2.18 eV. Nevertheless, 
it is only < 10% than =B* ∙  =CD$!"# and therefore, does not cause large lineshape 
changes. The rest of terms are almost all constant, which contribute to the large offset in 
the ESFG spectrum. Overall, from the fitting we can conclude that there are no significant 
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interferences among the P3HT nonresonant, resonant signals and Si signals that cause 
lineshape distortions in the spectrum.81  
Another possibility is to fit the peak into a Gaussian, which indicates that the 
electronic transition is inhomogeneously broadened. We replaced the Lorentzian function 
with a Gaussian and used it to fit the data. The fitting result well match the bandwidth but 
failed to reproduce the sharp peak at 2.2 eV. Therefore, we conclude that Lorentzian can 
reproduce the lineshape better than Gaussian, which agrees with the root-mean-square-
error (RMSE) of the two fitting functions. 
3.4 Discussion of Two Interfaces Scenario 
It is possible there are two interfaces in the P3HT/Si samples that could contribute 
to the ESFG signals: the P3HT/Si and P3HT/air interfaces. We conclude the measured 
spectra are mainly contributed from the P3HT/Si, or even if the P3HT/air interface 
contributes a weak signal, its peak position is coincident with the P3HT/Si signal, for the 
following reasons. From a Fresnel factor calculation (see Appendix A.1), we show that the 
ESFG electric field from P3HT/Si interface is 7 times of the one from the P3HT/air 
interface. Since the signal is homodyne detected, the ESFG signal from P3HT/Si is more 
than 50 times larger than the P3HT/air signal. In principle, there should be cross-term 
between the signals from P3HT/Si and P3HT/air, which would lead to interference on the 
measured spectrum. Since only one peak is observed in the ESFG spectrum, it is either that 
the signal from P3HT/air is even smaller than we estimate here and therefore do not 
contribute to the measured signal or it has similar spectral peak and shape, which does not 
complicate ESFG spectrum. This conclusion also agrees with many previous vibrational 
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SFG works on similar P3HT/solid samples, which concluded that the signal are dominated 
by the P3HT/solid interfaces.42,43,45,99,100 
3.5 Different Electronic Structure Between Interface and Bulk 
The ESFG spectrum appears to be significantly different from the corresponding 
UV-Vis spectrum (Fig. 3-4) which probes the entire P3HT molecules in the bulk thin films. 
There are at least four peaks in the UV-Vis spectra. The first three are from various 
inter/intramolecular interactions or vibronic modes101,102, where the long tail beyond 2.3 
eV is attributed to oligomers that have short exciton delocalization101. Furthermore, all 
peaks are fitted into Gaussian lineshapes with fwhm between 0.14 to 0.30 eV (see 
Appendix A.2), which indicates each peak is also inhomogeneous broadened. The fact that 
UV-Vis spectrum needs to be fitted into multiple broad Gaussian peaks indicates that there 
are a few different electronic structures of P3HT in bulk. 
 
Figure 3-7. UV-Vis spectrum of the RRE P3HT film on sapphire.  UV-Vis probes the bulk 
electronic structures of the P3HT, which is fitted into four Gaussians, indicating structural 
inhomogeneity.  The position and fwhm (in parenthesis) of the four peaks are 2.041 ± 0.002 eV 
(0.14 ± 0.08), 2.202 ± 0.007 eV (0.30 ± 0.03), 2.45 ± 0.03 eV (0.55 ± 0.05) and 3.02 ± 0.04 eV 
(1.08 ± 0.07), respectively. 
On the contrary, the single peak in ESFG is a clear indication that only one 
conformation dominates at the interface (there is also no peaks between 2.4 and 2.6 eV, 
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see Appendix A.4). Furthermore, the narrow Lorentzian lineshape indicates that this 
electronic structure at interfaces does not subject significant inhomogeneous broadening, 
and the main lineshape broadening should be from electronic dephasing.  
All of the ESFG spectral features indicate that the P3HT molecules have uniform 
electronic structures at the P3HT/Si interfaces, regardless the complexity of the P3HT 
electronic structures in the bulk. The uniform electronic structure distribution of P3HT on 
the Si interfaces indicates that order structures, such as crystallization, are formed at the 
interfaces. This ordered structure can allow the charges delocalized91 on the interfaces and 
also increase the carrier mobility in the two-dimensional plane.103 Several previous results 
have pointed out extra delocalization can promote the charge separation at the 
interfaces.47,104 Furthermore, it has been shown that ordered structure at interfaces can 
prevent geminate recombination91 and mitigate bimolecular charge recombination.105,106 
Therefore, all of these effects from ordered interfacial structures could lead to an increase 
in the short-circuit current, which improves the efficiency of the photovoltaics.   
3.6 Summary of the Chapter 
Our study demonstrates that the electronic structure measured from bulk thin film 
is not a good approximation to the electronic structures of interfaces. This finding agrees 
with previous works done on metal/metal oxide interfaces in vacuum57,58, and suggests that 
the difference between bulk and interfaces is a ubiquitous phenomenon in many solid/solid 
interfaces. Therefore, interfacial specific methods need to be utilized to study buried 
interfaces under atmosphere.  
Finally, we would like to emphasize that our approach of ESFG is robust for various 
sample conditions and the ESFG spectra interpretation is straightforward. First, by using 
34 
 
two photon  absorptions to reach the electronic states, we circumvented any distortions due 
to one photon absorption72 of the input pulses from the bulk materials. For instance, for 
any SFG involved one photon absorption-like resonance, the incidence beams spectra can 
be distorted by absorption of the bulk materials. As a result, phantom peaks can be 
created.107 In our two-photon-absorption like resonance ESFG, neither of the incident pulse 
is absorbed by the bulk layer, and therefore largely mitigates the necessity to use ultrathin 
bulk materials in the experiments. The sample still needs to remain thin to avoid the 
reabsorptions of the emitted SFG signal, which could be on resonance with the bulk 
materials. Second, we simplify the spectroscopic interpretation by avoiding any vibrational 
resonances. By purposely using non-resonance near IR beam as one of the two excitation 
beams, spectral phase twists are avoided, which exist when both electronic and vibrational 
resonances are met in SFG72,108. 
In conclusion, we for the first time demonstrate that electronic sum frequency 
generation can determine the electronic structure of organic polymers at buried solid/solid 
interfaces. Since the optical beams have a long penetration depth, and do not require special 
conditions such as UHV, we anticipate broad applications of the electronic sum frequency 
generation spectroscopy to many complex buried interfaces, especially at the device 
working conditions in the near future. 
Chapter 3, in part, is a reprint of the material as it appears in Yingmin Li, Jiaxi 
Wang, Wei Xiong. “Probing Electronic Structures of Organic Semiconductors at Buried 
Interfaces by Electronic Sum Frequency Generation Spectroscopy”. The Journal of 
Physical Chemistry C, 119(50), 28083-28089. The dissertation author is the first author of 
this work.  
35 
 
Chapter 4 Ultrafast Direct Electron Transfer at Organic Semiconductor and 
Metal Interfaces 
 
The ability to control direct electron transfer can facilitate the development of new 
molecular electronics, light-harvesting materials and photocatalysis. However, it has been 
rarely reported and the molecular conformation-electron dynamics relationships remain 
unclear. Here, we describe direct electron-transfer at buried interfaces between an organic 
polymer semiconductor film and a gold substrate, by observing the first dynamical electric-
field-induced vibrational sum frequency generation (VSFG).  In transient electric-field-
induced VSFG measurements on this system, we observe dynamical responses (<150 fs) 
that depend on photon-energy and polarization, evidencing that electrons are directly 
transferred from Fermi level of gold to LUMO of organic semiconductor. Transient spectra 
further reveal that, although the interfaces are prepared without deliberate alignment 
control, a sub-ensemble of surface molecules can adopt conformations for direct electron 
transfer. DFT calculations support the experimental results and ascribe the observed 
electron transfer to a flat-lying polymer configuration in which electronic orbitals are found 
to be delocalized across the interface. The present observation of direct electron transfer at 
complex interfaces as well as the insights gained into the relationship between molecular 
conformations and electron dynamics will have implications for implementing novel direct 
electron transfer in energy materials. 
4.1 Introduction 
Electron-transfer is of heightened interest in many energy materials, such as 
molecular electronics, light-harvesting and photocatalysis 32,48,109–119. At an interface 
between two materials, electron-transfer can be stimulated by incident light or electrons in 
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one step or in multiple steps 32,48,109,113–120. Most of electron transfer involve intermediate 
states and multiple steps, including initial excitation, charge or exciton migration, and 
charge separation. As opposed to this multi-step scenario, a direct interfacial electron 
transfer can vertically excite charges from their initial electronic states at donor molecules 
to the unoccupied electronic states of acceptors, such as charge transfer states, in a single 
step 40,111,116,121–125. Direct interfacial electron transfer is similar to an intramolecular 
electronic transition, such as metal-to-ligands charge transfer (MLCT) in organometallic 
compounds, but direct interfacial electron transfer occurs between molecules. Because 
direct interfacial electron transfer is a one-step light-matter interaction, which avoids 
charges propagating in space before separating at interfaces, it is more advantageous in 
catalysis 126,127, solar energy materials 110,117,128,129 and molecular electronics 130. For 
example, by using light at a certain wavelength to excite electrons directly from substrates 
to specific electronic states of surface adsorbates, chemical groups and reactions can be 
selectively activated in photocatalysis 126. In another example, by directly promoting 
charges to acceptor molecules in solar cells, unwanted competing processes, such as charge 
recombination and relaxation in bulk phases 32,48,121,131,132 can be mitigated. 
To the best of our knowledge, direct electron-transfer was first reported at the 
interface of metal adatoms and semiconductor electrodes, by Gerischer and co-workers 122. 
Subsequent studies over the next two decades have extended to CO and metal interfaces 
40,123, C6F6 and metal interfaces 133 and type II quantum dots 121. It remains an open question 
to determine the extent of direct electron transfer at complex interfaces of energy materials, 
in which interfacial molecules are not optimized for electronic coupling 110,117,126,128,129, 
which consist of molecules that are not optimized for interfacial electronic coupling. In 
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addition, a deep understanding of molecular conformation-charge dynamics relationships 
is necessary for applying this novel charge transfer pathway broadly in energy applications. 
The challenges of detecting direct interfacial charge transfer in complex interfaces is two-
fold: First, complex interfaces where direct charge transfer might occur are hidden in bulk 
materials. It is difficult to selectively probe these hidden interfaces using techniques such 
as two-photon photoemission spectroscopy. Second, strong electronic coupling at 
interfaces is necessary for facilitating direct interfacial charge transfer. Thus, direct 
interfacial charge transfer has been only experimentally demonstrated on interfaces 
between small atoms/molecules and metals 40,122,123. These systems require careful 
preparations of molecular monolayers to optimize the interfacial electronic interaction, and 
thus have limited application to real energy materials. One recent novel exception was 
shown by Lian and co-workers who demonstrated a plasmon-induced metal-to-
semiconductor interfacial charge transfer transition pathway by taking advantage of surface 
plasmonic resonance 111,116. This new pathway relies on synthesized nanoplasmonic 
materials. Ideally, to implement direct interfacial charge transfer in energy materials, it is 
critical to understand whether direct charge transfer exists broadly in complex interfaces 
of energy materials, even if without the aids of well-controlled surface plasmon or 
interfacial electronic coupling. 
4.2 Experiment Method 
Here, using a combination of advanced transient vibrational sum frequency 
generation (tr-VSFG) spectroscopy 134,135 and theoretical calculations, we present the first 
spectroscopic evidence of direct electron-transfer at complex polymer/metal interfaces in 
realistic conditions and further understand molecular conformation-charge dynamic 
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relationships. We focus on interfaces between organic polymer semiconductor and metal, 
in which the interfaces are fabricated by simple solution-phase spin coating process. Using 
tr-VSFG, we selectively probe molecular conformation and dynamics at hidden interfaces 
between organic semiconductor and metal. We observe the first dynamical electric-field-
induced VSFG signals, corresponding to direct interfacial electron transfer from metal to 
organic semiconductor. Furthermore, we resolve two simultaneous interfacial electron 
dynamics with distinct VSFG spectra: one corresponds to fast charge relaxation, while the 
other reflects interfacial charge transfer. This suggests that a subensemble of molecules at 
the interface undergoes direct electron transfer. The experimental observations are 
supported by density functional theory (DFT) calculations that demonstrate electron 
delocalization exists when organic semiconductors lie parallel to metal surfaces. This result 
indicates that although organic semiconductor molecules are deposited without controlling 
alignments, a portion of the molecules still adopts conformations that make the delocalized 
π orbitals interact strongly with metal substrates and facilitates direct interfacial electron 
transfer. The presented result shows that is not necessary to have perfectly controlled 
alignment for direct interfacial charge transfer, which implies that such a charge transfer 
mechanism be a viable pathway in many solution-phase processed materials, such as 
organic photovoltaics and flexible optoelectronics. 
The interfaces between organic semiconductor Poly(3-hexylthiophene-2,5-diyl) 
(P3HT) and gold are studied by spin-coating P3HT solution onto a sputter-coated gold 
substrate. P3HT is an organic polymer material in which electron orbitals are delocalized 
through thiophene units, with a band gap of 2 eV. P3HT/gold interfaces are frequently used 
in molecular electronics 45,136, organic light emitting diodes 98,137, organic field effect 
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transistors 42 and solar materials 110. When P3HT and gold are in contact, the gold Fermi 
level is 0.5 eV above HOMO and 1.5 eV below LUMO of P3HT (Fig. 4-1b), determined 
by ultraviolet photoelectron spectroscopy (Appendix B.1), and it is consistent with 
previous results 27,138–141. The band energy level rearrangement maintains charge neutrality 
on both sides of the interface 27,130,140,141. Theoretically, this band alignment should create 
new charge transitions between gold Fermi level and electronic states of P3HT, thereby 
promoting electrons from gold to the LUMO of P3HT or from HOMO of P3HT to gold.  
 
Figure 4-1.  tr-VSFG spectroscopy on P3HT/gold interfaces. (a) experimental setup. (b) band 
alignment between P3HT and gold when they are in contact with each other. The blue arrow 
indicates the direct charge transfer pathway. 
To investigate any new interfacial electron transfer transitions, and to understand 
molecular conformation-charge dynamics relationships, we implement tr-VSFG 
spectroscopy on P3HT/gold interfaces as described in chapter 2.3. Tr-VSFG spectroscopy 
is sensitive to interfacial charge dynamics and molecular conformations. It is composed of 
a 50 fs, 790 nm (1.57 eV) pump pulse to initiate electron excitation, and a vibrational sum 
frequency generation (VSFG) pulse sequence to probe molecules and charges at interfaces. 
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(Fig. 4-1a) The pump pulse fluence is set low enough that only one-photon absorption 
occurs (<20% of interfacial molecules are excited). VSFG is intrinsically sensitive to 
molecules at non-centrosymmetric systems, such as interfaces 42,142–144. Furthermore, like 
second harmonic generation (SHG) 32,98,145–148, VSFG should be sensitive to interfacial 
charge dynamics through the “electric-field-induced effect” 42,142,144. In this experiment, 
the IR frequency is set about 3000 cm-1 to probe the CH2 and CH3 stretches of P3HT 
sidechains. These vibrational modes are probed (instead of the thiophene ring modes) 
because the C-H stretches are not part of the conjugated π systems and, therefore, should 
only be influenced by electric fields at interfaces and not by electronic structure 
modifications associated with charge excitation. Each tr-VSFG spectrum is obtained by 
taking the difference of VSFG spectra when the pump pulse is switched on and off, which 
removes any intrinsic dipole electric field effects 138. To avoid sample damage, all samples 
are studied in a sealed sample cell, purged with N2 gas, and samples are rastered between 
each scan.   
4.3 Dynamical Electrical Field Induced VSFG Reveals Interfacial Electron Transfer 
The tr-VSFG spectrum of P3HT/gold interfaces shows distinct time-dependent 
dynamics. (Fig. 4-2a) First, the tr-VSFG spectrum becomes negative at t=0, and recovers 
to a positive signal within 1 ps. It stays positive and decays slowly (~2 ns). Second, the tr-
VSFG spectra have different spectral shapes at early (< 200 fs) and larger (> 1000 fs) time 
delays. Both features encode information of ultrafast electron transfer dynamics and 
molecular conformations at interfaces. In the following, we first focus on understanding 
the origin of overall dynamics, and then further analyze the physical process associated 
with spectral shifts (Fig. 4-2b).  
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Figure 4-2. (a) pseudocolor tr-VSFG spectrum. A negative signal is observed at t = 0, which 
recovers very fast and becomes a positive peak at t > 0. Peak maximum shifts from high frequency 
to low frequency. Top: integrated tr-VSFG signal (blue) and response function (dashed red), right: 
linear VSFG spectrum. (b) global analysis results. Two simultaneous charge dynamics are observed 
as shown in the lower panel. a and b in the upper panel represent the two spectral components 
corresponding to the two dynamics in the lower panel (details refer to Chapter 4-5). 
To understand the nature of this dynamic signal, tr-VSFG spectroscopy is 
performed on two control samples, bare gold surface and P3HT/SiO2/gold, at the same 
pump fluence used for P3HT/gold interfaces. We find both control experiments show 
dynamics that are very different from the dynamics of P3HT/gold interfaces. (Fig. 4-3a) 
The dynamic trace of gold surface is featureless, indicating that there is no strong change 
in the refractive index of gold surface that can result in tr-VSFG signals. The dynamic scan 
of P3HT/SiO2/gold also shows a flat trace within noise levels, consistent with two 
conclusions. First, because SiO2 is an insulator that prevents electron transfer between 
P3HT and gold, this result confirms that the transient signal of P3HT/gold requires P3HT 
to be in electrical contact with gold. Second, the fact that no dynamics in P3HT/SiO2/gold 
systems is observed at low pump power indicates that multiphoton excitation processes, 
such as a bandgap excitation of P3HT through two-photon absorption, does not occur at 
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low pump fluence. We confirm that the P3HT in the P3HT/SiO2/gold sample can be excited 
through multiphoton absorptions by increasing pump pulse power to 3 μJ and above; the 
dynamics of P3HT/SiO2/gold at high pump fluence is very different from any dynamics 
discussed above, in which a negative signal with a fast hot exciton relaxation component 
(1.5 ps) and a slow charge recombination component are observed (Fig. B-5c) 149,150. Thus, 
excitons can be created in bulk P3HT through multiphoton absorption. Conversely, at 1.4 
μJ or lower pump energy, multiphoton excitation is not observed, which indicates 790 nm 
pump pulse interacts with samples at one-photon absorption limit when pump energy is set 
lower than 1.4 μJ. In addition to the control experiments discussed above, we also rule out 
thermal heating effects by measuring tr-VSFG signal on polymethylmethacrylate 
(PMMA)/gold systems. If thermal effects on gold substrate cause the observed tr-VSFG 
signal, similar signal should be obtained on PMMA/gold systems under the same pump 
fluence, but it is not observed (Fig. B-5a).  
Under one-photon absorption limit, the only charge dynamic that can be initiated is 
interfacial electron transfer between gold Fermi level and P3HT. The origin of this charge 
dynamics is similar to the interfacial electric field induced effect, a phenomenon widely 
observed in SHG 32,42,98,142,144–148.  Zhu and co-workers 32 and Tisdale and co-workers 151 
have recently observed the ultrafast interfacial electric field effect in time-resolved SHG 
spectra. When charges with opposite signs separate from each other at interfaces and 
become free charge carriers, a DC field is generated at interfaces. The DC field at interfaces 
can introduce additional χ(3) signals to modulate second order optical signals, such as SHG 
and VSFG, as described in Eq. 4.1: 
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 (!"# ∝ 5*]^ + *]^4_5                        (4.1)  
where,  is the nth order nonlinear susceptibility, and *,]^ and 4_ are the electric 
fields of mid-IR, upconversion and DC fields, respectively. After charge separation, the 
interfacial electric field only exists within very few layers near interfaces; thereby, the 
modulated signal is still interfacial sensitive. The interfacial electric field effects in tr-
VSFG is confirmed by the fact that the same tr-VSFG dynamics are observed, independent 
of whether the IR pulse frequency is tuned on and off from vibrational resonances of P3HT 
(Fig. B-5d), because the electric field effect should not be specific to vibrational resonance. 
Since electron transfer occurs only on hidden interfaces between P3HT and gold, tr-VSFG 
spectra can be used to exclusively probe this hidden interface. The sensitivity to hidden 
interfaces is further confirmed by checking the VSFG intensity at different P3HT thickness 
46,152 (Appendix B.2.1). Different from SHG, when VSFG is on resonance with vibrational 
modes, it probes both electronic transitions through non-resonance background, and 
vibrational modes and molecular conformations, through resonance peaks. Hence, tr-
VSFG is able to resolve charge dynamics with conformation specificities, as discussed 
below. The electric field induced effect has been used in VSFG under electrostatic 
conditions 42,142,144 to study charge accumulations of field-effect transistors and other 
semiconductor devices. However, this report is the first experimental observation of 
dynamical electric-field-induced effect of VSFG.  
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Figure 4-3. tr-VSFG dynamics of various interface samples. (a) P3HT/gold interface (blue) shows 
distinct dynamics from bare gold (black) and P3HT/SiO2/gold (red) sample. (b) dynamics of 
P3HT/gold when the interface is pumped by 0.9 eV (1300 nm) pulse. No dynamics are observed at 
low pump fluence (black) and similar positive dynamics are observed when pump fluence is 
increased (red), which enables two photon absorptions. These results suggest that charge transfer 
occurs from gold fermi level to the conduction band of P3HT. 
 
The electron transfer pathway is further determined by performing tr-VSFG at a 
different pump photon-energy. In principle, when using a 790 nm pulse to initiate electron 
transfer, an electron can be lifted from either HOMO of P3HT to an unoccupied conduction 
band of gold, or from the Fermi level of gold to LUMO of P3HT. To differentiate these 
processes, an experiment is performed using a 1300 nm pulse as the pump, instead of the 
790 nm pulse. In this scenario, there is no tr-VSFG dynamics observed. Only when the 
power of the 1300 nm pulse is increased to as high as 30 μJ to enable multi-photon 
absorptions do similar positive dynamics appear (Fig. 4-3b). Because the photon energy of 
1300 nm light is 0.95 eV, it can only promote electrons from HOMO of P3HT to gold. 
Thus, the absence of dynamics in this 1300 nm pump VSFG probe control experiment 
indicates the tr-VSFG signal in Fig. 4-2a is solely because of electron injection from gold 
Fermi level to LUMO of P3HT and has no contributions from electron promotion from 
HOMO of P3HT to unoccupied bands of gold. 
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4.4 Polarization Dependence Confirms Electron Transfer Mechanism 
Electrons can transfer from the Fermi level of gold to LUMO of P3HT through two 
possible mechanisms: First, hot electrons can be created on gold surfaces and subsequently 
transferred to P3HT LUMO in competition with other relaxation pathways, such as 
electron-electron or electron-phonon scattering; Second, electron transfer states can be 
directly excited across the interface of P3HT and gold 124,132,153. Direct electron transfer 
transition can avoid relaxation pathways in bulk phases. In addition, direct electron transfer 
can selectively excite molecular orbitals, which can be used to improve selectivity in 
photocatalysis. Thus, understanding the mechanisms is critical to further engineering this 
interfacial electron transfer process.  
To determine electron transfer pathway at interfaces, we examine the tr-VSFG 
signal’s dependence on the pump pulse’s polarization, a predominant method used for this 
purpose 123,124,153. In hot electron mechanisms, electron transfer dynamics depend only on 
the absorption cross section of gold. Based on the Fresnel equations, 790 nm pulse, p 
polarized (perpendicular to the interfaces) pulse’s absorption by gold is four times that of 
s polarized light (Appendix B.2.2) 153. Therefore, if electron transfer is mediated through 
hot electrons, it is expected that the tr-VSFG signal will be reduced four times when pump 
polarization is switched from p to s polarization. On the contrary, in direct electron transfer 
transition mechanisms, the transition should strongly depend on polarization, because 
under dipole transitions, only a p polarized pump pulse can efficiently promote electron 
directly across interfaces from gold to P3HT layer, whereas s polarized light can only move 
electrons within gold layers.  
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The polarization-dependent results indicate that direct electron transfer transition 
mechanism dominates. (Fig. 4-4) When P3HT/gold interfaces are pumped by s polarized 
pulses at 1.4 μJ, there are no measurable dynamics, but when the same interfaces are 
pumped by p polarized pulses at only 0.36 μJ, distinct electron transfer dynamics are 
observed. Because the s polarized light used in this experiment is ~ 4 times that of p 
polarized light, it compensates for the differences in absorption cross-sections. However, 
the tr-VSFG signal intensity ratio between pumping using p and s polarized pulses is above 
6, which is much larger than the ratio of 1 that would be expected for hot electron 
mechanism. Hence, this experimental result shows that a direct electron transfer occurs at 
interfaces – the p polarized pump pulse promotes electrons directly from gold Fermi level 
to LUMO of P3HT.   
 
Figure 4-4. Polarization dependence on tr-VSFG. Only when pump is p polarized, large tr-VSFG 
signal observed. This suggests that the polarization of pump needs to be set perpendicular to the 
interface to lift the electron from gold to P3HT, which agrees with the direct charge transfer 
pathway. Pump fluence is set at 0.36 μJ when it is p polarized and is 1.4 μJ at s polarization.  
4.5 Frequency-resolved tr-VSFG and DFT Reveal Conformation-Dynamics 
Relationship 
Further insights of the excitation mechanisms are observed in the spectral shifts in 
tr-VSFG spectra. Using global analysis (Appendix B.2.3), the overall dynamics can be 
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broken down into two components. (Fig. 4-2b) Component a has a negative spectral 
signature at t=0, and it recovers back to zero in 480 fs. Component b rises to a positive 
spectral signal in a time frame that is faster than the instrumental response and slowly 
decays (> 2 ns). These two dynamics are simultaneous and parallel processes, rather than 
sequential, because as component b rises, component a has not decayed. Since the 
dynamics of both component a and b happen exclusively when P3HT and gold are in 
contact with each other, these two spectral components must represent two simultaneously 
different electron dynamic pathways at interfaces. The decay dynamics of component a is 
close to 500 fs, which is longer than a coherent artifact (150 fs) 154. Therefore, it results 
from a combination of coherent artifacts and other dynamics processes. This dynamics is 
very similar to the dynamics observed in PMMA/gold interfaces when pumped at high 
fluence (Fig. B-5a), in which excited electrons at interfaces can only relax quickly through 
electron-electron and electron-phonon scatterings 155, because the gaps between the Fermi 
level of gold to PMMA’s HOMO or LUMO are too large for electron transfers. Thus, based 
on the similarity, we assign the additional dynamics of component a to be a fast relaxation 
pathway at interfaces, which does not lead to charge separation. Excited electrons at 
P3HT/gold interfaces transiently modulate the electron density of interfacial molecules and, 
therefore, alter the second-order molecular susceptibility, which causes the negative signal 
32.  
The spectral dynamics of component b is unique, since it only exists on P3HT/gold 
interfaces. It reflects direct interfacial electron transfer. The tr-VSFG intensity rises so fast 
that it is beyond the time resolution of our instrument (150 fs). This agrees with the direct 
electron transfer mechanism – a vertical excitation occurs and no exciton migration is 
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involved in this process. After excitation, this set of electron-hole pairs quickly separates 
and forms free charge carriers within 150 fs. The free charge carriers generate interfacial 
DC electric fields, which induces a positive signal in tr-VSFG. After charge separation, the 
tr-VSFG signal relaxes in about 2 ns, confirming that interfacial charge recombination is 
slow. This slow recombination could be due to subsequent polaron formation 156 or 
screening effects 157. The spectral shifts in component b is because of a preferred electric-
field-induced signal on an electronic resonance located at the lower frequency side of the 
VSFG spectrum, which agrees with previous observations 42. Based on the percentage of 
tr-VSFG signal, it is estimated that the transition dipole moment of this interfacial electron 
transfer transition is on the order of a few Debye (Appendix B.2.4), similar to many organic 
dyes 158. Thus, the probability of interfacial electron transfer is not as small as previously 
believed.  
The different dynamics of component a and b can only be detected using spectral 
resolved tr-VSFG data. If only the dynamics of the integrated tr-VSFG signal is measured, 
it is impossible to determine whether the dynamics of components a and b are simultaneous 
or sequential, due to their similarity. Furthermore, as discussed in detail in Appendix B.2.5, 
even when tr-VSFG is performed with IR frequency to be off-resonance from the 
vibrational modes, which is equivalent to tr-SHG, the tr-VSFG signal at off-resonance 
condition cannot be dissected by either global analysis or SVD into two spectral/dynamical 
components. This significant difference is due to the fact that, when on-resonance, tr-VSFG 
probes both electronic and vibrational transitions, whereas tr-SHG and off-resonance tr-
VSFG are only sensitive to electronic transitions. Hence, when different conformations are 
perturbed by charge dynamics, the different dynamics can be directly traced back to the 
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corresponding vibrational features, which makes them distinguishable through subtle 
differences in the VSFG spectra. By contrast, when the IR pulse is off-resonance, only the 
electronic transition is probed, which is less sensitive to molecular conformations, and thus 
leads to indistinguishable spectra for the two conformations, despite they exhibit distinct 
charge dynamics.  
Since interference between various spectral components can also, in principle, 
induce spectral changes, we performed spectral fittings for the two spectral components to 
determine whether optical interference or distinct conformations are responsible for the 
observed global analysis components. We considered two scenarios: In scenario 1, all 
parameters of resonant and nonresonant signals are allowed to vary in the fitting procedure, 
while only amplitudes and phases of the nonresonant signal are allowed to change in 
scenario 2 to mimic the effect associated with optical interference between resonant and 
nonresonant signals 42. We found that the two spectral components can only be correctly 
simulated in scenario 1. In scenario 2, only one component, in the best case, can be fitted 
reasonably well, while the other component one is poorly reproduced, displaying both 
amplitude and phase mismatches. We thus conclude that optical interference is not the 
dominant effect responsible for the two observed components. Indeed, it is found that, to 
correctly reproduce the two components, the peak positions of the vibrational modes must 
be slightly different in the fits to components a and b. This supports the interpretation that 
the two components reflect structural differences of P3HT at the interface, which, in turn, 
are responsible for different charge dynamics. To further determine the phase of all peaks, 
heterodyne detection 83,159–162 will need to be implemented, which will be discussed in 
chapter 5.   
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We note that there are two parallel electron dynamics associated with distinct 
VSFG spectra at interfaces, and only one of them is direct interfacial electron transfer. This 
indicates only molecules with some specific conformations at interfaces facilitate direct 
electron transfer. To understand how direct electron transfer happens at this interface and 
why only a sub-ensemble of molecules participates direct electron transfer, we perform 
DFT calculation to gain insights on the interaction of organic semiconductor molecules 
and gold. We place a sexithiophene (6T) molecule on top of a gold surface. 6T is an 
oligomer analogue of P3HT, which has similar electronic structures and makes the 
calculation more affordable. Two extreme configurations of 6T are modeled: parallel and 
perpendicular to the gold surface, and their relative distances are optimized under these 
configuration constraints. After optimization, the parallel configuration energy level is 
slightly lower by 1.1 kcal/mol than the perpendicular configuration. Considering the error 
of DFT in calculating energies, both parallel and perpendicular configurations and 
alignments in between parallel and perpendicular should be present on the surface.  
 
Figure 4-5. Electronic orbitals of the LUMO (a) and HOMO (b) bands of 6T/gold interfaces for 
parallel configuration. Both LUMO and HOMO show significant amounts of orbital delocalization 
to gold substrates, which enables vertical excitation at the interfaces.  
However, the parallel and perpendicular orientations have drastically different 
electronic interactions with gold surfaces. When aligned parallel, the calculated LUMO 
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and HOMO orbital structures of 6T have a significant amount of delocalization into gold 
substrates with an iso value of 0.0015 e/Å3 (Fig. 4-5). Consequently, the electron transfer 
transition at the interface becomes a transition between delocalized HOMO and LUMO, 
which subsequently undergoes fast charge separation. This strong interaction between 
organic conjugated molecules and metal generally exists in molecules that have π 
orbitals163. Indeed, similar direct electron transfer has been observed in molecules with 
small conjugation systems, such as C6F6133. Conversely, when aligned perpendicular, no 
orbital delocalization is observed (Fig. 4-6). Thus, when perfect control of molecular 
alignment is difficult to achieve, the disorder of organic semiconductor/gold interfaces 
serves as a practical scenario that allows direct interfacial electron transfer occurrence. 
When many orientations coexist on the interfaces, a sub-ensemble of P3HT is parallel or 
close to parallel to the gold surface allows strong electronic coupling between delocalized 
π electronic orbitals of P3HT and electronic bands of gold, and thus enables direct electron 
transfer transition occurring at interfaces. 
 
Figure 4-6. Electronic orbitals of the LUMO (a) and HOMO (b) bands of 6T/gold interfaces for 
perpendicular configuration. Both LUMO and HOMO show no orbital delocalization to gold 
substrates.  
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4.6 Discussion and Conclusion of the Chapter 
The present experimental and calculation results agree with previous investigations 
of direct electron transfers on simple interfaces under vacuum condition using two photon 
photoemission (2PPE) spectroscopy, but the present results extend this phenomenon of 
direct interfacial electron transfer to complex and hidden interfaces between organic 
semiconductors and metals 40,122,123. Previous studies have shown that for small molecules 
at metal interfaces, direct electron transfer transition can exist when strong adsorbate-
substrate electronic coupling, direct chemical π bonding or coupling to image potential 
states exist at interfaces 123,133. The present results indicate even for complex interfaces 
composed by organic semiconductor polymers with various orientations, part of surface 
molecules can adopt geometries that induce a substantial amount of electronic orbital 
delocalization into metal surfaces. Under this condition, interfacial molecules and metal 
atoms at the interface form delocalized HOMO and LUMO electronic orbitals and 
interfacial electron transfer become an electronic transition between them, followed by 
charge separation. This picture further confirms the advantages of direct interfacial electron 
transfer – this electron transfer only involves electron moving from one orbital to another 
orbital within the delocalized electronic structures, and does not involve any spatial charge 
propagations.  
Furthermore, dynamic electric-field induced effect is observed for the first time in 
tr-VSFG, which provides a unique way to resolve multiple electron dynamics at hidden 
interfaces. In combination with DFT calculations, the tr-VSFG spectra can reveal 
molecular conformation-charge dynamics relationships. This technique is complementary 
to 2PPE, since it does not require vacuum conditions and can be explicitly sensitive to the 
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interfaces where charge separation occurs. Thus, electron transfer interfaces that are close 
to the device working environments or at liquid/solid interfaces can be explored in the 
future. One caveat is that we cannot determine absolute molecular orientations directly 
from VSFG measurement of vibrational modes of P3HT sidechains, because the sidechains 
are flexible. P3HT orientation at interfaces can be measured by probing ring-mode of 
thiophene backbones, but the interpretation of tr-VSFG spectra of thiophene backbone is 
more complicated, because besides electric field induced effects, the tr-VSFG spectra of 
thiophene can also be affected by changing of oxidation states, after interfacial charge 
transfer occurs. However, this caveat might not exist for other molecular interfaces. We 
notice that the observed dynamics does not involve surface plasmon polariton, because the 
momentum-energy conservation between photon and surface plasmon polariton cannot be 
satisfied in our current experimental condition 164. However, interfacial dynamics induced 
by surface plasmon polariton using gratings or prism geometry can be studied using the 
method presented here. Lastly, the overall efficiency of charge transfer of this complex 
interface is not as high as that observed in other nanomaterials 116,121. Yet, it could be 
enhanced by optical engineering, e.g., using mesoscopic framework 165 to prepare 
interfaces with larger surface area, or using hyperbolic metamaterials 166 to enhance charge 
transfer rate. 
In conclusion, by detecting the first transient electric field induced VSFG spectra, 
it was shown that direct metal-to-organic molecule electron transfer could occur on 
complex interfaces prepared by solution phase spin-coating process. This observation is 
consistent with previous measurements on spin-coated organic semiconductor 
heterojunction materials, which inferred that a sub-band gap transition direct electron 
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transfer could occur at interfaces118,167,168. In addition, the strong dependence of direct 
interfacial charge transfer to light polarization could enable new polarization-selective 
detectors. Thus, the demonstration of direct photon-initiated electron transfer at more 
complex interfaces will open the potential to broadly apply this mechanism in artificial 
energy materials, selective photo-catalysis and substrate-mediated coherent control.   
Chapter 4, in part, is a reprint of the material as it appears in Bo Xiang,* Yingmin 
Li,* C. Huy Pham, Francesco Paesani, Wei Xiong. “Ultrafast direct electron transfer at 
organic semiconductor and metal interfaces”. Science advances, 3(11), e1701508. The 
dissertation author is the co-first author of this work. 
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Chapter 5 Revealing Molecular Response to Interfacial Charge Transfer 
 
In the previous chapter, a novel charge transfer pathway, direct interfacial charge 
transfer is demonstrated using tr-VSFG spectroscopy. One remaining but important 
question is how to determine the molecular response to interfacial charge transfer. In this 
chapter, a new technique is introduced to disentangle different contributions to the transient 
charge dynamics. Heterodyne detected transient vibrational sum frequency generation (HD 
tr-VSFG) spectroscopy is implemented to probe transient electric fields caused by 
interfacial charge transfer at organic semiconductor and metal interfaces. The static and 
transient VSFG spectra are composed of both non-resonant and molecular resonant 
responses. To further disentangle both contributions, we apply phase rotation to make the 
imaginary part of the spectra be purely molecular responses, and the real part of the spectra 
be dominated by non-resonant signals. By separating non-resonant and molecular signals, 
we can track their responses to the transient electric-fields at interfaces independently. This 
technique combined with the phase sensitivity gained by heterodyne detection, allows us 
to successfully identify three types of photoinduced dynamics at organic 
semiconductor/metal interfaces: coherent artifacts, optical excitations that do not lead to 
charge transfer, and direct charge transfers. The ability to separately follow the influence 
of built-in electric fields to interfacial molecules, regardless of strong non-resonant signals, 
will enable tracking of ultrafast charge dynamics with molecular specificities on molecular 
optoelectronics, photovoltaics, and solar materials.   
5.1 Introduction 
Interfacial charge transfer is ubiquitous in photovoltaics, optoelectronics, and solar 
materials32,48,113,114,119,169–171. Yet, the charge transfer processes often occur at hidden 
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interfaces rather than on the top surface, which makes it difficult to study the transfer 
process using surface techniques, such as scanning tunneling microscopy (STM), atomic 
force microscopy (AFM), or photoemission spectroscopy. Second-order nonlinear optical 
spectroscopy, i.e., second harmonic generation (SHG) and vibrational sum-frequency 
generation (VSFG), provides an elegant approach to probe hidden interfaces42,45,142,152,172–
175. Its sensitivity to hidden interfaces comes from the fact that second-order nonlinear 
optical susceptibility only exists at non-centrosymmetric media, such as interfaces, when 
quadrupole and magnetic dipole contributions are negligible. In particular, VSFG probes 
molecular vibrational modes, which further provides molecular specificities at hidden 
interfaces. Since it was first demonstrated, VSFG has been a powerhouse technique for 
providing molecular level knowledge of a variety of interfaces, including air/water 
interfaces, interfaces of materials, and biological membrane systems6,176–178.  
The sensitivity of SHG or VSFG to interfacial charges could come from changes 
of electronic structures upon charge transfer, or, more generally, the so-called electric-
field-induced effect. Electric-field-induced effect was first observed on SHG by 
Bloembergen, who showed SHG intensity was modulated by applying electrical potential 
at interfaces148. This intensity modulation is because a strong DC electric field is added to 
the interfaces, which further enables a third order χ(3) signal. Because the electric field is 
largely screened in the bulk, the χ(3) signal reflects the existence of strong DC electric fields 
at interfaces. Since then, electric-field-induced effects have been seen on air/liquid 
interfaces with ionic surfactants179–186, and many prototype charge transfer 
materials32,42,142,175. In particular, transient electric-field-induced SHG has been 
demonstrated by X.Y. Zhu and co-workers32, and static and transient electric-field-induced 
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VSFG has been developed by Massari42 and our group175, respectively. These 
developments provide a suite of tools to probe charge accumulation and dynamics at hidden 
interfaces.   
Compared to SHG, VSFG should, in-principle, have the advantage of being able to 
follow molecular responses during interfacial charge transfers, which can provide insights 
into the role of interfacial molecules in many molecular optoelectronics, photovoltaics, and 
solar cell devices. However, as shown in both Massari’s and our group’s previous 
works42,175, the VSFG spectra of charge transfer interfaces are often composed of both non-
resonant (NR) and molecular resonant responses, and because NR signal often dominates 
the spectra, extracting molecular responses becomes difficult. Techniques such as adding 
delay between infrared (IR) and upconversion pulses could mitigate the NR signal, but add 
complications to the temporal dynamics.  
In the rest of this chapter, we describe a new way to separate the NR and resonant 
VSFG signals in transient HD VSFG measurements187,188 of charge transfer at interfaces189, 
which enables separate dynamic analysis of both the NR signal and the molecular response 
during charge transfer events. This method is based on heterodyne detection, which 
measures both the phase and amplitude of the emitted VSFG signals. We focus on a 
prototype charge transfer system composed of P3HT and Au. These two materials undergo 
dipole rearrangements and create new interfacial bands, which also enables new direct 
charge transfer pathways at interfaces. However, the associated dynamics are somehow 
still complicated by NR background. Therefore, it serves as an ideal system to develop 
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heterodyne transient electric-field-induced VSFG to extract previously unavailable 
knowledge on this model system. 
5.2 Experimental Methods 
5.2.1 Sample preparation 
The P3HT/Au system is prepared by a spin coating method. Titanium layers, which 
serve as the adhesion layer, are first sputtered onto glass slides. Then, gold layers are 
deposited on top of the titanium with a thickness of 150 nm. The Au substrates are 
sonicated in acetone for 15 minutes followed by ozone cleaning for 20 minutes before using. 
Regioregular P3HT polymers (from REIKE metals) are dissolved in chloroform to obtain 
an 8 mg/ml solution, which is then spin coated onto the Au substrates using 1500 rpm spin 
speed. The P3HT/SiO2/Au system is prepared followed the same procedure as P3HT/Au 
except using a different substrate, where a thin layer of SiO2 is magnetron sputtered on the 
gold slice with the thickness of 50 nm. 
5.2.2 Heterodyne Transient VSFG Spectrometer 
The heterodyne transient vibrational sum frequency generation (HD tr-VSFG) 
spectrometer is based on a transient VSFG spectrometer described in the previous chapter, 
a detailed schematic of the setup is included in Figure 5-1. The light source is an ultrafast 
Ti: Sapphire regenerative amplifier (Astrella, Coherent), which outputs 790-nm pulses 
(~35 fs, ~6 W, 1 kHz). The 790-nm pulses are then split into two parts. The major part (~5 
W) is sent into an optical parametric amplifier (TOPAS, LightConversion) to generate two 
tunable near-IR pulses, referred to as signal and idler pulses. The signal and idler pulses 
after the TOPAS are spatially and temporally overlapped onto a type I barium borate (BBO) 
crystal to generate a mid-IR beam at 3.3 μm (~7 μJ) through the difference frequency 
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generation (DFG) process. The residual 790-nm beam after TOPAS is used to prepare an 
upconversion pulse by passing the beam through a home-built pulse shaper for near-IR that 
narrows the spectra of the residual 790-nm beam to 0.6 nm or 9.5 cm-1 at full-width at half 
maximum (FWHM), which determines the spectral resolution. The minor part of the 790-
nm fundamental pulse (~1 W) serves as the pump beam, which passes through a variable-
length delay line before hitting on the sample. The pump pulse is modulated by a shutter 
which is controlled by a homemade Labview program. The shutter is modulated to be on 
and off every 1s which gives the integration time of pump on/off spectra. The power of the 
pump beam is controlled by a waveplate and polarizer.  
 
Figure 5-8. Schematic of the transient HD VSFG spectrometer setup. 
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The VSFG probe signal is generated by overlapping the mid-IR beam and the 790-
nm upconversion beam both spatially and temporally at the sample surface. The center 
wavelength of the mid-IR is tuned to 3.3 μm to be on resonance with the C-H vibrational 
modes of P3HT. The mid-IR beam and the 790-nm beam are focused by an f = 10 cm 
parabolic mirror. Both beams approach the sample at about a 60-degree angle relative to 
the surface normal. The signal is collected by another parabolic mirror and collimated. 
After the beams get collimated, a piece of 2-mm thick CaF2 crystal is added on the IR path 
to generate a time delay between the IR pulse and the 790-nm pulse for local oscillator (LO) 
generation160,190, where a transmission geometry is implemented. Since the 790 nm 
upconversion pulse is long in time domain, the delayed IR would still overlap with the 
upconversion to generate the local oscillator. Moreover, due to the phase matching 
condition, it is much easier to insert delay media in the IR path. The VSFG probe, along 
with the other two beams, are focused by a lens (f = 10 mm) onto a Y-cut quartz crystal to 
generate the LO for heterodyne detection. The LO and VSFG signals are collimated by 
another lens (f = 10 mm) then passed through short-band pass filters to remove any 790-
nm residuals, and then enter the monochromator and charge-coupled device (CCD) camera 
(400 X 1,340, Andor). LO and VSFG signals interfere with each other at the CCD, 
generating the heterodyne VSFG signal. A pair of waveplates and polarizers is used in each 
beam path to control both the beam intensity and polarization. The polarization 
configuration is kept at SSP through the whole experiment (S – SFG signal, S – 790 nm 
upconversion, and P – IR). The optical pump beam HD tr-VSFG signal is sent prior to the 
VSFG pulse sequence to trigger charge transfer. Typically, 1.4 μJ is used to pump the 
sample. For the transient dynamic analysis, the pump probe signal at each time step is 
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obtained by taking the difference of VSFG spectra when the pump pulse is switched on 
and off. The time delay between pump and probe pulses are controlled by a computerized 
stage, which randomizes its position during each scan to remove the effects of systematic 
errors on the dynamic trace. Between each scan, a height checker is applied to make sure 
the sample is at about the same height (the variation is within 1 μm). 
Data collection is done by home-made Labview programs and Andor-Solis 
software. Each data set takes 20 minutes to finish that is well within the phase stable period. 
All the spectra are first Fourier transformed from the frequency domain to the time domain, 
then window function filters are applied to remove the DC signal. An inverse Fourier 
transform is applied to get the interference fringes in frequency domain. The interference 
fringes of the samples are then phase referenced by the HD SFG signal from a flat, clean 
gold surface. The transient signal is obtained by taking the difference between VSFG 
spectra with pump on and off. 
5.3 Static HD VSFG Spectra at Interfaces and Its Non-resonance Signal 
Before discussing transient HD VSFG dynamics of the P3HT/Au system, we must 
first show the static HD VSFG spectra of P3HT/Au to examine the phase stability of our 
setup, the sample and spatial heterogeneity of spectral phase, and the phase of the NR signal. 
We tested the phase stability on both Au substrates and freshly made P3HT/Au sample. 
We measured HD VSFG spectra at the same spot of samples multiple times to examine the 
relationship between the sample condition and phase stability. We found that the phase of 
our phase reference, bare Au slice, remained stable for at least half an hour (Fig. 5-2a). We 
also observed that the phase of the P3HT/Au samples would undergo a constant decreasing 
due to laser illumination before reaching an equilibrium state (Fig. 5-2b). However, the 
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phase soon reaches a constant, and during the entire process, the lineshape of VSFG spectra 
remain unchanged. Thus, we believe the initial phase drift is not due to sample damage, 
but rather to the light-induced annealing process, which is a subject for future studies. To 
guarantee consistency, all of our measurements are performed after the samples reach 
stable conditions. The phase of each measurement shows 0.02 radian variation within each 
measurement, which not only demonstrates the phase stability, but also indicates that P3HT 
does not undergo sample degradation after reaching equilibrium, as the spectral phase is 
very sensitive to sample quality (Fig. 5-2b).  
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Figure 5-2. Phase stability and static VSFG spectra. (a) Phase stability of our phase reference, bare 
Au slide, in 30 minutes. The standard deviation is 0.0125. (b) Phase stability of P3HT/Au sample 
at the same spot. The inset shows three HD VSFG spectra of P3HT/Au at different times, as 
indicating by the arrows. Between the beginning of the scan (red) and the end of the scan (green), 
the spectra shape doesn’t change. (c) Phase of three different P3HT/Au samples (A, B & C) 
prepared on three different days. Six different spots are tested for each sample. (d) Real, imaginary, 
and absolute HD SFG spectra of P3HT/Au sample. (e) Homodyne VSFG spectra of bare Au and 
P3HT/SiO2/Au with very small non-resonant signal. 
Next, we turn our attention to understanding whether there are spectral phase 
variations between different samples and different areas of the same sample. P3HT is a 
polymer and could be subject to spatial heterogeneities because of various molecular 
conformations at interfaces or subtle changes in sample preparation191,192. The result (Fig. 
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5-2c) suggests that different areas of the same sample do show some phase variations due 
to sample heterogeneity192. However, larger phase differences are seen between different 
samples because of various sample conditions. Therefore, the spectral analysis is conducted 
for each sample separately.    
Lastly, we note that the HD VSFG spectra of P3HT/Au system have NR signals in 
both the real and imaginary parts (Fig. 5-2d), indicating the phase of NR signal is not 
`
 193, 
as for the bare Au surface, instead, it’s 2.69. This suggests there are electronic interactions 
between P3HT and Au. Thus, it is different from the conventional nonresonant signal from 
Au. Further computational effort is underway to understand the phase shift. In addition, all 
spectra are taken at SSP polarization, under which only a small NR signal appears for bare 
Au surface and P3HT/SiO2 (Fig. 5-2e). All this evidence indicates that by depositing P3HT 
onto Au, the electronic bands of both materials hybridize and form new orbitals140, which 
alters not only the phase but also the polarization selectivity of NR signals. The exact origin 
of these changes will be explored in future studies, in combination with theoretical works. 
Nevertheless, the existence of NR signals in both real and imaginary parts means that NR 
and molecular resonance signals are still mixed together, and, thus, imposes difficulties for 
following molecular specific dynamics, as we show in the next section. We also want to 
point out that the VSFG signal we observed comes from the buried interface as we 
discussed in our previous publication15, where we showed the contribution from air/P3HT 
interface is almost negligible.  
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5.4 HD Transient VSFG Dynamics 
The HD transient VSFG spectra are shown in Fig. 5-3a. From the transient spectra, 
we can clearly see that a time-dependent spectral shift exists in both real and imaginary 
parts of the dynamics where the spectrum centers at a higher wavenumber around time zero 
and shifts to a lower wavenumber at later time delay. To further understand the dynamics, 
we plot the integrated dynamics of both real and imaginary HD tr-VSFG spectra (Fig. 5-
3b). The sign of the real part of the spectra is flipped for comparison purposes in both Fig. 
5-3a and Fig. 5-3b. The dynamics of real and imaginary HD tr-VSFG spectra show similar 
overall dynamic features, where both spectrums have a negative peak around time zero, 
then the transient signals recover and become positive. However, it is obvious that the time 
scales associated with the real and imaginary spectral dynamics are different, which cannot 
be extracted if only the dynamics of homodyne VSFG is measured. For example, the 
recovery dynamics of imaginary spectral dynamics is slower than the real part.  
Another way to analyze HD transient VSFG spectra is to plot the phase dynamics 
(Fig. 5-3c). Three cuts are taken at different frequencies: 2890 cm-1, 2950 cm-1, and 3050 
cm-1, as shown in Fig. 5-3d. Using Eq. 5.1, we can fit the dynamics cut at 2950 cm-1 into a 
combination of two exponential functions and a constant.  We extract two components: a 
fast component, which decays in 120 fs, and another component that decays in around 1.14 
ps. Therefore, the phase dynamics provide extra insights into the charge transfer process.  
a =  b ∗ 12c def + b ∗ 12c dgf + b                               (5.1) 
Yet, up to this point, it is still difficult to extract just the molecular dynamics 
involved in the charge transfer. This difficulty can be understood based on the Lorentzian 
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model that is used for modeling VSFG spectroscopy (Eq. 5.2). It can be easily expanded 
to show that unless the non-resonant phase ϕ is zero, both the real and imaginary 
components of the VSFG spectra contain NR and molecular resonant responses. However, 
NR and molecular resonance could have different temporal dynamics, which convolute all 
dynamics together and is the origin of the difficulty we encounter here.  
>?? = bB* ∗ 1G + ∑ b* ∗ QhQihГ                    (5.2)  
 
Figure 5-3. HD Transient-VSFG dynamics. (a) Pseudocolor 2D HD tr-VSFG spectrum of P3HT/Au 
sample. The upper panel shows the real part of HD dynamics, and the lower panel shows the 
imaginary part. (b) Integrated HD tr-VSFG dynamics for the real (blue) and imaginary (red) parts. 
The sign of the real-part spectra in both (a) and (b) is flipped for comparison purpose. Both parts 
show a negative signal at t=0, which recovers to a positive signal at t > 0. (c) 2D plot of the phase 
dynamics. The wavenumber axis is cut since the SNR of phase plot is low. Different color bar is 
applied from the 2D tr-VSFG spectra. (d) Cuts of phase dynamics at three different frequencies: 
2890 cm-1 (orange), 2950 cm-1 (red) and 3050 cm-1, as indicated by the colored lines in (c). The 
blue trace shows the fitting result of the cut at 2950 cm-1. 
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5.5 Extracting Molecular Dynamics Using Phase Rotation Method 
Fortunately, ϕ in Eq. 5.2 is a constant and independent of frequency. Thus, if ϕ can 
be determined, and a factor e-i*ϕ is multiplied to Eq. 5.2, the NR signal can be shifted to the 
real component, and the molecular resonance will still have both real and imaginary 
components189. Most importantly, when the imaginary spectra are studied, they should only 
reflect molecular responses. The VSFG response after phase rotation is summarized in Eq. 
5.3. Despite the function of the imaginary component appearing to be more complicated, 
the imaginary spectra can still be fitted using the same parameters of the original 
Lorentzian model for VSFG because ϕ is known.  
>??∗ = >?? ∗ 12G = bB* + ∑ b* ∗ QhQihГ ∗ 12G                 (5.3) 
 
Figure 5-4. HD Transient-VSFG dynamics and static HD SFG spectra after phase rotation. (a) 
Pseudocolor 2D HD tr-VSFG spectrum of P3HT/Au sample after phase rotation. The upper panel 
shows the real part of HD dynamics, and the lower panel shows the imaginary part. (b) Integrated 
HD tr-VSFG dynamics for the real (blue) and imaginary (red) part after phase rotation. (c) The real 
(blue), imaginary (red), and absolute (yellow) static HD SFG spectra of P3HT/Au when not 
pumping the sample.  
The phase ϕ can be determined by measuring the phase of HD VSFG spectra where 
there is no molecular resonance. This is a reasonable assumption, because although 
Lorentzian function has a long tail, NR signals often dominate the spectra, and, therefore, 
the spectra phase of HD VSFG is also dominated by the NR signal phase. In practice, we 
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rotated the NR signal into negative real numbers, so it should have a phase of k , which 
results in equation: lmn2n + l = k, where lmn2n  is the phase of NR signal, l  is 
phase rotation factor. Thus, for the data of P3HT/Au, we determine ϕ to be 0.45 from the 
static HD VSFG spectra, for our following data analysis.  
The phase-rotated HD VSFG spectra (Fig. 5-4c) show that NR signals are shifted 
to the real part of the spectra, whereas the molecular resonances appear in the imaginary 
spectra, as the imaginary spectra remain flat in the region where no molecular resonances 
are expected83. In the HD tr-VSFG spectra after phase rotation (Fig. 5-4a), it is clearly seen 
that the imaginary spectra intensity and lineshape evolve as a function of time, whereas in 
the real spectra, there is also time-dependent spectral evolution (Fig. 5-4b).  
Because the spectral dynamics are clearly frequency-dependent (Fig. 5-4a), the 
integrated spectral dynamics can lose important insights. For example, even though there 
is a clear transient signal at long time delay, it appears the signal relaxes to zero in a few 
picoseconds in the transient imaginary spectral dynamics when integrated (Fig. 5-4b). To 
further extract dynamics of P3HT during interfacial charge transfer, we performed global 
analysis194 on the real and imaginary parts of spectral dynamics, separately. The 
reconstructed HD tr-VSFG spectra from the global analysis results (Fig. 5-5a) well capture 
salient features of the experimental results, as indicated by the differences seen between 
experimental and reconstruction results (Fig. 5-5b).  
Global analysis shows that both real and imaginary dynamics can be decomposed 
into three components (Fig. 5-6) that are simultaneous and parallel, rather than sequential. 
The lineshapes of the spectral components (Fig. 5-6a, b, and c) indicate that the spectral 
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components are all dominated by NR signal except the imaginary part of component 3 
(orange, Fig. 5-6c), which resembles the molecular spectral feature in static HD VSFG 
after phase rotation (Fig. 5-4c). What is particularly striking is that NR signals also 
dominate imaginary spectral components 1 and 2, which is notable considering that NR 
signals have been removed from the imaginary VSFG spectra after phase rotation (Fig. 5-
4c). This result indicates that upon photoexcitation, new NR signals, or a phase shift of NR 
signals, are created. However, it is interesting that even for NR signals, two different 
components are introduced. For example, the phases of transient components 1 and 2 are 
2.94 and -1.59, respectively.    
 
 
70 
 
 
Figure 5-5. HD Transient-VSFG dynamics from global analysis. (a) Reconstructed real (upper 
panel) and imaginary (lower panel) 2D HD tr-VSFG spectrum of P3HT/Au from global analysis 
result. (b) The difference between the experimental and simulated 2D HD tr-VSFG spectrum, 
which shows good agreement.  
Another remarkable result is the agreement between the temporal dynamics of the 
real and imaginary components from the global analysis, despite the fact that the real and 
imaginary spectral dynamics are analyzed separately. Components 1, 2, and 3 have 
lifetimes c.a. 250 fs, 900 fs, and 40 ps, respectively, regardless of whether the component 
is from the real or imaginary spectral dynamics. This consistency implies that the real and 
imaginary parts of each component reflect the same physical process during interfacial 
charge transfer. Furthermore, we note the extracted lifetime for components 1 and 2 are 
very close to the lifetime of the phase dynamics fitted using Eq. 5.1, which indicates that 
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the multi-exponential phase dynamics in Fig. 5-4d is composed of two parallel dynamical 
processes. Note that we only scan the dynamics to 7 ps, so the 40 ps lifetime only reflect 
and agree with the observation that there is a long dynamic component in the charge 
transfer process.  
Based on the time-scale, we tentatively assign components 1 to be coherent artifacts 
and component 2 to be optical excitations that only lead to unsuccessful charge transfer 
which is fast charge recombination through hot electron scattering and electron – phonon 
scattering154,175. The ca. 250 fs relaxation time of component 1 is just slightly longer than 
the instrumental response, but within the experimental uncertainty range. We note that 
components 1 and 2 together are likely to be the first component in our previous homodyne 
tr-VSFG work175. When homodyne detection is employed, it is difficult to disentangle the 
dynamical processes. With the additional phase measurement gained from heterodyne 
detection, these two dynamical processes are successfully disentangled. Thus, as a result, 
when homodyne detection was used, the relaxation dynamics was determined to be ca. 500 
fs, which is likely to be convoluted results of the dynamics of coherent artifacts and charge 
relaxation175. Heterodyne detection provides a more accurate measurement for the charge 
recombination dynamics, which is ca. 900 fs.   
Component 3 has a very long relaxation lifetime, matching with the direct 
interfacial charge transfer across the P3HT/Au interface, as we described before. It is 
interesting to note that the imaginary part of component 3 consists of purely resonant 
molecular signal, while the real part is dominated by NR signal. Nevertheless, both 
components have the same type of dynamics. This result suggests that both the molecule 
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signal and the NR signal experience similar built-in electric fields upon charge transfer. 
This is consistent with the previous thoughts that electric-field-induced effect in charge 
transfer materials are dominated by NR signals42. However, we clearly show, using 
heterodyne detection, that molecular resonance features also have responses from electric-
field-induced effect. The response is much smaller than the response from NR signals, but 
is not negligible and can only be learned with the help of HD detection. Most importantly, 
because we can now separate NR and molecular responses to local electric fields, and NR 
signal is mostly due to non-resonance electronic excitations, whereas molecular resonances 
represent local molecular excitations, this development augments local molecular 
sensitivity to build-in electrical fields. We include a cartoon (Fig. 5-6g) to better describe 
the physical process of dynamic component 2 and 3. 
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Figure 5-6. Individual plots of three different spectral components (a, b, and c) and their 
correspondent temporal coefficients (d, e, and f) from global analysis of the real part (blue) and 
imaginary part (red) of the spectrum. A schematic of dynamic component 2 and 3 is shown in g. 
5.6 Summary of the Chapter 
In this chapter, heterodyne detected transient electric-field-induced VSFG is 
demonstrated and applied to P3HT/Au interfaces. The heterodyne detection enables phase 
sensitivity in tracking electric-field-induced VSFG. Furthermore, to clearly resolve non-
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resonant and molecular resonant responses to local DC electric fields, we implemented a 
phase rotation scheme to rotate the non-resonant signal so that it only appears at the real 
part of the VSFG spectra, which ensures the imaginary parts are composed purely of 
molecular resonance. The separation of non-resonance and molecular resonances in VSFG, 
along with its phase sensitivity, allowed us to resolve three spectral dynamic components. 
Using heterodyne detection, we successfully disentangled coherent artifacts and ultrafast 
dynamics of charge relaxation/recombination, which were convoluted in previous 
homodyne measurements. The third component resembled the direct charge transfer 
dynamics revealed in our previous homodyne measurements175, which further supports the 
conclusion from our previous work that two types of charge dynamics, e.g., charge 
recombination and direct charge transfer, happen simultaneously at P3HT/Au interfaces.  
Chapter 5, in part, is a reprint of the material as it appears in Yingmin Li, Bo Xiang, 
Wei Xiong. “Heterodyne Transient Vibrational SFG to Reveal Molecular Responses to 
Interfacial Charge Transfer”. The Journal of chemical physics, 150(11), 114706. The 
dissertation author is the first author of this work. 
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Chapter 6 Characterizing Surface Adsorbed Catalyst by 3D SFG Spectroscopy 
In Chapter 2, the theory and typical setup of two-dimensional sum frequency 
generation (2D SFG) spectroscopy have been introduced. With the help of two-
dimensional spectroscopy, we learned the information that is not accessible to linear 
spectroscopy techniques. In this chapter, a novel method we developed, fourth-order 3D 
SFG spectroscopy, will be discussed and implemented as the tool to learn the interstate 
vibrational coherent dynamics of a monolayer of the catalyst Re(diCN-bpy)(CO)3Cl on a 
gold surface. Besides measuring the vibrational coherences of single vibrational modes, 
the fourth-order 3D SFG spectrum also measures the dynamics of interstate coherences 
and vibrational coherences states between two vibrational modes. 
6.1 Introduction 
Interstate vibrational coherences are the superposition states of two vibrational 
modes95,195 which provide pathways for redistributing energy in a fast but concerted 
fashion.95,196 In particular, interstate vibrational coherences are a critical channel to control 
energy transfers in molecular monolayer-based materials and devices, such as surface 
catalysts,197 molecular electronics198 and biosensor chips.199 Although interstate 
coherences have been observed in both vibrational and electronic states in solution phase, 
measuring coherent dynamics between states of a single monolayer is a difficult task 
because (1) the spectral signals from monolayers are usually small, and (2) the interstate 
coherence is mixed with population relaxation and single vibrational modes coherence, 
which makes it hard to be extracted.   
In the following chapter, we demonstrate the first fourth-order 3D SFG 
spectroscopy to measure the interstate vibrational coherences from a monolayer. This 
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technique is based off heterodyned 2D sum frequency generation (HD 2D SFG) 
spectroscopy34,37,200,201, a surface sensitive 2D vibrational spectroscopy. By scanning and 
Fourier transform along the waiting time during the interstate coherence, t2, we obtain 3D 
SFG spectra and can separate the interstate coherence spectra from other spectroscopic 
features that normally overlap with them in the 2D spectra. Therefore, we can precisely 
determine the homogeneous and inhomogeneous contribution to interstate coherence 
dephasing dynamics on the surface. 
To demonstrate this technique we focus on a model surface bound catalyst for CO2 
reduction, Re(diCN-bpy)(CO)3Cl (referred as 1, diCN-bpy = 4,4′-dicyano-2,2′-
bipyridine)202, adsorbed on gold. The goal of this type of surface catalysis is to combine 
advantages of both homogenous (tenability, selectivity) and heterogeneous (separations) 
catalysts. However, the subtle changes of vibrational dynamics of molecular catalysts after 
surface attachment can significantly alter the catalyst’s performance. For instance, 
coupling and interstate coherence between vibrational modes can be altered, which 
influence the channels for energy quickly sampling all of the vibrational modes and 
breaking chemical bonds.203,204 Therefore, it is necessary to understand how the vibrational 
coupling and coherence dynamics of these catalysts are influenced by surface attachment. 
The Re-bpy based complexes have been studied in solution phase using 2D IR 
spectroscopy,119,205,206 and the corresponding monolayers have been investigated using 
time-resolved SFG spectroscopy207 for vibrational relaxations and 2D IR spectroscopy,208 
for spectral diffusion. However, the dynamics between coupled vibrational modes, such as 
interstate coherence, have yet been observed because of the challenges mentioned above. 
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6.2 HD 2D SFG Spectra at Different Time 
In this section, we first characterized the vibrational coherence dynamic of this 
molecular monolayer by acquiring the HD 2D SFG spectra with different waiting time t2. 
We then took 2D IR spectra of 1 in solution and extracted the differences in the dynamics 
of 1 in solution and on the surface. To better quantify the different contribution to 
coherence dynamics, Fourier transform is applied to the series of HD 2D SFG (and 2D IR) 
spectra along the t2 axis to obtain the corresponding 3D spectra.  
Although this type of 3D spectroscopy has been taken in both bulk sensitive IR and 
visible spectroscopy,209,210 to the best of our knowledge, this is the first time it is developed 
for surface specific SFG spectroscopy. In principle, the 3D spectra presented here carry the 
same dynamic information as the series of 2D spectra, but the advantage is that 3D spectra 
can better separate the homogenous and inhomogeneous broadening contributions to the 
interstate vibrational coherence peaks. We note that our 3D SFG spectra is different from 
the 5th order 3D spectra that Zanni, Hamm and Nelson pioneered.210–214However, in both 
types of 3D spectra, there are three coherences involved during the measurement and 
therefore both 3D spectra are essentially frequency correlation maps of three coherence 
states. The difference is one of the coherences characterized in our work is an interstate 
coherence – coherent superposition between two different vibrational modes, where in the 
5th order 3D IR experiments all three vibrational coherences are coherent superpositions 
between different quanta of the same vibrational modes.  
In the HD 2D SFG spectra series of 1 on gold (Fig. 6-1), there are both diagonal 
peaks and cross peaks. The diagonal peaks at ω1 = 2020 cm-1 correspond to the fundamental 
transitions of A′ (1) of the CO modes (Appendix C.3), and the out of phase peak that is 
78 
 
redshifted from the diagonal peak is the corresponding overtone transition. The peak sets 
between 1950 and 1890 cm-1, correspond to the  A″ and A′(2) modes of the CO 
groups,205,208 which are also composed of the fundamental and overtone doublet. Due to 
strong coupling between vibrational modes, there are cross peaks (pairs of out of phase 
doublets) in both spectra at the corners of the 2D spectra, which are determined by the 
frequency of two coupled vibrational peaks. The 2D IR spectra (Fig. 6-2) show similar 
features, with A′(1) mode at 2020 cm-1, and A″ mode at 1919 cm-1, whereas the A′(2) mode 
is redshifted enough that it is out of the spectral coverage of our IR beam. 
 
Figure 6-1. T2 dependent HD 2D SFG spectra. As t2 is increased from 80 to 320 fs (a-d) the cross 
peak intensity oscillates back and forth. All spectra are normalized to the absolute peak intensity 
of A′(1) mode. 
The interstate vibrational coherence (quantum beating) of the surface catalysts can 
be visualized in cross peak intensity of HD 2D SFG spectra in Fig. 6-1 as t2 is scanned. If 
interstate coherences are involved in the 2D spectra, the intensity of both cross peaks 
should oscillate as t2 increases. We note that there should also be Feynman pathways 
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involving the interstate coherence that contribute to the diagonal peaks,195 but since the 
diagonal peaks are dominated by contributions that only involve population states during 
t2, we focus on analyzing the cross peak intensity. In Fig. 6-1a-d, the HD 2D SFG spectra 
at 80, 160, 240 and 320 fs are plotted. The cross peak intensity first decreases and then 
recovers, which indicates there are interstate coherences that last long enough to be 
characterized. A similar trend from the 2D IR spectra of solution phase sample is also 
observed (Fig. 6-2). Therefore, the presence of cross peak oscillation during t2 in both HD 
2D SFG and 2D IR indicates that the interstate coherences exist in both solution and surface 
samples, and is not significantly disturbed by surface attachment. 
 
Figure 6-2. T2 dependent 2D IR spectra. As t2 is increased from 80 to 320 fs (a-d) the cross peak 
intensity oscillates back and forth. All spectra are normalized to the absolute peak intensity of A′(1) 
mode. 
6.3 Dephasing Dynamics of the Interstate Coherence 
Next, it is important to quantitatively determine the dephasing dynamics of the 
interstate coherence in both the surface and solution phase sample. We plot the integrated 
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cross peak amplitude versus t2. For both the surface and the solution phase spectra cross 
peak intensity oscillations are observed at early time delays. We Fourier transform the 
oscillatory cross peak intensity to obtain the corresponding spectra (Fig. 6-3b). In the 
frequency domain, peaks at 103 and 96 cm-1 appear for the solution and surface samples, 
respectively, which agree well with the energy difference between A′(1) and A″/A′(2) 
modes.  
 
Figure 6-3. Interstate vibrational coherence dynamics. (a) Time-dependent integrated cross peak 
intensity with trend lines in pink (b) Corresponding Fourier transform power spectra.  
Interestingly, the spectral linewidth of the surface sample is broader than the 
corresponding linewidth in the solution phase spectrum. The broader spectral width 
indicates a faster dephasing time of the interstate coherence for the surface sample. The 
fast dephasing process can come from (1) homogeneous broadening, an ensemble average 
of molecules that all have the same short dephasing time; or (2) inhomogeneous 
broadening, an ensemble average of molecules that all have long dephasing time but 
slightly different coherence frequencies. For the surface catalysts it is intuitive to think that 
the inhomogeneous surface distribution will lead to the fast dephasing time, but the 
question is: is there a homogenous contribution to the dephasing process? Distinguishing 
between these two mechanisms is critical since only the homogenous dephasing can 
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dampen the vibrational coherence of individual molecules, which is related to catalytic 
performance. However, it is difficult to answer this question from only the lineshape of 
these spectra.    
The homogeneous contribution to the dephasing process can be more accurately 
determined by applying the Fourier transform to the series of t2 dependent HD 2D SFG and 
2D IR spectra and obtain 3D spectra.209,215 In 3D spectra, the interstate coherence peaks 
are well separated from those do not involve interstate coherences. For spectral peaks that 
involve interstate vibrational coherences, their 3D spectra appear around ω2=100 cm-1 (Fig. 
6-4a and b) whereas other spectroscopic signals that are not involved with the interstate 
coherence located at ω2=0 cm-1. This separation allows the spectral parameters of these 
interstate coherent peaks to be extracted without any interference from other peaks. In 
addition, the 3D spectra in our work track the dephasing dynamics of the single mode 
coherences during t1, t3, and the interstate coherence during t2. Both solution phase and 
surface 3D spectra contain diagonal and cross peaks, indicating that the interstate 
coherences are involved in both spectral pathways, similar to 2D IR and 2D Vis 
spectroscopies216. We note there are additional peaks missing due to the spectral coverage 
and signal to noise limitations in our measurement. Nevertheless, we can clearly 
understand the interstate coherence dephasing dynamics from the available spectral 
features in the 3D spectra (Fig. 6-4a and b, blue boxes).  
6.4 Lineshape Analysis of 3D spectra 
To better examine the lineshape, we cut along ω1 to get 2D spectra that reveal the 
correlation functions between the second and third coherences. The solution phase 
spectrum shown here involves a “nonrephasing” process (where the oscillation frequency 
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of ωAa and ωA0 have the same sign) during t2 and t3, as indicated from the corresponding 
Feynman diagram (Fig. 6-4c). The spectral doublet (Fig. 6-4d) has a homogenous diamond 
lineshape,217 which is the signature lineshape for homogeneous broadening - only 
homogenous solvent interactions contribute to the interstate coherence dephasing. In 
contrast, the spectrum from the monolayer sample in Fig. 6-4f is a rephasing spectra, since 
the oscillation frequency at t2 and t3 (ωaA and ωa0) have opposite signs (Fig. 6-4e). The 
spectrum in Fig. 6-4f is elongated along the diagonal. This is due to a heterogeneous 
molecular distribution, same as the contribution for inhomogeneous broadening in the HD 
2D SFG spectra. However, the spectrum is also significantly broadened along the 
antidiagonal, with a linewidth ~24±2 cm-1. In rephasing spectra, the antidiagonal linewidth 
corresponds to the homogenous linewidth. Since the upconversion pulse’s spectral full 
width half maximum (fwhm) is < 20 cm-1, narrower than the spectral linewidth, the 
antidiagonal linewidth indicates that the spectrum is homogenously broadened as well. 
Therefore, both homogenous and inhomogeneous dynamics contributes to the fast 
dephasing time of interstate coherence of the surface catalysts.  
Since there are no solvent present around the catalysts on the surface, processes that 
contribute to the homogenous broadening must be interactions induced after surface 
attachment, such as coupling to the image dipole on the surface,218 coupling to other low 
frequency surface modes,219,220 non-adiabatic electron transfer coupling,221 or 
intermolecular interactions, such as dipole-dipole coupling222. Non-adiabatic electron 
transfer coupling between the adsorbates and substrates happens when the adsorbates’ 
electronic states are heavily mixed with the d-band of metal states221. Since CO modes do 
not directly attach to the surface, it is unlikely that orbital mixings between the CO and 
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gold surfaces exist. Similarly, coupling to low frequency surface modes may not cause 
dephasing of vibrational coherences.219,220 Low frequency modes such as hindered 
translation or rotation can only strongly affect CO vibrational dephasing dynamics, if the 
CO modes are not directly attached to the surface, which is not the case in the current 
system. Another possibility would be intermolecular interactions such as dipole-dipole 
coupling between adjacent molecules223, but it is understood that dipole-dipole interaction 
are not effective in this type of molecular monolayers222.  
 
Figure 6-4. 3D vibrational spectra. (a) 3D IR spectra obtained by Fourier transform of the t2 axis. 
(b) 3D SFG spectrum (c) Feynman diagram of the spectral slide (d) of 3D IR spectrum. State “A” 
represents the vibrational state with higher energy, whereas state “a” is the one with lower energy 
(e) Feynman diagram of the spectral slide (f) of 3D SFG spectrum. 
The scenario that the adsorbate electrostatically couples to the image dipole on the 
surface is likely to account for our observations, as it is often the dominating force for 
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homogenous dephasing218. This agrees with previous work where we observed that single 
vibrational mode dynamics are influenced by image dipole interactions for the same 
system.5 The image dipoles should couple to all the vibrational modes, which induces 
homogenous dephasings not only to the single vibrational modes but also the interstate 
coherences between different vibrational modes. This new experimental result indicates 
that even though the vibrational modes of interests are not in direct contact with the 
substrates (i.e. carbonyls), there are still adsorbate-substrate interactions that can influence 
the vibrational dynamics. 
6.5 Summary of the Chapter 
In summary, we characterized the interstate vibrational coherence dynamics of a 
surface monolayer using fourth-order 3D SFG spectroscopy. By comparing it to the 3D IR 
spectra of compound 1 in solution phase, we learned that surface attachment induces both 
homogenous and inhomogeneous dephasing dynamic of the vibrational modes, but the 
coherence is preserved upon surface grafting. The method demonstrated here can be easily 
extended to monolayers under working conditions, and can provide a new platform for in 
operando investigation of previously unavailable physical properties. In combination with 
the current state of the art computational research, the rich and detailed knowledge learned 
from HD 2D SFG and 3D SFG spectroscopies can extract the critical physics for catalysts 
and therefore provide comprehensive understanding of surface monolayers.   
Chapter 6, in part, is a reprint of the material as it appears in Yingmin Li, Jiaxi 
Wang, Melissa L. Clark, Clifford P. Kubiak, Wei Xiong. “Characterizing Interstate 
Vibrational Coherent Dynamics of Surface Adsorbed Catalysts by Fourth-order 3D SFG 
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Spectroscopy”. Chemical Physics Letters, 650, 1-6. The dissertation author is the first 
author of this work.  
86 
 
Chapter 7 Salting Up of Proteins at the Air/Water Interface 
From chapter 3 to chapter 6, interface sensitive nonlinear spectroscopic methods 
are applied to study the air/solid interfaces and hidden interfaces. In this chapter, a 
vibrational sum frequency generation study, in combination with surface pressure 
measurement, on air/water interface is demonstrated to understand the adsorption kinetics 
of a globular protein, bovine serum albumin (BSA). It is learned that at low (2-5 ppm) 
protein concentrations, which is relevant to environmental conditions, both VSFG and 
surface pressure measurements of BSA behave drastically different than at higher 
concentrations. This phenomenon is term as “salting up” which differs from the well-
known “salting out” effect as it occurs at protein concentrations well-below where “salting 
out” occurs. 
7.1 Introduction 
Proteins, which are ubiquitous in biological systems, are also enriched at the sea 
surface microlayer, the topmost layer of the ocean surface, and present within sea spray 
aerosol, despite their ultralow concentrations in the ocean.224–227 Adsorbed proteins at the 
air/sea water interface play important roles. For example, enzymes at the interface have 
been suggested to alter the surface properties of sea spray aerosol,228,229 and surface 
proteins can also stabilize foams and bubbles.230–232  
To provide physical insights into protein adsorption at the air/salt water interface, 
we combine VSFG with surface pressure measurements to study BSA at low bulk 
concentrations (2-5 ppm) at the air/ salt water interface. We demonstrate a “salting up” 
phenomenon whereby certain proteins partition to the interface within tens of minutes to a 
few hours, in the presence of salts, but not in their absence. These results show for the first 
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time that ions play an important role in the dynamical adsorption of proteins at the air/salt 
water interface. 
Protein concentration in bulk sea water is found to be much lower than the 
corresponding concentration at the sea surface microlayer.233–236 What drives proteins to 
the air/liquid interface? To answer this question, air/liquid interface sensitive techniques 
are needed. VSFG, as a second order nonlinear optical technique, has inherent interface 
selectivity, and has become a useful spectroscopic tool to detect proteins at air/liquid 
interface in-situ8,230,237–240. Most of the previous VSFG experiments have focused on high 
protein concentrations (ca. 1000 ppm),230,239 and not at low environmentally relevant 
concentration (~2 ppm). Additionally, although the effects of salts on protein behavior in 
bulk solutions have been  extensively studied,241–245 the influence of relatively high 
concentrations of salts on proteins at the air/water interface has hitherto not been 
demonstrated. Most of the previous studies used buffer solutions, which are at relatively 
low ionic strength.238,239,246 
7.2 Experimental Details 
The VSFG spectrometer used in this experiment has been described in previous 
publications.6,175,247 All spectra are collected using SSP polarization (polarization of signal, 
visible input, and infrared input beams, respectively). Salt solutions with concentrations of 
~35 g/L are prepared by dissolving sea salt (Sigma Aldrich, composition listed in Table D-
1) in D2O and H2O for VSFG and surface pressure measurements, respectively. This sea 
salt solution represents the high salinity and high ionic strength of sea water and is therefore 
a good mimic for studying the air/sea water interface. We use D2O in VSFG experiments 
to remove the interference from the H2O bending mode, near the absorption frequency of 
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the amide I band. BSA (≥ 98%, Sigma Aldrich) is added to the sea salt solution to make a 
1 mg/mL (1000 ppm) concentrated solution, which is then diluted to required 
concentrations (5, 4, 3 and 2 ppm). For experiments without salts, BSA is directly added 
to D2O/H2O to obtain a 1 mg/mL solution and then desired concentrations of protein 
solutions were prepared. The protein solutions are freshly prepared before each of these 
reported experiments. The solutions are loaded into a petri dish that is covered with 
parafilm to alleviate water evaporation. A slit is cut on the parafilm to let the light pass 
through. The preparation of lysozyme and lipase solutions follow the same protocols as 
BSA solutions. 
7.3 VSFG Study on BSA at Air/Water Interface 
VSFG spectra of BSA show very different behavior at the air/salt water interface 
compared to the air/pure water interface (Figure 7-1a).  As seen in Figure 7-1a, there is a 
VSFG feature from BSA at the air/salt water interface, whereas the spectrum for the air/ 
pure water interface is featureless. The small bump in the red trace is due to the nonresonant 
signal of D2O (Fig. D-1). The main peak centered at 1650 cm-1 in Figure 7-1a is attributed 
to the amide I band of α-helices.240,248,249 Overall, these spectra indicate that salts influence 
the appearance of the VSFG signal from BSA at the interface. We note the VSFG signal 
probes interfacial BSA only, and not the bulk BSA due to the electric field induced χ(3) 
term,179–186,250–253 because of the large ionic strength (I=0.71 mol/L) used in this study.  
The effect of salts on the VSFG signal from BSA is dynamic. While the spectra 
show a strong amide I band response at 40 minutes after BSA salt solution is loaded (Figure 
7-1a), at earlier times (after 10 minutes) there is no VSFG signal (inset, Figure 7-1a). This 
89 
 
result suggests the absence of ordered BSA molecules at the interface following the 
introduction of BSA solution.  
To further elucidate the kinetics of the VSFG signal obtained from BSA, we 
performed time-dependent VSFG measurements on both air/ pure water and air/salt water 
interfaces. Figure 7-1b shows the integrated VSFG intensity of the amide I band as a 
function of time. From this VSFG kinetic study, we observe that only air/salt water 
interface shows the emergence of a strong signal and the evolution of protein adsorption. 
The kinetics of this adsorption process show the following: At first there is an induction 
period (1 and 2 in Figure 7-1c), followed by a rise in signal (3 in Figure 7-1c) and then by 
saturation of the signal (4 in Figure 7-1c). This behavior is not observed when BSA is in 
pure water, nor in systems of salt water without BSA (Fig. D-2).  
 
Figure 7-9. VSFG spectra of BSA monolayer at air/liquid interface. (a) Static VSFG spectra of 3 
ppm BSA in salt water and in pure water collected 40 minutes after the solutions are loaded. The 
inset shows the spectra collected 10 minutes after the solutions are loaded and the purple spectrum 
is offset for clarity. (b) Kinetic studies of VSFG signal. VSFG response of BSA at the air/salt water 
interface undergoes a steep increase at around 20 minutes, whereas no such change is seen at the 
air/water interface. (c) Adsorption kinetics at the air/salt water interface. Under the same sample 
condition, surface pressure and SFG show different adsorption kinetic. The dashed lines mark the 
surface pressure value when the VSFG signal begins to increase. The colored areas represent 
different stages of adsorption (1 to 4) described in the main text.  
There are two possible explanations for these observations. In the first scenario, at 
low concentrations, few BSA molecules adsorb at the surface because of slow diffusion of 
BSA from the bulk solution. The diffusion is accelerated by ions, which drive BSA to the 
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interface. Once at the interface, the adsorbed interfacial proteins rearrange into ordered 
structures and generate VSFG signals. A second scenario is that BSA molecules are 
adsorbed at the interface from the start, but the proteins need time to rearrange into ordered 
structures, which leads to the VSFG signal, and that ions play an important role in the 
protein rearrangement at the interface.  
7.4 Surface Pressure Study on BSA at Air/Water Interface 
To test these two scenarios, we performed surface pressure measurements. Unlike 
VSFG, surface pressure measurements are sensitive to the presence of surface species, but 
rely little on the orientation, conformation or ordering.254 Thus, we can disentangle the 
dynamics of surface adsorption from changes in structural/conformational and/or ordering. 
The surface pressure measurement exhibits a qualitatively similar, but quantitatively 
different time dependence when compared to VSFG kinetics (red line, Figure 7-1c): The 
surface pressure measurement only has a 10-minute induction period, while for VSFG it 
takes 20 minutes before the signal rapidly rises at the same experimental condition. 
Following the induction period, surface pressure increases sharply, till it reaches a bending 
point, where there is a much slower rate of increase in the surface pressure. However, only 
around when surface pressure reaches a bending point, VSFG signal start to rise.  
Because the surface pressure change reflects the amount of BSA molecules 
adsorbed at the surface, it means that at 10 minutes after BSA solution is added, the surface 
coverage of proteins drastically increases at air/salt water interface. However, because the 
VSFG signal only starts to increase at 20 minutes, when many BSA molecules are present 
at the interface, this additional lag phase in VSFG kinetics indicates that rearrangement 
and ordering of BSA occurs during this period. Therefore, these results support the 
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hypothesis in the first scenario, i.e. there is adsorption of BSA molecules at the interface 
followed by rearrangement at the interface. In contrast to salt water conditions, proteins in 
pure water show no surface pressure change within 60 minutes (Fig. D-4), which is 
consistent with the VSFG results. 
7.5 Surface Coverage Induced Structural Rearrangement 
There is another interesting kinetic effect observed. The 20-minute induction period 
in the VSFG data roughly matches the bend in the surface pressure curve (Figure 7-1c). At 
the bending point of the surface pressure, the surface concentration is around 0.82 mg/m2, 
corresponding to a surface coverage of 90%. (Fig. D-6)255 At such a high surface coverage, 
protein molecules are more likely to interact with one another leading to ordered structures. 
Therefore, we speculate that the surface coverage of BSA needs to reach a critical value 
(and concomitant with that a critical surface pressure) to undergo any structural 
rearrangement and/or ordering at the interface.  
To determine the role of surface coverage in the structural rearrangement of BSA 
at the interface, we measured the VSFG and surface pressure kinetics for three other 
concentrations: 2, 4, and 5 ppm (Fig. 7-2). If there is a critical surface coverage, the time 
for the VSFG signal to appear should correlate with the same surface coverage (pressure), 
regardless of the bulk protein concentration. In Figure 7-2, these four concentrations have 
different induction times and different duration of all periods for both surface pressure and 
VSFG signal kinetics. However, VSFG signal begins to increase approximately at the 
bending points of the surface pressure curves for all concentrations, which corresponds to 
a critical surface pressure of between 5.8 to 6.8 mN/m. At this surface pressure, the 
corresponding surface concentration is 0.82 ± 0.02 mg/m2, and surface coverage is 
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90%±2%. (Fig. D-6) Thus, from these results we can conclude that 90% is the critical 
surface coverage, which triggers protein interactions for structural rearrangement and/or 
ordering.  
 
Figure 7-2. Adsorption kinetics of BSA at the air/salt water interface at different protein 
concentrations. (a) 2 ppm; (b) 3 ppm; (c) 4 ppm; (d) 5 ppm. A concentration dependent induction 
time is observed in all cases. However, the corners formed by the pair of dashed lines show that a 
certain surface pressure needs to be reached before the VSFG signal appears.  
A four-stage model of the adsorption kinetics is proposed based on these 
experimental observations (Figure 7-3). In salt water, a majority of BSA molecules initially 
stay in the subphase and gradually migrate to the surface, which can be attributed to a 
salting up effect driven by ions. As the surface coverage reaches ca. 50% (Stage 1), it 
causes the surface pressure to increase256. In Stage 2, BSA molecules continue to 
accumulate at the surface until the surface pressure reaches a value of ca. 6 mN/m, (c.a., 
90% surface coverage), which triggers a structural rearrangement and/or ordering that leads 
to the VSFG signal. In Stage 3, the drastic increase in the VSFG signal reflects BSA 
reorientation and ordering process at the interface. Both surface pressure and VSFG signal 
reach an equilibrium (or slowly changing) state in Stage 4. 
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Figure 7-3. A schematic of the different stages of adsorption kinetics for BSA at the air/salt water 
interface.  
This four-stage model can be applied to all concentrations investigated here. The 
induction time is closely related to the BSA concentration - the higher the concentration, 
the shorter the induction time (the induction times for 2, 3, 4 and 5 ppm are 40, 20, 15, and 
12 minutes, respectively). This concentration dependence can be explained by diffusion 
process that drives the protein to the interface.8  At higher concentrations, more BSA 
molecules diffuse to the interface taking less time to reach a critical surface coverage. 
7.6 Mechanism of “Salting Up” Effect 
In order to get more insights about the mechanism of “salting up” effect of BSA, 
we performed a salt concentration dependent experiment. The surface pressure kinetics of 
5 ppm BSA in three different NaCl concentration solutions, which are 0.5 M, 0.05 M and 
0.005 M, are measured, while pure water and BSA water solution are used as control. As 
shown in Figure 7-4, Because the onset of salting-up happens at 0.005 M NaCl (0.005 M 
ionic strength), it suggests that the electrostatic screening is a key driving force for salting-
up. For example, the salt ions in solution successfully build a screen layer with Debye 
length similar or shorter than the diameter of BSA, thereby screening charges on BSA and 
reducing the interaction between protein and water to allow BSA molecules partitioning to 
the surface. However, BSA solution with higher NaCl concentration shows larger surface 
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pressure value at equilibrium which indicates larger BSA surface coverage. We believe 
that the dependence on salt concentration is originated from the volume exclusion in 
“salting out”. For “salting out”, hydrated ions strongly interact with their first hydration 
shell which produce large energy barrier to interact with proteins. As a consequence, 
hydrated ions are excluded from protein molecules in the bulk solution and when more 
hydrated ions are added, it leads to protein aggregations (“salting out’) and thus reduction 
of excluded volume at the protein surfaces. Thus, for salting up, when adding more 
hydrated ions to the solution, aside from electrostatic screening effects, it can also induce 
more excluded volume at protein surfaces and driving protein to emerge onto surface and 
aggregate.  
 
Figure 7-4. Surface pressure kinetics of 5 ppm BSA in different NaCl concentration solution.   
To test if “salting up” effect is a general phenomenon to all proteins, we performed 
the surface pressure measurement on lysozyme and lipase with the same molarity as BSA. 
The concentration of NaCl is set to be 0.5 M. Interestingly, we find the surface pressure 
for both lysozyme and lipase solutions doesn’t change after 60 min (Fig. D-7) which means 
the protein molecules stay in the aqueous phase. There are two general difference between 
95 
 
BSA and the other two proteins: first, it is known that lysozyme and lipase both have rigid 
structure, while BSA is known as a “soft” protein and has low internal stability; second, in 
NaCl solution (pH=7), BSA is negatively charged while lysozyme and lipase are positively 
charged. Both differences could cause the observed distinction. To learn whether it is 
charge type on protein surface affecting adsorption dynamics, we performed a control 
experiment of 5 ppm BSA in 0.5 M NaCl solution with pH=3, which is below the 
isoelectric point of BSA, and therefore BSA is positively charged. The result shows the 
surface pressure of BSA also increased indicating “salting up” still exists (Fig. D-8). Thus, 
despite that electrostatic screening is critical in “salting up”, the type of charges does not 
play an important role. On the other hand, it is likely that structural flexibility of proteins 
influence “salting up”. The mechanism of how salt ions change protein structures to drive 
them to the surface subjects to future MD simulation study. 
7.7 Summary of the Chapter 
In summary, we observe the accelerated emergence of BSA at air/liquid interface 
due to the presence of salts, which can be due to a new “salting up” effect. It is well known 
that salts impact protein behavior in bulk solution, with “salting in” and “salting out” 
effects.257–259 Our observations lead to a conclusion that while both “salting up” and 
“salting out” depends on volume exclusion induced by hydrated ions, there are additional 
mechanistic difference between them, e.g., “salting up’ also depends on flexibility of 
protein structures. The mechanistic difference is supported by that the phenomenon of 
“salting up” is not related to the formation of aggregates in the bulk as observed for “salting 
out”. Experiments performed using dynamic light scattering (DLS) showed no protein 
aggregation even under much higher protein (1000 ppm) and salt concentrations (Fig. D-
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5), which suggests that “salting up” occurs at a different condition than the one that drives 
“salting out”. One way to understand this substantial difference is that lower protein 
concentrations may be needed to reach to a critical point for rearrangements in 2D surface 
compared to the 3D bulk environment.  
This study demonstrates for the first time that salts play a pivotal role in BSA 
adsorption dynamics at air/aqueous interface, which we term as the “salting up” effect. The 
mechanism of “salting up” lies in the electrostatic screening, structural change of BSA and 
volume exclusion induced by the hydrated salt ions. Initial mechanistic studies indicate 
that “salting up” is specific to certain types of proteins that have “soft” structure. Because 
this study focuses on environmental chemistry related condition, extensive survey of 
various salt is out of the scope of this initial report. However, this exciting initial result 
would lead to further study to categorize the proteins that can salt up, as well as more 
mechanistic studies in whether salting up is ion specific (initial study on NaCl and CaCl2 
suggests that salting up is less sensitive to the types of ions, i.e mono- versus di-cations). 
Further investigation of the salting up effect, using different experimental (e.g. x-ray 
scattering260 and VSFG microscopy190,261,262) and computational methods,263 is warranted. 
Chapter 7, in part, is being prepared for publication of the materials. Yingmin Li, 
Mona Shrestha, Man Luo, Meishi Song, Vicki Grassian, Wei Xiong will be the coauthors. 
The dissertation author is the first author of this work. 
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Chapter 8 Conclusions and Perspectives 
 
Ultrafast nonlinear spectroscopy is a powerful technology to probe surfaces and 
interfaces, from both static and kinetic perspective. New methods of performing nonlinear 
spectroscopy study and improvements of existed techniques are discussed in this 
dissertation, which are applied to various interfaces to provide new knowledge of interfaces. 
The main findings can be summarized as following:  
1. The bandgap at buried interface can be measured by electronic sum 
frequency generation spectroscopy is demonstrated for the first time. It is found that the 
bandgap at interface is different from bulk materials. P3HT/Si system is studied as an 
example where the bandgap of P3HT at interface is determined to be 2.2 eV whereas the 
UV-vis measurement gives 2.3 eV bandgap for the thin film. Since the measurement can 
be performed under ambient condition, it provides a handy tool to study electronic structure 
of interface under working environment. 
2. Ultrafast charge dynamics at interface is explored by transient VSFG 
spectroscopy. The first transient electric field induced VSFG measurement is demonstrated 
on P3HT/Au samples and we observed the direct interfacial charge transfer across the 
interface. With the help of DFT calculations, the molecular conformation at interfaces is 
related to the charge behaviors. It is concluded that a subensemble of P3HT molecules at 
interface possess parallel or close to parallel conformation relative to the gold substrate 
that enables the strong electronic coupling between the o  orbitals of P3HT and the 
electronic state of gold. This coupling then facilitates the direct electron transfer from gold 
to P3HT 
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3. A phase sensitive detection method – heterodyne detection is applied to 
P3HT/Au interface to learn the molecular response during the charge transfer process. A 
phase rotation method is established to separate the molecular signal from the nonresonant 
electronic signal. The heterodyne detected transient VSFG signal allows us to resolve three 
different dynamic components during the charge dynamics which are coherent artifact, 
unsuccessful charge transfer and direct interfacial charge transfer. The phase resolved 
dynamics would help us better understand the physical picture of charge transfer dynamics. 
4. A monolayer of Re(diCN-bpy)(CO)3Cl catalyst attached to gold surface is 
investigate through multidimensional SFG spectroscopy. The interstate vibrational 
coherent  dynamics is studied through the first fourth-order 3D SFG spectroscopy. Both 
homogeneous broadening and inhomogeneous broadening are determined by the lineshape. 
By comparing to the molecules in solution phase, the effect of surface attachment is 
analyzed.  
5. Protein adsorption kinetics is measured by VSFG spectroscopy where BSA 
is studied as a model sample.  BSA molecules are found to come to the air/water interface 
within a much shorter waiting time with the assistance with salt ions than without them. 
This observation is described as “salting up” effect which is different physical process than 
the know “slating out” phenomenon. By doing the salt concentration dependent experiment, 
the mechanism of “salting up” effect is explained by electrostatic force. After testing lipase 
and lysozyme, two types of proteins with hard structure, it is concluded that the emergence 
of “salting up” effect also depends on the structure of protein molecules.  
Using ultrafast nonlinear spectroscopy, we have shown that it can produce new 
knowledge and insights for surfaces and interfaces. A lot of continuous research can be 
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carried out based on the work presented in this dissertation. For example, the ultrafast 
charge dynamics across different interfaces can be studied which is an ongoing project in 
our group. By using different metal substrates including gold, silver and platinum, the 
relationship between the phase and the charge transfer direction can be unambiguously 
determined. Other than that, charge dynamics at different interfacial band structures can be 
explored with the help of theoretical calculations such as DFT.  
Another exciting future direction is to investigate the mechanism of “salting up” 
effect in more details, especially to explore the role played by protein structures and the 
interactions between salt ions and proteins. Computational methods such as molecular 
dynamics simulation can be very helpful to provide the structural information. Other 
studies of protein molecules using structure sensitive nonlinear spectroscopy techniques in 
combined with the linear absorption spectroscopy methods such as FTIR and infrared 
reflection absorption spectroscopy (IRRAS) would be very helpful to study the mechanism 
of protein degradation and unfolding process.  
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Appendices 
Appendix A  
A.1 Fresnel factor calculation 
In order to determine the fractions of the ESFG signal coming from the P3HT/Si 
interface or the P3HT/Air interface. We calculate the Fresnel factor for each interface to 
find out how much SFG signal is generated. As mentioned in the main paper, the intensity 
of the ESFG response is proportional to the square of the effective second order 
susceptibility, =>?? . For SSP polarization combination, which we used in our experiment, 
=>??  can be expressed as: 
=>??,!!p = qrr$!"#qrr$)qss$B* sin vB* =wwx                       (A1) 
where  $!"# , $) and $B* are the frequencies of ESFG signal, visible and NIR fields, 
respectively. vB* is the incidence angle with respect to the surface normal for the optical 
field of $B*. q$ is the tensorial Fresnel factor at $ defined as following: 
qrr$ = 2y$ cos vy$ cos v + y$ cos z 
                      qss$ = gQM {|} ~MeQM {|} MhgQM {|} ~M e
QM
QM                                      (A2) 
where yA$ is the refractive index of  medium m (m=1,2) at frequency $,  z is the 
refractive angle of medium 2 which can be calculated via y$ sin v = y$ sin z. 
y$ is the refractive index of the interfacial layer at frequency $. We estimate the value 
of y$by taking the average of the refractive index of the two mediums aside of the 
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interface since we cannot determine the accurate value of y$. All the parameters used 
for the calculation are summarized in Table. A1 
Table A1. Parameters of the calculation for Fresnel factor 
 n(800nm) n(SFG) n(NIR) 
P3HT 2.27 2.46 2.17 
Si 3.75 4 3.4 
Air 1 1 1 
 
A.2 Fitting of UV-vis spectrum of P3HT 
The UV-Vis spectrum is taken on a P3HT thin film spin coated on to a sapphire 
window, using the same condition as we prepare it on Si substrate. Fig. 3-4 shows the UV-
vis spectrum of the regioregular P3HT sample. The spectrum is fitted into 4 Gaussians, 
where each Gaussian is in form of a*exp(-(x-b/c)2). The fit reproduces the experimental 
data well, and the parameters are summarized in Table. A2. The first two peaks locate at 
2.04 and 2.20 eV correspond to electronic states of P3HT polymers, where the two higher 
energy peaks are from oligomer or monomers. Nevertheless, we can clearly see that each 
of them has the band width bigger than 0.2 eV, which is much larger than the bandwidth 
of ESFG signal. 
Table A2. Parameters of the fitted Gaussian 
 Peak 1 Peak 2 Peak 3 Peak 4 
a 0.091±0.011 0.14±0.03 0.18±0.02 0.137±0.004 
b (eV) 2.041±0.002 2.202±0.007 2.45±0.03 3.02±0.04 
c (eV) 0.084±0.05 0.18±0.02 0.33±0.03 0.65±0.04 
FWHM (eV) 0.14±0.08 0.30±0.03 0.55±0.05 1.08±0.07 
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A.3 Fitting of the ESFG spectrum 
As demonstrated in the main paper, the measured normalized ESFG intensity ratio 
between P3HT/Si and Au should be fitted by, 
5=>??5 = <=B* + =CD$!"# ∙ 1∙G + =!$!"#<                               (A3) 
=!$!"# can be determined by measuring the ESFG of the bare Si surface. The ESFG 
spectrum of Si can be fitted to a linear function in the form of = +  to simplify the fitting, 
since the corresponding UV-vis spectrum is nearly linear. The nonresonant signal of 
P3HT/Si is treated as a constant. We use a Lorentzian function (Shown in Eq. A4) and a 
Gaussian function (Shown in Eq. A5) to fit the resonant signal, respectively. Then, the 
functions we use to fit Eq. A3 are as following,  
1   2S2∗S 1∗G + B* + = + b

                                            (A4) 
1 ∗ 1
egeg ∗ 1∗G + B* + = + b                                            (A5) 
where  and  determines the amplitude of the spectrum,  and  are the peak position 
and  and  correlate to the width of the spectrum. B* represents the nonresonant signal 
from P3HT and the term “= + ” stands for Si signal. All the fitting parameters are 
included in Table. A3. 
Table A3. Parameters of fitted linear and Lorentzian function 
 a b    
Si -0.3±0.4 0.8±0.8    
   (eV)  (eV)  B* 
Lorentzian 0.007±0.004 2.199±0.004 0.014±0.006 -1.5±0.3 1.22±0.08 
   (eV)  (eV)  B* 
Gaussian 0.50±0.12 2.202±0.004 0.022±0.009 0 1.21±0.08 
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We can then plot each individual terms in the main text to different contributions 
to 5=>??5. 
A.4 Spectral normalization 
As indicated in Eq. A6, the measured homodyne ESFG signal is quadratically 
dependent on the second order susceptibility= , the amplitude of near IR (B* and 
800nm @A electric fields, and the reflectivity (r) of both beams. By taking the ratio 
between the ESFG of P3HT/Si and gold, we can take out the dependence on electric field 
amplitude, which can change as the near IR frequency is scanned. Assuming the reflectivity 
ratios between P3HT/Si and gold remain constant, this ratio corresponds to =. 
!"# = |!"#| ∝ |=B*@AB*@A|           (A6) 
 
 
Figure A-1. Ratio between the ESFG signal of regioregular P3HT/Si interfaces and Au. The plot is 
nearly flat, which indicates non-resonant condition in this range. 
Fig. A-1 shows the ESFG intensity ratio between P3HT/Si and Au between 2.4 to 
2.6 eV. The ESFG intensity does not depend on the frequency of the ESFG signal, which 
indicates no resonant condition is satisfied. 
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Appendix B 
B.1 UPS measurement 
We performed ultraviolet photoelectron spectroscopy (UPS) measurement on bare 
gold and P3HT/Au samples to determine the band alignment at P3HT/Au interface. Using 
UPS, the relative positions between the highest occupied molecular orbital energy level 
(HOMO) of P3HT and the gold Fermi level (EF) can be figured out. Fig. B-1a shows the 
photoemission spectrum of bare gold substrate and P3HT/Au interface at near gold Fermi 
level in linear scale. From Fig. B-1a, we determine the HOMO of P3HT 0.50 ± 0.05 eV 
lower than the gold Fermi level. Then, the position of the lowest unoccupied molecular 
orbital energy level (LUMO) can be inferred from the band gap of P3HT (2 eV). The 
vacuum level change is obtained from secondary-electron cutoff in the UPS data.27 Based 
on Fig. B-1b, we measured the vacuum level of P3HT 0.60 ± 0.05 eV below the gold 
vacuum level. Thus, we determine the band alignment of the P3HT/Au interface, which is 
summarized in Fig. 4-1b. 
 
Figure B-10. Ultraviolet photoelectron spectroscopy on Bare gold and P3HT/Au interfaces. (a) 
UPS spectra in the gold Fermi level region (b) UPS spectra shows the secondary-electron cutoff. 
The P3HT VBM can be placed 0.5 eV below gold Fermi level. The secondary-electron cutoff 
difference can be determined to be 0.5 eV 
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B.2 Tr-VSFG data acquisition, analysis and calculations 
B.2.1 Double interfaces simulation 
There are two interfaces that could contribute to the VSFG signal of the P3HT/Au 
sample which are P3HT/Au (buried interface) and Air/P3HT interfaces (top interface). 
Since no charge transfer could happen across the air/P3HT interface, all the dynamic 
features observed in our experiment should be generated from the P3HT/Au interface. 
Nevertheless, it is necessary to learn the relative contribution of each interface to VSFG 
signals, which is important to understand the static and dynamic spectra. To do so, we run 
a simulation to decompose the SFG signal contribution from each interface. The procedure 
of this simulation follows the description of a publication by O’Brain and Massari42, and 
the simulation code is based on a Matlab program provided by the Roberts group152.  
In the simulation, we input a series of experimentally measured VSFG spectra of 
P3HT/Au samples with different P3HT film thickness. The VSFG signal should be 
modulated by the film thickness, because of interferences between signals from the top and 
bottom interfaces. Thus, it is possible to determine the relative contribution of VSFG 
signals from each interface based on how VSFG signal is modulated as thickness is varied. 
The simulation results depend on many parameters, including film thickness, beam 
incidence angle, upconversion pulse FWHM, refractive indices and so on. A few important 
parameters and how they are obtained are provided here: Thicknesses of P3HT layer are 
characterized by profilometry. Incident angles of IR and upconversion beams are 62° and 
63°, respectively. Our FWHM of upconversion beam is 9.5 cm-1. The refractive indices of 
P3HT are approximately 2.2 within mid IR range45  and 2.0 at 792 nm264. We refer to P. 
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Johnson and R. Christy’s paper265 to obtain the refractive indices of gold at different 
wavelength.  
The fitting results and the relative contribution from top and bottom interfaces to 
the VSFG spectra are summarized in Fig. B-2. The fitted result (Fig. B-2b) qualitatively 
reproduced the trend of the experimental measurements (Fig. B-2a). The decomposed 
VSFG spectrum of each interface are shown in Fig. B-2c where most of the VSFG signal 
is generated from the P3HT/Au interface, whereas the top interface barely contributes. This 
suggests interference between the signal from each interface plays a minimal role in our 
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study. 
 
B.2.2 Absorption cross section for Au 
In the indirect charge transfer model, where hot electrons in Au are firstly excited 
by a 790 nm pump pulse and subsequently transfer to the P3HT layer, the amount of charge 
transferred should be directly related to the number of hot electrons, and therefore, related 
to the absorption cross section of gold. The absorption cross section of gold under different 
 
Figure B-2. Simulation results of the two interfaces model. (a) Experimental data shows the SFG 
spectrum of a series of P3HT/Au sample with different thickness (b) Simulation results that 
demonstrate VSFG signal intensity generated from different P3HT film thickness. (c) Simulated 
VSFG spectrum of the buried interface (blue) and the top interface (red). The simulation result 
agrees well with the experimental spectra. The top interface spectrum shows an almost flat line 
which suggests negligible amount of signal is generated at air/Au interface. Majority of VSFG 
signal is generated from the P3HT/Au interface that give rise to the dynamics. 
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pump beam polarization are calculated based on Fresnel equations153. In this case, 
absorption cross-section σj of gold substrate is given by 
~bYz.                                                                        (B.1) 
Where j indicates polarization (p or s), ρ(γ) is a function of the incident angle γ, and Aj is 
the absorption coefficient. Since ρ(γ) only changes by about 10% as γ varies from 0° to 
90°, Aj will be the key factor that determines the value of σj. The absorption cross-section 
Aj is related to the Fresnel coefficients of reflection at the interface as follow 
b = 1 − 552,                                                                      (B.2) 
 = − +⁄ = −y12z + y0y12 − y02y2z
1
2 × y12z + y0y12 − y02y2z
1
2
−1
,   (B.3) 
 = − +⁄ = y0z − y12 − y02y2z
1
2 × y0z + y12 − y02y2z
1
2
−1
,        (B.4) 
where rp and rs are amplitude ratios of reflected electric field (E
- 
p , E
- 
s ) to incident electric 
field (E+ p , E
+ 
s ), for p and s polarization, γ is the incident angle (~60°), n0 (n0 = 1) and n1 (n1 
= 0.15106-4.8412i265 are the refractive indices of vacuum and metal (Au) at 790 nm, 
respectively. Based on Eq. B.1-B.4 and the parameters stated above, the ratio of absorption 
cross-sections of gold substrate at p and s polarization is determined. 

 ≈ bb = 1−55
2
1−||2 = 3.7.                                                            (B.5) 
B.2.3 Global analysis methodology 
Global analysis is performed using the glotaran software package. We first 
performed single value decomposition (SVD), and found two types of major dynamics: 
one dynamic signal that has a negative amplitude and relaxes fast while the other is a 
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positive signal and relaxes slow. To quantify these two types of dynamics, we further 
carried out global analysis. Details of SVD and global analysis are provided below. In 
glotaran194, the raw data matrix is decomposed by SVD method, described by Eq. B.6 
Ψf, t = ∑ ¥¦ ⋅ ¨© ⋅ ª ,                                                         (B.6) 
where Ψ (f, t) is the raw data matrix, ui(t) and wi(f) are functions of time(t) and frequency(f), 
and σi is the singular values. The result of singular values is shown below and the 
corresponding spectra of σ in time and frequency are presented in Fig. B-3. 
1 = 16.86 > 2 = 1.81 > 3 = 0.77 > 4 = 0.56 > ⋯ 
 
From Fig. B-3, it is clear that component c mainly represents noises. Therefore, only two 
types of dynamic pattern have significant contributions to experimental measurements. 
Based on this result, the tr-VSFG dynamics are preset as two exponential terms 
Ψ©,  =  ⋅ ¯© +  ⋅ ¯© ,                                             (B.7) 
where ci(t) = Aiexp(-t/τi) and τi are relaxation times, while εi(f) are spectral components.  
 
Figure B-3. σ1, σ2 and σ3 correspond to singular values of component a (red), b (blue) and c (black).
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Then, global analysis schema is performed to optimize all the fitting parameters and hence 
extract two spectral components with their corresponding dynamic trends. The root mean 
square is minimized during the fitting process. 
B.2.4 Absorption cross section and electric transition dipole 
The physical cross section is calculated using the following equation266: 
^°r = 1.091 ²B³J
g
´ = 1.94 × 102µ ¶,                                  (B.8) 
where M is the molar mass of the P3HT molecule (60000 g/mol), Y is the mass density 
(1.3×106 g/m3), and ·¸  is the Avogadro number. From the calculation shown in last section, 
we know the photon-to-charge conversion efficiency ¹. Assuming that every absorbed 
photon injects an electron, we can estimate the absorption cross section: 
º) = ^°r ×  ¹ = 4.85 × 102¶.                                    (B.9) 
Then, the electronic transition dipole µ is given by  
\ = »¼½WS°`g¾¿¾2¾S ,                                                    (B.10) 
where 
 is vacuum permittivity, h is plank constant, c is the velocity of light, υ is the 
frequency of the incident beam, and ÀÁ − Á is the lineshape function. Then, we obtain 
the transition dipole moment to be about 5 Debye. 
B.2.5 Frequency resolved spectra of tr-VSFG at on- and off- resonance conditions 
Although the “integrated” tr-VSFG traces of on- and off-resonance conditions are 
similar, they are significant different when taking the frequency-resolved spectra into 
account. We performed SVD (Fig. B-4a, and b) on off-resonance data and found that only 
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one spectral component is significant. This indicates that it is not possible to determine 
whether the observed dynamics is originated from a single charge dynamics or more than 
one by only analyzing off-resonance spectral resolved tr-VSFG. This result is further 
confirmed after performing global analysis on the off-resonance signal (Fig. B-4e and f). 
When we force the program to break the dynamics into two components, the results show 
that the two spectral components are nearly identical (Fig. B-4e). These results differ 
significantly from the global analysis results of on-resonance data. The on-resonance 
results (Fig. B-4c and d) show that two distinct spectral components exist with independent 
dynamical behavior, which we attribute to two different interfacial conformations. This 
insight is inaccessible by off-resonance experiments. 
The difference between on-resonance and off-resonance signals is explained by 
considering that both conformations respond to photoexcitation and cause VSFG signal to 
change in on-resonance experiments. When the IR pulse resonantly probes vibrational 
modes of both conformations, the two conformations exhibit slightly different vibrational 
spectra responses due to their different structures. As a result, the charge dynamics in the 
two conformations can be directly traced back to the corresponding vibrational features, 
which thus make them distinguishable through subtle differences in the VSFG spectra. By 
contrast, when the IR pulse is off-resonant, vibrational modes are not probed by VSFG 
experiments, which instead only measure non-resonant electronic responses. This results 
in indistinguishable off-resonant spectra for the two conformations despite the fact the two 
conformations exhibit distinct charge dynamics. The comparison between on- and off-
resonance signals demonstrates the importance of spectral- and time-resolved tr-VSFG, 
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which is an essential tool to resolve the interfacial dynamics with molecular conformation 
specificity.   
 
 
 
 
 
Figure B-4. (a). Spectral components of SVD; (b). Temporal traces of SVD; (c). Spectral 
components of global analysis results of on-resonance data matrix; (d). Time traces of global 
analysis results of on-resonance data matrix; (e). Spectral components of global analysis results of 
off-resonance data matrix; (f). Time traces of global analysis results of off-resonance data matrix. 
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B.3 Tr-VSFG supplemental figures  
ΔSFG is calculated using the following equations: 
^]A^Â = 5*) + *)4_5.                                       (B.11) 
^]A^Â?? = 5*)5.                                                        (B.12) 
 
Figure B-5. tr-VSFG dynamics of the control experiments (a) No dynamics is observed at 
PMMA/Au interface (green) while under the same pump fluence (1.4 μJ) P3HT/Au interface (red) 
shows a feature dynamics. This result shows no thermal effect is modulating the absorption cross 
section that can generate a fake dynamic trace. (b) Bare gold surface shows a spike at time zero 
under high pump power (blue) which is assigned to coherent artifact, whereas no dynamics shows 
up under low pump power (red). The lifetime of coherent artifact is determined to be 150 fs. (c) 
P3HT/SiO2 interface gives rise to a slight negative dynamic trace under high pump power (7.8 μJ). 
This indicates the intrinsic transition of P3HT layer can be pumped through multiphoton absorption 
pathway under high pump power, while low pump power (1.4 μJ) isn’t enough to enable this 
pathway. (d) tr-VSFG of P3HT/Au when IR center wavelength is tuned to 3.8 μm which is off 
resonance to the C-H vibrational modes in P3HT.  
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ΔÃÄ% = ÆÇÈÆÉH2ÆÇÈÆÉÊÊÆÇÈÆÉÊÊ ~ *>ºËÌ
´ÍiÎM½ÏÐ
ÌgÍiÎM½ .                                 (B.13) 
This interpretation that interfacial electric fields contribute to the tr-VSFG signal is 
supported by the fact that we observe the same tr-VSFG dynamics, independent of whether 
the IR pulse frequency is tuned on and off the vibrational resonance of P3HT. (Fig. B-5d) 
At off-resonance, VSFG is resulted from molecular electronic polarizations, and therefore 
is similar to second harmonic generation (SHG). Thus, the fact that similar dynamics is 
observed in tr-VSFG at off-resonance condition indicates tr-VSFG has the same physical 
origins as time resolved electric field induced second harmonic (tr-EFISH) experiment, 
which makes it sensitive to interfacial electric fields. 
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Appendix C 
C.1 Preparation of Re(4,4′-dicyano-2,2′-bipyridine)(CO)3Cl 
The synthesis, characterization, and X-ray structure of Re(4,4′-dicyano-2,2′-
bipyridine)(CO)3Cl was reported in a separate publication.267 Optically flat Au substrates 
consist of a layer of Cr (1-4nm) and Au (200-300nm) evaporated onto borosilicate glass 
slides. For surface attachment of the catalysts, the gold coated slide was cleaned using a 
Bunsen Burner method268 before being immediately submerged in a 1 mM solution of the 
complex in chloroform for three days in the dark. The sample was then washed with 
pentane and dried under a stream of nitrogen before use. 
C.2 HD 2D SFG spectrometer 
Heterodyne 2D Sum Frequency Generation (HD 2D SFG) spectrum269 is collected 
using pump-probe geometry as shown in Fig. C-1, with additional narrow band (fwhm~1.5 
nm) 800 nm pulse for the SFG process. In brief, three mid-IR pulses are sent to interact 
with the molecular sample, where three vibrational coherences are created during t1, t2, and 
t3 period, and the picosecond 800 nm pulse is used to interact with the third vibrational 
coherence for sum frequency generation process.  
To generate the pulse sequence, 800 nm laser pulses (~35 fs, ~6 W, 1 kHz) are 
generated by ultrafast Ti:Sapphire regenerative amplifier (Astrella, Coherent) . The 800nm 
is then converted into mid-IR pulses by optical parametric amplifier (TOPAS, Coherent) 
followed by a different frequency generation process using a Type II AgGaS2 crystal 
(Eksma). The mid-IR pulse (50 μJ) is split into two by a CaF2 beam-splitter. The majority 
(95%) is sent into a Ge-AOM based pulse shaper (QuickShape, PhaseTech270,271) to prepare 
the first two mid-IR pulses (served as pump pulses) in the pulse sequences, whereas 5% 
mid-IR served as the probe. The residue 800 nm beam after the OPA is narrowed to <1.5 
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nm by an interference-based notch filter. The pump pulse pair (4 μJ at the sample), the 
probe (1 μJ) and the 800 nm upconversion pulse (< 2 μJ) are all focused and spatially 
overlapped on the sample by a f = 10 cm parabolic mirror.  
During the mid-IR pulse interactions, three vibrational coherences are generated 
during t1, t2, and t3 periods, respectively. The first coherence is measured by scanning the 
t1 time from 0 to 2500 fs in steps of 20 fs using the pulse shaper, where a rotating frame at 
f0=1583 cm-1 is used to shift the oscillation period to 80 fs, so that the scanning step can 
meet with the Nyquist frequency requirement. To remove scatter and linear SFG signal, 
instead of taking the difference between pump on and off SFG spectra, the difference SFG 
spectra at the same t1 but with different pump pulse phase are recorded, which is known as 
phase cycling.270 The second vibrational coherence happens during t2 which is the interstate 
vibrational coherence. The time delay between the pump pulses and the probe pulse is 
controlled by a computerized motor stage. The third coherence is upconverted to a virtue 
state by a picosecond 800 nm pulse and subsequently emits visible signals through sum 
frequency generation process. Since the 800 nm serves as a window function, the t3 time 
delay are simultaneously covered by the upconversion process and the 800 nm pulse 
duration determines how long t3 is “scanned”.83,87 The SFG signals are heterodyned by the 
local oscillator from non-resonance signal from gold surface and experimentally Fourier 
transformed by a spectrograph and detected by a CCD camera (400×1,340, Andor). To get 
full 2D absorptive SFG spectra, the first vibrational coherence is numerical Fourier 
transformed into frequency domain.  
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Figure C-1. Layout of HD 2D SFG spectrometer. 
SFG of bare gold was also collected as the reference for phase calibrations, details 
can be found in the previous publication.10 The HD 2D SFG signal is measured at ppppp 
polarization, where the polarizations of all pulses are set to be p (in plane with the surface 
normal-incidence beam plane) to the sample, by pairs of waveplates and polarizers, and 
only p polarized signal is detected. We note in both our experiment and many other SFG 
experiments gold surfaces are used as the substrate, which generate the non-resonance SFG 
signal. In both experiments, the gold SFG signal can interfere with the SFG signal of 
interests. Therefore, in principle, both experiments are self-heterodyned. The difference 
between our heterodyne detection scheme and the other SFG experiments, is that the 
measured self-heterodyne spectrum is further phase corrected by the reference SFG 
spectrum from bare gold, following the methods by Tahara.11 In this way, we can extract 
both the real and imaginary part of the SFG spectra, whereas other experiments does not 
phase correct the spectrum and take advantage of this self-heterodyne scenario. The 
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samples are constantly rastered between each scan (~10 mins) to avoid sample damaging. 
To improve signal to noise ratio, multiple scans are averaged for each time step. 
C.3 Illustration of the vibrational modes 
The carbonyl vibrational modes we investigated are illustrated in Fig. C-2 
 
Figure C-2. The carbonyl vibrational modes in the Re-complex studied here. A” is the asymmetric 
vibrational modes, A’(1) is the symmetric mode and A’(2) is the out of phase symmetric mode 
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Appendix D 
D.1 Sea salt composition 
Table D-1. Sea salt composition 
Composition Concentration 
Chloride (Cl) 19000 – 20000 mg/L  
Sodium 10700 – 11000 mg/L 
Sulfate 2660 mg/L 
Potassium 300 – 400 mg/L 
Calcium  400 mg/L 
Carbonate 140 – 200 mg/L 
Boron 5.6 mg/L 
Magnesium 1320 mg/L 
Strontium 8.8 mg/L 
Insoluble Matter  ≤ 0.05 % 
 
D.2 Supporting figures for Chapter 7 
VSFG spectrum of sea salt solution. 
In order to make sure the air/salt water interface doesn’t generate any dynamics, we 
performed a control experiment of salt water system. As shown in Fig. D-1, the VSFG 
spectra collected at the early waiting time (5 min) and the later waiting time (60 min) show 
no spectral difference. The small bump at around 1600 cm-1 is assigned to the nonresonant 
signal of D2O. The integrated VSFG signal of air/salt water interface shows no change over 
Figure D-11. VSFG spectra of air/salt water interface at different waiting times. Blue trace shows 
the SFG signal from salt water surface after 5 minutes while red trace displays the SFG signal after 
60 minutes of waiting time. Both spectra contain a small bump, which is assigned to nonresonant 
signal of D2O. 
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60 minutes (Fig. D-2) which indicates salt water solution won’t generate artifacts in the 
protein adsorption kinetics. Another control experiment we performed is to test the VSFG 
kinetics of BSA in pure water (D2O). From Fig. D-3, we learned that VSFG signal at the 
air/ pure water interface remain the same in 60 minutes which suggests no ordered BSA 
molecules on the surface. This also confirms that the adsorption kinetics we observed in 
BSA salt solution is induced by the addition of sea salt.  
VSFG kinetics of sea salt solution.  
VSFG kinetics of BSA in pure water (D2O) 
 
Figure D-2. Dynamic study of VSFG signal at the air/salt water interface. Over the measurement 
course of  > 60 minutes, no SFG signal change is observed. 
Figure D-3. Dynamic study of VSFG signal at the air/ pure water interface. No SFG signal from 
BSA is observed within 60 minutes, indicating no ordered BSA molecules on the surface within 
this time period. 
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Surface pressure of BSA in pure water (H2O). 
We measured the surface pressure of BSA pure water solution at two different 
concentrations: 2 ppm and 5 ppm (Fig. D-4). Both concentrations show no surface pressure 
change for 60 minutes, which suggests there are no more BSA molecules accumulating on 
the surface. This observation is in sharp contrast to the adsorption kinetics in salt solution 
and show the essential role played by the salt ions. The dynamic light scattering 
measurement result shows no aggregation forming in the BSA salt water solutions at even 
higher salt concentration (1000 ppm), which indicates the “salting up” effect is different 
from “salting out”. 
a
Figure D-4. Surface pressure of BSA pure water solution of different concentrations: (a) 2 ppm, 
(b) 5 ppm. Both concentration show no surface pressure change for 60 minutes, which suggests 
there are no more BSA molecules accumulating on the surface.  
b 
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Dynamic light scattering of BSA in salt water. 
A method to calculate BSA surface coverage based on data from Ref 255 
Figure D-5. Dynamic light scattering result (particle size reported as diameter). DLS result shows 
no aggregation forming in the BSA salt water solutions. BSA concentration: 1000 ppm 
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The surface coverage is determined based on Fig. D-6 (from Ref 255). Based on 
Figure 7-2.b – d in the main manuscript, we can find the surface pressure ratio between the 
bending point and the equilibrium state for 3, 4, and 5 ppm BSA solutions, which are 0.556, 
0.560 and 0.545 (0.554 in average). We find the surface pressure that matches this ratio in 
the lower panel of Fig. D-6, and identify the corresponding timing for 2 and 5 ppm. Then, 
the surface concentration  at these timings can be identified in the upper panel, and it is 
found to be 0.82 mg/m2 for both 2 and 5 ppm. (see blue dashed lines) The equilibrium 
surface concentration is determined to be 0.92 mg/m2. (red solid line). Therefore, the 
Figure D-6. Reprint from Ref. 255. The red solid line indicates the equilibrium surface coverage 
of 2ppm and 5 ppm BSA solutions. The blue dashed lines show how we determine the surface 
coverage of BSA solutions at bending point. 
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surface coverage of 2 and 5 ppm BSA solutions at the bending in the curve is estimated to 
be 90% ± 2%. 
Surface pressure of lysozyme and lipase in NaCl solution.  
Two more proteins, lysozyme and lipase, are studied using surface pressure 
measurement to see if  “salting up” is a general effect to all proteins. The results are 
summarized in Fig. D-7 where both proteins show no surface pressure change after 60 
minutes. The surface pressure difference between the protein water solutions and its salt 
solutions is induced by the electrostatic interactions between salt ions and water molecules. 
The surface pressure increases more with higher salt concentration. 
 
Surface pressure of BSA in NaCl solution (pH=3). 
Figure D-7. Surface pressure of (a) lysozyme NaCl solution and (b) lipase NaCl solution. The two 
proteins have the same molarity as 5 ppm BSA solution. Both proteins show no surface pressure 
change for 60 minutes in either NaCl solution or water solution, which suggests there is no protein 
molecules accumulating on the surface. 
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The electrostatic point of BSA is about pH = 4.7, which means the BSA molecules 
are negatively charged when the pH value is about 8.5. On the other hand, the electrostatic 
point of lysozyme and lipase is higher than 8.5 which means they’re positively charged. 
To check the role of charge type, we tune the pH of BSA NaCl  solution (salt concentration  
= 0.5 M) to be 3 where the BSA molecules would be positively charged. As shown in Fig. 
D-8, the increasing surface pressure indicates BSA molecules appear at surface when 
positively charged. Therefore, “salting up” effect isn’t induced by the type of charge of 
protein molecules. 
Figure D-8. Surface pressure of BSA NaCl solution at low pH value (pH=3). At pH=3 which is 
below the isoelectric point of BSA, the protein molecules are positively charge. The surface 
pressure result shows that BSA molecules appear at surface and reach to equilibrium in 20 min. 
This indicates the “salting up” effect of BSA doesn’t depend on the charge type of proteins. 
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VSFG kinetics of different salt solutions 
To test if “salting up” effect is induced by specific type of ions in sea salt. We 
performed an ion specific experiment where we prepared 3 ppm BSA in two different salt 
solutions: NaCl and CaCl2, where the salt concentrations are the same as in sea salt. The 
results shown in Fig. D-9 indicate both type of salts could induce the “salting up” 
phenomenon of BSA molecules. 
  
Figure D-9. Dynamic study of VSFG signal at (a) air/NaCl solution interface and (b) air/CaCl2
solution interface. Both systems show a steep increase of VSFG signal, which indicates both salts 
can induce the “salting up” effect of BSA molecules. 
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