This paper aims to stabilize a switched linear system which transmits its feedback information through digital communication networks. It investigates the effects of three factors on stabilization of the concerned system, including bounded network delay, unknown switching time instants and limited information to represent the system state. The network delay cannot be precisely known, may degrade the system's performance and even destabilize it. Compared with the earlier work on delay-free switched linear systems, it needs to place stricter restrictions on the feedback data rate conditions and the average dwell time. It assumes that the switching is slow enough in the sense of combined dwell time and average dwell time, each individual mode is stabilizable and the available feedback data rate is high enough, but still finite. It proposes some encoding and control strategies to stabilize the switched linear systems with bounded network delay under some feedback data rate conditions. INDEX TERMS Switched linear systems, stabilizing data rate conditions, bounded network delay, limited state information.
I. INTRODUCTION
In this paper, we consider the control of switched linear systems with bounded network delay based on the limited feedback information of their states. In these systems, we need to consider three factors, including bounded network delay, the unknown switching signal and the limited information of the system states, which play a critical role in stabilizing the concerned systems. Here ''the limited information of the system states'' means that the state measurements transmitted to controllers are sampled and quantized at finite data rates.
The above switched systems belong to networked control systems (NCSs), which have been a hot topic in recent years [1] . In such NCSs, feedback information is transmitted through digital communication networks and no longer perfect due to many issues, such as quantization errors, network delay and dropouts. The quantitative analysis of these issues is one active research area [1] . This paper considers two The associate editor coordinating the review of this manuscript and approving it for publication was Yang Tang . issues among them, quantization errors and network delay. Based on the model-based method in [2] , [3] , it introduces an estimation model of the control plant to generate a real-time estimation of the plant's state and uses that state estimate to update the control input. Now we review the previous work in handling the aforementioned network delay and quantization.
Some work has been devoted to time delay in control systems. Reference [4] focused on stability analysis for time delay system and proposed an improved inequality-based functions approach. However, the concerned time delay is quite different from the one of this paper. In [5] , the processing delay was handled. Due to the processing delay, there is a non-zero difference between the sampling time of a packet and its corresponding transmission time and it was shown that some event-triggered schemes can stabilize the linear systems with bounded noise. The network delay and processing delay were simultaneously considered in [6] and only 1 bit is needed to transmit the sign of the error between the real system state and the state estimate at sampling time instants. As [6] , this paper also investigates the timing uncertainty between the sampling and receiving time instants, i.e., network delay, and places an upper bound on the network delay. Besides network delay, quantization plays a critical role in the stabilization of NCSs. The quantization error is caused by the finite bit rate used to transmit feedback information packets. It has been shown that there exist some encoding and control strategies to stabilize control systems using limited data rate. By [7] - [9] , the asymptotic stability can be achieved at a finite feedback data rate. In [10] - [12] , it was shown that event-triggered strategies may require lower feedback data rate than periodic sampling in stabilizing NCSs. It was further shown in [13] that only 1 bit is needed to transmit the sign of the output's change and the state of a linear noise-free system can be perfectly known after transmitting a finite number of bits, whose data rate is actually 0, and the asymptotic stability can be guaranteed. In [14] , the quantized consensus problem of multiple discrete-time integrator agents which suffer from additive noise was considered. In [15] , some feedback data rate conditions were provided to ensure the input-to-state stability of a continuous-time linear system with feedback dropouts. Reference [16] investigated the problem of stabilizing a continuous-time linear time-invariant process subject to communication constraints and presents a necessary and sufficient condition for the existence of an emulation-based controller and event-based encoder/decoder pair to stabilize the process. Reference [17] investigated the H ∞ output tracking control problem of NCSs under an adaptively adjusted event-triggered scheme. In [18] , the problem of event-triggered control with a finite data rate is considered and the bit rate saving due to the state information extracted from triggering time instants was quantitatively investigated.
As mentioned before, this paper considers the effects of network delay and quantization on stability of switched systems. Switched systems are popular in real system models for their ability to capture the presence of two types of dynamical behavior within the systems: continuous flow and discrete transitions. In [19] , [20] , the stability analysis and stabilization of switched systems were investigated and it demonstrated that slow-switching conditions of the (average) dwell-time type are typically applicable to switched systems, which will also be taken in the present paper. Reference [21] was devoted to addressing the input-output finite-time mean square stabilization problem for a class of nonlinear semi-Markovian jump systems with time-varying delay. The synchronization problem of coupled switched neural networks with mode-dependent impulsive effects and time delays was investigated in [22] . Reference [23] considered the global stabilization problem via sampled-data control for a class of switched nonlinear systems while taking asynchronous switching into account. However control problems with limited information have not caught much attention in the context of switched systems. Some research results regarding the quantized control of Markov jump linear system appear in [24] - [26] and [27] , but their concerned systems are different from the one of this paper. It was shown in [28] , [29] that there exist encoding and control strategies to stabilize switched linear systems at finite bit rates. In [30] , an adaptive neural control issue was addressed for a class of switched unknown strict-feedback nonlinear system under constraint output and quantized input. However, [28] - [30] were built upon the assumptions that the data transmission is delay-free and the active mode of the switching system is immediately known at each sampling time instant. In contrast, this paper relaxes these assumptions by allowing that the network delay always exists and the active mode of the switching system is not immediately available at each sampling time instant due to the network delay.
Our contributions are summarized below.
• Mode mismatch: Due to network delay, the controller can not know the active mode of the switching system at each sampling time until it receives that mode being included in feedback packets. The mode switching may occur when the controller has not yet received a feedback packet due to the network delay. It causes the mode mismatch between the controller and the plant. The algorithm proposed in this paper can tolerate such mode mismatching and still ensure the desired stability of the concerned switched system.
• Stronger negative effects of quantization error: Due to network delay, quantized state measurement can not reach the controller immediately, which amplifies the negative effects of the quantization error. By extending the approach of reachable-set approximation and propagation, our communication and control strategies can still achieve the desired stability of the concerned switched system. The remainder of this paper is organized as follows. In Section II, we provide the mathematical models of the switched linear system, describe the information structure of the system. Section III presents our basic encoding and control strategies in details. Section IV is devoted to generating state bounds. In Section V, we present the main result and complete the stability analysis of the switched system. Section VI verifies the obtained results through simulations. Some concluding remarks are placed in Section VII.
Throughout this paper, we work with the ∞-norm x ∞ = max 1≤i≤n |x i | on R n and the corresponding induced matrix norm A ∞ = max 1≤i≤n n j=1 |A ij | on R n×n , both of which are simply represented as · . And λ(·) and λ(·) denote the smallest and the largest eigenvalue of a matrix, respectively.
II. MATHEMATICAL MODELS A. SYSTEM DESCRIPTION
In this paper, we consider the following switched linear systemẋ
where x ∈ R n is the state, u ∈ R m is the control input, (A p , B p ) : p ∈ P is a collection of system matrices defining the subsystem modes, P is a finite index set, and σ : [0 : ∞) → P is a right-continuous, piecewise constant switching signal which specifies the active mode at each time.
The solution x(t) is absolutely continuous and satisfies the differential equation (1), even under the discontinuity of σ . At switching time instants, σ is discontinuous. The total number of switches of σ in a time interval (s, t] is denoted as N σ (t, s).
We take the first assumption that the switching is not too fast, which is characterized by the following combined dwell-time and average dwell-time conditions. Assumption 1: (slow switching).
(1) There exists a dwell-time τ d which satisfies
(2) There exists an average dwell-time τ a > τ d and an integer N 0 ≥ 1 such that
Our second assumption is that all individual modes are stabilizable.
Assumption 2: (Stabilizability). For each p ∈ P, the system matrix pair (A p , B p ) is stabilizable, i.e, there exists a state feedback gain matrix K p such that the closed-loop system matrix A p + B p K p is Hurwitz.
Remark 1: In this paper, we assume that a family of such stabilizing gains {K p } p∈P have been selected and fixed to ensure that the closed-loop system matrix A p + B p K p is Hurwitz for ∀p ∈ P.
B. INFORMATION STRUCTURE
In the above switched linear system, the controller generates a control input u(t) based on the limited information of the state x(t). And the limited state information is transmitted through digital communication networks, which breaks the perfect feedback condition due to many issues, such as quantization error and network delay. Therefore, the information to be communicated to the controller is subjected to the following three constraints.
• Sampling: In this paper, we take the periodic sampling, i.e., state measurements are sampled at periodic time instants t k := kτ s , k = 0, 1, 2, ..., where τ s > 0 is a fixed sampling period.
• Quantization: Each state measurement is quantized with N n levels, where N is an odd positive integer (taking N to be odd is to make sure that the equilibrium is at the origin), and then sent to the controller. Also the value of σ (t k ) is sent to the controller.
• Network delay: There always exists network delay when the limited state information is transmitted through digital communication networks. The receiving time instant is denoted as r k . Then the network delay is defined by d k = r k − t k . As a consequence, we lose the perfect state feedback information and need to design a control strategy to stabilize the switched system with the received imperfect state information. The data transmission is assumed to be noise-free, i.e., all transmitted information is correctly received. We take the sampling period τ s to be no larger than the dwell-time τ d in Assumption 1, i.e.,
(4) guarantees that at most one switch occurs within each sampling interval. As the average dwell-time τ a is larger than the dwell-time τ d , we know that the switches often occur less than once within every sampling interval. Our final basic assumption is that the network delay is bounded.
Assumption 3: (Bounded network delay). The network delay d k is no larger than D and D is no larger than τ s , i.e.,
III. ENCODING AND CONTROL STRATEGIES
This section presents our basic encoding and control strategies for the switched linear system under the assumption that the system state x(t) is bounded from above by a known function at sampling time instants. Such state bound will be derived in the next section. At sampling time instant t k , suppose that there are x * k ∈ R n and E k > 0 to ensure
where E k > 0 is known by both the controller and the sensor. At t k 0 , the first sampling time to satisfy (6), x * k 0 is set to 0 and E k 0 is generated in Section IV-C. Then at time t k 0 , the controller and the encoder are initialized. At a general sampling time t k , k ≥ k 0 , x(t k ) also falls within the hypercube with the radius of E k and the center of x * k , which is represented as
That hypercube is partitioned into N n equal boxes (each dimension is partitioned into N equal parts), which are numbered from 1 to N n . Then the encoder records the number of the box containing x(t k ) and sends it, together with the system mode σ (t k ), to the controller. As the controller knows the encoding strategy, it can determine the box which contains x(t k ). Let c k ∈ R n be the center of the box containing x(t k ). Then we have
When t ∈ [t k , r k )(k ≥ k 0 ), the controller has not received σ (t k ) and can not know which system mode is active. In such case, we can take either the zero-input strategy or the hold-input strategy [31] to generate the control input. Due to such unknown active system mode, the control input generated by the hold-input strategy may not be desirable, or even harmful, for the current system mode especially when the system dynamics is quite different under different system modes. Moreover, the hold-input strategy will complicate the analysis by introducing c k−1 , E k−1 into the expression of E k+1 . Therefore we take the zero-input strategy and set x(t) and u(t) aŝ
At t = r k , the controller receives the number of the box containing x(t k ) and σ (t k ). For t ∈ [r k , t k+1 ), it updates the state estimatex(t) and the control input u(t) aṡ
IV. GENERATING STATE BOUNDS
The encoding and control strategies in Section III requires x * k and E k to bound x(t). For given x * k and E k , we want to derive x * k+1 and E k+1 to satisfy
Depending on whether a mode switching occurs in a sampling interval (t k , t k+1 ], we provide corresponding rules to iteratively compute x * k+1 and E k+1 .
A. NO MODE SWITCHING IN SAMPLING INTERVAL
Firstly we consider the simpler case with
Then from (1) and (9)- (12), we know that
We then generate a bound on e(t k+1 ) . By (7), (14) and (15), we know that
By (10) and (11), the controller can computex(t k+1 ) aŝ
However, the encoder cannot perform (17) to obtainx(t k+1 ) because it does not know r k . Sox(t k+1 ) cannot work as x * k+1 and we have to find another way to generate x * k+1 . By (5), (8) and (16) , we obtain
where the last inequality comes from e As ≤ e A |s| , (r k − t k ) ≤ D, and the bound in (8) . Define
where
Now we consider the case when there is a mode switching within the interval (t k , t k+1 ], i.e., σ (t k ) = p and σ (t k+1 ) = q = p. In this case, the mode switching can occur in
. The controller has no way to determine whether the mode switching lies in (t k , r k ) or [r k , t k+1 ], not to mention the specific switching time. We first study the case when the mode switching occurs in [r k , t k+1 ] and show that the obtained results also work for the case with the mode switching in (t k , r k ). Then we unify the two cases to define common x * k+1 and E k+1 .
When t ∈ (t k , r k ], mode p is active and the system dynamics is governed byẋ(t) = A p x(t), which implies that
At t = r k , the feedback packet and σ (t k ) are received andx(r k ) is updated aŝ
By (7), (22) and (23), the state estimation error
where q = σ (t k+1 ), i.e., the system mode switches from p to q. In the above equation, the introduced bound E(r k ) VOLUME 8, 2020 is obviously larger than the needed one, e A p D E k N . However, such conservative E(r k ) can efficiently unify the case with the mode switching in [r k , t k+1 ] and the other with the mode switching in (t k , r k ).
In this case, the switching time instant, at which the system mode switches from p to q, can be represented as r k +t with t ∈ [0, τ s ). In the sequel, we analyze the system's behavior before and after the switching time instant r k +t. a) When t ∈ [r k , r k +t), mode p is active. We have
Considering the bound of e(r k ) in (24), we get
Ast is unknown,x(r k +t) is also unknown and we need to present a set whichx(r k +t) falls within. Here we consider arbitrary t ∈ [0, τ s − D]. Then from (10) and (11), we obtain
which, together with (25) and (26), yields
By the triangle inequality, we also have
where the last inequality comes from boundingx(r k +t) based on (28). Note the above D k+1 is larger than the upper bound in the right hand side of (28). b) When t ∈ [r k +t, t k+1 ), the system dynamics is governed by
Define
Then (30) can be rewritten intȯ
Combining (28) and (29) yields
Note that the ∞-norms of two vectors r and s and their concatenation satisfy (r T , s T ) T = max{ r , s }. Consider the following auxiliary systeṁ
Then together with the fact e As ≤ e A |s| we have
Ast is unknown,z(t k+1 −t − r k ) is also unknown. As before, we want to generate a bound on the unknownz(t k+1 −t − r k ).
We pick t ∈ [0, τ s − D]. Then we havē
Hence we can generate a bound onz(t k+1 −t − r k ) as
where the last inequality comes from (27) and the following fact
Then by the triangle inequality, we have
To eliminate the dependence on the unknownt, we take the maximum overt with fixed t and t :
Furthermore, we can implement (36) and e As ≤ e A |s| to to obtain the following bound,
We projectz(t ) onto the x-component to obtain
Combining (37), (39) and (40) yields x(t k+1 ) −x * k+1 ≤ E k+1 . However, we see that the expression ofx * k+1 includes the information about the receiving time instant r k . But the encoder can not know r k and can not computex * k+1 in (40). So we have to modify (40) to produce the following computable x * k+1 ,
Based on (41), we then generate the corresponding E k+1 . By (37), we get x(t k+1 ) −x * k+1 ≤ E k+1 (t). Based on the above analysis and the triangle inequality, we get
where the last inequality comes from
For any given t and
Note that t and t are parameters of E k+1 . Of course, we may minimize E k+1 with respect to t and t .
2) ONE MODE SWITCHING IN (T K , R K ]
In this case, we first give a bound on e(r k ) and then prove that x * k+1 in (41) and E k+1 in (42) can bound x(t k+1 ) as
The switching time instant is denoted as h k and σ (t k+1 ) = q = p = σ (t k ). Then by (1) and (9), for t ∈ (t k , h k ], the system dynamics is governed bẏ
For t ∈ (h k , r k ], the system dynamics is governed bẏ
With the received feedback packet and σ (t k ) at t = r k , we set x(r k ) = e A p (r k −t k ) c k . Then we can bound the state estimation error as
where E(r k ) is defined in (24) . For t ∈ (r k , t k+1 ], the (closed-loop) system dynamics is governed bẏ
Taking x * k+1 in (41) and E k+1 in (42), we can show that (similar to the case witht = 0), under the dynamics in (44) and (45), VOLUME 8, 2020 Note that under any t and t (t ∈ [0, τ s − D], t ∈ [0, τ s − D]), the above bound holds. So x * k+1 in (41) and E k+1 in (42) can always ensure the desired bound in (46) when the system mode switches at any time between t k and t k+1 .
C. DETERMINING THE INITIAL STATE BOUND
The encoding and control strategies in Section III require that the initial state satisfies (6) . In order to implement the strategies in Sections III and IV, we need to determine the initial state bound E k 0 and x * k 0 , which is presented below. Let x * k 0 = 0. Then we generate E k 0 by the ''zooming-out'' algorithm in [7] . In the initial stage, u(t) ≡ 0 and the system dynamics is governed bẏ
where τ s is the sampling period. At time t 0 , choose an arbitrary
• If x(t 0 ) ∈ S 0 , this zooming-out procedure is terminated.
To notify the controller that termination, the sensor sends 1 to the controller. The transmitted 1 must be received by the controller before t 1 (because the network delay is shorter than the sampling period τ s (= t 1 − t 0 )). The controller and the sensor choose the following parameters at t = t 1 as
• If x(t 0 ) / ∈ S 0 , the sensor sends 0 to the controller to notify such situation and execute the following iterative operations 1) The i-th iteration (i = 1, 2, · · · ) is performed at t = t i by updating
2) If x t i / ∈ S i , the sensor sends 0 to the controller again. i := i + 1 and the operations in (50) and (51) are repeated. 3) If x t i ∈ S i , the sensor sends 1 to the controller and terminates the above iterations by setting
Under the dynamics in (47), E (i) increases much faster than x(t i ) with respect to i. So x t i ∈ S i must be satisfied after a finite number of iterations, and the desired initial state bound E k 0 is set by (49) or (52).
V. MAIN RESULT
Under the encoding and control strategies developed in Sections III and IV, the desired exponential convergence of the state is ensured, which is presented in the following theorem. Theorem 1: Consider the switched linear system in (1) . Suppose Assumptions 1-3, (4), and the following inequalities hold for all p ∈ P:
where m > 0, l > 0 are two constants to satisfy
and P p is a positive definite matrix to be defined in (61), α 1,p > 0, β 1,p > 0 are constants to be given in (62),
where f p (D) is defined in (21) . Then the encoding and control strategies developed in Sections III and IV yield the following property: provided that the average dwell time τ a is large enough, there exists a KL function κ(·, ·) such that for every initial condition x 0 and every time t ≥ 0, we have
(57)
Remark 2: Note that f p (D) decreases to 0 under D = 0. So when D is small enough, γ 2 and γ 3 approach 0 and the inequality (53) is automatically satisfied. Moreover, under small network delay D, by picking large m and l, the inequality (54) can be very close to e Apτs N < 1, which is exactly the data rate condition in [28] . However, under large m and l, the system can only tolerate small network delay D. In the present paper, the stabilizing bit rate is (log 2 (N n + 1) + log 2 |P|)/τ s , where |P| is the number of elements of P. To compensate the influence of network delay D, we can increase the stabilizing bit rate (log 2 (N n +1)+log 2 |P|)/τ s by increasing N or reducing τ s to obtain more information about the system state x(t) and mode σ (t). Therefore we have to wisely pick m and l, and increase N or decrease τ s to tolerate larger D.
Now we prove the the desired exponential convergence in Theorem 1.
A. No mode switching in sampling interval: In that case, σ (t) ≡ p ∈ P for t ∈ (t k , t k+1 ], k ≥ k 0 . (20) can be rewritten into
We know from (8) that
and S p is Schur stable as A p + B p K p is Hurwitz. So we can find P p = P T p > 0 and Q p = Q T p > 0 to ensure
Then define
We want to show that E k and x * k decay exponentially. To prove this, we construct the following function,
where l is defined in (55). For any n-dimensional vector x, its ∞−norm · and Euclidean norm | · | satisfy
Hence
Then we have
By (60) and (62), we obtain
Then by the definition of V p , we have
where ν : = max p∈P ν p ,
and ν p < 1 is ensured by (53) and (54). B. One mode switching in sampling interval: Next, consider the case when the system switches from mode p to mode q in the interval [t k , t k+1 ]. From (41), we know
H pq : = I n×n 0 n×n eĀ pq t I n×n I n×n e (A p +B p K p )t e A p D , (68)
where k is defined in (59) and satisfies (60). This gives
where h pq := H pq . We know from (42) that
(70) VOLUME 8, 2020 By extending the mode-dependent function (63) to all modes p ∈ P, we obtain 
C. Exponential convergence at sampling time instants: The property (2) of Assumption 1 implies that
where the last inequality comes from t k+1 − t k ≤ τ s with k ≥ k 0 . If τ a ≥ hτ s , then
Note that N σ (t k 0 , t k ) is the number of intervals of the form of (t n , t n+1 ](k 0 ≤ n ≤ k − 1), each of which contains a switch. By (65) and (71), we can obtain the following bound for all k ≥ k 0 ,
where ν and µ are defined in (66) and (72). Let θ := µ 1/h ν (h−1)/h < 1, which yields
then there exists a constant θ ∈ (0, 1) such that
which leads to the bounds
and
for all k ≥ k 0 . Recalling that, by (6), x(t k ) ≤ x * k + E k for all k. So we can place an exponential converging upper bound on x(t k ) by simply summing up the right-hand sides of (76) and (77).
D. Exponential convergence at all time: Now we prove the exponential convergence of the switched linear system at all time. Consider each sampling interval (t k , t k+1 ], within which the system mode may switch once or not switch. Firstly we consider the case with no mode switching in (t k , t k+1 ]. After that we focus on proving the exponential convergence when the system mode switches only once in [t k , t k+1 ]. Due to the network delay, the feedback packet and σ (t k ), which are transmitted at time t k , are received at time r k . We will consider two cases, one with the mode switching in (r k , t k+1 ] and the other with the mode switching in (t k , r k ].
1) No mode switching in (t k , t k+1 ]: Consider the case with σ (t k ) = σ (t k+1 ) = p ∈ P, i.e., there is no mode switching in the interval (t k , t k+1 ]. For t ∈ [t k , t k+1 ), we try to place an exponentially decaying bound on x(t) based on x * k and E k . We divide the time interval [t k , t k+1 ) into following 2 time intervals:
For t ∈ [t k , r k ), mode p is active. By (1), (6) and (9), we get
For t ∈ [r k , t k+1 ) the active mode is still p. From (8), (10) and (11), we have
From (1), (10) , (12) and (14), we obtain
Then we can derive the bound on x(t). By the triangle inequality, we have
Note that the above boundD k+1 is no less than the upper bound in (78), max 0≤s≤D e A p s ( x * k + E k ). 2) Mode switching in (r k , t k+1 ]: Suppose at t = r k +t, the system mode switches from σ (t k ) = p to σ (t k+1 ) = q. We also divide the time interval [t k , t k+1 ) into following 2 time intervals:
For t ∈ [t k , r k +t), mode p is active. In this time interval, there is no mode switching. So it behaves similarly as the case with no mode switching in (t k , t k+1 ]. Then by (79) and (80), we have
For t ∈ [r k +t, t k+1 ), the active mode becomes q. The closed-loop dynamics are described by (30)-(32). By (82) and (83), we obtain
whereD k+1 is defined in (80). Consider the auxiliary systeṁ
When t ∈ [r k +t, t k+1 ),
We then place a bound on unknownw(t − r k −t). Asw(t − r k −t) = eĀ pq (t−r k −t)w (0), we get
where the last inequality comes from (8) . By the triangle inequality,
By projecting z(t) andw(0) onto their x-components, the above equation yields
Clearly the upper bound on the above inequality,F k+1 , is larger than the one of (83). Therefore we can useF k+1 as the common upper bound in the whole interval of (t k , t k+1 ] when the mode switches in (r k , t k+1 ] or no mode switches in (t k , t k+1 ]. We have 
3) Mode switching in (t k , r k ]: Suppose at t = h k , the system mode switches from p to q. We divide the time interval [t k , t k+1 ) into 3 time intervals: For t ∈ [t k , h k ), the system dynamics is governed bẏ
Then we can generate a bound on x(t), ∀t ∈ [t k , h k ),
For t ∈ [h k , r k ), the system dynamics is governed bẏ
x(t) = 0. VOLUME 8, 2020
So we can obtain a bound on x(t), ∀t ∈ [h k , r k ),
For t ∈ [r k , t k+1 ), the system dynamics is governed by (30)-(32). By (24) , we obtain
Consider the auxiliary systeṁ
As before, we bound the unknownȳ(t − r k ) as
Projecting z(t) andȳ(0) onto their x-components yields
Thus we can obtain a bound on x(t), ∀t ∈ [r k , t k+1 ), Then for any mode switching time in [t k , t k+1 ), we have
Invoking the earlier bounds in (76) and (77), we conclude that for all t ∈ [t k , t k+1 ),
We can now establish the following continuous-time exponentially converging bound,
Therefore the desired exponential convergence in (57) has been achieved with κ( x 0 , t) = e −ζ t g( x 0 ),
where ζ := 1 2τ s log 1 θ ,
Remark 3: Recalling the bound on x(t k ), x(t k ) ≤ x * k + E k , we know that
,pq x * k + β 3,pq E k , since α 3,pq , β 3,pq in (87) are no less than 1. Thus the case of exponential convergence at all time implies the case of exponential convergence at sampling time instants.
VI. SIMULATIONS
We simulated a switched linear system with the following parameters, P = {1, 2} , Section IV-C is performed. The value of the average dwell-time τ a is just empirically picked to provide the exponential convergence in simulations. We find that the pick of t , t , l, m can influence the value of the theoretical lower bound on the average dwell-time τ a from the formula (75) and for minimizing the value, we choose t = 0.45, t = 0, l = 1.5, m = 8 (The inequalities (53) and (54) are satisfied). Thus these t , t , l, m can be regarded as optimized parameters with respect to the theoretical lower bound on the average dwell-time τ a . Then the theoretical lower bound on the average dwell-time τ a from the formula (75) is about 21.74 second which is still rather conservative. In Fig. 1 , the state x(t)(in solid blue) and the corresponding state estimatex(t)(in dashed red) are plotted, and the mode switching time instants are marked by black circles. We see that the non-smooth behavior of the state x whenx(t) experiences a jump in the initial ''zooming-out'' stage and the behavior ofx(t) is non-smooth asx(t) jumps at t = r k in each sampling period. Fig. 2 simulated another case with D = 100ms and the same other parameters as Fig. 1 (The inequalities (53) and (54) are still satisfied). When the network delay is set as zero, both [28] and our method yield the same results, which are shown in Fig. 3 . Not surprisingly, the larger network delay leads to the larger state estimation errors. We also simulated the case with D = 400ms and the same other parameters and show the results in Fig. 4 . In this case, the inequalities (53) and (54) are broken and the exponential convergence cannot be ensured any more.
VII. CONCLUSION
We aim to stabilize a switched linear system which transmits its feedback information through digital communication networks. We have investigated the effects of three factors on stabilization of the concerned switched linear system: bounded network delay, the unknown switching signal and limited information of the system state. Compared with earlier work on delay-free switched linear systems, we place stricter restrictions on data rate conditions and average dwell time. Due to network delay, the controller can not know the active mode of the switching system at each sampling time instant until it receives that mode being included in feedback packets, which can yield the mode mis-matching between the controller and the sensor. To handle such mismatch, control and encoding strategies are designed to stabilize the system. In the future, we will consider more general systems, such as systems with external disturbances, modeling uncertainty and feedback dropouts.
