In this article we revisit some block matrix construction methods and use them to derive various general expansion formulas for calculating the ranks of matrix expressions. As applications, we derive a variety of interesting rank equalities for matrix expressions composed by idempotent matrices, and present their applications in the characterization of some matrix equalities for generalized inverses of partitioned matrices. (2000): 15A03; 15A09
Introduction
Throughout this article, let C m×n denote the set of all m × n complex matrices; A * , r(A), and R(A) be the conjugate transpose, the rank, and the range (column space) of a matrix A ∈ C m×n , respectively; I m be the identity matrix of order m; and [ A, B ] be a row block matrix consisting of A and B. The Moore-Penrose generalized inverse of A ∈ C m×n , denoted by A † , is defined to be the unique matrix X ∈ C n×m satisfying the four Penrose equations AXA = A, XAX = X, (AX) * = AX, and (XA) * = XA. Furthermore, let P A = AA † , E A = I m − AA † , and F A = I n − A † A stand for the three orthogonal projectors induced by A. Moreover, a matrix X is called a {1}-inverse of A, denoted by A − , if it satisfies AXA = A; the collection of all A − is denoted by {A − }. The Drazin inverse of a square matrix M , denoted by X = M D , is defined to be the unique solution X to the following three matrix equations M t XM = M t , XM X = X and M X = XM , where t is the index of M , i.e., the smallest nonnegative integer t such that r(M t ) = r(M t+1 ). When t = 1, X is also called the group inverse of M and is denoted by M # . See e.g., [9, 16, 58] for more issues on generalized inverses of matrices.
The rank of matrix is a quite basic concept in linear algebra, which ma be defined by different manners and can be calculated directly by transforming the matrix to certain row and/or column echelon forms. One of the most important applications of ranks of matrices is to describe singularity and nonsingularity of matrices, as well as the dimensions of row and column spaces of the matrices. Thus, people would always be of interest in establishing various simple and valuable formulas for calculating the ranks of matrices under various assumptions. One of the best-known fundamental formulas for ranks of matrices is r(A) = r(P AQ) provided P and Q are two nonsingular matrices, and people used it to derive numerous interesting and useful rank equalities for different choice of the matrices A, P , and Q. It is well known in linear algebra that people can establish rank formulas from block matrices and their elementary operations. In this article, we revisit this time-honored trick through some examples and show how to establish various valuable formulas for calculating the ranks of matrices using the block matrix method. As applications, we solve many some matrix equality problems on idempotent matrices and generalized inverses under various assumptions.
How to establish rank formulas for block matrices
It has a long history to derive simple and useful equalities for ranks of matrices by various tricky elementary operations of matrices. Especially there is a major route to establish matrix rank formulas using various specific block matrix constructions, while thousands of novel matrix rank equalities and equalities were obtained in the past several decades. For instance, the following fundamental rank formulas Theorem 2.1. Let M ∈ C m×m be given, and assume that X, Y ∈ C m×m are solutions of the following three matrix equations
Then the rank of X − Y can be calculated by the expansion formula
Proof. We first construct a block matrix from X and Y as follows
(2.7)
Then it is easy to verify that
and from (2.5) that
(2.9)
Since P 1 , Q 1 , P 2 , and Q 2 are nonsingular matrices, both (2.8) and (2.9) imply that Then the rank of X − Y can be calculated by the expansion formula
Proof. It is easy to verify from (2.12) and elementary matrix transformations that the rank of N in (2.7) is
Combining (2.10) and (2.14) leads to (2.13).
Theorem 2.3. Let A, B ∈ C m×m be given, and assume that X ∈ C m×n and Y ∈ C m×p are solutions of the following equations
15)
Then the following rank equality holds
Proof. Construct a block matrix from X, Y , AY , and BX as follows
Then it is easy to verify under (2.15) that (2.18) and that The matrix equations in (2.5), (2.12), and (2.15) are quite fundamental in matrix analysis, and have been widely studied in theory and applications,; see [51] . Under the assumptions of these equations, (2.6), (2.13), and (2.16) link the solutions of these matrix equations and their operations. In this situation, there is a very strong intrinsic mathematical motivation to establish concrete rank formulas from (2.5), (2.12), and (2.15) for various solutions of the matrix equations.
In what follows, we first apply (2.6) and (2.9) to some matrix expressions composed by idempotent matrices. Recall that a square matrix A is said to be idempotent if A 2 = A. It is well known from similarity theory of matrices, any idempotent matrix A can be decomposed as A = P diag(I k , 0)P −1 , where I k is the identity matrix of order k, while any orthogonal projector A can be decomposed as A = P diag(I k , 0)P * , where P −1 = P * .
Idempotent matrices are a class of fundamental objects of study in matrix analysis and arise naturally in many applications, which inevitably occur in the theory of generalized inverses of matrices, for instance, (a) The pair of products AA − and A − A are always idempotent matrices for any generalized inverse A − of A.
(b) Both AA † and A † A are orthogonal projectors for the Moore-Penrose inverse A † of A.
(c) The matrix X(X T V X) − X T V is also always idempotent for any (X T V X) − . This matrix often occurs in the weighted least-squares estimations in regression analysis.
Many other types of matrix can be converted into idempotent matrices through some elementary operations. For instance,
Any matrix A satisfying a quadratic equation A 2 + aA + bI m = 0 can be written as
If a 2 /4 − b = 0, then we can also construct an idempotent matrix from this equality. Through these transformations, various results on idempotent matrices can be extended to other types of quadratic matrices. Much attention has been paid to matrix expressions composed by two or more idempotent matrices, as well as various structures generated by idempotents, and there is a substantial literature on this topic, see e.g., [1] [2] [3] [4] [5] [6] [7] [8] [11] [12] [13] [14] [15] 17, 19, 21, [23] [24] [25] [26] [28] [29] [30] [31] [33] [34] [35] [36] [38] [39] [40] [41] [43] [44] [45] [46] [47] [48] [49] [52] [53] [54] [55] [56] [57] [59] [60] [61] [62] 67, 73, 74] , and one of main contributions in this respect is establishing various analytical and valuable formulas for calculating ranks of various matrix expressions composed by idempotent matrices; see e.g., [20, 42, [70] [71] [72] among others.
As some novel contributions in this respect, we give a group of expansion formulas for calculating ranks of the block matrices composed by a pair of idempotent matrices of the same size, and present their consequences on the relationships among the idempotent matrices. Theorem 2.4. Let A and B be two idempotent matrices of the same size. Then the following rank equalities
hold for all integers k ≥ 1. In particular, the following consequences hold:
Proof. Let X = (AB) k−1 A and Y = (BA) k−1 B, as well as X = (AB) k and Y = (BA) k , as well as respectively. Then they satisfy (2.15 By a similar approach, we can also establish a general rank formula associated with a family of idempotent matrices of the same size.
Theorem 2.5. Let A 1 , A 2 , . . . , A k be a family of idempotent matrices of the same size, and denote
(2.28)
Then they satisfy the following rank identity
In particular, the following results hold:
be a block matrix composed by the given matrices. Applying elementary block matrix operations to this X, we first obtain the following rank equality
Also by elementary block matrix operations and the idempotency of A 1 , A 2 , . . . , A k , we obtain the following rank equality Eq. (2.29) shows that all idempotent matrices are linked one another through certain simple but nontrivial rank formulas, so that we can conveniently use them to discuss relationships among all idempotent matrices under various circumstances. It is easy to see that (2.29) for k = 2 and (2.20) for k = 1 are the same. For k = 3 in (2.29), we have the following consequence. In particular, the following results hold. One of the well-known problems in the theory of generalized inverses is to determine the relationships among generalized inverses of a block and its submatrices. For instance,
On the other hand, it is easy to verify that
holds for all A − and B − . Applying (2.29) to (2.35) yields the following result.
Corollary 2.7. Let A ∈ C m×n and B ∈ C m×p . Then the two matrices and their generalized inverses A − and B − satisfy the following rank identity
In particular, the following results hold.
(a) The maximum and minimum ranks of (2.35) with respect to A − and B − are given by
Proof. Noting that both AA − and BB − are idempotent and applying (2.20) to (2.35), we obtain
Applying the two known rank formulas More rank formulas can be derived from (2.29) and their variations. For example, for any A ∈ C m×n , B ∈ C m×p , and C ∈ C m×q , the following rank equality
holds for all A − , B − , and C − . Thus it is easy to easy to derive from (2.41) and (2.46) that
On the other hand, it was shown in [68] that
(2.48)
Thus we also have the following matrix rank minimization equality
(2.49)
Prompted by (2.35), we obtain the following equality
where AA − , BB − , and CC − are idempotent matrices. In this case, it would be of interest to establish expansion formulas for calculating the rank of the right-hand side of (2.50).
It has been noticed that matrix expressions composed by idempotent matrices may satisfy certain identities. In this section, we first establish a variety of novel matrix identities composed by two idempotent matrices. We then describe features of these matrix expressions and establish various equalities for inverses, Moore-Penrose generalized inverses, and Drazin generalized inverses of these matrix expressions.
Theorem 3.1. Let A and B be two idempotent matrices of the order m. Then the following two matrix identities
2)
and the following five rank formulas
hold. In particular,
10)
AB 
hold for any two scalars α and β. In particular, αAB
in which cases, the following equalities hold It is no doubt that (3.18)-(3.21) can be used to approach performances of the matrix expressions on the lefthands under various assumptions, such as, ranks, ranges, nullity, r-potency, nilpotency, nonsingularity, inverses, generalized inverses, norms, etc. We next give some special cases of (3.18)-(3.21) and their variations, and present interesting consequences. Corollary 3.3. Let A and B be two idempotent matrices of the order m, and let k be a positive integer. Then, the following matrix identities hold
Corollary 3.4. Let A and B be two idempotent matrices of the order m, and let k be a positive integer. Then, the following results hold.
Corollary 3.5. Let A and B be two idempotent matrices of the order m, and let k be a positive integer. Then, the following matrix identities hold
Proof. It follows from [66, Corollary 5] that
Applying this result to (3.26), (3.27) , and (3.34)-(3.37) yields the results in this corollary.
Remark 3.6. The Drazin inverses of A ± B for two idempotents A and B were studied, and some formulas for ( A ± B ) D were derived, see e.g., [23-25, 37, 75] . Substituting the results in these papers into the equalities in Corollary 3.5 may yield a variety of equalities for the Drazin inverses of AB ± BA and (AB) k ± (BA) k , etc.
A group of identities for (AB) k , (ABA) k , and A−ABA are given in the following theorem. Their verifications are straightforward.
Theorem 3.7. Let A and B be two idempotent matrices of the order m, and let k be a positive integer. Then, the following matrix identities hold
The following result is derived from Theorem 3.7 and (3.44).
Corollary 3.8. Let A and B be a pair of idempotent matrices of order m, and let k be a positive integer. Then, the following matrix identities hold
If A and B happen to be orthogonal projectors of the same size, the results in the previous theorems and corollaries are all valid. In such cases, the matrices A ± B and A + B − I m are Hermitian, and the results in the theorems and corollaries can be simplified further. In particular, note that M D = M † for a Hermitian matrix. Hence Corollaries 3.5 and 3.8 reduce to the following results. Corollary 3.9. Let A and B be two orthogonal projectors of the order m, and let k be a positive integer. Then, the following matrix identities hold
It was shown in [22] that
hold for any pair of orthogonal projectors A and B. Substituting them into Corollary 3.9 will yield many new equalities for the Moore-Penrose inverses of orthogonal projectors. More results and facts on the Moore-Penrose inverses of two orthogonal projectors and their algebraic operations can be found in [69] . The range equality in (3.71) can be used to find some other analogous range equalities for matrix expressions consisting of a pair of idempotent matrices of the same order. 
Proof. It can be derived from Lemma 3.2 that 2m (by (3.4) ).
The above two equalities imply that the dimensions of the subspaces on the both sides of (3.78) are equal. Thus, (3.76) holds. Similarly, we can show that
Thus, (3.73) holds. It can also be shown that
Hence, (3.75) holds.
We leave the verification of the following result to the reader. 
In the remaining of this section, we present two groups of miscellaneous formulas for two/three idempotent matrices and their operations. 
Proof. Eqs. (3.86) and (3.87) were given in [74] . Eqs. (3.88) and (3.89) follow directly from (3.86) and (3.87).
It is also worth to discuss the following two families of reverse order laws for generalized inverses hold for any three scalars α, β, and γ. In particular, (a) the following facts hold
(b) the following rank formulas hold 
Proof. Follows from direct verification.
Obviously, the formulas and facts in Theorem 3.13 can be extended to a family of idempotent matrices and their algebraic operations. Theorems 2.5 and 3.13 show that there really exist various essential links among a family of idempotent matrices that can be revealed from time to time.
Bounds of ranks of some matrix pencils composed by two idempotent matrices
For a given singular matrix A, the two products AA − and A − A are not necessarily unique, but they both are idempotent matrices for all A − . In this case, people are interested in the performance of idempotents associated generalized inverses and their operations; see e.g., [10, 17, 18, 27, 52, 64] . In this section, we investigate the ranks of the following four characteristic matrices
associated with AA − ± BB − , and AA − ± C − C, where λ is a scalar. It is obvious that the ranks of the four matrix expressions in (4.1) are all functions of λ, A − , and B − . Thus we like to know the maximum and minimum ranks, as well as rank distributions of the four matrix expressions. To do so, we need the following preliminary results. [65] ). The maximum and minimum ranks of the linear matrix-valued function A − B 1 X 1 C 1 − B 2 X 2 C 2 with respect to the two variable matrices X 1 and X 2 are given by
(4.4)
We next establish exact expansion formulas for calculating the maximum and minimum ranks of the four matrix pencils with respect to the choice of λ, A − , and B − , and use them to derive a variety of simple and interesting properties of the four matrix pencils from the rank formulas. 16, 58] ). Let A ∈ C m×n . Then the general expressions of A − , AA − , and A − A can be written as
5)
where U, V ∈ C n×m are arbitrary. In particular, the following results hold. In particular, the following results hold. In particular, the following results hold. In particular, the following results hold. Proof. By (4.5), 
and min V1, V2 In particular, the following results hold. In particular, the following results hold. In particular, the following results hold. Proof. By (4.5),
where V 1 ∈ C n×m and V 2 ∈ C p×m are arbitrary. Applying (4.3) and (4.4) to (4.25) and simplifying gives max V1, V2
Substituting different values of λ into the above formulas and simplifying yield the rank formulas required.
Theorem 4.6. Let A ∈ C m×n and C ∈ C p×m be given. In particular, the following results hold.
(i) There always exist A − and C − such that λI m + AA − + C − C is nonsingular. In particular, the following results hold.
(i) There exist A − and C − such that AA − + C − C is nonsingular ⇔ r(A) + r(C) ≥ m. In particular, the following results hold. In particular, the following results hold. Proof. By (4.5), 
Theorem 4.7. Let A ∈ C m×n and C ∈ C p×m be given.
(a) If λ = 1, 0, −1, then the following two formulas hold
(i) There always exist A − and C − such that λI m + AA − − C − C is nonsingular.
(ii) λI m + AA − − C − C is nonsingular for all A − and C − ⇔ the rank of λI m + AA − − C − C is invariant for all A − and C − ⇔ CA = 0 and r(A) + r(C) = m.
(iii) There do not exist A − and C − such that λI m + AA − − C − C = 0.
(b) The following two formulas hold
In particular, the following results hold. In particular, the following results hold. Proof. By (4.5), 
Setting C = A in Theorems 3.5 and 3.6 leads to the following results.
Corollary 4.8. Let A ∈ C m×m be given.
(a) If λ = 0, −1, −2, then the following two formulas hold
(i) There always exists A − such that λI m + AA − + A − A is nonsingular. In particular, the following results hold.
(i) There exists A − such that AA − + A − A is nonsingular ⇔ 2r(A) ≥ m.
(c) The following two formulas hold
In particular, the following results hold. In particular, the following results hold. In particular, the following results hold.
(i) There always exists A − such that λI m + AA − − A − A is nonsingular.
(ii) λI m + AA − − A − A is nonsingular for all A − ⇔ the rank of λI m + AA − − A − A is invariant for all A − ⇔ A 2 = 0 and 2r(A) = m.
(iii) There do not exist A − such that λI m + AA − − A − A = 0.
(b) The following two formulas hold In particular, the following results hold.
(i) There exists A − such that AA − − A − A is nonsingular ⇔ 2r(A) = m.
(ii) AA − − A − A is nonsingular for all A − ⇔ A 2 = 0 and 2r(A) = m.
(iii) There exists A − such that AA − = A − A ⇔ r(A 2 ) = r(A).
(iv) AA − = A − A holds for all A − ⇔ r(A) = m.
(v) The rank of AA − − A − A is invariant for all A − ⇔ A = 0 or 2r(A) = m. In particular, the following results hold. Setting the both sides of (4.29)-(4.33) equal to m + l or zero will lead to a group of facts on the singularity and equality of the corresponding matrix expressions.
Conclusions
We have established some general matrix rank equalities using the block matrix method, and presented many applications of these formulas in dealing with idempotent matrices and their operations. This contribution shows that there exist still many simple but valuable problems on fundamental objects in linear algebra for which we can make deeper exploration and find out various novel and intrinsic conclusions. In addition, it would be interest to consider performances of the sums and differences of several idempotent matrices, such as, AA − ± BB − ± CC − , [ A, B ][ A, B ] − − AA − − BB − , etc. In these situations, analytical formulas for calculating the maximum and minimum ranks of A − B 1 X 1 C 1 − B 2 X 2 C 2 − B 3 X 3 C 3 will be used. However, it was noticed by the present author in [63] that there may exist no analytical formulas for calculating the minimum ranks of general LMVFs with three or more variable matrices. Thus the rank distributions of these matrix pencils will remain open before solving the minimum rank formula problems on general LMVFs.
It is expected that numerous analytical formulas can be established for calculating the ranks of matrix expressions composed by idempotent matrices using various tricky constructions of block matrices, which we believe will greatly enrich the classic issue in linear algebra from the bottom level, and will also provide applicable tools to deal with various challenging problems in matrix analysis and applications. In addition, many results and facts in this paper can trivially be extended to any pair of idempotents in a ring with unity (unital ring), see also [29, 57] .
