Abstract-We present a method for effectively planning the motion trajectory of robots in manufacturing tasks, the toolpaths of which are usually complex and have a large number of discrete-time constraints as waypoints. Kinematic redundancy also exists in these robotic systems. The jerk of motion is optimized in our trajectory planning method at the meanwhile of fabrication process to improve the quality of fabrication. Our method is based on a sampling strategy and consists of two major parts. After determining an initial path by graph-search, a greedy algorithm is adopted to optimize a path by locally applying adaptive filers in the regions with large jerks. The filtering result is obtained by numerical optimization. In order to achieve efficient computation, an adaptive sampling method is developed for learning a collision-indication function that is represented as a support-vector machine. Applications in robotassisted 3D printing are given in this paper to demonstrate the functionality of our approach.
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Note to Practitioner Abstract-In robot-assisted manufacturing applications, robotic arms are employed to realize the motion of workpieces (or machining tools) specified as a sequence of waypoints with the positions of tool tip and the tool orientations constrained. The required degree-of-freedoms (DOFs) are often less than the robotic hardware system (e.g., a robotic arm has 6-DOFs). Specifically, rotations of the workpiece around the axis of a tool can be arbitrary (see Fig. 1 for an example). By using this redundancy -i.e., there are many possible poses of a robotic arm to realize a given waypoint, the trajectory of robots can be optimized to consider the performance of motion in velocity, acceleration and jerk in the joint space. In addition, when fabricating complex models each tool-path can have a large amount of waypoints. It is crucial for a motion planning algorithm to compute a smooth and collision-free trajectory of robot to improve fabrication quality. The time taken by the planning algorithm should not significantly lengthen the total manufacturing time; ideally it would remain hidden as computing motions for a layer can be done while the previous layer is printing. The method presented in this paper provides an efficient framework to tackle this problem. The framework has been well tested on our robot-assisted additive manufacturing system to demonstrate its effectiveness and can be generally applied to other robot-assisted manufacturing systems.
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I. INTRODUCTION
R OBOTIC arms are increasingly used as production tools to realize customized manufacturing processes in the applications of Industry 4.0. We focus on cases where a robotic arm is used to produce a physical part from a digital model, following a set of tool-paths generated by the process-planning algorithm. The trajectory of motion is often optimized for a robotic manipulator with kinematic redundancy -e.g., a six degree-of-freedom (DOF) robotic arm is employed to realize a trajectory with 5-DOF constraints (see Fig. 1 for an example in additive manufacturing [1] ). Other than additive manufacturing, example processes include robotic machining [2] , automated tape laying for composite fabrication [3] , etc.
Trajectory planning in these applications needs to commonly satisfy the following requirements.
• Discrete-time constraints: The target trajectories are usually represented as a set of waypoints with given positions and orientations 1 to be accurately passed through at the tip of tool installed on the robot end-effector. Moreover, speed of the tool is also controlled by assigning a time parameter to each waypoint. Note that the speed for material removal (in subtractive manufacturing [4] ) or the speed for material accumulation (in additive manufacturing [5] , [6] ), called feedrate, is a very important parameter to be controlled in fabrication.
• Optimized jerk: The task of tool-path with discrete-time constraints is mapped into the joint space of a robotic manipulator by its inverse kinematics. As the time derivative of acceleration in joint space, jerk has great influence on the smoothness of a manipulator's motion. A motion with smaller jerk has less vibration. To reduce the vibration into a low level is crucial for realizing a high quality robotic fabrication. An ideal trajectory should have an integral-norm of the jerk minimized and the maximal jerk controlled below a reasonable bound.
• Collision-free: Collisions with the surrounding objects and the parts of a model that have already been manufactured must be avoided at all costs along the trajectory of the robot system. While optimizing the jerk, a collisionfree property needs to be ensured along the optimized trajectory. This becomes a computational bottleneck when the obstacles have a complex shape. This is unfortunately the case for robotic fabrication as the models to be fabricated usually have complex 3D freeform surfaces.
Generating a trajectory satisfying the aforementioned requirements is challenging. The tool-paths for robotic fabrication can contain a large number of waypoints (typically in the thousands), which are hard to handle with global methods [7] . Online (local) planning methods (e.g., [8] , [9] ) often include time-jerk optimization strategies to improve the quality of the trajectories. However, they are not applicable to discrete-time constraints. A sampling-based framework is proposed in this paper to tackle this problem effectively and efficiently.
A. Problem Statement
Suppose a robotic manipulator with L DOFs (L > 5) is employed to follow a user specified path x(t) ∈ R 5 with the tool tip held by its end-effector, the location of which is determined by parameters in joint space (i.e., q(t) ∈ R L ) by the forward kinematics as:
Given a collision-indication function Γ(q) the sign of which indicates a collision-occurring ('+') or collision-free ('−') configuration, we can define the collision-free configuration space as:
The problem of finding a feasible minimum-jerk trajectory following the task tool-paths is defined as follows
where the measure of jerk is ... q 2 W = q T Wq with W being a non-negative matrix giving the weights for relative importance between the joints.
In robotic fabrication this results in a complex trajectory planning problem with large inputs (i.e., many waypoints along freeform surfaces as discrete-time constraints). We therefore propose a sampling-based strategy. Given a set of M waypoints each at a prescribed time t i with the position of tool tip p i and the tool orientation n i , denoted as
we formulate the optimization problem to be solved as
Here | · | returns a vector with the absolute value of every component. The last four constraints (i.e., the last two lines in Eq.(3)) are about joint's position, velocity, acceleration and jerk, and are defined according to the hardware limits.n i is a normalized vector so that only 5-DOFs are constrained. For the sake of compact notation, we denote x(t i ) and q(t i ) as x i and q i in the rest of this paper. Different weights can be given to the diagonal elements of W to specify the different importance for different joints, and it can also be simply assigned as equal importance by W = I.
Note that the quality and feasibility of a trajectory is evaluated at discrete-time samples in our formulation. We argue that a weak form solution (i.e., resolution completeness) for the minimum-jerk trajectory planning is obtained when the sampling points are dense enough. Similar strategies have been used and adopted by the robotics community for motion planning [10] , [11] .
B. Our Approach
We propose a greedy algorithm based on local adaptive filtering to minimize the jerk along a trajectory with discretetime constraints. We overcome the computational bottleneck of collision detection by a learning-based collision estimator that approximates the continuous decision function.
The technical contribution of our approach can be summarized as follows:
• An adaptive greedy algorithm to generate jerk-optimized trajectory with discrete-time constraints (Section III); • An adaptive sampling strategy for effectively learning a collision-indication function (Section IV). In summary, we develop a new sampling-based framework for planning discrete-time constrained trajectory on redundant robots, which can effectively and efficiently generate jerkoptimized trajectory for robotic fabrication.
II. RELATED WORK
In this section, we review the prior research related to the two major parts of our framework: the trajectory planning approaches considering the task-oriented constraints and the machine-learning based collision-detection approaches.
A. Trajectory Planning for Task-Oriented Constrains
Many robot-assisted manufacturing tasks impose constraints on the robot's motion that exhibit kinematic redundancy, where more DOFs are available than the needed DOFs to realize the task. An example is to accumulate materials in 3D printing by tracing a given path with an axi-symmetric filament extruder [1] , [12] . In robotic motion planning, there are two types of redundancy, intrinsic and functional ones. Intrinsic redundancy occurs when the dimension of the joint space spanned by a robot's joint variables is greater than the dimension of its operational space, which is the reachable Cartesian space of the end-effector. Functional redundancy is the case where the dimension of the robot's operational space is greater than the dimension of the task space (e.g., the waypoints to be realized).
The intrinsic redundancy problem has been discussed extensively by robotic researchers. Most of the existing methods are playing with the null space of the Jacobian matrix, since the Jacobian matrix is non-square, and exploit the self-motion space of redundant robots [13] [14] . Functional redundancy is different from intrinsic redundancy, in which the Jacobian matrix is non-singular and square. There is no chance to get the null space of the robot itself. Huo and Bason [15] proposed to add an extra column to the Jacobian matrix by introducing a virtual joint. After that, a general solution called twist decomposition algorithm was introduced by using the projection matrices in the operational space to find the null space of Jacobian.
Existing generic trajectory planning methods approach functional redundancy by local [8] , [9] or global [16] optimization techniques. The optimization is usually based on different objective metrics such as avoiding obstacles [17] , avoiding joint limits [15] , avoid singularities [18] and/or minimizing joint velocities [19] , jerks [20] and torques. Some approach [15] optimizes the combination of multiple criteria.
• In local optimization, the strategy is to generate joint configurations [8] , [9] that minimize the instantaneous value of the aforementioned metrics. However, these optimization methods only guarantee that a local minima of the objective function is found, which may not be sufficient to ensure path continuity as a whole.
• Global optimization seeks to generate trajectories that minimize the integral of the performance metric over a prescribed interval, as opposed to just instantaneously in time (e.g., the TrajOpt approach [7] ). However, these approaches are time-consuming because of the exponential cost for computing optimal solutions. The optimizations also suffer from the initial guess problem i.e., whether solutions can be found highly relies on the initial guess. Thus, existing global approaches cannot guarantee an algorithmic completeness (some inputs may not lead to solutions). Instead, our approach is sampling-based and can ensure algorithmic completeness.
In the area of motion planning, sampling-based algorithms are the most successful method because of their efficiency and completeness [21] , [22] . To deal with the redundancy, researchers define constraints as manifolds and efficiently sample the manifolds by forcing the constraints via rejection sampling and projection sampling of the configuration space [23] , [24] . However, such algorithms cannot handle the tracking problem with a predefined path. Our work is partially similar with a new global graph search method [25] , where the selfmotion space is parameterized by angular and path distances and a graph is constructed by cell-decomposition applied to these two parameters. The trajectory planning problem is solved by a shortest path search on the graph. However, the method can be very slow when a dense sampling is applied. In addition, it is unclear how to optimize for minimal jerkiness by such a graph-search based method.
B. Machine-Learning Based Collision Detection
When performing the trajectory planning in the configuration space, the solutions falling in the sub-space of collisionoccurring configurations should be abandoned. For realizing the collision avoidance, the collision-free configuration space should be computed and represented in an appropriate way. As discussed in [26] , geometry-based methods are usually limited to low-dimensional configuration spaces, due to the combinatorial complexity involved in computing the boundary of the collision-free space for high-dimensional configurations. Moreover, for computing the optimal trajectory in a numerical optimization framework, the collision-free configuration space is desired to be presented (or approximated) by an algebraic function (i.e., Γ(·) as discussed above in Eq. (1)).
To solve this problem, machine learning techniques have been used for collision detection to approximate collision-free spaces based on sampled configurations. For example, Pan et al. [27] conducted the incremental support vector machines (SVM) to learn a representation of configuration space in an online step. Their method samples the configuration space by iteratively exploiting the near boundary configurations. Das et al. [28] developed a kernel-based perceptron learning algorithm which can efficiently update the classifier actively. This enables the function to online update the decision boundary of a classifier. Gaussian mixture models (GMM) are used in [29] to represent the collision-aware configuration space, from which the collision detection is performed by assigning a query configuration with the same label as the closest Gaussian. Pan and Manocha [30] adopt a k-nearest neighbor (k-NN) model in their sampling-based motion planners, which can significantly reduce the time required for collision checking. Neural networks also have been applied to perform collision checking (e.g., [31] ); however, the training step could be time-consuming when multiple-layers need to be trained in a neural network. Recently, Salehian et al. [32] develop an exhaustive sampling method to find a collision decision function, which can be treated as collision constraints in the optimization-based computation of inverse kinematics. Although potentially applicable after certain modifications, none of the above approaches have considered the specific situation in robot-assisted manufacturing where the shape of obstacles (specifically the workpiece to work on) is changing with time. For instance in additive manufacturing the part being created is making the space of collision-free configurations increasingly complex. In this paper, we develop a sophisticate method to tackle this manufacturing-oriented situation, which can use a very small number of training samples to provide an accurate function for efficiently estimating the collisionindication function in the numerical optimization framework.
III. TRAJECTORY PLANNING
Given a set of waypoints as discrete-time constraints for robotic fabrication, our trajectory planning algorithm computes the configurations of manipulators as a sequence of optimized configurations Q = {q i } (i = 1, . . . , M ) in two steps. Firstly, a trajectory is determined by a graph-search method that minimizes the total cost of joint transition -i.e., the initial values of q i s are assigned. In the second step, a greedy algorithm is developed to optimize the trajectory by locally applying adaptive filters to adjust the value of q i s in regions with large jerks. A validation mechanism is developed to ensure the resultant trajectory is completely collision-free at the waypoints.
A. Initialization
We employ a sampling-based method to determine a feasible trajectory. When the sampling rate is dense enough, it provides a very good solution for determine an initial trajectory to be further optimized.
Since only position and orientation are defined on a waypoint, the tool is allowed to rotate freely around the tool axis orientationn i . Therefore, this leads to infinite possibilities to define a pose in the robotic manipulator's configuration space, which results in kinematic redundancy. The rotation can be defined by a quaternion as a rotational angle θ around the vectorn i , that is
We first sample the task space at every waypoint by using different values of θ, and then employ a graph-search approach to find a feasible path by connecting the selected samplesone from each waypoint. A graph G spanning the task space of a given path X = {x i } is constructed by the following method (see also Fig. 2 for an illustration).
• Nodes: Each waypoint x i = (p i ,n i ) is first uniformly sampled into n rotational angles for θ ∈ [−π, π] to determine n quaternions by Eq.(4). This leads to n points in the special Euclidean group SE(3). For each point in SE(3) multiple kinematic solutions in the joint space can be determined by inverse kinematics (IK). Without loss of generality, we assume that N i points (N i > n) in the joint space can be obtained for realizing a waypoint x i -denoted by q i,j (j = 1, . . . , N i ). They are defined as a ladder of nodes, G i = {q i,j }, in G. Each ladder of nodes is displayed as a column of nodes in Fig. 2 . Nodes corresponding to a configuration with collision are excluded from the graph, which can be efficiently checked by a collision detection library (e.g., [33] ).
• Edges: Directed edges are constructed by linking nodes in a ladder G i to nodes in the next ladder G i+1 while respecting the joint velocity limits. The edge between q i,j and q i+1,k is only added when The following transition cost is added as the weight of an edge (angular-velocity estimation):
with W being the non-negative matrix that gives the weights of relative importance between the joints. A shortest path on G from a start node q s ∈ G 1 to an end node q e ∈ G M actually defines a trajectory Q that minimizes the total cost of transition as follows
The shortest path P on G can be found by applying the Dijkstra's algorithm for multiple sources -using all nodes in G 1 as the sources. After updating costs on all nodes in G, the shortest path can be traced back from a node in G M having the smallest cost. We start from the sampling rate with n = 4. If no path can be found on G, we double the value of n to generate a graph with denser nodes and search the path again.
A shortest path that minimizes the total cost of transition J trans does not directly lead to an optimized path with minimum jerk. However, it provides a good initial path to be further optimized. This algorithm for obtaining an initial trajectory is resolution complete. It means that the algorithm in finite time either finds a solution if one exists, or correctly reports failure. The failure case happens when there exists no path satisfying the velocity limit v max .
B. Improvement by Local Filtering
With a given sequence of configurations Q in joint space according to the waypoints in X , the jerks of trajectory at these discrete-time points can be evaluated by the method of local approximation -the formulation will be given below. In general, the trajectory determined by computing the shortest path on the graph G in the initialization step may also lead to jerky motion as the initial path does not directly minimize the total jerk (i.e., J in Eq. (3)). To reduce the total jerk on Mark all points inP as locked;
14
Find q c with maximal jerk only among the free points on P;
15 return P;
a trajectory with large number of waypoints, we develop an algorithm to improve the trajectory in an iterative way. Our algorithm is based on a greedy strategy. The pseudocode of our algorithm is given in Algorithm 1. At each iteration, we choose a trajectory point q c with the maximum jerk among all points as c = arg max i { ... q i W }. A local path P is extracted with q c as the center by using a margin d (i.e., P = {q a , · · · , q b } with b, a = c ± d). We apply the local filtering to optimize the local pathP at the jerk level by solving the total-jerk problem defined on this local region (as J local in Eq. (13)). The following design of algorithm is developed to further enhance the capability in jerk optimization.
• Window-Size Adaptation: When no feasible solution is found -i.e., the value of J local cannot be reduced, it means the computation of optimization is stuck at a local minimum. We then enlarge the window-size of filtering by including more trajectory points until it reaches a userspecified bound.
• Locking Mechanism: A locking mechanism is developed in our algorithm to further enhance its capability to overcome the local optimum. Specifically, when the windowsize of a local path has reached its maximally allowed bound, we will mark all the points in this path as locked.
The locked points will not be included in the further selection of points with maximal jerk (i.e., the center of local path extraction). A point will be unlocked if it has been covered by some other local path, the locally defined total-jerk of which can be reduced. The adaptive local filtering with locking mechanism is repeatedly applied to regions with maximal jerk until the trajectory meets the required jerk-limit j max or the maximum number of iteration is reached (which however rarely occurs in our experiments). Note that, the requirement on maximal jerk is achieved by the algorithm instead of the numerical optimization conducted during the local filtering.
Details for evaluating derivatives at waypoints and computing local-filter at the jerk level are presented as follows.
1) Derivatives at Waypoints: To compute the derivatives of q, we construct local curves interpolating the waypoints. Specifically, we have
with the basis functions B j (t) determined by imposing the interpolation constraints:
This results in
where b k,j+2 = β k+1,j+3 with
. . . t
As a result, ... q (t i ) can be approximated as:
When having a constant time-interval h = t i+1 − t i between all waypoints and letting t i = 0, we will have a very compact formula in this special case:
This is in fact the central finite difference formula for the third order numerical derivative obtained by applying the Taylor expansion.
2) Filter at the Jerk Level: Our filter is applied to a sequence of joint configurations as {q a , q a+1 , · · · , q b } to minimize the jerk while still satisfying the discrete-time constraints at {x a , x a+1 , · · · , x b }. We formulate the filter as a local optimization problem to minimize the sum of jerks at the waypoints.
The optimization problem defined in Eq. (13) ) are involved as constants instead of variables. Therefore, when applying this local filter to different regions of the path P, we should reserve a margin with at least four points between the regions that will be locally updated. Note that we do not impose the requirement of maximally allowed jerk j max in this local filter as it is considered at the algorithm level.
The maximally allowed number of iterations in our greedy algorithm is set as 100 in the implementation. Other parameters are set as d = 5 and d max = 20 according to our experiments. As shown in Figs. 3 and 4 , our algorithm for trajectory optimization can effectively and efficiently reduce both the total jerk J and the maximal jerk on initial trajectories determined by the graph search.
C. Collision-free Verification
After computing an optimized path P, we need to verify the collision-free at every configurations on the path. This is implemented by applying an advanced collision-detection library (e.g., the FCL library [33] ) at every point q i ∈ P.
If collision is found at q d , we adopt the following projection method to correct it:
• Re-sampling the rotational angle θ around the corresponding waypoint x d in a very dense rate (i.e., with the step of π/500); • computing the collision-free IK solutions {q k d } for these dense samples;
• selecting the closest one to serve as a projected solution as:
The infinity norm is employed here to control the maximal variation for all joints. The result of projection may still violate the requirement of maximal jerk. Fortunately, our approximation of Γ is accurate (see next Section) and we did not observe such a scenario in our experiments. In the worse case, we can still split one trajectory into two short trajectories to avoid large jerk in motion.
IV. LEARNING-BASED COLLISION ESTIMATION
An efficient method for estimating the collision-indication function Γ(·) is needed for solving the jerk-minimization problem by numerical optimization. Collision checking is a computational bottleneck for motion planning. For the general shape of obstacles, there is no trivial mapping from the working space to the configuration space. For the sake of efficiency, we develop a sampling-based approach to learn a functionΓ(·) to accurately approximate the collision-indication function Γ(·). Without loss of generality, collision detection can be formulated as a binary classification problem withΓ(·) < 0 for collision-free andΓ(·) ≥ 0 for collided configurations. This section first introduces our machine learning method for the representation ofΓ(·), and then introduces our manifoldcentered sampling strategy used to reduce the required number of training samples.
A. Approximate Representation of Collision Function
Kernel-based function representations such as support vector machines (SVM) and neural networks can be used to generate an algebraic function forΓ(·). In our work, we choose SVM as: 1) learning of SVM is a convex optimization problem that can be efficiently solved, and 2) SVMs yields sparser models for high-dimensional non-linear classification problems -i.e., with less number of kernel functions so that the value ofΓ(·) can be evaluated more efficiently.
Briefly, a SVM algorithm learns a hypothesis function which maps data from an input space to the feature space. Here, the input space is the configuration space {q} and the feature space is the status of collision. Given n sample points with labels obtained by the geometry-based collision detection library, we can learn a radial basis function (RBF) based representation ofΓ(·) as
by using the Gaussian kernel function
The learning result is the centers of kernels {q i } as the subset of training samples, the coefficients of RBFs {α i } and the value of a bias term b. As an algebraic function is provided here, we can evaluate the gradient ofΓ(q) ≈ Γ(q) by the method presented in [32] when solving the problem defined in Eq. (13) . By the property of sparsity in SVM learning, the number of kernels N could be much less than the number of training samples n. It is desirable to obtain fewer kernels so that Γ(·) can then be evaluated more efficiently. γ is a parameter specifying the narrowness of the Gaussian, and we use γ = 0.7 in all our tests. Details of SVM learning and the method for tuning the parameter γ can be found in [34] , [35] . Note that, to make the collision-indication provided byΓ(·) be more conservative, we update the value of the bias term b as b = b+ after obtaining the solution of SVM learning asΓ(·). = 1.0 is employed in our implementation.
In the applications of robot-assisted manufacturing, the collision-indication function needs to be evaluated and also trained efficiently. The efficient evaluation is demanded as the function is used in the loop of the numerical optimization. The efficient training is also very important as the shape of a workpiece under fabrication (also considered as obstacles) is changed from time to time. By using the routine developed in [1] for additive manufacturing, the collision-indication function needs to be updated when the fabrication process moves from one working surface layer to the next one. Similar concept of working surface layers can also be found in the subtractive manufacturing [36] . In general, we need to train a functionΓ(·) for each working surface when conducting the robot-assisted manufacturing. To reduce the training time, an effective way is to use less number of training samples. We develop a special sampling strategy for this purpose below. Our method can construct the training data-set, which is more capable to identify the boundary between collided and collision-free regions in the configuration space.
B. Sampling Strategy for Training
Inspired by the active learning method with a coarse-tofine iterative sampling refinement strategy presented in [27] , we first generate sparse samples in the configuration space to capture the large scale topology of the indication function. This function is later refined by adding more selected samples near the decision boundary.
1) Contact-Manifold: To generate more effective training samples, we introduce a concept of contact-manifold as a set of all configurations where the robotic system's tool touches a working surface S. Given a forward kinematic function f (·) of the robotic system, the contact-manifold of the working surface S is defined as:
with dist(· · · ) being the distance function. Samples are generated around C cont by the steps of initialization and the manifold-centered refinement as presented below. A projection operator Υ(·) is developed to project a general configuration q onto the contact-manifold by solving the following minimization problem as
In our implementation, the solution of q * is computed by the sequential quadratic programming and the distance function is efficiently evaluated by the Proximity Query Package (PQP) library [37] .
2) Initial sampling: Sparse samples in C cont are initially generated by sampling the working surface S. Specifically, we randomly sample m points on S. At each sample point, we can generate a quaternion by using the surface normal and a random angle θ as mentioned in Eq.(4). The corresponding configuration of each quaternion can be obtained by the IK calculation, and the collision status is obtained by the geometrybased collision detection (e.g., the Flexiable Collision Library (FCL) presented in [33] ). This gives the initial set of training samples -all on the contact-manifold.
3) Up-scaling and Refinement: Two steps are employed to generate more samples in the nearby region around the contact-manifold C cont .
• Up-scaling: The purpose of this step is to generate nearly uniform samples in the nearby region of C cont for capturing the topological structure of the collision-indication function Γ(·). Randomly sampling the working surface will not enable this uniformity in the configuration space as the mapping of IK can be very complicated. Directly generating random samples in the configuration space would however require much more samples to capture the structure: most of samples generated in this way would be far away from the contact-manifold C cont . Differently, we generate more samples near the contact-manifold by up-sampling the initial set of samples. When the distance between an existing sample and any of its k-nearest neighbors is larger than a threshold τ α , a new sample is generated in the middle. In effect, 50% of the newly generated samples will be projected onto the contactmanifold C cont . The up-scaling is repeated until no new sample can be generated under the density control of τ α (e.g., τ α = 0.8 is chosen in our implementation by empirical tests).
• Refinement: After up-scaling, a step of boundary-aware refinement is applied to generate samples for learning a more precise decision boundary when approximating the collision-indication function Γ(·). Similarly, this is based on searching the k-nearest neighbors of existing samples. When a sample and its neighbor have different collision labels, we generate a new sample if their distance is larger than a threshold τ β . A denser sampling is desired along the boundary; therefore, τ β < τ α is used (e.g., τ β = 0.05 in our implementation). Again, the 50% of the newly generated samples will be projected onto C cont , and the refinement is repeatedly applied until no new sample can be generated under the density control of τ β . These two steps are repeatedly applied until the specified total number of samples has been generated. For the nearest Fig. 5 . A 3-DOF planar robotic arm for tracing a 2D path (green) with obstacles (red). The example is used to study the effectiveness of our sampling strategy for learning the collision-indication function. As shown in the right, the contact-manifold Ccont is displayed by blue color for the collision-free region (i.e., Ccont ∩ C f ree ) and gray color for the collided region (i.e., Ccont ∩ C f ree ). Note that, the white regions in the configuration space are not reachable by the robotic arm.
neighbors search, k = 20 is used in all our examples. The pseudo-code of these two steps can be found in Algorithm 2. As can be found in the following sub-section of analysis, the approximation function generated by SVM can better capture the indication function with the help of much smaller number of training samples.
C. Analysis
We employ a 3-DOF planar redundant robotic arm as an example to analyze the effectiveness of our sampling strategy in a 2D path tracing setup (see the left of Fig. 5 ). To follow the 2D path displayed in green color, the three joints of this robot form a contact-manifold in the configuration space (see the right of Fig. 5 ). When presenting obstacles as the red objects, the blue regions denote the collision-free configurations on the contact-manifold. In this analysis, we study how our samplingand-learning method can effectively capture the boundary between collision-free and collided regions. Figure 6 shows our results comparing to those of SVMlearning by random samples. The ground-truth collisionindication function on the contact-manifold is shown in Fig. 6(a) . The progressive results of our sample generation algorithm are given in Fig. 6(b) , from which it is easy to find that samples generated by our method properly capture the boundary of the indication function after the steps of up-scaling and refinement. As can be seen in Fig. 6(c) , the structure and the boundary of collision-free regions cannot be captured when the same number of samples are generated randomly. In this case, less effective kernels are obtained by SVM-learning. The region of collision-free configurations can be better captured when using more random samples -see the result shown in Fig. 6(d) , where the same number of effective kernels are obtained by SVM-learning. However, the function learned in this case is still less accurate than ours. In summary, the sampling strategy developed in our algorithm can better capture the boundary of an collision-indication function when SVM-learning is adopted. More experiments Search the k-NN of q as a set Q N N ; Generate a random ρ ∈ [0, 1);
Add q new into Q;
23 End Procedure about the prediction rate and the checking time will be shown in the following section.
V. EXPERIMENTAL RESULTS
We implement our algorithm on Robot Operating System (ROS) framework with our UR3 based robotic fabrication setup by using C++. All evaluations are executed on a PC with Intel R Core TM i7 processor, 32 GB RAM and GeForce GTX 2070 video card, running Ubuntu 16.04 (Xenial, 64-bits OS). Besides of computational experiments, the performance of our approach has been demonstrated on two different hardware systems for robot-assisted 3D printing (i.e., Fig. 7 for a 6-DOFs system and Fig. 8 for a 8-DOFs system).
Our planning algorithm can effectively and efficiently compute a smooth and collision-free trajectory of redundant robot. The quality of fabrication can be significantly improved as the jerk has been optimized on the motion trajectories. More details can be found in the reported experimental tests below. 
A. Learning Results of Collision-Indication Functions
In our implementation, the libSVM library [38] was used for SVM-learning. The effectiveness of our sample generation method for SVM-learning based estimation of collisionindication function has been demonstrated by a planar redun- dant robot in Section IV-C above. Here we further study its performance in robot-assisted fabrication by using 3D toolpaths. To quantitatively measure the accuracy ofΓ(·) for approximating Γ(·), we evaluate the following true-negativeratio (TNR) metric based on samples of verification.
where TN (True Negative) denotes the number of samples with Γ(·) < 0 that are really collision-free while FP (False Positive) gives the number of samples withΓ(·) ≥ 0 that however will not lead to collision or contact. TNR provides the percentage of samples that are truly collision-free among all samples with negative value returned by the indication functionΓ(·), the larger the better. We generate two different types of samples to verify the accuracy of a classifier on different working surfaces (WS) as shown in Fig. 9 . In the first type, verification samples are generated at the nearby regions of the contact-manifold to simulate the situations while computing the numerical optimization. In the second type, verification samples are generated on the contact-manifold by the method of initial samples presented in Section IV-B. In both types of tests, 100, 000 verification samples are employed for all examples. The true status of the samples are generated by the geometrybased collision-detection library. The resultant statistics can be found in Table I . It is easy to find that the accuracy of our collision-indication function is much higher than the classifier generated by SVM-learning from random samples. Note that, for conducting a fair comparison we also provide the results of a random-sampling based classifier with the same number Fig. 9 . Two working surfaces with tool-paths used in our experimental tests: (a) one working surface layer of the armadillo model with 2545 waypointsits resultant trajectory is shown in Fig. 10 and (b) working surface layer of the armadillo model with 4, 681 waypoints having the optimized trajectory given in Fig. 11 . of kernels (i.e., the same value of N ), which needs much more samples. The nearby sets of verification samples are more similar to the situation happens during numerical optimization. Comparing to the geometry computation based collisiondetection technique (e.g., FCL library [33] ), the evaluation of Γ(·) with N = 887 kernels is 5× faster if only collsion-check is needed. However, the gradient of the collision-indication function needs to be evaluated in the numerical optimization (i.e., Eq. (13)). To provide a similar function by the geometrybased collision detection, we need to evaluate the distance to obstacles. In this case, our method is around 220× faster.
B. Results of Jerk-optimized Trajectories
In this sub-section, we show the resultant motion trajectories generated by our jerk-optimized planning method. The first example is a tool-path as shown in Fig. 9(a) for the 6-DOF robotic system. The progressive results for optimizing the trajectory have been shown in Figs. 3 and 4 . It can be observed that our optimization approach can reduce both the maximal jerk and the total sum of squared jerk by 83.6% − 95.8% and 99.4% respectively. Fig. 10 shows the path's angular values on all six joints before and after the optimization, where the zoom views clearly show the improvement on smoothness. In the second example, the tool-path as shown in Fig. 9(b) is the target to be realized on the UR3-robot based hardware platform for 3D printing. The trajectories in joint space before and after optimization are given in Fig. 11 , where the maximal jerk on all joints have been reduced by up to 95%.
We also compare the results generated by our method to the graph-search based method with a denser sampling -i.e., the nodes in a ladder are generated by every degree for the value of θ in Eq.(4). This is actually the method used in [1] . Detail computational statistics of our trajectory planning algorithm in the robot-assisted 3D printing application can be found in Table II . It can be observed that our method generates a trajectory with much lower jerks (both the maximal jerk and the total jerks) while being 10× faster. This demonstrates both the effectiveness and the efficiency of our approach.
C. Robot-Assisted 3D Printing
We also test the trajectories computed by our method in physical experiments using robot-assisted 3D printing. To explicitly show the quality improvement in the real fabrication process, we choose an example tool-path for additive manufacturing on a planar layer as specimen. The specimen are fabricated on the 8-DOFs system (Fig. 8) , where the change of the maximum jerk at each joint during the iteration is shown at the top row of Fig. 12 . The bottom row of Fig. 12 gives the results of 3D printing by a graph-search based path (left) and the jerk-optimized path (right). Unwanted blobs can be clearly observed on the path with large jerks, while the jerkoptimized path leads to much smoother material deposition. For the sake of a better illustration, planar tool-paths are conducted in this experiment to demonstrate the influence of large jerk in additive manufacturing. The dynamic difference between the trajectories before and after optimization can be more clearly observed in the supplementary video at: https://youtu.be/e8ISmh9MPrE . In summary, the improvement of both the motion smoothness and the quality of fabrication that can be generated by our jerk-optimized trajectory planning algorithm is very significant. In terms of computational efficiency, the total time of our trajectory planning approach is much shorter than the total time of 3D printing, which is a significant improvement compared to earlier work presented in [1] . On average, a 20× speedup is achieved. For instance, the armadillo model shown in Fig. 1 contains more than 300 curved layers and more than 50 layers totalling 2000+ waypoints. The original algorithm presented in [1] needs about 40 hours for motion planning. With the help of the new algorithm presented in this paper, the total time for planning has been reduced to only 2 hours. For a tool-path with 2, 545 waypoints, the computation can be completed in 116.43 sec., which is much shorter than the fabrication time for the curved layer of this path -i.e., around 460 sec. Motion planning is no longer a bottleneck for robot-assisted fabrication as we can compute the trajectory of the next layer while working on the current one. Fig. 10 . The comparison between the initial trajectory from graph-based search and after applying local refinement for each joint on the 6-DOF system. The zoom views shows clearly the smoothness improvement after the local refinement. The tool-path is as shown in Fig. 9(a) . Fig. 11 . The comparison of jerk (the absolute value) between the initial trajectory from graph-based search (displayed in blue color) and after applying local refinement for each joint (displayed in orange color), where significant improvements can be easily observed. Again, this is implemented on the 6-DOF system, and the tool-path is as shown in Fig. 9(b) .
VI. CONCLUSION AND DISCUSSION
We have presented a novel sampling-based framework for planning discrete-time constrained trajectories on redundant robots. The major technical contributions include 1) a local filter for jerk minimization while considering other hardwareoriented constraints for feasibility, 2) a greedy algorithm to be applied to a path with many waypoints and 3) an adaptive sampling strategy for effectively learning a collision-indication function with high accuracy. With the help of these techniques, our approach can efficiently minimize the total jerk and reduce the maximal jerk. The motion planning solution that we can achieve is 40× faster.
We have tested the performance of jerk-minimized trajectory in the application of robot-assisted 3D printing using a setup with one robotic arm and one tilting table. The results of our experiment tests are very encouraging, where the fabrication quality in terms of smoothness is clearly improved while the time efficiency is ensured. For future development, we will investigate the relationship between motion smoothness and layer-height / path-width in additive manufacturing. Moreover, we also plan to test this approach of jerk-optimized trajectory planning in the applications of machining (i.e., subtractive manufacturing).
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