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the odd functions with bounded mean oscillation on R.
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1. Introduction
By BMOo(R) we denote the space constituted by all those odd functions with bounded mean oscillation on R. This space
can be characterized as follows. An odd function f ∈ L1loc(R) is in BMO(R), that is, f has bounded mean oscillation on R, if
and only if, for all 1 p < ∞ (equivalently, for some 1 p < ∞) there exists Cp > 0 such that, for every interval I = (a,b){
1
|I|
∫
I
∣∣ f (x) − f I ∣∣p dx
}1/p
 Cp, 0< a < b < ∞, (1)
and also{
1
|I|
∫
I
∣∣ f (x)∣∣p dx}1/p  Cp, 0= a < b < ∞. (2)
Here, as usual, |I| denotes the length of I and f I = 1|I|
∫
I f (x)dx. Moreover, for every 1 p < ∞, inf{Cp > 0: (1) and (2) hold}
is equivalent to the usual ‖ f ‖BMO(R) (see, for instance, [14, Chapter 1] deﬁnitions and properties concerning BMO(R)).
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′ of the subspace H1o (R) of H1(R) that consists of all the odd functions in the
Hardy space H1(R). The space H1o (R) was studied in [4] and [10], where several characterizations of H
1
o (R) are obtained.
In the sequel we denote by BMO+ the space that consists of all those f ∈ L1loc([0,∞)) such that the odd extension fo of f
to R is in BMO(R). On BMO+ we consider the natural norm. Our objective in this paper is to study the behavior on BMO+
of maximal operator, Riesz transform and Littlewood–Paley g-functions associated with Bessel operators.
Muckenhoupt and Stein [12] began the development of harmonic analysis related to Bessel operators. They considered
the Bessel operator Bλ , λ > 0, deﬁned by Bλ = −x−2λDx2λD , with D = ddx . In [12] Poisson integrals and conjugate of Poisson
integrals associated with Bλ were introduced. Recently, Lp-boundedness properties for the higher order Riesz transform [5]
and for the Littlewood–Paley g-functions [6] in the Bλ context have been established.
Here we consider the Bessel operator λ = −x−λDx2λDx−λ , with λ > 0. If Jν denotes the Bessel function of the ﬁrst
kind and order ν , for every y > 0, the function ϕy(x) = √xy Jλ− 12 (xy), x ∈ (0,∞), is an eigenfunction of λ and
λ
(√
xy J
λ− 12 (xy)
)= y2√xy J
λ− 12 (xy), x, y ∈ (0,∞).
The Poisson kernel associated with the operator λ is given by
Pλ(t, x, y) =
∞∫
0
e−tzϕx(z)ϕy(z)dz, t, x, y ∈ (0,∞).
According to [12, (16.4)] (see also [19]) we have that
Pλ(t, x, y) = 2λt(xy)
λ
π
π∫
0
(sin θ)2λ−1
((x− y)2 + t2 + 2xy(1− cos θ))λ+1 dθ, t, x, y ∈ (0,∞).
The Poisson integral Pλt ( f ) is deﬁned by
Pλt ( f )(x) =
∞∫
0
Pλ(t, x, y) f (y)dy, t, x> 0.
The family {Pλt }t>0 constitutes a semigroup of linear and bounded operators in Lp(0,∞), 1  p ∞. Lp-boundedness
properties of the maximal operator
Pλ∗( f ) = sup
t>0
∣∣Pλt ( f )∣∣
were established in [7] and [8].
The heat kernel associated with the operator λ is
W λ(t, x, y) =
∞∫
0
e−tz2ϕx(z)ϕy(z)dz, t, x, y ∈ (0,∞).
According to [18, 13.31(1)], we can write
W λ(t, x, y) = 1√
2t
(
xy
2t
) 1
2
I
λ− 12
(
xy
2t
)
e−
x2+y2
4t , t, x, y ∈ (0,∞),
where Iν denotes the modiﬁed Bessel function of the ﬁrst kind and order ν . The heat integral W λt ( f ) of f is deﬁned by
W λt ( f )(x) =
∞∫
0
W λ(t, x, y) f (y)dy, t, x> 0.
Then, {W λt }t>0 is a semigroup of bounded and linear operators in Lp(0,∞), 1  p ∞. The maximal operator associated
with {W λt }t>0 is given by
W λ∗ ( f ) = sup
t>0
∣∣W λt ( f )∣∣
and it was investigated on Lp-spaces in [7].
Bennett, DeVore and Sharpley [2, Th. 4.2(b)] proved that if M denotes the (uncentered) Hardy–Littlewood maximal
operator on Rn , then, for every f ∈ BMO(Rn), either M f ∈ BMO(Rn) or M f ≡ ∞. The function f (x) = log+ |x|, x ∈ Rn , is
an example of the second situation. In [9] it was introduced a BMO type space on Rn associated with Schrödinger operators
where the maximal operatorM is bounded. This is the case for the maximal operators, W λ∗ , Pλ∗ and the Hardy–Littlewood
maximal operatorM0 on (0,∞), on BMO+ as we state in the following proposition.
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‖N f ‖BMO+  C‖ f ‖BMO+ , f ∈ BMO+.
Riesz transforms in the λ-setting were studied in [3]. The operator λ admits the factorization λ = D∗λDλ , where
Dλ = xλDx−λ and D∗λ represents the (formal) adjoint of Dλ in L2(0,∞). Following the ideas developed by Stein in [13], the
Riesz transform Rλ is deﬁned by
Rλ f = Dλ−
1
2
λ f , f ∈ C∞c (0,∞).
Here C∞c (0,∞) denotes the space of smooth functions with compact support in (0,∞). The operator Rλ can be extended
to Lp(0,∞) as a bounded operator on Lp(0,∞), for every 1< p < ∞, and to L1(0,∞) as a bounded operator from L1(0,∞)
into L1,∞(0,∞). Moreover, for each f ∈ Lp(0,∞), 1< p < ∞,
Rλ f (x) = lim
ε→0
∞∫
0,|x−y|>ε
Rλ(x, y) f (y)dy, a.e. x ∈ (0,∞), (3)
being
Rλ(x, y) =
∞∫
0
Dλ,x P
λ(t, x, y)dt, x, y ∈ (0,∞), x 
= y.
According to [1, (1.6)] (also see [7]) we get
∣∣Rλ(x, y)∣∣ C(xy)λ
{ x
y2λ+2 , 2x y,
1
x2λ+1 , 0< y <
x
2 ,
(4)
and ∣∣∣∣Rλ(x, y) − 1π 1x− y
∣∣∣∣ C 1y
(
1+ log+
√
xy
|x− y|
)
, 0<
x
2
< y < 2x. (5)
Then, we can prove that the Riesz transform Rλ is well deﬁned on L∞(0,∞). This fact establishes a difference between the
behavior of Rλ and the Hilbert transform on bounded functions [16, p. 294].
The vertical Littlewood–Paley g-function associated with the heat semigroup {W λt }t>0 for the Bessel operator λ is
deﬁned by
gh,λ( f )(x) =
{ ∞∫
0
∣∣∣∣t ∂∂t W λt ( f )(x)
∣∣∣∣
2 dt
t
} 1
2
,
and the corresponding one for the Poisson semigroup {Pλt }t>0 is given by
gP ,λ( f )(x) =
{ ∞∫
0
∣∣∣∣t ∂∂t Pλt ( f )(x)
∣∣∣∣
2 dt
t
} 1
2
.
The behavior of the Riesz transforms and g-functions on BMO+ is established in the next proposition.
Proposition 2. Let λ > 0. We denote byN the operators Rλ , gh,λ and gP ,λ . There exists C > 0 such that
‖N f ‖BMO+  C‖ f ‖BMO+ , f ∈ BMO+.
As for maximal operators the property stated in Proposition 2 for gh,λ and gP ,λ contrasts with the corresponding one
for vertical classical Littlewood–Paley g-functions (see [17]).
This paper is organized as follows. In Section 2 we prove Proposition 1 and the proof of Proposition 2 is shown in
Sections 3 and 4 where we establish the estimates for the Riesz transform and for the g-functions, respectively.
Throughout this paper we always denote by C a suitable positive constant that can change from a line to the other one.
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In this section we present a proof of Proposition 1. We divide the proof in three parts. Each part is concerned with one
of the maximal operators under considerations.
(i) ByM0 we denote the Hardy–Littlewood maximal operator on (0,∞), that is, if f ∈ L1loc([0,∞)),
M0( f )(x) = sup
x∈I
1
|I|
∫
I
∣∣ f (y)∣∣dy, x ∈ (0,∞),
where the supremum is taken over all the bounded intervals I on (0,∞) such that x ∈ I .
Assume that f ∈ BMO+ , then fo ∈ BMOo(R). Let a > 0, we write fo = f1 + f2 where f1 = foχ(−2a,2a) . Since fo ∈ L1loc(R),M f1(x) < ∞, a.e. x ∈R, whereM denotes the Hardy–Littlewood maximal operator on R. Moreover, if x ∈ (−a,a) and I is
a bounded interval such that x ∈ I and I ∩ (−2a,2a)c 
= ∅, by denoting J = (−b,b), where b = max{|y|, y ∈ I}, we have
1
|I|
∫
I
∣∣ f2(y)∣∣dy = 1|I|
∫
I∩(−2a,2a)c
∣∣ fo(y)∣∣dy  C 1| J |
∫
J
∣∣ fo(y)∣∣dy  C‖ f ‖BMO+ . (6)
Note that |I| | J | 2(|I| + a) 4|I|. HenceM( f2)(x) < ∞, a.e. x, |x| a. Then, we obtain thatM fo(x) < ∞, a.e. x, |x| a.
Hence, we conclude thatM fo(x) < ∞, a.e. x ∈R.
Since f ∈ BMO(0,∞), by proceeding as in [2, Theorem 4.2] we obtain that M0 f ∈ BMO(0,∞) and ‖M0 f ‖BMO(0,∞) 
C‖ f ‖BMO+ . Moreover, for every a > 0,
1
a
a∫
0
M0( f )(x)dx C‖ f ‖BMO+ . (7)
Indeed, let a > 0. As above we write f = f1 + f2, where f1 = f χ(0,2a) . Then, by proceeding as in (6) we get
M0( f2)(x) 2‖ f ‖BMO+ , x ∈ (0,a). (8)
Also, sinceM0 is bounded on L2(0,∞), one has
1
a
a∫
0
∣∣M0 f1(x)∣∣dx
(
1
a
a∫
0
∣∣M0 f1(x)∣∣2 dx
) 1
2
 C
(
1
a
2a∫
0
∣∣ f (x)∣∣2 dx
) 1
2
 C‖ f ‖BMO+ . (9)
From (8) and (9) we deduce that (7) holds.
By combining the above arguments we conclude that (M0 f )o ∈ BMOo(R) and ‖M0 f ‖BMO+  C‖ f ‖BMO+ .
(ii) We now analyze the maximal operator W λ∗ associated with the heat semigroup {W λt }t>0. Assume that f ∈ BMO+ .
According to [11, (5.16.5)] we have that
0W λ(t, x, y) C 1√
t
e−
(x−y)2
4t , t, x, y ∈ (0,∞), (10)
and also,
W λ(t, x, y) C
⎧⎪⎨
⎪⎩
1√
t
(
xy
t )
λe−
y2+x2
4t ,
xy
2t  1,
1√
t
(
xy
t )
λe−
(x−y)2
4t ,
xy
2t  1.
(11)
It is well known that
sup
t>0
∞∫
0
1√
t
e−
(x−y)2
4t
∣∣ f (y)∣∣dy  CM0( f )(x), x ∈ (0,∞). (12)
Then
W λ∗ ( f )(x) CM0( f )(x), x ∈ (0,∞).
Hence, by (7), for every a > 0, we have
1
a
a∫
W λ∗ ( f )(x)dx C‖ f ‖BMO+ . (13)0
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∣∣∣∣∣supt>0
∣∣W λt ( f )(x)∣∣− sup
t>0
∣∣∣∣∣
2x∫
x
2
W λ(t, x, y) f (y)dy
∣∣∣∣∣
∣∣∣∣∣
 sup
t>0
x
2∫
0
W λ(t, x, y)
∣∣ f (y)∣∣dy + sup
t>0
∞∫
2x
W λ(t, x, y)
∣∣ f (y)∣∣dy, x ∈ (0,∞).
From (10) it follows that
x
2∫
0
W λ(t, x, y)
∣∣ f (y)∣∣dy  C
x
2∫
0
1√
t
e−
(x−y)2
4t
∣∣ f (y)∣∣dy  C
x
2∫
0
1√
t
e−
x2
16t
∣∣ f (y)∣∣dy
 C
x
x
2∫
0
∣∣ f (y)∣∣dy  C‖ f ‖BMO+ , t, x ∈ (0,∞).
By using (11) we get
∞∫
2x
W λ(t, x, y)
∣∣ f (y)∣∣dy  C
( ∞∫
2x, xy2t 1
(
xy
t
)λ e− y24t√
t
∣∣ f (y)∣∣dy +
∞∫
2x, xy2t >1
e−
(x−y)2
4t√
t
∣∣ f (y)∣∣dy
)
 C
∞∫
2x
(
xy
t
)λ e− y216t√
t
∣∣ f (y)∣∣dy  Cxλ
∞∫
2x
| f (y)|
yλ+1
dy = Cxλ
∞∑
k=1
2(k+1)2/λx∫
2k2/λx
| f (y)|
yλ+1
dy
 Cxλ
∞∑
k=1
1
(2k2/λx)λ+1
2(k+1)2/λx∫
0
∣∣ f (y)∣∣dy  C ∞∑
k=1
1
k2
1
2(k + 1)2/λx
2(k+1)2/λx∫
0
∣∣ f (y)∣∣dy
 C‖ f ‖BMO+ , t, x ∈ (0,∞).
Hence, we have proved that
sup
t>0
∣∣W λt ( f )(x)∣∣− sup
t>0
∣∣∣∣∣
2x∫
x
2
W λ(t, x, y) f (y)dy
∣∣∣∣∣ ∈ L∞(0,∞),
and ∥∥∥∥∥supt>0
∣∣W λt ( f )(x)∣∣− sup
t>0
∣∣∣∣∣
2x∫
x
2
W λ(t, x, y) f (y)dy
∣∣∣∣∣
∥∥∥∥∥∞  C‖ f ‖BMO+ . (14)
Moreover,
sup
t>0
∣∣∣∣∣
2x∫
x
2
W λ(t, x, y) f (y)dy
∣∣∣∣∣− supt>0
∣∣∣∣∣
2x∫
x
2
1√
4πt
e−
(x−y)2
4t f (y)dy
∣∣∣∣∣ ∈ L∞(0,∞),
and ∥∥∥∥∥supt>0
∣∣∣∣∣
2x∫
x
2
W λ(t, x, y) f (y)dy
∣∣∣∣∣− supt>0
∣∣∣∣∣
2x∫
x
2
1√
4πt
e−
(x−y)2
4t f (y)dy
∣∣∣∣∣
∥∥∥∥∥∞  C‖ f ‖BMO+ . (15)
Indeed, we can write
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∣∣∣∣∣
2x∫
x
2
W λ(t, x, y) f (y)dy
∣∣∣∣∣− supt>0
∣∣∣∣∣
2x∫
x
2
1√
4πt
e−
(x−y)2
4t f (y)dy
∣∣∣∣∣
∣∣∣∣∣
 sup
t>0
2x∫
x
2
∣∣∣∣W λ(t, x, y) − 1√4πt e−
(x−y)2
4t
∣∣∣∣∣∣ f (y)∣∣dy, x ∈ (0,∞).
According to (10), it follows that
2x∫
x
2 ,
xy
2t 1
∣∣∣∣W λ(t, x, y) − 1√4πt e−
(x−y)2
4t
∣∣∣∣∣∣ f (y)∣∣dy
 C
2x∫
x
2 ,
xy
2t 1
1√
t
((
xy
t
)λ
+ 1
)
e−
x2+y2
4t
∣∣ f (y)∣∣dy
 C
2x∫
x
2
| f (y)|√
x2 + y2 dy 
C
x
2x∫
0
∣∣ f (y)∣∣dy  C‖ f ‖BMO+ , t, x ∈ (0,∞).
Also, by using [11, 5.16.5], we get
2x∫
x
2 ,
xy
2t 1
∣∣∣∣W λ(t, x, y) − 1√4πt e−
(x−y)2
4t
∣∣∣∣∣∣ f (y)∣∣dy  C
2x∫
x
2
1√
t
(
t
xy
) 1
2
e−
(x−y)2
4t
∣∣ f (y)∣∣dy
 C
x
2x∫
0
∣∣ f (y)∣∣dy  C‖ f ‖BMO+ , t, x ∈ (0,∞).
Hence (15) is established.
Now we denote by {Wt}t>0 the classical heat semigroup, that is, we write
Wt( fo)(x) = 1√
4πt
+∞∫
−∞
e−
(x−y)2
4t fo(y)dy, t ∈ (0,∞) and x ∈R.
Since fo is an odd function we can write
Wt( fo)(x) = 1√
4πt
∞∫
0
(
e−
(x−y)2
4t − e− (x+y)
2
4t
)
f (y)dy, t ∈ (0,∞) and x ∈R. (16)
Moreover Wt( fo) is odd, for every t > 0. By splitting the integral one gets∣∣∣∣∣Wt( fo)(x) −
2x∫
x
2
1√
4πt
e−
(x−y)2
4t f (y)dy
∣∣∣∣∣
 1√
4πt
x
2∫
0
∣∣e− (x−y)24t − e− (x+y)24t ∣∣∣∣ f (y)∣∣dy
+ 1√
4πt
∞∫
2x
∣∣e− (x−y)24t − e− (x+y)24t ∣∣∣∣ f (y)∣∣dy + 1√
4πt
2x∫
x
2
e−
(x+y)2
4t
∣∣ f (y)∣∣dy
 C√
t
( x2∫ ∣∣∣∣ (x− y)2 − (x+ y)24t
∣∣∣∣e− (x−y)24t ∣∣ f (y)∣∣dy0
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∞∫
2x
∣∣∣∣ (x− y)2 − (x+ y)24t
∣∣∣∣e− (x−y)24t ∣∣ f (y)∣∣dy +
2x∫
x
2
e−
(x+y)2
4t
∣∣ f (y)∣∣dy
)
 C
( x2∫
0
xy
t
3
2
e−
x2
16t
∣∣ f (y)∣∣dy +
∞∫
2x
xy
t
3
2
e−
y2
16t
∣∣ f (y)∣∣dy +
2x∫
x
2
| f (y)|
x+ y dy
)
 C
(
1
x
x
2∫
0
∣∣ f (y)∣∣dy + x
∞∫
2x
1
y2
∣∣ f (y)∣∣dy + 1
x
2x∫
x
2
∣∣ f (y)∣∣dy
)
 C
(
1
x
2x∫
0
∣∣ f (y)∣∣dy + x ∞∑
k=1
2x(k+1)2∫
2xk2
1
y2
∣∣ f (y)∣∣dy
)
 C
(
1
x
2x∫
0
∣∣ f (y)∣∣dy + ∞∑
k=1
1
k2
1
2x(k + 1)2
2x(k+1)2∫
0
∣∣ f (y)∣∣dy
)
 C‖ f ‖BMO+ ,
for every t, x ∈ (0,∞). Hence,
sup
t∈(0,∞)
∣∣Wt( fo)(x)∣∣− sup
t>0
∣∣∣∣∣
2x∫
x
2
1√
4πt
e−
(x−y)2
4t f (y)dy
∣∣∣∣∣ ∈ L∞(0,∞),
and ∥∥∥∥∥ supt∈(0,∞)
∣∣Wt( fo)(x)∣∣− sup
t>0
∣∣∣∣∣
2x∫
x
2
1√
4πt
e−
(x−y)2
4t f (y)dy
∣∣∣∣∣
∥∥∥∥∥∞  C‖ f ‖BMO+ . (17)
We deduce from (14), (15) and (17) that
sup
t>0
∣∣W λt ( f )(x)∣∣− sup
t>0
∣∣Wt( fo)(x)∣∣ ∈ L∞(0,∞)
and ∥∥∥ sup
t>0
∣∣W λt ( f )∣∣− sup
t>0
∣∣Wt( fo)∣∣∥∥∥∞  C‖ f ‖BMO+ . (18)
According to (13) and (18), in order to see that
sup
t>0
∣∣W λt ( f )∣∣ ∈ BMO+ and ∥∥∥ sup
t>0
∣∣W λt ( f )∣∣∥∥∥
BMO+
 C‖ f ‖BMO+ ,
it is suﬃcient to establish that supt>0 |Wt( fo)| ∈ BMO(R) and that∥∥∥ sup
t>0
∣∣Wt( fo)∣∣∥∥∥
BMO(R)
 C‖ fo‖BMO(R).
We have to show that supt>0 |Wt( fo)(x)| < ∞, a.e. x ∈R (see [15]). From (7) and (12) we get
1
a
a∫
0
sup
t>0
∣∣Wt( fo)(x)∣∣dx C‖ f ‖BMO+ , a > 0.
Then, since supt>0 |Wt( fo)| is even, supt>0 |Wt( fo)(x)| < ∞, a.e. x ∈ R. Thus we prove that W λ∗ ( f ) ∈ BMO+ and‖W λ∗ ( f )‖BMO+  C‖ f ‖BMO+ .
(iii) Let f ∈ BMO+ . By using subordination formula we can write
Pλ(t, x, y) = 1√
π
∞∫
e−u√
u
W λ
(
t2
4u
, x, y
)
du, t, x, y ∈ (0,∞). (19)0
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sup
t>0
∣∣Pλt ( f )∣∣ sup
t>0
∣∣W λt ( f )∣∣.
Hence, from (13) we deduce that
1
a
a∫
0
Pλ∗( f )(x)dx C‖ f ‖BMO+ , a > 0. (20)
Moreover, by taking into account the proof of (18), it follows
sup
t>0
∣∣Pλt ( f )(x)∣∣− sup
t>0
∣∣Pt( fo)(x)∣∣ ∈ L∞(0,∞),
and ∥∥∥ sup
t>0
∣∣Pλt ( f )(x)∣∣− sup
t>0
∣∣Pt( fo)(x)∣∣∥∥∥∞  C‖ f ‖BMO+ , (21)
where
Pt( fo)(x) = 1
π
+∞∫
−∞
t
(x− y)2 + t2 fo(y)dy, t > 0, x ∈R. (22)
From (12) one infers that supt>0 |Pt( fo)(x)| CM0( f )(x), x ∈ (0,∞). Then, by (7),
1
a
a∫
0
sup
t>0
∣∣Pt( fo)(x)∣∣dx C‖ f ‖BMO+ , a > 0.
Hence, since supt>0 |Pt( fo)| is even, supt>0 |Pt( fo)(x)| < ∞, a.e. x ∈ R. It deduces that supt>0 |Pt( fo)| ∈ BMO(R) (see [15]).
(20) and (21) allow us to conclude that Pλ∗ f ∈ BMO+ , and ‖Pλ∗ f ‖BMO+  C‖ f ‖BMO+ .
3. Riesz transform in BMO+
Our objective is to prove Proposition 2 for the Riesz transforms Rλ . Firstly, note that, by (4) and (5), the Riesz trans-
form Rλ is deﬁned on L∞(0,∞). Indeed, let f ∈ L∞(0,∞). It is known (see, for instance, [16, p. 294]) that the limit
lim
ε→0
∞∫
0,|x−y|>ε
f (y)
(
1
x− y + χ(1,∞)(y)
1
y
)
dy (23)
exists for almost every x ∈ (0,∞). We now prove that
Rλ( f )(x) =
x
2∫
0
Rλ(x, y) f (y)dy + lim
ε→0
2x∫
x
2 ,|x−y|>ε
Rλ(x, y) f (y)dy +
∞∫
2x
Rλ(x, y) f (y)dy,
for almost all x ∈ (0,∞). According to (4), we get
x
2∫
0
∣∣Rλ(x, y)∣∣∣∣ f (y)∣∣dy  C 1
xλ+1
x
2∫
0
yλ
∣∣ f (y)∣∣dy  C‖ f ‖∞, x ∈ (0,∞),
and
∞∫
2x
∣∣Rλ(x, y)∣∣∣∣ f (y)∣∣dy  Cxλ+1
∞∫
2x
| f (y)|
yλ+2
dy  C‖ f ‖∞, x ∈ (0,∞).
On the other hand, one has
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x
2 ,|x−y|>ε
Rλ(x, y) f (y)dy =
2x∫
x
2 ,|x−y|>ε
(
Rλ(x, y) − 1
π
1
x− y
)
f (y)dy
+ 1
π
2x∫
x
2 ,|x−y|>ε
1
x− y f (y)dy, ε, x ∈ (0,∞). (24)
From (5) one deduces that, for every x ∈ (0,∞),
2x∫
x
2
∣∣∣∣Rλ(x, y) − 1π 1x− y
∣∣∣∣∣∣ f (y)∣∣dy  C‖ f ‖∞
2x∫
x
2
1
y
(
1+ log+
√
xy
|x− y|
)
dy  C‖ f ‖∞,
because
∫ 2x
x
2
1
y (1+ log+
√
xy
|x−y| )dy =
∫ 2
1
2
1
u (1+ log+
√
u
|1−u| )du. Moreover, we write
2x∫
x
2 ,|x−y|>ε
1
x− y f (y)dy =
∞∫
0,|x−y|>ε
(
1
x− y +
χ(1,∞)(y)
y
)
f (y)dy
−
2x∫
x
2 ,|x−y|>ε
f (y)
χ(1,∞)(y)
y
dy −
∞∫
2x,|x−y|>ε
(
1
x− y +
χ(1,∞)(y)
y
)
f (y)dy
−
x
2∫
0,|x−y|>ε
(
1
x− y +
χ(1,∞)(y)
y
)
f (y)dy, ε, x ∈ (0,∞).
Note that, for each x ∈ (0,∞),
2x∫
x
2
∣∣ f (y)χ(1,∞)(y)∣∣dy
y
 C‖ f ‖∞,
that
∞∫
2x
∣∣∣∣ 1x− y + χ(1,∞)(y)y
∣∣∣∣∣∣ f (y)∣∣dy
 C‖ f ‖∞
( 2x+1∫
2x
(
1
|x− y| +
1
y
)
dy +
∞∫
2x+1
x
|x− y|y dy
)
 C
(
1
x
+ 1
)
‖ f ‖∞,
and
x
2∫
0
∣∣∣∣ 1x− y + χ(1,∞)(y)y
∣∣∣∣∣∣ f (y)∣∣dy  C(1+ x)‖ f ‖∞.
Then, by (23) and (24) we conclude that the limit
Rλ( f )(x) = lim
ε→0
∞∫
0,|x−y|>ε
Rλ(x, y) f (y)dy (25)
exists for almost every x ∈ (0,∞). This property shows different behavior of Hilbert transform (see (23)) and Rλ-transform
on L∞(0,∞).
We now prove Proposition 2 for Riesz transform Rλ .
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H( fe)(x) = lim
ε→0
+∞∫
−∞,|x−y|>ε
(
1
x− y +
χ(−1,1)c (y)
y
)
fe(y)dy ∈ BMO(R),
because fe ∈ BMO(R). Since fe is even we can write
H( fe)(x) = lim
ε→0
∞∫
0,|x−y|>ε
(
1
x− y +
χ(1,∞)(y)
y
)
f (y)dy +
0∫
−∞,|x−y|>ε
(
1
x− y +
χ(−∞,−1)(y)
y
)
f (−y)dy
= lim
ε→0
∞∫
0,|x−y|>ε
(
1
x− y +
χ(1,∞)(y)
y
)
f (y)dy +
∞∫
0,|x+y|>ε
(
1
x+ y −
χ(1,∞)(y)
y
)
f (y)dy
= lim
ε→0
2x∫
x
2 ,|x−y|>ε
(
1
x− y +
χ(1,∞)(y)
y
)
f (y)dy +
x
2∫
0
2x
x2 − y2 f (y)dy +
∞∫
2x
2x
x2 − y2 f (y)dy
+
2x∫
x
2
(
1
x+ y −
χ(1,∞)(y)
y
)
f (y)dy, x ∈ (0,∞).
Note that H( fe) is odd. We are going to see that
H( fe)(x) − lim
ε→0
2x∫
x
2 ,|x−y|>ε
(
1
x− y +
χ(1,∞)(y)
y
)
f (y)dy ∈ L∞(0,∞) (26)
and ∥∥∥∥∥H( fe)(x) − limε→0
2x∫
x
2 ,|x−y|>ε
(
1
x− y +
χ(1,∞)(y)
y
)
f (y)dy
∥∥∥∥∥∞  C‖ f ‖BMO+ . (27)
We have to analyze three terms. One gets, as in the proof of (17) in the previous section,
∣∣∣∣∣
x
2∫
0
2x
x2 − y2 f (y)dy
∣∣∣∣∣ C 1x
x∫
0
∣∣ f (y)∣∣dy  C‖ f ‖BMO+ , x ∈ (0,∞),
and ∣∣∣∣∣
∞∫
2x
2x
x2 − y2 f (y)dy
∣∣∣∣∣ Cx
∞∫
2x
∣∣ f (y)∣∣dy
y2
 C‖ f ‖BMO+ , x ∈ (0,∞).
Also, we obtain∣∣∣∣∣
2x∫
x
2
(
1
x+ y −
χ(1,∞)(y)
y
)
f (y)dy
∣∣∣∣∣ Cx
2x∫
0
∣∣ f (y)∣∣dy  C‖ f ‖BMO+ , x ∈ (0,∞).
Thus (26) and (27) are established. By using (25), (4) and (5) we have that∣∣∣∣∣Rλ( f )(x) − 1π limε→0
2x∫
x
2 ,|x−y|>ε
(
1
x− y +
χ(1,∞)(y)
y
)
f (y)dy
∣∣∣∣∣
 C
( 2x∫
x
1
y
(
1+ log+
√
xy
|x− y|
)∣∣ f (y)∣∣dy +
2x∫
x
χ(1,∞)(y)
y
∣∣ f (y)∣∣dy
2 2
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xλ+1
x
2∫
0
yλ
∣∣ f (y)∣∣dy + xλ+1
∞∫
2x
| f (y)|
yλ+2
dy
)
 C
(( 2x∫
x
2
1
y
(
1+ log+
√
xy
|x− y|
)2
dy
) 1
2
(
1
x
2x∫
x
2
∣∣ f (y)∣∣2 dy
) 1
2
+ 1
x
x∫
0
∣∣ f (y)∣∣dy + x
∞∫
2x
| f (y)|
y2
dy
)
 C‖ f ‖BMO+ , x ∈ (0,∞),
because
2x∫
x
2
1
y
(
1+ log+
√
xy
|x− y|
)2
dy =
2∫
1
2
1
u
(
1+ log+
√
u
|1− u|
)2
du < ∞, x ∈ (0,∞).
Hence,
Rλ( f )(x) − 1
π
lim
ε→0
2x∫
x
2 ,|x−y|>ε
(
1
x− y +
χ(1,∞)(y)
y
)
f (y)dy ∈ L∞(0,∞), (28)
and ∥∥∥∥∥Rλ( f )(x) − 1π limε→0
2x∫
x
2 ,|x−y|>ε
(
1
x− y +
χ(1,∞)(y)
y
)
f (y)dy
∥∥∥∥∥
L∞(0,∞)
 C‖ f ‖BMO+ . (29)
By combining (26), (27), (28) and (29) we conclude that
Rλ( f ) − H( fe) ∈ L∞(0,∞) and
∥∥Rλ( f ) − H( fe)∥∥∞  C‖ f ‖BMO+ . (30)
Moreover, since H( fe) ∈ BMO(R) and H( fe) is odd, for every a ∈ (0,∞),
1
a
a∫
0
∣∣H( fe)(x)∣∣dx = 1
2a
a∫
−a
∣∣H( fe)(x)∣∣dx = 1
2a
a∫
−a
∣∣∣∣∣H( fe)(x) − 12a
a∫
−a
H( fe)(u)du
∣∣∣∣∣dx
 C
∥∥H( fe)∥∥BMO(R)  C‖ fe‖BMO(R)  C‖ f ‖BMO+ .
Then, from (30), for every a ∈ (0,∞),
1
a
a∫
0
∣∣Rλ( f )(x)∣∣dx 1
a
a∫
0
∣∣Rλ( f )(x) − H( fe)(x)∣∣dx+ 1
a
a∫
0
∣∣H( fe)(x)∣∣dx C‖ f ‖BMO+ .
Hence Rλ( f ) ∈ BMO+ and ‖Rλ f ‖BMO+  C‖ f ‖BMO+ . Thus the proof of Proposition 2 for Rλ is ﬁnished.
4. Littlewood–Paley g-functions in BMO+
In this section we prove Proposition 2 for the Littlewood–Paley g-functions gh,λ and gP ,λ associated with the heat and
the Poisson semigroups for λ , respectively.
Firstly we study gh,λ . Let f ∈ BMO+ . Triangle inequality for L2((0,∞), dtt )-norm implies that∣∣∣∣∣gh,λ( f )(x) −
{ ∞∫
0
∣∣∣∣∣t ∂∂t
2x∫
x
2
W λ(t, x, y) f (y)dy
∣∣∣∣∣
2
dt
t
} 1
2
∣∣∣∣∣
=
∣∣∣∣∣
∥∥∥∥∥t ∂∂t
∞∫
0
W λ(t, x, y) f (y)dy
∥∥∥∥∥
L2((0,∞), dtt )
−
∥∥∥∥∥t ∂∂t
2x∫
x
W λ(t, x, y) f (y)dy
∥∥∥∥∥
L2((0,∞), dtt )
∣∣∣∣∣
2
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∥∥∥∥∥t ∂∂t
∞∫
0
W λ(t, x, y) f (y)dy − t ∂
∂t
2x∫
x
2
W λ(t, x, y) f (y)dy
∥∥∥∥∥
L2((0,∞), dtt )
=
∥∥∥∥∥t ∂∂t
( x2∫
0
+
∞∫
2x
)
W λ(t, x, y) f (y)dy
∥∥∥∥∥
L2((0,∞), dtt )
, x ∈ (0,∞).
Then, by using the Minkowski inequality we obtain that
∣∣∣∣∣gh,λ( f )(x) −
{ ∞∫
0
∣∣∣∣∣t ∂∂t
2x∫
x
2
W λ(t, x, y) f (y)dy
∣∣∣∣∣
2
dt
t
} 1
2
∣∣∣∣∣

( x2∫
0
+
∞∫
2x
)∣∣ f (y)∣∣
{ ∞∫
0
t
∣∣∣∣ ∂∂t W λ(t, x, y)
∣∣∣∣
2
dt
} 1
2
dy, x ∈ (0,∞).
According to [7, Lemma 8] we have that{ ∞∫
0
t
∣∣∣∣ ∂∂t W λ(t, x, y)
∣∣∣∣
2
dt
} 1
2
 C
⎧⎨
⎩
yλ
xλ+1 , 0< y <
x
2 ,
xλ
yλ+1 , 2x< y < ∞.
(31)
From (31) we deduce that, for every x ∈ (0,∞),
x
2∫
0
∣∣ f (y)∣∣
{ ∞∫
0
t
∣∣∣∣ ∂∂t W λ(t, x, y)
∣∣∣∣
2
dt
} 1
2
dy  C
x
2∫
0
| f (y)|yλ
xλ+1
dy  C
x
x∫
0
∣∣ f (y)∣∣dy  C‖ f ‖BMO+ ,
and, as in the proof of (14) in Section 2,
∞∫
2x
∣∣ f (y)∣∣
{ ∞∫
0
t
∣∣∣∣ ∂∂t W λ(t, x, y)
∣∣∣∣
2
dt
} 1
2
dy  Cxλ
∞∫
2x
| f (y)|
yλ+1
dy  C‖ f ‖BMO+ .
Hence, we conclude that
gh,λ( f )(x) −
{ ∞∫
0
∣∣∣∣∣t ∂∂t
2x∫
x
2
W λ(t, x, y) f (y)dy
∣∣∣∣∣
2
dt
t
} 1
2
∈ L∞(0,∞), (32)
and ∥∥∥∥∥gh,λ( f )(x) −
{ ∞∫
0
∣∣∣∣∣t ∂∂t
2x∫
x
2
W λ(t, x, y) f (y)dy
∣∣∣∣∣
2
dt
t
} 1
2
∥∥∥∥∥∞  C‖ f ‖BMO+ . (33)
By using again the Minkowski inequality and [7, Lemma 8] we get
∣∣∣∣∣
{ ∞∫
0
∣∣∣∣∣t ∂∂t
2x∫
x
2
W λ(t, x, y) f (y)dy
∣∣∣∣∣
2
dt
t
} 1
2
−
{ ∞∫
0
∣∣∣∣∣t ∂∂t
2x∫
x
2
1√
4πt
e−
(x−y)2
4t f (y)dy
∣∣∣∣∣
2
dt
t
} 1
2
∣∣∣∣∣

{ ∞∫
0
∣∣∣∣∣t ∂∂t
2x∫
x
2
(
W λ(t, x, y) − 1√
4πt
e−
(x−y)2
4t
)
f (y)dy
∣∣∣∣∣
2
dt
t
} 1
2

2x∫
x
∣∣ f (y)∣∣
{ ∞∫
0
t
∣∣∣∣ ∂∂t
(
W λ(t, x, y) − 1√
4πt
e−
(x−y)2
4t
)∣∣∣∣
2
dt
} 1
2
dy2
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x
2x∫
x
2
∣∣ f (y)∣∣dy  C‖ f ‖BMO+ , x ∈ (0,∞).
Then
{ ∞∫
0
∣∣∣∣∣t ∂∂t
2x∫
x
2
W λ(t, x, y) f (y)dy
∣∣∣∣∣
2
dt
t
} 1
2
−
{ ∞∫
0
∣∣∣∣∣t ∂∂t
2x∫
x
2
1√
4πt
e−
(x−y)2
4t f (y)dy
∣∣∣∣∣
2
dt
t
} 1
2
∈ L∞(0,∞) (34)
and
∥∥∥∥∥
{ ∞∫
0
∣∣∣∣∣t ∂∂t
2x∫
x
2
W λ(t, x, y) f (y)dy
∣∣∣∣∣
2
dt
t
} 1
2
−
{ ∞∫
0
∣∣∣∣∣t ∂∂t
2x∫
x
2
1√
4πt
e−
(x−y)2
4t f (y)dy
∣∣∣∣∣
2
dt
t
} 1
2
∥∥∥∥∥∞  C‖ f ‖BMO+ . (35)
We denote
gh( fo)(x) =
{ ∞∫
0
∣∣∣∣t ∂∂t Wt( fo)(x)
∣∣∣∣
2 dt
t
} 1
2
, x ∈R.
We are going to see that
gh( fo)(x) −
{ ∞∫
0
∣∣∣∣∣t ∂∂t
2x∫
x
2
1√
4πt
e−
(x−y)2
4t f (y)dy
∣∣∣∣∣
2
dt
t
} 1
2
∈ L∞(0,∞) (36)
and ∥∥∥∥∥gh( fo)(x) −
{ ∞∫
0
∣∣∣∣∣t ∂∂t
2x∫
x
2
1√
4πt
e−
(x−y)2
4t f (y)dy
∣∣∣∣∣
2
dt
t
} 1
2
∥∥∥∥∥∞  C‖ f ‖BMO+ . (37)
Note ﬁrstly that according to (16) the Minkowski inequality leads to
∣∣∣∣∣gh( fo)(x) −
{ ∞∫
0
∣∣∣∣∣t ∂∂t
2x∫
x
2
1√
4πt
e−
(x−y)2
4t f (y)dy
∣∣∣∣∣
2
dt
t
} 1
2
∣∣∣∣∣

{ ∞∫
0
∣∣∣∣∣t ∂∂t
∞∫
0
1√
4πt
(
e−
(x−y)2
4t − e (x+y)
2
4t
)
f (y)dy − t ∂
∂t
2x∫
x
2
1√
4πt
e−
(x−y)2
4t f (y)dy
∣∣∣∣∣
2
dt
t
} 1
2

2x∫
x
2
∣∣ f (y)∣∣
{ ∞∫
0
t
∣∣∣∣ ∂∂t
(
1√
4πt
e−
(x+y)2
4t
)∣∣∣∣
2
dt
} 1
2
dy
+
( x2∫
0
+
∞∫
2x
)∣∣ f (y)∣∣
{ ∞∫
0
t
∣∣∣∣ ∂∂t
(
1√
4πt
[
e−
(x−y)2
4t − e− (x+y)
2
4t
])∣∣∣∣
2
dt
} 1
2
dy
= T1( f )(x) + T2( f )(x), x ∈ (0,∞). (38)
It is not hard to see that∣∣∣∣ ∂∂t
(
1√
4πt
e−
(x+y)2
4t
)∣∣∣∣ C 1
t
3
2
e−
(x+y)2
8t , t, x, y ∈ (0,∞).
Then
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2x∫
x
2
∣∣ f (y)∣∣
{ ∞∫
0
1
t2
e−
(x+y)2
4t dt
} 1
2
dy  C
2x∫
x
2
| f (y)|
x+ y dy
 C 1
x
2x∫
0
∣∣ f (y)∣∣dy  C‖ f ‖BMO+ , x ∈ (0,∞).
Also, by using the mean value theorem, we get∣∣∣∣ ∂∂t
(
1√
4πt
[
e−
(x−y)2
4t − e− (x+y)
2
4t
])∣∣∣∣
 C 1
t
3
2
(∣∣e− (x−y)24t − e− (x+y)24t ∣∣+ ∣∣∣∣ (x− y)24t e− (x−y)
2
4t − (x+ y)
2
4t
e−
(x+y)2
4t
∣∣∣∣
)
 C xy
t
5
2
e−
(x−y)2
8t , t ∈ (0,∞) and 0< y < x
2
, or y > 2x. (39)
Hence
T2( f )(x) C
( x2∫
0
+
∞∫
2x
)∣∣ f (y)∣∣ xy
{ ∞∫
0
e−
(x−y)2
4t
t4
dt
} 1
2
dy  C
( x2∫
0
+
∞∫
2x
)∣∣ f (y)∣∣ xy|x− y|3 dy
 C
x
2∫
0
∣∣ f (y)∣∣ y
x2
dy + x
∞∫
2x
| f (y)|
y2
dy  C 1
x
x∫
0
∣∣ f (y)∣∣dy + x
∞∫
2x
| f (y)|
y2
dy,
and by proceeding as in the proof of (17) we obtain that T2( f )(x)  C‖ f ‖BMO+ , x ∈ (0,∞). From (38) we deduce (36)
and (37). By using (33), (35) and (37) we conclude that gh,λ( f ) ∈ BMO+ provided that gh( fo) ∈ BMO(R), and that there
exists C > 0 such that
1
a
a∫
0
gh( fo)(x)dx C, a ∈ (0,∞).
Since fo ∈ BMO(R), gh( fo) ∈ BMO(R) when gh( fo)(x) < ∞, a.e. x ∈R [17]. Let a > 0. We write fo = f1 + f2 + f3, where
f1(x) = 1
2a
2a∫
0
f (y)dy := f(0,2a), x ∈ (0,∞),
f2(x) =
(
f (x) − f(0,2a)
)
χ(0,2a)(x), x ∈ (0,∞),
f3(x) =
(
f (x) − f(0,2a)
)
χ(2a,∞)(x), x ∈ (0,∞),
and f i(x) = − f i(−x), x ∈ (−∞,0), and i = 1,2,3.
Note that, for each x ∈ (0,∞),
gh( f1)(x) = | f(0,2a)|
{ ∞∫
0
∣∣∣∣∣t ∂∂t
∞∫
0
1√
4πt
(
e−
(x−y)2
4t − e− (x+y)
2
4t
)
dy
∣∣∣∣∣
2
dt
t
} 1
2
= 2√
π
| f(0,2a)|
{ ∞∫
0
∣∣∣∣∣t ∂∂t
x
2
√
t∫
0
e−u2 du
∣∣∣∣∣
2
dt
t
} 1
2
 C‖ f ‖BMO+
{ ∞∫
0
∣∣∣∣t x
4t
3
2
e−
x2
4t
∣∣∣∣
2 dt
t
} 1
2
= C‖ f ‖BMO+
{ ∞∫
0
x2
t2
e−
x2
2t dt
} 1
2
 C‖ f ‖BMO+ . (40)
Since gh( f1) is even, gh( f1)(x)  C‖ f ‖BMO+ , x ∈ R. It is well known that gh is a bounded operator from L2(R) into itself.
Then
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0
gh( f2)(x)dx
√
a
{ +∞∫
−∞
∣∣gh( f2)(x)∣∣2 dx
} 1
2
 C
√
a
{ 2a∫
0
∣∣ f (x) − f(0,2a)∣∣2 dx
} 1
2
 Ca‖ f ‖BMO+ . (41)
Hence, since gh( f2)(x) is even, gh( f2)(x) < ∞, a.e. x ∈ (−a,a).
Finally, by proceeding as in the proof of (17), we obtain
a∫
0
gh( f3)(x)dx =
a∫
0
gh
(
( f − f(0,2a))χ(2a,∞)
)
(x)dx C
a∫
0
x
∞∫
2x
∣∣ f (y) − f(0,2a)∣∣dy
y2
dx
 C
( a∫
0
x
∞∫
2x
∣∣ f (y)∣∣dy
y2
dx+ | f(0,2a)|
a∫
0
x
∞∫
2x
dy
y2
dx
)
 Ca‖ f ‖BMO+ . (42)
Then, gh( f3)(x) < ∞, a.e. x ∈ (−a,a). We conclude that gh( fo)(x) < ∞, a.e. x ∈ (−a,a). Hence, since a > 0 is arbitrary
gh( f0)(x) < ∞, a.e. x ∈R, and then gh( fo) ∈ BMO(R). Moreover, from (40), (41) and (42) we obtain that,
1
a
a∫
0
∣∣gh( fo)(x)∣∣dx C‖ f ‖BMO+ , a > 0.
Thus, we deduce that gh,λ( f ) ∈ BMO+ and ‖gh,λ( f )‖BMO+  C‖ f ‖BMO+ .
To analyze the Littlewood–Paley g-function gP ,λ associated with the Poisson semigroup {Pλt }t>0 for the Bessel operator,
we can proceed as for the gh,λ case. We compare gP ,λ with the g-function for the classical Poisson semigroup on R.
According to the results established in [6, (2.8) and (2.11)] we can write
{ ∞∫
0
∣∣∣∣t ∂∂t
[
Pλ(t, x, y) − 1
π
χ{ x2<y<2x}(y)
t
(x− y)2 + t2
]∣∣∣∣
2 dt
t
} 1
2
 C(xy)λ
⎧⎪⎨
⎪⎩
x−2λ−1, 0< y  x2 ,
y−2λ−1(1+ log(1+ xy|x−y|2 )), x2 < y < 2x,
y−2λ−1, y  2x.
Then, by using the Minkowski inequality we get, for every x ∈ (0,∞),
∣∣∣∣∣gP ,λ( f )(x) − 1π
{ ∞∫
0
∣∣∣∣∣t ∂∂t
2x∫
x
2
t
(x− y)2 + t2 f (y)dy
∣∣∣∣∣
2
dt
t
} 1
2
∣∣∣∣∣

{ ∞∫
0
∣∣∣∣∣t ∂∂t
( ∞∫
0
Pλ(t, x, y) f (y)dy − 1
π
2x∫
x
2
t
(x− y)2 + t2 f (y)dy
)∣∣∣∣∣
2
dt
t
} 1
2

∞∫
0
∣∣ f (y)∣∣
{ ∞∫
0
∣∣∣∣t ∂∂t
(
Pλ(t, x, y) − 1
π
χ{ x2<y<2x}(y)
t
(x− y)2 + t2
)∣∣∣∣
2 dt
t
} 1
2
 C‖ f ‖BMO+ . (43)
On the other hand a straightforward manipulation allows us to write, for each x ∈R,
Pt( fo)(x) = 1
π
+∞∫
−∞
t
(x− y)2 + t2 fo(y)dy =
1
π
∞∫
0
(
t
(x− y)2 + t2 −
t
(x+ y)2 + t2
)
f (y)dy.
We are going to see that
gP ( fo)(x) −
{ ∞∫
0
∣∣∣∣∣ tπ ∂∂t
2x∫
x
t
(x− y)2 + t2 f (y)dy
∣∣∣∣∣
2
dt
t
} 1
2
∈ L∞(0,∞) (44)
2
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{ ∞∫
0
∣∣∣∣∣ tπ ∂∂t
2x∫
x
2
t
(x− y)2 + t2 f (y)dy
∣∣∣∣∣
2
dt
t
} 1
2
∥∥∥∥∥∞  C‖ f ‖BMO+ , (45)
where
gP ( fo)(x) =
{ ∞∫
0
∣∣∣∣t ∂∂t Pt( fo)(x)
∣∣∣∣
2 dt
t
} 1
2
, x ∈R,
being Pt fo as in (22). Indeed, the Minkowski inequality implies, for every x ∈ (0,∞),∣∣∣∣∣gP ( fo)(x) −
{ ∞∫
0
∣∣∣∣∣ tπ ∂∂t
2x∫
x
2
t
(x− y)2 + t2 f (y)dy
∣∣∣∣∣
2
dt
t
} 1
2
∣∣∣∣∣
 1
π
{ ∞∫
0
∣∣∣∣∣t ∂∂t
[ ∞∫
0
(
t
(x− y)2 + t2 −
t
(x+ y)2 + t2
)
f (y)dy −
2x∫
x
2
t
(x− y)2 + t2 f (y)dy
]∣∣∣∣∣
2
dt
t
} 1
2
 1
π
{ ∞∫
0
∣∣∣∣∣t ∂∂t
2x∫
x
2
t
(x+ y)2 + t2 f (y)dy
∣∣∣∣∣
2
dt
t
} 1
2
+ 1
π
{ ∞∫
0
∣∣∣∣∣t ∂∂t
( x2∫
0
+
∞∫
2x
)(
t
(x− y)2 + t2 −
t
(x+ y)2 + t2
)
f (y)dy
∣∣∣∣∣
2
dt
t
} 1
2
 1
π
2x∫
x
2
∣∣ f (y)∣∣
{ ∞∫
0
∣∣∣∣t ∂∂t t(x+ y)2 + t2
∣∣∣∣
2 dt
t
} 1
2
dy
+ 1
π
( x2∫
0
+
∞∫
2x
)∣∣ f (y)∣∣
{ ∞∫
0
∣∣∣∣t ∂∂t ( t(x− y)2 + t2 − t(x+ y)2 + t2 )
∣∣∣∣
2 dt
t
} 1
2
dy. (46)
Moreover, we have that
∞∫
0
∣∣∣∣t ∂∂t t(x+ y)2 + t2
∣∣∣∣
2 dt
t
 C
∞∫
0
t
((x+ y)2 + t2)2 dt 
C
(x+ y)2 
C
x2
,
x
2
< y < 2x,
and
∞∫
0
∣∣∣∣t ∂∂t
(
t
(x− y)2 + t2 −
t
(x+ y)2 + t2
)∣∣∣∣
2 dt
t
 C
⎧⎨
⎩
x2
y4
, 2x< y,
y2
x4
, 0< y  x2 .
Hence, (46) leads to∣∣∣∣∣gp( fo)(x) −
{ ∞∫
0
∣∣∣∣∣t ∂∂t
2x∫
x
2
t
(x− y)2 + t2 f (y)dy
∣∣∣∣∣
2
dt
t
} 1
2
∣∣∣∣∣
 C
(
1
x
2x∫
x
2
∣∣ f (y)∣∣dy + 1
x
x
2∫
0
∣∣ f (y)∣∣dy + x
∞∫
2x
| f (y)|
y2
dy
)
 C‖ f ‖BMO+ , x ∈ (0,∞).
Thus (44) and (45) are established. From (43), (44) and (45) we deduce that
gP ,λ( f ) − gP ( fo) ∈ L∞(0,∞) and
∥∥gP ,λ( f ) − gP ( fo)∥∥  C‖ f ‖BMO+ .∞
326 J.J. Betancor et al. / J. Math. Anal. Appl. 363 (2010) 310–326To see that gP ,λ( f ) ∈ BMO+ and ‖gP ,λ( f )‖BMO+  C‖ f ‖BMO+ we can proceed as in the proof of the corresponding property
for gh,λ .
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