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 In the present state of health and wellness, mental illness is always deemed 
less importance compared to other forms of physical illness. In reality, 
mental illness causes serious multi-dimensional adverse effect to the subject 
with respect to personal life, social life, as well as financial stability. In the 
area of mental illness, bipolar disorder is one of the most prominent type 
which can be triggered by any external stimulation to the subject suffering 
from this illness. There diagnosis as well as treatment process of bipolar 
disorder is very much different from other form of illness where the first step 
of impediment is the correct diagnosis itself. According to the standard 
body, there are classification of discrete forms of bipolar disorder viz. type-I, 
type-II, and cyclothymic. Which is characterized by specific mood 
associated with depression and mania. However, there is no study associated 
with mixed-mood episode detection which is characterized by combination 
of various symptoms of bipolar disorder in random, unpredictable, and 
uncertain manner. Hence, the model contributes to obtain granular 
information with dynamics of mood transition. The simulated outcome of 
the proposed system in MATLAB shows that resulting model is capable 
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1. INTRODUCTION  
Bipolar disorder can be stated as a type of psychiatric illness which is accompanied by various 
episodes right from depressive to hypomania [1]. Conventionally, this disorder is of various types viz. i) 
type-I bipolar disorder which is characterized by extreme mood of either manic or depression, ii) type-II 
bipolar disorder which is characterized by either hypomanic or depressive mood, and iii) cyclothymic 
disorder which is usually characterized by symptoms of depression and hypomanic but they do not exhibit 
depressive moods [2]. In order to standardize the process of identification, the standard authority called as 
International Classification of Diseases 10th Edition i.e. ICD-10 is used for classification purpose [3]. 
According to this standard body, there is no significance difference between type-I and type-II bipolar 
disorder. The best representation can be given by ICD-10 when there are two significant episodes of mood 
where manic episodes are mandatory to be included in order to diagnose bipolar disorder [4]. There are 
different forms of clinical biomarkers which are used in diagnosis process where neuroimaging contributes to 
understand the distinction between unipolar and bipolar depression [5]. However, it is strongly felt that this 
distinction is never clear enough for understanding the complexities of mood transition in bipolar disorder. 
There are various existing approaches [6]-[10], where investigations are carried out towards bipolar disorder 
in order to improve the diagnosis process in the form of detection and classification mainly. At present, 
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approaches related to imaging and pattern recognition are deployed in order to extract the essential 
information of the neurons along with their biological operation. This information assists in ascertaining the 
current condition of subject on the basis of behavioral scale. However, unique fact to observe here is that 
there are no significant studies being carried out considering a subject with mixed moods in bipolar disorder. 
In all the above-mentioned standard taxonomies of bipolar disorder, there is a clear characteristic of every 
specific type of this disorder; however, the challenging part in mixed mood is that they are accompanied by 
combination of all possible moods of bipolar disorder. This exhibit of combined and different mood 
transition makes the diagnosis process very much challenging [11]. One of the challenging aspects of mixed 
mood episodes is to find out the pattern of transition of rate of change of mood with respect to time. Absence 
of this state of transition pattern makes the diagnosis modelling quite challenging. Therefore, the proposed 
system addresses this problem by developing a unique modelling of mixed mood episodes using stochastic 
approach. The proposed system is also capable of reproducing different stages of stimulation in order to 
differentiate different form of episodes in behavioral stimulation. The main contribution of the proposed 
study are viz: i) it presents a simplified mathematical modelling of behavioral stimulation and its association 
with mood transition, ii) it is completely an involuntary process of control and response system towards 
different forms of mood obtained by continuous stochastic data distribution process, iii) it connects 
nonlinearity with the dynamics of mood transition to offer higher stabilized outcome, and iv) the proposed 
mathematical model is clearly developed for offering granular information about mixed mood in bipolar 
disorder. The organization of this manuscript is as follows: section 2 discusses about existing approaches 
towards bipolar disorder, section 3 discusses about the research problems derived from prior section. Briefing 
of proposed method is carried out in section 4 while section 5 illustrates about the proposed analytical model. 
Section 6 discusses about simulation outcome while section 7 summarizes the paper. 
 
 
2. RELATED WORK 
Majority of the existing investigation towards bipolar disorder is associated with detection of its level 
in order to assist in diagnosis process. Most recently, bipolar disorder is classified into two significant forms i.e. 
depressive and unipolar disorder and investigation is carried out to identify it Huang et al. [12]. This study 
analyzes the speech response of the subject where spectral clustering is further applied to achieve non-biased 
classification. Adoption of spectral clustering is also alongside with temporal information in order to detect 
mood disorder. Identification of specific mood was also reported to be carried out using features extracted from 
audio and video in Su et al. [13]. Implementation of the manifold learning scheme is also witnessed to offer 
significant detection of mental disorders Liu et al. [14]. When learning is carried out over multiple instances, the 
chances of effective diagnosis are further ascertained Ren et al. [15]. However, these studies introduce a model 
which requires the system to be configured and fine-tuned on the basis of fed input. Hence, the next revolution 
of the study is towards involuntary detection process toward various neurologic diseases Nunes et al. [16]. The 
study also introduces a decision-making concept over multicriteria in order to assess the mental disorder. 
Involuntary scheme is further investigated along with inclusion of different signal modalities Syed et al. [17]. 
Adoption of encoding with Fisher vector to obtain feature is proven to extract feature from screen data of 
bipolar disorder. Existing researchers finds that there are pitfalls associated with investigating mechanism of the 
features using unsupervised approach. This issue can be addressed by using generative model of deep learning 
over radiological data Matsubara et al. [18]. The study focuses on identification of bipolar disorder and 
schizophrenia. Adoption of various significant features considering the steady state of the visual data can further 
contribute towards this classification process Alimardani et al. [19]. The study performs classification on the 
basis of brain activity data subjected to supervised learning scheme. 
It is seen that much emphasis is carried out towards identification of depression state in bipolar 
disorder. Existing study witnesses the usage of geographic location data for this purpose Palmius et al. [20]. A 
discriminant classification over linear model of regression is designed to carry out this form of detection. Apart 
from detection-based approach, there is also recognition-based approach. Temporal factor is considered as 
prominent indicator towards this process. Existing approach reports of using temporal representation of signal in 
discriminative manner for recognizing the state of bipolar disorder in Du et al. [21]. Yang et al. [22] an 
interesting study has been carried out towards using gestures of subject for identifying bipolar disorder. The 
study extracts histogram from the body posture of a subject along with usage of recurrent neural network and 
random forest in order to carry out classification. At present, the trend of the study towards investigating bipolar 
disorder is essentially predictive scheme viz. signature-based model in Kormilitzin et al. [23], using nonlinear 
dynamics in Valenza et al. [24], Trotzek et al. [25] usage of linguistic approach using neural network, and 
Alghamdi et al. [26] applying natural language processing over social network. Majority of the predictive 
scheme for bipolar disorder is carried out considering machine learning dominantly. With a purpose of 
achieving higher accuracy in detection and classification process, some of the significant machine-learning 
based approaches are viz. identifying depression from audio using convolution neural network in Wang et al. 
                ISSN: 2088-8708 
Int J Elec & Comp Eng, Vol. 12, No. 1, February 2022: 620-629 
622 
[27], Jazaery and Guo [28] applying deep learning on spatio-temporal attributes, Ding et al. [29], and Tadesse  
et al. [30] support vector machine over textual data, Cao et al. [31] deep neural network for investigate the 
possibility of bipolar disorder on mobile usage, integrated usage of K-nearest neighborhood, support vector 
machine, Mahendran et al. [32] random forest and multi-layer perceptron for constructing generalized model for 
stacking. The above-mentioned studies offer a productive guideline for modeling bipolar disorder while the 
pitfalls associated with it is highlighted in next section. 
 
 
3. PROBLEM STATEMENT 
Existing studies has a straight forward approach of identifying the essential characteristics of bipolar 
disorder with presumption of the subject data. The pre-defined data of a subject is further subjected to various 
existing approaches as discussed in prior section in order to identify the depression. However, there are very few 
work that has been carried out towards mixed mode of states in bipolar disorder. Studies are more focused on 
type-I and type-II bipolar disorder but not on mixed features. In order to extract precise information about the 
mental state of subject, it is necessary to investigate the moods and their dynamic state of transition. 
Unfortunately, there are no standard model or benchmark studies being carried out in this direction.  
In order to understand the problem associated with the dynamics of mood in mixed mode of bipolar 
disorder, consider an example: Assume that v1, v2, v3, and v4 are four discrete states of mood (say high energy, 
insomnia, restlessness, irritable). Mathematically, it will also mean that v1≠v2≠v3≠v4. An empirical representation 
of dynamic transition of mood of a subject with mixed feature will be v1→random(v2, v3, v4). A proper treatment 
in this situation can be carried out if this transition is known. However, this formulation of dynamic transition of 
mood is a direct exhibit of a distribution of random probability which are not possible to perform accurate 
prediction. It will eventually mean that existing approaches adopting predictive approaches will definitely not be 
applicable in mixed features of bipolar disorder. However, a stochastic mathematical modelling can solve this if 
integrated with probability and statistics, which has not been explored yet. 
Another significant finding from problem formulation is that the variables v1, v2, v3, and v4 is a direct 
representation of behavioral stimulation which has not been reported to be used in any existing modelling. 
Although, existing approaches deals with detection of depression states majorly in bipolar disorder, but very 
often manic and euthymia is not studied at same time as the focus is towards type-I or type-II detection. Existing 
studies have also never reported to emphasize on extrinsic and intrinsic factors towards transition of states of 
mood. Apart from this directly connecting mood with behavioral stimulation could also lead to outliers. 
Extrinsic factors e.g. healing time of subject would have an impact on next round of attacks either episodes of 
bipolar or manic. Intrinsic factor e.g. dynamic changes in the mood is a direct representation of nonlinearity in 
the system has not be part of modelling yet, which could be one prime indicator of dynamics of mood in bipolar 
disorder. 
From the modelling viewpoint, existing approaches are found to include complex form of modelling 
with no update over the parameters. This is a direct indication that existing models doesn’t support dynamicity 
associated with the mood transition associated with bipolar disorder. This problem is solved in proposed system 
using a simplified mathematical model briefed in next section. 
 
 
4. PROPOSED SOLUTION 
The prime idea of the proposed system is to develop a simplified analytical model of transition of 
temperament patterns of a subject suffering from bipolar disorder. The proposed system makes use of 
behavioral stimulation of a subject and formulates it using series of sequential operation as shown in Figure 1. 
The core agenda of the proposed architecture is to formulate the fact that maximized cases of nonlinearities over 
the system will eventually generate enhanced steadiness of system. It also investigates various levels of 
transition of the mixed-level mood of a subject with bipolar disorder. The system model formulates a data 
mapping with behavioral stimulation in order to generate various latent attributes associated with dynamics of 
this disorder. The outcome of the study contributes to find the reason associated with time and rate of healing 
period of patient with bipolar disorder. The proposed study implements the concept using mathematical model. 
The proposed study depicts the behavioral stimulation in the form of involuntary stimulation 
mechanism that controls various behavioral stimuli in order to showcase various characteristics of nonlinearity. 
The model also contributes to the fact that alteration in the system linearity is adequate to formulate various 
transition states among dynamics of behavioral stimulation in bipolar disorder. The architecture initiates with 
developing stimulation response system as well as controlling mechanism of involuntary type. The stimulating 
response system is further classified into confident and adverse response system with various dependable 
attributes. Rate computation is carried out to check the speed of transition of mood patterns associating with 
behavioral stimulation. In order to make the system information more granular, decomposition towards the rate 
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is studied followed by updating operation at the end. The complete sequence of operation leads to successful 
modelling of behavioral stimulation of a subject with bipolar disorder. Illustration of the architecture and the 
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Figure 1. Proposed architecture for behavioral stimulation 
 
 
5. PROPOSED METHOD 
The proposed system performs modelling of comprehensive bipolar disorder considering the 
stimulating stages of various behavior of the subject. The study considers a parameter α that represents stages of 
stimulating behavior and it represents the degree of interactivity that the subject has with the environment. The 
proposed model is not about obtaining inference about the intensity of the mood from the stages of behavioral 
stimulation but to carry out a comprehensive modelling of various significant stimulation of behavior. As an 
outcome, such stimulating stages are exhibited to be connected with 3 essential episodes of depression i.e.  
i) depressive, ii) hypomanic, and iii) manic. The study is more inclined towards investigating mixed form of 
episodes that occurs during bipolar disorder. The study also chooses to obtain its findings that the occurrence of 
either hypomanic episodes or manic could result in secondary behavior associated with aggression. This could 
be acting as a significant outcome of proposed behavioral stimulation approach. 
The proposed modelling considers two forms of response system which is responsible for regulating α 
i.e. stages of behavioral stimulation viz. i) involuntary stimulating response and ii) involuntary adverse 
response. The first form of response system is about using the stages of behavioral stimulation and using them 
for involuntary stimulation. This response is signified as α+. The second form of the response system is about to 
retain the parameter α at the stages of normal activity. Therefore, the parameter α is considered as an element 
which is generated as well as decomposed while working on particular process. It should be noted that the 
proposed system targets to investigate the dynamic connectivity between the target parameters in order to 
investigate the behavioral stimulation of a subject. The secondary purpose of this approach is to appropriately 
control the computational complexity associated with cumulative operation of the system in order to ensure the 
better applicability towards practical world scenario. Therefore, the proposed model considers that β is a rate of 
uniform influx for seamless occurrence of behavioral stimulation α whileγ2is considered as decomposition rate 
of behavioral stimulation α. The uniform rate of influx β basically estimates the level of baseline over a constant 
point. It will mean that if the value of β is equivalent to 0 than constant point at lower level will be equivalent to 
score of α equivalent to 0 too. This scenario will be equivalent to stimulation stage that doesn’t exist. However, 
this fact cannot alter the behavior of the system in qualitative manner and therefore the proposed system opts for 
β to be a rate to guarantee the reduced fluctuation in the stage for α in positive manner. Mathematically, the 




= 𝛿1 − 𝛿2 (1) 
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The expression (1) is used for representing alteration in behavior of the system using stages of behavioral 
stimulation α. The variable used are δ1 and δ2 which corresponds to (2).  
 
δ1→Rc + Ra + β 
δ2→γ2.α (2) 
 
In the expression (2), the variables Rc and Ra represents confident response and adverse response considering 
stage of behavioral stimulation α.  
The mathematical expression associated with the involuntary stimulation α with respect to confident 
response Rc is now represented as (3): 
 
𝑅𝑐 = 𝐻1 . 𝐻2 (3) 
 
In the expression (3), the variable H1 and H2 represents (γl+αl)-1 and γ1. αl. The variable γ represents a partial rate 
which means estimation of the rate where the stage of the behavioral stimulation is considered as half of the 
highest possible rate. The variable γ1 represents highest rate associated with a yield of involuntary stimulation α 
while the variable l represents a parameter associated with nonlinearity. The proposed study considers the 
variable l which is responsible for controlling the curve of stimulation i.e. Rc. It will mean that if there is a 
reduced score of non-linearity than the system will eventually generate a dynamic of hyperbolic response 
associated with Rc, while response of sigmoidal shape is generated for maximized stages of nonlinearity. 
Therefore, it can be seen that degree of responsiveness is found to vary as the levels of stages of behavioral 
stimulation α for lower value and γ for higher value of response. It will also mean that there is specific part of 
mood control system where sensitivity differs from each other. Therefore, this fact is in agreement with the 
hypothesis that behavioral stimulation system cannot be effectively controlled by the subjects suffering from the 
bipolar disorder. Hence, it is not a wise decision to associate depression with passive behavioral stimulation 
system or manic in case of higher activity of behavioral stimulation for a subject. The proposed system also 
emphasizes over the adverse response system in order to retain the equilibrium condition associated with 
conventional stages of stimulation. The mathematical expression of the adverse response system (Ra) is 
represented as (4): 
 
𝑅𝑎 = μ(𝑐 − 𝜃) (4) 
 
In the expression (4), the variable μ represents the response rate while the coefficient c is considered 
for signifying the strength of the response rate. Therefore, where the value of c=1/2, then the overall variable of 
μ.c will represent highest possible response rate. The second component of the expression (4) θ represents 
(1+en.d)-1 where n is parameter for non-linearity and the parameter d is equivalent to (b-α). The variable b 
represents the overall value of α which is equivalent to partially accomplished rate. The proposed study 
considers α as the normal stimulus stage. The operation carried out by non-linear coefficient n performs the 
similar operation in the adverse response as seen by the parameter of confident response Rc with respect to the 
shape of the function of response. This is done is such a way that sigmoidal functions of response are found for 
increasing value of n while linear function of response is found for lower values of n. The proposed 
implementation performs selection of equivalent values of b and γ. The study also performs construction of a 
decomposition parameters γ2 which is defined as a score to achieve the balanced state of confident response at 
α(bal) considering the value of l as unity. The mathematical expression for this new decomposition parameter γ2 




In the expression (5), the first component v1 represents γ1/(γ+α(bal)) while the second component v2 
represents b/v1(bal). The expression (5) will mean that position of the non-steady point will reside over v1(bal) at 
higher values of the parameter of non-linearity i.e. l. This parameter is maximized in order to permit the 
involuntary control of response system. The proposed system achieves steadiness of this non-steady parameter 
by using adverse response system. Therefore, this operation will lead to various degree of stabilization targets 
with higher, lower, and medium stages of stimulation. It is tentative that the adverse response could be possibly 
considered to be equivalent to various attempts of behavior of a subject in order to resists the higher stages of 
behavioral stimulation. This phenomenon also states that this system will be less effective as the response 
system saturates towards its higher and lower stages. It is definitely not adequate in order to balance the stages 
of stimulation which are higher than the cut-off value controlled by the dynamic characteristic of system. The 
prime reason for susceptibility of the behavioral stimulation system could be caused owing to the incorporation 
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of a parameter Y that is decomposed by the stages of α considering a rate of decomposition with γ3. It is to be 
understood here that all the challenging events are not required to be linked with adverse direction towards Y 
parameter. This hypothesis also leads to a conclusion that challenging events can also contribute towards 
maximization of stimulation in behavior α. The assessment is carried out on both the positive as well as negative 
direction of Y in order to confirm that proposed system should emphasize on all the forms of parameters that 







+ 𝛾3. 𝑌 
𝑑(𝑌)
𝑑𝑡
= −𝛾3. 𝑌 (6) 
 
In the above first expression (6), the initial component is a substituted value of expression (1). The 
proposed system, therefore, explores various mechanisms in order to state that there are multiple extrinsic and 
intrinsic factor that contributes towards the stimulation states of a subject in bipolar disorder. This is a unique 
finding which will offer more granularities in understanding the underlying states of a subject associating with 
an event of various environmental stimulation facts. The next section discusses about the study outcomes. 
 
 
6. RESULT AND DISCUSSION 
The proposed system makes use of Euler’s mechanism for approximation of the numerical solution 
which is associated with equation of stochastic nature. For all the expression specified in prior section, the 
proposed system adds noise and used a step-size for time as its square root in adherence with normal 
distribution. The proposed study is scripted in MATLAB where probability density is chosen to represent 
normal distribution (i.e. normal mood) which is a spontaneous process of all the behavioral stimulation. The 
continuous value of the distribution is extracted by the amplitude associated with the event distribution. In order 
to carry out observation, the proposed system introduces a parameter ρ which acts like an influencing parameter 
associated with dynamics of stimulation. The assessment is carried out over time-series data. The study also 
makes use of case study where the day-wise observation is carried out by displacing a mean window of one 
week. All the numerical data bounds are recorded for the mean stimulation stages associated with this window. 
Therefore, the state transition of the data ρ is mathematically represented as (7): 
 
𝜌 = 𝜓2. 𝜋  (7) 
 
In the above expression, the variable ψ represents quantified mean windows which is basically 
equivalent to the cumulative simulation time for 24 hours (duration) subtracted by the window size (i.e. 7). The 
second variable π represents inverse of summation of squared value of ls i.e. the number of events identified out 
of multiple level of stimulation. For an example: if the mean of the window is within 80, it will represent 
depression or minimal stimulation. If the mean of the window is more than 120, it will represent mania or 
higher stimulation while values between 80-120 will represents medium stimulation. The study considers a 
scale of stimulation stage where a random unit of such values is considered. By adopting this analytical process, 
the proposed system offers greater deal of precision in understanding and separating the values with increasing 
fluctuation that are extracted from the noise proportion. For the purpose of assessment of proposed system, the 
simulation in MATLAB is carried out for unit stochastic process over one subject on time-series data. The 
analysis is also carried out over dynamic attributes, proportion of noise, and quantity of changing events over 
each simulation. Mean of all the data are obtained in this process of analysis. The proposed system fixed the 
noise value as 0.1 and captures all the probability information associated with an event. The study also fixes the 
maximized amplitude of the event of random distribution to be 0.01. In order to offer a clear inference of the 
proposed simulation out, the analysis is carried out with a hypothesis that extent of the non-linearity associated 
with involuntary stimulation system is basically equivalent to different stages of bipolar disorder. It will 
eventually mean that if the value of the l parameter is equivalent to unity than it will represent subject with less 
significant bipolar disorder. However, if the value for same parameter is found more than unity than it 
represents subject with critical stage of bipolar disorder. At the same time, if the subject is identified to have 
positive bipolar disorder than increasing value of same parameter l will corresponds to historical records of 
manic or depressive events. However, the model doesn’t offer any form of predictive operation for highlighting 
the mechanism of progressive trend in distribution curve with nonlinearity. The proposed model is only 
responsible for extracting the precise information associated with the behavior of the system at a defined value 
of l parameter. An extensive analysis is carried out for proposed model over different value of l parameter in 
order to show distinctly three possible cases of bipolar disorder i.e. i) depression, ii) mania, and iii) Euthymia. 
The stability of the system increases with the maximized value of l parameter. The impacts of different 
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parameters over different test parameter are showcased in Figure 2 to Figure 5. The prime dependable parameter 
that is significantly influenced by stages of l parameter is γ and δ mainly. The scope of the stability for the score 
in an intermediate stage of stimulation is evaluated from non-linearity coefficient n associated with the adverse 
response signifying the different sets of corresponding behavior during changes of mood. Maximized value of 
non-linearity coefficient n increases this scope to maximized value of l while it also results in minimization of 
numerical scope between the intermediate and higher stability ranges. While initiating the assessment, it is 
anticipated that proposed model should be highly robust in case of any events of the alterations in the system 
parameters. One example to cite this fact is that possibility of the enhanced outcome of stability on increased 
vale of l will take place when system reduces the γ1 parameter. Therefore, the system might demand increased 
value of l in order to pay off this effect for retaining similar performance outcome. On the other hand, when an 
involuntary control of the behavioral stimulation is carried out with an aid of adverse response than the system 
is found to be efficient for almost any value of the l parameter. The indicator of this control system of the 
distribution curve is basically similar to confident response of the system. This tendency of the curve represents 
a mechanism to resist any form of inappropriate variance of stages of stimulation associated with the different 
stages of subject’s mood. Hence more granularities in the data as well as its inference is obtained for bipolar 
disorder.  
Figures 2 and 3 highlights the highlights the graphical analysis for normalized mood captured in 
increasing week time and probability density over different values of normalized values of mood respectively. 
According to this outcome, it can be stated that the increase in episodes of bipolar disorder recorded in history 
will eventually demand increasing time to heal up from the adverse symptoms of bipolar disorder. This fact can 
be checked by maximizing the value of l parameter of nonlinearity. The outcome also shows that an amendment 
in system non-linearity will also lead to extraction of various granular information about the behavioral changes 
under different stages of stimulation. The assessment is carried out for time-series data in order to evaluate the 
rate constants for the decomposition of the stimulation stages used in the analysis. This can be represented using 
the parameter γ3 which basically depicts the decomposition of the stimulation stages over domain of time after 
the event has already occurred as shown in Figures 2 and 3. The output curve highlights the normalized value 
associated with the number of subjects that are found to be more than the median value of behavioral 
stimulation stages. An exponential decomposition is found in the temporal trajectory of the utilized data that 





Figure 2 Analysis of normalized mood per week 
 




The study outcome in Figure 2 highlights that the proposed system is capable of effectively capturing 
the information associated with the normalized mood. A closer look into the proposed system highlights that 
proposed system is capable of exploring the intermediate states of bipolar disorder where apart from higher state 
with lower stimulation (Depression) and higher state with higher stimulation (Mania) is identified along with 
the Euthymia state which is represented by intermediate state of stimulation as shown in Figure 4. While  
Figure 3 highlights that probability distribution of normalized mood to exhibit Gaussian distribution pattern 
exhibiting the reliability of the proposed system. The study has considered the 10 units for any form of 
disturbances that may be possibly present within behavioral stimulation in the presented simulation process. It 
was found that increasing probability density curve to go back to the descent of normalized mood axis after the 
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system model encounters any form of significant events of stimulation associated with the higher or lower states 
of stimulation. The next part of the assessment is about survival probability and spectral density with respect to 
duration of 24 hours. Basically, the term survival probability corresponds to the duration of the state of 
stimulation associated with 3 mixed mode states i.e. depression, mania, and euthymia. A closer look at both the 
outcomes in Figures 4 and 5 shows that proposed system is capable of generating significantly realistic course 
of time associated with multiple dynamics of moods associated with bipolar disorder. Spectral density assists in 
offering more significance of detection in presence of noise. The analysis shows that system encounter 
stabilized stimulation for reduced value of l parameter irrespective of any form of alterations over the noises due 
to event or any other sensitive parameters i.e. Rc or Ra. The outcome from Figure 5 also exhibits the possibility 
of any specific events that can translate its cause in the form of behavioral stimulation for any stages of l 
parameter. This eventually states that the proposed system is capable of constructing a patter for mood swings 
during bipolar disorder with non-fluctuating ranges. They are also capable of exhibiting the normal transition 
from lower to higher to intermediate state of mood of a subject with cyclic pattern in its distribution curve. The 
study outcome also shows the accountability of different types of artifacts / noise towards fluctuating values of 
stimulating frequencies of different stochastic events. Hence, the proposed system establishes different 






Figure 4. Analysis of survival probability per day 
 
Figure 5. Analysis of spectral density per log of 




This paper presents a discussion about a simplified novel analytical model in order to offer a proper 
representation of dynamics involves in different behavioral stimulation control. This exploration of the spectrum 
of variational mood transition is meant for in-depth diagnosis of mixed mood episodes in bipolar disorder. The 
significant contribution of the proposed model is that it offers capability to showcase an exclusive distributive 
patterns of mood episodes stochastically associating with bipolar disorder. It consists of both steady as well as 
maximized transition of mood patterns under different scales of time. Unlike any existing system, the proposed 
system doesn’t make use of any standard dataset associated with mood. Following are the justification behind 
this: i) adoption of predefined information about mood from existing dataset will only assists in validation of 
model but it could ensure the stability and consistency of the model when the database is changed and ii) 
existing dataset are mainly related to only one type of bipolar disorder and not much of mixed mode episodes. 
Therefore, the proposed system programmatically generates the dataset in the form of behavioral stimulation 
using random probability distribution which can be mapped with stochastic nature of transition of mood. Hence, 
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