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Abstract
This thesis addresses novel load frequency controls of interconnected grids in-
corporating electric vehicles (EVs) to assist conventional power plants to provide
the stability ﬂuctuated by load demands. There are several frameworks for deriv-
ing a state-space model for power system topologies. Accordingly, detailed models
of multi-area interconnected grids incorporating smart and renewable discharged
EVs are presented. Each power area within the system can be interconnected via
a combination of alternating current/high voltage direct current links and thyris-
tor controlled phase shifters. In these proposed models, the dynamic interactions
of electric vehicles and multiple network-induced time delays are also introduced.
By coordinating batteries’ state of charge control, the behaviours of the vehicle
owners are also considered.
In this thesis, new robust frequency control schemes are developed to restore
the stability of the power grids. Firstly, reduced-order distributed observer-based
control scheme is developed whereas the processing of information and the control
task are shared among the local controllers for the sake of carrying out the prac-
tical deployment of any given (designed) global state feedback control law. Sec-
ondly, a dynamic and a static output feedback H∞ controllers are derived for the
power system with multiple time-delay and uncertainties. Finally, decentralised
bounded input bounded output stabilisation is investigated to ensure system fre-
quency and net interchange powers exponentially convergence into prescribed safe
zones.
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Chapter 1
Introduction, Motivation and
Outline of the Thesis
1.1 Introduction to Load Frequency Control of
Interconnected Grids
Load frequency control (LFC) is very important in the eﬃcient operation of
interconnected power systems (IPSs) [1–3]. On account of the unexpected changes
in load demands, the contingent imbalance between generating powers and power
consumption occurs suddenly [4, 5]. If this drawback is ineﬀectively solved, the
variation will result in some undesirable eﬀects such as the system frequencies and
net interchange powers oscillate and deviate widely from their scheduled values
[6–9]. The main purpose of LFC is to restore the system stability and to maintain
the system frequencies and net interchange powers at the desired values by proper
control actions [10–18].
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1.1.1 Interconnected Grids with Electric Vehicles
A general multi-area complex IPSs comprises a large number of distant or re-
mote power subsystem where each power subsystem is linked to their neighbouring
power areas via alternating current (AC) power lines [10–12]. In conjuntion with
AC interconnected power transmission, high voltage direct current (HVDC) trans-
mission is also deployed because of some economic beneﬁts and its capability to
improve stability of power systems. Roughly speaking, HVDC transmission does
not nessesitate reactive power compensations, has lower electrical losses and is
more economical when electric power is transferred over long distances [3,19–22].
By employing AC and HVDC links together, better stability margin and dynamic
performance of the system can be attained [23–33]. On the other hand, thyristor
controller phase shifter (TCPS) which is an application ﬂexible alternating cur-
rent transmissions (FACT), is another possible tool for enhancing the dynamic
performance of the power system [34]. By locating TCPS along with an AC tie-
line, power ﬂow can be regulated by adjusting the relative voltage angle between
the two interconnected power areas [35].
In recent years, there have been considerable research eﬀorts on the integration
of electric vehicles (EVs) into power grids [12, 36–39]. Due to the increasing
demand in general public about environmental consciousness in recent time such as
the need to lower greenhouse eﬀect and noise pollutions, installations of EVs into
the energy system is expected as an eﬀective solution to address the increasingly
concerns on energy supply, environmental issues and high dependence on fossil
fuels [40–44]. EVs can be incoporated to enhance the reliability and ﬂexibility
of power grids [44]. Notably, EV has its own battery and with the vehicle to
grid (V2G) technology, EVs can be used as controllable loads to participate in
power systems operation [45, 46]. Furthermore, hundred thousands of EVs can
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be connected to the grid as a large battery energy storage system (BESS). This
is feasible since most EVs are plug-in to the grid when parking at station or at
home. A ﬂeet of EV operating as a large BESS is very eﬀective in stabilizing the
ﬂuctuations of load demands and wind powers due to the fast response time of
EVs batteries [47].
An aggregation of EVs can participate in both the primary and secondary
frequency controls of interconnected grids to support conventional power plants
to quickly suppress the ﬂuctuations in the system frequency resulted from load
disturbances and intermittent of renewable energies (RE). With regard to primary
frequency control (PFC), by implementing a droop control (DC), the PFC of
EVs can imitate the operation of a turbine governor [48–55]. In [48], the author
introduced a simple control approach for EVs with load estimator where all EVs
are suddenly disconnected from the grids caused by the existence of a high demand
in the system. However, this control method can lead to adverse impacts of
system frequency when the disconnected EVs power is larger than the power
imbalance of the system. For implementation, EVs power outputs are regulated
according to various signals such as frequency deviations measured at dispersed
local outlets [49,51–53], and via a distributed signal acquisition [54] or through an
aggregated system [55]. The simulation results of these works demonstrate that
the ﬂuctuation system frequency caused by the intermittent of wind powers can
be signiﬁcantly suppressed.
In the context of secondary frequency control (SFC), an aggregation of EVs
plays the role of a generating power source to support the power plant to rapidly
attain the requirement of LFC [56–65]. EVs interact with power grid by bidi-
rectional power electronic devices so that they react to the new load set-point
faster than conventional generators [61]. In [56], the EVs based battery storage
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was developed for LFC analysis. The simulation of this analysis indicates the
eﬀectiveness of SFC with EVs in reducing the area control errors (ACE) of a
Western Danish power system. Moreover, in [57, 58], the authors investigated
LFC schemes of power system with EVs integration. By using the SFC signal
to regulate EVs power output, the LFC methods are eﬀective in suppressing the
frequency ﬂuctuation. Nontheness, any construction of LFC controller to generate
the LFC signal was not considered. On the other hand, in [60–65], the integral (I),
proportional integral (PI) and proportional integral derivative (PID) controllers
have been presented to analyse the eﬀects of EVs.
In order to group a ﬂeet of thousands of EVs, of an aggregator mechanisim
has been developed [66–70]. Here, the role of an aggregator is to gather and send
information about the EVs’ status to the control center and re-allocate the control
command to disperse EVs. To develop a smart power grid that can integrate EVs,
an open communication infrastructure such as network control system or wide-
area communication is necessary. With this communication infrastructure, EVs
receive control signals and update in real-time their data information such as
the state of charge, capacity of EVs’ power and the number of connected EVs
to the grid. The communication infrastructure for EVs comprise of power line
communication, general packet radio service, an internet connection [47,56,69,70],
wireless protocol with ZigBee technology and blue-tooth [67].
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1.1.2 Time-delay and Uncertainty into Interconnected Grids
with EVs
In traditional operation of LFC strategy, high speed communication chan-
nels are employed in order to transmit measurements from remote terminal units
(RTUs) to the central facility and control input signals from the center to the
power plants [1–18]. The value of time-delay in such communication channels are
very small in comparison to the slugish dynamic of the LFC [3, 10–12]. On the
constrary, an open communication system networked or wide-area communica-
tion systems is nessesary in the operation of modern and complex power system
to update control signals and measurements from the control center and wide-area
mesuarement systems, respectively [71–74]. Due to the sudden congestion of com-
munication channels, limitation of network bandwidth, drop-out and disordering
of data packets (some packets sent ﬁrst but received later) or physical communi-
cation faults in the communication infrastructures, the existence of time-delay is
unavoidably introduced [6, 72, 75–88].
Uncertainties have been popularly used to depict the operation of many en-
gineered phenomena. There are various reasons for the existence of uncertain-
ties in power systems such as the imprecision in modeling and linearizing, vari-
ations in system parameters and characteristics, and randomly changes in the
operating points of system operation during a daily cycle [10–12]. In regard
to the LFC of IPSs, the uncertainties were considered in the model of ther-
mal turbines [18, 89–91], reheated thermal turbines [92–94] and hydro [95] tur-
bines. In these applications, the system parametters such as turbine, governor
time constants and governor droop factors were varied from 20% [90,96,97], 30%
to 50% [92,93] around their presumed values in real-time operation.
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Time delay and uncertainty are sources of oscillations, instabilities, and poor
performance of power systems, lead to failures in maintaining system frequen-
cies and net interchanged powers within suﬃcient tolerant levels [98–114]. Fur-
thermore, the inﬂuence of time-delay will be enhanced in the future trend of
smart grids where a great number of smart devices such as EVs are incorporated.
Through the open communication infrastructures, the grouping of EVs can be han-
dled by a middle master such as an aggregator to gather and update in real-time
EVs data information between the control center and EVs [66–70]. Consequently,
the time-delay will happen in the communication channels between aggregators,
control center and actuators. Nevertheless, in most of time-delay power systems
(TDPSs) from previous publications, the time-delay is merely considered in the
communication channels between control center and generating units such as ther-
mal, reheated thermal and hydro turbines [6,72,75–88,98–119]. In the literature,
there is no results in the developments of power systems which consider multiple
networked time-delay happens in both communication channels between control
center and power plants, and control center to aggregators, aggregators to actua-
tors. It is undoubted that, by integrating a thousand of EVs, the time-delay will
results in signiﬁcantly adverse impacts on the operation of power grids.
As a ratio between the stored energy inside the battery and its capacity, the
battery’s state of charge (SOC) is an important feature of EVs [67]. For the
sake of various requirements of the EV owners, the batteries’ SOC is required
to be within an expected range. Thence, balancing between the global control
requirements of power system and the impacts resulted from individual actions of
the vehicle owners is a challenging problem for LFC of power grids [57]. In relation
to LFC, incremental change in the output of EVs powers is determined by an EVs
gain. Even though, EVs gain can be considered as a constant value with the aim
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of simplifying system model, the EVs gain should be considered as time-varying
and perturbed in the situation of SOC is taken into consideration. Although, the
incorporations of EVs into SFC of power systems were investigated [56,57,59], EVs
gains were assumed as constant when the batteries SOC belongs to a prescribed
interval, otherwise the EVs gain was set as zero. In [48–55] the authors introduced
some PFC methods for power grids with EVs. By employing V2G control methods
based on SOC Balance Control (BC) [49, 52, 53], SOC holder (BSH) [51] and a
probability distribution function of SOC [55], EVs gain was calculated according
to the real-time batteries SOC [49,52,53]. Due to batteries SOC and the number
of plugged-in EVs change frequently, EVs gain therefore varies from its nominated
value.
1.2 Motivation and Objectives of the Thesis
According to above discussions, the integration of EVs and diverse transmis-
sion links opens up an attractive avenue in enhancing the performance of power
systems while serious concerns over environmental issues and dependence on fossil
fuels can be practically addressed, this is the ﬁrst motivation behind this thesis.
Moreover, this thesis is motivated to develop new LFC applications of intercon-
nected grids integrating EVs with multiple time delays. By coordinating batteries’
SOC, the behaviours of the vehicle owners are taken into consideration and the
changes in the batteries’ SOC impose uncertainties in the systems.
In foreseeable future smart grids, the systems topologies are progressively ex-
tended to be more complex by incorporating a high penetration of RE, FACT into
the interconnected power links and great number of smart devices such as EVs.
Therefore, new open communication infrastructures are necessarily deployed for
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the eﬀective operation of power grids. However, there are many concerns in the
incorporation of the open communication infrastructures such as time-delays and
uncertain factors that need to be considered. The instabilities of system frequen-
cies, interchange powers are caused by not only the contingent disparity between
the power generation of turbines and power demands but also the high natural
intermittent of RE, communication time-delay and other uncertain factors. Ac-
cordingly, it is undoubtedly that the development of new LFC schemes for the
operation of interconnected grids is worthwhile and necessary in both theoretical
and practical terms to address the arising diﬃculties, which is the main motivation
and major focus behinds the thesis.
The major objectives of this thesis are summarised as follows
• The ﬁrst objective of this thesis is to present novel applications of LFC
for interconnected grids that incorporates EVs into stabilising the sudden
change in load demand and intermittent of RE.
– To derive a state-space model for general power system topologies with
diverse transmission links and EVs. The derived state-space model
contains the dynamic interactions of EVs, HVDC links and TCPS,
and how they eﬀect the global stability of the infrastructure (Chapter
3).
– To propose a foundation for deriving a state-space model of general
power system topologies considering the dynamic interactions of EVs
vehicles. For the ﬁrst time, a derived state-space model contains the
dynamic interactions of EVs with multiple network-induced time de-
lays, and how the delays eﬀect the global stability of the infrastructure
(Chapter 4).
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– To use EVs in both the SFC and PFC. For this a new power sys-
tem model containing multiple time-varying delays (due to the deploy-
ment of networked control/wide-area communication infrastructures)
and uncertainties (due to SOC consideration) is ﬁrst proposed. The
time delays fast varying and their lower bounds are larger than zero
(chapter 5).
• The second objective of this thesis is to develop reduced-order distributed
observer-based schemes where the processing of information and the control
task are shared among the local controllers for the sake of carrying out the
practical deployment of any given (designed) global state feedback control
law (chapter 3). Furthermore, these controllers share as little information
among themselves as possible for security and economical purposes. The
control input signal can be reconstructed as the functional state variables.
The proposed observers are of reduced-order, dynamically decoupled from
others and therefore simple for implementation.
• The third objective of this thesis is to propose several output feedback H∞
frequency controllers for interconnected grids containing multiple delays and
further uncertainties (Chapters 4 and 5). To deal with the time-delay issue,
new updated inequalities will be used to derive less conservative synthesis
conditions in LMIs form. The controller gains can be systematically ob-
tained based on an eﬀective design procedure with a convex optimisation
process to ensure closed-loop system stability and an H∞ performance of
the system.
• The ﬁnal objective of this thesis is to address a novel bounded input bounded
output (BIBO) stabilisation for interconnected grids to ensure a set of linear
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function of state vector exponentially convergence into prescribed zone with
a given convergent rate (Chapter 6). The designed controllers only require
the local measurements and can be systematically obtained.
1.3 Thesis Outline
The contents of this thesis are outlined as follows
• Chapter 2 introduces a survey on the theory and motivation of LFC for
interconnected girds. These studies provide an important foundation for the
developments of new ﬁndings in the following chapters of this thesis.
• Chapter 3 [120]: This chapter presents an LFC scheme using EVs to help
thermal turbine units to provide the stability ﬂuctuated by load demands.
First, a general framework for deriving a state-space model for general power
system topologies is given. Then, a detailed model of a four-area power
system incorporating a smart and renewable discharged EVs system is pre-
sented. The areas within the system are interconnected via a combination
of AC/HVDC links and TCPS. Based on some recent development on func-
tional observers, novel DFOs are designed, one at each local area, to imple-
ment any given global state feedback controller. The designed observers are
of reduced order and dynamically decoupled from others in contrast to CO-
based controllers. The proposed scheme can cope better against accidental
failures than those CO-based controllers. Extensive simulations and com-
parisons are given to show the eﬀectiveness of the proposed control scheme.
• Chapter 4 [121, 122]: This chapter considers a novel application of EVs
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to quickly help reheated thermal turbine units to provide the stability ﬂuc-
tuated by load demands. A mathematical model of a power system with
electric vehicles is ﬁrst derived. This model contains the dynamic interac-
tions of EVs and multiple network-induced time delays. Then, a dynamic
output feedback H∞ controller for LFC of power systems with multiple time
delays in the control input is proposed. To address the multiple time de-
lays issue, a reﬁned Jensen based inequality (RJBI), which encompasses the
Jensen inequality, is used to derive less conservative synthesis conditions
in terms of tractable LMIs. A procedure is given to parametrize an output
feedback controller to guarantee stability and H∞ performance of the closed-
loop system. Extensive simulations are conducted to validate the proposed
control method.
• Chapter 5 [123, 124]: In this chapter, for the ﬁrst time, EVs are used for
both the PFC and SFC to support power plants to rapidly suppress ﬂuc-
tuations in the system frequency due to load disturbances. Via networked
control and wide-area communication infrastructures, multiple interval time-
varying delays however exist in the communication channels between the
control center, power plant, and an aggregation of electric vehicles. By co-
ordinating batteries’ SOC control, the behaviours of the vehicle owners are
taken into consideration and the changes in the batteries’ SOC impose un-
certainties in the power system under consideration. Therefore, a power sys-
tem model containing multiple time-varying delays and uncertainties is ﬁrst
proposed in this chapter. A robust static output feedback (SOF) frequency
controller is designed to ensure closed-loop stability and H∞ performance
of the system. Moreover, to address the issue of multiple time-varying de-
lays in the system, a recent RJBI is used to derive stabilizability conditions
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which are expressed in terms of computationally eﬃcient linear matrix in-
equalities. The eﬀectiveness of the proposed control scheme is veriﬁed by
extensive simulations.
• Chapter 6 [125]: This chapter considers the decentralized BIBO stabiliza-
tion problem of a class of interconnected time-delay systems (TDSs)with
bounded disturbances and its applications to LFC of smart grids. We ﬁrst
provide conditions for the derivation of an ellipsoid that bounds a given set of
linear functions of the state vector. Then, a design procedure is proposed for
the design of decentralised output feedback controller (DOF). The designed
controllers guarantee that a given set of linear functions of the state vector,
starting from any initial condition, converges exponentially to its prescribed
zones. To deal with the time-delay issue, we use an improved WII recently
reported in the literature to derive less conservative exponential stability
conditions. Finally, our design method is applied to an IPS with multiple
time delays. We design DOF controllers to ensure that the system frequency
and interchanged power converge to their prescribed zones.
• Chapter 7: This chapter summarises the main contributions presented in
this thesis, draws the conclusions, and proposes suggestions for potential
further research work.
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Chapter 2
Literature Review
2.1 Observer based Optimal LFC Scheme
The optimal LFC schemes are classical control strategies which allow the power
engineers to develop an optimal control system associated to prescribed criterion
of system performance [10–12]. By undertaking the consideration of state variable
representation and control cost criterion, the optimal control theory can deal with
the large multi-variable control problem in a simpliﬁed form. Therefore, modern
optimal control theory-based LFC schemes for IPSs have received many research
attentions [7, 9, 126–135]. In [7, 9, 128], by using a state space representation
together with optimal control theory, an optimal LFC feedback controller was
designed for a two-area IPS with non-reheated thermal turbines. The author
of [129] studied the inﬂuence of power plant response time on the poles of the
closed-loop system with a designed linear optimal controller. In [130,131], optimal
tracking and optimal variable-structure LFC controller were proposed for IPSs
with hydro turbines.
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With the availability of a detailed mathematical model, a state feedback con-
trol law can be easily designed to optimally determine the power outputs of gen-
erating turbines and the charging/discharging behaviours incorporated smart dis-
persed devices comprising EVs, genetic storages and so on. However, the fea-
sibility of an optimal LFC scheme inevitably requires the information of all the
state variables for generating the control signals. [10–12]. Hence, these eﬀorts
becomes unrealistic if some state variables are not available or diﬃcult to ob-
tain. To overcome this problem, the authors of [132–135] investigated CO-based
controllers where state observers were used to reconstruct the unmeasured states
from the available outputs and controls. However, CO-based control schemes re-
quire complex hardware and a central facility for processing very large amount of
information in real-time and on-line so that these approaches are inappropriate
for large-scale IPSs where the total number of state variables is very large.
In consequence, with the purpose of implementing any optimally designed
global state feedback control law, it is meaningful to develop some reduced-order
distributed observer-based schemes where the processing of information and the
control task are shared among the local controllers. For security and economical
considerations, it is desirable that these controllers share as little information
among themselves as possible. On the other hand, LFOs estimate linear functions
of the state vector without estimating all the individual states and hence, the
order and complexity of the designed observers can be signiﬁcally reduced [136–
149]. The advantages of this is that any designed state feedback control law
can now be employed by ultilising a minimum-order LFO leading to a simpler
implementation of a state feedback control law. Undoutedly, in regard of large
complex systems such as multi-area IPSs, LFOs have a great potential to minimize
the cost, weight, volume of engineered systems and to attaint the simpliﬁcation
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of their maintenance and installation. In the recent time, LFC based functional
observers was proposed in [13], but for a non complex topology of a two-area IPS.
Based on aforementioned discussions, this is important to develop DFOs for
LFC of interconnected grids, one at each local area, with the aim of carrying out
the practical implementation of any prescribed (designed) global state feedback
control law. The control input signal can be reconstructed as the functional state
variables. The proposed observers are of reduced-order, dynamically decoupled
from others and hence, the proposed control scheme is simple to implement. More-
over, the design method can deal with general power systems with diverse links,
topologies and a large number of connected areas.
2.2 H∞ Output Feedback LFC
Time-delay is a reason of unfavorable eﬀects in operation and defective per-
formance of IPSs. For LFC scheme, the existence of communication time delay
leads to the system frequencies and interchanged powers widely deviate from the
planned values. As a result, control synthesis for LFC of time-delay power sys-
tems (TDPSs) have been revceived considerable reseach attentions [75,88,98–119].
In these publications, numerous control approaches such as sliding mode con-
trol [88, 98, 115], proportional integral derivative (PID) turning based internal
model control (IMC) [99], novel approach based on transfer function discrip-
tion [100], cordination by constraints methods [101], Fuzzy logic control [102]
and H∞ control [75,103–114,116–119] have been manipulated to obtain feedback
controllers to reinstate the stability of closed-loop system taking in the consider-
ation of the ﬂuctuation of system disturbances and communication delays. Along
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with that, LFC schemes for power systems with nominal parameter values is as-
suredly inadequate to provide appropriate control actions to handle the eﬀects
of uncertainty. The occurance of uncertainties can lead to a degradation in sys-
tem dynamic performance and further instability of the closed-loop power system.
Therefore, considerable research eﬀorts have been devoted to develop new robust
LFC controllers to guarantee robust stability and performance of the closed loop
system under the impacts of system parameter changes [18, 89–97, 150–153]. In
these studies, robust feedback controllers were designed according to various con-
trol methodologies including Riccati equation approach [89–92,96,97,150], a com-
bination of the robust control technique and an adaptive control technique [93],
quantitative feedback theory [151], sliding mode regime [18,95], optimum ﬁnding
of the closed loop system eigenvalues [94], μ synthesis [152] and internal model
control scheme [153]. In respect to LFC scheme for TDPSs with the consideration
of uncertainties, there is little works were cosidered in literature [108,111,118].
In [75,103–114,116–119], by ultilising Lyapunov-Krasovkii functionals (LKFs)
techique, the stabilisation conditions have been derived with the aim of syn-
thesising H∞ controllers to assurance that the closed-loop system is asymptot-
ically stable with a guaranteed H∞ performance index. There are two cate-
gories of derived H∞ stabilisation criterions for TDPSs which consist of delay-
independent [103–106, 118] and delay-dependent [107–114, 116, 117] conditions.
While the ﬁrst condition is used to guarantee the stability of system for all
positive value of time-delay, the delay-dependent one is for some values of the
delay smaller than prescribed upper bound (h ≤ h¯), and the system is unsta-
ble for others (h > h¯). In practical phenomenon of power engineering system,
the delay-independent stabilisation conditions are more conservative than the
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delay-dependent ones. On the other hand, the proposed methods of the afore-
mentioned works [75, 103–114, 116–119] in literature have restrictions in prac-
tical point of view of both implementation and computation. For restrained
implementation, to obtain such a stabilizing H∞ controller, a full state vec-
tor [75, 103, 107–109, 116, 117, 119] is thus requisited to be accessible. The re-
quirements becomes impractical as some state variables are unavailable. Con-
verserly, it is more practical if only system measurements (output information)
are used for the purpose of controller design. Even though H∞ output feed-
back controllers were proposed in [104–106,110–113] for TDPSs, the stabilization
conditions of [104–106, 110–113] were not linear matrix inequalities (LMI)-based
conditions. For this reason, they are inadequately solved by convex optimizations
so that non-linear trace minimization problem was alternatively employed to ob-
tain such a desired controllers’ parameters. In literature, in order to handle the
inﬂuence of time delay in the control input, the authors [154] have come up with
a new construction of H∞ output feedback controller and developed a new delay-
dependent stability and stablisability condition for vehicle suspension systems.
The structure of their proposed controller is general and can be systematically
synthesised based on LMIs with a convex optimisation procedure. So far, to our
knowledge, there is no study on the design of dynamic output feedback H∞ con-
trollers for the LFC of power systems with multiple time delays happen in the
communication channels of control inputs.
In respect to the LFC of ISG integrating EVs, the authors in [51] introduced
an adaptive EVs gain for LFC of smart grids in order to deal with the issue of
EVs gain variations. However, their scheme requires real-time information of EVs
SOC and resulted in high cost of computation and implementation. In fact, it
is reasonable that EVs gain be modeled in a perturbed form which includes a
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ﬁxed value and an uncertainty factor belonging to a given bounded range. In
[53], a multiple model predictive control method based on the plugged-in EVs
SOC consideration was proposed. The designed controller is robust to system
uncertainty and can be employed to reduce system frequency deviations.
Reducing the conservativeness of the derived stability and stabilisability con-
ditions of time-delay systems (TDSs) is important and desirable. In this regard, it
is favorable to use the most improved integral inequality with the purpose of esti-
mating the derivatives of the constructed LKFs at higher accuracies. Recently, the
authors [155] and [156] introduced a reﬁned Jensen-based inequality (RJBI) and
weighted integral inequalities (WIIs), respectively. These inequalities encompass
the celebrated Jensen inequality using in [107–111, 113, 114, 116, 117], and thus,
less conservative stability and stabilisability conditions can be obtained. The re-
sulting RJBI and WIIs depend not only on the state vector but also on single
and double integrals of the state vector. Consequently, they are suitable to be
used with most existing forms of augmented LKFs which consist of a quadratic
term of the state vector and some integral functionals in single, double and/or
triple forms. In contrast, it is noted that most of delay-dependent satibisation
criterions for TDSs in [98,107–111,113,117] were derived based on LKFs method
with Jensen inequality only.
Therefore, it is necessary to construct new practical output feedback H∞ con-
troller for the LFC of IPSs with multiple time delays (i.e. due to the deployment
of networked control/wide-area communication infrastructures). The time delays
considered can be fast varying and their lower bounds are larger than zero which
are more practical than most of the previous works where the time delays were
treated as constant, slowly varying and/or the lower bound of the delay is zero.
The designed controller requires the information of measured output signals only,
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leads to simpler to implement. Moreover, eﬀective design procedures based on a
convex optimisation process to be developed to obtain the controller gains.
2.3 Decentralised BIBO control
For the operation of multi-area IPSs, both centralized and decentralized con-
trol strategies have been developed to deal with LFC problem [1–18]. The main
limitation of centralized control strategies is the need of a central facility with
complex hardware/software to process signiﬁcant amount of information in real-
time with the purpose of achieving the stability and performance requirements of
the IPS [1–9, 15, 16]. It is noted that the exchange information need be spread
over from the control facility to remotely and distantly interconnected geograph-
ical power areas with the increase in computational and storage complexity. Re-
garding to time-delay IPSs, the delays in the communication channels can highly
degrade the performance of the overall system [3,10–12]. On the contrary, decen-
tralized control strategies are paramount in in saving data communication cost,
reducing computational and storage complexities for IPSs [3,6,10,13,17,18]. For
time-delay IPSs, the decentralised control methodologies have been received con-
siderable attention in literature [6, 103, 105, 110–113]. In [103], the authors intro-
duced a decentralized state feedback controller which, nonetheness, nessesitates
to access the full state vectors to restore stability of time-delay IPSs ﬂuctuated
caused by load disturbances. Despite the fact that decentralized output feed-
back (DOF) controllers for time-delay IPSs were developed in [105,110–113], the
derived stabilizability criterions in [105, 110–113] are in need of an alternative
non-linear minimization method to acquire the controller gains.
In forseenable IPSs, the installations of RE with a high level of penetration
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are expected. For this reason, the instability (or ﬂuctuations) of system frequency
and interchange powers within the system is not only caused by the sudden imbal-
ance between the power generation and power consumption but also by the nature
intermittent of wind and solar powers. Therefore, it is practical and nessesary to
investigate the design of DOF controllers to bring the system frequency and tie-line
powers to inside their prescribed safe zones and/or acceptable tolerant levels. In
regard to this point, we concentrate on some recent research works dealing with
reachable set estimation (RSE) [157–162] of TDSs with bounded disturbances.
Roughly speaking, the reachable set is deﬁned as a set of all reachable states
starting from the origin under unknown but bounded disturbances [157]. The
bounds of reachable set can be estimated by suitable regions of outer bounding
convex shapes such as balls, ellipsoids or boxes by employing the LKF method-
ologies and its variants, (see, [158–160]). As a result, the system state vector
can be brought into a pre-speciﬁed polyhedron [161] or an ellipsoid [162] through
a designed feedback controller. Along with the theory of RSE, the concept of
BIBO stability and controller synthesis for TDSs has also been recieved many
research eﬀorts [163–165]. In general, the principle of BIBO is that any bounded
input will result in an bounded output. By employing LKF techniques, full-state
feedback controllers were synthesised in [163–165] to guarantee the output of the
closed-loop system converges to inside a bounded range.
20
Chapter 3
Load Frequency Control of Power
Systems With Electric Vehicles
and Diverse Transmission Links
Using Distributed Functional
Observers
This chapter presents a LFC scheme using EVs to help thermal turbine units
to provide the stability ﬂuctuated by load demands. First, a general framework
for deriving a state-space model for general power system topologies is given.
Then, a detailed model of a four-area power system incorporating a smart and
renewable discharged EVs system is presented. The areas within the system are
interconnected via a combination of AC/HVDC links and TCPSs. Based on some
recent development on functional observers, novel DFOs are designed, one at
each local area, to implement any given global state feedback controller. The
designed observers are of reduced order and dynamically decoupled from others
in contrast to conventional CO based controllers. The proposed scheme can cope
better against accidental failures than those conventional CO based controllers.
Extensive simulations and comparisons are given to show the eﬀectiveness of the
proposed control scheme.
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3.1 Introduction
LFC is paramount in the operation of IPSs. Due to load disturbances, the
total supplied power does not always match the power demand and this causes
some undesirable eﬀects [3,6,9] such as the frequency and interchange power may
widely oscillate and deviate from the scheduled values. Thus, the main objective
of LFC is to maintain the frequency and interchange power at the desired values
through appropriate control action [10,12,14].
A multi-area complex power system normally comprises a large number of dis-
tant or remote areas where each area is interconnected to others via AC power
lines (see, for example, some survey papers [10,12]). Along with AC transmission,
HVDC transmission is also used due to some economic beneﬁts and its ability to
enhance stability in the system. In general, HVDC transmission does not require
reactive power compensation, has lower electrical loses and is more economical
when electric power is transferred over long distances (see, [3, 22, 25]). By using
AC and HVDC links together, better stability margin and dynamic performance
can be achieved (see, [28, 30, 31]). On the other hand, TCPS which is an appli-
cation FACT, is another possible tool for enhancing the dynamic performance of
the system [34]. TCPS located along an AC tie-line can regulate power ﬂow by
changing the relative voltage angle between the two interconnected areas [35].
Recently, EV has attracted considerable research interests due to its envi-
ronmentally friendly characteristics such as lower greenhouse emission and noise
pollution [46, 54]. Notably, EV has its own battery and with the vehicle to grid
(V2G) technology, a ﬂeet of thousands of EVs can be used as controllable energy
storage devices to participate in power system operation [45, 67]. Operating as
a large BESS, a ﬂeet of EVs is very eﬀective in stabilizing load and frequency
ﬂuctuations (see, [48, 49, 51, 52, 60]) due to the fast response characteristics of
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EV’s battery [47]. Furthermore, hundred thousands of EVs can be connected to
the grid as a large power plant. This situation is feasible since most of EVs are
plug-in to the grid when parking at station or at home [57]. Therefore, it is pos-
sible that EVs participate in the LFC to assist power units to rapidly suppress
load ﬂuctuations [56, 57, 61, 65]. EVs interact to grid by bidirectional power elec-
tronic devices so that they react to the new load set-point faster than conventional
generators [61]. In order to group a ﬂeet of thousands of EVs, the concept of ag-
gregator has been developed [56, 58, 65, 67–70]. Here, the role of an aggregator is
to gather and send information about the EVs’ status to the control center and
re-allocate the control command to disperse EVs. To develop a smart power grid
that can integrate EVs, an open communication infrastructure such as network
control system or wide-area communication is necessary. With this communica-
tion infrastructure, EVs receive control signals and update in real-time their data
information such as the state of charge, capacity of EVs’ power and the number of
connected EVs to the grid [56–58, 61, 65, 67–70]. The communication infrastruc-
ture for EVs comprises power line communication, general packet radio service,
an internet connection [47, 56, 69, 70], wireless protocol with ZigBee technology
and blue-tooth [67]. In our work, we consider that most of EVs at each local Area
are parked at stations which are closed together and the communication happens
at a very high speed relative to the speed of the closed-loop system. Therefore we
ignore any network-induced communication delay that may arise in the commu-
nication channel. Such an assumption is reasonable and it will be justiﬁed later
on in the chapter.
In this chapter, we present a novel LFC scheme that incorporates EVs into the
stabilization of load ﬂuctuations. To demonstrate the feasibility of our scheme,
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we consider a four-area power system where each area is interconnected to oth-
ers via a combination of AC/HVDC links and TCPS. A detailed mathematical
model of a four-area power system including the dynamics of EVs is derived in
this chapter. Accordingly, with the availability of a detailed mathematical model,
a state feedback control law can be easily designed to optimally determine the
charging/discharging behaviors of EVs and the generating units’ power output.
However, any feasible optimal state feedback control law inevitably requires the
information of all the state variables in order to generate a control input sig-
nal [10]. Hence, it becomes unrealistic if some state variables are not available
for feedback control. To overcome this problem, conventional centralised observer
(CO)-based controllers where state observers were used to reconstruct the unmea-
sured states [134, 135] have been proposed. However, CO-based control schemes
require complex hardware and a central facility for processing very large amount
of information in real-time and on-line. Therefore, to be able to implement any
optimally designed global state feedback control law, it is important to develop
some reduced-order distributed observer-based schemes where the processing of
information and the control task are shared among the local controllers. For se-
curity and economical considerations, it is desirable that these controllers share
as little information among themselves as possible.
On the other hand, linear functional observers (LFOs) estimate linear functions
of the state vector without estimating all the individual states and so reduce the
order and complexity of the designed observers [136]. The signiﬁcance of this is
that any designed state feedback control law can now be implemented by using
a minimum-order LFO leading to a simpler way to implement a state feedback
control law. Indeed, for large complex systems such as multi-area power systems,
LFOs have a vast potential to reduce the cost, weight, volume of engineered
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systems and simplify their maintenance and installation. In this chapter, based
on some recent development on LFOs [136, 145, 147–149], we design DFOs, one
at each local area, in order to carry out the practical implementation of any
given (designed) global state feedback control law. The control input signal can
be reconstructed as the functional state variables. The proposed observers are
of reduced-order, dynamically decoupled from others and therefore the proposed
scheme is simple to implement. Recently, LFC using functional observers has
been reported in [13], but for a simple model of a two-area interconnected power
system. In contrast, in this chapter, EVs are used to help thermal turbine units
to provide the stability ﬂuctuated by load demands. We lay down the foundation
for deriving a state-space model for general power system topologies with diverse
transmission links (i.e., AC/HVDC, TCPS) and EVs. For the ﬁrst time, the
derived state-space model contains the dynamic interactions of EVs and how they
eﬀect the global stability of the infrastructure. We provide an in-depth LFC of
a complex four-area power system incorporating EVs in each area and the areas
themselves are interconnected by a diverse transmission links of AC/HVDC and
integrated TCPS. We also show that the design method can deal with general
power systems with diverse links, topologies and a large number of connected
areas. We validate this by showing further studies on ﬁve- and six-area IPSs.
3.2 Multi-Area IPS with Electric Vehicles
Fig. 3.1 shows a general transfer function model of N-area IPS arising from
the original model [9]. In this chapter, the following considerations are added
to the model: 1) A dynamics model for the discharging of EVs; 2) Plants with
reheated thermal turbines; 3) HVDC links, represented in the model by Pdci, and
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Figure 3.1: A transfer function model of N-area IPS with EVs.
4) TCPS in AC power tie-lines, represented in the model by Paci. The notations
of the model in Fig. 3.1 are given in the Nomencatures.
To maintain system frequency and power tie-line at the scheduled values, the
control center sends the incremental change in power set-point, Pci, and through
participation factors αgi and αei, control signals Pcgi and Pcei are sent to regulate
the power output of the generating units and EVs, respectively. The bidirectional
power electronic devices allow EVs to pump energy into the grid and their power
capacity can be contributed to the LFC as power plant. The aggregator collects
information on all EVs and provides them to the control center. In addition, the
aggregator receives the power set-point from the control center and then allocates
it to dispersed EVs. The ﬂeet of EVs is modeled [48,49,51,52] by a ﬁrst-order with
time constant Tei and gain Kei. From Fig. 3.1, the EVs output power deviation
is
Pei(s) =
Kei
1 + sTei
Pcei(s). (3.2.1)
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In order to participate HVDC links into LFC, the supplemental HVDC propor-
tional controller is implemented. The HVDC power interchange, Pdci, of area i is
determined by the HVDC control signal Ei with a time constant Tdci [27,28,30,31].
The Ei signal is computed according to the diﬀerence between the frequency de-
viations of area i and the other areas j, j = 1, 2, ..., N, j = i [24] with a HVDC
gain Kij. Hence Pdci is obtained, where
Pdci(s) =
1
1 + sTdci
Ei(s), (3.2.2)
where Ei(s) =
∑N
j=1,j =iKij(fi(s) − fj(s)). Note that Kij = 0 when there is no
HVDC link between area i and area j.
Without TCPS, the AC power tie-line deviation between area i and area j is
given according to [9]
Pac,ij(s) =
2π
s
Tij(fi(s)− fj(s)). (3.2.3)
With integrated TCPS, the AC power tie-line deviation between area i and
area j is obtained as [34]
Pac,ij(s) =
2π
s
Tij(fi(s)− fj(s)) + Psij(s), (3.2.4)
where Psij(s) is the TCPS power deviation and it is deﬁned as
Psij(s) = Tij
Ksij
1 + sTsij
fi(s). (3.2.5)
Therefore, the AC tie-line power interchange deviation at area i is obtained,
where
Paci(s) =
N∑
j=1,j =i
Pac,ij(s). (3.2.6)
In LFC, it is important to maintain zero steady-state error for tie-line power
and frequency deviations when the system is subjected to any step load distur-
bance. The deviations from these scheduled values are combined and represented
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in the ACE. Within each area, the ACE is computed according to the following
ACEi(t) = Ptie,i(t) + bifi(t), (3.2.7)
where Ptie,i(t) = Paci(t) + Pdci(t) is the net power interchange deviation at area i.
For an N-area IPS, note that
∑N
i=1 Ptie,i(t) = 0. Zero steady-state error is
achieved if all ACEi (i = 1, 2, ..., N) are forced to have zero steady-state value in
response to any step load disturbance. This implies that a successful LFC scheme
needs to include integral controllers, the inputs to which are the ACEs.
Accordingly, for the multi-area IPS as shown in Fig. 3.1, a state-space model
for each local area can be derived as follows
x˙i(t) =Aiixi(t) +
N∑
j=1,j =i
Aijxj(t) + Biui(t) + Γidi(t), i = 1, 2, ..., N, (3.2.8)
where xi(t) ∈ Rni , ui(t) = Pci(t) and di(t) = Pli(t) are the local state vector, local
control input and local load disturbance, respectively. The local state vector for
each area, xi(t) ∈ Rni , is deﬁned as follows
xi(t) =[ fi(t) Xgi(t) Pri(t) Pgi(t) Pei(t)
∫
ACEi(t)dt Ptie,i(t)
Pdci(t) Psij(t) ]
T .
(3.2.9)
In this chapter, we deﬁne the outputs at each local area yi(t) ∈ R5 to be
yi(t) =
[
Ptie,i(t) fi(t) Xgi(t) Pgi(t)
∫
ACEi(t)dt
]T
= Cix(t). (3.2.10)
Even though the main results of this chapter can be applied to general power
system topologies with a large number (N >> 2) of connected areas. However, for
ease of presentation, we consider a four-area power system with EVs and various
types of AC/HVDC links and TCPS. The topology of the system is depicted in
Fig. 3.2. This model is quite practical and large enough to demonstrate our
distributed control scheme. Based on the development given in (3.2.1)-(3.2.10),
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Figure 3.2: Block diagram representation of a four-area power system.
the following state-space model is obtained
x˙(t) = Ax(t) + Bu(t) + Γd(t), (3.2.11)
where x(t) ∈ R31, u(t) ∈ R4 and d(t) ∈ R4 are the global state vector, con-
trol vector and load disturbance vector, respectively. Here, x(t) comprises lo-
cal state vectors of the four areas, where x(t) =
[
xT1 (t) x
T
2 (t) x
T
3 (t) x
T
4 (t)
]T
.
The global control input vector, u(t), comprises four local control inputs, where
u(t) =
[
Pc1(t) Pc2(t) Pc3(t) Pc4(t)
]T
, and d(t) comprises four local load dis-
turbances, where d(t) =
[
Pl1(t) Pl2(t) Pl3(t) Pl4(t)
]T
. The local state vector
for each area, xi(t), is deﬁned as xi(t) =
[
xTi1(t) x
T
i2(t)
]T
, where
xi1(t) =
[
fi(t) Xgi(t) Pri(t) Pgi(t) Pei(t)
∫
ACEi(t)dt
]T
, i = 1, 2, 3, 4.
x12(t) =
[
Ptie,1(t) Pdc1(t) Ps13(t)
]T
, x22(t) =
[
Ptie,2(t) Ps23(t)
]T
,
x32(t) =
[
Ptie,3(t) Pdc3(t)
]T
, x42(t) =
[
∅
]
.
In (3.2.11), B = block− diag(B1, B2, B3, B4), Γ = block− diag(Γ1,Γ2,Γ3,Γ4),
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and A =
⎡⎢⎢⎢⎢⎢⎣
A11 A12 A13 A14
A21 A22 A23 A24
A31 A32 A33 A34
A41 A42 A43 A44
⎤⎥⎥⎥⎥⎥⎦ . Please refer to the Section 3.7 for a detailed
description of the matrices A ∈ R31×31, B ∈ R31×4 and Γ ∈ R31×4.
3.3 Global State Feedback Control Law and Some
Issues associated with Its Implementation
In (3.2.11), the integrals of all the ACEs are used as controlled feedback vari-
ables to guarantee zero steady-state for the net power interchange and frequency
to any step load change. Therefore, the requirement on the system stability and
closed-loop control performance can be achieved by adopting the global policy for
controller design. In this regard, well established principles of pole-placement or
optimal state feedback control have been extensively covered. Thus, let us now as-
sume that a global stabilizing state feedback control law of the form u(t) = Fx(t),
F ∈ R4×31, can be designed to satisfy some prescribed closed-loop system perfor-
mance. Please refer to the Section 3.7 for the data used in the analysis and design
of controller and distributed observers in this chapter.
Figs. 3.3 and 3.4 show the responses of the net power interchange and fre-
quency deviation of Area 1 when a 0.1 pu step load change occurred at Area
1. As mentioned in Section 3.1, TCPS and HVDC can enhance stability of the
system, and this can be clearly seen in Figs. 3.3 and 3.4. It is also clear from
the ﬁgures that the designed global state feedback controller eﬀectively stabilizes
the closed-loop system with acceptable transient responses and zero steady-state
deviations. Also, Fig. 3.5 shows the contribution of EVs and reheated thermal
turbine to LFC with their participation factors 0.1 and 0.9, respectively. As can
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Figure 3.3: Ptie,1(t) responses to a 0.1pu step load change at Area 1.
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Figure 3.4: f1(t) responses to a 0.1pu step load change at Area 1.
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Figure 3.5: Pg1(t) and Pe1(t) responses to a 0.1pu step load change at Area 1.
be seen from Fig. 3.5, the EVs and thermal turbine able to provide the required
0.1pu power load demand to Area 1.
Let us now turn our attention to the implementation of the global state feed-
back controller. For this, let us express u(t) as follows
u(t) =
⎡⎢⎢⎣
u1(t)
...
u4(t)
⎤⎥⎥⎦ =
⎡⎢⎢⎣
F1
...
F4
⎤⎥⎥⎦ x(t), (3.3.1)
where Fi ∈ R1×31 is the feedback gain matrix of the i -th Area. Thus, the control
law for each area is given as ui(t) = Fix(t). Also, let us partition Fi as Fi =[
Fi1 Fi2 Fi3 Fi4
]
. Hence
ui(t) = ui1(t) + ui2(t) + ui3(t) + ui4(t), (3.3.2)
where ui1(t) = Fi1x1(t), ui2(t) = Fi2x2(t), ui3(t) = Fi3x3(t), ui4(t) = Fi4x4(t).
Fig. 3.6 shows a block-diagram implementation of the control signal u1(t) for
Area 1. The dashed (red) lines represent control signals u1j(t), constructed at
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Figure 3.6: Block-diagram implementation of control signal u1(t) for Area 1.
Areas 2, 3, 4 and they are sent over to Area 1 to form an overall control signal for
u1(t). Clearly, the critical problem with this control law is the unavailability of
some of the state variables for feedback control purpose. In addition, due to the
global nature of the feedback control law, it requires data transfer as depicted by
the dashed (red) lines in Fig. 3.6. As discussed in the introduction section (Section
3.1), conventional CO-based controllers where Luenberger-type state observers
have been employed to reconstruct the unmeasured states [134,135]. However, the
main problem with this approach is that the order of the designed state observers
is still very high, especially for the four-area IPS under studied in this chapter. In
Section 3.1, we have highlighted the importance and the need for developing some
reduced-order distributed observer-based control schemes where the processing of
information and the control task are shared among the local control stations.
In the next section, we will discuss the design of some novel DFOs to overcome
or lessen some of the issues associated with CO-based schemes. We will show that
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the incorporation of LFOs into LFC of multi-area IPSs will lead to a simpler
control scheme and increased overall system reliability and practicality.
3.4 Distributed Functional Observer for Inter-
connected Power Systems
It is clear that the control input into each local power area, ui(t) = Fix(t),
is a linear function of the global state vector x(t). Thus, it would make more
sense to design a reduced-order LFO to directly generate the estimate uˆi(t) than
to design a reduced-order Luenberger state observer (LRO) to estimate x(t) and
hence uˆi(t) = Fixˆi(t). As pointed out in [13,134,135], when the load disturbance
is a step-change of any magnitude, d(t) can be ignored altogether in the design of
state observers and the resulting observer-based closed-loop system still ensures
zero steady-state values for tie-line power and frequencies. In this section, based
on some recent development on LFOs [136, 145, 147–149], we design distributed
functional observers (DFOs) where they are dynamically decoupled from each
others while at the same time ensuring that the LFC task is shared among them.
Now, to design a LFO to estimate any given linear function of the state vector,
zi(t) = Fix(t), i = 1, 2, 3, 4, where Fi ∈ R1×31 is any given matrix.
Let us consider the following reduced-order observer for each area
zˆi(t) = Kiwi(t) + Eiy
i
a(t), i = 1, 2, 3, 4,
w˙i(t) = Λiwi(t) +Giui(t) + Jiy
i
a(t),
(3.4.1)
where wi(t) ∈ Rqi , Ki, Ei, Λi, Gi and Ji are observer parameters to be determined
such that zˆi(t) converges to zi(t) with any prescribed convergence rate.
In (3.4.1), yia(t) denotes the augmented output vector which must be used
at the i -th Area in order to reconstruct zi(t). The composition of y
i
a(t) will be
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discussed in more details a bit later on. Note that from (3.4.1), each observer is
completely decoupled from each other as there is no link between wi(t) and wj(t),
j = i. This is in contrast to the centralized Luenberger-based controller which
needs to send the control signals from the central facility to all diﬀerent areas.
From the viewpoint of practical and ease of implementation, it is most desirable
that yia(t) contains only the local output information, i.e., y
i
a(t) = yi(t) = Cix(t).
In such case, the observer is a complete decentralized observer as there is no
exchange of information among the areas. However, this is not possible since
the matrix pair (A,Ci) is not observable nor the triplet (A,Ci, Fi) is functional
observable according to the functional observability test [145]. What this means
is that there does not exist any state observer nor functional observer if only the
local output information, yi(t), is used to reconstruct zi(t). Thus, let
yia(t) =
[
yi(t)
yir(t)
]
=
[
Ci
C ir
]
x(t) = C iax(t), (3.4.2)
where C ia ∈ Rpi×n.
Here, yir(t) denotes the additional outputs from the other remote areas and
they are sent over to the i -th Area. These outputs should be selected so that
at least the triplet (A,Cia, Fi) is functional observable. Ignoring d(t) and let us
rearrange (3.2.11) and together with (3.4.2), we have
x˙(t) = Ax(t) + B˜iui(t) + B˜rur(t),
yia(t) = C
i
ax(t),
(3.4.3)
where ur(t) ∈ R3 contains the three remote control inputs of the three remote
power areas, and B˜r ∈ R31×3.
Deﬁne the following error vectors
εi(t) = wi(t)− Lix(t), ei(t) = zˆi(t)− zi(t), (3.4.4)
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hence,
ei(t) = Kiεi(t) + (KiLi + EiC
i
a − Fi)x(t), (3.4.5)
where εi(t) ∈ Rqi , ei(t) ∈ R and Li ∈ Rqi×n.
We take the derivative of εi(t) as
ε˙i(t) = w˙i(t)− Lix˙(t). (3.4.6)
Using (3.4.3)-(3.4.6), we have
ε˙i(t) = Λiεi(t) + (ΛiLi + JiC
i
a − LiA)x(t)
+ (Gi − LiB˜i)ui(t)− LiB˜rur(t).
(3.4.7)
From (3.4.5)-(3.4.7), the error ei(t) converges asymptotically to zero for any
initial condition wi(0) and any ui(t) if the following matrix equations are satisﬁed
ΛiLi + JiC
i
a − LiA = 0,Λi is Hurwitz, (3.4.8)
Fi −KiLi − EiC ia = 0, (3.4.9)
LiB˜r = 0, (3.4.10)
Gi = LiB˜i. (3.4.11)
Furthermore, if the eigenvalues of matrix Λi can be assigned, then the error
ei(t) converges with any prescribed convergence rate to zero.
Now, we propose to construct the estimated control signal of ui(t) according
to the following law
uˆi(t) = zˆi(t) = Kiwi(t) + Eiy
i
a(t), (3.4.12)
and hence the dynamics of the observer (3.4.1) is reduced to
w˙i(t) = Λciwi(t) + Jciy
i
a(t), (3.4.13)
where Λci = Λi +GiKi; Jci = Ji +GiEi.
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Together, (3.4.12) and (3.4.13) now form an observer-based control scheme for
the i -th Area. Fig. 3.7 shows a block-diagram implementation of the distributed
functional observer for the power Area 1.
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Figure 3.7: Block-diagram implementation of a distributed functional observer for
Area 1.
Incorporating the above scheme (3.4.12)-(3.4.13) into the four areas of the
power system, we obtain the following augmented closed-loop system
x˙(t) = Acx(t) +
4∑
i=1
B˜iKiwi(t) + Γd(t),
w˙i(t) =Λciwi(t) + JciC
i
ax(t), i = 1, 2, 3, 4,
(3.4.14)
where Ac = A+
∑4
i=1 B˜iEiC
i
a.
By using (3.4.4) and (3.4.9), the ﬁrst equation of (3.4.14) can be expressed as
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follows
x˙(t) =Ax(t) +
4∑
i=1
B˜i(Fi −KiLi)x(t) +
4∑
i=1
B˜iKiwi(t) + Γd(t)
=(A+BF )x(t) +
4∑
i=1
B˜iKiεi(t) + Γd(t).
(3.4.15)
Subject to the satisfaction of the matrix equations (3.4.8)-(3.4.11), from (3.4.5)
and (3.4.7), we have
ε˙i(t) = Λiεi(t), ei(t) = Kiεi(t), i = 1, 2, 3, 4, (3.4.16)
which implies that the errors εi(t) and ei(t) converge to zero given that matrix Λi
is Hurwitz.
From (3.4.15) and (3.4.16), the following augmented closed-loop system is
obtained [
x˙(t)
ε˙(t)
]
=
[
(A+BF ) Aε
0 Λε
][
x(t)
ε(t)
]
+ Γd(t), (3.4.17)
where
ε(t) =
[
ε1(t)
T ε2(t)
T ε3(t)
T ε4(t)
T
]T
, Aε =
[
B˜1K1 B˜2K2 B˜3K3 B˜4K4
]
,
Λε = block− diag(Λ1,Λ2,Λ3,Λ4).
Clearly, the eigenvalues of the above augmented closed-loop system are the
union of the eigenvalues of the optimal state feedback controller and of the dis-
tributed functional observers. Since Λi is required to be Hurwitz and the controller
stabilizes (A+BF ), the overall augmented closed-loop system is therefore stable.
This proves that our DFO scheme obeys the separation principle. Thus, the re-
maining task is to solve for the unknown matrices Λi, Li, Ki, Ei, Ji and Gi such
that equations (3.4.8)-(3.4.11) are satisﬁed. This task can be accomplished by
employing an eﬀective design algorithm reported in [136].
Now, we discuss the composition of yia(t) where it comprises the local output
of the i -th Area, yi(t), as deﬁned in (3.2.10), and additional outputs from the
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other areas denoted by yir(t). The local output yi(t) includes Ptie,i(t), fi(t), Xgi(t)
and Pgi(t). Since ACEi(t) is as deﬁned in (3.2.7) and with the availability of
Ptie,i(t) and fi(t),
∫
ACEi(t)dt can be easily constructed at the i -th Area. The
remote output variables, yir(t), can be systematically selected such that the i-th
Area becomes functional observable. This is done by testing the rank condition
of two existence conditions reported in [148] (Theorem 4.6). Using this test, we
have found that the minimal choice of yir(t) does not require any of the Pgj(t)
to be sent over to the i-th Area. Also, it is worthwhile to point out that the
minimal choice of yir(t) does not necessarily provide a good outcome since there is
a trade-oﬀ between the order of the designed DFOs and the number of available
output variables.
Table 3.1: Minimum order observer analysis
Outputs LRO CFO DFO orders
orders orders Area 1 Area 2 Area 3 Area 4
19 12 5 2 2 2 2
18 13 6 3 3 3 3
17 14 7 5 5 5 5
16 15 8 7 7 7 7
15 16 9 Does not exist
18: one of the three remote signals Pgj(t) is not sent over
17: two of the three remote signals Pgj(t) are not sent over
16: all three remote signals Pgj(t) are not sent over
15: all three remote signals Pgj(t) are not sent over, and any one of
the remote signals Xgi(t) is not sent over
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Accordingly, a comprehensive analysis on the trade-oﬀ between the amount
of exchanged information and the order of the designed DFOs has been carried
out and the results are tabulated in Table 3.1. Note that for the case where all
the outputs of the local area, yi(t), and all the outputs of the three remote areas,
yj(t), are available, this gives a total of 19 outputs. This case is tabulated in
the ﬁrst row of Table 3.1. Accordingly, with 19 outputs and 31 state variables,
a twelfth-order LRO is required, whereas a signiﬁcantly lower order of ﬁfth-order
CFO is required. On the other hand, the resulting order of the designed DFOs
is only a second-order for each power area. Here, four dynamically decoupled
functional observers, one at each area, and each of only a second-order can be
used to implement the global control law.
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Figure 3.8: f1(t) responses to a 0.1pu step load change at Area 1.
Extensive simulation has been carried to test the performance of the designed
DFOs. For illustrative purpose, Figs. 3.8 and 3.9 show simulations of the per-
formance of DFOs and LRO. Clearly, both observer-based control strategies can
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Figure 3.9: Ptie,1(t) responses to a 0.1pu step load change at Area 1.
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Figure 3.10: Pg1(t) and Pe1(t) responses to a 0.1pu step load change at Area 1.
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bring the steady-state output of the frequency deviation and the power tie-line
to zero and with satisfactory transient performance as evident from the ﬁgures.
As we have already stated in our chapter, the proposed DFOs obey the sepa-
ration principle as is the case for the LRO-based control design. The primary
advantage of having a reduced-order closed-loop system is realized with the pro-
posed DFOs observer-based control strategy. For the considered example, the
functional observer-based control strategy uses four second-order controllers, each
with assigned poles at (−2,−3), in comparison to the twelfth-order centralized
LRO. Note that these DFOs are located in their respective areas, and therefore
the control signals need not be sent from one area to another. Fig. 3.10 shows the
contribution of EVs and reheated thermal turbine to LFC with their participation
factors 0.1 and 0.9, respectively. As can be seen from Fig. 3.10, both the DFOs
and the LRO able to provide the required 0.1pu power load demand to Area 1.
3.5 Analysis and Robustness of Proposed Con-
trol Scheme
3.5.1 The Impacts of Optimal Parametters
We have undertaken more simulations to show the eﬀect of Q, R and α on
the transient responses of the closed-loop system under various optimal state
feedback controllers. For this, we consider three scenarios as tabulated in Table
3.2. Note that Scenario IIIA1 is the one considered in the Section 3.4. Scenarios
IIIA2 and IIIA3 consider two cases where the value in matrices Q and R is reduced,
respectively. While Scenario IIIA4 considers the case where α is reduced to a
smaller value. As can be seen from Fig. 3.11, changing Q and R eﬀects the
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transient responses of the closed-loop system. While a smaller |α| leads to a
longer settling time, as expected. Indeed, these observations are consistent with
the well-established theory of linear quadratic regulator design.
Table 3.2: Diﬀerent values of Q, R and α
Scenarios Q R α
IIIA1 I31 I4 -1
IIIA2 0.1× I31 I4 -1
IIIA3 I31 0.2× I4 -1
IIIA4 I31 I4 -0.3
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Figure 3.11: f1(t) responses to a 0.1pu step load change at Area 1 (Scenario IIIA).
Note that, one of the key objectives in this chapter is to present a new frame-
work for distributed implementation, using novel DFOs, of any designed state
feedback control law u(t) = Fx(t). Therefore, with our method, for any given
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Figure 3.12: f1(t) responses to a 0.1pu step load change at Area 1 (Scenario IIIA4).
Table 3.3: Multiple load changes
Scenarios Area 1 Area 2 Area 3 Area 4
IIIB1 0.1 0 0 0
IIIB2 0.1 0.2 0.2 0.1
IIIB3 0.2 0.1 0.1 0.2
state feedback controller we can readily design DFOs to realize the implementa-
tion of such controller. To further illustrate this point, we have designed three
set of DFOs corresponding to the three optimal state feedback controllers as pre-
sented in Scenarios IIIA2, IIIA3, IIIA4. Extensive simulations have been conducted.
For illustrative purpose, Fig. 3.12 shows that the performance of our DFO-based
controller compared well to that of the optimal state feedback controller. Hence,
demonstrating the eﬀectiveness of our DFO scheme.
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Figure 3.13: f1(t) responses to multiple load changes (Scenario IIIB2).
We have also undertaken simulations for cases where sudden load changes
occurred in two (or more) areas at once and with diﬀerent amplitudes. For this,
we consider two scenarios as tabulated in Table 3.3. Fig. 3.13 shows the response
of the frequency deviation f1(t) of Area 1 for Scenario IIIB2. It is clear from the
ﬁgure and as expected, the frequency deviation f1(t) at Area 1 converges to zeros
and with satisfactory transient response.
3.5.2 Interconnected Grids under Abnormal Operation
Some critical events such as faulty controller components, accidental failures,
or even some deliberate acts of vandalism may cause a complete shutdown of some
local controllers and as a result, led to loss of control signals. We can demonstrate
that our DFO scheme is more robust against loss of control signals than CO-
based control schemes. Indeed, in those CO-based control schemes, the tasks of
processing information, estimation and control are done at the central control
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facility. Hypothetically, if the control signals are lost due to a complete shutdown
of the central control facility, then those CO-based control schemes would cease
to operate. In contrast, if there are some failures to one or some of the local
controllers, we still have some remaining controllers properly functioned. Thus,
feedback control action can still be carried on for those unaﬀected controllers. To
validate this claim, we consider some scenarios where one or some of the local
controllers are damaged. Through simulations, we show that for certain cases,
adequate closed-loop responses can still be maintained.
Table 3.4: Faults Analysis
Scenarios Areas under attacked Impacts on the system
IIIC1 Area 2 uˆ2(t) = 0
IIIC2 Areas 2, 3 uˆ2(t) = 0, uˆ3(t) = 0
IIIC3 Areas 2, 3, 4 uˆk(t) = 0, k ∈ (2, 3, 4)
Table 3.4 tabulates three scenarios where some of the local controllers of the
four-area IPS are damaged. Thus, for instance, say for Scenario IIC2, the local
controllers of Areas 2 and 3 are damaged and as a result, the control signals
uˆ2(t) = 0 and uˆ3(t) = 0 are not available for feedback control. A simulation test
is then undertaken to verify the eﬀectiveness of our DFO scheme in comparison to
a CO-based control scheme such as the well-known LRO scheme. Note that, when
a centralized control facility is damaged, all the control signals are unavailable and
hence the performance of the system in this circumstance is in fact the open-loop
performance.
Figs. 3.14 and 3.15 show the responses of f1(t) and Ptie,1(t) for the three sce-
narios where a 0.1pu step load change occurs at Area 1. It is observed that when
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Figure 3.14: f1(t) responses to a 0.1pu step load change at Area 1 (Scenario IIIC).
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Figure 3.15: Ptie,1(t) responses to a 0.1pu step load change at Area 1 (Scenario
IIIC).
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Figure 3.16: f1(t) responses to a 0.1pu step load change at Area 3 and Area 4
(Scenario IIIC).
load disturbances happen at Area 1 (which is not damaged in all of the considered
scenarios), the action of the remaining controllers still provides adequate perfor-
mance for f1(t) and Ptie,1(t) as their ﬂuctuations can be brought back to zeros. In
addition, Fig. 3.16 shows the responses of f1(t) for the three scenarios where now
a step load change occurs at Area 3 and also at Area 4. Since load disturbances
happen at Area 3 and Area 4 (which are damaged as depicted in Scenarios IIIC2
and IIIC3), we can see that f1(t) can’t be brought back to zero for Scenarios IIIC2
and IIIC3. Nevertheless, its steady-state is now brought closer to zero and its
responses are less ﬂuctuated when compared to the open-loop situation.
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3.5.3 Five and Six-area Interconnected Power Systems
The results developed in this chapter generalizable for general power system
topologies with a large number of interconnected areas. To validate this point, we
have undertaken some further studies on ﬁve- and six-area IPSs with a variety of
links. Their topologies are shown in in Figs. 3.17 and 3.18.
Now, based on Section 3.2, we can readily obtain a mathematical model for the
ﬁve-area and six-area power systems with 38 and 47 state variables, respectively.
By the same method of design and analysis, we can design DFOs for the two
considered systems. The results are tabulated in Table 3.5. In all cases, a second-
order DFO can be readily designed for each power area.
Table 3.5: Minimum order observer analysis
Five-area power system.
No. of No. of LRO CFO DFO
states outputs centralized centralized distributed
scheme scheme scheme
observer order observer order observer order
38 24 14 5 2
Six-area power system
No. of No. of LRO CFO DFO
states outputs centralized centralized distributed
scheme scheme scheme
observer order observer order observer order
47 29 18 7 2
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Figure 3.17: Block diagram representation of a ﬁve-area power system.
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Figure 3.18: Block diagram representation of a six-area power system.
Figs. 3.19-3.22 show the responses of f1(t) and Ptie,1(t) for the two systems
when a 0.1pu step load change occurs at Area 1. It is clear that the closed-
loop performance of the systems under the proposed distributed control scheme
is satisfactory.
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Figure 3.19: f1(t) responses to a 0.1pu step load change at Area 1 (ﬁve-area power
system).
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Figure 3.20: Ptie,1(t) responses to a 0.1pu step load change at Area 1 (ﬁve-area
power system).
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Figure 3.21: f1(t) responses to a 0.1pu step load change at Area 1 (six-area power
system).
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Figure 3.22: Ptie,1(t) responses to a 0.1pu step load change at Area 1 (six-area
power system).
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3.5.4 EVs Capacity and Stochastic Nature Characteristics
In this chapter, we assume that there is enough EVs which are plug-in to
the grid so that their contribution to LFC is smaller than their capacity which
means that there is still enough reserve left in their batteries. Thus, under this
assumption and as we have already demonstrated, EVs were able to provide their
share of 10% and therefore fully participated in the LFC to meet the load demand.
In such case, we only need 90% contribution from the thermal plant. On the other
hand, when this assumption is not met and also due to the stochastic nature of EVs
(i.e., from plugging-in and plugging-out), it is important to analyze the robustness
of our proposed DFO scheme.
For this, we conducted a number of tests. Firstly, we tested the robustness of
our DFO scheme under a scenario (Scenario IIID1) where the contribution of EVs
is not available. Thus, in this situation, EVs are not participated altogether in
the LFC scheme, and this implies that in the block-diagram of Fig. 3.1, we have
αei = 0 and Pei(t) = 0, i = 1, 2, 3, 4. As a result, the augmented closed-loop system
(3.4.14) is reduced to an augmented closed-loop system with a smaller dimension
due to αei = 0 and Pei(t) = 0, i = 1, 2, 3, 4. Using the same parameters of the
DFOs designed for the un-faulted situation, we found that the new augmented
closed-loop system is stable and our DFO scheme still able to main the frequency
and interchange power deviations with zero steady-state values. Note that when
the EVs are not available, the power plant takes over and provides the required
load demand.
We have undertaken extensive simulations to test this worst case scenario.
For illustrative purpose, Figs. 3.23-3.24 show the responses of Pg1(t), Pe1(t) and
f1(t) to a 0.1pu step load change at Area 1 under a faulty situation where during
the time intervals from 10-20 seconds and 30-50 seconds, EVs were not available
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Figure 3.23: Responses of Pg1(t) and Pe1(t) to a 0.1pu step load change at Area
1 (Scenario IIID1).
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Figure 3.24: Response of f1(t) to a 0.1pu step load change at Area 1 (Scenario
IIID1).
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altogether. It is clear from these ﬁgures that f1(t) converges to zero steady-state
value and that whenever EVs are not available, the power plant takes over and
provides the required load demand. This analysis shows that our proposed DFO
scheme is robust and eﬀective in coping with faulty situations.
In our next test, we considered a scenario (Scenario IIID2) where in addition to
loosing all of the EVs at some time intervals (i.e., Scenario IIID1), we also have EVs
being subjected to stochastic ﬂuctuations due to them being plugging-in and out
of the grid. In this test, we simulated two cases depicting some realistic situations
where the power output of EVs is subjected to random ﬂuctuations of 4% and
8% from its nominal value and that the ﬂuctuations occur within a very fast time
interval of 0.01 second for a duration of 15 seconds. Figs. 3.25-3.26 show the
responses of Pg1(t), Pe1(t) and f1(t) to a 0.1pu step load change at Area 1 under
this scenario. As expected, due to random ﬂuctuations of EVs, the steady-state
value of f1(t) cannot be exactly zero, but it is still within an acceptable value as
there is a small magnitude of ﬂuctuations around zero. Also, f1(t) has a larger
magnitude of ﬂuctuations when there is a larger change in the output of EVs.
Finally, in our last test, we considered a possible research direction in order
to improve the robustness of the closed-loop system. For this, we compared the
performance of our designed DFOs for two optimal state feedback controllers
designed under Scenario IIIA1 and Scenario IIIA4. Note that in Scenario IIIA4, α
was changed from -1 to -0.3 and that it has a longer settling time than in Scenario
IIIA1. Extensive simulations have been undertaken to test the performance of
both controllers for various random ﬂuctuations in the power output of EVs. For
illustrative purpose, Fig. 3.27 shows the responses of f1(t) for the case where
there was an 8% ﬂuctuations in the power output of EVs for both controllers. It
is observed that the designed DFO for Scenario IIIA1 can handle the ﬂuctuations
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Figure 3.25: Responses of Pg1(t) and Pe1(t) to a 0.1pu step load change at Area
1 (Scenario IIID2).
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Figure 3.26: Response of f1(t) to a 0.1pu step load change at Area 1 (Scenario
IIID2).
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Figure 3.27: Responses of f1(t) to a 0.1pu step load change at Area 1 with 8%
random ﬂuctuations in EVs.
better than Scenario IIIA4 as the magnitude of ﬂuctuations is smaller. This study
suggests that there is a possible way to improve the performance of the closed-loop
system to better handle the stochastic nature of EVs.
3.5.5 Robustness of Proposed Control Scheme to Time-
delay Outputs
In this section, we discuss the robustness of our DFO-based controller scheme
to time delays. With regard to our DFO-based controller scheme, at each local
Area (i.e., the i-th Area), the estimated control signal, uˆi(t), is computed accord-
ing to equations (3.4.12) and (3.4.13). Here, yia(t) comprises local output, yi(t),
and additional outputs from the other remote areas, yir(t). The implementation
of the control signal uˆi(t) is as shown in Fig. 3.7. It is clear that, y
i
r(t) is required
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to be sent over to the i-th Area in order to realize the estimated feedback con-
trol signal. In most cases, the measurement data, yir(t), is transmitted through
a communication channel and thus time delays will arise. At a particular Area,
information exchange from its distant Areas may encounter distinct latencies,
depending on the distance between the transmitting and receiving ends, the mag-
nitude of data traﬃcs and the bandwidth of the communication channels. Such a
time delay is designated by the term τji(t) > 0 with j representing the identiﬁer
of the interconnected Area where the information is originated from.
More precisely, let us now turn our attention to Fig. 3.7. Due to these time
delays, y1r(t) now cannot have instantaneous outputs information from Areas 2,
3, 4. Instead, it now comprises the following delayed outputs information y12(t−
τ21(t)) + y
1
3(t− τ31(t)) + y14(t− τ41(t)). In a similar manner, the estimated control
signals for the rest of the Areas (i = 2, 3, 4) are also subjected to time delays.
As a result, the augmented closed-loop system (3.4.14) contains multiple time-
varying delays and as such its closed-loop stability will not always be ensured
due to the presence of these time delays. In this regard, it is still possible to
analyze the closed-loop stability of the augmented closed-loop system and derive
some upper bounds for the time-varying delays in order to ensure stability of the
overall system.
It should be noted here that our DFO scheme is more robust to time delays
than conventional centralized LRO scheme. For this, we undertook extensive
simulations to test the robustness of our DFO scheme for the cases where there
are multiple time-varying delays and they vary within diﬀerent intervals, ie., 0 <
τji(t) < τmax. For illustrative purpose, Fig. 3.28 shows the responses of f1(t) for
two cases where the delays vary within 0.4s and 0.8s for all i, j = 1, 2, 3, 4. It is
clear that time delays have eﬀected the closed-loop system performance, however,
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Figure 3.28: Responses of f1(t) to a 0.1pu step load change at Area 1 with time
delays in the outputs.
despite this, the system is still stable and that the steady-state values of f1(t)
still converge to zero. On the other hand, for centralized LRO schemes, they are
very vulnerable to time delays. Since to implement such a scheme, it requires a
central facility. For the sake of comparison, let us assume that the central facility
is located at Area 1. Therefore, as explained above, the outputs information from
Areas 2, 3, 4 are needed to be sent over to Area 1 and this gives rise to time delays
in the closed-loop system. We have also undertook simulation for two cases where
the delays are at 0.4s and 0.8s and found that for both cases, centralized LRO
scheme failed to maintain closed-loop system stability.
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3.5.6 Robustness of Proposed Control Scheme to Time-
delay Inputs
In the Section 3.1 of the chapter, we explained that an open communication
infrastructure is necessary in order to integrate EVs into the smart grid. To sim-
plify the problem at hand, we assumed that the communication happens at a very
high speed relative to the speed of the closed-loop system and therefore we ignored
any network-induced communication delay that may arise in the communication
channel. As a result, the model shown in Fig. 3.1 does not contain a time delay in
the path from Pci to Pei. Such an assumption is reasonable as it is justiﬁable by
analyzing the robustness of our DFO scheme when it is subjected to time delays
in the control input. Accordingly, in the following analysis, we consider the case
where a network-induced delay, τ(t), actually exists in the transmission channel.
Fig. 3.29 now shows a modiﬁed block diagram of a general transfer function model
of N -area IPS.
In our robustness analysis, we undertook extensive simulations to test the
performance of our DFO scheme for various situations where network-induced
communication delays are constant and also time-varying within an interval, i.e.,
0 < τ(t) ≤ τm. We also undertook simulations to compare the performance of our
DFO scheme against those centralized schemes (i.e., CFO and LRO) where they
were also subjected to the same time delays. For illustrative purpose, we analyze
the robustness of DFO, CFO and LRO schemes for the case as tabulated in the
ﬁrst row of Table I (please refer to Table 3.1. Fig. 3.30 shows the responses of the
frequency deviation f1(t) to a 0.1pu step load change at Area 1 with diﬀerent time
delays of τ(t) = 0.1s, τ(t) = 0.2s and τ(t) = 0.1+ 0.2|sin(t)|. It is clear from Fig.
3.30 that our DFO scheme is robust against time delays in the communication
channel. Notably, when the delays are small, the responses of f1(t) are comparable
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Figure 3.29: A transfer function model of N-area interconnected power system
with an input time-delay τ(t)
to the response of f1(t) for the case where there is no time delay. This fact therefore
justiﬁes our assumption to ignore communication delays in the channel. Since for
small time delays, their impacts on the performance of the closed-loop system are
not that detrimental.
It is also worthwhile to point out that our DFO scheme is more robust than
the centralized schemes (CFO and LRO). Indeed, Fig. 3.31 shows the responses
of f1(t) for the case where a sizable time delay of τ(t) = 0.35s occurred in the
communication channel. It is clear from the ﬁgure that both centralized schemes,
CFO and LRO, cannot cope with such a time delay as their closed-loop systems
are unstable and resulted in unacceptable responses. Whereas, our designed DFO
scheme still provides satisfactory response as f1(t) converges to zeros after a step
load disturbance. This fact highlights another advantage of our DFO scheme over
that of centralized schemes.
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Figure 3.30: f1(t) responses to a 0.1 pu step load change at Area 1 with input
time delays
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Figure 3.31: f1(t) responses to a 0.1 pu step load change at Area 1 with input
time delays
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In summary, with extensive analysis and evaluation through sections 3.4 and
3.5, we have demonstrated the capability of our proposed DFO scheme.
3.6 Conclusion
This chapter has presented a novel LFC scheme using EVs to provide the
stability ﬂuctuated by load demands. First, a general framework for deriving a
state-space model for general power system topologies with a large number of con-
nected areas has been given. Based on this general framework, a detailed model
of a four-area power system incorporating a smart, renewable discharged EVs and
diverse transmission links has been considered. LFC has been studied based on
a novel application of functional observers. Novel reduced-order DFOs have been
designed, one at each local area, to implement any given global state feedback
controller. The proposed scheme can cope better against accidental failures and
more robust than conventional CO-based controller schemes. Extensive simula-
tions and comparisons have been given to show the eﬀectiveness of the proposed
control scheme.
3.7 Systems Discriptions and Simulation Data
The data for proposed system is collected following [3, 6, 9, 31, 34, 56] as Tti =
0.3, Kti = 1, Kri = 0.5, Tri = 10, Kgi = 1, Tgi = 0.08, Ri = 2.4, Kei = 1, Tei =
1, αgi = 0.9, αei = 0.1,Mi = 0.1667, bi = 0.4250, Di = 0.0083, Tij = Tji =
0.0260, 2πTij = 0.1634, K14 = K34 = 0.1, Tdc1 = Tdc3 = 0.2, Ks13 = Ks23 =
1, Ts13 = Ts23 = 0.1. The matrix Aii in (3.2.11) for i ∈ {1, 2, 3, 4} can be par-
titioned as Aii =
[
Aii,a Aii,b
Aii,c Aii,d
]
, where Aii,a ∈ R6×6, Aii,b ∈ R6×(ni−6), Aii,c ∈
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R
(ni−6)×6 and Aii,d ∈ R(ni−6)×(ni−6). Matrices Aii,a for i ∈ {1, 2, 3, 4} is expressed
as
Aii,a =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
−Di
Mi
0 0 1
Mi
1
Mi
0
β1i − 1Tgi 0 0 0 0
0 β2i − 1Tti 0 0 0
0 β3i β4i − 1Tri 0 0
0 0 0 0 − 1
Tei
0
bi 0 0 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (3.7.1)
and β1i = −Kgi/(RgiTgi), β2i = Kti/Tti, β3i = KtiKri/(TtiTri),
β4i = (Tti − Kri)/(TtiTri). Matrices A11,b ∈ R6×3, A11,c ∈ R3×6, A11,d ∈ R3×3,
A22,b, A33,b ∈ R6×2, A22,c, A33,c ∈ R2×6, A22,d, A33,d ∈ R2×2 are given as below
A11,b =
⎡⎢⎢⎣
− 1
M1
0 0
04×1 04×1 04×1
1 0 0
⎤⎥⎥⎦ , A11,c =
⎡⎢⎢⎣
Ψ1 01×5
K14
Tdc1
01×5
Ks13
Ts13
01×5
⎤⎥⎥⎦ ,
Ψ1 = 2π(T12 + T13 + T14) + T13
Ks13
Ts13
+
K14
Tdc1
,
A11,d =
⎡⎢⎢⎣
0 − 1
Tdc1
− 1
Ts13
0 − 1
Tdc1
0
0 0 − 1
Ts13
⎤⎥⎥⎦ , A22,b =
⎡⎢⎢⎣
− 1
M2
0
04×1 04×1
1 0
⎤⎥⎥⎦ ,
A22,c =
[
Ψ2 01×5
T23
Ks23
Ts23
01×5
]
, A22,d =
[
0 − 1
Ts23
0 − 1
Ts23
]
,
Ψ2 = 2π(T21 + T23) + T23
Ks23
Ts23
,
A33,b =
⎡⎢⎢⎣
− 1
M3
0
04×1 04×1
1 0
⎤⎥⎥⎦ , A33,d =
[
0 − 1
Tdc3
0 − 1
Tdc3
]
, A33,c =
[
Ψ3 01×5
K34
Tdc3
01×5
]
,
Ψ3 = 2π(T31 + T32 + T34) +
K34
Tdc3
.
A44 = Aii,a ∈ R6×6 in (3.7.1) with i = 4, and matrices A44,b, A44,c, A44,d are [∅].
Matrices Aij in (3.2.11) are partitioned as Aij =
[
Aij,a
Aij,b
]
, where Aij,a ∈ R6×nj are
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null matrices, Aij,b ∈ R(ni−6)×nj , and ni, nj are number of state variables of power
area i and j for i ∈ {1, 2, 3} and j ∈ {1, 2, 3, 4}, j = i. Matrices Aij,b are given at
the following
A12,b =
[
−2πT12 01×7
02×1 02×7
]
, A13,b =
[
−2πT13 01×7
02×1 02×7
]
,
A14,b =
⎡⎢⎢⎣
−2πT14 − K14Tdc1 01×5
−K14
Tdc1
01×5
0 01×5
⎤⎥⎥⎦ , A21,b =
⎡⎢⎢⎣−2πT21 01×8
0 01×8
⎤⎥⎥⎦ ,
A23,b =
[
−2πT23 01×7
0 01×7
]
, A24,b = 02×6,
A31,b =
[
−2πT31 − Ks13Ts13 T13 01×7 1Ts13
0 01×7 0
]
,
A32,b =
[
−2πT32 − Ks23Ts23 T23 01×6 1Ts23
0 01×6 0
]
,
A34,b =
[
−2πT34 − K34Tdc3 01×5
−K34
Tdc3
01×5
]
.
Matrix Aij with i = 4 such as A41 ∈ R6×9, A42, A43 ∈ R6×8 are expressed at the
following
A41 =
⎡⎢⎢⎣
01×6 1M4 01×2
04×6 0 04×2
01×6 −1 01×2
⎤⎥⎥⎦ , A42 = A43 =
⎡⎢⎢⎣
01×6 1M4 0
04×6 04×1 04×1
01×6 −1 0
⎤⎥⎥⎦ .
The matrices Bi ∈ Rni and Γi ∈ Rni are given as
Bi =
[
0 αgi
Kgi
Tgi
0 0 αei
Kei
Tei
01×(ni−5)
]T
,Γi =
[
− 1
Mi
01×(ni−1)
]T
.
The optimal control u(t) = Fx(t) in Eq. (3.3.1) is designed to minimize the
cost function Ju =
∫∞
0
(
xT (t)Qx(t) + uT (t)Ru(t))dt, where Q ≥ 0 and R > 0 are
state cost weighting matrix and control cost weighting matrix, respectively. The
control law is computed by solving the Riccati equation ATP+PA−PBR−1BTP+
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Q = 0 (see [135]). Using linear quadratic regulator (LQR) design with Q = I31,
R = I4 and also by imposing all the closed-loop poles of the system (3.3.1) to have
prescribed stability of at least α = −1 (MATLAB command lqr(A+I31, B,Q,R)),
an optimal state feedback control gain, F , is easily obtained, where
F =
⎡⎢⎢⎢⎢⎢⎣
F1
F2
F3
F4
⎤⎥⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎢⎣
F11 F12 F13 F14
F21 F22 F23 F24
F31 F32 F33 F34
F41 F42 F43 F44
⎤⎥⎥⎥⎥⎥⎦ .
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Chapter 4
Integration of Electric Vehicles
for Load Frequency Output
Feedback H∞ Control of Smart
Grids
This chapter considers a novel application of EVs to quickly help reheated
thermal turbine units to provide the stability ﬂuctuated by load demands. A
mathematical model of a power system with EVs is ﬁrst derived. This model con-
tains the dynamic interactions of EVs and multiple network-induced time delays.
Then, a dynamic output feedback H∞ controller for LFC of power systems with
multiple time delays in the control input is proposed. To address the multiple time
delays issue, a RJBI, which encompasses the Jensen inequality, is used to derive
less conservative synthesis conditions in terms of tractable LMIs. A procedure
is given to parameterize an output feedback controller to guarantee stability and
H∞ performance of the closed-loop system. Extensive simulations are conducted
to validate the proposed control method.
67
4.1 Introduction
The contingent imbalance between power generation and power consumption
happens unexpectedly as a result of sudden changes in the load demands. If this
predicament is inadequately solved, the disparity leads to serious detriments in
power systems such as system frequencies and interchange powers may widely
oscillate and deviate far from the scheduled values [3, 10, 12]. Therefore, LFC is
very important in the operation of power systems. The principal objective of LFC
is to maintain the system frequencies and interchange powers at the desired values
by proper control actions [13–15,120].
In recent years, there have been considerable research eﬀorts on the integration
of EVs into smart grids [12, 36–70, 120]. EVs have many friendly environmental
features such as lower greenhouse emission and noise pollution, and they can be
used to enhance the reliability and ﬂexibility of power grids [36,37,40,41,44,120].
By operating as energy storages, a group of EVs is very eﬀective in stabilizing
the ﬂuctuations of load demands and wind powers [38, 42, 52, 53, 60] due to the
fast response time of EVs batteries [47–49, 51, 54, 55, 64]. EVs power outputs are
regulated according to some signals such as frequency deviations measured at
dispersed local outlets [49, 51, 52, 64], load estimators [48], and via a distributed
signal acquisition [54] or through an aggregated system [55]. On the other hand,
EVs can participate into the LFC to assist power units to promptly suppress the
variations of system disturbances [56–65]. Using bidirectional power electronic
devices [46] and V2G technology, an aggregation of EVs plays the role as a gener-
ating power source to assist conventional power units to respond rapidly to attain
the requirement of LFC.
In this chapter, it is assumed that there is a large number of available EVs, and
hence they have enough reserved power for the purpose of assisting conventional
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power units in the load frequency regulation. EVs are clustered and managed by
an aggregator. The concept of aggregator for EVs has been well developed [66–70].
In this regard, the aggregator plays the role of a middle master to gather and send
information and status of the dispersed EVs to the control center, and to reallocate
the requested power commands from the control center to individual EVs. With
respect to implementation, the incorporation of EVs into a smart grid requires
an open communication infrastructure such as networked control or wide-area
communication systems to update in real-time EVs data information including
the state of charge of batteries, capacity of power and the number of connected
devices [36–70, 120]. This communication comprises power line communication,
general packet radio service [47,56,69,70], an internet connection, wireless protocol
with ZigBee technology and blue-tooth [67, 120]. Therefore, the occurrence of
time delays related to EVs integration is unavoidable due to sudden congestion
of communication channels, drop-out and disordering of data packets or physical
communication faults which can be converted to time delays [71–74]. However,
the presence of time delays can degrade system dynamics performance and often
results in instability of the closed-loop system [105,110,154,155]. Notably, to deal
with the issue of time delay in the control input, the authors [154] constructed a
new type of H∞ output feedback controller and developed a new delay-dependent
stability condition for vehicle suspension systems. The structure of their proposed
controller is general and can be systematically synthesised based on LMIs with a
convex optimisation procedure.
With regard to the LFC of power systems, the presence of time delays causes
the interchange powers and frequencies oscillate widely from the scheduled values.
Thus, to manage the detrimental impact of time delays and ﬂuctuations caused by
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load disturbances, H∞ control methods for LFC of power systems have been pro-
posed (see, [103–114, 116–119]). In [103, 107–109, 116–119], Lyapunov-Krasovkii
functionals (LKFs) method with LMI was employed to design H∞ controllers
to ensure that the closed-loop system is asymptotically stable and with a guar-
anteed H∞ performance index. In these works, state feedback controllers were
designed under the assumption that the state vector is accessible and measurable.
However, it is more practical if the output information is used for the controller
design purpose. In [104–106,110–113], the authors proposed H∞ output feedback
controllers using delay-dependent LKFs method but with non-linear optimisation
process. So far, to our knowledge, there is no study on the design of dynamic
output feedback H∞ controllers for the LFC of power systems with multiple time
delays in the control input. Therefore, the development of a new LFC scheme is
worthwhile and necessary in both theoretical and practical terms to address the
problem of time delays arising from smart grids.
It is also desirable to reduce the conservativeness of the derived stability and
stabilisability conditions of time-delay systems. In this regard, it is beneﬁcial to
use the most improved integral inequality in order to estimate more accurately
the derivatives of the constructed LKFs. Recently, the authors [155] introduced a
reﬁned Jensen-based inequality (RJBI) and showed that it encompasses the well-
known Jensen inequality, and hence less conservative stability conditions can be
obtained. The resulting RJBI depends not only on the state vector but also on
single and double integrals of the state vector. Therefore, it is suitable to use with
most existing forms of augmented LKFs which consist of a quadratic term of the
state vector and some integral functionals in single, double and/or triple forms.
In this chapter, we consider a novel application of EVs to quickly help thermal
turbine units to provide the stability ﬂuctuated by the load demands. Motivated
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by the interesting results in [154], we construct a dynamic output feedback H∞
controller for the LFC of power systems with multiple time delays in the control
input. We demonstrate the capacity of EVs on suppressing the ﬂuctuations in the
frequency and interchanged power of IPSs, and concentrate on the LFC problem
and how to deal with the undesirable impacts of time delays on the performance of
the closed-loop system. We ﬁrst lay down a foundation for deriving a state-space
model of general power system topologies considering the dynamic interactions
of EVs. For the ﬁrst time, a derived state-space model contains the dynamic
interactions of EVs with multiple network-induced time delays, and how the delays
eﬀect the global stability of the infrastructure. In order to demonstrate our newly
proposed H∞ control scheme, we choose a power system with a reheated thermal
turbine and a ﬂeet of EVs with large eﬃcient reserved power. The topology
of this power system is ﬂexible enough for it to be used with other types of
generating units and renewable powers. To deal with the time-delay issue, we
use the RJBI [155] to derive less conservative synthesis conditions in LMIs form.
The controller gains can be systematically obtained based on an eﬀective design
procedure using a 2-dimensional (2D) search method combining with a convex
optimisation process.
The remaining of this chapter is organised as follows: Section 4.2 presents a
dynamic model of a power system incorporated EVs with multiple time delays
in the control input. H∞ stability analysis and controller synthesis will be given
in Section 4.3. Through extensive simulations, we verify the eﬀectiveness of EVs
integration into smart grids and our proposed control scheme in Sections 4.4.
Finally, Section 4.5 concludes the chapter.
Notations : The notation P,Q > 0 (≥ 0) indicates that P and Q are real
symmetric and positive deﬁnite (semi-deﬁnite) matrices. The superscript (.)T
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denotes matrix transposition of (.). In symmetric block matrices or complex
matrix expressions, an asterisk (*) represents a term that is induced by symmetry.
The space of square-integrable vector functions over [0,∞) is denoted by L2[0,∞),
and for w = w(t) ∈ L2[0,∞), its norm is given by ‖w‖2 =
√∫∞
t=0
|w(t)|2dt.
4.2 Time-delay Power Systems with EVs
Fig. 4.1 depicts a transfer function model of an isolated power system arising
from the original model [13,120]. In this chapter, the following considerations are
incorporated into the model: 1) a dynamic model of EVs with a time delay, h;
2) a dynamic model of a plant with reheated thermal turbine and with a time
delay, d. Please refer the notations in Fig. 4.1 in the Nomenclature. Here, the
topology of this power system is ﬂexible enough for it to be used with other
types of generating units such as hydro or thermal turbines [3, 107, 110], and the
ﬂuctuations of renewable powers such as solar and wind can be considered as
disturbances.
The bidirectional power electronic devices allow EVs to absorb and release
energy into the grid [46, 47]. To preserve system frequency at the desired value,
the control center sends the power set-point, Pc and through participation factors
αg, αe, control signals Pcg and Pce are used to adjust the power outputs of reheated
thermal turbine and EVs, respectively [120]. In our model, time-delay occurs at
the communication channel which is deployed to transmit the control signal Pcg to
the reheated thermal turbine (see, [103,105,107,110] and the references therein),
and hence the power command sent from the control center to the generator is
expressed as εg(t) = Pcg(t−d) = αgPc(t−d), where d is the network-induced time
delay between the control center and the power plant. Therefore, the dynamic of
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Figure 4.1: A transfer function model of a multiple time-delay power system
integrating EVs.
the reheated thermal generation is derived as follows⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
X˙g(t) =− 1
Tg
Xg(t)− 1
RgTg
f(t) +
1
Tg
αgPc(t− d),
P˙r(t) =− 1
Tt
Pr(t) +
1
Tt
Xg(t),
P˙g(t) =− 1
Tr
Pg(t) +
Kr
TrTt
Xg(t) +
Tt −Kr
TtTr
Pr(t).
(4.2.1)
In Fig. 4.1, EVs obtain the requested command and update their information
in real-time to aggregator through an open communication network. Therefore,
this leads to the existence of an induced time delay within the control center,
aggregator and actuators. The sending requested command to aggregator of EVs
is deﬁned as ε(t) = αePc(t − h), where h is the time delay between the control
center and the aggregator. Note that our state-space model can be adapted to ac-
commodate EVs with higher-order dynamics than a ﬁrst-order dynamical model.
However, for the ease of presentation, the ﬂeet of EVs is modelled by a ﬁrst-order
dynamics equation with time constant Te and gain Ke as this model has also been
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widely used in the literature [48, 49, 51, 54, 56, 64, 120]. Hence, the EVs output
power is expressed as P˙e(t) = − 1TePe(t) + KeTe ε(t). Therefore, we have
P˙e(t) = − 1
Te
Pe(t) +
Ke
Te
αePc(t− h). (4.2.2)
Generally, in LFC of an isolated power system, the area control errorACE(t) =
bf(t) is used to ensure zero steady-state errors of the frequency deviation. The
state and output vectors, x(t) ∈ R6, y(t) ∈ R2 are y(t) =
[
f(t) ς(t)
]T
, x(t) =
[ f(t) Xg(t) Pr(t) Pg(t) Pe(t) ς(t) ]
T , where ς(t) =
∫
ACE(t)dt.
Therefore, a state-space representation of an isolated power system with mul-
tiple time delays in the control input can be expressed as⎧⎨⎩ x˙(t) =A0x(t) + Bhu(t− h) + Bdu(t− d) + Γw(t),y(t) =Cx(t), (4.2.3)
where u(t) = Pc(t) and w(t) = Pl(t) are the control input and disturbance vectors,
respectively. A0, Bh, Bd, C and Γ are given in the Section 4.5.
According to the interesting results in [154], we construct the following dy-
namic output feedback controller for the system (4.2.3)⎧⎨⎩ ˙ˆx(t) =A
c
0xˆ(t) + A
c
hxˆ(t− h) + Acdxˆ(t− d) + Bcy(t),
u(t) =Ccxˆ(t),
(4.2.4)
where Ac0, A
c
h, A
c
d, Bc and Cc are the designed controller matrices of appropriate
dimensions.
A block-diagram implementation of the output feedback control scheme for
the system (4.2.3) is shown in Fig. 4.2. Using the controller as deﬁned in (4.2.4),
an augmented closed-loop system is expressed as follows
˙¯x(t) =A¯0x¯(t) + A¯hx¯(t− h) + A¯dx¯(t− d) + Γ¯w(t), (4.2.5)
where
x¯(t) =
[
x(t)
xˆ(t)
]
, Γ¯ =
[
Γ
0
]
, A¯0 =
[
A0 0
BcC A
c
0
]
, A¯h =
[
0 BhCc
0 Ach
]
, A¯d =
[
0 BdCc
0 Acd
]
.
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Figure 4.2: Block-diagram implemetation of dynamic output feedback control
scheme.
We deﬁne z(t) = ς(t) = E¯x¯(t) as an observation vector, where E¯ = [E 0] and
E is given in the Section 4.6.1.
The main objective of this chapter is to determine the parameters of the con-
troller (4.2.4) such that: (1) The augmented closed-loop system (4.2.5) is asymp-
totically stable and (2) The closed-loop system guarantees that ‖z‖2 < γ‖w‖2
for all non-zero w ∈ L2[0,∞), where γ is referred in this chapter as the robust
performance index (RPI).
4.3 H∞ Dynamic Output Feedback Control
4.3.1 H∞ Stability Analysis
In this section we develop H∞ condition for the system (4.2.5). For given
controller gain matrices Ac0, A
c
h, A
c
d, Bc and Cc in (4.2.4), Theorem 1 presents
a suﬃcient condition under which the augmented closed-loop system (4.2.5) is
asymptotically stable with an H∞ disturbance attenuation level. First, let us
introduce the following RJBI [155] which will be used to derive stability conditions
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for the system (4.2.5).
Lemma 1. [155] For a given n×n matrix R > 0 and a continuous diﬀerentiable
function x : [a, b] → Rn, the following inequality holds
IqR(x˙) ≥
1
b− a
⎡⎢⎢⎢⎢⎣
ζ1
ζ2
ζ3
⎤⎥⎥⎥⎥⎦
T ⎡⎢⎢⎢⎢⎣
R 0 0
0 3R 0
0 0 5R
⎤⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎣
ζ1
ζ2
ζ3
⎤⎥⎥⎥⎥⎦ , (4.3.1)
where
IqR(x˙) =
∫ b
a
x˙T (s)Rx˙(s)ds, ζ1 = x(b)− x(a), ζ2 = x(b) + x(a)− 2
b− a
∫ b
a
x(s)ds,
ζ3 =x(b)− x(a) + 6
b− a
∫ b
a
x(s)ds− 12
(b− a)2
∫ b
a
∫ b
s
x(u)duds.
Lemma 2. [166] LetW be a symmetric positive deﬁnite matrix. For any matrices
U , V of appropriate dimensions, U = UT , then⎡⎢⎣ U V
V T W
⎤⎥⎦ > 0 (4.3.2)
if and only if U − VW−1V T > 0.
To facilitate in presenting our conditions, let us denote the matrices
ei =[0(2n)×i(2n) I 0(2n)×(7−i)(2n)], 0 ≤ i ≤ 7,
Fh =
⎡⎢⎢⎣
e0 − e2
e0 + e2 − 2e4
e0 − e2 + 6e4 − 6e6
⎤⎥⎥⎦ , Fd =
⎡⎢⎢⎣
e0 − e3
e0 + e3 − 2e5
e0 − e3 + 6e5 − 6e7
⎤⎥⎥⎦ ,
χ(t) =
[
x¯T (t) ˙¯xT (t) x¯T (t− h) x¯T (t− d) χT1 (t) χT2 (t) χT3 (t) χT4 (t)
]T
,
where
χ1(t) =
1
h
∫ t
t−h
x¯(s)ds, χ2(t) =
1
d
∫ t
t−d
x¯(s)ds, χ3(t) =
2
h2
∫ t
t−h
∫ t
s
x¯(u)duds,
χ4(t) =
2
d2
∫ t
t−d
∫ t
s
x¯(u)duds.
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By employing Lemma 1, a stability condition for (4.2.5) is derived and it is
given in the following theorem.
Theorem 1. For given scalars h, d > 0, γ > 0, and λ, system (4.2.5) is asymptoti-
cally stable with an H∞ attenuation level if there exist symmetric positive deﬁnite
matrices P,Qh, Qd, Rh, Rd ∈ R2n×2n, and N0 ∈ R2n×2n satisfying the following
LMI
Π =
⎡⎢⎢⎢⎢⎣
Π11 Π12 Π13
∗ Π22 0
∗ ∗ Π33
⎤⎥⎥⎥⎥⎦ < 0, (4.3.3)
where
Π11 = Ω0 + Ω1 − Ω2 + Ω3,Π12 = U Γ¯,Π13 = eT0 E¯T ,Π22 = −γ2Im,
Π33 = −Iq,Ω0 = eT0 Pe1 + eT1 Pe0, R̂ = h2Rh + d2Rd,
Ω1 = e
T
0 (Qh +Qd)e0 − eT2Qhe2 − eT3Qde3 + eT1 R̂e1,
Ω2 = F
T
h RhFh + F Td RdFd,Rh = diag(Rh, 3Rh, 5Rh),
Rd = diag(Rd, 3Rd, 5Rd),Ω3 = UV + VTUT ,
U = (eT0 + λeT1 )NT0 ,V = −e1 + A¯0e0 + A¯he2 + A¯de3.
Proof. Let P,Qh, Qd, Rh, andRd be symmetric positive deﬁnite matrices satisfying
(4.3.3). We construct the following Lyapunov-Krasovskii functional candidate:
V (x¯t) =x¯
T (t)Px¯(t) +
∫ t
t−h
x¯T (s)Qhx¯(s)ds+ h
∫ 0
−h
∫ t
t+s
˙¯xT (u)Rh ˙¯x(u)duds
+
∫ t
t−d
x¯T (s)Qdx¯(s)ds+ d
∫ 0
−d
∫ t
t+s
˙¯xT (u)Rd ˙¯x(u)duds.
(4.3.4)
It is obvious that V (x¯t) is a positive deﬁnite functional. Then, the derivative
of V (x¯t) along the trajectories of (4.2.5) is given by
V˙ (x¯t) =χ
T (t)(Ω0 + Ω1)χ(t)− h
∫ t
t−h
˙¯xT (s)Rh ˙¯x(s)ds
− d
∫ t
t−d
˙¯xT (s)Rd ˙¯x(s)ds. (4.3.5)
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By using (4.3.1), the integral terms of (4.3.5) are bounded by
− h
∫ t
t−h
˙¯xT (s)Rh ˙¯x(s)ds− d
∫ t
t−d
˙¯xT (s)Rd ˙¯x(s)ds ≤ −χT (t)Ω2χ(t). (4.3.6)
On the other hand, by utilizing the free-weighting matrix technique [167], we
have
2[(x¯T (t) + λ ˙¯xT (t))NT0 ]×
[− ˙¯x(t) + A¯0x¯(t) + A¯hx¯(t− h) + A¯dx¯(t− d) + Γ¯w(t)] = 0.
(4.3.7)
Therefore
χT (t)Ω3χ(t) + χ
T (t)U Γ¯w(t) + w(t)T Γ¯TUTχ(t) = 0. (4.3.8)
Adding the left-hand side of the above identity to the right-hand side of (4.3.5)
and from (4.3.6) we have
V˙ (x¯t) + z
T (t)z(t)− γ2wT (t)w(t) ≤ χT0 (t)
⎧⎪⎨⎪⎩
⎡⎢⎣Π11 Π12
∗ Π22
⎤⎥⎦+ FTF
⎫⎪⎬⎪⎭χ0(t),
(4.3.9)
where χ0(t) = [χ
T (t) wT (t)]T ,F = [E¯ 0 · · · 0].
By Lemma 2, (4.3.3) holds if and only if⎡⎢⎣Π11 Π12
∗ Π22
⎤⎥⎦+ FTF < 0. (4.3.10)
This leads to
V˙ (x¯t) + z
T (t)z(t)− γ2wT (t)w(t) ≤ 0. (4.3.11)
Now, we are in the position to prove that the closed-loop system (4.2.5) is
asymptotically stable with an H∞ disturbance attenuation level γ. Observe that,
without the disturbance, that means w(t) = 0, (4.3.11) implies that V˙ (x¯t) is
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negative deﬁnite, and thus system (4.2.5) is asymptotically stable. The inequality
(4.3.11) guarantees
V˙ (x¯t)− γ2wT (t)w(t) ≤ 0 (4.3.12)
Integrating both sides of (4.3.11) from zero to tf > 0, we obtain
V (tf )− V (0) +
∫ tf
0
zT (t)z(t)dt ≤ γ2
∫ tf
0
wT (t)w(t)dt
≤ γ2
∫ ∞
0
wT (t)w(t)dt = γ2‖w‖22.
(4.3.13)
Therefore, if (4.3.11) holds then the augmented closed-loop system (4.2.5) is
asymptotically stable with anH∞ attenuation level γ. The proof is completed.
4.3.2 Controlller Synthesis
In this section, we solve the problem of ﬁnding the controller parameters to
ensure that the closed-loop system (4.2.5) is stable with an H∞ attenuation level.
Based on Theorem 1, we will convert condition (4.3.3) into matrix inequalities.
Then, a procedure is proposed to design controller gain matrices Ac0, A
c
h, A
c
d, Bc, Cc
from solutions of the proposed matrix inequalities conditions. We are now in a
position to present our H∞ stabilisability conditions in the following theorem.
Theorem 2. System (4.2.5) is H∞ stabilisable if there exist scalars γ > 0, λ, sym-
metric positive deﬁnite matrices X, Y ∈ Rn×n, Pˆ , Qˆh, Rˆh, Qˆd, Rˆd ∈ R2n×2n and
matrices Aˆ0, Aˆh, Aˆd ∈ Rn×n, Bˆ ∈ Rn×r, and Cˆ ∈ Rm×n satisfying the following
matrix inequalities
Nˆ =
⎡⎢⎣X In
In Y
⎤⎥⎦ > 0,
⎡⎢⎢⎢⎢⎣
Πˆ11 Πˆ12 Πˆ13
∗ −γ2Im 0
∗ ∗ −Iq
⎤⎥⎥⎥⎥⎦ < 0, (4.3.14)
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where
Πˆ12 =
[
ΘT1 Θ
T
2 0m×6(2n)
]T
, Πˆ13 =
[
ΘT3 0q×7(2n)
]T
,Θ1 =
[
ΓT ΓTY
]T
,
Θ2 = λΘ1,Θ3 =
[
EX E
]T
, Rˇh = diag(Rˆh, 3Rˆh, 5Rˆh), Rˇd = diag(Rˆd, 3Rˆd, 5Rˆd),
Πˆ11 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
Λ11 Λ12 Λ13 Λ14 0(2n)×4(2n)
∗ Λ22 Λ23 Λ24 0(2n)×4(2n)
∗ ∗ Λ33 0(2n)×(2n) 0(2n)×4(2n)
∗ ∗ ∗ Λ44 0(2n)×4(2n)
∗ ∗ ∗ ∗ 04(2n)×4(2n)
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
− (F Th RˇhFh + F Td RˇdFd),
Λ11 =
⎡⎢⎣Υ11 Υ12
∗ Υ22
⎤⎥⎦+ Qˆh + Qˆd,Υ11 = A0X +XAT0 ,Υ12 = A0 + AˆT0 ,
Υ22 = Y A0 + A
T
0 Y + C
T BˆT + BˆC,Λ12 = Pˆ − NˆT + λ
⎡⎢⎣XAT0 AˆT0
AT0 A
T
0 Y + C
T BˆT
⎤⎥⎦ ,
Λ22 = h
2Rˆh + d
2Rˆd − λ(Nˆ + NˆT ),Λ13 =
⎡⎢⎣BhCˆ 0
Aˆh 0
⎤⎥⎦ ,Λ23 = λΛ13,Λ33 = −Qˆh,
Λ14 =
⎡⎢⎣BdCˆ 0
Aˆd 0
⎤⎥⎦ ,Λ24 = λΛ14,Λ44 = −Qˆd, Pˆ =
⎡⎢⎣Pˆ11 Pˆ12
∗ Pˆ22
⎤⎥⎦ , Qˆh =
⎡⎢⎣Qˆh11 Qˆh12
∗ Qˆh22
⎤⎥⎦ ,
Qˆd =
⎡⎢⎣Qˆd11 Qˆd12
∗ Qˆd22
⎤⎥⎦ , Rˆh =
⎡⎢⎣Rˆh11 Rˆh12
∗ Rˆh22
⎤⎥⎦ , Rˆd =
⎡⎢⎣Rˆd11 Rˆd12
∗ Rˆd22
⎤⎥⎦ .
The controller gain matrices Ac0, A
c
h, A
c
d, Bc, and Cc are given by
Ac0 =Ξ
−1
(
Aˆ0 − Y A0X − BˆCX
)
Ψ−T , Ach = Ξ
−1(Aˆh − Y BhCˆ)Ψ−T ,
Acd =Ξ
−1(Aˆd − Y BdCˆ)Ψ−T , Bc = Ξ−1Bˆ, Cc = CˆΨ−T ,
(4.3.15)
where Ψ,Ξ are non-singular matrices satisfying ΨΞT = In −XY.
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Proof : By Schur complement lemma, it follows that In − XY < 0. For a
non-singular matrix Ψ, we deﬁne Ξ = (In−Y X)Ψ−T then Ξ is also a non-singular
matrix. In addition, ΨΞT = In −XY . Now, let us deﬁne the following matrices
L1 =
[
X In
ΨT 0
]
, L2 =
[
In Y
0 ΞT
]
(4.3.16)
From the fact
LT1L2 =
[
X In
In Y
]
> 0, (4.3.17)
hence L1, L2 are non-singular matrices. Moreover
L2L
−1
1 = L
−T
1
[
X In
In Y
]
L−11 . (4.3.18)
At this time we deﬁne Nˆ =
[
X In
In Y
]
, N0 = L
−T
1 NˆL
−1
1 = L2L
−1
1 , P = L
−T
1 PˆL
−1
1 ,
Qh = L
−T
1 QˆhL
−1
1 , Qd = L
−T
1 QˆdL
−1
1 , Rh = L
−T
1 RˆhL
−1
1 , Rd = L
−T
1 RˆdL
−1
1 .
Let L = diag{L1, · · · , L1, I, I}. By pre- and post-multiplying (4.3.3) with LT
and L, respectively, it can be shown that, matrix inequality (4.3.14) holds if and
only if (4.3.3) holds. The proof is completed.
When λ and γ are ﬁxed, the presented conditions (4.3.14) are reduced to LMIs.
Therefore we can now use a 2D search method with convex optimisation algorithm
such as the LMI toolbox in Matlab. Also note that the two parameters γ and λ
are independent of each other and hence, we can use parallel computing to ﬁnd
the two feasible parameters. Furthermore, γ is the robust performance index of
the closed-loop system, therefore, it is positive and ﬁnite. This can relax the
diﬃculty in searching for the two feasible parameters.
A procedure to design an output feedback H∞ controller (4.2.4) for the system
(4.2.3) can be performed as follows
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H∞ Dynamic Output Feedback Controller Synthesis Procedure
Step 1: Obtain A0, Bh, Bd, Γ, C, E, d and h.
Step 2: Solve matrix inequality (4.3.14) by a 2D search method (γ, λ)
and xfeas command with Robust control toolbox in Matlab
software to obtain the two feasible parameters γ and λ and
LMI variables Aˆd, X, Y , Aˆ0, Aˆh, Bˆ and Cˆ.
Step 3: Select an arbitrary non-singular matrix Ψ, for instance
Ψ = In, compute Ξ = (In − Y X)Ψ−T , then obtain the controller
gains Ac0, Bc, Cc, A
c
h, and A
c
d according to (4.3.15).
4.4 Integration of EVs into Smart Grids
4.4.1 H∞ Control Validation
In this section, we apply our proposed control scheme presented in Section 4.3
to design an H∞ output feedback controller for the LFC of a TDPS. Firstly, to
verify the eﬀectiveness of our proposed control scheme, we undertake a Scenario
IVA analysis on a topology of a power system integrating EVs with multiple time
delays in the control input. In accordance with (4.2.1)-(4.2.3) and Section 4.6.1,
data of the studied system can be obtained. By solving (4.3.14) and applying a
2D searching method, an H∞ controller can be obtained. The aim of this Scenario
IVA study is to show that our controller can stabilise the proposed system with a
given robust performance index (RPI) γ and to visualise the collaboration between
EVs and reheated thermal turbines to pump power into power grids to suppress
the ﬂuctuations of system disturbance w(t). For 2D searching, we set RPI as
γ ∈ [0 : 10 : 100] and searching parameter λ ∈ [0 : 0.1 : 2]. The minimum
closed-loop H∞ performance index γmin and their corresponding parameters λ of
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2D search (λ, γ) are tabulated in Table 4.1.
Table 4.1: Scenario IVA analysis
Time-delays
d 1.0 1.0 2.0 1.0 2.0 3.0 1.0 2.0 3.0
h 1.0 2.0 2.0 3.0 3.0 3.0 4.0 4.0 4.0
2D Searching Parameters
λ 0.5 0.5 0.7 1.1 0.8 1.0 0.9 0.9 0.8
γ 10 20 20 20 20 20 30 30 40
αg = 0.4, αe = 0.6, γ ∈ [0 : 10 : 100], λ ∈ [0 : 0.1 : 2], d, h: second
As can be seen from Table 4.1 that for the given values of d and h, an output
feedback H∞ controller for the proposed power system can be obtained in all case
studies. It is clear that, a closed-loop system with a smaller time delay can achieve
better H∞ performance, which is represented by the smaller values of RPI γ. On
the other hand, higher value of λ will lead to the system responses converge to zero
with slower rate. For illustrative purpose, Figs. 4.3(a)-(d) illustrate the responses
of the augmented closed-loop system subjected to a 0.2pu step change in load
demand Pl(t). As can be observed from Figs. 4.3(a) and (b) that the objective of
LFC scheme is achieved as f(t) is brought back to zero after a ﬁnite time in all
illustrative case studies. On the other hand, Figs. 4.3(c) and (d) illustrate that
reheated thermal turbine and EVs provide power into smart grid corresponding
to their participation factors of αg = 0.4 and αe = 0.6, respectively.
In our work, an output controller can still be designed to control EVs output
power to attain the requirement of LFC scheme even when the original thermal
power plant is unable to receive control signal from the control center. To validate
this point, we have implemented a Scenario IVB simulation where the control
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Figure 4.3: System responses of closed-loop system subjected to 0.2pu step change
in load demand in Scenarios IVA: (a)f(t) closed-loop system; (b)f(t) open loop
system; (c)Pg(t); and (d)Pe(t).
signal is sent to EVs only. In this case we set the pair of participation factors as
αg = 0, αe = 1. For illustrative purpose, Figs. 4.4(a) and (b) show the responses
of f(t) and Pe(t) of the augmented closed-loop system subjected to a 0.1pu step
change in load demand Pl(t) for Scenario IVB. As can be seen from the ﬁgure,
the objective of LFC scheme is still achieved as f(t) is brought back to zero after
a ﬁnite time.
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Figure 4.4: System responses subjected to 0.1pu step change in load demand in
Scenarios IVB: (a)f(t) and (b)Pe(t).
4.4.2 The Impacts of Time-delays
As we mentioned earlier, the presence of time delays in the control input has
a detrimental impact on the stability and performance of the closed-loop system.
In this part, we show the need and the importance of our design method to deal
with the time delays in the control input. For this, we conducted some simulation
tests by ﬁrst using an H∞ output feedback controller that was designed for the
system without any time delays in the control input vector as follows
When time delays are not considered (i.e. h = 0, d = 0), the system (4.2.3)
can be rewritten as follow⎧⎨⎩ x˙(t) =A0x(t) + Bu(t) + Γw(t),y(t) =Cx(t), (4.4.1)
where B = Bd + Bh and A0, Γ, C, x(t), y(t) are as deﬁned in (4.2.3). To design
an output feedback controller for the system (4.4.1), the following controller is
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constructed ⎧⎨⎩ ˙ˆx(t) =A˜
c
0xˆ(t) + B˜cy(t),
u(t) =C˜cxˆ(t),
(4.4.2)
where A˜c0, B˜c and C˜c are controller gains of appropriate dimensions.
Using the controller as deﬁned in (4.4.2), an augmented closed-loop system is
expressed as follows
˙˜x(t) = A˜0x˜(t) + Γ¯w(t), (4.4.3)
where x˜(t) =
[
x(t)
xˆ(t)
]
, Γ¯ =
[
Γ
0
]
, A˜0 =
[
A0 BC˜c
B˜cC A˜
c
0
]
.
Then, similar to Theorem 2, output feedback controller synthesis conditions for
the power system (4.4.1) without control delay can be obtained. However, when
there are time delays in the control input, i.e., h = 0 and d = 0, the augmented
closed-loop system experiences performance deterioration as the frequency oscil-
lates widely from its scheduled value, whenever the system is subjected to any
load disturbance Pl(t).
The following analysis shows the impact of the time delay on the closed-loop
system. For this, the above designed controller (A˜c0, B˜c and C˜c) (4.4.1) is used and
the performance of the closed-loop system is observed when time delays h, d > 0
occur in the control input. Using this controller together with the existence of the
time delays, the closed-loop system (4.4.3) is now expressed as follows
˙¯x(t) = A¯0x¯(t) + A¯hx¯(t− h) + A¯dx¯(t− d) + Γ¯w(t), (4.4.4)
x¯(t) =
[
x(t)
xˆ(t)
]
, Γ¯ =
[
Γ
0
]
, A¯0 =
[
A0 0
B˜cC A˜
c
0
]
, A¯h =
[
0 BhC˜c
0 0
]
, A¯d =
[
0 BdC˜c
0 0
]
.
To demonstrate the impacts of the time delays on the performance of the
closed-loop system (4.4.4), we undertook Scenario IVC simulations for various
time delays (Table 4.2).
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Table 4.2: Scenario IVC analysis
Controller design for system without time-delay(Scenario IVC)
λ 0.5 0.5 0.7 1.1 0.8 1.0 0.9 0.9 0.8
γ 10 20 20 20 20 20 30 30 40
Time delay tests
d 1.0 1.0 2.0 1.0 2.0 3.0 1.0 2.0 3.0
h 1.0 2.0 2.0 3.0 3.0 3.0 4.0 4.0 4.0
Fig. 4.5 shows the responses of f(t) subjected to a 0.2 pu step change in the
load demand. Among them, it can be seen that the presence of time delays clearly
degrades the performance of the closed-loop system (4.4.4) and lead to instability
for large enough time delays, for example f(t) deviated far from zeros. In analysing
the impact of the time delays, we recognize that a larger value of time delay causes
more performance deterioration of the closed-loop system. On the other hand, by
using our controller (4.2.3) as presented in Scenario IVA, the system frequency
converged to scheduled value. Therefore, this clearly demonstrates the impacts
of the time delays d, h on the closed-loop system and justiﬁes our motivation
to design a new output feedback controller which can deal with the presented
problem.
4.4.3 Robustness of Proposed Control Scheme
In this chapter, we assume that there is enough EVs which are connected to the
grid so that their contribution to LFC is smaller than their capacity which means
that there is still enough reserve power and stored energy in their batteries. Thus,
under this assumption, and as we have already demonstrated, EVs were able to
provide their share of 60% and therefore fully participated in the LFC to meet
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Figure 4.5: subjected to 0.2pu step change in load demand in Scenarios IVC:
(a)f(t) with d = 1, h = 2; (b)f(t) with d = 1, h = 1; (c)f(t) with d = 2, h = 3
and (d)f(t) with d = 1, h = 3.
the load demand. In such case, we only need 40% contribution from the thermal
plant. Nevertheless, we have undertaken further analysis on the behaviors of EVs
including SOC levels and the stochastic nature of EVs due to them being plugged
in and out of the grid. Motivated from the autonomous state of charge (SOC)
control for primary frequency control (PFC) of EVs [49,52–55,65] in the following
scenario (Scenario IVD), we consider a coordination of EVs’ state of charge (SOC)
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Figure 4.6: A transfer function model of a multiple time-delay power system
integrating EVs coordinated SOC control.
control and H∞ LFC control.
Fig. 4.6 now shows a block diagram of a general transfer function of a multiple
time-delay power system integrating EVs and a coordinated SOC control arising
from our proposed smart grid in Section 4.2 and [49, 52–55, 65]. It is noted that,
in Fig. 4.6 the SOC calculation block has been added and the EVs’ powers are
determined by the control input signal ε(t) rather than frequency deviation f(t)
as in PFC of EVs. In order to help the reheated thermal turbine to suppress the
ﬂuctuation of the change in load demand, each EV pumps power to grids according
to power request εei(t) and a gain K¯ei. For simplicity of demonstration, we assume
that εei(t) = ε(t)/Ne, i = 1, . . . , Ne, where Ne is the number of connected EVs.
For autonomous SOC control [49,52–54,65] the gain K¯ei of i
th EV is obtained as
follows
K¯ei = Kei
{
1−
(
SOCi − SOClow(high),i
SOCmax(min),i − SOClow(high),i
)vi}
= Kei +ΔKei, (4.4.5)
89
where SOClow,i and SOChigh,i are the low and high battery SOCi, respectively,
SOCmin,i and SOCmax,i are the minimum and maximum battery SOCi, respectively
[65], and vi is the speciﬁcation of the designed battery SOCi. It can be seen
that, with smaller value of SOCi, the EVi is discharged with smaller value of
K¯ei. When SOCi  SOChigh,i ( SOCi ≤ SOClow,i), EV is discharged (charged)
with K¯ei = Kei. On the other hand, SOCi ≤ SOCmin,i ( SOCi  SOCmax,i), EV is
discharged (charged) with K¯ei = 0 [49, 52–54, 65]. For simplicity, we assume that
Kei = Ke, i = 1, . . . , Ne, where Ke = 1 is deﬁned in Section 4.2.
Accordingly, the output power of an individual EV is regulated as follows
P˙ei(t) = − 1
Tei
Pei(t) +
K¯ei
Tei
εei(t)
= − 1
Tei
Pei(t) +
(
Kei +ΔKei
Tei
)(
Pce(t− h)
Ne
)
.
(4.4.6)
Therefore, the output power of EVs are obtained as
P˙e(t) =
Ne∑
i=1
(
− 1
Tei
Pei(t) +
Kei +ΔKei
Tei
εei(t)
)
= − 1
Te
Pe(t) +
(
Ke
Te
+
∑Ne
i=1ΔKei
TeNe
)
ε(t)
= − 1
Te
Pe(t) +
Ke +ΔKe
Te
Pce(t− h)
(4.4.7)
where ΔKe = (
∑Ne
i=1ΔKei)/Ne.
It can be seen from (4.4.7) that even when Ne changes frequently, 0 ≤ K¯e ≤ Ke
due to
−Ke ≤ ΔKe = Ke
⎛⎝−∑Nei=1
(
SOCi−SOClow(high),i
SOCmax(min),i−SOClow(high),i
)vi
Ne
⎞⎠ ≤ 0.
Hence, the proposed system can be expressed into the form of a time-delay
system with uncertainty as follows
x˙(t) = A0x(t) + (Bh +ΔBh)u(t− h) + Bdu(t− d) + Γw(t), (4.4.8)
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Table 4.3: Scenario IVD analysis
Case IVD1 IVD2 IVD3 IVD4 IVD5
Range of SOC [≥ 70%] [60%, 70%] [50%, 65%] [40%, 60%] [35%, 55%]
K¯mine 1.00 0.96 0.84 0.64 0.51
K¯maxe 1.00 1.00 0.99 0.96 0.91
SOCmin,i = 20%, SOChigh,i = 70%, vi = 2, Kei = 1.
where Bh =
[
01×4 β6 0
]T
,ΔBh =
[
01×4 Δβ6 0
]T
, β6 =
Ke
Te
,Δβ6 =
ΔKe
Te
.
Applying our designed controller (4.2.5), the closed loop system can be ob-
tained as follows
˙¯x(t) =A¯0x¯(t) + (A¯h +ΔA¯h)x¯(t− h) + A¯dx¯(t− d) + Γ¯w(t), (4.4.9)
where
x¯(t) =
[
x(t)
xˆ(t)
]
, Γ¯ =
[
Γ
0
]
, A¯0 =
[
A0 0
BcC A
c
0
]
,
A¯h =
[
0 BhCc
0 Ach
]
,ΔA¯h =
[
0 ΔBhCc
0 0
]
, A¯d =
[
0 BdCc
0 Acd
]
.
Let us concentrate on the robustness analysis of our proposed control scheme.
To do that, we undertook extensive simulations to test the performance of our
H∞ output feedback scheme for various situations, where K¯e = Ke + ΔKe is
considered within an interval, i.e. K¯mine ≤ K¯e ≤ K¯maxe , tabulated in Table 4.3.
For illustrative purpose, Figs. 4.7(a)-4.7(b) and 4.7(d) show the responses of
f(t), Pe(t) and Pg(t) to a 0.2pu step load change and d = 3, h = 4 seconds time
delay under the Scenarios IVD1, IVD3 and IVD5. As expected, the steady-state
value of f(t) is brought back to zero after a ﬁnite time. Note also that when a
SOC control is coordinated, the output power of EVs is less than the expected
EVs power deﬁned according to participation factor αe.
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Figure 4.7: Responses subjected to 0.2pu step change in load demand in IVD
where d = 3 s, d = 4 s: (a) f(t); (b) Pe(t); (c) K¯e and (d) Pg(t)
In the next analysis, we also consider a scenario (Scenario IVE) where in
additional to coordinating SOC control, we also have EVs subjected to stochastic
ﬂuctuations due to them being plugged in and out of the grid. In this test, we
simulated three cases depicting some realistic situations where the power output
of EVs is subjected to ﬂuctuations of 8%, 4% and 0% from its nominal values and
that the ﬂuctuations occur within each time interval of one second. In this test,
SOC of all connected EVs are assumed to be in a range of [60%, 70%] (Scenario
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IVD2) and hence, K¯e is varied in a range of [0.96, 1].
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Figure 4.8: f(t) responses to 0.2pu step change in load demand in Scenario IVE.
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Figure 4.9: Pe(t) responses to 0.2pu step change in load demand in Scenario IVE.
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Figs. 4.8-4.9 show the system responses of f(t) and Pe(t) subjected to a 0.2pu
step load change under the Scenario IVE where d = 1, h = 2 seconds. As expected,
due to random ﬂuctuations of EVs, the steady-state value of f(t) cannot be exactly
zero, but our proposed control scheme can still manage that it is still within an
acceptable value as there is a small magnitude of ﬂuctuations around zero. Also,
f(t) has a larger magnitude of ﬂuctuations when there is a larger change in the
output of EVs. On the other hand, the output power of EVs are within the
expected nominated value of [0.115pu, 0.12pu] with 8% and 4% of ﬂuctuations.
4.4.4 Integration EVs for Multi-area IPSs
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Figure 4.10: A transfer function model of an IPS with multiple time delays.
Fig. 4.10 depicts a general transfer function model ofN -area IPS with multiple
time delays in the control input arising from Fig. 4.1. In this model, the main
purpose of LFC is to maintain not only frequency deviations fi(t) but also the
interchange power Ptie,i(t) at the desired values. Therefore, the area control errors
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ACEi(t) = Ptie,i(t) + bifi(t) are used to ensure zero steady-state errors of Ptie,i(t)
and fi(t). Note that, for a multi-area IPS,
∑N
i=1 Ptie,i(t) = 0 and the interchange
power is expressed as P˙tie,i(t) = 2π
∑N
j=1,j =i Tij(fi(t)− fj(t)).
The local state and output vectors for each area, xi(t) ∈ R7, yi(t) ∈ R3
are deﬁned as xi(t) = [ fi(t) Xgi(t) Pri(t) Pgi(t) Pei(t) ςi(t) Ptie,i(t) ]
T , yi(t) =[
fi(t) ςi(t) Ptie,i(t)
]T
, where ςi(t) =
∫
ACEi(t)dt.
Accordingly, a state-space representation of an IPS with multiple time delays
can be expressed as follows⎧⎪⎪⎨⎪⎪⎩
x˙(t) =A0x(t) +
N∑
i=1
Bhiu(t− hi) +
N∑
i=1
Bdiu(t− di) + Γw(t),
y(t) =Cx(t),
(4.4.10)
where
x(t) =[xT1 (t) · · · xTN(t)]T , y(t) = [yT1 (t) · · · yTN(t)]T ,
u(t) =[Pc1(t) · · ·PcN(t)]T , w(t) = [Pl1(t) · · ·PlN(t)]T
and A0, Bhi , Bdi , i = 1, ..., N , Γ and C are given in the Section 4.6.2
Again, motivated by the results of [154], we consider the following dynamic
output feedback controller for the system (4.4.10)⎧⎪⎪⎨⎪⎪⎩
˙ˆx(t) =Ac0xˆ(t) +
N∑
i=1
Achi xˆ(t− hi) +
N∑
i=1
Acdi xˆ(t− di) + Bcy(t),
u(t) =Ccxˆ(t),
(4.4.11)
where Ac0, A
c
hi
, Acdi , Bc and Cc are designed controller matrices of appropriate
dimensions.
Using the controller as deﬁned in (4.4.11), an augmented closed-loop system
is expressed as follows
˙¯x(t) = A¯0x¯(t) +
N∑
i=1
A¯hi x¯(t− hi) +
N∑
i=1
A¯di x¯(t− di) + Γ¯w(t), (4.4.12)
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Figure 4.11: f1(t), f2(t) and f3(t) responses subjected to 0.2pu, 0.1pu and 0.05pu
step change in load demands at power Areas 1, 2 and 3, respectively.
where
x¯(t) =
[
x(t)
xˆ(t)
]
, Γ¯ =
[
Γ
0
]
, A¯0 =
[
A0 0
BcC A
c
0
]
, A¯hi =
[
0 BhiCc
0 Achi
]
, A¯di =
[
0 BdiCc
0 Acdi
]
.
We deﬁne z(t) =
[
zT1 (t), · · · , zTN(t)
]T
= E¯x¯(t) as an observation vector, where
zi(t) = ςi(t) =
∫
ACEi(t)dt, E¯ = [E 0] and E is given in the Section 4.6.2.
Then, similar to the proof of Theorem 2, controller synthesis conditions for the
interconnected system can be derived. Even though, our results of this chapter can
be applied to general topologies of ISG with a number of power areas. However,
for the simplicity of demonstration, we consider a three-area ISG (N = 3). This
topology is quite practical and large enough to present the proﬁciency of our
proposed control scheme. We design an output feedback H∞ controller for the
studied system with given time delays di = 0.5 s, hi = 1 s.
For illustrative purpose, Fig. 4.11 shows the responses of fi(t) and Ptie,i(t),
i = 1, 2, 3 of the augmented closed-loop system (4.4.12) subjected to 0.2pu, 0.1pu
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and 0.05pu step change in load demands at Areas 1, 2 and 3, respectively. As
can be seen that the objective of LFC scheme is achieved since the frequency
deviations fi(t) and interchange power deviations Ptie,i(t) are brought back to
zero after a ﬁnite time.
4.4.5 Exponential H∞ Dynamic Output Feedback Control
In this section we consider an exponential H∞ output feedback control for
ISGs with the consideration of time-delay in the communication channel between
control center and aggregation of EVs only. In this situation di = 0 and (4.4.10)
can be rewritten as follows⎧⎪⎪⎨⎪⎪⎩
x˙(t) =Ax(t) + Bdu(t) +
N∑
i=1
Bhiu(t− hi) + Γw(t),
y(t) =Cx(t), z(t) = Ex(t),
(4.4.13)
where x(t), u(t) =
[
uT1 (t), . . . , u
T
N(t)
]T
, w(t), y(t), and z(t) are deﬁned as in
(4.4.10).
We construct an observer-based controller of the following form⎧⎪⎪⎨⎪⎪⎩
˙ˆx(t) =Ac0xˆ(t) +
N∑
i=1
Achi xˆ(t− hi) + Bcy(t),
u(t) =Ccxˆ(t),
(4.4.14)
where Ac, A
c
hi
Bc and Cc are controller matrices of appropriate dimensions which
will be designed.
By controller (4.4.14), the closed-loop system of (4.4.13) is given by
˙¯x(t) =A¯x¯(t) +
N∑
i=1
A¯hi x¯(t− hi) + Γ¯w(t),
z(t) =E¯x¯(t),
(4.4.15)
where A¯ =
[
A BdCc
BcC A
c
0
]
, A¯i =
[
0 BhiCc
0 Achi
]
, Γ¯ =
[
Γ
0
]
, E¯ =
[
E 0
]
. Firstly, we
introduce the following deﬁnitions
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Deﬁnition 1. For given α > 0 and γ > 0, system (4.4.13) is said to be exponen-
tially H∞ stabilizable if there exists an dynamic output feedback controller (4.4.14)
satisfying the following two requirements:
(i) The closed-loop system (4.4.15) without disturbance, i.e., w(t) = 0, is α-
exponentially stable, that means, there exists a positive number β such that
every solution x¯(t, φ) of (4.4.15) satisﬁes x¯(t, φ)‖ ≤ β‖φ‖e−αt, t ≥ 0.
(ii) There is a number c0 > 0 such that sup
∫∞
0 ‖z(t)‖2dt
c0‖φ‖2+
∫∞
0 ‖w(t)‖2dt
≤ γ2,
where the supremum is taken over all C([−hmax, 0],Rn), hmax = max{h1, . . . , hN}
and all non-zero w ∈ L2([0,∞),Rq).
Now, we analyse the exponential H∞ performance of system (4.4.15). More
precisely, for given controller gain matrices Ac, A
c
hi
(i = 1, . . . , N), Bc and Cc,
we derive conditions such that the closed-loop system (4.4.15) is α-exponentially
stable with an H∞ disturbance attenuation level which are presented in the fol-
lowing Theorem 3. Then, we solve the problem of controller synthesis for H∞
stabilization of system (4.4.13) by converting the condition (4.4.16) into tractable
linear matrix inequalities (LMIs).
Theorem 3. For given α > 0 and γ > 0, system (4.4.15) is α-exponentially
stable with an H∞ disturbance attenuation level γ if there exist symmetric positive
deﬁnite matrices P ∈ R2n×2n, Qi ∈ R2n×2n (i = 1, . . . , N) such that the following
linear matrix inequality holds
Π =
⎡⎢⎢⎢⎢⎣
Π11 Π12 Π13
∗ −Π22 0
∗ ∗ −Π33
⎤⎥⎥⎥⎥⎦ < 0, (4.4.16)
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where
Π11 = A¯P + PA¯
T + 2αP +
N∑
i=1
Qi,Π12 =
[
A¯h1P . . . A¯hNP
]
,Π13 =
[
Γ¯ PE¯T
]
,
Π22 = diag(e
−2αh1Q1, . . . , e−2αhNQN),Π33 = diag(γ2Iq, Ir).
Moreover, every solution x¯(t, φ) of (4.4.15) satisﬁes ‖x¯(t, φ)‖ ≤
√
λ2
λ1
‖φ‖e−αt, t ≥
0, where λ1 = λmax(P )
−1 and λ2 = λmin(P )−1 +
∑N
i=1 hiλmax(Qi)λmin(P )
−2.
Proof : For matrices P > 0, Qi > 0, i = 1, . . . , N satisfying (4.4.16), we deﬁne
Q˜i = P
−1QiP−1 and construct the following Lyapunov-Krasovskii functional for
the closed-loop system (4.4.15)
V (t) = x¯T (t)P−1x¯(t) +
N∑
i=1
∫ 0
−hi
e2αsx¯T (t+ s)Q˜ix¯(t+ s)ds. (4.4.17)
Obviously, it follows from (4.4.17) that V (t) is a positive deﬁnite functional.
Moreover, we have
V (t) ≥ λ1‖x¯(t)‖2, t ≥ 0. (4.4.18)
Taking the derivative of V (t) along trajectories of (4.4.15), we obtain
V˙ (t) = 2x¯T (t)P−1
[
A¯x¯(t) +
N∑
i=1
A¯hi x¯(t− hi) + Γ¯w(t)
]
+ 2αx¯T (t)P−1x¯(t)
− 2αV (t) + x¯T (t)
N∑
i=1
Q˜ix¯(t)−
N∑
i=1
e−2αhi x¯T (t− hi)Q˜ix¯(t− hi).
(4.4.19)
Let ξ(t) = P−1x¯(t) then we have
V˙ (t) + 2αV (t) =ξT (t)Π11ξ(t) + 2ξ
T (t)Π12ξ¯(t) + 2ξ
T (t)Γ¯w(t)
− ξ¯T (t)Π22ξ¯(t),
(4.4.20)
where ξ¯(t) =
[
ξT (t− h1) . . . ξT (t− hN)
]T
.
It follows from (4.4.15) that z(t) = E¯x¯(t) = E¯Pξ(t), and thus,
zT (t)z(t)− γ2wT (t)w(t) = ξT (t)PE¯T E¯Pξ(t)− γ2wT (t)w(t). (4.4.21)
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Therefore, from (4.4.19)-(4.4.21), we have
V˙ (t) + 2αV (t) + zT (t)z(t)− γ2wT (t)w(t)
= χT (t)
⎧⎪⎪⎨⎪⎪⎩
⎡⎢⎢⎣
Π11 Π12 Γ¯
∗ −Π22 0
∗ ∗ −γ2Iq
⎤⎥⎥⎦+ FTF
⎫⎪⎪⎬⎪⎪⎭χ(t),
(4.4.22)
where χ(t) = [ ξT (t) ξT (t− h1) . . . ξT (t− hN) w(t) ]T ,F =
[
E¯P 0 0 0
]
.
Using Lemma 2, it can be seen that (4.4.16) holds if and only if⎡⎢⎢⎣
Π11 Π12 Γ¯
∗ −Π22 0
∗ ∗ −γ2Iq
⎤⎥⎥⎦+ FTF < 0. (4.4.23)
This, in regard to (4.4.22), leads to
V˙ (t) + 2αV (t) + zT (t)z(t)− γ2wT (t)w(t) ≤ 0, t ≥ 0. (4.4.24)
When w(t) = 0, ∀t, (4.4.24) implies V˙ (t) + 2αV (t) ≤ 0, and thus, V (t) ≤
V (0)e−2αt, ∀t ≥ 0. On the other hand, from (4.4.17) we have V (0) ≤ λ2‖φ‖2.
Taking (4.4.18) into account we obtain ‖x¯(t, φ)‖ ≤
√
λ2
λ1
‖φ‖e−αt, t ≥ 0, which
shows that system (4.4.15) without disturbance is α-exponentially stable.
For any non-zero disturbance w ∈ L2 ([0,∞) , Rq), it follows from (4.4.24)
that the following estimate holds for any tf > 0
V (tf )− V (0) +
∫ tf
0
zT (t)z(t)dt ≤ γ2
∫ tf
0
wT (t)w(t)dt
≤ γ2
∫ ∞
0
wT (t)w(t)dt = γ2‖w‖22.
(4.4.25)
From (4.4.25), we readily obtain
∫ tf
0
zT (t)z(t)dt ≤ γ2 (c0‖φ‖2 + ‖w‖22) , where
c0 =
λ2
γ2
. Let tf → ∞ we ﬁnally obtain sup
∫∞
0 ‖z(t)‖2dt
c0‖φ‖2+
∫∞
0 ‖w(t)‖2dt
≤ γ2, for all
w ∈ L2([0,∞),Rq), w = 0. This shows that the H∞ disturbance attenuation
level γ holds. The proof of Theorem 3 is thus completed.
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Theorem 4. : For given α > 0 and γ > 0, system (4.4.13) is exponentially
H∞ stabilizable if there exist symmetric positive deﬁnite matrices X, Y ∈ Rn,
Q¯i =
⎡⎢⎣Q11i Q12i
∗ Q22i
⎤⎥⎦ ∈ R2n and matrices Aˆ, Bˆ, Cˆ, Aˆhi of appropriate dimensions
such that the following LMIs hold
Π˜ =
⎡⎢⎢⎢⎢⎣
Π˜11 Π˜12 Π˜13
∗ −Π˜22 0
∗ ∗ −Π33
⎤⎥⎥⎥⎥⎦ < 0;
⎡⎢⎣X In
In Y
⎤⎥⎦ > 0, (4.4.26)
where
Π˜11 =
⎡⎢⎣Ω11 Ω12
ΩT12 Ω22
⎤⎥⎦ , Π˜12 = [Π˜121 . . . Π˜12N] , Π˜12i =
⎡⎢⎣BhiCˆ 0
Aˆhi 0
⎤⎥⎦ ,
Ω11 = AX +XA
T + 2αX +BdCˆ + Cˆ
TBTd +
N∑
i=1
Q11i, Π˜13 =
⎡⎢⎣ Γ XET
Y Γ ET
⎤⎥⎦ ,
Ω12 = A+ Aˆ+ 2αIn +
N∑
i=1
Q12i, Π˜22 = diag(e
−2αh1Q¯1, . . . , e−2αhN Q¯N),
Ω22 = A
TY + Y A+ 2αY + BˆC + CT BˆT +
N∑
i=1
Q22i.
Moreover, the controller gain matrices Ac, Bc, Cc, Ahi are designed by
Ac =Ξ
−1
(
AˆT − Y AX − BˆCX − Y BdCˆ
)
Ψ−T ,
Ahi =Ξ
−1
(
Aˆhi − Y BhiCˆ
)
Ψ−T , Bc = Ξ−1Bˆ, Cc = CˆΨ−T ,
(4.4.27)
where Ψ−T denotes inverse of transpose of Ψ and Ψ,Ξ ∈ Rn are non-singular
matrices satisfying ΨΞT = In −XY.
The following procedure is proposed to design an observer-based H∞ controller
for system (4.4.13)
In the next part, we apply above method to design an H∞ DOF controller for
the LFC of a two-area ISG with for various time delays as tabulated in Table 4.4.
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Exponential H∞ DOF Controller Synthesis Procedure (controller 2)
Step 1: Obtain matrices A, Bd, Bhi , i = 1, . . . , N , Γ, C and E,
scalars α > 0 and γ > 0,
Step 2: Solve LMIs (4.4.26) by Matlab Robust Toolbox to obtain matrices
X, Y , Aˆ, Aˆhii, and select an arbitrary non-singular matrix Ψ
and compute Ξ = (In − Y X)Ψ−T .
Step 3: Obtain the controller gains Ac, Bc, Cc, A
c
hi
from (4.4.27).
Table 4.4: Scenario IVF Analysis
Scenario IVF1 IVF2 IVF3 IVF4
h1 0.5 s 1.0 s 1.5 s 2.0 s
h2 1.0 s 1.7 s 2.4 s 3.1 s
0 10 20 30 40
−0.5
−0.4
−0.3
−0.2
−0.1
0
0.1
Time(sec)
f1(t) Scenario IVF1
f1(t) Scenario IVF2
f1(t) Scenario IVF3
f1(t) Scenario IVF4
0 10 20 30 40
0
0.05
0.1
0.15
0.2
0.25
Time(sec)
Pg1(t) Scenario IVF4
Pe1(t) Scenario IVF4
Pg2(t) Scenario IVF4
Pe2(t) Scenario IVF4
(a) (b)
Figure 4.12: System responses subjected to to w1(t) = 0.2, w2(t) = 0.1 for scenario
IVF: (a) f(t) for scenario IVF1 to IVF4; (b) Pg1(t), Pe1(t), Pg2(t), Pe2(t) for scenario
IVF4
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Here, we choose α = 0.1, γ = 20. Based on the proposed algorithm using eﬃcient
LMIs in Theorem 4, the controller parameters can be obtained.
Figs. 4.12(a) and 4.12(b) show the responses of the closed-loop system (4.4.15)
with the H∞ controller is in place and where the system is subjected to load
changes at both Areas. As can be seen from these ﬁgures, the frequency f1(t) of
Area 1 is brought back to zero after some seconds. Moreover, EVs have supported
reheated thermal generating units and contributed to the LFC according to their
participation factors of 0.3.
4.5 Conclusion
In this chapter, we have demonstrated an application of EVs to quickly help
reheated thermal turbine units to provide the stability ﬂuctuated by load de-
mands. We have designed an output feedback H∞ control scheme for LFC of
smart grids with multiple time delays in the control input. To demonstrate our
control scheme, we have derived a state-space model containing the dynamic in-
teractions of EVs with multiple network-induced time delays. Furthermore, to
deal with the time-delay issue, we have used RJBI to derive less conservative syn-
thesis conditions in LMIs form. A new output feedback H∞ control law has been
developed to stabilize and eﬀectively guarantee performance of the closed-loop
system subjected to disturbances. The control gains have been obtained based
on an eﬀective procedure using a 2D searching method combined with a convex
optimisation process. Via extensive simulations, we have shown the detrimental
impacts of time delays on the system performance and the eﬀectiveness of the
proposed control scheme.
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4.6 System Discription and Simulation Data
4.6.1 Data for Isolated Power System
For an isolated power system, the data of the system are selected from [3, 13,
120] as Tt = 0.3, Kr = 5, Tr = 10, Tg = 0.08, Rg = 2.4, M = 0.1667, b = 0.425,
D = 0.0083. Matrices A0 ∈ R6×6, C ∈ R2×6, Bd, Bh,Γ ∈ R6×1 and E ∈ R1×6 are
as follows
A0 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
− D
M
0 0 1
M
1
M
0
− 1
RgTg
− 1
Tg
0 0 0 0
0 1
Tt
− 1
Tt
0 0 0
0 Kr
TtTr
Tt−Kr
TtTr
− 1
Tr
0 0
0 0 0 0 −1
Te
0
b 0 0 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, C =
[
1 01×4 0
0 01×4 1
]
, E =
[
01×5 1
]
,
Bd =
[
0 αg
1
Tg
01×4
]T
, Bh =
[
01×4 αe KeTe 0
]T
,Γ =
[
− 1
M
01×5
]T
.
4.6.2 Data for IPS
The data of the multi-area system [3, 13, 120] are selected as Tti = 0.3, Kri =
5, Tri = 10, Tgi = 0.08, Rgi = 2.4, Mi = 0.1667, bi = 0.425, Di = 0.0083,
2πTij = 0.1634, Kei = 1, Tei = 1, i = 1, 2, .., N . Matrices A0 ∈ Rn×n, Bdi, Bhi,Γ ∈
R
n×m, E ∈ Rq×n and C ∈ Rr×n can be deﬁned as A0 =
⎡⎢⎢⎣
A11 ... A1N
...
. . .
...
AN1 ... ANN
⎤⎥⎥⎦ ,
Bdi = diag(0, ..., Bgi, ..., 0), Bhi = diag(0, ..., Bei, ..., 0), Γ = diag(Γ1, ...,ΓN),
C = diag(C1, ..., CN), E = diag(E1, ..., EN), where Aii ∈ Rni×ni , Aij ∈ Rni×nj ,
Ci ∈ Rri×ni , Bgi, Bei,Γi ∈ Rni×mi and Ei ∈ Rqi×ni are expressed as follows
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Aii =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
−Di
Mi
0 0 1
Mi
1
Mi
0 −1
Mi
β1i
−1
Tgi
0 0 0 0 0
0 β2i
−1
Tti
0 0 0 0
0 β3i β4i
−1
Tri
0 0 0
0 0 0 0 −1
Tei
0 0
bi 0 0 0 0 0 1
Λi 0 0 0 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, Aij =
[
06×1 06×5
Λij 01×5
]
, Ci =
⎡⎢⎢⎣
1 01×4 0 0
0 01×4 1 0
0 01×4 0 1
⎤⎥⎥⎦ ,
Bgi =
[
0 β5i 01×(ni−2)
]T
, Bei =
[
01×4 β6i 01×(ni−5)
]T
,Γi =
[
− 1
Mi
01×(ni−1)
]T
,
Ei =
[
01×5 1 01×(ni−6)
]
,
where β1i = −1/(RgiTgi), β2i = 1/Tti, β3i = Kri/(TtiTri), β4i = (Tti−Kri)/(TtiTri),
β5i = αgi/Tgi, β6i = αeiKei/Tei, and Λij = −2πTij, Λi = 2π
∑N
i=1 Tij.
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Chapter 5
Static Output Feedback
Stabilization of Time-delay Power
Systems with Coordinated EVs
State of charged Control
In this chapter, for the ﬁrst time, EVs are used for both the PFC and SFC
to support power plants to rapidly suppress ﬂuctuations in the system frequency
due to load disturbances. Via networked control and wide-area communication
infrastructures, multiple interval time-varying delays exist in the communication
channels between the control center, power plant, and an aggregation of EVs. By
coordinating batteries’ SOC, the behaviours of the vehicle owners are taken into
consideration and the changes in the batteries’ SOC impose uncertainties in the
power system under consideration. Therefore, a power system model containing
multiple time-varying delays and uncertainties is proposed. A robust SOF fre-
quency controller is designed to ensure closed-loop stability and H∞ performance
of the system. Moreover, to address the issue of multiple time-varying delays in
the system, a recent RJBI is used to derive stabilizability conditions which are
expressed in terms of computationally eﬃcient LMIs. The eﬀectiveness of the
proposed control scheme is veriﬁed by extensive simulations.
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5.1 Introduction
Recently, considerable research eﬀorts have been focused on the incorporation
of EVs and renewable energies (RE) [12, 36–70,120] into power grids. In general,
the intermittent of RE which consist of wind and solar are considered as sys-
tem disturbances, and due to ﬂuctuations of load disturbances including sudden
changes in load demand and intermittent of wind and solar powers, the system
frequency deviates and oscillates far from the scheduled value. Therefore, LFC
which includes both the PFC and SFC is very important in the eﬃcient opera-
tion of power systems [3, 10–12]. By proper control actions, LFC can restore the
system stability and maintain the frequency at a desirable value [1–18].
EVs can be readily deployed to enhance the reliability and ﬂexibility of power
grids. By bidirectional power electronic devices [46, 47], an aggregation of EVs
can participate in both the PFC and SFC of power systems [48–65, 120] to help
power plants to quickly suppress the ﬂuctuations in the system frequency due to
load disturbances. With regard to PFC, by implementing a droop control (DC),
EVs can imitate the operation of a turbine governor [48–55]. Whereas, in the
context of SFC, EVs play the role as a generating power source to support power
plants to respond rapidly to attain the requirement of LFC [56–65, 120]. Note
that in the operation of smart grids, networked or wide-area communication sys-
tems which comprises power line communications, general packet radio services,
internet, bluetooth and wireless connections are required [71–74]. Through the
communication infrastructures, an aggregation of EVs can be handled by a mid-
dle master such as an aggregator to gather and update in real-time EVs data
information between the control center and EVs [56–59,67–70,120]. However, the
existence of time delays in such a communication infrastructure is unavoidable
due to sudden congestion of communication channels, drop-out and disordering
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of data packets [71–73,103–114,116–119].
With regard to LFC, the occurrence of time delays in the system deteriorates
the performance of power systems and can lead to instability, or at least, causes
the system frequency deviates widely from the desire value [103–114, 116–119].
Thus, to handle the adverse impacts of time delays and load disturbances on the
system, H∞ control strategies for LFC of power systems have been developed
[103–114, 116–119]. In these works, LKFs method was employed to design H∞
feedback controllers that ensure closed-loop system stability and a guaranteed H∞
performance index. However, the proposed methods of the aforementioned works
are quite restrictive from practical point of view. More speciﬁcally, to design such
a stabilizingH∞ controller, a full state vector [103,107–109,116–119,121], or a full-
order state observer [114,121] is thus required to be accessible. Although, H∞ SOF
controllers were designed in [104–106,110–113] for time-delay power systems, the
stabilization conditions of [104–106,110–113] were not LMI-based conditions and
thus cannot be solved via convex optimization. A non-linear trace minimization
problem was alternatively employed to obtain such a desired controller gain.
On the other hand, the battery’s state of charge (SOC), which is a ratio be-
tween the stored energy and its capacity, is an important feature of EVs [67]. Due
to various requirements of the EV owners, SOC is required to be within a desirable
range. Therefore, balancing between the global control requirements of the power
grids and the impacts caused by individual actions of the vehicle owners is a chal-
lenging issue for LFC of smart grids [57]. Regarding to LFC, the output power
deviation of EVs is determined by an EVs gain. Although, EVs gain can be con-
sidered as constant [120] to achieve a simple model, it is more desirable to consider
the EVs gain as time-varying and perturbed when SOC is taken into considera-
tion. In [56,57,59], integration of EVs into SFC of smart grids was presented. In
108
these works, EVs gain was assumed as constant when the SOC of the batteries be-
longs to a prescribed range, otherwise the EVs gain was set as zero. On the other
hand, the authors in [48–55] proposed PFC schemes for power systems incorpo-
rating EVs. By employing vehicle to grid control methods based on SOC Balance
Control (BC) [49, 52, 53], SOC holder (BSH) [51] and a probability distribution
function of SOC [55], EVs gain was calculated according to the real-time batteries
SOC [49,52,53]. Due to batteries SOC and the number of plugged-in EVs change
frequently, EVs gain therefore varies from its nominated value. To deal with the
issue of EVs gain variations, the authors in [51] introduced an adaptive EVs gain
for PFC of power systems. However, their scheme requires real-time information
of EVs SOC and resulted in high cost of computation and implementation. It is
reasonable that EVs gain be modeled in a perturbed form which includes a ﬁxed
value and an uncertainty factor belonging to a given bounded range. In [53], a
multiple model predictive control method based on the plugged-in EVs SOC con-
sideration was proposed. The designed controller is robust to system uncertainty
and can be employed to reduce system frequency deviations. However, the issue
of time delays was not considered in [53].
For the ﬁrst time in this chapter, EVs are used for both the SFC and PFC
to support power plants to rapidly suppress ﬂuctuations in the system frequency
due to load disturbances. We concentrate on the LFC problem and how to deal
with undesirable eﬀects of time delays and uncertainties on the performance of the
closed-loop system. For this, the ﬁrst contribution of this chapter is to propose
a new power system model containing multiple time-varying delays (i.e. due to
the deployment of networked control/wide-area communication infrastructures)
and uncertainties (i.e. due to SOC consideration). Our newly derived state space
model consists of the dynamic interaction of EVs in both SFC and PFC with
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multiple network-induced time delays and the behaviour of EVs owners, and how
the time delays and EVs customers behaviors inﬂuence the stability of the stud-
ied system. With the aim of demonstrating our newly frequency control scheme,
we select a power system with a thermal turbine and an aggregated EVs. The
studied power model is ﬂexible and can be extended with the use of other types of
generating units and renewable powers. Secondly, the time delays considered in
this paper can be fast-varying and their lower bounds are larger than zero which
are more practical than most of the previous works [103, 105,107,110, 121] where
the time delays were treated as constant [103,105,121], slowly varying and/or the
lower bound of the delay is zero [107,110]. Moreover, to address the issue of mul-
tiple time-varying delays in the system, a recent reﬁned-Jensen inequality [155]
is used to derive stabilizability conditions which are expressed in terms of LMIs.
This inequality [155] encompasses the well-known Jensen inequality and is used to
estimate more accurately the derivatives of the constructed LKFs, and hence less
conservative stabilizability conditions can be obtained. The third contribution is
to construct a H∞ SOF load frequency controller for the system with multiple
time-varying delays and uncertainties. The controller structure uses the system
output information only and therefore it is simpler and easier to implement than
full state feedback or observer-based control schemes. By utilizing a state trans-
formation approach [168], a robust SOF frequency controller is designed. Finally,
an eﬀective design procedure with a searching method together with a convex op-
timisation process to obtain the controller gains is given. The designed controller
can ensure closed-loop system stability with an H∞ performance.
The remaining of this chapter is organized as follows: Section 5.2 proposes
a dynamic model of a time-varying delay power system with coordinated SOC
control of EVs. H∞ stability analysis and SOF controller synthesis will be derived
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in Section 5.3. The eﬀectiveness of the proposed control scheme will be veriﬁed in
Section 5.4 by extensive simulations. Finally, Section 5.5 concludes our chapter.
Notations : The superscript (.)T denotes matrix transposition of (.). In sym-
metric block matrices or complex matrix expressions, an asterisk (*) represents a
term that is induced by symmetry. The space of square-integrable vector functions
on [0,∞) is denoted by L2[0,∞) endowed with the norm ‖w‖2 =
√∫∞
0
|w(t)|2dt
for w ∈ L2[0,∞).
5.2 System Description and Problem Statement
Fig. 5.1 presents a new model of a power system with EVs. In this model, the
following points are considered: 1) thermal turbine with a time delay h1(t); 2) SFC
of EVs with a time delay h2(t); 3) PFC using EVs with an EVs droop characteristic
ρe; and 4) a coordinated SOC control with a block of SOC calculation. Here, h1(t)
and h2(t) are the interval time-varying delays resulted from the delays between the
control center, power plant, and an aggregation of EVs. The delays vary within
known lower and upper bounds, where h¯1 ≤ h1(t) ≤ h˜1 and h¯2 ≤ h2(t) ≤ h˜2.
In order to maintain system frequency f(t) at the desired level, the power
output deviations of thermal turbines and EVs are determined by LFC signals
generated by both SFC and PFC loops. By deploying a DC loop, the PFC of
EVs is incorporated to imitate the operation of a turbine governor [49, 52, 53].
Accordingly, the thermal power plant and EVs receive the PFC signals as follows
εp(t) =
1
Rg
f(t), εd(t) = ρef(t). (5.2.1)
On the other hand, the control center sends the incremental change in power
set-point, Pc(t), and through the participation factors αg and αe, the control
signals Pcg(t) and Pce(t) are sent to thermal plants and EVs, respectively [120].
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Figure 5.1: A transfer function model of a time-varying delay power system inte-
grating EVs.
In this chapter, an open communication system is deployed to transmit the signals
Pcg(t) and Pce(t). However, due to the time delays within the network, the power
plant and EVs receive SFC signals εcg(t) and εce(t) as follows
εcg(t) = αgPc(t− h1(t)), εce(t) = αePc(t− h2(t)). (5.2.2)
Therefore, the LFC signals received by EVs and thermal plant are
εg(t) = εcg(t)− εp(t), εe(t) = εce(t)− εd(t). (5.2.3)
Accordingly, the following equations related to the thermal plant can be ob-
tained
X˙g(t) =
−1
Tg
Xg(t) +
1
Tg
αgPc(t− h1(t))− 1
TgRg
f(t),
P˙g(t) =
−1
Tt
Pt(t) +
1
Tt
Xg(t).
(5.2.4)
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To participate in the LFC, a ﬂeet of EVs is clustered by an aggregator which
re-allocates the control signal from the control center to each individual EV. Our
state space representation can be adapted to incorporate EVs with higher-order
dynamics than the ﬁrst-order model. However, for simplicity in presentation, an
EV is modelled by a ﬁrst-order dynamical equation with a time constant Tei and
a gain Kei, where i refers to the index of the i
th EV. Note that such a ﬁrst-order
model has also widely used in the literature (see, [49,51–59,65,120]). Accordingly,
the power output deviation of the ith EV can be expressed as
P˙ei(t) = − 1
Tei
Pei(t) +
Kei
Tei
εei(t). (5.2.5)
For the ease of presentation, we assume that all EVs have the same time-
constant as Tei = Te and the LFC signal εe(t) is re-allocated equally to each
EV as εei(t) = εe(t)/Ne [57], where Ne is the total number of plugged-in EVs.
Accordingly, an aggregated EVs can be modeled as a ﬁrst-order dynamic model
with a time-constant Te and a gain Ke as depicted in Fig. 5.1. Hence, the power
output deviation of the aggregated EVs is obtained as follows
P˙e(t) = − 1
Te
Pe(t) +
Ke
Te
εe(t), (5.2.6)
where the aggregated EVs gain is obtained based on the individual Kei as Ke =∑Ne
i=1Kei/Ne, i = 1, . . . , Ne.
In this chapter, the ith EV can participate into LFC with or without SOC
consideration (we refer to this as SOC controllable mode [49,51–55] and SOC idle
mode [120]). For the case related to SOC idle mode [120], the ith EV absorbs
or releases power to the grid without any consideration to its battery SOC, and
hence the ith EV gain is simply considered as a constant Kei = K¯e, where K¯e = 1.
On the contrary, due to the requirement of the EV owner, the ith EV participates
in the LFC with SOC consideration. Here, the ith EV gain can be obtained by
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the block of SOC calculation and its current SOC. In this chapter, SOC balance
control (BC) method [49, 52–54] is used to ensure that the SOC remains within
desirable ranges. Hence, the ith EV gain can be obtained as follows
Kei = K¯e − K¯egi(t), (5.2.7)
where K¯e = 1 and
gi(t) =
(
SOCi − SOClow(high),i
SOCmax(min),i − SOClow(high),i
)vi
. (5.2.8)
In the above, SOCi, SOClow,i and SOChigh,i, SOCmin,i and SOCmax,i denote the
current, known low and high, known minimum and maximum battery SOC of the
ith EV, respectively. vi is the speciﬁcation of the designed i
th EV battery [49,52].
It can be seen that 0 ≤ gi(t) ≤ 1. If SOCi  SOChigh,i or SOCi ≤ SOCmin,i, the
ith EV discharges with Kei = K¯e or it does not release power to the power grid
(Kei = 0). Otherwise, Kei is calculated from (5.2.8).
We assume that, at any time t, Ne of EVs participate in the LFC, where Ne1 of
EVs (the 1st EV to the Ne1
th EV) and Ne2 = Ne−Ne1 of EVs (the (Ne1+1)st EV
to the N the EV) are plugged-in without and with SOC consideration, respectively.
Therefore, the aggregated EVs gain Ke can be expressed as follows
Ke =
Ne∑
i=1
Kei/Ne =
Ne1
Ne
K¯e +
1
Ne
K¯e
(
Ne2 −
Ne∑
i=Ne1+1
gi(t)
)
. (5.2.9)
Now, the aggregated EVs gain can be represented in a perturbed form of Ke =
K¯e + ΔKe, where K¯e = 1 is the nominated value of Ke and ΔKe is a perturbed
term of Ke which belongs to a bounded range, as follows
Ke = K¯e +ΔKe = K¯e − η2g0(t)K¯e, (5.2.10)
where η2 = Ne2/Ne and g0(t) =
∑Ne
i=Ne1+1
gi(t)/Ne2 is the average of Ne2 diﬀerent
values gi(t). Therefore, g0(t) is a time-varying function and bounded within an
interval of [0, 1].
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By denoting η as the maximal value of η2 and g(t) = (η2/η)g0(t) is a time-
varying function satisfying 0 ≤ g(t) ≤ 1, the EVs gain can be expressed as follows
Ke = K¯e +ΔKe = K¯e − ηK¯eg(t). (5.2.11)
In (5.2.11), Ke is a time-varying function bounded by a known interval of
[Kmine , K
max
e ], where K
min
e = (K¯e − ηK¯e) and Kmaxe = K¯e. For K¯e = 1, Ke
belongs to [(1− η), 1].
Accordingly, from (5.2.3), (5.2.6) and (5.2.11), the power output deviation of
the aggregated EVs can be obtained as follows
P˙e(t) =− 1
Te
Pe(t) + αe
K¯e
Te
u(t− h2(t))− ρe K¯e
Te
f(t)
− αeηK¯eg(t)
Te
u(t− h2(t)) + ρeηK¯eg(t)
Te
f(t).
(5.2.12)
In our work, we consider EVs participating in both SFC and PFC of power
systems which is more practical and more general than existing works where EVs
are either used in the PFC [49, 51–55] or in the SFC [56–59, 65, 120]. Moreover,
the batteries SOC control is incorporated to satisfy the requirements of some EVs
owners. SOC idle and SOC controllable modes are available. The aggregator
obtains the current number of plugged-in EVs operating in each mode (Ne1 and
Ne2). Therefore, only a given K¯e with Ne1, Ne2 are used to obtain EVs gain
Ke rather than the real-time information of the batteries SOC, which leads to
cheaper cost of computation. Furthermore, an EV participates in the LFC with
SOC consideration if η2 ≤ η. More precisely, if η2(t) < η both SOC idle and
SOC controllable modes are available for a new plugged-in EV costumer whereas
if η2(t) = η, only the ﬁrst option is available.
In LFC, the area error control ACE(t) = bf(t) is used to maintain zero steady-
state error for frequency deviation. The state and output vectors, x(t) ∈ R5,
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y(t) ∈ R2 are deﬁned as x(t) =
[
f(t) Xg(t) Pg(t) Pe(t) ς(t)
]T
, y(t) =
[
f(t) ς(t)
]T
,
where ς(t) =
∫
ACE(t)dt.
Accordingly, a complete state-space model of the power system as depicted in
Fig. 5.1 can be obtained as follows
x˙(t) =(A+ΔA(t))x(t) + (B2 +ΔB2(t))u(t− h2(t))
+B1u(t− h1(t)) + Γw(t),
y(t) =Cx(t),
(5.2.13)
where u(t) = Pc(t), w(t) = Pl(t) are control input and disturbance vectors, re-
spectively, ΔB2(t) = H2g(t)Eg and ΔA(t) = Hg(t)E are perturbed matrices due
to batteries SOC consideration, and A, B1, B2, C, Γ, H, H2, Eg and E are known
matrices and they are given in Section 5.6.1.
Now, we construct the following SOF controller for system (5.2.13) as follows
u(t) = Ky(t) = KCx(t). (5.2.14)
It can be seen that the structure of SOF controller (5.2.14) only needs the
system output information and thus, the controller is simpler and easier to imple-
ment.
By employing (5.2.14), the closed-loop system is expressed as follows
x˙(t) =(A+ΔA(t))x(t) + (A2 +ΔA2(t))x(t− h2(t))
+ A1x(t− h1(t)) + Γw(t),
y(t) =Cx(t),
(5.2.15)
where A1 = B1KC, A2 = B2KC, ΔA2(t) = ΔB2(t)KC.
We deﬁne z(t) = Cx(t) as an observation vector, where C is given at the Section
5.6.1.
Consider the following state transformation [168]
x(t) = Lx¯(t), (5.2.16)
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where L =
[
C+ C⊥
]
is a non-singular matrix, C+ denotes a Moore-Penrose
pseudoinverse of C and C⊥ denotes the null space of C. Note that C¯ = CL =[
Ip 0p×(n−p)
]
.
Therefore, system (5.2.15) can be rewritten as
˙¯x(t) =(A¯+ΔA¯(t))x¯(t) + (A¯2 +ΔA¯2(t))x¯(t− h2(t))
+ A¯1x¯(t− h1(t)) + Γ¯w(t),
y(t) =C¯x¯(t), z(t) = C¯x¯(t),
(5.2.17)
where A¯ = L−1AL, ΔA¯(t) = H¯g(t)E¯, A¯1 = B¯1KC¯, A¯2 = B¯2KC¯, ΔA¯2(t) =
H¯2g(t)E¯2, H¯ = L
−1H, E¯ = EL, H¯2 = L−1H2, E¯2 = EgKC¯, B¯1 = L−1B1,
B¯2 = L
−1B2, Γ¯ = L−1Γ, and C¯ = CL.
The main objective of this chapter is to determine SOF controller (5.2.14) such
that system (5.2.17) is asymptotically stable and guarantees that ‖z‖2 ≤ γ‖w‖2
for all non-zero w ∈ L2[0,∞), where γ is referred to as the H∞ robust performance
index (RPI).
5.3 H∞ Static Output Feedback Control
In this section, we derive stability conditions and controller synthesis with an
eﬃcient procedure to ensure the stability of system (5.2.17) with an H∞ attenua-
tion level. Firstly, for a given controller u(t) = Ky(t) (5.2.14), Theorem 5 presents
suﬃcient conditions by which system (5.2.17) is stable with an H∞ performance.
We then convert the conditions in Theorem 5 to into a tractable form in Theo-
rem 6. Finally, a procedure to achieve an SOF controller for system (5.2.17) is
presented in Theorem 7. First, let we introduce the following lemmas.
Lemma 3. [169] For given symmetric positive deﬁnite matrices R1 ∈ Rn×n,
R2 ∈ Rm×m, if there exists a matrix X ∈ Rn×m such that
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⎡⎢⎣R1 X
 R2
⎤⎥⎦ ≥ 0, (5.3.1)
then the inequality ⎡⎢⎣ 1αR1 0
0 1
1−αR2
⎤⎥⎦ ≥
⎡⎢⎣R1 X
 R2
⎤⎥⎦ (5.3.2)
holds for all α ∈ (0, 1)
Lemma 4. [170]: For any x, y ∈ Rn and positive scalar , we have
2yTx ≤ xTx+ (1/)yTy. (5.3.3)
To facilitate in presenting our conditions, we denote
el =[0n×ln I 0n×(19−l)n], 0 ≤ l ≤ 19,
Ψ11 =
[
eT0 e
T
2 e
T
8 e
T
14
]T
,Ψ12 =
[
eT0 e
T
3 e
T
9 e
T
15
]T
,Ψ21 =
[
eT2 e
T
4 e
T
10 e
T
16
]T
,
Ψ22 =
[
eT3 e
T
5 e
T
11 e
T
17
]T
,Ψ31 =
[
eT4 e
T
6 e
T
12 e
T
18
]T
,Ψ32 =
[
eT5 e
T
7 e
T
13 e
T
19
]T
,
χ(t) =
[
x¯T (t) ˙¯xT (t) χT1 (t) . . . χ
T
18(t)
]T
,
Θ11 =ΘΨ11,Θ21 = ΘΨ21,Θ31 = ΘΨ31,Δh1 = h˜1 − h¯1,
Θ12 =ΘΨ12,Θ22 = ΘΨ22,Θ32 = ΘΨ32,Δh2 = h˜2 − h¯2,
Θ =
⎡⎢⎢⎣
I −I 0 0
I I −2I 0
I −I 6I −6I
⎤⎥⎥⎦ ,Θ01 =
[
ΘΨ21
ΘΨ31
]
,Θ02 =
[
ΘΨ22
ΘΨ32
]
,
χ1(t) =x¯(t− h¯1), χ2(t) = x¯(t− h¯2), χ3(t) = x¯(t− h1(t)), χ4(t) = x¯(t− h2(t)),
χ5(t) =x¯(t− h˜1), χ6(t) = x¯(t− h˜2), χ7(t) = 1
h¯1
∫ t
t−h¯1
x¯(s)ds,
χ8(t) =
1
h¯2
∫ t
t−h¯2
x¯(s)ds, χ9(t) =
1
h1(t)− h¯1
∫ t−h¯1
t−h1(t)
x¯(s)ds,
χ10(t) =
1
h2(t)− h¯2
∫ t−h¯2
t−h2(t)
x¯(s)ds, χ11(t) =
1
h˜1 − h1(t)
∫ t−h1(t)
t−h˜1
x¯(s)ds,
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χ12(t) =
1
h˜2 − h2(t)
∫ t−h1(t)
t−h˜1
x¯(s)ds, χ13(t) =
2
h¯21
∫ 0
−h¯1
∫ t
t+s
x¯(u)duds,
χ14(t) =
2
h¯22
∫ 0
−h¯2
∫ t
t+s
x¯(u)duds, χ15(t) =
2
(h1(t)− h¯1)2
∫ −h¯1
−h1(t)
∫ t
t+s
x¯(u)duds,
χ16(t) =
2
(h2(t)− h¯2)2
∫ −h¯2
−h2(t)
∫ t
t+s
x¯(u)duds,
χ17(t) =
2
(h˜1 − h1(t))2
∫ −h1(t)
−h˜1
∫ t
t+s
x¯(u)duds,
χ18(t) =
2
(h˜2 − h2(t))2
∫ −h2(t)
−h˜2
∫ t
t+s
x¯(u)duds.
We are now in a position to present our H∞ stabizability conditions in the
following theorem
Theorem 5. For given scalars h¯1, h¯2, h˜1, h˜2, 1, 2, γ > 0, and δ, system
(5.2.17) is asymptotically stable with an H∞ performance γ if there exist positive
deﬁnite matrices P , Q11, Q21, Q12, Q22, R11, R21, R12, R22 ∈ Rn×n, and matrices
X ∈ Rn×n, S1, S2 ∈ R3n×3n satisfying the following matrix inequalities
Π =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
Π11 Π12 Π13 Π14
∗ Π22 0 0
∗ ∗ −Iq 0
∗ ∗ ∗ −γ2Ir
⎤⎥⎥⎥⎥⎥⎥⎥⎦
< 0,Λ1,Λ2 ≥ 0, (5.3.4)
where
Π11 =Ω0 + Ω1 − Ω2 + Ω3 + Ω4,Π12 =
[
eT0 E¯
T eT5 E¯
T
2
]
,Π13 = U Γ¯,Π14 = eT0 C¯T ,
Π22 =
⎡⎢⎣−1 11+δIn1 0
0 −2 11+δIn2
⎤⎥⎦ ,Λ1 =
⎡⎢⎣R̂21 S1
 R̂21
⎤⎥⎦ ,Λ2 =
⎡⎢⎣R̂22 S2
 R̂22
⎤⎥⎦ ,
Ω0 =e
T
0 Pe1 + e
T
1 Pe0,Ω2 = Θ
T
11R̂11Θ11 +Θ
T
01Λ1Θ01 +Θ
T
12R̂12Θ12 +Θ
T
02Λ2Θ02,
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Ω1 =e
T
0 (Q11 +Q12)e0 + e
T
1 R̂e1 − eT2 (Q11 −Q21)e2 − eT3 (Q12 −Q22)e3 − eT6Q21e6
− eT7Q22e7, R̂ = h¯21R11 +Δh21R21 + h¯22R12 +Δh22R22,
Ω3 =UV + VTUT ,V = A¯e0 − e1 + A¯1e4 + A¯2e5,U = eT0XT + δeT1XT ,
R̂11 =diag(R11, 3R11, 5R11), R̂12 = diag(R12, 3R12, 5R12),
R̂21 =diag(R21, 3R21, 5R21), R̂22 = diag(R22, 3R22, 5R22),
Ω4 =e
T
0X
T (1H¯H¯
T + 2H¯2H¯
T
2 )Xe0 + δe
T
1X
T
(
1H¯H¯
T + 2H¯2H¯
T
2
)
Xe1.
Proof. Let P,Q11, Q12, Q21, Q22, R11, R12, R21, R22 satisfy (5.3.4). We construct
the following Lyapunov Krasovskii functional candidate
V (t, x¯t) =
9∑
i=1
Vi(t, x¯t) (5.3.5)
where
V1(t, x¯t) =x¯
T (t)Px¯(t), V2(t, x¯t) =
∫ t
t−h¯1
x¯T (s)Q11x¯(s)ds,
V3(t, x¯t) =
∫ t
t−h¯2
x¯T (s)Q12x¯(s)ds, V4(t, x¯t) =
∫ t−h¯1
t−h˜1
x¯(s)TQ21x¯(s)ds,
V5(t, x¯t) =
∫ t−h¯2
t−h˜2
x¯(s)TQ22x¯(s)ds, V6(t, x¯t) = h¯1
∫ 0
−h¯1
∫ t
t+s
˙¯xT (u)R11 ˙¯x(u)duds,
V7(t, x¯t) =h¯2
∫ 0
−h¯2
∫ t
t+s
˙¯xT (u)R12 ˙¯x(u)duds,
V8(t, x¯t) =Δh1
∫ h¯1
−h˜1
∫ t
t+s
˙¯xT (u)R21 ˙¯x(u)duds
V9(t, x¯t) =Δh2
∫ h¯2
−h˜2
∫ t
t+s
˙¯xT (u)R22 ˙¯x(u)duds.
Therefore, we have
V˙1(t, x¯t) = ˙¯x
T (t)Px¯(t) + x¯(t)T (t)P ˙¯x(t),
V˙2(t, x¯t) =x¯
T (t)Q11x¯(t)− x¯T (t− h¯1)Q11x¯(t− h¯1),
V˙3(t, x¯t) =x¯
T (t)Q12x¯(t)− x¯T (t− h¯2)Q12x¯(t− h¯2),
V˙4(t, x¯t) =x¯
T (t− h¯1)Q21x¯(t− h¯1)− x¯T (t− h˜1)Q21x¯(t− h˜1),
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V˙5(t, x¯t) =x¯
T (t− h¯2)Q22x¯(t− h¯2)− x¯T (t− h˜2)Q22x¯(t− h˜2)
V˙6(t, x¯t) =h¯
2
1
˙¯xT (t)R11 ˙¯x(t)− h¯1
∫ t
t−h¯1
˙¯xT (s)R11 ˙¯x(s)ds
V˙7(t, x¯t) =h¯
2
2
˙¯xT (t)R12 ˙¯x(t)− h¯2
∫ t
t−h¯2
˙¯xT (s)R12 ˙¯x(s)ds,
V8(t, x¯t) =Δh
2
1
˙¯xT (t)R21 ˙¯x(t)−Δh1
∫ t−h¯1
t−h˜1
˙¯xT (u)R21 ˙¯x(u)ds,
V9(t, x¯t) =Δh
2
2
˙¯xT (t)R22 ˙¯x(t)−Δh2
∫ t−h¯2
t−h˜2
˙¯xT (u)R22 ˙¯x(u)ds.
Then
V˙ (t, x¯t) = χ(t)
T (Ω0 + Ω1)χ(t) + J11 + J12 + J21 + J22, (5.3.6)
where
J11 =− h¯1
∫ t
t−h¯1
˙¯xT (s)R11 ˙¯x(s)ds, J12 = −h¯2
∫ t
t−h¯2
˙¯xT (s)R12 ˙¯x(s)ds,
J21 =−Δh1
∫ t−h¯1
t−h˜1
˙¯xT (u)R21 ˙¯x(u)ds, J22 = −Δh2
∫ t−h¯2
t−h˜2
˙¯xT (u)R22 ˙¯x(u)ds.
Utilizing the recent reﬁned Jensen inequality [155] given in Lemma 1 together
with Lemma 3, we have
J11 + J12 + J21 + J22 ≤ −χ(t)TΩ2χ(t). (5.3.7)
By applying free-weighting matrix technique [167], we use the following equality
2(x¯(t)T + δ ˙¯x(t)T )XT × [(A¯+ΔA¯(t))x¯(t) + A¯1x¯(t− h1(t))
+(A¯2 +ΔA¯2(t))x¯(t− h2(t)) + Γ¯w(t)− ˙¯x(t)
]
= 0.
(5.3.8)
Therefore
2χT (t)UΓw(t) + χT (t)Ω3χ(t) + 2χT (t)U(ΔA¯e0 +ΔA¯2e5)χ(t) = 0. (5.3.9)
Applying Lemma 4 with scalar 1, 2, we obtain
2χT (t)U(ΔA¯(t)e0 +ΔA¯2(t)e5χ(t)
≤ χT (t)
(
Ω4 +
1 + δ
2
eT0 E¯
T E¯e0 +
1 + δ
1
eT5 E¯
T
2 E¯2e5
)
χ(t).
(5.3.10)
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Adding the left-hand side of the above equations to the derivative of V (x¯t),
we obtain
V˙ + zT (t)z(t)− γ2wT (t)w(t) ≤ χ0T (t)Π0χ0(t), (5.3.11)
where χ0(t) = [χ
T (t) wT (t)]T , Π0 =
⎡⎢⎣Π¯0 Π14
∗ −γ2Ir
⎤⎥⎦, Π¯0 = Ω1 − Ω2 + Ω3 + Ω4 +
Ω5 + e
T
0 C¯T C¯e0.
By the Schur complement, (5.3.4) holds if and only if Π0 < 0. Hence,
V˙ (x¯t) + z
T (t)z(t)− γ2wT (t)w(t) ≤ 0. (5.3.12)
Without disturbance, that means w(t) = 0, (5.3.12) implies that V˙ (x¯t) is negative
deﬁnite, and thus system (5.2.17) is asymptotically stable. On the other hand,
inequality (5.3.12) guarantees V˙ (x¯t) − γ2wT (t)w(t) ≤ 0. Integrating both sides
of (5.3.12) from zero to tf > 0, we obtain V (tf ) − V (0) +
∫ tf
0
zT (t)z(t)dt ≤
γ2
∫ tf
0
wT (t)w(t)dt ≤ γ2 ∫∞
0
wT (t)w(t)dt = γ2‖w‖22. Therefore, if (5.3.4) holds,
the system (5.2.17) is asymptotically stable with an H∞ performance index γ by
letting tf → ∞.
Now, we convert the conditions given (5.3.4) to a tractable form as presented
in the following Theorem.
Theorem 6. For given scalars h¯1, h¯2, h˜1, h˜2, 1, 2, γ > 0, and δ, system
(5.2.17) is asymptotically stable with an H∞ performance γ if there exist positive
symmetric matrices P¯ , Q¯11, Q¯21, Q¯12, Q¯22, R¯11, R¯21, R¯12, R¯22 ∈ Rn×n, a non-
singular matrix X¯ ∈ Rn×n, and matrices S¯1, S¯2 ∈ R3n×3n satisfying the following
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matrix inequalities
Π¯ =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
Π¯11 Π¯12 Π¯13 Π¯14
∗ Π¯22 0 0
∗ 0 −Iq 0
∗ ∗ ∗ −γ2Ir
⎤⎥⎥⎥⎥⎥⎥⎥⎦
< 0, Λ¯1, Λ¯2 ≥ 0, (5.3.13)
where
Π¯11 =Ω¯0 + Ω¯1 − Ω¯2 + Ω¯3 + Ω¯4, Π¯12 = [eT0 X¯T E¯T eT5 X¯T C¯TKTETg ],
Π¯13 =U¯ Γ¯, Π¯14 = eT0 X¯T C¯T , Ω¯0 = eT0 P¯ e1 + eT1 P¯ e0,
Π¯22 =
⎡⎢⎣−1 11+δIn1 0
0 −2 11+δIn2
⎤⎥⎦ , Λ¯1 =
⎡⎢⎣Rˇ21 S¯1
 Rˇ21
⎤⎥⎦ , Λ¯2 =
⎡⎢⎣Rˇ22 S¯2
 Rˇ22
⎤⎥⎦
Ω¯1 =e
T
0 (Q¯11 + Q¯12)e0 + e
T
1 Rˇe1 − eT2 (Q¯11 − Q¯21)e2 − eT3 (Q¯12 − Q¯22)e3 − eT6 Q¯21e6
− eT7 Q¯22e7, Rˇ = h¯21R¯11 +Δh21R¯21 + h¯22R¯12 +Δh22R¯22,
Ω¯2 =Θ
T
11Rˇ11Θ11 +Θ
T
01Λ¯1Θ01 +Θ
T
12Rˇ12Θ12 +Θ
T
02Λ¯2Θ02,
Ω¯3 =U¯ V¯ + V¯T U¯T , U¯ = eT0 + δeT1 ,V = A¯X¯e0 − X¯e1 + B¯1KC¯X¯e4 + B¯2KC¯X¯e5,
Rˇ11 =diag(R¯11, 3R¯11, 5R¯11), Rˇ12 = diag(R¯12, 3R¯12, 5R¯12),
Rˇ21 =diag(R¯21, 3R¯21, 5R¯21), Rˇ22 = diag(R¯22, 3R¯22, 5R¯22),
Ω¯4 =e
T
0 (1H¯H¯
T + 2H¯2H¯
T
2 )e
T
0 + δe
T
1 (1H¯H¯
T + 2H¯2H¯
T
2 )e
T
1
Proof. Let we deﬁne
X¯ =X−1, P = XT P¯X,Q11 = XT Q¯11X,Q12 = XT Q¯12X,Q21 = XT Q¯21X,
Q22 =X
T Q¯22X,R11 = X
T R¯11X,R12 = X
T R¯12X,R21 = X
T R¯21X,R22 = X
T R¯22X.
By pre- and post-multiplying both sides of (5.3.4) with HT and H with H =
diag
[
X−1 X−1, . . . , I, I
]
, we obtain (5.3.13). It can be shown that, matrix in-
equalities (5.3.13) hold if and only if (5.3.4) hold.
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It should be pointed out that condition (5.3.13) is still not completely tractable
to synthesize such a desired controller since the controller gain K is coupled with
matrix variable X¯ in the terms B¯1KC¯X¯, B¯2KC¯X¯ and EgKC¯X¯. Therefore, in
order to obtain controller (5.2.14), the matrix X¯ will be designed in the form
X¯ =
[
X¯1 0
X¯2 X¯3
]
, where X¯1 ∈ Rp×p, X¯3 ∈ R(n−p)×(n−p) are non-singular matrices
and X¯2 is a matrix with appropriate dimension. Then, note that C¯ = [Ip 0p×(n−p)]
and motivated by [168], we have
B¯jKC¯X¯ = B˜jK˜C˜X¯ = B˜jY,EgKC¯X¯ = BY, (5.3.14)
where
B˜1 =
[
B¯1 0n×(n−m)
]
, B˜2 =
[
B¯2 0n×(n−m)
]
, C˜ =
[
C¯
0(n−p)×n
]
,
K˜ =
[
K 0m×(n−p)
0(n−m)×p 0(n−m)×(n−p)
]
,
B =
[
Eg 0n2×(n−m)
]
, Y =
[
Y1 0m×(n−p)
0(n−m)×p 0(n−m)×(n−p)
]
.
Theorem 7. For given scalars h¯1, h¯2, h˜1, h˜2, 1, 2, γ > 0, and δ, system (5.2.17)
is H∞ stabilizable if there exist positive symmetric matrices Pˆ , Qˆ11, Q¯21, Q¯12,
Q¯22, R¯11, R¯21, R¯12, R¯22 ∈ Rn×n, matrices X¯, Y ∈ Rn×n in (5.3.14), S¯j ∈ R3n×3n
satisfying the following LMIs.
Πˆ =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
Πˆ11 Πˆ12 Π¯13 Π¯14
∗ Π¯22 0 0
∗ ∗ −Iq 0
∗ ∗ ∗ −γ2Ir
⎤⎥⎥⎥⎥⎥⎥⎥⎦
< 0, Λ¯1 ≥ 0, Λ¯2 ≥ 0, (5.3.15)
where
Πˆ11 =Ω¯0 + Ω¯1 − Ω¯2 + Ωˆ3 + Ω¯4, Πˆ12 = [eT0 X¯T E¯T eT5 Y TBT ],
Ωˆ3 =U¯ Vˆ + VˆT U¯T , Vˆ = A¯X¯e0 − X¯e1 + B˜1Y e4 + B˜2Y e5,
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and Ω¯0, Ω¯1, Ω¯2, Ω¯4, U¯ are given in Theorem 6.
The controller gain is given by
K = Y1X¯
−1
1 . (5.3.16)
The following procedure is proposed to design a H∞ SOF controller (5.2.16)
for system (5.2.17).
Static Output Feedback controller synthesis procedure
Step 1: Obtain matrices A, B1, B2, Γ, C, C, H, H2, E, η, h¯1, h˜1,
h¯2, and h˜2.
Step 2: Compute L in (5.2.16) and obtain matrices A¯, B¯1, B¯2, H¯,
E¯,H¯2, C¯, Γ¯ and C¯ (5.2.17), and B˜1, B˜2 and B in (5.3.14).
Step 3: Solve (5.3.15) by a search method and xfeas command
with Robust control toolbox in Matlab software to obtain
γ, 1, 2, δ and LMI variables Y1, X¯1.
Step 4: Obtain controller gain K = Y1X¯
−1
1 from (5.3.16).
5.4 Case Studies
5.4.1 Control Scheme Validation
We carry out numerous simulations to verify the eﬀectiveness of our proposed
control scheme. Firstly, in Scenario VA, we design an H∞ SOF load frequency
controller to restore the stability of the closed-loop power system (5.2.17) ﬂuctu-
ated by the sudden change in load demand with a given H∞ robust performance
index γ. There are four case studies as described in Scenario VA1 to VA4 with
diﬀerent values of time delays h1(t), h2(t), and maximal allowable η of plugged-in
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Table 5.1: Scenario VA analysis
Scenario VA1 VA2 VA3 VA4
[h¯1, h˜1] [0.1, 0.3] [0.5, 0.9] [0.9, 1.5] [1.3, 2.1]
[h¯2, h˜2] [0.2, 0.5] [0.7, 1.2] [1.3, 1.9] [1.6, 2.6]
η 0.8 0.5 0.3 0.1
Ke [0.2, 1] [0.5, 1] [0.7, 1] [0.9, 1]
γ 20 20 20 20
δ 0.1 0.2 0.3 0.4
1 0.3665 0.5438 0.8038 2.8023
2 0.2441 0.3456 0.4186 0.9572
K1 0.0242 0.0177 0.0141 0.0114
K2 -0.2755 -0.2271 -0.1957 -0.1758
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Figure 5.2: Ne(t), Ne1(t), Ne2(t), η2(t) and η (Scenario VA2).
EVs with SOC consideration. All Ne2 of EVs which participate in LFC with SOC
consideration are expected to be discharged and the parameters of SOC control
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are SOCmin,i = 20%, SOChigh,i = 70%, vi = 2. Therefore, the aggregated EVs
gain belongs to a bounded range. By employing the proposed procedure with
a searching algorithm in Section 5.3, the parameters of the designed H∞ SOF
controller K = [K1 K2] can be obtained and tabulated in Table 5.1.
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Figure 5.3: g0(t) and g(t) (Scenario VA2).
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Figure 5.4: h1(t), h2(t) (seconds) and Ke for Scenario VA2.
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Fig. 5.2 shows the number of plug-in EVs participating in LFC. As can be
seen that, Ne, Ne1, Ne2 change with time t. With a given value of η = 0.5, and the
ratio η2 = Ne2/Ne which is smaller than η = 0.5 (Fig. 5.2). On the other hand,
Fig. 5.3 presents g0(t) which is the average value of gi(t), i = Ne1+1, . . . , Ne, and
g(t) = η2/ηg0(t) where 0 ≤ g0(t), g(t) ≤ 1. Therefore, all of the above variations
in SOC levels and changes in plug-in EVs are reﬂected in Ke as shown in Fig.
5.4. Fig. 5.4 also presents time delays h1(t), h2(t) in Scenario VA2. As can be
observed from Fig. 5.4 that h1(t) and h2(t) are fast-varying and the lower bounds
are larger than zero as 0.5 s and 0.7 s respectively.
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Figure 5.5: f(t) responses to 0.1pu step load change (Scenario VA).
In Figs. 5.5-5.6, responses of f(t), Pe(t) and Pg(t) of the closed-loop system
subjected to 0.1pu step change in load demand are illustrated. As can be seen,
the system frequency deviation f(t) is brought back to zero after a ﬁnite time.
Therefore, by using the designed controller, the stability of the closed-loop system
is restored with a given H∞ performance index γ and hence, the objective of LFC
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Figure 5.6: Pg(t), Pe(t) response to 0.1pu step load change (Scenario VA).
is achieved. Note also that when the SOC control is coordinated, the output
power of EVs is less than the expected power deﬁned according to participation
factor αe = 0.2.
In the following, we conduct sensitivity analysis to consider the case where the
lower and upper bounds of the delays are not known exactly. Thus, we consider
sensitivity of time delays where h¯1, h˜1, h¯2, h˜2 are perturbed from the known
nominal values h¯∗1, h˜
∗
1, h¯
∗
2, h˜
∗
2 by sensitive factors εh¯1 , εh˜1 , εh¯2 , εh˜2 , respectively. We
conduct simulations (Scenario VB) to demonstrate the robustness of our designed
controller. For this, we consider the case studied in Scenario VA2. Note that in
Scenario VA2, the lower and upper bounds of the time delays (seconds) h1(t) and
h2(t) were assumed to be known at 0.5, 0.9, and 0.7 and 1.2, respectively. However,
in this analysis, they are now perturbed from the known values and belong to
intervals [0.48, 0.52], [0.87, 0.93], and [0.68, 0.72] and [1.17, 1.23], respectively.
Fig. 5.7 shows the upper and lower bounds of the time delays h1(t) and h2(t).
Fig. 5.7 also shows the frequency response f(t) of the closed-loop system to a
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Figure 5.7: h¯1, h˜1, h¯2, h˜2 (seconds) and f(t) response to 0.1pu step load change
(Scenario VB).
0.1pu step change in the load demand. It is clear that, although the upper and
lower bounds of the time delays were perturbed, the objective of frequency control
is still maintained as the response of the system frequency f(t) is satisfactory and
brought back to zeros. This shows the robustness of our designed controller.
5.4.2 Control Scheme Validation with Time-delay Output
So far in this chapter, we consider that the controller can access to the output
information y(t) instantly due to the dedicated communication channels that are
implemented between the control center and the measured units. Therefore, a
time delay in such communication channels is small and ignored in our study for
simplicity. In this part, we consider the problem where there is now a time-varying
delay that exists between the system outputs and the controller. In such case, the
SOF controller is described as follows
u(t) = Ky(t− d(t)) = KCx(t− d(t)), (5.4.1)
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where d(t) is a time-varying delay in the system outputs satisfying d¯ ≤ d(t) ≤ d˜,
d¯ and d˜ are known lower and upper values of d(t), respectively.
Due to the existence of the time delay in the output vector, the controller can
only access to the delayed information y(t−d(t)). By denoting τj(t) = hj(t)+d(t),
j = 1, 2, and τ¯j = h¯j + d¯ and τ˜j = h˜j + d˜ are the lower, upper bound values of
τj(t), respectively, the closed-loop system can be obtained as follows
x˙(t) =(A+ΔA(t))x(t) + (A2 +ΔA2(t))x(t− τ2(t))
+ A1x(t− τ1(t)) + Γw(t).
(5.4.2)
Table 5.2: Scenario VC analysis
Scenario VC1 VC2 VC3 VC4
d(t) ∈ [d¯, d˜] [0.1, 0.2] [0.15, 0.3] [0.2, 0.3] [0.25, 0.4]
γ 20 20 20 20
δ 0.1 0.2 0.1 0.2
1 0.3816 0.7226 0.2608 0.5394
2 0.2618 0.4657 0.1792 0.3442
K1 0.0224 0.0190 0.0212 0.0178
K2 -0.1968 -0.2591 -0.1668 -0.2268
We then undertook extensive analysis of our designed controller to test its
robustness against the presence of the time delay d(t). In this study (Scenario
VC), we designed an H∞ SOF load frequency controller to guarantee stability of
the closed-loop system where the time-delay d(t) is under consideration. There
are four cases in Scenario VC with diﬀerent values of d(t) as tabulated in Table 5.2.
In Scenario VC, the time delay h1(t) and h2(t) satisfying 0.3 ≤ h1(t) ≤ 0.5 and
0.5 ≤ h2(t) ≤ 0.8, and the EVs gain is taken from Scenario VA2. By following the
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synthesis procedure as given in Section 5.3, the controller u(t) = Ky(t−d(t)) can
be obtained. Searching parameters α, γ, 1, 2 and controller gain K = [K1 K2]
are also tabulated in the Table 5.2.
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Figure 5.8: d(t) (seconds) for Scenario VC.
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Figure 5.9: f(t) responses to a 0.1pu step load change (Scenario VC).
132
For illustrative purpose, Fig. 5.8 presents the time delay d(t) for the four cases
of Scenario VC. As can be observed from Fig. 5.8, d(t) is fast-varying and belongs
to an interval [d¯, d˜]. Fig. 5.9 shows the frequency response f(t) of the closed-loop
system (5.4.2) subjected to a 0.1pu step change in load demand. As can be seen,
the system frequency deviation f(t) is brought back to zero in all of the four cases
under studied. This demonstrates the robustness of our designed controller. By
using the designed controller (5.4.1), the stability of the closed-loop system (5.4.2)
is guaranteed with a robust performance index γ.
5.4.3 The Eﬀectiveness of EVs in PFC
As mentioned in the introduction, incorporation of EVs in PFC can improve
the performance of system subjected to the ﬂuctuations due to load demand and
the intermittent of renewable powers. In our model, the contribution of plugged-in
EVs into PFC is represented by EVs droop characteristic ρe. In order to verify the
eﬀectiveness of EVs on the performance of the closed-loop system, we design SOF
controllers for the system in four cases, where ρe = 0.5/Rg, ρe = 1/Rg, ρe = 2/Rg,
ρe = 5/Rg (Scenario VD1 to VD4). The time delays happen in the communication
channels are h1(t) ∈ [0.1, 0.3], h2(t) ∈ [0.3, 0.7], and 10% of EVs are plugged-in
with SOC consideration so that Ke ∈ [0.9, 1.0]. By using the algorithm given in
Section 5.3, the controller gain and searching parameters are obtained.
For illustrative purpose, Fig. 5.10 shows the responses of f(t) of the closed-
loop system subject to 0.15pu of incremental change in load demand and the wind
power ﬂuctuation as 0.05sin(t) pu, hence w(t) = 0.15 + 0.05sin(t) pu in Scenario
VD. As expected, the steady-state value of f(t) is brought back around to zero
after a ﬁnite time. Note also that frequency deviation f(t) can achieve better
performance for larger value of EVs PFC droop characteristic ρe. On the other
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Figure 5.10: f(t) response of closed-loop system and open loop system subjects
to system disturbance w(t) (Scenario VD).
hand, it is observed that even when some critical events happen in the control
input that lead to u(t) = 0, PFC of EVs can help the thermal turbine to improve
the performance of the system by bringing f(t) to nearer zero with larger value
of ρe.
5.4.4 Complex Power Systems with EVs
In this chapter, for the ease of demonstration, any network-induced communi-
cation delay that may arise in the communication channel related to PFC of EVs
has been ignored. As a result, the model shown in Fig. 5.1 does not contains any
time delay related to PFC of EVs. Fig. 5.11 presents a transfer function model of
a power system developed from Fig. 5.1 where a time delay h3(t) is now included.
Note that h3(t) is a fast time-varying delay and belongs to an interval of [h¯3, h˜3].
In Fig. 5.11, εd(t) = ρef(t− h3(t).
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Figure 5.11: A transfer function model of power system integrating EVs with
time-delay related to EVs PFC.
Accordingly, we have
˙¯x(t) =A¯0x¯(t) + A¯1x¯(t− h1(t)) + (A¯2 +ΔA¯2(t))x¯(t− h2(t))
+ (A¯3 +ΔA¯3(t))x¯(t− h3(t)) + Γ¯w(t),
y(t) =C¯x¯(t), z(t) = C¯x¯(t),
(5.4.3)
where A¯0 = L
−1A0L, A¯3 = L−1A3L, ΔA¯3(t) = H¯3g(t)E¯3, H¯3 = L−1H3, E¯3 = E3L
and A¯1, A¯2,ΔA¯2(t), Γ¯, C¯, C¯ in (5.2.17), A0, A3, H3, E3 are given in Section 5.6.2.
It can be seen that, system (5.4.3) contains multiple time-varying delays in
both the state, control input vectors and also perturbations in the system ma-
trices. By extending our stability/stabizability conditions in Theorems 5, 6 and
7 together with a similar procedure in Section 5.3, a SOF controller can be de-
signed to stabilize the system with a given robust performance index γ. For illus-
trative purpose, we consider Scenario VE where h3(t) is considered with γ = 20,
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Figure 5.12: f(t), Pg(t) and Pe(t) response to 0.1pu step load change, and h3(t)
(seconds) in Scenario VE.
ρe = 0.5/Rg, 0.5 ≤ h1(t) ≤ 0.9, 0.7 ≤ h2(t) ≤ 1.2, 0.2 ≤ h3(t) ≤ 0.5, perturbed
factor η = 0.4. There are 40% of EVs are plugged-in with SOC consideration in
Scenario VE. The controller is obtained as δ = 0.3, K = [0.0060 − 0.1884]. Fig.
5.12 shows the responses of f(t), Pe(t) and Pg(t) to a 0.1pu step load change in
the load demand. It is that the requirements of LFC can still be achieved due to
f(t) being brought back to zero after a ﬁnite time.
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Figure 5.13: Transfer function model of a a time-varying delay power system with
multiple aggregation of EVs.
5.4.5 Integration of Multiple Aggregation of EVs
So far, to demonstrate the eﬀective of EVs integration, we have assumed that
all EVs are near together and they are managed by a single central aggregator
[49,59,120]. For simplicity in presenting our SOF control method, we assume that
all EVs react to LFC control signals with the same network-induced time delay
as depicted in Fig. 5.1 and Fig. 5.11. However, due to some capacity constraints
of distributed system related to EVs, instead of a single aggregator, multiple
aggregated EVs where each aggregation of EVs is managed by an aggregator [57,
65, 68–70] should therefore be considered. To deal with this issue, Fig. 5.13 now
depicts a power system model with multiple aggregation of EVs. Here h2v(t) and
h3v(t), where h¯2 ≤ h2v(t) ≤ h˜2, h¯3 ≤ h3v(t) ≤ h˜3, v = 1, . . . , V , are communication
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delays between the vth aggregation of EVs, control center and actuators. Using
the modelling method in Section 5.2, we deﬁne the state vector x(t) ∈ Rn as
x(t) =
[
f(t) Xg(t) Pg(t) Pe1(t) . . . PeV (t) ς(t)
]T
.
Accordingly, the state space model of a power system containing multiple time
delays and uncertainties is obtained
x˙(t) =A0x(t) + B1u(t− h1(t)) +
V∑
v=1
(B2v +ΔB2v(t))u(t− h2v(t))
+
V∑
v=1
(A3v +ΔA3v(t))x(t− h3v(t)) + Γw(t),
(5.4.4)
where A0, B1, Γ, B2v, ΔB2v(t), A3v and ΔA3v(t) are given in Section 5.6.3.
By extending our proposed control design method in Section 5.3 to the case of
multiple time delays and uncertainties, a SOF controller can be designed to restore
stability of the studied system and suppress the ﬂuctuations of system frequency.
On the other hand, we can analyze the robustness of our designed controller in
Scenario VE. With the designed controller u = KCx(t), the closed-loop system
can be obtained as follows
x˙(t) =A0x(t) + A1x(t− h1(t)) +
V∑
v=1
(A2v +ΔA2v(t))x(t− h2v(t))
+
V∑
v=1
(A3v +ΔA3v(t))x(t− h3v(t)) + Γw(t),
(5.4.5)
where A1 = B1KC, A2v = B2vKC, ΔA2v(t) = ΔB2v(t)KC and C is in Section
5.6.3.
In this robustness analysis (Scenario VF), we use the designed controller in
Scenario VE to analyze the robustness of system (5.4.5) where four aggregation
of EVs (V = 4) are integrated. The time delay h1(t) ∈ [0.5, 0.9], and h2v(t) and
h3v(t) are given in Figs. 5.14-5.15, which are fast-varying. For SFC, the EVs
participation factors are αe1 = 0.03, αe2 = 0.04, αe3 = 0.06 and αe4 = 0.07,
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Figure 5.14: h2v(t) (seconds), v = 1, 2, 3, 4 (Scenario VF).
0 20 40 60
0.2
0.3
0.4
0.5
Time(sec)
h31(t)
0 20 40 60
0.2
0.3
0.4
0.5
Time(sec)
h32(t)
0 20 40 60
0.2
0.3
0.4
0.5
Time(sec)
h33(t)
0 20 40 60
0.2
0.3
0.4
0.5
Time(sec)
h34(t)
Figure 5.15: h3v(t) (seconds), v = 1, 2, 3, 4 (Scenario VF).
hence α =
∑4
v=1 αei = 0.2. On the other hand, for PFC, the droop participation
factors are ρe1 = 0.15/Rg, ρe2 = 0.2/Rg, ρe3 = 0.3/Rg, and ρe4 = 0.35/Rg, hence
ρe =
∑4
v=1 ρev = 1/Rg.
Fig. 5.16 shows the responses of frequency, f(t), thermal power Pg(t) and
total EVs power of the four aggregated EVs, Pe(t), when the closed-loop system
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Figure 5.16: f(t), Pg(t) and Pe(t) responses to 0.1pu step load change (Scenario
VF).
is subjected to a 0.1pu step change in load demand. As can be seen from the ﬁgure,
the system frequency deviation f(t) converges to zero after a ﬁnite time. Note
also that when the SOC control is incorporated, the output power of EVs is less
than the expected power deﬁned according to the participation factor αe = 0.2.
5.4.6 Stability Criterion for IPSs with EVs
In this chapter, we consider a two-area IPS with EVs and parallel AC/HVDC
links as depicted in Fig. 5.17.
We employ a PI controller in the form as ui(t) = −kpiACEi(t)−kIi
∫
ACEi(t)dt.
Hence, the closed-loop system is expressed as
x˙(t) =A¯x¯(t) +
2∑
i=1
A¯ix(t− hi). (5.4.6)
Notably, in (5.4.6), we ignore load demand parts to consider the stability of system
at the operating point. In the following, we will analyse stability of the closed-loop
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Figure 5.17: A transfer function of an IPS with AC/HVDC links.
system (5.4.6) and delay-dependent stability conditions for (5.4.6) will be derived.
On the basic of these conditions, the upper bounds/margins of delay ensuring
stability of power system with an LFC scheme embedded are determined.
To facilitate in presenting our conditions, let us denote the matrices ei =
[0n×in I 0n×(3q−i)n], 0 ≤ i ≤ 3q, q = 2. Ah = A¯e0 + A¯1e1 + . . .+ A¯qeq and
Γ0(h) =
⎡⎢⎢⎣
e0
he2q
h2/2e3q
⎤⎥⎥⎦ ,Γ1(h) =
⎡⎢⎢⎣
Ah
e0 − eq
h(e0 − e2q)
⎤⎥⎥⎦ , Fi =
⎡⎢⎢⎣
e0 − ei
e0 + ei − 2eq+i
e0 − ei + 6eq+i − 6e2q+i
⎤⎥⎥⎦ ,
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x˜(t) =
⎡⎢⎢⎣
x(t)∫ t
t−h x(s)ds∫ t
t−h
∫ t
s
x(u)duds
⎤⎥⎥⎦ , χ(t) =
⎡⎢⎢⎢⎢⎢⎣
x(t)
x(t− hi)
1
hi
∫ t
t−hi x(s)ds,
2
h2i
∫ t
t−hi
∫ t
s
x(u)duds
⎤⎥⎥⎥⎥⎥⎦ ∈ R(3q+1)n.
By employing Lemma 1, stability conditions for (5.4.6) are derived in the following
theorem.
Theorem 8. For given constant delays hi, i = 1, 2, . . . , q, system (5.4.6) is
asymptotically stable if there exist symmetric positive deﬁnite matrices P ∈ R3n,
Qi, Ri ∈ Rn, i = 1, . . . , q, satisfying the following LMI
Π(h) = Π0(h) +
q∑
i=1
(
eT0Qie0 − eTi Qiei + h2iAThRiAh − F Ti R˜iFi
)
< 0, (5.4.7)
where Π0(h) = Γ0(h)
TPΓ1(h) + Γ1(h)
TPΓ0(h) and R˜i = diag{Ri, 3Ri, 5Ri}.
Proof: Let P,Qi, Ri, i = 1, 2, . . . , q, are symmetric positive deﬁnite matrices sat-
isfying (5.4.7). We construct the following Lyapunov-Krasovskii functional
V (xt) = x˜
T (t)Px˜(t)+
q∑
i=1
{∫ t
t−hi
xT (s)Qix(s)ds+hi
∫ 0
−hi
∫ t
t+s
x˙T (u)Rix˙(u)duds
}
.
(5.4.8)
It is obvious that V (xt) is positive deﬁnite functional. Note that x˜(t) = G0(h)χ(t)
and d
dt
x˜(t) = G1(h)χ(t), the derivative of V (xt, x˙t) along trajectories of (5.4.6) is
bounded as follows
V˙ (xt) = χ
T (t)Π0(h)χ(t) +
q∑
i=1
χT (t)
(
eT0Qie0 − eTi Qiei + h2iAThRiAh
)
χ(t)
−
q∑
i=1
hi
∫ t
t−hi
x˙T (s)Rix˙(s)ds
≤ χT (t)Π(h)χ(t).
(5.4.9)
Therefore V˙ (xt) is negative deﬁnite if (5.4.7) holds. Consequently, if (5.4.7) is
satisﬁed then system (5.4.6) is asymptotically stable. The proof is completed.
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We carry out various case studies to investigate the maximal upper bound of
time delay when kI and Kp change by using stability conditions (5.4.7) and (Jang
2013) [83], respectively. Fig. 5.18 illustrates the shape of delay margins when I
and PI controller are applied respectively. As can be observed that, the upper
bound of time-delay is sharply decreased when increasing the value of kI from 0.1
to 0.55. On the other hand, the delay margin computed by (5.4.7) is in the shape
of curve instead of down straight line as followed [83]. Hence, in contrast with a
monotonic decrease of delay margin corresponding to the increase of kp as in [83],
the delay-margin enlarge when kp ∈ [0.1, 0.5]. Furthermore, for various values of
kI , kp, the delay-margin calculated by the proposed stability conditions is more
sizeable than by [83].
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gain kI
0
5
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15
 h with kp=0 (Theorem 8)
 h with kp=0 ([83])
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0
5
10
15
20
 h with kI=0.1 (Theorem 8)
 h with kI=0.1 ([83])
Figure 5.18: Delay margin of h with I controller and with PI controller (kI = 0.1).
In the following, the interaction of diﬀerent delay-margin of diﬀerent power
areas will be discussed. In regard to this purpose, similar PI controller are de-
ployed for each area. By incrementing the value of time-delay at Area-1 (h1), the
maximal upper bound of time-delay of Area-2 (h2) can be computed by (5.4.7)
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Figure 5.19: Stability region of multiple time-delay power systems
and searching algorithms proposed in [81, 83]. Fig. 5.19 presents the interaction
of time-delay margin at Area-1 and 2. It is undoubtedly that the upper bound
of time-delay in one area is impacted by neighbouring areas. Furthermore, the
delay-margin computed by our stability conditions is larger than that in [83].
As mentioned in the introduction section, HVDC integration can improve per-
formance of closed-loop system. To this point, we have conducted a great num-
ber of simulations to compare the performance of closed-loop systems for power
systems interconnected by AC power line and parallel AC/HVDC transmission,
respectively. Fig. 5.21 indicates that AC/HVDC links can reduce the oscillation
of system frequency responses.
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Figure 5.20: f1(t) responses to 0.1 pu step load change at Area-1
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Figure 5.21: f1(t) responses to 0.1 pu step load change at Area-1 in the scenario
of (kI = 0.2, kp = 0.9)
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5.4.7 Discussion
The controller design method in Chapter 4 can be extended for power systems
with both secondary and primary control of electric vehicle systems (EVs). Aim
to that point, we consider the state-space model of the power system with both
secondary and primary controls of EVs can be obtained as following form
x˙(t) =A0x(t) + Adx(t− d) + B1u(t− h1) + B2u(t− h2) + Γw(t),
y(t) =Cx(t),
(5.4.10)
where h1 and h2 are time delays related to secondary control of generator and
EVs respectively, and d is a time delay in the EVs primary control loop.
We construct the following dynamic output feedback controller for the system
(5.4.10)⎧⎨⎩ ˙ˆx(t) =A
c
0xˆ(t) + A
c
h1
xˆ(t− h1) + Ach2xˆ(t− h2) + Acdxˆ(t− d) + Bcy(t),
u(t) =Ccxˆ(t),
(5.4.11)
where Ac0, A
c
h1
, Ach2 , A
c
d, Bc and Cc are the designed controller matrices of appro-
priate dimensions.
Using the controller as deﬁned in (5.4.11), an augmented closed-loop system
is expressed as follows
˙¯x(t) =A¯0x¯(t) + A¯h1x¯(t− h1) + A¯h2x¯(t− h2) + A¯dx¯(t− d) + Γ¯w(t), (5.4.12)
where
x¯(t) =
[
x(t)
xˆ(t)
]
, Γ¯ =
[
Γ
0
]
, A¯0 =
[
A0 0
BcC A
c
0
]
, A¯h1 =
[
0 B1Cc
0 Ach1
]
,
A¯h2 =
[
0 B2Cc
0 Ach2
]
, A¯d =
[
Ad 0
0 Acd
]
.
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Then by using a similar method in Chapter 4, a dynamic output feedback con-
troller (5.4.11) can be obtained.
On the other hand, the result in Chapter 4 can be extended for time-varying
delay cases. Aim to this, the Lyapunov-Krasovskii functional candidate in Chap-
ter 4 will be replaced by a candidate which is similar to chapter 5.
5.5 Conclusion
In this chapter, for the ﬁrst time, EVs have been used in both the SFC and PFC
to support power plants to rapidly suppress ﬂuctuations in the system frequency
due to load disturbances. Via networked control and wide-area communication
infrastructures, multiple interval time-varying delays exist in the communication
channels between the control center, power plant, and an aggregation of EVs.
By coordinating batteries’ SOC control, the behaviors of the vehicle owners have
been taken into consideration and the changes in the batteries SOC impose uncer-
tainties in the power system under consideration. A realistic power system model
containing multiple time-varying delays and uncertainties has been proposed. A
robust SOF frequency controller has been designed with an eﬀective design proce-
dure to ensure stability and H∞ performance of the closed-loop system. Extensive
simulations have been given to demonstrate the design method.
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5.6 System Discription and Simulation Data
5.6.1 Data for power system with input time-delays
The data of system (5.2.13) are selected from [120], [3],Tt = 0.3, Tg = 0.08,
Rg = 2.4, M = 0.1667, b = 0.425, D = 0.0083, K¯e = 1, Te = 1, αg = 0.8,
αe = 0.2, ρe = 1/Rg. Matrices A ∈ Rn×n, B1, B2,Γ ∈ Rn×r, C ∈ Rq×n, C ∈ Rp×n
H ∈ Rn×n1 , H2 ∈ Rn×n2 , E ∈ Rn1×n are given as follows Matrices A ∈ Rn×n,
B1, B2,Γ ∈ Rn×m, C ∈ Rq×n, C ∈ Rp×n H ∈ Rn×n1 , H2 ∈ Rn×n2 , E ∈ Rn1×n,
Eg ∈ Rn2×m are as follows
A =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
−D
M
0 1
M
1
M
0
− 1
RgTg
−1
Tg
0 0 0
0 1
Tt
−1
Tt
0 0
−ρe K¯eTe 0 0 −1Te 0
b 0 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
, C =
[
1 0 0 0 0
0 0 0 0 1
]
,Γ =
[
− 1
M
0 0 0
]T
,
B1 =
[
0 αg
1
Tg
0 0 0
]T
, B2 =
[
0 0 0 αe
K¯e
Te
0
]T
, C =
[
0 0 0 0 1
]
,
H2 =− ηB2, H =
[
0 0 0 −ηβ3 0
]T
, E =
[
1 0 0 0 0
]
.
5.6.2 Data for power system with state time-delays
For system (5.4.3), Tt, Tg, Rg, M , b, D, K¯e, Te, αg, αe, matrices B1, B2, H2,
Eg, C, C are given in subsection 5.6.1. Matrices A0, A3, H3, E3 with appropriated
dimensions are given as follows
A0 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
−D
M
0 1
M
1
M
0
− 1
RgTg
−1
Tg
0 0 0
0 1
Tt
−1
Tt
0 0
0 0 0 −1
Te
0
b 0 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
A3 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
−ρe K¯eTe 0 0 0 0
0 0 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
H3 =
[
0 0 0 −ηβ3 0
]T
, E3 =
[
1 0 0 0 0
]
.
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5.6.3 Data for power system with multiple aggregators
For system (5.4.5), Tt, Tg, Rg, M , b, D, K¯e, Te, β1 and β2 are given in sub-
section 5.6.1. Matrices A0, B1, B2v, ΔB2v(t), A3v, ΔA3v(t), Γ, C and C with
appropriated dimensions are given as follows
A0 =
⎡⎢⎢⎣
A01 A02 A03
A04 A05 A06
A07 A08 A09
⎤⎥⎥⎦, C =
[
1 01×(n−2) 0
0 01×(n−2) 1
]
, A01 =
⎡⎢⎢⎣
−D
M
0 1
M
β1
−1
Tg
0
0 β2
−1
Tt
⎤⎥⎥⎦,
A02 =
⎡⎢⎢⎣
1
M
. . . 1
M
0 . . . 0
0 . . . 0
⎤⎥⎥⎦,A3v =
⎡⎢⎢⎣
0(3+v−1)×1 0(3+v−1)×(n−1)
β3v 01×(n−1)
0(n−v−3)×1 0(n−v−3)×(n−1)
⎤⎥⎥⎦, n = 4 + V , ηv = 0.4,
A03 = 03×1, A04 = 0V×3, A05 = diag(−1Te , . . . ,
−1
Te
), A06 = 0V×1 A07 = [b 0 0],
A08 = 01×V , A09 = 0, B1 =
[
0 β4 01×(n−2)
]T
, E2v = 1, E3v = [1 01×(n−1)],
B2v = [01×(3+v−1) β5v 01×(n−v−3)]T , ΔB2v(t) = H2vg(t)E2v, H2v = [01×(3+v−1) −
ηvβ5v 01×(n−v−3)]T , ΔA3v(t) = H3vgv(t)E3v,H3v = [01×(3+v−1) −ηvβ3v 01×(n−v−3)]T ,
Γ =
[
− 1
M
01×(n−1)
]T
, C =
[
01×(n−1) 1
]
, β3v = −ρevK¯e/Te, β5v = αevK¯e/Te.
5.6.4 Data for power system with HVDC link
For two-area interconnected power system in (5.4.6), Tti, Tgi, Rgi, Mi, bi, Di,
K¯e, Te are similar to subsection 5.6.1, K12 = 1, Tdc1 = 0.2, the matrices in (5.4.6)
are given as follows
A11 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
−D1
M1
0 1
M1
1
M1
0 0 −1
M1
β11
−1
Tg1
0 0 0 0 0
0 β21
−1
Tt1
0 0 0 0
0 0 0 −1
Te1
0 0 0
b1 0 0 0 0 0 −1
β31 0 0 0 0
−1
Tdc1
0
β41 0 0 0 0
−1
Tdc1
0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, A22 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
−D2
M2
0 1
M2
1
M2
0
β12
−1
Tg2
0 0 0
0 β22
−1
Tt2
0 0
0 0 0 −1
Te2
0
b2 0 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
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A12 =
⎡⎢⎢⎣
05×1 05×4
−β31 01×4
−β41 01×4
⎤⎥⎥⎦ , A21 =
⎡⎢⎢⎣
01×6 1M2
03×6 03×1
01×6 −1
⎤⎥⎥⎦
T
, A¯ =
[
A11 A12
A21 A22
]
,
Ci =
[
1 0 0 0 1 0 1
]
, Bei =
[
01×3 β5i 01×(ni−4)
]T
, B1 = diag(Be1, 0),
B2 = diag(0; Be2), A¯di = BiKiCi, Ki = [Kpi Kpi KIi], β1i = − 1
RiTgi
, β2i =
1
Tti
,
β31 =
K12
Tdc1
, β41 = 2πT12 +
K12
Tdc1
, β5i =
K¯ei
Tei
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Chapter 6
Decentralized BIBO Stabilization
for Perturbed Time-delay
Systems and Application to
Interconnected Smart Grids
This chapter considers the decentralized BIBO stabilization problem of a class
of interconnected TDSs with bounded disturbances and its applications to LFC
of smart grids. We ﬁrst provide conditions for the derivation of an ellipsoid that
bounds a given set of linear functions of the state vector. Then, a design procedure
is proposed for the design of DOF controllers. The designed controllers guarantee
that a given set of linear functions of the state vector, starting from any initial
condition, converges exponentially to its prescribed zones. To deal with the time-
delay issue, we use an improved WIIs recently reported in the literature to derive
less conservative exponential stability conditions. Finally, our design method is
applied to an interconnected smart grid with multiple time delays. We design
DOF controllers to ensure that the system frequency and interchanged power
converge to their prescribed zones.
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6.1 Introduction
Time-delay is paramount in the LFC of power grids [72]. In particular, due
to sudden congestion of communication channels, drop-out and disordering of
data packets in the open communication infrastructure such as networked control
or wide-area communication systems [67, 71, 74, 83, 85, 86, 120], the existence of
time delays in smart grids is unavoidable. However, time delay is a source of
oscillations, instability and poor performance. Without proper control action, it
will lead to failures in maintaining the system frequency and interchanged powers
to within acceptable tolerant levels [103,105,107,108,110–114,121]. Therefore, the
problem of stability analysis and LFC of TDPSs has been the focus of considerable
research attention (see, [83,85,86,103,105,107,108,110–114,121] and the references
therein). In these works, LKF methods were deployed to derive the margin of time-
delay in order to avoid system instability and/or to design suitable controllers to
restore the closed-loop system stability with a guaranteed H∞ performance index.
For interconnected TDPSs, both centralized and decentralized control strate-
gies have been proposed to achieve the objectives of LFC [3]. However, central-
ized control schemes require a central facility with complex hardware/software
for processing very large amount of information in real-time in order to achieve
the closed-loop system stability and performance requirement within the over-
all system [10]. As a result, the systems are very sensitive to communication
time delays. Decentralized LFC strategies are essential in cost saving of data
communication, in reducing computational and storage complexities for IPSs
(see, [3,10,13,17,18,103,105,110–113] and the references therein). In [103], the au-
thors proposed a decentralized state feedback controller which, however, requires
full state variables to restore stability of TDPSs subject to load disturbances. For
ease of implementation, it is more desirable that only the system outputs rather
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than the full state vector are utilized for the implementation of feedback con-
trollers. Although DOF controllers for TDPSs were introduced in [105, 110–113],
the derived stabilizability conditions in [105,110–113] were not formulated in the
form of LMI-based conditions. Therefore, a non-linear trace minimization prob-
lem was alternatively deployed to obtain the controller gains.
It is clear that future ISGs will have a high level of penetration of RE such
as wind and solar powers. Therefore, the instability (or ﬂuctuations) of system
frequency and interchange powers is not only caused by the contingent imbalance
between the power generation of thermal plants and power consumption but also
by the high intermittent of RE. In [103, 105, 107, 108, 110–114, 121], H∞ stability
and stabilizability conditions were derived for TDPSs to handle the disturbance
issue. Due to the high level of penetration and intermittent of RE, it is meaningful
and practical to consider the design of DOF controllers to bring the system fre-
quency and tie-line powers to inside their prescribed safe zones, or in other words,
inside their acceptable tolerant levels. In this regard, we draw our attention to
some recent research works dealing with reachable set estimation (RSE) [157–162]
of TDSs with bounded disturbances. The reachable set is a set of all reachable
states starting from the origin under unknown but bounded disturbances [157].
By using the LKF method and its variants, the bounds of reachable set can be
estimated by suitable regions of outer bounding convex shapes such as balls, ellip-
soids or boxes (see, [158–160]). Hence, through a synthesized feedback controller,
the system state vector can be brought into a pre-speciﬁed polyhedron [161] or an
ellipsoid [162]. On the other hand, the concept of BIBO stability and controller
synthesis for TDSs has also been investigated [163–165]. Roughly speaking, BIBO
means that any bounded input will result in an bounded output. By using LKF
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methods, the authors of [163–165] designed full-state feedback controllers to en-
sure the output of the closed-loop system converges to inside a bounded range.
With regard to the LFC of ISGs, it is most desirable to design DOF controllers
to ensure that the system frequency and interchanged powers converge into their
prescribed convergences when the system is subject to sudden changes in load
demands and the intermittent of RE.
Motivated by the above discussions, in this chapter, we present a novel BIBO
decentralized stabilization scheme for a class of perturbed TDSs and its applica-
tions to LFC of ISGs. At ﬁrst, by using RSE and BIBO results together with a
LKF method, we derive new exponential stability conditions to guarantee the exis-
tence of an ellipsoid that bounds a given set of linear functions of the state vector.
To deal with the time-delay issue, we use a recent WIIs [156] which encompasses
the Jensen inequality and its recent improvements based on Wirtinger integral
inequality. Therefore, less conservative exponential stability conditions for TDSs
can be achieved. The next contribution of this chapter is the construction of
new DOF controllers for the studied system to ensure that a set of pre-speciﬁed
linear functions of the state vector converges exponentially into its prescribed
convergence with a given convergent rate. The designed controllers only use the
local output measurements and can be systematically obtained by solving some
stabilizability conditions expressed in terms of tractable LMIs together with a
convex optimization algorithm. Finally, we apply our proposed control scheme
to a time-delay ISG integrating an aggregation of disperse energy storages (ES)
including genetic storage devices and EV batteries. For this considered ISG, we
design eﬀective DOF controllers which can restore the system frequency and in-
terchange powers back to their prescribed zone after a ﬁnite time, with a given
rate of convergence.
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The remaining of this chapter is organized as follows: Section 6.2 introduces
some deﬁnitions and the problem statement. Stability analysis and an eﬀective
design procedure to obtain DOF controllers are given in section 6.3. The eﬀec-
tiveness of our method is veriﬁed in section 6.4. Finally, section 6.5 concludes the
chapter.
6.2 System Description and Problem Statement
Notation: Throughout this chapter, Rn and Rm×n denote, respectively, the
n−dimensional Euclidean space with standard norm ‖.‖ and the set of m×n ma-
trices. For A ∈ Rn×n, we denote λmax(A) and λmin(A) the maximal and minimal
real part of all eigenvalues of A. The symbol ⊗ denotes the Knonecker product
of two matrices and others mathematical notations are well-known.
We consider the following class of TDSs⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
x˙i(t) = Aiixi(t) +
N∑
j=1,j =i
Aijxj(t) + Adixi(t− di)
+Biui(t) + Bhiui(t− hi) +Giwi(t),
yi(t) = Cixi(t),
xi(t) = φi(t), t ∈ [−τi, 0], i = 1, . . . , N,
(6.2.1)
where N and i denote the number of subsystems and the index of subsystem
i, respectively. xi(t) ∈ Rni , ui(t) ∈ Rmi , yi(t) ∈ Rpi and wi(t) ∈ Rqi are the
local state, control input, measured output vectors and bounded disturbance of
subsystem i, respectively. τi = max{hi, di}, φi(.) ∈ C([−τi, 0]Rni), is the initial
function specifying the system state on [−τi, 0]. Aii, Adi ∈ Rni×ni , Aij ∈ Rni×nj ,
Bi, Bhi ∈ Rni×mi , Ci ∈ Rpi×ni and Gi ∈ Rni×qi are known real matrices. In
(6.2.1), hi and di are constant time delays in the control input and state vectors
of subsystem i, respectively.
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The expression of the interconnected TDS can be obtained as follows⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
x˙(t) = Ax(t) +
N∑
i=1
A¯dix(t− di) +
N∑
i=1
B¯hiu(t− hi)
+Bu(t) +Gw(t),
y(t) = Cx(t),
(6.2.2)
where
x(t) =
[
xT1 (t) . . . x
T
N(t)
]T
, u(t) =
[
uT1 (t) . . . u
T
N(t)
]T
,
w(t) =
[
wT1 (t) . . . w
T
N(t)
]T
, y(t) =
[
yT1 (t) . . . y
T
N(t)
]T
.
Matrices A, A¯di ∈ Rn×n, B, B¯hi ∈ Rn×m, G ∈ Rn×q and C ∈ Rp×n are
A =
⎡⎢⎢⎣
A11 . . . A1N
...
. . .
...
AN1 . . . ANN
⎤⎥⎥⎦ , A¯di = diag(0, . . . , Adi , . . . , 0),
B¯hi = diag(0, . . . , Bhi , . . . , 0), B = diag(B1, . . . , BN),
G = diag(G1, . . . , GN), C = diag(C1, . . . , CN).
We deﬁne a given set of function of state vector as follows
z(t) = Ex(t), (6.2.3)
where E ∈ Rr×n.
Now, we consider the following state transformation
xi(t) = Hix¯i(t), i = 1, . . . N, (6.2.4)
where Hi =
[
C+i C
⊥
i
]
is a non-singular matrix, C+i and C
⊥
i are a Moore Pen-
rose inverse of Ci and Null-space of Ci, respectively. By which C˜i = CiHi =[
Ipi 0pi×(ni−pi)
]
.
By using the transformation given in (6.2.4), from (6.2.2) and (6.2.3) we have⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
˙¯x(t) =Ax¯(t) +
N∑
i=1
A¯di x¯(t− di) +
N∑
i=1
B¯hiu(t− hi)
+ Bu(t) + G˜w(t),
y(t) = C˜x¯(t), z(t) = E˜x¯(t),
(6.2.5)
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Figure 6.1: A block diagram of decentralised output feedback implementation.
where
A = H−1AH, A¯di = H−1A¯H,B = H−1B, B¯hi = H−1B¯hi ,
G˜ = H−1G, C˜ = CH, E˜ = EH,H = diag(H1, . . . , HN).
(6.2.6)
In this chapter, we construct a set of DOF controller as follows
ui(t) = Kiyi(t) = KiC˜ix¯i(t), i = 1, . . . N. (6.2.7)
A block-diagram implementation of the DOF scheme for system (6.2.5) is shown
in Fig. 6.1. It can be seen that the DOF controller (6.2.7) only uses the local
measurements and thus it is simpler for implementation.
By employing the controller (6.2.7), the closed-loop system is obtained as
follows ⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
˙¯x(t) =A¯x¯(t) +
N∑
i=1
A¯di x¯(t− di) +
N∑
i=1
Ahi x¯(t− hi)
+ G˜w(t),
y(t) = C˜x¯(t), z(t) = E˜x¯(t),
(6.2.8)
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where A¯ = A+ BKC˜, A¯hi = B¯hiKC˜ and K = diag(K1, . . . , KN).
It is required that z(t) is bounded for all bounded disturbance w(t). A control
system is said to be BIBO if for any bounded disturbance w(.) ∈ L∞, that is
supt≥0 ‖w(t)‖ < ∞, z(t) is bounded on [0,∞). More speciﬁcally, for a given
threshold of input disturbance, we derive a compact set that absorbs the trajectory
z(t). First, we summarize the above discussion in the following deﬁnitions.
Deﬁnition 2. System (6.2.8) is said to be BIBO stable if there exists a positive
scalar β, such that for any disturbance w(.) ∈ L∞([0,∞),Rq) and any initial
condition, a given set of function of state vector, z(t), of the system satisﬁes
lim sup
t→∞
‖z(t)‖ ≤ β‖w‖∞, (6.2.9)
where ‖w‖∞ = supt≥0 ‖w(t)‖ denotes the L∞-norm of the disturbance w(.).
For a given scalar  > 0 and a symmetric positive deﬁnite matrix P0 ∈ Rr×r,
an ellipsoid E(P0, ) ∈ Rr is deﬁned as
E(P0, ) =
{
χ ∈ Rr : χTP0χ ≤ 
}
. (6.2.10)
Deﬁnition 3. System (6.2.8) is said to be BIBO stable with an ellipsoidal con-
vergence E(P0, ) if the following condition
lim sup
t→∞
zT (t)P0z(t) ≤  (6.2.11)
holds for all initial conditions φ.
6.3 BIBO Stability Analysis and Synthesis
In this section, we derive BIBO stability condition for system (6.2.8). For
given DOF controllers ui = Kiyi(t), i = 1, . . . , N , Theorem 9 presents a suﬃ-
cient condition under which a LFS, z(t) converges exponentially into an ellipsoid
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E (P0, ). In order to synthesize BIBO DOF controller (6.2.7), we will convert
Theorem 9 into Theorem 10 presented as LMI-based conditions. An eﬀective
procedure to obtain controller gain Ki will be proposed. First, we introduce the
following lemma which will be used to derive BIBO stability condition for system
(6.2.8).
Lemma 5. [156] For a given n × n matrix R > 0, scalar α > 0 and a function
ϕ ∈ C([a, b],Rn), the following inequalities holds
⎧⎪⎪⎨⎪⎪⎩
J1(ϕ, α) ≥ α
0
ξˆT1 (Φ
T
0Φ0 ⊗R)ξˆ1 +
α
ρ0
ξˆT1 (Φ
T
1Φ1 ⊗R)ξˆ1,
J2(ϕ, α) ≥ α
2
21
ξˆT2 (Φ
T
0Φ0 ⊗R)ξˆ2 +
4α2
ρ1
ξˆT2 (Φ
T
2Φ2 ⊗R)ξˆ2,
(6.3.1)
where
J1(ϕ, α) =
∫ b
a
eα(s−b)ϕT (s)Rϕ(s)ds, l = b− a,
ξˆ1 = col{
∫ b
a
ϕ(s)ds,
∫ b
a
∫ b
s
ϕ(u)duds}, 0 = eαl − 1,
ρ0 =
0
21
[20 − (αl)2eαl],Φ1 = [1 −
α0
1
],Φ0 = [1 0],
J2(ϕ, α) =
∫ b
a
∫ b
s
eα(u−b)ϕT (u)Rϕ(u)duds,
ξˆ2 = col{
∫ b
a
∫ b
s
ϕ(u)duds,
∫ b
a
∫ b
s
∫ b
u
ϕ(v)dvduds},
ρ1 =
1
22
[221 − (αl + (αl − 1)0)(αl)2],Φ2 = [1 −
α1
2
],
1 = e
αl − αl − 1, 2 = eαl − (αl)
2
2
− αl − 1.
Let us introduce the following matrix notations
el0 =
[
0n×l0n In 0n×(1+6N−l0)n
]
, 0 ≤ l0 ≤ 1 + 6N,
χ(t) =
[
x¯T (t) ˙¯xT (t) χT1 (t) . . . χ
T
6 (t)
]T
,
χ1(t) =
[
χT11(t) . . . χ
T
1N
]T
, χ2(t) =
[
χT21(t) . . . χ
T
2N
]T
,
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χ3(t) =
[
χT31(t) . . . χ
T
3N
]T
, χ4(t) =
[
χT41(t) . . . χ
T
4N
]T
,
χ5(t) =
[
χT51(t) . . . χ
T
5N
]T
, χ6(t) =
[
χT61(t) . . . χ
T
6N
]T
,
χ1i(t) = x¯(t− hi), χ2i(t) = x¯(t− di),
χ3i(t) =
∫ t
t−hi
x¯(s)ds, χ4i(t) =
∫ t
t−di
x¯(s)ds,
χ5i(t) =
∫ 0
−hi
∫ t
t+s
x¯(u)duds, χ6i(t) =
∫ 0
−di
∫ t
t+s
x¯(u)duds,
F1hi =
[
e0 − ei+1
hie0 − ei+1+2N
]
, F1di =
[
e0 − ei+1+N
die0 − ei+1+3N
]
,
F2hi =
[
hie0 − ei+1+2N
h2i /2e0 − ei+1+4N
]
, F2di =
[
die0 − ei+1+3N
d2i /2e0 − ei+1+5N
]
,
ξ1hi(t) = F1hiχ(t), ξ1di(t) = F1diχ(t), ξ2hi(t) = F2hiχ(t),
ξ2di(t) = F2diχ(t), 0hi = e
αhi − 1, 0di = eαdi − 1,
1hi = 0hi − αhi, 1di = 0di − αdi, 2hi = 1hi −
(αhi)
2
2
,
2di = 1di −
(αdi)
2
2
, ρ0hi =
0hi
21hi
[20hi − (αhi)2eαhi ],
ρ0di =
0di
21di
[20di − (αdi)2eαdi ],Φ0 = [1 0],
ρ1hi =
1hi
22hi
[221hi − (αhi + (αhi − 1)0hi)(αhi)2],
ρ1di =
1di
22di
[221di − (αdi + (αdi − 1)0di)(αdi)2],
Φ1hi = [1 −
α0hi
1hi
],Φ1di = [1 −
α0di
1di
],
Φ2hi = [1 −
α1hi
2hi
],Φ2di = [1 −
α1di
2di
].
Theorem 9. : Assume that there exist scalars α > 0, μ > 0, δ, symmetric
positive deﬁnite matrices P0 ∈ Rr×r, P1, Rhi, Rdi, Qhi, Qdi, Shi, Sdi ∈ Rn×n,
i = 1, . . . , N , and a matrix X ∈ Rn×n satisfying the following LMI
Π =
⎡⎢⎣Π11 Π12
∗ −μ2Iq
⎤⎥⎦ < 0, (6.3.2)
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where
Π11 =
10∑
v=1
Ωv,Π12 = UG˜,Ω1 = αeT0 Pe0 + eT1 Pe0 + eT0 Pe1,
Ω2 =
N∑
i=1
(eT0Qhie0 − e−αhieT1+iQhie1+i), P = P + E¯TP0E˜,
Ω3 =
N∑
i=1
(eT0Qdie0 − e−αdieT1+N+iQdie1+N+i),
Ω4 =
N∑
i=1
(hie
T
1Rhie1 + (h
2
i /2)e
T
1 Shie1),
Ω5 =
N∑
i=1
(die
T
1Rdie1 + (d
2
i /2)e
T
1 Sdie1),
Ω6 = −
N∑
i=1
(
α
γ0hi
F T1hiR0hiF1hi +
α
ρ0hi
F T1hiR1hiF1hi),
Ω7 = −
N∑
i=1
(
α
γ0di
F T1diR0diF1di +
α
ρ0di
F T1diR1diF1di),
Ω8 = −
N∑
i=1
(
α2
γ1hi
F T2hiS0hiF2hi +
4α2
ρ1hi
F T2hiS2hiF2hi),
Ω9 = −
N∑
i=1
(
α2
γ1di
F T2diS0diF2di +
4α2
ρ1di
F T2diS2diF2di),
R0hi = Φ
T
0Φ0 ⊗Rhi , R1hi = ΦT1hiΦ1hi ⊗Rhi , R0di = ΦT0Φ0 ⊗Rdi ,
R1di = Φ
T
1di
Φ1di ⊗Rdi , S0hi = ΦT0Φ0 ⊗ Shi , S2hi = ΦT2hiΦ2hi ⊗ Shi ,
S0di = Φ
T
0Φ0 ⊗ Sdi , S2di = ΦT2diΦ2di ⊗ Sdi ,Ω10 = UV + VTUT ,
U =eT0XT + δeT1XT ,V = −e1 + A¯e0 +
N∑
i=1
A¯hie1+i +
N∑
i=1
A¯die1+N+i.
Then, for any disturbance w(.) ∈ L∞([0,∞),Rq), system (6.2.8) is BIBO sta-
ble with an ellipsoidal convergence E (P0, ).
Proof : We construct the following LKF candidate
V (x¯t) = V0(x¯t) +
N∑
i=1
6∑
j=1
Vij(x¯t), (6.3.3)
161
V0(x¯t) = x¯
T (t)P1x¯(t) + z
T (t)P0z(t) = x¯
T (t)Px¯(t), P = P1 + E˜
TP0E˜,
Vi1(x¯t) =
∫ t
t−hi
eα(s−t)x¯T (s)Qhi x¯(s)ds,
Vi2(x¯t) =
∫ t
t−di
eα(s−t)x¯T (s)Qdi x¯(s)ds,
Vi3(x¯t) =
∫ 0
−hi
∫ t
t+s
eα(u−t) ˙¯xT (u)Rhi ˙¯x(u)duds,
Vi4(x¯t) =
∫ 0
−di
∫ t
t+s
eα(u−t) ˙¯xT (u)Rdi ˙¯x(u)duds,
Vi5(x¯t) =
∫ 0
−hi
∫ 0
s
∫ t
t+u
eα(v−t) ˙¯xT (v)Shi ˙¯x(v)dvduds,
Vi6(x¯t) =
∫ 0
−di
∫ 0
s
∫ t
t+u
eα(v−t) ˙¯xT (v)Sdi ˙¯x(v)dvduds.
The derivative of V (t) along state trajectories of (6.3.3) can be presented as follows
V˙ (t) + αV (t) =χT (t)
5∑
v=1
Ωvχ(t) +
4∑
l=1
Jl, (6.3.4)
where
J1 = −
N∑
i=1
∫ t
t−hi
eα(s−t) ˙¯xT (s)Rhi ˙¯x(s)ds,
J2 = −
N∑
i=1
∫ t
t−di
eα(s−t) ˙¯xT (s)Rdi ˙¯x(s)ds,
J3 = −
N∑
i=1
∫ 0
−hi
∫ t
t+s
eα(u−t) ˙¯xT (u)Shi ˙¯x(u)duds,
J4 = −
N∑
i=1
∫ 0
−di
∫ t
t+s
eα(u−t) ˙¯xT (u)Sdi ˙¯x(u)duds.
Applying Lemma 5 for J1, J2, J3 and J4, we have
J1 ≤ χT (t)Ω6χ(t), J2 ≤ χT (t)Ω7χ(t),
J3 ≤ χT (t)Ω8χ(t), J4 ≤ χT (t)Ω9χ(t).
(6.3.5)
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On the other hand, the following identity holds for any matrix X [167]
2(x¯(t) + δ ˙¯x(t))XT × [ N∑
i=1
A¯hi x¯(t− hi) +
N∑
i=1
A¯di x¯(t− di)
+A¯x¯(t) + G˜w(t)− ˙¯x(t)] = 0. (6.3.6)
Therefore
χT (t)Ω10χ(t) + 2χ
T (t)UG˜w(t) = 0. (6.3.7)
By adding the left hand side of (6.3.7) into (6.3.4), we obtain
V˙ (t) + αV (t)− μ2wT (t)w(t) ≤ χT0 (t)Πχ0(t), (6.3.8)
where χ0(t) =
[
χT (t) wT (t)
]T
.
It can be seen from (6.3.8) that if Π < 0 then V˙ (t)+αV (t)−μ2wT (t)w(t) ≤ 0,
which yields
d
dt
(
V (t)eαt
) ≤ μ2‖w‖2∞eαt, t ≥ 0. (6.3.9)
Taking integral both sides of (6.3.9), we readily obtain
V (t) ≤ μ
2
α
‖w‖2∞ +
(
V (0)− μ
2
α
‖w‖2∞
)
e−αt. (6.3.10)
Therefore lim supt→∞ V (t) ≤ μ
2
α
‖w‖2∞ ensuring that z(t) is absorbed by the ellip-
soid E(P0, ), where  = μ2α ‖w‖2∞. The proof is completed.
In addition, the set of linear function of state vector z(t) satisﬁes
lim sup
t→∞
‖z(t)‖ ≤ μ√
αλmin(P0)
‖w‖∞, (6.3.11)
Note also that when r = 1, P0 is a scalar, the Theorem 1 guarantees LFS
z(t) convergences exponentially into its prescribed segment of [−γ, γ], where
γ = μ√
αP0
‖w‖∞.
In most existing works concerning BIBO stability of time-delay system, the
bound on z(t) is usually bounded as ‖z(t)‖ ≤ ‖E‖‖x(t)‖. Then using the es-
timation of full-state vector x(t) to derive (6.3.2). Diﬀerent from those in the
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literature, in this chapter, we propose a new approach which uses the set of linear
function of state vector to establish an upper bound of z(t) in the framework of
LKF method. Let E = In (thus r = n) then Theorem 9 guarantees that the
reachable set of system (6.2.8) is bounded within an ellipsoid E(P0, ).
Next, we solve the problem of synthesis BIBO decentralised output feedback
controller (6.2.7) ui = Kiyi(t), i = 1, . . . N, by LMI-based conditions as follows
Theorem 10. Assume that there exist scalars α, μ > 0, δ, and symmetric
positive deﬁnite matrices P¯0 ∈ Rr×r, P¯ , Q¯hi, Q¯di, R¯hi, R¯di , S¯hi, S¯di ∈ Rn×n,
i = 1, . . . , N , a nonsingular matrix X¯ ∈ Rn×n and a matrix Y ∈ Rn×n in the form
of X¯ = diag(X¯1, · · · , X¯N) and Y = diag(Y1, · · · , YN), where X¯i =
⎡⎢⎣X¯i1 0
X¯i2 X¯i3
⎤⎥⎦,
Yi =
⎡⎢⎣ Yi1 0mi×(ni−pi)
0(ni−mi)×pi 0(ni−mi)×(ni−pi)
⎤⎥⎦, X¯i1 ∈ Rni×ni, X¯i3 ∈ R(ni−pi)×(ni−pi) are non-
singular matrices and X¯i2, Y1i are matrices with appropriate dimension, satisfying
the following LMIs
Π¯ =
⎡⎢⎣Π¯11 Π¯12
∗ −μ2Iq
⎤⎥⎦ < 0, (6.3.12)
Λ¯ =
⎡⎢⎣P¯ X¯T E˜T
∗ P¯0
⎤⎥⎦ ≥ 0, (6.3.13)
where
Π¯11 =
10∑
v=1
Ω¯v, Π¯12 = UG˜, Ω¯1 = αeT0 P¯ e0 + eT1 P¯ e0 + eT0 P¯ e1,
Ω¯2 =
N∑
i=1
(eT0 Q¯hie0 − e−αhieT1+iQ¯hie1+i),
Ω¯3 =
N∑
i=1
(eT0 Q¯die0 − e−αdieT1+N+iQ¯die1+N+i),
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Ω¯4 =
N∑
i=1
(hie
T
1 R¯hie1 + (h
2
i /2)e
T
1 S¯hie1),
Ω¯5 =
N∑
i=1
(die
T
1 R¯die1 + (d
2
i /2)e
T
1 S¯die1),
Ω¯6 = −
N∑
i=1
(
α
γ0hi
F T1hiR¯0hiF1hi +
α
ρ0hi
F T1hiR¯1hiF1hi),
Ω¯7 = −
N∑
i=1
(
α
γ0di
F T1diR¯0diF1di +
α
ρ0di
F T1diR¯1diF1di),
Ω¯8 = −
N∑
i=1
(
α2
γ1hi
F T2hiS¯0hiF2hi +
4α2
ρ1hi
F T2hiS¯2hiF2hi),
Ω¯9 = −
N∑
i=1
(
α2
γ1di
F T2diS¯0diF2di +
4α2
ρ1di
F T2diS¯2diF2di),
R¯0hi = Φ
T
0Φ0 ⊗ R¯hi , R¯1hi = ΦT1hiΦ1hi ⊗ R¯hi , R¯0di = ΦT0Φ0 ⊗ R¯di ,
R¯1di = Φ
T
1di
Φ1di ⊗ R¯di , S¯0hi = ΦT0Φ0 ⊗ S¯hi , S¯2hi = ΦT2hiΦ2hi ⊗ S¯hi ,
S¯0di = Φ
T
0Φ0 ⊗ S¯di , S¯2di = ΦT2diΦ2di ⊗ S¯di ,
Ω¯10 = U¯ V¯ + V¯T U¯T , U¯ = eT0 + δeT1 ,
V¯ = −X¯e1 +AX¯e0 +
N∑
i=1
Z¯iY e0 +
N∑
i=1
A¯diX¯e1+i+N +
N∑
i=1
Z¯hiY e1+i.
Then with the set of decentralised output feedback controller
Ki = Yi1X¯
−1
i1
, i = 1, . . . , N (6.3.14)
a set of linear function of state vector, z(t), of system (6.2.8) converges exponen-
tially into a given ellipsoidal convergence E(P0, ) with a convergent rate α, where
P0 = P¯
−1
0 .
Proof : Let
P¯0 = P
−1
0 , P = X
T P¯X,Qhi = X
T Q¯hiX,Qdi = X
T Q¯diX,Rhi = X
T R¯hiX,
Rdi = X
T R¯diX,Shi = X
T S¯hiX,Sdi = X
T S¯diX,X = X¯
−1,H = diag{X, . . . , X, I}.
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By pre- and post-multiplying (6.3.2) with H−T and H−1, we obtain
Π˜ =
[
Π˜11 Π¯12
∗ −μ2Iq
]
< 0, (6.3.15)
where
Π˜11 =
9∑
v=1
Ω¯v + Ω˜10, Ω˜10 = U¯ V˜ + V˜T U¯T ,
V˜ = −X¯e1 +AX¯e0 + B¯KC˜X¯e0 +
N∑
i=1
A¯diX¯e1+i+N +
N∑
i=1
B¯hiKC˜X¯e1+i,
and matrices Π¯12, Ω¯1, . . . , Ω¯9, U¯ are deﬁned in (6.3.12).
From P = P1 + E˜
TP0E˜, P¯0 = P
−1
0 , P = X
T P¯X and P1 > 0, we obtains
(6.3.13). It can be found that (6.3.2) holds if and only if (6.3.15) and (6.3.13)
hold.
We denote B¯i = diag(0, . . . ,Bi, . . . , 0), and hence, BKC˜X¯ =
∑N
i=1 B¯iKC˜X¯.
It is also noted that C˜i = [Ipi 0pi×(ni−pi)], B¯hi = diag(0, . . . ,Bhi , . . . , 0), then, we
have some computations as⎧⎨⎩BiKiC˜iX¯i = ZiK¯iC¯iX¯i = ZiYi,BhiKiC˜iX¯i = ZhiK¯iC¯iX¯i = ZhiYi. (6.3.16)
Therefore, we have ⎧⎨⎩ B¯iKC˜X¯ = Z¯iK¯C¯X¯ = Z¯iY,B¯hiKC˜X¯ = Z¯hiK¯C¯X¯ = Z¯hiY, (6.3.17)
where
Zi =
[
Bi 0ni×(ni−mi)
]
, C¯i =
[
C˜i
0(ni−pi)×(ni)
]
, K¯i =
[
Ki 0mi×(ni−pi)
0(ni−mi)×pi 0(ni−mi)×(ni−pi)
]
,
Zhi =
[
Bhi 0ni×(ni−li)
]
, Z¯i = diag(0, . . . , Zi, . . . , 0),
Z¯hi = diag(0, . . . , Zhi , . . . , 0), C¯ = diag(C¯1, . . . , C¯N).
It can be seen that, if (6.3.12)-(6.3.13) hold then (6.3.2) hold. The proof is
completed.
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The procedure to obtain DOF controller (6.2.7) for system (6.2.8) is given in
the following
BIBO Decentralised Controller Synthesis Procedure
Step 1 Obtain matrices Aii, Adi , Aij, Bi, Bhi , Gi, Ci, hi, di, i = 1, · · · , N .
Step 2 Obtain matrices A, A¯di , B, B¯hi , G, C, E and a prescribed ellipsoid
E(P0, ).
Step 3 Compute Hi in (6.2.4) and obtain matrices H, A, A¯di , B¯hi , B, C˜,
G˜ and E˜ from (6.2.7) and Z¯i, Z¯hi from (6.3.17).
Step 4 Solve (6.3.12)-(6.3.13) by a search algorithm (α, μ and δ) with xfeas
command in Matlab software with its robust control toolbox.
Step 5 Obtain the three feasible parameters α, μ and δ and LMI variables
Yi, X¯i1, i = 1, · · · , N and obtain controller gains Ki = Yi1X¯−1i1
from (6.3.14).
6.4 Applications to LFC of Smart Grids
In this section, we will apply our proposed BIBO control scheme for LFC of
ISGs. Fig. 6.2 depicts a tranfer function model of the power area i of an ISG
arising from original models in [3, 120, 121]. In this model, an aggregation of
energy storages (ES) which comprises EVs batteries, generic storages and other
storage based devices is incorporated at each power area. In Fig. 6.2, hi and
di are networked time delays within the communication channels of the studied
system. Mi, Di, fi, bi, Rgi, ACEi, Tij, Tgi, Tti, Xgi, Pgi and Ptie,i(t) are given at
the Nomenclatures. The description of the turbine in Fig. 6.2 can be found [3],
or replaced by other types of generating units as in [120,121].
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Figure 6.2: A transfer function model of a N-area interconnected smart grid with
energy storage system.
In order to suppress system frequencies and interchanged power ﬂuctuated by
system disturbances, the local control center at power area i sends the control
signal ui(t) and via participation factors αgi and αsi, the control signals ugi(t) and
usi(t) are delivered to regulate the power output of thermal turbine and aggre-
gated ES, respectively. On the other hand, a local supplemental droop control
of an aggregated ES (DES) is integrated to quickly support the operation of the
local governor turbine to provide the frequency reserve for the power system. In
general, the operation of DES is similar to the governor of the thermal generating
units. While the governor is characterised by frequency droop constant Rgi, the
contribution of the DES is presented by a droop participation factor ρsi.
To incorporate an aggregated ES into smart grids, an open communication
infrastructure such as network control or wide-area control system is necessitated
[120]. However, due to the congestion, packet droop out of the communication
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infrastructure, the time delays are unavoidably introduced in the communication
channels between control center, aggregation of ESs and the actuators. Fig. 6.2 hi
refers a time-delay in the communication channels transferring the control signal
usi(t) [121] whereas di denotes the delay in the channel which is used to send the
DES signal εdi(t).
Therefore, the description of the aggregated ES can be obtained as follows
P˙esi(t) = − 1
Tsi
Pesi(t) +
Ksi
Tsi
εsi(t), (6.4.1)
where εsi(t) = usi(t)− εdi(t), usi(t) = αsiui(t− hi), εdi(t) = ρsifi(t− di). Ksi and
Tsi are gain and time constants of the aggregated ES at power Area i [120, 121],
respectively.
We denote the local state xi(t) and output yi(t) vectors as
xi(t) =
[
fi(t) Xgi(t) Pgi(t) Pesi(t) ζi(t) Ptie,i(t)
]T
yi(t) =
[
fi(t) Pgi(t) ζi(t) Ptie,i(t)
]T
,
(6.4.2)
where ζi(t) =
∫
ACEi(t)dt.
Accordingly, the state space model of the ISG with multiple time delays in
state and control input vectors can be obtained as in (6.2.2).
We consider a two-area ISG (N = 2) and deﬁne a set of linear function of state
vector z(t) as follows
z(t) =
⎡⎢⎢⎣
f1(t)
f2(t)
Ptie(t)
⎤⎥⎥⎦ = Ex(t) = E˜x¯(t), (6.4.3)
where Ptie(t) = Ptie,1(t) = −Ptie,2(t) and matrix E is given at Section 6.6.
The ellipsoid E(P0, ) with a symmetric positive deﬁnite matrix P0 and scalar
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Figure 6.3: The responses f1(t) and f2(t) of open-loop system.
 are prescribed as follows
P0 =
⎡⎢⎢⎣
0.006 0.002 0.001
0.002 0.005 0.003
0.001 0.003 0.007
⎤⎥⎥⎦ ,  = 0.033. (6.4.4)
Now, we consider the impacts of time delays on the performance of studied
ISG subjected to unknown and bounded disturbance comprising the ﬂuctuation
of load demands and intermittent of RE wi(t), where ||w|| ≤ 0.1, where w1(t) =
0.05|sin(√21t)| + 0.05|cos(√11t)| and w2(t) = 0.06|sin(
√
31t)| + 0.04|cos(√17t)|.
Time delays are h1 = 0.1s, h2 = 0.15s, d1 = 0.25s, d2 = 0.3s. To visualise
the impacts of time-delays on the performance of system, Figs. 6.3-6.4 illustrate
responses of f1(t), f2(t) and Ptie(t) of the open-loop system (when ui(t) = 0)
subjected to disturbances wi(t), and multiple time delays hi and di. As can be
seen that, without using any BIBO controller, the frequencies f1(t), f2(t) and
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Figure 6.4: The responses Ptie(t) of open-loop system.
interchange powers Ptie(t) deviate and oscillate widely from zeros, hence far from
E(P0, ). Therefore, it is important and desirable to design of BIBO controllers to
bring f1(t), f2(t) and Ptie(t) back to the prescribed ellipsoid E(P0, ).
In the following, we design the BIBO DOF controller for the studied system
subjected to bring the frequencies f1(t) and f2(t), tie-line power Ptie(t) back inside
their prescribed ellipsoidal convergence, with given convergent rate α = 0.3. Aim
to this point, we solve the LMIs (6.3.12)-(6.3.13) together with the procedure of
three dimensions search algorithm to synthesis the set of decentralised controller
ui(t) = Kiyi(t), i = 1, 2. The corresponding search parameters μ = 1, δ = 0.2 and
the controller gains Ki are obtained as follows⎧⎪⎨⎪⎩
K1 =
[
−3.3287 −4.8499 −0.2234 −8.0372
]
,
K2 =
[
−2.0466 −4.7526 −0.1650
]
.
(6.4.5)
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Figure 6.5: The trajactories z(t) of closed-loop system.
For illustrative purpose, Fig. 6.5 illustrates the trajectories of the linear func-
tion of state vector z(t) of the closed-loop system, respectively, under the inﬂuence
of unknown bounded disturbance and multiple time delays. It is very clear that,
after ﬁnite times, the principle purpose of BIBO LFC scheme can be achieved due
to f1(t), f2(t) and Ptie(t) convergence into their prescribed ellipsoidal from any
initial positions A1, A2 outside or A3 inside the prescribed ellipsoid, where⎧⎪⎪⎪⎨⎪⎪⎪⎩
A1(f1(t) = 5, f2(t) = 5, Ptie(t) = 0.5),
A2(f1(t) = −3, f2(t) = −4, Ptie(t) = −0.5),
A3(f1(t) = 2, f2(t) = −2, Ptie(t) = 0.3).
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Figure 6.6: The responses f1(t) and f2(t) of closed-loop system.
Furthermore, Fig. 6.6-6.7 present the responses of fi(t) and Ptie(t) of the
closed-loop system for the initial position A1. It can be observed that, f1(t), f2(t)
and Ptie(t) converge exponentially to the scheduled values. In addition, the linear
function of state vector z(t) satisﬁes
lim sup
t→∞
‖z(t)‖ ≤ μ√
αλmin(P0)
‖w‖∞ = 3.67
.
In section 6.3, our proposed control scheme can guarantees that the trajectories
of linear function of state vector z(t) which includes the frequencies f1(t), f2(t)
and interchange power Ptie(t) convergence exponentially into a prescribed ellipsoid
E(P0, ). However, in practical LFC of ISGs, it is more interest to consider that
each responses of f1(t), f2(t) and Ptie(t) are brought back to their individual
prescribed segments after ﬁnite time.
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Figure 6.7: The response Ptie(t) of closed-loop system.
We deﬁne the multiple linear function of state vectors of system (6.2.8) as
follows ⎧⎪⎪⎪⎨⎪⎪⎪⎩
z1(t) =f1(t) = E1x(t) = E˜1x¯(t),
z2(t) =f2(t) = E2x(t) = E˜2x¯(t),
z3(t) =Ptie(t) = E3x = E˜3x¯(t)(t),
(6.4.6)
where E1, E2, E3 ∈ R1×n are given in Section 6.6.
The individual prescribed segments of f1(t), f2(t) and Ptie(t) are given as
[−γ1, γ1], [−γ2, γ2] and [−γ3, γ3], respectively. Now, the objective of our BIBO
controller is to push system frequencies f1(t), f2(t) and interchanged power Ptie(t)
back inside their individual prescribed segments with given convergent rate α.
Aim to that point, we extend our theorem 10 as follows
Corollary 1. Assume that there exist positive scalars P¯01, P¯02, P¯03, μ, α, scalar
δ, symmetric positive deﬁnite matrices P¯ , Q¯hi, Q¯di, R¯hi, R¯di , S¯hi, S¯di ∈ Rn×n,
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Figure 6.8: The responses f1(t), f2(t) of closed-loop system (Corollary 1).
i = 1, . . . , N , a nonsingular matrix X¯ and a matrix Y deﬁned in Theorem 10,
satisfying the following LMIs⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
Π¯ < 0
Λ¯ =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
P¯ X¯T E˜T1 X¯
T E˜T2 X¯
T E˜T3
∗ P¯01 0 0
∗ ∗ P¯02 0
∗ ∗ ∗ P¯03
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
≥ 0,
(6.4.7)
where matrix Π¯ is deﬁned in Theorem 10, P¯01 = (γ
2
1α)/(μ
2‖w‖2), P¯02 = (γ22α)/(μ2‖w‖2)
and P¯03 = (γ
2
3α)/(μ
2‖w‖2).
Then with the set of DOF controller ui(t) = Kiyi(t), where Ki = Yi1X¯
−1
i1
,
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Figure 6.9: The response Ptie(t) of closed-loop system (Corollary 1).
i = 1, . . . , N , each linear function of state vector z1(t), z2(t) and z3(t) satisfy⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
lim sup
t→∞
‖z1(t)‖ ≤ γ1,
lim sup
t→∞
‖z2(t)‖ ≤ γ2,
lim sup
t→∞
‖z3(t)‖ ≤ γ3.
(6.4.8)
By solving the LMIs (6.4.7) together with the procedure similar to Section 6.3,
BIBO DOF controller ui(t) = Kiyi(t), i = 1, 2 can be obtained with corresponding
search parameters μ = 1, δ = 0.2 as follows⎧⎪⎨⎪⎩
K1 =
[
−3.0853 −5.0320 −0.0041 −9.6795
]
,
K2 =
[
−2.0769 −4.8715 −0.0036
]
.
(6.4.9)
For illustrative purpose, Figs. 6.8-6.9 illustrates the responses of f1(t), f2(t) and
Ptie(t) of the closed-loop system under inﬂuence of unknown bounded disturbance
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and multiple time delays. It is very clear that, after ﬁnite times, the principle pur-
pose of BIBO LFC scheme can be achieved. This is because f1(t), f2(t) and Ptie(t)
converges into their individual prescribed segments of [−2.3, 2.3], [−2.3, 2.3], and
[−1.1, 1.1], respectively, with given convergent rate α = 0.3, from any initial po-
sitions outside their individual prescribed segments.
6.5 Conclusion
In this chapter, we have presented a novel decentralized BIBO stabilization
scheme for a class of perturbed TDSs and its applications to ISGs. At ﬁrst, by
using RSE and BIBO results together with LKF methods, we have derived new
stability conditions to guarantee the existence of an ellipsoid that bounds a given
set of linear functions of the state vector. Then, we have constructed a new
BIBO DOF controller for the studied system to ensure that pre-speciﬁed linear
functions of the state vector converges exponentially into its prescribed zone with
a given convergent rate. The designed controllers only require the local output
measurements and can be systematically obtained by solving some stabilizability
conditions expressed in terms of tractable LMIs together with a convex optimiza-
tion algorithm. Finally, we have applied our newly proposed control scheme to a
time-delay ISG integrating aggregation of disperse ESs including genetic storage
devices, EVs batteries and so on. For this considered ISG, we have designed ef-
fective DOF controllers which can restore the system frequency and interchange
power back to their prescribed ellipsoid after a ﬁnite time, with a given convergent
rate.
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6.6 System Discription and Simulation Data
The data of the interconnected smart grid in Fig. 6.2 is selected from [3, 120,
121] as Tti = 0.3, Tgi = 0.08, Rgi = 2.4,Mi = 0.1667, bi = 0.425, Di = 0.0083, Tsi =
1, Ksi = 1, αgi = 0.8, αsi = 0.2, 2πT12 = 0.1635, ρsi = 2.5. Matrices A11, Ad1 ∈
R
n1×n1 , A22, Ad2 ∈ Rn2×n2 , A12 ∈ Rn1×n2 , A21 ∈ Rn2×n1 , B1, Bh1 ∈ Rn1×m1 ,
B2, Bh2 ∈ Rn2×m2 , G1 ∈ Rn1×q1 , G2 ∈ Rn2×q2 , C1 ∈ Rp1×n1 , C2 ∈ Rp2×n2 , E ∈ Rr×n
and E1, E2, E3 ∈ R1×n are given as follows
Aii =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
−Di
Mi
0 1
Mi
1
Mi
0 − 1
Mi
− 1
RgiTgi
−1
Tgi
0 0 0 0
0 1
Tti
−1
Tti
0 0 0
0 0 0 −1
Tsi
0 0
bi 0 0 0 0 1
2π
N∑
j=1,j =i
Tij 0 0 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, Ci =
⎡⎢⎢⎢⎢⎢⎣
1 0 0 0 0 0
0 0 1 0 0 0
0 0 0 0 1 0
0 0 0 0 0 1
⎤⎥⎥⎥⎥⎥⎦ ,
Adi =
⎡⎢⎢⎣
03×1 03×5
−ρsi KsiTsi 01×5
02×1 02×5
⎤⎥⎥⎦ , Aij =
[
05×1 05×5
−2πTij 01×5
]
, E =
⎡⎢⎢⎣
1 01×4 0 0 01×4
0 01×4 0 1 01×4
0 01×4 1 0 01×4
⎤⎥⎥⎦ ,
Bi =
[
0 αgi
1
Tgi
01×4
]T
, Bhi =
[
01×3 αsi KsiTsi 0 0
]T
, Gi =
[
− 1
Mi
01×5
]T
,
E1 =
[
1 01×10
]
, E2 =
[
01×6 1 01×4
]
, E3 =
[
01×5 1 01×5
]
,
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Chapter 7
Thesis Conclusion and Future
Works
7.1 Thesis Conclusion
In this thesis, LFC for interconnected grids with EVs has been addressed.
EVs have been used to support conventional generating units in stabilising the
ﬂuctuation of system frequency and net power interchanges resulted from load
disturbances and the intermittent of renewable energies. The main contributions
of this thesis in conjunction with the results of several publications [120–125] are
summarised as follows
• In chapter 3, a general framework for deriving a state-space model for general
topology of interconnected grids has been given. Based on this framework,
a detailed model of a four-area power system incorporating an aggregated
smart, renewable EVs has been considered. The areas within the systems
are interconnected by a combination of AC/HVDC links and TCPS.
• In chapter 4, an application of EVs to quickly help reheated thermal turbine
units to provide the stability ﬂuctuated by load demands has been intro-
duced. A detail state-space model of interconnected grids incorporating EVs
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with time delays has been derived. In this model, the dynamic interactions
of EVs with multiple network-induced time delays, and how the delays eﬀect
the global stability of the infrastructure has been addressed.
• In chapter 5, EVs have been used in both the primary and secondary fre-
quency control to support power plants to rapidly suppress ﬂuctuations in
the system frequency due to load disturbances. Along with multiple interval
time-varying delays exist in the communication channels between the control
center, power plant, and an aggregation of EVs, the behaviours of the vehicle
owners have been taken into consideration and the changes in the batteries
SOC impose uncertainties in the power system under consideration.
• LFC has been studied based on a novel application of functional observers
in Chapter 3. Novel reduced-order DFOs have been designed, one at each
local area, to implement any given global state feedback controller. The
proposed scheme can cope better against accidental failures and more robust
than conventional centralized observer-based controller schemes.
• A dynamic output feedbackH∞ LFC scheme for power system incorporating
SFC of EVs with multiple time delays in the control input has been consid-
ered in Chapter 4. To deal with the time-delay issue, we have used RJBI
to derive less conservative synthesis conditions in LMIs form. A new out-
put feedback H∞ control law has been developed to stabilize and eﬀectively
guarantee performance of the closed-loop system subjected to disturbances.
• A robust static output feedback LFC for multiple interval time-varying delay
smart grids with EVs coordinated SOC has been proposed in Chapter 5. By
utilizing a state transformation approach, a load frequency controller has
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been designed with an eﬀective design procedure to ensure stability and H∞
performance of the closed-loop system.
• A novel decentralized BIBO stabilization scheme for a class of perturbed
TDPSs has been presented in Chapter 6. By using RSE and BIBO methods
together with LKF techniques, a new stability conditions has been derived
to guarantee the existence of an ellipsoid that bounds a given set of linear
functions of the state vector. Then, a new BIBO DOF controller has been
constructed for interconnected TDPSs to ensure that pre-speciﬁed linear
functions of the state vector converges exponentially into its prescribed zone
with a given convergent rate.
7.2 Future Works
The results obtained from this thesis introduce some propositions regarding to
addressing LFC of interconnected grids with EVs. Furthermore, suggestions for
future works are proposed as follows
• The proposed topologies of interconnected grids can be developed to incorpo-
rate many types of smart and renewable devices such as demand responses,
solar turbines. On the other hand, the interconnected power links can com-
prise other types of FACTs. As consequence, the future power grids can
become very complex and be inﬂuenced by not only communication time-
delay and uncertainties but also stochastic natures of demand responses and
non-linearity characteristics of complicated transmission power links, which
leads to further diﬃculties and challenging in developing a feedback control
to restore the stability and guarantee the performance of closed-loop system.
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• It is envisaged that the design method of this chapter 3 can be extended
to wider classes of systems that include non-linearities and/or uncertainties.
For instance, consider the following system
x˙(t) = Ax(t) + Bu(t) + f((x, u), y) + Γd(t),
y(t) = Cx(t),
(7.2.1)
where f((x, u), y) is a real nonlinear vector function on Rn. As discussed
in [136], by decomposing the non-linear function f(., .) into two parts:
– a non-linear part comprises a Lipschitz non-linear function with respect
to the state and input.
– a state-dependent unknown part including state/input uncertainties,
time-varying terms, additive disturbance, etc.
Based on the method of this chapter, we can extend the design to nonlinear
cases. In such case, the structure of the observer needs to be modiﬁed
to include some extra terms in order to counteract the nonlinear function.
Also, we may need to resort to some eﬃcient LMI based techniques in order
to analyze the asymptotic stability of the error system. Some preliminary
works have been reported in [136]. However, this is a challenging topic and
therefore we would like to leave it for future research work.
• In this chapter 4, 5, and 6, the design methods can be extended to deal with
wider classes of systems that include non-linearities and/or uncertainties
with time delays. For example, let us consider the following TDSs
x˙(t) = A0x(t) + Bhu(t− h) +Bdu(t− d) + f((x, u), y) + Γw(t),
y(t) = Cx(t),
(7.2.2)
where f((x, u), y) is a real non-linear vector function on Rn. To design an
output feedback H∞ controller for the nonlinear system, the structure of
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the controller needs to be modiﬁed as it may require some extra terms in
order to counteract the nonlinear function. Also, we may need to develop
to new eﬃcient LMI based techniques to analyze the asymptotic stability
of the closed-loop system. Recently, various control approaches have been
proposed for nonlinear systems, such as fuzzy-model based control ( [171–
173]) and sliding mode control ( [174,175]). Indeed, these references helped
establishing platform for future extension of this thesis to deal with non-
linearities in the power systems.
183
Bibliography
[1] O. I. Elgerd, Electric energy systems theory: an introduction. McGraw-Hill,
1982.
[2] P. M. Anderson and A. A. Fouad, Power system control and stability. A
John Wiley Sons, 2003.
[3] P. Kundur, Power system stability and control. McGraw-Hill, 1994.
[4] J. Machowski, J. Bialek, and J. Bumby, Power system dynamics: stability
and control. Wiley, 2008.
[5] K. Padiyar, Power system dynamics: stability and control. BS Publications,
2008.
[6] H. Bevrani, Robust Power System Frequency Control. Springer, 2009.
[7] O. I. Elgerd and C. E. Fosha, “Optimum megawatt-frequency control of
multiarea electric energy systems,” IEEE Trans. Power App. Syst., vol.
PAS 89, no. 4, pp. 556–563, 1970.
[8] L. L. Grigsby, Power System Stability and Control. Springer, 2012.
[9] C. E. Fosha and O. I. Elgerd, “The megawatt frequency control problem a
new approach via optimal control theory,” IEEE Trans. Power App. Syst.,
vol. PAS 89, no. 4, pp. 563–577, 1970.
184
[10] I. Ibraheem, P. Kumar, and D. P. Kothari, “Recent philosophies of auto-
matic generation control strategies in power systems,” IEEE Trans. Power
Syst., vol. 20, no. 1, pp. 346–357, 2005.
[11] H. Shayeghia, H. A. Shayanfarb, and A. Jalilic, “Load frequency control
strategies: A state-of-the-art survey for the researcher,” Energy Convers.
Manag., vol. 50, no. 2, pp. 344–353, 2009.
[12] S. K. Pandey, “A literature survey on load-frequency control for conventional
and distribution generation power systems,” Renew. Sustain. Energy Rev.,
vol. 25, pp. 318–334, 2013.
[13] H. Trinh, T. Fernando, H. H. C. Iu, and K. P. Wong, “Quasi decentralized
functional observers for the LFC of interconnected power systems,” IEEE
Trans. Power Syst., vol. 28, no. 3, pp. 3513–3514, 2013.
[14] M. Aldeen and H. Trinh, “Load frequency control of interconnected power
systems via constrained feedback control schemes,” Int. J. Comput. Elect.
Eng., vol. 20, no. 1, pp. 71–88, 1994.
[15] H. Bevrani, A. Ghosh, and G. Ledwich, “Renewable energy sources and
frequency regulation: survey and new perspectives,” Renew. Sustain. Energy
Rev., vol. 4, no. 5, p. 438457, 2010.
[16] G. Lalor, A. Mullane, and M. O’Malley, “Frequency control and wind tur-
bine technologies,” IEEE Trans. Power Syst., vol. 20, no. 4, pp. 1905–1913,
2005.
[17] D. Rerkpreedapong, A. Hasanovic, and A. Feliachi, “Robust load frequency
control using genetic algorithms and linear matrix inequalities,” IEEE
Trans. Power Syst., vol. 18, no. 2, pp. 855–861, 2013.
185
[18] Y. Mi, Y. Fu, C. Wang, and P. Wang, “Decentralized sliding mode load
frequency control for multiarea power systems,” IEEE Trans. Power Syst.,
vol. 28, no. 4, pp. 4301–4309, 2013.
[19] Z. Lidong, L. Harnefors, and H. P. Nee, “Interconnection of two very weak
AC systems by VSC-HVDC links using power-synchronization control,”
IEEE Trans. Power Syst, vol. 26, no. 1, pp. 344–355, 2011.
[20] B. Silva, C. L. Moreira, L. Seca, Y. Phulpin, and J. A. P. Lopes, “Provision of
inertial and primary frequency control services using oﬀshore multiterminal
HVDC networks,” IEEE Trans. Sust. Energy, vol. 3, no. 4, pp. 800–808,
2012.
[21] Z. Jiebei, C. D. Booth, G. P. Adam, A. J. Roscoe, and C. G. Bright, “Pro-
vision of inertial and primary frequency control services using oﬀshore mul-
titerminal HVDC networks,” IEEE Trans. Power Syst., vol. 28, no. 2, pp.
1277–1287, 2013.
[22] K. S. Vijay, HVDC and FACTS Controllers. Boston: Kluwer Academic
Publishers, 2004.
[23] J. M. Castellanos and R. J. Fleming, “Supplementary DC control in a two
area AC/DC power system,” in Proc. of IEEE WESCANEX 93 commun.
Comput. Power Environment, 1993, pp. 247–255.
[24] J. Dai, Y. Phulpin, A. Sarlette, and D. Ernst, “Coordinated primary
frequency control among non-synchronous systems connected by a multi-
terminal high-voltage direct current grid,” IET Gener. Transm. Distrib.,
vol. 6, no. 2, pp. 99–108, 2012.
186
[25] A. Sarlette, J. Dai, Y. Phulpin, and D. Ernst, “Cooperative frequency con-
trol with a multi-terminal high-voltage DC network,” IEEE Trans. Power
Syst., vol. 48, no. 12, pp. 3128–3134, 2012.
[26] D. Jing, Y. Phulpin, A. Sarlette, and D. Ernst, “Impact of delays on a
consensus-based primary frequency control scheme for AC systems con-
nected by a multi-terminal HVDC grid.” in 2010 IREP Symp. Bulk Power
Syst. Dynamics Control, 2010, pp. 1–6.
[27] N. Rostamkolai, C. A. Wegner, R. J. Piwko, H. Elahi, M. A. Eitzmann,
G. Garzi, and P. Teitz, “Control design of santo tome back to back HVDC
link,” IEEE Trans. Power Syst., vol. 8, pp. 1250–1256, 1993.
[28] S. Bhamidipati and A. Kumar, “Load frequency control of an inter-
connected system with DC tie-lines and AC-DC parallel tie-lines,” in Proc.
of the 22nd Annual North American Power Symp., 1990, pp. 390–395.
[29] S. Ganapathy and S. Velusami, “MOEA based design of decentralized con-
trollers for LFC of interconnected power systems with nonlinearities, ACDC
parallel tie-lines and smes units,” Energy Convers. Manag., vol. 51, no. 5,
pp. 873–880, 2010.
[30] E. Rakhshani, A. Luna, K. Rouzbehi, P. Rodriguez, and I. Etxeberria-
Otadui, “Eﬀect of VSC-HVDC on load frequency control in multi-area power
system,” in IEEE Energy Convers. Congr. Exposition. IEEE, 2012, pp.
4432–4436.
[31] Ibraheem, Nizamuddin, and T. S. Bhatti, “AGC of two area power system
interconnected by AC/DC links with diverse sources in each area,” Int. J.
Elect. Power Energy Syst., vol. 55, pp. 297–304, 2014.
187
[32] B. Mohanty, S. Panda, and P. K. Hota, “Controller parameters tuning of
diﬀerential evolution algorithm and its application to load frequency control
of multi-source power system,” Int. J. Elect. Power Energy Syst., vol. 54,
pp. 77–85, 2014.
[33] E. Rakhshani, D. Remon, and P. Rodriguez, “Eﬀects of PLL and frequency
measurements on LFC problem in multi-area HVDC interconnected sys-
tems,” Int. J. Elect. Power Energy Syst., vol. 81, pp. 140–152, 2016.
[34] R. J. Abraham, D. Das, and A. Patra, “Eﬀect of TCPS on oscillations in
tie-power and area frequencies in an interconnected hydrothermal power
system,” European Trans. Elect. Power, vol. 1, no. 4, pp. 632–639, 2007.
[35] K. Xing and G. Kusic, “Application of thyristor-controlled phase shifters to
minimize real power losses and augment stability of power systems,” IEEE
Trans. Energy Convers., vol. 3, no. 4, pp. 792–798, 1998.
[36] R. Garcia-Valle and J. Lopes, Electric Vehicle Integration into Modern
Power Networks. Springer, 2012.
[37] J. Deng, J. Shi, Y. Liu, and Y. Tang, “Application of data envelopment anal-
ysis theorem in plug-in hybrid electric vehicle charging station planning,”
IET Gen., Transm., Distrib., 2015.
[38] W. Hu, S. C. Su, Z. Chen, and B. Bak-Jensen, “Optimal operation of plug-
in electric vehicles in power systems with high wind power penetrations,”
IEEE Trans. Sustain. Energy, vol. 4, no. 3, pp. 577–585, 2013.
[39] J. H. Zhao, F. Wen, Z. Y. Dong, Y. Xue, and K. P. Wong, “Optimal dis-
patch of electric vehicles and wind power using enhanced particle swarm
optimization,” IEEE Trans. Ind. Informat., vol. 8, no. 4, pp. 889–899, 2012.
188
[40] M. Esmaili and M. Rajabi, “Optimal charging of plug-in electric vehicles
observing power grid constraints,” IET Gen., Transm., Distrib., vol. 8, no. 4,
pp. 583–590, 2013.
[41] K. Khalkhali, S. Abapour, S. M. Moghaddas-Tafreshi, and M. Abapour,
“Application of data envelopment analysis theorem in plug-in hybrid electric
vehicle charging station planning,” IET Gen., Transm., Distrib., vol. 9,
no. 7, pp. 666–676.
[42] S. Gao, K. T. Chau, C. Liu, D. Wu, and C. C. Chan, “Integrated energy
management of plug-in electric vehicles in power grid with renewables,” IET
Gen., Transm., Distrib., vol. 63, no. 7, pp. 3019–3027, 2014.
[43] M. Rahmani-andebili, “Spinning reserve supply with presence of electric
vehicles aggregator considering compromise between cost and reliability,”
IET Gen., Transm., Distrib., vol. 7, no. 12, pp. 1442–1452, 2013.
[44] P. Mitra and G. K. Venayagamoorthy, “Wide area control for improving sta-
bility of a power system with plug-in electric vehicles,” IET Gen., Transm.,
Distrib., vol. 4, no. 10, pp. 1151–1163, 2010.
[45] M. Yilmaz and P. T. Krein, “Review of battery charger topologies, charging
power levels, and infrastructure for plug-in electric and hybrid vehicles,”
IEEE Trans. Power Electron., vol. 28, no. 5, pp. 2151–2169, 2013.
[46] ——, “Review of the impact of vehicle to grid technologies on distribution
systems and utility interfaces,” IEEE Trans. Power Electron., vol. 28, no. 12,
pp. 5673–5689, 2013.
189
[47] W. Kempton and J. Tomic, “Vehicle-to-grid power implementation: From
stabilizing the grid to supporting large-scale renewable energy,” J. Power
Sources, vol. 144, no. 1, pp. 280–294, 2005.
[48] Y. Mu, J. Wu, J. Ekanayake, N. Jenkins, and H. Jia, “Primary frequency
response from electric vehicles in the great britain power system,” IEEE
Trans. Smart Grid., vol. 4, no. 2, pp. 1142–1150, 2013.
[49] Y. Ota, H. Taniguchi, T. Nakajima, K. M. Liyanage, J. Baba, and
A. Yokoyama, “Optimal operation of plug-in electric vehicles in power sys-
tems with high wind power penetrations,” IEEE Trans. Smart Grid, vol. 3,
no. 1, pp. 559–564, 2012.
[50] I. Ngamroo, “V2G based PHEV for load frequency control and its capacity
reduction eﬀect on BESS in a smart grid with wind power penetration,” Int.
Review Modelling Simulations, vol. 5, no. 3, pp. 1301–1307, 2012.
[51] H. Liu, Z. Hu, Y. Song, and J. Lin, “Decentralized vehicle to grid control for
primary frequency regulation considering charging demands,” IEEE Trans.
Power Syst., vol. 28, no. 3, pp. 3480–3489, 2013.
[52] S. Vachirasricirikul and I. Ngamroo, “Robust LFC in a smart grid with wind
power penetration by coordinated V2G control and frequency controller,”
IEEE Trans. Smart Grid, vol. 5, no. 1, pp. 371–380, 2014.
[53] J. Pahasa and I. Ngamroo, “PHEVs bidirectional charging/discharging and
soc control for microgrid frequency stabilization using multiple MPC,” IEEE
Trans. Smart Grid, vol. 6, no. 2, pp. 526–533, 2015.
[54] H. Yang, C. Y. Chung, and J. Zhao, “Application of plug-in electric vehicles
to frequency regulation based on distributed signal acquisition via limited
190
communication,” IEEE Trans. Power Syst., vol. 28, no. 2, pp. 1017–1026,
2013.
[55] S. Izadkhast, P. Garcia-Gonzalez, and P. Frias, “An aggregate model of
plug-in electric vehicles for primary frequency control,” IEEE Trans. Power
Syst., vol. 30, no. 3, pp. 1475–1482, 2015.
[56] J. R. Pillai and B. Bak-Jensen, “Integration of vehicle-to-grid in the western
danish power system,” IEEE Trans. Sustain. Energy, vol. 2, no. 1, pp. 12–
19, 2011.
[57] T. Masuta and A. Yokoyama, “Supplementary load frequency control by use
of a number of both electric vehicles and heat pump water heaters,” IEEE
Trans. Smart Grid, vol. 3, no. 3, pp. 1253–1262, 2012.
[58] M. D. Galus, S. Koch, and G. Andersson, “Provision of load frequency
control by phevs, controllable loads, a co-generation unit,” IEEE Trans.
Power Syst., vol. 58, no. 10, pp. 4568–4582, 2011.
[59] M. Datta and T. Senjyu, “Fuzzy control of distributed PV inverters/energy
storage systems/electric vehicles for frequency regulation in a large power
system,” IEEE Trans. Smart Grid, vol. 4, no. 1, pp. 479–488, 2013.
[60] M. Takagi, K. Yamaji, and H. Yamamoto, “Power system stabilization by
charging power management of plug-in hybrid electric vehicles with LFC
signal,” in Proc. Veh. Power Propul. Conf. IEEE, 2009, pp. 822–826.
[61] P. M. R. Almeida, J. A. P. Lopes, F. J. Soares, and M. H. Vasconcelos,
“Power system stabilization by charging power management of plug-in hy-
brid electric vehicles with lfc signal,” in Proc. iREP Symp. Bulk Power Syst.
Dyn. Control (iREP), Rio de Janeiro, Brazil, 2009, pp. 1–7.
191
[62] S. Vachirasricirikul and I. Ngamroo, “Robust controller design of heat pump
and plug-in hybrid electric vehicle for frequency control in a smart micro-
grid based on speciﬁed-structure mixed H2/H∞ control technique,” Applied
Energy, vol. 88, no. 11, pp. 3860–3868, 2011.
[63] I. Ngamroo, “Speciﬁed structure mixed H2/H∞ control-based robust fre-
quency stabilization in a smart grid by plug-in hybrid electric vehicles,”
Int. J. Innov. Comput. Inf. Control,, vol. 9, no. 1, pp. 81–97, 2013.
[64] P. M. R. Almeida, F. J. Soares, and J. A. P. Lopes, “Electric vehicles con-
tribution for load frequency control with inertial emulation,” Electr. Power
Syst. Res., vol. 127, pp. 141–150, 2015.
[65] H. Liu, Z. Hu, Y. Song, J. Wang, and X. Xie, “Vehicle-to-grid control for
supplementary frequency regulation considering charging demands,” IEEE
Trans. Power Syst., vol. 30, no. 6, pp. 3110–3119, 2015.
[66] H. Sekyung, H. Soohee, and K. Sezaki, “Development of an optimal vehicle-
to-grid aggregator for frequency regulation,” IEEE Trans. Smart Grid,
vol. 4, no. 1, p. 65.
[67] C. Guille and G. Gross, “A conceptual framework for the vehicle-to-grid
(V2G) implementation,” Energy Policy, vol. 37, no. 11, pp. 4379–4390, 2008.
[68] D. Wu, D. C. Aliprantis, and L. Ying, “Load scheduling and dispatch for
aggregators of plug-in electric vehicles,” IEEE Trans. Smart Grid, vol. 3,
no. 1, pp. 368–376, 2012.
[69] J. J. Escudero-Garzas, A. Garcia-Armanda, and G. Seco-Granados, “Fair
design of plug-in electric vehicles aggregator for V2G regulation,” IEEE
Trans. Veh. Technol., vol. 61, no. 8, pp. 3406–3419, 2012.
192
[70] E. L. Karfopoulos and N. D. Hatziargyriou, “A multi-agent system for con-
trolled charging of a large population of electric vehicles,” Energy Policy,
vol. 28, no. 2, pp. 1196–1204, 2013.
[71] S. Wang, X. Meng, and T. Chen, “Wide area control of power systems
through delayed network communication,” IEEE Trans. Control Syst. Tech-
nol., vol. 20, no. 2, pp. 495–503, 2012.
[72] S. Bhowmik, K. Tomsovic, and A. Bose, “Communication models for third
party load frequency control,” IEEE Trans. Veh. Technol., vol. 19, no. 1,
pp. 543–548, 2004.
[73] K. Tomsovic and D. E. Bakken, “Designing the next generation of real-
time control, communication, and computations for large power systems,”
in Proc. of the IEEE, vol. 93, no. 5, 2005, pp. 965–979.
[74] C. H. Hauser, D. E. Bakken, and A. Bose, “A failure to communicate: next
generation communication requirements, technologies, and architecture for
the electric power grid,” IEEE Power Energy Mag., vol. 3, pp. 47–55, 2005.
[75] M. Shaﬁque and N. Iqbal, “Load frequency resilient control of power system
against delayed input cyber attack,” in 2015 Symp. on Recent Advances in
Elect. Eng. (RAEE), pp. 1–6.
[76] A. Sargolzaei, K. Yen, and M. Abdelghani, “Preventing time-delay switch
attack on load frequency control in distributed power systems,” IEEE Trans.
Smart Grid, vol. 7, no. 2, pp. 1176–1185, 2016.
[77] A. Khalil and J. Wang, “Stabilization of load frequency control system un-
der networked environment,” in 21st Int. Conf. on Automation, Comput.
(ICAC), pp. 1–6.
193
[78] V. P. Singh, P. Samuel, and N. Kishor, “Eﬀect of communication delay on
load frequency control application in autonomous hybrid power system,” in
IEEE PES Innovative Smart Grid Tech. (ISGT), pp. 1–6.
[79] C. Macana, E. Mojica-Nava, and N. Quijano, “Time-delay eﬀect on load fre-
quency control for microgrids,” in 10th IEEE Int. Conf. Networking, Sens-
ing, Control (ICNSC), pp. 544–549.
[80] V. Singh, P. Samuel, and N. Kishor, “Time delay and packet loss estimation
using markovian approach for load frequency control application in power
system,” in Annual IEEE India Confer. (INDICON), pp. 1–6.
[81] L. Jiang, W. Yao, Q. Wu, J. Wen, and S. Cheng, “Delay-dependent stability
for load frequency control with constant and time-varying delays,” IEEE
Trans. Power Syst., vol. 27, no. 2, pp. 932–941, 2012.
[82] K. Ramakrishnan and G. Ray, “Improved results on delay-dependent sta-
bility of LFC systems with multiple time-delays,” J. Control Autom. Electr.
Syst., vol. 26, no. 3, pp. 235–240, 2015.
[83] C. K. Zhang, L. Jiang, Q. H. Wu, Y. He, and M. Wu, “Further results
on delay-dependent stability of multi-area load frequency control,” IEEE
Trans. Power Syst., vol. 28, no. 4, pp. 4465–4474, 2013.
[84] S. Sonmez and S. Ayasun, “Stability region in the parameter space of PI
controller for a single-area load frequency control,” IEEE Trans. Power
Syst., vol. 31, no. 1, pp. 829–830, 2016.
[85] K. Ramakrishnan and G. Ray, “Stability criteria for nonlinearly perturbed
load frequency systems with time-delay,” IEEE J. Emerging Select. Topics
Circuits Syst., vol. 5, no. 3, pp. 383–392, 2015.
194
[86] S. Sonmez, S. Ayasun, and C. O. Nwankpa, “An exact method for com-
puting delay margin for stability of load frequency control systems with
constant communication delays,” IEEE Trans. Power Syst., vol. 31, no. 1,
pp. 370–377, 2016.
[87] X. Li, R. Wang, and L. Jiang, “Stability analysis of load frequency control
for power systems with large delay periods based on switching techniquel,”
in American Control Conf. (ACC), pp. 1101–1106.
[88] J. Zhang, J. Hao, G. Zhang, and G. Hou, “Application of sliding mode
prediction control to AGC systems considering signal delay,” in 2nd Int.
Symp. on Syst. & Control in Aerosp., Astronaut. (ISSCAA), 2008, pp. 1–6.
[89] G. Ray, A. N. Prasad, and G. D. Prasad, “Design of a robust load frequency
controller for interconnected power systems based on the singular value de-
composition method,” Elect. Power Systems Research, vol. 37, no. 3, pp.
209–219, 1996.
[90] K. Y. Lim, Y. Wang, G. Guo, and R. Zhou, “A new decentralized robust
controller design for multi-area loadfrequency control via incomplete state
feedback,” Opt. Control Appl. Methods, vol. 19, no. 5, pp. 345–361, 1998.
[91] G. Ray, A. N. Prasad, and G. D. Prasad, “A new approach to the design
of robust load frequency controller for large scale power systems,” Elect.
Power Systems Research, vol. 51, pp. 13–22, 1999.
[92] Y. Wang, R. Zhou, and C. Wen, “Robust load frequency controller design
for power systems,” IEE Pro. C Gen., Trans., Dis., vol. 140, no. 6, pp.
11–16, 1993.
195
[93] ——, “New robust adaptive load frequency control with system parametric
uncertainties,” IEE Pro. Gen., Trans., Dis., vol. 141, no. 3, pp. 184–190,
1994.
[94] M. Azzam, “Robust automatic generation control,” Energy Conve. Manag.,
vol. 40, no. 13, pp. 1413–1421, 1999.
[95] S. Y. Wang, C. M. Hong, W. T. Yang, and C.-C. Liu, “Constructing a
sliding regime for load frequency control of an interconnected hydrothermal
power system,” Int. J. Syst. Sci., vol. 26, no. 3, pp. 467–480, 1995.
[96] K. Y. Lim, Y. Wang, and R. Zhou, “Robust decentralised load frequency
control of multiarea power systems,” IEE Pro. Gen., Trans., Dis., vol. 143,
no. 5, pp. 377–386, 1996.
[97] ——, “Decentralised robust load frequency control in coordination with
frequency-controllable hvdc links,” Int. J. Elect. Power Energy Syst., vol. 19,
no. 7, pp. 423–431, 1997.
[98] S. Prasad, S. Purwar, and N. Kishor, “On design of a non-linear sliding mode
load frequency control of interconnected power system with communication
time delay,” in IEEE Conf. on Control Appl. (CCA), 2015, pp. 1546–1551.
[99] T. Wen, Y. Mei, and Z. Hongxia, “Decentralized LFC tuning for power sys-
tems with communication delays,” in 8th IEEE Int. Control & Automation
(ICCA), pp. 209–214.
[100] A. Gundes and C. Liansing, “Controller synthesis for single-area and multi-
area power systems with communication delays,” in American Control Con-
ference (ACC), pp. 970–975.
196
[101] A. Casavola and G. Franze, “Dealing with time delay in coordination by
constraints methods,” in 5th Int. Symp. on Modeling & Optimization in
Mobile, Ad Hoc, Wireless Netw. and Workshops (WiOpt), 2007, pp. 1–10.
[102] K. Sabahi, S. Ghaemi, and M. Badamchizadeh, “Designing an adaptive
type-2 fuzzy logic system load frequency control for a nonlinear time-delay
power system,” Appl. Soft Comput., vol. 43, pp. 97–106, 2016.
[103] X. Yu and K. Tomsovic, “Application of linear matrix inequalities for load
frequency control with communication delays,” IEEE Trans. Power Syst.,
vol. 19, no. 3, pp. 1508–1515, 2004.
[104] H. Bevrani and T. Hiyama, “Robust decentralised PI based LFC design for
time delay power systems,” Energy Convers. Manag., vol. 49, no. 2, pp.
193–204, 2008.
[105] ——, “On load frequency regulation with time delays: design and real time
implementation: design and real time implementation,” IEEE Trans. En-
ergy Convers., vol. 24, no. 1, pp. 292–300, 2009.
[106] ——, “A control strategy for LFC design with communication delays,” in
The 7th Int. Power Eng. Conf. (IPEC), vol. 2, pp. 1087–1092.
[107] R. Dey, S. Ghosh, G. Ray, and A. Rakshit, “Application of linear matrix
inequalities for load frequency control with communication delays,” Int. J.
Elect. Power Energy Syst., vol. 42, no. 1, pp. 672–684, 2012.
[108] Y. Sun, N. Li, X. Zhao, Z. Wei, G. Sun, and C. Huang, “Robust H∞ load
frequency control of delayed multi-area power system with stochastic dis-
turbances,” Neurocomputing, vol. 193, no. 12, pp. 58–67, 2016.
197
[109] X. Zhao, Y. Sun, C. Yuan, Z. Wei, and G. Sun, “Robust load frequency
control of multi-area interconnected power system with time delay,” in 34th
Chinese Control Conf. (CCC), pp. 8969–8974.
[110] C. K. Zhang, L. Jiang, Q. H. Wu, Y. He, and M. Wu, “Delay-dependent
robust load frequency control for time delay power system,” IEEE Trans.
Power Syst., vol. 28, no. 3, pp. 2192–2201, 2013.
[111] A. Ahmadi and M. Aldeen, “An LMI approach to the design of robust delay-
dependent overlapping load frequency control of uncertain power systems,”
Int. J. Elect. Power & Energy Syst., pp. 48–63, 2016.
[112] S. Wen, X. Yu, Z. Zeng, and J. Wang, “Event-triggering load frequency
control for multiarea power systems with communication delays,” IEEE
Trans. Ind. Electron., vol. 31, no. 4, pp. 1308–1317, 2016.
[113] C. Peng and J. Zhang, “Delay-distribution-dependent load frequency control
of power systems with probabilistic interval delays,” IEEE Trans. Power
Syst., vol. 31, no. 4, pp. 3309–3317, 2016.
[114] S. Du, R. Wang, S. Wang, and M. Yu, “Observer-based H∞ stabilisation for
linear systems with large delay periods,” IET Control Theory Appl., vol. 10,
no. 4, pp. 417–423, 2016.
[115] S. Prasad, S. Purwar, and N. Kishor, “H∞ based non-linear sliding mode
controller for frequency regulation in interconnected power systems with
constant and time-varying delays,” IET Gen., Trans., Dis., vol. 10, no. 11,
pp. 2771–2784, 2016.
198
[116] F. He, X. Duan, S. Su, and R. Zhou, “Research on AGC robust control over
communication network,” in Fourtieth IAS Annual Meeting. Conf. Record
of Industry Appl. Conf., vol. 3, 2005, pp. 2068–2074.
[117] L. Shichao, X. P. Liu, and A. E. Saddik, “Load frequency control for wide
area monitoring and control system (WAMC) in power system with open
communication links,” in IEEE Power Eng. Automation Conf. (PEAM),
vol. 2, 2012, pp. 1–5.
[118] L. Zhang, G. Chen, Z. Wang, Z. Dong, and D. Hill, “Robust H∞ load fre-
quency control of future power grid with energy storage considering para-
metric uncertainty and time delay,” in IEEE PES General Meeting, Conf.,
Exposition, 2014, pp. 1–5.
[119] S. Wang, M. Yu, X. Yuan, and J. Yu, “Robust control of time-delay power
systems: A descriptor system approach,” in Int. Conf. Mechatronics, Con-
trol (ICMC), 2014, pp. 214–219.
[120] T. N. Pham, H. Trinh, and L. V. Hien, “Load frequency control of power sys-
tems with electric vehicles and diverse transmission links using distributed
functional observers,” IEEE Trans. Smart Grid, vol. 7, no. 1, pp. 238–252,
2016.
[121] T. N. Pham, H. Trinh, L. V. Hien, and K. P. Wong, “Integration of electric
vehicles for load frequency output feedback H∞ control of smart grids,” IET
Gen., Transm., Distrib., vol. 10, no. 13, pp. 3341–3352, 2016.
[122] N. T. Pham, L. V. Hien, H. Trinh, and K. P. Wong, “H∞ dynamic output
feedback control of power systems with electric vehicles,” in APSCOM, no. 1.
IET, 2015, pp. 1–6, doi: 10.1049/ic.2015.0213.
199
[123] T. N. Pham, S. Nahavandi, L. V. Hien, H. Trinh, and K. P. Wong, “Static
output feedback frequency stabilization of time-delay power systems with
coordinated electric vehicles state of charge control,” IEEE Trans. Power
Syst.,, 2016, doi: 10.1109/TPWRS.2016.2633540.
[124] N. T. Pham, L. V. Hien, H. Trinh, and K. P. Wong, “An improved stability
criterion for time-delay power systems with electric vehicles and high voltage
direct current power links,” in APSCOM, no. 1. IET, 2015, pp. 1–6, doi:
10.1049/ic.2015.0214.
[125] T. N. Pham, S. Nahavandi, L. V. Hien, and H. Trinh, “Decentralized
bounded input bounded output stabilization of interconnected time-delay
power systems with energy storages,” Int. J.Elect. Power Energy Syst., Re-
vised, 2016.
[126] E. C. Tacker, C. C. Lee, T. W. Reddoch, T. O. Tan, and P. M. Julich, “Opti-
mal control of interconnected, electric energy systems: A new formulation,”
IEEE Pro., vol. 60, no. 10, pp. 1239–1241, 1972.
[127] E. V. Bohn and S. M. Miniesy, “Optimum load frequency sampled-data
control with randomly varying system disturbances,” IEEE Trans. Power
App. Syst., vol. PAS–91, no. 5, pp. 1916–1923, 1972.
[128] M. Calovic, “Linear regulator design for a load and frequency control,” IEEE
Trans. Power App. Syst., vol. PAS 91, no. 6, pp. 563–577, 1972.
[129] W. R. Barcelo, “Eﬀect of power plant response on optimum load frequency
control system design,” IEEE Trans. Power App. Syst., vol. PAS 92, no. 4,
pp. 254–258, 1973.
200
[130] H. G. Kwatny, K. C. Kalnitsky, and A. Bhatt, “An optimal tracking ap-
proach to load frequency control,” IEEE Trans. Power App. Syst., vol. PAS
89, no. 5, pp. 1635–164, 1975.
[131] Y. Y. Hsu and W. C. Chan, “Optimal variable structure controller for the
load frequency control of interconnected hydrothermal power systems,” Int.
J. Elect. Power, Energy Syst., vol. 6, no. 4, pp. 221–229, 1984.
[132] R. Doraiswami, “A nonlinear load frequency control design,” IEEE Trans.
Power App. Syst., vol. PAS 97, no. 4, pp. 1278–1284, 1978.
[133] M. Aldeen and J. F. Marsh, “Observability, controllability and decentralized
control of interconnected power systems,” Comput. Elect. Eng., vol. 16,
no. 4, pp. 207–220, 1990.
[134] K. Yamashita and T. Taniguchi, “Optimal observer design for load frequency
control,” Int. J. Elect. Power Energy Syst., vol. 8, no. 2, pp. 93–100, 1986.
[135] M. Aldeen and J. F. Marsh, “Decentralised proportional plus integral design
method for interconnected power systems,” Int. J. Elect. Power Energy
Syst., vol. 138, no. 4, pp. 263–274, 1991.
[136] H. Trinh and T. Fernando, Functional Observers for Dynamical Systems.
Springer-Verlag, 2012.
[137] M. Aldeen and H. Trinh, “Reduced order linear functional observer for linear
systems,” IEE Proc. Control Theory & Appl., vol. 146, no. 5, pp. 399–405,
1999.
[138] M. Darouach, “Existence and design of functional observers for linear sys-
tems,” IEEE Trans. Autom. Control, vol. 45, no. 5, pp. 940–943, 2000.
201
[139] H. Trinh and Q. Ha, “Design of linear functional observers for linear systems
with unknown inputs,” Int. J. Syst. Sci., vol. 31, no. 6, pp. 741–749, 2000.
[140] H. Trinh, T. Fernando, and S. Nahavandi, “Design of reduced order func-
tional observer for linear systems with unknown inputs,” Asian J. Control,
vol. 6, no. 4, pp. 514–520, 2004.
[141] H. Trinh and J. Zhang, “Design of reduced-order scalar functional ob-
servers,” Int. J. Innov. Comput, Inf. Control, vol. 1, no. 4, pp. 791–799,
2005.
[142] H. Trinh, T. D. Tran, and S. Nahavandi, “Design of scalar functional ob-
servers of order less than (v − 1),” Int. J. Control,, vol. 79, no. 12, pp.
1654–1659, 2006.
[143] H. Trinh, T. T. Dinh, and T. Fernando, “Disturbance decoupled observers
for systems with unknown inputs,” IEEE Trans. Autom. Control, vol. 53,
no. 10, pp. 2397–2402, 2008.
[144] T. Fernando, H. Trinh, and L. Jennings, “Functional observability and the
design of minimum order linear functional observers,” IEEE Trans. Autom.
Control, vol. 55, no. 5, pp. 1268–1273, 2010.
[145] L. S. Jennings, T. L. Fernando, and H. M. Trinh, “Existence conditions
for functional observability from an eigenspace perspective,” IEEE Trans.
Autom. Control, vol. 56, no. 12, pp. 2957–2961, 2011.
[146] F. Rotella and I. Zambettakis, “Minimal single linear functional observers
for linear systems,” Automatica, vol. 47, no. 1, pp. 164–169, 2011.
202
[147] T. Fernando and H. Trinh, “A procedure for designing linear functional
observers,” Appl. Math. Lett, vol. 26, pp. 240–243, 2013.
[148] T. Fernando, S. MacDougall, V. Sreeram, and H. Trinh, “Existence con-
ditions for unknown input functional observers,” Int. J. Control, vol. 86,
no. 1, pp. 22–28, 2013.
[149] T. Fernando and H. Trinh, “A system decomposition approach to the design
of functional observers,” Int. J. Elect. Power Energy Syst., vol. 87, no. 9,
pp. 1846–1860, 2014.
[150] J. Liu, M. S. Fadali, and R. Zhou, “Performance constrained stabilization of
uncertain systems: application to load-frequency control,” Energy Conve.
Manag., vol. 25, no. 2, pp. 135–152, 1999.
[151] A. M. Stankovic, G. Tadmor, and T. A. Sakharuk, “On robust control anal-
ysis and design for load frequency regulation,” IEEE Trans. Power Syst.,
vol. 13, no. 2, pp. 449–455, 1998.
[152] H. Bevrani, Y. Mitani, and K. Tsuji, “Sequential design of decentralized
load frequency controllers using μ synthesis and analysis,” Energy Conve.
Manag., vol. 45, no. 6, pp. 865–881, 2004.
[153] S. Saxena and Y. V. Hote, “Load frequency control in power systems via
internal model control scheme and model-order reduction,” IEEE Trans.
Power Syst., vol. 28, no. 3, pp. 2749–2757, 2013.
[154] H. Li, X. Jing, and H. R. Karimi, “Output-feedback-based H∞ control for
vehicle suspension systems with control delay,” IEEE Trans. Ind. Electron.,
vol. 61, no. 1, pp. 436–446, 2014.
203
[155] L. V. Hien and H. Trinh, “Reﬁned jensen based inequality approach to
stability analysis of time delay systems,” IET Control Theory Appl., vol. 9,
no. 14, pp. 2188–2194, 2015.
[156] ——, “Exponential stability of time-delay systems via new weighted integral
inequalities,” Appl. Math. Compt, vol. 275, pp. 335–344, 2016.
[157] B. Zhang, J. Lam, , and S. Xu, “Relaxed results on reachable set estimation
of time-delay systems with bounded peak inputs,” Int. J. Robust Nonlinear
Control., vol. 26, no. 9, pp. 1994–2007, 2016.
[158] Y. Sheng and Y. Shen, “Improved reachable set bounding for linear time-
delay systems with disturbances,” J. Franklin Inst., vol. 353, no. 12, pp.
2708–2721, 2016.
[159] P. T. Nam, P. N. Pathirana, and H. Trinh, “Linear functional state bounding
for perturbed time-delay systems and its application,” IMA J. Math. Control
Inform., vol. 32, no. 2, pp. 245–255, 2015.
[160] H. Trinh, P. T. Nam, P. N. Pathirana, and H. P. Le, “On backwards and
forwards reachable sets bounding for perturbed time-delay systems,” Appl.
Math. Comput., vol. 269, pp. 664–673, 2015.
[161] P. T. Nam, P. N. Pathirana, and H. Trinh, “Convergence within a polyhe-
dron: controller design for time-delay systems with bounded disturbances,”
IET Control Theory Applicat., vol. 9, no. 6, pp. 905–914, 2015.
[162] Z. Feng and J. Lam, “An improved result on reachable set estimation and
synthesis of time-delay systems,” IET Control Theory Applicat., vol. 249,
pp. 89–97, 2014.
204
[163] P. Li and S. M. Zhong, “BIBO stabilization of piecewise switched linear
systems with delays and nonlinear perturbations,” Appl. Math. Comput.,
vol. 213, no. 2, pp. 405–410, 2009.
[164] B. Wang, J. Wang, X. Liu, and S. M. Zhong, “New results on BIBO stability
analysis for a class of neutral delay systems,” J. Franklin Inst., vol. 348,
no. 2, pp. 426–437, 2011.
[165] P. Li and S. M. Zhong, “BIBO stabilization of time-delayed system with
nonlinear perturbation,” Appl. Math. Comput., vol. 195, no. 1, pp. 264–269,
2008.
[166] S. Boyd, L. E. Ghaoui, E. Feron, and V. Balakrishnam, Linear matrix in-
equalities in systems and control theory. SIAM, 1994.
[167] X. M. Zhang, M. Li, M. Wu, and J. H. She, “Further results on stability
and stabilisation of linear systems with state and input delays,” Int. J. Syst.
Sci., vol. 40, no. 1, pp. 1–10, 2009.
[168] P. T. Nam, P. N. Pathirana, and H. Trinh, “Convergence within a polyhe-
dron: controller design for time-delay systems with bounded disturbances,”
IET Control Theory Appl., vol. 9, no. 6, pp. 905–914, 2015.
[169] P. Park, J. . W. Ko, and C. Jeong, “Convergence within a polyhedron:
controller design for time-delay systems with bounded disturbances,” IET
Control Theory Appl., vol. 47, no. 1, pp. 235–238, 2011.
[170] L. V. Hien and V. N. Phat, “Delay feedback control in exponential stabiliza-
tion of linear time-varying systems with input delay,” IMA J. Math. Control
Inform., vol. 26, no. 2, pp. 163–177, 2009.
205
[171] H. Li, Y. Gao, P. Shi, and H. K. Lam, “Observer-based fault detection for
nonlinear systems with sensor fault and limited communication capacity,”
IEEE Trans. Autom. Control, 2016.
[172] H. Li, Y. Pan, P. Shi, and Y. Shi, “Switched fuzzy output feedback control
and its application to mass-spring-damping system,” IEEE Trans. Fuzzy
Syst, 2016.
[173] H. Li, C. Wu, S. Yin, and H. K. Lam, “Observer-based fuzzy control for
nonlinear networked systems under unmeasurable premise variables,” IEEE
Trans. Fuzzy Syst, 2016.
[174] H. Li, P. Shi, D. Yao, and L. Wu, “Observer-based adaptive sliding mode
control for nonlinear markovian jump systems,” Automatica, vol. 64, pp.
133–142, 2016.
[175] H. Li, H. Gao, P. Shi, and X. Zhao, “Fault-tolerant control of marko-
vian jump stochastic systems via the augmented sliding mode observer ap-
proach,” Automatica, vol. 50, no. 7, pp. 1825–1834, 2016.
206
