We transform the Klein-Gordon equation as a first order differential equation for (φ) (or (N )) which becomes separable for an exponential potential and then derive the general analytical solution in terms of the inverse function φ( ) (or N ( )). Next, we demonstrate how this solution can provide information about initial conditions independence and attracting behaviour of any single field inflationary model in an expanding FLRW background. We generalize the previous method for multiple fields and present a similar solution for a twofields product-exponential potential. Throughout the paper we emphasize the importance of scaling solutions during inflation.
Introduction
The non-linear nature of the evolution equations in a standard FLRW universe (even for zero spatial curvature) with an arbitrary scalar-field potential makes the quest for analytical solutions (AS) impossible. Without further simplifications we have to rely entirely on numerical tools. The only examples in the literature that admit general analytical expressions are the exponential [1] [2] [3] [4] [5] [6] and trigonometric hyperbolic potentials [7, 8] . The underlying reason was clarified in [9, 10] where it was shown that these potentials respect the symmetries of mini superspace metric (spanned by the scale factor and the field) leading to an integrable system [11, 12] . The asymptotic behaviour of these solutions for φ → ∞ was derived much earlier [13] and is of scaling type, defined with the property of fixed ratio between kinetic and potential energy. For scaling solutions the first slow-roll (SR) parameter ≡ −Ḣ/H 2 is constant and the scale factor increases in a power-law fashion 1 a(t) ∼ t b . Known potentials that allow for scaling solutions are usually of exponential type and in section 4 it will become more evident why this is the case.
Under some conditions approximate AS can be found, e.g SR approximation [15] , late time scaling solutions [13, 16, 17] , or other transient exact solutions [18] [19] [20] [21] . All previous methods result in expressions of the form φ(t, φ 0 ) with no dependence on the initial velocity. For example, in the Hamilton-Jacobi method when assuming dependence of the Hubble parameter only on φ, i.e. H(φ,φ) → H(φ), one implicitly chooses a specific trajectory of the configuration space φ −φ given by the parametric relationφ(φ) [22] and this is equivalent to solving the system of equations for a fixed initial velocity. For a theory of inflation that supposedly gives unique predictions one must show that the system will rapidly evolve towards these special solutions and inflate for a sufficient time. The existence of a globally asymptotically fixed-point guarantees that for any two trajectories of the configuration space parametrized asφ(φ 0 ,φ 0 ) that begin at the same point but with different initial velocities lim φ→φcr |φ(φ 0 ,φ 1,0 ) −φ(φ 0 ,φ 2,0 )| = 0 which is different than the statement that the two solutions will be arbitrarily close after a finite ∆φ = φ − φ 0 . In order to obtain initial conditions (IC) independence ∆φ necessarily needs to be small so that the transient behaviour of trajectories will be the same. Early studies on this issue depicted numerical phase-space portraits [13, 23] showing that under the SR assumptions a significant portion of the space of IC relaxes into the SR solution and so the term "inflationary attractor" was coined for that special solution. In [1, 24] it was further shown that small deformations around the SR solution decay exponentially (see also [25, 26] for later work using dynamical systems theory) but for large deformations one needs to study the evolution of non-linear terms.
For multiple fields general AS have been constructed for two non-interacting scalar fields in a flat field-space, where one is massless and the other has an exponential potential 2 [2, 27] , and hyperbolic trigonometric potentials in a hyperbolic field-space manifold [28, 29] . Specifically, in [28, 30] it was shown that completely integrable two-fields systems require a field-manifold of constant curvature, hence the flat and hyperbolic cases. Apart from the previous, other solutions have been derived e.g. late time scaling solutions [34] [35] [36] and particular exact solutions using the superpotential method [31] [32] [33] . Similarly, stability analysis has been performed for potentials of assisted type [37] [38] [39] [40] and the main difficulty in studying arbitrary potentials stems from the fact that deformations of the background solutions cannot be decoupled.
The aim of this work is to study the inflationary evolution for general potentials through a combination of analytical and dynamical systems methods. Usually, inflation is defined as a quasi de-Sitter period of accelerated expansion where the Hubble function is roughly constanṫ H ≈ 0. For a de-Sitter space ,˙ = 0 and a direct generalization would be a quasi-de-Sitter space with =const and˙ = 0, that is a scaling solution 3 . Moreover, solutions with˙ ≈ 0 (including SR) are the natural generalization of scaling solutions. In this point of view, the inflationary solution can be approximated by the one generated by an exponential potential and the "attractor" expressions are matched to its asymptotic behaviour, i.e. the scaling solution. The "time" for this transition, measured in number of e-folds or Planck units of field displacement, can be estimated using the AS of the exponential potential.
The paper is organized as follows: in section 2 we examine the massive quadratic field and derive an approximate AS for the velocity as a function of the field. In section 3 we perform a dynamical systems analysis of the Klein-Gordon equation for one field investigating the type of allowed critical points and proving the asymptotic stability for potentials with a global minimum. Then, in section 4 we transform the Klein-Gordon equation as an evolution equation of and derive the general solution for the exponential potential. Us-ing the latter we show that (φ) can always be locally bounded by the evolution of two 's corresponding to solutions of exponential potentials and derive necessary conditions under which the transient evolution of the system is inflationary. We revisit late time solutions and the slow-roll approximation demonstrating the evolution towards the "attractor" solution. Finally, in section 5 we generalize the method for multiple fields. We derive the general AS for a product-exponential potential, which can be easily generalized for N fields, and prove a similar bound for .
A simple model

Setting the problem
The simplest model of inflation includes a real scalar field minimally coupled to gravity:
where κ = 8πG/c 2 and the metric has the mostly plus signature (−, +, +, +). Variation of the action with an FLRW ansatz for the metric
gives the two linearly independent Einstein's equations for the unknown metric function a(t) which can be written in compact form with the definition 4) and the generalized Klein-Gordon equation for the scalar field
This is a system of two non-linearly coupled differential equations for the unknown functions φ(t) and a(t) (or H(t)) which is in general unsolvable for arbitrary potential function V (φ).
Approximate analytical solution for a quadratic field
Approximate expressions for φ and H can be found under some assumptions or simplifications. A physically well-motivated one is the potential dominance over the kinetic energy, which is required during inflation in order to achieve an accelerated expansion. Interestingly, for the case of a quadratic potential V = where a prime is derivative w.r.t. field. The AS is: where W is the Lambert (or product logarithm) function defined on the principle branch and we concentrate on the quadrant with φ positive andφ negative, while other quadrants can be treated similarly. The same function appears in a related context when solving the HamiltonJacobi equation for H(φ) that depends quadratically from φ [22, 41] . This solution has essentially two regimes depending on the argument of the Lambert W -function. At positive initial velocities the argument is negative and the velocity quickly approaches its critical valueφ = − 2/3m corresponding to the SR approximation; this has a balance between the potential slope and Hubble friction and hence results in zero field acceleration. Starting at negative values the argument is positive with the dominant part e −∆φ 2 +|a| , therefore W , for moderate values ofφ 0 that belong to the range of validity of the approximation (φ 0 < mφ), still converges to zero at a fast rate. The Lambert function W (x) for small values of x behaves as W (x) ≈ x and so the velocity approaches its critical value exponentially fast. This is a general feature of dissipative systems; velocity is redshifted away within timescales much shorter than the evolution of the system and then acquires a specific value, providing IC independence. The Klein-Gordon equation is the analogue of evolution in some potential with a force that is proportional to the velocity (with a variable coefficient) and the evolution of the Hubble parameter can be viewed as a dissipation of mechanical energy E mech = K + V if we make the following correspondence:
For greater values of the initial position away from the minimum of the potential the dissipation becomes stronger 4 .
Dynamical systems analysis
Allowed critical points
Even without knowledge of the exact solution general properties of the solutions can be deduced using the theory of dynamical systems (see also [42, 43] for a review of the theory and techniques applied to cosmology and [44] [45] [46] for more specialized applications to inflation and quintessence). Using an auxiliary variable y we can transform the system into first order formφ = y , (3.1)
2)
along with the constraint Eq. (2.3). In order to use the latter to eliminate the dependence on H and reduce the problem's dimensionality we need to ensure that the root does not change sign (H being a monotonically decreasing function is not guaranteed to remain non zero at any time). Because of the Friedman constraint not all initial data for H are allowed but only those in the hypersurface 6H 2 −φ 2 − 2V = 0. If H starts at a negative value H(0) < 0 then it will remain negative describing a contracting universe 5 . Contracting universes lie outside the scope of this work and in the following we focus only on the case where
The asymptotic behaviour of the system can be determined by the form of its critical points (CP). For a dynamical system of the forṁ
where x ≡ x(t) : R → R n and f : R n → R n a CP denoted by x cr 6 corresponds to steadystate solutions f (x cr ) = 0; if the system (3.4) is non-singular then the initial value problem with x(0) = x cr has a unique solution x(t) = x cr . The behaviour of the system near its critical points can provide information about qualitative features of solutions.
A CP is called stable if trajectories that begin at a small distance |δx(t 0 )| away from it remain bounded |δx(t)| ≤ |δx(t 0 )| for t > t 0 , while asymptotically stable if trajectories are bounded and converge to the critical value |x(t)| → |x cr |. Two methods are widely used to determine the stability of a CP: the linearization (or indirect method of stability) and Lyapunov's functions (or direct method of stability). In the former a Taylor expansion around the CP yieldsẋ
where the first term in the expansion f (x cr ) vanishes at the CP and Df is the Jacobian or derivative matrix. Hartman-Grobman theorem (see references above) allows deduction about local stability of the non-linear dynamical system (3.4) around the CP by studying its simplified linearization (3.5) if the eigenvalues of the derivative matrix evaluated at that point have non-zero real part.
5 The second equation for negative H takes the formẏ = 3|H|y + f (φ), where |H| is a rapidly increasing function and any solution will blow up in the future (numerically is even worse to handle).
6 When a CP is the 0 element of R n it is also called fixed-point because it satisfies f (x) = x. If xcr is finite it is always possible to perform a linear coordinate transformation to move the CP at the origin.
In our problem (3.1)-(3.3) if a CP exists 7 it is necessary that y = 0 which implies thaṫ y can be zero only if V = 0. On the other hand, H is set by the constraint and its critical value is ± 1 √ 3 V (φ crit ) , depending on the sign of the potential. If V cr < 0 a CP makes the Hamiltonian constraint inconsistent because at that point y satisfies
which in turn requires y = 0 at that point. Thus, if the potential has critical points at negative values they do not satisfy the Friedman constraint. For V cr ≥ 0 the linearized matrix evaluated at the CP (φ cr , 0, H cr ) gives
The eigenvalue equation of this matrix is
with eigenvalues
Now it is clear that when H cr is negative at least one of the eigenvalues has positive real part and the CP will be unstable. When H cr is non negative since there exists one eigenvalue with zero real part we can not use the theorem. However, in the Klein-Gordon equation we can eliminate the dependence on H by substituting its value using the Friedman constraint. When V min ≥ 0 the Hubble function at the critical point will satisfy H min ≥ 0 and so H will be given by the positive root of Eq. (2.3). The reduced system reads 10) or transforming it in first order forṁ
The derivative matrix becomes 0 1 13) and the corresponding eigenvalues are
Stability is determined by the sign of the discriminant; potentials with a maximum result into strictly positive discriminant and one of the eigenvalues will be positive (unstable CP).
In the case of a saddle at least one eigenvalue will be zero and there is no conclusion about stability. However, the y-equation indicates that a small perturbation on the negative axis will result into negative y that will increase indefinitely; the CP is overall unstable. We conclude that only potentials with a non-negative global minimum admit physically acceptable solutions with a stable CP.
In the case of a positive local minimum √ 3H cr = V cr > 0 and irrespectively of the sign of the discriminant the CP will be a stable spiral; this solution describes an eternally inflating universe. Usually, we demand the space after inflation to be Minkowski and so V cr = 0. The two eigenvalues are imaginary λ = ±i V cr and linearized analysis fails. It is clear, though, that oscillations around the minimum will be damped, because Hubble friction forces the energy of the system to decrease, so one expects that the system will eventually settle down to its minimum. This physical argument naturally suggests the use of Lyapunov's second theorem to determine stability [48] and it will be the subject of the next subsection.
Lyapunov's theorem and LaSalle's principle
If there exists a scalar function L(x) with continuous first partial derivatives which satisfies the following properties
then x cr is globally asymptotically stable. For spatially flat scalar field models the Hubble parameter 3H 2 seems a suitable Lyapunov's function [49] because it satisfies properties (1), (2) and (4) . The derivative of the Friedmann function vanishes whenφ = 0, leaving φ unspecified, and applying Lyapunov's theorem we can only conclude that the CP is stable. To prove global asymptotic stability we need LaSalle's theorem [50] which states that whenever the time derivative of the Lyapunov function is negative semidefinite,L ≤ 0, then the ω-limit set of every trajectory (the set of accumulation points of x(t) for t → ∞) will be contained in the set {x :L(x) = 0}. In our case by assumption there is only one CP and application of the theorem proves asymptotic stability. Therefore for potentials with a global minimum that take zero value at the minimum the origin is globally asymptotically stable 15) and the generalization for multiple fields is straightforward. For potentials that are positive and become asymptotically zero at plus/minus infinity (e.g. exponential) the previous theorems can not be applied because the "CP" will be at infinity. Even though this problem can be circumvented by generalizing Lyapunov's theorem to include "CP at infinity" or by modifying equations so that linearized stability can be applied at these points in section 4.3 we will present an alternative method that utilizes the general AS of the exponential potential.
Attracting sets, attractors and transient solutions
An invariant set (IS) I is defined as the set of points that satisfy: if x(t 0 ) ∈ I then x(t) ∈ I for t > t 0 . Examples of IS are the CP mentioned earlier, periodic orbits and more generally any solution of the dynamical system. An IS, denoted by A, on a metric space (which in most physical examples is R n equipped with the Euclidean metric d(x, y) = ||x − y||) is called an attracting set [51, 52] 
If the system admits a globally asymptotically stable CP then every solution is an attracting set. The common property of all these sets is the asymptotic evolution towards the CP, i.e. the smallest attracting set that satisfies the previous two properties. When a last condition is fulfilled 3. the set is minimal, i.e. there is no non-trivial subset which satisfies 1-2, then the attracting set is called attractor. Phase space depictions of SF SR models of inflation, generated using random IC, display an intermediate attracting behaviour: all trajectories appear to converge into two particular solutions that are known in the literature as "inflationary attractors". Although they are not mathematical attractors this behaviour is similar to a 1D slowly varying "subcritical point" of the 2D system [25, 54] , corresponding only to vanishing acceleration, which is manifested as the focusing of trajectories on the phase space. Analytical approximations of these curves can be obtained for potentials that satisfy the SR conditions ( V , η 1 in M pl = 1 units) and solutions have the property → 0 for t → −∞, i.e. they seem to originate from a de Sitter state 8 . The physical interpretation of these solutions will be further clarified in section 4.4 where we will show that they can be approximated by scaling solutions. A correct mathematical description of the attracting properties of these transient solutions would require construction of a measure on the phase space [47, [55] [56] [57] ].
Single field analytical solutions
Identifying the right variables
The asymptotic stability of the evolution equations guarantees that the late time behaviour of the system is known but is agnostic about the intermediate evolution. Although both φ anḋ φ will start to decrease after some time t, in order to satisfy the Friedman constraint, the rate of dissipation is not known a priori. What is relevant for inflation is not the absolute values of the two configuration variables but the ratio between the kinetic and potential energy Z = K/V . This observation suggests that we need to transform the differential equation as an evolution equation of this variable. In fact, it is more convenient to define 9
1)
8 From a dynamical systems perspective using a global description of the system it can be shown that these solutions are curves tangent to the centre manifold of the unstable CP that corresponds to 3H 2 → ∞ [26, 53] . 9 This transformation is used in global descriptions of cosmological dynamical systems (e.g. [25, 26]) and perform a time redefinition t → N , where N is the e-folding number. The dynamical system takes the simpler form
where p = (ln V ) and the new variable x takes values in the interval [0, 1]. The square of x is equal to the "compactified" Z and proportional to the SR parameter
By dividing Eqs. (4.3)-(4.2) (assumingφ = 0 10 ) we obtain the evolution equation of x in terms of φ
General analytical solution for an exponential potential
Eq. (4.3) can also be written as a differential equation for
We consider p > 0 and the analysis for negative p is similar because it indicates only the direction of movement for the field. This equation is not well-defined for x = 0 and the solution will have two branches. When p is constant V describes an exponential potential and Eq. (4.6) becomes separable that can be integrated with solution
7) where s ≡ sgn(x) has been introduced to simplify notation. A similar expression was first derived in [1] using the Hamilton-Jacobi approach and later in [2] the solution for (φ, a) was constructed as functions of another "time" variable. Here we have rederived it in terms of which is more suitable for inflation and better clarifies its properties. There are two potential divergences in the logarithms and they correspond to CP of Eq. (4.6):
1. The first term can diverge if x < 0 and p < √ 6 and defines the domain of validity for the solution. For x < 0 as → p 2 /2 ≡ V the first term tends to −∞ which is the statement that the system has reached a steady state. When is close to the CP value then the dominant contribution on the solution originates from the first term
∆φ is negative and this shows that converges towards the asymptotic solution at an exponential rate.
2. A second divergence is possible if 0 → 3 or → 3. The former is in fact unphysical because it corresponds to infinite initial kinetic energy. Nevertheless, it shows that as we increase the initial kinetic energy indefinitely then ∆φ → ±∞. The sign of the divergent term depends on the sign of (p − sgn(x) √ 6)/(6 − p 2 ). If x > 0 then ∆φ → − ln 0 + → ∞ and when x < 0, ∆φ → −∞. The picture is the following: for 0 arbitrarily close to 3 if the velocity is positive then φ will first move to arbitrarily large values before its velocity vanishes and similarly when the initial velocity is negative it will move arbitrarily to the negative axis before the system reaches its asymptotic value. This is also the meaning of the unphysical CP = 3 of the Eq. (4.6) when p < √ 6. On the contrary, when p > √ 6 the r.h.s. of Eq. (4.6) is always non zero and so → 3 for x < 0. The rate of convergence is given by the dominant terms in Eq. (4.7)
which is again exponential.
Likewise, the number of e-folds given by
admits an AS:
The scale factor can be calculated from a = e N and together with φ they fully determine the evolution in terms of .
Local Attracting behaviour
The complexity of the solution for constant p indicates that in general an analytical expression might not exist. When p is constant the condition p < √ 6 is necessary for the convergence of to a specific number. This means that starting with a random velocity if that condition is fulfilled then velocity increases or decreases in order to reach its asymptotic value and the kinetic energy will be dominant or subdominant w.r.t. the potential energy. For inflation to begin, must be less than one and this constrains p
When x < 0 11 if both V is smaller than 1 and the domain of definition of φ extends to −∞ it is guaranteed that starting with random IC (φ 0 ,φ 0 ) (arbitrarily large velocity) then after some φ < φ 0 (for increasing potentials at the positive φ axis) will drop below one. In Fig. 2 we depict the evolution of for three different p's with 0 < p 1 < p 2 < p 3 and same initial x 0 < 0. We observe that if the velocity is negative then fields satisfy asymptotic value. Moreover, this implies that curves (φ) for the different values of p intersect at one point mostly 12 . This can be shown using the following differential inequalities for two exponentials with p 1 = p and
Integration over a set of non-zero measure implies inequalities for : 14) where the tilde refers to p 2 = λ and the previous inequality holds for φ < φ 0 13 . Since velocity has a fixed sign we can express the inequalities in terms of the number of e-folds: (N ) <˜ (N ).
Because of the previous bound the condition V < 1 becomes necessary for any given potential, but it is not sufficient if the initial kinetic energy is dominant w.r.t. potential energy and inflation is not guaranteed to start for arbitrary IC. Under the physically motivated assumption that the kinetic energy is not exponentially larger than the potential energy and additionally V < 1 holds then after a finite ∆φ the system will relax into a state with < 1 and this demonstrates the attracting properties of the inflationary solution. For large values of the initial kinetic energy an estimate of ∆φ can be obtained using the AS (4.7) with two p's that correspond to the minimum and maximum values of p(φ).
As an illustrative example we will study quartic inflation V ∼ φ 4 /4. We set the IC to φ 0 = 10 and 0 = 2.99. In the interval (0, φ 0 ) p = 4/φ is monotonically decreasing and the maximum value will correspond to the minimum value of φ of the trial interval (φ * , φ 0 ). Parametrizing the solution φ( ) as φ( ) = φ 0 + ∆φ( , 0 , p) the minimum value of ∆φ will be given by φ( , 0 , p(φ 0 )) whereas for the maximum displacement will be given as the solution of the transcendental equation φ * = φ 0 + ∆φ( , 0 , p(φ * )). The precision of this estimate is portrayed in Fig. 3 . Conversely, at a given point φ 0 one can constrain 0 by the requirement of 50-60 e-folds of inflation and therefore estimate the "basin of attraction" for the inflationary solution.
Late time solutions and the slow-roll approximation revisited
For exponential potentials we demonstrated that the velocity vanishes asymptotically sincė φ ∼ √ V and as a result the acceleration (given by Eq. (3.2)) must also tend to zero at the same limit. Thus, exponentials imitate potentials with a minimum in the sense that (φ,φ) → (0, 0) for t → ∞ but with the additional property of a constant . In particular, this implies an asymptotic relation for the acceleratioṅ =φφ
If p = p(φ) but asymptotes to a constant, i.e. lim φ→−∞ p(φ) = p 0 , then using the boundness of we can show the system admits a scaling solution with → (p 0 ) (also shown by different methods in [17, 59] ).
For an arbitrary potential an estimated value for (φ) can be obtained using the maximum and minimum value of p. If p is slowly varying in the studied interval then the evolution can be approximated by a single exponential (e.g. the average value of p) and so will tend to V without introducing large errors. Moreover, if p 1 we can expand this relation to first order in V 16) and the parametric expression for the velocity will bė 17) that is the SR expression 14 . Therefore the conditions p , p 1 are equivalent toφ ≈ 0 and the SR approximation can be viewed as a scaling solution that has a slowly varying asymptotic 14 One may expect to obtain a better approximation for the estimated value of by writing (4.16) as a series expansion over V . However, equality between and V is strictly limited for V < 3 and so V grows faster than resulting to an overestimation of the predicted value of the velocity. Practically, this means that the SR approximation requires bothφ 3Hφ, V and K V .
value. This is what one implicitly assumes in order to solve the Muhkanov-Sasaki equation to lowest order in the SR parameters [58] .
5 Multi-field analytical solutions: flat field-space
Generalization of the method
For N fields and a flat internal manifold equations of motion in first order form are given bẏ
1)
As previously, a stable CP corresponds to a global minimum of the multi-field potential and using LaSalle's theorem we can deduce that the origin is globally asymptotically stable. Using the same transformation of variables the Klein-Gordon equations can be written in the form
with X = x i x i . Contracting the previous equation with x i we obtain an evolution equation
General analytical solution for product-separable exponential potential
From Eq. (5.5) we can obtain relations between the variables x i
where we have absorbed the IC dependence in A
Using these relations we can express x j in terms of x i and after a time redefinition t → φ j Eq. (5.5) becomes separable
It is more convenient to write down the displacement as a function of X; contraction of the previous equation with x i yields dX
where x i is a function of X only. This equation is separable with an AS (presented in terms of = 3X)
with s = sgn(x 1 ). The SF limit (4.7) can be obtained with A → 0 and p 2 → 0. The qualitative behaviour of this solution is the same as in the SF case and the solution can be used as an estimate for the transition time to inflation. The number of e-folds is
For two product-exponential potentials with p i < λ i and negative velocities x i < 0 we obtain the following system of inequalities
which upon addition yield
Using equation (5.10) they are transformed into differential inequalities analogous to Eq. (4.14)
where we expressed them in terms of = 3X and solved the differential equations with equal IC (φ j,0 ) =˜ (φ j,0 ). This is depicted in Figure 4 using three exponential potentials. Therefore, for field dependent p 1 , p 2 the evolution of will be locally bounded by two 's corresponding to two product exponential potentials exp(p 1,min φ 1 + p 2,min φ 2 ) and exp(p 1,max φ 1 + p 2,max φ 2 ). The strict inequality between both exponents is crucial; the condition |p| 2 < |λ| 2 is not sufficient to provide a bound on at all times (see Fig. 5 ). 
Assisted-type models and the slow-roll slow-turn approximation revisited
The previous bounding property of can be utilized to determine the asymptotic behaviour of potentials with variable p i . If the potential has asymptotic values p i (φ i ) → c i then the late time behaviour is a scaling solution with p i = c i . For instance, in assisted inflation [34] with a potential of the form V = i e λφ i we can write p i as 15) and for t → +∞ it was shown that φ i → φ 0 (t). This means p i → λ and further implies the existence of scaling solutions for each field 15 .
15 The fact that asymptotically field displacements become equal must be obtained by a different method. In that example, it was shown that it is always possible to write the sum of exponential potentials in product-For a general potential with a global minimum scaling solutions do not exist. However, if there is an interval where p 1 , p 2 are slowly varying then as long as p i p i is small to a good accuracy will evolve towards V . The requirement for slowly varied V is equivalent to If 1 then there are two ways to make the first term of the r.h.s. small: require either φ i ≈ 0, which is known as the multi-field SR slow-turn approximation [60] [61] [62] [63] , orφ i ⊥φ i , which describes a circular motion. Even though potentials that allow for circular orbits can be constructed (e.g. [64] ) they do not possess a global minimum with continuous first derivatives. Perfect circular motion implies that the kinetic energy is constant and the evolution equation for the Hubble function would giveḢ = −K ⇒ H → −∞ possible only for unbounded by below potentials. When a smooth potential with a global minimum is assumed then circular orbits on a flat field-space are forbidden in the region where the gradient of the potential has definite sign because that would imply at least one velocity that points in the opposite direction w.r.t. the minimum and is sustained throughout the evolution [65] .
Conclusions
In this paper we investigated general analytical solutions and dynamical properties of both single-field and multi-field inflationary models in an expanding FLRW background. The method employed to generate analytical solutions relied on the existence of suitable coordinates for which the Klein-Gordon equation becomes separable. For the quadratic field an approximate solution was found under the assumption of potential dominance over the kinetic energy whereas for the exponential potential the Klein-Gordon equation was transformed as a separable first order evolution equation for the slow-roll parameter ; this is possible because model dependence of the transformed equation is included in the logarithmic derivative of the potential w.r.t. the field (≡ p), which is constant for the exponential. When the velocity has definite sign solutions for exponentials corresponding to different p's but same initial conditions do not intersect at later times. Thus, (φ) for a variable p that is bounded in a studied field interval (φ min , φ max ) will also be bounded by two 's of exponential potentials with p 1 = p min and p 2 = p max . Using the latter property evolution towards the "attractor" solution can be shown without reference to linearized stability (which is otherwise limited to arbitrarily small deviations from it) and the time for this transition can be estimated using the analytical solutions. For potentials that satisfy the slow-roll conditions this estimate becomes more accurate.
The multi-field analysis was restricted to flat field-space manifolds because most singlefield results could be generalized straightforwardly. A general field-metric induces further couplings between the fields resulting into more complex dynamics. The analysis for curvedfield spaces will be presented separately in a forthcoming publication [66] .
separable form, from which one can read off the requirement φi → φ0(t) and then the scaling property of the solutions follows straightforward.
