This paper develops an algorithm for solving mixed complementarity problems which is based upon probability one homotopy methods. After the complementarity problem is reformulated as a system of nonsmooth equations, a homotopy method is used to solve a sequence of smooth approximations to this system of equations. The global convergence properties of this approach are considerably stronger than other recent algorithms, depending on very weak assumptions about the problem. To improve e ciency, the homotopy algorithm is embedded in a generalized Newton-method.
Introduction
This paper discusses a robust method for solving mixed complementarity problems, which is based upon the probability one homotopy methods of 13, 31, 33] . The idea is to reformulate the mixed complementarity problem as a system of equations, and then solve smooth approximations of this system with a homotopy method. While extremely robust, the homotopy methods we have considered tend to be slower than Newton-based methods. We therefore propose to embed the homotopy method inside a Newton-based method. A similar approach was successfully applied in the proximal perturbation strategy described in 4, 5, 7] . The idea is to invoke the homotopy technique only when the Newton-based method fails. The homotopy method is used to construct an improved starting point, from which the Newton method can be restarted.
The idea of applying homotopy methods to complementarity problems is not new; Watson 32] proposed such a method to solve the nonlinear complementarity problem. Watson's method involved reformulating the nonlinear complementarity problem as a system of smooth (C 2 ) equations and applying a homotopy method to solve this system. In the context of Newton-based methods, such smooth reformulations of complementarity problems are inferior to nonsmooth reformulations due to slow local convergence for degenerate solutions. In contrast, nonsmooth reformulations allow much faster (superlinear or quadratic) convergence to degenerate solutions. As such, we are interested in applying the homotopy method in the context of nonsmooth reformulations of the mixed complementarity problem. One such approach was developed by Sellami and Robinson 26, 28, 27] based on the theoretical framework for piecewise smooth continuation methods presented in 1, 2, 3] . This approach was complicated by the fact that a special procedure was needed to make the transition from one smooth segment of the homotopy zero curve to another.
In this paper, we consider a di erent approach; rather than applying the homotopy method to the original nonsmooth equations, we instead apply it to to a smooth approximation of these equations. The solution of this smooth approximation can then be shown to be nearly a zero of the original function. This solution then gives the improved starting point from which to restart Newton's method. The overall strategy is as follows: rst apply a nonsmooth Newton method using a linesearch to ensure a reduction of a merit function at each iteration. If the Newton method stalls (for example, at a local minimum of the merit function), then apply the homotopy method to a smooth approximation of the equations. If the smooth approximation is properly chosen, the solution generated by the homotopy method will provide a reduction in the merit function of the original equations. It is then possible to return to the damped Newton method with no risk of returning to the region where the method stalled.
In the remainder of this paper, we describe this approach in more detail. Section 2 provides essential background material, including reformulations of mixed complementarity problems, smoothing functions, and homotopy methods. Section 3 describes the algorithm in general and proves a global convergence result. Section 4 discusses a particular implementation of the approach along with some numerical experimentation. Finally, in Section 5, we give conclusions.
Background
Given a rectangular region IB = Q n i=1 l i ; u i ] (where for each i, ?1 l i < u i 1), and a function F : IB ! IR n , the mixed complementarity problem MCP(F; IB) is to nd x 2 IB such that for each i 2 f1; : : : ; ng, either 1. x i = l i and F i (x) 0, or 2. F i (x) = 0, or 3. x i = u i and F i (x) 0.
A more concise way of stating these conditions is that mid(x ?l; x ?u; F(x)) = 0, where mid is the componentwise median function.
In the above de nition, if l i = 0; u i = 1 for all i = 1; 2; : : : ; n, then MCP(F; IB) reduces to the standard form nonlinear complementarity problem NCP(F ), which is to nd x 0 such that min(x; F(x)) = 0: In discussing algorithms for solving these problems, it is normal to assume that F is a C 1 function on an open set IB. For our homotopy approach, we shall make the stronger assumption that F is C 2 on . Furthermore, for simplicity of discussion, we will assume that = IR n .
MCP Reformulations
A common approach to solving the mixed complementarity problem is to de ne a function H : IR n ! IR n such that the zeros of H correspond to solutions of the complementarity problem. To discuss such reformulations, we need to state several de nitions, which are equivalent to the NCP function and the BVIP function de (1) This function is continuously di erentiable everywhere except at the origin, and furthermore, it has the nice property that 2 is continuously di erentiable. (Note: this version of the FischerBurmeister function is actually the negative of the function presented in 18, 19] . This change of sign makes FB a positively oriented NCP function.) Billups 4, 5] showed how both of these NCP functions can be used to construct an MCP function using the formula (l; u; x; f) := (x ? l; ? (u ? x; ?f)): (2) In the case where is the min function, this formula simpli es to l;u (a; b) = mid(a?l; a?u; b). In the case of the Fischer-Burmeister function, Billups 4 which is useful for linesearch strategies.
Generalized Newton Algorithms
Since the function H is not smooth, Newton's method cannot be applied directly; however, a generalization can be stated using the notion of the B-subdi erential. A nonsmooth version of a damped Newton method, which is discussed in 5] is shown in Figure 1 . If no such m k exists, stop, returning the point x k along with a failure message. Otherwise set x k+1 = x k + m k d k .
Step 4 Termination check] If (x k+1 ) < tol stop, returning the point x k+1 . Otherwise, return to Step 2, with k replaced by k + 1.
The algorithm has three features that make it attractive for use in our context:
1. The calculation of the search direction at each iteration is very cheap; it only requires solving the single linear equation (6). 2. The algorithm either fails in a nite number of steps, or produces a sequence of iterates fx k g such that the corresponding merit function values f (x k )g are strictly decreasing. This property, which is an obvious consequence of the upper bound m max placed on m k for the steplength determination step, is essential for our purposes. When the algorithm fails, we intend to employ a homotopy method to construct an improved starting pointx for which (x) is smaller than any merit function values evaluated thus far. It will then be possible to restart the Newton method fromx with the guarantee that the iterates will not return to the region where the algorithm failed previously. 3. The algorithm has fast local convergence behavior, which is summarized in the following theorem from Qi 23] .
Theorem 2.9 Suppose that x is a solution of H(x) = 0, and that H is semismooth and BDregular at x . Then the iteration method de ned by x k+1 = x k + d k , where d k is given by (6) is well de ned and convergent to x superlinearly in a neighborhood of x . In addition, if H(x k ) 6 = 0 for
If, in addition, H is directionally di erentiable at a neighborhood of x and H 0 ( ; ) is semicontinuous of degree 2 at x , then the convergence of the iteration method is quadratic.
One consequence of this local convergence theorem is that within a neighborhood of a BD-regular solution x , the linesearch criteria (7) will be satis ed by m k = 0. Thus, the inner algorithm will take full Newton steps and achieve the fast local convergence rates speci ed by the theorem.
Homotopy Methods
The probability one homotopy methods we consider in this paper are based on the following proposition from 13, Conceptually, the homotopy method is very simple: construct the homotopy mapping a and follow the zero curve from the point x 0 to the solution. However, implementing this idea into an e cient computer algorithm is very di cult. Clearly, it is impractical to trace the zero curve exactly. Instead we must generate a sequence of points f k ; x k g which loosely follow the zero curve (within some prescribed tolerances) and which make reliable progress along its arclength. These points should not be too close together, since this requires more function evaluations than are really necessary. However, if these points are spaced too loosely, one can end up tracing a di erent component of the zero set, or reversing direction on the zero curve , thereby never reaching the desired solution.
Obviously it is not possible to ensure \perfect" curve tracking; however, much research has been devoted to this problem and reliable codes have been developed. One such code, which we use in our implementation is HOMPACK 33].
Smoothing Functions
Since the function H de ned in (5) is not C 2 , we cannot apply a homotopy algorithm to it directly.
Instead we must form a smooth approximation of H. In recent years, numerous techniques have emerged for solving the nonsmooth equation H(x) = 0 which are based on the notion of smoothing (see, for example, 8] and the references therein).
The basic idea of these techniques is to approximate the function H by a family of smooth approximations H with smoothing parameter . Under suitable assumptions, the solutions to the perturbed systems H = 0 form a smooth trajectory, leading to a solution of the original problem.
The smoothing methods generate a sequence of iterates that follow this trajectory. However, these methods decrease monotonically, so do not share the strong global convergence properties of the homotopy methods.
De nition 2.12 Given a nonsmooth function ' : IR p ! IR, a smoother for ' is a continuous function' : IR p IR+ ! IR with the following properties:
1.'(x; 0) = '(x); 2.' is twice continuously di erentiable with respect to x on f(x; ) 2 IR p IR+ j > 0g.
We shall nd it convenient to make the following weak assumption on the smoother: Proposition 2.14 The Kanzow smoother~ de ned by (11) 3 Algorithmic Framework
The basic idea behind our algorithm is to employ the damped Newton method from Figure 1 until it fails. Such failure may be a result of the iterates converging to a local minimum of the merit function . When the Newton method fails, we then apply a homotopy method to solve a smooth approximation to the equations. That is, we solve the equation H (x) = 0, where (H ) i (x) := (l i ; u i ; x i ; F i (x)). It is not necessary to solve this smooth equation exactly; we are only interested in generating a pointx for which is decreased. Under mild assumptions, the homotopy method will nd such a point provided that 1) the smoothing parameter is not too large, and 2) the stopping tolerance for the homotopy method is su ciently small. The general algorithm is given in Figure 2 . Step 2 Attempt Descent Algorithm] Run the nonsmooth damped Newton algorithm from Figure 1 with starting point x k and with tol = . This generates a pointx k .
Step 3 Termination check] If (x k ) < , stop; otherwise continue with step 4.
Step 4 Generate better starting point] Determine a smoothing parameter > 0 such that ( ) ( =2 p n) H(x k ) . Run the homotopy algorithm to solve the smooth equation H (x) = 0 to a tolerance of 2 H(x k ) . If the homotopy algorithm fails, stop. Otherwise, set x k+1 equal to the solution.
Step 5 Return to step 2 with k replaced by k + 1.
The global convergence behavior for this algorithm is established by the following theorem: Theorem 3.1 The algorithm in Figure 2 either terminates in Step 3 (at a solution), or fails in
Step 4 (during the homotopy method).
Proof Assume that
Step 4 of the algorithm is always successful and that the test in Step 3 of the algorithm always fails. Then since the damped Newton method always terminates in a nite number of iterations, the algorithm will generate an in nite sequence of points fx k g. Because The proposition shows that the success the algorithm relies entirely upon the success of the homotopy method in Step 4. This in turn depends on two questions: 1) Does the homotopy zero curve lead to a solution in nite length, and 2) can the homotopy method successfully track this zero curve. Since we cannot guarantee successful curve tracking, the second question represents a theoretical stumbling block. However, as we previously discussed, sophisticated codes, such as HOMPACK, are available which perform this curve tracking fairly reliably. We therefore focus our attention on the rst question.
Theorem 2.11 provides su cient conditions under which a homotopy zero curve exists which leads to a solution in nite length. We now prove several results which are more speci c to the complementarity framework. Thus, for r su ciently large, we have x > H(x) > 0 whenever kxk = r, so (9) holds.
It is not at all di cult to nd MCP functions and corresponding smoothers which satisfy the assumptions of this theorem. With these in hand, the theorem gives a strong result: if IB is bounded, then the homotopy zero curve being tracked in Step 4 of Figure 2 leads to a solution x of H (x) = 0. Furthermore if r x H ( x) is nonsingular, then this zero curve is of nite length. Thus, the algorithm will not fail in step 4 as long as the curve tracking is peformed reliably. Thus, it su ces to prove that for each i,
where a i (x); b i (x); c i (x); d i (x) satisfy (14){(17).
To prove this result, let g i : IR n ! IR be de ned by g i (x) := ? (u i ? x i ; ?F i (x)), and let h i : IR n ! IR 2 be de ned by h i (x) := (x i ? l i ; g i (x)). We then have that H i (x) = (h i (x)). Our rst step is to show that @H i (x) = @ (h i (x))@h i (x).
We consider two cases. In the rst case, suppose that 6 = 0 or h i (x) 6 = (0; 0). It follows that is continuously di erentiable at h i (x). Furthermore, since F is continuously di erentiable, and is Lipschitz, h i is locally-Lipschitz at x. Thus, by 14, Theorem 2.6.6], @H i (x) = @ (h i (x))@h i (x).
In the second case, suppose that = 0 and h i (x) = (0; 0). It then follows that u i ? x i = u i ? l i > 0, so is continuously di erentiable at (u i ? x i ; ?F i (x)), and therefore h i is continuously di erentiable at x. By the corollary to 14, Proposition 2.2.1], h i is strictly di erentiable at x. (14) and (15) o :
By similar arguments, we get (16) and (17) o :
Combining these last two relations, we see that (18) is satis ed as an equality. 
Step 5 (14) and (16).
We now consider three cases. 
Since f is continuously di erentiable, we can use a Taylor series expansion to get (16) . Substituting this expression into (20) and (21), we see that lim k!1 rH i (y k ) = V i .
Tracking the Homotopy Zero Curve
The above discussion describes how to use the Fischer-Burmeister MCP function and associated Kanzow MCP smoother within our algorithmic framework. It remains to discuss how to track the homotopy zero curve of H . To do this, we used the FIXPDF routine from HOMPACK.
FIXPDF tracks the zero curve using an ordinary di erential equation based algorithm. There are two user-de ned parameters which govern how accurately the zero curve is tracked: arctol speci es the local error allowed the ODE solver when following the zero curve, and eps speci es the local error allowed the ODE solver when very near the solution. We used choices of arctol=10 ?4 and eps=10 ?6 . However, if the algorithm failed, we restarted with arctol=10 ?5 .
To reduce problems near the solution, we modi ed FIXPDF so that it would terminate whenever a point was discovered with a su ciently improved merit function value. Thus, rather than following the zero curve all the way to the solution, we stopped as soon as a pointx k was generated with (x k ) (x k ), where 2 (0; 1). For our testing we chose = 0:1.
Scaling
One potential di culty with the homotopy algorithm is that if the Jacobian matrix is poorly conditioned at the solution, it can be very di cult to track the zero curve. Indeed, if the Jacobian is singular at the solution, the zero curve may have in nite arc length. To address this di culty, we incorporated the scaling method used by Chen and Mangasarian 11] into our algorithm. Prior to each call to the generalized Newton method, the algorithm examines the diagonal elements of rf(x k ). If jrf(x k )) ii j > 100, then f i is scaled by a factor of 10=jrf(x k )) ii j.
Computational Results
The above algorithmic framework was implemented in MATLAB using a MEX interface to call HOMPACK. We used parameter values = :1, = 0:5, m max = 30, = :5, and = 10 ?12 .
The algorithm was run on all of the problems with fewer than 110 variables in the MCPLIB and GAMSLIB problem libraries, using all starting points provided by the MATLAB interface 17]. Additionally, the algorithm was also run on the 125 variable vonthmcp problem, which is known to be particularly challenging. The results are given in Tables 1 and 2 . For each problem, we list the size of the problem (that is, the number of variables), the starting point used from the MATLAB interface, the number of calls to the homotopy algorithm, the number of Jacobian evaluations required, and the nal value of for the unscaled problem. Notice that because the stopping criteria was applied to the scaled problem, some of the nal unscaled values are larger than 10 ?12 .
All of the test problems were successfully solved; however, in some cases very large numbers of Jacobian evaluations were required. In developing the method, we also tested the algorithm on all of the problems from MCPLIB without using the scaling method. The unscaled method solved all of the problems with the exception of pgvon106, ehl k40, ehl k60, ehl k80, and ehl kost.
Conclusions
The algorithm described in this paper represents a qualitatively di erent approach for solving complementarity problems. Because of its basis in probability-one homotopy algorithms, it has strong global convergence theory which suggests it may be successful on problems which are too di cult for other methods. The fact that the method was able to solve all of the test problems supports this claim. However, the method, at present, is very slow. On a number of test problems, the algorithm required the evaluation of an extremely large number of Jacobian evaluations. When compared to the performance of other recent algorithms 6, 22 ] on this test library, the homotopy method is not competitive in terms of computer time. Nevertheless, because of its potential to solve more di cult problems, the homotopy method may, in many situations, be more e cient in real time, since it may require less human intervention to produce a solution.
