C
Synapse model: Static current synapse with α-function shaped PSC 
Spike-train analysis
Spike trains s k (t) = j k δ(t − t j k ) Population averaged firing rate
Coefficient of variation of inter-spike interval
and power-spectrum
Description of the model and the spike-train analysis. Blue-marked parameters are varied during the optimisation. Average rate, CV and total coherence for the 2-dimensional (g, η) parameter space, other parameters kept constant. ⋆ marks reference point g = 8, η = 1.25, J psp = 0.1mV, θ = 20 mV, τ s = 0.01ms.
Variability of measures
◮ Sources of variability in measured states:
-due to recording from only a selection of neurons in the network -due to statistical fluctuations in network structure
The statistical fluctuations may be studied by varying the seed of the pseudorandom number generator used to construct the network. Varying random seed ⋆ Varying observed neurons
Alternative cost functions
The cost function used in the optimization algorithm should be dimensionless. There are two natural ways of achieving this: − Scaling by target value: 
Local cost landscapes
◮ Observation: shallow valley near minimum.
-Indicates insensitivity to certain parameter combinations. (Gutenkunst et al., 2007) ◮ Exploration of full cost landscape not practical for high-dimensional parameter spaces.
◮ Instead, find the local curvature of the cost landscape by studying the Hessian H jk = ∂ 2 f /∂p j ∂p k of the cost function. Ellipses show isocontour lines of quadratic approximation of cost function found by analysis of the Hessian (Gutenkunst et al., 2007) .
Because of the intrinsic statistical fluctuations of the measured quantities, the data used to calculate the Hessian is noisy. The noise is amplified when calculating derivatives, since this involves subtracting two data points of equal magnitude. In order to obtain the Hessian used for the above plot, we averaged over 200 different network realizations in each point.
Genetic algorithm
◮ Evaluating the cost function is very time expensive.
◮ Must use a minimal number of individuals per generation and a strategy which converges quickly to the minimum.
We use a genetic algorithm with 20 individuals in each generation, and generational replacement except for an elitist rule where the best individual from the previous generation is kept. We employ roulette wheel selection with linear ranking and crossover mating. The mutation probability is 0.01 per bit and the selective pressure is 2.0.
◮ Results from repeated searches using different initial generation:
2-dimensional parameter space Figures show the best result from 50 optimizations using a genetic algorithm.
5-dimensional parameter space
Results and correlations: 
