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Abstract
Let G be a nontrivial connected graph of order n and let k be an integer with
2 ≤ k ≤ n. For a set S of k vertices of G, let κ(S) denote the maximum number ℓ of
edge-disjoint trees T1, T2, . . . , Tℓ in G such that V (Ti)∩V (Tj) = S for every pair i, j
of distinct integers with 1 ≤ i, j ≤ ℓ. A collection {T1, T2, . . . , Tℓ} of trees in G with
this property is called an internally disjoint set of trees connecting S. Chartrand et
al. generalized the concept of connectivity as follows: The k-connectivity, denoted
by κk(G), of G is defined by κk(G) =min{κ(S)}, where the minimum is taken over
all k-subsets S of V (G). Thus κ2(G) = κ(G), where κ(G) is the connectivity of G.
In general, the investigation of κk(G) is very difficult. We therefore focus on the
investigation on κ3(G) in this paper. We study the relation between the connectivity
and the 3-connectivity of a graph. First we give sharp upper and lower bounds of
κ3(G) for general graphs G, and construct two kinds of graphs which attain the
upper and lower bound, respectively. We then show that if G is a connected planar
graph, then κ(G)−1 ≤ κ3(G) ≤ κ(G), and give some classes of graphs which attain
the bounds. In the end we show that the problem whether κ(G) = κ3(G) for a
planar graph G can be solved in polynomial time.
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1 Introduction
We follow the terminology and notations of [2] and all graphs considered here are
always simple. As usual, the union of two graphs G and H is the graph, denoted by G∪H ,
with vertex set V (G)∪V (H) and edge set E(G)∪E(H). Let T be a set of vertices. Then,
G−T is the graph obtained from G by deleting all the vertices in V (G)∩T together with
∗Supported by NSFC, PCSIRT and the “973” program.
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their incident edges. A path P = x0x1 . . . xk is called an x0xk-path, denoted by x0Pxk. For
the x0xk-path P , we denote three special subpaths of P by xˆ0P xˆk := x1 . . . xk−1, xˆ0Pxk :=
x1 . . . xk and x0P xˆk := x0 . . . xk−1. For X = {x1, x2, . . . , xk} and Y = {y1, y2, . . . , yk}, an
XY -linkage is defined as a set of k disjoint paths xiPiyi, 1 ≤ i ≤ k. The connectivity
κ(G) of a graph G is defined as the minimum cardinality of a set Q of vertices of G such
that G − Q is disconnected or trivial. A well-known theorem of Whitney [6] provides
an equivalent definition of connectivity. For each 2-subset S = {u, v} of vertices of
G, let κ(S) denote the maximum number of internally disjoint uv- paths in G. Then
κ(G) =min{κ(S)}, where the minimum is taken over all 2-subsets S of V (G).
In [3], the authors generalized the concept of connectivity. Let G be a nontrivial
connected graph of order n and let k be an integer with 2 ≤ k ≤ n. For a set S of k
vertices of G, let κ(S) denote the maximum number ℓ of edge-disjoint trees T1, T2, . . . , Tℓ
in G such that V (Ti) ∩ V (Tj) = S for every pair i, j of distinct integers with 1 ≤ i, j ≤ ℓ.
A collection {T1, T2, . . . , Tℓ} of trees in G with this property is called an internally disjoint
set of trees connecting S. The k-connectivity, denoted by κk(G), of G is then defined
by κk(G) =min{κ(S)}, where the minimum is taken over all k-subsets S of V (G). Thus,
κ2(G) = κ(G).
Chartrand et al. in [3] proved that if G is the complete 3-partite graph K3,4,5, then
κ3(G) = 6. They also gave an general result for the complete graph Kn:
Theorem 1.1. For every two integers n and k with 2 ≤ k ≤ n,
κk(Kn) = n− ⌈k/2⌉.
In general, the investigation of κk(G) is very difficult. Therefore, in this paper we will
focus on the investigation of κ3(G). We study the relation between the connectivity and
the 3-connectivity of a graph. First, we give sharp upper and lower bounds of κ3(G) for
general graphs G, and construct two kinds of graphs which attain the upper and lower
bound, respectively. Then, we study the 3-connectivity for the planar graphs. We will
show that if G is a connected planar graph, then κ(G) − 1 ≤ κ3(G) ≤ κ(G), and give
some classes of graphs which attain the bounds. In the end, we show that the problem
whether κ(G) = κ3(G) for a planar graph G can be solved in polynomial time.
2 Upper and lower bounds
Before we give the main results, there is an easy observation:
Observation 2.1. If G′ is a spanning subgraph of G, then κk(G
′) ≤ κk(G) for 2 ≤ k ≤ n.
Now we give an upper bound of κ3(G).
Theorem 2.2. Let G be a connected graph with n vertices. Then κ3(G) ≤ κ(G), and
moreover, the upper bound is sharp.
Proof. We prove the theorem by three cases on κ(G).
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Case 1: κ(G) = n− 1.
Then G must be a complete graph Kn. By Theorem 1.1, we know κ3(Kn) = n−⌈
3
2
⌉ =
n− 2. So κ3(G) = n− 2 ≤ κ(G) = n− 1.
Case 2: κ(G) = n− 2.
Let Q be an (n− 2)-vertex cut of G. Here and in what follows, by a k-vertex cut we
mean a vertex cut that have k vertices. Assume V (G) − Q = {u, v} such that u and v
are two nonadjacent vertices and both of them are adjacent to all vertices in Q. If Q
is a clique, it is easy to check that κ3(G) = n − 2. Otherwise, G must have a spanning
supergraph G′ = Kn − uv (i.e., G is a spanning subgraph of G
′). By Observation 2.1, we
get κ3(G) ≤ κ3(G
′) = n− 2 = κ(G).
Case 3: 1 ≤ κ(G) ≤ n− 3.
Let Q be a κ(G)-vertex cut of G. Then G − Q has at least 2 components. Since
|Q| ≤ n − 3, we can choose a vertex set S consisting of three vertices which are not in
Q, such that two of the three vertices are in different components. Then we know that
any tree connecting S must contain a vertex in Q. By the definition of κ(S), we get
κ3(G) ≤ κ(S) ≤ |Q| = κ(G).
From the above, we conclude that κ3(G) ≤ κ(G).
Furthermore, for any two integers k ≥ 1 and n ≥ k + 2, consider the graph G =
Kk
∨
(n−k)K1. Then, obviously κ(G) = k, and it is not difficult to check that κ3(G) = k.
So κ3(G) = κ(G) = k, and therefore the upper bound is sharp.
In the following, we will give a lower bound of κ3(G). Before proceeding, we recall the
Fan Lemma, which will be used frequently in the sequel.
Lemma 2.1. (The Fan Lemma [2]) Let G be a k-connected graph, x a vertex of G, and
let Y ⊆ V − {x} be a set of at least k vertices of G. Then there exists a k-fan in G from
x to Y , namely there exists a family of k internally disjoint (x, Y )-paths whose terminal
vertices are distinct in Y .
Our lower bound is given as follows:
Theorem 2.3. Let G be a connected graph with n vertices. For every two integers k and
r with k ≥ 0 and r ∈ {0, 1, 2, 3}, if κ(G) = 4k+ r, then κ3(G) ≥ 3k+ ⌈
r
2
⌉. Moreover, the
lower bound is sharp.
Before proving the theorem, we need some preparations. Denote κ(G) by κ for short.
First, we introduce an operation called “Path-Transformation”, which can adjust paths
in order to attain some structure we want. More explicitly, first we are given κ v1v2-paths
P1, P2, . . . , Pκ such that v3 is on t paths P1, . . . , Pt of them for some 1 ≤ t < ⌈
κ
2
⌉, and
except v3 the κ paths have no internal vertices in common. For X = V (Pt+1∪· · ·∪Pκ), by
a family of κ internally disjoint (v3, X)-paths and the “Path-Transformation” , we adjust
the paths P1, . . . , Pt to get κ v1v2-paths P
′
1, . . . , P
′
t , Pt+1, . . . , Pκ which still have the former
structure, and in addition, there is a family of κ − 2t internally disjoint (v3, X)-paths
avoiding the vertices in V (P ′1 ∪ · · · ∪ P
′
t − {v1, v2, v3}). The following Figure 1 shows the
“Path-Transformation”.
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P1 P2
Pt
Pt+1
v1 v2
v3
P ′1 P ′2
P ′
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Pt+1
Pκ
v1 v2
v3
Pκ
Figure 1: Illustration for “Path Transformation”
Now, we mainly describe how to adjust paths and why the operation can get the
structure we want.
Let P1, P2, . . . , Pκ be κ v1v2-paths such that v3 is on t paths P1, . . . , Pt of them for
some 1 ≤ t < ⌈κ
2
⌉, and the κ paths have no internal vertices in common except v3.
Then let X = V (Pt+1 ∪ · · · ∪ Pκ). Since G is κ-connected and if |X| ≥ κ (the case
|X| < κ will be illustrated later), there is a κ-fan {M1,M2, . . . ,Mκ} from v3 to X . Let
V (M1∪· · ·∪Mκ)∩V (P1∪· · ·∪Pt−{v1, v2}) = N , where N 6= ∅, since at least the vertex v3
belongs toN . P1, . . . , Pt can be regarded as 2t paths v1P1v3, v1P2v3, . . . , v1Ptv3, v2P1v3, . . .,
v2Ptv3. Let the vertices in N ∩V (v1Piv3) be kept in the queue Ti according to the order in
which they appear on the path Pi from v1 to v3, for 1 ≤ i ≤ t. Similarly, let the vertices
in N ∩ V (v2Piv3) be kept in a queue Ti+t according to the order in which they appear on
the path Pi from v2 to v3. We may assume that Ti = {t
i
1, t
i
2, . . . , v3} for 1 ≤ i ≤ 2t. (The
following Figure 2 shows the description, in which the crosses indicate the vertices tij.)
v3
v2v1
t11
t12
t21
t22
tt1
tt2
tt+11
tt+12
tt+21
tt+22
t2t1
t2t2
P1
P2
Pt
Pt+1
P2t
Figure 2: The cross vertices of paths
For each tij , there exists some path Ml (1 ≤ l ≤ 2t) containing t
i
j , since t
i
j ∈ N =
V (M1 ∪ · · · ∪Mκ) ∩ V (P1 ∪ · · · ∪ Pt − {v1, v2}).
First, we mark the vertex ti1 in Ti for each 1 ≤ i ≤ 2t, and mark the corresponding
path Mi1 containing t
i
1. If the paths M11 ,M21 , . . . ,M2t1 are all different (here Mij denotes
the corresponding path of the j-th vertex of queue Ti), then we find 2t marked paths that
can be used to transform the former paths. Otherwise, there are at least two marked
vertices on the same path. Suppose that ti11 , t
i2
1 , . . . are on the same marked path Mi.
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Keep the mark of the vertex nearest to v3 on the path Mi and cancel the marks of the
other vertices in {ti11 , t
i2
1 , . . .}. Then for each vertex t
i
1 with mark cancelled just now, mark
the next vertex ti2 in Ti and also mark the corresponding path Mi2 containing t
i
2. For
example, t11, t
2
1, t
2t
1 are on the same marked path, namely Mi = M11 =M21 = M2t1 , and t
1
1
is the vertex nearest to v3 on the path Mi. See Figure 3. (the stars indicate the updated
2t marked vertices.)
v3
v2
t11
t21 t22
tt1
tt+11
t2t1
t2t2
V1
v3 t
1
1 t
2
1 t
2t
2
Mi
Figure 3: The updated 2t marked vertices are t11, “t
2
2”, t
3
1, . . . , t
2t−1
1 , “t
2t
2 ” and the updated
2t marked paths are M11 , “M22”,M31 , . . . ,M2t−11 , “M2t2” .
If the updated 2t marked paths are distinct, that is what we want. Otherwise, repeat
the operation like before, namely if there is a marked path on which there are at least
two marked vertices, then cancel the marks of vertices on it except the vertex nearest to
v3 and in the corresponding Ti containing the vertex with mark cancelled just now, let
the next vertex and the path containing the vertex be marked , until we find 2t distinct
marked paths. Note that the procedure will terminate since each Ti has finite elements and
contains the special vertex v3. We know that v3 is a vertex of any path ofM1,M2, . . . ,Mκ
(so v3 can be corresponded to any Mi). Therefore, if for some Ti, v3 is marked, then we
can choose anyone of the paths which has not been marked, to be the corresponding path
to mark.
There are some remarks on the procedure we described above:
Remark 2.4. Finally, there are only 2t marked vertices q1, q2, . . . , q2t and the 2t final
marked vertices must be in T1, T2, . . ., T2t, respectively. Since at first we choose 2t marked
vertices which come from the 2t queues, respectively. Then once we cancel the mark of a
vertex, we find the next vertex to mark in the corresponding queue. So there are always
2t marked vertices which are in the 2t queues, respectively. Without loss of generality,
suppose qi ∈ Ti for 1 ≤ i ≤ 2t. Then qi = qj for i 6= j, if and only if qi = qj = v3.
Remark 2.5. Once a path Mi is marked, it will always be a marked path from then
on. Although at some step we cancel the marks of some vertices on Mi, the mark of
the vertex nearest to v3 on Mi does not be cancelled at this step. So Mi is still marked.
Moreover, the final 2t distinct marked paths are exactly the corresponding paths of the 2t
final marked vertices, respectively. Without loss of generality, let the 2t distinct marked
paths be M1,M2, . . . ,M2t and qi ∈ V (Mi).
Remark 2.6. If both qi and v are vertices on Mi, qi is one of the final marked vertices
and v was ever marked and then was mark cancelled at some step, then qi is closer to v3
than v on Mi.
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Now we find 2t marked pathsM1,M2, . . . ,M2t, each of which has a final marked vertex
qi such that qi ∈ Ti, namely qi, qi+t ∈ Pi, for 1 ≤ i ≤ t. Then we use the 2t paths to
transform the former t paths P1, . . . , Pt. Let P
′
i = v1PiqiMiv3Mi+tqi+tPiv2 for 1 ≤ i ≤ t
(see Figure 4). Note that when qi = v3 and qi+t = v3, we have P
′
i = Pi.
v3
v2v1
P1
P1
P2
P2
Pt Pt
Pt+1
Pκ
M1
M2
Mt
Mt+2
Mt+1
M2t
q1
q2
qt
qt+1
q2t
M2t+1
Mκ
qt+1
Figure 4: Reduced Structure
Fact 1: The t walks from v1 to v2 P
′
1, . . . , P
′
t are paths and have no internal vertices in
common expect v3.
Proof. It follows from the following three arguments:
(1) Since V (vˆ3Miqi) ⊂ V (Mi−v3), V (vˆ3Mjqj) ⊂ V (Mj−v3) and V (Mi−v3)∩V (Mj−
v3) = ∅ for i 6= j, V (vˆ3Miqi) ∩ V (vˆ3Mjqj) = ∅.
(2) Now we show that V (qˆiPi−(k−1)tvˆk)∩ V (vˆ3Mj qˆj) = ∅ for k = 1 or 2 and 1 ≤ i, j ≤
2t. Let v be a vertex in V (qˆiPi−(k−1)tvˆk). If v is on Mj , obviously, v is in Ti. Since in the
queue Ti, v is ordered in front of qi and qi is marked, v was ever marked. So qj is closer
to v3 than v on Mj by Remark 2.5. It follows that v is not in V (vˆ3Mj qˆj). If v is not on
Mj , it is certainly not on v3Mjqj . So V (qˆiPi−(k−1)tvˆk) ∩ V (vˆ3Mj qˆj) = ∅.
(3) It is easy to see that V (qiPi−(k1−1)tvˆk1) ∩ V (qjPj−(k2−1)tvˆk2) = ∅ for i 6= j and
k1, k2 = 1 or 2.
Fact 2: P ′i and Pj are internally disjoint paths for 1 ≤ i ≤ t and t+ 1 ≤ j ≤ κ.
Proof. Since P ′i = v1PiqiMiv3Mi+tqi+tPiv2, V (v3Miqi) ⊂ V (Mi) and V (v3Mi+tqi+t) ⊂
V (Mi+t), obviously V (v3Miqi ∪ v3Mi+tqi+t)∩X = ∅ for 1 ≤ i ≤ t. It is easy to know that
V (vˆ1Piqi ∪ qi+tPivˆ2) ∩X = ∅ for 1 ≤ i ≤ t. So V (P
′
i − {v1, v2}) ∩X = ∅. It follows that
V (P ′i − {v1, v2}) ∩ V (Pj) = ∅ for 1 ≤ i ≤ t and t + 1 ≤ j ≤ κ.
Fact 3: There is a (κ − 2t)-fan from v3 to X which consists of the rest paths which
are not marked, namely {M2t+1, . . . ,Mκ}. Moreover, the rest paths avoid the vertices in
V (P ′1 ∪ · · · ∪ P
′
t − {v1, v2, v3})
Proof. By contradiction, if there exists a vertex v in V (Mi) ∩ V (P
′
j − {v1, v2, v3}) for
2t+1 ≤ i ≤ κ and 1 ≤ j ≤ t, v must be in V (Mi)∩V (qˆj+(k−1)tPj vˆk) for k = 1 or 2. Then
we know that v was ever marked at some step and so was Mi. But by Remark 2.4, if Mi
is marked, it will always be a marked path from then on, a contradiction.
Reduced Structure: We have showed that by the “Path-Transformation” we can get
a structure we want, which is called Reduced Structure (see Figure 4): There are κ v1v2-
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paths P ′1, . . . , P
′
t ,Pt+1, . . . , Pκ such that v3 is on t paths P
′
1, . . . , P
′
t of them for 1 ≤ t < ⌈
κ
2
⌉,
and except v3 the κ paths have no internal vertices in common and in addition, there is
a family of κ− 2t internally disjoint (v3, X)-paths {M2t+1, . . . ,Mκ} avoiding the vertices
in V (P ′1 ∪ · · · ∪ P
′
t − {v1, v2, v3}), where X = V (Pt+1 ∪ · · · ∪ Pκ). Moreover, either the
terminal vertices of M2t+1, . . . ,Mκ are on κ − 2t distinct paths of Pt+1, . . . , Pκ or there
are two distinct terminal vertices on the same path. Note that v1 and v2 can be regarded
as vertices on any of the paths Pt+1, . . . , Pκ.
There is still a special case we need to illustrate, namely, |X| < κ, where X =
V (Pt+1 ∪ · · · ∪ Pκ). Let X
′ = X ∪ T such that |X ′| ≥ κ and v3 is not in X
′, where T
consists of the vertices adjacent to v1 and not in X . So there is a κ-fan from v3 to X
′.
Then we can get κ paths from v3 to X such that the terminal vertices of |X| − 1 paths
are the vertices in X − {v1} respectively, and all the terminal vertices of the rest paths
are v1. So, by “Path-Transformation”, we can still get the Reduced Structure we want.
Proof of Theorem 2.3. At first, we prove that the theorem is true for the case that
κ(G) = 4k, where k is an positive integer. The other cases can be verified similarly.
Case 1: κ(G) = 4k for k ∈ N+. We show that κ3(G) ≥ 3k by finding out 3k pairwise
internally disjoint trees connecting S, where S consists of any three vertices in G.
We may assume S = {v1, v2, v3}. SinceG is κ-connected, there are κ pairwise internally
disjoint v1v2-paths P1, P2, . . . , Pκ. Let X = V (P1 ∪ · · · ∪ Pκ).
Suppose v3 is not in X . Obviously, |X| ≥ κ and so by the Fan Lemma there ex-
ists a κ-fan {M1,M2, . . . ,Mκ} from v3 to X . If the terminal vertices y1, y2, . . . , yκ of
M1,M2, . . . ,Mκ can be regarded to be on the κ paths P1, P2, . . . , Pκ, respectively. Note
that if the terminal vertex is v1 or v2, it can be regarded as a vertex contained in any
of the paths P1, P2, . . . , Pκ. So we find κ(G) = 4k > 3k pairwise internally disjoint trees
connecting S. Otherwise, there are two vertices on the same path and without loss of
generality, let y1, y2 ∈ V (P1) such that y1 is closer to v1 than y2 on P1. Then G has κ
pairwise internally disjoint v1v2-paths P
′
1 = v1P1y1M1v3M2y2P1v2, P2, . . . , Pκ and v3 is on
P ′1.
Suppose v3 is in X , we know it must be on one of the paths P1, P2, . . ., Pκ.
Now, anyway, there exist κ v1v2-paths P
1
1 , P
1
2 , . . . , P
1
κ such that v3 is on t = 1 path of
them, say P 11 , and the κ paths have no internal vertices in common.
For X1 = V (P 12 ∪ · · · ∪ P
1
κ ), by a κ-fan from v3 to X
1 and the operation “Path-
Transformation”, we adjust P 11 to P
2
1 and get a Reduced Structure, namely the κ v1v2-
paths P 21 , P
1
2 , . . . , P
1
κ such that v3 is on P
2
1 , the κ paths have no internal vertices in
common and in addition, there is a (κ − 2)-fan {M13 , . . . ,M
1
κ} from v3 to X
1 avoiding
the vertices in V (P 21 −{v1, v2, v3}). Either the terminal vertices y
1
3, . . . , y
1
κ of M
1
3 , . . . ,M
1
κ
are on κ − 2 distinct paths of P 12 , . . . , P
1
κ , or there are two distinct terminal vertices
on the same path. For the former case, we can easily find κ(G) − 1 = 4k − 1 > 3k
pairwise internally disjoint trees connecting S. While for the latter case, We may assume
that y13, y
1
4 ∈ V (P
1
2 ) and y
1
3 is closer to v1 than y
1
4 on P
1
2 . Now, there are κ v1v2-paths
P 21 , P
2
2 = v1P
1
2 y
1
3M
1
3 v3M
1
4 y
1
4P
1
2 v2, P
1
3 . . . , P
1
κ such that v3 is on t = 2 paths of them, say
P 21 and P
2
2 , and the κ paths have no internal vertices in common except v3. Then for
X2 = V (P 13 ∪· · ·∪P
1
κ ), by a κ-fan from v3 toX
2 and the operation “Path-Transformation”,
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we adjust P 21 , P
2
2 and get a Reduced Structure. Repeat the procedure. Namely, if there
are κ v1v2-paths P
i
1, . . . , P
i
i , P
1
i+1, . . . , P
1
κ for 1 ≤ i < 2k such that v3 is on t = i paths
of them, say P i1, . . . , P
i
i , and the κ paths have no internal vertices in common except
v3, for X
i = V (P 1i+1 ∪ · · · ∪ P
1
κ), by a family of κ internally disjoint (v3, X
i)-paths and
the operation “Path-Transformation”, we adjust P i1, . . . , P
i
i to P
i+1
1 , . . . , P
i+1
i and get a
Reduced Structure, namely the κ v1v2-paths P
i+1
1 , . . . , P
i+1
i , P
1
i+1, . . . , P
1
κ such that v3 is on
t = i paths of them, say P i+11 , . . . , P
i+1
i , the κ paths have no internal vertices in common
except v3 and in addition, there is a family of κ − 2i internally disjoint (v3, X
i)-paths
{M i2i+1, . . . ,M
i
κ} avoiding the vertices in V (P
i+1
1 ∪ · · · ∪ P
i+1
i − {v1, v2, v3}).
Either the terminal vertices yi2i+1, . . . , y
i
κ of M
i
2i+1, . . . ,M
i
κ are on κ− 2i distinct paths
of P 1i+1, . . . , P
1
κ , or there are two distinct terminal vertices on the same path. For the
former case, we can find 3k pairwise internally disjoint trees connecting S which will be
proved later and we call the case “Middle Break”. While for the latter case, We may
assume that yi2i+1, y
i
2i+2 ∈ V (P
1
i+1) and y
i
2i+1 is closer to v1 than y
i
2i+2 on P
1
i+1. Now, there
are κ v1v2-paths P
i+1
1 , . . . , P
i+1
i , P
i+1
i+1 = v1P
1
i+1y
i
2i+1M
i
2i+1v3M
i
2i+2y
i
2i+2P
1
i+1v2, P
1
i+2 . . . , P
1
κ
such that v3 is on t = i + 1 paths of them, say P
i+1
1 , . . . , P
i+1
i+1 , and the κ paths have no
internal vertices in common except v3. The procedure will terminate when either “Middle
Break” happens or t = 2k happens. For the case that t = 2k, we can also find 3k pairwise
internally disjoint trees connecting S which will be proved later and we call the case “Final
Break”.
Middle Break: There are κ v1v2-paths P1, P2, . . . , Pκ such that v3 is on t paths P1, . . . , Pt
of them for 1 ≤ t < 2k, and except v3 the κ paths have no internal vertices in common and
in addition, there is a family of κ − 2t internally disjoint (v3, X)-paths {M2t+1, . . . ,Mκ}
avoiding the vertices in V (P1 ∪ · · · ∪ Pt − {v1, v2, v3}), where X = V (Pt+1 ∪ · · · ∪ Pκ).
Moreover, the terminal vertices y2t+1, . . . , yκ of M2t+1, . . . ,Mκ are on κ−2t distinct paths
of Pt+1, . . . , Pκ and we may let yi ∈ V (Pi) for 2t + 1 ≤ i ≤ κ. Then we can find pairwise
internally disjoint trees connecting S. Let T1 = v3P1v1Pt+1v2, T2 = v3P1v2Pt+2v1,. . .,
T2i−1 = v3Piv1Pt+2i−1v2, T2i = v3Piv2Pt+2iv1, . . . and Tt = v3P⌈ t
2
⌉v1P2tv2 if t is odd and
Tt = v3P t
2
v2P2tv1 if t is even. Let Tj = Pj ∪Mj for 2t+ 1 ≤ j ≤ κ. Then let Tl+t = Pl for
⌈ t
2
⌉+1 ≤ l ≤ t. So there are t+(κ(G)− 2t)+ (t−⌈ t
2
⌉) = 4k−⌈ t
2
⌉ ≥ 3k trees connecting
S, since t < 2k. Moreover, it is obvious that the trees are pairwise internally disjoint.
Final Break: there are κ v1v2-paths P1, P2, . . . , Pκ such that v3 is on t = 2k paths
P1, . . . , P2k of them, and the κ paths have no internal vertices in common except v3. Let
T2i−1 = v3Piv1P2k+2i−1v2 and T2i = v3Piv2P2k+2iv1 for 1 ≤ i ≤ k. Then let Tj+k = Pj
for k + 1 ≤ j ≤ 2k. Obviously, there are 3k trees connecting S and they are pairwise
internally disjoint.
In any case, for κ(G) = 4k, we can always find 3k pairwise internally disjoint trees
connecting S, where S consists of any three vertices in G.
Case 2: κ(G) = 4k + 1 for k ∈ N. It is obvious that κ3(G) ≥ 1 when κ(G) = 1. Then
for k > 0, by the similar procedure, we can find out 3k + 1 pairwise internally disjoint
trees connecting S, where S consists of any three vertices in G. But in this case, the
“Middle Break” and “Final Break” have a little difference from Case 1.
Middle Break: The situation is the same as Case 1 except the number of trees Tj =
Pj ∪ Mj . Since κ(G) = 4k + 1, there are κ(G) − 2t = 4k + 1 − 2t internally disjoint
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(v3, X)-paths M2t+1, . . . ,Mκ whose terminal vertices are on 4k + 1 − 2t distinct paths
of Pt+1, . . . , Pκ and so there are 4k + 1 − 2t trees Tj = Pj ∪ Mj. Therefore, we find
t + (4k + 1 − 2t) + (t − ⌈ t
2
⌉) = 4k + 1 − ⌈ t
2
⌉ ≥ 3k + 1 pairwise internally disjoint trees
connecting S, since t < 2k.
Final Break: When t = 2k, namely there are κ v1v2-paths P1, P2, . . . , Pκ such that
v3 is on t = 2k paths P1, . . . , P2k of them and the κ paths have no internal vertices in
common except v3, then we need to use the “Path-Transformation” one more time to get
a Reduced Structure. More explicitly, for X = V (P2k+1 ∪ · · · ∪ P4k+1), by a family of κ
internally disjoint (v3, X)-paths and the operation “Path-Transformation”, we get κ v1v2-
paths P ′1, . . . , P
′
2k,P2k+1, . . ., Pκ such that v3 is on 2k paths P
′
1, . . . , P
′
2k of them, except
v3 the κ paths have no internal vertices in common and in addition, there is κ − 2t = 1
(v3, X)-path M4k+1 avoiding the vertices in V (P
′
1 ∪ · · · ∪ P
′
2k − {v1, v2, v3}). We may
assume that the terminal vertex of M4k+1 is on P4k+1. Then, let T2i−1 = v3P
′
iv1P2k+2i−1v2
and T2i = v3P
′
iv2P2k+2iv1 for 1 ≤ i ≤ k. Let Tj+k = P
′
j for k + 1 ≤ j ≤ 2k and
T3k+1=P4k+1 ∪M4k+1. So there are 3k+1 pairwise internally disjoint trees connecting S.
Case 3: κ(G) = 4k + 2 for k ∈ N. It is obvious that G is (4k + 1)-connected and so
by Case 2, κ3(G) ≥ 3k + 1.
Case 4: κ(G) = 4k + 3 for k ∈ N. The method is still similar. But 1 ≤ t ≤ 2k in the
“Middle Break” and t = 2k + 1 in the “Final Break”.
From the above, if κ(G) = 4k + r, we can find 3k + ⌈ r
2
⌉ pairwise internally disjoint
trees connecting S, where S consists of any three vertices in G, namely κ3(G) ≥ 3k+ ⌈
r
2
⌉,
for every two integers k and r with k ≥ 0 and r ∈ {0, 1, 2, 3}.
Next, we will give graphs which attain the lower bound.
For κ(G) = 4k+2i with i = 0 or 1, we construct a graph G as follows: Let Q = Y1∪Y2
be a vertex cut of G, where Q is a clique and |Y1| = |Y2| = 2k+i. G−Q has 2 components
C1, C2. C1 = {v3} and v3 is adjacent to every vertex in Q; C2 = {v1} ∪ {v2} ∪ X ,
|X| = 2k + i, the induced graph of X is an empty graph, every vertex in X is adjacent
to every vertex in Q ∪ {v1, v2}, v1 is adjacent to every vertex in Y1 and v2 is adjacent to
every vertex in Y2. It can be checked that κ(G) = 4k + 2i.
Let S = {v1, v2, v3} and let {T1, T2, . . . , Tl} be an internally disjoint set of trees
connecting S. For each Ti, there must be a v1v3-path including a vertex in Q and
(Ti ∩ Q) ∩ (Tj ∩ Q) = ∅ for 1 ≤ i < j ≤ l. If Ti contains only one vertex in Q,
then v3 is a leaf of Ti which means Ti − v3 is still a tree connecting v1 and v2. But we
can see that every vertex in Q is adjacent to only one of v1 and v2. So Ti − v3 must con-
tain a vertex in X . Therefore, there are at most |X| trees in {T1, T2, . . . , Tl} containing
only one vertex in Q and the others contain at least two vertices in Q. We can get that
l ≤ |X| + ⌊ |Q|−|X|
2
⌋ = 2k + i + ⌊2k+i
2
⌋ = 3k + i and κ3(G) ≤ κ(S) = l ≤ 3k + i. On the
other hand, κ3(G) ≥ 3k+ i by Theorem 2.3. It follows that κ3(G) = 3k+ i, which means
G attains the lower bound.
For κ(G) = 4k + 2i + 1 with i = 0 or 1, we construct a graph G as follows: Let
Q = Y1 ∪ Y2 ∪ {y0} be a vertex cut of G, where Q is a clique and |Y1| = |Y2| = 2k + i.
G − Q has 2 components C1, C2. C1 = {v3} and v3 is adjacent to every vertex in Q;
C2 = {v1} ∪ {v2} ∪ X , |X| = 2k + i, the induced graph of X is an empty graph, every
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vertex in X is adjacent to every vertex in Q ∪ {v1, v2}, v1 is adjacent to every vertex in
Y1, v2 is adjacent to every vertex in Y2, and both v1 and v2 are adjacent to y0. It can be
checked similarly like the above that κ(G) = 4k + 2i+ 1 and κ3(G) = 3k + i + 1, which
means G attains the lower bound.
3 Bounds for planar graphs
In this section we will study κ3(G) for planar graphs. More precisely, we will give
bounds of κ3(G) for planar graphs and some graphs that attain the bounds.
First, we give the following lemma:
Lemma 3.1. Let G be a connected graph with minimum degree δ. Then κ3(G) ≤ δ.
Especially, if there are two adjacent vertices of degree δ, then κ3(G) ≤ δ − 1.
Proof. We know that κ(G) ≤ δ [2] and κ3(G) ≤ κ(G) by Theorem 2.2. So κ3(G) ≤ δ.
By contradiction, suppose that there are two adjacent vertices v1 and v2 of degree δ
and κ3(G) = δ. Besides v1 and v2, we choose a vertex v3 in V (G− {v1, v2}) to get a set
S = {v1, v2, v3}. There exist δ pairwise internally disjoint trees T1, T2, . . . , Tδ connecting
S. Obviously, the δ edges incident with v1 must be contained in T1, T2, . . . , Tδ respectively,
and so are the δ edges incident with v2. Without loss of generality, we may assume that
the edge v1v2 is contained in T1. But since T1 is a tree connecting v1, v2 and v3, it must
contain another edge incident with v1 or v2, a contradiction. It follows that κ3(G) ≤ δ−1.
By Kuratowski’s Theorem [4], a graph is planar if and only if it contains no subdivision
of K5 or K3,3. We will use the theorem to prove the following lemma:
Lemma 3.2. For a connected planar graph G with κ3(G) = k, there are no three vertices
of degree k in G, where k ≥ 3.
Proof. By contradiction, let v1, v2 and v3 be three vertices of degree k. Because κ3(G) = k,
there exist k pairwise internally disjoint trees T1, T2, . . . , Tk connecting S = {v1, v2, v3}.
Obviously, for any i ∈ {1, 2, 3}, the k edges incident with vi are contained in T1, T2, . . . , Tk,
respectively. Therefore, v1, v2 and v3 are leaves of any tree Ti, for 1 ≤ i ≤ k. It can be
checked that, for every tree Ti, there exists a vertex ti such that Ti is a 3-fan from ti to S.
Since k ≥ 3, T1, T2 and T3 exist. But T1∪T2 ∪T3 is a subdivision of K3,3, a contradiction.
A k-connected graph G isminimally k-connected if the graph G−e is not k-connected
for any edge e, that is, if no edge can be deleted. The following claim is an important
lemma we will use later.
Lemma 3.3. If G is a minimally 3-connected graph, then κ3(G − e) = 2 for any edge
e ∈ E(G).
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Proof. For any edge e ∈ E(G), κ(G − e) = 2 and so κ3(G− e) ≤ 2. Let v1, v2 and v3 be
any three vertices in G.
Case 1: Two of the three vertices are connected by three internally disjoint paths in
G− e. Without loss of generality, we may assume that there are three internally disjoint
v1v2-paths P1, P2, P3 in G− e.
Subcase 1.1: The vertex v3 is on one of the three v1v2-paths. We may let v3 ∈ V (P1).
Then in G − e there are two internally disjoint trees connecting {v1, v2, v3}, namely,
T1 = v3P1v1P2v2 and T2 = v3P1v2P3v1.
Subcase 1.2: The vertex v3 is not on any of the three v1v2-paths. Let X = V (P1 ∪
P2∪P3). Since G− e is 2-connected, v3 is not in X and |X| ≥ 2, then there exists a 2-fan
{M1,M2} from v3 to X by the Fan Lemma. Let y1 and y2 be the two terminal vertices of
M1 and M2, respectively.
If y1 and y2 are on two of the three v1v2-paths, we may let y1 ∈ V (P1) and y2 ∈ V (P2).
Then in G − e there are two internally disjoint trees connecting {v1, v2, v3}, namely,
T1 = P1 ∪M1 and T2 = P2 ∪M2.
If y1 and y2 are on the same path, we may let y1, y2 ∈ V (P1) and let y1 be closer
to v1 than y2 on P1. Then, in G − e there are two internally disjoint trees connecting
{v1, v2, v3}, namely, T1 = v3M1y1P1v1P2v2 and T2 = v3M2y2P1v2P3v1.
Case 2: For v1, v2 and v3, any two vertices are connected by only two internally disjoint
paths in G−e. But we know, in G, since G is 3-connected, any two vertices are connected
by three internally disjoint paths. Then, let v1 and v2 be connected by three internally
disjoint paths P1, P2 and P3 in G. It is obvious that the edge e is in E(P1 ∪ P2 ∪ P3). We
may assume e ∈ E(P3).
Subcase 2.1: v3 is on either P1 or P2. Without loss of generality, we may assume
v3 ∈ V (P1). Let X = V (P2 ∪ P3). Since G is 3-connected, v3 is not in X and |X| ≥ 3,
then there exists a 3-fan {M1,M2,M3} from v3 to X by the Fan Lemma. Then we know
that the 3-fan {M1,M2,M3} from v3 to X still exists in G− e, since e ∈ E(G[X ]) which
means e is not in E(M1 ∪M2 ∪M3). Then by the fan {M1,M2,M3} and the operation
“Path-Transformation”, we adjust P1 to P
′
1 and get a Reduced Structure , namely three
internally disjoint v1v2-paths P
′
1, P2 and P3 such that e ∈ E(P3), v3 ∈ V (P
′
1) and in
addition, there exists a (v3, X)-path Mi avoiding the vertices in V (P
′
1 − {v1, v2, v3}),
where i ∈ {1, 2, 3}.
If the terminal vertex y of Mi is on P2, then T1 = P
′
1 and T2 = P2 ∪ Mi are two
internally disjoint trees connecting {v1, v2, v3} in G− e, as graph I shown in Figure 5.
If the terminal vertex y of Mi is on P3 and e ∈ E(yP3v2), then T1 = v1P3yMiv3P
′
1v2
and T2 = v3P
′
1v1P2v2 are two internally disjoint trees connecting {v1, v2, v3} in G− e, as
graph II shown in Figure 5.
If the terminal vertex y of Mi is on P3 and e ∈ E(v1P3y), then T1 = v2P3yMiv3P
′
1v1
and T2 = v3P
′
1v2P2v1 are two internally disjoint trees connecting {v1, v2, v3} in G− e, as
graph III shown in Figure 5.
Subcase 2.2: v3 is on P3. Without loss of generality, we may assume e ∈ E(v3P3v2). Let
X = V (P1∪P2). Since G− e is 2-connected, v3 is not in X and |X| ≥ 2, then there exists
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Figure 5: The three graphs for Subcase 2.1
a 2-fan {M1,M2} from v3 to X by the Fan Lemma. Let V (M1 ∪M2) ∩ V (vˆ1P3v3) = N ,
where N 6= ∅, since at least the vertex v3 belongs to both of them. v is a vertex such that
v ∈ N and there is no vertex in N closer to v1 than v on P3, namely, V (vˆP3vˆ1) ∩N = ∅.
We may let v ∈ V (M1) and let the terminal vertex y of M2 be on P2. Then T1 = P2 ∪M2
and T2 = v3M1vP3v1P1v2 are two trees connecting {v1, v2, v3} in G − e and it is easy to
check that T1 and T2 are internally disjoint.
Subcase 2.3: v3 is not on any of the three paths P1, P2, P3. Let X = V (P1∪P2∪P3) and
then v3 is not in X . Since G is 3-connected and |X| ≥ 3, there exists a 3-fan {M1,M2,M3}
from v3 to X by the Fan Lemma. We know that the 3-fan {M1,M2,M3} from v3 to X still
exists in G− e. Let y1, y2 and y3 be the terminal vertices of M1,M2 and M3, respectively.
If there are two vertices yi1 and yi2 on two distinct paths Pj1 and Pj2, for 1 ≤ i1 6= i2 ≤ 3
and 1 ≤ j1 6= j2 ≤ 3, then it is easy to find two internally disjoint trees connecting
{v1, v2, v3} in G− e. See Figure 6.
e
v1 v2
v3
P1
P2
P3
(a)
X
yi1
yi2
e
v1 v2
v3
P1
P2
P3
(b)
X
yi1
yi2
Figure 6: The graphs for Subcase 2.3
If the three vertices y1, y2, y3 are on the same path P3 and e = uv, then either V (v1P3u)
or V (vP3v2) contains at least two of them. We may let y1 and y2 be contained in V (v1P3u)
and let y1 be closer to v1 than y2. Then there exist three internally disjoint v1v2-paths
P1, P2 and P
′
3 = v1P3y1M1v3M2y2P3v2 in G such that e ∈ E(P
′
3) and v3 ∈ V (P
′
3), which
is solved by Subcase 2.2.
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If the three vertices y1, y2, y3 are on the same path P1 or P2, we may let y1, y2, y3 ∈
V (P1) and let y1 be nearest to v1 in the three vertices. Then there exist three internally
disjoint v1v2-paths P
′
1 = v1P1y1M1v3M2y2P1v2, P2 and P3 in G such that e ∈ E(P3) and
v3 ∈ V (P
′
1), which is solved by Subcase 2.1.
From the above, we can always find two internally disjoint trees connecting {v1, v2, v3}
inG−e, where e is any edge inG and v1, v2, v3 are any three vertices inG. So κ3(G−e) = 2.
In the following, we list some known results which will be used later.
Lemma 3.4. [1] Let G be a minimally k-connected graph and let T be the set of vertices
of degree k. Then G− T is a (possibly empty) forest.
Lemma 3.5. [1] A minimally k-connected graph of order n has at least
(k − 1)n+ 2
2k − 1
vertices of degree k.
Lemma 3.6. [2] Let G be a k-connected graph and let H be a graph obtained from G
by adding a new vertex y and joining it to at least k vertices of G. Then H is also
k-connected.
Lemma 3.7. [2] Let G be a planar graph on at least three vertices. Then |E(G)| ≤
3|V (G)| − 6.
Lemma 3.8. [2] Every planar graph has a vertex of degree at most 5, i.e., δ(G) ≤ 5.
By Lemma 3.8, we only need to consider planar graphs G with connectivity κ(G) at
most 5. From Theorem 2.3, it can be deduced that for any graph (not necessarily planar)
if κ(G) = 1, κ3(G) ≥ 1; if κ(G) = 2, κ3(G) ≥ 1; if κ(G) = 3, κ3(G) ≥ 2; if κ(G) = 4,
κ3(G) ≥ 3, and if κ(G) = 5, κ3(G) ≥ 4. While from Theorem 2.2, we know κ3(G) ≤ κ(G),
and so we get κ(G)− 1 ≤ κ3(G) ≤ κ(G), for 1 ≤ κ(G) ≤ 5. Therefore, we get
Theorem 3.1. If G is a connected planar graph, then κ(G)− 1 ≤ κ3(G) ≤ κ(G).
Now we show that the bounds in the above theorem are sharp for planar graphs.
Case 1: κ(G) = 1. For any graph G with κ(G) = 1, κ3(G) = 1 = κ(G). Therefore, all
planar graphs with connectivity 1 can attain the upper bound.
Case 2: κ(G) = 2. There exist planar graphs with connectivity 2 that have two
adjacent vertices of degree 2. Then by Lemma 3.1, these graphs satisfy that κ3 = 1 which
means that they attain the lower bound. For example, for any cycle C, we have κ(C) = 2
and κ3(C) = 1.
Let G be a planar minimally 3-connected graph. By Lemma 3.3, we know that κ(G−
e) = 2 and κ3(G− e) = 2 for any edge e ∈ E(G). Then the connected planar graph G− e
attains the upper bound.
Case 3: κ(G) = 3. We will show that for any planar minimally 3-connected graph G,
κ3(G) = 2 which means that it attains the lower bound.
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If there are two adjacent vertices of degree 3, then by Lemma 3.1 we get κ3(G) = 2.
Otherwise, any two vertices of degree 3 are not adjacent. Let T be the set of vertices of
degree 3 and so G[T ] is an empty graph. By Lemma 3.4, we get that G − T is a forest.
Let F1 be a component of the forest and let ∂(F1) denote the edge cut of G associated
with V (F1). Then |∂(F1)| ≥ 4|F1| − 2(|F1| − 1) = 2|F1| + 2 > 3, since the degree of any
vertex in V (F1) is at least 4 in G. We know that N(F1) ⊆ T and if there are two vertices
v1, v2 in V (F1) adjacent to a vertex u in T simultaneously, namely v1u, v2u ∈ ∂(F1), there
exists a cycle C = v1Pv2uv1, where P is a v1v2-path in F1. There is just one vertex of
degree 3 in V (C). But from [1] we know that each cycle of a minimally 3-connected graph
contains at least two vertices of degree 3, a contradiction. Therefore, any two vertices in
V (F1) can not be adjacent to a vertex in T simultaneously, namely, |T | ≥ |∂(F1)| > 3.
Then in G there are three vertices of degree 3. By Lemma 3.2, we get κ3(G) 6= 3, namely,
κ3(G) = 2. So for any planar minimally 3-connected graph G, κ3(G) = 2 and it attains
the lower bound.
Next we give graphs that attain the upper bound.
Let G be a planar 4-connected graph which is also 3-connected and let G′ be a graph
obtained from G by adding a new vertex v to one face in some planar embedding of G and
joining it to 3 vertices incident with the face. Then G′ is still planar and 3-connected by
Lemma 3.6. Since there is a vertex of degree 3, κ(G′) = 3. Now we will prove κ3(G
′) = 3
which means that G′ attains the upper bound.
For any three vertices v1, v2, v3 ∈ V (G
′), if they are all in V (G), then restricted in G,
we have κ({v1, v2, v3}) ≥ 3. Therefore in G
′ it is obvious that κ({v1, v2, v3}) ≥ 3.
Otherwise, one of them is v and we may let v3 = v. Since κ(G) = 4, there are four
internally disjoint v1v2-paths P1, P2, P3, P4. Obviously, the four paths still exist in G
′. Let
X = V (P1 ∪ P2 ∪ P3 ∪ P4). Since κ(G
′) = 3, v is not in X and |X| ≥ 3, then there exists
a 3-fan {M1,M2,M3} from v to X by the Fan Lemma.
If the terminal vertices y1, y2, y3 of M1,M2,M3 are on three of the four paths, we may
let y1 ∈ V (P1), y2 ∈ V (P2) and y3 ∈ V (P3) and then there are three internally disjoint
trees connecting {v1, v2, v}, namely T1 = P1 ∪M1, T2 = P2 ∪M2 and T3 = P3 ∪M3.
Otherwise, there are two vertices on the same path. We may let y1, y2 ∈ V (P1) and
let y1 be closer to v1 than y2 on P1. Then v1, v2 are connected by four internally disjoint
paths P ′1 = v1P1y1M1vM2y2P1v2, P2, P3, P4 and v is on P
′
1. Let X = V (P2 ∪ P3 ∪ P4).
Since G′ is 3-connected, v is not in X and |X| ≥ 3, then there exists a 3-fan {M ′1,M
′
2,M
′
3}
from v to X by the Fan Lemma. Then by the fan {M ′1,M
′
2,M
′
3} and the operation “Path-
Transformation”, we adjust P ′1 to P
′′
1 and get four internally disjoint v1v2-paths P
′′
1 , P2, P3
and P4 in G
′ such that v ∈ V (P ′′1 ) and in addition, there exists a (v,X)-path M
′
i avoiding
the vertices in V (P ′′1 −{v1, v2, v}), where i ∈ {1, 2, 3}. Without loss of generality, we may
assume that the terminal vertex y of M ′i is on P2. Then T1 = P2 ∪M
′
i , T2 = vP
′′
1 v1P3v2
and T3 = vP
′′
1 v2P4v1 are three internally disjoint trees connecting {v1, v2, v}. Therefore
κ3(G
′) = 3. G′ is the graph attaining the upper bound.
Case 4: κ(G) = 4. We will show that for any planar minimally 4-connected graph G,
κ3(G) = 3 which means that G attains the lower bound.
Since G is planar and κ(G) = 4, obviously |G| = n > 5. If n = 6, since κ(G) = 4,
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the degree of any vertex is 4 or 5. By Lemma 3.7, we know |E(G)| = m ≤ 3n − 6. So
4× 6 = 24 ≤
∑
d(v) = 2m ≤ 6n− 12 = 24, which means that the degree of every vertex
is 4. But then it is impossible that κ(G) = 4. Therefore n ≥ 7. Let T be the set of
vertices of degree 4. Since G is a minimally 4-connected graph and n ≥ 7, by Lemma
3.5, |T | ≥ 3n+2
7
> 3. Then there are three vertices of degree 4. By Lemma 3.2, we get
κ3(G) 6= 4, namely, κ3(G) = 3. So any planar minimally 4-connected graph attains the
lower bound.
It can be checked that the graphs in the following Figure 7 satisfy κ = 4 and κ3 = 4
which means that they attain the upper bound. Moreover, we can construct a series of
graphs according to the regularity showed in Figure 7, which attain the upper bound.
Figure 7: The graphs for the upper bound of Case 4
Case 5 : κ(G) = 5. For any planar graphG with connectivity 5, if there are at most two
vertices of degree 5, then by Lemma 3.7, 2× 5 + (n− 2)× 6 ≤
∑
d(v) = 2m ≤ 6n− 12,
namely, 6n − 2 ≤ 6n − 12, a contradiction. So there exist three vertices of degree 5.
By Lemma 3.2, we get κ3(G) 6= 5, namely, κ3(G) = 4. So, any planar graph G with
connectivity 5 can attain the lower bound and obviously can not attain the upper bound.
4 An algorithm for κ3(G) of planar graphs
As well-known, for the connectivity κ(G) of any graphs, we have polynomial-time
algorithms to get it. A natural question is whether there is a polynomial-time algorithm
to get the κ3(G), or more generally, κk(G). At the moment, we do not know if such an
algorithm exists for general graphs. But, for planar graphs G we shall show that κ3(G)
can be obtained in polynomial time, although its complexity is not very good. Since from
Theorem 3.1 we have κ3(G) = κ(G) or κ(G)− 1, we only need to give a polynomial-time
algorithm to decide whether κ3(G) = κ(G).
First, it is obvious that the problem can be reduced to another problem whether
there are κ(G) internally disjoint trees connecting {v1, v2, v3} in polynomial time, where
v1, v2, v3 are three vertices in V (G).
We now show that the problem whether there are κ internally disjoint trees connecting
three vertices in a planar graph has a polynomial-time algorithm.
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For a planar graph G with κ(G) = 2 and three vertices v1, v2, v3 ∈ V (G), if there are
two internally disjoint trees T1, T2 connecting {v1, v2, v3}, then T1 ∪ T2 is one of the three
types in Figure 8.
v1 v2 v3
t1 t2
Type I
v1v2 v3
t
T ype II
v1 v2 v3
v1 v2 v3
Type III
Figure 8: The graphs for T1 ∪ T2
Our algorithm is to check all possible types until two internally disjoint trees are found.
Otherwise, we get κ({v1, v2, v3}) = 1.
For Type I, we check for a pair of vertices {t1, t2} ⊆ V (G − {v1, v2, v3}) whether
there are two internally disjoint 3-fans from t1 to X and from t2 to X respectively, where
X = {v1, v2, v3}. If exist, we find two internally disjoint trees. If not, we check another
vertex pair until all vertex pairs contained in V (G − {v1, v2, v3}) are checked. Then we
turn to Type II.
Now the problem is that given two vertices t1, t2 ∈ V (G−{v1, v2, v3}), decide whether
there are two internally disjoint 3-fans from t1 to X and from t2 to X respectively, where
X = {v1, v2, v3}. At first, for each i ∈ {1, 2, 3}, we replace the vertex vi by two new vertices
vi1 , vi2 and let them be adjacent to all the neighbors of vi, namely, duplicating the vertex
vi. For each i ∈ {1, 2}, we replace the vertex ti by three new vertices ti1 , ti2, ti3 and let
them be adjacent to all the neighbors of ti, namely, duplicating the vertex ti twice. Denote
the new graph by G′. Let X = {t11 , t12 , t13 , t21 , t22 , t23} and Y = {v11 , v21 , v31 , v12 , v22 , v32}.
If there exists an XY -linkage in G′, it is easy to see that t11P1v11 ∪ t12P2v21 ∪ t13P3v31 and
t21P4v12 ∪ t22P5v22∪ t23P6v32 can be converted into two internally disjoint 3-fans from t1 to
{v1, v2, v3} and from t2 to {v1, v2, v3} in G. Conversely, in G, any two internally disjoint 3-
fans from t1 to {v1, v2, v3} and from t2 to {v1, v2, v3} can be converted into an XY -linkage
in G′. Note that if there is an edge e incident with two vertices in {t1, t2, v1, v2, v3},
subdivide e by a new vertex and then implement the vertex duplications. The operation
can ensure that the edge e in G is used only once. Since the k-linkage problem, namely,
the problem whether there exists an XY -linkage for given sets X , Y and any fixed value
of |X| = |Y | = k, has a polynomial-time algorithm, see [5], then the problem whether
there are two internally disjoint 3-fans from t1 to X and from t2 to X respectively has a
polynomial-time algorithm.
For Type II, we check for one vertex t ∈ V (G−{v1, v2, v3}) and the other vertex vi1 ∈
{v1, v2, v3}, whether there is a 3-fan from t to X and a vi2vi3-path containing vi1 , where
the fan and the path have no vertices in common except v1, v2, v3, i1 6= i2 6= i3 ∈ {1, 2, 3}
and X = {v1, v2, v3}. If exist, we find two internally disjoint trees connecting X . If not,
we check another vertex pair such that one is in V (G − {v1, v2, v3}) and the other is in
{v1, v2, v3} until all such pairs are checked. Then we turn to Type III.
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Now the problem is that given one vertex t ∈ V (G − {v1, v2, v3}) and the other
vertex vi1 ∈ {v1, v2, v3}, decide whether there is a 3-fan from t to X and a vi2vi3-path
containing vi1 , where the fan and the path have no vertices in common except v1, v2, v3,
i1 6= i2 6= i3 ∈ {1, 2, 3} and X = {v1, v2, v3}. The method used here is the same as
for Type I. We may let vi1 = v1. Now for j = 2 and 3, replace the vertex vj by two
new vertices vj1, vj2 and let them be adjacent to all the neighbors of vj . Replace the
vertex t by three new vertices t1, t2, t3 and let them be adjacent to all the neighbors of
t. Replace the vertex v1 by three new vertices v11 , v12, v13 and let them be adjacent to
all the neighbors of v1. Denote the new graph by G
′. Then let X = {t1, t2, t3, v22 , v32}
and Y = {v11 , v21 , v31 , v12 , v13}. If there exists an XY -linkage in G
′, it is easy to see that
t1P1v11 ∪ t2P2v21 ∪ t3P3v31 and v22P4v12 ∪ v13P5v32 can be converted into a 3-fan from t
to {v1, v2, v3} and a v2v3-path containing v1 in G such that the fan and the path have no
vertices in common except v1, v2, v3. Conversely, in G a 3-fan from t to {v1, v2, v3} and a
v2v3-path containing v1 can be converted into an XY -linkage in G
′. So it can be solved
in polynomial time.
For Type III, we check whether there are two vi1vi2-paths both containing vi3 , or
there is a vi1vi2-path containing vi3 and a vi1vi3-path containing vi2 . No matter what case
happens, the two paths have no vertices in common except v1, v2, v3, i1 6= i2 6= i3 ∈ {1, 2, 3}
and X = {v1, v2, v3}. Then the operation is similar. Duplicate the vertices and convert
the problem to the k-linkage problem.
The procedure terminates when either we find 2 internally disjoint trees connecting
{v1, v2, v3} in some type, or there are no such two trees until all possibilities are checked.
For the former case, we get κ({v1, v2, v3}) = 2. For the latter case, we get κ({v1, v2, v3}) =
1.
For a planar graph G with κ(G) = 3 and three vertices v1, v2, v3 ∈ V (G), there are
at most two internally disjoint 3-fans from t1 to X and from t2 to X respectively, where
t1, t2 ∈ V (G − {v1, v2, v3}) and X = {v1, v2, v3}. So, if T1, T2, T3 are three internally
disjoint trees connecting {v1, v2, v3}, then T1 ∪ T2 ∪ T3 is one of three main types in the
following Figure 9.
v1 v2 v3
t1 t2
Type 1
v1v2
v3
t
T ype 2.1
v1 v2 v3
Type 3.2
v1v2
v3
t
v1 v2 v3 v1 v2 v3
Type 2.2
Type 3.1 Type 3.3
Figure 9: The graphs for T1 ∪ T2 ∪ T3
The method to deal with this case is similar to the case κ(G) = 2. We still implement
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the vertex duplications and convert the problem into the k-linkage problem to solve. Still
for κ(G) = 4, the method is the same. For κ(G) = 1, we know κ3(G) = κ(G) and for
κ(G) = 5, κ3(G) = κ(G)− 1.
From the above description, we know that the algorithm is of polynomial time. But
the complexity is not very good, roughly speaking O(n8). So how to find a more effective
algorithm is an interesting question.
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