The Adler equation with time-periodic frequency modulation is studied. A series of resonances between the period of the frequency modulation and the time scale for the generation of a phase slip is identified. The resulting parameter space structure is determined using a combination of numerical continuation, time simulations and asymptotic methods. Regions with an integer number of phase slips per period are separated by regions with noninteger numbers of phase slips, and include canard trajectories that drift along unstable equilibria. Both high and low frequency modulation is considered. An adiabatic description of the low frequency modulation regime is found to be accurate over a large range of modulation periods.
I. INTRODUCTION
This paper is devoted to a study of the nonautonomous Adler equation [1] θ = r(t) − sin θ.
When r is independent of time this equation describes phase synchronization between a pair of coupled oscillators. In this case θ ≡ φ 1 − φ 2 represents the difference in the phases φ j of the two oscillators and r represents the normalized frequency difference. When |r| < 1 the equation describes a phase-locked state; when |r| > 1 the phase difference increases or decreases monotonically, corresponding to repeated phase slips. The transition between these two states is an example of a SNIPER (saddle-node infinite period) or SNIC (saddlenode on an invariant circle) bifurcation [2] . In this bifurcation the phase slip period diverges like 1/ √ r − 1 as r decreases towards r = 1, in contrast to transitions associated with global bifurcations.
The nonautomous equation (1) with r = r(t) and r(t) a periodic function of time thus describes the effects of temporal modulation of the SNIPER bifurcation. Such modulation is of interest since for part of the modulation cycle the oscillators may be phase-locked while for the rest of the cycle they may undergo phase slips. In this paper we show that the interplay between these two states is complex, and characterize the resulting behavior for both high and low frequency modulation r(t); the intermediate case in which the modulation period is comparable to the phase slip period is of particular interest and is also investigated here in detail.
The nonautonomous Adler equation arises in a number of applications. First and foremost
it arises in systems of driven identical active rotators [3, 4] , or, equivalently, driven arrays of Josephson junctions [5] , described by the equationṡ
Here ω is the intrinsic frequency and K measures the coupling strength. In terms of the Kuramoto order parameter, R exp iΦ ≡ M m=1 exp iφ m , this system can be written in the equivalent formθ j = ω(t) −α − KR sin θ j ,
where θ j ≡ φ j −α, KR = 1 + (KR) 2 + 2KR cos Φ and tan α = KR sin Φ(1+KR cos Φ) −1 .
Since R andΦ are in general functions of time [6] the quantitiesR and α will also be functions of time and these are determined by the collective dynamics of the remaining M −1 oscillators. When M is large the latter are unaffected by the behavior of an individual oscillator, andR and α can therefore be assumed to be given. The dynamics of each oscillator are thus described by an Adler equation with a time-dependent effective frequency and a time-dependent effective coupling constant. The latter dependence can be removed using the simple substitution dτ = KR dt provided K(t) remains bounded away from zero.
Nonautonomous effects also arise in phase-coupled oscillator systems of Kuramoto type [7] and these are of interest in neural models. In models of this type the coupling strength K jk between oscillators j and k is taken to be a function of time, reflecting either evolution of the network [8] [9] [10] [11] [12] or the effects of a drug, during anesthesia, for example [13] . The simplest model of this type,φ
can be written in the equivalent forṁ
where θ j ≡ φ j − Φ. Thus the dynamics of each individual oscillator are determined by the global behavior of the system through the quantities KR and Φ. When M is large both R and Φ may be taken as given, independent of the behavior of the oscillator j. The resulting system can be cast in the form
where the prime denotes differentiation with respect to τ , dτ = KR dt andω(τ ) = to consider the effects of a time-dependent effective frequency only. Related models arise in systems with frequency adaptation [14] . An excellent review of the origin of nonautonomous effects in the Kuramoto model and its variants can be found in [15] .
Finally, the nonautonomous Adler equation also describes a single resistively shunted
Josephson junction driven by a biased AC current [16] . Theoretical investigations of this equation, motivated by observations of Shapiro steps [17] in the supercurrent, have illuminated a wealth of mode-locking behavior [18] [19] [20] . Large arrays of coupled Josephson junctions are thus amenable to the same type of analysis as active rotator systems [5, 21] .
The paper is organized as follows. In the next section we summarize the basic properties of the Adler equation with and without time-periodic modulation. In Sec. III we study, under a variety of conditions, periodic orbits of the nonautonomous Adler equation that take the form of oscillations about a phase-locked state. In Sec. IV we study the so-called phasewinding trajectories describing repeated phase slips and identify the regions in parameter space where different states of this type are found. In Sec. V we show that an adiabatic analysis describes accurately the resulting parameter space not only for low modulation frequencies but in fact remains accurate far outside of this regime. Section VI provides a brief summary of the results and discusses potential applications of the theory.
II. THE ADLER EQUATION
The Adler equation (1) with constant r has several symmetries of interest. The equation is invariant under complete rotations W : θ → θ+2π, and time translations T τ : t → t+τ by an arbitrary real τ . In addition, it is invariant under the phase symmetry P 0 : (t, θ) → (−t, π−θ) and the parameter symmetry R 0 : (r, θ) → −(r, θ). As already mentioned, the fixed points or equilibria of Eq. (1) correspond to phase-locking between the two oscillators, and these exist in the parameter interval |r| < 1:
If θ is defined mod 2π, this condition determines two branches of equilibria that merge in a saddle-node bifurcation at r = ±1 and are related by P 0 . One of these branches is stable and can be identified by the condition ∂ r θ eq > 0 while the other is unstable and is characterized by ∂ r θ eq < 0. No fixed points exist for |r| > 1: θ increases monotonically when r > 1 and decreases monotonically when r < −1. When θ is defined mod 2π the resulting trajectories are both periodic in time and the steady state SNIPER bifurcations at r = ±1
generate periodic orbits, a consequence of the global organization of the stable and unstable manifolds of the fixed points.
In the present work we find it convenient to think of θ as a variable defined on the real line. When this is done the equation has an infinite number of stable and unstable equilibria that differ in the number of 2π turns relative to an arbitrary origin θ = 0. We refer to these turns as phase slips since one of the two oscillators is now ahead of the other by an integer number of 2π rotations. Trajectories outside of the phase-locked region will incur positive or negative phase slips with frequency
This frequency approaches zero in a characteristic square root manner as |r| approaches |r| = 1 from above [2] .
When the frequency parameter r oscillates in time,
the system retains the winding symmetry W, while the translation symmetry becomes discrete T : t → t + T . The phase symmetry now includes a time shift, P : (t, θ) → (T /2 − t, π − θ). The parameter symmetry takes the form R : (r 0 , a, θ) → −(r 0 , a, θ). There is also an additional parameter symmetry S : (t, a) → (t + T /2, −a). We remark that, as already explained, any time-dependence in the coupling parameter K > 0 can be removed by a simple transformation, and this parameter is therefore scaled to unity.
Depending on the amplitude a and the period T of the frequency modulation (9) the solutions of the resulting equation take the form of oscillations about a phase-locked state or describe repeated phase slips in which the phase difference θ drifts with a nonzero mean speed. We identify below a series of resonances between the modulation period T and the time scale for the generation of a phase slip. The resulting parameter space structure is determined using a combination of numerical simulations, numerical continuation [22] and asymptotic methods. Regions with an integer number of phase slips per period are separated by regions with noninteger numbers of phase slips, and include canard trajectories that drift along unstable equilibria. Both high and low frequency modulation is considered. We do not consider noise-triggered phase slips.
III. PERIODIC ORBITS
Phase-locked states of the autonomous system (1) may undergo phase slips in the presence of modulated frequency while remaining phase-locked on average. For such solutions the number of negative phase slips balances the number of positive phase slips over one modulation cycle. Figure 1 shows the bifurcation diagram for the nonautonomous Adler equation (1) with the periodic modulation (9) along with sample trajectories at two points on the solution branches, both superposed on the corresponding equilibrium solutions of the autonomous system, i.e., r = r 0 . The solution branches snake, i.e., they undergo repeated back-and-forth oscillations as the parameter r 0 varies. The extrema of these oscillations correspond to the SNIPER bifurcations at r = ±1; the equilibria with a positive slope correspond to stable solutions while those with a negative slope are unstable. Thus along the branch of equilibria stability changes at every fold.
The trajectories shown in Fig. 1(b) are periodic, with period T , and their bifurcation structure parallels that of the phase-locked states in the autonomous system: the solutions snake within an r 0 interval determined by a pair of folds on either side as shown in Fig. 1(a) .
The amplitude of this oscillation and its shape depends on the period T of the forcing which also affects the solution stability. For example, for θ = 2π and r 0 = 0, the solution of the autonomous problem is stable, but becomes unstable for T = 15 as most of the periodic orbit tracks the unstable branch of the autonomous problem, before becoming stable again The presence of the symmetries allows to generate other solutions from the one calculated. Figure 2 shows the four different orbits produced by applying the eight different symmetries generated by (I, R, P, S): I, R, P, S, RP, RS, PS, RPS to a periodic orbit obtained for r 0 = 0.2, T = 15 and a = 2. These periodic orbits lie on the same solution branch in Fig. 1(a) . The symmetry S acts like the identity, the time shift compensating for the reversal of a. Application of T does not produce new orbits, and we can shift any periodic orbit to higher or lower values of θ by multiples of 2π using powers of W. We take advantage of the latter to avoid overlap among the different solutions shown in Fig. 2 . Figure 3 shows how the existence region of the periodic orbit, labeled P O, evolves with T . Numerical continuation of the folds at the two edges of P O reveals a series of pinched zones in which the folds "cross" and the P O region is reduced to the single value r 0 = 0. This accounts for the switch in the orientation of the branch as T increases (see Fig. 1(a) ). We call the regions between the pinched zones sweet spots. Within each of these sweet spots, the number of positive and negative phase slips during one cycle is the same, and the orbits are therefore qualitatively similar. The resulting structure, shown in Fig. 3(a) , is reminiscent of the structure observed in [23] . Figure 3(b) shows the amplitude of the oscillation in θ for periodic orbits at r 0 = 0 as a function of the period T . The figure reveals that N positive and negative phase slips can occur even when ∆θ = θ max − θ min < 2πN. This is a consequence of the fact that the two successive saddle-nodes at r = ±1 are separated by a phase difference of π. Figure 4 shows a series of periodic orbits that transition from zero to one positive and one negative phase slip as a (equivalently T ) increases. 
A. Birth of periodic orbits
To understand the effect of a time-dependent frequency parameter on the dynamics of phase-locked oscillators, we start out by considering the high-frequency modulation limit of the Adler equation (1) with the time-periodic modulation (9) . We write T = 2πǫ/ω, where ǫ ≪ 1, and ω ∼ O(1) is a suitably scaled frequency, and define the fast time φ by ωt = ǫφ.
The Adler equation becomes
We assume that θ(φ, t) = θ 0 (φ, t) + ǫθ 1 (φ, t) + ǫ 2 θ 2 (φ, t) + . . . and carry out the calculation order by order. The leading order equation shows that θ 0 = ψ 0 (t) is independent of the fast oscillation time. The O(ǫ) equation yields, after integration over the fast period of the forcing,
Thus, at leading order, the averaged system follows an autonomous Adler equation with constant forcing equal to the average of the periodically modulated case.
The solution at order ǫ reads
where ψ 1 is determined through the solvability condition at the next order. This next order equation reads
and integration over the fast period gives the solvability condition
The solution at order ǫ 2 is thus
while the order ǫ 3 equation reads
leading to a solvability condition for ψ 2 :
To study the average dynamics, we define the period-averaged phase
This expression is accurate to order O(ǫ 2 ). Summing the solvability conditions now yields the equation
where we have replaced ω/ǫ by 2π/T . Thus, in the high-frequency limit, the averaged 
B. Death of periodic orbits
Asymptotic analysis near the folds that define the edges of P O can provide some insight into the break-up of the periodic orbits. We consider perturbations about the marginally stable orbit at the left (r 0 = r − ) and right (r 0 = r + ) edges of P O for a given modulation frequency ω = 2π/T and amplitude a, namely Eq. (1) with r = r 0 + a sin ωt, where r 0 = r ± + ǫ 2 µ and ǫ ≪ 1. We use multiple time scales by introducing a slow time τ = ǫt on which the system incurs net phase slips and expand the phase variable as
The leading order equation, ∂ t θ 0 = r ± +a sin ωt−sin θ 0 , is solved by the marginally stable periodic orbit, which we have computed numerically via continuation. The O(ǫ) equation is
which has a solution of the form θ 1 = A exp − cos θ 0 dt for a slowly-varying amplitude A as θ 0 does not depend on the slow time. At O(ǫ 2 ), the equation reads
The existence of a solution in θ 2 that is T -periodic requires that the solvability condition
be satisfied where the coefficients can be computed numerically from the integrals
Thus, just outside of P O, the system will incur net phase slips with a frequency 
C. The asymptotics of sweet spots
When large excursions of the forcing parameter are allowed during a high-frequency cycle, a balance is struck that allows a finite number of phase slips to occur. We keep T = 2πǫ/ω but link the amplitude of the forcing to the frequency by a = ρ/ǫ ≡ 2πρ/ωT . Upon defining the fast time-scale φ = ωt/ǫ, the Adler equation becomes
Using an asymptotic series of the form θ(φ, t) = θ 0 (φ, t) + ǫθ 1 (φ, t) + ǫ 2 θ 2 (φ, t) + . . . and solving the leading order equation we obtain
The evolution of ψ 0 is determined from a solvability condition at next order. Since the order ǫ equation reads
the required solvability condition is where J 0 is the Bessel function of the first kind. The averaged dynamics thus follow an autonomous Adler equation with a constant frequency and a coupling strength given
). The boundaries of the P O region are thus defined by r 0 = ±J 0 (aT /2π) and these oscillate in r 0 as aT increases with an amplitude that decreases with increasing T (Fig. 6 ). The location of the pinched zones is thus determined by the zeros of J 0 (aT /2π). Between these are the sweet spots where periodic orbits exist over the finite
The reversal of orientation of the folds seen in Fig. 1(a) is analogous to sign changes of J 0 (aT /2π) in this high frequency, large amplitude limit, as shown in Fig. 6 .
D. Amplitude dependence
We now examine how periodic solutions within P O behave as a function of the amplitude of the modulation by fixing r 0 = 0 and performing numerical continuation in a (Fig. 7) . As long as r 0 is in the interior of P O, each value of a admits two periodic orbits on a 2π interval for θ . One is stable, one is unstable, and they are related by the phase symmetry P. The symmetries of the system further imply that the locations of these orbits at r 0 = 0 are fixed at θ = mπ for m ∈ Z and such solutions persist for all values of a (horizontal lines in panel (a) of Fig. 7 ). The pinched zones where the P O boundaries cross ( Fig. 3(a) ) and the snaking branch becomes vertical (red dash-dotted line in Fig. 1(a) ) correspond to codimension two points in the (a, T ) plane; at these points a continuum of periodic orbits parametrized by the phase average θ is present. Thus when r 0 = 0 the periodic orbits create the grid-like bifurcation diagram shown in Fig. 7 (a). This grid structure breaks apart into isolated loops of solutions as soon as r 0 = 0, and gaps between the regions of existence of periodic orbits begin to emerge (cf. Fig. 3(a) ). The loops that emerge from the breakup of the rectangular grid structure at r 0 = 0 when r 0 = 0 shrink to zero with increasing a (or T ), as expected from Fig. 3(a) . Numerical continuation of the boundary of the P O region as a function of a when r 0 = 0.1 and T = 25 reveals that periodic orbits persist only to a ≈ 14.5. π, 5π/4, 3π/2, 7π/4 and 2π. The orbits correspond to the unlabeled blue dots in Fig. 7(a) .
are stable while A, C and E are unstable. This expectation is confirmed by explicit stability calculations.
E. Canards Figure 9 shows periodic orbits from the first vertical solution branch in Fig. 7 (a) corresponding to the dark blue dots not labeled with capital letters. These periodic orbits all have the same value of a ≈ 1.2 and correspond to pinched zone solutions with θ = π, 5π/4, 3π/2, 7π/4 and 2π. These solutions illustrate how the periodic orbit expands to larger θ while tracking the equilibria of the autonomous system. These are beginning to reveal characteristics of the so-called canard states familiar from studies of slow-fast systems. For example, the third panel shows an orbit that slowly tracks a branch of stable equilibria towards lower θ and smaller r followed by tracking a branch of unstable equilibria towards yet smaller θ but increasing r, before an abrupt transition near the right fold that restores the original θ value essentially instantaneously, i.e., at essentially constant r. This difference in timescales is not as pronounced in the last panel of Fig. 9 but can be enhanced by increasing the modulation period. Figure 10 shows typical canard trajectories with a clear separation of timescales, obtained for T = 100, r 0 = 0 and slightly different modulation amplitudes a.
Increasing the amplitude a very slightly leads the canard to overshoot the right saddle-node and can make it depart from the branch of unstable equilibria upwards, i.e., in the opposite direction as compared to the solutions for slightly smaller a. The latter case leads to a different type of canard: the system jumps from the unstable solution branch to the upper branch of stable equilibria, which it then follows downward in θ. After reaching the upper left fold of the equilibria the trajectory jumps to the lower left fold and thereafter follows the lower unstable equilibria towards larger r, resulting in the same sequence of transitions but now as r increases. The resulting solution is periodic but is characterized by phase slips that take place inside the snaking region |r| < 1. This behavior is exemplified by the outer canard trajectory in Figs. 10(a) ; the associatedθ displays an inverse peak, as shown in Fig. 10(b) . Additional time separation along the stable and unstable manifolds can be achieved by increasing T further. For example, Fig. 11 shows several "two-headed" canard trajectories obtained for T = 300. We define the winding number of a trajectory in the modulated system as the average number of net phase slips per period,
with m ∈ Z. winding number N = 2, extending from r 2,min ≈ 0.4 to r 2,max ≈ 0.6. Solutions with higher integer winding number exist beyond this point as exemplified by the N = 3 solutions in Fig. 12 .
A. Resonance tongues
The parameter range containing integer winding solutions forms through the opening of resonance tongues as the modulation amplitude a increases from zero. We write, following [19] , x = tan θ/2 to put the Adler equation in the forṁ
The Riccati transformation x = −2ẏ/ry now generates a second order linear equation for the variable y(t):ÿ
Using the standard transformation y = ze 
Substituting the time-dependent frequency parameter r specified in Eq. (9) and assuming a ≪ 1 yields the Mathieu equation
where ω ≡ 2π/T and tan ξ ≡ (r The resonance tongues enter farther into the phase-locked region |r 0 | < 1 as a increases.
We observe that as a increases the location of the tongues begins to depart from the Mathieu 
B. Partitioning of the parameter space
The parameter plane (r 0 , T ) can be partitioned in terms of winding number by following the folds of the N:1 resonant winding trajectories such as those shown in Fig. 12 . The resulting partitioning of parameter space is shown in Fig. 14 . To obtain this figure the branches with winding numbers 1 ≤ N ≤ 7 were continued in r 0 for a = 2 and T = 5, followed by continuation of the saddle-nodes on these branches in the parameters r 0 and T . The region P O of periodic orbits was computed in a similar way for completeness. The sweet spot and pinching structure of regions with constant integer winding number that begins to emerge in Fig. 13(a) can also be seen as T increases for fixed a. The width of these sweet spots decreases with T . For infinite periods, any small departure from the symmetry axis r 0 = 0 leads to the dominance of positive or negative phase slips over the other.
Thus the parameter plane is partitioned into regions with solutions displaying zero, one, two or more net phase slips per cycle. Each of these regions possesses a structure similar shows that the winding number increases monotonically and smoothly within this transition zone, as expected on the basis of theoretical considerations [19] . However, modifications of the nonautonomous Adler equation, such as the inclusion of an inertial term or a more general time dependence, can generate subharmonic resonances that populate the transition zones [16] . Subharmonic resonances have also been observed to produce a devil's staircase type structure in the related problem of spatially localized states in the periodically forced Swift-Hohenberg equation [24] .
C. Asymptotic formation of sweet spots
We can extend the above predictions by analyzing a limit in which the trajectory barely exits the phase-locking region −1 < r < 1 but assuming the modulation period is slow enough that phase slips still take place. Explicitly, we take r(t) = ǫ
where ǫ 2 µ represents a small offset of the average value of r(t) from r 0 = 0. We introduce the slow time scales τ = ǫt and Φ = ǫ 2 ωt and employ an asymptotic expansion of the form
At leading order, the Adler equation (1) gives sin θ 0 = sin Φ for which we choose the stable phase locked solution θ 0 = Φ + 2πn that has no τ dependence. The alternate choice, θ 0 = π − Φ + 2πn, produces unstable periodic orbits or unstable winding trajectories. At order ǫ, we obtain the equation ∂ τ θ 0 = −θ 1 cos θ 0 . When θ 0 = π/2 + πn, θ 1 = 0 in order to satisfy the condition that θ 0 be independent of τ . At order ǫ 2 , we obtain
leading to the second order correction
provided that θ 0 = π/2 + πn.
To examine the dynamics near θ 0 = π/2 + nπ where the system is transitioning between phase-locked dynamics and winding, we take the slow time to be Φ = π/2 + ǫφ. Equation
(1) then becomes
The leading order and order ǫ equations are identical to the general case above while θ 1 is determined from the order ǫ 2 equation,
which differs from Eq. (34). Since θ 0 = π/2 the Riccati transformation θ 1 = −2ω∂ φ ψ/ψ transforms this equation into the Weber equation
We now use a matching procedure to connect the relevant solution of this equation to the case when Φ = π/2 + nπ. Noting that θ 1 (Φ) → 0 as Φ → π/2 + nπ, we choose our solution such that θ 1 → 0 as φ → −∞. This matching condition is satisfied by the parabolic cylinder function ψ = D ν (s), where
Each zero s = s 0 of ψ = D ν (s) corresponds to one phase slip. Care must be taken in interpreting these results since the zeros of ψ correspond to divergences of θ 1 and thus a breakdown of the asymptotic series used to obtain Eq. (38). The above calculation holds between the asymptotic breakdowns where θ 1 (τ ) diverges, so a complete trajectory can be constructed by "gluing" solutions across each individual phase slip. Thus ψ can be used to describe a series of phase slips via this gluing process.
The number of zeros of ψ corresponds to the number of phase slips and thus determines which solution branch the system will follow upon re-entering the phase-locked region π/2 < Φ < 3π/2. In particular, [n + ] phase slips are undergone when
More generally, we can express the number of positive (negative) phase slips that occur near the boundaries of the phase-locked region in terms of the parameters of the problem as
where the square bracket indicates rounding to the nearest integer. The predictions of this theory match well with time simulations for a = 1.005, as seen in Fig. 16 . The simulations employed a fourth order Runge-Kutta scheme for 12 periods of the modulation using the initial condition θ(0) = sin −1 r 0 . The winding number was computed from 2πN = (θ(12T ) − θ(2T )) /10 as a function of the parameters r 0 and T . Time simulations were used in place of numerical continuation because the extremely long time scales make continuation a computationally challenging task. Owing to symmetry the P O region is always centered on r 0 = 0, and states with negative winding number are found in regions obtained by reflection in r 0 = 0.
The figure reveals the formation of sweet spots in this limit whenever a > 1. When a < 1, there are two distinct sets of resonance bands -one set formed by regions with a fixed number of positive phase slips n + , and the other by regions with a fixed number of negative phase slips n − . At a = 1 the two sets of resonance bands both asymptote to r 0 = 0 as T → ∞ (Fig. 17(a) ). The sweet spots and pinched zones emerge through the intersections of these resonance bands that take place once a > 1 (Fig. 17(b,c) ). In particular, the pinched zone separating the n and n + 1 sweet spots in the P O region is located at (a − 1)T /4π = n + 1/2 and marks the transition from n to n + 1 positive and negative phase slips within a modulation cycle. 
V. ADIABATIC THEORY
We now consider a more general time-dependence for the parameter r, but assume it varies slowly enough that we can treat the dynamics quasi-statically: r = r(2πt/T ) with T ≫ 1. In this adiabatic limit, two distinct types of dynamics arise: slow dynamics that track the steady state phase-locked solution when −1 r(2πt/T ) 1 and a fast phase rotation with an adiabatically varying parameter when |r(2πt/T )| 1. No matter how low the frequency is, there is always an intermediate regime around the transition from a phase-locked state to rotation where the phase rotation is slow enough that it occurs on the same scale as the parameter drift. We apply WKB theory to capture the dynamics in each of the two regions separately and provide a condition for matching the solution across the transitions at r ≈ ±1.
We start with Eq. (32) but assume that r = r(ωt) with ω ≪ 1. We do not need to specify the form of r(ωt). We transform this equation into a standard form for WKB theory by recasting it in terms of the slow time φ = ωt:
The system transitions from a phase-locked state to winding near r 2 − 1 ∼ O(ω), and we can use the standard WKB ansatz z = Az WKB = A exp(iS/ω) + c.c., where A is an arbitrary complex constant determined from initial conditions and/or matching procedures when we are away from these points. We suppose that S = S 0 + ωS 1 + . . . and match orders to solve for each S i .
Making the WKB substitution generates, at leading order,
The leading order WKB solution, in terms of the original time scale, is z = A exp ±
The equation at next order is, after simplification,
yielding
depending on the choice of root for S 0 .
Including this correction, the solution becomes
When r < 1, we find it convenient to rewrite the expression for S 1 as
and the solution now takes the form
Near a transition point r = 1 (we take it to be at t = 0), we suppose that r ≈ 1 + αt, where α =ṙ(0) = ωr ′ (0) is a constant. To leading order, the equation becomes
which has solutions in terms of the Airy functions Ai(s) and Bi(s), where
We will further assume α > 0 so that the transition occurs as the system leaves the phase-locked region and enters the winding region, and remind the reader that
We consider the solution within the phase-locked region that follows, for t < 0, the stable steady-state solution branch θ = sin −1 r, corresponding to taking the negative root of S 0 .
Thus, equation (48) reduces to
where A pl depends on the choice of initial condition. In terms of θ, expression 51 reads
In order to match solutions across the transition region, we must take the t → 0 (equivalently r → 1 limit of this solution and match it to the t → −∞ (equivalently s → ∞) limit of the Airy function solution of Equation (49). This procedure selects the Airy function Ai with amplitude proportional to A pl . On the other side, the winding solution coming from equation (46) can be matched to the Airy solution when written in the form where A w = A w (A pl ). The matching is achieved by comparing the r → 1 (t → 0) limit of expression (53) to the t → ∞ (s → −∞) limit of the Airy function obtained in the matching procedure with the phase-locked solutions. Expression (53) yields: Figure 18 shows a comparison of the WKB solution in terms of θ with a periodic orbit obtained through simulation with r(t) = 2 sin(10 −3 t + π/6).
The results obtained from the WKB approximation in the limit of a slowly-varying frequency parameter can be generalized using a theorem that places bounds on the number of zeros of solutions to linear second order differential equations. Given an equation of the formz + q(t)z = 0 (55) with q(t) > 0 in C 2 and bounded, such thatq(t) = o q 3/2 (t) as t → ∞, it can be shown [25] that the number of zeros [n] between 0 ≤ t ≤ T for a given solution z(t) = 0 is bounded by
It follows that whenq ≪ 1
thereby reproducing the quasi-static prediction from WKB theory. In the case of the Adler equation, the corresponding frequency parameter is given by
The conditions on r for the applicability of the bound within the time interval of interest are that |q(t)| > 0, r ∈ C 4 and is bounded. We can make some further approximations in the limit that r = r(ωt) is slowly varying, i.e., ω ≪ 1, and the first condition reduces to |r| + O(ω) > 1. In this adiabatic limit, the integral in the bound becomes
The bound on the number of zeros of the Hill equation translates into a bound on the number of phase slips incurred by a solution to the Adler equation over a given time interval where q(t) > 0, i.e., when r(t) is outside of the phase-locking region. We define n ± by the integral
over the time interval T ± spent with q(t) > 0 and r(t) > 1 (r(t) < −1) for n + (n − ). The bound described above restricts the number of phase slips over T ± to either rounding up or down (⌊n ± ⌋ or ⌈n ± ⌉) to order O(ω). This is a generalization of the WKB solution in the sense that the bound applies even when the slowly-varying assumption does not hold.
Some care must be taken when applying this bound as q → ∞ as r → 0. The bound must be applied to positive and negative phase slips separately in order to place a bound on the winding number of a particular trajectory.
The WKB approximation can be used to predict the partitioning of the parameter space by winding number (see Fig. 14) by computing the net winding number
where and r 0 ± a sin φ ± = 1. The first correction from WKB theory cancels because the system always enters and exits the phase-locked region at the same value of r. Replacing the expression in the square root with q(t) provides a way to estimate the winding number from the bound. Figure 19 shows a comparison of the resulting prediction with the numerical results in Fig. 14 . We see that the adiabatic theory agrees well with the numerical results far beyond the low frequency limit for which it was constructed, a conclusion supported by the generalization (56). Canard orbits form an essential part of this picture [26] . These are present in the vicinity of the boundaries of the P O region and consist of trajectories that drift along a branch of stable equilibria for part of the cycle; after reaching a fold at which the equilibria lose stability the trajectory drifts for a time along the branch of unstable equilibria, instead of detaching, before an abrupt jump back to a stable equilibrium. Equation (38) describes the emergence of such trajectories for low frequency modulation with mean near r 0 = 0 and amplitude slightly larger than a = 1; Fig. 20 shows several examples of the predicted canard solutions, for comparison with the "larger" periodic canard orbits computed numerically in Sec. III E.
We mention that similar behavior has been observed in the partial differential equation description of the dynamics of spatially localized states [23] . In this work, the quadraticcubic Swift-Hohenberg equation (SHE23) is forced in a time-periodic manner and a similar partitioning of parameter space is observed (Fig. 21) . The reason for this similarity can be traced to the nature of the motion, under parametric forcing, of fronts connecting a spatially periodic state of SHE23 to the trivial, homogeneous state: the front motion is analogous to repeated phase slips, with each "phase slip" corresponding to a nucleation or annihilation event that adds or subtracts one wavelength of the pattern at either end of the localized structure. However, the resulting partitioning of the parameter space is not symmetric owing to a lack of symmetry between positive and negative "phase slips". An adiabatic theory of the type described here works equally well in SHE23 and its predictions are in excellent agreement with the results of numerical simulations [24] . Indeed SHE23 also displays canards associated with the transitions between different states (lightest gray regions in Fig. 21 [27] ).
The work presented here has a direct application to Josephson junctions driven by an AC current. In the overdamped limit such junctions are modeled by Eq. junction. Related dynamics arise in arrays of Josephson junctions that are globally coupled via an LRC circuit [21] . These systems provide a physical realization of the phase-coupled oscillator models mentioned in the introduction.
In fact, weakly coupled systems can often be decomposed into two parts with part A obeying dynamics that are largely insensitive to the dynamics of part B. In these circumstances it often suffices to consider system B on its own but with prescribed time-dependence arising from the coupling to A. This is the case, for example, in globally coupled phase oscillator systems, in which each oscillator responds to the global dynamics of the system but the global dynamics are insensitive to the details of the dynamics of an individual oscillator.
These systems, for reasons explained in the introduction, have properties closely related to the nonautomous Adler equation studied here. For these reasons we anticipate applications of the techniques developed here to studies of synchronization in oscillator networks.
