Abstract. We study the complexity of the problem of finding nonplanar rectilinear drawings of graphs. This problem is known to be NPcomplete. We consider natural restrictions of this problem where constraints are placed on the possible orientations of edges. In particular, we show that if each edge has prescribed direction "left", "right", "down" or "up", the problem of finding a rectilinear drawing is polynomial, while finding such a drawing with the minimum area is NP-complete. When assigned directions are "horizontal" or "vertical" or a cyclic order of the edges at each vertex is specified, the problem is NP-complete. We show that these two NP-complete cases are fixed parameter tractable in the number of vertices of degree 3 or 4.
Introduction
In this paper, we study the rectilinear (or bendless orthogonal) drawing of graphs, where each edge is drawn either as a horizontal or vertical line segment. Such drawings are important for various applications such as VLSI circuit design, entity-relationship diagrams for databases, flow chart drawings in software engineering, and subway-map design. This work is also motivated by the increasing research interest in RAC (Right Angle Crossing) drawing [1, 7] . Note that a rectilinear drawing of a graph is a RAC-drawing with the additional property that the angles between adjacent incident edges around a vertex are multiples of π/2.
Formally, a rectilinear drawing/embedding of a graph G = (V, E) is the pair of mappings x, y : V → Z, where x(u) and y(u) represent the x and y coordinates of vertex u on the rectangular grid, such that each edge {u, v} ∈ E is mapped to endpoints of a horizontal or vertical line segment that does not contain any other mapped vertices but its endpoints u and v. Observe that if the maximum degree of G is larger than 4, then it does not have a rectilinear drawing. Such a drawing/embedding is called planar if none of embedded edges cross; otherwise, it is called non-planar. We remark here that all embedded edges are straight, and thus do not contain any bends.
There are several variants of the rectilinear drawing problem which put restrictions on how each edge is drawn. The most studied is the following variant. Associated with the input graph G is a function λ which assigns each oriented edge e = (u, v) ∈ E of G one of the following four labels: L, R, D, and U, where λ(u, v) = L (R) means edge e should be drawn horizontally to the left (right) of the source vertex u, and λ(u, v) = D (U) means edge e should be drawn vertically below (above) the source vertex u. A graph with edges labeled in this way will be called an LRDU-restricted graph and is specified as G = (V, E, λ). An HV-restricted graph G = (V, E, λ) is a graph with each of its oriented edges e = (u, v) labeled with H or V. An edge e = (u, v) labeled with λ(u, v) = H should be drawn on the plane horizontally; whereas an edge labeled λ(u, v) = V should be drawn vertically. Furthermore, we also consider a different kind of restriction on the edges of the input graph, in which the cyclic ordering of the incident edges around each vertex is fixed in every rectilinear drawing of this graph. Such graphs will be called cyclic-restricted. Cyclic-restricted graphs with a planar embedding are exactly the so-called graphs with a fixed embedding. On the other hand, a fixed cyclic ordering of edges around a vertex is an important constraint in the definition of a fixed embedding condition for a non-planar graph [1] . This motivates us to investigate rectilinear drawings of such a kind of graphs. A graph with no restriction on the edges will be called unrestricted.
Planar rectilinear drawings have been extensively investigated in the literature of graph drawing. Garg and Tamassia [5] showed that deciding whether a graph is rectilinear planar is NP-complete. However, there are efficient algorithms, in fact linear-time algorithms, to find (construct) planar rectilinear drawings of plane graphs of maximum vertex degree three [13] , subdivisions of planar triconnected cubic graphs [11] , and series-parallel graphs of maximum vertex degree three [12] . These algorithms apply to unrestricted graphs. Some other research also considered the restricted variants. Vijayan and Wigderson [14] present a linear-time decision algorithm and a O(n 2 )-time algorithm for finding a planar rectilinear drawing of an LRDU-restricted graph. Following this work, Hoffman and Kriegel [6] present an improved linear-time algorithm that finds such a drawing. However, Patrignani [10] showed that it is NP-complete to find a planar rectilinear drawing with minimum area for an LRDU-restricted graph. Recently, Eppstein [3] investigated the rectilinear drawing problem in three dimensions, and showed that it is NP-complete to determine whether an unrestricted graph has a rectilinear drawing with the constraint that at most two vertices lie on the same axis-parallel line.
On the other hand, non-planar rectilinear drawing has not been so well studied. Formann et al. [4] showed that it is NP-hard to decide whether a graph of maximum vertex degree 4 has a straight-line drawing with angular resolution π 2 . This is equivalent to say that it is NP-hard to decide whether there is a drawing/embedding of an unrestricted graph. Further, Eades, Hong and Poon [2] showed that the problem is NP-hard even for an unrestricted graph consisting of 4-cycle blocks connected by single edges. In this paper, we investigate variants of the existence and the area-minimization problems of non-planar rectilinear drawings of given graphs. In particular, we show that the problem of deciding whether an LRDU-restricted graph has a rectilinear drawing (and finding such a drawing) is polynomial (Section 2.3), while the problem is NP-complete for HV-restricted graphs (Section 2.1) and cyclic-restricted graphs (Section 2.2). We then show that the NP-complete cases are fixed parameter tractable (FPT) in the number of vertices of degree 3 or 4 (Section 2.4). In addition, we show that finding a rectilinear drawing of an LRDU-restricted graph with minimum area is NP-complete as well (Section 3. Proof. It is clear that this problem is in NP. We show it is NP-hard by a reduction from the Betweenness (BTW) problem, proved to be NP-complete by Opatrny [8] . The input for the BTW problem is a set S = {1, . . . , n} and set of triples
. . , k}, and the problem is to determine if there is an injective mapping f : S → Z on the elements S, such that for every
Given an instance I of the BTW problem we construct an HV-restricted graph G = (V, E, λ) on the following 3k vertices: for i ∈ {1, . . . , k} and every triple
3 , we add the corresponding vertices v i,1 , v i,2 and v i, 3 . The idea of the construction is that the x-coordinates of the vertices of any rectilinear drawing x, y of G will correspond to values of their corresponding elements of S assigned by a solution f . The goal is then to add edges to the graph in such a way that (i) each triple constraint is enforced and that (ii) for every s ∈ S, the set V s = {v i,j | t i,j = s} of vertices in G that correspond to s are all assigned to the same x-coordinate.
To 
This path containing vertical edges through the set V s ensures that they have the same x-coordinate for every rectilinear drawing x, y of G. An example of a graph constructed for an instance of the BTW problem is shown in Figure 1 (a). Figure 1 (b) shows a rectilinear drawing of this graph. We now show that instance I has a solution if and only if G has a rectilinear drawing.
If I has a solution f , then we draw G as follows. The x-coordinates of vertices in V are set according to the injective mapping f and y-coordinates are set according to the order on the triples: x(v i,j ) = f (t i,j ) and y(v i,j ) = i. Obviously, the pair x, y satisfies all restrictions on edges. To show that it is a rectilinear drawing, we need the following lemma. For any v ∈ V , we denote (
Proof. Assume for contradiction that the image of vertex
Conversely, assume G has a rectilinear drawing x, y. Such a drawing must satisfy conditions (i) and (ii) discussed above. By condition (ii), for every s ∈ S, every vertex in V s has the same x-coordinate. We will construct mapping f by assigning this x-coordinate of vertices in V s to s. To ensure that f is injective, it might be necessary to modify the drawing x, y slightly: if for two different values s, s ∈ S, points in V s and points in V s are mapped to the same x-coordinate, we will slightly offset the x-coordinate of points in one of the two sets. After this modification, the pair x, y will remain a rectilinear drawing which satisfies all edge constraints. Now, condition (i) will guarantee that f is a solution to I.
Given an instance I to the BTW problem, we have constructed an HVrestricted graph G in time polynomial in the size of I that has a rectilinear drawing if and only if the instance I has a solution. Thus the problem of deciding if G has a rectilinear drawing is NP-hard.
Rectilinear Drawings of Cyclic-Restricted Graphs Theorem 2. Given a cyclic-restricted graph G, the problem of deciding if G has a rectilinear drawing is NP-complete.
Proof. Clearly, the problem is in NP. In order to show that the problem is NP-hard, we give a reduction from the 3SAT problem. The input instance of the 3SAT problem is a set {x 1 , x 2 , . . . , x n } of n variables, and a collection {c 1 , c 2 , . . . , c m } of m clauses, where each clause consists of exactly three literals. The 3SAT problem is to determine whether there exists a truth assignment to the variables so that each clause has at least one true literal. In the following, we will describe our linear-time reduction, which is based on the construction of Formann et al. [4] .
First we construct an L-shaped skeleton (denoted by K) by connecting a series of 4-cycles together and attaching ports that connect to variable towers and clause gadgets as depicted in Figure 2 . The upward spikes sitting on the base of this L-shaped skeleton are the ports that connect to the variable towers, and the 2-edge paths hanging on the right hand side of the vertical column of the skeleton are ports that connect to the clause gadgets.
The variable tower for variable x i is constructed and connected to the skeleton as shown in Figure 3 . Since the cyclic order of the incident edges to every vertex is fixed, there are only two possible configurations of this tower as depicted in Figure 3 (a) and (b). These will represent the true and false states, respectively, of variable x i . The spikes x i,j and x i,j on this variable tower will represent the literals x i and x i , respectively, of clause c j (if c j contains x i ), where the truth value in c j of this literal will correspond to the state of variable x i , as determined by the configuration of its variable tower. Note that in each of these two configurations, the literals pointing to the right always have the true values.
Each clause gadget consists of three 3-edge paths connecting the port of this clause to spikes (on the corresponding variable towers) of the literals it contains. We illustrate the construction of clause gadgets with an example of constructing the gadget for clause c j = x i ∨ x l ∨ x k , as depicted in Figure 4 . Since one of these 3 paths incident to port c j must contain an edge pointing to the right (depending on which direction this port is bent), this path forces its corresponding variable Fig. 2 . L-shaped skeleton with ports that connect to variable towers and clause gadgets . . . tower to be in the configuration that sets its literal in c j to true, in this example, literal x k . Finally, it is easy to see that the 3SAT formula has a satisfying assignment if and only if the constructed graph has a rectilinear drawing. Thus this problem is NP-hard.
Rectilinear Drawings of LRDU-Restricted Graphs Theorem 3. Given an LRDU-restricted graph G = (V, E, λ), the problem of deciding if G has a rectilinear drawing and finding such a drawing can be done in time O(|V ||E|).
Proof. We will give a polynomial-time algorithm for the problem. Given LRDUrestricted graph G = (V, E, λ), we first check to see if G satisfies the following necessary conditions: for every u, v, w ∈ V and X ∈ {L, R, D, U},
Checking (i) and (ii) each takes time O(|E|), while checking (iii) takes time O(|V ||E|).
If this check succeeds, we will define equivalence relations E x and E y on the vertices of G, and construct partial orders P x and P y on equivalence classes of E x and E y , respectively, if possible. To construct E x (E y ), for vertices u, v ∈ V , we set u ≡ Ex v (u ≡ Ey v) when λ(u, v) ∈ {D, U} (λ(u, v) ∈ {L, R}). Each class V | Ex (V | Ey ) of equivalence relation E x (E y ) specifies then a set of vertices of G which must have the same x-coordinate (y-coordinate) in any rectilinear drawing of G. To construct P x (P y ), for classes A, B ∈ V | Ex (V | Ey ), we set A < B when there exist u ∈ A and v ∈ B such that λ(u, v) = R (λ(u, v) = U). The partial order P x (P y ) on the classes of E x (E y ) then specifies the partial ordering that the x-coordinates (y-coordinates) of these classes must have on the x-axis (y-axis) of the rectangular grid of this rectilinear drawing. We say that such a rectilinear drawing models (E x , E y , P x , P y ). Orders P x and P y can be built (if they exist) independently of each other and in time O(|V ||E|). We will show that P x and P y exist if and only if G has a rectilinear drawing, i.e., to solve the problem it is enough to decide if partial orders P x and P y exist.
Since (E x , E y , P x , P y ) express necessary conditions on any rectilinear drawing of G, if there exists a rectilinear drawing of G, then it models (E x , E y , P x , P y ), i.e., P x and P y must exist. On the other hand, given (E x , E y , P x , P y ) we can easily construct mappings x, y which satisfy all edge restrictions as follows. We first extend P x (P y ) to any two total orders (this can be done in time O(|V | + |E|)). Then we assign to equivalence classes in V | Ex (V | Ey ) unique x (y) coordinates which respect these total orders, and for any u ∈ A ∈ V | Ex (u ∈ B ∈ V | Ey ) set x(u) (y(u)) equal to the coordinate assigned to the class. Finally, we draw each edge {u, v} ∈ E as line segment L = [(x(u), y(u)), (x(v), y(v))]. To show that mappings x, y form a rectilinear drawing, we need the following lemma. By the above lemma, it follows that if P x and P y exist, we can find a rectilinear drawing of G in time O(|V ||E|).
Lemma 2. For any pair of vertices {u, v} ∈ E, there is no vertex w ∈ V \{u, v} such that (x(w), y(w)) lies on the line segment L = [(x(u), y(u)), (x(v), y(v))].

Proof. Since {u, v} ∈ E, then λ(u, v) ∈ {L, R, D, U}, so it would be assigned to one of the equivalence classes in V |
Fixed-Parameter Algorithms
In previous work, Eades, Hong and Poon showed that the problem of finding nonplanar rectilinear drawings is fixed parameter tractable, where the parameter k is the number of vertices of degree 3 or 4, more precisely, they obtained that it can be solved in O(24 [2] . In this work, we build on their idea to improve the runtime complexity of the algorithm and in addition consider rectilinear drawings for cyclic-restricted, and HV-restricted graphs. We sketch our proof here, and leave its detailed proof for the full version of this paper. Proof (Sketch). Let K be the set of these k degree-3 or degree-4 vertices. We refer to any vertex v ∈ K as a high degree vertex, or simply an hd-vertex. We call a path of degree-2 vertices connecting two hd -vertices an hd-path.
Theorem 4. Given an unrestricted, cyclic-restricted, or HV-restricted degree-4 graph G of order n, a rectilinear drawing of
We first consider the case where G is unrestricted. Consider an hd -path p going from vertex u to vertex v. Suppose e u and e v are the two end edges of p incident to u and v, respectively. Depending on the current embedding of K, there are at most four choices of orientation for each of the two edges e u and e v . Thus there are at most 16 combinations. For each of these combinations, we know exactly how many edges, say m, path p needs to possess so that the connection between u and v can be built and routed around the other hd -vertices. We further know that m is at most five: if p possesses at least five edges, then no matter what the orientations of e u and e v are, the connection between u and v can be built. Hence, we perform a prepossessing step by traversing input graph G, to compute the lengths of all hd -paths. Since the maximum number of hd -paths is 2k, this can be done in time proportional to the size of G, i.e., O(n).
Since finding a routing of all hd -paths is sufficient for finding a rectilinear embedding of the entire graph G, we simply enumerate the number of possibilities to be checked to give us the running time of this algorithm. For any embedding of the vertices in K on the plane, it is possible that no two share a common coordinate, thus resulting in k unique horizontal and vertical coordinates. Therefore, any embedding in the plane can be considered a distribution of the vertices of K on a k × k grid. Hence, there are no more than (k 2 ) k = k 2k possible embeddings to consider. Since each vertex v ∈ K is incident to at most four edges, each having one of four possible orientations, there are at most 4! = 24 possible orientations of edges incident to v, and at most 24 k possible orientations for all vertices in K. Therefore, considering this number of possibilities, the time to check them and the initial length calculation of all O(k) hd -paths, a rectilinear drawing for G (if one exists) can be found in O(24 k · k 2k+1 + n)-time. Finding a rectilinear drawing when G is cyclic-restricted (resp. HV-restricted) needs to consider at most 12 (resp. 4) possible orientations of edges incident to
Note that the HV-restricted case also considers the sequence of H and V transitions along each hd -path in the same time bound.
Area-Minimization Drawings
Rectilinear Drawings of LRDU-Restricted Graphs Theorem 5. Given an LRDU-restricted graph G, the problem of deciding if G has a rectilinear drawing with minimum area is NP-complete.
Proof. We show that this problem is NP-complete by reduction from 3SAT(3), a restricted version of 3SAT, proved NP-complete by Papadimitriou [9] , where each variable appears exactly twice positive and once negated in the clauses. Given an instance φ of 3SAT (3) with n variables and m clauses, we construct a graph G which has a rectilinear drawing on a 10m × 6n grid if and only if φ is satisfiable. Graph G will consist of m × n blocks, where each block is of three different types depicted in Figure 5 . The i-th row of blocks corresponds to variable x i and the j-th column of blocks corresponds to clause c j . We will refer to the block in the i-th row and the j-th column, as the block at position (i, j). If neither x i norx i appear in c j , then the block at position (i, j) is the no-occurrence block depicted in Figure 5 Now, let us analyze how the clause line for c j and the variable line for x i can pass through the block at position (i, j). This will depend on the type of the block. For the no-occurrence block depicted in Figure 5 (a) there is only one way that the clause and variable lines can pass through the block; see Figure 6 (a). Note that no internal vertex can be placed on the clause line and no bump can occur on the variable line inside this block.
For the positive-occurrence block depicted in Figure 5 (b) there are two ways that the clause and variable lines can pass through the block. They are depicted in Figure 6 (b)-(c). Note that the variable line can contain at most one bump inside this block. In the case where it contains no bump (passes through directly), at most one internal vertex can be placed on the clause line inside this block. If it contains a bump, then at most two internal vertices can be placed on the clause line inside this block. Figure 6 For the negative-occurrence block depicted in Figure 5 (c) there are two ways that the clause and variable lines can pass through the block. They are depicted in Figure 7 . Note that the variable line contains either zero or two bumps inside this block. In the case where it contains no bump (passes through directly), similarly as for the positive-occurrence block, at most one internal vertex can be placed on the clause line inside this block. If it contains two bumps, then at most two internal vertices can be placed on the clause line inside this block. Figure 7 depicts the possibilities with the maximal number of internal vertices on the clause line. Now, we are ready to show that the constructed graph has a rectilinear drawing if and only if the 3SAT(3) instance is satisfiable. First, let us consider the variable lines. Each variable line contains two bumps. Since the variable line for x i cannot make any bumps in the no-occurrence blocks, it must make bumps in the remaining three blocks. Let c j1 , c j2 (c j3 ) be the clauses containing a positive (negative) occurrence of x i . The variable line for x i can contain zero or one bump in the blocks at positions (i, j 1 ) and (i, j 2 ), and zero or two bumps in the block at position (i, j 3 ). It follows that we have two mutually-exclusive possibilities: either the variable line makes bumps in its positive-occurrence blocks (one in each of them) or it contains two bumps in its negative-occurrence block. In the first case, we set the value of variable x i to true, in the second case, to false.
Next, we show that each clause is satisfied in the constructed assignment. Recall that each clause line contains k+1 internal vertices, where k is the number of literals in the clause. Consider a clause c j . Since the clause line cannot contain any internal vertices inside the no-occurrence blocks it passes through, the k + 1 internal points have to appear in the remaining k blocks. It follows that in at least one of them the clause line will contain two internal vertices. However, by the above analysis and definition of the assignment, the corresponding literal must be set to true, hence, clause c j is satisfied.
Given a truth assignment for the 3SAT(3) instance, we can construct a rectilinear drawing for the graph as follows. First, for the variable line for x i , we place the bumps in the blocks at position (i, j), where c j contains an occurrence of the variable x i and this occurrence (positive or negative) has value true. Second, for the clause line for c j , we place two internal vertices on the clause line inside the block at position (i, j), where c j contains an (positive or negative) occurrence of x i which makes c j satisfied. We might have several choices for i, but we pick one of them. Then we place one internal vertex on the clause line in the remaining blocks at positions (i , j), where c j contains an occurrence of x i and i = i. Now, each variable line contains exactly two bumps and each clause line for a k-clause contains exactly k + 1 internal vertices, hence, we have a rectilinear drawing of the graph.
Conclusions
Previous work has shown the problem of finding non-planar rectilinear drawings for graphs to be NP-complete [2, 4] . In this work, we have resolved the complexity of a number of natural restrictions where constraints are placed on the possible orientations of edges. In particular, we show that determining the existence of a non-planar rectilinear drawing for a graph when directions are prescribed to each edge is polynomial, while determining a minimum-area drawing for the same case is NP-complete. When edges are prescribed to be either horizontal or vertical, or when a cyclic order of the incedent edges around each vertex is prescribed, we show that the existence problem, and thus the area-minimization problem, is NP-complete. Finally, we have shown the NP-complete existence problems to be fixed parameter tractable in the number of vertices of degree 3 or 4.
It remains open whether or not the corresponding minimum-area drawing cases are also fixed parameter tractable. Since there are polynomial time algorithms for finding planar rectilinear drawings for several different classes of maximum degree 3 graphs [13, 11, 12] , it would be interesting to find such classes for the non-planar case. Further interesting open questions are the complexity of finding planar rectilinear drawings of HV-restricted and cyclic-restricted graphs.
