In the geometrodynamical setting of general relativity the objects of study are Riemannian metrics over a manifold M (spatial slices). Due to the numerous problems in dealing with the Hamiltonian constraint, we focus on the structures present in Riem(M ) = M independently of Lorentzian embeddability. In this way we presuppose time, but no foliation invariance, and hence the only symmetry group acting on M is the group of 3-diffeomorphisms Diff(M ). For this symmetry group, the space of metrics with no symmetries M ′ ⊂ M has a natural principal fiber bundle (PFB) structure Diff(M ) ֒→ M π → M/Diff(M ), which renders the gravitational field amenable to gauge-theoretic treatment. We then show that in the PFB setting, the connection form for the Diff(M ) group is realized as a vector field-valued tensorial distribution. In this way we argue that the connection form can be seen as a realization of Mach's Principle of Relative Motion for generalized theories of space-time, in the sense that it takes global metric velocities and yields vector fields (infinitesimal diffeomorphisms). These fields provide a notion of equilocality along time [1] . We construct explicit formulae for supermetric-induced connections of any gauge group acting on M and discuss their domain of validity. The non-locality of these connection forms is explicit in the solution, as inverse differential operators, and should allow one to probe a wider class of theories that still describe space-time with two propagating degrees of freedom. As a simplified example, we compute general properties for a specific connection bearing strong resemblance to the one naturally induced by the deWitt supermetric, and show it has desirable properties for Machian Relationalism.
Introduction
Geometrodynamics, as championed by Wheeler, is the study of gravitation through a primary focus on space and changes therein rather than on space-time itself. It is in essence merely a dynamical view of GR, technically taking form as its constrained Hamiltonian formulation.
To make such an analysis tractable (and for its numerous nice causality properties) spacetime is assumed to be globally hyperbolic and hence to be homeomorphic to a topological product M × R, with M being a space-like hypersurface. As such the (unconstrained) configuration space is given by M := Riem(M) = the space of all 3-Riemannian metrics over M In the main body of this paper this will be the space we will work with; the space of all possible descriptions of spatial configurations of the vacuum Universe.
One of the two types of constraints that emerge in the Hamiltonian analysis, can be identified from relational considerations. In our case, we have to quotient out the isometries, leaving only the intrinsic geometries. Defining In the canonical analysis, the 3+1 decomposition involves a 'shift' vector field and a lapse scalar, which parametrize the homeomorphism from a space-time to M × R. The 'shift' vector field effectively implies an identification between the (spatial) points of all M g(t) 's, independently of the g(t)'s. The shift itself is an infinitesimal deviation from the background identification of M g(t) and M g(t+δt) by vectors orthogonal to M g(t) with respect to the ambient Lorentzian metric. If we are trying to forget about the embedding, how does the shift even make sense; shift from what?
To be completely relational, we have to regard each element of M as a metric over a manifold diffeomorphic to M, with no prior identification between points sitting on the different manifolds. In other words, one really should not identify x at (M 1 , g 1 ) with any arbitrary x ′ of (M 2 , g 2 ); there are an infinite number of ways to identify M 1 and M 2 . Bestmatching as proposed by Barbour is a way to have such an identification in a manner exclusively dependent on the spatial metrics and is in this sense relational; spatial points are identified according to the dynamics of space itself. Departing from this background identification a shift can then be defined. Basically forgetting about time and structures implied by an embedding in a Lorentzian manifold, such as the usual definition of shift, we will stumble on this concept of relationalism through the study of strictly spatial metrics and changes therein. Like Barbour, we do not presuppose space-time, but construct a theory of evolving Riemannian geometries.
In this enterprize a problem quickly arises; the space of spatial geometries, S, is not properly a manifold, which makes the use of many structures inconvenient. However it is possible to show that the following is properly a manifold: M ′ /D(M) = S ′ , where M ′ is a generic subspace (and a proper infinite-dimensional manifold) of the space of metrics consisting only of the metrics which possess no global symmetry.
It is then furthermore possible to construct a principal fiber bundle structure D(M) ֒→ M ′ π → M ′ /D(M) =: S ′ which makes many tools from gauge theory available for study of the dynamics of S ′ . In particular, the group structure present here exactly reflects the freedom in identifying (M 1 , g 1 ) to (M 2 , g 2 ).
In the recent paper [2] , it has been shown that the space of metrics with no symmetries has the same simple topological properties as the full space of metrics, making it amenable to much of the same analysis. For example, for some manifold topologies of M, D(M) is contractible [3] , then the above bundle is homeomorphic to S ′ × D(M), which implies for instance that we can choose global 'coordinate' gauges, such as the harmonic coordinate gauge, smoothly over all of M ′ .
The connection form in this setting will then be a Lie-algebra valued linear functional on T M (metric velocities). Since technically the Lie algebra here is just the space of infinitesimal diffeomorphisms of M, the connection form turns out to be a vector-field-valued distribution, taking metric velocities as test functions. In other words, it 'eats' global metric (infinitesimal) change and 'spits out' infinitesimal equilocality relations. We will thus find that the meaning of a gauge connection over M ′ represents a Machian notion of relational space, since it relates spatial points along time in a manner depending on the dynamical content of the entire Universe.
Heuristically, a metric change δg(x ′ ), on a point x ′ ∈ M at metric g, should contribute to the best-matching field on a nearby point x through geometric operations such as parallel transport through geodesics of g, depending on geometric quantities such as geodesic distance and scalar curvature at the source point. For an explicit example which we compute, in Section 3, this is exactly what we find.
As an aside remark, further motivation for our analysis of gauge structure in configuration space comes, in a simpler context, from the study of the translationally-reduced configuration space Q of the n-body mechanical system in Euclidean R 3 [4] . There one has an action of the rotational group SO(3) over the frame one is using, an action that leaves the n-body system's intrinsic "shape" invariant, i.e. SO(3) × Q → Q such that q 1 ∼ q 2 if and only if q 1 = R · q 2 for some R ∈ SO (3) . If one ignores collinear configurations of this system (in exactly the same way as in the present work we ignore metrics possessing non-trivial Killing fields), then SO(3) acts freely (and properly) on the configurations. Hence Q is a SO (3) principal bundle over what they call shape space. Hence vertical motions are rotations of the frame and gauge fields are interpreted as Coriolis' forces. We aim to provide roughly the same study, making the substitutions SO(3) → D(M) , Q → M.
Roadmap
In Section 2 we give the basic theorems needed for the construction of M ′ as a PFB. In Section 2 we define the connection form in such a setting, establishing criteria for its construction being well-defined. We then compute an explicit example of a well-defined connection form and study some of its qualitative properties. We then insert our notion of general connection form into its proper place in the ADM action, and upon variation find its equation of motion to satisfy the necessary criteria. Another equation of motion yields the analogous Hamiltonian constraint, but the dynamical equations turn out to be formally different than the usual ADM. In Section 4 we conclude, and in an attempt to make the paper more self-contained, in the Appendix we include some of the relevant mathematical constructions for building a connection form.
This work, in the author's opinion, apart from a preparation to the companion paper, is to be viewed as a junction between: a) the same gauge setting as presented for particle dynamics, as shown in [4] , but here applied to gravitational fields, b) the work on relational theories for the gravitational fields as provided mainly by Barbour [1] , and c) an extension of [5] , in which the first hints of a gauge theoretic language (in the authors knowledge) make an appearance in the space of metrics.
Here we concentrate on classical aspects of the gauge structure of M, i.e. effects on trajectories in M. On a following paper we conduct a study of fields taking values in different representation spaces of D(M) and show that for those that bear faithful representations of D(M), the effect of curvature of the bundle connection turns up in amplitudes of the wavefunction.
Notation
Throughout the paper semi-colon denotes covariant differentiation and we will use abstract indices notation (parenthesis denote symmetrization of indices, and square brackets anti-symmetrization). Whenever we write √ g we mean of course the square root of the determinant of the metric.
The deWitt metric G DW is defined as G abcd DW := g ac g bd − g ab g cd with inverse G DW abcd := g ac g bd −
By inverse we mean G abnm DW G DW cdnm = δ a c δ b d . We will mostly omit the subscript DW. We briefly note that the DeWitt metric is usually taken to be ( √ g/2)(g ac g bd + g ad g bc − 2g ab g cd ), but if we are only dealing with symmetric two valence tensors, its action amounts to the one we have used, apart from the √ g factor, which we input on the volume form.
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Structure of M and M ′
Motivation for the Gauge Approach
It is a much repeated story that in a diffeomorphism invariant theory, points lose their meaning, becoming dissolved by the active interpretation of these global "coordinate changes" [6] . Of course, the name coordinate change is highly inappropriate, since they are not local maps. It is an actual change of labeling of points, as in [7] .
The same occurrence can be seen on the simpler setting of vector spaces, and with more fidelity on the space of bases of a vector space, as follows. Let us consider a vector space V n , and more importantly, the space of ordered bases over V n , B(V n ). Each element of B(V n ) is analogous to a labeling of V n , and B(V n ) bears the action of, and is simultaneously isomorphic to, the linear transformation group GL(V n ) taking any one element of B(V n ) to any other. However it is not canonically isomorphic, as it has has no preferred element, in the way GL(V n ) has the identity element. By choosing such an initial element one singles out such an isomorphism.
Analogously, let M (in analogy to V n ) be a smooth manifold and D(M) = Diff(M) (in analogy to GL(V n )). Given this M, let us tentatively call a choice of labeling for M, a diffeomorphic manifold f (M), where f ∈ D(M). Again, the set L(M) := {f (M) | f ∈ D(M)} bears the action of and is bijective to D(M). Note however that unlike the case of B(V n ) there is so far a preferred element (basis, resp.) given by the identity diffeomorphism. In other words, we have an analogy for GL(V n ) but not for B(V n ). By making this notion independent of the initial f (M) we arrive at what we call the space of "labelings": any identification of spatial points over the smooth structure, or substratum, of M, in exact analogy to B(V n ). It is an orbit and not a group, and would be more appropriately defined as (L(M)/D(M)) × D(M). In this way we can adopt an active, global interpretation of coordinates beyond the one given by charts.
Given two metrics over M, of course we can canonically associate a change in metrics to a change in labeling only if we are sitting over a single geometry, or
Here, as in the finite-dimensional case of the bundle of linear frames over M, when we move from fiber to fiber along a smooth path we have no canonical way of quantifying "how much" of the metric is changing due to the changing labeling on the substratum, and how much it is intrinsically changing. Just as the bundle of bases of T M for a given manifold M is a principal fiber bundle whose connection gives a rule to connect bases over different points, here we will construct a principal fiber bundle over the orbit space of geometries of M, and a connection form will tell us how to connect labelings over different orbits.
We maintain that the intrinsic geometry of a manifold is still the only thing that has any relevance. The main purpose of this approach is to explicitly have this connection (in the heuristic use of the word) be given by the underlying geometry. What we will attempt to investigate here are relationships between (infinitesimally) differing geometries, relationship which cannot so clearly be given an "intrinsic" meaning. In the context of space-like submersions in a Lorentz manifold, this is glossed over, since in that case there is a preferred identification given by orthogonality with respect to the ambient four dimensional metric. It is with respect to this background identification that the shift is usually defined. We here follow the line that the use of the connection form and of best-matching alike should be the ones to provide an identification between metrics at 'different times'.
Basic Properties and Structure
We now list the basic properties of the spaces we will be working with, in order to establish a gauge theory of labelings.
Let E = S 2 T * := T M * ⊗ S T M * , the symmetric product of the cotangent bundle, and Γ ∞ (S 2 T * ) the space of smooth sections over this bundle 3 . The space of positive definite smooth sections of S 2 T * is what we call M. i.e. M = Γ ∞ + (S 2 T * ). Let us also review the following general facts, which characterize the action of what will play the role of a Lie algebra and Lie group [8] :
• The set D(M) := Diff(M) of smooth diffeomorphisms of M is a regular Lie group, and it acts on M on the right as a group of transformations by pulling back metrics:
an action which is smooth with respect to the C ∞ -structures of M and D(M) 4 . It is clear that two metrics are isometric if and only if they lie in the same orbit,
• The derivative of the orbit map Ψ g : D(M) → M at the identity
where X is the infinitesimal generator of a given curve of diffeomorphisms of M. The spaces V g , tangent to the orbits will be called vertical and are defined as: When dealing with the space of metrics with no symmetries M ′ , the space S ′ = M ′ /D(M) is indeed a manifold and the existence of a section 32 allows us to construct its local product structure π −1 (U α ) ≃ U α × D(M) through bundle charts, and properly define M ′ as a PFB in the MK sense [9] . With this in hand, proof of the usual properties of a principal fiber bundle are derived as in finite dimensions using MK calculus. With the PFB D(M) ֒→ M ′ π → M ′ /D(M) = S ′ we have the usual constructions of gauge theory working properly. See [2] for a more thorough study of topological properties of the space M ′ .
For instance, we know that the vertical sub-bundle, the bundle tangent to the orbits, is given by V g := {L X g | X ∈ Γ(T M)}, where L X is the Lie derivative. We can then identify ζ X in Lemma 4 in the appendix with L X and verify that it automatically satisfies the first and third identities required for a a fundamental vector field [10] .
For the second one, we work it out in B.3. So the key properties of the action of the Lie algebra on the bundle are satisfied by the Lie derivative of vector fields.
Connection Forms
A choice of connection form in P amounts as usual to choosing an equivariant decomposition
so that we can equivariantly distinguish what is change of labeling (projection of change along the orbits, i.e. on V ) and what is intrinsic change (along H). I.e. we must define an equivariant projection on the vertical space, which we callV : T P → V , having the propertiesV •V =V and f * •V =V • f * . We then define the Lie-algebra valued connection form
where it is shown in the appendix that α g := T Id Ψ g is an isomorphism over its image, i.e. over the vertical space, hence we can take inverses. Clearly we then have that
whereġ ∈ T g M. By (48) and equivariance of the vertical projection we have the usual transformation property:
Because D(M) is a regular Lie group, and hence admits the exponential map, we have not only uniqueness, but also existence of a D(M)-equivariant, globally defined, smooth parallel transport (see appendix B.3) 5 .
Locality of connection forms.
Another factor of extreme importance, is the question about local representability of the connection form. That is, ω at each g is an element of T * g M ⊗ Γ(T M). However, since we are dealing with infinite-dimensional spaces, we cannot a priori identify the space of linear
. As an initial attempt to construct such a local representation, we could choose a partition of unity of M, denoted by the characteristic functions {χ α } of the open sets {U α ∈ M}. Then for an element λ g ∈ T g M ′ by linearity we have:
where in this section we have denoted functional dependence by square brackets. In the limit, this would come to:
In fact, what we have is that elements of T g M are tensors with compact support, which can thus be considered as a space of test functions (or more precisely, test tensors 6 ). Hence the space T * g M ′ is a space of distributions on T g M. Then, by the Structure Theorem of distributions [11] we have that: 5 Furthermore, and this will become important only in the field theory setting of future work, Frobenius theorem works in the 'convenient' setting, stating that if the horizontal bundle is involutive, i.e. [Ĥ,Ĥ] ⊂ H we may have a section over which the connection vanishes everywhere. That is, if the horizontal distribution is integrable, there is a submanifold, or section Φ : S → M ′ that spans it H g = T g Φ(T g M ′ ). Thence, automatically our induced connection would be zero in this gauge (or over this section). 6 Since M is compact, we can take the components of an element of T g M as the test functions.
Theorem 1 (Structure) For λ ∈ T * g M, there exists a continuous section f λ ∈ Γ 0 (T M ⊗ S T M) and a multi-index 7 A such that λ = ∂ A f λ in a distributional sense, i.e. for any test functionġ ∈ T g M we have that
We can now express ω (up to discrepancies on sets with vanishing measure) as the twopoint tensor:
where we have used DeWitt's notation, denoting tensorial character at x ′ by primed indices. The geometrical interpretation of the connection form viewed in this way is that, for each metric g, a given metric velocityġ(x) at a point x ∈ M will contribute for the "bestmatching" vector field at each other point x ∈ M. In this way then, we get a non-local contribution to the best-matching vector field at each point of M. These contributions however may come from metric velocities at that and every other point of M. Of course we only get the correct best-matching shift if we sum up all the contributions. It is nonetheless interesting that we are able to identify different contributions for the best-matching field from each point of M.
Note the important fact that
). If this were true, we would be able to express ω completely locally; i.e. given a metric velocitẏ
). This non-locality provides the interpretation of the best-matching field as a global structure.
The importance of this non-locality lies fundamentally in that it provides us with a loophole in the embeddability argument of [7] . This powerful argument of uniqueness of GR restricts theories of spacetime whose Poisson brackets between the representations of space-time diffeomorphisms respect the same algebra as the commutation relations of the generating deformations. However, there are many hidden clauses in this theorem (see e.g. [12] ) , such as locality of the dynamical variables. Since the non-locality mentioned above implies that our equivalent of the shift vector field will have non-local dependence on the metric and metric velocities, our canonical momenta will usually have a certain degree of non-locality in-built. Hence in principle we do not have to arrive at precisely GR even if our constraints respect the space-time deformation Lie bracket algebra. This opens up the door for new and interesting possibilities of theories that largely resemble GR but may have distinct fundamental properties, e.g.: [13] .
Construction of Connection Forms in M
Now that we have written down the basic structures that allow a gauge treatment of labelings using the D(M) group, we will derive explicit formulae for the connection forms as induced
by supermetrics. Of course in this case a supermetric fixes the connection once and for all, so when we consider actions involving this connection, it will be analogous to a particle in a fixed EM potential. If we want to vary the connection as well we need some curvature elements of said connection, elements which cannot appear in the 'classical trajectory in M' case we are here considering. This can be done for a field theory in M, which will show up in future work.
Construction Through Orthogonality The equivariant direct sum decomposition (3) can be naturally constructed through an invariant, positive-definite inner product in M ′ , by defining an orthogonal projection along the vertical bundle. In other words, by defining H through orthogonality to the canonical fibers with respect to some D(M)-invariant supermetric ·, · :
If a horizontal space is defined with respect to such an invariant supermetric, the projections should themselves be equivariant, e.g.
Our connection form, defined by such a vertical projection, would then automatically obey the necessary conditions.
However it is cumbersome to check all properties of a connection form, or even explicitly define it, directly from (8), i.e. to directly check that it satisfies the auxiliary projection condition coming fromV •V =V (i.e. ω[L X g] = X), equivariance, and so forth. Furthermore, we will find that there exists a more comprehensive way to define a valid connection implicitly from a supermetric, which includes the orthogonality criterion. For this we need to use the Fredholm alternative, included in the appendix.
Using the Fredholm Alternative
In the appendix A.4 we have shown that if the horizontal bundle is defined as the space orthogonal to the orbits, i.e. orthogonal to Im(α), it is given by Ker(α * ), (since for v ∈ Ker(α * ) we have that (α(X), v) = 0).
Taking any supermetric, without further assumptions, if one satisfies the following properties (see alternative formulation of Theorem 3)
• The operator α and also its symbol σ(α) are injective.
• That a smooth adjoint of α exists, with respect to the fiber metrics in T M and T * M ⊗ S T * M, such that Ker(α * ) ∩ Im(α) = 0 and Ker(σ(α * )) ∩ Imσ(α) = 0.
• If the supermetric is D(M)-equivariant. 8 Where we have denoted the usual push-forward and pull-back maps for "constant" diffeomorphisms by extra " * "'s, (f * ) * : T g M → T f * g M. This is the exact analogous of the tangent left translation l g * in the usual action of Lie groups. In this setting this is superfluous since due to the vector space structure of S 2 M , we have f * * = f * . From now on we will omit the double star notation.
then the operator defined by (40):
is well-defined and satisfies all required properties of a vertical projection operator:
• The space orthogonal to the orbits (or horizontal) satisfies:
As a matter of fact, the invariance of the supermetric is only used in the construction of thê V operator for finding the necessary transformation properties of α * . It ensures that the adjoint of (r −1 f ) * , where r f is right translation by f , is indeed (r f ) * and so α * •α transforms in the appropriate way. It is also worth noticing that the appearance of the inverse differential operator (α * • α) −1 in the definition of the vertical projection operator warrants the nonlocality of the connection form explicit in (7) .
Equivariant Metrics
We here first list a wide range of such supermetrics which are D(M)-invariant. We are able to prove this for any supermetric of the form F G β where G abcd β = g ac g bd − βg ab g cd which is a one-parameter family of supermetrics such that G DW = G 1 =: G, and weighted by a functional F : M → C ∞ (M) formed from g and its curvature tensor by means of tensor product, index raising or lowering, contraction and covariant differentiation.
To do this we simply apply Theo. 9.12.13 of [10] , which asserts that, for such a functional F in the class mentioned above, we have F (f * g) = F (g) • f . It is furthermore easy to show that L Z g, for any Z ∈ Γ(T M), is a Killing vector for the generalized supermetric
where u, v ∈ T g M [5] . Combining these facts we have:
where f acts on vectors in T g M by pull-back as well.
Ellipticity of α * • α
We have already shown in the appendix that α has injective symbol, it is furthermore a tautology that over M ′ α is injective. Now we prove that Proof. First we calculate the symbol of α * (see subsection
From now on we omit the α in the notation. For
one easily calculates (we also omit the β dependence to avoid cumbersome notation) σ * λ :
and thus λ a = cv a , which fed back into the equations can easily be seen to only have a solution for β = 1. . As we will see, for other groups, such as that of conformal transformations, the equivalent of α * • α is indeed elliptic for all β. If this operator is not elliptic, (α * • α) −1 (X) should be seen as a set rather than the value of a smooth operator. If one ignores all other questions of well-posedness, we still do not have uniqueness of the values of the vertical operator, and the extra condition ω(L X g) = X should be imposed.
The intersection Ker
The potential problem with the explicit orthogonality view stems from the non-definiteness of the deWitt supermetric. If the direct sum decomposition is to be determined by an orthogonality relation with respect to a metric that is not definite (it has signature + − − − − − −), we could run the risk of having elements of the vertical space that are orthogonal to the vertical space
We do not yet propose to give any physical meaning to a vector field which is 'null', i.e. both horizontal and vertical. Nonetheless, other domains of interest, such as the case of conformal superspace [14] , with different symmetry groups and hence different vertical bundles, overcome this impediment completely. As a matter of fact, it seems the whole program of best-matching as proposed by Barbour is moving in the direction of the study of conformal superspace [15] .
Furthermore, when we go to field theory in M, we can have connections induced by different actions on M involving curvature of ω, as in Yang-Mills. In this case orthogonality should not play a role.
Let us then derive the relevant equations for non-intersection:
Thus, to facilitate the equations, we only discuss in the present paper the case where the functional N(x; g] = N[g] i.e. it is spatially constant. Then we get for
whose non-trivial solutions (or lack thereof) depend on the metrics g. Since we have excluded Killing fields from our considerations, trivial solutions to these equations are the ones for which X a = 0. There are however, from the outset, a number of solutions and domains of validity for the condition H g ∩ V g = {0} even for β = 1. For example, for all Ricci-negative geometries (which always exist for closed M [16] ) the condition holds, as well as for non-flat Einstein metrics. For a more extensive study of these matters see [5] .
Intermezzo for the conformal group
We now give a brief description of the action of the conformal group C, since it has much nicer mathematical properties and seems to be given a new importance in recent approaches to Machian dynamics [?] .
Let P be the multiplicative group of positive smooth functions on M, we denote by
) just means scalar multiplication at each x ∈ M as p 2 (x)(p 1 (f 2 (x))). As with D(M), C is an infinite-dimensional regular Lie group and it acts on M on the right as a group of transformations by:
For more information on the mathematical properties of conformal superspace and the analogous constructions of Ebin [8] (which we present in the appendix), see [17] . For instance, in this last reference it is proved that a slice theorem exists also for C. Here however, if we want to form properly a principal fiber bundle, we would have to regard the manifold M ′′ consisting of metrics with no non-trivial conformal isometries (but there is as yet no work in the spirit of [2] elucidating the topological properties of such a space). The derivative of the orbit map ξ g : C → M at the identity is given by
where p ′ ∈ C ∞ (M) and which can be easily evaluated from d dt t=0 (tp ′ + 1)(f t )f * t g where f t = exp(tX).
The symbol of τ g , for λ ∈ T * x M, v ∈ T x M and c ∈ R can be seen to be
Now, for take the metric ·, · in T * x M ⊗ S T * x M to be G β /N, and the one in
Ellipticity of α * • α Now suppose u (ab) = σ λ (v, c)) ab and (σ * λ (u)) = (0, 0). Then we have that
Contracting the last equation with λ a and substituting (18) in the result yields −2||λ 2 ||c = 0 which only has solution for c = 0, in which case v a is also obligatorily zero as well. Thus we have proven that Proposition 2 For the given action of C on M, α is an elliptic operator and Ker(σ(τ * )) ∩ Im(σ(τ )) = 0. Thus τ * τ is an elliptic operator.
The intersection Ker(τ * ) ∩ Im(τ ) Since we have gone directly to the calculation of the symbol σ * (τ ), we write down the actual operator, for v ab ∈ Γ(S 2 T * )
Now for v ab = X (a;b) + pg ab , again under the supposition that the lapse is spatially constant:
but since then the term X (a;b) +pg ab is traceless we get that G abde β (X (a;b) +pg ab ) ;b = G abde 0 (X (a;b) + pg ab ) ;b = 0 and thus (inputting the β back into the notation for the adjoint)
where the last intersection is null as we showed in the appendix. Thus so far so good (at least for constant lapse).
Equivariance of τ * • τ . Now all that is left to prove that indeed we have a well-defined connection form for the conformal group (given implicitly by the generalized metrics in M) is to check wetherV transforms equivariantly. We will compute this directly from (34). The left hand side gives:
where f t produces the integral curves of the field X(x) = d dt |t=0 f t (f 0 (x)). The right hand side on its turn gives:
Hence we find that for the conformal group every structure works nicely and we have a metric-induced connection in C ֒→ M ′′ → M ′′ /C. We leave further investigation of these interesting properties for the next paper.
Example: Toy Connection-Form
We now work out a simplified specific example to elucidate some of the properties expected of a connection form, which is the main purpose of this exercise 9 .
Let us consider a connection defined byV = α • (α * • α) −1 • α * , for spatially constant lapse and G abcd 1/2 = (g ac g bd − 1/2g ab g cd ). First of all, we have that
. And then we have, substituting ω[ġ] → X and getting rid of the inverses:
Using (13) we have then that the connection obeys the following equation
where j a (g,ġ) = (G abcd 1/2 /4π)(ġ bc ) ;d . This is exactly analogous to the wave equation for the vector potential in curved spacetime (see [18] , eq(14.1.1)). In our case however, we are in three dimensional Riemannian space as opposed to the Lorentzian 4-dimensional one. What one does to solve such an equation is to use (7) and thus write it in terms of Green's functions in the following way
(where we are now omitting dependence of the current on the metric and metric velocities) in terms of Green's function G a b ′ (x, x ′ ) that 10 satisfy:
Green's functions are here two-point tensors, and τ a b ′ (x, x ′ ) is the parallel propagator between x and x ′ through the unique geodesic that connects these two points 11 .
In usual 4D spacetime, this wave equation can be solved elegantly, obtaining functions dependent on the Riemman curvature, geodesic distance and geodesic parallel propagation. Hence the interpretation we will want to give to Green's function is not so much of propagation of electromagnetism throughout spacetime as of fixed and geodesic lines of force between source and point.
Rewriting (25) as
(27) we get the connection form in the shape of (7) .
Lots of instruments in the construction of the spacetime Green function don't work here. The usual ansatz in space-time is:
where primed indices refer to tensorial character at x ′ , σ is half the squared geodesic interval between x and x ′ (Synge's world scalar), δ is the Dirac delta, and θ is the Heaviside function.
Since the Heaviside function on the past does not make sense anymore, neither does the Dirac delta constraining to the light cone we must find another way to get rid of singular behavior of the Dirac delta. The usual delta function identity (widely applied in electromagnetism):
where |r − r ′ | is just the distance to the source, also does not work here 12 . Alternatively, we can assume the following derived identity holds for Euclidean flat space
where R = √ σ + ǫ. Now, this is a scalar relation that must hold in any coordinate system, and it would be written in the same way in a Riemann coordinate system, hence it should 10 Unfortunately I have denoted both Green's functions and the supermetric by capital G's, but note that the first has two indices and the latter has four. 11 We are assuming the manifold is geodesically convex for now. In any case, as we will see, by the decay properties of the solution, the terms that will contribute the most to the solution at a point are the nearby ones, where we can assume geodesic convexity. 12 Proof of this identity is usually done by observing that the integral of grad(1/|r − r ′ |) through the surface of a two-sphere gives 4π independently of the radius, which obligates it to be the delta function. The catch is that the proof relies on the sphere being (roundedly) embedded into Euclidean space. also be valid for curved spaces 13 . Now one can by straightforward calculation show that lim ǫ→0
where σ α α := ∇ 2 σ can be approximated near coincidence by equation (5.2.3) of [18] . We then start with the ansatz:
for some n, making the substitution σ −→ σ + ǫ, taking the Laplacian (deriving as usual) and then taking the limit. We see that we do get one term that will eventually cancel out the delta function waiting in the rhs in (26). Hence working out everything in the equation (26) we get three equations: the coefficients of δ(x − x ′ ) and σ −3/2 and σ −1/2 respectively, which have to vanish independently. Using (29):
where both U and V are smooth everywhere. We use the omitted third equation to define V (see [18] ). To solve for U, we from now on adapt to the Riemannian three dimensions from the solution to the Lorentzian case 14 and so omit most of the details:
where we have the van Vleck determinant:
. An approximation to third order near coincidence is given by:
Thus we see that the connection form in this case is given by exactly the geometrical concepts one would expect of this sort of influence: it decays proportionally to the geodesic distance, its vectorial character is parallel propagated along geodesics, and its contribution depends on the Ricci curvature at the source. Furthermore, we note that the kernel of the intersection (the resulting vector field for j a = 0) is identically zero, and thus we have a welldefined connection. One can mechanically check that the explicit conditionV (L X g) = L X g is already implicit in (23).
Discussion
We have started a study of the connection between Machian relationalism and gauge theory. To do so, we exploited the formal gauge structure that the space of metrics without symmetries M ′ ⊂ M has. That is, under the action of the diffeomorphism group D(M), M ′ is a principal fiber bundle, and so contains the usual related constructions: connection, curvature, etc. In spite of some natural deviations, the majority of the structures present in gauge theory can be suitably transplanted to this infinite-dimensional setting. This is due mostly to the existence of a cross-section of M ′ relative to D(M). This gauge structure naturally embodies the freedom to 'label' space, and hence should be fully treated as the natural gauge structure that reflects relationalism.
It should be clear that the formalism we create to treat connections in M ′ , is not meant to give overdue importance to the metrics above the geometries, i.e. overdue importance to labeling. No, clearly only the intrinsic geometry of a manifold has any relevance, even in our case. Since we are not considering Lorentzian embeddings, but smooth one-parameter families of metrics, what we are concerned with, is the precise nature of the relationship between differing geometries, and that is the use of the connection form. To emphasize, the use of the connection form is to provide an identification of (spatial) points of M along time (or more appropriately, along curves in M ′ ). In this way, it is naturally related to Barbour's best-matching procedure [1, 19, 14] and Wheeler's geometrodynamical setting of the 3+1 decomposition [20] .
Formally, the connection is a vector-field valued distribution, locally represented as:ω ∈ Γ(T M)⊗Γ(T M ⊗ S T M). Basically, the local form will define the way a given metric velocity at a given point y, will contribute to the best-matching field at another point, x. Utilizing some background from the theory of spaces of maps, we have provided a valid working definition of the connection and conditions on the orbit map so that this is well-defined. For a simplified toy model of how such a connection might be regained from a metric, we have found desirable properties of how it propagates, decays, and depends on Ricci curvature.
As mentioned in the end of subsection 2.2, even if (the Poisson brackets of) our derived constraints respect the space-time deformation Lie bracket algebra, we could still have a theory that is not GR. Thus by using such non-local connections (which will go into the momenta) we escape the strongest form of Lovelock's theorem constraining theories of 2 degrees of freedom [7] . This allows theories that largely resemble GR but may have distinct fundamental properties, including being more susceptible to renormalizability, e.g.: [13] . Even though we escape these constraints, if we naively write the ADM Lagrangian with the connection form for the supermetric G abcd /N (which according to our results is not completely well-defined) input into its rightful place (as the shift), according to the results of Pons (see equation 2.5 of [21] ) we should recover the same equations of motion as the original ADM.
However the more interesting prospects for the theory are to further investigate the structure of connection forms for groups such as that of conformal transformations, for which the connection seems much better behaved than that of the Diff(M) group. The recent result of Barbour andÓ Murchadha [15] on the unsuspected scale invariance of general relativity gives us further motivation to further examine these possibilities. Another possible avenue of research is to study quantum gravity from the perspective of a gauge field theory over Riem(M), for which many of the structures presented here are not sufficient and will need to be expanded.
APPENDIX
The important result for a gauge theory in M ′ is the Ebin-Palais slice theorem [22] . It is analogous to the usual slice theorem, and it is that which reveals the principal fiber bundle structure in S ′ . Our description in a certain sense goes in the backward direction at the level of pre-requisites; in the first section we describe necessary material for the construction of a principal connection in M ′ , with the principal aim being achieved in subsection ?? (specially Theorem 3). But only in the second section do we present the rigorous definition of a PFB in the infinite-dimensional sense. On the other hand, only the first section is heavily used in the main text, and is in this sense more practical. The second section gives the mathematical underpinnings of the argument, i.e. why the analogy between the free action of the D(M) group on M ′ and finite-dimensional principal fiber bundles is more than an analogy. But, barring some few exceptions of formal importance only 15 , it is largely independent from the main text.
The material in the first section follows to a certain degree [8] , but for the reader's convenience we give a description in our language of the material necessary for us. I.e. the material necessary for rigorously defining and constructing the connection through the use of a metric in M, done in subsection ??. Furthermore, the equivalent conditions on Theorem 3 are new and are one of the main characters in the main text. After that, we will of course not go through the entire construction of the slice theorem, but since much of what is used there proved necessary for us here, we will follow the path for the proof of said theorem, and part with the content of [8] mainly in the later elements of that paper.
A Constructing the vertical projection operator for the PFB-structure of M ′
The constructions here include technicalities needed in order to define the spaces we work with as proper Hilbert manifolds, in order that we can use certain theorems only applicable in that domain. If the reader is happy that we can make certain restrictions in M and D(M) so that we have Hilbert manifolds, onto which we have a Riemannian metric , she is welcome to skip the first two subsections. We use these Hilbert spaces and this Riemannian metric in the third subsection, to define the structure of the D(M) orbits in M. It is here that we define and use the Fredholm Alternative most intensely, a tool which will be of much use to us. The bundle normal to the orbits (what we call the horizontal bundle in the main text) and the orthogonal projection with respect to this decomposition is constructed in section ??, and it is the main objective of this appendix. Hence this is the section used in the main text in the construction of the principal connection ω on M ′ , through the existence of a metric on the Hilbert completion M s (see below). Although the constructions here are based in M s , it can be shown that they can be later transported to our merely C ∞ setting of M ′ [8] . Lastly we state and sketch the remaining steps in the proof of the slice theorem, on which the whole gauge apparatus is based.
A.1 H s -manifolds. Sobolev Lemma and all that
Suppose that E is a vector bundle over a smooth closed manifold M; π E : E → M. Let
• C k (E) be the space of k-differentiable sections of E, this is a Banach space with topology of uniform convergence up to k derivatives.
• Let J s (E) be the s-th jet bundle of E, which we endow with (for now) any Riemannian structure ·, · s . For a fixed volume element of M, let us call it d 3 x, we get the inner product on the space of sections Γ ∞ (J s (E)) by
Since there is a natural linear map from Γ ∞ (E) to Γ ∞ (J s (E)) (basically given by successive linearizations), this also defines an inner product on Γ ∞ (E). Now we define
As such it is a Hilbert space whose norm depends on the choices of inner product and volume form, but whose topology does not. In local coordinates, this is the space of sections of E which in local coordinates have partial derivatives up to order s square integrable, i.e. for f ∈ H s (E) the norm is given in local coordinates by
We note in passing that for p = 2 the above is not a Hilbert space for the L p norm. Now to construct the appropriate manifolds, we will need the following Lemma 1 (Sobolev Lemma) For n = dim(M), if s > k n /2 we have that H s (E) ⊂ Γ k (E) and the inclusion is a linear continuous map.
Note that the lemma is very far from trivial, since, of course we always have Γ k+1 (E) ⊂ Γ k (E), but the s-th completion of the Γ ∞ (E) sections could have elements that were not smooth at all.
A.2 Defining M s , a Riemmanian structure for M s , and an exp map.
Let E = S 2 T * := T M * ⊗ S T M * , the symmetric product of the cotangent bundle. The space of positive definite smooth sections of S 2 T * is what we call M. i.e. M = Γ ∞ + (S 2 T * ). Abusing notation, let Γ 0 (M) := Γ 0 + (S 2 T * ) ⊂ Γ 0 (S 2 T * ) be the space of merely continuous metrics on M, which is an open subset of Γ 0 (S 2 T * ). The set Γ 0 (M) still is only endowed with a topology. To make it into the appropriate Hilbert manifold, we define Now, by the Sobolev lemma, we have that the inclusion ι : H s (S 2 T * ) ֒→ Γ 0 (S 2 T * ) is continuous. Since Γ 0 (M) is an open subset of Γ 0 (S 2 T * ), we have that M s = ι −1 (Γ 0 (M) is an open set in H s (S 2 T * ) and hence a Hilbert manifold. A similar construction is available to transform the group of diffeomorphisms D(M) into a Hilbert manifold D(M) s , but as we will not get into the intricacies of the last part of the proof of the Ebin-Palais section theorem, we will not need it, and hence just use the generic Γ(T M) as the tangent space to the identity of D(M).
For each point of the Hilbert manifold γ ∈ M s we have that γ, being an inner product on T M, induces an inner product in all product bundles over T M, and hence we have an induced inner product on S 2 T * , which we call ·, · γ . It furthermore induces a volume form, and thus we have the induced inner product on each
Since M s ⊂ Γ 0 (M), (·, ·) γ induces the H 0 topology on H s (S 2 T * ), hence there might be sequences in H s (S 2 T * ) which converges with respect to (·, ·) γ but not to an element H s (S 2 T * ). Thus (·, ·) γ and is merely a weak Riemannian metric on M s , which can nonetheless easily be shown to be smooth).
For f ∈ D(M), as extensively used in the main text, f * : M s → M s acts linearly, so furthermore
A.3 The orbit manifold and splittings
As introduced in the text (see subsection 2.1 for the appropriate notation), consider now the map
As in the text, the image of Ψ g , O g = Ψ g (D(M)) is called the orbit of D(M) through g.
We have that the derivative of the orbit map Ψ g : D(M) → M at the identity T Id Ψ g :
is the infinitesimal generator of a given curve of diffeomorphisms of M. For simplicity, let us call T Id Ψ g =: α g . We want to calculate what T f Ψ is, with respect to T Id Ψ. We have, for η, f ∈ D(M) and r f being the right action of diffeomorphisms (for which
and thus
and since the maps above are isomorphisms, we get that T f Ψ(T f D(M)) is isomorphic to T Id Ψ(T Id D(M)) = T Id Ψ(Γ(T M)), and thus all tangent spaces to the orbits are isomorphic. Now we have to show that the tangent space to the orbits splits. I.e. that not only is the image of T Id Ψ = α a closed linear subspace of H s (S 2 T * ), but also that it has a closed complement, for which H s (S 2 T * ) ≃ Imα ⊕ (Imα) C . We will do this in the following detour through functional analysis (which will be important in the main body of the paper as well).
Splitting of T M by T O. In local charts of E and F , for E and F vector bundles over M, a k-th order differential operator D : Γ ∞ (E) → Γ ∞ (F ), acting on f ∈ Γ ∞ (E) can be written as 16 :
where i = (i 1 , · · · , i n ), n =dimM and |i| = i n and a i (x) ∈ L(E x , F x ). For each x ∈ M and for p ∈ T * x M, the symbol of an operator D is a linear map
Basically what one does, in local coordinates, is to replace the highest order partial derivatives by the components of p: ∂/∂x i → p i . The symbol of a differential operator will be said to be injective if the resulting linear operator is injective.
The k-th order differential operator D : Γ ∞ (E) → Γ ∞ (F ) trivially extends uniquely to a continuous linear map between the Hilbert spaces D : H s (E) → H s−k (F ). If inner products ·, · E , ·, · F in E and F respectively are given, and a measure for M is given, we call (·, ·) E , (·, ·) F the inner products induced in H s (E) and H s−k (F ) respectively. By the Riesz representation theorem, there then exists a unique adjoint for any such D:
Now, a well-known theorem in functional analysis tells us that, if a differential operator is elliptic it possesses the splitting property :
Theorem 2 (Fredholm Alternative) Let D be an elliptic differential operator of k-th order, 17 then
We will not dwell on the proof, we merely mention that the necessary ingredients are norm bounds in the presence of elliptic operators to show that Im(D) is closed, and that Im(D)⊥ L 2 KerD * implies an H s splitting. The operator α g : Γ(T M) → H s (S 2 T * ) : X → X (i;j) , can easily be shown to have injective symbol, since for p ∈ T * x M, v ∈ T x M, such that ξ = g(v, ·), we have
Here we use f to make the analogy of vector-valued functions in local charts more transparent 17 There are subtleties here regarding the order s of the Sobolev spaces in each side [8] , but these do not concern us here. For the avid reader, the order of the spaces can be worked out by the Regularity theorem , which states that for an elliptic operator of order k, and f ∈ L 2 (E), D(f ) ∈ H s−k implies f ∈ H s . The Weyl lemma, stating that if the Laplacian (which is an elliptic operator) of an L 2 function is zero (and zero is in H s for any s) then the function f is C ∞ , is an immediate corollary of the regularity theorem.
where again the subscript S stands for the symmetrized tensor product. Furthermore, since σ(D * • D) = σ(D) * • σ(D), we have that if σ(D) is injective, for positive definite inner product we automatically have σ(D * ) surjective and Ker(σ(D * )) ∩ Im(σ(D)) = 0 (trivial, see proof of Proposition 3). Then σ(D * • D) is an isomorphism, which by definition makes D * • D, or in our case, α * • α an elliptic operator. Applying the above equation (36) to α * • α we arrive at
from which we get that α * • α : Im(α * • α) → Im(α * • α) is an isomorphism.
We will now sketch how in the present conditions, using ellipticity of α * • α, a similar splitting automatically 18 applies for D = α. Now it is relatively straightforward to show that (36) is valid for D = α, which shows that for M ′ , the map orbits are injective immersions. To show that they are also embeddings requires more work, which again we will not go through since it does not contribute anything to our constructions. Nonetheless we will consider, for g ∈ M ′ s , Ψ g : O g → M ′ s to be an embedding.
A. 4 The orthogonal bundle to the orbits, and constructing the vertical projection operator.
The orthogonal bundle to O g is defined as:
Given a Riemannian structure on M s , the orthogonal bundle with respect to it would be automatically a smooth subbundle, however we possess so far merely a weak Riemannian metric, and so must put in a little more effort. From the previous subsection we have seen that for any g ∈ M ′ , there exists an isomorphism
Hence, since for v ∈ Ker(α * ) we have that (α(X), v) = 0 and Im(α g ) ≃ T g (O g ) we have that ν(O g ) h = Ker(α * h ). We shall thus define a smooth, surjective map: P : T M s |Og → T O g , such that Ker(P ) = Ker(α * ) = ν(O) which will turn out to be exactly the vertical projectionV we need for the definition of the principal connection ω. Before proceeding we note that in finite dimensions an orthogonal projection operator can be easily defined from a basis, however an orthogonality relation here does not automatically define a projection in the present case, even for a positive definite inner product.
From Proposition 3 we have that Im(α * • α) = Im(α * ), hence for each point g ∈ M, α * (H s (S 2 T * )) = α * • α(Γ(T M)). From the above consideration we can regard α * • α |Im(α * ) as a map from Im(α * α) to itself, which, from self-adjointness and ellipticity, means it is in fact an isomorphism, having thus a smooth inverse. Hence we define:
clearly we have that P 2 = P , that ν(O g ) h = Ker(α * h ) = KerP h , and that for a vertical vector, i.e. v = α(X) we get P (v) = α • (α * • α) −1 • α * α(X) = α(X), hence it is the identity on the vertical space. Furthermore, as is well-known, if T is any continuous linear idempotent operator different from zero and the identity on a Banach space W the following decomposition holds 20 : W = ImT ⊕ KerT . and thus:
All that is left to do is check the transformation properties of P .
Let us recall first of all that α = T Id Ψ, and from (34)
thus for P we have:
Since α f is automatically smooth, all that would be left to check is that α * f is smooth, since α * f • α f is an isomorphism and the inverse map in the restricted Banach space is smooth. We shall not perform this calculation, which stems directly from the construction of the adjoint. Thus we have proven the following theorem 21 Theorem 3 Given a D(M) invariant, positive definite metric in M ′ the operator
satisfies the following properties:
• D(M)-equivariant.
• P 2 = P and H s (F ) = Ker(P ) ⊕ Im(P )
• P (α(X)) = α(X).
So we call it the vertical projection operator for this metric. Let us go through the exact structures that were needed for this theorem (and were implied by positive-defiteness of the H s (E) and H s (F ) inner products ).
• The adjoint of the operator α exists and is smooth (in the main text α = T Id Ψ where Ψ : D(M) × M ′ → M ′ is the group multiplication operator).
• α * • α is elliptic (which can be checked by its symbol). Then from self-adjointness and decomposition (36) we had that α * • α |Im(α * •α) was an isomorphism.
• Im(α * • α) = Im(α * ), which allowed us to regard α * • α |Im(α * ) as a map from Im(α * α) to itself, which meant α * • α |Im(α * ) was in fact an isomorphism, having thus a smooth inverse. Note that for this, from Proposition 3, we needed only that Ker(α * )∩Im(α) = 0 and ·, · E be positive definite. α injective then, combined with the previous item says
Which we used to derive the transformation properties of P .
We will see that in ADM the vertical projection operator amounts to solving the momentum constraint for the shift in terms of the metric and metric velocities, and for BSW it is the thin-sandwich equation.
A.5 The Slice Theorem
Since we have come this far into the constructions in a reasonable degree of detail, we now state Theorem 4 (Slice for M/D(M), [8] ) For each g ∈ M there exists a contractible submanifold S of M containing g such that 
where U g is an open neighborhood of g ∈ M, is a diffeomorphism.
When dealing with the space of metrics with no symmetries M ′ , the space
is indeed a manifold and the existence of a section above allows us to construct its local product structure π −1 (U α ) ≃ U α × D(M) through bundle charts, and properly define M ′ as a PFB in the Michor-Kriegl sense [9] . With this in hand, proof of the usual properties of a principal fiber bundle are derived as in finite dimensions using MK calculus (see section below).
Remaining gaps in the proof For the convenience of the reader we point out the leftover gaps in the proof of the slice theorem. The remaining steps which we have omitted are i) to take better care of the isotropy group. We have largely ignored the isotropy group by restricting our attention to the subset of metrics without symmetries (see [2] for a more thorough topological treatment of this space). And ii) to actually construct a tubular neighborhood for each fiber using the properties of the exponential map. However, since we indeed have addressed the major issues that separate the finite-dimensional case to the present infinite dimensional one, these remaining steps are closely analogous to the usual finite-dimensional proofs [24] . Regarding i) , the isotropy group at g ∈ M is defined as Regarding ii), given a Riemannian metric on a Hilbert manifold, there exists a unique Levi-Civita connection (which respects both compatibility with the metric and the no torsion condition). In the case of a weak metric, uniqueness, but not existence is guaranteed, and so we must show existence. From the two usual coordinate-free Levi-Civita conditions, using the Jacobi identity one gets for X, Y, Z vector fields on M s :
Writing S 2 T * ⊂ Hom(T M, T * M), we can write any vector field over M s as γ · a, at the point γ, where a ∈ H s (Hom(T M, T * M)), from which one explicitly calculates the formula above for three arbitrary vector fields, and upon isolation of the Z vector field on the right hand side finds an explicit formula for the Levi-Civita connection. As such, we have a smooth exponential map exp : T M s → M s which is furthermore a local diffeomorphism around the zero section (for fixed base points). Combining this with the invariance of the metric we get that
Relations which are instrumental in the building of a section for the action of D(M)/I γ .
we have thus constructed an exponential map for a Hilbert manifold, and we call the normal exponential the following map Exp := exp |ν(Og) . It can be seen to be a diffeomorphism onto a neighborhood of the zero section as follows: the tangent space at a zero normal vector over any point can be given the direct sum decomposition
Over a fixed fiber of T M, i.e. for v ∈ T g M , Exp(g, v) = exp g (v). We have, taking (w, u) = ξ ∈ T g M:
= (w, 0) + (0, u) = ξ
So we have shown that T (g,0) (Exp) = Id |TgM which by the inverse function theorem for Hilbert manifolds makes the normal exponential a local diffeomorphism which respects the normal decomposition. Thus now all we have to do is find a small enough neighborhoods of the zero section of the normal bundle such that the D(M)-transported exponential of some neighborhood of zero on ν h (O g ) satisfies the first and second item of the theorem. Finding an appropriate section χ : U ⊂ D(M)/I g → D(M) of the isotropy group such that the last property is satisfied requires only a small amount of extra work, but it is enough to make it too much of a detour on the purpose of this appendix. We refer the reader to [8] for the remaining details.
B Infinite-Dimensional Differential Geometry
We largely follow [9] , and all bold-face citations refer to this source. Since it is not at all obvious which results and formulas valid for finite-dimensional calculus are held when we go to infinite-dimensions, we write down the ones that we shall use and the relevant section that contain the results.
B.1 Basic Notions of Michor-Kriegl Calculus
The calculus of infinite-dimensions used by MK replaces the model space R n by more general locally convex topological vector spaces (LCTVS). But the true instruments used to probe the geometry are smooth curves 22 , i.e. elements of C ∞ (R, E) where E is LCTVS. This is a notion that can be understood as in finite-dimensions, without the usual complications of infinite dimensions.
One defines the c ∞ -topology on E as the coarsest topology such that every smooth curve is continuous, and a mapping from a c ∞ -open subset U ⊂ E → F is smooth if it maps smooth curves into smooth curves 23 . This is an infinite-dimensional version of coordinate projections and it is a condition equivalent to Lipschitz curves in E being Riemann integrable (see 2.14 in [9] for other equivalent conditions).
From here on almost all the definitions are analogous to the finite-dimensional case (without coordinates). For example:
• If f : U ⊂ E → F is smooth then the derivative T x f exists and is linear as a map U × E → F or as a map U → L(E, F ) (Cartesian closedness of convenient vector spaces).
• A manifold N is defined through charts covering N ; where charts are bijective maps from subsets of N into c ∞ -open subsets of a convenient vector space E, i.e. u : U ⊂ N → u(U) ⊂ E, and the requirement of smoothness of chart change.
• A vector bundle is also defined through the usual vector bundle charts (and the cocycle conditions on their transition functions): ψ : E |U := π −1 (U) → U ×V where π : E → M is smooth, U is an open subset of M and pr 1 • ψ = π when restricted to U.
B.2 Calculus
Unlike the finite-dimensional case however, we have different inequivalent definitions of tangent spaces; that formed by tangents to curves (kinematical) and that formed by derivations (operational). All kinematical tangent vectors, X ∈ T N define operational vectors X ∈ DN , but for some E one can find operational vectors which are not tangent to any curves in E. Kinematical tangent bundles are constructed as is usually done in finite dimensions and possess a Lie Bracket with the same properties (defined by injecting Γ(T N ) ֒→ Γ(DN )). However, integral curves of vector fields need not exist, as there need not exist a Banach fixed point theorem (since reduction need not lead to contraction in merely metrizable spaces), which is used to derive such usual results as the inverse and implicit function theorems and the Picard-Lindelof theorem. If a flow exists, uniqueness can be proven (see 32. 16 ) but existence has to be checked in each case.
Lemma 2 Let M be a finite-dimensional compact manifold without boundary, then the space Γ ∞ (T * M ⊗ S T * M) is a topological vector space with the Whitney topology, for which it is also a convenient vector space.
To prove this, we assume Γ ∞ (T * M ⊗ T * M) is a topological vector space, and then one can show the space of sections of symmetric two-covariant tensor fields over M, Γ ∞ (T * M ⊗ S T * M) is a topological embedding by 41. 13 . Then a convenient vector space structure is induced on Γ ∞ (T * M ⊗ S T * M) by the Whitney topology 30. 1-30.4 . This means that we can use the formulas outlined above for the space of metrics. Now let us move on to its properties as a principal fiber bundle.
B.3 Regular Lie Groups as Structural Groups of PFBs
Infinite-dimensional Lie groups are defined analogously. They will be said to admit an exponential map if there exists a smooth mapping exp : g → G such that t → exp(tX) is the unique one-parameter subgroup with tangent vector X at 0. Again, uniqueness, but not existence, is guaranteed for such solutions of differential equations, so whenever such an exponential map exists it is unique. In [25] a regular Frechét group is defined as a Frechét Lie group which admits an exponential map (no Frechét groups are known which do not possess an exponential map).
The conjugate action of G on itself is defined, for f ∈ G as 24 See (43.1) for the proof. Alternatively, see [25] for the proof of it being an ILH Lie group. The canonical representation of the diffeomorphism group on Γ(T M) is the adjoint representation:
or powers thereof. Now, for the representation of the Lie algebra on itself, we have ad X = [X, ·] since [X, Y ] = d dt |t=0 Ad(φ(tX))Y which is an element of Γ(T M). Hence the Lie algebra bracket is just the vector field commutator.
If we have a right action of a Lie group on a manifold Ψ : N × G → N , for X ∈ g we define the fundamental vector field ζ X ∈ Γ(T N ) by ζ X (x) = T (x,Id) Ψ(0 x , X) =: T Id Ψ x (X).
Lemma 4
We have the following properties: The MK definition of the infinite dimensional principal fiber bundle is done through charts, in exactly the same fashion as the definition above of a vector bundle, and so we omit its description. To go from the construction of a section (presented in the first section) to the definition through charts see 37.9.
To elucidate the above lemma 4, we will check property 2 for the D(M) action on M. To make the actions clearer we expand f * g = Ψ(f, g) and so we have that, for f ∈ D(M) and g ∈ M, using r f for the right action of the group on itself:
for any h ∈ D(M), where conj f is the conjugate action of the group on itself. Denoting, for fixed f , T g (Ψ f ) := T (g,f ) (Ψ(·, f )) : T g M → T Ψ(f,g) M and, for fixed g, T Id Ψ g := T (g,Id) (Ψ(g, ·)) : Γ(T M) → T g M. So we have T g (Ψ f )(L X (g)) = T g (Ψ f )T Id Ψ g (X) = (T (g,f ) (Ψ(·, f )) • T (g,Id) (Ψ(g, ·)))(X) = T (g,Id) (Ψ(Ψ(g, ·), f ))(X) = T (g,Id) Ψ(g, r f • (·))(X) = T (g,Id) (Ψ(f * g, conj f −1 (·)))(X) = T (g,Id) (Ψ(f * g, ·))(Ad(f −1 )(X)) = L Ad(f −1 )X (f * g) (
where we used (47) to go from the second to the third line. Note that these are the same as equations (34) in a slightly different form. More specifically, using the genericity of M ′ , the fact that M is contractible, the slice theorem for M [8] , and using an infinite-dimensional Banach version of Thom's transversality theorem, we are able to prove that under condition C, n-spheres in M ′ are contractible. Furthermore, since for M ′ , unlike M, we have a proper principal fibration, we get the interesting result that topological properties of S ′ depend only on topological properties of D(M).
