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Riparian biogeochemical hot moments induced by stream fluctuations
[1] Hyporheic exchanges in riparian zones induced by stream stage fluctuations, referred
to as bank storage, can influence contaminant transport and transformation when mixing
of groundwater and surface waters with distinct chemical signatures occur, which might
lead to a high biochemical activity. The effect of bank storage on nutrient transport was
analyzed here using a two-dimensional, variably saturated and multispecies reactive
transport model, which accounted for the water flow and solute transport and reactions
within riparian zones. After verification with field observations, our model demonstrated
that high biogeochemical activities occurred at the near-stream riparian zone during stage
fluctuation, a process referred to as bank storage hot moment (BSHM). We used Monte
Carlo simulations to study the uncertainty of BSHM and related nutrient dynamics to
biogeochemical and hydrological factors. The results indicated that stream fluctuations can
lead to maximum bank storage volume ranging from 0 to 259 m3 m1 of stream linear
length (median ¼ 9.7 m3 and SD ¼ 53.2 m3). Taking denitrification as an example,
BSHM can lead to considerable NO

3
removal with a median removal rate of 2.1 g d1
and SD of 17.2 g d1 per meter of stream linear length. The NO

3
uptake velocity
(median ¼ 2.7  105 and SD ¼ 2.4  104 m min1) was comparable to that of
in-stream transient storage from the literature. This result suggests that BSHM may be a
significant process contributing to the nutrient budget at the ecosystem level. Finally, a
theoretical framework representing the coupled hydrobiogeochemical controls on riparian
hot spots was developed to help predicting when BSHM can become important in a
particular stream.
1. Introduction
[2] Riparian zones are the interface of terrestrial and 
aquatic ecosystems, where water from various sources meet 
and lead to dynamical hydrological and biogeochemi-cal 
processes [Hill, 1996; Vidon et al., 2010]. The variabili-ty 
and heteorogeneity of soil water content, redox potential, 
and substrate supply can contribute to the biogeochemical 
activity and the exchange rate of chemicals from upland to 
stream, and vice versa [Hedin et al., 1998; McClain et al., 
2003; Vidon and Hill, 2004a]. Understanding solute dy-
namics under variable hydrological conditions is funda-
mental to quantifying solute loads to surface waters given 
that a large fraction of the annual solute fluxes are mainly 
associated with hydrological events [Boyer et al., 1997]. 
There have been many studies of the roles of the riparian 
zone in controlling runoff and associated solute transport 
[Hornberger et al., 1994; Inamdar and Mitchell, 2006;
McGlynn and McDonnell, 2003], but very few have
focused on the impact of lateral stream-riparian interaction
induced by hydrological events on solute transport. Since
riparian zones are the direct interface between different
waters and play a critical role in controlling chemical trans-
port [Chanat and Hornberger, 2003], a thorough understand-
ing of solute transport through riparian zones must be framed
within a stream-aquifer continuum modeling approach [Allan
et al., 2008; Hill et al., 2000]. Emphasis is given here to
identifying the location, timing, and duration of these bio-
geochemical reactions.
[3] Large-scale hyporheic exchange in the riparian zone
are referred to here as bank storage to be distinct from in-
stream hyporheic exchange [Cooper and Rorabaugh, 1963].
Both riparian and in-stream hyporheic exchanges are re-
stricted by regional groundwater discharge in base flow con-
ditions [Boano et al., 2008; Cardenas and Wilson, 2006].
The riparian hyporheic exchange, however, can be enhanced
by stream stage fluctuations caused by hydrological pertur-
bations such as floods [Bates et al., 2000], reservoir releases
[Sawyer et al., 2009], and snowmelt [Loheide and Lundquist,
2009]. These transient conditions can lead to the dynamic
development of the hyporheic zone [Gerecht et al., 2011]. In
turn, the extent of the hyporheic zone can affect the stream
and riparian water chemistry [Valett et al., 1996]. The
exchanges through the riparian zone bring surface water rich
in oxygen (O2) and organic matter (OM) into the riparian
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zone through groundwater recharge by infiltration and then
return mixed stream and groundwater back to the surface
water through groundwater discharge [Findlay, 1995]. In a
study of riparian hyporheic exchange impacted by dam oper-
ation, Sawyer et al., [2009] found that riparian water chemis-
try and temperatures fluctuated in response to the flow
regime. A recent study in an urban stream subject to summer
thermal fluctuations suggested that bank storage can serve as
a thermal sink to mitigate temperature surges [Anderson
et al., 2011]. Ground- and surface water mixing caused by
bank storage has legacy effects on contaminant flux through
the hyporheic zone [Fritz and Arntzen, 2007], thus affecting
the chemical signature of groundwater discharge used in
chemical hydrograph separation [McCallum et al., 2010].
Studies have shown that such two-way exchange can impact
riparian and stream chemistry as long as several weeks after
floodwaters recede [Baillie et al., 2007; Squillace, 1996].
However, none of these studies has investigated the potential
significance of bank storage on riparian biogeochemistry and
riverine chemical budget across a wide spectrum of field
conditions. We attempted to fill this knowledge gap using a
theoretical framework in this study.
[4] Mixing of groundwater with geochemically contrast-
ing surface waters can create an important biogeochemical
hot moment in the near stream-riparian areas, which can al-
ter the geochemical conditions along the discharge pathway
[Findlay, 1995]. Although changes in redox conditions can
affect several oxic and anoxic biogeochemical processes in
a transient manner, these can result in persistent and signifi-
cant effects on the nutrient distribution in the near-stream
groundwater and subsequent efflux to surface waters. For
example, O2 intrusion into the riverbed can create oxic con-
ditions within the hyporheic sediment [Baker et al., 1999].
In these cases, O2 would presumably be consumed during
microbial heterotrophic respiration, and could alter the
stream O2 budget [Findlay, 1995]. Hydrologically regu-
lated redox conditions are also important for the nitrogen
cycling [Cirmo and McDonnell, 1997]. Denitrification hot-
spots are often found in concomitance with low dissolved
O2 and available organic carbon (OC) and NO

3 [McClain
et al., 2003]. For example, Devito et al. [2000] showed that
downward hydrologic gradients created by microtopogra-
phy can facilitate OC transport from surface peat layers to
underlying carbon-depleted sandy sediments, thus provid-
ing the electron donor required for denitrification. Sus-
tained bank filtration in low gradient streams was found to
be a hot spot of NO3 removal in riparian zones [Duval and
Hill, 2007]. Hyporheic flow can contribute to removing
NO3 from the stream by delivering it into the anaerobic
subsurface where denitrification occurs [Kasahara and
Hill, 2006]. The interaction between OC supply, N and O2
availability, as well as other biogeochemical reactions
make bank storage processes at near-stream-riparian zones
a hot moment with regards to the overall chemicals budget
and turnover time [Rassam et al., 2006]. It remains chal-
lenging to understand where, when, and how bank storage
regulates solute transport and loads to stream ecosystems.
[5] The main goal of this work was to identify the effects
of the bank storage on riverine contaminant transport using
a variably saturated flow and multispecies reactive trans-
port model. This model was first tested against the field
observation at a 53 m wide floodplain site on the South
Fork New River, NC, where piezometric heads, river stage,
and water temperature were available to validate the hy-
draulic transport components of the model. This model was
then used to simulate riparian biogeochemistry using a re-
active transport module. The redox condition in the riparian
zone was accounted for by tracking O2 dynamics explicitly.
Simulations with stream stage fluctuation were presented to
illustrate its effects on the spatial and temporal extent of a
biogeochemical hot spot in riparian zones and thus contami-
nant flux across the stream-aquifer interface. The sensitivity
of BSHM and related nutrient dynamics to biogeochemical
and hydrological factors were analyzed using Monte Carlo
simulations. Finally, we compared the storage and nutrient
uptake metrics of BSHM with those of well-studied in-
stream transient storage process. A significance index repre-
senting the coupled hydrobiogeochemical controls on ripar-
ian hot spots was developed to help predicting when BSHM
can become important in a particular stream.
2. Methods
2.1. Study Site
[6] The field investigation is carried out in the South
Fork New River (SFNR), North Carolina (NC), USA
(Figure 1). The 80 km2 SFNR watershed is located in the
Figure 1. Site map of the South Fork New River water-
shed, showing the locations of the monitoring wells.
Blue Ridge province, an area characterized by rugged,
mountainous terrain with an average slope of 27%. Hydro-
logic investigations were initiated at a floodplain aquifer
immediately adjacent to the SFNR in Spring 2010. The
SFNR flowing through the study site is incised to a depth
of approximately 3 m into the floodplain.
[7] The site is subject to substantial flood inundations
about three or four times per year. The site is constrained
by a hillslope approximately 53 m upland. A series of eight
monitoring wells were installed, including a transect of
wells perpendicular to the river that included MW-2 well
near the edge of foothill, through PT-1 well, to PT-2 well.
The MW-2, PT-1, and PT-2 wells were located about 50,
20, and 2 m from the river bank, respectively (Figure 2).
Water levels and temperature were recorded in the PT-2
well at 10-min intervals with pressure transducers. The river
stage was measured at 10-min intervals with a water level
logger. The preliminary well log and geophysical survey
data showed evidence of development of alluvial geomor-
phology. The floodplain aquifer at the study site, especially
near the river, consisted of a silty topsoil 1 m thick under-
lain by about 3 m thick coarse-grained alluvium, and finer
sediments beneath. The average aquifer depth is about 5 m,
determined by both the well logs and direct current resistiv-
ity surveys [Bailey et al., 2010].
2.2. Modeling
[8] A two-dimensional finite element flow and transport
model was developed to describe water and solute exchanges
induced by bank storage [Gu et al., 2008b]. The model simu-
lated variably saturated flows by solving the two-dimensional
mixed-form Richards equation. We specifically included a
sloping bank instead of a vertical bank for the riparian-
stream interface. Our approach overcomes earlier assump-
tions such as fully penetrating streams, vertical river banks,
and fully saturated flow [Boutt and Fleming, 2009; Chen
and Chen, 2003; Whiting and Pomeranets, 1997]. These
assumptions are rarely met in reality and can lead to errone-
ous results of stream-aquifer exchanges [Doble et al.,
2012]. Additionally, the model accounted for reactive ad-
vective-dispersive transport processes based on the transient
hydraulic head distribution and corresponding velocity field
calculated from the flow model [see Gu et al., 2008a for
details].
2.2.1. Field and Modeling Characteristics
[9] The model domain (Figure 1) is a vertical cross sec-
tion 53 m wide and 7 m deep through the floodplain
between the hillslope (left) and the river channel (right).
The domain is described by two hydrostratigraphic units as
reported in Bailey et al. [2010]. Unit 1 is designated as
coarse-grained alluvial deposits. Unit 2 is represented by
fine silt. A saturated hydraulic conductivity of 10 and
1 m d1 were assigned to unit 1 and unit 2, respectively, af-
ter field pumping tests. A Dirichlet (constant head) bound-
ary condition was assigned to the landward vertical upslope
shoulder of the hillslope. A time varying specific head
boundary was assigned along the river channel grids below
the river stage using observed river stage hydrograph data.
The river channel represents half the channel width, with
zero-flow boundary assigned along the vertical boundary at
the center of the river channel. The low-permeability aqui-
tard at the bottom of the domain was also treated as a zero-
flow boundary. The upper atmospheric boundary accounted
for evapotranspiration and groundwater recharge. We sim-
ply applied a constant water influx of 0.002 m d1 to repre-
sent groundwater recharge from precipitation for the
duration of each simulation. The discretization was nonuni-
form with finer grids toward the stream-riparian interface.
The area adjacent to the river channel was discretized to
0.1 m horizontally and 0.1 m vertically.
[10] A seepage face was simulated at the stream-aquifer
interface, where water leaves the saturated zone freely and
the pressure head is uniformly zero. Since the length of the
seepage face was not known beforehand, iterations were
required to constantly adjust the span of seepage face. The
location of the seepage face required a check on the Darcy
flux, which was computed by taking the derivatives of the
computed pressure head over the boundary elements. At
nodes where the pressure head was negative, a Neumann
boundary (i.e., zero flow) was assigned. At the nodes with
outward fluxes, a Dirichlet boundary (i.e., zero pressure
head) was specified as by Cooley [1983].
[11] The initial hydraulic head was generated by running
a transient model with constant boundary conditions at the
Figure 2. Finite element meshes and boundary conditions constructed for the hillslope-riparian transect.
The mesh consists of 2226 nodes and 4256 linear, triangular finite elements. Layer shading indicates
specific hydrostratigraphic units for hydraulic flow model of stream stage fluctuation. Hydraulic head
observation well PT-1, PT-2, and MW-2 are marked with solid lines. The flow boundaries are also
labeled.
hillslope boundary and river stage. A time step t ¼ 1 h
ensured numerical stability against Courant condition. The
unsaturated soil hydraulic conductivity was accounted for
using the Brooks and Corey soil water retention model
[Brooks and Corey, 1966]. The residual and saturated mois-
ture contents and the Brooks and Corey parameters were
determined from in situ soil characteristics (Table 1).
2.2.2. Solute Transport Model
[12] The transport module solved the advection-disper-
sion equation based on the velocity fields generated from
the flow model. A Dirichlet boundary condition was applied
to the left boundary and top boundary to represent constant
chemical source from upland areas and recharge, respec-
tively. A Cauchy boundary condition was applied to the bot-
tom and right boundaries. When the water flux was toward
the riparian aquifer, a Dirichlet boundary was applied to the
chemical influx from stream water. The Dirichlet boundary
condition allowed mass to enter the model domain by both
advection and dispersion. When the water flux was from the
riparian zone to the stream, the Dirichlet boundary was
replaced by Cauchy boundary (i.e., only advection).
2.2.3. Biogeochemical Model
[13] The riparian aquifer acts as a transitional zone
between two chemically distinct waters, namely stream
water and groundwater. Stream water is usually rich in O2,
dissolved organic carbon (DOC), and nutrients, whereas
groundwater is characterized by low DOC concentrations
[Dahm et al., 1998]. Microbial biomass metabolic rates in
the riparian zone are largely controlled by the DOC [Baker
et al., 2000].
[14] Here, O2, NO

3 , and DOC were used as three chem-
ical species to track the riparian biogeochemical process.
We assumed that groundwater was depleted in NO3 and
DOC and the absence of DOC at depth is often cited as
the limiting control on denitrification in subsurface sedi-
ments [Cey et al., 1999; Gold et al., 2001]. On the other
hand, the stream water was assumed to have varying NO3
and DOC concentration. Sources of stream DOC can be
attributed to algae or leaf litter decomposition [Schlesinger,
1997]. This study did not consider DOC leaching from
OM-rich shallow soils and riverbeds for simplicity. In fact,
this process is kinetic controlled and would provide a more
enhanced and continuous C source than the stream water
itself [Gu et al., 2007]. As a result, this study provided
only a conservative estimate of DOC influx from the
stream infiltration.
[15] Throughout the streamlines in the aquifer, O2 was
utilized by aerobic respiration as
CH2Oþ O2 ! H2Oþ CO2: (1)
[16] And after O2 was depleted, NO

3 was consumed as
an alternative electron acceptor during denitrification as
1:25CH2Oþ NO3 þ Hþ ! 0:5N2 þ 1:75H2Oþ 1:25CO2: (2)
[17] Multiple Monod kinetics was used to describe the
above reactions:
Ri ¼
vmax iXiai
Kai þ ai
di
Kdi þ di
IiS ¼
iai
Kai þ ai
di
Kdi þ di
IiS; (3)
where i is the generic reaction index (i.e., aerobic respira-
tion and denitrification), Ri is the reaction rate (mg L
1d1),
i are the lumped specific maximum microbial reaction
rates (mg L1d1) [i ¼ vmaxiXi, vmaxi is the asymptotic
maximum specific uptake rate of microbial reactions (d1),
Xi is the biomass concentration of aerobe and denitrifier
(mg L1)], ai (mg L
1) is the electron acceptor concentra-
tion (mg L1), di is the electron donor concentration
(mg L1), Kai is the half-saturation constant for electron
acceptors (mg L1), and Kdi is the half-saturation constant
for electron donors (mg L1). The O2 inhibition of denitrifi-
cation was modeled through the inhibition factor Ii, given
by Ii ¼ KIi/(KIi þ ao), where ao is the inhibitor (i.e., O2)
concentration (mg L1), and KIi is the inhibition constant
(mg L1). S is the soil water saturation. We modeled inhib-
ited denitrification in aerated unsaturated soil using a linear
proportionality with the water saturation S in Eq. (3). Ii and
S are absent in Eq. (3) for aerobic respiration.The model did
Table 1. Hydraulic and Kinetic Parameters for the Baseline
Simulation and Monte Carlo Simulations
Parameter Valuea Range
Chemical and Kinetic Parameters
O2 Concentration in the Stream (mg L
1) 8
DOC Concentration in the Stream (mg C L1) 15 0.1–25
NO3 Concentration in the Stream (mg N L
1) 10 0.1–25
O2, NO

3 , and DOC Concentration in the Aquifer
and Recharge Water (mg L1)
0
, Specific Maximum Aerobic Respiration Rate
(mg L1 d1)b
3 0.3–30
, Specific Maximum Denitrification Rate
(mg L1 d1)b,c
1 0.1–10
Ka, Half Saturation Constant for O2 (mg L
1)b,d–f 1
Ka, Half Saturation Constant for NO

3 (mg L
1)b,d–f 1
Kd, Half Saturation Constant for DOC (mg L
1) b,d–f 2
KI, Oxygen Inhibition Constant on Denitrification
(mg L1)d,e,g
1
Physical and Hydraulic Parameters
Residual Water Saturationh 0.1
Brooks and Corey Empirical Parameter ah 10
Brooks and Corey Empirical Parameter ch 4
Brooks and Corey Empirical Parameter dh 2
Ks, Saturated Hydraulic Conductivity (m d
1)i 5 0.1–100
Anisotropy Ratio (–)i 0.2 0.1–1
Hydraulic Gradient (–) 0.01 0.001–0.016
L, Longitudinal Dispersivity (m)
j,k 1 0.5–5
T/L, Transverse/Longitudinal Dispersivity Ratio
i 0.1
Specific Yield (–)h 0.27
Hydrograph Peak (m)h 1 0.2–2
Hydrograph Duration (day)h 3 1–7
aThe baseline value is either from the field observation or a median
value of all data from the literature.
b[Gu et al., 2007; Lee et al., 2006; MacQuarrie et al., 2001].
c[Hanson et al., 1994; Kaushal et al., 2008; Pinay et al., 1993.
d[Kindred and Celia, 1989].
e[Chen et al., 1992].
f[Doussan et al., 1997].
g[Tiedje, 1988].
hThe field observation in this study.
i[Fetter, 2001].
j[Gelhar et al., 1992].
k[Neuman, 1990].
not explicitly describe the microbial biomass dynamics so
that  is a constant.
[18] O2, DOC, and NO

3 consumption rate were calcu-
lated by multiplying Ri by O2, DOC, and NO

3 stoichiomet-
ric coefficient vi as
dci
dt
¼ Rivi: (4)
[19] The kinetic rate constants and boundary conditions of
solute transport are listed in Table 1.
2.2.4. Quantification of Biogeochemical Reaction and
Hydrological Exchange
[20] To quantify the magnitude of denitrification rate in
the riparian zone throughout the bank storage, the total
NO3 mass M removed during the stream fluctuations was
calculated by
M ¼
Z T
0
X
e
Z
e
 RddT ; (5)
where  is the volumetric water content, R is as in Eq. (3),
e is the grid element,  is modeling domain, e is the do-
main occupied by element e, and T is total simulation time.
[21] The instantaneous volumetric flow rate Q across the
river-riparian interface per unit length of river is calculated
using the Darcy’s law:
QðtÞ ¼
Z
l
K  iðl; tÞdl; (6)
where K is the hydraulic conductivity of the sediments ad-
jacent to the river, i is the hydraulic gradient along the river
channel, and l is the length of the river-riparian interface.
Positive values indicate flow from the river into the riparian
zone and negative values indicate flow into the river.
[22] Bank storage volume V(t) is defined as the cumula-
tive discharge of water per unit length of river that has
entered the riparian from one side of the river over time t,
and was calculated by integrating Q along the river-riparian
interface during both inflow and return flow as
VðtÞ ¼
Z t
0
QðtÞdt: (7)
[23] The maximum bank storage volume (Vmax) of
stream water was estimated as the maximum value of V
calculated in Eq. (7). The time from the start of losing
stream conditions to the end of the return flow of bank stor-
age water (i.e., when bank storage approaches zero) is the
time period when bank storage water is present, and is
defined as the hyporheic exchange time.
[24] A conservative tracer was used to determine the
hyporheic zone defined as the volume of sediment contain-
ing at least 10% river water [Triska et al., 1989]. We then
used the tracer concentration contour line of 1/10th of its
concentration in the river to delineate the hyporheic zone
according to the mixing equation
C ¼ Cgð1 wÞ þ Csw; (8)
where w is the mixing ratio (w ¼ 0.1 in this case), Cg is the
tracer background concentration in groundwater, Cs is the
tracer concentration in river water, and C is the tracer con-
centration in groundwater after the mixing.
2.2.5. Monte Carlo Simulation
[25] To study the uncertainty of the magnitude of BSHM
as well as the impact of hydrological variables on BSHM, a
Monte Carlo analysis was performed for the riparian zone
and processes described above. The baseline simulation
was obtained using the parameters seen in the literature
(Table 1). We expanded the model domain length to 100 m
to minimize the upland boundary effect and assumed a ho-
mogeneous aquifer for simplicity. We applied varying re-
gional groundwater hydraulic gradients to study the impact
of landscape topography on the BSHM (i.e., high-relief
floodplains versus low-relief floodplains). For the baseline
model, the streamside flood pulse was defined using a
specified head boundary applied to model grids along the
stream-aquifer interface below the varying stream stages,
which was represented by an arbitrary stream stage hydro-
graph. We took a fixed shape of the flood peak by assuming
that the time of the flood peak is [1/4] of the duration of
the flood wave. According to Cooper and Rorabaugh
[1963], the hydrographs H(t) under these assumptions can
be approximated as
HðtÞ ¼ Nh0e!tð1 cos!tÞ ; 0  t  ; (9)
where h0 is the maximum stage rise, t is the time since the
beginning of the flood,  is the duration of the flood, ! ¼
2/ , and N ¼ 1/e/2 is a constant that scales all the hydro-
graph peaks to the same height h0 regardless of the storm
duration.
[26] Latin-hypercube sampling (LHS) was used to gener-
ate the multivariate parameter distributions for the Monte
Carlo simulations. LHS is a type of stratified sampling that
reduces the number necessary for a Monte Carlo simula-
tion. Nine variables were considered in the Monte Carlo
analysis and a sample size of N ¼ 200 was assumed to be
sufficiently large [Iman and Helton, 1988]. The physical
and biogeochemical parameters for the Monte Carlo simu-
lation are summarized in Table 1. Values of the nine pa-
rameters were selected from uniform random distributions
with the bounds being the parameter ranges typical of
stream-riparian zones found in literature. The model output
variables included the maximum bank storage volume
Vmax, the exchange time t, and total mass removal M.
3. Results
3.1. Model Test
[27] The flow and transport components of the model
were validated against the water table and temperature data
collected at the site. The modeled water flows and tempera-
ture dynamics were validated by comparison with observed
hydraulic heads and water temperature at the observation
well PT-2 during and after a precipitation event on 17
August 2010 (Figure 3). Generally, the timing and magni-
tude of the modeled hydraulic heads and water temperature
compared well with the observations, except for the late part
of the recession curves. The coefficient of determination
R2 between the observed and modeled water table and
temperature were 0.73 and 0.67, respectively. The head gra-
dient reversals during the precipitation indicated a change of
flow direction from a gaining river to a losing river as the
stage arose. The infiltration of warmer river water caused ab-
rupt water temperature rise in the PT-2 well. The water tem-
perature in PT-2 stayed high and gradually decreased over
the long recession period.
3.2. Exemplifying Simulation: Single Storm Event
3.2.1. Flow Pattern
[28] In the baseline simulation, the stage fluctuation
caused hydraulic head redistribution in the near-stream ri-
parian zone as compared to steady state conditions prior to
the stage fluctuation (Figure 4). The maximum Darcy
velocity occurred at the intersection of the water table
and the seepage face. A majority of groundwater seepage
occurred along the stream bank as horizontal flow because
of anisotropic K (i.e., low vertical K). The flow vectors
indicate a strong influx of stream water (long arrows and
the closely spaced hydraulic head contour) into both the un-
saturated and saturated riparian zones at t ¼ 1 day, when
the stream stage reached its maximum level (see Figure 3
for the constructed stream hydrograph). The water table
hinged around the stream bank, resulting in a reversal of
the hydraulic gradient (i.e., landward gradient). Right after
the stage peak passed after time t ¼ 3 day, the streamward
hydraulic gradient recovered. This early return flow com-
prised a significant amount of vertical drainage from the
unsaturated soils. The hysteresis in the unsaturated region
created a strong streamward hydraulic gradient such that
storage water was released more rapidly and more strongly
than pre-event conditions. As the hydrograph recession pro-
ceeded, the groundwater discharge pattern returned gradu-
ally to the pre-event condition.
Figure 3. Comparison between observed and simulated (a) water table and (b) water temperature dynam-
ics during a rainfall event on 17 August 2010 using the heat capacity of water Cw, 4.182  106 J/(m3 C),
the heat capacity of the saturated streambed Cm, 2.516  106 J/(m3 C), and the thermal conductivity of
the saturated sediment kT, 1.67 J/(s m
C) [Anderson et al., 2011].
3.2.2. Temporal Variations of the Flow, Reaction, and
NO3 Concentration
[29] The temporal variations of the total seepage flow
occurring across the stream-riparian interface, as well as
horizontal and vertical flows, are shown in the baseline sim-
ulation (Figure 5). Note the stream stage reached its peak at
around t ¼ 0.8 day. When stream stage rose, the ground-
water seepage decreased immediately and reached negative
values, thus indicating inflow of surface water. The largest
infiltration rate occurred prior to the maximum stage rise,
while the maximum bank storage volume Vmax ¼ 5 m3 m1
occurred before the end of the stream hydrograph, when
infiltrated water returned to the stream. The groundwater
discharge increased gradually and reached a maximum at
the end of the stream stage hydrograph, which was followed
by a gradual recession. Bank storage water fully returned to
the stream within about t ¼ 3.7 day. The hydraulic exchange
time thus, by definition, was determined as 3.7 day in this
case. On the other hand, the NO3 mass removal rate reached
the maximum near the end of return flow, which lagged
behind the peak of bank storage volume by 1.5 day. The
NO3 mass removal rate then decreased but stayed on until
t ¼ 9 day when NO3 was depleted. Figure 5e showed the
flux-averaged NO3 concentration in seepage water. The
rapid rise of NO3 concentration immediately after the stage
rise coincided with the influx of NO3 -rich stream water. Im-
mediately after the streamward flow recovered and ground-
water started to seep back into the stream, groundwater
discharge would largely comprise mixture of groundwater
and stream water that had recently entered the aquifer. Thus
Figure 4. Average linear velocity vectors and hydraulic heads during stream stage fluctuation for the
baseline simulation. The length of arrow indicates the magnitude of flow.
the NO3 concentration in the groundwater discharge dropped
when temporarily stored NO3 -rich stream water was drained.
However, NO3 concentration in the groundwater seepage
decreased more rapidly with denitrification than that without
denitrification, indicating NO3 removal by denitrification. In
contrast to the hydraulic exchange time of 3.7 day, the NO3
concentration in groundwater discharge without denitrifica-
tion gradually decreased and persisted until t ¼ 9 day. This
indicates that the chemical exchange time was much longer
than the hydraulic exchange time scale.
3.2.3. Dynamics of the Hyporheic Zone
[30] Figure 6 shows the development of the riparian hypo-
rheic zone over time, which is defined by the geochemical
approach that hyporheic pore water contains at least 10%
stream water in the baseline simulation. The hyporheic zone
extended for about 5 m horizontally and 1.5 m vertically
into the riparian aquifer at t ¼ 1 day, which corresponded to
the hydrograph peak and maximum stream influx rate. At
t ¼ 3 day, two days after the peak stage, the hyporheic zone
defined by hydraulic exchange started to decrease in size
because of rapid drainage of the near-stream groundwater
ridge and return flow along the streambed (Figure 5c). How-
ever, the hyporheic zone defined by chemical exchange
expanded further inland due to solute dispersion. At t ¼
6 day, the hyporheic zone shrank but persisted. In contrast,
the stored stream water in the streambed fully returned, as
indicated by the disappearance of the hyporheic zone under
the streambed (Figure 5c). The geochemically defined hypo-
rheic zone lasted much longer than the hydraulic exchange
because it included both advective and dispersive mixing
between stream and groundwater.
Figure 5. Temporal variation of hyporheic exchange and
riparian biogeochemistry associated with stream stage fluc-
tuation for the single-storm simulation. (a) Stream hydro-
graph; (b) water flux between stream and aquifer (negative
fluxes indicate flows from the stream to the groundwater.); (c)
volume of stream water in bank storage (m3 m1); (d) NO3
mass removal rate (g m1d1); and (e) NO3 concentration
CN in seepage waters (mg L
1) with (solid line) and without
(dashed line) denitrification.
Figure 6. The temporal evolution of geochemically
defined hyporheic zone that contains at least 10% stream
water based on mixing ratio calculation at day 0, day 1, day
3, and day 6 for the baseline simulation.
3.2.4. DOC, NO3 , O2, and Reaction Rate Distributions
[31] Modeled DOC, NO3 , and O2 concentration profiles
in response to stream stage fluctuations in the riparian zone
are shown in the baseline simulation (Figure 7). As the
stream water transported DOC from the stream into the ri-
parian aquifer, a transient storage of DOC formed along
near-stream regions (Figure 7a). This upper DOC plume
persisted as long as bank storage water stayed. After the
stage peak passed, the DOC plume started to reduce its size
and concentration gradually when the bank storage returned
water to the stream.
[32] Figure 7b shows the O2 profiles associated with the
infiltrating stream water. A rather thin layer of O2 plume in
the riparian zone was brought in by infiltrating stream
water at t ¼ 1 day. In contrast, NO3 penetrated deeper than
O2 (Figure 7c). The smaller O2 penetration depth compared
to NO3 and DOC can be explained by rapid O2 consump-
tion by the aerobic respiration of DOC. When O2 consump-
tion exceeded supply, an anaerobic zone was formed along
the stream-riparian interface. Figure 7c also showed a trace
amount of NO3 residue along unsaturated soils at t ¼
6 day, presumably due to the O2 presence that inhibited
denitrification.
[33] The NO3 reduction rate in the cross-section profile
is shown in Figure 7d. The high reaction rate is evident dur-
ing the bank storage event. In our simulation a distinct
reaction hot spot formed around the near-stream-riparian
subsurface during the stage fluctuation. The denitrification
hot spot generally coincided with the O2 depletion zone
along the DOC infiltration pathway, indicating the active
biogeochemical reaction was switched on by O2 absence
and simultaneous presence of NO3 and DOC. The reaction
rate reached the peak at t ¼ 3 day when O2 was depleted
while NO3 and DOC were present. The reaction zone
shrank with vanishing DOC when bank storage water
returned gradually back to the stream.
3.3. Exemplifying Simulation: Multiple Storms
[34] To study significance of the BSHM over an annual
time scale, we ran the model with the stream stage fluctua-
tion of SFNR from 29 March 2011 to 29 March 2012
(Figure 8). The mass removal rate of NO3 –N ranged from
0 to 10 gm1 d1 and showed a high temporal variation.
The net removal was clearly synchronized with stage fluc-
tuation. The larger the stage rise, the more NO3 –N was
removed by the BSHM. This relationship was consistent
with our Monte Carlo simulation results (section 3.4). The
total NO3 –N removal per meter of stream over this one-
year period was 193 g.
[35] The temporal variability in the depth-averaged DOC,
O2 concentration, denitrification rate, and NO

3 concentra-
tion along the transect at 2, 4, and 6 m away from the stream
bank, respectively, are shown in Figure 9. The smallest O2,
DOC, and NO3 pulse occurred at the most inland transect
Figure 7. (a) DOC concentrations, (b) O2 concentrations, (c) NO

3 concentrations, and (d) reaction
rates during transient stream stage fluctuation events for day 0, day 1, day 3, and day 6 after stream stage
fluctuation starts for the baseline simulation.
(i.e., 6 m). As a result, also the denitrification rate were
smallest there, while the high O2, DOC, and NO

3 pulse,
and denitrification rates were associated with the stream-
ward transects (i.e., 2 and 4 m) where the significant stream
water inflow happened. Note the denitrification rate peaks
occurred right after O2 reached the minimum.
3.4. Monte Carlo Simulation Results
[36] Figure 10 shows the histogram of the maximum
bank storage volume Vmax and total mass removal rate of
NO3 calculated as in Eq. (4) based on Monte Carlo simula-
tions. The median value of Vmax is 9.7 m
3 m1 of stream
with standard deviation (SD) of 53.2 m3 m1. Vmax ranged
from 0 to 259 m3 m1. The median NO3 mass removal rate
was 2.1 g m1 d1 (SD ¼ 17.2 g m1 d1). The plots are
characteristic of a lognormal distribution. Calculated mass
removal rates ranged from 0.0 to 140.4 g m1 d1. The
large variability in removal rates indicated that parameter
uncertainty resulted in significant sensitivity in modeling
the extent of bank storage and NO3 removal. The large var-
iability of NO3 mass removal rate was caused by the
widely varying model parameters, especially hydraulic
conductivity Ks that ranged from 0.1 to 100 m d
1.
[37] All significant correlation (p < 0.01) between NO3
removal and the environmental variables were presented in
Figure 11. The total NO3 removal per meter and per side
of the stream was negatively correlated to the regional hy-
draulic gradient (R2 ¼ 0.2), and positively correlated to
the hydraulic conductivity (R2 ¼ 0.21), the hydrograph am-
plitude (R2 ¼ 0.42), and its duration (R2 ¼ 0.25). Since all
these variables control the extent of bank storage, the corre-
lation improved significantly when we related the total NO3
removal and the maximum bank storage volume Vmax (R
2 ¼
0.64) and the total NO3 mass brought into the riparian zone
Min ¼ Vmax  C (R2 ¼ 0.65) (Figures 12a and 12b). The
strongest correlation was found (R2 ¼ 0.84) between the
total mass removal and the product of Min, transport time t,
and reaction rate R (Figure 12c).
4. Discussion
[38] In this study we explored hydrologically driven hot
moments of solute transformation using a two-dimensional
flow and transport model. Our results indicate the dynamic
nature of the riparian zone as a biogeochemical hot spot in
response to stream stage fluctuations, hereby defined as the
bank storage hot moment (BSHM). High stream stage pro-
motes bank storage, the process in which stream water infil-
trates and is temporally stored in the riparian aquifer. This
flow carries a suite of reactants from the stream into the ri-
parian subsurface where biogeochemical processes can
occur. Previous research on in-stream hyporheic exchange
identified stream water downwelling at the head of riffles
as hot spots of biogeochemical activities [Duff and Triska,
2000; Storey et al., 2004]. The in-stream hyporheic exchange
has been identified as an important nutrient removal or regen-
eration processes in aquatic ecosystems [Greenwald et al.,
2008]. Our modeling results show that lateral expansion of
the hyporheic zone at the riparian aquifer interface by bank
storage can also lead to a biogeochemical hot moment that
controls diffusive solute loads to surface water. To our
knowledge, this is the first study to quantify the effects of
stream-stage fluctuation-induced lateral hyporheic exchange
on riverine contaminant transport. The current study provides
an evidence to the ‘‘lung’’ model recently proposed by
Sawyer et al. [2009], which describes the mixing of ground-
water and surface water with distinct chemical signatures as
the source of riparian biogeochemical activity. Through
mathematical simulations, we are able to assess the multiple
hydrological and biogeochemical factors that control the
magnitude of the exchange process and the total mass re-
moval by the biogeochemical reactions. The results show
that bank storage might be critical in removal of river-borne
contaminants.
4.1. Controlling Factors on the BSHM
[39] Bank storage induced two processes that regulate
stream and riparian water chemistry: (1) mixing and (2)
biogeochemical reactions. Previous studies indicated that
groundwater-surface water mixing during bank storage can
account for the variation of chemical compositions in
stream water and riparian groundwater [Fritz and Arntzen,
2007]. This study also suggests that biogeochemical proc-
esses can alter chemical signatures of groundwater and sur-
face water in addition to the mixing processes.
[40] As a complement to these earlier works, our study
suggests that for these riparian hot moments to have a sig-
nificant effect on solute fate, they must involve (1) a large
mass flux into the riparian zones (i.e., a large water inflow
and/or solute-rich stream water), (2) an biogeochemically
active riparian sediment (i.e., a large reaction rate R), and
(3) the degree of solute reaction determined by the ratio of
hydraulic residence time scale to reaction time scale. The
magnitude of water inflow is controlled by the spatial and
temporal extent of stream-riparian interaction. Our Monte
Carlo simulations show that the extent of stream-riparian
exchange induced by stream stage fluctuation can be well
estimated by the maximum bank storage volume (Vmax) as
an integrated index for hydrological exchange. Vmax and total
mass in Min can explain 64% and 65% of the variation in the
total NO3 removal (M), respectively. Individually, M shows
much more significant correlation with Vmax (R
2 ¼ 0.64)
Figure 8. (a) The annual stream stage hydrograph of the
SFNR and (b) the simulated temporal dynamics of NO3 –N
removal by BSHM during 29 March 2011–29 March 2012.
Note that negative values of NO3 –N gain/loss indicate
removal.
than reaction rate R (R2 ¼ 0.03, data not shown). The emer-
gence of this strong correlation between M and Vmax despite
large differences among many other characteristics of the
stream (e.g., reaction rate R) suggest that the extent of hypo-
rheic exchange rather than the biogeochemical activity domi-
nated the variability among streams in the significance of
BSHM. The large variations in hydrological controls to
water exchange generated log-scale variability in hyporheic
exchange. Variations in biogeochemical reaction rates due to
substrate and microbial biomass concentration, as well as
temperature are superimposed to the hydrologic template
and will play a relatively small role in significance of
BSHM. Using Vmax, one can classify bank storage into weak,
intermediate, and strong exchange. As expected the degree
of biogeochemical reaction increases as the Vmax increases.
The larger the Vmax, the longer and more extensive the con-
tact of groundwater and surface water, and the stronger the
biogeochemical hot moments. On the other hand, if this vol-
ume approaches zero and the stream-riparian exchange
becomes negligible, the stream-riparian systems will remain
isolated in time and space. The biogeochemical reactions
that require mixing of groundwater and surface water will
approach zero.
[41] The magnitude of Vmax is determined by many pa-
rameters including aquifer transmissivity, the characteris-
tics of the stream stage hydrograph, the stream channel
geometry, the presence and absence of clogging layers
around the channel, upland groundwater gradients, evapo-
transpiration, etc. Our correlation analysis revealed that
some of these hydraulic parameters indeed influenced the
total biogeochemical activity in the riparian zone because
they affected Vmax. Generally, bank storage and riparian
biogeochemical hot moments were significant in a flat
floodplain with coarse-grained materials and low regional
Figure 9. Depth-averaged (a) DOC concentrations CDOC, (b) O2 concentrations CO2, (c) denitrification
rates, and (d) NO3 concentrations CN for the transects at 2, 4, and 6 m away from the stream bank for
the annual simulation during 29 March 2011–29 March 2012.
hydraulic gradient subject to high amplitude and long-last-
ing stream stage fluctuations, although a small magnitude
of bank storage and biogeochemical hot moments indicated
otherwise.
[42] For riparian hot moments to be significant, the
stream-riparian zone must also be microbially active and
the solute residence time has to be long enough to have a
large reaction potential in addition to water inflow and
mass influx. The most variability (84%) in M was explained
by the product of Min, transport time t, and reaction rate R,
indicating that if all these four conditions are met, riparian
hot moments are much more likely to affect reactive solute
transport and mass balance significantly. The relationship
can be derived using a mathematical framework. We sug-
gest a dimensionless significance index Is, the efficiency of
solute removal in bank storage, for the cumulative effect of
riparian hot moments be defined as
IS ¼
Z t
0
R
Z t
0
qC
¼ M
VmaxC
¼ f ðk  tÞ; (10)
where R is the biogeochemical reaction rate (M T1), q is
the stream water flux into the riparian zone (L3 T1), C
is the solute concentration of stream water (M L3), Vmax is
the maximum bank storage volume (L3), k is the first order
reaction rate constant (T1), t is the solute contact time
with the riparian zones, and M is the total mass removal
(M). Vmax  C (M) is the time cumulative mass transported
into the riparian zones (M). Values of Is (i.e., Damkohler
number), defined as the ratio of characteristic transport
time scale to characteristic reaction time scale, represent
the effectiveness of riparian hot moments on stream-
derived contaminant removal. All the solute exchanged is
completely consumed in the riparian zone when Is equals
one. In this case, the nutrient retention is limited by the
solute influx but not the solute residence time. While there
is no contaminant removal when Is approaches zero, which
means the removal is limited by the residence time. Finally,
the removal is limited by both the solute influx and the resi-
dence time within the riparian zones when Is lies between 0
and 1. With information on biogeochemical activity and esti-
mates of the extent of bank storage, one can rank streams
into broad classes of effectiveness of BSHM based on equa-
tion (10). For instance, if an extensive bank storage event
that passes solute-rich stream waters through biogeochemi-
cally active sediments, the BSHM will be substantial. The
opposite case is represented by small exchange volumes with
solute-poor stream waters and inactive sediments. A similar
significance index that integrates hydrological and biogeo-
chemical factors was developed by Harvey and Fuller [1998]
to quantify the significance of hyporheic uptake of reactive
solutes based on the balance between chemical reaction rates,
hyporheic residence time, and turnover of streamflow
through hyporheic flow paths. Gu et al. [2007] also suggested
that hydrological time scales must be similar or larger than
biogeochemical time scales to allow significant biogeochemi-
cal processes to occur in the stream sediments. This scheme
would allow us to uncover generalities across varying stream
systems.
4.2. Other Important Riparian Biogeochemical
Processes
[43] Note that other major N cycling processes such as
ammonification and nitrification were not taken into account
in this study. Whether or not riparian zones serve as a NO3
source or sink during biogeochemical hot moments is con-
trolled by the overall nitrogen reaction networks. There are
probably coexisting aerobic and anaerobic zones in the hypo-
rheic sediments. Rapid depletion of oxygen in the infiltrating
stream water through aerobic respiration is not uncommon in
hyporheic sediments. This would lead to a strong oxic-anoxic
Figure 10. The histogram of (a) the maximum bank storage volume Vmax; and (b) total mass removal
rate of NO3 based on 200 Monte Carlo simulation.
boundary where groundwater, stream water, and pore water
mix or where oxygen depletion occurs due to high rates of
aerobic metabolism. This interface provides an opportunity
for rapid nitrogen cycling and efficient nitrogen removal or
regeneration from the system. The net NO3 production and
consumption depends on the balance between nitrification
and denitrification [Maggi et al., 2008]. Zarnetske et al.
[2011] suggest that the hyporheic zone as nitrogen sink or
source depends on residence time. The net NO3 production
by nitrification was greatest during short residence time while
NO3 removal by denitrification was greatest at long resi-
dence time. This is because organic matter in the hyporheic
zone is mineralized to ammonium, which can be transformed
into NO3 by nitrification in aerobic zones. If the aerobic zone
is close to an anaerobic zone, NO3 can be reduced and
exported from the system as a gas to the atmosphere through
the denitrification process [Duff and Triska, 2000]. It is possi-
ble that in streams with a strong groundwater discharge sub-
ject to a small stream stage fluctuation, hyporheic exchange
would be relatively rapid and limited in extent. As a result,
anaerobic sites in the hyporheic zone would be less common
and nitrification would be dominant, causing riparian zones
to be a NO3 source. In low groundwater gradient streams in
response to large stream stage fluctuation, the hyporheic
exchange might be slow and extensive. Consequently, denitri-
fication might be more important under anaerobic conditions,
which makes riparian zones a net NO3 sink. Further study is
needed to study this coupled nitrification-denitrification
Figure 11. Linear regression results between the total NO3 removal (g m
1) and (a) hydraulic gradi-
ent; (b) hydraulic conductivity; (c) maximum stream stage rise; and (d) hydrograph duration based on
200 Monte Carlo simulation results.
process as the biogeochemical hot moment during stream
stage fluctuation.
[44] It is worth mentioning that although this study took
NO3 reduction by denitrification as an illustration of
biogeochemical process in the riparian zone, the conclusion
drawn by this study is generic and should also be applicable
to other biogeochemical processes such as sulfate reduc-
tion, iron reduction, and aerobic biodegradation of organic
pollutants, etc. The stream water chemicals other than
DOC that might trigger biogeochemical hot spots at the ri-
parian zone include temperature, oxygen, and other macro
and micro nutrients. Furthermore, the BSHM might play a
role in buffering terrestrial pollutants in addition to stream
water chemistry, as the riparian buffer was widely used to
protect surface water quality. For example, land-derived
NO3 was subject to the same consumption process as
stream-derived NO3 in our study. Thus the potential of
riparian buffers to remove groundwater pollutants during
the BSHM is equally important. We present a sample anal-
ysis on the significance of BSHM on in-stream NO3 trans-
port in the following section.
4.3. Significance of the Hot Moment on Nutrient
Balance
[45] To evaluate the importance of BSHM with respect
to N export from watersheds, we compare BSHM with in-
stream N uptake, an intensively studied N retention mecha-
nism in streams [e.g., Peterson et al., 2001]. We compiled
several major storage metrics (QL, , Ts, and As/A) and
NO3 uptake metrics (U and Vf) for transient storage from
the literatures (Table 2). We then calculated the same met-
rics for bank storage based on the data generated from the
Monte Carlo simulation. The lateral inflow per length of
stream QL in transient storage and bank storage were 5.9
and 10.4 m3 d1 m1, respectively, which indicated compa-
rable water flux through storage zone in bank storage com-
pared to transient storage. The storage exchange coefficient
, the lateral inflow normalized by the stream cross section
area (¼QL/A), of bank storage were lower than that of tran-
sient storage. On the other hand, residence time in storage
zone and normalized storage area were about 29-fold and
4-fold higher in bank storage than in transient storage.
Comparisons of NO3 uptake between bank storage and
transient storage was accomplished by using areal uptake
rate (U, NO3 mass removal per unit area of streambed per
unit time) and uptake velocity (Vf, vertical velocity of NO

3
through the water column toward the streambed). These
metrics of NO3 uptake are preferred metric over uptake
length (Sw) because they are independent of stream dis-
charge [Ensign and Doyle, 2006]. U was about 22-fold
greater in bank storage than in transient storage, suggesting
strong NO3 uptake potential in bank storage. Since U is a
Figure 12. Relationship between the total mass removal
M and (a) the maximum bank storage volume Vmax; (b) the
total solute mass brought in by infiltrating stream water Min
¼ Vmax  C, where C is the NO3 concentration in the
stream, and (c) the product of Min, transport time t, and
reaction rate R. (Note that we used the zero-order reaction
rate constant R instead of a first order rate constant k in
equation (10).) Circles indicate Monte Carlo simulation
results.
Table 2. Comparison of Storage and NO3 Uptake Metrics Between In-Stream Transient Storage and Bank Storage Processes
a
Metric Name Symbol
Transient Storage
Median (SD)
Bank Storage
Median (SD)
Transient Storage Metrics Lateral Inflow Per Unit Length of Stream QL (m
3 m1 d1) 5.9 (7.6) 10.4 (22)
Storage Exchange Coefficientb  (s1) 3.5  104 (2.1  104) 7.5  105 (1.6  104)
Residence Time in Storage Zoneb Ts (min) 286.7 (321) 2.5  103 (5.1  103)
Normalized Area of Storage Zoneb As/A 1.4 (4.6) 6 (33.3)
Nitrate Uptake Metrics Areal Uptake Ratec U (mgm2 min1) 16.7 362 (3.0  103)
Uptake Velocityc Vf (m min
1) 6  105 2.7  105 (2.4  104)
aThe detailed definition and derivation of these metrics can be found in Stream Solute Workshop [1990].
b[Lautz and Siegel, 2007].
c[Mulholland et al., 2008]
function of NO3 concentration, we also compared Vf, nor-
malized U by NO3 concentration (U/C). Vf in bank storage
was lower than that in transient storage. One can see that
bank storage, if it occurs, can induce a similar magnitude
of hydraulic exchange and solute removal to in-stream nu-
trient spiraling processes caused by transient storage. Since
transient storage becomes less efficient at removing
nutrients at high flow conditions [Hall et al., 2002], bank
storage and transient storage might complement each other
in the way that transient storage is dominant during base
flow while bank storage takes over during high flow in
regard to nutrient retention.
[46] Despite its NO3 retention capacity, the significance
of the riparian hot moment might be limited by the tran-
sient nature of stream-riparian interactions, which only
occurs during episodic hydrological events in contrast to
steady state in-stream hyporheic exchange, e.g., channel
bed form induced [Cardenas and Wilson, 2007], under base
flow conditions. To investigate whether BSHM is signifi-
cant with respect to long-term nutrient uptake, we con-
ducted a simulation of stream-riparian interaction based on
the observed hydrograph at our site from 29 March 2011 to
29 March 2012 (Figure 9). Our results showed a total NO3
removal of 193 g m1 of stream. In comparison, the annual
mean in-stream NO3 mass removal due to nutrient spiraling
is 35.11 g m1, assuming a 4 m wide headwater stream and
a median in-stream NO3 uptake rate of 16.7 mg m
2 min1.
One can see the BSHM is a potential significant nutrient
retention mechanism at long time scales.
[47] In addition, the time span of stream-riparian interac-
tion can be prolonged depending on the water table dynam-
ics. The stream can become a dominant control on riparian
water table gradients, particularly in flat floodplains [Vidon
and Hill, 2004b]. During dry periods, water table gradients
could reverse from streamward to landward [Burt et al.,
2002; Duval and Hill, 2006]. During this period, stream-or-
igin groundwater extends all the way to the field edge,
effectively extending the hyporheic zone throughout the ri-
parian area [Duval and Hill, 2007]. Denitrification has been
identified to be responsible for some of the observed NO3
losses as stream water moved inland by tracking NO3
injections with a bromide tracer. These studies demonstrate
that base flow bank infiltration can be a dominant control
on riparian hydrology and biogeochemistry.
[48] Finally, dam operations and diel snow melt also create
short, but frequent, flow dynamics, inducing large amounts of
surface water in and out the riparian aquifer. The near-
stream-riparian aquifer thus serves as a natural biogeochemi-
cal reactor that alters the chemical signatures of surface water
and groundwater discharge, either improving or degrading
their quality depending on what reactions occur. In general,
the rivers experiencing pronounced and prolonged water table
fluctuations are likely subject to significant biogeochemical
alteration. The impacts on chemical transport at watershed
scales can be significant because stage fluctuation-induced
hyporheic exchange occurs relatively briefly yet over much
larger spatial scales than the in-stream hyporheic exchange.
5. Conclusion
[49] In this study we have focused on the hyporheic
exchanges in riparian zones induced by stream stage fluctu-
ations, referred to as bank storage. We have investigated
(1) how bank storage can influence riverine transport of
contaminants such as nitrate, (2) how this effect changed
with hydrobiogeochemical factors, and (3) how significant
the effect is with respect to riverine nitrate transport. The
biogeochemical processes during bank storage were ana-
lyzed using a two-dimensional, variably saturated flow and
multispecies reactive transport model. The model captured
field-collected water table and temperature dynamics
reasonably well. Using an exemplifying numerical simula-
tion, we have shown that high biogeochemical activities
occurred at the near-stream riparian zone, a process defined
as bank storage hot moment (BSHM). The stochastic mod-
els of varying hydraulic and biogechemical conditions
showed that stream fluctuations can lead to maximum bank
storage volume ranging from 0 to 259 m3 m1 of river
channel. Taking denitrification as the example, a BSHM
can lead to a median removal of 2.1 g NO3 per meter of
river channel. The sensitivity of BSHM and related nutrient
dynamics to biogeochemical and hydrological factors were
analyzed using Monte Carlo simulations. This result sug-
gested that a BSHM may be a significant process contributing
to the nutrient budget at the ecosystem level. The primary
controls on BSHM are the residence time, bank storage vol-
ume, and denitrification rate. Consequently, a significance
index representing the coupled hydrobiogeochemical controls
on riparian hot spots was developed to help predicting when
BSHM can become important in a particular stream. The
generalization that focuses on a single stream stage fluctua-
tion in this study will help to categorize watersheds with
regard to their significance of biogeochemical hot moments
per individual hydrological disturbance.
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