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Abstract
In this paper we prove in a rigorous mathematical way (using the
Clifford bundle formalism) that the energies and momenta of two dis-
tinct and arbitrary free Maxwell fields (of finite energies and momenta)
that are superposed are additive and thus that there is no incompati-
bility between the principle of superposition of fields and the principle
of energy-momentum conservation, contrary to some recent claims. Our
proof depends on a noticeable formula for the energy-momentum den-
sities, namely, Riesz formula ⋆T a = 1
2
⋆ (FθaF˜ ), which is valid for any
electromagnetic field configuration F satisfying Maxwell equation ∂F= 0.
1 Introduction
In this paper we analyze the compatibility of the principle of superposition
for Maxwell fields and the principle of energy-momentum conservation. More
exactly, we prove in a rigorous mathematical way, using the Clifford bundle for-
malism, that the energy and momentum of two distinct and otherwise arbitrary
Maxwell fields (of finite energy) are additive. Let us now describe precisely our
problem.
In a given inertial frame I = ∂/∂x0 ∈ secTM in Minkowski spacetime (see
Appendix for some details) with a natural adapted coordinates {xµ} in Einstein-
1
Lorentz-Poincare´ gauge1 we have two identical antennas that are put on at time
t = −τ and which are able to produce two distinct electromagnetic fields, which
we take for simplicity, as being of the same time duration τ . So, at time t = 0
we have two electromagnetic field configurations denoted F1(0,x) and F2(0,x),
which, of course, have compact support in a region R ⊂ R3 (the rest space of
the inertial frame) and which we suppose are moving in opposite directions
(to fix the ideas the z-direction). We suppose moreover that the two antennas
are separated by a distance D > τ , which means that one does not affect the
other during the time they are generating the arbitrary electromagnetic field
configurations F1(0,x) and F2(0,x). These fields can then be taken as Cauchy
data for Maxwell equations and at any time t satisfy Maxwell equation2 in free
space
∂F1 = 0, ∂F2 = 0. (1)
Let d be the distance between the wave fronts of the two pulses at t = 0
measured along the z axis. Now, at time t = (d + τ)/2 the pulses F1(t,x) and
F2(t,x) (which will be always diffracted
3 in relation to the initial configurations
F1(0,x) and F2(0,x)) which move with the velocity of light c = 1 fill the same
region of space and generate a total electromagnetic field
F (t,x) = F1(t,x) + F2(t,x), (2)
which satisfy also the free Maxwell equation (with appropriate initial conditions)
due to the principle of superposition valid for linear partial differential equations,
∂F = 0. (3)
In the Clifford bundle formalism the energy-momentum densities ⋆T a ∈
sec
∧3 T ∗M →֒ sec Cℓ(M, η) (a = 0, 1, 2, 3) of an electromagnetic field configu-
ration F is given by Riesz formula4 (see Appendix)
⋆ T a =
1
2
⋆ (FθaF˜ ), (4)
and the energy-momentum P aF of the field configuration at time t = t is given
by
P aF =
∫
B2
⋆T a, (5)
1We use units where the velocity of light c has the numerical value 1 and so the timelike
coordinate x0 = t.
2No misprint here. Maxwell equation in free space ∂F = 0 is the equation of motion for
an electromagnetic field configuration F ∈ sec
V
2 T ∗M →֒ sec Cℓ(M, η), where Cℓ(M,η) is the
Clifford bundle of differential forms. See the Appendices for explanation of the symbols and
the main definitions and [19] for a detailed exposition.
3This is a consequence of the non focusing theorem. See [26] and also [3].
4Notice that Ta = Tabθ
b, where Tab are the components of the usual [15] energy-
momentum tensor of Maxwell theory. Discussions about the appropriateness for the use
of the usual energy-momentum tensor for the description of energy-momentum propagation
are given in [15, 17].
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where5 B2 is contained in the constant time hypersurface t = t in Minkowski
spacetime.
Now, due to Eq.(2) we have
⋆T a =
1
2
⋆ (FθaF˜ ) =
1
2
⋆ ((F1 + F2) θ
a ˜(F1 + F2))
=
1
2
⋆ (F1θ
aF˜1 + F2θ
aF˜2 + F1θ
aF˜2 + F2θ
aF˜1) (6)
= ⋆T a1 + ⋆T
a
2 + ⋆K
a
where
⋆T a1 =
1
2
⋆ (F1θ
aF˜1), ⋆ T
a
2 =
1
2
⋆ (F2θ
aF˜2),
⋆Ka =
1
2
⋆ (F1θ
aF˜2 + F2θ
aF˜1). (7)
Then we have that
P aF =
∫
B2
⋆T a =
∫
B2
⋆T a1 +
∫
B2
⋆T a2 +
∫
B2
⋆Ka. (8)
We want to prove that the energy and momentum of the field configuration
F1 and F2 at time t = t (and indeed at any time) is additive, i.e., is given by
P aF = P
a
F1 + P
a
F2 , a = 0, 1, 2, 3, (9)
with
P aF1 =
∫
B2
⋆T a1 , P
a
F2 =
∫
B2
⋆T a2 . (10)
This problem is a nontrivial one, and has been not discussed in the literature
in an appropriate and satisfactory way according to our view. For example, in
[11] (written in 1980) the author said that he found the problem discussed in
only two ([6, 24]) out of 50 textbooks he has examined. Moreover, from a few
papers published in the literature, we found some good ideas, but none offers
a rigorous solution for the problem. Worse, some papers and books [2, 9, 10]
have very odd and/or dubious statements. Indeed, in [2] it is said that Eq.(8)
implies in non conservation of energy-momentum. The statement about non
conservation of energy-momentum is also done by the author of [9, 10] who
says that results of recent experiments [7] endorse his statement6. In [8] the
double slit interference with monochromatic waves7 is analyzed and it is said
that energy-momentum is conserved only after spatial average. On the other
hand, e.g., [4] shows that Eq.(9) is the correct one for the case of two plane
5See Figure 1 for the defintion of regions B1, B2, B3, B′3, C1,C2, C
′
1
and C′
2
.
6A more intelligible and realistic analysis of light transmission through two slits is given
in [25].
7Which, of course, do not have compact support in R3.
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waves moving in opposite directions, but since waves of this kind (which do not
have compact support) have infinite energy when the integration in Eq.(8) is
done in all space, his approach cannot in any way be considered satisfactory.
In [1] it is proposed that energy-momentum tensors that differ from an exact
differential must be considered equivalent. This is a good idea, if it could be
proved (something which has not been done in [1]) that
⋆Ka = −d ⋆ Ea
for some ⋆Ea ∈ sec
∧2
T ∗M →֒ sec Cℓ(M, η) which goes to zero at spatial infinity
at time t = t, since in this case we can write using Stokes theorem that∫
B2
⋆Ka = −
∫
B2
d ⋆ Ea = −
∫
∂B2
⋆Ea = 0 (11)
In the Section 2 we show that this is indeed the case for our problem. In Section
3 we prove that the energies and momenta of two different superposed electro-
magnetic field configurations are indeed additive. In Section 4 we present our
conclusions. The paper have 4 Appendices. Appendix A introduces the concept
of Clifford bundles, some important Clifford algebra identities, the Hodge star
operator as an algebraic operation, and the Dirac operator acting on sections of
the Clifford bundle. Appendix B presents Maxwell equation ∂F = J and the
noticeable formula for the energy-momentum densities ⋆T a = 12 ⋆ (Fθ
aF˜ ). In
Appendix C we describe the main features of the standard cylinder in Minkowski
spacetime need in the applications of the Stokes theorem in the main text and
in Appendix D we recall for completeness the generalized Green’s formula for
differential forms.
2 Proof that ⋆Ka = −d ⋆ Ea
From Maxwell theory it follows (see Appendix) that for any free electromagnetic
field configuration that
δT a = −∂yT a = 0.
Since we obviously have ∂yT a1 = ∂yT
a
2 = 0, we necessarily must have that
∂yKa = 0, i.e.,
∂y
1
2
(F1θ
aF˜2 + F2θ
aF˜1) = 0. (12)
To show that this is indeed the case, first, observe that
F1θ
aF˜2 =
〈
F1θ
aF˜2
〉
1
+
〈
F1θ
aF˜2
〉
3
, (13)
F2θ
aF˜1 =
〈
F2θ
aF˜1
〉
1
+
〈
F2θ
aF˜1
〉
3
.
When the previous equations are added, the terms
〈
F1θ
aF˜2
〉
3
and
〈
F2θ
aF˜1
〉
3
cancel and we have
F1θ
aF˜2 + F2θ
aF˜1 =
〈
F1θ
aF˜2 + F2θ
aF˜1
〉
1
. (14)
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Returning to Eq.(12) we see that we need only to calculate ∂y
〈
F1θ
aF˜2 + F2θ
aF˜1
〉
1
.
We have,
∂y
〈
F1θ
aF˜2 + F2θ
aF˜1
〉
1
=
〈
∂
(
F1θ
aF˜2
)
+ ∂
(
F2θ
aF˜1
)〉
0
=
〈
θbDeb
(
F1θ
aF˜2
)
+ θbDeb
(
F2θ
aF˜1
)〉
0
(15)
or
∂y
〈
F1θ
aF˜2 + F2θ
aF˜1
〉
1
=
〈(
θbDebF1
)
θaF˜2 + θ
bF1Deb (θ
a) F˜2 + θ
bF1θ
aDeb F˜2
+
(
θbDebF2
)
θaF˜1 + θ
bF2Deb (θ
a) F˜1 + θ
bF2θ
aDeb F˜1
〉
0
.
(16)
On the other hand, from the Eq. (1) we have
θbDebF1 = ∂F1 = 0 and θ
bDebF2 = ∂F2 = 0 (17)
and recalling that θa = δaµdx
µ and eb = δ
µ
b
∂/∂xµ, we have that Debθ
a = 0.
Then, Eq. (12) can be written as
∂y
1
2
〈
F1θ
aF˜2 + F2θ
aF˜1
〉
1
=
1
2
〈
θbF1θ
aDeb F˜2 + θ
bF2θ
aDeb F˜1
〉
0
(18)
Now we examine the term
〈
θbF1θ
aDeb F˜2 + θ
bF2θ
aDeb F˜1
〉
0
. First observe
that
θb
(
F1θ
aDeb F˜2
)
= θb
〈
F1θ
aDeb F˜2
〉
1
+ θb
〈
F1θ
aDeb F˜2
〉
3
= θby
〈
F1θ
aDeb F˜2
〉
1
+ θb ∧
〈
F1θ
aDeb F˜2
〉
1
+θby
〈
F1θ
aDeb F˜2
〉
3
+ θb ∧
〈
F1θ
aDeb F˜2
〉
3
.
(19)
Then
〈
θbF1θ
aDeb F˜2
〉
0
= θby
〈
F1θ
aDeb F˜2
〉
1
=
〈
F1θ
aDeb F˜2
〉
1
xθb
=
〈
F1θ
a
(
Deb F˜2
)
θb
〉
0
=
〈
F1θ
a
(
F˜2
←−
∂
)〉
0
(20)
where we use the symbol
(
Deb F˜2
)
θb := F˜2
←−
∂ . Since F˜2
←−
∂ = (˜∂ F2) = 0, we
have
〈
θbF1θ
aDeb F˜2
〉
0
= 0. Analogously we get that
〈
θbF2θ
aDeb F˜1
〉
0
= 0,
and thus 〈
θbF1θ
aDeb F˜2 + θ
bF2θ
aDeb F˜1
〉
0
= 0. (21)
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Now, using Eq.(21) in Eq. (18) we have
∂y
1
2
〈
F1θ
aF˜2 + F2θ
aF˜1
〉
1
= 0. (22)
We just proved that indeed, δKa = 0, or what is the same, that
d ⋆Ka = 0, (23)
and since we are in Minkowski spacetime Poincare´’s lemma implies that the
3-form fields ⋆Ka ∈ sec
∧3
T ∗M →֒ sec Cℓ(M, η) must be exact, i.e.,
⋆Ka = −d ⋆ Ea, (24)
or
δEa = −Ka (25)
3 The Energies and Momenta of Two Different
Superposed Electromagnetic Field Configura-
tions are Additive.
In this section the standard cylinder of Minkowski spacetime and its boundary
submanifolds (see Figure ) described in the Appendix will be used. We start
our enterprise by recalling that since ⋆T a = ⋆T a1 + ⋆T
a
2 + ⋆K
a and d ⋆ T a =
0, d ⋆ T a1 = 0, d ⋆ T
a
2 = 0 and d ⋆K
a = 0 we can use Stokes theorem to write
0 =
∫
N
d ⋆Ka = −
∫
B′1
⋆Ka +
∫
B′2
⋆Ka +
∫
B′3
⋆Ka
= −
∫
B1
⋆Ka +
∫
B2
⋆Ka +
∫
B′3
⋆Ka, (26)
from where it follows that∫
B1
⋆Ka =
∫
B2
⋆Ka +
∫
B′3
⋆Ka. (27)
Now, if we take into account Eq.(7) which defines ⋆Ka we see immediately
that
∫
B′3
⋆ Ka = 0 because F1|B′3
= 0 and F1|B′3
= 0. Also, since (obviously)
⋆Ka|B1 = 0 it follows that
∫
B1
⋆Ka = 0 and we get that
∫
B2
⋆Ka = 0, (28)
even if ⋆Ka|B2 6= 0.
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Using these results we can calculate the total energy of F = F1 + F2 con-
taining in B2. We have, taking into account Eq.(6) and Eq.(28) that∫
B2
⋆ T a =
∫
B2
⋆ (T a1 + T
a
2 ) +
∫
B2
⋆Ka
=
∫
B2
⋆ (T a1 + T
a
2 ),
i.e.,
P aF = P
a
F1 + P
a
F2 , (29)
as we wanted to prove.
4 Conclusions
In this paper we proved that the energy and momenta of two free electromag-
netic field configurations (which satisfy at any instant of time a free Maxwell
equation and for each finite instant of time have compact support in R3) of
finite energy are additive and thus there is no incompatibility between the prin-
ciple of superposition of energy and the principle of energy-momentum conser-
vations as suggested by some authors, quoted in Section 18. We emphasize
that our proof is made relatively simple due to the amazing power of the Clif-
ford bundle formalism, and indeed we do not see how to do the calculations
using the old Heaviside-Gibbs vector calculus, or even only the Cartan cal-
culus of differential forms, since our proof depends deeply on the noticeable
formula for the energy-momentum densities, namely ⋆T a = 12Fθ
aF˜ which is
valid for any electromagnetic field configuration F satisfying Maxwell equation
∂F = 0. We emphasize also that we have found there exist closed 2-forms
⋆Wa ∈ sec
∧2
T ∗M →֒ sec Cℓ(M, η) satisfying generalized Maxwell equations
∂Wa = T a + ⋆Ma. This result that will be explored in future publications.
A Clifford Bundles
Let (M, η,D, τη, ↑) be Minkowski spacetime. (M, η) is a four dimensional space
oriented (by the volume form τη) and time oriented (by the equivalence re-
lation ↑, see [19]) Lorentzian manifold, with M ≃ R4 and η ∈ secT 02M is a
Lorentzian metric of signature (1, 3). T ∗M [TM ] is the cotangent [tangent]
bundle. T ∗M = ∪x∈MT
∗
xM , TM = ∪x∈MTxM , and TxM ≃ T
∗
xM ≃ R
1,3,
where R1,3 is the Minkowski vector space . D is the Levi-Civita connection
of η, i.e., Dη = 0, R(D) = 0. Also T(D) = 0, R and T being respectively
the torsion and curvature tensors. Let η ∈ secT 20M be the metric on the
cotangent bundle associated to η ∈ secT 02M . The Clifford bundle of differen-
tial forms Cℓ(M, η) is the bundle of algebras, i.e., Cℓ(M, η) = ∪x∈MCℓ(T
∗
xM),
8We observe that the same problem occur for all linear field theories, and indeed in reference
([11, 12, 21]) we have some discussion of the problem for sound (and other elastic) waves.
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where ∀x ∈ M , Cℓ(T ∗xM) = R1,3, the so called spacetime algebra. Recall also
that Cℓ(M, η) is a vector bundle associated to the orthonormal frame bun-
dle PSOe
(1,3)
(M), i.e., Cℓ(M, η) = PSO+(1,3)(M) ×ad R1,3 (see details in, e.g.,
[16, 13, 19]). For any x ∈ M , Cℓ(T ∗xM) is a linear space over the real field R.
Moreover, Cℓ(T ∗xM) is isomorphic to the Cartan algebra
∧
T ∗xM of the cotan-
gent space and
∧
T ∗xM =
∑4
k=0
∧
kT ∗xM , where
∧k
T ∗xM is the
(
4
k
)
-dimensional
space of k-forms. Then, sections of Cℓ(M, η) can be represented as a sum of non
homogeneous differential forms. Let {xµ} be coordinates in Einstein-Lorentz-
Poincare´ gauge for M and let {eµ = ∂/∂x
µ} ∈ secFM (the frame bundle) be
an orthonormal basis for TM , i.e., η(eµ, eν) = ηµν = diag(1,−1,−1,−1), Let
γν = dxν ∈ sec
∧1
T ∗M →֒ sec Cℓ(M, η) (ν = 0, 1, 2, 3) such that the set {γν}
is the dual basis of {eµ}, and of course, η(γ
µ, γν) = ηµν = diag(1,−1,−1,−1).
We introduce moreover the notations θa = δaµdx
µ and ea = δ
µ
a
∂
∂xµ . We say that
{ea} is a section of the orthonormal frame bundle PSOe
(1,3)
(M) and its dual basis
{θa} is a section of the orthonormal coframe bundle (denoted PSOe
(1,3)
(M)).
A.1 Clifford Product
The fundamental Clifford product (in what follows to be denoted by juxtapo-
sition of symbols) is generated by θaθa + θbθa = 2ηab and if C ∈ Cℓ(M, η) we
have
C = s+ vaθ
a +
1
2!
babθ
aθb +
1
3!
aabcθ
aθbθc + pθ5 , (30)
where τη := θ
5 = θ0θ1θ2θ3 = dx0dx1dx2dx3 is the volume element and s, va,
bab, aabc, p ∈ sec
∧0
T ∗M →֒ sec Cℓ(M, η).
Let Ar,∈ sec
∧r T ∗M →֒ sec Cℓ(M, η),Bs ∈ sec∧s T ∗M →֒ sec Cℓ(M, η). For
r = s = 1, we define the scalar product as follows:
For a, b ∈ sec
∧1
T ∗M →֒ sec Cℓ(M, η),
a · b =
1
2
(ab+ ba) = η(a, b). (31)
We define also the exterior product (∀r, s = 0, 1, 2, 3) by
Ar ∧ Bs = 〈ArBs〉r+s,
Ar ∧ Bs = (−1)
rsBs ∧Ar, (32)
where 〈〉k is the component in
∧k T ∗M (projection) of the Clifford field. The
exterior product is extended by linearity to all sections of Cℓ(M, η)..
For Ar = a1 ∧ ... ∧ ar, Br = b1 ∧ ... ∧ br, the scalar product is defined here
as follows,
Ar · Br = (a1 ∧ ... ∧ ar) · (b1 ∧ ... ∧ br)
=
∣∣∣∣∣∣
a1 · b1 .... a1 · br
.......... .... ..........
ar · b1 .... ar · br
∣∣∣∣∣∣ . (33)
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We agree that if r = s = 0, the scalar product is simple the ordinary product
in the real field.
Also, if r 6= s, then Ar · Bs = 0. Finally, the scalar product is extended by
linearity for all sections of Cℓ(M, η).
For r ≤ s, Ar = a1 ∧ ... ∧ ar, Bs = b1 ∧ ... ∧ bs we define the left contraction
by
y : (Ar ,Bs) 7→ AryBs =
∑
i1 <...<ir
ǫi1....is(a1∧...∧ar)·(bi1 ∧...∧bir)
∼bir+1∧...∧bis
(34)
where ∼ is the reverse mapping (reversion) defined by
∼: sec
p∧
T ∗M ∋ a1 ∧ ... ∧ ap 7→ ap ∧ ... ∧ a1 (35)
and extended by linearity to all sections of Cℓ(M, η). We agree that for α, β ∈
sec
∧0
T ∗M the contraction is the ordinary (pointwise) product in the real
field and that if α ∈ sec
∧0 T ∗M →֒ Cℓ(M, η), Ar,∈ sec∧r T ∗M →֒ Cℓ(M, η),
Bs ∈ sec
∧s
T ∗M →֒ Cℓ(M, η) then (αAr)yBs = Ary(αBs). Left contraction is
extended by linearity to all pairs of elements of sections of Cℓ(M, η), i.e., for
A,B ∈ sec Cℓ(M, η)
AyB =
∑
r,s
〈A〉ry〈B〉s, r ≤ s. (36)
It is also necessary to introduce the operator of right contraction denoted
by x. The definition is obtained from the one presenting the left contrac-
tion with the imposition that r ≥ s and taking into account that now if
Ar ∈ sec
∧r T ∗M →֒ Cℓ(M, η), Bs ∈ sec∧s T ∗M →֒ Cℓ(M, η) then Arx(αBs) =
(αAr)xBs.
The main formulas used in the present paper can be obtained (details may be
found in [19]) from the following ones (where a ∈ sec
∧1
T ∗M →֒ sec Cℓ(M, η)):
aBs = ayBs + a ∧ Bs,Bsa = Bsxa+ Bs ∧ a,
ayBs =
1
2
(aBs − (−1)
sBsa),
AryBs = (−1)
r(s−r)BsxAr,
a ∧ Bs =
1
2
(aBs + (−1)
sBsa),
ArBs = 〈ArBs〉|r−s| + 〈ArBs〉|r−s|+2 + ...+ 〈ArBs〉|r+s|
=
m∑
k=0
〈ArBs〉|r−s|+2k
Ar · Br = Br · Ar = A˜r yBr = ArxB˜r = 〈A˜rBr〉0 = 〈ArB˜r〉0, (37)
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〈AB〉r = (−1)
r(r−1)/2〈B˜A˜〉r,
〈ArBs〉r = 〈B˜sAr〉r = (−1)
s(s−1)/2〈BsAr〉r,
〈ArBsCt〉q = (−1)
ε〈CtBsAr〉q,
ε =
1
2
(q2 + r2 + s2 + t2 − q − r − s− t) (38)
A.2 Hodge Star Operator
Let ⋆ be the Hodge star operator, i.e., the mapping
⋆ :
k∧
T ∗M →
4−k∧
T ∗M, Ak 7→ ⋆Ak
where for Ak ∈ sec
∧k
T ∗M →֒ Cℓ(M, η)
[Bk · Ak]τη = Bk ∧ ⋆Ak, ∀Bk ∈ sec
∧k
T ∗M →֒ sec Cℓ(M, η). (39)
τη = θ
5 ∈
∧4 T ∗M is a standard volume element. Then we can verify that
⋆Ak = A˜kτη = A˜kθ
5. (40)
A.3 Dirac Operator
Let d and δ be respectively the differential and Hodge codifferential operators
acting on sections of sec
∧k T ∗M →֒ sec Cℓ(M, η). If Ap ∈ sec∧p T ∗M →֒
sec Cℓ(M, η), then δAp = (−1)
p ⋆−1 d ⋆Ap, with ⋆
−1⋆ = identity.
The Dirac operator acting on sections of Cℓ(M, g) is the invariant first order
differential operator
∂ = θaDea . (41)
A.3.1 DeaA
The reciprocal basis of {θb} is denoted {θa} and we have θa · θb = ηab (ηab =
diag(1,−1,−1,−1)). Also,
Deaθ
b = −ωbacθ
c = −ωbca θc, (42)
with ωbc
a
= −ωcb
a
, and ωbc
a
= ηbkωkalη
cl, ωabc = ηadω
d
bc
= −ωcba. Defining
ωa =
1
2
ωbc
a
θb ∧ θc ∈ sec
∧2
T ∗M →֒ sec Cℓ(M, η), (43)
we have (by linearity) that for any A ∈ sec
∧
T ∗M →֒ sec Cℓ(M, η)
DeaA = ∂eaA+
1
2
[ωa,A], (44)
where ∂ea is the Pfaff derivative
9
9E.g., if A = 1
p!
Ai1...ipθ
i1 ...θ.ip then ∂eaA =
1
p!
[ea(Ai1...ip)]θ
i1 ...θ.ip .
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A.3.2 ∂ = d− δ
Using Eq.(44) we can easily show the very important result:
∂A = ∂ ∧ A+ ∂yA = dA− δA,
∂ ∧A = dA, ∂yA = −δA. (45)
B Maxwell Equation
Eq.(45) permit us to write the Maxwell equations
dF = 0, δF = −J (46)
for F ∈ sec
∧2
T ∗M →֒ sec Cℓ(M, η) as a single equation (Maxwell equation),
∂F = J. (47)
B.1 The Noticeable Riesz Formula Ta =
1
2
FθaF˜
We now prove that the energy-momentum densities ⋆Ta of the Maxwell field can
be written in the Clifford bundle formalism as10:
⋆ Ta =
1
2
⋆ (FθaF˜ ) ∈ sec
∧3
T ∗M →֒ sec Cℓ(M, η). (48)
To derive Eq.(48) we start from the Maxwell Lagrangian
Lm =
1
2
F ∧ ⋆F, (49)
where F = 12Fabθ
a ∧ θb := 12Fabθ
ab ∈ sec
∧2
TM →֒ sec Cℓ(M, η) is the elec-
tromagnetic field. Now, denoting by δ the variational symbol11 we can easily
verify that
δ ⋆ θab = δθc ∧ [θcy ⋆ θ
ab].
Moreover, in general δ and ⋆ do not commute. Indeed, for any Ap ∈ sec
∧p
T ∗M →֒
sec Cℓ(M, η) we have
[δ, ⋆]Ap = δ ⋆Ap − ⋆δAp (50)
= δθa ∧ (θay ⋆Ap)− ⋆ [δθ
a ∧ (θayAp)] .
10The formula Ta =
1
2
FθaF˜ has been first obtained (but, not using the algebraic derivatives
of the Lagrangian density) by M. Riesz in 1947 [18] and it has been rediscovered by Hestenes
in 1996 [5] (which also does not use the algebraic derivatives of the Lagrangian density).
Algebraic derivatives of homogenous form fields has been described, e.g., in Thirring’s book
[23].
11Please, do not confuse the variational symbol δ with the symbol δ of the Hodge coderiv-
iative.
11
Multiplying both members of Eq.(50) with Ap = F on the right by F∧ we get
F ∧ δ ⋆ F = F ∧ ⋆δF + F ∧ {δθa ∧ (θay ⋆ F )− ⋆[δθ
a ∧ (θayF )]}.
Next we sum δF ∧ ⋆F to both members of the above equation obtaining
δ (F ∧ ⋆F ) = 2δF ∧ ⋆F + δθa ∧ [F ∧ (θay ⋆ F )− (θayF ) ∧ ⋆F ].
Then, it follows (see, [19, 20] for details) that if12 δθa = −£ξθ
a, for some
diffeomorphism generated by the vector field ξ that
⋆Ta =
∂Lm
∂θa
=
1
2
[F ∧ (θay ⋆ F )− (θayF ) ∧ ⋆F ] .
Now,
(θayF ) ∧ ⋆F = − ⋆ [(θayF )yF ] = −[(θayF )yF ]τη
and using also the identity [19]
(θayF ) ∧ ⋆F = θa(F · F )τη − F ∧ (θay ⋆ F ).
we get
1
2
[F ∧ (θay ⋆ F )− (θayF ) ∧ ⋆F ] =
1
2
{θa(F · F )τη − (θayF ) ∧ ⋆F − (θayF ) ∧ ⋆F}
=
1
2
{θa(F · F )τη − 2(θayF ) ∧ ⋆F}
=
1
2
{θa(F · F )τη + 2[(θayF )yF ]τη}
= ⋆
(
1
2
θa(F · F ) + (θayF )yF
)
=
1
2
⋆ (FθaF˜ ),
where in writing the last line we used the identity
1
2
FnF˜ = (nyF )yF +
1
2
n(F · F ), (51)
whose proof is as follows:
(nyF )yF +
1
2
n(F · F ) =
1
2
[(nyF )F − F (nyF )] +
1
2
n(F · F )
=
1
4
[nFF − FnF − FnF + FFn] +
1
2
n(F · F )
= −
1
2
FnF +
1
4
[−2n(F · F ) + n(F ∧ F ) + (F ∧ F )n] +
1
2
n(F · F )
= −
1
2
FnF +−
1
2
n(F · F ) +
1
2
n ∧ (F ∧ F ) +
1
2
n(F · F )
= −
1
2
FnF =
1
2
FnF˜ .
12£ξ denotes the Lie derivative in the direction of the vector field ξ.
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valid for any n ∈ sec
∧1
T ∗M →֒ sec Cℓ(M, η) and F ∈ sec
∧2
T ∗M →֒
sec Cℓ(M, η).
For completeness and presentation of some more tricks of the trade we detail
the proof that Ta · θb = Tb · θa.
Ta · θb = −
1
2
〈FθaFθb〉0 = −〈(Fxθa)Fθb〉0 −
1
2
〈(θayF + θa ∧ F ) Fθb〉0
= −〈(Fxθa)Fθb〉0 −
1
2
〈(θaFFθb〉0
= −〈(Fxθa)(Fxθb) + (Fxθa)(F ∧ θb)〉0 +
1
2
〈θa(F · F )θ
b〉0 −
1
2
〈 θa(F ∧ F ) θb〉0
= −〈(Fxθa)(Fxθb)〉0 +
1
2
〈(F · F )(θa · θb)〉0
= −(Fxθb) · (Fxθa) +
1
2
(F · F )(θb · θa) = Tb · θa.
Note moreover that
Tab = Ta · θb = −η
clFacFbl +
1
4
FcdF
cdηab, (52)
a well known result.
Of course, for the free electromagnetic field we have that d ⋆ T a = 0, which
is equivalent to δT a = −∂yT a = 0. Indeed, observe that
∂yT a= ∂y
1
2
(FθaF˜ )
=
1
2
〈∂(FθaF˜ )〉0
=
1
2
〈(∂F )θaF˜ + θb
(
FθaDeb F˜
)
〉0
=
1
2
〈θb
(
FθaDeb F˜
)
〉0, (53)
where we used that ∂F = 0. Now,
θb
(
FθaDeb F˜
)
= θb
〈
FθaDeb F˜
〉
1
+ θb
〈
FθaDeb F˜
〉
3
= θby
〈
FθaDeb F˜
〉
1
+ θb ∧
〈
FθaDeb F˜
〉
1
+θby
〈
FθaDeb F˜
〉
3
+ θb ∧
〈
FθaDeb F˜
〉
3
.
(54)
Then
〈θb
(
FθaDeb F˜
)
〉0 = θ
b
y
〈
FθaDeb F˜
〉
1
=
〈
FθaDeb F˜
〉
1
xθb
=
〈
FθaDeb F˜ θ
b
〉
0
= 〈Fθa(˜∂F )〉0 = 0,
where we used the symbol (˜∂F ) := Deb F˜ θ
b and the fact that (˜∂F ) = 0.
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B.2 Enter New Maxwell Like Equations d ⋆Wa = − ⋆ T a,
dWa = ⋆Ma
Let ⋆T a = 12 ⋆ (Fθ
aF˜ ) ∈ sec
∧3
T ∗M →֒ sec Cℓ(M, η) be the energy-momentum
densities of a free electromagnetic field configuration F ∈ sec
∧2
T ∗M →֒ sec Cℓ(M, η)
(∂F = 0). As we already know, we have
− δT a = ∂yT a = 0. (55)
Eq.(55) is equivalent to d ⋆ T a = 0 and since we are in Minkowski spacetime
there must exist Wa ∈ sec
∧2
T ∗M →֒ sec Cℓ(M, η) such that
− T a = δWa. (56)
Of course, we must also have
dWa = ⋆Ma, (57)
for some Ma ∈ sec
∧1
T ∗M →֒ sec Cℓ(M, η). Eqs. (56) and (57) may be writen
as ∂Wa = ⋆Ma + T a. In another publication [14] we determine the explicit
form of the Wa and the Ma.
C Standard Cylinder N in Minkowski Space-
time and its Boundary Submanifolds
Let N be the standard cylinder (Figure 1 at the end of the paper) [22] in
Minkowski spacetime described in the Einstein-Lorentz-Poincare´ coordinates
{xµ} naturally adapted to a inertial frame I = ∂/∂x0 by
N =
{
(x0, x1, x2, x3)} |
3∑
i=1
xixi ≤ r′, 0 ≤ x0 ≤ t
}
(58)
The boundary manifolds of N are the following submanifolds of M ,
B′1 =
{
(0, x1, x2, x3)} |
3∑
i=1
xixi < r′
}
B′2 =
{
(t, x1, x2, x3)} |
3∑
i=1
xixi < r′
}
B′3 =
{
(x0, x1, x2, x3)} |
3∑
i=1
xixi = r′, 0 < x0 < t
}
C′1 =
{
(0, x1, x2, x3)} |
3∑
i=1
xixi = r′
}
C′2 =
{
(t, x1, x2, x3)} |
3∑
i=1
xixi = r′
}
, (59)
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where B′3 is a timelike hypersurface and the other four are spacelike hypersur-
faces. We define also the manifolds B1 ⊂ B
′
1 and B2 ⊂ B
′
2
B1 =
{
(0, x1, x2, x3)} |
3∑
i=1
xixi < r1, r1 << r
′
}
,
B2 =
{
(t, x1, x2, x3)} |
3∑
i=1
xixi < r2, r2 << r
′
}
, (60)
which contain respectively ( see Figure 1) the field configurations F (0,x) =
F1(0,x)+F2(0,x) and F (t,x) = F1(t,x)+F1(t,x).
We denote the interior ofN by U ′ and also introduce the submanifold U ⊂ U ′
(Figure 1). Table 1 collects [22] the main features of the above submanifolds,
necessary for the integrations (appearing in Stokes theorem) performed in the
main text
Submanifold Topology Orientation Closure
Causal
Character
U
U ′
R4
R4
from M
from M
U− = U
3⋃
j=1
Bj
2⋃
i=1
Ci
U ′− = U ′
3⋃
j=1
B′j
2⋃
i=1
C′i
timelike
Bi (i = 1, 2)
B′i (i = 1, 2)
R3
R3
from U
from U ′
B−i = Bi
⋃
Ci
B′−i = B
′
i
⋃
C′i
spacelike
B3
B′3
R×S2
R×S2
from U
from U ′
B−3 = B3
⋃
C1
⋃
C2
B′−3 = B
′
3
⋃
C′1
⋃
C′2
timelike
Ci(i = 1, 2)
C′i(i = 1, 2)
S2
S2
from Bi, not B3
from B′i, not B
′
3
C−i = Ci
C′−i = C
′
i
spacelike
Table 1. Main Features of the Submanifolds N,B′i, Bi, C
′
i and Ci
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Figure 1: Standard Cylinder N in Minkowski Spacetime, its Boundary Mani-
folds and the Field Configurations F1(0,x), F2(0,x) and F (t,x) = F1(t,x) +
F2(t,x)
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