ABSTRACT. The Conley index for continuous dynamical systems is defined for (one-sided) semiflows. For (two-sided) flows, there are two indices defined: one for the forward flow; and one for the reverse flow. In general, the two indices give different information about the flow; but for flows on orientable manifolds, there is a duality isomorphism between the homology Conley indices of the forward and reverse flows. This duality preserves the algebraic structure of many of the constructions of the Conley index theory: sums and products; continuation; attractor-repeller sequences and connection matrices.
pairs chosen) and preserves the algebraic structure of many of the constructions of the Conley index theory: sums; products; continuation; attractor-repeller sequences; connection matrices and Morse decompositions. In particular, duality shows that any dynamical information obtained from these algebraic constructions can be obtained equally from the forward and reverse flows. This can be summarized as follows:
Given a property of flows on orientable manifolds which can be detected by the group structure of the (co)homology Conley Section 1 describes the main elements of the Conley index theory, and presents some examples which will be used to illustrate the results. In §2, the duality isomorphism is constructed and shown to be well defined. In §3, the isomorphism is shown to commute with sums, products, continuation, and attractorrepeller sequences, and to conjugate connection matrices and Morse inequalities. Some simple examples are considered to illustrate the properties of the index not preserved by duality. Finally, some ofthe dynamical applications of duality are considered in §4.
THE CONLEY INDEX
We begin with a brief survey of the index theory, using the notation of [10] . The reader is referred to [1, 6, 7, 13] for more complete developments of the theory.
We will assume that M is a locally compact manifold with boundary with a complete Cl flow defined on it. A compact set S ~ M is an isolated invariant set if there exists a compact neighborhood N of S such that S is the maximal invariant set of N S = {x EN: x . R ~ N}. Such an N is an isolating neighborhood for S. The Conley index studies isolated invariant sets; the essential tool for this study being an index pair for S in M -a compact pair (N, L) satisfying the following axioms:
(i) N\L is an isolating neighborhood for S.
(ii) L is positively invariant in N: if x E L, X· In [1, 4, 12, 13] the basic properties of index pairs are established. These are that index pairs exist for all isolated invariant sets in locally compact metric flows, and that all index pairs for S in M have homotopic quotient spaces N / L. As we will be interested in comparing the indices of S in the forward and reverse flows, it will be convenient to work with a special class of index pairs, similar to those developed in [12] . An explicit formula for the homotopy equivalence of index pairs in terms of the flow is given in [13] . Given (N, No, N" N2) , ( 
The quotient spaces NINt ' for the reverse flow and NIN2 for the forward flow, together with these maps, form categories [-(M; S) and [+(M; S) respectively, which define the Conley index of S in M for the reverse and forward flows (see [13 ] for details). The categories are also inverse systems, ordered by the inclusion N' ~ N. Applying one of the functors H*, H* to one of the categories [+ ,[-generates an inverse system of (isomorphic) groups, with the (co)homology Conley index groups CH~(M; S), CH~(M; S), CH:(M; S), CH;(M; S) the inverse limits of the systems.
As every neighborhood of S contains the total space N of an index quadruple, the subcategories of index pairs derived from index quadruples are co final with the total categories. Thus, for the purposes of this paper, the homology Conley index can be viewed as an inverse limit of (isomorphic) homology groups derived from index quadruples. That is, for any homology theory £*' the cohomology Conley index ~£~ (M; S) for the forward flow are represented by £* (N, N2) ; the index ~£-::(M; S) for the reverse flow is represented by £*(N, Nt). Example 1.1. Suppose M is an orientable n-manifold with a flow, S a fixed point or periodic orbit, or more generally a compact orientable invariant submanifold of M. Further, suppose S is normally hyperbolic in the flow (Le. there is a splitting of the tangent bundle TsM ~ TS ED £S ED EU and constants C, a > 0 such that for all t > 0, IID,utvll < Ce-atllvll for v E £S and IID,utvll > C-'eatllvll for v E EU). If £S has dimension sand EU has dimension u, there is a tubular neighborhood E of S in M and fibration RS x RU --+ E --+ S with the following properties:
(i) E and S have flows inherited from M; (ii) The projection map E --+ S is equivariant with respect to these flows; (iii) The flow on E is linear on fibers, contracting on RS, expanding on RU. An index pair for S in the forward flow is then a pair (N, N2 ) with fibration
Likewise, an index pair for S in the reverse flow is a pair (N, Nt) with fibration More generally, if S is a compact orientable manifold and one (hence both) of the fibrations above is orientable, the forward and reverse homology indices are just suspensions (of degree u and s respectively) of the homology of S: CH~(M; S) ~ Hk-u(S) and CH:_k(M; S) ~ Hk-s(S). As S is a compact orientable manifold of dimension n -u -s , we can apply Poincare duality to the homology of S and obtain an isomorphism Hk-u(S) ~ 
Hn-k-s(S).
Composing these yields CH~(M; S) ~ CH:_k(M; S). The goal of this paper will be to establish this duality in much greater generality. The following examples will be used in §3 to illustrate some of the limitations of this duality. Example 1.5. In [2] , the index is used to prove the existence and stability of magnetohydrodynamic shock waves. In the system studied, there are four rest points uo, UI , U2, U3, and the shock waves correspond to connecting orbits between these points. The points are all hyperbolic, with Uj having index ~j. The main points of the argument developed in [2] are:
(i) The set of bounded solutions with positive volume and temperature S is isolated.
(ii) The flow is gradient-like [1] , so S consists of the four rest points and connecting orbits between them. Thus if there are no connecting orbits, the homology index is the sum of the indices of the rest points Uj: CH:(M; S) ~ (Z, Z, Z, Z, 0, ... ).
(iii) As the energy of the system is increased, the flow continues to one with no rest points, so S is related by continuation to the empty set and C H: (M; S) = O. Thus connecting orbits (i.e. shock waves) exist. Further, these solutions are stable, as the continuation argument used is stable. 0
The Conley index arose as a generalization of Morse theory. Example 1.1 shows this: a nondegenerate critical point with Morse index p is an isolated invariant set with Conley index rP. The key elements of Morse theorydecomposing a manifold by unstable manifolds of critical points of a gradient flow, and relating the topology of the manifold to the numbers of critical points-are likewise extended in the Conley index theory. These generalizations are Morse decompositions and (generalized) Morse inequalities. Closely related is the algebraic machinery of attractor-repeller sequences and connection matrices.
If (P, <) is a partially ordered indexing set, an interval in P is a subset Then for each interval I ~ P, the set
Index pairs for all of the isolated invariant sets S(I) are produced simultaneously by an index filtration [6] : a collection {N(J): J attracting interval} such that (N(J) , N(0)) is an index pair for S (J) and
Then for any interval I, there exist attracting intervals J, K so that 1= K\J , and for any
The simplest nontrivial case of a Morse decomposition is an attractor-repeller pair: P = {O, I} with 0 < 1; So = A an attractor in S; S) = A* its dual repeller. In this case, the index filtration is a nested triple of compact spaces
These may be chosen so that No and N) are neighborhood retracts in N 2 . Such a triple is called a regular index triple, and the exact sequence of the triple a a
then defines the homology attractor-repeller sequence 
H.!:l(J) a(J ,I)
A simple induction argument shows that all of the ¢(J) 's are in fact isomorphisms. Thus a connection matrix computes (up to isomorphism) all homology attractor-repeller sequences. Connection matrices exist for all Morse decompositions [7] , but are not unique. We will denote the set of connection matrices defined for Y with ordering (P, <) by CM:(Y, <).
This construction is based on the homology index CH:. Similar constructions can be made using C H; , C H':.. , C H~ (connection matrices based on cohomology will be degree +1 coboundary maps). The set of connection matrices defined on CH.-will be denoted CM;(Y, <); the set defined on CH':..
The Morse inequalities, as formulated by Conley [4] , follow naturally from the existence of connection matrices. Namely, given a finite chain complex 
where P(S, t) = P(CH.(M; S), t) and P(Sp, t) = P(CH.(M: Sp), t).
Consider for instance the system in Example 1.5. As the system is gradientlike, the four rest points form a Morse decomposition for S, with ordering o < 1 < 2 < 3. Just as S continues to the empty set for high enough en- 
POINCARE-LEFSCHETZ DUALITY
In Example 1.1, both the forward and reverse homology indices are suspensions of the homology of S, so the duality of the forward and reverse indices is trivial. We show now that duality holds quite independent of the topology of S and the orientability of the fibrations
However, as Examples 1.2 and 1.3 indicate, orientability of the ambient manifold and the possible intersection of the invariant set with the boundary of the manifold must be taken into account. (N, aN) is the fundamental class of (N, aN) .
(ii) The cap product isomorphisms commute with the bonding maps ofthe inverse system of index quadruples. Given (N, No, N 
Hn(N+, 8N+) EEl Hn(N-, 8N-) -+ Hn(N, N2 U 8N) ~ Hn(N, 8N).
Further, as N2 is a neat n -1 submanifold with boundary of N, with fundamental class Z2 E Hn-1(N2 , 8N2) is the image of z, Z+ and L under the appropriate boundary maps.
N+ , N-and N2 are all excisive in N, so there are exact sequences
The cap products link the two sequences, forming the diagram: 
Hn-k-l(aN+) ----t Hn-k-I(N+)
The composition of 2.5, 2.6 and 2.7 produces the required commutative square. By Poincan!-Lefschetz duality, the cap products nZ2 and nz are isomor- There is then a map ¢:
XEP-. 
Proof. If (N,No ,NI ,N2)EL(M,aM;S), T>O,let NT={XEN:x. [-T, T] <;:; N}, and let
The index diagram is then the inverse limit of such diagrams. 0
NATURALITY
Duality does more than just show that the homology indices are isomorphic as (ungraded) groups-it shows that for many of the constructions used in the Conley index theory, they carry the same information. To establish this, we show that the duality isomorphism is natural with respect to the basic properties of the Conley index: sums and products; continuation; attractor-repeller sequences and connection matrices. Examples show that other properties, such as ring structures and naturality with respect to semiconjugacies, are not preserved by duality. 
Nn E L(M, aM; S), and there is commutative diagram
there is commutative diagram 
./t (M , aM; S).
There exist neighborhoods Lo of A and LI of A* in N such that Lo U LI = N, aN Lo = Lo n LI = aN LI , and such that Lo n LI lies in the exit set of LI and the entrance set of Lo [12] . Then
t(M, aM; A*).
Fundamental classes for N, Lo and LI are related by the diagram
r r
Hn(Lo, aLo) Hn(LI, aLd
The cap products of N, Lo and LI link the exact sequences, forming diagram 8.
which represents the index diagram.
The commutativity of zLo and ZN, and of ZN and ZL 1 follows from the naturality of the cap product. The commutativity of ZL 1 and zLo is obtained by applying [5, VII, 12 .25] with XI = LI uNoNI' X2 = LouN2, Al = NoUNI' A2 = N2 , and composing it with the diagrams induced by the inclusions
The composition yields the commutative diagram 8.
- (i) tlt(P) is the composition
so it is a degree -1 map with tlt,q = D 0 0 0 D-I = 0 for p -I. q and with tlt(P)otl~(P) = Dotl~(P)oD-1 oDotl~(P)oD-1 = Dotl~(P)otl~(P)oD-1 = O.
That is, it is a strictly upper triangular boundary map. For any adjacent pair of intervals (I, J) (with respect to the forward flow, so that (J, I) is an adjacent interval in the reverse flow), there is then an isomorphism of short exact chain complex sequences
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use which induces an isomorphism of long exact sequences This example illustrates several distinctions between the indices. First, the groups above are dual when Z2 coefficients are used, but not when Z coefficients are used, as M is orientable over Z2, but not over Z.
Second, the indices are dual as groups, but not as rings. The cohomology groups have distinct nontrivial ring structures, while their dual homology groups have no natural ring structure. That is, as groups, all four indices are essentially the same. As rings, they are all distinct. In particular, the forward and reverse cohomology groups have different cuplengths, and so may give different information in Ljusternik-Schnirelmann arguments, such as that used in [3] .
Third, the duality isomorphism does not conjugate the maps induced by semiconjugacies (cf. 
ApPLICATIONS
Theorem 2.1 is essentially a closed result, establishing the hypotheses needed for the duality observed in Example 1.1 to hold for all isolated invariant sets. However, by adding another element to the Conley index theory which is both canonical and natural, the theorem raises the question of applications: does the duality isomorphism provide any dynamical information? Two modes of application are indicated in this section.
The first use of duality is that it can simplify computation of homology in- 
Thus if*(w:(S) , aU) ~ CH:(M; S) and if*(W;(S) , as) ~ CH;(M; S),
where if denotes tech (co ) homology . All of this is standard, and is used in the development of the Churchill sequence [1] . The new feature is that these groups are dual: These applications use only the fact that the duality map is an isomorphism, without using the precise form of the map. Another aspect of duality is to discover what information can be obtained by knowing which elements of CH'!...(M; S) and CH:_p(M; S) are identified by the map. Note that 2.1 and the naturality results help make the map computable: if it can be computed for one index quadruple, it is then computed for all others; if the set can be recognized as a sum or product, the map can be computed on the factors; if the map can be computed for one isolated invariant set, it is computed for all others related by continuation. However, the map is not "flow-defined." That is, the flow generates the maps ¢+, ¢-, () used to show that D is well defined, and the map FA-,ll used to show that it is continuation-invariant, but the flow does not generate the map D itself.
One way of using the map D is to define from it a nonsingular pairing of CH;(M; S) and CH:(M; S), which can be thought of as an intersection pairing: Naturally related to it is an intersection pamng of H*(Wr:"(S), aU) and H*(W;(S), as). In [9] , Kurland independently defines such intersection pairings and uses them to prove the existence of layers of solutions to certain boundary value problems.
Another intersection pairing related to duality involves attractor-repeller pairs. If (A, A*) is an attractor-repeller pair for S, then the set C(A*, A; S) of connecting orbits from A* to A is the intersection WU(A*) n WS(A) n S. In [11] , this intersection is measured by an intersection pairing CH;(M; A) ® CH:(M;A*)~Hp+q_n_l(C) where C is a section of C(A*,A;S). Theduality isomorphism is used to show that this intersection pairing is related to the connection map 8: CH:(M; A*) ~ CH:_ 1 (M; A) . Namely, in the appropriate dimensions, an element a ® b has nonzero intersection pairing if and only if 8 b is a nonzero multiple of Da. Thus the connection map can be used to partially compute the topology of the connecting orbit set.
