ABSTRACT Adequate sampling of conformation space remains challenging in atomistic simulations, especially if the solvent is treated explicitly. Implicit-solvent simulations can speed up conformational sampling significantly. We compare the speed of conformational sampling between two commonly used methods of each class: the explicit-solvent particle mesh Ewald (PME) with TIP3P water model and a popular generalized Born (GB) implicit-solvent model, as implemented in the AMBER package. We systematically investigate small (dihedral angle flips in a protein), large (nucleosome tail collapse and DNA unwrapping), and mixed (folding of a miniprotein) conformational changes, with nominal simulation times ranging from nanoseconds to microseconds depending on system size. The speedups in conformational sampling for GB relative to PME simulations, are highly system-and problem-dependent. Where the simulation temperatures for PME and GB are the same, the corresponding speedups are approximately onefold (small conformational changes), between~1-and~100-fold (large changes), and approximately sevenfold (mixed case). The effects of temperature on speedup and free-energy landscapes, which may differ substantially between the solvent models, are discussed in detail for the case of miniprotein folding. In addition to speeding up conformational sampling, due to algorithmic differences, the implicit solvent model can be computationally faster for small systems or slower for large systems, depending on the number of solute and solvent atoms. For the conformational changes considered here, the combined speedups are approximately twofold,~1-to 60-fold, and~50-fold, respectively, in the low solvent viscosity regime afforded by the implicit solvent. For all the systems studied, 1) conformational sampling speedup increases as Langevin collision frequency (effective viscosity) decreases; and 2) conformational sampling speedup is mainly due to reduction in solvent viscosity rather than possible differences in free-energy landscapes between the solvent models.
INTRODUCTION
Molecular dynamics (MD) simulations are routinely used to study the structure, function, and activity of biological molecules (1) (2) (3) (4) . Over 12,000 articles regarding MD were published in 2009 alone, with over 300 in the top scientific journals (5) . However, without highly specialized supercomputers (6) , simulation times accessible by the most commonly used atomistic methods-those that provide the highest level of detail-are still much shorter than the timescale of many important biomolecular processes, such as ligand binding, folding of most proteins, and enzyme turnover, which occur on timescales in the range of tens of microseconds to seconds and even longer (2, (7) (8) (9) . Without sufficiently long simulation times, these methods will most likely fail to sample some important conformations and structural transitions.
Atomistic MD simulation methods can be divided into two broad classes: those that treat solvent explicitly and those that treat solvent implicitly (10, 11) . The main objective of this study is to compare the speed of conformational sampling within these two very different approaches to treating solvent effects. We also investigate the purely computational speedup due to the algorithmic differences between two commonly used explicit and implicit solvent models-the particle mesh Ewald (PME) explicit solvent model and the generalized Born (GB) implicit solvent model.
Explicit-solvent methods, without further approximations, treat solvent molecules explicitly, i.e., interactions between all pairs of solute and solvent atoms are explicitly computed. The PME approximation, the most commonly used explicit-solvent method for biomolecular simulations, speeds up these computations by imposing an artificial periodicity on the entire system and treating the system as an infinite crystal with identical repeating cells (12) (13) (14) (15) . This assumption allows for a mathematical transformation that approximates the long-range interactions very efficiently, without significant loss in accuracy.
Implicit-solvent methods, on the other hand, speed up atomistic simulations by approximating the discrete solvent as a continuum, thus drastically reducing the number of particles to keep track of in the system. An additional effective speedup often comes from much faster sampling of the conformational space afforded by these methods. The GB approximation, the most commonly used implicit-solvent method in atomistic MD simulations, approximates long-range electrostatic interactions via an analytical formula : are the total, vacuum, and solvation energy contributions due to electrostatic interactions between atoms i and j. Here, e in and e out are the internal (solute) and external (solvent) dielectric constants, q i and q j are the charges of atoms i and j, r ij is the distance between the atoms, and B i and B j are their effective Born radii. The effective Born radii account for the dielectric screening effect of the solvent, and their values reflect the atom's degree of burial within the solvent. The expðÀ0:73kf GB ij Þ term accounts for the screening effect of monovalent salt (44) , with k being the Debye-Hückel screening parameter.
Implicit treatment of solvent, although arguably less accurate than the explicit-solvent approach (45, 46) , is widely used in molecular simulations for two main reasons. First, the implicit-solvent method can be algorithmically/computationally faster, as measured by simulation time steps per processor (CPU) time, because the vast number of individual interactions between the atoms of individual solvent molecules do not need to be explicitly computed. Second, and now perhaps the main reason for the use of implicit-instead of explicit-solvent simulations, is that implicit-solvent simulations can sample conformational space faster (25, (47) (48) (49) . To some extent, the interest in implicit-solvent-based simulations is motivated by the need to sample very large conformational spaces for problems such as protein folding (50, 51) , binding-affinity calculations (48) , or large-scale fluctuations of nucleosomal DNA fragments (52) .
Two main factors are expected to contribute to the speedup of conformational sampling by implicit-solvent models such as the GB, compared to explicit-solvent models: 1) reduction of the effective solvent viscosity, which, ideally, has no effect on the energy landscape (thermodynamics) of the system; and 2) possible alterations of the energy landscape itself, some of which may have desirable speedup effects on kinetics but undesirable effects on thermodynamics (53, 54) . These issues will be discussed in the Results and Discussion section below, with the most detailed analysis presented for the case of miniprotein folding. This study does not investigate the accuracy of the implicit-solvent approximations, explicit water models, PME, force fields, etc. These very important issues have been extensively studied elsewhere (34, (55) (56) (57) (58) (59) (60) . Comparing the accuracy of MD methods on realistic bimolecular structures is a complex, multidimensional problem; there is little hope of arriving at a full picture in a single study. However, the dimensionality of the problem is greatly reduced for efficiency (speedup) comparisons, so we are confident that careful tests on a few judiciously chosen molecular systems will give us a reasonably comprehensive picture, at least for the two commonly used solvent models we are going to analyze.
Several previous studies (25, 47, 48, 51) have demonstrated that the speed of conformational sampling in implicit-solvent simulations can be~2-20 times faster than common explicitsolvent PME simulations. However, a number of important questions remain: 1) How does the speedup of conformational sampling depend on structure size and type of conformational change involved? The sampling speed is affected by an intricate balance between solute-solute and solute-solvent friction (61, 62) , and this balance is expected to be different for different types of systems and conformational transitions (47) . 2) How do simulation parameter(s) that determine the effective solvent viscosity influence the speedup? The influence of solvent viscosity on kinetics has not been thoroughly investigated beyond small proteins (51, 61, 62) and peptides (47, 63) . 3) Is the speedup primarily due to reduced viscosity or to possible alterations of the freeenergy landscapes by the implicit-solvent treatment? 4) What is the combined speedup-the rate of conformational sampling per day of real simulation time-when the algorithmic differences between realistic explicit-and implicitmodel implementations are taken into account? After all, it is this effective speed that is of direct interest to practitioners. To address all of these questions, we have performed a systematic analysis across a range of structure sizes and types of conformational transitions.
The types of conformational changes considered here include dihedral angle flips in a protein, nucleosome tail collapse, unwrapping of DNA from the nucleosome core, and folding of a miniprotein. The solute structure sizes considered here range from 166 to 25,100 atoms.
The two speed-up methods we have chosen for comparison, the GB and the PME methods, are by no means unique. Many other approaches exist for increasing computational efficiency of atomistic MD simulations and for speeding up conformational sampling (for reviews, see, e.g., Onufriev (10) and Zuckerman (45) ). Replica-exchange MD, for example (64) (65) (66) , enhances conformational sampling by exchanging conformational samples across simulations at multiple temperatures. Accelerated MD simulations enhance conformational sampling by lowering the energy barrier between conformational states (46) . The use of longer integration time steps for certain parts of the Biophysical Journal 108(5) 1153-1164 calculation can increase the simulation time per CPU time (67) (68) (69) . However, these and many other speedup and enhanced-sampling methods can be applied to both the explicit-and implicit-solvent models. Since the focus of this work is comparing the effects of the two generic opposing solvent models on the efficiency of biomolecular simulations, we do not consider these additional speedup and enhanced-sampling methods here.
The remainder of this article is organized as follows. The structure preparation and simulation protocol used for the simulations are described in the Materials and Methods section. The results of the simulations are discussed in the Results and Discussion section. And our findings are summarized in the Conclusions.
MATERIALS AND METHODS
We used five different molecular structures for this study: a 166-atom protein, CLN025 (70), a more stable version of chignolin (71) , to study folding; a 4812-atom phospholipase C (Protein Data Bank (PDB) (72) ID 1GYM (73) ) to study dihedral angle flips; a 25,100-atom nucleosome complex (PDB ID 1KX5 (74)) to study the collapse of histone tails onto the DNA and the unwrapping of the DNA from the histone core. The structure preparation and simulation protocols used for each of the above structures vary slightly from structure to structure. However, for the most part, the protocol described below was used, with variations from this protocol noted in the Methodological details section.
The protonation state for titratable groups were set using the Hþþ web server (75) for pK prediction and structure preparation, at pH 6.5. For explicit-solvent simulations, the structures were solvated in a truncated octahedral TIP3P (76) water box extending 10 Å from the solute. Counterions were added to the water box to neutralize the system while approximating a salt concentration of 0.145 M. The Amber ff10 (77) force field was used for both implicit-and explicit-solvent simulations.
To run the MD simulations, we used the GPU implementation of the Amber 12 MD software package with the SPFP model (78) (79) (80) . The PME method (12) with constant-volume periodic boundary condition was used for explicit-solvent simulations and the OBC variant (igb5) of the GB method (16) for the implicit-solvent simulations. All references to PME in this article refer to the explicit-solvent PME method with a TIP3P water box. The simulation protocol consisted of five stages. First, the structure was relaxed with 2000 steps of conjugate-gradient energy minimization, with solute atoms restrained to the initial structure by a force constant of 5 kcal/mol/Å 2 . Next, the system was heated to 300 K over 600 ps, with a restraint force constant of 1 kcal/mol/Å 2 . The system was then equilibrated for 2 ns with a restraint force constant of 0.1 kcal/mol/Å 2 , followed by another 2 ns with a restraint force constant of 0.01 kcal/mol/Å 2 . All restraints were removed for the production stage. The simulation time step was 2 fs/iteration. A direct space cutoff of 8 Å was used for all stages of the PME simulations. No cutoff was used for the calculation of pairwise interactions, with rgbmax ¼ 15 Å . Langevin dynamics (81) was used for temperature regulation with a collision frequency of g ¼ 0.01 ps À1 . The Shake algorithm (82) was used to constrain covalently bound hydrogen atoms. For the analyses presented in the Results and Discussion section below, snapshots of the MD trajectory were taken every 10 ps. Default values were used for all other simulation parameters. See the Supporting Material for additional details.
RESULTS AND DISCUSSION
Three different types of conformational transitions were considered here: small (dihedral angle flips), large (nucleosome histone tail collapse and DNA unwrapping from the nucleosome histone core), and mixed (folding of a miniprotein). Our choice of representative test structures was dictated by the need to run simulations of sufficient length to adequately sample the relevant conformation space in each representative case. The total conformational sampling speedup offered by the implicit-solvent model, compared to the explicit-solvent alternative, may be due, at least in part, to the altering of the free-energy landscape, which may affect the underlying thermodynamics of the problem. Whether or not it is appropriate to use implicit solvent to benefit from the associated speedups depends on the problem at hand: for each of the conformational transitions considered here, we note the type of problem for which the model may still be useful despite the altered free-energy landscape.
In the following, we report standard error (SE) along with the mean value as mean 5 SE. The computation of standard error is described in the Supporting Material.
Small conformational changes

Dihedral angle flips
Many biological processes, such as nonallosteric proteinligand binding, involve small local conformational changes. To study such small conformational changes, we analyzed variations in c 1 and c 2 dihedral angles in explicit-solvent (TIP3P) PME and implicit-solvent GB simulations of an~300 residue protein, 1GYM.
For the 770 ns simulations considered here, the GB simulation does not explore exactly the same conformations as the explicit solvent (TIP3P) PME simulation. For example, the backbone root mean-square deviation (RMSD) relative to the starting structure is 1.6 Å for the explicit-solvent (TIP3P) PME simulation compared to 4.5 Å for the GB simulation (see Supporting Material). Therefore, to exclude, or at least reduce, the effect of larger global changes, we only considered groups where the distribution of the c 1 and c 2 angles were similar for the GB and explicit-solvent (TIP3P) PME simulations, i.e., the frequency at which the dihedral angle ranges were sampled differs by <10%. We identified 73 of 268 groups that met these criteria for c 1 angles, and 53 of 213 groups for c 2 angles.
To examine the sampling of c 1 and c 2 dihedral angles, we defined three ranges for all the dihedral angles (0-120 , 120-240
, and 240-360 ) except the c 2 angles for ASN, ASP, HIS, PHE, and TYR. For those angles, we used two ranges, 180-0 and 0 to þ180 . The frequency of c 1 (2.34 5 0.002 flips/ns) and c 2 flips (7.55 5 0.006 flips/ns) for the GB simulation is on average only slightly faster than the c 1 (1.58 5 0.003 flips/ns) and c 2 flips (5.15 5 0.005 flips/ns) for the explicit-solvent (TIP3P) PME simulation ( Fig. 1 ).
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Two conclusions can be made from examining Fig. 1 : 1) on average, c 1 and c 2 flips occur only slightly (~1.5 times) more frequently with the GB simulation than with the explicit-solvent (TIP3P) PME simulation; and 2) in some cases, the reverse is true.
We considered several different factors that may explain why one method samples these dihedral angles more frequently than the other. We analyzed the relationship between frequency of dihedral angle flips and 1) depth of burial within the protein, as measured by the effective Born radii of the Cb and Cg atoms for c 1 and c 2 angles, respectively (for an explanation, see the Supporting Material); 2) extent of hydrogen bonding between side chains and water, as measured by percentage of samples with such hydrogen bonds; 3) difference in side-chain conformation, as measured by residue RMSD; and 4) type of side chain. However, the correlations in each of these cases were not statistically significant (see Supporting Material), i.e., none of these factors could, separately, explain the differences in frequency of c 1 and c 2 dihedral angle flips. We speculate that some combination of these factors contributes to the differences in frequency of dihedral angle flips. For example, one would expect that the speedup for solvent-exposed surface groups would be higher than for buried groups. However, hydrogen bonds between side chains or steric constraints on large side chains, such as Tryptophan, can restrict the dihedral angles sampled, resulting in little or no difference in sampling speed between the implicit-and explicit-solvent models, even when the groups are on the surface.
Taking all of the above into account, we suggest that explicit solvent should be the primary choice for sampling dihedral transitions.
Large conformational changes
We considered two conformational changes to the 25,100 atom nucleosome, histone tail collapse and DNA unwrapping.
Nucleosome histone tail collapse
The nucleosome (PDB ID 1KX5) consists of an eightprotein histone core (H3, H3 0 , H4, H4 0 , H2A, H2A 0 , H2B, and H2B 0 ) and a 147 bp DNA chain wrapped around the core (Fig. 2 a) . In the PDB structure for 1KX5, the unstructured N-terminus tails for three of the histones (H3, H3 0 , and H2B 0 ) extend well beyond the DNA surface. Experimentally, it has been shown that under physiological conditions, the unstructured positively charged histone tails collapse onto the negatively charged DNA (83) . It has also been shown that histone tails regulate nucleosome mobility and stability (84) , and MD simulations have been used to study this regulatory mechanism (85) .
Both the explicit-solvent (TIP3P) PME and GB simulations reproduce the tail collapse (Fig. 2 b) . The collapsed tail is highly unstructured and shows large conformational variation. For example, the number of histone H3 tail-DNA contacts fluctuates between 6 and 30 over the course of the simulation, even after the tail has collapsed. Since the question we are asking regards the general location of these highly unstructured tails, and not their specific conformations (which may also be highly dependent on the underlying gas-phase force field), the distance from the N-terminus of the histone to the geometric center of the DNA was used as the measure of histone tail extension. The collapsed state was defined as tail extension of <60 Å , representing the value below which all tails have clearly collapsed, both in explicit and implicit solvents (Fig. 2) .
On average, the H3 0 tail collapse is~100 times faster in the implicit-solvent GB simulation (0.10 5 0.05 ns) than in the explicit-solvent (TIP3P) PME simulation (10 5 4 ns); the H2B 0 tail collapse is~7 times faster (0.05 5 0.02 ns for GB compared to 0.34 5 0.05 ns for PME), and the H3 tail collapse is almost no faster (0.71 5 0.23 ns for GB compared to 0.82 5 0.21 ns for PME). Clearly, there can be large variations from simulation to simulation.
Notice that in Fig. 2 a, the tails of H2B 0 and H3 are not extended as far from the DNA as is the tail of H3 0 . Fig. 2 also shows that the H3 0 N-terminus starts off~10 Å farther from the DNA than the N-termini for H3 and H2B
0 . This suggests that the H3 and H2B 0 tails are already partially collapsed at the beginning of the simulation, which may explain why the speedup for the H3 0 tail collapse is much larger than for the H2B 0 and H3 tails.
Nucleosome DNA unwrapping
Accessibility to the DNA is critical for gene transcription, and therefore, the unwrapping of nucleosome DNA from the histone core has been extensively studied both experimentally (86) and computationally (87) . Experiments have previously shown that at high pH, there is a loosening of the nucleosome structure (88) . The implicit-and explicitsolvent TIP3P simulations show a similar effect, with the ends of the DNA unwrapping from the nucleosome core (Fig. 3) . The ends of the DNA in an unwrapped state are extremely flexible, with fluctuations of >10 Å in end-to-end DNA distance after unwrapping. However, the DNA unwraps on average~30 times faster in the GB simulation (0.04 5 0.02 ns) than in the explicit-solvent (TIP3P) PME simulation (1.3 5 0.4 ns), averaged over three MD runs of equal length. Clearly, there can be large variations from simulation to simulation. Note that even after 30 ns of explicit-solvent (TIP3P) PME simulation, the unwrapped DNA ends fail to fully extend out from the histone core, i.e., the end-to-end DNA distance in the explicit-solvent (TIP3P) PME simulation fails to exceed 150 Å . This is in contrast to the GB simulation, where the end-to-end DNA distance exceeds 200 Å after 2 ns of simulation. Most likely, the DNA in the explicit-solvent (TIP3P) PME simulation is unable to extend farther due to electrostatic repulsion between the ends of the DNA in the central cell and the DNA in neighboring cells, under the periodic boundary conditions. Therefore, to compare the GB and explicit-solvent (TIP3P) PME conformational sampling and effective speeds on an equal footing, we defined the unwrapped state as end-to-end DNA distance of 125 Å , a state that is sampled by both simulations (Fig. 3, a and b) . Fig. 3 , a and b, shows that the unwrapping process proceeds along similar reaction coordinates for both the PME and GB simulations, but over different timescales.
Methodological details
To study DNA unwrapping, we used the 1KX5 nucleosome with the histone tails removed (85) , because the tails may hinder the unwrapping process. The condition of high pH was mimicked by setting all of the titratable sites to their deprotonated states. A larger box extending 36 Å beyond the solvent was used for the explicit-solvent (TIP3P) PME simulation to allow room for the DNA to unwrap.
Mixed case
Folding of a miniprotein
Generally, the protein folding problem can be broken down (89) into three subproblems: 1) predicting the folded structure; 2) identifying the folding pathway(s); and 3) quantifying the forces that determine the folded state. We focus here specifically on subproblem 1, predicting the folded structure, where success can be clearly quantified. exercise, we have chosen CLN025, which is arguably the smallest (only 10 residues) fast-folding miniprotein, previously used in atomistic studies of protein folding (70) . The most straightforward approach would have been to compare the times it took for the protein to regain its known native conformation starting from a completely unfolded conformation at 300 K in explicit-solvent (TIP3P PME) versus implicit-solvent (GB) simulations. However, in contrast to implicit solvent, in which CLN025 readily folds on the timescale of several hundred nanoseconds, in explicit solvent at 300 K, not a single complete folding event occurred over 3 ms of the simulation time-a realistic maximum in this work. Fortunately, the problem of kinetic traps at 300 K can be circumvented by a folding protocol (90-92) commonly used in studies of protein folding in both explicit and implicit solvent. In this protocol, the protein is simulated at its melting temperature, at which the native and unfolded conformations are supposed to be equally represented, and the issue of kinetic traps is mitigated.
The problem of identifying the correct native state from the MD trajectory is solved most easily for the GB simulation (Fig. 4 d) by choosing the snapshot corresponding to the absolute minimum potential energy (molecular mechanics energy plus free energy of solvation), which yields a structure that deviates from the correct native one by 1.4 Å . In explicit solvent, the total potential energy is dominated by the noise from the solvent box, and so the entire folding landscape is needed (Fig. 4 c) to confirm that the free-energy minimum is indeed close (1.5 Å RMSD) to the known native state. To proceed, we define folding time as the transition time from an unfolded structure to the next folded structure, following the approach in Lindorff-Larsen et al. (93) . Based on the work of those authors, we defined the folded and unfolded states as structures with backbone RMSD values of <1.5 Å and >4.5 Å , respectively, consistent with the location of the folded and unfolded basins of the miniprotein (Fig. 4 c) . At the experimental melting temperature of~340 K, the GB simulation (Fig. 4 b) yields an average folding time of 10 5 1 ns, compared to 70 5 30 ns for the explicit-solvent (TIP3P) PME simulation (Fig. 4 a) . The numbers of independent folding events are statistically significant in the two cases, 151 and 14, respectively.
Let us now touch upon the more complex folding subproblems, 2 and 3. At the experimental melting temperature, the folded and unfolded states should be equally occupied. However, it is obvious from Fig. 4 that, qualitatively, neither method gives the 1:1 ratio of the native folded to the completely unfolded states. In fact, at 340 K in the GB solvent model, the native folded state is occupied only~1% of the time and the unfolded state~40% of the time. For the explicit-solvent TIP3P PME simulation, the qualitative trend is the opposite: at the melting temperature (340 K), the unfolded state is undersampled (~3% of the time), whereas the native folded state is occupied~50% of the time. In both cases, a large percentage of the states (~50% for both GB and PME) represent an intermediate state that is neither native folded nor completely unfolded. The Lindorff-Larsen et al. study (93) estimates that an explicit-solvent PME simulation at 370 K would be more representative of the melting temperature. The above suggests that the folded structure for CLN025 is under-stabilized in the GB model and overstabilized in the explicit-solvent PME model, at least for the specific gas-phase force-field used (AMBER ff10). Another problem with the TIP3P PME simulation is that it yields a stable misfolded state at~2.5 Å RMSD (Fig. 4 c) , in addition to the correct native state at~1.5 Å RMSD. The appearance of a nonnative compact intermediate is in contradiction to experiment, where CLN025 has been characterized as a two-state fast-folding protein with a unique native conformation (70) . Given the obvious discrepancies between simulation and experiment, it is unclear how accurate the full free-energy profile of CLN025 produced by either of these simulations is, relative to experiment. Therefore, neither of the solvent models (with the underlying gas-phase force field used) may be suitable to address the more difficult and detailed subproblem 2, identifying the correct folding pathway. We can still ask, however, what would it take for the GB model to reproduce the TIP3P PME folding landscape as faithfully as possible? Obviously, the landscapes at 340 K (Fig. 4 c) are very different. We found, however, that by lowering the GB simulation temperature, one can improve the agreement between the GB and TIP3P landscapes (see the Supporting Material). Specifically, at 260 K, the GB landscape becomes a fair approximation to the explicit-solvent one at 340 K (Fig. 4 c) , especially near its native basin. Given the similarity of the landscapes, it makes sense to estimate how much faster is the GB simulation, as compared to the explicit solvent, in its ability to generate the landscape (i.e., the potential of mean force). Assuming that two similarshaped landscapes of equivalent resolution require the same number of folding events for their construction, we find that the GB model at 260 K is around three times faster per nanosecond of simulation than the TIP3P PME model at 340 K at generating the free-energy landscape of CLN025.
Subproblem 3, quantifying the forces that determine the folded state, is an interesting case. Energy landscapes are easier to obtain and are more intuitive in the implicit-solvent model, in which the solvent degrees of freedom are averaged out; each snapshot has a definite energy, including the free energy of solvation. In that sense, the model can help with physical reasoning, as long as one is aware of its limitations. For example, investigating folding forces near the energy minimum representing the correctly predicted native state of CLN025 is an appropriate task for the implicit-solvent model.
Effect of Langevin dynamics collision frequency, g, on the speed of conformational sampling
Langevin dynamics was used for temperature regulation in our simulations, where the equation of motion for a particle i is given by (81)
where the particle has mass m i , position x i , and a force F i acting on it at time t. A random force R i represents the influence of the solvent or heat bath. R i is assumed to be uncorrelated with the positions, velocities, and forces of the particle acting on it. In the regime gdt ( 1, typically used in biomolecular simulations, where dt is the simulation time step, R i is taken from a Gaussian distribution with mean zero and variance, R
where k B is the Boltzmann constant and T is the absolute temperature. The preceding simulations used a collision frequency of g ¼ 0.01 ps À1 . A value of g~50 ps À1 would mimic a typical aqueous environment (94) . However, lower values of g are commonly used to increase the speed of conformational change in practical MD simulations. Fig. 5 shows the effect of different values of g on the average speed of conformational sampling for GB simulations, for the conformational changes considered here: in general, conformational sampling speed decreases with increasing g.
The collision frequency, g, in the Langevin equation simultaneously controls two forces (62) expected to have opposing effects on conformational sampling speed: friction force (viscosity) and the random collision force-thermal kicks-due to Brownian motion (47, 62, 94) . The latter may enhance conformational sampling by providing additional energy for crossing energy barriers (62) . Thus, lowering g reduces the beneficial effects of the thermal kicks on the sampling speed, but at the same time it helps speed up the sampling by increasing the diffusion rate. Which one of the two effects wins may depend on the type of the system and conformational change, as well as the value of g. We find that for all the conformational changes considered here, lower values of g always result in faster conformational sampling on average. That the speedups generally increase with decreasing collision frequency suggests that the speedup due to reduction in effective viscosity dominates any possible slowdown due to the decreased intensity of thermal kicks that help overcome small barriers in the energy landscape. We conjecture that the slowdown is relatively minor, because the free-energy landscapes in the GB model used here are relatively smooth, perhaps even artificially so compared to explicit solvent (53) and, possibly, reality (95) . The speedup in conformational sampling shown in Fig. 6 for GB with collision frequency g ¼ 0.01 ps À1 relative to TIP3P PME itself has two potential contributing factors, the associated reduction in solvent viscosity relative to the explicit solvent, and possible differences in the free-energy landscapes produced by the two solvent models (see, e.g., Fig. 4) . To estimate the contribution to the entire conformational sampling speedup due to the decrease of the effective solvent viscosity alone, we note that alterations of the free-energy barriers, if they occur, are expected to be independent of the value of g. With this in mind, the average viscosity-reduction speedup can be approximated from Fig. 5 as the increase of the sampling speed of g ¼ 0.01 ps À1 simulations relative to the g ¼ 10.0 ps À1 case, the latter being more representative of the collision frequency for liquid water (~50 ps À1 ). The speedups arẽ 1-fold,~60-to 500-fold, and~10-fold for small (c 1 and c 2 dihedral angle flips), large (nucleosome histone tail collapse and nucleosome DNA unwrapping), and mixed (folding of a miniprotein) conformational changes, respectively. Comparing these viscosity-reduction speedups to the total speedups for the GB relative to explicit-solvent PME simulations,~1-fold,~1-to 100-fold, and~7-fold for small, large, and mixed conformational changes, we see that the speedup due to lower collision frequency is, on average, not smaller than the entire conformational sampling speedup of GB compared to the explicit-solvent PME. Thus, relative to possible speedups due to alterations of the energy landscapes, for the systems studied here, the speedup due to the reduction in effective viscosity is dominant. The above analysis is necessarily very qualitative. For example, the collision frequency of 10.0 ps À1 , or even 50.0 ps À1 , only crudely approximates that of water. And TIP3P itself is~2.4 times faster than real water as measured by its self-diffusion rate (96) .
The combined speedup Fig. 6 shows the combined speedup resulting from the use of implicit solvation (GB) relative to explicit treatment of the solvent (TIP3P þ PME). The combined speedup comes from two distinct sources, 1) the increased rate of conformational sampling, and 2) algorithmic speedup.
The rate of conformational sampling is measured as the average simulation time required for a given conformational change. The effect of algorithmic speedup is measured by simulation time per unit of wall clock time (ns/day). The average combined speedup ranges from~0.7-fold to~60-fold for the structures and conformational changes studied here. Alternatively, one can think of this speedup in terms of an effective simulation time for GB MD. This effective time can be defined as the equivalent simulation time in explicit-solvent TIP3P PME MD (on the same resource) required to achieve comparable sampling of conformational space. For example, combining the~574 ns/day nominal computation speed for GB with the approximately sevenfold average speedup of conformational sampling, results iñ 4 ms/day effective speed for GB (see Table 1 ). The corresponding production simulation run of one month could probe effective timescales of >100 ms.
Without further approximations (97, 98) aimed at improving the scaling (efficiency) of the model, the algorithmic complexity of GB scales as n 2 , whereas the scaling is NlogN for explicit-solvent (TIP3P) PME, where n is the number of solute atoms and N is the total number of atoms in the system, including the solvent. Therefore, generally, algorithmic speedup decreases with structure size for GB relative to explicit-solvent (TIP3P) PME, since n 2 grows faster than NlogN, assuming that N itself does not grow faster than n 2 . This assumption is generally true for structures immersed in a solvent box of sufficient size to allow small conformational changes. However, in some cases, solvent boxes much larger than the solute are required to allow room for large conformational changes, such as for the unwrapping of DNA from the nucleosome core, or protein folding. In such cases, N becomes much larger than n, offsetting the PME advantage of scaling. Even for cases where explicit-solvent (TIP3P) PME is faster than GB (e.g., nucleosome tail collapse), when combined with the speedup due to conformational sampling, the overall speed of conformational sampling for GB can be faster.
Note that we did not use a cutoff for the calculation of long-range pairwise interactions for the GB simulations. Additional speedup of the GB simulation is possible using a cutoff. However, long-range electrostatic interactions decay slowly, and using a cutoff, which ignores such FIGURE 6 Average speedup for GB relative to explicit-solvent (TIP3P) PME simulations. The combined speedup includes the average speedup due to differences in the rate of conformational sampling, as well as due to algorithmic differences between the two methods. The Langevin dynamics collision frequency of g ¼ 0.01 ps À1 was used for these simulations.
To see this figure in color, go online.
Biophysical Journal 108(5) 1153-1164
interactions beyond the cutoff distance, can significantly reduce the accuracy of the GB calculation. The loss of accuracy can be particularly significant for large, highly charged structures, such as the nucleosome. Fortunately, GB-specific alternatives to cutoffs have been developed (97, 98) .
CONCLUSIONS
Atomistic molecular dynamics simulations are routinely used to study structure, function, and activity of biological molecules. However, the utility of such studies is often limited by inadequate sampling of conformational space. Implicit-solvent-based simulations can speed up the sampling of conformational space relative to explicit-solvent simulations, but the speedup comes at the cost of making additional approximations to reality. In particular, implicit-solvent simulations can sample conformational space faster than can explicit-solvent simulations, but they may also alter the free-energy landscapes. These issues are discussed on a case-by-case basis for the types of problems considered here. In practice, the choice of solvent model is dictated by the accuracy/speed trade-offs, which are system-dependent: knowing what to expect is critical to making the right choice. In this study, we compared the speeds of small, large, and mixed conformational changes simulated in implicit solvent using the GB approximation to those simulated in explicit solvent using the PME model to approximate the long-range forces. The conformational changes studied here consist of dihedral angle flips, nucleosome histone tail collapse, DNA unwrapping from the nucleosome histone core, and miniprotein folding.
Our results show that speedup of conformational change in implicit solvent can vary considerably, depending on the details of the transition, and can range from no speedup at all to almost a 100-fold speedup. In general, the larger the conformational change, the higher the speedup one may expect from the use of the implicit rather than the explicit solvent, but this tendency is not universal or uniform. Within each type of transition, a range of speedups were observed: for example, side-chain dihedral angle flips in a 300-residue protein are, on average, only~1.5-fold faster in implicit solvent, but for some groups the ratio can be 10:1 or <1.
We expect these speedup values to be specific to current AMBER GB flavors that offer a reasonable compromise between accuracy and speed. The use of GB models available in other packages may result in different speedups (47) . At the same time, more general conclusions, discussed below, are expected to be less sensitive to the specifics of the GB model.
The free-energy landscapes for the explicit-solvent PME and implicit-solvent GB simulations at a given temperature can also be quite different, as seen in the case of miniprotein folding. Where the goal of the GB simulation is to reproduce a specific free-energy landscape in explicit solvent, e.g., by lowering the simulation temperature, the speedups noted above may be different. For example, the speedup in folding rate is considerably lower (approximately threefold) when comparing simulations with similar free-energy landscapes than when comparing simulations at the same temperature (speedup is approximately sevenfold) at 340K, the experimental melting temperature of the miniprotein examined here.
We also examined the effect of the Langevin dynamics collision frequency, g, on the speed of conformational change. Decreasing the value of g may have opposing effects on conformational sampling by simultaneously reducing the solvent viscosity and at the same time reducing random collision force, which can speed up sampling by providing additional energy for crossing small energy barriers. We find that for all systems and types of conformational changes considered here, increasing the collision frequency reduces the speed of conformational change. Thus, using low values of g seems always of benefit to implicit-solvent simulations where enhanced sampling is desired, at least when the possibility of altered dynamics (99) or kinetics (51) is irrelevant or can be ignored. By analyzing how the speedup changes with increasing g, from near zero to values representative of true viscosity of water, we have concluded that conformational sampling speedup is mainly due to reduction in solvent viscosity rather than to possible differences in free-energy landscapes between the implicit GB and explicit PME treatment of solvation.
The nominal computational speed of an implicit-solvent simulation, that is the number of nanoseconds per day of Nominal speed is the number of nanoseconds of simulation time per day of wall clock time (ns/day). Effective speed ¼ (nominal speed) Â (conformational sampling speedup). Qualitatively, the effective speed is the estimated simulation time required by the explicit-solvent TIP3P PME simulation to sample conformational space comparable to the corresponding GB simulation run for 1 day on the same resource. The three time values for the nucleosome tail collapse represent the results for the collapse of the H3, H2B 0 , and H3 0 tails, respectively. Langevin collision frequency is g ¼ 0.01 ps
À1
; AMBER-12 on a single GTX680 GPU card with the SPFP precision model.
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simulation time, can be higher or lower than that of the corresponding explicit-solvent simulation due to differences in how the two approximations scale with system size. The most common explicit-solvent PME approximation for long-range forces scales as~NlogN, whereas the standard (without further approximations) GB implicit computation scales as~n 2 , where N is the total number of solvent and solute atoms combined and n is the number of solute atoms only. For example, a GB simulation of the 25,100-atom nucleosome is nominally 1.6 times slower than the explicit-solvent PME simulation with a small TIP3P solvent box extending 10 Å from the solute, whereas it is 1.6 times faster compared to a PME simulation in a larger 36 Å TIP3P solvent box. The choice of the box size is determined by the specifics of the problem, e.g., whether large conformational changes are expected. However, what matters in most cases is the effective speedup, which takes into account both computational speed and conformational sampling speed. For the types of conformational changes considered here, the effective speedup ranges from~0.7-to~60-fold for implicit-solvent GB simulations compared to explicit-solvent TIP3P PME simulations. For example, at 574 ns/day, the GB simulation for the 166-atom CLN025 miniprotein is approximately sevenfold faster than the explicit-solvent PME simulation (74 ns/day) on our computational platform. Combined with the additional approximately sevenfold conformational speedup, the 574 ns/day implicit-solvent MD simulation becomes equivalent to an explicit-solvent PME simulation at~4 ms/day for the CLN025 miniprotein folding simulation, making effective timescales of hundreds of microseconds accessible on conventional computing platforms. This example illustrates an important point: when it comes to sampling conformation space, simply considering computational speed, i.e., nanoseconds per day, may not be sufficient. Instead, one must also take into consideration the speed of conformational change when comparing implicitand explicit-solvent methods. In this respect, the effective speedup, which takes into account both conformational search speed and computational speed, is more informative.
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