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Quantum State Tomography (QST) has been the traditional method for characterization of an
unknown state. Recently, many direct measurement methods have been implemented to reconstruct
the state in a resource efficient way. In this letter, we present an interferometric method, in which,
any qubit state, whether mixed or pure, can be inferred from the visibility, phase shift and average
intensity of an interference pattern using a single shot measurement- hence, we call it Quantum
State Interferography. This provides us with a “black box” approach to quantum state estimation,
wherein, between the incidence of the photon and extraction of state information, we are not chang-
ing any conditions within the set-up, thus giving us a true single shot estimation of the quantum
state. In contrast, standard QST requires at least two measurements for pure state qubit and at
least three measurements for mixed state qubit reconstruction. We then go on to show that QSI is
more resource efficient than QST for quantification of entanglement in pure bipartite qubits. We
experimentally implement our method with high fidelity using the polarisation degree of freedom of
light. An extension of the scheme to pure states involving d − 1 interferograms for d-dimensional
systems is also presented. Thus, the scaling gain is even more dramatic in the qudit scenario for
our method where in contrast, standard QST, without any assumptions, scales roughly as d2.
INTRODUCTION
The inherent probabilistic features of quantum mea-
surement play a central role in quantum mechanics. The
probability distribution of outcomes of any measurement
on a quantum system can be predicted if its quantum
state is known. However, an unknown quantum state of
a single particle cannot be directly determined in any
experiment [1]. Nevertheless, if we have an ensemble
of identically prepared particles, we can reconstruct the
quantum state by measuring the expectation values of
different observables.
One of the widely used methods for state reconstruc-
tion is the Quantum State Tomography (QST) technique
[2, 3], which often requires additional post-processing to
ensure the physicality of the reconstructed density matrix
[4, 5]. For a d-dimensional system, typically one requires
d2 − 1 measurements to reconstruct an arbitrary state.
For a pure qudit state, measurement of 5d − 7 observ-
ables suffices to give us a unique state [6, 7]. Over the
last decade, several schemes towards improving the scal-
ing of QST with the dimension of the Hilbert space have
been suggested [8–10] and recently the focus has been
towards single-shot state estimation, i.e., obtaining the
state in a single-set up without any required change in
the experimental settings [11–14].
In this letter, we present a novel method for recon-
structing (pure or mixed) quantum state of a qubit along
with its experimental implementation, and also extend
the scheme to infer the state of d-dimensional qudits
requiring only d − 1 measurements, which serves as a
promising and less cumbersome alternative to QST. We
emphasise that in our proposed scheme, the number of
measurements scales linearly with the dimensionality of
the system whereas, in general, the required number of
measurements for QST scales quadratically with respect
to the system size. Thus, for higher dimensional systems,
our method is more economical compared to QST. Our
method can also be used for quantification and recon-
struction of bipartite pure entangled states in an efficient
manner.
Earlier, other alternatives to standard QST using pro-
jective measurements have been explored, in which the
strength of interaction may be strong as in [15] or weak
as in [16–18]. Since weak measurements [19, 20] can give
us complex weak values of observables, they have paved
the way for direct measurement of quantum state [21–27].
Our work in this letter focuses on the use of interferomet-
ric method as opposed to direct measurement techniques
to obtain the quantum state.
Recently, it has been shown by us [28] and others [29]
that complex weak values can be obtained without per-
forming weak measurement, which can lead to efficient
direct measurement of quantum states [30]. Knowing the
weak value of a Hermitian operator can give us the expec-
tation value of related non-Hermitian operator [31]. Ex-
pectation value of non-Hermitian column operators have
been used for direct measurement of the state [32].
In this letter, we show that interferometric methods
can be used to infer the quantum state of an ensem-
ble of identically prepared qubits by a single-shot mea-
surement [33]. We name our method Quantum State
Interferography (QSI). QSI focuses on minimizing num-
ber of data acquisitions as all parameters describing the
state are obtained at once by post-processing the interfer-
ence pattern. This differs from direct state measurement
which focuses on minimizing post-processing at the cost
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2of changing the experimental set up. QSI has enormous
practical benefits vis-a-vis quantum state estimation that
can be useful in various applications like quantum infor-
mation processing protocols [34, 35]. We experimentally
implement it in polarization degree of freedom of light,
which yields a single-shot method for characterization of
polarization state of light.
In the next section, we discuss the theory for how a
two-path interferometer can be used to reconstruct not
only pure states but also mixed states. We then ex-
perimentally demonstrate the method using 632.8 nm
Helium-Neon laser light in a displaced Sagnac interfer-
ometer [36]. Then, we extend the protocol to qudits
and show the advantage of using QSI over QST for pure
states.
QUANTUM STATE INTERFEROGRAPHY FOR
QUBITS
The general density matrix for a qubit can be written
using the coordinates θ ∈ [0, pi] and φ ∈ (−pi, pi], that
describe the direction of the vector in the Bloch sphere
representation and µ ∈ [0, 1], which is related to the pu-
rity of the state and the length of the vector.
ρ =
(
cos2
(
θ
2
)
1
2µe
−iφ sin(θ)
1
2µe
iφ sin(θ) sin2
(
θ
2
) ) . (1)
The expectation value of spin-ladder operators σ± =
1
2 (σx ± iσy) is given as
〈σ±〉 = Tr(ρσ±) = 1
2
exp(±iφ) µ sin(θ) . (2)
The argument of the complex expectation value 〈σ±〉
directly gives us the azimuthal coordinate, i.e., φ =
± arg(〈σ±〉). For a pure state, µ = 1 and hence, the θ can
be obtained as sin−1(2|〈σ±〉|). However, the solution to θ
is not unique in [0, pi] and pi−θ is a solution as well. Thus,
to uniquely determine θ, we need to measure the expecta-
tion value of another column operator, which in this case
is the projector Π0 = |0〉〈0|, with 〈Π0〉 = cos2(θ/2).Once
〈Π0〉 is known, θ is uniquely determined in [0, pi]. Now,
µ can be determined as µ = 2|〈σ±〉|sin(θ) .
Next, we show that all three quantities θ, φ and µ
specifying the polarization state of light can be deter-
mined from a single interference pattern obtained in the
MZI as shown in Fig. 1. The operator A = σ− is polar
decomposed into the R = Π0 and U = σx. The optical
components corresponding to R and U are placed in each
arm of the MZI.
We will discuss the scheme by taking an example of
a MZI. However, it can be realized with any two-path
interferometer including double-slit interferometer which
can be factory designed and can serve as a robust minia-
ture device for state estimation. If a pure state |ψ〉 is
Figure 1. The polarization state is prepared by using half-
wave plate (HWP) and quarter-wave plate (QWP) which can
be at arbitrary orientations. The MZI is formed by the two
beam splitters (BS). On one arm we place a HWP oriented
at pi/4 to realize the σx operator. On the other arm, we use a
polarizer with transmission axis oriented along horizontal, or
alternatively, the transmitting port of the polarizing beam
splitter (PBS) to effectively realize the operator Π0. The
phase shifter (PS) introduces a relative phase ϕ between the
two arms and we measure the intensity at the photodetector
(PD) as a function of ϕ. Experimentally, the phase shifter can
be avoided by making the interferometer non-collinear (See
Fig. 2 and [28]) to obtain the interferogram in a single-shot.
incident onto the first beam splitter (BS) of a MZI , the
intensity at the photodetector [28] is given by
I(ϕ) =
1
4
(1 + 〈Π0〉+ 2|〈σ−〉| cos(arg (〈σ−〉) + ϕ)) . (3)
By knowing I(ϕ), which can be experimentally obtained
from a single interference pattern, we can determine 〈Π0〉
and 〈σ−〉.
If the incident state is a mixed state given by ρ, we
obtain the intensity at the detector [37] as follows:
I(ϕ) =
1
8
(3 + cos(θ) + 2µ sin(θ) cos(ϕ− φ)). (4)
The phase shift of the interference pattern is obtained at
the value of ϕ that maximizes I(ϕ). Since 0 ≤ θ ≤ pi ⇒
sin(θ) > 0, the phase shift is obtained as Φ = φ.
The phase averaged intensity and the visibility are
given by
I¯ =
1
8
(3 + cos(θ)), V =
2µ sin(θ)
3 + cos(θ)
(5)
where θ ∈ [0, pi] can be uniquely determined from I¯,
which is experimentally always normalized with the inci-
dent intensity. Once θ is known, µ can be obtained from
visibility and ρ can be reconstructed.
Interestingly, QSI can also be used to quantify entan-
glement of pure bipartite states. If a bipartite state is
pure, then entanglement can be quantified by the entan-
glement entropy - the von Neumman entropy of the re-
duced density matrix i.e., E = −Tr(ρA log (ρA)), where
3ρA = TrB(ρAB) and ρAB = |Ψ〉AB 〈Ψ|AB [38–40]. Since,
with a single experimental set up the reduced density ma-
trix ρA, which in general is a mixed state, can be deter-
mined using QSI, it can be used to quantify entanglement
of pure states of bipartite qubits. The state |Ψ〉AB can
be completely reconstructed with one additional interfer-
ogram as we have shown in accompanying supplementary
material [41].
EXPERIMENT
To reconstruct the state of various input polarizations
we need to measure the phase shift of the interference
pattern. If one uses a MZI, it needs to be phase-stabilized
against vibrations that change the path difference. Thus,
to avoid this, we prefer interferometers that are not prone
to vibrations such as the Sagnac interferometer [42].
Figure 2. Non-Collinear displaced Sagnac Interferometer for
Polarization State Interferography: We use the Sagnac in-
terferometer in non-collinear configuration [28], i.e., we tilt
the beam splitter (Thorlabs BS013) to obtain double-slit like
interference pattern. We use the displaced Sagnac configura-
tion [36] instead of the common-path configuration in order to
place the polarizing beam splitter (PBS, Thorlabs PBS122)
in one arm (as R = Π0 operation) and the HWP (Thorlabs
WPH05M-633) in the other arm as the U = σx operation.
The glass plate, (parallel window WG40530-B) placed in one
of the paths is tilted to achieve the displacement of that beam
to ensure maximum overlap of the two non-collinear beams
at the beam profiler.
Methods
The input state is prepared by placing a HWP (Thor-
labs WPH05M-633) at an angle α followed by a QWP
(Thorlabs WPQ05M-633) at angle β in the path of a ver-
tically polarized beam from a Helium Neon Laser (632.8
nm) before it enters the interferometer. For a fixed angle
α of the HWP, we rotate the QWP and obtain 5 images
for a given β. For each image, we take 100 horizontal
slices about the vertical centroid and fit each slice with
the model which is a Gaussian weighted cosine function:
Bf +Afe
−cf (xf−mf )2(1 + vf cos(kfxf + φf )). (6)
Here, Bf is the background noise, Af is the amplitude
of the Gaussian envelope centred at mf with standard
deviation
√
1/2cf . The fringe width is given by 2pi/kf .
The visibility of the fringe and phase shift are deter-
mined from vf and φf respectively.
Results
Phase Shift, Average Intensity and Visibility from the
Interferogram From the interference pattern obtained
in the non-collinear displaced Sagnac interferometer, we
determine the phase shift, the visibility and the average
intensity for different polarization states prepared by dif-
ferent combination of HWP and QWP angles (α, β) as
shown in Fig. 3. The error bars in the plots are obtained
from statistics over the 100 slices for the 5 images. In
absence of QWP, the experimentally obtained value of
phase is expected to be a constant w.r.t α. This is con-
sidered as the zero reference for all the measurements.
The mean and standard deviations associated with phase
were obtained from the experimental datasets using cir-
cular statistics [43]. The phase shift obtained from the
interferogram has more error when θ is closer to 0 or
pi, since the Bloch vector is closer to the poles where φ
is undefined, which is manifested in noticeable deviations
from the theory in the experimental plot for HWP angles
0◦ and 45◦.
All the experimentally obtained averaged intensity are
normalized (with norm = 0.5) with respect to the corre-
sponding maximum of the average intensity obtained as
a function of HWP in the absence of QWP. The average
intensity does not depend on the interference and hence is
not prone to errors that affect the visibility and the phase
shift. The experimentally obtained visibility is system-
atically lower than the theoretical prediction because of
various experimental imperfections like polarization de-
pendence of splitting ratio of the the beam splitter (about
3%), angular deviation due to the rotation of the wave
plates (10 arcsec) that changes the spatial overlap and
the intensity averaging over the pixel area.
4Figure 3. Phase shift, Avg. Intensity and Visibility as a function of α and β. The solid lines in the plots represent the
theoretical prediction while the dots and bars represent experimentally obtained mean and statistical error respectively. The
black curve (in the β = 0 plane) is for the experiment where only HWP was rotated in absence of the QWP.
Purity and Fidelity – Assuming that the polarization
state of the incident beam is pure, we compute the fi-
delity of the state reconstructed from θ and φ determined
by the experimentally obtained average intensity I¯ and
phase shift Φ respectively. The errors obtained in Φ and
I¯ are propagated to the calculation of fidelity for a single
state. The mean fidelity calculated from experimentally
obtained mean phase shift (Φ) and mean average inten-
sity (I¯) are plotted on the Bloch sphere at the θ and φ
of the prepared state in Fig. 4 (Left) with the values
indicated by the colorbar. The average fidelity over all
the prepared states is greater than 98 % .
Figure 4. [Left] Fidelity with assumption that the various
prepared states in θ and φ over the Bloch Sphere are pure.
[Right] Fidelity of reconstructed density matrices of various
prepared states in θ and φ over the Bloch Sphere.
Although the incident state was almost pure (> 99%
vertically polarized), our method can be used in exper-
iments involving mixed states as well. To illustrate, we
reconstruct the density matrix, as given in Eqn. (1) us-
ing the µ value determined from the experimentally ob-
tained visibility, with the restriction that it makes the
reconstructed density matrix physical, i.e., Tr
(
ρ2
) ≤ 1.
This is ensured by construction of ρ in Eqn. (1) with
the restriction that we substitute µ with min (µ, 1) as
discussed in detail in accompanying supplementary ma-
terial [44]. Since the experimentally obtained visibility is
systematically lower than the theory, the reconstructed
state has a lower purity and consequently the fidelity (in
Fig. 4 [Right]) is lower than the case with pure state
assumption.
QUANTUM STATE INTERFEROGRAPHY
FOR QUDIT PURE STATES
The pure state of a d-dimensional qudit can be repre-
sented in the polar spherical [45] form as follows:
|ψ〉(d) =

cos (θ1/2)
sin (θ1/2) exp(iφ1) cos (θ2/2)
...∏k−1
j=1 sin (θj/2) exp(iφj) cos (θk/2)
...∏d−1
j=1 sin (θj/2) exp(iφj)

. (7)
The component of |ψ〉(d) in the k-th 2 dimensional sub-
space is given by
|ψ〉(2;d)k =
k−1∏
j=1
sin
(
θj
2
)
eiφj
( cos ( θk2 )
sin
(
θk
2
)
eiφk cos
(
θk+1
2
)) .
(8)
We use d−1 interferometers, one on each of the two di-
mensional {k, k+1} subspaces of the d-dimensional state
|ψ〉(d). The expectation values of σ− and Π0 operators
for the 2-dimensional subspace can be obtained directly
from phase averaged intensity and phase shift of the in-
terference pattern. Although, here we shall be formulat-
ing QSI for qudits using d − 1 interferometers for ease
of conceptualization, in principle and in many physical
systems in practice, the state can be inferred from d− 1
interferograms obtained with a setup involving only two
interferometers. This is achieved by using the same inter-
ferometer for all the two dimensional subspaces ( please
see Supplementary Material [46]).
5The matrix element of the spin ladder operator [47] in
the two dimensional subspace is
〈ψ|σ(k)± |ψ〉(2;d)k = ξ(k)
1
2
e±iφk sin(θk) cos
(
θk+1
2
)
(9)
where, ξ(k) =
∏k−1
j=1 sin
2
(
θj
2
)
.
We directly obtain the relative phase φk in the two-
dimensional subspace from the argument of the matrix
element of the spin ladder operator in that subspace.
To determine θk, however, we need to know ξ(k) and
θk+1 as well. Nevertheless, as in the case for qubits, we
need to measure the matrix element of Π
(k)
0 in the two-
dimensional subspace, i.e.,
〈ψ|Π(k)0 |ψ〉(2;d)k = ξ(k) cos2
(
θk
2
)
. (10)
We can determine θ1 and subsequently θ2 as follows:
θ1
2
= cos−1
(√〈
Π
(1)
0
〉)
,
θ2
2
= cos−1
2
∣∣∣〈σ(1)± 〉∣∣∣
sin(θ1)

(11)
Thus, once θk is determined, θk+1 can be obtained se-
quentially.
We can employ the same scheme to obtain
〈
σ
(k)
±
〉
by
placing the polar decomposed elements Π
(k)
0 in one and
σ
(k)
x in the other arm of a MZI constructed for the 2-
dimensional subspace {k, k + 1}. We have to design
d − 1 such MZI setups for the state estimation of a d-
dimensional qudit.
Next, we present a generic scheme to construct all the
necessary operators in each subspace from the Pauli op-
erators in the d-dimensional Hilbert space. We illustrate
the same using the example of qutrits in Fig 5.
Figure 5. Schematic to measure the state for a qutrit, which
can be generalized to any qudit: The beam is divided into
d-1 spatial modes. Each mode is made incident on an in-
terferomter with Π
(k)
0 and σ
(k)
x operations corresponding to
the 2-dimensional subspace (For the detailed description see
Supplementary Material Sec XI).
This scheme can be generalized with d-dimensions sim-
ply by blocking all other components after the spin split-
ter (ST) except the desired pair. Please see Supplemen-
tary Material Sec. XII for detailed expressions on how
to infer the state from d−1 interferograms, which is also
shown to be obtained with two interferometers in Sec.
XIII.
CONCLUSIONS AND OUTLOOK
In summary, we have proposed quantum state inter-
ferography as a method to reconstruct a qubit state,
whether pure or mixed, in a single experimental set up,
and experimentally demonstrated our scheme with high
average fidelity. This forms an efficient scheme compared
to quantum state tomography as well as direct measure-
ment techniques to infer the state of an ensemble of iden-
tically prepared qubits.
All the parameters needed to determine the state are
obtained from the interference pattern produced using
a single shot measurement. Since the interference pat-
tern obtained using the coherent laser light source and a
stream of single photons would be identical [48, 49], the
method described here is applicable for determining state
of identically prepared ensemble of single photons as well.
QSI provides us with a “black box” approach to quan-
tum state estimation, wherein, between the incidence of
the photon and extraction of state information, we are
not changing any conditions within the set-up, which it-
self can be miniaturized . This provides us a true single
shot estimation of the quantum state which has a rich
potential for future technological development.
We have also shown here how QSI can be extended to
estimate pure states of d-dimensional qudits with d − 1
measurements, which can be obtained either by using
d − 1 interferometers as shown in Fig. 5 or by using
only two interferometers as shown in accompanying sup-
plementary material. This is achieved by representing a
d-dimensional qudit using 2(d − 1) parameters and ex-
tracting 2 parameters from each interferogram. While
for qubits, we require one measurement as opposed to
three in standard QST, the improvement is even more
tremendous for qudits where standard quantum state to-
mography, without any assumptions, scales roughly as d2
and for pure states, the scaling has been brought down to
5d− 7 [6, 7] so far. This may help in efficient characteri-
zation of higher dimensional systems [50] aimed towards
quantum information processing, quantum computation
and quantum communication.The QSI can also be used
for single-shot entanglement quantification of pure bipar-
tite states, which can be useful towards foundation of
quantum mechanics.
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I. SCALING ADVANTAGE OF QUANTUM
STATE INTERFEROGRAPHY
Quantum State Tomography (QST) is the standard
method used for characterizing an unknown quantum
state which involves a set of measurements to be per-
formed on an ensemble of identically prepared copies of
the quantum system and post processing of the collected
data. For a d-dimensional system QST requires d2 − 1
measurements when no assumptions are made about the
system. Any prior knowledge of the state being pure
reduces the required number of measurements in QST
to 5d − 7. Quantum State Interferography (QSI) is an
interferometric method in which an unknown quantum
state can be inferred from the visibilities, phase shifts
and average intensities obtained from a number of in-
terference patterns. Using this technique any unknown
qubit (d = 2) state, be it mixed or pure, can be charac-
terized from one interference pattern formed at the end
of an interferometer having σx operator in one arm and
projection operator Π0 in the other arm. Any pure state
reconstruction in d-dimensions QSI requires d− 1 inter-
ferograms which can be obtained with two interferome-
ters. Thus, for characterization of a state QSI, demands
a number of measurements that scales linearly with the
dimensionality of the system. In QST, on the other hand
the required number of measurements scales quadrati-
cally with respect to the system size. This makes the
process of QST more cumbersome as the dimensional-
ity increases. The difference between the linear scaling
in QSI and the quadratic scaling in QST can be under-
stood better with the table below.
d n1 = d
2 − 1 n2 = 5d− 7 n3 = d− 1 ∆n = n1 − n3 ∆np = n2 − n3
Dimension of
system
QST without
assumption
QST assuming pure
state
QSI (pure state
assumption for
d ≥ 3)
Difference in No. of
required Measurements
Difference (with pure
state assumption)
2 3 3 1 2 2
3 8 8 2 6 6
4 15 13 3 12 10
5 24 18 4 20 14
10 99 43 9 90 34
50 2499 243 49 2450 194
100 9999 493 99 9900 394
TABLE I. Comparison of number of measurements (or experimental settings) required in QST vs. QSI
From the table, it is clear that as the dimension-
ality increases more and more, the difference between
∗ usinha@rri.res.in
the required number of measurements in QST and QSI
becomes more and more prominent. Even for charac-
terizing qubit, QST requires three measurements to be
performed whereas QSI suffices with only one measure-
2ment. In case of characterizing qudits of large d sys-
tems (with or without assumption of the state being
pure) QSI sufficiently reduces the required number of
measurements which can be seen from the numbers ∆n
and ∆np in the table. The values ∆np for different d
makes it clear that even though the required number of
measurements for QST with assumption of the state to
be pure scales linearly with d, the number is still much
higher compared to the number required in QSI when
the system (or d ) is sufficiently large. Thus, the process
of Quantum State Interferography becomes more useful
and advantageous for characterizing higher dimensional
systems than the process of Quantum State Tomogra-
phy from the view point of scaling gain.
Another advantage of QSI over QST can be described
in terms of the need to change the experimental con-
dition/setting in QST but not in QSI. A higher d-
dimensional state characterization using QST requires
measurements of O(d2) to be performed which in turn
requires the experimental condition to be changed for
that many times. But the characterization of a d-
dimensional state using QSI requires measurement of
d − 1 interferograms. These can be obtained using as
low as 2 interferometers and without the need of any
change in condition once and thus serve as single-shot
method for the reconstruction of pure qudit states.
II. DERIVATION OF INTENSITY AT THE
OUTPUT PORT OF INTERFEROMETER
Any pure state for one-qubit can be written in terms
of Bloch sphere coordinates as
|ψ〉 = {cos(θ/2), sin(θ/2) exp(iφ)}. By knowing θ and φ
from an experiment, we can infer any unknown pure
state. If we compute the expectation value of spin
ladder operator σ− = 12 (σx − iσy) in the state |ψ〉,
we have the polar coordinate θ appearing only in the
magnitude of the complex expectation value 〈σ−〉 =
(1/2) sin(θ) exp(−iφ) and the azimuthal coordinate φ
appearing only as a phase in the Argand plane. The
expectation value of the non-Hermitian spin ladder op-
erator σ− cannot be obtained from statistics of measure-
ment outcomes but can be inferred from the weak value
[1] of R, where R =
√
σ†−σ−, in the pre-selected state
|ψ〉 and the post-selected state |φ〉 = U† |ψ〉, where U is
a unitary matrix satisfying σ− = UR. [2].
If we consider a mixed state for one-qubit (say a spin
1/2 particle), a complete description of its density ma-
trix ρs requires knowledge of three parameters θ, φ and
µ.
ρs =
(
cos2
(
θ
2
)
1
2µe
−iφ sin(θ)
1
2µe
iφ sin(θ) sin2
(
θ
2
) ) (1)
Here, µ governs the purity of the density matrix ρs.
Tr(ρ2s) =
1
4
(
3 + µ2 − (µ2 − 1) cos(2θ)) (2)
The three (real) parameters for an unknown one-qubit
mixed state can not be obtained from the weak value (a
single complex number). However, it has been shown
that the expectation value of σ− in a pure state |ψ〉
or the weak value of R in the preselected state |ψ〉 and
postselected state |φ〉 = U† |ψ〉 can be inferred from visi-
bility and phase shift obtained in a Mach-Zehnder inter-
ferometer [3]. In this article, we show that any one-qubit
mixed state ρs can be inferred from the phase-averaged
intensity, visibility and phase shift of the interference
pattern obtained in the Mach-Zehnder interferometer,
where the optical component corresponding to R is the
transmitting port of a polarizing beam splitter (PBS)
or polarizer with its transmission axis oriented along
horizontal and it is placed in one arm of the interfer-
ometer and the optical component corresponding to U
(the half-wave plate (HWP) with its fast axis oriented
at an angle pi/4 from horizontal i.e as σx) is placed in
the other arm.
Let us consider the experimental set-up, as shown in
Fig. 1. In the polarization subspace, the Jones repre-
sentation for a Polarizer with transmission axis oriented
along horizontal (or for a Polarizing Beam Splitter) be-
comes a non-unitary matrix. Hence, the overall evo-
lution operator that describes the Mach-Zehnder inter-
ferometer, along with components shown in Fig. 1, is
not trace-preserving. To have a unitary description, we
have to include all the states in the path degree of free-
dom as well and describe all the operators in a higher
dimensional Hilbert space.
3FIG. 1. Mach Zehnder Set-up for Polarization State Inter-
ferography
There are 3 input paths to the Mach-Zehnder interfer-
ometer {|a〉 , |b〉 , |e〉}. The beam is made incident only
in port |a〉 and hence the density matrix for path degree
of freedom in the basis {|a〉 , |b〉 , |e〉} is given as follows:
ρp =
1 0 00 0 0
0 0 0
 (3)
The incident beam may then be represented as an
outer product of the path and polarization (spin) den-
sity matrices.
ρi = ρp ⊗ ρs =

cos2
(
θ
2
)
1
2µe
−iφ sin(θ) 0 0 0 0
1
2µe
iφ sin(θ) sin2
(
θ
2
)
0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0

(4)
Note that the above representation is in the basis
{|a〉 , |b〉 , |e〉} ⊗ {|H〉 , |V 〉}.
The first beam-splitter transforms the input ports
{|a〉 , |b〉} to the ports {|c〉 , |d〉} and leaves the port
{|e〉} unaffected. The second beam-splitter transforms
{|c〉 , |f〉} to the output ports {|i〉 , |h〉} and leaves the
port |g〉 unaffected. The matrix representations of the
beam-splitter operations in the path subspace are as fol-
lows:
b1 =
1√
2
1 i 0i 1 0
0 0
√
2
 b2 = 1√
2
1 i 0i 1 0
0 0
√
2
 (5)
The complete beam splitter operators in the path and
polarization degree of freedom are given by B1 = b1⊗1
and B2 = b2 ⊗ 1 respectively.
The phase-shifter acts only on path |d〉
and hence we write the operator as U(Φ) =
(Πd exp(iϕ) + (Πc + Πe))⊗ 1.
The action of the half-wave plate can be viewed as
the σx operation in arm |c〉 and identity on {|d〉 , |e〉}.
H = Πc ⊗ σx + (1(3) −Πc)⊗ 1(2) =

0 1 0 0 0 0
1 0 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1

(6)
The matrix for the polarizing beam splitter is the trans-
formation from the basis {|d〉 , |e〉} to {|f〉 , |g〉} and the
port |c〉 remains identical.
P =

1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 0 0 1
0 0 0 0 1 0
0 0 0 1 0 0
 (7)
Now, we can compute the final density matrix after
the Mach-Zehnder interferometer.
ρB1→Φ→H→P→B2→{|i〉,|h〉,|g〉}⊗{|H〉,|V 〉}
= B2 · (P · (H · (Φ · (B1 · ρi ·B†1) · Φ†) ·H†) · P †) ·B†2
(8)
Till now, all the evolution has been unitary and the
above density matrix has unit trace.
4We now place the detector/beam-profiler only in the
port {|h〉}. We represent the projector as Πh.
Πh =

0 0 0 0 0 0
0 0 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 0 0
0 0 0 0 0 0
 (9)
The resultant component of the density matrix in the
port |h〉 that is going to be detected is given by the
following reduced density matrix
ρd =
(
1
4 (1 + µ sin(θ) cos(φ− ϕ)) 18
(
µeiφ sin(θ) + eiϕ(cos(θ) + 1)
)
1
8
(
µe−iφ sin(θ) + e−iϕ(cos(θ) + 1)
)
1
8 (cos(θ) + 1)
)
(10)
The total intensity at the detector is obtained by taking
the trace of the above density matrix in the polarization
subspace, i.e.,
Id = Tr(ρd) =
1
8
(3 + cos(θ) + 2µ sin(θ) cos(φ− ϕ)) .
(11)
The phase shift (Φ) of the interference pattern is
obtained at the value of ϕ that maximizes Id. Since
0 ≤ θ ≤ pi in a Bloch Sphere, sine in the last term is
always positive and hence the phase shift is given by φ.
The phase averaged power I¯ is given by 18 (3 + cos(θ)).
Thus, the θ, φ are determined from the average power
and the phase shift in an interferometer port.
Once θ is known, µ can be obtained from visibility V
which is given by 2µ sin(θ)3+cos(θ) .
III. PHASE SHIFT, VISIBILITY AND AVERAGE INTENSITY AS FUNCTION OF BLOCH SPHERE
PARAMETERS
FIG. 2. Phase Shift, Visibility and Average Intensity as function of Bloch Sphere Parameters: The phase shift obtained is
θ independent and is a unique function of φ. Visibility however, although independent of φ is a many(two) to one function
of θ. Therefore, we consider the phase averaged intensity which is a one to one map of θ. Visibility, nevertheless, helps in
distinguishing µ - the parameter governing purity of the state.
5IV. COMPARISON OF VARIOUS
INTERFEROMETRIC METHODS
In the experiment we want to determine the phase
shift, visibility and the average intensity from the in-
terference pattern obtained at one of the output ports
of an interferometer in order to reconstruct the density
matrix associated with the polarization state incident
on the interferometer. This input state is generated by
the action of a HWP (at angle α) followed by a QWP
(at angle β) on the vertical polarization state emitted
from the source. In order to obtain the phase shift of
the interference pattern as one changes α and β the in-
terferometer needs to be phase-stabilized.
One of the disadvantages of using the Mach Zehnder
interferometer is that we need to stabilize the path dif-
ference against external vibrations to obtain any consis-
tent phase information. Hence, to infer phase shift, we
prefer interferometers that are not prone to vibrations,
e.g., double slit interferometer and the Sagnac interfer-
ometer. We can simply use the equivalent double slit
set up, with one slit attached with a polarizer (R) and
the other slit filled with the half wave plate (U). The in-
terference pattern here would be insensitive to external
noise because the inter-slit distance is robust to noise
and thus acts as an ideal device to give us the interfer-
ence pattern from which both visibility and phase shift
can be accurately obtained.
FIG. 3. Double Slit and Sagnac interferometer as alternative
to Mach Zehnder interferometer
To go for a miniaturized setup it is best to custom de-
sign [4] a slit version wherever possible. But, the polar-
izer and the half wave-plate for the double-slit needs to
be specifically manufactured and placed appropriately
on the slits. Any difference in shape of slits and that of
polarizer/waveplate would lead to additional diffraction
effects. However, with a displaced Sagnac geometry, we
can achieve the phase stability against external low fre-
quency vibrations, with components readily available in
an optics lab.
V. DATA ANALYSIS & CHOICE OF
STATISTICS
For a fixed angle α of the HWP, we rotate the QWP
and obtain 5 images for a given β. We first orient the
image to have fringes along the horizontal (along xf ).
For each image, we take 100 horizontal slices about the
vertical centroid and fit each slice with the model which
is a Gaussian weighted cosine function given below.
Bf +Af exp
(−cf (xf −mf )2)(1 + vf cos(kfxf + φf )).
(12)
Here, Bf is the background noise and Af is the ampli-
tude of the Gaussian envelope centred at mf with stan-
dard deviation as
√
1/2cf . The fringe width is given by
2pi/kf . The visibility of the fringe and phase shift are
determined from vf and φf respectively.
We weigh the data with the vertical Gaussian profile
and then take mean and standard deviation of each of
the parameters over the 100 slices. If the model does
not fit any of the slices, i.e., the adjusted R2 of the fit
was less than 0.99, we give it zero weight. For φf , we use
circular mean and circular standard deviation (See def-
inition in VI) . The amplitude Af is corrected against
the vertical Gaussian weight. Finally, we take the aver-
age (over 5 images) of the the averages (over 100 slices)
to represent the mean experimental value. The error
bars are represented by the maximum of standard devi-
ation (over 5 images) of means (over 100 slices) and the
RMS value of the standard deviations (over 100 slices).
We then repeat the same for various HWP angles α.
Finally, we take a dataset with QWP absent in order to
find the the zero reference of the phase shift.
The interference pattern in a Sagnac interferometer is
not affected by the low frequency vibrations and hence
repetitions of image acquisition over time are repro-
ducible. Thus taking five images (exposure of 13 ms)
6in intervals of about 500 ms for a given prepared state
give us consistent results. However, the envelope of the
transverse profile of the beam is not perfectly Gaussian
because of some (avoidable) dust on the optical com-
ponents and on the imaging sensor. Therefore, instead
of taking just one profile from the image, we take 100
horizontal slices about the vertical centroid. The slices
which are far off the vertical centroid are affected the
most due to lack of perfect overlap between the two
beams coming from two different paths of the interfer-
ometer. Therefore, 100 slices, which are within FWHM
of the vertical Gaussian envelope, is optimal to have
enough sampling of the beam to eliminate irregularities.
The standard deviation of the fit parameters is obtained
because the variation of these 100 slices is larger than
the changes in mean of the fit parameters across 5 im-
ages and hence 5 images give us enough statistics.
VI. CIRCULAR MEAN AND STANDARD
DEVIATION
Consider an array Aφ containing the list of circular
variable φ. Then the circular mean for a list of N values
is given by
µφc = arctan
∑Ni cos
(
Aiφ
)
N
,
∑N
i sin
(
Aiφ
)
N
 . (13)
Here, arctan (x, y) gives the arc tangent of y/x after
taking into account the quadrant to which the pair be-
longs to.
We use the square root of the circular variance as the
standard deviation which is computed as follows:
σφc =
√√√√√
1−
√(∑N
i cos
(
Aiφ
))2
+
(∑N
i sin
(
Aiφ
))2
N
(14)
VII. RESULTS
From the interference pattern obtained in the non-
collinear displaced Sagnac interferometer, we obtain the
phase shift ,the visibility and the average intensity for
different polarization states prepared by different (α, β)
combinations as described in the previous section. Then
compute the fidelity of the reconstructed states com-
pared to the prepared ones.
In the experiment, the state is prepared by using a
HWP at angle α followed by QWP at angle β on the
incident polarization state V .
Thus, the prepared state |ψ(α, β)〉 can be expressed as follows:
|ψ(α, β)〉 = QWP(β) ·HWP(α) · |V 〉 (15)
=
(
cos2(β) + ı sin2(β) (1− ı) sin(β) cos(β)
(1− ı) sin(β) cos(β) sin2(β) + ı cos2(β)
)
·
(
cos(2α) sin(2α)
sin(2α) − cos(2α)
)
·
(
0
1
)
(16)
=
1
2
(
(1 + ı)(sin(2α)− ı sin(2α− 2β))
(1− ı)(ı cos(2α) + cos(2α− 2β))
)
=
(
ψH
ψV
)
; say (17)
The relation between θ, φ used in the Eqn. 1 with
α, β is shown below:
θ = 2 ∗ arccos
(
ψHe
(−ı arg(ψH))
)
(18)
φ = −ı ln
(
ψV e
(−ı arg(ψH))
sin(θ/2)
)
(19)
7The variations of the phase shift, the averaged inten-
sity and the visibility of the interference pattern with
the HWP angle (α) and the QWP angle (β) have been
shown in Fig. 4, Fig. 5, Fig. 6 respectively . The
solid lines in the plots represent the theoretical predic-
tion while the dots and bars represent experimentally
obtained mean and statistical error respectively. The
black curve is for the experiment where only HWP was
rotated in absence of the QWP.
The HWP does not introduce any phase shift, i.e., it
transforms an incident linear polarization to another lin-
ear polarization. However, as the two interfering beams
have arbitrary but constant path difference in the dis-
placed Sagnac geometry, the phase shift obtained is not
an exact zero but some constant, which is then taken
as the reference. The phase shift obtained from the in-
terferogram has more error when θ is closer to 0 or pi,
since the Bloch vector is closer to the poles where φ is
undefined. This is manifested in noticeable deviations
of the experimental graphs from the theory for HWP
angles 0 and 45.
FIG. 4. Phase Shift:
All the experimentally obtained averaged intensity
are normalized (with norm = 0.5) with respect to the
corresponding maximum of the average intensity ob-
tained as a function of HWP in the absence of QWP.
This normalization step can be avoided if the detector
is calibrated against known input intensity. The aver-
age intensity only depends on the polarization state and
not on the spatial overlap of the beams, stability of the
interferometer, wavefront or beam shape.
FIG. 5. Average Intensity
The particular HWP and QWP used cause angu-
lar deviation of the beam as they are rotated that
results in change in the overlap of the two beams
at the detector. The beam splitter also has about
3% polarization-dependent transmission and reflection
probability. These effects, along with intensity averag-
ing over the area of the sensor contribute to the exper-
imentally obtained visibility being systematically lower
than the theory at certain angles of the wave plate.
8FIG. 6. Visibility
VIII. PHYSICALITY OF THE
RECONSTRUCTED DENSITY MATRIX
The density matrix in two-dimensions in terms of
Bloch sphere coordinates θ and φ is represented as,
ρ =
(
cos2
(
θ
2
)
1
2µe
−iφ sin(θ)
1
2µe
iφ sin(θ) sin2
(
θ
2
) ) . (20)
For all values of θ and φ, the density matrix is physical
by virtue of construction for 0 ≤ µ ≤ 1. After we find
out φ and θ, we have µ from visibility as
µ = V
(
3 + cos(θ)
2 sin(θ)
)
(21)
When θ is close to 0 or pi, the denominator tends to 0.
At this point experimentally obtained visibility has to
be low enough so that µ ≤ 1. Due to experimental im-
perfections and noise, experimentally obtained visibility
sometimes can be slightly higher or lower than what one
would expect with ideal experimental components. In
this sense, by simple use of the formula in Eqn. (21),
one could obtain µ > 1. However, note that this occurs
when the state is close to |H〉 or |V 〉, i.e. when θ = 0
or pi and hence the off-diagonal terms in ρ which con-
tains sin(θ) tends to 0. Thus, if we clip the value of µ
between 0 and 1, the error in ρ is minimal. Next, we
shall quantify this error. But before that, in an exam-
ple, we show that in our experiment µ is almost always
found to be within 1, with only few exceptions. For in-
stance, when the state was prepared with HWP angle
α = 0, we plot µ obtained as a function of prepared
state parameterized by the QWP angle β.
FIG. 7. µ obtained as a function of prepared state param-
eterized by the QWP angle β for the HWP angle α = 0.
Except few points in the region where β is close to 90◦, we
find µ < 1 and hence the density matrix is physical. Note
that the value is around 0.8 and 0.9 for most values of β i.e.
15◦ < β < 75◦. It drops sharply towards 0 as β → 0 (See
Sec. (VII) for relation between (θ, φ) and (α, β) ). Again,
the state approaches |V 〉 (or |H〉) and hence the low value
of µ do not contribute to density matrix being different.
For the few points, where µ > 1, we have coerced the
value to 1 by taking µ ≡ min(µ, 1). Again emphasis is
to be made that this does not affect ρ much because
the off-diagonal terms are anyways small because of θ
being closer to 0 or pi. Anyways, we outline a generic
procedure in which µ can be followed to systematically
obtain µ without the need of clipping the value between
0 and 1.
In the Eqn. (9), of the main text, the function which
used to fit the experimentally obtained interference pat-
tern is provided. Instead of finding the best fit for the
parameters for vf and Af along with other parame-
9ters, we can directly substitute vf =
2µ sin(θ)
3+cos(θ) using Eqn.
(8) and Af = N 18 (3 + cos(θ)). Here, N is normaliza-
tion/scaling factor associated with intensity measure-
ment and is determined from experimental setup. In
this way, now we can directly fit for θ and µ instead of
Af and vf . The fitting algorithm is essentially a con-
strained optimization with the bounds for θ being [0, pi)
and that for µ being within [0, 1]. Thus, the requirement
that 0 ≤ µ ≤ 1 can be directly imposed in the fitting
algorithm rather than imposing the constraints on vf .
It is also worth noting that the reconstructed density
matrix from Quantum State Tomography also requires
additional post-processing so that the density matrix
becomes physical [5, 6].
In experiment, the state is not always pure. We pa-
rameterize the mixedness with µ and show how much
the fidelity of ρpure (the density matrix for the pure
state i.e. ρpure = ρ
∣∣
µ=1
) with ρ changes as a function
of µ.
The fidelity is obtained as
F = Tr
(√√
ρpureρ
√
ρpure
)2
(22)
=
1
4
(3 + µ− (µ− 1) cos(2θ)) (23)
Note, that the fidelity is independent of φ and thus
mixedness of state does not affect the determination of
the phase φ. We plot the fidelity as function of µ and θ
in Fig. 8. We observe that fidelity is close to 1 irrespec-
tive of the value of µ when θ is close to 0 or pi. Only
when θ is around pi/2 the fidelity drops when mixedness
increases very much i.e., µ << 1. For a small amount
of mixedness due to errors in preparation of state, we
have F > 0.9 for µ > 0.8. However, the experimentally
obtained µ has also less errors when θ is close to pi/2 as
can be inferred from the Fig. 7 and therefore the fidelity
obtained in the experiment is high.
FIG. 8. Density plot of Fidelity between ideal pure state and
mixed state parameterized by µ. Note that the colors scale
from 0.5(blue) to 1(red)
.
IX. FIDELITY AND PURITY
We report median analysis as the errors introduced
are state dependent. For instance, there is more uncer-
tainty in determining phase shift whenever the visibility
is low. The best case suggests that if systematic and ran-
dom errors can be minimized (eg: by using cage mount
assembly for better stability and miniaturizing the setup
to avoid effects due to pointing fluctuations/ angular de-
viation caused due to waveplates), the method can give
us state estimation with fidelity better than 0.98 (See
Table II below). The median of the average mixed state
fidelity over all the states is lower than the correspond-
ing median for the reconstructed pure states. This is
because of the errors in determining µ from the visibil-
ity which is affected by pixel averaging, overlap of the
two beams and change in ellipticity of polarization at
each reflection. Since we do not need visibility to recon-
struct pure states, these errors only affect reconstruc-
tion of mixed states. However, errors such as change
in polarization due to reflection can be avoided in the
miniaturized slit based QSI setup discussed in Sec. IV .
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Average Best Case Worst Case
Purity
(Tr
(
ρ2
)
) 0.92(5)+0.03(7)−0.03(7) 0.98(0)
+0.01(9)
−0.02(7) 0.85(7)
+0.06(5)
−0.03(1)
Mixed state
Fidelity Fm 0.94(1)+0.02(5)−0.01(3) 0.98(1)+0.00(9)−0.01(2) 0.90(2)+0.03(2)−0.01(4)
Pure state
Fidelity Fp 0.98(3)+0.00(4)−0.00(6) 0.99(5)+0.00(2)−0.00(5) 0.97(0)+0.00(6)−0.00(6)
TABLE II. Purity and Fidelity: In this table, we report the
median over all the prepared states of average fidelity along
with the upper and lower quartile deviations. The same is
also presented for the best case and worst case defined by
highest and lowest fidelity (or purity) obtained after error
(obtained from statistics of the average intensity, phase shift
and visibility) propagation of half standard deviation about
the mean quantities.
X. REPRESENTATION OF QUDITS
We aim to extend the idea implemented for qubits for
the reconstruction of the unknown state incident on the
interferometer to d-dimensional qudits.
Any ray in d-dimensional Hilbert space can be pa-
rameterized by {θj , φj}; j = 1, 2, . . . , d − 1. The
first term of the vector can always be made a
positive real number because we can ignore the
global phase and hence can always be expressed as
cos(θ1/2). The second term can be in general com-
plex but can have the maximum magnitude as sin(θ1/2).
Hence in the polar form [7] it can be written as
sin(θ1/2) cos(θ2/2) exp(iφ1). Similarly, the k-th term
can be written as
∏k−1
j=1 sin
(
θj
2
)
exp(iφj) cos
(
θk
2
)
. The
final term’s magnitude is determined by all the previ-
ous terms due to normalization condition and hence is
given by
∏d−1
j=1 sin
(
θj
2
)
exp(iφj). Hence, the polar rep-
resentation of a state in d-dimensional Hilbert space will
be,
|ψ〉(d) =

cos
(
θ1
2
)
sin
(
θ1
2
)
eiφ1

cos
(
θ2
2
)
sin
(
θ2
2
)
eiφ2

. . . 
cos
(
θk
2
)
sin
(
θk
2
)
eiφk

. . .  cos( θd−12 )
sin
(
θd−1
2
)
eiφd−1






(24)
We can omit the nested brackets and write the state
as the following single column vector.
|ψ〉(d) =

cos
(
θ1
2
)
sin
(
θ1
2
)
exp(iφ1) cos
(
θ2
2
)
...∏k−1
j=1 sin
(
θj
2
)
exp(iφj) cos
(
θk
2
)
...∏d−1
j=1 sin
(
θj
2
)
exp(iφj)

(25)
We prove that the coordinates {θj , φj}; j = 1, 2 . . . d−
1 makes |ψ〉(d) span the entire vector space by the use
of principle of mathematical induction. We have al-
ready verified that this representation spans the Hilbert
space for d = 2 (Bloch sphere for qubits) and d = 3
(two sequential Bloch vectors for qutrit). We then as-
sume that |ψ〉(k) spans the k-dimensional Hilbert space
and aim to argue that, by implication, we can conclude
that |ψ〉(k+1) spans all the rays in the k+ 1 dimensional
Hilbert space.
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We have
|ψ〉(k+1) =

α1
...
αk
αk+1

=

cos
(
θ1
2
)
...∏k−1
j=1 sin
(
θj
2
)
eiφj
(
cos
(
θk
2
)
sin
(
θk
2
)
eiφk
)

(26)
Since |ψ〉(k) spans the k-dimensional Hilbert space,
we have {α1, α2 . . . αk} as the set of arbitrary complex
numbers up to a global phase and constrained to nor-
malization. Thus, we now have to show that αk+1 can
be an arbitrary complex number. Because θk ∈ [0, pi]
and φk ∈ (−pi, pi] makes
∏k−1
j=1 sin
(
θj
2
)
eiφj sin
(
θk
2
)
eiφk
an arbitrary complex number with magnitude bounded
by |∏kj=1 sin( θj2 ) eiφj |, |ψ〉(k+1) spans the entire k+ 1-
dimensional Hilbert space. Note that αk has to be scaled
by cos
(
θk
2
)
but still represents an arbitrary complex
number.
XI. EXPERIMENTAL PROTOCOL
The proposal is to use the d − 1 Mach Zehnder (or
equivalent) Interferometers on each of the two dimen-
sional {|k〉 , |k + 1〉} subspace of the d-dimensional state
|ψ〉(d) in the sequence in which we represent the vectors.
The k-th 2-dimensional subspace is given by
|ψ〉(2;d)k =k−1∏
j=1
sin
(
θj
2
)
exp(iφj)

 cos ( θk2 )
sin
(
θk
2
)
exp(iφk) cos
(
θk+1
2
)

(27)
Next, we compute the expectation value of the spin lad-
der operator in the two dimensional subspace.
〈ψ|σ±|ψ〉(2;d)k
=
k−1∏
j=1
sin2
(
θj
2
)(
1
2
e±iφk cos
(
θk+1
2
)
sin(θk)
)
.
(28)
Using this we directly obtain the relative phase φk in
the two-dimensional subspace from the argument of the
expectation value of the spin ladder operator. To de-
termine θk, we need to know cos
(
θk+1
2
)
as well as∏k−1
j=1 sin
2
(
θj
2
)
and the method to obtain the same is
discussed in the next section.
Now, we discuss a generic protocol for measuring the
expectation values of the sequence of spin ladder opera-
tors. We employ the same scheme of polar decomposing
the ladder operator in Π
(k)
0 and σ
(k)
x operators in the
two-dimensional k-th subspace. On one arm, we have
the operator exp(iϕk)Π
(k)
0 ,i.e., the phase shifter for the
k-th MZI and projector on the mode |k〉 and the other
arm having the σ
(k)
x the spin-flip operator in the sub-
space that swaps |k〉 with |k + 1〉. We have to design
d−1 such MZI setup for a d-dimensional qudit. In each
such MZI, we are effectively obtaining the expectation
value of the ladder operator for k to k + 1 mode.
First, we divide the beam into d − 1 spatial modes.
For qutrit, we can use a 50:50 Beam splitter BS0 to
do the same. For each beam, we construct the Mach-
Zehnder interferometer which acts on a 2-dimensional
subspace. Here, the beam splitters BS11 and BS12
forms the MZI for the subspace consisting of spin modes
{|0〉 , |1〉}. This is achieved by splitting the beam into
three spin modes by the Spin Tritter ST and blocking
|2〉.
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FIG. 9. Schematic of the generalization of the protocol to measure the quantum state of any qutrit. This method is scalable
to any higher dimensional system.
On one arm of the MZI, we just add a phase shift
exp(iϕ1) in spin mode |0〉 and block mode |1〉. The effec-
tive operator in this arm is then given by exp(iϕ1)Π
(1)
0 .
In the other arm of the MZI, we use the spin flipper
(SF1) to swap the mode |0〉 with |1〉. Finally, the spin
modes in each arm are recombined using the spin com-
biner(reverse of tritter) SC11 and SC12 respectively.
The two spatial modes are recombined using BS12 and
one of the ports of this MZI needs to be detected. In-
tensity Id1 is measured as a function of ϕ1 to obtain vis-
ibility, phase shift and phase averaged intensity in the
detector D1. Similarly, the second MZI consist of BS21
and BS22 and acts on the spin subspace {|1〉 , |2〉}. After
the tritters ST21 and ST22, the spin mode |0〉 is blocked.
On one arm we have the operator exp(iϕ2)Π
(2)
0 and on
the other arm we have the spin-flip operator that swaps
mode |1〉 with |2〉. This scheme can be generalized with
d-dimensions simply by blocking all other components
after the spin splitter (ST) except the desired pair.
XII. INFERRING BLOCH PARAMETERS
For the subspace spanned by {|k〉 , |k + 1〉} with (k ≥
1, θd = 0), we can write the modes as
|ψ〉(2;d)k =k−1∏
j=1
sin
(
θj
2
)
exp(iφj)

 cos ( θk2 )
sin
(
θk
2
)
exp(iφk) cos
(
θk+1
2
)

(29)
The first term is nothing but global phase multiplied
with the amplitude of the vector in this subspace and
hence the intensity modulation Ik would not be affected
by it but just scaled by the factor ξ(k) =
∏k−1
j=1 sin
2(
θj
2 ).
Therefore, the intensity for the k-th subspace is given
by
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Ik =
1
16
k−1∏
j=1
sin2
(
θj
2
)(5 + cos(θk)(3− cos(θk+1)) + cos(θk+1) + 4 sin(θk) cos(θk+1
2
)
cos(φk − ϕk)
)
. (30)
Hence, we would obtain the phase shift as Φk = φk.
The phase averaged intensity is obtained as
I¯k =
1
16
k−1∏
j=1
sin2
(
θj
2
) (5 + cos(θk+1) + cos(θk)(3− cos(θk+1))) (31)
Using the above equation, we can determine θk from
I¯k for a given θk+1 and
(∏k−1
j=1 sin
2(
θj
2 )
)
.
From (d−1) MZ interferometers we have (d−1) mea-
sured values of I¯k and need to infer (d−1) values of θk’s.
The determination of the θk’s is not straight forward be-
cause of the presence of ξ(k) =
∏k−1
j=1 sin
2(
θj
2 ) term.
To eliminate the product of sines, we take the ratio
of I¯k to I¯k−1.
I¯k
I¯k−1
=
sin2( θk−12 )(5 + cos(θk+1) + cos(θk)(3− cos(θk+1)))
(5 + cos(θk) + cos(θk−1)(3− cos(θk)))
(32)
However, now we have three variables θk−1 , θk and θk+1
as opposed to one ratio. Since we know θd = 0 because
cos(θd) = 1, we can eliminate one variable in the ratio,
but still have two variables left.
I¯d−1
I¯d−2
=
2 sin2( θd−22 )(3 + cos(θd−1))
(5 + cos(θd−1) + cos(θd−2)(3− cos(θd−1)))
(33)
Now, we can make use of the visibility of the inter-
ference pattern for the k-th subspace as another known
quantity to infer θd−1 and θd−2.
Vk =
4 cos
(
θk+1
2
)
sin(θk)
5 + cos(θk)(3− cos(θk+1)) + cos(θk+1) (34)
Thus, we have
Vd−1 =
2 sin(θd−1)
3 + cos(θd−1)
(35)
We can obtain, θd−1 from Eqn. (35) and then plug it
in Eqn. (33) or in the expression Vd−2 to obtain θd−2.
Knowing θd−2, we can infer θd−3 from Vd−3 or the ratio
I¯d−2
I¯d−3
and so on. In this sequential method we can obtain
all the polar angles θk’s.
a. Alternative Method Alternatively, we can solve
for θ1 and θ2 using visibility V1 and phase averaged in-
tensity I¯1.
V1 =
4 cos
(
θ2
2
)
sin(θ1)
5 + cos(θ1)(3− cos(θ2)) + cos(θ2)) (36)
I¯1 =
1
16
(5 + cos(θ2) + cos(θ1)(3− cos(θ2))) (37)
We have to solve the above two equations simultane-
ously. The advantage is that once we know θ1, θ2, we
can infer θ3 from I¯2 (or V2). We only have to solve the
simultaneous equations once and then use the recursive
property of I¯k and Vk to infer other θk’s. Note that,
from above we may have multiple solutions in which
case we have to resort to solving for θk and θk+1 using
Vk and I¯k.
b. Normalization The projection of the state in the
k-th subspace |ψ〉(2;d)k is not normalized. Apriori, there
is no need for normalization because the projection of
a vector need not have pre-defined norm. Nevertheless,
below we express the expectation values in normalized
form.
〈ψ|σ(k)− |ψ〉(2;d)k
〈ψ|ψ〉(2;d)k
=
2 sin(θk)e
−iφk cos
(
θk+1
2
)
3 + cos(θk+1) + cos(θk)(1− cos(θk+1)))
(38)
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Thus, even in normalized form, the argument of the
complex expectation value of the ladder operator σ
(k)
−
still gives us the relative phase in the k -th sub-
space. The above form assumes that the factors∏k−1
j=1 sin
2
(
θj
2
)
cancel out between numerator and de-
nominator requiring that θj 6= 0 ∀j < k. However,
it should be pointed out that in the limiting case, the
terms always cancel out. However, when θk = 0 and
θk+1 = 0 simultaneously, |ψ〉(2;d)k cannot be normalized.
Similarly, we can express the average intensity in the
normalized form as follows:
I¯k =
5 + cos(θk+1) + cos(θk)(3− cos(θk+1))
4(3 + cos(θk+1) + cos(θk)(1− cos(θk+1)) (39)
The advantage of this normalized form is I¯k now only
contains the terms involving θk and θk+1 and does not
carry the effect of all θj ’s in the form of
∏k−1
j=1 sin
2
(
θj
2
)
.
Therefore, we can directly compute θd−1 using I¯d−1.
I¯d−1 =
5 + cos(θd) + cos(θd−1)(3− cos(θd))
4(3 + cos(θd−1) + cos(θd)− cos(θd−1) cos(θd))
(40)
=
3 + cos(θd−1)
8
(41)
Knowing θd−1, we can know θd−2 from I¯d−2 and then
iteratively all the θk’s can be found.
Additionally, we can make use of the visibility of the
interference pattern for the k-th subspace as another
known quantity to infer θd−1 and θd−2.
Vk =
4 cos
(
θk+1
2
)
sin(θk)
5 + cos(θk)(3− cos(θk+1)) + cos(θk+1) (42)
Thus, we have
Vd−1 =
2 sin(θd−1)
3 + cos(θd−1)
. (43)
We can obtain, θd−1 from Eqn. 43 and then plug it in
the expression Vd−2 to obtain θd−2. Knowing θd−2, we
can infer θd−3 from Vd−3 and so on. In this sequential
method we can obtain all the polar angles θk’s.
XIII. NO. OF INTERFEROMETERS NEEDED
TO PERFORM QSI FOR QUDITS
We have established QSI with Mach Zehnder interfer-
ometry to show that the quantum state can be inferred
from the interference pattern. The use of MZI in ex-
periments is not trivial because of the need to stabilize
them. Therefore, in the experiment, we have used dis-
placed Sagnac interferometer, where there is no need for
stabilization. Also, the use of interferometer in a non-
collinear configuration gives us the intensity as function
of phase difference directly without changing any set-
tings in the experimental set-up. For d-dimensional pure
qudit, it seems that we may need d− 1 MZI interferom-
eters and hence it would be experimentally challenging
to set each one of them up with correct phase stabiliza-
tion. Depending on the system, it could be experimen-
tally easier to switch to other types of interferometers
like Sagnac or double slit interferometer which do not
require stabilization and hence are relatively easy to set
up in practice.
However, it is not always necessary to have d− 1 in-
terferometers. To reconstruct a qudit state using QSI
one needs more and more interference patterns as the
dimension goes higher and higher. But the scaling is
linear i.e., only d− 1 interference patterns are required
to infer the state of d-dimensional qudit. These inter-
ference patterns can be obtained by using only two in-
terferometers if we observe the interference pattern on
a camera (2D imaging sensor). The key idea is to stack
the interference patterns vertically (assuming each inter-
ference pattern is formed along the horizontal) so that
the same interferometer can be used for obtaining the
required interference in each subspace.
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FIG. 10. The pure state of d-dimensional qudit can be inferred from d − 1 interferograms obtained with the use of only
two interferometers. The first interferometer is used to select the 2-dimensional subspaces on which QSI can be performed
using the second interferometer. First the incident qudit is decomposed into eigenstates of σ
[d]
z . This could be implemented
for spin degree of freedom by an inhomogeneous magnetic field along zˆ so that the components split vertically. The Bragg
mirrors make all the components parallel. The Bragg beam splitter BSV1 then splits each of the beam vertically with
equal amplitudes. The beams from adjacent eigenstates |k − 1〉 and |k〉 ∀ k = 1, 2 . . . , d are combined using the Bragg beam
combiner BSV2 after which we have the d−1 2-dimensional subspaces. Here, the combination needs to be coherent and hence
the spin splitter σ
[d]
z and the beam combiner BSV2 forms the first interferometer with which d− 1 subspaces can be created
simultaneously by stacking the beams vertically. Half of the intensity of |0〉 and |d− 1〉 is blocked so that each 2-dimensional
subspace has apriori unbiased contribution from the two eigenstates. Next, we need to obtain the interferograms for each of
the subspaces. As shown in the inset (b), we need to construct a two path interferometer, such as the MZI, at which the state
|ψ〉2;dk in the k-th 2-dimensional subspace of the d-dimensional qudit is made incident. On one arm, we need the projector
Π
(k)
0 for the k-th subspace and on the other arm we need to implement the evolution operator σ
(k)
x for the k-th subspace.
The Bragg beam splitter BSH1 , which splits the beam horizontally with equal amplitudes, along with the beam combiner
BSH2 forms the Mach Zehnder interferometer. The interferometer can be made non-collinear such that the interference
pattern is obtained along the horizontal as shown in the figure. The d − 1 interferograms can be obtained using the same
interferometer as the subspaces are stacked vertically. The use same pair of beam splitter and combiner for all the d − 1
subspaces implies that instead of stabilizing the otherwise d− 1 MZIs now we need to stabilize only one. Also, the operator
Π
(k)
0 for the k-th 2-dimensional subspace can be realized by simply using the σ
[d]
z measurement operator for the qudit in one
arm. This operator will split the subspace into two eigenstates. For the k-th subspace, the state |k〉 can be blocked and the
state |k − 1〉 can be allowed through the interferometer to effectively realize the operator Π(k)0 . The evolution operator σ(k)x
for the k-th subspace is the σ
[d]
x evolution operator for the d-dimensional qudit. Thus, the operations R and U to obtain
the interferograms in all the 2-dimensional subspaces can have same physical implementation. Hence, without any change
in settings, with only two interferometers - one used to prepare the 2-dimensional subspaces and the other used to perform
QSI on the subspaces, we can reconstruct the pure state of a d-dimensional qudit. Although the above is discussed in the
context of spin degree of freedom, the above can be achieved for most systems with suitable operators. If capturing a 2D
image is not possible in a specific system, we can alternatively change the settings d− 1 times in the two interferometers to
obtain the d− 1 interferograms as shown in (a) - the details of which is described in the next Figure 11.
16
Although the scheme presented in Fig. 5 of the
manuscript and Fig. 9 in this supplementary material
is conceptual extension of QSI for qubits to higher di-
mensions it is lossy as in each interferometer we dis-
card all particles that do not belong to the desired sub-
space. Since we choose only 2-dimensional subspace,
only O(2/d) particles are used for QSI. However, if we
make the modification as shown above in Fig. 10, not
only the requirement of the interferometer goes down to
2 for all d > 2 but also QSI becomes more efficient. Be-
fore the second interferometer, only half of the particles
belonging to the extreme eigenstates of σ
[d]
z are blocked.
Thus, O (d−1d ) particles are used. Thus, the losses are
negligible for higher dimensional systems.
Note that when the input is restricted to the subspace
{|k〉 , |k + 1〉}, the σ[d]x operation for in the d = 5 dimen-
sional Hilbert space also acts as the σ
(k)
x operator for
the k-th subspace.
The matrix element of σ
[d]
x operator is given by
σx
∣∣∣∣[d]
i,j
= (δi+1,j + δi,j+1)
√
(s+ 1)(i+ j − 1)− ij (44)
Here, the dimension of the Hilbert space is given by
d = 2s + 1 and i, j = 1, 2, . . . d. For the k-th subspace,
we have i = k, k + 1 and j = k, k + 1. Thus, the corre-
sponding matrix elements are given as follows
σx
∣∣∣∣[d]
k,k
= (δk+1,k + δk,k+1)
√
(s+ 1)(2k − 1)− k2
= 0
(45)
σx
∣∣∣∣[d]
k,k+1
= (δk+1,k+1 + δk,k+2)
√
(s+ 1)(2k)− k(k + 1)
=
√
k(d− k)
(46)
σx
∣∣∣∣[d]
k+1,k
= (δk+2,k + δk+1,k+1)
√
(s+ 1)(2k)− k(k + 1)
=
√
k(d− k)
(47)
σx
∣∣∣∣[d]
k+1,k+1
= (δk+2,k+1 + δk+1,k+2)
√
(s+ 1)(2k + 1)− (k + 1)2
= 0
(48)
FIG. 11. Schematic of Quantum State Interferography for a
generic d(= 5)-dimensional qudit with slit interferomters:
The stream of particles is first resolved into the d(= 5)
eigenstates of the σ
[d=5]
z operator that acts on the d(= 5)-
dimensional Hilbert space. Any two of these d(= 5) beams
(say |1〉 and |2〉), can be allowed to be combined and rest
can be blocked. This needs to be coherent combination and
effectively the beam combiner along with σ
[d=5]
z would be
just one interferometer (say of the type Sagnac interferom-
eter). To perform, QSI on the selected subspace (k), we
now need only one more double slit interferometer. On one
of the slits, we have the σ
(k)
x . This can simply be the σ
[5]
x
operator on the d = 5 dimensional Hilbert space as shown
below. On the other slit, we need to have the projector
Π
(k)
0 , which can be constructed from the projector Π
[5]
0 by
rotation of basis using operators Ri↔i+1. These rotation
operations can be changed to realize different Π
(k)
0 for the
choice of subspace {|k〉 , |k + 1〉}. Hence, overall for arbitrar-
ily high d-dimensional qudits, only two interferometers are
needed to be set up, one for combining the beams in a se-
lected subspace (say Sagnac) and the other being double slit
interferometer. The cost, however is that, we need to change
the block to allow a certain combination d− 1 times and for
each such combination the projector needs to be rotated so
that it is set to Π
(k)
0 .
Thus, the σ
(k)
x operator for the k-th subspace can be
obtained by the action of σ
[d]
x on the subspace.
σ(k)x =
(
σx
∣∣[d]
k,k
σx
∣∣[d]
k,k+1
σx
∣∣[d]
k+1,k
σx
∣∣[d]
k+1,k+1
)
(49)
=
√
k(d− k)
(
0 1
1 0
)
(50)
As we can see from the example below, the highlighted
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2-dimensional matrices are a scalar times the σx oper-
ation in the respective 2-dimensional subspace. This
holds true for all sequential pairwise two-dimensional
subspaces for arbitrary d-dimensions.
σ[5]x =

0 2 0 0 0
2 0
√
6 0 0
0
√
6 0
√
6 0
0 0
√
6 0 2
0 0 0 2 0

Thus, we have shown that, QSI can be performed with
just two interferometers for any d dimensions. The oper-
ators for the subspace can be realized with the operators
available for d-dimensional Hilbert space.
XIV. QSI FOR BIPARTITE SYSTEMS
In the manuscript and in the previous sections of this
supplementary, we have discussed QSI to determine ar-
bitrary (pure or mixed) states of qubits and pure states
of qudits. In this section, we expand the scope of QSI
to determine the state of bipartite systems. We shall
work out the scheme for a pair of photons generated
by Spontaneous Parametric Down-Conversion (SPDC)
process but the method shall be applicable to all bi-
partite systems once we identify the realization of rele-
vant operators. We shall not use any global operation,
so that the parties, say Alice (with signal particle A)
and Bob (with idler particle B), can perform local sin-
gle qubit operations and later by classical communica-
tion i.e., post-processing with coincidence logic, deter-
mine the state of the bipartite system. For this, both
Alice and Bob need to perform the single qubit quan-
tum state interferography on their respective signal and
idler photons and record the time-stamps of the par-
ticles forming the interference pattern. One of them,
here Bob, needs to perform QSI with the heralded B
particles subject to A particles being projected on to
|H〉 which can be achieved by blocking the arm contain-
ing σx in Alice’s setup. Bob can extract the heralded
intensity pattern by correlating time-stamps of signal
photons projected to |H〉 with idler. Thus, in total, for
the QSI of bipartite system, Alice and Bob would need
just two-experimental settings to obtain 3 interference
patterns - singles with particle A, singles with particle
B and heralded interference pattern of particle B con-
ditioned to particle A being projected onto |H〉. Just
for comparison, Quantum State Tomography for bipar-
tite qubit state assuming that the state is pure would
require 9 measurement settings. Also, as mentioned in
the main text, performing QSI on either particles A or
B to obtain the unheralded i.e. singles interference pat-
tern can give us the reduced density matrix. This is
useful to quantify entanglement with a single setup.
In general, the state of a bipartite system can be writ-
ten as
|Ψ〉AB =
α1 |HH〉AB + α2 |HV 〉AB + α3 |V H〉AB + α4 |V V 〉AB
(51)
where, |HH〉AB = |H〉A |H〉B etc. We have 4 com-
plex numbers as the coefficients, constrained to the nor-
malization condition that
∑4
i=1 |αi|2 = 1. Also, we can
ignore the global phase. Thus, we have to determine 6
real quantities from the experiment.
FIG. 12. QSI for bipartite system: Alice and Bob performs
single qubit QSI on their respective particles.
We can collect A’s polarization so that it helps us to
parameterize the state in terms of angles for a single
qubit Bloch sphere.
|Ψ〉AB
= α1 |HH〉AB + α2 |HV 〉AB + α3 |V H〉AB + α4 |V V 〉AB
= |H〉A (α1 |H〉B + α2 |V 〉B) + |V 〉A (α3 |H〉B + α4 |V 〉B)
(52)
Once, the signal is projected to |H〉A, the idler state
becomes |ψ〉HB = (α1 |H〉B + α2 |V 〉B). Note that if we
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start with a pure bipartite state |Ψ〉AB , the state of the
idler also reduces to a pure state once the signal is pro-
jected to a particular pure polarization state. The term
|ψ〉HB appears to have the same form as a single qubit,
but we have to consider that it is not normalized to 1.
Let the normalization be γ which is the probability of
the particle A to be projected in state |H〉A. If Alice just
blocks the arm with σx operation to effectively perform
this projection γ = 4PHdA . Here, P
H
dA
is the probability
of Alice detecting the horizontally projected particles in
his CCD Array. The factor 4 is introduced to compen-
sate for the particles not collected due to the two beam
splitters. Then α1 and α2 can be written in terms of
the Bloch sphere angles θH and φH .
α1 =
√
γ cos
(
θH
2
)
(53)
α2 =
√
γ sin
(
θH
2
)
eıφH (54)
The phase of the complex number α1 is absorbed as
the global phase. The subscript H reminds us that the
state in the Bloch sphere represents the state for the
idler qubit when signal is projected to |H〉A. Similarly,
when the signal is projected to |V 〉A, we have the pa-
rameterization of the reduced idler state |ψ〉VB as follows:
α3 =
√
1− γeıφr cos
(
θV
2
)
(55)
α4 =
√
1− γeıφr sin
(
θV
2
)
eıφV (56)
Here, φr is the relative phase between the Bloch vec-
tors associated with |ψ〉HB and |ψ〉VB , which are normal-
ized to γ and 1− γ respectively. We of course can write
γ = cos2(θr) to explicitly make γ ≤ 1 which helps in
algebraic simplification later. Consequently, we substi-
tute
√
1− γ = sin(θr). Thus, any pure bipartite qubit
state can be written in terms of the 6 real parameters
θH , φH , θV , φV , θr and φr. All the θ’s belong to [0, pi)
and all the φ’s belong to (−pi, pi] .
|Ψ〉AB =

cos(θr) cos
(
θH
2
)
cos(θr) sin
(
θH
2
)
eıφH
sin(θr)e
ıφr cos
(
θV
2
)
sin(θr)e
ıφr sin
(
θV
2
)
eıφV
 (57)
When Alice projects the particle A to |H〉A, the state
of B becomes,
|ψ〉HB = α1 |H〉B + α2 |V 〉B (58)
=
(
cos(θr) cos
(
θH
2
)
cos(θr) sin
(
θH
2
)
eıφH
)
= cos(θr)
(
cos
(
θH
2
)
sin
(
θH
2
)
eıφH
)
(59)
Here, cos(θr) is the global factor and would only af-
fect the normalization of the state |ψ〉HB . Since Alice
can determine θr from P
H
dA
, Bob can use it to suitably
normalize his state from the observed intensity.
The evolution of state |ψ〉HB through the QSI setup
of Bob to one of the output port of the second beam
splitter with the CCD Array, can be described by using
the effective evolution operator E given by
E = 1
2
(R exp(ıϕ) + U) =
1
2
(
eıϕ 1
1 0
)
. (60)
Here, ϕ is the phase difference between the two arms
of the interferometer. This evolution operator is non-
unitary because of losses due to the operator R and
considering the fact that we are detecting in only one
port of the second beam splitter of the interferometer.
Note that E is only employed here as a short-cut to the
detailed derivation done in Sec II in this supplementary.
The interferometer can be made non-collinear so that
we get intensity as a function of phase difference ϕ in
the CCD array. We assume that the CCD array can
be gated or has time-stamps so that correlation can be
obtained with the detected particles of Alice. The her-
alded intensity pattern obtained by Bob conditioned to
Alice detecting particle A in |H〉A is obtained as
IHB = |E |ψ〉HB |2 (61)
=
1
8
cos2(θr) (3 + cos(θH) + 2 sin(θH) cos(ϕ− φH))
(62)
The above equation is similar to the Eqn. 11 except the
additional scaling factor cos2(θr) (apart from of course
µ = 1 due to assumption of pure state).
The phase shift of the interference pattern IHB (ϕ) can
be obtained by finding the ϕ at which IHB (ϕ) is maxi-
mum. This is obtained by solving for ϕ in the equation
∂
∂ϕI
H
B (ϕ) = 0 and ensuring that
∂2
∂ϕ2 I
H
B (ϕ) < 0. We
obtain the phase shift of the interference pattern ΦHB as
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φH . Thus the real quantity φH is directly obtained from
the phase shift of the interference pattern IHB .
The phase averaged intensity is obtained as
IHB =
1
8
cos2(θr)(3 + cos(θH)) (63)
Since Alice can determine cos2(θr) from the probability
of particle A detected in state |H〉A, Bob can use that
information to determine θH from the above expression.
Thus, from the heralded interference pattern, Alice
and Bob can determine 3 parameters θr, θH and φH .
Now, if Bob considers all the particles detected in the
CCD without heralding, the reduced state of particle
B is, in general, mixed. Thus, we need to consider the
density matrix ρAB = |Ψ〉AB 〈Ψ|AB from which we can
obtain the reduced density matrix for particle B after
performing partial trace over A, ρB = TrA(ρAB).
ρAB =
1
2

2c2θH
2
c2θr e
−iφH sθH c
2
θr
e−iφrc θH
2
s2θrc θV
2
c θH
2
s2θrs θV
2
e−i(φr+φV )
eiφH sθH c
2
θr
2s2θH
2
c2θr s θH
2
s2θrc θV
2
ei(φH−φr) s θH
2
s2θrs θV
2
ei(φH−φr−φV )
eiφrc θH
2
s2θrc θV
2
s θH
2
s2θrc θV
2
ei(φr−φH) 2s2θrc
2
θV
2
e−iφV s2θrsθV
c θH
2
s2θrs θV
2
ei(φr+φV ) s θH
2
s2θrs θV
2
ei(−φH+φr+φV ) eiφV s2θrsθV 2s
2
θr
s2θV
2

(64)
Here, cθ and sθ are cos(θ) and sin(θ) functions respectively.
The reduced density matrix ρB is obtained as
ρB = TrA(ρAB) (65)
=
1
2
(
2
(
cos2
(
θH
2
)
cos2(θr) + sin
2(θr) cos
2
(
θV
2
))
e−iφH sin(θH) cos2(θr) + e−iφV sin2(θr) sin(θV )
eiφH sin(θH) cos
2(θr) + e
iφV sin2(θr) sin(θV ) 2
(
sin2
(
θH
2
)
cos2(θr) + sin
2(θr) sin
2
(
θV
2
)) ) (66)
The unconditional interference pattern is obtained from ρB as follows:
IB = Tr
(EρBE†) (67)
=
1
8
(
3 + cos2(θr)(2 sin(θH) cos(ϕ− φH) + cos(θH)) + sin2(θr)(2 sin(θV ) cos(ϕ− φV ) + cos(θV ))
)
(68)
The phase averaged intensity is computed to be
IB =
1
8
(3 + cos(θH) cos
2(θr) + cos(θV ) sin
2(θr)) (69)
Since, θr and θH are already known, we can infer θV
from the above equation. Once the phase shift of the
interference pattern is experimentally determined to be
ΦB , the quantity φV can be inferred from the relation
below:
sin(ΦB − φV )
sin(ΦB − φH) = − cot
2(θr)
sin(θH)
sin(θV )
(70)
⇒ φV = ΦB + arcsin
(
cot2(θr)
sin(θH)
sin(θV )
sin(ΦB − φH)
)
(71)
The above relation is obtained from ∂∂ϕIB(ϕ)
∣∣∣
ϕ=ΦB
= 0.
Since, θr, θH , θV and φH are obtained earlier, we can
determine φV from the above expression. Care should
be taken to verify that φV maximizes IB for the values
20
of θH and φH obtained earlier. If IB gets minimized
instead, pi must be added for consistency.
So far, we have determined all the quantities except
φr. Although, without φr, the state |Ψ〉AB is not com-
pletely determined, we can infer a lot of properties such
as whether the pure state |Ψ〉AB is entangled or not.
The von Neumann entropy S of the reduced state ρB
is a unique measure of entanglement for bipartite pure
states. Since, φr does not appear in ρB , the entangle-
ment quantified by the measure E.
E(ρAB) = S(ρB) = −Tr(ρB log(ρB)) (72)
Next, for complete state reconstruction, we need to per-
form QSI on the unheralded A particles in Alice’s setup.
The reduced density matrix for Alice is obtained as
ρA = TrB(ρAB) (73)
=
1
2
 2c2θr e−iφrs2θr (c θH2 c θV2 + s θH2 s θV2 ei(φH−φV ))
eiφrs2θr
(
c θH
2
c θV
2
+ s θH
2
s θV
2
e−i(φH−φV )
)
2s2θr
 (74)
The intensity as a function of ϕ is given by
IA = Tr
(EρAE†) (75)
=
1
8
(
3 + cos(2θr) + 2 sin(2θr)
(
sin
(
θH
2
)
sin
(
θV
2
)
cos(ϕ+ φH − φr − φV ) + cos
(
θH
2
)
cos
(
θV
2
)
cos(ϕ− φr)
))
(76)
Once we obtain the phase shift of the interference pattern by experimentally finding ϕ = ΦA for which IA is
maximum, we can determine φr by considering the relation
∂
∂ϕIA(ϕ)
∣∣∣
ϕ=ΦA
= 0 since we know all other parameters.
sin(ΦA − φr)
sin(ΦA + φH − φV − φr) = − tan
(
θH
2
)
tan
(
θV
2
)
(77)
⇒ φr = ΦA + cot−1
(
cot(φH − φV ) +
cot
(
θH
2
)
cot
(
θV
2
)
sin(φH − φV )
)
(78)
The above expression must be picked with appropriate signs which maximizes IA for a given set values of other
parameters obtained earlier.
In summary, without changing the experimental set-
tings, we can determine the quantities θr, θH , θV , φH
and φV from the two intensity patterns obtained by
Bob in the same setup - one with B particles heralded
to Alice’s |H〉A projection and the other with the un-
heralded B particles. Only, φr cannot be determined
from the above procedure and thus it would not serve
us complete reconstruction of the pure state.
Nevertheless, we can quantify the entanglement of the
bipartite pure state in a single setup. With alternative
procedures like quantum state tomography one would
require 9 measurements. For Bell inequality violation,
one would need at least 3 measurement settings if the
basis is known else the optimization procedure require
many more measurements. For complete reconstruc-
tion, Alice need to perform another measurement i.e.,
record the interference pattern by performing QSI on
qubit A. Hence, with 3 interference patterns from two
experimental settings a pure bipartite qubit state can
be reconstructed.
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