For a matrix polynomial P (λ) and two given distinct complex numbers µ 1 and µ 2 , we compute upper and lower bounds for a (spectral norm) distance from P (λ) to the set of matrix polynomials that have µ 1 and µ 2 as two eigenvalues. At first we compute the lower bound and then by constructing an associated perturbations of P (λ), the upper bound will be found. Numerical examples are provided to illustrate the validity of the method.
Introduction
Let A be an n×n complex matrix and let L be the set of complex n×n matrices with a multiple zero eigenvalue. Malyshev has obtained the following formula for the spectral norm distance from A to L [8] . A γI n 0 A , where s i is the ith singular value of the corresponding matrix that ordered in nonincreasing order. The spectral norm distance from an n × n complex matrix A to the set of matrices that have two prescribed eigenvalues and nearest matrix with two prescribed eigenvalues were studied by Gracia [4] and Lippert [7] . In 2008, Papathanasiou and Psarrakos introduced a spectral norm distance from P (λ) to the matrix polynomials that have µ as an eigenvalue of geometric multiplicity at least k, and a distance from P (λ) to the matrix polynomials that have µ as a multiple eigenvalue. They computed the first distance and obtained bounds for the second one, constructing associated perturbations of P (λ) [10] . In this paper, the upper and lower bounds for a spectral norm distance from a matrix polynomial P (λ) to the set of matrix polynomials that have two prescribed and distinct eigenvalues is computed, while construction of associated perturbations of P (λ) is also considered.
Some definitions for a matrix polynomial
The study of matrix polynomials, especially with regard to their spectral analysis, has received a great attention and been used in many important applications. A good reference for the theory of matrix polynomials is [2] . Here, some basic definitions for a matrix polynomial as in [10] , but considered for the case of two distinct eigenvalues, are recalled. Consider an n × n matrix polynomial
where A j ∈ C n×n (j = 0, 1, ..., m) with det(A m ) = 0 and λ is a complex variable. We recall the definitions of eigenvalue and eigenvector of P (λ), (for example, see [6, section 2] ), also some of necessary definitions are rewritten for compatibility with our purpose particulary. Definition 2.1. Assume that P (λ) is a matrix polynomial as in (1) and also ∆ j ∈ C n×n , (j = 0, 1, ..., m) are the arbitrary matrices. We consider perturbations of the matrix polynomial P (λ) as following
Definition 2.2. Suppose that a matrix polynomial P (λ) as in (1), ε > 0 and weights w = {ω 0 , ω 1 , ..., ω m } are given, such that w is a set of nonnegative coefficients with ω 0 > 0. Defining the associated set of perturbations of P (λ)
B(P, ε, w) = {Q(λ) as in (2) : ∆ j ≤ εω j , j = 0, 1, ..., m}, the scalar polynomial w(λ) corresponding to the weights is defined in the form
Definition 2.3. Let the matrix polynomial P (λ) as in (1) and two distinct complex numbers µ 1 and µ 2 are given. Define the distance from P (λ) to the set of matrix polynomials that have µ 1 and µ 2 as two eigenvalues by d(P, µ 1 , µ 2 ) = min{ε ≥ 0 : ∃Q(λ) ∈ B(P, ε, w) with µ 1 and µ 2 as two eigenvalues}.
Definition 2.4. Let P (λ) be a matrix polynomial as in (1) and µ 1 and µ 2 be two given distinct complex numbers. Define the 2n × 2n matrix
Henceforth for simplicity we denote In this section we study some properties of s 2n−1 (F [P (µ 1 , µ 2 ); γ]) and its corresponding singular vectors. These properties will be applied in the next section to derive lower and upper bounds of P (λ) and to construct a perturbation from it. In this section some definitions and lemmas of [4] [5] [6] are reconsidered for the case of two distinct eigenvalues.
Lemma 3.1. If µ 1 and µ 2 are two distinct complex numbers, Then we have that either
Proof. Similar to Lemma 3.4 of [7] can be verified easily.
Lemma 3.2. If µ 1 and µ 2 are two eigenvalues of Q(λ) = P (λ) + ∆(λ), then for any γ = 0
Proof. Let µ 1 and µ 2 be two eigenvalues of the matrix polynomial Q(λ) = P (λ) + ∆(λ), then for any γ = 0,
From Weyl's Theorem, it follows that
and therefore
In remainder of this section, Definition 10 of [10] is rewritten and some properties of singular vectors of s 2n−1 (F [P (µ 1 , µ 2 ); γ]) are studied.
pair of left and right singular vectors of
and define two vectorŝ
To construct a perturbation of P (λ) that has µ 1 and µ 2 as two eigenvalues and obtain a upper bound, we need have rank(V (γ)) = 2. Now we derive a condition that implies it. Without loss of generality, hereafter we can assume the that parameter γ is a nonnegative real number [10] .
Lemma 3.4. Let B be an n × n matrix of rank ≥ 2 and let γ ≥ 0. Then as γ → ∞ we have
Proof. It can be verified easily by considering Lemma 3 of [4] and Lemma 13 of [10] .
This result shows that if rank(P [µ 1 , µ 2 ]) ≥ 2, then there is a γ * ≥ 0 such that the singular value s 2n−1 (F [P (µ 1 , µ 2 ); γ]) attains its maximum. Definition 3.6. Let γ * ≥ 0 be a point where the singular value s 2n−1 (F [P (µ 1 , µ 2 ); γ]) attains its maximum value (if any). If γ = γ * , then we set
It is obvious that if s * = 0, then µ 1 and µ 2 are two eigenvalues of P (λ). Therefore, in what follows we assume that s * > 0.
By applying the lemma 5 of [8] for F [P (µ 1 , µ 2 ); γ] we have the next result.
Lemma 3.7. Let µ 1 and µ 2 be two complex numbers and let γ * > 0 be a point of local
) of left and right singular vectors of s * respectively, such that
Proof. Parts 1 and 3 of proof is completely similar to Lemma 17 of [10] . For the second part, from u *
Lemma 3.9. If γ * > 0 and P [µ 1 , µ 2 ] is a nonsingular matrix, then the vectors
Proof. First and last parts of proof can be verified similar to Lemma 18 of [10] . For second part assume thatû(γ * ) = 0, therefore u 2 (γ * ) = θu 1 (γ * ) and thus
. This is in contradiction with first part of this Lemma, thereforeû(γ * ) = 0.
The next corollary follows immediately. 4 Bounds for d(P, µ 1 , µ 2 ) and construction of the perturbation
In this section, at first we compute a lower bound of d(P, µ 1 , µ 2 ). Then an upper bound of d(P, µ 1 , µ 2 ) is obtained by constructing an associated perturbation of P (λ). Next Lemma obtains a lower bound for d(P, µ 1 , µ 2 ).
Lemma 4.1. Let µ 1 and µ 2 be two eigenvalues of the perturbation matrix polynomial Q(λ) = P (λ) + ∆(λ) ∈ B(P, ε, w). Then for any γ = 0
Proof. At first we can obtain
By following processes similar to Lemma 9 of [10] , for any γ = 0, we can assume
Lemma 3.2 completing this proof . Lemma 4.1 implies that
At first assuming that γ * > 0 (see Definition 3.6) and thus rank(V (γ * )) = 2, a matrix polynomial ∆ γ * (λ) is constructed such that µ 1 and µ 2 are the eigenvalues of the perturbation matrix polynomial Q γ * (λ) = P (λ) + ∆ γ * (λ).
For this, define the matrix
whereV (γ * ) † is the Moore-Penrose pseudoinverse ofV (γ * ) and
Finally the n × n matrix polynomial ∆ γ * (λ) = m j=0 ∆ γ * ,j λ j , is defined as following
By this definition for ∆ γ * (λ) we have ∆ γ * (µ i ) = 1+α i 2 ∆ γ * , i = 1, 2. Keeping in mind that u 1 (γ * ), v 1 (γ * ),û(γ * ) andv(γ * ) were defined in Definition 3.3, and satisfy in Lemma 3.9. Therefore for matrix polynomial
we obtain
and
Consequently µ 1 and µ 2 are two eigenvalues of Q γ * (λ) corresponding to the v 1 (γ * ) andv(γ * ) as two eigenvectors.
Furthermore, for an upper bound of d(P, µ 1 , µ 2 ) the following relation holds
Consequently, for any γ * > 0 we obtain
From (3) and (5) we have
, (6) and
as lower and upper bounds of d(P, µ 1 , µ 2 ). Results of this section are summarized in next theorem.
Theorem 4.2. Let P (λ) be the matrix polynomial as in (1) and let µ 1 and µ 2 be two distinct complex numbers. Then for any γ > 0,
where β low (P, µ 1 , µ 2 , γ) is given by (6) . If γ * > 0, then µ 1 and µ 2 are two eigenvalues of Q γ * (λ) in (4) corresponding to the v 1 (γ * ) andv(γ * ) as two eigenvectors. Furthermore, Q γ * (λ) ∈ ∂B(P, β up (P, µ 1 , µ 2 , γ * ), w) and d(P, µ 1 , µ 2 ) ≤ β up (P, µ 1 , µ 2 , γ * ), where β up (P, µ 1 , µ 2 , γ * ) is given by (7). Now we consider the case γ * = 0. Suppose that the singular value s 2n−1 (F [P (µ 1 , µ 2 )]; γ) attains its maximum value at γ * = 0. Let u i , v i ∈ C n , (i = 1, 2) be a pair of left and right singular vectors of P (µ i ) corresponding to σ i = s n (P (µ i )), (i = 1, 2), respectively, such that v 1 and v 2 are linearly independent. We define the matrix polynomial ∆ 0 (λ) as
where v 1 v 2 † is the Moore-Penrose pseudoinverse of v 1 v 2 . Therefore, the matrix polynomial
lies on ∂B(P,
, ε) and satisfies
Hence µ 1 and µ 2 are two eigenvalues of the matrix polynomial Q 0 (λ) with corresponding eigenvectors v 1 and v 2 .
Theorem 4.3. If the singular value s 2n−1 (F [P (µ 1 , µ 2 )]; γ) attains its maximum at γ * = 0, and u i , v i ∈ C n , (i = 1, 2) be a pair of left and right singular vectors of P (µ i ) corresponding to σ i = s n (P (µ i )), (i = 1, 2), respectively, such that v 1 and v 2 are linearly independent, then the matrix polynomial Q 0 (λ) in (9) lies on ∂B(P,
, ε) and has µ 1 and µ 2 as its eigenvalues. 
Consequently, if γ * > 0 is a point of maximum value of s 2n−1 (F [P (µ 1 , µ 2 )]; γ), then the lower and upper bounds of d(P, µ 1 , µ 2 ) given by (6) and (7) respectively, are equal to
Connection with previous results
Suppose standard eigenproblem is associated to matrix A. Assume that the matrix polynomial P (λ) has form P (λ) = Iλ − A for some A ∈ C n×n , and the set of weights is w = {ω 0 , ω 1 } = {1, 0}. Then
which coincides with the matrix in the results of Gracia [4] and Lippert [7] . Also, we can find that w(λ) = 1 and w ′ (λ) = 0, so α 1 = α 2 = 1. Thus if γ * > 0, then ∆ γ * = −s * Û (γ * )V (γ * )
† and (keeping in mind corollary 3.8) we have d(P, µ 1 , µ 2 ) = ∆ γ * = s * . Furthermore, the perturbation matrix polynomial Q γ * (λ) is
Therefore, the results obtained in this article are generalizations of Lippert's results [7] for the case of matrix polynomials.
6 Numerical example The graphs of the bounds β up (P, −2, 1 + i, γ) and β low (P, −2, 1 + i, γ).
In Fig 2, the graphs of the upper bound β up (P, −2, 1 + i, γ) and the lower bound β low (P, −2, 1+i, γ) are plotted for γ ∈ [0, 10] and the bounds β up (P, −2, 1+i, 3.7027) and β low (P, −2, 1 + i, 3.7027) are marked with "o".
Furthermore, next results verify Lemma 3.7 and Corollary 3.8, respectively
Also Q 3.7027 (λ) = P (λ) + ∆ 3.7027 (λ) is a perturbation of P (λ) that lies on ∂B(P, β up (P, −3, 1+i, 3.7027), w) and has µ 1 = −2 and µ 2 = 1+i as two eigenvalues. Where We also consider an example for the case of γ * = 0. All computations were performed in Matlab with 16 significant figures, however, for simplicity all numerical results are shown with 4 decimal places.
Conclusions
In this paper, for a matrix polynomial P (λ) and two given distinct complex numbers µ 1 and µ 2 , a spectral norm distance from P (λ) to the set of matrix polynomials that have µ 1 and µ 2 as two eigenvalues, was introduced. The upper and lower bounds for this distance were computed and associated perturbation of P (λ) was constructed. The cases of γ * > 0 and γ * = 0 were studied in detail separately. Finally, it was pointed out that the bounds obtained are not necessarily optimal, however, it is assured that d(P, µ 1 , µ 2 ) belongs to [β low (P, µ 1 , µ 2 , γ * ), β up (P, µ 1 , µ 2 , γ * )]. The conditions to obtain the optimal bounds is the subject of our future research.
