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Inside the framework of robust parsers for the syntactic analysis of unrestricted
text, the aim of this work is the construction of a system capable of automatically
learning Constraint Grammar rules from a POS annotated Corpus. The system
presented is able by now to acquire constraint rules for POS tagging and we plan to
extend it to cover syntactic rules. The learning process uses a supervised learning
algorithm based on building a discrimination forest, with a decision tree attached
to each case of POS ambiguity. The system has been applied to four representative
cases of ambiguity performing on a Spanish Corpus. The results obtained in these
experiments and some discussion about the appropriateness of the proposed learning
technique are presented in this paper.





The task of developing automatic procedures for parsing unrestricted natural language
texts is one of the main areas of research in the twin elds of Natural Language Processing
and Computational Linguistics. Ideally these parsers should be able to accurately parse
free text, therefore parameters such as coverage and robustness are of crucial importance.
Standard parsing techniques cannot be applied directly to the analysis of unrestricted
text due to several reasons that can be summarized as follows [Car93, Bri94]:
1. From the point of view of the diculties of the process we can account for the
problem of partitioning the text into proper units able to be parsed, the problem of
the presence of unseen words (categories not present in the lexicon, proper names,
numbers, dates, acronyms, and so on) and the problem of the occurrence of illness
(non-grammatical) sentences.
2. From the point of view of the knowledge sources to be used in the parsing process
two problems arise. Firstly, the need of wide-coverage grammars of the language
to be analyzed (existing wide-coverage grammars of English, as Alvey NLT gram-
mar [GCB93] or CLE [Als92], do not go beyond 90% accuracy when performing on
unrestricted text and no comparable sources exist for other languages). Secondly,
the lack of semantic domain-specic constraints that could be used to help in the
syntactic analysis by pruning non semantically valid syntactic constituents.
3. From the point of view of the expected output of the parser, the usual \most-likely
parse (or derivation) tree" doesn't seem to be the most useful syntactic structure
to be extracted from the text (among other reasons we can signal the great amount
of syntactically correct parse trees and the diculty of obtaining the best one -or
ranking them properly- according to only syntactic or statistic criteria).
Many of the current state-of-the-art robust parsers of unrestricted text do not use a com-
plete representation of the grammar of the language to deal with (so they are called partial
parsers). Instead, they often use partial information or under-specied grammar formalisms
in order to increase coverage and robustness. The aim of a partial parser is not to recover
a complete tree structure rooted in the sentence level but to obtain a partial information
about some (ideally all) of the existing syntactic relationships among the lexical items that
compose a fragment of text. The recovery of this information is at the base of many NLP
tasks. Usually, these parsers try to avoid risky predictions and prefer to cover less than
to be inaccurate or, even worse, to fail (the lack of coverage of the grammatical knowl-
edge and failure to represent preferences are the main reasons for partial parsing systems
to follow this conservative criterion). Partial parsers may be classied into four groups:
phrasal parsers (or spotters), co-occurrence parsers, fragmental parsers and constraint-
based parsers. See [Rib95, ACFG95] for detailed information about recent tendencies in
the robust parsing of unrestricted text.
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The Constraint Grammar Framework [KTV92, TJ94, Vou94, Vou95] constitutes one
of the possible approaches to partial parsing. In this approach only shallow analysis are
produced: each word is furnished with its corresponding part of speech tag plus a syntactic
tag indicating a surface syntactic function. This representation seeks to be expressive
enough for stating grammatical generalizations and suciently under-specic to make for
a structurally resolvable grammatical representation. The parsing is done in a ecient
mode by nite state intersection parsing [Kos90]. The results reported seem to be quite
impressive, e.g. Tapanainen and Jarvinen in [TJ94] report error rates between 1.6% and
2.9% on functional tag assignment (with an ambiguity rate, unresolved cases, between
12.4% and 18.6%). However one of the major drawbacks of constraint grammars is that the
labour-cost involved on developing the set of constraints is very high since the constraints
(linguistically-motivated) must be manually constructed and manually tuned by linguists.
We are particularly interested in overcoming this problem and for that we are working in
the construction of a system capable of automatically learning constraint grammar rules
from a Part-of-Speech annotated Corpus. Such a system would avoid (or at least reduce)
the necessity of human expert knowledge in the construction of the constraint grammar
and would speed up the whole process.
As a learning algorithm we propose to use induction of decision trees. This is a well
known technique in machine-learning eld of AI, widely used in general-purpose systems
for classication tasks. Such trees will be inferred using information extracted from a
POS annotated corpus and they can be directly interpreted in terms of classication rules
( [Qui87] ) or constraints.
In order to test the appropriateness of decision trees to the concerning problem we
have restricted, by now, the focus of our study to the learning of part-of-speech tagging
rules, which are the most important part at the base of constraint grammars (constraint
rules related to syntactic tags are of the same nature and simply consider a dierent kind
of contextual information). In addition, POS tagging is a very well dened and studied
problem. This is good for the purpose of comparison since the dierent taggers presented
up to now have contributed to stablish a clear standard on the accuracy rates that any
well suited tagger should provide. In this initial context we have chosen four specially
remarkable cases of POS ambiguity in Spanish and we have applied the learning system
to acquire decision trees for solving these ambiguities training on a small Spanish POS
annotated Corpus. Results over the accuracy of the method and a brief discussion about
the most common errors and some possible solutions for overcoming them are provided in
the nal part of this paper.
The organization of this paper is as follows: in section 2 we will review the basic
background of the areas of POS tagging, Constraint Grammars and Decision Trees; in
section 3 our particular method for learning morphological classication rules is presented;
section 4 is devoted to some experimentation for testing the the appropriateness of our
method for solving the POS tagging problem and foresee its application to the construction
of a constraint grammar; conclusions about the results obtained in the experiments are
presented in section 5; and, nally, section 6 states some possible extensions of the work




Part of speech (POS) tagging is a well known problem which consists of assigning each
word in a input sentence the proper part of speech tag in its particular context. Several
approaches have been taken in order to solve the POS tagging problem, but, in general,
they can be classied in two basic families: probabilistic and rule-based taggers.
Probabilistic POS taggers make use of an underlying language model (usually Hidden
Markov models) which captures lexical and contextual information. The common param-
eters of these models are two sets of probabilities: the matrix of transition probabilities
over a given tag-set, and a set of tag probabilities conditioned to the particular lexical
units. These probabilities are usually estimated from normalizing the frequencies of the
events involved in a manually annotated training corpus [GLS87, Chu88, DeR88]. Once
the parameters of the model are acquired, tagging consist simply of choosing the most
likely path through a sentence of ambiguous words. This can be done using the Viterbi
algorithm in a linear bounded time. Recent developments have relaxed the need for super-
vised training with similar accuracy [CKP92, Kup92, Elw93, BGPS94]. These techniques
are based on a process of re-estimation of the probabilities which iteratively increases the
tting of the probabilistic model to the training corpus and (hopefully) improves the model
performance over general text. The accuracy rate of the best probabilistic part of speech
taggers is remarkably uniform. A 95-97% accuracy rate has been reported for at least
ten taggers during the last decade, however it seems that this is an upper bound for such
taggers. Some higher level pre- or post-processing procedures and manual tuning are often
applied in order to slightly enhance performance rates.
A rule-based tagger may be seen as a collection of pattern-action rules. Usually there
are two type of rules. First of them are rules that expresses one or more context patterns
where a given tag is invalid. If any of these context patterns are satised by an ambiguous
word and its context, then the tag is deleted, otherwise is left intact. Second type of rules
are those that are expressed as assertions, in such a way that if the contextual conditions
hold a unique tag is assigned. The context patterns may be local or global, and they may
refer to ambiguous or unambiguous analysis. During the process of disambiguation the
context may get more perspicuous. Therefore the algorithm may need several passes in
order to apply rules that maybe could not be applied before. This approach has mainly
been developed around the Constraint-Based framework. The grammars constructed to
date may vary from 75 rules as in [CT95] to 1200 as in [Vou94]. Performance rates reported
by these taggers vary from 95% in [CT95] to almost 100% in [Vou94], where POS tagging
is coupled with syntactic analysis that helps in resolving the remaining ambiguities left by
the POS tagging module.
There are also some hybrid systems that combine the advantages of probabilistic and
rule-based approaches. In some works [LGB94, Mor94, TJ94, TV94] linguistically moti-
vated rule-based patterns are combined with other rules (or collocation matrices) automat-
ically derived from corpora. Brill [Bri92] presents a simple rule-based POS tagger which
4
automatically acquires its rules and tags with a high degree of accuracy.
Other techniques are also applied to POS tagging in recent works. We can nd for
instance taggers based on relaxation labelling algorithms [Pad95], neural networks [Sch94]
and genetic algorithms [Los95]. For a more detailed discussion about dierent techniques
applied to POS tagging problem see [Rib95, Vou94, CT95].
Constraint Grammars
The Constraint Grammar Framework, developed at the University of Helsinki, is a recent
particular approach to partial parsing of unrestricted text that performs a \reductionistic
surface syntactic parsing". Grammatical structure is encoded with morpho-syntactic tags
rather than phrase structure bracketing. These word tags indicate morphological properties
as well as syntactic functions (subject, pre-modier, auxiliary, main verb, adverbial, etc.)
in terms of a partial dependency-oriented structure. Consider for instance the following
simplied output produced by a Constraint Grammar over the sentence: John knows where









First column of tags contains morphological tags and the second column contains the
syntactic functional tags (where @SUBJ stands for subject, @MAINV stands for main verb,
@ADVL stands for adverbial, @AUX stands for auxiliary, @OBJ stands for object and @GENMOD>
stands for genitival pre-modier).
The parsing grammar is a collection of partial, independent linguistic rules written by
linguists. These rules are expressed in terms of restrictions over tag sequences that any
well-formed sentence should satisfy. Roughly speaking, parsing is envisioned as a two-stage
process: rstly, a lexical lookup mechanism provides all possible descriptions to each word
form token in the input sentence as alternatives. The second main component is a syntactic
analysis, which means discarding impossible or very unlikely alternatives on the basis of
constraints on the linear order of words and tags. What \survives" the reductionistic parser
is the grammatical analysis. This second stage is also divided into three basic steps:
1. Morphological disambiguation (POS tagging): contextually illegitimate morphologi-
cal readings are discarded applying a set of disambiguation constraints.
2. Morpho-syntactic mapping: a list of possible functional syntactic tags is assigned to
each morphological reading as a list of alternatives (e.g. a noun can be a subject,
object, indirect object, apposition, etc.).
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3. Syntactic disambiguation: syntactic constraints are applied in order to assign the
proper syntactic tag from the list of alternatives.
Morphological and syntactic disambiguation constraints are both rules of the same nature
consisting of four parts: domain, which points out some element to be disambiguated;
target, which denes which reading the constraint is about; operator, which denes what
type of constraint it is; and a set of context conditions that must be satised for the
application of the rule. There are basically two types of constraints: rules stating that a
particular reading should be discarded if certain context conditions hold and rules stating
that a particular reading should be assigned as the proper one if certain context conditions
are satised. Consider the following two examples of morphological constraints,
(@w =0 "PREP" (-1 DET))
("that" =! "<Rel>" (-1 NOMHEAD) (1 VFIN))
The rst one states that if a word (@w) has a reading with the feature "PREP", this reading
should be discarded (=0) i the preceding word (i.e. the word in position -1) has a reading
with the feature "DET", in other words it says that: prepositions never follow determiners.
The second one states that the proper reading of the word \that" is relative pronoun
("<Rel>") if it goes immediately after a nominal head (NOMHEAD) and immediately before
a nite verb (VFIN).
Decision Trees (TDIDT)
The use of decision trees in general tasks of classication has an old tradition in the AI
community, specially inside the eld of supervised machine learning. Top Down Induc-
tion of Decision Trees (TDIDT) constitutes a wide family of non-incremental supervised
learning-from-examples algorithms that construct decision trees in a top-down way, guided
by the frequency information in the examples (but not on the examples order). There is a
huge bibliography in this area. We could single out, among others, the following chrono-
logically ordered references [BFOS84, Qui86a, Utg90, Vel90, FI92, Qui93] which suppose
dierent improvements on the basic algorithm proposed by Ross Quinlan in 1979 [Qui79].
In this context a problem of classication can be stated as follows: all the objects of
the domain are described as a set of attribute-value pairs, where each attribute measures
a relevant feature of an object taking a (small) set of discrete, mutually incompatible
values. Each object belongs to one class of a set of mutually exclusive classes. A training
set, consisting of a set of examples, is known and it is used to construct by induction a
classication rule such that it can be determined the class of any other object applying
this rule over the values of its attributes. In the TDIDT family the classication rule is
expressed as a decision tree and it is obtained by selecting a unique classication tree,
from all those possible trees that correctly classify the training set, such that maximizes
the correct classication of other unseen objects.
Each non-terminal node of a decision tree is labelled with the identier of (usually) one
attribute, each branch is labelled with a possible value for the attribute attached to the
node the branch comes from, and leaf nodes represent sets of examples of the same class.
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Figure 1: A general decision tree
in which A, B, D stand for the attributes used for branching in the corresponding non-
terminal nodes, fa
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stands for the class to which the objects of the corresponding leaf node belong. Clas-
sifying a new object using a decision tree is simply to follow a descending path starting
at the root of the tree and ending when a terminal node is reached. The class attached
to this nal leaf node is the class assigned to the new object. At each non-terminal node
the selected path to follow will be the branch labelled with the same value that the new
object has for the attribute considered in the current non-terminal node. For example an
object with a value a
n
in its attribute A and a value d
1
in its attribute D will be assigned
the class c
i
using the preceding tree.
The general algorithm of construction of a decision tree in the TDIDT family is an
iterative process that departs from considering the whole set of examples at the root level
and constructs the tree in a top-down way branching at any non-terminal node according
to the values of a certain selected attribute. The set of examples will be distributed over
the subtrees according to these values. The process ends when for each branch of the tree
a set of examples of the same class is reached. These nodes are called leaf nodes. From
an algorithmic point of view this algorithm is a hill-climbing search without backtracking
(an exhaustive search over the whole search space would be unfeasible for medium/big
size realistic problems). Since no backtracking is performed we are not sure to obtain the
simplest tree of all those that correctly classify the training set, and for that the heuristic
function for selecting the most useful attribute at each step is of a crucial importance in
order to obtain simple trees (some improvements can be, however, performed on this basic
technique in order to attenuate its locality).
In the related literature we can distinguish, basically, two families of attribute-selection
functions: information-based [Qui79, Qui86a, Lop91] and statistically-based [BFOS84,
Min89]. Roughly speaking, information-based techniques usually dene a measure about
the amount of information needed for correctly classify an example of a certain set of
objects over a dened set of classes in terms of the Shannon concept of entropy. So the
attribute selected for branching is such that maximizes the information gain obtained in
partitioning the original set of examples over the values of that attribute. On the other
hand, statistically-based methods measure, given an attribute and the partition it induces,
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the divergence between each subset of the partition, so the selected attribute is such that
ensures, with a highest degree of condence, statistically dierent distributions between
these sets (
2
, Student ratio and other statistical measures for studying divergence between
distributions can be used for this purpose).
Once the attribute has been chosen, the branching at this level is performed in terms
of the possible values of the attribute. If the set of values is discrete and small the usual
partition is done considering a subtree for each possible value of the attribute, but if the
attribute has a big (or innite) set of possible values or the values are continuous instead
of discrete (e.g. reals) other type of partitions must be considered. Some systems perform
binary partitions, but it is also possible to distribute all the examples according a nite
set of intervals along the range of values. This is easy to do if the values are numeric or
have a dened order, but it is not so clear to do when the considered attribute has a big
set of discrete unordered non-numeric values.
See [MABB94] for a detailed revision of machine learning techniques and [BFOS84] for
a revision of the main issues related to the induction of decision trees.
3 Learning Procedure
Since the input, in a constraint-based framework for POS tagging, consists of a set of
possible part of speech tags for every word, choosing the proper tag from all possible tags
in a given context is a disambiguation problem which can be also seen as a classication
problem. The possible tags are the possible classes which are, of course, mutually exclu-
sive, and choosing the proper tag is equivalent to classify the word in the correct class.
So we have a classication problem for each type of POS ambiguity to which we will as-
sociate a decision tree. For the experimentation part (see section 4) we have selected four
representative cases of POS ambiguity for Spanish language and we have extracted from a
tagged (and almost manually revised) corpus the corresponding four sets of examples (an
example consists basically of a word and the information about its context in the sentence)
involving words that suer from these types of ambiguity. Each set of examples has been
divided into two exclusive parts: a training set used for learning a decision tree capable of
disambiguate the examples and a testing set used for testing the predictivity of that tree
over unseen examples. All the experiments will be presented in the next section, now we
will describe accurately the type of decision trees we use and which is the nature of the
information needed for their construction.
Information used in the construction
Attributes
The set of attributes that describe our examples consists basically of the information
of the correct part-of-speech tags for the neighbour words, so it is contextual information.
The window considered will be the N preceding and following words (in the next section
we will see how big this context should be for providing enough information). An exception
occurs when a period or an equivalent end-of-sentence punctuation mark appears in the
context of a certain word: if the punctuation mark appears in the left/right context of
the current word, all the words appearing to the left/right of the punctuation mark won't
be taken into account, since words beyond the current sentence don't provide signicant
information but noise (no treatment of acronyms is done here).
For a concrete experiment which is the disambiguation of unknown words (they can
potentially belong to any of the open morphological categories) we have considered three
additional attributes (which are not contextual, but morphological features) in order to
enhance the performance of the learned trees and to gure out what type of information
could be useful for such a task. Specically we have considered:
1. The ending of the current word: the last letters of a word often give a clear evidence
of the category of the word. Typical forms of innitive, gerund, participle, adverbial,
pronominal endings, etc. have been taken into account as the values for this attribute.
2. Information about whether or not the word is capitalized. This is useful for deter-
mining basically the proper nouns.
3. Information about the existence of a potential main verb (dierent from the current
word) in a clause context of the considered word. This information could be useful
in certain situations (in combination with information of other sources) for nally
deciding whether a unknown word is a verb or not. It is important to signal that
this is a kind of unbounded contextual information since we cannot say that the
current clause surely start/ends before/after a xed number of words. Of course
collecting this kind of information presupposes that we have the corpus partitioned
into clauses which is absolutely not a trivial task
1
. As a rst approximation we
have calculated the clause context with two very simple heuristic functions (that
look for the existence of supercial separators like punctuation, relative clauses and
so on) that give us two, possibly dierent, potential clauses (depending on the marks
considered in each case). One of them is optimistic in the sense that the real clause
will never be smaller than the selected one. The other one is pessimistic in the same
way: surely the real clause is included in the context of the selected potential clause.
The idea is that if a potential main verb (dierent from current word) exists in the
optimistic clause then the current word probably should not be tagged as a verb,
while if such a verb does not exist in the pessimistic clause then the current word
should be tagged as a verb.
We plan to add in future experiments more information (of a morphological and semantic
nature) available from semantic lexicons and the corpora in its morphological analysis stage
in order to discover which is the most useful information for the concerning task.
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In fact this is one of the problems we want to solve applying decision trees, since it is also a dis-
ambiguation problem which can be basically addressed using POS tags information. Voutilainen [Vou94]
points out that it seems necessary to dene several syntactic constraints at a clause context level in order
to capture important long-distance structural dependencies for the syntactic analysis (this is the typical
information that probabilistic systems don't take into account). See again the previous reference for a
revision of the main problems in correctly assigning tags for intra-sentential clause boundaries.
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Training corpus
The training corpus for a certain type of POS ambiguity (e.g. that of the words than
can be nouns or verbs) is a collection of examples (ranging basically from 300 to 600
examples) described with the attributes explained before. We have then a training corpus
for each type of the four considered cases of ambiguity . This disambiguated contextual
information as well as the morphological features are extracted from a manually annotated
corpus.
Test corpus
The test corpus for each type of pos ambiguity is also a collection of words and their
contexts (dierent from those used in the training phase) in which the focused word to
disambiguate has all the possible tags as alternatives and the context is unambiguous
in the left side but ambiguous in the right part, since in a normal process of tagging a
sequential order is followed and for that all the words to the left of the current word have
been disambiguated at this moment of the process while the words to the right are still
ambiguous.
Decision trees
Selecting an attribute to branch
The attribute-selection function we use is due to Lopez de Mantaras [Lop91] and it
belongs to the information-based family. We will describe it in detail just below.
Let X be the set of examples, C the set of possible classes and P
C
(X) the partition
of X according to the values of C. In this case, the selected attribute will be the one
that generates the closest partition of X to the correct partition P
C
(X). For that we need
to dene a distance measure between partitions. Let P
A
(X) be the partition induced by












where p(X; a) is the probability for an element of X belonging to the set a which is the




. This average information measure reects the randomness of distribution
of the elements of X between the classes of the partition induced by A. If we consider now
























































































So the criterion for choosing the best attribute, which is to select the one that generates
the closest partition to the correct P
C









In fact there is an additional restriction over a given attribute for being selected. Since
some of the examples can have a non-relevant value for this attribute due to the appear-
ance of a period in the context (see the preceding consideration about attributes), the set
of examples to which this attribute really applies could be considerably lower than the
whole set of examples (specially if it is an attribute referring to a long-distance contextual
position). Since the attribute-selection function is sensitive to the size of the considered
set of examples, we impose to each attribute for being considered as a possible candidate
that the set of examples to which it applies must be almost the whole set of examples
(experiments show that it should not be lower than 80%).
Besides the selection function score over attributes we consider also a global ponder-
ation over them because attributes are not a priori equally desirable. We will prefer
attributes referring to the left context since right context is not disambiguated while test-
ing new examples and this would lead to several analysis. Also short-distance contextual
information is preferred over a long-distance, therefore the attributes referring to the pre-
ceding/following one or two words have a predominant role. Combining these two criteria
we decide a global order of preference over the attributes. So we don't only consider the
best scored attribute but also all those attributes scored almost as well as the best (those
whose score is not greater than the best mark plus a certain small value, expressed by the
parameter Eps1). All these \score-tied" attributes are possible candidates, but we choose
for purposes of branching the rst in the global ordination. Since this is parametrized we
can decide to assign more or less importance to the predened ordination vs. the scores
assigned by the heuristic function. Some experiments on this matter will be reported in
the next section.
Branching preferences
We have implemented essentially two strategies. The rst is the usual one of branching
for each value of the considered attribute. The second one is a hybrid approximation that
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branches for all values that imply a reduction in the classication error of the corresponding
induced subset of examples. We consider the error rate of a given node in a decision tree as
1 minus the proportion of examples that have the most frequent tag over the total number
of examples attached to this node, in other words this would be the error rate obtained in
classifying the examples of the corresponding subtree by assigning them the most frequent
tag. We have a parameter, Eps2, that determines how big the improvement in the error
rate must be in order to consider the subset as a new subtree. So the criterion is the
following: all induced subsets with an error rate lower than the error rate of the antecessor
node minus the parameter Eps2, will be considered new subtrees, while the other subsets
will be merged in a unique set and considered a unique subtree, in which the attribute
applied at the current stage can be still used in deeper levels, instead of being lost as in
the other subtrees. Such strategy would results in the construction of deeper trees (the
branching factor would be lower), but apparently with a similar number of nodes and a
slightly higher predictivity. In the following section of experiments, we will see the eect
of both criteria to the resulting trees in terms of size and predictivity.
Pruning the tree
Decision trees that correctly classify all examples of the training set are not always the
preferred ones. This is due to various reasons. First of all such complete trees are much
bigger than the trees obtained when we relax the condition of completely classify to the
one of being over a certain threshold of success rate. Although their greater size, their
degree of predictivity is not necessarily higher (as we will see in the following section), in
fact it seems to be a little lower. This phenomenon is known as overtting and it occurs
when the training set has a certain amount of noise (misclassied examples). Obviously
this is the case of our training corpus. If we force the learning algorithm to completely
classify the examples then the resulting trees would t also the noisy examples what is
clearly non-desirable. There are several sophisticated methods for pruning decision trees
during the construction process or afterwards (see for example [BFOS84, Qui86b, Min89b])
but we have decided to implement a simple stopping criterion in the branching process.
We have two parameters for controlling the pruning of a certain branch: MinN and ErrT.
If any of the two following conditions hold for the subset of examples attached to a certain
node
1. The number of examples considered is lower than MinN.
2. The error rate of the considered examples is lower than ErrT.
then no further expansion will be performed on that branch. Instead it will be considered
a leaf node and the most frequent class in the set of considered examples will be assigned
as the proper class for the node. In the following section we will see an experiment over
the right tuning of these parameters.
Testing new examples
Below we will see several examples of the using of decision trees in order to disambiguate
words in context, and the close relation they have with constraint rules of morphological
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disambiguation. The decision trees to which we will refer as examples in this part are the
real decision trees learnt in the experiments (see section 4).
Consider the gure 2 which represents a fragment of a decision tree learnt in order to
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Figure 2: Part of a decision tree for the noun-verb ambiguity
Consider now the spanish word encuentro which in some situations acts as a noun (its
translation would be \meeting") and sometimes acts as a verb (its translation in this case
would be \I nd" or \I consider"). Suppose we nd this word in the two following sentences:
1. Encuentro un poco de paz en tus ojos.
("I nd a little peace in your eyes.")
2. Despues de nuestro primer encuentro me di cuenta que ...
(\After our rst meeting I realized that ...")
In the rst case, the decision tree would say that if the preceding word (-1) is a end-
of-sentence mark ("Z") and the following word is an article ("J") -as it is in this case of
the word un (\a")- then the considered word (encuentro) should be tagged as a verb ("V").
This is the correct choice and the associated rule reects the fact that is more probable to
nd a verb than a noun as the rst word of a sentence (nouns usually have a determiner,
a pronoun or an adjective preceding them). In the second case the word encuentro would
be properly tagged as a noun ("S") since the preceding word (-1) is an adjective ("A").
In both cases the classication-rule applied can be seen as a morphological disambigua-
tion constraint of the rst type (see section 2). In the rst example two context conditions
13
are necessary while in the second only one is enough (the complete tree has a depth of three
levels so the longest classication rule represented in it refers to three context conditions).
Lets see now a second example. Figure 3 represents a part of the tree induced from
the examples considered as unknown words. Such words can belong, in principle, to any of
the morphological open categories which in the present case are: noun ("N"), verb ("V"),
adjective ("A"), adverb ("D"), proper noun ("W") and number ("N"). We have not included





























Figure 3: Part of a decision tree for classifying unknown words
In this tree we can observe two attributes not referring to the context: A1 is the attribute
that contains information about the nal letters of the word ("G" means gerund termina-
tion, "A" means adverbial termination and "R" means pronominal termination) and it is
the most important in the rst step of discrimination; A2 is the attribute that accounts
for the case of the word ("M" means upper-case and "m" lower-case).
Lets suppose that our lexicon does not contain the following forms: escaparate (\shop
window"), dijiste (\you said"), buscarnos (\to seek us"), and Sevilla (a city name). The
rst word is a noun, second and third are verb forms with a pronominal sux and the
last is a proper name. Nevertheless all of them end with potential pronominal suxes: te
means \you", nos means \us" and la means \she". In Spanish these suxes are attached
to verbs indicating direct and indirect objects, thus the corresponding tree of Figure 3 will
tend to classify all the preceding word forms as verbs.
These forms appear in our corpus in various contexts. Let us consider , for instance,
the following examples:
1. ... se exhiba en el escaparate de una tienda.
(\... it was shown in the window of a shop.")
2. Mira - me dijiste - , el sufrimiento ...
(\Look - you said to me - , the suering ...")
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3. Llegue a Sevilla y supe que si ...
(\I arrived to Sevilla and I knew that if ...")
4. Su hermano vino a buscarnos. Yo le rogue ...
(\Her brother came for us. I begged him ...")
When we try to assign proper tags using the decision tree of gure 3 all of them will
follow the third branch since they have a value "R" for the attribute A1. At this point
contextual information is required. If the preceding word (-1) is an article ("J") -as in the
rst example- the word will be tagged as a noun ("S") but if it is a pronoun ("P") -as in
the second example- the word will be tagged as a verb ("V"). Up to now we have correctly
classied the ocurrences of the two rst examples, but examples 3 and 4 are still undecided
since for both cases the preceding word is a preposition ("R"). At this node of the tree
the case of the word is consulted: if it is upper-case -as in the third example- the word is
tagged as a proper noun (this is very sensible since the preceding word it is not a period);
otherwise if the word is in a lower-case form we have to consult the category of the following
word to the left (-2) if it is a verb -as in the fourth example- the word will be tagged also
as a verb (this accounts for the verbal compounds of the form \verb-preposition-verb", like
\vino a buscarnos", very common in Spanish).
Lets see now an example of misclassication for the preceding tree. Consider the
following sentence:
Toda la amargura imaginable y un desprecio innito.
(\All the conceivable bitterness and an innite contempt.")
The considered word imaginable is an adjective. Nevertheless the tree of Figure 3 would
misclassify it as a verb since it ends with a possible pronoun le (branch with the "R" label)
and the preceding word (-1) is a noun ("S").
In fact it seems quite plausible to nd an adjective after a noun despite its false pronom-
inal termination. If we look at the examples used in the learning of the tree we can observe
that there are some cases in which the words in such situation are really adjectives, but it
represents only 8% of the cases while in the other 92% the considered word is a verb (no
exmples of nouns, adverbials, proper nouns or numbers are found). This low proportion
has motivated not to further expand this branch and to consider its examples as verbs
(such consideration could be wrong if the training corpus is not very signicant).
There is, however, another approximation much more conservative in the tagging pro-
cess which consist of reducing the ambiguity by removing only the non-possible tags (those
for that we have no examples). In fact this is the approximation taken by constraint gram-
mars [Vou94] which after several passes of the constraint rules over the input sentences
of words to disambiguate, can leave some remaining ambiguity (possibly solved in the
following syntactic stage) by avoiding the most risky predictions.
In the previous example the followed path would result in the elimination of the tags
for noun, adverbial, proper noun and number, leaving as possible tags: "V" (for verb) and
"A" (for adjective). This would be a morphological disambiguation constraint of the second
type (see section 2).
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During the process of classication of a determined word two basic problems can arise
at a certain node of the decision tree:
1. The current example has a unknown value for the attribute that is being tested (this
is possible if no other similar examples have been seen during the training process).
2. The current example has several values for the attribute that is being tested (this is
very common due to the possible ambiguity of the attributes referring to the right
context of the current word).
In the rst case of lack of information we decide to assign the most frequent tag at
the corresponding node of the tree. In the second case all the possible paths (according
to the values of the attribute that is being tested) in the tree are followed, resulting a set
of possible tags. If all the choices result in the selection of the same tag this is considered
the proper one. Otherwise we will assign the tag for which we have more evidence. The
evidence for a certain tag is calculated by adding for all the paths that assign this tag the
proportion of examples involved in each ambiguous node (this is again the most frequent
tag).
4 Experiments
The aim of the following experiments is to determine to what extent is a decision tree
formalism appropriate for the task of automatically learning part-of-speech disambiguation
rules, as a pre-stage to acquire constraint grammar rules. In addition we want to discover
the relevance of the dierent considered parameters, its proper tuning and determine the
most useful sources of information for inducing the decision trees.
Setting
All the information used in the initial experiments has been extracted from a small Spanish
corpus containing El Sur, a novel written by Adelaida Garcia Morales, containing about
17K words (of which 12% are ambiguous). This corpus has been automatically tagged with
a probabilistic tagger using a tagset of 63 tags [Mor94] and it has been partially manually
corrected (its current accuracy is about 95%). Tagging this corpus just assigning the most
frequent tag to each word would result in a success rate of 68.74% for the ambiguous words.
We have reduced, for the sake of simplicity, the tagset size by considering only the
category label and discarding the sub-category information (is important to remark here
that the usual ambiguities are at a category level). In this way we have obtained, from an
original tagset of 63 tags, a simplied tagset of 18 category labels (see appendix A for a
complete listing).
We have selected four representative cases of POS ambiguity:
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1. Article-Pronoun ambiguity. Denite articles (in Spanish there are four due to
the dierences introduced by genre and number) are very common in the corpus and
they are ambiguous since they can also act as pronouns. We have collected the 589
instances of these words in the corpus and we have partitioned these examples in
three disjunct pairs of training and test sets of 489 and 100 examples each. If we
assign the most-likely tag to each of these examples we would obtain a success rate
of 82.15%.
2. The word \que". One of the most dicult tasks in morphological disambiguation
is to decide whether a certain occurrence of the word \que" (\that" ) should be
tagged as a relative pronoun or as a conjunction. It is a very common word and in
addition the two tags has almost the same frequencies in normal text. In our corpus
for instance the word \que" appears 317 times as a conjunction and 318 times as a
relative pronoun, so the most-likely tagger would obtain only a success rate of about
50%. We have collected the 635 occurrences of the word \que" in our corpus and as
in the previous case we have divided it in three disjunct training and testing sets of
535 and 100 examples respectively.
3. Noun-Verb ambiguity. This is a very common case of morphological ambiguity.
There are plenty of words that can act as nouns or verbs depending on concrete
contexts. Nevertheless, for each word there is one tag that usually appears with a
very much higher frequency than the other. This is specially critical in small and
mono-thematic corpus (as the one we work with). In our corpus for example there
are 193 potentially noun-verb ambiguous words but only 10 really appear with both
tags in the corpus (with a success rate of 77% in most-likely tagging). Despite this
fact we have collected the 522 examples involving the whole set of 193 words with the
hope that these additional words could help us in the learning of a decision tree for
classifying the real ambiguous words. As in the two previous cases we have divided
the set of examples in three pairs of disjunct training and testing sets of 422 and 100
examples respectively.
4. Unknown words. When we nd in the text a word that does not appear in the
lexicon we are in front of another case of ambiguity that involves all the morphological
open categories (in our case these categories are: noun, verb, adjective, adverb, proper
noun and number). For the experiments we have collected 1200 occurrences of words
of a list of about 1000 unknown words (this list of unknown words has been collected,
almost randomly, from the whole corpus and it represents only a set of examples
belonging to the open categories from which learn a tree for classifying future real
unknown words) containing nouns, proper nouns, verbs, adjectives, etc. We have
divided these 1200 examples into two sets of 600 examples, one for the training and
the other for the testing. Of the whole set of examples approximately 40% are verbs,
30% are nouns, 10% are adjectives, 10% are adverbs, 7% are proper nouns and 3%
are numbers (which is the approximate proportion of these categories in the corpus),
17
thus a most-likely tagger would obtain a success rate of about 40% over this set of
examples.
Design
We have been carrying out several experiments: rst of all, an experiment to decide the
proper tuning of the parameters related to the pruning of the trees; secondly an experi-
ment for showing how much contextual information is needed; a third experiment about
the importance of the attribute-selection function vs. a previous xed ordination of the
attributes; the fourth experiment that summarizes the eect of choosing between the two
presented partition criteria; and experiment number ve that explores the inuence of the
size of the training set,
Up to this point all these commented experiments have been performed using the rst
three sets of examples. However a nal experiment for seeing the importance of adding
some non-contextual information is performed over the fourth set of unknown words.
Results and Evaluation
In all the following experiments the learnt trees are evaluated in terms of their predictivity
over new examples (success rate in classifying the examples of the testing sets) and their
size (basically the total number of nodes and sometimes the depth). Normally these are
two opposite magnitudes (bigger trees usually achieve better performance and vice-versa)
and a compromise between accuracy and size should be established for each case.
If there is not an explicit reference for the contrary, the tables of results contain always
the average results for the rst three cases of ambiguity, which are in turn calculated as
the average results over the three available testing sets.
- Table 1 represents the best results obtained for each type of ambiguity. Between
brackets we show for each case the accuracy rates for the most-likely tagging. A-P
and N-V stand for the article-pronoun and noun-verb cases of ambiguity.
Type of Ambiguity A-P N-V \that" Unknown
Accuracy 98% (82.16%) 94.3% (77.7%) 89.67% (50%) 81.5% (40%)
# nodes 8 26 41 107
Table 1: The best results for each type of ambiguity
- Tables 2 and 3 represent the results obtained over the proper tuning of the parameters
that control the pruning of the trees during the learning process. We have tested the
learning combining the two parameters varying the minimum number of examples
(MinN) from 0 to 25 and the error rate threshold (ErrT) from 0% to 20%. In table 2
we can see the eect of varying MinN (having ErrT xed to 10%) and table 3 show
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the eect of varying ErrT (having MinN xed to 10 examples). In both cases the
average number of nodes of the resulting trees decrease when we increase the values for
pruning but respect to the accuracy rate a dierent behaviour is observed. Increasing
the number of examples of MinN provokes a diminution on the predictivity of the
trees while increasing the error threshold produce even a slightly gain in predictivity
up to a certain value around 12.5% (possibly due to the assimilation of noisy and non-
signicant examples). Beyond this point the accuracy rate falls drastically since the
generated trees are so much simpler. This result show that the trees that best t the
training set are not always those that present the greatest degree of generalization.
The same results have been calculated for each parameter considering all the possible
values for the other one. The average results conrm the same tendencies. Thus
ErrT seems a better criterion for pruning the trees in order to capture the noisy
examples and to reach higher degrees of accuracy with smaller and better tted
trees, while MinN is a way of simplifying resulting trees but with no improvement in
their predictivity.
MinN 0 5 10 15 20 25
Accuracy 93.11% 92.78% 92.55% 92.33% 92.33% 91.89%
# nodes 49.33 32.33 16.78 14.78 10.89 8.33
Table 2: Inuence of the parameter MinN










Table 3: Inuence of the parameter ErrT
- Table 4 summarizes the results obtained in the study of the size of the considered
context. The rst four rows consider a left context from 1 to 4 positions, rows from
fth to eight consider a right context also from 1 to 4 positions, and the last four
rows stand for a left-right context considering from 1 to 4 preceding and following
positions.
The accuracy rates achieved considering only the preceding words are always lower
than 90%. This is due to the reason that for solving some types of ambiguity (specially
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article-pronoun in our case) information about the following words (right context)
is required. If we consider only right context the results are even worse (around
80%) since preceding words are in general more informative and the words of the
right context can be still ambiguous. Considering a context of both sides supposes
a signicative improvement on the predictivity (success rate appears around 92.5%
for a context of 4 words) but considering more than the two following and preceding
words does not seem to result in a improvement of the accuracy and the number
of nodes of the generated trees slightly increases (and also the learning process is
slower), so we have decided to x the proper context for our experiments to the two
preceding and following words.













Table 4: Inuence of the considered contextual information
- Table 5 summarizes the eect of the variation of the parameter Eps1 which control
the weight assigned to the attribute-selection function vs. the global ordination of
the attributes in the selection of an attribute for branching.
We can clearly observe that assigning more importance to the xed ordination of
the attributes over the scoring of the attribute-selection function (increasing values
of Eps1) results in a decrease of predictivity and bigger trees. The value 0 for the
Eps1 means that the selection is made entirely according to the attribute selection
function while the value 1 means that the selection of the attributes to branch is done
simply following a xed order. Other values are intermediate weightings. Values 0
and 1 originate the best and worst trees in terms of performance (92.78% vs. 91.3%)
and size (38.1 nodes vs. 48.7 nodes) respectively, so the importance of the attribute-
selection function in order to obtain simple and well tted trees seems clear.
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Eps1 0 0.025 0.05 0.075 0.1 1
Accuracy 92.78% 92.55% 92.44% 92.44% 92.22% 91.3%
# nodes 38.11 36.33 38.44 39.22 39.78 48.67
Table 5: Inuence of the parameter Eps1
- Table 6 summarizes the results obtained in the experiment of testing the two branch-
ing strategies. The row labelled with a E accounts for the strategy of branching for
every value of the attribute present in the set of considered examples. Rows labelled
with a H account for the strategy of branching only for those values that imply a
reduction of the classication error in the corresponding induced subsets of examples.
Between brackets we show the particular value for the parameter Eps2 that controls
how signicative this reduction should be (we vary its value from 0% to 22.5%). We
have added an additional column to this particular example that is the average depth
of the induced trees in order to conrm the supposition of deeper trees for the second
criterion of partition.
Main conclusions of this experiment are that the second strategy is better for certain
proper values of the parameter Eps2. The most signicative dierence is around a
medium value of 7.5% for Eps2 which results in a higher accuracy (93.2% vs. 92.4%)
and a lower number of nodes (28,4 vs. 38.8) than the trees induced according to the
basic strategy. The reason is that if all the possible branches with a non-signicative
error reduction are considered together as a big set of examples they can provide
more information in deeper levels of the tree than if we consider them separately in
dierent branches. We can observe also a greater depth of the second type of trees
(4.2 vs. 5.67 levels in average) due to a lower branching factor and a lower total
number of nodes (which is a desirable property).
However so high values for the parameter Eps2 (more than 12%) greatly degrades
the performance since extremely simple trees are constructed (there are almost no
possibilities for branching if a so high reduction of the classication error is required
at each step). Therefore we must be careful and choose a conservative value for the
parameter Eps2 (our choice for best-results experiment is of 7.5%).
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Accuracy # nodes Depth
E 92.44% 38.79 4.22
H(0) 92.44% 38 4.89
H(0.025) 92.3% 36.56 5.33
H(0.05) 92.67% 35 5.56
H(0.075) 93.22% 28.44 5.67
H(0.1) 93.22% 29.1 5.89
H(0.125) 92.1% 25.67 5.89
H(0.15) 91.1% 20.67 4.55
H(0.175) 86.33% 14.67 3.33
H(0.2) 85.5% 10.56 2.78
H(0.225) 84.4% 4.1 2.11
Table 6: Inuence of the strategy of partition
- Table 7 summarizes the inuence of the training set size in the predictivity of the
resulting trees. We have used training sets from 25 to 425 because we don't have
much more available examples. It is clear that the accuracy rate increases as we
use greater training sets (also the size increases due to the consideration of more
particular cases). Since we don't have larger sets of examples we can't predict were
is the maximum of this asymptotic growing and up to what number of examples is
convenient to consider the training sets. Nevertheless it seems that a few examples
(around 200) are enough to cover the basic examples (91%) and greater training sets
help in the account of particular and less-frequent examples. However the concrete
number of examples are surely very sensitive to the particular corpus and would vary
signicantly from one to another.
# examples 25 125 225 325 425
Accuracy 87.11% 90% 91.55% 92.11% 92.44%
# nodes 3 9.67 18.77 24.67 31.33
Table 7: Inuence of the size of the training set
- In order to test the potential application of other type of information in the con-
struction of decision trees, we have applied to the set of unknown words the three
attributes described in the previous section. Table 8 presents the results obtained by
adding the information of the new attributes step by step. The most-likely tagging
results in a success rate of only 40%. If we add the usual contextual information
(C) this percentage raises to 65.5%. By adding information about the termination
of the words (C+T) a success rate of 75.5% is achieved and, nally, the information
about the case of the words (C+T+P) and about the existence of other verbs in a
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clause context (C+T+P+V) improve the results on predictivity to 80% and 81.5%
respectively. In addition we can see that the number of nodes of the trees decreases
in general as we add new attributes since a better tting to the training set can be
performed with more information.
Attributes Most-likely C C+T C+T+P C+T+P+V
Accuracy 40% 65.5% 75.3% 80% 81.5%
# nodes - 124 109 94 107
Table 8: Considering new attributes in the disambiguation of unknown words
Errors
We have found basically three types of errors,
1. Errors due to the noise of the corpus: there are several non-systematic errors in
the corpus occurring in the training and testing sets. If we want to minimize such
eects we can opt for learning less specic trees in order to assimilate noise (but
limiting accuracy rates at a lower threshold) or using an almost completely correctly
annotated corpus for the learning phase. Some strategies of pruning can be also
applied once the trees are learnt in order to eliminate the parts of the tree related to
erroneous examples and validate those that are signicative.
2. Errors due to the lack of signicative examples in the training set: the majority of the
examples misclassied by the decision trees are examples never seen in the training
corpus. Bigger training sets should be used in order to account for the specic
examples and exceptions and perhaps a method for selecting a balanced training set
from the whole set of examples would be necessary for avoiding huge training sets.
3. Errors due to the reference to ambiguous contextual information (attributes of the
right context): this phenomenon leads in some cases to various possible classications
(following all the possible paths according to the multiple values of some attributes of
the right context). The heuristic for selecting the proper class is, by now, very simple
and based only on the frequencies of the dierent tags. More complex functions based
on other types of information should be used to decide which is the proper tag from
a set of possible analysis.
We plan to carry out new experiments on a recently developed Spanish annotated
corpus of about two million words [CCP95] and we think that the eects of these three
types of errors will be considerably reduced.
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5 Conclusions
Although this work is at a very preliminary stage, the results seen on the previous section
permit us to be optimistic with the potential application of the presented technique to
the task of learning disambiguation morphological rules (in the form of decision trees) and
for the further goal of automatically learning surface syntactic constraints. Success rates
over 93% in classifying new examples for three representative cases of POS ambiguity in
Spanish are promising results that probably will place a complete rule-based tagger built as
a forest of discrimination trees at the same level as the best current probabilistic taggers.
Nevertheless more complete experiments over bigger corpus should be done in order to test
such hypothesis.
The proposed method permits to incorporate other information than the usual con-
textual information for describing the attributes of the examples and helping in the dis-
ambiguation task. In this sense it is a exible system and it would easily allow to study
the nature of the most useful information for the learning of morphological and syntactic
constraints.
In addition it seems that similar approaches could be applied to other NLP problems in-
volving disambiguation tasks such as Word Sense Disambiguation (WSD), pp-attachment,
and so on.
6 Future work
This work is still in its initial phase so there are several important ways in which it can
be completed or extended. The following are some of the possible directions for the future
work.
Improvements in the presented method
- Addition of new signicative attributes in order to obtain better models. It would be
also interesting to investigate which are the most useful attributes and classify them
according to certain levels of generality. This would permit to apply the attributes
in a stratied way from more to less specic.
- Testing of the goodness of dierent types of attribute selection functions (information-
based and statistically-based).
- Application of several methods for pruning the trees and obtaining simpler but better
tted models (statistically-based stopping criteria, post learning pruning, etc.).
- Consideration of other strategies for branching.
- Characterization of a methodology for extracting signicative examples from a huge
corpus in order to create useful and reasonable training sets.
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Extensions and further experiments
- Complete the tagger with the decision trees for the remaining cases of ambiguity. This
would imply the construction of a forest of discrimination trees and since it would be
probably unfeasible to have a dierent tree for each type of ambiguity (specially when
learning from very ambiguous corpus annotated with big tagsets) some strategies in
order to share the existing redundant information (probably merging similar parts
of dierent trees, etc.) should be implemented. This would also imply to study
accurately the proper tagging algorithm which should be fast and adequate to the
main following task: surface syntactic analysis (probably it is preferable to adopt, as
in the Constraint Grammar framework, a conservative criterion of preferring to leave
some ambiguity than to fail in the risky situations).
- Extend the experiments to other bigger corpus (with bigger tagsets) of Spanish and
other available languages (basically English) and studying the performance of the
method in such situations.
- Extension of the method to the surface syntactic tagging by automatically learning
a set of Constraint Grammar rules (also in the form of decision trees) able to assign
proper morpho-syntactic tags.
- Application of this approach to other NLP problems: determination of sentence




1. "A" - Adjective
2. "C" - Conjunction
3. "D" - Adverbial
4. "E" - Auxiliary verb ser (verb to be)
5. "H" - Auxiliary verb haber (verb to be)
6. "J" - Article
7. "M" - Punctuation mark equivalent to a comma
8. "N" - Number
9. "O" - Comparative adjective.
10. "P" - Pronoun
11. "R" - Preposition
12. "S" - Noun
13. "T" - Determiner
14. "U" - Undetermined article
15. "V" - Verb
16. "W" - Proper noun
17. "Z" - End-of sentence punctuation mark
18. "X" - Other
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8 Appendix B
A complete tree for the noun-verb POS ambiguity
(Root -1 (352 70) 9 -
(("V") -2 (9 5) 2 -
(("D" "R") - (8 0) 0 "S")
(("S" "H" "P") - (1 5) 0 "V"))
(("D") +3 (2 6) 2 -
(("A" "V") - (2 0) 0 "S")
(("D" "Z" "R") - (0 5) 0 "V"))
(("C") +1 (5 4) 2 -
(("Z" "M") - (5 0) 0 "S")
(("C" "R") - (0 4) 0 "V"))
(("Z") +1 (1 13) 2 -
(("P") - (1 0) 0 "S")
(("C" "J" "T" "M") - (0 13) 0 "V"))
(("M") +1 (2 5) 2 -
(("P") - (2 0) 0 "S")
(("C" "R") - (0 5) 0 "V"))
(("H") +3 (3 8) 2 -
(("S" "P") - (3 0) 0 "S")
(("V" "D" "T" "N" "Z" "M" "R") - (0 8) 0 "V"))
(("R") -2 (81 15) 4 -
(("S") - (19 1) 0 "S"))
(("V") +1 (17 5) 3 -
(("Z") - (7 1) 0 "S"))
(("P" "C" "J" "M" "R") - (10 3) 0 "S")
(("A") - (0 1) 0 "V"))
(("M") +1 (18 9) 3 -
(("R") -4 (1 7) 2 -
(("S") - (1 0) 0 "S")
(("P" "V" "D" "T" "Z") - (0 7) 0 "V"))
(("C" "T" "M") - (17 1) 0 "S")
(("D") 0 (0 1) - "V"))
(("A" "P" "D" "C" "T" "Z") - (27 0) 0 "S"))
(("A" "E" "J" "T" "N" "U") - (249 0) 0 "S")
(("S" "P" "W" "O") - (0 14) 0 "V"))
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