The research on optical packet switching has witnessed considerable progress in the 1990s. In this article we examine the future potential of OPS in the core network by discussing this switching approach and the current status of a number of its enabling technologies. Many of these technologies are still in the stage of research and experimentation. We see that optical packet switching may be deployed in the long-term future subject to satisfaction of three main conditions/developments. First, additional technological developments have to take place to overcome remaining implementation challenges while making OPS cost-effective to deploy. Second, a rational migration scenario of the network toward gradual deployment of packet-based optical switching approaches should exist. Finally, carriers have to become more interested in packetbased optical switching solutions.
BACKGROUND
Internet traffic has been growing tremendously since the early 1990s. Router vendors are delivering larger and faster Internet-Protocol (IP) core routers based on optical interfaces and electronic switching matrices to handle this huge growth in packet-based traffic. In the future, the IP layer is envisioned to work mainly on top of the emerging circuit-switched optical layer, the cornerstones of which are wavelength-division multiplexing (WDM) and optical cross-connects (OXCs). There is growing concern, however, about the scalability of electronic IP routers and their ability to match the rising transmission capabilities of WDM in the optical layer. The apprehension is that, in the next few years, it is going to be difficult for router switching capacities to scale deeply into the terabit per second range through which WDM transmission is rapidly scaling. This situation led to research interest in optical packet switching (OPS). In OPS, packets are directly switched in the optical domain through an OPS node/router from any input port to any output port. This approach would bypass the electronic switching bottleneck and provide a packet-based optical switching solution that matches WDM transmission capabilities. OPS, however, requires maturity in a number of component/system technologies that are still experimental in research laboratories.
The switching process in OPS can take one of two main forms. It can be synchronous (time slotted) with fixed packet length or asynchronous (nonslotted) with variable packet length [1] . To date, most of the research efforts focus on fixedlength optical packets. In this article we examine the status of OPS research and promise. In doing so, we try to understand what it takes to build OPS-based nodes, and identify some technological challenges for this to happen. Between studies suggesting that OPS is badly needed and can be ready for deployment soon, and others contending this view, we try our best to come up with a realistic assessment of the potential of OPS in the core network. The rest of this article is organized as follows. In the next section we discuss the introduction of optical switching in the core network and look at the current evolution to circuitswitched OXC-based network architectures. We then describe a generic OPS node and a generic optical packet format. We examine the status of a number of OPS-enabling technologies, and identify some problems solved and challenges remaining. Based on this analysis and other observations, a later section examines the potential of packetbased optical switching solutions in the core network. The article then concludes.
THE INTRODUCTION OF OPTICAL SWITCHING IN THE CORE NETWORK
During the last two years or so, the area of optical space switching technologies witnessed outstanding progress. A number of emerging technologies are making the promise of delivering optical switching matrices ranging from the smallest size of one to two input/output ports up to thousands of ports. Some of these technologies Tarek S. El-Bawab and Jong-Dug Shin, Network Strategy Group, Alcatel USA
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are newcomers to the field of communication networks, such as optical micro-electromechanical systems (MEMS) and bubble jet. Others are old ones that have matured over time or reemerged with new developments and techniques such as liquid crystals and thermo-optic switching. OXCs and optical add/drop multiplexers (OADMs) based on these technologies, with a spectrum of features and sizes, are emerging today and are expected to dominate the core network after few years. This evolution will lead to an intelligent reconfigurable circuit-switching-based optical layer that can act as a server layer for client layers such as asynchronous transfer mode (ATM), synchronous optical network/synchronous digital hierarchy (SONET/SDH), and IP layers. In the short to medium term, it is anticipated that a growing part of the core network will be based mainly on two layers, the IP and optical layers [2] .
The current progress in a number of technology areas suggests that the optical layer will support a large number of wavelengths in the near future. One may thus argue that there shall be little concern about bandwidth efficiency and, accordingly, little motivation to increase the utilization of a single wavelength. However, economics always demands that network resources be used as efficiently as possible, and circuit-switching-based OXCs are not optimally bandwidth-efficient for IP traffic [3] . This is the motivation and rationale to consider OPS today as a possible technology for the long-term evolution of the network. Figure 1 depicts a generic functional block diagram of an OPS core node. It consists of a multiplexer/demultiplexer pair, an input interface, a switch fabric, an output interface, and a control unit. The function of each element would differ depending on whether synchronous or asynchronous switching is deployed. In this article we mainly consider synchronous (slotted) switching, which is receiving more attention from the research community.
ELEMENTS OF AN OPS NODE
The input interface would perform the following functions:
• 3R 1 regeneration of the incoming digital signal in order to restore signal quality before subsequent processing and switching • Wander/jitter extraction • Packet delineation to identify the beginning and end of each packet as well as those of the header and payload • Synchronization of packets and aligning them with switching time slots • Separating the header and forwarding it to the control unit where it can be processed • Conversion of the external wavelength (WDM transmission wavelength) of the packet to an internal wavelength pertinent to internal use in the switch fabric, if needed The control unit processes the header information and issues all necessary commands to configure the switch fabric accordingly. In order to do so, it consults with forwarding tables that are maintained at each node. These tables, in turn, are continuously updated with the help of the network management system (NMS). The control unit also performs header update (or label swapping) and forwards the new header to the output interface. The new header identifies, among other things, the next node in the packet path. Currently, electronics is the practical tool to fulfill control functions. The switch fabric performs the switching operation of the payloads in accordance with the commands of the control unit.
Finally, the output interface may perform the following functions: • 3R regeneration, to regain signal quality after deterioration due to component imperfections and crosstalk in the switch fabric • Attachment of the new header to the associated payload • Packet delineation and resynchronization • Conversion of internal wavelength to an external one, if needed • Output power equalization (since signal power levels will vary because of different paths and insertion losses through the switch fabric) Figure 2 depicts a generic optical packet format showing how it may fit in a switching time slot. A similar format was used in the European project Keys to Optical Packet Switching (KEOPS) [4] . Guard bands are allowed to deal with timing uncertainties. The payload is the user data and should contribute to most of the packet size. The header size is an optimization issue since it is desirable to serve as many control functions as needed, but, as an overhead, it must not be too large. The header may consist of several fields, including: Contention can take place in the control path or data path. Contention in the control unit is of particular importance since it may lead to header loss or excessive delay to the extent that a payload precedes its header. In both cases, the payload has to be discarded. However, for as long as control is performed electronically, there are a number of established techniques for contention resolution. Proper electrical buffer sizing and efficient buffer management is important.
On the other hand, contention can happen in a data path when two distinct packets at two different input ports are destined to the same output port at the same time. A couple of packets may also contend over an internal switch path or a network path. Three main contention resolution tools have been proposed. These are "virtual" optical buffering, using fiber delay lines (FDLs), wavelength conversion, and deflection routing. A combination of two of these techniques, or all three, can be used to optimize system design and performance. In the next section we discuss optical buffering and wavelength conversion among other OPS enabling technologies. The subject of deflection routing is beyond the scope of this article. We only describe it briefly as follows. Contending packets are deflected to a number of alternative routes. Low-priority packets can have longer paths to their destinations compared to higher-priority packets. This approach has two main shortcomings. First, deflected packets can cause network congestion, especially at high traffic loads. A time-to-live field in the headers is usually proposed to prevent packets from roaming around for extended periods of time. Second, packets can arrive to their destinations out of sequence. Therefore, headers should carry sequence information.
STATUS OF SOME OPS ENABLING TECHNOLOGIES 3R REGENERATION
Optical signals are susceptible to impairments caused by attenuation, noise, dispersion, crosstalk, jitter, and nonlinear effects. As the transmission span, number of wavelength channels per fiber, and bit rate per channel increase, transmission impairments become more serious and lead to significant amplitude loss, pulseshape distortion, and timing drifts. It is often required to recover the original signal shape and clean it up from impairments for further transmission and switching in the network. As stated above, this process is known as 3R regeneration. Optical amplification boosts the amplitude of the signals but does not correct distorted pulse shape. Dispersion compensation can counterbalance the spread in pulse width caused by chromatic dispersion and thereby reduce the pulse-shaping problem. Retiming is accomplished by clock extraction and synchronization, packet-level synchronization for synchronous networks (bit-level synchronization for asynchronous networks). To retime the signal, data rate and format have to be known to the regenerator and the latter must be capable of bit rate flexible operation.
The most widely used approach for 3R regeneration involves optical-to-electrical (O/E) conversion of the data. In this case, regeneration can be carried out electrically. All-optical 3R regeneration is regarded as an important technology to enable, and simplify, OPS implementation. Some regeneration operations, such as retiming, cannot easily be carried out all optically today. Attempts to realize all-optical 3R regeneration are therefore limited to experimentation. Figure 3 is a simplified functional block diagram of an all-optical 3R regenerator. It is composed of three main blocks: an amplifier, a clock recovery system, and a threshold detection unit. The clock is extracted from the amplified signal. It is then combined with the signal to produce time-realigned pulses.
The regenerated signal appears at the output of the threshold detector.
Most of optical 3R regeneration efforts are based on semiconductor optical amplifier (SOA) based Mach-Zehnder interferometers (MZIs). They offer high speed and low switching energy, and their fabrication techniques are mature enough to obtain almost polarization-insensitive operation. Another method uses the concept of soliton transmission combined with in-line synchronous intensity/phase modulation and optical narrowband filtering. Due to the separation of reshaping and retiming, this method has the potential for simultaneous regeneration of several WDM channels [5] . The clock recovery system must be capable of very fast locking to incoming optical signals and production of flexible repetition rates. These requirements were satisfied in laboratory using self-pulsating distributed feedback (DFB) lasers as optical oscillators. By adjusting the direct current (DC) applied to the laser, clock recovery was demonstrated with continuous tuning range from 6 to 46 GHz (leading to possibility of operation at OC-192 and OC-768 rates) and 1-ns locking time [6] . Despite these valuable demonstrations, all-optical 3R regeneration is still in the experimental phase and is not available today for commercial deployment.
PACKET DELINEATION AND SYNCHRONIZATION
Packets arrive at an OPS node from different origins, through various fiber paths and over different wavelengths. It is natural that they experience various propagation delays due to 
persion (GVD) in fiber can be compensated by dispersion compensation techniques. However, variation due to changes in fiber paths can be large, and packets would arrive asynchronously at the OPS node. One more cause of timing problems is jitter. Jitter occurs in switch fabrics. The accumulated jitter through previous nodes has to be dealt with at the input of an OPS node. Because of all these timing uncertainties, the packet format should allow for guard band(s), and each node should be equipped with packet delineation and synchronization circuits.
A number of delineation and synchronization schemes have been considered. In [7] , the standardized header error control (HEC) checking mechanism is adopted for optical ATM cell delineation. Delineation in this case is performed electronically, taking advantage of the inherent cyclic redundancy check (CRC) coding correlation between the cell header (first four bytes) and the HEC byte (fifth header byte). Another electrical delineation approach uses two distinct key words in the header alternatively [8] . Part of the optical power of the signal is tapped and converted to the electrical domain. The electrical signal is then applied to two key word recognizers. If an alternating key word sequence is detected with a specific rate, the correct packet(s) position is found. Once the packet is delineated, input synchronization can be accomplished using a switch, a set of FDL sequences, and electronic control. Output synchronization was performed by means of a tunable wavelength converter and highly dispersive fiber. The wavelength of the packet is converted so that its delay can be finely adjusted through this fiber [9] . Research continues to advance in the areas of packet delineation and synchronization.
PACKET HEADER PROCESSING
The packet header contains the information necessary for switching and forwarding the payload across the OPS network. Today, O/E conversion of the header and processing it electronically is the practical approach. A small portion of the optical power is tapped from the input signal for this purpose. Earlier header processing techniques used serial headers with lower bit rate than the payload. This method is easy to implement, but has slow processing speed. Another method uses subcarrier multiplexing (SCM). The header, which is subcarrier multiplexed with the baseband payload, is spectrally situated higher than the payload bandwidth. They are both handled in the same time slot, though. This method extracts the header fast and has higher processing speed than the serial header method. Nevertheless, as the bit rate increases, the associated radio frequency (RF) components may catch up with the high header frequency, which poses a restriction on this approach.
Electronic processing of headers is limited in speed to a few tens of gigabits per second. Therefore, optical header processing is necessary to meet the expectations from OPS nowadays and in the future. All-optical header processing has been an active area of research since the early 1990s, but it is still in a rudimentary stage. Optical correlators would be required for this purpose. Currently, they are envisioned as a group of FDLs arranged to have a signature in the time domain that corresponds to a node address. When incoming optical header bits match the signature, autocorrelation pulses are generated. Otherwise, cross-correlation produces lower pulse levels. Using threshold detection at the output of the correlator, addresses can be differentiated. This method was proposed for self-routing in ring networks. Another correlation-type header processor is based on an SOA in a loop mirror configuration [10] . The header information is implemented at an effectively lower bit rate than the Manchester encoded payload.
Other recent progress is in the area of optical label swapping [11] . Packet update is accomplished by utilizing the low-pass frequency response of wavelength conversion, via crossgain modulation (XGM) in SOAs, to suppress the original SCM header while simultaneously converting the wavelength of the baseband payload. Then header replacement is performed by optical remodulation of the wavelength-converted signal with a new header at the original subcarrier frequency. Serial optical label swapping was also demonstrated using optical exclusive-OR (XOR) logic that is constructed by SOAs in a Michelson interferometer configuration [12] .
OPTICAL BUFFERING
Some means of optical buffering is needed to resolve contention in OPS networks. Since photons cannot be trapped and stored in the same way as electrons, research has been looking at ways to delay them for deterministic periods of time. In effect, this resembles a limited, or virtual, form of buffering. FDLs are usually proposed for this purpose. The length of an FDL determines the time period for which packets will be delayed through it. As a buffering tool, FDLs are bulky and not scalable. A group of FDLs combined with an optical switch can create a variable-delay block. The number of FDLs to be used is limited to a few tens at maximum. Recirculating buffers can be used to reduce fiber counts. In this case, delay is the product of the loop length and the count of circulations. However, extra optical amplification is needed to compensate for the losses due to excessive circulations. This, in turn, creates concern about building up amplified spontaneous emission noise. A revolving type of variable-delay circuit using a series of wavelength converters and two arrayed waveguide gratings (AWGs) in one fiber loop has been the subject of recent research [13] . The time a packet would be delayed is determined by its initial wavelength, which is to be converted to a specific wavelength corresponding to the desired delay. Compared to electronic buffers and their role in current packet networks, FDLs can only offer limited buffering capabilities for OPS networks.
OPTICAL SPACE SWITCHING TECHNOLOGIES
In OPS, the switch fabric has to route packets from any input port to any output port on a packet-by-packet basis. Indeed, rapid reconfiguration and very high switching speeds are essential. For example, a packet length of 125 bytes (1 kb) in a 10 Gb/s system takes about 100 ns to fully depart an input port toward the switch fabric. Interarrival time between successive packets can be extremely short as well. The switch fabric needs to maintain a certain configuration during a switching time slot before having to be reconfigured to deal with the following packet(s) aligned for the next slot. Reconfiguration and switching times have to be in the nanosecond range. Today, very few optical technologies are capable of switching speeds in this range. SOAs and electrooptic lithium niobate (LiNbO 3 ) switches are two candidates. SOAs have switching speed on the order of a few nanoseconds and may be integrated on a relatively large scale. They have the advantage of compensating for power loss because of their inherent amplification. One of their limitations is due to the noise they add to the signal. Electro-optic LiNbO 3 switches offer sub-nanosecond switching times. Only medium-scale integration is possible with LiNbO 3 due to relatively high insertion loss (about 8 dB/unit), which imposes limitations on scalability of the technology. Both the SOA and electro-optic LiNbO 3 technologies have planar waveguide structure, which make them polarization-sensitive. Careful design is necessary to reduce polarization dependency. Reliability and cost are also important issues for optical packet switching fabrics.
WAVELENGTH CONVERSION
Wavelength conversion is important tool for contention resolution. Wavelength converters (WCs) may be required at the input and output interfaces of the node, are part of some buffering systems, alloptical 3R regenerators, and optical header detectors [14] . Wavelength conversion can potentially be achieved by O/E/O conversion. However, all-optical wavelength conversion is desirable in OPS. Most of the research in this field is based on SOAs, using XGM or XPM (cross-phase modulation). In the XGM scheme, a strong input signal is used to saturate the gain of an SOA leading to modulation of a continuous wave (CW) signal at the new (desired) wavelength. Wavelength conversion of up to 100 Gb/s has been demonstrated. This scheme is very simple to implement. However, its drawbacks include pulse distortion, signal-to-noise ratio deterioration, and extinction ratio degradation, which limits WCs cascadability. To overcome these drawbacks, an SOA may be integrated in each arm of an interferometric configuration. With XPM, wavelength conversion of up to 40 Gb/s has been reported based on this method. Accurate SOA bias control is required thereto. For a compact XPM wavelength converter, an SOA followed by a delayed interference loop was fabricated and 100 Gb/s wavelength conversion was demonstrated [15] .
Wavelength conversion is also possible based on wave mixing techniques [14] . This approach has the promise of format and bit rate transparency, but requires polarization control. Although considerable progress has been made in all-optical wavelength conversion, a number of technical issues remain of considerable concern and continue to represent topics of research. Reliability and cost of all-optical wavelength conversion are also of concern.
THE POTENTIAL OF PACKET-BASED OPTICAL SWITCHING SOLUTIONS
As described before, the core network is evolving to encompass a growing IP layer that will work mainly on top of an optical circuit-switchbased layer. This evolution will likely dominate the network migration scene in the next few years [2] . For OPS to be commercially deployed at some time in the future beyond then, a number of developments have to take place. First, further technological advances need to be accomplished to overcome the challenges facing OPS on a number of fronts. A lot of progress has been made, and the results of OPS research in recent years have made impressive steps [4, 11, 16] . Nevertheless, not all the challenges are satisfactorily met yet. Many of the OPS enabling technologies are still, more or less, in the stage of research and exploration. Whatever breakthroughs to be accomplished in order to introduce OPS in the core network should also make this switching approach cost-effective to deploy.
Second, a rational migration scenario must be proposed to introduce OPS while preserving the investments of carriers in technologies that exist at introduction time. Today, any prediction about the future of OPS in the core should envision the network beyond five to ten years from now. A prediction of this sort cannot be made with sufficient credibility. A realistic vision of future OPS deployment, however, should take into consideration an OXC-based layer. The chances that this layer will emerge and grow, after recovery of the slowed-down telecommunication market, are high. Meanwhile, part of the challenge facing pure OPS is due to the very small switching granularity and the requirement for reading/rewriting packet headers in the optical domain. There is growing research interest in optical burst switching (OBS), which represents a compromise in this regard. Therefore, one may try to envision the future potential of OPS/OBS all together. In an OBS network, packets are assembled into larger data bursts. For every burst, a burst header packet (BHP) is created for control purposes. A data burst and its BHP are routed on different optical channels. Only BHPs undergo O/E/O conversions at every node for processing. Like OPS, but possibly with less severity, OBS faces almost the same technological challenges. However, by assembling packets into bursts the bur- den on control is reduced. Also, electronic processing of BHPs avoids the need for optical header reading/rewriting. As technology matures and carriers' demand for OPS/OBS appears, a packet-based optical sublayer may be introduced beside the OXCbased layer. In parts of the network, optical IP packets may be switched directly in the optical domain or encapsulated in optical bursts, which, in turn, can be pumped into wavelength-based pipes (lightpaths). In other parts, optical IP packets may go into these pipes through other classical network layers. Figure 4 depicts this vision partially and in a simplified manner. The exact picture is more complex and involves other classical layers that are ignored to simplify the figure. The relative size of the two optical sublayers, the circuit/wavelength-based layer and the packet-based one, with respect to each other can change over time. Reference [3] suggests an OPS introduction scenario, at the node level, which may fall under this category of evolution.
Finally, OPS deployment requires a decision by carriers that there is a true need for packetbased optical solutions. To date, most of the interest in OPS/OBS research does not come from the carrier arena. Overcoming technological barriers, establishment of rational network migration scenarios, continued growth of the Internet, and telecommunication market recovery are all important factors that can generate more interest among carriers in packet-based optical switching solutions.
CONCLUSIONS
Optical packet switching brings the vision of higher bandwidth efficiency for data-centric networks. We have discussed the technological ingredients of a generic OPS core node. The current status of a number of OPS enabling technologies is examined. Many of these technologies are still in the research stage and, it is premature for a network based thereon to be deployed commercially. In the long term, OPS may emerge as a possible deployment candidate in the core network. In order for this to happen, a number of developments should take place. First, several technological advances should occur leading to cost-effective implementation of packet-based optical switching. Second, an entry strategy and a rational migration scenario must exist to pave the way for optical packet/burst switching deployment. Finally, OPS/OBS deployment requires a decision by carriers that there is a true need for packet-based optical solutions. 
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