Abstract. Given a 4-manifoldM and two homeomorphic surfaces Σ 1 , Σ 2 smoothly embedded inM with genus more than 1, we remove the neighborhoods of the surfaces and obtain a new 4-manifold M from gluing two boundaries S 1 × Σ 1 and S 1 × Σ 1 . In this artice, we prove a gluing formula which describes the relation of the Seiberg-Witten invariants of M andM . Moreover, we show the application of the formula on the existence condition of the symplectic structure on a family of 4-manfolds under some conditions.
decomposition of the representation. We call these vector bundles spinor bundles and sections of these vector bundles spinors.
For a unitary connection A on the determinant line bundle ofP and a section ψ of S + (P ), the SeibergWitten equations associated to a Spin c -structureP are defined by SW:
where q is a natural quadratic form from S + (P ) to Λ 2 + (X; iR) and D A is the usual Dirac operator using the Levi-civita connection on the frame bundle of X and the connection A. When X is closed, the index of the elliptic system defined from the equations SW is given by
2 − (2χ(X) + 3σ(X)) 4 from the Atiyah-Singer index theorem. We define the moduli space M by the quotient of the space of solutions to SW modulo the actions of gauge transformations. The moduli space itself is compact, however to make the moduli space smooth, we need a perturbation by a purely imaginary self-dual two-form.
Specifically, for a generic C ∞ self-dual real two-form h on X, we define the perturbed Seiberg-Witten equations SW h :
The solution set m has C ∞ (X, S 1 ) action on itself, where C ∞ (X, S 1 ) is a set of smooth functions from X to S 1 . It is defined for g ∈ C ∞ (X, S 1 ),
which is called gauge transformation. Let the moduli space M(P , h) be a quotient of the solution space by C ∞ (X, S 1 ). We call M(P , h) the moduli space of the SW h equation. Moreover, we define M 0 (P , h) to be a quotient of the solution space by φ ∈ C ∞ (X, S 1 ) : φ( * ) = 1 , where * ∈ X is a fixed base-point. When
A is a set of unitary connections of the determinant line bundle ofP , we call B * (P ) := (A × S + (P ))/gauge transformation configuration space ofP . We define b + 2 (X) to be the dimension of any maximal subspace of the second cohomology H 2 (X, R) on which the intersection form is positive definite. When b + 2 > 0, for generic h, the moduli space M(P , h) is smooth and M 0 (P , h) has a principal circle bundle structure over the moduli space M(P , h) since we expect no reducibles in the solution space. Now we will define the Seiberg-Witten invariant from this moduli space. We need to orient the moduli space. To orient the moduli space is equivalent to orient H 0 (X, R), H 1 (X, R), H 2 + (X, R). With a properly fixed orientation on the moduli space, we have a principal circle bundle M 0 (P , h) over the moduli space
M(P , h). Let c ∈ H
2 (M(P , h)) be the corresponding Chern class of this circle bundle. If the dimension of the moduli space is 2l, which is even, then we define the Seiberg-Witten invariant to be
If the dimension is odd, then we define the invariant to be 0. Moreover, if b + 2 (X) > 1, then it is independent from the choice of the metric, i.e. an invariant of X. However, if b + 2 (X) = 1, the invariant depends on both the manifold X and the metric. It is often to use a function on the characteristic classes which amalgamates the information of SW. Let C(X) ∈ H 2 (X, Z) be the subset of characteristic cohomology classes i.e. its mod two reduction is equal to the second Stiefel-Whitney class. We have SW X : C(X) → Z which is defined by
SW (s).
Moreover, we will introduce the Seiberg-Witten invariant for 3-manifold. Let N be a 3-dimensional Riemmanian manifold. LetP N → N be a Spin c -structure on N. There is an associated irreducible complex spin bundle S(P N ) unique up to isomorphism. The 3-dimensional Seiberg-Witten equations forP N → N are given by SW 3 :
where A is a unitary connection on the determinant line bundle ofP N and ψ is a section of complex spin bundle S(P N ). Likewise, we have the perturbed Seiberg-Witten equation for 3-manifolds. For any sufficiently small closed real two-form h on N , we define the perturbed Seiberg-Witten equations SW Similarly, we can define the configuration space and the moduli space of SW 3 h . Henceforth, let C(P N ), G(P N ) and B * (P N ) denote A × S + (P N ), the gauge transformation group and C(P N )/G(P N ) respectively.
2.2. Self-Gluing formula. Szabo and Taubes showed the product formula on the Seiberg-Witten invariants in [1] . In other words, the Seiberg-Witten invariants ofX andŶ with properly fixed Spin c -structures determine the Seiberg-Witten invariant of M . In this note, we want to investigate the case when N is non-separating inside M . We consider a neigh-
HenceM is a smooth 4-manifold with two boundary components N × {0} and N × {1}. We fill the two boundaries ofM by a trivial map
Let the resulting manifold beM .
Conversely, we obtain M fromM by the following operation. When there are two 4-manifolds with boundary
After that, we glue the two boundaries ofM by a map
x denotes a complex conjugate of x and f : C 1 −→ C 2 is a diffeomorphism. Consequently, the resulting manifold becomes the original manifold M . In this section, we will verify the relation between the SeibergWitten invariants of M andM . 
We will call this formula self-gluing formula. Prior to the proof of the self-gluing formula, we will briefly review the product formula [1, Theorem 3.1] and a sketch of its proof which gives the idea.
Let k X and k Y be the restrictions of k to X and Y. Consider the set K(k) of all characteristic classes 
where
, and the sum on the right-hand-side extends over all pairs
We summarize a sketch of the proof of Theorem 2.2. First, they defined the moduli space of the perturbed Seiberg-Witten equations for one cylindrical end 4 manifolds X and Y . They showed the moduli spaces are smooth and compact with the correct dimension, which is given by the index theorem. Next, by gluing together two configuration spaces of X and Y , they showed the union of the product of the two moduli spaces with fixed Chern integral is diffeomorphic to the moduli space of the original manifold M . Third, they defined the relative Seiberg-Witten invariants for one cylindrical end 4 manifolds. 
This solution represents a smooth point of the moduli space in the sense that its Zariski tangent space is trivial.
We remark that Proposition 2.3 is originally proved only for a connected surface C in [1] . However, the statement is also true when C is disconnected since the solution restricted to each component satisfies Proposition 2.3.
Next, we focus on the case in which a smooth and oriented Riemannian 4 manifold X is orientationpreserving isometric to I × N where N is a closed oriented three manifold and I is a (possibly infinite) open interval. LetP N be a Spin c -structure on N . There is a natural Spin c -structure I ×P N over I × N. With the Spin c -structure, they introduced the perturbed monopole equations SW h on I × N for N = S 1 × C:
where ⋆ is the complex-linear Hodge-star operator on N . Let h be ⋆n+ dt∧n where n is a harmonic one-form on C and dt denotes one-form on I-direction. We fix a background 
Two solutions to the Seiberg-Witten equations are gauge-equivalent if and only if the paths in C(P N ) that they determine in temporal gauges are gauge-equivalent under the action of G(P N ).

Definition 2.5. With the above settings, we call a C ∞ -solution whose associated flow line
γ : [0, ∞) −→ C * (P N ) satisfies lim t→∞ f (γ(t)) − f (γ(0)) < ∞ a
(t), ψ(t)) is a solution to the Seiberg-Witten equations on [0, T ] × N in a temporal gauge and if for each t, 0 ≤ t ≤ T , the equivalence class of (A(t), ψ(t)) is within ǫ in the L
2 1 -topology on B * (P N ) of the solution [A 0 , ψ 0 ] of the Seiberg-Witten equations on N , then the distance from [A(t), ψ(t)] to [A 0 , ψ 0 ] in the L 2 1 -topology is at most d 0 exp(δt) + d T exp(−δ(T − t)), where d x is the L 2 1 -distance from [A(x), ψ(x)] to [A 0 , ψ 0 ] when x = 0, T .
2.3.2.
Definition of the moduli space. Now we are ready to define the moduli space for 4-manifolds with cylindrical ends. We fix a small perturbation of the monopole equations for X. Then, the equations are like the following SW h X +µ
• n harmonic one-form on C.
• µ + X is a compactly supported self-dual two form.
We fix a Spin c -structureP on X. The restriction ofP to N is denoted byP N . 
Definition 2.7. For each solution (A, ψ) of the Seiberg-Witten equation on X, we define
c(A, ψ) = − 1 4π 2 X F A ∧ F A .
We call c(A, ψ) the Chern integral of the solution.
The index of the Fredholm complex is equal to
as with the of SU (2) ASD connection in [4] . The Chern integral defines a continuous map on M(P X , n, µ Then for any c 0 the following holds for any sufficiently small harmonic one form n = 0 ∈ Ω 1 (C; R) and every 
) is a finite energy solution to the equations SW h with Chern integral c, then for every t ≥ T the restriction (A(t), ψ(t)) is within exp(−z(t − T )) in the L
. This is from the same logic in [1, p.772 ]. We will use this remark to trace the orientations when gluing the moduli spaces.
2.4.
Relation between two moduli spaces overM and M .
Relative Seiberg invariant for manifolds with two cylindrical ends.
Originally, the Seiberg-Witten invariant was described for closed manifolds, however it can be extended to 4-manifolds with cylindrical ends which is denoted by the relative Seiberg-Witten invariants. On the assumption that the moduli space for such manifold is smooth and compact, the relative invariant is analogously defined as the original Seiberg-Witten invariant. We will follow Section 9.2 of [1]. 
Definition 2.11. Let M be an oriented, complete, Riemannian four manifold with cylindrical ends
The proof is identical to the proof of Proposition 9.4. in [1] . Even C is not connected, the fact that every point in the moduli space is asymptotic at infinity to the same irreducible configuration on S 1 × C is still true. Henceforth, it is enough to consider the case that the dimension is equal to 0 when we deal with the 
We define M(P s , h s , µ + ) to be the moduli space of solutions to the perturbed SW equations SW hs+µ + :
• φ s : M s −→ [0, 1], which is defined similarly as φ X in SW hX +µ
Theorem 2.13. With the notations and assumptions above, suppose that n is sufficiently small and generic and s sufficiently large. There is a diffeomorphism
determined by gluing the two boundary parts of the solution and deforming slightly so as to be in the solution moduli space.
The proof follows the standard gluing arguments and limiting arguments. The original description for the arguments is from [3, Chapter 7] . We will briefly explain three main ingredients to apply the standard gluing arguments.
First, the moduli space of solutions over 
distance from (A(t), ψ(t)) to a static solution is at most K exp(−δd(t)) where δ is the constant in Proposition 2.6 and d(t) = min(t, s − t).
This property replaces [3, Proposition (7.3.3)] which is an essential fact for the surjectivity. There is a formula between the relative invariant ofM and the original invariant of M , followed by Proposition 2.14.
Theorem 2.15. With the notations defined in the above section, let S e be a set of Spin c -structures P on
M such that the restriction onM is isomorphic toPM and its determinant line bundle L satisfies that
c 1 (L) 2 = e. By orienting H 1 (M , T ) ⊕ H 2 ≥ (M ,
T ), we fix the sign for the relative Seiberg-Witten invariant ofM . Moreover, this determines the orientation
H 1 (M ) ⊕ H 2
≥ (M ) which fix the sign of Seiberg-Witten invariant of M . With these fixed orientations, we have the following formula:
P ∈Se SW (P ) = SW e (PM ).
2.5. The Generalized Gluing Theorem for moduli spaces. In [1, Theorem 9.1.], the authors explained how to glue two configuration spaces for 4-manifold with the specific cylindrical end. To summarize, the gluing theorem says the following: if we glue two one-cylindrical-end 4-manifolds, then the moduli space of the resulting manifold is represented by the product of the moduli spaces of the two original manifolds. We can naturally generalize the gluing theorem to the case that one of the two original manifolds have two 
The same argument in [1] can be applied to show that the gluing map induces diffeomorphism. Specifically, 
The orientation term (−1) 
Schematically speaking, if there is an D 2 ×C embedded inside the four-manifold, then the relative invariant of the manifold obtained by removing D 2 ×C is equivalent to the invariant of the original manifold. Thereafter we want to prove that even if we remove another D 2 × C inside the resulting manifold, the relative invariant still remains unchanged. The following corollary comes after the Generalized Gluing Theorem 2.16.
Proposition 2.18. Let X be a compact and oriented 4 manifold with two cylindrical ends
Then letX be the manifold obtained X by filling two cylindrical ends with
Spin c -structuresP −→X whose determinant line bundle L restricted on {0} × C i is a pull-back from the degree (2g − 2) line bundle on C, we have the following formula:
Proof. Let X i be the manifold obtained from X by filling {∞} × N i part. Let P be a Spin c -structure on X whose determinant line bundle on {0} × C i is the pull-back of degree (2g − 2) line bundle on C i . First, we remark that there is a naturally extended Spin c -structure P ′ on X i . We use Theorem 2.16 for X and
with the property that c 1 + 4 − 4g = c. Then the statement is followed by Corollary 9. 
We will glue the boundaries of X ′ 1 , X ′ 2 along the natural diffeomorphisms. Then we call the resulting manifold X. Moreover, we assume that b
Theorem 2.19. We start with the characteristic cohomology class
With the appropriate choices of orientations,
where the right hand side sums over (
Proof. It is easily proved by applying Theorem 1.1 and [1, Theorem 3.1.] repeatedly. We put the orientation term on the left hand side, which is different from the convention in the original paper [1] for the convenience in Section 3.4.
Remark 2.20. As an analogue of
[1, Remark 3.2.], two different elements in K(k), K X1 (k), K X2 (k) differ by linear combinations of [Σ i ] * ,
which is a cohomology class which is dual to the second homology class
with integer coefficients.
Application
Mccarthy and Wolfson defined an operation between two symplectic 4-manifolds, which is called a symplectic normal connect sum [10] . The symplectic normal connect sum is a construction of a new symplectic 4 manifold from two symplectic manifolds M 1 , M 2 . Let Σ 1 , Σ 2 be symplectic submanifolds embedded in M 1 , M 2 respectively. Suppose that Σ 1 has self-intersection number n ≥ 0 and Σ 2 has self-intersection num-
Then there exists an orientation preserving diffeo-
The resulting manifold is defined to be the symplectic normal connect sum, denoted by M 1 #f M 2 . It is shown that X is symplectic in [10] .
We will examine whether the converse is true in restricted cases. We consider two simple types of 4-manifolds. Suppose that M = S 1 × Y for a compact, oriented and connected 3-manifold and that Σ 1 ⊂ Y ⊂ S 1 × Y is an incompressible oriented surface with genus g ≥ 2. Let Σ 2 be a surface homeomorphic to Σ 1 . Suppose that X is a Σ 2 -bundle over an oriented surface B with positive genus. The self-intersection number of Σ 1 is zero since
The self-intersection number of Σ 2 is also zero since its tubular neighborhood is a product from the definition of the fiber bundle. Therefore, we can construct X Y which is a normal connect sum of (M, Σ 1 ) and (X, Σ 2 ). We note that when g(Σ 1 ) = g(Σ 2 ) = 1, the result is proved in [5] . In this section, we will prove Theorem 3.1.
3.1. Organization. For fibered three manifolds Y , Theorem 3.1 can be easily shown. We will focus on non-fibered manifolds. In subsection 3.2, we will construct the covering space of X Y . We first construct covering spaces of X and M respectively and then glue multiple copies of those covering spaces of X and M in a specific way to get a covering spaceX Y over X Y . In subsection 3.3, we introduce the main ingredients to compute the Seiberg-Witten invariant ofX Y . If we assume that X Y has a symplectic structure, then the constructed covering spaceX Y also has a symplectic structure. However, we will show thatX Y cannot have a symplectic structure due to the obstruction from the Seiberg-Witten invariants in subsection 3.4. This completes the proof of Theorem 3.1.
3.2.
The construction ofX Y . We will first prove that when the surface bundle over the surface is given, arbitrary covering space over the fiber can be extended to a covering space over the total space. Lemma 3.2. Let Σ be a connected and orientable surface with genus g which is more than 1 andΣ be a connected, orientable surface with genus ng − n + 1 for a positive integer n. Suppose that a finite n-sheeted normal covering ρ :Σ −→ Σ is given. Let X be a Σ-bundle over B. Then, there exists aΣ-bundleX over an oriented surfaceB such that there exists a coveringρ :X −→ X satisfying that the restriction ofρ on the fiberΣ is isomorphic to ρ.
Proof. We will fix a basepoint x ∈ B ⊂ X. Let Σ be a fiber of x ∈ X. Henceforth, Γ := π 1 (Σ, x). The surface bundle X corresponds to a short exact sequence of fundamental groups [9, page 51]:
Note that q is a quotient map from π 1 (X, x) to π 1 (B, x). Let A denote the normal subgroup ρ * (π 1 (Σ,x)) of Γ for a fixedx ∈ ρ −1 (x). Let N be the normalizer of A in π i.e. N = g ∈ π : gAg −1 = A . A N and Γ N since Γ π. We will first show that N/Γ is a surface group. If we show that N/Γ is a finite index subgroup of π/Γ, then it must be a surface subgroup. Let Λ be the set of subgroups of Γ whose index is equal to |Γ/A|. Clearly, A ∈ Λ and Λ is a finite set since Γ is finitely generated.
14 π has an action on Λ: for g ∈ π and H ∈ Λ,
This action naturally defines the map Φ : π → P erm(Λ), where P erm(Λ) is a permutation group of Λ which is finite. Obviously, N = {g ∈ π|g · A = A} . π/N is a finite set since ker Φ ≤ N and π/ ker Φ = P erm(Λ) is finite. Therefore, N/Γ is a surface group since it is a finite index subgroup of the surface group π/Γ.
There is a short exact sequence
Lemma 3.3. For a finite group G and a surface group S, suppose that there is a group extension H satisfying
1 −→ G ֒→ H −→ S −→ 1.
Then, H always contains a surface subgroup, which is also isomorphic to a proper subgroup of S.
Proof. Let C be the centralizer of G in H. i.e. C = {h ∈ H : hx = xh for all x ∈ G} . We show that C is a finite index subgroup of H.
• H has an action on itself defined by conjugation:
• Since G H, g · G = G. Therefore, the action gives the homomorphism φ from H to Aut(G), the automorphism group of G. Since Aut(G) is a finite group, ker φ becomes a finite-index subgroup of
We have the following short exact sequence:
where S ′ = C/C ∩ G. If we define a map Φ : S ′ −→ S by the natural inclusion, then this map is well-defined.
Moreover, Φ is injective. Therefore, S ′ = C/C ∩ G is isomorphic to a finite-index subgroup of S = H/G.
It is easily seen that C ∩G is contained in the center of C. Therefore, a short exact sequence 3.2 represents a central extension. This central extension corresponds to an element inside H 2 (S ′ , C ∩ G). Note that if the corresponding element is zero, then the short exact sequence is splittable. H 2 (S ′ , C ∩ G) is finite and has only torsion elements since C ∩ G is finite.
We examine an arbitrary finite-index subgroup T of S ′ . Let n be [T :
be the corresponding element to the short exact sequence. Then, na ∈ H 2 (T, C ∩ G) be the corresponding element of the short exact sequence
where q −1 (T ) is a subgroup of C.
Since C ∩ G is a finite group, there exists a positive integer m such that ma = 0. If we use this m to pick the subgroup T , then the short exact sequence 3.3 becomes splittable. Hence, the surface group T becomes a subgroup of q −1 (T ) ≤ C ≤ H. Moreover, T ≤ S ′ ≤ S. Therefore, the statement is proved.
We prove Lemma 3.2 based on Lemma 3.3. We apply Lemma 3.3 to the short exact sequence 3.1. From the lemma, there exists a surface subgroup H of N/A, which is also a subgroup of π/Γ. Let H be isomorphic to the fundamental group of Σ h , which is an oriented surface with genus h ≥ 1. With H, the following diagram (⋆) commutes.
We will construct the coveringρ. First, we consider a covering space B ′ over B corresponding to H, that is a subgroup of π/Γ = π 1 (B, x). Then, there is a pull-back Σ-bundle X ′ over B ′ and the covering map
Next, we will construct a covering spaceρ :X → X ′ corresponding to q −1 (H). Finally, this (X,ρ) will be a covering space over X. From the (⋆) diagram, the restriction ofρ on the fiber is equal to ρ. Therefore, Lemma 3.2 is proved.
We have all of the ingredients necessary to construct the covering space of X Y by gluing several copies of X and S 1 ×Ỹ together.
Lemma 3.4. There exists a finite coverX
Proof. The following construction is an analogue of [5] . We start with a finite normal covering spaceỸ over Y and a covering map p :Ỹ → Y. Then, there is a covering spaces p : 
It is known that σ(X) = (2 − 2g)(2 − 2b) where g(Σ) = g and g(B) = b and χ(S 1 ×Σ) = 0. Therefore, it is easily shown that χ(X Y ) = (2 − 2g)(−2b). From the Novikov additivity property and σ(S 1 ×Σ) = 0,
We cannot specify the exact value of σ(X); however, it has a bound
which is proved in [8] . Therefore, 
Then we define 
generator of H(N ). Then, there exists an element ξ ∈ ±p * (H(N )) such that
If we apply Theorem 3.5 toỸ , then
To make the Seiberg-Witten invariant of S 1 ×Ỹ easy to compute, we will choose the coveringỸ such that ∆Ỹ is almost trivial. The following three theorems make it easy to deal with the Alexander polynomials of covering spaces. 
We call φ ∈ H 1 (N ) fibered if φ is dual to a fiber of a fibration N over S Proof. This statement is straightforward based on Proposition 3.6 and Theorem 3.7. We can pick an epi- Before moving to the other case, we define the following notations.
• Let Z be S 1 × Y \ nbd(Σ), where nbd(Σ) is an neighborhood of Σ, homeomorphic to D 2 × Σ.
• Let X ′ be X \ nbd(Σ).
• X Y is obtained from gluing Z and X ′ along their boundaries.
Second, suppose that Y is not a surface bundle over S 1 and that X Y has a symplectic structure. Now, 
Therefore, we can summarize the equality:
(1)
SW (h) = g l for l ∈ H(Ỹ ) ⊂ H(S 1 ×Ỹ ).
(2) Otherwise, 
