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Abstract
We study stochastic differential equations of the type
Xt = x+
d∑
i=1
∫ t
0
Vi(X
x
s ) ◦ dM is, 0 ≤ t ≤ T,
where (Ms)0≤s≤T is a semimartingale generating a loop in the free Carnot group of
step N and show how the properties of the random variable Xx
T
are closely related to
the Lie subalgebra generated by the commutators of the Vi’s with length greater than
N + 1. It is furthermore shown that if f is a smooth function, then
lim
T→0
E(f(Xx
T
))− f(x)
TN+1
= (∆Nf)(x),
where ∆N is a second order operator related to the V
′
i
s.
Keywords: Brownian loops, Carnot groups, Chen development, Holonomy operator,
Ho¨rmander’s type theorems.
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1
1 Introduction
Let us consider a stochastic differential equations on Rn on the type
Xx0t = x0 +
d∑
i=1
∫ t
0
Vi(X
x0
s ) ◦ dM is, 0 ≤ t ≤ T, (1.1)
where:
1. x0 ∈ Rn;
2. V1, ..., Vd are C
∞ bounded vector fields on Rn;
3. ◦ denotes Stratonovitch integration;
4. (Mt)0≤t≤T = (M
1
t , ...,M
d
t )0≤t≤T is a d-dimensional continuous semimartingale.
It is well-known that if (Mt)0≤t≤T is a standard Brownian motion then for any smooth
function f : Rn → R we have in L2,
lim
t→0
Ptf − f
t
=
1
2
(
d∑
i=1
V 2i
)
f,
where Pt is the semigroup associated with (1.1) which is defined by
Ptf(x) = E (f(X
x
t )) .
In that case, it is furthermore known from Ho¨rmander’s theorem that Pt has a smooth
transition kernel with respect to the Lebesgue measure as soon as for all x0 ∈ Rn ,
L(x0) = R
n where L is the Lie algebra generated by the vector fields Vi’s. So, when
(Mt)0≤t≤T is a Brownian motion, the properties of (X
x0
t )0≤t≤T are closely related to the
diffusion operator
∑d
i=1 V
2
i and the Lie algebra L.
In this paper, we show that there are other choices of the driving semimartingale (Mt)0≤t≤T
for which the solution (Xx0t )t≥0 is naturally associated to other diffusion operators.
Let us roughly describe our approach. The Chen-Strichartz expansion theorem (see [5],
[13], [34]) states that, formally, the stochastic flow (Φt)0≤t≤T associated with the stochastic
differential equations (1.1) can be written as
Φt = exp

∑
k≥1
∑
i1,...,ik∈{1,...,d}
Fi1,...,ik
(∫
0≤t1≤···≤tk≤t
◦dM i1t1 · · · ◦ dM iktk
)
anti

 , t ≤ T,
2
where Fi1,...,ik are universal Lie polynomials in V1, ..., Vd, which depend on the choice of a
Hall basis in the free Lie algebra with d generators, and
(∫
0≤t1≤···≤tk≤t
◦dM i1t1 · · · ◦ dM iktk
)
anti
are universal antisymmetrizations of the iterated integrals of the semimartingale (Mt)t≥0.
Consider now N ≥ 0, and take for (M1t , ...,Mdt )0≤t≤T a d-dimensional standard Brownian
motion conditioned by(∫
0≤t1≤···≤tk≤T
◦dM i1t1 · · · ◦ dM iktk
)
anti
= 0, i1, ..., ik ∈ {1, ..., d}, 1 ≤ k ≤ N.
It is shown that such a process, that we call a N -step Brownian loop, is a semimartingale
up to time T and can be constructed from a diffusion in the loop space over the free Carnot
group of step N .
For this choice of (Mt)t≥0, the Chen development for ΦT writes
ΦT = exp

 ∑
k≥N+1
∑
i1,...,ik∈{1,...,d}
Fi1,...,ik
(∫
0≤t1≤···≤tk≤t
◦dM i1t1 · · · ◦ dM iktk
)
anti

 ,
and thus only involves the Lie subalgebra LN+1, where L is the Lie algebra generated by
the vector fields Vi’s and for p ≥ 2, Lp is inductively defined by
Lp = {[X,Y ], X ∈ Lp−1, Y ∈ L}, L1 = L.
Hence, we can expect that the properties of the random variable XxT , where (X
x
t )0≤t≤T
is the solution of (1.1) with initial condition x, are closely related to this Lie subalgebra
LN+1.
Precisely, we show that:
• If f : Rn → R is a smooth function which is compactly supported, then in L2,
lim
T→0
HNT f − f
TN+1
= ∆Nf,
where ∆N is an homogeneous second order differential operator that belongs to the
universal enveloping algebra of LN+1 and HNT the N -step holonomy operator that
we define by
HN+1T f(x) = E (f(XxT )) .
• If LN+1 = 0, then for all x ∈ Rn, almost surely XxT = x;
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• If for all x ∈ Rn, LN+1(x) = Rn, then for all x ∈ Rn, XxT has a smooth density
pT (x) with respect to the Lebesgue measure. Moreover, in that case pT (x) ∼T→0
m(x)T−
D(x)
2 , where m is a smooth non negative function and D(x) an integer (the
graded dimension of LN+1(x));
We stress the fact that from a geometrical point of view the family of operators (∆N )N≥0 is
quite interesting and is an important invariant of the intrinsic geometry of the differential
system generated by the Vi’s. For instance we shall see that, for some positive constant
C,
∆1 = C
d∑
i,j=1
[Vi, Vj ]
2
and, in a way, this operator sharply measures the curvature of the differential system
generated by the vector fields Vi.
Let us mention that, since the seminal work of Rotschild and Stein [33], the study Carnot
groups arise naturally in PDE’s theory and is now an active research field . Our interest in
SDE’s driven by loops in Carnot groups originally come from the study of the Brownian
holonomy on sub-Riemannian manifolds. The understanding of this holonomy is closely
related to the construction of parametrices for hypoelliptic Schro¨dinger equations (see [?]).
The paper is organized as follows. The second section is here for the sake of clarity of the
paper since the framework is quite simple but the results already interesting: We study
stochastic differential equations driven by Brownian loops. All the results presented in
this section will be later generalized. In the third section, we introduce the notion of
free Carnot group of step N and define a fundamental diffusion on it. We then study
the coupling of this diffusion with the solution of a generic stochastic differential equation
driven by Brownian motions. In particular we establish an Ho¨rmander type theorem for
the existence of a smooth density for the joint law of this coupling. The fourth section
constitutes the heart of this paper and gives the proofs of the results presented above.
Some results of the paper were already announced in the note [3] and the book [5].
4
2 Stochastic Differential Equations driven by Brownian Loops
and Bridges
We consider first on Rn stochastic differential equations of the type
Xt = x0 +
d∑
i=1
∫ t
0
Vi(Xs) ◦ dP is,T , t ≤ T (2.2)
where:
1. x0 ∈ Rn;
2. V1, ..., Vd are C
∞ bounded vector fields on Rn;
3. (P 1t,T , ..., P
d
t,T )0≤t≤T is a given d -dimensional Brownian bridge from 0 to 0 with
length T > 0.
Notice that since (Pt,T )0≤t≤T is known to be a semimartingale up to time T , the notion
of solution for (2.2) is well-defined up to time T .
Proposition 2.1 For every x0 ∈ Rn, there is a unique solution (Xx0t )0≤t≤T to (2.2).
Moreover there exists a stochastic flow (Φt, 0 ≤ t ≤ T ) of smooth diffeomorphisms Rn →
R
n associated to the equations (2.2).
Proof. We refer to the book of Kunita [24], where the questions of existence and unique-
ness of a smooth flow for stochastic differential equations driven by general continuous
semimartingales are treated (cf. Theorem 3.4.1. p. 101 and Theorem 4.6.5. p. 173). 
The random variable XT where (Xt)0≤t≤T is a solution of (2.2), is of particular interest: It
is closely related to the commutations properties of the vector fields V1, ..., Vd. Indeed, let
us consider the following family of operators (HT )T≥0 defined on the space of compactly
supported smooth functions f : Rn → R by
(HT f)(x) = E (f(XxT )) , x ∈ Rn.
Obviously, the family of operators (HT )T≥0 does not satisfy the semigroup property. It is
interesting that in some cases, we can explicitly compute (HT )T≥0.
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Theorem 2.2 Assume that the Lie algebra generated by the vector fields Vi is two-step
nilpotent (that is, any commutator with length greater than 3 is 0) then
HT = det
(
TΩ
2 sinh(12TΩ)
) 1
2
,
where Ω is the d× d matrix such that Ωi,j = [Vi, Vj ].
Before turning to the proof, we mention that the above expression for HT is understood
in the sense of pseudo-differential operators. Namely, the expression
det
(
(xi,j)1≤i,j≤d
2 sinh(12 (xi,j)1≤i,j≤d)
) 1
2
defines an analytic function
Φ((xi,j)1≤i,j≤d)
and the above theorem says that
HT =
∫
R
d(d−1)
2
Φˆ(ξ)eiT
∑
i<j ξi,j [Vi,Vj ]dξ
where Φˆ denotes the Fourier transform of Φ. For further details on pseudo-differential
operators we refer to the chapter 7 of [35].
Proof. Itoˆ’s formula shows that in that two-nilpotent case,
f(XxT ) =

exp

1
2
∑
1≤i<j≤d
[Vi, Vj ]
∫ t
0
P is,TdP
j
s,T − P js,TdP is,T

 f

 (x).
But, from Gaveau-Le´vy’s area formula see [19], if A is a d × d skew-symmetric matrix
valued in a commutative ring, then,
E
(
ei
∫ T
0
(APs,T ,dPs,T )
)
= det
(
tA
sin tA
) 1
2
.
This completes the proof. 
It seems difficult to find a closed expression for HT in the general case, we can nevertheless
compute a small-time asymptotics:
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Theorem 2.3 Let f : Rn → R be a smooth function which is compactly supported. In L2,
lim
T→0
HT f − f
T 2
=
1
24

 ∑
1≤i<j≤d
[Vi, Vj ]
2

 f.
Proof. We refer to the proof of Theorem 4.8 which is more general. We however show
how the constant 124 is obtained. The proof of Theorem 4.8 shows that there is a universal
constant C such that
lim
T→0
HT f − f
T 2
= C

 ∑
1≤i<j≤d
[Vi, Vj ]
2

 .
Since this constant is universal, in order to compute it, it suffices to look at the two-step
nilpotent case. In that case, from the previous theorem
HT = det
(
TΩ
2 sinh(12TΩ)
) 1
2
.
Therefore
HT ∼T→0 det
(
1− 1
24
T 2Ω2
) 1
2
,
and the computation is easily done. 
We study now sufficient conditions which ensure that the operator HT has a smooth
kernel (in the two variables) with respect to the Lebesgue measure of Rn. To answer this
question, it is enough to decide under which conditions the random variable XxT has a
smooth density.
On one hand, we have the following result:
Theorem 2.4 Assume that [L,L] = 0, then for any solution (Xx0t )0≤t≤T of (2.2) we have
almost surely Xx0T = x0.
Proof. For i = 1, ..., d, let us denote (etVi)t∈R the one-parameter flow associated with the
complete vector field Vi. Since the Vi’s are assumed to commute, an iterative application
of Itoˆ’s formula shows that the process
((
eP
1
s,T
V1 ◦ ... ◦ eP ds,TVd
)
(x0)
)
0≤s≤T
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solves the equation (2.2) with initial condition x0. By uniqueness, we have hence
Φs(x0) =
(
e
P 1
s,T
V1 ◦ ... ◦ eP ds,T Vd
)
(x0), 0 ≤ s ≤ T.
In particular,
ΦT (x0) = x0,
which is the expected result. 
In general, the weaker condition [L,L](x0) = 0 is not enough to conclude that for the
solution (Xx0t )0≤t≤T of (2.2) we have almost surely X
x0
T = x0. For instance, consider in
dimension 2,
V1 =
(
1
0
)
, and V2 =
(
0
f (x) ,
)
where f is a smooth function whose Taylor development at 0 is 0 (by e.g. f(x) =
e
− 1
x2 1x>0). Nevertheless, if the vector fields Vi’s are assumed to be analytic on whole
R
n, [L,L](x0) = 0 implies that [L,L] = 0 and therefore that almost surely X
x0
T = x0.
Theorem 2.5 Assume that [L,L](x0) = R
n, then for the solution (Xx0t )0≤t≤T of (2.2)
the random variable Xx0T has a smooth density with respect to the Lebesgue measure of R
n.
Proof. Let us consider the solution (Yt)t≥0 of the following stochastic differential equation:
Yt = x0 +
d∑
i=1
∫ t
0
Vi(Ys) ◦ dBis, t ≥ 0,
where (B1t , ..., B
d
t )t≥0 is a d-dimensional standard Brownian motion. Since [L,L](x0) = R
n,
it easily seen that (Yt, Bt)t≥0 is a diffusion process whose infinitesimal generator satisfies
the (strong) Ho¨rmander’s condition at (x0, 0). Therefore, the random variable
(YT , BT )
has a smooth density with respect to the Lebesgue measure on Rn×Rn. This implies the
existence of a smooth function p : Rn → R such that for all bounded measurable function
f : Rn → R
E(f(YT ) | BT = 0) =
∫
Rn
f(y)p(y)dy.
Now, since in law the process (Pt,T )0≤t≤T , is identical to the Brownian motion (Bt)0≤t≤T
conditioned by BT = 0, the function p is actually exactly the density of the random
variable Xx0T where (X
x0
t )0≤t≤T is the solution of (2.2) with initial condition x0. 
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Another proof of this result may be given by using standard Malliavin calculus tools (see
chapter 2 of Nualart’s book [31], whose notations below are taken).
We work in the d-dimensional Wiener space and define the Brownian loop (P 1t,T , ..., P
d
t,T )0≤t≤T
as the Wiener integral
Pt,T = (T − t)
∫ t
0
dWs
T − s, t < T, and PT,T = 0,
where W is the d-dimensional Wiener process. In this setting, it is not difficult to prove
that if (Xt)0≤t≤T is a solution of (2.2), then XT ∈ D∞. Moreover, a direct computation
shows that for any 0 ≤ s ≤ T , the Malliavin derivative is given
DsXT = J0→T
(
J−10→sσ(Xs)−
1
T − s
∫ T
s
J−10→uσ(Xu)du
)
,
where (J0→t)0≤t≤T is the first variation process defined by
J0→t =
∂Φt
∂x
,
and σ the n× d matrix field σ = (V1, ..., Vd). From this, we can deduce that the Malliavin
matrix of XT must be invertible. Indeed, if not, we could find a non zero vector h ∈ Rd
and a finite stopping time θ > 0 such that DsXT · h = 0 for 0 ≤ s ≤ θ. This would lead
to the conclusion that (J−10→sσ(Xs) · h)0≤s≤T must be constant.
Observe now that
J−10→sVi(Xs) = Φ
∗
sVi,
where Φ denotes the stochastic flow associated with equation (2.2), and where Φ∗sVi denotes
the pull-back action of Φ on Vi. Therefore, according to the Itoˆ’s formula, we obtain that
for t < θ,
d∑
j=1
∫ t
0
Th (Φ∗s[Vj , Vi]) (x0) ◦ dP js,T , i = 1, ..., d.
is constant. Therefore, for 0 ≤ s < θ,
Th (Φ∗s[Vj , Vi]) (x0) = 0, i, j = 1, ..., d.
By applying this at s = 0, we obtain then
Th [Vj , Vi](x0) = 0, i, j = 1, ..., d.
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New iterations of the Itoˆ’s formula show then that, we actually have
Th U(x0) = 0, U ∈ L2(x0),
so that h = 0.
We mention that the problem of the existence of densities for stochastic differential equa-
tions driven by Brownian bridges was also discussed in [11]. But unlike our case, the
existence of the density is discussed for times t < T .
3 Free Carnot Groups and Ho¨rmander’s Type Theorems
In this section we now state some basic facts about Carnot groups.
3.1 Free Carnot groups
We introduce the notion of Carnot groups. Such Lie groups appear as tangent spaces to
hypoelliptic diffusions (see [4]). For more details on the material presented in this section,
we refer to the Chapter 2 of [5]. Let N ≥ 1. A Carnot group of depth (or step) N is a
simply connected Lie group G whose Lie algebra can be written
V1 ⊕ ...⊕ VN ,
where
[Vi,Vj ] = Vi+j
and
Vs = 0, for s > N.
Example 3.1 (Heisenberg Group) The Heisenberg group H can be represented as the
set of 3× 3 matrices: 
 1 x z0 1 y
0 0 1

 , x, y, z ∈ R.
The Lie algebra of H is spanned by the matrices
D1 =

 0 1 00 0 0
0 0 0

 , D2 =

 0 0 00 0 1
0 0 0

 and D3 =

 0 0 10 0 0
0 0 0

 ,
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for which the following equalities hold
[D1,D2] = D3, [D1,D3] = [D2,D3] = 0.
Thus
h ∼ R⊕ [R,R],
and, therefore, H is a (free) two-step Carnot group.
Let us now take a basis U1, ..., Ud of the vector space V1. The vectors Ui’s can be seen as
left invariant vector fields on G so that we can consider the following stochastic differential
equation on G:
dB˜t =
d∑
i=1
∫ t
0
Ui(B˜s) ◦ dBis, t ≥ 0, (3.3)
where (Bt)t≥0 is a standard Brownian motion. This equation is easily seen to have a
unique (strong) solution (B˜t)t≥0 associated with the initial condition B˜0 = 0G.
Definition 3.2 The process (B˜t)t≥0 is called the lift of the standard Brownian motion
(Bt)t≥0 in the group G with respect to the basis (U1, ..., Ud).
Notice that (B˜t)t≥0 is a Markov process with generator
1
2
∑d
i=1 U
2
i . This second-order
differential operator is, by construction, left-invariant and hypoelliptic. For (B˜t)t≥0, we
actually have an explicit expression. To give this expression, we first have to introduce
some notations. If I = (i1, ..., ik) ∈ {1, ..., d}k is a word, we denote | I |= k its length and
by UI the commutator defined by
UI = [Ui1 , [Ui2 , ..., [Uik−1 , Uik ]...].
The group of permutations of the index set {1, ..., k} is denoted Sk. If σ ∈ Sk, we denote
e(σ) the cardinality of the set
{j ∈ {1, ..., k − 1}, σ(j) > σ(j + 1)}.
As a direct consequence of the Chen-Strichartz development theorem (see Proposition 2.3
of [5], or [13], [34]), we have
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Proposition 3.3 We have
B˜t = exp

 N∑
k=1
∑
I=(i1,...,ik)
ΛI(B)tUI

 , t ≥ 0,
where:
ΛI(B)t =
∑
σ∈Sk
(−1)e(σ)
k2
(
k − 1
e(σ)
) ∫
0≤t1≤...≤tk≤t
◦dBσ−1i1t1 ◦ ... ◦ dBσ
−1ik
tk
.
For instance:
1. The component of the process (ln(B˜t))t≥0 in V1 is simply
d∑
i=1
UiB
i
t , t ≥ 0.
2. The component in V2 is
1
2
∑
1≤i<j≤d
[Ui, Uj ]
(∫ t
0
BisdB
j
s −BjsdBis
)
, t ≥ 0.
The Carnot group G is said to be free if g is isomorphic to the free Lie algebra with d
generators with the relations that all brackets of length more than N vanish . In that
case, dimVj is the number of Hall words of length j in the free algebra with d generators.
We thus have, according to Bourbaki [10] (see also Reutenauer [32] pp.96):
dimVj = 1
j
∑
i|j
µ(i)d
j
i , j ≤ N,
where µ is the Mo¨bius function. We easily deduce from this that when N → +∞,
dim g ∼ d
N
N
.
An important algebraic point is that, up to an isomorphism there is one and only one free
Carnot with a given depth and a given dimension for the basis. Let us denote m = dimG.
Choose now a Hall family and consider the Rm-valued process (B∗t )t≥0 obtained by writing
the components of (ln(B˜t))t≥0 in the corresponding Hall basis of g. It is easily seen that
(B∗t )t≥0 solves a stochastic differential equation that can be written
B∗t =
d∑
i=1
∫ t
0
Di(B
∗
s ) ◦ dBis,
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where the Di’s are polynomial vector fields on R
m (for an explicit form of the Di’s, which
depend of the choice of the Hall basis, we refer to Vershik-Gershkovich [20] pp.27) . With
these notations, we have the following proposition (see also [20]).
Proposition 3.4 On Rm, there exists a unique group law ⋆ which makes the vector fields
D1, ...,Dd left invariant. This group law is polynomial of degree N and we have moreover
(Rm, ⋆) ∼ G.
The group (Rm, ⋆) is called the free Carnot group of step N over Rd. It shall be denoted
GN (R
d). The process B∗ shall be called the lift of B in GN (R
d).
Remark 3.5 Notice that GN (R
d) is, by construction, endowed with the basis of vector
fields (D1, ...,Dd). These vector fields agree at the origin with
(
∂
∂x1
, · · · , ∂
∂xd
)
.
3.2 Ho¨rmander’s type theorems
Consider now on Rn stochastic differential equations of the type
Xt = x0 +
d∑
i=1
∫ t
0
Vi(Xs) ◦ dBis, t ≥ 0, (3.4)
where:
1. x0 ∈ Rn;
2. V1, ..., Vd are C
∞ bounded vector fields on Rn;
3. ◦ denotes Stratonovitch integration;
4. (B1t , ..., B
d
t )t≥0 is a d-dimensional standard Brownian motion.
It is well-known that for every x0 ∈ Rn, there is a unique solution (Xx0t )t≥0 to (3.4)
and moreover that there exists a stochastic flow (Φt, t ≥ 0) of smooth diffeomorphisms
R
n → Rn associated to the equations (3.4). Let us denote by L the Lie algebra generated
by the vector fields Vi and for p ≥ 2, by Lp the Lie subalgebra defined by
Lp = {[X,Y ], X ∈ Lp−1, Y ∈ L}.
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Moreover if a is a subset of L, we denote
a(x) = {V (x), V ∈ a}, x ∈ Rn.
In this framework, we have the following:
Theorem 3.6 Let x0 ∈ Rn. If LN+1(x0) = Rn, then for any t > 0, the random variable
(Xx0t , B
∗
t )
has a smooth density with respect to any Lebesgue measure on Rn × GN (Rd), where
(Xx0t )t≥0 is the solution of ( 3.4) with initial condition x0 and (B
∗
t )t≥0 the lift of (Bt)t≥0
in GN (R
d).
Proof. With a slight abuse of notation, we still denote Vi (resp. Di) the extension of Vi
(resp. Di) to the space R
n × GN (Rd). The process (Xx0t , B∗t )t≥0 is easily seen to be a
diffusion process in Rn ×GN (Rd) with infinitesimal generator
1
2
d∑
i=1
(Vi +Di)
2.
Thus, to prove the theorem, it is enough to check the Ho¨rmander’s condition for this
operator at the point (x0, 0). Now, notice that [L, gN (R
d)] = 0, so that
Lie(V1 +D1, ..., Vn +Dn)(x0, 0) ≃ LN+1(x0)⊕ gN (Rd),
because gN (R
d) is step N nilpotent. We denoted Lie(V1+D1, ..., Vn+Dn) the Lie algebra
generated by (V1 +D1, ..., Vn +Dn). The conclusion follows readily. 
Example 3.7 For N = 0, we have G0(R
d) = {0} and Theorem 3.6 is the classical
Ho¨rmander’s theorem.
Example 3.8 For N = 1, we have G1(R
d) ≃ Rd and Theorem 3.6 gives a sufficent
condition for the existence of a smooth density for the variable
(Xx0t , Bt).
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Example 3.9 For N = 2, we have G2(R
d) ≃ Rd × R d(d−1)2 and Theorem 3.6 gives a
sufficient condition for the existence of a smooth density for the variable
(Xx0t , Bt,∧Bt).
where
∧Bt =
(
1
2
∫ t
0
BisdB
j
s −BjsdBis
)
1≤i<j≤d
.
4 Stochastic Differential Equations Driven by N-Step Brow-
nian Loops
In this section, we now enter into the heart of our study.
4.1 N-step Brownian Loops
On the free Carnot group GN (R
d), consider the fundamental process (B∗t )t≥0 defined as
the solution of the stochastic differential equation
B∗t =
d∑
i=1
∫ t
0
Di(B
∗
s ) ◦ dBis, t ≥ 0.
As a consequence of Ho¨rmander’s theorem, the diffusion with generator
1
2
d∑
i=1
D2i
has a smooth transition kernel pt(x, y), t > 0 with respect to the Lebesgue measure.
Proposition 4.1 Let T > 0. There exists a unique Rd-valued continuous process (PNt,T )0≤t≤T
such that
P
N,i
t,T = B
i
t +
∫ t
0
Di ln pT−s
(
P
N,∗
s,T , 0GN (Rd)
)
ds, t < T, i = 1, ..., d, (4.5)
where (PN,∗t,T )0≤t≤T denotes the lift of (P
N
t,T )0≤t≤T in GN (R
d). It enjoys the following
properties:
1. PN,∗T,T = 0GN (Rd), almost surely;
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2. for any predictable and bounded functional F ,
E
(
F ((Bt)0≤t≤T ) | B∗T = 0GN (Rd)
)
= E
(
F
(
(PNt,T )0≤t≤T
))
;
3. (PNt,T )0≤t≤T is a semimartingale up to time T .
Proof. The construction of the bridge over a given diffusion is very classical and very
general (see for example [2], [8], [17] and [22] p.142), so that we do not present the details.
The only delicate point in the previous statement is the semimartingale property up to
time T . In the elliptic case Bismut [8] deals with the end point singularity by proving
an estimate of the logarithmic derivatives of the heat kernel. For the heat kernel on
Carnot groups, such an estimate can directly be obtained from [23] and [9]. Namely, for
g ∈ GN (Rd), t > 0,
| Di ln pt(g, 0) |≤ C√
t
where C > 0. Now, to prove that (PN,∗t,T )0≤t≤T is a semimartingale up to time T , we need
to show that for any 1 ≤ i ≤ d,∫ T
0
| Di ln pT−s(PN,∗s,T , 0) | ds < +∞
with probability 1, which follows therefore from the above estimate.

The semimartingale (PNt,T )0≤t≤T shall be called a Brownian loop of step N .
Example 4.2 The process (P 1t,T )0≤t≤T is simply the d-dimensional Brownian bridge from
0 to 0 with length T .
Example 4.3 The process (P 2t,T )0≤t≤T is the d-dimensional standard Brownian motion
(Bt)0≤t≤T conditioned by (BT ,∧BT ) = 0.
Remark 4.4 Notice that in law,
(PNt,T )0≤t≤T = (
√
TPNt
T
,1
)0≤t≤T . (4.6)
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4.2 SDEs Driven by N-Step Brownian Loops
Consider now on Rn stochastic differential equations of the type
Xt = x0 +
d∑
i=1
∫ t
0
Vi(Xs) ◦ dP i,Ns,T , t ≤ T (4.7)
where:
1. x0 ∈ Rn;
2. V1, ..., Vd are C
∞ bounded vector fields on Rn ;
3. (P 1,Nt,T , ..., P
d,N
t,T )0≤t≤T is a d -dimensional N -step Brownian loop from 0 to 0 with
length T > 0.
Proposition 4.5 For every x0 ∈ Rn, there is a unique solution (Xx0t )0≤t≤T to (4.8).
Moreover there exists a stochastic flow (Φt, 0 ≤ t ≤ T ) of smooth diffeomorphisms Rn →
R
n associated to the equations (4.8).
We consider now the following family of operators (HNT )T≥0 defined on the space of com-
pactly supported smooth functions f : Rn → R by
(HNT f)(x) = E (f(XxT )) , x ∈ Rn.
The operator HNT shall be called the depth N holonomy operator.
Remark 4.6 Of course, as for N = 1 which is the case treated in section 2, the operator
HNT does not satisfy a semi-group property.
A relevant intrinsic property of HNT is the following:
Proposition 4.7 HNT does not depend on the particular free Carnot group GN (Rd).
Proof. Consider the stochastic differential equation
Xt = x0 +
d∑
i=1
∫ t
0
Vi(Xs) ◦ dP˜ i,Ns,T , t ≤ T (4.8)
where (P˜ 1,Nt,T , ..., P˜
d,N
t,T )0≤t≤T generates a loop in a free Carnot group G of step N. Let
(Bt)t≥0 denote a d-dimensional standard Brownian motion, and let (B
∗
t )t≥0 (resp. (B˜t)t≥0)
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denote a lift in GN (R
d) (resp. G). Thanks to the proposition 2.10 of [5], there exists a
Carnot group isomorphism
φ : GN (R
d)→ G
such that B˜ = φ(B∗). Therefore almost surely, B˜T = 0 is equivalent to B
∗
T = 0 and thus
(P˜ 1,Nt,T , ..., P˜
d,N
t,T )0≤t≤T =
law (P 1,Nt,T , ..., P
d,N
t,T )0≤t≤T .

Theorem 4.8 Let f : Rn → R be a smooth, compactly supported function. In L2,
lim
T→0
HNT f − f
TN+1
= ∆Nf,
where ∆N is a second order differential operator.
Proof. Before we start the proof, let us precise some notations we already used. If I =
(i1, ..., ik) ∈ {1, ..., d}k is a word, we denote | I |= k its length and by VI the commutator
defined by
UI = [Ui1 , [Ui2 , ..., [Uik−1 , Uik ]...].
The group of permutations of the index set {1, ..., k} is denoted Sk. If σ ∈ Sk, we denote
e(σ) the cardinality of the set
{j ∈ {1, ..., k − 1}, σ(j) > σ(j + 1)}.
Finally, we denote
ΛI(P
N
.,T )t =
∑
σ∈Sk
(−1)e(σ)
k2
(
k − 1
e(σ)
) ∫
0≤t1≤...≤tk≤t
◦dPN,σ−1i1t1 ,T ◦ ... ◦ dP
N,σ−1ik
tk ,T
.
Due to the scaling property
(PNt,T )0≤t≤T = (
√
TPNt
T
,1
)0≤t≤T ,
we can closely follow the article of Strichartz [34] (see also Castell [12]), to obtain the
following asymptotic development of f(XxT ):
f(XxT ) =

exp

2N+2∑
k=1
∑
I=(i1,...,ik)
ΛI(P
N
.,T )TVI

 f

 (x) + T 2N+32 R2N+3(T, f, x),
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where the remainder term satisfies when T → 0,
sup
x∈Rn
√
E (R2N+3(T, f, x)2) ≤ C
for some non negative constant C. By definition of (PNt,T )0≤t≤T , we actually have
2N+2∑
k=1
∑
I=(i1,...,ik)
ΛI(P
N
.,T )TVI =
2N+2∑
k=N+1
∑
I=(i1,...,ik)
ΛI(P
N
.,T )TVI ,
so that
f(XxT ) =

exp

 2N+2∑
k=N+1
∑
I=(i1,...,ik)
ΛI(P
N
.,T )TVI

 f

 (x) + T 2N+32 R2N+3(T, f, x).
Therefore, since f is assumed to be compactly supported
HNT f(x) = E



exp

 2N+2∑
k=N+1
∑
I=(i1,...,ik)
ΛI(P
N
.,T )TVI

 f

 (x)

 + T 2N+32 R˜2N+3(T, f, x),
where
R˜2N+1(T, f, x) = E (R2N+1(T, f, x)) .
Since, by symmetry, we always have
E
(
ΛI(P
N
.,T )T
)
= 0,
we have to go at the order 2 in the asymptotic development of the exponential when
T → 0. By neglecting the terms which have order more than T 2N+32 , we obtain
HNT f(x) = f(x)+
∑
I = (i1, ..., iN+1)
J = (j1, ..., jN+1)
1
2
E
(
ΛI(P
N
.,T )TΛJ(P
N
.,T )T
)
(VIVJf)(x)+T
2N+3
2 R∗2N+3(T, f, x),
where the remainder term R∗2N+3(T, f, x) is bounded in L
2 when T → 0. This leads to
the expected result. 
Example 4.9 We have
∆0 =
1
2
d∑
i=1
V 2i ,
and, as already seen in section 2,
∆1 =
1
24
∑
1≤i<j≤d
[Vi, Vj]
2.
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We now have the following generalization of Theorem 2.4 and Theorem 2.5:
Theorem 4.10 Assume that LN+1 = 0, then for any solution (Xx0t )0≤t≤T of (4.8) we
have almost surely Xx0T = x0. On the other hand, assume that L
N+1(x0) = R
n, then
for the solution (Xx0t )0≤t≤T of (4.8) the random variable X
x0
T has a smooth density with
respect to the Lebesgue measure of Rn.
Proof. Assume that LN+1 = 0, then there exists a smooth map
F : Rn ×GN (Rd)→ Rn
such that, for x0 ∈ Rn, the solution (Xx0t )0≤t≤T of the SDE (4.8) can be written
Xx0t = F (x0, Q
N
t,T ),
which implies immediately the expected result.
Assume now that LN+1(x0) = R
n. Let us consider the solution (Zt)t≥0 of the following
stochastic differential equation:
Zt = x0 +
d∑
i=1
∫ t
0
Vi(Zs) ◦ dBis, t ≥ 0,
where (B1t , ..., B
d
t )t≥0 is a d-dimensional standard Brownian motion. From Theorem 3.6,
the random variable
(ZT , B
∗
T )
has a smooth density with respect to any Lebesgue measure on Rn × Gd,N . It implies in
the same way as in the proof of Theorem 2.5 that Xx0T has a density with respect to the
Lebesgue measure because the density of B∗T does not vanish at 0 (see [6]).

In the case of the existence of a density for Xx0T , we can moreover give an equivalent of this
density when the length of the loop tends to 0. To this end, let us precise some notations.
We set for x ∈ Rn and k ≥ N ,
Uk(x) = span{VI , N ≤| I |≤ k}.
In the case where LN+1(x) = Rn, if k is big enough then Uk(x) = Rn. We denote d(x) the
smallest integer k ≥ N + 1 for which this equality holds and define the graded dimension
dimH L
N+1(x) :=
d(x)∑
k=N+1
k (dimUk(x)− dimUk−1(x)) .
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Theorem 4.11 Assume that for any x ∈ Rn, LN+1(x) = Rn. Let us denote pT (x) the
density of XxT with respect to the Lebesgue measure. We have
pT (x) ∼T→0 m(x)
T
dimH L
N+1(x)
2
,
where m is a smooth non negative function.
Proof. Let us, once time again, consider the solution (Zxt )t≥0 of the following stochastic
differential equation:
Zxt = x+
d∑
i=1
∫ t
0
Vi(Z
x
s ) ◦ dBis, t ≥ 0,
where (B1t , ..., B
d
t )t≥0 is a d-dimensional standard Brownian motion. From [6] (see also
[26]) , the density at (x, 0) of the random variable (ZxT , B
∗
T ) behaves when T goes to zero
like
m˜(x)
T
dimH GN (R
d)+dimH L
N+1(x)
2
,
where dimHGN (R
d) =
∑N
j=1 j dimVj is the graded dimension of GN (Rd), and m˜ a smooth
non negative function. Always from [6], the density of the random variable YT behaves
when T goes to zero like
C
T
dimH GN (R
d)
2
,
where C is a non negative constant. The conclusion follows readily. 
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