We Fourier transformed and filtered calibration curve data to compensate for the averaging effect of radiocarbon-dating sets of adjacent tree rings. A Wiener Filter was also applied to minimize the effects of the counting errors of the dates on the resulting calibration curve and to produce a least-squares curve through the data. The method is illustrated using a short 14C-dated tree-ring sequence from New Zealand to produce a calibration curve at yearly intervals for New Zealand matai (Prumnopitys taxi folia). The resulting curve has a nominal standard error of 10±3 yr, which is ca. half the average standard error of the original raw data.
INTRODUCTION
We previously showed (McFadgen, Knox and Cole 1994 ) that conversion of radiocarbon dates to calendar dates using currently accepted methods results in an artificial spreading and clumping of the calendar dates. The spreading and clumping, referred to as calibration stochastic distortion (CSD), is brought about by the interaction of the standard errors of the dates with the change in slope of the calibration curve. The distortion increases both the overall spread of dates and the possibility of date reversals. We suggested that the CSD effect could be overcome by deconvolving counting statistics from the 14C dates to obtain the true distribution of 14C dates, and then mapping the deconvolved set through the calibration curve onto the calendar axis in the usual way. The efficacy of the whole procedure depends on minimizing those changes of slope of the calibration curve caused by counting statistics.
There are calibration curves for terrestrial samples and for marine samples (Stuiver and Reimer 1993) . Marine calibration data are derived from terrestrial data (Stuiver and Braziunas 1993) and are not considered further here. Terrestrial calibration curves are based on 14C dates of tree-ring dated wood (e.g., Pearson and Stuiver 1993; Stuiver and Becker 1993) . Each dated sample comprises a group of adjacent rings, and the dates have statistical errors associated with them that introduce spurious wiggles into the calibration curves and contribute to changes in the slopes of the curves.
Terrestrial calibration data span some 8000 yr and are derived from measurements of several treering chronologies. The longest chronologies are from the Northern Hemisphere. Southern Hemisphere chronologies include a 14C-dated tree-ring sequence from New Zealand spanning the period from AD 1335 to 1745 (Sparks et al. 1995 .
In addition to their use in calibration, smoothed, accurate and precise versions of these curves are a prerequisite for comparison of the Northern and Southern Hemisphere data to test the assumption that 14C variations in the Southern Hemisphere match those of the Northern Hemisphere. They are also necessary to shed light on the relevant geophysical processes that produce the major changes in slope of the calibration curve.
We here describe a method of deriving a smoothed, more accurate and precise calibration curve by removing the spurious wiggles introduced by counting errors inherent in 14C measurements of tree rings, and by compensating for the averaging effect brought about by dating sets comprised of a number of adjacent tree rings. Our analysis uses the short 14C-dated tree-ring sequence from New Zealand in order to establish the method. The longer published Northern Hemisphere sequences will be considered in a subsequent paper. Finally, the method described here has wider application than just to 14C calibration curves. It is generally applicable to producing least-squares smoothed curves through any regularly spaced set of discrete data points with known error estimates.
METHODS
The raw 14C calibration data set of 14C vs. tree-ring age is Fourier transformed from the time to the frequency domain, where we design and apply filters to the transformed data, based on 1) the standard deviation of the measured tree rings, and 2) the fact that each sample measured contained wood spanning ten rings. We transform back to the time domain to obtain a smoothed calibration curve with substantially reduced errors attributable to counting statistics, and with some compensation for the averaging effect of using wood spanning ten adjacent tree rings in each measurement.
We develop the method using 14C dates of tree rings for New Zealand matai (Prumnopitys taxifolia) measured at the Rafter Radiocarbon Laboratory, New Zealand Institute of Geological and Nuclear Sciences (Sparks et al. 1995 : Table 2 ). Before Fourier transforming the data set, we remove the ideal (straight line) 14C age vs. tree-ring age. The difference between raw data points and corresponding points on the ideal line is the detrended data listed in Table 1 , columns 4 and 8. The end points of the data set differ from the ideal by only 1-2 yr. Since 14C dates are normally reported to the nearest year, we use 1 yr (y) as our unit of time, and correspondingly 1 cycle per year (y-1) as the unit of frequency. Table 1 contains 42 points at 10-yr intervals, extending over 420 annual tree rings. Computer programs in the field of Fourier analysis often require the number of data points to be a power of 2, so we extend our data period to 512 yr by padding it with an approximately equal number of zeros at the beginning and end.
We use the discrete Fourier transform (e.g., Press et al. 1994 
where i = ,qCi , N = 512, n and k are integers in the range 0 to N-1 inclusive, and tk takes the data values given in Table 1 or else is zero. n/N is the frequency in the chosen units (y-1).
To check how zero padding and choice of N affect accuracy, the set of tk was Fourier transformed, and immediately inverse Fourier transformed to recover the set of tk (including the zeros between and outside the values of tk given in Table 1 ). The recovered values agree with the original values to better than 0.003 yr, confirming the padding and the choice of N = 512 as adequate for calculating to the nearest year. In the actual calibration procedure, taking successive sets of D(=10) tree rings at a time to supply the carbon for dating is mathematically equivalent to taking a running mean over D yr of the true calibration curve, and then sampling the running mean once every D yr. Because the width of rings var-
ies from year to year, the mean over D yr is not well defined, so we simply assume the ring widths within any D yr set to be constant. This assumption must introduce some error into the correction for averaging, but as the correction itself, given below, is found to make a difference of somewhat less than 1 yr, the overall error introduced should not be significant.
For constant ring width, then, the running mean in the time domain amounts to convolving a response function, of amplitude 1/D y-1, constant from -D/2 to D/2 y and zero elsewhere, with the true calibration curve (Press et al. 1994 : §13.1). In the frequency domain this is equivalent to multiplying together the Fourier transforms of the response function and the calibration curve (Press et a1.1994: § 12.0). The Fourier transform of the response function can be shown to be Rn = sin(nDN)
(3) (Press et al. 1994: §12.0,12.1); thus, to correct for the running mean in the time domain by deconvolving it from the true calibration curve, the frequency domain representation of the data set must be divided by R.
A possible problem arises with the above deconvolving procedure due to Rn becoming zero for n/N =1/D; i.e., we would be dividing the Fourier component at frequency 1/D(=0.1)y-1(and higher harmonics) by zero. We avoid this problem, however, because we filter out by multiplying by zero all Fourier components at frequencies Z0.5/Dy-1, in order to remove the discrete character of the raw data set (i.e., finite values at intervals of D yr and zero values every year in between). In general, to remove the discreteness a specifically designed filter would be required, but it will be seen below that with the data we are using here, the discreteness is removed incidentally by a further filter that is required in order to reduce variation due to counting statistics. This further filter multiplies by zero all Fourier components at frequencies greater than a cut-off value which, in this case, is considerably less than 0.5/Dy-1.
Variation due to counting statistics amounts to adding a component of noise to the quantity being measured. A filter that minimizes such added noise, in the sense that when applied to the noisy data it produces a least-squares curve passing through the data, is the Wiener filter (Press et al. 1994: § 13 .3). If Tn and Yn are, respectively, the Fourier transforms of the noisy data and of the noise alone, the Wiener filter is
ITnI where Iand ITnI2 can be shown to be power spectra (Press et a1.1994: §13.4 ). The expression for calculating Tn has already been given; for the noise alone it is
where each vk noise is obtained as a number of years selected randomly according to a normal distribution having a standard deviation equal to that given for the corresponding k in Table 1. A difficulty arises because only one randomly chosen value of vk is used at each value of k. Different runs of randomly chosen values were in general found to give a very irregular power spectrum I 12 (Press et al. 1994: §13.4 ), varying appreciably from one run to the next. However, an average of 500 runs of IYI2 was found to produce an acceptably constant and smooth set of values, denoted here by (II2)
The same difficulty must appear in the power spectrum ITI2 because each ik is measured only once and only one set of data is available, but overcoming the difficulty requires a more elaborate procedure than that given above for ITo make a first estimate of a least-squares smoothed curve through the data points;, take the inverse Fourier transform of Tn multiplied by the filter 
where the need for the normalizing factor D will be discussed later. Now, as in deriving Yn above, for each value of k in Table 1 add to 0'k a number (of years) selected randomly according to a normal distribution having a standard deviation equal to that given for the corresponding k, and represented as t'k. The Fourier transform of a set of t'k is
and we may average as many runs of IT'I2 as necessary to obtain an acceptably constant and smooth spectrum. As with II2, an average of 500 runs was found to be sufficient, and we represent the average as (IT'I2).
The above procedure finally allows us to give our best estimate of the Wiener filter as
(IT'I2) and the least-squares smoothed curve through the data points tk, also corrected for the running mean over D tree rings, as
The normalizing factor D is required because the power in the spectrum ITI2 derives only from the finite data values tk separated by D yr with zero values assumed for all years in between, whereas the finite values of Ok are for every year in the range of interest. (cI's) is listed in Table 2 . The ideal i4C vs. tree-ring curve, initially subtracted to produce the data in the fourth and eighth columns of Table 1 , is now added to 0k to yield the smoothed, error-reduced and running mean corrected 14C vs. tree-ring calibration. This calibration is listed in the Appendix and plotted as a graph in Figure 1 . 
STATISTICAL TESTS AND STANDARD DEVIATION OF CURVE
We now test to see if the deviation between 10-yr averages of the above calibration curve and the data is Gaussian. A x2 test (Snedecor and Cochran 1967: 84) of the differences between the 42 raw data points in Table 1(=14C ages) and a mean over 10 yr centered on the corresponding points of the smoothed calibration curve (column 2, Appendix), using the corresponding standard deviations listed in Table 1 , yields x2 = 5.0 (df = 5), which is not significant at the 0.95 level (x20.95, df= 5 =11.1). This indicates that the set of data points constitutes a Gaussian distribution about the averaged calibration curve with the appropriate standard deviations, as it should.
We determine the likely error in the calibration curve itself by constructing from it a set of simulated raw data and then recovering a curve from these data by the procedure described in this paper. Repeating this 500 times allows us to obtain 95% confidence limits and 68% confidence limits. In a Gaussian distribution these confidence limits would correspond respectively to ±2 and ±1 standard deviations, but here this correspondence is only nominal, as there is no guarantee that errors in the estimation of the calibration curve have a Gaussian distribution. The distribution of the data points about the averaged calibration curve, however, is still Gaussian.
In implementing the procedures described in the preceding paragraph we took a normal distribution centered at each point of the 10-yr running mean of the calibration curve corresponding to a value of ik in Table 1 , and with the corresponding standard deviation of the measured date. A raw data set is simulated by randomly selecting one value from each of these normal distributions, and this sim-1 1' lY ulated data set is processed as described to give a simulated calibration curve. Inspection of the 500 simulated points for each tk allowed an estimate of the 95% confidence limits for the calibration curve that are plotted as the dashed lines in Figure 1 .
The 68% confidence limits were derived in the same way and averaged to yield an effective overall nominal standard deviation of 10 ± 3 yr. This standard deviation is approximately half the average standard deviation of each raw data point, indicating that the curve has been smoothed in a running fashion over ca. 4 consecutive data points.
COMMENT ON THE USE OF FOURIER ANALYSIS
The method presented here, of estimating the true 14C calibration curve from discrete measured data regularly spaced in calendar time, assumes that the 14C age is a continuous, single-valued function of calendar age. It further assumes that after subtracting out the ideal straight line representing equality of 14C and calendar ages, the amplitude of the curve representing deviation from the ideal is everywhere finite. From inspection of the calibration data and consideration of the physics involved, we consider that both assumptions are valid.
Under the above two assumptions, any finite length of curve may be as closely approximated as desired by a weighted sum of sinusoids, i.e., the Fourier sum. Once expressed in this form, the welldeveloped techniques of Fourier analysis readily allow the weights, and therefore the curve, to be derived from the data while eliminating much of the variation due to counting (or any other known) statistics. Furthermore, distortions of the curve by known processes, such as averaging the 14C age over a number of tree rings, may be corrected by the technique of deconvolving.
Other techniques are available for deriving a continuous curve from the calibration data, but have disadvantages. For example, simple cubic splines create a continuous line through the data points, but in so doing cannot eliminate any of the statistical variation: many of the smaller wiggles in the curve are merely artifacts due to counting statistics. Straight lines joining the data points suffer the same disadvantage, while also introducing artificial discontinuities of slope at the data points.
Running means can eliminate some statistical noise, but in general do not do so in an optimal fashion related to the signal-to-noise ratio in the data. Also, running means require additional criteria for deciding the type of mean, and how many data points the mean is to be taken over.
The method described here can be considered a particular case of least-squares fitting a regression, the Fourier sum, to the data. Least-squares fitting other regressions to the data are potentially capable of equalling or surpassing the performance of the present method, but since we do not know all the physical processes responsible for the deviations of the calibration curve away from the straight line ideal, we cannot choose the correct mathematical form for the regression. We should therefore use a general-purpose function, such as a Fourier sum, which is capable of approximating as closely as desired any mathematical function satisfying the assumptions made earlier concerning the calibration curve. Finally, Fourier analysis has the advantage of being a mathematically well-developed, and widely used and understood technique. 
