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Abstract
Spreading cell fronts play an essential role in many physiological processes.
Classically, models of this process are based on the Fisher-Kolmogorov equa-
tion; however, such continuum representations are not always suitable as they
do not explicitly represent behaviour at the level of individual cells. Addi-
tionally, many models examine only the large time asymptotic behaviour,
where a travelling wave front with a constant speed has been established.
Many experiments, such as a scratch assay, never display this asymptotic
behaviour, and in these cases the transient behaviour must be taken into
account. We examine the transient and asymptotic behaviour of moving
cell fronts using techniques that go beyond the continuum approximation
via a volume-excluding birth-migration process on a regular one-dimensional
lattice. We approximate the averaged discrete results using three methods:
(i) mean-field, (ii) pair-wise, and (iii) one-hole approximations. We discuss
the performace of these methods, in comparison to the averaged discrete
results, for a range of parameter space, examining both the transient and
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asymptotic behaviours. The one-hole approximation, based on techniques
from statistical physics, is not capable of predicting transient behaviour but
provides excellent agreement with the asymptotic behaviour of the averaged
discrete results, provided that cells are proliferating fast enough relative to
their rate of migration. The mean-field and pair-wise approximations give
indistinguishable asymptotic results, which agree with the averaged discrete
results when cells are migrating much more rapidly than they are prolifer-
ating. The pair-wise approximation performs better in the transient region
than does the mean-field, despite having the same asymptotic behaviour.
Our results show that each approximation only works in specific situations,
thus we must be careful to use a suitable approximation for a given system,
otherwise inaccurate predictions could be made.
Keywords: travelling front, cell migration, cell proliferation, cancer, wound
healing
1. Introduction
Advancing fronts of cells are frequently observed experimentally [21, 22,
35, 36]. For example, in Figure 1, we see an advancing front of murine
fibroblast 3T3 cells from an in vitro experiment [36, 38]. This phenomenon
is essential in many physiological processes: embryonic development hinges
on the spatial advancement of cells [36], and wounds could not heal without
it [21, 22]. Additionally, it is important in tissue engineering [29, 30], which
relies on the ability of fronts of cells to move into empty space. Less desirably,
moving fronts of cells are a major factor in disease progression, most notably
in cancer [1, 11, 37]. An important clinical feature is the sharpness of the
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front, which is determined by the relative rates of migration and proliferation;
a shallow front can lead to difficulties when surgically removing a tumour [37].
Given their importance biologically, it is hardly surprising that moving cell
fronts have been the focus of many mathematical modelling studies.
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Figure 1: Experimentally observed moving front of murine fibroblast cells. In (a) we see a
snapshot of the cells invading the space to the right, whilst in (b), we see the highlighted
region from (a) where the cell nuclei have been stained. In (c), we have the calculated
density profile showing the shape of the front. The experimental details for producing
images such as these can be found in [35].
Classically, advancing fronts of cells have been modelled using the Fisher-
Kolmogorov equation [10, 15], which has a travelling wave solution with con-
stant shape and speed. The asymptotic wave speed (as t→∞), vf , for initial
conditions with compact support, is 2
√
Dλ where D is the diffusivity of the
cells, and λ their effective proliferation rate [25]. Measuring the wavespeed
experimentally does not allow us to determine unique values for D and λ,
making additional experimental observations necessary [29, 35]. Moreover,
even once the travelling wave has been established, the Fisher-Kolmogorov
equation, which represents the mean-field behaviour, is not always an accu-
rate representation of the behaviour of a moving front of cells, due to the
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stochastic nature of these processes [12, 17]. Thus, whilst it may be possible
to fit experimental data to solutions of the Fisher-Kolmogorov model, this
does not necessarily lead to accurate parameter estimation; something that
is frequently overlooked in models of moving cell fronts [29, 39]. This has led
to the development of alternative methods for modelling moving cell fronts,
some of which we shall now discuss.
Using agent-based models, each cell is modelled explicitly thus retaining
a description of the individual behaviour whilst still enabling observation of
the population as a whole [6]. Discrete models have been used to examine
moving cell fronts in many areas of cell biology [5, 8, 23]. They are also often
used in conjunction with continuum models to provide a multiscale modelling
framework [34]. Discrete models are not confined to any particular region
of parameter space, but are limited by their computational cost, and lack
of analytical tractability. Thus, ideally, we would like to have simpler, more
tractable methods approximating the behaviour of moving cell fronts.
When cells proliferate significantly more rapidly than they migrate (λ/D
sufficiently large), we expect a sharp front [37] with the region behind the
front almost completely filled with cells. Under these conditions, we are
able to predict the asymptotic front speed using the one-hole approximation
(OHA) [4]. This method uses series expansions to provide a correction term
to the front speed for the case without migration, which can be calculated
exactly. The OHA agrees well with discrete simulations for sufficiently high
λ/D, and can be extended to deal with more than one hole behind the front.
However, the method in [4] is only given for constrained systems where a cell
either attempts to move or proliferate at every time step, without ever resting.
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Additionally, experimental results do not always produce the asymptotic
travelling front behaviour. The following three assays highlight some of the
different experiments which can be used to obtain data for travelling fronts.
1. A single moving front is allowed to develop over a long period of time
(>100 hours) [21, 22]. These experiments are likely to allow for travel-
ling front behaviour to be produced. However, they are not as straight-
forward to carry out as the same experiment over shorter timescales due
to difficulties with keeping the cells alive for long periods of time, and
maintaining a constant environment.
2. A single moving front is allowed to develop over a short period of time
(<24 hours). The results of these experiments are not on long enough
timescales to produce asymptotic travelling front behaviour [30], but
are more feasible experimentally.
3. Two opposingly directed fronts come together. For instance, when a
thin strip [18, 28, 40, 41] or small hole [41] of cells is removed from a
monolayer. In this set-up, the artificially created gap is closed, thus
the system may never reach the asymptotic travelling front speed. For
example, the protocol in [18] allows between eight and eighteen hours
for the scratch to close. Given that typical cell doubling times are
of a similar order, we do not expect the asymptotic speed to have
been reached before the fronts from either side of the scratch become
interwoven. We see an example of this in Figure 2, where a scratch
assay is performed with 3T3 cells. Within 30 hours, we see the two
fronts meeting.
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As many experiments follow the second and third methods, it is often impor-
tant to be able to predict the transient behaviour as well as the asymptotic
speed.
Figure 2: Experimental results of a scratch assay with 3T3 cells. We see that no travelling
front is established, as the two fronts quickly collide as they approach from either side
of the gap. The white bar corresponds to 250µm. The red arrows give an approximate
indication of the width of the scratch at each time point. In Figure (d) there is no arrow
as the two fronts have begun to meet in places.
Moment dynamics models incorporate increasingly greater degrees of in-
formation into the mean-field model by taking into account the dynamics
of cell pairs, triplets, and so forth. Pairwise models are generally the most
common, requiring the use of an appropriate closure approximation for any
triplet terms in the model [7]. The use of moment dynamics has been well
documented in various biological scenarios [2, 3, 16, 26, 31, 32]. Specifi-
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cally, in [32], the authors develop a pairwise approximation (PWA), using
the Kirkwood Superposition Approximation (KSA) [13, 14] as their clo-
sure, to describe the behaviour of a moving front. Their work allows the
transient behaviour to be examined, shows improvement on the mean-field
approximation (MFA), and demonstrates the importance of including spatial
correlations in a traditional mean-field model.
In this paper, we examine different methods in detail for a range of pro-
liferation and migration parameters in comparison with averaged discrete
results, and discuss which methods are best suited to a given parameter
regime and experimental timescale. We begin with a discussion of the dis-
crete Gillespie algorithm used to produce the averaged discrete results. We
then discuss the three methods used to approximate the averaged discrete
results: the MFA, the PWA, and the OHA. Next, we present results fo-
cussing on the transient behaviour, evaluating the relative performance of
each method. Following this, we turn to the asymptotic results and examine
the methods in a range of parameter space. We conclude by discussing the
strengths and weaknesses of the methods in question, and which methods
might best suit some specific experimental examples.
2. The methods
In this section we discuss the methods used to model our system. We
consider a one-dimensional (1D), volume-excluding process on a regular lat-
tice with a lattice spacing of ∆ = 1. Cells move to neighbouring sites at a
rate Pm per unit time and proliferate at a rate Pp per unit time.
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2.1. The discrete case
For our discrete simulations we have a 1D lattice with N = 2000 sites,
and we average over 10000 individual realisations to estimate the averaged
behaviour. Initially, the lth lattice site is occupied with probability
Cl =

1, 1 ≤ l < x ,
1−
[
l − x
100− x
]
, x ≤ l ≤ 100 ,
0, 100 < l ≤ N .
(2.1)
where we can alter the steepness of our initial ramp by varying x.
We use a Gillespie algorithm to update our system as in [3], the algorithm
for this being as follows:
1. Set t = 0.
2. Initialize the lattice by generating a uniform random number,
rl, in the interval [0,1], for each lattice site. If rl ≤ Cl, an agent
is placed at that lattice site.
3. With Q(t) being the total number of agents on the lattice,
calculate the total propensity function, a0 = (Pm + Pp)Q(t).
4. Calculate the time, τ , to the next event using τ = (1/a0)log(1/r1),
where r1 is a uniform random number in the interval [0,1].
5. Decide which event occurs by calculating R = a0r2, where r2
is another uniform random number in the interval [0,1]. R is
used to deduce which event occurs according to the following:
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• If R ∈ [0, PmQ(t)), a movement event will occur. An agent
is chosen at random, and one of its neighbours is also
chosen at random as the target site for a movement event.
If the target site is empty, the chosen agent moves to that
site, otherwise the event is aborted.
• If R ∈ [PmQ(t), (Pm + Pp)Q(t)], a proliferation event will
occur. An agent is chosen at random, and one of its
neighbours is also chosen at random as the target site for a
proliferation event. If the target site is empty, a daughter
cell is placed in it, otherwise the event is aborted.
6. Update Q(t) depending on which event, if any, occurred.
7. Update time by setting t→ t+ τ .
8. Repeat from step 3 until the stipulated final time is reached.
We apply reflecting boundary conditions at l = 1 and l = N . To deter-
mine the front speed, v, we track the location where averaged cell density is
0.5, and calculate the average velocity from this information. Once v is no
longer changing with time, we have reached the asymptotic travelling front
speed, vf .
2.2. The mean-field approximation
To derive the MFA we consider the occupancy of each site of the lattice.
The average occupancy of the lth lattice site is given by Cl ∈ [0, 1]. We use
k-point distribution functions, ρ(k), to derive the MFA and PWA. The k-
point distribution functions describe the probability that k-tuplets
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of sites have given occupancies. The one-point distribution function,
ρ(1), gives the averaged occupancy of the site in question. Thus we have
ρ(1)(Al) = Cl, (2.2)
ρ(1)(0l) = 1− Cl, (2.3)
where Al and 0l indicate that site l is occupied by A or unoccupied, respec-
tively. To provide a measure of the occupancy dependence of two given sites
we use correlation functions, as defined in [3, 19, 20]:
Fσl,σm(l,m) :=
ρ(2)(σl, σm)
ρ(1)(σl)ρ(1)(σm)
, (2.4)
where the state of the site is given by σl, which is either 0 or A. If lattice
site occupancies are independent, we have Fσl,σm(l,m) ≡ 1. Correlation
functions can be related by using conservation expressions. For
example, we can write the conservation equation
ρ(2)(Al, Am) + ρ
(2)(Al, 0m) = ρ
(1)(Al). (2.5)
Using the definition of a correlation function, we have
ClCmFA,A(l,m) + Cl(1− Cm)FA,0(l,m) = Cl, (2.6)
and thus we can express one correlation function in terms of an-
other:
FA,0(l,m) =
1− CmFA,A(l,m)
1− Cm . (2.7)
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We now turn to the evolution of the 1-point distribution function:
dρ(1)(Al)
dt
=
Pm
2
[
ρ(2)(Al−1, 0l) + ρ(2)(0l, Al+1)− ρ(2)(Al, 0l+1)− ρ(2)(0l−1, Al)
]
︸ ︷︷ ︸
movement in and out of site l
+
Pp
2
[
ρ(2)(Al−1, 0l) + ρ(2)(0l, Al+1)
]
︸ ︷︷ ︸
proliferation into site l
.
(2.8)
We rewrite equation (2.8) using the correlation functions and conservation
equations to obtain
dCl
dt
=
Pm
2
[Cl−1 − 2Cl + Cl+1]
+
Pp
2
{Cl−1 [1− ClF (l, l − 1)] + Cl+1 [1− ClF (l, l + 1)]} ,
(2.9)
where we have set FA,A = F for notational simplicity. We note that the
movement term does not depend on correlations, as all correlation
containing terms cancel [32]. For the standard MFA, we assume lattice
site occupancies are independent, thus F (l,m) ≡ 1 for all l,m. Therefore, we
have the following equation for the evolution of the density of a given lattice
site:
dCl
dt
=
Pm
2
[Cl−1 − 2Cl + Cl+1]
+
Pp
2
[Cl−1 + Cl+1] [1− Cl] .
(2.10)
To make predictions using the MFA, we solve the system given by equa-
tion (2.10) numerically using a fourth order Runge-Kutta method (RK4)
[27] with a constant time-step of δt = 0.1. Smaller timesteps were tested to
confirm this was an appropriate choice. We calculate v and vf in the same
manner as in our discrete model, whereby we track the location of Cl = 0.5.
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We have reflecting boundary conditions and initial conditions of the form of
equation (2.1).
2.3. Pair-wise approximation
For the PWA, we no longer make the usual assumption that the occu-
pancies of pairs of sites are independent, thus we do not set F (l,m) ≡ 1 in
equation (2.9). To determine the evolution of our correlation functions, we
turn to the 2-point distribution functions. First we consider where the two
sites in question are nearest neighbours:
dρ(2)(Al, Al+1)
dt
=
Pm
2
[
ρ(3) (Al−1, 0l, Al+1) + ρ(3) (Al, 0l+1, Al+2)
]
︸ ︷︷ ︸
movement into sites l and l + 1
− Pm
2
[
ρ(3) (0l−1, Al, Al+1) + ρ(3) (Al, Al+1, 0l+2)
]
︸ ︷︷ ︸
movement out of sites l and l + 1
+
Pp
2
[
ρ(3) (Al−1, 0l, Al+1) + ρ(3) (Al, 0l+1, Al+2)
]
︸ ︷︷ ︸
proliferation from neighbours
+
Pp
2
[
ρ(2) (0l, Al+1) + ρ
(2)(Al, 0l+1)
]
︸ ︷︷ ︸
proliferation from each other
.
(2.11)
Next, we consider the evolution of the 2-point distribution function where
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the two sites in question are not nearest neighbours, thus |l −m| > 1:
dρ(2)(Al, Am)
dt
=
Pm
2
[
ρ(3)(Al−1, 0l, Am) + ρ(3)(0l, Al+1, Am)
]
︸ ︷︷ ︸
movement into site l
− Pm
2
[
ρ(3)(0l−1, Al, Am) + ρ(3)(Al, 0l+1, Am)
]
︸ ︷︷ ︸
movement out of site l
+
Pm
2
[
ρ(3)(Al, Am−1, 0m) + ρ(3)(Al, 0m, Am+1)
]
︸ ︷︷ ︸
movement into site m
− Pm
2
[
ρ(3)(Al, 0m−1, Am) + ρ(3)(Al, Am, 0m+1)
]
︸ ︷︷ ︸
movement out of site m
+
Pp
2
[
ρ(3)(Al−1, 0l, Am) + ρ(3)(0l, Al+1, Am)
]
︸ ︷︷ ︸
proliferation into site l
+
Pp
2
[
ρ(3)(Al, Am−1, 0m) + ρ(3)(Al, 0m, Am+1)
]
︸ ︷︷ ︸
proliferation into site m
.
(2.12)
In equations (2.11) and (2.12), we use conservation expressions for the 3-
point distribution functions, as in [3, 24, 32], to eliminate some of the 3-point
distribution function terms. Where this is not possible, we close using the
KSA, which is given by the following equation:
ρ(3)(σl, σm, σn) =
ρ(2)(σl, σm)ρ
(2)(σl, σn)ρ
(2)(σm, σn)
ρ(1)(σl)ρ(1)(σm)ρ(1)(σn)
. (2.13)
We relate the 2-point distribution functions to the correlation functions us-
ing equation (2.4) to obtain equations for the evolution of the correlation
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functions. The evolution of F (l, l + 1) is given by
F ′(l, l + 1) = −F (l, l + 1)
[
C ′l+1
Cl+1
+
C ′l
Cl
]
+
Pm
2
[
Cl−1
Cl
F (l − 1, l + 1) + Cl+2
Cl+1
F (l, l + 2)− 2F (l, l + 1)
]
+
Pp
2
[
1
Cl
+
1
Cl+1
− 2F (l, l + 1)
+
Cl−1
Cl(1− Cl) [1− ClF (l, l + 1)] [1− ClF (l, l − 1)]F (l − 1, l + 1)
+
Cl+2
Cl+1(1− Cl+1) [1− Cl+1F (l, l + 1)] [1− Cl+1F (l + 1, l + 2)]F (l, l + 2)
]
,
(2.14)
where prime denotes differentiation with respect to time. For any general
distance F (l,m), where |l −m| > 1, we obtain
F ′(l,m) = −F (l,m)
[
C ′l
Cl
+
C ′m
Cm
]
+
Pm
2
[
Cl−1
Cl
F (l − 1,m) + Cl+1
Cl
F (l + 1,m)
+
Cm−1
Cm
F (l,m− 1) + Cm+1
Cm
F (l,m+ 1)− 4F (l,m)
]
+
Pp
2
[
Cl−1
Cl(1− Cl) [1− ClF (l, l − 1)] [1− ClF (l,m)]F (m, l − 1)
+
Cl+1
Cl(1− Cl) [1− ClF (l, l + 1)] [1− ClF (l,m)]F (m, l + 1)
+
Cm+1
Cm(1− Cm) [1− CmF (l,m)] [1− CmF (m,m+ 1)]F (l,m+ 1)
+
Cm−1
Cm(1− Cm) [1− CmF (l,m)] [1− CmF (m,m− 1)]F (l,m− 1)
]
. (2.15)
We solve these equations numerically using an RK4 algorithm with a
constant time step, δt. For each set of parameters, we test smaller timesteps
than the one used to confirm the results are visually indistinguishable. We
calculate v and vf in the same way as for the MFA, and we again have
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reflecting boundary conditions and initial conditions of the form of equation
(2.1). As discussed in [32], initial conditions such as these lead to difficulties
as the correlation functions are unbounded when Cl = 1 or Cl = 0. This
issue can be resolved by using a hybrid approach whereby we use the PWA
in regions where  < C < (1 − ) and the MFA elsewhere. In this case, we
set  = 1×10−10. We also need to choose a truncation value for F (l,m) with
m = l + 1, l + 2, l + 3, ..., l + M . We truncate at M = 10, and test higher
values of M to confirm our truncation choice (results not shown).
2.4. One hole approximation
The OHA estimates the asymptotic front speed in situations where we
assume there is only one hole (unoccupied lattice site) behind the front.
In this section we show how to calculate vf using the OHA, relaxing the
assumption made in [4] that Pp+Pm = 1. We know that if Pm = 0, vf = Pp/2
and there will be no holes behind the moving front. For Pm small, there will
be a correction factor to vf . In this approximation, we assume there will
never be more than one hole behind the leading edge of the front. We define
the one-hole states, whereby the hole is in the nth position behind the leading
cell, in the following way:
• |0〉 = (...11111000...);
• |1〉 = (...11101000...);
• |2〉 = (...11011000...);
• |3〉 = (...10111000...), etc.
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Note that we always define states in a frame moving with respect to the
front. We only allow transitions between these states. The transitions and
their associated probabilities Wij ≡ W (|i〉 → |j〉) are:
• W00 = Pp/2,︸ ︷︷ ︸
proliferation forwards
• W01 = Pm/2,︸ ︷︷ ︸
migration forwards
• W10 = Pp︸︷︷︸
proliferation of cells either side of hole
+ Pm/2,︸ ︷︷ ︸
migration of end cell backwards
• W12 = Pp/2︸︷︷︸
proliferation of end cell forwards
+ Pm/2,︸ ︷︷ ︸
migration of second to end cell forwards
• Wn0 = Pp,︸︷︷︸
proliferation of cells either side of hole
• Wn,n−1 = Pm/2,︸ ︷︷ ︸
migration from ahead of hole
n > 1,
• Wn,n+1 = Pp/2︸︷︷︸
proliferation of end cell
+ Pm/2,︸ ︷︷ ︸
migration from behind hole
n > 1.
Next, we consider the probability of being in a given state, pn. As we are
only considering the asymptotic behaviour, we know that transi-
tions in and out of a state must be equal, leading to the following
equations:
p0W01 =
∞∑
n=1
pnWn0, (2.16)
p1(W10 +W12) = p0W01 + p2W21, (2.17)
pn(Wn0 +Wn,n−1 +Wn,n+1) = pn−1Wn−1,n + pn+1Wn+1,n, n > 1. (2.18)
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Using the transition probabilities, we can rewrite these as
Pm
2
p0 =
(
Pp +
Pm
2
)
p1 + Pp
∞∑
n=2
pn, (2.19)
(
3Pp
2
+ Pm
)
p1 =
Pm
2
p0 +
Pm
2
p2, (2.20)(
3Pp
2
+ Pm
)
pn =
Pp + Pm
2
pn−1 +
Pm
2
pn+1, n > 1. (2.21)
For n > 1, we follow the approach of [4] and assume the ansatz pn = a
n−1p1.
We insert this ansatz into equation (2.21) to obtain
Pm
2
a2 −
(
3Pp
2
+ Pm
)
a+
Pp + Pm
2
= 0. (2.22)
Solving this quadratic in a gives
a =
3Pp/2 + Pm ±
√
9P 2p /4 + 2PpPm
Pm
. (2.23)
We know that as n increases pn decreases, therefore we take only the negative
square root. Assuming that Pm is small relative to Pp, we can use a series
expansion to obtain
a =
1
3
+
4
27
(
Pm
Pp
)
− 16
243
(
Pm
Pp
)2
+
80
2187
(
Pm
Pp
)3
+O
(
Pm
Pp
)4
. (2.24)
Note that even if we enforce Pp+Pm = 1, this is different from the expression
in [4]. Having relaxed this assumption earlier, the expansion was performed
on a different expression, thus leading to a different overall approximation.
We substitute p2 = ap1 into equation (2.20) and use
∑∞
n=2 pn = 1−p0−p1
in equation (2.19) resulting in a pair of equations for p0 and p1. We solve
these simultaneous equations to obtain
p0 =
3PpPm + 4P
2
p − Pm
√
Pp(9Pp + 8Pm)
2(PpPm − P 2m + 2P 2p )
, (2.25)
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p1 =
6P 2p + 7PpPm − Pm
√
Pp(9Pp + 8Pm) + 2Pp
√
Pp(9Pp + 8Pm)
2(PpPm − P 2m + 2P 2p )
. (2.26)
Knowing p0, it is possible for us to approximate vf . We know that if holes are
opening up behind the front, vf will be smaller. When Pm = 0, vf = Pp/2.
For non-zero Pm, there will sometimes be movement forward at a rate Pm/2,
thus, if there are no holes, vf = (Pp + Pm)/2. There will also be movement
back into holes thus we reduce the front speed by taking into account those
agents moving back into holes:
vf =
Pp + Pm
2
− Pmp1(Pp, Pm)
2
. (2.27)
Performing a series expansion on p1, we thus obtain the following approxi-
mate expression for the front speed:
vf =
Pp + Pm
2
− 1
6
P 2m
Pp
+
5
54
P 3m
P 2p
− 340− 162Pp
3888
P 4m
P 3p
+O(P 5m). (2.28)
Therefore, we estimate vf to be 0.498 when Pp = 0.9 and Pm = 0.1, agreeing
with work in [4].
3. Results
3.1. Transient behaviour
In practice, we must wait a sufficient duration of time to observe the
asymptotic speed, which in theory is only fully established as t → ∞. In
Figure 3, we see this for the three cases in which we can examine the tran-
sient behaviour: the discrete, MFA and PWA. The OHA is only capable
of predicting the asymptotic front speed, which is not ideal as this may
not always be reached in reality, depending on the experimental conditions
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[18, 28, 40, 41]. We see, in Figure 3, that the time taken to reach the asymp-
totic travelling front speed varies depending on the model chosen, and the
parameter values. For sufficiently low Pp/Pm, the MFA and PWA are both
in suitable agreement with the averaged discrete results. For larger Pp/Pm,
the discrete model reaches the asymptotic speed noticeably faster than the
MFA. The PWA takes significantly longer and changes very slowly for a long
period before more rapidly adjusting to the asymptotic speed. The asymp-
totic speed, vf , is identical for the MFA and PWA in all cases, with this
value being higher than the averaged discrete result for large Pp/Pm. The
asymptotic speed is identical for the MFA and PWA due to the fact we have
used a hybrid PWA whereby we use the MFA in regions where C <  and
C > 1 − . Changing  will slightly shift the point at which the asymptotic
speed is reached; a larger value of  leads to the asymptotic speed being
reached more quickly (results not shown).
Additionally, we examine the effects of altering the steepness
of the initial conditions by varying x in Equation (2.1). Altering
the initial conditions, as long as compact support is maintained,
does not affect the asymptotic results. However, different initial
conditions have an impact on the transient behaviour. We see, in
Figure 4, that a steeper ramp (which corresponds to a higher value
of x in Equation (2.1)) leads to a lower initial speed. The MFA and
PWA also lie slightly closer to the averaged discrete behaviour at
early times when the initial conditions are steeper.
We compare the transient density profiles at various times in Figure 5.
From this we see that the PWA better predicts the averaged discrete be-
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Figure 3: The transient front speed, v, varies over time, eventually reaching its asymptotic
travelling speed, vf . We see this behaviour in the three different cases for which we can
examine the transient behaviour: the discrete, MFA and PWA. The behaviour depends
on the parameters chosen, and we compare three Pp/Pm ratios (for all cases Pm = 1 and
Pp is varying). For low Pp/Pm, we notice that all three methods are in relatively good
agreement. For larger Pp/Pm the MFA and PWA begin to deviate from the averaged
discrete results, generally tending to a higher asymptotic speed. In all cases, the MFA and
PWA eventually reach the same travelling speed, although the PWA takes significantly
longer. The time taken for the PWA to reach the same speed as the MFA decreases as
Pp/Pm increases, as we see by comparing (b) and (c).
haviour than does the MFA. Thus, whilst the asymptotic behaviour might
be the same, the PWA is more accurate at predicting the average transient
behaviour of the system when Pp is sufficiently low relative to Pm. We also
note, by comparing the top and bottom rows of Figure 5, that a
steeper initial slope leads to the MFA and PWA better approxi-
mating the averaged discrete behaviour in the transient region.
3.2. Asymptotic behaviour
As t→∞, all cases predict a travelling front with a constant speed. We
relax the assumption in [4], no longer requiring that Pp + Pm = 1.
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Figure 4: Adjusting the steepness of the initial conditions affects the transient
behaviour. We see that a steeper slope (given by a higher value of x) leads
to the initial speed being lower, and the PWA and MFA providing a slightly
closer agreement with the averaged discrete behaviour. In all cases, we see
that the PWA provides a significant improvement to the MFA at predicting
the averaged discrete behaviour in the transient region.
This allows us to look at a more relative measure, the ratio of
proliferation to migration rates, Pp/Pm. We keep Pm = 1 and allow Pp
to vary, examining the resulting behaviour in Figure 6(a). We see that the
OHA provides a good estimate of vf for high enough Pp/Pm, but diverges
when Pp/Pm is reduced beyond a certain level. We also look at the average
number of holes behind the front in the discrete case (Figure 6(b)) for the
same parameter range, noting that this corresponds well with the predictive
power of the OHA: as we move beyond one hole on average, the OHA breaks
down. The break-down of the OHA can also be attributed to the assumption
that Pm is small relative to Pp which ceases to hold as we increase Pm and
decrease Pp. The MFA prediction for vf ( which is identical to the PWA
predictions) agrees well with the averaged discrete case for low Pp but is
not a good predictor when Pp is large. For a region in the middle, neither
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Figure 5: Density plots for early times show that the PWA provides a closer approximation
of the averaged discrete behaviour than does the MFA. The parameters in this case are
Pm = 1, Pp = 0.1. The top row are for initial conditions whereby x = 50, and
the bottom row results are for x = 80. We see that a steeper ramp leads to
improved performance of the MFA and PWA at approximating the transient
averaged discrete behaviour.
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Figure 6: The asymptotic travelling wave speed varies with the parameters. In (a), we
see that the OHA performs well at approximating the averaged discrete behaviour when
Pp/Pm is sufficiently large, and we look at the average number of holes for the discrete case
in (b). The MFA and PWA, which are identical, perform well when Pp/Pm is sufficiently
small.
the MFA nor the OHA provides a suitable approximation to the averaged
discrete behaviour.
4. Discussion
Mathematical models are often used in conjunction with experimental
data to examine moving cell fronts, in the hope of determining information
such as the mechanisms driving the movement of the front. We have com-
pared different methods for modelling the transient and asymptotic moving
cell front behaviour in a range of parameter space. These results are summa-
rized in Table 1. Many models in the past have focussed on predicting the
asymptotic behaviour, whereby a front travelling at constant speed has been
established. Whilst this is appropriate in some cases, there are many exper-
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Small Pp/Pm Intermediate Pp/Pm Large Pp/Pm
Short Long Short Long Short Long
MFA 3 3 7 7 7 7
PWA 3 3 7 7 7 7
OHA 7 7 7 7 7 3
Discrete 3 3 3 3 3 3
Table 1: A description of which methods work under specific circumstances, where long
and short refer to the asymptotic and transient behaviour, respectively. The
best method for given conditions is highlighted in green.
imental situations in which the transient behaviour is key. Not only does
the final behaviour take some time in practice to achieve, but some experi-
ments are performed in such a manner that we may never observe the final
behaviour. For instance, in a scratch or punch-hole assay, the cells will be
encroaching from multiple directions, resulting in the fronts interacting and
the unoccupied region closing before asymptotic behaviour can be reached
[18, 28, 40]. A major drawback of the OHA is its inability to predict the
transient behaviour; it is only able to predict the asymptotic speed. The
MFA and PWA can both be used for transient data, with the PWA giving
improved results thus making it preferable for transient behaviour.
For asymptotic behaviour, the method best suited to a given situation
depends on the relative rates of movement and proliferation. In regions
where Pp/Pm is small (Pp/Pm < 0.01), we have a shallow front [37] with
many holes behind the leading cell, thus the OHA diverges substantially from
the averaged discrete results and cannot be successfully used. The MFA and
PWA are better suited to modelling cells in this region of parameter space.
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As these two methods give the same result asymptotically, it is most sensible
to use the MFA for asymptotic predictions as this is a far simpler model
to implement. In the experimental results in Figure 1, we notice a large
number of holes behind the front, thus we expect this cell line [36, 38] to
be best approximated by the MFA asymptotically, and by the PWA in the
transient region.
For cell lines where Pp/Pm is relatively large (Pp/Pm > 0.8), there will
be fewer holes behind the sharp front [37], thus the OHA is the method best
suited to asymptotic predictions in this region, as indicated by its excellent
agreement with the averaged discrete results. The MFA and PWA do not
perform as well in this region. We expect cell lines with low rates of migration
relative to proliferation to lie in this region of parameter space. For example,
in [33], a pair-wise model developed for uniform initial conditions [3], was
used to determine Pp and Pm for a breast cancer cell line, MDA MB 231.
With Pp = 0.069 and Pm = 0.04, we have a ratio, Pp/Pm = 1.7, which lies
within the range for which the OHA is best suited for asymptotic predictions.
Thus for MDA MB 231 and similar cell lines, we should use the OHA if we
only need information about the asymptotic behaviour.
For intermediate Pp/Pm (0.01 < Pp/Pm < 0.8), none of the methods pro-
vide a good approximation to the averaged discrete results in the long term,
and the PWA becomes less successful in the transient region. Thus develop-
ing a model that accurately approximates the averaged discrete behaviour in
this region requires further investigation. By extending the OHA to higher
numbers of holes, as in [4], we can improve upon this approximation, but at
an increasing level of complexity for every additional hole added. Similarly,
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the PWA can be extended to triplets and so forth to better predict the tran-
sient behaviour in a wider range of parameter space. Again, this becomes
increasingly complex as more information is incorporated.
In future, one could consider the inclusion of death in models of advancing
cell fronts. It is fairly straightforward to include death in the MFA and
PWA, and this has been done in previous work [32]. The OHA can also be
extended to include death. However, if death rates are too high, relative to
proliferation, we expect the OHA to break down due to there being a large
number of holes behind the front. Additionally, we have only considered a
1D problem but the method can be extended to higher dimensions in future
in order to be more biologically relevant. Some work has been done on
predicting the asymptotic front speed by following the leading cell in a similar
way to the OHA for ecological systems [9].
We have demonstrated the relative merits of the MFA, PWA and OHA
in comparison with averaged discrete results for transient and asymptotic
behaviour in a broad range of parameter space. Our results demonstrate
that it is essential to choose the most appropriate modelling strategy for
a given biological system, otherwise inaccurate estimations and predictions
may result, which could have serious consequences.
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