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Abstract
In this work, we study the path geometry in Lie groups using the stochas-
tic exponential and the stochastic logarithm.
We show the geometric constructions of tangent space, one metric and
one natural conection of Lie groups valued path.
Finelly we show one situation that this conection is Levi-Civita and ano-
ther one that is not.
vii
Resumo
Neste trabalho estudamos a geometria dos caminhos em grupos de Lie
usando a exponencial estoca´stica e o logar´ıtmo esoca´stico.
Apresentamos as construc¸o˜es geome´tricas do espac¸o tangente, uma me´trica
e uma conexa˜o natural as caminhos em grupos de Lie.
Finalmente apresentamos uma situc¸a˜o em que essa conexa˜o e´ Levi-Civita
e outra que na˜o e´.
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Introduc¸a˜o
Dado um grupo de LieG, podemos definir o grupo dos caminhos cont´ınuos
em G que comec¸am em e. Neste trabalho estudaremos a geometria es-
toca´stica desse grupo de caminhos, seguindo o trabalho de Shigekawa [14].
Para tal, no primeiro cap´ıtulo fazemos uma revisa˜o bem geral sobre ge-
ometria Riemanniana e ca´lculo estoca´stico.
No segundo cap´ıtulo comec¸amos estendendo os conceitos de ca´lculo es-
toca´stico do Rn para variedades, e consequentemente, para grupos de Lie. Es-
tudamos duas aplicac¸o˜es que sera˜o fundamentais para o estudo dos caminhos
em G: a exponencial estoca´stica, que e´ uma aplicac¸a˜o da a´lgebra de Lie G no
grupo G e o logaritmo estoca´stico que faz o caminho contra´rio. Mostramos
que uma e´ a inversa da outra e verificamos algumas propriedades operato´rias.
Utilizando-se dessas ferramentas, trazemos os teoremas de Doob-Meyer e de
Girsanov-Meyer para o contexto dos grupos de Lie.
No fim do cap´ıtulo damos um exemplo de uma equac¸a˜o diferencial es-
toca´stica muito importante em mecaˆnica: a equac¸a˜o de Lax, vemos uma
aplicac¸a˜o pra´tica dessa equac¸a˜o e encontramos sua soluc¸a˜o.
Finalmente no terceiro cap´ıtulo estudamos a geometria dos caminhos em
grupos de Lie comec¸ando por definir o espac¸o dos caminhos em um grupo de
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Lie e o espac¸o de caminhos em uma a´lgebra de Lie.
Em seguida comec¸amos com algumas noc¸o˜es de ca´lculo de Malliavin.
Definimos o espac¸o de Cameron-Martin, espac¸o esse que sera´ das direc¸o˜es
em que poderemos definir a derivada de Malliavin. Veremos o que e´ uma
derivada de Malliavin, conceito fundamental para o estudo da geometria es-
toca´stica dos caminhos em grupos de Lie. Utilizamos essa derivada para
definir o fibrado tangente e a definic¸a˜o do espac¸o de Cameron-Martin para
introduzir uma me´trica nesse espac¸o. Damos uma expressa˜o para a derivada
de Malliavin da exponencial estoca´stica e utilizando essa expressa˜o, defini-
mos uma conexa˜o no espac¸o de caminhos. Com essa conexa˜o definimos o
que vai ser o colchete de Lie e verificamos um caso em que essa conexa˜o e´ de
Levi-Civita e outro caso em que ela na˜o e´ de Levi-Civita.
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Cap´ıtulo 1
Preliminares
1.1 Noc¸o˜es ba´sicas sobre variedades e grupos
de Lie
Ao longo desta sec¸a˜o apresentaremos algumas definic¸o˜es e resultados so-
bre variedades diferencia´veis e grupos de Lie que sera˜o muito importantes ao
longo do trabalho. Esse assunto pode ser visto com maiores detalhes em [3].
Definic¸a˜o 1.1.1. Uma variedade diferencia´vel de dimensa˜o n e´ um espac¸o
topolo´gico M de Hausdorff, que satisfaz o segundo axioma de enumerabilidade
munido de uma famı´lia de aplicac¸o˜es biun´ıvocas xα : Uα ⊂ Rn → M de
abertos Uα de Rn em M tais que:
1.
⋃
α xα(Uα) = M ;
2. Para todo par α, β, com xα(Uα)
⋂
xβ(Uβ) = W 6= ∅, os conjuntos
x−1α (W ) e x
−1
β (W ) sa˜o abertos em Rn e a aplicac¸a˜o x
−1
β ◦ xα e´ dife-
rencia´vel;
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3. A famı´lia (Uα,xα) e´ maximal relativa a`s condic¸o˜es (1) e (2).
Uma famı´lia (Uα,xα) satisfazendo (1) e (2) e´ chamada uma estrutura
diferencia´vel em M .
Observac¸a˜o: A essa famı´lia de aplicac¸o˜es chamamos de parametrizac¸a˜o
de M . A parametrizac¸a˜o de M na˜o e´ necessariamente u´nica.
Queremos agora introduzir uma ide´ia de espac¸o tangente a uma variedade
diferencia´vel.
Sejam M e N duas variedades diferencia´veis, p ∈ M e ϕ : M → N .
Dizemos que ϕ e´ diferencia´vel em p se dada uma parametrizac¸a˜o y : V ⊂
Rm → N , de uma vizinhanc¸a de ϕ(p), existe uma parametrizac¸a˜o x : U ⊂
Rn →M em uma vizinhanc¸a de p, tal que:
y−1 ◦ ϕ ◦ x : U → V
e´ diferencia´vel em x−1(p).
Uma aplicac¸a˜o ϕ e´ diferencia´vel num aberto de M se e´ diferencia´vel em
todos os pontos desse aberto.
Uma curva diferencia´vel de M e´ uma aplicac¸a˜o diferencia´vel
α : (−, )→M.
Suponha que α(0) = p ∈M , e denotemos por Dp o conjunto de todas as
func¸o˜es f : M → R, diferencia´veis em p. O vetor tangente a curva α no 0 e´
a func¸a˜o α′(0) : Dp → R definida por:
α′(0)f =
d(f ◦ α)
dt
∣∣∣
t=0
.
Dizemos que um vetor v e´ tangente a M em p, se existe alguma curva
diferencia´vel α em M tal que α(0) = p e v e´ tangente a α no 0.
4
A seguir uma proposic¸a˜o que caracteriza o espac¸o tangente a uma va-
riedade num ponto.
Proposic¸a˜o 1.1.2. Seja TpM o conjunto de todos os vetores tangentes a M
em p. Com as operac¸o˜es
(u+ v)(f) = u(f) + v(f)
e
(k.u)(f) = k(u(f)),
onde u, v ∈ TpM e k ∈ R, TpM e´ um espac¸o vetorial que sera´ chamado de
espac¸o tangente a M em p.
Sejam M e N variedades diferencia´veis e ϕ : M → N uma aplicac¸a˜o
diferencia´vel em p ∈ M . Dado v ∈ TpM , existe uma curva diferencia´vel α,
tal que α(0) = p e α′(0) = v. Definimos
(ϕ)∗pv =
d
dt
∣∣∣
t=0
ϕ ◦ α (t)
Observac¸a˜o: Note que (ϕ)∗pv ∈ Tϕ(p)N .
Temos que (ϕ)∗p e´ uma aplicac¸a˜o linear e e´ chamada de diferencial de ϕ
no ponto p.
O fibrado tangente de M e´ definido por:
TM = {(p, v) : p ∈M e v ∈ TpM}.
O fibrado tangente e´ uma variedade diferencial de dimensa˜o 2n. Temos
tambe´m que existe uma aplicac¸a˜o diferencia´vel pi : TM → M definida por
pi(p, v) = p.
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Um campo vetorialX sobre uma variedade diferencia´velM e´ uma aplicac¸a˜o
que a cada ponto p de M associa um elemento X(p) de TpM . Podemos ver
isso como uma aplicac¸a˜o de M em TM . Dizemos que esse campo e´ dife-
rencia´vel, se e´ diferencia´vel como aplicac¸a˜o.
Note que se X e Y sa˜o campos vetoriais diferencia´veis, podemos consi-
derar o iterado XY , mas isso na˜o e´ em geral um campo vetorial. No entanto
se considerarmos [X, Y ]f = (XY − Y X)f , para f ∈ C∞(M), temos um
campo vetorial. Esse campo sera´ chamado de o colchete de X por Y .
Proposic¸a˜o 1.1.3. O colchete verifica as seguintes propriedades:
1. [X, Y ] = −[Y,X] (anticomutatividade);
2. [aX + bZ, Y ] = a[X, Y ] + b[Z, Y ] (linearidade);
3. [[X, Y ], Z] + [[Y, Z], X] + [[Z,X], Y ] = 0 (identidade de Jacobi).
Vamos introduzir agora uma maneira de se medir comprimentos em va-
riedades.
Definic¸a˜o 1.1.4. Uma me´trica Riemanniana em uma variedade diferencial
M e´ uma correspondeˆncia que associa a cada ponto p ∈ M um produto
interno 〈, 〉p em TpM tal que dados dois campos X e Y diferencia´veis e um
aberto V de M a func¸a˜o φ(p) = 〈X, Y 〉p e´ diferencia´vel em V .
Uma variedade diferencia´vel M munida de uma me´trica Riemanniana e´
chamada de variedade Riemanniana.
Notac¸a˜o: Denotaremos por χ(M) o conjunto dos campos de vetores C∞
em M .
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Definic¸a˜o 1.1.5. Uma conexa˜o afim ∇ em uma variedade diferencia´vel M
e´ uma aplicac¸a˜o
∇ : χ(M)× χ(M)→ χ(M),
denotada por ∇XY que verifica para quaisquer X, Y e Z ∈ χ(M), f e g ∈
C∞(M):
(a) ∇fX+gYZ = f∇XZ + g∇YZ;
(b) ∇X(Y + Z) = ∇XY +∇XZ;
(c) ∇X(fY ) = f∇XY +X(f)Y .
A partir da definic¸a˜o de conexa˜o Riemanniana, que a primeira vista pode
parecer na˜o muito natural, enunciaremos uma proposic¸a˜o que nos permitira´
introduzir uma noc¸a˜o de paralelismo nas variedades.
Proposic¸a˜o 1.1.6. Seja M uma variedade diferencia´vel com uma conexa˜o
afim ∇. Enta˜o existe uma u´nica correspondeˆncia que associa a um campo
vetorial V ao longo de uma curva diferencia´vel c : (−, ) → M um outro
campo vetorial DV
dt
ao longo de c, denominado derivada covariante de V ao
longo de c, tal que:
1. D
dt
(V +W ) = DV
dt
+ DW
dt
;
2. D
dt
(fV ) = df
dt
V + f DV
dt
;
3. Se V = Y (c(t)) para algum Y ∈ χ(M), enta˜o DV
dt
= ∇ dc
dt
Y .
Com isso temos um novo elemento no estudo das variedades, a derivada
covariante. Com esse novo elemento introduziremos uma noc¸a˜o de parale-
lismo em variedades.
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Definic¸a˜o 1.1.7. Seja M uma variedade diferencia´vel com uma conexa˜o afim
∇. Um campo vetorial V ao longo de uma curva c e´ chamado de paralelo
quando DV
dt
= 0 ao longo de c.
Agora relacionaremos os dois conceitos vistos acima: a me´trica e a conexa˜o.
Seja M uma variedade diferencia´vel com uma conexa˜o afim ∇ e uma
me´trica Riemanniana 〈, 〉. Diremos que a conexa˜o e´ compat´ıvel com a me´trica
se para toda curva diferencia´vel c e quaisquer pares de campos de vetores V
e W ao longo de c, tivermos:
d
dt
〈V,W 〉 =
〈
DV
dt
,W
〉
+
〈
V,
DW
dt
〉
.
Apresentaremos agora uma proposic¸a˜o que nos ajudara´ a verificar se uma
conexa˜o e uma me´trica sa˜o compat´ıveis. Uma demonstrac¸a˜o dessa proposic¸a˜o
pode ser encontrada em [3].
Proposic¸a˜o 1.1.8. Uma conexa˜o ∇ em uma variedade Riemanniana M e´
compat´ıvel com a me´trica se e somente se:
X 〈Y, Z〉 = 〈∇XY, Z〉+ 〈Y,∇XZ〉 , ∀X, Y, Z ∈ χ(M).
Definic¸a˜o 1.1.9. Uma conexa˜o ∇ em uma variedade diferencia´vel M e´ dita
sime´trica ou sem torc¸a˜o se:
∇XY −∇YX = [X, Y ].
Agora enunciaremos um dos teoremas mais importantes no que diz res-
peito a conexo˜es.
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Teorema 1.1.10. (Levi-Civita) Dada uma variedade Riemanniana M , ex-
iste uma u´nica conexa˜o afim ∇ em M satisfazendo:
(a) ∇ e´ sime´trica.
(b) ∇ e´ compat´ıvel com a me´trica Riemanniana.
A esta conexa˜o daremos o nome de conexa˜o de Levi-Civita.
Ate´ agora vimos algumas propriedades das variedades diferencia´veis, pore´m,
observamos tambe´m que na˜o existe nenhuma operac¸a˜o interna nesta estru-
tura. Introduziremos enta˜o essa tal operac¸a˜o com algumas propriedades a
mais e daremos a essa variedade munida de uma operac¸a˜o interna o nome de
grupo de Lie.
Definic¸a˜o 1.1.11. Um grupo de Lie e´ um grupo G com uma estrutura difer-
encia´vel tal que a aplicac¸a˜o n : G × G → G dada por n(x, y) = xy−1 e´
diferencia´vel.
Da estrutura diferencia´vel temos que um grupo de Lie e´ uma variedade
diferencia´vel e da diferenciabilidade de n que as translac¸o˜es a` direita Rx e
translac¸o˜es a` esquerda Lx, dadas por Rx(y) = yx e Lx(y) = xy sa˜o difeomor-
fismos.
Dado um grupo de Lie G, chamaremos de campo invariante a` esquerda
os campos X tais que
Xp = (Lp)∗Xe,
onde (Lp)∗ e´ a diferencial de Lp e Xp e´ o campo X avaliado no ponto p.
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Neste trabalho estamos interessados em estudar apenas os campos di-
ferencia´veis invariantes a` esquerda. Para isso, observemos que um campo
invariante a` esquerda esta´ completamente determinado pela sua avaliac¸a˜o
em um u´nico ponto do grupo, tomemos enta˜o, o elemento neutro e como esse
ponto. Com isso temos uma identificac¸a˜o que associa a cada campo invariante
a` esquerda um elemento de TeG. Se munirmos TeG com a operac¸a˜o colchete,
esse espac¸o e´ chamado de a´lgebra de Lie de G e sera´ denotado por G.
Uma me´trica Riemanniana em G e´ dita invariante a` esquerda se para
todo x e y ∈ G tem-se:
〈u, v〉y = 〈(Lx)∗yu, (Lx)∗yv〉(Lx)y .
Analogamente, dizemos que uma me´trica Riemanniana e´ invariante a`
direita se para todo x e y ∈ G
〈u, v〉y = 〈(Rx)∗yu, (Rx)∗yv〉(Rx)y .
Se uma me´trica e´ invariante a` esquerda e a` direita, diremos que ela e´
bi-invariante.
Considere agora o seguinte caso:
Seja g ∈ G. A conjugac¸a˜o por g e´ a aplicac¸a˜o Cg : G → G definida
por Cg(x) = (Lg)(Rg−1)x = gxg
−1. A conjugac¸a˜o e´ diferencia´vel e temos a
seguinte expressa˜o pra sua diferencial no elemento neutro e.
Ad(g) := (Cg)∗e = (Lg)∗g−1(Rg−1)∗e
Definic¸a˜o 1.1.12. Seja u ∈ G, a representac¸a˜o adjunta de u e´ a seguinte
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aplicac¸a˜o:
ad(u) : G → G
v → [u, v]
Agora apresentaremos um resultado que relaciona a aplicac¸a˜o adjunta
num grupo G com a representac¸a˜o adjunta em sua a´lgebra de Lie G. Esse
resultado pode ser encontrado com maiores detalhes em [13].
Proposic¸a˜o 1.1.13. (Ad)∗(u) = ad(u).
Pra encerrar essa sec¸a˜o, um resultado muito importante para variedades:
o Teorema do Mergulho de Whitney. Iremos apenas enunciar esse resul-
tado. Uma demonstrac¸a˜o desse teorema pode ser encontrado em [9]. Antes,
precisamos definir uma classe especial de aplicac¸o˜es diferencia´veis entre va-
riedades.
Sejam M e N variedades diferenciais. Uma aplicac¸a˜o diferencia´vel φ de
M em N e´ um mergulho se:
• (φ)∗p : TpM → Tφ(p)N e´ injetiva para todo p ∈M ;
• φ e´ um homeomorfismo sobre φ(M) ⊂ N . Ou seja, φ : M → φ(M) e´
cont´ınua, invert´ıvel e sua inversa e´ cont´ınua.
Teorema 1.1.14. (Whitney) Dada uma variedade diferencia´vel M de di-
mensa˜o n, existe um mergulho φ : M → R2n+1, tal que a imagem φ(M) e´
fechada em R2n+1.
Com isso temos que toda variedade diferencia´vel n-dimensional pode ser
vista como uma superf´ıcie fechada em R2n+1. Vejamos agora uma estrutura
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muito interessante que pode ser construida em superf´ıcies: as vizinhanc¸as
tubulares.
Pela construc¸a˜o da variedade, consideraremos todas superf´ıcies regulares
de classe C∞.
Lembrando que agora estamos no Rm. Seja S uma superf´ıcie e p um
ponto dessa superf´ıcie, dizemos que o segmento de reta que liga os pontos p
e a que denotaremos por [p, a], e´ normal a S no ponto p, se 〈a− p, v〉 = 0,
para qualquer v, vetor tangente a S no ponto p. A bola normal B⊥(p; ) e´ a
unia˜o dos segmentos normais a S no ponto p de comprimento < .
Dizemos que um nu´mero  > 0 e´ um raio normal admiss´ıvel para um
conjunto X ⊂ S quando, dados dois segmentos normais [p, a] e [q, b] de
comprimento <  com p 6= q ∈ X, temos que [p, a] ∩ [q, b] = ∅.
Agora enunciaremos um teorema que dada S uma superf´ıcie do R2n+1
garante a existeˆncia de uma func¸a˜o  : S −→ R>0 que funcionara´ como o
raio normal admiss´ıvel. A demonstrac¸a˜o desse teorema pode ser encontrada
em [9].
Teorema 1.1.15. Seja S ⊂ R2n+1 uma superf´ıcie, enta˜o:
1. Existe  : S −→ R>0 diferencia´vel , raio normal admiss´ıvel para S.
2. A unia˜o V(S) =
⋃
p∈S B
⊥(p; (p)) e´ um aberto do Rm chamado de vizi-
nhanc¸a tubular de S de raio (p).
Temos que V(S) =
⋃
p∈S B
⊥(p; (p)). Com isso, dado q ∈ V(S), temos
que q ∈ B⊥(p; (p)). Da´ı, suponha que |p − q| = r < (p) utilizemos a
seguinte notac¸a˜o: q = qrp. Observe que essa notac¸a˜o esta´ bem definida, pois
cada elemento de V(S) esta´ em apenas um dos conjuntos do tipo B
⊥(p; (p)).
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Com isso podemos acrescentar o seguinte item ao teorema acima:
3. A aplicac¸a˜o pi : V(S) −→ S que associa q = qrp a p e´ C∞.
1.1.1 Equac¸o˜es Diferenciais em Variedades
Aqui estenderemos a ide´ia de equac¸o˜es diferenciais para variedades.
Seja M uma variedade e X um campo vetorial sobre M , diremos que uma
curva diferencia´vel c : (−, )→M e´ soluc¸a˜o da seguinte equac¸a˜o diferencial:
 α′ (t) = X (α (t))α (0) = p (1.1)
Se:
1. c (0) = p;
2. c′ (t) = X (c (t)).
Isto e´. se f ∈ C∞ (M), enta˜o Xc(t1) (f) = ddt (f ◦ c (t))
∣∣∣
t=t1
.
Para garantir a existeˆncia e unicidade de soluc¸a˜o para equac¸o˜es diferen-
ciais em variedades utilizaremos o Teorema do Mergulho de Whitney.
Seja φ : M → R2n+1 o mergulho garantido pelo teorema 1.1.14. Com
isso temos que φ(M) e´ uma subconjunto fechado do R2n+1. Denote por
Φ(M) = S.
Considere a seguinte equac¸a˜o diferencial: γ′(t) = (φ)∗φ−1(γ(t))X(φ−1(γ(t)))γ(0) = φ(p) (1.2)
Isso e´ o campo X que foi transportado de M para S. Denotemos esse
campo por Y . Observe que esse campo na˜o esta´ definido num aberto de
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R2n+1. Resolveremos esse problema usando as vizinhanc¸as tubulares. Pelo
teorema 1.1.15 temos que e´ poss´ıvel constuir uma vizinhanc¸a tubular V(S)
de raio  : S −→ R>0.
Definamos em V(S) o seguinte campo:
Z(q) = Z(qrp) =
2 − r2
2
Y (p), para q ∈ V(S)
Agora temos um campo definido num aberto do R2n+1. Enta˜o considere-
mos a seguinte equac¸a˜o diferencial: γ′(t) = Z(γ(t))γ(0) = φ(p)
E´ possivel utilizar a teoria de EDO’s para determinar as condic¸o˜es de
existeˆncia e unicidade de soluc¸a˜o para essa equac¸a˜o, pore´m essa soluc¸a˜o esta´
no conjunto V(S). Temos que a condic¸a˜o inicial da EDO esta´ em S, a soluc¸a˜o
e´ tangente ao campo e S e´ tangente ao campo. Da´ı que a soluc¸ao esta´ em
S. Assim podemos trazer a soluc¸a˜o de volta para M atrave´s de φ−1 obtendo
assim uma soluc¸a˜o para (1.1).
1.2 Introduc¸a˜o ao Ca´lculo Estoca´stico
1.2.1 Noc¸o˜es de Teoria de Probabilidades
Nesta sec¸a˜o apresentaremos alguns conceitos fundamentais de ca´lculo es-
toca´stico e alguns resultados sobre integrac¸a˜o estoca´stica, como a fo´rmula de
Itoˆ e o teorema de Girsanov-Meyer.
Definic¸a˜o 1.2.1. Seja Ω um conjunto. Uma famı´lia U de subconjuntos de
Ω e´ dita uma σ-a´lgebra se satisfaz:
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1. ∅, Ω ∈ U ;
2. Se A ∈ U , enta˜o Ac ∈ U (fechado por complementac¸a˜o);
3. Se A1, A2, · · · ∈ U , enta˜o
∞⋃
i=1
Ai (fechado por unia˜o enumera´vel ).
Definic¸a˜o 1.2.2. Dada uma colec¸a˜o V de subconjuntos de Ω, diremos que a
σ-a´lgebra gerada por V e´ a menor σ-a´lgebra contendo todos os elementos de
V . Menor no sentido de que se existe alguma outra σ-a´lgebra contendo V ,
enta˜o essa σ-a´lgebra tambe´m conte´m a σ-a´lgebra gerada por V .
Definic¸a˜o 1.2.3. Sejam U uma σ-a´lgebra de Ω e P : U → [0, 1], diremos que
P e´ uma medida de probabilidade se:
1. P(∅) = 0 e P(Ω) = 1;
2. Se A1, A2, · · · ∈ U sa˜o dois a dois disjuntos, enta˜o P(
∞⋃
i=1
Ai) =
∞∑
i=1
P(Ai).
Observac¸a˜o: Diremos que uma determinada propriedade de Ω acontece
P−quase certamente se a probabilidade P do conjunto em que ela na˜o vale e´
0.
Definic¸a˜o 1.2.4. Chamaremos de espac¸o de probabilidade a tripla (Ω,U ,P),
onde Ω e´ um conjunto, U e´ uma σ-a´lgebra de Ω e P e´ uma medida de pro-
babilidade.
Chamaremos de σ-a´lgebra de Borel do Rn e denotaremos por Borel(Rn)
a σ-a´lgebra gerada por todos os abertos do Rn.
Definic¸a˜o 1.2.5. Sejam (Ω,U ,P) um espac¸o de probabilidade e X : Ω→ Rn,
diremos que X e´ uma varia´vel aleato´ria n-dimensional se X−1(B) ∈ U para
todo B ∈ Borel(Rn).
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Notac¸a˜o: Denotaremos por {X ∈ B} := {ω ∈ Ω, tal que X(ω) ∈ B}.
Seja X : Ω→ Rn e V uma σ-a´lgebra de Ω, diremos que X e´ V-mensura´vel
se {X ∈ B} ∈ V , para todo B ∈ Borel(Rn).
Dada uma func¸a˜o X : Ω → Rn, denotaremos por U(X) como a menor
σ-a´lgebra de Ω que torna essa func¸a˜o mensura´vel. U(X) e´ a σ-a´lgebra gerada
por X.
Seja A um subconjunto de Ω. 1A(x) :=
 1, se x ∈ A0, se x /∈ A
Chamaremos 1A de func¸a˜o indicadora de A.
Diremos que uma varia´vel aleato´ria X e´ simples se X =
n∑
i=1
ai1Ai , para
ai ∈ R e Ai ∈ U .
Definic¸a˜o 1.2.6. Uma colec¸a˜o de varia´veis aleato´rias X = {Xt : 0 ≤ t ≤ T}
com Xt : Ω→ Rn para todo 0 ≤ t ≤ T , e´ dita um processo estoca´stico.
Ao fixarmos ω ∈ Ω, temos uma func¸a˜o X (ω) : [0, T ] → Rn tal que
X(ω)(t) = Xt(ω). A essa func¸a˜o chamaremos de trajeto´ria de ω.
Sejam X = {Xt : 0 ≤ t ≤ T} e Y = {Yt : 0 ≤ t ≤ T} processos. Dizemos
que Y e´ uma modificac¸a˜o de X se P (Xt = Yt) = 1 para todo 0 ≤ t ≤ T
Definic¸a˜o 1.2.7. Sejam (Ω,U ,P) um espac¸o de probabilidade, X =
n∑
i=1
ai1Ai
uma varia´vel aleato´ria simples e A ∈ U . Enta˜o∫
A
XdP :=
n∑
i=1
aiP(Ai ∩ A).
Se X e´ uma varia´vel aleato´ria na˜o negativa, enta˜o definimos:
∫
A
XdP := sup
{∫
A
Y dP : Y ≤ X, Y simples
}
.
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E finalmente, se X e´ uma varia´vel aleato´ria, definimos:∫
A
XdP :=
∫
A
X+dP−
∫
A
X−dP,
onde X+(ω) = max{0, X(ω)} e X−(ω) = max{0,−X(ω)}.
Ainda mais, se X = (X1, · · · , Xn) e´ uma varia´vel aleato´ria n-dimensional,
∫
A
XdP :=
(∫
A
X1dP, · · · ,
∫
A
XndP
)
.∫
A
XdP sera´ chamada de a integral de X com relac¸a˜o a` medida P sobre
A.
Definic¸a˜o 1.2.8. Seja X uma varia´vel aleato´ria. A esperanc¸a de X e´ definida
por:
E(X) :=
∫
Ω
XdP.
A seguir enunciaremos um teorema de extrema importaˆncia na teoria de
processos. Uma demonstrac¸a˜o deste resultado pode ser encontrada em [7].
Teorema 1.2.9. (Kolmogorov, Cˇentsov) Sejam (Ω,U ,P) um espac¸o de
probabilidade e X = {Xt : 0 ≤ t ≤ T} um processo estoca´stico que satisfaz:
E (|Xt −Xs|α) ≤ C|t− s|1+β, 0 ≤ s, t ≤ T
Para α, β e C constantes positivas. Enta˜o existe uma modificac¸a˜o cont´ınua
X˜ = {X˜t : 0 ≤ t ≤ T} de X.
O que esse teorema diz e´ que sob certas condic¸o˜es os processos possuem
uma modificac¸a˜o cont´ınua. Ao longo deste trabalho consideraremos sempre
as modificac¸o˜es cont´ınuas.
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Introduziremos agora os conceitos de independeˆncia.
Seja (Ω,U ,P) um espac¸o de probabilidade, A e B ∈ U , diremos que A e
B sa˜o independentes se P(A
⋂
B) = P(A)P(B). Analogamente, diremos que
A1, · · · , An ∈ U sa˜o independentes se para qualquer escolha Ak1 , · · · , Akp
tem-se:
P(
p⋂
i=1
Aki) =
p∏
i=1
P(Aki).
No caso de σ-a´lgebras dizemos que a famı´lia {Ui} com i ∈ I e Ui ⊂ U e´ in-
dependente se para qualquer escolha finita i1, · · · , in, tem-se que {Bii , · · · , Bin}
sa˜o independentes, para qualquer Bij ∈ Uij .
Seja {Xi}∞i=1 uma famı´lia de varia´veis aleato´rias definidas no mesmo
espac¸o de probabilidade. Diremos que {Xi}∞i=1 sa˜o independentes, se {U(Xi)}∞i=1
o forem.
1.2.2 Esperanc¸a condicional
Definic¸a˜o 1.2.10. Sejam (Ω,U ,P) um espac¸o de probabilidade, V uma sub-
σ-a´lgebra de U e X : Ω→ Rn uma varia´vel aleato´ria integra´vel. Definiremos
E (X|V), como sendo a varia´vel aleato´ria que satisfaz:
1. E (X|V) e´ V-mensura´vel;
2.
∫
A
E (X|V) =
∫
A
X, para todo A ∈ V.
Demonstra-se pelo teorema de Radon-Nykodim que dada uma varia´vel
aleato´ria integra´vel X e V uma sub-σ-a´lgebra de U , a esperanc¸a condicional
E (X|V) existe e e´ u´nica, a menos de conjuntos de probabilidade zero.
Propriedades da esperanc¸a condicional:
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A seguir mostraremos algumas propriedades da esperanc¸a condicional.
Uma demonstrac¸a˜o dessas propriedades pode ser encontrada em [4].
Sejam (Ω,U ,P) um espac¸o de probabilidade, W e V sub-σ-a´lgebras de U
com W ⊂ V , X e Y varia´veis aleato´rias, enta˜o:
(a) E(E(X|V)) = E(X);
(b) Se X e´ V-mensura´vel, enta˜o E(X|V) = X;
(c) E(aX + bY |V) = aE(X|V) + bE(Y |V);
(d) E(E(X|V)|W) = E(X|W);
(e) Se Z e´ uma varia´vel aleato´ria limitada V-mensura´vel, enta˜o
E(XZ|V) = ZE(X|V);
(f) Se X e´ independente de V , enta˜o E(X|V) = E(X).
1.2.3 Martingales
Nesta sec¸a˜o trabalharemos com um tipo particular de processos estoca´sticos:
os martingales.
Definic¸a˜o 1.2.11. Seja X = {Xt : 0 ≤ t ≤ T} um processo estoca´stico tal
que E (|Xt|) <∞, para todo 0 ≤ t ≤ T . Diremos que X e´ um martingale se:
E (Xt|U(Xs)) = Xs,
para s ≤ t.
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Sejam (Ω,F ,P) um espac¸o de probabilidade e uma famı´lia {Ft}0≤t≤T de
sub-σ-a´lgebras de F . Diremos que {Ft}0≤t≤T e´ uma filtrac¸a˜o se for uma
famı´lia na˜o-decrescente, isto e´, Fs ⊆ Ft, se s ≤ t. Neste caso teremos que
(Ω,F ,P, {Ft}0≤t≤T ) e´ um espac¸o de probabilidade filtrado.
Diremos que um processo A = {At : 0 ≤ t ≤ T} e´ adaptado em relac¸a˜o a`
uma filtrac¸a˜o {Ft}0≤t≤T , se At e´ Ft-mensura´vel para todo 0 ≤ t ≤ T .
Ainda no espac¸o de probabilidade filtrado, uma func¸a˜o τ : Ω→ R∪ {∞}
e´ dita um tempo de parada se {τ ≤ t} ∈ Ft, para todo t ≤ T .
Seja X = {Xt : 0 ≤ t ≤ T} um processo adaptado, diremos que X e´
um martingale local se existe uma sequeˆncia na˜o-decrescente de tempos de
parada {τn}, tal que limn→∞ τn = ∞ e os processos Xτn = {Xτnt = Xτn∧t :
0 ≤ t ≤ T} sa˜o martingales.
Notac¸a˜o: Uma partic¸a˜o do intervalo [0, T ] e´ um conjunto do tipo:
pi = {0 = t1 < t2 < · · · < tn = T}.
Chamaremos de mesh de pi, e denotaremos por |pi| como sendo:
|pi| := max
1≤i≤n
{ti − ti−1}.
Seja Πt = {pin (t)} uma sequeˆncia de partic¸o˜es de [0, t] tal que pin (t) ⊂
pim (t), se n < m, limn→∞mesh (pin (t)) = 0 e f : [0, t] → Rn cont´ınua.
Definimos enta˜o
〈f〉Πt := limn→∞
∑
ti∈pin(t)
|f (ti)− f (ti−1) |.
Se esse limite acima existir e independer da escolha de Πt, o denotaremos
por 〈f〉t e o chamaremos de variac¸a˜o de f . Se 〈f〉t for finita, diremos que f
possui variac¸a˜o finita.
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Definic¸a˜o 1.2.12. Seja (Ω,F ,P, {Ft}0≤t≤T ) um espac¸o de probabilidade fil-
trado e X = {Xt : 0 ≤ t ≤ T} um processo adaptado, diremos que ele e´ um
semimartingale se existem M = {Mt : 0 ≤ t ≤ T} e A = {At : 0 ≤ t ≤ T}
tais que X = M + A onde M e´ uma martingale local e A e´ um processo
adaptado com trajeto´rias de variac¸a˜o finita e A0 = 0.
1.2.4 Movimento Browniano
Definic¸a˜o 1.2.13. (Movimento Browniano no R) Seja B = {Bt : 0 ≤ t ≤ T}
um processo estoca´stico. Diremos que ele e´ um movimento Browniano ou um
processo de Wiener se:
1. B0 = 0 quase certamente;
2. Para s ≤ t, Bt−Bs tem distribuic¸a˜o normal, com me´dia 0 e variaˆncia
t− s;
3. Sejam 0 < t1 < t2 < · · · < tn. As varia´veis aleato´rias B1, B2− B1, · · · ,
Bn −Bn−1 sa˜o independentes. (incremento independente).
Definic¸a˜o 1.2.14. (Movimento Browniano no Rn) Seja B = (B1, · · · , Bn)
um processo estoca´stico n-dimensional. Diremos que ele e´ um movimento
Browniano ou processo de Wiener n-dimensional se {Bi}ni=1 sa˜o movimentos
Brownianos independentes.
1.2.5 Integrac¸a˜o estoca´stica
Nessa sec¸a˜o queremos dar um significado para a seguinte expressa˜o:∫ T
0
XsdSs,
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onde X = {Xt : 0 ≤ t ≤ T} e´ um processo estoca´stico e S = {St : 0 ≤ t ≤ T}
um semimartingale. Para isso, usaremos uma ide´ia parecida com a da integral
de Riemann, pore´m, devido a algumas propriedades dos semimartingales ter-
emos alguns resultados diferentes dos obtidos na teoria de integrac¸a˜o cla´ssica.
Agora faremos uma construc¸a˜o ana´loga a` de func¸o˜es simples.
Considere ao longo desta sec¸a˜o (Ω,P,F , {F}0≤t≤T ) um espac¸o de proba-
bilidade filtrado.
Definic¸a˜o 1.2.15. Diremos que um processo X = {Xt : 0 ≤ t ≤ T} e´ um
processo escada, se existe uma partic¸a˜o pi = {0 = t1 < t2 < · · · < tn = T} e
varia´veis aleato´rias {X ti}i=1,··· ,n onde cada X ti e´ Fti-mensura´vel , tal que:
Xt =
n∑
i=0
1[ti,ti+1)X
ti.
Definic¸a˜o 1.2.16. Seja X =
n∑
i=0
1[ti,ti+1)X
ti um processo escada e S um
semimartingale, enta˜o
∫ T
0
XsdSs :=
n∑
i=1
X ti
(
Sti+1 − Sti
)
.
Observac¸a˜o: A integral acima pode ser definida para qualquer t ∈ [0, T ].
Para isso, basta considerar as partic¸o˜es do intervalo [0, t].
Denotemos por Lin[0, T ], i = 1, 2, como o espac¸o dos processos estoca´sticos
X com valores em Rn tais que:
• Para todo 0 ≤ t ≤ T a aplicac¸a˜o X : [0, t] × Ω → Rn definido por
(s, ω)→ Xs(ω) e´ Borel[0, t]×Ft-mensura´vel;
• E
(∫ T
0
|X|idt
)
<∞, i = 1, 2.
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Temos que processos em L2[0, T ] podem ser aproximados por processos
escada, da´ı, podemos estender a integral estoca´stica segundo um semimartin-
gale a uma classe maior de processos.
Definic¸a˜o 1.2.17. (Integral Estoca´stica de Itoˆ) Seja X ∈ L2[0, T ], X =
limn→∞Xn, Xn processo escada para todo n e S um semimartingale. Enta˜o
∫ T
0
XsdSs := lim
n→∞
∫ T
0
Xns dSs.∫ T
0
XsdSs sera´ chamada de a integral de Itoˆ de X no intervalo [0, T ].
Observac¸a˜o: Essa definic¸a˜o na˜o depende da escolha da sequeˆncia {Xm}.
Corola´rio 1.2.18 (Propriedades da Integral de Itoˆ). Sejam a e b ∈ R, X e
Y ∈ L2 [0, T ], S e S ′ semimartingales e B um movimento Browniano, enta˜o
temos:
(a)
∫ T
0
aXs + bYsdSs = a
∫ T
0
XsdSs + b
∫ T
0
YsdSs (linearidade);
(b) E
(∫ T
0
XsdBs
)
= 0;
(c) E
((∫ T
0
XsdBs
)2)
= E
(∫ T
0
X2sdBs
)
(Isometria de Itoˆ);
(d)
∫ T
0
XsdSs e´ um semimartingale. Se S for um martingale, enta˜o
∫ T
0
XsdSs
tambe´m e´ um martingale.
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Variac¸a˜o quadra´tica e fo´rmula de Itoˆ
Nesta sec¸a˜o apresentaremos a variac¸a˜o quadra´tica, que e´ um processo que
servira´ para definir uma nova integral estoca´stica e uma ferramenta muito
u´til para o estudo de problemas de integrac¸a˜o estoca´stica de Itoˆ: a fo´rmula
de Itoˆ.
Sejam X e Y dois semimartingales. Definimos a covariac¸a˜o quadra´tica
de X e Y por:
〈X, Y 〉t := XtYt −X0Y0 −
∫ t
0
XsdYs −
∫ t
0
YsdXs
Observe que podemos calcular tambe´m 〈X,X〉t, mas vamos denota´-lo por
〈X〉2t e o chamaremos de variac¸a˜o quadra´tica de X.
Observac¸a˜o 1: Podemos calcular 〈X, Y 〉t de outra maneira tambe´m.
Temos que se 〈X, Y 〉t existir, enta˜o ela tambe´m pode ser obtida atrave´s do
seguinte limite:
Seja Πt = {pin (t)}, uma sequeˆncia de partic¸o˜es de [0, t] como definido
acima
〈X, Y 〉t = limn→∞
∑
ti∈pin(t)
(Xti −Xti−1)(Yti − Yti−1).
Da mesma forma,
〈X〉2t = limn→∞
∑
ti∈pin(t)
(Xti −Xti−1)2.
Observac¸a˜o 2: Observe que 〈X, Y 〉 = {〈X, Y 〉t , 0 ≤ t ≤ T} e´ um
processo estoca´stico de variac¸a˜o limitada.
Agora, alguns resultados relacionando integral estoca´stica e variac¸a˜o quadra´tica.
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Corola´rio 1.2.19. Sejam X, Y,M e M ′ semimartingales .
(a)
〈∫ t
0
XsdMs
∫ t
0
YsdMs
〉2
=
∫ t
0
XsYsd 〈M〉2s
(b)
〈∫ t
0
XsdMs,
∫ t
0
YsdM
′
s
〉
=
∫ t
0
XsYsd 〈M,M ′〉s
Apresentaremos agora a fo´rmula de Itoˆ n-dimensional. Esta fo´rmula e´
de grande importaˆncia no estudo do ca´lculo estoca´stico, pois a partir dela
e´ poss´ıvel se obter uma nova formulac¸a˜o para uma grande quantidade de
processos. Uma demonstrac¸a˜o dessa fo´rmula pode ser obtida em [6].
Teorema 1.2.20 (Fo´rmula de Itoˆ n-dimensional). Sejam X = (X1, · · · , Xn)
um semimartingale cont´ınuo n-dimensional, tal que 〈X i, Xj〉t < ∞, para
t ∈ [0, T ], 1 ≤ i, j ≤ n e f ∈ C2 (Rn). Enta˜o vale a seguinte fo´rmula:
f (Xt) = f (X0) +
n∑
i=1
∫ t
0
∂f
∂xi
(Xs) dX
i
s +
1
2
n∑
i,j=1
∫ t
0
∂2f
∂xi∂xj
(Xs) d
〈
X i, Xj
〉
s
.
A seguir enunciaremos o teorema de Girsanov-Meyer no Rn para mais
adiante levarmos esse resultado para grupos de Lie. Uma demonstrac¸a˜o
desse teorema pode ser vista em [12].
Teorema 1.2.21. (Girsanov-Meyer) Sejam P e Q medidas de probabi-
lidade definidas num mesmo espac¸o filtrado (Ω,F , {Ft}0≤t≤T ) mutuamente
absolutamente cont´ınuas (equivalentes) e X um semimartingale com relac¸a˜o
a` P tal que X = M + Z, onde M e´ um martingale local com relac¸a˜o a` P e
Z e´ um processo de variac¸a˜o finita. Enta˜o, X tambe´m e´ um semimartingale
com relac¸a˜o a` Q e X = L+ C, onde
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Lt = Mt −
∫ t
0
1
As
d 〈A,M〉s
e At = EP(dQdP |Ft). L e´ um martingale local com relac¸a˜o a` Q e C = X − L e´
um processo de variac¸a˜o finita.
Equac¸o˜es Diferenciais Estoca´sticas (EDE)
Vamos definir agora o que e´ uma equac¸a˜o diferencial estoca´stica e que
condic¸o˜es um processo deve cumprir para ser a soluc¸a˜o dessa equac¸a˜o.
Definic¸a˜o 1.2.22. Sejam b : Rn× [0, T ]→ Rn ∈ L1n[0, T ] e A : Rn× [0, T ]→
Rn×m, B um movimento Browniano m-dimensional. Considere a seguinte
equac¸a˜o diferencial estoca´stica de Itoˆ:
 dZt = b (Zt, t) dt+ A (Zt, t) dBtZ0 = z0 (1.3)
Diremos que o processo X = {Xt : 0 ≤ t ≤ T} e´ soluc¸a˜o dessa equac¸a˜o
diferencial estoca´stica de Itoˆ, se:
1. Se Xt = X0 +
∫ t
0
b (Xs, s) ds+
∫ t
0
A (Xs, s) dBs
2. X0 = z
0.
A seguir enunciaremos o teorema que nos da´ condic¸o˜es para a existeˆncia
e unicidade de soluc¸o˜es de EDE. Uma demonstrac¸a˜o desse teorema pode ser
vista em [11].
Teorema 1.2.23 (Existeˆncia e Unicidade de soluc¸a˜o para EDE).
Suponha que b : Rn × [0, T ]→ Rn e A : Rn × [0, T ]→ Rn×m, tal que:
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1. b (x, t) e A (x, t) sa˜o Lipschitz com relac¸a˜o a` varia´vel x ∈ Rn para todo
0 ≤ t ≤ T
2. |b (x, t) |+ |A (x, t) | ≤ L (1 + |x|) , para todo 0 ≤ t ≤ T
Enta˜o, existe uma u´nica soluc¸a˜o X = {Xt : 0 ≤ t ≤ T} ∈ L2n [0, T ] para
a seguinte EDE:
 dZt = b (Zt, t) dt+ A (Zt, t) dBtZ0 = z0 (1.4)
Observac¸a˜o: A unicidade acima e´ no sentido de que se Xt e Xˆt sa˜o
soluc¸o˜es da EDE acima, enta˜o
P
(
{Xt = Xˆt, ∀ 0 ≤ t ≤ T}
)
= 1.
A essa igualdade, damos nome de igualdade em probabilidade.
1.2.6 Integral de Stratonovich
Existe um outro tipo de integral na teoria de integrac¸a˜o estoca´stica, a
integral de Stratonovich.
Definic¸a˜o 1.2.24. Sejam X e S semimartingales. Definimos a integral de
Stratonovich de X em relac¸a˜o a` S pela seguinte fo´rmula:∫ t
0
Xs ◦ dSs :=
∫ t
0
XsdSs +
1
2
〈X,S〉t
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Estudemos agora as equac¸o˜es diferenciais estoca´sticas de Stratonovich.
Considere b : Rn × [0, T ]→ Rn e A : Rn × [0, T ]→ Rn×m.
 ◦dZt = b(Zt, t)dt+ A(Zt, t) ◦ dBtZ0 = z0 (1.5)
Um processo X = {Xt : 0 ≤ t ≤ T} e´ soluc¸a˜o de (1.5) se:
1. Xt = X0 +
∫ t
0
b(Xs, s)ds+
∫ t
0
A(Xs, s) ◦ dBs
2. X0 = z
0
Note que a condic¸a˜o (1) e´ equivalente a`:
Xt = X0 +
∫ t
0
b(Xs, s)ds+
∫ t
0
A(Xs, s)dBs +
1
2
〈A(Xt, t), Bt〉t
= X0 +
∫ t
0
b(Xs, s)ds+
∫ t
0
A(Xs, s)dBs +
1
2
∫ t
0
d
ds
〈A(Xs, s), Bs〉s ds
= X0 +
∫ t
0
(
b(Xs, s) +
1
2
d
ds
〈A(Xs, s), Bs〉s
)
ds+
∫ t
0
A(Xs, s)dBs
Ou seja, dizer que X e´ soluc¸a˜o de (1.5) e´ equivalente a dizer que X e´
soluc¸a˜o da seguinte equac¸a˜o diferencial estoca´stica de Itoˆ: dZt =
(
b(Zt, t) +
1
2
d
ds
〈A(Xt, t), Bt〉t
)
dt+ A(Xt, t)dBt
Z0 = z
0
Com isso, mostramos que existe uma relac¸a˜o entre as soluc¸o˜es de equac¸o˜es
diferencias estoca´sticas de Itoˆ e as soluc¸o˜es de equac¸o˜es diferenciais estoca´sticas
de Stratonovich. Da´ı usamos o teorema 1.2.23 para justificar a existeˆncia e
unicidade de soluc¸o˜es de equac¸o˜es diferenciais estoca´sticas de Stratonovich.
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Cap´ıtulo 2
Ca´lculo estoca´stico em grupos
de Lie
Neste cap´ıtulo estudaremos algumas noc¸o˜es de ca´lculo estoca´stico para
grupos de Lie e a´lgebras de Lie. Os assuntos tratados nesse cap´ıtulo podem
ser encontrados em [5], [2] e [8].
2.1 Ca´lculo estoca´stico em variedades
Equac¸o˜es diferenciais estoca´sticas em variedades
Para introduzir as equac¸o˜es diferencias estoca´sticas em variedades usa-
remos uma ide´ia ana´loga a` utilizada para definir equac¸o˜es diferenciais or-
dina´rias em variedades.
Definic¸a˜o 2.1.1. Seja X = {Xt : 0 ≤ t ≤ T} um processo com valores em
M . Diremos que X e´ um semimartingale, se f (X) = {f(Xt), 0 ≤ t ≤ T} e´
um semimartingale em R, para toda f ∈ C∞ (M).
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Definic¸a˜o 2.1.2. Sejam (Ω,P,F , {Ft}0≤t≤T ) um espac¸o de probabilidade
filtrado, Hi campos de vetores sobre M para i = 1, · · · , n, S = {St =
(S1t , · · · , Snt ), 0 ≤ t ≤ T} um semimartingale n-dimensional e y0 uma varia´vel
aleato´ria F0-mensura´vel. Considere a seguinte equac¸a˜o diferencial estoca´stica
de Stratonovich em M : 
◦dYt =
n∑
i=1
Hi (Yt) ◦ dSit
Y0 = y
0
(2.1)
Enta˜o, diremos que X, um semimartingale com valores em M e´ soluc¸a˜o
de (2.1) se para toda f ∈ C∞ (M) e 0 ≤ t ≤ T temos:
• X0 = y0
• f (Xt) = f (X0) +
n∑
i=1
∫ t
0
Hi (Ys) f ◦ dSis
Exponencial estoca´stica
Nesta sec¸a˜o definiremos duas aplicac¸o˜es muito importantes para o estudo
de ca´lculo estoca´stico em grupos de Lie: a exponencial estoca´stica e o lo-
garitmo estoca´stico que nos permitira˜o trasportar os conceitos estoca´sticos
definidos no Rn para os grupos de Lie.
Para isso, usaremos o fato de que a a´lgebra de Lie G e´ um espac¸o vetorial
n-dimensional e usaremos a exponencial estoca´stica para levar processos de
G para G.
Uma a´lgebra de Lie G e´ um espac¸o vetorial, digamos, n-dimensional
com base {b1, · · · , bn}, enta˜o temos um isomorfismo ϕ : Rn → G tal que
ϕ (a1e1 + · · · , anen) = a1b1+· · ·+anbn, onde ai ∈ R, i = 1, · · · , n e {ei}i=1,··· ,n
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e´ a base canoˆnica do Rn. Portanto, diremos que um processo Z com valores
em G e´ um semimartingale , se Z = ϕ (Y ), para Y um semimartingale no
Rn.
Definic¸a˜o 2.1.3. Seja Z um semimartingale local na a´lgebra de Lie G. Dize-
mos que a exponencial estoca´stica (a` esquerda) (Z) de Z, e´ a soluc¸a˜o da
seguinte equac¸a˜o diferencial estoca´stica: ◦d(Zt) = (L(Zt))∗ ◦ dZt(Z0) = e (2.2)
Definic¸a˜o 2.1.4. A forma de Maurer-Cartan de G ω, e´ a 1-forma diferencial
definida por:
ωg(v) = (Lg−1)∗v, v ∈ TgG.
Estudemos agora alguns pull-backs importantes da forma de Maurer-
Cartan.
Lema 2.1.5. Seja m : G × G → G definida por m(x, y) = xy, i : G → G,
tal que i(x) = x−1, pi1 : G×G→ G com pi1(g, h) = g e pi2 : G×G→ G com
pi2(g, h) = h. Enta˜o:
(a) m∗ω = Ad−1(pi2)(pi∗1ω) + pi
∗
2ω;
(b) i∗ω = −Adω.
Onde m∗ω e i∗ω sa˜o os pull-backs de ω pelas aplicac¸o˜es m e i, respectiva-
mente.
Demonstrac¸a˜o:
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(a) Seja (u, v) ∈ TgG× ThG,
m∗ω(g,h)(u, v) = ω(gh)(m)∗(u, v)
= (L(gh)−1)∗(m)∗(u, v) = (Lh−1g−1)
(
(Rh)∗u, (Lg)∗v
)
= (Lh−1)∗(Lg−1)∗(Rh)∗u+ (Lh−1)∗(Lg−1)∗(Lg)∗v
= Ad−1(h)(Lg−1)∗u+ (Lh−1)∗v
= Ad−1(h)(ωg)u+ ωhv
= Ad−1(h)(ωg)(pi1)∗(u, v) + ωh(pi2)∗(u, v)
= Ad−1(h)(pi∗1ω(g,h))(u, v) + (pi
∗
2ω(g,h))(u, v)
=
(
Ad−1
(
pi2(g, h)
)
(pi∗1ω(g,h)) + (pi
∗
2ω(g,h))
)
(u, v)
Onde a primeira igualdade decorre da definic¸a˜o de pull-back e a segunda
da definic¸a˜o da forma de Maurer-Cartan.
(b) Considere a seguinte aplicac¸a˜o: B : G→ G×G, onde B(g) = (g, g).
Enta˜o temos que
m ◦ (IdG × i) ◦B(g) = e,
para todo g ∈ G. Da´ı temos que (m ◦ (IdG × i) ◦B)∗ω = 0.(
m ◦ (IdG × i) ◦B
)∗
ω(v) = ω
(
m ◦ (IdG × i) ◦B
)
∗(v)
= ω
(
m
)
∗
(
IdG × i
)
∗
(
B
)
∗(v)
=
(
m
)∗
ω
(
IdG × i
)
∗(v, v)
=
(
Ad−1(pi2)
)
(pi∗1)ω
(
v, (i)∗v
)
+
(
pi∗2ω
)(
v, (i)∗v
)
=
(
Ad−1(g)
)
ω(pi1)∗
(
v, (i)∗v
)
+ ω(pi2)∗
(
v, (i)∗v
)
=
(
Ad−1(g)
)
ω(v) + ω(i)∗v
=
(
Ad−1(g)
)
ω(v) + (i)∗ω(v) = 0
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Para todo v ∈ TgG. Da´ı que (i)∗ωg = −
(
Ad−1(g)
)
ωg.
Utilizaremos a forma de Maurer-Cartan para fazer a seguinte definic¸a˜o:
Definic¸a˜o 2.1.6. Seja X um processo estoca´stico em G, definimos como o
logaritmo de X, log(X) = {(logX)t : 0 ≤ t ≤ T}, o seguinte semimartingale
em G:
(logX)t =
∫ t
0
ω ◦ dXs (2.3)
Agora veremos duas proposic¸o˜es que relacionam a exponencial estoca´stica
e o logaritmo estoca´stico.
Proposic¸a˜o 2.1.7. log ◦ = Id
Demonstrac¸a˜o: Pela igualdade (2.3), temos que
log (Mt) =
∫ t
0
ω ◦ d(Ms),
e pela igualdade (2.2) temos,
◦d(Mt) = (L(Mt))∗ ◦ dMt.
Segue da´ı que
log (Mt) =
∫ t
0
ω(L(Mt))∗ ◦ dMt =
∫ t
0
(L(Mt)−1)∗(L(Mt))∗ ◦ dMt
=
∫ t
0
1 ◦ dMs = Mt
33
Proposic¸a˜o 2.1.8.  ◦ log = Id
Demonstrac¸a˜o: Temos que
IdPG =  ◦ log se e somente se log = log ◦ ◦ log, mas
log ◦ ◦ log = (log ◦) ◦ log = log .
Onde a u´ltima igualdade decorre da proposic¸a˜o 2.1.7
Das proposic¸o˜es 2.1.7 e 2.1.8 temos que a exponencial estoca´stica e o
logaritmo estoca´stico sa˜o func¸o˜es invert´ıveis e que uma e´ a inversa da outra.
Vejamos agora umas ferramentas que nos permitira˜o trabalhar com essas
duas func¸o˜es.
Proposic¸a˜o 2.1.9. Propriedades operato´rias:
Sejam X e Y semimartingales em G, M e N semimartingales em G. Enta˜o:
(a) log(XY )t =
∫ t
0
Ad(Y −1s ) ◦ d(logXs) + log Yt;
(b) log(X−1)t = −
∫ t
0
Ad(Xs) ◦ d(logXs);
(c) (Mt +Nt) = 
(∫ t
0
Ad((Ns)) ◦ dMs
)
(Nt);
(d) (Mt)
−1 = 
(
−
∫ t
0
Ad((Ms)) ◦ dMs
)
.
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Demonstrac¸a˜o: (a)
log(XY )t = log(m(Xt, Yt)) =
∫ t
0
ω ◦ dm(Xs, Ys)
=
∫ t
0
m∗ω ◦ d(Xs, Ys)
=
∫ t
0
(
Ad−1(pi2)(pi∗1ω) + pi
∗
2ω
)
◦ d(Xs, Ys)
=
∫ t
0
Ad−1(Ys)ω ◦ dXs +
∫ t
0
ω ◦ dYs
=
∫ t
0
Ad(Y −1s ) ◦ d logXs + log Yt
(b)
(logX−1)t = log i(X)t =
∫ t
0
ω ◦ di(Xs)
=
∫ t
0
i∗ω ◦ dXs
=
∫ t
0
−Ad(Xs)ω ◦ dXs
= −
∫ t
0
Ad(Xs) ◦ d log(X)s
(c)
log
((

(∫ t
0
Ad
(
(Ns)
) ◦ dMs))(Ns))
=
∫ t
0
(
Ad
(
(Ns)
−1)) ◦ d log((∫ t
0
Ad
(
(Ns)
) ◦ dMs))+ log((Ns))
=
∫ t
0
(
Ad
(
(Ns)
−1)) ◦ d(∫ t
0
Ad
(
(Ns)
) ◦ dMs)+Nt
=
∫ t
0
(
Ad
(
(Ns)
−1))(Ad((Ns))) ◦ dMs +Nt
=
∫ t
0
◦dMs +Nt = Mt +Nt = log
(
(Mt +Nt)
)
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Onde a primeira igualdade segue do item (a) desta proposic¸a˜o.
(d)
log
(

(
−
∫ t
0
Ad
(
(Ms)
) ◦ dMs)) = −∫ t
0
Ad
(
(Ms)
) ◦ dMs 2.1.7=
= −
∫ t
0
Ad
(
(Ms)
) ◦ d log((Ms)) (b)=
= log((Mt)
−1)
Onde a primeira igualdade decorre da proposic¸a˜o 2.1.7
Definic¸a˜o 2.1.10. Um processo X em G e´ um martingale se:
X = X0(M),
onde M um martingale em G.
Teorema 2.1.11. (Doob-Meyer em grupos de Lie) Seja X = X0(M)
um semimartingale em G onde M = N + A com N um martingale local
e A um processo de variac¸a˜o finita em G. Enta˜o X possui as seguintes
decomposic¸o˜es:
X = X0Y Z = X0Z˜Y˜ ,
onde Y e Y˜ sa˜o martingales, Z e Z˜ sa˜o processos de variac¸a˜o finita. Ainda
mais, temos as seguintes fo´rmulas para Y, Y˜ , Z e Z˜:
Yt = 
(∫ t
0
Ad
(
(A)
) ◦ dN),
Y˜t = (N)t,
Zt = (A)t.
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eZ˜t = 
(∫ t
0
Ad
(
(N)
) ◦ dA)
A` fo´rmula X = X0Y Z damos o nome de decomposic¸a˜o multiplicativa a` es-
querda de Doob-Meyer, e a` fo´rmula X = X0Z˜Y˜ damos o nome de decom-
posic¸a˜o multiplicativa a` direita de Doob-Meyer.
Demonstrac¸a˜o: Temos que M = N + A, da´ı que
(M)t = (N + A)t
= 
(∫ t
0
Ad
(
(A)
) ◦ dN)(A)t
Tomando Yt = 
(∫ t
0
Ad
(
(A)
) ◦ dN) e Zt = (A)t, temos:
(M)t = YtZt.
com isso, temos que (M) = Y Z e segue da´ı que X = X0Y Z.
Para obtermos a decomposic¸a˜o multiplicativa a` direita de Doob-Meyer,
fazemos os mesmos ca´lculos com (A+N).
Agora, com o aux´ılio da exponencial estoca´stica e do logaritmo estoca´stico,
estenderemos o Teorema de Girsanov-Meyer para grupos de Lie.
Teorema 2.1.12. (Teorema de Girsanov-Meyer em grupos de Lie)
Sejam P e Q medidas de probabilidade num mesmo espac¸o filtrado
(Ω,F , {Ft}0≤t≤T ) mutuamente absolutamente cont´ınuas (equivalentes) e X
um semimartingale em G com a decomposic¸a˜o multiplicativa a` esquerda de
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Doob-Meyer X0Y Z com respeito a P. Enta˜o X possui a decomposic¸a˜o mul-
tiplicativa a` esquerda de Doob-Meyer X0VW com respeito a Q, onde
Vt = 
(∫ t
0
Ad
(

(
logZs +
∫ s
0
1
Ar
d 〈A,B〉r
)) ◦ d(Bs − ∫ s
0
1
Ar
d 〈A,B〉r
))
e
Wt = 
(
logZt +
∫ t
0
1
As
d 〈A,B〉s
)
,
sendo At = EP(dQdP |Ft) e Bt = log(Y Z)t − log(Z)t .
Demonstrac¸a˜o: Seja X = X0Y Z a decomposic¸a˜o multiplicativa a` esquerda
de Doob-Meyer relativa a P. Temos enta˜o que Y e´ um martingale local e Zt
um processo de variac¸a˜o limitada. Pela proposic¸a˜o 2.1.9 temos:
log(Y Z)t =
∫ t
0
Ad(Z−1s ) ◦ d log(Y )s + logZt.
Denotemos por Bt =
∫ t
0
Ad(Z−1s ) ◦ d log(Y )s.
Temos que∫ t
0
Ad(Z−1s ) ◦ d log(Y )s =
∫ t
0
Ad(Z−1s )d log(Y )s +
〈
Ad(Z−1), log(Y )
〉
t
.
Como Z e´ um processo de variac¸a˜o finita, temos que logZ tambe´m e´ um
processo de variac¸a˜o finita, da´ı
〈
Ad(Z−1), log(Y )
〉
t
= 0.
Com isso, temos
Bt =
∫ t
0
Ad(Z−1s ) ◦ d log(Y )s =
∫ t
0
Ad(Z−1s )d log(Y )s.
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Como Y e´ um martingale local em G, log(Y ) e´ um martingale local em G,
temos enta˜o que {∫ t
0
Ad(Z−1s )d log(Y )s : 0 ≤ t ≤ T} tambe´m e´ um martingale
local. Segue da´ı que B e´ um martingale local.
Enta˜o temos log(Y Z) = B+logZ, com B um martingale local e logZ um
processo de variac¸a˜o finita, temos enta˜o, pelo teorema 1.2.21 que log(Y Z) =
L+ C onde
Lt = Bt −
∫ t
0
1
As
d 〈A,B〉s
e
Ct = log(Y Z)t − Lt = log(Z)t +
∫ t
0
1
As
d 〈A,B〉s
Da´ı que
log(Y Z)t = Lt + Ct (2.4)
Aplicando  na igualdade (2.4), temos:
YtZt = 
(
Lt + Ct
)
= 
(∫ t
0
Ad
(
(Cs)
) ◦ dLs)(Ct)
Tomando Wt = (Ct) e Vt = 
(∫ t
0
Ad
(
(Cs)
) ◦ dLs) temos:
Wt = 
(
log(Z)t +
∫ t
0
1
As
d 〈A,B〉s
)
e
Vt = 
(∫ t
0
Ad
(
(log(Z)s +
∫ s
0
1
Ar
d 〈A,B〉r)
)
◦ d(Bs − ∫ s
0
1
Ar
d 〈A,B〉r
))
Da´ı que X possui X = X0VW como decomposic¸a˜o multiplicativa a` es-
querda de Doob-Meyer relativa a Q.
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2.2 Equac¸a˜o de Lax
Nesta sec¸a˜o trabalharemos com uma equac¸a˜o diferencial estoca´stica em
grupos de Lie em particular, a equac¸a˜o de Lax.
Seja M = {Mt : 0 ≤ t ≤ T} um semimartingale em G com M0 = 0
Considere a seguinte equac¸a˜o diferencial em G:
 ◦dXt = [Xt, ◦dMt]X0 = X0 (2.5)
Esta equac¸a˜o sera´ chamada de equac¸a˜o de Lax estoca´stica.
A equac¸a˜o estoca´stica de Lax tem uma motivac¸a˜o f´ısica que falaremos
um pouco agora, maiores detalhes podem ser encontrados em [8] e [2].
Movimento aleato´rio de um corpo r´ıgido
Imagine um corpo r´ıgido no R3. Qualquer movimento r´ıgido dele, (isto e´,
sem deforma´-lo) que mantenha fixo o centro, pode ser representado por uma
curva gt em SO(3) tal que g0 = IdR3 . Lembrando que SO(3) e´ um grupo
de Lie, considere ω(t) a velocidade angular no espac¸o e Ω(t) a velocidade
angular no corpo como sendo elementos de G que sa˜o definidos pela seguinte
equac¸a˜o:
dgt
dt
= ωgt = gtΩ
Com isso temos que ω = Ad(Ω).
Denotemos tambe´m por m, o momento angular no espac¸o e M o momento
angular no corpo que tambe´m sa˜o relacionados da seguinte maneira:
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m = Ad(gt)M.
Se o corpo e´ sime´trico com relac¸a˜o ao eixo de rotac¸a˜o, temos que M e Ω
esta˜o na mesma direc¸a˜o. Fixando-se o centro, m e´ constante, mas M satisfaz
a seguinte equac¸a˜o de Euler:
dM
dt
= [M,Ω]
A equac¸a˜o de Euler apresentada acima e´ uma equac¸a˜o diferencial or-
dina´ria, mas suponha agora que o corpo sofra uma pertubac¸a˜o aleato´ria, ou
seja, a sua posic¸a˜o varia aleatoriamente, com isso, temos que a sua velocidade
angular e´ um processo estoca´stico, enta˜o devemos substituir a derivada or-
dina´ria pela ”derivada”estoca´stica de Stratonovich e Ω por ◦dΩ. Com essas
alterac¸o˜es, temos:
◦dM = [M, ◦dΩ]
Com isso temos a equac¸a˜o diferencial estoca´stica de Lax.
Equac¸a˜o de Lax em grupos de matrizes
Aqui trabalharemos o caso em que G e´ um grupo de matrizes.
Proposic¸a˜o 2.2.1. A soluc¸a˜o de (2.5) e´ dada por :
Xt = Ad((−
∫ t
0
Ad((M)) ◦ dM))X0
Demonstrac¸a˜o: Tome u = (M) e considere X um processo na a´lgebra
definido da seguinte maneira:
Xt = Ad(u
−1
t )X0.
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Mostremos que ◦dXt = [Xt, ◦d log ut].
No grupo de matrizes, podemos escrever Ad(u−1t )X0 = u
−1
t X0ut. Com
isso temos:
◦dXt = ◦du−1t X0ut
= ◦du−1t (X0ut) + u−1t X0 ◦ dut
= −u−1t ◦ dut(u−1t X0ut) + u−1t X0utu−1t ◦ dut
= [Ad(u−1t ), u
−1
t ◦ dut] (2.6)
onde a terceira igualdade segue do fato que u−1t ut = e e da regra do produto.
Lembrando que pela definic¸a˜o 2.3, temos que log(u)t =
∫ t
0
ω ◦ dut. Com isso
temos que
◦d log(u)t = ωut ◦ dut
= (Lu−1t )∗ ◦ dut
= u−1t ◦ dut
Ou seja,
◦d log(u)t = u−1t ◦ dut. (2.7)
Utilizando a equac¸a˜o (2.7) e a definic¸a˜o de Xt em (2.6), temos que:
◦dXt = [Ad(u−1t ), u−1t ◦ dut]
= [Xt, ◦d log(u)t].
Como u = (M), temos log(u) = log (M) = M.
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Onde a u´ltima igualdade segue da proposic¸a˜o 2.1.7. Da´ı, temos que
◦dXt = [Xt, ◦d log ut] = [Xt, ◦dMt].
Ou seja, X e´ soluc¸a˜o da equac¸a˜o diferencial (2.5).
Xt = Ad(u
−1
t )X0
= Ad
(
(M)−1t
)
X0
= Ad
(

(−∫ t
0
Ad((M))
) ◦ dM)X0.
Onde a u´ltima igualdade segue da proposic¸a˜o 2.1.9.
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Cap´ıtulo 3
Geometria dos caminhos de um
grupo de Lie
Faremos agora algumas considerac¸o˜es de geometria estoca´stica. Devido
a`s diferenc¸as existentes entre a teoria de integrac¸a˜o estoca´stica e a teoria de
integrac¸a˜o ordina´ria teremos va´rios aspectos diferentes nas duas geometrias
que iremos ressaltando conforme eles forem aparecendo. Os assuntos tratados
nesse cap´ıtulo podem ser vistos com maiores detalhes em [10], [14] e [15].
3.1 Espac¸o de trajeto´rias
Sejam G um grupo de Lie e G sua a´lgebra de Lie. Considere os seguintes
espac¸os:
PG = {γ : [0, T ]→ G, γ cont´ınua e γ0 = e}
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PG e´ o espac¸o de trajeto´rias cont´ınuas comec¸ando em e de G. Note que
dados γ, δ ∈ PG, se definirmos a seguinte operac¸a˜o
γδ = {(γδ)t = γtδt : t ∈ [0, T ]},
temos que PG e´ um grupo.
Da mesma maneira construiremos o espac¸o das trajeto´rias cont´ınuas comec¸ando
em 0 de G.
PG = {x : [0, T ]→ G; x cont´ınua e x0 = 0}.
3.1.1 Ca´lculo de Malliavin
A seguir utilizaremos as ide´ias de P. Malliavin para derivar func¸o˜es definidas
nos espac¸os das trajeto´rias cont´ınuas em grupos de Lie e na a´lgebra de Lie.
Nesta teoria temos o espac¸o de Cameron-Martin, que desempenha um papel
fundamental: e´ neste espac¸o que esta˜o as direc¸o˜es nas quais realizaremos as
nossas derivadas.
Definic¸a˜o 3.1.1. Chamaremos de espac¸o de Cameron-Martin, e denotare-
mos por H o seguinte subconjunto de PG.
H = {h ∈ PG: h e´ absolutamente cont´ınua e h˙ ∈ L2([0, T ],G)}
Observac¸a˜o: Note que falamos que h˙ ∈ L2([0, T ],G), na˜o de L2[0.T ]
Consideremos o espac¸o das func¸o˜es f : PG → R tais que dado uma
partic¸a˜o 0 < t1 < · · · < tn ≤ T e γ ∈ PG, temos que f(γ) = F (γt1 , · · · , γtn), F ∈
C∞(Gn). Denotaremos esse espac¸o por FC(PG)∞ e o chamaremos de o
espac¸o das func¸o˜es cil´ındricas.
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Neste cap´ıtulo trabalharemos com a derivada de Malliavin, que e´ definida
da seguinte maneira: Sejam h ∈ H, F definida em PG e x ∈ PG
DhF (x) =
d
dλ
F (x+ λh)
∣∣∣
λ=0
Com isso definimos o espac¸o tangente em PG a x da seguinte maneira:
Tx(PG) = {h : h ∈ H}
e
hx(F ) =
d
du
(F (x+ uh))
∣∣∣
u=0
Com isso temos:
T (PG) ∼= PG ×H.
Como G e´ um espac¸o vetorial n-dimensional, portanto fixe ξ1, · · · ξn uma
base de G. Definimos um produto interno em G da seguinte maneira:
Sejam u e v ∈ G tais que u = ∑ni=1 aiξi e v = ∑ni=1 biξi, com ai e bi ∈ R,
para i = 1, · · · , n.
〈u, v〉 :=
n∑
i=1
aibi.
Introduzimos um produto interno em H da seguinte maneira:
〈h, k〉 :=
∫ T
0
〈
h˙(s), k˙(s)
〉
ds.
Onde tendo que h˙ =
∑n
i=1 ξifi(t) e k˙ =
∑n
i=1 ξigi(t). Com isso temos〈
h˙(t), k˙(t)
〉
=
n∑
i=1
fi(t)gi(t)
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Agora, dado h ∈ H definamos o campo Xh sobre PG da seguinte maneira:
Xhγf =
d
du
f
(

(
uh
)
γ
)∣∣∣
u=0
, f ∈ FC(PG)∞.
Agora definimos um espac¸o tangente a PG em γ de maneira parecida a
que foi feita em PG.
Tγ(PG) := {Xhγ : h ∈ H}.
O fibrado tangente e´ dado por:
T (PG) =
⋃
γ∈PG
Tγ(PG).
Um resultado importante e´ que Tγ(PG) e´ isomorfo a` H.
Lema 3.1.2. Seja Ψγ : H → Xhγ definido da seguinte maneira:
Ψγ(h) = X
h
γ .
Enta˜o Ψγ e´ um isomorfismo entre H e Tγ(PG).
Demonstrac¸a˜o:
Ψγ e´ linear: Sejam a e b ∈ R, h e k ∈ H e f ∈ FC(PG)∞
f
[

(
u(ah+ bk)
)
γ
]
= f
[

(
uah+ ubk
)
γ
]
= f
[

(∫ t
0
Ad
(
(ubk)
) ◦ duah)(ubk)γ]
= f
[

(
ua
∫ t
0
Ad
(
(ubk)
)
h˙ds
)
(ubk)γ
]
a segunda igualdade segue da proposic¸a˜o 2.1.9. Ou seja
f
[

(
u(ah+ bk)
)
γ
]
= f
[

(
ua
∫ t
0
Ad
(
(ubk)
)
h˙ds
)
(ubk)γ
]
. (3.1)
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Observemos pela definic¸a˜o de  que ◦d(Yt) = (L(Yt))∗ ◦ dYt. Com isso
temos
Ψγ(ah+ bk)f = X
ah+bk
γ f
=
d
du
(
f
[

(
u(ah+ bk)
)
γ
]) ∣∣
u=0
=
d
du
(
f
[

(
ua
∫ t
0
Ad
(
(ubk)
)
h˙ds
)
(ubk)γ
]) ∣∣
u=0
= Df ◦
[
(L(0))∗
(
a
∫ t
0
Ad((0))h˙ds
)
(0) + (0)(L(0))∗bk
]
γ
= Df ◦
[
a
∫ t
0
h˙ds+ bk
]
γ
= Df ◦ [ah+ bk] γ.
Por outro lado,
Ψγ(h)f = X
h
γf
=
d
du
(
f
(
(uh)γ
)) ∣∣
u=0
= Df ◦ ((L(0))∗h)γ
= Df ◦ (h)γ.
Logo
(aΨγ(h) + bΨγ(k)) f = aΨγ(h)f + bΨγ(k)f
= aDf ◦ (h)γ + bDf ◦ (k)γ
= Df ◦ [ah+ bk] γ
= Ψγ(ah+ bk)f.
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A injetividade e a sobrejetividade seguem direto da definic¸a˜o de Xh.
Resulta que Tγ(PG) e´ isomorfo a H. Logo, temos que T (PG) e´ isomorfo
a PG × H. Usando o isomorfismo entre H e Tγ(PG) podemos definir um
produto interno em Tγ(PG) da seguinte maneira: Sejam X
h
γ e X
k
γ ∈ Tγ(PG),
enta˜o
〈
Xhγ ,X
k
γ
〉
:= 〈h, k〉 .
Dada uma F definida em PG podemos definir sua diferencial no sentido
de Malliavin da seguinte maneira:
DFx : TxPG = H → TF (x)PG = H,
DFx(h) = DhF (x).
Seja γ ∈ PG e h ∈ H, denotemos por γ · ht :=
∫ t
0
Ad(γs)h˙ds.
De agora em diante, fixemos γ = (x). Utilizaremos as duas notac¸o˜es,
escolhendo entre uma ou outra quando isso ajudar na compreensa˜o das ide´ias
expostas.
Teorema 3.1.3. Seja h ∈ H. Enta˜o temos que
Dx(h) = (Rγ)∗ (γ · h) .
Demonstrac¸a˜o:
(x+ λh) = 
(∫ t
0
Ad
(
(xs)
)
◦ dλh
)
(x)
= Rγ ◦ 
(
λ
∫ t
0
Ad
(
(xs)
)
h˙ds
)
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onde a primeira igualdade segue da proposic¸a˜o 2.1.9(a). Da´ı, temos que
d
dt
d
dλ

(
λ
∫ t
0
Ad
(

(
xs
))
h˙ds
)∣∣∣
λ=0
=
d
dλ
d
dt

(
λ
∫ t
0
Ad
(

(
xs
))
h˙ds
)∣∣∣
λ=0
.
Seja agora, Y tλ = λ
∫ t
0
Ad
(

(
xs
))
h˙ds e Ztλ = (Y
t
λ), enta˜o
d
dt
Y tλ = λAd
(

(
xt
))
h˙.
Pela definic¸a˜o de exponencial, temos que
dZtλ = (L(Y tλ))∗dY
t
λ .
Com isso temos que
d
dλ
d
dt

(
λ
∫ t
0
Ad
(

(
xs
))
h˙ds
)∣∣∣
λ=0
=
d
dλ
d
dt
Ztλ
∣∣∣
λ=0
=
d
dλ
((
L(Y tλ)
)
∗
d
dt
Y tλ
)∣∣∣
λ=0
=
d
dλ
((
L

(
Y tλ
))
∗
λAd
(

(
xt
))
h˙
)∣∣∣
λ=0
=
(
d
dλ
(
(L(Y tλ))∗
)
λAd
(

(
xt
))
h˙
)
|λ=0
+
(
L(Y tλ)
)
∗
Ad
(

(
xt
))
h˙
∣∣∣
λ=0
= Ad
(

(
xt
))
h˙.
Onde a u´ltima igualdade segue do fato que (Y t0 ) = (0) = e. Com isso
temos que:
d
dt
d
dλ

(
λ
∫ t
0
Ad
(

(
xs
))
h˙ds
)∣∣∣
λ=0
= Ad
(

(
xt
))
h˙.
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Portanto, temos que
d
dλ

(
λ
∫ t
0
Ad
(

(
xs
))
h˙ds
)∣∣∣
λ=0
=
∫ t
0
Ad
(

(
xs
))
h˙ds = (γ · h)t
Com isso, podemos calcular Dh
(
x
)
.
Dh
(
x
)
=
d
dλ

(
x+ λh
)∣∣∣
λ=0
=
d
dλ
(
(Rγ) ◦ 
(
λ
∫ t
0
Ad
(
γs
)
h˙ds
)) ∣∣∣
λ=0
= (Rγ)∗ ◦
d
dλ
(∫ t
0
Ad
(
γs
)
h˙ds
)∣∣∣
λ=0
= (Rγ)∗ (γ · h) .
Com isso, temos o seguinte diagrama:
H× PG ∼= T (PG) D−→ T (PG) ∼= H× PG
(h, x) −→ Dx(h)ypi ypi
PG −→ PG
x −→ (x).
Lema 3.1.4. Seja f ∈ FC(PG)∞, enta˜o
D(f ◦ )x(h) = Xγ·hγ f.
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Demonstrac¸a˜o:
D(f ◦ x)(h) = d
du
(
f ◦ (uh+ xt)
)∣∣∣
u=0
=
d
du
(
f
[

(∫ t
0
Ad
(
(xs)
) ◦ duh)(xt)])∣∣∣
u=0
=
d
du
(
f
[

(∫ t
0
uAd
(
γs
)
h˙ds
)
γt
]) ∣∣∣
u=0
=
d
du
(
f
[

(
uγ · ht
)
γt
]) ∣∣∣
u=0
= Xγ·hγ f.
A segunda igualdade segue da proposic¸a˜o 2.1.9 e a u´ltima da definic¸a˜o de
Xhγ .
Temos que log : PG → PG, portanto D logγ : Tγ(PG) → Tx(PG). E
mais, temos que  ◦ log = Id, portanto temos
D ◦D log = Id (3.2)
Lema 3.1.5. D logγ(X
k
γ) = γ
−1 · k
Demonstrac¸a˜o: Temos pela equac¸a˜o (3.2) que ter D logγ(X
k
γ) = γ
−1 · k e´
equivalente a termos Xkγ = Dx(γ
−1 · kt).
Dx(γ
−1 · kt) = (Rγ)∗
(
γ · (γ−1 · kt)
)
t
= (Rγ)∗
∫ t
0
Ad(γs)
.
(γ−1 · ks) ds
= (Rγ)∗
∫ t
0
Ad(γs)Ad(γ
−1
r )k˙ds
= (Rγ)∗
(∫ t
0
k˙ds
)
= (Rγ)∗ k(t) = X
k
γ.
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A segunda igualdade segue do teorema 3.1.3.
Ou seja, temos o seguinte diagrama:
H× PG ∼= T (PG) D log−→ T (PG) ∼= H× PG
Xhγ
∼= (h, γ) −→ γ−1 · h.
Temos que PG e´ uma variedade Riemanniana e temos que  : PG −→ PG
relaciona as duas variedades diferenciavelmente, enta˜o utilizaremos  para
definir uma conexa˜o em PG.
Dado k ∈ H, consideremos Θk : PG → PG da seguinte maneira: Seja
σ ∈ PG.
Θk(σ)t =
∫ t
0
Ad(σ−1s )k˙ds.
Consideremos agora Φ : T (PG)× T (PG)→ T (PG) definida da seguinte
maneira:
Φ(Xh,Xk) = D[DΘk ◦ (D log Xh)]
ou seja,
Φ(Xh,Xk)γ = Dx[DΘk ◦ x(D logγ Xhγ)].
Proposic¸a˜o 3.1.6. Φ(Xh,Xk) = Xl, onde
l(t) = −
∫ t
0
[h(s), k˙(s)]ds.
Demonstrac¸a˜o:
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Pelo lema 3.1.5, temos que D logγ(X
h
γ) = γ
−1 · h.
Calculemos agora DΘk ◦ (D log Xh) = DΘh ◦ (γ−1 ·h). Pelo lema 3.1.4,
temos que
DΘk ◦ (γ−1 · h) = Xγ·(γ−1·h)γ Θk. (3.3)
Mas temos que γ·(γ−1·h) = γ·(∫ t
0
Ad(γ−1s )h˙ds) =
∫ t
0
Ad(γs)Ad(γ
−1
s )h˙ds =
h. Da´ı, aplicando esse resultado na equac¸a˜o (3.3)
DΘk ◦ (γ−1 · h) = XhγΘk
=
d
du
(
Θk
(
(uh)γ
))∣∣∣
u=0
Temos tambe´m que
Θk ((uh)γt) =
∫ t
0
Ad
(
γ−1s 
−1(uh)
)
k˙ds
=
∫ t
0
Ad(γ−1s )Ad
(

(
−
∫ s
0
Ad((uh)) ◦ duh
))
k˙ds
=
∫ t
0
Ad(γ−1s )Ad
(

(
−u
∫ s
0
Ad((uh))h˙dr
))
k˙ds
a segunda igualdade segue da proposic¸a˜o 2.1.9.
Ou seja
Θk ((uh)γt) =
∫ t
0
Ad(γ−1s )Ad
(

(
−u
∫ s
0
Ad((uh))h˙dr
))
k˙ds (3.4)
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denotemos por ι(u, t) = (−u ∫ t
0
Ad((uh))h˙ds). Note que ι(0, t) = 0.
d
du
[
Ad
(

(−u∫ s
0
Ad((uh))h˙dr
))] ∣∣∣
u=0
= ad ◦
(
Lι(u,s)
)
∗
◦
[
−
∫ s
0
Ad
(
(uh)
)
h˙dr
−u d
du
(∫ s
0
Ad((uh))h˙dr
)] ∣∣∣
u=0
= ad
(
(Le)∗ ◦
(
−
∫ t
0
Ad(e)h˙dr
))
= ad(−h).
A primeira igualdade segue da proposic¸a˜o 1.1.13, da regra da cadeia e do
produto. Ou seja
d
du
[
Ad
(

(−u∫ s
0
Ad((uh))h˙dr
))] ∣∣∣
u=0
= ad(−h). (3.5)
Da´ı que
DΘk ◦ (γ−1 · h) = d
du
(
Θk
(
 (uh(t)) γt
))∣∣∣
u=0
=
d
du
(∫ t
0
Ad(γ−1s )Ad
(

(−u∫ s
0
Ad((uh))h˙dr
))
k˙ds
) ∣∣∣
u=0
=
(∫ t
0
Ad(γ−1s )
d
du
[
Ad
(

(−u∫ s
0
Ad((uh))h˙dr
))]
k˙ds
) ∣∣∣
u=0
=
∫ t
0
Ad(γ−1s )ad(−h)(k˙)ds
= −
∫ t
0
Ad(γ−1s )[h, k˙]ds
onde a segunda igualdade segue da equac¸a˜o (3.4) e a quarta vem da equac¸a˜o
(3.5).
Com isso temos que
DΘk ◦ (γ−1.h) = −
∫ t
0
Ad(γ−1s )[h, k˙]ds (3.6)
Enta˜o
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Φ(Xh,Xk)γ = Dx
(
−
∫ t
0
Ad(γ−1s )[h, k˙]ds
)
= (Rγt)∗(γt.
(
−
∫ t
0
Ad(γ−1s )[h, k˙]ds
)
)
= (Rγt)∗
(
−
∫ t
0
Ad(γs)Ad(γ
−1
s )[h, k˙]ds
)
= (Rγt)∗
(
−
∫ t
0
[h, k˙]ds
)
= (Rγt)∗ lt = X
l
γ
onde lt = −
∫ t
0
[h(s), k˙(s)]ds e a segunda igualdade vem do teorema 3.1.3.
Essa func¸a˜o definida acima na verdade e´ uma conexa˜o em PG.
Teorema 3.1.7. A aplicac¸a˜o Φ e´ uma conexa˜o.
Demonstrac¸a˜o: Verifiquemos que Φ satisfaz as treˆs condic¸o˜es para ser uma
conexa˜o:
(a)Φ(fXh + gXk,Xr) = fΦ(Xh,Xr) + gΦ(Xk,Xr).
Pela definic¸a˜o de Φ, temos que
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Φ(fXh + gXk,Xr)γ = Dx[DΘr ◦ x(D logγ(f(γ)Xhγ + g(γ)Xkγ))]
= Dx[DΘr ◦ x
(
f(γ)D logγ X
h
γ + g(γ)D logγ X
k
γ
)
]
= Dx[f(γ)DΘr ◦ x
(
D logγ X
h
γ
)
+ g(γ)DΘr ◦ x
(
D logγ X
k
γ
)
]
= f(γ)Dx[DΘr ◦ x
(
D logγ X
h
γ
)
]
+g(γ)Dx[DΘr ◦ x
(
D logγ X
k
γ
)
]
= f(γ)Φ(Xh,Xr)γ + g(γ)Φ(X
k,Xr)γ,
onde a segunda igualdade segue do fato que f(γ) e g(γ) ∈ R e da linearidade
de D logγ, a terceira da linearidade de DΘr ◦ , a quarta da linearidade de
Dx. Ou seja, temos
Φ(fXh + gXk,Xr) = fΦ(Xh,Xr) + gΦ(Xk,Xr)
(b)Φ(Xh,Xk + Xr) = Φ(Xh,Xk) + Φ(Xh,Xr)γ
Pelo lema 3.1.2, temos que Xk + Xr = Xk+r, da´ı temos
Φ(Xh,Xk + Xr) = Φ(Xh,Xk+r)
= Xl(t)
Sendo
l(t) = −
∫ t
0
[h, ˙(k + r)]
= −
∫ t
0
[h, k˙]−
∫ t
0
[h, r˙]
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Sejam l1(t) = −
∫ t
0
[h, k˙] e l2(t) = −
∫ t
0
[h, r˙]. Com isso temos
Φ(Xh,Xk + Xr) = Xl1+l2
= Xl1 + Xl2
a segunda igualdade segue do lema 3.1.2. Pela proposic¸a˜o 3.1.6 temos que
Xl1 = Φ(Xh,Xk) e Xl2 = Φ(Xh,Xr)
Enta˜o temos que
Φ(Xh,Xk + Xr) = Φ(Xh,Xk) + Φ(Xh,Xr)
(c)Φ(Xh, fXk) = fΦ(Xh,Xk) + Xh(f)Xk
Note que
f(γ)Xhγ = f(γ)Ψγ(h) = Ψγ(f(γ)h) = X
f(γ)h
γ .
Com isso temos que fXh = Xfh
Calculemos Φ(Xh, fXk) pela definic¸a˜o.
Φ(Xh, fXk)γ = Dx
(
DΘfk ◦ x(γ−1 · h)
)
Calculemos inicialmente DΘfk ◦ x(γ−1 · h).
DΘfk ◦ x(γ−1 · h) = Xγ·(γ−1·h)γ Θfk
= XhγΘfk
=
d
du
(
Θfk
(
(uh)γ
))∣∣
u=0
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A primeira igualdade segue do lema 3.1.4. Enta˜o temos que
Θfk
(
(uh)γ
)
=
∫ t
0
Ad
(
((uh)γ)−1
) ˙(f((uh)γ)k)ds
=
∫ t
0
Ad
(
γ−1
)
f((uh)γ)Ad
(
(−u
∫ s
0
Ad((uh))h˙dr)
) ˙(k)ds
Pela linearidade de Ad(σ), pelo fato de f(σ) ∈ R para todo σ ∈ PG e
pela proposic¸a˜o 2.1.9 temos a segunda igualdade, com isso, temos
DΘfk ◦ x(γ−1 · h) = d
du
(∫ t
0
Ad
(
γ−1
)
f((uh)γ)Ad
(
(−u
∫ s
0
Ad((uh))h˙dr)
) ˙(k)ds)∣∣
u=0
=
∫ t
0
Ad
(
γ−1
)[
Xhγ(f)k˙ + f(γ)ad(−
∫ s
0
h˙dr)(k˙)
]
ds
=
∫ t
0
Ad
(
γ−1
)[
Xhγ(f)k˙ − f(γ)[h, k˙]
]
ds
e finalmente, temos
Φ(Xh, fXk)γ = Dx
(
DΘfk ◦ x(γ−1 · h)
)
= Dx
(∫ t
0
Ad
(
γ−1
)[
Xhγ(f)k˙ − f(γ)[h, k˙]
]
ds
)
= (Rγ)∗
(
γ ·
(∫ t
0
Ad
(
γ−1
)[
Xhγ(f)k˙ − f(γ)[h, k˙]
]
ds
))
= (Rγ)∗
(∫ t
0
Xhγ(f)k˙ − f(γ)[h, k˙]
]
ds
)
= (Rγ)∗
(
Xhγ(f)k
)
+ (Rγ)∗
(
−f(γ)
∫ t
0
[h, k˙]ds
)
= X
Xhγ(f)k
γ + X
−f(γ) ∫ t0 [h,k˙]ds
γ
= Xhγ(f)X
k
γ + f(γ)Φ(X
h,Xk)γ
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Onde a terceira igualdade segue do teorema 3.1.3.
Com isso temos que
Φ(Xh, fXk) = Xh(f)Xk + fΦ(Xh,Xk)
Para concluir a construc¸a˜o de PG como uma variedade Riemanniana,
definiremos o colchete em seus espac¸o tangente de forma que a conexa˜o seja
sime´trica, ou seja:
[Xh,Xk]γ := ∇XhγXkγ −∇XkXhγ .
E agora uma proposic¸a˜o para caracterizar a conexa˜o em PG.
Proposic¸a˜o 3.1.8. [Xh,Xk] = −X[h,k]
Demonstrac¸a˜o: Pela definic¸a˜o de conexa˜o e pela proposic¸a˜o 3.1.6 temos
que D logγ∇XhγXkγ = −
∫ t
0
[k(s), h˙(s)]ds
D logγ[X
h,Xk]γ = D logγ
(
∇XhγXkγ −∇XkγXhγ
)
= D logγ∇XhγXkγ −D logγ∇XkγXhγ
= D
(
γ−1 · k) (γ−1 · h)−D (γ−1 · h) (γ−1 · k)
= −
∫ t
0
Ad(γ−1s )[hs, k˙s]ds+
∫ t
0
Ad(γ−1s )[ks, h˙s]ds
= −
∫ t
0
Ad(γ−1s )
(
[hs, k˙s] + [h˙s, ks]
)
ds
= −
∫ t
0
Ad(γ−1s )
d
ds
(
[hs, ks]
)
ds.
a terceira igualdade segue das contas feitas na demonstrac¸a˜o da proposic¸a˜o
3.1.6 e a quarta da equac¸a˜o (3.6).
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Enta˜o,
[Xh,Xk]γ = D
(
−
∫ t
0
Ad(γ−1s )
d
ds
(
[hs, ks]
)
ds
)
= (Rγ)∗
(
γ.
(
−
∫ t
0
Ad(γ−1s )
d
ds
(
[hs, ks]
)
ds
))
= (Rγ)∗
(
−
∫ t
0
Ad(γs)Ad(γ
−1
s )
d
ds
(
[hs, ks]
)
ds
)
= (Rγ)∗
(
−[ht, kt]
)
= X−[h,k]γ
a segunda igualdade vem do teorema 3.1.3.
Da´ı que [Xh,Xk] = X−[ht,kt].
Enta˜o temos uma me´trica, uma conexa˜o e um colchete definidos em
T (PG), uma pergunta natural e´: Sera´ que essa conexa˜o e´ a de Levi-Civita?
Na˜o e´ poss´ıvel dar uma resposta definitiva para essa pergunta, pois ha´ casos
em que ela e´ de Levi-Civita e outros que ela na˜o e´. Ilustremos esses casos.
Pela pro´pria maneira que definimos o colchete, temos que a conexa˜o e´
sime´trica, verifiquemos enta˜o a sua compatibilidade com a me´trica. Pela
proposic¸a˜o 1.1.8 a conexa˜o e a me´trica teˆm que verificar a seguinte igualdade:
Xh
〈
Xk,Xr
〉
=
〈∇XhXk,Xr〉+ 〈Xk,∇XhXr〉 ,
para Xh,Xk e Xr ∈ T (PG).
Calculemos enta˜o Xh
〈
Xk,Xr
〉
.
Temos que
〈
Xk,Xr
〉
= 〈k, r〉 =
∫ T
0
〈
k˙, r˙
〉
ds. Ou seja
〈
Xk,Xr
〉
inde-
pende do ponto de PG que esta´ sendo avaliada, portanto, temos Xh
〈
Xk,Xr
〉
=
0. Para calcular o segundo termo da igualdade, lembremos que hav´ıamos fi-
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xado ξ1, · · · , ξn uma base de G. Escreveremos o segundo termo da igualdade
em func¸a˜o dessa base.
Tomando h(t) =
∑n
i=1 ξihi(t), k˙(t) =
∑n
j=1 ξjkj(t) e r˙(t) =
∑n
l=1 ξlrl(t)
teremos:
〈∇XhXk,Xr〉 = n∑
i,j,l=1
〈[ξj, ξi], ξl〉
∫ T
0
kj(s)hi(s)rl(s)ds
e 〈
Xk,∇XhXr
〉
=
n∑
i,j,l=1
−〈ξj, [ξi, ξl]〉
∫ T
0
kj(s)hi(s)rl(s)ds
Com isso, temos
〈∇XhXk,Xr〉+ 〈Xk,∇XhXr〉 = n∑
i,j,l=1
(
〈[ξj, ξi], ξl〉 − 〈ξj, [ξi, ξl]〉
)
Iijk, (3.7)
onde Iijl =
∫ T
0
kj(s)hi(s)rl(s)ds
Veja que no caso da a´lgebra de Lie G ser comutativa, teremos que a
conexa˜o e´ compat´ıvel com a me´trica, pois da´ı teremos que [ξi, ξj] = 0 para
i, j ∈ {1, · · · , n}, e com isso teremos que
n∑
i,j,l=1
(
〈[ξj, ξi], ξl〉 − 〈ξj, [ξi, ξl]〉
)
Iijk = 0
Qualquer que seja o valor de Iijk. ou seja
Xh
〈
Xk,Xr
〉
= 0 =
〈∇XhXk,Xr〉+ 〈Xk,∇XhXr〉 .
No entanto, se a a´lgebra de Lie G possui a propriedade de [ξp, ξ1] = ξ1
para algum p ∈ {1, · · · , n} considere o seguinte caso:
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Defina δ(t) =
 t, se 0 ≤ t ≤ T0, se T ≤ t , h(t) = δ(t)ξ1, r(t) = 12δ2(t)ξ1 e
k(t) = δ3(t)ξp. Com isso temos que Iijl =
∫ T
0
3s2ds = T 3 se i = l = 1, j = p
e 0 nos outros casos. Ou seja,
〈∇XhXk,Xr〉+ 〈Xk,∇XhXr〉 = n∑
j=1
(
〈[ξj, ξ1], ξ1〉 − 〈ξj, [ξ1, ξ1]〉
)
I1j1
=
n∑
j=1
(
〈[ξj, ξ1], ξ1〉
)
I1j1
= I1p1 = T
3 6= 0 = Xh 〈Xk,Xr〉
Ou seja, nesse caso, a conexa˜o e a me´trica na˜o sa˜o compat´ıveis.
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