Abstract-It is well known that low bit rate block-based discrete cosine transform coded image exhibits visually annoying coding artifacts. In this paper, we proposed a projection onto convex sets (PCOS)-based deblocking algorithm using a novel region smoothness constraint set for graphic images containing objects with smooth regions. The smoothness constraint set is obtained by an explicit modeling of smooth regions in the image using a spatially adaptive thin-plate spline. In contrast to most deblocking algorithms which enforce smoothness just around the 8 8 block boundaries, our algorithm enforces smoothness in regions which could possibly span several blocks. We showed that convergence of our algorithm could be reached within one iteration. The performance of the proposed algorithm is evaluated visually and quantitatively in term of peak signal-to-noise ratios and the mean squared difference of slope metric, which measures the impact of the blocking effects, for several graphic images. The results show that our algorithm can effectively suppress blockiness in smooth regions while still preserving the sharpness of object edges.
I. INTRODUCTION

I
N BLOCK-BASED discrete cosine transform (BDCT) coding [1] , the DCT is applied to each 8 8 nonoverlapping image blocks, followed by quantization and variable length coding. Since each block is independently treated, correlation among spatially adjacent blocks is not taken into account in coding, which results in block discontinuities along the block boundaries in the decoded image when two low-frequency DCT coefficients of similar values in adjacent blocks are quantized into different quantization bins.
Various post-processing methods have been proposed to remove the blocking artifacts so as to improve the visual quality of the decoded image [2] - [11] , [18] - [20] . Among them, one popular class of post-processing algorithms is based on the theory of projection onto convex sets (POCS) [4] - [6] , [11] . Manuscript POCS methods use iterative technique in nature and may involve substantial computation time. Another major approach for image deblocking involves spatially adaptive postfiltering [7] - [9] . Methods in this category are noniterative in nature. Essentially, block discontinuities are examined, and depending on the pixel smoothness condition on the block boundary, adaptive filtering is applied. However, at very low bit rate, block discontinuities cannot be completely eliminated by spatially adaptive postfiltering. Most deblocking algorithms are developed for general images. By exploiting the properties within special class of images, deblocking performance can be further improved. Recently, we have developed a deblocking algorithm that has excellent performance on a class of images that are assumed to consist of uniform regions [11] . However, many graphic images contain smoothly varying regions and therefore a method to model the smoothness is necessary in order to perform adequate deblocking on such class of images.
In this paper, we describe a POCS-based deblocking algorithm employing a novel smoothness constraint set to handle images with smooth regions. Specifically, we propose a smoothness constraint set that involves explicit modeling of smooth regions in the image. Since the smoothness constraint is enforced over a region (which could span several blocks) instead of just around the 8 8 block boundaries like in most deblocking algorithms, better suppression of blockiness can be achieved. This paper is organized as follows. Section II gives an overview of the mathematical background for thin-plate spline surface modeling and the theory of POCS for image reconstruction. Section II-A gives details about the construction of a smooth, spatially adaptive thin-plate spline surface from the BDCT coded image. Section II-B describes the formulation of the constraint sets for the region smoothness constraint, quantization constraint and range constraint. The performance of the algorithm is evaluated both visually and quantitatively in terms of PSNR and the recently introduced mean squared difference of slope (MSDS) metric in Section IV. Finally, Section V concludes the paper.
II. MATHEMATICAL BACKGROUNDS
A. Thin-Plate Spline Surface Modeling
A thin-plate spline [12] , [13] , [21] , [22] is a smooth function which interpolates a surface at the landmark points . This function behaves like a thin metal plate and minimizes the total bending energy given by 
and are the and coordinates of the point . The summation terms at the right-hand side of (2) are the fundamental solutions of the biharmonic equation, which minimizes the total bending energy. The last three terms describe the lifting and tilting of the spline surface.
Given data point , the problem at hand is to obtain a best-fit surface with adequate smoothness by minimizing the following regularized cost function with respect to the spline coefficients in (2) ( 5) where is a scalar that controls the smoothness of the surface. If we ignore for the moment (i.e., set ), then to solve for the spline coefficients , the interpolating conditions give linear equations, the remaining three equations are obtained by imposing the orthogonality conditions on the coefficients (6) In vector-matrix notation, the spline coefficients , in (2) are then determined as the solution of the linear system (7) where . . .
. . .
. . . . . .
When is present, the coefficients are again obtained by solving (7) but with replaced by , where is the identity matrix [21] , [22] .
B. POCS Image Reconstruction
In POCS-based image reconstruction [14] - [17] , every known property of the original image can be formulated as a corresponding convex set. The original image is then assumed to lie in the intersection of these convex sets, i.e., (10) Since everything we know about the original image is captured in , the problem of reconstructing an image from its properties is equivalent to that of finding an element in . If the projection operator projecting onto the convex set is realizable for , the problem is recursively solvable. The rule that assigns to every its nearest neighbor , i.e., defines the nonlinear projection operator unambiguously. For the composite operator , the recursion converges to an element in as , for any starting point . The POCS framework ensures that convergence is monotonic and the final solution is optimal mathematically. The optimality here is in the sense that the final solution satisfies all known constraints about the original image. Note that optimality does not ensure uniqueness of the solution, since every solution in the intersection are equivalent mathematically.
III. DEBLOCKING ALGORITHM
A. Smooth Spline Surface Construction
A thin-plate spline surface for the entire image is obtained by concatenating together the local thin-plate spline surfaces, which are computed over each 8 8 block. Each 8 8 block can be smoothed adaptively by using different in (5), depending on the high frequency content of the block. To blend the local surfaces smoothly, the local surface fitting is done over a larger block, i.e., over a 16 16 block. Then only the fitted surface in the center 8 8 block is retained.
We categorize the degree of smoothness of each 8 8 image block into one of 4 classes, i.e., from 1 (least smooth) to 4 (smoothest). This is done as follows. First, the standard deviations for every 16 Instead of fitting the spline surface over all image pixels, the surface is fitted using the data points derived from the compressed image. Depending on the degree of smoothness, the data point configurations for an 8 8 block shown in Fig. 1 are adopted. The data points inside the image block are sampled directly from the compressed image, whereas the data points along block boundary are obtained by 3-point averaging the corresponding pixels along the block boundary to smooth out block discontinuities. The discontinuities along block boundaries could be due to real edges. In [10] , we showed that the minimum block discontinuities, , between adjacent blocks is given by , where is the dc entry in the quantization table, and the largest block discontinuity due to quantization is equal to for a ramp signal. Based on such observation, we flag the discontinuities along block boundaries as real edges when their magnitude is greater than . The image pixels along these real edges are kept as data points without averaging.
To preserve the sharpness of real edges within the block, the gradient magnitude, , and gradient angle, , of the compressed image are computed, where and are the partial derivatives of along the and direction, respectively. Then, the image pixels at the maxima of in the direction given by , are flagged as real edges and are retained as data points.
The smoothness parameter is set according to the smoothness class the image block is assigned to. From experimentation, is empirically set to 1, 10, 50, 100 for smoothness class equals to 1, 2, 3, and 4, respectively. Using the data points obtained, the local thin-plate spline surface for each image block is computed by solving (7) and (2), and the spline surface for the whole image is obtained by concatenating these local patches together.
B. Projection Operators
The region smoothness constraint is applied to each of the 8 8 block. Let be the spline surface for the block and let be the error bound associated with block . The region smoothness constraint set for block is defined as (12) The set can be viewed geometrically as a closed sphere, with a radius of , and with its center located at point , in a 64-dimension space. It is obvious that the set is convex and closed. From this geometrical viewpoint, it is easy to define the nearest projection of any point not in onto the surface of this hyper-sphere. Let and , where is the nearest projection of onto . Define the ratio , then, by geometric argument, it can be easily shown that (13) Therefore, the projection of onto , i.e., , can be realized as if otherwise.
The BDCT domain quantization constraint set for the 8 8 image block of can be expressed as [4] (15) where is the BDCT transformation matrix, the subscript is the frequency index, and are the th minimum and maximum allowable BDCT coefficients as determined by the quantizer's th quantization interval and the transmitted BDCT symbol , i.e., (16) where the transmitted symbol is obtained by the quantization operation Round on the th BDCT coefficient, i.e., , of the original image. Note that it is the set of symbols that is transmitted to the decoder. Let , the projection of onto the set is given by (17) where if if otherwise.
As the intensity of the original image is assumed to lie between 0 and 255, a range constraint set can be defined as , where is the dimension of the image. The projection onto , i.e., , can be realized as if if otherwise.
(19)
The deblocked image is obtained by iterating , with given by the thin-plate spline image , until convergence is reached.
The use of the thin-plate spline image as the starting point instead of the BDCT coded image allows the proposed POCS algorithm to converge within a single iteration. We have the following proposition:
Proposition: Ignoring the projection , and let , the iteration , with , converges within a single iteration. Moreover, the error bound for the set in (14) is immaterial.
Proof: The proof is by geometric argument. is a hypersphere in a 64-dimension space, with center and radius . Let be an element on the convex surface of closest to . Then . Consider the path joining and . Let be the point where intersects the surface of the hypersphere. Since emanates from the center of the hyper-sphere, it is orthogonal to the tangential hyper-plane at , and is the closest point to . Hence, the projection from to the hypersphere is also along the path and landed on the point , and the projection to , will bring us back to again. Thus, the iteration converges within a single projection using the initial point . It is obvious that the radius is immaterial. Since is applied to each of the 8 8 image blocks independently, Proposition 1 extends to the entire image. Although Proposition 1 ignores the set , the conclusion still hold in practice when is taken into account. This is due to the fact that the projected point is already "almost in"
, such that in practice. Intuitively, since the region smoothness constraint is applied to the individual image block, different error bound can be used for different block, depending on the degree of smoothness of the block. This consideration will speed up the convergence of the algorithm when the initial starting point is other than , say, coded image. However, proposition 1 shows that the value of can be disregard when the iteration starts with . The theory of POCS assumes that the constraint sets intersect each other. However, intersection of the constraint sets is usually not guaranteed when they are defined. This is not a problem in practice, however, since when even though the solution oscillates between each individual projection when the constraint sets do not intersect.
A final observation is that, if we shift the center of to the projected point on the surface of after each iteration, then the constraint sets and will eventually intersect each other after a number of iterations. Note, however, that the projected point on (and hence the final solution) still stays fixed after the first iteration. This behavior can be easily visualized geometrically.
IV. EXPERIMENTAL RESULTS
The proposed algorithm has been tested on different BDCT coded graphic images containing objects with smooth regions. For illustration purpose, we present the deblocking results of two graphic images, "SHELL" and "KNOT". The objects in the two graphic images are made up of smooth surfaces. The performance of the proposed algorithm is compared with several deblocking algorithms reported in the literature, namely: 1) Zakhor's iterative deblocking algorithm [4] ; 2) Yang's spatially adaptive POCS algorithm [6] ; and 3) the MPEG4-VM postfiltering algorithm [9] . Figs. 2 and 3 show the original image, the BDCT coded image using Q2, and the deblocked images for "SHELL" and "KNOT," respectively. It can be seen that Zakhor's algorithm generally produces an overly blurred deblocked image due to the lowpass filtering operation, whereas the deblocked image obtained by Yang's algorithm and MPEG4-MV algorithm still contain significant blockiness in the smooth region. In contrast, our algorithm significantly reduces blockiness in the smooth region while still preserving the sharpness of the edges. It is worth pointing out that our algorithm is even better than Zakhor's algorithm (which tends to over-smooth) in suppressing blockiness in the smooth regions in both test images.
For performance evaluation, we used PSNR and MSDS introduced in [18] . Unlike PSNR which involves pixels in the entire image, the MSDS involves just pixels near the block boundaries and has been proposed to be a better measure of the impact of blocking effects [18] - [20] . Consider an 8 8 block . Let be the blocks adjacent to , in the directions north, south, west and east, respectively. Then, MSDS is defined as [18] , (20) where (21) (22) (23) and , and are defined similarly. Tables I and II show PSNR and MSDS comparison using quantization tables in the Appendix, respectively. It can be observed that the proposed algorithm compared favorably to the other algorithms in term of PSNR and MSDS. For the PSNR measure, our algorithm ranks within the top two performers. For the MSDS measure, we see that Zakhor's algorithm generally over smooth the image, while MPEG4-MV algorithm under smooth the image. Yang's algorithm performs fairly well but the reconstructed image is still not smooth enough compared to the result from our algorithm.
In terms of computation complexity, the MPEG4 algorithm is the fastest since it is noniterative and it works directly in the image domain. The other two algorithms (Yang and Zakhor) are iterative POCS-based methods similar to our algorithm. Although our algorithm has higher computation cost due to the explicit modeling of the smooth surface using thin plate spline, Yang and Zakhor's algorithms in general require between six to ten iterations to converge to a stable solution.
V. CONCLUSION
In this paper, we proposed a novel POCS-based deblocking algorithm for graphic images with smooth surfaces. Our algorithm employs a smoothness constraint that involves explicit modeling of smooth regions in the image using a spatially adaptive thin-plate spline. By adapting the sampling point configuration and the regularization weight to the degree of smoothness of the underlying image blocks, the tps can be made adaptive to the smoothness of the underlying image. As the smoothness constraint is enforced over a region instead of just around the 8 8 block boundaries, better blockiness suppression is achieved. We showed that the convergence of our algorithm could be reached within one iteration. Visual and quantitative evaluations (in terms of PSNR and MSDS) indicate that the algorithm can effectively suppress blockiness in smooth regions while still preserve the sharpness of edges.
APPENDIX QUANTIZATION TABLES FOR BDCT
See Table III. 
