Abstract. Let S β := {z ∈ C : |Imz| < β} be a strip in complex plane. H r ∞,β denotes those 2π-periodic, real-valued functions on R which are analytic in the strip S β and satisfy the condition |f (r) (z)| ≤ 1, z ∈ S β . Osipenko and Wilderotter obtained the exact values of the Kolmogorov, linear, Gel fand, and information n-widths of
Introduction
Let X be a normed linear space and X n be an n-dimensional subspace of X. For each x ∈ X, E(x; X n ) denotes the distance of the n-dimensional subspace X n from x, defined by (1) E(x; X n ) := inf x − y is said to be the deviation of A from X n . Thus E(A, X n ) measures how well the "worst element" of A can be approximated from X n . Given a subset A of X, one might ask how well one can approximate A by n-dimensional subspaces of X. Thus, we consider the possibility of allowing the ndimensional subspaces X n to vary within X. This idea, introduced by Kolmogorov in 1936, is now referred to as the Kolmogorov n-width of A in X. It is defined by (3) d n (A, X) := inf
where X n runs over all n-dimensional subspaces of X. The Kolmogorov n-width d n (A, X) describes the minimum error of A approximated by any n-dimensional subspace X n in X. In addition to the Kolmogorov n-width, there are three other related concepts that will be studied in this paper. The linear n-width of A in X is defined by (4) λ n (A, X) := inf
where the infimum is taken over all bounded linear operators mapping X into itself whose range has dimension at most n. The Gel fand n-width of A in X is given by
where X n runs over all subspaces of X of codimension n (here we assume that 0 ∈ A), and the information n-width is the quantity (6) i n (A, X) := inf where l 1 , . . . , l n run over all continuous linear functionals on A and m is taken over all maps of Z n into X (Z = R or C depending on whether A is a set of real-valued or complex-valued functions). More detailed information about the n-widths is contained in the books of Pinkus [16] , and Lorentz, Golischek and Makovoz [7] . Now we introduce the classes of functions to be studied. Let S β := {z ∈ C : |Imz| < β} be a strip in a complex plane. For an integer r ≥ 0, the class H r ∞,β ( h r ∞,β ) consists of those 2π-periodic, real-valued functions on R which are analytic in the strip S β and satisfy the condition |f (r) (z)| ≤ 1 (|Ref (r) (z)| ≤ 1), z ∈ S β . For r = 0, we will omit the upper index in the notation of these classes.
Many extremal problems, especially for calculating the exact values of n-widths, were investigated for the classical Sobolev class of 2π-periodic functions W r p (see [6] ) in L q space, where L q := L q [0, 2π] is the classical Lebesgue integral space of 2π-periodic real-valued functions with the usual norm · q , 1 ≤ q ≤ ∞. By the efforts of many mathematicians some similar results were also built for the classes in which each function can be represented as a convolution with a kernel having a cyclic variation diminishing property or satisfying Property B (see, e.g., [15] - [17] ). For example, the Kolmogorov n-widths of the class h r ∞,β in the space L ∞ were obtained by Tikhomirov [19] , Forst [4] for r = 0, and by Osipenko [11] for all r ∈ N. After this, the exact values of the even n-widths of the class of h r ∞,β in L q , 1 ≤ q < ∞ were calculated by Pinkus [16] for r = 0 and by Osipenko [10] for all r ∈ N.
On the other hand, recently, the exact estimates of the even n-widths of the class H r ∞,β in the space L q were determined by Osipenko [9] for r = 0, 1 ≤ q ≤ ∞, and by Osipenko [11] - [12] , and Osipenko and Wilderotter [13] for all r ∈ N, q = ∞.
Motivated by Osipenko [11] , in this paper we determine the exact values of the Gel fand n-width, Kolmogorov 2n-width, linear 2n-width, and information 2n-width of H r ∞,β in the space L q , 1 ≤ q < ∞, for all r ∈ N. [6] , [18] , from which we get the upper estimates of Gel fand widths. In processing the lower estimates of n-widths, we follow the method of Zensykbaev [20] , Micchelli and Pinkus [8] , Pinkus [15] , and Osipenko [11] to consider a minimum norm question on analogue of classical polynomial perfect splines.
We now outline the rest of this paper. In Section 2, we establish a comparison theorem of Kolmogorov type on the Hardy-Sobolev class H r ∞,β and as a consequence, we derive an inequality of Landau-Kolmogorov type on this class of functions. In Section 3, using the results of Section 2, we demonstrate an inequality on nonincreasing rearrangement, from which we get a Taikov type inequality that will be used as the upper estimates of the Gel fand n-width of the class H r ∞,β . In Section 4, we solve a minimum norm question on an analogue of the classical polynomial perfect splines, and then we use it to prove the lower estimates of n-widths, which together with some results of Osipenko (see [14] ) and Section 3 determine the exact values of the Gel fand n-width, Kolmogorov 2n-width, linear 2n-width, and information 2n-width of
Comparison theorem of Kolmogorov type on H
The Kolmogorov comparison theorem (see [6] ), which concerns the comparison of derivatives of differentiable functions defined on the real line, plays an important role in establishing some sharp inequalities in approximation theory. In this section we will prove a comparison theorem of Kolmogorov type on the class of analytic functions H r ∞,β and then derive an inequality of Landau-Kolmogorov type on this class of functions. Besides their own independent roles, these results will also be used in the following section to establish an inequality of Taikov type on the class H r ∞,β . Before we advance our discussion further, we introduce some notions of sign changes of vectors and functions that are very important in our research.
Definition 1 (see [16] , pp. 45, 59). Let x = (x 1 , . . . , x n ) ∈ R n \{0} be a real nontrivial vectors.
(i) S − (x) indicates the number of sign changes in the sequence x 1 , . . . , x n with zero terms discarded. The number S − c (x) of cyclic variations of the sign of x is given by 
Let f (x) be a piecewise continuous 2π-periodic function. We assume that f (x) = [f (x+) + f (x−)]/2 for all x and
, where the supremum is taken over all x 1 < · · · < x m < x 1 + 2π and all m ∈ N.
Moreover, we need another notation about the count of zeros of a function. Suppose that f (x) is a continuous periodic function of periodic 2π. We define
, where the supremum runs over all
Clearly,
S c (f ) denotes the number of sign changes of f on a period. Z c (f ) denotes the number of zeros of f on a period, where zeros that are sign changes are counted once, and zeros that are not sign changes are counted twice. Now we introduce the standard function Φ β n,r of the comparison theorem on the class H r ∞,β and recall some of its properties. Set
For each ξ ∈ Λ 2n we define
where ξ 0 := 0, ξ 2n+1 := 2π. There is an especially important function of the above form, which is the function h ξ for ξ j = (j − 1)π/n, j = 1, . . . , 2n. For convenience, we write it as h n . Let ϕ 0 (z) := tan(π/4 z) and
is the Bernoulli kernel, and
Then we have (see [11] )
, r = 0, 1, . . . , 2 
2
, and
is the complete elliptic integral of the first kind with modulus λ. Using the representation (see [1] , p. 226)
, [10] proved that
It is easily seen that t
n,r , j = 1, . . . , 2n. By similar arguments as the Euler perfect splines (see [6] , p.102), Osipenko (see [11] ) has shown that
Now we are in position to prove the comparison theorem on the class ∈ H r ∞,β .
Theorem 1 (Comparison theorem of Kolmogorov type). Let
Proof. Without loss of generality we may assume a = α and r ∈ N (the case where r = 0 is simpler). Assume that for some f ∈ H r ∞,β , positive integer n and α ∈ R, (17) ρf n,r (j ∈ {1, . . . , 2n}\{k}) these graphs intersect at least once. Hence for
Denote by H ∞ (∆ β ) the set of functions that are analytic on the annulus
and satisfy the condition
has exactly 2n zeros: cos
Rouche's theorem implies that F (r) has at most 2n zeros on a period 2π. So S c (F (r) ) ≤ 2n. This is a contradiction. Theorem 1 is proved. Our next aim is to establish a Landau-Kolmogorov type inequality and some other corollaries of the comparison theorem which will be used for establishing an inequality of Taikov type on the class H 
Proof. Assume that there exists a ξ ∈ R for which |f (ξ)| > Φ β n,r ∞ . Since Φ β n,r (t) is a continuous function of t and Let C(R) be the set of all continuous functions on the real line R. A function ψ ∈ C(R) is said to be regular (see [6] , p. 107) if it has a period 2l and if on some interval (a, a + 2l) (a is a point of an absolute extremum of ψ) there is a point c such that ψ is strictly monotone on (a, c) and (c, a + 2l). In order to emphasize the length of the period 2l, sometimes we shall speak about ψ as being 2l-regular.
We say that a function f ∈ C(R) possesses a µ-property with respect to a regular function ψ if for every α ∈ R and on every interval of monotonicity of ψ the difference ψ(t) − f (t + α) either does not change sign or changes sign exactly once: from + to − if ψ decreases or from − to + if ψ increases. It is clear that f will possess the µ-property with respect to ψ(t + β), β ∈ R, if it possesses the µ-property with respect to ψ. 
On the other hand we can prove that S c (F (r) ) ≤ 2n by the same method as that in the proof of Theorem 1. This contradiction proves the corollary. 
By virtue of Corollary 2 and [6, Lemma 3.2.1], we have
for all u ≥ 0, and
(ii) If the standard function Φ n,r , then (20) |ξ
A function F is said to be a periodic integral of a real 2π-periodic continuous function f on R if F (x) = f (x) and F (x + 2π) = F (x) for all x ∈ R. From Corollary 1, we have immediately the following theorem which will be used in the next section. 
Taikov type inequalities on H r ∞,β
In this section we establish an inequality of Taikov type, which leads to the upper estimates of the Gel fand n-widths. To do this, we need some auxiliary lemmas. (14) 
By the same method as above, we can prove that (22) also holds if r + 1 is even. The details are omitted. The proof of Lemma 1 is complete. Now let f be a 2π-periodic integrable function, and denote by r(f, t) the nonincreasing rearrangement of |f | (see [6] , p. 110). With this notation we have Lemma 2 (see [6] , p.112
Lemma 3 (see [6] , p. 114). Let f ∈ C(R) possess the µ-property with respect to the 2π/n-regular (n = 1, 2, . . .) function ψ and 2π/n 0 ψ(t) dt = 0.
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If min 
Proof. By virtue of Lemma 2, the inequality (24) follows from (23). So we only need to prove the inequality (23). Without loss of generality we assume that r ∈ N. Since f ∈ H r ∞,β and F is a periodic integral of f such that F ∞ ≤ Φ 
we see that Lemma 3 is applicable for the functions f and Φ β n,r . Hence, the inequality (23) is true. Theorem 3 is proved. N and r = 0, 1, 2, . . . . Then
Consider a subset of H
Remark 2. Among others, Taikov [18] proved that for all n ∈ N and r = 1, 2, . . . , (27) sup
where W r ∞ is the classical Sobolev class, and
is the 2π/n-periodic perfect Euler spline of degree r. The inequality (27) is now referred to as Taikov's inequality. For the case q = 1, (27) was also proved by Turovets in another way. For more detail, see [6, page 172 and page 207].
Exact values of n-widths of H r ∞,β
In this section, we will solve a minimum norm question on an analogue of the classical polynomial perfect splines, and then using this result, we will estimate the lower bounds of n-widths, which together with some results of Osipenko (see [14] ) and Section 3 will determine the exact values of the Gel fand n-width, Kolmogorov 2n-width, linear 2n-width, and information 2n-width of H r ∞,β in L q , r ∈ N, 1 ≤ q < ∞. First we recall some definitions.
Definition 2.
[15] The kernel k is called strictly sign consistent of order 2 + 1 (
, and σ = 1 or −1.
With this definition, we have the following two results which will be used in the proof of the next theorem.
Lemma 4 (see [5] , p. 250-270 and [15] ). If k is SSC 2 +1 , h is a real 2π-periodic piecewise continuous function and S c (h) ≤ 2n, then
where Z c (k * h) is defined by (8) .
Corollary 6. Let n ∈ N, h is a real 2π-periodic piecewise continuous function and
Proof. It was proved by Forst [4] that K β is SSC 2 +1 for all = 0, 1, . . . . By Lemma 4, we get (28). Corollary 6 is proved.
Lemma 5 ([15]). Let
Moreover, if ξ k = η k+2 for some k and , then
Armed with these preparations, we are now ready to investigate a problem about the minimum norm on analogue of the polynomial perfect splines which is the key for getting the lower estimates of the Gel fand n-width, Kolmogorov 2n-width, linear 2n-width, and information 2n-width of 
where when r = 0 (29) means that
Proof. The case q = ∞ was proved by Osipenko in [11] (in this case it is enough to assume ϕ is a continuous, odd, and strictly increasing function defined on [−1, 1]). Now we assume that 1 ≤ q < ∞, r ∈ N (the case r = 0 is simpler), and follow the approach of Zensykbaev [20] , Micchelli and Pinkus [8] , and Pinkus [15] .
A compactness argument shows that the minimum in (29) is attained; i.e., there exists an a ∈ R and a ξ ∈ Λ
Using the method of the Lagrange multiplier, we find that the optimal a and ξ = (ξ 1 , . . . , ξ 2m ) must satisfy the system of nonlinear equations:
where θ is the Lagrange multiplier, and
Since ϕ ≥ 0 and ϕ is continuous on [−1, 1], by Rolle's theorem and Corollary 6, we get
First we claim that the knots of the vector ξ are equidistant which means that ξ j+1 − ξ j = π/m, j = 1, . . . , 2m, i.e., h ξ = h m . By translation we may assume that ξ = (ξ 1 , . . . , ξ 2m ) satisfies 0 = ξ 1 < ξ 2 < · · · < ξ 2m < 2π and
where ξ 2m+1 = 2π. Assume that h ξ = h m . It follows from Lemma 5 that
Since ϕ is a continuous, odd, and strictly increasing function, by Corollary 6, we have A simple change of variable argument shows that R(y) = P (y + δ), from which we obtain Z c (P (·) + P (· + δ)) ≤ 2(m − 1). From (31) we have P (ξ i ) = 0, i = 1, . . . , 2m. By our choice of δ, ξ i < ξ i + δ ≤ ξ i+1 , i = 1, . . . , 2m, and therefore S + c (P (ξ 1 + δ) , . . . , P (ξ 2n + δ)) = 2m. Thus S + c (P (ξ 1 ) + P (ξ 1 + δ), . . . , P (ξ 2n ) + P (ξ 2n + δ)) = 2m, which implies that Z c (P (·) + P (· + δ)) ≥ 2m. This is a contradiction, and therefore h ξ (·) = −h ξ (· + δ), i.e., h ξ = h m . Now we proceed to show that a = 0. Let Since the constant term is a free variable, f (·; a ) ⊥ 1. Because
