times for the lots. IC manufacturers are under high pressure nowadays to reduce cycle times and improve delivery performance. Lu et al. [2] developed scheduling policies that attempt to reduce various fluctuations in the flow of the lots in order to reduce mean and variance of cycle time. Park et al. [3] described the operating curve as a means to evaluate the trade-off between cycle time, throughput and WIP. Variability plays a central role in this tradeoff. Schoemig [4] stated that the corrupting influence of variability on the cycle time is often overlooked, and semiconductor industry should aim at reducing variability to provide low cycle times. Therefore, identification and reduction of the main sources of variability are key actions to improve upon the compromise between throughput and cycle time.
Unfortunately, in the semiconductor industry no measures for operational time variability are used. The overall equipment effectiveness (OEE) has been introduced by SEMI [5] . This measure is based on mean values with respect to availability, productivity, and yield. It includes for example mean time between failure and mean time to repair to characterize machine down time, but it fails to include variances. Hopp and Spearman [6, Section 8.4] show with a simple example that, besides the average capacity, the fluctuations of capacity in time should also be included to make the correct conclusion on how well a machine is performing. Taking into account average capacity only may lead to the wrong conclusion.
A suitable measure that quantifies the total process time variability is still missing. Such a measure would be highly valuable in variability reduction programs. Sturm et al. [7] observed that it is impossible to measure each individual source of variability. Instead, they measured cycle time distributions at workstations, and used these in their simulation model. However, in these distributions the effects of utilization and variability are combined. Another approach is proposed by Hopp and Spearman [6] . They introduce the so-called effective process time, and describe it as the time seen by lots from a logistical point of view. Basically, the effective process time includes all time losses due to failure, setup, and any other source of variability. A similar description is given by Sattler [8] who defined the effective process time as all cycle time except waiting for another lot. It includes waiting for machine down time and operator availability and a variety of other activities.
Sattler [8] noticed that her definition of effective process time is difficult to measure. The same difficulty holds for the description given by Hopp and Spearman [6] . But the basic idea of the effective process time to include time losses does give a starting point for computing effective process time realizations of lots when a list of events is available with arrival and departure times of lots. Since the semiconductor industry is highly automated, this track-in and track-out data is generally available. We propose a new method to actually compute effective process times from such a data set. In this way, we are able to estimate the mean and variance of the effective process time of a workstation. This gives the desired quantification of operational time variability. The approach is illustrated using real fab data from a Philips Semiconductors wafer fabrication facility.
II. PERFORMANCE MEASUREMENT
Wafer fabs combine uncertain yields and unreliable machines in a re-entrant process flow. In order to improve machine productivity, SEMI [5] defined the overall equipment effectiveness (OEE). OEE separates machines productivity into three basic corrective action categories: availability, performance, and quality. Availability efficiency is the fraction of time that a machine is in a condition to perform its intended function. Performance efficiency is the fraction of machine uptime that a machine is processing actual units at theoretically efficient rates. Finally, quality efficiency is the theoretical production time for effective units divided by the theoretical production time of actual units. Typically, OEE includes several sources of variability such as down times and monitoring times. However, OEE is only based on mean values.
Besides mean process time, the average queue time is determined by utilization and variability. Hopp and Spearman [6] use the following approximation for average queue time of wafers in a queueing system, where denotes the number of identical machines: (1) with the utilization defined as:
The first term of (1) represents the variability which is the sum of the squared coefficients of variation of the interarrival times and the process times . The squared coefficient of variation is defined as the quotient of variance and the mean squared. Thus, , and , where and are the mean interarrival time and mean process time, respectively. Hopp and Spearman [6] use the effective process time paradigm: and include the effects of operational time losses due to machine down time, setup, rework, and other irregularities. Compared to the theoretical process time , this typically means and . In accordance with [6] we call lowly variable, moderately variable, and highly variable.
Equation (1) clearly identifies the contribution of utilization and variability. Cycle time increases linearly with the squared coefficients of variation of interarrival times and effective process times, and increases nonlinearly with utilization. To reduce the mean waiting time, there are two possible courses of action. The first is to reduce the loss of capacity due to irregularities. This gives a smaller mean effective process time , which also means a lower utilization. This part is covered by performance measures such as OEE, and focuses on the improvement of bottleneck workstations with high utilizations. If the mean capacity loss cannot be further reduced, the second action is to reduce the variation of the irregularities, giving a smaller variability term, . The OEE fails to cover this term. Equipment with large operational variability can have large effect on cycle time even if they are not bottlenecks. An important property is that variability propagates through the fab. The departure flow of a workstation determines the arrival flow to the next workstation in the flow line. Variability in the departure flow of a workstation is determined by utilization, variability in arrivals, and variability in processing. The following linking equation gives an approximation of this relation. The squared departure coefficient of variation can be estimated by [6] , [9] : (3) This means that for low utilizations, the flow variability of the departing wafers equals the variability of the arriving flow to the workstation, while for high utilizations, the flow variability of the departing wafers is proportional to the effective process time variability. To be cost effective, wafer fabs operate at high machine utilizations. Thus, reducing operational time variability at one workstation will positively influence the arriving wafer flow to its successors. Equation (1) implies that the mean effective process time and the corresponding squared coefficient of variation are two fundamental process parameters with respect to cycle time performance. To use these parameters as performance measures, and have to be determined from actual fab data. However, the description as given by Hopp and Spearman [6] that the effective process time is the time seen by lots from a logistical point of view does not define how effective process times should actually be measured from such a data set.
III. HOW TO MEASURE EPT?
We have formalized the Effective Process Time (EPT) definition and propose a new algorithm to compute EPTs of machines in a workstation from real-time fab data. By workstation we mean one or more machines that perform a similar operation and that share a single queue. The EPT definitions of Hopp and Spearman [6] , and Sattler [8] include the theoretical process time as well as setup time, breakdown, operator availability, and all other operational times due to variability effects. For the cycle time of a lot, it is of no importance whether the lot is waiting for an operator or waiting for a machine that is being monitored. Generally stated, EPT can be defined as the total amount of time a lot could have been, or actually was, processed on a machine. So, the EPT is the total amount of time a lot claims capacity of a machine, even if it is not yet being processed.
The new algorithm is developed such that it enables calculation of EPT from a list of events. This list of events consists of the arrival and departure times of the lots at a certain workstation, and the machine identification number the lot has been processed on. We start with investigating the EPT definition for a single-machine workstation with first-in-first-out (FIFO) dispatching. This EPT definition is extended to include other dispatching policies as well. Finally, the EPT definition is generalized to a multiple machine workstation.
A. Single Machine, FIFO Dispatching
Consider a workstation with FIFO dispatching that consists of a single queue and a single machine. This single machine setup is used to formalize the conceptual idea that the EPT is the total amount of time a lot could have been or actually was processed on a machine. The event history with respect to arrival and departure can be visualized by a Gantt chart. An example is presented in Fig. 1 . The Gantt chart shows four lots which were processed in FIFO order on a single machine. The first lot arrived at and departed at . The arrival and departure times of the other lots are depicted in the same way. Actual process times are not needed for determining the EPTs, and are therefore not depicted. The resulting EPTs are shown in the grey box at the bottom of Fig. 1 . The following paragraph explains how these EPTs have been determined.
Initially, no lots are present in the workstation, i.e., no lots are queued and no lot is in process. Since at the first lot arrives at the workstation, this lot immediately claims capacity of the machine, independent of whether it is queued for a while or processed immediately. Before the first lot departs, a second lot arrives at . Since a FIFO dispatch policy is used, the first arrived lot still claims capacity of the machine. When the first lot has finished processing, and departs from the machine, the total amount of time this first lot has claimed capacity is called a realization of effective process time. From this point of time , the second lot now claims capacity of the machine until the lot departs. It does not make a difference if new lots are arriving, like the third lot at . Therefore, the second EPT realization is the time between the departure of the first lot and the second lot.
In general, for each lot that is processed next on the machine it holds that a realization of effective process time is calculated as follows: EPT is the total amount of time the lot was queued or processed between the departure of the previous lot and its own departure. When enough individual EPTs have been determined, a complete EPT distribution arises. For the machine, an estimate of mean effective process time and coefficient of variation can be calculated from the complete set of individual EPTs. 
B. Single Machine, General Dispatching
If a single machine is considered, the lots in the system claim capacity of this particular machine. From the machine's point of view it does not matter which lot claims its capacity. If two lots are queued, capacity of the machine is claimed from the time point the first lot has arrived in the queue. No matter when the second lot arrives, capacity of the machine is claimed until one of the two lots departs. We assume that the order in which the lots are processed does not affect the EPT calculation. As a consequence, the EPT does not depend on the schedule, but only on the arrival and departure times of the lots. Thus, during the period that at least one lot is present in the workstation, the capacity of the machine is claimed until a lot departs from the workstation. The EPT calculation does not take into account which lot arrives or departs. This corresponds with observations that dispatch rules that do not use information on the individual process times of lots have no influence on the mean cycle time (see [9, Section 3.6] ).
In Fig. 2 an event history and Gantt chart of a non-FIFO schedule is shown to illustrate how the above mentioned rationale for general dispatching affects the EPT definition. When lot 1 leaves, lot 2 is already available in the queue, but does not start processing immediately. Lot 2 is kept in queue, but already starts claiming capacity of the machine, since the machine is kept idle. Assume that lot 3 is a hot lot and arrives while lot 2 is still kept in queue. Due to the priority of lot 3, this lot is processed first on the machine. For this reason, at the arrival of lot 3, this hot lot claims capacity of the machine. But, for the machine it does not make any difference which lot is processed next. During the complete time period between the departure of lot 1 and the departure of lot 3, capacity of the machine was continuously claimed by any lot. Therefore, the complete time period is a single EPT realization. It is of no concern whether this realization is based on the presence of a single or multiple lots. Notice that the Gantt chart of Fig. 2 has equal arrival and departure times compared to Fig. 1 . Although the schedules produce the lots in different orders, the EPT calculation delivers equal EPT realizations.
Summarizing, the machine does not need to know which lot is claiming capacity. The EPT is the total amount of time a single lot or different lots are claiming capacity of the machine until a lot departs. Thus, whenever there is no lot in the workstation (queue empty and machine idle), capacity of the machine is not claimed. These time periods do not belong to EPT. But as soon as a new lot arrives, the next EPT realization will be the time between this arrival and the next departure of any lot, not necessarily the first newly arrived. With lots present in the single machine workstation, the EPT is the time between two departures of two lots. This holds until no more lots are present in the workstation.
Algorithm SM-Single Machine Workstation: An algorithm to calculate EPTs is proposed in Fig. 3 . The algorithm considers a single machine workstation and a general dispatch rule. It is assumed that at the start of the period the workstation is empty. When an event occurs, the algorithm reads the current time of the event and the type of the event . An event can be either an arrival of a lot ("A") or a departure of a lot ("D"). The number of lots present in the workstation is denoted by .
If a lot arrives, the workstation can be in two different states: (1) the workstation is empty; that means the number of lots present in the system equals 0; or (2) the workstation is not empty, and thus . In the first case , capacity of the machine is not claimed until the lot arrives at time . From this point the capacity of the machine is claimed until a lot departs. Therefore, the start of EPT is set at . In the second case, if a lot arrives and the workstation is not empty , the start of EPT calculation has already been set by a lot that arrived earlier. In this case, nothing has to be done, represented by the skip statement. Finally, the number of lots present in the system has to be updated to the new value:
. If a lot departs, a realization of EPT can be calculated which equals the time between the departure time and the time the start of EPT was set: . Thus, the realization of EPT equals . This value is written. Afterwards, the number of lots present in the system has to be updated:
. Now again two different states can occur: (3) the workstation is empty, or (4) the workstation is not empty. If the workstation is empty, capacity of the machine is not claimed by a new lot and the start of the EPT is not set. If the workstation is not empty, capacity of the machine is immediately claimed by one of the lots still left in the system and is set to the event time .
In the practical case that lots are already present in the workstation when the algorithm is started, then the first departure of a lot cannot result in an EPT realization, since has not been properly set. But, after this first departure, can be properly set, and the algorithm can continue with all the other lots.
C. Multiple Machines
The EPT algorithm is generalized to cover multiple machines with general dispatching. The workstation now consists of a single queue which feeds a number of parallel machines. Again, we follow the concept that a departure of a lot from a machine yields a new EPT realization. It holds for each of the machines in the workstation. The number of machines for which capacity is claimed should be equal to the minimum of the number of machines and the number of lots present in the workstation: (4) Usually if two lots are present in the workstation they will be processed by two different machines. Then it is clear that capacity of both machines is claimed . But there are some other possibilities where it is less clear from which machine capacity is claimed. Imagine, for example, the following situation of a workstation with 2 machines. A lot is processed on the first machine and another lot is waiting to be processed on this first machine too. Capacity of this first machine can not be claimed twice, but according to (4) capacity is still claimed for two machines. One could say that the second lot claims capacity of the second machine now, since it is the only available machine left. However, the actual value of the next EPT realization depends on whether or not a third lot will arrive before the first lot has finished and on which machine this third lot will be processed. This is explained in the following two paragraphs.
Consider the scenario that either no new lot arrives before the first one is finished, or that a new lot arrives that will also be processed on the first machine. In both of these situations, where the second machine stays idle, we follow (4) and assume that the capacity of the second machine is claimed as long as at least two lots are present in the system. So, upon departure of a lot, we want the multiple machine EPT algorithm to compute the EPT realization according to the time this lot has claimed capacity on some machine, either the first one, or the second one, or both, as long as the claim is a continuous one. Consequently, an EPT realization in the multiple machine case cannot always be assigned to one particular machine.
We need the assumption of a continuous claim of capacity. This is explained by slightly changing the previous example. Consider again the two machines. One machine is processing a lot and capacity of this machine is claimed. Another lot is queued and will be processed in the future on the first machine too. As in the previous example, this second lot claims capacity of the second machine. Now imagine that the next lot that arrives will not be processed on the first machine, but will be processed on the second machine which has been idle so far. This third lot may arrive either before or after the first lot departs from the first machine, as shown in Fig. 4(a) and (b) , respectively. If it arrives before the first lot is finished but after the second lot has arrived (Fig. 4(a) ), then you might end up with a discontinuous claim of capacity and discontinuous EPTs if start and end times are not properly chosen: at time lot 2 claims capacity from idle machine 2; then at lot 3 arrives and takes over this claim of capacity of machine 2; for lot 2 the claim would end, and be resumed at when machine 1 becomes available again. Instead, we describe it as: at time a lot claims capacity from idle machine 2; at another lot arrives and capacity of machine 2 is still being claimed; at lot 1 departs which means the start of a new claim on machine 1; the respective EPTs run as long as the claims continue without interruption. The same consideration holds for the Gantt chart in Fig. 4(b) with the difference that directly after the arrival of lot 2, this lot continuously claims capacity of the machines until it departs. In that case, the total time lot 2 is present in the workstation is a single EPT realization. Fig. 4 illustrates the EPT realizations we obtain in this way at times and for both situations. Consequently, an EPT realization in the multiple machine situation cannot always be assigned to one particular lot. We already observed that for the single machine workstation.
Summarizing, for multiple machines capacity can be claimed in two different ways. 1) Capacity is claimed by presence of a lot that will be processed on a certain machine. This means that it is clear which lot claims which machine. 2) Capacity is claimed but it cannot be assigned to one specific lot or machine. In case of multiple idle machines it is even impossible to determine which machine is claimed and which not.
Algorithm MM-Multiple Machine Workstation: The proposed EPT algorithm for multiple machine workstations is presented in Fig. 5 . It is a generalization of Algorithm SM. Algorithm MM uses list , which is initially empty (a list is a vector of variable length). The algorithm uses to temporarily store all start values of new EPT realizations. From the time points in , capacity of machines is claimed. Besides list array is also used to store start values of EPT realizations (an array is a vector of fixed length). The start values stored in belong to capacity claims that can be assigned to specific machines. Thus, element is the start time that capacity of the th machine is claimed. From a certain time point when a value for can be set, its value is taken from list . In list all start values remain that cannot yet be assigned to a particular machine. This ensures continuous capacity claims. Finally, a third variable is used in Algorithm MM: array . Element of array equals the number of lots present in the workstation that are or will be dispatched into the th machine. The sum of over all machines equals the number of lots present in the workstation.
Algorithm MM again triggers on an event and determines besides the actual time and the event also the machine number . In case of an arrival event, is the number of the machine that the arrived lot will be processed on in the future. In case of a departure, is the machine the lot was processed on. At an arrival, Algorithm MM distinguishes four cases by combining two boolean expressions, and , where denotes a relational operator.
•
: If the number of lots is below the number of machines , a new EPT realization has to be started and the start time is added to the rear of list [cases (1) and (2)]. If the number of present lots is larger than or equal to the number of machines in the workstation , capacity of all machines is claimed already [cases (3) and (4)]. Therefore, no new EPT realization has to be started.
• : When a lot arrives for processing on machine , an EPT start value can only be assigned to this specific machine if no other lot is already waiting for this machine or being processed on this machine [cases (1) and (3)]. So, if is true, then is set to the head value of list , and the head of list is removed. At a departure, the opposite holds.
• : a new EPT realization has to start directly only if to claim the machine that has become available [cases (7) and (8) Fig. 5 . In general, if a new EPT realization has to be started, the corresponding time is added to the rear of list . When it becomes possible to assign a new EPT start value to one specific machine, this value is obtained from list by taking the oldest element of and updating . The only exception is case (8) when all capacity has already been claimed. Then the EPT start value of the corresponding machine is set equal to the current event time to express that only for this machine a new EPT realization starts whereas for all the other machines capacity is still continuously claimed.
IV. EXAMPLES
The examples presented in this section are used to validate the EPT definition and to show how the EPT can be interpreted. The first example shows two Gantt charts that illustrate the eight cases of Algorithm MM. The other examples are based on a discrete-event simulation model of a workstation with multiple machines that suffer from one or more different sources of variability. The discrete-event model is implemented using the specification and simulation software [10] 
A. Two Gantt Charts
The Gantt charts in Fig. 6 show two different processing schedules of four lots. The corresponding EPT realizations as computed by Algorithm MM are shown in the grey boxes. In the Gantt chart of Fig. 6(a) a lot always claims the machine it will be processed on. Algorithm MM can directly assign the EPT to a particular machine implying that only cases 1, 4, 5, and 8 occur and that list stays empty. In this way, all EPT realizations can be assigned to one of the machines.
In the Gantt chart of Fig. 6 (b) for some reason lots are not processed on the first available machine. These lots start capacity claims on machines they will not be processed on. For example, machine 2 is idle from time till time . Lot 2 could have been processed by this idle machine, but this does not happen. A similar situation occurs from till : Lot 4 is available for processing on machine 1, but machine 1 is held idle. This forces Algorithm MM to go through all eight different cases. Cases 2, 3, 6, and 7 arise whenever capacity of an idle machine is claimed by a queued lot which will however not be processed on this particular machine.
B. Unreliable Machines
Consider a workstation with two identical unreliable machines, a single infinite buffer, and Poisson arrival of lots. The mean theoretical process time of the machines is with a coefficient of variation . However, a machine may break down and be temporarily unavailable for further processing. Two different cases are distinguished: 1) a machine only breaks down during processing and 2) a machine may break down at any time-called general down-even if the machine is idle. The down behavior is modeled by exponential failure and repair time distributions, with a mean time between failure and a mean time to repair . It is assumed that if a down occurs during processing of a lot, the lot is finished after repair and takes the remaining process time. In the simulation experiments and are varied in such a way that the availability always has a constant value of . Table I shows the simulation results of the workstation with machines that only fail during processing. The EPT realizations that result correspond with the Gantt chart of Fig. 6(a) . The workstation is simulated at different mean time between failure and mean time to repair levels and at various throughput levels (arrival rates ). The three selected and combinations give a low, moderate, and high variability workstation. The arrival rates of 1.0, 1.4, and 1.8 lots per time unit yield workstation utilizations of 0.5, 0.7, and 0.9, respectively. The and values are obtained from Algorithm MM. For each throughput TABLE I  UNRELIABLE MACHINES: DOWN TIME DURING PROCESSING   TABLE II UNRELIABLE MACHINES: GENERAL DOWN TIME level the mean effective process time is estimated to be 1.0. This is correct since . The squared coefficient of variation increases for increasing values of and . This reflects the previously mentioned statement of Hopp and Spearman [6] that, for equal availability, machines with frequent but short outages are to be preferred to machines with infrequent but long outages. The estimated mean cycle time of the original model, , and the cycle time of the EPT based meta model, , are approximately equal for all throughput levels and and values. The inaccuracies of the computed mean cycle time values for the highest utilization levels are at most 1.5% based on a 95% confidence interval. Table II shows the simulation results of the second case with general down time machines. Now a schedule such as in Fig. 6(b) may arise. The workstation is simulated at the same , , and levels as before. The difference with the first case is that the mean effective process time is not constant anymore as function of the throughput level. For small throughput levels the mean effective process time becomes larger than 1.0. This is caused by the effect that all the machines in an empty workstation can be down when a new lot enters the queue. Then this lot cannot start processing immediately [11] . The values are not constant either. The effective process time behavior of the original workstation model does not resemble a queueing system anymore, and, as a consequence, the mean cycle time time of the original model, , shows larger deviations from the cycle time of the meta model, . The meta model approximation is however accurate enough to correctly interpret and using queueing relation (1). 
C. Unequal Machines
In many practical cases, machines in a workstation are not completely identical and may differ in the mean or variance of the process times. Therefore consider a workstation with two unequal machines. Both machines have Gamma distributed process times with means and , and squared coefficients of variation and . Two cases are studied: 1) the machines have equal coefficients of variation , but different mean process times and 2) the machines have equal mean process times but different coefficients of variation. The FIFO dispatch rule that is used in the simulation study does not account for the difference in capacity or variability. If the two machines are both idle, they have an equal probability to start processing a lot.
The first case 1) considers a fast and a slow machine in parallel. Different values are assigned to and , but the mean capacity of the machines is kept at 2.0 lots/h. Table III shows the results of three different settings for the process time of the fast machine and the slow machine . For increasing difference in capacity of the machines, the variability of the effective process time of the workstation increases. However, the increase of cycle time is much less compared with the increase of . The reason is that EPT realizations are measured for the workstation as a unit without distinction between the machines. The difference in process times is included as variability and causes to increase, while for a correct interpretation should stay 0.25. As a consequence, the meta model overestimates the effect of unequal capacity on the cycle time. This means that we should be careful with the interpretation of the if there is a large capacity difference in the machines of a workstation. Also a second effect can be observed; for larger capacity differences, the estimated mean effective process time tends to rise above the 1.0 value for decreasing throughput. This is due to the absence of a suitable dispatching rule in the model to account for the fact that the first machine is faster than the second. For low throughput capacity is actually lost due to unnecessary idle time of the fast machine. This is reflected in an increase of .
The second case 2) considers a workstation with two machines with equal capacity rates set at 1.0 lot/h, but with different variability in the process times. Table IV shows the results for two settings of the variability, machines with low and moderate variability, and machines with moderate and high vari- ability. The estimated values equal the averages of the two squared coefficients of variability of the process time of the machines. For both the original and the EPT-based meta model the estimated cycle times are approximately equal. The correctly represents the variability in the workstation.
V. CASE STUDY
A case study from Philips Semiconductors is used to illustrate the potential of the EPT as a performance measure for cycle time reduction. The Philips wafer fabrication facility is a multiproduct multiprocess fab with more than 400 machines. Over 1.5 million track-in and track-out events were extracted from the manufacturing execution system (MES), covering a period of half a year in 1998. A track-in is the start of a process step of a lot on a machine. The track-out is the end of this process step. The track-out data was converted to arrival and departure events, assuming that a track-out of a lot implies an arrival at the next process step. This includes transport time due to material handling in the effective process time realizations. The data was filtered and checked for inconsistency, e.g., the track-in of a lot should always have a corresponding track-out. Using this data, the mean effective process time and the squared coefficient of variation were computed for fourteen workstations each consisting of single-lot machines that process just one lot at at time.
The computed and values are presented in Fig. 7 (a) and (b) and compared with the nominal process time and its variation . The nominal process time only includes the time a lot has been actually in process. If the of a workstation is larger than this means that a considerable amount of capacity is lost due to irregularities. Similarly, the can be compared with , revealing how much additional variability is present. For most workstations, the natural variability is very small due to the highly automated and controlled processes in semiconductor manufacturing. Fig. 7(b) shows that there is one workstation, workstation N, with a larger than 1.0. This workstation performs process capability measurements. Measurement time depends on the maturity of the process flow and can vary between 4 and 40 h. For all other workstations, the is significantly larger than , showing how much variability is due to irregularities such as down time, setups and operator availability. nominal process time. It is an often used indicator in the semiconductor industry to measure the contribution of waiting time to the cycle time. From Fig. 7(e) we can observe that workstation C, H, and N have a cycle time factor, , larger than 4.0, indicating a very bad cycle time performance. Fig. 7(a)-(d) can be interpreted using (1) and give more detailed information about this bad performance. In Fig. 7 (e) the cycle time factor estimations using (1) based on , , , and are represented by the white bars. On the basis of the data presented in the figures, (1) yields for most of the workstations cycle time estimations that lie within 15% of the real mean cycle time values observed in the fab (obtained from the MES). This confirms that the interpretation using (1) is indeed valid.
Workstation C has a value almost three times as large as , and a large of almost 4.0. The arrival coefficient of variation has a reasonable value of . The combination of a high and value causes the large cycle time, even though the utilization is only 50%! So the problem is not shortage of capacity, but capacity loss and variability due to irregularities. Closer examination reveals that workstation C consists of a single machine that is not used very frequently. Lots are queued until the queue length has reached a considerable length. Then all queued lots are processed in succession. This way of processing causes a substantial amount of variability in the operational times, and the rises. The problem of workstation H mainly lies with a combination of a significant capacity loss and a high value. This is caused by the long down periods that occurred at this workstation during the period of data collection. In addition, workstation H has a highly variable arrival flow of lots . Finally, workstation N combines a very high with a utilization near one. We already mentioned that workstation N is an exceptional station where the time of measurement is highly variable and the process time may be shortened in busy periods. This implies that the process times and queue length are correlated. As a result, the CTF observed in practice is significantly lower than predicted through (1) using the estimated and values.
Variability can be reduced in a number of ways. Examination of the production processes has to reveal the possible causes for irregularities. These causes may differ for each of the workstations. In general, the capacity loss and process time variability due to irregularities has to be minimized. One always has to try to arrive at short and frequent irregularities instead of long and infrequent irregularities to minimize variability in the effective process times. For example, one long period of maintenance should be divided in more and shorter periods of maintenance. Furthermore, lots should be processed in a steady working pace, and should be processed at an idle machine without accumulation.
VI. CONCLUSION
A new algorithm is proposed that enables estimation of the mean effective process time and the corresponding squared coefficient of variation from manufacturing execution system data. The required data includes arrival and departure times of lots at the workstations, and corresponding identification numbers of the machines on which the lots have been processed. For our case study, we were able to obtain this information from track-in and track-out data of the machines.
With this algorithm available, all four key parameters determining the cycle time of a workstation can be measured: mean effective process time , squared coefficient of variation of the effective process time , the squared arrival coefficient of variation , and the utilization (see (1) and (2)). The case study shows how, using these four parameters, the main causes of large cycle times can be identified, and appropriate actions defined.
Without estimates for and this reasoning is not possible, and one can only rely on a cycle time based measure for each machine, such as the cycle time factor, which however does not give a clue on the true cause of any large cycle time observed.
The examples show that the EPT algorithm correctly computes the mean effective process time and squared coefficient of variation if the workstation yields EPT realizations that can always be assigned to one particular machine in the workstation. The mean cycle time of the EPT-based discrete-event meta model corresponds with the cycle time observed at the workstation. The cycle time queueing (1) can be used as an explicit relation to interpret and . In many practical cases, lots are not always processed on the first available machine. Upon arrival these lots have to start capacity claims on other machines than they will be processed on to represent the loss of capacity. The proposed algorithm accounts for this. The EPT-based meta model then becomes less accurate. As a consequence, the computed and values are difficult to validate with respect to the estimated cycle times. The workstation example with general down times shows, however, that the representation is still sufficiently accurate to correctly interpret the and values.
In this paper the EPT algorithm has been specifically developed for single-lot machine workstations: only machines that process one lot at a time are considered. It is furthermore assumed that the machines in a workstation do not have large differences in processing times since this troubles the interpretation of the . The single-lot assumption is a serious restriction: many machines in semiconductor manufacturing process more than one lot at a time, such as litho machines or furnaces. A generalization of the EPT algorithm to include these types of machines is being investigated. For the moment, EPT promises to be a very powerful tool in cycle time monitoring and improvement for semiconductor manufacturing.
