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Abstract: Long prediction horizons in Model Predictive Control (MPC) often prove to be
efficient, however, this comes with increased computational cost. Recently, a Robust Model
Predictive Control (RMPC) method has been proposed which exploits models of different
granularity. The prediction over the control horizon is split into short-term predictions with
a detailed model using MPC and long-term predictions with a coarse model using RMPC. In
many applications robustness is required for the short-term future, but in the long-term future,
subject to major uncertainty and potential modeling difficulties, robust planning can lead to
highly conservative solutions. We therefore propose combining RMPC on a detailed model for
short-term predictions and Stochastic MPC (SMPC), with chance constraints, on a simplified
model for long-term predictions. This yields decreased computational effort due to a simple
model for long-term predictions, and less conservative solutions, as robustness is only required
for short-term predictions. The effectiveness of the method is shown in a mobile robot collision
avoidance simulation.
Keywords: model predictive control, model granularity, robust mpc, stochastic mpc, chance
constraint
1. INTRODUCTION
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Model Predictive Control (MPC) iteratively solves an op-
timal control problem on a finite horizon, given the pre-
diction of the system behavior based on a system model.
While precise models decrease errors in the prediction,
the computational effort increases. In stochastic environ-
ments even precise models contain random variables to
account for the present system uncertainty. Long predic-
tion horizons allow to consider system behavior further in
the future, but they also increase conservativeness as the
uncertainty increases. All three issues - model precision,
environment uncertainty, and conservativeness are funda-
mental for the efficient application of MPC.
MPC with different prediction models for varying process
parts was studied in Lu (2015) and Farina et al. (2018).
While these works use separate optimization problems for
individual processes, in Ba¨thge et al. (2016) a method
is suggested which uses models of different granularity
within one MPC optimal control problem. The prediction
horizon is split into a short-term prediction with a detailed
model and a long-term prediction with a coarse model.
This approach allows for precise control in the immediate
future, while still considering a longer horizon.
Environment uncertainty within MPC is addressed by
Robust Model Predictive Control (RMPC) (Mayne, 2014).
Considering the worst-case uncertainty realization, RMPC
? The authors gratefully acknowledge the financial and scientific
support by the BMW Group within the CAR@TUM project.
provides a control law which ensures robustness. However,
robustly satisfying constraints with RMPC can result in
overly conservative solutions, leading to Stochastic Model
Predictive Control (SMPC) (Mesbah, 2016; Farina et al.,
2016). In SMPC chance constraints are applied, allowing
a small, predefined level of constraint violation, which re-
duces conservativeness while risk is increased. Among the
varying approaches to SMPC are tube-based SMPC (Kou-
varitakis et al., 2010; Cannon et al., 2011), Scenario Model
Predictive Control (SCMPC) in Schildbach et al. (2014),
and a combination of SMPC and SCMPC in Bru¨digam
et al. (2018).
In this paper we propose combining models of different
granularity with RMPC and SMPC. For brevity we will
refer to the proposed method as granularity R+SMPC.
The prediction horizon and the optimal control problem
are split into two parts. RMPC uses a detailed model for
short-term predictions, while SMPC is applied for the long
term, making predictions with a coarse model. This coarse
model can be an approximated model compared to the
detailed model applied for the short-term prediction.
RMPC making predictions with a detailed model for the
short term ensures that constraints are satisfied in the
presence of uncertainty. For the short term, the overall
error of the prediction is reduced by a detailed model,
due to a small modeling error and manageable system
uncertainty. For long-term predictions the prediction error
increases. This prediction error is increasingly influenced
by the propagated system uncertainty, decreasing the ben-
efit of applying a detailed prediction model. Therefore, a
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less detailed, coarse model is used for long-term predictions
to reduce computational complexity. Applying RMPC for
the long term would result in a conservative solution of the
optimal control problem. Therefore, SMPC with chance
constraints is used for the long term to reduce conserva-
tiveness, as precise and robust control actions are often
not sensible for long-term planning.
The proposed method allows to plan robustly for the
immediate future, while still considering a longer hori-
zon without overly restrictive solutions due to increased
system uncertainty. This approach can be beneficial in
safety-critical applications such as autonomous driving
(Bru¨digam et al., 2018; Carvalho et al., 2014; Pek and
Althoff, 2018), where collision avoidance must be ensured
in the immediate future, while considering a longer horizon
allows to plan efficiently. For example, decelerating before
a turn can be performed more smoothly the earlier the
prediction includes the turn, resulting in more comfort for
passengers. However, planning robustly for long horizons is
impractical as the prediction of traffic participant behavior
is imprecise, especially for pedestrians in urban scenarios
(Koschi et al., 2018), resulting in overly conservative tra-
jectory planning. Applying the proposed method addresses
both safe planning as well as considering long horizons
with reduced computational effort.
This paper is structured as follows. Section 2 introduces
the problem setup, the proposed method is described in
Section 3. Section 4 illustrates the application of the pro-
posed method in a simulation example, while a conclusion
is given in Section 5.
2. PROBLEM SETUP
We consider two models of different granularity for a
linear, discrete time system with additive disturbance
xk+1= Axk +Buk + dk, (1a)
ξk+1= Acξk +Bcvk +Gcwk, (1b)
where xk ∈ Rnx and ξk ∈ Rnξ denote the states, and
uk ∈ Rnu and vk ∈ Rnv the inputs at the time step k, and
A ∈ Rnx×nx , B ∈ Rnx×nu , Ac ∈ Rnξ×nξ , Bc ∈ Rnξ×nv ,
Gc ∈ Rnξ×nξ . The bounded disturbance dk ∈ D ⊂ Rnx
denotes additive uncertainty within the system model,
where D is a compact convex set and includes the origin.
While (1a) is a more detailed model, (1b) is a coarse
representation of system (1a) with an additional normally
distributed, zero mean random variable wk ∼ N (0,Σw)
with covariance matrix Σw. Thus, wk is unbounded and
can be chosen as an over-approximation of the bounded
disturbance dk from the detailed model.
The states and inputs of both models are constrained by
xk ∈ X, uk ∈ U, ξk ∈ Ξ, vk ∈ V ∀k ∈ N. (2)
To connect these models within the prediction and to
ensure consistency between the models, the following pro-
jection is used, similar to Ba¨thge et al. (2016).
Assumption 1. (Projection). (a) There exists a surjective
projection function Proj : Rnx × Rnu → Rnξ × Rnv ,
which maps the states xk and inputs uk of the detailed
model (1a) to the states ξk and inputs vk of the coarse
model (1b), i.e., (ξk,vk) = Proj (xk,uk).
(b) The constraint sets Ξ and V of the coarse model can
be computed by projecting the constraint sets X and U of
the detailed model, i.e., (Ξ,V) = Proj (X,U).
detailed model
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detailed model
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Fig. 1. Comparison of granularity R+SMPC to MPC and
Ba¨thge et al. (2016).
The two models and the corresponding projection function
are now used to design an MPC method with models of
different granularity, applying robust constraints for the
immediate future and chance constraints for long-term
predictions.
3. RMPC AND SMPC WITH MODELS OF
DIFFERENT GRANULARITY
In the following, an MPC optimal control problem (OCP)
is derived with RMPC and a detailed model for short-term
predictions, as well as SMPC with chance constraints and
a coarse model for long-term predictions. The proposed
method is referred to as granularity R+SMPC. We will
first present the general structure of the proposed granu-
larity R+SMPC OCP. Then, details are provided on the
robust constraints and chance constraints of RMPC and
SMPC, respectively. Eventually, the resulting overall gran-
ularity R+SMPC OCP is shown. The proposed method is
illustrated in Figure 1.
We first formulate an MPC routine with two prediction
stages and a total of N prediction steps. The detailed
model (1a) is used for the short-term prediction, with
Ns prediction steps, to guarantee robust constraint sat-
isfaction in the immediate future. Additionally, the coarse
model (1b) is used for the long-term prediction, with
Nl = N − Ns prediction steps, to reduce the com-
putational cost while considering the uncertainties in a
probabilistic manner by turning the state constraints into
chance constraints. The OCP is given by
U∗= arg min
U
Ns−1∑
k=0
E [l (xk,uk)]
+
N−1∑
k=Ns
E [lc (ξk,vk)] + E [Vf,c (ξN )] (3a)
s.t. xk+1 = Axk +Buk + dk, (3b)
xk ∈ X ∀k ∈ {0, . . . , Ns}, (3c)
uk ∈ U ∀k ∈ {0, . . . , Ns − 1}, (3d)
(ξNs ,vNs) = Proj (xNs ,uNs) , (3e)
ξk+1 = Acξk +Bcvk +Gcwk, (3f)
Pr (ξk ∈ Ξ) ≥ p ∀k ∈ {Ns, . . . , N}, (3g)
vk ∈ V ∀k ∈ {Ns, . . . , N − 1}, (3h)
with the input sequence U = (u0, . . . ,uNs ,vNs , . . . ,vN )
>
,
the running cost functions l : Rnx × Rnu → R+ and
lc : Rnξ × Rnv → R+, as well as the terminal cost func-
tion Vf,c : Rnξ → R+. The risk parameter p in (3g) specifies
the desired probability of state constraint satisfaction in
the long-term prediction, i.e., the probability of violating
the constraint in each prediction step is 1 − p. Note that
uNs is necessary only to compute (3e).
In the following, we modify the OCP (3) such that we can
guarantee robust constraint satisfaction for the short-term
prediction considering any possible disturbance sequence
Dk = (d0, . . . ,dk)
>
. It is also necessary to reformulate
the probabilistic constraint (3g) into a deterministic ex-
pression, such that it is tractable for the solver.
3.1 RMPC with a Detailed Model
For the short-term prediction with robust constraints a
disturbance-free reference system is defined, also called
nominal system, which has tighter constraints (Rawlings
et al., 2017). First, we decompose the input into a stabiliz-
ing state feedback and a new decision variable νk for the
controller, i.e.,
uk = Kxk + νk. (4)
with feedback gain K. The actual system model and the
nominal system model are given by
xk+1= Φxk +Bνk + dk, (5a)
xk+1= Φxk +Bνk, (5b)
with the stabilized system matrix Φ = A + BK, and
the nominal states xk. By subtracting (5b) from (5a), we
derive an equation for the deviation εk := xk − xk of the
actual and nominal state, i.e.,
εk+1 = Φεk + dk. (6)
Assumption 2. There is no deviation between the actual
state and the nominal state at time instant k = 0, i.e.,
ε0 = 0 ⇔ x0 = x0. (7)
With Assumption 2 and the Minkowski set addition, we
determine the set containing εk
Sk :=
k−1⊕
i=0
ΦiD = D⊕ΦD⊕ · · · ⊕Φk−1D. (8)
It is now possible to compute the minimal disturbance
invariant set Z := S∞, which is used to define an outer-
bounding tube around the states of the nominal system
xk in which the states of the actual system xk lie for any
possible disturbance sequence Dk, i.e.,
xk ∈ {xk} ⊕ Z. (9)
Tighter constraint sets for states and inputs of the nominal
system are now computed with (9), resulting in
X= X	 Z, (10a)
U= U	KZ, (10b)
under the condition that the set D is small enough to
ensure that Z ⊂ int (X) and KZ ⊂ int (U) hold.
3.2 Improved RMPC Optimal Control Problem
Although using the nominal system (5b) and the tightened
constraint sets (10) for the short-term prediction would
lead to robust constraint satisfaction, it is possible to
improve this method by making use of an additional
degree of freedom to the controller, namely the initial
state of the nominal system x0 (Mayne et al., 2005).
There is no guarantee that setting the initial state of
the nominal system x0 equal to the actual initial state
x0 enhances convergence to the reference of the nominal
state trajectory. In order to determine an improved center
of the tube, the controller considers the initial state of the
nominal system x0 as an additional decision variable to the
inputs νk. It is necessary that the actual initial (current)
state x0 remains in the tube with the initial nominal state
x0 as its center, i.e.,
x0 ∈ {x0} ⊕ Z ⇔ x0 − x0 ∈ Z, (11)
which is treated as a constraint for this decision variable.
This method yields faster convergence and additionally
has pleasing theoretical properties considering stability
(Mayne et al., 2005; Rawlings et al., 2017).
3.3 SMPC with a Coarse Model
The probabilistic constraint (3g) needs to be reformulated
into a deterministic expression, as shown in Carvalho et al.
(2014), to implement the Stochastic MPC scheme on the
detailed model for the long-term prediction. Therefore,
we first determine the uncertainty propagation within the
coarse model by decomposing the states ξk into a deter-
ministic and a probabilistic component, and the inputs
vk into a stabilizing state feedback and a new decision
variable for the controller, i.e.,
ξk= zk + ek, (12a)
vk= Kcξk + ck. (12b)
Substituting for ξk and vk in the system equation yields
zk+1= Φczk +Bcck, (13a)
ek+1= Φcek +Gcwk, (13b)
with the stabilized system matrix Φc = Ac + BcKc.
We now determine the distribution of the probabilistic
component ek for k > 0, where the distributions of e0
and wk are known. Due to the normally distributed,
zero mean random disturbance wk, ek is also normally
distributed and zero mean, with the covariance matrix Σek.
The uncertainty propagation is computed using (13b),
which yields
Σek+1 = ΦcΣ
e
kΦ
>
c +GcΣ
wG>c . (14)
Due to wk being an over-approximation of the disturbance
in the detailed model, it follows from Assumption 2 that
e0 = 0, and thus Σ
e
0 = 0. Note that the coarse model is
used starting from time instant Ns, so Σ
e
Ns
has to be pre-
computed via (14).
In order to reformulate the chance constraint, we first
assume that it is possible to describe the state constraint
ξk ∈ Ξ by a function gk, i.e.,
gk(ξk) ≥ 0⇔ ξk ∈ Ξ, (15)
so that the state constraint is satisfied if gk ≥ 0 and
violated if gk < 0. In general, it is also possible to have
multiple chance constraints, i.e., multiple inequality con-
straints which describe the constraint set Ξ. We show the
procedure for a single chance constraint, which can then
be used for every additional chance constraint. Generally,
gk depends nonlinearly on the state ξk. After linearizing gk
around the predicted (deterministic) states zk, the state
constraint becomes
gk(zk) +∇gk(zk)>ek ≥ 0, (16)
where ∇gk = ∂gk∂ξk is the gradient of gk. Thus, the chance
constraint can be substituted by
Pr
(−∇gk(zk)>ek ≤ gk(zk)) ≥ p. (17)
We now split this constraint into a deterministic inequality
and a probabilistic equation
gk(zk) ≥ γk, (18a)
Pr
(−∇gk(zk)>ek ≤ γk) = p. (18b)
As ek ∼ N (0,Σek), it follows that
−∇gkTek ∼ N
(
0,∇gk>Σek∇gk
)
, (19)
and (18) is solved for the parameter γk using the quantile
function for univariate normal distributions. This yields
the deterministic expression of the chance constraint, i.e.,
gk(zk) ≥ γk, (20a)
γk =
√
2∇gk(zk)>Σek∇gk(zk) erf−1 (2p− 1) . (20b)
With this approach a deterministic expression of the
probabilistic chance constraint is provided.
3.4 Granularity R+SMPC Optimal Control Problem
Using the results from this section for the OCP (3), the
overall granularity R+SMPC OCP is given by
(x∗0,V
∗) = arg min
x0,V
Ns−1∑
k=0
l (xk,Kxk + νk)
+
N−1∑
k=Ns
lc (zk,Kczk + ck) + Vf,c (zN ) (21a)
s.t. x0 − x0 ∈ Z, (21b)
xk+1 = Φxk +Bνk, (21c)
xk ∈ X ∀k ∈ {0, . . . , Ns}, (21d)
Kxk + νk ∈ U ∀k ∈ {0, . . . , Ns − 1}, (21e)
(zNs ,vNs) = Proj (xNs ,KxNs + νNs) , (21f)
cNs = vNs −KczNs , (21g)
zk+1 = Φczk +Bcck, (21h)
gk ≥ γk ∀k ∈ {Ns, . . . , N}, (21i)
γk =
√
2∇gk>Σek∇gk erf−1 (2p− 1) , (21j)
Kczk + ck ∈ V ∀k ∈ {Ns, . . . , N − 1}, (21k)
with the input sequence V = (ν0, . . . ,νNs , cNs , . . . , cN )
>
.
Similar to Mayne et al. (2005), the feedback control law
κ∗(·), which results from the solution of the above stated
OCP (21), follows
κ∗(x0) := u∗0 +K (x0 − x∗0) . (22)
This can be simplified to
κ∗(x0) = Kx∗0 + ν
∗
0 +K (x0 − x∗0) = Kx0 + ν∗0 , (23)
where ν∗0 is the first element of the optimal control
sequence V ∗ and x0 is the actually sampled system state.
3.5 Discussion
The proposed granularity R+SMPC method allows to
robustly plan for a short-term horizon and consider long-
term targets. Applying the chance constraint instead of
a robust constraint for the long-term prediction reduces
conservativeness, as robustly accounting for uncertainties
over a long horizon is often highly restrictive. Additionally,
using the coarse model decreases the computational effort,
which is the disadvantage of longer prediction horizons. It
is to note that it is possible to combine more than two
models of different granularity.
controlled
robot
dynamic
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target
point
static obstacle
Fig. 2. Simulation scenario with the controlled robot,
the obstacles, and the target point for the controlled
robot.
The projection mentioned in Assumption 1 can be chal-
lenging to obtain, especially for more complex systems.
Assuming the coarse model is an approximation of the
detailed system, an approximation can also be used to
define an appropriate system uncertainty for the coarse
system, given the uncertainty in the detailed model. How
to determine suitable coarse models and the corresponding
uncertainties is a topic for further study.
In Ba¨thge et al. (2016) recursive feasibility of the MPC
method with models of different granularity is proved with
robust constraints for long-term predictions. Recursive fea-
sibility guarantees that the MPC OCP remains solvable in
the next step if a solution exists for the current step. In this
work, SMPC with chance constraints for an unbounded
uncertainty is applied. As this setup allows constraint
violations, given the risk parameter p, recursive feasibility
cannot be proved here. The unbounded uncertainty within
the coarse model was chosen to roughly over-approximate
the bounded uncertainty of the detailed model. How-
ever, defining a bounded uncertainty for the coarse model
could potentially yield a recursively feasible granularity
R+SMPC method by applying a different SMPC method,
e.g., Lorenzen et al. (2017).
4. RESULTS
In this section, we use the previously introduced method
to control the motion of a mobile robot through a known
landscape which consists of boundaries, a dynamic obsta-
cle, and a static obstacle representing a narrowing road.
The robot and the dynamic obstacle both have a radius
of 0.5. The objective for the controlled robot is to get
from the starting point pstart = (0, 0) to the target point
ptarget = (19, 0) without colliding with any obstacles.
All stated values and axis types are given in SI units. The
simulation scenario is shown in Figure 2.
4.1 Simulation Setup
The controlled robot knows the velocity and starting posi-
tion of the dynamic obstacle, which starts at pOBstart = (6, 0)
with constant velocity in x-direction of vOBx = 0.6. In every
step, there exists an additional uncertainty for velocities
in x- and y-direction, dvx and dvy , respectively. The un-
certainties are bounded by |dvx | ≤ 0.1 and
∣∣dvy ∣∣ ≤ 0.1.
The proposed granularity MPC method requires two mod-
els. We consider a setup similar to Ba¨thge et al. (2016),
which consists of two linear models for the robot.
The detailed model is given by, cf. (1a),
xk+1 =
1 ∆t 0 00 1 0 00 0 1 ∆t
0 0 0 1
xk +
0.5∆t
2 0
∆t 0
0 0.5∆t2
0 ∆t
uk + dk,
(24)
with the sampling time ∆t = 0.2 and the states xk =
(px,k, vx,k, py,k, vy,k)
>
consisting of the position (px,k, py,k)
in the x-y-plane and the velocities vx,k, vy,k in both direc-
tions, as well as the inputs uk = (ax,k, ay,k)
>
representing
the acceleration in both directions. The disturbance dk is
bounded by the set D = {dk | |dk|∞ ≤ 0.1}, account-
ing for dvx and dvy . Actuator limitations are taken into
account by box-constraints, bounding the inputs uk by
|ax,k| ≤ 3 and |ay,k| ≤ 3. The lateral position is con-
strained by −0.5 ≤ py,k ≤ 2.5 to ensure that the robot
with radius 0.5 does not leave the landscape boundaries.
The velocities are constrained by |vx,k| ≤ 3 and |vy,k| ≤ 3.
A safety constraint is implemented to avoid collision with
the dynamic obstacle by defining a region around the cen-
ter of the dynamic obstacle in form of an ellipse (Bru¨digam
et al., 2018). Constraint satisfaction, i.e., collision avoid-
ance, is defined by the safety distance
gk =
(
px,k − pOBx,k
)2
a2
+
(
py,k − pOBy,k
)2
b2
− 1 ≥ 0, (25)
with the ellipse parameters a = b = 1 and the obstacle
position
(
pOBx,k , p
OB
y,k
)
. If gk ≥ 0 holds, the center of the
robot is outside of the ellipse and the constraint is sat-
isfied. The corners of the static box-obstacle are at the
points (11,3), (11,2), (15,2), and (15,3), resulting in linear
inequality constraints.
In order to determine the tightened constraints for the
RMPC approach in the short-term prediction, we compute
a disturbance invariant, outer approximation of the min-
imal disturbance invariant set Z as described in Rakovic´
et al. (2004) using the Multi-Parametric Toolbox 3 (Herceg
et al., 2013) in MATLAB.
The resulting constraints for the nominal inputs uk are
|ax,k| ≤ 1.73 and |ay,k| ≤ 1.73, while the constraints
for the state xk of the nominal system are given by
−0.22 ≤ py,k ≤ 2.22, |vx,k| ≤ 2.26, and |vy,k| ≤ 2.26.
The tighter safety constraint is challenging to compute,
due to the nonlinearity of (25). For simplicity, we approxi-
mated this constraint by an ellipse similar to (25), enlarged
by the maximal distance between the boundary of the
tube and its center. The resulting ellipse parameters are
a = b = 2.10. The corner points of the robust box-obstacle
constraint are (10.2,3.8),(10.2,1.2),(15.8,1.2),(15.8,3.8).
Furthermore, the coarse model of the robot is given by,
cf. (1b),
ξk+1 =
[
1 0
0 1
]
ξk +
[
∆t 0
0 ∆t
]
vk +
[
1 0
0 1
]
wk, (26)
where the states ξk = (px,k, py,k)
>
consider only the posi-
tion in the x-y-plane, and the velocities in both directions
are treated as the inputs, i.e., vk = (vx,k, vy,k)
>
. The
random disturbancewk is zero mean, normally distributed
with covariance matrix Σw = diag(0.1, 0.1). The risk
parameter is chosen to be p = 0.8.
The projection function which maps the states and inputs
of the detailed model to the states and inputs of the coarse
model results in
[
ξk
vk
]
= Proj
([
xk
uk
])
=
1 0 0 0 0 00 0 1 0 0 00 1 0 0 0 0
0 0 0 1 0 0
[xkuk
]
. (27)
In order to maintain consistency between the models,
additional input constraints are required for the coarse
model that take the actuator-limitations into account. The
dynamic equation for the longitudinal velocity vx,k in (24)
is given by
vx,k+1 = vx,k + ax,k∆t. (28)
Considering the limitations for the acceleration, addi-
tional input constraints for the coarse model are given
by |vx,k − vx,k−1| ≤ 3∆t and |vy,k − vy,k−1| ≤ 3∆t,
resulting from the input constraints for uk. The chance
constraint to avoid the obstacles are obtained as described
in Section 3.3.
For the OCP, we use the quadratic running cost functions
l (xk,uk)= ||xk − p˜target||Q + ||uk||R, (29a)
lc (zk,vk)= ||zk − ptarget||Qc + ||vk||Rc , (29b)
with targets p˜target = (19, 0, 0, 0) and ptarget = (19, 0), the
quadratic terminal cost function Vf,c (zk) = ||zk||Qc , and
‖x‖Q := x>Qx. The weighting matrices are defined as
Q = diag (1, 0.1, 1, 0.1) and R = diag (0.1, 0.1), as well as
Qc = diag (1, 1) and Rc = diag (0.1, 0.1). The feedback
gains for the detailed and the coarse model are
K =
[
3.77 4.67 0 0
0 0 3.77 4.67
]
,Kc =
[
2.32 0
0 4.14
]
. (30)
We choose the short-term horizon Ns = 7 and the long-
term horizon Nl = 13, resulting in N = 20.
4.2 Simulation Results
In the following we will first analyze the behavior of
the robot and then evaluate the performance, i.e., cost,
and computational effort of the proposed method. To get
an appropriate comparison, we implement three different
methods to evaluate and compare our proposed control
scheme.
(1) Granularity R+SMPC: The method proposed in this
work uses RMPC with the detailed model for short-
term predictions and SMPC with the coarse model
for long-term predictions.
(2) Single model R+SMPC: This method uses RMPC
with the detailed model for short-term predictions
and SMPC with the same detailed model for long-
term predictions.
(3) Single model RMPC: This method uses RMPC with
the detailed model for the entire prediction horizon.
Each method is simulated 100 times. The simulations were
carried out in MATLAB using the fmincon solver on a
standard desktop computer.
Controlled robot behavior. The results for one example
simulation of the proposed granularity R+SMPC method
are displayed in Figure 3. Collisions are avoided if the
center of the controlled robot lies outside the dashed blue
circle. At step k = 8 the robot is planning to pass the
moving obstacle, while avoiding the static obstacle. The
dotted red lines are the obstacle constraints considered for
RMPC. It is to note that the constraint for the dynamic
Fig. 3. Simulation results of the proposed granularity
R+SMPC method. Previous robot steps are shown
in orange. The planned RMPC trajectory is shown
in red circles, the planned SMPC trajectory in purple
asterisks. The constraints for the nominal states of the
RMPC are displayed by dotted red lines. Note that
the nominal trajectory is omitted for clarity, only the
planned RMPC trajectory is displayed.
obstacle moves in each prediction step, while in Figure 3
only the constraint for the current dynamic obstacle po-
sition is displayed. The constraints for further predicted
dynamic obstacle positions are omitted for better visibility.
Therefore, the planned RMPC trajectory only avoids the
displayed dynamic obstacle constraints in the current step
shown. It is sufficient that the nominal trajectory satisfies
the robust constraint, cf. Section 3.2. In other words, the
current state still satisfies the robust constraint even if it
is inside the dotted red circle, as long as its corresponding
nominal state satisfies the robust constraint. In Figure 3
the nominal trajectory is omitted for clarity.
The planned SMPC trajectory does not consider the
RMPC constraints for obstacles and boundaries, but sat-
isfies chance constraints, which allows the robot to plan
passing the dynamic obstacle. Steps k = 16 and k = 23
show that the robot successfully moves around the dy-
namic obstacle. In all 100 simulations the controlled robot
successfully passes the dynamic obstacle without feasibil-
ity issues of the OCP.
We now compare the behavior of the proposed method to
the two other approaches. First, using the single model
R+SMPC approach yields a similar trajectory to the
previously shown simulation. Therefore, a display of the
results is omitted.
Second, we evaluate the results of applying the single
model RMPC approach. The controlled robot does not
pass the dynamic obstacle in any of the 100 simulations.
Fig. 4. Simulation results of RMPC on a detailed model for
the entire horizon. Previous robot steps are shown in
orange. The planned RMPC trajectory is shown in red
circles. The constraints for the RMPC are displayed
by dotted red lines.
Fig. 5. Cost comparison of the three approaches. Gran-
ularity R+SMPC and single model R+SMPC yield
similar cost.
Step k = 8 of a sample simulation is shown in Figure 4.
Unlike the first simulation with the proposed method, the
robust approach is more conservative and fails to pass the
dynamic obstacle. The robust constraints are enforced on
the entire horizon, forcing the robot to stop in front of the
static box-obstacle in order to avoid potential constraint
violations.
Cost and computational effort. After having analyzed
the behavior of the proposed method, the cost and com-
putational effort is now evaluated. For each time step a
mean value over the 100 simulations is calculated for cost
and computational effort.
We compare the costs of the three approaches, by evalu-
ating, at each step, the cost function
l (xk,uk) = ||xk − p˜target||Q + ||uk||R. (31)
Figure 5 shows that the cost for the single model R+SMPC
is equal to the cost of the proposed granularity R+SMPC
method. Applying the single model RMPC method results
in a more conservative robot behavior, i.e., the robot does
not pass the dynamic obstacle in front of the static box-
obstacle. This can also be seen in the costs, which are
similar to the granularity R+SMPC method at first, but
then remain at a higher level as the robot is unable to
move closer to the target point.
We now evaluate the computation time to solve the opti-
mization problems at each time step. For the comparison
of computational effort, the mean value over all steps of
the single model R+SMPC approach is chosen as the base
value, with a computation time of 3.2 s. The results are
displayed in Figure 6. For this simulation setup, the com-
putational effort of the proposed granularity R+SMPC
method is 73% of the single model R+SMPC approach.
Therefore, by using a simple model for the remote hori-
Fig. 6. Computational effort of the three approaches.
Dashed lines represent mean values over all steps. The
mean value of the computational effort for the single
model R+SMPC is chosen as the base value.
zon, the computational effort can, on average, be reduced
by 27%. The computational effort of the single model
RMPC approach is even lower, as no chance constraints
are considered. However, as shown before, the solution is
more conservative.
In summary, for this specific simulation the proposed gran-
ularity R+SMPC method results in less computational
effort compared to a single model R+SMPC approach,
while the performance, evaluated by the cost function, re-
mains similar. The proposed approach is less conservative
compared to a single model RMPC approach.
5. CONCLUSION
In this work, we proposed a mixed RMPC and SMPC
method which uses two models for the prediction horizon,
a detailed model for short-term predictions and a coarse
model for long-term predictions. RMPC is used with a de-
tailed model, while chance constrained SMPC is combined
with a coarse model. In a simulation study the proposed
approach yields lower computational effort compared to a
combined RMPC and SMPC method with a single detailed
prediction model, while yielding similar cost.
The proposed approach allows to robustly plan short-term
trajectories, while considering long-term targets with the
SMPC approach using the coarse model. This is advan-
tageous as precise long-term predictions are often chal-
lenging, resulting in overly conservative RMPC trajecto-
ries and unnecessary model complexity. While standard
RMPC approaches require a trade-off between model accu-
racy, horizon length, and computation time, the proposed
approach enables easier adaptation of the MPC problem to
specific tasks. This can be beneficial in various application,
e.g., autonomous driving.
REFERENCES
Ba¨thge, T., Lucia, S., and Findeisen, R. (2016). Exploit-
ing models of different granularity in robust predictive
control. In 2016 IEEE 55th Conference on Decision and
Control (CDC), 2763–2768. Las Vegas, USA.
Bru¨digam, T., Olbrich, M., Leibold, M., and Wollherr,
D. (2018). Combining stochastic and scenario model
predictive control to handle target vehicle uncertainty in
autonomous driving. In 21st IEEE International Con-
ference on Intelligent Transportation Systems. Maui,
USA.
Cannon, M., Kouvaritakis, B., Rakovic, S.V., and Cheng,
Q. (2011). Stochastic tubes in model predictive control
with probabilistic constraints. IEEE Transactions on
Automatic Control, 56(1), 194–200.
Carvalho, A., Gao, Y., Lefevre, S., and Borrelli, F. (2014).
Stochastic predictive control of autonomous vehicles in
uncertain environments. In 12th International Sympo-
sium on Advanced Vehicle Control. Tokyo, Japan.
Farina, M., Giulioni, L., and Scattolini, R. (2016). Stochas-
tic linear model predictive control with chance con-
straints a review. Journal of Process Control, 44(Sup-
plement C), 53 – 67.
Farina, M., Zhang, X., and Scattolini, R. (2018). A
hierarchical multi-rate mpc scheme for interconnected
systems. Automatica, 90, 38 – 46.
Herceg, M., Kvasnica, M., Jones, C., and Morari, M.
(2013). Multi-Parametric Toolbox 3.0. In Proc. of the
European Control Conference, 502–510. Zu¨rich, Switzer-
land.
Koschi, M., Pek, C., Beikirch, M., and Althoff, M. (2018).
Set-based prediction of pedestrians in urban environ-
ments considering formalized traffic rules. In 2018 21st
International Conference on Intelligent Transportation
Systems (ITSC), 2704–2711. Maui, USA.
Kouvaritakis, B., Cannon, M., Rakovic, S.V., and Cheng,
Q. (2010). Explicit use of probabilistic distributions in
linear predictive control. Automatica, 46(10), 1719 –
1724.
Lorenzen, M., Dabbene, F., Tempo, R., and Allgoewer, F.
(2017). Constraint-tightening and stability in stochastic
model predictive control. IEEE Transactions on Auto-
matic Control, 62(7), 3165–3177.
Lu, J. (2015). Closing the gap between planning and
control: A multiscale mpc cascade approach. Annual
Reviews in Control, 40, 3 – 13.
Mayne, D. (2014). Model predictive control: Recent
developments and future promise. Automatica, 50(12),
2967 – 2986.
Mayne, D., Seron, M., and Rakovi, S. (2005). Robust
model predictive control of constrained linear systems
with bounded disturbances. Automatica, 41(2), 219 –
224.
Mesbah, A. (2016). Stochastic model predictive control:
An overview and perspectives for future research. IEEE
Control Systems, 36(6), 30–44.
Pek, C. and Althoff, M. (2018). Computationally effi-
cient fail-safe trajectory planning for self-driving vehi-
cles using convex optimization. In 2018 21st Interna-
tional Conference on Intelligent Transportation Systems
(ITSC), 1447–1454.
Rakovic´, S., Kerrigan, E., Kouramas, K., and Mayne, D.
(2004). Invariant approximations of robustly positively
invariant sets for constrained linear discrete-time sys-
tems subject to bounded disturbances. University of
Cambridge, Department of Engineering.
Rawlings, J., Mayne, D., and Diehl, M. (2017). Model
Predictive Control: Theory, Computation, and Design.
Nob Hill Publishing.
Schildbach, G., Fagiano, L., Frei, C., and Morari, M.
(2014). The scenario approach for stochastic model
predictive control with bounds on closed-loop constraint
violations. Automatica, 50(12), 3009 – 3018.
