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Meritve in analiza prometa v komunikacijskih omrezˇjih
V diplomskem delu predstavimo, zakaj je evalvacija komunikacijskega omrezˇja na pod-
lagi meritev parametrov omrezˇnih naprav temeljni pogoj za zagotavljanje zanesljivega
komunikacijskega omrezˇja. Zanesljivost omrezˇja je ena izmed njegovih najpomembnejˇsih
lastnostih, za katero je glede na narocˇnika treba dosegati dolocˇeno raven.
Dobra praksa nadziranja komunikacijskega omrezˇja narekuje potrebo po merilnem
sistemu, ki je primeren za izvrsˇevanje meritev na razlicˇnih platformah in tipih naprav.
Za pridobivanje aktualnih vrednosti parametrov v vzorcˇnih komunikacijskih omrezˇjih
smo uporabili programsko orodje WhatsUp Gold. Orodje s pomocˇjo protokola SNMP, ki
izvaja poizvedbe o objektih v bazi upravljavskih informacij omrezˇnih naprav, shranjuje
vrednosti podatkov, katere agregiramo v grafikone. Merjene parametre smo izbrali glede
na cilje, ki jih zˇelimo dosecˇi z meritvami. Za meritve pridobljene v obdobju enega me-
seca sta predstavljena tedenski in dnevni trend, iz katerih ovrednotimo raven delovanja
komunikacijskega omrezˇja.
Kljucˇne besede: WhatsUp Gold, nadzor komunikacijskih omrezˇij, analiza prometa,
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Traffic measurements and analysis in communication networks
This thesis presents the reasons why the evaluation of communication networks on the
basis of measuring the parameters of network devices is fundamental for ensuring a stable
and reliable communication network. The reliability of a network is one of its most
important qualities, for which we have to ensure a certain performance level, depending
on customer requirements.
Good practice of monitoring a communication network dictates the need for a mea-
suring system, which is fit for executing measurements on several different platforms
and types of devices. For the purpose of gathering real-time parameter values in sample
communication networks, we used a software tool called WhatsUp Gold. This program,
with the assistance of the SNMP protocol, which executes queries regarding objects in
the management information database of network devices, stores data values, which are
then aggregated into reports. Measured parameters were chosen based on goals we want
to achieve with these measurements. For measurements acquired in a one month time
interval, weekly and daily trends are presented, from which we evaluate the level of
performance.
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1 Uvod
Komunikacijska omrezˇja se neprestano sˇirijo in razvijajo v vse bolj kompleksen, a nujno
potreben element, ki mora prenesti vse vecˇje breme in dosegati zahtevane zmogljivo-
sti. Posledicˇno se morajo upravljavci omrezˇij soocˇati z zagotavljanjem ucˇinkovitega,
zanesljivega in varnega omrezˇja. Omrezˇje bo dosegalo zˇelene lastnosti le z ustreznim
nacˇrtovanjem, izgradnjo in upravljanjem. Tudi v omrezˇju, ki je odlicˇno nacˇrtovano in
vsebuje redundantne elemente, je treba izvajati meritve in analize prometa. Slednje se
v omrezˇju izvajajo iz vecˇ razlogov. Ti vkljucˇujejo karakterizacijo prometa, nadziranje
omrezˇja in pregled njegovega stanja. S pregledi zaznamo odstopanja od obicˇajnega delo-
vanja, mozˇne tezˇave v omrezˇju in obenem lazˇje nacˇrtujemo nadaljnje nadgradnje omrezˇja,
saj imamo jasnejˇsi pregled nad celotnim omrezˇjem in njegovimi ozkimi grli.
1.1 Cilj diplomskega dela
Cilj diplomskega dela je predstaviti, zakaj sta izvajanje meritev in analiza prometa v
komunikacijskih omrezˇjih pomembna in kako nam lahko koristita. Obenem bomo pred-
stavili uporabljena orodja, s katerimi smo izvedli meritve. Iz meritev bomo nato poskusili
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izlusˇcˇiti informacije, ki bi lahko zanimale skrbnika komunikacijskega omrezˇja.
1.2 Struktura diplomskega dela
Drugo poglavje se zacˇne z obrazlozˇitvijo, zakaj so analize in meritve prometa v komuni-
kacijskih omrezˇjih pomembne in kaksˇne posledice imajo na podjetja izpadi omrezˇja. V
poglavju nato podrobneje predstavimo zanesljivost omrezˇja in metrike, s katerimi jo opi-
sujemo. Poleg predstavitve uporabljenega orodja so prikazani tudi elementi in protokoli,
brez katerih orodje ne bi moglo pridobiti merjenih parametrov iz naprav. Naslednji del
opisuje, kako izbrati parametre in naprave, na katerih bomo izvajali meritve.
V naslednjem poglavju predstavimo izvedene meritve. Iz meritev izberemo kljucˇne in-
formacije in ugotovimo ali lahko s pomocˇjo informacij v omrezˇju kaj spremenimo oziroma
optimiziramo.
V zakljucˇnem poglavju podamo svoje ugotovitve in komentarje na rezultate meritev.
Zakljucˇimo z izhodiˇscˇi za mozˇne nadaljnje raziskave na opisano tematiko.
2 Opis problema
Ker komunikacijska omrezˇja postajajo vse vecˇja in se vse bolj zanasˇamo na njihovo brez-
hibno delovanje je potrebno, da naredimo vse, kar bo tveganje izpada komunikacijskega
omrezˇja zmanjˇsalo. Izpad lahko na podjetje, ki je odvisno od delovanja komunikacij-
skega omrezˇja, vpliva negativno na vecˇ nacˇinov. Poleg tega, da izpad lahko prekine
poslovni proces in prispeva k viˇsjim strosˇkom poslovanja, sta lahko zmanjˇsana tudi ugled
in zaupanje v samo podjetje.
Predpostavimo, da imamo podjetje, ki ponuja storitev preko spletne strani. Podjetje
ima postavljeno mrezˇo naprav, ki vsebuje strezˇnike, stikala, usmerjevalnike in pozˇarne
pregrade. V primeru, da pride do tezˇave s strezˇnikom, ki gosti spletno stran, bi zaposleni
o tezˇavi obvestili ustrezno osebo, zadolzˇeno za strezˇnik, ki bi tezˇavo odpravila. Problem
nastane, ko pride do tezˇave izven delovnega cˇasa. Cˇe do problema pride v petek zvecˇer in
se ne resˇi do ponedeljka, ima lahko podjetje velike izgube, cˇeprav bi za odpravo problema
bilo potrebnih samo nekaj minut. Zato je kljucˇnega pomena, da imamo vzpostavljen
avtomatiziran sistem, ki bo ves cˇas nadziral stanje omrezˇja, tudi ko ni nihcˇe prisoten.
Poleg tega lahko taksˇen sistem zazna, da prihaja do tezˇav, ki nimajo takojˇsnega vidnega
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vpliva na delovanje omrezˇja, vendar nakazujejo na mozˇnost odpovedi naprave.
Doseganje cˇim viˇsje stopnje zanesljivosti omrezˇja oziroma minimiziranje tveganja iz-
padov je kriticˇnega pomena, o cˇemer se lahko prepricˇamo tudi na primeru izpada omrezˇja
podjetja BlackBerry [1]. Oktobra leta 2011 je podjetje dozˇivelo sˇtiridnevni izpad njiho-
vega omrezˇja, ki so ga obcˇutili uporabniki njihovih mobilnih telefonov. Takratnih 70
milijonov uporabnikov je zacˇelo dvomiti o uspehu podjetja in posledicˇno prestopati k
vse vecˇji konkurenci Appla in Androida, ki sta si po izpadu sˇe dodatno utrdila polozˇaj.
Nobeno podjetje si ne more privosˇcˇiti tako dolgega izpada, sˇe posebej s toliko uporabniki.
Za izpad omrezˇja je bila kriva napaka na osrednjem stikalu. Ob preklopu na nedo-
koncˇan rezervni center so napake zacˇele kvariti podatke v podatkovni bazi, ki je vsebovala
vse vnose o sporocˇilih, spletni posˇti in spletnih podatkih. Ko se je cˇez vecˇ ur ugotovilo,
kaj se dogaja, so bili podatki zˇe prehudo posˇkodovani in je bilo treba narediti obnovo
sistema iz prejˇsnjega stanja, kar je sˇe dodatno podaljˇsalo cˇas izpada. Povprecˇno se je v
mesecu cˇez omrezˇje preneslo 20 petabajtov podatkov, kar pomeni, da zˇe najkrajˇsi izpad
lahko povzrocˇi velike tezˇave. Resˇevanje problema je trajalo kar 4 dni in podjetju prineslo
slab ugled, financˇne strosˇke in izgubo uporabnikov.
Razlogov za nezgodo je bilo vecˇ, eden glavnih pa je bil v tem, da je bil potreben
redundantni sistem, ki bi ob napaki prevzel delovanje, zlasti v primeru, kjer gredo vsi
podatki cˇez eno samo tocˇko (angl. single point of failure). Z uporabo sistema nad-
zorovanja bi se cˇas za odkrivanje tezˇave zmanjˇsal in tako bi lahko preprecˇili posˇkodbo
podatkov. V najboljˇsem primeru bi skrbniki pred izpadom lahko opazili, da delovanje
osrednega stikala odstopa od obicˇajnega delovanja in izpad popolnoma preprecˇili.
2.1 Meritve in analiza prometa
Upravljanje in nadziranje komunikacijskih omrezˇij zahteva glede na njihovo velikost vecˇje
sˇtevilo zaposlenih, ki stalno nadzirajo stanje omrezˇja in iˇscˇejo morebitne tezˇave. Potrebno
delo lahko zmanjˇsamo z uporabo orodja, ki bo samodejno spremljalo omrezˇje, njegove
naprave in promet. S pomocˇjo meritev in analize prometa lahko v omrezˇju opazimo pro-
bleme, ki bi lahko upocˇasnjevali promet ali kako drugacˇe negativno vplivali na delovanje
omrezˇja. Prednost uporabe orodja je, da tezˇave odkrijemo takoj ko se zgodijo in sˇe pre-
den to zazna koncˇni uporabnik. S tem posledicˇno zmanjˇsamo vpliv, ki bi ga tezˇava lahko
povzrocˇila. Meritve in analiza prometa nam omogocˇata prepoznavanje tako nepravilnega
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delovanja strojne opreme kot tudi poskuse vdorov v sistem.
V komunikacijskem omrezˇju lahko izvajamo meritve in analize na vecˇ nacˇinov in z
razlicˇnimi cilji. Lahko se osredotocˇimo na meritve sistemskih virov omrezˇnih naprav in
meritve kolicˇine prometa. Podatki, ki jih pridobimo iz takih meritev, so obremenitev
naprave, zasedenost pomnilnika, temperatura, odzivni cˇas, dosegljivost itd. Iz podatkov,
ki jih zberemo iz meritev lahko nato ustrezno nastavimo mejno raven. V primeru, da se ta
raven presezˇe, je to znak tezˇave, ki zahteva pozornost. Mejno raven je smiselno nastaviti
nekoliko viˇsje od obicˇajnih vrednosti, da ne prejemamo lazˇnih alarmov o tezˇavah, vendar
ne previsoko, ker potem dejanskih problemov ne bi zaznali. Druga mozˇnost je analiza
prometa, ki se osredotocˇi na pregled vsebine prometa. S pregledom prometa zˇelimo
dosecˇi dva glavna cilja. Prvi je, da identificiramo promet, ki je zlonamerne narave in ga
blokiramo, sˇe preden lahko povzrocˇi tezˇave. Drugi cilj je, da zagotavljamo raven kakovosti
storitve (angl. Quality of Service) z oznacˇevanjem prometa (angl. tagging). V primeru,
da ima omrezˇje opravka z vecˇ prometa, kot ga zmore obdelati, bodo naprave zacˇele
zavracˇati pakete, prihajalo bo do zakasnitev in pojavljalo se bo trepetanje (angl. jitter).
S prioritetnim prometom lahko zagotovimo, da bo pomembnejˇsi promet, kot so klici in
videokonference, imel prednost v cˇakalnih vrstah. Promet, oznacˇen z nizˇjo prioriteto,
bo cˇakal na strezˇbo, dokler strezˇnik ne bo prost. Pri izvajanju meritev je pomembno,
da smo pozorni tudi na ucˇinek meritev na omrezˇje. Izvajanje meritev na napravah, ki
sestavljajo omrezˇje, povecˇuje breme teh naprav, kar lahko v primeru obsezˇnega zbiranja
podatkov oslabi zmogljivost omrezˇja. Tezˇavi se lahko delno izognemo s povecˇanjem
cˇasovnega intervala za izvajanja meritev (frekvenco vzorcˇenja podatkov) ali uporabo
dodatne opreme, ki je namenjena izkljucˇno izvajanju meritev, vendar to prinese dodatne
strosˇke.
2.2 Zanesljivost omrezˇja
Eden glavnih razlogov za nadzorovanje omrezˇja sledi iz potrebe po cˇim viˇsji zanesljivosti
oz. razpolozˇljivosti omrezˇja. Za uporabnike omrezˇja je treba poskrbeti, da ob preki-
nitvah delovanja omrezˇja sprememb ne obcˇutijo oziroma je njihov vpliv minimiziran.
Razpolozˇljivost omrezˇja je v vecˇji meri pogojena s postavitvijo omrezˇja. Cˇe zˇelimo viˇsjo
stopnjo razpolozˇljivosti omrezˇja, moramo uporabiti zanesljivo opremo in obenem upo-
rabiti redundantne enote, ki bodo v primeru okvare opreme poskrbele za neprekinjeno
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delovanje omrezˇja. Pri dodajanju redundantnih enot v omrezˇje moramo biti pozorni,
saj slednje povecˇa strosˇke in kompleksnost omrezˇja. Primerjati je potrebno strosˇke ob
potencialnem izpadu omrezˇja s strosˇki dodatne redundantne opreme. Poleg tega je za
napajanje omrezˇnih naprav smiselno uporabiti vecˇ locˇenih napajalnih virov, saj ni vazˇno,
kaksˇne ukrepe in redundantne elemente uporabimo, cˇe jih napajamo iz istega vira, na
katerem lahko pride do izpada. Vecˇina sodobnih omrezˇnih naprav zˇe vsebuje vecˇ napa-
jalnih enot, v nasprotnem primeru pa moramo sami poskrbeti tudi za brezprekinitvene
napajalne sisteme.
Stopnjo razpolozˇljivosti omrezˇja lahko predstavimo z razlicˇnimi metrikami, pogost
nacˇin pa je z odstotki delovanja v enem letu. V tem primeru ima lahko omrezˇje pri zane-
sljivostji 99.999% v najvecˇji meri 5.3 minut izpada na leto [15]. Ta cˇas je lahko izcˇrpan
v vecˇih dogodkih ali samo enem. Prav tako se v cˇas sˇtejejo tako nepricˇakovani izpadi,
kot tudi izvajanje planiranih del na omrezˇju. Ko izvajamo vzdrzˇevalna ali nadgrajevalna
dela jih je vedno pametno planirati v cˇasu, ko je omrezˇje cˇim manj v uporabi. Vedno pa
z delom zˇelimo cˇim manj vplivati na preostalo omrezˇje. Seveda vsa omrezˇja ne zahtevajo
enake stopnje razpolozˇljivosti. Vse je odvisno od zahtev uporabnikov in politike podjetja.
Pogosto merilo za stopnjo zanesljivosti omrezˇja je tudi MTBF [2] (angl. Mean Time
Between Failure), ki predstavlja predvideno povprecˇno cˇasovno obdobje med tezˇavami v
omrezˇju. Viˇsja vrednost metrike predstavlja bolj zanesljivo omrezˇje. Del MTBF pred-
stavlja tudi MTTR [3] (angl. Mean Time to Recovery) s katerim lahko izpad omrezˇja
razdelimo na vecˇ delov, vizualno predstavljenimi na sliki 2.1.
Prvi del je zaznava napake, ki predstavlja cˇas od izpada ali znizˇanja zmogljivosti
delovanja do trenutka, ko skrbnik omrezˇja izve za problem. Cˇas zaznave problema je
lahko razlicˇno dolg glede na tip problema. V primeru popolnega izpada, kjer gre za
problem, ki je bolj opazen, je ta cˇas manjˇsi, kot cˇe je problem le upocˇasnitev delovanja,
ki se postopoma povecˇuje. Poleg tega je lahko tudi cˇas, ki mine med tem, ko koncˇni
uporabnik opazi problem in o problemu sporocˇi skrbnikom omrezˇja razlicˇno dolg, sˇe
posebej, ko do problema pride izven delovnega cˇasa. Sledi prepoznava napake, ki je cˇas,
ki mine od zaznave napake do zacˇetka njenega odpravljanja. Ko je napaka znana, je treba
ugotoviti, kaj tezˇavo povzrocˇa, na katere sisteme napaka vpliva in kako jo odpraviti. To
je tudi del, ki obicˇajno vzame najvecˇ cˇasa. Po prepoznavi napake jo je treba odpraviti. V
tem delu iˇscˇemo resˇitev, ki bo odkrit problem resˇila. Cˇas, ki ga potrebujemo, je odvisen
od tega, kako dobro smo problem definirali v koraku prepoznave napake. Na koncu je
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treba preveriti, ali je popravek resˇil problem in se je delovanje sistema povrnilo v prvotno
stanje. Prepricˇati se je treba, da smo resnicˇno odpravili koren problema, da kasneje ne
pride do podobnih tezˇav.
Slika 2.1 Predstavljena cˇasovnica za metriki MTBF in MTTR [4].
2.3 Uporabljena orodja
Za izvedbo meritev v omrezˇju potrebujemo orodja, ki lahko iz naprav pridobijo zˇelene
vrednosti parametrov. Orodja morajo podpirati komunikacijo z napravami razlicˇnih vrst
in proizvajalcev.
2.3.1 WhatsUp Gold
WhatsUp Gold je komercialna (angl. commercial) in lastniˇska (angl. proprietary) pro-
gramska oprema. Slednje pomeni, da nimamo izvorne kode programske opreme in je
potrebno za uporabo programske opreme kupiti licenco. Na voljo imamo tudi podobna
orodja, ki so brezplacˇna in odprtokodna. Eno izmed najbolj razsˇirjenih je Cacti, ki je
podrobneje predstavljeno v diplomskem delu [12]. WhatsUp Gold ponuja vecˇ modulov za
nadziranje in upravljanje omrezˇja, uporabnikov in storitev [5]. Podatke hrani v MS SQL
podatkovni bazi, katere si lahko ogledujemo in urejamo preko namizne ali spletne aplika-
cije. Spletna aplikacija nam omogocˇa ustvarjanje pogledov, na katerih lahko prikazujemo
razlicˇne podatke in grafikone o stanju naprav.
WhatsUp Gold omogocˇa odkrivanje naprav v omrezˇju, za katere lahko poizvemo po
vrednosti sistemskih parametrov in izvedemo razlicˇne akcije ob spremembah njihovih
vrednosti. Orodje s privzetimi nastavitvami poizve po vrednostih parametrov vsakih
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60 sekund. Programsko orodje lahko zbira podatke o razlicˇnih protokolih in parametrih
naprave, kot so zasedenost trdega diska, poraba delovnega pomnilnika, obremenitev CPE
in stanje vmesnikov. Podatke iz naprav pridobi z vecˇ protokoli, kot so TCP, UDP, SSL,
ICMP in SNMP.
V primeru, da vrednost presezˇe nastavljeno mejo ali pa naprava ni vecˇ dostopna, pro-
gramsko orodje sporocˇi tezˇavo preko medija (npr. preko elektronske posˇte, SMS) in/ali
sprozˇi prej nastavljeno skripto. Za nadzorovanje naprav z WhatsUp Gold ni potrebno na
nadzirane naprave nalagati dodatne programske opreme (angl. clientless). Za delovanje
potrebujemo strezˇnik, ki bo poganjal programsko opremo in hranil podatke v podatkovno
bazo. Seveda mora imeti strezˇnik dostop do naprav, ki jih zˇelimo nadzirati.
Glavne funkcionalnosti programske opreme so sledecˇe:
pregled in odkrivanje vseh aktivnih naprav v omrezˇju,
zbiranje podatkov iz dodanih naprav,
sestavljanje porocˇil,
opozorilna sporocˇila in izvedene akcije ob tezˇavah,
upravljanje dnevniˇskih datotek,
odpravljanje tezˇav in vzdrzˇevanje omrezˇja.
2.3.2 SNMP
Protokol SNMP (ang. Simple Network Management Protocol) [13] je bil razvit z name-
nom upravljanja omrezˇnih naprav in obenem nudenja standardnega nacˇina poizvedovanja
o stanju omrezˇnih elementov. Poizvedovanje podatkov o napravi nam lahko pove, ali na-
prava deluje, kot ji konfiguracija dolocˇa in z uporabo alarmov opozori skrbnike omrezˇja
o anomalijah. Prva razlicˇica protokola je bila razvita leta 1990 in z mnozˇicˇno uporabo v
komercialni omrezˇni opremi je hitro postal standard za nadziranje omrezˇij.
SNMP je skozi svoj razvoj imel vecˇ razlicˇic:
SNMPv1 je prva razlicˇica SNMP protokola. Postavitev je enostavna, ker so sku-
pnosti (ang. community) v obliki navadnega besedila. Posledicˇno je varnost slaba
oziroma neobstojecˇa, cˇe ima oseba, ki zˇeli povzrocˇiti sˇkodo, dostop do omrezˇja.
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SNMPv2c prinese vecˇ izboljˇsav, tako z vidika zmogljivosti, kot tudi varnosti. Sku-
pnosti niso vecˇ predstavljene v obliki navadnega besedila, kar je velik korak naprej.
SNMPv3 dodatno povecˇa varnost s sˇifriranjem paketov, ki zagotavlja zaupnost,
celovitost sporocˇil in poskrbi, da je sporocˇilo iz zanesljivega vira.
Protokol je podrobneje predstavljen v RFC-ju 1157 [6]. S protokolom SNMP lahko
nadzorujemo vsako omrezˇno napravo, ki ima mozˇnost komunikacije z uporabo SNMP
agenta. Nadzorni sistem agentov oziroma NMS (angl. Network Management System) je
lahko racˇunalnik s programsko opremo, ki lahko komunicira z agenti na omrezˇju.
SNMP za komunikacijo uporablja protokol UDP (angl. User Datagram Protocol).
Izbran je bil iz razloga, ker je nepovezovalni protokol, kar pomeni, da ni vzpostavljanja
povezave med agenti in nadzornim sistemom omrezˇja. Ker je UDP nezanesljiv protokol,
mora nadzorni sistem poskrbeti za izgubljene datagrame. Cˇe primerjamo implementacijo
SNMP s protokoloma UDP in TCP (angl. Transmission Control Protocol) vidimo, da
kljub temu da je UDP nezanesljiv protokol, nima tako mocˇnega vpliva na zmogljivost
kot TCP.
Protokol SNMP ima dva nacˇina delovanja. Prvi je zahteva-odgovor (angl. request-
response), v katerem NMS vprasˇa po vrednosti parametra in naprava odgovori z vre-
dnostjo. Potek komunikacije je prikazan na sliki 2.2. Drugi nacˇin delovanja je obvestilni
(angl. trap message). V tem primeru vnaprej nastavimo o katerih stanjih zˇelimo biti
obvesˇcˇeni. Ko naprava naleti na stanje to sporocˇi NMS. Komunikacija je prikazana na
sliki 2.3. Treba je uposˇtevati, da se lahko obvestilo izgubi in tega ne moremo vedeti. Ra-
zlog za to je uporaba protokola UDP in ker NMS ne obvesti agenta o uspesˇnem prejemu
obvestila. Kljub temu so obvestila kljucˇnega pomena pri nadziranju omrezˇja. V nacˇinu
zahteva-odgovor komunikacija med NMS in agentom poteka na vratih 161, medtem ko
se obvestila iz agentov posˇiljajo preko vrat 162.
Slika 2.2 SNMP nacˇin delovanja zahteva-odgovor.
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Slika 2.3 SNMP nacˇin delovanja obvestilo.
Primer uporabe protokola bi lahko bil izklop vmesnika na stikalu ali pa poizvedba po
trenutni porabi CPE. Protokol SNMP se najpogosteje uporablja za upravljanje omrezˇne
opreme, lahko pa se uporablja tudi za upravljanje drugih naprav, kot so tiskalniki, osebni
racˇunalniki, napajalne enote in sˇe mnoge druge. Edini pogoj za upravljanje naprave je,
da vsebuje programsko opremo, ki omogocˇa pridobivanje SNMP podatkov.
2.3.3 Baza upravljavskih informacij
Do sedaj smo omenjali, da NMS in agent izmenjujeta podatke, kot so poraba delovnega
pomnilnika, temperatura naprave itd. Nismo pa sˇe omenili, kako so podatki struktu-
rirani in predstavljeni, da jih razumeta tako agent in NMS. Komunikacija med agenti
razlicˇnih razvijalcev in NMS se dosezˇe s standardizacijo, katere informacije agent hrani
in v kaksˇnem formatu jih posreduje NMS. Podatki so predstavljeni z jezikom SMI (angl.
Structure of Management Information) v obliki objektov. Jezik je podrobneje predsta-
vljen v RFC-ju 2578 [7]. Vsak objekt ima svoj edinstveni naslov, ki se imenuje OID
(angl. object identifier). Problem, ki ga je treba resˇiti, je, kako NMS prepozna kateri
OID-ji so dosegljivi na agentu, kljub temu da NMS lahko nadzoruje vse mozˇne razlicˇne
naprave, kot so stikala, usmerjevalniki, tiskalniki, strezˇniki in sˇe mnogo drugih, ki imajo
razlicˇne OID-je. Problem se resˇi z uporabo baze upravljavskih informacij oziroma MIB
(angl. Management Information Base) predstavljena v RFC-ju 3418 [8]. MIB je podat-
kovna baza, ki hrani aktualne vrednosti parametrov naprave, na kateri lahko NMS izvaja
poizvedbe. V MIB so objekti predstavljeni v hierarhiji drevesne strukture predstavljene
na sliki 2.4. Vsako vozliˇscˇe v drevesu je predstavljeno s sˇtevilko. OID-ji na vrhu dre-
vesa pripadajo organizacijam za standardizacijo, medtem ko v listih drevesa najdemo
nadzorovane objekte, ki opisujejo vrednosti na napravi.
Poglejmo si primer OID-ja prikazanega na sliki 2.5. Opazimo, da je objekt sestavljen
iz vecˇ lastnosti. Object predstavlja ime objekta, ki je edinstvena vrednost za vsak objekt.
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Slika 2.4 OID drevesna struktura [9].
OID je zaporedje sˇtevilcˇnih identifikatorjev od korena do lista drevesa. Type, ki nam pove
podatkovni tip vrednosti objekta, zaseda lahko eno izmed naslednjih vrednosti INTEGER,
Integer32, Unsigned32, OCTET STRING, OBJECT IDENTIFIED, IPaddress, Counter32, Co-
unter64, Gauge32, Time Ticks, Opaque. Permission dolocˇa, cˇe lahko objekt beremo, vanj
piˇsemo, ga ustvarimo ali o njem porocˇamo v SNMP obvestilu. Razporejene vrednosti
od najmanjˇsega do najvecˇjega dovoljenja so sledecˇa: not-accessible, accessible-for-notify,
read-only, read-write, read-create. Vrednost Status lahko zaseda vrednosti current, ki po-
meni, da je definicija veljavna, obsolete, ki pomeni, da je definicija opusˇcˇena in se ne bi
smela vecˇ uporabljati in vrednost deprecate, ki pomeni, da je definicija zastarela in je ni
priporocˇeno uporabljati, cˇeprav jo sˇe vedno lahko. Values je polje, ki nam pove, kaksˇne
vrednosti lahko OID zaseda. To polje se lahko za vsak OID spremeni. Zadnja vrednost
Description poskusˇa predstaviti in razlozˇiti namen objekta in kaj pomenijo vrednosti, ki
jih lahko objekt zaseda.
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Slika 2.5 OID stanja vmesnika na Cisco napravi [10].
2.4 Izbira merjenih parametrov
V omrezˇju imamo veliko parametrov, ki jih lahko merimo. Parametre, ki jih bomo me-
rili, lahko izberemo glede na to, kaj zˇelimo z meritvami dosecˇi in katere informacije so
pomembne za tip naprave, na kateri se izvajajo meritve. Kot je razlozˇeno v viru [11],
je smiselno pri izbiri parametrov uposˇtevati tip naprave in njeno vlogo v omrezˇju. Na
primer, ko se odlocˇamo za parametre, ki jih bomo merili na usmerjevalniku, nam je za-
nimivo stanje usmerjevalnih poti, pri pozˇarnih pregradah stanje preklopa na nadomestni
sistem delovanja (angl. fail over) itd. Pri izbiri vmesnikov, za katere bomo spremljali
njihovo stanje, moramo vedeti, katere naprave so nanje povezane. Ne zˇelimo prejemati
obvestil o odpovedi naprave vsakokrat, ko zaposleni izkljucˇi svoj racˇunalnik. Smiselno je
spremljati stanje vmesnikov, kjer je na drugi strani naprava, ki mora delovati ves cˇas, na
primer strezˇnik, usmerjevalnik ali pozˇarna pregrada.
Izbira parametrov je odvisna tudi od ciljev, ki jih zˇelimo z meritvami dosecˇi. V pri-
meru, da smo internetni ponudnik, so nasˇi cilji drugacˇni kot cilji uporabnikov omrezˇja ali
razvijalcev omrezˇne opreme. Medtem ko internetni ponudniki zˇelijo cˇim bolje izkoristiti
pasovno sˇirino, ki je na voljo in optimizirati prodajo svojih storitev, je uporabnikom v
interesu imeti cˇim viˇsjo razpolozˇljivost pasovne sˇirine in zmogljivost omrezˇja. Zaradi
tega bosta izbrala razlicˇne merjene parametre s pomocˇjo katerih bosta dosegala svoje
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cilje. Nekaj primerov, kako se merjeni parametri spreminjajo v korelaciji s cilji stranke,




• obracˇunavanje na podlagi uporabe
• izkoriˇscˇenost pasovne sˇirine
• cˇas povratnega potovanja (RTT)
• izguba paketov
• dosegljivost




• predstavitev pricˇakovane zmogljivosti
• optimiziranje dostave vsebin
• nadzor nad uporabo omrezˇja







• izboljˇsati lasnosti in konfiguracijo opreme
• odpravljanje napak in diagnoza delujocˇih naprav v realnem cˇasu
• sledenje vzorcem delovanja
• analiza dnevniˇskih datotek
• porocˇilo o sesutju
Tabela 2.1 Izbira parametrov glede na cilje [14].
Pomembno je, da izberemo ustrezne parametre, ki jih bomo merili in nam bodo






Nasˇtete parametre smo izbrali, ker bodo izbrani parametri v podanem primeru naj-
bolje predstavili stanje omrezˇja in nam predstavili, kje v omrezˇju imamo morebitna ozka
grla.
S spremljanjem vrste prometa pridobimo dve koristi. Prva se navezuje na prepo-
znavanje sˇkodljivih vsebin, ki so skrite v prometu. Cˇe sistem lahko prepozna, da je
neka vsebina sˇkodljiva, jo lahko prestrezˇe, sˇe preden lahko negativno vpliva na delovanje
omrezˇja. Obenem lahko hranimo vzorce znanih sˇkodljivih vsebin v podatkovni bazi in
promet nato primerjamo z vzorci za lazˇjo prepoznavo in filtriramo potencialne sˇkodljive
vsebine. S pregledovanjem prometa lahko obenem identificiramo mozˇne vdore v sistem,
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ki jih zaznamo iz neobicˇajnih dogodkov oziroma dejanj. Druga korist je, da dobimo pre-
gled nad kolicˇino posameznega tipa prometa. Ta lastnost nam omogocˇa, da vidimo, cˇe
dolocˇena vrsta prometa povecˇuje latenco oziroma zavzema celotno pasovno sˇirino in s
tem sˇkoduje drugim delujocˇim procesom na omrezˇju.
S pregledom porabe CPE in delovnega pomnilnika lahko opazimo preobremenjene na-
prave. Do preobremenitve lahko pride iz razlicˇnih razlogov, kot so velika kolicˇina prometa,
tezˇava v programski opremi naprave, delna odpoved pomnilnika ali CPE. Pomembno je,
da preobremenitve zaznamo in jih v primeru, da niso predvidene, odpravimo. Naprava, ki
je v omrezˇju dalj cˇasa preobremenjena, predstavlja nevarnost in lahko negativno vpliva
na delovanje omrezˇja. Vplivi na omrezˇje so lahko vse od upocˇasnjenega delovanja do
popolnega izpada storitev glede na to, kaksˇno funkcionalnost naprava opravlja.
Kolicˇina prometa je eden izmed parametrov, ki se merijo najpogosteje. Merilna enota
za parameter so lahko biti, bajti ali paketi, glede na omrezˇje in uporabljeno opremo.
Kolicˇino prometa lahko dodatno delimo na tip prometa in lokacijo, kjer se je promet meril.
Podobno kot pregled CPE in delovnega pomnilnika lahko pregled kolicˇine prometa zazna
preobremenitve. S pregledom prejˇsnjih trendov lahko pridobimo tudi informacije o tem,
kdaj je omrezˇje najbolj obremenjeno. Cˇe vemo, kdaj je omrezˇje najbolj obremenjeno,
lahko poskusimo ugotoviti, kaj povzrocˇa konice v kolicˇini prometa in ali jih je mogocˇe
razporediti na daljˇsi razpon, ali cˇasovno prestaviti na termin, kadar je prometa manj.
Primer bi lahko bila skripta, ki dela varnostne kopije podatkov v sistemu, ki zaradi
vecˇje kolicˇine podatkov ustvari veliko prometa v omrezˇju. Resˇitev bi bila, da bi skripto
poganjali v cˇasu, ko je sˇtevilo uporabnikov omrezˇja minimalno oz. je zasedenost pasovne
sˇirine cˇim manjˇsa. Cˇe to ni mogocˇe, imamo sˇe mozˇnost nadgradnje naprave ali povezave
na katerih prihaja do tezˇav ali upocˇasnitev.
3 Uporaba merilnega sistema
Nadzorni sistem je bil realiziran s programskim orodjem WhatsUp Gold. Orodje lahko
sluzˇi kot osrednji ali oddaljeni merilni sistem. Osrednji merilni sistem je lahko samo
en medtem, ko je oddaljenih lahko vecˇ. Oddaljeni merilni sistemi vse svoje meritve po-
sredujejo osrednjemu merilnemu sistemu. Za pravilno delovanje programskega orodja
WhatsUp Gold je pomembno, da ga nalozˇimo na strezˇnik, ki ima dostop do komunika-
cijskega omrezˇja naprav, ki jih zˇelimo nadzirati. Orodje dosegljivost naprav preveri z
uporabo protokola ICMP (angl. Internet Control Message Protocol) in pregledom od-
prtih TCP (angl. Transmission Control Protocol) vrat. V primeru, da se naprava ne
odzove na ICMP in TCP zahtevka, jo programsko orodje ne bo odkrilo.
3.1 Dodajanje naprav in monitorjev
Preden lahko naprave dodamo v nadzorni sistem, je treba poskrbeti za njihovo prepo-
znavo. Prepoznavanje razvijalca, tipa, komponent in operacijskega sistema naprave je
izvedeno z uporabo protokola SNMP. Napravam, kot so osebni racˇunalniki, ki obicˇajno
ne vsebujejo SNMP agenta, moramo za nadzorovanje sami nalozˇiti SNMP agenta. Za
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uspesˇno prepoznavo naprav, ki jih zˇelimo nadzirati, je treba na napravah dodati konfi-
guracijo za SNMP skupnosti. SNMP skupnost se uporabi kot poverilnica za dostopanje
do podatkov na napravah in se posˇlje poleg SNMP zahtev. Na Cisco napravah se SNMP
skupnost nastavi z zaporedjem ukazov predstavljenih na sliki 3.1. Glede na naprave, ki
jih bomo nadzorovali, moramo prenesti ustrezne MIB datoteke, ki nadzornemu sistemu
povejo, katere informacije lahko iz naprave pridobi. MIB datoteke so dostopne na strani
proizvajalca opreme.
Slika 3.1 Ukazi za konfiguriranje SNMP skupnosti na Cisco napravi.
Dodanjanje naprav je mogocˇe na sledecˇe sˇtiri nacˇine:
SNMP pametno iskanje: V tem primeru podamo IP naslove glavnega in oddaljenih
usmerjevalnikov in globino iskanja.
Razpon IP naslovov: Orodje se bo poskusilo povezati na vse IP naslove v podanem
razponu.
Z datoteko, ki vsebuje IP naslove na katere se bo orodje poskusilo povezati.
IP naslov naprave, ki jo zˇelimo dodati.
Za dodano napravo imamo na voljo vecˇ nastavitev prikazanih na sliki 3.2. Napravam
lahko nastavimo vecˇ razlicˇnih monitorjev. Na voljo imamo zmogljivostne, aktivne in
pasivne monitorje. Zmogljivostni monitorji obsegajo zasedenost trdega diska, latenco,
stanje napajalnikov in izkoriˇscˇenost CPE, vmesnikov in delovnega pomnilnika. Aktivni
monitorji poizvedujejo o vrednosti parametra na napravi v dolocˇenem intervalu, ki ga je
mozˇno spremeniti. Cˇe poizvedba vrne pricˇakovano vrednost, je stanje monitorja ”up”.
V primeru, da odgovora na poizvedbo ni, ali pa je vrednost odgovora nepricˇakovana,
bo stanje monitorja ”down”. Primer aktivnega monitorja bi bila trenutna temperatura
naprave. Pasivni monitorji poslusˇajo za obvestila o dogodkih iz naprav. Naprimer,
ko oseba poskusˇa z napacˇnimi poverilnicami dostopati do naprave, zapiˇse dogodke v
dnevniˇsko datoteko ali pa o temu obvesti skrbnika omrezˇja.
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Slika 3.2 Nastavitve za napravo v orodju WhatsUp Gold.
Monitorjem lahko nastavimo akcije, ki se bodo prozˇile ob dolocˇenem dogodku oziroma
spremembi stanja. Akcije se lahko prozˇijo tudi ob prekoracˇitvi predhodno nastavljenih
mej. Primer meje bi lahko bila zasedenost trdega diska. Na voljo imamo vecˇ tipov akcij
od posˇiljanja obvestil do poganjanja skript, ki so prikazane na sliki 3.3.
Slika 3.3 Tipi akcij na voljo v orodju WhatsUp Gold.
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Orodje nam omogocˇa generiranje porocˇil za izmerjene vrednosti monitorjev. Najvecˇji
problem generiranja porocˇil z orodjem je omejeno agregiranje podatkov. Spreminjamo
lahko cˇasovni razpon podatkov, tip grafa in skalo. Za naprednejˇse agregiranje podatkov
je boljˇsa alternativa izvoz podatkov, ki jih lahko obdelujemo z namenskim orodjem.
3.2 Primer dodajanja aktivnega monitorja in akcij
Predpostavimo, da zˇelimo ustvariti monitor, ki spremlja stanje BGP povezave s sosednjo
napravo (angl. BGP peer). V prvem koraku najdemo OID, ki vsebuje to informacijo.
Iskan OID je prikazan na sliki 3.4, na kateri vidimo, da vrednost 6 predstavlja vzposta-
vljeno povezavo. Z informacijo o OID-ju in njegovi zˇeljeni vrednosti ustvarimo monitor,
ki je prikazan na sliki 3.5.
Slika 3.4 OID za stanje BGP povezave.
Za dodan monitor zˇelimo ustvaritu tudi akcije, ki se bodo izvedle ob prekinitvi po-
vezave. Najprej smo ustvarili vsa stanja, ki jih lahko zaseda povezava. Ustvarili smo
stanja ”Up”, ”Down at least 2 minutes”in ”Down at least 20 minutes”prikazana na sliki
3.7. V naslednjem koraku smo nastavili akcijo, ki se bo izvedla ob dolocˇenem stanju. V
primeru, da je povezava prekinjena 2 minuti, bo sistem o tem preko elektronske posˇte ob-
vestil dezˇurno osebo, v primeru prekinitve za 20 minut pa bo sistem poslal SMS sporocˇilo.
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Slika 3.5 OID za stanje BGP povezave.
Slika 3.6 Prozˇeni akcije glede na stanje monitorja.
20 3 Uporaba merilnega sistema
Slika 3.7 Izbira akcije glede na stanje monitorja.
4 Meritve v omrezˇju
V pricˇujocˇem poglavju predstavimo rezultate izvedenih meritev na dveh vzorcˇnih komu-
nikacijskih omrezˇjih. Vrednosti vseh meritev so povprecˇja vecˇ locˇenih meritev, s cˇimer
zˇelimo predstaviti cˇim bolj realno sliko omrezˇja in znizˇati vpliv, ki ga pustijo odstopanja
enkratnih dogodkov. Za meritve bomo prikazali dnevni in tedenski trend. Za dnevni
trend bomo uposˇtevali povprecˇno kolicˇino prometa v petih delovnih dneh, za tedenski pa
prvih 4 tednov v mesecu. Meritve bodo pridobljene z orodjem WhatsUp Gold s pomocˇjo
katerega smo iz porocˇil izvozili podatke za obdelavo. Podatke o analizi tipa prometa,
bomo pridobili iz sistema SIEM, ki belezˇi promet iz pozˇarne pregrade in omogocˇa agregi-
ranje podatkov v porocˇila. Predstavili bomo meritve izvedene v dveh vzorcˇnih omrezˇjih.
Poskusili bomo razbrati podobnosti oziroma razlike v kolicˇini in tipu prometa in ostalih
merjenih parametrih. Z namenom ohranjanja anonimnosti o omrezˇju ne bomo razkrili
informacij, kot so IP naslovi naprav, resnicˇne lokacije ali imena naprav.
Omrezˇji 1 in 2 sta realni obstojecˇi omrezˇji v eksploataciji. V omrezˇjih smo posledicˇno
lahko izvajali samo meritve in analizo nad realnim prometom. Omrezˇji in njunih naprav
nismo imeli mozˇnost spreminjati ali skoznju posˇiljati umetno porajanega prometa. Obe
21
22 4 Meritve v omrezˇju
omrezˇji se nadzirata z enakim sistemom, ki hrani izmerjene podatke lokalno. Sistema
imata vzpostavljeno povezavo z osrednjim sistemom za nadziranje, preko katerega lahko
dostopamo do vseh meritev.
4.1 Omrezˇje 1
Omrezˇje 1 je lokalno omrezˇje v podjetju, katerega glavna poslovna procesa sta razvijanje
in gostovanje iger na srecˇo. Podjetje posluje na dveh oddaljenih lokacijah, na kate-
rih je cˇez delovnik v povprecˇju od 100 do 130 aktivnih uporabnikov omrezˇja. Glavne
naloge omrezˇja so varno dostopanje do interneta, dostopanje do datotecˇnega strezˇnika,
komunikacija med poslovnima lokacijama in gostovanje vsebine na lokalnih strezˇnikih.
Postavitev in tip naprav sta v poslovalnicah identicˇna, kar prinese dodatno raven redun-
dance. V primeru izpada omrezˇja v eni izmed poslovalnic bo njegove naloge prevzelo
omrezˇje v drugi poslovalnici, s cˇimer bo vecˇina storitev delovala brez prekinitev. Poleg
tega imajo vse pomembnejˇse naprave sˇe svojo redundantno enoto. Omrezˇje je prikazano
na sliki 4.1, ki zaradi preglednosti in jasnosti vsebuje samo kljucˇne naprave omrezˇja.
Zaradi identicˇne postavitve omrezˇij v poslovalnicah bomo opisali samo postavitev
omrezˇja na lokaciji 1. Promet v omrezˇje vstopi ali izstopi preko usmerjevalnika R1.
Usmerjevalnik se v internetno omrezˇje povezuje preko dveh razlicˇnih internetnih ponu-
dnikov. Za usmerjevalnikom je pozˇarna pregrada Palo Alto. Pozˇarna pregrada poleg
filtriranja prometa skrbi sˇe za preslikavo omrezˇnih naslovov (angl. NAT ) in karakterizi-
ranje prometa v ustrezen tip. Pozˇarna pregrada je povezana na sklad glavnega stikala v
omrezˇju. Na glavno stikalo so poleg dostopnih stikal, strezˇnikov in dostopnih tocˇk pove-
zana tudi metro stikala, ki zagotavljajo zakodirano povezavo med glavnima lokacijama.
4.1.1 Meritve pozˇarne pregrade PA1 v omrezˇju 1
Glavna naloga, ki jo opravlja pozˇarna pregrada PA-1, je filtriranje prometa. Cˇez napravo
gre ves promet, ki vstopa ali istopa iz omrezˇja. Dnevni trend za zasedenost delovnega
pomnilnika je prikazan z grafom na sliki 4.2, za obremenitev CPE z grafom na sliki 4.3,
za kolicˇino podatkov z grafom na sliki 4.4 in za kolicˇino podatkov glede na tip prometa
z grafom na sliki 4.5. Tedenska trenda sta predstavljena z grafom na sliki 4.6 za kolicˇino
podatkov in grafom na sliki 4.7 za kolicˇino podatkov glede na tip prometa.
Graf o zasedenosti delovnega pomnilnika je brez vecˇjih sprememb, kar pomeni, da
se tekom meritev na napravah ni povecˇalo sˇtevilo izvajanih funkcionalnosti oziroma je
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Slika 4.1 Arhitektura omrezˇja 1.
strojna oprema ostala nespremenjena. Manjˇsa nihanja se lahko pojasnijo s predpomnil-
nikom, ki hrani vsebino iz trdega diska v pomnilniku za hitrejˇse dostopanje.
Vecˇja nihanja opazimo na grafu CPE, ki je v veliki meri odvisen od delovnega cˇasa
in kolicˇine prometa, ki gre skozi napravo.
V grafu kolicˇine prometa opazimo, da je velik del prometa izhodni in se poraja cˇez
cel dan. Kolicˇina izhodnega prometa zacˇne padati od 22.00 do 5.00, kjer ponovno zacˇne
narasˇcˇati. V tem primeru ni videti, da bi delovni cˇas imel vpliv na kolicˇino podatkov.
Vhodni promet sledi trendu izhodnega prometa z manjˇsim poviˇsanjem v delovnem cˇasu.
Zaradi vecˇjega razpona podatkov smo za graf na sliki 4.5 uporabili logaritemsko skalo.
Primarna dejavnost uporabnikov podjetja je razvijanje in gostovanje iger na srecˇo, zaradi
cˇesar na grafu prevladuje promet oznacˇen kot igranje na srecˇo. Gostovanje privede do
porajanja velike kolicˇine izhodnega prometa. Opazimo tudi, da se v delovnem cˇasu
pojavljajo kategorije prometa, ki predstavljajo promet generiran s strani uporabnikov.
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Slika 4.2 Zasedenost delovnega pomnilnika.
Slika 4.3 Obremenitev CPE.
Z grafom na sliki 4.6 je prikazana povprecˇna kolicˇina prometa v posameznem dnevu za
eno uro. Z grafa je videti, da se kolicˇina izhodnega prometa zacˇne zviˇsevati proti koncu
tedna. V soboto se dosezˇe najviˇsja kolicˇina podatkov in nato zacˇne padati. Kolicˇina
vhodnega prometa ima ravno nasprotni trend, kjer je najvecˇ prometa v zacˇetku tedna in
cˇez teden vse manj.
Za graf na sliki 4.7 smo zaradi vecˇjega razpona in lazˇjega pregleda, ponovno uporabili
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Slika 4.4 Dnevni trend povprecˇne kolicˇine prometa.
Slika 4.5 Dnevni trend povprecˇne kolicˇine podatkov glede na vrsto prometa.
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Slika 4.6 Tedenski trend povprecˇne kolicˇina prometa v eni uri.
Slika 4.7 Tedenski trend povprecˇne kolicˇine podatkov v eni uri glede na vrsto prometa.
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logaritemsko skalo. Z grafa opazimo, da je trend izhodnega prometa prikazan z grafom
na sliki 4.6 mocˇno povezan s trendom prometa tipa ”gambling”. Opazimo tudi, da se
kolicˇina podatkov za zvrsti prometa, ki so povezane s koncˇnim uporabnikom, s tednom
nizˇa in je sˇe posebej nizka za konec tedna.
4.1.2 Meritve Metro stikala 1 v omrezˇju 1
Metro stikala skrbijo za prenos podatkov med lokacijama. Prenos podatkov poteka preko
opticˇne povezave s tehnologijo CWDM (angl. Coarse wavelength division multiplexing),
ki multipleksira vecˇ opticˇnih signalov v eno opticˇno vlakno z uporabo razlicˇnih valovnih
dolzˇin in s tem povecˇa kapaciteto. Dnevni trend za zasedenost delovnega pomnilnika je
prikazan z grafom na sliki 4.8, za obremenitev CPE z grafom na sliki 4.9 in za kolicˇino
podatkov z grafom na sliki 4.10.
Slika 4.8 Zasedenost delovnega pomnilnika.
Na grafu za delovni pomnilnik v cˇasu meritev ni opaznih sprememb, kar je za omrezˇne
naprave obicˇajno.
Graf za obremenitev CPE prikazuje, da je naprava obremenjena zlasti v delovnem
cˇasu, kadar je kolicˇina prometa vecˇja, izven delovnega cˇasa pa je naprava vecˇinoma v
stanju mirovanja. Poleg prometa na CPE mocˇno vplivajo tudi nadgradnje programske
opreme, ki jih v tem primeru ne opazimo in v manjˇsi meri tudi pobiranje podatkov z
naprave preko protokola SNMP.
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Slika 4.9 Obremenitev CPE.
Slika 4.10 Dnevni trend povprecˇne kolicˇine prometa.
Podoben trend ima tudi graf na sliki 4.10, ki prikazuje kolicˇino prometa. Na napravi
je veliko vecˇ izhodnega kot vhodnega prometa. Mocˇno se v kolicˇini izhodnega prometa
odrazˇajo konice zjutraj in ob koncu delovnega cˇasa. Opazimo tudi povecˇanje kolicˇine
vhodnega prometa ob 12.00, najverjetneje povezano s prihodom zaposlenih nazaj z ma-
lice.
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Slika 4.11 Tedenski trend povprecˇne kolicˇina prometa v eni uri.
Na grafu s slike 4.11 vidimo, da je kolicˇina prometa najviˇsja v ponedeljek, nato se
postopoma nizˇa in ob koncu tedna dosezˇe najnizˇjo tocˇko. Vidimo tudi, da je v soboto in
nedeljo vecˇ izhodnega kot vhodnega prometa. Trend se v tem primeru sklada z delovnim
cˇasom.
4.1.3 Povzetek meritev v omrezˇju 1
Iz meritev v omrezˇju 1 vidimo, da se cˇez omrezˇje cˇez cel dan prenasˇa vecˇja kolicˇina
podatkov. To se vidi predvsem na pozˇarni pregradi PA-1. Kljub temu so naprave pri-
merno zmogljive za tako breme in posledicˇno ne prihaja do preobremenitev. Opazimo,
da je vecˇina prometa generirana iz strani uporabnikov v delovnem cˇasu. Posebnost je
promet oznacˇen s tipom ”gambling”, katerega je najvecˇ v drugi polovici dneva. Podobno
opazimo pri tedenskem trendu, kjer je prometa tipa ”gambling”najvecˇ med vikendom,
ko je ostalega tipa prometa najmanj. V omrezˇju v cˇasu meritev nismo opazili nobenega
ozkega grla oziroma skrb vzbujajocˇega dogodka. Ker je to realno omrezˇje, ne moremo
prirediti uporabljenih virov, da bi predstavili ozko grlo. Omrezˇje trenutno deluje, kot je
pricˇakovano in niso potrebne spremembe oziroma nadgradnje komunikacijske opreme.
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4.2 Omrezˇje 2
Omrezˇje 2 je lokalno omrezˇje podjetja, ki se ukvarja z distribucijo elektricˇne energije
v Sloveniji. Podjetje ima dve vecˇji poslovalnici in vecˇ kot 30 manjˇsih oddaljenih lo-
kacij. Oddaljene lokacije so razlicˇnih vrst in v uporabi z drugacˇnimi nameni, vse od
manjˇsih poslovnih prostorov do merilnih postaj. Kljucˇnega pomena je, da je povezava
med glavnimi poslovalnicami in oddaljenimi lokacijami ves cˇas vzpostavljena. V naspro-
tnem primeru ni mozˇno daljinsko odcˇitavanje in spremljanje stanja na elektroenergetskih
objektih. Omrezˇje ima obicˇajno priblizˇno 200 aktivnih uporabnikov. Tako kot omrezˇje
1 je postavitev glavnih lokacij identicˇna, zato bom opisal samo omrezˇje na lokaciji 1.
Omrezˇje je prikazano na sliki 4.12, ki vsebuje samo glavne naprave omrezˇja.
Promet v omrezˇje vstopi ali izstopi preko usmerjevalnika R1. Dostop do interneta je
zagotovljen z dvema razlicˇnima internetnima ponudnikoma za vecˇjo stopnjo zanesljivosti
omrezˇja. Za usmerjevalnikom je demilitarizirana cona (v nadaljevanju DMZ) v kateri
je DMZ1 stikalo. Na stikalo so povezane naprave, ki bi lahko v omrezˇju predstavljale
varnostno tveganje oziroma ranljivost. DMZ in varnejˇse omrezˇje, ki vsebuje obcˇutljivejˇse
podatke, locˇuje pozˇarna pregrada Palo Alto. Pozˇarna pregrada preverja mrezˇni promet in
ga glede na nastavljena pravila sprejme ali zavrzˇe. Pri klasicˇnem filtriranju pozˇarna pre-
grada uporablja parametre, kot so izvorni IP naslov, ciljni IP naslov, protokol, izvorno in
ciljno sˇtevilko vrat. Obenem skrbi za preslikavo omrezˇnih naslovov in sˇifriranje tunelskih
povezav, kar nam omogocˇa uporabo navideznih zasebnih omrezˇij (angl. VPN ) za odda-
ljen dostop do omrezˇja. Poleg tega pozˇarna pregrada ves promet karakterizira v ustrezen
tip prometa. Pozˇarna pregrada je povezana na sklad glavnega stikala v omrezˇju, na kate-
rega so prikljucˇene ostale naprave, kot so uporabniˇska stikala, kontrolerji dostopnih tocˇk,
strezˇniki, naprave koncˇnih uporabnikov itd. Na stikalo je prikljucˇen tudi usmerjevalnik
R1-2, ki se s protokolom MPLS (angl. Multiprotocol Label Switching) povezuje do ostalih
oddaljenih lokacij. Oddaljene lokacije so razlicˇnih vrst in uporabljene v razlicˇne namene,
vse od manjˇsih poslovnih prostorov do merilnih postaj.
4.2.1 Meritve pozˇarne pregrade PA-1 v omrezˇju 2
Glavna naloga, ki jo opravlja pozˇarna pregrada PA-1, je filtriranje prometa in locˇevanje
DMZ segmenta od notranjega omrezˇja.
Dnevni trend za zasedenost delovnega pomnilnika je prikazan z grafom na sliki 4.13,
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Slika 4.12 Arhitektura omrezˇja 2.
za obremenitev CPE z grafom na sliki 4.14, za kolicˇino podatkov z grafom na sliki 4.15
in za kolicˇino podatkov glede na tip prometa z grafom na sliki 4.16. Tedenska trenda
sta predstavljena z grafom na sliki 4.17 za kolicˇino podatkov in z grafom na sliki 4.18 za
kolicˇino podatkov glede na tip prometa.
Graf na sliki 4.14, ki predstavlja delovni pomnilnik, skozi cˇas ne prinasˇa vecˇjih spre-
memb.
Na grafu o obremenitvi CPE opazimo, da je naprava rahlo obremenjena cˇez cel dan.
Naprava je po pricˇakovanjih najbolj obremenjena v delovnem cˇasu.
Z grafa o kolicˇini prometa lahko opazimo, da je kolicˇina izhodnega prometa zgodaj in
pozno v dnevu vecˇja kot v delovnih urah. Vhodni promet sledi obicˇajnemu trendu, kjer
je vecˇja kolicˇina prometa v delovnem cˇasu.
Po pregledu grafa o kolicˇini prometa glede na tip si lahko prejˇsnji graf bolje razlagamo.
Sklepamo lahko, da tipi prometa ”online-storage-and-backup”, ”web-hosting”in ”private-
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Slika 4.13 Zasedenost delovnega pomnilnika.
Slika 4.14 Obremenitev CPE.
ip-addresses”predstavljajo veliko vecˇ izhodnega kot vhodnega prometa. Slednje pomeni,
da podjetje najverjetneje izvaja varnostne kopije izven delovnega cˇasa. Vhodni promet
je v vecˇini generiran s strani uporabnikov omrezˇja v delovnem cˇasu.
Kolicˇina prometa se cˇez teden nizˇa. V nedeljo in soboto se vhodni promet drasticˇno
znizˇa.
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Slika 4.15 Dnevni trend povprecˇne kolicˇine prometa.
Slika 4.16 Dnevni trend povprecˇne kolicˇine podatkov glede na vrsto prometa.
Na grafu o kolicˇini prometa posameznega tipa opazimo, da se kolicˇina vseh tipov
prometa cˇez teden nizˇa. Neobicˇajnost opazimo v nedeljo, kjer se kolicˇina prometa ”online-
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Slika 4.17 Tedenski trend povprecˇne kolicˇina prometa v eni uri.
Slika 4.18 Tedenski trend povprecˇne kolicˇine podatkov v eni uri glede na vrsto prometa.
storage-and-backup”drasticˇno dvigne.
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4.2.2 Meritve usmerjevalnika R1-2 v omrezˇju 2
Usmerjevalnik R1-2 skrbi za komunikacijo omrezˇja na lokaciji 1 z oddaljenimi lokacijami s
pomocˇjo protokola MPLS. Dnevni trend za zasedenost delovnega pomnilnika je prikazan
z grafom na sliki 4.19, za obremenitev CPE z grafom na sliki 4.20 in za kolicˇino podatkov
z grafom na sliki 4.21.
Slika 4.19 Zasedenost delovnega pomnilnika.
Na grafu za delovni pomnilnik v cˇasu meritev ni opaznih sprememb.
Trend grafa o obremenitvi CPE nam pove, da je obremenitev CPE vezana na delovni
cˇas oziroma kolicˇino prometa, ki ga je najvecˇ v delovnem cˇasu.
Tako kot obremenitev CPE je tudi kolicˇina prometa mocˇno odvisna od delovnega cˇasa
z vecˇjo konico vhodnega prometa ob 14.00.
Kolicˇina prometa se skozi teden manjˇsa sˇe posebaj v soboto in nedeljo, ko prometa
ni skoraj nicˇ.
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Slika 4.20 Obremenitev CPE.
Slika 4.21 Dnevni trend povprecˇne kolicˇine prometa.
4.2.3 Povzetek meritev v omrezˇju 2
Izmerjena kolicˇina prometa v omrezˇju 2 se tako na pozˇarni pregradi PA-1 kot na usmer-
jevalniku R1-2 vidno povecˇa v delovnem cˇasu. Kot vidimo z grafov obremenitve CPE,
so naprave v omrezˇju obremenjene minimalno in podpirajo nadaljnje sˇiritve omrezˇja.
Povecˇana kolicˇina prometa je predvsem v delovnem cˇasu, opaziti pa je tudi, da je najvecˇja
kolicˇina prometa v zacˇetku tedna, nato pa postopoma pada. Iz meritev je videti, da na-
prave v omrezˇju delujejo brezhibno in so brez ozkih grl.
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Slika 4.22 Tedenski trend povprecˇne kolicˇina prometa v eni uri.

5 Sklep
Neprestano sˇirjenje komunikacijskih omrezˇij, skupaj z razvojem vse sodobnejˇsih naprav
in tehnologij, doprinasˇa k vse bolj kompleksnim omrezˇjem, za katere se zahtevnost upra-
vljanja povecˇuje. Izpadi omrezˇja lahko podjetju prinesejo velike strosˇke ali slab ugled,
zato je kljucˇnega pomena, da aktivno izvajamo meritve in analizo, s katerimi lahko za-
znamo anomalije v delovanju in preprecˇimo morebitne izpade oziroma tezˇave v blizˇnji
prihodnosti. Poleg merjenja sistemskih virov in kolicˇine prometa lahko omrezˇni promet
tudi analiziramo. Z analizo prometa lahko odkrijemo morebitne sˇkodljive vsebine ali
zagotavljamo raven kakovosti storitve. Poleg zanesljivosti in varnosti omrezˇja dobimo z
meritvami sˇirsˇi pregled nad celotno informacijsko infrastrukturo. Posledicˇno je odkrivanje
ozkih grl in planiranje razsˇiritev komunikacijskega omrezˇja poenostavljeno.
Meritve in analizo podatkov smo izvajali na dveh vzorcˇnih omrezˇjih v eksploata-
ciji. Meritve vrednosti parametrov smo iz naprav pridobili z orodjem WhatsUp Gold
in sistemom SIEM. Rezultati enomesecˇnega merjenja so predstavljeni z grafi dnevnega
in tedenskega trenda. V obdobju meritev ni bilo zaznati posebnosti oziroma anomalij
v delovanju. V omrezˇju 1 smo opazili, da se vecˇina promet poraja cˇez cel dan zaradi
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gostovanja storitev. V obeh omrezˇjih pa je mogocˇe videti, da je najvecˇja kolicˇina pro-
meta v delovnem cˇasu. Videti je tudi, da je najvecˇja kolicˇina prometa v ponedeljek,
potem se cˇez teden postopoma nizˇa in drasticˇno zmanjˇsa v soboto in nedeljo. Opazili
smo tudi korelacijo med CPE in kolicˇino prometa, medtem ko kolicˇina prometa ni imela
nikakrsˇnega vpliva na delovni pomnilnik. Iz meritev v omrezˇju ni videtih ozkih grl ali
pojavov, ki bi lahko povzrocˇale tezˇave.
Raziskavo opisanega podrocˇja bi lahko nadaljevali s sˇirsˇim naborom izbranih merje-
nih parametrov in naprav. Poleg tega bi lahko postavili laboratorijsko okolje manjˇsega
omrezˇja in v njem izvajali simulacije razlicˇnih vrst. S simulacijami bi lahko testirali, kako
se obnese postavljeno testno omrezˇje in kje ticˇijo ozka grla.
Poleg tega bi bilo zanimivo raziskati izvajanje meritev z uporabo protokolov Netflow
in Sflow, ki v primerjavi s SNMP hranita vecˇ podatkov o tem, kdo in s cˇim zaseda
pasovno sˇirino. Posledicˇno je mozˇna naprednejˇsa analiza prometa.
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