Automatic Classification of Breast Tumors Using Features Extracted from Magnetic Resonance Images  by Sayed, Ahmed M. et al.
 Procedia Computer Science  95 ( 2016 )  392 – 398 
1877-0509 © 2016 Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND license 
(http://creativecommons.org/licenses/by-nc-nd/4.0/).
Peer-review under responsibility of scientific committee of Missouri University of Science and Technology
doi: 10.1016/j.procs.2016.09.350 
ScienceDirect
Available online at www.sciencedirect.com
Complex Adaptive Systems, Publication 6
Cihan H. Dagli, Editor in Chief
Conference Organized by Missouri University of Science and Technology
2016 - Los Angeles, CA
Automatic Classification of Breast Tumors Using Features 
Extracted from Magnetic Resonance Images
Ahmed M. Sayeda, Eman Zaghloulb, Tamer M. Nassef c, d*
aBiomedical Engineering Dept., Faculty of Engineering, Helwan University, Helwan 11792, Egypt
bRadiology and Imaging Dept., Faculty of Applied Medcial Sciences, 6 Of October University, Giza 12566,Egypt
cComputer and Software Dept., Faculty of Engineering, Misr University for Science and Technology, Giza 77, Egypt
dCommunication and Electronics Dept.,El-Gazeera Higher Institute for Engineering and Technology, Cairo 11471, Egypt
Abstract
Breast cancer is considered as the second leading cause of cancer deaths among women in the United States. Early 
detection of cancer is crucial in order to reduce its negative effects. Recently, magnetic resonance imaging (MRI) has become an 
important modality in the detection of breast cancer in daily practice. However, routine breast MRI has a moderate specificity
that may increase its false positive rates. Therefore, automated detection techniques of malignancy can provide an important tool 
for clinicians. In this study, different data classification methods were examined to classify breast tumors screened using contrast 
enhanced MRI. The used data set included 20 subjects categorized clinically into two groups; benign and malignant tumors. MRI 
scans were first preprocessed to extract imaging features. Then two classification methods were exploited to differentiate 
between the two tumor’s categories using the extracted features. The used classification methods were K-Nearest Neighbor 
(KNN), and Linear Discriminant Analysis (LDA). The results show a relatively significant classification accuracy compared with 
pathological analysis, and also the calculated resubstitution error. In summary, the proposed automatic classification techniques 
can be used as noninvasive diagnostic tools for breast cancer, with the capability of decreasing false positive errors associated 
with regular MRI diagnosis.
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1. Introduction
Globally, breast cancer involves about 23% of all cancer types in women. This type of cancer caused about 
460,000 deaths worldwide, which resembles 13.7% of female deaths caused by cancer 1. Following lung cancer,
breast cancer is considered to be the second leading cause of cancer deaths among women, according to a recent 
statistics in the United States 2. Mammography imaging followed by pathological diagnosis through biopsy are
currently the routine methods for imaging and diagnosing suspected breast tumors. The sensitivity of mammography 
breast cancer detection generally is high 3, however, when imaging females with dense breasts, the sensitivity 
degrades to near 62% 4. Biopsy is considered the gold diagnosis standard, and it is routinely performed under 
conventional US guidance; yet, about three quarters of the performed biopsies yield a benign diagnosis 5. The biopsy 
procedure is invasive, costly and causes stress for the patient. In order to reduce its necessity, other imaging 
modalities was proposed, such as ultrasound elastography and magnetic resonance imaging (MRI) 6, 7. Therefore, 
early malignancy diagnosis is crucial to avoid tumor metastasis and elevate the survival rate of diseased patients.
Lately, MRI has become an important and useful imaging modality in the visualization and detection of breast 
tumors in daily practice. However, MRI breast imaging has a relatively moderate specificity rate that increases its 
false positive percentages8, 9. If MRI is used for routine examination, diagnosis of specific types of cancer would 
have a significantly higher sensitivity rates and at an earlier cancer stage.10 One of the main MRI imaging analysis 
methods is histogram analysis that usually used to identify the different morphological and anatomical regions 11.
some studies used this method to describe the relation between histogram parameters and the tumors physiological 
changes to achieve an improved exploitation of these parameters as substitutive and representative markers of 
tumor’s heterogeneity9, 12. The past decade incorporated a number of studies that exploited histogram approaches 
with an increasing focus on various MRI techniques and imaging sequences, although information related to the 
tumor’s heterogeneity remains not fully understood 9.
In this study, tumor heterogeneity was investigated through calculation of ten histogram parameters to 
differentiate between the two major breast tumor classes; benign and malignant. The histogram parameters were 
extracted from the participant’s MRI imaging data and used as the tumor’s imaging and characterizing features. Two 
classification methods were then used to classify the acquired data. Following that, the classification accuracy was 
determined by comparing the outcomes with pathologically validated tumor diagnosis, and consequently the 
resubstitution error was calculated.
Throughout this paper, we will demonstrate that the proposed automatic classification techniques have the 
potential as a noninvasive characterization tools for breast masses. This may lead to reducing the necessity to 
perform biopsy in order to determine the benignancy or malignancy of breast tumors.
2. Methods
A number of 20 participating patients with suspected breast masses were included in this study. The data were 
acquired from three different health care faculties. Patients’ ages ranged from 32 to 70 years. Table 1 lists the 
number of masses involved in the study, along with their pathologic diagnosis.
Contrast enhanced MRI imaging were performed for all patients, which is a routine procedure that aims at 
highlighting the breast tumors structure, morphology and facilitates visualization of lesion heterogeneity. Contrast 
enhanced MRI is commenced by injecting a contrast agent into the patients circulatory system, so that this agent will 
reach the tumor and accumulate with a rate that is dependent on the tumor’s type. The pathological method; Biopsy,
is considered as the gold standard, was performed for all patients. An informed consent was received from each 
participant prior performing any analysis on the acquired MRI imaging data.
Table 1. Pathologic diagnosis of the examined patients
Breast Mass Type Pathologic Diagnosis
Benign (10) Fibroadenoma (6)
Fibrocystic Change (2)
Cystic Lesion (2)
Malignant (10) Invasive Ductal Carcinoma (IDC) (10)
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2.1. Generating histograms 
As mentioned before, our analysis focuses on obtaining image histograms and identify the important classifying 
features from it. Yet, obtaining the whole image histogram can degrade the classification accuracy by incorporating 
features pertaining to the surrounding normal tissue and other internal healthy organs. So, selection of a region of 
interest (ROI) surrounding only the tumor was necessary to eliminate this degrading effect. Independent localization 
of the tumor’s location and also the selection of the ROI were performed by an experienced radiologist for all cases.
Due to the fact that MRI scans are 3D scans not same as the reconstruction images that captured from computed 
tomographic (CT) data13, the breast tumor can present in a number of slices within the same scanning sequence. So 
multiple data points were obtainable by generating histograms for a number of slices within each imaging sequence; 
i.e. for each patient a number of data points between 4 to 10, was accessible. Consequently, the acquired 20 imaging
sequences revealed 186 images with a clear presence of the tumor. Therefore, 186 images with the selected ROIs 
were used to generate their associated histograms, and hence calculate their classifying features; i.e. 186 data points 
were obtained from the acquired volumetric data. Figure 1 shows two example tumors and their associated 
histograms; the rectangle around the tumor represents the selected ROI used to calculate the histogram.  The 
histogram horizontal axis represents variations of gray scale levels, while the vertical axis represents the number of 
pixels having a specific gray scale level.
It is worth mentioning that selecting ROIs were the only manual step involved throughout the technique. The 
reason behind this was the necessity to locate the tumor by an experienced practitioner, which is a hard step to 
implement automatically using algorithms.
Fig. 1. Two tumors with ROIs selected and their associated histograms: (a) Malignant tumor; (b) Benign tumor.
2.2. Classifying features
After selecting ROIs, histograms were generated and their describing features were calculated at the same time. 
Ten histogram parameters were selected as the classifying features. Those histogram parameters are generally used 
as descriptors of the shape and profile histograms. They were chosen based on the results of similar previous studies 
9, 12, 14, 15 that used histogram parameters for differentiating other tumors types or identify different morphological 
regions16, 17 that used CT reconstruction images. The used histogram features are:
x Maximum value. • Median value.
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x Mean value. • Mode value.
x Entropy: measuring the uniformity/variability of a histogram.
x Standard deviation; representing a statistical measure of data.
x Kurtosis; representing a measure of the histogram data shape.
x Skewness; representing a measure of the histogram data asymmetry about the mean value.
x Histogram 75 percentile value; representing a value below 75% of the calculated histogram data.
x Histogram 25 percentile value; representing a value below 25% of the calculated histogram data.
2.3. Data classifiers
Two classifiers were used to interpret the obtained histograms data and categorize them into either malignancy or 
benignancy regions. The 186 data points were used to train and test the two classifiers, judged by their 
corresponding resubstitution error, both classifiers applied on CT reconstruction data to extract the morphological 
error ratio18, 19. The used classification methods were K-Nearest Neighbor (KNN), and Linear Discriminant Analysis
(LDA). Those classifiers were chosen for their implementation simplicity, and their prior use in similar MRI 
application 20, 21 had the common difficulty of selecting the right classification parameter K. Larger K values reduce 
the effect of noise and data outliers on the classification, but make classes boundaries less distinct, while lower 
values of K make the classification boundaries more irregular. Therefore, the analysis was repeated for different 
values of the K parameter, and the resultant classification error was reported accordingly.
The LDA classifier tries to find a linear combination of classifying features that separates the two disease classes.
This method has shown good classification performance even with poor features selections 21, 22. This classifier 
assumes that the two conditional probability density functions describing a sample belonging to either class is 
normally distributed. This method does not exhibit the ambiguity of determining classification parameters. Once 
more, the classification resubstitution error was calculated for this method, as will be shown in the results section.
3. Results
The application of the described methods resulted in 186 labeled data points; 82 benign and 104 malignant 
points, as shown in figure 2. The two example graphs in the figure shows the distribution of data points on two 
classifying imaging features; once between the mode and kurtosis, and then between kurtosis and skewness.  
Fig. 2. Two graphs showing the distribution of data points between different imaging features.
Following that, the data points were used to train and test the classifiers. For the KNN classifier, training and 
testing were repeated ten times while changing the K parameter. The leave-one-out cross validation technique was 
considered in this study to select an appropriate value of K. The resultant corresponding classification errors for 
each value of K are listed in Table 2. It is worth mentioning that a gradual increase in the classification error 
percentage is noticed with higher values of K. At lower K the error is too low, but one should be conservative about 
this high accuracy of classification, as low values of K makes the algorithm very sensitive to noise and data outliers. 
For our limited data set, a suitable value of K would be 10. In addition, all the misclassifications were false positive 
classifications; benign cases detected as malignant cases, which makes the algorithms sensitive with some degraded
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specificity.  Nevertheless, a better determination of the K value would need an additional independent data set by 
acquiring more MRI scans, yet this is considered as a future work. Then, the LDA classifier was trained and tested 
as well, in which it yielded a resubstituting error of 3.23%. Using the leave-one-out analysis yielded the same exact 
classification error.
Table 2. Effect of the K parameter on KNN classification accuracy using leave-one-out analysis
K parameter Error Rate%
3 1.08
5 1.08
10 1.08
12 2.15
15 4.84
20 4.84
30 5.38
40 8.6
50 10.75
60 10.75
This classifier also had misclassifications as false positive classifications; benign cases detected as malignant 
cases, and again, the algorithms is considered sensitive with some specificity degradations, as shown on the 
confusion matrix in Table 3. Six benign points were misclassified as malignant, as shown in the graphs in figure 3. 
The error is still acceptable, but the advantage here is the 
performance independency over choosing the 
classification 
parameters.
Fig. 3. Two graphs showing six misclassifications using the LDA method.
Table 3. Confusion matrix resulted from LDA analysis. 
Actual\Predicted Benign Malignant
Benign 76 6 82
Malignant 0 104 104
4. Discussion and conclusion
In this study, we described a technique to classify breast masses using histogram features extracted from MRI 
volumetric scans by applied a classical methods used on CT reconstructed data13, 17 . The suspected breast mass was 
first selected from the acquired scans using ROIs. This was the only manual step in this proposed technique, due to 
the difficulty of localizing the tumor automatically. An improvement to this drawback would be using interactive 
segmentation algorithms, such as active contour methods19. In this case, the radiologist would just select a point or 
small curve inside the tumor’s area and the segmentation algorithm would expand to cover the whole tumor area, 
which in turn would be the considered ROI to generate its histogram. Yet, this is considered as a future study work.
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Following that, ten histogram features, were calculated and interpreted for the corresponding tumor’s class. Some 
studies tried using histogram parameters to detect breast cancer and its response to therapy 21, 23, 24. However, those 
studies were mainly concerned with the statistical significance of histogram features to separate benign from 
malignant tumors. The usage of automatic classification algorithms based on MRI breast imaging histogram 
parameters was very limited in the literature. The results show that classification accuracy was significant compared 
with the verified diagnosis through biopsy pathological analysis. Malignancy was not misclassified using both 
classification methods, and so, based on this study limited data set, the technique is considered to be sensitive. 
However, benign cases were misclassified with an average degraded specificity percentage of about 3%. This is has 
a clinical significance, as false positive diagnosis is less fatal than false negative diagnosis. Nevertheless, the KNN 
classification method requires more data points and image acquisitions, in order to verify the proposed value of the 
classification parameter K.
In conclusion, a promising characterization method for breast tumors using MRI histogram imaging features were 
presented. From the demonstrated classification results, it has been shown that an early tumor diagnosis can be 
achieved with a significant confidence level and accuracy. The used technique would lower the number of 
unnecessary biopsy procedures that is routinely performed in order to verify the tumor’s diagnosis. The early 
knowledge of the tumor’s type would ultimately aid deciding the sort and level of the breast tumor’s treatment.
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