Extreme events and the heavy tail distributions driven by them are ubiquitous in various scientific, engineering and financial research. They are typically associated with stochastic instability caused by hidden unresolved processes. Previous studies have shown that such instability can be modeled by a stochastic damping in conditional Gaussian models. However, these results are mostly obtained through numerical experiments, while a rigorous understanding of the underlying mechanism is sorely lacking. This paper contributes to this issue by establishing a theoretical framework, in which the tail density of conditional Gaussian models can be rigorously determined. In rough words, we show that if the stochastic damping takes negative values, the tail is polynomial; if the stochastic damping is nonnegative but takes value zero, the tail is between exponential and Gaussian. The proof is established by constructing a novel, product-type Lyapunov function, where a Feynman-Kac formula is applied. The same framework also leads to a non-asymptotic large deviation bound for long-time averaging processes.
Introduction
With dramatic global climate change in recent years, extreme climate events, along with their destructive power, are observed more often than ever. Severe heatwaves reduce crop harvest, increase forest fire risk and sometimes lead to human casualties. Heavy downpours, as another extreme, can flood large areas and cause significant economic losses [16] . Extreme events are also of great interest in engineering and financial research, because of the underlying risk. Rogue waves, seen as walls of waters of 10 meters high, can easily sink unprepared ships [22] . Credit default of one bank can lead to world-wide financial recession [19] . The capability to model, measure and predict these extreme events has never been so important [9, 27, 43] .
Mathematically, extreme events can be viewed as strong anomalies seen in the time series of certain observables. Collectively, they produce an exponential or even polynomial heavy tail in the observable's histogram. They often appear in complex nonlinear models that have stochastic instability. This instability typically comes as a combined effect of many hidden or unresolved processes [9] . Examples of these hidden processes include cloud formation, This dynamic is linear conditioned on V , so T can be interpreted as X t in (1.2). Numerical evidence indicates that even with a simple zonal sweep V , the passive tracers have extreme events and an exponential-like histogram. This is in accordance with the laboratory observations such as the classical Rayleigh-Bernard convection [6, 21] and readings from the atmosphere [20] . An earlier result of the authors [38] has rigorously explained this phenomenon using a delicate phase resonance.
Despite the extensive success in using conditional Gaussian models for extreme event research, most findings are justified by numerical experiments. The only rigorous result [38] focuses only on a specific passive tracer model. There lacks a rigorous extreme event framework that applies to the general model (1.1) or (1.2) . This can be problematic, since extreme events are typically rare and can be very difficult to simulate or observe. Experimental data, therefore, can be inaccurate, especially if the model contains many variables or has complicated nonlinearity.
This paper intends to close this gap by giving concrete criteria that lead to provable heavy tails of X t . As a result, when a model of type (1.1) or (1.2) is available, we know apriori the tail density of X t . This will be extremely helpful to the stochastic modeling of extreme events, as it turns a nonparametric problem parametric. Furthermore, we can obtain lower and upper bounds of the shape parameters of these distributions, and in some simple cases, these bounds are sharp. From the reverse perspective, when we only have data of X t and intend to fit it with a model, the criteria in this paper can be used as guidelines for the choice of the model.
Main results in a simplified setting
In order to give a quick idea of our main result, consider an unforced SPEKF model with general damping [9] : dX t = −b(u t )X t dt + dW t , du t = −γu t dt + dB t .
(1.3)
We assume u 0 follows the equilibrium distribution π = N (0,
) and X 0 = 0. Our result indicates that the tail of X t is controlled by some simple properties of the damping function b: Theorem 1.1. In model (1.3), suppose the damping on average is positive, Eb(u t ) > 0, and b is Lipschitz, then (X t , u t ) ∈ R 1+1 has an unique equilibrium distribution, under which the tail of |X t | is i) polynomial, if b can take negative values.
ii) exponential, if b(u) is nonnegative and takes value 0 in an interval.
iii) between exponential and Gaussian, if b is nonnegative, and takes value 0 at a point. iv) Gaussian, if b is bounded from below.
The difference between case ii) and iii) is quite subtle but important: in case ii), b(u t ) takes value zero with positive amount of time, while in case iii), b(u t ) can be close to zero, but takes value zero only at a singular set of times. We also emphasize that this simplified setting can be generalized and include systems (1.1) and (1.2). The general statements can be found in Theorems 2.3, 3.1 and 4.1.
As a quick verification of Theorem 1.1, we conduct several simple numerical experiments. For each experiment, model (1.3) with γ = 2 is simulated for an extensive length T = 10
6 . An implicit Euler scheme [26] is implemented for the X t part with a small time step ∆t = 10 −2 , so the large anomalies come not as a result of numerical instability. The realization of the unobservable process u t is kept the same for comparison. We present the trajectory of |X t | for t ∈ [9, 000, 10, 000] to demonstrate the extreme events. We also present the log-density plot based on the histogram of T /δt = 10 8 data points. A Gaussian density with the same mean and variance is plotted as a reference.
In the first group of experiments, we consider damping functions that can take negative values. Following the example of unforced SPEKF model in [9] , we test affine functions b(u) = 1 + cu, where c = 3, 2, 1. The intercept 1 is necessary for Eb(u t ) > 0. The results are presented in Figure 1 .1. We can see clearly that the trajectories of |X t | are filled with strong intermittent extremal anomalies. And with the increment of c, the amplitudes of the extreme events grow exponentially. This can also be seen in the log-density plots, which all have a logarithmic tail profile, while the range increases with c. This indicates the tails are indeed polynomial like. In particular, when c = 3, the theoretical variance of X t is infinite, which we will find out in Section 2.4. The sample variance exceeds 10 5 because of the extremal anomalies. We do not plot the Gaussian density reference as it is invalid. In the second group of experiments, we consider damping functions that are nonnegative, but take value 0 in intervals. We test with piecewise linear functions
Here [x]
+ := max{x, 0} takes the positive part of the input. The results are presented in Figure 1 .2. We can see that the trajectories of |X t | are filled with extreme events of various types. The log-density plots all have a linear profiles, which indicates that the tails are exponential.
In the third group of experiments, we consider damping functions that are nonnegative, but take value 0 only at the origin. We test with functions b(u) = |u| c , where c = 4, 2, 1. The results are presented in Figure 1 .3. From both the trajectory plots and the density plots, we find that with a larger c, the anomalies last longer, and the tails are more like exponential. And for c = 1, the plots are quite similar to the OU case studied next.
In the final experiments, we consider damping functions that are strictly positive
So in the last experiment, X t is simply OU. The results are presented in Figure 1 . 4 . We see that the densities are fitted very well with Gaussian approximations. Moreover, the trajectories are all very similar. As a quick summary, the simulation results are in accordance with the predictions made in Theorem 1.1. We can also see that some simple changes in the damping function can lead to vastly different types of intermittency and heavy tail distributions. In practice, Figure  1 .1-1.4 can be used as references for modeling extreme events. 
Moment behaviors
To determine the tail type of X t , we will consider the moments E X t p of different power p. By investigating the moments of density functions like cx −p , exp(−cx) and exp(−cx 2 ), we see the moments of a random variable X have very different behavior, depending on the distribution of X:
• Polynomial like: EX p < ∞ if and only if p is below a threshold.
• Exponential like: EX p < ∞ for all p > 0 and log EX 2p ∝ 2p log p for large p.
• Gaussian like: EX p < ∞ and log EX 2p ∝ p log p for large p.
Such difference can be used to obtain the classification in Theorem 1.1. As we will see, the high moments are very sensitive to the behavior of the damping function b. Similar moment behaviours can be found in other stochastic models as well. Another way to model stochastic intermittency, is to model X t as in (1.1), and let u t be a continuous time Markov jump process [34] . Such a model is known as a Markov switching or regime switching diffusion [4, 15, 42] . It is used in atmospheric science to model complex cloud precipitation, in filtering theory to represent model error, and in financial time series to model hidden market behavior [34, 36, 37, 43] .
Markov switching models can also produce heavy tail distributions. In fact, the quadchotomy in Theorem 1.1 has a similar version for finite state Markov switching models in [4] . There are further efforts to generalize this result to infinite state spaces [15, 42] , and to investigate the regularity of underlying measures [1, 2] . Yet these results often require a life-death process in the background, which limits their range of application.
While the theoretical result here can be interpreted as an extension of [4] , such extension is nontrivial. Stochastic differential equations (SDE) are natural tools when modeling physical processes of continuous values. Approximating them as Markov jump processes is often inappropriate and intractable when the underlying dimension is large. Many physical concepts such as energy dissipation and flow contraction are usually understood only through SDE formulation. The new results in below will reveal the important connection between these physical concepts and the heavy tail phenomena.
Moreover, this paper employs a different analysis framework with the ones used in [4, 15] . In the previous framework, the moment analysis is established by investigating the amount of time the Markov jump process spend in each state. This is difficult to be generalized for an SDE. In this paper, the estimates are constructed by finding novel product type Lyapunov functions. A similar strategy can also be implemented on Markov switching processes to understand complicated geometric ergodicity and multi-scale behaviors [39] .
Apart from SDE, moment analysis can also be conducted for stochastic partial differential equations (SPDE) [7, 8, 25] . This has been applied to understand the regularity, growth speed, and localization of the SPDE solutions. So far, these results apply to specific SPDEs, for example the heat equation and the Anderson model. In comparison, our requirements for the SDE are rather general. It will be interesting if the analysis framework developed here can be applied to SPDEs as well.
Connection to large deviations of trajectory average
Interestingly, our result also leads to a non-asymptotic large deviation bound for trajectory average. Given any function b, by the Birkhoff ergodic theorem, we know
Such convergence has been used routinely to compute π, b , known as the Markov Chain Monte Carlo method. It is natural to ask how does D t = t
To see how does our study of system (1.1) connect with this problem, we let
Then clearly X t > 0 follows the ordinary differential equation (ODE)Ẋ t = b(u t )X t , and it fits in the formulation (1.1) with σ x = 0. A large deviation bound of D t can be obtained by finding the moments of X t and then apply the Markov inequality,
Corollary 2.8 below implements this idea to asymptotically contractive u t . Recent results [17, 18] have shown that a large class of diffusion processes, for example over-damped Langevin processes with a convex-at-infinity potential, are asymptotically contractive.
Paper arrangement and preliminaries
The remainder of this paper is arranged as follow. In Section 2, Theorem 2.3 demonstrates that an unstable damping leads to polynomial tails. As an example, Section 2.4 considers the affine damping in Figure 1 .1, where the exact polynomial order of the tail can be found. As another example, Section 2.5 employs our framework to setup an large deviation bound for long time average. Section 3 discusses the scenario where the damping is nonnegative and can take value zero. Theorem 3.1 illustrates the necessary conditions that lead to exponential tails, while Proposition 3.5 considers more general scenarios. Strictly positive damping leads to Gaussian tails is quite well known, but for self-containedness, we give a short proof in Section 4. Lastly, Section 5 discusses how to apply our framework to more general conditional Gaussian systems of type (1.2). In order to focus on the delivery of the main ideas, we only provide the most important arguments in our discussion. Most technical verifications are allocated in the appendix.
In this paper, we use a to denote the l 2 norm of a vector a, a, b to denote the inner product of a and b. π, f = f (u)π(du) is the average of f under the equilibrium measure π. We denote the generator of process (X t , u t ) as L, which can be written explicitly as
In above, ∇ x and ∇ u are the gradients with respect to variables x and u, and ∇ 2 x and ∇ 2 u are the corresponding Hessian matrices. We can also define the Carre du champ operator using L [3] :
Obviously Γ is bilinear, symmetric and positive. We will also write Γ(g) := Γ(g, g) for simplicity. One important arithmetic property of Γ is the following chain rule of the generator
The derivation of the formula above and more properties of Γ can be found in [3] . Also, it is worth noting that in our discussion below, we often concern functions of only one variable, that is f (x, u) = f (x) or f (x, u) = f (u). Then some parts of the formulas above will vanish. The moment function x p will naturally be of interest in our discussion. Unfortunately it is not C 2 at the origin when p < 2, so L cannot be applied. To remedy this, we will often use E p (x) in below as an surrogate, which is also used in [4, 39] :
1+ x 2 + 1 is equivalent to x p in the following sense:
Moreover, for any δ > 0, there is a C δ > 0 such that
Polynomial tails from unstable dampings
Our first result shows that if the damping is unstable, that is b(u * ) < 0 for some u * , then X t in (1.1) will have polynomial tails. This involves two parts, showing E X t p < ∞ when p > 0 is small enough, and E X t p = ∞ when p is large enough. To establish the lower bound, that is lim t E X t p = ∞ for a large p, it suffices to assume some general regularity and growth conditions on b and h. Assumption 2.1. Suppose the following holds for all y, where C > 0, m ≥ 2 are constants, M y is a constant that may depend on y:
To establish the upper bound, we need in addition that u t is asymptotically contractive:
Definition 2.2. Given two distributions µ and ν, we use d(µ, ν) to denote the Wasserstein-1 distance between µ and ν, generated by the l 2 norm. Let P Recent results [17, 18] have shown that a wide range of SDE are asymptotically contractive. For example, if u t follows the overdamped Langevin dynamics, that is h(u) = −∇H(u) in (1.1), and the potential H is strictly convex outside a bounded region, then u t is asymptotically contractive. If u t is a stable OU process, this assumption holds naturally.
The general statement of unstable damping leads to polynomial tails is given below.
2) If u t is asymptotically contractive, b has Lipschitz constant b Lip , and the average damping π, b > 0, then for any p such that
3) Assuming the conditions of 2), if in addition σ x > 0, and h preserves energy, that is for
The proof comes as a combination of the results from the next three subsections. The complete proof can be found in the appendix.
Before we move on, we give a quick remark on the average damping condition π, b > 0. This is a necessary condition. In the simplified case σ x = 0 and X 0 = x 0 ,
By Jensen's inequality, the long time damping effect on X t p can be bounded by
So in order for E X t p to be stable, π, b needs to be positive. On the other hand, Jensen's inequality provides only one side of the estimate. In fact, when b is not strictly positive, the long time damping effect, E exp −p t 0 b(u s )ds , does not scale as exp(−cpt) for large p. This is the main mechanism behind the extreme events and heavy tails.
Building Lyapunov functions
In order to show E X t p is bounded uniformly in time, we will try to find a Lyapunov function V (x, u) ≈ x p , such that for some ρ, k v > 0, when applying the generator L of (1.1)
Then applying the Gronwall's inequality and Dynkin's formula, we have
Conversely, in order to show E X t p → ∞ for t → ∞, it suffices to find a function
The key to this method is finding the proper V and U. One naive attempt is letting U or V to be x p . However, this will not be sufficient, since for p ≥ 2,
Inequality like (2.1) does not hold because the appearance of b(u t ).
The main idea here is to look for a function that is the product of two parts, one part is a potential that depends on u, the other part is roughly the moment of x: Lemma 2.4. Fix q > 0 and δ > 0. Assume there are functions E q > 0, f > 0 such that for some C δ > 0 and ρ
The converse is also true. If there are functions E q > 0, g > 0
Proof. By the product rule, the generator of V (x, u) is
]f (u) (or the similar version with g).
Plug in the conditions give us the claim.
For our purpose, we will let E q = x q+2 1+ x 2 + 1 which satisfies the requirement of Lemma 2.4, and E q is equivalent to x q by Lemma 1.2. We don't use x q directly because it is not C 2 when q < 2. Then suppose we can find a regular f that satisfies (2.2), we can show E X t p is finite for p < q. Conversely, with a regular g that satisfies (2.3), we can show lim t→∞ E X t p = ∞ for p > q. This is proved by the following lemma: Lemma 2.5. Suppose there is a function f that satisfies (2.2) with a ρ > 0, and
for any α > 0 with an appropriate M α , then
Conversely, suppose σ x = 0 and there is a function g > 0 that satisfies (2.3) with a ρ > 0, and lim sup
for any α > 0 with an appropriate M α , then lim t→∞ E X t p = ∞ for any p > q.
Lower bound: constructive verification
Based on Lemma 2.4 and 2.5, in order to show that E X t q = ∞ for a large q, it suffices to find a positive function g such that (2.3) holds.
Let η = q −1 log g, it is well defined. Then by the chain rule formula (1.5), (2.3) is equivalent to
In other words, we need to find an η such that Proof. By our assumption, there is an M such that
Then notice that tr(∇
Under Assumption 2.1, by Young's inequality, we can increase M such that
So in combine, to show (2.4) it suffices to show, (we ignore the tr(∇
By Young's inequality, this can be achieved by a sufficiently large q and small c.
Upper bound: solution from the Feynman Kac formula
To find a f that satisfies (2.2), we let θ = q −1 log f . Then similar to the derivation of (2.4), we find that (2.2) is equivalent to
Directly solving (2.5) is challenging, since it involves a nonlinear term ∇ u θ(u) 2 . Here the idea is that we look for θ that is Lipschitz, so with a certain constant M, 1 2 ∇ u θ(u) 2 ≤ M. Then for (2.5) to hold, it suffices to solve a linear problem:
To solve this, we recall the formula for Cauchy problems. Given a specific b(u), the solution of
exists if only and if π, b = 0, and θ is given by the following Feymann Kac's formula
For self-completeness, we verify this fact in Lemma A.2. For our purpose, it is natural to try
Then to verify (2.5), we simply need
Note that ρ + δ can be arbitrarily small positive numbers, and π, b > 0 by our assumption, so it suffices to verify that ∇ u θ(u) is bounded globally. We would assume the following assumption for u t Lemma 2.7. Assume that u t satisfies the asymptotic Lipschitz contraction, and define θ as in (2.6), then
Proof. Note that
Example: unforced SPEKF
Here we consider the unforced SPEKF model (1.3) with an affine damping function
We will demonstrate our procedures discussed above by applying them on this simple process. The θ(t) in Lemma A.2 is given by
From this, we see that Lemma 2.7 is sharp, since u t is asymptotically contractive with C γ = 1, and γ = γ. This suggests us to use f (u) := exp(qbu/γ) in Lemma 2.4. In fact, g can be chosen as the same. Simply note that
So by Lemma 2.4, if we let V (x, u) = E q (x)f (u), then for any δ > 0, there is a C δ , so that
By Lemma 2.5, this means that lim sup t→∞ X t q is infinite if q > q 0 , and is finite if q < q 0 . The threshold here is given by
Example: large deviation bound
As another example, we demonstrate how to apply our framework to show the deviation of long time average of u t is sub-Gaussian.
Corollary 2.8. Assume that u t is asymptotically Lipschitz contractive, and it is exponentially integrable lim sup t→∞ E exp(α u t ) < ∞, ∀α.
Then for any δ > 0, the following large deviation bound holds for certain M δ
where
Proof. Consider X t as defined in (1.4). Since there is no diffusion term in X t , we consider function
where θ(u) comes from Lemma A.2, and satisfies
Apply the generator to V , we find
So by Dynkin's formula,
For any p < q, by Hölder's inequality,
The constant M p,q exists because we assume lim sup t→∞ E exp(α u t ) < ∞, and θ is Lipschitz. Therefore if we let
We pick p = c, q = c + 2δ c and find our claim.
Exponential tails from nonnegative dampings
This section shows that nonnegative dampings lead to exponential or weaker tails.
Theorem 3.1. Suppose the following hold:
• u t is asymptotically contractive.
• The damping function satisfies b(u) ≥ 0 and b(u) = 0 when u − u * ≤ ǫ for some u * .
• The dynamics of u t dissipates the energy centered at u * , that is there are λ, M λ > 0 so that
Then X t has exponential-like tails. In particular
Again, this result consists of two parts. The upper bound comes from Proposition 3.2. The lower bound comes from as the combination of Proposition 3.5 and Corollary 3.7. One can find the detailed verification in the appendix. Theorem 3.1 doesn't consider the delicate case where b(u) = 0 only at a single point. This was mentioned in Theorem 1.1 as case (iii). We only provide a lower bound in Proposition 3.5, indicating the tail is strictly heavier than Gaussian. This is already useful in practice. Also note that the statement of Theorem 1.1 is rigorous, as we only claim that the distribution is between exponential and Gaussian.
Upper bound
As a matter of fact, it is relatively easy to see that process with nonnegative damping has sub-exponential tails. 
Then X t has sub-exponential tails. In particular, for any β ∈ R d that 1 2
In particular, this indicates that
Lower bound
To show the lower bound requires additional works. First let us define the set of damping function that can yield approximately exponential tails. 
The long time damping effect from b(u t ) ∈ A m is revealed by the following lemma. The main message is that b(u t ) creates a weaker long time damping when applied to higher moments of X t .
Lemma 3.4. Suppose (b, h) ∈ A m , then the following holds under the invariant measure for p ≥ 1 :
Sub-exponential tails come as a result of this week long time damping.
Proposition 3.5. Suppose the damping and the drift of u t , (b, h), belongs to A m as in Definition 3.3, then under the equilibrium measure,
In other words, X t has a tail between exponential and Gaussian.
Energy dissipation
If b is in A m for all m, then Theorem 3.5 indicates the moment of X t behaves very much the same as the exponential distribution. In this section we show that this will be the case under the conditions of Theorem 3.1.
On the other hand, note that b is in A m for all m does not mean b ∈ A ∞ . For a b ∈ A ∞ to be well defined, one also needs to check the G p in Definition 3.3 converges as an infinite sum. We will not do this in our analyses. But this will not be very restrictive in application, since in Theorem 3.5, 
Suppose also the energy centered at u * is dissipative under the drift h, so for some λ, M > 0,
Corollary 3.7. Suppose b(u) = 0 when u − u * ≤ δ, and b has polynomial growth for some
Suppose the energy centered at u * is dissipative under the drift h, so (3.2) holds. Then (b, h) ∈ A m for all m such that 2 m+1 ≥ n + 2. In other words, X t will have an exponential like tail.
Proof. We just need to verify (3.1) for some C. Simply note that when u − u * ≥ δ
And when u − u * < δ, b(u) = 0, so (3.1) holds automatically.
Sub-Gaussian tails from strictly positive dampings
The following analysis is rather standard. But since it is short and we want to be selfcontained, we provide the details rather than finding a reference.
This leads to lim sup
If u t dissipates the energy, that is
Proof. Let E(x) = exp(α x 2 ), with α < b 0 . Apply the generator to it,
So Dynkin's formula and Gronwall's inequality immediately gives us
Finally note that by Taylor expansion of exp(α x 2 ),
Apply an estimate of log k as in (A.1),
A similar analysis applies to u t as well. Let E(u) = exp(α u 2 ). Apply the generator to it,
The follow up analysis is much the same as after (4.1).
General conditional Gaussian system
The X t part in a general multivariate conditional Gaussian system (1.2) can be written as
where u t is the same as in system (1.1). This formulation is different from (1.1), since B is matrix-valued. In this section, we show how to build moment bounds for (1.2) by building surrogate damping rates as in (1.1).
To begin, we decompose B(u t ) as
for some matrixs B i and functions b i . This decomposition always exists, since
where E j,k is the matrix with all components being zero, except the (j, k)-th component being 1. Yet this choice of decomposition can sometimes be sub-optimal.
There are constants m i and M i such that
Here I N i is the diagonal matrix with (j, j)-th term being one if and only if j ∈ N i , and with two symmetric matrices A and B, A B indicates that B − A is positive semidefinite. One easy choice of N i can be N i = {1, . . . , d X } for all i, then m i and M i are simply the minimum and maximum eigenvalues of 1 2 (B i + B T i ). Consider the following two scalar value damping functions where a ∨ b = max{a, b} and a ∧ b = min{a, b}.
In the special case when N i = {1, · · · , d X } for all i, the formulation can be simplified
Then we have the following lemma Lemma 5.1. When applying the generator to the approximated moment E q (x) in Lemma 1.2, for any fixed δ > 0, there is a constant C δ , If further moreb ≥ 0, then tail of X t is sub-exponential. Ifb ≥ b 0 > 0, then the tail of X t is sub-Gaussian.
Corollary 5.3. Assume u t is asymptotically contractive, b and h follow Assumption 2.1.
1. If b(u * ) < 0 for some u * , then for some p > 0, lim sup t→∞ E X t p = ∞.
2. If b(u) = 0 for u close to u * , the energy centered at u * is dissipative as in (3.2), b ≤ D u − u * n for some D and n, then X t have a tail heavier than exponential.
Conclusion
Extreme events are happening more often due to the global climate change, and they can induce heavy economic losses. The capability to analyze and predict them is crucial for our society. Mathematically, they appear as strong anomalies in time series and form heavy tails in the histograms. They are typically associated with stochastic instability caused by hidden unresolved processes. Such instability can be modeled by stochastic dampings in conditional Gaussian models. This has been justified by extensive numerical experiments, while there is little theoretical understanding. This can be problematic, since extreme events can be difficult to simulate. This paper closes this gap by creating a theoretical framework, in which the tail density of conditional Gaussian models can be rigorously determined. Theorem 2.3 shows that if the stochastic damping takes negative values, the tail is polynomial. Theorem 3.1 shows that if the stochastic damping is nonnegative but takes value zero, the tail is between exponential and exponential. These results can be generalized to multivariate conditional Gaussian systems (1.2), as long as certain surrogate damping rates follow the conditions in Theorems 2.3 and 3.1. Moreover, we can apply the same framework to obtain a large deviation bound for long time averaging processes. This is shown in Corollary 2.8.
Lemma A.2. Suppose u t is asymptotically contractive. For any Lipschitz ψ with at most polynomial growth, then
is well defined, while Lθ = ψ − π, ψ .
Proof. Let u ′ t be an independent copy of the SDE du
By the asymptotic contractiveness, we have
Therefore ψ is well defined. Next, note that
where p u t (z) is the density of P u t . Apply Fubini's theorem, we have:
Moreover by the Kolmogorov backward equation,
Thus by P u ∞ = π,
A.2 Polynomial tails
Proof of Lemma 2.5. First we derive the upper bound. Consider the temporally inflated version of V , V (x, u, t) := e ρt V (x, u), then by Lemma 2.4
Thus by Dynkin's formula:
By our assumption on f ,
is bounded by C δ M 0 /ρ when t → ∞. In order to remove the f (u t ) inside the expectation, we apply Hölder's inequality. For any p < q, when t → ∞,
To prove the converse direction, it is almost identical. Let U (x, u, t)
We can generalize this using the Markov property:
which goes to ∞ as t → ∞ if P(U(X t 0 , u t 0 ) > k v ρ + δ) > 0. Yet when σ x > 0, system 1.1 is controllable, so given any ǫ-ball B centered at any point (
Lastly, we note that for p > q
This gives us E X t p → ∞.
Proof of Theorem 2.3. By Lemmas 2.6 and 2.7, there are functions g and f that satisfy (2.3) and (2.2), while E q in Lemma 1.2 satisfies the conditions of Lemma 2.4. So Lemmas 2.4 and 2.5 apply, which provide us the claim about the moments. We just need to show the ergodicity part. According to the arguments in [41] , we only to construct a Lyapunov function for (X t , u t ). Note that by Lipschitz condition and Lemma 2.7, both b and θ have at most linear growth. Therefore in Lemma 2.4, for a certain constant
, with an α < 1 2 λ. Apply the generator,
Here
We can find another constant M 5 , so that
This qualifies V as a Lyapunov function for the process (X t , u t ).
A.3 Exponential tails
Proof of Proposition 3.2. Given a vector α ∈ R d , let E t = exp α, X t , apply the chain rule (1.5), we find
Consider the function H(x) = exp(x)( α −x). Its derivative isḢ(x) = exp(x)( α −x−1), so H(x) reaches its maximum exp( α − 1) at x = α − 1. Therefore
and by b(u t ) ≥ 0
Next, we apply the generator to f = exp( α θ), by the chain rule (1.5) is,
We apply Lemma 2.4 first part to E t and f = exp( α θ),
Since π, b > 0, and ∇ u θ is bounded, so if
Then by Gronwall's inequality,
Finally by Hölder's inequality, for any ρ < 1
To get our claim in the proposition, one simply let α = ρ −1 β, with a proper ρ < 1 so that ρ α > 0.
For the last claim, note that if · ∞ denote the l ∞ norm, then
Here e i is the i-th standard Euclidean basis vector, so e i , X t is the i-th component of X t . So for sufficiently small α, lim sup t→∞ E exp(a X t ) < ∞. Finally note that by Taylor expansion of exp(a x ),
So we have our claim since log E X t 2p ≤ 2p k=1 log k − 2p log a + log E exp(a X t ) ≤ 2p log p + O(p). Lg m (u s ) − pΓ(g 1 )(u s ))ds + G p (u t ) .
Apply the generator, we find that Mt − 2 √ pM 0 − 2 √ pM 1 ).
Proof of Theorem 3.5. We will only look at integer p. For non-integer p, one can get similar bounds using Hölder's inequality. By the Duhamel's formula, we can write Conditioned on the realization of u s , A 0,t X 0 and t 0
A s,t dW s are independent, so the conditional expectation of X t 2p will be larger than the conditional expectation of σ x t 0
A s,t dW s 2p . So without lost of generality, we can assume X 0 = 0.
Next, conditioned on the realization of the u s process, X t has a Gaussian distribution with mean zero and variance Using the inequality above, we find that log E X t 2p ≥ log EZ 2p + 1 − 1 2 m p log p + O(p) = 2 − 1 2 m p log p + O(p).
The log EZ 2p = p log p + O(p) can be obtained by standard Gaussian moment formula or using Lemma A.3.
Proof of Lemma 3.6. Without loss of generality, we will assume u * is the origin. We will use 
Use the derivatives derived in Lemma 1.2 for E q , apply Young's inequality, we find that for any fixed δ > 0, there is a C δ ≥ −(qb + δ|b| + δ)E q (x) − C δ (1 + |b|).
The converse direction comes in very similarly.
