Background
==========

Inhibitory circuitry in the cortex is generated through a diverse array of specific types of inhibitory neurons. Local inhibitory interactions target specific regions of neurons and act in particular layers of cortex \[[@B1]\]. Generation of these specific connections relies on molecular cues and neuronal activity \[[@B2],[@B3]\]. Importantly, the emergence of the adult pattern of GABAergic connections has been shown to correlate with periods of cortical plasticity and the development of mature cortical response properties \[[@B4]\]. However, less is known about the development of the inhibitory inputs onto excitatory neurons within cortical layers.

Pyramidal neurons form roughly 80% of neurons in layers 2/3 and 5 and send long axon collaterals horizontally to interconnect functionally similar domains. During development of layers 2 and 3 of primary visual cortex, an initially crude pattern of horizontal connections gives rise to a lattice of intrinsic excitatory connections that specifically links iso-orientation columns \[[@B5]-[@B9]\]. The development of excitatory axonal projections involves both local axonal branching and retraction of existing collaterals; these events are at least partially regulated by neuronal activity \[[@B9]-[@B12]\] and result in a period of exuberant synaptic inputs that are refined to generate the mature pattern of connectivity. Once the brain matures, the refined long-range horizontal connections link regions with similar response properties likely mediating extra-receptive field effects on unit responses \[[@B13]\].

Inhibitory interneurons in layers 2 and 3 comprise a diverse class of cells with specific patterns of local axonal arborizations and connections \[[@B3],[@B14],[@B15]\]. Anatomical evidence suggests that development of the connections of at least one class of interneurons - large basket cells - may involve elaboration and retraction of their axonal processes \[[@B6],[@B7],[@B16],[@B17]\]. While mapping experiments suggest that inhibitory connections undergo refinement \[[@B18]\], how the mature pattern of inhibitory inputs made onto excitatory cells within visual cortex emerges is not well understood.

One mechanism that may contribute to the formation of the mature pattern of inhibitory inputs is the ability of gamma-aminobutyric acid (GABA) to act as an excitatory neurotransmitter early in development \[[@B19]\]. In a number of systems the excitatory activity of GABA appears to be a critical component for activity-dependent development of the mature pattern of inhibitory connections. However, the role of GABA excitation in the maturation of intralaminar cortical inhibitory connections is not well described.

To examine the mechanisms underlying the development and rearrangement of functional inhibitory synaptic connections, we used scanning laser photostimulation in tangential brain slices of ferret visual cortex to map the patterns of inhibitory and excitatory inputs within layer 2/3 onto single neurons at different times during development. By distinguishing excitatory and inhibitory inputs, we find that both types of local connections undergo developmental remodeling. Refinement of inhibitory connections to a mature pattern occurs before the refinement of excitatory connections and is correlated with the timing of the emergence of direction selectivity. Building on findings that remodeling of GABAergic connectivity may, in part, rely on GABA acting as an excitatory neurotransmitter, we used photostimulation to uncage GABA and explore when during development it acted as an excitatory transmitter. Consistent with previous reports in many developing systems, during early development GABA uncaging causes excitation. Interestingly, the change from excitatory to inhibitory transmitter by GABA correlates with a period of rapid refinement in inhibitory inputs. Taken together, these findings provide a detailed description of the maturation of excitatory and inhibitory inputs in the super granular layers of ferret visual cortex.

Results
=======

A total of 76 cells, at different postnatal ages, were analyzed using glutamate uncaging and photostimulation (Table [1](#T1){ref-type="table"}). Here the characteristics of the maps of synaptic inputs onto these neurons are compared. Inhibitory and excitatory currents were distinguished by recording from neurons at different holding potentials. An experiment typically consisted of photostimulating the same array of locations surrounding the recorded neuron at two different holding potentials. At -65 mV holding potential inhibitory inputs were small due to the weak driving force for chloride ions, and generated downward deflections of the recording trace. At -20 mV holding potential (range -30 mV to -10 mV) inhibitory inputs reversed and produced upward deflections, but excitatory currents still produced small downward deflections of the trace (Figure [1A](#F1){ref-type="fig"}). Maps of the locations of evoked synaptic currents were generated to provide a clear representation of the pattern of synaptic inputs to each recorded neuron (Figure [1B-D](#F1){ref-type="fig"}). Photostimulation mapping of the inputs to single neurons at -65 mV and -20 mV holding potentials revealed distinct patterns of inputs (Figure [2](#F2){ref-type="fig"}). Occasionally, single passes were made at -20 mV, a potential at which inhibitory and excitatory currents were detectable simultaneously. At all ages, the size of the area stimulated and the actual number of sites stimulated per cell were comparable (Table [1](#T1){ref-type="table"}).

###### 

Summary of the data set on which this report is based

  Group        N    Stimulated sites   Area (mm^2^)   EPSCs          IPSCs
  ------------ ---- ------------------ -------------- -------------- --------------
  P20 to P22   7    921.3 ± 168.0      1.41 ± 0.28    185.4 ± 40.6   136.7 ± 6.7
  P30 to P35   9    1,030.2 ± 155.3    1.78 ± 0.19    363.7 ± 69.6   338.0 ± 68.3
  P36 to P40   19   1,133.3 ± 115.4    1.81 ± 0.29    278.4 ± 45.8   213.0 ± 29.7
  Mature       29   920.3 ± 137.9      1.47 ± 0.24    113.2 ± 14.1   76.8 ± 12.5
                                                                     
  Total        64   1,001 ± 49.1       1.61 ± 0.12    235.2 ± 42.5   191.1 ± 29.3

The average number of locations stimulated, and the average area encompassing those sites, were similar for all ages, but the numbers of sites that when stimulated evoked excitatory post-synaptic currents EPSCs and inhibitory post-synaptic current (IPSCs) changed significantly. All numbers are means ± standard error of the mean.

![**Methods for visualizing synaptic inputs using photostimulation**. **(A)**Inhibitory and excitatory inputs can be distinguished by shifting the holding potential of the recorded neuron. Traces from photostimulation of three different sites shown with holding potential set at -65 mv (left) or -20 mv (right). Each site is stimulated several times at each holding potential to illustrate the stereotyped response to repeated photostimulation. Site one is scored as inhibitory only. Site two is scored as excitatory and inhibitory. Site three is scored as excitatory only. **(B)**Amplitude plot of a map of 982 stimulation sites covering an area of 2.0 mm^2^in a tangential slice of young (postnatal day 30) ferret visual cortex. The amplitude of the response at each site is coded by the color and height of the peak. The large central peak is due to direct activation of glutamate receptors on the recorded neuron. **(C)**Traces from stimulation of a few sites in the map shown in (B). On the left are traces from near to the recorded neuron containing direct and synaptic currents. Evoked synaptic currents are typically of similar amplitude but can vary in number. On the right are traces from stimulation of sites distant from the recorded neuron. Many stimulated locations do not generate a direct or synaptic response. **(D)**Plot of the number of synaptic currents evoked by stimulating each site. The post-synaptic current (PSC) plot shown is the result of analyzing the map in (B). In (D) the map is rotated and the three-dimensional perspective removed relative to (B). The asterisk is located at the same corner of the maps in (B) and (D). This plot enables the patterns and locations of inputs to be easily discerned. Scale bars = 500 μm.](1749-8104-5-5-1){#F1}

![**Maps of inhibitory and excitatory inputs are distinct**. **(A)**Map of the locations and number of excitatory inputs to a pyramidal neuron (P58) evoked by photostimulation in a tangential slice of ferret visual cortex. Excitatory inputs arise from sites local (\>300 μm) to and at longer distances from the cell body (indicated by the white cross). **(B)**Map of inhibitory inputs to the same neuron. Inhibitory inputs arise primarily within 300 μm of the cell body. **(C, D)**Electrophysiological recordings from sites indicated by the numbered arrows in (A, B). Photostimulation at the cell body evoked an action potential (4). Stimulation of other sites evoked excitatory (2, 3), inhibitory (7), or both excitatory and inhibitory inputs (3, 5, 6, 8, 9). To obtain the maps shown here, 1,467 locations were stimulated, mapping an area of approximately 2.1 mm^2^. Scale bar = 250 μm.](1749-8104-5-5-2){#F2}

Inhibitory synapses remodel during postnatal cortical development
-----------------------------------------------------------------

At all ages inhibitory inputs originated from within 1.5 mm of the recorded neurons. Soon after layer 2/3 neurons have migrated into place (postnatal day (P)20 to P22), inhibitory synaptic inputs onto each recorded neuron could be evoked by photostimulation at numerous sites (n = 7 pyramidal cells; Table [1](#T1){ref-type="table"}). We quantified the patterns observed in our mapping experiments by determining the number of locations that generated a specific type of response. We provide examples of typical photostimulation maps from each age group examined in Figure [3](#F3){ref-type="fig"} and quantification across all neurons mapped in Figure [4](#F4){ref-type="fig"}. For neurons in brain slices of young animals (P20 to P30), most inputs arose from locations within 500 μm of recorded neurons (82.7 ± 6.7%; Figures [3A](#F3){ref-type="fig"} and [4A](#F4){ref-type="fig"}). By eye opening (P30 to P35 in ferrets) sites generating inhibitory post-synaptic currents (IPSCs) were far more numerous (n = 7; Table [1](#T1){ref-type="table"}, Figure [4A](#F4){ref-type="fig"}). Within 250 μm of cell bodies, the proportion of locales evoking inhibitory inputs doubled between P20 and P22 and P30 and P35 (from 23 ± 7% to 47 ± 8%, *t*-test, *P*\< 0.02). Similar increases were seen at all distances greater than 250 μm (Figure [4A](#F4){ref-type="fig"}; *t*-test, *P*\< 0.04). In both age groups the density of inputs declined with increasing distance from the recorded neuron (Figure [3C](#F3){ref-type="fig"}).

![**Changing patterns of inhibitory inputs and relationships between inhibitory and excitatory inputs at different postnatal ages**. **(A)**Map of inhibitory inputs onto a P20 pyramidal neuron. The number of inputs is represented by the colored squares (scale bar at right); black indicates that no inputs were generated at that location (same scale applies for (C, E, G)). Relatively few sites generate inputs to this cell, and all are located within 500 μm of the cell body (indicated by the white cross). We stimulated 644 sites, mapping an area of approximately 1 mm^2^. PSC, post-synaptic current. **(B)**Map of the same cell in (A), but indicating sites that, when stimulated, generated excitatory (red), inhibitory (blue), or both (green) types of synaptic inputs (same convention applies to (B, D, F, H)). The number of events is not coded in these plots. Excitation dominates locally, as indicated by the red regions close to the cell. Inhibition dominates with increasing distance as indicated by the abundance of blue squares. **(C)**Example of the pattern of inhibitory inputs onto a P34 pyramidal neuron. Both the number of inputs and the area from which they arise have increased substantially compared to P20 to 22. The map consisted of 1,174 points covering 1.7 mm^2^. **(D)**At P34, inhibitory inputs predominate; close to the cell body stimulation evokes a mixture of excitatory and inhibitory inputs whereas at earlier ages (B) excitation dominated. **(E)**Map of inhibitory inputs into a P38 pyramidal neuron from 1,029 stimulation sites, covering an area of 1.4 mm^2^. At this age, the overall number of sites generating inhibitory inputs has declined; the decline is especially pronounced at longer ranges (\>500 μm). **(F)**At P38, the pattern of excitatory and inhibitory inputs is also markedly different. Fewer sites generate exclusively inhibitory inputs, and longer range inputs are exclusively excitatory. **(G)**Map of a mature (P56) pyramidal neuron (1,019 points covering 2.3 mm^2^). The pattern of inhibitory inputs is similar to that seen at P38: most inhibitory post-synaptic currents are generated close to the neuron cell body. **(H)**The plot of excitatory and inhibitory inputs reveals significant changes in the pattern of excitatory inputs: far fewer are present than at P38 and those that are form occasional clusters (arrowhead). Scale bar (A-H), 250 μm.](1749-8104-5-5-3){#F3}

![**The distribution of inhibitory and excitatory inputs shifts with developmental stage**. **(A)**The average percentage of stimulated sites that generated inhibitory post-synaptic currents (IPSCs) at various distances from the cell body for each age group. At all distances, the percentage of responding sites increased between P20 and P22 and P30 and P35, after which the percentages at all distances declined. The declines were most pronounced at greater lateral distances from the soma, implying a preferential elimination of longer-range inhibitory inputs. **(B)**Age-related changes in the origins of excitatory post-synaptic currents (EPSCs) with distance from the cell body. The average percentage of stimulated sites that generated EPSCs at different ages is generally similar to the pattern seen with IPSCs (A). The major difference is the retention of a significant number of inputs originating at \>500 μm from cell bodies; these probably reflect long-range horizontal connections. Error bars = standard error of the mean.](1749-8104-5-5-4){#F4}

The number and spatial extent of inhibitory inputs peaked at P30 to P35. During the following days (P36 to P40), the percentage of stimulated sites that evoked inhibitory inputs at distances greater than 250 μm from the recorded neurons declined by half (from 27 ± 3% at P30 to P35 to 14 ± 2% at P36 to P40; n = 8; Figure [3D](#F3){ref-type="fig"} versus Figure [3A](#F3){ref-type="fig"}; *t*-test, *P*\< 0.0002). Within 250 μm of the cell body, the decline in sites evoking IPSCs was not significant (47 ± 8% to 37 ± 3%; Figure [3A](#F3){ref-type="fig"}; *t*-test, *P*\> 0.18). Thus, during the period immediately after eye opening a significant fraction of the inhibitory synapses onto cells disappears (Table [1](#T1){ref-type="table"}), implying that the extent of their individual axon arbors is reduced or that the specificity of connectivity increases. Inputs from more distant locales are lost preferentially, suggesting a focusing of local inhibitory inputs as development proceeds.

While the pattern of inhibitory inputs seen by P36 to P40 was adult-like, the percentage of sites generating IPSCs continued to decrease after P41. The decline close to the cell bodies was not significant (37 ± 3% to 26 ± 4%; Figures [3E](#F3){ref-type="fig"} and [4A](#F4){ref-type="fig"}; *t*-test, *P*\< 0.08; n = 31), but the three-fold decline at longer distances (\>250 μm) was highly significant (14 ± 2% at P36 to P40 to 4 ± 1% at \>P41; *t*-test, *P*\< 0.0001). In mature animals, most sites generating IPSCs were located within 250 μm of the recorded neurons and almost all were within 500 μm. Local inhibitory inputs formed a largely radially symmetric distribution around the recorded neurons, and patchy patterns of long-range inhibitory inputs were robust at any age. We interpret these findings to indicate that inhibitory inputs transition through a period during which longer-range inhibitory connections are preferentially eliminated and that long-range inhibitory influences are sparse. Finally, although nearby inputs also decline during this period, they are more likely to be maintained as neurons attain the mature patterns of inhibitory inputs.

Rearrangements of local excitatory synapses
-------------------------------------------

The development of excitatory inputs was similar to that previously described \[[@B20]\] (Figure [3](#F3){ref-type="fig"}). At P20 to 22, excitatory inputs were sparse throughout the mapped region, with most excitatory post-synaptic currents (EPSCs) arising from within 250 μm of cell bodies (70 ± 8%, n = 7; Figures [3A](#F3){ref-type="fig"} and Figure [4B](#F4){ref-type="fig"}, Table [1](#T1){ref-type="table"}). As development proceeded, the number of sites generating excitatory inputs increased dramatically, especially at more distant locales. Between P20 and P22 and P30 and P35, the percentage of sites generating EPSCs at locations greater than 1 mm from the recorded cells increased fivefold (from 6 ± 1% to 30 ± 7%, n = 25 cells; Figure [4B](#F4){ref-type="fig"}), a difference that is highly significant (*t*-test, *P*\< 0.0002). After P41, the number of both local and longer-range inputs decreased; inputs from regions beyond 500 μm, although sparse, were frequently found in groups. This probably reflects the emergence of clustered horizontal connections (P30-P40 to \>P41; 40.1 ± 3.9% to 29.3 ± 2.8% \<250 μm; 30.5 ± 2.8% to 9.7 ± 0.9% \<500 μm; n = 32; Figure [4B](#F4){ref-type="fig"}).

Relationship between excitatory and inhibitory synaptic inputs
--------------------------------------------------------------

To visualize the relationship between the patterns of EPSCs and IPSCs onto individual neurons, composite maps were constructed in which sites were coded as generating excitatory inputs only (red), both excitatory and inhibitory inputs (green), or inhibitory inputs only (blue) (Figure [3](#F3){ref-type="fig"}). The strength or number of inputs from each location is omitted from these plots. To quantitatively measure the relative amount of excitation or inhibition across our data set, we calculated the ratio of EPSCs to IPSCs for each map and then averaged these patterns together (Figure [5](#F5){ref-type="fig"}; see Methods). Because we have found previously that strength of connections correlates well with the number of events following a stimulus \[[@B20],[@B21]\], we based our calculations on the number of evoked inputs detected at each site stimulated.

![**Graph of the ratio of inhibition to excitation at increasing distance from the recorded neurons**. Each point in the graph represents the average ratio at that distance from all the neurons recorded in that age group (see Methods). **(A)**Comparison of the P20 to P22 age group (black circles) with the P30 to P35 age group (triangles). In the P20 to P22 age group, excitation dominates the region close to the recorded neurons out to about 300 μm; from there inhibition dominates. In the P30 to 35 age group, excitation dominates only out to about 150 μm from the recorded neurons; at greater distances inhibition dominates. **(B)**Comparison of the P30 to P35 age group (triangles), P36 to P40 age group (squares) and mature group (\>P41; circles) indicates that the shape of the distributions of ratios is similar at these different ages. These plots demonstrate that the basic arrangement of inhibitory and excitatory connections remains stable. However, values that form the distribution vary significantly between each age group (ANOVA, *P*\< 0.05), reflecting changes in the relative amount of excitation and inhibition within each age group.](1749-8104-5-5-5){#F5}

Between P20 and P22, excitatory inputs dominated the regions close to the recorded cells (\<250 μm), and more distant locations were dominated by inhibitory inputs (Figure [3B](#F3){ref-type="fig"}). The ratio of inhibitory to excitatory inputs increased with increasing distance from the cell bodies; by 300 μm, inhibitory inputs numerically dominated excitatory inputs (Figure [5A](#F5){ref-type="fig"}). At these ages inputs from beyond 700 μm were rare (\<10%); those present were primarily excitatory. These might correspond to the initial synaptic contacts of unbranched long-range horizontal projections already present at this age \[[@B8]\].

The relationships between inhibition and excitation undergo two major shifts between P20 and P22 and older ages. First, in the youngest animals a much larger area close to recorded neurons was dominated by excitatory inputs (275 μm versus 150 μm diameter; Figure [3B](#F3){ref-type="fig"} versus Figures [3D](#F3){ref-type="fig"} and [5A](#F5){ref-type="fig"}; X^2^, *P*\< 0.05). Second, the region dominated by inhibitory inputs in younger animals (beyond approximately 300 mm from the cell body) becomes sparse with inputs but is dominated by excitation in older animals (Figure [3F](#F3){ref-type="fig"} versus Figures [3H](#F3){ref-type="fig"} and [5B](#F5){ref-type="fig"}; X^2^, *P*\< 0.05).

By P30 to P35 the relationship between excitation and inhibition already resembles that of mature cells, although, as described above, more IPSCs than EPSCs are evoked within the mapped regions (Figures [3](#F3){ref-type="fig"} and [5B](#F5){ref-type="fig"}). In fact inhibition dominates a larger annular region surrounding the cell body at this age (approximately 300 μm versus approximately 125 μm; Figures [3D](#F3){ref-type="fig"} and [5B](#F5){ref-type="fig"}). In the P36 to P40 age group inhibition does not dominate at any distance, indicating a relative increase in the prevalence of excitation. This is due not to an actual increase in the number of excitatory inputs, but rather to a decline in the number of inhibitory inputs at all distances (Figures [3F](#F3){ref-type="fig"} and [4](#F4){ref-type="fig"}). In the mature age group, the number of excitatory inputs declines, and inhibition again dominates an annular region surrounding the recorded neurons (Figures [3H](#F3){ref-type="fig"} and [5B](#F5){ref-type="fig"}). Thus, inhibitory inputs refine prior to the excitatory ones.

Mechanism guiding remodeling of inhibitory connections
------------------------------------------------------

The rearrangements of inhibitory connections we observed could result from numerous mechanisms, but the similarities between the timing and extent of changes in the patterns of inhibitory and excitatory connections suggest the intriguing possibility that similar mechanisms underlie both phenomena. During development in the cortex, hippocampus, and auditory brainstem, GABA can act as an excitatory transmitter \[[@B19]\]. As our whole-cell patch clamp recording conditions quickly dialyze neurons and alter their native chloride concentration, we did not address the question of whether GABA is depolarizing during development. Others, however, have found that GABA application evokes excitatory currents in developing rat cortical neurons and causes influx of calcium \[[@B22]-[@B25]\]. Thus, the inhibitory inputs we observed may normally depolarize developing neurons, and it is reasonable to hypothesize that the rearrangements we observe could utilize correlation-based, activity-dependent mechanisms.

To address this possibility, we conducted experiments using caged-GABA. We tested whether photo-uncaging of GABA could evoke excitatory synaptic currents in 38 recorded neurons from cortical slices. First we asked whether focal uncaging of GABA could evoke responses in our recording neurons. Photo-uncaging of GABA near to the recording electrode resulted in large slow currents that were blocked by picrotoxin but not CNQX or AP-5 (Figure [6A, B](#F6){ref-type="fig"}). Then, using a similar protocol to that used for uncaging glutamate, we uncaged GABA at an array of locations surrounding cortical neurons in tangential brain slices of ferret visual cortex. GABA uncaging resulted in synaptic currents that were reversibly blocked by CNQX application (Figure [6C, D](#F6){ref-type="fig"}). Thus, uncaging of GABA depolarized neurons past the spike threshold and resulted in an excitatory response in neurons strong enough to evoke excitatory synaptic currents in contacting neurons.

![**Uncaging GABA generates excitatory inputs in brain slices from immature animals**. **(A)**Left: camera lucida reconstruction of a biocytin filled neuron in a coronal brain slice. Right: responses of neuron shown in A to uncaging of GABA at locations along its apical and basal dendrites. **(B)**Effects of picrotoxin (50 mM) and CNQX (10 mM) treatment on the response of a cell to uncaging of GABA close to the cell soma. **(C)**Effects of CNQX blockade on photostimulation-evoked responses from distant uncaging of GABA. Locations 1 to 4 are \>200 μm from the location of the cell body of the recorded neuron. Location 5 is near to the neuron. CNQX blocks the synaptic response, but not the photostimulation-evoked GABA-mediated current. **(D)**The same locations stimulated a number of times at different holding potentials with uncaging of GABA in a neuron. **(E)**Graph of the percent of sites stimulated with uncaged GABA in tangential brain slices that generate a synaptic response at different ages. (P20 to P25, n = 11 cells, 348.5 ± 52.8 stimulated sites; P30 to 35, n = 12 cells, 316.6 ± 44.2; \<P36, n = 15 cells, 280.5 ± 57.4). Error bars = standard error of the mean. **(F)**Examples of PSC maps evoked with uncaging of GABA. P20 map consists of 482 stimulated sites covering an area of 0.82 mm^2^. P34 map consists of 428 stimulated sites covering an area of 0.34 mm^2^. Mature map consists of 239 stimulated sites covering an area of 0.30 mm^2^. Scale bar = 250 μm.](1749-8104-5-5-6){#F6}

To test whether synaptic currents evoked by uncaging of GABA was developmentally regulated, we recorded from neurons at different developmental ages. When we recorded from neurons from immature brain slices (P22 to P25), we found numerous locations that gave rise to synaptic currents (Figure [6E](#F6){ref-type="fig"}). Between P30 and P35, when inhibitory currents evoked by glutamate uncaging have begun to refine, photostimulation maps generated with GABA uncaging continue to display numerous locations that evoke excitatory synaptic currents (Figure [6E](#F6){ref-type="fig"}). These finds suggest that GABA is still acting in brain slice as an excitatory transmitter at these times and that the general pattern of inputs evoked by GABA uncaging at young ages is similar to that seen for glutamate uncaging. More work will be needed to determine whether there are fine scale differences in the patterns of inputs generated by GABA versus glutamate uncaging. However, after P36 when inhibitory inputs have achieved their mature pattern after a period of rapid refinement, uncaging GABA results in few evoked excitatory synaptic currents (neurons, Figure [6E](#F6){ref-type="fig"}) and the pattern of inputs differs greatly from that seen with glutatmate uncaging. Thus, during the period that GABAergic inhibitory inputs are undergoing refinement, GABA uncaging can act to excite neuronal activity that evokes excitatory synaptic inputs.

Discussion
==========

Using a functional assay for the organization of synaptic inputs, we found that both inhibitory and excitatory synaptic currents were present as early as P20 in layers 2 and 3 of ferret visual cortex. Both excitatory and inhibitory inputs were initially sparse, but their numbers increased steadily to reach a maximum number and spatial extent by P30 to P35. The number and dispersion of sites generating inhibitory inputs quickly refined to the mature pattern, indicating that inhibitory circuits, like excitatory ones, undergo a period of remodeling during which some connections are functionally lost. The data also suggest that the refinement of inhibitory connections precedes the refinement of excitatory connections, but further work is needed to show this definitively. In the case of inhibitory connections, most of the loss is from sites distant from the neuronal cell body, implying that the region of inhibitory influences becomes increasingly focused as visual behavior begins. Finally, the timing of refinement of inhibitory inputs correlates with a switch in the activity of GABA from excitatory to inhibitory, suggesting a potential link between the ability of GABA to act as an excitatory neurotransmitter *in vitro*and changes in and the rapid refinement of inhibitory inputs observed.

We focused on understanding how inhibitory and excitatory inputs develop in the simplified ferret brain slice system. By making tangential slices through the superficial layers of visual cortex, we examined the development of these inputs onto pyramidal cells. By leaving intralaminar and local connections intact, but removing interlaminar connections, we could focus on the emergence of the pattern of inputs just within layers 2/3. The main sources of inhibition in layers 2/3 are basket and chandelier type neurons and inhibitory neuron axons are typically restricted to a single layer \[[@B26]-[@B28]\]. Therefore, our maps are likely to reflect the pattern of connections made by these two classes of neurons. Other prominent cells types, such as double bouquet cells, typically have arbors in layer 1 \[[@B27]\], and so their inputs are unlikely to be detected in our mapping approach. Thus, our data likely reflect the emergence and maturation of intralaminar connections between basket, chandelier and pyramidal neurons. Interestingly, our data provide evidence for both longer range and local inhibitory inputs, suggesting that connections necessary for both feedback models of orientation selectivity and lateral connectivity models may exist \[[@B29],[@B30]\].

Our results are consistent with reports that indicate inhibitory connections are formed just before or as excitatory connections begin to develop \[[@B18],[@B19],[@B24],[@B25]\]. Immunocytochemical examination of glutamate decarboxylase (GAD) and other markers of inhibitory neurons in ferret visual cortex indicate that they are present throughout the period examined in our studies \[[@B31],[@B32]\], and anatomical studies of nonpyramidal neurons in the cat indicate that extensive axonal arbors are present at birth \[[@B33]\]. The data are also broadly consistent with other functional mapping experiments that have mapped the pattern of inhibitory connections in cortex \[[@B18]\]. However, by mapping both excitatory and inhibitory connections onto the same neurons during development, our data provide new information regarding how the patterns of excitatory and inhibitory inputs emerge as neurons mature. In addition, this study begins to examine potential mechanisms that could mediate the refinement of inhibitory connections using caged GABA. Taken together, our work demonstrates that the mature patterns of inhibitory and excitatory inputs onto single neurons emerge through processes that have similar steps, but have significant differences in timing, suggesting the mechanisms underlying the development of excitatory and inhibitory connections may rely on similar but distinct mechanisms.

Loss of synaptic connections
----------------------------

The substantial reduction in the number of physiologically observed synaptic inputs seems, at first glance, inconsistent with the well-documented increase in the number of anatomically observed synaptic contacts during development \[[@B34]-[@B37]\]. Factors such as decreasing cell density, decreased probability of synaptic transmission, or changes in glutamate receptor composition that have been observed during development might contribute to the observed change in evoked inputs. However, it is also likely that electron-microscopic identification of synaptic contacts in developing tissue underestimates the number of functional contacts present. Several lines of evidence are consistent with this possibility. At the neuromuscular junction and in the frog tectum, for example, functional synaptic contacts can form rapidly without the obvious presence of morphologically identifiable pre- or postsynaptic elements \[[@B38],[@B39]\]. In the developing lateral geniculate nucleus, functional synapses are easily detectable, but are difficult to identify using electron microscopy \[[@B40]\]. In the developing tectum, contacts often form transiently for short durations \[[@B41]-[@B43]\]. Based on this evidence, it is likely that the neuropil of the developing cortex is composed mostly of such immature synapses, which can form and break rapidly. The widespread distribution of synaptic vesicle proteins and release machinery in neonatal animals \[[@B44]\], compared with their exclusive localization in synaptic boutons in the adult, are consistent with the idea that developing synapses may be both transitory and difficult to discern morphologically. Consistent with this possibility, evoked inhibitory inputs strengthen as the mature pattern of connectivity emerges \[[@B18]\].

Remodeling of inhibitory connections
------------------------------------

Our experiments indicate that during development inhibitory connections in striate cortex undergo a sequence of events similar to that of excitatory connections: they are initially sparse, undergo a period of rapid elaboration, and finally refine to their adult pattern. In systems in which significant remodeling of excitatory projections occurs, neuronal activity has been implicated as a driving force in the process (reviewed in \[[@B45],[@B46]\]). There are now numerous examples of remodeling of inhibitory inputs, and evidence for the role of both activity-dependent and -independent mechanisms in these events \[[@B3],[@B19]\]. In our study the potential role of ketones, which may influence the response of immature neurons to GABA, was not examined \[[@B47]\]. However, the data indicated that a rapid refinement of inhibitory inputs occurs as the response of neurons in brain slice to uncaged GABA shifts from excitatory to inhibitory, suggesting a possible role for neuronal activity or neuronal metabolism in the change in patterns of inhibitory connections.

Inhibitory connections and the emergence of response properties
---------------------------------------------------------------

Emergence of the adult pattern of inhibitory connections coincides closely with the appearance of the mature map of orientation selectivity \[[@B48],[@B49]\]. Using intrinsic signal imaging and single-unit recordings, Chapman *et al*. \[[@B49]\] first resolved the orientation map between P30 and P33. This roughly corresponds with the reduction, between P35 and P40, in the percentage of sites giving rise to inhibitory inputs. Achievement of the adult pattern of functional long-range excitatory connections after P41 also coincides with the time that the map of orientation attains its adult strength. The correlation between the refinement of inhibitory and excitatory connections and the formation of the adult pattern of orientation-selective regions suggests a potential role of intrinsic circuitry in the generation of this pattern. In light of several studies that suggest that local circuits are involved in generating orientation selectivity \[[@B13]\], our results imply that there may be a relationship between the emergence of the map of orientation selectivity and the patterns of inhibitory and excitatory synaptic connectivity within the visual cortex.

Methods
=======

Slice preparation
-----------------

Slices were prepared using methods previously described \[[@B20],[@B21]\]. Briefly, animals ranging in age from P20 to P60 were deeply anesthetized with Nembutal (100 mg/kg intraperitoneally). The brain was removed and visual cortex dissected in chilled sucrose artificial cerebrospinal fluid (Sucrose-ACSF, 248 mM sucrose, 5 mM KCl, 1.25 mM KH~2~PO~4~, 1.3 mM MgSO~4~, 2.1 mM CaCl~2~, 26 mM NaHCO~3~, 10 mM dextrose) \[[@B50]\]. Visual cortex was mounted and sectioned in 350-μm thick tangential slices using a Vibratome. To ensure that only layers 2 and 3 were studied, only the first section was used. Slices were maintained in an interface chamber heated to approximately 33°C. After approximately 45 minutes the sucrose-ACSF was removed and replaced with normal ACSF (NaCl-ACSF, 124 mM NaCl, 5 mM KCl, 1.25 mM KH~2~PO~4~, 1.3 mM MgSO~4~, 2.1 mM CaCl~2~, 26 mM NaHCO~3~, 10 mM dextrose). Slices were transferred to the recording chamber following at least one additional hour of recovery.

Photostimulation
----------------

The method for scanning laser photostimulation has been described in detail elsewhere \[[@B21],[@B51]-[@B53]\]. Briefly, a brain slice was placed in a small recording chamber with a glass coverslip bottom. The beam of a continuous wave UV argon laser was focused to a small spot (approximately 10 μm diameter) within the brain slice through an objective located beneath the brain slice. The laser was moved using a computer controlled x, y, z translation stage. ACSF containing 250 μm L-glutamic acid γ-(α-carboxy-2-nitrobenzyl) ester (CNB-caged glutamate; Invitrogen, Carlsbad, CA, USA) was continuously recirculated to maintain the slice while allowing stimulation of presynaptic neurons within the slice. Synaptic inputs onto single cells were monitored using conventional whole cell recording techniques \[[@B54]\]. Electrodes (5 to 9 MΩ) were filled with a standard internal solution (130 mM CsOH, 130 mM D-gluconic acid, 11 mM EGTA, 1 mM MgCl~2~, 1 mM CaCl~2~, 10 mM HEPES, 3 mM ATP, 1.8 mM GTP; pH = 7.2) containing 0.1 to 0.4% biocytin (Sigma-Aldrich, St. Louis, MO, USA). The response to each stimulus and the location of the stimulated site were recorded using custom software.

Histology
---------

After recording, slices were fixed with 4% paraformaldehyde, cryoprotected, and resectioned at 60 to 80 μm on a freezing microtome. Biocytin labeled cells were visualized by standard immunocytochemical staining techniques (Vectastain, antibody dilution 1:1,000-1:2,000) intensified with heavy metals \[[@B55]\]. To facilitate reconstruction of labeled neurons, usually only a single cell was recorded from each slice.

Analysis
--------

PSCs were counted throughout each 360-ms recording trace made following photolysis of caged glutamate, using software that discriminates PSCs by monitoring zero crossings in the derivative, the amplitude of the event, and length of the rise and decay time of the event. Inhibitory and excitatory events were discriminated by the sign of the rising phase of the derivative, and by an amplitude threshold. The results of the computer driven analysis were verified by a scientist blind to the position within the map of traces being analyzed. The program recorded the times at which events occurred within the trace, the number of events within the trace, and the location of the stimulus. A second program was then used to score whether a given location produced inhibitory responses only, a mixture of inhibitory and excitatory responses, or excitatory responses only. Maps from both programs were then combined to form a final validated excitatory and inhibitory map. Both sets of analyzed data were then discriminated so that only traces with events occurring within 70 ms of the stimulus were counted. This time was chosen based on the dynamics of the response to photo-uncaging, as the majority of photostimulation evoked spikes occur within this time \[[@B18],[@B20],[@B21]\]. Importantly, numerous studies and our own work have shown that photostimulation is unlikely to evoke polysynaptic currents. This is likely due to the poor time lock between uncaging and neuronal spiking, the small area of uncaging, sparse patterns of connectivity in cortex, poor time locking of action potentials generated by uncaging and theneed for multiple inputs to occur simultaneously \[[@B15],[@B18],[@B21],[@B53],[@B56],[@B57]\]. Plots of the number of inhibitory or excitatory synaptic events and the sign of events within photostimulated regions were produced with Transform (Spyglass, Savoy IL, USA) to illustrate the locations generating inputs onto the recorded cell (Figures [1](#F1){ref-type="fig"}, [2](#F2){ref-type="fig"}, and [4](#F4){ref-type="fig"}). The percentage of sites responding within each age group were calculated from these plots with a custom program that counted the number of stimulated sites and responding sites within annuli of various diameters around the location of the cell body. The location of the recorded neuron was assumed to be the stimulated site evoking an action potential or in some cases the site of maximum evoked direct current. To validate this method, in some cases fluorescent latex microsphere injections were made into the brain slice and their location marked on the photostimulation map. The ratio of inhibition to excitation (Figures [4](#F4){ref-type="fig"} and [5](#F5){ref-type="fig"}) was calculated within a 100 × 100 μm window passed over plots of the sign and number of synaptic events occurring within the first 70 ms of the stimulus. Within the window the total number of inhibitory and excitatory inputs was counted and their ratio determined. In windows that contained only excitatory or inhibitory events, the 0 in the numerator or denominator was replaced with a value of 0.01. The ratio values were then converted to a log scale, in which values greater than 2.0 indicate the presence of exclusively excitatory inputs, and values less than -2.0 indicate the presence of inhibitory inputs only. The range of log values was converted to 1 to 255, with a value of 128 representing a ratio of 1 (equal inhibition and excitation). The maps of the ratio of inhibition to excitation were compressed, so that angular information was disregarded to form the graph (Figure [5](#F5){ref-type="fig"}).
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