The classical least squares solutions in C [−1,1] in terms of linear combinations of ultraspherical polynomials are extended in order to estimate power series on (−1,1) . Approximate rates of uniform and pointwise convergence are obtained, which correspond to recent results of U. Luther and G. Mastroianni on Fourier projections with respect to Jacobi polynomials.
Introduction
The ultraspherical or Gegenbauer polynomials p n (x) with given constant ρ ≥ 0, normalized by p n (1) = 1, arise in solutions to least squares approximation problems (see [3, 11, 12] Then p n (x) is generated by applying the Gram-Schmidt procedure to 1,x,...,x n , and is given recursively by p 0 (x) = 1, p 1 (x) = x, for n ≥ 1, p n+1 (x) = − n n + ρ p n−1 (x) + 2n + ρ n + ρ xp n (x). and c is independent of f and n. This extends a classical theorem on Chebyshev polynomial (ρ = 0) approximation (see [5, Theorem 14.8.2] , [11, Theorem 3.3] ). In particular, if n ≥ k ≥ 1 and f (k) (x) ( 6) where c is independent of f and n, which generalizes Jackson's theorem (see [3, Theorem 4.8] , [7] , [8, Corollary 3.4] ).
In this paper we obtain analogs to (1.4) and (1.6) for power series f defined on the open interval (−1,1). Such functions f (especially without closed forms) arise, for example, in solutions to differential equations. It will be necessary to first extend the above least squares polynomial. This is accomplished in Section 2 by replacing the integral in (1.3) by a sum in terms of Maclaurin coefficients of f and inversion coefficients of expansions of monomials as linear combinations of ultraspherical polynomials. After proving key properties of the latter coefficients in Section 3, we then derive uniform or pointwise estimates to f with these least squares extensions.
Generalized Fourier coefficients
We first consider a general notion of summability. The following implies the well-known convergence tests of Abel and Dirichlet [2, Theorems 10.17, 10 .18] but with modified error estimates.
where
converges to zero.
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Proof. Note that 
The quantity n ( a i ) was used in [6] to approximate power series with linear combinations of Legendre polynomials (ρ = 1). By Abel's theorem [4, page 325] , f (x) = a i x i is in C[ −1,1] if and only if a 2i and a 2i+1 both converge. In this case, we have for γ ≥ 0,
This is immediate from the proposition since for fixed |x| < 1, b i = x 2i (1 − x 2 ) γ is nonnegative and decreases to zero, and hence
where 
Suppose now that a i x i is a convergent power series on (−1,1) and p n (x) is ultraspherical with constant ρ ≥ 0. By (1.2), since x i = xx i−1 , we have the inversion formula 12) where m i j = 0 if i − j is odd, m 00 = 1, otherwise 
(2.14)
This may be verified by first showing by induction on n, where i = j + 2n (with j fixed), that if (m i j ) satisfies (2.14), then
with m i−1,0 := ((i + 1)/2i)m i1 when ρ = 0 and 
where If c j exists for every j, then for γ ≥ 0 we also have 
and lim γ→∞ μ(2 j − t,γ) = |p 2 j−t (0)|. Furthermore we have the following.
Since 
Main properties of inversion coefficients
We will use 
is monotonically decreasing on [N,∞) with limit 2s + 1 as x approaches ∞.
Proof. Letting y = 2/x, we have that h s (x) ≤ 0 for x ≥ N if and only if
However g s (0) = 1 − s and
Finally note that
and hence the limit follows from L'Hôpital's rule.
The next result is the key to our approximations. 
the inequalities are equalities if s is an integer; and the equality holds in the latter inequality if ρ is an integer. On the other hand suppose that
there exists an integer I( j) ≥ j such that whenever i − j is even the following are equivalent:
Proof. Let s ≥ 0 and 0 = i ≥ j. Then by (2.14), we have
which converges to ρ − 2s + 3 by Lemma 3.1. Thus letting i = j + 2n we have 
Therefore with i = j + 2n, 
so by (c)(i) it follows that
Therefore for every m = 1,2,..., 
and hence L( j) is given with s = s and equality in both inequalities in (3. Since the right side is decreasing and ln( j + 2n) ≥ ln(2n), the inequality will follow if we show ln(2n) ≥ n k=1 (1/k). Now for every integer m in (1,n),
(3.27) Thus, If s is an integer, then I( j) may be estimated easily. 
Proposition 3.3. Let s be a nonnegative integer, ρ > 2s − 1, and let I( j) be given as in Theorem 3.2. Consider the following expressions:
σ k = 2 s+1−k s + 1 s + 2 − k + s + 2 s + 2 − k , k = 0,1,...,s − 2, σ s−1 = 4 s 2 + s 3 + s + 1 3 , σ s = σ s ( j) = j( j + ρ) − 2 ρ − s 2 − 2s + 1 , σ s+1 = ρ − (2s − 1).
Then I( j) < R( j) + 1, and if σ s ( j) ≥ σ k +1 , then R( j) − 1 < I( j). In particular, if ρ = 2s, then I( j) = R( j).
Proof. By the binomial theorem and the identity (
), a straightforward computation shows that (c)(iii) of Theorem 3.2 is equivalent to
The special cases s = 0 and s = 1, when j = 0, follow easily from (3.32). Thus let s = 3k + t in the other cases. By the following argument (which is usually given to bound the zeros of a polynomial [1, Theorem 6.1]) we have if 
(3.34)
We will show that M( j) = R( j) for all j, which will imply the proposition since in the case σ s ( j) ≥ σ k +1 we will then have that M( j) = 1 + σ s ( j)/σ s+1 and x = M − 1 fails to satisfy (3.32). If
, and σ 0 = 2 s+1 > 0. Thus by (3.17), since h s (x) decreases on [1,∞), it will follow that M( j) − 
< I( j).
Thus it remains to show M( j) = R( j). The following results may be readily established from the given definitions: As above, we have that σ i+1 > σ i is equivalent to
which in turn is equivalent to for all j ≥ J.
Approximating power series
We consider power series a i x i such that the series a 2i+t β 2i+t (t = 0,1) converge for some positive sequences β 2i+t that are either both monotonically increasing or both satisfy lim i→∞ (β 2(i+1)+t /β 2i+t ) = 1. If they are both increasing, then by Proposition 2.1 and the ratio test, a i x i converges uniformly on [−1,1], and as in (2.10) we have the estimates for γ ≥ 0:
On the other hand, if the sequences satisfy lim i→∞ (β 2(i+1)+t /β 2i+t ) = 1, then a i x i converges pointwise on (−1,1) and for each x in (−1,1), there exists N = N(x) such that inequalities (4.1) hold for n ≥ N. We begin with the uniformly convergent case. 
where where m max{I(2 j+t),n+1},2 j+t satisfies the given identity, 8) and 1/β 2i+t decreases with nonnegative limit. Thus by Proposition 2.1, The quantity n ( a i ) was approximated in [6] for the standard Maclaurin series of calculus. We will illustrate the other parts of our estimates. For Legendre polynomials, we have an estimate that is comparable to (1.4 
Therefore convergence is always uniform in this case.
Finally we consider pointwise convergence. The next result with s = 0 is identical to Theorem 4.1 with β i ≡ 1. (a) Assume that ρ = 2s − 1. Then (which may be used to find ρ * n but can only be solved numerically for i, with j fixed, to approximate I( j)). However we may obtain estimates to (4.23) by replacing s with s * = 1/2 and using (4.20) as in (a) above and Remark 4.5.
