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Abstract
We study analogues of classical Hilbert transforms as fourier multipli-
ers on free groups. We prove their complete boundedness on non com-
mutative Lp spaces associated with the free group von Neumann algebras
for all 1 < p < ∞. This implies that the decomposition of the free group
F∞ into reduced words starting with distinct free generators is completely
unconditional in Lp. We study the case of Voiculescu’s amalgamated free
products of von Neumann algebras as well. As by-products, we obtain
a positive answer to a compactness-problem posed by Ozawa, a length
independent estimate for Junge-Parcet-Xu’s free Rosenthal inequality, a
Littlewood-Paley-Stein type inequality for geodesic paths of free groups,
and a length reduction formula for Lp-norms of free group von Neumann
algebras.
1 Introduction
Hilbert transform is a fundamental and influential object in the mathematical
analysis and signal processing. It was originally defined for periodic functions.
Given a trigonometric polynomial f(z) =
∑N
k=−N ckz
k, let P+f =
∑N
k=1 ckz
k
be its analytic part and P−f =
∑−1
k=−N ckz
k be its anti-analytic part. The
Hilbert transform is formally defined as
H = −iP+ + iP−
and clearly extends to an unitary on L2(T). The case of Lp, 1 < p < ∞
is more subtle. M. Riesz first proved that H extends to a bounded operator
on Lp(T) for all 1 < p < ∞. It is also well known that H is unbounded
on Lp(T) at the end point p = 1,∞ but is of weak type (1,1). In modern
harmonic analysis, the Hilbert transform is considered as a basic example of
Caldero´n-Zygmund singular integral. Its analogues have been studied in much
more general situations with connections to Lp-approximation, the Hardy/BMO
spaces, and more applied subjects.
∗Research partially supported by the NSF grant DMS-1266042.
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The Hilbert transforms appears also as the key tool to define conjugate
functions in abstract settings such as for Dirichlet algebras. In operator algebras,
they show up through Arveson’s concept of maximal subdiagonal algebra of a
von Neumann algebraM. Results about Lp-boundedness and weak-type (1,1)-
estimates in this situation were obtained by N. Randrianantoanina in [Ran98].
The object of this article is a natural analogue of the Hilbert transform in
the context of amalgamated free products of von Neumann algebras. The study
is from a different view point to Arveson’s and is motivated from questions in
the theory of Lp-Herz-Schur multipliers on free groups.
Our model case is the von Neumann algebra (L(F∞), τ) of free group with
a countable set of generators g1, g2, .... The associated L
p-spaces Lp(Fˆ∞) is a
non commutative analogue of Lp(Zˆ) = Lp(T). Let Lg+i ,Lg−i be the subsets
of F∞ of reduced words starting respectively with gi, g−1i . One can naturally
associate to them projections; given a finitely supported function xˆ on F∞,
xˆ =
∑
g∈F∞ cgδg, cg ∈ C, define
Lg+
i
xˆ =
∑
g∈L
g
+
i
cgδg
and Lg−i
xˆ similarly. All of them obviously extend to norm 1 projections on
ℓ2(F∞) = L2(Fˆ∞). A natural question is whether these projections are bounded
on Lp(Fˆ∞) and whether the decomposition F∞ = {e} ∪i∈N,ε∈± Lgε
k
is uncon-
ditional in Lp(Fˆ∞). To that purpose, we define a free analogue of the classical
Hilbert transform as the following map
Hε = ε1Lg+1
+ ε−1Lg−1 + ε2Lg+2 + ε−2Lg−2 + ... (1)
for εi = ±1. We are interested in the (complete) boundedness of Hε on Lp(Fˆ∞)
as well as possible connections to semigroup-Hardy/BMO spaces and the Lp-
approximation property in the non commutative setting. The question of the
Lp(Fˆ∞)-boundedness ofHε has been around for some time. The authors learned
from G. Pisier that P. Biane asked this question and discussed with him around
2000. N. Ozawa pointed out that the L4(Fˆ∞)-boundedness of Hε answers pos-
itively the problem he posed at the end of [O10]. Junge-Parcet-Xu obtained
some length dependent results for related questions in their work of Rosenthal’s
inequality for amalgamated free products ([JPX07]).
The first result (Theorem 3.5) of this article is a positive answer to the Lp-
boundedness question of Hε in the general case of Voiculescu’s amalgamated
free products, which includes the free group of countable many generators as a
particular case (Theorem 4.1).
One can also consider two similar Hilbert transforms. One is
HLdε = εePd−1 +
∑
h,|h|=d
εhLh
2
with Pd the projection onto reduced words with length ≤ d and Lh’s the pro-
jections onto reduced words starting with h. Another is
H(d)ε = εePd−1 +
∑
g,|g|=1
εgL
(d)
g
with L
(d)
g ’s the projections onto reduced words having g as its d-th letter. Their
(complete) boundedness on Lp(Fˆn) can be easily deduced from that of Hε with
constants depending on n. The main result of this article (Theorem 4.8) says
that H
(d)
ε ’s are completely bounded on Lp(Fˆ∞) for any d ≥ 1. While HLdε ’s are
bounded for all 1 < p < ∞ but not completely bounded on Lp(Fˆ∞), for any
p 6= 2, d ≥ 2. The authors also prove a length reduction formula to compute
Lp-norms and a Rosenthal inequality with length independent constants.
A classical argument, in proving the Lp-boundedness of the Hilbert trans-
form H is to use the following Cotlar’s identity
|H(f)|2 = |f |2 +H(f¯Hf +Hff), (2)
that allows to get the result for L2p from that of L
p and implies optimal esti-
mates. This identity holds in a general setting, if one can identify a suitable
“analytic” algebra and defines the corresponding Hilbert transform as the sub-
traction of two projections on this algebra and its adjoint. This is the case of
non commutative Hilbert transforms associated with Arveson’s maximal subdi-
agonal algebras (see Lemma 8.5 of [PX03]).1 After obtaining an initial proof
of Theorem 4.1, we observed that a free version of Cotlar’s identity (see (5))
holds in the context of amalgamated free products for Hε with |εk| ≤ 1.2 We
were slightly surprised when this observation came out, given that Hε, defined
in (1), is associated to subsets instead of subalgebras. On the other hand, once
it draws our attention, the proof of the identity and Theorem 4.1 are not hard.
It is a surprise that this identity was not noticed earlier.
We will introduce the notations and necessary preliminaries in Section 2.
The Cotlar’s formula for amalgamated free products and Theorem 3.5 are proved
in Section 3.1. Section 3.2 includes a few immediate consequences. Section 3.3
obtains a length independent Rosenthal inequality, which was initially proved by
Junge/Parcet/Xu (Theorem A, [JPX07]) restricted to a fixed length. Section 4.1
proves our main result Theorem 4.8. Corollary 4.7 of that section gives a length
reduction formula and generalizes the main result of [PP05]. Corollary 4.11 (iii)
answers positively the problem that Ozawa posed at the end of [O10]. Section
4.3 studies Littlewood-Paley-Stein type inequalities. Corollary 4.16 shows that
the projection onto a geodesic path of the free group is completely bounded on
Lp for 1 < p <∞. Theorem 4.19 is a dyadic Littlewood-Paley-Stein inequality
for geodesic paths of free groups.
1Arveson’s “analytic” subalgebras do not seem available for amalgamated free products of
von Neumann algebras in general. They are available for free group von Neumann algebras
but the corresponding Hilbert transforms are different from ours and their formulations as
Herz-Schur multipliers are difficult to determine.
2The classical Cotlar’s formula fails for H = −iP+ + εiP− if ε 6= ±1.
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2 Notations and preliminaries
We refer the reader to [VDN92] and [JPX07] for the definition of amalgamated
free products, and to [PX03] and the references therein for a formal definition
and basic properties on non commutative Lp spaces. For simplicity, we will
restrict to the case of finite von Neumann algebras but all the arguments should
be easily adapted to type III algebras with n.f. states.
About noncommutative Lp-spaces associated to a finite von Neumann alge-
bra (A, τ), we will mainly need duality, interpolation and the non commutative
Khintchine inequality ([L86], [LP91]) in Lp(A) as well as p-row and p-column
spaces. As usual we denote by ck = ek,1 and rk = e1,k, dk = ek,k the canon-
ical basis of the column, row and diagonal subspaces of the Schatten p-class
Sp(ℓ2(N)).
We will use the duality 〈x, y〉Lp,Lq = τ(xy) to identify Lq(A) with Lp(A)∗
isometrically for 1 ≤ p < ∞. At operator space level this gives a complete
isometry Lp(A)∗ = Lq(A)op, see [P98].
As A = L∞(A) is finite, the obvious embedding L∞(A) ⊂ L1(A) makes
(L∞(A), L1(A)) a compatible couple of Banach spaces. For 1 < p < ∞, the
complex interpolation spaces between A and L1(A) with index 1p is isometric
to Lp(A) :
(L∞(A), L1(A)) 1
p
= Lp(A). (3)
For a sequence (xk) in L
p(A), we use the classical notation
‖(xk)‖Lp(A,ℓc2) = ‖(
∑
k
|xk|2) 12 ‖p, ‖(xk)‖Lp(A,ℓr2) = ‖(
∑
k
|x∗k|2)
1
2 ‖p,
and
‖(xk)‖Lp(A,ℓcr2 ) =
{
max{‖(xk)‖Lp(A,ℓc2), ‖(x∗k)‖Lp(A,ℓc2)} if 2 ≤ p ≤ ∞
infyk+zk=xk ‖(yk)‖Lp(A,ℓc2) + ‖(z∗k)‖Lp(A,ℓc2) if 0 < p < 2
.
We refer to [P98] for non commutative vector-valued Lp-spaces. The above
definition is justified by the non commutative Khintchine inequalities:
Lemma 2.1. ([L86], [LP91],[HM07]) Let εk be independent Rademacher ran-
dom variables, then for 1 ≤ p <∞,
αpEε‖
∑
k
εk ⊗ xk‖p ≤ ‖(xk)‖Lp(A,ℓcr2 ) ≤ βpEε‖
∑
k
εk ⊗ xk‖p. (4)
Here εk can also be replaced by other orthonormal sequences of some L
2(Ω, µ),
e.g. z2
k
on the unit circle or standard Gaussian. For z2
k
on the unit circle or
standard Gaussian, the best constant βp is
√
2 for p = 1 and is 1 for p ≥ 2 (see
[HM07]). αp is 1 for 1 ≤ p ≤ 2 and is of order √p as p → ∞. (4) was pushed
further to the case of 0 < p < 1 by Pisier and the second author recently (see
[PR14]).
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If (Ak, τk), k ≥ 1 are finite von Neumann algebras with a common sub-von
Neumann algebra (B, τ) with conditional expectation E so that τkE = τ , we
denote by (A, τ) = (∗BAk, τk) the amalgamated free product of (Ak, τk)’s over
B. We will briefly recall the construction to fix notation.
For any x ∈ Ak, we denote by x˚ = x−Ex and A˚k = {x˚;x ∈ Ak}; there is a
natural decomposition Ak = B ⊕ A˚k.
The space
W = B ⊕n≥1
⊕
(i1,...,in)∈Nn
i1 6=i2... 6=in
A˚i1 ⊗B · · · ⊗B A˚in = ⊕n≥0
⊕
(i1,...,in)∈Nn
i1 6=i2... 6=in
Wi
is a ∗-algebra using concatenation and centering with respect to B. The natural
projection E onto B is a conditional expectation and τE is a trace on W still
denoted by τ . Then (A, τ) is the finite von Neumann algebra obtained by the
GNS construction from (W , τ). Thus W is weak-∗ dense in A and dense in
Lp(A) for p <∞.
For multi-indices, we write (i1, ..., in) = i L j = (j1, ..., jm) if m ≥ n and
ik = jk for k ≤ n and i R j = (j1, ..., jm) if m ≥ n and im−k+1 = jm−k+1 for
1 ≤ k ≤ n. We also put i ≺L j if i L j and n < m. We extend those relations
for non zero elementary tensors g ∈ Wi and h ∈ Wj , we write g ≺L h if i ≺L j
and g ≺R h if i ≺R j.
For k ∈ N, put
Lk = ⊕kLiWi, and Rk = ⊕kRiWi.
We denote the associated orthogonal projections on W by Lk and Rk. We use
the convention L0 = E.
Given a sequence of εk ∈ B, k ∈ N, and x ∈ W , we let
Hε(x) = ε0E(x) +
∑
k∈N
εkLk(x); H
op
ε = E(x)ε
∗
0 +
∑
k∈N
Rk(x)ε
∗
k.
The main theorem is that, for 1 < p < ∞, Hε extends to Lp and for any
x ∈ Lp(A),
‖Hεx‖p ≃cp ‖x‖p,
for any choice of unitaries εk ∈ Z(B) in the center of B and 1 < p <∞.
3 Amalgamated Free products
3.1 The Cotlar formula for free products
We start with very basic observations, recall that x˚ = x− Ex for x ∈ A.
Proposition 3.1. For g ∈ W, and ε, ε′ sequences in B
(i) Hε(g
∗) = (Hopε (g))
∗.
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(ii) Hε(˚g) =
◦︷ ︸︸ ︷
Hε(g).
(iii) HεH
op
ε′ (g) = H
op
ε′ Hε(g).
Proof. This is clear on elementary tensors.
We now give the free version of Cotlar’s identity.
Proposition 3.2. For elementary tensors g, h ∈ W ,
(iv)
◦︷ ︸︸ ︷
Hε(g
∗h) =
◦︷ ︸︸ ︷
Hε(g
∗)h if g ⊀L h
(v)
◦︷ ︸︸ ︷
Hopε (g
∗h) =
◦︷ ︸︸ ︷
g∗Hopε (h) if h ⊀
R g.
And for any g, h ∈ W ,
(vi)
◦︷ ︸︸ ︷
Hε(g
∗)Hopε′ (h) =
◦︷ ︸︸ ︷
Hε(g
∗Hopε′ (h))+
◦︷ ︸︸ ︷
Hopε′ (Hε(g
∗)h)−
◦︷ ︸︸ ︷
Hopε′ Hε(g
∗h).
Proof. Let g = g1⊗ ...⊗gn ∈ Wi and h = h1⊗ ...⊗hm ∈ Wj with i = (i1, ..., in)
and j = (i1, ..., jm), n,m ≥ 0. We start by proving (iv) by induction on n+m.
If n+m = 0, this is clear as
◦︷ ︸︸ ︷
Hε(g
∗h) =
◦︷ ︸︸ ︷
Hε(g
∗)h = 0.
Assume n+m ≥ 1 and g ⊀L h. Note that necessarily n ≥ 1.
First case: i1 6= j1 or m = 0, then
g∗h = g∗n ⊗ ...⊗ g∗2 ⊗ g∗1 ⊗ h1 ⊗ h2 ⊗ ...⊗ hm,
and Hε(g
∗h) = Hε(g∗)h = εing
∗h.
Second case: i1 = j1,
g∗h = g∗n⊗ ...⊗g∗2⊗ (
◦︷︸︸︷
g∗1h1)⊗h2⊗ ...⊗hm+(g∗n⊗ ...⊗g∗2).((Eg∗1h1)h2⊗ ...⊗hm)
Put g˜ =
◦︷︸︸︷
h∗1g1⊗...⊗ gn, h˜ = h2⊗ ...⊗hm and gˆ = g2⊗ ...⊗ gn, hˆ = (Eg∗1h1)h2⊗
... ⊗ hm (if n = 1, gˆ = 1) . Note that g˜ ⊀L h˜ (or g˜ = 0) and gˆ ⊀L hˆ and the
sum of their length is strictly smaller than n+m. We can apply the formula to
them to get
◦︷ ︸︸ ︷
Hε(g˜
∗h˜) =
◦︷ ︸︸ ︷
Hε(g˜
∗)h˜ = εin g˜
∗h˜ and
◦︷ ︸︸ ︷
Hε(gˆ
∗hˆ) =
◦︷ ︸︸ ︷
Hε(gˆ
∗)hˆ = εin
◦︷︸︸︷
gˆ∗hˆ
(this holds if n = 1 because then m = 1 and
◦︷︸︸︷
gˆ∗hˆ = 0). Finally
◦︷ ︸︸ ︷
Hε(g
∗h) = εin(g˜
∗h˜+
◦︷︸︸︷
gˆ∗hˆ ) = εin
◦︷︸︸︷
g∗h =
◦︷ ︸︸ ︷
Hε(g
∗)h .
(v) follows from (iv) by taking adjoints.
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To get (vi) it suffices to do it for elementary tensors by linearity. Assume
first that g ⊀L h, then obviously g ⊀L Hopε′ (h), so by (iv)
◦︷ ︸︸ ︷
Hε(g
∗Hopε′ (h)) =
◦︷ ︸︸ ︷
Hε(g
∗)Hopε′ (h),
◦︷ ︸︸ ︷
Hε(g
∗)h =
◦︷ ︸︸ ︷
Hε(g
∗h) .
Since the centering operation commutes with Hopε′ by Proposition 3.1, we get
(vi).
If g ≺L h then h ⊀R g and we can use (v) and Proposition 3.1 (ii) as above
and (iii) to get (vi) as
◦︷ ︸︸ ︷
Hopε′ (Hε(g
∗)h) =
◦︷ ︸︸ ︷
Hε(g
∗)Hopε′ (h),
◦︷ ︸︸ ︷
Hopε′ Hε(g
∗h) =
◦︷ ︸︸ ︷
HεH
op
ε′ (g
∗h) =
◦︷ ︸︸ ︷
Hε(g
∗Hopε′ (h)) .
Remark 3.3. Removing the centering, we have obtained a Cotlar’s formula for
x =
∑
i gi, y =
∑
j hj , gi, hj ∈ W as follows,
Hεx(Hε′y)
∗ − E[(Hε0x− ε0x)(Hε′y − ε′0y)∗]
= Hε(xH
op
ε′ (y
∗)) +Hopε′ (Hε(x)y
∗)−Hopε′ Hε(xy∗). (5)
Note the justified Cotlar’s identity (5) holds for all ‖εk‖ ≤ 1 while in the com-
mutative setting the Cotlar’s formula holds for εk = ± only.
Proposition 3.4. For any x ∈ W , and any p ≥ 1, and εk ∈ Z(B), ‖εk‖ ≤ 1
max{‖E(Hεx(Hεx)∗)‖p, ‖E(Hε(xHopε (x∗)))‖p,
‖E(Hopε (Hε(x)x∗))‖p, ‖E(Hopε Hε(xx∗))‖p} ≤ ‖E(xx∗)‖p.
Proof. Write g =
∑
i gi with gi ∈ Wi. Then, by orthogonality of the Wi over
B, all the 4 elements on the left hand side are of the form ∑i yiE(gig∗i )z∗i with
yi, zi ∈ {1, εin}. But
∑
i yiE(gig
∗
i )z
∗
i =
∑
i aiyiz
∗
i ai with ai = E(gig
∗
i )
1/2 so
that the inequality follows by the Ho¨lder inequality as
∑
i a
2
i = E(xx
∗).
We can prove the main result
Theorem 3.5. For 1 < p <∞, there is a constant cp so that for εk ∈ Z(B), ‖εk‖ ≤
1 and x ∈ W
‖Hεx‖p ≤ cp‖x‖p, ‖Hopε x‖p ≤ cp‖x‖p. (6)
Moreover the equivalence holds with constant cp in both directions if εk’s are
further assumed to be unitaries.
Proof. Assume ‖Hε‖Lp(A)→Lp(A) ≤ cp. We will show that ‖Hεx‖2p ≤ (cp +√
2c2p + 4)‖x‖2p for all x ∈ W , and similarly for Hopε using the ∗-operation.
Once this is proved, we get the upper desired estimate for all p = 2n, n ∈ N, by
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induction and the fact that ‖Hεx‖2 = ‖Hopε x‖2 = ‖x‖2. Applying interpolation
and duality, we then get the result for all 1 < p < ∞ (note that the adjoint of
Hε is H
op
ε∗ ). The equivalence holds for unitary ε since HεHε∗ = idA in this case.
In fact, Cotlar’s formula (5) implies that for x, y ∈ W
◦︷ ︸︸ ︷
Hεx(Hε′y)
∗ =
◦︷ ︸︸ ︷
Hε(xH
op
ε′ (y
∗))+
◦︷ ︸︸ ︷
Hopε′ (Hε(x)y
∗)−
◦︷ ︸︸ ︷
Hopε′ Hε(xy
∗) . (7)
Apply Ho¨lder’s inequality and Proposition 3.4 to this identity for x = y, ε =
ε′, we get
‖Hεx‖22p ≤ 2cp‖x‖2p‖Hεx‖2p + (4 + c2p)‖x‖22p.
That is ‖Hεx‖2p ≤ (cp +
√
2c2p + 4)‖x‖2p.
Remark 3.6. As
∏∞
n=0
1+
√
2+4/c2
2n
1+
√
2
<∞, one gets that for p ≥ 2, cp ≤ Cpγ with
γ = ln(1+
√
2)
ln 2 .
Remark 3.7. By the usual trick to replace B, Ak by B⊗Mn and Ak ⊗Mn, one
get that the maps Hε are completely bounded on L
p for 1 < p <∞.
Remark 3.8. We can use a slighter general definition forHε by taking εk ∈ B⊗M
where M is a finite von Neumann algebra, then E(x) and Lk(x) have to be
understood as E(x) ⊗ 1 and Lk(x) ⊗ 1. Theorem 3.5 remains valid with the
assumption that ε ∈ Z(B)⊗M.
3.2 Corollaries
In this section, we derive a few direct consequences of Theorem 3.5.
For any k0 ∈ N, let εk0 = −1 and εk = 1 for k 6= k0. Then Lk0 = idA−Hε2 .
Corollary 3.9. For any 1 < p <∞,
‖Lkx‖p ≤ 1 + cp
2
‖x‖p.
Corollary 3.10. For 1 < p <∞, we have
‖(Lkx)∞k=0‖Lp(ℓcr2 ) ≃
√
2cp ‖x‖p, (8)
‖(Rkx)∞k=0‖Lp(ℓcr2 ) ≃
√
2cp ‖x‖p. (9)
Proof. By duality we may only consider 1 < p < 2. For any x ∈ Lp
1
cp
Eε‖Hε(x)‖p ≤ ‖x‖p ≤ cpEε‖Hε(x)‖p = cpEε‖
∑
k
εkLkx‖p.
We conclude by the non commutative Khintchine inequality (4) for εk = z
2k .
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Remark 3.11. We will prove a variant of Corollary 3.10 in the next subsection
as Theorem 3.17.
Corollary 3.12. For any 1 < p < ∞, any sequences (ik) ∈ NN and (xk) ∈
Lp(ℓc2), we have
‖(
∞∑
k=1
|Likxk|2)
1
2 ‖p ≤ cp‖(
∞∑
k=1
|xk|2) 12 ‖p (10)
‖(
∞∑
k=1
|Rikxk|2)
1
2 ‖p ≤ cp‖(
∞∑
k=1
|xk|2) 12 ‖p. (11)
Proof. Fix a sequence εk = ±1 and apply Theorem 3.5 to x =
∑
l εilxl ⊗ cl ∈
Lp(A⊗B(ℓ2)). We have
‖
∑
k,l
εkεilLk(xl)⊗ cl‖p ≤ cp‖
∑
l
εilxl ⊗ cl‖p = cp‖(
∞∑
l=1
|xl|2) 12 ‖p.
Let εk to be Rademacher variables, we have
‖(
∞∑
l=1
|Lilxl|2)
1
2 ‖p = ‖E
∑
k,l
εkεilLk(xl)⊗ cl‖p ≤ cp‖(
∞∑
l=1
|xl|2) 12 ‖p.
The proof of the second inequality is similar.
Remark 3.13. Lemma 3.12 was proved in [JPX07] (Lemma 2.5, Corollary 2.9)
for xk’s supported on reduced words with length = d with constants depending
on d, independent on p.
3.3 Length independent estimates for Rosenthal’s inequal-
ity
We will apply Theorem 3.5 to obtain a length free estimate for the Rosenthal’s
inequality proved in [JPX07] (Theorem A). In this subsection, we restrict ε ∈
{±1}N and ε0 = 0 in the form ofHε =
∑
k∈N εkLk andH
op
ε . When no confusion
can occur, we use the notation T instead of T ⊗ Id for its ampliation.
Thanks to the previous results, we can define the following paraproduct for
x ∈ Lp(A)⊗ Lp(M) (1 < p <∞) and y ∈ Lq(A) ⊗ Lq(M) with 1p + 1q > 1
x‡y = EεHε(Hε(x)y) =
∑
k∈N
Lk((Lkx)y),
with Eε the expectation with respect to the Haar measure on {±1}N. We also
set
x†y = xy − x‡y − E(xy) =
∞∑
k=0
L˚⊥k ((Lkx)y).
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Here L˚⊥k =
∑
j 6=k,j∈N Lj for any k ≥ 0.
If x and y are elementary tensors (x /∈ B), x‡y collects in the reduced form
of xy all elements whose first letter is in the same algebra as x while x†y collects
the rest in the reduced form of xy.
Proposition 3.14. We have the following, for 1 < p < ∞, 1 < q ≤ ∞ with
1
p +
1
q =
1
r > 1
i) ‖Hε(x‡y)‖r ≤ crcp‖x‖p‖y‖q, ‖x†y‖r ≤ (2 + crcp)‖x‖p‖y‖q.
ii) Hε(x‡y) = Hε(x)‡y, x†Hopε (y) = Hopε (x†y).
In particular x‡y ∈ Lk if x ∈ Lk and x†y ∈ Rk if y ∈ Rk.
Proof. (i) simply follows from Theorem 3.5 and the definitions. We now prove
(ii). For ‡, this follows from its definition.
For †, we check the following formula from which the identity because of the
translation invariance of the Haar measure on {−1, 1}N:
x†y = Eε′
(
Hopε′ (x†Hopε′ (y))
)
. (12)
We first notice that the identity holds if x ∈ B as x‡y = 0 and x†y = x(y−E(y)).
Similarly if y ∈ B, x‡y = (x − E(x))y and x†y = 0. Thus we can assume
E(x) = E(y) = 0. Apply the Cotlar identity (5) to Hε(x) and H
op
ε′ (y
∗) and
note H2ε (x) = x and H
op2
ε′ (y
∗) = y∗, we get
xy − Exy = Hε(Hε(x)y) +Hopε′ (xHopε′ (y))−Hopε′ Hε(Hε(x)Hopε′ (y)).
Taking expectations with respect to ε and ε′ gives (12). One can also verify
directly the identity for † in (ii) by its bilinearity and looking at elementary
tensors x, y ∈ W and using Proposition 3.2 (iv)-(v).
Remark 3.15. There are situations for which one can slightly improve those
inequalities. For instance if r = 2, then ‖x†y‖r ≤ (1+cp)‖x‖p‖y‖q. Or in general
‖x‡y‖r ≤ cr supε ‖Hε(x)‖p‖y‖q and ‖x†y‖r ≤ (2 + cr) supε ‖Hε(x)‖p‖y‖q.
Lemma 3.16. For 2 ≤ p <∞ and x ∈ Lp(A)
‖
∑
k∈N
◦︷ ︸︸ ︷
Lk(x)Lk(x)
∗ ‖ p
2
≤ αp‖
∑
k
|(Lkx)∗|2‖
1
2
p
2
(
∑
k
‖Lkx‖pp)
1
p (13)
‖
∑
k∈N
◦︷ ︸︸ ︷
Rk(x)
∗Rk(x) ‖ p
2
≤ αp‖
∑
k∈N
|Rk(x)|2‖
1
2
p
2
(
∑
k
‖Rkx‖pp)
1
p (14)
with αp ≤ 3c24 for 2 < p ≤ 4 and αp ≤ 2
√
2(c2p
2
+ c p
2
) for p ≥ 4.
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Proof. Let us assume p ≥ 4 first. We use the decomposition Lk(x)Lk(x)∗ −
E(Lk(x)Lk(x)
∗) = Lkx‡(Lkx)∗ + Lkx†(Lkx)∗. By Corollary 3.10 and Proposi-
tion 3.14, as Lk(x)‡Lk(x)∗ ∈ Lk we have
‖
∑
k∈N
Lk(x)‡Lk(x)∗‖ p
2
≤
√
2c p
2
max
[
‖
∑
k∈N
Lk(x)‡Lk(x)∗ ⊗ ck‖ p
2
, ‖
∑
k∈N
Lk(x)‡Lk(x)∗ ⊗ rk‖ p
2
]
.
Using the bilinearity of ‡, we have∑
k∈N
Lk(x)‡Lk(x)∗ ⊗ rk =
∑
k∈N
(Lk(x)⊗ rk)‡(Lk(x)∗ ⊗ dk)
= Eε(
∑
k
εkLk(x) ⊗ rk)‡(
∑
k
εkLk(x)
∗ ⊗ dk)
= Eε
[
Hε(
∑
k
Lk(x) ⊗ rk)‡Hopε (
∑
k
Lk(x)
∗ ⊗ dk)
]
So we can conclude from Theorem 3.5 and Remark 3.15 that
‖
∑
k∈N
Lk(x)‡Lk(x)∗ ⊗ rk‖ p
2
≤ c p
2
sup
ε,ε′
‖Hε′
∑
k
Lkx⊗ rk‖p‖Hopε
∑
k
Lk(x)
∗ ⊗ dk‖p
≤ c p
2
‖
∑
k
Lk(x) ⊗ rk‖p(
∑
k
‖Lkx‖pp)
1
p . (15)
Similarly we have
‖
∑
k∈N
Lk(x)‡Lk(x)∗ ⊗ ck‖ p
2
= Eε
[
Hε(
∑
k
Lk(x) ⊗ dk)‡Hopε (
∑
k
Lk(x)
∗ ⊗ ck)
]
≤ c p
2
(
∑
k
‖Lkx‖pp)
1
p ‖
∑
k
Lk(x) ⊗ rk‖p. (16)
Combining these two estimates we get
‖
∑
k∈N
Lk(x)‡Lk(x)∗‖ p
2
≤
√
2c2p
2
‖
∑
k
Lk(x)⊗ rk‖p(
∑
k
‖Lkx‖pp)
1
p ,
for p ≥ 4. We can treat the † term similarly since Lkx†(Lkx)∗ ∈ Rk and get
‖
∑
k∈N
Lk(x)†Lk(x)∗‖ p
2
≤
√
2c p
2
(2 + c p
2
)‖
∑
k
Lk(x)⊗ rk‖p(
∑
k
‖Lkx‖pp)
1
p .
We then get (13) for p ≥ 4 with constant 2√2(c2p
2
+ c p
2
).
To deal with the remaining cases, we will use interpolation by proving a
better bilinear inequality for 2 ≤ p ≤ 4.
‖
∑
k∈N
◦︷ ︸︸ ︷
Lk(x)Rk(y) ‖ p
2
≤ 3c24‖
∑
k
Lkx⊗ rk‖p(
∑
k
‖Rky‖pp)
1
p .
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The spaces consisting of elements of the form
∑
k Lkx ⊗ rk and
∑
k Rky ⊗ dk
are cp-complemented in L
p(A) ⊗ Sp by Theorem 3.5. Hence the norms on the
right hand side interpolate for 2 ≤ p ≤ 4 (both with constant c2(1−2/p)4 ).
We just need to justify the endpoint inequalities. For p = 2, we have by
Ho¨lder’s inequality that
‖
∑
k∈N
◦︷ ︸︸ ︷
Lk(x)Rk(y) ‖1 ≤ 2‖
∑
k
Lk(x) ⊗ rk‖2‖
∑
k
Rk(y)⊗ ck‖2
= 2‖
∑
k
Lk(x) ⊗ rk‖2(
∑
k
‖Lky‖22)
1
2 .
For p = 4, by orthogonality and as in (15)
‖
∑
k∈N
Lk(x)‡Rk(y)‖2 = ‖
∑
k∈N
Lk(x)‡Rk(y)⊗ rk‖2
≤ ‖
∑
k
Lkx⊗ rk‖4(
∑
k
‖Rky‖44)
1
4 .
Similarly we get ‖∑k∈N Lk(x)†Rk(y)‖2 ≤ 2‖∑k Lkx ⊗ rk‖4(∑k ‖Rky‖44) 14 .
Thus by interpolation we get (13) for 2 < p < 4 with a constant 3c
4(1−2/p)
4 .
Theorem 3.17. For 2 ≤ p <∞ and x ∈ Lp
β−1p ‖x‖p ≤ max
{
‖(
∞∑
k=0
|Lk(x)|2) 12 ‖p, ‖E(xx∗)‖
1
2
p
2
}
≤
√
2cp‖x‖p
and
β−1p ‖x‖p ≤ max
{
‖(
∞∑
j=0
|Rj(x)∗|2) 12 ‖p, ‖E(x∗x)‖
1
2
p
2
}
≤
√
2cp‖x‖p
with βp ≤
√
2cp(1 + αp) . c
3
p.
Proof. For the first equivalence, the upper inequality follows from Corollary
3.10. For the lower bound, by Lemma 3.16 as E(xx∗) =
∑
k≥0E(Lk(x)Lk(x)
∗)
and
◦︷ ︸︸ ︷
L0(x)L0(x)
∗ = 0,
‖
∑
k≥0
Lk(x)⊗ rk‖p ≤ αp‖
∑
k∈N
Lk(x)⊗ dk‖p + ‖E(xx∗)‖1/2p/2.
But as p ≥ 2 the map ck 7→ dk is a contraction on Lp, so we deduce
‖
∑
k≥0
Lk(x) ⊗ rk‖p ≤ αp‖
∑
k≥0
Lk(x)⊗ ck‖p + ‖E(xx∗)‖1/2p/2,
and we conclude the lower bound by Corollary 3.10 again. The other inequality
follows by taking adjoints.
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We get the following Rosenthal type inequality as a direct application.
Corollary 3.18. Let 2 < p <∞
(i) For x =
∑∞
k=0 ak with ak ∈ Lk, we have
β−2p ‖x‖p ≤ ‖E(xx∗)‖
1
2
p
2
+‖E(x∗x)‖
1
2
p
2
+‖
∑
k,j
Rj(ak)⊗ek,j‖p ≤ (2c2p + 2)‖x‖p
(ii) For x =
∑∞
k=0 ak with ak ∈ Lk ∩Rk, we have
β−2p ‖x‖p ≤ ‖E(xx∗)‖
1
2
p
2
+ ‖E(x∗x)‖
1
2
p
2
+ (
∑
k
‖ak‖pp)
1
p ≤ (2c2p + 2)‖x‖p.
Proof. Apply Theorem 3.17 twice and notice that (rk ⊗ ck) generate the canon-
ical basis of ℓp in Sp. We get (i) and (ii) follows immediately.
Remark 3.19. We point out that Corollary 3.18 (ii) was proved in [JPX07]
(Theorem A) when ak are supported on reduced words with a fixed length
with constants independent of p but depends on the length. Noticing that by
the Khintchine inequalities from [RX06], Hε and H
op
ε are bounded on words
of length at most d with a constant that depends only on d and A, thus by
interpolation, the argument above also implies Corollary 3.18 (ii) with constants
independent of p but dependent on the length.
Remark 3.20. All the results of this section also hold in the completely bounded
setting.
4 Free groups
We can apply the previous results to the free group as it is naturally a free
product. Let gi, i ∈ N be the set of generators of F∞. We let Lgi and Lg−1i
be the set of reduced word starting by gi and g
−1
i respectively and Lg±
i
=
Lgi ∪ Lg−1
i
. We denote by Lgi , Lg−1
i
and Lg±
i
the associated projections. We
use the notation Rgi and Rgi , ... for the right analogues. We will often use the
convention gi = g
−1
−i for i < 0 so that Lg−1
i
= Lg−i for any i ∈ Z∗. Finally S
will denote the set {gi ; i ∈ Z∗}.
Let M be a finite von Neumann algebra. Theorem 3.5 immediately gives
that, for any x ∈ Lp(Fˆ∞) ⊗ Lp(M), 1 < p < ∞ and sequences of unitaries
εi ∈ Z(M), ‖εk‖ ≤ 1,
‖(Id⊗ τ)x +
∑
i
εi(Id⊗ Lg±
i
)(x)‖p ≃cp ‖x‖p. (17)
We slightly extend it
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Theorem 4.1. Let (εk)k∈Z be a sequence in Z(M), ‖εk‖ ≤ 1. Then for any
x ∈ Lp(Fˆ∞)⊗ Lp(M) and 1 < p <∞
‖ε0(Id⊗ τ)x +
∞∑
k∈Z∗
εk(Id⊗ Lgk)(x)‖p ≤ cp‖x‖p.
The equivalence holds if we assume further that εk are unitaries in Z(M).
Proof. We may assume ε0 = 1. We consider the following group embedding
π : F∞ → F∞ ∗ F∞ defined by π(gi) = gihi where (hi) are the free generators
of the second copy of F∞. This extends to a complete isometry for Lp-spaces
and one checks directly that
(
∞∑
k=0
ε−kLh±
k
+ τ +
∞∑
k=0
εkLg±
k
) ◦ π = π ◦ (
∞∑
k=0
ε−kLg−1
k
+ τ +
∞∑
k=0
εkLgk).
The statement follows from the amalgamated version of (17).
The proof of Lemma 3.16 and Theorem 3.17 can easily be adapted to the
free group where Hε = εeLe +
∑
h∈S εhLh with |εh| = 1 and the convention
Lex = τx. We simply give the result
Theorem 4.2. For 2 < p <∞, x ∈ Lp(Fˆ∞)⊗ Lp(M)
β−1p ‖x‖p ≤ max
{
‖(
∑
|h|≤1
|Lh(x)|2) 12 ‖p, ‖(τ ⊗ Id)(xx∗))‖1/2p/2
}
.
√
2cp‖x‖p
and
β−1p ‖x‖p ≤ max
{
‖(
∑
|h|≤1
|Rh(x)∗|2) 12 ‖p, ‖(τ ⊗ Id)(x∗x)‖1/2p/2
}
≤
√
2cp‖x‖p.
Corollary 4.3. Let 2 < p <∞
(i) For x =
∑∞
k=−∞ ak with ak ∈ Lk, we have
β−2p ‖x‖p ≤ ‖(τ⊗Id)(xx∗)‖
1
2
p
2
+‖(τ⊗Id)(x∗x)‖
1
2
p
2
+‖
∑
k,j
Rj(ak)⊗ek,j‖p ≤ (2c2p + 2)‖x‖p
(ii) For x =
∑∞
k=−∞ ak with ak ∈ Lk ∩ Rφ(k) and φ : Z 7→ Z an one to one
map, we have
β−2p ‖x‖p ≤ ‖(τ⊗Id)(xx∗)‖
1
2
p
2
+‖(τ⊗Id)(x∗x)‖
1
2
p
2
+(
∑
k
‖ak‖pp)
1
p ≤ (2c2p + 2)‖x‖p.
Proof. Apply Theorem 4.2 twice we get (i). (ii) follows immediately because φ
is one to one.
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Remark 4.4. All results before this subsection hold for free groups with Lk, Rk
replaced by Lgk (resp. Lg−1
k
or Lg±
k
) and Rgk (resp. Rg−1
k
or Rg±
k
). We can
strengthen some of them. These will be recorded in the following.
Given g, h reduced word of F∞, we write g ≤ h (or h ≥ g) if h = gk with
g, h, k reduced words, i.e. |g−1h| = |h| − |g|. We write g 
 h otherwise. Let
Lh := {g ∈ F∞, g ≥ h}
and Lh the associated L
2-projection, this is compatible with our previous nota-
tion.
Corollary 4.5. For any 1 < p <∞, h ∈ F∞ and x ∈ Lp(Fˆ∞)⊗ Lp(M) ,
‖Lhx‖p ≤ cp + 1
2
‖x‖Lp .
Moreover, lim|h|→∞ ‖Lhx‖p → 0.
Proof. Without loss of generality, we may assume h ∈ Rg1 and h = h′g1. Then
Lhx = λh′Lg1(λh′−1x). The L
p bounds follows from Theorem 4.1. Note the
Lp space is defined as the closure of Cc(F∞), we get the convergence by the
uniformly boundedness of Lh on L
p.
Corollary 4.6. For any 1 < p < ∞, any sequences (hk) ∈ F∞ \ {e} and
(xk) ∈ Lp(ℓc2), we have
‖(
∞∑
k=1
|Lhkxk|2)
1
2 ‖p ≤ cp‖(
∞∑
k=1
|xk|2) 12 ‖p. (18)
Proof. Let us assume such that hk ∈ Rgik , ik ∈ Z. Assume hk = h′kgik . Then
Lhkxk = λh′kLgik (λh′−1k
xk).
So ∞∑
k=1
|Lhkxk|2 =
∞∑
k=1
|Lgik (λh′−1k xk)|
2.
We get the result by the free group version of Corollary 3.12.
4.1 A length reduction formula
LetW≥d be the set of word in F∞ of length greater than d, also denote by W≥d
the subspace in Lp generated by λw, w ∈ W≥d. For w ∈ F∞, we let wl denote
its l-th letter (if it exists) and ∂w = w−11 w.
Take any x =
∑
w∈W≥1 xwλw ∈W≥1, we have
‖(
∑
h∈S
|Lh(x)|2) 12 ‖p = ‖
∑
w∈W≥1
xwλw ⊗ cw1‖p = ‖
∑
w∈W≥1
xwλ∂w ⊗ cw1‖p
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At the operator space level, Theorem 4.2 means that the map ι : W≥d →
Cp ⊗W≥d−1 ⊕Rp given by ι(λw) = λ∂w ⊗ cw1 ⊕ rw is a complete isomorphism.
Iterating, we obtain a complete isomorphism for 2 < p <∞
ιd :
{
W≥d → C⊗dp ⊗ Lp(Fˆ∞)⊕ C⊗d−1p ⊗Rp ⊕ ...⊕ Cp ⊗Rp ⊕Rp
λw 7→ cw1,...,wd ⊗ λ∂dw ⊕ cw1,...,wd−1 ⊗ r∂d−1w ⊕ ...⊕ cw1 ⊗ r∂w ⊕ rw
Let us state this as a Corollary, which generalizes the result of [PP05].
Corollary 4.7. (Length reduction formula) For any d ≥ 1, ιd extends to a
completely isomorphism such that for x ∈W≥d, 2 ≤ p <∞,
β−dp ‖x‖p ≤ ‖ιdx‖ ≤ (
√
2cp)
d‖x‖p,
for all x ∈ Lp(Fˆ∞).
Fix some d ∈ N and any reduced word w = w1...wn in the generators, we
define:
L
(d)
h (λw) = δwk=hλw, and H
(d)
ε = εePd−1 +
∑
h∈S
εhL
(d)
h ,
for any choice of εh, |h| ≤ 1 with |εh| ≤ 1. Recall that by [RX06] or [JPX07],
Pd−1 is completely bounded on Lp (this also follows from Theorem 4.2). Note
that
‖ιd−1H(1)ε(1)H
(2)
ε(2) · · ·H
(d)
ε(d)x‖ = ‖Hε(d)ιHε(d−1)ι · · · ιHε(1)x‖.
We get immediately
Theorem 4.8. For any d ≥ 1 and x ∈ Lp(Fˆ∞)⊗ Lp(M), 1 < p <∞,
‖H(1)ε(1)H
(2)
ε(2) · · ·H
(d)
ε(d)x‖p ≃cp,d ‖x‖p
with cp,d ≤ (
√
2cp)
2d−1βd−1p . c
5d−4
p and ‖H(d)ε x‖p ≃(
√
2cp)
dβd−1p ‖x‖p for any
choice of |εk| = 1.
We give a faster argument for the boundedness of H
(d)
ε . Consider, εh = ±1
for h ∈ F∞, let
HLdε = εePd−1 +
∑
h∈F∞,|h|=d
εhLh, H
Rd
ε = εePd−1 +
∑
h∈F∞,|h|=d
εh−1Rh.
Recall that Lh (resp. Rh) is defined as the projection onto the set of all reduced
words starting (resp. ending) with h. We get H
(d)
ε from HLdε if εh depends only
on the d-th letter of h.
Corollary 4.9. For any 1 < p <∞, we have for any x ∈ Lp(Fˆ∞),
‖x‖p ≃ ‖HLdε x‖p ≃ ‖(Lhx)|h|=d‖Lp(Fˆ∞,ℓcr2 ) (19)
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Proof. Note that a similar identity to (5) holds for free groups with HLdε and
any g, h with |g−1h| ≥ 2d− 1. We then have that
P⊥2d−2[H
Ld
ε x(H
Ld
ε x)
∗]
= P⊥2d−2[H
Ld
ε (xH
Ld
ε (x
∗)) +HLdε (H
Ld
ε (x)x
∗)−HRdε HLdε (xx∗)]. (20)
Let cp,d, p ≥ 2 be the best constant c so that ‖HLdε x‖p ≤ c‖x‖p. Recall that by
the Haagerup inequality, the L1 and Lp norms are equivalent on the range of
P2d−2:
‖P2d−2[HLdε x(HLdε x)∗]‖p ≤ (2d− 1)2−
2
p ‖HLdε x(HLdε x)∗‖1 ≤ (2d− 1)2−
2
p ‖x‖22p,
‖P2d−2[HLdε (xHLdε (x∗))]‖p ≤ (2d− 1)1−
2
p ‖HLdε (xHLdε (x∗))‖2 ≤ (2d− 1)1−
2
p c2p‖x‖22p
for any p > 2. Therefore,
c22p,d ≤ 2(2d− 1)2−
2
p + 2c2p,d(2d− 1)1−
2
p + 2cp,dc2p,d + c
2
p,d.
We then have
c2p,d ≤ (2d− 1)1−
2
p + cp,d +
√
2(cp,d + 3(2d− 1)1−
1
p ).
Asymptotically cp,d ≃ p
ln(1+
√
2)
ln 2 for d given and cp,d ≃ d1−
2
p for p given. So
‖HLdε x‖p ≤ cp,d‖x‖p.
Since HLdε H
Ld
ε = id, we get the equivalence. The 1 < p < 2 case follows by
duality.
Remark 4.10. A straight forward c.b. version of Corollary 4.9 is false for F∞
(true for Fn with a constant depending on n though). This is because the
operator valued Haagerup inequality is an equivalence between the Lp norm
and the more complicated norm given by Corollary 4.7. For instance it yields
that the set {λ(gigj)} is not completely unconditional, this would be a direct
consequence of Corollary 4.9.
For any x ∈ L(Fn), n < ∞ and any choice of signs Hεx can be viewed as
an unbounded operator on L2(Fˆn) with domain Cc(Fn). As usual K stands for
the compact operators. Ozawa asked in [O10] whether the commutator [Rh, x]
sends the unit ball of L(Fn) into a compact set of L2(Fˆn) for any h ∈ Fn and
x ∈ L(Fn) and pointed out that the Lp-boundedness of Rh implies a positive
answer. We record a general result in the following corollary.
Corollary 4.11. We have for d ∈ N and any choice of signs ε
(i) [HRdε , x] ∈ B(L2(Fˆn)) if x = x1+HLdε′ x2 for some |ε′| ≤ 1, x1, x2 ∈ L(Fn).
(ii) [HRdε , x] ∈ K(L2(Fˆn)) for all x = x1 +HLdε′ x2 for some |ε′| ≤ 1, x1, x2 ∈
C∗λ(Fn).
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(iii) [HRdε , x] maps the closed unit ball of L(Fn) into a compact subset of L2(Fˆn)
if x ∈ Lp(Fˆn) for some p > 2 (in particular, if x ∈ L(Fn)).
Proof. Similar to (20), we have
P⊥2d−2[(H
Ld
ε′ x)(H
Rd
ε y)] = P
⊥
2d−2[H
Ld
ε′ (x(H
Rd
ε y)) +H
Rd
ε ((H
Ld
ε′ x)y)−HLdε′ HRdε (xy)].
So, up to a finite rank perturbation, for y ∈ L2(Fˆn)
[HRdε , H
Ld
ε′ x]y = −HLdε′ (x(HRdε y)) +HLdε′ HRdε (xy) = HLdε′ ([HRdε , x]y).
Therefore, for x = x1 +H
Ld
ε′ x2, up to a finite rank perturbation
[HRdε , x] = [H
Rd
ε , x1] +H
Ld
ε′ ([H
Rd
ε , x2]).
This implies (i). Note that [Rh, λg] is finite rank for each h, g. We have that
[HRdε , x] ∈ K(ℓ2(Fn)) for all x ∈ C∗λ(Fn). So (ii) is true. For (iii), following the
argument of Ozawa, we have, by Ho¨lder’s inequality and Theorem 4.1
‖[HRdε , x]y‖L2(Fˆn) . ‖x‖Lp(Fˆn)‖y‖Lq(Fˆn)
for any y ∈ Lq(Fˆn), 1q + 1p = 12 . By density of C∗λ(Fn) in Lp(Fˆn), p < ∞ and
since L(Fn) ⊂ Lp(Fˆn) contractively, we get the desired result.
Remark 4.12. When n = 1, the space of functions x in Corollary 4.11 (i) (resp.
(ii)) is called BMO (resp. VMO). It characterises the class of x such that the
commutator [H,x] is bounded (resp. compact).
Remark 4.13. The content of this remark is communicated to the authors by
N. Ozawa. Let M be a finite von Neumann algebra with a finite normal faith-
ful trace τ . Let Lp(M), 1 ≤ p < ∞ be the associated non commutative Lp
spaces (see [PX03]). Recall that we set L∞(M) = M. For the operators
X ∈ B(L2(M)), p ≥ 2, define a semi-norm
‖X‖Lp→L2 = sup{‖Xy‖L2(M); y ∈ Lp(M) ⊂ L2(M), ‖y‖Lp(M) ≤ 1}.
Note ‖X‖L2→L2 is just the operator norm ‖X‖. Identify M as sub algebra of
B(L2(M)) by the left multiplication on L2(M). Let M′ ⊂ B(L2(M)) be the
sub algebra of the right multiplication of M on L2(M). For b ∈ M ∪M′, we
have by Ho¨lder’s inequality that
‖b‖Lp→L2 = ‖b‖Lq
for 1q +
1
p =
1
2 . The lemma of [O10] Section 3 says that, for X ∈ B(L2(M)),
‖X‖L∞→L2 ≤ inf{‖Y ‖‖b‖L2(M) + ‖Z‖‖c‖L2(M)} ≤ 4‖X‖L∞→L2 . (21)
Here the infimum is taken over all possible decomposition X = Y b + Zc′ with
Y, Z ∈ B(L2(M)), b ∈ M, c′ ∈ M′, ‖b‖, ‖c‖ ≤ ‖X‖. One can easily see that an
analogue of the first inequality of (21) holds for all p > 2, that is
‖X‖Lp→L2 ≤ inf{‖Y ‖‖b‖Lq(M) + ‖Z‖‖c‖Lq(M)}, (22)
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for 1q +
1
p =
1
2 . Since ‖b‖qLq ≤ ‖b‖2L2‖b‖q−2, We get the following Ho¨lder-type
inequality for X ∈ B(L2(M)),
‖X‖Lp→L2 ≤ 4‖X‖
p−2
p
L∞→L2‖X‖
2
p . (23)
Suppose Y ∈ B(L2(M)) satisfies that, for some p > 2,
‖Y ‖L∞→Lp = sup{‖Y x‖Lp(M);x ∈ L∞(M) ⊂ L2(M), ‖x‖M ≤ 1} <∞.
Inequality (23) implies that
‖XY ‖L∞→L2 ≤ ‖X‖Lp→L2‖Y ‖L∞→Lp ≤ 4‖X‖
p−2
p
L∞→L2‖X‖
2
p ‖Y ‖L∞→Lp . (24)
Let KLM ∈ B(L2(M)) be the collection of all operators sending the unit
ball of M into a compact subset of L2(M). Let KM = (KLM)∗ ∩ KLM be the
associated C∗-algebra. Let M(KM) be the multiplier algebra of KM, i.e. the
algebra of all operators X ∈ B(L2(M)) such that both XKM and KMX still
belong to KM. Proposition of [O10] Section 2 says that X ∈ KM iff for every
sequence of finite rank projections Qn strongly converging to the identity of
B(L2(M)), ‖X −QnX‖L∞→L2 → 0. Combining this with (24), we see that Y
above belongs toM(KM). This applies to the particular case when Y is the free
Hilbert transform Hε or H
op
ε and M is an amalgamated free product. Ozawa
suggested to study the C∗-algebra
BM = {X ∈M(KM); [X, y] ∈ KM, ∀y ∈M ⊂ B(L2(M))}.
Theorem 3.5 and Corollary 4.11 (iii) imply that HRdε ∈ BL(Fn) and similarly
HLdε ∈ BL′(Fn). Here L′(Fn) is the von Neumann algebra generated by the
right regular representation ρg’s.
Let F¯n = Fn ∪ ∂Fn and C(F¯n) be the C∗-algebra of continuous functions
on F¯n. Note that C(F¯n) is isomorphic to the sub C
∗-algebra of B(ℓ2(Fn))
generated by ρgLhρg−1 , g, h ∈ Fn. We then obtain
C(F¯n) ⊂ BL′(Fn).
4.2 Connections to Carre´ du Champ
We use the same notation to denote elements of F∞ and points on its Cayley
graph. The Gromov product for g−1, g′ (on the Cayley graph) is defined as
〈g, g′〉 = |g|+ |g
′| − |gg′|
2
.
A closely related object is the so-called Carre´ du Champ of P. A. Meyer
Γ(λg , λg′) =
A(λ∗g)λg′ + λ
∗
gA(λg′ )−A(λ∗gλg′ )
2
= 〈g−1, g′〉λg−1g′
associated to the conditionally negative operator A : λg 7→ |g|λg.
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The following is a key connection to the operator Lh studied in previous sub
sections, that
2Γ(λg, λg′) =
∑
h∈F∞
(Lh(λg))
∗Lh(λg′). (25)
Let us extend these notations to x =
∑
g cgλg ∈ L2(Fˆ∞)⊗ L2(M), and set
Ar(x) =
∑
g
cg|g|rλg
Γ(x, x) = 〈x, x〉 =
∑
c∗gcg′〈g−1, g′〉λg−1g′ .
We then have
2〈Hεx,Hεx〉 =
∑
h∈F∞
|Lhx|2 = A(x∗)x+ x∗A(x) −A(|x|2). (26)
The following square function estimate was proved in [JMP16]. One direction
of the inequality had been proved in [JM10] and [JM12] in a more general setting.
Lemma 4.14. ([JMP16] Theorem A1, Example (c)) For any 2 ≤ p < ∞,
x ∈ Lp(Fˆ∞)⊗ Lp(M),
‖A 12 x‖p ≃
p4
(p−1)2 ‖(
∑
h∈F∞
|Lhx|2) 12 ‖p + ‖(
∑
h∈F∞
|Lh(x∗)|2) 12 ‖p.
Remark 4.15. The equivalence above may fail if one replace Lh(x
∗) by (Lhx)∗
on the right hand side. Corollary 4.9 of [JM12] gives constants ≃ p for the “.”
direction.
4.3 Littlewood-Paley inequalities
In the case of the free group we adapt the definition of the paraproducts studied
in Section 3.3. Assume x =
∑
g cgλg ∈ Lp, y =
∑
h dhλh ∈ Lq. We then find
that
x‡y =
∑
g−1
h
cgdhλgh, x†y =
∑
g−1<h
cgdhλgh.
Recall that we write g ≤ h (or h ≥ g) if h = gk with g, h, k reduced words and
g < h if g ≤ h and g 6= h.
We consider a decomposition of F∞ into disjoint geodesic paths. To get one,
first pick a (randomly decided) geodesic path P0 starting at the unit element e.
Then for any length 1 elements not in P0 pick a (randomly decided) geodesic
path starting at each of them. We then go to length 2 elements which are not
contained in any of the previous picked paths, and pick a (randomly decided)
geodesic path starting at each of them. We repeat this procedure and get
countable many disjoint geodesic paths Pn such that ∪nPn = F∞.
Let Tn be the L
2-projection onto the span of Pn. Let h1(n) be the root of
Pn, i.e. the first element in Pn. Let Sn be the projection to the collection of
words smaller than h1(n) (note that S0 = 0).
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Corollary 4.16. For any 1 < p <∞, the maps Tn are completely bounded on
Lp with
‖Tn‖p→p . c2p. (27)
Moreover, for any p > 2
‖
∑
n
|Tnx+ Snx|2 − |Snx|2‖ p
2
. c2p‖x‖2p. (28)
Proof. We write x =
∑
cgλg and Tnx =
∑
g∈Pn cgλg. Then
(Tnx)
∗Tnx−
∑
g∈Pn
|cg|2λe =
∑
g<h∈Pn
c∗gchλg−1h +
∑
h<g∈Pn
c∗gchλg−1h
= (Tnx)
∗†Tnx+ ((Tnx)∗†Tnx)∗.
Since (Tnx+ Snx)
∗†Tnx = x∗†Tnx, we have that
(Tnx)
∗†Tnx = x∗†Tnx− (Snx)∗Tnx.
Therefore,
(Tnx)
∗Tnx−
∑
g∈Pn
|cg|2λe = x∗†Tnx+ (x∗†Tnx)∗ − (Snx)∗Tnx− (Tnx)∗Snx. (29)
In particular for n = 0, we have actually
(T0x)
∗T0x−
∑
g∈P0
|cg|2λe = x∗†T0x+ (x∗†T0x)∗.
Assume p > 2, by Proposition 3.14, we have
‖T0(x)‖2p ≤ (4 + 2cpc p2 )‖x‖p‖T0x‖p + ‖x‖
2
p.
So ‖T0(x)‖p ≤ (5+2c p
2
cp)‖x‖p for p > 2. One concludes that T0 is (completely)
bounded on Lp. One can improve the bound on ‖T0‖p→p when p is close to
2 by using interpolation. The case p < 2 follows by duality. Thus we have
obtained (27) for an arbitrary P0 starting at e, for general Pn this follows by
using translations.
Summing (29) over n, we get
∑
n≥0
|Tnx+ Snx|2 − |Snx|2 =
∑
n≥0
[(Tnx)
∗Tnx+ (Snx)∗Tn(x) + (Tnx)∗Snx]
=
∑
n≥0
x∗†Tnx+ (x∗†Tnx)∗ +
∑
g
|cg|2λe
= x∗†x+ (x∗†x)∗ + τ |x|2λe.
(28) then follows from Proposition 3.14.
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We now consider a concrete partition given by geodesic paths. For any
h0 /∈ Rg± and g ∈ S, let Ph0,g = {h0gk; k ∈ N}, they form a countable partition
of F∞\{e}, we may index it with Z∗ = Z\{0}. We still denote the root of Pn by
h1(n) and put h0(n) = h0, kn = k if Pn = Ph0,gk . By definition h0(n) ∈ R⊥g±
kn
if h1(n) ∈ R±gkn .
Lemma 4.17. Let Tn be the L
2-projection onto Pn described above, we have
for any p ≥ 2, x ∈ Lp.
‖(
∑
n∈Z∗
|Tnx|2) 12 ‖Lp . cp‖x‖p. (30)
Proof. We may assume τx = 0. Let Ek be the projection from the group von
Neumann algebra L(F∞) onto the von Neumann algebra generated by λgk . We
can easily verify that for k ∈ Z∗
E|k||Rgkx|2 = E|k||
∑
h1(n)∈Rgk
Tnx|2 =
∑
h1(n)∈Rgk
|Tnx|2,
because, if h1(n), h1(n
′) ∈ Rgk , then h0(n), h0(n′) ∈ R⊥gk and h−10 (n)h0(n′) ∈
E|k|(F∞) iff n = n′. Therefore,
∑
n∈Z∗
|Tnx|2 =
∞∑
k=1
Ek(|Rgkx|2 + |Rg−kx|2) = τ |x|2 +
∞∑
k=1
◦︷ ︸︸ ︷
Ek(|Rgkx|2 + |Rg−kx|2) .
By the free Rosenthal inequality (Theorem A in [JPX07]) for length one poly-
nomials, we get for p ≥ 4, with Xk =
◦︷ ︸︸ ︷
Ek(|Rgkx|2 + |Rg−kx|2).
‖(
∑
n
|Tnx|2) 12 ‖2p . τ |x|2 + (
∑
k∈N
‖Xk‖
p
2
p
2
)
2
p + (
∑
k∈N
‖Xk‖22)
1
2
. (
∑
k∈Z∗
‖Rgkx‖pp)
2
p + (
∑
k∈Z∗
‖Rgkx‖44)
1
2
. ‖(
∑
k∈Z∗
|Rgkx|2)
1
2 ‖2p .c
2
p ‖x‖2p.
Where we used the obvious facts by interpolation that Lp(ℓc2) → ℓp(Lp) and
Lp(ℓc2) → ℓ4(L4) are contractions. The case of p = 2 is obvious. We then get
the estimate for all 2 ≤ p <∞ by interpolation.
Let Pj = {h1(j) < h2(j) < · · ·hk(j) < · · · } be arbitrary geodesic paths of
F∞. For xj =
∑
k∈N ckλhk(j) supported on Pj , we consider its dyadic parts
Mn,jx =
∑
2n≤k<2n+1
ckλhk(j). (31)
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Dealing with F1 = Z with the N∩ {0} and −N as geodesic paths, the classical
Littlewood-Paley theory says that
‖(
∞∑
n=1
|Mn,1x|2 + |Mn,2x|2) 12 ‖Lp ≃cp ‖x‖Lp (32)
for all 1 < p <∞ and x ∈ Cc(Z).
In [JMP16] , the authors proved a “smooth” one sided version of (32) for
p > 2 and for x supported on a geodesic path. The following theorem is a
“truncated” version of it and says a little more.
Theorem 4.18. For xj supported on geodesic paths Pj, we have
‖(
∞∑
n,j=1
|Mn,jxj |2) 12 ‖p ≤ Cp2c2p‖(
∑
j
|xj |2) 12 ‖p (33)
for all 2 ≤ p <∞.
Proof. As usual g1, g2... are the free generators of F∞. We embed F∞ into
the free product F∞ ∗F∞ and denote by g′1, g′2, ... the generators of the second
copy of F∞. Let yj = λg′
j
h−11 (j)
xj . The yj ’s are supported on disjoint paths
P′j ⊂ F∞ ∗ F∞ with roots of distinct generators g′j . Note |xj |2 = |yj |2 and
|Mnxj |2 = |Mnyj |2. By considering yj instead, we may assume Pj = {h1(j) <
h2(j) < · · ·hk(j) · · · } with |hk(j)| = k and Lhk(j)xm = 0 for j 6= m.
Let
Mϕn,j = 2
1−n2
∑
2n−1<k≤2n
Lhk(j)A
− 12 +
∑
2n<k≤2n+1
(
√
k −
√
k − 1)Lhk(j)A−
1
2
− 2−n+12
∑
2n+1<k≤2n+2
Lhk(j)A
− 12 .
Then Mϕn,j(λhl(m)) = 0 unless m = j and l ∈ (2n−1, 2n+2], and one can check
that
Mϕn,j(λhl(j)) = ϕn(l)λhl(j),
for some ϕn : N→ R with χ[2n,2n+1) ≤ ϕn ≤ χ(2n−1,2n+2). Note
Mϕ(n),j =
∑
2n−1<k≤2n+2
ak,jLhk(j)A
− 12
with
∑
k a
2
k,j ≤ c. By the convexity of the operator valued function | · |2, we
have
|Mϕn,jxj |2 ≤ c
∑
2n−1<k≤2n+2
|Lhk(j)A−
1
2xj |2,
and Mϕn,jxm = 0 for m 6= j. Note Mϕn,j ,Mϕn′ ,j ’s are disjoint for |n− n′| ≥ 2.
Applying Lemma 4.14 to x =
∑
j xj ⊗ cj , we obtain,
‖(
∞∑
n=0
|Mϕn,jxj |2)
1
2 ‖p ≤ c‖(
∑
k,j
|Lhk(j)A−
1
2xj |2) 12 ‖p ≤ cp2‖(
∑
j
|xj |2) 12 ‖p.
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Assume h2n(j) ∈ Rgn,j , h2n+1(j) ∈ Rgn′,j , we have that
λh2n+1(j)Lg−1
n′,j
λh2n+1 (j)−1(λh2n−1(j)Lgn,jλh2n−1(j)−1Mϕnxj) =Mnxj , (34)
because h2n+1+1(j) ∈ R⊥g−1
n′,j
. By (10),
‖(
∞∑
n=1
|Mn,jxj |2) 12 ‖p ≤ cc2p‖(
∞∑
n=1
|Mϕn,jxj |2)
1
2 ‖p ≤ cp2c2p‖(
∑
j
|xj |2) 12 ‖p
for all 2 ≤ p <∞.
Let Mn,kx = Mn,kTkx for the Tk in Lemma 4.17. We obtain the following
from Theorem 4.18 and duality:
Corollary 4.19. For all 2 ≤ p <∞, and x ∈ Lp
max
{
‖(
∑
n,k
|Mn,kx|2) 12 ‖p, ‖(
∑
n,k
|Mn,k(x∗)|2) 12 ‖p
}
≤ Cp2c3p‖x‖p, (35)
for all 1 ≤ p < 2, and x ∈ Lp
‖x‖p ≤ Cp′2c3p′ inf
{
‖(
∑
n,k
|Mn,ky|2) 12 ‖p + ‖(
∑
n,k
|Mn,k(z∗)|2) 12 ‖p;x = y + z
}
.
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