The Fox-Wright Psi function is a special case of Fox's H-function and a generalization of the generalized hypergeometric function. In the present paper we show that the Psi function reduces to a single generalized hypergeometric function when certain of its parameters are integers and to a nite sum of generalized hypergeometric functions when these parameters are rational numbers. Applications to the solution of algebraic trinomial equations and to a problem in information theory are provided. A connection with Meijer's G-function is also discussed.
where the Pochhammer or shifted factorial symbol is de ned by a n = , a + n = ,a for non-negative i n tegers n. Clearly, i f w e set A i = 1 i = 1 ; : : : ; p , B i = 1 i = 1 ; : : : ; q in Equation F urther, a computation similar to that employed in deriving Equations 3.3 and 3.5-3.7, but more complex in its details so that for brevity w e shall omit it here, yields the result: 
A PROBLEM IN INFORMATION THEORY
We consider a noiseless and memoryless communication channel 12 with symbols s 1 and s 2 . The time for symbol s 1 s 2 to pass through the channel is the positive integer QN, N Q . W e note that the case N = Q is trivial and will not be discussed.
A transmission over the channel can be viewed as a sequence s whose terms are s 1 or s 2 . W e de ne the length of s to be c 1 Q+c 2 N, where c i is the number of occurrences of s i in s. Let S n , n an integer, be the set consisting of all sequences of length n, and let jS n j denote the magnitude or cardinal number of S n . Since there is only one sequence of length zero the empty sequence, jS 0 j = 1. There are no sequences of negative length, so jS ,jnj j = 0 , n 6 = 0 .
The maximal amount of information," in units of bits per unit time, that can be transmitted over the channel is called the capacity C and is de ned by C = limsup n!1 log 2 n q jS n j :
The original de nition was given by Shannon 12, p. 37 who used the ordinary limit, which is not always de ned i.e., Q = 2 , N = 4 , j S 2 n +1 j = 0. The limit superior is always de ned since jS n j is bounded from above b y 2 n . Other authors have noted and corrected Shannon's de nition, but the error nevertheless has been perpetuated through much of the literature. However, in practice, the following correct result 12, p. 37 is often used to express C.
Theorem Shannon: The capacity is given by C = log 2 y, where y is the unique positive root of the equation z N , z N,Q , 1 = 0 . F or the same reason that Shannon's de nition is awed, his proof of the theorem, using the asymptotic behavior of nite di erences, does not hold. Certainly others have correctly proved the result, but we o er below a n o v el proof using complex analysis. We note that a similar method has been employed by Kuich 13 in his study of the entropy of context-free languages.
If we place the terms s 1 ; s 2 , respectively, o n to the end of nonempty sequences of length n,Q; n,N, w e obtain in each case a sequence of length n. Since the last term of a nonempty sequence of length n must be either s 1 or s 2 , w e see that in general the jS n j satisfy the recurrence relation jS n j = jS n,Q j + jS n,N j + 0n where 0n = 1 if and only if n = 0 . W e de ne the z-transform 14 of a sequence fa n g to be the power series 
