Characterizing out-of-equilibrium many-body dynamics is a complex but crucial task for quantum applications and the understanding of fundamental phenomena. A central question is the role of localization in quenching quantum thermalization, and whether localization survives in the presence of interactions. The localized phase of interacting systems (many-body localization, MBL) exhibits a long-time logarithmic growth in entanglement entropy that distinguishes it from the noninteracting Anderson localization (AL), but entanglement is difficult to measure experimentally. Here, we present a novel correlation metric, capable of distinguishing MBL from AL in high-temperature spin systems. We demonstrate the use of this metric to detect localization in a natural solidstate spin system using nuclear magnetic resonance (NMR). We engineer the natural Hamiltonian to controllably introduce disorder and interactions and observe the emergence of localization. In particular, while our correlation metric saturates for AL, it keeps increasing logarithmically for MBL, a behavior reminiscent of entanglement entropy, as we confirm by simulations. Our results show that our NMR techniques, akin to measuring out-of-time correlations, are well suited for studying localization in spin systems.
Anderson first demonstrated that single particle wave functions can become exponentially localized in the presence of disorder [1] . Whether this localization [2] [3] [4] survives in the presence of interaction has received much attention in recent years [5] [6] [7] [8] [9] [10] . Numerical evidence in spin chains indicates that the system may be in the MBL or ergodic phase depending on the relative strength of interaction and disorder [11] [12] [13] . Furthermore, the MBL phase is distinct from its noninteracting counterpart, AL, in the dynamics of entanglement entropy [14] [15] [16] . Entanglement entropy is however difficult to evaluate experimentally, and so far has only been measured on systems with small number of particles [17] . One way to circumvent this is to measure entanglement witnesses such as the quantum fisher information (QFI), which can serve as a lower bound for entanglement entropy [8] for pure states.
The MBL phase is predicted to persist at high and even infinite temperature [18] , where states are highly mixed and there is little to no entanglement present. How does one characterize the MBL phase experimentally in such a system? Here we introduce a novel metric capable of distinguishing MBL from AL in non-equilibrium dynamics of highly mixed states. Our approach requires no local control of the system, and relies only on collective rotations and measurements, in contrast to recently proposed metrics [19] that also detect the spread of correlations but require single-spin addressability. We provide numerical and experimental evidences of this metric. In particular, we report on experimental observations of AL and MBL by measuring the evolution of many-spin correlations. * pcappell@mit.edu The experimental system is composed of nuclear spins in a natural crystal coupled by the magnetic dipolar interaction. While the system is a 3D, open quantum system with long-range interactions, it has been shown [20, 21] that for timescale of relevance in the experiments it can mapped with high-fidelity to an ensemble of 1D, nearestneighbor coupled spin chains. Here we further show that we can exploit Hamiltonian engineering and other spins in the system to introduce tunable interaction and disorder.
Our experimental system consists of a single crystal of fluorapatite [Ca 5 (PO 4 ) 3 F] placed in a strong magnetic field (7 Tesla) along z. The 19 F spin-1/2 nuclei in the hexagonal fluorapatite crystal form linear chains along the c-axis, each surrounded by six other chains. When the c-axis is oriented parallel to the external magnetic field, the cross-chain coupling is 40 times weaker than intra-chain coupling. The system can be treated approximately as an ensemble of identical spin chains [21] [22] [23] . In addition, each F spin is surrounded by three 31 P spin-1/2 nuclei. of the κ-th P spin. The two terms are, respectively, the homonuclear dipolar interaction between F spins and the heteronuclear dipolar interaction between F and P spins. At room temperature the P spins are in an equal mixture of m z = ±1/2 states. This allows us to replace the heteronuclear interactions by j h j σ j z , where h j is now a random variable representing the disordered field seen locally by each fluorine.
Even if the natural Hamiltonian does not directly lend itself to study localization, we can perform a sudden quench to the desired effective Hamiltonian by periodically applying a radiofrequency pulse sequence in resonance with the F spins. This method (called average Hamiltonian theory [24] ) has been long used in the NMR literature for spectroscopy and condensed matter studies. Here we further push these techniques to engineer a broad class of Floquet (periodic) Hamiltonians with tunable disorder and interactions. In addition, we are also able to reverse the arrow of time, a tool that allows measuring out-of-time ordered correlations (OTOC). As shown in the supplementary material (SM), the effective Hamiltonian can be written as
with J the nearest-neighbor coupling, b a uniform field, and h j the disordered field provided by background P spins, as well as other nuclear and electronic spin defects in the system. The first two terms represent an integrable Hamiltonian, as they map to a free fermionic Hamiltonian. The last two terms introduce disorder and interaction, respectively. In particular, the term σ j z σ j+1 z maps into fermion density-density interactions (see Eq.
(2) in SM). The experimentally adjustable parameters u, v, g, and b allow us to explore various regimes of interest. We consider a linear chain of L spins initially at equilibrium at high temperature, β ≈ 0. To first order in = βω L /2, its state can be expressed as
L (ω L is the spin Zeeman energy and we set = 1). When an Hamiltonian H is applied with a sudden quench, the system evolves into a many-body correlated state. Disorder hinders the growth of correlations and gives rise to localized states, characterized by an exponentially decreasing probability of correlations outside a typical localization length, ξ. Inspired by this picture, we define a metric of localization that measures the average length over which correlations have developed. More precisely, we can generically write the high-temperature time-evolved density matrix as
where B s k are operators composed of tensor products of k Pauli matrices and L − k identity operators. To quantify localization we then define the average correlation length
where
is the contribution of all possible spin correlations with Hamming weight k (with L k=1 f k = 1). In the SM, we introduce a closely related metric, the average correlation distance, D c , that can be analogously used to distinguish between AL and MBL, but is more difficult to measure experimentally.
In the initial equilibrium state ρ eq there are no spin correlations and L c = 1. In a non-disordered system, we expect L c to grow indefinitely (see SM) or, for a finite system, to eventually saturate at a value dependent on L. Introducing disorder leads to a quantitatively different behavior. When the system is noninteracting, AL leads to a coherent suppression of many-spin correlations and L c is bound by the localization length ξ. When interactions are present, disorder is unable to completely suppress the correlation growth. The slow growth of L c in the presence of interactions is the key feature that enables L c to distinguish between AL and MBL for mixed states.
Determining f k for a generic many-body state is challenging, since it is usually difficult to directly measure many-body correlations and the number of configurations ζ k is exponential in k and L. Since our metric is based on the number of correlated spins, we can however borrow from well-known NMR techniques that approximate the number of correlated spins by their quantum coherence number [25] . Multiple quantum coherence (MQC) intensities of order q describe the contribution of terms |m a m a | in the density matrix such that m a − m a = q, with m a the collective σ a eigenvalue (typically a = z). MQC intensities I q can be measured by relying on their distinct behavior under collective rotations [25, 26] . The distribution of I q has been traditionally used to approximate the average number of correlated spins, or cluster size, in 3-D spin networks [27] [28] [29] . While this approximation fails in 1-D systems, we find instead a practical experimental protocol to exactly measure L c for noninteracting systems. The protocol still yields a very good approximation for disordered interacting (MBL) systems.
We first note that in noninteracting systems, for simple initial states such as ρ eq the number of configurations is simply ζ k ∝ L − k: All many-spin correlations are in the form B , where the end spins σ a,b are either σ x or σ y . Then, correlations with different k will respond differently when rotated around an appropriate axis. In our MQC protocol, we first decompose ρ(t) into four orthogonal sectors using time-reversal and phase cycling [30] and then measure the MQC intensities encoded in the x axis for each j th sector, I We first use the noninteracting version of our model (v = 0) to show that we can indeed measure the correlation length, and that its saturation is due to the controlled insertion of disorder and not simply to experimental imperfections. To that end, we use properties of the MQC intensities to discriminate between disorder and a uniform transverse field (Fig. 2) . In the absence of disorder we expect L c to increase linearly, consistent with the Lieb-Robinson bound for short-ranged Hamiltonians [31] . In the thermodynamic limit L → ∞ and at large times uJt 1, L c grows with a velocity V = 8uJ/π. When a transverse field is present, L c grows with a reduced velocity V ≈ and an oscillatory behavior (see SM). In both cases these is no saturation, except for finite size effects. In the presence of disorder, instead, we expect L c to initially increase, as spins correlate within the localization length, and to saturate at long times due to AL. In the experiments we can probe this dynamics only for relatively short times, where the physical system is a good approximation to the ideal model [20] . Indeed, we have a 3-D crystal where each spin chain interacts with 6 surrounding chains and the couplings are longrange, ∝ 1/r 3 . Thus, we kept the experimental time short to minimize these effects, as well as pulse imperfections that can lead to unwanted terms in the engineered Hamiltonian (the time is also much shorter than the relaxation time T 1 ≈ 0.8 s and the P dynamics). On these timescales, however, L c shows an apparent saturating behavior for both disordered or transverse fields. In order to claim AL in the disordered case, we show that there are distinctive features in the MQC spectrum (see SM): An additional symmetry in the transverse field case forces one of the MQC sectors to vanish in the absence of disorder, while it is still non-zero for the disordered case, as shown in Fig. 2 .C. This indicates that the behavior of L c in Fig. 2 .A is not due to disorder, and we expect L c to resume linear growth at long times. Conversely, we can use this experimental evidence to prove that our Hamiltonian engineering technique can indeed introduce disorder in the system evolution.
We next study the behavior under interactions by varying the value of v in Eq. (1). Fig. 3 .A shows the experimentally extracted L c for our interacting model, as compared to the non-interacting case. The experiments clearly reveal the emergence of slow growth in L c when interactions are added, the hallmark feature of MBL [14, 32] . To confirm that indeed we can observe MBL with the correlation length metric, we compare its behavior to the well-known dynamics of the entanglement entropy in numerical simulations. We first check that the interacting version of our model (v = 0) indeed supports MBL by calculating the von Neumann entropy for an initial pure state evolving under the Hamiltonian in Eq. (1). The entropy
where ρ L is the reduced density matrix of the left half of the chain, displays a characteristic logarithmic growth in time [14] when the system enters the MBL phase (see SM). Next, for the initial equilibrium state ρ eq , we compare in Fig. 3 .B the simulated L c with the entropy of the reduced half-chain state (approximated to second order in , see Eq. 2). We find that both L c and S saturate at long times when the system is noninteracting and increases logarithmically when a weak interaction is introduced. This suggests that L c can be used as a measure of entanglement entropy to distinguish MBL from AL for mixed states. Finally, we check that our experimental method for measuring L c via its relation to the MQC is still a good approximation even when introducing interactions. We find that the approximated L c also shows logarithmic growth in the MBL phase, with the approximation becoming better with increasing disorder, i.e., in the deep MBL phase.
Besides these numerical evidence, we can further obtain a more intuitive understanding of why our experimental method for extracting the correlation length from MQC works in a quite robust way. As mentioned, in the case of a non-interacting Hamiltonian, only a restricted set of operators B r k appear in the dynamics and we can exactly measure their contribution to L c . For a Hamiltonian in the MBL phase, the interactions are only a perturbation and thus we still expect a similar behavior. What is more, while in principle the number of possible configurations ζ k that could be populated is exponential, in the presence of disorder only a fraction of them have significant weights (following the area law [33] ). Then, when applied to MBL systems, the MQC method effectively undercounts the true L c , but still exhibits the same logarithmic growth. We can further understand our measurement in terms of out-of-time ordered correlations [34] [35] [36] . As explained in details in the SM, to extract the MQC intensities we effectively measure the quantities
While we can only measure OTOC for collective operators on the whole system, such as Φ, these OTOC still give some information about the spreading or localization of correlations, since ρ eq is a sum of local operators. The information is made more accurate as we consider an average of several OTOC for different Φ(0) operators, even if we cannot measure a whole basis of a subsystem as required to extract the entropy [34, 37, 38] . It will be interesting to experimentally measure other OTOC in our system, as OTOC has been studied in the context of information scrambling in black holes [39, 40] .
In conclusion, we introduced a novel metric for localization, able to distinguish between many-body and single-particle localization. The correlation metric can be measured experimentally, with the only requirement of collective rotations and measurements, by extending MQC techniques developed in NMR that can as well be applied to many other physical systems [35] . We further revealed an interesting relationship between the proto-col for measuring the correlation length and the measurement of OTOC, thus further confirming its ability to measure the logarithmic growth of entanglement associated with MBL. Thanks to our control techniques, we were able to explore a broad range of interesting behaviors in our solid-state spin system. In particular, we observed for the first time many-body localization in a natural spin system associated with a single crystal at high temperature. We note that while we interpreted our results mostly based on a simplified model (1D, nearestneighbour couplings), the real system is more complex due to long-range interactions and a 3D structure. It will be thus interesting to use the tools developed in this work to study subtler properties of localization when these effects are highlighted by the experimental scheme. The system used in the experiment was a single crystal of fluorapatite (FAp). Fluorapatite is a hexagonal mineral with space group P 6 3 /m, with the 19 F spin-1/2 nuclei forming linear chains along the c-axis. Each fluorine spin in the chain is surrounded by three 31 P spin-1/2 nuclei. We used a natural crystal, from which we cut a sample of approximate dimensions 3 mm×3 mm×2 mm. The sample is placed at room temperature inside an NMR superconducting magnet producing a uniform B = 7 T field. The total Hamiltonian of the system is given by
The first two terms represent the Zeeman interactions of the F(σ) and P(s) spins, respectively, with frequencies ω F = γ F B ≈ (2π)282.37 MHz and ω P = γ P B = (2π)121.51 MHz, where γ F/P are the gyromagnetic ratios. The other three terms represent the natural magnetic dipole-dipole interaction among the spins, given generally by
where r ij is the vector between the ij spin pair. Because of the much larger Zeeman interaction, we can truncate the dipolar Hamiltonian to its energy-conserving part (secular Hamiltonian). We then obtain the homonuclear Hamiltonians
and the heteronuclear interaction between the F and P spins,
with
, where θ jk is the angle between the vector r jk and the magnetic field z-axis. The maximum values of the couplings (for the closest spins) are given respectively by J F = −8.19 krad s −1 , J P = 0.30 krad s −1 and J F P = 1.53 krad s −1 . The dynamics of this complex many-body system can be mapped to a much simpler, quasi-1D system. First, we note that when the crystal is oriented with its c-axis parallel to the external magnetic field the coupling of fluorine spins to the closest off-chain fluorine spin is ≈ 40 times weaker, while in-chain, next-nearest neighbor couplings are 8 times weaker. Previous studies on these crystals have indeed observed dynamics consistent with spin chain models, and the system has been proposed as solid-state realizations of quantum wires [21] [22] [23] . This approximation of the experimental system to a 1D, short-range system, although not perfect has been shown to reliably describe experiments for relevant time-scales [20, 41] . The approximation breaks down at longer time, with a convergence of various effects: long-range in-chain and cross chain couplings, as well as pulse errors in the sequences used for Hamiltonian engineering. In addition, the system also undergoes spin relaxation, although on a much longer time-scale (T 1 = 0.8s for our sample). In our experimental analysis, we mapped the physical system to the simple, nearest-neighbor 1D spin chain model. This allowed us to analyze the data with a well-known model, that furthermore leads to analytical solutions at least for the non-interacting case. However, it would be interesting to further analyze if the discrepancies from the ideal model, and in particular long-range interactions, give rise to further, interesting properties when exploring the systems for times where the approximation is no-longer as good. For example, the expected low growth of entanglement in long-range coupling systems is expected to exhibit a power-law [32] , instead of a logarithmic growth, while the question of whether localization can be seen in long-range, higher-dimensional systems is still open.
Appendix B: Entanglement/Rényi Entropy, Mutual Information, and average correlation metrics
The many-body localized phase can be identified by the behavior of the entanglement entropy calculated on a subsystem. Unfortunately, this quantity is typically challenging to measure, and other metrics have been proposed to analyze the dynamics of out-of-equilibrium systems. Previous works have used the Hamming distance to quantify localization for pure states [8, 42] , but this metric shows quantitatively similar dynamics in both AL and MBL. Outof-time ordered correlations (OTOC) between spatially separated local observables have been proposed as a metric to distinguish AL and MBL [34] , and recently measured in some systems [35, 36] . However, OTOC of local operators and other correlation metrics such the QFI are difficult to measure in large many-body systems, as they require the ability to address a subset of the total system. While the QFI has been linked to the experimentally accessible dynamic susceptibility [43] , this relationship is valid only for systems at thermal equilibrium. The metric we introduced in the main text directly aims at evaluating the spread of correlations, its saturation due to Anderson localization, and its slow, logarithmic growth in the presence of interaction (MBL). Here we compare our metric with other proposed metrics, to evaluate its robustness.
Average Correlation Length and Distance
In the main text we focused on the average correlation length as the chosen metric to experimentally detect the MBL phase. Here we introduce a second metric, that we call the average correlation distance that can serve the same purpose and it is even more closely related to the notion of localization length. We then proceed to compare these two metrics to known measures of localization.
In the main text we decomposed the time-dependent density matrix using operators B s k composed of tensor products of k Pauli matrices and L − k identity operators. An alternative decomposition is
where A r j,j+k−1 represents an operator composed of tensor products of Pauli matrices where the two farthest nonidentity operators are located at sites j and j + k − 1; for each k there are ξ k such configurations labeled by r.
We can then define the average correlation distance over which spin correlations have established in the system:
2 is the contribution of all possible spin correlations over distance k, and satisfies the normalization
is a measure of how far information has spread within the system. We expect D c to have a qualitatively similar behavior to L c , as indeed it is even more closely related to the notion of localization length. However, measuring d k and D c is challenging, since for a generic many-body spin Hamiltonian the number of configurations ξ k is exponential in k and L. In addition, we cannot rely on the measurable MQC intensities to extract d k . Indeed, since collective rotations cannot distinguish correlations such as σ x , it is impossible to separate their contributions into d 2 and d 5 , even if they can be correctly classified when measuring f 2 . We find however that for noninteracting systems, and for simple initial states such as ρ eq , all many-spin correlations are in the form
, where the end spins σ a,b are either σ x or σ y . Then, in these systems a spin correlation established over distance k corresponds to a correlation amongst k spins, thus the average distance D c can be alternatively understood as the average number of correlated spins, that is, the average correlation length L c . While for noninteracting systems, f k = d k and consequently L c = D c , for interacting systems the two metrics are different, but they are equally good correlation metrics in distinguishing MBL from AL.
Comparison with known metrics of localization
In our experiments we engineered the Hamiltonian H = uJ j (σ
) + j h j σ j z and showed how it leads to an MBL state. Indeed, our collective control prevented us from engineering Hamiltonians more commonly found in the literature. As this Hamiltonian has not been studied previously, here we show that its interacting version does indeed support MBL by calculating the bipartite entanglement entropy for an L = 8 chain averaged over 10 3 disorder realizations ( Fig. 5.A) . We use the initial pure product state | ↑↑↑ · · · ↑↑ , and calculate the entropy S = −Tr[ρ L log ρ L ], where ρ L is the reduced density matrix of the left half of the chain. We observe a logarithmic growth of entanglement in the presence of weak interactions, a defining feature that separates MBL from AL.
Next, consider our high-temperature system. As the largest component of the Hamiltonian is the Zeeman interaction, H Z = ω 0 Z/2, with ω 0 = (2π)283 MHz, the thermal equilibrium state can be well approximated by ρ eq = e −βH ≈ e −βω0Z/2 . In the experimental conditions, = βω 0 /2 = γ F B/2k B T ≈ 2.3 × 10 −5 and we have so far considered an expansion to first order in , ρ eq = 1 2 L (1 1 − Z) . Since the entropy of the reduced density matrix is zero to first order in , we consider the expansion up to second order,
To second order in , the entropy of the reduced density matrix of the right half of the chain is
. In order to avoid the large constant term in this expression, we can calculate instead the mutual information (MI) I, defined as I = S L + S R − S L∪R [44] . MI is a measure of the total correlations, both quantum and classical, in the system. Notice that MI reduces to twice the bipartite entanglement entropy for pure states, since S L∪R = 0 and S L = S R for pure states. For ρ eq , MI can be expressed as
Interestingly, I also saturates for noninteracting systems and increases logarithmically when interactions is added (see Fig. 5 .B), with a similar behavior as S R . In the main text, Fig. 2 .
Finally we show the dynamics of D c in Fig. 5 .C, and compare L c with the approximated L c (using the method explained in section D and E) in Fig. 5 .D. These correlation metrics all display logarithmic growth in the MBL phase, and thus can be applied analogously as entanglement entropy in distinguishing MBL from AL for highly mixed interacting systems.
Relation with Mutual Information and Entanglement/Rényi entropy
Here we argue that D c , L c and I are closely related when considering highly mixed states such as ρ eq . We show this relationship using D c , but a similar argument also holds for L c . Since the total weight of all correlations sums to one, we can rewrite the last term in Eq. (B3) as
The LHS of Eq. (B4) represents the total weight of correlations contained in the left and right halves of the chain. It is different from one by the amount corresponding to the correlations across the middle of the chain. This difference is the last term inside the bracket on the RHS. If we approximate the weights of local correlations as averages of bulk weights, i.e.,
L−2 , and etc., we can place a lower bound on this difference as The approximation
L−k becomes exact for a translationally invariant system, which is a good approximation for a large system with weak disorder. Similarly, the inequality in the last step of Eq. (B5) becomes tighter for larger systems. Even in the presence of strong disorder, the approximation is still valid upon averaging over many disorder realizations. Substituting Eq. (B5) into Eq. (B3) we obtain a lower bound on the mutual information in terms of the average correlation distance:
With a similar reasoning, we can obtain
. In order to relate L c and D c to entanglement entropy, we first note that S L ≈ S R after disorder averaging. This allows us to write
Using Eq. (B5), we can place a lower bound on the time-dependent part of the entanglement entropy as
Similarly for the second order Rényi entropy:
Beyond the bounds described above, we can obtain explicit expressions for the second order Rényi entropy (or other entanglement metrics) that can be related to measurable quantities in our system. Consider for example the state expansion in terms of the B r k operators, as in Eq. (2) . Taking the partial trace of these traceless operators, we obtain the Rényi entropy for the left half of the spin chain:
where ζ L k counts only the configurations in the left half of the chain. We note that most generally, for
L−k+1 ζ k , where ζ k are all the k-spin configurations in the whole chain. Given the symmetry of the system, we expect that for a translationally invariant system, b r k do not depend on the first spin position, and thus we have
While this is not exactly true for finite systems with open boundaries (and generally in the presence of disorder), we can still extract an approximated Rényi entropy:
This approximated Rényi entropy also shows a distinctive logarithmic growth for the MBL state and can be measured experimentally with our MQC intensity protocol. It is thus an equivalent metric to L c , however we prefer to still refer to L c since it has a simpler physical interpretation.
Appendix C: Measuring MQC Intensities
The complex dynamics of many-spin correlations can be partially elucidated by measuring MQC intensities. Quantum coherence of order k describe the contribution of terms |m n m n | in the density matrix such that m n − m n = k, with m n the collective σ n eigenvalue (n here denote direction). Quantum coherences in the n-basis are then classified based on their response to rotations around the n axis: A state of coherence order q, when rotated around the axis n by an angle ϕ, will pick up a phase equal to qϕ, i.e, e −iϕ/2 j σ j n ρ q e iϕ/2 j σ j n = e −iqϕ ρ q . This property is often used in NMR experiments to select a particular coherence order, by a procedure called phase cycling [30] that amounts to averaging measurements done with phase-shifted pulse sequences.
To see this, consider expanding the density matrix as a sum of quantum coherences: ρ = q ρ q . If we wish, for example, to keep only the even order coherences, we can measure ρ + ρ π , where ρ π is the density matrix rotated around n by π. In ρ π , all odd order coherences pick up a minus sign and exactly cancel their counterparts when added to ρ, leaving only ρ q∈even . We emphasize that quantum coherences are defined with respect to a given axis of rotation. Different axes of rotation give rise to different sets of quantum coherences.
Associated with the decomposition of a density matrix into quantum coherence is the concept of multiple quantum coherence (MQC) intensities. A MQC intensity of order q is defined as I q = Tr[ρ q ρ −q ], that is, I q can be understood as the weight of the q-th order coherence in the density matrix. MQC intensities are an incomplete measure of many-spin correlations since a signal in I q indicates there are at least |q| spins present in the correlations. On the other hand, a correlation with m spins can in principle give rise to all I q with q = −m, −m + 1, · · · , m.
MQC intensities can be measured in four steps. The schematic of a conventional MQC experiment is shown in Fig. 4 . During preparation, the system initially at ρ eq is driven to evolve under a many-body Hamiltonian H, thereby generating many-spin correlations. An encoding pulse, described by the unitary operator e −iϕZ/2 , tags the quantum coherences according to their coherence orders. The refocusing step implements the time-reversed evolution to bring the system back into magnetization, which can then be detected by a π/2 pulse. In our system, the sign of the Hamiltonian can be inverted by adjusting parameters in the pulse sequence (see section F). The overall signal of the MQC experiment can be expressed as
where δρ = U ZU † ∝ U ρ eq U † − 1 1/2 L and we have used the identity Tr[δρ q δρ p ] = δ q,−p in the second to last step. To extract the intensities I q , we perform a series of MQC experiments as we vary ϕ from 0 to 2π in steps of π M , where M is the maximum coherence order to be measured. By performing a discrete Fourier transform (DFT) with respect to ϕ, the MQC intensities can be found
where S m is the signal of the m-th MQC experiment with ϕ = mπ/M . As explained in the main text, MQC intensities encoded in the z axis cannot reveal the extent of spin-correlations generated in ρ eq in our experiments. In the following sections we will explain how conventional MQC experiments can be modified to reveal the full extent of spin-correlations in spin chains.
Here we note that the schemes for measuring MQC intensities amounts to the detection of out-of-time order correlation (OTOC) [35, 38] . Indeed, consider the operators V ≡ Z = j σ j z and W ≡ Φ = e −iφZ/2 . The signal S φ corresponds to measuring the OTOC, S φ (t) = W (t) † V † (0)W (t)V (0) , for a system at infinite temperature [36, 38] . While we cannot measure a full basis for a subsystem of the Hilbert space (which has been shown to yield the second Rényi entropy [38] ), as we have shown in the main text we can use the measured OTOC's to extract an equivalent metric of the the many-body localized phase. We expect that our metric could be of interest in studying many-body phase transitions or chaotic systems. In order to show how f k and L c can be extracted from MQC intensities, we need to first present a microscopic description of the spin-correlations generated by the Hamiltonian. In the main text, we introduce the generic (Floquet) Hamiltonian that we can experimentally generate with our control (see Eq. (1)),
We can rewrite the spin Hamiltonian H in terms of fermion operators using a Jordan-Wigner transformation [45] :
In particular, this makes it apparent that only the last term of the equation corresponds to interactions. The dynamics of the noninteracting Hamiltonian (ignoring j σ
can be solved by mapping the system into a chain of spinless fermions [21, 45, 46] . The time-dependent component of the initial density matrix ρ eq evolves as
where µ is real and symmetric, whereas χ, η, ν are real and antisymmetric; they correspond to the four possible ways to correlate spins in the noninteracting system. In terms of these matrices f k can be expressed as
whereμ k = j µ 2 jj+k , and similar expressions hold for χ, η, and ν. Once f k is found, the correlation length can be calculated as L c = k kf k . Notice that in the noninteracting system the average correlation length is exactly equal to the average correlation distance, i.e., f k = d k and L c = D c . Analytical expressions for these two quantities can be obtained in some limiting cases. For instance, let u = 1, v = g = 0, and consider the double quantum Hamiltonian:
We can rewrite H dq in terms of fermion operators using the Jordan-Wigner transformation, where the fermion operators satisfy {c †
Next we perform a modified Fourier transformation given by c †
, and write the Hamiltonian in momentum space as
. Instead of using a Bogoliubov transformation to diagonalize the matrix, we use Heisenberg's equation of motion to directly obtain the dynamics of each pair of modes,
where ω q = b 2 + J 2 q , cos θ q = b/ω q , and sin θ q = J q /ω q . Note that d q represents a fermion operator in momentum space, it is not to be confused with d k in Eq. (B2). In the thermodynamic limit (L → ∞), the correlation length in the absence of any transverse field (b = 0) can be expressed as
where J k is the k-th Bessel function of the first kind. At long times Jt 1, L c has the asymptotic form L c ∼ 8Jt/π. This shows that the average spread of correlations in the noninteracting spin chain has a light-cone like behavior. When b = 0, L c cannot be expressed analytically. In the regime b J, we can approximate L c as a series expansion in powers of J/b. The first two terms are given by
Thanks to the structure of the density matrix shown in Eq. (D3), we can design a protocol for extracting the average correlation length for the non-interacting system, and to extract a close approximation in the case of interactions. The first step is to extract signal separately from each of the four sectors,μ k ,χ k ,η k , andν k , defined above in Eq. (D4). We use time reversal of the evolution Floquet Hamiltonian to measure ρ(t) and ρ(−t). Since ρ(−t) = ρ * (t), we can thus obtain the real and imaginary parts of ρ from ρ(t) ± ρ(−t).
The † (and similarly for the imaginary part) we can finally find the contributions from the four sectors.
Next we measure the MQC intensities encoded in the x axis for each of these four sectors. For the non-interacting system, the MQC intensities encoded along the x axis for each sector (labeled by the superscript) can be written as . Notice that the MQC spectrum is symmetric, I q = I −q , and satisfies the normalization condition q I q = 1. All experimental data presented in the main text have been normalized accordingly. By inverting Eq. (E1) we can extract µ k ,χ k ,η k , andν k from measured MQC intensities and find f k using Eq. (D4).
In the case of the double quantum Hamiltonian, 
Appendix F: Hamiltonian Engineering
In the main paper we have used a broad range of Hamiltonians to explore different behaviors of the spin chains, ranging from integrable, to single particle and many-body localized. These Hamiltonians were obtained stroboscopically (Floquet Hamiltonians) by applying periodic rf pulse trains to the natural dipolar Hamiltonian that describes the system. We used Average Hamiltonian Theory (AHT [47] ) as the basis for our Hamiltonian engineering method, to design the control sequences and determine the approximation errors.
To see how repeatedly applying a periodic pulse sequence modifies the dynamics of the system, we write the total Hamiltonian as H = H dip + H ext , where H dip = to implement, but it cannot achieve independent control over the disordered and uniform fields, and it can result in lower-quality pulses. We use a second approach which is based on phase-shifting the entire pulse sequence. Consider rotating the n-th cycle of the pulse sequence by (n − 1)φ around the z axis, which can be accomplished by phase shifting all the pulse directions n j in the n-th cycle by (n − 1)φ. The evolution operator for each cycle is given by where Z = j σ j z . The total evolution operator over n cycles is given by the product: . The rotation approach also generates an extra term e −inφZ/2 , this term can be canceled in MQC experiments by rotating the encoding pulse by nφ. This approach allows us to independently tune the disordered field by adjusting g, and the uniform field by varying b.
We note that our methods can be applied more broadly to engineer desired Hamiltonians H des using only collective rotations of the spins applied to the naturally occurring Hamiltonian, H nat . The engineered Hamiltonian is obtained by piece-wise constant evolution under rotated versions of the natural Hamiltonian under the condition k R k H nat R † k = H des , where R k are collective rotations of all the spins, which achieves the desired operator to first order in a Magnus expansion. Symmetrization of the sequence can further cancel out the lowest order correction. Using only collective pulses limits which Hamiltonians can be engineered, due to symmetries of the natural Hamiltonian and the action of collective operators. For typical two-body interactions of spin-1/2, an efficient tool to predict which Hamiltonian are accessible is to use spherical tensors [50] .
