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Abstract
The technique of cooperative communications is finding its way in the next generations
of many wireless communication applications. Due to the distributed nature of cooperative
networks, acquiring fading channels information for coherent detection is more challeng-
ing than in the traditional point-to-point communications. To bypass the requirement of
channel information, differential modulation together with non-coherent detection can be
deployed. This thesis is concerned with various issues related to differential modulation and
non-coherent detection in cooperative networks. Specifically, the thesis examines the be-
haviour and robustness of non-coherent detection in mobile environments (i.e., time-varying
channels). The amount of channel variation is related to the normalized Doppler shift which
is a function of user’s mobility. The Doppler shift is used to distinguish between slow time-
varying (slow-fading) and rapid time-varying (fast-fading) channels. The performance of
several important relay topologies, including single-branch and multi-branch dual-hop re-
laying with/without a direct link that employ amplify-and-forward relaying and two-symbol
non-coherent detection, is analyzed. For this purpose, a time-series model is developed for
characterizing the time-varying nature of the cascaded channel encountered in amplify-and-
forward relaying. Also, for single-branch and multi-branch dual-hop relaying without a direct
link, multiple-symbol differential detection is developed.
First, for a single-branch dual-hop relaying without a direct link, the performance of
two-symbol differential detection in time-varying Rayleigh fading channels is evaluated. It is
seen that the performance degrades in rapid time-varying channels. Then, a multiple-symbol
differential detection is developed and analyzed to improve the system performance in fast-
fading channels. Next, a multi-branch dual-hop relaying with a direct link is considered.
The performance of this relay topology using a linear combining method and two-symbol
differential detection is examined in time-varying Rayleigh fading channels. New combining
weights are proposed and shown to improve the system performance in fast-fading channels.
The performance of the simpler selection combining at the destination is also investigated in
ii
general time-varying channels. It is illustrated that the selection combining method performs
very close to that of the linear combining method. Finally, differential distributed space-time
coding is studied for a multi-branch dual-hop relaying network without a direct link. The
performance of this network using two-symbol differential detection in terms of diversity over
time-varying channels is evaluated. It is seen that the achieved diversity is severely affected
by the channel variation. Moreover, a multiple-symbol differential detection is designed
to improve the performance of the differential distributed space-time coding in fast-fading
channels.
iii
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1. Introduction and Thesis Outline
1.1 Introduction
Perhaps when Heinrich R. Hertz mentioned “I do not think that the wireless waves I have
discovered will have any practical application”, from his modesty, he did not really believe
in great advances in this field. Soon, Nicola Tesla increased the distance of electromagnetic
transmission and Guglielmo Marconi made a breakthrough in wireless communications with
the discovery of short waves. Nowadays, wireless communications are non-detachable parts
of our life. From small cordless gadgets and cellular phones to radars and satellites com-
munications, they all have one thing in common, an antenna and an RF transceiver which
wirelessly connects them to the world.
In wireless communications, long distances, natural or artificial barriers and mobility of
users introduce a notorious effect, known as fading, which can be divided into large-scale and
small-scale fading. Large-scale fading is due to path loss of signals as a function of distance
and shadowing by large objects such as buildings and hills [1–3]. On the other hand, small-
scale fading is due to the constructive and destructive interference of the multiple signal
copies received over multiple paths between the transmitter and receiver. It is the later case
that causes rapid fluctuation in the signal strength which limits the transmission reliability
substantially over wireless channels.
The increasing demand for better quality and higher data rate in wireless communica-
tion systems motivated the use of diversity techniques to mitigate the destructive effect of
fading. The basic idea of all diversity techniques is to provide different replicas of the same
information over multiple independently-faded paths in order to decrease the probability
1
that the received signal is in deep fade (i.e., when the channel gain is dropped dramatically
in magnitude), thus increase the reliability and the probability of successful transmission.
Common diversity techniques that have been studied intensively in the literature and applied
in practice include time diversity (e.g., channel coding, interleaving), spatial diversity (e.g.,
multiple-input multiple-output (MIMO) systems), combination of multi-path and frequency
diversity (e.g., orthogonal frequency division multiplexing (OFDM) together with channel
coding or pre-coding).
Among different diversity techniques, spatial diversity using multiple antennas has been
shown to be a very effective technique both in the literature and practice because of its
better spectral efficiency. However, using multiple antennas is not always feasible in many
applications. The obvious example is in personal mobile units in which there is insufficient
space to make wireless channels corresponding to multiple antennas uncorrelated. This
limitation was however addressed by the technique of cooperative communications [4, 5].
Today, cooperative communications has become a mature research topic in the literature.
Currently, a special type of cooperative communication (with the help of one relay) has been
standardised in the 3 GPP LTE technology to leverage the coverage problem of cellular net-
works and it is envisaged that LTE-advanced version will include cooperative relay features
to overcome other limitations such as capacity and interference [6]. There are also applica-
tions for cooperative relay networks in wireless LAN, vehicle-to-vehicle communications [7]
and wireless sensor networks that have been discussed in [6, 8–11] and references therein.
An illustration of a simple cooperative network with three nodes is given in Figure 1.1. As
can be seen, there are two links from Source to Destination. The first link is the direct channel
from Source to Destination (SD), which is similar to the channel encountered in conventional
point-to-point communication. On the other hand, there is a channel from Source to Relay
(SR) and a channel from Relay to Destination (RD). Since Relay can also listen to Source
from SR channel, it would be able to re-broadcast the received data to Destination through
RD channel. In this way, the second link is established through Source-Relay-Destination
path. For convenience, the overall channel of Source-Relay-Destination is called the cascaded
2
PSfrag replacements
Source
Relay
Destination
Destination
Cascaded channel
Direct channel
Figure 1.1
A simple cooperative network with three nodes.
or the equivalent channel. Therefore, the overall diversity and performance of the network
would benefit from the extra antenna which is constructed using the help of Relay. Similarly,
multiple relays can be used to achieve higher diversity.
Depending on the protocol that relays utilize to process and re-transmit the received
signal to the destination, the relay networks have been generally classified as decode-and-
forward or amplify-and-forward [12]. Among these two protocols, amplify-and-forward (AF)
has been the focus of many studies because of its simplicity in the relay’s function. Specifi-
cally, the relay’s function is to multiply the received signal with an amplification factor and
forward the result to the destination.
Moreover, depending on the strategy that relays utilize to cooperate, relay networks
are categorized as repetition-based and distributed space-time coding (DSTC)-based [13].
In the repetition-based strategy, relays forward the received signals to the destination in
time-division duplex (TDD) fashion, whereas in the DSTC-based strategy, the relays simul-
taneously transmit the received symbols such that a space-time code can be constructed at
the destination. The later strategy has a better spectral efficiency than the former but it is
more complicated to design and build [13].
At the destination, based on the type of modulation, either coherent or non-coherent de-
tection would be applied. In coherent detection, it is required that the instantaneous channel
3
state information (CSI) of all transmission links are known at the destination. Although
this requirement can be accomplished by sending pilot (training) signals and using channel
estimation techniques in slow-fading environments, it is not feasible in fast time-varying
channels. Moreover, collecting the CSI of SR channels at the destination is questionable due
to noise amplification at relays. Furthermore, the computational complexity and overhead
of channel estimation increase proportionally with the number of relays. In addition, in
fast time-varying channels a more frequent channel estimation is needed, which reduces the
effective transmission rate and spectral efficiency. Also, all channel estimation techniques
are subject to impairments that would directly translate to performance degradation.
To circumvent these limitations, in repetition-based strategy, differential modulation with
two-symbol non-coherent detection has been considered in [14–20] for AF relay networks.
This technique is referred as differential AF (D-AF) transmission. In D-AF transmission, in-
formation bits are differentially encoded at the source. Only the second-order statistics of the
SR channels (no instantaneous CSI) are needed at the relays to determine the amplification
factor [14–17]. Then, the decision variables, computed from the received signals in differ-
ent links, are weighted and summed at the destination. Computing the optimum weights
for Maximum-Ratio-Combining (MRC) require the instantaneous CSI of Relay-Destination
(RD) channels, which are unknown, and the amplification factors of relays. Thus, the second-
order statistics of the RD channels have been used to define a set of fixed weights in [14–17].
For further reference, this method is referred as semi-MRC.
Distributed space-time coding (DSTC) is another strategy that has been considered in
cooperative networks to provide a better spectral efficiency than the repetition-based strategy
[13]. In the DSTC-based strategy [13, 21, 22], the relays cooperate to process and forward
the received signals to the destination so that a space-time code can be constructed at the
destination and therefore allow the system to enjoy the higher spectral efficiency of space-
time codes [23]. Moreover, the constructed virtual antenna array (VAA) enables one to
extend established techniques of traditional MIMO systems to relay networks. For instance,
most of the designed space-time codes for MIMO systems can be utilized in cooperative
networks [13, 21, 22]. Also, differential space-time codes [24, 25] can be adapted for relay
4
networks as in [26–29] so that non-coherent detection can be done without any requirement
of the CSI.
1.2 Research Objectives
Motivated from the previous discussion, this thesis is concerned with differential modula-
tion and non-coherent detection in wireless relay networks. The main objectives are outlined
as follows.
• Most of the existing literature on differential amplify-and-forward transmission assumes
a slow-fading environment and shows that a 3-4 dB loss is observed between coherent and
non-coherent detection. However, with the increase of vehicles’ speed (e.g., when a mobile
user travels in a high-speed train) [30, 31], the wireless channels become more time-varying.
This faster variation thus leads to a higher degradation in the performance. Hence, it is
important to analyse the performance and examine the robustness of non-coherent detection
in fast-fading channels. The first objective of our research is therefore to study differential
amplify-and-forward relay networks in time-varying Rayleigh fading channels. In point-
to-point communications, to study the performance of differential modulation over time-
varying channels, a time-series model is often used for modelling the direct channel. In relay
networks, the cascaded channels have a more complex distribution than that of the direct
channel. To the best of our knowledge, to date, there is no study on the time-series model
of cascaded channels. Hence, a time-series model is developed to characterize the evolution
of the cascaded channel in time. Based on this model, the performance of several important
topologies are investigated. This investigation would be a useful tool to design a robust
system and prevent the network to fall into regions that additional power transmission will
not improve the performance (error floor regions).
• In the conventional non-coherent detection, the decision variable is computed from the
latest two received symbols. However, two-symbol differential detection would not perform
well in fast-fading channels. Hence, it would be useful to improve the performance of non-
coherent detection in time-varying channels using other techniques. One of the techniques
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that has been used in point-to-point links to improve the performance of non-coherent de-
tection in time-varying channels is multiple-symbol differential (MSD) detection [32]. In this
technique, a larger window of the received symbols are jointly processed for detection. Here,
we consider the application of MSD decoding and investigate its effectiveness in the context
of relay networks for two relay topologies.
• The Maximum-Ratio Combining (MRC) technique needs at least the second-order
statistics of all transmission links. However, collecting the second-order statistics of all
channels at the destination might be a challenge (if not impossible) for some applications.
On the other hand, selection combining does not need any kind of CSI. Although the SC
method has been considered for point-to-point communications with diversity reception,
this technique has not been considered for relay networks employing differential amplify-
and-forward strategy. Hence, our objective is to develop selection combining for differential
amplify-and-forward relay networks. Performance analysis of the SC method shall also be
considered and compared with that of the MRC method to determine a trade-off between
simplicity and performance.
1.3 Research Methodology
The main methodology in our research is summarized below.
• Communication theory [33] is the main tool to develop new signal processing algorithms
and conduct performance analysis of the networks under consideration. Probability
theory, random variables and processes, linear algebra and matrix analysis are also
extensively used in our research.
• Channel modelling in time-varying scenarios for relay networks is identified as an im-
portant and crucial task. This will be done by applying and extending the modelling
techniques in point-to-point channels.
• As any design starts with the system modelling stage and it is not possible to build the
complete physical system at the beginning, computer simulation using MATLAB is a
common and important tool in communications research (and perhaps in many other
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related areas). Here, MATLAB is used to simulate various elements of communication
links such as Source, wireless channels, Relays and Destination. The accuracy of
channel modelling and any important or major approximations made in the theoretical
development will be verified with computer simulation. In addition, the performance
of the developed signal processing algorithms will be checked and verified with the
theoretical analysis and the results will be interpreted.
1.4 Organisation of the Thesis
This dissertation is organized in a manuscript-based style. The first two chapters of the
thesis discuss relevant background of point-to-point and relay wireless communications. The
published or submitted manuscripts are included as the contributions of the thesis.
Chapter 2 contains the background on point-to-point wireless communications which will
be extended to relay networks in Chapter 3. In Chapter 2, first, single-antenna communica-
tion systems, the block diagram of transmitter and receiver, the wireless channel model and
modulation and demodulation techniques are described. Next, multiple-antenna communi-
cation systems, receive and transmit diversity, combining methods and space-time coding are
presented. Chapter 3 covers the essential background knowledge on cooperative networks.
The major relay topologies, relay protocols and cooperative strategies, that are relevant to
this thesis, are introduced in this chapter.
The manuscript in Chapter 4 studies a dual-hop relaying system without direct link
that employs differential M-PSK together with two-symbol and multiple-symbol differen-
tial detection. The performance of this system in time-varying channels is analysed. A
multiple-symbol detection is also developed and theoretically analysed for this system. The
manuscript in Chapter 5 considers multi-branch dual-hop relaying with direct link using
semi-MRC at the destination. Differential M-PSK and two-symbol non-coherent detection
are employed in this system and its performance is evaluated in time-varying channels. The
manuscript in Chapter 6 studies selection combining (SC) at the destination of relay net-
works. The performance of this system in slow-fading channels is analysed and compared
with the system using the semi-MRC method. The manuscript in Chapter 7 examines the SC
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method in general time-varying Rayleigh fading channels. While Chapters 4-7 are concerned
with the repetition-based strategy, Chapter 8 considers a multi-branch dual-hop relaying
without direct link and with the use of distributed space-time coding (DSTC) strategy.
The performance of this system using two-symbol differential detection in terms of diversity
over time-varying channels is analysed. Moreover, a multiple-symbol differential detection
is developed for this system to improve its performance in fast-fading channels. Finally,
Chapter 9 concludes this thesis by summarizing the contributions and suggesting potential
research problems for future studies.
Notation: Bold upper-case and lower-case letters denote matrices and vectors, respec-
tively. (·)t, (·)∗, (·)H denote transpose, complex conjugate and Hermitian transpose of a
complex vector or matrix, respectively. | · | denotes the absolute value of a complex number
and ‖ · ‖ denotes the Euclidean norm of a vector. CN (0, N0) stands for complex Gaussian
distribution with zero mean and variance N0. E{·} denotes expectation operation. Both e(·)
and exp(·) show the exponential function. diag{s} is the diagonal matrix with components
of s on the main diagonal and IN is the N×N identity matrix. A symmetric N×N Toeplitz
matrix is defined by toeplitz{x1, · · · , xN}. det{·} denotes determinant of a matrix. CN is
the set of complex vectors with length N . Z is the set of integer numbers.
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2. Background on Point-to-Point
Communications
This chapter discusses point-to-point communication systems using single antenna and
multiple antennas in wireless fading channels. First, for a single antenna system, the block di-
agram of the transmitter and receiver, the channel model and modulation and demodulation
techniques are described. Specifically, the focus is on differential encoding and non-coherent
detection techniques which do not require channel estimation. Next, diversity systems using
multiple antennas, different combining methods and space-time codes are described. The
background given in this chapter will be extended and applied to the context of relay net-
works in the next chapters.
2.1 Single-Antenna Wireless Communication
Figure 2.1 depicts a point-to-point communication link in which a source transmits signals
to a destination using a single antenna over a wireless channel. The transmitted signal is
an electromagnetic wave in the radio frequency band (RF). This signal is generated by the
transmitter, whose detailed operation is described next.
2.1.1 Transmission
The structure of the transmitter of a point-to-point communication system over a wire-
less channel is illustrated in Figure 2.2. For simplicity, all signals and signal processing
blocks are shown in the complex form. In reality, the complex form is divided into real and
imaginary parts, which correspond to the in-phase and quadrature components of the RF
signal. Moreover, due to Digital Signal Processing (DSP) implementation, the discrete-time
9
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A point-to-point wireless communication link.
equivalent is used for signal representation before the pulse-shaping block. Information to
be transmitted, either analog signals such as audio or video, or digital signals such as text or
multi-media, are converted to binary (bit) sequence by previous stages (e.g., source coding).
Then, the binary sequence is given to the modulation block.
M-PSK Modulation
Information bits are mapped to symbols using a signalling (or modulation) scheme.
Among different signalling techniques, the M-ary phase-shift keying (M-PSK) is widely
used in existing technologies such as WLANs, RFID standards, Bluetooth, satellite commu-
nications etc., owing to its constant envelope property and good bandwidth efficiency. In
M-PSK, a group of log2M information bits are encoded into the phase of symbol v[k] ∈ V
where V = {ej2πm/M , m = 0, . . . ,M − 1} and k is the discrete-time index. For a M-PSK
there areM signal points equally spaced on the circle. Signal space plot of 8-PSK is depicted
in Figure 2.3, in which eight signal points are shown.
Differential Encoding
The second block can be bypassed for coherent detection such that s[k] = v[k]. However,
for applications that channel estimation is not feasible, information symbols can be differen-
tially encoded, so that the receiver does not need the CSI. Such a scheme is called differential
M-PSK (M-DPSK). Given v[k] ∈ V and s[k − 1] ∈ V, M-PSK and M-DPSK symbols at
time indices k and k − 1, respectively, the M-DPSK symbol at time k is obtained as
s[k] = v[k]s[k − 1], k ∈ Z, s[0] = 1. (2.1)
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A communication system operating over a wireless fading channel.
Pulse Shaping and Up conversion
The resulting discrete-time symbol is then converted to a continues-time signal using the
pulse shaping block in the baseband. The baseband signal, sb(t), is then up-converted by
a local oscillator to produce an RF signal s˜(t), 0 < t < Ts, where Ts is the symbol time
(or symbol duration)1. Next, the RF signal is propagated through the wireless channel and
would be affected by large scale fading (pathloss and shadowing) and small scale fading.
Small scale fading or simply fading is the main cause of rapid fluctuation in the signal
strength. Hence, it is important to look at the mathematical model of a fading channel.
1To simplify the notation, signal equations in the passband are avoided and only the baseband represen-
tations are used.
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2.1.2 Wireless Channel
In wireless communications, to avoid dealing with the complexity of electromagnetic
equations, wireless channels are modelled with a linear time-varying system [1]. Depending
on the propagation delay, channels are divided to frequency selective and flat fading channels.
In frequency selective channels, the propagation delay is larger than the symbol time whereas
in flat-fading channels the delay spread is much less than the symbol time. The focus of
this thesis is on flat-fading channels, which are applicable for narrowband communication
systems. For flat-fading channels, the channel impulse response is represented by one filter
tap (or coefficient). In addition, since most of the processing is actually done at the baseband,
the baseband representation of the channel coefficient is used. This coefficient is modelled as
a complex random variable whose distribution depends on the nature of the radio propagation
environment.
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Statistical Model
Typical distributions for the baseband channel coefficient are Rayleigh, Rician, Nakagami,
etc. In this thesis, the Rayleigh flat-fading model is adopted since it is a popular model for
many applications such as mobile networks. Let h[k] represent the channel coefficient in a
Rayleigh flat-fading model at time index k. Then, h[k] is modelled as a complex Gaussian
random variable with zero mean and variance σ2h. In fact, the name “Rayleigh” fading comes
from the distribution of the envelope η = |h[k]|, which is a Rayleigh distribution:
fη(η) =
η
σ2h
exp
(
− η
2σ2h
)
, η ≥ 0. (2.2)
Also, the related random variable λ = |h[k]|2 is exponentially distributed with density
fλ(λ) =
1
σ2h
exp
(
− λ
σ2h
)
, λ ≥ 0. (2.3)
The exponential random variable is mostly encountered in the performance analysis.
Auto-Correlation
Due to mobility of users, the fading channel also changes over time and thus the rate
of channel variation has a significant impact on many aspects of a wireless communication
system. A statistical quantity that models this variation in time is known as the channel
auto-correlation function, ϕ(n), defined as
ϕ(n) = E{h[k]h∗[k + n]} (2.4)
where n is the time-distance between two channel coefficients at time indices k and k + n,
respectively. If the symbol duration is smaller than the period of time over which the fading
process is correlated, the channel is called slow-fading. Otherwise it is fast-fading.
A popular model for the auto-correlation function of a flat-fading channel is Clark’s or
Jakes’ model [34], given as
ϕ(n) = σ2hJ0(2πfDTsn), (2.5)
where J0(·) is the zeroth-order Bessel function of the first kind:
J0(x) =
1
π
π∫
0
ejx cos(θ)dθ (2.6)
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and fD and Ts are the Doppler frequency and symbol duration, respectively. The Doppler
frequency is caused by the mobility of users and determined as fD = fcv/c where fc is
the carrier frequency used by the communication system, v is the velocity of the user and
c = 3× 108 is the speed of light. Usually, the rate of the channel variation is shown with the
product fDTs and it is called the normalized Doppler frequency.
To get more insights about the relationship between the channel variation and the nor-
malized Doppler frequency, the evolution of the amplitude of a Rayleigh flat-fading channel
coefficient over time, under different fade-rates, and also its auto-correlation function is plot-
ted in Figure. 2.4. As can be seen from the figure, the variation rate of the channel is
directly related to the normalized Doppler value and the auto-correlation function value.
For fDTs = .001, the channel coefficients are approximately fixed over time, which is also
related to the small slope of the corresponding auto-correlation plot. Such a channel is
called slow-fading. For fDTs = 0.01 and 0.03 the auto-correlation values change faster and
the channel variations are larger. Such channels would be called fast-fading. The above
values of the normalized Doppler frequency can be translated to different vehicle speeds of
communication nodes in a typical wireless system. For example, in a system with carrier
frequency fc = 2 GHz and symbol duration Ts = 0.1 ms, the corresponding Doppler shifts
would be around fD = fDTs/Ts = 10, 100, 300 Hz, which would correspond to the speeds of
v = cfD/fc = 5, 54, 162 km/hr, respectively (c = 3× 10−8 m/s is the speed of light).
Auto-Regressive Models
It is also important to mathematically model the evolution of channel coefficients in
time using a time-series model. Such a model would be useful for simulation purpose or
in performance analysis of a communication system operating over time-varying channels.
The first-order AR model, AR(1), has been widely used and verified as a simple yet effective
time-series model for Rayleigh flat-fading channels [35, 36]. It is given as
h[k] = αh[k − 1] +
√
1− α2 e[k] (2.7)
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Evolution of channel coefficients and corresponding auto-correlation
values of a Rayleigh flat-fading channel under different fading rates.
where α ≤ 1 is the auto-correlation value of the channel and e[k] is distributed as CN (0, σ2h)
and independent of h[k − 1]. It is easy to see that with the above model, the distribution of
h[k] is complex Gaussian with zero mean and variance σ2h.
Channel Simulation
There are several methods to generate time-correlated channel coefficients in computer
simulation. In this thesis, the simulation algorithm of [37] is used. This simulation algo-
rithm utilizes a sum-of-sinusoids method to generate time-correlated Rayleigh-faded channel
coefficients. For instance, to generate h[k]:
h[k] = ℜ{h[k]}+ jℑ{h[k]},
ℜ{h[k]} =
√
2
N1
N1∑
n=1
cos(2πfDk cos(an) + φn) (2.8)
ℑ{h[k]} =
√
2
N1
N1∑
n=1
cos(2πfDk sin(an) + ψn) (2.9)
an =
2πn− π + θ
4N1
, n = 1, 2, · · · , N1
where φn, ψn, and θ are statistically independent and uniformly distributed on [−π, π) for
all n and N1 is the number of multipaths chosen arbitrarily large enough for an accurate
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model [37]. The input to the simulation algorithm is the normalized Doppler frequency of
the channels, which is a function of the velocity of users and the symbol duration (i.e., the
transmission rte). For the same transmission rate, a higher velocity causes a higher fade-rate
and thus less correlation between channel coefficients. Therefore, by changing the Doppler
values, various fading scenarios from slow-fading to fast-fading channels can be simulated.
2.1.3 Receiver and Detection
The structure of the receiver is illustrated in Figure 2.2. The signal from the receive
(Rx) antenna is added by AWGN noise in the passband. Then, the received RF signal y˜(t)
is down-converted by a local oscillator2 and passed through the match filter to obtain the
continuous-time baseband signal yb(t). The signal yb(t) is then sampled at the symbol rate
1/Ts to obtain the discrete-time baseband signal as
y[k] =
√
Ph[k]s[k] + w[k], (2.10)
where P is the transmit power per symbol, h[k] ∼ CN (0, σ2h) is the channel coefficient and
w[k] ∼ CN (0, N0) is the discrete-time white Gaussian noise component at the receiver. The
signal-to-noise ratio (SNR), defined as the ratio of the average received signal power per
(complex) symbol time to noise power per (complex) symbol time, is given as
SNR =
Pσ2h
N0
. (2.11)
Coherent Detection
In the case of coherent detection, the channel coefficient is obtained by the channel
estimator block. Assuming perfect channel estimate, coherent detection of M-PSK can be
performed on a symbol by symbol basis by multiplying y[k] and h∗[k] as
h∗[k]y[k] = |h[k]|2v[k] + h∗[k]w[k] (2.12)
2It is assumed that the transmitter and receiver are synchronized. In practice, propagation over a long
distance leads to a delay in the received signal, which can be estimated and compensated for by a synchro-
nization algorithm.
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where s[k] = v[k] when the differential encoder is bypassed in a coherent system. Then the
maximum likelihood (ML) detection of the transmitted symbol can be obtained as
vˆ[k] = arg min
v[k]∈V
|h∗[k]y[k]− v[k]|. (2.13)
The error probability of such a system at high SNR can be shown to behave as [1]
Pe ∝ 1
SNR
. (2.14)
The above expression shows that the achieved diversity order, which is defined as [1],
Gd = − lim
SNR→∞
log(Pe(SNR))
log(SNR)
(2.15)
is equal one for this system.
Two-Symbol Non-Coherent Detection
When differential encoding is performed at the transmitter, non-coherent detection can
be applied without requiring the knowledge of h[k] (i.e., no channel estimation is required).
Assuming the channel coefficients stay approximately constant for two successive symbols
i.e., h[k] ≈ h[k − 1], one has
y[k] = v[k]y[k − 1] + w˜[k] (2.16)
where w˜[k] = w[k]− s[k]w[k− 1] is the equivalent noise at the output of the detector, which
is also a complex Gaussian random variable with zero mean and variance 2N0.
Hence, based on the observations y[k− 1] and y[k], differential non-coherent detection of
M-DPSK can be performed by computing the following decision variable
ζ = y∗[k − 1]y[k] = v[k]|y[k − 1]|2 + y∗[k − 1]w˜[k]. (2.17)
From the above expression it can be seen that the ML detection of the transmitted symbol
at time k, can be obtained as [38]:
vˆ[k] = arg min
v[k]∈V
|ζ − v[k]| (2.18)
which shows that no channel information is needed for the detection. It is also well known
that, because the noise variance is doubled, about 3 dB performance loss exists between
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coherent and non-coherent detections in slow-fading environment [3, 38]. However, the two-
symbol non-coherent detection suffers a larger performance loss in time-varying channels [3].
Multiple-Symbol Differential Detection
To overcome the performance limitations of two-symbol detection, multiple-symbol dif-
ferential (MSD) detection [32, 39, 40] has been proposed for point-to-point communications.
In MSD detection, blocks of N > 2 received symbols are jointly processed to decide on N−1
data symbols. Let’s collect N received symbols into vector y = [ y[1], · · · , y[N ] ]t, which can
be written as
y =
√
Pdiag{s}h+w (2.19)
where s = [ s[1], · · · , s[N ] ]t, h = [ h[1], · · · , h[N ] ]t and w = [ w[1], · · · , w[N ] ]t. The
maximum likelihood MSD detection decision rule reads [40]
sˆ = arg min
s∈CN
{
(diag{y}s∗)H C−1diag{y}s∗
}
(2.20)
where C = E{hhH}+N0IN and E{hhH} = toeplitz{1, ϕ(1), · · · , ϕ(N − 1)} and ϕ(·) is the
auto-correlation function of the channel. Using the Choleskey decomposition C−1 = LLH ,
the decision rule can be further simplified to
sˆ = arg min
s∈CN
{‖Us‖2} (2.21)
where U =
(
LHdiag{y})∗ is an upper triangular matrix. The above decision rule can be
solved by the sphere decoding algorithm [40] with low complexity.
2.2 Multiple Antenna and Spatial Diversity
As described in the previous section, the diversity order of a single-antenna communica-
tion system over fading channels is equal to one. To improve the performance of communi-
cation systems over fading channels, diversity techniques such as time, frequency or spatial
diversity can be used. Here, spatial diversity is considered as it provides better bandwidth
efficiency. Spatial diversity is an effective method to combat detrimental effects in wireless
fading channels by using multiple antennas at the transmitter and/or the receiver. Spatial
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diversity can be classified as receive diversity, transmit diversity and transmit and receive
diversity.
2.2.1 Receive Diversity
Receive diversity is simply achieved by employing multiple antennas at the receiver as
depicted in Figure 2.5. The distance between the receiver antennas is such that the trans-
mitted symbol experiences an independent fading value in each link. Assume that symbol
s[k] is transmitted from the transmit (Tx) antenna at time k. The received signals at Rx
antennas are given as
yi[k] = hi[k]s[k] + wi[k], i = 1, · · · , R, (2.22)
where the i-th channel hi[k] ∼ CN (0, σ2h) and the noise wi[k] ∼ CN (0, N0) are independent
across the antennas. To achieve a diversity, the received signals need to be combined using
some combining technique. There are two main combining methods that are considered as
follows.
Maximum Ratio Combining (MRC)
The MRC method weights the received signal in each branch in proportion to the signal
strength and also aligns the phases of the signals to maximize the output SNR [1]. The
sufficient statistic is given as
ζ =
R∑
i=1
aiζi (2.23)
where ai are the combining weights. For coherent detection, v[k] = s[k] and the quantities
ζi are
ζi = h
∗
i [k]yi[k] = |hi[k]|2v[k] + h∗i [k]wi[k], i = 1, · · · , R. (2.24)
On the other hand, for non-coherent detection one has
ζi = y
∗
i [k − 1]yi[k] = |yi[k − 1]|2v[k] + y∗i [k − 1]w˜i[k], (2.25)
where w˜i[k] = wi[k] − s[k]wi[k − 1]. If all links have the same average signal strength, one
has ai = 1, i = 1, · · · , R. The output of the combiner is then used to detect the transmitted
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Spatial diversity using multiple receive antennas.
signal as
vˆ[k] = arg min
v[k]∈V
|ζ − v[k]|. (2.26)
It has been shown that the error probability of the MRC scheme behaves as [1]
Pe ∝ 1
(SNR)R
(2.27)
which reveals that the achieved diversity order is R. Also, non-coherent detection performs
around 3 dB worse than its coherent version in slow-fading channels [3].
Selection Combining
Another important combining method is selection combining (SC). In the SC method,
the decision statistics of each link is computed and compared to choose the link with the
highest SNR. For coherent detection, this requires estimation of the channel coefficients of
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all links. In practice, the link with the highest amplitude of the received signal is chosen
instead and then only the channel in the chosen link is estimated for coherent detection.
Similarly, for non-coherent detection, the link with the highest amplitude of the decision
variable is chosen. The output of the combiner is therefore
ζ = arg max
ζi,i=1,··· ,R
{|ζi|} (2.28)
where
ζi =
 yi[k], for coherent detectiony∗i [k − 1]yi[k], for non-coherent detection. (2.29)
The output of the combiner can be used to detect the transmitted signal using (2.13) and
(2.26), for coherent and non-coherent, respectively. The SC method is simpler than the MRC
method and can also provide a diversity of R. However, its performance is inferior to that
of the MRC method [23].
2.2.2 Transmit Diversity
Providing a spatial diversity by using multiple antennas at the transmitter is depicted in
Figure 2.6. There are R transmit antennas and one receive antenna. There are two main
methods to send signals from Tx antennas to Rx antenna that achieve a diversity of R. They
are discussed next.
Repetition-Based Transmission
First, consider a time division duplex (TDD) transmission where all antennas send the
same symbol in different time slots to the receiver. In any time, only one antenna is turned
on and the rest are silent. This is similar to repetition code [1] and hence not efficient in
terms of spectral efficiency. However, this method is similar to one of the main cooperative
strategies that employed in this thesis.
Let, x be the transmitted symbol and y[k + i − 1] be the received symbol from the ith
transmit antenna. It can be written as
y[k + i− 1] = hix+ w[k + i− 1], i = 1, · · · , R (2.30)
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Spatial diversity using multiple transmit antennas and repetition-based
code.
where hi ∼ CN (0, σ2h) is the channel gain from the ith transmit antenna to the receiver and
w[k + i − 1] ∼ CN (0, N0) is the noise component in each time slot and R is the number of
transmit antennas. As can be seen, there are R copies of the transmitted symbol perturbed
by independent fading values and noises. Similar to receive diversity, the received signals in
different time slots can be combined using the MRC or SC method to achieve diversity.
On the other hand, instead of the repetition-based transmission, space-time codes can
be utilized in multiple-antenna systems to achieve a better spectral efficiency.
Space-Time Coding
A space-time code (STC) is essentially a rule that maps the input bits to the transmitted
symbols for a multiple antennas system. With space-time coding, symbols can be transmitted
simultaneously from different antennas and hence a higher data rate can be achieved.
As an example, consider a system with two transmit and one receive antennas. For
such a system, there is a very famous STC known as Alamouti orthogonal space-time block
code [41]. The code is described in Figure 2.7. A modulation scheme such as PAM, PSK,
etc., with M symbols is used to map log2M bits to a symbol. Let s1 and s2 be two symbols
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Block diagram of the Alamouti orthogonal space-time block coding
scheme.
to be transmitted. In the first time slot, the transmitter sends s1 from antenna 1 and s2
from antenna 2. Then, in the second time slot, it transmits −s∗2 and s∗1 from antenna 1 and
antenna 2, respectively [23]. The transmitted codeword is expressed as
S =
s1 −s∗2
s2 s
∗
1
 . (2.31)
Here, it is assumed that the channel gains are quasi-static (i.e., they are constant during
two time slots) and hence for simplicity the time index is dropped for all symbols. Also,
transmission of one codeword during two time slots is called one block transmission.
Then, the received signal at the receiver over two time slots is
y = [y1, y2]
t =
√
PSh+w (2.32)
where h = [h1, h2]
t ∼ CN (0, I2) is the channel vector, w = [w1, w2]t ∼ CN (0, N0I2) is the
noise vector and P is the average received power per symbol.
After some simple manipulations, (2.32) can be re-written asy1
y∗2
 =
h1 h2
h∗2 −h∗1
s1
s2
+
w1
w∗2
 . (2.33)
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The very important property that follows from the specific structure of the Alamouti STC is
that the columns of the above square channel matrix are orthogonal, regardless of the actual
values of the channel coefficients. Hence, with known channel information at the receiver,
the transmitted symbols can be separately detected by projecting [y1, y
∗
2]
t onto each of the
two columns to obtain the sufficient statistics as follows:
h∗1y1 + h2y
∗
2 = (|h1|2 + |h2|2)s1 + w˜1 (2.34)
h∗2y1 − h1y∗2 = (|h1|2 + |h2|2)s2 + w˜2 (2.35)
where w˜1 = h
∗
1w1 + h2w
∗
2 and w˜2 = h
∗
2w1 − h1w∗2 are effective noise components. Based on
the above expressions, the information symbols s1 and s2 can be detected in the same way as
for single-antenna point-to-point system, albeit with more favourable effective channel gain
of |h1|2 + |h2|2. In fact, such an effective channel gain yields a diversity order of 2.
The above discussion also shows that the Alamouti code can send one symbol per one
time slot, while the TDD scheme sends only one symbol per two time slots for R = 2 transmit
antennas. Thus, the Alamouti code provides twice the data rate over the TDD scheme while
a full diversity of two can be achieved by both schemes.
Differential Space-Time Coding
To avoid channel estimation at the receiver, similar to the differential PSK described for
single-antenna system, differential unitary space-time codes (D-USTC) have been investi-
gated in [24, 25] for multiple-antenna systems. In D-USTC, information symbols at block
index k are encoded as an unitary matrix V[k] ∈ V where V = {Vl|V∗lVl = VlV∗l = IR, l =
1, · · · , L}. Here R and L are the number of transmit antennas and the total number of
codewords, respectively. Designing these unitary matrices has been studied in [24, 25]. The
codeword is then differentially encoded as
S[k] = V[k]S[k − 1], S[0] = IR, (2.36)
which is also a unitary matrix. The encoded codeword is then transmitted from multiple
antennas to the receiver. The vector form of the received signal at the receiver at block index
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k is given as
y[k] =
√
PS[k]h[k] +w[k]. (2.37)
Two-Codeword Non-Coherent Detection
Also, similar to DPSK, two-symbol non-coherent detection can be applied to D-USTC
used in the multiple-antenna system. In the case of slow-fading, it is assumed that the
channel vector is approximately constant for two block transmissions, i.e.,
h[k] ≈ h[k − 1]. (2.38)
Substituting (2.36) and (2.38) into (2.37) gives
y[k] = V[k]y[k − 1] + w˜[k] (2.39)
where
w˜[k] = w[k]−V[k]w[k − 1] (2.40)
is the equivalent noise vector at the detector output, which is CN (0, 2N0IR). Based on
(2.39), non-coherent detection of the transmitted codeword is as folows [24, 25]:
Vˆ[k] = arg min
V[k]∈V
‖y[k]−V[k]y[k − 1]‖. (2.41)
Again, around 3 dB performance degradation exists between coherent and non-coherent
detections [24, 25] over slow-fading channels. The performance degradation is, however,
larger for time-varying channels [42].
Multiple-Symbol Non-Coherent Detection
Similar to multiple-symbol differential (MSD) decoding [32, 39, 40] of DPSK signals in
single-antenna systems, the MSD detection has been investigated for D-USTC in MIMO
channels in [43]. Let the N received symbols be collected in vector y¯ = [yt[1], · · · ,yt[N ]]t,
which can be expressed as
y¯ =
√
P S¯h¯+ w¯ (2.42)
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where S¯ = diag{S[1], · · · ,S[N ] } is aNR×NR block-diagonal matrix and h¯ = [ ht[1], · · · ,ht[N ] ]t
and w¯ = [ wt[1], · · · ,wt[N ] ]t.
The maximum likelihood MSD detection processes blocks of N consecutively received
symbols to find estimates for (N − 1) codewords V¯ = diag{V[1], · · · ,V[N − 1]} which
correspond to N transmit codewords in S¯. The ML MSD detection rule can be written
as [43]
ˆ¯V = arg min
V¯∈VN−1
{y¯HS¯(C−1 ⊗ IR)S¯H y¯}, (2.43)
where C = Rh +N0IN and Rh is given as
Rh = toeplitz{ϕ(0), ϕ(R), · · · , ϕ((N − 1)R)} (2.44)
and ϕ(·) is the auto-correlation function. Since the complexity of the ML MSD detection
grows exponentially with N , a tree-search decoding algorithm (i.e., sphere decoding) has
been developed in [43] to solve the minimization of (2.43) with low complexity.
2.3 Summary
In this chapter, point-to-point communication systems using single antenna and multiple
antennas were introduced. For single-antenna systems, the structures of the transmitter,
channel fading model and receiver were described. For multiple-antenna systems, receive di-
versity using two important combining techniques (MRC and SC) and also transmit diversity
using repetition coding and space-time coding were presented. Also, differential modulation
and non-coherent detection were discussed for both cases. It was pointed out that 3 dB
performance loss exists between coherent and non-coherent detections in slow-fading chan-
nels and that the performance degradation would be larger in fast time-varying channels.
Multiple-symbol differential detection is also introduced for both scenarios to mitigate per-
formance degradation in fast time-varying channels.
In the next chapter, these fundamental concepts will be extended and applied to relay
networks. Important topologies, relay protocols and strategies will be introduced. Specifi-
cally, amplify-and-forward relaying together with repetition-based relaying and distributed
space-time coding will be elaborated.
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3. Cooperative Communications
In the previous chapter, point-to-point communications was introduced. It was explained
that the effect of multipath fading can be mitigated using diversity techniques. Specifically,
spatial diversity using multiple antennas at either transmitter or receiver was elaborated.
However, in many wireless applications, such as cellular networks, WLAN, and ad-hoc sen-
sor networks, deploying multiple antennas is not feasible. This is mainly due to the size
and weight restrictions of these applications. In addition, due to power limitation of wire-
less systems, users at far locations or on the borders of wireless cells, suffer from coverage
limit and interference from other neighbour cells. Fortunately, providing spatial diversity
became feasible in these applications thanks to the work of Sendonaris et al. on cooperative
communications [4, 5].
In this chapter, cooperative or relay communications are presented as a mean to over-
come the above mentioned limitations of deploying multiple antennas at one communication
terminal. The canonical relay network topologies, relay protocols and cooperative strategies
are introduced. The background in this chapter is useful for better understanding of the
main contributions in subsequent chapters.
3.1 Overview and Topologies of Relay Networks
Due to non-directional propagation of electromagnetic waves, all users in a network are
able to receive signals from other users. In cooperative communications, users act as relays
that receive and process signals from Source and forward the results to Destination. Depend-
ing on the availability of the direct channel from the source to the destination or the number
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Figure 3.1
Single-branch dual-hop relaying without direct link for coverage exten-
sion.
of relays in the network, various topologies can be constructed. Moreover, relay networks
can be distinguished by the protocol that the relays use to process the received signals from
Source or by the strategy of cooperation. In the following, the main topologies, protocols
and strategies, that will be employed in the next chapters, are introduced.
Single-Branch Dual-Hop Relaying Without Direct Link
Depending on the propagation conditions, the direct link between the source and the
destination may not be sufficiently strong to facilitate data transmission. For instance, a
mobile user at the cell edge of a cellular network would receive a weak signal of interest from
the base station and experience a coverage limit. In this situation, a neighbour user can act
as a relay to bridge the source to the destination, creating a canonical relaying topology,
namely single branch dual-hop (DH) relaying without direct link. Figure 3.1 depicts a
dual-hop relaying system in a cellular network. As can be seen, a mobile user (Source)
communicates with the base station (Destination) via another mobile user (Relay). Dual-hop
relaying has been studied in the literature as a solution to overcome coverage limits of many
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Multi-branch dual-hop relaying without direct link for coverage exten-
sion and diversity improvement.
wireless applications such as cellular networks, WLAN, wireless sensor networks, etc [6]. In
particular, dual-hop relaying has been developed in WLAN IEEE 802.11 technology and
WiMAX IEEE 802.16j and has been standardized in 3GPP LTE [6]. Moreover, in addition
to its own importance, dual-hop relaying is the backbone of other topologies with multi-
branches to be studied in the next chapters. In Chapter 4, a dual-hop relay network will be
studied in details.
Multi-Branch Dual-Hop Relaying Without Direct Link
Single-branch dual-hop relaying can be extended to multi-branch dual-hop relaying if
there are more relays willing to cooperate. This is depicted in Figure 3.2. In this topology,
the user experiencing coverage limit can benefit from both coverage extension and diversity
improvement with the help of other users. The maximum achievable diversity in this topology
equals R, the number of relays. In Chapter 8 a multi-branch dual-hop relaying without direct
link is studied.
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Single-branch dual-hop relaying with direct link.
Single-Branch Dual-Hop Relaying with Direct Link
In case that the received signal from the direct link is sufficiently strong, it can be used
to improve the diversity gain of the network. Figure 3.3 depicts a relay network with a direct
link and a single branch dual-hop relaying link. The maximum achievable spatial diversity
for this network is two. This architecture has been examined in several studies as one of the
important relay topologies. This topology is also considered in Chapters 5,6,7 of this thesis.
Multi-Branch Dual-Hop Relaying with Direct Link
Single-branch relaying with direct link can be extended to multi-branch relaying with
direct link if there are more relays in the network willing to help. In this way, additional
dual-hop branches can be constructed to get a higher cooperative diversity, as depicted in
Figure 3.4. The maximum achievable spatial diversity of multi-branch relay networks with
direct link is R + 1, where R is the number of relays. In Chapter 5, a multi-branch relay
network with direct link will be studied.
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Multi-branch dual-hop relaying with direct link.
3.2 Relaying Protocols
The received signals from Source are processed by the relays before forwarding to the
destination. Depending on the type of processing, the relay networks are classified as decode-
and-forward or amplify-and-forward.
Decode-and-Forward Relaying
In decode-and-forward relaying (DF), the relays decode the received signal from the
source, re-encode it and then re-broadcast the result to the destination. The process of
decoding and re-encoding at the relays introduces additional computational burden to the
relays. Moreover, the decoding process cannot be free of error and leads to a error propaga-
tion problem.
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Amplify-and-Forward Relaying
In amplify-and-forward (AF) relaying, the decoding process is avoided and the received
signal is simply multiplied by a multiplication factor before being re-transmitted to the
destination. The main drawback in AF relaying is that the noise at the relay is also amplified
together with the signal. It should be also mentioned that the term “amplify” does not
necessarily mean that the signal amplitude will be enhanced by the amplification factor, but
it could be either ways. This thesis, only focuses on amplify-and-forward relaying in the
considered systems.
3.3 Relay Channel Model
By employing AF relaying, a cascaded channel is constructed between a source and a
destination. This cascaded channel has different properties than a direct channel. Assume
that symbol v is transmitted from Source to Relay (Figure 3.1). The received signal at Relay
is
x =
√
P0hsrv + w1, w1 ∼ CN (0, N0), (3.1)
where P0 is the average transmitted power per symbol at Source. The received signal at Relay
is multiplied by amplification factor A and re-transmitted to Destination. The received signal
at Destination is
y = Ahrdx+ w2, w2 ∼ CN (0, N0). (3.2)
Substituting (3.1) into (3.2), gives
y = A
√
P0hv + w (3.3)
where h = hsrhrd and w = Ahrdw1 + w2 are the equivalent channel and noise, respectively.
As can be seen, from Destination’s point of view, the transmitted symbol v is distorted by
h, the product of two channels. This channel would be interchangeably called the cascaded,
the equivalent or double Rayleigh channel.
With Rayleigh faded assumption for individual channels, i.e., hsr ∼ CN (0, σ2sr), hrd ∼
CN (0, σ2rd), the real and imaginary parts of h = X+ jY are identically distributed Laplacian
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random variables with pdfs [44]
fX(x) =
1
σsrσrd
exp
(−2|x|
σsrσrd
)
, (3.4)
fY (y) =
1
σsrσrd
exp
(−2|y|
σsrσrd
)
. (3.5)
Also, the pdf of the envelope η = |h[k]| is
fη(η) =
4η
σ2srσ
2
rd
K0
(
2η
σsrσrd
)
, (3.6)
where K0(·) is the zero-order modified Bessel function of the second kind [44], [45]. In
addition, the time-series model of the cascaded channel is important for performance study
of relay networks in time-varying channels. To derive this model, depending on the mobility
of the nodes with respect to each other, three cases are considered as follows. For simplicity,
let set σ2sr = σ
2
rd = 1 in all three cases.
Mobile Source, Fixed Relay and Destination
When Source is moving but Relay and Destination are fixed, the SR channel becomes
time-varying and their statistical properties follow the fixed-to-mobile 2-D isotropic scatter-
ing channels [34]. However, the RD channel remains static. The SR channel can be described
by an AR(1) model as
hsr[k] = αsrhsr[k − 1] +
√
1− α2sresr[k] (3.7)
where αsr = J0(2πfsrn) ≤ 1 is the auto-correlation of the SR channel, fsr is the normalized
Doppler frequency of the SR channel and esr[k] ∼ CN (0, 1) is independent of hsr[k − 1].
Also, under the scenario of fixed relays and destination, two consecutive RD channel uses
are approximately equal, i.e.,
hrd[k] ≈ hrd[k − 1]. (3.8)
Thus, for the cascaded channel, multiplying (3.7) by (3.8) gives
h[k] = αsrh[k − 1] +
√
1− α2srhrd[k − 1]esr[k] (3.9)
which is an AR(1) model with the parameter αsr and hrd[k−1]esr[k] as the input white noise.
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Mobile Source and Destination, Fixed Relay
When both Source and Destination are moving, but Relay is fixed, the SR and RD
channels become time-varying and again follow the fixed-to-mobile scattering model [34].
Therefore, the AR(1) model in (3.7) is used for modelling the SR channel.
Similarly, for RD channel, the AR(1) model is
hrd[k] = αrdhrd[k − 1] +
√
1− α2rderd[k] (3.10)
where αrd = J0(2πfrdn) ≤ 1 is the auto-correlation of the RD channel, frd is the normalized
Doppler frequency of the RD channel and erd[k] ∼ CN (0, 1) is independent of hrd[k − 1].
Then, for the cascaded channel, multiplying (3.7) by (3.10) gives
h[k] = αh[k − 1] + ∆[k], (3.11)
where α = αsrαrd ≤ 1 is the equivalent auto-correlation of the cascaded channel and
∆[k] = αsr
√
1− α2rdhsr[k − 1]erd[k] + αrd
√
1− α2sr
hrd[k − 1]esr[k] +
√
(1− α2sr)(1− α2rd)esr[k]erd[k] (3.12)
represents the time-varying part of the equivalent channel, which is a combination of three
uncorrelated complex-double Gaussian distributions [45] and uncorrelated to h[k− 1]. Since
∆[k] has a zero mean, its auto-correlation function is computed as
E{∆[k]∆∗[k +m]} =
1− α
2, if m = 0,
0, if m 6= 0.
(3.13)
Therefore, ∆[k] is a white noise process with variance E{∆[k]∆∗[k]} = 1− α2.
However, using ∆[k] in the way defined in (3.12) is not feasible for the performance
analysis. Thus, to make the analysis feasible, ∆[k] shall be approximated with an adjusted
version of one of its terms as
∆ˆ[k] =
√
1− α2hrd[k − 1]esr[k] (3.14)
34
The above approximation of ∆[k] is also a white noise process with first and second order
statistical properties identical to that of ∆[k] and uncorrelated to h[k − 1].
By substituting (3.14) into (3.11), the time-series model of the equivalent channel can be
described as
h[k] = αh[k − 1] +
√
1− α2hrd[k − 1]esr[k]. (3.15)
The above approximation of ∆[k] is again an AR(1) with parameter α and hrd[k − 1]esr[k]
as the input white noise.
Comparing the AR(1) models in (3.9) and (3.15) shows that, in essence, they are only
different in the model parameter, i.e., αsr and α,: the parameter contains the effect of the SR
channel in the former model, while the effects of both the SR and RD channels are included
in the later model. This means that the model in (3.15) can be used as the time-series model
of the cascaded channel for the analysis in both cases. Specifically, for static RD channels
αrd = 1 and hence (3.15) turns to (3.9).
To validate the model in (3.15), its statistical properties are verified with the theoretical
counterparts. Theoretical mean and variance of h[k] are shown to be equal to zero and one,
respectively [44, 45]. This can be seen by taking expectation and variance operations over
(3.15) so that E{h[k]} = 0, Var{h[k]} = 1. Also, the theoretical auto-correlation of h[k]
is obtained as the product of the auto-correlation of the SR and RD channels in [44]. By
multiplying both sides of (3.15) with h∗[k − 1] and taking expectation, one has
E{h[k]h∗[k − 1]} = αE{h[k − 1]h∗[k − 1]}+ E{∆ˆ[k]h∗[k − 1]}. (3.16)
Since ∆ˆ[k] is uncorrelated to h[k − 1] then E{∆ˆ[k]h∗[k − 1]} = 0 and it can be seen that
E{h[k]h∗[k − 1]} = α = αsrαrd. (3.17)
In addition, the theoretical pdf of the envelope λ = |h[k]| is
fλ(λ) = 4λK0 (2λ) (3.18)
where K0(·) is the zero-order modified Bessel function of the second kind [44], [45]. To
verify this, using Monte-Carlo simulation the histograms of |h[k]|, |∆[k]| and |∆ˆ[k]|, for
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different values of α, are obtained for both models in (3.11) and (3.15). The values of α are
computed from a wide range of the normalized Doppler frequencies. These histograms along
with the theoretical pdf of |h[k]| are illustrated in Figure 3.5. Although, theoretically, the
distributions of ∆[k] and ∆ˆ[k] are not exactly the same, it is seen that for practical values
of α they are very close. Moreover, the resultant distributions of h[k], regardless of ∆[k]
or ∆ˆ[k], are similar and close to the theoretical distribution. The Rayleigh pdf is depicted
in the figure only to show the difference between the distributions of an individual and the
cascaded channels.
All Nodes are Mobile
In this case, all links follow the mobile-to-mobile channel model [46]. However, they are all
individually Rayleigh faded and the only difference is that the auto-correlation of the channel
should be replaced according to this model. Thus, the channel model (3.15) again can be
used as the time-series model of the cascaded channel in this case, albeit with appropriate
auto-correlation value. The reader is referred to the discussion in [44] and [46] for more
details on computing these auto-correlations as well as the tutorial survey on various fading
models for mobile-to-mobile cooperative communication systems in [47]. For the analysis
in this thesis, it is assumed that the equivalent maximum Doppler frequency of each link,
regardless of fixed-to-mobile or mobile-to-mobile, is given and then the auto-correlation of
each link is computed based on Jakes’ model [34].
3.4 Cooperative Strategies
The transmission process in cooperative networks is usually divided into two phases. In
the first phase, relays are silent and listening to the transmitted signal from the source. In the
second phase, the relays cooperate to deliver the received signals to the destination. There
are two main cooperative strategies: Repetition-based and distributed space-time coding
based.
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3.4.1 Repetition-Based Cooperation
Repetition-based strategy is actually a combination of receiver diversity and transmit
diversity using the repetition code as described in Chapter 2. All relays receive different
copies of the same signal from Source in Phase I, which is similar to receiver diversity in point-
to-point communications (Chapter 2). In Phase II, the relays amplify and re-broadcast the
received symbols to Destination sequentially in time (TDDmanner) as depicted in Figure 3.6.
This is similar to transmit diversity using repetition coding. Repetition-based strategy is
simple to implement. It does not require a complicated encoding and decoding at Source
or Destination. Moreover, during the transmission of each relay, other relays remain silent
and hence the relays do not have to be synchronized in the symbol level. However, the
repetition-based strategy has a low spectral efficiency.
In the repetition-based strategy, the received signals from multiple links at Destination
need to be combined using a combining technique to achieve the cooperative diversity. The
maximum-ratio-combining scheme is considered in Chapter 5, while the selection combining
method will be used in Chapters 6-7.
3.4.2 Distributed Space-Time Coding-Based
The repetition-based strategy, suffers from a low data rate inherent in TDD transmission.
A logical solution would be to deploy space-time coding in a distributed way using the help
of relays. In distributed space-time coding (DSTC), different relays receive different copies
of the same information symbols in Phase I. The relays process these received signals and
simultaneously forward them to the destination in Phase II. The transmission process in
DSTC-based strategy is depicted in Figure 3.7. The distributed processing at different relay
nodes forms a virtual antenna array (VAA). Therefore, conventional space-time block coding
schemes can be applied to relay networks to achieve the cooperative diversity and coding
gain [6, 21].
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3.5 Summary
This chapter presented the main relay topologies such as single-branch and multi-branch
dual-hop relaying with and without direct link. Also, relay protocols and cooperative strate-
gies were described. More importantly, a time-series model was developed for the cascaded
channel. The background in this chapter will be necessary for better understanding of the
systems and networks considered in the subsequent chapters. In the next chapter, a dual-hop
relay network employing differential encoding and decoding will be studied first.
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Transmission process in repetition-based relaying strategy.
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4. Performance of Differential
Amplify-and-Forward Dual-Hop Relaying
In wireless communications, service coverage limit happens due to power limitation of
wireless applications and attenuations of transmitted signals in long distance. In this case,
the received signal power at the destination is weak and hence the direct link between the
source and the destination cannot be practically used. As described in the previous chapter,
an important relay topology to overcome coverage limit is dual-hop relaying. In dual-hop
relaying, depicted in Figure 3.1, a neighbour user in the coverage area of the wireless network
acts as a relay to bridge the communications from a far user to its destination.
The manuscript in this chapter studies a single-branch dual-hop relaying system without
direct link that employs differential encoding and decoding (see Figure 3.1). To circumvent
channel estimation, differential M-PSK is utilized at Source to encode the data symbols.
Amplify-and-forward relaying protocol is used at Relay. At the destination, first, two-symbol
differential detection is considered. Different from the conventional slow-fading assumption,
commonly made in the literature, here, the users can be highly mobile and hence the channels
become fast time-varying. The first goal in this manuscript is to examine the performance
and robustness of two-symbol differential detection in general time-varying Rayleigh fading
channels. For this purpose, a time-series model has been developed to characterize the time-
varying nature of the cascaded channel. An exact BER probability expression of two-symbol
differential detection is derived and shown to approach an error floor at high SNR region
in fast-fading environments. This analysis is useful in optimizing the system parameters in
order to design more robust relaying systems.
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Next, as a solution to overcome the error floor, a multiple-symbol differential detection
scheme is developed for the dual-hop relaying system. The main disadvantage of multiple-
symbol differential detection is its complexity, which increases exponentially with the number
of processed symbols. In addition, the decision metric of multiple-symbol differential detec-
tion is more complicated when applied to relay networks due to the complicated distribution
of the received signal at the destination. Hence, it is important to obtain a decision metric
that can be computed with low complexity and without sacrificing much the performance.
Moreover, to approach the optimal performance promised by multiple-symbol detection, it is
important to determine the system parameters accurately based on the channel information.
These objectives are accomplished in the rest of the manuscript, in which the multiple-symbol
differential sphere decoding in point-to-point communications [40] is adapted for dual-hop
relay networks. Furthermore, theoretical error performance of the multiple-symbol detection
(MSD) scheme is also obtained. This analysis is useful to investigate a trade-off between
the MSD window size and the desired performance. Simulation results in various fading and
channel scenarios are provided to verify the analysis of two-symbol and multiple-symbol dif-
ferential detection algorithms and also performance improvements gained by multiple-symbol
detection.
The results of our study on dual-hop relaying systems are reported in manuscripts [Ch4-1]
and [Ch4-2], listed below. Manuscript [Ch4-1] considers the general case of dual-hop relaying
and is included in this chapter.
[Ch4-1] M. R. Avendi, Ha H. Nguyen,“ Differential Dual-Hop Relaying under User Mo-
bility”, submitted to IET Communications.
[Ch4-2] M. R. Avendi, Ha H. Nguyen,“ Differential Dual-Hop Relaying over Time-Varying
Rayleigh-Fading Channels”, IEEE 13th Canadian Workshop on Information Theory, Toronto,
Canada, June 2013..
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Differential Dual-Hop Relaying under User Mobility
M. R. Avendi, Ha H. Nguyen
Abstract
This paper studies dual-hop amplify-and-forward relaying system employing differential en-
coding and decoding over time-varying Rayleigh fading channels. First, the convectional
“two-symbol” differential detection (CDD) is theoretically analysed in terms of the bit-error-
rate (BER). It is seen that the performance of two-symbol differential detection severely de-
grades in fast-fading channels and reaches an irreducible error floor at high transmit power.
Next, to overcome the error floor experienced with fast-fading, a nearly optimal “multiple-
symbol” detection (MSD) is designed and theoretically analysed. The analysis of CDD and
MSD are verified and illustrated with simulation results under different fading scenarios.
Index terms
Dual-hop relaying, amplify-and-forward, differential M-PSK, non-coherent detection, time-
varying fading channels, multiple-symbol detection.
4.1 Introduction
Dual-hop relaying without a direct link has been considered in the literature as a tech-
nique to leverage coverage problems of many wireless applications such as 3GPP LTE,
WiMAX, WLAN, Vehicle-to-Vehicle communication and wireless sensor networks [6–10].
Such a technique can be seen as a type of cooperative communication in which one node in
the network helps another node to communicate with (for example) the base station when
the direct link is very poor or the user is out of the coverage area.
A two-phases transmission process is usually utilized in such a network. Here, Source
transmits data to Relay in the first phase, while in the second phase Relay performs amplify-
and-forward (AF) strategy to send the received data to Destination [12]. Error performance
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of dual-hop relaying without direct link employing AF strategy has been studied in [48–50].
Also, the statistical properties of the cascaded channel between Source and Destination in a
dual-hop AF relaying have been examined in [44].
In the existing literature, either coherent detection or slow-fading environment is as-
sumed. In coherent detection, instantaneous channel state information (CSI) of both Source-
Relay and Relay-Destination links are required at Destination. This requirement, and specif-
ically Source-Relay channel estimation, would be challenging to meet for some applications.
Also, when Source and/or Relay are mobile, the constructed channels become time-varying.
On one hand, the channel variation makes coherent detection inefficient or sometimes impos-
sible due to the requirement of fast channel estimation or tracking. On the other hand, by
employing differential modulation and two-symbol non-coherent detection, this variation can
be somewhat tolerated as long as the channel does not change significantly over two consecu-
tive symbols. For the case of conventional differential detection (CDD) using two symbols, it
is well known that over slow-fading channels, around 3 dB loss is seen between coherent and
non-coherent detections. However, in practical time-varying channels, the effect of channel
variation can lead to a much larger degradation.
Motivated from the above discussion, the first goal in this article is to analyse the per-
formance of single-branch dual-hop relaying employing differential M-PSK and two-symbol
non-coherent detection in time-varying Rayleigh fading channels. We refer to this system as
differential dual-hop (D-DH) relaying. In [51], we studied a multi-branch differential AF re-
laying with direct link in time-varying channels, however only a lower bound of the bit-error
rate (BER) was derived for the multi-branch system. Although, the dual-hop relaying con-
sidered in this article is a special case of multi-branch relaying, the analysis here is different
than that of [51]. Specifically, for the case of two-symbol non-coherent detection, an exact
bit error rate (BER) expression is obtained. It is also shown that the system performance
quickly degrades in fast-fading channels and reaches an error floor at high transmit power.
The theoretical value of the error floor is also derived and used to investigate the fading rate
threshold. Interestingly, it is seen that the error floor only depends on the auto-correlation
value of the cascaded channel and modulation parameters.
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The second goal in this article is to design a multiple-symbol detection (MSD) for the D-
DH relaying to improve its performance in fast-fading channels. Multiple-symbol detection
has been considered for point-to-point communications in [32,39,40,43,52,53]. The challenge
in developing multiple-symbol detection for AF relay networks is that, due to the complexity
of the distribution of the received signal at Destination, the optimum decision metric does
not yield a closed form solution. To circumvent this problem, here, the optimum decision
rule is replaced with an alternative decision rule and further simplified to be solved with low
complexity. Furthermore, theoretical error performance of MSD is obtained. This analysis is
useful to investigate a trade-off between the MSD window size and the desired performance.
The error analysis of both CDD and MSD are thoroughly verified with simulation results in
various fading scenarios.
The outline of the paper is as follows. Section 4.2 describes the system model. In Section
4.3, two-symbol differential detection and its performance over time-varying channels are
studied. Section 4.4 develops the MSD algorithm and analyses its performance. Simulation
results are given in Section 4.5. Section 4.6 concludes the paper.
Notation: Bold upper-case and lower-case letters denote matrices and vectors, respec-
tively. (·)t, (·)∗, (·)H denote transpose, complex conjugate and Hermitian transpose of a
complex vector or matrix, respectively. | · | denotes the absolute value of a complex number
and ‖ · ‖ denotes the Euclidean norm of a vector. CN (0, N0) stands for complex Gaussian
distribution with zero mean and variance N0. E{·} denotes expectation operation. Both e(·)
and exp(·) show the exponential function. diag{s} is the diagonal matrix with components
of s on the main diagonal and IN is the N×N identity matrix. A symmetric N×N Toeplitz
matrix is defined by toeplitz{x1, · · · , xN}. det{·} denotes determinant of a matrix. CN is
the set of complex vectors with length N . ℜ{·} and ℑ{·} denote the real and imaginary
parts of a complex number.
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Figure 4.1
Illustration of single-branch dual-hop relaying system without direct
link.
4.2 System Model
The wireless relay model under consideration, depicted in Figure 4.1, has one Source, one
Relay and one Destination. Source is out of the cell coverage and hence the received signal in
the direct link is not sufficiently strong to facilitate data transmission. Therefore, with the
help of another user (Relay), a dual-hop relaying system without direct link is constructed
to connect Source to Destination. Each node has a single antenna, and the communication
between nodes is half duplex (i.e., each node is able to only send or receive in any given
time). The channels from Source to Relay (SR) and from Relay to Destination (RD) are
denoted by h1[k] and h2[k], respectively, where k is the symbol time. A Rayleigh flat-fading
model is assumed for each channel, i.e., h1[k] ∼ CN (0, σ21) and h2[k] ∼ CN (0, σ22). The
channels are spatially uncorrelated and changing continuously in time. The time-correlation
between two channel coefficients, n symbols apart, follows the Jakes’ model [34]:
ϕi(n) = E{hi[k]h∗i [k + n]} = σ2i J0(2πfin), i = 1, 2 (4.1)
where J0(·) is the zeroth-order Bessel function of the first kind and fi is the maximum
normalized Doppler frequency of the ith channel.
At time k, a group of log2M information bits is mapped to a M-PSK symbol as v[k] ∈ V
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where V = {ej2πm/M , m = 0, . . . ,M − 1}. Before transmission, the symbols are encoded
differentially as
s[k] = v[k]s[k − 1], s[0] = 1. (4.2)
The transmission process is divided into two phases. Block-by-block transmission protocol
is utilized to transmit a frame of symbols in each phase as symbol-by-symbol transmission
causes frequent switching between reception and transmission, which is not practical. How-
ever, the analysis is the same for both cases and only the channel auto-correlation value is
different (n = 1 for block-by-block and n = 2 for symbol-by-symbol).
In phase I, the symbol
√
P0s[k] is transmitted by Source to Relay, where P0 is the average
source power per symbol. The received signal at Relay is
x[k] =
√
P0h1[k]s[k] + w1[k] (4.3)
where w1[k] ∼ CN (0, N0) is the noise component at Relay. Also, the average received SNR
per symbol at Relay is defined as
ρ1 =
P0σ
2
1
N0
. (4.4)
The received signal at Relay is then multiplied by an amplification factor A, and re-
transmitted to Destination. The amplification factor, based on the variance of SR channel,
is commonly used in the literature as
A =
√
P1
P0σ
2
1 +N0
, (4.5)
to normalize the average power per symbol at Relay to P1. Typically, the total power
P = P0 + P1, is allocated between Source and Relay such that the average BER of the
system is minimized. The corresponding received signal at Destination is
y[k] = Ah2[k]x[k] + w2[k], (4.6)
where w2[k] ∼ CN (0, N0) is the noise component at Destination. Substituting (4.3) into
(4.6) yields
y[k] = A
√
P0h[k]s[k] + w[k], (4.7)
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where h[k] = h1[k]h2[k] is the cascaded channel with zero mean and variance σ
2
1σ
2
2 [44], and
w[k] = Ah2[k]w1[k] + w2[k] (4.8)
is the equivalent noise at Destination. It should be noted that for a given h2[k], w[k] is a
complex Gaussian random variable with zero mean and variance
σ2w = N0
(
1 + A2|h2[k]|2
)
. (4.9)
Thus y[k], conditioned on s[k] and h2[k], is a complex Gaussian random variable as well.
In the following section, the conventional two-symbol differential detection (CDD) of the
received signals at Destination and its performance are considered.
4.3 Two-Symbol Differential Detection
4.3.1 Detection Process
Given two consecutive received symbols at a time, non-coherent detection of the trans-
mitted symbol is obtained by the following minimization:
vˆ[k] = arg min
v[k]∈V
|y[k]− v[k]y[k − 1]|2. (4.10)
As can be seen, no channel information is needed for detection. Two-symbol detection is
simple to implement and it is mainly based on the assumption that the channel coefficients
are approximately constant during two adjacent symbols. Although this assumption would
be true for slow-fading channels, it would be violated when users are fast moving. In the
next section, the performance of two-symbol non-coherent detection in time-varying Rayleigh
fading channel is analysed.
4.3.2 Performance Analysis
Using the unified approach in [54, eq.25], it follows that the conditional BER for two-
symbol differential detection can be written as
P cddb (E|γ, h2) =
1
4π
π∫
−π
g(θ)e−q(θ)γdθ (4.11)
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where g(θ) = (1−β2)/(1+2β sin(θ)+β2), q(θ) = (b2/ log2M)(1+2β sin(θ)+β2), and β = a/b.
The values of a and b depend on the modulation size [54]. Also, γ is the instantaneous
effective SNR at the output of the differential detector which needs to be determined for
time-varying channels.
To proceed with the performance analysis of two-symbol differential detection in time-
varying channels, it is required to model the time-varying nature of the channels. For
this purpose, individual Rayleigh-faded channels, i.e., Source-Relay and Relay-Destination
channels, are expressed by a first-order auto-regressive (AR(1)) model as
hi[k] = αihi[k − 1] +
√
1− α2i ei[k], i = 1, 2 (4.12)
where αi = ϕi(1)/σ
2
i is the auto-correlation of the ith channel and ei[k] ∼ CN (0, σ2i ) is
independent of hi[k − 1]. Based on these expressions, a first-order time-series model has
been derived in [51] to characterise the evolution of the cascaded channel in time. The time-
series model of the cascaded channel is given as (the reader is referred to [51] for the detailed
derivations/verification)
h[k] = αh[k − 1] +
√
1− α2 h2[k − 1]e1[k] (4.13)
where α = α1α2 ≤ 1 is the equivalent auto-correlation of the cascaded channel, which is
equal to the product of the auto-correlations of individual channels, and e1[k] ∼ CN (0, σ21)
is independent of h[k − 1].
By substituting (4.13) into (4.7) one has
y[k] = αv[k]y[k − 1] + n[k], (4.14)
where
n[k] = w[k]− αv[k]w[k − 1] +√1− α2A
√
P0s[k]h2[k − 1]e1[k]. (4.15)
From expression (4.14), with given y[k] and y[k − 1], the non-coherent detection process
can be interpreted as coherent detection of data symbol v[k] distorted by a fading channel
equivalent to y[k−1] and in the presence of the equivalent noise n[k]. Hence, for time-varying
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channels, based on (4.14) and (4.15), γ is computed as
γ = γ¯|h1|2 (4.16)
where
γ =
α2A2(P0/N0)|h2|2
1 + α2 + [1 + α2 + (1− α2)ρ1]A2|h2|2 . (4.17)
In the above, the time index [k − 1] is omitted to simplify the notation. Clearly, for slow-
fading channels (α = 1), the equivalent noise power is only enhanced by a factor of two and γ
is half of the received SNR in coherent detection A2(P0/N0)|h2|2|h1|2/(1+A2|h2|2) [44,48], as
expected. However, for fast-fading channels, α < 1, the noise power is dominated by the last
term in (4.15) and then significantly increases with increasing transmit power. This leads to
a larger degradation in the effective SNR and poor performance of two-symbol non-coherent
detection in fast-fading channels.
Since, λ1 = |h1|2 is exponentially distributed, i.e., fλ1(λ) = exp(−λ/σ21)/σ21, the variable
γ, conditioned on |h2|, follows an exponential distribution with the following pdf and cdf:
fγ|h2(γ) =
1
γσ21
exp
(
− γ
γσ21
)
(4.18)
Fγ|h2(γ) = 1− exp
(
− γ
γσ21
)
. (4.19)
By substituting γ into (4.11) and taking the average over the distribution of γ, one has
P cddb (E|h2) =
1
4π
π∫
−π
g(θ)I(θ)dθ (4.20)
where
I(θ) =
∞∫
0
e−q(θ)γ
1
γσ21
e
− γ
γσ2
1 dγ =
1
γσ21q(θ) + 1
= b3(θ)
λ2 + b1
λ2 + b2(θ)
(4.21)
with λ2 = |h2|2, b3(θ) = b2(θ)/b1 and b1, b2(θ) defined as
b1 =
1 + α2
(1 + α2)A2 + (1− α2)A2ρ1
b2(θ) =
1 + α2
(1 + α2)/b1 + α2q(θ)A2ρ1
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Now, by taking the final average over the distribution of λ2 = |h2|2, fλ2(λ) = exp (−λ/σ22) /σ22,
it follows that
P cddb (E) =
1
4π
π∫
−π
g(θ)J(θ)dθ (4.22)
where
J(θ) =
∞∫
0
b3(θ)
λ+ b1
λ+ b2(θ)
1
σ22
e
(
− λ
σ22
)
dλ = b3(θ)
(
1 +
1
σ22
(b1 − b2(θ))e
(
b2(θ)
σ22
)
E1
(
b2(θ)
σ22
))
(4.23)
and E1(x) =
∞∫
x
(e−t/t)dt is the exponential integral function. The definite integral in (4.22)
can be easily computed using numerical methods and it gives an exact value of the BER of
the D-DH system under consideration in time-varying Rayleigh fading channels.
It is also informative to examine the expression of Pb(E) at high transmit power. In this
case,
lim
(P0/N0)→∞
E[γ¯] =
α2
(1− α2)σ21
, (4.24)
which is independent of |h2|2 and (P0/N0). Therefore, by substituting the converged value
into (4.20), the error floor appears as
lim
(P0/N0)→∞
P cddb (E) =
1
4π
π∫
−π
g(θ)
1− α2
α2q(θ) + 1− α2dθ. (4.25)
It is seen that the error floor is determined based on the amount of the equivalent channel
auto-correlation and also the parameters of the signal constellation. Thus, one way to control
this error floor would be to keep the normalized Doppler frequency as low as possible by
reducing the symbol duration of the system. Moreover, the BER expression can be used to
optimize the power allocation between Source and Relay in the network. This is explained
further in Appendix 4.A.
4.4 Multiple-Symbol Detection
As discussed in the previous section, two-symbol non-coherent detection suffers from a
high error floor in fast-fading channels. To overcome such a limitation, this section designs
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and analyses a multiple-symbol detection scheme that takes a window of the received symbols
at Destination for detecting the transmitted signals.
4.4.1 Detection Process
Let the N > 2 received symbols be collected in vector y = [ y[1], y[2], . . . , y[N ] ]t, which
can be written as
y = A
√
P0diag{s}diag{h2}h1 +w (4.26)
where
s = [ s[1], · · · , s[N ] ]t (4.27)
h2 = [ h2[1], · · · , h2[N ] ]t (4.28)
h1 = [ h1[1], · · · , h1[N ] ]t (4.29)
w = [ w[1], · · · , w[N ] ]t . (4.30)
Therefore, conditioned on both s and h2, y is a circularly symmetric complex Gaussian
vector with the following pdf:
P (y|s,h2) = 1
πNdet{Σy} exp
(−yHΣ−1y y) . (4.31)
In (4.31), the matrix Σy is the conditional covariance matrix of y, defined as
Σy = E{yyH |s,h2} = A2P0diag{s}diag{h2}Σh1diag{h∗2}diag{s∗}+Σw (4.32)
with
Σh1 = E{h1hH1 } = toeplitz {ϕ1(0), . . . , ϕ1(N − 1)} , (4.33)
Σw = N0diag
{
(1 + A2|h2[1]|2), · · · , (1 + A2|h2[N ]|2)
}
(4.34)
as the covariance matrices of h1 and w, respectively.
Based on (4.31), the maximum likelihood (ML) detection would be given as
sˆ = argmax
s∈CN
{
E
h2
{
1
πNdet{Σy} exp
(−yHΣ−1y y)}} . (4.35)
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where sˆ = [ sˆ[1], · · · , sˆ[N ] ]t. As it can be seen, the ML metric needs the expectation over
the distribution of h2, which does not yield a closed-form expression. As an alternative, it
is proposed to use the following modified decision metric:
sˆ = argmax
s∈CN
{
1
πNdet{Σy}
exp
(
−yHΣ−1y y
)}
(4.36)
where
Σy = E
h2
{Σy} = A2P0diag{s}Σhdiag{s∗}+ (1 + A2σ22)N0IN = diag{s} C diag{s∗} (4.37)
with
C = A2P0Σh + (1 + A
2σ22)N0IN (4.38)
Σh = E {diag{h2}Σh1diag{h∗2}} = toeplitz{ϕ1(0)ϕ2(0), · · · , ϕ1(N − 1)ϕ2(N − 1)}. (4.39)
Although the simplified decision metric is not optimal in the ML sense, it will be shown
by simulation results that nearly identical performance to that obtained with the optimal
metric can be achieved.
Using the rule det{AB} = det{BA}, the determinant in (4.36) is no longer dependent
to s and the modified decision metric can be further simplified as
sˆ = arg min
s∈CN
{
yHΣ
−1
y y
}
= arg min
s∈CN
{yHdiag{s}C−1diag{s∗}y}. (4.40)
Next using the Cholesky decomposition of C−1 = LLH gives
sˆ = arg min
s∈CN
{
(diag{y}s∗)HLLHdiag{y}s∗} = arg min
s∈CN
{‖Us‖2} , (4.41)
where U = (LHdiag{y})∗.
The minimization in (4.41) can then be solved using sphere decoding described in [40]
to find N − 1 information symbols. The MSD algorithm adapted for D-DH relaying is sum-
marized in Algorithm I. The complexity of the detection process is similar to that of point-
to-point (P2P) communications, considered in [40, 55]. Although, here, the second-order
statistics of two channels are required, in contrast to one channel in P2P communications.
It should be mentioned that steps 1 to 3 are performed once, whereas steps 4 to 6 will be
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repeated for every N consecutive received symbols. Also, the processed windows overlap
by one symbol, i.e., the observation window of length N moves forward by N − 1 symbols
at a time. Since, one symbol is taken as the reference, the output of the detection process
contains N − 1 detected symbols.
In the next section, the error analysis of the developed multiple-symbol detection is
presented.
Algorithm 1: MSD-DH
Input: σ21, σ
2
2, f1, f2, A, P0, N0,M,N,y
Output: vˆ[k], k = 1, · · · , N − 1
1: Find Rh from (4.39)
2: Find C from (4.38)
3: Find L from C−1 = LLH
4: Find U = (LHdiag{y})∗
5: Call function sˆ=MSDSD (U,M) [40]
6: vˆ[k] = sˆ∗[k]sˆ[k + 1], k = 1, · · · , N − 1
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4.4.2 Performance Analysis
Assume that vector s is transmitted and it is decoded as vector sˆ. Based on the decision
rule (4.40), an error occurs if
yHdiag{sˆ}C−1diag{sˆ∗}y ≤ yHdiag{s}C−1diag{s∗}y, (4.42)
which can be simplified as
∆ = yHQy ≤ 0, (4.43)
with
Q = diag{sˆ− s}C−1diag{sˆ∗ − s∗}. (4.44)
Therefore, the PEP is defined as
P (s→ sˆ) = P (∆ ≤ 0|s, sˆ). (4.45)
The above probability can be solved using the method of [56] as
P (∆ ≤ 0|s, sˆ) ≈ −1
q
q/2∑
k=1
{cℜ[Φ∆(c+ jcτk)] + τkℑ[Φ∆(c+ jcτk)]} (4.46)
where Φ∆(·) is the characteristic function of the random variable ∆ and τk = tan((2k −
1)π/(2q)). Also, the constant c can be set equal to one half the smallest real part of the
poles of Φ∆(t) and q = 64 gives enough accuracy for the approximation [56].
To proceed with computing (4.45), the characteristic function of random variable ∆
should be determined. Based on the modified decision rule (4.36), conditioned on s, y is
circularly symmetric complex Gaussian vector with zero mean and covariance matrix Σy.
Thus the characteristic function of the quadratic form ∆ = yHQy can be shown to be [57]
Φ∆(t) =
1
det{IN + tΣyQ}
. (4.47)
By substituting (4.47) into (4.45), the PEP of multiple-symbol detection is obtained. The
BER can be obtained by the union bound of the PEP over the set of dominant errors as [52]
Pmsdb ≈
w
log2(M)(N − 1)
P (s→ sˆ), (4.48)
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where w is the sum of Hamming distances between the bit streams corresponding to the
dominant errors. In the dominant errors, the detected vector sˆ is different than the trans-
mitted vector s by only one closest symbol. For M-PSK, without loss of generality one can
set
s = [ 1, · · · , 1, 1 ], (4.49)
sˆ = [ 1, · · · , 1, exp(j2π/M) ] (4.50)
to find P (s→ sˆ). Also, with Gray-mapping [52]
w =
2(N − 1), if M = 24(N − 1), ifM > 2. (4.51)
4.5 Simulation Results
In this section the dual-hop relay network under consideration is simulated for various
channel qualities using both CDD and MSD to verify the analysis.
Information bits are differentially encoded with either BPSK (M = 2) or QPSK (M = 4)
constellations. Note that,
{
a = 0, b =
√
2
}
and
{
a =
√
2−√2, b =
√
2 +
√
2
}
are ob-
tained for DBPSK and DQPSK, respectively [54]. The amplification factor at Relay is fixed
to A =
√
P1/(P0σ21 +N0) to normalize the average relay power to P1. Also, N0 = 1 is
assumed.
Based on the fading powers of the channels, three scenarios would be considered as:
symmetric channels with σ21 = 1, σ
2
2 = 1, non-symmetric channels with strong SR channel
σ21 = 10, σ
2
2 = 1, and non-symmetric channels with strong RD channel σ
2
1 = 1, σ
2
2 = 10. The
fading powers are listed in Table 4.1.
First, the BER expression of CDD is used to optimize the power allocation between
Source and Relay in the network. The optimization problem aims to minimize the BER for
a given total power P = P0 + P1. Let P0 = ̺P , where ̺ is the power allocation factor.
Then P1 = (1 − ̺)P and from (4.5), A =
√
P (1− ̺)/(̺Pσ21 +N0). By substituting P0
and A into (4.22), the optimization problem is to find the value of ̺ for which Pb(E) is
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Table 4.1
Fading powers and corresponding optimum power allocation factors.
[σ21 , σ
2
2] ̺opt
Symmetric [1, 1] 0.30
Strong SR [10, 1] 0.12
Strong RD [1, 10] 0.54
minimized. Since the best performance is obtained in slow-fading channels, α = 1 would
be set in (4.22). Then, the minimization would be performed by a numerical exhaustive
search. The obtained optimum power allocations are listed in Table 4.1 for P/N0 = 35 dB.
Note that P is the total power in the network and is divided between Source and Relay. It
will be seen that, to achieve a low BER around 10−3 or 10−4, such a high value would be
needed. In addition, the BER curves obtained from the exhaustive search are plotted versus
̺ in Figure 4.3 for P/N0 = 30, 35, 40 dB and when DQPSK is employed. Similar results
would be obtained when DBPSK is employed. The results in Table 4.1 and Figure 4.3 show
that for symmetric and strong SR channels, more power should be allocated to Relay than
Source and the BER is minimized at ̺opt ≈ 0.3 and ̺opt ≈ 0.1, for symmetric and strong
SR channels, respectively. When the RD channel becomes stronger than the SR channel,
the system would benefit more from an equal power allocation and the BER is minimized at
̺opt ≈ 0.5.
In all simulations, the channel coefficients, h1[k] and h2[k], are generated based on the
simulation method of [37]. This simulation method was developed to generate channel co-
efficients that are correlated in time. The amount of time-correlation is determined by the
normalized Doppler frequency of the underlying channel, which is a function of the speed of
the vehicle, carrier frequency and symbol duration. For fixed carrier frequency and symbol
duration, a higher vehicle speed leads to a larger Doppler frequency and less time-correlation.
To get a better understanding about the fading rate values and also verifying the analysis,
the error floor values of CDD are obtained from both expression (4.25) and simulation at a
high transmit power for a wide range of fading rates and plotted in Figure 4.2. In the figure,
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Figure 4.2
Theoretical and simulation values of error floor vs. fading rate, M =
2, ̺ = 0.3, [σ21, σ
2
2] = [1, 1].
the lower graph corresponds to the case that only f1 changes and f2 = 0.001. In the upper
graph both f1 and f2 change. Clearly, the error floors from both analysis and simulation tight
together. For small values of fading rate around 0.001, the error floor is very low, around
10−5, but increases toward 10−3 with increasing the fading rate to 0.01. The fading rate
around 0.01 can be regarded as the margin beyond which the channels become fast-fading.
As also seen, the error floor values are higher when both Doppler values change.
Based on the previous observation and the normalized Doppler frequencies of the two
channels, different cases can be considered. In Case I, it is assumed that all nodes are fixed
or slowly moving so that both channels are slow-fading with the normalized Doppler values
of f1 = .001 and f2 = .001. In Case II, it is assumed that Source is moving so that the SR
channel is fast-fading with f1 = .01. On the other hand, Relay and Destination are fixed and
the RD channel is slow-fading with f2 = .001. In Case III, it is assumed that both Source
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and Relay are moving so that both the SR and RD channels are fast-fading with f1 = .02
and f2 = .01, respectively. The normalized Doppler values are shown in Table 4.2.
Table 4.2
Three fading scenarios.
f1 f2 Channels status
Case I 0.001 0.001 both are slow-fading
Case II 0.01 0.001 SR is fast-fading
Case III 0.02 0.01 both are fast-fading
Based on the obtained optimum power allocation values in Table 4.1, the simulated
BER values using the CDD are computed for all cases and different channel variances and
are plotted versus P/N0 in Figs. 4.4-4.7, for DBPSK and DQPSK modulations. Also, the
simulated BER values using coherent detection are computed for Case I (slow-fading) and
plotted in Figs. 4.4-4.7. Figures 4.4 and 4.5 correspond to symmetric channels and strong
RD channel, respectively, while Figures 4.6 and 4.7 correspond to symmetric channels and
strong SR channel, respectively. On the other hand, the corresponding theoretical BER
values (for all cases) and the error floors (cases II&III) for the CDD are computed from
(4.22) and (4.25) (with the corresponding variances) and plotted in Figs. 4.4-4.7.
As can be seen in Fig. 4.4, in Case I with symmetric channels, the BER is monotonically
decreasing with (P/N0) and it is consistent with the theoretical values in (4.22). Approxi-
mately, 3 dB performance loss is seen between coherent and non-coherent detection in this
case. The error floor in this case does not practically exist. In Case II, which involves one
fast-fading channel, this phenomenon starts earlier, around 35 dB, and leads to an error floor
at 5× 10−4, which can also be predicted from (4.25). The performance degradation is much
more severe after 25 dB in Case III since both channels are fast-fading, which leads to an
error floor at 3 × 10−3. Similar behaviours can be seen in Figs. 4.5-4.7 under other channel
variances or DQPSK modulation. As is clearly seen from Figs. 4.4-4.7, the simulation results
verify our theoretical evaluations. Specifically, the error floors in Case II and Case III do
not depend on the channel variances.
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Given the poor performance of the two-symbol detection in Cases II and III, MSD-DH
algorithm is applied which takes a window of N = 10 symbols for detection. The BER
results of the MSD-DH algorithm are also plotted in Figures 4.4 -4.7 with points (different
legends). Also, theoretical BER of MSD in Cases II and III are obtained from (4.48) and
plotted in the figures with dash-dot lines. Since the best performance is achieved in the slow-
fading environment, the performance plot of Case I can be used as a benchmark to see the
effectiveness of MSD-DH. It can be seen that the MSD-DH is able to bring the performance
of the system in Case II and Case III very close to that of Case I. Moreover, the analytical
results of MSD are consistent with the simulation results and they match well in high SNR
region.
It is pointed out that the performance of MSDD is improved with increasing N . However,
there would be a point beyond which the performance improvement is not significant. Here,
the BER expression of MSDD can be used to determine the required block length for a
desired BER at a certain fade rate. To see the effect of increasing the block length on the
performance of MSDD at a specific fade rate and power, the BER expression derived in (4.48)
is evaluated for a range of N at P/N0 = 50 dB and for various fade rates. The results are
plotted in Figure. 4.8. As it is seen from the figure, much of the performance improvement
is achieved by increasing the block length from two to four, for all the fade rates. After this
point, the BER is slowly decreasing with increasing N , and the improvement might not be
significant. This observation suggests to keep N small to reduce the complexity, albeit with
some performance penalty.
4.6 Conclusion
Differential AF relaying for a dual-hop transmission has been studied for time-varying
Rayleigh fading channels. The analysis showed that, while simple, two-symbol differential
detection (CDD) suffers from an error floor in fast-fading channels. This analysis would be
useful to predict the error floor phenomenon and control its value with changing other system
parameters such as the symbol duration. On the other hand, it was seen that multiple-symbol
detection (MSD) can overcome the limitations of CDD in fast-fading channels, although the
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Figure 4.3
BER as a function of power allocation factor for various channel vari-
ances and P/N0 = [30, 35, 40] dB from top to bottom, using DQPSK.
improvement is obtained at the price of higher complexity.
4.A Optimum Power Allocation
The optimization problem aims to minimize the BER for a given total power P = P0+P1.
Let P0 = ̺P , where ̺ is the power allocation factor. Then P1 = (1 − ̺)P and from (4.5),
A =
√
P (1− ̺)/(̺Pσ21 +N0). By substituting P0 and A into (4.22), the optimization
problem is to find the value of ̺ for which Pb(E) is minimized. Since the best performance
is obtained in slow-fading channels, α = 1 would be set in (4.22). Then, the minimization
would be performed either by a numerical exhaustive search or an analytical approach.
For the analytical approach, it is easy to see that the minimization does not depend on θ.
Thus minimizing Pb(E) is equivalent to minimizing J(θ), for any value of θ, say θ = π/2.
Therefore, the optimized power allocation is obtained by minimizing
J˜ = b˜3 +
b˜3
σ22
(b˜1 − b˜2)e
b˜2
σ22E1
(
b˜2
σ22
)
(4.52)
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where b˜3 = b˜2/b˜1, b˜1 = 1/A
2 and b˜2 = 2/(2A
2+ q(π/2)A2(P0/N0)σ
2
1). It can be seen that for
large P or P0, b˜1− b˜2 ≈ b˜1 and then b˜3(b˜1− b˜2) ≈ b˜2. On the other hand, for small x = b˜2/σ22
one has the following approximation [58, eq.5.1.20]
exE1(x) ≈ log
(
1
x
)
.
Thus, J˜ can be approximated as
J˜ ≈ b˜3 + b˜2
σ22
log
(
σ22
b˜2
)
(4.53)
Then, finding the minimum of (4.53) over the single variable ̺ can be easily done by solving
the derivative of (4.53) with respect to ̺.
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5. Differential Amplify-and-Forward Relaying
Using Semi-MRC Combining
The previous chapter considers single-branch dual-hop relaying for scenarios that the
direct link between the source and the destination is not sufficiently strong to facilitate data
transmission. However, single-branch dual-hop relaying only extends the coverage area and
does not improve the diversity order of a wireless system. If the direct link between the
source and the destination is also available, a single-branch dual-hop relaying with a direct
link, see Figure 3.3, can be considered. This topology is useful to improve the diversity order
to two, yet simple to implement. There is only one relay involved in the communication
and no synchronization with the source or other users is required. Also, less computational
burden is imposed to the destination in the combining and detection process. Moreover,
studying this topology provides a background for studying multi-branch relay networks.
Under the scenario that more users are willing to cooperate, a multi-branch relay network
with a direct link, depicted in Figure 3.4, can be constructed. Thus the achievable diversity
would increase to R + 1, where R is the number of relays. When more than one relay are
employed in the network, it is important to decide on the cooperative strategy among the
relays. Here, repetition-based strategy is chosen due to its simplicity of implementation. In
the re-broadcasting phase, the relays send their data sequentially in time and only frame
synchronization is needed in the network. Obviously, more signal processing would be needed
at the destination for combining and detection, which is the price of getting a better diversity
with using multiple relays.
In the multi-branch dual-hop relaying with a direct link considered in this chapter, dif-
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ferential M-PSK is used at the source, amplify-and-forward is performed at the relays and
two-symbol non-coherent detection at the destination is employed. No channel estimation
is required at the relays or destination. An important processing part at the destination of
a D-AF relaying system is how to combine the received signals to achieve the cooperative
diversity. Here, a semi maximum-ratio-combining (semi-MRC) scheme is considered. The
prefix semi is added to the MRC acronym because the conventional optimum combining
weights are not available in the system under consideration. The research focus is to exam-
ine the performance and limitations of the D-AF relaying system using semi-MRC scheme
in practical time-varying channels. Moreover, new combining weights are obtained to im-
prove the performance. It will be seen that, similar to the system considered in the previous
chapter, the performance of the system degrades with channel variation and the existence
of an error floor is inevitable. However, the effect of channel variation can be mitigated by
increasing the number of relays in the network.
The results of our study are reported in manuscripts [Ch5-1] and [Ch5-2]. Manuscript
[Ch5-1] considers a three-node relay network (one relay). Manuscript [Ch5-2] studies a
general case with R relays and is presented in this chapter.
[Ch5-1] M. R. Avendi, Ha H. Nguyen,“Differential Amplify-and-Forward Relaying in
Time-Varying Rayleigh Fading Channels”, IEEE Wireless Communications and Networking
Conference, Shanghai, China, Apr. 7-10, 2013.
[Ch5-2] M. R. Avendi, Ha H. Nguyen,“Performance of Differential Amplify-and-Forward
Relaying in Multi-Node Wireless Communications”, IEEE Transactions on Vehicular Tech-
nology, vol. 62, no. 8, pp. 3603–3613, Oct. 2013.
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Abstract
This paper is concerned with the performance of differential amplify-and-forward (D-AF)
relaying for multi-node wireless communications over time-varying Rayleigh fading channels.
A first-order auto-regressive model is utilized to characterize the time-varying nature of the
channels. Based on the second-order statistical properties of the wireless channels, a new set
of combining weights is proposed for signal detection at the destination. Expression of pair-
wise error probability (PEP) is provided and used to obtain the approximated total average
bit error probability (BER). It is shown that the performance of the system is related to
the auto-correlation of the direct and cascaded channels and an irreducible error floor exists
at high signal-to-noise ratio (SNR). The new weights lead to a better performance when
compared to the conventional combining scheme. Computer simulation is carried out in
different scenarios to support the analysis.
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5.1 Introduction
The increasing demand for better quality and higher data rate in wireless communication
systems motivated the use of multiple transmit/receive antennas, resulting in the so-called
multiple-input multiple-output (MIMO) systems. However, using multiple antennas is not
practical for mobile units due to insufficient space to make wireless channels corresponding to
multiple antennas uncorrelated. This limitation was however addressed by the technique of
cooperative communications [4,59], which has been shown to be applicable in many wireless
systems and applications such as 3GPP LTE-Advances, WiMAX, WLANs, vehicle-to-vehicle
communications and wireless sensor networks [6–10].
Cooperative communication exploits the fact that, since other users in a network can
also listen to a source during the source’s transmission phase, they would be able to re-
broadcast the received data to the destination in another phase to help the source. Therefore,
the overall diversity and performance of the system would benefit from the virtual MIMO
system that is constructed using the help of other users. Depending on the strategy that
relays utilize to cooperate, the relay networks have been classified as decode-and-forward or
amplify-and-forward [12].
Among these strategies, amplify-and-forward (AF) has been the focus of many studies
because of its simplicity in the relay’s function. Specifically, the relay’s function is to multiply
the received signal with a fixed or variable gain and forward the result to the receiver.
For convenience, the overall channel of source-relay-destination is called the cascaded, the
equivalent or double-Rayleigh channel. Depending on the type of modulation, the relays may
need full or partial channel state information (CSI) for determining the amplification factor.
Also, the destination would need the CSI of both the direct and the cascaded channels in
order to combine the received signals for coherent detection.
To avoid channel estimation at the relays and destination, differential AF (D-AF) scheme
has been considered in [14–17] which only needs the second-order statistics of the channels at
the relays. In the absence of instantaneous CSI, a set of fixed weights, based on the second-
order statistics, has been used to combine the received signals over the relay-destination and
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the source-destination links. Then, the standard differential detection is applied to recover
the transmitted symbol. However, all the previous works assume a slow-fading situation
and show that the performance of D-AF is abound 3-4 dB worse than the performance of
its coherent version. For future reference, we call such a scheme “conventional differential
detection” (CDD). In practice, the increasing speed of mobile users leads to fast time-varying
channels (also referred to as time-selective channels). Thus, the typical assumption made in
the development of conventional differential detection, namely the approximate equality of
two consecutive channel uses, is violated. Therefore, it is important to consider performance
of D-AF relaying systems and its robustness under more practical and general channel vari-
ation scenarios. It should also be mentioned that the effect of time-varying channels on the
performance of coherent AF relay networks has been investigated in [60, 61].
In this paper, the performance of D-AF for a multi-relay network in fast time-varying
Rayleigh fading channels is studied. We call the detection scheme developed for such fast
time-varying channels “time-varying differential detection” (TVD). The channels from the
source to the relays (SR channels), the source to the destination (SD channel) and from the
relays to the destination (RD channels) are changing continuously according to the Jakes’
model [34]. Depending on the mobility of nodes with respect to each other, different cases
are considered. The direct channel is modelled with a first-order auto-regressive model,
AR(1) [35, 36]. Also, based on the AR(1) model of the individual Rayleigh-faded channels,
a time-series model is proposed to characterize the time-varying nature of the cascaded
channels. The statistical properties of this model are verified using theory and monte-carlo
simulation. Taking into account the statistical properties of channel variations, new weights
for combining the received signals over multiple channels are proposed. Since analyzing the
performance of the proposed system using fixed combining weights is too complicated (if not
impossible), the performance of the system using the optimum maximum ratio combining
(MRC) weights is analyzed and the result is used as a lower bound for the system error
performance. Specifically, the pair-wise error probability (PEP) is obtained and used to
approximate the average bit error rate (BER) using nearest neighbour approximation. It is
shown that an error floor exits at high signal-to-noise ratio (SNR) region. Such an error floor
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can be approximately determined and it is related to the auto-correlation values of both the
direct and the cascaded channels. Simulation results are presented to support the analysis
in various scenarios of fading channels and show that the TVD with the proposed weights
always outperforms the CDD in time-selective channels.
The outline of the paper is as follows. Section 5.2 describes the system model. In Section
III the channel model and the differential detection of D-AF relaying with MRC technique
over fast time-varying channels is developed. The performance of the system is considered
in Section 5.4. Simulation results are given in Section 5.5. Section 5.6 concludes the paper.
Notations: (·)∗, | · | and Re{·} denote conjugate, absolute value and the real part of a
complex number, respectively. CN (0, σ2) and χ22 stand for complex Gaussian distribution
with mean zero and variance σ2 and chi-squared distribution with two degrees of freedom,
respectively. E{·}, Var{·} denote expectation and variance operations, respectively. Both
e(·) and exp(·) show the exponential function.
5.2 System Model
The wireless relay model under consideration is shown in Figure 5.1. It has one source,
R relays and one destination. The source communicates with the destination directly and
also via the relays. Each node has a single antenna, and the communication between nodes
is half duplex, i.e., each node can either send or receive in any given time. The channels
from the source to the destination (SD), from the source to the ith relay (SRi) and from the
ith relay, i = 1, · · · , R, to the destination (RiD) are shown with h0[k], hsri [k] and hrid[k],
respectively, where k is the symbol time. A Rayleigh flat-fading model is assumed for each
channel. The channels are spatially uncorrelated and changing continuously in time. The
auto-correlation value between two channel coefficients, which are n symbols apart, follows
the Jakes’ fading model [34]:
E{h[k]h∗[k + n]} = J0(2πfn), (5.1)
where J0(·) is the zeroth-order Bessel function of the first kind, f is the maximum normalized
Doppler frequency of the channel and h is either h0, hsri or hrid. The maximum Doppler
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frequency of the SD, SRi and RiD channels are shown with fsd, fsri and frid, respectively.
Also, it is assumed that the carrier frequency is the same for all links.
Let V = {ej2πm/M , m = 0, . . . ,M − 1} denote the set of M-PSK symbols. At time k,
a group of log2M information bits is transformed to v[k] ∈ V. Before transmission, the
symbols are encoded differentially as
s[k] = v[k]s[k − 1], s[0] = 1. (5.2)
The transmission process is divided into two phases. Technically, either symbol-by-symbol
or block-by-block dual-phase transmission protocol can be considered. In symbol-by-symbol
protocol, first the source sends one symbol to the relays and then the relays re-broadcast the
amplified versions of the corresponding received signals to the destination, in a time division
manner. Hence, two channel uses are R + 1 symbols apart. However, this protocol is not
practical as it causes frequent switching between reception and transmission. Instead, in
block-by-block protocol, a frame of information data is broadcasted in each phase and then
two channel uses are one symbol apart. Therefore, block-by-block transmission is considered
in this paper. However, the analysis is basically the same for both cases as only the channel
auto-correlation values are different.
In phase I, the symbol
√
P0s[k] is transmitted by the source to the relays and the des-
tination, where P0 is the average source power. The received signal at the destination and
the ith relay are
y0[k] =
√
P0h0[k]s[k] + w0[k] (5.3)
ysri [k] =
√
P0hsri[k]s[k] + wsri[k] (5.4)
where w0[k], wsri[k] ∼ CN (0, 1) are the noise components at the destination and the ith relay,
respectively.
The received signal at the ith relay is then multiplied by an amplification factor Ai, and
forwarded to the destination. The amplification factor can be either fixed or variable. A
variable Ai needs the instantaneous CSI. For D-AF, in the absence of the instantaneous
CSI, the variance of the SR channels (here equals to one) is utilized to define the fixed
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amplification factor as [14–17]:
Ai =
√
Pi
P0 + 1
(5.5)
where Pi is the average transmitted power of the ith relay.
1
The corresponding received signal at the destination is
yi[k] = Aihrid[k]ysri[k] + wrid[k], (5.6)
where wrid[k] ∼ CN (0, 1) is the noise component at the destination. Substituting (5.4) into
(5.6) yields
yi[k] = Ai
√
P0hi[k]s[k] + wi[k], (5.7)
where the random variable hi[k] = hsri [k]hrid[k] represents the gain of the equivalent double-
Rayleigh channel, whose mean and variance equal zero and one, respectively. Furthermore,
wi[k] = Aihrid[k]wsri[k] + wrid[k]
is the equivalent noise component. It should be noted that for a given hrid[k], wi[k] and yi[k]
are complex Gaussian random variables with mean zero and variances σ2i = A
2
i |hrid[k]|2 + 1
and σ2i (ρi + 1), respectively, where ρi is the average received SNR conditioned on hrid[k],
defined as
ρi =
A2iP0|hrid[k]|2
σ2i
. (5.8)
In the following section, we consider the differential detection of the combined received
signals at the destination and evaluate its performance.
5.3 Channel Models and Differential Detection
The CDD was developed under the assumption that two consecutive channel uses are
approximately equal. However, such an assumption is not valid for fast time-varying chan-
nels. To find the performance of differential detection in fast time-varying channels, we need
1Typically, the total power P = P0 +
R∑
i=1
Pi, is divided among the source and relays to minimize the
average BER. This can be done by either exhaustive search or analytical approaches. The study of power
allocation for multi-node differential amplify-and-forward relay networks can be found in [14–17].
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Figure 5.1
The wireless relay model under consideration.
to model both the direct and the cascaded channels with time-series models. Depending on
the mobility of the nodes with respect to each other, three cases are considered. The first
case applies when a mobile user is communicating with a base station both directly and via
other fixed users (or fixed relays) in the network. The second case can happen when the
communication between two mobile users are conducted directly and also via other fixed
relays. The last case is a situation that a mobile user communicates with another mobile
user in the network both directly and with the help of other mobile users. The channel
models in these three cases are detailed as follows.
5.3.1 Mobile Source, Fixed Relays and Destination
When the source is moving but the relays and the destination are fixed, the SD and all
SR channels become time-varying and their statistical properties follow the fixed-to-mobile
2-D isotropic scattering channels [34]. However, all RD channels remain static.
First, the direct link is modelled with an AR(1) model [35, 36] as follows
h0[k] = α0h0[k − 1] +
√
1− α20e0[k] (5.9)
where α0 = J0(2πfsdn) ≤ 1 is the auto-correlation of the SD channel and e0[k] ∼ CN (0, 1)
is independent of h0[k − 1]. Note also that n = 1 for block-by-block transmission and
n = R + 1 for symbol-by-symbol transmission. The auto-correlation value is equal one for
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static channels and decreases with higher fade rates. Obviously, this value will be smaller
for symbol-by-symbol transmission than for block-by-block transmission, which is another
drawback of using symbol-by-symbol transmission in addition to its practical implementation
issue.
Similarly, the SRi channel can be described as
hsri[k] = αsrihsri [k − 1] +
√
1− α2sriesri [k] (5.10)
where αsri = J0(2πfsrin) ≤ 1 is the auto-correlations of the SRi channel and esri[k] ∼
CN (0, 1) is independent of hsri [k−1]. Also, under the scenario of fixed relays and destination,
two consecutive RiD channel uses are equal, i.e.,
hrid[k] = hrid[k − 1]. (5.11)
Thus, for the ith cascaded channel, multiplying (5.10) by (5.11) gives
hi[k] = αsrihi[k − 1] +
√
1− α2srihrid[k − 1]esri[k] (5.12)
which is an AR(1) model with the parameter αsri and hrid[k − 1]esri[k] as the input white
noise.
5.3.2 Mobile Source and Destination, Fixed Relays
When both the source and the destination are moving, but the relays are fixed, all the
SR and RD channels become time-varying and again follow the fixed-to-mobile scattering
model [34]. Also, the SD channel follows the mobile-to-mobile channel model [46] which
is still Rayleigh fading but with the auto-correlation value of the corresponding model.
Therefore, the AR(1) models in (5.9) and (5.10) are used for modelling the SD and SR
channels, respectively. However, for the SD channel, the value of α0 is obtained from the
mobile-to-mobile channel model [46].
For RiD channel, the AR(1) model is
hrid[k] = αridhrid[k − 1] +
√
1− α2riderid[k] (5.13)
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where αrid = J0(2πfridn) ≤ 1 is the auto-correlation of RiD channel and erid[k] ∼ CN (0, 1)
is independent of hrid[k − 1].
Then, for the cascaded channel, multiplying (5.10) by (5.13) gives
hi[k] = αihi[k − 1] + ∆i[k], (5.14)
where αi = αsriαrid ≤ 1 is the equivalent auto-correlation of the cascaded channel and
∆i[k] = αsri
√
1− α2ridhsri[k − 1]erid[k] + αrid
√
1− α2sri
hrid[k − 1]esri [k] +
√
(1− α2sri)(1− α2rid)esri [k]erid[k] (5.15)
represents the time-varying part of the equivalent channel, which is a combination of three
uncorrelated complex-double Gaussian distributions [45] and uncorrelated to hi[k−1]. Since
∆i[k] has a zero mean, its auto-correlation function is computed as
E{∆i[k]∆∗i [k +m]} =
1− α
2
i , if m = 0,
0, if m 6= 0
(5.16)
Therefore, ∆i[k] is a white noise process with variance E{∆i[k]∆∗i [k]} = 1− α2i .
However, using ∆i[k] in the way defined in (5.15) is not feasible for the performance
analysis. Thus, to make the analysis feasible, ∆i[k] shall be approximated with an adjusted
version of one of its terms as
∆ˆi[k] =
√
1− α2ihrid[k − 1]esri[k] (5.17)
which is also a white noise process with first and second order statistical properties identical
to that of ∆i[k] and uncorrelated to hi[k − 1].
By substituting (5.17) into (5.14), the time-series model of the equivalent channel can be
described as
hi[k] = αihi[k − 1] +
√
1− α2ihrid[k − 1]esri[k] (5.18)
which is again an AR(1) with parameter αi and hrid[k − 1]esri [k] as the input white noise.
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Comparing the AR(1) models in (5.12) and (5.18) shows that, in essence, they are only
different in the model parameters: the parameter contains the effect of the SRi channel in
the former model, while the effects of both the SRi and RiD channels are included in the
later model. This means that the model in (5.18) can be used as the time-series model of the
cascaded channel for the analysis in both cases. Specifically, for static RiD channels αrid = 1
and hence (5.18) turns to (5.12).
To validate the model in (5.18), its statistical properties are verified with the theoretical
counterparts. Theoretical mean and variance of hi[k] are shown to be equal to zero and one,
respectively [44, 45]. This can be seen by taking expectation and variance operations over
(5.18) so that E{hi[k]} = 0, Var{hi[k]} = 1. Also, the theoretical auto-correlation of hi[k]
is obtained as the product of the auto-correlation of the SRi and RiD channels in [44]. By
multiplying both sides of (5.18) with h∗i [k − 1] and taking expectation, one has
E{hi[k]h∗i [k − 1]} = αiE{hi[k − 1]h∗i [k − 1]}+ E{∆ˆi[k]h∗i [k − 1]} (5.19)
Since ∆ˆi[k] is uncorrelated to hi[k − 1] then E{∆ˆi[k]h∗i [k − 1]} = 0 and it can be seen that
E{hi[k]h∗i [k − 1]} = αi = αsriαrid. (5.20)
In addition, the theoretical pdf of the envelope λ = |hi[k]| is
fλ(λ) = 4λK0 (2λ) (5.21)
where K0(·) is the zero-order modified Bessel function of the second kind [44], [45]. To verify
this, using Monte-Carlo simulation the histograms of |hi[k]|, |∆i[k]| and |∆ˆi[k]|, for different
values of αi, are obtained for both models in (5.14) and (5.18). The values of αi are computed
from the normalized Doppler frequencies given in Table 5.1, which as discussed in Section
4.5 covers a variety of practical situations. These histograms along with the theoretical pdf
of |hi[k]| are illustrated in Figure 5.2. Although, theoretically, the distributions of ∆i[k] and
∆ˆi[k] are not exactly the same, we see that for practical values of αi they are very close.
Moreover, the resultant distributions of hi[k], regardless of ∆i[k] or ∆ˆi[k], are similar and
close to the theoretical distribution. The Rayleigh pdf is depicted in the figure only to show
the difference between the distributions of an individual and the cascaded channels.
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5.3.3 All Nodes are Mobile
In this case, all links follow the mobile-to-mobile channel model [46]. However, they are all
individually Rayleigh faded and the only difference is that the auto-correlation of the channel
should be replaced according to this model. Thus, the channel model in (5.9) and (5.18)
again can be used as the time-series model of the direct and cascaded channels in this case,
albeit with appropriate auto-correlation values. We refer the reader to the discussion in [44]
and [62] for more details on computing these auto-correlations as well as the tutorial survey
on various fading models for mobile-to-mobile cooperative communication systems in [47].
For our analysis, it is assumed that the equivalent maximum Doppler frequency of each link,
regardless of fixed-to-mobile or mobile-to-mobile, is given and then the auto-correlation of
each link is computed based on (5.1).
5.3.4 Combining Weights and Differential Detection
By substituting the time-series models in (5.9) and (5.18) for the direct and the cascaded
channels into (5.3) and (5.7), respectively, one has
y0[k] = α0v[k]y0[k − 1] + n0[k], (5.22)
n0[k] = w0[k]− α0v[k]w0[k − 1] +
√
1− α20
√
P0s[k]e0[k], (5.23)
and
yi[k] = αiv[k]yi[k − 1] + ni[k], (5.24)
ni[k] = wi[k]− αiv[k]wi[k − 1] +
√
1− α2iAi
√
P0hrid[k − 1]s[k]esri[k]. (5.25)
Note that, the equivalent noise n0[k] and also ni[k] for a given hrid[k], are combinations
of complex Gaussian random variables, and hence they are also complex Gaussian with
variances
σ2n0 = 1 + α
2
0 + (1− α20)P0 (5.26)
σ2ni = σ
2
i
(
1 + α2i + (1− α2i )ρi
)
(5.27)
It can be seen that, compared with the CDD scheme, an additional term appears in the
noise expression of (5.23) and (5.25) and their variances
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To achieve the cooperative diversity, the received signals from the two phases are com-
bined as
ζ = b0y
∗
0[k − 1]y0[k] +
R∑
i=1
biy
∗
i [k − 1]yi[k] (5.28)
where b0 and bi are the combining weights. Using the MRC technique [63], the optimum
combining weights, which takes into account the noise variance of each link, would be
bopt0 =
α0
σ2n0
bopti =
αi
σ2ni
, i = 1, · · · , R
(5.29)
However, as can be see from (5.27), even for slow-fading channels with αi = 1, the noise
variance depends on the channel coefficients hrid[k], which is not known in the system under
consideration. To overcome this problem, for slow-fading channels, the average values of the
noise variances, E{σ2n0} = 2 and E{σ2ni} = 2(1 + A2i ), were utilized to define the weights for
the CDD scheme as
bcdd0 =
1
2
bcddi =
1
2(1 + A2i )
, i = 1, · · · , R
(5.30)
It is also shown in [14–17] that these weights give a performance close to the optimum
combining in slow-fading channels.
For fast time-varying channels, the average variances of the equivalent noise terms in the
direct and the cascaded links are E{σ2n0} = 1 + α20 + (1 − α20)P0 and E{σ2ni} = (1 + α2i )(1 +
A2i )+(1−α2i )A2iP0, respectively. Therefore, the new combining weights for fast time-varying
channels are proposed as
b0 =
α0
1 + α20 + (1− α20)P0
bi =
αi
(1 + α2i )(1 + A
2
i ) + (1− α2i )A2iP0
(5.31)
It can be seen that for slow-fading, α0 = 1 and αi = 1, which gives b0 = b
cdd
0 and bi = b
cdd
i
as expected. However, for fast-fading channels, the weights change with the channel auto-
correlation and the source power. In essence, the new weights provide a dynamic combining
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of the received signals based on the fade rate of each link. The faster the channel changes
in a communication link, the smaller portion of the received signal in that link is taken into
account for detection. In terms of complexity, the proposed combining weights need the
auto-correlation values of the channels which can be computed based on the Jakes’ model
once the corresponding Doppler frequencies are determined.
Finally, the well known minimum Euclidean distance (ED) detection is expressed as [38]
vˆ[k] = arg min
v[k]∈V
|ζ − v[k]|2 (5.32)
In the next section, we analyse the error performance of this detector.
5.4 Error Performance Analysis
This section evaluates performance of the D-AF system over time-varying fading chan-
nels. Although, the practical combining weights given in (5.31) are used in the detection
process, finding the performance of the system with these weights appears infeasible. In-
stead, performance of the TVD scheme based on the optimum combining weights is carried
out and used as a benchmark for the performance of the TVD approach with the proposed
weights. It is noted that such an approach in performance analysis is also adopted for the
CDD scheme as in [14, 15, 17].
Without loss of generality, assume that symbol v1 is transmitted and it is decoded er-
roneously as v2, the nearest neighbour symbol, by the decoder. The corresponding PEP is
defined as Ps(E12) = Ps(v1 → v2). An error occurs when
|ζ − v1|2 > |ζ − v2|2 (5.33)
which can be simplified to
Re {(v1 − v2)∗ζ} < 0. (5.34)
By substituting ζ from (5.28) into the above inequality and using b0 = b
opt
0 and bi = b
opt
i ,
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the error event can be further simplified as z > a where
a = |dmin|2
(
α0b
opt
0 |y0[k − 1]|2 +
R∑
i=1
αib
opt
i |yi[k − 1]|2
)
z = −2Re
{
d∗min(b
opt
0 y
∗
0[k − 1]n0[k] +
R∑
i=1
bopti y
∗
i [k − 1]ni[k])
}
(5.35)
and dmin = v1 − v2. Note that n0[k] is Gaussian, while, conditioned on hrid[k], ni[k] is also
Gaussian. Thus, conditioned on y0[k − 1], {yi[k − 1]}Ri=1 and {hrid[k]}Ri=1, the variable z is
Gaussian as well. Its mean, µz, and variance, σ
2
z , conditioned on the above variables, are
given as (see proof in Appendix 5.A):
µz = |dmin|2
(
α0b
opt
0
P0 + 1
|y0[k − 1]|2 +
R∑
i=1
αib
opt
i
ρi + 1
|yi[k − 1]|2
)
(5.36)
σ2z = 2|dmin|2
(
α0b
opt
0 |y0[k − 1]|2 +
R∑
i=1
αib
opt
i |yi[k − 1]|2
)
. (5.37)
Therefore, the conditional PEP can be written as
Ps(E12|y0, {yi}Ri=1, {hrid}Ri=1) = Pr(z > a|y0, {yi}Ri=1, {hrid}Ri=1)
= Q
(
a− µz
σz
)
= Q

√√√√Γ0 + R∑
i=1
Γi
 (5.38)
where Q(x) =
∞∫
x
1√
2π
exp
(
−t2
2
)
dt and
Γ0 =
γ0|dmin|2
P0 + 1
|y0[k − 1]|2 (5.39)
Γi =
γi|dmin|2
σ2i (ρi + 1)
|yi[k − 1]|2 (5.40)
with γ0 and γi defined as
γ0 =
α20P0
2P0(1− α20) + 4 + 2P0
(5.41)
γi =
α2i ρi
2ρi(1− α2i ) + 4 + 2ρi
. (5.42)
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Now, take the average over the distribution of |y0[k − 1]|2 and |yi[k − 1]|2 by using the
moment-generating function (MGF) technique [3], the conditional PEP can be written as
Ps(E12|{hrid}Ri=1) =
1
π
π/2∫
0
MΓ0
(
− 1
2 sin2 θ
) R∏
i=1
MΓi
(
− 1
2 sin2 θ
)
dθ (5.43)
whereMΓ0(·) andMΓi(·) are the MGFs of Γ0 and Γi, respectively. Since y0[k−1] and yi[k−1],
conditioned on hrid[k], are CN (0, P0 + 1) and CN (0, σ2i (ρi + 1)), respectively, it follows that
|y0[k− 1]|2 ∼ (P0+ 1)/2χ22 and |yi[k− 1]|2 ∼ σ2i (ρi +1)/2χ22, respectively. Hence, the MGFs
of Γ0 and Γi can be shown to be [64]
MΓ0(s) =
1
1− sγ0|dmin|2
MΓi(s) =
1
1− sγi|dmin|2 .
(5.44)
Therefore, by substituting (5.44) into (5.43), one obtains
Ps(E12|{hrid}Ri=1) =
1
π
π/2∫
0
1
1 + 1
2 sin2 θ
γ0|dmin|2
R∏
i=1
1
1 + 1
2 sin2 θ
γi|dmin|2dθ. (5.45)
The above integral can be solved by partial fraction technique and then averaged over the dis-
tributions of |hrid[k]|2. However, this leads to a complicated expression without much insight.
Instead, we take the average over the distributions of |hrid[k]|2, f(ηi) = exp(−ηi), ηi > 0,
and the unconditioned PEP is given as
Ps(E12) =
1
π
π/2∫
0
R∏
i=1
Ii(θ)
1 + 1
2 sin2 θ
γ0|dmin|2dθ (5.46)
where
Ii(θ) =
∞∫
0
e−ηi
1 + 1
2 sin2 θ
γi|dmin|2dηi = εi(θ)
[
1 + (βi − ǫi(θ))eǫi(θ)E1(ǫi(θ))
]
(5.47)
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with εi(θ), βi and ǫi(θ) defined as
εi(θ) =
4(1− α2i )A2iP0 + 8A2i
1
sin2(θ)
α2iA
2
iP0|dmin|2 + 4(1− α2i )A2iP0 + 8A2i
βi =
4
2(1− α2i )A2iP0 + 4A2i
ǫi(θ) =
8
1
sin2(θ)
α2iA
2
iP0|dmin|2 + 4(1− α2i )A2iP0 + 8A2i
(5.48)
and E1(x) =
∞∫
x
(e−t/t)dt is the exponential integral function. The integral in (5.46), then can
be computed numerically to find the PEP.
It can be verified that, for DBPSK, the expression in (5.46) gives the exact bit-error rate
(BER). On the other hand, for higher-order M-PSK constellations, the nearest-neighbour
approximation [38] shall be applied to obtain the overall symbol-error rate (SER) as Ps(E) ≈
2Ps(E12), and the average BER for Gray-mapping as
Pb(E) ≈ 2
log2M
Ps(E12). (5.49)
Finding an upper bound for the PEP expression can help to get more insights about the
system performance. For θ = π
2
, (5.46) is bounded as
Ps(E12) ≤
R∏
i=1
Ii(
π
2
)
2 + γ0|dmin|2 . (5.50)
Based on the definition of γ0 and Ii(π/2), in (5.41) and (5.47), it can be seen that, the error
probability depends on the fading rates, α0 and αi, of both the direct and the cascaded
channels. If all channels are very slow-fading, α0 = 1 and αi = 1 for i = 1, . . . , R, and it
can be verified that γ0 ∝ P0 and Ii(π/2) ∝ (1/P0). Thus the diversity order of R + 1 is
achieved. On the other hand, if the channels are fast time-varying, the terms (1 − α20)P0
and (1 − α2i )P0 in the denominator of γ0 and Ii(π/2) become significant in high SNR. This
decreases the effective values of γ0 and γi and consequently the overall performance as well
as the achieved diversity order of the system will be affected.
It is also informative to examine the expression of PEP at high SNR values. In this case,
γ¯0 = lim
P0→∞
γ0 =
α20
2(1− α20)
(5.51)
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and (see proof in Appendix 5.B)
γ¯i = lim
P0→∞
E[γi] =
α2i
2(1− α2i )
(5.52)
which is independent of |hrid[k]|2. Therefore, by substituting the above converged values into
(5.45) or (5.46), it can be seen that the error floor appears as (see proof in Appendix 5.C),
lim
P0→∞
Ps(E12) =
1
2
R∑
k=0
γ¯Rk
R∏
j=0
j 6=k
(γ¯k − γ¯j)
{
1−
√
γ¯k|dmin|2
2 + γ¯k|dmin|2
}
(5.53)
when γ¯k 6= γ¯j, ∀ k, j ≥ 0
lim
P0→∞
Ps(E12) =
1
2
{
1−
√
γ¯|dmin|2
γ¯|dmin|2 + 2
R∑
l=0
(
2l
l
)(
1
4 + 2γ¯|dmin|2
)l}
(5.54)
when γ¯0 = γ¯i = γ¯, ∀ i > 0
lim
P0→∞
Ps(E12) =
γ¯R0
2(γ¯0 − γ¯)R
{
1−
√
γ¯0|dmin|2
γ¯0|dmin|2 + 2
}
−
R∑
k=1
γ¯R−k0 γ¯
2(γ¯0 − γ¯)R−k+1
{
1−
√
γ¯|dmin|2
γ¯|dmin|2 + 2
k−1∑
l=0
(
2l
l
)(
1
4 + 2γ¯|dmin|2
)l}
(5.55)
when γ¯0 6= γ¯i = γ¯, ∀ i > 0
It should be noted that the PEP and the error floor expressions are obtained based on
the optimum combining weights and hence, as will be observed in the simulation results,
they give a lower bound for the PEP and error floor of the system using the proposed
weights. The superior performance of the proposed TVD scheme over the CDD scheme as
illustrated in the next section comes with the price of requiring the channel auto-correlations
for determining the new combining weights. The accurate determination of these auto-
correlations is important since it would affect both the actual system performance and the
performance analysis.
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5.5 Simulation Results
In this section a typical multi-node D-AF relay network is simulated in different channel
scenarios and for the case that all nodes are mobile (the general case). In all simulations,
the channels h0[k], {hsri [k]}Ri=1 and {hrid[k]}Ri=1 are generated individually according to the
simulation method of [37]. Based on the normalized Doppler frequencies of the channels,
three different scenarios are considered: (I) all the channels are fairly slow fading, (II) the SD
and SR channels are fairly fast, while the RD channels are fairly slow, (III) the SD and SR
channels are very fast and the RD channels are fairly-fast fading. The normalized Doppler
frequencies of the three scenarios are shown in Table 5.1. The values in the table can be
translated to different vehicle speeds of communication nodes in typical wireless systems.
For example, in a system with carrier frequency fc = 2 GHz and symbol duration Ts = 0.1
ms, the corresponding Doppler shifts for the SD channel would be around fD = fsd/Ts =
50, 500, 1000 Hz, which would correspond to the speeds of v = cfD/fc = 25, 270, 540
km/hr, respectively, where c = 3 × 108 m/s is the speed of light. Usually, the value of 75
km/hr is assumed for a typical vehicle speed in the literature but much faster speeds are
common in vehicles such as hi-speed trains. Thus, Table 5.1 covers a wide range of practical
situations, from very slow to very fast fading, and these situations can be applicable in
present and future wireless applications. In fact, Scenario I is practically equivalent to the
case of static channels.
Table 5.1
Three simulation scenarios.
fsd fsri frid
Scenario I .005 .005 .005
Scenario II .05 .05 .005
Scenario III .1 .1 .05
In each scenario, binary data is differentially encoded for DBPSK (M = 2) or DQPSK
(M = 4) constellations. Block-by-block transmission is conducted in all scenarios. The
amplification factor at the relay is fixed to Ai =
√
Pi/(P0 + 1) to normalize the average
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relay power to Pi. The power allocation among the source and relays is such that P0 = P/2
and Pi = P/(2R), where P is the total power consumed in the network. Note that, due to
the way the variance of all AWGN components and channel gains is normalized to unity,
the total power P also has the meaning of a signal-to-noise ratio (SNR). At the destination,
the received signals are first combined with the proposed weights so that the minimum
Euclidean-distance detection can then be carried out. The simulation is run for various
values of the total power in the network. For comparison, the same simulation process but
with the combining weights given in (5.30) is repeated for the CDD system. The practical
BER values obtained with the CDD and TVD schemes are plotted versus P in Fig. 5.3 (solid
lines but different markers) for DBPSK and a two-relay network. Fig. 5.4 shows similar BER
plots but for DQPSK and a three-relay network.
On the other hand, for computing the theoretical BER values, first the values of αi
and α0 are computed for each scenario. Also, |dmin|2 = 4 sin2(π/M) for M-PSK symbols is
computed to give |dmin|2 = 4 forM = 2, and |dmin|2 = 2 forM = 4. Then, the corresponding
theoretical BER values from (5.49) are plotted in the two figures with dashed lines.
As can be seen from Figs. 5.3 and 5.4, in Scenario I of very slow-fading (practically the
scenario of static channels), the desired cooperative diversity is achieved with both the CDD
and TVD schemes. The BER curves for both schemes monotonically decrease with increasing
P and are consistent with the theoretical values. Since in this scenario, all the channels are
fairly slow, the combining weights are approximately equal in both CDD and TVD systems
and the BER results are very tight to the theoretical values which are determined using the
optimum combining weights. Also, the error floor is very low and does not practically exist
in this slow-fading situation and it is not plotted.
In Scenario II, which involves two fast-fading channels, the BER plots gradually deviate
from the BER results obtained in Scenario I, at around 15 dB, and reach an error floor for
P ≥ 30 dB. The error floor is also calculated theoretically from (5.55) and plotted in the
figures with dotted lines. The error floor is around 6×10−5 for TVD scheme, while it is around
2× 10−4 for the CDD scheme in both figures. The significantly-lower error floor of the TVD
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scheme clearly shows its performance improvement over the CDD scheme. The “deviating”
phenomenon starts earlier, around 10 dB in Scenario III, and the performance degradation
is much more severe since all the channels are fast fading in this scenario. Although the
existence of the error floor is inevitable in both detection approaches, the TVD scheme
with the proposed weights always outperforms the CDD scheme and it performs closer to
the theoretical results using the optimum weights. As expected, for both Scenarios II and
III, the theoretical BER plots corresponding to the optimum combining weights give lower
bounds for the actual performance. Another important observation is that the achieved
diversity is severely affected by the high fade rates of time-varying fading channels, although
the multiple fading channels are still independent.
5.6 Conclusion
Performance of multi-node relay networks has been analyzed when differential M-PSK
modulation along with the amplify-and-forward strategy are used over fast time-varying
channels. The time-varying nature of the channels was related to their auto-correlation
values. Using the auto-correlation values, the new combining weights at the destination
were provided. The obtained error probability expression serves as a lower bound of the
actual BER. It was shown that the error performance depends on the fading rates of the
direct and the cascaded channels. For fast fading channels, a large fading rate can lead
to a severe degradation in the error probability. It was also shown that there exists an
error floor at high SNR in time-varying channels and such an error floor was determined in
terms of the channel auto-correlations. The analysis is supported with simulation in different
scenarios and depicts that the proposed combining gains lead to a better performance over
that achieved with the conventional combining weights.
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5.A Proof of (5.36) and (5.37)
µz = E{z|y0[k − 1], {yi[k − 1]}Ri=1, {hrid[k − 1]}Ri=1} =
− 2Re{d∗min(bopt0 y∗0[k − 1]E{n0[k]|y0[k − 1]}
+
R∑
i=1
bopti y
∗
i [k − 1]E{ni[k]|yi[k − 1], hrid[k − 1]})
}
= 2α0Re
{
d∗min(b
opt
0 y
∗
0[k − 1]E{w0[k − 1]|y0[k − 1]}
+
R∑
i=1
bopti y
∗
i [k − 1]E{wi[k − 1]|yi[k − 1], hrid[k − 1]})
}
(5.56)
The conditional means of Gaussian noise components w0[k − 1] and wi[k − 1] are obtained
as [65]
E{w0[k − 1]|y0[k − 1]} = 1
P0 + 1
dminy0[k − 1] (5.57)
E{wi[k − 1]|yi[k − 1], hrid[k − 1]} =
1
ρi + 1
dminyi[k − 1]. (5.58)
Substituting (5.57) and (5.58) into (5.56) gives (5.36).
σ2z = Var{z|y0[k − 1], {yi[k − 1]}Ri=1, {hrid[k − 1]}Ri=1}
= 2|dmin|2
((
bopt0
)2 |y0[k − 1]|2Var{n0[k]|y0[k − 1]} +
R∑
i=1
(
bopti
)2 |yi[k − 1]|2Var{ni[k]|yi[k − 1], hrid[k − 1]}
)
. (5.59)
The conditional variances of n0[k − 1] and ni[k − 1] are obtained as
Var{n0[k − 1]|y0[k − 1]} = 1 + α20 + (1− α20)P0 =
α0
bopt0
(5.60)
Var{ni[k − 1]|yi[k − 1], hrid[k − 1]} = 1 + α2i + (1− α2i )ρi =
αi
bopti
. (5.61)
Substituting (5.60) and (5.61) into (5.59) gives (5.37). It should be noted that since z is
proportional to the real part of n0[k] and ni[k], its variance is proportional to half of the
total variance.
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5.B Proof of (5.52)
By substituting (5.8) into (5.42) we have
lim
P0→∞
E{γi} = E{ lim
P0→∞
γi} =
E
{
lim
P0→∞
α2iA
2
iP0ηi
(2A2iP0(1− α2i ) + 4A2i ) ηi + 4
}
= E
{
α2i
2(1− α2i )
}
=
α2i
2(1− α2i )
(5.62)
5.C Proof of (5.53)-(5.55)
lim
P0→∞
Ps(E12) = lim
P0→∞
1
π
pi
2∫
0
R∏
i=1
Ii(θ)
1 + 1
2sin2(θ)
γ0|dmin|2dθ =
1
π
pi
2∫
0
lim
P0→∞
R∏
i=1
Ii(θ)
lim
P0→∞
(
1 + 1
2sin2(θ)
γ0|dmin|2
)dθ
=
1
π
pi
2∫
0
1
1 + 1
2 sin2(θ)
γ¯0|dmin|2
R∏
i=1
1
1 + 1
2 sin2(θ)
γ¯i|dmin|2
dθ
(5.63)
Now, for the first case that γ¯k 6= γ¯j, ∀ k, j ≥ 0, using the partial fraction technique gives
1
1 + 1
2 sin2(θ)
γ¯0|dmin|2
R∏
i=1
1
1 + 1
2 sin2(θ)
γ¯i|dmin|2 =
R∏
k=0
1
1 + 1
2 sin2(θ)
γ¯k|dmin|2
=
R∑
k=0
ckγ¯k
1
1 + 1
2 sin2(θ)
γ¯k|dmin|2 (5.64)
where ck =
γ¯R−1
k
R∏
j=0
j 6=k
(γ¯k−γ¯j)
. Then,
1
π
pi
2∫
0
R∑
k=0
ckγ¯k
1
1 + 1
2 sin2(θ)
γ¯k|dmin|2dθ =
R∑
k=0
ckγ¯k
pi
2∫
0
1
1 + 1
2 sin2(θ)
γ¯k|dmin|2dθ
=
1
2
R∑
k=0
γ¯Rk
R∏
j=0
j 6=k
(γ¯k − γ¯j)
{
1−
√
γ¯k|dmin|2
2 + γ¯k|dmin|2
}
(5.65)
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Now, for the second case that γ¯0 = γ¯i = γ¯, ∀ i > 0, again using the partial fraction
technique gives
1
1 + 1
2 sin2(θ)
γ¯0|dmin|2
R∏
i=1
1
1 + 1
2 sin2(θ)
γ¯i|dmin|2 =
(
1
1 + 1
2 sin2(θ)
γ¯|dmin|2
)R+1
. (5.66)
Hence, using the integral techniques in [58], one obtains
1
π
pi
2∫
0
(
1
1 + 1
2 sin2(θ)
γ¯|dmin|2
)R+1
dθ =
1
2
{
1−
√
γ¯|dmin|2
γ¯|dmin|2 + 2
R∑
l=0
(
2l
l
)(
1
4 + 2γ¯|dmin|2
)l}
(5.67)
For the last case γ¯0 6= γ¯i = γ¯, ∀ i > 0, one has
1
1 + 1
2 sin2(θ)
γ¯0|dmin|2
R∏
i=1
1
1 + 1
2 sin2(θ)
γ¯i|dmin|2 =
1
1 + 1
2 sin2(θ)
γ¯0|dmin|2
(
1
1 + 1
2 sin2(θ)
γ¯|dmin|2
)R
=
b0
1 + 1
2 sin2(θ)
γ¯0|dmin|2 +
R∑
k=1
bk(
1 + 1
2 sin2(θ)
γ¯|dmin|2
)k (5.68)
where b0 =
(
γ¯0
γ¯0−γ¯
)R
and bk =
−γ¯R−k0 γ¯
(γ¯0−γ¯)R−k+1 . Then taking the integration from (5.68) gives the
error floor expression in (5.55).
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Figure 5.2
Theoretical pdf of |hi[k]| and obtained distributions of |∆i[k]|, |∆ˆi[k]|
and |hi[k]| in Scenario I (upper), Scenario II (middle) and Scenario III
(lower). These scenarios are listed in Table 5.1.
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Figure 5.3
Theoretical and simulation results of D-AF relaying with two relays
in Scenario I (lower plots), Scenario II (middle plots) and Scenario III
(upper plots) using DBPSK.
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Theoretical and simulation results of D-AF relaying with three relays
in Scenario I (lower plots), Scenario II (middle plots) and Scenario III
(upper plots) using DQPSK.
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6. Selection Combining for Differential
Amplify-and-Forward Relaying: Slow-Fading
Case
In the previous chapter, multi-branch relaying systems with a direct link were considered
as a mean to improve the overall diversity. Take for instance the single-branch dual-hop
relaying with direct channel depicted in Figure 3.3. After Source and Relay send their
signals to Destination, an important task at Destination is to combine the received signals
from Source and Relay to achieve cooperative diversity. A semi Maximum-Ratio-Combining
(semi-MRC) scheme was studied in the previous chapter. The semi-MRC method requires
the second-order statistics of the transmission links to determine the combining weights.
However, to avoid this requirement, the use of selection combining is investigated in this
chapter. The goal is to examine the possibility of using selection combining instead of semi-
MRC scheme. It would be very useful to simplify the detection process at the destination
while not sacrificing much of the performance.
The manuscript in this chapter considers a single-branch dual-hop relaying system with
a direct link employing selection combining at Destination. The selection combining method
computes the decision variable for each link and then chooses the link with the maximum
magnitude for detection. The advantage of this method is that no combining weights are
necessary. The exact BER and outage probability of this combiner using differential M-
PSK in symmetric slow-fading channels are obtained and verified with simulation results.
Interestingly, the performance of both SC method and semi-MRC method are very close to
each other. It is pointed out that the study in this chapter is limited to single-branch dual-
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hop relaying with a direct link. Extension to multi-branch relaying systems is worthwhile
but the analysis appears to be very complicated.
The results of our study are reported in the following manuscript.
[Ch6-1] M. R. Avendi, Ha H. Nguyen,“Selection Combining for Differential Amplify-and-
Forward Relaying Over Rayleigh-Fading Channels”, IEEE Signal Processing Letters, vol. 13,
pp. 277-280, Mar. 2013.
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Selection Combining for Differential
Amplify-and-Forward Relaying Over Rayleigh-Fading
Channels
M. R. Avendi, Ha H. Nguyen
Abstract
This paper proposes and analyses selection combining (SC) at the destination for differen-
tial amplify-and-forward (D-AF) relaying over slow Rayleigh-fading channels. The selection
combiner chooses the link with the maximum magnitude of the decision variable to be used
for non-coherent detection of the transmitted symbols. Therefore, in contrast to the max-
imum ratio combining (MRC), no channel information is needed at the destination. The
exact average bit-error-rate (BER) of the proposed SC is derived and verified with simula-
tion results. It is also shown that the performance of the SC method is very close to that of
the MRC method, albeit with lower complexity.
Index terms
Differential amplify-and-forward relaying, differential modulation, selection combining.
6.1 Introduction
The idea of employing other wireless users as relays in a communication network was
proposed more than a decade ago [59]. Cooperative communication exploits the fact that,
Manuscript received November 12, 2012; revised January 10, 2013; accepted January 26, 2013. Date of
publication February 01, 2013; date of current version February 07, 2013. The associate editor coordinating
the review of this manuscript and approving it for publication was Prof. Azadeh Vosoughi. The authors are
with the Department of Electrical and Computer Engineering, University of Saskatchewan, Saskatoon, SK
S7N 5A9 Canada (e-mail: m.avendi@usask.ca; ha.nguyen@usask.ca).
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since other users can also listen to a source, they would be able to receive, process and re-
broadcast the received data to the destination. Depending on the strategy that relays utilize
for cooperation, the relay networks are generally classified as decode-and-forward (DF) and
amplify-and-forward (AF) [12].
Among these two strategies, AF is very attractive in terms of having less computational
burden at the relays. Specifically, the relay’s function is simply to multiply the received
signal with a fixed or variable amplification factor, depending on the availability of the
channels state information (CSI). In the case of having no CSI at the relays, the second-order
statistics of source-relay channels can be used to determine a fixed amplification factor. Also,
using differential encoding, differential AF (D-AF) scheme has been considered in [14–16]
to avoid channel estimation at the destination. In the absence of CSI at the destination,
a set of fixed weights, based on the second-order statistics of all channels, have been used
to combine the received signals from the relay-destination and the source-destination links
[14–16]. For future reference, this combiner is called semi-maximum ratio combining (semi-
MRC). Since the exact performance analysis of semi-MRC appears to be too complicated (if
not impossible), the performance of a system using instantaneous combining weights (i.e.,
the instantaneous MRC) is usually conducted for benchmarking the performance of a semi-
MRC system [14–16]. It was shown that the performance of D-AF using semi-MRC is close
to the performance of an instantaneous MRC and about 3-4 dB worse than its coherent
version [14–16].
While obtaining the second-order statistics of all channels at the destination for combining
the received signals could be an issue, the need for a simpler combiner, without sacrificing
much of the performance, that can also be analysed exactly, is the motivation of this paper.
In particular, this paper studies D-AF relaying over slow Rayleigh-fading channels using
post-detection selection combining (SC) which can be seen as a counterpart to MDPSK for
point-to-point communications with reception diversity [66]. At the destination, the decision
variable is computed for each link and the one with the maximum magnitude is chosen for
non-coherent detection. Hence, different from the semi-MRC, the selection combiner does
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not need the second-order statistic of any of the channels, which simplifies the destination’s
detection task. The probability density function (pdf) and commutative density function
(cdf) of the instantaneous signal to noise ratio (SNR) in each link and the combiner’s out-
put are derived and used to obtain the exact average bit-error-rate (BER) and the outage
probability of the system. The analysis is verified with simulation. Comparison of SC and
semi-MRC systems shows that the performance of SC is very close to that of the semi-MRC,
of course with a lower complexity.
The outline of the paper is as follows. Section 6.2 describes the system model. In
Section III the non-coherent detection of D-AF relaying using SC technique is developed.
The performance of the system is considered in Section 6.4. Simulation results are given in
Section 6.5. Section 6.6 concludes the paper.
Notation: (·)∗, |·| denote conjugate and absolute values of a complex number, respectively.
CN (0, σ2) stand for complex Gaussian distribution with mean zero and variance σ2.
6.2 System Model
The wireless relay model under consideration has one source, one relay and one destina-
tion. The source communicates with the destination both directly and via the relay. Each
node has a single antenna, and the communication between nodes is half duplex (i.e., each
node is able to only send or receive in any given time). The channel coefficients at time k,
from the source to the destination (SD), from the source to the relay (SR) and from the
relay to the destination (RD) are shown with hsd[k], hsr[k] and hrd[k], respectively. All chan-
nels are CN (0, 1) (i.e., Rayleigh flat-fading) and follow Jakes’ correlation model [34]. Also,
the channels are spatially uncorrelated and are approximately constant for two consecutive
channel uses.
Let V = {ej2πm/M , m = 0, · · · ,M − 1} be the set of M-PSK symbols. A group of
log2M information bits at time k are transformed to an M-PSK symbol v[k] ∈ V. Before
transmission, the symbols are encoded differentially as
s[k] = v[k]s[k − 1], s[0] = 1. (6.1)
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The transmission process is divided into two phases. Block-by-block transmission protocol
is utilized to transmit a frame of symbols in each phase as symbol-by-symbol transmission
causes frequent switching between reception and transmission, which is not practical.
In phase I, symbol s[k] is transmitted by the source to the relay and the destination. Let
P0 be the average source power per symbol. The received signal at the destination and the
relay are
ysd[k] =
√
P0hsd[k]s[k] + wsd[k] (6.2)
ysr[k] =
√
P0hsr[k]s[k] + wsr[k] (6.3)
where wsd[k], wsr[k] ∼ CN (0, 1) are noise components at the destination and the relay, re-
spectively.
The received signal at the relay is then multiplied by an amplification factor, and re-
transmitted to the destination. The common amplification factor, based on the variance
of SR channel, is commonly used in the literature as A =
√
P1/(P0 + 1), where P1 is the
average power per symbol at the relay. However, A can be any arbitrarily fixed value.1 The
corresponding received signal at the destination is
yrd[k] = A hrd[k]ysr[k] + wrd[k], (6.4)
where wrd[k] ∼ CN (0, 1) is the noise at the destination. Substituting (6.3) into (6.4) yields
yrd[k] = A
√
P0h[k]s[k] + w[k], (6.5)
where h[k] = hsr[k]hrd[k] is the equivalent double-Rayleigh channel with zero mean and
variance one [44] and w[k] = A hrd[k]wsr[k] + wrd[k] is the equivalent noise. It should be
noted that for a given hrd[k], w[k] is complex Gaussian random variable with zero mean and
variance A2 |hrd[k]|2 + 1.
The following section presents the selection combining of the received signals at the
destination and its differential detection.
1Typically, the total power P = P0 + P1 is divided between the source and rely to minimize the average
BER of the system.
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6.3 Selection Combining and Differential Detection
By substituting (6.1) into (6.2) and (6.5), and using the slow-fading assumption, hsd[k] ≈
hsd[k − 1] and h[k] ≈ h[k − 1], one has
ysd[k] = v[k]ysd[k − 1] + nsd[k] (6.6)
nsd[k] = wsd[k]− v[k]wsd[k − 1] (6.7)
yrd[k] = v[k]yrd[k − 1] + nrd[k], (6.8)
nrd[k] = w[k]− v[k]w[k − 1]. (6.9)
Note that, the equivalent noise components nsd[k] and nrd[k] (for a given hrd[k]) are com-
binations of complex Gaussian random variables, and hence they are also complex Gaussian
with variances equal 2 and 2(1 + A2|hrd[k]|2), respectively.
To achieve the cooperative diversity, the received signals from the two phases should be
combined using some combining technique [63]. For the semi-MRC, the variance of nsd and
the expected value of the variance of nrd were utilized to combine the signals as [14–16]
ζ =
1
2
y∗sd[k − 1]ysd[k] +
1
2(1 + A2)
y∗rd[k − 1]yrd[k] (6.10)
However, instead of the semi-MRC which needs the second-order statistics of all chan-
nels, we propose to combine the received signals using a selection combiner as illustrated in
Figure 6.1. As it is seen, the decision statistics for the direct link, ζsd = y
∗
sd[k− 1]ysd[k], and
the cascaded link, ζrd = y
∗
rd[k− 1]yrd[k], are computed and compared to choose the link with
a higher magnitude. The output of the combiner is therefore
ζ =
ζsd if |ζsd| > |ζrd|ζrd if |ζrd| > |ζsd| (6.11)
Obviously, no channel information is needed at the destination.
Finally, the well known minimum Euclidean distance (ED) detection is applied to detect
the transmitted signal as [38]
vˆ[k] = argmin
x∈V
|ζ − x|2, (6.12)
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Figure 6.1
Block diagram of the post-detection selection combiner at the destina-
tion.
where the minimization is taken over all symbols x of the constellation V.
In the next section, the performance of the above selection combining detector is analysed.
6.4 Error Performance Analysis
In order to evaluate the performance of the system, the distribution of the instantaneous
SNR at the output of the selection combiner is derived and used in the unified approach [54]
to obtain the BER. To simplify the notation, the time index of the channels is omitted in
this section.
The instantaneous received SNRs of two links are given as [14–16]
γsd = P0|hsd|2 (6.13)
γrd = c|hsr|2 (6.14)
where c = A2P0|hrd|2/(1+A2|hrd|2). Since, |hsd|2 has an exponential distribution, γsd is also
exponentially distributed with the following pdf and cdf: fγsd(γ) = (1/P0)e
− γ
P0 , Fγsd(γ) =
1− e− γP0 .
Since, the quantity c conditioned on hrd is a constant, the conditional pdf and cdf of γrd
are given as fγrd|hrd(γ) = (1/c)e
− γ
c , Fγrd|hrd(γ) = 1− e−
γ
c .
The instantaneous SNR at the output of the combiner is defined as γmax = max(γsd, γrd)
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Thus, its cdf, conditioned on hrd, can be expressed as
Fγmax|hrd(γ) = Pr(max(γsd, γrd) ≤ γ|hrd)
= Pr(γsd ≤ γ, γrd ≤ γ|hrd)
= Fγsd(γ)Fγrd|hrd(γ)
=
(
1− e− γP0
)(
1− e− γc
)
(6.15)
By taking the derivative of (6.15), the conditional pdf of γmax is
fγmax|hrd(γ) =
1
P0
e
− γ
P0 +
1
c
e−
γ
c − 1
c′
e−
γ
c′ (6.16)
where c′ = cP0/(c+ P0) conditioned on hrd is a constant.
Using the unified approach [54, eq.25], it follows that the conditional BER can be written
as
Pb(E|γmax, hrd) = 1
4π
π∫
−π
g(θ)e−α(θ)γmaxdθ (6.17)
where g(θ) = (1 − β2)/(1 + 2β sin(θ) + β2), α(θ) = (b2/(2 log2M))(1 + β2 + 2β sin(θ)), and
β = a/b. The values of a and b depend on the modulation size [54].
Next, the average over the distribution of γmax is taken to give
Pb(E|hrd) = 1
4π
π∫
−π
∞∫
0
g(θ)e−α(θ)γfγmax|hrd(γ)dγdθ (6.18)
By substituting (6.16) into (6.18), one obtains
Pb(E|hrd) = 1
4π
π∫
−π
g(θ)[I1(θ) + I2(θ)− I3(θ)] dθ (6.19)
where
I1(θ) =
∞∫
0
e−α(θ)γ
1
P0
e
− γ
P0 dγ =
1
P0α(θ) + 1
(6.20)
I2(θ) =
∞∫
0
e−α(θ)γ
1
c
e−
γ
c dγ =
1
cα(θ) + 1
(6.21)
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I3(θ) =
∞∫
0
e−α(θ)γ
1
c′
e−
γ
c′ dγ =
1
c′α(θ) + 1
(6.22)
Finally, substituting c and c′ and taking the average over the distribution of |hrd|2, fλ(λ) =
e−λ, λ > 0, the unconditioned BER is given as
Pb(E) =
1
4π
π∫
−π
g(θ)[J1(θ + J2(θ)− J3(θ)] dθ (6.23)
where
J1(θ) =
∞∫
0
I1(θ)e
−λdλ =
1
P0α(θ) + 1
(6.24)
J2(θ) =
∞∫
0
I2(θ)e
−λdλ = b3(θ)[1 + (b1 − b2(θ))eb2(θ)E1(b2(θ))] (6.25)
with b1 = 1/A
2, b2(θ) = 1/(A
2(1 + P0α(θ)) and b3(θ) = 1/(P0α(θ) + 1).
J3(θ) =
∞∫
0
I3(θ)e
−λdλ = d3(θ)[1 + (d1 − d2(θ))ed2(θ)E1(d2(θ))] (6.26)
with d1 = 1/(2A
2), d2(θ) = 1/(A
2(2 + P0α(θ)) and d3(θ) = 2/(P0α(θ) + 2). Also, E1(x) =
∞∫
x
(e−t/t)dt is the exponential integral function. The integral in (6.23) can be computed
numerically to find the exact BER.
To get more insights about the achieved diversity, approximating J2(θ) and J3(θ) with
b3(θ) and d3(θ) as
J2(θ) &
1
α(θ)P0 + 1
,
J3(θ) &
2
α(θ)P0 + 2
(6.27)
Using the above values in (6.23), it can be seen that
Pb(E) ∝ 2
(1 + α(θ)P0)(2 + α(θ)P0)
∝ 1
P 20
(6.28)
which shows that the diversity order of two can be achieved in high SNR region.
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Before closing this section, it is pointed out that the outage probability can be straight-
forwardly obtained from (6.16). Specifically, the probability that the instantaneous SNR at
the output of the SC combiner drops below a SNR threshold γth is
Pout = Pr(γmax ≤ γth) =
∞∫
0
Fγmax|hrd(γth)e
−λdλ
=
(
1− e−
γth
P0
)[
1− e−
γth
P0
√
4γth
A2P0
K1
(√
4γth
A2P0
)]
(6.29)
where K1(·) is the first-order modified Bessel function of the second kind.
6.5 Simulation Results
To verify the BER performance analysis, computer simulation was carried out.2 In the
simulation, the channels hsd[k], hsr[k] and hrd[k] are generated individually according to
the simulation method of [37]. The normalized Doppler frequency of all channels is set
to 0.001, so that the channels are slow-fading. Binary data is differentially encoded for
M = 2, 4 constellations. At the destination, the received signals are combined using the
SC technique and the decision variable is used to recover the transmitted signal using the
minimum Euclidean-distance detection. The simulation is run for various values of the
total power in the network, whereas the amplification factor at the relay is fixed to A =√
P1/(P0 + 1) to normalized the average relay power to P1.
First, to find the optimum power allocation between the source and the relay, the ex-
pression of BER is examined for different values of power allocation factor q = P0/P , where
P = P0 + P1 is the total power in the system. The BER curves are plotted versus q in Fig-
ure 6.2 for P=15, 20, 25 dB and when DBPSK and DQPSK are employed. Note that, for com-
puting the theoretical BER in (6.23),
{
a = 0, b =
√
2
}
and
{
a =
√
2−√2, b =
√
2 +
√
2
}
are obtained for DBPSK and DQPSK, respectively [54]. The figure shows that more power
should be allocated to the source than the relay and the BER is minimized at q ≈ 0.7.
This observation is similar to what reported in [14] for the semi-MRC technique. Based on
Figure 6.2 the power allocation factor q = 0.7 is used in all the simulations.
2Due to space limitation, simulation results that verify the outage probability analysis are not included.
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Figure 6.2
BER as a function of power allocation factor q for P = 15, 20, 25 dB.
Figure 6.3 plots the BER curves versus the total power P that are obtained with the SC
technique (both theoretical and simulation results) and the semi-MRC technique, and for
both DBPSK (lower plots) and DQPSK (upper plots). As can be seen, the simulation results
of SC technique are very close to the theoretical values. Moreover, the diversity order of two
is achieved for both SC and semi-MRC methods and their results are also very close to each
other. The small difference between the two methods can be accepted in many practical
applications which seek a trade-off between simplicity and performance.
6.6 Conclusion
A selection combining of the received signals at the destination of a D-AF relay network
was studied. Thanks to the differential encoding and selection combiner, no channel state
information is needed at the destination for detection of the transmitted symbols. The
distribution of the instantaneous SNR at the output of the combiner was derived and the
exact bit error rate and the outage probability of the system have been obtained. It was
shown that the desired diversity order of two can be achieved by the SC system. Simulation
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Theoretical and simulation BER of the D-AF system with semi-MRC
and SC methods using DBPSK (lower) and DQPSK (upper).
results verified the analysis and show that the selection combiner performs very close to
the more-complicated semi-MRC technique (which needs the second-order statistics of all
channels).
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7. Selection Combining for Differential
Amplify-and-Forward Relaying: General
Time-Varying Case
In the previous chapter, the use of selection combining (SC) at the destination in a
differential amplify-and-forward (D-AF) relaying system was studied. It was shown that,
while being simpler, the SC method is able to deliver performance very close to that of the
semi- maximum-ratio-combining (semi-MRC) method studied in Chapter 5. However, the
analysis in the previous chapter was limited to slow-fading channels with symmetric fading
powers.
The study in this chapter on selection combining is more comprehensive and useful than
that of Chapter 6 as the nodes in the networks can be in different locations or with different
mobility and therefore they would experience different fading powers and fading rates. Here,
only DBPSK modulation is considered. Using DBPSK allows one to take only the real part
of the decision variable for the selection and detection process. The exact average BER of the
SC scheme is derived and thoroughly verified with simulation results in various fading and
channel scenarios. Similar to the semi-MRC scheme considered in Chapter 5, the existence
of an error floor in fast-fading channels is inevitable in the SC method as well. It should also
be mentioned that due to the complexity of analysis, the study is limited to single-branch
dual-hop relaying with a direct link and DBPSK modulation.
The results of our study are reported in the following manuscript.
[Ch7-1] M. R. Avendi, Ha H. Nguyen,“Performance of Selection Combining for Differen-
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tial Amplify-and-Forward Relaying Over Time-Varying Channels”, submitted to IEEE Trans-
actions on Wireless Communications.
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Performance of Selection Combining for Differential
Amplify-and-Forward Relaying Over Time-Varying
Channels
M. R. Avendi, Ha H. Nguyen
Abstract
Selection combining (SC) at the destination for differential amplify-and-forward (AF) re-
laying is attractive as it does not require channel state information as compared to the
maximum-ratio-combining (MRC) while delivering close performance. Performance analysis
of the SC scheme was recently reported but only for the case of slow-fading channels. This
paper provides an exact average bit-error-rate (BER) of the SC scheme over a general case
of time-varying Rayleigh fading channels and when the DBPSK modulation is used together
with the non-coherent detection at the destination. The presented analysis is thoroughly ver-
ified with simulation results in various fading scenarios. It is shown that the performance of
the system is related to the auto-correlation values of the channels. It is also shown that the
performance of the SC method is very close to that of the MRC method and the existence of
an error floor at high signal-to-noise ratio region is inevitable in both methods. The obtained
BER analysis for the SC method can also be used to approximate the BER performance of
the MRC method, whose exact analytical evaluation in time-varying channels appears to be
difficult.
7.1 Introduction
Cooperative communications has now become a mature research topic. Currently, a spe-
cial type of cooperative communications (with the help of one relay) has been standardized
in the 3 GPP LTE technology to leverage the coverage problem of cellular networks and
it is envisaged that LTE-advanced version will include cooperative relay features to over-
come other limitations such as capacity and interference [6]. There are also applications for
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cooperative relay networks in wireless LAN, vehicle-to-vehicle communications and wireless
sensor networks that have been discussed in [8–11] and references therein.
In cooperative communications, a user in the network act as a relay to receive signals
from a source, processes and re-broadcasts to a destination. In this way, additional links,
other than the direct link from a source to a destination, can be constructed via relays
and hence the overall spatial diversity of the system would be increased. Depending on
the signal processing strategy that a relay utilizes, relay networks are generally classified as
decode-and-forward (DF) and amplify-and-forward (AF) [12].
Among these two strategies, AF or its non-coherent version, differential AF (D-AF) is
very attractive as it requires less computational burden at the relays and destination. In
D-AF, data symbols are differentially encoded at the source. The relay’s function is simply
to multiply the received signal with a fixed amplification factor. At the destination, the
received signals from multi-links are combined to achieve the diversity, and used for non-
coherent detection of the transmitted signals without the need of instantaneous channel state
information (CSI). In [14–16], a maximum-ratio combiner using a set of fixed weights, based
on the second-order statistics of all channels, has been used to combine the received signals
from the relay-destination and source-destination links. For future reference, this combiner
is called semi-maximum ratio combiner (semi-MRC).
With the motivation of reducing the detection complexity at the destination, selection
combining for differential AF relay networks was recently investigated and analyzed in [67].
This combiner can be seen as a counterpart of selection combining of DPSK in point-to-point
communications with receive diversity studied in [66,68–70]. However, the analysis reported
in our previous work [67] only apply for symmetric slow-fading channels. The slow-fading
assumption requires approximate equality of two consecutive channel uses, which would be
violated in practice under high mobility of users.
This paper studies D-AF relaying over general time-varying Rayleigh-fading channels
using post-detection selection combining (SC). The DBPSK modulation is used and the AF
strategy with fixed gain at the relay is employed. Two links are involved in the communica-
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tion: the direct link from the source to the destination (SD) and the cascaded link from the
source to the destination via the relay. The decision variable is computed for each link and
the one with the maximum magnitude is chosen for non-coherent detection. Hence, differ-
ent from the semi-MRC, the selection combiner does not need the second-order statistic of
any of the channels, which simplifies the detection at the destination. To characterize the
time-varying nature of the channels, first-order auto-regressive models [36,51] are employed
for the direct and cascaded channels. The probability density function (pdf) and cumulative
density function (cdf) of the decision variable in each link are derived and used to obtain
the exact average bit-error-rate (BER). The analysis is verified with simulation results in
different fading and channel scenarios. Comparison of the SC and semi-MRC systems shows
that the performance of the SC method is very close to that of the semi-MRC. For fast-fading
channels, it is seen that the performance of both SC and semi-MRC systems degrades and
reaches an error floor. The expression of the error floor is also derived for the SC method.
On the other hand, the close performance of both the SC and semi-MRC schemes implies
that one can use the exact BER analysis of the SC method to closely approximate the per-
formance of the semi-MRC method in time-varying channels. This is useful since the exact
BER of the semi-MRC method in time-varying channels appears to be difficult [51] and only
a loose lower bound was derived for this system in [51].
The outline of the paper is as follows. Section 7.2 describes the system model. In
Section 7.3 the non-coherent detection of D-AF relaying using SC technique is developed.
The performance of the system is considered in Section 7.4. Simulation results are given in
Section 7.5. Section 7.6 concludes the paper.
Notation: (·)∗, |·| denote conjugate and absolute values of a complex number, respectively.
CN (0, σ2) stands for a complex Gaussian distribution with mean zero and variance σ2, while
χ22 stands for chi-squared distribution with two degrees of freedom. E{·} and Var{·} are
expectation and variance operations, respectively. Both exp(·) and e(·) indicate exponential
function and E1(x) =
∞∫
x
(e−t/t)dt is the exponential integral function.
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7.2 System Model
The system model in this article is very similar to that of [51, 67, 71]. As such, the
formulation and description of the system model are similar to those in [51,67,71]. Figure 7.1
depicts the wireless relay model under consideration, which has three nodes: one Source,
one Relay and one Destination. There are a direct link and a cascaded link, via Relay,
from Source to Destination. The inherent diversity order of the system is therefore two. A
common half-duplex communication between the nodes is assumed, i.e., each node employs
a single antenna and able to only send or receive in any given time.
The channel coefficients at time k, from Source to Destination (SD), from Source to Relay
(SR) and from Relay to Destination (RD) are shown with h0[k], h1[k] and h2[k], respectively.
A Rayleigh flat-fading model is assumed for each channel, i.e., hi ∼ CN (0, σ2i ), i = 0, 1, 2.
The channels are spatially uncorrelated and changing continuously in time. The time corre-
lation between two channel coefficients, n symbols apart, follows the Jakes’ model [34]:
ϕi(n) = E{hi[k]h∗i [k + n]} = σ2i J0(2πfin), i = 0, 1, 2 (7.1)
where J0(·) is the zeroth-order Bessel function of the first kind and fi is the maximum
normalized Doppler frequency of the ith channel. The normalized Doppler frequency is a
function of the velocity of the nodes. A higher velocity leads to a higher Doppler value and
hence a lower time-correlation between the channel coefficients.
Let V = {ej2πm/M , m = 0, · · · ,M − 1} be the set of M-PSK symbols. A group of
log2M information bits at time k is transformed to an M-PSK symbol v[k] ∈ V. Before
transmission, the symbols are encoded differentially as
s[k] = v[k]s[k − 1], s[0] = 1. (7.2)
Here it is assumed that M = 2, i.e., DBPSK modulation is employed.
The transmission process is divided into two phases. A symbol or a frame of symbols
could be transmitted in each phase. Symbol-by-symbol transmission is not practical as
it causes frequent switching between reception and transmission. Hence, frame-by-frame
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The wireless relay model under consideration.
transmission protocol is utilized here. However, the analysis is the same for both cases and
only the channels auto-correlation values are different. In symbol-by-symbol transmission,
two channel uses are two symbols apart (n = 2), while in frame-by-frame transmission two
channel uses are one symbol apart (n = 1).
In the first phase, symbol s[k] is transmitted by Source to Relay and Destination. Let P0
be the average Source’s power per symbol. The received signals at Destination and Relay
are
y0[k] =
√
P0h0[k]s[k] + w0[k] (7.3)
y1[k] =
√
P0h1[k]s[k] + w1[k] (7.4)
where w0[k], w1[k] ∼ CN (0, N0) are noise components at Destination and Relay, respectively.
It is easy to see that, for given s[k], y0[k] ∼ CN (0, N0(ρ0+1)), where ρ0 is the average received
SNR per symbol from the direct link, defined as
ρ0 =
P0σ
2
0
N0
. (7.5)
Also, the average received SNR per symbol at Relay is defined as
ρ1 =
P0σ
2
1
N0
. (7.6)
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The received signal at Relay is then multiplied by an amplification factor, and re-transmitted
to Destination. Based on the variance of SR channel, the amplification factor commonly used
in the literature is
A =
√
P1
P0σ
2
1 +N0
, (7.7)
where P1 is the average transmitted power per symbol at Relay. In general, A can be any
arbitrarily fixed value. If the total power in the network, P , is divided between Source and
Relay such that P0 = qP, P1 = (1 − q)P , where q is the power amplification factor, then
A =
√
(1− q)P/(qPσ21 +N0).
The corresponding received signal at Destination is
y2[k] = A h2[k]y1[k] + w2[k], (7.8)
where w2[k] ∼ CN (0, N0) is the noise component at Destination in the second phase. Sub-
stituting (7.4) into (7.8) yields
y2[k] = A
√
P0h[k]s[k] + w[k], (7.9)
where h[k] = h1[k]h2[k] is the equivalent double-Rayleigh channel with zero mean and vari-
ance σ21σ
2
2 [44] and w[k] = A h2[k]w1[k] +w2[k] is the equivalent noise component. It should
be noted that for a given h2[k], w[k] is a complex Gaussian random variable with zero mean
and variance
σ2w = N0(1 + A
2 |h2[k]|2) (7.10)
and hence y2[k], conditioned on s[k] and h2[k], is a complex Gaussian random variable with
zero mean and variance (ρ2 + 1)σ
2
w. Here, ρ2 is the average received SNR per symbol from
the cascaded link at Destination, conditioned on h2[k]. It is given as
ρ2 =
A2ρ1|h2[k]|2
1 + A2|h2[k]|2 . (7.11)
The next section presents the selection combining of the received signals at Destination
and its non-coherent detection.
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7.3 Selection Combining and Non-Coherent Detection
Based on two consecutive received symbols, non-coherent detection of the transmitted
symbols can be obtained. For DBPSK, the decision variables for the direct and cascaded
links are computed from the two latest symbols as
ζ0 = ℜ{y∗0[k − 1]y0[k]} (7.12)
ζ2 = ℜ{y∗2[k − 1]y2[k]} (7.13)
To achieve the cooperative diversity, the decision variables from the two transmission
phases should be combined using some combining technique [63]. For the semi-MRC method,
over slow-fading channels, the decision variables were combined as [14–16]
ζ =
1
N0
ζ0 +
1
N0(1 + A2σ22)
ζ2 (7.14)
However, instead of the semi-MRC which needs the second-order statistics of all channels,
it is proposed to combine the received signals using a selection combiner as illustrated in
Fig. 7.2 [67]. As it is seen, the decision statistics for the direct link, ζ0, and the cascaded link,
ζ2, are computed and compared to choose the link with a higher magnitude. The output of
the combiner is therefore
ζ =

ζ0, if |ζ0| > |ζ2|
ζ2, if |ζ2| > |ζ0|
(7.15)
Obviously, using this scheme, no channel information is needed at Destination.
Finally, the output of the combiner is used to decode the transmitted signal as
vˆ[k] =
−1, if ζ < 0+1, if ζ > 0 . (7.16)
The next section analyzes the performance of the above selection combining detector.
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Figure 7.2
Block diagram of the selection combiner at Destination of a D-AF relay
network.
7.4 Error Performance Analysis
As usual, the transmitted symbols are assumed to be equally likely. Without loss of
generality, assume that symbol v[k] = +1 is transmitted and let vˆ[k] denote the decoded
symbol. The BER can be expressed as
Pb(E) = Pr(ζ < 0, v[k] = +1) = Pr(ζ0 < 0, |ζ0| > |ζ2|) + Pr(ζ2 < 0, |ζ2| > |ζ0|). (7.17)
Since ζ0 and ζ2 have different distributions, the two terms in (7.17) should be computed
separately. The first term can be written as
Pb(E1) = Pr(ζ0 < 0, |ζ0| > |ζ2|) = Pr(|ζ2|+ ζ0 < 0) =
0∫
−∞
−β∫
0
fζ0(β)f|ζ2|(r)drdβ
=
0∫
−∞
fζ0(β)
[
F|ζ2|(−β)− F|ζ2|(0)
]
dβ (7.18)
Likewise, the second term of (7.17) can be expressed as
Pb(E2) = Pr(ζ2 < 0, |ζ2| > |ζ0|) = Pr(|ζ0|+ ζ2 < 0) =
0∫
−∞
−β∫
0
fζ2(β)f|ζ0|(r)drdβ
=
0∫
−∞
fζ2(β)
[
F|ζ0|(−β)− F|ζ0|(0)
]
dβ. (7.19)
In (7.18) and (7.19), fζ0(·) and fζ2(·) are the pdfs of ζ0 < 0 and ζ2 < 0, respectively. Also,
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F|ζ0|(·) and F|ζ2|(·) are the cdfs of |ζ0| > 0 and |ζ2| > 0, respectively. They can be written as
F|ζ2|(β) = Pr(|ζ2| ≤ β) = Pr(−β ≤ ζ2 ≤ β)
= Fζ2(β)− Fζ2(−β).
(7.20)
F|ζ0|(β) = Pr(|ζ0| ≤ β) = Pr(−β ≤ ζ0 ≤ β)
= Fζ0(β)− Fζ0(−β).
(7.21)
where Fζ0(·) and Fζ2(·) are the cdfs of ζ0 and ζ2, respectively.
To proceed with the computation of (7.18) and (7.19), the pdfs and cdfs of ζ0 and ζ2
are required. To obtain these functions, the relationship between two consecutive channel
uses is required. The conventional assumption is that two consecutive channel uses are
approximately equal, i.e., h0[k] ≈ h0[k−1] and h[k] ≈ h[k−1]. However, such an assumption
is not valid for fast-fading channels.
For time-varying channels, individual channels are expressed by an AR(1) model as
hi[k] = αhi[k − 1] +
√
1− α2ei[k], i = 0, 1, 2 (7.22)
where α = ϕi(1)/σ
2
i is the auto-correlation of the ith channel and ei[k] ∼ CN (0, σ2i ) is
independent of hi[k − 1]. Based on these expressions, a first-order time-series model was
derived in [51] to characterize the evolution of the cascaded channel in time. The time-
series model of the cascaded channel is given as (see [51] for the detailed derivation and
verification):
h[k] = αh[k − 1] +√1− α2 h2[k − 1]e1[k] (7.23)
where α = α1α2 ≤ 1 is the equivalent auto-correlation of the cascaded channel, which is
equal to the product of the auto-correlations of individual channels, and e1[k] ∼ CN (0, σ21)
is independent of h[k − 1].
By substituting (7.2), (7.22) and (7.23) into (7.3) and (7.8), one has
y0[k] = α0v[k]y0[k − 1] + w˜0[k], (7.24)
where
w˜0[k] = w0[k]− α0v[k]w0[k − 1] +
√
1− α20
√
P0s[k]e0[k] (7.25)
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and
y2[k] = αv[k]y2[k − 1] + w˜[k], (7.26)
where
w˜[k] = w[k]− αv[k]w[k − 1] +
√
1− α2A
√
P0h2[k − 1]s[k]e1[k]. (7.27)
It should be pointed out that, compared with slow-fading channels (see [67, Eqs. (7) and
9]), additional terms appear in the noise expressions, which are functions of the channel
auto-correlations and transmit power.
Then by substituting (7.24) and (7.26) into (7.12) and (7.13), one has
ζ0 = ℜ
{
α0v[k]|y0[k − 1]|2 + y∗0[k − 1]w˜0[k]
}
(7.28)
ζ2 = ℜ
{
αv[k]|y2[k − 1]|2 + y∗2[k − 1]w˜[k]
}
. (7.29)
It is seen that, for given y0[k−1], ζ0 is a combination of complex Gaussian random variables,
whose conditional mean and variance are computed as
µζ0 = E{ζ0|y0[k − 1], v[k] = +1} = α0|y0[k − 1]|2 + E{ℜ{y∗0[k − 1]w˜0[k]}}
= α0|y0[k − 1]|2 − α0E{ℜ{w0[k − 1]|y0[k − 1]}}
= α0|y0[k − 1]|2 − α0
ρ0 + 1
|y0[k − 1]|2 = α0ρ0
ρ0 + 1
|y0[k − 1]|2 (7.30)
Σζ0 = Var{ζ0|y0[k − 1], v[k] = +1} = Var{ℜ{α0|y0[k − 1]|2 + y∗0[k − 1]w˜0[k]}}
= Var{ℜ{y∗0[k− 1]w˜0[k]}} =
1
2
[
N0 + α
2
0Var{w[k − 1]|y0[k − 1]}+ (1− α20)P0σ20
] |y0[k− 1]|2
=
1
2
N0
(
1 +
α20ρ0
ρ0 + 1
+ (1− α20)ρ0
)
|y0[k − 1]|2 (7.31)
Furthermore, for given y2[k − 1] and h2[k − 1], ζ2 is a combination of complex Gaussian
random variables and hence it is Gaussian as well. Its conditional mean and variance are
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computed as
µζ2 = E{ζ2|y2[k − 1], h2[k − 1], v[k] = +1}
= α|y2[k − 1]|2 + E{ℜ{y∗2[k − 1]w˜[k]|y2[k − 1], h2[k − 1]}}
= α|y2[k − 1]|2 − αE{ℜ{w[k − 1]|y2[k − 1], h2[k − 1]}}
= α|y2[k − 1]|2 − α
ρ2 + 1
|y2[k − 1]|2 = αρ2
ρ2 + 1
|y2[k − 1]|2 (7.32)
Σζ2 = Var{ζ2|y2[k − 1], h2[k − 1], v[k] = 1}
= Var{ℜ{α|y2[k − 1]|2 + y∗2[k − 1]w˜[k]|y2[k − 1], h2[k − 1]}}
= Var{ℜ{y∗2[k − 1]w˜[k]|y2[k − 1], h2[k − 1]}}
=
1
2
(
σ2w + α
2Var{w[k − 1]|y2[k − 1], h2[k − 1]} +(1− α2)P0σ21|h2[k − 1]|2
) |y2[k − 1]|2
=
1
2
σ2w
[
1 +
α2ρ2
ρ2 + 1
+ (1− α2)ρ2
]
|y2[k − 1]|2 (7.33)
In the remaining of the paper, the time index [k− 1] is omitted for notational simplicity.
From (7.30) and (7.31), the conditional pdf of ζ0 is given as
fζ0(β|y0) =
1√
2πΣζ0
exp
(
−(β − µζ0)
2
2Σζ0
)
. (7.34)
Since y0 ∼ CN (0, N0(ρ0 + 1)), |y0|2 ∼ 0.5N0(ρ0 + 1)χ22, i.e.,
f|y0|2(η) =
1
N0(ρ0 + 1)
exp
(
− η
N0(ρ0 + 1)
)
(7.35)
By taking the expectation of (7.34) over the distribution of |y0|2, the pdf of ζ0 is obtained
as [58, Eq. 3.471.15]
fζ0(β) =

b0 exp (c0β) , β ≤ 0
b0 exp (d0β) , β ≥ 0
(7.36)
where
b0 =
1
N0(1 + ρ0)
c0 =
2
N0(1 + (1− α0)ρ0) (7.37)
d0 =
−2
N0(1 + (1 + α0)ρ0)
.
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Thus, the cdf of ζ0 is expressed as
Fζ0(β) =

b0
c0
exp (c0β) , β ≤ 0
1 + b0
d0
exp (d0β) , β ≥ 0
. (7.38)
By substituting (7.38) into (7.21), the cdf of |ζ0| is obtained as
F|ζ0|(β) = 1 +
b0
d0
exp (d0β)− b0
c0
exp (−c0β) . (7.39)
On the other hand, it follows from (7.32) and (7.33) that the conditional pdf of ζ2 is
fζ2(β|y2, h2) =
1√
2πΣζ2
exp
(
−(β − µζ2)
2
2Σζ2
)
. (7.40)
Since, conditioned on h2, y2 ∼ CN (0, σ2w(ρ2 + 1)). Therefore, |y2|2 ∼ 0.5σ2w(ρ2 + 1)χ22, i.e.,
f|y2|2(η|h2) =
1
σ2w(ρ2 + 1)
exp
(
− η
σ2w(ρ2 + 1)
)
(7.41)
And by taking the expectation of (7.40) over the distribution of |y2|2, one has [58, Eq.
3.471.15]
fζ2(β|h2) =
b2 exp (c2β) , β ≤ 0b2 exp (d2β) , β ≥ 0 (7.42)
where
b2 =
1
σ2w(ρ2 + 1)
c2 =
2
σ2w(1 + (1− α)ρ2)
(7.43)
d2 =
−2
σ2w(1 + (1 + α)ρ2)
.
are functions of random variable λ = |h2|2, whose pdf is fλ(λ) = (1/σ22) exp(λ/σ22).
Thus, the cdf of ζ2 conditioned on h2 is given as
Fζ2(β|h2) =

b2
c2
exp (c2β) , β ≤ 0
1 + b2
d2
exp (d2β) , β ≥ 0
. (7.44)
120
By substituting (7.44) into (7.20), the cdf of |ζ2|, conditioned on h2, is
F|ζ2|(β|h2) = 1 +
b2
d2
exp (d2β)− b2
c2
exp (−c2β) . (7.45)
Using (7.36) and (7.45), (7.18) can be evaluated as follows:
Pb(E1|h2) =
0∫
−∞
fζ0(β)
[
F|ζ2|(−β|h2)− F|ζ2|(0|h2)
]
dβ
=
0∫
−∞
b0e
c0β
(
b2
d2
e−d2β − b2
c2
ec2β − b2
d2
+
b2
c2
)
dβ =
b0b2
c0
(
1
c0 − d2 +
1
c0 + c2
)
. (7.46)
Also, using (7.39) and (7.42), (7.19) is computed as
Pb(E2|h2) =
0∫
−∞
fζ2(β|h2)
[
F|ζ0|(−β)− F|ζ0|(0)
]
dβ
=
0∫
−∞
b2e
c2β
(
b0
d0
e−d0β − b0
c0
ec0β − b0
d0
+
b0
c0
)
dβ =
b0b2
c2
(
1
c2 − d0 +
1
c0 + c2
)
. (7.47)
Therefore, from (7.46) and (7.47), the conditional BER can be expressed as
Pb(E|h2) = Pb(E1|h2) + Pb(E2|h2) = b0b2
c0c2
+
b0b2
c0(c0 − d2) +
b0b2
c2(c2 − d0) . (7.48)
Finally, by substituting b2, c2, d2 from (7.43) and taking the average over the distribution
of λ = |h2|2, one has
Pb(E) = I1 + I2 + I3, (7.49)
where the terms I1, I2 and I3 are determined in the following.
First, I1 is computed as
I1 =
b0
c0
∞∫
0
b2
c2
fλ(λ)dλ =
b0
c0
∞∫
0
B2
2B1
λ+B1
λ+B2
1
σ22
e
− λ
σ22 dλ
=
b0B2
2c0B1
(
1 +
B1 − B2
σ22
exp
(
B2
σ22
)
E1
(
B2
σ22
))
, (7.50)
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where B1, B2 are defined as
B1 =
1
A2 (1 + (1− α)ρ1)
B2 =
1
A2(1 + ρ1)
.
(7.51)
Second, I2 is obtained as
I2 =
b0
c0
∞∫
0
b2
c0 − d2fλ(λ)dλ =
b0
c0
∞∫
0
B˜3
1
λ+ B˜2
1
σ22
e
− λ
σ2
2 dλ
=
b0
c0
B˜3
(
1
σ22
exp
(
B˜2
σ22
)
E1
(
B˜2
σ22
))
, (7.52)
where
B˜2 =
(3 + α + (1− α0)ρ0)ρ1 + 3 + (1− α0)ρ0
A2(1 + (2 + α)ρ1 + (1 + α)ρ21)
(7.53)
B˜3 =
(1 + (1 + α)ρ1)(1 + (1− α0)ρ0)
2A2(1 + (2 + α)ρ1 + (1 + α)ρ
2
1)
.
Third, I3 is determined as
I3 = b0
∞∫
0
b2
c2(c2 − d0)fλ(λ)dλ =
∞∫
0
B˘3
λ+ B˘1
λ+ B˘2
1
σ22
e
− λ
σ2
2 dλ
= B˘3
(
1 +
B˘1 − B˘2
σ22
exp
(
B˘2
σ22
)
E1
(
B˘2
σ22
))
, (7.54)
where
B˘1 =
2
A2(1 + (1− α)ρ1)
B˘2 =
(3− α + (1 + α0)ρ0)ρ1 + 3 + (1 + α0)ρ0
A2(1 + (2− α)ρ1) + (1− α)ρ21)
(7.55)
B˘3 =
(1 + (1− α)ρ1)2(1 + (1 + α0)ρ0)
4(1 + ρ0)(1 + (2− α)ρ1 + (1− α)ρ21)
.
In summary, the obtained BER expression in (7.49) gives the exact BER of the D-AF
relaying system using DBPSK and selection combining in general time-varying Rayleigh
fading channels. For the special case of α0 = 1, α = 1, σ
2
i = 1, i = 0, 1, 2, this expression
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yields the BER of the system considered in [67] for symmetric slow-fading channels. It should
be mentioned that, although, the BER expression of [67, Eq.23] looks different than (7.49) in
the special case, both expressions give the same results for slow-fading symmetric channels.
However, the expression in (7.49) only involves computing the exponential integral function,
whereas the expression of [67, Eq.23] was derived in the integral form which also involves
the exponential integral function.
It is also seen that the obtained BER expression depends on the channel auto-correlations.
This dependence is the reason for performance degradation in fast-fading channels and the
fact that the BER reaches an error floor at high signal-to-noise ratio. The error floor can be
obtained as (see Appendix for the proof):
lim
P0/N0→∞
Pb(E) = I¯1 + I¯2 + I¯3, (7.56)
where
I¯1 = lim
P0/N0→∞
I1 =
1
4
(1− α0)(1− α) (7.57)
I¯2 = lim
P0/N0→∞
I2 =
1− α0
2σ22
¯˜B3 exp
(
¯˜B2
σ22
)
E1
(
¯˜B2
σ22
)
(7.58)
with
¯˜B2 = lim
P0/N0→∞
B˜2 =
qσ20
1− q
1− α0
1 + α
(7.59)
¯˜B3 = lim
P0/N0→∞
B˜3 =
q(1− α0)σ20
2(1− q) (7.60)
and
I¯3 = lim
P0/N0→∞
I3 =
¯˘
B3
(
1−
¯˘
B2
σ22
exp
(
¯˘
B2
σ22
)
E1
(
¯˘
B2
σ22
))
(7.61)
with
¯˘
B2 = lim
P0/N0→∞
B˘2 =
qσ20
1− q
1 + α0
1− α (7.62)
¯˘
B3 = lim
P0/N0→∞
B˘3 =
1
4
(1− α)(1 + α0). (7.63)
The above expressions show that the error floor is a function of the second-order statistics
of the channels (auto-correlation and variance) and the power amplification factor and it is
independent of the (high) transmitted power.
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7.5 Simulation Results
In this section the D-AF relay network under consideration is simulated for various chan-
nel qualities using both the SC and semi-MRC methods. The obtained theoretical BER and
error floor of the SC method are verified by simulation results.
The channel coefficients are assumed to be Rayleigh flat-fading, i.e., h0[k] ∼ CN (0, σ20), h1[k] ∼
CN (0, σ21), h2[k] ∼ CN (0, σ22). Based on the location of the nodes with respect to each other
and channel qualities, variances of the channels would be different. Here, three scenarios
are considered: (i) symmetric channels with σ20 = 1, σ
2
1 = 1, σ
2
2 = 1, (ii) non-symmetric
channels with strong SR channel σ20 = 1, σ
2
1 = 10, σ
2
2 = 1, and (iii) non-symmetric channels
with strong RD channel σ20 = 1, σ
2
1 = 1, σ
2
2 = 10. The channel scenarios are summarized in
Table 7.1.
Table 7.1
Channel variances and corresponding optimum power allocation factors
[σ20 , σ
2
1, σ
2
2] qopt
Symmetric [1, 1, 1] 0.67
Strong SR [1, 10, 1] 0.58
Strong RD [1, 1, 10] 0.85
The simulation method of [37] is utilized to generate the time-correlated channel coef-
ficients h0[k], h1[k], h2[k]. The amount of time-correlation is determined by the normalized
Doppler frequency of the underlying channel, which is a function of the mobility, carrier
frequency and symbol duration. Obviously, for fixed carrier frequency and symbol duration,
a higher mobility leads to a larger Doppler frequency and less time-correlation.
Based on the normalized Doppler frequency of the three channels, different cases are
considered. To get an understanding about choosing the normalized Doppler frequency
values, the obtained error floor expression is examined for a large range of Doppler values.
Fig. 7.3 plots of error floors versus channel fade rates for the three scenarios of Table 7.1.
It is assumed that the SD and SR channels have similar normalized Doppler frequencies,
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Error floors as functions of channel fade rates for different channel
qualities, f0 = f1, f2 = 0.001.
i.e., f0 = f1, which changes from 0.001 to 0.1 and f2 = 0.001. The plots in Fig. 7.3 can
be divided into three regions. For fade rates less than 0.01, the error floor is very small
and this region would be regarded as the slow-fading region. The fade rate of 0.01 is an
approximate threshold beyond which the channels become relatively fast-fading. For fade
rates between 0.01 to 0.05, the error floor increases asymptotically in a linear manner with
a relatively sharp slope from 10−6 to 10−3. When the fade rate is larger than 0.05, the error
floors continue to increase from 10−3 to 10−2. A BER value of around 10−2 is obtained in
this region. This is very high for reliable communication and therefore the fade rate of 0.05
would be regarded as the threshold beyond which the channels become very fast-fading.
From the discussion concerning Fig. 7.3, three fading cases are considered. In Case I,
it is assumed that all nodes are fixed or slowly moving so that all channels are slow-fading
with the normalized Doppler values of f0 = 0.001, f1 = 0.001, f2 = 0.001. In Case II,
it is assumed that Source is moving so that the SD and SR channels are fast-fading with
f0 = 0.02, f1 = 0.02 but Relay and Destination are fixed and the RD channel is slow-fading
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with f2 = 0.001. In Case III, it is assumed that both Source and Destination are moving so
that all the channels are fast-fading with f0 = 0.05, f1 = 0.01 and f2 = 0.05, respectively.
The normalized Doppler values are listed in Table 7.2. Also, a snapshot of realizations of the
direct and cascaded channels and their auto-correlation values in the three cases are plotted
in Fig. 7.4. The plots show that when the normalized Doppler frequency values get larger,
the channel coefficients fluctuate wider and the corresponding auto-correlation values decline
faster over time. The auto-correlation of the cascaded channel declines faster than that of
the direct channel as it involves the effects of two channels.
Table 7.2
Three fading cases.
f0 f1 f2 Channels status
Case I 0.001 0.001 0.001 all channels are slow-fading
Case II 0.02 0.02 0.001 SD and SR are fast-fading
Case III 0.05 0.01 0.05 all channels are fast-fading
First, the optimum power allocation between Source and Relay to minimize the BER
is investigated in the three scenarios of Table 7.1 and fading rates of Case I (slow-fading).
For each scenario listed in Table 7.1, the BER expression is examined for different values of
power allocation factor q = P0/P , where P = P0 + P1 is the total power. The BER curves
are plotted versus q in Fig. 7.5 for P/N0=20, 25, 30 dB. Also, the optimum values obtained
for the SC method are listed in Table 7.1 when P/N0 = 25 dB. The optimum values in
Table 7.1 and Fig. 7.5 show that in general more power should be allocated to Source than
Relay. The BER is minimized at q ≈ 0.67 and ≈ 0.58 for symmetric and strong SR channels,
respectively. When the RD channel becomes stronger than the SR channel, even more power
should be allocated to Source and the BER is minimized at q ≈ 0.85. This observation is
similar to what reported in [17, Table I] for the semi-MC technique.
The obtained power allocation factors are used in the simulation and the simulated BER
using the SC and semi-MRC methods are computed for the three fading cases and channel
variances. The BER results are plotted versus P/N0 in Figs. 7.6–7.8 with solid lines (different
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Figure 7.4
Snapshot of realizations of the direct and cascaded channels and the
corresponding autocorrelations in different cases. Here k and n are
defined as in Eq. (7.1).
legends). In each figure, three fading cases are shown. It should be mentioned that the results
of Case I in Figure 7.6 correspond to the results of [67] considered for symmetric slow-fading
channels. On the other hand, the corresponding theoretical BER values of the SC method
(for all cases) are computed from (7.49) and plotted in Figs. 7.6–7.8 with dashed lines. The
horizontal plotted lines show the theoretical values of the error floor for Case II and III,
computed from (7.56).
As it seen in all the figures, the simulation results of the SC method are tight to the
analytical results for all fading cases and channel variances. This observation verifies our
analysis. Specifically, in Case I (slow-fading) of all the figures, the BER of the SC method
(and semi-MRC) is consistently decreasing with P/N0 and a diversity of two is achieved.
The error floor in this case is very small (≈ 10−9) and practically does not exist.
However, in Case II of all the figures, the situation is different from Case I. Since this
case involves two fast-fading channels, the effect of channels variation is clearly observed in
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BER as a function of power allocation factor q for P/N0 = 20, 25, 30
dB.
the obtained BER of both methods for P/N0 > 20 dB. The BER gradually deviates from
the results in Case I and eventually reaches to an error floor between 10−5 to 10−4. The
exact amount of the error floors can be read from the horizontal lines in the figures.
Similarly, in Case III of all the figures, the obtained BER is degraded for P/N0 > 10
dB. A severe degradation is seen in this case as all channels are fast-fading, specially two
channels are around the threshold of very fast-fading region. There is no benefit in increasing
the transmit power since an error floor around 10−3 appears for P/N0 > 30 dB.
Moreover, the results of both SC and semi-MRC methods are very close to each other
in all the figures. In Cases II and III of Figs. 7.6 and 7.8, the results of the SC method are
slightly better than that of the semi-MRC method at high P/N0. This is due to the fact that
the fixed combining weights (used in (7.14)) of the semi-MRC method are not optimum and
determined based on the second-order statistics of the channels and not their instantaneous
CSI. Note that, in MRC method, the optimum combing weights should be computed based
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on the noise variance of each link. The noise variance of the cascaded link is a function of
the instantaneous CSI of the RD channel, which is not available in the considered system.
On the other hand, the close performance of both methods allows one to use the BER
analysis of the SC method to tightly approximate the performance of the semi-MRC method
in time-varying channels. It should be mentioned that the exact performance evaluation of
the semi-MRC in time-varying channels appears difficult and only a loose lower bound was
reported in [51].
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7.6 Conclusion
Selection combining of the received signals at Destination in a D-AF relay network em-
ploying DBPSK was studied in general time-varying Rayleigh fading channels. Thanks to
the differential encoding and selection combiner, no channel state information is needed at
Destination for information detection. The exact bit-error-rate of the system was derived.
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Theoretical and simulation BER of the D-AF system with SC and semi-
MRC methods using DBPSK in different fading rates and strong SR
channel: σ20 = 1, σ
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1 = 10, σ
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2 = 1.
Simulation results in various fading rates and channel variances verified the analysis and
show that the selection combiner performs very close to the more-complicated semi-MRC
method (which needs the second-order statistics of all channels at Destination). The ana-
lytical results show that the error performance depends on the fading rates of the equivalent
channel and direct channel and an error floor exists at high signal-to-noise ratio region.
7.A Proof of (7.56)
I¯1 = lim
P0/N0→∞
I1 = lim
P0/N0→∞
b0B2
2c0B1
+ lim
P0/N0→∞
b0B2(B1 − B2)
2c0B1σ22
exp
(
B2
σ22
)
E1
(
B2
σ22
)
. (7.64)
From (7.37), one has
lim
P0/N0→∞
b0
c0
= lim
P0/N0→∞
1 + (1− α0)ρ0
2(1 + ρ0)
=
1− α0
2
. (7.65)
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Likewise, taking the limit in (7.51) gives
lim
P0/N0→∞
B2
2B1
= lim
P0/N0→∞
A2 (1 + (1− α)ρ1)
2A2 (1 + ρ1)
=
1− α
2
. (7.66)
Again from (7.51), one has
B1 −B2 = 1
A2 (1 + (1− α)ρ1) −
1
A2 (1 + ρ1)
=
ρ1
(1 + ρ1)
α
A2 (1 + (1− α)ρ1)
≈ α
A2 (1 + (1− α)ρ1) = αB1, (7.67)
where the approximation has been made for large P0/N0. Hence,
B2(B1 − B2)
B1
≈ αB2. (7.68)
On the other hand, for large P0/N0, x = B2/σ
2
2 → 0 and using the following approximation
[72, Eq. 5.1.20], one has
exE1(x) ≈ log
(
1
x
)
(7.69)
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and
lim
x→0
xexE1(x) = lim
x→0
x log(
1
x
) = lim
y→∞
log(y)
y
= 0. (7.70)
Therefore, by substituting (7.65), (7.66) and (7.70) into (7.64), (7.57) is obtained.
Finding I¯2 and I¯3 by taking the limit of I2 and I3 is straightforward. Note that, in
deriving I¯2 and I¯3, by substituting P1 = (1− q)P0/q into (7.7), one has
A2 =
P1
P0σ21 +N0
=
(1− q)P0/N0
q(P0/N0σ21 + 1)
, (7.71)
lim
P0/N0→∞
1
A2
=
qσ21
1− q . (7.72)
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8. Performance of Differential Distributed
Space-Time Coding
As discussed in Chapter 3, in cooperative relay networks, relays can utilize either repetition-
based strategy or distributed space-time coding (DSTC) strategy to cooperate and deliver
their signals to the destination. In the repetition-based strategy, each relay re-broadcasts
its signals sequentially in time, while the other relays are silent (see Figure 3.6). Repetition
based strategy is simple to implement but has a low spectral efficiency. The repetition-based
strategy has been considered in Chapters 5-7. Another way to take advantage of relay re-
sources in cooperative networks is to use the DSTC strategy. In the DSTC strategy, relays
transmit their signals simultaneously in time to the destination (see Figure 3.7). The simul-
taneous transmission using space-time coding structure improves the spectral efficiency of
the system at the price of higher complexity in both encoding and decoding.
In this chapter, a multi-branch dual-hop relaying without a direct link employing DSTC
strategy is considered. This topology, depicted in Figure 3.2, can be used for both coverage
extension and diversity improvement. To avoid channel estimation at the destination, dif-
ferential encoding is applied at the source. Similar to the repetition-based strategy, the first
goal in this manuscript is to study the performance of two-codeword differential detection
and its robustness in time-varying channels. When using the DSTC strategy, the required co-
herence time for two-codeword detection is larger than that of the repetition-based strategy.
This makes differential DSTC (D-DSTC) more vulnerable against the mobility of users in
the network. Thus, it is important to analyse the performance of D-DSTC and its achievable
diversity in time-varying channels. It will be seen through the analysis and simulation that
the pair-wise error probability of two-codeword differential detection in fast-fading channels
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hits an error floor and the achieved diversity goes to zero.
In the second part of this chapter, a multiple-codeword differential detection is designed to
improve the performance of D-DSTC in fast-fading channels. Since the multiple-codeword
detection is complicated, the decision metric is simplified such that the available sphere-
decoding techniques used in point-to-point MIMO systems can be easily adapted for D-DSTC
system. It is very important to carefully determine the parameters of the detection process
based on the system and channels information to achieve the optimal performance expected
by multiple-codeword detection. The performance of the developed multiple-codeword dif-
ferential detection algorithm is also shown by simulation results in various fading scenarios.
The results of our study is reported in the following manuscript.
[Ch8-1] M. R. Avendi, Ha H. Nguyen,“Effect of Mobility on the Performance of Differ-
ential Distributed Space-Time Coding”, submitted to ComManTel 2014.
134
Effect of Mobility on the Performance of Differential
Distributed Space-Time Coding
M. R. Avendi, Ha H. Nguyen
Abstract
This article studies the behaviour of Differential distributed space-time coding (D-DSTC)
using two-codeword and multiple-codeword differential detection over time-varying Rayleigh
fading channels. Instead of the conventional slow-fading assumption, a time-series model is
utilized and the performance of two-codeword differential detection is analysed by deriving
an upper bound for the pair-wise error probability. The derivation reveals that the two-
codeword differential detection performs poorly in fast-fading channels and the obtained
diversity approaches to zero regardless of the number of relays. On the other hand, to
overcome the error floor experienced with fast-fading channels, a nearly optimal “multiple-
codeword” differential detection is developed. The multiple-codeword detection algorithm
jointly processes a larger window of received signals for differential detection and significantly
improves the performance of D-DSTC in fast-fading channels. Computer simulation is carried
out in different fading scenarios to support the analysis and the effectiveness of the multiple-
codeword detection algorithm.
Index terms
Distributed relaying,differential modulation, time-varying fading channels, channel auto-
correlation, two-codeword detection, multiple-codeword differential detection.
8.1 Introduction
It has been well-known that using antenna arrays can offer a substantial diversity gain,
which helps to overcome the effect of channel fading and achieve a better quality and/or
higher data rate in wireless networks. However, using multiple antennas is impractical for
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mobile applications since there is insufficient space to mount multiple antennas on a mobile
unit in order to create uncorrelated wireless fading channels. This limitation can be addressed
by using the technique of cooperative communications, which has been shown to be applicable
in many wireless systems and applications such as 3GPP LTE-Advances, WiMAX, WLANs,
vehicle-to-vehicle communications and wireless sensor networks [6–10].
The technique of cooperative communications makes use of the fact that, since users
in a network can listen to a source during its transmission phase, they would be able to
re-broadcast the received data to the destination in another phase. Therefore, the overall
diversity and performance of the network would benefit from the virtual antenna array that
is constructed cooperatively by multiple users.
Depending on the protocol that relays utilize to process and re-transmit the received
signal to the destination, the relay networks have been generally classified as decode-and-
forward or amplify-and-forward [12]. Among these two protocols, amplify-and-forward (AF)
has been the focus of many studies because of its simplicity in the relay’s operation. More-
over, depending on the strategy that relays utilize to cooperate, relay networks are catego-
rized as repetition-based and distributed space-time coding (DSTC)-based [13]. The later
strategy yields a higher spectral efficiency than the former but it is more complicated to
design and build [13].
In DSTC networks [13, 21, 22], the relays cooperate to combine the received symbols by
multiplying them with a fixed or variable factor and forward the resulted signals to the
destination. The cooperation is such that a space-time code is effectively constructed at the
destination. Coherent detection of transmitted symbols can be achieved by providing the
instantaneous channels state information (CSI) of all transmission links at the destination.
Although this requirement can be accomplished by sending pilot (training) signals and using
channel estimation techniques in slow-fading environments, it is not feasible in fast-fading
channels. Moreover, collecting the CSI of SR channels at the destination is questionable due
to noise amplification at relays. Furthermore, the computational complexity and overhead
of channel estimation increase proportionally with the number of relays. In addition, in fast-
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fading channels a more frequent channel estimation is needed, which reduces the effective
transmission rate and spectral efficiency. Also, all channel estimation techniques are subject
to impairments that would directly translate to performance degradation.
When no CSI is available at the relays and destination, differential DSTC (D-DSTC)
scheme has been studied in [26–28, 73] which only needs the second-order statistics of the
channels at the relays. Also, the constructed unitary space-time code at the destination
provides the opportunity to apply two-codeword non-coherent detection without any CSI.
Although the simplicity of two-codeword differential detection makes it very appealing, there
has not been any study on its capability in practical time-varying channels. Most of research
works on D-DSTC schemes assume a slow-fading situation and show, via simulation, that
the performance of the D-DSTC scheme is about 3-4 dB worse than the performance of its
coherent version. In reality, due to the mobility of users, channels become time-varying.
Thus, the common assumption used in two-codeword differential detection, namely approxi-
mate equality of two consecutive channel uses, is violated. Based on this motivation, the first
goal of this article is to examine the performance of D-DSTC using two-codeword differential
detection and its robustness under practical channel variation scenarios.
Considered is the case that a source communicates with a destination via multiple relays
and all the channels change over time depending on the mobility of users. Instead of the slow-
fading assumption, a time-series model originally developed in [51] is utilized to characterize
the time-varying nature of the channels. Based on this model, an upper bound for the pair-
wise error probability (PEP) is derived and used to analyse the obtained diversity under
general time-varying Rayleigh fading channels. It is seen that the full diversity is achieved
in slow-fading channels. However, the diversity diminishes quickly and approaches to zero
in fast-fading channels. In other words, the performance of the system hits an error floor.
Simulation results are provided to support the analysis in various scenarios of fading channels.
To overcome the limitations of two-codeword detection in fast-fading channels, the sec-
ond goal of this article is to design a robust differential detection for the D-DSTC system.
It is noted that a similar problem was addressed in point-to-point communications using
137
multiple-symbol detection. Multiple-symbol differential detection, first proposed for point-
to-point communications in [32], jointly processes a larger window of the received symbols
for detection. As the complexity increases exponentially with the window size, Lampe et.
al [40] developed a multiple-symbol differential sphere detection algorithm to reduce the com-
plexity of multiple-symbol detection. Later, Pauli et al. [43] developed a multiple-codeword
detection algorithm for unitary space-time codes in MIMO systems. In the context of relay
networks, due to the complexity of the distribution of the received signals at the destina-
tion, the optimal decision rule of multiple-codeword detection does not have a closed-form
solution. For simple implementation, an alternative decision rule is proposed and further
simplified so that the multiple-codeword sphere detection algorithm of [43] can be applied.
It is also important to accurately determine the parameters of the detection process based on
the channel and system information to achieve the optimal results. Finally, the near optimal
performance of the proposed detection algorithm is illustrated with simulation results in dif-
ferent fading scenarios. It is seen that the proposed multiple-codeword detection technique,
using a window of N = 10 codewords, is able to significantly improve the performance of
the D-DSTC system in fast-fading channels.
The outline of the paper is as follows. Section 8.2 describes the system model. In
Section 8.3, the two-codeword differential detection of D-DSTC and its performance over
time-varying Rayleigh-fading channels are studied. In Section 8.4, multiple-codeword dif-
ferential detection is developed. Simulation results are given in Section 8.5. Section 8.6
concludes the paper.
Notations: (·)t, (·)∗, (·)H , | · |, ℜ{·} and ℑ{·} denote transpose, complex conjugate,
transpose conjugate, absolute value, real part and imaginary part of a complex vector or
matrix, respectively. IR and 0R are R × R identity matrix and zero matrix, respectively.
CN (0, σ2IR) and χ22R stand for circular symmetric Gaussian random vector with zero mean
and covariance σ2IR and chi-squared distribution with 2R degrees of freedom, respectively.
E{·}, Var{·} denote expectation and variance operations, respectively. Both e(·) and exp(·)
show the exponential function. ‖·‖ denotes the Euclidean norm of a vector. diag{x1, · · · , xR}
is the diagonal matrix with x1, · · · , xR as its diagonal entries and diag{X1, · · · ,XN} is
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Figure 8.1
The wireless relay network under consideration.
RN × RN block diagonal matrix with the R × R matrices Xl on its main diagonal. ⊗ is
Kronecker product. A symmetric N ×N Toeplitz matrix is defined by toeplitz{x1, · · · , xN}.
det{·} denotes determinant of a matrix.
8.2 System Model
The wireless relay network under consideration, shown in Fig. 8.1, is similar to what
considered in [21,28]. It has one source, R relays and one destination. Source communicates
with Destination via the relays. Each node has a single antenna, and the communication
between nodes is half duplex (i.e., each node is able to only send or receive in any given time).
Individual channels from Source to the ith relay (SRi) and from the ith relay to Destination
(RiD) are Rayleigh flat-fading and spatially uncorrelated. Moreover, due to the mobility of
nodes, the channels would change over time. The amount of channel variation is quantified
by the channel auto-correlation function, which is a function of fading rate. The fading rate
is related to the Doppler shift which is also a function of the velocity of the user. Hence,
there is a direct relation between the mobility, channel variation and Doppler frequency.
Information bits are converted to symbols using a modulation technique such as PSK,
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QAM at Source. Depending on the number of relays and the type of constellation, appro-
priate R×R unitary matrices V = {Vl|VHl Vl = VlVHl = IR, l = 1, · · · , L} are used, where
L is the total number of codewords. We refer the reader to [21, 28, 73] for more details on
selecting these matrices. The transmission process is divided into two phases and sending a
codeword (or matrix) from Source to Destination in two phases is referred to as one trans-
mission block, indexed by k. Either codeword-by-codeword or frame-by-frame transmission
protocol can be used. However, codeword-by-codeword is not practical, due to frequent
switching of transmitter and receiver, and instead a frame of codewords is to be sent in each
phase. The analysis is the same for both cases and only the channel auto-correlation value
is different. In codeword-by-codeword transmission, the distance between two channel uses
is 2R symbols apart, whereas in frame-by-frame transmission it is R symbols apart.
Information symbols are encoded into codeword V[k] ∈ V. Before transmission, the
codeword is differentially encoded as
s[k] = V[k]s[k − 1], s[0] = [1 0 · · · 0]t. (8.1)
Obviously, the length of vector s[k] is R.
In phase I, vector
√
P0Rs[k] is transmitted by Source to all the relays, where P0 is the
average source power per transmission. The fading channels between Source and relays
are assumed to be quasi-static during each block but change continuously from block to
block. Also, for simplicity of notations and feasibility of analysis, it is assumed that all SR
links have the same variance, fade-rate and carrier frequency. Let the coefficient of the SRi
channel, i = 1, · · · , R, during the kth block be represented by qi[k] ∼ CN (0, σ2sr). The auto-
correlation between two channel coefficients, which are n blocks apart, follows the Jakes’
fading model [34]:
ϕsr(n) = E{qi[k]q∗j [k + n]} =
σ2srJ0(2πfsrnR) i = j0 i 6= j (8.2)
where J0(·) is the zeroth-order Bessel function of the first kind and fsr is the maximum
Doppler frequency of SRi channel. Note, the auto-correlation value equals one for static
channels and decreases with higher fade-rates.
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The received vector at the ith relay is
ri[k] =
√
P0R qi[k]s[k] + ui[k], (8.3)
where ui[k] ∼ CN (0, N0IR) is the noise vector at the ith relay.
The received vector at the ith relay is linearly combined with its conjugate as
xi[k] = c (Airi[k] +Bir
∗
i [k]) , (8.4)
where Ai and Bi are the combining matrices and determined based on the space-time code
that is used for the network. Usually, one matrix is chosen as an unitary matrix and the
other is set to zero. Again, we refer the reader to [21, 28] for more details on determining
the combining matrices. Also, c is the amplification factor at the relay that can be either
fixed or varying. A variable c needs the instantaneous CSI. For D-DSTC, in the absence of
the instantaneous CSI, the variance of SRi channels is utilized to define a fixed amplification
factor as
c =
√
Pr
P0σ2sr +N0
, (8.5)
where Pr is the average power per symbol of the ith relay. It was shown in [28, 74] that
for a given total power in the network, P , for symmetric Source-Relay (SR) and Relay-
Destination (RD) channels, P0 = P/2 and Pr = P/(2R) form the optimum power allo-
cation between Source and relays to minimize the PEP. Hence, the amplification factor
c =
√
P/R(P + 2N0), i = 1, · · · , R, is chosen for all the relays.
Then, in phase II, the relays send their data simultaneously to Destination. Again, under
the quasi-static fading assumption, the coefficients of RiD channels during the kth block are
represented by gi[k] ∼ CN (0, σ2rd). The auto-correlation between the channel coefficients, n
blocks apart, follows the Jakes’ model [34]
ϕrd(n) = E{gi[k]g∗j [k + n]} =
σ2rdJ0(2πfrdnR) i = j0 i 6= j , (8.6)
where frd is the maximum normalized Doppler frequency of RiD channel.
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The corresponding received vector at Destination is
y[k] =
R∑
i=1
gi[k]xi[k] + zi[k], (8.7)
where zi[k] ∼ CN (0, N0IR) is the noise vector at Destination. Substituting (8.4) into (8.7)
yields [28]:
y[k] = c
√
P0RS[k]h[k] +w[k], (8.8)
where
S[k] = [Aˆ1sˆ1 · · · AˆRsˆR] = V[k]S[k − 1]
h[k] = [ h1[k] · · · hR[k] ]t
w[k] = c
R∑
i=1
gi[k]Aˆiuˆi[k] + zi[k]
(8.9)
and
Aˆi = Ai, hi[k] = qi[k]gi[k],
uˆi[k] = ui[k], sˆi[k] = s[k]
 if Bi = 0
Aˆi = Bi, hi[k] = q
∗
i [k]gi[k],
uˆi[k] = u
∗
i [k], sˆi[k] = s
∗[k]
 if Ai = 0
are the distributed space-time code, the equivalent cascaded channel vector and the equiva-
lent noise vector, respectively.
It should be noted that for given {gi[k]}Ri=1, w[k] is CN (0, σ2wIR) where
σ2w = N0
(
1 + c2
R∑
i=1
|gi[k]|2
)
. (8.10)
It follows that condition on S[k] and {gi[k]}Ri=1, y[k] is CN (0, σ2w(ρ + 1)IR), where ρ is the
average received SNR per symbol, conditioned on {gi[k]}Ri=1, defined as
ρ =
P0σ
2
src
2
R∑
i=1
|gi[k]|2
N0
(
1 + c2
R∑
i=1
|gi[k]|2
) . (8.11)
In the following sections, the two-codeword and multiple-codeword differential detections
of the received signals at Destination are considered.
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8.3 Two-Codeword Differential Detection
8.3.1 Time-Series Model and Differential Detection
Coherent detection of transmitted codeword is possible only with the knowledge of both
SR and RD channels based on the model in (8.8). In the absence of channel information,
in conventional D-DSTC that was considered in references [26–28], it is assumed that the
channels are fixed for two consecutive block uses, i.e.,
h[k] ≈ h[k − 1]. (8.12)
By substituting (8.1) and (8.12) into (8.8), one has
y[k] = V[k]y[k − 1] +w[k]−V[k]w[k − 1]. (8.13)
Given y[k] and y[k − 1], differential non-coherent detection is applied to detect the trans-
mitted codeword as [28]
Vˆ[k] = arg min
V[k]∈V
‖y[k]−V[k]y[k − 1]‖. (8.14)
Comparing (8.8) and (8.13) reveals that the equivalent noise power is enhanced by a factor
of two, which explains why the differential non-coherent detection performs approximately
10 log10 2 ≈ 3 dB worse than the coherent detection in slow-fading channels.
However, slow-fading assumption requires a coherence interval of 3R for both SR and
RD channels [28], which would be easily violated for fast-fading channels. To determine the
performance of D-DSTC detection in time-varying channels, we need to model the cascaded
channels with a time-series model.
Based on the first-order auto-regressive AR(1) model of individual Rayleigh channels [35],
reference [51] developed a time-series model to characterize the evolution of the cascaded
channels in time. In particular, the first-order time-series model of the ith cascaded channel
is given as (the reader is referred to [51] for the details in deriving this model):
hi[k] = αhi[k − 1] +
√
1− α2gi[k − 1]ei[k], (8.15)
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where α = ϕsr(1)ϕrd(1)/(σ
2
srσ
2
rd) is the equivalent auto-correlation of the cascaded channel
and ei[k] ∼ CN (0, σ2sr) is independent of hi[k − 1]. Please note that the time-series model
given in (8.15) is used only for the performance analysis and not for generating channel
coefficients in the simulation.
The vector form of the cascaded channels is expressed as
h[k] = α h[k − 1] +
√
1− α2 G[k − 1]e[k], (8.16)
whereG[k−1] = diag { g1[k − 1], · · · , gR[k − 1] } and e[k] = [ e1[k], · · · , eR[k] ]t ∼ CN (0, σ2srIR).
By substituting the time-series model (8.16) into (8.8), one has
y[k] = αV[k]y[k − 1] + w˜[k], (8.17)
where
w˜[k] = w[k]− αV[k]w[k − 1] +
√
1− α2c
√
P0R S[k]G[k − 1]e[k]. (8.18)
Note that, for given G[k−1], the equivalent noise w˜[k] is a combination of complex Gaussian
random vectors, and hence it is also a complex Gaussian random vector.
As it can be seen, the equivalent noise power is enhanced by an additional factor which is
related to the equivalent channel’s auto-correlation, the transmitted power and RD channel
coefficients. Due to this term, compared to the case of differential detection under slow-
fading assumption as in [26–28], a larger performance loss can be seen between coherent and
non-coherent detections in fast-fading channels.
In the next section, the error performance of the system under consideration is analysed.
8.3.2 Performance Analysis
Assume that codeword Vi ∈ V is transmitted and it is decoded erroneously to other
codeword Vj ∈ V, by the decoder. The corresponding PEP is defined as Pe(Eij) = Pe(Vi →
Vj). An error occurs when
‖y[k]−Viy[k − 1]‖2 > ‖y[k]−Vjy[k − 1]‖2, (8.19)
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which can be simplified to
ℜ{yH [k − 1](Vi −Vj)Hy[k]} < 0. (8.20)
By substituting y[k] from (8.17) into the above inequality, the error event can be further
simplified as ζ > b, where (see proof in Appendix 8.A)
ζ =− 2ℜ{yH [k − 1]∆Hw˜[k]} ,
b =αδyH [k − 1]y[k − 1],
(8.21)
and∆ = Vi−Vj , ∆H∆ = δ IR. Since w˜[k], conditioned on G[k−1], is a Gaussian random
vector, the variable ζ conditioned on y[k − 1] and G[k − 1] is a Gaussian random variable.
From now on, for simplicity of notation, time index [k−1] is omitted. The conditional mean
and variance of ζ are obtained as (see proof in Appendix 8.B)
µζ = 2ασ
2
wℜ{yH∆HViS(Ω+ σ2wIR)−1SHy} (8.22)
σ2ζ = 2y
H∆H(σ2wIR + (1− α2)SΩSH + α2σ2wViSΩ(Ω+ σ2wIR)−1SHVHi )∆ y (8.23)
where
Ω = c2P0σ
2
srRGG
H = (c2P0σ
2
srR)diag{|g1|2, · · · , |gR|2}.
Therefore, the conditional PEP can be upper bound as
Pe(Eij|y,G) = Pr(ζ > b|y,G) = Q
(
b− µζ
σζ
)
= Q
(√
Λ
)
≤ 1
2
exp
(
−Λ
2
)
(8.24)
where Q(x) =
∞∫
x
(1/
√
2π) exp (−t2/2) dt. Since the diagonal elements of matrix Ω depend on
RD channel coefficients and are not equal, using the exact expressions of (8.22) and (8.23)
into (8.24) leads to a complicated fractional expression that cannot be further simplified.
Hence, to facilitate the analysis an approximation has to be made. Here, we replace matrix
Ω with
(
c2P0σ
2
sr
R∑
i=1
|gi|2
)
IR, which is a diagonal matrix whose entries are the average of
diagonal entries of Ω. With this replacement, µζ and σ
2
ζ can be approximated as (see proof
in Appendix 8.C)
µζ ≈ αδ
ρ+ 1
yHy, (8.25)
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σ2ζ ≈ 2δ
(
1 + (1− α2)ρ+ α
2ρ
ρ+ 1
)
σ2wy
Hy. (8.26)
It then follows that
Λ ≈ γδ
2σ2w(ρ+ 1)
yHy, (8.27)
with γ, defined as
γ =
α2ρ
1 + α2 + ρ(1− α2) . (8.28)
The parameter γ can be interpreted as the effective SNR at the output of two-codeword
differential decoder of the D-DSTC system in time-varying channels. For slow-fading chan-
nels, α = 1 and γ = ρ/2 which shows that the effective SNR is reduced by half, giving
the well-known 3 dB performance loss between coherent and non-coherent detection. For
fast-fading channels, α < 1 and γ < ρ/2, which leads to a higher degradation in the system
performance.
To proceed with computing (8.24), the distribution of y or equivalently Λ is required.
Since, conditioned on G, y is CN (0, σ2w(ρ+ 1)IR), one has
2
σ2w(ρ+ 1)
yHy ∼ χ22R. (8.29)
Also, it is known that ifX ∼ χ22R then tX ∼ Γ(R, 2t), where Γ(·, ·) is the gamma distribution.
Hence, Λ ∼ Γ(R, 0.5γδ), i.e.,
fΛ(λ) =
λR−1
(R− 1)!(0.5γδ)R exp
( −λ
0.5γδ
)
. (8.30)
Now by taking the average over the distribution of Λ, the conditional upper bound can be
written as
Pe(Eij|G) ≤
∞∫
0
1
2
e−
λ
2 fΛ(λ)dλ =
1
2
(
4
4 + γδ
)R
. (8.31)
As it seen, the main parameter to achieve the full diversity is the value of γ, which is a
function of ρ and α. For slow-fading channels, γ ≈ ρ/2 and then in high SNR region,
the upper bound decays with ρR and the full diversity can be achieved. Nevertheless, due
to the inherent randomness of ρ caused by RD channels, the performance of D-DSTC is
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always inferior to that of MIMO systems with the same number of antennas. For fast-fading
channels, α < 1 and the average value of ρ(1−α2) in the denominator of γ becomes significant
and leads to a degradation in the overall performance and the achievable diversity. For large
SNR, one has
lim
P0/N0→∞
E{γ} = E{ lim
P0/N0→∞
γ} =
E
{
lim
P0/N0→∞
α2c2σ2srP0/N0η
(c2σ2srP0/N0(1− α2) + (1 + α2)c2)η + (1 + α2)
}
= E
{
α2
1− α2
}
=
α2
1− α2 , (8.32)
where η =
R∑
i=1
|gi|2. It shows that an SNR ceiling beyond which no performance benefit can
be achieved by increasing the transmitted power exists. As can be seen, the value of the
SNR ceiling is independent of R and only depends on the equivalent auto-correlation. By
substituting (8.32) into (8.31), it can be seen that the upper bound on the error floor appears
as
lim
P0/N0→∞
Pe(Eij) ≤ 1
2
(
4(1− α2)
4(1− α2) + α2δ
)R
. (8.33)
In other words, the obtained diversity, regardless of the number of relays, approaches to
zero for fast-fading channels. It is also pointed out that for slow-fading channels (α ≈ 1),
the error floor practically does not exist (close to zero). On the other hand, for completely
random channels with no correlation between the coefficients (α = 0), the error floor is equal
to 0.5 (as expected).
Now, by substituting γ from (8.28) into (8.31) one has
Pe(Eij |η) ≤ 1
2
(
β2
β1
)R(
η + β1
η + β2
)R
=
1
2
(
β2
β1
)R R∑
k=0
(
R
k
)
(β1 − β2)k
(η + β2)k
, (8.34)
where the later expression is obtained using power expansion (1 + x)n =
n∑
k=0
(
n
k
)
xk [58, page
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25]. Also,
η =
R∑
i=1
|gi|2
β1 =
8
4(1− α2)c2P0σ2sr/N0 + 8c2
β2 =
8
α2c2P0σ2sr/N0δ + 4(1− α2)c2P0σ2sr/N0 + 8c2
. (8.35)
The final step is to take the average over the distribution of η, which is fη(η) = η
R−1e−η/(R−
1)!, η > 0 [21]. The (unconditioned) upper bound for the PEP is given as
Pe(Eij) ≤ 1
2
(
β2
β1
)R R∑
k=0
(
R
k
)
(β1 − β2)k I1(β2, k), (8.36)
where
I1(β2, k) =
1
(R− 1)!
∞∫
0
ηR−1
(η + β2)k
e−ηdη =
eβ2
(R− 1)!
R−1∑
j=0
(
R− 1
j
)
(−β2)R−1−jI2(j − k, β2), (8.37)
and [58, page 339]
I2(j − k, β2) =
∞∫
β2
ηj−ke−ηdη = e−β2
j−k∑
m=0
(j − k)!
m!
βm2 , if j − k ≥ 0, (8.38)
I2(j − k, β2) =
∞∫
β2
1
ηk−j
e−ηdη =
(−1)k−j−1 E1(β2)
(k − j − 1)! +
e−β2
βk−j−12
k−j−2∑
m=0
(−1)mβm2 (k − j − 2−m)!
(k − j − 1)! , if j − k < 0, (8.39)
and E1(x) =
∞∫
x
(e−t/t) dt is the exponential integral function.
The expression in (8.36) provides an upper bound for the PEP of the two-codeword
differential detection of D-DSTC system in time-varying Rayleigh fading channels. The
total block-error-rate (BLER) can be obtained using the union bound.
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8.4 Multiple-Codeword Differential Detection
As discussed in the previous section, two-codeword differential detection suffers from a
large performance degradation in fast-fading channels. To overcome such a limitation, this
section develops a multiple-codeword differential detection scheme that takes a window of
the received symbols at the destination for detecting the transmitted signals.
Rewrite (8.8) as
y[k] = c
√
P0RS[k]h[k] +w[k] = c
√
P0RS[k]G[k]q[k] +w[k] (8.40)
with
G[k] = diag{g1[k], · · · , gR[k]}
q[k] = [ q1[k], · · · , qR[k] ]t.
Let the N received symbols be collected in vector
y =
[
yt[1],yt[2], . . . ,yt[N ]
]t
, (8.41)
which can be written as
y = c
√
P0R S h+w = c
√
P0R S Gq+w (8.42)
where
S = diag { S[1], · · · ,S[N ] } ,
h =
[
ht[1], · · · ,ht[N ] ]t ,
G = diag { G[1], · · · ,G[N ] } ,
q =
[
qt[1], · · · ,qt[N ] ]t ,
w =
[
wt[1], · · · ,wt[N ] ]t .
It should be mentioned that S is a unitary block diagonal matrix (S
H
S = S S
H
= IRN ) and
it contains N transmitted codewords corresponding to N − 1 data codewords collected in
V = diag{V[1], · · · ,V[N − 1]} such that
S[n + 1] = V[n]S[n], n = 1, · · · , N − 1 (8.43)
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and S[N ] = IR is set as the reference symbol.
Therefore, conditioned on both V (or S) and G, y is a circularly symmetric complex
Gaussian vector with the following pdf:
P (y|V,G) = 1
πNdet{Σy} exp
(−yHΣ−1y y) . (8.44)
In (8.44), matrix Σy is the conditional covariance matrix of y, defined as
Σy = E
{
y yH |V,G} = c2P0RS GΣqGHSH +Σw (8.45)
with Σq and Σw as the covariance matrices of q and w, respectively. They are given as
follows (see proof in Appendix D):
Σq = E{q qH} = Cq ⊗ IR, (8.46)
Cq = toeplitz{ϕsr(0), ϕsr(1), . . . , ϕsr(N − 1)}
and
Σw = E{w wH} = Cw ⊗ IR (8.47)
Cw = N0diag
{(
1 + c2
R∑
i=1
|gi[1]|2
)
, · · · ,
(
1 + c2
R∑
i=1
|gi[N ]|2
)}
. (8.48)
Based on (8.44), the maximum likelihood (ML) detection of N transmitted codewords
collected in S or the corresponding N − 1 data codewords collected in V would be given as
V̂ = arg max
V∈VN−1
{
E
G
{
1
πNdet{Σy} exp
(−yHΣ−1y y)}} , (8.49)
where V̂ = diag
{
V̂[1], · · · , V̂[N ]
}
. As it can be seen, the ML metric needs the expectation
over the distribution of G, which does not yield a closed-form expression. As an alternative,
it is proposed to use the following modified decision metric:
V̂ = arg max
V∈VN−1
{
1
πNdet{Σ̂y}
exp
(
−yHΣ̂−1y y
)}
(8.50)
where
Σ̂y = E
G
{Σy} = c2P0RS(Ch ⊗ IR)S
H
+ (1 + c2σ2rdR)N0(IN ⊗ IR) = S (C⊗ IR) SH (8.51)
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with
C = c2P0RCh +N0(1 + c
2σ2rdR)IN (8.52)
Ch = toeplitz{ϕsr(0)ϕrd(0), . . . , ϕsr(N − 1)ϕrd(N − 1)}. (8.53)
Although the alternative decision metric is not optimal in the ML sense, it will be shown
by simulation results that nearly identical performance to that obtained with the optimal
metric can be achieved.
Using the rule det{AB} = det{BA}, the determinant in (8.50) is no longer dependent
to S and the modified decision metric can be further simplified as
V̂ = arg min
V∈VN−1
{
yHΣ̂−1y y
}
= arg min
V∈VN−1
{yHS(C−1 ⊗ IR)SHy}
= arg min
V∈VN−1
{yHS(UH ⊗ IR)(U⊗ IR)SHy} = arg min
V∈VN−1
{‖b‖2} (8.54)
where U is an upper triangular matrix obtained by the Cholesky decomposition of C−1 =
UHU and
b = (U⊗ IR)SHy =

N∑
j=1
u1,jS
H [j]y[j]
N∑
j=2
u2,jS
H [j]y[j]
...
uN,NS
H [N ]y[N ]

(8.55)
and ui,j is the element of U in row i and column j.
Since S[N ] = IR, the last term of vector b does not have any effect on the minimization
and it can be ignored. Then by substituting SH [n] = SH [n + 1]V[n] (obtained from (8.43))
into (8.55), it follows that
V̂ = arg min
V∈VN−1
{
N−1∑
n=1
‖un,nV[n]y[n] +S[n + 1]
N∑
j=n+1
un,jS
H [j]y[j]‖2
}
. (8.56)
The simplified alternative minimization in (8.54) is a sum of N − 1 non-negative scalar
terms and similar to the decision metric of multiple-codeword detection of unitary space-
time coding for MIMO systems given in [43, eq.5]. Therefore, this minimization can be solved
using the sphere decoding algorithm described in [43] to obtain N − 1 data codewords with
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low complexity. The multiple-codeword differential sphere-decoding (MCDSD) algorithm
adapted to the D-DSTC system under consideration is summarized in Algorithm I. It should
be mentioned that Steps 1 to 3 are performed once, whereas Step 4 will be repeated for every
N consecutive received symbols. Also, the processed blocks overlap by one vector symbol,
i.e., the observation window of length N moves forward by N − 1 symbols at a time.
Algorithm 1: MCDSD-DSTC
Input: fsr, frd, c, P0, N0, N,R,y
Output: V̂[k], k = 1, · · · , N − 1
1: Find Ch from (8.53)
2: Find C from (8.52)
3: Find U from C−1 = UHU
4: Apply sphere decoding algorithm V̂=MCDSD (U,y) [43]
8.5 Numerical Results
To support our analysis and development, in this section a relay network with one
source, R = 2 relays and one destination is simulated in different fading scenarios while
both two-codeword and multiple-codeword detection schemes are applied. For the case of
two-codeword detection, the simulation results are verified with the obtained upper bound.
Effectiveness of multiple-codeword differential detection is shown when a window of length
N = 10 is processed at a time.
The Alamouti space-time code is chosen for the network. The combining matrices at the
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relays are designed as [28]
A1 =
1 0
0 1
 , B1 = 0, A2 = 0, B2 =
0 −1
1 0
 .
Also, the set of unitary codewords are designed as [28]
U =
 1√2
u1 −u∗2
u2 u
∗
1
 |ui ∈ PSK, i = 1, 2.
 . (8.57)
The power allocation between Source and the relays is such that P0 = P/2 and Pr = P/4,
where P is the total power in the network. Also, σ2sr = 1, σ
2
rd = 1, N0 = 1.
Please note that the time-series model given in (8.15) has been utilized only for perfor-
mance analysis and not for generating the channel coefficients in simulations. In all simu-
lations, channel coefficients {qi[k]}Ri=1 and {gi[k]}Ri=1 are generated independently according
to the simulation algorithm of [37]. This simulation algorithm utilizes a sum-of-sinusoids
method to generate time-correlated Rayleigh-faded channel coefficients. For instance, to
generate qi[k]:
qi[k] = ℜ{qi[k]}+ jℑ{qi[k]}, i = 1, · · · , R
ℜ{qi[k]} =
√
2
M
M∑
m=1
cos(2πfsrk cos(am) + φm) (8.58)
ℑ{qi[k]} =
√
2
M
M∑
m=1
cos(2πfsrk sin(am) + ψm) (8.59)
am =
2πm− π + θ
4M
, m = 1, 2, · · · ,M
where φm, ψm, and θ are statistically independent and uniformly distributed on [π, π) for all
m and M = 8 is the number of multipaths chosen arbitrarily large enough for an accurate
model [37]. Similarly gi[k] channel coefficients are generated for i = 1, · · · , R, except that
fsr is replaced with frd. The input to the simulation algorithm is the normalized Doppler
frequency of the channels, which is a function of the velocity of users. A higher velocity
causes a higher fade-rate and thus less correlation between channel coefficients. Therefore,
by changing the Doppler values, various fading scenarios from slow-fading to fast-fading
channels can be simulated.
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To get a better understanding about the Doppler values, the error floor expression given
in (8.33) is examined for a wide range of fading values from 0.001 to 0.1 and the computed
results are plotted in Figure 8.2. In the figure, the lower plot corresponds to the case that
either fsr or frd varies in a wide range and the other one fixed to 0.001. In the upper plot
both fsr and frd vary in a wide range. Clearly, the error floor is higher when both SR and
RD channels are changing. For small fade rates less than 0.005, the amount of error floor is
small and channels would be regarded as slow-fading. For moderate fade rates around 0.01
the error floor increases quickly toward 10−3 and channels would be fairly fast-fading. Fade
rates around 0.02 and higher lead to fast-fading channels with error floor of 10−2 or higher.
Based on the previous observations, next, three scenarios are considered. In Scenario I,
it is assumed that all the channels are slow-fading with fsr = 0.002, frd = 0.002. In Case
II, both SR and RD channels are moderately fast-fading such that fsr = 0.012, frd = 0.008.
In Case III, both SR and RD channels are very fast-fading with fsr = 0.018, frd = 0.02.
The normalized Doppler frequencies of SR and RD channels are summarized in Table 8.1 for
different scenarios.
Table 8.1
Three simulation scenarios.
fsr frd
Case I 0.002 0.002
Case II 0.012 0.008
Case III 0.018 0.02
To evaluate the BER of the system, in each case, binary data is converted to BPSK/QPSK
constellation and then to unitary codewords based on (8.57). Next, the codewords are
encoded differentially according to (8.1). At Destination, first the two-codeword differential
detection (8.14) is applied. The simulation is run for various values of the total power in
the network. The practical values of the BER are computed for all cases and plotted versus
P/N0 in Figs. 8.3-8.4. For comparison purpose, performance of coherent detection of the
received symbols for slow-fading channels is also evaluated and plotted in the figures.
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Error floor vs. normalized channel fade rates using Alamouti space-
time code and BPSK.
On the other hand, the obtained upper bound on the PEP can be used to determine an
upper bound on the BER for a network with two relays using Alamouti space-time code [41].
As it was shown in [75], for such a system using BPSK constellation, the PEP of the two
nearest codewords
V0 =
1√
2
1 −1
1 1
 ,V2 = 1√
2
 1 1
−1 1
 ,
can be used to find the BER of the system as [75, eq.40]
Pb(E) = Pe{V0 → V2}. (8.60)
The eigenvalue of matrix ∆H∆ in this case is δ = 2. In addition, as it was shown in [76, eq.
(13) and eq. (16)], the BER of the differential Alamouti space-time code using BPSK and
QPSK is obtained from the same expression but with a different parameter (δ = 2 for BPSK
and δ = 1 for QPSK). Hence, the corresponding upper bound for the BER are computed
based on (8.60) and (8.36) and plotted in Figs. 8.3-8.4 with dashed lines. The horizontal
lines show the error floors in Cases II and III.
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It can be seen from Figs. 8.3-8.4 that, as expected, coherent detection gives the best per-
formance, which is obtained at the price of providing the instantaneous CSI of all transmis-
sion links at the destination. For two-codeword differential detection, in Case I (slow-fading
channels), the error probability is monotonically decreasing with P/N0 and the desired co-
operative diversity is achieved for the D-DSTC system. Approximately 3-4 dB performance
degradation can be seen between coherent and non-coherent detections in this case. How-
ever, in Case II, with fairly fast-fading channels, the plot gradually deviates from the results
in Case I, at P/N0 > 20 dB, and reaches the error floor at P/N0 > 35 dB. This phenom-
ena starts earlier after P/N0 > 15 dB in Case III (fast-fading channels). The performance
degradation is much more severe and error floors of 3× 10−3 (BPSK) and 10−2 (QPSK) can
be seen at P/N0 > 30 dB. It can also be seen that, in all cases, the upper bound values are
consistent with the simulation results.
Given the poor performance of the two-codeword differential detection in cases II and
III, the multiple-codeword algorithm with N = 10 is applied to Case II and Case III. The
BER results of multiple-codeword detection algorithm are also plotted in Figures 8.3 and
8.4. Since the best performance is achieved in the slow-fading environment, the BER plot
of Case I using two-codeword detection can be used as a benchmark to see the effectiveness
of multiple-codeword detection algorithm. As can be seen, the MCDSD-DSTC algorithm is
able to bring the performance of the system in Case II and Case III very close to that of
Case I.
8.6 Conclusion
This article aimed to provide an insight into the effect of mobility of users on the perfor-
mance of differential distributed space-time coding in cooperative relay networks. Follow-
ing this goal, the conventional two-codeword differential detection, its achievable diversity
and approximate performance are evaluated against channels variations. The observations
revealed that two-codeword differential detection suffers from a huge performance loss in
time-varying channels. Next, a near optimal multiple-codeword differential detection was
developed and its effectiveness was shown through simulation results. Obviously, the im-
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BER results of two-codeword and multiple-codeword differential de-
tection of D-DSTC relaying with two relays in different cases using
Alamouti code and BPSK.
provement gained by the multiple-codeword detection is at the price of a higher complexity
in the detection process. However, with the available sphere decoding algorithms, this com-
plexity would be significantly reduced. The theoretical analysis and supporting simulations
of this article would bring valuable design criteria for system engineers to design more robust
systems against channel variation and users mobility. Future work can focus on theoretical
performance evaluation of multiple-codeword detection and providing a trade-off between
the number of required symbols and the desired performance.
8.A Proof of (8.21)
Substituting (8.17) into (8.20) gives
2ℜ{yH [k − 1](Vi −Vj)H(αViy[k − 1] + w˜[k])} =
2ℜ{αyH[k − 1](IR −VHj Vi)y[k − 1]}+ 2ℜ{yH[k − 1](Vi −Vj)Hw˜[k]} < 0. (8.61)
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The second part of the left hand side of the above inequality is the definition of ζ . Using
x+ x∗ = 2ℜ{x}, the first part of the inequality can be re-written as
2ℜ{αyH[k − 1](IR −VHj Vi)y[k − 1]} =
αyH[k − 1](2IR −VHj Vi −VHi Vj)y[k − 1]} =
αyH[k − 1](Vi −Vj)H(Vi −Vj)y[k − 1]} =
αyH [k − 1]∆H∆ y[k − 1]. (8.62)
Using the fact that the eigenvalues of unitary matrices are equal, one has ∆H∆ = δ IR.
Thus (8.62) is the same as the definition of b.
8.B Proof of (8.22) and (8.23)
For notational simplicity, time index [k − 1] is omitted.
µζ = E{ζ |y,G} = −2ℜ
{
yH∆HE{w˜[k]|y,G}} = 2αℜ{yH∆HViE{w|y,G}} . (8.63)
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To find the conditional mean of w, first re-write (8.7) as
y = c
√
P0RSh+w = c
√
P0RSGq +w (8.64)
where q = [q1, · · · , qR]t. Hence, using the conditional mean technique [65]
E{w|y,G} = σ2w(c2P0σ2srRSGGHSH + σ2wI)−1y =
σ2wS(c
2P0σ
2
srRGG
H + σ2wI)
−1SHy (8.65)
By substituting (8.65) into (8.63), the expression in (8.22) is obtained.
σ2ζ = Var{ζ |y,G} = 2yH∆HVar{w˜[k]|y,G}∆y =
2yH∆H(σ2wIR + (1− α2)S(c2P0σ2srRGGH)SH + α2ViVar{w|y,G}VHi )∆ y. (8.66)
Using the conditional variance technique [65], one has
Var{w|y,G} = σ2w
(
c2P0σ
2
srRSGG
HSH
) (
c2P0σ
2
srRSGG
HSH + σ2wI
)−1
= σ2wS(c
2P0σ
2
srRGG
H)
(
c2P0σ
2
srRGG
H + σ2w
)−1
SH . (8.67)
Substituting (8.67) into (8.66) gives the expression in (8.23).
8.C Proof of (8.25) and (8.26)
Re-write (8.22) as
µζ = 2ασ
2
wℜ{yH∆HViS(Ω+ σ2wIR)−1SHy} (8.68)
By replacing Ω with c2P0σ
2
sr
R∑
i=1
|gi|2, one has
S(Ω+ σ2wIR)
−1SH ≈ S(c2P0σ2sr
R∑
i=1
|gi|2IR + σ2wIR)−1SH
=
1
σ2w
S
c
2P0σ
2
sr
R∑
i=1
|gi|2
σ2w
IR + IR

−1
SH
=
1
σ2w
S(ρ+ 1)−1SH =
1
σ2w(ρ+ 1)
IR. (8.69)
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Substituting (8.69) into (8.68) gives
µζ ≈ 2 α
ρ+ 1
ℜ{yH∆HViy} = α
ρ+ 1
yH(∆HVi +V
H
i ∆)y
=
α
ρ+ 1
yH(∆H∆)y =
αδ
ρ+ 1
yHy (8.70)
Re-write (8.23) as
σ2ζ = 2y
H∆H(σ2wIR + (1− α2)SHΩS+ α2σ2wViSHΩ(Ω+ σ2wIR)−1SVHi )∆y (8.71)
Again if we replace Ω with the approximated scalar matrix, it is seen that
SΩSH ≈ S(c2P0σ2sr)
R∑
i=1
|gi|2SH = c2P0σ2sr
R∑
i=1
|gi|2IR = ρσ2wIR, (8.72)
and similarly,
SΩ(Ω+ σ2wIR)
−1SH ≈ Sc2P0σ2sr
R∑
i=1
|gi|2
(
c2P0σ
2
sr
R∑
i=1
|gi|2IR + σ2wIR
)−1
SH
= S
c
2P0σ
2
sr
R∑
i=1
|gi|2
σ2w

c
2P0σ
2
sr
R∑
i=1
|gi|2
σ2w
IR + IR

−1
SH
= Sρ(ρ+ 1)−1SH =
ρ
ρ+ 1
IR. (8.73)
Substituting (8.72) and (8.73) into (8.71) gives the expression in (8.26).
8.D Proof of (8.46) and (8.47)
Σq = E


q[1]
...
q[N ]
[qH [1], · · · ,qH [N ]]
 =

E{q[1]qH [1]} · · · E{q[1]qH [N ]}
...
. . .
...
E{q[N ]qH [1]} · · · E{q[N ]qH [N ]}
 , (8.74)
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where
E{q[k]qH [k + n]} = E


q1[k]
...
qR[k]
[q∗1[k + n], · · · , q∗R[k + n]]

=

E{q1[k]q∗1 [k + n]} · · · E{q1[k]q∗R[k + n]}
...
. . .
...
E{qR[k]q∗1 [k + n]} · · · E{qR[k]q∗[k + n]}

=
ϕsr(n) · · · 0
0 · · · ϕsr(n)}
 = ϕsr(n)IR.
Therefore,
Σq =

ϕsr(0)IR · · · ϕsr(N − 1)IR
...
. . .
...
ϕsr(N − 1)IR · · · ϕsr(0)IR
 =

ϕsr(0) · · · ϕsr(N − 1)
...
. . .
...
ϕsr(N − 1) · · · ϕsr(0)
⊗ IR = Cq ⊗ IR (8.75)
Σw = E


w[1]
...
w[N ]
[wH [1], · · · ,wH [N ]]
 =
E{w[1]wH[1]} · · · E{w[1]wH[N ]}
...
. . .
...
E{w[N ]wH [1]} · · · E{w[N ]wH [N ]}
 . (8.76)
From (8.10) one has E{w[k]wH [k + n]} = σ2wIRδ[n], where δ[n] is Kronecker delta function.
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Then,
Σw = N0

(1 + c2
R∑
i=1
|gi[1]|2)IR · · · 0R
...
. . .
...
0R · · · (1 + c2
R∑
i=1
|gi[N ]|2)IR

= N0

1 + c2
R∑
i=1
|gi[1]|2 · · · 0
...
. . .
...
0 · · · 1 + c2
R∑
i=1
|gi[N ]|2
⊗ IR = Cw ⊗ IR. (8.77)
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9. Conclusions and Suggestions for Further
Studies
9.1 Conclusions
This thesis focused mainly on developing and analyzing differential modulation and non-
coherent detection techniques for wireless amplify-and-forward (AF) relay networks. Such
techniques do not waste overhead information required for channel estimation and hence are
very useful, especially as the number of channels grows linearly with the number of relays
employed in a network. Moreover, new and emerging wireless communication technologies,
such as LTE, are expected to support high mobility with high performance. As channel
estimation becomes highly inaccurate in highly-mobile environments, employing differential
modulation and non-coherent detection techniques would be necessary for these technologies.
In general, the studies in this thesis provide various options for using differential modulation
and non-coherent detection and demonstrate that they are effective and promising solutions
for information transmission over wireless relay networks.
In particular, the main findings and contributions of this thesis are as follows:
• In Chapter 4, a single-branch dual-hop relaying system without a direct link employ-
ing differential M-PSK and non-coherent detection was studied. First, two-symbol
non-coherent detection was examined in time-varying channels and an exact BER ex-
pression was derived for the system performance. It was seen that the coverage service
can be extended beyond the cell edge by employing a relay in the network and good
performance with diversity order of one can be achieved. Although, dependency of the
BER to the channels auto-correlations causes a severe degradation and an error floor
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in the performance over rapid time-varying channels. Next, a near optimal multiple-
symbol differential detection was designed and theoretically analysed. Simulation and
theoretical results showed that the multiple-symbol differential detection is able to
significantly improve the system performance in fast-fading channels.
• In Chapter 5, a multi-branch dual-hop relaying with a direct link employing differential
M-PSK and two-symbol non-coherent detection was considered. A linear combiner
with fixed combining weights was chosen to achieve the spatial diversity. The fixed
combining weights were determined based on the second-order statistics of the channels.
The performance of the system in practical time-varying channels was studied and a
lower bound of the BER was derived. The theoretical and simulation results showed
that diversity can be improved by employing more relays in the network. Also, the
performance of the system degrades with channel variation and the existence of an
error floor is inevitable. However, this degradation can be mitigated by increasing the
number of relays in the network. In other words, by increasing the diversity, the desired
performance can be obtained in lower values of SNR before falling into the error floor
region.
• In Chapter 6 and Chapter 7, a single-branch dual-hop relaying system with a direct link
employing selection combining at the destination was studied. Compared to the linear
combiner, the selection combiner does not need any channel or system information. For
the case of slow-fading channels, the exact BER and outage probability of this combiner
using differential M-PSK were obtained. For the case of general time-varying channels
(including both scenarios of slow-fading and fast-fading channels), an exact expression
of the BER using DBPSK was derived. The simulation and theoretical results showed
that the selection combiner achieves diversity order of two and its performance is very
close to that of the semi-MRC method, while it is simpler. Therefore, when the second-
order statistics of the channels are not available, the SC method can be used instead
of the semi-MRC method, without loosening the performance.
• In Chapter 8, a multi-branch dual-hop relaying without a direct link employing dif-
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ferential distributed space-time coding (D-DSTC) strategy was considered. The per-
formance of the system using two-symbol detection over time-varying channels was
evaluated in terms of diversity. It was shown that using this topology, the coverage
area, diversity and data rate of the network can be improved. Two-symbol differential
detection was effective in slow-fading channels. However, it fails to perform well in
fast-fading channels and an error will be seen and diversity goes to zero. In contrast
to its better spectral efficiency, D-DSTC is more vulnerable to channel variation than
repetition based strategy. This is due to its requirement to a longer channel coherence
time for two-symbol differential detection. In addition, a near optimal multiple-symbol
differential detection (MSDS) was developed. The simulation results showed the ef-
fectiveness of the multiple-symbol detection to improve the system performance in
fast-fading channels.
9.2 Future Studies
The main objective of this thesis was to examine several important issues in cooperative
communications using differential encoding and decoding. On the path toward achieving
this objective, other issues came up and worthwhile to be investigated further. These issues
are elaborated next.
• Selection combining was considered and analysed for a single-branch dual-hop relaying
with a direct link. This combiner is attractive as it reduces the requirement of chan-
nels information while delivering similar performance to that of the linear combiner.
For a multi-branch relaying system, more channel information would be needed for a
linear combining. Although it appears difficult, it would be interesting to consider and
analyse the performance of the selection combiner for multi-branch dual-hop relaying
with/without a direct link as well.
• The performance analysis of multiple-symbol differential detection is important to
reach a trade-off between the desired performance and the complexity of the decod-
ing process. In this thesis, the performance of multiple-symbol differential detection
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for a single-branch dual-hop relaying without a direct link was derived. It would be
then interesting to analytically evaluate the performance of multiple-symbol differential
detection for multi-branch dual-hop relaying system with/without a direct link.
• The developed multiple-symbol differential detection scheme requires the second-order
statistics of all transmission links and also several other system parameters such as the
noise variance and the amplification factor of the relays. In case that such information
is not available nor accurate, multiple-symbol detection is not effective or near opti-
mal. An alternative solution, yet challenging, is to develop a blind multiple-symbol
differential detection that can deliver near optimal results.
• In this thesis, it is assumed that no interference exists in the relay networks. In practice,
due to frequency re-use and simultaneous transmission of multi users in the same
frequency band, co-channel interference (CCI) would arise [77–79]. In addition, the lack
of perfect synchronization between multi relays would cause inter-symbol interference
(ISI) [80–82]. The existing studies on CCI and ISI problems in relay networks are
either limited to static channels or consider under some special scenarios. Therefore
it is worthwhile to consider both CCI and ISI for general scenarios in time-varying
channels and develop robust detection techniques against the effects of CCI and ISI.
• Channel capacity is defined as the upper bound of data rate transmission over a channel
with arbitrary low error probability. There are several studies on the capacity of
wireless relay networks in [4, 83–85]. Also, there are studies on the capacity of time-
varying channels for point-to-point communications [86, 87]. It would be interesting
to extend these studies to determine the capacity of wireless relay networks in time-
varying environments.
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