Abstract.
Introduction

Statement of main result
Let F, be a finite field with q elements, where q is a prime-power. A theorem due to Moore [18] states that for every positive integer n, there exists a field extension Fp, unique up to isomorphism, with qn elements. Such extensions play an important role in coding theory (implementing error correcting codes), cryptography (implementing cryptosystems), and complexity theory (amplifying randomness).
In this paper, we consider the algorithmic version of Moore's theorem: how to efficiently construct this field extension.
To implement arithmetic in F,p, it suffices to have an irreducible polynomial f in F, [X] of degree n, since F,Fw(f)--th e ring of polynomials with arithmetic performed modulo f-is a finite field with *Dept.
of Computer Science; Univ. of Toronto; Toronto, Ontario M5S lA4; Canada qn elements.
We present a new algorithm for constructing an irreducible polynomial of specified degree n over the finite field F,. Our algorithm is probabilistic, and is asymptotically faster than previously known probabilistic algorithms for this problem. It uses an expected number of O'(n2 + n log q) operations in F, (additions, subtractions, multiplications, divisions, and zero-tests) , where the "soft-O" O-indicates an implicit factor of (1% 4 O (l) . More precisely, our algorithm uses an expected number of O((n210gn + nlogq) -L(n)) operations in F,, where for brevity we use the notation L(n) = logn loglogn.
Discussion of earlier work
One method for constructing an irreducible polynomial of degree n over F, is trial and error: choose manic polynomials of degree n at random until an irreducible one is found. This is a reasonable strategy, since the probability that a randomly chosen manic polynomial of degree n is irreducible is approximately l/n. Indeed, just this strategy is recommended in Galois' paper [13] originating the theory of finite fields.
To turn this idea into an algorithm, one needs to specify an irreducibility test. One such test is due to Butler [7] , which can be implemented so as to use O-(n"' + nlogq) operations in F,.
Here, w is a number such that two n x n matrices can be multiplied using O(nw) arithmetic operations. We assume that 2 < w 5 3. For the "classical" matrix multiplication algorithm, we can take w = 3; for the asymptotically fast algorithm of Coppersmith & Winograd [lo] , we can take w = 2.376.
Butler's test leads to a probabilistic algorithm for constructing an irreducible polynomial that uses an expected number of O-(n"+' + n2 log q) operations in F,. Rabin [19] suggested using a test for irreducibility that uses O-( n2 log q) operations in F,. This yields a probabilistic algorithm for constructing an irreducible polynomial that uses an expected number of O'( n3 log q) operations in F,.
Later, Ben-Or [4] suggested using a different test; while this test has a worst-case running time of Om(n2 log q) operations, it uses on average only O-(n log q) operations for randomly chosen input polynomials. This yields a probabilistic algorithm for constructing an irreducible polynomial that uses an expected number of O-(n210gq) operations.
Recently, a new algorithm for testing irreducibility was presented in von zur Gathen & Shoup [15] . That algorithm uses O*(T&"+~)/~ + n log q) operations in F, , yielding a probabilistic algorithm to construct an irreducible polynomial that uses O-(n( w+3)/2+n2 logq) operations. Thus, this new test does not yield a faster method of constructing an irreducible polynomial.
Prior to the results of this paper, Ben-Or's algorithm was asymptotically the fastest. The contrast between the running time of our new algorithm and Ben-Or's algorithm is most striking when q is an n-bit number. In this situation, BenOr's algorithm uses O(n3L(n) logn) operations, whereas ours uses O(n2L( n) log n)-an order of magnitude improvement.
Our algorithm is not based on the trial and error strategy; nevertheless, its output is still a random manic irreducible polynomial of degree n, uniformly distributed among all such polynomials.
Another feature of our algorithm is its efficient use of randomness. In some situations (e.g., as in Alon et al. [3] ), t i is d esirable to limit the amount of randomness used to construct an irreducible polynomial. The only randomness used by our algorithm is an expected number of O(n) randomly chosen elements of F,. All of the above algorithms based on trial and error use an expected number of O(n2) random elements of F,. If randomized algorithms are not allowed, then there is no known polynomial-time algorithm for this problem, unless the Extended Riemann Hypothesis is true (Adleman & Lenstra [l] , Evdokimov [12] ). There are, however, deterministic polynomial-time algorithms for this problem when q, or even the characteristic of F,, is small (Chistov [9] , Semaev [ZO] , Shoup [21] ). In particular, in Shoup [21] , a deterministic polynomialtime reduction from this problem to the problem of factoring polynomials in F,[X] is given, which leads to a deterministic algorithm for constructing irreducible polynomials that runs in time fi -(n log q)"('), where p is the characteristic of F 9' Overview Our algorithm follows in broad outline the deterministic construction in Shoup [al] . A straightforward probabilistic implementation of that algorithm is much slower than either Rabin's or BenOr's. The main technical problems encountered are the computations of traces and minimal polynomials in very large field extensions over F,. To deal with these problems, we exploit the special structure of these field extensions; we also make use of some of techniques developed in von zur Gathen & Shoup [15] .
The rest of this paper is organized as follows.
In section 2, we briefly discuss some notation and basic facts we will need later.
Sections 3 and 4 contain some new algorithms that will be needed later, but that also may be of independent interest.
In section 3, we present some algorithms for computing minimal polynomials in field extensions and related problems.
For example, we present an algorithm that will compute the minimal polynomial over F, of an element in Fq" using O(n(w+')/2) operations in F,.
In section 4, we present an algorithm for fac-toring a cyclotomic polynomial over F,. If Q'n is the nth cyclotomic polynomial, where n is prime, then our algorithm finds an irreducible factor of an in F,[X] using O-(n log q) operations in F,. The algorithm is a variant, adapted to this special case, of one presented in von zur Gathen & Shoup [15] that factors a general polynomial using O'( n2 + n log q) operations in F,. Finally, in section 5, we prove our main result (Theorem 5.1).
Preliminaries
In this section, we introduce some notation and terminology, and recall some facts that will be needed later.
Let K be a field. Two polynomials of degree at most n in K[X] can be multiplied using O(nL(n)) multiplications and additions in K (see Cantor & Kaltofen [8] ). D ivision with remainder involving polynomials of degree at most n can also be done with O(nL(n)) operations in K and GCD's can be computed with O(nL(n)logn) operations (see Aho et al. [2] ).
Let f be a manic polynomial in K[X] of degree n, and consider-the residue class ring R = K[X]/(f).
If 0 is the image of X in R, then we have R = K [B] . Elements in R can be represented as polynomials of degree less than n. With this representation, additions and subtractions in R can be performed with O(n) operations in K, and multiplications with 0(&(n)) operations in K. If R is a field, divisions can be performed with O(nL(n)logn) operations in K. For a polynomial h E K[X], (h mod f) denotes its image in R, while (h rem f) denotes the remainder of h on division by f.
In this situation, we say that K[B] is the residue class ring defined by f.
We will also need to build towers of rings. Proof. This is essentially Algorithm 2.1 in Brent & Kung [6] . That algorithm computes g(h) rem X" for polynomials g and h in K[X] of degree at most n, but it is easily adapted to meet the specifications above. 0 Theorem 3.2. (Algorithm to compute minimal polynomials in a field extension) Let K be a field. There exists an algorithm that takes as input a residue class field K[0] defined by an irreducible polynomial over K of degree n, and an element Q E K [8] . The algorithm computes the minimal polynomial g E K[X] of a over K using O(n("+1)/2) operations in K.
Moreover, if a bound m on the degree of g is given to the algorithm, then it uses only O(m(w-1)/2n im112nL(n)) operations in K.
Proof (sketch).
The minimal polynomial g E K[X] of (Y is the same as the minimal polynomial of the K-linearly generated sequence {cr'}+u. Moreover, if P : K[8] + K is a K-linear map, then the sequence {P(cr')};l~ is also linearly generated. Its minimal polynomial divides g, and since g is irreducible, it will equal g so long as this new sequence is not the zero sequence.
Let m be the bound on degg if it is given; otherwise, set m = n. The algorithm to compute g runs as follows.
Let P : K[B] + K be the K-linear map that
sends Cyii a;@ to ao, and compute the sequence P(l), P(a), . . . , P( a2m-1).
2. Compute the minimal polynomial of the sequence from the first step.
To execute step 1 of the algorithm, note that we can rephrase this step as that of computing the matrix-vector product (l,O, . . . , 0) A where A is the n x 2m matrix whose jth column consists of the coordinates of c&l on the basis 1,8,. . . , P1. Using the transposition technique of Kaminski et al. [16] , we can compute this just as fast as an algorithm for computing a matrix-vector product Av, where v is a column vector of length 2m. But this latter problem is just that of computing h(a), where h E K[X] is the polynomial of degree at most 2m-1 whose coefficients are the entries of ~1. Thus, applying the above-mentioned transposition technique to the algorithm in Fact 3.1, we can execute step 1 with O(m(w-11/2n + m1i2nL(n)) operations in K.
For step 2, the minimal polynomial of the K-linearly generated sequence { P( a')};>e can be calculated from the quotient sequence of the Euclidean scheme for the polynomials Cfze-' P(a2m-1-;)Xi E K[X] and X2" E K[X] (see Dornstetter [ll] ).
Using a fast GCD algorithm, this can be done with O(mL(m) logm) operations in K. 0 Remark.
The above theorem can easily be extended to a field extension E = K [&] [&] built up as a tower of residue class fields, where n is the degree of E over K. We will make use of this result as well.
The following algorithm solves a problem that can be viewed as the inverse of the evaluation problem in Fact 3.1. There is an algorithm that takes as input a residue class field K[8] defined by an irreducible polynomial over K of degree n, and elements CY,~ E K [8] . It computes the polynomial g E K [X] of least degree such that g(a) = /3 if such an polynomial exists; otherwise, it reports failure. The algorithm can be executed using O(n("+1)/2) operations in K.
Proof (sketch). Let m be the degree of (Y over K, and let P : K[8] + K be the K-linear map that sends Cr;,r a@ to ao. Then if g = Cz;' giX' is the polynomial of least degree satisfying g(o) = p, the coefficients of g form the unique solution to the system of equations P(~')go + -* * + P(a'+m-l)g,-l = p(@), for 0 2 i 5 m -1. So the algorithm to compute g (or determine that it does not exist) runs as follows.
First, using the algorithm in Theorem 3.2, determine the degree m of a over K, and also obtain the values P(l), P(a), . . . , P(c~~"+~) computed by that algorithm.
Second, compute P(p), , . . , P(@Y"+~). Using the transposition technique used in the proof of Theorem 3.2, along with the algorithm in Fact 3.1, this can be done with O(n(W+1)/2) operations in K.
Third, use the the Toeplitz system solver of Brent et al. given by an irreducible polynomial over K of degree n, and an element a E E.
The algorithm computes the norm NE/K(~) E K using O(nL(n) logn) operations in K (of which, only O(n) are divisions).
Proof.
Let f E K[X] be the manic irreducible polynomial of degree n defining the extension E. Let g E K[X] be the polynomial of degree less than n such that a = g(e). Then from the definition of norms, it is easy to see that NE/K(~) is just the resultant of f and g. As observed in $5 of von zur Gathen [14] , this resultant can be calculated from the quotient sequence of the Euclidean scheme for f and g. Using a fast GCD algorithm all of the computations can be performed within the stated time bounds. 0
Factoring cyclotomic polynomials
Let T be a prime not dividing q. In this section, we consider the problem of factoring the rth cyclotomic polynomial @r = X'-' + . . -+ X + 1 E Fp [X] . It makes use of the following fact.
Fact 4.1. (Algorithm for computing trace maps) Let R be a ring of characteristic p. For t a power of p and k 2 1, define the map Tt,k : R + R by Then for any CY E R, Tt,k(a) can be computed using O(log k) additions in R and O(log k) powering operations in R of the form /3 w PtJ, where p E R and 15 j < k.
Proof. This fact was used implicitly in von zur Gathen & Shoup [15] . It follows from the identity Tt,j+k(a) = 'J't,j(a) tTt,k(Q) 'I, utilizing a "repeated doubling" algorithm. 0
The algorithm also makes use of the following observation.
Let g = CiiJ a;X'. Suppose we wish to compute g'Jk rem (X' -1) for some k 2 1. Then this can be done by just permuting the coefficients of g, since if we set bi = qki rem r for 0 5 i < r, then gq* rem (X' -1) = '2 aiXbi. V-2) id Theorem 4.3. Let r be a prime not dividing q. Then there is a probabilistic algorithm that finds an irreducible factor of at E F,[X] using an expected number of O(rL(r)logr + rL(r)logq) operations in F,, and an expected number of O(T) random elements of F,.
Proof (sketch).
Let m be the multiplicative order of q modulo r. Then Qr is the product of (r -1)/m distinct irreducible factors, each of degree m. We can easily compute m, and then use a modification of the equal-degree factorization algorithm (Algorithm 2.5) in von zur Gathen & Shoup [15] . The bottleneck in that algorithm is the computation of the trace map Tq,m in the ring R = F,[X]/(@,).
We can compute this trace map using the algorithm of Fact 4.1. To perform the powering operations p H PQ' (with p E R and 1 < j < m) required by the trace map algorithm, we use the identity (4.2). In this way, we can compute a trace map using O(rlogr) operations in F,. 0
Constructing irreducible polynomials
In this section, we present our main result:
Theorem 5.1. There is a probabilistic algorithm that, given n, constructs an irreducible polynomial of degree n over F, using an expected number of O(n2L(n)logn + nL(n)logq) operations in F,. The output polynomial is uniformly distributed over all manic irreducible polynomials of degree n. The only randomness used by the algorithm is an expected number of O(n) randomly chosen elements in F,.
Throughout this section, we assume that let q = pc, where p is prime.
To prove this theorem, we first treat the situation where n is a prime power, say n = re, where r is prime. We then consider three cases: (1) r # p and r # 2; (2) r # p and r = 2; (3) T = p.
Case 1: r#pand r#2
Theorem 5.2. There is a probabilistic algorithm that, given a prime power n = re with r # p and r # 2, constructs an irreducible polynomial of degree n over F, using an expected number of O(n2L(n)logn + rL(r)logq) opemtions in F,. The only randomness used by the algorithm is an expected number of O(n) randomly chosen elements in F,. Proof. This is a direct consequence of Theorem 9.1 on p. 331 of Lang [17] . 0
The following is a high-level description of the algorithm in Theorem 5.2. We are given p = CyA1 and we want to compute Using (5.6), along with the identity (4.2) and a fast exponentiation algorithm, we can compute a*u+v from oAu and aA, with O(rJ(r) + mL(m) logt) operations in F,.
Therefore, starting with aAl, and using a "repeated doubling" algorithm, we can compute a*k with O((rL(r) + mL(m)logt)
. logk) operations random elements in F,. Remark.
In the proof of Theorem 2.1 in Shoup [21] , it is shown that r has degree n over F,; therefore, its minimal polynomial Proof. To find an rth power nonresidue in First of all, note that using the algorithm of Theorem 4.3, we can execute step 1 of Algorithm 5.4 using an expected number of O(rL(r) logr + rL(r)logq) operations in F, and an expected number of O(r) random elements in F Q'
To execute steps 2 and 3 efficiently, we need the following.
To compute p, we first compute ',lq/rl uswe choose another (Y at random and reseat.
ing a repeated squaring algorithm, which takes O(mL(m) log q) operations in F,, and then apply the algorithm of Lemma 5.5, which takes O((rL(r)+mL(m)logr).logm) operations in F,. The expected number of iterations until we find a suitable cr is O(1). 0 We claim that once we precompute [L'JInJ, at a cost of O(mL(m) log q) operations in F,, we can then perform any one of the above powering operations using O(nrL(r)) operations in F,. The lemma will then follow immediately.
To prove the claim, first recall that any p E F, [d] 
Proof (sketch).
First of all, we remark that we cannot just use the algorithm of Theorem 3.2, since in the worst case m = n -1, and then that algorithm takes O(n("+3)/2) operations in F,.
The algorithm we use runs as follows. Set t = [(TZ + l)/ml.
Test if 8t2m >_ 2m/2. If so, then calculate the minimal polynomial of 7 using the algorithm of Theorem 3.2. Since in this case m = O(log n), this takes O(n("+1)/2 log n) operations in F,.
So now assume that 8t2m < 2"12. We then carry out the following steps. Compute G = nf=, g;, and gcd(G, G'), where G' is the formal derivative of G. If this GCD is not 1, or if deg G < tm, go back to step 1; otherwise, proceed to the next step (and note that the g;'s are relatively prime in pairs). Compute the unique polynomial f E F,[X] of degree less than tm that satisfies the system of congruences f G h; (mod gi)
(1 2 i 5 t).
Then f is the minimal polynomial of T over
We first argue that if the above algorithm terminates, then its output is correct. Let F E Fq[X] be the minimal polynomial of 7. Using the wellknown formula F = l-Iyzi(X -rq') and the fact that gcd(m,n) = 1, it is straightforward to show that for any cy E F, [B] ,
Thus, at step 4, p; = F(cY~). It then follows that at step 5, h; 3 F (mod gi). Since mt 2 n+l, F is the unique solution to the system of congruences in step 6. We conclude that F = f.
To analyze the running time, first consider the loop at steps l-3. We claim that at each iteration of the loop, the probability that it terminates is at least l/2. To prove this claim, note that if the loop does not terminate, then at least one of the (Y;'s lies in a proper subfield of Fq [B] , or some pair satisfy the same minimal polynomial. Using the estimates from Fact 5.9 and the assumption that 8t2m < 2m/2, it is straightforward to deduce that the probability that any of these events occurs is less than l/2.
The bottleneck in the algorithm is step 4. By Fact 3.4, each individual norm can be computed using O(mnL(n) log n) operations in F,. Repeating this t = O(n/m) times takes O(n2L(n)logn) operations in F,. It is easily checked that the cost of executing the other steps in the algorithm is dominated by that of executing this step.
This proves the running time bound. The bound on the number of random elements in F, used is easy to check. 0
This completes the proof of Theorem 5.2.
Cases 2 and 3
These cases can be handled by straightforward adaptations of the algorithms for the corresponding cases in Shoup [21] . For brevity, we state the following results without proof. Theorem 5.11. There is a probabilistic algorithm that, given n = 2e, with p # 2, constructs an irreducible polynomial of degree n over F, using and expected number of O(n + logq) operations in F,. The only randomness used by the algorithm is an expected number of O(1) mndom elements in F,. Theorem 5.12. There is a probabilistic algorithm that, given n = pe, constructs an irreducible polynomial over F, of degree n using an expected number of O(n(w+1)/2 + logq) operations in F,. The only mndomness used by the algorithm is an expected number of O(1) random elements in F,.
Proof of Theorem 5.1
We now have everything we need to prove Theorem 5.1. The algorithm runs as follows. First, decompose n as n = nl -. -nk, where each ni is a prime power, and the ni's are relatively prime in pairs.
Second, for 1 5 i 2 k, construct irreducible polynomials fi of degree ni over F, using the algorithms of Theorems Theorem 5.2, Theorem 5.11, and Theorem 5.12.
Third, use these polynomials to compute an irreducible polynomial of degree n. This can be done with O(n(w+1)/2 *ations in F, using the method in Shoup [21] ,,utilizing the algorithm in Theorem 3.2 to compute ,minimal polynomials.
Fourth, once we have obtained a single irreducible polynomial of degree n, we can let Fp[B] be the residue class field it defines, and then compute the minimal polynomial of random elements in F, [8] until we obtain one of degree n. The polynomial so obtained will be a random irreducible polynomial of degree n, and by Fact 5.9, the expected number of random elements in Fp[O] the algorithm generates is O(1).
It is easy to check the bounds on the running time of this algorithm and its use of randomness. This completes the proof of Theorem 5.1.
Conclusion
We have presented a probabilistic algorithm that constructs an irreducible polynomial of degree n over the finite field F, using an expected number of O'(n2 $ nlog q) operations in F,. Our algorithm is asymptotically faster than previously known methods, the fastest of which uses an expected number of O-(n2 log q) operations.
As an open problem, we ask if one can do this faster, e.g., with an expected number of O"(n" t n log q) for some K < 2.
As another open problem, we ask if we can construct an irreducible polynomial of degree n over F2 deterministically in time O'(n2). The algorithm in Shoup [21] runs in time O'(n4). Using the techniques in this paper, it is possible to reduce this to O'(n3); however, at the present time it is not clear how to do better.
