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Polymer Crowding and Shape Distributions in Polymer-Nanoparticle Mixtures
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Department of Physics, North Dakota State University, Fargo, ND 58108-6050, USA
Macromolecular crowding can influence polymer shapes, which is important for understanding
the thermodynamic stability of polymer solutions and the structure and function of biopolymers
(proteins, RNA, DNA) under confinement. We explore the influence of nanoparticle crowding on
polymer shapes via Monte Carlo simulations and free-volume theory of a coarse-grained model of
polymer-nanoparticle mixtures. Exploiting the geometry of random walks, we model polymer coils
as effective penetrable ellipsoids, whose shapes fluctuate according to the probability distributions of
the eigenvalues of the gyration tensor. Accounting for the entropic cost of a nanoparticle penetrating
a larger polymer coil, we compute the crowding-induced shift in the shape distributions, radius of
gyration, and asphericity of ideal polymers in a theta solvent. With increased nanoparticle crowding,
we find that polymers become more compact (smaller, more spherical), in agreement with predictions
of free-volume theory. Our approach can be easily extended to nonideal polymers in good solvents
and used to model conformations of biopolymers in crowded environments.
I. INTRODUCTION
Polymers are commonly confined within biological sys-
tems and other soft materials [1]. Confinement can re-
sult from geometric boundaries, as in thin films and
porous media, or from crowding by other species, as
in nanocomposite materials and cellular environments.
Within the nucleoplasm and cytoplasm of eukaryotic
cells, for example, an assortment of macromolecules (pro-
teins, RNA, DNA, etc.) share a tightly restricted space,
occupying from 20% to 40% of the total volume [2, 3].
In this crowded milieu, smaller molecules exclude vol-
ume to larger, softer biopolymers, constraining confor-
mations and influencing folding pathways. Macromolec-
ular crowding, because of its profound influence on the
structure, and hence function, of biopolymers, has been
intensely studied over the past three decades [4–12].
It is well established that crowding can significantly
modify polymer conformations. The asymmetric shapes
of folded and denatured states of biopolymers, in par-
ticular, are known to respond sensitively to the presence
of crowding agents [13–19]. The shape distribution of
a protein or RNA, for example, can vary with crowder
concentration, which in turn, can affect the biopolymer’s
function. Polymer shapes are also important in deter-
mining the nature of depletion-induced effective interac-
tions between colloids and nanoparticles, thereby influ-
encing thermodynamic stability of colloid-polymer mix-
tures against demixing. Direct measurements [20] show,
for example, that rodlike and spherical depletants in-
duce significantly different interactions between colloids.
Confinement and crowding effects are thus of practical
concern for their impact on the properties of polymer-
nanoparticle composite materials [12, 21–27] and for their
role in diseases associated with protein aggregation [28].
Fundamental interest in polymer shapes dates to
the dawn of polymer science. Already 80 years ago,
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Kuhn [29] recognized that macromolecules in solution
are fluctuating objects, whose shapes are far from spher-
ical, and that a linear polymer chain, when viewed in
its principal-axis frame of reference, resembles a signifi-
cantly elongated, flattened (bean-shaped) ellipsoid. The
close analogy between polymers and random walks has
inspired many mathematical and statistical mechanical
studies to analyze sizes and shapes of random walks [30–
43]. Such studies validate Kuhn’s insight and reveal
broad distributions of radius of gyration and shape, as
characterized by the eigenvalues of the gyration tensor.
In the case of colloidal particles larger than polymer
radii of gyration (colloid limit), polymer depletion and in-
duced effective attraction between colloids are relatively
well understood phenomena [44–48]. The opposite case,
in which smaller colloids (nanoparticles) can easily pen-
etrate larger polymers (protein limit), has been studied
more recently by theory [49–51], simulation [52–55], and
experiment [56–58]. Previous studies, while analyzing
depletion-induced interactions and demixing phase be-
havior, have not directly addressed the response of poly-
mer shape to crowding. The purpose of this paper is
to explore the influence of nanoparticle crowding on the
shapes of polymers in polymer-nanoparticle mixtures.
In the next section, we define our model of a polymer-
nanoparticle mixture. In Sec. III, we describe our sim-
ulation method and outline the free-volume theory, rel-
egating details to an appendix. In Sec. IV, we present
results from our simulations for the shape distributions
of crowded polymers and compare with theoretical pre-
dictions. Finally, in Sec. V, we summarize and suggest
possible extensions of our approach for future work.
II. MODELS
A. Polymer-Nanoparticle Mixtures
Wemodel a mixture of nanoparticles and nonadsorbing
polymers using a generalization of the Asakura-Oosawa-
2FIG. 1. Model of polymer-nanoparticle mixtures. Polymers
are penetrable ellipsoids that can fluctuate in size and shape.
Nanoparticles are hard spheres of fixed size.
Vrij (AOV) model of colloid-polymer mixtures [44, 45].
The original AOV model represents the particles as hard
(impenetrable) spheres, interacting via a hard-sphere
pair potential,
vnn(r) =
{
∞ , r < 2Rn ,
0 , r ≥ 2Rn ,
(1)
and the polymers as effective spheres of fixed size (ra-
dius of gyration) that are mutually ideal (noninteract-
ing), but impenetrable to the particles. While the neglect
of polymer-polymer interactions is justified for polymers
in a theta solvent [59], the effective-sphere approxima-
tion ignores aspherical conformations and shape fluctu-
ations of polymer coils. Moreover, the assumption of
hard polymer-particle interactions is physically reason-
able only for particles much larger than the polymers.
In order to study the influence of nanoparticle crowd-
ing on polymer shapes, we generalize the AOV model by
allowing nanoparticles to penetrate polymers and by rep-
resenting the polymers as ellipsoids that fluctuate in size
and shape.
Following Schmidt and Fuchs [60], we attribute to each
overlapping polymer-nanoparticle pair, an average free
energy cost ε, which accounts for the loss in conforma-
tional entropy of the coil. For a hard sphere penetrat-
ing an ideal polymer coil, in a theta solvent at tempera-
ture T , polymer field theory predicts ε = 3kBT/q, where
q = Rp/Rn is the ratio of the polymer radius of gyration
Rp to the nanoparticle radius Rn [61, 62]. An obvious
refinement of this model would allow the overlap free en-
ergy to vary with the nanoparticle’s position relative to
the polymer center. Such effective interaction energy pro-
files have been computed from Monte Carlo simulations
of polymers on a lattice [63]. Alternatively, the overlap
free energy profile could be derived from an approxima-
tion for the monomer density in the ellipsoidal polymer
model [43] (see below). In the current study, however,
for conceptual simplicity and computational efficiency,
we neglect this level of spatial resolution. Furthermore,
since the nanoparticles in our model are chemically in-
ert and act only to limit the free volume available to the
polymers, we assume that the theta temperature of the
solution is independent of nanoparticle concentration.
B. Penetrable Polymer Model
The size and shape of a polymer coil can be character-
ized by the gyration tensor, defined by
T =
1
N
N∑
i=1
ri ri , (2)
where ri denotes the position of the i
th of N segments,
relative to the center of mass. Any particular conforma-
tion has a radius of gyration defined by
Rp =
(
1
N
N∑
i=1
r2i
)1/2
=
√
Λ1 + Λ2 + Λ3 , (3)
where Λ1, Λ2, Λ3 are the eigenvalues of T. For reference,
the gyration tensor is related to the moment of inertia
tensor I, familiar from classical mechanics of rigid bod-
ies, via T = R2p1 − I, where 1 is the unit tensor. The
root-mean-square (rms) radius of gyration, which is ex-
perimentally measurable, is given by
Rg =
√〈
R2p
〉
=
√
〈Λ1 + Λ2 + Λ3〉 , (4)
where the angular brackets represent an ensemble average
over conformations.
Now, if the average in Eq. (4) is defined relative to a
fixed (laboratory) frame of reference, then the average
tensor is symmetric, has equal eigenvalues, and describes
a sphere. If instead the average is performed in a frame of
reference that rotates with the polymer’s principal axes,
the coordinate axes being labelled to preserve the or-
der of the eigenvalues by magnitude (Λ1 > Λ2 > Λ3),
then the average tensor is asymmetric and describes an
anisotropic object [38, 39]. In other words, viewed from
the laboratory frame, the average shape of a random walk
is spherical, but viewed from the principal-axis frame, the
average shape is aspherical [29]. In fact, in the principal-
axis frame, the average shape is a significantly elon-
gated (prolate), flattened ellipsoid with principal radii
along the three independent axes in the approximate ra-
tio 3.4 : 1.6 : 1 [29, 35, 36]. Each eigenvalue of the gyra-
tion tensor is proportional to the square of the respective
principal radius of the general ellipsoid that best fits the
shape of the polymer, an arbitrary point (x, y, z) on the
surface of the ellipsoid satisfying
x2
Λ1
+
y2
Λ2
+
z2
Λ3
= 3 . (5)
This ellipsoid serves as a gross representation of the ter-
tiary structure of a biopolymer.
3The shape of an ideal, freely-jointed polymer coil of N
segments of length l, modeled as a soft Gaussian ellip-
soid [42], has a normalized probability distribution that
is well approximated by the analytical ansatz of Eurich
and Maass [43]:
Pr(λ1, λ2, λ3) =
3∏
i=1
Pir(λi) , (6)
where λi ≡ Λi/(Nl2) are scaled (dimensionless) eigenval-
ues and
Pir(λi) =
(aidi)
ni−1λ−nii
2Ki
exp
(
−λi
ai
− d2i
ai
λi
)
, (7)
with fitting parameters K1 = 0.094551, K2 = 0.0144146,
K3 = 0.0052767, a1 = 0.08065, a2 = 0.01813, a3 =
0.006031, d1 = 1.096, d2 = 1.998, d3 = 2.684, n1 = 1/2,
n2 = 5/2, and n3 = 4. The assumption of independent
eigenvalues underlying the factorization ansatz of Eq. (6)
is not exact, since an extension of a random walk in one
direction affects the probability of an extension in an
orthogonal direction. Nevertheless, conformations that
significantly violate the ansatz are rare for random walks
sufficiently long to model real polymers. It should be
noted that the ellipsoidal polymer model has also been
extended to block copolymers [64].
In modeling mixtures of polymers and nanoparticles,
it is convenient to consider the system to be in osmotic
equilibrium with a reservoir of pure polymer, which fixes
the polymer chemical potential. A key parameter that
defines the system is the ratio, qr ≡ Rrg/Rn, of the rms
radius of gyration of polymer in the reservoir Rrg to the
nanoparticle radius. Expressed in terms of the scaled
eigenvalues, the ratio of the rms radius of gyration in
the system [Eq. (4)] to its counterpart in the reservoir
[Rrg = l
√
N/6] is given by
Rg
Rrg
=
√
6 〈λ1 + λ2 + λ3〉 . (8)
Similarly, the principal radii are related to the scaled
eigenvalues according to
Ri = R
r
g
√
18λi , i = 1, 2, 3 . (9)
The broad eigenvalue distributions described by
Eq. (7) imply significant fluctuations in size (Rg) and
shape (λi) of the polymer [see Fig. (3) below]. The devi-
ation of a polymer’s average shape from a perfect sphere
can be quantified by an asphericity parameter [38, 39]
A = 1− 3 〈λ1λ2 + λ1λ3 + λ2λ3〉〈(λ1 + λ2 + λ3)2〉 . (10)
By this definition, a spherical object with all eigenvalues
equal has A = 0, while an elongated object, with one
eigenvalue much larger than the other two, has A ≃ 1.
In the next section, we describe computational methods
for calculating the shape distribution, radius of gyration,
and asphericity of polymers crowded by nanoparticles.
III. COMPUTATIONAL METHODS
A. Monte Carlo Simulations
To explore the influence of nanoparticle crowding on
polymer conformations, we have developed a Monte
Carlo (MC) method for simulating mixtures of hard
nanoparticles and ideal polymers, whose uncrowded
shape distribution follows Eq. (7). In the canonical en-
semble, the temperature, particle numbers (Nn nanopar-
ticles, Np polymers), and volume V are fixed. Trial moves
include displacements of nanoparticles and, for the poly-
mers, displacements, rotations, and shape changes. In
the standard Metropolis algorithm [65–67], a trial move
from an old to a new configuration, due to displacement
of any particle or rotation of a polymer, is accepted with
probability
Pconfig(old→ new) = min {exp(−β∆U), 1} , (11)
where β = 1/(kBT ) and ∆U is the associated change in
potential energy.
Overlaps of hard-sphere nanoparticles are easily de-
tected and are, of course, automatically rejected.
Polymer-nanoparticle overlaps, on the other hand, are
harder to identify, because of the nontrivial calculation
required to determine the shortest distance between the
surface of a sphere and that of a general ellipsoid [68].
To avoid the computational overhead of this calculation,
we here restrict our investigations to cases in which the
nanoparticles are much smaller than the rms radius of
gyration of the polymers (qr ≫ 1). In this limit, we can
accurately approximate the volume excluded by a poly-
mer to a nanoparticle, whose true shape is an ellipsoid
coated by a shell of uniform thickness Rn, by a larger el-
lipsoid, whose principal radii are extended by Rn. Thus,
we approximate the overlap criterion by(
x√
Λ1 +Rn
)2
+
(
y√
Λ2 +Rn
)2
+
(
z√
Λ3 +Rn
)2
< 1 ,
(12)
where (x, y, z) here represent the coordinates of the vec-
tor joining the centers of the sphere and ellipsoid.
In the event that a trial move results in a change in
the number ∆Npn of polymer-nanoparticle overlaps, then
∆U = ε∆Npn. Thus, any displacement or rotation that
reduces, or leaves unchanged, the number of overlaps is
automatically accepted, while a move that creates new
overlaps is accepted only with a probability equal to the
Boltzmann factor for ∆U . For trial rotations, we define
the orientation of a polymer by a unit vector u, aligned
with the long (λ1) axis of the ellipsoid at polar angle θ
and azimuthal angle φ, and generate a new (trial) direc-
tion u′ via
u
′ =
u+ τv
|u+ τv| , (13)
where v is a unit vector with random orientation and τ
is a tolerance that determines the magnitude of the trial
4rotation [66]. To confirm even sampling of orientations,
we checked that histograms of cos θ and φ for a free (i.e.,
uncrowded) polymer were flat.
A trial change in shape of an ellipsoidal polymer coil,
from an old shape λold to a new shape λnew = λold+∆λ,
is accepted with probability
Pshape(λold → λnew) = min
{
Pr(λnew)
Pr(λold)
e−β∆U , 1
}
,
(14)
where λ ≡ (λ1, λ2, λ3) collectively denotes the eigenval-
ues and Pr(λ) is the reservoir polymer shape distribution
[Eqs. (6) and (7)]. Thus, a trial shape change is accepted
with a probability equal to the Boltzmann factor for the
change in potential energy multiplied by the ratio of the
new to the old shape probabilities. Through trial changes
in gyration tensor eigenvalues, a polymer explores the
landscape of possible shapes in the presence of crowders
and evolves toward a new equilibrium shape distribution.
One MC step of a simulation consists of a trial dis-
placement of every nanoparticle, followed by a trial dis-
placement, rotation, and shape change of every polymer.
To maximize computational efficiency, we chose toler-
ances of 0.01 σn for trial displacements, τ = 0.001 for
trial rotations, and for trial shape (eigenvalue) changes,
∆λ1 = 0.01, ∆λ2 = 0.003, and ∆λ3 = 0.001. To
facilitate extensions and portability of our simulation
methods, we coded our MC algorithm in the Java pro-
gramming language within the Open Source Physics li-
brary [69, 70], exploiting the numerical and visualization
classes of the library. The simulations thus run on any
platform, with a convenient graphical user interface, and
so may have both scientific and pedagogical value.
B. Free-Volume Theory of Crowding
For the model polymer-nanoparticle mixtures de-
scribed in Sec. II, Denton et al. [71] recently devel-
oped a free-volume theory, which generalizes the theory
of Lekkerkerker et al. [72] from incompressible, spher-
ical polymers to compressible, aspherical polymers. To
guide our choice of parameters, check for consistency, and
test the theory, we compare our simulation results with
theoretical predictions. As outlined in Appendix A, the
theory predicts a crowded-polymer shape probability dis-
tribution of the form
P (λ;φn) = Pr(λ)
α(λ;φn)
αeff(φn)
, (15)
where the free-volume fraction α(λ;φn) is the fraction
of the total volume accessible to a polymer, whose
ellipsoidal shape is characterized by the eigenvalues
λ = (λ1, λ2, λ3), amidst nanoparticles of volume fraction
φn = nn(4pi/3)R
3
n (number density nn), and
αeff(φn) ≡
∫
dλPr(λ)α(λ;φn) (16)
FIG. 2. Snapshot of a simulation of Nn = 216 nanoparticles
(blue spheres) and one polymer (red ellipsoid) in a cubic box.
The polymer rms radius of gyration in the reservoir equals
five times the nanoparticle radius (qr = 5).
is an effective polymer free-volume fraction, expressed
as an average of α(λ;φn) over polymer shapes in the
reservoir. In practice, we adopt the ansatz for Pr(λ) de-
scribed in Sec. II B and compute α(λ;φn) by implement-
ing the generalized scaled-particle theory of Oversteegen
and Roth [73]. From Eq. (15), the probability distribu-
tion for a single eigenvalue is obtained by integrating over
the other two eigenvalues. For example,
P1(λ1;φn) =
∫
∞
0
dλ2
∫
∞
0
dλ3 P (λ;φn) . (17)
In calculating the rms radius of gyration [Eq. (8)] and
asphericity [Eq. (10)], mean values of functions of eigen-
values f(λ) are defined as averages with respect to P (λ):
〈f〉 =
∫
dλP (λ)f(λ) . (18)
In the next section, we present numerical results fromMC
simulations and free-volume theory that characterize the
shapes of ideal polymers in crowded environments.
IV. RESULTS AND DISCUSSION
To investigate how the shapes of ideal polymers re-
spond to crowding, we simulated compressible, penetra-
ble polymers, immersed in a fluid of smaller, hard-sphere
nanoparticles (protein limit), modeled as described in
Sec. II, and using the MC method outlined in Sec. III A.
Confining the system to a cubic box of fixed size with pe-
riodic boundary conditions applied to opposite faces, we
initialized the nanoparticles on the sites of a cubic lattice
and the polymers at interstitial sites. For illustration, a
snapshot of the simulation cell is shown in Fig. 2.
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FIG. 3. Probability distributions for the eigenvalues (a) λ1,
(b) λ2, and (c) λ3 of the gyration tensor of a polymer coil,
modeled as an ideal, freely-jointed chain. Monte Carlo simu-
lation data (symbols) are compared with predictions of free-
volume theory (solid curves) for a single ellipsoidal polymer,
with rms radius of gyration in the reservoir equal to five times
the nanoparticle radius (qr = 5), amidst Nn = 216 nanoparti-
cles with volume fraction φn = 0.1 (triangles), 0.2 (squares),
and 0.3 (circles). Also shown are the reservoir distributions
(dashed curves), in the absence of nanoparticles (φn = 0).
Each run consisted of an initial equilibration stage of
5 × 104 MC steps, followed by a data collection stage of
107 steps. We monitored the total overlap energy and
shape distributions and confirmed that the averages of
these diagnostics were stable after the equilibration stage.
Our results represent averages over 104 independent con-
figurations (spaced by intervals of 103 steps) from each
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FIG. 4. Same as Fig. 3, but for larger polymer (qr = 10).
Notice the changes in scale.
of five independent runs (total of 5×104 configurations),
with statistical uncertainties computed from standard de-
viations of the five runs. Most of our simulations were
performed for systems of Nn = 216 nanoparticles. To
rule out finite-size effects, however, we repeated several
runs for larger systems (up to Nn = 1728) and confirmed
that the results are independent of system size to within
statistical fluctuations.
Figure 3 shows the probability distributions for the
eigenvalues of the gyration tensor, representing the shape
of the best-fit ellipsoid, for one polymer amidst Nn = 216
nanoparticles, with the reservoir rms radius of gyration
equal to five times the nanoparticle radius (qr = 5). At
this large size ratio, our approximation for the polymer-
nanoparticle overlap criterion [Eq. (12)] is quite accu-
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ical polymer (dashed curves). Results are shown for reservoir
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(squares). (Error bars are smaller than symbols.)
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FIG. 6. Asphericity of an ellipsoidal polymer vs. nanoparti-
cle volume fraction [Eq. (10)]. Monte Carlo simulation data
(symbols) are compared with predictions of free-volume the-
ory (curves). Results are shown for reservoir polymer-to-
nanoparticle size ratio qr = 5 (circles) and qr = 10 (squares).
(Error bars are smaller than symbols.) As crowding increases,
the polymer becomes more compact (less aspherical).
rate. With increasing nanoparticle volume fraction, from
φn = 0 (reservoir) to φn = 0.3, the shape distributions
progressively shift toward smaller eigenvalues, reflecting
compression of the polymer along all three principle axes.
The greatest fractional shift occurs, however, in the two
largest eigenvalues (λ1 and λ2), implying that the best-fit
ellipsoids tend to become less elongated.
Figure 4 shows the probability distributions for a poly-
mer twice as large (qr = 10). Doubling the size ratio,
while still avoiding significant finite-size effects, required
doubling the simulation box length, and thus increasing
eight-fold the number of nanoparticles (Nn = 1728). As
a rough guide, the simulation box must be large enough
that the long axis of the polymer cannot span a signifi-
cant fraction of the box length. Otherwise, correlations
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FIG. 7. Same as Fig. 3, but for higher polymer concentration
(Np = 8, φp ≃ 0.5).
between a polymer and its own images can cause spu-
rious effects. To minimize computational time for the
larger system, we reduced the run length to 106 MC steps,
without a significant change in results. Our runs of 107
steps proved, therefore, to be conservatively long.
For the same nanoparticle concentration, the shape
distributions of the larger polymer are considerably more
shifted relative to the reservoir distributions. This trend
is easily explained by considering the average free en-
ergy cost E¯pn of polymer-nanoparticle overlaps. Neglect-
ing correlations, the average number of overlaps scales as
φnq
3, while the penetration energy scales as q−1. Thus,
the average overlap energy scales as E¯pn ∼ φnq2, i.e., the
crowding effect increases with the square of the size ratio.
7Also shown in Figs. 3 and 4 are the shape distribu-
tions predicted by the free-volume theory, described in
Sec. III B and the Appendix. In this limit of dilute poly-
mer concentration, theory and simulation are evidently
in close agreement at lower nanoparticle concentrations.
As the polymer becomes increasingly crowded, however,
slight quantitative deviations emerge, particularly for the
largest eigenvalue λ1 of the gyration tensor at qr = 5.
These small deviations result from the mean-field the-
ory’s neglect of polymer-nanoparticle correlations and
from approximations inherent in scaled-particle theory.
From the polymer shape (eigenvalue) distributions, we
have computed the rms radius of gyration [Eq. (8)] and
asphericity [Eq. (10)] of a single crowded polymer as
functions of nanoparticle concentration. As shown in
Figs. 5 and 6, an ideal polymer responds to crowding by
contracting in size (decreasing Rg) and becoming more
spherical in shape (decreasing A). Thus, with increasing
nanoparticle volume fraction, the polymer progressively
compactifies. Increasing the size ratio from qr = 5 to
qr = 10 enhances the crowding effect, for reasons ex-
plained above, the polymer becoming even smaller and
more spherical for a given nanoparticle concentration.
Figures 5 and 6 also show that the free-volume theory
again accurately captures the trends in size and shape.
Nevertheless, small gaps between theory and simulation
are apparent, and these quantitative deviations grow
with increasing nanoparticle concentration. The theory’s
slight, but consistent, underprediction of both Rg and A
is due mainly to the underprediction of λ1. To emphasize
the distinction between ellipsoidal and spherical polymer
models, Fig. 5 also shows, for comparison, free-volume
theory predictions for a spherical, compressible polymer
model [74, 75]. Clearly ellipsoidal polymers, being free to
distort their shape, have significantly larger radii of gy-
ration in crowded environments than polymers that are
constrained to remain spherical.
To explore crowding at higher polymer concentra-
tions, we increased the polymer volume fraction to φp ≡
np(4pi/3)(R
r
g)
3 ≃ 0.5, with Np = 8 polymers now shar-
ing the simulation box with Nn = 216 nanoparticles at
size ratio qr = 5. These conditions actually place the
system in a part of the phase diagram that is thermody-
namically unstable toward polymer-nanoparticle demix-
ing [54, 57]. Bulk phase separation is prevented only by
the constraints of the NVT ensemble and the relatively
small system size. As illustrated in Fig. 7, the simulated
shape distributions do not substantially differ from those
for a single polymer (Fig. 3). Interestingly, this behavior
differs from that observed in simulations of the spheri-
cal, compressible, ideal polymer model [75] in the colloid
limit (qr = 1), where polymer compression reversed with
increasing crowding. This reversal, caused by polymer
clustering and shielding – a correlation effect neglected
by the mean-field free-volume theory – is not observed
here in the protein limit.
In closing this section, we briefly discuss the relation
of our approach to experiments and other modeling ap-
proaches. Recent studies that applied small-angle neu-
tron scattering to polystyrene chains in the presence
of various molecular crowding agents [22–24], and to
deuterated PEG amidst the polysaccharide crowder Fi-
coll 70 [76, 77], reported substantial crowding-induced
polymer compression. Although the polymers in these
experiments were nonideal and relatively close in size to
the crowders, our results for ideal polymers and larger
size ratios are at least qualitatively consistent with these
observations.
The role of crowding in native-denatured transitions
of real polypeptides was recently modeled by Minton [6].
Applying an effective two-state model of proteins [5],
Minton calculated excluded-volume interactions between
unfolded proteins and macromolecular cosolutes, mod-
eled as hard spheres or rods. Taking as input the ra-
dius of gyration probability distributions of four real
proteins, computed by Goldenberg [13] via Monte Carlo
simulations that include steric interactions between non-
adjacent amino acid residues, Minton calculated chemi-
cal potentials and radii of gyration of unfolded proteins
as a function of cosolute concentration. He concluded
that long-range intramolecular steric interactions signifi-
cantly increase the radii of gyration of unfolded polypep-
tides in crowded environments. Our approach can poten-
tially complement Minton’s by incorporating knowledge
of both the size and shape of the uncrowded polymer.
V. CONCLUSIONS
In summary, we have investigated the influence of
crowding on polymer shapes in a coarse-grained model
of polymer-nanoparticle mixtures. The ideal polymer
coils are modeled here as effective ellipsoids that fluctu-
ate in shape according to the probability distributions of
the eigenvalues of the gyration tensor of a random walk.
The nanoparticles are modeled as hard spheres that can
penetrate the polymers with a free energy penalty vary-
ing inversely with the polymer-to-nanoparticle size ra-
tio qr. For this model, we performed both Monte Carlo
simulations, incorporating novel trial moves that change
the polymer shape, and free-volume theory calculations.
In the protein limit, for size ratios of qr = 5 and 10,
we computed the shape distributions, radius of gyration,
and asphericity of ideal polymers induced by crowding of
hard-sphere nanoparticles. Relative to uncrowded poly-
mers, we observed significant shifts in polymer shape,
which grow with increasing nanoparticle concentration
and size ratio. Our results demonstrate that ideal poly-
mers become more compact when crowded by smaller,
hard nanoparticles, in good agreement with predictions
of free-volume theory. The methods and results pre-
sented here significantly extend the scope of previous
studies of colloid-polymer mixtures in which the poly-
mers were modeled as compressible spheres [74, 75].
For future work, we envision several intriguing direc-
tions in which our approach may be extended. While
8the present paper focuses on the influence of nanoparti-
cles on polymers, one could, conversely, study the impact
of polymers on effective interactions between nanoparti-
cles. In particular, by simulating a pair of nanoparticles
in a bath of shape-fluctuating polymers, the depletion-
induced potential of mean force between nanoparticles
could be computed and compared with simulations of
more microscopic models [53], as well as with predictions
of polymer field theory [78] and density-functional the-
ory [79, 80], in the protein limit.
Our model can be refined by replacing the step-
function polymer-nanoparticle overlap energy profile
with a more realistic, continuous profile based on the
monomer density profile [43] or on molecular simula-
tions [63]. Furthermore, by replacing the shape distri-
bution of an ideal (non-self-avoiding) random walk with
that of a nonideal (self-avoiding) walk [41, 81, 82], the
model can be extended from ideal polymers in theta sol-
vents to real polymers in good solvents. Such exten-
sions can include biopolymers in aqueous solutions, such
as unfolded proteins, whose persistence lengths can be
sensitive to excluded-volume interactions [6], and whose
uncrowded size distributions can be independently com-
puted [13]. For a single biopolymer in a crowded en-
vironment, our computational methods can be directly
applied, given as input the requisite shape distribu-
tion [18, 19, 83]. Simulating solutions of multiple self-
avoiding polymers would require incorporating polymer-
polymer interactions [68, 84]. It is important to note,
however, that our Monte Carlo approach, while efficiently
sampling polymer conformations, does not accurately
represent time scales for distinct molecular motions –
diffusion, rotation, and shape fluctuations. Therefore,
our methods, while finding equilibrium shapes of crowded
polymers, cannot describe dynamical processes, such as
folding and unfolding.
Beyond adding realism to the polymer model, our ap-
proach can also be extended to mixtures of polymers with
nonspherical [83] or charged [85, 86] crowders, or to other
crowded environments, such as confinement within a vesi-
cle [87], or two-dimensional confinement, e.g., of DNA
adsorbed onto lipid membranes [88, 89]. Finally, for all
of these systems, it would be interesting to explore the in-
fluence of polymer shape degrees of freedom on bulk ther-
modynamic properties, including the demixing transition
between polymer-rich and polymer-poor phases, by im-
plementing our Monte Carlo methods in either the Gibbs
ensemble [75] or the grand canonical ensemble [90, 91].
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Appendix A: Free-Volume Theory
Here, we outline in greater detail the theory sketched
in Sec. III B. In the semi-grand ensemble, a fixed number
Nn of nanoparticles are confined to a volume V , while
the polymers can exchange with a reservoir of polymer
that maintains constant polymer chemical potential µp
in the system. At a given temperature, the thermody-
namic state is characterized by the nanoparticle number
density, nn = Nn/V , and the polymer number density in
the reservoir, nrp ∝ exp(βµp) (ideal polymer). The poly-
mer number density in the system, np = Np/V , which
depends on the nanoparticle density, is determined by
chemical equilibrium between the system and reservoir.
The free-volume theory, a generalization of the theory
first proposed by Lekkerkerker et al. [72] for the AOV
model of colloid-polymer mixtures, can be derived by sep-
arating the Helmholtz free energy density, f = fid + fex,
into an ideal-gas contribution fid and an excess contri-
bution fex due to interparticle interactions. The excess
free energy density consists of a hard-sphere nanoparti-
cle contribution fhs(φn) and a polymer contribution fp,
which depends on polymer-nanoparticle interactions. In
a mean-field approximation, the polymer excess free en-
ergy density is equated to that of ideal polymers confined
to the free volume (not excluded by the nanoparticles).
For shape-fluctuating polymers, the free energy must
be averaged over shape degrees of freedom and supple-
mented by a conformational free energy. Assuming that
a polymer of a given shape (i.e., eigenvalues λ) has the
same conformational entropy in the system as in the
reservoir, namely kB lnPr(λ), the polymer excess free en-
ergy density is approximated by
βfp(φn, φp) = −np
∫
dλP (λ;φn) ln[Pr(λ)α(λ;φn)] ,
(A1)
where P (λ;φn) and α(λ;φn) are the probability distri-
bution and free-volume fraction, respectively, of polymer
coils of shape λ amidst nanoparticles of volume fraction
φn ≡ (4pi/3)nnR3n. The ideal-gas free energy density is
given exactly by
βfid(φn, φp) = np
∫
dλP (λ;φn){ln[φpP (λ;φn)]− 1}
+ nn (lnφn − 1) , (A2)
where φp ≡ (4pi/3)np(Rrg)3 is the effective polymer vol-
ume fraction in the system and Rrg is the rms radius of
gyration in the reservoir.
Equating chemical potentials of ideal polymers of a
given shape in the system and reservoir now implies
np(φn)P (λ;φn) = n
r
pPr(λ)α(λ;φn) . (A3)
Integrating over λ and using the normalization of
P (λ;φn) yields
np(φn) = n
r
pαeff(φn) , (A4)
9where αeff is an effective polymer free-volume fraction,
αeff(φn) ≡
∫
dλPr(λ)α(λ;φn) , (A5)
defined as an average of the free-volume fraction over
polymer shapes in the reservoir. The corresponding
shape distribution of crowded polymers is
P (λ;φn) = Pr(λ)
α(λ;φn)
αeff(φn)
. (A6)
Note that in the dilute nanoparticle limit (φn → 0), the
free-volume fraction α→ 1 and the shape distribution re-
duces to that of the reservoir: P (λ)→ Pr(λ). Collecting
the various contributions, the total free energy density
may be expressed as
βf(φn, φ
r
p) = nn (lnφn − 1) + βfhs(φn)
+ nrpαeff(φn)(ln φ
r
p − 1) , (A7)
where now φrp ≡ (4pi/3)nrp(Rrg)3 is the effective polymer
volume fraction in the reservoir.
For the polymer free-volume fraction, we adopt the
accurate geometry-based approximation of Oversteegen
and Roth [73], which generalizes scaled-particle the-
ory [92] from spheres to arbitrary shapes by using
fundamental-measures density-functional theory [93–95]
to separate thermodynamic properties of the crowders
(nanoparticles) from geometric properties of the deple-
tants (polymers). The result is
α(λ;φn) = (1 − φn) exp[−β(pvp + γap + κcp)] , (A8)
where p, γ, and κ are the bulk pressure, surface tension at
a planar hard wall, and bending rigidity of the nanopar-
ticles, while vp, ap, and cp are the volume, surface area,
and integrated mean curvature of a polymer. For a spher-
ical polymer, vp = (4pi/3)R
3
p, ap = 4piR
2
p, and cp = Rp.
A general ellipsoid polymer, with principal radii R1, R2,
R3, has volume vp = (4pi/3)R1R2R3, while ap and cp
are numerically evaluated from the principal radii. The
thermodynamic properties of hard-sphere nanoparticles
are accurately approximated by the Carnahan-Starling
expressions [73, 96]:
βfhs = nn
φn(4− 3φn)
(1− φn)2
βp =
3φn
4piR3n
1 + φn + φ
2
n − φ3n
(1− φn)3
βγ =
3
4piR2n
[
φn(2− φn)
(1− φn)2 + ln(1 − φn)
]
βκ =
3φn
Rn(1− φn) . (A9)
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