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 The study presented in this thesis uses micro mechanical approach to better understand 
hydraulic fracture initiation, propagation, proppant flow and transport and proppant settling 
during hydraulic fracturing of enhanced geothermal systems. Discrete Element Method (DEM) is 
used in two dimensions to address some of the current problems of hot dry rock fracturing. In 
particular, Bonded Particle Model (BPM) is used to simulate granite behavior and hydraulic 
fracturing. BPM is further improved using a novel convective-conductive heat transport model 
for studying hydro-thermo-mechanical fracturing processes. The new contributions regarding 
micromechanical understanding of fracturing fluid and rock behavior coupling, effect of 
fracturing fluid properties on fracture shape, branching, secondary fracturing and the relationship 
between tensile and shear micro-cracks are presented. The effects of temperature difference 
between fracturing fluid and surrounding rock on fracture initiation and propagation, as well as, 
heating of the fluid and cooling of the rock during fracture propagation are studied. Along with 
the process of hydraulic fracturing proppant is placed in the fracture for keeping its stable long-
term aperture. Proppant is transported in the fracture in dense slurries with high viscosity fluids. 
The Discrete Element Method is coupled with Computational Fluid Dynamics (DEM-CFD) for 
studying horizontal proppant flow and transport in narrow fracture zone and proppant settling in 
a narrow rough granite fracture. High proppant concentrations are usually used in practice, but 
such systems exhibit frequent particles collisions, especially where the ratio of fracture width and 
particle diameter is small. The new contact model is built within DEM-CFD code that accounts 
for effects of fluid lubrication force on particle collisions. A thin layer of fluid between two 
approaching particles yields the lubrication force that dissipates particle kinetic energy. As a 
result, in high viscosity fluid particles remain in close vicinity and start to form agglomerate, 
iv 
 
while fluid flows around it. A comprehensive study that investigates the effects of fluid viscosity, 
particle and fracture width, and pressure drop and proppant concentration is given. Better 
understanding of conditions that lead to particle agglomerations and proppant clogging is 
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 Enhanced geothermal reservoir technology is an emerging sustainable energy source for 
producing green electrical energy. Electrical energy can be produced using steam turbines that 
take advantage of the heat of deep rock deposits under the ground surface. Heat from the Earth is 
brought up to the surface using fluids that circulate through hot dry rock reservoir (Fig. 1.1). In 
order to “mine” the heat from the Earth, the system of wellbores needs to be connected 
underground with permeable fractured hot dry rock mass. Reservoir stimulation technology is 
used to enhance rock permeability. Rock formations suitable for enhanced geothermal systems 
are igneous rocks, most commonly granite. First, new fractures are formed in hot granite and 
second, fine sands are transported inside the newly formed fractures to prop them open and 
prevent closing of the fractures after the stimulation due to the high stresses. However, the 
technology of hydraulic fracturing of hot dry rock formations at the depths of 3-5 km 
underground surface is still a challenging task because of high temperatures and in-situ stress 
environment. The research presented in this theses focuses on the micro-mechanical 
understanding of the hydraulic fracture initiation, propagation and subsequent proppant 
placement in the fracture during hot dry rock reservoir stimulation.  
 
1.1 Enhanced geothermal reservoirs background 
 Hydraulic fracturing technology was initially used in the late 1940’s to enhance oil and 
gas reservoirs in underground rock formations (Clark, 1949). The hydraulic fracturing has been 
developing and optimizing since, and the application has spread to other fields, such as are 




 Hydraulic fracturing is performed from a vertical, inclined or horizontal well that is 
drilled deep in the rock formation reservoirs. Fluid is pressurized to the point where the hydraulic 
fracture starts to propagate from the well into rock. Fracture is sometimes initiated from the 
perforations in casing using explosive charges, and then it is propagated using fluid pressure. 
Rock stimulation is performed with water-based fluids, oil-based fluids, acid-based fluids or 
multiphase fluids (Economides et al., 2000). The first fracturing fluids were oil-based, and the 
water-based fluids became popular in 1950’s, thickened with guar. The first cross-linked guar 
treatment was performed in 1969 (Economides et al., 2000). Today, more than 65% of all 
fracturing treatments use water-based gels viscosified with guar or hydroxypropylguar. Additives 
are also used to enhance viscosity at high temperatures, to break viscosity at low temperatures, 
and to help control leak-off of the fluid to the formation.  
 





Hydraulic fracturing of geothermal reservoirs encounters different problems than in oil and gas 
reservoirs. Rock formations in enhanced geothermal reservoirs are hot dry igneous rocks with 
low permeability, most commonly granite, while oil and gas industry uses shale or sandstone 
rocks for production. Enhanced geothermal reservoirs are usually deeper than oil and gas 
reservoirs, and therefore the stresses and temperatures are higher than in oil or gas reservoirs. For 
example, the depth of the reservoir in the Jemez Mountains of northern New Mexico is 2.75 km 
(Grigsby et al., 1983), and in Rosemanowes, Cornwall, UK is 2.0 km (Pine et al., 1983). The 
HDR reservoirs are characterized with high temperatures, such as 185 ºC (Grigsby et al., 1983), 
or 80 ºC (Batchelor, 1982), high stresses, for example in Rosemanowes the maximum in situ 
horizontal stress is approximately 70 MPa, the minimum in situ horizontal stress is 30 MPa, and 
the overburden vertical stress is 53 MPa (Pine et al., 1983) and low permeability of the 
crystalline rock, for example 10
-3 
D in Rosemanowes (Pine et al., 1983).  
 
1.2 Literature review 
Literature review in this chapter gives relevant and recent knowledge generated for better 
understanding the behavior of Enhanced Geothermal Systems. Emphasis is given to hydraulic 
fracturing technique, mechanical and physical characteristics of granite under quasi-static and 
dynamic loading and proppant flow and transport in hydraulic fracture. 
 
1.2.1 Hydraulic fracturing for enhancing geothermal reservoirs 
 Hydraulic fracture in hot dry rock (HDR) is initiated from a wellbore using pressurized 
fluid. It is assumed that the stresses around the wellbore are increasing until the rock breaks in 




governed by the in situ stresses, rock type, and rock morphology and loading conditions at the 
borehole. Fig. 1.2 shows the idealized simplified general pressure development chart typical for 
hydraulic fracturing of geothermal, oil and gas reservoirs.  
.  
 
Figure 1.2 Pressure evolutions during hydraulic fracturing 
 
 Breakdown pressure accounts for the initiation of a tensile fracture in the rock formation 
wellbore wall. After the initial breakdown, injection continues until the pressure stabilizes. Then, 
injection is stopped and the pressure decays. The instantaneous shut-in pressure (ISIP) is the 
pressure in the hydraulic fracture immediately after shut-in. ISIP may vary, and it depends on the 
treatment procedure and the rock characteristics. The fracture extension pressure is the pressure 
required to extend the existing fracture. It is generally larger than the closure stress and depends 
on the size of the fracture and specifics of the treatment. The closure stress is the fluid pressure 
required to initiate the opening of an existing fracture. This pressure is equal to and counteracts 
the stress in the rock perpendicular to the fracture plane. The virgin stresses are the in-situ 
stresses that exist in a reservoir before drilling, completion, and production activities, and they 



























 In the biaxially compressed solid brittle material, the fracture propagates parallel to the 
direction of the maximum compressive in-situ stress. Elasticity assumptions are used in models 
for the prediction of hydraulic fracture behavior (Yew, 1997). Fig. 1.3 shows the schematic of a 
three-dimensional hydraulic fracture from the hydraulic fracturing simulator. Several three-
dimensional models exist in practice and among research groups. The first one was called 
TerraFrac (Clifton and Abou-Sayed, 1981). TerraFrac code has been recently further improved to 
include thermal effects, layered formation with different elastic moduli, multiple fluids and 
proppant transport. Variations of the same theoretical back-ground but different solution 




Figure 1.3 Three-dimensional model of hydraulic fracture, where x, y, z are Cartesian coordinates 
and g is gravity (Yew, 1997). 
 
 The models that are used for the hydraulic fracturing predictions are based on simplified, 
often two-dimensional prediction of fracture shape, and both two- and three-dimensional models 




Kern, 1961; Yew, 1997). Fig. 1.4 shows the two-dimensional fracture shape of the KGD 




Figure 1.4 KGD fracture model, h is the fracture height, L is the fracture length, Ww is the 
fracture width, Rw is the initial curvature radius, x is the position along the fracture axis. 
 
 KGD model fracture has constant height, and plane strain conditions are assumed in 
horizontal plane. PKN model has constant height as well, but plane strain conditions are assumed 





 Currently used models rely on linear elastic fracture mechanics (LEFM) and do not take 
into account local heterogeneities in rock strength, quasi-brittle rock behavior, size effects, 




Figure 1.5 PKN fracture model, L is the fracture length, ww is the fracture width, R  is the initial 
curvature radius, W is the fracture width 
 
1.2.2 Mechanics of hydraulic fracturing  
 The theoretical analysis of hydraulic fracturing relies on the solutions derived from 
classical elastic theory (fracture initiation from the borehole) and methods of fracture mechanics 
for fracture propagation. For an ideal, isotropic and linearly elastic material, a two-dimensional 
solution can be derived for vertical borehole and assuming that the maximum principal stresses 
act in vertical direction, which approximates the case in most field situations. 
 The state of stress around the circular borehole subjected to deviatory far field stresses is 




1857). When the circular borehole is pressurized the solution needs to incorporate two further 
stresses, one due to the fluid pressure acting on the borehole wall and the other due to the 
penetration of fracturing fluid into the rock pores. 
 The circumferential stresses for circular opening in a state of plane strain, with the far 
field stresses being principal stresses aligned with Cartesian axes, is given for continuous, 
homogeneous, isotropic and linearly elastic media: 
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where is the tangential stress, rr is the radial stress, r is the shear stress, k=h/v and a, r,  
and v are shown in Fig. 1.6. 
For the case k≥1 where h>v the maximum circumferential stress at the circular opening 
boundary (a=r) is: 







Figure 1.6 Geometry of the Kirsch solution 
 
and for k<1 where h<v the maximum circumferential stress at the circular opening boundary 
(a=r) is: 
 3 3v v hk        (1.5) 
Superposing the borehole stress from pressure Pw and the pore pressure in rock P0 with the 
Kirsch’s solution, the stress state at the borehole wall becomes: 
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where E is porous-elastic parameter of rock defined by Biot and Willis (1957) (Biot, 1957),  is 
the Poisson’s coefficient, P0 is the initial pore pressure, Pw is the borehole pressure. Axial 
fractures occur when Pw reaches the critical breakdown pressure Pb. This is the fluid pressure 























 For rock impermeable to the fracturing fluid, Eq. 1.7 becomes: 
0 min max3bP P T      (1.8) 
or, in terms of total stresses: 
min max 03bP T P      (1.9) 
 Hydraulic fracture propagation can be described using the linear elastic fracture 
mechanics in its basic and simplified manner. Irwin (1957) identified three different types of 
singular stress fields around a crack tip: Mode I (tensile opening), Mode II (shear in plane 
sliding) and Mode III (out of plane sliding), shown in Fig. 1.7 (Irwin, 1957).  
 
 
Figure 1.7 Mode I, II and III fracture 
 
For hydraulic fracture modeling, it is assumed that fracture propagates in Mode I because this 
type requires the minimum energy in quasi-brittle materials. Mode II and III fracture propagation 
is also encountered in rocks, as a consequence of more complicated stress-strain situations and 
structural obstacles such as rock grains or pre-existing cracks. Stress intensity factor (KI) is used 
to determine fracture propagation. For different geometries and loading situations, the stress 
intensity factor can be derived using LEFM, as a function of load and geometry. Generally, the 










    (1.10) 
where r is the distance from the crack tip, yy is the tensile stress. Eq. 1.10 is valid for the near 
field surrounding the crack tip. Fracture propagates when the stress intensity factor reaches the 
critical value called fracture toughness, KIC. The critical fracture toughness is in LEFM assumed 
to be material property, and it is related to the characteristic surface energy of the material. It can 
be determined in laboratory on a sample that contains a crack of known length. The stress 
intensity factor is then calculated for the load and sample geometry, including the length of the 
preexisting crack. Testing measures the critical load, and KIC at which the pre-existing crack is 
reinitiated. For hydraulic fracturing of EGS reservoirs, the sample can be tested under downhole 
conditions because fracture toughness increases with effective confining pressure and is affected 
by temperature (Economides et al., 2000). Very high stresses at the fracture tip in rock cause 
microcracking, and the so called process zone forms in the front of the fracture tip. For the 
LEFM calculations to be still valid, the process zone has to be relatively small compared with the 
size of the crack. R-curve effect exists in quasi-brittle rock material. R-curve in rock can be 
approximated as bilinear (Ouchterlony, 1982). It is proposed that R-curves are regarded as 
material properties, independent of starting crack length and the specimen in which they are 
developed. The crack extension resistance in stress intensity terms and the unique KI curve that 
develops tangency with the R-curve defines the critical load and therefore is defined with two 
lines (Ouchterlony, 1982). 
 In practical applications of hydraulic fracturing, the measured net pressures are usually 
larger than those predicted by models (Shlyapobersky, 1985). The high net pressures are 
assumed to be due to better than expected containment, poor measurement of closure stress, 




general tendency has been to focus on the tip region as a source of those anomalies (Economides 
et al., 2000). First, tip effects can lead to scale effect on KIC for field size fractures 
(Shlyapobersky, 1985). Second, the un-wetted zone in front of the crack tip has pressure less 
than the closure pressure and hence acts to clamp the fracture tip closed and reduce the stress 
intensity in the rock. In the modeling of hydraulic fracture propagation, the size of the wetted 
zone at the crack tip is usually assumed  (Khristianovic and Zheltov, 1955). It is still not clear 
how the un-wetted zone depends on rock properties and confining stresses and permeability. At 
the shallow depth hydraulic fracturing experiment, sizable fluid lag zones were found 
(Warpinski, 1985). Third, the possibility of large damage zone and plasticity around the fracture 
tip can invalidate the LEFM. The mechanism responsible for elevating crack tip pressures is 
dilatancy just behind the fracture tip. 
 Discrete Element Method (DEM) is a numerical computational tool for modeling 
behavior of individual particles and solids. DEM was developed first to model particulate media 
and explicitly study individual particles trajectories and interactions (Cundall and Strack, 1979). 
Since then DEM has been developing and incorporating additional capabilities through coupling 
with Computational Fluid Dynamics for fluid and solid coupled problems. Bonded Particle 
Model (BPM) uses DEM particles bonded with so called parallel bonds that act as a cementation 
between particles. Such bonds are able to transfer forces and bending moments through particle 
assembly that behaves as solid. In addition, fractures can form and propagate between cemented 
particles when bonds break under local stress state that exceeds bond strength. 
 The DEM study using bonded particle model (BPM) was performed for investigation of 




from the borehole (Shimizu et al., 2011). Fig. 1.8 shows the DEM results of hydraulic fracture 
initiation and propagation from the borehole. 
Fig. 1.8 shows the hydraulic fracture in coarse (a, b) and fine (c, d) synthetic granite. Plots a) and 
c) are the result of using low viscosity, and plots b) and d) high viscosity fluids. The results of 
the two-dimensional study were compared to the experimental data (Shimizu et al., 2011). The 
simulations show good agreement with hydraulic fracturing experiments accompanied with 
acoustic emission (AE) data. Orientation of hydraulic fracture was to the direction of maximum 
compressive principal stress. It was found that crack initiation pressure and breakdown pressure 
depend on the fracturing fluid viscosity. Lower viscosity fluids (1 Pa·s) easily penetrate through 
the interconnected pores into rock from borehole wall and the fluid penetration causes pore 
pressure increase around the borehole. As a result, the effective stress around the borehole 
reduces, and induces micro cracking. Fracture was able to propagate without increasing borehole 
pressure. Thus, the crack initiation pressure was found lower for low viscosity fluids. When high 
viscosity fluid was used the fracture did not propagate without the pressure increase and the 
breakdown pressure was significantly higher than that with low viscosity fluid. The DEM 
simulations were performed with borehole pressure rate control, therefore the pressure drop 
associated with the fluid infiltration in the rock pores around the borehole was not considered. 
When the particle radius was widely distributed and relatively large particles were contained in 
the rock model, shear cracks generated along the grain boundaries which diagonally across the 
direction of maximum confining stress. On the other hand, when all particles in the rock model 
were small, the hydraulic fracture can develop straight in the direction of the maximum 
confining stress. In the rock experiments, however, the AE data show significant shear events, 







 Figure 1.8 Fracture propagation and fluid infiltration behavior in DEM study without thermal 
effects (Shimizu et al., 2011) 
 
1.2.3 Strain-rate dependency of fracture initiation strength in granite 
 Loading rate has a significant effect on the nature of fracturing in granite and other rocks. 
Fig. 1.9 shows general ranges of typical strain rates for different types of loading. Quasi-static 
strain rates ensure the prediction of material behavior within a framework of theory of 








Figure 1.9 Strain rates associated with different types of loading 
 
Investigation of granite behavior under dynamic loading was reported in the literature using split 
Hopkinson pressure bar or similar devices. It was found that granite compressive strength 
increases with increasing strain rate (Li et al., 2005). Fig. 1.10 shows experimental data of 
dynamic testing of granite. Young’s modulus was not significantly changed with varying loading 
rate, and it stayed in the range of 60-70 GPa. However, the energy absorption of fractured 
samples has a strong dependency on the loading rate. For high strain rates (20-50 s
-1
) the 
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 The experimental results indicate that energy absorption increases with rising strain rate. 
Fractured samples absorbed more energy and energy absorption per unit volume increases 
linearly with strain rates. This absorbed energy is utilized to form new surfaces of the fragments, 
and high absorption implies more fractured sample (Fig. 1.11). Under high strain rates, numerous 
small fractures grow simultaneously and interact with one another to yield smaller fragments. At 




Figure 1.11Energy absorption of fractured sample at different strain rates (Li et al., 2005) 
 
 Fig. 1.12 shows different sizes of rock fragments obtained by loading at different strain 
rates. Higher strain rates produced more rock fragmentation. Fracture initiation under high strain 
rates (high loading rates) are governed by compressive spherical or cylindrical wave emanating 




, inertia may have a major influence on the 
response of material containing flaws. Inertia effects have been observed in rock in the form of a 




, the fracture 
stress has also been noted to be a function of the loading rate. At very low strain rates, 








Figure 1.12 Size distribution of fragments with different energy absorption (Li et al., 2005) 
 
 Linear elastic fracture mechanics is used to predict the response of isolated flaw to 
transient tensile load. The solution is found using the Heaviside loading response function that is 
employed as a Green’s function for other dynamic pulse shapes (Kipp et al., 1980). Specifically, 
if a Heaviside load of magnitude is applied to a crack with a characteristic dimension, a, the 
functional form of the stress intensity factor, KI, at the crack tip is: 
0 2( , ) ( / )IK a t a f c t a    (1.12) 
where c2 is the shear wave velocity and t is time. The response to arbitrary stress loading function 




critical time tc when the stress intensity factor may become large enough to exceed the critical 
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     (1.13) 
where s is the variable for time so that the constant stress rate is expressed as ’(s)=d0/dt (Kipp 
et al., 1980). As a result, the analysis presented here in short gave the dependence of fracture 
stress vs. strain rate for fixed crack radius shown in Fig. 1.13. 
 
 
Figure 1.13 Fracture stress vs. strain rate for fixed crack radius, a is the initial crack size for the 
analytical solution (Kipp et al., 1980) 
 
 Under dynamic loading, the largest crack no longer dominates, but cracks with a wide 
range of sizes are activated nearly simultaneously, so failure occurs by fracturing of solid 
through multiple crack growth. If there is a preferred flaw orientation, the dynamic fracture stress 
tends to be independent of this orientation (Kipp et al., 1980). The insensitivity of the fracture 




flaws in the rock are the basis for the strain-rate dependent fracture stress. It was found that the 











   (1.14) 
where 0 is the fracture initiation stress and d0/dt is the constant strain-rate, E is the Young’s 
modulus, KIC is the fracture toughness, N is the coefficient for a penny-shaped crack (N=1.12, 
(Kipp et al., 1980) and c2 is the p-wave velocity. The Young’s modulus was found not to havea 
significant dependency on the strain rate for granite  (Kipp et al., 1980; Li et al., 2005). When the 
response is quasi-static, the fracture stress is much lower (~10 MPa) than at the high strain 
rates (~60 MPa). At high strain rates, the difference in fracture initiation stress between plane 
and penny shaped initial crack is not visible, indicating that the solid cannot discriminate 
geometry of the flow being loaded and that the curvature at the tip of the crack is no longer 
important (Kipp et al., 1980). 
 The relationship between the fracture toughness and the strain rate obtained 
experimentally using split Hopkinson pressure bar (SHPB) are shown for some rocks in Fig. 
1.14. The dynamic fracture toughness of some metal materials is also greater than their static 
fracture toughness. Some overview of the previously published data and examples for metal are 
given in Zhang et al. (1999). It can be concluded, that it is much easier to fracture rocks by quasi-
static loading than by dynamic loading, and that under dynamic loading, the higher the loading 






Figure 1.14 The relationship between the fracture toughness and the strain rate for gabro and 
marble (Zhang et al., 1999) 
 
1.2.4 Temperature effects on hydraulic fracturing 
 In order to modify the Kirsch’s solution to account for thermally induced stresses due to a 
radially-varying temperature field around a circular borehole, an analytical solution was obtained 
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where t is time, r is the radial distance from center of the hole, a is the radius of the hole, V is the 
radially varying temperature field, E is the Young’s modulus,  is the coefficient of thermal 
expansion. Assuming the linear coefficient of thermal expansion, the temperature V0 may be 
replaced with V, the difference between borehole temperature and rock temperature (Stephens 




actual temperature, and the tangential thermal stress is constant with respect to time when 








The tangential stress at the borehole wall is considered important in evaluating the effect of 
thermal stress on the critical fracture initiation pressure. Modification of classical elastic theory 
for hydraulic fracturing that includes the effects of thermal stresses: 
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 The derived equations apply to a perfectly cylindrical, smooth, un-fractured borehole in a 
perfectly elastic, isotropic solid with the steady state heat transfer by conduction only, and with 
the borehole wall held at a constant temperature. Walls of actual boreholes are often rough, 
irregular and contain pre-existing cracks and anisotropy. Therefore, the idealization does not 
have to accurately yield the stresses found in the field. Long term borehole cooling causes the 




the hydraulic fracturing process. The extraction of heat from geothermal reservoir is as well 
shown to cause thermal stress cracking (Murphy, 1978). 
 The comprehensive overview of granite mechanical parameters dependency on 
temperature is given in (Heuze, 1983). For the interests of EGS with temperatures of up to app. 
300 °C, the Young’s modulus, tensile strength, cohesion and friction angle decreases up to 80 % 
of the room temperature values.  
 Acoustic emission investigation on Westerly granite showed that a threshold temperature 
exist at app. 60-70 °C above which AE events began to occur profusely with increasing 
temperature (Yong and Wang, 1980). The threshold temperature found for Westerly granite did 
not depend on heating rate, but the amount of AE events above the threshold temperature was 
proportionally higher with heating rate increase. In repeated experiments on the previously 
heated sample, little or no AE events were found for the temperature below the one that was 
reached in the previous cycle (Yong and Wang, 1980). 
 Wang et al. (1989) performed laboratory testing of granite under high temperatures up to 
300 °C and confining pressures up to 55 MPa, with a goal to better understand thermal cracking 
of granite (Wang et al., 1989). Their observations reveal that significant thermal cracking occurs 
in granites heated above 200 °C under 28 MPa and above 100 °C under 7 MPa. The most newly 
created thermal cracks closed at pressures below 40 MPa. Grain boundaries between quartz 
grains and between quartz and another mineral were preferentially cracked, as observed using the 
scanning electron microscope (SEM). They observed that the threshold temperature for AE is a 




1.2.5 Micro cracks and fracture morphology of granite 
 Fracture propagation in the brittle rocks can be generally described as extensional in 
nature, and dilatant cracks associated with shear are rarely seen, and mostly associated with grain 
interfaces (Tapponnier and Brace, 1976). However, some authors found that shear may be a 
mode of failure in initiation of hydraulic fractures from inclined boreholes (Daneshy, 1973; 
Paulding, 1967). Stress-induced cracks exist on local scale both in Mode II and Mode III in the 
brittle rocks. Fig. 1.15 shows types of local stress-relaxations that lead to different local crack 




Figure 1.15 The basic types of crack interactions (dashed lines indicate extensional links or 
branch paths, dotted lines indicate strain-relief links due to off-loading) (Robert L, 1979) 
 
 Shear failure mechanisms can be understood by closer look at the local rock features, 
such as different material grains, locked-in stresses, inter-granular material, and micro-cracks in 
crystalline rock explains more. Scanning electron microscope (SEM) study reveals the presence 
of different types of shear cracks that accompany the general fracture propagation, which is in 
the direction perpendicular to the local minimum confinement stress (Robert L, 1979).  




 Hydraulic fracture is not smooth and straight, such as predicted by currently used 
hydraulic fracturing simulators. The fluid flow in the fracture does not always agree with the 
parallel wall theory and there is a fracture tortuosity phenomenon in the vicinity of the wellbore. 
Warpinski (1985) performed measurements of width and accompanying fracturing fluid pressure 
in a propagating hydraulic fracture at the U.S. DOE’s Nevada test site, and he found that the 
pressure drop along the fracture length is much larger than predicted by viscous theory that is 
used in model simulations of hydraulic fracturing(Warpinski, 1985). He indicated that the natural 
hydraulically formed fractures are not the smooth parallel plates, but have considerable surface 
roughness and waviness. Ishida et al. (2004) investigated the influence of fluid viscosity on a 
cubical granite specimen hydraulically fractured in the laboratory with fluid viscosities 0.001 
Pa·s (water) and 0.080 Pa·s (oil). They found that viscous oil tends to generate thick and planar 
cracks, while water tends to generate thin, wavelike cracks with many secondary branches. Fault-
plane solutions of acoustic emission (AE) indicated that shear-type failure mechanisms in rock 
were dominant during water injection, while tensile-type failure mechanisms were dominant 
during oil injection (Ishida et al., 2004).  
 Observations of crack propagation in the rock show that the process zone at the front of 
hydraulic fracture is characterized by micro-cracking around the crack tip, and interlocking along 
a portion of the crack. Such a process zone is predicted to be twice as large for rock as for metal 
(Labuz et al., 1985), and therefore the validity of LEFM needs to be verified. The amount of 
micro-cracks is bigger in the process zone than in the un-deformed part of the rock (Moore and 
Lockner, 1995). Fracture toughness measured on the notched Brazilian test on several different 
granite types in the laboratory show variations by a factor 1.3-2.4 in the same apparently 




consists of different mineral grains and pre-existing micro cracks, resulting in locally rough and 
segmented fracture morphology. Fig. 1.16 shows different fracture roughness caused by fracture 
orientation related to the micro-cracks orientation.  
 
 
Figure 1.16 (a) Fracture propagation normal to pre-existing preferably oriented micro-cracks in 
Baree granite; (b) fracture propagation parallel to pre-existing preferably oriented micro-cracks 
in Barre granite (Nasseri et al., 2007) 
 
 In addition to the general fracture roughness that is not being yet included in the 
hydraulic fracturing models, but is expected to be found in real fracturing of HDR, a significant 
distortion effects happen at the entrance of the fracture in so-called near wellbore region. 
Experimental work performed by Daneshy (1973) on the influence of the arrangement and the 
number of perforations (1-10) at the borehole revealed that different magnitudes of breakdown 
pressures were required for different situations, resulting in a constant breakdown pressure 
required when the number of perforations falls under certain value. Ketterij and Pater (1999) 
studied the influence of perforations angle on the initiation pressure and fracture propagation 




increases, and that the pressure increase can be accomplished by an increasing the product of 
injection rate and viscosity. If the fluid flow happens around the casing, the fracture initiation 
corresponds to the open-hole solution, while otherwise the fracture propagates from the 
perforation (Pater, 1999). A reduced initial fracture width and a considerable fracture tortuosity 
was found as a result of a limited communication between the fracture and the wellbore (Veeken 
et al., 1989). Dramatic improvements can be made in reducing the near-wellbore tortuosity and 
the premature proppant screen-out by maximizing the viscosity of the fluid that is used to initiate 
the fracture at tip (Aud et al., 1994). They concluded, as well, that the fluid viscosity that is used 
to initiate the fracture has significant effect on the fracture geometry that is developed. The near-
wellbore fracture characteristics affect the proppant placement. Multiple fractures and fracture 
tortuosity cause near-wellbore pressure drop and the premature proppant screen-out associated 
with it (Romero et al., 1995). Romero et al. (1995) concluded that the factors that influence the 
tortuous fracture geometry are the pumping rate, fluid viscosity and the ratio between maximum 
and minimum horizontal stress. Recently, Zhang et al. (2011) performed a two-dimensional 
plane-strain analysis of some aspects of near-wellbore fracture tortuosity based on coupled 
hydraulic fracture model and fluid flow (Zhang et al., 2011).  
 Microcracks in rock are subdivided into grain boundary cracks, intragranular or 
intracrystalline cracks (lying completely within a grain) and intergranular or intercrystalline 
cracks (extending from a grain boundary crossing into one or more other grains). It is often 
difficult to distinguish several connected intragranular cracks from a single intergranular crack. 
The term transgranular crack is sometimes used for cracks running across a grain from a grain 




 Grain boundaries are sometimes cracked, and in granite the percentage of cracked grain 
boundaries varies. In thermally and mechanically stressed rock, grain boundaries are often highly 
separated (Kranz, 1979; Sprunt and Brace, 1974) or they may be even crushed by pressure. 
Coincident grain boundary cracks may be continuous along the boundaries of several grains. 
 Intracrystalline cracks are much smaller than a grain diameter in length and about 1 m 
or less in width. They are often slot-like cavities within the grain with blunt tips. Thermally or 
mechanically induced intracrystalline cracks have sharp walls, are generally narrow, and tips are 
sharp or tapered (Kranz, 1979; Sprunt and Brace, 1974; Tapponnier and Brace, 1976). 
Intragranular cracks may be tilted and twisted in three dimensions. 
 Intercrystalline cracks are longer and wider than the intracrystalline cracks, but are 
otherwise morphologically similar. They are easy to see at low magnifications. In mechanically 
stressed rock, the intercrystalline crack orientations are usually sub parallel to the macroscopic 
maximum stress direction. Cleavage cracks are intercrystalline cracks that occur in parallel sets 
of various lengths within one grain. 
Mechanical stresses can generate cracks through at least six mechanisms (Kranz, 1983): 
1. Twin interactions with grain boundaries 
2. Release of stored strain energy associated with kink bands and deformation lamellae 
3. Cleavage separations 
4. Stress concentrations near grain boundaries, intracrystalline cavities and crack tips 
5. Mismatches in elastic compliances of neighboring grains 
6. Grain translations and rotations. 
 In quartz grains, twin induced micro cracking was observed. It was concluded that twin 




nucleation. Microcracking from stress concentration at quartzite boundaries occurs as a result of 
point loading of quartz grains by other grains (Hallbauer et al., 1973). Secondary cracks can be 
initiated from existing pores and cavities in rock where the tensile stresses are greatest, near 
crack tips or angle pore boundaries (Kranz, 1979; Wong, 1982). Elastic mismatch induces 
microcracking by imposing additional boundary tractions on the stiffer grain, when two grains 
with different stiffness are bonded together and subjected to externally applied stress (Dey and 
Wang, 1981). The similar stresses may develop on the boundary of two similar anisotropic 
grains. Grain boundary sliding occurs under deviatoric stresses, resulting in grain boundary 
cracks. 
 Experiments in crystalline rock have shown that the absolute value of temperature, the 
heating and cooling rate, thermal gradients, thermal history and mineralogy can affect the 
numbers and characteristics of thermally induced microcracks (Kranz, 1983). Significant 
microcracking begins above threshold temperature of about 70-75°C for granite. However, the 
threshold temperature is sensitive to the thermal history. Consequentially, the new microcracking  
begins after the previous temperature has been surpassed (Johnson et al., 1978; Yong and Wang, 
1980). Bauer and Johnson (1979) observed that most thermally induced cracks in feldspar and 
granites were cleavage cracks. Pre-existing cracks formed at lower temperatures get larger at 
higher temperatures (Bauer and Johnson, 1979). The amount of quartz has a significant effect on 
thermally induced microcracking, because of its large and anisotropic coefficients of thermal 
expansion. The differential thermal expansion between quartz and feldspar grains plays a 
dominant role in producing cracks in granite (Kranz, 1983). Differential contraction upon 
cooling also produces cracks in rock, but the quartz remained uncracked (Stout, 1974). 




expansion or contraction between grains with different thermoelastic moduli, or between similar 
misaligned anisotropic grains. Thermally induced stresses are sometimes not sufficient to cause 
microcracking under high confining pressure (Van der Molen, 1981; Wong and Brace, 1979). 
Thermally induced microcracking can be initiated within individual grains at internal boundaries 
under thermal gradients. The growth direction of a thermally induced intracrystalline crack 
depends on the relative magnitudes of the thermal expansion coefficients (Bruner, 1979).  Crack 
velocities as low as 10
-7
 cm/s has been measured in rock and rock minerals (Atkinson, 1979). 
Cracks can be significantly influenced by thermal stresses below velocities of about 1 cm/s, 
where the crack propagation is called “subcritical” and the growth of cracks, primarily in 
silicates, is attributed to stress-aided corrosion processes at the crack tip (Kranz, 1983). 
 The response of microcracks to stress changes in their vicinity can be separated into 
changes of deviatoric stress and hydrostatic pressure. In rock, the crack tends to follow the local 
maximum stress trajectory, bending from its initial plane to minimize shear stress effects and 
maximize the strain energy release rate. The most important effects of hydrostatic pressure are 
on microcrack growth and interaction. The superposition of hydrostatic pressure upon an existing 
deviatoric stress field decreases the range and magnitude of deviatoric stress concentrated near 
the crack tip and increases frictional resistance to shear between crack surfaces in contact. For 
extensional and shear cracks, this increasing energy of stress requirements for propagation and 
thereby makes crack interaction less probable. As a result, individual cracks and crack arrays, 
once formed, are more stable under pressure. For rock in the brittle regime, this leads to higher 
fracture strengths and greater dilatant strains prior to failure at higher pressures (Kranz, 1983). 
Hydrostatic pressure inhibits cleavage crack propagation through grains and across grain 




increased, indicating an increase of resistance to fracture at higher pressures. The density of 
micro cracks which developed prior to failure in carbonate rocks increased with the confining 
pressure at which the tests were run. Also, there are relatively fewer grain boundary cracks at 
higher confining pressures (Hugman and Friedman, 1979; Wawersik and Brace, 1971). Samples 
deformed under high pressure and temperature tends to have more stress-induced cracks aligned 
at high angles to the maximum applied stress. As the pressure increases, crack porosity decreases 
and most of the dry cracks in rock are closed by pressures exceeding 100 – 200 MPa. Crystalline 
rock may be essentially crack-free in situ, with stress relief cracking when samples are brought to 
the surface (Kowallis and Wang, 1983; Wang and Simmons, 1978).   The application or removal 
of hydrostatic pressure could theoretically cause micro cracking through differential 
compressibility of constituent materials, at the boundaries of grains.  
 Deviatoric stresses can result from differential loads across the boundaries of the rock 
mass, and they produce a very complex stress system on a microscopic scale. Micro cracks can 
open, close, grow or stop growing in response to locally-induced deviatoric stresses which can 
differ significantly in sign, magnitude and direction from the macroscopic stress field (Kranz, 
1983). As deviatoric stress is raised in a rock sample, the microcrack population is initially 
random spatially, becoming more and more localized and intense as the failure stress is 
approached. Fracture toughness or strain energy release rate can be used to quantify resistance to 
further crack propagation through rock minerals. Values of the strain energy release rates for 
minerals are in the range 0.1 to 10 J·m
-2
, while for rock these values tend to be on to two order of 
magnitude higher (Atkinson, 1979). Small, but macroscopic crack propagation through rock has 
an apparent surface area much less than the real area of new surface created as it propagates 




crack, but not part of the measured length, may be created increasing the real new surface area 
(Hoagland et al., 1973).   
 
1.2.6 Proppant flow and transport in hydraulic fracture 
 Proppant is a granular material that is injected and placed in a fracture immediately after 
the fracture has been initiated with clean fluid. The mixture of proppant and fracturing fluid 
forms a slurry that is transported through the borehole to the hydraulically induced fracture in the 
hot dry rock (HDR) formation. The process of placing proppant in the fracture has usually 
several phases. First, a low viscosity fluid (prepad) that meets requirements for easy fracture 
initiation and propagation of a fracture tip is injected from the borehole to the rock formation. 
Second, a higher viscosity fluid that caries proppant is injected to the fracture. As a result, a 
propped hydraulic fracture is formed in the rock formation. There are several types of proppant 
available today, and their characteristics depend on application and reservoir characteristics, such 
as depth, temperature and rock type. Typically, for lower pressure reservoirs natural sands are 
used (10/20 mesh, 20/40 mesh) and for deeper reservoirs synthetic ceramic proppant are utilized. 
Fig. 1.17 shows several different proppant types. The use of environmentally friendly natural 
sand and is preferred in EGS. 
 
 





 The fracturing treatment requires a schedule and a design of parameters, such as the 
proppant mesh size, the shape, the type and the concentration of proppant, properties of the 
proppant carrying fluid, the pressure rate, the slurry velocity, and the fracturing treatment 
schedule. The design and procedures need to optimally serve for both the fracturing process and 
the final propping of the fracture in the hot dry rock reservoirs (Economides et al., 2000).  
 Problems associated with the successful proppant placement during reservoir simulation 
are related to the optimization of fracturing design. The issues addressed in individual laboratory 
and site investigations, such as near-wellbore tortuosity, effect of fracture wall roughness to 
proppant placement and flow into the fracture, influence of proppant concentration and fluid 
viscosity on the slurry flow and proppant settling in the fracture, are not being solved completely 
in a way that they can be incorporated into the contemporary hydraulic fracturing models that 
predict the reservoir simulation outcome.  
 Proppant flow in hydraulic fracture has been studied in the laboratory and numerically, 
and some guidelines are provided based on those studies. Using the laboratory measurements in 
the slot flow models, the minimum fluid viscosity for successful proppant transport was obtained 
(Goel and Shah, 2001; Goel et al., 2002) and the ratio of particle diameter to the slot cell width 
was studied in order to observe the particle retardation velocities and clogging of proppant 
(Barree and Conway, 1995a; Barree and Conway, 1995b; Novotny, 1977; Patankar et al., 2002; 
Sharma and Gadde, 2005). When the proppant flows in the narrow channel, the fluid velocity is 
different from the proppant velocity and some amount of the retardation is present. The proppant 
retardation is more pronounced due to settling than to horizontal flow. The study of proppant 
concentration effects on the horizontal slurry velocity indicate that the retardation of the 




(Sharma and Gadde, 2005). It was pointed out in this study that future analysis is necessary to 
obtain more accurate relationship and understanding of the proppant flow.  
 Concerning the interaction of proppant particles in the flow, it was found that at a low 
proppant concentrations hydrodynamic interactions dominate, while at higher concentrations 
inter-particle interaction becomes dominant factor (Shah, 1982). In another study using a 
vertical-slot flow it was observed that the particles followed erratic paths, but they did not 
scratch or touch the slot walls (Sievert et al., 1981). Sievert et al. (1981) concluded that proppant 
particles-bridging occurs when the annular flow-channel diameter is 3-6 times particle diameter. 
Screen-out that causes premature end of fracturing job and can be caused by proppant clogging 
near the wellbore occurs suddenly and without warning, and jobs are difficult to do on sites 
usually because of proppant transport and impending screen-outs (Barree and Conway, 1995a). 
Proppant packs that exhibit significant grain-to-grain contact usually lead to clogging and screen-
out events. Proppant packs form within the fracture and can grow in any directions and  the fluid 
can flow on either side of the proppant pack (Daneshy, 2005). In addition, proppant 
concentration and bridging effects on proppant flow was studied in the laboratory (Novotny, 
1977). Some guidelines to avoid particle bridging based on numerical models have been 
provided and used in the practice, such as that the diameter of the fracture needs to be at least 2-3 
times bigger than the particle diameter (Daneshy, 1978).  
 Qualitative and quantitative theories for estimating whether the particle-fluid coupling is 
dilute or dense are given in the literature (Crowe et al., 2011). The prediction of the slurry 
particle-fluid coupling is based on the comparison between the average response time of particles 
to the fluid drag and particle collisions. In a dilute flow regime, particles do not collide 




elapsed time between particle collisions decreases because of their small distances at high 
particle concentrations, particle collisions significantly impact the slurry flow field. To conclude, 
for collision and contact dominated flow, both particle and fluid motions and their interactions 
need to be modeled accurately to account for effect of particle collisions. 
 An expression for average fluid velocity between two parallel plates is the classical 
solution derived from the Navier-Stokes equations and boundary conditions. It describes the 
laminar flow of incompressible fluid. Considering Newtonian fluid flowing laterally through a 
narrow slit (e.g., a fracture), the pressure drop pnet along the length x of the channel, fluid flow 
is given by the parallel plate law:  











where is the fluid dynamic viscosity, q is the flow rate, hf  is the fracture length and w is the 
aperture of the channel. The parallel plate law for single phase fluid flow without particles, and 
will be used below as an idealization of, and as basis of comparison for the flow of mixtures of 
particles in fluids in a narrow channel. 
 Flow and mixing of the proppant is illustrated from the site data evidence. When different 
proppants are used at the beginning and at the end of the job, the returned proppant is a mixture 
of both (Daneshy, 2005). Three-dimensional computer simulation was done to study proppant 
flow in hydraulic fracture (Unwin and Hammond, 1995). Empirical equations for proppant flow 
dependent on concentration were provided with indices for non-Newtonian fluids, as well 
(Ouyang et al., 1997).  
 The walls of the fracture induced by hydraulic fracturing are not smooth. The presence of 
walls and their fracture surface roughness is, as well, one of the causes of proppant trapping, 




settling was obtained from the big vertical slot experiments for proppant flow in hydraulic 
fracturing research (Liu and Sharma, 2005). The experimental data appear to lie on two lines, 
one when the ratio of particle diameter to cell width is less than 0.9 and the other when the ratio 
exceeds 0.9. The empirical correlations are: 
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 (1.24) 
0.28( ) 0.16f     (1.25) 
0.0061( ) 8.26g e    (1.26) 
where vs [cm/s] is the settling velocity of single unbounded particle, vw is the settling velocity 
corrected for presence of walls, is the fluid viscosity (or apparent viscosity for non-Newtonian 
fluids), a is the particle radius and B is the cell half-width. Fig. 1.18 shows the comparison of the 
above relations with experiments. 
 The above relations are introduced in the hydraulic fracture simulator Stim-Lab (Liu and 
Sharma, 2005). The effect of cell walls on particle settling is quite significant, and it is found that 
it is more pronounced as the fluid viscosity is increased. The effects of fracture walls for high 
viscosity Newtonian fluid and for power–law shear-thinning fluid is similar. Both types of fluids 
show a significant reduction in the settling rate as the ratio of particle diameter to cell width 
increases. Another conclusion from the study of Liu and Sharma (2005) is that the settling 
velocity is not impacted by the horizontal flow of Newtonian fluids. However, for non-
Newtonian fluids, the increased shear rate results in a smaller effective viscosity, which increases 




velocity of the particle showed that the velocity is much faster between smooth walls of the 
vertical slot apparatus. It was shown that the effect is magnified if a significant viscosity contrast 
exists between the resident fluid (that represents prepad in hydraulic fracturing) and the injected 




Figure 1.18 Wall effect on particle settling (Liu and Sharma, 2005) 
 
1.2.7. Proppant settling in hydraulic fracture 
 As the slurry moves inside hydraulic fracture, proppant gradually moves downwards as a 
result of gravity. The rate of proppant settling is an important parameter in predicting the overall 
efficiency of proppant placement in fracture, depending on many factors, such as fluid viscosity, 
proppant size, proppant density, fracture wall roughness and leakoff. Generally, high viscosity 
fluids allow little proppant settling and can carry larger amounts of proppant, keeping it longer in 
suspension. The corrected Stokes’s Law equation, which is based on the apparent viscosity of the 




proppant settling in a hydraulic fracture. Eqns. 1.27 to 1.30 are an example of proppant settling 
velocity formulations used in practice.  
 For the non-Newtonian, power law fluids, the apparent dynamic viscosity a 
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 (1.27) 
where a is apparent viscosity, K is fluid consistency index and du/dy is the fluid displacement 
rate. The apparent viscosity of power law fluids is the function of the prevailing shear rate. For 





  (1.28) 
where vs is the settling velocity of the particle and dp is particle diameter. The Reynolds number 
is computed by substituting the shear rate to get apparent viscosity, and then substituting the 













  (1.29) 
 The expression for settling velocity can be derived in the same manner as for Newtonian 








































 Experimental study of the proppant settling in cylindrical apparatus on crosslinked water-
based fracturing fluids suggests that proppant fall rates in these fluids do not follow Stokes’s law, 
but the log-log plots of settling velocity vs. fluid viscosity yield a line parallel to the Stokes’s 
law, as shown in the Fig. 1.19 (Harrington et al., 1979).  
 Particle migration occurred in 1 cm diameter pipe of 2 m length, but under the same 
conditions, tests with Newtonian-based slurry showed very little migration towards the center of 
the pipe within 2 m length (Hammond, 1995). Hammond (1995) concluded that fluid mechanical 
mechanisms responsible for particle migration are not fully understood, although second order 
fluid calculations for a single neutrally buoyant particle in non-uniform shear flow indicate that 
the combination of fluid elasticity and shear rate gradients give rise to particle motion in the 
observed direction. 
Shah (1982) proposed the formulation based on experimental results from the cylindrical 
apparatus, where the only data needed are particle density and size, and fluid properties. The 
correlations of a particle settling velocity are made taking into account that the elasticity of the 
fluid exista, as well, not just viscosity (Acharya, 1986). Many other similar relations can be 
found in the literature. A proppant clustering phenomenon occurs in all fracturing fluids at a 
typical proppant concentration. The clustering results in considerably higher average settling 
velocities of the slurry than of single particles. Fig. 1.20 illustrates the influence of the proppant 








Figure 1.19 Sand settling velocity in crosslinked gel  (Harrington et al., 1979) 
 
Nolte gives an expression for the effects of solids concentration on the terminal velocity 


























where vis the corrected terminal velocity and is the volume fraction of the particles. Gadde 
presented an empirical correlation fitting the experimental data curve (Gadde et al., 2004): 
 22.37 3.08 1sv v      (1.34) 
 The empirical correlation for the effect of fracture walls on proppant settling was 
obtained from the large vertical slot experiments for proppant flow in hydraulic fracturing 
research (Liu and Sharma, 2005). The experimental data appear to lie on two lines: one when the 
ratio of particle diameter to cell width is less than 0.9 and the other when the ratio exceeds 0.9. 
The empirical correlations are: 
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0.28( ) 0.16f    (1.37) 
0.0061( ) 8.26g e   (1.38) 
 
where v0 [cm/s] is the settling velocity of a single unbounded particle, vw is the settling velocity 
corrected for presence of walls, is the fluid viscosity (or apparent viscosity for non-Newtonian 
fluids), r is the particle radius and B is the cell half-width. Fig. 8 shows the comparison of the 
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where v0 [cm/s] is settling velocity of single unbounded particle, vw is the settling velocity 
corrected for presence of walls. The effect of cell walls on particle settling is quite significant, 
and it is found that it is more pronounced as the fluid viscosity is increased. The effects of 
fracture walls for high viscosity Newtonian fluid and for power law shear-thinning fluid is 
similar. Both types of fluids show a significant reduction in the settling rate as the ratio of 
particle diameter to cell width increases.  
 Fundamental research regarding the behavior of two particles falling in quiescent 
Newtonian fluid was performed experimentally and theoretically (Fig 1.21.). Two spheres 
dropped side by side, which are initially separated by a small gap or no gap, are found to separate 
from each other (Joseph et al., 1994). This behavior is attributed to hydrodynamic mechanisms 
that cause circular particles to rotate and drift away from each other in a Newtonian fluid, using 
direct numerical simulation results. Theoretical analysis on the interaction of two spheres settling 
in a fluid found that there were second order attractive forces between two settling spheres 
(Brunn, 1977). Based on the findings for two side-by-side spheres that never attract in 
Newtonian fluid, the aggregation of spheres in multi-particle systems in a Newtonian fluid is 
usually assumed to be negligible. However, when two spheres are subjected to end-to-end 
settling, the well-known “drafting-kissing-and tumbling” behavior is observed (Gheissary and 
van den Brule, 1996; Liu and Joseph, 1993), which indicates that the particle-particle interaction 
exists. Feng at al. (1994) observed how channel walls affect sedimentation of a single particle 




certain distance from the wall due to repulsion in a Newtonian fluid. They indicated that this 
effect may be of significance in a transport of particulate mixtures in fluids (Feng et al., 1994).  
 Aggregation of particles falling in viscoelastic fluids was studied by Joseph et al. (1994), 
who have related fluid normal stresses of viscoelastic fluids with particles agglomeration and 
chaining. Joseph et al. (1994) observed experimentally that large value of the elastic stress ratio 
n/(where n is fluid normal stress and is shear stress) are sufficient but not necessary for 
strong inter-particle interactions that lead to particles agglomeration. Shear-thinning plus 




Figure 1.21 Falling of two spheres in Newtonian fluid; (a) experimental results, (b) simulation 
results (Joseph et al., 1994) 
 
Fig. 1.22 shows experimental results of particle settling in 1.25% aqueous polyox solution (a), SI 






Figure 1.22 Experimental results of particle settling in 1.25% aqueous polyox solution (a), SI (b) 
and STP (c) (Joseph et al., 1994) 
 
 SI is a solution of 5% by weight of plolyisobutylene in decalin plus 50% polybuteline oil, 
and STP is a solution of plolyisobutylene in petroleum oil and weakly viscoelastic fluid with 
small normal stresses and basically constant viscosity for shear rates less than 100. The viscosity 
of SI decreases with increasing shearing rate, but the decrease is very slow for shear rates less 
than 10. The viscosity of SI is an order of magnitude smaller than that of STP. On the contrary, 
another set of experiments comparing settling in Newtonian and Boger fluids showed that fluid 
aggregation is not caused by fluid elasticity (Gheissary and van den Brule, 1996). Gheissary and 
van den Brule (1996) concluded that a change in micro-structure of the fluid has an effect on the 
settling velocity that goes beyond its effect on the viscosity alone and plays an important role in 
particle-particle interactions. This conclusion highlights the importance of near-field 
hydrodynamics for particles aggregation during sedimentation. In another study, the aggregation 




suspension of 60-70 m spheres in aqueous polyacrylamide solution was placed between two 
glass plates. Rectilinear and rotary shear was applied by moving glass plates, that resulted in 
different types of aggregation (Michele et al., 1977).  
 
1.3. Motivation 
The study presented in this thesis is motivated by the need to better understand specific hydro-
thermo-mechanical coupling processes that occur during hydraulic fracturing and stimulation of 
enhanced geothermal system reservoir (EGS). Enhanced geothermal reservoirs are emerging 
technology for potentially cost-effective sustainable of renewable production. Several countries 
in the world already recognize the potential of such reservoirs for addressing their growing 
energy needs. Pilot-studies in the field show the geothermal potential of hot dry granite rocks to 
provide hot water and steam for energy production after the successful reservoir stimulation. The 
reservoirs stimulation technique, which is hydraulic fracturing similar to one used for oil and gas 
recovery, proved to be one of the short-comings in the EGS development. The specific problems 
that are recognized are related to the hydraulic fracturing of hard, quasi-brittle rock under high 
stress and temperature environment, along with the problems of placing proppant in the new 
fracture. One way of looking at the fracturing process is to use a numerical method. This study is 
also motivated with the capability of Discrete Element Method to give an insight into the micro 
mechanical fracturing for solids on the grain size scale. In addition, DEM is capable for 
modeling and observing fracture initiation and propagation in solids directly, by breaking the 
bonds between discrete particles under local stress change. Both mechanical and thermal 
loadings are able to be explored, and the method is coupled with fluid flow and proppant flow 




1.4. Research objectives 
 The main objective in this study is to use a micromechanical approach to obtain better 
understanding of fracturing processes in hot dry rock reservoirs and proppant flow, transport and 
settling in rough hydraulic fracture. For geothermal reservoirs, hot dry rock is stimulated via 
hydraulic fracturing to form a network of interconnected fractures. The proppant flows into the 
fracture as a slurry, mixed with the high viscosity fluid, but the flow is often hindered by 
different factors. The success of proppant placement depends on proppant properties, such as 
concentration, density, size, particle distribution and surface roughness, as well as, fracture wall 
characteristics, rock parameters, fracturing fluid parameters and temperature effects. Discrete 
Element Method is chosen as a tool for achieving the research objectives, because it models both 
the fracture propagation in a Bonded Particle Model for rock and proppant flow using the 
coupling with Computational Fluid Dynamics. 
The specific objectives of this study are to:  
1) understand how fluid viscosity, compressibility, fracturing and pressurization  
schedule, temperature difference between fluid and hot dry rock, rock elasticity, 
tensile strength and in-situ stresses affects the process fracture initiation and 
propagation in hot dry rock from the wellbore, fracture tortuosity, un-wetted zone in 
the front of propagating fracture and fracture propagation velocity,  
2) investigate the relationship between fracturing fluid flow and pumping regime, with 
emphasis on quasi-static and dynamic loading and observed wellbore pressure drop 
associated with development of micro cracks near the wellbore or a single dominant 
propagating fracture, in order to better understand mechanisms that lead to wellbore 




3) develop an improved DEM model that incorporates convective-conductive heat 
transport during hydraulic fracturing in order to achieve hydro-thermo-mechanical 
coupling of synthetic rock in BPM 
4) better understand role of thermal stresses on hydraulic fracture initiation and 
propagation from the wellbore, in order to see if the temperature difference between 
fracturing fluid and hot dry rock significantly affects micromechanics of hydraulic 
fracturing  
5) study horizontal and vertical proppant flow and transport in hydraulic fracture using 
DEM-CFD model,  
6) develop new DEM contact model that accounts for viscous fluid lubrication force 
when two particles approach each other or fracture wall, in order to evaluate effect of 
dense slurry properties during  proppant placement, 
7) investigate proppant agglomeration and clogging of the narrow fracture zone in order 
to provide extension to existing proppant transport models that are derived from 
laboratory investigations in relatively wider slot flow apparatus and evaluate whether 
proppant collisions affect their transport and fluid pressure during hydraulic 
fracturing, 
8) investigate how fluid viscosity and proppant concentration affect proppant settling in 
narrow and rough granite fracture at high proppant concentrations to improve existing 





1.5. Thesis organization 
In the first Introduction chapter the definition of Enhanced Geothermal Systems is given, with 
literature review on hydraulic fracturing and proppant flow and transport that covers state of the 
art. Motivation and specific research objectives are stated.  
Then, in the second Methodology chapter, the detailed description of Discrete Element Method 
is given. Bonded Particle Model that is used for modeling hydro-mechanical coupled behavior of 
synthetic hot dry rock is described, with the emphasis on a novel hydro-thermo-mechanical 
features that couple convective-conductive heat transfer with mechanics of hydraulic fracturing. 
For modeling proppant flow and transport in rough hydraulic fracture Discrete Element Method 
is coupled with Computational Fluid Dynamics (DEM-CFD). Within the framework of DEM-
CFD, the new contact model that accounts for fluid lubrication force on particle collision is 
introduced.  
The third chapter is Micromechanics of Hydraulic Fracturing. The first problem that is 
investigated here is the strategy that must be used to model fracturing in brittle rocks using 
DEM. Specifically, Potyondy and Cundall (2004) identified challenges in modeling these rock 
types using BPM (bonded particles model)  (Potyondy and Cundall, 2004). The relevant rock 
parameters for hydraulic fracturing can be captured with their model, forming the synthetic rock 
model in PFC
2D
. Within the BPM procedure, the synthetic material response should agree with 
the real material test results on laboratory rock specimens with satisfactory level of accuracy. 
Thus, a particle size and distribution that is optimal for the material representation in PFC need 
to be found, and appropriate mechanical and physical properties need to be matched with the real 
rock material. Stresses around the tip of the propagating fracture can be studied directly and are 




topic is on understanding the micromechanics of the rock grain and fluid interaction in fractures 
during hydraulic fracturing processes. In the BPM, fracture propagation is modeled directly by 
breaking parallel bonds between particles, using the system of interconnected channels and 
reservoirs between the particles that carry fracturing fluid and transfer stresses from the 
pressurized fluid on the synthetic rock matrix.  
The fourth chapter Micromechanics of Hydro-Thermo-Mechanical Fracturing gives 
validation of the novel conductive-convective heat transport model in BPM with the previously 
published results on a simple geometry (Abdallah et al., 1995). This model is used for studying 
the effect of thermal stresses on hydraulic fracturing micro mechanics in impermeable and 
porous synthetic granite.  
The effect of fluid lubrication, pressure drop, proppant concentration and fracture width is 
studied in the fifth chapter Horizontal Proppant Flow and Transport in Fracture. When 
proppant is injected in fracture, it can flow deep into the fracture and be successfully 
incorporated to prop the hydraulic fracture after the treatment is over, or its placement can be 
hindered by poor selection of design parameters, such as concentration, size, density, type of 
proppant or the natural fracture features such as surface roughness or secondary branches that 
cause leak-off and increase the local concentration. Proppant clogging and bridging causes 
premature screen-out from the well, obstructs efficient proppant placement and ultimately 
decreases the reservoir performance. Modeling of proppant transport in hydraulic fracturing 
simulators is based on advection formulation (Clifton and Wang, 1988). The existing 
formulations are verified and investigated in DEM model. The verification of existing flow 
models includes effects of fluid and proppant parameters, fracture aperture and proppant 




horizontal component of proppant transport, with special emphasis on the conditions that cause 
proppant clogging, bridging and retardation in the hydraulic fracture.  
The sixth chapter Proppant settling in two dimensional model studies proppant settling in a 
narrow and rough granite hydraulic fracture. The DEM-CFD model with lubricated particle 
contacts is used. Settling of proppants while it is being placed in the hydraulic fracture is a 
problem that has been previously studied theoretically and experimentally. The proppant settling 
is modeled in hydraulic fracturing simulators using modified Stokes’s equations for particle 
settling in the fluid, and the change in initial proppant concentration is defined with advection 
theory. Two-dimensional DEM models are built for a vertical hydraulic fracture to verify 
existing theories using multiphase flow.  
The seventh chapter is Conclusions and Recommendations. 
Appendix A provides discrete element modeling of Brazilian test. Micro-mechanical properties 
of the BPM are related to the Brazilian test tensile strength, focusing on the impact of the particle 
size distribution. The Brazilian test is a simple technique to assess the influence of 
microstructure on the fracturing behavior of a given rock. However, in order to use the Brazilian 
tensile test in this relationship, a secondary objective of this chapter is to understand the impact 
of the size effects on the Brazilian test result, as this was an important issue observed by Bazant 
et al. (1991). Potyondy and Cundall (2004) found that the size effect of the Brazilian test depends 
on the size of the disk and the micro-structural properties in BPM. The size effect they found 
does not completely agree with the size effect in the quasi-brittle materials that follows the 2:1 
curve in the log-log plot of the tensile strength versus disk size (Bazant et al., 1991; Bažant and 
Planas, 1998). Ultimately, the relations that connect the BPM properties (bond strength, particle 




established, as well as, the relation of the Brazilian test tensile strength to the pull-out tensile 
strength or nominal tensile rock strength. 
Appendix B gives experimental evaluation of the hydraulic fracturing model. Laboratory testing 
within the scope of the same research project is performed by other researchers. Their results are 
compared here with the two-dimensional hydraulic fracturing model in DEM, in order to provide 






















Discrete Element Method (DEM) solves the motion and the interaction of a system of 
discrete particles using explicit finite differences (Cundall and Strack, 1979). DEM has been 
widely used since for different applications that range from micro to macro particle sizes (blood 
cells, sand, and gravel). For solid-fluid multi-phase flow and transport, DEM is coupled with 
Computational Fluid Dynamics (DEM-CFD). For modeling solids, particles in DEM are bonded 
into quasi-continuum that is able to fracture by bonds breakage. This chapter covers the 
theoretical background for DEM, DEM-CFD, and bonded particles model and heat conduction in 
DEM. In addition, the novel contributions towards modeling hydraulic fracturing, heat 
convective-conductive flow in fractures, and improved lubricated solid-fluid coupling are given 
here. 
 
2.1. Discrete Element Method (DEM) 
 The DEM defines the system of particles that are represented by finite spherical or discs 
particles and walls in PFC
2D
. The calculation cycle in PFC
2D
 (Cundall, 2004) is a time-stepping 
algorithm that consists of the repeated application of the Law of Motion to each particle, a Force-
displacement Law to each contact, and a constant updating of wall positions. The motions of 
particles and walls are solved using the explicit finite difference scheme. Fig. 2.1 shows the 
interaction between the two particles and the particle with the wall on their contacts. The 
commercial PFC
2D




transport because it was previously verified for particulate and solid material behavior (Itasca, 
2004). 
 Particles are treated as rigid bodies which are able to overlap. The small overlap serves 
for computing contact forces using the contact model and the Force-displacement law. The 
Newton’s second law is used then to determine the motion of each particle. The dynamic 
particles system behavior is realized through a time-stepping algorithm in which it is assumed 
that the velocities and accelerations are constant within each time step. The speed at which a 
disturbance can propagate through the system from particle to particle is the function of the 
physical properties of the discrete system, and therefore the appropriate time step can be 













Figure 2.2 Two particles (left) and particle and wall (right) interactions (add reference on where 
this figures is taken from) (Itasca, 2004) 
 
 The Law of Motion is used to obtain particles trajectories after forces and moments that 
act on each particle in a given time step. The translational motion of the center of particle mass 
is: 
( )i i iF m x g   (2.1) 
where Fi is the resultant force as the sum of all externally applied forces acting on the particle i, 
m is the particle i mass, gi is the gravity, and ix is the resultant particle i acceleration. The 
rotational motion is: 
i iM H  (2.2) 
where Mi is the resultant moment acting on the particle i and iH is the angular momentum of the 
particle i. After the motion of particles has been updated within the given time step, their new 
positions cause new overlap between the particles. Contact models are employed for computing 




contact forces are then applied to each particle to update their positions in the next time step. The 
simplest contact model that uses spring and dashpot in parallel (Kelvin-Voigt model) is shown in 




Figure 2.3 Contact behavior between two objects in DEM (Itasca, 2004)   
 
 For the Kelvin-Voight model, the normal contact force is calculated using the normal 
contact stiffness and displacement, or particle overlap: 
n n nF K U  (2.3) 
where F
n
 is the normal contact force, K
n
 is the normal secant spring stiffness and U
n
 is the 
















where Kn is the contact normal secant stiffness, kn
A
 is the normal contact stiffness of the first 
particle and kn
B
 is the normal stiffness of the second particle (or wall). Similarly, the shear 
contact force is then calculated using the shear contact stiffness and displacement, or particle 
overlap: 
s s sF k U    (2.5) 
where F
s
 is the normal contact force, k
s
 is the normal tangent stiffness and U
s
 is the particle 











where ks is the contact shear tangent stiffness, ks
A
 is the shear contact stiffness of the first particle 
and ks
B
 is the shear stiffness of the second particle (or wall). 
 The second component of the linear contact model is the shear sliding, or slip. The two 
entities may slide relative to each other if the relation between the shear and the normal force at a 
contact allows it. The slip behavior is defined by the friction coefficient  at the contact, 
where  is taken to be the minimum friction coefficient of the two contacting entities. The 
contact is checked for slip conditions by calculating the maximum allowable shear contact force: 
max
s n




iF F  then slippage is allowed to occur during the next calculation cycle by setting the 
magnitude of Fi
s










 is the maximum allowable shear stress, Fi
s
 is the current shear stress at the contact 
and  is the dimensionless friction coefficient. 
 Many different contact models are available in DEM, such as Maxwell model comprised 
of parallel and series springs and dashpots, rigorous sphere contact model after Hertz theory, and 
other models that are able to capture behaviors such as molecular bonds and adhesion. The novel 
contact model was developed to account for contact lubrication of particles submerged in 
Newtonian fluid. 
 
2.2. Novel particle contact model with lubrication 
 Lubrication force is introduced at the contact between particles using elasto-
hydrodynamic theory in order to improve the simulation of submerged particle collision behavior 
in DEM-CFD models with introducing realistic non-linear behavior at particle contacts. The 
elasto-hydrodynamic model is a step forward from the DEM default (Kelvin-Voigt contact 
model) because it introduces the contact criteria for stick or elastic rebound of two spheres at 
their contact based on the surrounding fluid properties rather than only damped elastic rebound 
of the particles. In physical representation the lubrication force is transmitted from fluid to 
particle surface when two particles approach each other at a small distance. The thin layer of 
viscous fluid between two particle surfaces before the contact acts as a cushion that slows down 
the initial particles velocities and decreases the kinetic energy of the particles. The lubrication 
force changes its magnitude as the gap between the surfaces gets smaller. If the balance of the 
lubrication force and the fluid approaching velocities is such that the particle slows down enough 
to near zero, the particles may stick next to each other, get trapped with the fluid, or if the contact 




 A new user-defined contact model is coded and implemented in PFC
2D
 based on a 
theoretically developed expression for lubrication force, which was developed and verified 
experimentally in previous research (Barnocky and Davis, 1988; Davis et al., 1986). By applying 
the lubrication contact logic in DEM, it is possible to extend the application of the lubrication 
model for the two-sphere collision to the system of multiple particles collisions. The lubrication 
force F(t) is directly introduced in the coupled DEM-CFD code for both particle-to-particle as 
well as particle-to-wall interactions. Lubrication force is a distance force, which means that it 
gets activated even before the particle surfaces get in contact. The implementation of this 
distance force is achieved by introducing an apparent particle radius that is slightly offset from 









 When two particles contact each other at their apparent radii, lubrication force is 
activated and affects the subsequent particle motion towards each other. This contact model is 
simplified and is implemented based on the following assumptions: 
1. The deformable solid particle surfaces (and the wall in case of particle-to-wall interaction) are 
assumed to be smooth and to be separated by a thin, incompressible Newtonian fluid layer 
that behaves as a continuum. 
2. The spheres rebound as a result of repulsion along the line connecting their centers. 
3. The spheres are ideal elastic and the elastic deformation is negligible in the outer region 
where fluid inertia is important. 
4. Friction between particles is mobilized if the particles are elastically deformed after contact 
(i.e., if the criteria for the rebound behavior are met).  
5. Inertia terms of fluid motion equations are assumed to be small if the gap between particles, 
x0, is small, and x0/a is assumed much less than unity, because inertia of the fluid may be 
neglected in the analysis even when the Reynold’s number Re is not small. 
6. Deformation is determined only for the instantaneous stress distributions, and elastic 
oscillations are neglected and the duration of the impact is large compared to the period of the 
oscillation. 
 The elastic rebound depends on the overlap of two particles, if they are in contact with 
the real radii (rij<rc, where rc is the distance between centers of two particles when their surfaces 
contact), and the lubrication damping force acts upon contact when it is activated. The active 
particle radius is represented in DEM by the apparent radius that is offset from the particle (Fig. 




enables the activation of the contact and the contact force is invoked when the particles approach 
each other at a close distance. The contact force logic is implemented using the following steps. 
First, the approaching distance rij is calculated as: 
ij i j ijr r r d    (2.9) 
where dij is the overlap of the particles. The lubrication contact force Fc is then calculated 
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  (2.10) 
if rij < 2rc = crit: 
(2 )c c ij ijF ma k r r cv     (2.11) 
where crit is the critical distance which is assumed to be twice the real particle radius (i.e., 
crit=2rc), k is the spring normal contact stiffness, klub is the lubrication constant, c is the dashpot 
constant, and vij is the relative approaching velocity of two particles. In PFC
2D
, the same contact 
model is used for particle-particle and particle-wall collision.  
 The particle rebound can be elastic (only k) or it can have some damping included (k and 
c), but either behavior only occurs upon contact and the collision of the particles. Since 
lubrication has the effect of damping the particle collisions while the particle is approaching the 
wall and outer apparent radius is active, it is important to adjust the time-stepping procedure 
manually. The time step of the model was set up to meet a criterion of being sufficiently small in 




 The logic for the lubrication model was implemented in PFC
2D
 using its FISH 
programming language and defining a new contact model within the source code using C++. The 
required model parameters are the dynamic fluid viscosity, particle radius, thickness of the outer 
particle shell responsible for the lubrication effect, particle surface friction coefficient, and 
particle contact normal and shear stiffness. The relative normal velocity between two 
approaching particles and the distance between particles radii are directly calculated by the DEM 
code. 
 
2.3. Discrete Element Method coupled with Computational Fluid Dynamics (DEM-CFD) 
 In order to model the flow of proppant particles submerged in the fracturing fluid within 
the hydraulic fracture DEM-CFD is used in PFC
2D
. Fluid flow modeling, fluid and granular 
phase coupling scheme and particle-particle (particle-wall) interaction modeling is described in 
this section. Fluid flow is modeled in the PFC
2D
 using CFD based on modified Navier-Stokes 
equations. The CFD model adds the effect of a particulate solid phase mixed into fluid, where the 
particle radius is small compared to the length of a single fluid cell. Fig. 2.5 shows the basic 
DEM-CFD coupling scheme. 
The Simple fluid coupling scheme (Patankar, 1980) for incompressible laminar viscous 
flow is applied to fluid cells within a fixed rectangular geometry. Boundary conditions that are 
applied on the computational fluid grid are average constant pressure and velocity in x and y 
directions. The code specific slip and non-slip boundary conditions can be chosen for modeling 
fluid interaction with a physical constraint. At the contact with a wall, the slip boundary 




the tangential velocity at the boundary, while the non-slip boundary conditions is defined with 
both zero normal and tangential velocity at the boundary. 
 
 
Figure 2.5 DEM-CFD coupling scheme (Tomac and Gutierrez, 2013)  
 
 Fluid flow field model uses a modified numerical scheme of the Navier–Stokes’s 
equations. The effect of solid phase on fluid flow is modeled in a simplified manner using 
average quantities over many particles, instead of modeling the individual fluid flow around the 
particles. The effects of solids are introduced to the numerical scheme of the Navier–Stokes’s 
equations in terms of volumetric porosity and coupling force (Bouillard et al., 1989). For 
volumetric porosities e < 0.8 the following equation is used in PFC
2D
: 
2( ) ( )f f b
ev
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(2.12) 
Fluid flow (CFD cells) 















where f is the density of the fluid, v  is the fluid velocity, t is the time,  is the particle density, 
  is the del operator indicating the partial spatial derivative operator (with respect to x and y 
directions in two-dimensional space), fb is the body force per unit volume, p is the fluid pressure 
and  is the fluid dynamic viscosity. The fluid velocity can be observed in these equations as the 
interstitial velocity v  and the macroscopic Darcy velocity defined as the quantity e v . The 
interstitial velocity is the actual velocity that a parcel of fluid has as it moves through the pore 
space. The macroscopic velocity is the volumetric flow rate per unit cross-sectional area, being a 
non-physical velocity since it assumes that the flow occurs across the entire cross-sectional area, 
where flow actually only occurs in the pore space. Eq. 2.12 gives the fluid momentum equation 
with included effects of varying porosity, and Eq. 2.13 is the conservation of mass (continuity) 
equation for an incompressible fluid in a porous medium. It can be seen that both time and space 
derivatives of porosity are present in the formulation. The PFC
2D
 fluid and particles interaction is 
two-way coupled, because forces are applied from the fluid to the particles and vice versa. The 
use of such a model follows recommendations for modeling dense phase flows with particle 
volumetric concentration higher than cv=0.1 (Crowe et al., 2011). The interaction between 
particles and fluid is modeled taking into account both the average particles force on fluid and 
the average fluid force on the particles for each computational fluid cell. The drag force applied 
by particles to fluid in each fluid element is defined as: 
 






bf  is the drag force per unit volume,  is a coefficient and U is the average relative 
velocity between the particles and the fluid, defined as: 
U u v   (2.15) 
where u is the average velocity of all particles in a given fluid element and v is the fluid 
velocity. Different expressions for the coefficient are given for volumetric porosities with 
values higher and lower than 0.8 (Bouillard et al., 1989): 
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where d is the average diameter of the particles occurring in the element, and Cd is the turbulent 
























  The body force term 
bf  has unit of force per unit volume, and is applied to each 













where dragf the fluid drag force on the particle and r is is particle radius. The particle motion in 
the fluid is then integrated over time according to the default PFC
2D




forces may be added. The fluid-particle coupling is limited for rotational velocities which are not 
transferred from fluid to particles because the fluid-induced force is always applied at the particle 
center of mass. The rotational particle motion is governed by mechanical particle interactions 
and contact friction. 
 
2.4. Bonded Particles Model (BPM) and fluid flow coupling 
 The Bonded-particle model (BPM) for rock is introduced in PFC
2D
 with the pre-scribed 
procedures that are used to determine the mechanical parameters of the synthetic rock mass  
(Potyondy and Cundall, 2004; Potyondy, 2007). The parallel bond is a component within the 
particle contact and can be pictured as a cementatious material at the particles contact that is able 
to transfer forces and moments from one particle to another (Fig. 2.6). The schematic of parallel 
bond is shown in Fig. 2.6. 
 
 
Figure 2.6 Parallel bond between particle A and particle B (if the particles are spheres, the bond 
area is circular, if the particles are disks, the bond area is square with the out of plane dimension 
t being average particles diameter) (Itasca, 2004) 
 
 Such a bond can be envisioned as a set of elastic springs with constant normal and shear 
stiffness uniformly distributed over either a circular or rectangular cross-section lying on the 




neighboring particles, the relative motion at the contact causes normal and shear stresses to 
develop within the bonded material, as a result of the parallel-bond stiffness. If either of these 
stresses exceeds its corresponding maximum strength, the parallel bond breaks. The parameters 
required to model the parallel bond are normal and shear strength and stiffness. Mechanical 
parameters of the resulting solid comprised of the bonded particles are modeled indirectly by 
implementing an iterative procedure for obtaining the parallel bond parameters. For rock mass 
modeling, usually the Direct tension test, the Brazilian test, the unconfined compression tests 
(UCS) and the triaxial tests are used.  
 Fracture can propagate within the bonded particles assembly by breaking the bonds 
between particles. For low porosity solids the flow pathways may be assumed to consist of 
parallel-plate channels at contacts accompanied with artificial fluid reservoirs scheme for 
calculation (Fig. 2.7).  
 
 





 The aperture of such a channel is proportional to the normal displacement at 
corresponding contacts. In the case of bonded material, the channel opening will not increase 
from its initial value unless the bond is broken, and the adjacent particles distance increases. 
Pressures stored in fluid reservoirs are updated during the fluid calculation, and act on the 
surrounding particles as equivalent forces.  Each channel is a link between two adjacent fluid 
reservoirs. As far as the fluid is concerned, the channel is equivalent to a parallel-plate channel, 
with the length L, the aperture a, and the unit depth in the out-of-plane dimension. The flow rate 
in the channel is given: 








where q is the flow rate, a is the channel width,  is the fluid dynamic viscosity, and P2-P1 is the 
pressure difference between the two adjacent domains, and L is the length of the channel. The 
length of the channel is taken to be the sum of radii of two adjacent particles. Each fluid 
reservoir receives flows from the surrounding channels. In one time step the increase in the fluid 
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     (2.22) 
where  Kf  is the fluid bulk modulus, Vd  is the apparent volume of the fluid reservoir, and t is 
the time step. The fluid reservoir pressure exerts tractions on the enclosing particles, which are 
transferred to the particle through the assumed polygonal path that joins the contacts that 
surround the fluid reservoir`. The force vector on a typical particle is: 





2.5 Heat conduction in DEM 
 Transient heat conduction and storage are modeled in PFC
2D
 using Fourier law 
discretized over the system of spherical particles and parallel bonds forming rock mass model. 
Thermally induced forces and displacements are superposed with the mechanical rock model 
response. The stress change in the rock mass model is caused by the particle radii and bond force 
thermal change. Strain change effect on the heat conduction process is neglected. 
 The thermal option in PFC
2D
 introduces thermal pipes between adjacent particles and 
heat reservoirs that are positioned at the particle center of mass. Fig. 2.8 shows the thermal heat 
flux vectors in the hot rock sample that is cooled from the wellbore in the middle (left) and the 
network of thermal pipes and heat reservoirs (left). Blue lines in the Fig. 2.8 are broken parallel 
bonds between adjacent particles, and it can be seen that the heat flow is disabled through the 
fracture. The thermal pipe is associated with each particle-particle contact, and the pipe becomes 
automatically active if the particles overlap at the contact or if the parallel bond is present 
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 is the heat-flux gradient in the pipe (x represents a 
direction of the pipe along its length), qv is the volumetric heat-source intensity or power density 
[W/m
3
] of the reservoirs connected with the pipe,  is the mass density of the particle (material), 
Cv is the specific heat at constant volume [J/kg °C], T is the temperature [
°




























is the temperature gradient in the 
pipe.  
 Associated with each heat reservoir are the temperature, T, the mass, m, the volume, V, 
the specific heat at the constant volume, Cv, and the coefficient of linear thermal expansion, t. A 
pipe joins two reservoirs, and heat flow occurs only through pipes. Associated with each pipe are 
the power, Q and the thermal resistance, . 














where qi is the heat-flux vector per unit volume. The volume integral can be replaced with the 
surface integral using Gauss-Ostrogradsky’s divergence theorem. Integrating the field’s 
divergence over the interior of the single heat reservoir equals the integral of the vector field over 
the reservoir’s boundary. The heat flow per unit volume of particle can be developed as: 
1 1
1 1 1 1N Np p p pi i
i i i i
p pi iV S
q q
dV q n dS q n S Q
x V x V V V 
 
    
 
    (2.27) 
where qi is the heat-flux vector, xi is the length along the pipe, V is the heat reservoir control 
volume, S is the surface of the control volume, ni is the outward unit normal vector of the 
surface, p is the heat flow pipe, N is the number of heat flow pipes for each control volume and 
Q
p
 is the power in pipe p that is flowing out of the reservoir. The heat conduction equation for a 












  (2.28) 
where Qv is the heat-source intensity, m is the thermal mass, Cv is the specific heat at constant 
volume. Each pipe is regarded as a one dimensional object with a thermal resistance per unit 








where T is the temperature difference between the two reservoirs at each end of the pipe, and L 
is the pipe length. The time derivative of heat flow from Eq. 2.27 can now be calculated using 
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  (2.30) 
where Q is the out-of-balance power. Starting with an initial temperature field at particles, the 
power in each pipe is updated using Eq. 2.30. Then, reservoir temperature is updated using the 
forward difference expression: 
1
t t t t
v t
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where t is the thermal time-step. 
 Thermally isotropic bonded material with a mean macroscopic conductivity, k, is 
established by computing the pipe thermal resistivity parameter,  from the initially estimated 






   (2.32) 
By restricting the heat flow only in the thermal pipe, the integral can be replaced by the sum over 
all pipes contained in the volume: 
1 1
1 1M Mp p p p p
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p p
q q V q A l
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    (2.33) 
where M is the number of pipes, p denotes the pipe, V
p
 is the volume of the pipe, A
p
 is the cross-
section of the pipe surface and l
p






  (2.34) 
where Q is the power in the pipe and ni is the unit vector along the pipe length. After substitution 
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  (2.37) 
By comparing Eq. 2.37 with Eq. 2.25 it can be seen that the thermal conductivity tensor of the 












  (2.38) 
In the Eq. 2.38, an additional condition is made with respect to the particles overlap in a 













  (2.39) 
 Thermal strains in PFC
2D
 are obtained from the thermal expansion of the particles and the 
parallel bond. The particle radius change is: 
R R T    (2.40) 
where R is the particle radius,  is the coefficient of linear thermal expansion associated with the 




with the pipe, the normal component of the force vector carried by the bond will be affected by 
the temperature change. An isotropic expansion of the bond material changes the bond length. 
This is modeled by changing the normal component of the bond force vector as: 
( )n n n nF k A U k A L T         (2.41) 
where nF is the force vector in the bond, nk is the bond normal stiffness, A is the area of the 
bond cross-section,   is the expansion coefficient of the bond material, L is the bond length and 
T is the temperature increment (equal to the average temperature change of the two particles at 
the ends of the pipe associated with the bond). The value is a micro-property, related to the 
coefficient of linear thermal expansion of a three-dimensional continuum, denoted by t. 
 
2.6. Novel convective-conductive heat transport bonded particles model 
 The novel thermo-hydro-mechanical model is built up on the existing BPM framework 
with heat conduction (Cundall, 2004). The novel model combines heat convection with the fluid 
flow through BPM fluid channels and reservoirs that is coupled with heat exchange between rock 
and fracturing fluid. The new model has capacity for studying micro-mechanical problems in 
hydraulic fracturing of geothermal reservoirs from the hydro-thermo-mechanical perspective. 
Heat convection is incorporated within the same FISH function that models fluid flow (Eqs. 2.21 
and 2.22), using the network of fluid channels and reservoirs. The heat transfer between two 
particles and the fluid that occupies the BPM channel at the two particles contact is modeled 
under developed flow conditions when the flow remains laminar. Constant fluid velocity is 
assumed within each channel and the observed time-step, with parabolic distribution across the 




 The exact solution for the heat flow in a channel is incorporated for heat convection at 
each time step. At the beginning of a time step, particles temperatures represent constant surface 
thermal boundary conditions in the channel. Under the assumption of fully developed hydraulic 
and thermal profile in a channel, the heat flow from particles is used to calculate fluid 
temperature at the end of the channel. The amount of heat transferred from the rock to fluid over 
a given time-step equals to the amount of heat that causes temperature drop of the particle at the 
end of the time-step. The coupling is achieved as a thermal input parameter Qv associated with 
the thermal control volume (at each particle center) to represent a new boundary condition for 
each thermal time-step. The heat convection model in fracture is build with several assumptions: 
1. Advective heat transfer along the length of the fluid channel. 
2. Fully developed fluid velocity profile in the fluid channel. 
3. Conductive heat flow from the fracture boundary into the fluid channel. 
4. Conductive heat flow in the fluid along the fluid channel length is neglected. 
5. Potential and kinetic energy changes are negligible. 
6. The fluid specific heats are constant. 
7. The overall heat transfer coefficient is constant. 
 Fluid and heat flow in a short fracture section are represented with two parallel surfaces. 
The same principles of heat transfer from a flat surface with constant temperature to the moving 
fluid can be applied to small sections of a narrow fracture. Each channel length is a function of 
the radii of the two adjacent particles, and each channel width is a function of the local particles 
deformation, fluid pressure and the initial value.  
 When fluid enters a circular tube with a cross-section radius r, at a uniform temperature, 




thermal boundary layer begins to develop (Fig. 2.11). After some time, at the moment t and 
position xfd,t and a thermally fully developed condition is eventually reached. The tube surface 
condition can be fixed by imposing either a uniform temperature (Ts is constant) or a uniform 
heat-flux (qs″ is constant). The shape of a fully developed temperature profile T(r,x) differs 




Figure 2.9 Development of thermal boundary layer in the heated tube with cold fluid 
 
For both surface conditions, the amount by which fluid temperatures exceed the entrance 
temperature increases with increasing x. The thermal entry length that represents the thermal 
entrance region depends on flow properties and tube geometry. For laminar flow the thermal 












where D is the pipe diameter, Red is the Reynolds number for the flow in the pipe, and Pr is the 
Prandtl number for the flow. Fluid flow behavior at the entrance of the pipe follows similar 















 In order to be able to model heat convection in the small section of hydraulic fracture  
using the fully developed hydrodynamic profile along the whole length of the pipe segment and 
fully developed thermal convection profile, both hydrodynamic entry length and thermal entry 
length need to be of similar magnitude and fairly small. Then, the simplification can be 
introduced to the model and it is possible to work with fully developed regions along the 
channel. Comparing Eqs. 2.42 and 2.43, we can see that Pr number needs to be close to 1, and 
that Red needs to be small. As well, even for larger Pr in combination of small Red the 
assumptions can be valid if the entrance regions are really small.  
 For fully developed flow in a pipe, mean velocity and mean temperature parameters are 
introduced. The mean (bulk) temperature of the fluid at a given cross section is defined in terms 
of the thermal energy transported by the fluid as it moves past the cross-section. Fig. 6 shows the 
temperature profile across the cross-section of the pipe for fully developed flow and two 
different situations, constant pipe surface temperature and constant pipe surface heat flux. The 
shape of temperature profile is self-similar but changes its magnitude along the pipe, because of 
the heat exchange between fluid and pipe surface. As fluid flows with constant velocity along the 
pipe axis, it gets heated. Hence, the term mean temperature of the fluid is introduced as: 
,
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where x is the axial pipe dimension, Ts(x) is the pipe surface temperature at a position x along the 
pipe, Tm(x) is the mean pipe temperature at a position x along the pipe, and T(r,x) is the fluid 
temperature at a position x along the pipe and distance r from the center of the pipe in y direction 




 Fig. 2.10 shows the mean temperature and surface temperature or surface heat flux 




Figure 2.10 Axial temperature variation for a convective heat transfer in a pipe 
 
 The expression for a mean temperature variation along the pipe for a mean temperature 
Tm,out is in the case of constant pipe surface Ts temperature is derived from the energy balance for 




















where Ts is the pipe temperature surface, Tm,i is the fluid temperature at the entrance of the pipe, 
Tm(x) is the mean pipe temperature at a position x along the pipe, DH is the channel hydraulic 
diameter (DH=4A/P where A is the channel cross-sectional area and P is the wetted perimeter), 
dm/dt is the fluid mass flow rate through the pipe cross-section at position x and h is the the 
average value of h for the entire tube length. The average heat convection coefficient can be 





 And the total heat transfer rate qconv is complicated by the exponential nature of the 
temperature decay (Fig. 2.10b): 
   , ,conv p s m i s m out
dm
q c T T T T
dt
     
 (2.46) 
where Ts is the pipe temperature surface, Tm,i is the fluid temperature at the entrance of the pipe, 
Tm,out is the fluid temperature at the exit of the pipe, dm/dt is the fluid mass flow rate through the 
pipe cross-section and cp is the fluid specific heat at constant pressure. 
 Energy conservation requirement is applied to a differential control volume in the thermal 
boundary layer. Neglecting potential energy effects, the energy per unit mass of the fluid 









using Eulerian approach, thermal and kinetic energy are advected with the bulk fluid motion 
across the control surfaces, and for the x direction, the net rate at which this energy enters the 
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is the energy advection rate, is the fluid density, vx is the average fluid velocity 
in x direction at a control volume,  is the fluid kinematic viscosity, e is the thermal internal 
energy per unit mass. 
 Energy is also transferred across the control surface by molecular processes, namely by a 
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is the energy conduction rate, k is the thermal conductivity constant, and T is the 
temperature. 
 Adding those equations in x and y direction, and neglecting viscous dissipation term 
(fluid friction that is turned to thermal energy) and neglecting the energy generation rate at 
control volume from other sources, the following thermal energy equation can be derived for 
control volume and incompressible fluid for the steady-state flow: 
p x y
T T T T
c v v k k
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  (2.49) 
where cp is the fluid heat capacity at constant pressure (for most fluids it is equal to the fluid heat 
capacity at constant volume, cv) and k is the fluid thermal conductivity. 
If transient flow is considered, some amount of energy storage will be included at each time t in 





   (2.50) 
Now we can write the transient flow energy conservation equation for the control volume: 
 p x y v
T T T T d
c v v k k Vc T
x x x x y y dt
         
       
          
   (2.51) 
where T is the temperature, vx and vy are fluid velocities,  is fluid density, k is the Boltzmann’s 





 A change in energy storage for each mechanical time-step will be introduced in the fluid 
reservoir domain, and the same amount of thermal energy will be extracted from the rock mass 
forming the new thermal boundary condition for thermal time-step calculation.  
 The rate at which convective heat transport occurs along the pipe may be obtained by 









    (2.52) 






  (2.53) 
At each fluid domain, a control change in volume is assigned through the fluid flow FISH 
function. Accordingly, the conservation of energy can be written for a domain. The change in the 
domain thermal energy storage is equal to the heat flow rate from the adjacent pipes minus the 
thermal energy of the domain at the beginning of the time-step: 
 
dom t domE E E    (2.54) 
where Edom is the domain thermal energy and Et is the convective heat transfer from the adjacent 
fluid pipes. Combining Eqs. 2.50, 2.53 and 2.54 the domain temperature change due to the 
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where Tdom is the temperature change in fluid domain, V is fluid domain volume,  is fluid 
density, t is time, cv is the specific heat at constant volume, cp is the specific heat at constant 
pressure, and Tm,L=Tm(x) for x=L where L is the length of the pipe,  is the mean temperature at the 
end of the pipe (Eq. 2.20). 
 The change in temperature of domain is imposed as a thermal boundary condition on 










where T is the particle temperature change, dQt,conv is the amount of heat transferred from the 
particle to the fluid in the previous mechanical time-step, cV is the particle specific heat at 
constant volume, p is the particle density and Vp is the particle mass. 
 Fig. 2.11 shows the heat flux vectors from the heated rock mass towards the newly 
formed fracture that contains cold fracturing fluid. Red circles represent heat reservoirs at the 
particles center, and cyan are fluid pressures in fluid reservoirs.  
 
 
Figure 2.11 Convective-conductive heat flows in the newly fractured rock mass 
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3. MICROMECHANICS OF HYDRAULIC FRACTURING 
 
3.1. Introduction 
 Hydraulic fracturing of synthetic granite was studied to better understand problems with 
fracture initiation, fracture propagation, effect of micro cracks and elastic behavior under high 




3.2. Synthetic granite DEM model calibration 
 For modeling hot dry rock granite behavior in DEM, synthetic granite model is built in 
PFC
2D
 using the Bonded Particle Model (BPM). Granite strength and deformation parameters are 
shown in Table 3.1 and the BPM microscopic parameters chosen in the modeling are shown in 
Table 3.2. Average mechanical parameters that emerge in the synthetic rock sample as a result of 
chosen micro parameters are calibrated using Direct Tensile Test and Unconfined Compression 
Test in PFC
2D 
on 10 x 20 mm sample, as well as biaxial test, quasi-static fracture toughness 
notched test. 
 The permeability of the rock model is calibrated using the Darcy’s flow test in DEM. The 
micro parameter w0 is the initial flow channel aperture that determines the initial permeability of 
the unstressed rock sample. The Darcy’s test was performed on the 70x70 mm sample of the 





m were used in simulations. Assuming the rock model is an isotropic medium and 












where k is the average macroscopic rock permeability,  is the fluid dynamic viscosity, Pin and 
Pout are left and right hand-side fluid pressures, H is the model height and W is the model width. 







  (3.2) 
Table 1 Strength and deformation parameters of the synthetic rock mass in PFC
2D












































The parameters shown in Table 3.1 were obtained using PFC
2D
 pre-written laboratory test 
simulation package. The tensile strength was obtained from the direct tensile test model, the 
unconfined compressive strength from the unconfined compressive test, Young’s modulus and 
Poisson’s ratio from the triaxial test, permeability from the Darcy permeability test and the 
fracture toughness form the notched direct tensile test. Far-field stresses are applied to the 
specimen using the walls servo mechanical loading rate in PFC2D, where the wall velocities are 
corrected after each time step in order to meet the required average confinement stress at the 
contact of walls and adjacent particles. Fig. 3.1 shows the evolution of the maximum and 




Table 2 Micro-mechanical parameters of BPM, Rmin is the minimum particle radius, Rmax is the 
maximum particle radius,  is Poisson’s coefficient, Pb_kn is the parallel bond normal stiffness, 
Pb_ks is the parallel bond shear stiffness, Pb_sstr is the parallel bond shear strength, Pb_nstr is 
the parallel bond normal strength and w0 is the initial fluid channel aperture 
 
Micro parameter Unit BPM 
Rmin m 0.001 
Rmax/Rmin [-] 1.66 
  0.2 
Pb_kn [GPa] 7 
Pb_ks [GPa] 2.8 
Pb_sstr [MPa] 30 
















3.3. Effect of pressure loading rate on hydraulic fracturing 
 Fracture initiation in quasi-brittle materials under strain-controlled loading, such as is the 
constant of staged borehole flow rate used for fracturing of geothermal reservoirs, depends on 
the strain rate. It was shown in previous research (Kipp et al., 1980) that the tensile fracture 
initiation pressure increases significantly with increasing loading rate. There were few attempts 
to explain this phenomenon, and one of them is that the high tensile strength is a consequence of 
many fractures starting at the same time under impact loading. As well, the borehole loading rate 
can exceed the maximum pressure wave velocity in rock, which transmits the stresses from the 
borehole further to the rock mass.  
 The synthetic rock granite was used to investigate whether the BPM is able to reproduce 
the dynamic response of the rock at higher strain rates and to better understand the 
micromechanics of hydraulic fracturing and rock damage in the vicinity of the borehole. Loading 
rate, dp/dt that corresponds to the induced strain rate in the BPM material in the vicinity of the 
borehole between 0.1 and 100 s
-1
 was investigated. The relationship between loading and strain 
rates is given by Hooke’s law for any strain rate for radial stresses. 
 The fracture stress depends on the cube root of the strain rate for penny-shaped initial 
crack, the expression was previously derived using linear elastic fracture mechanics (LEFM) and 











   (3.2) 
where 0 is the fracture initiation stress and d0/dt is the constant strain-rate, E is the Young’s 
modulus, KIC is the fracture toughness, N is the coefficient for a penny-shaped crack (N=1.12, 




fracture initiation stress is independent of the initial crack size, and the preferred orientation is 
not followed by the fracture propagation. The rock fractures at many micro cracks at the same 
time, and fracturing is characterized with bifurcation and branching (Kipp et al., 1980).  
 Fig. 3.2 shows the comparison between theoretical solution for strain dependent fracture 
initiation and PFC
2D
 results. The model results show qualitatively and quantitatively good 
agreement with the LEFM theory. The fracture initiation stress at quasi-static loading rates is low 
and approximately converges toward the Kirsch solution value. The numerical results from Fig. 
3.8 are shown in Table 3.3. 
 




) f  (Theor.) 
(-) (MPa) (MPa) 
100 72.0 66.55 
10 34.8-58.0 31.0 
1 24.0-26.4 14.2 (expression is not valid) 
0.1 21.6 (expression is not valid) 
0.001 18.4 15 (Kirsch solution) 
  
Fig. 3.3 shows the plot of the fracture propagation from the borehole at quasi-static 
condition. Blue circles represent the relative magnitudes of the fluid pressure in domains. The 
fracture propagates in the direction of maximum in confinement stress. The local tensile stress 
concentration at the tip of the propagating fracture can also be seen as red lines (parallel bond 
tensile forces) in Fig. 3.3. The confined synthetic rock block size is 30 x 60 cm
2
, and the 







Figure 3.3 Comparison between PFC
2D






Figure 3.4 Quasi-static fracture propagation and fluid flow. Blue circles represent the relative 
fluid reservoir pressure magnitude  
 
 Figs. 3.4 to 3.8 show the PFC
2D
 results with the pressure and microcrack evolution 








). The fracture propagates in the direction 
of the maximum far-field stress, and fluid infiltrates the fracture. The fluid flow enables 
pressurizing the tip of the propagating fracture. When the loading rate increases it can be 
observed in Fig. 3.6 that the fluid flow is disturbed, and pressure accumulates at the entrance of 
the fracture from the borehole. Since the fluid flow is inhabited, it can be speculated that higher 
pressure rates will add to fracture widening at the entrance near the borehole. When the loading 
rate is further increased, at the strain rate ddt=1 s
-1
 (Fig. 3.7), fractures are observed as 
scattered in the vicinity of the borehole and not filled with fluid. Fluid accumulates in the very 
shallow part of the fracture. The more extreme case of extensive microcracking around the 
borehole is shown in Fig. 3.8, where very little fluid does not infiltrate the fracture while many 
micro cracks are formed at the same time. Finally, in Fig. 3.8, the rock surrounding the borehole 
















Figure 3.6 Hydraulic fracturing at impact loading from the borehole at elastic strain rate 
ddt=0.1 s
-1




Figure 3.7 Fluid flow in fracture at 21.6 MPa for the strain rate ddt=1 s
-1
. Fracturing started at 
P=24.0 MPa 
 
Fig. 3.9 shows the representation of loading rates and fracturing times, and Fig. 3.10 
shows the plot of microcracks evolution in specimens loaded with different rates versus time. 
The borehole pressure increases linearly with time. However, the qualitative insight into fracture 
propagation velocity can be understood as the number of cracks versus time. For the slow 




fracture velocity. On the contrary, at higher loading rates the crack development is not steady 
with time. In addition, it can be seen that this type of loading does not yield one single 




Figure 3.8 Hydraulic fracturing at impact loading from the borehole at elastic strain rate ddt=10 
s
-1




Figure 3.9 Hydraulic fracturing at impact loading from the borehole at elastic strain rate 
ddt=100 s
-1
























3.4. Effect of fracturing fluid viscosity  
 This chapter presents results from the study of Newtonian fluid viscosity effect on 
hydraulic fracture initiation and propagation from the borehole. The general trend in hydraulic 
fracturing field implementation is towards varying the fluid viscosity during the fracturing 
treatment, starting at very low and gradually increasing. When higher fluid viscosities are used 
fracture width increases in linear elastic isotropic models. Higher fluid viscosities are also used 
to transport proppant into the fracture. 
First, the effect of fluid viscosity on fracture initiation is investigated by pressurizing the 
borehole with a constant fluid flow rate. The borehole is pressurized from the initial pressure of 
18 MPa in order to shorten the model running time. Three different models, namely coarse, fine 
and mixed particle assemblies are used. The coarse and fine particle assembly have 
Rmax/Rmin=1.66, and the mixed particle Rmax/Rmin=2.5, and the random radii choice follow the 
normal distribution between.  
Fig. 3.14 shows the effect of fluid viscosity on the fracture propagation immediately after 
the borehole breakdown. The fine particles assembly (Fig. 3.12) is used. Black arrows in the Fig. 
3.14 are particle velocity vectors. The borehole area can be recognized as white disk in the 
middle of the model, with the fluid pressure indicated as blue disk. The borehole is pressurized 
-7 s). The 
ideal borehole breakdown pressure after Kirsch’s solution is Pb,id =15.0 MPa. After the 
breakdown in the direction of the maximum confinement stress, the sample with lower fluid 
viscosity shows fluid infiltration into the fracture (represented with blue disks), which transfers 
pressure deeper into the newly formed fracture, and enables its propagation. As a result, new 




fluid viscosity (left), there is no fluid flow in the fracture at this moment, and fracture does not 
propagate. 
Fig. 3.15 shows the stepped borehole pressure increase loading procedure of hydraulic 
fracturing using different fluid viscosities for impermeable synthetic granite. The model with 
higher fluid viscosity was pressurized up to 26 MPa, while the model with lower fluid viscosity 





Figure 3.12 Mixed particle assembly model, where Rmin is the smallest particle radius and Rmax is 







Figure 3.13 Fine particle assembly model, where Rmin is the smallest particle radius and Rmax is 




Figure 3.14 Coarse particle assembly model, where Rmin is the smallest particle radius and Rmax is 






          
 
 
Figure 3.15 Fine particle assembly, pressurized at a constant Pb=16,0 MPa (Pb,id=15MPa) 
wellbore pressure with fluid visocisty 10
-3
 Pa·s (left)  10
-7
 Pa·s (middle) and 10
-9
 Pa·s 





Figure 3.16 Borehole pressure increase in stages 
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Figure 3.18 Fracture propagation for stage pressurizing at the borehole with fluid =100 Pa·s 
 
For two identical impermeable synthetic granite models, with identical boundary and initial 
conditions, hydraulic fracturing was modeled using stepped borehole pressure increase. Low 
viscosity fluid result shown in Fig. 3.16 produced two similar fractures that propagate from the 
borehole in the direction of maximum confinement stress (max=10 MPa, min=6 MPa). Cyan 
dots represent fluid pressure and infiltration in the fracture; blue lines are tensile fractures 
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between particles. Un-wetted zone can be seen at the fracture tip in Fig. 3.16. Unlike low 
viscosity, when high viscosity fluid is used, many fracture branches occur from the borehole. 
Very little fluid was able to infiltrate the fractures, and instead of fracture propagation, new 
fractures are formed around the borehole. This result suggests that caution is necessary when 
using higher fluid viscosity and especially in combination of increased pressurizing in hope of 
starting the fracture to propagate. Finally, the constant quasi-static flow rate is used for studying 
fracture initiation and propagation from the borehole, with a focus on the borehole pressure drop 
and fluid flow in fracture.The PFC
2D
 model results used three different fluid viscosities, 
1=0.072 Pa·s, 2=10
-3
 Pa·s and 3=10
-7
 Pa·s. Effects of fluid viscosity on breakdown pressure 
and formation of micro cracks is investigated. Fig. 3.18 shows the comparison of borehole 
pressure at breakdown and the pressure evolution for the synthetic granite sample. In these 
examples, the fracture initiation pressure is studied on the initially non-permeable synthetic 
granite. It is confirmed that fluid viscosity does not affect the breakdown pressure, however the 
fluid flow in the fracture cannot be established when high viscosity fluid is used and many micro 
cracks were formed over a wide area. 
Next, the fluid viscosity effect is investigated on mixed particle model (Fig. 3.11). The 
ratio of maximum to minimum particle radius is 2.5, and this model represents and idealized 
coarse grained synthetic granite. Fig. 3.18 shows the effect of stepped borehole pressure increase 
(Fig. 3.15) on the coarse grained synthetic granite. It can be concluded, that the fracture initiation 
pressure is not sensitive to the grain size distribution, but the fracture propagation is. The 
fractures shown in Fig. 3.18 are more tortuous and branched than those in Fig. 3.16 for example, 
where relatively low viscosity fluid was used on fine grained synthetic granite. The same 





b)    
c)    
 





 Pa·s, Pb,max=26 MPa; c)1=10
-7
 Pa·s, Pb,max=26 MPa. 
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Figure 3.20 Borehole pressure with different fluid dynamic viscosities 
fine grained synthetic granite.  
 
Shear micro cracks (red lines) scattered over the synthetic granite sample are more 
present in the coarse grained synthetic granite. Only the lowest fluid dynamic viscosity used in 
this study in Fig. 3.18 show some significant flow (cyan) into the fracture, and is associated with 
the propagation of single fracture from the borehole.  
The boundary loading condition at the borehole is now changed to represent a constant 
flow rate (qb=0.05 ml/min) similar to one used in the laboratory investigation, for confirming the 
assumption that the fluid flow in the fracture is associated with the borehole pressure drop. The 
borehole pressure was monitored during the time-stepping procedure. Fig. 3.18 shows borehole 
pressure evolution results for three different fluid viscosities. Similar results are obtained with 
regard to borehole damage and micro cracks as when the borehole was pressurized in stages. 
Higher fluid viscosity is associated with larger number simultaneous fractures that do not 
propagate far from the borehole accompanied with the constant increase in borehole pressure. 




the borehole pressure drop is also observed associated with propagation of a single pressure. It 
can be concluded, that the pressure drop is not a reliable indicator of the successful fracture 
initiation, but it indicates when the fluid starts to flow into the fracture. It is observed in DEM 
simulations that the fluid infiltration is necessary for further fracture propagation.  
 
3.5 Effects of rock initial permeability on the breakdown pressure 
 Simulations were performed on the coarse grained synthetic granite model (Rmin=2.2 mm, 
Rmax/Rmin=1.66) with initial permeability zero (fluid channels between adjacent particles are 








 (initial small flow 
channels aperture). The Darcy’s permeability is measured on unconfined samples. However, due 
to pressurization and stresses between particles, the size of flow channels may change, especially 
of the rock in the vicinity of the borehole, the permeability locally decreases proportionally with 
the inter-particle contact force increase.  The borehole boundary conditions are set as a constant 
fluid flow rate, and the borehole pressure was monitored during simulations. 
Experimental results of hydraulic fracturing of the red rock granite sample with water 
(=0.001 Pa·s) and oil (=0.072 Pa·s) gave insight into the effect of fluid infiltration to the rock 
matrix on the fracture shape and breakdown pressure on confined and unconfined granite block 
(Appendix B). In experiments, fracture was branching in the borehole vicinity but the general 
fracture propagation direction was established in the direction of the maximum confining stress. 
Acoustic emission data from laboratory samples fractured with high viscosity pressurized fluid 
produced more AE events.  
 Figs. 3.20 shows the comparison of fracture initiation pressure with low fluid dynamic 
viscosity (=10
-7




sample. The initial pressures are 12 MPa and 18 MPa, because starting from zero pressure would 
require significant computational time. It can be seen that the synthetic granite permeability does 
not affect significantly borehole pressure evolution when the low viscosity fluid is used, because 
the curves nearly match each other. The results show that the fracture initiation pressure did not 
significantly vary for low and high permeable synthetic granite, while it was slightly higher for 




/s) until the 
fracture almost reached the sample boundary. The fracture propagation pressure was established 
at approximately 18 MPa. Fig. 3.21 shows number of tensile micro cracks (broken particle 
normal parallel bonds) versus the borehole pressure. The fracture propagation velocity can be 
estimated from Figs. 3.20 and 3.21 by observing the steady fracture propagation, time and 
number of cracks as v=86 cm/s in the case of aligned fractures.  
Figs 3.22 and 3.23 two fractures are visible that propagate from the borehole in the 
direction of maximum confinement stress. Both fractures show “dry” area of the fracture tip, 
because the cyan circles represent pressures in fluid reservoirs and therefore indicate the part of 
the fracture “filled” with fluid. It was observed during three tests with very low viscosity fluid 
that this dry length remains constant during the fracturing. 
Fig. 3.24 shows the borehole pressure evolution using water (=0.001 Pa·s) as fracturing 
fluid. The pressure increased significantly up to approximately 44 MPa in the case of permeable 
granite. For initially impermeable rock matrix, the breakdown pressure was lower and in the 
range similar to the case of low viscosity fluid used in the previous example (Figs. 3.20-3.23). 
However, the fracture propagation pressure was comparable to any type of granite initial 
permeability (Fig. 3.21). In order to get an insight into the mechanical behavior of the rock 




















   
 
Figure 3.23 Fracture for low viscosity fluid (=10
-7









Figure 3.24 Fracture for low viscosity fluid (=10
-7

























Figure 3.27 Fracture for water (=10
-3
 Pa·s) and no initial permeability  
 
    
 
Figure 3.28 Fracture for water (=10
-3









    
 
Figure 3.29 Fracture for water (=10
-3






Figs. 3.29 to 3.30 show results of fracturing with high viscosity fluid (=0.072 Pa·s). The 
fracturing was performed under steady borehole flow rate. Relationship between the flow rate, 
pressure development and pressure drop and micro cracking was investigated in order to see how 
the fluid viscosity affects fracturing processes. The borehole pressure increases constantly under 
steady flow rate in spite of the fact that the first microcracks occurred at lower pressure. Fig. 3.30 
shows steep increase in number of microcracks with time, which indicates the formation of 
multiple fractures. 
 Figs. 3.31 to 3.33 show micromechanical picture of fractured zone for different granite 
permeability. It can be seen that the single propagating fracture did not occur in any of the 
observed cases. Compared to water, the fractured zone is wider (in the direction perpendicular to 
the maximum confining stress) but its shape is similar. The absence of peak borehole pressure 




In this chapter the influence of fluid viscosity is investigated with respect to the two 
different initial rock porosities and the case of impermeable synthetic rock mass. The focus is on 
micromechanics and development of new microcracks is monitored during loading the borehole 
and fracturing. Using high viscosity fluid in permeable granite caused more micro cracks than in 
impermeable granite. At low fluid viscosities, the permeability does not significantly affect 
fracture propagation. High viscosity fluid infiltrates the rock matrix, but it has very small 
mobility. With gradual pumping at a constant rate, fluid infiltrates rock more and more and 
eventually causes simultaneous fracturing of wider zone that is accompanied with the borehole 
pressure increase. On the other hand, low viscosity fluid is able to migrate through the permeable 
rock matrix more easily. When low viscosity fluid infiltrates the newly formed fracture, it 
becomes dominant and wider compared to the adjacent narrow channels between bonded 
particles. 
 
   
 







Figure 3.31 The borehole pressure evolution versus number of cracks for motor oil (=0.072 
Pa·s) 
 
    
 






     
 





















3.6. Analysis of the principal stress rotation during hydraulic fracturing 
 In order to better understand the micromechanics associated with hydraulic fracturing of 
synthetic low permeable granite from the pressurized borehole, the directions of principal 
stresses are plotted for each particle during the fracturing. The FISH function was written in 
PFC
2D 
that calls two dimensional stress states for each particle at the end of each time step, and 
using the assumption of linear elasticity and Mohr’s circle, the directions of principal stresses are 
plotted. Fig. 3.34 shows rotation of principal stresses for a single defined fracture obtained with 
low viscosity fluid. It can be seen that the fracture propagates perpendicular to the minimum 
local principal stress. In the vicinity of the formed fracture, in spite of further borehole 
pressurization, the principal stress orientation did not change. So, it can be seen in Fig. 3.34 how 
the complete area around the borehole where the fracture is already formed shows clearly 
defined stress state. On the contrary, in front of the propagating fracture, the stresses are still not 
in the “right” orientation, even in the proximity of the fracture tip. It cannot be seen in Fig. 3.34, 
but at the boundaries of the specimen near the walls the maximum principal stresses are oriented 
according to the maximum confinement. As well, it is interesting to note that the maximum 
principal stresses are completely oriented along the borehole only where the fluid flow exist. The 
tip of the fracture, so called “non-wetted” zone is not characterized with complete principal 
stress orientation. For comparison with Fig. 3.34 the other extreme case is observed, where the 
fracturing was attempted with high viscosity fluid. It can be seen in Fig. 3.35 that maximum 
principal stresses orientation is very scattered in the zone of micro cracks. The maximum 
principal stress seems more regular in the areas around the fractured zone than within the 







Figure 3.35 Maximum (black) and minimum (red) principal stress directions, low viscosity fluid 




Figure 3.36 Maximum (black) principal stress directions, high viscosity fluid (=0.072 Pa·s) and 








Figure 3.37 Minimum (red) principal stress directions, high viscosity fluid (=0.072 Pa·s) and 
granite initial permeability k=8·10
-14 
 
A very slow model was run in DEM (Fig. 3.36) in order to investigate the single 
hydraulic fracture propagation micro mechanics. In this example, the borehole pressure was kept 
constant at P=16 MPa and only slightly increased up to P=17 MPa when the fracture stopped 
propagating. The fluid viscosity was very low =10
-9
 Pa·s. The hydraulic fracture formed under 
these conditions is relatively straight and parallel to the maximum confinement stress. The 
fracture is formed of connected tensile micro cracks between particles. Reservoir fluid pressures 
(cyan) show how far the fluid infiltrated the fracture. The portion at the front of the fracture, so 
called un-wetted zone, is visible as the area without significant fluid pressures present. Fig. 3.37 
shows shear micro fractures (red) and tensile (blue) main fracture on the left and parallel bond 
forces on the right. Compressive parallel bonds forces (black) are concentrated around the 









Figure 3.38 Fully developed hydraulic fracture in fine particle model (=10
-9







    
 
 
Figure 3.39 Tensile (blue) and shear (red) micro cracks (left) and parallel bond compressive 
(black) and tensile (red) forces (right) 
 
It is interesting to note, that fluid in the fracture plays an important role in stress 
orientation and induces compression in rock. As a consequence, rock is additionally pressurized 
as long as fracture propagates and is filled with fluid. Fig. 3.38 shows the principal stresses. The 
sample studied here is under constant confinement boundary conditions, with the horizontal wall 
stresses of 7 MPa and vertical wall stress at 13 MPa. Fig. 3.38 shows how the principal stresses 
are distributed within the synthetic granite sample at a particle level. Maximum principal stresses 
deviate around the borehole following their form. It is clearly visible that the fracture is oriented 
parallel to vertical maximum confinement, and the stresses are as well oriented in that was along 
the fracture. However, the part of the fracture that is not filled with fluid had different orientation 





   
 
Figure 3.40 Maximum principal particle stresses,  (left) and minimum principal particle 













4. MICROMECHANICS OF HYDRO-THERMO-MECHANICAL FRACTURING 
 
4.1. Introduction 
The novel convection-conduction heat transport model is built within the framework of the 
Bonded Particle Model (BPM). The aim of this model is to investigate the heat exchange 
between rock and fracturing fluid and potential damage in rock near the fracture caused by 
thermal stresses. First, the heat transport model verification is presented, and second the effect of 
fluid and rock temperature difference on fracturing is investigated. 
 
4.2 The novel convection-conduction heat transport model verification 
 For validating the novel heat convection-conduction model, the heat transfer was 
modeled using an existing fracture within the 1 x 1 m block of synthetic rock mass in BPM. 
Parallel bonds were set extremely high in order to disable thermal fracturing and force fluid to 
flow only through the existing fracture network. The results are compared with the results 
obtained in a different software (Abdallah et al., 1995).  
Fig. 4.1 shows the one-way coupling, where the fluid temperature is kept constant at 
Tf,const=50 °C. The initial boundary conditions of the left and right bonded particles boundary are 
held constant. After some time, the equilibrium is achieved, and as the fluid flows through the 
rock fracture at constant velocity, the particles exhibit cooling in the left and heating in the right 
half of the model. The graph plotted over the model figure shows the incremental change of 
particles temperatures at the cross section of the second raw of particles from the fracture and 







Figure 4.1 Advection-conduction heat flow model, where fluid temperature is constant and the 
heat transfer from rock to fluid is disabled, while the heat transfer from fluid to rock is enabled 
 
 Fig. 4.2 shows the full convective-conductive coupling under the constant pressure 
difference between the entrance and the exit of the fracture. The entrance fluid temperature is 
Ti,left=0 °C, and the rock temperature is kept constant on the left (Tp,left=100 °C) and right 
(Tp,right=0 °C) boundaries.  
Figs. 4.3 and 4.4 show how the amount of heat transfered from the rock to flowing fluid in the 
channel and vice versa depend on channel width. Two channel width, wf=0.5 mm and wf=0.8mm 
are used for circulating fluid under the pressure difference P=10.0 MPa. Fluid viscosity is 
=2.778·10
-4
 Pa·s. Temperature profile after the equilibrium was reached is shown in Figs. 4.3 







Figure 4.1 Convective-conductive heat exchange between fluid and rock (wf=3.0 mm, P=1.0 














Figure 4.3 Convective-conductive heat exchange between fluid and rock (wf=1.0 mm, P=10.0 
MPa, =0.001 Pa·s) 
 
 The upper line shows higher average temperatures while the lower line represents the row 
of particles next to the channel. The parameters were chosen for comparison with the previously 
published data (Abdallah et al., 1995). In their work, Abdallah et al. (1995) used finite 
differences to verify similar solution implemented in the commercially available code UDEC to 
the one in this research. Fig. 4.5 shows the comparison for the cases shown in Figs. 4.3 and 4.4.  
The comparison between two codes shows good results matching. For the higher fluid 
velocity associated with the wider fracture, discrepancy is larger than for the narrow fracture 
width. Another reason for the discrepancy is that the exact position of the cross section where the 
temperature was measured is not the same. For PFC
2D
 the average temperature of the second raw 
of particles is shown as representative for the rock, while in the Abdallah et al. (1995) paper the 




shows quantitatively and qualitatively satisfactory behavior. Further work is needed to calibrate 




Figure 4.4 Comparison of the novel DEM code with previously published results (Abdallah et 
al., 1995) 
 
 Fluid viscosity, fracture width and pressure difference between fracture entrance and exit 
all affect the heat transport and heat exchange between particles and rock. Fluid velocity is 
therefore very important factor that governs heat exchange. Next, the effect of fluid viscosity is 
demonstrated in Figs. 4.6 – 4.9. Fig. 4.6 shows the fluid-rock heat transfer coupling with 
relatively low fluid viscosity (=0.001 Pa·s) and the heat transfer is significant. For a 
comparison, in Fig. 4.7 fluid is subjected to the same flow conditions as in the Fig. 4.6, except 
for the fluid viscosity that is 10 times higher (=0.01 Pa·s). As a result, fluid-rock heat exchange 
is significantly decreases with fluid viscosity increase. Fig. 4.8 shows results of fluid-rock heat 
exchange for 100 times higher fluid viscosity than in the Fig. 4.6 (=0.1 Pa·s), and here the 
























Figure 4.8 Comparison of fluid viscosity effects in PFC
2D
 in the first row of particles next to the 







Figure 4.9 Comparison of fluid viscosity effects in PFC2D in the second row of particles next to 
the fracture (rock) 
 
It can be concluded from the cases shown in this chapter that fluid viscosity significantly affects 
the amount of heat exchanged between rock and fluid. The main reason for this is the fact that 
fluid velocity increases with viscosity increase. Therefore, the processes of transient heat flow 
inside the rock and the transient heat exchange between fluid and rock are directly affected by 
fluid viscosity change. When the fluid velocity in the fracture is low, the amount of heat 
exchanged between fluid and rock is also low.  It can be seen in the Fig. 4.9 that the second row 
of particles away from the fracture surface (rock mass in the vicinity of the fracture) got 
negligibly affected by the high viscosity fluid flowing through the fracture. In low fluid velocity 
regime, fluid was not able to “transfer” heat towards the right model side, which can be seen in 
the Fig. 4.9 because rock in the vicinity of the fracture on the right side did not heat up. On the 
contrary, when low viscosity fluid was used, rock temperature significantly decreased on the left 
side of the model and increased on the right side of the model. The change in rock temperature in 




4.3 Hydraulic fracturing of hot granite with cold pressurized fluid 
 The effects of pressurized fluid fracturing of hot synthetic granite is investigated using 
the novel model for conductive heat and transport coupled with convective fluid and heat 
transport in hydraulic fracture. Table 3 shows the thermal parameters chosen for synthetic granite 
that resemble typical values for granite. 
Table 3 Micro parameters for the granite rocks at 200
 
°C (Heuze, 1983; Surma and Geraud, 
2003) 
Cv J/kg °C 1050 
Kt W/m °C 3 
t 10
-6
 /°C 10 
 
 Fig. 4.10 shows a snapshot of hydraulic fracture initiation. The borehole pressure 
evolution is plotted above the picture of physical specimen. First, it can be seen that the fracture 
initiated in the direction of maximum confinement stress.  
         
 





The borehole pressure at the first fracture initiation is lower than for un-heated sample if 
we compare those results with the previously shown for =10
-9
 Pa·s and zero initial permeability 
(Fig 3.18). Fig. 4.10 shows hydraulic fracture at the early stage propagating from the borehole. If 
we compare the fracture zone with the one in Fig. 3.37 which was established under exactly 
same initial and boundary conditions except for the thermal effects, it can be seen that 
temperature difference between fluid and rock causes additional micro cracks adjacent to the 
main fracture. Fig. 4.11 shows a closer view of the micro mechanics near the wellbore. Here, red 
lines are shear fractures, blue lines are tensile fractures, cyan represents fluid pressure and black 
arrows are heat flux vectors. It can be seen that as the fluid infiltrates the fracture, heat exchange 
happens between and adjacent rock. Additional micro cracks are formed perpendicular to the 
propagating fracture, but in the vicinity of the wellbore. At the same time, fluid is heated. Since 





Figure 4.11 Fracture initiation and breakdown pressure with °C 
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These results show that the amount of micro cracking and damage around the borehole depends 
not only on temperature difference, but as well on the duration of hydraulic fracturing. It is 
shown here, using DEM, that micro cracking occurs instantly for the narrow zone near the 
fracture entrance from the wellbore. The capability of fluid to change its temperature is 
important, because then fluid that enters deeper into fracture will not be able to cause damage at 







5. HORIZONTAL PROPPANT FLOW AND TRANSPORT IN FRACTURE 
 
5.1. Introduction 
 The horizontal component of proppant flow and transport in hydraulic fracture is 
investigated using DEM-CFD approach in two dimensions. The new knowledge obtained in this 
research contributes to understanding the micro-mechanical behavior of rigid particles in viscous 
fluid slurry. In highly viscous fluids, which are typically used and required for successful 
proppant placement in hydraulic fracture, particle agglomeration may occur and lead to fracture 
clogging at high particle concentrations. The type of two-way coupled flow in this research is 
characterized as a dense-phase coupled flow. Particle-particle and particle-wall collisions 
influence the behavior of slurries constrained between two parallel walls thereby affecting solids 
transport and the fluid flow field. As the particle concentration increases, collisions become more 
frequent compared to the dilute flow and their effect on the flow field cannot be neglected. 
Particularly, lubrication from a thin fluid layer formed between approaching particles acts as 
non-linear damper affecting particle kinetic energy and post-collision behavior. Better 
understanding of the micromechanics related to dense-phase viscous fluid-solid flow is important 
for both remediation of undesirable flow phenomena related to segregation of slurries and 
enhancing slurry flow. 
 The focus of the research presented in this chapter is on modeling dense-phase granular 
particle flow and transport between parallel walls without considering gravity, because gravity 
causes particle settling and, therefore, enhances aggregation of particles in the channel. In order 
to better understand and isolate the micromechanics of lubrication effects on particle 




parameters of fluid-solid transport in a channel, such as pressure drop, particle concentration and 
fluid properties, are evaluated. Phase diagram of the particle-fluid flow, represented by a plot of 
the pressure drop against the superficial fluid velocity in the log-log scale, is used to study the 
flow regime for different parameter combinations.  
DEM-CFD model in two dimensions was used to investigate the dense-phase solid fluid 
coupled flow. The numerical model enables isolated investigation of horizontal slurry flow 
without gravity. The novel elasto-hydrodynamic contact model is used to simulate non-linear 
particle collisions behavior in PFC
2D
. In a multi-particle system, if the lubrication force 
sufficiently decreases the particle velocities when they approach each other, the particles may 
stick together and get trapped in the fluid and start to agglomerate into clumps. The importance 
of fluid lubrication in a dense-phase fluid-particle coupled flow is studied with respect to 
parameters including the pressure drop in the channel, the particle volumetric concentration, the 
fluid viscosity, and the particle diameter and channel width ratio. 
 Coupled particle and fluid flow is investigated in 2 and 4 mm wide channels with 
uniform sand particles with a diameter of 0.5 mm. Particles with volumetric concentrations from 
cv=0.07 to 0.39 are transported through a 0.5 m  length of the channel using a constant pressure 
difference in the inlet (left) and outlet (right) boundaries. Initially, both particles and fluid in the 
channel have zero velocity. Using PFC
2D
, it is possible to trace the motion of each particle and 
fluid over the fixed grid. After a certain amount of time has passed in the simulation, the flow 
stabilizes and the velocities reach steady-state value. Fluid and particle velocities were monitored 
during the simulations and averaged over the control volume that is represented with 10 fluid 







Figure 5.1 The initial geometry for the 2 mm wide channel 
 
5.2. Validation of lubrication contact model 
The lubrication contact model implemented in PFC
2D
 is validated by determining the coefficient 
of restitution that the model predicts for the rebound of particles dropped on a smooth horizontal 
surface. The coefficient of restitution er of two colliding objects is defined as the fractional value 
representing the ratio of speeds of the particles after and before an impact taken along the line of 
the impact. First, a particle is dropped with gravitational acceleration in PFC
2D
 from several 
different heights towards a smooth horizontal wall and allowed to rebound back up. Second, the 
maximum height of particle rebound was measured. The measured heights were used to calculate 









    (5.1) 
where v2 is the velocity of particle after the impact with wall and v1 is the velocity of the particle 
before the impact with the horizontal wall, g is gravity, h1 is the initial particle height and h2 is 
the height at which the particles stops after rebound. It was assumed that both the particle and 
wall surfaces are wetted with fluid in the model. Fig. 5.2 shows the results of a series of particle 






 simulation was run for five sets of dynamic fluid viscosities (=0.001 to 0.050 
Pa∙s). The coefficient of restitution shown on the ordinate in Fig. 5.2 was calculated using Eq. 
(5.1) and particle impact velocities shown on the abscissa were obtained from the original drop 
height and gravity.  
 
 
Figure 5.2 Results of coefficient of restitution for the lubricated contact model 
 
 The user-defined contact model yields the non-linear coefficient of restitution curves that 
differ for each fluid viscosity (Fig. 5.2). Lubrication force magnitude is proportional to the 
particle approaching velocity and to fluid dynamic viscosity, and increases as the distance 
between surfaces decreases. Because lubrication acts before the particle surface contacts the 
wall, it changes the original impact velocity. Therefore, for a very small value of the impact 
velocity the lubrication force is able to completely stop the particle motion and to significantly 
affect the coefficient of restitution. However, for a particle dropped from a larger height, the 




 As expected, the impact energy gets more efficiently dissipated at higher the fluid 
viscosity. For low fluid viscosity (gas) lubrication effect is almost negligible, while for higher 
viscosity (proppant carrying fracturing fluids) particle was able to sustain the rebound 
significantly. In comparison, the coefficient of restitution of the commonly used Kelvin-Voigt 
contact model in DEM does not depend on fluid properties and impact velocity. In other words, 
the coefficient of restitution has a constant value of 1 for any value of approaching velocity if the 
damping is not part of the model, or it can have some other value less than one, but constant, 
depending of the damping value.  
 The validity of the predicted non-linear coefficient of restitution and its dependency on 
fluid viscosity is verified by comparing the results shown in Fig. 5.2 with experimental and 
theoretical data. Using the Stokes number enables direct comparison of PFC
2D
 simulation results 
with previous theoretical and experimental results on spheres with different sizes and materials.  
Results are presented in Fig. 5.3 are in form of the coefficient of restitution as function of Stokes 









where m is the particle mass and v1 is the particle approaching velocity. Thus, the coefficient of 
restitution curve is now normalized with the values of fluid viscosity, impact velocity, particle 
mass and particle radius. Stokes number represents a relation between particle inertia forces and 
fluid forces, and in case of the single-particle Stokes number, the numerator provides a measure 
of available momentum in the solid phase that sustains particle motion through the liquid. In the 
context of coefficient of restitution observations, a critical value of Stokes number represents the 




wall. The author think that the coefficient of restitution versus the Stokes number functional 
curve matches the experimental results well, except for the shift of the particle rebound value at 
the critical Stokes number. Capturing the non-linear collision behavior with our new DEM 
contact model, compared to the standard Kelvin-Voigt model, is more important than the small 
difference in particles rebound value. 
 The PFC
2D
 model results using a range of dynamic fluid viscosities show smaller critical 
Stokes number compared to experimentally obtained results for spheres collisions glass, steel 
and Delrum particles. From the PFC
2D
 model, this value is St4, which corresponds to theoretical 
value used to formulate the lubrication contact model. In comparison this value is approximately 
St=10 for the experimental work (Fig. 5.3) on both particle-particle and particle-wall impact. 
Physically, this discrepancy means that particles in the DEM model will start to rebound at little 






































Collision Stokes number, St  
DEM model (0.001 Pa s)
DEM model (0.005 Pa s)
DEM model (0.01 Pa s)
DEM model (0.015 Pa s)
DEM model (0.025 Pa s)
Yang and Hunt (2006)
Joseph et al. (2001)
Zhang et al. (2005) (a)
Zhang et al. (2005) (b)










(r=0.4 mm) after theory developed by Davis (1886) and comparison with experimental results of 
Yang and Hunt (2006) for identical spheres impact (steel, glass, Delrum), Joseph et al. (2001) for  
particle-wall impact (glass particle on zerodur wall in water-glycerol mixture)  Zhang et al. 
(2005) for the study of effect of particle surface roughness: (a) hmin/h0=1/5; (a) hmin/h0=1/10; (a) 
hmin/h0=1/20; where hmin is surface asperity height due to roughness and h0 is particle radius 
 It can be concluded that the new user-defined contact model as implemented in PFC
2D
 
captures the desired non-linear energy dissipation behavior typical for immersed particle-particle 
and particle-wall collisions. The restitution coefficient and the Stokes number are chosen to as 
parameters for the evaluation of lubrication incorporation in DEM. Those parameters provide a 
sufficient insight into the particles contact behavior and they have been previously used in both 
theoretical and experimental work for lubrication evaluation. 
 
5.3. Effect of pressure on particle flow and transport 
 Particle flow and transport with different concentrations in fluid under the prescribed 
pressure difference at the two ends of a channel would ideally be linearly varying along the 
channel. For dilute flows, where particle concentrations are low, it is assumed that the pressure 
gradient in the channel yields linear velocity distribution along the channel length, and transport 
of solids can be predicted from the flow data and initial conditions. PFC
2D
 simulations of dense 
particle transport taking into account the particles interactions show a different trend. Fig. 5.4 
shows the results of fluid-particle coupled flow in the 4 mm wide channel. Four plots show the 
results of slip velocity (the difference between particle and fluid velocity) dependence on 







Figure 5.4 Phase diagrams for 4mm wide channel (w/D=6.6). Average slip velocity is the 
difference between average fluid and average particles velocities measured in control volume 
 
 The plots contains simulation results over a range of channel pressure drop values and 
different fluid viscosities. For stable flows, the slip velocity is expected to be related to the 
boundary pressure conditions at the entrance to the channel. That would imply that it is possible 
to predict the particle transport velocities across the channel by controling the inlet pressure. 
However, results of this study reveal that the particle transport velocities can not be predicted 
uniquely for different pressure rates while keeping fluid properties and solids characteristics 




agglomeration that happens at higher concentrations and viscosites, and lower pressures. At low 
particle concentrations, the dependency of slip velocity on the pressure difference along the 
channel can be described with power-low relationship, as can be seen in the Fig. 5.4. Four 
parallel lines in the Fig. 5.4a represent simulation results with different fluid viscosities. As the 
particle concentration increases, the deviation from power-law relationship becomes more 
pronounced.  
 Figs. 5.5 and 5.6 show average fluid and particle velocities with varying channel pressure 
difference in the entire channel, viscosity and particle concentration. Comparing the fluid 
velocities (Fig. 5.5) with particle velocities (Fig. 5.6), differences can be seen how the solid and 
fluid phases respond to flow. As can be seen in the slopes of the different plots in the two 
figures, the fluid shows more uniform response while particle velocities show larger scatter and 
unpredictability. For higher particle concentrations, fluid viscosity and low pressure strongly 
enhance the slowing down of particles. Dynamic equilibrium of the phases is achieved when 
particles and fluid have the same velocity (Crowe et al. 2011) and the Stokes number approaches 
zero. In such a situation, the mixture can be regarded as the flow of a single phase with modified 
properties. It can be seen that for a given combination of fluid and particles parameters, dynamic 
equilibrium is rare. As a consequence, it would not be possible to replace the slurry with a single 
phase. Zero slip velocity also means that the flow is stable and in dynamic equilibrium. From 
Figs. 5.4 to 5.6, it can be seen that the increase in pressure adds to the increase in the slip 
velocity between particles and fluid, and the effect of the fluid viscosity on the solids transport 
loses its importance. To conclude, at higher pressures, lubrication force has less effect on particle 




 Figs. 5.7 and 5.8 show the cumulative plots of fluid and particle average velocities versus 
pressure drop in the 4 mm wide channel. Fluid velocities (Fig. 5.7) have smaller sensitivities than 
particle velocities (Fig. 5.8) to the increase of fluid viscosity and initial particle concentration 
(cv). Particle velocities fluctuations are caused by inter-particle collisions, whose frequency 
obviously increases at higher pressure drops. Higher fluid viscosities are related with large 
scatter (Fig. 5.8) of particles velocities, which also indicates the importance of fluid lubrication. 
It can be concluded from Figs. 5.7 and 5.8 that the slurry flow and the solids transport are more 
affected by particle collisions at the lower values of the pressure in the channel.  
 
 
Figure 5.5 Phase diagrams for 4mm wide channel (w/D=6.6). Average fluid velocity is the 







Figure 5.6 Phase diagrams for 4mm wide channel (w/D=6.6). Average particle velocity is the 












Figure 5.8 Phase diagram of average particles velocities in the 4 mm wide channel, c=initial 
particle volumetric concentration 
 
 Figs. 5.9 and 5.10 show the cumulative plots of flow simulations for a 2 mm wide 
channel. In fluids with higher viscosities than water, it was not possible to establish a consistent 
pattern for particle flow and transport at the volumetric concentrations higher than cv=0.14. In 
Fig. 5.9, the average fluid velocity curves do not have the same slopes at the different 
concentrations, and their distances from each other are different for the low and the high 
concentrations. In Fig. 5.10, the flow velocity curves at observed particle concentrations also do 
not have the same slopes. Finally, flow irregularities are more pronounced at higher 
concentrations. It is observed in the simulations that the narrow channel clogged more abruptly 
and suddenly due to the buildup of particle agglomerates than in the 4 mm wide channel. 
Fig. 5.11 illustrates the effect of pressure on agglomeration when particle volumetric 
concentrations are high in the 4 mm wide channel. Affected by lubrication, inelastic collisions 
cause particle agglomeration in the absence of the sufficient fluid drag. These concentrations 
represent the borderline value and further attempts in simulating higher particles concentrations 











Figure 5.10 Phase diagram of average particles velocities in the 2 mm wide channel, c=initial 
particle volumetric concentration 
 
 Particles are transported through the channel while at low pressures they tend to 
agglomerate more disrupting the particle flow and transport (plots D, E and F). In the extreme 
case of very high fluid viscosity and low pressure (plot F), particles clog the channel at the 




fluid viscosity. These plots clearly indicate that at higher pressures, fluid drag dominates over 
particle collisions and they can be transported through the channel, while at low pressures 
particles choke the channel.  
 
 
Figure 5.11 Effect of pressure and fluid viscosity on particle agglomeration in 4 mm wide 
channel. 
 
 The results of the simulations demonstrate the effect of fluid lubrication on particle flow 
and transport as a dense-phase flow, where higher pressures promote the frequency of particle 
collisions that cause particles to agglomerate and disrupt particle flow and transport in the slurry. 





5.4 Effect of volumetric particle concentration on particle flow and transport 
 Fig. 5.12 shows the effects of the particle concentrations on the solid transport between 
parallel walls. The graphs on the left side in Fig. 5.12 show the average fluid velocity versus 
particle volumetric concentrations and on the right side the average particles velocities. 
Observations are separately shown for different fluid viscosities to obtain a better clarity of the 
presented results. The hypothesis that an increase in particle concentrations enhances the number 
of collision events can be explained using Fig. 5.12 and subsequent figures. As the frequency of 
particle collisions in fluid increases, the viscous fluid lubrication damps particle collisions. 
Because of the high fluid viscosity, lubrication effect is dominant and particles do not rebound. 
As a result, the particles agglomerate in fluid and are further transported in a trapped form 
adjacent to each other forming a clump.  
 For low viscosity fluid, an increase in particle concentration results in systematic 
decrease of both fluid and particles velocities. This trend is also theoretically observed and 
elaborated by  and (Ishii and Zuber, 1979). The velocity decrease is observed for any fluid 
pressure rate drop (Figs. 5.12a and 5.12b). On the other hand, as the carrying fluid dynamic 
viscosity increases, it can be seen that the particle concentration increase does not completely 
agree with the trend of velocities decrease. More particularly, at a lower channel pressure drop 
and for medium fluid dynamic viscosity, fluid and particle velocities are similar for any particle 
concentrations as can be seen in Figs. 5.12c and 5.12d for /p L <2000 Pa/m, and in Figs. 5.12e 
and 5.12f for /p L  <10000 Pa/m.  
Figs. 5.12g and 5.12h show results of particle and fluid flow and transport in a relatively high 
fluid viscosity of 0.050 Pa·s. Two phenomena can be observed in these plots that are 




flow. First, particle concentrations played negligible role for velocities, and fluid and particles 
seem to have similar or constant velocities at any particle concentrations. Second, the low 
channel pressure drops were not even enough to induce particle transport before large clumps 
have been formed and have stopped the flow of the solids. To conclude, particle concentration is 
not the only parameter that accounts for the decrease in fluid and solids velocity, but the 
lubrication and particles collisions may prevail at certain conditions obstructing the flow and 
clogging of the channel. The maximum packing parameter for solid particle systems before 
clogging occurs depends on the fluid dynamic viscosity and the channel pressure drop (drag 
force), and might be less than cv,max=0.3 as observed in these simulations.  
Fig. 5.13 shows the dependency of the average fluid and particles velocities from 
performed simulations, which were divided with the theoretical value of the parallel plate 
velocity solution for the viscous fluid field in the channel, versus particle volumetric 
concentrations. Because the velocities are here shown as divided with the corresponding parallel 
plate solution of the fluid flow without the particles for each viscosity and pressure drop case, the 
flow disturbances caused by the particles agglomerations are easier to see. For example, when 
the particles form a clump while flowing in the channel, the fluid velocity locally increases 
around the clump due to narrowing of the available flow path. This effect of agglomeration does 
not exist in water (=0.000 Pa∙s), but at the higher viscosity fluid =0.010 Pa∙s it is detected for 
the small pressure drop ( /p L =200 Pa/m), and for the medium pressure drop at the /p L
=200 Pa/m and the cv=0.39. For the =0.025 Pa∙s the fluid flow around clumps is more 
pronounced, and occurs already at the /p L =2000 Pa/m and the cv=0.28, and for the /p L



















Figure 5.14 Fluid and particles average velocities versus particle volumetric concentrations in 2 
mm wide channel 
 
For example, in Fig. 5.11c fluid velocity seems higher with the increase of the particle 
volumetric concentration at the /p L =2000 Pa/m, but this only indicates that fluid was forced 
to flow through the narrower channel around the particles clump. By comparing the plots at the 




fluid velocity increases the particles velocity decreases at the same time. The high fluid viscosity 
(=0.050 Pa∙s) shows an inconsistent particle flow and transport behavior with respect to the 




Figure 5.15 Fluid and particles average velocities and theoretical fluid velocity ratio versus 
particle volumetric concentrations in 2 mm wide channel 
 
Figs. 5.14 and 5.15 show the results of the study of the effect of the particle 
concentrations on fluid and the particle velocities in the 2 mm wide channel. Both plots, shown 
in Figs. 5.14 and 5.15, indicate a decrease in velocities with the particle volumetric 
concentrations increase. Again, as the fluid dynamic viscosity increases, the lubrication effect on 
the particle collisions increases and some particle agglomeration is present in the flow. There are 







Figure 5.16 Fluid and particles velocities versus fluid dynamic viscosity in 4 mm wide channel 
 
It is observed that the clogging of channel occurs more rapidly and suddenly as the ratio 




in 2 mm slot quickly obstructed the flow without a prior warning. In terms of the channel drop 
pressures, the lower pressures combined with the higher viscosities increased the occurrence of 
the particles agglomeration and the fluid flow around clumps.  
 
5.5 Effect of fluid viscosity on particle transport 
 Fig. 5.16 shows plots that clarify the effects of the fluid dynamic viscosity on 
particle and fluid flow and transport. For clarity, the results are grouped for different channel 
pressure drops on separate plots. An increase of the fluid dynamic viscosity has a significant 
importance on the fluid and particles velocities at each pressure level.  
However, the curves with the lower particles volumetric concentrations show more 
sensitivity to the viscosity increase than the higher particles volumetric concentrations. Fluid 
viscosity is a parameter in both the fluid drag force and in the lubrication force expressions. 
Therefore, it affects all the forces that are responsible for the horizontal particle transport. Plots 
shown in Fig. 5.16 indicate balanced results, namely for all the channel pressure drops increase 

















6. PROPPANT SETTLING IN TWO DIMENSIONAL MODELS 
 
6.1. Introduction 
 The focus of this study is to better understand the effects of high volumetric particle 
proppant concentrations on settling in a narrow part of the rough hydraulic fracture. The DEM-
CFD model with the novel lubrication contact model was used. Particles and fluid motion was 
observed, and the parameters that lead to fracture clogging are investigated. The average settling 
rates of different particle concentrations in narrow and wide hydraulic fracture were compared 
with previously published experimental data. The guidelines for maximum proppant 
concentration that exist today and are used in hydraulic fracturing are based on experiments in 10 
cm and wider slots. This study investigates the proppant settling in 2 mm and 4 mm wide rough 
granite fracture. Therefore, the aim of this research is to extrapolate the experimental data to a 
more narrow fracture, and to investigate the micro mechanics of proppant particles and wall 
interactions. 
 
6.2 Micromechanics of proppant clogging during settling 
 Granite rock fracture roughness was as determined from literature data (Barton and de 
Quadros, 1997). It is assumed in this study that there is no offset or lateral displacement between 
two surfaces of the fracture. The effect of particle collisions on settling parameters in a narrow 
channel with dense-phase flow is studied using the modified PFC
2D
 code. Particles settling in the 
continuum media without nearby boundary was investigated first, in order to compare the PFC
2D
 




 First, the settling of a single particle in a quiescent Newtonian fluid was modeled using 
DEM-CFD model in order to verify model behavior without constraining fracture walls as 
function of Stoke’s Law. Table 4 shows the results of one particle drop tests with the particle 
lubrication user-defined contact model in PFC
2D
 simulation with three different fracturing fluids 
and their comparisons with theoretical predictions commonly used for hydraulic fracturing 
(Novotny, 1977).  
Table 4 Settling velocities of one particle in quiescent fluid 




 Pa∙s (-) m/s m/s s
-1
 
glycol 5cp Newtonian 1036 0.005 5.2 0.042 0.061 69.8 
Glycol 10cp Newtonian 1036 0.01 1.58 0.025 0.031 42.4 
Fluid 20cp Newtonian 1000 0.02 0.434 0.014 0.016 42.4 
 
 The results indicate good suitability of the DEM-CFD model to simulate particle settling 
in quiescent fluid. The discrepancy between Novnotny’s (1977) solution and PFC
2D
 for 
intermediate particle Re numbers (1<Re<1000) is caused by different equations that those two 
model use in this region.  
 The user-defined lubrication model employed in PFC
2D
 simulation is tested against 
theoretical and experimental results on the example of two medium sand particles settling side-
by-side in infinite Newtonian fluid. It is confirmed that two particles separate initially and then 
settle side by side (Fig. 6.1).  
Three different fluid dynamic viscosity values were used for the simulations (=0.05 0.01 
and =0.05 Pa∙s) and particle separation was observed in all cases. Fig. 6.2 shows a simplified 










Figure 6.2 A set of particles settling in Newtonian fluid (=0.01 Pa∙s) 
 
It is important to notice that Figs. 6.1 and 6.2 represent simulations where particle-
particle contacts did not take place, and particles were always separated. Therefore, fluid drag 
forces, gravity and buoyancy govern particle behavior. It was found that particles do not 
agglomerate in Newtonian fluids when they settle free and without boundary walls. 
 Clark et al. (1978), Daneshy (1981), and Gadde et al. (2004) proposed relationships for 
the prediction of average proppant settling velocities at different concentrations based on settling 
velocity of a single particle in a quiescent infinitive fluid media. Settling velocity of single 
particle was calculated from Stokes’ Law, and modifications were made for higher Reynolds 




 Fig. 6.4 shows a comparison between average particles settling velocities in 2, 4 and 8 
mm wide channels and previous theoretical and experimental relationships. The ratio of average 
proppant settling velocity and the settling velocity for single particle in infinite media was 
calculated in order to follow the previously proposed theory.  Novotny (1977) proposed the 
prediction for wall effect for low Reynolds numbers (Re≤1): 
3 4 5
0
1 0.6526( / ) 0.147( / ) 0.131( / ) 0.0644( / )w
v
d w d w d w d w
v
      (6.1) 
where v0 [cm/s] is settling velocity of single unbounded particle, vw is the settling velocity 
corrected for presence of walls (Novotny, 1977). 
 Uniform proppant size is used with diameter 0.6 mm sand. The ratio of fracture width w 
and particle size d is w/d=3.3 to 13.3. The effect of fluid viscosity is examined and plots show 
proppant settling results in different fluids. The average velocity of proppant settling is a 
function of the proppant concentration and decreases with increasing concentration. However, 
extensive particle aggregation that occurs at higher fluid viscosities increases proppant tendency 
to settle in clumps. For wide fracture opening, generally higher particles concentrations are 
possible, but due to the interactions with walls which direct particles toward each other causing 
agglomeration, average settling velocities are high compared to general experimental predictions 
(Fig. 6.3).  
Fig. 6.4 shows settling of high proppant concentration in a w=8 mm wide fracture. 
Proppant migrates very quickly towards the center of the fracture in this case. After the proppant 
has migrated towards the center of the fracture, average settling velocities have increased. 






Figure 6.3 Ratio of average proppant settling velocity versus the proppant volumetric 










 Fig. 6.5 shows results of relative particles velocities with different volumetric 
concentrations and fluid dynamic viscosities in narrow and wide channels and compared to the 
velocity of single settling particle in a quiescent fluid. The relative settling velocities decrease 
with increasing particle concentration, which is in agreement with physical experiments, but in 
some cases higher concentrations cause proppant agglomerations and relatively faster settling of 




Figure 6.5 Relative particle velocities versus proppant volumetric concentration in different 
channel widths, relative particle velocity is the ratio of average particles velocities and single 





 Fig. 6.5 compares the effect of fluid viscosity on relative settling velocity for different 
widths of rough fracture with a Joint Roughness Coefficient of JRC=7 that is typical for granite 
(Barton and de Quadros, 1997). Barton and de Quadros (1997) provided the JRC in form of an 
irregular zig-zag line in real coordinates for visual determination of different rock types JRC’s. 
This line was used for modeling the granite fracture roughness as the sequence of DEM 
walls.Particle size is the same in all cases with uniform proppant size d=0.6 mm (mesh 30). 
Comparing plots in Figs. 6.5 a, b and c, it can be seen that as the fracture opening increases, the 
effect of fluid viscosity is more visible and lines that connect relative settling velocity for 
different fluid viscosities fall more apart.  Fig. 6.6 shows the effect of fracture width on proppant 
settling for different fluid dynamic viscosities. Figs. 6.6 a, b and c show the wall effect for 
different proppant concentrations. The numerical results are compared with the previously 
proposed theory in Eq. (5.1) by Novotny (1977). The aim of comparing the settling velocity with 
a single particle settling is to remove the effect of fluid dynamic viscosity and particle size from 
the relations. However, model shows that proppant settling velocity depends on fluid viscosity 
(Fig. 6.6). In spite of dividing the average settling velocity with the single particle settling 
velocity value, the lines connecting model results differ for the same concentrations and d/w 
ratios. For example, for high fluid dynamic viscosities, the relationship proposed by Novotny 
(1977) under predicts the settling velocity of the model, while for smaller fluid viscosities; the 
values from the same relationship are larger than the model. The results in Fig. 6.6 indicate that 
particles interactions and particles-wall interaction affect the settling velocities. For particles 
settling in a narrow channel, where the channel width is 3.3 times larger than particle diameter, 
micro-mechanical particle distribution of sand proppant particles was observed during proppant 






Figure 6.6 Effect of fracture width on proppant settling 
 
 Fig. 6.7 gives an insight in the micro-mechanics of proppant settling in a very narrow 
fracture for low initial proppant concentrations. It can be seen that particles agglomerate after a 
while and continue to settle in clumps. Fig. 6.8 show that for proppants with higher 
concentration, particles form even larger clumps than in Fig. 6.7. If the proppant concentrations 
increase even more, particles form thicker agglomerates and tend to clog the fracture, while fluid 
has little or no space to flow upwards around the clump (Fig. 6.9). In narrow fracture it was not 
possible to successfully perform setting simulations with proppant volumetric concentrations 
above cv=0.3. It is interesting to note that for a narrow fracture, increase in fluid viscosity does 




mechanism that forces particles towards each other in a narrow channel is the upwards flow of 




Figure 6.7 Micro mechanics of proppant settling in w=2 mm rough granite fracture for c=0.1 
 
Figs. 6.10 to 6.13 show model results of proppant settling in a 4 mm fracture. Proppants form 
agglomerates randomly while they settle, but the agglomeration is more visible for higher 
concentrations and in higher fluid viscosities. Trends of particles to agglomerate are similar for 
w=4 mm and w=8 mm fractures (Figs. 6.10 to 6.14). As the particles concentration increases, 
proppants come in contact with each other and form clumps that settle together. Lubrication of 














Figure 6.9 Micro-mechanics of proppant settling in w=2 mm rough granite fracture for c=0.3 
 
 The blue arrows in Fig. 6.10 represent vectors of average fluid velocity in each fluid cell 
at a given time-step. From several time-snapshots shown, it can be seen that particles trajectories 
in a narrow channel did not follow the direction of gravity, and it can be seen that there is a 
certain competition for space between particles settling and fluid flowing upwards. Particle 
motion is governed by gravity, buoyancy and fluid drag, and it results in erratic paths. Second, 
because of lubrication effect when proppant flow towards each other drag by fluid, particle 
kinetic energy decreases. As a result, while particles slow down going towards each other in a 
narrow channel, they form clusters. It is observed that those clusters are temporary, and may 
break apart or settle in the same formation for a while. There is no real attraction force present 
between particles, and their subsequent movement is always governed by fluid drag or gravity. 
From the results presented here a strong tendency towards random channel clogging caused by 
particles agglomeration is related to increase in particles concentrations and fluid dynamic 
viscosity as a consequence of lubrication effect on particles contacts. Naturally, increased 
particles concentration increases the probability that particles come in close contact, and 









































7. SUMMARY, CONCLUSIONS AND RECOMMENDATIONS 
 
 This study focused on micro mechanics of hydraulic fracture initiation, propagation and 
proppant flow and transport in rough hydraulic fracture in two dimensions. The study was 
motivated with increasing demand on enhancing hot dry rock granite reservoirs for geothermal 
energy production and its problems. Better understanding of problems encountered during 
hydraulic fracturing and proppant flow and transport was obtained using Discrete Element 
Method (DEM) as a numerical tool in two dimensions. Two novel developments were achieved 
with respect of improving existing DEM codes. The first one was implementation of lubrication 
force in the submerged particle contact model for studying proppant flow and transport in 
viscous fluid and high concentration through narrow and rough granite fracture. The second 
development was implementation of convective-conductive heat transport in the hydro-thermo-
mechanical model for hot dry rock fracturing, which is able to capture fluid heating and rock 
cooling during cold fluid flow through hot dry rock fracture, thermal stresses caused by 
temperature difference between rock and fluid, and fracture initiation and propagation that are 
caused by coupled mechanical and thermal stresses. The following major conclusions were 
obtained from the study. 
 
7.1 Micromechanics of hydraulic fracturing 
1. Fluid viscosity does not have a major influence on the borehole breakdown pressure, but 
it is important for fracture propagation.  
2. Higher viscosity fluids under ideal breakdown pressure are able to produce initial 





additional micro cracks only in the vicinity of the borehole. The reason for this was 
extensive pressure build up without pressure drop caused by fluid infiltration in the 
fracture when the flow rate into wellbore is constant over time. 
3. The same pressurizing regime caused more fracture branching and fracture arrest on 
coarse grained than fine grained synthetic granite. 
4. Shear micro cracks (red lines) scattered over the synthetic granite sample were more 
present in the coarse grained synthetic granite. 
5. The fracture propagates in the biaxially compressed solid brittle material parallel to the 
direction of the maximum compressive in-situ stress, but the propagating fracture affects 
the realignments of local stresses at the un-wetted fracture tip. 
6. Using low viscosity fluid, fracture propagated with less tortuosity, and was formed of 
micro cracks that are lined up and form a single fracture  
7. Principal stress orientation at the un-wetted fracture tip was not aligned with the fracture 
orientation. On the contrary, principal stresses were oriented parallel to the biaxial 
compressive confinement stresses along the fracture section which is filled with fluid.  
 
7.2 Micromechanics of hydro-thermo-mechanical fracturing 
1. Thermal stresses formed as a consequence of temperature difference between rock and 
fracturing fluid cause additional micro cracks near the main fracture, but they are 
function of time. 
2. The majority of the micro cracks was observed at the fracture entrance from the borehole, 





3. The thermal micro cracks can be characterized as damage, but can add in the fracture 
width, too. 
4. The fluid velocity in the fracture and the general time of fracturing treatment is important 
factor that controls amount of micro cracks caused by temperature difference. 
 
7.3 Horizontal proppant flow and transport in fracture 
1. The balance of fluid drag, related to the pressure drop in the channel and slurry properties 
such as fluid viscosity, particles volumetric concentration, particles size and channel size 
substantially contribute to the particle agglomeration even without considering gravity.  
2. When particles approach each other in a viscous fluid, a thin layer of fluid between their 
surfaces dissipates their kinetic energy. Particles slowed down, and in some cases stayed 
adjacent to each other without rebound. This phenomenon may have ultimately caused 
particles agglomeration and channel clogging. 
3. Particles collisions exhibited a non-linear behavior nature that lead to particles rebound or 
clumping.  
4. Due to increase non-linear particle collisions, pressure drops in a narrow channel alone 
cannot be used to predict particle flow and transport. Agglomeration was more likely to 
occur at higher particle volumetric concentrations combined with lower pressures and 
smaller fluid drag. Particularly, the use of high viscosity fluids increased the effect of 
lubrication, and particles were transported successfully only if there was enough fluid 
drag available in the system.  
5. Comparing the results from 2 mm and 4 mm wide channels that are 0.5 m long with 





particles diameter ratio played a significant role for particles transport. In the 2 mm 
channel, maximum packing or the maximum particle volumetric concentration was 
significantly lower (cv,max=0.3) than in the 4 mm channel. When particles started to 
agglomerate in the 2 mm channel, they caused abrupt and sudden channel clogging. As a 
result, most of the analysis with lower pressure drop rates or higher fluid dynamic 
viscosities combined with increased particles volumetric concentrations were stopped 
once clogging occurred. 
7.4 Proppant settling in two-dimensional models 
1. Micro-mechanical observations of particle settling in a narrow channel using modified a 
modified DEM-CFD approach as implemented in PFC
2D
, with added lubrication effects 
on particle collisions, gave an insight into possible particle agglomeration as a result of 
unfavorable flow parameters combinations and subsequent fracture clogging.  
2. Migration of particles towards the center of the channel is more visible in wider channel 
with higher proppant concentrations.  
3. Fluid viscosity in a narrow channel promotes particle agglomeration due to inter-particle 
and particle-wall collisions.  
4. Temporary clumps formed of several particles significantly increase the average proppant 
settling rates.  
5. Settling of proppant in higher fluid viscosities and lower fluid viscosities do not follow 
completely previously proposed relationships used in industry.  
6. Fluid viscosity is not a normalizing parameter and simple comparison with settling of 
single particle in quiescent fluid is not sufficient to predict the behavior of settling of 





7. At higher fluid viscosities, proppant shows tendency to agglomerate and cause clumps.  
8. Micro-mechanics of particles settling reveals that during the sedimentation process, fluid 
flows upwards while particles settles. Particles and fluid constantly interchange their 
position is space in vertical channel.  
 
7.5 Recommendations for future work 
The work presented in this thesis aids in understanding of granite hydraulic fracturing under high 
stresses and temperatures. The questions that are still remaining and need to be addressed using 
numerical and laboratory investigation are: 
1. What is the role of poroelastic behavior of granite on fracture initiation and propagation?  
2. How the compressibility ratio between rock and fracturing fluid affects the micro 
cracking and fracture propagation? 
3. What is the best way to produce single, wider fracture that is able to serve in geothermal 
reservoir? 
4. How the rock anisotropy affects the fracture propagation? 
5. What is the role of rheology on long-term stability of hydraulic fractures? 
6. Can the difference between fracturing fluid and hot rock be used to enhance the 
fracturing process or it should be avoided? 
7. How to avoid proppant clogging the fracture? 
8. Are there any three dimensional effects that were not observed in two dimensional study? 
9. Coupled proppant and fluid flow in rough granite fracture needs to be further evaluated in 








 The Brazilian test size effect was investigated with respect to the disk size, resolution and 
the parallel bond strength. The Brazilian test tensile splitting strength is usually calculated based 
on the previously derived formula for idealized situation. The same formula is used to derive the 
Brazilian tensile test strength for the synthetic rock mass PFC
2D
 simulations used in this study to 
observe the size effect. The theoretical calculation, based on the assumption of the rock material 
being linearly elastic and homogeneous yields the equation for the maximum tensile stress as a 
function of the magnitude of the loading force and the rock sample geometry and dimensions, 








where P is the vertical load, t is the thickness of the specimen and D is the diameter of the 
specimen. Eqn. A.1 is accepted in the norms and used to calculate the Brazilian splitting tensile 
strength both in experimental and modeling work.  
 The relation of the tensile strength is explored using three different synthetic rock 
material tensile bonding strengths. Three series of the size effect tests are being conducted with 
the normal parallel bond strengths of 6.0 MPa, 7.0 MPa and 8.0 MPa, and high shear parallel-
bond strength. A set of Brazilian disks with different sizes and three different values of the 
normal parallel-bond strength were performed. The tests were performed on specimens with 
various ratios of specimen radius versus average particle size in the range of 14 to 225.5.  The 
size-effect of the Brazilian test strength is related to the micromechanical characteristics and the 
disk size. The Brazilian test tensile strength is normalized with the parallel bond strength 





graph. The nominal strength of the synthetic rock was investigated modeling the pull-out test or 
the direct tensile test on all the specimen sizes as the Brazilian tests. Direct tensile test results are 
independent on the resolution of the sample, and do not depend on the sample size. For the 
investigated particle size, the ratio of the nominal strength and the parallel-bond strength is 
averaged 0.4 for the three observed parallel-bond strengths. The relationship dependence on the 
particle size needs to be established, too. 
 The Brazilian test results are compared and plotted on the same graph with the direct 
tensile test results in Fig. A.1. Unlike the direct test tensile strength, the Brazilian test results 
exhibit strong size effect.  
 
 
  Figure A.1 The relationship of strength between two tests is given with the Eq. A.2 with 
a law that relates the Brazilian test tensile strength and the nominal tensile strength (represented 
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 (A.2) 
where D is the Brazilian sample diameter, R is the average particle size, B is the Brazilian test 





 Now it is possible to derive another relationship, if we assume that the parallel-bond 
strength is related to the direct tensile strength with the ratio of 0.4, which relates the Brazilian 












where D is the Brazilian sample diameter, R is the average particle size, B is the Brazilian test 
tensile strength and pb is the normal parallel bond strength. More set of tests need to be 
performed to investigate how the particle size influences the tensile strength of BPM.  
 The research results on stress intensity of the BPM model (Potyondy and Cundall, 2004) 
are not extensive enough to give reliable relations between the critical fracture toughness and 
micro-mechanical parameters of the BPM. The general guidelines are given based on a small 
number of DEM fracture toughness calculations. Here, the relationship between the BPM micro-
properties (particle radius, sample size) and parallel bond strength with the fracture toughness are 
explored.  
 Potyondy and Cundall (2004) gave general relationships based on the fracture 
propagation in Brazilian test, observing the size effect, as well. The proposed relations are 
qualitative, and are based on the LEFM fracture propagation from the edge of the Brazilian disk. 
The initial crack size, a, is assumed to be the size of the wedge under the loading plates. An 
assumption is introduced saying that the size of the wedge is related to the size of the Brazilian 
disk, D, being a ~ 0.2D. They concluded that the following relations can be used: 
 









   (A.5) 
 Eqn. A.4 proposes the relationship between the KIc and the parallel-bond normal strength 
that is related to the particle radius, R, in BPM. Those relations represent only qualitative 
idealistic guidelines. Eqn. A.5 proposes the qualitative relationship of proportionality between 
the Brazilian tensile test strength, t and the critical mode I fracture toughness, KIc that is 
dependent on the size of the Brazilian disk specimen. They are tested here on number of 
Brazilian test samples used in the study, using another approach in DEM, based on the strain 
energy release at the peak load, developed by Moon et al. (2007). 
 The fracture toughness was calculated for each Brazilian test performed on the synthetic 
brittle-rock material in PFC
2D
. The procedure for the critical fracture toughness calculation in 
DEM was previously established and compared with the critical fracture toughness determined 
with the collocation method (Moon et al., 2007). The energy balance approach in DEM is based 
on the Griffith theory and uses the equivalent boundary and strain energy parameters. The source 
of the crack-propagation energy is the strain energy that gets released while the crack extends, 
after the theoretical strength of the material at the crack tip has been reached (Fig. A.2).  
Therefore, the strain energy release rate, GC, is calculated as a derivative of the crack energy, UC, 
with respect to the crack area, AC: 
( )C t s
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where Ut is the total accumulated work done by moving walls on the assembly and Us is the 
strain energy. The computed strain energy in DEM is based on the amount of the overlap at all 






Ac NcDL  (A.7) 
where Nc is the number of de-bonded particles (cracks), D is the average Brazilian disk model 
diameter to which the crack length is assumed to be approximately equivalent, and L is the unit 
depth of the model (being 1.0m). 
 
 
Figure A.2 Boundary and strain energy in the Brazilian test simulation in PFC
2D 
 
The relation between the crack energy and the crack area is plotted for each one of the Brazilian 
test models that have been run in this study. Fig. A.2 shows the example of the model run energy 
dissipation results during the fracture propagation in the Brazilian disk in DEM. The peak point 
on the strain energy plot denotes the failure initiation, after which the Us is released. Dominant 
cracks are developing during this period. Using the critical peak point, the derivative of the crack 
energy in terms of crack area is plotted around the point and the critical strain energy release 
rate, GIC, is calculated using the linear regression method. According to the linear elastic fracture 


















































IC ICK EG  
(A.8) 
 
where E is the modulus of elasticity of the quasi-brittle rock material.  
 
 
Figure A.3 Relation of the critical fracture toughness and the size of the Brazilian test 
 
 The critical fracture toughness was obtained for each Brazilian test that was modeled in 
PFC
2D
 using linear regression. Fig. A.3 shows the resulting critical fracture toughness with 
respect to the micro-mechanical properties of the samples. The KIC is proportional to the parallel-
bond normal strength, and probably to the particle size. The particle size influence needs to be 
studied. Another thing that was found is that the resolution of the sample (D/R) influences the 
obtained result, and the samples with the resolution less than approximately 150 underestimate 
the value of the fracture toughness. Very high resolution specimen is in the fracture path that 
diverse too much from the idealistic case of the Brazilian test for which the basic equations are 
given. As well, it can be recommended here to make DEM models with sufficiently small 







































Ratio of the Brazilain disk diameter and BPM  











Brazilian test tensile strength, and the micro-mechanical parameters of the BPM model. It can be 
compared with the Eqn. A.5 and they show qualitative match, too. The KIC and the Brazilian test 
tensile strength ratio depend on the Brazilian disk diameter, and the trend line show that the 
dependence can be assumed as linear slope. However, this study is not finished either, since the 




Figure A.4 Relation of the critical fracture toughness and the Brazilian tensile strength with 




y = 0.0065x + 0.771 
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 Hydraulic fracture initiation and propagation in synthetic granite model was evaluated 
using the laboratory results from hydraulic fracturing of Colorado Rose Red granite. The 
laboratory work was part of the research performed under the U.S. Department of Energy under 
DOE Grant No. DE-FE0002760 and it was not performed by the author of this thesis. 
 Synthetic granite in PFC
2D
 was modeled following the previously published 
recommendations for the Bonded Particle Model (BPM) (Potyondy and Cundall, 2004). BPM in 
particular was used in this research as modeling tool because several other studies performed in 
the past using BMP for studying brittle-rock behavior, fracturing and mechanical response 
proved to be successful (Al-Busaidi et al., 2005; Hazzard et al., 2000; Hazzard et al., 2002; 
Potyondy and Cundall, 2004; Potyondy, 2007; Wanne and Young, 2008) 
 Table B.1 shows geometrical parameters of laboratory granite and PFC
2D
 synthetic 
granite specimens, where b, h and d are sample width, height and thickness. PFC
2D
 is two 
dimensional model, with out of the plane thickness of unity. DEM particles are here modeled as 
disks with unit thickness, and all the forces and parameters during the simulation are two 
dimensional. Rav is the average particle diameter. Particles diameters in PFC
2D
 follow normal 
distribution between Rmin and Rmax, where Rmax/Rmin=1.66. max and min are confining stresses 
imposed to the specimen by steel load platens in laboratory and steel walls in the PFC
2D
 model, 










PARAMETER Laboratory granite specimen PFC
2D
 synthetic granite 
b, h, d (cm) 30 20 
Rav (mm) - 1.33 
max (MPa) 13 12 
min (MPa) 8 6.5 
(g/cm
3
) 2.63 2.63 
  
 Table B.2 shows the comparison of measured mechanical parameters between PFC
2D
, 
general granite and Colorado Rose Red granite rock. The discrepancy of the Unconfined 
compressive test results, qu are expected and previously detected using BPM in two dimensions 
for modeling granite and other quasi-brittle rocks (Potyondy and Cundall, 2004). Unfortunately, 
this discrepancy is not able to be overcome with the present model capabilities. However, it is 
shown here that in the case of hydraulic fracture initiation and propagation from the pressurized 
hole in the biaxial confined specimen, the predominant fracturing mechanism is Mode I tensile 
fracturing. Therefore, the particular qu discrepancy is neglected in this study. 
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 Hydraulic fracturing of the Colorado Rose Red granite was performed using high 
viscosity motor oil and water. Two confined tests are used here; one that used water and another 
that used oil Both tests were performed in several fracturing stages. Due to the long 
computational time, it was not possible to perform all the testing stages, but instead some 
characteristic moments were chosen. The scope of the evaluation was to investigate whether the 
model is able to capture main phenomena and mechanical behavior of the laboratory model. In 
particular, the fracture initiation pressure and pressure drop during fracture propagation under 
constant, quasi-static flow rate was evaluated. Fracture orientation with respect to the confining 
stresses orientation, fluid infiltration into the rock pores and the micro-cracks around the main 
fracture were observed. 
 Figure B.1 shows the laboratory cross section of the fractured granite with high viscosity 
fluid (0.072 Pa·s) at quasi-static pressurization. The PFC
2D
 model results are shown in Fig. 
B.2. The fractured sample exhibits substantial micro cracks in the wide zone around the 
borehole. The dominant direction of micro cracking is in the direction parallel to max. The 
laboratory sample shows oil infiltration in darker color in this zone. Fig. B.2 shows the analysis 
of PFC
2D
 fracturing data. The flow rate was held constant during the fracturing at low rate 
(quasi-static). The pressure evolution with time is measured in the borehole domain. It can be 
seen that in spite of micro cracks developed, the borehole pressure was increasing during 
simulation. The borehole pressure is directly related with the fluid flow in the fracture, and the 
absence of sudden borehole pressure drop indicates that fluid did not infiltrate far in the fracture 
in PFC
2D
. The model uses parallel plate flow formulations for determining the flow in the 
channels between fluid domains; therefore as the fluid viscosity increases the velocity of the 







Figure B.1 Fractured laboratory confined sample using motor oil (0.072 Pa·s) at quasi-static 
pressurization 
 




 fractured confined sample with high viscosity fluid (0.072 Pa·s) at quasi-














 borehole pressure and miro cracks for confined sample with high viscosity 
fluid (0.072 Pa·s) at quasi-static pressurization and granite initial permeability k=8·10
-14 
 
 The fracturing with low viscosity fluid (water and proppant ballotini) was also used to 
evaluate the behavior of the PFC
2D
 model. The presence of proppant was neglected in PFC
2D
 
model. Fig. B.4 shows the laboratory specimen fracture and fluid infiltration (blue dye) around 
the fracture. On the right the area of fluid infiltration around the borehole is visible. It can be 
seen that the fluid infiltration area is less “ellipsoidal” than in the Fig. B.1 where high viscosity 
fluid was used, in spite of the fact that both specimen were biaxial confined. On the left, the 
single fracture can be observed. Fig B.5 shows hydraulic fracture in PFC
2D
 model. Cyan circles 





fracture. Blue lines represent micro cracks or broken normal parallel bonds. It can be seen that 
predominant mode was tensile fracturing, because shear micro fractures (red lines) are not 
observed in the fracture zone. 
 The models that use lower viscosity fluid in PFC
2D




 have very 
narrow fractured zone that looks like a single fracture in the direction of maximum confinement 
stresses. The pressure for fracture initiation shows a peak followed with the pressure drop 
associated with the fracture propagation. Figs. B.6 to B.8 show examples of model fracturing 
results. Fig. B.6 shows the borehole pressure drop observed in the laboratory. The time-frame 
modeled in PFC
2D
 is very small due to a small DEM time step. However, the borehole pressure 
evolution obtained in the laboratory is comparable to the PFC
2D 
results, because both fracture 
initiation (increase in number of micro cracks) and fracturing pressure can be observed and they 
are very similar to the laboratory result in magnitude in spite of slight difference in granite 
tensile strength and confining stresses between laboratory and PFC
2D
 models. Borehole pressure 
drop observed in the laboratory and associated with the further fracture growth is, as well as, 
observed in PFC
2D
 model. After the initial breakdown, in PFC
2D 
fracture continues to grow at a 





    
 
Figure B.4 Laboratory specimen fractured with water, example cross-section taken from the 




Figure B.5 Fracture in PFC
2D









Figure B.6 Pressure drop and AE in laboratory, fracturing with water and proppant 
 
 
    
 
Figure B.7 Pressure drop and number of cracks in PFC
2D









Figure B.8 Pressure drop and number of cracks in PFC
2D
 for the low viscosity fluid (10
-7
 Pa·s) 









 Hydraulic fracture initiation and propagation in synthetic granite model was investigated 
using parametric analysis. Parametric analysis is performed for investigating the effect of relative 
bulk moduli of fracturing fluid and surrounding rock mass. The rock mass adjacent to the 
borehole is modeled as an impermeable medium. Normal of shear stiffness of rock and fracturing 
fluid was varied while the fluid viscosity was kept relatively low for all cases. The borehole 
pressure was kept constant at Pb=16.0 MPa, as well as the confinement wall stresses (v, max=6,0 
MPa and h,min=10,0 MPa). Fig. C.1 shows the propagating fracture from the borehole for several 
cases of different fluid bulk modulus. In Fig. C.1, the rock moduli were kept constant. Four 
different cases with fluid bulk moduli from a) Kf=2.2 · 10
9
 Pa; b) Kf=5 · 10
9
 Pa; c) Kf=10 · 10
9
 
Pa; d) Kf=20 · 10
9
 Pa were studied.  
Fig. C.1 shows as well that the hydraulic fractures obtained at low fluid dynamic viscosity and 
different fluid bulk moduli propagate in a similar manner forming one single fracture in the 
direction parallel to the maximum confinement stress. Higher fluid bulk modulus causes slightly 
larger fracture tortuosity, as shown in Fig. C.1d. The relative velocity of fracture propagation can 
be roughly estimated by tracking the number of broken parallel bonds with time. Fig. C.2 shows 
the estimated fracture length versus time, where the fracture length was determined by 
multiplying the number of broken parallel bonds with the average parallel bond length. Fig. C.3 
shows estimated fracture velocity versus the ratio of the bulk moduli. Fracture length increases 
with fluid bulk modulus increase, in a manner that the fracture propagation is significantly faster 
at the constant borehole pressure. It can also be seen in Fig. C.3 that the fracture velocity is 





a)    b)  c)  d)  
 
Figure C.1 Fracture propagation from the wellbore under biaxial stress state (v, max=6,0 MPa and 
h, min=10,0 MPa), where the bulk modulus of rock is Krock=22.6 · 10
9
 Pa and the bulk modulus 
of fluid is: a) Kf=2.2 · 10
9
 Pa; b) Kf=5 · 10
9
 Pa; c) Kf=10 · 10
9






Figure C.2 Fracture length versus time, where Kf is the fracturing fluid bulk modulus and Krock is 
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Figure C.3 Estimated fracture velocity versus the relative bulk moduli of rock anf fracturing 
fluid, where Kf is the fracturing fluid bulk modulus and Krock is the rock bulk modulus 
 
The relationship between estimated fracture velocity and the ratio of the fracturing fluid and rock 
bulk moduli is almost linear in nature. This two dimensional simplified study gives an insight 
into the importance of introducing stiffness parameters of rock and fracturing fluid into the 
formulation for hydraulic fracture propagation in hot dry rock reservoirs.  
Next, the fluid bulk modulus and fluid dynamic viscosity were kept constant while the 
rock and parallel bond elastic moduli were dramatically changed to be 5 times larger and 5 times 
smaller than in the original granite synthetic rock mass model in this study, while the flow rate in 
the borehole was kept constant and the borehole pressure was measured during fracturing. Fig. 
C.4 shows the fracture propagation from the borehole. Comparing two studies shown in Fig. C.4, 
it can be seen that the size of the un-wetted zone depends on the rock stiffness. The fluid is able 
to infiltrate the whole length of the fracture if the rock stiffness is low, while at high rock 





that is randomly distributed across the sample, while for high rock stiffness, shear fractures are 




Figure C.4 Fracture  propagating from the borehole at five times lower rock stiffness (left) and 
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