ABSTRACT Entity disambiguation aims to map mentions in text to the corresponding entities in a knowledge base, which is a basic task in natural language processing (NLP). The major challenge in entity disambiguation is how to extract key imformation in mention context and entity description that is discriminative for disambiguation. State-of-the-art entity disambiguation systems apply attention mechanism to identify the imformative components, but most of the methods only focus on mention context, and neglect entity side. Besides, attention mechanism is employed in a single aspect, which may not be effective in difficult circumstances. In this work, we propose a neural network with multi-perspective attention to enrich the representation of mentions and entities in different perspectives. Specifically, we utilize intra-attention to aggregate internal pivotal information in mention context and entity description separately, and utilize interattention to interact their latent semantics in multiple directions and highlight the interrelated information, so as to capture more informative features and improve the disambiguation performance. The experimental results show that our proposed model outperforms other state-of-the-art entity disambiguation models and attain more improvements on hard datasets, which validates the effectiveness and superiority of our model, especially in complex situations.
I. INTRODUCTION
Entity disambiguation, also called entity linking, is the task of disambiguating mentions in a given document with the corresponding entities in a knowledge base. Due to the polysemy and synonym phenomenon of natural language, a mention can lead to different entities in different context circumstances, and a unique entity can also have a variety of surface forms. By determining the exact meaning of ambiguious mentions, entity disambiguation can eliminate the ambiguity and enhance the semantic information of an unstructured text, thus facilitating other natural language processing tasks, such as knowledge base population (KBP), question answering, information extraction and retrieval, and semantic understanding [1] - [5] .
Intuitively, the key for entity disambiguation is the semantic similarity between mention context and candidate entities. Figure 1 illustrates an example of entity disambiguation. The two input sentences contain the same mention Havava,
The associate editor coordinating the review of this manuscript and approving it for publication was Baozhen Yao.
which is ambiguous without contextual words, and may refer to entities named Havana (capital of Cuba) or Havana (Camila Cabello song) in knowledge base. A common approach for disambiguation is to measure the relatedness between mention context and the description document associated with candidate entities (usually obtained from Wikipedia), and choose the most correlative one as the result.
One of the essential points in entity disambiguation task is how to generate effective representation of texts for similarity calculation. In early studies, manually designed features are commonly used to transform texts into vectorized representations [1] , [6] , [7] . Due to the limit of these features, which only capture lexical information based on surface form of text span, the disambiguation system cannot fully leverage latent semantics of mention context and entity description, which is crucial for disambiguation accuracy. Recently, with the development of deep learning, neural network based models have been widely used and achieved competitive results. On the one hand, words are mapped with pre-trained low-dimensional vectors in a continuous space via word2vec model [8] , which contain more syntactic and semantic information than traditional bag-of-words (BOW) based representations. On the other hand, latent semantic features can be learned by neural network automatically, which enhances disambiguation performance and generalization ability of the model.
Another challenging problem is how to capture discriminative components in text for disambiguation. From the example in Figure 1 , we could observe that only a few words in context are highly relevant to the mention, which hold the decisive information. Specifically, to determine the actual meaning of mention Havava in context C 1 , words in bold face such as "Camila Cabello" and "song" are key elements that should be focused on. Samely, description text of an entity could be longer and consist of multiple paragraphs, making discriminative words more sparse. Accordingly, one resolving approach is to refine their internal semantics, and highlight the important words that are decisive for disambiguation.
Since most of the earlier neural network based methods [9] - [11] , [23] regard all the words in mention context and entity description as of equal importance, which is not in conformity with practical cases, some later methods [26] , [28] - [30] introduce attention mechanism to deal with this problem. Nevertheless, most of these methods [26] , [29] , [30] only apply attention mechanism to mention context, and neglect entity descriptions. Besides, all these methods only implement attention in one perspective, which may not work well on complex situations, such as entities with lower popularity, or context with high noise.
To overcome the shortcomings of these models, we develop a deep neural network for entity disambiguation with multiperspective attention to identify and aggregate discriminative contents for disambiguation in different aspects, so as to enhance the accuracy of semantic matching and disambiguation performance of the whole system. Both mention context and entity description are taken into consideration, and the pivotal semantics are extracted and interacted in multiple perspectives. To be more specific, we introduce an intra-attention layer to aggregate internal information in mention context and entity description that is highly related with their central topics, i.e. mention and entity respectively. Additionally, we introduce an inter-attention layer to obtain representation of texts in another aspect, which picks out cross-related information in texts through multi-directional interactions, in order to capture more semantic features and enhance the effectiveness of disambiguation.
The main contributions of our work are summarized as follows:
• We apply intra-attention to mention context and entity description separately to aggregate their internal pivotal information, which is discriminative for disambiguation.
• We utilize inter-attention to interact semantic information of mention context and entity description in multiple directions, so as to highlight interrelated parts in texts and enrich their representations in different aspects.
• The experimental results on 5 datasets show that our proposed model outperforms other state-of-the-art models. Our results also validate that the propsed model has better disambiguation ability in hard cases, and is less reliant on prior probability.
II. RELATED WORK A. TRADITIONAL METHODS
Traditional entity disambiguation studies generally use handcrafted features to calculate the similarities between a mention and its candidate entities, as well as the topic coherence between entities. According to the strategy of disambiguation, these studies can be roughly divided into independent and collective methods. Independent methods disambiguate each mention separately, and regard entity disambiguation as a ranking problem, which choose the entity with highest confidence. The confidence score is calculated by combining hand-crafted features extracted from surrounding context of mention and descriptive document of entity, which are generally based on statistics or lexical matching of contexts, such as prior probability of a mention referring to an entity, string similarity between mention and entity, context similarity based on bag-of-words or TF-IDF, etc. Supervised approaches [7] , [12] , [13] utilize annotated dataset to train various classifiers for prediction, while unsupervised approaches [2] , [6] , [14] mainly adopt vector space model based methods to calculate similarities. Since hand-designed features typically contain shallow textual information only, the performance of these methods would decline in complex cases.
Collective methods hold the hypothesis that entities referenced in the same document tend to share similar topics, and transform the entity disambiguation task into an optimization problem aiming at maximizing the topic consistence of entities in the whole document. The most common approach is to build a graph to model the similarity between mention and entity, as well as the relatedness among entities. The optimized entity set can be resolved by utilizing Pagerank [15] - [17] or Random Walk algorithm [18] , [19] , or computing a dense sub-graph that contains exactly one connected entity for each mention [20] . Though the performance of collective methods could be more robust and competitive, the computation cost would rise rapidly with the increase of document length and the amount of mentions. To deal with this problem, in recent studies, Phan et al. [26] , [27] propose a simplified pair-linking algorithm as collective method, which solves the entities in pairs to reduce the computational complexity.
B. NEURAL NETWORK BASED METHODS
Recently, deep neural networks based entity disambiguation methods have attracted increasing interest. Deep neural networks can learn more abstract features of documents automatically, thus avoid complicated feature engineering and have shown appreciable improvement on traditional methods. He et al. [21] firstly utilize stacked denoising auto-encoders to learn the representations of mention context and entity, and calculate the similarity of two representations as confidence. Many later studies adopt convolutional neural network (CNN) [22] based model [9] , [10] , [23] , [24] or Long ShortTerm Memory (LSTM) [25] based model [10] , [26] , [28] to extract latent semantic features of documents.
Typically, to learn representation of entities, Zwicklbauer et al. [17] leverage Wikipedia and Google Wikilinks to build the corpus containing exact entities and their contexts, and apply word2vec to learn entity embeddings. Most of other studies [10] , [23] , [24] , [28] utilize description articles of entities in Wikipedia to train entity representations. In addition, Phan et al. [26] concatenate representation vectors trained from two approaches above to fuse entity information in different aspects. As for mention context, apart from the common approach that takes words around mention in a certain window size as the input of network, Gupta et al. [10] use bag-of-mention surfaces to build document-context representations, Francis-Landau et al. [23] and Nie et al. [28] take different level of contextual information (i.e. mention itself and the whole document) into consideration and learn context vectors in multiple granularities.
Attention mechanism is introduced in many recent studies to improve the quality of representation vectors. Ganea and Hofmann [29] train a parameterized matrix to compute attention weights of words in mention context, which directly takes embeddings of words and entities as input. Eshel et al. [30] construct Attention-RNN units to encode mention context, which compute an attention value for each time step. Phan et al. [26] apply addictive attention to reweight vectors in context matrix encoded by LSTM network, and output the representation vector with max-pooling. All the methods above only apply attention mechanism to mention context, and neglect entity side. Nie et al. [28] apply co-attention mechanism to mention context and entity description simultaneously, which aligns representation of each word in one document with all the words in the other. Since most words in mention context and entity description are not discriminative for disambiguation, there may be a lot of redundant computation in this method.
In our model, we introduce a novel multi-perspective attention mechanism to capture key information for disambiguation and obtain text representation in different aspects. The proposed multi-perspective attention mechanism includes intra-attention and inter-attention, which are proved to be sound in other NLP tasks, such as sentence pair modeling [31] , question answering and response prediction [32] , and natural language inference [33] . Compared with previous entity disambiguation methods, we exploit attention mechanism on both mention and entity side, and different with [28] , we generate aggregated representation of documents through intra-attention in advance, so as to make inter-attention more efficient. Experiments on test datasets show that our model is competitive and robust, and outperforms other state-of-the-art models.
III. METHODOLOGY
Our entity disambiguation system can be divided into two independent steps. Given a mention with its context, we firstly generate a candidate entity set with probable referent entities in the knowledge base. Then, a deep neural network with multi-perspective attention is used to calculate similarity score between mention and each candidate entity, which is utilized to rank candidate entities and obtain the final disambiguation result. We detail the approaches as follows. 
A. CANDIDATE ENTITY GENERATION
Searching disambiguation result on the whole entity set is of high time complexity and impractical. Besides, in real language environment, the meaning of polysemous words is limited, and a mention can only refer to a finite number of entities. Based on this intuition, we generate a candidate entity set for each mention with knowledge extracted from Wikipedia pages. In Wikipedia articles, some words are highlighted as anchor texts, which are hyperlinked to other Wikipedia pages. As a manual annotation made by editors, each anchor text could be regarded as a mention, and the linked page represents the exact entity it refers to. By extracting these hyperlinks in Wikipedia articles, we can construct an dictionary with mentions and their candidate entity sets, where each candidate entity set of a mention contains all the possible entities that have ever been linked to. In addition, we take advantage of functional pages, such as redirect pages and disambiguation pages in Wikipedia, so as to expand the dictionary, and enhance the coverage of some polysemous mentions. If the target mention is not included in our dictionary, we utilize Wikipedia search engine to get possibly associated entities. At last, as a compromise of recall rate and time consuming, for every mention, we count the frequency of each candidate entity, and retain top 20 entities as the final candidate set. Figure 2 illustrates the architecture of deep neural network with multi-perspective attention in our model. Firstly, for a mention and a candidate entity, we utilize 3 seperate bi-LSTM networks to encode left context of the mention, right context of the mention, and description text of the candidate entity, respectively. Then, we use intra-attention layer to aggregate the internal key information of input texts severally, and obtain their dense vectorized representations. Afterwards, inter-attention layer is utilized to pick out interrelated semantics in multiple directions and acquire vectorized representations in different aspects, where outputs of intra-attention layer are used as attention vectors. At last, we concatenate all the representation vectors learned by intra-attention layer and inter-attention layer, and predict the semantic similarity with a Multi-Layer Perception (MLP), which is combined with prior probability to calculate the final confidence score.
B. NEURAL ARCHITECTURE FOR DISAMBIGUATION

1) ENCODING OF MENTION CONTEXT
To take the local context of mention into consideration, we intercept the words on both sides of mention with a window of size n, and embed each word into a fixed-length vector with size d by looking up a pretrained word embedding dictionary, which can be denoted as [w 1 , w 2 , . . . , w n , m, w n+1 , w n+2 , . . . , w 2n ]. For simplicity, we represent the mention with a single token here, but it may consist of multiple words. In order to let the network be aware of the position of mention and learn its semantics better, we split the context into two parts by mention m, and get left context [w 1 , w 2 , . . . , w n , m] and right context [w 2n , w 2n−1 , . . . , w n+1 , m] respectively. Note that we reverse the right context for consistency of the form. We unify the representation of left and right context as V = [x 1 , x 2 , . . . , x t ], where t is the length of word sequence.
Then, we feed left and right context sequences into two independent bi-LSTMs, respectively. A bi-LSTM consists of two single-directional LSTMs, one transmitting the sequence information forwards and the other transmitting backwards:
Denote [
to be the hidden state vectors of forward subnetwork and [
h t ] to be the hidden state vectors of backward subnetwork, we concatenate the hidden vectors of two subnetworks in each time step and get the encoding matrix P of input context sequence V :
2) ENCODING OF ENTITY DESCRIPTION
Each article of an entity in Wikipedia has a summary section, which gives an concise description of the entity. Considering the various length of article and the consuming of computation, we intercept words from the beginning of summary within a window of size p. Then, similar to the strategy above (equation (1)- (4)), we feed the word sequence into another bi-LSTM layer to obtain the encoding matrix of entity description.
3) INTRA-ATTENTION LAYER
In entity disambiguation task, mention and entity can be regarded as the theme topics of mention context and entity description respectively, and as displayed in Figure 1 , only a few words in mention context and entity description is decisive for disambiguation. Since the LSTM network cannot distinguish the importance of words in input text sequence, we design an intra-attention layer to highlight the key components that are relevant to the central topic and eliminate noise, so as to refine the internal semantics of the input text. The formulation of the attention mechanism can be expressed as:
where P denotes the encoding matrix yielded from an bi-LSTM network, s denotes the attention vector, and a denotes the aggregated dense vector as the output. In intra-attention, s should be the central semantic vector of the input text sequence. For left context and right context of mention, we expect to focus on the words that are related to the mention. Since the mention may be composed of multiple words, we average the embedding vectors of all words in mention as the attention vector. And for entity descriptions, we use entity embeddings that are pre-trained together with plain words as the attention vector, which is detailed in Section 4. We compute the weight vector of intra-attention as:
where W 1 , W 2 and w 3 are trainable parameters to be learned. 1 t is a t-dimensional vector of ones, and ⊗ is the outer product operator. Note that s ⊗ 1 t repeats the attention vector s in another dimension with t times, which is aqual to the length of word sequence. Parameters W 1 and W 2 project hidden vector h i in P and attention vector s into the same size, and is the dot product operator. Parameter w 3 projects the matrix into a weight vector c of size t, and the following softmax operator rescales the weight vector so that the sum is 1. Through the formulas, the more h i is relevant to attention vector s, the more weight it would be given. Finally, we take weighted-sum of the hidden vectors as the output:
By emphasizing the relevant words with high weights, the intra-attention layer declines the effect of noise and produces a conciser representation of text sequence with its internal semantics, hence improve the effectiveness of the following inter-attention layer and the whole model.
4) INTER-ATTENTION LAYER
As is described in Section 1, the correlation between mention context and entity description is crucial for entity disambiguation. In order to remove redundancy and place emphasis on interrelated parts, we introduce an inter-attention layer to interact semantic information in multiple directions and extract cross-related components in texts, accordingly improve the representations of mention context and entity description.
Let a l , a r and a e be the intra-attention results of left context, right context and entity description respectively. We firstly concatenate a l and a r as the complete dense representation of mention context:
Suppose C l , C r and E to be the encoding matrices of left context, right context and entity description respectively. To extract their correlative semantics, we utilize a c as attention vector of entity description matrix, and a e as attention VOLUME 7, 2019 vector of mention context matrices. The specific processing flow of inter-attention layer can be expressed as:
where the formulas of attention is same to that in intraattention layer (equation (6)- (8)). By emphasizing interrelated parts in mention context and entity description, inter-attention layer enriches the semantic features in different aspects, therefore further improve the accuracy of semantic similarity calculation and the performance of the whole model.
5) PREDICTION LAYER
To give a prediction of semantic similarity between mention context and entity description, we concatenate all the outputs from intra-attention layer and inter-attention layer, and feed it into a MLP:
The MLP consists of two hidden fully connected layers, and output a scalar as the semantic similarity, which is mapped to [0, 1] by Sigmoid function. Suppose o to be the output similarity score and y to denote whether the entity is the ground truth of mention. The proposed deep neural network is trained with binary cross-entropy (BCE) loss function:
6) FINAL CONFIDENCE SCORE WITH PRIOR PROBABILITY
In recent neural network based methods [26] , [28] , [29] , prior probability that a mention may refer to an entity is taken into consideration. Though prior probability does not carry contextual information, it is beneficial for disambiguating popular entities, which are much more frequent in real corpus. In our work, we normalize the frequency of candicate entities counted in candidate entity generation to [0, 1] as prior probability, and combine it with semantic similarity output from neural network to obtain the final confidence score, and choose the highest ranked entity as the disambiguation result. The formula for calculating confidence score of mention m and candidate entity e is:
where α is the weight factor, and p(e|m) is the prior probability.
IV. EXPERIMENTS
In this section, we present our experimental settings and results. We use Wikipedia as the target knowledge base in this work, and all the needed data is derived from Wikipedia dump version on 01-Oct-2018. Firstly, we introduce the evaluation datasets and their statistics. Then, we detail the training [17] , [26] , [34] , [35] , we do not take notin-list (NIL) mentions into consideration, that is, the correct entity of an given mention is guaranteed to exist in the knowledge base. The details of the datasets are as follows:
• ACE2004 [36] is a subset of ACE2004 co-reference documents annotated through crowdsourcing. It contains 35 documents and 257 linkable mentions in total.
• MSNBC [6] is created from MSNBC news articles. It contains 20 documents from 10 different topics (two documents per topic) and 656 linkable mentions in total.
• AQUAINT [37] is created from news articles from Xinhua News, the New York Times, and the Associated Press. It contains 50 documents and 727 linkable mentions in total.
• CWEB12 and WW are created and cleaned by Guo and Barbosa [18] from real Web corpora. They argue that common datasets tend to be biased towards popular entities, where most of the mentions are ''easy'' to disambiguate, thus cannot cover complex scenarios. To solve this problem, they create two new datasets with balanced difficulties of disambiguation, where more hard cases with lower prior probability are included. Besides, mention context in web corpus could be noisy, making disambiguation more difficult as well. Both of the two datasets contain 320 documents, which are much larger than other datasets.
2) PARSING WIKI DATA
We utilize Annotated-WikiExtractor 1 to parse the original Wikipedia XML dump file and build local knowledge base, including entities and their corresponding IDs, names and descriptions. We get 5,357,484 entity items in total. Additionally, the hyperlinks in articles are extracted as annotations consisting of anchor texts, linked entities and positions in text for subsequent use.
3) PRE-TRAINING EMBEDDINGS OF WORDS AND ENTITIES
Some researchers [34] , [38] , [39] argue that jointly embedding words and entities in the same continuous space can improve the performance of entity disambiguation system. Intuitively, jointly mapping words and entities in the same space can learn their contextual interdependence simultaneously and improve the quality of embeddings, thus enhance the accuracy of semantic matching. In this work, similar to [26] , [34] , [38] , [39] , we jointly learning embedding of words and entities in a unified framework. [40] model to train embeddings of words and entities on the whole corpus. The training parameters are set as the default configuration of the program, and the embedding dimension is set to 100. As for pre-processing of the corpus, we remove all the punctuations in sentences, and drop words that appear less than 5 times.To retain position information and learn feature of proper nouns, which probably have the same surface form with target mentions, we keep the uppercase letters in corpus. Finally, we get a vocabulary containing 5,701,604 available tokens with specific embeddings. Table 2 presents the settings of parameters in our model. The window sizes of mention context and entity description are set to 20 and 100, respectively. Zero padding is used when the text has fewer words, and the corresponding positions would be masked when cumputing weight vectors in attention layers. In MLP, we employ batch normalization before activation function to avoid gradient vanishing.
4) SETTINGS OF NEURAL NETWORK
The training corpus of neural network is also built with Wikipedia texts and hyperlinks. The anchor text can be regarded as a mention, and the linked page represents the true 2 https://pypi.org/project/gensim/ entity it refers to. For each entity, we randomly sample at most 100 anchor texts with surrounding contexts in Wikipedia corpus to generate positive samples. Same as the pre-processing step in training embeddings, all the punctuations in sentences would be removed, and the uppercase letters would be kept. Due to limitation of computational resources, the entity set of training data is restrained to candidate entities of mentions collected from 5 evaluation datasets. Moreover, for each positive entity, we substitute the true entity with 5 randomly selected entities from the candidate set of mention, so as to generate negative samples. Consequently, the training set is composed of 2,603,001 samples in total.
5) EVALUATION METRIC
Same to most previous studies, we adopt Micro-F1 as the evaluation metric. In entity disambuation task, Precision (P), Recall (R) and F1-score (F1) are defined as follows:
Specifically, Micro-F1 calculates F1-score on all mentions across documents in a dataset.
B. RESULTS AND ANALYSIS 1) COMPARISON WITH OTHER MODELS
We compare our model with 4 advanced entity disambiguation models on the evaluation datasets. It is worth mentioning that all these models need to consider global coherence among contextual entities through collective methods to achieve good results, while our proposed model is simply based on local contexts to disambiguate each mention independently. The details of compared models are as follows:
• Hoffart et al., 2011 [20] is based on graph model, and mentions are disambiguated by solving a dense subgraph through greedy algorithm.
• Guo and Barbosa, 2016 [18] is also based on graph model, which uses Random Walk algorithm to disambiguate mentions globally.
• Ganea et al., 2017 [29] is based on neural methods, which employs soft-hard attention on word vectors of mention contexts directly. Besides, it uses loopy belief propagation (LBP) deep network to solve the collective disambiguation problem.
• Phan et al., 2017 [26] is based on neural methods, which adopts single-directional LSTM to encode word sequences, and applys attention mechanism to mention context side. It uses additional pair-linking algorithm as collective method. The Micro-F1 results are shown in Table 3 . The results of two earlier models are reported by Ganea and Hofmann [29] . We re-implement Phan et al.'s model on datasets that are not used in their experiments, e.g. AQUAINT, CWEB12 and WW, and the rest scores are taken from the original papers. The best results are in bold face. The weight factor α is set to 0.5 in our experiment. As displayed in the table, our proposed model achieves best results on 4 datasets, and performs second best on MSNBC. We could also observe that though Ganea et al., 2017 [29] achieves best score on MSNBC, their model is not competitive on other datasets, while our model maintains efficient performance globally. Since their model directly employs attention on word vectors of mention text without encoding of the word sequence, the contextual semantic relateness inside cannot be well learned. Phan et al., 2017 [26] performs second best on most datasets, which uses single-directional LSTM to encode texts, and merely employs attention mechanism on mention context side. Compared with their model, we apply bi-LSTM as the encoding layer, which can learn more contextual dependence in two directions. Moreover, we apply multi-perspective attention to mention context and entity description simultaneously, and utilize intra-attention and inter-attention to identify and aggregate self-related and cross-related semantic information in texts from various aspects, thus is more effective to capture informative features that benefit the correctness of disambiguation. The results of our experiment corroborate the superiority of our model. Furthermore, among all the datasets, our model achieves comparatively smaller improvement on easy datasets (0.1% on ACE2004 and 1.2% on AQUAINT), and performs significant enhancement on difficult datasets (2.0% on CWEB12 and 4.1% on WW). As described above, easy datasets are composed of formal documents with clearer contexts, such as news articles, and the mentions inside tend to refer to entities with higher popularity in most cases, thus are easier to disambiguate by taking prior probability into consideration. On the contrary, the 2 hard datasets are created from web data, where the expression of the text is more diverse and the context can be noisier, and mentions appeared in a dataset can have more instances referring to different candidate entities, thus are more difficult for disambiguation. As presented in Table 3 , the improvement of our model on hard datasets is more remarkable, which indicates that the proposed multi-perspective attention can enhance the robustness of the whole model and boost the disambiguation performance, especially on complex scenarios.
2) RESULTS AND ANALYSIS ON MODEL VARIANTS
In order to further evaluate the performance of our model and analyse the contribution of different components, we compare the full model with variants as follows: without attention removes intra-attention layer and inter-attention layer in full model, and concatenates the last hidden state vectors of biLSTMs as the input of prediction layer. intra-attention only keeps intra-attention layer only and removes inter-attention layer in full model, and concatenates the vectors output from inter-attention layer as the input of prediction layer. Moreover, to analyse the impact of prior probability, for each model, we set up 2 comparisons: with prior (e.g. α = 0.5) and without prior (e.g. α = 1).
We present the results of all variants in Table 4 . Comparing the results of variants, we could observe that the introduction of attention mechanism can remarkably improve the performance of entity disambiguation system, and the combination of intra-attention and inter-attention in full model can further boost the disambiguation performance than intra-attention only, which validates the effectiveness of multi-perspective attention. Additionally, from the results of without attention on different datasets, we could found that 3 easy datasets are simpler to attain good scores with prior probability, where most of the true entities are popular in the whole corpus. Meanwhile, the results on 2 hard datasets with prior probability are poorer, since ground truth of the mentions could be more diverse, and the mention context could be noisy. The results of without attention and full model with prior probability show that the full model achieves greater improvements on hard datasets, which again evidences the capability of multi-perspective attention in disambiguating hard entities and the robustness of full model on noisy contexts.
Secondly, comparing the results of the same model with or without prior probability, we found that the performance of without attention would decline significantly when the prior information is removed. It demonstrates that the neural network without attention cannot make distinctions on different candidate entities well, which makes the disambiguation system extremely dependent on prior knowledge, and fail to disambiguate hard entities with lower prior probability. When intra-attention is introduced, the gap between the results with or without prior probability in intra-attention only is decreased, and the combination of intra-attention and interattention in full model further reduces the gap. The improvement of results without prior probability indicates that the discrimination ability of neural network is enhanced with multi-perspective attention, which promotes the disambiguation accuracy for different entities in candidate set and lessens the reliance on prior probability. When prior knowledge is missing, our disambiguation model can still work stably.
In particular, we could found that the result of full model on WW slightly declines with prior probability, which denotes that the introduction of prior information harms the disambiguation performance unexpectedly. It can be explained that the neural network correctly disambiguate more entities with lower popularity, but their confidence scores are not the highest among candidate entities when combining similarity calculation with prior probability, which leads to wrong disambiguation decisions. Though we could fix the problem by fine-tuning weight factor α on each dataset with specific characteristics, since the prior probability is merely computed from the frequency statistics in corpus, this issue can be better solved by adopting more aspects of knowledge, such as entity type and the consistency among contextual entities in a certain range.
3) RESULTS AND COMPARISON ON CWEB12 HARD SUBSET
The capability of correctly disambiguating mentions in varied contexts is crucial for an entity disambiguation system. To evaluate the performance of disambiguating different candidate entities of the same mention more clearly, we create a hard subset of CWEB12 consisting of mentions that once refer to more than one entities among the whole dataset. The subset contains 2,447 samples and corresponding mention contexts in total. We restrain the training data to candidate entities aggregated from the subset, and compare the performance of our full model with Phan et al., 2017 [26] on the subset. Table 5 presents the results on CWEB12 hard subset. The result of prior only in first row is the disambiguation performance solely based on prior probability, e.g. α = 0. Comparison of the results with prior probability validates that our proposed model significantly outperforms Phan et al., 2017 [26] and prior only baseline in disambiguating the same mention referring to various entities in specific contexts, which is essential for entity disambiguation task. Moreover, contrasting the results of the same model, we could observe that Phan et al.'s model is extremely dependent on prior probability to promote the disambiguation accuracy, and the performance without prior probability is even slightly lower than prior only baseline. Oppositely, our proposed model considerably diminishes the dependence on prior probability, which indicates that the proposed multi-perspective attention based neural network has stronger ability of distincting different candidate entities, thus making the whole disambiguation system more effective and robust.
C. CASE STUDY
To illustrate the effectiveness of multi-perspective attention in our model, we display the attention results of a correctly VOLUME 7, 2019 FIGURE 4. Inter-attention result of mention context. disambiguated sample in CWEB12 dataset in Figure 3 and Figure 4 . Because the entity description is fairly long and prolix to illustrate, we only present the attention results of mention context here. In this case, the true entity of mention "Denmark" is Denmark national football team, a candidate with lower prior probability and has a higher difficulty to disambiguate. Figure 3 and Figure 4 display the intra-attention and interattention results of mention context respectively, and the depth of color reflects the magnitude of attention weight. From Figure 3 , we could see that through intra-attention layer, the mention itself is given the highest attention weight, since it is the expected semantic center, and the corresponding hidden state of bi-LSTM holds the most informative part of the context. Generally, most of the cases are in line with this observasion. Besides, more words that are relevant to the mention like ''Germany", ''Czech", ''UEFA", ''EURO" are identified, accordingly enrich the semantic information of a l and a r . Meanwhile, since some of the identified words like ''Germany" and ''Czech" are not discriminative enough, which could also lead to entity Denmark (country), more key features are needed to mine. From Figure 4 , we could see that through inter-attention layer, pivotal words ''match" and ''UEFA" (abbreviation of ''Union of European Football Association") are given the highest attention weight in left context and right context respectively, which are correlative with the entity and discriminative for disambiguation. Additionally, more words that are related to the entity like ''Cup", ''Final" in left context and ''points", ''SemiPro" in right context are identified, which enable the disambiguation model to attain representation of mention context in another aspect. By concatenating the outputs of intra-attention layer and inter-attention layer, our model can capture more comprehensive semantic features of texts, therefore improve the accuracy of disambiguation.
V. CONCLUSION
We propose a novel deep neural network with multiperspective attention for entity disambiguation task, which utilizes intra-attention and inter-attention to refine representation of mentions and entities in different aspects. Evaluation on test datasets indicates that our model is robust and competitive, and shows more superior performance on difficult disambiguation circumstances. In future work, we plan to introduce more aspects of prior knowledge, such as entity type and coherence among contextual entities to enhance the accuracy of confidence score, and integrate with simplified collective methods to improve the robustness on long documents. His research interests include remote sensing image semantic segmentation and multi-media information processing.
