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Abstract
In the context of the long-standing issue of mixing in infinite ergodic the-
ory, we introduce the idea of mixing for observables possessing an infinite-
volume average. The idea is borrowed from statistical mechanics and appears
to be relevant, at least for extended systems with a direct physical interpreta-
tion. We discuss the pros and cons of a few mathematical definitions that can
be devised, testing them on a prototypical class of infinite measure-preserving
dynamical systems, namely, the random walks.
Mathematics Subject Classification: 37A40, 37A25, 82B41, 60G50.
1 Historical introduction
The textbook definition of mixing for a transformation T :M−→M preserving a
probability measure µ is
lim
n→∞
µ(T−nA ∩ B) = µ(A)µ(B) (1.1)
for all measurable sets A,B ⊂ M [W]. Extending this definition to the case where
µ is a σ-finite measure with µ(M) = ∞ is a fundamental issue in infinite ergodic
theory. References to this problem can be found in the literature at least as far
back as 1937, when Hopf devoted a section of his famous Ergodentheorie [H] to an
example of a dynamical system that he calls ‘mixing’. It consists of a set M⊂ R2,
of infinite Lebesgue measure, and a map T :M−→M preserving µ, the Lebesgue
measure on M. He proved a property that is equivalent to this one: there exists a
sequence {ρn}n∈N of positive numbers such that
lim
n→∞
ρn µ(T
−nA ∩ B) = µ(A)µ(B) (1.2)
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for all squarable sets A,B ⊂ M (a squarable set is a bounded set whose boundary
has measure zero).
For a long time, the community did not seem to act on this suggestion, perhaps
due in part to the impossibility, in any reasonable dynamical system, of verifying
(1.2) for all finite-measure sets A,B. (This fact, which might not have been clear
to Hopf himself, can be derived from a famous 1964 paper by Hajian and Kakutani
[HK].)
Work in this direction, however, picked up rather intensively in the 1960’s [Or,
KP, KO, Pr, Kr, Pa], to the point that Krickeberg in 1967 [Kr] proposed (1.2) as
the definition of mixing for almost-everywhere continuous endomorphisms of a Borel
space (M, µ) (with some extra, inessential, conditions on the sets A,B). Krickeberg
applied his definition to Markov chains with an infinite state space and an infinite
invariant measure, which is very interesting in the context of this paper because
our main examples will be the prototypical infinite-state Markov chains, namely the
random walks (cf. Sections 2.2, 4 and 5).
Krickeberg’s definition has been studied by several researchers since then [Fr,
To1, To2] and, in recent times, it was independently rediscovered by Isola, who
uses (1.2) with A = B and calls {ρn} the scaling rate [I1, I2]. It failed, however, to
establish itself as the ultimate definition of mixing in infinite measure. In my opinion,
this is not so much because of the less-than-perfect requirement of a topological
structure in a measure-theoretic problem, but rather for its inherent inability to
describe the “global” infinite-measure aspects of a dynamics: after all, (1.2) only
involves finite-measure sets. Related to this, it is unclear how this definition may
be specified towards stronger and more physically relevant chaotic properties, such
as, for example, the rate of correlation decay. A little thinking convinces one that
the speed of convergence in (1.2) cannot in general be uniform, even for uniformly
nice sets (A and B can be arbitrarily far from each other so that the l.h.s. of (1.2)
is negligible for arbitrarily long times).
At any rate, by the end of the 1960’s, Krengel and Sucheston [KS] approached
the problem from a more measure-theoretic point of view and devised the following
two definitions: A discrete-time, nonsingular dynamical system (M, µ, T ) is called
mixing if and only if the sequence {T−nA}n∈N is semiremotely trivial for all mea-
surable A ⊂ M with µ(A) < ∞; it is called completely mixing if the condition
holds for all measurable A. (A nonsingular map is one for which µ(A) = 0 implies
µ(T−1A) = 0. As for the definition of semiremotely trivial, which is unimportant
here, we refer the reader to [KS].) Both definitions reduce to the standard definition
(1.1) for maps preserving a probability measure [Su].
However, Krengel and Sucheston themselves proved results that imply that many
reasonable (including all invertible) measure-preserving maps cannot be completely
mixing [KS, Thms. 3.1 and 5.1]. As for mixing, again specializing to measure-
preserving maps, their definition is equivalent to
lim
n→∞
µ(T−nA ∩B) = 0 (1.3)
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for all finite-measure sets A,B [KS, §2]. This is a rather brutal weakening of (1.2):
for instance, it would classify a translation in Rd as mixing! Therefore, however
illuminating [Sa], the Krengel–Sucheston definitions are of little applicability to
most simple extensive systems that mathematicians would like to study.
Aaronson in 1997 [A, §2.5] wrote
[...] the discussion in [KS] indicates that there is no reasonable general-
isation of mixing.
Be that as it may, the drive to produce a general definition of mixing in infinite
ergodic theory had apparently ceased by the mid 1970’s.
In this paper I will not try to give a universal and firm definition of mixing—
in which I am not sure I believe myself—for σ-finite measure-preserving dynamical
systems, but rather a few very general notions, that can be completely specified on
a case-by-case basis, depending on what type of information one wants to extract
from the dynamical system under scrutiny.
To do so, I will borrow some ideas and a little terminology from physics, in
particular from statistical mechanics. The key concept this work is based on is that
of infinite-volume average, which I illustrate with an example.
Let us consider a measurable unbounded A ⊂ R2 and ask, what is the probability
that a random x ∈ R2 belongs to A? Clearly, the answer fully depends on what we
mean by random. Suppose we specify that random means that each x can be drawn
with equal probability. Then the question itself no longer makes sense because the
Lebesgue measure m on R2, which is the only uniform measure on R2, cannot be
normalized.
However, remembering that long-gone course in statistical mechanics, one might
come up with the idea that the sought probability is something like
lim
r→+∞
m(A ∩ [−r, r]2)
4r2
, (1.4)
provided the limit exists. Of course, such an answer is riddled with issues, but it
does capture the idea that in physics one only looks at finite quantities. Infinity is a
mental construct to fit an endless amount of situations, and a finite limit at infinity
is the formal way to say that most of these situations will look alike.
More generally, for a given dynamical system (M,A , µ, {T t}), where (M,A ) is
a measure space and {T t} is a (semi-)group of transformationsM−→M preserving
the infinite measure µ, we will choose a family of ever-larger sets V , with µ(V ) <∞,
that “approximateM”. Using the language of physics, one might say that choosing
these sets will define how we measure our infinite system—more precisely, how we
measure its observables.
We will deal with two types of observables: The global, or macroscopic, observ-
ables will be a suitable class of functions F ∈ L∞(M,A , µ) for which
µ(F ) := lim
VրM
1
µ(V )
∫
V
F dµ (1.5)
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exists. What the above limit means and what class of functions it applies to will be
clarified in Section 2. The local, or microscopic, observables will be essentially the
elements of L1(M,A , µ).
Then, skipping many necessary details and all-important specifications which
are found in Sections 2 and 3, our notions of mixing will basically reduce to the two
limits:
lim
t→∞
µ((F ◦ T t)G) = µ(F )µ(G), (1.6)
for any two global observables F,G; and
lim
t→∞
µ((F ◦ T t)g) = µ(F )µ(g), (1.7)
for F global and g local (with the obvious notation µ(g) :=
∫
g dµ).
To the extent to which the above notions can be made into rigorous definitions—
and they can, cf. Section 3—they seem to improve on the attempted definitions
that we have recalled earlier, chiefly because they involve observables which can
be supported throughout the phase space (think, for example, of the velocity of a
particle in an aperiodic Lorentz gas, or the potential energy of a small mass in a
formally infinite celestial conglomerate, etc.). So they are more apt to reveal the
large-scale aspects of a given dynamics.
In particular, (1.6) may be called global-global mixing, because it somehow ex-
presses the vanishing of the correlation coefficient between two global observables,
while (1.7) may be called global-local mixing, because the coupling is between a
global and a local observable. The latter notion can be quite useful if one takes
g ≥ 0 with µ(g) = 1. Then µg, the probability measure defined by dµg := g dµ,
can be considered an initial state for the system. In this interpretation, the l.h.s.
of (1.7) reads µg(F ◦ T
t) =: T t∗µg(F ), that is, the expected value of the observable
F relative to the state at time t, and (1.7) asserts that such quantity converges to
µ(F ). Hence, µ acts as a sort of equilibrium state for the system.
In Section 4 we will apply the above ideas to certain basic yet representative
examples of infinite-measure dynamical systems, the random walks in Zd. We will
specify all the mathematical objects needed to obtain rigorous definitions out of
(1.6)-(1.7) and we will check that, under reasonable conditions, all these definitions
are verified. The proofs, given in Section 5, use basic harmonic analysis on groups [R]
and an estimate for a certain Fourier norm. The latter is presented in the Appendix,
together with other technical results.
Acknowledgments. I would like to thank an anonymous referee for pointing out
a relevant mistake in the first draft of the manuscript.
2 Infinite-volume limit and observables
A measure-preserving dynamical system is the quadruple (M,A , µ, {T t}), where
M is a measure space with the σ-algebra A , endowed with the σ-finite measure µ,
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while {T t}t∈G is a group (respectively, semigroup) of automorphisms (respectively,
endomorphisms) M−→M, labeled by the free additive parameter t ∈ G (without
significant loss of generality, we assume G = N, Z, or R). This means that
µ(T−tA) = µ(A), ∀A ∈ A , ∀t ∈ G. (2.1)
If G = R, {T t} is called the flow, whereas if G = Z or N, the generator T := T 1 is
called the map, and one usually denotes the dynamical system by (M, µ, T ).
In this paper we are interested in the case µ(M) = ∞. The measure-theoretic
properties of dynamical systems preserving an infinite measure are the subject of
infinite ergodic theory [A], whose most basic definition, perhaps, is the following
[HK]:
Definition 2.1 The measure-preserving dynamical system (M,A , µ, {T t}) is called
ergodic if every measurable invariant set (i.e., any A ∈ A such that µ(T−tA△A) =
0 ∀t), has either zero measure or full measure (the latter meaning µ(M\ A) = 0).
In the case where µ is a probability measure, the above is one of the several equiv-
alent formulations of ergodicity, including among others: the equivalence of the
Birkhoff average with the phase average, for all f ∈ L1(M,A , µ) (the definition
generally ascribed to Boltzmann); the absence of nontrivial integrals of motion in
L1(M,A , µ); the strong law of large numbers for the random variables {f ◦T t}. In
infinite measure, these definitions are no longer equivalent and, among those that
keep making sense, Definition 2.1 is in some sense the strongest.
A notion that is much harder to transport to infinite ergodic theory, as we have
discussed in the introduction, is that of mixing. In terms of observables, i.e., scalar
functions on M, it reads:
∀f, g ∈ L2(M,A , µ), lim
t→∞
µ((f ◦ T t)g) = µ(f)µ(g). (2.2)
In other words, the correlation coefficient between the two random variables f ◦ T t
and g vanishes asymptotically. This phrasing makes it apparent that the notion of
finite-measure mixing is intrinsically probabilistic.
2.1 Infinite-volume limit
The discussion in the introduction suggests that one should find an asymptotic
decorrelation formula, similar to (2.2), which applies to observables that, unlike L2
functions, “see” a nonnegligible portion of the space. For this, one needs to define a
sort of “normalized measure” for these observables. This is how one comes to think
of averaging a function over M by means of an infinite-volume limit.
The idea is borrowed from statistical mechanics where the question arises of
measuring the intensive quantities of a system (for example, the temperature or the
density of a gas). These are represented by sequences of functions defined over larger
and larger phase spaces, corresponding to larger and larger portions of the physical
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system, normalized in such a way that their integral converges to a finite number.
This number is supposed to predict the outcome of an experimental measurement.
Coming back to our math, we introduce a notation that is going to be used often
in the remainder:
Af := {A ∈ A | µ(A) <∞} . (2.3)
Definition 2.2 The family V ⊂ Af is called exhaustive if it contains a sequence
{Vn}n∈N, increasing w.r.t. inclusion, such that
⋃
n Vn =M.
Definition 2.3 Let V be exhaustive. If φ is defined on Af and has values in some
topological space, we write
lim
VրM
φ(V ) := lim
V ∈V
µ(V )→∞
φ(V ) = L,
when, for every neighborhood U of L, there exists an M ∈ R+ such that
V ∈ V , µ(V ) ≥M =⇒ φ(V ) ∈ U .
This will be called the µ-uniform infinite-volume limit w.r.t. the family V , or simply
the infinite-volume limit.
It is apparent that the above definition depends decisively on the choice of V . In
the example discussed in the introduction, cf. (1.4), V = {[−r, r]2}r>0, and it is easy
to think of other exhaustive families of subsets of R2 for which the infinite-volume
limit for the “probability” of A differs from (1.4).
In general, all the results that we are going to discuss in this paper will depend on
the choice of V in Definition 2.3. This is no shortcoming! In fact, we want to retain
this choice, because this is how we incorporate in the mathematical description of
an extended system the way we observe the system, that is, how we measure the
observables of that system. In other words, the choice of V defines what it means
to pick a large region of M, which we assume—or rather declare—represents the
whole space.
The first property we assume of our systems may be called ‘compatibility of the
infinite-volume limit with the dynamics’:
(A1) For any fixed t ∈ G, for V րM, µ(T−tV△V ) = o(µ(V )).
This means that the scale of the dynamics is local and not global: If V is a very
large set “approximating M”, then its evolution at a fixed time should differ little
from V , in relative terms. (In statistical mechanics one would say that, over a large
region of the space, the dynamics can only produce negligible surface effects—we
will come back to this point in Section 3.1.)
One can expect (A1) to hold in most situations. It does, for instance, when
M is a metric space such that the µ-measure of a ball grows like a power of the
radius, uniformly in the center of the ball; the dynamics is bounded, i.e., ∀t ∈ G,
∃K = K(t) such that, for µ-a.e. x ∈ M, dist(T tx, x) ≤ K; and the elements of V
are balls.
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2.2 A couple of examples
A very simple example of this setup is the dynamical system defined as follows. Set
ϕ(x) :=
{
3x− 1, for x ∈ [0, 1);
0, otherwise.
(2.4)
Then, on M = R, define the self-map
Tx :=
∑
j∈Z
ϕ(x− j) + j. (2.5)
The definition is well-posed because, for any given x ∈ R, only one term of the sum
is nonzero. Furthermore, each x has three distinct counterimages via T , where the
derivative of the map is constantly equal to 3. This shows that T is a noninvertible
map which preserves the Lebesgue measure µ.
(M, µ, T ) describes a random walk in Z, in the following sense: Suppose an initial
condition x ∈ [0, 1) is randomly chosen according to µ0, the Lebesgue measure in
[0, 1) (it is no loss of generality to restrict to [0, 1) because the dynamical system
is clearly invariant for the action of Z). Then Tx will land in one of the intervals
[−1, 0), [0, 1), [1, 2), with probability 1/3 in each case. More generally, if [x] :=
max {m ∈ Z |m ≤ x} denotes the integer part of x ∈ R, we have
µ0
({
x ∈ [0, 1)
∣∣ [T nx] = kn, [T n−1x] = kn−1, . . . , [Tx] = k1}) = 3−n, (2.6)
provided that |kj − kj−1| ≤ 1, for j = 1, . . . , n (with k0 = 0). This implies that,
using the notation of conditional probability,
µ0
(
[T nx] = kn
∣∣ [T n−1x] = kn−1, . . . , [Tx] = k1 ) =
µ0
(
[T nx] = kn
∣∣ [T n−1x] = kn−1) = 1/3. (2.7)
Hence, {[T nx]}n is a Markov chain in Z with same-site and nearest-neighbor jumps,
each with probability 1/3; namely, it is a (space-)homogeneous random walk.
As for the choice of V , the example of the introduction would seem to suggest
that we pick sets of the type V = [−r, r] (with r ∈ R) or, to fully exploit the Z-
structure of this dynamical system with no appreciable loss of generality, sets of the
type V = [−k, k] (with k ∈ N). Although this is a legitimate choice, we will see
later that a better option is
V := {[k, ℓ] | k, ℓ ∈ Z, k < ℓ} . (2.8)
(Actually, this will be a crucial part of our discussion, and we refer the reader to
Section 3.1.) For V = [k, ℓ], n ∈ N, and ℓ− k > 2n, it is easy to verify that
[k + n, ℓ− n] ⊂ T−nV ⊂ [k − n, ℓ+ n], (2.9)
which implies (A1).
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A less trivial system that fits well the framework we are describing is the (ape-
riodic) Lorentz gas [L1, L2]. In R2 (just to fix the smallest interesting dimension) a
Lorentz gas is the billiard system in C := R2 \
⋃
n∈NOn, where {On} is a countable
collection of pairwise disjoint, convex, bounded regular sets. This means that a
point particle moves with constant unit velocity in C until it hits an obstacle On,
which reflects the particle according to the Fresnel law: the angle of reflection equals
the angle of incidence (the modulus of the velocity remains equal to 1). The phace
space for this system is then M = C × S1, where q ∈ C represents the position and
v ∈ S1 the velocity of the particle. If T t denotes the flow just described (which is
unambiguously defined at all noncollision times), it is well known that T t preserves
the Liouville measure µ, which turns out to be the product of the Lebesgue measure
on C and the Haar measure on S1. Clearly, save for bizarre situations, µ(M) =∞.
Since sufficient conditions for the ergodicity of (M, µ, T ) are known [L1], and
since, for the finite-measure version of the Lorentz gas (the so-called Sinai billiard),
mixing and stronger stochastic properties essentially follow from ergodicity [Si, BS,
CM], it is of interest to devise one or more sound definitions of mixing for this
dynamical system.
As for the exhaustive family V , in analogy to the previous system, a reasonable
choice would be
V :=
{
(C ∩R)× S1 | R = [a, b]× [c, d], with a < b, c < d
}
. (2.10)
In Section 4 we will present a third example, which generalizes, in more than one
way, the first system introduced above. It is a class of invertible dynamical systems
representing all homogeneous random walks in Zd. One of its points of relevance is
that it is designed to retain the most essential features of the Lorentz gas discussed
above. It is thus a greatly simplified toy model, which we are able to study in depth.
As a matter of fact, it will be the testing ground for our new notions of mixing, cf.
Sections 4 and 5.
2.3 Global and local observables
In order to define a surrogate probability measure for our system, we need to declare
what we intend to measure. In other words, we need to specify the observables,
namely, the functions M−→ R which represent the (sole) information that we can
get on the state of the system.
In finite ergodic theory, this class of functions is L1(M,A , µ), or sometimes
L2(M,A , µ). In virtually every situation, both are amply sufficient to give a full
description of the state of the system (in fact, quite generally, the position itself
of x ∈ M is given by a finite number of square-integrable functions). This is
conspicuously not true in infinite ergodic theory. Indeed, the forthcoming discussion
will try to convince the reader that the choice of the observables is precisely at the
heart of the matter in infinite-measure mixing (a point that, after all, was already
contained in [KS]).
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We deal with two categories of observables: the global, or macroscopic, observ-
ables and the local, or microscopic, observables.
Let us start by introducing the former, whose space we denote by G. We will not
give a definition, but rather a presentation of the minimal features that G should
have. A precise definition only makes sense on a case-by-case basis and, indeed,
the choice of G is part of our description of the system, just like the choice of V .
As a typographical rule, we indicate a global observable with an upper-case Roman
letter, as in F :M−→ R.
We require at least the following conditions:
(A2) G ⊂ L∞(M,A , µ).
(A3) ∀F ∈ G, ∃µ(F ) := lim
VրM
µV (F ) := lim
VրM
1
µ(V )
∫
V
F dµ.
We call µ(F ) the average of F (w.r.t. µ and V ). This functional is dynamics-
invariant:
Lemma 2.4 Under assumptions (A1)-(A3), µ(F ) = µ(F ◦ T t), ∀t ∈ G.
Proof. Using the invariance of µ and then (A1)-(A2), we have
1
µ(V )
∫
V
F dµ =
1
µ(V )
∫
T−tV
(F ◦ T t) dµ =
1
µ(V )
∫
V
(F ◦ T t) dµ+ o(1). (2.11)
Applying (A3) gives the assertion. Q.E.D.
As for the class of local observables, denoted by L, this can be generally taken
to be L1(M,A , µ). As we will see below, this choice is much less delicate than the
choice of G. Nonetheless, some results may require occasional restrictions on L1, so,
in the same spirit as (A2), we only require
(A4) L ⊆ L1(M,A , µ).
Local observables are indicated with a lower-case Roman letter, as in g :M−→ R.
3 Definitions and related questions
3.1 Global-global mixing
On the basis of Lemma 2.4, one might attempt the following definition of mixing:
(M1) ∀F,G ∈ G, lim
t→∞
µ((F ◦ T t)G) = µ(F )µ(G),
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provided that µ((F ◦ T t)G) exists for all t ∈ G, or at least for t large enough. This
last point represents a problem, because it is not easy, in general, to devise a space
G with the property that F,G ∈ G implies (F ◦ T t)G ∈ G for all large t (sometimes
G is not even T t-invariant, cf. (4.9) later on).
Generally speaking, there are only two solutions to this problem—which would
be more honestly described as ways around it. The first solution is to declare that
this question should be dealt with on a case-by-case basis. The second solution is
to devise another definition of mixing which just does away with the problem:
(M2) ∀F,G ∈ G, lim
t→∞
VրM
µV ((F ◦ T
t)G) = µ(F )µ(G),
having adopted the notation µV (·) =
∫
V
(·)dµ/µ(V ), as introduced in (A3). The
above means that, ∀ε > 0, ∃M > 0 such that, for all t ≥ M and V ∈ V with
µ(V ) ≥M , ∣∣µV ((F ◦ T t)G)− µ(F )µ(G)∣∣ < ε. (3.1)
Though cast in a less polished form than (M1), (M2) still retains a great deal
of the physical meaning of mixing because it prescribes that, if the region V is
big enough and the time t is large enough, the two observables F ◦ T t and G are
practically uncorrelated on V . Actually, in some sense, (M2) is even stronger than
(M1), because it implies that, fixed V , (3.1) occurs uniformly in t, for t large. The
same is not guaranteed by (M1). See also Proposition 3.1 later on.
We refer to (M1) and (M2) as definitions of global-global mixing because they
consider the coupling of two global observables.
Let us now focus on a couple of less technical and more substantial questions
concerning both (M1) and (M2). The first has to do with the importance on V
too, not just G, for either condition to function as a sound definition of mixing.
Let us exemplify the question by means of the dynamical system defined by
(2.4)-(2.5). This is a system that should be classified as mixing by any reasonable
definition (cf. also Section 4). Suppose that for that system we had made the first,
more restrictive, choice of V presented in Section 2.2, that is, we had chosen sets of
the type V = [−k, k], with k ∈ N. The function F : R −→ R, defined by
F (x) :=
{
−1, for x < 0;
1, for x ≥ 0,
(3.2)
is bounded and has average µ(F ) = 0. Now, fix n > 0 and consider F ◦ T n. Given
the action of the map T and its interpretation as a random walk, it is not hard to see
that, for x < −n, F (T nx) = −1 and, for x ≥ n, F (T nx) = 1 (determining F (T nx)
for x ∈ [−n, n) is more complicated and irrelevant here). This and (3.2) imply that,
for |x| > n, F (T nx)F (x) = 1. Therefore, for k much larger than n and V = [−k, k],
µV ((F ◦ T
n)F ) is very close to 1 and indeed µ((F ◦ T n)F ) = 1. Since µ(F ) = 0,
this shows that, for F as in (3.2) and G = F , both limits in (M1) and (M2) fail
to hold!
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But this is reasonable: after all, F has variations (causing it to be nonconstant)
only on a negligible set, namely {x = 0} ⊂ M. By negligible set we mean, in this
context, a set whose ρ-neighborhoods, for all ρ > 0, have “measure” zero w.r.t. µ.
Therefore this is an instance of the phenomenon, which is well known in statistical
mechanics, whereby the infinite-volume limit does not see surface effects. (When
the dynamics is bounded, in the sense specified in the last paragraph of Section 2.1,
the evolution of F can produce no more than surface effects.)
So we must avoid global observables that have significant variations on negligible
sets. But this does not mean that we should cherry-pick our observables (although
there is nothing wrong with that)! In the case at hand, for instance, the unusable
observables are automatically eliminated by a smarter choice of V , the one given
in (2.8). That exhaustive family is translation invariant, which seems right for a
system that is translation invariant.
An analogous discussion can be made for the other example presented in Section
2.2, the Lorentz gas, and for most extended dynamical systems one can imagine.
We may conclude that V should not be so small as to make the verification
of (M1) impossible nor, at the same time, so large as to make the class of global
observables satisfying (A3) too meager. A happy medium might be for V to include
all the symmetries, or “quasi-symmetries”, of the system and no more.
The second, and more critical, question concerning (M1)-(M2) is that these
definitions are completely blind to the local aspects of the dynamics. For instance,
they are not able to detect an invariant set A, if µ(A) <∞. One can easily produce
a system that is mixing in one of the above senses, but not ergodic as per Definition
2.1. (For example, take a Lorentz gas and make one scatterer hollow: points inside
that scatterer will stay confined there, thus breaking ergodicity, while all other
trajectories will be the same as in the unperturbed system, which one believes to be
at least (M1)-mixing, with the right choice of G and V .)
We have no fix for this issue, other then giving a few more definitions which take
into account local observables as well.
3.2 Global-local mixing
The most natural way to couple global and local observables in a definition of mixing
is this:
(M4) ∀F ∈ G, ∀g ∈ L, lim
t→∞
µ((F ◦ T t)g) = µ(F )µ(g),
where we have used the convenient notation µ(g) :=
∫
M
g dµ. This is the first notion
of global-local mixing we give. Since for some systems, such as the Lorentz gas, this
can be rather hard to prove [L3], we give a weaker version as well:
(M3) ∀F ∈ G, ∀g ∈ L with µ(g) = 0, lim
t→∞
µ((F ◦ T t)g) = 0.
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(Notice that (M3) and (M4) are equivalent in ordinary ergodic theory, because one
can always subtract a constant function from any observable in order to make its
integral vanish. Not so in infinite measure!)
We will see momentarily that, for systems for which a uniform version of (M4)
can be established, it is possible to pass from global-local mixing to global-local
mixing. So we give one last definition:
(M5) ∀F ∈ G, lim
t→∞
sup
g∈L\0
1
µ(|g|)
∣∣µ((F ◦ T t)g)− µ(F )µ(g)∣∣ = 0.
3.3 Summary of assumptions and definitions
For the convenience of the reader, we summarize here all the assumptions we have
made and all the definitions of mixing we have given, listing the latter in the correct
hierarchical order, as clarified by Propositions 3.1 and 3.2 below.
The following are the minimal requirements on the dynamical system (M,A , µ, {T t}),
the exhaustive family V , the space of the global observables G, and the space of the
local observables L:
(A1) For any fixed t ∈ G, for V րM, µ(T−tV△V ) = o(µ(V )).
(A2) G ⊂ L∞(M,A , µ).
(A3) ∀F ∈ G, ∃µ(F ) := lim
VրM
µV (F ) := lim
VրM
1
µ(V )
∫
V
F dµ.
(A4) L ⊆ L1(M,A , µ).
The definitions of global-global mixing are:
(M1) ∀F,G ∈ G, lim
t→∞
µ((F ◦ T t)G) = µ(F )µ(G).
(M2) ∀F,G ∈ G, lim
t→∞
VրM
µV ((F ◦ T
t)G) = µ(F )µ(G).
The definitions of global-local mixing are:
(M3) ∀F ∈ G, ∀g ∈ L with µ(g) = 0, lim
t→∞
µ((F ◦ T t)g) = 0.
(M4) ∀F ∈ G, ∀g ∈ L, lim
t→∞
µ((F ◦ T t)g) = µ(F )µ(g).
(M5) ∀F ∈ G, lim
t→∞
sup
g∈L\0
1
µ(|g|)
∣∣µ((F ◦ T t)g)− µ(F )µ(g)∣∣ = 0.
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Proposition 3.1 Under all the assumptions made so far,
(M5) =⇒ (M4) =⇒ (M3).
Furthermore, (M2) implies that the limit in (M1) holds for all pairs F,G ∈ G such
that µ((F ◦ T t)G) exists for all t large enough.
Proof. The chain of implications is obvious. The last assertion follows directly
from the definition of the double limit t→∞, V րM; cf. Section 3.1. Q.E.D.
With reasonable hypotheses, the strongest version of global-local mixing implies
the “strongest” version of global-global mixing:
Proposition 3.2 Suppose that every G ∈ G can be written µ-almost everywhere as
G(x) =
∑
j∈N
gj(x), with gj ∈ L,
and, for every V ∈ V , there exists a finite subset JV of N, such that
µ
(∣∣∣∣∣G 1V −∑
j∈JV
gj
∣∣∣∣∣
)
= o(µ(V )); (3.3)∑
j∈JV
‖gj‖L1 = O(µ(V )). (3.4)
Then (M5) =⇒ (M2).
Remark 3.3 The hypotheses of Proposition 3.2 above are less cumbersome than
they appear. One should think of the very common situation in which M admits a
partition of unity,
∑
j ψj(x) ≡ 1, where the ψj are nonnegative integrable functions
which are roughly translations of one another. In many such cases one can expect
gj := Gψj to verify all of the above conditions. At any rate, if the gj are all
nonnegative or all nonpositive, then (3.4) follows from (3.3).
Proof of Proposition 3.2. Fix F,G ∈ G. We may assume that µ(F ) 6= 0,
otherwise in the following argument we consider Fc := F + c, where c is a nonnull
constant, and easily derive the sought result at the end of the proof.
Take ε > 0 and denote for short F t := F ◦ T t and gV :=
∑
j∈JV
gj. (3.3) and
(A3) imply that, for µ(V ) large enough,∣∣∣∣µ(gV )µ(V ) − µ(G)
∣∣∣∣ ≤ ∣∣∣∣µ(gV )µ(V ) − µV (G)
∣∣∣∣+ |µV (G)− µ(G)| ≤ ε3 |µ(F )| (3.5)
and, since F is bounded, ∣∣∣∣µV (F tG)− µ(F tgV )µ(V )
∣∣∣∣ ≤ ε3 . (3.6)
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On the other hand, (M5) implies that∣∣µ(F tgj)− µ(F )µ(gj)∣∣ ≤ ϑ(t)‖gj‖L1, (3.7)
where lim
t→∞
ϑ(t) = 0 and ϑ(t) does not depend on j or V . Summing over j ∈ JV and
using (3.4), one gets∣∣∣∣µ(F tgV )µ(V ) − µ(F )µ(gV )µ(V )
∣∣∣∣ ≤ ϑ(t)
∑
j∈JV
‖gj‖
µ(V )
≤
ε
3
, (3.8)
for both µ(V ) and t large enough.
Putting together (3.6), (3.8) and (3.5), in that order, we conclude that there
exists M = M(ε) such that, for µ(V ) ≥M and t ≥M ,∣∣µV (F tG)− µ(F )µ(G)∣∣ ≤ ε, (3.9)
which is precisely (M2). Q.E.D.
4 Mixing for random walks
In this section we see how the previous definitions play out for a fairly represen-
tative family of infinite measure-preserving dynamical systems. These are lattices
of coupled baker’s maps which generalize the random walk of Section 2.2 in two
ways. First and foremost, they represent all the random walks in Zd. Secondly,
they are invertible dynamical systems, which can be reduced, for example, to the
noninvertible dynamical system of Section 2.2 by a mere restriction of the σ-algebra.
To begin with, let a random walk in Zd be defined by the transition probabilities
{pβ}β∈Zd, with pβ ≥ 0 and
∑
β pβ = 1. This means that, if the walker is in α ∈ Z
d,
he will have probability pβ to move to α + β in the next step. We introduce some
notation that will be useful later:
D :=
{
β ∈ Zd | pβ > 0
}
=: {β(j)}j∈ZN (4.1)
is the set of the “active” directions for the random walk, endowed with some enu-
meration ZN ∋ j 7→ β
(j) ∈ D. If D is infinite, then N := ∞ and ZN := Z
+; if D is
finite, then N denotes its cardinality and ZN := Z
+ ∩ [1, N ].
We view this random walk as a dynamical system (M,A , µ, T ), where:
• M := Zd × [0, 1)2. If we denote Sα := {α} × [0, 1)
2, for α ∈ Zd, then M =⋃
α Sα can be interpreted as the disjoint union of Z
d copies of the unit square.
• A is the natural σ-algebra for M, i.e., the σ-algebra generated by all the
Lebesgue-measurable subsets of Sα, ∀α ∈ Z
d, with the natural identification
Sα ≃ [0, 1)
2.
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• µ is the infinite measure that coincides with the Lebesgue measure when re-
stricted to each Sα.
• In order to define T , set q0 = 0 and, for k ∈ ZN ,
qk :=
k∑
j=1
pβ(j); Rk := [qk−1, qk)× [0, 1). (4.2)
Clearly {Rk}k∈ZN is a partition of [0, 1)
2 into adjacent rectangles of height 1
and width, respectively,
qk − qk−1 = pβ(k) = µ(Rk). (4.3)
For x = (α, y) = (α; y1, y2) ∈ Z
d × [0, 1)2, let k ∈ ZN be the unique positive
integer such that y ∈ Rk (equivalently, qk−1 ≤ y1 < qk). One defines
Tx = T (α; y1, y2) :=
(
α + β(k) ; p−1
β(k)
(y1 − qk−1) , pβ(k)y2 + qk−1
)
. (4.4)
Therefore T is a piecewise linear, hyperbolic, invertible map M −→ M which
preserves µ (because its determinant, in the variables (y1, y2), is 1). Denoting Rα,k :=
{α} ×Rk, it is easy to see that T is a Markov map for the partition {Rα,k}α,k.
Now define ψ : M −→ Zd as ψ(α, y) = α. It is evident that, having chosen
x = (0, y) at random in S0 w.r.t. µ, the stochastic process {ψ(T
nx)}n∈N is the
random walk introduced at the beginning of the section, with initial position in the
origin.
Moving on, we need to specify V , the exhaustive family of sets that determines
the infinite-volume limit: For all γ = (γ1, . . . , γd) ∈ Z
d and r ∈ Z+, the set
Bγ,r =
{
α = (α1, . . . , αd) ∈ Z
d | γi − r ≤ αi ≤ γi + r, ∀i = 1, . . . , d
}
(4.5)
is called a square box in Zd. Then we pose
V :=
{
V = Bγ,r × [0, 1)
2
∣∣ γ ∈ Zd, r ∈ Z+} (4.6)
Remark 4.1 Clearly, definition (4.5) does not capture all the square boxes in Zd,
but only those whose side length is odd. This choice, made on grounds of simplicity,
does not really limit the generality of V , and indeed the forthcoming results can be
proven even in the case when (4.6) is modified to include all square boxes.
Lemma 4.2 The dynamical system and the exhaustive family defined above verify
(A1).
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When D is finite, the proof of Lemma 4.2 is rather straightforward, along the
same lines as (2.9) for the first example of Section 2.2. In the general case, it has
inessential technical complications, so we postpone it to Section A.1 of the Appendix.
In order to introduce our observables, we need some preliminary notation. Let
B ⊂ A be the σ-algebra onM generated by the partition {Sα} and, as is customary,
TmB = {T−mA | A ∈ B}. Then, for ℓ,m ∈ Z with ℓ ≤ m, define
Bℓ,m := T
ℓ
B ∨ T ℓ−1B · · · ∨ Tm+1B ∨ TmB. (4.7)
To fix the ideas, B0,1 is the σ-algebra corresponding to the partition {Rα,k}. More
generally, consider ℓ < 0 < m: Recalling that N = #D is the number of rectangles
in each partition {Rk} of Sα, one can see that the fundamental partition of Bℓ,m is
made up of N |ℓ|+m rectangles whose widths are bounded by λm and whose heights
are bounded by λ|ℓ|, where λ := max{pβ}. Finally, set
Bℓ,+∞ :=
∨
m∈N
Bℓ,m;
B−∞,m :=
∨
−ℓ∈N
Bℓ,m;
B−∞,+∞ :=
∨
−ℓ,m∈N
Bℓ,m. (4.8)
If we exclude, now and for the remainder of the section, the trivial case where N = 1
(i.e., pβ = 0, ∀β 6= β
(1)), one has that λ < 1. This and the previous observation on
the fundamental sets of Bℓ,m imply that the sets of B0,+∞ are measurable unions
of segments of the type {α} × {y1} × [0, 1). We call those the local stable mani-
folds (LSMs) of the system and B0,+∞ the stable σ-algebra, also denoted by As.
Analogously, Au := B−∞,0 is called the unstable σ-algebra and its sets are measur-
able unions of local unstable manifolds (LUMs) {α} × [0, 1) × {y2}. Clearly, then,
B−∞,+∞ = A .
We define several classes of global observables:
Gm := {F ∈ L
∞(M,B−m,m, µ) | ∃µ(F ) as per definition (A3)} ; (4.9)
G :=
⋃
m∈N
Gm, (4.10)
where the closure is meant in the L∞ norm. One should notice that
Lemma 4.3 Given the definitions (4.9)-(4.10),
G =
{
F ∈
⋃
m∈N
L∞(M,B−m,m, µ)
∣∣∣∣∣ ∃µ(F )
}
.
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Proof. Let us prove the left-to-right inclusion. Given F ∈ G and n ≥ 1, there
exists an Fn ∈
⋃
m Gm such that ‖Fn − F‖L∞ ≤ 1/n. This implies that
µ(Fn)−
1
n
≤ lim inf
VրM
µV (F ) ≤ lim sup
VրM
µV (F ) ≤ µ(Fn) +
1
n
. (4.11)
On the other hand, {µ(Fn)} is a Cauchy sequence, because {Fn} is. Its convergence
thus proves the existence of µ(F ).
Conversely, if F is an observable in the closure of
⋃
m L
∞(M,B−m,m, µ) for which
µ(F ) exists, then, for any ε > 0, there exist m ∈ N and F ′ ∈ L∞(M,B−m,m, µ)
such that
‖F ′ − F‖L∞ ≤ ε/2. (4.12)
Denoting F ′′ := E(F |B−m,m), (4.12) implies that ‖F
′ − F ′′‖L∞ ≤ ε/2, hence ‖F −
F ′′‖L∞ ≤ ε. Furthermore, since V ⊂ B ⊂ B−m,m, then µ(F
′′) exists and equals
µ(F ). This shows that F ′′ ∈ Gm. Therefore F ∈ G. Q.E.D.
Remark 4.4 In view of Lemma 4.3, one might wonder why we do not consider the
more natural class
G∞ := {F ∈ L
∞(M,A , µ) | ∃µ(F )} (4.13)
instead of G. (The inclusion G ⊂ G∞ is clearly strict.) The reason, which will
hardly surprise the “hyperbolic” dynamicist, is that we need to approximate a global
observable with locally constant functions uniformly overM, cf. (4.9)-(4.10). At any
rate, G does not lack generality: for instance, any uniformly continuous F verifying
(A3) belongs in that class.
As for the local observables, we also introduce countably many classes:
Lm := L
1(M,B−m,m, µ); (4.14)
L := L1(M,A , µ). (4.15)
Prior to stating the main theorem of this section, we give a lemma that will help
appreciate its statement. If {α(j)}j∈J ⊂ Z
d, the expression spanZ{α
(j)}j∈J denotes
the subgroup of all the finite linear combinations of the α(j) with coefficients in Z.
Lemma 4.5 Let {β(j)}j∈ZN ⊂ Z
d and j′ ∈ ZN . Then
spanZ{β
(j) − β(j
′)}j∈ZN
does not depend on j′.
Proof. Section A.2 of the Appendix.
Theorem 4.6 Let (M,A , µ, T ) be the dynamical system described above. Set ν :=
max{2, [d/2] + 1}, where [·] the integer part of a positive number, and suppose that
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(i) the probability distribution p has a finite ν-th momentum:∑
β∈Zd
|β|νpβ <∞;
(ii) for a given j′ ∈ ZN , spanZ{β
(j) − β(j
′)}j∈ZN = Z
d .
Then the system is mixing in the following senses:
(a) (M5) relative to Gm and Lm, for all m ∈ N;
(b) (M4)-(M3) relative to G and L;
(c) (M2) relative to G;
(d) (M1) relative to Gm, for all m ∈ N, with the extra requirement that F be
Zd-periodic, i.e., F (α, y) = F (0, y), ∀α ∈ Zd, ∀y ∈ [0, 1)2.
Remark 4.7 Condition (ii) is essential as it has to do with the irreducibility of the
random walk [Sp]. In fact, assuming for simplicity that 0 ∈ D, if spanZ(D) 6= Z
d,
then the random walk is reducible and the system cannot be mixing in any sense,
as is ascertained via the global observable
F (α, y) :=
{
1, for α ∈ spanZ(D);
0, otherwise.
(4.16)
One last observation that may be of interest is that statement (d) is far from
optimal. (M1) holds for a much larger class of global observables, depending espe-
cially on the distribution {pβ}. In the formulation of Theorem 4.6, however, I was
mainly interested in a nontrivial case in which (M1) could be verified easily.
5 Proof of Theorem 4.6
Since the proof is rather lengthy, we will divide it into pieces, or stages, as follows:
Stage 1: We prove (a) using three extra assumptions.
Stage 2: We remove one of the extra assumptions.
Stage 3: We remove the remaning two extra assumptions.
Stage 4: We prove (b)-(d).
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5.1 Stage 1: Extra assumptions
Let us initially assume that:
(E1) F ∈ As = B0,+∞;
(E2) Lm only comprises indicator functions of the type g = 1Q, where Q is a
fundamental set of B−m,0 and Q ⊆ S0;
(E3) the random walk has zero drift, i.e.,
∑
β∈Zd
β pβ = 0.
From (E2), Q is a rectangle of the type {0} × [0, 1)× I. We denote the length
of I by
h := |I| = µ(Q). (5.1)
In this setting, (M5) amounts to showing that
lim
n→∞
1
µ(|g|)
∫
M
(F ◦ T n)g dµ = lim
n→∞
1
h
∫
TnQ
F dµ = µ(F ), (5.2)
uniformly in Q, that is, with a speed of convergence that does not depend on the
choice of I. (In the above we have used the invariance of µ and the fact that
µ(|g|) = h = µ(g).) Achieving this will be Stage 1 of the proof.
Q can be thought of as partitioned into {Q ∩ R0,j}j∈ZN , which are rectangles of
width pβ(j) and height h. By construction, T acts on each such rectangle by stretch-
ing it horizontally and shrinking it vertically by a factor p−1
β(j)
, and then mapping
the resulting rectangle, of width 1, rigidly into Sβ(j) .
Iterating this procedure n times, we obtain
T nQ =
⋃
j1,...,jn∈ZN
Qj1,...,jn :=
⋃
j1,...,jn∈ZN
{αj1,...,jn} × [0, 1)× Ij1,...,jn, (5.3)
which is a disjoint union of Nn thin rectangles of width 1. Each Qj1,...,jn is the set
of all the points T nx for which the trajectory of x ∈ Q followed the itinerary Sβ(j1),
Sβ(j1)+β(j2) , . . . , Sαj1,...,jn , where
αj1,...,jn := β
(ji) + β(j2) + · · ·+ β(jn). (5.4)
Therefore, recalling (5.1), the height of Qj1,...,jn is
hj1,...,jn := |Ij1,...,jn| = µ(Qj1,...,jn) = h pβ(j1)pβ(j2) · · · pβ(jn). (5.5)
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Since F ∈ As, we can write, with a slight abuse of notation, F (α; y1, y2) = Fα(y1).
Then ∫
TnQ
F dµ =
∑
j1,...,jn∈ZN
∫
Qj1,...,jn
F dµ =
=
∑
j1,...,jn∈ZN
∫
Ij1,...,jn
∫ 1
0
Fαj1,...,jn (y1) dy1 dy2 =
=
∑
j1,...,jn∈ZN
h pβ(j1)pβ(j2) · · · pβ(jn) fαj1,...,jn , (5.6)
having used (5.3), (5.5) and the following definition:
fα :=
∫ 1
0
Fα(y1) dy1. (5.7)
In view of (5.4) and (4.1), another way to write (5.6) is∫
TnQ
F dµ = h
∑
β(1),...,β(n)∈Zd
pβ(1)pβ(2) · · · pβ(n) fβ(1)+...+β(n). (5.8)
5.2 Fourier analysis
The technical backbone of the proof is Fourier analysis on Zd, for which we proceed
to establish the necessary notation [K, R]. Let a := {aα}α∈Zd ∈ ℓ
s(Zd;C), with
s ∈ [1,∞]. Its Fourier transform is denoted
a˜(θ) = a˜(θ1, . . . , θd) :=
∑
α∈Zd
aα e
ıα·θ =
∑
α∈Zd
aα e
ı(α1θ1+...+αdθd), (5.9)
where ı is the imaginary unit and θ = (θ1, . . . , θd) ∈ T
d := (R/2πZ)d. If s > 2, (5.9)
must be intended in the weak sense, cf. (5.11). The corresponding inverse transform
is given by
aα =
∫
Td
a˜(θ) e−ıα·θ dθ, (5.10)
where dθ := (2π)−ddθ. The Parseval formula, in this setting, reads as follows: If
b = {bα} ∈ ℓ
s′(Zd;C), with 1/s+ 1/s′ = 1, then
〈a, b〉 :=
∑
α∈Zd
aα bα =
∫
Td
a˜(θ) b˜(θ) dθ, (5.11)
the bar denoting complex conjugation. Another standard result that we need is the
duality between convolution and product: If
(a ∗ b)α :=
∑
β∈Zd
aβ bα−β =
∑
β∈Zd
aα−β bβ (5.12)
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is well-defined in the proper or weak sense, then
(˜a ∗ b)(θ) = a˜(θ) b˜(θ). (5.13)
Applying these concepts to our case, we see that f := {fα} ∈ ℓ
∞ by construction
(because F ∈ G ⊂ L∞(M)) so f˜ is a distribution on Td. On the other hand,
p := {pα} ∈ ℓ
1, which makes p˜ continuous (it is actually much more than that,
cf. Section 5.3). In particular, since p is a probability distribution on Zd, p˜(0) = 1.
Defining
p(n) := p ∗ · · · ∗ p︸ ︷︷ ︸
n times
(5.14)
we can rearrange (5.8) into
1
h
∫
T−nQ
F dµ =
〈
f, p(n)
〉
=
∫
Td
f˜(θ) p˜(n)(θ) dθ =
∫
Td
f˜(θ) p˜n(θ) dθ, (5.15)
where we have used (5.13), (5.14) and the fact that fα ∈ R. Hence Stage 1 of the
proof, cf. (5.2), reduces to showing that
lim
n→∞
〈
f, p(n)
〉
= µ(F ). (5.16)
Now recall definition (4.5). For r ∈ N, let
q(r)α :=
{
(2r + 1)−d, if α ∈ B0,r;
0, otherwise,
(5.17)
define a function q(r) : Zd −→ R. Its Fourier transform is easily computed to be
q˜(r)(θ1, . . . , θd) =
d∏
i=1
sin ((r + 1/2)θi)
(r + 1/2) sin θi
. (5.18)
In view of (4.6), let us denote Vα,r := Bα,r × [0, 1)
2. Since F verifies (A3) and
the infinite-volume limit is µ-uniform (cf. Definition 2.3), we have that
lim
r→∞
1
µ(Vα,r)
∫
Vα,r
F dµ = lim
r→∞
1
(2r + 1)d
∑
β∈Bα,r
fβ =
lim
r→∞
(
f ∗ q(r)
)
α
= µ(F ), (5.19)
uniformly in α. (We have used notation (5.7).) This, in turn, yields
lim
r→∞
〈
f, q(r) ∗ p(n)
〉
= lim
r→∞
〈
f ∗ q(r), p(n)
〉
= µ(F ) (5.20)
uniformly in n, because p(n) is a probability distribution on Zd. (In the first equality
we have used the fact that q
(r)
α = q
(r)
−α, by construction.) This fact implies that, for
any sequence {rn} ⊂ N with rn →∞,
lim
n→∞
〈
f, q(rn) ∗ p(n)
〉
= µ(F ). (5.21)
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Therefore, comparing (5.21) with (5.16), we see that Stage 1 is achieved once we
have shown that there exists a diverging sequence {rn} of natural numbers such that
lim
n→∞
〈
f, p(n) − q(rn) ∗ p(n)
〉
= 0. (5.22)
For an a fortiori choice of {rn}, let us set
g(n)α := p
(n)
α −
(
q(rn) ∗ p(n)
)
α
, (5.23)
which gives
g˜(n)(θ) =
(
1− q˜(rn)(θ)
)
p˜n(θ). (5.24)
A convenient estimate in view of (5.22) is∣∣〈f, g(n)〉∣∣ ≤ ‖f‖ℓ∞ ∥∥g(n)∥∥ℓ1 = ‖f‖ℓ∞ ∥∥∥g˜(n)∥∥∥A ≤ C ∥∥∥g˜(n)∥∥∥Hν , (5.25)
where the norms ‖ · ‖A and ‖ · ‖Hν are introduced in Section A.3 of the Appendix
(cf. in particular Lemma A.2 and notice that ‖ · ‖H ν¯ ≤ ‖ · ‖Hν).
Therefore (5.22) will be proved once we establish that∥∥∥g˜(n)∥∥∥
Hν
≤
∥∥∥g˜(n)∥∥∥
L1
+
d∑
i=1
∥∥∥∂νi g˜(n)∥∥∥
L2
→ 0, as n→∞, (5.26)
for a suitable choice of {rn} in definition (5.23). Here ∂i := ∂/∂θi, acting on functions
Td −→ C.
5.3 Properties of q˜(r) and p˜
In view of the above goal we need to study some properties of the functions q˜(r) and
p˜.
Remark 5.1 None of the proofs in this section will use (E3).
As a start, let us notice that q˜(r) is C∞ by construction and p˜ is Cν , with ν ≥ 2,
by hypothesis (i) of Theorem 4.6.
Lemma 5.2 Fix r ∈ Z+. On Td, q˜(r)(0) = p˜(0) = 1 and, for θ 6= 0,
|q˜(r)(θ)| < 1, |p˜(θ)| < 1.
Proof. We first prove the assertions on p˜. Since p is a probability distribution,
p˜(0) = 1 and |p˜(θ)| ≤ 1, ∀θ. Suppose by contradiction that ∃θ′ ∈ Td, θ′ 6= 0, such
that |p˜(θ′)| = 1, that is,
p˜(θ′) =
∑
j∈ZN
pβ(j) e
ıθ′·β(j) = eıa, (5.27)
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for some a ∈ R. Since pβ(j) > 0 and
∑
j pβ(j) = 1, necessarily e
ıθ′·β(j) = eıa, ∀j ∈ ZN ,
whence, ∀j, j′,
eıθ
′·(β(j)−β(j
′)) = 1. (5.28)
Let us define the character (i.e., the homomorphism Zd −→ S1 ⊂ C) ηθ′(α) :=
eıθ
′·α. It is easy to see that ηθ′ is not the trivial character (which instead corre-
sponds to θ′ = 0; this is a particular case of the so-called Pontryagin Duality [R,
Thm. 2.1.2]). On the other hand, (5.28) reads ηθ′(β
(j) − β(j
′)) = 1 and hypothesis
(ii) of Theorem 4.6 implies that ηθ′ ≡ 1, thereby creating a contradiction.
As for the assertions on q˜(r), there is nothing more to prove, because q˜(r) satisfies
the same properties as p˜, insofar as the above argument is concerned. Q.E.D.
Notational convention. From now on, C will denote a generic universal constant.
This means that its actual value will vary from formula to formula but will never
depend on n, r, or θ.
Lemma 5.3 If we think of p˜ as a periodic function on Rd (as opposed to a function
on Td), there exists a neighborhood U of θ = 0 and a positive constant C such that,
for θ ∈ U ,
|p˜(θ)| ≤ 1− C|θ|2 = 1− C
(
θ21 + · · ·+ θ
2
d
)
.
Proof. As θ → 0,
p˜(θ) = 1 + ıv · θ +O(|θ|2), (5.29)
where v ∈ Rd is the drift of the random walk, defined as
v :=
∑
β∈Zd
βpβ. (5.30)
The Lagrange remainder in (5.29) holds because p˜ is at least C2. Hence |p˜(θ)|2 =
1 +O(|θ|2), which implies the assertion. Q.E.D.
Lemma 5.4 Regarding q˜(r) as a periodic function on Rd, one has that the following
expansion,
q˜(r)(θ1, . . . , θd) =
d∏
i=1
(
1 +
∞∑
j=1
ξj(r) θ
2j
i
)
,
holds uniformly on the compact subsets of Rd. Furthermore, as r →∞,
|ξj(r)| ≤ C
r2j
(2j)!
.
Proof. By the factorizability of q(r), it is sufficient to treat the case d = 1.
24 Marco Lenci
Since q(r) is compactly supported in Zd, q˜(r)(θ) is an entire function of θ, which
we have already calculated in (5.17). Its Taylor expansion at the origin is even and
its (even) terms are
ξj(r) =
1
(2j)!
∂2j q˜(r)(0) =
1
(2j)!
(−1)j
2r + 1
r∑
α=−r
α2j. (5.31)
This gives ξ0(r) ≡ 1 and the desired estimates. Q.E.D.
We estimate the norms in the r.h.s. of (5.26) by splitting the corresponding
integrals into two parts: one over Bn, which is the ball of center 0 and radius
n−(1−ε)/2 in Td, and the other over Td \ Bn. Here ε > 0 is a small constant to be
fixed later and n is a large integer.
Lemma 5.5 There exists a κ > 0 such that, for n sufficiently large,
max
Td\Bn
|p˜|n ≤ e−κn
ε
.
Proof. By elementary Taylor approximations, Lemma 5.3 implies that there exists
a constant κ > 0 such that, for θ ∈ U ,
|p˜(θ)| ≤ e−κ|θ|
2
. (5.32)
For n large enough, by Lemma 5.2, the continuity of p˜ and the compactness of Td,
max
θ∈Td\Bn
|p˜(θ)| = max
θ∈∂Bn
|p˜(θ)| ≤ e−κn
−1+ε
(5.33)
(in the last inequality we have used (5.32), which applies because, for n large, Bn ⊂
U). Q.E.D.
5.4 End of Stage 1
Let us begin to attack (5.26) by estimating ‖g˜(n)‖L1. First of all,∥∥∥g˜(n)∥∥∥
L1(Td\Bn)
≤ (2π)d2e−κn
ε
, (5.34)
by Lemma 5.2 applied to q˜(r) and Lemma 5.5—see (5.24). Again, applying Lemma
5.2 to both q˜(r) and p˜, ∥∥∥g˜(n)∥∥∥
L1(Bn)
≤
C
nd(1−ε)/2
(5.35)
where C does not depend on r, that is, rn.
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As for the remaining terms in the r.h.s. of (5.26), clearly
∂νi g˜
(n) =
∑
k+l=ν
(
ν
k
)
∂ki
(
1− q˜(r)
)
∂li p˜
n. (5.36)
Let us estimate (5.36) on Td\Bn. Fixing l ≥ 1, one verifies by repeated differentiation
that
∂li p˜
n =
l∑
w=1
∑
j1+...+jw=l
C lj1,...,jw
n!
(n− w)!
p˜n−w(∂j1i p˜)(∂
j2
i p˜) · · · (∂
jw
i p˜), (5.37)
where the combination of the two sums above represents the sum over all the parti-
tions {j1, j2, . . . , jw} of l (i.e., ju ≥ 1 and j1+ j2+ . . .+ jw = l), with any cardinality
w, and C lj1,...,jw ∈ N is a combinatorial coefficient independent of n. Since p˜ ∈ C
ν ,
all the derivatives that appear on the r.h.s. of (5.37) are continuous functions of θ.
Therefore, by Lemma 5.5,
max
Td\Bn
∣∣∂li p˜n∣∣ ≤ Cnle−κ(n−l)ε. (5.38)
As for the other factors in the r.h.s. of (5.36), for k ≥ 1 we use definition (5.17) to
estimate
max
Td
∣∣∣∂ki q˜(r)∣∣∣ ≤ ∑
α∈Zd
∣∣αki q(r)α ∣∣ = 12r + 1
r∑
αi=−r
|αi|
k ≤ Crk. (5.39)
(For k = 0, we already know that 1 − q˜(r) is bounded.) Using (5.38)-(5.39) into
(5.36), we get ∥∥∥∂νi g˜(n)∥∥∥2
L2(Td\Bn)
≤ Cr2νn2νe2κ(n−ν)
ε
, (5.40)
which tends to zero, as n→∞, provided that r = rn grows no faster than a power
of n. This will be verified a fortiori, see (5.41).
The estimation of the last term, namely ‖∂νi g˜
(n)‖L2(Bn), is the most delicate,
therefore we organize most of the computations involved in the following
Lemma 5.6 For ν ∈ Z+ (not necessarily as in the statement of Theorem 4.6),
assume p˜ ∈ Cν. Then take any sequence of positive numbers Λn, with Λn → 0. For
n large enough and uniformly for
1 ≤ r ≤ Λn n
(1−ε)/2,
one has
max
Bn
∣∣∣∂νi g˜(n)∣∣∣ ≤ Cr2νn(−2+2ε+ν(1+ε))/2.
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Once Lemma 5.6 is established, which will happen momentarily, we can finally
choose both the sequence {rn} and the parameter ε: the former will be any diverging
sequence such that
rn ≤ Cn
ε, (5.41)
whereas
ε < min
{
1
3
,
1
2(5ν + 2 + d/2)
}
. (5.42)
The condition ε < 1/3 is necessary in order to apply Lemma 5.6 to r = rn. In fact,
via (5.41), rnn
−(1−ε)/2 ≤ Cn−(1−3ε)/2 =: Λn. The other inequality is needed when we
use the assertion of Lemma 5.6 to estimate∥∥∥∂νi g˜(n)∥∥∥2
L2(Bn)
≤ Cr4νn n
−2+2ε+ν(1+ε) n−d(1−ε)/2 ≤
≤ Cn−2+ν−d/2+(5ν+2+d/2)ε. (5.43)
For ε so small that (5ν + 2 + d/2)ε < 1/2 the above vanishes, as n → ∞, because
ν − d/2 ≤ 3/2 (for d = 1, it equals 3/2; for d ≥ 2 it equals 1 or 1/2, depending on
d being even or odd).
In conclusion, estimates (5.34), (5.35), (5.40) and (5.43) prove (5.26), thus (5.22),
thus (5.16) and, lastly, (5.2), uniformly in Q as requested. This ends Stage 1 of the
proof.
Proof of Lemma 5.6. Throughout the proof it is understood that θ ∈ Bn, i.e.,
|θ| ≤ n−(1−ε)/2. The condition on r ensures that∣∣ξj(r)θ2j∣∣ ≤ Cr2jn−(1−ε)j ≤ CΛ2jn , (5.44)
which implies that, for n so large that Λn < 1, the expansion of Lemma 5.4 and all
those derived by it by differentiation w.r.t. θi are meaningful. More importantly, as
n → ∞ and uniformly in r as described in the statement of the lemma, each such
expansion can be approximated by a convenient upper bound on its first term. We
indicate this with the symbol ∼: for example,
1− q˜(r)(θ) ∼ |ξ1(r)θ|
2 ≤ Cr2n−(1−ε) (5.45)
and, for k ≥ 1,∣∣∣∂ki q˜(r)(θ)∣∣∣ ∼ { (k + 1)! |ξ(k+1)/2(r)θi| ≤ Crk+1n−(1−ε)/2, if k is odd,k! |ξk/2(r)| ≤ Crk, if k is even.
(5.46)
Furthermore, (E3) is equivalent to ∇p˜(0) = 0, which implies
|∂ip˜(θ)| ≤ C|θ| ≤ Cn
−(1−ε)/2. (5.47)
We will proceed by induction on ν ≥ 1. When ν = 1 our function reads
∂ig˜(n) = −∂iq˜(r) p˜
n +
(
1− q˜(r)
)
np˜n−1 ∂ip˜. (5.48)
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Hence, from (5.45)-(5.47), and Lemma 5.2 applied to p˜,
max
Bn
∣∣∣∂ig˜(n)∣∣∣ ≤ Cr2n(−1+3ε)/2, (5.49)
proving the assertion for ν = 1.
Now we assume the assertion with ν and set out to prove the one with ν +1. In
practice, this means that increasing the order of the derivative by one must worsen
the inequality of Lemma 5.6 at most by a factor r2n(1+ε)/2.
We apply ∂i to (5.36). On the r.h.s., ∂i can either hit ∂
k
i (1 − q˜
(r)) or ∂li p˜
n. Let
us analyze the two cases separately.
In the first case, assuming for the moment k ≥ 1, we see via (5.46) that∣∣∣∂k+1i q˜(r)(θ)∣∣∣ ≤ { Crk+1 = (Crk+1 n−(1−ε)/2)n(1−ε)/2, if k is odd,Crk+2n−(1−ε)/2 = (Crk) r2 n−(1−ε)/2, if k is even. (5.50)
The terms within parentheses in the above represent the estimates for ∂ki q˜
(r), re-
spectively for k odd and even, coming from (5.46). Also, for k = 0,
∂iq˜(r) ≤ Cr
2 n−(1−ε)/2 =
(
Cr2 n−(1−ε)
)
n(1−ε)/2. (5.51)
Again, the term in the parentheses is the estimate for 1 − q˜(r) coming from (5.45).
In any event, applying another derivative to the term ∂ki (1 − q˜
(r)) will change our
estimate at most by a factor r2n(1−ε)/2, which is consistent with our inductive step.
In the second case, we use the expansion (5.37): ∂i can either hit p˜
n−w or one of
the ∂jui p˜. In this first sub-case,∣∣∂i p˜n−w(θ)∣∣ = (n− w) ∣∣p˜n−w−1(θ) ∂ip˜(θ)∣∣ ≤ Cn|θ| ≤ Cn(1+ε)/2, (5.52)
via (5.47). As for the second sub-case, without loss of generality, we assume the
worst-case estimate for ∂jui p˜ on Bn, that is,∣∣∂jui p˜(θ)∣∣ ≤ { C|θ| ≤ Cn−(1−ε)/2, if ju = 1,C, if ju ≥ 2. (5.53)
This implies that increasing by one the order of the derivative in the l.h.s. of (5.53)
will worsen our most conservative estimate at most by a factor n(1−ε)/2. Considering
(5.52) as well, we conclude that applying another derivative to ∂li p˜
n will change its
estimate at most by a factor n(1+ε)/2, which is again consistent with our inductive
step. Q.E.D.
Remark 5.7 The careful reader might worry that the unrigorous use of the symbol
C for a generic constant may jeopardize the above proof. It does not, since all
the constants that have been used do not depend on r or n. In principle, they may
depend on k (though it is easy to see that they do not), or i, or ju, but these integers
only take on a finite number of values, so bounds can be found that do not depend
on any of the variables.
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5.5 Stage 2: Removing (E3)
If, contrary to assumption (E3), v = −ı∇p˜(0) 6= 0, cf. (5.30), we define δ(n) ∈ Zd
to be the (not necessarily unique) lattice point for which δ(n)/n best approximates
v ∈ Rd. One clearly has ∣∣∣∣∣δ(n)in − vi
∣∣∣∣∣ ≤ 12n, (5.54)
where the subscript i denotes, as usual, the i-th component of a d-dimensional
vector. Now, for θ ∈ (−π, π)d, set
π˜n(θ) := p˜(θ) e
−ı(δ(n) ·θ)/n. (5.55)
We want to interpret π˜n as a generally discontinuous function T
d −→ C. On the
other hand, π˜nn is a smooth function of T
d and, by (5.24) and Lemma A.1 of the
Appendix, ∥∥∥g˜(n)∥∥∥
A
=
∥∥∥(1− q˜(rn)) p˜n∥∥∥
A
=
=
∥∥∥(1− q˜(rn)) p˜n ω˜−δ(n)∥∥∥
A
=
=
∥∥∥(1− q˜(rn)) π˜nn∥∥∥
A
(5.56)
(having used notation (A.9) as well). Comparing the above with (5.25), in view of
our goal (5.26), we see that it is sufficient to repeat all the estimations of Sections
5.3–5.4, replacing p˜ with π˜n. This is no problem, except for estimate (5.47)—which is
also reflected in (5.52) and (5.53). (Consider Remark 5.1 and the fact that Lemmas
5.2 and 5.5 cannot distinguish between p˜ and π˜n.)
In order to find an effective substitute for (5.47), we write, for θ ∈ Bn,
∂iπ˜n(θ) = ∂iπ˜n(0) + un(θ
′) · θ, (5.57)
where un(θ
′) is the i-th row of the Hessian of π˜n evaluated at some θ
′ ∈ Bn. This
has a finite limit, for n → ∞, as one can easily verify by direct computation on
(5.55) (it is in fact, up to a minus sing, the i-th row of the covariance matrix of p).
Therefore
|un(θ
′) · θ| ≤ C|θ| ≤ Cn−(1−ε)/2. (5.58)
On the other hand, by (5.54),
|∂iπ˜n(0)| =
∣∣∣∣∣∂ip˜(0)− ıδ(n)in
∣∣∣∣∣ =
∣∣∣∣∣vi − δ(n)in
∣∣∣∣∣ ≤ Cn−1. (5.59)
Thus, using (5.58)-(5.59) in (5.57),
|∂iπ˜n(θ)| ≤ Cn
−(1−ε)/2, (5.60)
which is the same bound as (5.47). This proves that the Hν-norm of g˜(n) can be
estimated as in Section 5.4 even when p˜ is replaced by π˜n. That is, (5.2) holds even
when (E3) does not, which completes Stage 2.
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5.6 Stage 3: Removing (E1) and (E2)
It is easy to realize that the convergence rate in (5.2) is not only independent of the
choice of Q ⊆ S0, it is also independent of the fact that Q is contained in S0, as long
as it remains an element of the countable partition associated to B−m,0. In fact, if
we take Q ⊆ Sα, with α 6= 0, we can shift, via the natural action of Z
d ontoM, both
Q and F by the quantity −α. (5.2) continues to hold with the same convergence
rate because all the properties of F that were used in Stages 1 and 2 are translation
invariant.
In formula, there exists a positive vanishing sequence {ϑ
(m)
n }n∈N such that, if
g = 1Q and Q is a fundamental set of B−m,0,
|µ((F ◦ T n)g)− µ(F )µ(g)| ≤ ‖g‖L1 ϑ
(m)
n . (5.61)
Since (5.61) depends continuously on g ∈ L1, it is immediate to extend it to g =∑
j∈N aj1Qj , with aj > 0, that is, to a generic positive function in L
1(M,B−m,0, µ).
If g is such that both the positive part g+ and the negative part g− are nonzero, we
apply (5.61) twice to g+ and g−. An easy estimate proves that the formula holds in
this case as well.
Therefore (M5) holds w.r.t. Ĝ := {F ∈ L∞(M,As, µ) | ∃µ(F )} and L̂m :=
L1(M,B−m,0, µ), for all m ∈ N.
Now, if F ∈ Gm and g ∈ Lm, the invariance of µ and Lemma 2.4 give that
µ((F ◦ T n)g)− µ(F )µ(g) =
= µ((F ◦ T n−m)(g ◦ T−m))− µ(F ◦ Tm)µ(g ◦ T−m). (5.62)
Since g ◦ T−m ∈ L̂2m and F ◦ T
m ∈ Ĝ (because B0,2m ⊂ As), we apply the previous
result and see that (a) holds with a convergence rate ϑ
(2m)
n−2m.
5.7 Stage 4: Proof of the remaining assertions
Statement (a) immediately implies (M4) relative to Gm and Lm (Proposition 3.1).
One readily extends it to G and L, thus proving (b), by means of the following
obvious lemma:
Lemma 5.8 If G ′ is a dense subset of G in the L∞-norm and L′ is a dense subset
of L in the L1-norm, then (M4) for G ′ and L′ implies (M4) for G and L.
As concerns (c), it is easy to verify that Proposition 3.2 applies to the classes of
global observables Gm and local observables Lm (using the family of local observables
gα := G 1Sα). Therefore (a) implies (M2) relative to Gm. We extend it to G by
means of another obvious result.
Lemma 5.9 If G ′ is a dense subset of G in the L∞-norm, then (M2) for G ′ implies
(M2) for G.
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Finally, let us consider (d). By the second part of Proposition 3.1, it suffices to
show that, if F,G ∈ Gm and F is Z
d-periodic, then µ((F ◦ T n)G) exists for n large
enough. By the same arguments as in the proof of Lemma 2.4, when V րM,
µV ((F ◦ T
n)G) = µV ((F ◦ T
n−m)(G ◦ T−m)) + o(1). (5.63)
So we can reduce to proving the existence of the infinite-volume limit of the above
r.h.s., for all n ≥ 2m. Since G◦T−m is measurable w.r.t. B−2m,0 ⊂ Au, with a slight
abuse of notation we can define, for α ∈ Zd,
bα :=
∫
Sα
G ◦ T−m dµ =
∫ 1
0
G ◦ T−m(α; y2) dy2. (5.64)
An analogous definition can be made for F ◦ T n−m, which is measurable w.r.t.
B0,2m ⊂ As. In this case, notice that F ◦ T
n−m is also Zd-periodic, so we can write
a :=
∫
Sα
F ◦ T n−m dµ =
∫ 1
0
F ◦ T n−m(y1) dy1. (5.65)
Clearly, then, ∫
Sα
(F ◦ T n−m) (G ◦ T−m) dµ = a bα (5.66)
and, for V =
⋃
α∈Bγ,r
Sα,
µV ((F ◦ T
n−m)(G ◦ T−m)) =
a
(2r + 1)d
∑
α∈Bγ,r
bα. (5.67)
Since µ(G) exists, by Lemma 2.4
µ(G ◦ T−m) = lim
r→∞
1
(2r + 1)d
∑
α∈Bγ,r
bα (5.68)
exists and the limit is uniform in γ. Also, it is obvious that µ(F ◦T n−m) = a. Hence,
as V րM, the r.h.s. of (5.67) tends to µ(F ◦ T n−m)µ(G ◦ T−m), which is what we
wanted to prove.
This concludes the proof of Theorem 4.6. Q.E.D.
A Appendix
We collect here a few technical results which would have been distracting in the
body of the paper. The most important of them is an estimate on a certain Fourier
norm that is pivotal in the proof of Theorem 4.6. This is presented in Section A.3.
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A.1 Proof of Lemma 4.2
Since T is an automorphism, it is no loss of generality to prove the assertion for
t = −1. Also, since (A1) is invariant for the action of Zd on V , we may assume
that all V ∈ V are of the form Vr := B0,r × [0, 1)
2. Thus, the infinite-volume limit
becomes the limit r →∞.
Let r′ = r′(r) := [r1/2] ([·] is the integer part of a positive number) and
ϕ(r′) := µ(TS0 \ Vr′) =
∑
β 6∈B0,r′
pβ. (A.1)
Clearly, ϕ(r′)ց 0, as r′ and r tend to infinity. This and the translation invariance
of T imply that
µ(TVr \ Vr+r′) ≤ µ(Vr)ϕ(r
′), (A.2)
whence
µ(TVr ∪ Vr) ≤ µ(Vr+r′) + µ(TVr \ Vr+r′) = (2r + 1)
d + o((2r + 1)d). (A.3)
With a dual argument, considering that µ(Vr−r′ \ TVr) = µ(T
−1Vr−r′ \ Vr) and that
T−1 acts essentially as T (after a swapping of the coordinates y1 and y2, the map
T−1 becomes of the same type as T ), we obtain
µ(TVr ∩ Vr) ≥ µ(Vr−r′)− µ(Vr−r′ \ TVr) = (2r + 1)
d + o((2r + 1)d). (A.4)
Taking the difference of (A.3) and (A.4) yields (A1) with t = −1. Q.E.D.
A.2 Proof of Lemma 4.5
We must show that, if j′, j′′ ∈ ZN with j
′ 6= j′′, then
spanZ{β
(j) − β(j
′)}j 6=j′ = spanZ{β
(j) − β(j
′′)}j 6=j′′. (A.5)
The generic element of the l.h.s. of (A.5) is
γ =
∑
j 6=j′
nj(β
(j) − β(j
′)) =
∑
j 6=j′
njβ
(j) −
(∑
j 6=j′
nj
)
β(j
′), (A.6)
where {nj}j 6=j′ are free variables, i.e., are arbitrarily chosen integers. Upon defining
nj′ := −
∑
j 6=j′ nj, which implies nj′′ = −
∑
j 6=j′′ nj , (A.6) becomes
γ =
∑
j∈ZN
njβ
(j) =
∑
j 6=j′′
njβ
(j) −
(∑
j 6=j′′
nj
)
β(j
′′) =
∑
j 6=j′′
nj(β
(j) − β(j
′′)), (A.7)
which is the generic element of the r.h.s. of (A.5), if we consider {nj}j 6=j′′ to be the
free variables and nj′′ to depend on them. Q.E.D.
32 Marco Lenci
A.3 Absolutely convergent Fourier series
In this section we present a convenient estimate for the space A of functions a˜ :
Td −→ C with an absolutely convergent Fourier series {aβ} = a [K, §6]. This
functional space is defined as the maximal domain of the norm
‖a˜‖A := ‖a‖ℓ1 :=
∑
β∈Zd
|aβ|. (A.8)
This norm has a couple of straightforward invariances. For γ ∈ Zd, ζ ∈ Td, and
a˜ ∈ A, let
ω˜γ(θ) := e
ıγ·θ; (A.9)
(τζ a˜)(θ) := a˜(θ + ζ). (A.10)
Lemma A.1 Given a˜ ∈ A, for all γ ∈ Zd and ζ ∈ Td,
‖a˜ω˜γ‖A = ‖τζ a˜‖A = ‖a˜‖A.
Proof. Trivial verification upon computation of the Fourier series of a˜ω˜γ and τζ a˜.
Q.E.D.
The following estimate is a modification—mostly, a simplification—of a 1984
result by Nowak [No]. The proof, which we give for completeness, is practically
copied from that article.
Lemma A.2 Let ν¯ = [d/2] + 1 be the smallest integer strictly bigger than d/2.
There exists a constant Cd > 0 such that
‖a˜‖A ≤ Cd‖a˜‖H ν¯ ,
where
‖a˜‖H ν¯ := |a0|+
d∑
i=1
∑
β∈Zd
|β ν¯i aβ |
2
1/2 =
=
∣∣∣∣∫
Td
a˜(θ)dθ
∣∣∣∣+ d∑
i=1
(∫
Td
∣∣∣∣∂ν¯ a˜∂θν¯i (θ)
∣∣∣∣2 dθ
)1/2
.
Proof. Let σ = (σ1, σ2, . . . , σd) be a permutation of (1, 2, . . . , d). Let us define
Zσ :=
{
(β1, β2, . . . , βd) ∈ Z
d
∣∣ 0 < |βσ1 | ≤ |βσ2 | · · · ≤ |βσd|} . (A.11)
Clearly,
Zd = {0} ∪
⋃
σ
Zσ, (A.12)
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although the union is not disjoint. Using the Cauchy-Schwartz inequality,(∑
β∈Zσ
|aβ|
)2
≤ Cν¯
∑
β∈Zσ
β2ν¯σd |aβ|
2 ≤ Cν¯
∑
β∈Zd
∣∣β ν¯σdaβ∣∣2 , (A.13)
where we have denoted
Cν¯ :=
∑
β∈Zσ
β−2ν¯σd =
∑
|α1|>0
∑
|α2|≥|α1|
· · ·
∑
|αd−1|≥|αd−2|
∑
|αd|≥|αd−1|
α−2ν¯d ≤
≤ C
∑
|α1|>0
∑
|α2|≥|α1|
· · ·
∑
|αd−1|≥|αd−2|
α−2ν¯+1d−1 ≤
≤ · · · · · · ≤ C
∑
|α1|>0
α−2ν¯+d−11 <∞ (A.14)
(as in Section 5, C represents a generic constant). In view of (A.12), summing the
square root of (A.13) over all the permutations σ, we obtain
∑
β 6=0
|aβ| ≤ (d− 1)!
√
Cν¯
d∑
i=1
∑
β∈Zd
|β ν¯i aβ|
2
1/2 . (A.15)
whence the assertion of the lemma. Q.E.D.
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