The problem of imputation of missing observations emerges in many areas. Data usually contained missing observations due to many factors, such as machine failures and human error. Incomplete dataset usually causes bias due to differences between observed and unobserved data. This paper proposed Neyman allocation method to estimate asymmetric winsorizing mean for handling missing observations when the data follow the exponential distribution. Different values of the exponential distribution parameters were used to illustrate. A set of data from exponential distribution were generated to compare the performance of the proposed methods such as regression trend, average of the whole data, naive forecast and average bound of the holes and the proposed Neyman allocation method. The goodness-of-fit criterions used were the mean absolute error (MAE) and the mean squared error (MSE). It was found that the proposed method gave the best fit in the sense of having smaller error, in particular for a large percentage of missing observations.
INTRODUCTION
The attendance of missing observations in statistical survey data is an important issue to deal with (Little and Rubin, 1987) . Besides missing observations, the time series data are possibly contaminated by outliers or are heterogeneous. Incomplete datasets may lead to results that are different from those that would have been obtained from a complete dataset (Hawthorne and Elliot, 2005) . This paper proposed a method of substituting these missing observations by using asymmetric winsorized mean. In this method, we prepared the whole data by dividing it into groups by using the stratified sampling to determine the boundaries among the strata. Stratification is the process of grouping members of the population into relatively homogeneous groups before sampling. The strata should be mutually exclusive where every element in the population must be assigned to only one stratum (Cyert, and Davidson, 1962) . One of the main objectives of stratified sampling is to reduce the variance of the estimator and to get more statistical precision than with the simple random sampling (Cochran, 1977; Hanif, 2000; Hess et al., 1966; Sheikh and Ahmad, 2001) . In this paper, Neyman allocation method is used to determine the boundaries of the groups.
The missing observations problem is an old one for analysis tasks. The waste of the data which can result from casewise deletion of missing values, oblige to propose alternative approaches. A problem frequently encounters in data collection is missing observations or observations may be virtually impossible to obtain, either because of time or cost constrains. In order to replace those observations, there are several different options available to the researchers (Pankratz, 1983; Patricia, 1994) . Firstly, replace the missing observations with the mean of the series. Secondly; replace the missing observations with the naive forecast. Also; replace the missing observations with a simple trend forecast. Finally replace the missing observations with an average of the last two known observations that bound the missing observations.
NEYMAN ALLOCATION
Neyman allocation is a sample allocation method that may be used with stratified samples. We used the Neyman allocation to determine the stratum boundaries, when the population is highly skewed the Neyman allocation should be used (Cochran,1977; Ahmad Mahir et al., 2007; Samiuddin et al., 1998) . The suffix h denotes the stratum and i the unit within the stratum. When a population of N units are being stratified into L strata and the samples from each stratum are selected with simple random sampling an unbiased estimate of the population mean for the estimation variable x , is st x (st for stratified), where
For the stratified random sampling, the variance of the estimate st x is 2 2 2 2
The variance depend on Neyman allocation is reduced to 
y y in group two and so on.
WINSORIZED MEAN
Winsorized mean is a winsorized statistical measurement of central tendency, like the mean and the median and even more similar to the truncated mean (Mingxin and Yijun, 2009; Barnett and Lewis 1994), the winsorized mean eliminates the outliers at both ends of an ordered set of observations. Unlike the trimmed mean, the winsorized mean replaces the outliers with observed values, rather than discarding them. It involves the calculation of the mean after replacing the given parts of a probability distribution at the high and low ends with the most extreme remaining values. The winsorized mean is defined by x + , and the first s largest values are replaced by the ( 1) s + -th largest value n s x − (Barnett and Lewis 1994). When, we determine the suitable number of groups (must be more than two groups) depending on the whole data by using Equation (2.6). We obtain the boundaries of these groups at the first and the last groups. Consequently we count the number of observations inside these two groups. The number of observations in the first group is r and the number of observations in the last group is s . Subsequently, the asymmetrical winsorized mean can be calculated using Equation (3.1).
The data were generated from exponential distribution. Then, the whole data ordered from the smallest to the largest, the smallest value is zero and the largest value is 17.12. The data were assumed having 5%, 10%, and 20% randomly missing observations in this study.
THE BOUNDARIES OF GROUPS IN EXPONENTIAL DISTRIBUTION
Suppose that the time series 1 2 , ,..., n x x x of n observations come from an exponential distribution with probability density function
where λ is the parameter of exponential function. In order to make L (groups) strata, the domain of ( ) f x was truncated from, (0, ) 4 10.7832 7.9841 6.37757 5.3219 y 5 11.6395 8.9041 7.2547 y 6 12.2981 9.6541 y 7 12.8213 6 8.7130 6.4054 y 7 9.2714 S . We calculated these values by applying equation (2.6) depending on equations (2.8) and (2.9) and in the calculation of the boundaries we assumed the parameter of exponential distribution are 0.2, 0.4, and 0.6 λ =
. If we divide the whole data into four groups, we need to calculate three boundaries 1 y , 2 y and 3 y . Similarly we find the boundaries of the strata (group) for the five, six, seven and eight groups in the same way by using the C++ program. Tables 1, 2 
SUMMARY AND DISCUSSION
The method to determine the two parameters of asymmetric winsorized mean ( , ) r s when the whole data was divided into three to eight groups as follow. We assumed that the data with different percentage of missing observations such as 5%, 10%, and 20% which has been selected randomly. In the first case when the data has 5% missing observations, the asymmetric winsorized mean was calculated as the following: Suppose the stratum boundaries for the whole data was divided into three groups with 5% missing data with 0.2
The first group has the interval (0, 3.1952), the second group has the interval (3.1952, 7.9365) and the third group has the interval (7.9365, 17.12) (see Table 1 ). Since we are interested in the first and the last group, then we count the number of observations in both groups. The number of observations in the first one was 119, and the number of observations in third group was 55 as shown in Table 5a . Finally the asymmetric winsorized mean was calculated by taking r= 119 and s= 55 and by applying equation (3.1), which is equal to 5.0037. The same procedure to compute the asymmetric winsorized mean was followed for different groups for 5% missing observations as shown in tables 5b, and 5c. Moreover, for the data with 10% missing observations, when the whole data was divided into three groups with 0.2, λ = , the number of observations in the first group was 119 which was the value of r and the number of observations in the last one 50 which was s, then the asymmetric winsorized mean was equal to 4.9483. In the same way, the asymmetric winsorized mean was calculated for different groups. Tables 6a, 6b, and 6d have shown the numbers of observations in the first and last groups for different values of exponential distributions parameter and the values of asymmetric winsorized mean. Finally, for 20% missing observations, the data was divided into three groups. The number of the observations of the first group was 103 which was the value of the parameter r and the number of observations in the third group was 51 which was the value of parameter s, then the asymmetric winsorized mean computed was found to be 5.0346, as shown in Table 7a . Similarly the asymmetric winsorized mean computed for the other groups with 20% percentage of missing observations as obtained in Tables 7b, and 7c . We compared the result of using asymmetric winsorized mean method for missing observations with other estimation methods for missing observations. The first method is to replace the missing observations with the mean of the series. This mean can be calculated over the entire range of the sample. Second method is to replace the missing observations with the naive forecast. Naive model is the simplest form of a univariate forecast model. This model uses the current time period's value for the next time period, that is 1t t X X + =
. Also, we can replace the missing observations with a simple trend forecast. This is accomplished by estimating the regression equation of the form t X a bt = + (where t is the time) for the periods prior to the missing value. Then use the equation to fit the time periods missing. Finally, we can replace the missing observations with an average of the last two known observations that cover the missing observations (Patricia,1994) .
The accuracy of estimating the missing observations with asymmetric winsorized mean depends on how close the estimating values to the actual values. In practice, we define the difference between the actual and the estimating values as an error. If the estimation is doing a good job, the error will be relatively small. This means that the error for each time period is purely random fluctuation around original value. So we should get a value equal 0 or near 0. We tested asymmetric winsorized mean approach to estimating missing data points on time series data sets with respect to the other methods. In this paper the following statistical measures were used as the estimators of accuracy (Patricia, 1994 ). where n is the number of imputations, e i is difference between the actual and the estimating values. In order to evaluate the accuracy of the estimation procedure for missing observations, we used mean absolute error (MAE) as in Equation (5.1) and mean square error (MSE) as in Equation (5.2). Tables 8a to 9c shown the amount of the MAE and MSE for the estimation of the missing observations by using the proposed method, and Tables 11 and 12 for the other methods. The MAE values as shown in Tables 8a to 8c for the proposed methods and Table 10 for the other methods. At the 5% missing observations case, the simple average method does better than the asymmetric winsorized methods when 0.2, λ = in three and four groups, but for the other values, it is clear that the proposed method is better than the other methods. For the 10% missing observations, the average coverage method does better than the other methods, while the simple average method does better than the asymmetric method only when 0.2, Tables 9a to 9c for the  proposed methods and Table 11 for the other methods. For the 5% missing observations case in general, the asymmetric winsorized mean methods do better than the others, but the simple average method do better than the proposed method when 0.2, λ = in three and four groups. For the 10% missing observations, the asymmetric winsorized methods do better than the naive and trend methods, while the average bound method do better than the proposed method, the mixed results between the proposed methods and the simple average method. Finally, for the 20% missing observations, the simple average method does better than the proposed method in two cases when the 0.2, λ = in three groups and 0.6 λ = in three and four groups.
1-The mean absolute errors
In this paper, 18 asymmetric winsorized mean methods were proposed to handle missing observations with 5%, 10%, and 20% missing observations. General results shown that the proposed methods do better than the other methods, in particular when the data having 20% missing observations. We recommend using the asymmetric winsorized method when the data have more missing observations and dividing the whole data into more than four groups. 
