Cancerous skin lesions often exhibit irregular and non-axisymmetric morphologies and 3D textures, which are difficult to detect using existing techniques. Consequently, this paper describes the employment of a novel technique incorporating Multilayer perceptron (MLP) Neural Network (NN) and photometric stereo (PS) techniques for the analysis of complex lesions. The analyses of surface normal data (tilt and slant angles), for measurement of the degree of 3D skin surface disruption can provide potentially useful indicators for melanoma. Here this was achieved by replacing the axisymmetric 3D hemispherical profile with NN models of irregular lesion morphologies. PS was used to recover surface data and a NN was used to model the underlying forms of complex morphologies and irregular 3D textures. Initially, application of the method to three types of lesion resulted in an average difference (in slant angle) between the NN output and the actual surface normal of: 1.02, 2.11 and 2.86 degrees for axisymmetric, irregular and complex lesions, respectively. The proposed method performance was significantly better when compared to other methods. The experimental study performed shows the effectiveness of the proposed method, with ROC area under the curve of 84% to 88%.
Introduction
Melanoma is a complicated form of skin cancer and the increasing rate of occurrence of this disease is a worldwide concern. MM spreads in two stages (i) superficial spreading, where the tumour increases its size within the epidermis (causes in a skin surface disruption) and (ii) perpendicular growth phase, where the tumour begins to develop into the dermis. The growths in these two levels (i.e. dermis and epidermis) are determined by the Clark level [1] . The dermatologist generally incorporates the famous, (A) Asymmetry, (B) Border irregularity, (C) Colour variation and (D) Dimension (ABCD) rule, as an aid in the identification of melanoma [2] . The cardinal characteristic observed in skin lesion that establish to be melanoma, is a change observed over a period of time (often in weeks), and this time scale is significant. For instance, if a lesion rapidly develop that it double its size within about 45-60 days, it is often an inflammatory condition, alternatively, if a lesion grow leisurely that the patient is unsure of any changes the lesion is often benign [3] . The consultant's advice should always be sought, regardless of the lesion's growth rate. Mass screening for this disease have been advocated for an effective treatment [4] , however, the golden standard for the treatment of melanoma would still be the biopsy assessment. It is well known that human skin is covered with a fine texture, which is an important visual indicator in describing and assessing skin surface [5] . Texture depends upon a number of factors such as spatial relation between primitive texture element, scale, and/or orientations [6] . Skin texture (often) gradually changes and becomes apparent once the overt change occurs. One of the major problems dermatologists often face during examinations is distinguishing texture of various skin lesions. Consequently, there have been many attempts to incorporate the role of computer models to accomplish this recognition task [7] [8] [9] . Previous research on 2D lesion characteristics [10] has been beneficial for classifying melanoma and benign lesions; however, only limited research has been performed on 3D lesion characteristics, perhaps due to the limited capabilities for acquiring 3D skin textural data. To address this, Ding et.al. [11] proposed a photometric stereo technique to capture lesion surface 3D textures, which are then analysed (in the form of a 'bump map' of surface gradients), for generating indicators of possible MM in human skin. In Ding's method, a 2D isotropic distribution, which is uniformly distributed with respect to the distribution centre of the lesion, was chosen as the function for generating a skin slant/tilt pattern model. A series of simulated 2D Gaussian profiles were employed to model the lesion surface in order to minimise the error between the recovered bump map of the lesion and the synthetic model. However, these multiple surfaces are computationally an expensive solution for analysing the lesion morphology. Another limitation was that the 3D surface generated from a 2D Gaussian was limited to regular (axis-symmetric) shapes; whereas cancerous lesions often exhibit irregular morphologies and 3D textures. Therefore, Ding's model could perhaps have some limitations in the analysis of 3D irregular (complex) lesions. These limitations are overcome in the present study by making use of the non-prescriptive, (i.e. data-driven rather than assuming any particular function) and non-linear modelling capabilities of neural networks (NN). Therefore the aim of the study is to combine NN and PS to develop a non-invasive machine vision technique for the identification of MM. Receiver operation characteristic (ROC) analysis was performed to evaluate the performance of the proposed method and the results were compared with existing methods. The experimental study performed shows the effectiveness of the proposed method, with overall ROC accuracy of 84% to 88%. The remainder of this paper is organised as follows. Section 2 presents the materials and methods employed, including the establishment of the NN design, training and its testing methodologies. Section 3 explains the experimental procedure, whilst results and discussion are presented in section 4. Finally conclusions are drawn in section 5.
Materials and method
This section firstly introduces the PS technique, which was employed for image capture and was necessary to record and measure the bump map information. The facility for data acquisition is based on 6-light PS technique. The mathematical foundation of standard PS is introduced at the beginning. The subsequent section presents the network design strategy and its learning and training rules, followed by its testing procedure.
The theory of photometric stereo
The critical influence of light direction on the nature of acquired images has led to the investigation of the PS technique [12] . This was later explored in the generation of 3D data which can subsequently be analysed in much depth [13] . PS presents a great advance to the conventional photographs, which are very susceptible to imaging noise. The theory of PS is to employ a surface reflectance model to recover the surface physical properties (i.e. orientations and reflection). At least three images, each captured from a fixed point under different illumination, are required for dimensional orientation. The direction of the light, which is a single moveable source, is defined by two angles (i.e. slant & tilt). Slant is the angle between the illumination vector and the z-axis and tilt is the angle between x-axis and the projection of the illumination vector onto the x-y plane. A standard PS geometry with its slant and tilt angles is shown in Fig. 1 . In the PS method an assumption is made that the object's surface is Lambertian [14] . Lambertian is a surface with perfectly matte properties, which means that these surfaces reflect light with equal intensity in all directions, and hence appear equally bright from all directions. For a given surface the brightness depends only on the angle between the direction of the light-source L and the surface normal N. If an approximately flat texture plane coincides with x-y plane, the surface S can be described as a height function as follows: 
If the facet is illuminated by a light-source, the unit illumination vector L, which points away from the surface is written:
Defined in terms of a polar co-ordinate system this becomes:
Where is tilt angle and δ is the slant angle. For an ideal Lambertian surface, the image irradiance equation can be expressed as:
Where 'ρ' is the surface reflection rate (albedo). The employment of tilt and slant angles inherently gives more physical meaning compared to surface normals. Consequently, a neural network based approach to predict the gradients of the surface normals vector (i.e. tilt angle in x-y axis directions) and slant in z-axis direction has been proposed and demonstrated for skin textural data examination.
Skin Analyser for clinical data collection
The Skin Analyser was commissioned at the Department of Dermatology at Frenchay Hospital NHS Trust Bristol, UK for clinical data collection. The skin lesion data examined in the present study was recorded with the Skin Analyser [16] which is shown in Fig. 2 . It is a handheld device composed of an IEEE 1394 digital camera (AVT Marlin, F-046C), high-resolution compact lens (Schneider, 1.4/23 mm + extension tube) and six high power SMD white light LEDs (Nichia, E-NSC455). The image capturing mechanism works with customised software and can reach a resolution of 23 microns. The PS captured images have spatial resolution of 1000 x 1000 pixels. [15] .
The theory of this device is based on six-light PS by capturing six images each under a differently-positioned illuminant. Among the six images, three images are necessary to solve the irradiance equation as required by a standard three-light PS. The three remaining images have redundant information that can be utilised for pixels having specular highlights and shadows. As a result, accurate surface normal data can be obtained even in the presence of strong specularities and shadows. This is in contrast to the conventional photographs which are very susceptible to imaging noise such as specularities and shadows.
Multilayer perceptron neural network architecture
The human brain is highly complex, non-linear, and massively parallel computing system. The brain structure consists of approximately 10 billion basic units called 'the neuron' and trillions of interconnections. Inspired by the human brain, neural networks (NNs) emulate brain's biological network, and their usage have been widely established in many applications [16] [17] [18] [19] . NNs have the 3rd International Conference on 3D Body Scanning Technologies, Lugano, Switzerland, 16-17 October 2012 ability to learn from data and subsequently offer the desire output. There are many types of neural network in the literature [20, 21] . The MLP is a feedforward network, where all the connections are from the input to the output [22] . Transfer function represents the activation, which is applied in the network hidden layer. Hard limit transfer functions consist of step function with an output of either 0 or 1 (i.e. true or false) whilst linear transfer function is where the output is proportional to the input. Another type of transfer function is the sigmoid (s-shape curve) comprising a curve with the output range from -1 to 1. By employing sufficient number of hidden units (neurons), the network could model any decision boundary with arbitrary accuracy, and this concept has been employed in modelling the bump map of 3D lesions. The architectural design follows three basic steps: (i) creating the network, (ii) learning and training algorithm followed by (iii) testing the network on dataset. The choice of MLP architecture in implementation is described in the following sub section.
MLP NN design
The Multilayer perceptron (MLP) neural network (NN) design was developed to accomplish the objective of 3D lesion modelling in terms of the gradient of the bump map. The MLP has some important properties which are beneficial in recognising patterns in the presence of noise [23, 24] . Non-linear modelling capability was a factor of particular interest whilst choosing MLP NN architecture for our task. When the training set contains considerable noise or inconsistent samples (surfaces irregularities) during the learning phase, the network extracts the underlying model of the set. By carefully controlling the NN learning parameters, the network can be made to generalise (i.e. to model the underlying pattern rather than the actual noise) and this can be verified by consulting the network with a test dataset (samples that are not included in the training set). This is particularly important in practice, particularly when considerable noise is present in the data. The establishment of network architecture involves choosing the number of hidden layers, and hidden layer neurons. Due to the highly non-linear nature of the surfaces, the neurons have sigmoid transfer functions. The network design was the initial step prior to training and testing for accuracy.
MLP NN training
Once the network was created, the subsequent step was training it on a dataset. The data was split into two sets i.e. training and test data. The bump map consists of 800 x 800 vectors and was divided into regions of 50 x 50 vectors giving 256 regions. In both cases i.e. melanoma and benign, 75% data for training (192 regions) was selected to train the network. The training dataset was randomly chosen from the whole dataset. Various training algorithms are reported in the literature, such as error-back propagation and Levenberg-Marquardt training algorithm (LMA) etc. The learning capability of the LMA is reported to be superior [22] and to have rapid convergence advantages [25] . Therefore, LMA was employed to train the network for 12000 epochs. The stopping principle determines the number of epochs before training of the network is required to be stopped. This usually depends on the sum of the squared errors which are the squared differences between the actual output and the desired output. Training a network involves minimising an error measured across a training dataset which is a function of the weight setting in the MLP. Training is usually carried out until a certain number of epochs (e.g. 12000 epochs) or the errors decrease to a minimum value where the training could be stopped.
MLP NN testing
After the network had been trained on a training dataset the next step was to test the capability of the network to generate useful outputs. The test data was fed to the network to observe the final output in order to confirm the actual values. This was achieved by employing the total data minus the training set as the data set for training. The test allocation data was 25% of the whole dataset. The training and testing dataset was randomly chosen from the whole dataset. For the work reported, the designed network deploy 24 neurons (12 neurons in each layer) to model the gradient of the bump map. The proposed model is capable to model the lesion's 3D topography (in terms of gradient of the bump map), thereby enabling quantification of the degree of deviation on surface.
Experimental procedure
Once the Skin Analyser was employed to record clinical data in hospital, the subsequent step was data acquisition, which was performed at the Machine Vision Laboratory at UWE Bristol. The MLP was implemented in MATLAB ® ver. 7. The clinical data investigated in this project has been acquired in regular clinical trials. Overall, 77 skin lesion categorised into two classes (i.e. benign and melanoma) were incorporated for examination. The images were captured during routine clinical examinations, to reflect a prior probability of the routine diagnosis in a specialised dermatology clinic. In the database, 15 lesions are categorised as malignant melanoma, whilst 62 lesions are reported as benign. When conducting clinical trials, few essential preliminary guidelines were followed. These include hair removal in either case (i) from lesion and (ii) from the lesion surrounding. The hair removal step was necessary due to the reason that, hair (on the lesion or on the skin) is outliers to colour and texture. They exhibit dissimilar colour and texture information from the skin background and/or lesion. Lee [26] proposed three step software based solution for hair removal. This is reported as (i) localising hairy regions (ii) replacing the hair pixel with nearby non-hair pixel and (iii) smoothing the remaining noise. Although, the software solution is convenient and effective, however, the quality of a recovered skin image captured with hair still cannot matches with those images, obtained with following the essential hair removal process. The PS captured images of benign lesion and melanomas as shown in Fig. 3 were having resolution of 1000 x 1000 pixels. To avoid extra computation, we cropped the image to 800 x 800 pixels, thus result in a lesion with slight surrounding of healthy skin. Once data acquisition has been performed, the next step was to differentiate between lesion and the background (i.e. segmentation). There is a significant difference between the object and the background in terms of the gradients; therefore, the process was relatively simple. A threshold value of 3 o for tilt angle was employed to separate the object from the background.
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Fig. 3 (a) Benign lesion (b) melanoma and (c) irregular melanoma. (2D data shown at Top and 3D at bottom).
The analysis of the surface normal data could also be achieved; by independently analysing the gradient of the surface normal (i.e. tilt and slant angle). The advantage of directly analysing the gradients is noticeable. Firstly, recent advances in Markov random field and statistical analysis have demonstrated that the information within a local region for classification, can achieve better results when compared to large and complex spectral filters [27] . Secondly, surface normal could be separated according into two angles and analysed independently at low level, and finally, skin pattern is a form of texture with high local-similarities, this suggest that spatial information are important in describing the skin texture, for this reason, it would allow efficient analysis of the lesion at low level. The PS acquired images were processed subsequently the MLP NN were commissioned to calculated the gradient of the bump map (i.e. slant and tilt angles) and these data were utilised for training of a network that had x and y coordinates as inputs and slant and tilt angles as outputs. Once trained, the network was consulted to predict slant and tilt for a given x and y position. At each point on the lesion the network was consulted to predict slant and tilt and the actual slant and tilt was subtracted, giving a measure of surface irregularity. The average irregularities were calculated for the entire set of images.
Results and discussion
The aim was to test the proposed method on benign and melanoma lesions. It is desirable to investigate a relative simple mole; therefore, a benign lesion as shown in Fig. 3 , was incorporated for initial examination. Training the network often takes an extensive amount of time, which generally depend upon the selected training algorithm and the computing machine employed, however, once the network has been trained it may be consulted rapidly. Training involves the associated weight of a network being modified iteratively to reduce the error in between the actual gradient of the bump map and the predicted output. A negative slop in the curve as illustrated Fig. 4 indicates that the network is training on a data and is well progressing In the experimentation, a range of neurons (number varies in between 10 to 28) for a dedicated number of epochs, were deployed to accomplish the objective. For the reported work, the best overall accuracy was achieved via commissioning 24 neurons, which is evident in Fig. 5 . Once the network has been trained, the subsequent step was to verify that it generalises well. This was achieved by feeding the test data into the input layers, which was hidden from network during the training process. In the case of benign lesion, the network has promisingly predicted the gradient of the bump map. The regression plot was calculated in MATLAB by employing POSTREG function. The regression value R= 0.94 for the slant angle is shown in Fig. 6 (a) , and confirms its validation. The next step was to incorporate melanoma lesion. The test data for melanoma lesion was fed to the network, and network was able to offer the desired output via predicting the gradients. The network has successfully predicted the desired gradient of the bump map with a regression value of R=0.92 which is shown in Fig. 6 (b) . The drop in the regression value (as compared to benign lesion) is due to the surface complexity and irregularities in the case of melanoma.
Once the proposed method has demonstrated its performance by modelling various complex lesions, it was necessary to test the capability of the proposed method with other methods for comparison. Therefore, the next section is devoted to performance evaluation. 
Performance evaluation: A comparison
A comparison with Ding's method [11] for three different lesions (a) regular and symmetrical benign lesion, (b) less regular and symmetrical melanoma lesion and (c) irregular and non-axisymmetric (complex) melanoma lesion was undertaken. For each of the three lesions, Ding chose a 2D isotropic distribution which is uniformly distributed with respect to the distribution centre of the lesion, as the function for generating a skin tilt pattern model. As mentioned previously, a series of simulated 2D Gaussian profiles were generated to model the lesion surface in order to minimise the error between the bump map of the wound and the synthetic model. Skin slant and skin tilt angles were obtained from Ding's method and the results were compared with NN predicted slant and tilt angles. Fig. 7 (a,b&c) show results for benign, less irregular melanoma and irregular melanoma, respectively. The lesion's slant angle is represented with a solid (blue curve), while skin slant angle calculated via Ding's method is represented with red curve. The NN slant angle distribution is represented with dotted (gray) line in Fig. 7a . For the benign lesion as shown in Fig. 7 (a) , both methods were able to model the gradients; however, the proposed method showed an improvement over Ding's method where there was relatively more complexity for instance, at pixel positions 100, 200 and 300, respectively. A receiver operation characteristic (ROC) test was conducted to evaluate the performance of the proposed method compared to the other methods (i) [10] , (ii) [11] . The discriminating power for the proposed method for six skin surface texture features: (i) network predicted skin tilt angle (NPT), (ii) network predicted skin slant angle (NPS), (iii) Dings method, overall skin tilt pattern disruptions or OT, (iv) overall skin slant pattern disruptions or OS, (v) She's method, skin line direction (SLD), and (vi) Skin line variation (SLV) was undertaken. The ROC analysis shown in Fig. 8, was conducted The proposed non-invasive scheme based on neural network and machine vision techniques explores the analysis of surface normal data (tilt and slant angle), which offers valuable and potentially complementary 3D indicators, in the form of the degree of the 3D skin surface disruption, for the diagnosis of melanoma. There have been increasing demands for a non-invasive computer vision system which offer benefits such as, detailed descriptions of skin. Such a system is a combination of multi-disciplinary engineering, for instance, computer vision, machine learning, neural networks and texture (skin texture) biomedical engineering. These systems are capable of converting qualitative interpretations of the physical and textural characteristics into quantitative results. Subsequently the results could either be translated into a specific suggestion for diagnostic procedures, or to make a judgment over the malignancy of a particular lesion. The diagnoses are often heavily dependent on the accuracy and the accuracy varies according to the clinician experience. Whilst diagnosing the melanoma at an early stage, dermatologists generally incorporate features such as the ABCD rules for visual examination; these are subjective and might lead to false diagnosis. Due to the wide range of the diseases, a clear distinction between a melanoma and a benign lesion is very challenging [28] . An alternative solution is that lesion's images may be collected (in clinics) at regular intervals and a non-invasive neural network based machine vision technique could be employed to assist with the early identification of this deadly disease. Therefore, employing a machine vision detection method mainly at primary health care will not only able to reduce the number of expensive unnecessary referrals (currently occurring in the NHS), but will also assist with the identification of melanoma.
Conclusions
This article has proposed and demonstrated a novel photometric stereo and neural network based approach for modelling irregular and non-axisymmetric surfaces (in term of the gradient of the bump map). This research investigates the analysis of surface normal data, which offers valuable and potentially complementary 3D indicators, in the form of degree of 3D skin surface disruptions, for the identification of melanoma. The PS technique was employed to record 2D/3D data, and the neural network to predict the gradients of the surface normal vectors. The network has initially predicted the gradient for multiple hemispheres, subsequently to test the performance, the network was tested to predict the gradients for real clinical images i.e. a benign and two melanoma lesions, and the performance of the proposed method was compared with an establish method. It is to be noted that due to the wide range of dermatological diseases, a clear distinction between melanoma and benign is very demanding. Consequently, employing a single technique to accomplish a fully accurate diagnosis system is very challenging. Hence, further improvement is always being sought in the form of additional dimensional information or feature descriptors. 
