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並列分散型のネットワーク・コンピューティング環境におけるデータ交換方式として， MPI (Message Passing Inｭ
terface) の仕様化が行われ普及しつつある o MPI は，ネットワーク上で並列にアクセスできるプロセッサ間でのデー
タ交換のインターフェイスを規定しているが， MPI を用いるアプリケーションが，安定して高い効率を生み出すた
めには，ネットワーク・インフラストラクチャが広帯域であることはもちろん，各々のデータ交換において必要とさ













本論文は，ネットワーク上での並列分散処理，マルチメディア通信を視野に入れた， ATM 交換機・ ATM ルータ
を基幹網に用いたネットワークと従来の LAN 媒体によるネットワークの融合を目指すキャンパスネットワークの設
計・構築に関して，特に大阪大学のネットワークを例にとり，まとめたものである o
1993年度(平成 5 年度)の予算で敷設された ODINS (大阪大学総合情報通信システム)の第一期工事においては，
日本国内の他大学に先駆けて，広域で広帯域ネットワークを可能とする ATM 交換機・ ATM ルータを基幹ネットワー




時・保守時の冗長性に欠けること，各支線ネットワークが Ethernet に依っているために支線全体で一時に 10Mbps
しかノマケットを運べず， 156Mbps まで可能である ATM の特性を活かしきれていないこと， 吹田・豊中両キャンパ





次のようなものである o i) 第一期工事におこるクラスター構成を継承し，その各クラスターに ATM 交換機を導入
し末端ユーザーにまでより高度の ATM サービスを提供するo 註)基幹ネットワークを622Mbps に広帯域化し，支
線まで含めて帯域占有型のネットワークとなるように構成するo 出)機器・回線の多重化・冗長構成化によりネット
ワークの安定化をはかる。 iv) 大型計算機センターのスーパーコンビュータを中心とする超高速パックボーンを
ATM 基幹網とより有機的に接続するように設計する o v) 対外接続に関しては，学術情報センターの ATM 網との
接続，さらには WIDE Internet，大阪地域大学問ネットワーク ORIONS なと、のハブ・ノードとしての役割を強化す
る。さらには ppp 接続なども可能としユーザの利便をはかるo
本論文においては特に温)に焦点を置きつつ，これらの諸点への第二期整備における対応がまとめられているo 特
に ATM 機器の物理的接続， ATM のアドレス割当て・経路制御， ATM VC による論理的接続， IP アドレス割当て・
経路制御の諸項目において元長度を高めるように設計がなされた。具体的には， ATM の経路制御に関しては D -
NNI Phase 1 プロトコルの実装が間に合わなかったため，暫定的に策定されたプロトコルである IISP を採用した。
これにより経路障害時の代替経路選択が可能となりネットワークの元長度を高めている。 IP アドレスの経路制御に
関しても OSPF を採用し，冗長度を高めるようにした。ユーザ端末からの呼設定のプロトコルとしては UNI3.0を採
用した。また， このネットワーク構成にあたっては将来の動的経路制御にも柔軟に対応し得るように配慮した。ただ，
ATM アドレス形式に関してはまだ標準化が進んでおらず暫定的なものとなっており，今後の課題の一つである。こ




いは類似の規模での， World -Wide Web などを取り込んだ並列分散型大規模ネットワークの構築・設計に大きく貢
献するものと判断され，本論文は博士(工学)論文として価値あるものと認める o
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