Abstract. We prove that the odd degree part of the space of three-loop finitetype invariants is trivial. This implies that no three-loop finite-type invariant can distinguish between a knot and its inverse.
Introduction
The circle S 1 has two possible orientations. Oriented one way we call it S 1 , and oriented the other we call it S 1 ¡ . The oriented knot K : S 1 S 3 , which we denote K , is said to be inverse to the oriented knot K : S 1 ¡ S 3 , which we denote K ¡ . In general K and K ¡ are not equivalent, the simplest counter-example being the knot 8 17 with its two possible orientations.
It is known that finite-type invariants can distinguish between a knot and its inverse if and only if there exist non-zero Jacobi diagrams with an odd number of legs [1] . The consequences of the possibility that finite type invariants cannot make this distinction are discussed in [5] . In his thesis, Dasbach claimed to have proved this for (uncoloured) n-loop Jacobi diagrams [2] with n 6 (cited in two of his subsequent papers-in [3] as Theorem 2.2 and half of Theorem 7.4, and in [4] , although the focus of both papers is on the 'even number of legs' case). There is however a gap in the proof of his Theorem 5.4.3(iii) (the second equation on page 58 is wrong, since he is using 'modulo greater CW-vectors' to go one way but not the other), which makes the claim open.
In the present note, we prove Dasbach's claim for 3-loop Jacobi diagrams, the first non-trivial case and the one which is relevant for [3] . The technique which we use, due in this context to Nakatsuru [7] , provides in passing a simple algebraic proof of [3, Theorem 7.4 ] in the 'even number of legs' case as well. The 4-loop, 5-loop, and 6-loop cases which Dasbach's result would have covered remain open. In these higher loop degrees, the techniques used here lead to far more complicated calculations, which we have not been able to complete. New ideas seem necessary in order to make further progress.
Main Theorem. The space of (uncoloured) 3-loop Jacobi diagrams with an odd number of legs is trivial.
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Jacobi Diagrams
Fix a natural number p and a field k of characteristic different from 2. The following notation and terminology is consistent with [1] and with [6] .
Definition 2.1. An n-loop Jacobi diagram is a pseudo-graph (we allow arcs between a vertex and itself) with Euler class 1 ¡ n and whose vertices have valence 1 or 3, whose trivalent vertices (internal vertices) are oriented. An n-loop Jacobi diagram is also said to be of loop degree n ¡ 1.
In the present note we take the arcs of a Jacobi diagram to be labeled and oriented so that we can tell them apart in notation. This is an auxiliary structure, and the choice of a labeling for arcs may be totally arbitrary.
A 3-loop Jacobi diagram chain is a linear sum of 3-loop Jacobi diagrams over k. Univalent vertices of Jacobi diagrams are called legs. In the present paper they are taken to be unlabeled. For a n-loop Jacobi diagram D, let uÔDÕ be the set of its legs. Then IÔDÕ:= D ¡ uÔDÕ is called the internal graph of D. Ignoring orientations of internal vertices, IÔDÕ may be one of the six graphs below when D is a three-loop Jacobi diagram.
Possible internal graphs for three-loop Jacobi diagrams
The space of Jacobi diagrams comes equipped with two operations, which are local moves between Jacobi diagrams which have embeddings into Ê 2 which differ inside a dotted circle as indicated below. Remark 2.3. Jacobi diagrams, Jacobi diagram chains, and Jacobi diagram classes are all traditionally called Jacobi diagrams (except in [8] in which the distinction is made between the first two concepts).
Proof
For ease of notation, we adopt the following conventions (where the arc is labeled x and oriented from left to right):
Overview of Proof. The idea for this proof was communicated to the author by Tomotada Ohtsuki. We begin by proving the theorem for 3-loop Jacobi diagrams whose internal graphs are not tetrahedra (Section 3.2). We denote the space that remains, which consists of chains of Jacobi diagrams whose internal graphs are tetrahedra by A c ÔptÕ 2 Ô¸Õ A c ÔptÕ 2 . In Section 3.3 we identify the odd part of this space with a polynomial algebra of the form ∆σ 3 ¤kÖσ 2 , σ 2 3 , σ 4 × where Ø∆, σ 2 , σ 3 , σ 4 Ù are certain specific polynomials (symmetric polynomials and the discriminant).
Denote by A c ÔptÕ 2 ÔÀÕ A c ÔptÕ 2 the subspace of the space of 3-loop Jacobi diagrams whose internal graphs are two circles connected by two arcs (aÀ shape). The odd part of A c ÔptÕ 2 ÔÀÕ is trivial (see Lemma 3.2 below). However A c ÔptÕ 2 ÔÀÕ odd injects into A c ÔptÕ 2 Ô¸Õ odd by the IHX relation on the internal graph, and therefore it is sufficient to prove that ∆σ 3 ¤kÖσ 2 , σ 2 3 , σ 4 × is in its image I (discussed in Section 3.4). We prove this assertion in Section 3.5 by proving that kÖσ 2 , σ 3.2. The Internal Graph is not a Tetrahedron. A useful short-hand is to say AS on the middle leg of an arc A. This is defined to be AS applied to the vertex connecting to the arc connecting to the central leg on A (the one with an equal number of legs on either sides of it).
Lemma 3.1. The space of 3-loop Jacobi diagrams with an odd number of legs and whose internal graph has a separating arc is trivial.
Proof. Let D be such a diagram. Assume that there are no legs along the separating arc (this can be assumed by IHX). Then AS on one of the vertices adjacent to the separating arc (the one connecting to a sub-graph with an even number of legs)
gives that D ¡D and therefore D 0.
Lemma 3.2. The space of 3-loop Jacobi diagrams with an odd number of legs is trivial if its internal graph is not a tetrahedron.
Proof. If the internal graph of such a diagram D has a separating arc, this is the statement of Lemma 3.1. Otherwise, the internal graph of D is of the formÀ. It has four vertices which we call v 11 , v 12 , v 21 , v 22 , such that v i1 and v i2 are connected by a single arc (which we call the horizontal arcs) and v 1j and v 2j are connected by two arcs (which we call the vertical arcs), i, j 1, 2. We may assume by IHX that all legs are on vertical arcs. Thus there is one vertical arc A which has on it an odd number of legs. AS on the middle leg of this arc gives us D ¡D therefore D 0.
The Internal Graph is a Tetrahedron. We denote the space of 3-loop
Jacobi diagrams whose internal graphs are tetrahedra by A c ÔptÕ 2 Ô¸Õ A c ÔptÕ 2 . Let us choose a labeling of arcs of primitive elements of A c ÔptÕ 2 Ô¸Õ as follows:
With this labeling may identify A c ÔptÕ 2 Ô¸Õ with the polynomial algebra on six letters signifying legs on each of the arcs of the internal graphs, modulo the IHX relations on the legs, and modulo the action of the automorphism group of the tetrahedron S 4 . Thus:
and where the remaining IHX relation (R4) a 4 a 5 a 6 0 follows from the other three.
We make the substitution
replacing variables corresponding with 1-faces of the tetrahedron with variables corresponding with 2-faces of the tetrahedron. In these new variables
This is congruent to
Where σ i denoted the ith symmetric polynomial in four variables, 1 i 4. In passing, we note that taking the even part of this expression recovers [3, Theorem 7 .4] (this proof is dued to Nakatsuru [7] ): (a)
A c ÔptÕ 2 ÔÀÕ maps intoÂ c ÔptÕ 2 Ô¸Õ by the IHX relation, given by:
where the notations b 0 i denotes (predictably) that the arc labeled b i has no legs. We may assume this to be the case by IHX relations on the legs.
There is a 
There is a natural projection
As mentioned in Section 3.1 it is sufficient now to prove that ∆σ 3 ¤ kÖσ 2 , σ Proof. We first prove that kÖσ 2 , σ 2 3 , σ 4 × acts on J, and then project to I. This proves that kÖσ 2 , σ 2 3 , σ 4 × acts on J. We now modulo out by the S 4 action, noting that the symmetric polynomials project to themselves by definition. Since kÖσ 2 , σ 2 3 , σ 4 × acts on any representative σJ of the class πÔJÕ I for any σ È S 4 as we have already shown, it also acts on I, proving the lemma.
Lemma 3.4. ∆σ 3 is in I.
Proof. We have: x 1 ¡ x 4 a 1 a 4 ¡ a 6 a 1 a 2 a 3 (R1) 3a 1 a 3 a 6 È J Since ∆σ 3 wÔx 1 ¡ x 4 Õ, our result follows from the proof of Lemma 3.3.
