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ABSTRACT
The validity of the widely used linear mixing approximation for the equations of state (EOS) of
planetary ices is investigated at pressure-temperature conditions typical for the interior of Uranus
and Neptune. The basis of this study are ab initio data ranging up to 1000 GPa and 20 000 K
calculated via density functional theory molecular dynamics simulations. In particular, we calculate a
new EOS for methane and EOS data for the 1:1 binary mixtures of methane, ammonia, and water, as
well as their 2:1:4 ternary mixture. Additionally, the self-diffusion coefficients in the ternary mixture
are calculated along three different Uranus interior profiles and compared to the values of the pure
compounds. We find that deviations of the linear mixing approximation from the results of the real
mixture are generally small; for the thermal EOS they amount to 4% or less. The diffusion coefficients
in the mixture agree with those of the pure compounds within 20% or better. Finally, a new adiabatic
model of Uranus with an inner layer of almost pure ices is developed. The model is consistent with
the gravity field data and results in a rather cold interior (Tcore ∼ 4000 K).
Keywords: equation of state; planets and satellites: interiors; planets and satellites: composition;
planets and satellites: individual (Uranus, Neptune); diffusion
1. INTRODUCTION
Our common understanding of the internal composi-
tion of the giant planets Uranus and Neptune suggests
that the ice-forming volatiles CH4, NH3, and H2O make
up a major contribution to the total mass of the planets.
These planetary ices reside predominantly in the deep in-
terior characterized by hundreds of gigapascal and tem-
peratures of several 1000 K. Therefore, many observed
properties of these planets, such as luminosity, gravita-
tional moments, and magnetic field, are thought to be
determined by the physical and chemical properties of
these compounds. Hence, the equations of state (EOS)
for mixtures of planetary ices under high pressures and
temperatures play a crucial role for the description of
their interior structure.
Since the pioneering work of DeMarcus (DeMarcus
1958) and Peebles (Peebles 1964), models for giant plan-
ets typically employ EOS data for different materials by
mixing them linearly at constant pressure and tempera-
ture. This procedure allows to determine, e.g., the den-
sity,
1
%LM (p, T )
=
N∑
i=1
xi
%i(p, T )
(1)
and the specific internal energy,
uLM (p, T ) =
N∑
i=1
xiui(p, T ) (2)
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of a mixture comprised of N components. The density,
specific internal energy, and mass fraction of each indi-
vidual component i are denoted by %i, ui, and xi, respec-
tively, in the above equations.
For the light constituents of giant planets, hydrogen
and helium, the validity of the linear mixing approxi-
mation (LMA) has been tested in various studies. Early
work was based on Monte Carlo plasma models (Hubbard
1972; Stevenson 1975) and was extended to density func-
tional theory studies (Vorberger et al. 2007; Wang et al.
2013) later. The later studies also investigated several
mixing rules for the H-He mixture and found the additive
volume rule at constant pressure and temperature to per-
form best. Recently, Soubiran & Militzer (2016) tested
the LMA for the addition of heavy elements to a H-He
mixture typical for Jupiter in the dilute limit. Moreover,
Danel & Kazandjian (2015) investigated the LMA for
C2H3 as a mixture of carbon and hydrogen for temper-
atures between 1 eV and 1000 eV finding the strongest
deviations of up to 15% in pressure at 1 eV for small
densities. Further plasmas have been studied at such
high temperatures regarding various mixing rules (Lam-
bert et al. 2008; Horner et al. 2008; Magyar & Mattsson
2013).
Phase transitions might cause strong deviations of the
linear mixing model from the behavior of the real mix-
ture. For instance, water is predicted to become superi-
onic along the adiabat of Uranus and Neptune (Cavaz-
zoni et al. 1999; French et al. 2009; Redmer et al. 2011),
whereas ammonia remains fluid (Cavazzoni et al. 1999;
Bethkenhagen et al. 2013). There is also experimental
indication for superionic behavior in water (Goncharov
et al. 2005; Sugimura et al. 2012) and ammonia (Ninet
et al. 2012), albeit these experiments were made at tem-
peratures far below the isentropes of Uranus or Neptune.
Methane, however, does not become superionic but is
instead predicted to form long-chained hydrocarbons or
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potentially to demix into carbon and hydrogen under the
conditions present in Uranus (Hirai et al. 2009; Gao et al.
2010; Spanu et al. 2011; Lobanov et al. 2013). One can
thus suspect strong deviations to occur between real and
linear (ideal) mixing behavior, at least in certain regions
of the pressure-temperature space.
Selected real icy mixtures have been investigated pre-
viously using ab initio simulations, e.g., various H2O-
NH3 compositions (Bethkenhagen et al. 2015; Jiang et al.
2017; Naden Robinson et al. 2017), H-H2O (Soubiran
& Militzer 2015), H-He with heavy element enrich-
ment (Soubiran & Militzer 2016), and the H-C-N-O mix-
ture (Chau et al. 2011). There also exist experimental
data (EOS and electrical conductivity) for H-C-N-O mix-
tures, most of them based on shock compression exper-
iments (Radousky et al. 1990; Nellis et al. 1997; Chau
et al. 2011), but their conditions are limited to single
compression paths and pressures less than 200 GPa. In
general, EOS data for icy mixtures at extreme pressures
and temperature are still sparse, and the validity of the
LMA for molecular compounds has not yet been system-
atically checked. It is the purpose of this work to provide
such a systematic study across a wide range of pressure-
temperature conditions.
This paper is organized as follows. In the first part
of Section 2 we briefly describe the interior profiles of
Uranus which serve as a guide for the thermodynamic
conditions of interest here. The second part of Section 2
describes the computational method used and discusses
the EOS of the molecular compounds and their mixtures.
Section 3 investigates the performance of the LMA for
the binary mixtures and a ternary mixture at represen-
tative Uranus interior conditions. Section 4 investigates
the self-diffusion coefficients in the mixture. In Section
5 we apply our EOS for the planetary ices to Uranus. A
summary and final conclusions are given in Section 6.
2. EQUATIONS OF STATE (EOS)
2.1. Ice giant interior profiles
We compute the equations of state of ices and their
mixtures at pressure-temperature conditions relevant for
the interior of Uranus and Neptune. However, these plan-
ets’ internal temperature profiles cannot be measured
and thus are not well known. Most common models as-
sume an adiabatic interior based on the idea that at least
the part generating the magnetic field should be convec-
tive (Soderlund et al. 2013) and thus nearly adiabatic.
Those models suggest a range from cold (Tcore ∼ 2000 K)
to warm (Tcore ∼ 6000 K) interiors depending on the
chosen underlying materials and consequently equations
of state (Hubbard & MacFarlane 1980; Redmer et al.
2011; Nettelmann et al. 2013). Cold interiors may re-
sult from a cold-start formation, in particular for the
case of Uranus (Hubbard et al. 1995). Likewise, a high
ice content might also originate from the planetary for-
mation process (Podolak & Reynolds 1987). On the con-
trary, hot interiors with temperatures exceeding 10 000 K
are obtained from models including a strongly super-
adiabatic region (Nettelmann et al. 2016). Such a ther-
mal boundary layer can occur if the barrier between
H/He-dominated atmosphere and icy interior inhibits the
heat flow across it (Nettelmann et al. 2016).
Due to this uncertainty, we consider here three interior
profiles from different Uranus models:
(i) the warm (Tcore ∼ 6000 K) adiabatic Uranus model
of Redmer et al. (2011), where ices are represented solely
by a water EOS and the resulting size of the ionic water
region is found to be consistent with predictions from
magnetic field models,
(ii) the hot (Tcore ∼ 14 000 K) class III Uranus model
with thermal boundary layer (TBL) by Nettelmann et al.
(2016), which can explain the current faintness of Uranus
by equilibrium evolution with the solar incident flux,
(iii) a rather cool (Tcore ∼ 4000 K) icy model which
assumes an adiabatic interior of a mixture of methane,
ammonia, and water with only a tiny fraction (1%) of
hydrogen and helium needed to explain the gravity field,
for details see Section 5).
Hereafter, these models are respectively labeled water-
only, TBL, and icy. They serve as representative guide
for our EOS calculations that aim to cover typical
pressure-temperature conditions inside Uranus.
2.2. Density Functional Theory Molecular Dynamics
Simulations (DFT-MD)
The entire set of EOS data was obtained with the
Vienna Ab Initio Simulation Package (VASP) (Kresse
& Hafner 1993a,b; Kresse & Furthmu¨ller 1996; Hafner
2008). This DFT-MD code is based on the Born-
Oppenheimer approximation and describes the electron
system via density functional theory (DFT) at finite tem-
peratures (Hohenberg & Kohn 1964; Kohn & Sham 1965;
Mermin 1965; Weinert & Davenport 1992; Wentzcovitch
et al. 1992), while the ions are propagated as classical
particles within a molecular dynamics (MD) framework.
We control the ionic temperature within the NVT ensem-
ble by employing a Nose´-Hoover thermostat (Nose´ 1984;
Hoover 1985). The interaction between electrons and
ions is described by projector augmented wave (PAW)
pseudopotentials (Blo¨chl 1994; Kresse & Joubert 1999).
The approximation of Perdew, Burke, and Ernzerhof
(PBE) was chosen for the exchange-correlation func-
tional (Perdew et al. 1996).
In general, the following parameters have been used
throughout all simulations, if not stated otherwise. The
plane-wave energy cutoff was set to 1000 eV and the
Baldereschi mean-value point was used to sample the ~k
space in most simulations. Particle numbers varied be-
tween 16 and 84 molecules, depending on the composi-
tion, density, and temperature. The simulation duration
was typically between 10 ps and 20 ps after equilibration
with timesteps between 0.25 and 0.4 fs. All simulation
parameters have been thoroughly checked to ensure the
convergence of our results.
In the following, we describe our present EOS
database, which contains, to a great extent, novel data
that are consistently complemented with values previ-
ously reported in literature. The resulting EOS data
for pressure p(%, T ) and internal energy u(%, T ) cover a
grid up to temperatures of 20 000 K and pressures of
1000 GPa.
The specific internal energies of the pure compounds
were shifted to zero at a reference point of 1000 GPa and
20 000 K. The specific internal energies of the binary and
ternary mixtures were then renormalized with the same
shifts applied to the pure compounds weighted by their
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respective mass fractions. This renormalization aids in
the visual interpretation of the data but does not change
the physics.
2.3. Methane
Although there exist various EOS of methane (e.g.,
Kerley 1980; Setzmann & Wagner 1991; Sherman
et al. 2012), none of them covers the entire pressure-
temperature region required for Uranus and Neptune
interior models. We have therefore computed a new
methane EOS using DFT-MD simulations. We simulated
54 molecules in the simulation box, which were initially
placed on a bcc lattice for every simulation run to avoid
a bias toward certain molecular configurations, such as
polymers.
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Figure 1. Thermal (top panel) and caloric (bottom panel) EOS of
methane shown along isochors (solid lines with circles) in compar-
ison to the EOS data by Sherman et al. (2012) (colored triangles).
Every circle represents a DFT-MD run of at least 10 ps.
The resulting EOS is shown along isochores in Fig. 1 in
comparison with earlier work by Sherman et al. (2012),
which is based on the same ab initio simulation technique
as applied here with slightly different simulation param-
eters. Most of our data agree within 2% in pressure and
within 1 kJ/g in specific internal energy compared to
the results of Sherman et al. (2012). However, we find
more significant deviations of up to 4% and up to 2 kJ/g
below 4000 K associated with the melting and dissocia-
tion of CH4 indicated by the change in slope in in Fig. 1.
Performing additional heating and cooling simulations in
this region, we observed the formation of different molec-
ular species. While small molecules like ethane can be
identified at small densities, we find polymers starting to
form at higher densities and temperatures above 3000 K.
These effects will be addressed in more detail in future
work on the phase diagram of methane with special em-
phasis on potential demixing into carbon and hydrogen.
The present methane EOS contains these effects via the
standard procedure of time-averaging simulation data.
2.4. Ammonia
We extended the ammonia EOS data set from Bethken-
hagen et al. (2013), which ranged up to 10 000 K and
330 GPa, to higher pressures and temperatures. To en-
sure full consistency with all other simulation data from
this work, the correction due to nuclear quantum effects
was removed from the published data set (Bethkenhagen
et al. 2013). In particular, the density grid was extended
by seven additional densities per isotherm in order to
cover the pressure range up to 1000 GPa. Additionally,
four more isotherms (12 000 K, 14 000 K, 16 000 K, and
20 000 K) were computed.
2.5. Water
The water EOS is based on simulations used to gen-
erate the tabular data set of French et al. (2009), which
were extended in runtime to at least 10 000 timesteps to
reduce their statistical uncertainty. The data set was ex-
tended to lower densities (0.2 g/cm3) using simulations
with 16, 24, or 54 molecules and the Γ point. Simula-
tions at densities of 4 g/cm3 and higher were rerun with
the Baldereschi mean-value point to further improve the
numerical convergence. Finally, the region of the superi-
onic phase was filled with the raw data from more recent
simulations for superionic water with a bcc oxygen lat-
tice (French et al. 2016).
2.6. 1:1 Binary Mixtures
We have calculated the EOS of the two 1:1 binary
mixtures water-methane and ammonia-methane and ex-
tended the 1:1 water-ammonia data of (Bethkenhagen
et al. 2015) to higher temperatures and lower densi-
ties. The latter mixture has been calculated using 32
molecules and the Monkhorst-Pack 2× 2× 2 grid, while
the former two mixtures have been calculated with 54
molecules and were started with a molecular bcc lattice.
The simulations for all three binary mixtures have been
carried out on the same temperature grid as for the pure
compounds. In total, 13 temperatures were considered
(1000 K – 8000 K: 1000 K steps, 10 000 K – 16 000 K:
2000 K steps, 20 000 K) with each isotherm containing
at least ten density points.
The 2000 K isotherm is shown in Fig. 2 as an exam-
ple for each of the 1:1 binary mixtures as well as for the
pure compounds. The considered materials behave sys-
tematically with mean molecular weight m, so that an in-
crease in m directly translates into a proportional density
increment at a given pressure. For example, the differ-
ence between the lightest material, CH4, and the heaviest
material, H2O, amounts to 1.26 g/cm
3 at 100 GPa and
2000 K, i.e., the density difference is about 40%. Hence,
the composition of the icy mixture has an appreciable
impact on its resulting thermodynamic properties. Fur-
thermore, the densities of pure ammonia (m = 17 g/mol)
and of the 1:1 water-methane mixture (m = 17 g/mol),
4 Bethkenhagen et al.
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Figure 2. Density (top panel) and internal energy (bottom panel)
vs. pressure for the pure compounds (solid lines) in comparison to
results from the real 1:1 binary mixtures (dashed lines with filled
symbols) along the representative 2000 K isotherm.
agree within 3% along the 2000 K isotherm, emphasizing
the systematic behavior with mean molecular weight of
the thermal EOS.
A very similar picture is obtained for the specific in-
ternal energy, see lower panel of Fig. 2. This suggests
that the energetics of the mixtures are mainly deter-
mined by the average number of bonds (or degree of as-
sociation and correlation) between hydrogen and heavy
nuclei. Dissociation of the molecules occurs across the
same pressure and temperature ranges for the pure sub-
stances as well as in their mixtures (Meyer et al. 2015).
2.7. Ternary 2:1:4 Methane-Ammonia-Water Mixture
Prior to this work an extensive study has been per-
formed on different concentrations of the ternary mix-
tures in order to gain an insight on the structural and
chemical properties of those mixtures (Meyer et al. 2015).
We chose the 2:1:4 mixture for this study since it pro-
vides a good compromise between computational effort
and resemblance to the solar abundances of about 4:1:7
of C:N:O (Asplund et al. 2009). We simulated mix-
tures containing 24 methane, 12 ammonia, and 48 wa-
ter molecules. This was performed along three planetary
P–T profiles of Uranus (see Section 2.1). For tempera-
tures below or equal to 6000 K the reciprocal space was
sampled with the Baldereschi mean-value point, while for
higher temperatures the Monkhorst-Pack 2 × 2 × 2 grid
was used. Each simulation run was started from a den-
sity as derived using the EOS of the pure compounds and
the LMA. Every 1000 timesteps the pressure was checked
and the volume of the simulation box adapted until the
desired pressure was matched up to a deviation of 2%.
Since this procedure is computationally expensive, espe-
cially for low pressures, we typically chose two different
volumes and interpolated linearly between the results in
order to match target pressures below 40 GPa.
3. TESTING THE LINEAR MIXING APPROXIMATION FOR
DENSITY AND ENERGY
3.1. Binary Mixtures
We define the deviations in density and specific internal
energy between the linear (LM) and the real mixtures
(real) through the quantities:
∆%(p, T ) = %LM (p, T )/%real(p, T )− 1 , (3)
and
∆u(p, T ) = uLM (p, T )− ureal(p, T ) , (4)
respectively.
All EOS data for the pure compounds and for the bi-
nary mixtures were interpolated onto a common rect-
angular pressure-temperature grid. In particular, the
pressures along isotherms were interpolated using Akima
splines, while the temperatures were interpolated linearly
along isobars.
Figure 3 shows the results of this comparison. The
deviation in density varies between -1% and 4%, while
that of the specific internal energy amounts to values be-
tween -4 kJ/g and 2 kJ/g. Most important, the largest
deviations in internal energy occur when at least one but
not all of the pure compounds become superionic (here
water and ammonia) so that its heavy particles form a
crystal which releases lattice formation energy. In case of
the water-ammonia mixture, we find a slightly negative
deviation in u (red stripe above blue region in Fig. 3)
as the superionic phase of water forms below 10 000 K
(French et al. 2009). This behavior is inverted (blue re-
gion) when an oxygen-nitrogen lattice appears also in the
1:1 mixture at few 1000 K colder temperatures (Bethken-
hagen et al. 2015). In addition to pure water and the 1:1
water-ammonia mixture, pure ammonia becomes superi
onic as well but only below 4000 K (Bethkenhagen et
al. 2013), so that the LMA is fulfilled well again in the
cool, dense mixture (disappearance of blue region). The
effect of superionicity on the density deviations is much
weaker because the density jumps to the fluid phase is
relatively small. Note that although the lattice type is
different in water (bcc), ammonia (fcc), and in the mix-
ture (P4/nmm, Ima2, Pma2, Pm), this does not lead to
any specific effects on ∆u or ∆%.
In case of the binary mixtures containing methane,
the occurrence of superionic phases in water or ammo-
nia leads to similar deviations in ∆u as discussed above.
Pure methane does not become superionic but instead
decomposes into long-chained molecules in our simula-
tions. Similar molecular aggregates can occur also in
mixtures with water and ammonia (Meyer et al. 2015).
The change in internal energy due to these chemical re-
actions has the same sign as the formation of lattices in
the water-ammonia system, so that these two very dif-
ferent phenomena lead to a partial compensation in ∆u
at low temperatures.
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Figure 3. Deviation of densities (upper panels) and internal energies (lower panels) of the considered real binary 1:1 mixtures from the
linear mixing approximation. The color code is the same for the three mixtures H2O-NH3 (left), H2O-CH4 (middle), and NH3-CH4 (right).
The underlying data for the real binary mixtures are shown as black crosses in the upper panels. For reference, the temperature profiles of
the TBL (Nettelmann et al. 2016), water-only (Redmer et al. 2011), and icy (see Sec. 5) Uranus models (black dotted, dashed, and solid
lines respectively) are displayed as well in the lower panels.
For the density deviations in the methane-containing
mixtures the picture is less clear. The slightly visible
maxima and minima in ∆% cannot be directly related
to specific phase transitions, but rather might be the re-
sult from our interpolation using Akima splines. These
third order polynomials can lead to an oscillatory behav-
ior when calculating small differences, especially when
the underlying data grid is coarse and/or the data pos-
sess residual statistical fluctuations. This is supported
by the fact that our EOS database for water-ammonia is
larger compared to the other two mixtures for pressures
below 200 GPa as indicated by the black crosses in the
upper panels in Fig. 3. Hence, the sparser datasets for
the water-methane and ammonia-methane mixtures lead
to more pronounced oscillations. Therefore, we see the
density deviation of up to 4% as observed here as upper
limit to the true performance of the LMA.
Nevertheless, we can draw two clear conclusions from
our systematic study:
First, the LMA for density and internal energy works
very well for all three binary mixtures if the same ther-
modynamic phase is present both in the pure compounds
and in the real mixture. The numerical deviations are of-
ten less than one percent and never larger than 4%. This
applies to the fluid as well as to the superionic phases.
In the latter case, it is even of little importance which
type of lattice is present, which was also observed in an
earlier study on pure water (French et al. 2016).
Second, deviations from the LMA can be attributed to
the formation of nitrogen-oxygen lattices or to prominent
chemical reactions involving carbon. Their quantiative
effect amounts to -1% and 4% for density and -4 kJ/g and
2 kJ/g for the internal energy. The latter corresponds to
a maximum change of only 200 K or 4% in radius along
a typical Uranus isentrope.
3.2. Ternary Mixture
The results for the real 2:1:4 ternary mixture along the
three considered planetary profiles are shown in Fig. 4
and compared with the LMA.
In contrast to the binary mixtures, the LMA tends to
systematically overestimate densities and, at the same
time, underestimate the internal energy in the ternary
mixture. However, the magnitude of the deviations is
small, and we find the LMA to perform even slightly bet-
ter for the ternary than for the binary mixtures, which
might partially result from the simulation procedure used
here. The direct simulation of the real mixture along the
planetary profiles allows us to avoid additional interpo-
lation on a rather coarse grid, which was necessary to
investigate the binary mixtures on the entire pressure–
temperature plane.
The maximum deviations in density amount to up to
2.1% and are very similar for all three Uranus profiles
up to 10 000 K. The density deviation is even less than
0.5% above this temperature, which is only reached by
the hottest profile (TBL). This planetary profile is also
clearly standing out in terms of the internal energy devi-
ation due to a remarkably small deviation from the linear
mixing model of only up to ±0.6 kJ/g. The largest en-
ergy deviation of up to -2.9 kJ/g is found for the signifi-
cantly colder adiabatic models. As discussed in Sec. 3.1,
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Figure 4. Deviations of density (upper panel) and specific inter-
nal energy (lower panel) between the real 2:1:4 methane-ammonia-
water mixture (solid lines) and the LMA along the three planetary
profiles of Uranus.
the more pronounced deviations in the internal energy
for the colder models most likely result from the forma-
tion of superionic phases in water and ammonia as well as
from changes in the chemical bonding of carbon atoms.
This occurs both in pure as well as in the ternary mix-
ture, which has been extensively studied by Meyer et al.
(2015).
4. DIFFUSION COEFFICIENTS
The self-diffusion coefficients Dα were calculated using
velocity autocorrelation functions via the expression
Dα = lim
t→∞
1
3Nα
∫ t
0
Nα∑
i=1
〈~vi(0) · ~vi(τ)〉dτ , (5)
where Nα denotes the particle number of species α. Here,
we compare the self-diffusion coefficients for the species
hydrogen, carbon, nitrogen, and oxygen in the ternary
mixture with those in the pure compounds CH4, NH3,
H2O at the same pressure and temperature. An explicit
mixing rule for the Dα, as has been suggested for higher
temperatures (Horner et al. 2009), is not examined here.
We computed the self-diffusion coefficients in methane
on the same grid as the EOS described in Sec. 2.3 as
well as in the 2:1:4 ternary mixture along the three plan-
etary profiles described in Sec. 2.1. Data for the self-
diffusion coefficients in water and ammonia were already
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Figure 5. The self-diffusion coefficients of the constituents H,
C, N, and O in the real ternary mixture (solid lines) along the
planetary profiles as a function of Uranus’ radius. Diffusion co-
efficients framed by dashed boxes are artificial and mark the su-
perionic regime, where the respective diffusion coefficients vanish.
The colored circles indicate the diffusion coefficients in the pure
compounds shown here exemplarily for three Uranus profiles.
available in the literature (French et al. 2010; Bethken-
hagen et al. 2013), which we then complemented with
additional calculations as necessary. The results for the
four considered species are shown in Fig. 5. Addition-
ally, the diffusion coefficients of each species in the real
ternary mixture as well as radius, density, temperature,
and pressure along the three profiles are given in Tab. 1.
In general, the diffusion coefficients in the ternary mix-
ture agree within 20% with those in the pure compounds,
which is a satisfactory result, given that the numerical
uncertainty is usually 5-10%. The most significant de-
viations are found for conditions where the underlying
phases in the pure compounds and mixtures differ sig-
nificantly from each other. This occurs, for example,
in regions close to rotationally-disordered methane or in
the superionic phase of water, whereas the ternary mix-
ture is characterized as an ordinary fluid. This effect can
be seen for the diffusion coefficients of carbon, nitrogen,
and oxygen in Fig. 5. In those regions, the diffusion co-
efficients of these heavy particles vanish (for illustration
purposes artificially set to 10−5 cm/s2), while that in the
ternary mixture retain values typical for a fluid.
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Table 1
Self-diffusion coefficients of the real ternary mixture along the considered planetary profiles
R [RU] % [g/cm
3] T [K] p [GPa] DH [cm
2/s] DC [cm
2/s] DN [cm
2/s] DO [cm
2/s]
icy planetary profile
0.872 0.881 1500 4.3 3.06×10−4 2.58×10−4 3.16×10−4 3.48×10−4
0.779 1.19 2265 13.0 2.65×10−4 2.16×10−4 2.47×10−4 2.74×10−4
0.751 1.45 2500 24.9 2.42×10−4 1.58×10−4 1.78×10−4 1.89×10−4
0.688 1.95 2900 62.4 3.02×10−4 7.44×10−5 7.97×10−5 9.20×10−5
0.608 2.46 3150 124 4.95×10−4 3.57×10−5 4.51×10−5 5.13×10−5
0.525 2.92 3250 203 6.41×10−4 2.82×10−5 3.06×10−5 2.93×10−5
0.397 3.45 3500 328 8.28×10−4 2.79×10−5 2.31×10−5 2.16×10−5
0.304 3.77 3650 418 8.95×10−4 2.85×10−5 2.17×10−5 2.03×10−5
0.158 4.19 3850 558 9.52×10−4 3.37×10−5 2.05×10−5 1.78×10−5
water-only planetary profile
0.839 1.00 1775 6.9 2.83×10−4 2.43×10−4 2.80×10−4 3.05×10−4
0.804 1.11 2050 10.0 2.73×10−4 2.30×10−4 2.78×10−4 2.87×10−4
0.785 1.27 2375 16.0 2.45×10−4 1.91×10−4 2.05×10−4 2.48×10−4
0.744 1.56 2775 31.5 2.78×10−4 1.51×10−4 1.68×10−4 1.88×10−4
0.698 1.83 3125 52.7 3.96×10−4 1.20×10−4 1.26×10−4 1.53×10−4
0.653 2.10 3425 79.8 5.92×10−4 1.00×10−4 1.07×10−4 1.40×10−4
0.619 2.31 3775 107 8.72×10−4 1.07×10−4 1.18×10−4 1.35×10−4
0.548 2.60 4150 153 1.22×10−3 1.19×10−4 1.22×10−4 1.28×10−4
0.462 3.03 4650 240 1.61×10−3 1.39×10−4 1.27×10−4 1.24×10−4
0.335 3.54 5250 375 1.84×10−3 1.89×10−4 1.39×10−4 1.32×10−4
0.221 3.96 5750 510 1.94×10−3 2.10×10−4 1.44×10−4 1.31×10−4
TBL planetary profile
0.871 0.911 1500 4.8 2.73×10−4 2.42×10−4 2.46×10−4 3.04×10−4
0.785 1.20 2175 13.0 3.27×10−4 2.77×10−4 3.12×10−4 3.35×10−4
0.785 0.91 6875 13.0 5.12×10−3 1.62×10−3 1.80×10−3 1.89×10−3
0.737 1.33 8000 32.8 6.39×10−3 1.62×10−3 1.63×10−3 1.66×10−3
0.691 1.63 9000 59.0 7.31×10−3 1.64×10−3 1.52×10−3 1.48×10−3
0.625 2.04 10000 110 7.63×10−3 1.75×10−3 1.47×10−3 1.35×10−3
0.549 2.42 11000 176 7.19×10−3 1.68×10−3 1.43×10−3 1.23×10−3
0.449 2.85 12000 273 6.88×10−3 1.70×10−3 1.27×10−3 1.19×10−3
0.326 3.30 13000 398 6.30×10−3 1.62×10−3 1.38×10−3 1.17×10−3
0.177 3.77 14000 559 5.79×10−3 1.49×10−3 1.15×10−3 1.05×10−3
5. AN ICY URANUS MODEL
Wide-range equations of state for real mixtures of icy
materials are generally not available. In Sec. 3, we have
quantified the uncertainty of applying the LMA to the
single component EOS for selected icy mixtures. The
error was found to be of the order of a few percent in
density and a few kJ/g in internal energy or smaller, in
particular in regions where all single components are in
the fluid phase and off regions of phase changes or signs
of demixing. Although these requirements do not en-
tirely hold along the cool Uranus and Neptune adiabats
(French et al. 2009; Hirai et al. 2009; Chau et al. 2011),
we are interested in the effect of applying our ab initio
EOS of the icy mixture to the inner mantle of Uranus in
comparison to former work that relied only on water as
a representative for all ices (Redmer et al. 2011; Helled
et al. 2011; Nettelmann et al. 2013). Thus, we here lin-
early mix the EOS of methane, ammonia, water, hydro-
gen, and helium and compute a new Uranus model where
heavy elements in the deep interior are represented by a
solar mixture of H:C:N:O (Anders and Grevesse 2009) in
form of methane, ammonia, and water, yielding a metal-
licity ratio ZCH4 : ZNH3 : ZH2O = 0.31 : 0.08 : 0.61. Oth-
erwise, our interior structure modeling procedure follows
exactly that of Nettelmann et al (2013), i.e., we assume
three layers where the a priori unknown heavy element
mass fractions Z1 and Z2, in the two adiabatic H/He/ice
envelopes are used to adjust the gravitational harmonics
J2 and J4, while the rock core mass is used to account
for total mass conservation. We use the rotation rate
from the Voyager mission. Of course, the real interior
structure of Uranus may be far more complex than our
model.
Our resulting icy Uranus model shows four distinct
features: high-Z2 values of 0.98-0.999, i.e., an almost
purely icy deep interior, low central temperatures of
Tcore ∼ 4000 K, high ice:rock ratio of ∼ 19, and a nar-
row range of possible transition pressures P1−2 = 10–15
GPa between the outer H/He-rich and the inner ice-rich
envelope. Figure 6 illustrates the icy Uranus model for
P1−2 = 13 GPa. Our icy Uranus model turns out to be
similar to that of Podolak & Reynolds (1987), who ap-
plied linearly mixed EOSs for the ices H2O, CH4, NH3
and H2S based on Thomas-Fermi-Dirac theory for dense
matter and an interpolation to ideal gas region at the low
pressures. In addition, they took into account the influ-
ence of condensation on the temperature profile in the
outer envelope. They assumed an ice shell atop a rock
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core and found a high ice:rock ratio of 16.6 necessary to
explain the measured J2 and J4 values of that time.
Figure 6. Icy Uranus structure model with three homogeneous
layers (solid azimuthal lines). The radial direction scales linearly
with the planet’s internal radial distance from the center, while
the angle scales with mass abundance of the single components.
Dashed lines indicate phase boundaries of the single components
according to the phase diagrams of water (Redmer et al. 2011),
ammonia (Bethkenhagen et al. 2013), and methane (Hirai et al.
2009), except the light red color which indicates partial dissociation
of ammonia into N2 and H2.
For comparison, planet models where HCNO-bearing
molecules are represented by a water EOS typically pre-
dict lower inner envelope ice mass fractions of Z2 ∼ 0.9
for Uranus. This result appears to be independent of
whether a three-layer model approach (Hubbard et al.
1995), a smooth density distribution (Helled et al. 2011),
or random interior structure search for acceptable den-
sity distributions (Podolak et al. 2000) was used. The
higher Z2 value of our icy Uranus model is a direct con-
sequence of the lower mean molecular weight of methane
and ammonia compared to that of water, reducing the
need for adding H/He. The then reduced number of light
atoms (helium, hydrogen) leads to an increased specific
heat, which tends to reduce the temperature along adia-
bats. As a result, we obtain Tcore values around 3800 K
only, with an uncertainty of about ± 500 K resulting
partially from the method of computing isentropic P–T
profiles. The temperature along our icy Uranus adiabat
might thus be a lower bound to that of a real mixture
adiabat.
It can be argued that this icy Uranus model may (Hub-
bard & MacFarlane 1980; Podolak & Reynolds 1984) or
may not (Podolak & Reynolds 1987) be in conflict with
predictions from formation theory (Pollack et al. 1996),
or be too warm (Hubbard et al. 1995) or too cold (Nettel-
mann et al. 2016) to explain the observed low luminosity.
However, the solid conclusion that can be drawn from
this extreme model is: if the ices adopt a solar mixing
ratio and if deep internal temperatures are signifcantly
higher than ∼ 4000 K, the inner mantle must contain
also heavier, rock-forming elements mixed with the ices,
and can contain more H/He. Therefore, it will be im-
portant to investigate the mixing behavior of planetary
ices with rocks and H/He in the future.
6. CONCLUSIONS
Overall, we find the linear mixing approximation to
perform remarkably well for the molecular compounds
methane, ammonia, and water, under the thermody-
namic conditions predicted in the mantle of Uranus. The
maximum deviation between the three computed real 1:1
binary mixtures and the linear mixing model amounts to
4% in density and -4 kJ/g in specific internal energy. The
latter corresponds to 4% deviation in the planetary ra-
dius coordinate or a 200 K shift in temperature. Note,
that this deviation is smaller than the uncertainty in the
temperature profile related to the interior models. Even
smaller discrepancies of at most 2.1% in density and -
2.9 kJ/g in internal energy were observed for the 2:1:4
ternary mixture along three representative Uranus pro-
files. These particular deviations have a characteristic
sign: the LMA overestimates the density, while the in-
ternal energy is underestimated. If the same thermody-
namic phase is present in both the real mixture and the
pure compounds, the linear mixing approximation per-
forms even better than stated above. Hence, future work
will be directed toward the construction of reliable ther-
modynamic potentials for the pure compounds water,
ammonia, and methane, since it does not seem necessary
to construct many EOS for different compositions. Our
new methane EOS together with the water (French et al.
2009; French & Redmer 2015; French et al. 2016) and am-
monia (Bethkenhagen et al. 2013) data tables that were
extended here, will provide an excellent starting point
for that.
Moreover, the diffusion coefficients for the individual
species in the mixture were found to agree within 20%
with the values observed in the pure compounds as long
as the same state of matter is present. This implies that
accurate knowledge of the phase diagrams of pure com-
ponents as well as their mixtures is still required to un-
derstand the planetary interiors even though the linear
mixing approximation works well. For example, the sur-
vival of a superionic phase in the presence of methane
is still an open question. Also the potential demixing
of methane into carbon and hydrogen needs further in-
vestigation. The formation of polymers observed in our
methane simulations might already hint into that direc-
tion. A deeper understanding of superionicity or demix-
ing phenomena in planetary H-C-N-O mixtures will be
beneficial for the future development of more advanced
planetary models with a more complex interior structure.
The ice-rich Uranus model introduced here illustrates
the lower temperature bound of possible interior struc-
ture models. However, the model does not recover the
correct age of Uranus and needs to be improved fur-
ther. Thermal-boundary-layer (TBL) models (Nettel-
mann et al. 2016), such as the hottest model consid-
ered here, might be a promising alternative. It will
be insightful to provide these TBL models with well-
founded input quantities in the future, especially trans-
port properties, such as the viscosity and the electrical
and thermal conductivity. These properties are also of
great interest for dynamo simulations (Wicht & Tilgner
2010). For example, it would be desirable to have a
complete set of transport and thermodynamic proper-
ties along the discussed planetary profiles, similar as that
for the hydrogen-helium mixtures along the Jupiter adi-
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abat (French et al. 2012).
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