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CONVERGENCE ANALYSIS OF A SECOND-ORDER
SEMI-IMPLICIT PROJECTION METHOD FOR
LANDAU-LIFSHITZ EQUATION
JINGRUN CHEN, CHENG WANG, AND CHANGJIAN XIE
Abstract. The numerical approximation for the Landau-Lifshitz equation,
the dynamics of magnetization in a ferromagnetic material, is taken into con-
sideration. This highly nonlinear equation, with a non-convex constraint, has
several equivalent forms, and involves solving an auxiliary problem in the infi-
nite domain. All these features have posed interesting challenges in developing
numerical methods. In this paper, we first present a fully discrete semi-implicit
method for solving the Landau-Lifshitz equation based on the second-order
backward differentiation formula and the one-sided extrapolation (using pre-
vious time-step numerical values). A projection step is further used to preserve
the length of the magnetization. Subsequently, we provide a rigorous conver-
gence analysis for the fully discrete numerical solution by introducing two sets
of approximated solutions to preceed estimation alternatively, with uncondi-
tional stability and second-order accuracy in both time and space, provided
that the spatial step-size is the same order as the temporal step-size, which
remarkably relax restrictions of temporal step-size compared to the implicit
schemes. And also, the unique solvability of the numerical solution without
any assumptions for the step size in both time and space is theoretically justi-
fied, which turns out to be the first such result for the micromagnetics model.
All these theoretical properties are verified by numerical examples in both one-
and three- dimensional spaces.
1. Introduction
Micromagnetics is a continuum theory describing magnetization patterns inside
ferromagnetic media. The dynamics of magnetization is governed by the Landau-
Lifshitz (LL) equation [30]. This highly nonlinear equation indicates a non-convex
constraint, which has always been a well-known difficulty in the numerical analysis.
And also, this equation has several equivalent forms, and an auxiliary problem in
the infinite domain has to be involved. All these features have posed interesting
challenges in developing numerical methods. In the past several decades, many
works have focused on the mathematical theory and numerical analysis of the LL
equation [29,32,38]. The well-posedness of LL-type equations can be found in [21,
35, 39]; two structures of the solution regularity have been investigated. In the
framework of weak solution, the existence of global weak solution in R3 was proved
in [5] and in [22] on a bounded domain Ω ⊂ R2; the nonuniqueness of weak solutions
was demonstrated in [5] as well. In the framework of strong solution, local existence
and uniqueness, and global existence and uniqueness with small-energy initial data
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for strong solutions to the LL equation in R3 was shown in [10]. Local existence
and uniqueness of strong solutions on a bounded domain Ω was proved in [9]; global
existence and uniqueness of strong solutions for small-energy initial data on a 2-D
bounded domain was established, provided that ‖∇m0‖H1(Ω) is small enough for
the bounded domain Ω ⊂ R2. A similar uniqueness analysis was provided in [33]
as well. We may refer to [22,45] for the existence of unique local strong solution.
Accordingly, numerous numerical approaches have been proposed to demonstrate
the mathematical theory; review articles could be found in [13,29]. The first finite
element work was introduced by Alouges and his collaborators [1–4], in which rig-
orous convergence proof was included with first-order accuracy in time and second-
order accuracy in space. This method was further developed to reach almost the
second-order temporal accuracy [3, 28]. In another finite element work by Bartels
and Prohl [6], they presented an implicit time integration method with second-order
accuracy and unconditional stability. However, a nonlinear solver is needed at each
time step, and a theoretical justification of the unique solvability of the numerical
solution has not been available. And also, a step-size condition k = O(h2) is needed
to guarantee the existence of the solution for the fixed point iteration (with k the
temporal step-size and h the spatial mesh-size), which is highly restrictive. A sim-
ilar finite element scheme was reported by Cimra´k [14]. Again, a nonlinear solver
is necessary at each time step, and the same step-size condition has to be imposed.
The existing works of finite difference method to the LL equation may be referred
to [18, 19, 23, 26, 44]. In [18], a time stepping method in the form of a projection
method was proposed; this method is implicit and unconditionally stable, and the
rigorous proof was provided with the first-order accuracy in time and second-order
accuracy in space. In [23], an updated source term was used, and an iteration al-
gorithm was repeatedly performed until the numerical solution converges. In [26],
the explicit and implicit mimetic finite difference algorithm was developed.
Regarding to the temporal discretization, the first kind of time-stepping scheme
is the Gauss-Seidel projection method proposed by Wang, Garc´ıa-Cervera, and E
[42], in which |∇m|2 was treated as the Lagrange multiplier for the non-convex
constraint |m| = 1 in the point-wise sense with m the magnetization vector field.
The resulting method is first-order accurate in time and is unconditionally stable.
The second kind of time-stepping scheme is called geometric integration method.
In [25], Jiang, Kaper, and Leaf developed the semi-analytic integration method by
analytically integrating the system of ODEs, obtained after a spatial discretization
of the LL equation. This is an explicit method with first-order accuracy, hence is
subject to the CFL constraint. Such an approach has been applied in [27] (which
yields the same numerical solution as the mid-point method, with second-order
accuracy in time), and in a more general setting in [31] using the Cayley transform
to lift the LL equation to the Lie algebra of the three-dimensional rotation group.
In addition, the first, second and fourth-order accurate temporal approximations
were examined in [31], which is more amenable for building numerical schemes with
the high-order accuracy. The third kind of time-stepping scheme is called the mid-
point method [7, 16], which is second-order accurate, unconditionally stable, and
preserves the Lyapunov and Hamiltonian structures of the LL equation. Moreover,
the fourth kind of time-stepping method is the high-order Runge-Kutta algorithms
[36]. Also see other related works [15,17,24,28], etc.
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Based on the linearity of the discrete system, we can also classify numerical
methods into the explicit scheme [2,25], the fully implicit scheme [6,19,35] and the
semi-implicit scheme [12,18,20,31,42]. In particular, the semi-discrete schemes are
introduced in [35] for 2-D and in [12] for 3-D formulation of the LL equation. Error
estimates are derived under the existence assumption for the strong solution.
From the perspective of convergence analysis, it is worthy of mentioning [15], in
which the fixed point iteration technique was used for handling the nonlinearities;
the second-order convergence in time was proved, and was confirmed by numerical
examples. It is noticed that, for all above-mentioned works with the established
convergence analysis, a nonlinear solver has to be used at each time step, for the sake
of numerical stability. However, the unique solvability analysis for these nonlinear
numerical schemes has been a very challenging issue at the theoretical level, due to
the highly complicated form in the nonlinear term. The only relevant analysis was
reported in [19], in which the unique solvability was proved under a very restrictive
condition, k ≤ Ch2. And also, a projection step has been used in many existing
works, to preserve the length of the magnetization. Its nonlinear nature makes
a theoretical analysis highly non-trivial. In turn, a derivation of the following
numerical scheme is greatly desired: second-order accuracy in time and linearity of
the scheme at each time step, so that the length of magnetization is preserved in
the point-wise sense, and an optimal rate error estimate and unconditionally unique
solvability analysis could be established at a theoretical level.
In this work, we propose and analyze a second-order accurate scheme that sat-
isfies these desired properties. The second-order backward differentiation formula
(BDF) approximation is applied to obtain an intermediate magnetization m˜, and
the right-hand-side nonlinear terms are treated in a semi-implicit style with a
second-order extrapolation applied to the explicit coefficients. Such a numerical
algorithm leads to a linear system of equations with variable coefficients to solve
at each time step. Its unconditionally unique solvability (no condition is needed
for the temporal step-size in terms of spatial step-size) is guaranteed by a careful
application of the monotonicity analysis, the so-called Browder-Minty lemma. A
projection step is further used to preserve the unit length of magnetization at each
time step, which poses a non-convex constraint. More importantly, we provide a
rigorous convergence and error estimate, by the usage of the linearized stability
analysis for the numerical error functions. In particular, we notice that, an a priori
W 1,∞h bound assumption for the numerical solution at the previous time steps has
to be imposed to pass through the convergence analysis. As a consequence, the
standard L2 error estimate is insufficient to recover such a bound for the numerical
solution. Instead, we have to perform the H1 error estimate, and such a W 1,∞h
bound could be obtained at the next time step as a consequence of the H1 esti-
mate, via the help of the inverse inequality combined with a mild time step-size
condition k = O(h). Careful error estimates for both the original magnetization m
and the intermediate magnetization m˜ have to be taken into consideration at the
projection step (a highly nonlinear operation). To the best of our knowledge, it is
the first such result to report an optimal convergence analysis with second order
accuracy in both time and space.
The rest of this paper is organized as follows. In section 2, we introduce the fully
discrete numerical scheme and state the main theoretical results: unique solvability
analysis and optimal rate convergence analysis. Detailed proofs are also provided
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in this section. Numerical results are presented in section 3, including both the
1-D and 3-D examples to confirm the theoretical analysis. Conclusions are drawn
in section 4.
2. Main theoretical results
The LL equation reads as
mt = −m×∆m− αm× (m×∆m)(2.1)
with
(2.2)
∂m
∂ν
∣∣∣
Γ
= 0,
where Γ = ∂Ω and ν is the unit outward normal vector along Γ. Here m : Ω ⊂
Rd → S2 represents the magnetization vector field with |m| = 1, ∀x ∈ Ω, d = 1, 2, 3
is the spatial dimension, and α > 0 is the damping parameter. The first term on
the right hand side of (2.1) is the gyromagnetic term, and the second term is the
damping term. Compared to the original LL equation [30], (2.1) only includes the
exchange term which poses the main difficulty in numerical analysis, as done in the
literature [6,15,18,20]. Application of the scheme (2.4) to the original LL equation
under external fields will be presented in another publication [43]. To ease the
presentation, we set Ω = [0, 1] when d = 1 and Ω = [0, 1]× [0, 1]× [0, 1] when d = 3.
2.1. Finite difference discretization and the fully discrete scheme. The
finite difference method is used to approximate (2.1) and (2.2). Denote the spatial
step-szie by h in the 1-D case and divide [0, 1] into Nx equal segments; see the
schematic mesh in Figure 1. Define xi = ih, i = 0, 1, 2, · · · , Nx, with x0 = 0,
xNx = 1. and xˆi = xi− 12 = (i −
1
2 )h, i = 1, · · · , Nx. Denote the magnetization
obtained by the numerical scheme at (xˆi, t
n) by mni . To approximate the boundary
condition (2.2), we introduce ghost points x− 12 , xNx+ 12 and apply Taylor expansions
for x− 12 , x 12 at x0, and xNx+ 12 , xNx− 12 at xNx , respectively. We then obtain a third
order extrapolation formula:
m1 = m0, mNx+1 = mNx .
In the 3-D case, we have spatial step-sizes hx =
1
Nx
, hy =
1
Ny
, hz =
1
Nz
and
grid points (xˆi, yˆj , zˆk), with xˆi = xi− 12 = (i −
1
2 )hx, yˆj = yj− 12 = (j −
1
2 )hy and
zˆk = zk− 12 = (k −
1
2 )hz ( 0 ≤ i ≤ Nx + 1, 0 ≤ j ≤ Ny + 1, 0 ≤ k ≤ Nz + 1). The
extrapolation formula along the z direction near z = 0 and z = 1 is
(2.3) mi,j,1 = mi,j,0, mi,j,Nz+1 = mi,j,Nz .
Extrapolation formulas for the boundary condition along other directions can be
derived similarly.
x0 x1 xi−1 xi xi+1 xNxx− 12 x 12 · · · xi− 12 xi+ 12 · · · xNx− 12 xNx+ 12
ghost point ghost point
Figure 1. Illustration of the 1-D spatial mesh.
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The standard second-order centered difference applied to ∆m results in
∆hmi,j,k =
mi+1,j,k − 2mi,j,k + mi−1,j,k
h2x
+
mi,j+1,k − 2mi,j,k + mi,j−1,k
h2y
+
mi,j,k+1 − 2mi,j,k + mi,j,k−1
h2z
,
and the discrete gradient operator ∇hm with m = (u, v, w)T reads as
∇hmi,j,k =

ui+1,j,k−ui,j,k
hx
vi+1,j,k−vi,j,k
hx
wi+1,j,k−wi,j,k
hx
ui,j+1,k−ui,j,k
hy
vi,j+1,k−vi,j,k
hy
wi,j+1,k−wi,j,k
hy
ui,j,k+1−ui,j,k
hz
vi,j,k+1−vi,j,k
hz
wi,j,k+1−wi,j,k
hz
 .
Denote the temporal step-size by k, and define tn = nk, n ≤ ⌊Tk ⌋ with T the final
time. The second-order BDF approximation is applied to the temporal derivative:
3
2m
n+2
h − 2mn+1h + 12mnh
k
=
∂
∂t
mn+2h +O(k2).
Note that the right hand side of the above equation is evaluated at tn+2, a direct
application of the BDF method leads to a fully nonlinear scheme. To overcome
this difficulty, we come up with a semi-implicit scheme, in which the nonlinear
coefficient is approximated by the second-order extrapolation formula:
3
2m
n+2
h − 2mn+1h + 12mnh
k
= − (2mn+1h −mnh)×∆hmn+2h
(2.4)
− α (2mn+1h −mnh)× ((2mn+1h −mnh)×∆hmn+2h ) .
A projection step is then added to preserve the length of magnetization. This
scheme has been used to study domain wall dynamics under external magnetic fields
[43]. However, this scheme is difficult to conduct the convergence analysis due to
the lack of numerical stability of Lax-Richtmyer type. To overcome this difficulty,
we separate the time-marching step and the projection step in the following way:
3
2m˜
n+2
h − 2m˜n+1h + 12m˜nh
k
= −mˆn+2h ×∆hm˜n+2h(2.5)
− αmˆn+2h × (mˆn+2h ×∆hm˜n+2h ),
mˆn+2h = 2m
n+1
h −mnh,(2.6)
mn+2h =
m˜n+2h
|m˜n+2h |
.(2.7)
Remark 2.1. To kick start the iteration of our method, we are able to obtain the
first-order semi-implicit projection scheme using the first-order BDF and the first-
order one-sided interpolations in the same manner. The global convergence still
maintain the second-order accuracy since the one-step error is first higher order
than local truncation error.
Remark 2.2. To solve the linear system (2.5) numerically, we take the sparse LU
factorization solver. Afterwards, the solution is projected to the unit sphere at each
time step. We thus obtain the numerical solution at final time.
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2.2. Some notations and a few preliminary estimates. For simplicity of pre-
sentation, we assume that Nx = Ny = Nz = N so that hx = hy = hz = h. An
extension to the general case is straightforward.
First, we introduce the discrete `2 inner product and discrete ‖ · ‖2 norm.
Definition 2.1 (Inner product and ‖·‖2 norm). For grid functions fh and gh over
the uniform numerical grid, we define
〈fh, gh〉 = hd
∑
I∈Λd
fI · gI ,
where Λd is the index set and I is the index which closely depends on d. In turn,
the discrete ‖ · ‖2 norm is given by
‖fh‖2 = (〈fh,fh〉)1/2.
In addition, the discrete H1h-norm is given by ‖fh‖2H1h := ‖fh‖
2
2 + ‖∇hfh‖22.
Definition 2.2 (Discrete ‖ · ‖∞ norm). For the grid function fh over the uniform
numerical grid, we define
‖fh‖∞ = maxI∈Λd ‖fI‖∞.
Definition 2.3. For the grid function fh, we define the average of summation as
fh = h
d
∑
I∈Λd
fI .
Definition 2.4. For the grid function fh with the normalization condition, due to
the Neumann boundary condition imposed (constant functions are in the kernel of
∆h), we define the discrete H
−1
h -norm as
‖fh‖2−1 = 〈(−∆h)−1fh,fh〉.
The proof of inverse inequality, discrete Gronwall inequality, and summation by
parts formula could be obtained in many existing textbooks; we just cite the results
here.
Lemma 2.1. (Inverse inequality). The classical inverse inequality implies that
‖enh‖∞ ≤ h−d/2‖enh‖2, ‖∇henh‖∞ ≤ h−d/2‖∇henh‖2.
Lemma 2.2. (Discrete Gronwall inequality). Let {αj}j≥0, {βj}j≥0 and {ωj}j≥0
be sequences of real numbers such that
αj ≤ αj+1, βj ≥ 0, and ωj ≤ αj +
j−1∑
i=0
βiωi, ∀j ≥ 0.
Then it holds that
ωj ≤ αj exp
{
j−1∑
i=0
βi
}
, ∀j ≥ 0.
Lemma 2.3 (Summation by parts). For any grid functions fh and gh, with fh
satisfying the discrete boundary condition (2.3), the following identity is valid:
〈−∆hfh, gh〉 = 〈∇hfh,∇hgh〉 .(2.8)
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The following estimate will be utilized in the convergence analysis. In the sequel,
for simplicity of our notation, we will use the uniform constant C to denote all the
controllable constants in this paper.
Lemma 2.4 (Discrete gradient acting on cross product). For grid functions fh
and gh over the uniform numerical grid, we have
‖∇h(f × g)h‖22 ≤ C
(
‖fh‖2∞ · ‖∇hgh‖22 + ‖gh‖2∞ · ‖∇hfh‖22
)
,(2.9)
〈(fh ×∆hgh)× fh, gh〉 = 〈fh × (gh × fh),∆hgh〉 ,(2.10)
〈fh × (fh × gh), gh〉 = −‖fh × gh‖22.(2.11)
Proof. Without loss of generality, we only look at the 1-D case; an extension to the
3-D case is straightforward. We begin with the following expansion
[∇h(f × g)]i+ 12 =
f i+1 × gi+1 − f i × gi
h
(2.12)
=
f i+1 − f i
h
× gi+1 + f i ×
gi+1 − gi
h
= (∇hf)i+ 12 × gi+1 + f i × (∇hg)i+ 12 .
In turn, an application of the discrete Ho¨lder inequality to (2.12) yields (2.9). Also
note that
〈(fh ×∆hgh)× fh, gh〉 = −〈gh × fh,fh ×∆hgh〉
= 〈fh × (gh × fh),∆hgh〉 ,
and
〈fh × (fh × gh), gh〉 = 〈fh × gh, gh × fh〉
= −‖fh × gh‖22.

The following estimate will be used in the error estimate at the projection step.
Lemma 2.5. Consider mh = me + h
2m(1) with me ∈ W 1,∞ the exact solution
to (2.1) and |me| = 1 at a point-wise level, and ‖m(1)‖∞ + ‖∇hm(1)‖∞ ≤ C. For
any numerical solution m˜h, we define mh =
m˜h
|m˜h| . Suppose both numerical profiles
satisfy the following W 1,∞h bounds
|m˜h| ≥ 1
2
, at a point-wise level,(2.13)
‖mh‖∞ + ‖∇hmh‖∞ ≤M, ‖m˜h‖∞ + ‖∇hm˜h‖∞ ≤M,(2.14)
and we denote the numerical error functions as eh = mh −mh, e˜h = m˜h −mh.
Then the following estimate is valid
(2.15) ‖eh‖2 ≤ 2‖e˜h‖2 +O(h2), ‖∇heh‖2 ≤ C(‖∇he˜h‖2 + ‖e˜h‖2) +O(h2).
Proof. A direct calculation shows that
eh = mh −mh =
m˜h
|m˜h| −mh = m˜h −mh +
m˜h
|m˜h| − m˜h
= e˜h +
m˜h
|m˜h| (|mh| − |m˜h|) +
m˜h
|m˜h| (1− |mh|).(2.16)
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Since
∣∣∣|mh| − |m˜h|∣∣∣ ≤ |mh − m˜h|, we get
(2.17)
∥∥∥∥e˜h + m˜h|m˜h| (|mh| − |m˜h|)
∥∥∥∥
2
≤ ‖e˜h‖2 + ‖e˜h‖2 = 2‖e˜h‖2.
For the last term on the right hand side of (2.16), we observe that
|1− |mh|| = ||me| − |mh|| ≤ |me −mh| = h2|m(1)| = O(h2),(2.18)
which in turn yields ∥∥∥∥ m˜h|m˜h| (1− |mh|)
∥∥∥∥
2
= O(h2).(2.19)
As a result, a substitution of (2.17) and (2.19) into (2.16) leads to the first
estimate in (2.15).
For the second inequality, we notice that
∇heh = ∇h m˜h|m˜h| − ∇hmh = ∇h
[
m˜h
|m˜h| −
mh
|m˜h|
]
+∇h
[
mh
|m˜h| −mh
]
(2.20)
= ∇h e˜h|m˜h| +∇h
[
mh
|m˜h| (1− |m˜h|)
]
.
The analysis for the first part is straightforward:
∥∥∥∥∇h e˜h|m˜nh|
∥∥∥∥
2
≤
∥∥∥∥ 1m˜h
∥∥∥∥
∞
· ‖∇he˜h‖2 + ‖e˜h‖2 ·
∥∥∥∥∇h 1|m˜h|
∥∥∥∥
∞
≤ C‖∇he˜h‖2 + C‖e˜h‖2.
(2.21)
For the second part, we rewrite it as
mh
|m˜h| (1− |m˜h|) =
mh
|m˜h|
(mh + m˜h)(mh − m˜h)
1 + |m˜h| +
mh
|m˜h|
(me + mh)(me −mh)
1 + |m˜h| ,
based on the fact |me| ≡ 1. In turn, the following two bounds could be derived:∥∥∥∥∇h [ mh|m˜h| (mh + m˜h)(mh − m˜h)1 + |m˜h|
]∥∥∥∥
2
≤
∥∥∥∥ mh|m˜h|mh + m˜h1 + |m˜h|
∥∥∥∥
∞
· ‖∇h(mh − m˜h)‖2
+ ‖mh − m˜h‖2 ·
∥∥∥∥∇h [ mh|m˜h|mh + m˜h1 + |m˜h|
]∥∥∥∥
∞
≤C‖∇he˜h‖2 + C‖e˜h‖2,
and ∥∥∥∥∇h [ mh|m˜h| (me + mh)(me −mh)1 + |m˜h|
]∥∥∥∥
2
≤
∥∥∥∥ mh|m˜h|me + mh1 + |m˜h|
∥∥∥∥
∞
· ‖∇h(me −mh)‖2
+ ‖me −mh‖2 ·
∥∥∥∥∇h [ mh|m˜h|me + mh1 + |m˜h|
]∥∥∥∥
∞
= O(h2).
Therefore, we obtain
(2.22)
∥∥∥∥∇h mnh|m˜nh| (1− |m˜nh|)
∥∥∥∥
2
≤ C(‖∇he˜h‖2 + ‖e˜h‖2) +O(h2).
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Finally, a substitution of (2.21) and (2.22) into (2.20) yields the second inequality
in (2.15). This completes the proof of lemma 2.5. 
2.3. The main theoretical results. The first theoretical result is the unique
solvability analysis of scheme (2.5)-(2.7). We observe that the unique solvability
for (2.5) could be simplified as the analysis for
(2.23)
3
2m˜h − ph
k
= −mˆh ×∆hm˜h − αmˆh × (mˆh ×∆hm˜h)
with ph, mˆh given.
Theorem 2.1. Given ph, mˆh, the numerical scheme (2.23) is uniquely solvable.
To facilitate the unique solvability analysis for (2.23), we denote qh = −∆hm˜h.
Note that qh = 0, due to the Neumann boundary condition for m˜h. Meanwhile,
we observe that m˜h 6= (−∆h)−1qh in general, since m˜h 6= 0. Instead, m˜h could be
represented as follows:
m˜h = (−∆h)−1qh +C∗qh with C
∗
qh =
2
3
(
ph + kmˆh × qh + αkmˆh × (mˆh × qh)
)
and mˆh given by (2.6). (2.23) is then rewritten as
(2.24) G(qh) :=
3
2 ((−∆h)−1qh + C∗qh)− ph
k
− mˆh× qh−αmˆh× (mˆh× qh) = 0.
Lemma 2.6 (Browder-Minty lemma [8, 34]). Let X be a real, reflexive Banach
space and let T : X → X ′ (the dual space of X) be bounded, continuous, coercive
(i.e., (T (u),u)‖u‖X → +∞, as ‖u‖X → +∞) and monotone. Then for any g ∈ X ′ there
exists a solution u ∈ X of the equation T (u) = g.
Furthermore, if the operator T is strictly monotone, then the solution u is unique.
Then we proceed into the proof of theorem 2.1.
Proof. Recall that (2.23) is equivalent to (2.24). For any q1,h, q2,h with q1,h =
q2,h = 0, we denote q˜h = q1,h−q2,h and derive the following monotonicity estimate:
〈G(q1,h)−G(q2,h), q1,h − q2,h〉
=
3
2k
(
〈(−∆h)−1q˜h, q˜h〉+ 〈C∗q1,h − C
∗
q1,h , q˜h〉
)
− 〈mˆh × q˜h, q˜h〉 − α〈mˆh × (mˆh × q˜h), q˜h〉
≥ 3
2k
(
〈(−∆h)−1q˜h, q˜h〉+ 〈C∗q1,h − C
∗
q2,h , q˜h〉
)
=
3
2k
〈(−∆h)−1q˜h, q˜h〉 =
3
2k
‖q˜h‖2−1 ≥ 0.
Note that the following equality and inequality have been applied in the second
step:
〈mˆh × q˜h, q˜h〉 = 0, 〈mˆh × (mˆh × q˜h), q˜h〉 ≤ 0.
The third step is based on the fact that both C∗q1,h and C
∗
q2,h are constants, and
q1,h = q2,h = 0, so that 〈C∗q1,h − C∗q2,h , q˜h〉 = 0.
Moreover, for any q1,h, q2,h with q1,h = q2,h = 0, we get
〈G(q1,h)−G(q2,h), q1,h − q2,h〉 ≥
3
2k
‖q˜h‖2−1 > 0, if q1,h 6= q2,h,
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and the equality only holds when q1,h = q2,h.
Therefore, an application of lemma 2.6 implies a unique solution of both (2.24)
and (2.23), which completes the proof of theorem 2.1. 
The second theoretical result is the optimal rate convergence analysis.
Theorem 2.2. Let me ∈ C3([0, T ];C0) ∩ L∞([0, T ];C4) be a smooth solution of
(2.1) with the initial data me(x, 0) = m
0
e(x) and mh be the numerical solution of
the equation (2.5)-(2.7) with the initial data m0h = m
0
e,h
and m1h = m
1
e,h. Suppose
that the initial error satisfies ‖m`e,h−m`h‖2 +‖∇h(m`e,h−m`h)‖2 = O(k2 +h2), ` =
0, 1, and k ≤ Ch. Then the following convergence result holds as h and k goes to
zero:
‖mne,h −mnh‖2 + ‖∇h(mne,h −mnh)‖2 ≤ C(k2 + h2), ∀n ≥ 2,(2.25)
in which the constant C > 0 is independent of k and h.
Proof. First, we construct an approximate solution m:
(2.26) m = me + h
2m(1),
in which the auxiliary field m(1) satisfies the following Poisson equation
∆m(1) = Cˆ with Cˆ =
1
|Ω|
∫
∂Ω
∂3νme ds,(2.27)
∂zm
(1) |z=0= − 1
24
∂3zme |z=0, ∂zm(1) |z=1=
1
24
∂3zme |z=1,
with boundary conditions along x and y directions defined in a similar way.
The purpose of such a construction will be illustrated later. Then we extend the
approximate profile m to the numerical “ghost” points, according to the extrapo-
lation formula (2.3):
(2.28) mi,j,0 = mi,j,1, mi,j,Nz+1 = mi,j,Nz ,
and the extrapolation for other boundaries can be formulated in the same man-
ner. Subsequently, we prove that such an extrapolation yields a higher order
O(h5) approximation, instead of the standard O(h3) accuracy. Also see the re-
lated works [37,40,41] in the existing literature.
Performing a careful Taylor expansion for the exact solution around the boundary
section z = 0, combined with the mesh point values: zˆ0 = − 12h, zˆ1 = 12h, we get
me(xˆi, yˆj , zˆ0) = me(xˆi, yˆj , zˆ1)− h∂zme(xˆi, yˆj , 0)− h
3
24
∂3zme(xˆi, yˆj , 0) +O(h5)
= me(xˆi, yˆj , zˆ1)− h
3
24
∂3zme(xˆi, yˆj , 0) +O(h5),(2.29)
in which the homogenous boundary condition has been applied in the second step.
A similar Taylor expansion for the constructed profile m(1) reveals that
m(1)(xˆi, yˆj , zˆ0) = m
(1)(xˆi, yˆj , zˆ1)− h∂zm(1)(xˆi, yˆj , 0) +O(h3)
= m(1)(xˆi, yˆj , zˆ1) +
h
24
∂3zme(xˆi, yˆj , 0) +O(h3)(2.30)
with the boundary condition in (2.27) applied. In turn, a substitution of (2.29)-
(2.30) into (2.26) indicates that
(2.31) m(xˆi, yˆj , zˆ0) = m(xˆi, yˆj , zˆ1) +O(h5).
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In other words, the extrapolation formula (2.28) is indeed O(h5) accurate.
As a result of the boundary extrapolation estimate (2.31), we see that the discrete
Laplacian of m yields the second-order accuracy, even at the mesh points around
the boundary sections:
(2.32) ∆hmi,j,k = ∆me(xˆi, yˆj , zˆk) +O(h2), ∀1 ≤ i, j, k ≤ N.
Moreover, a detailed calculation of Taylor expansion, in both time and space, leads
to the following truncation error estimate:
3
2m
n+2
h − 2mn+1h + 12mnh
k
= − (2mn+1h −mnh)×∆hmn+2h + τn+2
(2.33)
− α (2mn+1h −mnh)× ((2mn+1h −mnh)×∆hmn+2h ) ,
with ‖τn+2‖2 ≤ C(k2 +h2). Meanwhile, we introduce the numerical error functions
e˜nh = m
n
h − m˜nh, enh = mnh −mnh, at a point-wise level. In other words, instead of a
direct comparison between the numerical solution and the exact solution, we analyze
the error function between the numerical solution and the constructed solution
mh, due to its higher order consistency estimate (2.31) around the boundary. A
subtraction of (2.5)-(2.7) from the consistency estimate (2.33) leads to the error
function evolution system:
3
2 e˜
n+2
h − 2e˜n+1h + 12 e˜nh
k
= − (2mn+1h −mnh)×∆he˜n+2h − (2en+1h − enh)×∆hmn+2h
(2.34)
− α (2mn+1h −mnh)× ((2mn+1h −mnh)×∆he˜n+2h )
− α (2mn+1h −mnh)× ((2en+1h − enh)×∆hmn+2h )
− α (2en+1h − enh)× ((2mn+1h −mnh)×∆hmn+2h )+ τn+2.
Before we proceed into the formal error estimate, we establish the bound for
the constructed approximate solution m and the numerical solution mh. For the
approximate profile m ∈ L∞([0, T ], C4), which turns out to be the exact solution
and an O(h2) correction term, we still use C to denote its bound:
‖∇rhm‖∞ ≤ C, r = 0, 1, 2, 3.(2.35)
In addition, we make the following a priori assumption for the numerical error
function:
(2.36) ‖ekh‖∞ + ‖∇hekh‖∞ ≤
1
3
, ‖e˜kh‖∞ + ‖∇he˜kh‖∞ ≤
1
3
, for k = `, `+ 1.
Such an assumption will be recovered by the convergence analysis at time step t`+2.
In turn, an application of triangle inequality yields the desired W 1,∞h bound for the
numerical solutions mh and m˜h:
‖mkh‖∞ = ‖mkh − ekh‖∞ ≤ ‖mkh‖∞ + ‖ekh‖∞ ≤ C +
1
3
,(2.37)
‖∇hmkh‖∞ = ‖∇hmkh −∇hekh‖∞ ≤ ‖∇hmkh‖∞ + ‖∇hekh‖∞ ≤ C +
1
3
,
‖m˜kh‖∞ ≤ C +
1
3
, ‖∇hm˜kh‖∞ ≤ C +
1
3
(similar derivation).(2.38)
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Then we perform a discrete L2 error estimate at t`+2 using the mathematical
induction. By taking a discrete inner product with the numerical error equation
(2.34) by e˜`+2h gives that
R.H.S. =
〈
− (2m`+1h −m`h)×∆he˜`+2h , e˜`+2h 〉(2.39)
−
〈(
2e`+1h − e`h
)×∆hm`+2h , e˜`+2h 〉+ 〈τ `+2, e˜`+2h 〉
− α
〈(
2m`+1h −m`h
)× ((2m`+1h −m`h)×∆he˜`+2h ) , e˜`+2h 〉
− α
〈(
2m`+1h −m`h
)× ((2e`+1h − e`h)×∆hm`+2h ) , e˜`+2h 〉
− α
〈(
2e`+1h − e`h
)× ((2m`+1h −m`h)×∆hm`+2h ) , e˜`+2h 〉
=: I˜1 + I˜2 + I˜3 + I˜4 + I˜5 + I˜6.
• Estimate of I˜1: A combination of the summation by parts formula (2.8)
(notice that the numerical error function e˜ satisfies the homogeneous Neu-
mann boundary condition (2.3)) and inequality (2.9) results in
I˜1 =
〈
− (2m`+1h −m`h)×∆he˜`+2h , e˜`+2h 〉(2.40)
=
〈
e˜`+2h ×
(
2m`+1h −m`h
)
,−∆he˜`+2h
〉
=
〈
∇h
[
e˜`+2h ×
(
2m`+1h −m`h
) ]
,∇he˜`+2h
〉
≤C
(
‖∇he˜`+2h ‖22 + ‖∇he˜`+2h ‖22 · ‖2m`+1h −m`h‖2∞
+ ‖e˜`+2h ‖22 · ‖∇h(2m`+1h −m`h)‖2∞
)
≤C(‖∇he˜`+2h ‖22 + ‖e˜`+2h ‖22).
• Estimate of I˜2:
I˜2 = −
〈(
2e`+1h − e`h
)×∆hm`+2h , e˜`+2h 〉(2.41)
≤ 1
2
[‖e˜`+2h ‖22 + ‖2e`+1h − e`h‖22 · ‖∆hm`+2h ‖2∞]
≤C(‖e˜`+2h ‖22 + ‖e`+1h ‖22 + ‖e`h‖22).
• Estimate of the truncation error term I˜3: An application of Cauchy in-
equality gives
I˜3 =
〈
τ `+2, e˜`+2h
〉
≤ C‖e˜`+2h ‖22 + C(k4 + h4).(2.42)
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• Estimate of I˜4: It follows from (2.10) in lemma 2.4 that
I˜4 = − α
〈(
2m`+1h −m`h
)× ((2m`+1h −m`h)×∆he˜`+2h ) , e˜`+2h 〉(2.43)
=α
〈(
(2m`+1h −m`h)×∆he˜`+2h
)
× (2m`+1h −m`h) , e˜`+2h 〉
=α
〈
(2m`+1h −m`h)×
[
e˜`+2h × (2m`+1h −m`h)
]
,∆he˜
`+2
h
〉
=α
〈
∇h
(
(2m`+1h −m`h)×
[
e˜`+2h × (2m`+1h −m`h)
])
,∇he˜`+2h
〉
≤C
(
‖∇he˜`+2h ‖22 + ‖∇h(2m`+1h −m`h)‖2∞ · ‖e˜`+2h ‖22 · ‖2m`+1h −m`h‖2∞
+ ‖2m`+1h −m`h‖2∞ · ‖∇he˜`+2h ‖22 · ‖2m`+1h −m`h‖2∞
+ ‖2m`+1h −m`h‖2∞ · ‖e˜`+2h ‖22 · ‖∇h(2m`+1h −m`h‖2∞)
)
≤C(‖∇he˜`+2h ‖22 + ‖e˜`+2h ‖22).
• Estimates of I˜5 and I˜6:
I˜5 = − α
〈(
2m`+1h −m`h
)× ((2e`+1h − e`h)×∆hm`+2h ) , e˜`+2h 〉(2.44)
≤ α
2
(
‖e˜`+2h ‖22 + ‖2m`+1h −m`h‖2∞ · ‖2e`+1h − e`h‖22 · ‖∆hm`+2h ‖2∞
)
≤C(‖e˜`+2h ‖22 + ‖e`+1h ‖22 + ‖e`h‖22).
I˜6 = − α
〈(
2e`+1h − e`h
)× ((2m`+1h −m`h)×∆hm`+2h ) , e˜`+2h 〉(2.45)
≤ α
2
(
‖e˜`+2h ‖22 + ‖2e`+1h − e`h‖22 · ‖2m`+1h −m`h‖2∞ · ‖∆hm`+2h ‖2∞
)
≤C(‖e˜`+2h ‖22 + ‖e`+1h ‖22 + ‖e`h‖22).
Meanwhile, the inner product of the left hand side of (2.34) with e˜`+2h turns out to
be
L.H.S. =
1
4k
(‖e˜`+2h ‖22 − ‖e˜`+1h ‖22 + ‖2e˜`+2h − e˜`+1h ‖22 − ‖2e˜`+1h − e˜`h‖22
+ ‖e˜`+2h − 2e˜`+1h + e˜`h‖22
)
.
Its combination with eqs. (2.40) to (2.45) and (2.39) leads to
‖e˜`+2h ‖22 − ‖e˜`+1h ‖22 + ‖2e˜`+2h − e˜`+1h ‖22 − ‖2e˜`+1h − e˜`h‖22(2.46)
≤Ck(‖∇he˜`+2h ‖22 + ‖e˜`+2h ‖22 + ‖e`+1h ‖22 + ‖e`h‖22) + Ck(k4 + h4).
However, the standard L2 error estimate (2.46) does not allow one to apply
discrete Gronwall inequality, due to the H1h norms of the error function involved on
the right hand side. To overcome this difficulty, we take a discrete inner product
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with the numerical error equation (2.34) by −∆he˜`+2h and see that
R.H.S. =
〈
− (2m`+1h −m`h)×∆he˜`+2h ,−∆he˜`+2h 〉(2.47)
−
〈(
2e`+1h − e`h
)×∆hm`+2h ,−∆he˜`+2h 〉+ 〈τ `+2h ,−∆he˜`+2h 〉
− α
〈(
2m`+1h −m`h
)× ((2m`+1h −m`h)×∆he˜`+2h ) ,−∆he˜`+2h 〉
− α
〈(
2m`+1h −m`h
)× ((2e`+1h − e`h)×∆hm`+2h ) ,−∆he˜`+2h 〉
− α
〈(
2e`+1h − e`h
)× ((2m`+1h −m`h)×∆hm`+2h ) ,−∆he˜`+2h 〉
=: I1 + I2 + I3 + I4 + I5 + I6.
• Estimate of I1:
I1 =
〈
−(2m`+1h −m`h)×∆he˜`+2h ,−∆he˜`+2h
〉
= 0.(2.48)
• Estimate of I2:
I2 = −
〈
(2e`+1h − e`h)×∆hm`+2h ,−∆he˜`+2h
〉
(2.49)
=
〈
∇h
(
∆hm
`+2
h × (2e`+1h − e`h)
)
,∇he˜`+2h
〉
≤C
(
‖∇he˜`+2h ‖22 + ‖∆hm`+2h ‖2∞ · ‖∇h(2e`+1h − e`h)‖22
+ ‖∇h(∆hm`+2h )‖2∞ · ‖2e`+1h − e`h‖22
)
≤C
(
‖∇he˜`+2h ‖22 + ‖∇he`+1h ‖22 + ‖∇he`h‖22 + ‖e`+1h ‖22 + ‖e`h‖22
)
.
• Estimate of the truncation error term I3:
I3 =
〈
−∆he˜`+2h , τ `+2
〉
≤ C‖∇he˜`+2h ‖22 + C(k4 + h4).(2.50)
• Estimate of I4: It follows from (2.11) in lemma 2.4 that
I4 = − α
〈
(2m`+1h −m`h)×
(
(2m`+1h −m`h)×∆he˜`+2h
)
,−∆he˜`+2h
〉
(2.51)
=α
〈
(2m`+1h −m`h)×∆he˜`+2h ,∆he˜`+2h × (2mn+1h −m`h)
〉
= − α‖(2m`+1h −m`h)×∆he˜`+2h ‖22 ≤ 0.
• Estimates of I5 and I6:
I5 = − α
〈
(2m`+1h −m`h)×
(
(2e`+1h − e`h)×∆hm`+2h
)
,−∆he˜`+2h
〉
(2.52)
= − α
〈
∇h
(
(2m`+1h −m`h)×
(
(2e`+1h − e`h)×∆hm`+2h
))
,∇he˜`+2h
〉
≤C
(
‖∇he˜`+2h ‖22 + ‖∇h(2m`+1h −m`h)‖2∞ · ‖∆hm`+2h ‖2∞ · ‖2e`+1h − e`h‖22
+ ‖2m`+1h −m`h‖2∞ · ‖∇h(∆hm`+2h )‖2∞ · ‖2e`+1h − e`h‖22
+ ‖2m`+1h −m`h‖2∞ · ‖∆hm`+2h ‖2∞ · ‖∇h(2e`+1h − e`h)‖22
)
≤C
(
‖∇he˜`+2h ‖22 + ‖∇he`+1h ‖22 + ‖∇he`h‖22 + ‖e`+1h ‖22 + ‖e`h‖22
)
.
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I6 = − α
〈
(2e`+1h − e`h)×
(
(2m`+1h −m`h)×∆hm`+2h
)
,−∆he˜`+2h
〉
(2.53)
= − α
〈
∇h
[
(2e`+1h − e`h)×
(
(2m`+1h −m`h)×∆hm`+2h
)]
,∇he˜`+2h
〉
≤C
(
‖∇he˜`+2h ‖22 + ‖∇h(2e`+1h − e`h)‖22 · ‖2m`+1h −m`h‖2∞ · ‖∆hm`+2h ‖2∞
+ ‖2e`+1h − e`h‖22 · ‖∇h(2m`+1h −m`h)‖2∞ · ‖∆hm`+2h ‖2∞
+ ‖2e`+1h − e`h‖22 · ‖2m`+1h −m`h‖2∞ · ‖∇h(∆hm`+2h )‖2∞
)
≤C
(
‖∇he˜`+2h ‖22 + ‖∇he`+1h ‖22 + ‖∇he`h‖22 + ‖e`+1h ‖22 + ‖e`h‖22
)
.
And also, the inner product on the left hand side becomes
L.H.S. =
1
4k
(‖∇he˜`+2h ‖22 − ‖∇he˜`+1h ‖22 + ‖2∇he˜`+2h −∇he˜`+1h ‖22(2.54)
− ‖2∇he˜`+1h −∇he˜`h‖22 + ‖∇he˜`+2h − 2∇he˜`+1h +∇he˜`h‖22
)
.
Substituting (2.48), eqs. (2.49) to (2.53) into (2.34), combined with (2.54), we arrive
at
‖∇he˜`+2h ‖22 − ‖∇he˜`+1h ‖22 + ‖2∇he˜`+2h −∇he˜`+1h ‖22 − ‖2∇he˜`+1h −∇he˜`h‖22
(2.55)
≤Ck
(
‖∇he˜`+2h ‖22 + ‖∇he`+1h ‖22 + ‖∇he`h‖22 + ‖e`+1h ‖22 + ‖e`h‖22
)
+ Ck(k4 + h4).
As a consequence, a combination of (2.46) and (2.55) yields
‖e˜`+2h ‖22 − ‖e˜`+1h ‖22 + ‖2e˜`+2h − e˜`+1h ‖22 − ‖2e˜`+1h − e˜`h‖22(2.56)
+ ‖∇he˜`+2h ‖22 − ‖∇he˜`+1h ‖22 + ‖∇h(2e˜`+2h − e˜`+1h )‖22 − ‖∇h(2e˜`+1h − e˜`h )‖22
≤Ck
(
‖∇he˜`+2h ‖22 + ‖e˜`+2h ‖22 + ‖∇he`+1h ‖22 + ‖∇he`h‖22 + ‖e`+1h ‖22 + ‖e`h‖22
)
+ Ck(k4 + h4).
At this point, recalling the W 1,∞h bound for m
k
h and m˜
k
h, as given by (2.37), (2.38),
and applying (2.15) in lemma 2.5, we obtain
‖ekh‖2 ≤ 2‖e˜kh‖2 +O(h2), ‖∇hekh‖2 ≤ C(‖∇he˜kh‖2 + ‖e˜kh‖2) +O(h2), k = `, `+ 1.
Its substitution into (2.56) leads to
‖e˜`+2h ‖22 − ‖e˜`+1h ‖22 + ‖2e˜`+2h − e˜`+1h ‖22 − ‖2e˜`+1h − e˜`h‖22
+ ‖∇he˜`+2h ‖22 − ‖∇he˜`+1h ‖22 + ‖∇h(2e˜`+2h − e˜`+1h )‖22 − ‖∇h(2e˜`+1h − e˜`h )‖22
≤Ck
(
‖∇he˜`+2h ‖22 + ‖∇he˜`+1h ‖22 + ‖∇he˜`h‖22 + ‖e˜`+2h ‖22 + ‖e˜`+1h ‖22 + ‖e˜`h‖22
)
+ Ck(k4 + h4).
In turn, an application of discrete Gronwall inequality (in lemma 2.2) yields the
desired convergence estimate for e˜h:
‖e˜nh‖22 + ‖∇he˜nh‖22 ≤ CTeCT (k4 + h4), for all n : n ≤
⌊
T
k
⌋
,
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i.e.,
‖e˜nh‖2 + ‖∇he˜nh‖2 ≤ C(k2 + h2).
An application of lemma 2.1, as well as the time step constraint k ≤ Ch, leads to
‖e˜nh‖∞ ≤
‖e˜nh‖2
hd/2
≤ C(k
2 + h2)
hd/2
≤ 1
6
,(2.57)
‖∇he˜nh‖∞ ≤
‖∇he˜nh‖2
hd/2
≤ C(k
2 + h2)
hd/2
≤ 1
6
,
so that the second part of the a priori assumption (2.36) has been recovered at
time step k = n. In turn, the W 1,∞h bound (2.38) becomes available, which enables
us to apply (2.15) in lemma 2.5, and obtain the desired convergence estimate for
enh:
‖enh‖2 ≤ 2‖e˜nh‖2 +O(h2) ≤ C(k2 + h2),
‖∇henh‖2 ≤ C(‖∇he˜nh‖2 + ‖e˜nh‖2) +O(h2) ≤ C(k2 + h2).
Similar to the derivation of (2.57), we also get
‖enh‖∞ ≤
1
6
, ‖∇henh‖∞ ≤
1
6
,
so that the first part of the a priori assumption (2.36) has been recovered at time
step k = n. This completes the proof of theorem 2.2. 
3. Numerical examples
In this section, we perform 1-D and 3-D numerical experiments for the final time
T = 1 to verify the theoretical analysis in section 2. Rate of convergence is obtained
via the least-squares fitting for a sequence of error data recorded with successive
step-size refinements.
In details, we test four examples: 1-D example with a forcing term and the
given exact solution, 1-D example without the exact solution, and 3-D example
with a forcing term and the given exact solution, 3-D example with respect to
the domain wall dynamics without exact solution for full Landau-Lifshitz equation
in [43]. Solutions in these four cases satisfy the homogenous Neumann boundary
condition (2.2). In the presence of an forcing term, the LL equation reads as
mt = −m×∆m− αm× (m×∆m) + f ,
with f = met + me × ∆me + αme × (me ×∆me) and me the exact solution.
In more details, the forcing term f is evaluated at tn+2 in the numerical scheme
(2.5). Only one linear system of equations needs to solve at each time step. In all
examples, we find that the scheme is unconditionally stable.
Example 3.1 (1-D example with the given exact solution). The given exact solu-
tion is me =
(
cos(x2(1− x)2) sin t, sin(x2(1− x)2) sin t, cos t)T , which satisfies the
homogeneous Neumman boundary condition. Results in Table 1 and Figure 2 sug-
gest the second-order accuracy in both time and space of the proposed method in
the discrete H1−norm; and in Table 2 indicate the unconditional stability of our
method in the 1D case.
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Table 1. Accuracy of our method on the uniform mesh when
h = k and α = 0.01.
k ‖mh −me‖∞ ‖mh −me‖2 ‖mh −me‖H1
5.0D-3 3.867D-5 4.115D-5 1.729D-4
2.5D-3 7.976D-6 1.053D-5 4.629D-5
1.25D-3 2.135D-6 2.648D-6 1.177D-5
6.25D-4 5.765D-7 6.627D-7 2.949D-6
3.125D-4 1.447D-7 1.657D-7 7.370D-7
order 1.991 1.990 1.972
Table 2. No stability constraint of k for our method in 1D case
when α = 0.01.
k
‖mh −me‖∞ h
1.0D-1 5.0D-2 2.5D-2 1.25D-2
2.0D-1 2.318D-2 2.106D-2 2.056D-2 2.046D-2
1.0D-1 1.015D-2 7.571D-3 6.928D-3 6.768D-3
5.0D-2 5.503D-3 2.807D-3 2.134D-3 1.966D-3
2.5D-2 4.166D-3 1.436D-3 7.521D-4 5.811D-4
1.25D-2 3.783D-3 1.062D-3 3.913D-4 2.234D-4
6.25D-3 3.709D-3 9.714D-4 2.831D-4 1.108D-4
10-4 10-3 10-2
h = k
10-7
10-6
10-5
10-4
10-3
‖m
h
−
m
e
‖
L∞-norm: 1.991
L2-norm: 1.990
H1-norm: 1.972
Figure 2. Accuracy of our method on the uniform mesh when
h = k and α = 0.01.
Example 3.2 (1-D example without the exact solution). For this example, in the
absence of the forcing term, we do not have the exact solution. For comparison,
we first set h and k small enough to obtain a numerical solution which will be
used as the exact (reference) solution. In this test, we take the initial condition as
m0(x, 0) = (0, 0, 1)
T for x ∈ Ω. To get the temporal accuracy, we set h = 1D − 4
and k = 1D − 4 to get the exact solution and then record the temporal error with
varying k in Table 3 and Figure 3a. To get the spatial accuracy, we set h = 1/38
and k = 1D − 4 to get the exact solution and record the error in Table 4 and
Figure 3b. Again, the second-order accuracy in both time and space in the discrete
H1−norm are confirmed.
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Table 3. Temporal accuracy of our method on the uniform mesh
when h = 1D − 4 and α = 0.01. The exact solution is obtained
with h = 1D − 4 and k = 1D − 4.
k ‖mh −me‖∞ ‖mh −me‖2 ‖mh −me‖H1
5.0D-3 2.949D-5 3.250D-5 1.633D-4
2.5D-3 8.116D-6 8.429D-6 4.393D-5
1.25D-3 2.125D-6 2.114D-6 1.118D-5
6.25D-4 4.851D-7 5.190D-7 2.791D-6
3.125D-4 1.129D-7 1.196D-7 6.875D-7
order 2.012 2.019 1.976
Table 4. Spatial accuracy of our method on the uniform mesh
when k = 1D − 4 and α = 0.01. The exact solution is obtained
with h = 1/38 and k = 1D − 4.
h ‖mh −me‖∞ ‖mh −me‖2 ‖mh −me‖H1
1/32 0.00546 0.00577 0.01336
1/33 6.101D-4 6.430D-4 0.00160
1/34 6.782D-5 7.146D-5 1.820D-4
1/35 7.527D-6 7.930D-6 2.036D-5
1/36 8.271D-7 8.714D-7 2.243D-6
order 2.001 2.002 1.980
10-4 10-3 10-2
k
10-7
10-6
10-5
10-4
10-3
‖m
h
−
m
e
‖
L∞-norm: 2.012
L2-norm: 2.019
H1-norm: 1.976
(a) Temporal accuracy
10-3 10-2 10-1 100
h
10-7
10-6
10-5
10-4
10-3
10-2
10-1
‖m
h
−
m
e
‖
L∞-norm: 2.001
L2-norm: 2.002
H1-norm: 1.980
(b) Spatial accuracy
Figure 3. Accuracy of our method when α = 0.01. (a) Temporal
accuracy of our method on the uniform mesh when h = 1D − 4
and α = 0.01. The exact solution is obtained with h = 1D− 4 and
k = 1D − 4; (b) Spatial accuracy of our method on the uniform
mesh when k = 1D − 4 and α = 0.01. The exact solution is
obtained with h = 1/38 and k = 1D − 4.
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Example 3.3 (3-D example with the given exact solution). The given exact solu-
tion read as
me = (cos(XY Z) sin t, sin(XY Z) sin t, cos t)
T
,
where X = x2(1− x)2, Y = y2(1− y)2, Z = z2(1− z)2.
Table 5 shows the second-order convergence in time in the 3-D case. Result in
Table 6 indicates the unconditional stability of our method in the 3D case. We
visualize the magnetization in Figure 4 by taking a slice along the z = 1/2 plane.
The arrow denotes the vector from magnetization component u to v and the col-
ormap represents the third magnetization component w. Figure 4a and Figure 4b
plot the exact magnetization and the numerical magnetization when k = 1/256 and
hx = hy = hz = 1/32, respectively.
Table 5. Temporal accuracy in the 3-D case when hx = hy =
hz = 1/32 and α = 0.01.
k ‖mh −me‖∞ ‖mh −me‖2 ‖mh −me‖H1
1/16 1.685D-3 1.098D-3 1.211D-3
1/32 4.411D-4 2.964D-4 3.082D-4
1/64 1.128D-4 7.730D-5 7.772D-5
1/128 2.966D-5 2.024D-5 2.051D-5
1/256 8.311D-6 5.693D-6 5.812D-6
order 1.922 1.906 1.932
Table 6. No stability constraint of k for our method in 3D case
when α = 0.01.
k
‖mh −me‖∞ h
1/4 1/8 1/16 1/32
1/4 1.370D-2 1.365D-2 1.370D-2 1.421D-2
1/8 5.470D-3 5.415D-3 5.407D-3 5.686D-3
1/16 1.675D-3 1.619D-3 1.605D-3 1.685D-3
1/32 5.052D-4 4.495D-4 4.355D-4 4.411D-4
1/64 1.860D-4 1.303D-4 1.163D-4 1.128D-4
1/128 1.029D-4 4.680D-5 3.311D-5 2.966D-5
Example 3.4 (3-D example for full Landau-lifshitz equation). We consider a mag-
netic nano strip of size 0.8×0.1×0.004 µm3 and of grid points chosen as 128×32×2
in x, y, z directions respectively. In our simulations, the damping coefficient α = 0.1
and the time scale is k = 1 ps. A stopping criterion is used to determine that a
steady state is reached when the relative change in the total energy is less than 10−7.
The transverse domain walls in a magnetic strip are able to be formed by an in plane
head-to-head Ne´el wall as illustrated in Figure 5a. The domain wall dynamics is
driven by a small external field imposed of strength He = 50 Oe. The domain wall
moves along x directions with a constant velocity 255 m/s. During the motion, the
domain wall profile is maintained. The snapshots at time t = 0.5 ns, 1.0 ns are
shown in Figures 5b and 5c.
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(a) Exact magnetization profile
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Figure 4. Profiles of the exact and the numerical magnetization
in the xy−plane with z = 1/2 when k = 1/256, hx = hy = hz =
1/32, and α = 0.01.
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(b) Magnetization profile at t = 0.5 ns
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(c) Magnetization profile at t = 1.0 ns
Figure 5. Snapshots of the domain wall motion for the cen-
tered slice in xy−plane of the strip with the magnetic field
He = 50 Oe and the damping constant α = 0.1 at several times
t = 0.0 ns, 0.5 ns, 1.0 ns in (a),(b) and (c).
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4. Conclusions
In this paper, we have proposed and analyzed a second-order time stepping
scheme to solve the LL equation. The second-order BDF is applied for temporal
discretization and a linearized multistep approximation is used for the nonlinear
coefficients on the right hand side of the equation. The resulting scheme avoids a
well-known difficulty associated with the nonlinearity of the system, and its unique
solvability is established via the monotonicity analysis of the system. In addition, an
optimal rate convergence analysis is provided, by making use of a linearized stability
analysis for the numerical error functions, in which the W 1,∞h error estimate at the
projection step has played an important role. Numerical experiments in both 1D
and 3D cases are presented to verify the unconditional stability and the second-
order convergence in both space and time, and applied to the domain wall dynamics
driven by the external field. The technique presented here may be applicable to the
model for current-driven domain wall dynamics [11], which shall be explored as a
future project.
Acknowledgments
We thank Zhennan Zhou from Peking University for helpful discussions. This
work is supported in part by the grants NSFC 21602149, the Young Thousand
Talents Program of China, and the Innovation and entrepreneurial talent program
in Jiangsu (J. Chen), NSF DMS-1418689 (C. Wang), and the Innovation Program
for postgraduates in Jiangsu province via grant KYCX19 1947 (C. Xie).
References
[1] Franc¸ois Alouges, A new finite element scheme for Landau-Lifshitz equations, Discrete and
Contin. Dyn. Syst. Ser. S 1 (2008), no. 2, 187–196.
[2] Franc¸ois Alouges and Pascal Jaisson, Convergence of a finite element discretization for the
Landau-Lifshitz equations in micromagnetism, Math. Models Methods Appl. Sci. 16 (2006),
no. 02, 299–316.
[3] Franc¸ois Alouges, Evaggelos Kritsikis, Jutta Steiner, and Jean Toussaint, A convergent and
precise finite element scheme for Landau-Lifshitz-Gilbert equation, Numer. Math. 128 (2014),
no. 3, 407–430.
[4] Franc¸ois Alouges, Evaggelos Kritsikis, and Jeanchristophe Toussaint, A convergent finite
element approximation for Landau-Lifschitz-Gilbert equation, Physica B 407 (2012), no. 9,
1345–1349.
[5] Franc¸ois Alouges and Alain Soyeur, On global weak solutions for Landau-Lifshitz equations:
existence and nonuniqueness, Nonlinear Anal. 18 (1992), no. 11, 1071–1084.
[6] So¨ren Bartels and Andreas Prohl, Convergence of an implicit finite element method for the
Landau-Lifshitz-Gilbert equation, SIAM J. Numer. Anal. 44 (2006), no. 4, 1405–1419.
[7] Giorgio Bertotti, Claudio Serpico, and Isaak D Mayergoyz, Nonlinear magnetization dynam-
ics under circularly polarized field, Phys. Rev. Lett. 86 (2001), no. 4, 724.
[8] F Browder, Nonlinear elliptic boundary value problems, Bull. A.M.S. 69 (1963), 862–874.
[9] Gilles Carbou and Pierre Fabrie, Regular solutions for Landau-Lifshitz equation in a bounded
domain, Differ. Integral Equ. 14 (2001), no. 2, 213–229.
[10] , Regular solutions for Landau-Lifshitz equation in R3, Commun. Appl. Anal. 5 (2001),
no. 1, 17–30.
[11] J. Chen, C. J. Garc´ıa-Cervera, and X. Yang, A mean-field model of spin dynamics in multi-
layered ferromagnetic media, Multiscale Model. Simul. 13 (2015), 551–570.
[12] Ivan Cimra´k, Error estimates for a semi-implicit numerical scheme solving the Landau-
Lifshitz equation with an exchange field, IMA J. Numer. Anal. 25 (2005), no. 3, 611–634.
[13] , A survey on the numerics and computations for the Landau-Lifshitz equation of
micromagnetism, Arch. Comput. Methods Eng. 15 (2008), no. 3, 277–309.
22 JINGRUN CHEN, CHENG WANG, AND CHANGJIAN XIE
[14] , Convergence result for the constraint preserving mid-point scheme for micromag-
netism, J. Comput. Appl. Math. 228 (2009), no. 1, 238–246.
[15] Ivan Cimra´k and Maria´n Slodicˇka, An iterative approximation scheme for the Landau-
Lifshitz-Gilbert equation, J. Comput. Appl. Math. 169 (2004), no. 1, 17–32.
[16] Massimiliano d’Aquino, Claudio Serpico, and Giovanni Miano, Geometrical integration of
Landau–Lifshitz–Gilbert equation based on the mid-point rule, J. Comput. Phys. 209 (2005),
no. 2, 730–753.
[17] Giovanni Di Fratta, Carl Martin Pfeiler, Dirk Praetorius, Michele Ruggeri, and Bernhard
Stiftner, Linear second-order IMEX-type integrator for the (eddy current) Landau-Lifshitz-
Gilbert equation, arXiv preprint arXiv:1711.10715 (2017).
[18] Weinan E and Xiaoping Wang, Numerical methods for the Landau-Lifshitz equation, SIAM
J. Numer. Anal. 38 (2001), 1647–1665.
[19] Atsushi Fuwa, Tetsuya Ishiwata, and Masayoshi Tsutsumi, Finite difference scheme for the
Landau-Lifshitz equation, Japan J. Indust. Appl. Math. 29 (2012), no. 1, 83–110.
[20] Huadong Gao, Optimal error estimates of a linearized Backward Euler FEM for the Landau-
Lifshitz equation, SIAM J. Numer. Anal. 52 (2014), no. 5, 2574–2593.
[21] Boling Guo and Shijin Ding, Landau-Lifshitz equations, Vol. 1, World Scientific, 2008.
[22] Boling Guo and Min Hong, The Landau-Lifshitz equation of the ferromagnetic spin chain
and harmonic maps, Calc. Var. Partial Differ. Equ. 1 (1993), no. 3, 311–334.
[23] Darae Jeong and Junseok Kim, A Crank-Nicolson scheme for the Landau-Lifshitz equation
without damping, J. Comput. Appl. Math. 234 (2010), no. 2, 613–623.
[24] , An accurate and robust numerical method for micromagnetics simulations, Curr.
Appl. Phys. 14 (2014), no. 3, 476–483.
[25] J Samuel Jiang, Hans G Kaper, and Gary K Leaf, Hysteresis in layered spring magnets,
Discrete Continuous Dyn. Syst. Ser. B. 1 (2001), 219–323.
[26] Eugenia Kim and Konstantin Lipnikov, The mimetic finite difference method for the Landau-
Lifshitz equation, J. Comput. Phys. 328 (2017), 109–130.
[27] Perinkulam S Krishnaprasad and Xiaobo Tan, Cayley transforms in micromagnetics, Physica
B 306 (2001), no. 1-4, 195–199.
[28] Evaggelos Kritsikis, A Vaysset, L D Buda-Prejbeanu, Franc¸ois Alouges, and J C Toussaint,
Beyond first-order finite element schemes in micromagnetics, J. Comput. Phys. 256 (2014),
357–366.
[29] Martin Kruz´ık and Andreas Prohl, Recent developments in the modeling, analysis, and nu-
merics of ferromagnetism, SIAM Rev. 48 (2006), no. 3, 439–483.
[30] Lev Davidovich Landau and Eugenii Mykhailovich Lifshits, On the theory of the dispersion
of magnetic permeability in ferromagnetic bodies, Phys. Z. Sowjet. 63 (1935), no. 9, 153–169.
[31] Debra Lewis and Nilima Nigam, Geometric integration on spheres and some interesting
applications, J. Comput. Appl. Math. 151 (2003), no. 1, 141–170.
[32] Sadamichi Maekawa, Concepts in spin electronics, Oxford University Press, 2006.
[33] Christof Melcher, Global solvability of the Cauchy problem for the Landau-Lifshitz-Gilbert
equation in higher dimensions, Indiana Univ. Math. J. 61 (2012), 1175–1200.
[34] G Minty, On a monotonicity method for the solution of non-linear equations in Banach
spaces, Proc. Nat. Acad. Sci. 50 (1963), 1038–1041.
[35] A. Prohl, Computational micromagnetism, Stuttgart: B.G. Teubner, 2001.
[36] A Romeo, G Finocchio, M Carpentieri, L Torres, G Consolo, and B Azzerboni, A numerical
solution of the magnetization reversal modeling in a permalloy thin film using fifth order
Runge-Kutta method with adaptive step size control, Physica B 403 (2008), no. 2-3, 464–468.
[37] R. Samelson, R. Temam, C. Wang, and S. Wang, Surface pressure Poisson equation for-
mulation of the primitive equations: Numerical schemes, SIAM J. Numer. Anal. 41 (2003),
1163–1194.
[38] Shinjo and Teruya, Nanomagnetism and spintronics, Elsevier, 2009.
[39] A. Visintin, On Landau-Lifshitz equations for ferromagnetism, Japan J. Indust. Appl. Math.
2 (1985), no. 1, 69–84.
[40] C. Wang and J.-G. Liu, Convergence of gauge method for incompressible flow, Math. Comp.
69 (2000), 1385–1407.
[41] C. Wang, J.-G. Liu, and H. Johnston, Analysis of a fourth order finite difference method for
incompressible Boussinesq equation, Numer. Math. 97 (2004), 555–594.
A SEMI-IMPLICIT PROJECTION METHOD FOR LL EQUATION 23
[42] Xiaoping Wang, Carlos J Garc´ıa-Cervera, and Weinan E, A Gauss-Seidel projection method
for micromagnetics simulations, J. Comput. Phys. 171 (2001), no. 1, 357–372.
[43] C. Xie, C. J. Garc´ıa-Cervera, C. Wang, Z. Zhou, and J. Chen, Second-order semi-implicit
methods for micromagnetic simulations, Preprint (2019).
[44] H Yamada and N Hayashi, Implicit solution of the Landau-Lifshitz-Gilbert equation by the
Crank-Nicolson method, J. Magn. Soc. Japan 28 (2004), no. 28, 924–931.
[45] Yulin Zhou, Boling Guo, and Shaobin Tan, Existence and uniqueness of smooth solution for
system of ferromagnetic chain, Sci. China Ser. A. Math. 34 (1991), no. 3, 257–266.
School of Mathematical Sciences, Soochow University, Suzhou, China.
E-mail address: jingrunchen@suda.edu.cn
Mathematics Department, University of Massachusetts, North Dartmouth, MA 02747,
USA.
E-mail address: cwang1@umassd.edu
School of Mathematical Sciences, Soochow University, Suzhou, China.
E-mail address: 20184007005@stu.suda.edu.cn
