Summary. The parareal scheme (resp. PITA algorithm) proposed in [4] (resp. [1]) considers two levels of grids in time in order to split the domain in time-subdomains. A prediction of the solution is computed on the fine grid in parallel. Then at each end boundaries of time subdomains, the solution makes a jump with the previous initial boundary value (IBV) of the next time-subdomain . A correction of the IBV for the next fine grid iteration is then computed on the coarse grid in time. In this paper, it is proposed to investigate adaptivity in the time slice decomposition based on an a posteriori numerical estimation obtained from the time step behavior on coarse grids. The outline of this paper is as follows: in section 1, the original parareal method is reminded and it is shown that the latter is a particular case of the multiple shooting method of Deuflhard [2]. Then in section 2, the definition of the fineness of the grids is slightly modified in order to introduce adaptivity within the parareal algorithm for the time stepping, the number of subdomains, and the time decomposition. This adaptivity leads to an improvement of the method so as to solve moderately stiff nonlinear ODEs problems. Nevertheless for very stiff problems as the Oregonator model, it fails even with the introduced adaptivity. This leads to develop in section 3 an adaptive parallel extrapolation method, based on a posteriori numerical assessment, which obtains results on this stiff problem.
It exists a link between the parareal method and the multiple shooting method (BVPSOL , [2] ). As in the parareal method, the multiple shooting method uses a Newton process to vanish the jumps of the solution at the end of time slices.
where m > 2, represents a decomposition of the time interval and x j estimates the unknown values at the nodes t j , then the solution with the initial value x j on the time slice
j represents the flow trajectory starting from t j . For the solution of the problem the sub-trajectories have to be joined continuously and hence at the intermediate nodes the n continuity conditions
The BVPSOL finds the zeros of F by means of an ordinary Newton correction
The corresponding Jacobian matrix has the cyclic block structure:
where A et B are the derivatives of the boundary conditions r with respect to the boundary values (x 1 , x m ) and 
If B = 0 then E = A and u = r thus eq (8) is reduced to parareal eq (4).
A simple way to transform an IBV problem to a BVP is to consider the following statement. Instead of considering the problem on the [0, T ] time span, one can consider a time forward integration from 0 to T and then a time backward integration from T to 0. Then eq (7) becomes:
whereḠ j is related to the integration with time step −h. 
Parareal revisited

Test problems with increasing stiffness
Consider three classical IBV problems with increasing stiffness to validate and to give the limitation of the given methodologies. The first model (eq (10)) is a linear problem with oscillations. Thus the linearization of the correction step is exact as the jacobian matrix is constant. The second (eq (11)) is the prey-predator model with the lotka-Volterra 2 × 2 system of nonlinear ODEs. One can increase the solution oscillations by playing with the multivalues parameter µ. The third ((eq (12) )is the Oregonator model with a 3 × 3 system of nonlinear ODEs associated with the Belousov-Zhabotinskii (BZ) reaction. This problem can be very stiff for some ranges of the parameter µ.
Introducing adaptivity
A new definition for the grids fineness is introduced below. The fine and coarse grids are not defined by the size of the time steps but by the relative tolerance of the time integrator. The advantage is that adaptivity in the time step can occur in order to overcome the strong nonlinearities. For two approximations of order p andp of solution y 1 andŷ 1 the estimation error for the less precise is y 1 −ŷ 1 . The time step h is chosen to give
where q = min(p,p) and f ac, f acmin, f acmax are constant factors to avoid too fast decrease/increase of the time step, and err
The computational complexity of the modified Rosenbrok(2,3) method (implemented in the ode23s matlab procedure for the test IBV problems eqs (11) and (12)) has a number of function evaluations that increases nearby 2.3 when rtol is divided by 10. Let α be the reduction cost coefficient of the elapsed time of the time integrator between run on the grid defined by rtol and those on the grid defined by rtol/10. This coefficient α can be considered as constant. This assumption seems reasonable considering the previous result, excepted for the rejected step which increases nonlinearly when rtol decreases. Let T Icost(rtol) be the elapsed time of the time integrator which solves the problem with a relative tolerance rtol. Let P ararealCost(rtol, rtol/10 l ) be the computational cost to solve with the modified with the parareal method. This method is applied on P processors using two grids defined by rtol and rtol/10 l . Then to perform it iterations, the cost can be roughly approximated
Techniques to evaluate the error and linear problem results
The numerical process to give a measure on the error quality is as follows: first, a fine grid solution is computed with the time integrator using an accuracy rtol = 10 −d , d = 8. Then the solution of the modified parareal is computed with a fine grid defined by rtol = 10 −l , l < d. As the time integrator can use different step sizes, the two solutions do not match on the same time interpolation points. The solution of reference is then interpolated to the time mesh generated by the parareal algorithm.
Table 1 (top) shows the effect of the interpolation techniques (linear, cubic, spline) on the measure of error for the norm of maximum for the linear problem with 10 subdomains and rtol = 10 −7 for initializing and for correction. Convergence is guaranteed in at most 10 iterations as the exact IBV is propagated. Good results are obtained with cubic interpolation which will be used to give all results that follow. accuracy for the initial guess and the correction, and rtol = 10 −7 for fine grid solution. and finally converges at the 10 th iterate. Even with rtol = 10 −7 convergence takes 7 iterates. For this number of subdomains the method has no interest. Nevertheless, if the number of equal size subdomains is increased to 200, the convergence is reached between 5 and 7 iterates for rtol = 10 −6 and 10 −3 , providing speed up. For 1168 subdomains convergence is obtained between 2 and 7 iterates for rtol = 10 −6 to 10 −3 . Let us notice that the correction can converge to 10 −14 but the convergence on solution is limited by the fine grid solver (here rtol = 10 −7 . It is not necessary to reach the machine accuracy for correction to have the effective convergence on fine grid.
Numerical results for non-linear test problems
The behavior of step size is the same for the rtol grids. Moreover, the reduction of the step size indicates directly the stiffness on solution. The behavior of the time integrator adaptivity on the coarse grid can be useful to introduce adaptivity in the time decomposition. This decomposition is based for the correction (right)
on the time steps of the time integrator during the coarse grid initialization. Then the size of the subdomain is adapted with respect to strong variations of the step size. Figure 1 shows that the number of subdomains 1168 defined by the adaptivity (A) gives better results. Nevertheless, this is not the optimal number of subdomains, 2000 regular subdomains (NA) lead to a faster convergence, and 1168 regular subdomains give quite the same convergence. For the Oregonator problem, the convergence blows up even with 1000 subdomains for rtol = 10 −6 to 10 −3 and even with time decomposition adaptivity. Theses experiments show that new solutions are needed for stiff and very stiff problems with keeping the two major features of parareal algorithm: split the time domain in slice then provide a first good initial boundary value at each slice. The correction of the solution based on linearizing and solving a problem with the jacobian of f seems to be sensitive to the behavior of the solution notably when strong nonlinearity effects occur.
Adaptive Parallel Extrapolation
The same behavior for the time step adaptation provided by the solver on coarse grids suggests that we can use some combination of solutions like "Richardson extrapolation" based on the solver. Moreover, as the first subdomain has the exact solution, on can compute from the different grid levels exact extrapolation coefficients based on some control points values. Then the extrapolation coefficients can be broadcasted to the others subdomains where extrapolations are performed. Let us describe the algorithm.
Adaptive Parallel Extrapolation Algorithm:
A) Define some decomposition of the time domain and in each subdomain add some control points (t i,k ) 0≤k≤l which are points of the time slice [ 
Evaluate the solution on coarse grids rtol 1 > ... > rtol l . C) Initialize IBV of time slices for the finest grid rtol f with a Richardson extrapolation based on coarse grids and the first time slice of the fine grid rtol f as it gives the exact solution. Use the value of the solution at the control points (without the first control point which is a given data and consequently is not a result provided by the time integrator approximation scheme) on this first time slice to define the operators of extrapolation. Let y k (t 1 , j), 1 ≤ j ≤ lP, 1 ≤ k ≤ l be the computed solution values on grid rtol k at the control point t 1,j . The extrapolation operator can be computed with the formula as follows:
D) Propagate the operator of extrapolation to the other time slices and compute the extrapolated solution with it as follows:
E) In order to get the time step behavior lost in the extrapolation compute in parallel the solution on each time-slice for the finest grid. The first timeslice has the exact solution for the finest grid (exact IBV).
F) Apply recursively with a new rtolf grid. Figure 2 gives the error at the control point between the sequential solution at rtol = 10 −10 and the Adaptive Parallel Extrapolation with 10 time subdomains and with a fine grid rtol = 10 −8 for the Oregonator problem. It exhibits that good approximations of the initial guess for each time slice are obtained even with using two grids with rtol = 10 −6 and 10 −5 . The computational cost to define a very good approximation of time slice initial guess is reduce by a factor nearby 2. 
Results on Adaptive Parallel Extrapolation
Conclusions
The equivalence between the parareal method and the multiple shooting method has been established. Then adaptivity in the parareal parallel ODEs solvers has been introduced in order to apply its concepts to stiff ODEs. Some improvements in the method has been shown by defining the fineness of the grids on the relative tolerance of the time slice integrator and by adapting on the number of subdomains. Nevertheless, for very stiff problems, the linearization of the jacobian in the correction steps makes the method very sensitive to blow up. Another parallel solver has been proposed for stiff ODEs based on Richardson Extrapolation. The extrapolation coefficients are based on the time integrator behavior like in the classical Richardson extrapolation but with an a posteriori estimation based on the right solution values of the first subdomain at the control points.
