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ABSTRACT 
A 2-dimensional soil moisture simulation model was used to charac¬ 
terize the soil moisture regime of a sloping Massachusetts field soil. 
The field was instrumented in order to obtain the necessary initial and 
boundary conditions, and the soil hydraulic properties were measured, 
both in the laboratory and in the field. The capability of the model to 
predict the position of a fluctuating water table within the soil pro¬ 
file was then studied. 
Some of the initial and boundary conditions, as well as the soil 
hydraulic properties, were varied to assess their respective effects on 
the performance of the model. Two phenomena, entrapped air and hyster¬ 
esis, although not included in the model, may have been operating in the 
field. Their possible effects are discussed. 
In general, the model successfully simulated the decline of the 
water table during drainage sequences. The value of the saturated con¬ 
ductivity in the lateral direction proved to be significant in deter¬ 
mining the rate of decline of the water table. The model was also able 
to simulate the rise of the water table during a rainstorm, although in 
the cases considered, it only predicted half the rise measured in the 
field (11.0 cm versus 21.0 cm). Variations of the moisture character¬ 
istic, the presence of entrapped air, and the possibility of hystersis 
were all shown to offer partial explanations for the model's inaccuracy 
in predicting the extent of the water table rise. 
Under the conditions tested, variations of the conductivity func¬ 
tion by two orders of magnitude never appeared to be important to the 
v 
simulations, except during rainstorms, when the time to the maximum 
height of the water table was slightly delayed. The two boundary con¬ 
ditions that are 
flux, were shown 
difficult to measure, actual evaporation and 
in principle to be significant enough to the 
the bottom 
simulation 
to warrant their accurate measurement in the field. 
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CHAPTER I 
INTRODUCTION 
As our population grows, our need for more natural resources, in¬ 
cluding water, energy, and metals, becomes greater. Since these re¬ 
sources are finite, the day may come when our demands finally exceed the 
earth’s supply. To avoid this misfortune, we must search for methods to 
utilize available resources more efficiently. 
In recent years, an increasing number of alarms have been sounded 
about an absolutely vital resource which we have generally taken for 
granted - water. Direct consumption of water by agriculture, industry 
and homeowners is increasing yearly, placing heavier demands on the sup¬ 
plies available. Much of the water is being pumped from aquifers faster 
than it is being replenished, with diminishing possibilities for new 
supplies when the old run out. In 1978, Secretary of the Interior, Ce¬ 
cil Andrus, stated that Boston and New York are two of five areas in 
the United States facing a drought in the next ten years (J.A.W.W.A., 
1978). 
Further exacerbating-the problem, many water supplies are being de¬ 
stroyed by the insidious process of pollution. Accidental spillage of 
stored nuclear and chemical wastes, seepage from landfills, and salt 
runoff from roadways all can make their way into the nation's water sup¬ 
plies. In the summer of 1979, twenty-five large community well systems 
in the San Joaquin valley of California were found to contain levels of 
dibromochloropropane (DBCP), a known animal carcinogen, up to fifteen 
times the accepted action level (Gaston, 1979). The movement of these 
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pollutants, as well as the replenishment of potable water supplies, de¬ 
pends in large part, on the movement of water through the soil. 
In order to resolve the problems of water storage and pollution, we 
must be able to characterize the movement of water into and within the 
soil in quantitative terms. For instance, during a given rainstorm, how 
much of the water runs off the land, how much is intercepted by vegeta¬ 
tion, and most importantly, how much penetrates the soil surface? Du¬ 
ring dry periods, what is the amount of soil moisture loss that can be 
expected to take place due to evapotranspiration? In areas with ground- 
water, how much recharge will be received following a given rainstorm, 
and how soon after that rainstorm will the recharge take place? When do 
changes in the groundwater of one area affect the groundwater in another? 
These are general questions that need to be answered before we can have 
much confidence in our ability to manage our water resources. 
One approach toward the achievement of that understanding has been 
to simulate the movement of water through a soil by numerical methods, 
using a computer. There are several advantages to this technique, one 
being the rapidity with which a given problem can be solved in principle. 
Once programmed, the simulation of a three month period of the soil wat¬ 
er regime of a Massachusetts field soil might take the computer 150 sec¬ 
onds to perform, whereas an experimental laboratory model could take 
many months to construct and operate. Another advantage is that data 
requirements of the model are not excessive once the soil hydraulic prop¬ 
erties are known. Therefore, once a site has been described, numerous 
simulations of that site can be performed with just the knowledge of the 
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initial and boundary conditions (assuming soil properties do not change 
with time). If the computer simulation method can be developed and tes¬ 
ted successfully, it could be used to simulate any number of human ac¬ 
tivities that might affect the soil water regime (e.g., irrigation and 
tillage practices, real estate development, etc.)* it is far better to 
assess the results on one's actions beforehand, rather than after the 
fact. In this respect, the model could possibly serve as a predictive 
tool to guide our often shortsighted attempts to alter the environment 
to suit our particular momentary needs. 
The aim of the research herein described was to evaluate the applic¬ 
ability of a soil moisture simulation model to a field soil, namely, a 
Massachusetts soil (Ninigret fine sandy loam) having a shallow water 
table. To be applicable, a model should be able to predict the state of 
the water stored in the soil at any given time. Specifically, this the¬ 
sis focuses on and judges the model’s ability to predict the position of 
the water table in the field and fluctuations which might occur in the 
water table in response to possible sequences of events, such as rain¬ 
fall-drainage cycles. 
CHAPTER II 
LITERATURE REVIEW 
Models for the prediction of soil moisture status and water table 
levels have been developed which are empirically or statistically based. 
Ligon and Wilson (1972) empirically calculated water table levels in a 
piedmont watershed, where the water table over a five year period varied 
between 10.7 and 12.3 meters below the surface. They related changes in 
the water table level to a constant rate of basal leakage and a variable 
rate of either capillary rise or water table recharge. Their results 
were similar to the actually measured water table, although the predic¬ 
ted levels were off by 0.4 meters for stretches of time up to seven 
months long. Stuff and Dale (1978) tried to predict water table levels 
in an Indiana silt loam using the same approach as Ligon and Wilson 
(1972). With the total range of fluctations being 1.0 to 2.2 meters 
below the surface during a four month period, the predicted levels were 
off by as much as 0.3 meters. Clearly, a more accurate method of predic¬ 
ting the position of the water table is desirable. A sounder approach 
might be to construct a model based on the physical principles of water 
movement in the soil. As opposed to the empirical approach, which re¬ 
quires some past experience, a physically based model, once calibrated 
for a particular site, could be used to predict a priori the results of 
physically definable future events, such as severe weather and, perhaps, 
human intervention. 
Numerous physically-based simulation studies have been carried out 
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on the infiltration and redistribution of soil moisture, notably by 
Freeze (1969), van Keulen and van Beek (1971), van der Ploeg and Benecke 
(1974), and Hi 1 lei and van Bavel (1976). Most of these simulations were 
1-dimensional, vertical infiltration and redistribution, with or without 
a water table at some depth. In the van der Ploeg and Benecke model, 
the surface boundary condition was set equal to the prevailing rainfall 
or evaporative regime and the bottom boundary was set equal to the meas¬ 
ured flux, as determined from measurements of water content and hydraul¬ 
ic head, and a knowledge of the corresponding conductivity. Field tes¬ 
ting of this model by Beese et al. (1977) showed good agreement between 
predicted soil moisture tensions and actual tension readings at differ¬ 
ent depths of a bare soil plot for a 217 day period. Actual field pro¬ 
cesses, however, may be significantly affected by lateral flow, which 
Beese et.al. eliminated from their test plot by the use of vertical 
plastic sheets. 
In order to account for lateral groundwater flow, a model must be 
constructed in at least two dimensions. The ultimate goal would be a 
comprehensive 3-dimensional model that not only performs credibly, but 
is economical to operate. At the present time, it is far less costly 
and time-consuming to model in two rather than three dimensions. Freeze 
(1971) presented a 3-dimensional model that can be shrunk down to two 
dimensions for easier testing. A single equation of flow was used, which 
was a combination of the Jacob-Cooper saturated flow equation and the 
Richards equation for unsaturated flow. Boundary conditions were either 
constant flux values, or zero flux, except for the surface, where 
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time-wise variations in the flux (rainfall) were allowed. Several simu¬ 
lations of hypothetical situations were discussed but no actual field 
testing was done. Pikul et_ aj_. (1974) published a 2-dimensional model 
that linked the Richards equation with the Boussinesq equation via a 
dynamic storage coefficient. Application of the model to an actual 
groundwater hydrograph, using generalized soil and climatic data rather 
than actually measured values, yielded results that compared favorably, 
although several of the assumptions made in the study were called into 
question by Vachaud and Vauclin (1975). They felt that the concept of a 
storage coefficient was questionable because of its inability to be meas¬ 
ured and that flow in the capillary-fringe region could be of importance, 
especially with shallow water tables. They proposed a physical model 
based on the single equation espoused by Freeze (1971) for both the sat¬ 
urated and unsaturated zones. Pikul et al. stated in their paper that 
they chose the linked model approach over the more rigorous single equa¬ 
tion model because of the difficulty in solving the governing single 
equation numerically. 
Another 2-dimensional model, by Hillel and Hornberger (1979), views 
the soil as a series of 1-dimensional columns where vertical flow within 
the columns is governed by the Richards equation and saturated flow be¬ 
tween the columns is calculated using a saturated flow equation based 
on the Dupuit-Forchheimer assumptions. Although no field testing was 
done, hypothetical simulations were carried out. The Hillel-Hornberger 
model is the model tested by this thesis. Specifically, its ability to 
predict the position of a fluctuating water table is examined. 
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There are many variables which may affect the position of a water 
table, the most evident being the soil hydraulic properties and boundary 
conditions. Freeze (1969) observed that increasing the rainfall inten¬ 
sity increased the recharge to the water table, while increasing the 
rate of evaporation had the reverse effect. He also found that increas¬ 
ing the flux through the bottom boundary of the soil profile from a neg¬ 
ative value to positive caused the bottom boundary to switch from acting 
as a sink for discharge to a source of recharge to the water table. 
Hi1lei and van Bavel (1976) showed that soil hydraulic properties can 
govern the recharge to a water table. They showed that under a given 
rainfall regime, a sandy soil allows for the greatest drainage, while 
a clay soil allows for the least. 
Other variables that might affect the water table position are air 
pressure and temperature variations, displaced and entrapped air, and 
hysteresis. Meyer (1960) reported variations in water table levels due 
to air temperature fluctuations, although the effect was more seasonal 
than diurnal, and only occurred when the water table was at or near the 
surface. Smedema et al. (1967) obtained similar results and concluded 
that any daily variation in the water table due to air temperature fluc¬ 
tuations was due to the presence of entrapped air. Peck (1960) and Turk 
(1975) have shown that water table fluctuations of several centimeters 
can be due to changes in atmospheric pressure. Again, the effect ap¬ 
peared to be most significant with the water table at or near the sur¬ 
face, and to be the result of entrapped air bubbles. 
Displaced air is the soil air that can become compressed beneath an 
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advancing wetting front. Linden and Dixon (1975) showed that under bor¬ 
der irrigation, soil air pressure rose to twenty-four centimeters of 
Ho0 and influenced the recharge to the water table. Water table levels 
in wells located near the border dikes rose higher than in wells near 
the center of the plot. This was due to the edge effect, which ven¬ 
ted soil air. Thus, a non-uniform increase of soil-air pressure in the 
field affected the hydraulic head and caused a redistribution of ground- 
water, resulting in a higher water table near the border dikes than in 
the center of the plot. 
Air entrapment involves the temporary occlusion of air bubbles in 
the soil water phase. The effect of such entrapped bubbles on the sat¬ 
urated conductivity of coarse sand was illustrated by Gupta and Swartz- 
endruber (1964), who found that as the volume of entrapped air decreased, 
the saturated hydraulic conductivity increased. Poulovassilis (1962) 
showed that entrapped air bubbles affect the moisture content at a given 
capillary potential. Using glass beads, he found that upon rewetting, 
the moisture content did not attain the original saturated value, but 
some smaller value. This difference in moisture content upon rewetting 
was assumed to be the result of entrapped air. This might indicate that 
less water may be held in the unsaturated zone above a water table under 
certain conditions, allowing more drainage water to reach the water table. 
Finally, hysteresis refers to the non-uniqueness of the soil mois¬ 
ture characteristic relationship. Royer and Vachaud (1975) and Watson 
et al. (1975) have shown hysteresis to be a significant factor in the 
field. Several investigators have incorporated some form of hysteresis 
9 
into simulation models for better prediction of infiltration and redis¬ 
tribution of soil moisture (Rubin, 1967; Giesel et al., 1973) Beese 
and van der Ploeg (1976) determined the sorption and desorption curves 
of a soil monolith and used each separately to simulate the suction dis¬ 
tribution in the monolith over a 217 day period. They found that using 
the desorption curve usually produced higher suction values than were 
measured, while using the sorption curve produced lower values. No 
scanning was done between the two curves. Hillel (1976) found that in¬ 
corporating hysteresis into the soil moisture characteristic resulted in 
suppressing the evaporation from bare soil. This could be significant 
for shallow water tables. Gillham et al. (1979) published on the simu¬ 
lation of hysteretic flow in a porous medium. Using an empirical rela- 
tonship to describe the primary scanning curves and interpolating to de¬ 
termine the secondary curves, they simulated the drainage and re-wetting 
of a sixty centimeter long soil column. They found that upon re-wetting, 
less water was held at a given depth above the water table when hystere¬ 
sis was accounted for in the model, an effect which matched the measured 
data more closely. 
CHAPTER III 
THEORY 
Writer Movement 
In the soil, water movement is governed by many factors, such as 
gravity, pressure potential, and osmotic potential. Of all of the for¬ 
ces acting on water, only gravity and the pressure potential are general¬ 
ly significant with respect to liquid water flow (Hi 1 lei, 1971). These 
effects can be summed up in Eq. (1), which is the well-known Darcy's 
1 aw: 
q * -K(Vll) (1) 
where q is the flux of water, K is the hydraulic conductivity of the 
soil, and H is the hydraulic potential, which is the sum of the pressure 
potential (which, when negative, is called the rnatric potential) and 
gravity potential. Combining (1) with the equation of continuity, (2), 
yields the general flow equation (?>): 
30/3t * -Vq (2) 
»0/3t « V(KVH) (3) 
where 0 is the volumetric water content and t is time. 
By incorporating the dependence of the conductivity on the volumet¬ 
ric water content of the soil, (3) becomes the Richards equation for un¬ 
saturated flow: 
10 
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90/9t = V(K(6)VH) (4) 
which,in the vertical direction, is: 
90/9t = 9/9z(K(0)9H/9z) (S) 
Within the model, this is the equation that governs the vertical move¬ 
ment of water. 
One of the assumptions of the model is that lateral flow of water 
takes place only below the water table. Since the flow region is below 
the surface of the water table, where saturation is presumed to prevail, 
the change in 0 with respect to time equals zero. Equation (4) then be¬ 
comes : 
(6) 
Since the direct solution of this equation for many groundwater condi¬ 
tions is not possible, the Dupuit-Forchheimer assumptions are invoked. 
These assumptions are that in a system with gravity flow towards a shal¬ 
low sink, the velocity of the water will be proportional to the slope of 
the water table at any point, but independent of the depth (Hillel, 1977). 
By taking the slope of the water table at any point to be equal to 
the effective gradient, and by allowing only horizontal flow, the later¬ 
al flux of water can be found by: 
(7) q = K^hCs + dh/dx) 
where h is the height of the water table above an impervious layer, s is 
12 
the slope of the impervious layer, and is the saturated conductivity. 
Computer Model 
In order to assist the reader uninitiated in computer simulation, a 
brief description is provided herein. Equations (5) and (7) govern the 
flow of water in the model. In order to solve (5), the numerical method 
of finite differencing is employed. In this method, the soil profile is 
imagined to be a column with separate compartments arrayed vertically, 
as in Figure 1. The flow of water between any two compartments is cal¬ 
culated for small increments of time, called time steps. After each 
time step, the flux is integrated to obtain the change in the volume of 
water in the compartment. This will change its hydraulic values so that 
a new flux must be calculated for the next time step. By proceeding in 
small enough.time steps and with small enough compartment sizes, an ap¬ 
proximation can be made of what is, in reality, a continuous process. 
In the program, the following sequence of events takes place for 
each time step: 
(1) The volume of water (VW) in each compartment is supplied in 
the initialization section. The volumetric water content (W) is calcu¬ 
lated by dividing the volume of water by the compartment thickness (L). 
The index value (I) is used to represent a particular compartment: 
W(I) = VW(I)/L(I) (8) 
(2) The soil water potential (P) of each compartment is determined 
from the table of potential values (SUCT), depending on the value of 
SOIL SURFACE 
FLUX CALCULATIONS 
VALUES NEEDED; 
1. WATER CONTENT 
2. WATER POTENTIAL 
3 AVERAGE CONDUCTIVITY 
4. DEPTH 
D(I) 
Q (I) 
5. DISTANCE BETWEEN MIDPOINTS 
6. HYDRAULIC HEAD 
Q(I+ I) 
NET FLUX 
NQ(I)= Q(I)-Q(I + I) 
Z(I) 
I- 
I 
1 + 
BOTTOM BOUNDARY 
Fig. 1. Computer representation of the soil profile, illustrating the 
vertical fluxes into and out of compartment (I), and the re¬ 
sulting net flux. 
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W(I): 
PCI) = -SUCT( W(I) ) (9) 
(3) The conductivity of each compartment is determined from the 
table of conductivity values (CONDT), depending on the value of W(I): 
K(I) = CONDT( W(I) ) (10) 
(4) The total head (H), or potential, of each compartment is cal¬ 
culated using the soil surface as a reference point. The depth below 
this surface (Z) is an indication of the relative gravity potential of 
the specific compartment: 
H(I) = P(I) - Z(I) UD 
(5) Since the conductivity of two adjacent compartments is likely 
to be different, a routine is used to calculate the arithmetic average 
conductivity between them (AK): 
AK (I) = ( K(I-l) *L(I-1) + K(I)*L(D )/( L(l~l) + L(D ) (12) 
(6) The flux (Q) between any two adjacent compartments is calcula¬ 
ted by: 
Q(I) = ( H(I-l) - H(I) )*AK(I)/L(I) (13) 
(7) Once the upper and lower boundary conditions are known (fluxes 
into and out of the column), the net flux into each compartment (NQ) can 
be determined: 
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NQ(I) = Q(I) - Q(I-l) (14) 
(8) After a few more calculations, the model advances the time 
step (a discrete period of time being simulated) and integrates the net 
fluxes for that step. The result is a new volume of water in each com¬ 
partment : 
VW = INTVC (NQ, IVW) (15) 
IVIV represents the initial volume of water at the start of the simula¬ 
tion and INTVC is the integration algorithm, the Gear's Stiff variable 
step, variable order method, which will attempt to keep the error during 
each time step below a desired level (Advanced Continuous Simulation 
Language, 1975). With this new volume of water in each compartment, the 
computer is then directed back to step (1), and starts the process over. 
It will perform this sequence for as long as instructed. In this manner, 
any chosen length of time can be simulated. 
Since time does not appear explicitly in equation (7), it is not 
solved by finite-differencing, but rather by a mass balance approach. 
Changes in the mass balance of the saturated zone cause adjustments to 
be made in the immediate vicinity of the water table (Hillel and Horn- 
berger, 1979). 
The field can be thought of as a series of columns, with equation 
(7) governing the lateral flow between columns (Figure 2). In the mod¬ 
el, the equation takes the form: 
QL(1) = ( (WTA - WT)/X + S)*SK*0.5*(WTA + WT) (16) 
16 
LATERAL FLOW SIMULATION 
NET LATERAL FLUX (NQL) = QL(I)-QL(2) 
BOTTOM BOUNDARY 
Fig. 2. Computer representation of the field, illustrating the horizon¬ 
tal fluxes into and out of the center column, and the resulting 
net flux. WTA, WT, and WTB refer to the height of the water 
table in each respective well. 
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where QL is the lateral flow rate, WTA is the upslope water table thick¬ 
ness, WT is the thickness of the water table within the column under 
study, X is the horizontal distance between the wells used to measure 
IVTA and WT, and S is the slope of the soil layer chosen to represent the 
bottom boundary of the profile. The net lateral flux (NQL) of the column 
is solved by: 
NQL = ( QL(ID - QL(2) )/X (17) 
where QL(2) represents the lateral flux between WT and WTB in Figure 2. 
The resulting net lateral flux is applied to the first unsaturated com¬ 
partment above the water table, which, if labelled as compartment (I), 
would be: 
NQCI) = NQ(I) + NQL (18) 
In order for the model to work under these conditions, the water 
table levels, WTA and WTB, have to be supplied to the model for the pe¬ 
riod being simulated. This leads to a discussion of boundary conditions. 
The two equations of flow can describe the state of water within the 
system, but only if they are supplied with information describing the 
conditions of water at the bounds of the system. Tables of WTA and WTB 
values provide the necessary data in the horizontal direction, leaving 
the vertical direction to be described. The flux through the bottom of 
the profile (QBOT), into or out of the column, can be measured for the 
simulation period and entered into the model in tabular form. The final 
boundary, the soil surface, is probably the most difficult to character- 
IS 
ize because of the rapid changes that take place there. The flux at 
the soil surface, Q(l), is used to describe the upper boundary. It is 
designated as a positive flux into the soil when rainfall (RAIN) is oc¬ 
curring, or as a negative flux leaving the soil when evaporation (EVAP) 
is taking place: 
Q(l) = RAIN (19) 
IF(RAIN.EQ.(0.0)) Q(l) = EVAP (20) 
Both the rainfall and evaporative regimes are entered into the model in 
tabular form. Notably, it has been assumed that all rainfall enters the 
soil, indicating that no runoff takes place. This is obviously not al¬ 
ways true, but for ease of testing, events were chosen for simulation in 
which no runoff occurred and for which Q(l) = RAIN was true. The deter¬ 
mination of whether runoff occurred during a particular rainstorm was 
made with the use of a plot in the field designed to collect surface 
flowing water in a barrel, where it could be measured. 
One final aspect of the model that ought to be discussed is the 
routine for locating the position of the water table. Originally, the 
water table position was determined during each calculation interval by 
scanning the water content of each compartment from the bottom up until 
an unsaturated compartment was found. An index value (G) was then as¬ 
signed to the compartment below this unsaturated compartment and the 
water table position was set equal to the top of compartment G. The 
problem in this approach was that as the profile drained, the water table 
declined in steps equal to the thickness of compartment G. These abrupt 
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changes caused the calculation of the lateral fluxes to become discon¬ 
tinuous. One answer to this problem was to change the thicknesses of 
the compartments, so that perturbations caused by jumping from one com¬ 
partment to the next were slight. The only problem with this approach 
was that the smaller the compartment size, the greater the cost of run¬ 
ning the model. An alternative approach that was finally accepted was 
to interpolate the water table position between the midpoints of compart¬ 
ment G and the unsaturated compartment above it. This was accomplished 
by assuming that the unsaturated compartment was in temporary equilibri¬ 
um with the water table, and that the distance to the water table (DP) 
equalled the difference between the soil water potential (P) of the un¬ 
saturated compartment and the potential at saturation, which, in the 
case of the model, was 0.0 meters of Ho0. In the program, the water 
table routine was: 
WT = ZT - Z(G - 1) - DP (21) 
where ZT is the total soil profile depth, Z(G-l) is the distance from 
the surface to the midpoint of the unsaturated compartment above the 
water table, and DP the deficit soil water potential to saturation of 
the unsaturated compartment, which was equated with the distance to the 
water table. In case the DP value was greater than the distance between 
compartmental midpoints, DP was limited to that distance. This procedure 
of calculating the water table position greatly improved the simulation, 
allowing for a more nearly continuous change in the water table. 
CHAPTER IV 
MATERIALS AND METHODS 
The field study took place on a 1.4 ha site, located on the north 
edge of the University of Massachusetts campus in Amherst. The climate 
is temperate and humid, with an average daily mean temperature of 9.3°C 
and average yearly precipitation of 1.11 meters, although 1979 saw 1.44 
meters of rainfall. The field site slopes to the west-northwest with a 
variable slope from 1 to 10 percent. The soil has formed in a deep de¬ 
posit of stratified, water-sorted sand and is classified as a coarse- 
loamy over sandy or sandy skeletal, mixed, mesic, Aquic Dystrochrept 
(Ninigret). The entire field is underlain by a layer of compacted basal 
till, which lies anywhere from 1.4 to 2.4 meters below the surface. Du¬ 
ring most of the year, a water table is present within the soil profile, 
resulting in an abundance of mottles in the lower 1.0 to 1.5 meters of 
the profile. 
In order to simulate the water table in this particular field, the 
model had to be adapted. This meant that the hydraulic properties of 
the soil had to be described within the model, namely the tension versus 
water content and conductivity versus water content relationships. In 
any field situation, the potential exists for inhomogeneity of the soil 
hydraulic properties between sites and with depth. Nielsen <rt al^. (1973) 
worked with a 150 ha mapping unit, taking measurements at 20 sites, so 
that each site represented an area of approximately 7.5 ha. They found 
a lack of correlation between soil water parameters and soil bulk 
20 
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density or particle size. The field site of our study is considered to 
be in one mapping unit and is only 1.4 ha in area, almost five times 
smaller than the area covered by one sampling site of Nielsen et al. 
In order to ascertain if the field actually fit into one mapping 
unit and did not contain any unusual layers or horizons, samples were 
taken at 0.3 meter depth intervals down to the till layer, using a Veih- 
meyer tube. On a 22.9 meter grid, this allowed 24 sites to be sampled. 
Using the hydrometer method as described by Day (1965), the particle 
size distribution of each sample was determined. The results (see Ap¬ 
pendix, Table 1) indicated no major textural discontinuities between the 
sites or with depth. In general, the bulk of the profile below 0.90 
meters was classified as a very fine loamy sand, with the top 0.3 meters 
classified as a loam to silt loam and the 0.3 to 0.9 meter depth as a 
very fine sandy loam. 
Next, samples were taken at each 0.3 meter depth interval down to 
the till at two different sites for the determination of bulk density by 
the core method (Blake, 1965). Although there appeared to be no signif¬ 
icant differences between the sites, the bulk density tended to increase 
with depth (Appendix, Table 2). Average values ranged from 1.25 g/cc in 
the top 0.3 meters to 1.55 g/cc just above the till. Together with the 
particle size data, the results suggest that lateral variations in the 
field are less significant than variations with depth. Taking that into 
account, undisturbed soil cores from different depths were taken into 
the lab for moisture retention and saturated conductivity analysis. 
Using a Tempe cell apparatus and a pressure source, the desorption 
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characteristic of the soil was determined. Figure 3 shows the average 
curves for selected depths. For use in the model, a single average 
curve was constructed to represent all depths (Figure 4). The model 
could have accomodated more than one retention curve to describe the 
different layers, as was done by Stroosnijder £t al. (1972), Hillel and 
Talpaz (1976), and Hillel and Homberger (1979). The error in this ap- 
3 -3 
proach is ♦ 0.04 to 0.11 m is in the volumetric water content, depen¬ 
ding upon the depth and particular value of tension. This is almost the 
sane variation found by Nielsen e£ aK for their study. Using one aver¬ 
age retention curve to describe the soil profile presents the advantages 
of greatly reduced computer run time and ease of model operation. 
The remaining undisturbed soil cores were used to determine the 
saturated conductivity value by the constant head method (Klute, 1965). 
Thirteen samples were taken vertically in the 0.3 to 1.2 meter depth 
range of the profile, but none were taken below 1.2 meters due to the 
presence of the water table. The samples yielded an average saturated 
conductivity value of 2.58x10 ° m/s, or 0.093 m/hr. This corresponded 
closely to the average value of saturated conductivity determined by in- 
filtrometer tests, which were conducted at different sites throughout 
the field (Leland, 1980). 
The final soil property required for hydraulic simulation purposes 
is the conductivity function. Using a method first proposed by Marshall 
(1955) and by Millington and Quirk (1959), and later modified by Jackson 
(1972), one can predict the conductivity function from knowledge of the 
saturated conductivity value and the moisture retention curve. This 
23 
WATER CONTENT (CM3CM"3) 
Fig. 3. Moisture retention curves for different soil depths. The 
symbols denote the average curve for each depth. 
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Fig. 4. Average moisture retention curve for all soil depths, 
is the curve that is used in the model. 
This 
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method has been shown to be applicable to field situations (Nielsen et 
al., 1973; Dane, 1980). Unless otherwise noted, the simulations presen¬ 
ted were based on the calculated relationship shown in Figure 5. In 
order to evaluate the calculated function, an instantaneous profile ex¬ 
periment, described by Hillel et^ aK (1972), was conducted at the site 
in June of 1980. Values of conductivity versus water content were de¬ 
termined for three different depths and they are plotted alongside the 
calculated curve in Figure 5. There appears to be good agreement be¬ 
tween the experimental and predicted values in the range of measurement, 
3 -3 
0.24 to 0.40 m m moisture content by volume. 
Once the soil properties and their variability have been determined, 
the geometry of the site and its boundaries can be described. Three 
wells were constructed from 4.33 cm O.D. PVC irrigation pipe. The tubes 
were perforated at 0.3 meter intervals and inserted into the soil down 
to the till layer. The wells were uniformly spaced in a line ten meters 
apart, in the direction of the steepest water table gradient. This di¬ 
rection was determined by installing a ten meter grid system of wells 
around the site and monitoring the water table surface. At any point in 
time, a map of the water table could be drawn as a series of water table 
elevation contours and the steepest gradient determined (Figure 6). The 
purpose of placing the line of wells on the steepest gradient was to con¬ 
veniently eliminate the y-dimension (cross-slope), thus leaving a 2-dim¬ 
ensional problem. Knowing the elevation of the wells and their length, 
the slope of the till layer between each two adjacent wells was calcula¬ 
ted (9.7 percent upslope and 10.2 downslope). 
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Fig. 5. Predicted conductivity function and measured conductivity 
values (by the instantaneous profile method). 
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I 
Fig. 6. Contour map of the water table surface. Wells WTA, WT, and 
WTB were installed along a line perpendicular to the contours. 
This line was assumed to represent the direction of the steepest 
water table gradient. 
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The water table in the three wells was monitored daily, and in 
some cases, every four hours. This provided two essential pools of data. 
The upslope and downslope wells yielded water table levels which served 
as boundary conditions, and the middle well provided the data against 
which the model could be judged. The discussion that follows concerns 
the ability of the model to simulate the water table height as measured 
in the center well. 
The bottom boundary of the plot was taken to be on the surface of 
the till layer. Because of the presence of a water table on top of this 
layer throughout most of the year and because its decline was relatively 
slow, the assumption was made that the conductivity of the till was ex¬ 
tremely small, at least in relation to the conductivity of the soil. 
Further evidence for this assumption were tensiometer readings below 
the water table, which generally indicated that no measurable vertical 
gradients were present, although the limit of measurement was a gradient 
of about 0.01 m/m. The possibility exists that the till is more porous 
than imagined, and furthermore, that the water table is not perched on 
the till. The water table would then be part of some larger groundwater 
flow regime, in which water movement through the till could be occurring 
in both directions (e.g., drainage, upward rise). This would then re¬ 
quire the continuous measurement of the flux through the till as a boun¬ 
dary condition. Such measurement was not carried out for any of the 
periods simulated. Hence, as a first approximation, the flux through the 
till has been considered to equal zero for most of the simulations to 
follow. Hypothetical values for the flux are considered in two 
29 
simulations, in order to gauge its possible effect and significance. 
Finally, the surface boundary was determined. This was described 
as a flux of water entering the soil during rainfall, a flux leaving the 
soil during evaporation, or as a no-flux boundary. Rainfall was meas¬ 
ured with a tipping bucket rain gauge with event recorder, so that in¬ 
tensity as a function of time, as well as total rainfall, could be meas¬ 
ured. The difference in intensity of rain over a period of time might 
determine when recharge to the water table began. Potential evaporation 
was measured with a class ’A' evaporation pan. This was assumed to rep¬ 
resent the upper limit of the amount of water that could evaporate under 
the given conditions, which is usually a valid assumption for a humid 
climate (Rosenberg, 1974). Actual evaporation rates in the model were 
set equal to the measured potential rates in the field. Runoff, an im¬ 
portant event to be recorded as it indicated the amount of water avail¬ 
able to infiltrate the soil surface, was measured in a plot specially de¬ 
signed for the purpose. Because of the complex nature of the runoff 
process, a simplifying tactic was used where only events which did not 
involve runoff were considered suitable for simulation. 
Air temperature and pressure variations can play a role in deter¬ 
mining the state of water in the soil. For this study, though, the ef¬ 
fects were deemed slight in comparison to those of rainfall, evaporation, 
and drainage. Therefore, they were not included in the model as vari¬ 
ables that affect the system. Also not included in the model are the 
phenomena of displaced air, entrapped air, and hysteresis, mainly because 
of the additional complexity in describing them. An attempt was made. 
30 
however, to ascertain what effect, if any, these phenomena might have on 
the model. 
CHAPTER V 
RESULTS 
Periods of time were only suitable for simulation when the require¬ 
ments for model testing were satisfied. These requirements included 
measurements of rainfall, evaporation, runoff, and water table levels. 
For all of the simulations presented, the following two conditions held, 
unless noted: (1) Flow through the bottom boundary (i.e., the flux 
through the till) was set equal to zero. As explained earlier, the con¬ 
ductivity of the till layer was unknown, but it was inferred to be neg¬ 
ligible; (2) the initial water content of each compartment was determined 
according to the height of each layer’s mid-point above the water table 
by making the assumption that the profile was in a state of hydraulic 
equilibrium. This was possible due to the fact that with a water table 
a meter from the soil surface, water contents in the unsaturated zone 
were high, as were the corresponding conductivities, allowing for rapid 
adjustments to any gradient. Further evidence of this was provided by 
the tensiometer readings, which usually detected a negligible hydraulic 
gradient in the unsaturated zone when the water table was a meter or less 
from the surface, as was initially the case for all of the periods sim¬ 
ulated. 
Drainage Event of November, 1979 
The first period chosen for simulation was a period of drainage 
(no rainfall), which occurred from November 17 to November 24, 1979. 
31 
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Evaporation was not measured during this time due to occasional freezing 
of the water in the pan, but the rate was assumed to have been neglig¬ 
ible. Air temperatures varied between -4.5 and 16.0 C, while the soil 
temperature at the five centimeter depth only varied between 2.0 and 
12.5 C. 
Lateral saturated conductivity. The first test of the model was to gauge 
the effect of different values for the saturated conductivity in the lat¬ 
eral direction only (see Eq. 7). Five simulations were performed in 
which different factors of the saturated conductivity in the lateral di¬ 
rection were used: 0.1, 0.5, 1.0, 2.0, and 10.0. Figure 7 shows the re¬ 
sults of these variations. Of the five values, the factor of 1.0, which 
corresponds to the experimentally determined value, produced the closest 
trace of the actual water table. Decreasing the conductivity by an order 
of magnitude greatly decreased the amount of lateral drainage thqt could 
take place, thus over-predicting the height of the water table. Using a 
factor of 10.0 increased the amount of lateral drainage that could occur, 
thus under-predicting the water table. The factors of 0.5 and 2.0 pro¬ 
duced intermediate results. 
Unlike the 0.1 factor, the factor of 10.0 produced a water table 
which diverged five centimeters from the measured water table within the 
first day, after which its trace closely simulated the actual water table 
decline. The water table predicted by using a factor of 0.1 continued 
to diverge from the actual height of the water table after the first day, 
ending up ten centimeters higher than the measured value. This differ¬ 
ence between the effects of higher and lower conductivities in the lat¬ 
eral direction is a consequence of Equation 7. Higher conductivities. 
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NOVEMBER DROINRGE EVENT 
o 
CO 
Fig. 7. Effect of varying the saturated conductivity value in 
the lateral direction on the simulation of the water 
table during the November drainage event. Each simula¬ 
tion is labelled with the factor that was used to vary 
the saturated conductivity value. 
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result in greater fluxes under a given gradient, allowing for a faster 
response to a water table gradient. This explains why the water table 
produced by a factor of 0.1 continued to diverge from the measured data 
after the first day. The low conductivity (factor of 0.1) negated any 
prompt response that might otherwise have occurred due to increasing 
water table gradients. 
Bottom flux. Next, in order to gauge the effect of the bottom flux on 
the simulation of a drainage period, several hypothetical values for the 
flux, both into and out of the till layer, were simulated. Assuming the 
saturated conductivity of the till to be the same as that of the soil, 
and assuming the minimum measurable vertical gradient to be 0.01 m/m, 
the flux through the till can be calculated. The results of several 
simulations with different hydraulic gradients are shown in Figure 8. 
A positive gradient indicates flow downward through the till, while a 
negative gradient indicates flow upward. The most notable result of 
these simulations is that a gradient of 0.01 m/m, in either direction, 
produces a trace of the water table that in no way resembles the meas¬ 
ured water table. When the gradients were reduced -by an order of mag¬ 
nitude, the simulations matched the data much better. As a matter of 
fact, these latter simulations never differed from the measured data by 
more than five centimeters. From these results, it is evident that the 
degree of accuracy in measuring vertical gradients is insufficient. The 
desirable degree of accuracy should be 0.001 m/m, at least. 
If the saturated conductivity of the till layer is less than that 
of the soil, the picture changes. Vertical hydraulic gradients measured 
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NOVEMBER DRAINAGE EVENT 
TINE (DAYS) 
. 8. Effect of varying the bottom flux on the simulation of the 
water table during the November drainage event. Each sim¬ 
ulation is labelled with the hydraulic gradient (m/m) that 
was used to calculate the flux across the bottom boundary. 
Positive gradients indicate a downward flux, negative gra¬ 
dients indicate an upward flux. 
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within the till would have to be larger than measured in the soil by 
the same degree that the conductivity is lower. It would appear to be 
easier to characterize the bottom boundary by measuring the gradient 
across the till layer and calculating the flux there, rather than in the 
soil. 
Drainage Event of August, 1979 
A second period of drainage with no rainfall, August 2 to August 
11, 1979, was chosen for simulation because of the strong evaporative 
demand which prevailed during that period. Over the eight-day interval, 
3.4 cm of water were measured as having evaporated from the pan. This 
provided an interesting contrast with the results of the November drain¬ 
age period. 
Lateral saturated conductivity. Once again, the value of the saturated 
conductivity in the lateral direction was varied to assess its possible 
importance. In Figure 9, the results indicate that a factor of 2.0 pro¬ 
duced the closest trace of the water table for the first five days, af¬ 
ter which a higher factor (between 2.0 and 10.0) gave a better represen¬ 
tation of the measured water table height. This result is different 
from that of the November test, when a factor of 1.0 worked best. Three 
possibilities exist to account for the discrepancy. First, the flux 
through the till may not have been zero, and if so, it may have been 
variable throughout the year. Since it was not measured, there is no 
way to know if this was the reason for the discrepancy. Second, the 
method of determining the initial moisture contents may have been 
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AUGUST DRAINAGE EVENT 
o 
GO 
Fig. 9. Effect of varying the saturated conductivity value in the 
lateral direction on the simulation of the water table during 
the August drainage event. Each simulation is labelled with 
the factor that was used to vary the saturated conductivity 
value. 
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erroneous. Third, the actual evaporation rate may have differed from 
the measured pan-evaporation rate. We shall now consider the last two 
of these possibilities. 
Initial moisture content. It does not seem likely that our method of 
determining the initial moisture contents throughout the profile was in 
serious error, since both of the simulated drainage periods occurred 
following a sizable rainstorm, and since the initial water table read¬ 
ings were taken at 9:00 AM, before evaporation could have set up an up¬ 
ward gradient (remember that the initial moisture contents were deter¬ 
mined by the height of each compartment's midpoint above the water 
table). Assuming an error still existed, however, two alternative sim¬ 
ulations were carried out in which the water table was assumed to be at 
different levels, either ten centimeters higher or lower than the actual 
water table, and the initial equilibrium moisture contents were set ac¬ 
cordingly. The results were compared with the simulation run labelled 
"1.0" in Figure 9. During the first day, the water table of the simu¬ 
lation assuming an initially drier profile (initial water table assumed 
to be lower) dropped several centimeters below that of run "1.0", but 
after one day, the differences had disappeared and remained so for the 
following seven days. The simulation assuming a wetter initial profile 
than run "1.0" yielded a higher water table at first, but again, after 
the first day, the differences from run "1.0" had disappeared. This 
would seem to indicate that small errors in the determination of the in¬ 
itial moisture contents were not significant under the conditions of 
drainage that were studied. These errors also do not appear to account 
39 
for the discrepancy between the August and November drainage period sim¬ 
ulations, as related to the value of the saturated conductivity in the 
lateral direction. 
Evaporation. Potential evaporation rates, as measured in the pan, were 
used for the surface boundary condition. The amount that evaporated 
from 9:00 AM one day to 9:00 AM the next was converted to a rate that 
allowed all of the evaporation to take place between 9:00 AM and 5:00 PM 
of the same day. The question is whether these measured rates were ac¬ 
curate, and if so, do they correspond to the actual evaporation that oc¬ 
curred at the soil surface. 
To test the effect of the evaporation rates, two simulations were 
run, one with no evaporation and the other with double the measured po¬ 
tential rates. The results are plotted in Figure 10, along with a run 
using the measured rates. Obviously, as the evaporation rates increased, 
so did the decline in the water table. Doubling the measured potential 
rates (factor of 2.0) produced a water table that most closely matched 
the actual water table. Since the measured value of saturated conduc¬ 
tivity was used in the lateral direction for these simulations, it would 
seem to confirm the results of the November simulation, i.e. the meas¬ 
ured saturated conductivity value is correct for describing the conduc¬ 
tivity in the lateral direction. This is not necessarily to say that the 
evaporation rates were double those measured, but is meant only to il¬ 
lustrate the possible effect of evaporation on the water table. If any¬ 
thing is to be learned from this, it is that the actual evaporative flux 
from the field surface should be determined accurately for use in long- 
W
T 
H
G
T 
A
BO
V
E 
T
IL
L
 
(M
) 
40 
AUGUST DRAINAGE EVENT 
o 
00 
TIME (DAYS) 
Effect of varying the evaporation rate on the simulation of 
the water table during the August drainage event. Each sim¬ 
ulation is labelled with the factor that was used to vary 
the evaporation rates. 
Fig. 10. 
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term simulations, particularly as it might be affected by plant activity 
Rainstorm of October 24, 1979 
To put the model to a more rigorous test, we chose to simulate two 
rainfall events. The first event occurred on October 24, 1979 and pro¬ 
duced 0.79 cm of rainfall, with no measured runoff. 
Lateral saturated conductivity. Four simulations of the October storm 
were carried out, each with a different value of saturated conductivity 
in the lateral direction, the four factors being 0.1, 1.0, 5.0, and 10.0 
From a first examination of the results shown in Figure 11, it was ob¬ 
vious that none of the simulations produced a rise in the water table 
equal to that actually measured in the field. Using a factor of 10.0 
gave the best result, coming within eight cm of the measured value. 
This was probably not due to the rainfall, but rather to the high lat¬ 
eral conductivity. Remembering that there were measured water table 
levels up and downs lope for boundary conditions, and that these water 
table levels naturally rose during the storm, it was evident that pos¬ 
itive net lateral fluxes into the column could have been occurring. On 
reviewing the printouts of the different simulations, we noticed that 
all four runs exhibited positive net lateral fluxes into the column du¬ 
ring the rainstorm and several hours later. This would be expected if 
the simulations were underestimating the water table. The magnitude of 
this flux into the column depended on the value of the saturated con¬ 
ductivity in the lateral direction; the greater its value, the greater 
the flux. Therefore, the simulation using a factor of 10.0 produced the 
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OCTOBER RAINSTORM EVENT 
TIME (HR) 
Fig. 11. Effect of varying the saturated conductivity in the lateral 
direction on the simulation of the water table during the 
October rainstorm event. Each simulation is labelled with 
the factor that was used to vary the saturated conductivity 
value. 
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greatest response, due to its ability to transmit water laterally more 
quickly than the other simulations. 
So how does one judge which value of saturated conductivity to use 
in the lateral direction to fit the data best? The factor of 10.0 pro¬ 
duced the greatest initial rise, but in the very beginning of the simu¬ 
lation and at the end, this factor caused the water table to decline 
much more rapidly than did the measured water table during the drainage 
phase. For the geometry of this particular model (one column), it is 
difficult to test the value of the saturated conductivity in the lateral 
direction during rainstorm events because the boundary conditions are 
changing rapidly. Monotonic periods provide better testing periods. If 
the model were expanded to include several columns, however, then the 
net flux into the center column would be less likely to be immediately 
affected by changes in the boundary conditions, such as fluctuating wat¬ 
er table levels in the upslope area. Tests of the saturated conductiv¬ 
ity in the lateral direction during rainfall events might then become 
more meaningful. 
Bottom flux. Since the effect of the bottom flux on the simulation of 
a drainage period has been shown to be important, we decided to test the 
effect on a rainfall event. The same values used previously to calcu¬ 
late the flux were used again. Figure 12 shows that the results, too, 
were the same. Assuming the saturated conductivity of the till to equal 
that of the soil and the gradient to be the minimum measurable (0.01 m/ 
m), the simulated water tables diverged from the measured data by more 
than thirty centimeters in either direction, depending on the sign of 
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OCTOBER RRINSTORM EVENT 
Fig. 12. Effect of varying the bottom flux on the simulation of the 
water table. Each simulation is labelled with the hydraulic 
gradient (m/m) that was used to calculate the flux across the 
bottom boundary. Positive gradients indicate a downward flux, 
negative gradients indicate an upward flux. 
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the gradient. Mien the gradients were reduced by a factor of ten, the 
simulated water tables remained within two or three centimeters of the 
run assuming a zero-flux boundary. Clearly, as in the case of the 
drainage period, the bottom boundary needs to be more accurately de¬ 
fined for simulation purposes. 
Conductivity function. Looking again at Figures 11 and 12, we note 
that none of the simulations produced a water table close to the actual 
field data. A possible explanation, at least for the underprediction of 
the water table rise due to rainfall, could have been the incorrect de¬ 
termination of the unsaturated conductivity function. If this relation¬ 
ship were underestimated, much of the rainfall would be held within the 
unsaturated zone, and would not reach the water table until later. 
Therefore, two more simulations were carried out in which the conductiv¬ 
ity function was varied by factors of 0.1 and 10.0. The results in Fig¬ 
ure 15 indicate that, again, none of the simulations produced the de¬ 
sired water table response. The simulation with a factor of 10.0 was 
not plotted because it exactly paralleled the water table trace produced 
by a factor of 1.0. Compared to the simulations with factors 1.0 and 
10.0, using a factor of 0.1 yielded a slightly lower water table (one 
cm) and delayed the response of the water table to the rainstorm by an 
hour. All in all, the differences among the three simulations were less 
than one centimeter after twenty hours, indicating that variations in 
the conductivity function of two orders of magnitude would not substan¬ 
tially affect the simulation,and therefore, the accurate determination 
of this function does not appear to be paramount to the simulation at 
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OCTOBER RRINSTORM EVENT 
TIME (HR) 
Fig. 13. Effect of varying the conductivity function on the simulation 
of the water table during the October rainstorm event. Each 
simulation is labelled with the factor that was used to vary 
the conductivity function. 
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this stage. None of the above simulations enhanced the prediction of 
the water table rise during the rainstorm. 
Soil moisture characteristic. If inappropriate estimations of soil 
properties were the culprit for the underprediction of the water table 
response to the rainstorm, the only remaining property left to be analy¬ 
zed is the moisture characteristic, sometimes called the "retention 
curve". The possibility of incorrectly determining this relationship 
was apparent when the field site was considered. With a water table 
fluctuating 0.7 to 1.0 meter below the surface, tensions rarely exceeded 
100 cm of H?0 at any depth, as measured with tensiometers. This range 
of tension, from 0 to 100 cm of Ho0, happens to be a particularly dif- 
ficult section of the retention curve to determine. When using a Tempe 
cell apparatus, we found that slight variations in the pressure could 
cause significant outflows of water. Also, since soil structure plays 
an important role in moisture retention at low values of tension, any 
disturbance to the soil sample can alter its retention capabilities. 
Another possibility for error in the moisture characteristic would ex¬ 
ist if the soil exhibited hysteresis. Although no attempt was made to 
describe any hysteresis of the soil moisture characteristic, its possible 
effects on fluctuations of a water table are discussed later. 
With that in mind, several hypothetical moisture characteristic 
curves were imagined and are illustrated in Figure 14. The curve label¬ 
led "lab" is the experimentally determined desorption (retention) curve 
used in the simulations up until now. The October rainstorm looked at 
previously was simulated four times, using each hypothetical retention 
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HYPOTHETICRL RETENTION CURVES 
WATER CONTENT 
Fig. 14. Hypothetical moisture retention curves, numbering 1 through 
4. The curve labelled 'lab' refers to the experimentally- 
determined retention curve. 
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OCTOBER RAINSTORM EVENT 
o 
LO 
Effect of varying the moisture retention curve on the simu¬ 
lation of the water table. Each simulation is labelled with 
the moisture retention curve that was used. 
Fig. 15. 
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curve. Since the conductivity function was determined from the reten¬ 
tion data, new functions had to be recalculated for each assumed reten¬ 
tion curve. The results in Figure 15 indicate that the shape of the re¬ 
tention curve in the 0 to 100 cm range of tension can significantly af¬ 
fect the position of the water table under the given conditions. Curve 
no. 1 produced very little fluctuation in the water table while curve 
no. 4 produced the greatest. It is noteworthy that the lower the spec¬ 
ific water capacity in the 0 to 100 range of tension, with curve no. 4 
being the lowest, the greater the response produced in the water table, 
both the rise due to rainfall and the decline due to drainage. Of the 
five curves, the hypothetical curve no. 3 produced the closest trace of 
the actual water table rise and fall. This suggests that the moisture 
retention curve, as described in the model, may be inadequate to char¬ 
acterize the moisture status of the soil. It may be that the retention 
curve was inaccurately determined or that some form of hysteresis occurs 
in the soil in a manner not incorporated into the model. Another pos¬ 
sibility is the presence of entrapped air bubbles, which would decrease 
the amount of water that could be held at any particular value of soil 
water tension. 
Rainstorm of June 11, 1979 
A second rainstorm event was chosen for simulation purposes in or¬ 
der to ascertain whether the results of the previous simulations were 
peculiar only to the October 24 storm. A 0.58 cm rainstorm on June 11, 
1979 produced a fifteen centimeter rise in the water table. Since this 
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rise occurred in the same zone as the October 24 storm, 0.6 to 0.9 me¬ 
ters below the surface, it was felt that the simulation results of the 
two events should be comparable. 
Lateral saturated conductivity. The first test involved the use of 
different factors of the saturated conductivity value in the lateral di¬ 
rection. In Figure 16, the results show that as the conductivity was 
increased, the rate of decline of the water table during drainage in¬ 
creased, and the peak height of the simulated water table was greater. 
Again, none of the simulations reproduced the desired rise in the water 
table, but the simulation that closest was the one using a factor of 
10.0. This is consistent with the results of the October storm, i.e 
the greater saturated conductivity values apparently allowed for rapid 
lateral flow adjustments to changes in the upslope and downslope boun¬ 
dary conditions. 
Conductivity function. The next test concerned the effect of varying 
the conductivity function, as was done for the October storm. Again, 
looking at Figure 17, we note that the results are the same as before. 
The factor of 10.0 was not shown because it produced almost the exact 
trace of the water table as when a factor of 1.0 was used. Using the 
factor of 0.1 delayed the response of the simulated water table to the 
rainstorm by about two hours, and also delayed the start of the water 
table decline by two hours. The water table peak using a factor of 0.1 
was slightly higher than the other simulations by about one centimeter. 
After 35 hours, all three simulations produced almost identical traces 
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JUNE RRINSTORM EVENT 
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TIME (HR) 
Fig. 16. Effect of varying the saturated conductivity value in the 
lateral direction on the simulation of the water table during 
the June rainstorm event. Each simulation is labelled with 
the factor that was used to vary the saturated conductivity 
value. 
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Fig. 17. Effect of varying the conductivity function on the simulation 
of the water table. Each simulation is labelled with the 
factor that was used to vary the conductivity function. 
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of the water table. 
The determination of the conductivity function does not appear to 
have been that critical to the simulation, at least not to the prediction 
of the magnitude of the water table rise due to rainfall. It does, how¬ 
ever, appear to have been important in regard to the timing of the water 
table response. 
Soil moisture characteristic. In order to judge the effect of the soil 
moisture characteristic, we used the hypothetical retention curves men¬ 
tioned previously (Figure 14) to simulate the June 11 storm. Only the 
results using curves no. 1 and no. 3 are plotted in Figure 18. Curve 
no. 2 produced results that were intermediate between curve no. 1 and 
the lab curve, while curve no. 4 produced results similar to curve no. 
3, but with much more pronounced variations, i.e. drained lower and rose 
higher. None of the hypothetical curves produced the desired portrayal 
of the field-measured data. Compared with the lab curve, curves no. 1 
and no. 2 show dampened responses of the water table to the rainstorm, 
although both curves converge at the end of the simulation period (60 
hours) to within a centimeter of the measured data. Curves no. 3 and 
no. 4, on the other hand, increased the response of the water table to 
the rainstorm, but also allowed for much greater declines to occur to 
the water table. According to curve no. 3, the water table finished the 
simulation five centimeters below the measured data. 
Overall, the moisture characteristic function is seen to be of 
major importance in the simulation of a fluctuating water table. Perhaps 
the answer lies in developing separate characteristic curves for each 
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Fig. 18. Effect of varying the moisture retention curve on the simu¬ 
lation of the water table. Each simulation is labelled with 
the moisture retention curve that was used. 
56 
soil horizon, rather than using a single average curve for the whole 
profile. Ideally, the characteristic function used should incorporate 
important phenomena as yet not taken into account in the model described 
above. 
Unmodeled Phenomena 
At this point in the analysis, it became apparent that certain 
phenomena, which might be occurring in the field but are not taken into 
account in our model, might have an important bearing on the results. 
These would include displaced air, entrapped air, and hysteresis. 
Displaced air. Since displaced soil air has been shown to cause a re¬ 
distribution of groundwater, we found it necessary to determine if this 
phenomenon could have occurred in the field. Two 2.0 meter perforated 
wells were equipped with water manometers and installed in the field, in 
order to measure the mean soil air pressure. The accuracy of the test 
was ± 1.0 mm of H?0 and observations were made during and after rain¬ 
storms. Of nine storms monitored in 1980, none produced a measurable 
increase in the soil air pressure. Total .amounts of rainfall ranged 
from 0.08 to 1.27 cm, with maximal intensities approaching 5.0 cm/hr. 
One storm, in particular, delivered 1.27 cm of rain in fifteen minutes. 
Since the two storms simulated up until now had total rainfalls of 0.58 
and 0.79 cm, and with intensities much less than 5.0 cm/hr, it was con¬ 
cluded that displaced soil air pressure did not play a significant role 
in water table responses to the two rainfall events of 1979. 
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Entrapped air. The second phenomenon, entrapped air, involves the tem¬ 
porary occlusion of discontinuous air bubbles in the soil water phase. 
This could happen when rapidly infiltrating or rising water bypasses 
and isolates pockets of air from the main body of soil air that is gen¬ 
erally open to the atmosphere. Occluded pockets of air either dissolve 
in the water in time or are released as the soil eventually drains. Gas 
bubbles may also effervesce out of soil water as the temperature changes, 
or as a consequence of biological activity. 
In the soil, entrapped air might have the effect portrayed in Fig¬ 
ure 19. Assume that the initial water table was at position 'A' and 
recharge raised it to position 'B'. If it were possible to look at a 
cross-section of the zone between 'A' and 1B', one might see air bubbles 
present. Since the area being viewed is below the water table surface, 
it is assumed to be saturated. Obviously, this might be a false assump¬ 
tion and a better description would be to say that the soil is, for the 
moment, 'satiated'. If these bubbles were to be removed, water would 
move down from the soil above to fill the vacated spaces, resulting in 
a drop in the water table level. Therefore, if air were entrapped du¬ 
ring a rainstorm, the resulting water table rise would be higher than 
expected, which might explain the failure of the simulations so far to 
predict the rise. 
To test this hypothesis with the model, an algorithm was developed 
by which air entrapment could be modelled. Several assumptions were 
made. Firstly, the air bubbles were considered stable for the duration 
of the simulation. (This might be possible in unsaturated soil, but air 
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SOIL SURFACE 
B 
CROSS-SECTION OF SOIL 
Fig. 19. Illustration of a possible entrapped air mechanism that could 
affect the position of the water table. Position 'A' marks 
the initial water table level and position ' Bf marks the final 
water table level. 
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bubbles below the water table would be unstable and eventually dissolve 
or diffuse into the external atmosphere [Peck, 1969]. Such a process 
may take a long time, however). Secondly, temperature and air pressure 
effects were assumed to be negligible, although this is a rough approx¬ 
imation at best (Chahal, 1965; 1966). Finally, the amount of air en¬ 
trapped was considered to be a function of the initial water content be¬ 
fore sorption started and was proportional to an increase in the water 
content above the initial value. 
To observe how this works in the model, consult Figure 20. As a 
compartment wets up from its initial moisture content 0^, it does not 
follow the laboratory-determined characteristic curve, but one of the 
dashed curves. These dashed curves are generated by decreasing the pos¬ 
sible amount of water that can be held at any particular value of tension 
by a certain amount, or percentage. As an example, in Figure 20, the 
curve labelled "20" was developed by assuming that, at any value of ten¬ 
sion and corresponding water content 0a, 20 percent of the difference 
0a-0i would fill with entrapped air. Thus, at a tension of ipa, the soil 
would now hold a moisture content of Go- At any tension , the volumet- 
ric percentage of entrapped air would then be 0a-0a. 
Four simulations of the June 11 storm were carried out with 0, 20, 
40, and 60 percent of the difference 0a-0i subject to air entrapment. 
The conductivity was determined at each step from the actual water con¬ 
tent, not the apparent water content (which included the volume of en¬ 
trapped air). The conductivity function calculated from the laboratory 
retention curve was used. Plotted in Figure 21 are the results of three 
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WATER CONTENT 
Fig. 20. Effect of an assumed entrapment of air on the moisture reten¬ 
tion curve that is used in the model. 0-j. is the initial 
water content, 0S is the saturated water content, 0a the 
water content at a tension of \pa, and 0a the water content 
at a tension of \pa when air entrapment is occurring. The dif¬ 
ference 0a-0a equals the volumetric amount of entrapped air. 
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Fig. 21. Effect of entrapped air on the simulation of the water table 
during the June rainstorm event. Each simulation is marked 
with the relative percentage of entrapped air that was 
assumed. 
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runs. The 20 percent run produced an intermediate result and was there¬ 
fore not plotted. The basic trend is that with an increase in the per¬ 
cent of possible entrapped air, the water table rises higher during the 
storm. The 60 percent simulation produced the greatest response, the 
water table rising five centimeters higher than the zero percent simu¬ 
lation and coming within six centimeters of the measured rise. After 
thirty hours, the simulations came fairly close, all of them being not 
more than one or two centimeters apart. The air entrapment effect can 
help to explain the observed steep rise of the water table, though ev¬ 
idently it is only a partial explanation. 
As a further test of the air entrapment model, a second set of sim¬ 
ulations was performed on the October storm, using the same percentages 
of entrapped air from the June 11 storm. Figure 22 shows that the re¬ 
sults are basically the same as before. As the percentage of entrapped 
air increased, the water table response to the rainstorm was higher. 
Again, the 60 percent simulation gave the greatest response, increasing 
the peak by five centimeters, though still falling short of the measured 
data by eight centimeters. 
Hysteresis. The third phenomenon mentioned earlier is hysteresis. 
Speculating for a moment, let us imagine a soil profile which has been 
draining for some time and which could be described reasonably well by 
the use of a primary desorption curve. If rainfall were to take place, 
less water would be held at any particular depth as the soil wet up if 
hysteresis were taking place, meaning that more water would be moving 
downward to recharge the water table. This scenario might be the 
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g. 22. Effect of entrapped air on the simulation of the water tabl 
during the October rainstorm event. Each simulation is la¬ 
belled with the relative percentage of entrapped air that 
was assumed. 
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reality in the field, but it remains to be tested. A promising indica¬ 
tion that suggests hysteresis as a phenomenon to be incorporated into 
the model is the work of Peck (1960). Looking at the effect of air 
pressure on the water table as it relates to entrapped air, he found 
that neglecting hysteresis resulted in underestimating the magnitude of 
water table fluctuations. 
CHAPTER VI 
DISCUSSION 
In order to judge the ability of the model to simulate changes in 
water table position over a period of time, different parameters in the 
model were varied. This helped to assess their separate and combined 
effects on the water table, and ultimately to gauge the model's perfor¬ 
mance. Some of the parameters were found to be more significant in the 
simulations than others. 
Boundary Conditions 
The two boundary conditions that were in doubt, and therefore de¬ 
served to be tested, were the evaporation rate, which was only indirect¬ 
ly measured, and the flux through the bottom of the profile, which was 
not measured at all. During continuous drainage periods, the evapora¬ 
tion rate was shown to have a significant influence on the decline of 
the water table. This implies the necessity for more accurately char¬ 
acterizing the actual evaporative flux, rather than relying on the meas¬ 
ured potential rate to represent the actual flux. As a first approxima¬ 
tion, however, the potential evaporation rate appears to be useful for 
gross testing of the model. 
One point that should be clarified is that during all of the periods 
of time simulated, the water table was never much more than a meter from 
the soil surface. Thus, a reservoir of moisture was always present, in 
a position to quickly move to the soil surface in response to the 
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evaporative demand. This would suggest that actual evaporation rates 
may indeed have approached the potential rates, thus supporting the use 
of the potential rates as the boundary condition. Of course, if the 
water table were to decline below a depth of, say, one meter, it might 
reach a point where the soil could not transmit water from the water 
table to the surface fast enough to satisfy the full evaporative demand. 
In that case, the potential rates would definitely not reflect the ac¬ 
tual evaporation rates. It may also become clear that a water table 
deep in the profile is not likely to be significantly affected by evap¬ 
oration at the surface, at least not on a diurnal scale. This problem 
could be partially resolved by monitoring periods when the water table 
is deeper than one meter from the surface. 
The second boundary condition, namely the flux through the till, 
was assessed on the basis of two assumptions: First, the saturated 
conductivity of the till was assumed equal to that of the soil (2.58 x 
10 ^ m/s). (The conductivity of the till was never measured, yet expe¬ 
rience has shown it to be less conductive than the soil above it.) Sec¬ 
ond, the hydraulic gradient across the till was assumed to equal the 
minimum measurable gradient in the soil below the water table (0.01 m/m), 
since no measurable vertical hydraulic gradients in the soil below the 
water table were ever actually observed. In both cases, the assumed 
values were considered to represent the maximum values possible, and 
therefore, they would produce the maximum flux possible across the till. 
Under these assumed conditions, the flux through the till was shown to 
be very significant indeed. When the gradient across the till was 
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reduced by a factor of ten, however, the effect of the flux through the 
till was greatly reduced. These results illustrate the importance of 
successfully characterizing the lower boundary. The simplistic assump¬ 
tion, that the flux through the till is negligible, seems unjustifiable. 
Not only can the flow be significant; it may vary in rate and direction 
throughout the year. Subsequent testing of the model should include a 
detailed description of the bottom boundary condition. 
Soil Properties 
Of the three soil properties necessary to the operation of the mod¬ 
el, the conductivity function was found to be the least important under 
the conditions tested, those conditions being a nearly saturated pro¬ 
file with a water table at one meter. Variations of two orders of mag¬ 
nitude in the conductivity function had no discernible effect upon the 
simulations of vertical drainage, and the variations did little to 
change the simulations of rainstorms, except in regard to the water 
table response times. What was not determined was whether or not the 
same responses would be produced given a relatively dry soil. 
The two soil properties which were important under the given con¬ 
ditions were the saturated conductivity in the lateral direction and the 
soil moisture characteristic. The value of saturated conductivity that 
is used in the equation of saturated flow determines the magnitude of 
the lateral groundwater flux, and thus affects the rate of rise or de¬ 
cline of the water table. Changes in the lateral saturated conductivity 
value by a factor of only two proved to be important enough to require 
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accurate measurements of the soil's possible anisotropy. Previously, 
all measurements of the soil's saturated conductivity had been performed 
in the vertical direction only. 
The final soil property considered, the moisture characteristic, 
was varied in our simulations to yield several different hypothetical 
wetness-suction relationships, and these variations produced dramatic 
changes in the simulations. This emphasizes the importance of correct¬ 
ly describing the soil's real moisture relationship, espcially in the 
near-saturated zone. It also suggests that a single composite or "aver¬ 
age" retention curve may be insufficient to describe the soil moisture 
characteristic of the profile as a whole. In a many-layered soil, this 
may be a drawback to the model's use, because each layer might then re¬ 
quire a separate moisture characteristic, thus increasing the effort 
needed to calibrate and operate the model. At some point, a balance 
must be struck between the need for detailed descriptions of each soil 
property (characterizing spatial variability) and the desire to use 
average values for the whole field, thus saving time and effort. 
Unmodeled Phenomena 
Three hypothetical phenomena could be considered as potentially im¬ 
portant in the field. The first, displaced air, was never observed in 
actuality and was therefore excluded from our work. The second, en¬ 
trapped air, was not experimentally measured, but a hypothetical model 
indicated its possible significance. Lastly, hysteresis was assumed to 
be negligible in the field, although there are references which suggest 
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otherwise. The latter two phenomena, entrapped air and hysteresis, di¬ 
rectly affect the moisture retention properties of the soil, particular¬ 
ly in the wet range. This may partially explain why the moisture char¬ 
acteristic is significant in the simulations, as shown earlier. 
Capability of the Model 
Before judging the capability of the model, several points ought to 
be made. Firstly, only four events were chosen for simulation. This 
was due to the scarcity of complete sets of hydrologic data for any 
specific tine period. The drawback to simulating only four events is 
that the model is not tested over the wide range of events that can oc¬ 
cur in the field, such as complex rainfall patterns coupled with periods 
of high evaporative demand (usually in midsummer). Secondly, the dura¬ 
tion of the four events was relatively short, the longest period being 
an eight day drainage sequence. Simulating long periods, such as a 
month or a season, should be one of the next objectives of testing. 
Tnirdly, the position of the water table at the start and during the 
simulations was mostly in the range of 0.5 to 1.0 meter below the sur¬ 
face. What needs to be determined is how the model would perform when 
the initial water table is either at the surface or two meters below it. 
Fourthly, testing at only one site can yield deceiving results, but due 
to equipc»ent and tine limitations, one site was all that was feasible. 
Finally, the bottom boundary condition that was used was hypothetical, 
ar.c therefore judgements of its possible effects must be regarded as 
tentative. 
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Regarding the model as a whole, two basic conclusions can be drawn 
(with the aforementioned limitations). Firstly, the model reasonably 
predicts the decline of the water table during extended drainage periods, 
when unaccounted effects such as air entrapment and hysteresis are min¬ 
imal. Secondly, the model, as formulated, can portray the water table 
rise following a rainstorm, although the magnitude of the predicted rise 
may be considerably lower than that of the water table rise actually 
measured in the field. This may be due to the incorrect determination 
of soil hydraulic properties, such as the moisture characteristic, or 
to the lack of incorporation into the model of certain phenomena which 
could be occurring in the field, such as hysteresis, soil heterogeneity, 
or anisotropy. 
There are several possible new directions for research involving 
modelling techniques to take. One direction should be to gauge how pre¬ 
cise the measurements of soil hydraulic properties and boundary condi¬ 
tions have to be for the model to accurately simulate a field soil mois¬ 
ture regime. This relates to the goal of developing models to the point 
where they require a minimum amount of time and effort to calibrate and 
operate. Another direction to take might be to use models to pin-point 
deficiencies in our own understanding of soil water phenomena. This 
could be accomplished by measuring boundary conditions and the soil hy¬ 
draulic properties for each separate and distinct soil layer accurately, 
as well as any anisotropy, and using any differences between simulation 
results and actual field measurements to ascertain the weak points of 
our description of field processes (as in the case of the inadequate 
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rise of the simulated water table during a rainstorm). The promise of 
beneficial uses of soil water models is evident, even without consider¬ 
ing the enormous potential these models may offer to us in understanding 
the movement of pollutants through the soil. This presents a third 
avenue for research, which is the development, testing, and practical 
use of solute sub-models in conjunction with the overall soil moisture 
model. Once in use, these models can assist us in our goal of utilizing 
our water resources more efficiently, as well as help us to protect them 
from contamination. 
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Table 1. Particle size analysis data for the Brook's field soil at 
different depths. 
Depth (cm) No. of Sand Silt Clay 
Samples Mean Mean Mean 
0-30.5 24 40.9 6.6 51.1 6.0 8.0 1.5 
30.5-61.0 24 51.2 10.7 46.3 10.4 2.5 0.9 
61.0-91.4 24 65.8 11.8 32.1 11.7 2.1 0.9 
91.4-121.9 24 71.1 14.6 26.9 14.5 2.0 1.1 
121.9-152.4 24 77.5 9.2 20.6 8.7 1.9 1.2 
152.4-182.9 23 79.9 6.0 17.8 5.9 2.2 1.5 
Table 2. Bulk density data 
depths. 
for the Brook's field soil at different 
Depth (cm) Bulk Density (g/cc) 
Mean* 
0-30.5 1.07 .061 
30.5-61.0 1.20 .075 
61.0-91.4 1.41 .096 
91.4-121.9 1.50 .029 
121.9-152.4 1.50 .086 
152.4-182.9 1.51 .065 
*Mean of 4 samples 
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PROGRAM PROMIKE S AUGUST 2-10 DRAINAGE PERIOD 
GLOSSARY OF TERMS 
AK =AVERAGE CONDUCTIVITY BETWEEN COMPARTMENTS (M/S) 
BAL =COLUMN WATER BALANCE TERM 
CEVAP CUMULATIVE EVAPORATION (M) 
CONDT =TABLE OF HYDRAULIC CONDUCTIVITY VALUES (M/S) 
CQL =CUMULATIVE LATERAL FLOW (M) 
CRAIN CUMULATIVE RAINFALL (M) 
CUMR CUMULATIVE RUNOFF (M) 
D =DISTANCE BETWEEN COMPARTMENTAL MIDPOINTS (M) 
DP =SATURATION MINUS COMPARTMENT PRESSURE (M) 
DRG =CUMULATIVE DRAINAGE THROUGH THE BOTTOM (M) 
EVAP =EVPORATION RATE (M/S) 
EVAPT CABLE OF EVAPORATIVE RATES (M/S) 
FACTOR=FACTOR USED TO VARY SOIL INFILTRABILITY 
G =INDEX OF TOPMOST COMPARTMENT BELOW WATER TABLE 
H =HYDRAULIC HEAD (M) 
I--- =INITIAL CONDITION OF INDICATED VARIABLE 
K =HYDRAULIC CONDUCTIVITY (M/S) 
KFACT =FACTOR USED TO VARY CONDUCTIVITY VERTICALLY 
L COMPARTMENT THICKNESS (M) 
MINPOT=EVAP-LIMITING MATRIC POTENTIAL OF COMPARTMENT 
NF COIL INFILTRABILITY (M/S) 
NL =NUMBER OF COMPARTMENTS 
NQ =NET FLUX OF WATER INTO COMPARTMENT (M/S) 
NQL =NET LATERAL FLOW OF WATER INTO COLUMN (M/S) 
P =MATRIC POTENTIAL OF COMPARTMENT (M) 
PET =POTENTIAL EVAPORATION RATE (M/S) 
Q =FLUX BETWEEN TWO COMPARTMENTS (M/S) 
QBOT =FLUX THROUGH BOTTOM BOUNDARY (M/S) 
QL =LATERAL FLOW OF GROUNDWATER (M**2/S) 
QLFACT=FACTOR USED TO VARY SK IN LATERAL DIRECTION 
RAIN =RAINFALL RATE (M/S) 
RAINT CABLE OF RAINFALL RATES (M/S) 
RO =RUNOFF RATE (M/S) 
S CLOPE OF THE TILL LAYER 
SK =SATURATED CONDUCTIVITY (M/S) 
ST =NET STORAGE OF WATER IN COLUMN (M) 
SUCT CABLE OF WATER RETENTION DATA 
V =VOLUME OF WATER STORED IN COLUMN (M) 
VW =VOLUME OF WATER IN EACH COMPARTMENT (M) 
W =VOLUMETRIC WATER CONTENT (M/M) 
WT =POSITION OF WATER TABLE IN COLUMN (M) 
WSAT =VALUE OF W AT SATURATION (M/M) 
WTAT CABLE OF UPSLOPE WATER TABLE LEVELS (M) 
WTBT CABLE OF DOWNSLOPE WATER TABLE LEVELS (M) 
WTR4T CABLE OF MEASURED WT VALUES (M) 
X =DISTANCE BETWEEN WELLS (M) 
Z COMPARTMENT MIDPOINT DEPTH BELOW SURFACE (M) 
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ARRAY L(23), Z(23), H(25), VW(23), NQ(23), Q(25), P(23) 
ARRAY K(23), AK(25), LTNE(105) 
ARRAY IVW(23) ,W(23) ,QL(2) 
INTEGER I, NL, NLL, JT, IX, IB, LINE, G, JJ, IG 
INITIAL 
ALGORITHM IAIG=2 
MAXTERVAL MAXT=3600. 
MINTERVAL MINT=.01 
NSTEPS NSTP=10 
CINTERVAL CINT=5600. 
INITIALIZATION OF PARAMETERS 
CONSTANT IVW=.00881,.01768,.0177604472,.04518,.0456S,... 
17*.046 
CONSTANT IG=7 
CONSTANT IWT=1.574 
CONSTANT OUTF=699900.,IB=1H ,IX=1H* ,LINE(1)=1HI 
CONSTANT NL=22 
CONSTANT L=.02,2*.04,20*.10 
CONSTANT SK=2.58E-5 
CONSTANT QLFACT=1.0 
CONSTANT KFACT=1.0 
CONSTANT FACTOR=l.0 
CONSTANT WSAT= .460 
CONSTANT S1=.097,S2=.102,X=10.,MINPOT=-1000. 
CONSTANT PET=0.0 
CONSTANT QBOT=0.0 
PROCEDURAL 
IL=1.0 
Z(1)=.5*L(1) 
NLL=NL+1 
IVT=0.0 
DO 10 1=1,NL 
IVT=IVT+IVW(I) 
10.. NQ(I)=0.0 
D(1)=Z (1) 
DO 12 1=2,NL 
D(I)=(L(I-1)+L(I))*(.5) 
12. .Z(I)=Z(I-1)+D(I) 
ZT=Z(NL) + .5*L(NL) 
DO 15 1=2,101 
LINE(I)=IB 
15.. CONTINUE 
END $ "PROCEDURAL" 
TABLE SUCT,1,15/.01,.02,.03,.038,.06,.08 
.461,1000.,150.,20.,10.,4.3,2.7,2., 
,.l,. 14, .17,.31,.37,.42, 
1.5,1.2,1.,.78,.59,.43,0 
44, ... 
,-1000./ 
TABLE CONDT,1,14/.01,.02,.06 , .1,.14,.18,.22,.26,.3..34,.38,.42,.46,.. 
.461,2E-15,7.IE-14,4.0E-10,8.OE-9,4.7E-8,1.7E-7,4.3E-7,9.2E-7,. . . 
1.695E-6,3.8714E-6,4,6084E-6,7.1920E-6,2.58E-5,2.58E-5/ 
TABLE RAINT,1,10/0.,14400.,15600.,22200.,23400.,39600.,40800.,45600. , . 
46800.. 604800..0..0...102..102.0..0...054..054.0..0./ 
TABLE WTAT,1,9/0.,86400.,178200.,259200.,349200.,432000.,525600., . . . 
604800.. 691200..1.563.1.163.1.036..953..823..782..744..718..664. 
TABLE WTBT,1,9/0.,86400.,178200.,259200.,349200.,432000.,525600. , . . . 
604800.. 691200..1.852.1.706.1.516.1.389.1.243.1.186.1.122.1.09... 
1.062/ 
TABLE WTR4T,1,9/0.,86400.,178200.,259200.,349200.,432000.,525600.,... 
604800.. 691200..1.574.1.415.1.25.1.136.1.031..945..869..831..777. 
TABLE EVAPT,1,29/0.,1200.,28800.,30000.,86400.,87600.,115200.,116400., 
259200.. 260400..288000..289200..345600..346800..374400..375600... 
432800.. 433200..460800..462000..518400..519600..547200..548400... 
604800.. 606000..653600. ,634600.,634800.,691200.,0.,.09,.09,0.,0. , 
.294,.294,0.,0.,.208,.208,0.,0.,.218,.218,0.,0.,.211,.211,0.,0.,. 
.083,.083,0.,0.,.23..23,0.,0./ 
END S "INITIAL" 
DYNAMIC 
INTEGRATION OF WATER FLOW' RATES 
DERIVATIVE 
VW'= I NT VC (NQ, IVW) 
CRAIN=INTEG(RAIN,0.0) 
DRG=INTEG(QNLL,0.0) 
CEVAP=INTEG(EVAP,0.0) 
CUMR=INTEG(RO,0.0) 
CQL=INTEG(NQLG,0.0) 
PROCEDURAL(NQ,RAIN,QNLL,EVAP,RO,NQLG=VW,CRAIN,DRG,CEVAP,CUMR,CQL) 
DO 100 1=1,NL 
W(I)=VW(I)/L(I) 
100.. CONTINUE 
M=NL-1 
DO 200 J=1,NL 
SAVE=0.0 
IF(W(NLL-J) .GT.WSAT) SAVE=W(NLL-J)-WSAT 
IF(W(NLL-J) .GT.WSAT) W(NLL-J)=WSAT 
IF(SAVE.GE.(0.0).AND.(NLL-J).EQ.(1.0)) GO TO 200 
W'(NLL-J-1) =W (NLL-J -1) +SAVE* L (NLL-J) / L (NLL-J-1) 
200.. CONTINUE 
CUMR=CUMR+SAVE* L(L) 
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CALCULATION OF THE P, K, AND H VALUES 
OF EACH COMPARTMENT, AND THE AVERAGE 
CONDUCTIVITY BETWEEN COMPARTMENTS 
DO 300 1=1,NL 
P(I)=-SUCT(W(I)) 
K (I) = KFACT*CONDT(W(I)) 
H(I)=P(I)-Z(I) 
500.. CONTINUE 
DO 400 1=2,NL 
400. . AK(I)=(K(I-1)*L(I-1)+K(I)*L(I))/(L(I-1)+L(I)) 
CALCULATION OF THE SURFACE BOUNDARY 
CONDITION, QCI) 
RAIN=0.0254*RAINT(T)/3600. 
Q(1)=RAIN 
NF=(0.-H(1)*(SK*KFACT*FACTOR+K(1))*.5/Z(l) 
IF(Q(I)•LT.NF) GO TO 450 
RO=Q(l)-NF 
Q(1)=NF 
450.. CONTINUE 
IF(RAIN.EQ.0.0) R0=0.0 
IF(RAIN.GT.0.0) EVAP=0.0 
IF(RAIN.GT.0.0) GO TO 470 
EVAP=.0254*EVAPT(T)/28800. 
IF (P(l).LE.MINPOT) EVAP=AMIN1 (PET,-Q(2)) 
IF(PET.EQ.0.0)EVAP=0.0 
Q(1)=-EVAP 
470.. CONTINUE 
BOTTOM BOUNDARY CONDITION 
IF(W(NL).GE.WSAT) Q(NLL)=QBOT 
IF(W(NL).LT.WSAT) Q(NLL)=0.0 
CALCULATION OF THE VERTICAL FLUXES 
DO 500 1=1,M 
B=NLL-I 
Q(B)=(H(B-1)-H(B))*AK(B)/D(B) 
S2 
500. , IF(Q(B).GT.Q(B+1).AND.W(B).GE.WSAT)Q(B)=Q(B+l) 
QNLL=Q(NLL) 
DO 550 1=1,NL 
550.. NQ(I)=QCI)-Q(I+1) 
LOCATION OF THE WATER TABLE POSITION 
G =NLL 
DO 580 1=1,NL 
JJ=NLL-I 
IF(P(JJ).LT.0.0) GO TO 581 
G=JJ 
580.. CONTINUE 
581.. CONTINUE 
IF (T.EQ.).) G=IG 
IF (G.EQ.NLL) WT=0.0 
IF(G.EQ.l) WT=ZT 
IF(G.EQ.NLL.OR.G.EQ.1) GO TO 582 
DP=0.0-PCG-1) 
IF (DP.LT.0.0) DP=0.0 
IF(DP.GT.D(G)) DP=D(G) 
WT=ZT-Z(G-1)-DP 
582.. CONTINUE 
IF(T.EQ.O.O) WT=IWT 
WTA=WTAT(T) 
WTB=WTBT(T) 
WTR4=WTR4T(T) 
CALCULATION OF THE UP AND DOWNSLOPE 
BOUNDARY CONDITIONS, AND THE NET 
LATERAL FLUX 
QL (1) = ( (WTA-WT) /X+Sl) *SK*QLFACT* .5* (WTA+WT) 
QL(2)=( (WT-VVTB) /X+S2)*SK*QLFACT* . 5* (WTB+WT) 
NQLG=(QL(1)-QL(2))/X 
IF(NQLG.LT.(0.0).AND.G.EQ.NLL) NQLG=(0.0) 
NQ(G)=NQ(G)+NQLG 
CHECK OF SOIL MOISTURE BALANCE 
V=0.0 
DO 590 1=1,NL 
V=V+VW(I) 
590.. CONTINUE 
ST=V-IVT 
BAL=ST-CRAIN+DRG+CUMR+CEVAP-CQL 
END $ ’’PROCEDURAL" 
END $ "DERIVATIVE" 
PROCEDURAL 
YC=PULSE(OUTF-1.,OUTF,CINT) 
IF(YC.EQ.O.O) GO TO 700 
WRITE(6,615) T 
615.. FORMAT("L","TIME = ",F8.2,10X,"THETA VS DEPTH"/) 
DO 690 1=1,NL 
JT=0.5+L(I)*50. 
IL=W(I)*150.+1 
IF(IL.GT.lOl) IL=101 
IF(IL.LT.2) IL=2 
LINE(IL)=IX 
625.. JT=JT-1 
IF(JT) 655,655,635 
635.. WRITE(6,645) 
645.. FORMAT(IX) 
GO TO 625 
655.. WRITE(6,665) Z(I),W(I),(LINE(JT),JT=1,101) 
665.. FORMAT(2X,F6.2,3X,F6.4,2X,101A1) 
LINE(IL)=IB 
690.. CONTINUE 
700.. CONTINUE 
END $ "PROCEDURAL" 
TERMT(T.GE.43200.) 
END $ "DYNAMIC" 
END $ "PROGRAM" 

