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ELASTIC IMAGE REGISTRATION WITH EXACT MASS PRESERVATION
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Abstract. We establish a new framework for image registration, which is based on linear
elasticity and optimal mass transportation theory. We combine these two arguments in order
to obtain a PDE constrained optimization problem that is analytically investigated and further
discretized with the finite difference method and solved by an inexact SQP algorithm. This
requires to solve in each step a large sparse linear system, which has a saddle point form.
Motivated by stability arguments we use a fully staggered grid for the discretization of the
displacement vector field. Artificial and real world examples are presented to underline the
numerical robustness of the method.
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1. Introduction
Image registration is one of the most challenging problems in image processing. Especially in
medicine, which is the main direction of our interest, this process has an extremely high signif-
icance. It allows for the incorporation of different image information to facilitate and improve
surgery planning or therapy procedure. Recently, as a consequence of the advanced development
of imaging techniques it has become possible to perform a minimal invasive operation using real
live imaging. However, in order to make the image information usable for surgeons image reg-
istration becomes essential. Moreover, an important issue is also the quality of the registration
process since its results may dictate the success of a surgery.
The image registration problem may be expressed as follows. Let R and T be any two given
images represented by their intensity functions on a domain Ω ⊂ Rd, where d = 2 corresponds to
plane images and d = 3 to 3D images. In the following we will call R the reference and T the
template or moving image. We wish to find a common geometric reference frame between these
two images, i.e., the task is to find a transformation φ : Ω→ Ω such that the transformed template
image Tφ := T ◦ φ, resembles the reference image as much as possible. Naturally, this resembling
can be understood in a range of different ways, depending on what kind of similarity measure we
take into account. A precise mathematical formulation and physical reasoning of our choice is
described in next section.
One can observe an increasing number of publications in the field of image registration over
the past decades. Various models have been established and many numerical methods have been
implemented [33]. The presented approaches differ from rigid to non-rigid [9, 45], landmarks based
to intensity based [40, 18], or parametric to non-parametric ones [30, 36]. The method of choice
strongly depends on the specific properties of the problem. It is rather impossible to indicate an
exceptional procedure which succeeds in every case. Each of them has its own advantages and
drawbacks.
A most common treatment of the task at hand is based on the following variational formulation.
Find a transformation φ minimizing the total energy
(1) Jα[φ] := D(R, Tφ) + αS(φ− φref),
where D corresponds to a dissimilarity measure quantifying the difference between the transformed
template, Tφ, and the reference, R. In this work we are mostly interested in mass preserving
transformations [41]. In this case D takes the form
(2) D(R, Tφ) :=
∫
Ω
(Tφ (x) det (∇φ (x))−R (x))2 dx.
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In (1), S is a regulariying term which eliminates unwanted transformations, φref is a favoured
transformation (typically set to identity) and α > 0 is a regularization parameter that controls
the influence of S.
In [34] (cf. [44]) the authors showed that image registration based solely on D is an ill-posed
problem. One can easily understand this observation by realizing that image registration is a
process that tries to determine a vector field describing the transformation, while the available
data is a scalar field. This is the reason for introducing S as a Tikhonov regularizing term that
‘convexifies’ the functional in (1). Well-posedness of the regularized problem (1) depends naturally
on the choice of D and S. In most of the standard settings, one can show existence of optimal
solution, see [42]. On the other hand, showing uniqueness is rather difficult or even impossible.
Among possible choices of dissimilarity measures, there are the sum of squared differences
(SSD) [26], mutual information [32], cross correlation [31] and others. Regarding regularizers,
one typically uses diffusive [16, 45], curvature [17, 18] or elastic energies [24] (see also [33] and
the references therein). If the imaged objects are human tissues, the elastic regularizer becomes
reasonable and at times even essential. For small deformations the linear elastic model has been
successfully utilized in image registration. In order to handle large deformations several approaches
have been proposed. The simplest one makes use of pre-processing with a large scale affine
transformation [2]. One may also use nonlinear or hyperelasticity theory [21, 5, 41]. A completely
different strategy, proposed by Christensen et. al. [8], uses arguments from the theory of fluid
dynamics. In this formulation, the transformation is described by the velocity field rather than
the displacement. Other additional constraints may also be introduced to guarantee a desired
property of the transformation, e.g., volume preservation [23] or local rigidity [35].
A different but related strategy to the one described in this paper was presented by Zhu
et. al. [48], and further investigated by Rehman in [39]. These works are based on L2 optimal mass
transportation [15], where the similarity between the two given images is measured locally by a
partial differential equation describing the mass preservation property. Thus the image registration
problem is expressed by the constrained optimization problem
(3)
min W (φ) :=
∫
Ω
|φ(x)− x|2ρR(x)dx
subject to det(∇φ(x))ρT (φ(x)) = ρR(x) for x ∈ Ω,
φ(x) = x for x ∈ ∂Ω,
where ρR and ρT represent the mass densities for R and T respectively, and are derived from the
input images. This eliminates the need of a regularization term and makes the image registration
problem completely parameter-free. Our approach is motivated by similar arguments, since we
believe that the input data are true representations of the mass densities ρR and ρT and there is
no additional mass flow in the time interval when the shots R and T are made. However, here,
instead of the classical L2 transportation cost we minimize the linear elastic strain energy [10],
which in terms of displacement u has the following form
(4) S(u) :=
∫
Ω
µ
4
d∑
i,j=1
(
∂ui
∂xj
+
∂uj
∂xi
)2
+
λ
2
(
d∑
i=1
∂ui
∂xi
)2
dx,
where µ and λ are two positive Lame´ parameters describing the mechanical properties of the
imaged object. Note, that the objective functional in (3) does not take into account derivatives of
the displacements. As a consequence, the minimizing direction may lead to irregular solution. In
contrast, the elastic potential energy rules out non-regular mappings, thereby providing a more
smooth result.
The paper is organized as follows. In Section 2 we describe the mathematical set-up and prove
an existence result for the problem. Section 3 is devoted to describing the discretization process
and the assembling of the discrete analogous to the continuous image registration problem. We
further provide a detailed description of the discretization in Appendix A. In Section 4 we present
the optimization strategy and formulate an algorithm to solve the image registration problem. In
Section 5 we present two numerical examples and finally conclude in Section 6.
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2. Mathematical formulation and existence proof
We now describe a parameter-free approach to the image registration problem in 2D. Let Ω ⊂ R2
be a sufficiently smooth domain and M denote a suitable function space of deformations over Ω.
We will specify the particular choice ofM later on, but we always requireM to be a closed subset
of a reflexive Banach space X. Notice that due to the linear elasticity assumption we have the
following relation between the total deformation φ and the displacement field u: φ = φref + u,
where φref is a reference deformation for which the strain energy vanishes. In our case we naturally
set φref to be the identity map id, i.e., φref(x) = id(x) = x for all x ∈ Ω. For any given density
functions ρR, ρT : Ω→ R having equal mass, i.e.,
(5)
∫
Ω
ρR(x) dx =
∫
Ω
ρT (x) dx,
we define the following constrained optimization problem:
(Pφ)
minφ∈X S˜(φ) := S(φ− φref)
subject to c˜(φ; ρR, ρT ) := det(∇φ)ρT ◦ φ− ρR = 0 in Ω
φ(x) = x on ∂Ω.
In order to simplify the considerations we put here several assumptions.
Assumption 1. The domain Ω is an open and bounded subset of R2 with Lipschitz boundary
∂Ω.
Assumption 2. The image intensity functions are uniformly positive, i.e., there exists δ > 0 such
that
(6) ρR(x) ≥ δ, ρT (x) ≥ δ for all x ∈ Ω.
Additionally we require ρR to be continuous, and ρT to be continuously differentiable, i.e.,
(7) ρR ∈ C0(Ω), ρT ∈ C1(Ω) ∩ C0(Ω).
With the above assumptions we may reformulate the mass preserving condition in (Pφ) to an
equivalent form with a separated determinant part, which reads
(8) c¯(φ; ρR, ρT ) := det(∇φ)− ρR
ρT ◦ φ.
In order to shorten the notation we will skip the second and third arguments and simply write
c¯(φ) = c¯(φ; ρR, ρT ). It is easy to see that with (6) c¯ is well defined and has the same null space as
the mass preserving constraint c˜ in (Pφ). Let us define M to be a subset of X that contains all
feasible deformations given by
(9) M :=
{
φ ∈ X : c¯(φ) = 0 in Ω, φ(x) = x on ∂Ω
}
.
Note, that the double symmetric gradient of the reference deformation, φref = id, is the identity
matrix I and thus S˜ becomes
(10) S˜(φ) = 1
2
∫
Ω
µ
2
(
∇φ+∇φ> − I
)
:
(
∇φ+∇φ> − I
)
+ λ
(
tr(∇φ− I)
)2
dx
Finally, we formulate the existence theorem for our elastic mass preserving image registration
problem (Pφ). It has been shown in [12] that, under certain additional assumptions, one has the
existence of mass preserving mappings in C1(Ω;Rd). However, in our case we additionally require
the solution space to be complete with respect to a norm derived from S. Therefore, we naturally
choose X to be the Sobolev space X = H1(Ω;R2).
Theorem 1. Let Ω ⊂ R2 satisfy Assumption 1 and ρR and ρT be two real functions on Ω satisfying
Assumption 2. Then the problem (Pφ) has at least one optimal solution in X.
In order to prove the above theorem we proceed according to the direct method of calculus. We
split the proof into three parts: 1) weak lower semicontinuity (w.l.s.c.) of S˜ in X, 2) coercivity
of S˜ on M, 3) weak sequentially closedness of M in X. If the three conditions are satisfied, the
statement of Theorem 1 directly follows.
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Lemma 1. The functional S˜ defined in (10) is weakly lower semicontinuous in X.
Proof. It is straightforward to observe that the functional S˜ is a composition of linear and convex
operators and is thus convex. Additionally, it is continuous with respect to the strong topology
on X and in consequence also weakly lower semicontinuous. 
We proceed with step 2) and show that S˜ satisfies
S˜(φ)→∞ as ‖φ‖X →∞.
For d = 2 this is a direct consequence of Korn’s inequality [14].
Proposition 1 (Second Korn’s inequality). Let Ω ⊂ R2 satisfy Assumption 1. For a displacement
field u : Ω→ R2 we define the linear strain tensor
ij(u) :=
1
2
(∂iu
j + ∂ju
i), i, j ∈ {1, ..., d}.
Then, there exists a positive constant β = β(Ω) such that it holds
(11)
2∑
i,j=1
‖ij(u)‖2L2 ≥ β ‖∇u‖2L2 , for all u ∈ X0 :=
{
u ∈ X : u = 0 on ∂Ω}.
Lemma 2. The functional S˜ defined in (10) is coercive on M⊂ X.
Proof. Set N := {φref + u : u ∈ X0} and for φ ∈ N define uφ ∈ X0 with φ = uφ + φref. Then, we
have
S˜(φ) =
∫
Ω
µ
d∑
i,j=1
ij(uφ)
2 +
λ
2
( d∑
i=1
∂iui
)2
dx ≥ µ
∫
Ω
d∑
i,j=1
ij(uφ)
2dx ≥ µβ(Ω)‖uφ‖2X ,
where the last inequality follows from (11) and the Poincare´ inequality. Observe thatM⊂ N and
since φref is a constant element in X the claim follows. 
Next, we show that M is weakly sequentially closed in X. It is well known that for p ≥ d the
Jacobian map
detD : W 1,p(Ω;R2)→ Lp/d(Ω); (detD)(φ) := det(∇φ),
is continuous if we endow both spaces with the strong topology. For p > d we even have continuity
in the weak topology. In fact, in two dimensions the special case p = d is sufficient to show
existence.
Remark 1. Unfortunately when d = 3 the above consideration requires one to set p > 3. However,
since we wish to stay in Hilbert spaces it is necessary to require more regularity from the functional.
In the following we untilize a classical result on the weak continuity of Jacobian determinants
[11, 38].
Proposition 2. Let Ω ⊂ R2 satisfy Assumption 1. Choose a sequence {φk} ⊂ X such that φk ⇀ φ
for some φ in X. Then, det(∇φk) ⇀∗ det(∇φ) in the sense of measures, i.e.,∫
Ω
det(∇φk)ψ dx→
∫
Ω
det(∇φ)ψ dx for all ψ ∈ C∞0 (Ω).
With Proposition 2 at hand, we can now prove weak sequentially closedness of M.
Lemma 3. Let Ω ⊂ R2 satisfy Assumption 1 and ρR, ρT satisfy Assumption 2. Then, the mass
preserving manifold M is weakly sequentially closed in X.
Proof. Let {φk} ⊂ M be a sequence such that φk ⇀ φ for some φ ∈ X. Due to the results in
[12],M is non-empty and thus such a sequence exists. We want to show that φ ∈M, i.e., it holds
det(∇φ) = ρR/ρT ◦ φ in Ω and φ = φref on ∂Ω.
The second condition is trivial, hence let us prove the first one. Due to Sobolev’s embedding
theorem, we have the strong convergence φk → φ in L2(Ω;R2). Consequently, {φk} possesses
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a a.e. converging subsequence {φki} ⊂ {φk} such that φki(x) → φ(x) for a.e. x ∈ Ω. From
Assumption 2 we further obtain
ρR/ρT ◦ φki =: Fi −→ F := ρR/ρT ◦ φ for a.e. x ∈ Ω.
Since {φki} ⊂ M we additionally have
det(∇φki) = Fi a.e. in Ω,
and thus det(∇φki)→ F for a.e. x ∈ Ω.
Observe that the functions det(∇φki) are uniformly bounded. Indeed, due to Assumption 2,
|det(∇φki)| = |ρR/ρT ◦ φki | ≤ (1/δ)‖ρR‖∞ for all i ∈ N.
Therefore, we have that
det(∇φki) ⇀ F in Lp(Ω;R2), 1 ≤ p <∞.
In particular, the above holds for L2(Ω,R2), i.e.,∫
Ω
det(φki(x))ψ(x), dx→
∫
Ω
F (x)ψ(x) dx for all ψ ∈ L2(Ω;R2).
Hence, Proposition 2 gives F = det(∇φ) which concludes the proof. 
Finally, we can prove Theorem 1.
Proof of Theorem 1. Let {φk} be a minimizing sequence of S˜ in M, i.e.,
limk→∞ S˜(φk) = infφ∈M S˜(φ).
Due to coercivity (Lemma 2), this sequence must be bounded. Therefore, there is a subsequence
{φki} ⊂ {φk} and φ ∈ X such that φki ⇀ φ. Due to weak sequential closedness of M we deduce
φ ∈M. Finally, the weak lower semicontinuity of S˜ (Lemma 1) ensures that φ is a desired global
minimizer. 
In the following, we consider an equivalent formulation of (Pφ) for displacement fields given by
(Pu)
minu∈X0 S(u)
subject to c(u) := c˜(φref + u; ρR, ρT ) = 0 in Ω.
Remark 2. As mentioned, in the 3D case the Jacobian determinant involved in the constraints
creates some difficulties. One can either leave the Hilbert setting and prove existence in W 1,p,
with p ≥ 3 or stay in Hilbert space but require more regularity. This can be done, for example,
by adding a second-order term to the objective functional.
3. Discretization
Our numerical method attempts to solve the optimization problem (Pu) by using a staggered
finite difference (FD) discretization on a uniform grid, which is a common practice in computational
fluid dynamics (CFD) [13]. The choice of regular grid is in some sense determined by the input
image data which, in fact, corresponds to a regular grid of pixel intensities. Moreover, the use of a
regular lattice highly reduces the required storage. Since image registration is often applied to very
high resolution images, the above argument can be important. Additionally, in general FD methods
lead to sparser stencils than their finite element counterpart. Finally, it is well known in CFD
that non-staggered discretization schemes may lead to grid-scale oscillations. Since our discrete
problem resembles the stationary Navier–Stokes equations, we discretize (Pu) on a staggered grid
in order to stabilize the numerical method and prevent undesired oscillations. The complete and
precise discretization process is described in Appendix A.
In this numerical section, we choose the discretize-then-optimize strategy [22], i.e., we first dis-
cretize the continuous constrained optimization problem (Pu) and then derive the required discrete
optimality conditions. The solution procedure for the resulting nonlinear system isdescribed in
the next section.
Here, we simply clarify that Ωc and Ωu are discrete computational domains of cell centered and
edge centered grid points. By Hc and Hu we denote the discrete function spaces defined on Ωc and
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Ωu, respectively (cf. Appendix A.1). Moreover, let c
h and Sh denote the constraint and objective
functional that act on functions in Hu and yield values in Hc and R, respectively (cf. Appendix A.3
and A.4). With these notations, we obtain a finite dimensional equality constrained optimization
problem with n = |Ωu| unknowns and m = |Ωc| constraints:
(Ph)
minuh∈Hu S
h(uh)
subject to ch(uh) = 0,
where the boundary conditions are already included in Sh and ch. One can easily observe that
Sh and ch are both polynomials in uh and thus continuously differentiable. Letting the variable
ph ∈ Hc denote the Lagrange multiplier, we construct the Lagrangian function as
(12) L(uh, ph) = Sh(uh) + 〈ph, ch(uh)〉Hc ,
where 〈·, ·〉Hc denotes the inner product in the Hilbert space Hc. The classical Karush–Kuhn–
Tucker (KKT) conditions for optimality then read
(13)
duL(u
h, ph)[v] := δSh(uh)[v] + 〈ph, δch(uh)[v]〉Hc for all v ∈ Hu,
dpL(u
h, ph)[q] := 〈q, ch(uh)〉Hu for all q ∈ Hc,
where the derivatives δSh(uh) ∈ H∗u and δch(uh) ∈ L(Hu, Hc) are defined in (35) and (32),
respectively. Using the Riesz representation theorem, the above system reduces to
(OCh)
Ahuh + Bh,>(uh)ph = 0,
ch(uh) = 0,
with Ah defined in (33) and Bh(uh) being the m× n Jacobian matrix of ch evaluated at uh.
Remark 3. One easily notices that the divergence operator ∇· is a linearization of the Jacobian
determinant detD. Additionally, Ah stands for the elliptic Navier–Lame´ operator and thus with
ρT ≡ 1 the system (OCh) mimics the Stokes system.
4. Optimization
In the following present the optimization algorithm. As it is common in image registration
we follow the multiresolution strategy rl = 0 → rl = −1... → rl = −rlmin, where at each lower
resolution level, rl, we have to solve a smaller optimization problem (cf. Section 4.3). This problem
is solved iteratively by an inexact SQP algorithm, where the initial guess is taken from the solution
at the lower resolution level. At each stage of the iterative process we need to solve a possibly
large KKT system and this is done by a Krylov subspace method with a suitable preconditioner.
4.1. One level image registration. For a fixed resolution level rl let ρrlR , ρ
rl
T be the input mass
density functions expected to be registered. The resolution of images determine uniquely the shape
of discrete domains Ωc and Ωu where we set up the discrete analogue of the objective function to
be minimized and the constraints (cf. Section 3). Thus we have a nonlinear optimization problem
of type (Ph) and wish to find an optimal solution u
h
rl. For notational convenience we omit the
subscript .rl indicating the current resolution level. In order to solve (Ph) we use the framework of
Sequential Quadratic Programming (SQP) [37]. Due to the absence of inequality constraints, the
SQP method may be interpreted as a kind of Newton method applied to the optimality conditions
(OCh) derived from (Ph) (cf. [6]).
Let uh0 ∈ Rn be an initial guess for the displacement, typically being the prolongation from the
previous resolution level or set to zero for the coarsest space, and ph0 ∈ Rm be an initial guess
for the Lagrange multiplier. The SQP method consist of iteratively updating the approximate
displacement uhk by an appropriate correction vector δu
h
k in the primal space Rn and phk by a
vector δphk in the dual space Rm. This can be obtained by solving the KKT system
(14) Kkδk :=
(
Wk B
>
k
Bk
)(
δuhk
δphk
)
= −
(
Ahuhk +B
>
k p
h
k
ch(uhk)
)
=: −bk,
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for one level of the SQP algorithm, where Rm×n 3 Bk := Bh(uhk) and Wk ∈ Rn×n is an approxi-
mation of the Lagrangian Hessian
Wk,ij ≈ Ahij +
m∑
l=1
∂2chi
∂ui∂uj
phk,l.
The exact Hessian requires second-order derivatives of the constraints which are expensive to
compute. Therefore, we omit this term in our algorithm, i.e., we simply set Wk = A
h.
Remark 4. Observe that whenever chi is approximately an affine function or p
h
k is very small, this
approximation is almost accurate. On the other hand, by omitting this term we loose second-order
information which may affect the rate of convergence. Nevertheless, in our experience, computing
the second-order derivatives of ch is more costly than simply requiring more iterations to obtain
a desired tolerance with Wk = A
h.
At the lower resolution level, the KKT system (14) may be solved by a direct method, for
example, the LU factorization. Unfortunately, when m,n  1 direct solvers call for a large
amount of memory that may be not realizable on a common computer. We therefore allow
for an approximate solutions of (14) obtained by a preconditioned generalized residual method
(cf. Section 4.2). Additionally, we incorporate a specific stopping criteria to compromise the
computational cost and convergence [6, Algorithm: Inexact SQP with Gmres and Smart Tests].
After an approximated solution δk = (δu
h
k , δp
h
k) is obtained, we use a globalization strategy
given by a line-search, where the next iterate is obtained by updating the previous one with an
appropriate scaling of the computed corrections, i.e.,(
uhk+1
phk+1
)
=
(
uhk
phk
)
+ τk
(
δuhk
δphk
)
,
where τk is determined by the backtracking Armijo algorithm satisfying the condition
(15) g(uhk + τkδu
h
k) ≤ g(uhk)− ητk∇g(uhk) · δuhk , 0 < η < 1,
where g is an appropriately chosen SQP merit function which plays an extremely important role
in the optimization process. To achieve convergence for convex problems one may simply use the
merit function g(uhk) = ‖bk‖2, where bk is defined in (14). Nonconvex problems, however, require
more complex merit functions to guarantee convergence. Here, we choose the augmented l2 version
(16) g(uh, σ) = Sh(uh) + 〈ph, ch(uh)〉+ (σ/2)‖ch(uh)‖22,
where σ > 0 is an appropriately chosen penalty parameter [37].
Remark 5. In order to avoid foldings we extend the Armijo algorithm by a ‘diffeomorphic test’
[34]. We have experienced that for irregular images the approximated correction vectors may cause
the solution to be nondiffeomorphic, i.e., foldings may appear in the deformed grid. This happens
whenever the approximated Jacobian determinant changes sign. For this reason, we additionally
require
(17) minx∈Ωc V
h(uh)(x) ≥ δ,
for some fixed δ > 0, where V h is an approximation of the determinant defined in (30). More
precisely, we choose τk sufficiently small so as to satisfy both (15) and (17).
Finally, we provide the general scheme for solving (Ph).
Algorithm 1 (One level image registration).
Given: uh0 , p
h
0 , stopping criteria
Initialize: set k = 0
While the stopping criteria is not satisfied:
(1) set up the KKT system (14) for (uhk , p
h
k),
(2) compute an approximate solution (δuhk , δp
h
k) of (14),
(3) apply the backtracking Armijo line search to obtain αk satisfying (15),
(4) update (uhk+1, p
h
k+1) = (u
h
k , p
h
k) + αk(δu
h
k , δp
h
k),
(5) update k = k + 1,
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4.2. KKT solver. Our optimization method described in the previous section is based on the
assumption that the direct solution of the KKT system (14) is impossible or hard to obtain. If
we are dealing with high resolution images (particularly in 3D) our problem may easily reach a
few million unknowns. Therefore, we apply the generalized minimal residual method (GMRES)
which is both ‘relatively cheap’ and stable. As known, the GMRES is guaranteed to be convergent
in at most N iterations where N is the matrix size. Naturally performing N iterations is not
cheap in the sense of the required computational time. Nevertheless, we expect to obtain a
reasonable approximation after a relatively small number of iterations. Furthermore, since our
KKT system is ill-conditioned, we cannot expect fast convergence. Hence, there is a need for a
good preconditioner. In [1] the authors tested different preconditioning methods and concluded
that the best result is obtained by applying the block triangular preconditioner
(18) P =
(
A
B −C
)
, where C = BA−1B> − Schur complement matrix.
Note, that applying the inverse of P from the left we get a preconditioned matrix
KP ≈
(
I A−1B>
I
)
which is upper triangular. Thus, one sweep of Gaussian elimination leads to the required solution.
Unfortunately, obtaining the exact inverse of P is almost as costly as inverting the original matrix
K itself. This necessitates the need for a a cheap approximate inverse of A and C.
4.2.1. Approximate inverse of A. Since the matrix A corresponds to the elliptic Navier–Lame´
operator, one can show that a multigrid solver provides an excellent convergence rate, providing
the Poisson ratio ν > 0 is relatively small. For ν → 0.5 the rank deficient ∇h∇h· operator becomes
dominating and A becomes nearly singular [49]. In particular, the solution to the linear elastic
system may be perturbed by any divergence-free displacement without affecting the residual.
These perturbations may have highly oscillatory behavior and thus the produced errors cannot be
smoothed efficiently by the coarser grid information. Since most of the soft human tissues exhibit
near incompressible behavior, we reformulate the linear elasticity problem into an equivalent form
that does not suffer from the near singularity of the original equation [20].
For a given uh let us introduce a new variable qh ∈ Hc to be qh = −λ∇h · uh. We now rewrite
the discrete Navier–Lame´ operator (33) as
(19) Ahaug =
(
µ∇h ×∇h ×−2µ∇h∇h· ∇h
∇h· λ−1
)
.
For later use we define a distribution matrix
(20) Mh =
(
I −∇h
µ∇h· −2µ∇h · ∇h
)
.
Using the properties of our discrete operators we can easily observe that
(21) AhMh =
(
µ(∇h ×∇h ×−∇h∇h·)
(1 + µλ )∇h· −(1 + 2µλ )∇h · ∇h
)
which is a block triangular matrix with Laplace-like operators on the main diagonal. For such
matrices a standard Gauss–Seidel relaxation method provides perfect smoothing properties [20].
Here, we used linear interpolation as a prolongation operator and restriction operators constructed
with the following stencils
Su1 =
1
8
1 12 O 2
1 1
 , Su2 = 18
1 2 1.
1 2 1
 , Sp = 1
4
1 1•
1 1
 .
We experienced that such a multigrid solver with a V (1, 1) cycle is mesh independent. Furthermore
it does not depend on the elasticity parameters, thereby allowing for a nearly incompressible
setting.
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4.2.2. Approximate inverse of S. For the efficient solver for the Schur complement system with
the matrix C = BA−1B> we follow the strategy based on approximate commutators [4]. This
approach consists of finding an approximate solution to the matrix equation
B>X = AB>.
Under the assumption that B has full row rank, the least square solution to the above system is
X ≈ (BB>)−1BAB>.
Then we can approximate the inverse of the Schur complement matrix by
(22) C−1 ≈ (BB>)−1BAB>(BB>)−1.
By definition the matrix BB> is positive semidefinite and strictly positive definite whenever B has
full row rank. Unfortunately, BB> is typically ill-conditioned and thus iterative methods devoted
to symmetric positive definite systems, converge slowly. As suggested in [1] we use the complete
LU factorization. Note, that the size of this matrix is m ≈ 13N and is thus much cheaper than
the LU factorization of the original problem. Having the LU form of BB>, the application of the
inverse Schur complement becomes straight forward.
4.3. Multilevel approach. Due to the fact that our constraints chi , 1 = 1, ...,m are nonconvex
functions, the problem (OCh) may possess many different local solutions. Although we cannot
guarantee that our algorithm converges to the global minimizer, we can decrease the risk of ending
up with a stationary point being far away from it. This is obtained by the multilevel strategy seen
in Figure 1. This approach consist of solving a sequence of subproblems with coarser images. These
Figure 1. Multiresolution coarsening, from left to right
are obtained from the original images by applying a smoothing filter. Starting with the coarsest
images we apply the image registration algorithm and then interpolate the obtained solution on
the finer domain. One easily observes that the smoother the images are the more regular the
problem is and thus providing a higher chance in finding the global solution. Moreover, this
approach significantly accelerates and stabilizes the solution algorithm as it provides an excellent
initial guess for the current resolution problem.
Here we apply a standard filter based on the stencil Sp described in Section 4.2.1. Let Ilow
denote the restriction operator to a lower resolution level. Then the overall image registration
algorithm is expressed as follows.
Algorithm 2.
Given: original images R, T , integer rlmin
Initialize: k = rlmin, u
h
0 = 0, p
h
0 = 0
(1) produce lower resolution images Rk = I
k
lowR, Tk = I
k
lowT
(2) set up the image registration problem on the resolution level −k
(3) apply Algorithm 1 to get (uhk , p
h
k)
(4) prolongate (uhk , p
h
k)→ (uhk−1, phk−1)
(5) update k = k − 1
(6) if k ≥ 0 go to step 1
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5. Numerical examples
Next, we present several examples to demonstrate the advantages of our approach. Among the
performed tests we consider a tailored example (Ex1) and a real world example (Ex2). The first
case is to show how our algorithm works with an ’ideal’ input data, while the second example
contains perturbed data requiring some preprocessing.
In order to compare different results we provide two quantitative information, namely the value
Elas := Sh(uh) which approximates the elastic strain energy and DMP = ‖ch(uh)‖∞ which locally
measures the distance of the determined deformed image to the reference one.
5.1. Tailored example (Ex1). Here we demonstrate that our algorithm recovers the true de-
formation. This example is taken from [19]. Let us define a real function
q(z) :=
(
− 1
8pi
z2 +
1
256pi3
+
1
32pi
)
cos(8piz) +
1
32pi2
z sin(8piz).
Now let Ω = [−0.5, 0.5] × [−0.5, 0.5] and set ρT to be uniformly one, i.e., ρT = 1 on Ω. Let us
define a deformation φe : Ω→ Ω as
φe(x) =
(
x1 + 4 q
′(x1)q(x2)
x2 + 4 q(x1)q
′(x2)
)
.
We set ρR to be
ρR(x) = det(∇φe(x))(ρT ◦ φe)(x) = det(∇φe(x)).
The above setting guarantees that the mass preserving constraint is exactly satisfied for the dis-
placement field
ue(x) =
(
4 q′(x1)q(x2)
4 q(x1)q
′(x2)
)
.
On the other hand we know that there may exist other mass preserving solutions with possibly
lower elastic strain energy. Therefore we cannot expect that our algorithm produces approximate
solutions that converge to ue. This solution determines an upper bound for the value Elas, namely
Elasmax = S
h(uhe ), where u
h
e stands for the discretization of ue, and a lower bound for the dissimi-
larity measure DMPmin = 0. We expect to find an approximate displacement with Elas ≤ Elasmax
and DMP ≥ 0.
In Figure 2, we present the input data together with the known deformation field and the
corresponding difference image. In this example we discretize Ω over a grid of 64× 64 cells.
Template image with
 exact deformation Reference image Difference image
0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6 1.8 2.0
Figure 2. Example 1 - input data
Further, we calculate
DE = ‖uh − uhe‖∞,
where uh stands for the computed approximation, to measure how the minimization of Sh influ-
ences the solution.
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Figure 3 illustrates how the specific properties of the approximated mass preserving solution
uhmp changes during the optimization process. For comparison purposes, we also depict the results
obtained by solving the regularized problem (1) with the dissimilarity measure defined in (2) for
different values of the regularization parameter α. We call the approximate solution obtained with
this method uhα. In this example we skip the multiresolution strategy and stop the iterative solver
for the KKT system (14) when the residual norm achieves the tolerance level rtol = 1 · 10−5. The
Lame´ constants are set to be µ = 1, λ = 0.
0 2 4 6 8 10 12 14 16
0
v
a
lu
e
ELAS
0 2 4 6 8 10 12 14 16
10-5
10-4
10-3
10-2
10-1
100
DMP
ue
ump
uα, α= 1. 0e− 0
uα, α= 1. 0e− 1
uα, α= 1. 0e− 2
uα, α= 1. 0e− 3
uα, α= 1. 0e− 4
0 2 4 6 8 10 12 14 16
10-4
10-3
10-2
DE
iter
Figure 3. Example 1 - Elas - DMP - DE
For α tending to zero, both the approximated displacements uhmp and u
h
α exhibit similar prop-
erties. Indeed, we see that for α  1, the curves representing the quantities Elas, DMP and DE
(Figure 3 left, middle and right respectively) overlap, which is to be expected.
The main difficulty in the regularized problem is that we do not know the regularization pa-
rameter α a priori. One can naturally use the L-curve or continuation method [7, 27, 47] in order
to find an optimal parameter, but these approaches are rather computationally expensive. In
practice, one simply chooses an artificial value. Figure 4 demonstrate how strongly this choice
affects the optimization process and the solution. If α is chosen too large, we obtain very smooth
approximations after few iterations, whereupon the process stagnates and the solution stays far
away from ue. We obtain a reasonably good approximation for α < 1·10−3. In this situation, how-
ever, we must solve extremely ill-conditioned systems. Figure 4(left) presents the required number
of iterations for the GMRES solver with algebraic multigrid preconditioner [3]. In Figure 4(right)
we present how the regularization affects the obtained deformed image model.
5.2. Real world example (Ex2). In this example we process real world data obtained from
[29]. They illustrate the cortical tissue of human brain at different positions in z dimension. The
image resolution is 128 × 128. We first apply a Gaussian filter on these images to get rid off the
present noise. Then, in order to force the mass preserving condition, we scale these data to get
intensity values in range [δ, 1] and modify in such a way to obtain the same total mass (sum of
all pixel intensities). The value δ = 0.03 prevents instabilities during the optimization process.
We present the input data and the corresponding difference image on Figure 5. We see that the
biggest difference appears on the boundary of the cortex tissue. This situation is very realistic
and typically comes from spatial misalignment.
We adapt the algorithm to work on free resolution levels, i.e., at each resolution level rl we stop
the iterations as soon as
DMPrl < Crl · 10−3,
where Crl corresponds to the cell size at level rl, which is relative to the cell size at the finest
resolution, i.e., C0 = 1, C1 = 4, C2 = 16. As before we set µ = 1, λ = 0.
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10-4 10-3 10-2 10-1 100
α
20
40
60
80
100
120
140
inner iterations
mp constrained
α regularised
0.6 0.4 0.2 0.0 0.2 0.4 0.6
0.6
0.8
1.0
1.2
1.4
Values of T(u) along the line x2 = 0
ue
ump
uα, α= 1. 0e− 0
uα, α= 1. 0e− 1
uα, α= 5. 0e− 2
Figure 4. Example 1 - left: average number of inner iterations for one KKT
solve, right: values of deformed image along the axis y = 0
Template image Reference image Difference image
0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
Figure 5. Example 2 - input data
0 10 20 30 40 50
0
v
a
lu
e
ELAS
0 10 20 30 40 50
10-3
10-2
10-1
100
DMP
ump uα, α= 10
−3
iter
Figure 6. Example 2 - Elas - DMP - DMPglobal, vertical dotted lines separate
different resolution levels, • denote the reference value of DMP for zero vector
We present the results on Figures 6 and 7. Information from all resolution levels are posed at
one figure and separated by vertical dotted lines. Thus we can see the overall performance of the
registration algorithm. We can see that DMP is reduced significantly by the solution from the
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coarser grid and thus justifies the use of the multiresolution strategy. We performed 36 iterations
to obtain a solution with the desired DMP tolerance. The regularized problem with parameter
α = 10−3, however, does not lead to a solution with DMP < 10−3 and requires in fact a smaller
α. Figure 7 shows the deformation grid which allows for an almost perfect match of the images,
while the mass is preserved with high accuracy.
Remark 6. We point out that the ratio between the Lame´ constants µ/λ has a big influence on
the determined solution. Whenever µ/λ is large the algorithm allows for solutions that are not
divergence-free. On the other hand, when µ/λ tends to zero, the divergence part of the elastic
strain energy dominates. In this situation displacement fields with a dominating divergence-free
part are more likely to be chosen.
Template image with deformation grid Deformed image model Difference image
0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
Figure 7. Example 2 - deformation grid - deformed image model - difference image
6. Conclusion
We considered a 2D image registration problem as an optimization problem with a fully nonlin-
ear partial differential equation as a hard constraint. This constraint expresses the preservation of
mass while the cost functional controls the linear elastic strain energy of a deformation. We proved
that the problem stated in this form has a weak solution in a Sobolev space under fairly mild as-
sumptions. Furthermore, we developed a numerical scheme to solve the problem and demonstrated
its robustness on synthetic and real world data. The method involves no regularization parameter
and allows to match the images accurately while preserving the mass with high precision.
Appendix A. Discretization
A.1. Staggered grid. We assume that the input data R and T are n1 × n2 matrices describing
the pixels intensities. We identify each pixel with a square, whose side length is h and assume
that the given data are associated with the cell centers. The unknown displacements u and the
corresponding deformations φ are discretized as follows. Let ei be the i’th Cartesian axis vector,
i = 1, 2. We store the variables uhi (φ
h
i respectively) on the center of grid edges whose orientation
is consistent with ei, where the superscript ·h indicates the discrete approximation. For simplicity
let us introduce the following meshes
(23)
Ωn =
{
(ih, jh) : i ∈ {0, ..., n1}, j ∈ {0, ..., n2}
}
Ωc =
{
((i+ 1/2)h, (j + 1/2)h) : i ∈ {0, ..., n1 − 1}, j ∈ {0, ..., n2 − 1}
}
Ωu1 =
{
((i+ 1/2)h, jh) : i ∈ {0, ..., n1 − 1}, j ∈ {0, ..., n2}
}
Ωu2 =
{
(ih, (j + 1/2)h) : i ∈ {0, ..., n1}, j ∈ {0, ..., n2 − 1}
}
.
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Moreover, let Hn, Hc, Hu1 , Hu2 be appropriate spaces of discrete functions defined on Ωn, Ωc,
Ωu1 and Ωu2 respectively. Additionally we define Hu to be Hu := Hu1 ×Hu2 . With this notation
we can write R, T ∈ Hc, φhi , uhi ∈ Hui , i = 1, 2 and φh, uh ∈ Hu. It is worth to note that uh is the
optimization variable and the deformation φh appears implicitly as φh(x) = x+ uh(x), x ∈ Ωc.
Next, we define discrete derivatives of the quantities defined on the staggered grid Ωu1 × Ωu2
as
(24)
Di1u
h(x) =
1
h
(
uhi (x1 + h/2, x2)− uhi (x1 − h/2, x2)
)
, x ∈ Ωn if i = 1 or x ∈ Ωc if i = 2,
Di2u
h(x) =
1
h
(
uhi (x1, x2 + h/2)− uhi (x1, x2 − h/2)
)
, x ∈ Ωc if i = 1 or x ∈ Ωn if i = 2,
where near the boundary we utilize homogeneous Dirichlet boundary conditions. Observe that
with the above second-order accurate definition, the first-order derivatives of a certain quantity in
Hu are not collocated with itself. Indeed, one easily notices that D
i
i : Hu → Hn, but Dji : Hu → Hc
for i 6= j. Moreover, locations of the normal and tangential derivatives differ. Such collocation
of unknowns and their derivatives calls for introducing projection operators when the constraints
are discretized. Therefore we define operators Pui→c : Hui → Hc, Pui→n : Hui → Hn, i = 1, 2 as
bilinear interpolation, e.g.
(25) Pu1→cu
h(x) =
1
2
(
uh1 (x1 − h/2, x2) + uh1 (x1 + h/2, x2)
)
, x ∈ Ωc.
A.2. Image model. An important issue is the observation that the input data may have ex-
tremely irregular structure. This would lead to instabilities when a numerical method is imple-
mented. In order to minimize the risk of failure there is a need for additional regularization. As one
of the building blocks we require a continuous and differentiable representation of the image data
T . The simplest and computationally cheapest choice would be the linear interpolation method.
Clearly the differentiability assumption is then not satisfied. Therefore, following [25] we use the
cubic B-spline interpolation scheme [46]. Due to the Curry–Schoenberg theorem [43] we can find
a unique B-spline representation of any order for our discrete data T . The order 3 is chosen due
to the minimum curvature property. With this choice we have the following image model
(26) ρT (x) = Ibs[T ](x) :=
3∑
i=0
3∑
j=0
Bi(x¯1)Bj(x¯2)γi¯+i,j¯+j ,
where (¯i, j¯) is the index related to the control cell containing x = (x1, x2) by the formula i¯ =
bx1/hc − 1, j¯ = bx2/hc − 1 and x¯ is the relative position of x inside that cell, i.e.,
x¯1 = xi/h− (¯i+ 1), x¯2 = x2/h− (j¯ + 1).
The functions Bi, i = 0, ..., 3 are the Bernstein basis polynomials of degree 3. The coefficients
γi1,i2 , ik = −1, ..., nk + 1 may be precomputed. Observe that the continuous function ρT defined
in this way possesses smooth derivatives up to third order which can be calculated directly in a
simple and computationally efficient way. The B-splines method gives a very good compromise
between the accuracy of the interpolation and the reasonable computation time.
Let uh ∈ Hu be a given displacement function and φh = id+ uh be its corresponding deforma-
tion. With this model at hand we can easily calculate the values of ρT ◦ φh and its derivatives at
the shifted cell centers
(27) (y1, y2) = (x1 + Pu1→cu
h
1 , x2 + Pu2→cu
h
2 ), (x1, x2) ∈ Ωc.
Let ρT ◦ φh ∈ Hc denote the warped template image uniquely determined by the displacement uh
and its derivative (∇hρT ) ◦ φh ∈ Hc ×Hc, i.e.,
ρT ◦ φh(x) = ρT (y), x ∈ Ωc
(∇h1ρT ) ◦ φh(x) = ∂x1ρT (y), x ∈ Ωc
(∇h2ρT ) ◦ φh(x) = ∂x2ρT (y), x ∈ Ωc,
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where y = (y1, y2) is given as in (27). Then the linear operator δ(ρT ◦ φh) ∈ L(Hu, Hc) being the
Fre´chet derivative of ρT ◦ φh is
(28) δ(ρT ◦ φh)[·] = (∇h1ρT ◦ φh)Pu1→c[·] + (∇h2ρT ◦ φh)Pu2→c[·].
A.3. Constraints. Observe that the constraint c contains the Jacobian dterminant det(∇φ),
which couples all elements of the Jacobian matrix of φ. This is in fact the most challenging
element to discretize. As mentioned in Section A.1, derivatives are located at different locations.
A natural solution would be to apply the projection operator. However, this approach may lead
to instabilities as observed in [42]. Therefore, we follow the method proposed in [24]. Instead
of discretizing det(·) in Ωc we calculate the approximated change of volume for each cell. This
method is accurate up to second-order and allows to easily detect instabilities [42]. More precisely,
let x ∈ Ωc and V (x) denote the cell centered at point x = (x1, x2). Then we have
(29) det(∇φ)(x) = 1
h2
vol(φ(V (x)) +O(h2) = 1
h2
∫
φ(V (x))
dx+O(h2)
and the latter is approximated by a procedure precisely described in [24].
Now we define the mapping deth : Hu → Hc by
(30) V h(uh)(x) :=
1
h2
vol(φh(V (x))), x ∈ Ωc,
with φh = id+uh. From the above discussion, this yields a consistent second-order approximation
of the Jacobian determinant [42]. Correspondingly, let δV h(uh) ∈ L(Hu, Hc) denote the Fre´chet
derivative of V h at uh. Similarly, we consider the nonlinear constraint ch : Hu → Hc where
(31) ch(uh)(x) = V h(uh)(x)(ρT ◦ φh)(x)− ρR(x), x ∈ Ωc.
Furthermore, its Freche´t derivative at uh denoted by Bh(uh) ∈ L(Hu, Hc) is given by
(32) δch(uh)[·](x) = δV h(uh)[·](x)(ρT ◦ φh)(x) + δ(ρT ◦ φh)[·](x)V h(uh)(x), x ∈ Ωc.
A.4. Objective functional. Note, that the Fre´chet derivative of S in H1(Ω;R2) is
dS(u)[v] = 〈µ∆u+ (µ+ λ)∇(∇ · u), v〉H−1,H1 =: 〈A(u), v〉H−1,H1 for all v ∈ H1(Ω;R2),
where ∆ is the Laplace operator and ∇· denotes divergence operator. A straightforward approach
would be to discretize the operator A by Ah and define Sh(uh) to be Sh(uh) := 12 〈uh, Ahuh〉 as in
[28]. This approach, however, has a significant drawback which causes the multigrid method to be
inefficient for λ µ. Therefore, we choose a mimetic discretization (cf. [20]) in order to preserve
the properties of the continuous operator. Let ∇× denote the self-adjoint curl operator. Then for
any continuous vector field u and scalar field f we have the identities:
(i) ∆u = ∇(∇ · u)−∇× (∇× u)
(ii) ∇× (∇f) = 0
(iii) ∇ · (∇× u) = 0
Using the property (i) we can write
dS(u)[v] = 〈µ∇× (∇× u)− (λ+ 2µ)∇(∇ · u), v〉H−1,H1 =: 〈G∗Gu, v〉H−1,H1 ,
where ·∗ denotes the adjoint operator and
G =
(√
µ 0
0
√
2µ+ λ
)(∇×
∇·
)
.
Following [20] we assemble operators∇h× and∇h· satisfying properties (ii) and (iii) on the discrete
spaces, and set
(33) Gh :=
(√
µ 0
0
√
2µ+ λ
)(∇h×
∇h·
)
, Ah := h2Gh,>Gh.
Finally, our mimetic discretization of the objective functional reads
(34) Sh(uh) =
1
2
〈uh, Ahuh〉,
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whose Fre´chet derivative is given by
(35) δSh(uh)[vh] = 〈uh, Ahvh〉 ∀vh ∈ Hu.
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