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Introduction
In the 17th century, Newton and Leibnitz invented calculus and so laid the fundamentals
for the subject of partial diﬀerential equations (PDEs). Relating the state of a physical
system to its neighboring states in space-time, these have become a powerful instrument
to describe a variety of problems in engineering, physics, astronomy and biology using the
formal language of mathematics. They provide a tool to obtain answers to questions such
as “What is the acceleration needed to launch a rocket?”, “Will this building resist the
forces of a tornado or an earthquake?”, “What will the weather be like tomorrow?”, “How
do we design an airplane to use as little fuel as possible?” by expressing the questions as
the unknowns in equations relating derivatives and integrals of the unknown functions.
However, as John von Neumann said [124] “Truth (...) is much too complicated to
allow anything but approximations”; nature is complex and various diﬀerent processes
inﬂuence each other, so that it is impossible to include all of them in a particular model.
Simpliﬁcations need to be made and certain eﬀects have to be neglected in the course of
modeling. Often the resulting systems of PDEs are still far too complicated to be solved by
hand and only for a relatively small class of PDEs can we ﬁnd explicit formulae, expressing
their solutions in terms of the data. Thus, further approximations are required, the PDE
has to be discretized. This means that the diﬀerential equation, the continuous problem,
is cast into a ﬁnite system of algebraic equations with a ﬁnite number of unknowns, the
discrete problem, which then can be implemented and solved using a computer.
In this process of approximation, there are several sources of error:
(i) The models are based on empirical observations and experiments and are therefore
subject to measurement errors. Inaccurate measurements of physical parameters
can aﬀect the models derived based on them.
(ii) When formulating a model, many physical eﬀects have to be neglected in order to
keep the model comprehensible. How does one decide on whether a certain eﬀect
is not relevant and can be disregarded? Or why is another one important enough
to be included in the model? Modeling errors could be made.
(iii) By approximating the solution to the PDE numerically, we make a discretization
error. Can we be sure the ﬁnite-dimensional output our numerical method pro-
vides is an accurate approximation to the function which is the actual solution of
the PDE?
Numerical analysts are typically concerned with the third issue. Their task is to develop
eﬃcient and reliable numerical algorithms that can be implemented on a computer to
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generate good approximations to the true solution. Then the algorithms can be used to
test the hypotheses made in the modeling step.
To comply with this task, the discretization schemes have to be designed so that they
satisfy certain mathematical properties which guarantee that the simulations are accurate
and that the approximations are close to the actual solution of the PDE. In mathematical
terms, we speak about stability, convergence of the method, and error estimates, which
quantify how close the approximations are to the solution.
If the equations are nonlinear, which is the case in many applications, ensuring that the
discretizations satisfy these properties is more involved. Solutions to such equations often
exhibit complex structures. They develop shock waves, rapid oscillations, and blow-ups.
For this reason, they are not diﬀerentiable in the classical sense, and weaker, more general
notions of diﬀerentiability and solution need to be deﬁned. This complicates the task of de-
vising stable but still eﬃcient numerical schemes. In addition, establishing convergence of
the sequence of approximations to the solution and quantifying the error in the approxima-
tions becomes more elaborate due to the lack of diﬀerentiability of solutions. Fortunately,
the explicit nonlinear structure often provides extra information that facilitates proving
convergence to the solution. The goal is therefore to construct numerical methods which
preserve a discrete version of these special structures.
In this thesis, we design and analyze such discretizations for various applications.
Speciﬁcally, we construct fully-discrete ﬁnite diﬀerence schemes for two-phase ﬂow in
porous media; a mathematical model for tumor growth; and the wave map equation into
the sphere. We prove that the approximations deﬁned by the numerical schemes converge
to the solutions of the respective PDEs, and hence know that we have control over the dis-
cretization error, we can make it arbitrarily small by increasing the computational eﬀort.
We test the performance of the schemes in numerical experiments and discuss their ability
to capture physical properties of the phenomena they attempt to model. The applications
are all related to wave and transport phenomena in ﬂuids, but the nonlinearities manifest
themselves in diﬀerent ways: In Paper 1, the constraint that the solution map takes values
in the sphere causes a quadratic nonlinearity in the gradient and in the numerical experi-
ments we observe blow-ups of the gradient while the solution itself stays bounded thanks
to the constraint. In Paper 2, the nonlinearity comes from the velocity in the transport
equation and we have to deal with oscillatory, unbounded solutions. In Article 3, we have
again a nonlinearity in the transport velocity and additionally a nonlinear source term.
The solutions to that system of PDEs are bounded but develop sharp gradients.
The fourth paper of the thesis is more closely related to the ﬁrst two error sources, the
measurement and modeling errors: We represent the data and modeling uncertainty as
random parameters in the equations and compute approximations to the resulting random
hyperbolic conservation law using a combination of front tracking and multilevel Monte
Carlo methods to deal with the randomness. Front tracking has been used successfully
as a numerical method to approximate hyperbolic conservation laws, and error estimates
are available [73]. Thus the discretization error can be controlled. Similarly, multilevel
Monte Carlo methods [55] have been widely used for the simulation of stochastic PDEs.
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Combining the two, we derive error estimates in terms of the moments of the solution to
the random hyperbolic conservation law.
Since the applications as well as the challenges faced due to the nonlinearities in the
equations diﬀer from paper to paper, we describe in the following the results of each of
them separately.
1. Summary: A New Angular Momentum Method for Computing Wave
Maps into Spheres
This paper is a joint work with Trygve K. Karper and was published in SIAM Journal
of Numerical Analysis, 2014 [79].
1.1. Background. Wave maps can be motivated in two ways: On the one hand, they
can be seen as a generalization of the wave equation in Euclidean space to a wave equation
taking values on a manifold. On the other hand, they can be considered as harmonic maps
on Lorentzian manifolds [118]. Let us start by explaining the ﬁrst approach. The wave
equation
utt = Δu, (t, x) ∈ R+ × Ω,
where Ω ⊂ Rn, is a model to describe the motion of an n-dimensional surface in an
ambient Euclidean space. The one-dimensional linear wave equation was ﬁrst formulated by
d’Alembert in 1746 [112], when he was studying the vibration of strings like, for example,
those used for musical instruments. As the name “wave equation” indicates, the linear
wave equation and related equations describe the motion of waves occuring in physics,
such as water waves, sound, electromagnetic and light waves. One can then think of the
wave map equation as describing the motion of an n-dimensional object or wave front on
a manifold. Alternatively, let us have a look at the Laplace equation
−Δu = 0, x ∈ Ω.
Its solutions, called harmonic functions, can be thought of as critical points of the La-
grangian
Le(u) = 1
2
∫
Ω
|∇xu|2dx.
If we now replace Rn by a general Riemannian manifold M and consider functions u : Ω →
M taking values in M , then its derivatives are elements of the tangent space TuM of M
and we can study critical points of the energy
(1.1) LeM(u) =
1
2
∫
Ω
|∇xu|2g dx,
where |∇xu|2g = 〈∇xu,∇xu〉g and 〈·, ·〉g denotes the inner product induced by the metric
g on the manifold M . Solutions to the corresponding Euler-Lagrange equation are called
harmonic maps and have been studied extensively [65, 66]. Instead of minimizing the
energy (1.1), we can form the action functional
LhM(u) =
1
2
∫ ∞
0
∫
Ω
(−|∂tu|2g + |∇xu|2g) dxdt,
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and compute its Euler-Lagrange equation,
(1.2) ∇Mt ∂tu =
n∑
i=1
∇Mxi ∂xiu, (t, x) ∈ R+ × Ω,
where ∇Mt,xi are the covariant derivatives. Solutions to this equation are called wave maps.
The two terms in the Lagrangian LhM can be interpreted as the diﬀerence between potential
and kinetic energy. On a formal level, the two types of energy stay in balance since the
total energy
E(t) := 1
2
∫
Ω
|∂tu(t, ·)|2g + |∇xu(t, ·)|2g dx,
stays constant in time, as it is the case for the linear wave equation on Euclidean space.
Moreover, as their linear version, wave maps have a ﬁnite speed of propagation property.
However, even though equation (1.2) looks harmless at ﬁrst sight, its solution can develop
singularities due to the nonlinearity which is hidden in the covariant derivatives. If the
target manifold M is the sphere embedded in Euclidean space, we can rewrite equation
(1.2) as
(1.3) utt −Δu =
(|∇u|2 − |ut|2)u, |u| = 1,
which is the equation which we study in our paper in the case of the sphere embedded in
R3. In this formulation, the nonlinearity in the ﬁrst order derivatives is obvious. Wave
maps have been studied extensively by Struwe and Shatah [111], Tataru [119, 118],
Tao [115, 116], Krieger and Schlag [82], and others. However, there are still major gaps
in the understanding of this type of equation, for example uniqueness of weak solutions is
still an issue [114, 127].
The wave map equation can be seen as a simpliﬁed model for Einstein equations of
general relativity and is related to the Yang-Mills equations, [117].
1.2. Summary of results. In our paper, we develop a ﬁnite diﬀerence method based
on a reformulation of (1.3). Speciﬁcally, we introduce the angular momentum w := ut × u
and rewrite (1.3) in terms of w as a system of two equations:
ut = u× w,
wt = Δu× u.(1.4)
In this formulation, the constraint |u| = 1 is inherent and hence there is no need for a
Lagrange multiplier. This can be seen by taking the inner product of the ﬁrst equation
with u. For the time discretization, we use the midpoint rule,
Dtu
m = um+1/2 × wm+1/2,
Dtw
m = Δum+1/2 × um+1/2.(1.5)
This time integration satisﬁes |um+1| = |um| and at the same time conserves the energy,
that is, ∫
Ω
|wm+1|2 + |∇um+1|2 dx =
∫
Ω
|wm|2 + |∇um|2 dx.
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To discretize in space, we use a standard discretization of the Laplace operator on a rectan-
gular grid. Since (1.5) is nonlinear and implicit, we use a ﬁxed point solver to approximate
its solution. We show that the ﬁxed point solver converges under a linear CFL-condition
on the time step Δt ≤ Ch with respect to the spatial grid width h and ﬁnally prove that
approximations computed with the method (1.5) converge to weak solutions of the wave
map equation (1.3).
1.2.1. Related equations and methods. Writing the wave map equation in the form (1.4),
one can see that it is related to the Landau-Lifshitz-Gilbert (LLG) equation
Mt = αM ×Heﬀ + βM × (M ×Heﬀ),
which is used in micromagnetics to model the eﬀects of a magnetic ﬁeld on a ferromagnetic
material. The LLG equation predicts the rotation of the magnetization M in response to
torques in a ferromagnet. The magnitude of M is equal to the saturation magnetization
Ms at each point. The eﬀective ﬁeld Heﬀ is given as Heﬀ = − δEδM , where E is the free
energy,
Heﬀ = κΔM + F (M).
Here κ is constant, and F (M) are lower order terms [18]. Numerical methods for this
model were developed by Krishnaprasad and Tan [83], and Bartels and Prohl [11]. Other
related equations occur in rigid body systems, as for example the one investigated by
Austin, Krishnaprasad and Wang [4].
1.3. Future research directions and open questions. Our original motivation
to consider wave map equations stems from the study of liquid crystal ﬂows. These are
materials which exhibit intermediate states between the liquid and the solid phase. They
typically consist of elongated molecules that tend to align along a preferred axis. In the
so-called Oseen-Frank model [50], this main orientation of the molecules is described by the
director ﬁeld u(x) : Ω → S2 and their tendency to align along the same axis is characterized
by the Oseen-Frank elastic energy [113],
WOF =
1
2
(
k1(div u)
2 + k2(u · (curl u))2 + k3(u× (curl u))2
)
,
where k1, k2, and k3 are material constants. If one assumes that the ﬂow velocity is zero
and that inertial eﬀects dominate viscosity, the dynamics of the liquid crystal director
u can be described by the Euler-Lagrange equations corresponding to the least action
principle [110],
L(u) =
∫ ∞
0
∫
Ω
1
2
|ut|2 −WOF (u,∇u) dx dt.
The wave map equation corresponds to the special case when k1 = k2 = k3 = 1, the one-
constant approximation. The ﬁnite diﬀerence method developed in our paper could easily
be extended to a stable energy and constraint preserving method for more general coeﬃ-
cients k1, k2, and k3, however, proving convergence to a weak solution of the corresponding
Euler-Lagrange equation could turn out to be very challenging. Another interesting project
would be to extend the angular momentum method to a system of liquid crystal director
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coupled to an external electric ﬁeld or to the ﬂow of the surrounding ﬂuid and prove con-
vergence of the resulting method to a weak solution of the system; and ﬁnally to extend it
to the full Ericksen-Leslie equations.
Alternatively, one could try to extend the method to a liquid crystal model with variable
degree of orientation, like the one investigated by Calderer et al. in [22].
2. Summary: Analysis and Numerical Approximation of Brinkman
Regularization of Two-Phase Flows in Porous Media
This paper is a joint work with Giuseppe M. Coclite, Siddhartha Mishra and Nils
Henrik Risebro and was published in Computational Geosciences, 2014 [31].
2.1. Background. In this paper, we investigate a model for two-phase ﬂow in porous
media. The modeling of such subsurface ﬂow phenomena is important for many appli-
cations, in particular for the simulation of petroleum reservoirs. Roughly speaking, a
petroleum reservoir is a permeable porous rock containing hydrocarbons. These sediments
settled circa 10 million years ago, got buried and compressed and during these millions of
years evolved into the form they have nowadays. Oil and petroleum gas constitute impor-
tant sources of energy for our society, and for this reason we are interested in extracting
the oil from beneath the surface.
Initially, the reservoir may be under enough pressure to push the hydrocarbons to
the surface. But as the pressure declines, water or gas has to be injected to maintain
the pressure and push more oil to the surface, this is the so-called secondary recovery and
constitutes a typical example of two- or multi-phase ﬂow in porous media. Since one would
like to predict relative ﬂow rates and directions in which the ﬂuids ﬂow under the surface in
order to maximize the oil production, the simulation of reservoirs using computer models
becomes crucial.
2.2. Summary of results. We consider a simple model of two-phase ﬂow which
consists of a transport equation coupled with the Brinkman regularization of Darcy’s law:
(2.1)
∂ts+ divx (vw) = 0,
−μΔxvw + vw = −f(s)λT (s)∇xp,
−divx (λT (s)∇xp) = 0.
We deﬁne a suitable notion of weak solution and prove existence of it via a vanishing
viscosity approximation and via a numerical approximation by a ﬁnite diﬀerence scheme.
The scheme’s robustness for a ﬁxed parameter μ > 0 in the Brinkman regularization is
demonstrated in a couple of experiments and then the limit as μ → 0 is investigated
numerically using the same scheme. Formally setting μ = 0, we would recover Darcy’s
law in (2.1). However, our stability estimates on the saturation and the velocity blow up
as μ → 0 and at the same time, the numerical approximation becomes very oscillatory
and the saturation attains nonphysical values. This indicates that the solutions of the
Brinkman regularization (2.1) might not converge to solutions of Darcy’s law as μ → 0. A
complementary analysis in one space dimension further consolidates this conjecture.
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2.3. Future research directions and open questions. In the one-dimensional
case, we were able to prove uniqueness of (classical) solutions, in the multi-dimensional
case, this is still an open issue. Proving this could be a preliminary step to a stability
result with respect to the parameter μ. Another interesting problem might be to set the
viscosity parameter ε in the vanishing viscosity approximation and the parameter μ in
the Brinkman law in relation, try to pass to the limit in both of them at the same time,
and investigate traveling wave solutions depending on the two parameters. This is harder
than ﬁnding traveling waves for system (5.1) (in the article, where ε = 0), as the resulting
system of ODEs will consist of three equations. In our paper, we made the assumption
that the capillary pressure is zero. The inclusion of it into the model and an analysis of
the resulting eﬀects could be another topic for further investigation.
3. Summary: A Convergent Explicit Finite Diﬀerence Scheme for a
Mechanical Model for Tumor Growth
This paper is a joint work with Konstantina Trivisa.
3.1. Background. In recent years, there has been an increasing interest in the math-
ematical modeling and numerical simulation of tumor growth to complement experimental
and clinical studies and thereby improve the understanding of cancer development. Nowa-
days, a large number of models describing cell multiplication in a tissue is available. They
can essentially be divided into two subgroups: Individual cell (agent)-based models, see for
example [42], and continuum models which can be used for the description of large scale
solid tumors. In the individual cell-based models the basic unit is the cell, whereas the
continuum models either describe the dynamics of the cell population density [21] or the
geometric motion of the tumor through a free boundary value problem, see [33, 35, 34, 52].
For a comparison of the two theoretical approaches, we refer to [20].
A ﬁrst class of models for the growth of solid tumors was developed by Greenspan [62,
61]. They are based on the assumption that in a ﬁrst stage, when the tumor is still small,
the growth rate of the population is exponential since in this stage every cell receives
enough nutrients (oxygen and glucose) due to diﬀusion (avascular growth). As the number
of cells increases, the nutrient concentration decreases in the center of the tumor and when
it falls below the critical level to sustain cell life, a necrotic core develops. This happens
when the size of the tumor reaches approximately 1mm. The tumor then secretes diﬀusible
substances, so-called tumor angiogenesis factors (TAF) into the surrounding tissue which
trigger the development of neovasculatures to supply the tumor with enough nutrients
(vascular growth phase) [24].
This motivated the development of a new generation of models where the growth is
limited by the competition for space [19]. Such descriptions are based on mechanical
concepts, considering the tissue as a multi-phase ﬂuid. The phases can for example be
water, healthy and tumor cells, extra-cellular matrix etc. Using such a description, the
ability of the tumor to expand into a host tissue is primarily driven by the cell division rate
which depends on the local cell density and the mechanical pressure in the tumor. As soon
as the pressure reaches a critical level, termed homeostatic pressure, cell mulitplication is
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prevented due to contact inhibition. In mathematical terms, this can be described using a
transport equation with a source term
(3.1) ∂tn− div(nu) = nG(p),
where n represents the number density of tumor cells, u the velocity ﬁeld and p the
pressure of the tumor. The term nG(p) on the right hand side expresses the growth of the
cell culture in relation to the pressure. Following [20, 108], we assume that G is of the
form
(3.2) G ∈ C1(R), G′(·) ≤ −β < 0, G(PM) = 0 for some PM > 0.
PM is the homeostatic pressure, the critical threshold at which the cell division is stopped
by contact inhibition. It is related to the compression a cell can experience [20]. Here, we
assume that the pressure is an increasing function of the cell density n, speciﬁcally, we will
assume
(3.3) p(n) = anγ,
where γ ≥ 2. Due to proliferation and removal of cells, there is a continuous motion within
the tumor represented by a velocity ﬁeld u. We make the assumption that this velocity is
given as a potential u = ∇W , where W is the solution to Brinkman’s equation
(3.4) p = −μΔW +W
for a viscosity coeﬃcient μ > 0. If viscosity is neglected, that is μ = 0, we recover Darcy’s
law and (3.1) can be rewritten as the porous media equation with a source term. A
detailed analysis of that equation can be found in the monograph [123]. In that case, only
the friction of the tumor cells with the surrounding extra-cellular matrix is considered. The
viscosity term μΔW is therefore a way to take the friction between the cells themselves
into account, considered as a Newtonian ﬂuid [107].
3.2. Summary of results. In our paper we are concerned with the numerical ap-
proximation of the system (3.1)-(3.4) on a bounded domain Ω. We deﬁne a suitable notion
of weak solutions to the system of equations and show existence of such solutions via a
vanishing viscosity approximation and via the approximation by a ﬁnite diﬀerence scheme.
In order to establish compactness of the approximating sequences, we prove some a priori
estimates that give us uniform boundedness of the cell density n and H2(Ω)-regularity
for the potential W . In order to prove strong convergence of the cell density n, we use
a monotonicity property of the source term nG(p) which we combine with a compen-
sated compactness argument for the pressure. We present a few numerical examples to
demonstrate the performance of the diﬀerence scheme.
3.2.1. Related work. Related work on the mathematical analysis of mechanical models
of Hele-Shaw-type have been presented by Perthame et al. [104, 105, 106, 107]. The
analysis in [106] establishes the existence of traveling wave solutions of the Hele-Shaw
model of tumor growth with nutrient and presents numerical observations in two space
dimensions. In [105, 107], the limit γ → ∞ in the pressure law (3.3) is investigated,
however, no rigorous proof of existence of solutions to (3.1)-(3.4) is given. The present
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article is according to our knowledge the ﬁrst article presenting rigorous results on the
global existence of weak solutions to (3.1)-(3.4).
A diﬀerent approach yielding results on the global existence of weak solutions to a
nonlinear model for tumor growth in a general moving domain Ωt ⊂ R3 without any
symmetry assumption and for ﬁnite large initial data is presented in [41].
Relevant results on nonlinear models for tumor growth governed by the Darcy’s law
for the evolution of the velocity ﬁeld are presented by Zhao [128] based on the framework
introduced by Friedman et al. [51, 26]. The analysis in [51, 26] yields existence and
uniqueness of solution to a related model in the radial symmetric case for a small time
interval [0, T ]. The analysis in [128] treats a parabolic-hyperbolic free boundary problem
and provides a unique global solution in the radially symmetric case.
3.3. Future research directions and open questions. As a next step, we would
like to show uniqueness of solutions to (3.1)-(3.4). Furthermore, we are planning to ex-
tend the diﬀerence scheme discussed in our paper to more realistic models which include
the eﬀects of nutrients, e.g. [105], and drugs; and to more general boundary conditions.
Another interesting project would be the design of a numerical method for a model with
moving domain, as for example the one in [41].
In our article there was a discrepancy concerning the regularity of the continuous poten-
tials Wε of the vanishing viscosity approximation and the discrete potentials Wh obtained
via the numerical approximation: Whereas we could show that Wε ∈ L∞([0, T ],W 2,p(Ω)),
for any 1 ≤ p < ∞ using Caldero´n-Zygmund inequality, we were only able to show that
Wh,∇hWh,∇2hWh ∈ L∞([0, T ];L2(Ω)) which corresponds to H2(Ω)-regularity in the con-
tinuous case. Improving this regularity result (maybe via a discrete version of the Caldero´n-
Zygmund inequality) would be nice as it would improve the time step restriction for the
numerical scheme to a linear condition.
3.4. Comparison of the models in Papers 2 and 3. At ﬁrst sight, the models
analyzed in Articles 2 and 3 look very similar: Both consist of a transport equation where
the velocity is given by Brinkman’s law. Nevertheless, the estimates which we obtain for
the saturation s and the tumor cell density n diﬀer: In [31], we show that the saturation
s ∈ H1([0, T ];H1(Ω)), but with estimates depending on the parameter μ in Brinkman’s
law, whereas for the tumor cell density n we can only show L∞((0, T )×Ω) bounds (however,
uniform in μ) and we need to use compensated compactness arguments to conclude strong
convergence of the approximating sequences. The oscillations observed in the numerical
experiments of Paper 2 indicate that the saturation is not uniformly bounded in L∞, while
on the other hand the sharp fronts in the experiments in Paper 3 indicate that the cell
density nmight not have higher order regularity. The diﬀerence in behavior could be caused
by the diﬀerent pressure laws: Whereas in (2.1), the pressure is given as a solution of an
elliptic equation, the pressure law in the model (3.1)-(3.4) is given as a power law of the
density, (3.3). In addition, in model (2.1), the divergence term in the transport equation for
the saturation s is the solution of Brinkman’s equation, while in (3.1) the divergence term
is the product of the cell density n with the velocity u given as the solution of Brinkman’s
equation (which helps us in obtaining the uniform L∞-bound).
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4. Summary: Mulitlevel Monte Carlo Front Tracking for Random Scalar
Conservation Laws
This paper is a joint work with Nils Henrik Risebro and Christoph Schwab and was
published in BIT Numerical Mathematics, 2015 [109].
4.1. Motivation. Many complex physical problems can be modeled by ﬁrst order
hyperbolic systems of conservation or balance laws. These can be written in the generic
form
(4.1)
Ut +
n∑
j=1
∂
∂xj
(Fj(U)) = 0 x = (x1, . . . , xn) ∈ Rn, t > 0,
U(x, 0) = U0(x), x ∈ Rn,
where U : Rn → Rm is the vector of unknowns and Fj : Rm → Rm is the ﬂux vector for
the j-th direction with m being a positive integer.
This type of partial diﬀerential equation is ubiquitous; the shallow water equations of
hydrology, the Euler equations for inviscid, compressible ﬂow and the magnetohydrody-
namic (MHD) equations of plasma physics, see for example [37, 58], fall into this category,
to mention a few. In our article we focus on the scalar case m = 1 in (4.1), which is termed
scalar conservation law (SCL).
Even though solutions to hyperbolic conservation laws develop discontinuities (shock
waves and contact discontinuities) in ﬁnite time, yet when the initial data is smooth, and
are therefore not diﬀerentiable in the classical sense, the theory of scalar conservation
laws is well-studied [37, 58]. A weak notion of solutions, in which (4.1) is interpreted in
the distributional sense, has been introduced, and the framework of entropy solutions, in
which equation (4.1) is augmented with additional entropy conditions, has been developed
to establish uniqueness of solutions in the space of integrable functions L1(Rn) [85].
Furthermore, numerical methods to approximate entropy solutions of systems of con-
servation laws such as (4.1) have undergone extensive developement and nowadays, a large
selection of eﬃcient and stable numerical schemes are available, see for example [48, 58,
59, 91] and the references therein.
However, this classical paradigm for devising eﬃcient numerical methods assumes that
the input data, here the initial condition U0 and the ﬂux function Fj, are known exactly.
In many situations of practical interest, this is in fact not the case. These data are obtained
conducting empirical experiments and measurements of physical parameters and are thus
subject to modeling uncertainty and measurement errors. The real question is then: How
accurate are our results?
Thus we would like to quantify, how much errors and uncertainty in the input data
will aﬀect the solution of (4.1). In order to answer this question in a proper mathematical
framework, we allow for random data, speciﬁcally, we replace the deterministic initial data
U0 and the ﬂux function Fj by random ﬁelds taking values in a function space. We are
now dealing with a random conservation law where the unknown U is a random ﬁeld. The
numerical approximation of the solution U then occurs on two levels: As before, we need
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to discretize the physical domain, but now, we need to approximate in addition in the
stochastic space.
4.2. Summary of results. In our paper we combine a mulitlevel Monte Carlo (MLMC)
method for the approximation in the stochastic space with a front tracking method for the
physical space. Our work is based on [97] where the problem of random initial data was
considered and the existence and uniqueness of a random entropy solution was shown, and
a convergence analysis for multilevel Monte Carlo ﬁnite volume discretizations was given.
We generalize this wellposedness result to allow for random ﬂux functions. In order to
achieve this, we use the concepts of strongly measurable functions and Lebesgue-Bochner
spaces [122] to deal with the nonseparability of the spaces of Lipschitz functions and func-
tions of bounded variation which are the natural spaces for the ﬂux function and the initial
condition to obtain wellposedness. The use of the front tracking method [73] for the ap-
proximation in the physical space improves in one space dimension the convergence rate
of the MLMC front tracking method versus discretization parameter and versus work, in
comparison to the MLMC ﬁnite volume method from [97]. In several space dimension,
the asymptotic order of the convergence rate of the method is the same as the one for the
MLMC ﬁnite volume method, but in contrast to that one, there is no CFL-restriction on
the time step in the front tracking algorithm.
4.3. Future research directions. It might be interesting to extend and apply the
method to conservation laws with spatially dependent ﬂux functions, where for example
the ﬂux function contains a coeﬃcient which is dependent on the material properties. This
coeﬃcient could be modeled as a random ﬁeld and stability of the equation with respect
to its perturbations could be investigated.
5. Perspectives
We have examined numerical methods for four diﬀerent nonlinear problems which re-
quired a broad spectrum of techniques to prove convergence of the methods to the solutions
of the respective PDEs.
In the ﬁrst paper, it was essential to ensure that the approximations preserve the
unit length constraint and a discrete version of the energy to establish convergence of the
approximating sequences. The resulting method turned out to be implicit whereas the
schemes developed in the other papers are explicit. An iterative solver was needed in
practice to solve the discretized system of equations, but the method remained eﬃcient
thanks to a linear time step restriction.
In the second article, a Brinkman modiﬁcation of Darcy’s law enabled us to prove more
regularity on the solution and by mimicking the corresponding estimates in the discrete
setting, we were able to prove convergence of the approximations to the solution of the
system of equations.
In the third paper, the velocity in the transport equation is again determined by
Brinkman’s law. In contrast to the solutions of the equations in Article 2, the solutions to
the here considered system of equations are uniformly bounded but develop sharp fronts.
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To prove convergence of the approximations, we used a compensated compactness argu-
ment for the convergence of the pressure combined with a monotonicity argument for the
source term in the transport equation. A discretized version of this proof yielded conver-
gence of the ﬁnite diﬀerence scheme.
Whereas the ﬁrst three papers of the thesis are mainly related to controlling the dis-
cretization error, the focus was on the measurement and modeling errors in the fourth
paper. Front tracking and mulitlevel Monte Carlo methods, which we used for the dis-
cretization of the physical and stochastic space respectively, are both well-known and
precise error estimates with respect to the discretization parameters are available. We
were therefore in a position to investigate how measurement and modeling errors aﬀect the
solutions.
We hope that the developed schemes and techniques can be applied to other related
problems in the future. The problems discussed in the ﬁrst three papers could for example
be put in the stochastic setting of the fourth paper to gain more insight into the measure-
ment and modeling errors made when deriving the equations, by combining the constructed
numerical schemes with the multilevel Monte Carlo method from the fourth paper or with
another stochastic method. This way, we might be able to improve the models to make
better predictions about the phenomena they seek to describe.
PAPER 1
A New Angular Momentum Method for Computing Wave Maps
into Spheres
Joint work with Trygve K. Karper
Abstract. In this paper, we present and analyze a new ﬁnite diﬀerence method for
computing three dimensional wave maps into spheres. By introducing the angular
momentum as an auxiliary variable, we recast the governing equation as a ﬁrst order
system. For this new system, we propose a discretization that conserves both the
energy and the length constraint. The new method is also fast requiring only N logN
operations at each time step. Our main result is that the method converges to a weak
solution as discretization parameters go to zero. The paper is concluded by numerical
experiments demonstrating convergence of the method and its ability to predict ﬁnite
time blow-up.
1. Introduction
The purpose of this paper is to develop a new numerical method for computing wave
maps. By wave maps, we here mean vectors d = [d1, d2, d3]
T satisfying the following
constrained wave equation:
dtt −Δd = γd, |d| = 1, in (0,∞)× Ω.(1.1)
Here, Ω ⊂ Rn, n = 2, 3, is either assumed to be the unit box Ω = [0, 1]n or it is assumed
that Ω = Tn, where Tn is the n-dimensional torus. In the ﬁrst case, (1.1) is augmented
with homogenous Neumann boundary conditions.
The γ appearing in (1.1) is a Lagrange multiplier enforcing the constraint |d| = 1. In
particular, by dotting (1.1) with d and using that |d| = 1, one ﬁnds that
γ = |∇d|2 − |dt|2.
Thus, (1.1) is in this sense highly nonlinear which in turn obscures the task of developing
conservative numerical methods. Moreover, in three spatial dimensions, it is known that
solutions of (1.1) may blow-up [111]. Speciﬁcally, there is initial data for which the gradient
∇d develops singularities in ﬁnite time. Thus, solutions of the wave map equation are not
smooth. We will return to the issue of blow-up in the numerical section (Section 5).
The literature on numerical methods for (1.1) seems to be conﬁned to a handful of
results. In the papers [7, 9, 8], the authors develops convergent splitting and relaxation
methods. With these methods, (1.1) is either solved iteratively, using one evolution step
and one projection step onto the sphere, or the constraint |d| = 1 is relaxed altogether. In
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the paper [10], the wave map equation (1.1) is computed using an approximate Lagrange
multiplier γh. The approximate γh is then designed such that the constraint |d| = 1 holds.
This leads to a γh which depend nonlinearly and implicitly on the unknown dh.
The method we will develop in this paper diﬀers signiﬁcantly from the previous meth-
ods. It is more related to the constraint preserving methods [12, 11] for computing heat
maps into spheres. The key observation allowing us to deduce an energy and constraint
preserving method is a new formulation of (1.1). Speciﬁcally, by introducing the angular
momentum:
w = dt × d,
the wave map equation (1.1) can be recast in the form
dt = d× w,(1.2)
wt = Δd× d.(1.3)
In this formulation, the constraint |d| = 1 is inherent and hence there is no need for the
Lagrange multiplier γ. Constraint preserving time integration for this system is easily
derived. Here, we will use the ﬁrst order integration:
dm+1 − dm
Δt
= dm+1/2 × wm+1/2,
wm+1 − wm
Δt
= Δdm+1/2 × dm+1/2,
(1.4)
where dm+1/2 = 1
2
(dm + dm+1) and similarly wm+1/2 = 1
2
(wm + wm+1). This integration
method satisﬁes |dm+1| = |dm|. Moreover, by dotting the second equation with wm+1/2 and
adding the ﬁrst equation dotted with Δdm+1/2, one obtains∫
Ω
|wm+1|2 + |∇dm+1|2 dx =
∫
Ω
|wm|2 + |∇dm|2 dx,
and hence the method also conserves the energy. To discretize (1.4) in space, we will use
a standard central diﬀerence approximation of the Laplace operator on a regular grid.
The only potential downside of using the discretization (1.4) is that it is nonlinear and
implicit and hence requires implementing a ﬁxed point solver. Moreover, this ﬁxed point
solver should be such that at least the length constraint is conserved at every iteration. In
Section 4, we will give the details on how such a solver may be constructed and prove that
a ﬁxed point may be computed (up to any tolerance in energy norm) using only N logN
operations, where N is the number of degrees of freedom of d. In practice, ﬁnding a solution
with tolerance N−2 requires only around 5 − 10 iterations depending on the regularity of
the underlying solution, but not on N . Note that there is not much point in decreasing
the tolerance beyond N−2 as the discretization error of (1.4) will then dominate the error.
Our main theoretical result in this paper is that the new angular momentum method
converges to a weak solution as discretization parameters go to zero. The proof of this fact
will follow directly using energy arguments together with the observation that
d×Δd = − div (∇d× d) .
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The remaining parts of this paper are structured as follows: In the upcoming section,
we will properly deﬁne the new method and prove some basic properties. Then, in Section
3, we will prove that the method converges to a weak solution as discretization parameters
go to zero. In Section 4, we will provide a way to compute the needed ﬁxed point through
an iterative procedure and prove that a ﬁxed point may be obtained using only N logN
operations. In Section 5, the paper is concluded by a series of numerical experiments
illuminating some of the properties of the new method.
2. The angular momentum method
Given a number of degrees of freedom N , we set M = N
1
n , where n = 2, 3 is the
spatial dimension, and assume that M is an integer. In the following, we will use n = 3,
the modiﬁcations needed for the two-dimensional case are straight forward. Next, we let
h = 1/M and set the time step Δt = κh, where κ is some constant. The domain Ω is then
discretized in terms of the N points
xi,j,k = (ih, jh, kh), i, j, k = 0, . . . ,M.
To simplify notation, we introduce the multiindex i ∈ IN := {0, . . . ,M}n such that we can
write
xi = xi,j,k.
We will approximate d at these points. Speciﬁcally,
dmi ≈ d(mΔt, xi).
Next, let e1 := (1, 0, 0), e2 := (0, 1, 0), and e3 := (0, 0, 1). Using these vectors, we then
deﬁne the forward and backward diﬀerence operators
D+j di =
di+ej − di
h
, D−j di = D
+
j di−ej ,
respectively, for j = 1, 2, 3, and i ∈ IN . The standard central Laplace discretization is
then deﬁned as
Δhdi =
3∑
j=1
D+j D
−
j di.
If we introduce the backward gradient∇h = [D−1 , D−2 , D−3 ]T and forward divergence divh v =
D+1 v
(1) +D+2 v
(2) +D+3 v
(3), we have the identity
divh∇h = Δh,
which will be convenient in the upcoming analysis.
For the time discretization, we will use the notation
dm+1/2 :=
dm + dm+1
2
, Dtd
m =
dm+1 − dm
Δt
.
To approximate the initial conditions, we shall use the operator
Π[f ]i =
1
(h)3
∫ (i+0.5)h
(i−0.5)h
∫ (j+0.5)h
(j−0.5)h
∫ (k+0.5)h
(k−0.5)h
f(y) dy.
16 1. AN ANGULAR MOMENTUM METHOD FOR WAVE MAPS
We are now ready to state the new method.
Definition 2.1. Given initial data d0 ∈ H1(Ω), d0t ∈ L2(Ω), let
(d0i , w
0
i ) =
(
Π[d0]i,Π[d
0
t ]i × d0i
)
, ∀i.
Determine sequentially,
dmi , w
m
i , ∀i ∈ IN , m = 1, . . . ,
by solving the nonlinear system
Dtd
m
i = d
m+1/2
i × wm+1/2i ,(2.1)
Dtw
m
i = Δhd
m+1/2
i × dm+1/2i .(2.2)
We will now prove some fundamental properties of the new method. To this end, it
will be convenient to extend the numerical solution to all of Ω. For this purpose, we shall
use the piecewise constant extension:
dmh (x) = d
m
i , x ∈ Ei,
wmh (x) = w
m
i , x ∈ Ei,
(2.3)
where Ei = [(i − 1/2)h, (i + 1/2)h) × [(j − 1/2)h, (j + 1/2)h) × [(k − 1/2)h, (k + 1/2)h),
i = (i, j, k) ∈ IN . Observe that the numerical method can then be written
Dtd
m
h = d
m+1/2
h × wm+1/2h ,(2.4)
Dtw
m
h = Δhd
m+1/2
h × dm+1/2h ,(2.5)
where Δh is derived in the obvious way.
Lemma 2.2. There exists a unique numerical solution to the method posed in Deﬁnition
2.1. Moreover, the length is preserved
(2.6) |dmi | = |d0i | = 1, ∀i, m = 0, . . . ,
and the energy is preserved
(2.7) Em = E0, m = 1, . . . ,
where the energy is deﬁned as
(2.8) Em =
1
2
∫
Ω
|∇hdmh |2 + |wmh |2 dx.
Proof. The existence of a unique solution will be proved through a constructive iter-
ation in Section 4. The proof can be found in Corollary 4.9.
That the length is conserved, (2.6), follows immediately from (2.1). Indeed, dotting
with d
m+1/2
h yields
Dtd
m
h · dm+1/2h = 0.
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Finally, to prove (2.7), we calculate
DtEm =
∫
Ω
wm+1/2 ·Dtwm −Δhdm+1/2 ·Dtdm dx
=
∫
Ω
(
Δhd
m+1/2 × dm+1/2) · wm+1/2 dx
−
∫
Ω
(
dm+1/2 × wm+1/2) ·Δhdm+1/2 dx = 0.
This concludes the proof. 
3. The method converges
In this section, we will prove that the approximation computed by our numerical method
converges to a weak solution of (1.1) as discretization parameters go to zero. But, before
we embark on this task, let us ﬁrst recall the notion of weak solutions associated with (1.1).
3.1. Weak formulation. Due to the presence of the Lagrange multiplier γ, weak
solutions are standardly deﬁned using the angular momentum w. Speciﬁcally, since γ =
|∇d|2 − |dt|2 the energy only provides an L1 bound on γ. For this reason, the weak formu-
lation of (1.1) is often posed using (1.3) and the following integration by parts formula:
Lemma 3.1. For all suﬃciently smooth functions (d, φ), there holds∫
Ω
(d×Δd)φ dx =
∫
Ω
(∇d× d) : ∇φ dx.
Proof. To derive the identity, we calculate
d×Δd =
⎛⎝d2Δd3 − d3Δd2d3Δd1 − d1Δd3
d1Δd2 − d2Δd1
⎞⎠ = div
⎛⎝∇d3 · d2 −∇d2 · d3∇d1 · d3 −∇d3 · d1
∇d2 · d1 −∇d1 · d2
⎞⎠
= − div (∇d× d) .
(3.1)
Multiplying with φ and integrating over the domain concludes the proof. 
Remark 3.2. A discrete version of (3.1) can be readily deduced for the operators Δh,
∇h, and divh. Indeed, the proof only relies on the identity div(∇a b) = bΔa + ∇a · ∇b,
which is satisﬁed by the numerical operators.
The weak formulation of (1.1) is given by the following deﬁnition. We refer to [111]
for more on this formulation and corresponding existence theory.
Definition 3.3. Given initial data d0, d0t , with ﬁnite energy
E(d0) :=
1
2
(
‖d0t‖2L2(Ω) + ‖∇d0‖2L2(Ω)
)
≤ C,
and |d0| = 1 a.e., we call d a weak solution of (1.1) provided:
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(1) the energy satisﬁes
sup
t
E(d) ≤ E(d0).
(2) the following weak formulation holds
(3.2)
∫ ∞
0
∫
Ω
−(dt × d)φt + (∇d× d) : ∇φ dxdt =
∫
Ω
(d0t × d0)φ(0, ·) dx,
for all φ ∈ C∞c ([0,∞)× Ω).
(3) the initial condition is satisﬁed, i.e., as t → 0,
d ⇀ d0 in W 1,2(Ω), dt ⇀ d
0
t in L
2(Ω)
3.2. Main convergence result. Our main result in this section is the following con-
vergence result:
Theorem 3.4. Let {(dh, wh)}h>0 be a sequence of numerical approximations obtained
using Deﬁnition 2.1 and (2.3), where Δt = κh for some constant κ > 0. Then, as h → 0,
dh → d a.e. and in Lp((0,∞)× Ω) for any p < ∞, wh ⇀ w in L∞(0, T ;L2(Ω)), where
|d| = 1, a.e. in (0,∞)× Ω,
w = dt × d, a.e. in [0,∞)× Ω,
Furthermore, d is a weak solution of the wave map equation (1.1) in the sense of Deﬁnition
3.3.
To prove this theorem, our starting point is Lemma 2.2 yielding the h-independent
bounds:
Dtdh ∈b L∞(0,∞;L2(Ω)),
∇hdh ∈b L∞(0,∞;L2(Ω)),
wh ∈b L∞(0,∞;L2(Ω)),
where the ∈b means that the inclusion is independent of h. From these bounds, we can
assert the existence of functions d and w, and a subsequence hj, such that
wh

⇀ w in L∞(0,∞;L2(Ω)),
Dtdh

⇀ dt in L
∞(0,∞;L2(Ω)),
∇hdh ⇀ ∇d in L∞(0,∞;L2(Ω)),
dh → d a.e. and in Lp((0,∞)× Ω) for p < ∞,
(3.3)
where the limit d also satisﬁes the constraint
|d(t, x)| = 1 a.e. in [0,∞)× Ω.
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3.3. Proof of Theorem 3.4: For test functions ϕ, ψ ∈ C10([0,∞)×Ω;Rn), we denote
ϕm(x) := ϕ(tm, x), ψm(x) := ψ(tm, x). Then we dot (2.4) and (2.5) with ϕm, ψm, integrate
over Ω, and sum over m, to discover
Δt
∞∑
m=0
∫
Ω
(
Dtd
m
h − dm+1/2h × wm+1/2h
)
· ϕm dx = 0,
Δt
∞∑
m=0
∫
Ω
(
Dtw
m
h + d
m+1/2
h ×Δhdm+1/2h
)
· ψm dx = 0.
Using Lemma 3.1 (see Remark 3.2) and summation by parts, we deduce that
Δt
∞∑
m=0
∫
Ω
(
−dm+1h ·Dtϕm −
(
d
m+1/2
h × wm+1/2h
)
· ϕm
)
dx−
∫
Ω
d0h · ϕ0 dx = 0,
Δt
∞∑
m=0
∫
Ω
(
−wm+1h ·Dtψm −
(
∇hdm+1/2h × dm+1/2h
)
: ∇hψm
)
dx−
∫
Ω
w0h · ψ0 dx = 0.
(3.4)
We denote
dh(t, x) = d
m
h (x), x ∈ Ω, t ∈ (tm−1, tm],
wh(t, x) = w
m
h (x), x ∈ Ω, t ∈ (tm−1, tm],
dh(t, x) = d
m−1/2
h (x), x ∈ Ω, t ∈ (tm−1, tm],
wh(t, x) = w
m−1/2
h (x), x ∈ Ω, t ∈ (tm−1, tm],
such that (3.4) becomes
−
∫ ∞
0
∫
Ω
(
dh ·Dtϕ+
(
dh × wh
) · ϕ) dx dt− ∫
Ω
d0h · ϕ(0, ·) dx = 0,
−
∫ ∞
0
∫
Ω
(
wh ·Dtψ +
(∇hdh × dh) : ∇hψ) dx− ∫
Ω
w0h · ψ(0, ·) dx = 0.
Now, since ∇hψ → ∇ψ a.e. and (Dtϕ,Dtψ) → (ϕt, ψt) a.e., one may apply the
convergence statements (3.3) to discover that the limit (d, w) satisﬁes
−
∫ ∞
0
∫
Ω
(d · ϕt + (d× w) · ϕ) dx dt−
∫
Ω
d0 · ϕ(0, ·) dx = 0,
−
∫ ∞
0
∫
Ω
(w · ψt + (∇d× d) : ∇ψ) dx−
∫
Ω
(d0t × d0) · ψ(0, ·) dx = 0.
(3.5)
It only remains to prove that this formulation is equivalent to (3.2) in Deﬁnition 3.3. In
practice, this means proving that w = dt × d since then the second equation in (3.5)
becomes (3.2).
By deﬁnition of weak derivatives, the ﬁrst equation in (3.5) tells us that
dt = d× w a.e in (0, T )× Ω.
20 1. AN ANGULAR MOMENTUM METHOD FOR WAVE MAPS
Since |d| = 1, this means that
(3.6) w = dt × d+ (d · w)d.
However, from the numerical method (2.1)-(2.2), we have that
Dt(d
m
h w
m
h ) = d
m+1/2
h Dtw
m
h + w
m+1/2
h Dtd
m
h = 0,
and since d0h · w0h = 0, this means that
dh · wh = 0, in Ω for all t.
Since dh converges strongly and wh weakly, we conclude that
d · w = 0 a.e in [0,∞)× Ω.
Then, (3.6) becomes
w = dt × d,
and the proof is complete. 
4. A solution may be obtained fast
The new angular momentum method (Deﬁnition 2.1) is both nonlinear and implicit.
Hence, in practice, ﬁnding a solution requires solving a ﬁxed point problem at each time
step. In this section, we will construct a ﬁxed point iteration scheme and prove that this
scheme provides the desired solution using only N logN operations.
To ﬁnd a solution of (2.1)–(2.2), we propose the following iterative scheme:
Definition 4.1. Given h > 0, Δt = κh, and functions (dmh , w
m
h ) satisfying (2.1)–(2.2),
we approximate the next time step (dm+1h , w
m+1
h ) to a given tolerance  > 0 by the
following procedure: Set
(dm,0h , w
m,0
h ) = (d
m
h , w
m
h ),
and iteratively solve (dm,s+1h , w
m,s+1
h ) satisfying
dm,s+1h − dmh
Δt
=
1
2
(
dmh + d
m,s+1
h
)× 1
2
(wmh + w
m,s
h ) ,
wm,s+1h − wmh
Δt
=
1
2
(
Δhd
m
h +Δhd
m,s+1
h
)× 1
2
(
dmh + d
m,s+1
h
)
,
(4.1)
until the following stopping criteria is met:
(4.2)
∥∥wm,s+1h − wm,sh ∥∥L2(Ω) + ∥∥∇dm,s+1h −∇dm,sh ∥∥L2(Ω) < .
Clearly, if the iteration (4.1) yields a ﬁxed point wm,s+1h = w
m,s
h , then (d
m+1
h , w
m+1
h ) =
(dm,s+1h , w
m,s+1
h ) is a solution to the nonlinear scheme (2.1)–(2.2). Moreover, the iteration
in (4.1) is put up precisely such that the length is preserved at each iteration:
|dm,sh | = |dmh | = 1 in Ω.
Seen from the practical point of view, the remaining questions are whether the iteration
converges or not and, if so, how many iterations that are needed to reach the given tolerance
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. The following theorem provides an answer to these questions and is our main result in
this section.
Theorem 4.2. Given h > 0, Δt = κh for a suﬃciently small κ > 0, and a small
tolerance  > 0, there is a number of iterations s¯ ∈ N+, s¯ ≤ C| log |, such that (4.2) holds
and the error
(4.3)
∥∥wm+1h − wm,sh ∥∥L2(Ω) + ∥∥∇dm+1h −∇dm,sh ∥∥L2(Ω) < , ∀s ≥ s¯.
The proof of this theorem will follow as a consequence of the results stated and proved
in the remaining parts of this section.
Remark 4.3. In Theorem 4.2, we need that κ is suﬃciently small. Upon inspecting
the upcoming proof, one can derive that κ ≤ 1
50
. However, in practice, it is suﬃcient to
have κ ≤ 1
2
. In all the examples we tested, the ﬁxed point iteration converged as long as
κ  0.7. For higher CFL-numbers the ﬁxed point iteration did not converge anymore in
some time steps. This is the only instance at which we need to require anything on κ.
As an immediate corollary of Theorem 4.2, we have that a desired solution may be
computed in N logN operations:
Corollary 4.4. For a given tolerance  = N−α, the functions (dm,s¯h , w
m,s¯
h ) in Theo-
rem 4.2 may be computed using only O(N logN) operations.
Proof. Since each iteration requires N operations and we need O(| log |) iterations,
we get a total of O(N | log |) iterations and the proof follows by inserting  = N−α. 
Another consequence of Theorem 4.2 is that the energy at the stopping time s¯ is almost
conserved:
Corollary 4.5. Under the conditions of Theorem 4.2,
E s¯m :=
1
2
(∥∥wm,s¯h ∥∥2L2(Ω) + ∥∥∇hdm,s¯h ∥∥2L2(Ω)) = E0 +O () .
Proof. By multiplying the ﬁrst equation in (4.1) with −1
2
Δh(d
m,s+1
h +d
m
h ), the second
equation with 1
2
(wm,sh + w
m
h ), and integrating by parts, we obtain that
1
2
(∥∥wm,s+1h ∥∥2L2(Ω) + ∥∥∇hdm,s+1h ∥∥2L2(Ω))
= Em +
1
2
∫
Ω
(wm,s+1h − wmh )(wm,s+1h − wm,sh ) dx
= E0 +
1
2
∫
Ω
(wm,s+1h − wmh )(wm,s+1h − wm,sh ) dx,
where the last inequality follows from Lemma 2.2.
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Finally, we assume that s > s¯ such that both (4.2) and (4.3) holds. The Cauchy-
Schwarz inequality then provides the estimate
1
2
∫
Ω
(wm,s+1h − wmh )(wm,s+1h − wm,sh ) dx
≤ 1
2
‖wm,s+1h − wmh ‖L2(Ω)‖wm,s+1h − wm,sh ‖L2(Ω) ≤ C

2
,
which brings the proof to an end. 
Remark 4.6. In practice, the (dmh , w
m
h ) appearing in the ﬁxed point scheme (4.1) would
be the approximation coming from the previous time step. In this case Corollary 4.5 tells
us that the ”error” will be summed and thus
E s¯m = E0 +O (m) .
4.1. The ﬁxed point map Fm. To prove Theorem 4.2, it will be convenient to write
the ﬁxed point iteration in terms of a map. To deﬁne this map, we ﬁrst notice that (2.1),
can be rewritten as
(4.4) dm+1i = V (w
m+1/2
i ) d
m
i
where V = V (w) is the following matrix
V (w) =
1
1 + Δt
2
4
|w|2
((
1− Δt
2
4
|w|2
)
 +
Δt2
2
(w ⊗ w) + ΔtQ(w)
)
,(4.5)
and Q(w) is deﬁned as
Q(w) =
⎛⎝ 0 w(3) −w(2)−w(3) 0 w(1)
w(2) −w(1) 0
⎞⎠ .
In particular, Q(·) is such that
Q(w)v = v × w
for any vector v ∈ R3. Note that V is an orthogonal matrix, and therefore, independently
of w,
|V (w)v|2 = |v|2
for any v ∈ R3.
To prove the theorem, we will demonstrate that wm+1h is the ﬁxed point of a contractive
mapping Fm which is deﬁned as follows:
Definition 4.7 (The mapping Fm). For a piecewise constant function uh on Ω,
(4.6) uh(x) = ui, x ∈ Ei, i ∈ IN ,
for some {ui}i∈IN , we deﬁne the piecewise constant function vh := Fm(uh) by
vh(x) = vi, x ∈ Ei, i ∈ IN ,
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where vi, i ∈ IN is given by
vi = w
m
i +Δt
[
Δh
(
V (ui)d
m
i
)]× (V (ui)dmi )
ui =
wmi + ui
2
, i ∈ IN ,
(4.7)
and V := ( + V )/2.
A ﬁxed point vh = v
∗
h of Fm, will be a solution to (2.2) and d
∗
h deﬁned as a piecewise
constant interpolation of d∗i = V (v
∗
i ) d
m
i , i ∈ IN , will be a solution to (2.1).
4.2. The map Fm is a contraction. We now proceed to proving that the mapping
Fm is a contraction.
Lemma 4.8. The mapping Fm deﬁned by (4.7) is a contraction in the L
2(Ω)-norm if
Δt ≤ κh for a constant κ suﬃciently small, that is,
‖Fm(u1,h)− Fm(u2,h)‖L2(Ω) ≤ q‖u1,h − u2,h‖L2(Ω)
for some q < 1 for any two piecewise constant functions u1,h, u2,h on Ω deﬁned as in (4.6).
In particular, by Banach’s ﬁxed point theorem, this implies that the mapping Fm has a
unique ﬁxed point.
Proof. For the ease of notation, we will omit the indices i, m and h and write w, d,
F , u1, u2 for w
m
h , d
m
h , Fm, u1,h, u2,h, respectively. Moreover, we denote y1 := F (u1) and
y2 := F (u2) and uj := (w + uj)/2, j = 1, 2, such that
yj = w +Δt divh
[∇h (V (uj) d)× V (uj) d], j = 1, 2.
Then, using the inverse inequality,
‖y1 − y2‖ = Δt
∥∥divh[∇h (V (u1)d)× V (u1)−∇h (V (u2)d)× V (u2)d]∥∥L2(Ω)
≤ CΔt
h
∥∥∇h (V (u1)d)× V (u1)−∇h (V (u2)d)× V (u2)d∥∥L2(Ω)
≤ CΔt
h
(∥∥∇h ([V (u1)− V (u2)]d)× V (u1)d∥∥L2(Ω)
+
∥∥∇h (V (u2)d)× [V (u1)− V (u2)]d∥∥L2(Ω))
≤ CΔt
h2
∥∥[V (u1)− V (u2)]d∥∥L2(Ω),
(4.8)
using that |V (uj)d| ≤ 1 for the last inequality. We split ‖[V (u1) − V (u2)]d‖L2(Ω) using
(4.5), ∥∥[V (u1)− V (u2)]d∥∥L2(Ω)
≤
∥∥∥∥[1− Δt24 |u1|21 + Δt2
4
|u1|2
− 1−
Δt2
4
|u2|2
1 + Δt
2
4
|u2|2
]
d
∥∥∥∥
L2(Ω)
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+
∥∥∥∥[ Δt22 + Δt2
2
|u1|2
(u1 ⊗ u1)− Δt
2
2 + Δt
2
2
|u2|2
(u2 ⊗ u2)
]
d
∥∥∥∥
L2(Ω)
+
∥∥∥∥[ Δt1 + Δt2
4
|u1|2
Q(u1)− Δt
1 + Δt
2
4
|u2|2
Q(u2)
]
d
∥∥∥∥
L2(Ω)
=: I + II + III.
For the I term, we apply the Cauchy-Schwarz inequality to discover that
I =
∥∥∥∥ Δt22 (|u1|2 − |u2|2)(1 + Δt2
4
|u1|2
) (
1 + Δt
2
4
|u2|2
)d∥∥∥∥
L2(Ω)
≤ Δt
∥∥∥∥ 1 + Δt24 |u1|2 + Δt24 |u2|2(1 + Δt2
4
|u1|2
) (
1 + Δt
2
4
|u2|2
) |u1 − u2|d∥∥∥∥
L2(Ω)
≤ Δt‖u1 − u2‖L2(Ω),
(4.9)
where we have used |d| = 1 to conclude the last inequality.
To bound the II term, we ﬁrst note that
II =
Δt2
2
∥∥∥∥
(
1 + Δt
2
4
|u2|2
)
(u1 ⊗ u1)−
(
1 + Δt
2
4
|u1|2
)
(u2 ⊗ u2)(
1 + Δt
2
4
|u1|2
)(
1 + Δt
2
4
|u2|2
) d∥∥∥∥
L2(Ω)
=
Δt2
2
(∫
α
3∑
i=1
( 3∑
j=1
[(
1 +
Δt2
4
|u2|2
)
u
(i)
1 u
(j)
1
−
(
1 +
Δt2
4
|u1|2
)
u
(i)
2 u
(j)
2
]
d(j)
)2
dx
) 1
2
where
α =
1(
1 + Δt
2
4
|u1|2
)(
1 + Δt
2
4
|u2|2
) .
Since |d(j)| ≤ 1, j = 1, 2, 3,
II ≤ Δt
2
2
(∫
α
3∑
i=1
( 3∑
j=1
∣∣∣∣(1 + Δt24 |u2|2)u(i)1 u(j)1 − (1 + Δt24 |u1|2)u(i)2 u(j)2
∣∣∣∣)2dx
) 1
2
≤ 3Δt
2
2
3∑
i,j=1
∥∥∥∥α((1 + Δt24 |u2|2)u(i)1 u(j)1 − (1 + Δt24 |u1|2)u(i)2 u(j)2
)∥∥∥∥
L2(Ω)
.
We consider one of the summands:∥∥∥∥α((1 + Δt24 |u2|2)u(i)1 u(j)1 − (1 + Δt24 |u1|2)u(i)2 u(j)2
)∥∥∥∥
L2(Ω)
≤
∥∥∥α(u(i)1 u(j)1 − u(i)2 u(j)2 )∥∥∥
L2(Ω)
+
Δt2
4
∥∥∥α(|u2|2u(i)1 u(j)1 − |u1|2u(i)2 u(j)2 )∥∥∥
L2(Ω)
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=: II1 + II2.
By adding and subtracting, and applying the Cauchy-Schwarz inequality, we deduce the
following bound for the ﬁrst term,
II1 =
1
Δt
∥∥α(Δt u(i)1 (u(j)1 − u(j)2 ) + (u(i)1 − u(i)2 )Δt u(j)2 )∥∥L2(Ω)
≤ 1
Δt
{∥∥αΔtu(i)1 (u(j)1 − u(j)2 )∥∥L2(Ω) + ∥∥α(u(i)1 − u(i)2 )Δtu(j)2 ∥∥L2(Ω)}
≤ 1
2Δt
{∥∥α(1 + Δt2(u(i)1 )2)(u(j)1 − u(j)2 )∥∥L2(Ω)
+
∥∥α(u(i)1 − u(i)2 )(1 + Δt2(u(j)2 )2)∥∥L2(Ω)}
≤ 4
Δt
‖u1 − u2‖L2(Ω),(4.10)
where the last inequality follows by inserting the deﬁnition of α.
Term II2 may be written as
II2 =
Δt2
4
∥∥∥∥α 3∑
k=1
(
(u
(k)
2 )
2u
(i)
1 u
(j)
1 − (u(k)1 )2u(i)2 u(j)2
)∥∥∥∥
L2(Ω)
.
We consider one of the terms in the sum. Note that if i = j, the term where i = j = k
cancels, hence we can assume without loss of generality that i = k. By adding and
subtracting, we rewrite one of the terms in II2 as follows
(u
(k)
2 )
2u
(i)
1 u
(j)
1 − (u(k)1 )2u(i)2 u(j)2
= u
(i)
1 u
(j)
1 u
(k)
2 (u
(k)
2 − u(k)1 ) + u(k)1 u(k)2 u(j)1 (u(i)1 − u(i)2 )
+ u
(k)
1 u
(k)
2 u
(i)
2 (u
(j)
1 − u(j)2 ) + u(j)2 u(i)2 u(k)1 (u(k)2 − u(k)1 ).
Next, we apply Young’s inequality to the previous identity giving∣∣(u(k)2 )2u(i)1 u(j)1 − (u(k)1 )2u(i)2 u(j)2 ∣∣
≤ 1
Δt
(
|u1|2 + |u2|2 + Δt
2
4
|u1|2|u2|2
)
×
(
|u(i)1 − u(i)2 |+ |u(j)1 − u(j)2 |+ |u(k)1 − u(k)2 |
)
=
4
(Δt)3
(
1
α
− 1
)
×
(
|u(i)1 − u(i)2 |+ |u(j)1 − u(j)2 |+ |u(k)1 − u(k)2 |
)
.
As a consequence, we conclude that
II2 =
Δt2
4
∥∥∥∥α 3∑
k=1
(
(u
(k)
2 )
2u
(i)
1 u
(j)
1 − (u(k)1 )2u(i)2 u(j)2
)∥∥∥∥
L2(Ω)
≤ 1
Δt
‖u1 − u2‖L2(Ω).
(4.11)
From (4.10) and (4.11), we have that
(4.12) II ≤ 25Δt‖u1 − u2‖L2(Ω).
26 1. AN ANGULAR MOMENTUM METHOD FOR WAVE MAPS
The ﬁnal term III can be bounded as follows
III = Δt
∥∥∥∥
(
1 + Δt
2
4
|u2|2
)
Q(u1)−
(
1 + Δt
2
4
|u1|2
)
Q(u2)(
1 + Δt
2
4
|u1|2
) (
1 + Δt
2
4
|u2|2
) d∥∥∥∥
L2(Ω)
= Δt
∥∥∥∥∥d×
[(
1 + Δt
2
4
|u2|2
)
u1 −
(
1 + Δt
2
4
|u1|2
)
u2
]
(
1 + Δt
2
4
|u1|2
) (
1 + Δt
2
4
|u2|2
) ∥∥∥∥∥
L2(Ω)
≤ Δt
∥∥∥∥∥u1 − u2 + Δt
2
4
(|u2|2u1 − |u1|2u2)(
1 + Δt
2
4
|u1|2
) (
1 + Δt
2
4
|u2|2
) ∥∥∥∥∥
L2(Ω)
≤ Δt
∥∥∥∥∥
[
1 + Δt
2
8
(|u1|2 + |u2|2)](u1 − u2)(
1 + Δt
2
4
|u1|2
) (
1 + Δt
2
4
|u2|2
) + Δt28 (|u1 + u2|2 |u1 − u2|)(
1 + Δt
2
4
|u1|2
) (
1 + Δt
2
4
|u2|2
)∥∥∥∥∥
L2(Ω)
≤ 2Δt ‖u1 − u2‖L2(Ω).
(4.13)
Summing up (4.8), (4.9), (4.12) and (4.13), we ﬁnd
‖y1 − y2‖L2(Ω) ≤ CΔt
2
h2
‖u1 − u2‖L2(Ω),
and hence the map Fm is a contraction as long as Δt ≤ κh for a constant κ > 0 small
enough. This concludes the proof. 
The previous lemma immediately provides the existence of a unique solution to (2.1)–
(2.2).
Corollary 4.9. Given a previous time step (dmh , w
m
h ), there exists a unique numerical
solution (dm+1h , w
m+1
h ) to the numerical method given in Deﬁnition 2.1.
4.3. Proof of Theorem 4.2. Using the previous lemma, we can now prove that the
ﬁxed point iteration in Deﬁnition 4.1 will converge to the correct solution.
Theorem 4.2 is an immediate consequence of the following lemma.
Lemma 4.10. Given any 0 > 0, there is a number of iterations s¯ ∈ N+ in Deﬁnition
4.1 with s¯ ≤ C| log 0| such that (4.2) holds with  = 0 and
‖wm+1h − wm,s¯h ‖L2(Ω) + ‖∇dm+1h −∇dm,s¯h ‖L2(Ω) ≤ 0.
Proof. We again omit writing the indices h and i and denote wm,0 := wm, wm,s :=
Fm(w
m,s−1) for s ≥ 1. Now, since Fm is a contraction with ‘Lipschitz’ constant q < 1 and
Fm(w
m+1) = wm+1,
‖wm+1 − wm,s‖L2(Ω) = ‖F (wm+1)− F (wm,s−1)‖L2(Ω)
≤ q‖wm+1 − wm,s−1‖L2(Ω)
≤ qs‖wm+1 − wm‖L2(Ω).
Thus, it follows from the energy estimate,
(4.14) ‖wm+1 − wm,s‖L2 ≤ 2qsE0.
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Moreover, we note that it follows by the inverse inequality, (4.4), (4.5) and (4.9), (4.12)
and (4.13),
‖∇hdm,sh −∇hdm+1h ‖L2(Ω) =
∥∥∇h[V ((wmh + wm,s−1h )/2)− V (wm+1/2h )]dmh ∥∥L2(Ω)
≤ C
h
∥∥∥(V ((wmh + wm,s−1h )/2)− V (wm+1/2h )) dmh ∥∥∥
L2(Ω)
≤ CΔt
h
‖wm,s−1h − wm+1h ‖L2(Ω) ≤ 2Cqs−1E0,(4.15)
where the last inequality follows from the CFL-condition and (4.14). Hence, by using the
triangle inequality,
‖wm,s+1 − wm,s‖L2(Ω) ≤ ‖wm,s+1 − wm+1‖L2(Ω) + ‖wm+1 − wm,s‖L2(Ω) ≤ 4 qsE0,
and for this reason also
‖∇hdm,s+1 −∇hdm,s‖L2(Ω) ≤ 4C qs−1E0,
which implies that the ﬁxed point iteration converges. That is, the stopping criteria (4.2)
is met once s is high enough to satisfy
4(Cq−1 + 1) qsE0 < 0 ⇒ s >
log
(
4(Cq−1+1)E0
0
)
log
(
1
q
) .
From (4.14) and (4.15), it is clear that this s also satisﬁes∥∥wm+1 − wm,s∥∥
L2(Ω)
+
∥∥∇hdm,sh −∇hdm+1h ∥∥L2(Ω) < 0.
This concludes the proof. 
5. Numerical results
In this ﬁnal section, we shall report on some numerical experiments with the new
angular momentum method. We shall consider two cases. In the ﬁrst case, we will explore
the rate of convergence of the method. In the second case, we will check whether the
method predicts blow-up of the gradient for initial data where this is known to be the case.
5.1. Convergence test. It is a non-trivial task to ﬁnd analytical solutions of the
wave map equation (1.1) in 3D. In 2D however, the dynamics of the wave map equation
may be totally described by the linear wave equation. Speciﬁcally, upon introducing an
angle ϑ(t, x) and writing
d(t, x) =
(
cosϑ
sinϑ,
)
,
one easily derives that ϑ evolves according to the linear wave equation
(5.1) ϑtt −Δϑ = 0.
Hence, in the 2D-case, we can compute analytical solutions using d’Alembert’s formula.
In particular, (5.1) has solutions of the form
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Figure 1. The errors Edh , Ewh and EEh for the approximations to (1.1) for a
solution of the form (5.2) at time T = 20 for h = 2−j, j = 6, . . . , 10.
ϑ(t, x, y) =
J∑
j=−J
{
a+j sin(2πj(
√
2t+ (x+ y))) + a−j sin(2πj(
√
2t− (x+ y)))
+ b+j cos(2πj(
√
2t+ (x+ y))) + b−j cos(2πj(
√
2t− (x+ y)))
+ c+j sin(2πj(
√
2t+ (x− y))) + c−j sin(2πj(
√
2t− (x− y)))
+ d+j cos(2πj(
√
2t+ (x− y))) + d−j cos(2πj(
√
2t− (x− y)))},
(5.2)
for J ≥ 0. In Figure 1, we have plotted the errors between the approximations dh and d,
wh and w respectively, in the L
2-norm and in the energy norm, that is,
Edh := sup
m
‖d(tm, ·)− dmh ‖L2(Ω)
Ewh := sup
m
‖w(tm, ·)− wmh ‖L2(Ω)
EEh := sup
m
√
‖∇d(tm, ·)−∇hdmh ‖2L2(Ω) + ‖dt(tm, ·)−Dtdmh ‖2L2(Ω)
for a+1 = a
−
1 = 1/4, a
+
2 = a
−
2 = 1/10, b
+
1 = −b−1 = −2, b+2 = −b−2 = 1/100, T = 20,
Δt = 0.5h, and Ω = T2. Moreover, hj = 2
−j, j = 6, . . . , 10 for tolerance 0 = h2. We
observe a rate of convergence of almost 2 for Edh and Ewh and about 1.8 for EEh (Table 1).
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Figure 2. The evolution of the errors Edh(t), Ewh (t) and EEh (t) versus time
for the approximations to (1.1) for a solution of the form (5.2) for h = 2−10.
Left: Real error, right: Error in log-scale.
Other choices of 0 such as h
3/2 or h3 gave similar results. In Figure 2, the evolution of
h Edh EEh Ewh
2−6 1.731 46.78 40.58
2−7 1.213 38.64 13.42
2−8 0.366 14.15 3.499
2−9 0.093 3.915 0.877
2−10 0.023 1.096 0.219
Rate 1.56 1.35 1.88
Table 1. Errors for diﬀerent mesh resolutions for (1.1), (5.2) at time T =
20, Δt = 0.5h, and average rate for grid sizes 2−6 to 2−10.
the errors Eαh (t), α ∈ {d, w,E} , where Edh(t) := ‖d(t, ·) − dh(t, ·)‖L2(Ω), and the other two
deﬁned in a similar way, for h = 2−10 versus time is shown. It appears that after an initial
exponential increase, the error increases linearly with time.
5.2. Initial data developing singularities. In our second experiment, we compare
the approximations computed by (2.1)–(2.2) to those obtained with the algorithms from [9].
Speciﬁcally, we compute approximations for the initial data,
(5.3) d0(x, y) =
{
(0, 0,−1)T , r ≥ 1/2,
(2xa, 2ya, a2 − r2)T/(a2 + r2), r < 1/2, , w
0(x, y) ≡ 0,
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Figure 3. The evolution of ‖∇hdh‖L∞(Ω) versus time for initial data (5.3).
on D = [−0.5, 0.5]2, where r := √x2 + y2 and a(r) = (1 − 2r)4 up to time T = 2, with
CFL-condition Δt = 0.5h, h = 2−j for j = 5, 6, 7, 8, and tolerance 0 = h2. As in [9], we
observe a blow-up of the gradient ∇d in the L∞-norm around time T = 0.3, cf. Figure 3.
The approximation Esm of the discrete energy (2.8) is close to being preserved, as we
see in Figure 5, left hand side. In the same ﬁgure, on the right hand side, we have plotted
the quantity
Hm :=
1
2
∫
Ω
|Dtdmh |2 + |∇hdmh |2 dx,
which is not conserved by our scheme, but upper bounded. Indeed, we calculate
|Dtdmh |2 = |dm+1/2h × wm+1/2h |2
= |dm+1/2h |2|wm+1/2h |2 − (dm+1/2h · wm+1/2h )2
≤ |wm+1/2h |2
≤ 1
2
(|wmh |2 + |wm+1h |2),
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Figure 4. The approximation by (2.1)–(2.2) for initial data (5.3) in a neigh-
borhood of the origin before and after blow-up time on a grid with h = 2−7.
and hence
Hm ≤ 1
2
∫
Ω
1
2
(|wmh |2 + |wm+1h |2 + |∇hdmh |2 dx ≤ Em +
1
2
Em+1 =
3
2
E0.
At the time of singularity formation, there appears to be a rapid transition of energy in
∇d to energy in the angular momentum w, which causes the quantity Hm to overshoot as
its deﬁnition is based on the approximation at two diﬀerent time steps, i.e., Dtd
m involves
the approximations at time tm and tm+1 whereas ∇dm is deﬁned at time tm. We also
note that the formation of the singularity causes a loss in Hm, whereas Em is preserved
as predicted by Lemma 2.2. Furthermore, we observe some larger oscillations around the
time of blow-up of ∇hdh in the L∞-norm.
In Figure 4 the approximation of (1.1), (5.3) in a neighborhood of the origin near blow-
up time is shown. We observe that the third component of d ﬁrst switches sign away from
the origin and then closer to it, which seems to cause the blow-up in the gradient of d.
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Figure 5. The evolution of Em and Hm versus time for initial data (5.3).
PAPER 2
Analysis and Numerical Approximation of Brinkman
Regularization of Two-Phase Flows in Porous Media
Joint work with Giuseppe M. Coclite, Siddhartha Mishra and Nils Henrik Risebro
Abstract. We consider a system of nonlinear partial diﬀerential equations that arises
in the modeling of two-phase ﬂows in a porous medium. The phase velocities are mod-
eled using a Brinkman regularization of the classical Darcy’s law. We propose a notion
of weak solution for these equations and prove existence of these solutions. An eﬃcient
ﬁnite diﬀerence scheme is proposed and is shown to converge to the weak solutions of
this system. The Darcy limit of the Brinkman regularization is studied numerically
using the convergent ﬁnite diﬀerence scheme in two space dimensions as well as using
both analytical and numerical tools in one space dimension. The results suggest that
the Brinkman regularization may not approximate the accepted entropy solutions of
the Darcy model and raise fundamental questions about the use of Brinkman type
models in two-phase ﬂows.
1. The two-phase ﬂow problem
The mathematical description of multi-phase ﬂow in porous media includes a multitude
of interesting mathematical models. Interesting both in their own and because they are
important for practical simulation of such ﬂows. Perhaps the most prototypical, and also
one of the simplest, of such models, describes the ﬂow of two phases, say oil and water in a
porous medium. Here the unknowns are the phase saturations sw and so representing the
volume fractions of the aqueous and oleic phase respectively. We have the identity:
(1.1) sw + so ≡ 1.
Hence, we can describe the dynamics in terms of the saturation of either of the two phases.
We denote the water saturation by sw = s in the discussion below. Assuming a constant
porosity (φ ≡ 1), mass conservation of the two phases is described by, see [5],
(1.2) ∂tsr + divx(vr) = 0, r ∈ {w, o}.
Here, the phase velocities are denoted by vw and vo respectively. In view of the identity
(1.1), the two phase velocities can be summed up to yield the incompressibility condition,
(1.3) divx(v) = 0, v = vw + vo.
The variable v is called the total velocity.
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The phase velocities in a homogeneous isotropic medium are commonly described by
Darcy’s law [5, 100]:
(1.4) vr = −λr∇xpr, r ∈ {w, o}.
The quantity λr = λr(sr) is the phase mobility and pr is the phase pressure. Note that
we have neglected gravity in the above version of the Darcy’s law (gravity can be readily
considered, leading to an additional term, see [5]). The above system can be closed by
expressing the capillary pressure i.e, pc = pw − po as a function of the saturation [5]. In
many situations of practical interest [5], we are interested in the limit of zero capillary
pressure. One way to formally derive the resulting equation is to assume that the capillary
pressure is zero. In this case, we can sum (1.4) for both phases and obtain
(1.5) v = −λT (s)∇xp,
with p = pw = po being the pressure and λT = λw + λo being the total mobility. Using
(1.5), the gradient of the pressure in (1.4) can be eliminated, which yields
vw =
λw(s)
λT (s)
v.
Deﬁne the fractional ﬂow function f as
(1.6) f(s) =
λw(s)
λT (s)
=
λw(s)
λw(s) + λo(s)
,
then the saturation equation (1.2) for water can be written as
(1.7) ∂ts+ divx(f(s)v) = 0.
Combining the saturation equation with the incompressibility condition (1.3) and the pres-
sure equation, we obtain the evolution equations for two phase ﬂow in a porous medium:
(1.8)
∂ts+ divx(f(s)v) = 0,
divx(v) = 0,
v = −λT (s)∇xp.
The above equations have to be augmented by suitable initial and boundary conditions.
The phase mobility λw : [0, 1] → R is a monotone increasing function with λw(0) = 0
and the phase mobility λo : [0, 1] → R is a monotone decreasing function with λo(1) = 0.
Furthermore, the total mobility is strictly positive, i.e, λT ≥ λ∗ > 0 for some λ∗. The
system (1.8) is a nonlinear system of partial diﬀerential equations with the saturation
equation in (1.8) a scalar hyperbolic conservation law in several space dimensions with a
coeﬃcient given by the velocity v. The velocity can be obtained by solving an elliptic
equation for the pressure p.
It is well known that solutions of hyperbolic conservation laws can develop discontinu-
ities, even for smooth initial data, see e.g. [73]. The presence of these discontinuities or
shock waves implies that solutions of conservation laws are sought in a weak sense and are
augmented with additional admissibility criteria or entropy conditions in order to ensure
uniqueness.
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As the two phase ﬂow equations (1.8) involve a conservation law, we need to deﬁne
a suitable concept of entropy solutions for these equations and show that these solutions
are well-posed. The problem of proving well-posedness of global weak solutions of the two
phase ﬂow equations (1.8) has remained open for many decades. The main challenge in
showing existence is the fact that the velocity ﬁeld v acts as a coeﬃcient in the saturation
equation. Although conservation laws with coeﬃcients have been studied extensively in
recent years, see [1, 77, 56, 30, 3, 32] and references therein, the state of the art results
require that the coeﬃcient is a function of bounded variation. Many attempts at showing
that the velocity ﬁeld v in (1.7) is suﬃciently regular, for example is a BV function or
has enough Sobolev regularity, have failed. Partial results (with strong assumptions on the
velocity ﬁeld or on the solution) have been obtained in [94, 102] and references therein.
Another approach is to consider a modiﬁed version of the two phase ﬂow equations,
recalling that the two phase ﬂow equations (1.8) were derived under the assumption that
the capillary pressure was zero. Adding small but non-zero capillary pressure leads to a
viscous perturbation of the saturation equation, see [86]. The viscous problem has been
shown to be well-posed in [86]. However, the fact that the coeﬃcient of viscosity can be
very small leads to diﬃculties in numerical approximation of these equations as the viscous
scales have to resolved.
A diﬀerent approach to the above two considers the more fundamental question – is the
Darcy’s law (1.4) correct? Many studies have focused on this question and have found that
the Darcy’s law may be inadequate to explain the dynamics of ﬂuid ﬂow in porous media,
even for a single phase [17]. It is plausible that the problems of showing well-posedness for
the full two-phase ﬂow model can be attributed to the modeling deﬁciencies of the Darcy’s
law.
Several modiﬁcations of the Darcy’s law have been proposed, see [29] and references
therein. Of particular interest in this paper is the Brinkman modiﬁcation [17]. It has been
widely accepted in the literature that this modiﬁcation explains the dynamics of ﬂow in
porous media better than the Darcy model in many situations of interest, for both one-
phase as well as multi-phase ﬂows, see [95, 84] and references therein. The Brinkman
model for the phase velocity of each phase is given by,
(1.9) − μΔxvr + vr = −λr∇xpr, r ∈ {w, o}.
Here, μ denotes a small scale parameter which is assumed to be identical for both phases.
Note that the Brinkman approximation adds a smoothing term to Darcy’s law.
Adding the phase velocity relations (1.9) for both phases w, o and neglecting capillary
pressure i.e, pw = po = p, we obtain that the total velocity v = vw + vo satisﬁes,
−μΔxv + v = −λT (s)∇xp.
Applying the divergence operator to both sides of the above equation and using incom-
pressibility (1.3), we obtain the following elliptic equation for the pressure
−divx (λT (s)∇xp) = 0.
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Combining this equation with the conservation of mass for the aqueous phase and with
the Brinkman approximation (1.9) describing the velocity of the aqueous phase and the
fractional ﬂow function deﬁned in (1.6), we obtain the following complete system,
(1.10)
∂ts+ divx (vw) = 0,
−μΔxvw + vw = −f(s)λT (s)∇xp,
−divx (λT (s)∇xp) = 0,
which models two-phase ﬂow in a porous medium, where the velocity of each phase obeys
the Brinkman’s law (1.9). The system (1.10) is henceforth termed the Brinkman regular-
ization of two phase ﬂow in a porous medium. We remark that the Darcy system (1.8) can
be obtained from the Brinkman regularization (1.10) by setting μ = 0 and rewriting the
water phase velocity in terms of the fractional ﬂow function.
The rest of this paper is concerned with the analysis and numerical approximation of
the Brinkman regularization (1.10). Our aims are threefold:
• To deﬁne a suitable notion of solutions to the Brinkman regularization (1.10) and
to show that such solutions exist.
• To design an eﬃcient numerical scheme to approximate the Brinkman regulariza-
tion for two phase ﬂows and to prove that this scheme converges when the mesh
is reﬁned.
• To compare the solutions of the Brinkman regularization with those of the stan-
dard Darcy model for two phase ﬂow (1.8) in order to examine whether the
Brinkman regularization is a suitable approximation of the Darcy’s law in the
regime of two phase ﬂows.
The rest of this paper provides answers to the above questions and is organized as follows:
in Section 2, equivalent forms of the Brinkman regularization are stated, a suitable notion
of solutions is deﬁned and the main existence theorem is described. Section 3 deals with
the proof of existence of the Brinkman regularization. A convergent numerical scheme for
approximating (1.10) is presented in Section 4. Finally, we provide further comparisons
between the Darcy and Brinkman models (particularly in one space dimension) in Section 5.
Some useful inequalities are collected in an Appendix.
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2. Statement of problem
In this section, we consider the following Darcy-Brinkman system (1.10) augmented
with initial and boundary conditions,
(2.1)
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂ts+ divx (vw) = 0, t > 0, x ∈ Ω,
−μΔxvw + vw = −f(s)λT (s)∇xp, t > 0, x ∈ Ω,
−divx (λT (s)∇xp) = 0, t > 0, x ∈ Ω,
λT (s(t,x))∂νp(t,x) = π(t,x), t > 0, x ∈ ∂Ω,
vw(t,x) · ν(x) = h(t,x), t > 0, x ∈ ∂Ω,
∂νvw(t,x) · τ(x) = 0, t > 0, x ∈ ∂Ω,∫
Ω
p(t,x)dx = 0, t > 0,
s(0,x) = s0(x), x ∈ Ω,
where
(H.1) Ω is an open connected subset of RN , N ≥ 1, with smooth boundary ∂Ω. The
vector ν is the unit outer normal, and τ is any vector in the tangent plane;
(H.2) f is a smooth Lipschitz bounded function, 0 < μ ≤ 1 is a constant, and h, π :
(0,∞)× ∂Ω → R are smooth bounded maps;
(H.3) λT is smooth Lipschitz bounded such that λT (·) ≥ λ∗ for some constant λ∗ > 0,
and λTf
′ and λ′T/λT are bounded;
(H.4) the initial datum s0 ∈ H2(Ω), 0 ≤ s0 ≤ 1.
Note that all the above assumptions are consistent with the deﬁnitions of the phase mo-
bilities in the Darcy’s law.
Formally applying the Helmholtz operator −μΔx + 1 to the ﬁrst equation in (2.1) we
obtain the third order problem
(2.2)
{
∂ts− μΔx∂ts− divx (f(s)λT (s)∇xp) = 0, t > 0, x ∈ Ω,
−divx (λT (s)∇xp) = 0, t > 0, x ∈ Ω.
Remark 2.1. The above equation (2.2) is very similar to a model of dynamic capillary
pressure considered in [63], [67] and references therein. Thus, two independent regulariza-
tion mechanisms do lead to very similar regularization terms for the transport equation of
the saturation.
Since we can rewrite the ﬁrst equation in the form
(2.3) ∂ts− divx (μ∇x∂ts+ f(s)λT (s)∇xp) = 0,
the boundary condition on ∂ν∂ts reads as the ﬂux boundary condition on (2.3). Indeed the
ﬂux in (2.3) is −(μ∇x∂ts + f(s)λT (s)∇xp), multiplying by the unit outer normal ν and
using the fact that λT (s)∂νp = π we have(
μ∇x∂ts+ f(s)λT (s)∇xp) · ν
∣∣
∂Ω
=
(
μ∂ν∂ts+ f(s)λT (s)∂νp︸ ︷︷ ︸
=π
)∣∣
∂Ω
=μ∂ν∂ts+ f(s)π.
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Next, we introduce the notion of weak solutions to the Brinkman system (2.1) above.
Definition 2.2. We say that a triplet (s,vw, p) is a weak solution of (2.1) if s, p :
[0,∞)× Ω → R, vw : [0,∞)× Ω → RN , and
(D.1) for every T > 0
s ∈ H1(0, T ;H1(Ω)), p ∈ L∞(0, T ;H1(Ω)), vw ∈ L∞(0, T ;H2(Ω));
(D.2) for every test function ϕ ∈ C∞(RN+1) with compact support, the following identity
is satisﬁed∫ ∞
0
∫
Ω
(s∂tϕ+ vw · ∇xϕ) dxdt−
∫ ∞
0
∫
∂Ω
hϕ dσdt+
∫
Ω
s0(x)ϕ(0, x)dx = 0,∫ ∞
0
∫
Ω
λT (s)∇xp · ∇xϕdxdt−
∫ ∞
0
∫
∂Ω
πϕ dσdt = 0;
(D.3) for every test function Φ ∈ C∞(R × Ω;RN) with compact support, the following
identity is satisﬁed
μ
∫ ∞
0
∫
Ω
∇xvw : ∇xΦ dxdt+
∫ ∞
0
∫
Ω
vw · Φ dxdt
+
∫ ∞
0
∫
Ω
f(s)λT (s)∇xp · Φ dxdt = 0;
(D.4) for almost every t > 0 ∫
Ω
p(t,x)dx = 0;
(D.5) for almost every t > 0 the boundary conditions on vw are satisﬁed in the sense of
traces.
Due to regularity assumption (D.1) and the linearity of the Helmholtz operator Id −
μΔx, the solutions of (2.1) solve (2.2) and vice versa. We note that the saturation is
required to have some Sobolev regularity. This is in contrast to the Darcy based standard
two-phase ﬂow model where the saturation is merely required to be bounded and may
contain discontinuities.
One of our main results is the following existence theorem.
Theorem 2.3. Assume (H.1), (H.2), (H.3), and (H.4). Then, the initial boundary
value problem (2.1) has a solution (s, p,vw) in the sense of Deﬁnition 2.2.
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Following [29], we use the following vanishing viscosity approximation of (2.1)
(2.4)
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂tsε + divx (vw,) = Δxsε, t > 0, x ∈ Ω,
−μΔxvw, + vw, = −f(sε)λT (sε)∇xpε, t > 0, x ∈ Ω,
−divx (λT (sε)∇xpε) = 0, t > 0, x ∈ Ω,
∂νsε(t,x) = 0, t > 0, x ∈ ∂Ω,
λT (sε(t,x))∂νpε(t,x) = π(t,x), t > 0, x ∈ ∂Ω,
vw,(t,x) · ν(x) = h(t,x), t > 0, x ∈ ∂Ω,
∂νvw,(t,x) · τ(x) = 0, t > 0, x ∈ ∂Ω,∫
Ω
pε(t,x)dx = 0, t > 0,
sε(0,x) = s0(x), x ∈ Ω,
where 0 <  < 1. Here, we have N + 2 unknowns (sε,vw,, pε) : [0,∞)× Ω → R×RN ×R
and N + 2 boundary conditions because the tangent spaces to ∂Ω have dimension N − 1.
Theorem 2.4. For every  > 0, the parabolic-elliptic boundary value problem (2.4)
admits a unique smooth solution (sε,vw,, pε).
Since the proof of this result follows a classical (tedious and long) argument we simply
sketch it, see e.g. [89, 25, 28]. Using the regularity of the initial condition and the
Contraction Mapping Principle it is possible to prove the existence of a small time T > 0
and of a unique solution (sε,vw,, pε) deﬁned in [0, T ) × Ω. The a priori estimates of the
next section prevent the blow-up of the solution, that is indeed deﬁned for every time.
Finally, a bootstrap argument gives the smoothness of the solution.
In the next section in order to prove Theorem 2.3 we will show the compactness of the
above approximate solutions.
3. A priori estimates and proof of Theorem 2.3
This section is devoted to the proof of Theorem 2.3. We begin with some a priori
estimates on the solution (sε, vw,, pε) of (2.4).
Lemma 3.1 (H1 estimate on pε). We have that
{pε}>0 is uniformly bounded in L∞(0, T ;H1(Ω)), T > 0.
More precisely,
(3.1) ‖pε(t, ·)‖H1(Ω) ≤ C1 ‖π(t, ·)‖L2(∂Ω) , t > 0,
for some positive constant C1 independent of μ and .
Proof. From the third equation in (2.4), (H.3), and the boundary conditions on pε,
λ∗
∫
Ω
|∇xpε|2dx ≤
∫
Ω
λT (sε)|∇xpε|2 dx
= −
∫
Ω
divx (λT (sε)∇xpε)︸ ︷︷ ︸
=0
pε dx+
∫
∂Ω
pε λT (sε)∂νpε︸ ︷︷ ︸
=π
dσ
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=
∫
∂Ω
πpε dσ ≤ 1
2α
∫
∂Ω
π2 dσ +
α
2
∫
∂Ω
p2ε dσ,
where α > 0 is a constant that will be chosen later. The zero mean condition on pε and
the Poincare´ inequality give
λ∗
∫
Ω
|∇xpε|2 dx ≤ 1
2α
∫
∂Ω
π2dσ +
α
2
∫
∂Ω
p2ε dσ
≤ 1
2α
∫
∂Ω
π2dσ +
αc
2
∫
Ω
|∇xpε|2 dx,
where c is a constant. Choosing α = λ∗/c we get∫
Ω
|∇xpε|2dx ≤ c
λ2∗
∫
∂Ω
π2 dσ.
The bound (3.1) follows from the zero mean condition on pε. 
Lemma 3.2. We have that
{vw,}>0 is uniformly bounded in L∞(0, T ;H2(Ω)), T > 0.
More precisely,
(3.2) ‖vw,(t, ·)‖H2(Ω) ≤
C3
μ
(
‖f‖L∞(R) ‖π(t, ·)‖L2(∂Ω) + ‖h(t, ·)‖L2(∂Ω)
)
,
for each t > 0 and some positive constant C3 independent of μ and .
Proof. The claim follows directly from classical regularity results on elliptic equa-
tions [2, Theorem 8.2] and Lemma 3.1. 
Lemma 3.3. We have that
{sε}>0 is uniformly bounded in H1(0, T ;H1(Ω)), , T > 0,
{√Δxsε}>0 is uniformly bounded in L2((0, T )× Ω)), T > 0.
In particular
‖sε(t, ·)‖2H1(Ω) + e2t
∫ t
0
e−2τ ‖Δxsε(τ, ·)‖2L2(Ω) dτ ≤ ‖s0‖2H1(Ω) e2t(3.3)
+
C4
μ2
e2t
∫ t
0
e−2τ
(
‖f‖2L∞(R) ‖π(τ, ·)‖2L2(∂Ω) + ‖h(τ, ·)‖2L2(∂Ω)
)
dτ,
‖∂tsε‖2L2(0,T ;H1(Ω)) ≤ ‖∇xs0‖2H1(Ω)(3.4)
+
C4
μ2
(
‖f‖2L∞(R) ‖π‖2L2((0,T )×∂Ω) + ‖h‖2L2((0,T )×∂Ω)
)
,
for each t > 0 and some positive constant C4 independent of μ and .
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Proof. Multiplying the ﬁrst equation in (2.4) by sε−Δxsε and integrating over Ω we
get ∫
Ω
∂tsε(sε −Δxsε)dx =
∫
Ω
sεΔxsε dx− 
∫
Ω
|Δxsε|2dx
−
∫
Ω
divx (vw,) sεdx+
∫
Ω
divx (vw,)Δxsε dx.
(3.5)
We have∫
Ω
∂tsε(sε −Δxsε)dx = d
dt
∫
Ω
s2ε + |∇xsε|2
2
dx,

∫
Ω
sεΔxsε dx ≤ 
2
∫
Ω
s2ε dx+

2
∫
Ω
|Δxsε|2 dx
≤ 1
2
∫
Ω
s2ε dx+

2
∫
Ω
|Δxsε|2dx, (recall that  < 1),
−
∫
Ω
divx (vw,) sε dx ≤ 1
2
∫
Ω
s2ε dx+ c1 ‖vw,(t, ·)‖2H1(Ω) ,∫
Ω
divx (vw,)Δxsε dx ≤ 1
2
∫
Ω
|∇xsε|2 dx+ c2 ‖vw,(t, ·)‖2H2(Ω) ,
for some constants c1, c2 > 0. Therefore, using (3.2), from (3.5) we deduce
d
dt
∫
Ω
s2ε + |∇xsε|2
2
dx ≤ 2
∫
Ω
s2ε + |∇xsε|2
2
dx− 
2
∫
Ω
|Δxsε|2 dx
+
c3
μ2
(
‖f‖2L∞(R) ‖π(t, ·)‖2L2(∂Ω) + ‖h(t, ·)‖2L2(∂Ω)
)
,
for some constant c3 > 0. Clearly, (3.3) follows from the Gronwall’s inequality.
Multiplying the ﬁrst equation in (2.4) by ∂tsε − ∂tΔxsε and integrating over Ω we get∫
Ω
∂tsε(∂tsε − ∂tΔxsε)dx =
∫
Ω
∂tsεΔxsεdx− 
∫
Ω
Δxsε∂tΔxsεdx
−
∫
Ω
divx (vw,) ∂tsεdx+
∫
Ω
divx (vw,) ∂tΔxsεdx.
(3.6)
Since
∂t∂νsε(t,x) = 0, t > 0, x ∈ ∂Ω,
we have ∫
Ω
∂tsε(∂tsε − ∂tΔxsε)dx =
∫
Ω
(
(∂tsε)
2 + |∂t∇xsε|2
)
dx,

∫
Ω
∂tsεΔxsε dx = − 
2
d
dt
∫
Ω
|∇xsε|2dx,
−
∫
Ω
∂tΔxsεΔxsε dx = − 
2
d
dt
∫
Ω
|Δxsε|2 dx,
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−
∫
Ω
divx (vw,) ∂tsεdx ≤ 1
2
∫
Ω
(∂tsε)
2 dx+ c4 ‖vw,(t, ·)‖2H1(Ω) ,∫
Ω
divx (vw,) ∂tΔxsε dx ≤ 1
2
∫
Ω
|∂t∇xsε|2dx+ c5 ‖vw,(t, ·)‖2H2(Ω) ,
for some constants c4, c5 > 0. Therefore integrating over (0, τ), (3.6) implies∫ τ
0
∫
Ω
(
(∂tsε)
2 + |∂t∇xsε|2
)
dtdx+ 
∫
Ω
(|∇xsε(τ, x)|2 + |Δxsε(τ, x)|2) dx
≤
∫
Ω
(|∇xs0|2 + |Δxs0|2) dx
+
c6
μ2
(
‖f‖2L∞(R) ‖π‖2L2((0,τ)×∂Ω) + ‖h‖2L2((0,τ)×∂Ω)
)
,
for some constant c6 > 0. This proves (3.4). 
Lemma 3.4. We have that
{Δxpε}>0 is uniformly bounded in L∞(0, T ;L1(Ω)), T > 0.
More precisely,
‖Δxpε(t, ·)‖L1(Ω) ≤ C5
(
‖π(t, ·)‖2L2(∂Ω) + ‖h(t, ·)‖2L2(∂Ω)
)
,
for each t > 0, where C5 is a positive constant independent of μ and .
Proof. From (2.4)
Δxpε = −λ
′
T (sε)
λT (sε)
∇xpε · ∇xsε,
therefore, thanks to (H.2) and (H.3),
‖Δxpε(t, ·)‖L1(Ω) ≤
1
2
∥∥∥∥λ′TλT
∥∥∥∥
L∞(R)
(
‖∇xpε(t, ·)‖2L2(Ω) + ‖∇xsε(t, ·)‖2L2(Ω)
)
.
The claim follows from Lemmas 3.1 and 3.3 and using thatH1(0, T ;H1(Ω)) ⊂ L∞(0, T ;H1(Ω))
for T > 0. 
Proof of Theorem 2.3. Thanks to Lemmas 3.1, 3.2, 3.3, there exists a sequence
{εk}k∈N, εk → 0, and three functions
(3.7) s, p : (0,∞)× Ω −→ R, vw : (0,∞)× Ω −→ RN ,
such that, for every T > 0,
s ∈ H1(0, T ;H1(Ω)), p ∈ L∞(0, T ;H1(Ω)), vw ∈ L∞(0, T ;H2(Ω)),
and
sεk ⇀ s, weakly in H
1(0, T ;H1(Ω)), T > 0,
pεk ⇀ p, weakly in L
(0, T ;H1(Ω)), 1 ≤  < ∞, T > 0,
vw,εk ⇀ vw, weakly in L
(0, T ;H2(Ω)), 1 ≤  < ∞, T > 0.
(3.8)
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In particular, we have that
sεk → s, strongly in L2((0, T )× Ω), T > 0,
sεk → s, a.e. in (0,∞)× Ω,
∇xpεk ⇀ ∇xp, weakly in L2((0, T )× Ω), T > 0.
(3.9)
Let ϕ ∈ C∞(RN+1) be a test function with compact support. We have∫ ∞
0
∫
Ω
(sεk∂tϕ+ vw,εk · ∇xϕ) dxdt−
∫ ∞
0
∫
∂Ω
hϕ dσdt+
∫
Ω
s0(x)ϕ(0, x) dx
= εk
∫ ∞
0
∇xsεk∇xϕdtdx,
and ∫ ∞
0
∫
Ω
λT (sεk)∇xpεk · ∇xϕdxdt−
∫ ∞
0
∫
∂Ω
πϕ dσdt = 0.
Therefore, the dominated convergence theorem, (3.9), and the boundedness of λT imply
(D.2). Moreover, for every test function Φ ∈ C∞(R × Ω;RN) with compact support, we
have
μ
∫ ∞
0
∫
Ω
∇xvw,εk : ∇xΦ dxdt+
∫ ∞
0
∫
Ω
vw,εk · Φ dxdt
+
∫ ∞
0
∫
Ω
f(sεk)λT (sεk)∇xp · Φ dxdt = 0.
Therefore, the dominated convergence theorem, (3.9), and the boundedness of f and λT
imply (D.3). Finally, for every test function φ ∈ C∞(R) with compact support, we have∫ ∞
0
∫
Ω
φ(t)pεk(t,x)dtdx = 0, t > 0.
Therefore, (3.8) implies (D.4).
We conclude by noting that (D.1) holds thanks to Lemmas 3.1, 3.2 and 3.3.

Thus, we have shown that weak solutions of the Brinkman regularization of two-phase
ﬂows in a porous medium (1.10) exist. The question of uniqueness is still open.
Remark 3.5. It must be emphasized that many of the estimates derived in the proof
of the existence theorem 2.3 are μ dependent and blow up as the regularization parameter
μ → 0. In particular, the estimate (3.2) on the phase velocity is μ-dependent as are the
estimates on the saturation (3.3), (3.4). Thus, in the limit μ → 0, which corresponds to
the classical Darcy’s law, we do not expect that the velocity ﬁeld and the saturation are
as regular as in the case of the Brinkman approximation. As an example, it is well known
that the saturation contains discontinuities in the form of shocks for the classical two-phase
ﬂow problem, something which is inconsistent with the H1 estimate in (3.3), (3.4). Hence,
we have been unable to obtain any convergence results for the Brinkman system (1.10) to
the classical two-phase Darcy system (1.8) as μ → 0.
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Remark 3.6. Here, we have focused on the case of two-phase ﬂows. A Brinkman
regularization of multi-phase ﬂows can be obtained analogously to the derivation of the
Brinkman two phase ﬂow model in the introduction. This system for m (m ≥ 3) phases
reads as ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂ts1 + divx (vw,1) = 0, t > 0, x ∈ Ω,
......
∂tsm + divx (vw,m) = 0, t > 0, x ∈ Ω,
−μΔxvw,1 + vw,1 = −λ1(s1)∇xp, t > 0, x ∈ Ω,
......
−μΔxvw,m + vw,m = −λm(sm)∇xp, t > 0, x ∈ Ω,
−divx (λT (s1, .., sm)∇xp) = 0, t > 0, x ∈ Ω,
augmented with suitable initial and boundary conditions. As in Deﬁnition 2.2, we can
analogously deﬁne a suitable notion of weak solutions and prove existence of solutions
by following the approximation procedure presented in Section 2 and proving analogous
estimates like those in the proof of Theorem 2.3.
4. A convergent numerical scheme for the Brinkman regularization
In this section, we will present an eﬃcient numerical scheme to approximate the
Brinkman regularization for two-phase ﬂow (1.10). For simplicity, we consider the unit
square in two space dimensions, i.e, Ω = [0, 1]2 ⊂ R2. As many interesting benchmark
tests include a source in the pressure equation (to model injection of water), we consider
the following modiﬁcation of the Brinkman regularization (1.10),
(4.1)
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂ts+ divx (vw) = 0, t > 0, x ∈ Ω,
−μΔxvw + vw = −f(s)λT (s)∇xp, t > 0, x ∈ Ω,
−divx (λT (s)∇xp) = q, t > 0, x ∈ Ω,
λT (s(t,x))∂νp(t,x) = π(t,x), t > 0, x ∈ ∂Ω,
vw(t,x) · ν(x) = h(t,x), t > 0, x ∈ ∂Ω,
∂νvw(t,x) · τ(x) = 0, t > 0, x ∈ ∂Ω,∫
Ω
p(t,x)dx = 0, t > 0,
s(0,x) = s0(x), x ∈ Ω.
Here, q ∈ L∞(0, T ;L2(Ω)) denotes a source function. Note that the existence result The-
orem 2.3 can be readily extended to this case. We will assume that λT ∈ L∞(R), i.e.
λT (x) ≤ λ∗, x ∈ R, for this section.
For the sake of deﬁniteness, let vw = (u, v). We use the mixed Dirichlet/Neumann
boundary conditions
(4.2)
u(0, y) = u(1, y) = 0, ∂yu(x, 0) = ∂yu(x, 1) = 0,
v(x, 0) = v(x, 1) = 0, ∂xv(0, y) = ∂xv(1, y) = 0,
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for vw, which is often used in applications. We discretize the computational domain [0, 1]
2
by a Cartesian mesh with gridpoints xi = (i− 1/2)Δx, yj = (j − 1/2)Δx, i, j = 1, . . . , N ,
Δx = 1/N . Let pnij, v
n
ij, and s
n
ij denote the approximation to p, vw and s respectively,
evaluated at (xi, yj, tn), where tn = nΔt. Furthermore, we use the notation
Dx±κ
n
ij = ±
1
Δx
(
κni±1,j − κnij
)
, Dy±κ
n
ij = ±
1
Δx
(
κni,j±1 − κnij
)
,
for any grid function κnij.
For the saturation, similarly to the viscous approximation (2.4), we use boundary con-
ditions
(4.3)
sn0,j = s
n
1,j, s
n
N+1,j = s
n
N,j, j = 1, . . . , N,
sni,0 = s
n
i,1, s
n
i,N+1 = s
n
i,N , i = 1, . . . , N.
The scheme for pnij reads
(4.4) −Dx+
(
tni−1/2,jD
x
−p
n
ij
)−Dy+ (tni,j−1/2Dy−pnij) = qnij, i, j = 1, . . . , N,
where
tni+1/2,j =
λT (s
n
ij) + λT (s
n
i+1,j)
2
and tni,j+1/2 =
λT (s
n
ij) + λT (s
n
i,j+1)
2
,
with the boundary values
(4.5)
tni,1/2D
y
−p
n
i,1 = π
n
i,1/2, t
n
i,N+1/2D
y
+p
n
i,N = π
n
i,N+1/2, i = 1, . . . , N,
tn1/2,jD
x
−p
n
1,j = π
n
1/2,j, t
n
N+1/2,jD
x
+p
n
N,j = π
n
N+1/2,j, j = 1, . . . , N,
where
πni,1/2 =
1
Δx
∫ xi+1/2
xi−1/2
π(tn; x, 0) dx, πni,N+1/2 =
1
Δx
∫ xi+1/2
xi−1/2
π(tn; x, 1) dx, i = 1, . . . , N,
πn1/2,j =
1
Δy
∫ yj+1/2
yj−1/2
π(tn; 0, y) dy, πnN+1/2,j =
1
Δy
∫ yi+1/2
yi−1/2
π(tn; 1, y) dy, j = 1, . . . , N,
as well as the constraint
(4.6) p := ΔxΔy
N∑
i,j=1
pnij ≡ 0,
and
qnij = q(xi, yj), i, j = 1, . . . , N, n ≥ 0.
To deﬁne the scheme for vnij, we ﬁrst deﬁne
fni+1/2,j =
f(snij) + f(s
n
i+1,j)
2
and fni,j+1/2 =
f(snij) + f(s
n
i,j+1)
2
.
Then the scheme for uni+1/2,j reads
(4.7) − μ (Dx+Dx− +Dy+Dy−)uni+1/2,j + uni+1/2,j = −fni+1/2,jtni+1/2,jDx+pnij,
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for i = 1, . . . , N − 1, j = 1, . . . , N with boundary values
un1/2,j = u
n
N+1/2,j = 0, j = 1, . . . , N, and
uni+1/2,0 = u
n
i+1/2,1, u
n
i+1/2,N+1 = u
n
i+1/2,N , i = 1, . . . , N − 1,
which is a discrete version of the boundary conditions (4.2). Similarly, the scheme for
vni,j+1/2 reads
(4.8) − μ (Dx+Dx− +Dy+Dy−) vni,j+1/2 + vni,j+1/2 = −fni,j+1/2tni,j+1/2Dy+pnij,
for i = 1, . . . , N , j = 1, . . . , N − 1 with boundary values
vni,1/2 = v
n
i,N+1/2 = 0, i = 1, . . . , N, and
vn0,j+1/2 = v
n
1,j+1/2, v
n
N+1,j+1/2 = v
n
N,j+1/2, j = 1, . . . , N − 1.
Finally we update snij by
(4.9) sn+1ij =
1
4
(
sni+1,j + s
n
i−1,j + s
n
i,j+1 + s
n
i,j−1
)−Δt (Dx−uni+1/2,j +Dy−vni,j+1/2) ,
for n ≥ 0 and i, j = 1, . . . , N , with the initial values s0ij = s0(xi, yj) and boundary
conditions (4.3).
4.1. Convergence of the scheme in 2D. We will show that the approximate solu-
tions generated by the ﬁnite diﬀerence scheme (4.4) – (4.9) converge to a weak solution of
(4.1) for a ﬁxed μ. To do so, we mimic the estimates of Lemmas 3.1 – 3.3 in the discrete
setting.
From the discrete values snij, i, j = 0, . . . , N , n ≥ 0, we deﬁne the piecewise constant
interpolant
sΔ(t; x, y) = s
n
ij, (t; x, y) ∈ [tn, tn+1)× [xi−1/2, xi+1/2)× [yj−1/2, yj+1/2),
n ≥ 0, i, j = 0, . . . , N + 1,
where we have denoted xi+1/2 := iΔx and similarly yj+1/2 = jΔy. In a similar way, we
deﬁne pΔ, uΔ and vΔ to be the piecewise constant interpolations,
pΔ(t; x, y) = p
n
ij, (t; x, y) ∈ [tn, tn+1)× [xi−1/2, xi+1/2)× [yj−1/2, yj+1/2),
uΔ(t; x, y) = u
n
i+1/2,j, (t; x, y) ∈ [tn, tn+1)× [xi, xi+1)× [yj−1/2, yj+1/2),
vΔ(t; x, y) = v
n
i,j+1/2, (t; x, y) ∈ [tn, tn+1)× [xi−1/2, xi+1/2)× [yj, yj+1),
for n ≥ 0, and i, j = 0, . . . , N + 1. We deﬁne them to be zero outside (−Δx, 1 + Δx) ×
(−Δy, 1+Δy). We extend the diﬀerence operators Dx,y± to the interpolations in the obvious
way,
Dx±σΔ(x, y) = ±
σΔ(x±Δx, y)− σΔ(x, y)
Δx
Dy±σΔ(x, y) = ±
σΔ(x, y ±Δy)− σΔ(x, y)
Δy
.
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Moreover, we deﬁne the following discrete versions of the H1(Ω)- and H2(Ω)-norms,
(4.10)
|σΔ|2H1Δ := ΔxΔy
N∑
i,j=1
(|Dx−σij|2 + |Dy−σij|2) ,
‖σΔ‖2H1Δ := ‖σΔ‖
2
L2([0,1]2) + |σΔ|2H1Δ ,
|σΔ|2H2Δ := ΔxΔy
N∑
i,j=1
(|Dx−Dx+σij|2 + |Dy−Dy+σij|2 + 2|Dx−Dy−σij|2) ,
‖σΔ‖2H2Δ := ‖σΔ‖
2
H1Δ
+ |σΔ|2H2Δ ,
(replace i by i+ 1/2 for uΔ and j by j + 1/2 for vΔ) and the discrete L
2-‘trace’-norm
(4.11) ‖σΔ‖2L2(∂Δ) := Δx
N∑
i=1
(
(σi0)
2 + (σi,N+1)
2)+Δy N∑
j=1
(
(σ0j)
2 + (σN+1,j)
2) .
Now, we will show the following estimates on the approximate solutions:
Lemma 4.1. Let Δ = (Δx,Δy,Δt), Δx,Δy,Δt > 0 and q ∈ L∞(0, T ;L2(Ω)). We
have pΔ ∈ L∞(0, T ;H1Δ) for any T > 0 with
(4.12) ‖pΔ(t; ·)‖2H1Δ ≤
4
(λ∗)
2
(
‖qΔ(t; ·)‖2L2(Ω) +
(
10 +
(λ∗)
2
20
Δx
)
‖π(t; ·)‖2L2(∂Ω)
)
,
Proof. Using summation by parts, we have
N+1∑
i=1
N∑
j=1
tni−1/2,j|Dx−pnij|2 = −
N∑
i,j=1
Dx+(t
n
i−1/2,jD
x
−p
n
ij) p
n
ij
+
1
Δx
N∑
j=1
(
tnN+1/2,jp
n
N+1,jD
x
−p
n
N+1,j − tn1/2,jp0jDx−pn1j
)
,
N+1∑
j=1
N∑
i=1
tni,j−1/2|Dy−pnij|2 = −
N∑
i,j=1
Dy+(t
n
i,j−1/2D
y
−p
n
ij) p
n
ij
+
1
Δy
N∑
i=1
(
tni,N+1/2p
n
i,N+1D
y
−p
n
i,N+1 − tni,1/2pi0Dy−pni,1
)
.
Thus multiplying (4.4) by pij and summing over the indices i, j = 1, . . . , N , then using the
boundary conditions (4.5), we obtain
N+1∑
i=1
N∑
j=1
tni−1/2,j|Dx−pnij|2 +
N+1∑
j=1
N∑
i=1
tni,j−1/2|Dy−pnij|2 =
N∑
i,j=1
qnijp
n
ij
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+
1
Δx
N∑
j=1
(
pnN+1,jπ
n
N+1/2,j + p0jπ
n
1/2,j
)
+
1
Δy
N∑
i=1
(
pni,N+1π
n
i,N+1/2 + pi0π
n
i,1/2
)
.
Since tni−1/2,j, t
n
i,j−1/2 ≥ λ∗ by assumption (H.3), and (α a2 + b2/α)/2 ≥ ab for a, b ∈ R,
α > 0, this yields
N∑
i,j=1
(|Dx−pnij|2 + |Dy−pnij|2) ≤ 12λ∗
(
α1
N∑
i,j=1
(pnij)
2 +
1
α1
N∑
i,j=1
(qnij)
2
+
1
Δx
{
α2
N∑
j=1
((
pnN+1,j
)2
+
(
pn0j
)2)
+
1
α2
N∑
j=1
((
πnN+1/2,j
)2
+
(
πn1/2,j
)2)}
+
1
Δy
{
α2
N∑
i=1
((
pni,N+1
)2
+ (pni0)
2
)
+
1
α2
N∑
i=1
((
πni,N+1/2
)2
+
(
πni,1/2
)2)})
,
and hence
|pΔ|2H1Δ ≤
1
2λ∗
(
α1‖pΔ‖2L2(Ω) +
1
α1
‖qΔ‖2L2(Ω) + α2‖pΔ‖2L2(∂Δ) +
1
α2
‖π(t; ·)‖2L2(∂Ω)
)
.
Using the ‘discrete trace inequality’, (7.1), this implies
|pΔ|2H1Δ ≤
1
2λ∗
(
α1‖pΔ‖2L2(Ω) +
1
α1
‖qΔ‖2L2(Ω) + 2α2 |pΔ|2H1Δ + 8α2‖pΔ‖
2
L2(Ω)
+ 2α2ΔyΔx
{ N∑
j=1
(
πnN+1/2,j
)2
+
N∑
i=1
(
πni,N+1/2
)2}
+
1
α2
‖π(t; ·)‖2L2(∂Ω)
)
.
Then we apply the discrete Poincare´ inequality (7.4) with (4.6) and obtain(
1− α1 + 10α2
2λ∗
)
|pΔ|2H1Δ ≤
1
2λ∗
(
1
α1
‖qΔ(t; ·)‖2L2(Ω) +
(
1
α2
+ 2α2Δx
)
‖π(t; ·)‖2L2(∂Ω)
)
,
and hence, choosing α1 = λ∗/2 and α2 = λ∗/20
|pΔ|2H1Δ ≤
2
(λ∗)
2
(
‖qΔ(t; ·)‖2L2(Ω) +
(
10 +
(λ∗)
2
20
Δx
)
‖π(t; ·)‖2L2(∂Ω)
)
,
and (4.12) follows. 
Lemma 4.2. Let Δ = (Δx,Δy,Δt), Δx,Δy,Δt > 0, μ > 0 and q ∈ L∞(0, T ;L2(Ω)).
Assume furthermore that fλT is bounded. Then uΔ, vΔ ∈ L∞(0, T ;H2Δ) for T > 0 with
μ2|uΔ(t; ·)|2H2Δ + μ|uΔ(t; ·)|
2
H1Δ
+ ‖uΔ(t; ·)‖2L2(Ω) ≤ C ‖fλT‖2L∞‖Dx+pΔ(t; ·)‖2L2(Ω),(4.13a)
μ2|vΔ(t; ·)|2H2Δ + μ|vΔ(t; ·)|
2
H1Δ
+ ‖vΔ(t; ·)‖2L2(Ω) ≤ C ‖fλT‖2L∞‖Dy+pΔ(t; ·)‖2L2(Ω),(4.13b)
where C > 0 is a scaling factor, not depending on the other quantities.
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Proof. We take the square of equation (4.7), sum it over the indices i and j and use
the summation by parts identity
N−1∑
i=1
N∑
j=1
uni+1/2,j(D
x
+D
x
− +D
y
+D
y
−)u
n
i+1/2,j = −
N∑
i,j=1
(|Dx−uni+1/2,j|2 + |Dy−uni+1/2,j|2)
to obtain
(4.14)
N∑
i,j=1
(
μ2|(Dx+Dx− +Dy+Dy−)uni+1/2,j|2 + 2μ(|Dx−uni+1/2,j|2 + |Dy−uni+1/2,j|2) + |uni+1/2,j|2
)
=
N∑
i,j=1
(fni+1/2,j)
2(tni+1/2,j)
2|Dx+pnij|2.
Using summation by parts twice for the ﬁrst term on the left hand side of (4.14) and the
boundary conditions gives
N∑
i,j=1
|(Dx+Dx− +Dy+Dy−)uni+1/2,j|2
=
N∑
i,j=1
(|Dx+Dx−uni+1/2,j|2 + |Dy+Dy−uni+1/2,j|2 + 2|Dx−Dy−uni+1/2,j|2),
which implies (4.13a). In the same way, we can show (4.13b). Since pΔ ∈ L∞(0, T ;H1Δ) by
Lemma 4.1, we obtain uΔ, vΔ ∈ L∞(0, T ;H2Δ). 
Before the next lemma, we need some additional notation: We deﬁne
DtσΔ(t; x, y) :=
1
Δt
(σΔ(t+Δt; x, y)− σΔ(t; x, y)) ,
and a discrete version of the W 1,∞(0, T ;L2(Ω))-norm,
‖sΔ‖2W 1,∞Δt (0,T ;L2(Ω)) := supt∈[0,T ]
{‖sΔ(t; ·)‖2L2(Ω) + ‖DtsΔ(t; ·)‖2L2(Ω)}.
Now it is easy to show that sΔ ∈ W 1,∞Δt (0, T ;L2(Ω)) ∩ L∞(0, T ;H1Δ):
Lemma 4.3. Let Δ = (Δx,Δy,Δt), Δx,Δy,Δt > 0 with Δx/Δt,Δy/Δt ≤ K, where
0 < K < ∞, and let μ > 0. Moreover assume that q ∈ L∞(0, T ;L2(Ω)), s0 ∈ H1(Ω) and
that fλT is bounded. Deﬁne
Γf,π,q = ‖f‖L∞
(‖π‖L∞(0,T ;L2(∂Ω)) + ‖λT‖L∞ ‖q‖L∞(0,T ;L2(Ω))) .
Then sΔ ∈ W 1,∞Δt (0, T ;L2(Ω)) ∩ L∞(0, T ;H1Δ) for T > 0 with
‖sΔ(t; ·)‖L2(Ω) ≤ ‖s0‖L2(Ω) + C t√
μ
Γf,π,q(4.15a)
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|sΔ(t; ·)|H1Δ ≤ |s0|H1(Ω) +
C t
μ
Γf,π,q(4.15b)
‖DtsΔ(t; ·)‖L2 ≤ C
(√
K + 1
)(
|s0|H1 + 1 + t
μ
Γf,π,q
)
(4.15c)
for 0 ≤ t ≤ T and where C > 0 is a constant.
Proof. We take the square of equation (4.9), sum over the indices i, j and use the
triangle inequality to obtain( N∑
i,j=1
|sn+1ij |2
)1/2
≤
( N∑
i,j=1
|snij|2
)1/2
+Δt
( N∑
i,j=1
|Dx−uni+1/2,j +Dy−vni,j+1/2|2
)1/2
,
which implies
‖sΔ(tn+1; ·)‖L2(Ω) ≤ ‖sΔ(tn; ·)‖L2(Ω) +Δt
(‖Dx−uΔ(tn; ·)‖L2(Ω) + ‖Dy−vΔ(tn; ·)‖L2(Ω)).
Iterating over n, this yields
‖sΔ(tn; ·)‖L2(Ω) ≤ ‖s0‖L2(Ω) + tn
(
sup
n≥0
|uΔ(tn; ·)|H1Δ + sup
n≥0
|vΔ(tn; ·)|H1Δ
)
.
Using Lemma 4.1 and 4.2, we obtain
‖sΔ(t; ·)‖L2(Ω) ≤ ‖s0‖L2(Ω) + C t√
μ
‖fλT‖L∞ sup
n≥0
|pΔ(tn; ·)|H1Δ
≤ ‖s0‖L2(Ω) + C t√
μ
‖f‖L∞
(‖λT‖L∞ ‖q‖L∞(0,T ;L2(Ω)) + ‖π‖L∞(0,T ;L2(∂Ω))) ,
where we have used (4.12) for the second inequality. In order to show that sΔ(t; ·) is in
H1Δ, i.e. that the gradient of sΔ(t; ·) is in L2(Ω), we apply the linear operators Dx+, Dy+ to
the evolution equation for snij, (4.9),
Dx+s
n+1
ij =
1
4
(
Dx+s
n
i+1,j +D
x
+s
n
i−1,j +D
x
+s
n
i,j+1 +D
x
+s
n
i,j−1
)
−Δt (Dx+Dx−uni+1/2,j +Dx+Dy−vni,j+1/2) ,
(and similarly for Dy+), then take the square of the above equation, sum over the indices
i, j and use again triangle inequality, to obtain( N∑
i,j=1
|Dx+sn+1ij |2
)1/2
≤
( N∑
i,j=1
|Dx+snij|2
)1/2
+Δt
( N∑
i,j=1
|Dx+Dx−uni+1/2,j +Dx+Dy−uni,j+1/2|2
)1/2
,
which implies after iteration over n,( N∑
i,j=1
|Dx+snij|2
)1/2
≤
( N∑
i,j=1
|Dx+s0ij|2
)1/2
+tn sup
n≥0
( N∑
i,j=1
|Dx+Dx−uni+1/2,j+Dx+Dy−uni,j+1/2|2
)1/2
,
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A similar estimate holds for the diﬀerences Dy+s
n
ij and hence, using Lemmas 4.1 and 4.2,
we obtain
|sΔ(t; ·)|H1Δ ≤ |s0|H1Δ +
C t
μ
‖fλT‖L∞(R)
(‖q‖L∞(0,T ;L2(Ω)) + ‖π‖L∞(0,T ;L2(∂Ω))) .
To obtain an estimate on DtsΔ, we rewrite the evolution equation for s
n
ij as
(4.16)
sn+1ij − snij
Δt
=
1
4Δt
(
Δx2Dx+D
x
−s
n
ij +Δy
2Dy+D
y
−s
n
ij
)− (Dx−uni+1/2,j +Dy−vni,j+1/2) ,
We notice that
Δx|Dx+Dx−snij| ≤ |Dx+snij|+ |Dx−snij|,
Δy|Dy+Dy−snij| ≤ |Dy+snij|+ |Dy−snij|,
which implies after taking the square of equation (4.16) and summing over i, j
N∑
i,j=1
|Dtsnij|2 ≤ K
N∑
i,j=1
(|Dx+snij|2 + |Dy+snij|2)+ 2 N∑
i,j=1
(|Dx−uni+1/2,j +Dy−uni,j+1/2|2).
Thus
‖DtsΔ(t; ·)‖L2(Ω)
≤ C(√K|sΔ|L∞(0,T ;H1Δ) + |uΔ|L∞(0,T ;H1Δ) + |vΔ|L∞(0,T ;H1Δ))
≤ C
(√
K‖∇xs0‖L2(Ω) +
√
Kt+ 1
λ∗μ
‖fλT‖L∞
(‖q‖L∞(0,T ;L2(Ω)) + ‖π‖L∞(0,T ;L2(∂Ω)))),
where we have used (4.15b) and Lemmas 4.1 and 4.2 for the second inequality. 
Now we are ready to prove the main convergence theorem for the ﬁnite diﬀerence
scheme.
Theorem 4.4. Fix μ > 0 and assume q ∈ L∞(0, T ;L2(Ω)), s0 ∈ H1(Ω) and f, λT ∈
L∞(R). Furthermore, let Δ = (Δx,Δy,Δt) > 0 such that Δx/Δt,Δy/Δt ≤ K < ∞.
Then a subsequence of {pΔ}Δ>0, {uΔ}Δ>0, {vΔ}Δ>0, {sΔ}Δ>0, converges to a weak solution
(p,vw, s) of (4.1) as Δ → 0, and
s ∈ L∞(0, T ;H1(Ω)) ∩W 1,∞(0, T ;L2(Ω)) p ∈ L∞(0, T ;H1(Ω)), vw ∈ L∞(0, T ;H2(Ω)).
Proof. Due to Lemmas 4.1, 4.2 and 4.3, we have,
sup
t∈[0,T ]
‖pΔ‖H1Δ ≤ C
sup
t∈[0,T ]
(
‖uΔ‖H2Δ + ‖vΔ‖H2Δ
)
≤ C
sup
t∈[0,T ]
(
‖sΔ‖H1Δ + ‖DtsΔ‖L2(Ω)
)
≤ C,
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for a constant C independent of Δ. Then it follows from Ladyzenskaja’s theorems of
interpolation of ﬁnite diﬀerence approximations [88, Lemma 3.1, 3.2, Theorem 3.2], that
sΔ ⇀ s, weakly in H
1([0, T ]× Ω), T > 0,
sΔ → s, strongly in L2((0, T )× Ω), T > 0, and
sΔ → s, a.e. in (0, T )× Ω,
(4.17)
with the limit s ∈ L∞(0, T ;H1(Ω)) ∩W 1,∞(0, T ;L2(Ω)). Lemmas 3.1., 3.2 from [88] can
easily be generalized to other Lp-spaces so that we also have
pΔ ⇀ p, weakly in L
(0, T ;L2(Ω)), T > 0, 1 ≤  < ∞,
(Dx−pΔ, D
y
−pΔ)
T ⇀ ∇xp, weakly in L(0, T ;L2(Ω)), T > 0, 1 ≤  < ∞,
(4.18)
with p ∈ L∞(0, T ;H1(Ω)). Similarly, thanks to [88, Theorem 4.2],
(uΔ, vΔ) ⇀ (u, v), weakly in L
(0, T ;L2(Ω)), T > 0, 1 ≤  < ∞,
(Dx±uΔ, D
y
±uΔ)
T ⇀ ∇xu, weakly in L(0, T ;L2(Ω)), T > 0, 1 ≤  < ∞,
(Dx±vΔ, D
y
±vΔ)
T ⇀ ∇xv, weakly in L(0, T ;L2(Ω)), T > 0, 1 ≤  < ∞,
Dz1±D
z2± uΔ,⇀ ∂z1∂z2u, weakly in L
(0, T ;L2(Ω)), T > 0, 1 ≤  < ∞,
Dz1±D
z2± vΔ,⇀ ∂z1∂z2v, weakly in L
(0, T ;L2(Ω)), T > 0, 1 ≤  < ∞,
(4.19)
(zi ∈ {x, y}, i = 1, 2) with vw := (u, v) ∈ L∞(0, T ;H2(Ω)) We denote
ΛΔ =
(
λxΔ 0
0 λyΔ
)
, FΔ =
(
fxΔ 0
0 f yΔ
)
,
where
λxΔ(t; x, y) = t
n
i+1/2,j, (t; x, y) ∈ [tn, tn+1)× [xi, xi+1)× [yj−1/2, yj+1/2),
λyΔ(t; x, y) = t
n
i,j+1/2, (t; x, y) ∈ [tn, tn+1)× [xi−1/2, xi+1/2)× [yj, yj+1),
fxΔ(t; x, y) = f
n
i+1/2,j, (t; x, y) ∈ [tn, tn+1)× [xi, xi+1)× [yj−1/2, yj+1/2),
f yΔ(t; x, y) = f
n
i,j+1/2, (t; x, y) ∈ [tn, tn+1)× [xi−1/2, xi+1/2)× [yj, yj+1),
Then, thanks to (4.17),
λx,yΔ → λT (s), a.e. in (0, T )× Ω,
fx,yΔ → f(s), a.e. in (0, T )× Ω.
(4.20)
From the deﬁnition of the scheme, (4.4), (4.7), (4.8) and (4.9) and the deﬁnitions of pΔ,
uΔ etc.
−Dx+(λxΔ(x−Δx/2, y)Dx−pΔ(x, y))−Dy+(λyΔ(x, y −Δy/2)Dy−pΔ(x, y)) = qΔ(x, y),
− μ(Dx+Dx− +Dy+Dy−)uΔ(x, y) + uΔ(x, y) = −fxΔ(x, y)λxΔ(x, y)Dx+pΔ(x−Δx/2, y),
− μ(Dx+Dx− +Dy+Dy−)vΔ(x, y) + vΔ(x, y) = −f yΔ(x, y)λyΔ(x, y)Dy+pΔ(x, y −Δy/2),
(4.21)
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and
(4.22) DtsΔ(t; x, y) +D
x
−uΔ(t; x+Δx/2, y) +D
y
−vΔ(t; x, y +Δy/2)
=
1
4Δt
(Δx2Dx−D
x
+ +Δy
2Dy−D
y
+)sΔ(t; x, y).
To simplify, we introduce the notations,
∇hg =
(
Dx−g
Dy−g
)
, ∇h
(
a1
a2
)
=
(
Dx−a
1 Dy−a
1
Dx−a
2 Dy−a
2
)
for functions g, a1,2 deﬁned on [0, T ]× Ω, and
Λ˜Δ(t; x, y) =
(
λ˜xΔ(t; x, y) 0
0 λ˜yΔ(t; x, y)
)
,
where λ˜xΔ(t; x, y) = λ
x
Δ(t; x − Δx/2, y), λ˜yΔ(t; x, y) = λyΔ(t; x, y − Δy/2) and in the same
way, we deﬁne F˜Δ. Moreover, we let
πΔ(t; x, y) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
πn1/2,j, (t; x, y) ∈ [tn, tn+1)× [−Δx, 0]× [yj−1/2, yj+1/2),
πnN+1/2,j, (t; x, y) ∈ [tn, tn+1)× [1, 1 + Δx]× [yj−1/2, yj+1/2),
πni,1/2, (t; x, y) ∈ [tn, tn+1)× [xi−1/2, xi+1/2]× [−Δy, 0),
πni,N+1/2, (t; x, y) ∈ [tn, tn+1)× [xi−1/2, xi+1/2)× [1, 1 + Δy).
for i = 1, . . . , N , j = 1, . . . , N and n ≥ 0. Then multiplying the equations (4.21) and
(4.22) by test functions ϕ ∈ C∞0 ([0, T ) × R2) and Φ ∈ C∞([0, T ) × R2;R2) with compact
support, integrating over [0, T ]× Ω and relabeling the integration variables, we have
(4.23)
−
∫ T
0
∫
Ω
(
sΔD
t
−ϕ+ (uΔ(·; x−Δx/2, ·), vΔ(·; ·, y −Δy/2))T · ∇hϕ
− 1
4Δt
∇hsΔ · (Δx2Dx−ϕ,Δy2Dy−ϕ)T
)
dx dt−
∫
Ω
sΔ(0; ·)ϕ(0; ·) dx = 0,
1
Δx
∫ T
0
∫ 1
0
{∫ 0
−Δx
πΔϕdx−
∫ 1+Δx
1
πΔϕ(·; x−Δx, ·)dx
}
dy dt
+
1
Δy
∫ T
0
∫ 1
0
{∫ 0
−Δy
πΔϕdy −
∫ 1+Δy
1
πΔϕ(·; ·, y −Δy)dy
}
dx dt
+
∫ T
0
∫
Ω
((
Λ˜Δ∇hpΔ
)
· ∇hϕ− qΔϕ
)
dx dt = 0;
where Dt−ϕ(t; ·) = (ϕ(t; ·)− ϕ(t−Δt; ·))/Δt, and
(4.24) μ
∫ T
0
∫
Ω
∇h(uΔ(·; x−Δx/2, ·), vΔ(·; ·, y −Δy/2))T : ∇hΦ dx dt
+
∫ T
0
∫
Ω
(uΔ(·; x−Δx/2, ·), vΔ(·; ·, y −Δy/2))T · Φ dx dt
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= −
∫ T
0
∫
Ω
(
F˜ΔΛ˜Δ∇hpΔ
)
· Φ dx dt;
Using (4.17), the smoothness of ϕ and the CFL-condition, we ﬁnd, as Δ → 0,
(4.25)
−
∫ T
0
∫
Ω
sΔD
t
−ϕdx dt → −
∫ T
0
∫
Ω
sϕtdx dt,
−
∫
Ω
sΔ(0; ·)ϕ(0; ·) dx → −
∫
Ω
s0 ϕ(0; ·) dx,
− 1
4Δt
∫ T
0
∫
Ω
∇hsΔ · (Δx2Dx−ϕ,Δy2Dy−ϕ)T dx dt → 0.
Furthermore, using (4.19), (4.18), (4.20) and again the smoothness of ϕ and Φ, we have
letting Δ → 0,
(4.26)
−
∫ T
0
∫
Ω
(uΔ(·; x−Δx/2, ·), vΔ(·; ·, y −Δy/2))T · ∇hϕdx dt → −
∫ T
0
∫
Ω
vw · ∇xϕdx dt,
−
∫ T
0
∫
Ω
(
F˜ΔΛ˜Δ∇hpΔ
)
· Φ dx dt → −
∫ T
0
∫
Ω
f(s)λ(s)∇xp · Φ dx dt,∫ T
0
∫
Ω
((
Λ˜Δ∇hpΔ
)
· ∇hϕ− qΔϕ
)
dx dt →
∫ T
0
∫
Ω
(
λ(s)∇xp · ∇xϕ− q ϕ
)
dx dt,
and
(4.27) μ
∫ T
0
∫
Ω
∇h(uΔ(·; x−Δx/2, ·), vΔ(·; ·, y −Δy/2))T : ∇hΦ dx dt
+
∫ T
0
∫
Ω
(uΔ(·; x−Δx/2, ·), vΔ(·; ·, y −Δy/2))T · Φ dx dt
→
∫ T
0
∫
Ω
(μ∇xvw : ∇xΦ + vw · Φ) dxdt.
Furthermore, by (4.20), and since ϕ is smooth and π ∈ L2([0, T ]×∂Ω), the boundary terms
converge as Δ → 0:
(4.28)
1
Δx
∫ T
0
∫ 1
0
{∫ 0
−Δx
πΔϕdx−
∫ 1+Δx
1
πΔϕ(·; x−Δx, ·)dx
}
dy dt
+
1
Δy
∫ T
0
∫ 1
0
{∫ 0
−Δy
πΔϕdy −
∫ 1+Δy
1
πΔϕ(·; ·, y −Δy)dy
}
dx dt
→
∫ T
0
∫
∂Ω
πϕ dσ dt.
Summing up, (4.23), (4.24), (4.25), (4.26), (4.27) and (4.28) imply that (s, p,vw) is a weak
solution of the equations. 
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4.2. Numerical experiments. We will now show through numerical experiments
that the ﬁnite diﬀerence scheme (4.4) – (4.9) is eﬀective in computing approximate solutions
of the Brinkman regularization of the two-phase ﬂow problem (4.1). We consider the well-
known quarter ﬁve spot problem that models water ﬂooding in an oil reservoir. To this
end, we consider
q(x) =
⎧⎪⎨⎪⎩
4/(πr2), |x| ≤ r,
−4/(πr2), |x− (1, 1)| ≤ r,
0, otherwise,
where r = 0.02. This models the injection of water at (0, 0) and the production of oil at
(1, 1). The initial water saturation was given by
s0(x) =
{
1, |x| ≤ r,
exp (−150(|x| − r)2) , |x| > r.
Furthermore, the boundary values of the saturation are given by,
sn0,j = s
n
1,j, s
n
N+1,j = s
n
N,j, s
n
i,0 = s
n
1,0, and s
n
i,N+1 = s
n
i,N ,
as well as
(4.29) sn+1ij = 1 if |(xi, yj)| ≤ r.
4.2.1. Convergence tests for a ﬁxed μ. We consider the Brinkman regularization with a
ﬁxed μ = 0.005 and compute the approximate saturation with the numerical scheme (4.4)
– (4.9), on a sequence of meshes ranging from 100 × 100 to 800 × 800 mesh points. The
results of the water saturation at t = 1 are shown in Figure 1. The results show that the
saturation is computed in a robust manner and converges. The limit seems to consist of a
series of waves emanating from the injection in the lower left corner.
4.2.2. Eﬀect of the vanishing regularization parameter μ. The regularization parameter
μ serves to indicate the deviation of the regularized problem from the classical Darcy two-
phase ﬂow problem (1.8). Formally, we can recover the classical two-phase ﬂow problem
from the regularized Brinkman approximation by letting μ → 0. On the other hand, we
were unable to rigorously establish whether such a limit exists and whether it is also a
weak solution of the classical two-phase ﬂow problem (1.8), see Remark 3.1. Hence, we
will investigate this issue numerically by considering the quarter-ﬁve spot problem as in the
previous experiment for diﬀerent values of the regularization parameter μ. We present the
water saturation at time t = 0.65 on a 2000×2000 grid, computed for four diﬀerent values,
μ = {10−2, 10−3, 10−4, 10−5}. The results are shown in Figure 2. Two features in the results
stand out. First, the solutions become very oscillatory (at least near the injection corner)
as μ is reduced and the saturation is no longer in the physically relevant s ∈ [0, 1] range.
Second, the solutions consist of a moving front between s = 0 and s = 1, followed by a train
of oscillatory waves. The above results are clearly consistent with the theory. The stability
estimates on the regularized saturation and velocity are μ dependent (see Remark 3.1) and
blow up as μ → 0. Furthermore, the convergence results for the scheme hold for any ﬁxed
non-zero μ and the stability estimates for the scheme break down as μ → 0. This break
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Figure 1. Water saturation at time t = 1, computed with the ﬁnite diﬀer-
ence scheme (4.4) – (4.9) on a sequence of nested meshes with ﬁxed regular-
ization parameter μ = 0.005.
down of the estimates is perhaps reﬂected in the high-frequency oscillations that arise in
the numerical solution as μ → 0. This clearly indicates that the zero regularization limit
may not be well-posed and the solutions of the Brinkman regularization may not converge
to a weak solution of the Darcy based two-phase problem (1.8) as μ → 0.
5. Analysis in one space dimension
In order to further investigate whether the zero μ limit of the regularized Brinkman
equation (1.10) converges to the Darcy two-phase ﬂow equations (1.8), we consider the
highly simpliﬁed case of one space dimension, i.e, Ω ⊂ R. In this case, the pressure
equation can be solved, and the solution normalized so that λT (s)px = 1. This gives the
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Figure 2. Numerical solutions of (2.1) using (4.4) – (4.29) on a 2000×2000
grid at t = 0.65.
system
(5.1)
{
sμt + v
μ
x = 0,
−μvμxx + vμ = f(sμ),
for t > 0 and x ∈ R.
We look for a traveling wave solution to this system on the form
sμ(x, t) = s
(
x− σt√
μ
)
, vμ(x, t) = v
(
x− σt√
μ
)
,
for some functions s and v. Inserting this into (5.1), we ﬁnd
−σs′ + v′ = 0, −v′′ + v = f(s).
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We want to have
lim
ξ→−∞
s(ξ) = sl, lim
ξ→∞
s(ξ) = sr and lim|ξ|→∞
v′′(ξ) = 0.
Thus the ﬁrst equation can be integrated to get
−σs+ v = C, C = f(sl)− σsl = f(sr)− σsr,
which yields the Rankine-Hugoniot condition
σ =
f(sr)− f(sl)
sr − sl .
This means that any traveling wave will travel with a speed such that the limit lim
μ→0
sμ(x, t)
is a weak solution to the conservation law (ﬁrst equation in (5.1)). We are now left with
the second order equation
−σs′′ + σ(s− sl) = f(s)− f(sl),
or equivalently, the system of ﬁrst order equations
s′ = w,
w′ = (s− sl)− 1
σ
(f(s)− f(sl)) .
This system is integrable, and the solutions are the contour lines of
H(s, w) =
σ
2
w2 − σ
2
(s− sl)2 +
∫ s
sl
(f(z)− f(sl)) dz.
Thus all ﬁxed points are either stable centers or saddle points, located along the s-axis.
Since Hww > 0, the saddle points will be ﬁxed points where Hss ≤ 0, i.e.,
(5.2) σ ≥ f ′(s).
The ﬁxed points where σ < f ′(s) will be stable centers, and cannot be left or right states
of traveling waves. Since f(s) is assumed to be “s-shaped”, for any sl in [0, 1], except for
the two values where f ′′ has extrema, there will be two other points s1 and s2 such that
the Rankine-Hugoniot condition holds. Either one of the largest and the smallest of the
three points sl, s1 and s2 will be saddle points, and the middle point will be a center.
Also, independently of the shape of f , the condition (5.2) is necessary for a traveling
wave. This means that the limits of such a traveling wave can only satisfy the Lax entropy
condition, f ′(sl) ≥ σ ≥ f ′(sr), if either f ′(sl) = σ = f ′(sr) which means that f is linear
between sl and sr or if f
′(sl) = σ > f ′(sr). In the latter case however, the reverse shock
wave, with sl and sr interchanged, is not Lax-admissible.
If the two saddle points are on the same contour line of H, there is a traveling wave
connecting sl with sr, as well as its mirror image in the (s, w) plane, connecting sr with
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sl. At least one of the two traveling waves cannot converge to an entropic shock as μ → 0
by the argument above. If there is a connecting orbit, then H(sl, 0) = H(sr, 0), or
(5.3)
1
2
(f(sr)− f(sl)) (sr − sl) =
∫ sr
sl
f(z)− f(sl) dz.
Now let us assume that 1/2 − f(1/2 − κ) = f(1/2 + κ) − 1/2, which is the case for the
model ﬂux function
f(s) =
s2
s2 + (1− s)2 .
Then (5.3) implies that there is a traveling wave if and only if |sl − 1/2| = |sr − 1/2|. In
particular, there is a traveling wave from s = 0 to s = 1 as well as one from s = 1 to s = 0.
There is substantial evidence that the numerical schemes also converge to this non-
entropic traveling wave for small μ. In Figure 3 we show a computation using the simple
ﬁnite diﬀerence scheme,
(5.4)
{
sn+1j = s
n
j − Δt2Δx
(
vnj − vnj−1
)
,
− μ
Δx2
(
vnj+1 − 2vnj + vnj−1
)
+ vnj = f
(
snj
)
,
for j ∈ 1, . . . , N , n ≥ 0,
where Δx = 1/N , and Δt = 0.4Δx. We used initial values
s0j =
{
1, jΔx < 0.02,
0, otherwise,
and boundary values vn0 = 1, v
n
N+1 = 0 and s
n
0 = 1, s
n
N+1 = 0. The ﬁgure clearly shows that
even for very small μ = 10−6, the solution is a traveling discontinuity that connects 1 and
0. On the other hand, the standard entropy solution for the limit conservation law (μ = 0)
is given by a wave connecting 1 to some intermediate state and a shock front between this
intermediate state and 0.
Furthermore, we have also studied the possible convergence as μ → 0. In order to do
this, we chose initial data which were not endpoints for the traveling wave solution. In
Figure 4 we show the computed solutions at t = 0.65 using 104 mesh points in the interval
[0, 1] for three diﬀerent values of μ. In this case the initial values were
(5.5) s0(x) =
{
0.8, x ≤ 0.02,
0.8 exp(−150(x− 0.02)2), otherwise.
From this ﬁgure, it seems that the limit (if any such limit exists) as μ → 0 of sμ is not
the entropy solution to the conservation law. This entropy solution is also indicated in
Figure 4, and diﬀers from sμ. As μ → 0, the computed solution seems to converge to two
traveling discontinuities, one from s = 0.8 to 1 followed by one from 1 to 0. Only the ﬁrst
of these is a classical shock wave.
We have also included a test where the initial data is periodic, viz.,
(5.6) s(0, x) =
1
2
(1 + cos(2πx)) .
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Figure 3. The numerical solution with μ = 10−6 and μ = 0, and N = 25 000.
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Figure 4. The computed solution to (5.5) at t = 0.65 for μ = 10−4 (left),
μ = 10−5 (middle) and μ = 10−6 (right). In these computations, N = 25 000.
In order to check the possible convergence as μ → 0, we computed approximations with
N = 25 000, and t ∈ [0, 1]. In Figure 5 we show the result in the (x, t) plane for μ = 10−6
and μ = 0. The two solutions are almost identical until shocks develop at t ≈ 0.05. At
this point the approximation with μ = 10−6 develops two shocks, the slower (and weaker)
is an entropy satisfying shock wave, while the faster (and stronger) violates the entropy
condition. From the ﬁgure it is visible how the characteristics “pass through” the shock.
Of course, if μ = 0 the scheme reduces to the upwind scheme, and the approximation
to the right is close to the entropy solution. The small entropic shock wave cannot be a
traveling wave solution, whereas the large non-entropic shock wave is, since it is symmetric
about s = 1/2. This follows from the previous analysis, and can be seen by the trailing
oscillations in the small shock, these are absent in the large shock, see Figure 6.
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Figure 5. Approximations to the solution to (5.6) in the (x, t) plane, left:
μ = 10−6, right: μ = 0, N = 25 000.
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Figure 6. Trailing oscillations behind the entropic shock wave.
Remark 5.1. The above simulations clearly indicate that the μ → 0 limit for the
Brinkman regularization results in a non-classical shock (see [90] for deﬁnition) of the limit
conservation law (st + f(s)x = 0). Such non-classical shocks in the context of two-phase
ﬂows in one-dimensional porous media also arise in the models with dynamic capillary
pressure, see [63, 67, 27, 81, 80]. The existence of non-classical shocks for this model
was proved in [121, 120]. It is interesting to observe that non-classical shock waves for
two-phase ﬂows can arise with two very diﬀerent regularization mechanisms, one involving
dynamic capillary pressure and one with a Brinkman regularization of the Darcy’s law.
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Remark 5.2. We may also notice that system (5.1) is invariant with respect to the
change of variable x → −x, t → −t, that is, the solution is reversible in time for any μ > 0.
This stands in contrast to the time irreversibility of entropy solutions to conservation laws
such as st + f(s)x = 0, to which (5.1) formally reduces as μ → 0.
5.0.3. Convergence of the scheme in 1D. In order to substantiate the above one-dimen-
sional numerical calculations, we devote a short section to prove that the scheme (5.4)
produces a convergent subsequence. We note that the scheme (5.4) is diﬀerent from the
two-dimensional ﬁnite diﬀerence scheme (4.4) – (4.9) for the two-dimensional case as no
pressure equations are solved in the one-dimensional case.
For ease of notation, we write s and v rather than sμ and vμ. A solution to (5.1) is
deﬁned as a pair of functions (s, v) such that
(5.7) s ∈ L∞(0, T ;H1(R)) ∩ L∞((0, T )× R), v ∈ L∞(0, T ;H2(R)),
and such that for all test functions ϕ ∈ C∞0 (R× [0,∞)),∫ ∞
0
∫
R
sϕt + vϕx dxdt+
∫
R
s0(x)ϕ(x, 0) dx = 0,(5.8) ∫ T
0
∫
R
μvxϕx + vϕ− f(s)ϕdxdt = 0.(5.9)
Using the obvious notation, (5.4) reads
(5.10)
{
D+t s
n
j +D−v
n
j = 0,
−μD+D−vnj + vnj = f(snj ).
s0j = s0(jΔx), for j ∈ Z.
Let vΔx and sΔx be the piecewise constant functions deﬁned by
sΔx(x, t) = s
n
j ,
vΔx(x, t) = v
n
j ,
}
for (x, t) ∈ [xj−1/2, xj+1/2)× [tn, tn+1).
As in the two dimensional case, we introduce the discrete norms
|vΔx|2h1 = Δx
∑
j
∣∣D−vnj ∣∣2 ,
‖vΔx‖2h1 = ‖vΔx‖L2(R) + |vΔx|2h1 ,
|vΔx|2h2 = Δx
∑
j
∣∣D+D−vnj ∣∣2 ,
‖vΔx‖2h2 = ‖vΔx‖2h1 + |vΔx|2h2 .
In order to show the strong convergence of a subsequence we square the equation for
vnj and sum over j to ﬁnd
μ2
∑
j
∣∣D−D+vnj ∣∣2 + 2μ∑
j
∣∣D−vnj ∣∣2 +∑
j
∣∣vnj ∣∣2 =∑
j
∣∣fnj ∣∣2 .
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This means that
(5.11) |vΔx(·, t)|2h2 + |vΔx(·, t)|2h1 + ‖vΔx(·, t)‖2L2(R) ≤ C ‖f‖2Lip ‖sΔx(·, t)‖2L2(R) ,
for some constant C which does not depend on Δx. Next, we note that
‖sΔx(·, tn+1)‖L2(R) ≤ ‖sΔx(·, tn)‖L2(R) + CΔt |vΔx(·, tn)|h1
≤ ‖sΔx(·, tn)‖L2(R)
(
1 + CΔt ‖f‖Lip
)
.
Thus
‖sΔx(·, t)‖L2(R) ≤ ‖s0‖L2(R) eCt,
for some constant C which does not depend on Δx (but scales like 1/μ). Combining this
with (5.11) we ﬁnd that
‖vΔx(·, t)‖h2 ≤ CT
for all t ≤ T . This means that we get a supremum bound on sΔx, since
sup
j
∣∣D−vnj ∣∣ ≤ ‖vΔx(·, tn)‖h2 .
Therefore
(5.12) ‖sΔx(·, t)‖L∞(R) ≤ ‖s0‖L∞(R) + tCT .
In particular, this implies that in the one dimensional case we can relax (H.2). Indeed, we
only have to demand that f is locally Lipschitz continuous.
Now set rnj = D
+
t s
n
j and z
n
j = D
+
t v
n
j . Then{
D+t r
n
j +D−z
n
j = 0,
−μD+D−znj + znj = f ′
(
s
n+1/2
j
)
rnj ,
n ≥ 0,
where s
n+1/2
j is some value between s
n
j and s
n+1
j . The above holds for n ≥ 0, and we have
that
r0j = −D−v0j , or − μD+D−r0j + r0j = −f ′
(
s¯0j
)
D−s0j ,
where s¯0j is a value between s
0
j−1 and s
0
j . Now we can repeat the above arguments to show
that ∥∥D+t vΔx(·, t)∥∥h2 ≤ C ‖f‖Lip ∥∥D+t sΔx(·, t)∥∥L2(R) ,∥∥D+t sΔx(·, t)∥∥L2(R) ≤ ‖f‖Lip ‖s0‖L2(R) eCt.
Thus, if s0 ∈ H1(R), then D+t sΔx ∈ L∞(0, T ;L2(R)) and D+t vΔx ∈ L∞(0, T ;h2), with
bounds independent of Δx.
Now we need to show the compactness of the two sequences {sΔx}Δx>0 and {vΔx}Δx>0.
Set σnj = D−s
n
j and w
n
j = D−v
n
j , then{
D+t σ
n
j +D−w
n
j = 0,
−μD+D−wnj + wnj = f ′
(
snj−1/2
)
σnj ,
n ≥ 0,
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where snj−1/2 is an intermediate value. The initial values for the above scheme are σ
0
j =
D−v0j . From this we obtain
‖D−vΔx(·, t)‖h2 ≤ C ‖f‖Lip |sΔx|h1 ,(5.13)
|sΔx(·, t)|h1 ≤ ‖f‖Lip ‖∂xs0‖L2(R) eCt.(5.14)
Together with [88, Lemma 3.1, 3.2; Thm. 3.2, 4.1], these estimates imply
(5.15)
sΔx → s in L∞(0, T ;L2(R)),
(vΔx, D−vΔx, D2−vΔx) → (v, ∂xv, ∂2xxv) in L∞(0, T ;L2(R)),
D−sΔx ⇀ ∂xs, in L(0, T ;L2(R)), 1 ≤  < ∞, and
D3−vΔx ⇀ ∂
3
xxxv, in L
(0, T ;L2(R)), 1 ≤  < ∞,
for a subsequence. Moreover, thanks to (5.12), we have that the limit s ∈ L∞((0, T )×R).
Therefore since this scheme is conservative, it follows from standard arguments used e.g.,
in proving the Lax-Wendroﬀ theorem, see [73], that the limits s and v satisfy (5.8) and
(5.9) respectively. To sum up, we have proved
Lemma 5.3. Assume that s0 ∈ H1(R) and that sΔx and vΔx are deﬁned by (5.10). Then
there are functions s ∈ L∞(0, T ;H1(R)) and v ∈ L∞(0, T ;H3(R)) that are weak solutions
to (5.1), deﬁned by (5.7), (5.8) and (5.9) such that (5.15) holds.
Remark 5.4. As indicated by the above estimates, for ﬁxed μ > 0, the limit v is
actually in H3(R) for each t, this means that st ∈ H2(R). Therefore we can use a bootstrap
argument to show that both s and v are as regular as the initial data. Furthermore one
easily shows the stability estimate
‖s(t, ·)− s¯(t, ·)‖H1(R) ≤ Cμet‖f‖Lip ‖s0 − s¯0‖H1(R) ,
where s¯ is a solution with initial data s¯0. This shows that weak solutions are unique for
each μ > 0.
6. Conclusions
Under the assumption of vanishing capillary pressure, two-phase ﬂows in a porous
medium are modeled by a hyperbolic equation for the saturation, coupled with an elliptic
equation for the pressure, resulting in the classical Darcy’s law based equations (1.8). No
existence results for the equations have been obtained till date in spite of the extensive
research on these equations over the past several decades. One of the pressing issues in this
context has been whether the Darcy’s law is an adequate and appropriate model for ﬂows
in porous media. The Brinkman regularization of the Darcy’s law [17] has been a popular
alternative ([84] and references therein) for the Darcy’s law in the geophysics community,
at least in the context of a single phase ﬂow. It is natural to examine whether the Brinkman
regularization is an appropriate model, also in the context of two- (and multi-) phase ﬂows
in porous media.
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In this paper, we consider the Brinkman regularization of the two-phase ﬂow equations
(1.10). A suitable notion of weak solutions for these equations is proposed. We prove that
these weak solutions exist. Furthermore, a simple ﬁnite diﬀerence scheme to approximate
this system (1.10) is proposed and is shown to converge to a weak solution. Numerical
experiments indicate robust performance of this numerical scheme, for ﬁxed Brinkmann
regularization parameter μ.
Formally, we can recover the classical two-phase ﬂow equations (1.8) by setting the reg-
ularization parameter μ → 0 in the Brinkman regularization (1.10). However, our stability
estimates on the saturation and the velocity blow up as μ → 0, thus preventing us from
proving that the limit solution of the Brinkman regularization is a weak solution of the
classical Darcy problem. We investigate this question numerically using the convergent
numerical scheme. Results on a benchmark quarter ﬁve-spot problem in two space di-
mensions show that the approximate solutions to the Brinkman regularization can become
quite oscillatory as μ → 0. Furthermore, the regularized system can contain discontinuous
fronts connecting full water saturation to zero water saturation. Such solutions are not
included as classical entropy solutions of the Darcy problem (1.10). Hence, the numerical
results indicate that the Brinkman regularization may not converge to (entropy solutions
of) the Darcy limit as μ → 0.
This proposition is further investigated in the special case of one space dimension. In
this case, the pressure equation is trivially solved and the saturation is modeled by a scalar
conservation law. Entropy solutions (obeying Lax type entropy conditions) are widely
recognized as the physically relevant solutions in this context. However, we establish using
traveling wave analysis that the Brinkman limit will lead to a non-classical shock wave for
the scalar conservation law. Such non-entropic solutions have been postulated for other
physical models such as dynamic capillary pressure models [63, 67]. The presence of
non-classical shocks for the Brinkman limit raises interesting questions, see also [45].
Summarizing, the Brinkman regularization does provide a model where existence of
weak solutions can be shown rigorously and convergent numerical schemes can also be
designed. Such existence and convergence results have not been possible for the Darcy
problem despite several attempts. On the other hand, the Brinkman regularization may
lead to limit solutions of the Darcy’s equation that are not entropic and may contain non-
classical shock waves. Furthermore, the question of rigorous passage to the Darcy limit for
the Brinkman regularization is still wide open. Hence, this paper advocates caution in the
use of Brinkman type models, at least for two and multi-phase ﬂows in porous media.
An important assumption in the current paper has been that of zero capillary pressure.
The inclusion of capillary pressure into our model and a study of the resultant eﬀect of the
Brinkman regularization will be performed in a future work.
7. Appendix
7.1. Inequalities. Let Ω = [0, 1]2 be discretized by a grid with grid points (xi, yj) =
((i− 1/2)Δx, (j − 1/2)Δy)), i, j = 0, . . . , N +1, Δx = Δy = 1/N and fij a quantity given
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at the grid points (xi, yj). We denote the piecewise constant interpolation fΔ,
fΔ(x, y) = fij, (x, y) ∈ [xi−1/2, xi+1/2)× [yj−1/2, yj+1/2),
i, j = 0, . . . , N + 1 as in Section 4. Moreover, we assume that fΔ satisﬁes the ‘boundary
conditions’,
Dy−fi1 = Πi,1/2, D
y
+fiN = Πi,N+1/2, i = 1, . . . , N,
Dx−f1j = Π1/2,j, D
x
+fNj = ΠN+1/2,j, j = 1, . . . , N.
Then the following lemma holds:
Lemma 7.1. (Discrete trace inequality)
(7.1) ‖fΔ‖2L2(∂Δ) ≤ 2 ‖fΔ‖2H1Δ + 6 ‖fΔ‖
2
L2(Ω)
+ 2ΔyΔx
{ N∑
j=1
(
ΠN+1/2,j
)2
+
N∑
i=1
(
Πi,N+1/2
)2}
,
where ΠN+1/2,j = D
x
+fNj, Πi,N+1/2 = D
y
+fiN are the Neumann boundary conditions, where
the norms are deﬁned in (4.10) and (4.11).
Proof. First, we note that we can write
fN+1,j =
N∑
i=1
(
i
N
fi+1j − i− 1
N
fij
)
=
N∑
i=1
(
i
N
(fi+1j − fij) + 1
N
fij
)
= Δx
N∑
i=1
(
i
N
Dx+fij + fij
)
= Δx
N∑
i=1
(
i− 1
N
Dx−fij + fij
)
+ΔxΠN+1/2,j,
and similarly,
fi,N+1 = Δy
N∑
j=1
(
j − 1
N
Dy−fij + fij
)
+ΔyΠi,N+1/2,
f0j = −Δx
N∑
i=1
(
N + 1− i
N
Dx−fij − fij
)
,
fi0 = −Δy
N∑
j=1
(
N + 1− j
N
Dy−fij − fij
)
.
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Thus,
Δy
N∑
j=1
(fN+1,j)
2 = Δy
N∑
j=1
(
Δx
N∑
i=1
(
i− 1
N
Dx−fij + fij
)
+ΔxΠN+1/2,j
)2
= ΔyΔx2
N∑
j=1
(
N∑
i=1
(
i
N
Dx+fij + fij
))2
≤ ΔyΔx
N∑
i,j=1
(
i
N
Dx+fij + fij
)2
≤ 2ΔyΔx
N∑
i,j=1
((
i
N
Dx+fij
)2
+ (fij)
2
)
= 2ΔyΔx
N∑
i,j=1
(
i− 1
N
Dx−fij
)2
+ 2ΔyΔx
N∑
i,j=1
(fij)
2
+ 2ΔyΔx
N∑
j=1
(
ΠN+1/2,j
)2
,
(7.2)
and in the same way,
Δx
N∑
i=1
(fi,N+1)
2 ≤ 2ΔyΔx
N∑
i,j=1
(
j − 1
N
Dy−fij
)2
+ 2ΔyΔx
N∑
i,j=1
(fij)
2
+ 2ΔyΔx
N∑
i=1
(
Πi,N+1/2
)2
,
Δy
N∑
j=1
(f0j)
2 ≤ 2ΔyΔx
N∑
i,j=1
(
N + 1− i
N
Dx−fij
)2
+ 2ΔyΔx
N∑
i,j=1
(fij)
2
Δx
N∑
i=1
(fi0)
2 ≤ 2ΔyΔx
N∑
i,j=1
(
N + 1− j
N
Dy−fij
)2
+ 2ΔyΔx
N∑
i,j=1
(fij)
2 .(7.3)
We note that (
k − 1
N
)2
+
(
N + 1− k
N
)2
≤ 1,
hence summing up (7.2) – (7.3), we ﬁnd (7.1). 
Moreover, we have the following discrete version of the Poincare´ inequality:
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Lemma 7.2. (Discrete Poincare´ inequality) Denote f := ΔxΔy
∑N
i,j=1 fij. Then we
have
(7.4) ‖fΔ − f‖2L2(Ω) ≤
8
9
ΔxΔy
N∑
i,j=1
(|Dx−fij|2 + |Dy−fij|2) .
Proof. (C.S:= Cauchy Schwarz inequality, Y. := Young’s inequality)
‖fΔ − f‖2L2(Ω) := ΔxΔy
N∑
i,j=1
(
fij − f
)2
= ΔxΔy
N∑
i,j=1
(
fij −ΔxΔy
N∑
k,=1
fk
)2
= ΔxΔy
N∑
i,j=1
(
ΔxΔy
N∑
k,=1
(fij − fk)
)2
= ΔxΔy
N∑
i,j=1
(
ΔxΔy
N∑
k,=1
(fij − fkj + fkj − fk)
)2
= Δx3Δy3
N∑
i,j=1
(
N∑
k,=1
(
Δx
k∑
m=i+1
Dx−fmj +Δy
∑
n=j+1
Dy−fkn
))2
C.S.≤ Δx3Δy3
N∑
i,j=1
(
N∑
k,=1
(
Δx
√
|k − i|
(
N∑
m=1
|Dx−fmj|2
) 1
2
+Δy
√
|− j|
(
N∑
n=1
|Dy−fkn|2
) 1
2
))2
= ΔxΔy
N∑
i,j=1
(
Δx2
N∑
k=1
√
|k − i|
(
N∑
m=1
|Dx−fmj|2
) 1
2
+Δy2Δx
N∑
=1
√
|− j|
N∑
k=1
(
N∑
n=1
|Dy−fkn|2
) 1
2
)2
≤ ΔxΔy
N∑
i,j=1
(
2
3
(
Δx
N∑
m=1
|Dx−fmj|2
) 1
2
+
2
3
Δx
N∑
k=1
(
Δy
N∑
n=1
|Dy−fkn|2
) 1
2
)2
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Y.≤ 8
9
ΔxΔy
N∑
i,j=1
[
Δx
N∑
m=1
|Dx−fmj|2 +
(
Δx
N∑
k=1
(
Δy
N∑
n=1
|Dy−fkn|2
) 1
2
)2]
Y.≤ 8
9
ΔxΔy
N∑
j,m=1
|Dx−fmj|2 +
8
9
ΔxΔy
N∑
k,n=1
|Dy−fkn|2
=
8
9
ΔxΔy
N∑
i,j=1
(|Dx−fij|2 + |Dy−fij|2) .


PAPER 3
A Convergent Explicit Finite Diﬀerence Scheme for a
Mechanical Model for Tumor Growth
Joint work with Konstantina Trivisa
Abstract. Mechanical models for tumor growth have been used extensively in recent
years for the analysis of medical observations and for the prediction of cancer evolution
based on imaging analysis. This work deals with the numerical approximation of a
mechanical model for tumor growth and the analysis of its dynamics. The system
under investigation is given by a multi-phase ﬂow model: The densities of the diﬀerent
cells are governed by a transport equation for the evolution of tumor cells, whereas the
velocity ﬁeld is given by a Brinkman regularization of the classical Darcy’s law. An
eﬃcient ﬁnite diﬀerence scheme is proposed and shown to converge to a weak solution
of the system. Our approach relies on convergence and compactness arguments in the
spirit of Lions [93].
1. Introduction
1.1. Motivation. Mechanical models for tumor growth are used extensively in recent
years for the prediction of cancer evolution based on imaging analysis. Such models are
based on the assumption that the growth of the tumor is mainly limited by the competi-
tion for space. Mathematical modeling, analysis and numerical simulations together with
experimental and clinical observations are essential components in the eﬀort to enhance
our understanding of the cancer development. The goal of this article is to make a further
step in the investigation of such models by presenting a convergent explicit ﬁnite diﬀer-
ence scheme for the numerical approximation of a Hele-Shaw-type model for tumor growth
and by providing its detailed mathematical analysis. Even though the main focus in the
present work is on the investigation of the evolution of the proliferating cells, it provides
a mathematical framework that can potentially accommodate more complex systems that
account for the presence of nutrient and drug application. This will be the subject of future
investigation.
1.2. Governing equations. In the present context the tissue is considered as a multi-
phase ﬂuid and the ability of the tumor to expand into a host tissue is then primarily driven
by the cell division rate which depends on the local cell density and the mechanical pressure
in the tumor.
1.2.1. Transport equations for the evolution of the cell densities. The dynamics of the
cell population density n(t, x) under pressure forces and cell multiplication is described by
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a transport equation
(1.1) ∂tn− div(nu) = nG(p), x ∈ Ω, t ≥ 0
where n represents the number density of tumor cells, u the velocity ﬁeld and p the pressure
of the tumor. Ω is a bounded domain in Rd, d = 2, 3. The pressure law is given by
(1.2) p(n) = anγ,
where γ ≥ 2. Following [20, 108], we assume that growth is directly related to the pressure
through a function G(·) which satisﬁes
(1.3) G ∈ C1(R), G′(·) ≤ −β < 0, G(PM) = 0 for some PM > 0.
The pressure PM is usually called homeostatic pressure. Here, and in what follows, for
simplicity we let
(1.4) G(p) = α− βpθ,
for some α, β, θ > 0.
1.2.2. The tumor tissue as a porous medium. The continuous motion of cells within the
tumor region, typically due to proliferation, is represented by the velocity ﬁeld u := ∇W
given by an alternative to Darcy’s equation known as Brinkman’s equation
(1.5) p = W − μΔW
where μ is a positive constant describing the viscous like properties of tumor cells and p is
the pressure given by (1.2).
Relation (1.5) consists of two terms. The ﬁrst term is the usual Darcy’s law, which in
the present setting describes the tendency of cells to move down pressure gradients and
results from the friction of the tumor cells with the extracellular matrix. The second term,
on the other hand, is a dissipative force density (analogous to the Laplacian term that
appears in the Navier-Stokes equation) and results from the internal cell friction due to
cell volume changes. A second interpretation of relation (1.5) is the tumor tissue can be
viewed as “ﬂuid like.” In other words, the tumor cells ﬂow through the ﬁxed extracellular
matrix like a ﬂow through a porous medium, obeying Brinkman’s law.
The resulting model, governed by the transport equation (1.1) for the population den-
sity of cells, the elliptic equation (1.5) for the velocity ﬁeld and a state equation for the
pressure law (1.2), now reads
(1.6)
{
∂tn− div(n∇W ) = αn− βnγθ+1, x ∈ Ω, t ≥ 0
−μΔW +W = anγ.
We complete the system (1.6) with a family of initial data n0 satisfying (for some constant
C)
(1.7) n0 ≥ 0, p(n0) ≤ PM , ‖n0‖L1(Rd) ≤ C.
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The objective of this work is to establish the global existence of weak solutions to the
nonlinear model for tumor growth (1.6) by designing an eﬃcient numerical scheme for its
approximation and by showing that this scheme converges when the mesh is reﬁned. The
main ingredients of our approach and contribution to the existing theory include:
(1) The introduction of a suitable notion of solutions to the nonlinear system (1.6)
consisting of the transport equation (1.1) and the Brinkman regularization (1.5).
(2) The construction of an approximating procedure which relies on an artiﬁcial van-
ishing viscosity approximation and the establishment of the suitable compactness
in order to pass into the limit and to conclude convergence to the original system
(cf. Section 3, Lemma 3.7).
(3) The design of an eﬃcient numerical scheme for the numerical approximation of
the nonlinear system (1.1)-(1.5).
(4) The proof of the convergence of the numerical scheme. In the center of the analysis
lies the proof of the strong convergence of the cell densities. This is achieved by
establishing the weak continuity of the eﬀective viscous pressure in the spirit of
Lions [93] (cf. Section 4, Lemma 4.8).
(5) The design of numerical experiments in order to establish that the ﬁnite diﬀerence
scheme is eﬀective in computing approximate solutions to the nonlinear system
(1.6) (cf. Section 5).
For relevant results on the analysis and the numerical approximation of a two-phase
ﬂow model in porous media we refer the reader to [31]. Related results on the numerical
approximation of compressible ﬂuids employing the weak compactness tools developed by
of Lions [93] in the discrete setting have been established by Karper et al. [78, 74, 75, 76]
and Galloue¨t et al. [49].
Relevant work on the mathematical analysis of mechanical models of Hele-Shaw-type
have been presented by Perthame et al. [104, 105, 106, 107]. The analysis in [106]
establishes the existence of traveling wave solutions of the Hele-Shaw model of tumor
growth with nutrient and presents numerical observations in two space dimensions. The
present article is according to our knowledge the ﬁrst article presenting rigorous analytical
results on the global existence of general weak solutions to Hele-Shaw-type systems.
A diﬀerent approach yielding results on the global existence of weak solutions to a
nonlinear model for tumor growth in a general moving domain Ωt ⊂ R3 without any
symmetry assumption and for ﬁnite large initial data is presented in [41, 39, 40]. But
in contrast to the present nonlinear system, the transport equation for the evolution of
cancerous cells in [41, 40] has a source term which is linear with respect to cell density.
Relevant results on nonlinear models for tumor growth governed by the Darcy’s law
for the evolution of the velocity ﬁeld are presented by Zhao [128] based on the farmework
introduced by Friedman et al. [51, 26].
1.3. Outline. The paper is organized as follows: Section 1 presents the motivation,
modeling and introduces the necessary preliminary material. Section 2 provides a weak
formulation of the problem and states the main result. Section 3 is devoted to the global
existence of solutions via a vanishing viscosity approximation. In Section 4 we present an
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eﬃcient ﬁnite diﬀerence scheme for the approximation of the weak solution to system (1.6)
on rectangular domains and Section 5 is devoted to numerical experiments. A discretized
Aubin-Lions lemma and some technical lemmas are presented in Appendices A and B
respectively.
2. Weak formulation and main results
Notation 2.1. For ϕ : (0, T ) × Ω → R, ϕ : (0, T ) × Ω → Rd, we will denote by
∇ϕ := ∇xϕ = (∂x1ϕ, . . . , ∂xdϕ) and divϕ := divxϕ =
∑d
i=1 ∂xiϕ
(i) the gradient and
divergence in the spatial direction in Ω.
2.1. Weak solutions.
Definition 2.2. Let Ω a bounded domain in Rd, d = 2, 3, which is either rectangular
or has a smooth boundary ∂Ω and T > 0 a ﬁnite time horizon. We say that (n,W, p) is a
weak solution of problem (1.1)-(1.5) supplemented with initial data (n0,W0, p0) satisfying
(1.7) provided that the following hold:
• (n,W, p) ≥ 0 represents a weak solution of (1.1)-(1.5) on (0, T )×Ω, i.e., for any test
function ϕ ∈ C∞c ([0, T ]× Rd), T > 0, the following integral relations hold
(2.1)
∫
Rd
nϕ(τ, ·) dx−
∫
Rd
n0ϕ(0, ·)dx =
∫ τ
0
∫
Rd
(n∂tϕ− n∇W · ∇ϕ+ nG(p)ϕ(t, ·)) dxdt.
In particular,
n ∈ Lp((0, T )× Ω), for all p ≥ 1.
We remark that in the weak formulation, it is convenient that the equations (1.1) hold
in the whole space Rd provided that the densities n are extended to be zero outside the
tumor domain.
• Brinkman’s equation (1.5) holds in the sense of distributions, i.e., for any test function
ϕ ∈ C∞c (Rd) satisfying
ϕ|∂Ω = 0 for any t ∈ [0, T ],
the following integral relation holds for a.e. t ∈ [0, T ],
(2.2)
∫
Ω
anγϕdx =
∫
Ω
(
μ∇W · ∇ϕ+Wϕ
)
dx.
and p = nγ almost everywhere. All quantities in (2.2) are required to be integrable, and
in particular, W ∈ L∞([0, T ];H2(Ω)).
The main result of the article now follows.
Theorem 2.3. Let Ω ⊂ Rd be a bounded domain with smooth boundary ∂Ω, 0 < T < ∞.
Assume that the initial data n0 ∈ L∞(Ω) with 0 ≤ n0 ≤ n∞ := P 1/γM and that G(·) is of
the form (1.4). Then the problem (1.1)-(1.5), admits a weak solution in the sense speciﬁed
in Deﬁnition 2.2.
The following two remarks are now in order.
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Remark 2.4. In Section 3, such a solution is obtained as the limit of the vanishing
viscosity approximations (nε,Wε, pε) of (3.1) to (1.6) as ε → 0.
Remark 2.5. In Section 4, such a solution is obtained in the case of a rectangular
domain, as the limit of the sequence of approximations (nh,Wh, ph) computed by the
numerical scheme (4.1) – (4.3) as h → 0.
3. Global existence via vanishing viscosity
In this section we prove Theorem 2.3 by constructing an approximating scheme which
relies on the addition of an artiﬁcial vanishing viscosity approximation
(3.1)
⎧⎪⎨⎪⎩
∂tnε − div(nε∇Wε) = αnε − βnγ+1ε + εΔnε, x ∈ Ω, t ≥ 0
μΔWε −Wε = anγε ,
nε(0, ·) = nε0,
where nε0 is a smoothnened version of n0, that is n
ε
0 = n0 ∗ϕε for a smooth function ϕε with
compact support, and a bounded domain Ω ∈ Rd with smooth boundary or alternatively
the d-dimensional torus Td, and we establish its convergence to the nonlinear system (1.6)
at the continuous level. For simplicity, we assume a = 1 and homogeneous Neumann
boundary conditions for nε and Wε (if the domain is a torus T
d we can also use periodic
boundary conditions).
Theorem 3.1. For every ε > 0, the parabolic-elliptic system (3.1) admits a unique
smooth solution (nε,Wε, pε).
Proof. The proof of this result relies on classical arguments (cf. Ladyzhenskaya [87]),
namely by employing the Contraction Mapping Principle and the regularity of the initial
data one can show the existence of a unique solution (nε,Wε, pε) deﬁned for a small time
T > 0. Then one derives apriori estimates establishing that the solution does not blow up
and in fact is deﬁned for every time. Finally, a bootstrap argument yields the smoothness
of the solution. 
The remaining part of this section aims to establish the necessary compactness of the
approximate sequence of solutions (nε,Wε, pε).
3.1. A priori estimates. We start by proving that nε are uniformly bounded inde-
pendent of ε > 0 and nonnegative:
Lemma 3.2. If 0 ≤ nε(0, ·) ≤ n∞ := P 1/γM < ∞ uniformly in ε > 0, then for any t > 0,
the functions nε(t, ·) are uniformly (in ε > 0) bounded and nonnegative, speciﬁcally,
0 ≤ min
(t,x)
nε(t, x) ≤ max
(t,x)
nε(t, x) ≤ n∞.
Proof. First we notice that if Wε has a maximum at a point x0, then ΔWε(·, x0) ≤ 0
and therefore Wε = pε + μΔWε ≤ pε. Similarly, if it has a minimum at a point x0, it
will satisfy ΔWε(·, x0) ≥ 0 and therefore Wε ≥ pε. If Wε attains a strict maximum on the
boundary, i.e., there is a point x0 ∈ ∂Ω such that Wε(x0) > Wε(x) for any other x ∈ Ω, we
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apply Hopf’s Lemma, e.g. [46, p. 347], to the function v := Wε − max(t,x) pε(t, x) which
satisﬁes
−μΔv + v = pε −max
(t,x)
pε(t, x) ≤ 0,
which has a strict maximum at the point x0. If v(x0) ≤ 0, then Wε ≤ Wε(x0) ≤
max(t,x) pε(t, x) and otherwise Hopf lemma gives ∇Wε(x0) · ν = ∇v(x0) · ν > 0 where
we have denoted the boundary normal ν, this contradicts the homogeneous boundary con-
ditions. In a similar way we show that Wε ≥ min(t,x) pε(t, x) (applying Hopf’s lemma to
−Wε and hence
(3.2) min
(t,x)
pε(t, x) ≤ Wε ≤ max
(t,x)
pε(t, x).
We rewrite the evolution equation for nε using the equation for the potential Wε,
(3.3) ∂tnε −∇Wε · ∇nε = nεG(pε) + 1
μ
nε(pε −Wε) + εΔnε.
Now assume (t0, x0) is a point, where nε(t0, x0) ≥ n∞ reaches its maximum (and therefore
also pε(t0, x0) ≥ PM reaches a maximum). Then ∇nε(t0, x0) = 0 and Δnε(t0, x0) ≤ 0.
Hence
∂tnε(t0, x0) ≤ nεG(pε) + 1
μ
nε(pε −Wε).
By (3.2), the second term on the right hand side is nonpositive and since G(pε(t0, x0)) ≤ 0
for pε ≥ PM , we get
∂tnε(t0, x0) ≤ 0.
Hence nε will decrease and if initially n0 ≤ n∞, this implies that nε(t, ·) ≤ n∞ for any later
time t ≥ 0. To show the nonnegativity of nε, we integrate the evolution equation for nε,
d
dt
∫
Ω
nεdx =
∫
Ω
nεG(pε)dx.
On the other hand, multiplying the same equation by a regularized version of the sign
function, integrating and then passing to the limit in the approximation, we have
d
dt
∫
Ω
|nε|dx ≤
∫
Ω
|nε|G(pε)dx,
Subtracting the two equations from one another, and using that |nε| − nε ≥ 0,
d
dt
∫
Ω
∣∣|nε| − nε∣∣dx ≤ ∫
Ω
∣∣|nε| − nε∣∣G(pε)dx,
≤ max
s∈[0,PM ]
|G(s)|
∫
Ω
∣∣|nε| − nε∣∣dx.
Now using Gro¨nwall’s inequality and that |n0| − n0 ≡ 0 by assumption, we obtain∫
Ω
∣∣|nε| − nε∣∣(t)dx = 0
and thus that nε(t, x) ≥ 0 almost everywhere. 
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Next we prove a simple lemma on the regularity of Wε.
Lemma 3.3. We have that
Wε ⊂ L∞([0, T ];W 2,q(Ω)),
for any q ∈ [1,∞) uniformly in ε > 0 and
Wε,ΔWε ⊂ L∞((0, T )× Ω)),
uniformly in ε > 0 as well.
Proof. We square the equation for Wε and integrate it over the spatial domain and
then use integration by parts,∫
Ω
|pε|2dx =
∫
Ω
|Wε|2 − 2μWεΔWε + μ2|ΔWε|2dx
=
∫
Ω
|Wε|2 + 2μ|∇Wε|2 + μ2|∇2Wε|2dx.
By the previous Lemma 3.2, we have that pε is uniformly bounded in ε > 0 and therefore
that the left hand side of the above equation is bounded and that Wε ∈ L∞([0, T ];H2(Ω)).
Using a Calderon-Zygmund inequality (e.g. [53, Thm. 9.11.]), we obtainWε ∈ L∞([0, T ];W 2,q(Ω))
for all q ∈ [1,∞). By the Sobolev embedding theorem, this implies that in particular
∇Wε ∈ L∞((0, T ) × Ω). The second claim follows from (3.2) and the uniform bound on
the pressure proved in Lemma 3.2. 
3.2. Entropy inequalities for nε. To prove strong convergence of the approximating
sequence {(nε,Wε, pε)}ε>0, it will be useful to derive entropy inequalities for nε. To this
end, the following lemma will be useful:
Lemma 3.4. Let f : R → R be a smooth convex, nonnegative function and denote
fε := f(nε). Then fε satisﬁes the following identity
(3.4) ∂tfε − div(fε∇Wε)− εΔf(nε)
= (f ′(nε)nε − fε)ΔWε + f ′(nε)nεG(pε)− εf ′′(nε)|∇nε|2
where
ε
∫ T
0
∫
Ω
f ′′(nε)|∇nε|2 dxdt ≤ C,(3.5)
with C > 0 a constant independent of ε > 0. In particular, this implies that ∂tfε = gε + kε
with gε ∈ L1([0, T ]× Ω) and kε ∈ L1([0, T ];W−1,2(Ω)).
Proof. The identity (3.4) follows after multiplying the evolution equation for nε, (3.3),
by f ′(nε) and using chain rule. Integrating the inequality in space and time, we obtain∫
Ω
fε(T ) dx+ ε
∫ T
0
∫
Ω
f ′′(nε)|∇nε|2 dxdt
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=
∫
Ω
fε(0) dx+
∫ T
0
∫
Ω
(f ′(nε)nε − fε)ΔWε + f ′(nε)nεG(pε) dxdt
The right hand side is bounded by the assumptions on the initial data and the L∞-bounds
proved in Lemmas 3.2 and 3.3. This implies (3.5). Therefore the right hand side of (3.4)
is contained in L1((0, T ) × Ω). Using (3.5) for the third term on the left hand side, we
conclude that it is contained in L1([0, T ];H−1(Ω)). The second term on the left hand side
is contained in L∞([0, T ];W−1,2(Ω)). Hence ∂tfε = gε + kε with gε ∈ L1([0, T ] × Ω) and
kε ∈ L1([0, T ];W−1,2(Ω)) and in particular, ∂tfε ∈ L1([0, T ];W−1,1∗(Ω)) by the Sobolev
embedding (1∗ = d/(d− 1)). 
Remark 3.5. The preceeding lemma implies that the time derivative of the approxima-
tion of the pressure ∂tpε = ∂t|nh|γ = gε+kε where gε is uniformly bounded in L1([0, T ]×Ω)
and kε in L
1([0, T ];H−1(Ω)). Hence ∂tWε = Uε + Vε where Uε ∈ L1([0, T ];H1(Ω)) solves
−μΔUε+Uε = kε and Vε ∈ L1([0, T ];W 1,r(Ω)), 1 ≤ r < 1∗ solves −μΔVε+Vε = gε (see [13,
Thm. 6.1] for a proof of the second statement). Hence ∂tWε ∈ L1([0, T ];W 1,r(Ω)) for any
1 ≤ r < 1∗.
3.3. Passing to the limit ε → 0. The estimates of the previous (sub)sections allow
us to pass to the limit ε → 0 in a subsequence, still denoted ε, and conclude the existence
of limit functions
nε ⇀ n ≥ 0, inLq([0, T ]× Ω), 1 ≤ q < ∞,
pε ⇀ p ≥ 0, inLq([0, T ]× Ω), 1 ≤ q < ∞,
where pε := n
γ
ε and 0 ≤ n, p ∈ L∞([0, T ] × Ω). Using Aubin-Lions’ lemma for Wε and
∇Wε, we obtain strong convergence of a subsequence in Lq([0, T ] × Ω) for any q ∈ [0,∞)
to limit functions W,∇W ∈ Lq([0, T ] × Ω). Moreover, from the estimates in Lemma 3.3
we obtain that W ∈ L∞([0, T ] × Ω) ∩ L∞([0, T ];W 2,q(Ω)). Hence we have that (n,W, p)
satisfy for any ϕ, ψ ∈ C10([0, T )× Ω),∫ T
0
∫
Ω
nϕt − n∇W · ∇ϕdxdt+
∫
Ω
n0 ϕ(0, x)dx = −
∫ T
0
∫
Ω
nG(p)ϕdxdt∫ T
0
∫
Ω
Wψ + μ∇W · ∇ψ dxdt =
∫ T
0
∫
Ω
pψ dxdt
(3.6)
where nG(p) is the weak limit of nεG(pε). To conclude that the limit (n,W, p) is a
weak solution of (1.6), we need to show that nε converges strongly and therefore in the
limit p = p := nγ and nG(p) = nG(p). For this purpose, we combine a compensated
compactness property (Lemma 3.7) with a monotonicity argument. We will also make use
of the following lemma which was proved in a more general version in [38, 101]:
Lemma 3.6. Let n, f ∈ L∞([0, T ] × Ω) and u ∈ L∞([0, T ];H1(Ω)) with divu ∈
L∞([0, T ]× Ω) satisfy
(3.7) nt − div(un) = f,
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in the sense of distributions. Then for all continuously diﬀerentiable functions b ∈ C1(R),
(3.8) b(n)t − div(ub(n)) = b′(n)f + [b′(n)n− b(n)] divu,
in the sense of distributions.
Proof. We let 0 ≤ ψ ∈ C∞0 (Rd+1) be a smooth, radially symmetric molliﬁer, i.e.
ψ(x) = ψ(−x) and ∫
Rd+1
ψ(x)dx, with supp(ψ) ⊂ B1(0) and denote for δ > 0, ψδ(x) :=
δ−(d+1)ψ(x/δ). Then we choose as a test function in (3.7) ψδ(s, y)ϕ(t+ s, x+ y), with ϕ is
compactly supported in (δ, T − δ)×Ωδ where Ωδ includes all the points x in Ω which have
distance d(x, ∂Ω) > δ and do a change of variables:∫ T
0
∫
Ω
n(t− s, x− y)ψδ(s, y)∂tϕ(t, x)− n(t− s, x− y)u(t, x)ψδ(s, y) · ∇ϕ(t, x) dxdt
= −
∫ T
0
∫
Ω
f(t− s, x− y)ψδ(s, y)ϕ(t, x) dxdt.
Integrating in (s, y), this becomes∫ T
0
∫
Ω
(n ∗ ψδ)(t, x)∂tϕ(t, x)− (nu) ∗ ψδ(t, x) · ∇ϕ(t, x) dxdt
= −
∫ T
0
∫
Ω
(f ∗ ψδ)(t, x)ϕ(t, x) dxdt.
We deﬁne nδ := n ∗ ψδ and fδ := f ∗ ψδ and choose as a test function ϕ := b′(nδ)φ for a
smooth φ compactly supported in (δ, T − δ)×Ωδ (which is possible since nδ is smooth and
bounded thanks to the convolution.). Then we can rewrite the last identity using chain
rule as∫ T
0
∫
Ω
b(nδ)∂tφ− b(nδ)u · ∇φ dxdt
= −
∫ T
0
∫
Ω
(b′(nδ)fδ + [b′(nδ)nδ − b(nδ)] divu+ b′(nδ)rδ)φ dxdt.
where rδ := div((nu) ∗ ψδ) − div(nδu). By [92, Lemma 2.3], we have that rδ → 0 in
L2loc((0, T )× Ω) and thanks to the properties of the convolution that b(nδ) → b(n) almost
everywhere as well as fδ → f a.e. when δ → 0. Thus we obtain that in the limit δ → 0, n
satisﬁes∫ T
0
∫
Ω
b(n)∂tφ− b(n)u · ∇φ dxdt = −
∫ T
0
∫
Ω
(b′(n)f + [b′(n)n− b(n)] divu)φ dxdt.
which is exactly (3.8) in the sense of distributions. 
Applying Lemma 3.6 for the weak limit n in (3.6) with b(n) = n2, we obtain that n
satisﬁes
(3.9)
∫ T
0
∫
Ω
n2ϕt − n2∇W · ∇ϕdxdt = −
∫ T
0
∫
Ω
(2nnG(p) + n2ΔW )ϕdxdt
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for any test functions ϕ ∈ C10((0, T )×Ω). On the other hand, from (3.4) for b(n) = n2 we
obtain after integrating in space and time∫
Ω
n2ε(τ) dx−
∫
Ω
n2ε(0) dx ≤
∫ τ
0
∫
Ω
n2εΔWε + 2n
2
εG(pε) dxdt
Passing to the limit ε → 0 in this inequality, we have
(3.10)
∫
Ω
n2(τ) dx−
∫
Ω
n20 dx ≤
∫ τ
0
∫
Ω
n2ΔW + 2n2G(p) dxdt,
where n2 denotes the weak limit of n2ε and n
2ΔW and n2G(p) are the weak limits of
n2εΔWε and n
2
εG(pε) respectively. Letting τ → 0 in this inequality, we obtain, thanks to
the boundedness of the integrand on the right hand side,∫
Ω
n2(0) dx−
∫
Ω
n20 dx ≤ 0.
On the other hand, since b(n) = n2 is convex, we have n2 ≥ n2 and hence n2(0, x) = n20(x).
We now choose smooth test functions ϕ approximating ϕ(t, x) = 1[0,τ ](t), where τ ∈
(0, T ], in inequality (3.9) and then pass to the limit in the approximation to obtain the
inequality
(3.11)
∫
Ω
n2(τ) dx−
∫
Ω
n20 dx =
∫ τ
0
∫
Ω
(2nnG(p) + n2ΔW ) dxdt
Subtracting (3.11) from (3.10), we have
(3.12)
∫
Ω
(
n2 − n2
)
(τ)dx
≤
∫ τ
0
∫
Ω
(
2n2G(p)− 2nnG(p) + ΔW
(
n2 − n2
)
+ n2ΔW − n2ΔW
)
dx dt.
Now using the explicit expression of G, (1.4), the ﬁrst term on the right hand side can be
estimated as follows:∫ τ
0
∫
Ω
(
2n2G(p)− 2nnG(p)
)
dx dt
= 2
∫ τ
0
∫
Ω
α
(
n2 − n2
)
− β
(
n2+γθ − nn1+γθ
)
dx dt
≤ 2
∫ τ
0
∫
Ω
α
(
n2 − n2
)
− β
(
n2+γθ − n2+γθ
)
dx dt
≤ 2α
∫ τ
0
∫
Ω
(
n2 − n2
)
dx dt
(3.13)
where we have used [101, Lemma 3.35], which implies nn1+γθ ≤ n2+γθ, for the ﬁrst in-
equality. To estimate the second term on the right hand side, we use that ΔW is bounded
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thanks to Lemma 3.3 and that n2 ≥ n2 by the convexity of f(x) = x2. Hence
(3.14)
∫ τ
0
∫
Ω
ΔW
(
n2 − n2
)
dxdt ≤ PM
μ
∫ τ
0
∫
Ω
(
n2 − n2
)
dxdt.
For the last term, we use the following lemma,
Lemma 3.7. The weak limits (n,W, p) of the sequences {(nε,Wε, pε)}ε>0 satisfy for
smooth functions S : R → R,
(3.15)
∫
Ω
(
S(n)ΔW − S(n)ΔW
)
dx =
1
μ
∫
Ω
(
p S(n)− pS(n)
)
dx
where S(n)ΔW , S(n), pS(n) are the weak limits of S(nε)ΔWε, S(nε) and pεS(nε) respec-
tively.
Applying this lemma to the second term in (3.12) with S(n) = n2, we can estimate it
by ∫ τ
0
∫
Ω
(
n2ΔW − n2ΔW
)
dx =
1
μ
∫
Ω
(
p n2 − pn2
)
dxdt
=
1
μ
∫
Ω
(
nγ n2 − n2+γ
)
dxdt
≤ 0,
using that nγ n2 ≤ n2+γ (cf. [101]). Thus,∫
Ω
(
n2 − n2
)
(τ)dx ≤
(
2α +
PM
μ
)∫ τ
0
∫
Ω
(
n2 − n2
)
dx dt.
Hence Gro¨nwall’s inequality implies∫
Ω
(
n2 − n2
)
(τ)dx ≤ 0
By convexity of the function f(x) = x2 we also have n2 ≤ n2 almost everywhere and so
n2(t, x) = n2(t, x)
almost everywhere in (0, T ) × Ω. Therefore we conclude that the functions nε converge
strongly to n almost everywhere and in particular also p = nγ which means that the limit
(n,W, p) is a weak solution of the equations (1.6).
Proof of Lemma 3.7. We multiply the equation for Wε by S(nε) and integrate over
Ω, ∫
Ω
μΔWε S(nε)−WεS(nε) dx = −
∫
Ω
pεS(nε) dx.
Passing to the limit ε → 0, we obtain
(3.16)
∫
Ω
μΔWS(n)−WS(n) dx = −
∫
Ω
pS(n) dx.
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On the other hand, using the smooth function S(nε) as a test function in the weak formu-
lation of the limit equation
−μΔW +W = p,
and passing to the limit ε → 0, we obtain∫
Ω
μΔWS(n)−WS(n) dx = −
∫
Ω
p S(n) dx.
Combining the last identity with (3.16), we obtain (3.15). 
4. Global existence via a numerical approximation
We consider the problem in two space dimensions in a rectangular domain, for simplicity
we use Ω = [0, 1]2, the generalization to other rectangular domains as well as three space
dimensions is straightforward but more cumbersome in terms of notation, for this reason
we restrict ourself to a square two dimensional domain here. For simplicity, we will also
assume a = 1 in the Brinkman law in (1.6). We let h > 0 the mesh width, and Δt the
time step size. We will determine the necessary ratio between h and Δt later on. For
i, j = 1, . . . , Nx, where Nx = 1/h, h chosen such that Nx is an integer, we denote grid
cells Cij := ((i− 1)h, ih]× ((j − 1)h, jh] with cell midpoints xi,j = ((i− 1/2)h, (j − 1/2)h).
In addition, we denote tm = mΔt, m = 0, . . . NT , where NT = T/Δt for some ﬁnal time
T > 0. The approximation of a function f at grid point xi,j and time t
m will be denoted
fmi,j. We also introduce the ﬁnite diﬀerences,
D±1 fij = ±
fi±1,j − fi,j
h
, D±2 fij = ±
fi,j±1 − fi,j
h
, D±t f
m = ±f
m±1 − fm
Δt
.
and deﬁne the discrete Laplacian, divergence and gradient operators based on these,
∇±h := (D±1 , D±2 )t, div±h fi,j = D±1 f (1)i,j +D±2 f (2)i,j , Δh := div±h ∇∓h .
For ease of notation, we also let ui+1/2,j and vi,j+1/2 denote the discrete velocities in the
transport equation, speciﬁcally, given Wi,j, we let
(4.1) ui+1/2,j := D
+
1 Wi,j, vi,j+1/2 := D
+
2 Wi,j.
4.1. An explicit ﬁnite diﬀerence scheme. Given (nmi,j,W
m
i,j) at time step m, we
deﬁne the quantities (nm+1i,j ,W
m+1
i,j ) at the next time step by
−μΔhWmi,j +Wmi,j = pmi,j,(4.2a)
pmi,j := |nmi,j|γ,(4.2b)
D+t n
m
i,j +D
−
1 F
(1)
i+1/2,j(u
m, nm) +D−2 F
(2)
i,j+1/2(v
m, nm) = nmi,jG(p
m
i,j),(4.2c)
where pi,j = (ni,j)
γ and the ﬂuxes F (j), j = 1, 2 are deﬁned by
F
(1)
i+1/2,j(u
m, nm) = −umi+1/2,j
nmi,j + n
m
i+1,j
2
− h
2
|ui+1/2,j|D+1 nmi,j
F
(2)
i,j+1/2(v
m, nm) = −vmi,j+1/2
nmi,j + n
m
i,j+1
2
− h
2
|vi,j+1/2|D+2 nmi,j.
(4.3)
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We use homogeneous Neumann or periodic boundary conditions for both variables:
nm0,j = n
m
1,j, n
m
Nx+1,j = n
m
Nx,j, j = 1, . . . , Nx,
nmi,0 = n
m
i,1, n
m
i,Nx+1 = n
m
i,Nx , i = 1, . . . , Nx,
Wm0,j = W
m
1,j, W
m
Nx+1,j = W
m
Nx,j, j = 1, . . . , Nx,
Wmi,0 = W
m
i,1, W
m
i,Nx+1 = W
m
i,Nx , i = 1, . . . , Nx.
The initial condition we approximate taking averages over the cells,
n0i,j =
1
|Cij|
∫
Cij
n0(x) dx, p
0
i,j = |n0i,j|γ, i, j = 1, . . . , Nx.
4.2. Estimates on approximations. In the following, we will prove estimates on the
discrete quantities (nmi,j,W
m
i,j) obtained using the scheme (4.1)–(4.3). We therefore deﬁne
the piecewise constant functions
(4.4) fh(t, x) =
NT∑
m=0
Nx∑
i,j=1
fmi,j 1Cij(x)1[tm,tm+1)(t), (t, x) ∈ [0, T ]× Ω,
where f ∈ {n,W, p}. We ﬁrst prove that nh stays nonnegative and uniformly bounded
from above.
Lemma 4.1. If 0 ≤ n0i,j ≤ n∞ := P 1/γM < ∞ uniformly in h > 0 and the timestep Δt
satisﬁes the CFL condition
(4.5) Δt ≤ min
{
h
8maxij |∇hWmi,j|+ hG∞
,
μ
4γnγ∞
}
(where G∞ := maxs∈R+ G(s)), then for any t > 0, the functions nh(t, ·) are uniformly (in
h > 0) bounded and nonnegative, speciﬁcally, deﬁning n∞ = n∞ + 4Δt sups≥0
(
s1/γG(s)
)
,
we have for all m ≥ 0,
0 ≤ min
i,j
nmi,j ≤ max
i,j
nmi,j ≤ n∞.
Proof. The proof goes by induction on the timestep m. Clearly, by the assumptions,
we have 0 ≤ n0i,j ≤ n∞. For the induction step we therefore assume that this holds for
timestep m > 0 and show that it implies the nonnegativity and boundedness at timestep
m+ 1.
We ﬁrst show that the Wmi,j are bounded in terms of the p
m
i,j. To do so, let us assume it
has a local maximum Wmıˆ,jˆ in a cell Cıˆjˆ, for some ıˆ, jˆ ∈ {1, . . . , Nx}. Then
D+k W
m
ıˆ,jˆ ≤ 0, −D−k Wmıˆ,jˆ ≤ 0, k = 1, 2,
(if ıˆ or jˆ ∈ {1, Nx}, then because of the Neumann boundary conditions, the forward/backward
diﬀerence in direction of the boundary is zero and thus the previous inequality is true as
well). Hence
ΔhW
m
ıˆ,jˆ =
1
h
2∑
k=1
(
D+k W
m
ıˆ,jˆ −D−k Wmıˆ,jˆ
) ≤ 0.
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Therefore,
Wmıˆ,jˆ = p
m
ıˆ,jˆ +
1
μ
ΔhW
m
ıˆ,jˆ ≤ pmıˆ,jˆ ≤ max
i,j
|nmi,j|γ.
Similarly, at a local minimum Wmıˆ,jˆ of Wh, we have
D+k W
m
ıˆ,jˆ ≥ 0, −D−k Wmıˆ,jˆ ≥ 0, k = 1, 2,
and hence
ΔhW
m
ıˆ,jˆ =
1
h
2∑
k=1
(
D+k W
m
ıˆ,jˆ −D−k Wmıˆ,jˆ
) ≥ 0,
which implies
Wmıˆ,jˆ = p
m
ıˆ,jˆ +
1
μ
ΔhW
m
ıˆ,jˆ ≥ pmıˆ,jˆ ≥ min
i,j
|nmi,j|γ ≥ 0.
Thus,
(4.6) 0 ≤ Wh ≤ max
i,j
|nmi,j|γ.
Now we rewrite the scheme (4.2c) as
(4.7) nm+1i,j =
(
α
(1),m
i,j + α
(2),m
i,j
)
nmi,j + β
m
i,jn
m
i+1,j + ζ
m
i,jn
m
i−1,j + η
m
i,jn
m
i,j+1 + θ
m
i,jn
m
i,j−1
where
α
(1),m
i,j = 1−
Δt
2h
[
(|umi+1/2,j|+ umi+1/2,j) + (|umi−1/2,j| − umi−1/2,j)
+ (|vmi,j+1/2|+ vmi,j+1/2) + (|vmi,j−1/2| − vmi,j−1/2)
]
α
(2),m
i,j = ΔtG(p
m
i,j) +
Δt
h
[
umi+1/2,j − umi−1/2,j + vmi,j+1/2 − vmi,j−1/2
]
βmi,j =
Δt
2h
(
umi+1/2,j + |umi+1/2,j|
)
ζmi,j =
Δt
2h
(|umi−1/2,j| − umi−1/2,j)
ηmi,j =
Δt
2h
(
vmi,j+1/2 + |vmi,j+1/2|
)
θmi,j =
Δt
2h
(|vmi,j−1/2| − vmi,j−1/2)
We note that βmi,j, ζ
m
i,j, η
m
i,j, θ
m
i,j ≥ 0, and that under the CFL-condition (4.5), also α(1),mi,j +
α
(2),m
i,j ≥ 0. Hence, assuming that nmi,j ≥ 0 for all i, j, we have
nm+1i,j ≥
(
βmi,j + ζ
m
i,j + η
m
i,j + θ
m
i,j
)
min{nmi+1,j, nmi−1,j, nmi,j+1, nmi,j−1}
+
(
α
(1),m
i,j + α
(2),m
i,j
)
nmi,j
≥ 0.
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We proceed to showing the boundedness of nh. Thanks to the CFL-condition (4.5), we
have
α
(1),m
i,j ≥
1
2
, βmi,j, ζ
m
i,j, η
m
i,j, θ
m
i,j ≤
1
8
.
Moreover, α
(1),m
i,j +β
m
i,j + ζ
m
i,j + η
m
i,j + θ
m
i,j = 1. Using the induction hypothesis that n
m
i,j ≤ n∞
for all i, j and the nonnegativity of nh which we have just proved, we can estimate n
m+1
i,j :
nm+1i,j ≤
(
α
(1),m
i,j + α
(2),m
i,j
)
nmi,j +
(
βmi,j + ζ
m
i,j + η
m
i,j + θ
m
i,j
)
n∞
≤
(
1
2
+ α
(2),m
i,j
)
nmi,j +
1
2
n∞
= n∞ − 1
2
(
n∞ − nmi,j
)
+ α
(2),m
i,j n
m
i,j
(4.8)
We can rewrite and bound α
(2),m
i,j using the equation for W
m
i,j, (4.2a),
α
(2),m
i,j = Δt
(
G(pmi,j) + ΔhW
m
i,j
)
= Δt
(
G(pmi,j) +
1
μ
(
Wmi,j − pmi,j
))
≤ Δt
(
G(pmi,j) +
1
μ
(
nγ∞ − |nmi,j|γ
))
≤ Δt
(
G(pmi,j) +
γ nγ−1∞
μ
(
n∞ − nmi,j
))
≤ ΔtG(pmi,j) +
1
4n∞
(n∞ − nmi,j),
where we have used (4.6) for the ﬁrst inequality, that f(a)− f(b) = f ′(a˜)(a− b) for some
intermediate value a˜ ∈ [b, a], with f(a) = aγ, for the second inequality and the CFL-
condition for the last inequality. Now going back to (4.8) and inserting this there, we
obtain,
nm+1i,j ≤ n∞ −
1
2
(
n∞ − nmi,j
)
+
(
ΔtG(pmi,j) +
1
4n∞
(n∞ − nmi,j)
)
nmi,j
≤ 3
4
n∞ +
1
4
nmi,j +Δtn
m
i,jG(p
m
i,j)(4.9)
If nmi,j ≥ n∞ then G(pmi,j) ≤ 0 and hence the expression in (4.9) is bounded by n∞. On the
other hand, if nmi,j ≤ n∞, we can bound it by
nm+1i,j ≤
3
4
n∞ +
1
4
nmi,j +Δtn
m
i,jG(p
m
i,j)
≤ 3
4
n∞ +
1
4
(
n∞ + 4Δt sup
s≥0
(
s1/γG(s)
))
= n∞
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where we used the deﬁnition of n∞ for the last equality. This proves that nm+1i,j ≤ n∞ for
all i, j if the same holds already for the nmi,j. 
Remark 4.2. The estimates in the proof of the previous lemma are very coarse and
therefore one can use a much larger CFL-condition than (4.5) in practice. Also note that
n∞ → n∞ when Δt → 0.
4.2.1. Estimates on the discrete potential Wh.
Lemma 4.3. We have that
Wh,∇hWh,∇2hWh ⊂ L∞([0, T ];L2(Ω)),
uniformly in h > 0, where ∇h := ∇±h and ∇2h := ∇∓h∇±h and
Wh,ΔhWh ⊂ L∞((0, T )× Ω)),
uniformly in h > 0 as well.
Proof. To obtain the L2-estimates, we square the equation for the potentialWh, (4.2a)
and sum over all i, j,
μ2
Nx∑
i,j=1
|ΔhWmi,j|2 − 2μ
Nx∑
i,j=1
Wmi,jΔhW
m
i,j +
Nx∑
i,j=1
|Wmi,j|2 =
Nx∑
i,j=1
|nmi,j|2γ.
Using summation by parts and that W satisﬁes either periodic or homogeneous Neumann
boundary conditions, we obtain
μ2
Nx∑
i,j=1
|∇2hWmi,j|2 + 2μ
Nx∑
i,j=1
|∇hWmi,j|2 +
Nx∑
i,j=1
|Wmi,j|2 =
Nx∑
i,j=1
|nmi,j|2γ.
From the previous estimates, we know that nh ∈ L∞([0, T ] × Ω) uniformly in h > 0 and
therefore also uniformly bounded in any other Lp-space, which implies together with the
above identity, that Wh,∇hWh,∇2hWh ∈ L2([0, T ] × Ω). That Wh is uniformly bounded
follows from (4.6) and the uniform bound on nh which was proved in the previous Lemma
4.1.
Using this and the uniform boundedness of the pressure, we conclude by (4.2a) that
also ΔhWh is uniformly bounded. 
Remark 4.4. Using the discrete Gagliardo-Nirenberg-Sobolev inequality [14, Thm. 3.4],
we obtain that ∇hWh ∈ L∞([0, T ];Lq(Ω)) for 1 ≤ q < q∗ = 2d/(d− 2).
4.3. Discrete entropy inequalities for nh. To prove strong convergence of the
approximating sequence {(nh,Wh)}h>0, it will be useful to derive entropy inequalities for
nh. To this end, the following lemma will be useful:
Lemma 4.5. Let f : R → R be a smooth convex function and assume that Δt satisﬁes
the CFL-condition
(4.10) Δt ≤ min
{
h
16maxi,j |∇hWmi,j|
,
h
8maxij |∇hWmi,j|+ hG∞
,
μ
4γnγ∞
}
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Denote fmi,j := f(n
m
i,j) and fh a piecewise constant interpolation of it as in (4.4). Then f
m
i,j
satisﬁes the following identity
Dtf
m
i,j =
1
2
D−1
(
umi+1/2,j
(
fmi,j + f
m
i+1,j
))
+
1
2
D−2
(
vmi,j+1/2
(
fmi,j + f
m
i,j+1
))
(4.11)
+
h
4
D−1
[
f ′(nmi,j)|umi+1/2,j|D+1 nmi,j
]
+
h
4
D−2
[
f ′(nmi,j)|vmi,j+1/2|D+2 nmi,j
]
(4.12)
+
h
4
D+1
[
f ′(nmi,j)|umi−1/2,j|D−1 nmi,j
]
+
h
4
D+2
[
f ′(nmi,j)|vmi,j−1/2|D−2 nmi,j
]
(4.13)
− h
2
4
D−1
[
f ′′(n˜mi+1/2,j)u
m
i+1/2,j|D+1 nmi,j|2
]
(4.14)
− h
2
4
D−2
[
f ′′(n˜mi,j+1/2)v
m
i,j+1/2|D+2 nmi,j|2
]
(4.15)
− h
4
f ′′(n̂mi−1/2,j)|umi−1/2,j||D−1 nmi,j|2 −
h
4
f ′′(n̂mi,j−1/2)|vmi,j−1/2||D−2 nmi,j|2(4.16)
− h
4
f ′′(n̂mi+1/2,j)|umi+1/2,j||D+1 nmi,j|2 −
h
4
f ′′(n̂mi,j+1/2)|vmi,j+1/2||D+2 nmi,j|2(4.17)
+ (f ′(nmi,j)n
m
i,j − fmi,j)ΔhWmi,j + f ′(nmi,j)nmi,jG(pmi,j)(4.18)
+
Δt
2
f ′′(n˜m+1/2i,j )|D+t nmi,j|2,(4.19)
where the intermediate values satisfy
n˜mi±1/2,j, n̂
m
i±1/2,j ∈[min{nmi,j, nmi±1,j},max{nmi,j, nmi±1,j}],
n˜mi,j±1/2, n̂
m
i,j±1/2 ∈[min{nmi,j, nmi,j±1},max{nmi,j, nmi,j±1}],
n˜
m+1/2
i,j ∈[min{nmi,j, nm+1i,j },max{nmi,j, nm+1i,j }],
and where the term (4.18) is uniformly bounded and the terms (4.16) – (4.17) and (4.19)
satisfy
hd+1Δt
2
NT∑
m=0
∑
i,j
f ′′(n̂mi+1/2,j)|umi+1/2,j||D+1 nmi,j|2 ≤ C,
hd+1Δt
2
NT∑
m=0
∑
i,j
f ′′(n̂mi,j+1/2)|vmi,j+1/2||D+2 nmi,j|2 ≤ C,
hdΔt2
2
NT∑
m=0
∑
i,j
f ′′(n˜m+1/2i,j )|D+t nmi,j|2 ≤ C,
(4.20)
In particular, this implies that the piecewise constant interpolation D+t fh is of the form
D+t fh = gh+kh where gh ∈ L1([0, T ]×Ω) and kh ∈ L∞([0, T ];W−1,q(Ω)) for any 1 ≤ q < ∞
if d = 2 and for 1 ≤ q ≤ q∗ = 2d/(d− 2) if d > 2, uniformly in h > 0.
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Proof. We ﬁrst rewrite the scheme for nmi,j as
D+t n
m
i,j =
1
2
umi+1/2,jD
+
1 n
m
i,j +
1
2
umi−1/2,jD
−
1 n
m
i,j
+
1
2
vmi,j+1/2D
+
2 n
m
i,j +
1
2
vmi,j−1/2D
−
2 n
m
i,j
+
h
2
D−1
[|umi+1/2,j|D+1 nmi,j]+ h2D−2 [|vmi,j+1/2|D+2 nmi,j]
+ nmi,jΔhW
m
i,j + n
m
i,jG(p
m
i,j).
(4.21)
Then, using the Taylor expansion,
f(b)− f(a) = f ′(a)(b− a) + f ′′(a˜)(a− b)
2
2
,
where a˜ ∈ [min{a, b},max{a, b}], we can write
D+t f
m
i,j = f
′(nmi,j)D
+
t n
m
i,j +
Δt
2
f ′′(n˜m+1/2i,j )|D+t nmi,j|2
D±1 f
m
i,j = f
′(nmi,j)D
±
1 n
m
i,j ±
h
2
f ′′(n˜mi±1/2,j)|D±1 nmi,j|2
D±2 f
m
i,j = f
′(nmi,j)D
±
2 n
m
i,j ±
h
2
f ′′(n˜mi,j±1/2)|D±2 nmi,j|2
D±1 f
′(nmi,j) = f
′′(n̂mi±1/2,j)D
±
1 n
m
i,j
D±2 f
′(nmi,j) = f
′′(n̂mi,j±1/2)D
±
2 n
m
i,j,
where n˜
m+1/2
i,j , n˜
m
i±1/2,j, n˜
m
i,j±1/2, n̂
m
i±1/2,j and n̂
m
i,j±1/2 are intermediate values. Hence, multi-
plying equation (4.21) by f ′(nmi,j), it becomes
D+t f
m
i,j =
Δt
2
f ′′(n˜m+1/2i,j )|D+t nmi,j|2
+
1
2
umi+1/2,jD
+
1 f
m
i,j −
h
4
f ′′(n˜mi+1/2,j)u
m
i+1/2,j|D+1 nmi,j|2
+
1
2
umi−1/2,jD
−
1 f
m
i,j +
h
4
f ′′(n˜mi−1/2,j)u
m
i−1/2,j|D−1 nmi,j|2
+
1
2
vmi,j+1/2D
+
2 f
m
i,j −
h
4
f ′′(n˜mi,j+1/2)v
m
i,j+1/2|D+2 nmi,j|2
+
1
2
vmi,j−1/2D
−
2 f
m
i,j +
h
4
f ′′(n˜mi,j−1/2)v
m
i,j−1/2|D−2 nmi,j|2
+
h
4
D−1
[
f ′(nmi,j)|umi+1/2,j|D+1 nmi,j
]− h
4
f ′′(n̂mi−1/2,j)|umi−1/2,j||D−1 nmi,j|2
+
h
4
D−2
[
f ′(nmi,j)|vmi,j+1/2|D+2 nmi,j
]− h
4
f ′′(n̂mi,j−1/2)|vmi,j−1/2||D−2 nmi,j|2
+
h
4
D+1
[
f ′(nmi,j)|umi−1/2,j|D−1 nmi,j
]− h
4
f ′′(n̂mi+1/2,j)|umi+1/2,j||D+1 nmi,j|2
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+
h
4
D+2
[
f ′(nmi,j)|vmi,j−1/2|D−2 nmi,j
]− h
4
f ′′(n̂mi,j+1/2)|vmi,j+1/2||D+2 nmi,j|2
+ f ′(nmi,j)n
m
i,jΔhW
m
i,j + f
′(nmi,j)n
m
i,jG(p
m
i,j)
=
Δt
2
f ′′(n˜m+1/2i,j )|D+t nmi,j|2
+
1
2
D−1
(
umi+1/2,j
(
fmi,j + f
m
i+1,j
))
+
1
2
D−2
(
vmi,j+1/2
(
fmi,j + f
m
i,j+1
))
+
h
4
D−1
[
f ′(nmi,j)|umi+1/2,j|D+1 nmi,j
]
+
h
4
D−2
[
f ′(nmi,j)|vmi,j+1/2|D+2 nmi,j
]
+
h
4
D+1
[
f ′(nmi,j)|umi−1/2,j|D−1 nmi,j
]
+
h
4
D+2
[
f ′(nmi,j)|vmi,j−1/2|D−2 nmi,j
]
− h
2
4
D−1
[
f ′′(n˜mi+1/2,j)u
m
i+1/2,j|D+1 nmi,j|2
]
− h
2
4
D−2
[
f ′′(n˜mi,j+1/2)v
m
i,j+1/2|D+2 nmi,j|2
]
− h
4
f ′′(n̂mi−1/2,j)|umi−1/2,j||D−1 nmi,j|2 −
h
4
f ′′(n̂mi,j−1/2)|vmi,j−1/2||D−2 nmi,j|2
− h
4
f ′′(n̂mi+1/2,j)|umi+1/2,j||D+1 nmi,j|2 −
h
4
f ′′(n̂mi,j+1/2)|vmi,j+1/2||D+2 nmi,j|2
+ (f ′(nmi,j)n
m
i,j − fmi,j)ΔhWmi,j + f ′(nmi,j)nmi,jG(pmi,j).
which implies (4.11)–(4.19). In particular, for f(x) = x2, this becomes
D+t f
m
i,j = Δt|D+t nmi,j|2
+
1
2
D+1
(
umi−1/2,j
(
fmi,j + fi−1,j
))
+
1
2
D+2
(
vmi,j−1/2
(
fmi,j + fi,j−1
))
− h
2
2
D−1
[
umi+1/2,j|D+1 nmi,j|2
]− h2
2
D−2
[
vmi,j+1/2|D+2 nmi,j|2
]
+
h
2
D−1
[
nmi,j|umi+1/2,j|D+1 nmi,j
]
+
h
2
D−2
[
nmi,j|vmi,j+1/2|D+2 nmi,j
]
+
h
2
D+1
[
nmi,j|umi−1/2,j|D−1 nmi,j
]
+
h
2
D+2
[
nmi,j|vmi,j−1/2|D−2 nmi,j
]
− h
2
|umi−1/2,j||D−1 nmi,j|2 −
h
2
|vmi,j−1/2||D−2 nmi,j|2
− h
2
|umi+1/2,j||D+1 nmi,j|2 −
h
2
|vmi,j+1/2||D+2 nmi,j|2
+ fmi,jΔhW
m
i,j + 2f
m
i,jG(p
m
i,j),
(4.22)
We estimate the ﬁrst term on the right hand side of the inequality inserting (4.21),
|D+t nmi,j|2 ≤ 2
∣∣∣∣12umi+1/2,jD+1 nmi,j + 12umi−1/2,jD−1 nmi,j + 12vmi,j+1/2D+2 nmi,j
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+
1
2
vmi,j−1/2D
−
2 n
m
i,j +
h
2
D−1
[|umi+1/2,j|D+1 nmi,j]+ h2D−2 [|vmi,j+1/2|D+2 nmi,j]
∣∣∣∣2
+ 2
∣∣nmi,jΔhWmi,j + nmi,jG(pmi,j)∣∣2
≤ 4
∣∣∣∣12umi+1/2,jD+1 nmi,j + 12umi−1/2,jD−1 nmi,j + h2D−1 [|umi+1/2,j|D+1 nmi,j]
∣∣∣∣2
+ 4
∣∣∣∣12vmi,j+1/2D+2 nmi,j + 12vmi,j−1/2D−2 nmi,j + h2D−2 [|vmi,j+1/2|D+2 nmi,j]
∣∣∣∣2
+ 2
∣∣nmi,jΔhWmi,j + nmi,jG(pmi,j)∣∣2
≤ 8∣∣umi+1/2,jD+1 nmi,j∣∣2 + 8∣∣umi−1/2,jD−1 nmi,j∣∣2 + 8∣∣vmi,j+1/2D+2 nmi,j∣∣2
+ 8
∣∣umi,j−1/2D−2 nmi,j∣∣2 + 2∣∣nmi,jΔhWmi,j + nmi,jG(pmi,j)∣∣2
≤ 8max
i,j
|∇hWmi,j|
{|umi+1/2,j| |D+1 nmi,j∣∣2 + |umi−1/2,j| |D−1 nmi,j∣∣2
+ |vmi,j+1/2| |D+2 nmi,j
∣∣2 + |vmi,j−1/2| |D−2 nmi,j∣∣2}
+ 2
∣∣nmi,jΔhWmi,j + nmi,jG(pmi,j)∣∣2
Thus if we assume that Δt satisﬁes the CFL-condition (4.10), we have
Δt
∑
i,j
|D+t nmi,j|2 ≤ h
∑
i,j
{|umi+1/2,j||D+1 nmi,j|2 + |vmi,j+1/2||D+2 nmi,j|2}
+ h
∑
i,j
∣∣nmi,jΔhWmi,j + nmi,jG(pmi,j)∣∣2
Now summing (4.22) over all i, j, multiplying with hd and using the latter inequality, we
obtain
hdD+t
∑
i,j
fmi,j = −hd+1
∑
i,j
(|umi−1/2,j||D−1 nmi,j|2 + |vmi,j−1||D−2 nmi,j|2)
+ hdΔt
∑
i,j
|D+t nmi,j|2 + hd
∑
i,j
fmi,j
(
ΔhW
m
i,j + 2G(p
m
i,j)
)
≤ hd
∑
i,j
fmi,j
(
ΔhW
m
i,j + 2G(p
m
i,j)
)
+ hd+1
∑
i,j
|nmi,jΔhWmi,j + nmi,jG(pmi,j)|2
≤ C,
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where C > 0 is a constant independent of h, thanks to the L∞-bounds on nh and ΔhWh
obtained in Lemma 4.1 and 4.3. This implies that
hd+1Δt
NT∑
m=0
∑
i,j
(|umi−1/2,j||D−1 nmi,j|2 + |vmi,j−1/2||D−2 nmi,j|2) ≤ C
hdΔt2
NT∑
m=0
∑
i,j
|D+t nmi,j|2 ≤ C.
and therefore using Ho¨lder’s inequality and the uniform L∞-bounds on nh, (4.20). Using
summation by parts, we realize that the other terms, (4.11) – (4.15) are in L∞([0, T ];W−1,q(Ω))
for q ∈ [1, 2∗) where 2∗ = 2d/(d − 2) if d ≥ 3 and any ﬁnite number greater than one if
d = 2. 
Remark 4.6. The preceeding lemma implies that the forward time diﬀerence of the
approximation of the pressure D+t ph = D
+
t |nh|γ is of the form D+t ph = gh + kh where
gh ∈ L1([0, T ] × Ω) and kh ∈ L∞([0, T ];W−1,q(Ω)) for any 1 ≤ q < ∞ if d = 2 and
for 1 ≤ q ≤ q∗ = 2d/(d − 2) if d > 2, uniformly in h > 0. Using this, we have that
D+t Wh = Uh + Vh where Uh and Vh solve
−μΔhUh + Uh = gh, −μΔhVh + Vh = kh.
By Lemma 6.3, we have Uh,∇hUh ∈ L1([0, T ];Lq(Ω)) for 1 ≤ q ≤ d/(d − 1) and by stan-
dard results, Vh, ∇hVh ∈ L∞([0, T ];L2(Ω)). Hence DtWh, Dt∇hWh ∈ L1([0, T ];Lq(Ω)) +
L∞([0, T ];L2(Ω)).
Remark 4.7 (CFL-condition). The estimates from Lemma 4.3 imply that the velocity
uh := ∇hWh ∈ L∞([0, T ];L2∗(Ω)) uniformly in h > 0, 2∗ = 2d/(d − 2) or any number in
[1,∞) if d = 2, using the Sobolev embedding theorem. Using an inverse inequality, we can
bound it in the L∞((0, T )× Ω)-norm as follows:
max
(x,t)∈(0,T )×Ω
|uh| ≤ Ch− d2∗
(∫
Ω
|uh|2∗dx
) 1
2∗
≤ Ch− d2∗
Thus the time step size Δt is of order O(h1+d/2∗). In practice a linear CFL-condition seems
to work well though.
4.4. Passing to the limit h → 0. The estimates of the previous (sub)sections allow
us to pass to the limit h → 0 in a subsequence still denoted h,
nh ⇀ n ≥ 0, inLq([0, T ]× Ω), 1 ≤ q < ∞,
ph ⇀ p ≥ 0, inLq([0, T ]× Ω), 1 ≤ q < ∞,
where ph := n
γ
h and 0 ≤ n, p ∈ L∞([0, T ]×Ω). Using the “discretized” Aubin-Lions lemma
6.1 for Wh and ∇hWh, we obtain strong convergence of a subsequence in Lq([0, T ]×Ω) for
any q ∈ [0,∞) in the case of Wh and 1 ≤ q ≤ 2∗ in the case of ∇hWh (2∗ = 2d/(d − 2)
if d ≥ 3 and any ﬁnite number greater than or equal to one if d = 2), to limit functions
W,∇W ∈ Lq([0, T ] × Ω). Moreover, from the estimates in Lemma 4.3 we obtain that
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W ∈ L∞([0, T ] × Ω) ∩ L∞([0, T ];H2(Ω)). Hence we have that (n,W, p) satisfy for any
ϕ, ψ ∈ C1([0, T ]× Ω),∫ T
0
∫
Ω
nϕt − n∇W · ∇ϕdxdt = −
∫ T
0
∫
Ω
nG(p)ϕdxdt∫ T
0
∫
Ω
Wψ + μ∇W · ∇ψ dxdt =
∫ T
0
∫
Ω
pψ dxdt
where nG(p) is the weak limit of nhG(ph). To conclude that the limit (n,W, p) is a weak
solution of (1.6), we proceed as in the previous Section 4 and show that nh in fact converges
strongly: First, we recall that the limit n satisﬁes (3.9).
On the other hand, from (4.22), we obtain (under the CFL-condtion (4.10))
D+t |nmi,j|2 ≤
1
2
D+1
(
umi−1/2,j
(|nmi,j|2 + |nmi−1,j|2))
+
1
2
D+2
(
vmi,j−1/2
(|nmi,j|2 + |nmi,j−1|2))
− h
2
2
D−1
[
umi+1/2,j|D+1 nmi,j|2
]− h2
2
D−2
[
vmi,j+1/2|D+2 nmi,j|2
]
+
h
2
D−1
[
nmi,j|ui+1/2,j|D+1 nmi,j
]
+
h
2
D−2
[
nmi,j|vi,j+1/2|D+2 nmi,j
]
+
h
2
D+1
[
nmi,j|ui−1/2,j|D−1 nmi,j
]
+
h
2
D+2
[
nmi,j|vi,j−1/2|D−2 nmi,j
]
+ |nmi,j|2ΔhWmi,j + 2|nmi,j|2G(pmi,j),
(4.23)
Considering this inequality in terms of the piecewise constant functions nh, Wh and ph,
multiplying it with a nonnegative C1-test function ϕ, integrating and then passing to the
limit h → 0, we obtain (using the bounds (4.20), the weak convergence of nh and ph and
the strong convergence of Wh and ∇hWh),
(4.24) −
∫ T
0
∫
Ω
n2ϕt − n2∇W · ∇ϕdxdt ≤
∫ T
0
∫
Ω
(
n2ΔW + 2n2G(p)
)
ϕdxdt,
where n2 denotes the weak limit of n2h and n
2ΔW and n2G(p) are the weak limits of
n2hΔhWh and n
2
hG(ph) respectively.
Adding (3.9) and (4.24), we have
−
∫ T
0
∫
Ω
(
n2 − n2
)
ϕt −
(
n2 − n2
)
∇W · ∇ϕdxdt
≤
∫ T
0
∫
Ω
(
2n2G(p)− 2nnG(p) + n2ΔW − n2ΔW
)
ϕdxdt.
We now choose smooth test functions ϕ approximating ϕ(t, x) = 1[0,τ ](t), where τ ∈ (0, T ],
in this inequality and then pass to the limit  → 0 to obtain
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(4.25)
∫
Ω
(
n2 − n2
)
(τ)dx−
∫
Ω
(
n2(0, x)− n2(0, x)
)
dx
≤
∫ τ
0
∫
Ω
(
2n2G(p)− 2nnG(p) + ΔW
(
n2 − n2
)
+ n2ΔW − n2ΔW
)
dx dt.
By convexity of f(x) = x2, we have n2 ≥ n2, on the other hand, the discrete L2-entropy
inequality, (4.23), implies∫
Ω
|nh(τ, x)|2 dx ≤
∫
Ω
|n0h|2dx+
∫ τ
0
∫
Ω
(|nh|2ΔhWh + 2|nh|2G(ph)) dxdt,
which gives, passing to the limit h → 0,∫
Ω
|n|2(τ, x) dx ≤
∫
Ω
|n0|2dx+
∫ τ
0
∫
Ω
(
|n|2ΔW + 2|n|2G(p)
)
dxdt.
Letting τ → 0, the second term on the right hand side vanishes (as the integrand is
bounded), and we obtain ∫
Ω
|n|2(0, x) dx ≤
∫
Ω
|n0|2dx
We deduce that |n|2(0, ·) = |n0|2 almost everywhere and that therefore the second term
on the left hand side of (4.25) is zero. We have already estimated the ﬁrst two terms on
the right hand side of (4.25) in (3.13) and (3.14). To bound the other term, we use a
discretized version of Lemma 3.7:
Lemma 4.8. The weak limits (n,W, p) of the sequences {(nh,Wh, ph)}h>0 satisfy for
any smooth function S : R → R,
(4.26)
∫
Ω
(
S(n)ΔW − S(n)ΔW
)
dx =
1
μ
∫
Ω
(
p S(n)− pS(n)
)
dx
where S(n)ΔW , S(n), pS(n) are the weak limits of S(nh)ΔhWh, S(nh) and phS(nh) re-
spectively.
Applying this lemma to the last term in (3.12) with S(n) = n2, we can estimate it by∫ τ
0
∫
Ω
(
n2ΔW − n2ΔW
)
dx =
1
μ
∫
Ω
(
p n2 − pn2
)
dxdt
=
1
μ
∫
Ω
(
nγ n2 − n2+γ
)
dxdt
≤ 0,
using again that by Exercise 3.37 in [101], nγ n2 ≤ n2+γ. Thus,∫
Ω
(
n2 − n2
)
(τ)dx ≤
(
2α +
PM
μ
)∫ τ
0
∫
Ω
(
n2 − n2
)
dx dt.
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Gro¨nwall’s inequality thus implies∫
Ω
(
n2 − n2
)
(τ)dx ≤ 0
By convexity of the function f(x) = x2 we also have n2 ≤ n2 almost everywhere and hence
n2 = n2
almost everywhere in (0, T ) × Ω. Therefore we conclude that the functions nh converge
strongly to n almost everywhere, thus also p = nγ and so the limit (n,W, p) is a weak
solution of the equations (1.6).
Proof of Lemma 4.8. We multiply the equation for Wh by S(nh) and integrate it
over the spatial domain Ω,∫
Ω
μΔhWh S(nh)−WhS(nh) dx = −
∫
Ω
phS(nh) dx.
Passing to the limit h → 0 in the last equation, we obtain
(4.27)
∫
Ω
μΔWS(n)−WS(n) dx = −
∫
Ω
pS(n) dx.
On the other hand, using [S(nh) ∗ ψδ](x), where ψδ is a smooth molliﬁer converging to a
Dirac measure at zero when δ is sent to zero, as a test function in the weak formulation of
the limit equation
−μΔW +W = p,
and passing ﬁrst to the limit δ → 0 and then h → 0, we obtain∫
Ω
μΔWS(n)−WS(n) dx = −
∫
Ω
p S(n) dx
Combining the last identity with (4.27), we obtain (4.26). 
5. Numerical examples
To test the scheme in practice, we compute approximations for the following two ex-
amples.
5.1. Gaussian initial data. As a ﬁrst example, we consider the initial data
(5.1) n0(x) =
1
2
exp
(−10 (x21 + x22)) ,
on the domain Ω = [−2.5, 2.5]2 and h = 1/64 with pressure law p = n3 and G(p) = 1− p
and μ = 1. Strictly speaking, these are not homogeneous Neumann boundary conditions,
but since the gradient of n0 near the boundary is very small, this works well in practice.
In Figure 1 we show the approximations at times t = 0, 1, 2, 4. We observe that the cell
density in the middle ﬁrst reaches the maximum possible and then starts spreading with
a relatively narrow transition region between zero density and maximum density.
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Figure 1. The approximations of the cell density n for initial data (5.1) on
Ω = [−2.5, 2.5]2 with mesh width h = 1/64.
5.2. Two Gaussians. As a second example, we use the inital data consisting of two
Gaussian pulses with centers at x = (0.7, 0) and x = (−0.6, 0.2),
n0(x) =
1
2
exp
(−10 ((x1 − 0.7)2 + x22))
+
1
2
exp
(−20 ((x1 + 0.6)2 + (x2 − 0.2)2))(5.2)
on the same domain, Ω = [−2.5, 2.5]2, with μ = 1, pressure law p = n10 and G(p) = 1− p
and mesh width h = 1/64. The approximations computed at times t = 0, 2, 4, 6 are shown
in Figure 2. The interface between the area with maximum cell density and zero cell
density seems to be sharper than in the previous example, this appears to be caused by
the pressure law with the higher exponent γ. Further tests with higher and lower exponents
conﬁrmed that assertion.
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Figure 2. The approximations of the cell density n for initial data (5.2) on
Ω = [−2.5, 2.5]2 with mesh width h = 1/64.
6. Appendix
6.1. Discretized Aubin-Lions lemma.
Lemma 6.1. Let uh : Ω → Rk be a piecewise constant function deﬁned on a grid on
[0, T )× Ω, Ω a bounded rectangular domain, satisfying
(6.1)
∫ T
0
∫
Ω
|uh|q + |∇huh|q dxdt ≤ C
for some ∞ > q > 1, uniformly with respect to h > 0 and
(6.2) Dtuh = Ahfh + gh + kh,
where Ah is a ﬁrst order linear ﬁnite diﬀerence operator, and fh, gh, kh : Ω → Rd×k are
piecewise constant functions, satisfying uniformly in h > 0,
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(6.3)
∫ T
0
∫
Ω
|fh|r1 + |gh|r2 + |kh| dxdt ≤ C,
for some ∞ > r1, r2 > 1. Then uh → u in Lq([0, T )× Ω).
Proof. Denote ûh a piecewise linear interpolation of uh in space piecewise constant
in time and similarly, let ĝh, f̂h and k̂h piecewise linear interpolations of gh, fh and kh
respectively in space and piecewise constant in time such that
(6.4) Dtûh = Ahf̂h + ĝh + k̂h.
By Ladyshenskaya’s norm equivalences [88, p. 230 ﬀ], we have∫ T
0
‖ûh‖qW 1,q(Ω) dt ≤ C
∫ T
0
∫
Ω
|uh|q + |∇huh|q dxdt∫ T
0
‖f̂h‖r1Lr1 (Ω)+‖ĝh‖r2Lr2 (Ω)+‖k̂h‖L1(Ω)dt ≤ C
∫ T
0
∫
Ω
|fh|r1 + |gh|r2 + |kh| dxdt
where the right hand sides are bounded by assumptions (6.1) and (6.3). Since L1(Ω) ⊂
W−1,s(Ω) for 1 ≤ s ≤ 1∗ = d/(d − 1), we have that k̂h ∈ L1([0, T ];W−1,s(Ω)) for 1 ≤ s ≤
1∗ = d/(d− 1) and hence thanks to this and (6.4), we obtain
ûh ∈ Lq([0, T );W 1,q(Ω)), Dtûh ∈ L1([0, T );W−1,min{r1,1∗}(Ω)),
uniformly with respect to the discretization parameter h > 0. Thus we can apply the
version [43, Theorem 1] of the Aubin-Lions lemma to ﬁnd that up to a subsequence ûh → u
in Lq([0, T ) × Ω) and the limit u ∈ Lq([0, T );W 1,q(Ω)). By [88, Lemma 3.2., p. 226] this
implies that also uh → u in Lq([0, T )× Ω) (and ∇huh ⇀ ∇u ). 
Remark 6.2 (Derivatives). If the uh in Lemma 6.1 are of the form ∇hvh for some vh
piecewise constant function, this lemma implies that∇hvh → ∇v in Lq, again applying [88,
Lemma 3.2., p. 226]
6.2. Technical lemmas. In this section, we prove the following lemma:
Lemma 6.3. Let uh solve the diﬀerence equation
(6.5) − divh(Ah∇huh) + chuh = fh, x ∈ Ω,
with homogeneous Neumann boundary conditions, where Ah is a diagonal positive deﬁnite
d× d-matrix with entries a(ii)h ≥ η > 0 and ch ≥ ν > 0 uniformly in h > 0, x ∈ Ω, Ω is a
rectangular domain in Rd and
‖fh‖L1(Ω) ≤ M,
uniformly in h > 0. We have denoted ∇h := ∇−h and divh := div+h (or alternatively
∇h := ∇+h and divh := div−h ). Then
‖uh‖Lq(Ω) + ‖∇huh‖Lq(Ω) ≤ C,
where 1 ≤ q < d/(d− 1), for a constant C > 0 independent of h > 0.
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The proof of this lemma will be a (simpliﬁed) ﬁnite diﬀerence version of the proof of
Theorem 2.1 in [23]. But before proving the lemma, we need to introduce some notation.
Notation 6.4. For any r ∈ (1,∞), we denote by Lr,∞(Ω) the Marcinkiewicz space
with norm deﬁned by
‖u‖Lr,∞(Ω) = sup
λ>0
λ|{x ∈ Ω : |u(x) ≥ λ}|1/r.
The Marcinkiewicz spaces are continuously embedded in Lq(Ω) for any 1 ≤ q < r, [53]:
(6.6) ‖u‖Lq(Ω) ≤ C(q, r, |Ω|)‖u‖Lr,∞(Ω), q ∈ [1, r).
Moreover, we need the trunctation operator Sk deﬁned as follows:
Notation 6.5. Let k > 0 be a real number. Then we deﬁne the truncation operator
Sk : R → R by
Sk(s) =
{
s, if |s| ≤ k,
k s|s| , if |s| ≥ k.
It will be convenient in the proof to use the following tuple notation for the ﬁnite
diﬀerence approximations:
Notation 6.6. We denote i := (i1, . . . , id), i = 1, . . . , N, N the number of cells
in the th spatial direction, a d-dimensional tuple and and ui the approximation in cell
Ci := ((i1 − 1)h, i1h] × · · · × ((id − 1)h, idh]. The piecewise constant function uh can be
written as
uh(x) :=
∑
i
ui 1Ci(x), x ∈ Ω.
We also need the following auxilary result:
Lemma 6.7. Let uh solve the diﬀerence equation (6.5) under the assumptions of Lemma
6.3. Then
(6.7)
∫
Ω
|∇hSk(uh)|2 + |Sk(uh)|2dx ≤ CMk, ∀ k > 0,
for some constant C > 0 independent of h > 0.
Proof. Given k > 0, we multiply equation (6.5) by Sk(uh) and integrate over the
domain Ω. After changing variables in the integrals, we obtain
(6.8)
∫
Ω
(Ah∇huh) · ∇hSk(uh) + chuhSk(uh) dx =
∫
Ω
fhSk(uh) dx.
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The right hand side can be bounded by Mk using Ho¨lder’s inequality. The left hand side,
we can rewrite and estimate as follows∫
Ω
(Ah∇huh) · ∇hSk(uh) + chuhSk(uh) dx
=
∫
Ω
(Ah∇hSk(uh)) · ∇hSk(uh) + ch|Sk(uh)|2 dx
+
∫
Ω
(Ah (∇h [uh − Sk(uh)])) · ∇hSk(uh) + ch (uh − Sk(uh))Sk(uh) dx
≥ η‖∇hSk(uh)‖2L2(Ω) + ν‖Sk(uh)‖2L2(Ω)
+
∫
Ω
(Ah (∇h [uh − Sk(uh)])) · ∇hSk(uh) + ch (uh − Sk(uh))Sk(uh) dx.
(uh−Sk(uh)) is either zero or has the same sign as Sk(uh). Therefore (uh−Sk(uh))Sk(uh) ≥
0 and ∫
Ω
ch (uh − Sk(uh))Sk(uh) dx ≥ 0.
In order to prove that the other term is positive as well, we will show that
D− Sk(ui)D
−
 (ui − Sk(ui)) ≥ 0, ∀ i,  = 1, . . . , d.
The proof of this fact consists of simple case distinctions and is exactly analoguous for
 = 1, 2, (3), therefore we will do it only for  = 1 and omit writing the tuple index i. Then
we have
D−1 (ui − Sk(ui))D−1 Sk(ui) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
(ui − k)(k − ui−1), ui > k, |ui−1| ≤ k,
(ui + k)(−k − ui−1), ui < −k, |ui−1| ≤ k,
0, |ui| ≤ k, |ui−1| ≤ k,
(−ui−1 + k)(ui − k), |ui| ≤ k, ui−1 > k,
(−ui−1 − k)(ui + k), |ui| ≤ k, ui−1 < −k,
0, ui > k, ui−1 > k,
0, ui < −k, ui−1 < −k,
(ui − ui−1 − 2k)2k, ui > k, ui−1 < −k,
−(ui − ui−1 + 2k)2k, ui < −k, ui−1 > k.
The reader is welcome to check that these are all the possible cases and that each of the
terms on the right hand side is nonnegative. Thus we have that∫
Ω
(Ah∇huh) · ∇hSk(uh) + chuhSk(uh) dx ≥ η‖∇hSk(uh)‖2L2(Ω) + ν‖Sk(uh)‖2L2(Ω)
which implies (6.7) together with the estimate on the right hand side of (6.8) 
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Proof of Lemma 6.3. First, we note that by the discrete Gagliardo-Nirenberg-Sobolev
inequality [14, Thm. 3.4],∫
Ω
|Sk(uh)|2∗dx ≤ C2∗
(∫
Ω
|∇hSk(uh)|2 + |Sk(uh)|2dx
) 2∗
2
,
where 2∗ = 2d/(d − 2) if d ≥ 3 and any number with 1 ≤ 2∗ < ∞ if d = 2, and where C
is a constant depending on |Ω| but not on h > 0. By Lemma 6.7, we can bound the right
hand side and obtain therefore
(6.9)
∫
Ω
|Sk(uh)|2∗dx ≤ C(kM) 2
∗
2 .
Now we deﬁne the set B(k) by
B(k) = {Ci ⊂ Ω : |ui| ≥ k}.
We have ∫
B(k)
|Sk(uh)|2∗dx ≥ k2∗ |B(k)|,
and therefore, using (6.9),
(6.10) |B(k)| ≤ 1
k2∗
∫
B(k)
|Sk(uh)|2∗dx ≤ 1
k2∗
∫
Ω
|Sk(uh)|2∗dx ≤ CM
2∗
2
k
2∗
2
which implies that uh ∈ Lr,∞(Ω) for r = 2∗/2 (which is d/(d− 2) if d ≥ 3) since the choice
of k > 0 was arbitrary. Now denote
∂B(k) := {Ci ⊂ Ω : ∃ j, |i− j| = 1, |uj| ≥ k}
B(k) := B(k) ∪ ∂B(k),
B(k)c := Ω\B(k),
where |i− j| = max1≤≤d |i − j|. Informally speaking, the cells in ∂B(k) have a neighbor
cell which is contained in B(k). We have
|∂B(k)| ≤ (3d − 1)|B(k)| ≤ CM
2∗
2
k
2∗
2
,
by (6.10). Now let λ > 0, k > 0 and decompose
{x ∈ Ω : |∇huh(x)| ≥ λ} = {x ∈ Ω : |∇huh(x)| ≥ λ and x ∈ B(k)}
∪ {x ∈ Ω : |∇huh(x)| ≥ λ and x ∈ B(k)c}.
Hence
|{x ∈ Ω : |∇huh(x)| ≥ λ}| ≤ |B(k)|+ |{x ∈ Ω : |∇huh(x)| ≥ λ and x ∈ B(k)c}|.
On B(k)c and the cells bordering the set, we have |uh| ≤ k and therefore uh = |Sk(uh)|.
Hence we can estimate the size of the second set in the above inequality,
|{x ∈ Ω : |∇huh(x)| ≥ λ and x ∈ B(k)c}|
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= |{x ∈ Ω : |∇hSk(uh)(x)| ≥ λ and x ∈ B(k)c}|
≤ |{x ∈ Ω : |∇hSk(uh)(x)| ≥ λ }|
≤ 1
λ2
∫
Ω
|∇hSk(uh)|2dx,
where we have used Chebyshev inequality for the last step. Now we can estimate the size
of the set {x ∈ Ω : |∇huh(x)| ≥ λ} using (6.7) once more,
|{x ∈ Ω : |∇huh(x)| ≥ λ}| ≤ CM
2∗
2
k
2∗
2
+
CkM
λ2
.
Choosing k = λ
4
2∗+2 , we obtain
λ
22∗
2∗+2 |{x ∈ Ω : |∇huh(x)| ≥ λ}| ≤ C(d,M, |Ω|).
If d ≥ 3, we have 22∗
2∗+2 =
d
d−1 and so uh,∇huh ∈ Lr,∞(Ω) for 1 ≤ r ≤ d/(d − 1). For
d = 2, since 2∗ is an arbitrary ﬁnite positive number, we can achieve the same. Using the
embedding of the Marcinkiewicz spaces, (6.6), we obtain the claim of the lemma. 
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PAPER 4
Multilevel Monte Carlo Front Tracking for Random Scalar
Conservation Laws
Joint work with Nils Henrik Risebro and Christoph Schwab
Abstract. We consider random scalar hyperbolic conservation laws in spatial dimen-
sion d ≥ 1 with bounded random ﬂux functions which are Lipschitz continuous with
respect to the state variable, for which there exists a unique random entropy solu-
tion. We present a convergence analysis of a Multilevel Monte Carlo Front Tracking
algorithm. It is based on “pathwise” application of the Front Tracking Method for
deterministic conservation laws. Due to the ﬁrst order convergence of front tracking,
we obtain an improved complexity estimate in one space dimension.
1. Introduction
Many problems in physics and engineering are modeled by hyperbolic systems of con-
servation or balance laws. The Cauchy problem for such systems takes the form
(1.1)
Ut +
d∑
j=1
∂
∂xj
(Fj(U)) = 0 x = (x1, . . . , xd) ∈ Rd, t > 0,
U(x, 0) = U0(x), x ∈ Rd.
Here, U : Rd → Rm is the vector of unknowns and Fj : Rm → Rm is the ﬂux vector for
the j-th direction with m being a positive integer.
This type of partial diﬀerential equations are ubiquitous, we mention only the shallow
water equations of hydrology, the Euler equations for inviscid, compressible ﬂow and the
magnetohydrodynamic (MHD) equations of plasma physics, see, e.g. [37, 58]. In this
paper we focus on the case m = 1 in (1.1) which is then called a scalar conservation law
(SCL).
Solutions of (1.1) develop discontinuities in ﬁnite time even when the initial data is
smooth. Therefore (1.1) must be interpreted in the weak sense. In order to get uniqueness,
(1.1) must be augmented with entropy conditions, which at least for scalar conservation
laws, makes the initial value problem well-posed. The well-posedness of the Cauchy prob-
lem for scalar conservation laws in several space dimensions (m = 1, d ≥ 1) was ﬁrst
established by Kruzˇkov [85].
For systems (m > 1), some well-posedness results for systems in one space dimension
exist [15, 16] , but no well-posedness results for systems of conservation laws are available
in several space dimensions.
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Numerical methods for approximating entropy solutions of systems of conservation
laws have undergone extensive development and many eﬃcient methods are available,
see [48, 58, 59, 91] and the references there. In particular, ﬁnite volume methods are
frequently employed for approximating (1.1).
This classical paradigm for designing eﬃcient numerical schemes assumes that data for
the SCL (1.1), i.e., initial data U0 and ﬂux are known exactly.
In many situations of practical interest, however, these data are not known exactly due
to inherent uncertainty in modelling and measurements of physical parameters such as,
for example, the speciﬁc heats in the equation of state for compressible gases, resistivity
in MHD etc. Often, the initial data are known only up to certain statistical quantities
of interest like the mean, variance, higher moments, and in some cases, the law of the
stochastic initial data. In such cases, a mathematical formulation of (1.1) is required which
allows for random data. The problem of random initial data was considered in [97], and
the existence and uniqueness of a random entropy solution was shown, and a convergence
analysis for MLMC FV discretizations was given. Eﬃcient MLMC discretization of balance
laws with random source terms was investigated in [98].
We mention that the present work as well as [97, 98] consider correlated random in-
puts which typically occur in engineering applications; SCLs with random inputs have
been considered before, but generally with white noise, that is, spatially and temporally
uncorrelated random inputs, see [72, 71, 44, 125, 126].
In [97] a mathematical framework was outlined for deterministic scalar conservation
laws with random initial data. This framework was extended to include random ﬂux
functions in [96]. Here, we generalize [96] regarding the existence and uniqueness of
random entropy solutions for such problems. We also obtain convergence rate estimates
for the approximation of the random entropy solution’s expectation by combined front
tracking and Monte Carlo sampling.
Speciﬁcally, we propose and analyze a multilevel combination of Monte Carlo (MC)
sampling the random ﬂux combined with a “pathwise” Front Tracking (FT) solver intro-
duced by Dafermos [36] and analyzed, for example, in [73], to approximate random entropy
solutions of scalar, nonlinear hyperbolic conservation laws.
As the stochastic collocation FVM discretization, and the MLMC FVM algorithms
developed in [98] also for the numerical solution of nonlinear, hyperbolic systems (1.1),
the multilevel version of the Monte Carlo Front Tracking method is “non-intrusive” (i.e.,
it requires only repeated application of existing solvers for input data samples), easy to
code and to parallelize, and well-suited for random solutions with low spatial regularity, a
situation which is typical in nonlinear hyperbolic conservation laws where discontinuities
in realizations of solutions are well known to be generic.
One of our results, Theorem 4.17 and its Corollary 4.18, imply that in space dimension
d = 1, that the presently proposed MLMC-FT scheme converges in terms of error vs. work
with (up to logarithmic terms) at the same rate as one FT solve for the deterministic scalar
conservation law; this is stronger than what could be established for MLMC versions of ﬁrst
order ﬁnite volume methods in [99] and the references there, where ﬁrst order convergence
had to be postulated.
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The remainder of this paper is organized as follows: In Section 2, we introduce some pre-
liminary notions from probability theory and functional analysis. The concept of random
entropy solutions is introduced and the well-posedness of the scalar hyperbolic conservation
law (i.e., (1.1) with m = 1) with random initial data is recapitulated in Section 3. The
MLMCFT schemes are presented and analyzed in Section 4. Numerical experiments are
presented in Section 5.
2. Preliminaries
To set the notation, we recapitulate prerequistes from measure and probability theory
which are needed in the subsequent sections. For proofs and further details, we refer for
example to [122, Chapter 1] and to the references there.
Let (Ω,F ,P) be a probability space, and let E be a Banach space. A map G : Ω → E
is called a P-simple function if it is of the form
G(ω) =
J∑
j=1
gj Aj(ω), where  A(ω) =
{
1 ω ∈ A,
0 otherwise,
and gj ∈ E for j = 1, . . . , J , for some ﬁnite J and for Aj ∈ F . A map f : Ω → E is
strongly F -measurable if there exists a sequence of simple functions fn converging to f (in
the norm of E) P-almost everywhere on Ω.
We call two strongly P-measurable functions f, g : Ω → E which agree P-almost every-
where on Ω, P-versions of each other. We shall need the following lemma.
Lemma 2.1. [122, Corollary 1.13] Let E1 and E2 be Banach spaces, and (Ω,F ,P) a
probability space. If f : Ω → E1 is strongly measurable, and φ : E1 → E2 is continuous,
then the composition φ ◦ f : Ω → E2 is strongly measurable.
We deﬁne the integral of a simple function G =
∑
gj Aj by∫
Ω
GdP =
N∑
j=1
gjP(Aj) .
If f : Ω → E is strongly measurable, we say that f is Bochner integrable if there exists a
sequence of simple functions {fn}n≥0 converging to f P-almost everywhere, and
lim
n→∞
∫
Ω
‖f − fn‖E dP = 0,
([122, Def. 1.15]). We then deﬁne the Bochner integral of f by
(2.1)
∫
Ω
f dP := lim
n→∞
∫
Ω
fn dP.
A strongly measurable function f : Ω → E is Bochner integrable if and only if∫
Ω
‖f‖E dP < ∞
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(see for example [122, Prop. 1.16]) in which case
(2.2)
∥∥∥∫
Ω
f dP
∥∥∥
E
≤
∫
Ω
‖f‖E dP .
For each 1 ≤ p < ∞ we can deﬁne the Banach spaces Lp(Ω;E) to consist of those strongly
measurable functions f for which the integrals∫
Ω
‖f‖pE dP < ∞ .
These spaces have the natural norm
‖f‖Lp(Ω;E) =
(∫
Ω
‖f‖pE dP
)1/p
.
If p = ∞, we deﬁne L∞(Ω;E) to be the space of strongly measurable functions f : Ω → E
for which there exists a number r ≥ 0 such that P(‖f‖E > r) = 0. Together with the norm
‖f‖L∞(Ω;E) := inf{r ≥ 0 : P(‖f‖E > r) = 0},
this space is a Banach space as well.
If f : Ω → E is strongly measurable and (Ω,F ,P) is a probability space, we call f an
E-valued random variable.
3. Hyperbolic conservation laws with random ﬂux
We review classical results on SCLs with deterministic data, and develop a theory
of random entropy solutions for SCLs with a class of random ﬂux ﬂunctions, proving in
particular the existence and uniqueness of a random entropy solution with ﬁnite second
moments.
3.1. Deterministic scalar hyperbolic conservation laws. We consider the Cauchy
problem for scalar conservation laws (SCL) by setting m = 1 in (1.1) and obtaining the
SCL in strong form
(3.1)
∂u
∂t
+
d∑
j=1
∂
∂xj
(fj(u)) = 0, x = (x1, . . . , xd) ∈ Rd, t > 0 .
Here the unknown is u : Rd → R. Introducing the ﬂux function f(u)
f(u) = (f1(u), . . . , fd(u)) ∈ C1(R;Rd) , div f(u) =
d∑
j=1
∂
∂xj
fj(u),
we may rewrite (3.1) succinctly as
(3.2)
∂u
∂t
+ div (f(u)) = 0 for (x, t) ∈ Rd × R+.
We supply the SCL (3.2) with initial condition
(3.3) u(x, 0) = u0(x), x ∈ Rd .
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3.2. Entropy solutions. Solutions to (3.1) are in general not smooth since they can
develop discontinuities in ﬁnite time. Therefore we look for weak solutions to the equations.
In particular, we are interested in distributional solutions in the class of entropy solutions
which satisfy in addition the entropy condition
η(u)t + divQ(u) ≤ 0, in D(Rd × R+),
for all entropy pairs (η,Q), where η, the entropy, is a convex C2-function and Q(u) =
(Q1(u), . . . , Qd(u)), the entropy ﬂux, satisﬁes Q
′
j = η
′f ′j. In this class, uniqueness can be
proved [85]. We will in the following restrict to initial data in L∞(Rd) ∩ BV (Rd), but
results can be proved for more general initial conditions [103]. By a function of bounded
variation, or BV -function, we mean a function f ∈ L1(Rd) with
TV (f) := sup
{∫
Rd
f divϕdx
∣∣ ϕ ∈ C10(Rd;Rd), |ϕ| ≤ 1} < ∞,
where |ϕ| denotes absolute value of point-values for ϕ, see [47, Section 5.1]. We call TV (f)
the total variation of f . We deﬁne the Banach space of functions with bounded variation
as the completion of C∞0 (R
d) with respect to the norm
‖f‖BV (Rd) := ‖f‖L1(Rd) + TV (f).
More details and properties of BV -functions can be found in, for example [47, Chapter 5],
[73, Appendix A] or [57, Chapter 1]. Next we introduce the (nonlinear) data-to-solution
operator
St : (u0, f) −→ u(·, t) =: St(u0, f) t > 0 .
In particular, we shall need the following continuity (with respect to initial data and ﬂux
function) result for deterministic scalar conservation laws:
Theorem 3.1. [73, Thm. 2.14, Thm. 4.3] Assume u0, v0 ∈ (BV ∩ L∞)(Rd), and f ,
g ∈ Lip(R;Rd). Then there exist unique entropy solutions u and v to (3.1) with initial
data u0 and v0 respectively and ﬂux functions f and g, which satisfy the a-priori continuity
estimates: For all t ≥ 0 we have
(3.4) ‖u(·, t)− v(·, t)‖L1(Rd)
≤ ‖u0 − v0‖L1(Rd) + tmin{TV(u0),TV(v0)}‖f − g‖W 1,∞(R;Rd),
and
(3.5) ‖u(·, t)− u(·, s)‖L1(Rd) ≤ (t− s) TV(u0) ‖f‖W 1,∞(R,Rd) ,
for all 0 ≤ s ≤ t. In particular, this implies that the soluiton operator St is a uniformly
continuous mapping from BV (Rd)∩L∞(Rd)×W 1,∞loc (R) into C([0, T ];L1(Rd)). Moreover,
it follows that
(3.6) ‖u(·, t)− v(·, t)‖L1(Rd) ≤ ‖u0 − v0‖L1(Rd) .
if f ≡ g, and
TV(u(·, t)) ≤ TV(u0),(3.7)
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‖u(·, t)‖L∞(Rd) ≤ ‖u0‖L∞(Rd),(3.8)
‖u(·, t)‖L1(Rd) ≤ ‖u0‖L1(Rd).(3.9)
For a proof, we refer to for example [73, Theorem 2.14 and Theorem 4.3], or other
standard references such as [58, 59, 48, 91, 103].
3.3. Random ﬂux and initial data. Existence and uniqueness in the case of random
initial data u0 and continuously diﬀerentiable random ﬂux f was proved in [97, 96]. Here,
we are interested in initial data u0 and ﬂux functions fj in (3.1) which are random elements
with values in BV (Rd)∩L∞(Rd) and W 1,∞(R;R) respectively. To deﬁne these, we denote
by (Ω,F ,P) a probability space. We consider spatially homogeneous random ﬂux functions
f , i.e., strongly measurable maps f : Ω → Lip(R;Rd), and random initial data u0 being
strongly measurable maps from Ω to the intersection of the Banach spaces BV (Rd) and
L∞(Rd).
Definition 3.2. Random data for the SCL (3.1) is a random variable taking values in
E1 =
(
BV (Rd) ∩ L∞(Rd))×W 1,∞(R;Rd).
The set E1 is a Banach space which we equip with the norm
(3.10) ‖(u, f)‖E1 = ‖u‖L1(Rd) + TV(u) + ‖u‖L∞(Rd) + ‖f‖W 1,∞(R;Rd) .
In particular, random data (u0, f) for the SCL (3.1) - (3.3) is a strongly measurable map
(3.11) (u0, f) : (Ω,F) −→ (E1,B(E1)) .
For the ensuing convergence analysis, we shall also require that
(3.12) ‖u0‖L∞(Ω;(L∞∩BV )(Rd)) ≤ M < ∞, and ‖f‖L∞(Ω;W 1,∞([−M,M ];Rd)) ≤ M < ∞ .
We shall refer to a random ﬂux f which satisﬁes (3.12) as bounded random ﬂux. By (2.2),
for random data with (3.12) the map
(3.13) Ω  ω →
(
‖u0(ω; ·)‖L1(Rd) ,TV(u0(ω; ·)), ‖u0(ω; ·)‖L∞(Rd) , ‖f‖W 1,∞(R;Rd)
)
is in Lk(Ω;R4) for every 1 ≤ k < ∞.
3.4. Random entropy solution. Based on Theorem 3.1, we formulate (3.1) - (3.3)
for random data (u0, f) in the sense of Deﬁnition 3.2. We are interested in solutions of the
random scalar conservation law (RSCL)
(3.14)
{
∂tu(ω; x, t) + divx(f(ω; u(ω; x, t))) = 0, t > 0,
u(ω; x, 0) = u0(ω; x),
x ∈ Rd.
Definition 3.3. A random variable u : Ω  ω → u(ω; x, t), i.e., a strongly measurable
mapping from (Ω,F) to C([0, T ];L1(Rd)), is a random entropy solution of the SCL (3.14)
with random data as in (3.11) - (3.13) for some k ≥ 2, if u satisﬁes the following:
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(i.) Weak solution: For P-a.e ω ∈ Ω, u(ω; ·, ·) satisﬁes
(3.15)
∞∫
0
∫
Rd
(
u(ω; x, t)ϕt(x, t) +
d∑
j=1
fj(ω; u(ω; x, t))
∂
∂xj
ϕ(x, t)
)
dxdt
+
∫
Rd
u0(x, ω)ϕ(x, 0) dx = 0,
for all test functions ϕ ∈ C∞0 (Rd × R).
(ii.) Entropy condition: For any pair consisting of a (deterministic) entropy η and a
(stochastic) entropy ﬂux Q(ω; ·) i.e., η,Qj with j = 1, 2, . . . , d are functions such
that η is convex and such that Q′j(ω; ·) = η′f ′j(ω; ·) for all j, and for P-a.e ω ∈ Ω,
u satisﬁes the following integral identity,
(3.16)
∞∫
0
∫
Rd
(
η(u(ω; x, t))ϕt(x, t) +
d∑
j=1
Qj(ω; u(ω; x, t))
∂
∂xj
ϕ(x, t)
)
dxdt
+
∫
Rd
η(u0(ω; x))ϕ(x, 0) dx ≥ 0,
for all non-negative test functions ϕ ∈ C∞0 (Rd × R).
Theorem 3.4. Consider the SCL (3.1) - (3.3) with random data (u0, f) in the sense
of Deﬁnition 3.2 such that (3.12) holds. Then there exists a random entropy solution u in
C([0, T ];L1(Rd)), which for each 0 ≤ t ≤ T is described by the map
Ω  ω → u(ω; ·, t) = St(u0(ω, ·), f(ω; ·)) .
For P-almost every ω ∈ Ω we have the bound
(3.17) ‖u(ω; ·, t)‖(L∞∩BV )(Rd) ≤ ‖u0(ω; ·)‖(L∞∩BV )(Rd) ,
and for all k ≥ 1, (u0, f) ∈ Lk(Ω;E1) implies that
(3.18) ‖u‖Lk(Ω;C([0,T ];L1(Rd))) ≤ ‖(u0, f)‖Lk(Ω;E1) .
Proof. Let E2 = C([0, T ], L
1(Rd)). By (3.12), for almost all ω, the data u0(ω; ·)
and f(ω; ·) are such that there exists a unique entropy solution u(ω; ·) ∈ E2 to (3.14).
Furthermore, from (3.7) – (3.9) it follows that for such ω,
‖u(ω; ·, t)‖(L∞∩BV )(Rd) ≤ ‖u0(ω; ·)‖(L∞∩BV )(Rd) ,
which implies (3.17). We have to show that ω → u(ω; ·) is a random variable, that is, it is
strongly measurable. This will follow from Lemma 2.1 if the mapping E1  (u0, f) → u ∈
E2 is continuous. This on the other hand, follows from (3.4) and (3.5) in Theorem 3.1.
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To prove (3.18), we compute
‖u‖kLk(Ω;C([0,T ];L1(Rd))) =
∫
Ω
sup
t≤T
‖u(ω; ·, t)‖kL1(Rd) dP
≤
∫
Ω
‖u0(ω; ·)‖kL1(Rd) dP
≤ ‖(u0, f)‖kLk(Ω;E1) .

Remark 3.5. The random entropy solution u : Ω → C([0, T ];L1(Rd)) is unique in
the sense that if a random variable (u˜0, f˜) is a P-version of (u0, f), then the solution
u˜(·; ·, t) := St(u˜0, f˜) corresponding to it is a P-version of u(·; ·, t) := St(u0, f), that is, they
agree everywhere on Ω except on a set with P-measure zero. To see this, we note that by
the continuity of the operator St, (3.4), we have for any t ∈ (0, T ],
‖u(·; ·, t)− u˜(·; ·, t)‖L∞(Ω;L1(Rd))
≤ ‖u˜0 − u0‖L∞(Ω;L1(Rd))
+ tmin{‖TV (u0)‖L∞(Ω), ‖TV (u˜0)‖L∞(Ω)}‖f − f˜‖L∞(Ω;W 1,∞([−M,M ];Rd))
= 0,
and therefore it follows also that u is unique in L∞(Ω;L1(Rd); dP).
4. Multilevel Monte Carlo front tracking
In this section, we present a Multilevel Monte Carlo (MLMC) version of the front
tracking approach to the numerical solution of hyperbolic conservation laws with random
ﬂux (3.15), (3.16) as developed in [73].
4.1. The Monte Carlo Method. We interpret the Monte Carlo method as “dis-
cretization” of the SCL random data f(ω; u), u0(ω; x) as in (3.11) – (3.13) with respect
to ω. We assume in particular the existence of k-th moments of u0 for some k ∈ N. We
shall be interested in the statistical estimation of the ﬁrst and higher moments of u, i.e,
Mk(u) ∈ (L1(Rd))(k). For k = 1, M1(u) = E[u]. The MC approximation of E[u] is deﬁned
as follows: given M independent, identically distributed samples (ûi0, f̂
i), i = 1, . . . ,M , of
random data, the MC estimate of E[u(·; ·, t)] at time t is
(4.1) EM [u(·, t)] := 1
M
M∑
i=1
ûi(·, t)
where ûi(·, t) denotes the M unique entropy solutions of the M Cauchy Problems (3.1) –
(3.3) with initial data ûi0 and ﬂux samples f̂
i(·). We observe that by
ûi(·, t) = St(ûi0, f̂ i)
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we have for every M and for every 0 < t < ∞, by (3.9),
‖EM [u(ω; ·, t)]‖L1(Rd) =
∥∥∥ 1
M
M∑
i=1
St((û
i
0, f̂
i)(ω))
∥∥∥
L1(Rd)
≤ 1
M
M∑
i=1
∥∥∥St((ûi0, f̂ i)(ω))∥∥∥
L1(Rd)
≤ 1
M
M∑
i=1
∥∥ûi0(ω; ·)∥∥L1(Rd) .
Using the i.i.d. property of the samples {ûi0, f̂ i}Mi=1, Theorem 3.4 and and the linearity of
the expectation E[·], we obtain the bound
E
[
‖EM [u(·; ·, t)]‖L1(Rd)
]
≤ E
[
‖u0‖L1(Rd)
]
= ‖u0‖L1(Ω;L1(Rd)) < ∞.
As M → ∞, the MC estimates (4.1) converge and the convergence result from [97] holds
as well.
Theorem 4.1. Assume that in the SCL (3.1) – (3.3) the random data (u0, f) satisﬁes
(3.12).
Then for every t > 0 the MC estimates EM [u(·, t)] in (4.1) converge in L2(Ω;L1(Rd))
as M → ∞, to M1(u(·, t)) = E[u(·, t)] and, for any M ∈ N, 0 < t < ∞, we have the error
bound
‖E[u(·, t)]− EM [u(·, t)]‖L2(Ω;L1(Rd)) ≤ 2M−1/2 ‖u0‖L2(Ω;L1(Rd)) .
4.2. Front tracking. As an exact solution to (3.1) – (3.3) is in general not available,
an approximate solution has to be computed numerically. Here, we investigate using a
front tracking method described in [36, 73, 69, 68]. Since the method and the associated
convergence analysis diﬀer for the dimensions d = 1 and d > 1, we treat the two cases
separately.
4.2.1. Front tracking in the one dimensional case. We start by brieﬂy describing the
front tracking algorithm for the deterministic conservation law (3.1) – (3.3) with initial
condition u0 given in BV (R) ∩ L∞(R). Let M := ‖u0‖L∞(R) and let δ > 0 be a small
number. Moreover, set ui = δi, for −M ≤ iδ ≤ M , and discretize the spatial domain by
a grid {xj = jδ, j ∈ Z}. Then, u0 is approximated by a piecewise constant function uδ0
taking in each cell [jδ, (j + 1)δ) one of the values in Vδ := {ui | i ∈ Z, |ui| ≤ M}. The ﬂux
function f is approximated by the piecewise linear interpolation f δ,
(4.2)
f δ(u) = f(uj) +
f(uj+1)− f(uj)
uj+1 − uj (u− uj),
u ∈ [uj, uj+1), j ∈ Z, |j| ≤ Mδ−1 .
Then we solve the initial value problem
uδt + f
δ(uδ)x = 0, (x, t) ∈ R× (0, T ),(4.3a)
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uδ(x, 0) = uδ0(x), x ∈ R,(4.3b)
exactly. This means that in each step, we solve the Riemann problems between the states
of the piecewise constant function uδ, then track the discontinuities, called fronts, until
they interact, solve the emerging Riemann problem and so on. Note that the solution of
each Riemann problem is again a piecewise constant function taking values in Vδ because
f δ is piecewise linear with breakpoints ui ∈ Vδ. Thus, the (unique) entropy solution uδ(·, t)
is a piecewise constant function for all t > 0. It was shown in [73, Lemma 2.6] that the
number of interactions T (δ, t) between fronts for t ∈ (0,∞) is bounded by
T (δ, t) ≤ 1
δ
(|Vδ|+ 1) TV(uδ) ≤ 1
δ
(2M/δ+ 1) TV(uδ)(4.4)
where we denoted |Vδ| the cardinality of the set Vδ which is bounded for all t > 0 by
2M/δ due to (4.5). Hence the process terminates. Moreover, the solution uδ of (4.3)
satisﬁes the Kruzˇkov entropy condition and we have the theorem:
Theorem 4.2 ([73]). For initial data u0 ∈ BV (R) ∩ L∞(R) and ﬂux function f(u) ∈
W 2,∞loc (R) we have
(i) The solutions uδ to the diﬀerential equation (4.3) are uniformly bounded in δ for
all t ∈ (0,∞):
(4.5) ‖uδ(·, t)‖L∞(R) ≤ ‖u0‖L∞(R), t ∈ (0,∞),
(ii) The total variation of uδ is bounded by the total variation of the initial data for
all times t ∈ (0,∞),
TV(uδ(·, t)) ≤ TV(u0), t ∈ (0,∞),
(iii) As the discretization parameter δ tends to zero, the sequence {uδ}δ>0 converges in
C([0, T ];L1(R)) to the unique entropy solution u of (3.1) – (3.3). Speciﬁcally,
(4.6) ‖u(·, t)− uδ(·, t)‖L1(R) ≤ ‖u0 − uδ0‖L1(R) + t‖f − f δ‖Lip(R)TV(u0)
Corollary 4.3. Under the assumptions of Theorem 4.2, we have the following esti-
mate with respect to the discretization parameter δ:
(4.7) ‖u(·, t)− uδ(·, t)‖L1(R) ≤ δ TV(u0) (c+ |f |W 2,∞(R)) .
Proof. We note that the regularity f ∈ W 2,∞ implies (e.g. [73, Ex. 2.11])
(4.8) ‖f − f δ‖Lip(R) ≤ δ‖f ′′‖L∞(R) = δ|f |W 2,∞(R),
and that the cell-average approximation uδ0 of u0 ∈ BV (Rd) satisﬁes (see [73])
‖u0 − uδ0‖L1(R) ≤ δ c TV(u0),
where c > 0 is independent of δ. For a proof of the latter inequality, consider for example
equation (4.30) in [73]. Then (4.7) follows using (4.8) and (4.6). 
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In order to obtain convergence rate bounds in the Multilevel Monte Carlo front tracking
(MCMLFT) algorithm, which we are going to introduce in the next section, it will be useful
to have convergence rates of the front tracking algorithm with respect to the amount of
computational work of the algorithm when the discretization is reﬁned.
Definition 4.4. By the (computational) work or cost of an algorithm, we mean the
number of ﬂoating point operations performed during the execution of the algorithm. We
assume that this is proportional to the run time of the algorithm.
Lemma 4.5 (Work estimate). Under the assumptions of Theorem 4.2, the front tracking
approximation uδ satisﬁes the following estimate with respect to the total cost WFTδ of the
front tracking algorithm,
(4.9) ‖u(·, t)− uδ(·, t)‖L1(R) ≤ C TV(u0)
× (1 + ‖f‖W 2,∞(R)) ((‖u0‖L∞ + 1) (TV(u0) + ‖u0‖L∞))1/2 (WFTδ )−1/2 .
Proof. Theorem 4.2 implies in particular that we have for the total number of in-
teractions (4.4), (due to (3.12), in the case of random initial data holds TV(u0) ≤ M
P-as.)
T (δ, t) ≤ 1
δ
(2M/δ+ 1) TV(uδ0) ≤
C
δ2
(‖u0‖L∞(R) + 1) TV(u0),(4.10)
and that the number of diﬀerent Riemann problems that might be solved during the execu-
tion of the algorithm is bounded by 4M/δ2. We use Algorithm 1, which is a modiﬁcation
of Graham’s scan [60] used to compute the convex hull of a set of points in the plane, to
calculate all the solutions of the Riemann problems with left state ui = iδ, right state
uj = jδ, L ≤ i < j ≤ R, where L, R are chosen such that uL = minVδ, uR = maxVδ (a
similar algorithm can be used to compute the solutions to the Riemann problems with left
state ui = iδ, right state uj = jδ, R ≤ j < i ≤ L). It can easily be veriﬁed (see [60]) that
the cost of the execution of Algorithm 1 is bounded by CM
2
δ−2, where C is a constant
independent of M and δ, for the input δ > 0, L = −M/δ, R = M/δ.
So, if the solutions to all possible Riemann problems are computed and stored in ad-
vance, the work WFTδ to compute the front tracking approximation u
δ(·, t) is bounded by
C(‖u0‖L∞ + 1)(TV(u0) + ‖u0‖L∞) δ−2, for a constant C > 0, uniformly in t ∈ (0,∞). We
thus obtain (4.9)

Remark 4.6. Note that the work W FTδ to compute the front tracking approximation is
of the same order as the work we would need to compute an approximation of the solution
by a ﬁnite volume scheme on a grid with cells of diameter O(δ). But due to the better
convergence rate with respect to the discretization parameter δ, which is of order 1 whereas
it is proved to be of order 1/2 for the ﬁnite volume approximation, we obtain the improved
convergence rate (4.9) with respect to work.
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Algorithm 1 Compute Riemann problems with uL ≤ ui < uj ≤ uR
Input: δ > 0, L < R ∈ Z, (uL smallest value of u, uR largest value of u), f = [fL, . . . , fR],
(fi = f(ui), L ≤ i ≤ R)
Output: Ui,j = [ui, . . . , uj] (states present in solution of RP with left state ui and right
state uj), si,j = [s
1
i,j, . . . , s
kij
i,j ] (vector of shock speeds (in increasing order) present in RP
with left state ui and right state uj, kij ∈ N), L ≤ i < j ≤ R
for i = L to R do
û ← [i, i+ 1]
ŝ ← (fi+1 − fi)/δ
si,i+1 ← ŝ
Ui,i+1 ← δ · û
k ← i+ 2
while k ≤ R do
sl ← (fk − fû(end))/(δ(k − û(end)))
if ŝ = [ ] or sl > ŝ(end) then
ŝ ← [ŝ, sl]
û ← [û, k]
si,k ← ŝ
Ui,k ← δ · û
k ← k + 1
else
ŝ ← ŝ(1 : end− 1)
û ← û(1 : end− 1)
end if
end while
end for
Remark 4.7 (Work estimates for convex ﬂux functions). If the ﬂux function f is
convex, the work estimate can be improved. This is because in this case, the number of
interactions T (δ, t) can be bounded by the sum of the sizes of the jumps in the initial data.
That is, given u0 there holds, for every t > 0 and δ > 0,
T (δ, t) ≤ 1
δ
TV(u0)
(see [73, Lemma 2.6]), since for a convex ﬂux function, the number of fronts is strictly
decreasing at each interaction. Moreover, the solution of each Riemann problem is either
a shock wave or a rarefaction wave depending on whether uL > uR or uL < uR, and we do
not need to compute the convex envelope of the ﬂux function.
So, the solution of one Riemann problem can be computed with a cost proportional to
δ. Thus the total work W FTδ to compute the front tracking approximation reduces to
W FTδ ≤ C TV(u0) δ−1
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and we obtain the improved convergence rate of the FT method with respect to work,
(4.11) ‖u(·, t)− uδ(·, t)‖L1(R) ≤ C TV(u0)2(1 + ‖f‖W 2,∞(R)) (W FTδ )−1.
Clearly, the same rate holds also for concave ﬂuxes.
4.2.2. Front tracking for d ≥ 2 and dimensional splitting. Front tracking in several
space dimensions is based on the method of fractional steps (or dimensional splitting)
introduced by Bagrinovski˘ı and Godunov [6] and later on extended by various authors, see
e.g. [70] and the references therein. Here, we will use the dimensional splitting method in
combination with the front tracking algorithm for one space dimension as described in the
previous Section 4.2.1. To describe the method, we introduce some notation. We discretize
the spatial domain by a Cartesian grid {jΔxi, j ∈ Z}, i = 1, . . . , d in each direction and
denote by Ij1,...,jd the grid cell
Ij1,...,jd =
{
(x1, . . . , xd)
∣∣ jiΔxi ≤ x1 < (ji + 1)Δxi for i = 1, . . . , d} .
Moreover, we denote the projection operator πδ := Pδ ◦ PΔx for a function u ∈ L1(Rd) to
be the composition of the projection PΔx of the function on the cell averages,
(4.12) PΔxu(x) =
1
Δx1 · · ·Δxd
∫
Ij1,...,jd
u dx, x = (x1, . . . , xd) ∈ Ij1,...,jd ,
and a projection Pδ of the cell averages onto the values in Vδ. Furthermore, we let f
δ
i ,
i = 1, . . . , d, denote the continuous piecewise linear approximations to fi, i = 1, . . . , d, as
in (4.2). We set η = (δ,Δx1, . . . ,Δxd,Δt) and let u
0 denote the projection of u0 on the
grid, that is u0 = πδu0. Let S
fδi ,xi(t) denote the solution operator of the scalar conservation
law in one dimension, viz.,
(vδi )t + f
δ
i (v
δ
i )xi = 0, (xi, t) ∈ R× (0, T ),
vδi (xi, 0) = v
δ
i0(xi), xi ∈ R,
that is, we write v(xi, t) = S
fδi ,xi(t)vδi0. Since v
δ
i0 is piecewise constant, and f
δ
i piecewise
linear, the solution can be calculated using front tracking.
Then we obtain an approximation of the solution to (3.1) – (3.3) by successively ap-
plying the front tracking solution operator Sf
δ
i ,xi(t) followed by the projection operator πδ
(in order to prevent the number of discontinuities from growing excessively). We denote
the approximate solutions at the time steps tr = rΔt, t ∈ Q by
un+i/d = πδ ◦ Sfδi ,xi(Δt) un+(i−1)/d, i = 1, . . . , d, n ∈ N,
and
(4.13) uη(x, t) =
{
Sf
δ
i ,xi(d(t− tn+(i−1)/d)) un+(i−1)/d, t ∈ [tn+(i−1)/d, tn+i/d),
un+i/d, t = tn+i/d,
i = 1, . . . , d and n ∈ N. The approximation uη satisﬁes (see [73, Chapter 4]):
Theorem 4.8. Let u0 ∈ BV (Rd)∩L∞(Rd) and fi(u) ∈ Lip(R) and piecewise C2. Then
the function uη deﬁned in (4.13) satisﬁes
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(i) Uniform bound in η = (δ,Δx1, . . . ,Δxd,Δt) for all t ∈ (0,∞):
‖uη(·, t)‖L∞(Rd) ≤ ‖u0‖L∞(Rd), t ∈ (0,∞),
(ii) The total variation of uη is bounded by the total variation of the initial data for
all times t ∈ (0,∞),
TV(uη(·, t)) ≤ TV(u0), t ∈ (0,∞),
(iii) For any sequence {ηj}j∈N, where ηj → 0 when j → ∞, satisfying
max
i=1,...,d
Δxi/Δt ≤ K < ∞,
the corresponding sequence {uηj}j∈N converges in C([0, T ];L1loc(Rd)) to the unique
entropy solution u of (3.1)–(3.3). Speciﬁcally, we have, denoting
‖f‖Lip = maxi=1,...,d ‖fi‖Lip(R) and Δx = maxi=1,...,dΔxi,
(4.14) ‖u(·, t)− uη(·, t)‖L1(Rd)
≤ ‖u0 − u0‖L1(Rd) + t‖f − f δ‖Lip(R)TV(u0)
+ 2 TV(u0)
√
2t (
√
d+ 1)
√
dΔx2/Δt+Δx‖f‖Lip +Δt‖f‖2Lip .
Corollary 4.9. Under the assumptions of Theorem 4.8 and choosing the parameters
Δx, Δt and δ as
Δx = k1Δt = k2δ
2,(4.15)
where k1 and k2 are positive constants, the dimensional splitting front tracking algorithm
converges at rate 1 in the parameter δ, speciﬁcally,
‖u(·, t)− uη(·, t)‖L1(Rd) ≤ C δ (1 + t)
(
1 + ‖f‖W 2,∞(R;Rd)
)
TV(u0),(4.16)
where C > 0 is a constant depending at most linearly on d.
Proof. Similarly to Corollary 4.3, we have that the approximation u0 of the initial
data u0 satisﬁes
‖u0 − u0‖L1(Rd) ≤ c d δTV(u0),
and (4.8), (4.14) yields a convergence rate with respect to the parameters Δx, Δt and δ,
‖u(·, t)− uη(·, t)‖L1(Rd) ≤
(
c d δ + t δ ‖f‖W 2,∞(R;Rd)
+ 2
√
2t (
√
d+ 1)
√
dΔx2/Δt+Δx‖f‖Lip +Δt‖f‖2Lip
)
TV(u0).
We see that this yields 4.16 if we choose Δx, Δt and δ as in (4.15). 
We next estimate the convergence rate of the dimensional splitting front tracking algo-
rithm with respect to the work needed to compute one approximation of the solution.
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Lemma 4.10. (Work estimate for d ≥ 2) Under the assumptions of Theorem 4.8 and
(4.15), the front tracking approximation satisﬁes,
(4.17) ‖u(·, t)− uη(·, t)‖L1(Rd) ≤ C (1 + t(2d+3)/(2d+2))
(
1 + ‖f‖W 2,∞
)
× TV(u0)
(
(‖u0‖L∞ + 1) (‖u0‖L∞ + TV(u0))
)1/(2(d+1))
(WFTδ,d )
−1/(2(d+1)) ,
where C > 0 is a constant depending only on d.
Proof. The work done in one time interval (tn+(i−1)/d, tn+i/d] consists of two compo-
nents, the front tracking approximation in (tn+(i−1)/d, tn+i/d) and the projections at time
t = tn+i/d. As in the one-dimensional case, we can solve all possible Riemann problems
beforehand and store the solutions, the work to do this is of order C R
2
d δ−2, where
R = ‖u0‖L∞ , since the ﬂux f has d components fi (see Remark 4.5). Then the work
for the front tracking approximation in (tn+(i−1)/d, tn+i/d) is of the order of the number of
interactions of fronts T (η, t) in that time interval. This number is bounded by
T (η, t) ≤ C (‖u0‖L∞ + 1) (TV(u0) + ‖u0‖L∞) δ−2(Δx)−(d−1),
which is (4.10) multiplied by (Δx)−(d−1), because we do the front tracking in each segment
I ij1,...,jd := [j1Δx, (j1 +1)Δx)× · · · × [ji−1Δx, (ji−1 +1)Δx)×R× · · · × [jdΔx, (jd +1)Δx).
The work W πδtn+i/d needed to do the projections at time tn+i/d is of the same order,
W πδtn+i/d = C(‖u0‖L∞(R) + 1) (TV(u0) + ‖u0‖L∞) δ−2(Δx)−(d−1),
as it is proportional to the number of fronts in the xi-direction and the number of segments
I ij1,...,jd . Hence the total work W
FT
δ,d needed to compute the front tracking approximation
uη(·, t) is of order
W FTδ,d = C t d (‖u0‖L∞(R) + 1) (TV(u0) + ‖u0‖L∞) δ−2(Δx)−(d−1)(Δt)−1 .
Now using (4.15), we obtain the convergence estimate with respect to work, (4.17). 
Remark 4.11. Observe that the convergence rate (4.17) is of the same order with
respect to the work W FTδ,d as the one for the approximation by a ﬁnite volume scheme (see
e.g. [97]). So in contrast to the one-dimensional case we do not get an improvement of the
rate by using the front tracking method.
Remark 4.12 (Work estimate for convex ﬂux functions). As in the case d = 1, the
estimate on the total work W FTδ,d can be improved if the components fi, i = 1, . . . , d of
the ﬂux function are convex. Again, solving a Riemann problem with left state uL and
right state uR reduces to checking whether uL > uR. Moreover, the total number of
interactions in each time interval t ∈ (tn+(i−1)/d, tn+i/d) is bounded by T (η, t) ≤ TV(u0)δ−1
and therefore,
‖u(·, t)− uη(·, t)‖L1(Rd) ≤ C
(
1 + t(2d+2)/(2d+1)
)
×
(
1 + ‖f‖W 2,∞
)
TV(u0)
(2d+2)/(2d+1)
(
WFTδ,d
)−1/(2d+1)
,
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for convex or concave ﬂux functions.
4.2.3. Front tracking for RSCLs. Having described the convergence properties of the
front tracking algorithm for deterministic scalar conservation laws, we are ready to state
the convergence result for the approximation of the random scalar conservation law (3.14):
Theorem 4.13. Assume that the random (as in Deﬁnition 3.2) initial data u0 and ﬂux
function f satisfy (3.12).
For δ > 0, let f δi (ω, ·) denote the piecewise linear interpolations to the random ﬂux
component functions fi(ω, ·) as deﬁned in (4.2).
Let the discretization parameter vector η = δ if d = 1, and η = (δ,Δx1, . . . ,Δxd,Δt) if
d > 1, and let uη(ω; ·, ·) denote the corresponding approximate solution deﬁned by (4.3a) if
d = 1 and (4.13) if d > 1, with initial data u0(ω; ·) and ﬂux functions f1(ω; ·), . . . , fd(ω; ·).
Then the approximations uη satisfy
‖uη(·; ·, t)‖L∞(Ω;L∞(Rd)) ≤ M, t ∈ (0,∞),
the total variation is bounded P-almost surely,
TV(uη(ω; ·, t)) ≤ TV(u0(ω; ·)), t ∈ (0,∞), P-a.e. ω ∈ Ω .
As η → 0, the sequence (uη)η>0 converges P-almost surely and in C([0, T ];L1(Rd)), to the
unique random entropy solution of the RSCL (3.14). Moreover, if d = 1, we have P-a.s. the
error bound
‖u(ω; ·, t)− uη(ω; ·, t)‖L1(R)
≤ ‖u0(ω; ·)− u0(ω; ·)‖L1(R) + t‖f(ω; ·)− f δ(ω; ·)‖Lip(R)TV(u0(ω; ·)),
and if d > 1, we have P-a.s.
(4.18) ‖u(ω; ·, t)− uη(ω; ·, t)‖L1(Rd)
≤ ‖u0(ω; ·)− u0(ω; ·)‖L1(Rd) + t max
i=1,...,d
‖fi(ω; ·)− f δi (ω; ·)‖Lip(R)TV(u0(ω; ·))
+ 2 TV(u0(ω; ·))
√
2t (
√
d+ 1)
√
dΔx2/Δt+Δx‖f(ω; ·)‖Lip +Δt‖f(ω; ·)‖2Lip.
Proof. The assertion follows from Theorems 4.2 and 4.8 upon noting that the as-
sumptions given there are satisﬁed pathwise, i.e., for P-a.e. ω ∈ Ω. 
From now on we assume that
(4.19) f(ω; ·) ∈ L∞(Ω;W 2,∞([−M,M ];Rd))
where M is as in (3.12).
Corollary 4.14. Under the assumption (4.19), choose Δx = k1δ for d = 1 and
Δx = k1Δt = k2δ
2 for d ≥ 2. Then
(4.20) ‖u(ω; ·, t)− uη(ω; ·, t)‖L1(Rd)
≤ C δ (1 + t) (1 + ‖f(ω; ·)‖W 2,∞([−M,M ];Rd))TV(u0(ω; ·)) .
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If in addition u0 ∈ Lp(Ω;BV (Rd)) and f ∈ Lq(Ω;W 2,∞(R;Rd)) for some 1 ≤ p, q ≤ ∞
with 1/p+ 1/q = 1, we have
‖E[u(t)]− E[uη(t)]‖L1(Rd) ≤ ‖u(t)− uη(t)‖L1(Ω;L1(Rd))
≤ C δ (1 + t)
(
1 + ‖f‖Lq(Ω;W 2,∞)
)
‖TV(u0)‖Lp(Ω),(4.21)
for all δ and t > 0.
Proof. The bound (4.20) follows from the regularity assumption on f(ω, ·), and the
inequality (4.21) is proved by an application of Ho¨lder’s inequality to (4.20), and by using
(2.2). 
4.2.4. Multilevel ﬂux decomposition. The approximate, continuous, piecewise linear ﬂux
functions f δi deﬁned by (4.2) are particular useful in connection with empirical ﬂux data
(such as typically arise in Buckley-Leverett models where ﬂux functions are built from
empirical data) and with MLMC, as will be seen in the next subsection.
We choose δ0 > 0 and let δ = 2
−δ0. Let also f i (ω; ·) := f δi (ω; ·) denote the continuous
piecewise linear interpolant of fi(ω; ·), for i = 1, . . . , d, as deﬁned by (4.2), and similarly
set f  := (f 1 , . . . , f

d).
Lemma 4.15. Under assumption (4.19), for  = 0, 1, 2, ..., the continuous, piecewise
linear ﬂux interpolants f i (ω; ·) = f δi (ω; ·) are bounded random ﬂux functions in the sense
of Deﬁnition 3.2 which satisfy the bound (3.12) with constant M which is independent of
, and which satisfy for P-a.e. ω ∈ Ω the error bound
(4.22) ‖fi(ω; ·)− f i (ω; ·)‖W 1,∞([−M,M ];Rd) ≤ C2−‖∂2ufi(ω; ·)‖L∞([−M,M ])
Proof. The proof of (4.22) follows from standard approximation estimates for the
nodal interpolation. 
The following corollary is a direct consequence of (4.22).
Corollary 4.16. Under the assumptions of Lemma 4.15, we have
‖(f i − f −1i )(ω; ·)‖Lip([−M,M ];Rd) ≤ 2C2−‖∂2ufi(ω; ·)‖L∞([−M,M ];R) .
Here, the constant C > 0 is independent of  and of the ﬂux f .
4.3. MLMC front tracking. The MLMC discretization of diﬀerential equations with
random inputs was proposed by Giles in [54, 55], upon earlier work by Heinrich on numer-
ical integration in [64]. For random scalar conservation laws (RSCLs), the MLMC Finite
Volume discretizations were proposed and analyzed, in the case of deterministic ﬂux and
random initial conditions, in [97], and for RSCLs with random ﬂux, in [96].
Here, we analyze the convergence of MLMC in conjunction with Front Tracking (FT)
discretizations. Although the analysis proceeds, broadly speaking, along the lines of what
was done in [97, 96], there are notable diﬀerences: First, unlike [96], there is no need for
a principal component analysis of the random ﬂux, e.g. via a Karhunen–Loe`ve expansion.
Secondly, we propose the use of a multiresolution decomposition of the random ﬂux on the
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phase space of the solution. Finally, the error bounds which we shall obtain relate, in a
rather explicit fashion, the number M of MC samples on diﬀerent discretization levels to
the ﬂux variance at resolution , i.e., to ‖f −f −1‖2
L2(Ω;Lip(R,Rd))
. Since f  is piecewise linear,
this quantity can easily be computed for empirically calibrated random ﬂux functions and,
thereby, the number M of “samples” (which are approximate solutions of the RSCL with
ﬂux functions f  and f −1, obtained by front tracking), can be scaled accordingly.
We start the analysis by introducing some notation. For d = 1, we let Δx = δl = 2
−δ0
for some δ0 > 0. For d ≥ 2,  = 0, 1, 2, . . ., we set
η = (δ,Δx,Δt) =
(
2−δ0, 2−2Δx0, 2−2Δt0
)
.
Moreover, we let u0(ω; ·) := πu0(ω; ·) where π = PΔx ◦PΔx , cf. (4.12). Note that we set
Δx1 = · · · = Δxd = Δx.
Then we denote for  = 0, 1, 2, ..., by u(ω; x, t) the approximations of u(ω; x, t) obtained
by the front tracking method with initial data u0 and f
.
As in [97], EM [·] denotes the sample average of M i.i.d. samples of a random quantity.
We are interested in the computation of the statistical mean
E[u(t)] ∈ C([0, T ];L1(Rd))
of the random entropy solution of the RSCL (3.1) - (3.3). To this end, the MLMC-FT
approximation is deﬁned as follows: for a given level L ∈ N of reﬁnement, we use the
linearity of the mathematical expectation E[·] to write
E[u(t)]  E[uL(t)] =
L∑
=0
E
[
u − u−1] .
Here, and in the following, we adopt the convention that u−1 ≡ 0.
We next estimate the expectations of increments for each level of reﬁnement by a level-
dependent number M of samples, which results in the MLMC estimate
(4.23) EMLMCL [u
L(t)] :=
L∑
=0
EM
[
u − u−1] .
Here, u are the approximations obtained by front tracking for the initial data u0 and the
ﬂux functions f .
4.4. Convergence analysis. We are now interested in estimating
E[u(t)]− EMLMCL [uL(t)].
To this end, we write
E[u(t)]− EMLMCL [uL(t)] = E[u(t)]− E[uL(t)]︸ ︷︷ ︸
A
+E[uL(t)]− EMLMCL [uL(t)]︸ ︷︷ ︸
B
.
We have already estimated the L1(Rd)-norm of term A in equation (4.21). In this setting,
it is of order O(2−L) under the additional assumption that u0 ∈ Lp(Ω;BV (Rd)) and f ∈
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Lq(Ω;W 2,∞(R;Rd)), where 1/p + 1/q = 1. Consider now the term B. To estimate it, we
write, with Δu := u − u−1 for  = 0, 1, 2, ..., L and with the convention that u−1 ≡ 0,
‖E[uL(t)]− EMLMCL [uL(t)]‖2L2(Ω;L1(Rd))
=
∥∥∥E[ L∑
=0
(u − u−1)
]
− EMLMCL [uL(t)]
∥∥∥2
L2(Ω;L1(Rd))
=
∥∥∥ L∑
=0
{
E[Δu]− EM [Δu]
}∥∥∥2
L2(Ω;L1(Rd))
.
Expanding the square, and interpreting the M samples as i.i.d. copies of the random
variable u(ω; x, t), we obtain
‖E[uL(t)]− EMLMCL [uL(t)]‖2L2(Ω;L1(Rd)) =
L∑
=0
∥∥E[Δu]− EM [Δu]∥∥2L2(Ω;L1(Rd)) .
Next we estimate each term in the sum as follows:
B :=
∥∥E[Δu]− EM [Δu]∥∥2L2(Ω;L1(Rd))
=
1
M
E
[
‖E[Δu(t)]−Δu(t)‖2L1(Rd)
]
≤ 1
M
‖Δu(t)‖2L2(Ω;L1(Rd)) .
We use the elementary estimate
‖Δu(ω; ·, t)‖2L1(Rd) ≤ 2‖u(ω; ·, t)− u(ω; ·, t)‖2L1(Rd) + 2‖u(ω; ·, t)− u−1(ω; ·, t)‖2L1(Rd)
and the convergence rate (4.20), to obtain
‖u(t)− u(t)‖L2(Ω;L2(Rd)) ≤ C δ (1 + t)
(
1 + ‖f‖L2(Ω;W 2,∞)
)
‖TV(u0)‖L∞(Ω).
under the assumption that u0 ∈ L∞(Ω;BV (Rd)) and f ∈ L2(Ω;W 2,∞(R;Rd)). Thus,
B ≤ 1
M
C δ2 (1 + t
2)
(
1 + ‖f‖2L2(Ω;W 2,∞)
)
‖TV(u0)‖2L∞(Ω),
where C > 0 is a constant which depends on d but which is independent of t. Summing
over  = 0, . . . , L, we arrive at
‖E[uL(t)]− EMLMCL [uL(t)]‖2L2(Ω;L1(R))
≤ C (1 + t2)
L∑
=0
1
M
δ2
(
1 + ‖f‖2L2(Ω;W 2,∞)
)
‖TV(u0)‖2L∞(Ω).
We can now state our basic MLMC-FT error bound.
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Theorem 4.17. Consider the RSCL with random data (u0, f) (3.11) in the sense of
Deﬁnition 3.2 and satisfying (3.12). Assume for M as in (3.12) that (4.19) holds.
Then, for any L ∈ N and for any choice of samples sizes {M}L=0 in the MLMC-FT
estimator EMLMCL [u
L(t)] in (4.23) we have the error bound∥∥E[u(t)]− EMLMCL [uL(t)]∥∥2L2(Ω;L1(Rd))
≤ 2C(1 + t2)δ2L
(
1 + ‖f‖2L1(Ω;W 2,∞)
)
‖TV(u0)‖2L∞(Ω)
+ C (1 + t2)
L∑
=0
1
M
δ2
(
1 + ‖f‖2L2(Ω;W 2,∞)
)
‖TV(u0)‖2L∞(Ω)
≤ C
[
2−2L +
L∑
=0
M−1 2
−2
]
(1 + t2)
×
(
1 + ‖f‖2L2(Ω;W 2,∞)
)
‖TV(u0)‖2L∞(Ω) .
With the particular choice
M = 2
2(L−) ,  = 0, . . . , L,
we ﬁnd for any 0 ≤ t ≤ T < ∞ the bound
(4.24)
∥∥E[u(t)]− EMLMCL [uL(t)]∥∥2L2(Ω;L1(Rd))
≤ C L2−2L (1 + t2)
(
1 + ‖f‖2L2(Ω;W 2,∞)
)
‖TV(u0)‖2L∞(Ω).
Proof. The proof follows from the foregoing analysis. 
If we denote the work for one FT solution at mesh level  by W FT , and use the front
tracking work estimates in Lemmas 4.5 and 4.10, we obtain the work estimate W FTL,MLMC
for the MLMC front tracking method,
(4.25) W FTL,MLMC = C
L∑
=0
MW
FT
 =
{
O(W FTL logW FTL ) = O(L δ−2L ) if d = 1,
O(W FTL ) = O(δ−2(d+1)L ) if d ≥ 2.
This gives us the convergence rates for the MLMC-FT estimator EMLMCL [u
L(t))] with
respect to work:
Corollary 4.18. Under the assumptions of Theorem 4.17, the MLMC-FT estimator
EMLMCL [u
L(t))] converges with the following rates to the ensemble average E[u(t)] of the
random entropy solution
(4.26)
∥∥E[u(t)]− EMLMCL [uL(t)]∥∥2L2(Ω;L1(R)) ≤ C (logW FTL,MLMC)2 (W FTL,MLMC)−1,
for d = 1, and∥∥E[u(t)]− EMLMCL [uL(t)]∥∥2L2(Ω;L1(Rd)) ≤ C (logW FTL,MLMC) (W FTL,MLMC)−1/(d+1)
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for d ≥ 2, where C > 0 is a constant depending on d and t, and on ‖u0‖L∞(Ω;BV (Rd)) and
‖f‖L2(Ω;W 2,∞(−M,M ;Rd)).
Remark 4.19. We have seen in Lemma 4.7 that the convergence rate of the determin-
istic front tracking algorithm for d = 1 is one with respect to work, if the ﬂux function f
is convex. However, this does not show up as an improvement of the convergence rate of
the MLMC-FT method, since in this case the work of the Monte Carlo method dominates.
Speciﬁcally, in the case of a convex ﬂux and d = 1, we have
(4.27)
W FTL,MLMC = C
L∑
=0
MW
FT
 ≤ C
L∑
=0
M δ
−1

≤ C 22L
L∑
=0
2−2 2 ≤ C 22L = O(δ−2L ),
which is the same eﬀort as in the general case (4.25) apart from the missing factor L.
This is to be contrasted to several space dimensions, where we have a small gain in
convergence rate if all the ﬂux components fj, j = 1, . . . , d are convex, since the convergence
rate of the deterministic dimensional splitting front tracking method is worse than that of
the Monte Carlo method:
W FTL,MLMC = C
L∑
=0
MW
FT
 ≤ C
L∑
=0
M δ
−(2d+1)

≤ C 22L
L∑
=0
2(−1+2d) ≤ C 2(2d+1)L = O(δ−(2d+1)L ).
5. Numerical experiments
In this section, we test the performance of the MLMC-FT method on several examples
with random ﬂuxes in one and two space dimensions.
5.1. Convex random ﬂux in one space dimension. We consider the random scalar
conservation law,
ut + f(ω; u)x = 0, x ∈ [−1, 1], t ∈ (0,∞),(5.1a)
u(ω; x, 0) = − sin(πx), x ∈ [−1, 1], t = 0,(5.1b)
with periodic boundary conditions and the random ﬂux f(ω; u) given by
f(ω; u) =
1
p(ω)
|u|p(ω), p(ω) ∼ U(1.5, 2.5).(5.2)
This ﬂux function is a bounded random ﬂux and for P-a.e., f(ω; ·) ∈ Lip([−M,M ];R),
where M ≥ ‖u0‖L∞(R) is as in (3.12). An approximation of the mean of the random
entropy solution at time t = 1, computed by the MLMC-FT method for L = 9, with
δ0 = 2
−4 at the coarsest level, and ML = 8 samples at the level with the ﬁnest resolution,
is shown in Figure 1. In order to compute an estimate on the error of the approximation
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Figure 1. The estimator EMLMCL [u
L(t)] computed by the MLMCFT
method at time t = 1 with L = 9 for problem (5.1), (5.2). The dashed
lines denote the mean with ± standard deviation.
of the mean by the MLMC estimator EMLMCL [u
L(t)] in the L2(Ω;L1(R))-norm, we use
the relative error estimator introduced in [97] based on a Monte Carlo quadrature in the
stochastic domain: We denote by Uref a reference solution and by {Uk}k=1,...,K a sequence
of statistically independent approximate solutions EMLMCL [u
L(t)] obtained by running the
MLMC-FT solver K times and corresponding to K realizations in the stochastic domain.
Then we estimate the relative error by
(5.3) RE =
√√√√ K∑
k=1
(REk)2/K,
where
REk = 100× ‖Uref − Uk‖l1‖Uref‖l1 .(5.4)
In [97] the sensitivity of the error with respect to the parameter K is investigated. For
this example, we will use K = 30 which was shown to be suﬃcient for most problems [97,
99]. To compute a reference solution Uref , we have made use of the symmetry properties
of the each realization (a shock at x = 0, smoothness away from the shock) and used
the characteristics of the diﬀerential equation to compute an accurate approximation of
E[u(t)]. In Figure 2 the errors (5.3) versus the resolution δL at the ﬁnest level L of the
MLMC estimator and versus the run time (in seconds) are shown (L = 0, . . . , 6). We
observe that the convergence rates are ≈ 0.9 with respect to the resolution and ≈ 0.4
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with respect to work, which is approximately what we would expect from the theoretical
results: Equation (4.24) implies that the error estimator (5.3) is asymptotically of order
O(√L 2−L) = O(2−α(L)L) = O(δ−α(L)L ) with respect to the resolution at the ﬁnest level,
where
(5.5) α(L) = 1− logL
2L log 2
L→∞−−−→ 1.
For L = 6, we have α(L + 1) ≈ 0.8. Due to (4.27), the estimator (5.3) is of order
O((W FTL,MLMC)−α(L)/2) with respect to work, hence for L = 6, α(L+ 1)/2 ≈ 0.4.
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Figure 2. Left: Error (5.3) versus the resolution. Right: Error versus the
run time of the MLMC-FT solver in seconds for the problem (5.1), (5.2). At
the coarsest level, we have used δ0 = 2
−4 and at the ﬁnest level, we have
used ML = 8 samples.
Remark 5.1. For exponents p ∈ [1.5, 2), the second derivative of the ﬂux function
f(u, p) in (5.2) is not uniformly bounded. Therefore the bound (4.8) does not apply.
However, by a careful reﬁnement of the estimates in [73, Chapter 2], it is possible to show
that the (deterministic) front tracking method converges at rate one with respect to the
discretization parameter δ if the ﬂux function f is in W 2,1([−M,M ];R) and the initial
data u0 ∈ BV (R) has a bounded number of local maxima and minima.
5.2. Nonconvex random ﬂux in one space dimension. In a second experiment,
we test the performance of the MLMC-FT method on the initial value problem (5.1) with
periodic boundary conditions and the nonconvex random ﬂux function
f(ω; u) = sgn(u)
|u|p(ω)
p(ω)
, p(ω) ∼ U(2.5, 3.5).(5.6)
For M > 0 as in (3.12), we have f ∈ L2(Ω;W 2,∞([−M,M ];R)), hence the assumptions in
Theorem 4.17 are satisﬁed for this problem. In Figure 3, we show an approximation of the
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mean of the solution computed by the MLMC-FT-solver at time t = 1 with L = 9, δ0 = 2
−5
at the coarsest level and ML = 4 samples at the ﬁnest level. We see that the mean of the
Figure 3. The estimator EMLMCL [u
L(t)] for problem (5.1), (5.6) computed
by the MLMC-FT method at time t = 1 with L = 9. The dashed lines
denote the mean with ± standard deviation.
solution is continuous, whereas all computed pathwise, approximate realizations u(ω; ·) of
random entropy solutions of (5.1), (5.6) develop shocks.
This is not unexpected, because while each realization has discontinuities, the location
of these discontinuities is random, and disappear upon taking the expectation. However,
for each realization, the solution varies (very) rapidly at the shock location, hence the
variance will be larger around in the regions where shocks are typically located, than in
regions where each realization is continuous. For our example, each realization has two
shocks, one around x = 0.1 and one around x = −0.9. We see that the variance is indeed
much larger in around x = 0.1 and x = −0.9.
We use this approximation as a reference solution and compute the error estimators
(5.3), (5.4) for L = 0, . . . , 5, δ0 = 2
−5, ML = 4 and K = 30. The results are shown
in Figure 4. Similarly to the ﬁrst example in Section 5.1, the experimentally observed
convergence rates validate the a priori estimates (4.24) and (4.26) as we are not yet in the
asymptotic regime and for L = 5, α(L + 1) ≈ 0.78, c.f. (5.5) (we observe ≈ 0.85 versus
resolution and ≈ 0.35 versus run time).
5.3. Random ﬂuxes in two space dimensions. We test the performance of the
MLMC-FT algorithm in several space dimensions on the following test problem,
ut + f(ω; u)x + g(ω; u)y = 0, (x, y) ∈ [0, 2]2, t ∈ (0,∞),(5.7a)
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Figure 4. Left: Error (5.3) versus the resolution. Right: Error versus the
run time of the MLMC-FT solver in seconds for the problem (5.1), (5.6). At
the coarsest level, we have used δ0 = 2
−5 and at the ﬁnest level, we have
used ML = 4 samples.
u(ω; x, y, 0) =
⎧⎪⎨⎪⎩
1, 0.1 < x, y < 0.9,
−1, (x− 1.5)2 + (y − 1.5)2 < 0.16,
0, otherwise,
(5.7b)
with periodic boundary conditions and random ﬂuxes f and g given by
(5.8) f(ω; u) = g(ω; u) =
|u|p(ω)
p(ω)
, p(ω) ∼ U(1, 3).
In Section 4.2.2 we have seen that in order to have the optimal convergence rate of the
front tracking/dimensional splitting method, we have to choose the grid size Δx, the time
step Δt and the reﬁnement parameter δ of the ﬂux function interpolations as
Δx = k1Δt = k2δ
2.
We call k1 a CFL-number in analogy to ﬁnite volume methods, although no restriction
needs to be imposed on k1 since dimensional splitting combined with front tracking method
has been shown to converge for any choice of constants k1 > 0.
Due to the increased computational eﬀort of the multidimensional problem compared
with the one dimensional problems, we have chosen to reﬁne with respect to the grid size
Δx. Therefore we set Δx = 2
−Δx0 and δ = 2−/2δ0 and use at level  = 0, . . . , L,
M = 2
L−ML samples. In Figure 5 we show an approximation of the mean of (5.7), (5.8)
by the MLMC-FT method computed at time t = 1 for L = 8 with ML = 4, Δx0 = 2
−3
and CFL-number k1 = 20. As a reference solution, we use an approximation of the
mean of the solution computed by a MLMC-FVM scheme as in [98], with an HLL-solver
and second order WENO reconstruction, L = 8, ML = 4, Δx0 = 2
−2, on a mesh with
211 × 211 grid cells. We compute the error estimators (5.3), (5.4) for K = 5, L = 0, . . . , 7,
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Figure 5. Mean and variance of (5.7), (5.8) computed by the MLMC-FT
method for L = 8, t = 1, ML = 4, Δx0 = 2
−3, CFL-condition k1 = 20
(number of grid cells: 212 × 212). Left: Estimated mean of the solution.
Right: Estimated variance of the solution.
ML = 4, M = 2
L−ML, Δx0 = 0.125, Δx = 2−Δx0. The errors are shown in Figure 6.
We measure convergence rates of ≈ 0.45 with respect to the grid size Δx and ≈ 0.15 with
respect to the run time of the MLMC-FT solver. From the a priori estimates we would
expect rates of 1/2 versus the grid size and 1/5 versus work asymptotically, so our rates
are slightly below that. This could indicate that we are not yet in the asymptotic regime
for the presently considered values of L.
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Figure 6. Left: Error (5.3) versus the resolution. Right: Error versus the
run time of the MLMC-FT solver in seconds (x-axis ﬁgure right hand side)
for the problem (5.1), (5.2). At the coarsest level, we have used Δx0 = 2
−3
and at the ﬁnest level, we have used ML = 4 samples, K = 5.
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