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Сигнал, що випромінюється світлодіодом має форму синусоїди з частотою, яка в 
делять разів перевищує частоту пульсацій шару. При роботі гранулятора, шар гранул пульсує 
з певною частотою, із збільшенням діаметру гранул частота падає. Гранули потрапляючи на 
вісь світлового випромінювача привносять перешкоди в сигнал. Визначення діаметру гранул 
полягало в тому що кожен певний проміжок часу визначалася власна частота пульсацій шару 
і зіставлялася з певним діаметром, оскільки тільки гранули саме цього діаметра можуть 
створити таку частоту пульсацій шару. 
На основі данного методу вимірювання діаметра гранул була впроваджена система 
керування процесом гранулювання гуміново-мінеральних добрив на пілотній установці 
кафедри МАХНВ ІХФ НТУУ «КПІ». Впровадження системи керування процесом 
гранулоутворення в грануляторах псевдозрідженого шару на основі вказаного алгоритму 
дозволила мінімізувати витрати електроенергії при забезпеченні високої якості кінцевої 
продукції та скоротила тривалість кожного циклу грануляції, що забезпечить підвищення 
продуктивності технологічного обладнання. 
1) Подмогильный Н.В., Корниенко Я.Н., Сильвестров А.Н. Управление качеством 
гранулирования минеральных удобрений. – К.: «Такі справи». 1998.–200 с. – 
(Промышленность селу) – ISBN 966-7208-04-4 
2) Оптоэлектронные устройства в радиолюбительской практике: Справ. пособие/ 
Ю.А. Быстров, А.П. Гапунов, Г.М. Персианов. – М.: Радио и связь, 1995.160 с.: ил. – 
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Поява обчислювальних систем з базами даних привела до зміни колишньої парадигми 
обробки даних, у якій для кожного додатка визначалися й підтримувалися власні набори 
даних, на нову, у якій усі дані визначалися й підтримувалися централізовано. Технологія 
розподілених баз даних [1], що одержала в наш час широке поширення, сприяє зворотному 
переходу від централізованої обробки даних до децентралізованої. Робота територіально 
віддалених філіалів, різноманітних служб доставки, підрозділів по обслуговуванню клієнтів і 
т.д. неможлива без наявності власних баз даних, інформація в яких постійно змінюється, що 
приводить до необхідності синхронізації даних між різними підрозділами організації.  
Розуміючи актуальність даної проблеми, багато виробників реляційних СУБД 
пропонують в складі своїх продуктів готові рішення для реплікації даних. Але в 
повсякденній практиці досить часто виникає необхідність побудови гетерогенних рішень, 
тобто використання в рамках корпоративної інформаційної системи СУБД різних типів. 
Тому наявність механізмів синхронізації даних між різними частинами системи стало 
насущною необхідністю. Досі не знайдено універсального алгоритму, що забезпечують 
повну автоматизацію синхронізації даних без участі кваліфікованого адміністратора. 
Для розробки сучасних корпоративних додатків необхідне рішення, яке б дозволило 
об’єднати в єдине інформаційне середовище і сервери масштабу підприємства, і робочі 
станції, і ноутбуки співробітників, і навіть кишенькові комп’ютери. При цьому необхідно, 
щоб кожний співробітник отримував тільки ту інформацію, що необхідна тільки йому, а 
також міг обмінюватись інформацією, знаходячись поза офісом. І при цьому система має 
бути надійною і виставляти мінімальні вимоги до адміністрування.  
Розроблено програмне забезпечення по синхронізації баз даних з різних СУБД. В 
класичній праці "Міфічний людино-місяць, або як створюються програмні системи" 
Фредерік Брукс писав: "Тільки коли пишеш, стають видимі пропуски і виступають 
неузгодженості. В процесі написання виникає необхідність прийняття сотень міні-рішень, і 
їх наявність відрізняє чітку і ясну картину від розпливчатої ”. При розробці продукту 
виявились приховані проблеми та вимоги до такого типу програмного забезпечення. 
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Кожний вузол розподіленої системи в розробленому додатку розглядається як філіал, 
який має в своєму розпорядженні набір баз даних для синхронізації. Для збереження 
метаданих та налаштувань програми створена службова база кожного філіалу. В ній 
зберігається така інформація як структура філіалів, властивості кожного філіалу, 
налаштування підключення до баз синхронізації. Екземпляр додатка підключається до цієї 
метабази та управляє процесом синхронізації філіалу.  
Підготовку до процесу реплікації проводиться в декілька етапів. Спершу додаток вимагає 
підключення до існуючої службової бази реплікатора або як варіант пропонує підготувати нову 
службову базу. Центральний філіал інсталюється простим створенням службової бази додатку 
та підготовкою його баз до синхронізації, тобто створити набір тригерів, змінити певним 
чином таблиці або інші об’єкти бази. Другорядні філіали створюються із спеціального 
файлу, що підготовлений в батьківському вузлі та містить копії його баз даних. Таким чином 
розширюється ієрархічна філіальна структура реплікатора ( рис. 1). 
Механізм збору змін в базі даних реалізований через спеціальні функції-тригери. 
Вони відслідковують операції вставки, зміни та видалення записів та записують інформацію 
в спеціальне сховище даних, на даний момент це спеціальні таблиці в самій базі. Єдина 
проблема такого підходу — це неможливість відловлення виникнення виключної ситуації в 
самому тригері реплікатора в СУБД MSSQL 2000. Звичайно, виняткова ситуація може 
виникнути, але вона в жодному разі не має бути причиною відхилення транзакції, що 
викликала зміни даних. Як альтернатива збору змін  через тригери розглядається варіант 
аналізу журналу транзакції бази даних, недоліком якого є залежність від його налаштувань 
адміністраторами. Кожен із способів збору змін в базі даних накладає певні обмеження на 




Рис. 1. Процес створення дочірнього філіалу 
 
Необхідно відмітити можливість в розробленому ПЗ створення сценаріїв, правил, 
згідно з якими обмежуються дані для синхронізації. Правилом реплікації є умова, що 
визначає допустиму множину даних в таблиці. Набір правил визначають сценарій реплікації. 
Таким чином, центральний філіал може автоматично обмежити зміни, що попадуть до 
регіонального філіалу або навпаки.  В процесі роботи можна створювати нові і змінювати 
існуючі правила реплікації, підключати нові таблиці і розширювати структуру філіалів для 
обміну. Більшість виробників аналогічного програмного забезпечення частково підтримують 
Комп’ютерна підтримка виробничих процесів (інтелектуалізація, проектування, автоматизація) 
 147
таку можливість, тобто після змін правил вимагають побудови філіальної структури наново, 
що неможливе в працюючій корпоративній мережі. 
Об’єми інформації, що задовольнять вимоги бізнес-задач, досить швидко 
збільшуються - до сотень тисяч записів. Те ж саме загрожує базам даних Інтернет ресурсів, 
якщо це, наприклад, інтернет-магазин або інтернет-каталог. При щоденному процесі 
реплікації в них необхідно виконувати мільйони запитів. А якщо реплікація між базами 
даних відбувається через Internet, вона буде виконуватись так повільно, що втратить будь-
який смисл. Постає проблема швидкості. В даному додатку реалізована так звана відкладена 
реплікація. Тобто зміни на одному вузлі розподіленої системи не переносяться відразу на 
інший. Обмін даними про зміни відбувається за допомогою пакетів. Пакет зміни це є по суті 
XML документ, що містить інформацію про філіал відправник, одержувач, інформацію про 
базу, з якої збиралися зміни, характеристики змін, час збору змін і т.д..  Перед відсиланням 
пакет архівується алгоритмом ZIP та передається заданим каналом зв’язку. Потрібно 
зазначити, що стискання даних виявилось вельми раціональним рішенням. Це дозволило 
зменшити об’єми даних, що транспортуються, від 35 до 55 відсотків. Каналами обміну даних 
можуть служити електронна пошта, файловий обмін (використання зовнішніх носіїв, такі як 
дискети, оптичні диски, flash-носії), FTP, а також прямий обмін через TCP/IP протокол. 
Підтримка декількох видів СУБД створює додаткові складнощі в розробці. Різниця в 
них полягає у відмінності діалектів мови SQL [2], своєрідності в реалізації алгоритму збору 
інформації про зміни в даних, типах даних. Кожен вид має свої характерні риси в об’єктній 
моделі бази даних. Процес реплікації в розробленому додатку є незалежним від типу СУБД. 
Пакет синхронізації несе в собі таку інформацію про кожну зміну: назва таблиці, тип зміни, 
перелік колонок та значень, що є сереалізованими .Net об’єктами. Збір та застосування змін 
на кожній базі виконується специфічними для кожного типу СУБД об’єктами, що мають 
спільний інтерфейс. Таким чином, наприклад, зміни бази MSSQL 2000 переносяться на базу 
в ORACLE8 (рис. 2). Для підтримання інших типів баз даних необхідно реалізувати 
обмежену кількість інтерфейсів. Так звана plug-in архітектура додатку дозволяє без 
перекомпіляції розширяти можливості програмного комплексу простим копіюванням файлів 




Рис. 2. Механізм синхронізації баз різних типів СУБД 
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Транспортне питання тісно пов’язане із питанням безпеки. Важливість шифрування 
пакетів даних при передачі та відновлення процесу транспорту після збоїв важко 
переоцінити в сучасному інформаційному світі. Як опція, перед архівацією пакет 
зашифровується асиметричним RSA алгоритмом. Зашифровується пакет за допомогою 
відкритого ключа філіалу-одержувача та підписується  закритим ключем філіала-
відправника. На стороні одержувача перевіряється підпис та розшифровується пакет. 
Додаток перед відсиланням та після одержанням пакету зберігає його в службову базу 
реплікатора. Після отримання пакету відправнику опціонально відсилається особливий вид 
пакету, що підтверджує отримання змін синхронізації. У випадку збоїв при передачі пакету 
передбачена можливість повторного відсилання пакету.  
Під час роботи в розподіленій системі із великими об’ємами даних неможливо 
уникнути виникнення  конфліктних ситуацій, які пов’язані із порушенням логічної цілісності 
даних або бізнес логіки корпоративної системи. Програмний додаток дозволяє правильно 
розпізнавати такі ситуації та має варіанти їх рішення по замовчуванню. Для підтримки 
різноманітних бізнес-правил, специфічних для кожної системи, додаток підтримує 
можливість поповнення бази алгоритмів знаходження та рішення конфліктів реплікації. 
Проблема часових поясів виникає, коли дві бази даних працюють в різних часових 
поясах, а відповідно порівняння часу в полях TIMESTAMP не дозволяє визначити, який 
запис змінювався раніше, а який - пізніше. Проблема тут лише в тому, що можливість 
розміщення серверів баз даних в різних часових поясів часто опускається із виду. В даному 
додатку така проблема легко вирішується. До властивостей філіалу додано додаткове поле 
часовий пояс, маючи на увазі обмеження, що всі філіальні бази знаходяться в одному поясі. 
При аналізі конфлікту для баз, що не підтримують UTC формат часу використовується 
вказаний часовий пояс філіалу.  
Розробка програмних додатків для синхронізації не може бути прив’язана до якоїсь 
конкретної системи в підприємстві. Можливість застосування різноманітних бізнес-правил 
через запуск додаткових скриптів на різних етапах проведення реплікації - життєво 
необхідна для підтримки логічної цілісності даних в базі. Перед підготовкою копій баз даних 
для дочірніх філіалів можна додатково вказати xml-файл певної структури, що містить SQL 
скрипти для приведення бази до корпоративних вимог, наприклад перекомпіляція тригерів, 
надання прав на об’єкти бази і т.д.. Цей файл буде використаний на стороні філіалу-
отримувача після інсталяції клонів баз із філіалу-відправника. 
Попри всю складність програмного комплексу, користування ним має бути 
максимально простим і зручним. Будь-яке налаштування системи має бути підвладним мало 
ознайомленим із корпоративними особливостями адміністраторам системи в регіональних 
філіалах. Створення мережі філіалів, налаштування правил реплікації, робота із пакетами 
синхронізації на рівні інтерфейсу користувача об’єднана в набір інтуїтивно зрозумілих 
візардів. Дружній інтерфейс користувача, у поєднанні із детальною можливістю 
налаштування, роблять проект легким та гнучким у використанні при інтеграції із 
різноманітними системами.  
Враховуючи актуальність синхронізації даних і попит на ринку можна зробити 
висновок, що даний додаток рекомендований для застосування на малих та середніх 
підприємствах, що використовують розподілену обробку даних. 
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