ABSTRACT This paper investigates the controllability and optimal control of higher order incomplete Boolean control networks (BCNs) with impulsive effects by using the semi-tensor product of matrices. First, the incomplete logical system is expressed as an algebraic form, based on which several necessary and sufficient conditions for the controllability are presented. Then, the Mayer-type optimal control issue is studied and the optimal control design algorithms are established. At last, the study of illustrative examples shows the effectiveness of the obtained new results.
I. INTRODUCTION
Since the genetic regulatory networks (GRNs) have been introduced by MacDonald in 1989, various aspects of genetic networks such as Boolean networks [1] , Bayesian networks [2] , differential equation models [3] , have attracted a great attention from biologists, physicists and systems scientists. A typical Boolean network consists of N nodes (genes), and each can take one of the following two values: 1 or 0, representing the gene is expressed or not, respectively. Furthermore, the state evolution of each node can be determined by a series of Boolean functions. Although Boolean network is a simplified model, it becomes a powerful tool in analysing and modeling GRNs. Boolean networks with external inputs (including control inputs and disturbance inputs) are called Boolean control networks (BCNs). In the last two decades, the study of BCNs has attracted many scholars' interest and many excellent results have occurred in a series of works [4] , [5] .
Recently, D. Cheng and co-authors presented a novel mathematical tool called the semi-tensor product (STP) of matrices, which has proven to be very suitable for the analysis and control of Boolean networks [6] . Under the framework of STP, it is very convenient to convert a logical expression into an algebraic form. Consequently, many fundamental and landmark results about BCNs, which include but are not limited to, controllability and observability [7] - [9] , stability and state feedback stabilization [10] - [14] , disturbance decoupling [15] , [16] , output tracking [17] , [18] , output regulation [19] , [20] , and optimal control [21] , have been established in the last few years.
It is known that in the GRNs, time delay is unavoidable. From a biological viewpoint, mRNAs and proteins may be synthesized at different locations (e.g. nucleus and cytoplasm, respectively), thus transportation or diffusion of mRNAs and proteins between these two locations leads to considerable delays. Hence, time delay should be taken into account when modeling GRNs. Commonly, higher-order networks are used to describe these kinds of time delay phenomena, see [22] for example. On the other hand, many evolutionary processes in the real GRNs may occur abrupt changes of states at certain time instants. The abrupt changes of state maybe due to changes in the interconnections of subsystems, sudden environment changes, etc. To describe the evolution of a process with a short-time perturbation mathematically, it is natural to omit the duration and approximate the perturbation as impulse effects. There are a lot of researchers paying their attentions to the dynamical systems with impulsive effects in recent years, see [23] for example. However, when referring to the higher-order BCNs with impulsive effects, there only have a few results [24] because of its complicated structure. In short, the investigation of higher-order BCNs with impulsive effects is a crucial theoretical problem.
To design control strategy to achieve a control objective is a basic issue in control theory. It should be pointed out that controllability and optimal control are structure properties of a system, which are two interesting topics on system control theory. There have been lots of results concerning the controllability and optimal control problems of dynamic systems, such as [25] and [26] . In order to solve two classical intellectual problems: the wolf-sheep-cabbage puzzle and the missionaries-cannibals problem, Zhang et al. [27] presented a new logical control system, called the incomplete logical control system, in which certain controls can only be applied to certain states. Moreover, in [28] , authors modeled a networked evolutionary game with memories under the bankruptcy mechanism as a higher order logical network whose certain control-states should be forbidden. These cases show that the study of higher-order incomplete BCNs is of practical significance. Unfortunately, to our best knowledge, the controllability and optimal control of higher-order incomplete BCNs with impulsive effects have not been considered yet and the corresponding control algorithms are still not available.
Motivated by the above discussions, in this paper we consider the controllability and optimal control of higher-order incomplete BCNs with impulsive effects. The main contributions of this paper are as follows: 1) the algebraic form of such kind of systems is presented by using the STP method. Based on the algebraic form, several necessary and sufficient conditions for the controllability are obtained.
2) The Mayertype optimal control issue is investigated and optimal control design algorithms are established. It should be pointed out that the existence of control-state avoiding set makes the control law of this paper different from that of the existing results about higher order Boolean networks [29] - [31] since some control-states should be avoided here when designing the control sequences.
The remainder of the paper is organized as follows. In Section II, some preliminaries are represented. In Section III, we study the controllability and optimal control problems of higher-order incomplete BCNs with impulsive effects, and present the main results of this paper. Two numerical examples for illustration are given in Section IV and the paper is concluded in Section V.
II. PRELIMINARIES
First, some necessary notations are given to make this paper more fluid.
• M m×n : the set of m × n real matrices.
• 0 m×n : the m × n zero matrix.
• 1 r : the column vector of length r with all entries equal to 1.
• D := {1, 0}, and
• n := {δ i n | i = 1, 2, · · · , n}, where δ i n denotes the ith column of the n × n identity matrix I n . When n = 2, we briefly denote := 2 .
• Col i (A): the ith column of matrix A. Denote by Col(A) the set of columns of A.
•
Denote the set of m × n Boolean matrices by B m×n .
, and the set of m × n logical matrices is denoted as L m×n .
• A matrix L ∈ M m×n is called an incomplete logical matrix, if
where 0 m is an m dimensional zero vector. Identifying
• Denote by L I m×n the set of m × n incomplete logical matrices.
is the Khatri-Rao product of A and B.
• Let A = (a ij ) ∈ M m×n , then A > 0 if and only if a ij > 0, ∀i, j. Next, we give some necessary preliminaries about STP. Definition 1 [6] : Let A ∈ M m×n and B ∈ M p×q , and s = lcm{n, p} be the least common multiple of n and p. The STP of A and B is defined as
where ⊗ is the Kronecker product.
Lemma 1 [6] : The STP has the following properties: (i) Let X ∈ M t×1 be a column vector and A ∈ M m×n . Then
(ii) Let X ∈ M m×1 and Y ∈ M n×1 be two column vectors. Then
where 
Then,
The STP is a generalisation of conventional matrix product, thus the symbol is omitted without confusion in the following. Now, we express ''1'' and ''0'' as vector forms ''δ 1 2 '' and ''δ 2 2 '', respectively. Then, we have the following result on the matrix expression of logical functions.
Lemma 2 [6] :
can be expressed in a multi-linear form as
where M f ∈ L 2×2 n is unique, called the structure matrix of logical function f .
The dynamics of a µth order BCN with impulsive effects can be described as
where
In order to convert the system (5) into an algebraic form, we define
Then, the system (5) can be expressed as the following component-wise algebraic form:
Using the Khatri-Rao product, we can get the following algebraic form of Eq. (6):
III. MAIN RESULTS

A. MATRIX EXPRESSION OF µTH ORDER INCOMPLETE BCNs WITH IMPULSIVE EFFECTS
We first give the concept of µth order incomplete BCNs with impulsive effects.
Definition 2: Consider the system (7). Suppose certain controls u(t) are not applicable to certain states x(t).
Precisely, there exists a set of pairs
such that the control δ α i 2 m is not applicable to δ β i 2 n . The is called the control-state avoiding set. Suppose = ∅, then the system (7) is called the µth order incomplete BCN with impulsive effects. Denote
It's obvious that W and is equivalent, and we can obtain W with the help of Matlab easily from . Now, we consider the matrix expression of µth order incomplete BCNs with impulsive effects.
Consider (7) . Split L 1 into 2 m+n equal blocks as
Denote L 1,i as follows:
In this case, when (δ
, the corresponding x(t + 1) does not exist. We also denote it briefly as x(t + 1) = δ 0 2 n . Then, it is easy to obtain the following result.
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Theorem 1: The µth order incomplete BCN with impulsive effects has its algebraic expression as follows
Proof: We only need to prove that the state trajectories of the incomplete logical system (9) are equivalent to that of the system (7) with control-state avoiding set .
When t = t k − 1, the conclusion holds obviously. Next, we prove the case of t
2 m+n / ∈ W , a simple calculation shows that
If u(t)x(t) ∈ W , we have
Hence, in both cases, the state trajectories of the incomplete logical system (9) are equivalent to that of the system (7) with control-state avoiding set W . Since W and is equivalent, this completes the proof. Next, we present an algebraic equivalent form of the system (9) . Define z(t) = t−µ+1 i=t x(i) ∈ 2 µn , then (9) can be rewritten as
Through direct calculation, we obtain that for t = t k − 1,
Based on the analysis above, one has
where L 1 ∈ L I 2 µn ×2 µn+m .
B. CONTROLLABILITY OF µTH ORDER INCOMPLETE BCNs WITH IMPULSIVE EFFECTS
In this subsection, we will present some necessary and sufficient conditions for the controllability of µth order incomplete BCNs with impulsive effects. In doing so, we first propose the definition of the controllability. Definition 3: Consider the system (9) with control-state avoiding set . For any given initial state sequence
i=0 x(i) ∈ 2 µn and destination state x d ∈ 2 n , (i) x d is said to be reachable from z(0) at the sth step if there exists a sequence of control inputs {u(t) :
and the overall reachable set from z(0) is given as R(z(0)). (iii) The system is said to be controllable from z(0),
if R(z(0)) = 2 n . The system is said to be controllable, if it is controllable from any initial state sequence z(0). Next, we present the necessary and sufficient conditions for the controllability of the µth order incomplete BCNs with impulsive effects.
Consider the system (11). Denote
and 
(iv) The system is controllable, if and only if there exists positive integer N , such that
Simply denote the control at time t by u(t) = δ j t 2 m , where t = t k − 1, then the dynamics of (11) can be described as
Thus, by inductive method, we obtain 
Then it follows that (14), one knows that for any i, j ∈ {1, 2, · · · , 2 µn }, it follows that
Thus,
The proof of necessity is completed. 
A direct calculation shows that
Since (16) holds for any control sequence, we know
The results (ii)-(iv) can be derived from (i) and Definition 3 easily. Thus, we omit them. This completes the proof.
C. OPTIMAL CONTROL PROBLEM
In this subsection, we discuss the Mayer-type optimal control issue for the system (9). It can be described as follows: find a control sequence {u(t) :
is minimized (or maximized), where
is a given constant vector, and s ≥ 1 is a fixed or designed shortest termination time. Given an initial state sequence −µ+1 i=0 x(i) = δ q 2 µn , two cases are discussed to study the Mayer-type optimal control issue.
Case (a). s ≥ 1 is a fixed termination time.
In this case, we are interested in designing a control sequence to minimize (or maximize) the objective functional. Assume that R s (
Thus, to minimize (or maximize) the objective functional J , we just calculate the minimum (or maximum) value of
According to the above discussion, we gain the following algorithm to design a control sequence {u(t) : t = 0, 1, · · · , s − 1, t = t k − 1} such that the objective functional (17) is minimized (or maximized) at the fixed termination time s.
Algorithm 1: Control Design at a Fixed Termination Time
Step 1 : Calculate R s (
Step 2 : Minimize (or maximize) the objective functional (17) under the constraint R s (
−µ+1
i=0 x(i)), and gain the minimum (or maximum) value J * and the corresponding x(s) := {δ
Step 3 : Select a state in x(s) arbitrarily, say
Step 4 : If s = 1 = t ξ , then there is no control effect; if
2 m , end the calculation; else, go to the next step.
Step 5 : If s = t η , there is no control effect; if
Step 6 : Replace s and p w τ by s − 1 and l s−1 , respectively.
Go back to step 5. 
2 n . In the same way, for s − 1 = t ξ , we can find integers l and j s−2
That is, δ Do the same procedure, we can finally obtain the control sequence {u(t) : Step 1 : Calculate R(
Step 2 : Minimize (or maximize) the objective functional (17) under the constraint R(
i=0 x(i)), and gain the minimum (or maximum) value J * and the corresponding
Step 3 : Find the smallest s such that
Step 4 : Find the corresponding state
Step 5 : If s = 1 = t ξ , then there is no control effect; if
Step 6 : If s = t η , there is no control effect; if
Step 7 : Replace s and p w τ by s − 1 and l s−1 , respectively.
Go back to step 5.
Proposition 2:
The termination time s acquired in Algorithm 2 is the shortest one. Moreover, The control sequence {u(t) : t = 0, 1, · · · , s − 1, t = t k − 1} generated by Algorithm 2 can minimize (or maximize) the objective functional (17) at time s.
Proof: The conclusion follows from Proposition 1, and we omit it.
Remark 2: If the optimal states are still not unique in step 4 of Algorithm 2, that is,
2 n }, the processing method is similar to step 3 of Algorithm 1, thus, we omit it.
IV. ILLUSTRATIVE EXAMPLES
In this section, we give an illustrative example to show the effectiveness of the obtained new results.
Example 1: Consider the following higher-order Boolean control network, which is the coupled oscillations biochemical networks in the cell cycle [29] :
A(t + 1) = u(t) ∧ ( (A(t − 2) ∧ B(t − 1))), B(t + 1) = u(t) ∨ ( (A(t − 1) ∧ B(t − 2))),
where u(t) represents the external control input, A(t) and B(t) denote the state of cell A and cell B at time t, respectively. We assume that the state of cell B undergoes abrupt changes at t k = 5k, k ∈ Z + time, that is,
Now, the system studied in this paper becomes
A(t + 1) = u(t) ∧ ( (A(t − 2) ∧ B(t − 1))), B(t + 1) = u(t) ∨ ( (A(t − 1) ∧ B(t − 2))), t = 0, 1, · · · , t = t k − 1, A(t k ) = (A(t − 2) ∧ B(t − 1)), B(t k ) = (A(t − 1) → B(t − 2)),
Using the vector form of logical variables and setting x(t) = A(t) B(t), we have the following algebraic form of the system (20) :
where Suppose that the control-state avoiding set := {(δ 1 2 , δ 2 4 ), (δ 2 2 , δ 1 4 )}. Form Theorem 1, we can express the system (21) with control-state avoiding set in its algebraic form as 
