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INTRODUCTION 
Ce travail est divise en deux parties : le chapitre I oh l’on Ctudie le 
probleme de Cauchy pour des equations d’evolution abstraites et le 
chapitre II oh l’on applique ces resultats a l’etude de certains pro- 
blemes mixtes. 
Chapitre I 
On considere des equations d’evolution de la forme 
Pu = ( 2 AkDtk) u = f 
k=O 
(on pose D, = $) 
oh les A, designent des operateurs appartenant a un mCme espace 
Z’(D; X) avec D et X designant des espaces de Banach. Le resultat 
essentiel de ce chapitre est la caracterisation par leurs proprietes 
spectrales des operateurs A, pour que le probleme de Cauchy associe 
a P soit bien pose. Bien entendu cette caracterisation depend des 
proprietees de regularite que l’on exige pour la solution u de l’equation. 
Dans ce travail on Ctudiera successivement le cas des solutions au sens 
des distributions puis, car cela sera indispensable dans certaines 
applications, le cas des solutions appartenant a des espaces du type 
“distributions de Gevrey.” De facon plus precise, on dit que le 
probleme de Cauchy est bien pose pour P au sens des distributions 
(resp. des distributions de Gevrey) si la distribution a valeurs 
opfkateurs 
P = C A, @ S;“’ 
admet une solution Clementaire E qui soit une distribution (resp. une 
distribution de Gevrey) a support dans [0, + co[. Avec cette definition 
on demontre que le probleme de Cauchy est bien pose si et seulement 
si l’operateur 
est inversible quand le nombre complexe h appartient a une 
certaine classe de region n du plan et que 11 P,ljI verifie une 
majoration de croissance dans II. Dans le cas des distributions 
(Theo&me 1.6, $1) on trouve pour A des regions de la forme 
A = {A; Re X > a log(1 + 1 X I) + b} (Re = partie reelle) 
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que l’on appelera “regions logarithmiques.” Dans le cas des distribu- 
tions de Gevrey d’ordre don trouve (ThCorPme 4.4, 92) des d-regions, 
c’est a dire de la forme 
A = {A; Re h >, a 1 X jlld + b} 
ou a et b designent des constants positives ou nulles. 
On montre ensuite que dans le cas des distributions cette caracte- 
risation reste encore valable mot pour mot quand on permet des 
derivations d’ordre fractionnaire en t dans P. 
Dans le cas particulier oh P = D, - A ces resultats sont a 
rapprocher du theoreme d’Hille et Yosida, qui concerne en gros le cas 
ou la solution Clementaire E est une fonction fortement continue de t. 
Dans notre cas, la solution Clementaire E est une distribution qui 
definit un semi groupe distribution regulier au sens de Lions [I 31. 
Ainsi l’application du critere gCnCra1 permet d’obtenir la caracte- 
risation spectrale du generateur A d’un semi groupe distribution 
regulier, c’est d’ailleurs la recherche de cette caracterisation qui est a 
l’origine du travail expose dans ce chapitre. 
Pour les operateurs de la forme P = II,” - A on montre que pour 
k > 2 le probleme de Cauchy est ma1 pose en dehors du cas trivial oh 
A est un operateur borne (Theo&me 6.1, $1). 
On commence le 92 par une etude rapide des espaces de distribu- 
tions de Gevrey dont on aura besoin. On definit l’espace des distribu- 
tions de Gevrey d’ordre d 9’(d) comme le dual de l’espace 2(d) des 
fonctions C” qui verifient une suite d’inegalites analogues a celles 
verifiees par les fonctions du type de Gevrey d’ordre d proprement 
dites. On d&nit Cgalement les distributions de Gevrey a valeurs dans 
un espace de Banach Y par Z(d, Y) = 2(9(d); Y), et l’on montre 
que l’on a une theorie tout a fait semblable a celle de Schwartz [23] 
pour les distributions vectorielles. 
On termine ce chapitre par un theoreme de perturbation (Theoreme 
6.2, 92) ou l’on montre en particulier qu’en ajoutant au generateur d’un 
semi groupe fortement continu un operateur d’ordre inferieur (en un 
certain sens) on obtient un probleme de Cauchy bien pose seulement 
en general au sens des distributions de Gevrey. 
Dans le cas particulier de l’operateur P = D, - A, la caracterisa- 
tion des operateurs non born& A pour lesquels le probleme de Cauchy 
est bien pose au sens des distributions a d’abord CtC trouve par Lions 
[13] en supposant que la solution elementaire E est a croissance 
exponentielle. Sans hypothese de croissance la caracterisation n’ttait 
connue que dans le cas particulier ou A est un operateur normal dans 
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un espace d’Hilbert et est due g Foias [6], puis gCnCralisCe par 
Larsson [12] dans le cas des distributions de Gevrey. 
D’autre part Fattorini [5] vient d’etendre partiellement certains de 
nos resultats relatifs aux operateurs II,” - A (avec k > 2) au cas oh 
l’on se place dans des espaces vectoriels topologiques generaux. 
Chapitre II 
On Ctudie dans ce chapitre des problemes mixtes qui ont ceci de 
commun: on ne peut en g&&-al obtenir pour ces probkmes les 
resultats de regularit& en la variable t que I’on demontre habituellement 
pour des problemes mixtes analogues (ondes, chaleur,...). C’est pour 
cette raison que l’on a developpe une theorie abstraite dans les 
distributions de Gevrey. En effet on trouvera, dans l’etude spectrale, 
des regions (1 qui sont en general seulement des d-regions et non des 
demi plans Re h > y; par contre la condition sur la croissance de 
11 P;l /I n’apporte pas de difficult&. 
On donne dans le $1 une application du theoreme de perturbation 
aux equations du type des plaques vibrantes. De facon plus precise, on 
consider-e un operateur elliptique d’ordre 2m A(x, D,) tel qu’il definit 
un operateur autoadjoint dans L2(Q), et on le perturbe par un operateur 
B,(x, 0,) d’ordre k < 2m. Alors on trouve que le probleme de Cauchy 
est bien pose pour l’operateur 
P = D,2 - (A@, D,) + 4(x> Dz)) 
si on se place dans les distributions de Gevrey d’ordre d avec l/d = 
k - m/m. 
Dans le $2 on consider-e les equations du type des ondes itCrCes 
(0: - 2D,2A(x, D) + B(x, D))u = f 
avec les conditions aux limites 
au 
u la2 = - an bs) = 0, 
oh A(x, D) est un laplacien sur l’ouvert 52 et B(x, D) un operateur 
ayant mCme partie principale que (A(x, Q2). On montre que ce type 
de probleme est bien pose dans les distributions de Gevrey. 
Dans le dernier paragraphe, on Ctudie l’equsltion des ondes 
(D,2 - A@, D))u = f 
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mais avec la condition au bord 
b(x, D)u lm = 0 
oh b(x, D) est un champ de derivation qui n’est jamais tangentiel sur le 
bord de Q. On trouve encore que ce probleme est bien pose dans les 
distributions de Gevrey. 
Les resultats relatifs a l’etude du probleme de Cauchy pour les 
operateurs de ce chapitre semblent nouveaux. On pourra trouver 
d’autres types de problemes mixtes CtudiCs dans un esprit analogue 
dans Lions [14]. 
Certains de nos resultats ont CtC annonce dans des notes aux 
C.R.A.S. [2]. Je ne saurais terminer sans temoigner ma reconnaissance 
a M. J. L. Lions pour les conseils et les encouragements qu’il m’a 
prodigues au tours de ce travail. 
Chapitre I: Equations d’&olution Abstraites 
1. PROBLBMES DE CAUCHY AU SENS DES DISTRIBUTIONS 
0. Notations 
On note 9(X; Y) l’espace des applications lineaires continues de X 
dans Y, norm6 par 11 jj x+y quand X et Y sont des espaces norm&; 
I, designe I’application identique de X. 
Pour les distributions on utilise les notations de Schwartz [22] 
auquel on renvoie pour tout ce qui concerne ce sujet. Rappelons 
cependant que I’on note par 9 (resp. 9-) l’espace des fonctions 
indefiniment derivables sur R a valeurs complexes dont le support est 
compact (est limit6 a droite) avec les topologies de Schwartz. Les 
espaces de distributions associes sont notes 9 (resp. 9+‘). On designe 
par z%~’ le sous espaces de 9+’ des distributions a support dans 
[a, +a[ et ga 1 e sous espace de 9- des fonctions a support dans 
]-co, a]. Soit I un intervalle de la droite reelle R, on note @(I, X) 
l’espace des fonctions m fois continument dkrivables g valeurs dans 
l’espace de Banach X. 
Pour les distributions a valeurs vectorielles on aura besoin dans ce 
travail que du cas relativement simple des distributions a valeurs dans 
des espaces de Banach, on renvoie Cgalement aux travaux de Schwartz 
[23 et 241 pour les details. Rappelons brievement la definition des 
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espaces de distributions, a valeurs dans le Banach Y, qui nous seront 
utiles: 
g(Y) = Y(9; Y), 9;(Y) = 9(.9- ; Y). 
Rappelons que, si T est une distribution scalaire et y un vecteur de Y, 
T @ y designe la distribution de SF(Y) definie par 
La d&iv&e d’une distribution vectorielle T est definie comme dans le 
cas scalaire par I’CgalitC 
CT’, v> = CT, -cp’> pour 93 EZ2. 
On note indifferemment (T, v) ou T(v) la valeur d’une distribution T 
sur une fonction 9). On designe par supp T le support de T, l’inegalite 
supp T > supp S signifie que si S est nulle sur un intervalle du 
type ]-CD, a[ alors T l’est aussi. 
1. ProbBmes de Cauchy Bien POSE% duns les Distributions 
On se donne des espaces de Banach complexes D et X et des 
operateurs A, E 9(D; X) k = O,..., m (dans les applications on aura 
le plus souvent D C X avec injection continue, et les A, seront des 
operateurs non born& dans X admettant D pour domaine commun de 
definition). On consider-e l’operateur differentiel a valeurs vectorielles 
k=m 
P= C A,OD,~ Dtk 
k=O 
= $), 
et pour simplifier les notations on ne le distinguera pas de la distribu- 
tion vectorielle 
On se propose d’etudier le probleme de Cauchy au sens des distri- 
butions en t pour cet operateur, de facon plus precise on pose la 
5w7/3-3 
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DJ?FINITION 1.1. On dit que le probleme de Cauchy est bien pose 
pour P, sous entendu au sens des distributions, (en abrege: P satisfait 
a la condition C) si et seuiement si la distribution P admet une solution 
Clementaire E E 9+‘(9(X; D)) ayant son support dans [0, + co[: 
P*E=6,@I,, E*P=a,@I,. (l-1) 
Donnons une definition Cquivalente qui justifie l’emploi de l’expres- 
sion probleme de Cauchy. 
PROPOSITION 1.2. L’opkateur P sat&fait ci la condition C si et 
seulement si pour toute f E 9+‘(X) il existe me solution u E 59+‘(D) 
unique de P * u = f avec supp u 3 supp f et si l’application 
f E 9+‘(X) -+ u E 9+‘(D) 
est continue. 
La demonstration est facile, donnons la pour etre complet. 
La condition necessaire est consequence immediate des proprietes 
de la convolution des distributions vectorielles [23, Chap. II, p. 1541. 
Pour demontrer que la condition est suffisante on va construire une 
solution Clementaire de P. Pour tout x E X il existe par hypothese une 
solution unique E, = u de 
P*u=S,@x supp u c [O, +a& 
et l’application ainsi definie 
XEX+ E,E~+‘(D) 
est continue par hypothese. En particular pour v E 9- fix&, l’applica- 
tion 
est un Clement de 9(X; D) que l’on note E(v). Pour prouver que 
E E $B+‘(-Ep(X; D)), il faut demontrer la continuite de l’application 
cp E 5% -+ E(v) E 9(X; 0). 
Pour cela on remarque que la continuite de l’application x + E, se 
traduit par: pour tout a E R et toute semi-norme continue p sur Sa il 
existe un nombre r > 0 tel que 
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et par consequent 
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ce qui demontre la continuite de E sur .9a quelque soit a. 11 reste a 
verifier que E est solution Clementaire. C’est une solution Clementaire 
B droite, car pour tout x E X on a par contruction 
soit 
(P c E)x = P * Ez = 6, @ x 
P*E =S,@IX. 
Ce sera aussi une solution Clementaire a gauche si on demontre le 
LEMME 1.3. Pour tout x E D on a 
(P * E)x = (E * P)x. 
Dt!monstration. On se donne une fonction 9 E 9 et x E D et on 
definit la distribution f par 
p * (‘p 0 x) = f, 
on peut aussi dire que q~ @ x est l’unique solution de cette equation 
done 
Et comme E est solution Clementaire B droite on a aussi 
des deux dernieres Cgalites on tire 
E*P*(cp@x)=P*E*(p,@x) 
ceci quelque soit q, ce qui demontre le lemme. 
Remarque 1.4. 11 n’est pas explicitement question de conditions 
initiales dans cette formulation du probleme de Cauchy car, selon une 
technique classique avec les distributions, on fait intervenir les 
conditions initiales dans le second membre de l’equation (cf par 
exemple [14]). 
Le resultat essentiel de ce paragraphe est la caracterisation des 
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operateurs P qui satisfont a la condition C au moyen des proprietes 
spectrales des A, , ou plus precisemment par l’intermediaire de 
l’application PA d&nit par 
hEC-+ PA = ‘f h”A,dz(D; X). 
k=O 
L’Ctude des regions du plan complexe C ou P,+ est inversible conduit a 
poser la 
D~~FFINITION 1 S. On dit qu’une partie A du plan complexe est une 
region logarithmiquel si elle est de la forme 
A = (A; Re X > a log(1 + I X I) + b> (1.2) 
oh a et b sont des constantes 20. 
On peut alors Cnoncer le critere cherche: 
THBORBME 1.6. Le probkne de Cauchy est bien pose’pour l’op&ateur 
P si et seulement si il existe une rkgion logarithmique A ou” Ph est inversible 
et satisfait d 
II K’ IIX-rD d POW x I).” (1.3) 
La demonstration de ce theoreme occupe les deux numeros qui 
suivent. 
2. Dimonstration de la Condition Nkcessaire 
Pour demontrer l’existence d’une region oh Ph est inversible on 
commence par construire une sorte d’inverse approche que l’on note 
EA . Pour cela on se fixe des nombres 0 < c < c’ et une fonction 
0 E ~2 identique a 1 sur [0, c] et nulle en dehors de [- 1, c’], on pose 
pour h EC 
e,(t) = e-%9(t) 
et on d&nit l’operateur 
Eh = E(B,) E 9(X; 0). 
1 Dans [6] Foias appelle region logarithmique le complknentaire de d. 
* La notation pol( ) dtsigne un polynbme 31 coefficients positifs. 
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Comme E est solution ClCmentaire A droite il vient 
(P * w4) = wwx > 
c’est B dire, en posant Ddk = (- l)k Dtk, 
k=m 
go A&@tkQ = Zx - 
Par ailleurs, la formule de Leibnitz donne 




&Jt) = (-1)” $ ( f ) 8(j)(t)(--h)k-%-At. 
On reporte alors (2.2) dans (2.1) 
1 ~k&WJ = 1, - ; &%heJ 
k 
et en posant 
k=m 
HA = c fb-%b) 
k=O 
il vient 
P,oE, = I, - HA . (2.4) 
Par conskquent on aura I’existence de P;’ dans une rCgion oti par 
exemple II 6 ILx , 2y < 1 ce qui conduit A ttudier le comportement en X 
de 11 HA 11, c’est la 
PROPOSITION 2.1. II exi~te we constante C et un entier n teh que 
II HA IIx-,x < ‘71 + I X I>” eReA quand Re h >, 0.3 (2.5) 
Dhonstration. De la dkfinition de HA on tire 
11 ff,+ b-+x < c 11 A, IID-~x * 11 E(kdlx-r~ 
k 
< c ""kP 11 &,hd~~ 
3 Dans tout ce travail on dbsigne par C diverses constantes indbpendantes du 
paramktre A. 
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Pour majorer ce terme utilise le 
LEMME 2.2. Avec Zes notations prkkdentes, on a z+&~ E SC, et pour 
tout entier p il existe me constante C telle que 
II *k,A IL+ d CU + I X lP+“-’ e-CReh 
Precisons les notations: soit I un intervalle 
pour Re A > 0. 
on pose 
et on Ccrit 11 II,,+ si I = [0, +co[ et 11 lip si I = R. 
La demonstration du lemme est Cvidente d’apres l’expression de 
* k,h en fonction de 8 et l’hypothese sur le support de 8. 
Revenons a la demonstration de la proposition; pour majorer 
11 E(+,,,)Il on utilise la continuite de E E LZ’(SS- : .Lp(X; D)), elle se 
tradurt par l’existence d’un entier p d’une constante C et d’un compact 
K de R tels que 
II J%Il < c II I llP,.K pour 9, E .Qc, 
mais comme le support de E est inclus dans [0, + co[ on peut supposer, 
d’apres une propriM des supports reguliers des distributions (voir 
[22, p. 99]), que K est inclus dans [0, + oo[, il vient 
En appliquant Cette inegalite a #k,n on trouve COmpte tenU du Lemme 
2.2 
II &h.h)llX+D d C(1 + I h IY+“-’ e-cReA pour Re h 3 0, 
ce qui demontre la proposition en prenant n = p + wz - 1. 
En combinant (2.4) et (2.5) on en deduit que P,, admet un inverse a 
droite quand h verifie 
C(l + I X I)” e-OReA < ) et ReX 3 0, 
ou encore quand X appartient B une region definie par une inegalite de 
la forme 
ReX>alog(l+IAI)+b. 
Bien entendu on pro&de de facon analogue pour demontrer 
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l’existence d’un inverse a gauche de PA , on s’appuie alors sur le fait 
que E est une solution Clementaire a gauche. Done finalement PA est 
inversible dans une region logarithmique II. 
11 reste a majorer la fonction h -+ I/ K1 IIX+D , de (2.4) on tire 
Pp = E*o(l - HJl, 
par consequent dans A on a 
Alors en utilisant l’inegalite (2.6) avec v = 0, on trouve immediate- 
ment 
soit finalement 
II 4 II < W + I X I)” 
II K” 11x4 < POX h I> dans A. 
3. Dkmonstration de la Condition Sufisante 
11 s’agit de montrer que la distribution P admet une solution 
Bementaire verifiant (l.l), pour cela on va verifier que l’application E 
d&nit ci-apres satisfait aux conditions requises. On definit l’applica- 
tion 
‘p E 9 -+ E(y) = 1 P,-%(-A) dX, (3.1) r 
avec les notations suivantes: 
dA=&dA, O(h) = l, edAt(p(t) dt, 
et r designe le bord (orient& dans le sens des parties imaginaires 
croissantes) de la region n oh l’on a par hypothbe 
II K1 11x4 < w + I h I)” 










Avant de demontrer que E(q) a un sens on 
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Remarque 3.1. Ce qui importe dans toutes ces questions c’est 
seulement l’allure a l’infini de r, en particulier on utilisera constam- 
ment que pour X assez grand sur r on a Cvidemment 
1 Im A jc N / X jc N eReA 
(3.3) 
s dlhl r (1 + I x I)” < +O” quand s> 1. 
Pour verifier la convergence de I’indgrale (3.1) on a besoin de 
preciser le comportement a l’infini de Q)(h), c’est le 
LEMME 3.2. Pour tout intervalle [d’, d] il existe une co&ante C 
telle que 
I (d(--X)I < C II g, II* I h l-q edReA (3.4) 
pour y E L&,~,,I , q entier 20, Re X > 0. 
Dtmonstration. Cette inegalite decoule trivialement de l’expression 
(b( 4) = (-A)-9 f, #q)(t) eAt dt. 
Maintenant on est en mesure de demontrer le 
LEMME 3.3. L’application E( ) dkjbiepar (3.3) d&ermine un klhent 
de 9(9(X; D)). 
Dkmonstration. En combinant les inegalites (3.2) et (3.4) on a 
II CO(--h)llx,D < C(1 + I X I)” I X I-’ edReh II 9 II* oh Reh 3 0 (3.5) 
soit encore grace a (3.3) pour h E r 
II fY!q--h)l/,+, < c II v ll,U + I x I)n+c+q, 
done il suffit de choisir q assez grand, de facon precise 
q>n+c+d+ 1,pourobtenir 
II wP~ll,+, d c II 9 II@ pour fp E %d.d~ , 
ce qui prouve la continuite de E sur tout espace gK. 
VCrifions maintenant la condition sur le support : 
LEMME 3.4. On a supp EC [0, + a~[. 
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Dhonstration. 11 suffit de montrer que pour tout E > 0 on a 
E(q) = 0 quand v E 9 et supp IJ.J C ]- 00, -E[. Pour cela on considere 
la famille de contours r, = r + k obtenue en translatant r d’une 
longueur k >, 0. Alors, en utilisant de facon classique la technique de 
deformation des contours pour les integrales de formes holomorphes, 
on verifie grace a (3.4) que l’on a pour tout k > 0 
E(v) = 1 P,-%(-A) dA. 
rk 
Mais d’autre part pour h E r,< l’inegalite (3.5) s’ecrit, compte tenu du 
support de ~YJ et de (3.4), 
II P,-43(--/1)11 G q1 + I x I)” II ?J II4 I x l-4e--rk pour tout k > 0 
et en prenant q > n + 1 il vient 
pour tout K 3 0 
ce qui entraine que E(q) = 0. 
11 ne reste plus qu’a demontrer le 
LEMME 3.5. La distribution E est solution Gmentaire de P. 
Dt!monstration. Prenons p) E Q et calculons 
et en utilisant la definition de E on trouve aisement 
(I’ * E)(~) = j=, (C PA,) I=,-l0( --h) dX 
(f’ * E)(q) = I, * 1 0(-X) dX 
r 
et par deformation de contour, facile a justifier avec (3.4), il vient 




= Ix * do> 
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On verifie de m&me que E c P = 6, @ID puisque P;’ est aussi 
inverse a gauche de P. Ce qui termine la demonstration du Theo&me 
1.6. 
Remarque 3.6. Au tours de la demonstration on a prouve que 
l’existence d’une solution Clementaire a droite (resp. a gauche) 
Cquivaut a l’existence d’un inverse a droite (resp. a gauche) de PA , et 
que cela implique l’existence (resp. l’unicite) dans le probleme de 
Cauchy. 
4. Extension aux DtSvations d’Ordre Fractionnaire 
On designe par D, k la derivation fractionnaire d’ordre K en t, 
definie pour k non entier par 
Dt”p = y-k * v 
ou Yek designe la distribution l/r( -k) Pf ( l/tk+l) (cf [22]). 
On va generaliser ce qui precede aux operateurs P de la forme 
P = c A,D,” 
fini 
oh maintenant k peut Ctre un nombre reel 20. On pose encore, avec 
hrzCet Reh>O, 
Pn = c A,X” 
fini 
ou la determination de hk est >0 pour h > 0. 
Comme les Yek sont des distributions a support dans [0, + cc[, il est 
clair que la Definition 1.1 garde un sens. Alors on a le 
THBORBME 4.1. Le ThiorBme 1.6 reste valable mot pour mot dans le 
cas ozi P contient des dbrivations fractionnaires. 
DtSmonstration. 11 suffit de constater que dans la demonstration du 
ThCoreme 1.6 on a seulement utilise que les D,” sont des distributions 
a support dans [0, + oo[ ayant pour transform&es de Laplace hk et que 
les assertions du Lemme 2.2 restent vraies bien que l’on n’ait pas de 
formule de Leibnitz pour les derivations fractionnaires, il s’agit done 
de demontrer le 
LEMME 4.2. Soit k un nombre 20 et une fonction 0 comme au 
numko 1. Alors la fonction &. d@nie par l’t!galit& 
Btk(f9(t) .+) = hke(t) e-At + #k,A(t) avec Re h > 0, 
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okrife: supp &A C l-00, c’[ et pour tout entier p > 0 il existe un 
con&ante C telle que 
11 I,&,~ (ID,+ < C(l + 1 h I)“‘” e-cReh pour Re h > 0. (4.1) 
Dthonstration. Lorsque k est entier c’est le Lemme 2.2, et comme 
0: = DC:] * Dt-[kl il est clair qu’il suffit de se restreindre au cas 
0 < k < 1. Dans ces conditions on a par definition 
ce qui donne (on pose T;(v) = T(+) avec e(t) = (qo(t)) 
akw)) = <Y-&)3 t&e - s)> 
aktw)) = (Y-k(S), w + 4) 
soit explicitement 
on peut Ccrire 
I 
-I-” tJ(t + s) e---h-s 
E 
Sk+l 







??A +!&A jim,nads, 
l kck 
il vient en reportant dans (4.2) 
q-k) fitkeA(t) = Es [4(t) “-1, ’ - ; e&) j+m S-ke-hs ~3 
c 
+ emAt j +m ett + '1 - ett) e-A8 ds 
E 
Sk+l 1 
et.sous cette forme chaque terme du crochet admet une limite quand 
E-+OcarO<k<l,d’oh 
= eA(t) $ r(l - k) + e-M j:" e(t + ') - e(t) e-hs ds 
Sk+l 




&(t) = e-At l:” ‘tt + ‘1 - e(t) e-hs & 
Sk+l (4.3) 
11 est clair sur l’expression de #,+ que cette fonction est nulle pour 
t > c’ car alors 8(t + s) = 0(t) = 0 et de plus elle est Cvidemment 
C”. Demontrons l’inegalite (4.1) pourp = 0. On pose u = t + s dans 
(4.3) qui s’ecrit alors 
et on peut remplacer la borne inferieure d’indgration par max(t, s) car 
e(u) - e(t) = 0 q uand 0 < t < u < c, il vient puisque Re X > 0 
I 9W>l < e-CRen s 1 @) - +>I & R ju-t/k+1 
d’oh l’inegalite cherchee 
1 y$(t)l < CeccReA pour t>,O et Reh>O. 
En derivant par rapport a t dans (4-3) on demontre de la mCme 
man&e que pour 0 < j < p on a 
1 #!/(t)l < C(l + / h I)j eecReA pour t > 0 et Reh > 0. 
Ce qui termine la demonstration du lemme et par consequent celle du 
theoreme. 
5. Applications aux Semi-Groupes Distribution 
On va deduire du Theoreme 1.6, la caracterisation spectrale du 
gtnerateur d’un semi-groupe distribution regulier (en abrege: S.G.D.) 
au sens de Lions [13]. Rappelons la definition d’un S.G.D.: 
DEFINITION [13]. On appelle semi-groupe distribution G sur 
l’espace de Banach X la don&e d’une distribution G E 9+‘(6p(X; X)) 
qui verifie 
(1) supp G C [O, +a[; 
(2) G(y * #) = G(v) G(#) pour v, $ E 9 a supports dans 
[0, + oo[ (ce que l’on notera par y, + E go+); 
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(3) L’espace 
est dense dans X et 
Im G = u Im G(q) 
-VW)+ 
ker G = n ker G(v) = (0); 
&&I,+ 
(4) pour tout x E Im G la distribution Gx est &gale a une fonction 
continue de t > 0 dans X. 
On associe a G un generateur A de domaine D qui est la fermeture 
de l’operateur G(--6’) defini sur Im G par 
G(-8’)~ = G(+)y si x = G(q)y 
on renvoie a Lions [13] et a Peetre [20] pour les details. 
Le lien entre le probleme de Cauchy et les S.G.D. provient du 
THBOR&ME 13. Un opkateur ferme A de domaine D dense darts X 
est gt%nkateur d’un S.G.D. si et seulement si l’opbateur P = D, @ I - 
6, @ A satisfait d la condition C. La solution e’lementaire G de P est 
prtcisemment le semi-group de gennbateur A. 
Sauf indication contraire, le domaine D d’un operateur ferme sera 
toujours muni de la topologie du graphe. On note I l’injection continue 
de D dans X. Alors compte tenu du theoreme ci-dessus, l’application 
du Theoreme 1.6 a l’operateur P donne immediatement la caracterisa- 
tion cherchee: 
TH&OR&ME 5.1. Un operateur fermi’ A de domaine D dense darts 
X est ge’nbateur d’un S.G.D. si et seulement si il existe une region 
logarithme A oti la resolvante (X - A)-l existe et satisfait a 
Remarque 5.2. Si la region A contient un demi-plan Re X > y 
alors le S.G.D. G associe a A est a croissance exponentielle dans le sens 
que e+G E $‘(Y(X; X)). 
En effet en prenant pour r une verticale Re X = y dans la formule 
(3. l), on trouve que G est la transformee de Laplace inverse au sens des 
distributions de la fonction holomorphe (h - A)-l. On retrouve ainsi 
la caracterisation obtenue par Lions dans le cas oh G est suppose a 
priori Ctre a croissance exponentielle. 
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On a de facon analogue une caracterisation des generateurs de 
groupes distributions (voir les definitions dans [13]), c’est le 
COROLLAIRE 5.3. Un opbateur fermi’ A de domaine dense D dans X 
est gt%rateur d’un groupe distribution si et seulement si il existe une 
rkgion logarithmique A o& (&Ix - A)-l existe et satisfait d 
l/(&h - ~)-111,* < PC41 x I). 
Dtmonstration. Ce corollaire se deduit immediatement de 
Theo&me 5.1 en utilisant le resultat suivant: 
TH~OR~ME [13]. L’opkateur A est g6nnkateur d’un groupe distribu- 
tion si et seulement si les opkrateurs +A et -A sont gtknkateurs de 
S.G.D. 
Terminons ce numero par une application a une classe particuliere 
de S.G.D.: les semi-groupes distributions holomorphes au sens de 
Da Prato & Mosco [3] et Fujiwara [7]. On rappelle la definition 
don&e dans [3]. Pour v E 9 on pose FJt) = ( 1 /s) v(t/s) Ft 
G,(y) = G(y.J. Avec ces notations on pose la 
DEFINITION [3]. Un semi groupe distribution G est dit holo- 
morphe dans un secteur S, = (a; 1 arg x 1 < 01 < &} si pour toute 
v E 9 l’application 
s E R+ --f G,(v) E 9(X; X) 
se prolonge en une fonction holomorphe dans S, que I’on notera 
encore G, . 
Les auteurs de [3] et [7] on caracterise les generateurs des semi t 
groupes distributions holomorphes dans le cas particulier oh I’on 
suppose a priori que le semi groupe est a croissance exponentielle, le 
resultat suivant montre qu’en realit& cette caracterisation est valable 
sans restriction. 
THBORBME 5.4. Tout semi groupe distribution holomorphe dans un 
secteur S, est nkcessairement h croissance exponentielle. 
DCmonstration. D’apres la Proposition 2.3.2 de [3] on sait pour s E S, 
l’application G, est aussi un S.G.D. de gCnCrateur s * A oh A designe le 
generateur de G. En appliquant le Theo&me 5.1 B G, on trouve que la 
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kolvante de l’operateur s * A existe dans une region logarithmique 
A et y verifie 
Et comme 
II@ - s . 4-l II < POW x I). 
(A - s - ,/q-l = f (f - A)-l 
on en deduit que la resolvante de A existe et est a croissance poly- 
nomiale dans la region 
1 -*A= +;hl. 
s ( 1 
En prenant par exemple s = e +W2 cela montre que (X - A)-l existe 
dans la reunion I’ = s * (1 u S * (1 et y est a croissance polynomiale. 
Et enfin, puisque cette region V contient un demi plan Re A > y, on 
en deduit d’aprb la Remarque 5.2 que G est un S.G.D. a croissance 
exponentielle. 
6. Applications aux Ophateurs de La Forme 0: - A 
Dans ce numtro A designera toujours un operateur ferme a domaine 
D dense dans X sans qu’il soit besoin de le rappeler. Naturellement le 
ThCoreme 4.1 s’applique en particulier a l’operateur P = 0: Q I - 
6, @ A, mais il se produit un phenomene particulier pour k > 2. 
THBORBME 6.1. Si k n’est pas entier on suppose n plus que DAco est 
dense dans X. Alors pour k > 2 le probIme de Caucky est bien pose’ pour 
P si et seulement si l’op&ateur A est borne’ dans X. 
DCmonstration. 11 decoule du theoreme 4.1 que (hk - A)-l existe 
pour h dans une region logarithmique A, mais lorsque k > 2 l’ensemble 
(Xk; h E A> contient une region de la forme (h; ( h f > Y], ce qui prouve 
que le spectre de A est borne et que l’on a 
II@ - 4-l lx4 G POl(I h I) pour I h 1 >, T. 
Alors le theoreme resulte des deux lemmes qui suivent. 
LEMME 6.2. Soit A un opkateur tel que R = (h - A)-l existe 
dans une couronne 1 h 1 > T et y vhiJe pour un certain entier n > 0 la 
majoration 
IRA II < C(1 + I x r. 
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On suppose de plus que D A,,+l est dense dans X, alors le spectre de A est 
non vide et A est un opkateur borne’ dans X. 
Dbmonstration. Le spectre de A &ant inclus dans le disque 
1 h / < r on peut definir un operateur borne AA en posant 




Pour demontrer que A prolonge A il suffit de verifier qu’ils coincident 
sur DA*+, car A est ferme et cet espace est dense. Pour cela il revient au 
m$me de montrer que pour un certain p de l’ensemble resolvant de A 
on a 
R,Ax = R,ax avec x E Q+. 
En utilisant l’identite de la resolvante on trouve 
R,dx = 
s 
et en fixant un p tel que 1 p / < Y, il vient 





IAl=r h - P 
c’est a dire 
car x E D. Or pour x E D R0 on a l’identite classique 
n--l Akx 
Rhx = c hk+l + F pour n>l, 
k=O 
d’ou l’on deduit compte tenu des hypotheses sur A 
(6.1) 
II &Ax II = 0 (&) 
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et par consequent on a bien 
En particulier le spectre de A n’est pas vide, car sinon on aurait 
ri2 = 0, ce qui est contradictoire car 0 appartient au spectre de 
l’operateur nul. 
Enfin la demonstration du thCor&me sera complete si on prouve que 
D,, est toujours dense quand k est entier. 
LEMME 6.3. Soit k un entier 21, on suppose que le probl&ne de 
Cauchy est bien pose’ pour l’op&ateur Dlk @ I - 6, @ A alors l’espace 
3 = tJ’PE90+ Im E(v) est dense duns X et est inclus dam DA, (E dLsigne 
la solution t%+nentaire de l’op&ateur). 
La demonstration est une extension immediate du cas k = 1 qui est 
demontre dans [13], aussi on ne la fera pas. 
Donnons plutbt une application du ThCoreme 6.1 au probleme de 
Cauchy ordinaire c’est a dire dans les espaces de fonctions derivables. 
On peut definir de nombreuses facons la notion de probleme de 
Cauchy bien pose dans ces espaces, nous utiliserons ici une definition 
assez g&&ale de Fattorini [43 que l’on rappelle. 
DEFINITION 4. Le probleme de Cauchy d’ordre n (entier 21) est 
uniformement bien pose dans R+ = [0, + co[ si: 
(a) il existe un sous espace dense J de X tel que pour des condi- 
tions initiales u0 ,..., u,-i E f il existe une solution unique u( ), c’est 
B dire 
u( ) E cq?+, X), u(t) E D pour t b 0, 
zP)(t) - Au(t) = 0 pour t 2 0, 
dk)(0) = Uk k = O,..., n - 1. 
(b) Si u,( ) est une suite de solutions telles que z@(O) 3 0, 
k = O,..., n - 1 alors urn(t) -+ 0 uniformement sur tout compa?twde 
R+ c’est a dire pour la topol&$e de C”(R+, X). 
On va montrer que si le probleme de Cauchy est bien pose au sens de 
cette definition alors il l’est a fortiori au sens des distributions, ce qui 
qui permettra d’appliquer les theoremes precedents aux problemes 
de Cauchy au sens usuel. 
5W7/3-4 
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PROPOSITION 6.4. Soit un opkateur A dont on suppose, en plus des 
hypothkes faites au debut de ce numko, que l’ensemble rbolvant p(A) est 
non vide. Alors si le prob&me de Cauchy est uniforme’ment bien pose’ dans 
i?+, l’opkateur P = D,” @I - 6, @ A satisfait B la condition C. 
DLmonstration. 11 s’agit de construire une solution Clementaire pour 
P. Pour x E J on note E(t)x la solution relative aux don&es initiales 
u. = -** = unwz = 0, u,-i = x. D’apres les hypotheses (a) et (b) 
l’application 
XEJ-FE( )xECo(R+,X) 
est continue, done elle se prolonge en une application dtfinie sur tout 
X. Ce qui permet de dtfinir une distribution E par 
PE% x E x -+ E(fp)x = s 
+m E(t) xv(t) dt, 
0 
et on a par construction supp E C [0, + co[. Verifions que la distribu- 
tion E est solution Clementaire a droite. On a par definition pour x E J 
E’%‘)x = (-1)” &+‘)x = (-1)” /:” E(t)q’n’(t)dt 
et en integrant par parties, il vient compte tenu des conditions initiales 
- l+m E@)(t) xp)(t) dt + v(O)x - 
0 
or E(*)(t) x = AE(t) x et A est ferme, on a 
-AS +m E(t) v(t) dt + g~(o)x 0 
soit 
E(“‘(q+x = AE(q)x + dO)x. 
En utilisant que J est dense et A fermb, on deduit de cette CgalitC que 
E(cp)xe D et Efn)(rp)x = AE + dO)x quand x E X. 
Ce qui prouve que 
E E Q+‘(L?(X; D)) et (Dt”-A)*E=&,@I,. 
11 reste a dtmontrer que E est aussi solution Cltmentaire a gauche, 
il suffit pour cela de prouver le 
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LEMME [4]. Soit un opkateur A satisfaisant aux hypothkses de la 
Proposition 6.4, alors on a (avec les notations pre’ce’dentes): E(t) Ax = 
AE(t)xpour t 3 0 et x E D. 
Dkmonstration. Comme p(A) est non vide soit h E p(A) et y E J, on 
pose v(t) = RAE(t) y, c’est Cvidemment une solution du probleme de 
Cauchy relatif aux conditions initiales r@)(O) = 0, k = O,..., n - 2, 
V-~)(O) = RA y. D e 1 ‘unicite on deduit que E(t) R,, y = R,E(t) y, et 
par continuite cette CgalitC est vraie pour y E X, d’oh 1’CgalitC du lemme 
en prenant y = (A - A) x avec x E D. 
On retrouve ainsi par une methode complkement differente un 
resultat de Fattorini [4]: 
THI?OR~ME 6.5. Soit A un opkrateur dont l’ensemble rksolvant n’est 
vide. Alors le probl2me de Cauchy d’ordre n 2 3 est uniformkment bien 
pose’ dans i?‘+ si et seulement si A est un opkateur bornk de X. 
De’monstration. 11 suffit de combiner le ThCoreme 6.1 avec la 
Proposition 6.4. 
Terminons ce numero par un resultat de regularit& concernant les 
semi groupes distributions 
THBORBME 6.6. On suppose que l’opkateur D, - A satisfait ci la 
condition C (ou encore: A est gMrateur d’un S.G.D.). On se donne 
u,, E DADD et f E Cm(R, X) avec supp f C [0, + co[, alors la solution u de 
l’kquation 
p--)u=f+~,Ou, 
est une fonction appartenant ci f?(R+, D) qui vkrz$e au sens ordinaire 
(a - 4 44 = f(t) pour t > 0 
u(0) = ug *4 
Dkmonstration. On note G la solution Clementaire de D, - A, alors 
la solution u ‘est don&e par 
u=G*f+Gu,. 
On pose u = u1 + uz avec u1 = G *f et u2 = Gus. D’apres la 
propriete de regularisation (qui est encore valable pour les distributions 
B valeurs dans un espace de Banach) on deduit que: u1 E Cm(R, D) avec 
’ Un resultat analogue Gent d’&tre annond indkpendamment par Ushijima [26]. 
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suPP ur C [0, + co[ et (Dl - A) ui(t) = f (t) pour t 3 0 avec ~~(0) = 0. 
Tout : le probleme est de prouver que u2 E Cm(R+, D), pour cela il 
suffit de demontrer que pour tout intervalle I = [0, 6[ et tout entier m 
on a ua E Cm(l, 0). 
Comme u0 E D,, , on peut definir pour p > 1 la fonction 
t E R -+ VD(t)u,, = i Y&(t) A”++, 
h=l 
avec Yh(t) = @-‘/(Jr - l)! pour t > 0 et YJt) = 0 pour t < 0. 11 est 
clair que V,( ) ua E F’(R+, D) et V,(O) u,, = uO. On definit aussi, 
pour t < b et p assez grand, la fonction 
t < b -+ W,(t)u, = 
s 
&tR A”uo A-+x (6.2) 
r 
ou r designe le bord orient& d’une region logarithmique ou R, = 
(h - A)-l existe et est a croissance polynomiale. En utilisant 1’inCgalitC 
(3.5) on verifie qu’en choisissant p assez grand on a W,( ) u0 E 
@(I- co, b], D). Montrons qu’avec p ainsi choisi on a 
u2 = V,( >% + WD( )%I sur ]-co, b[ 
c’est a dire que pour y E 9 avec supp q C ]- co, b[ a t-on 
(~2 3 VJ> = 1, v&) wdt)dt + 1, wv(t> w(t) dt? (6.3) 
Explicitons chaque terme: pour u2 = Gu, il vient en utilisant (3.1) 
(~2 > F,> = jrR,B(-4w& 
de (6.2) on deduit 
1, W&) u,,q~(t) dt = j, &@(--A) + dX, 
et d’autre part en utilisant la transformation de Laplace suivie d’une 
deformation de contour, on trouve que 
j- 
R 
Yh(t) p)(t) dt = s, %$ dX. 
Alors l’inkgalitk (6.3) s’obtient en combinant les trois tgalitts prCcC- 
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dentes et l’identid (6.1). 0 n en deduit en particulier que, WJt) u0 = 0 
pour t < 0 car supp u2 C [0, + oo[, et par continuite W,(O) u0 = 0, ce 
qui montre que 
u,(O) = ~&))u, + W,(O)u, = uo . 
Enfin grace a la regularite de ug , on a au sens ordinaire 
(Dt - A) us(t) = 0 pour t > 0 
%(O) = uo , 
ce qui demontre le theoreme pour u = ui + u2 . 
2. PROBLBMES DE CAUCHY DANS DES ESPACES DE 
DISTRIBUTIONS DE GEVREY 
Pour les applications du Chapitre II, on a besoin d’etendre les 
resultats du $1 a une classe plus vaste de distributions. On considere, 
en gros, les fonctionnelles sur des espaces analogues aux classes de 
Gevrey. L’Ctude de ces espaces ou d’espaces voisins et faite dans des 
papiers assez disperses et qui ne recouvrent pas tous nos besoins. 
Aussi on indiquera les principales proprietes qui nos serons utiles, 
mais pour ne pas alourdir ce travail on donnera seulement la demon- 
stration des plus representatives dans la mesure ou elles sont pas les 
extentions immediates de leurs analogues dans les distributions 
ordinaires. Pour completer certains points on renvoie a Geymonat [9], 
Larsson [12], Lions et Magenes [19], et Roumieu [21]. 
1. Distribution de Gevrey 
Soit d un reel >l, on associe a la suite Mk = kkd un espace de 
fonctions C”: 
DI~FINITION 1.1. On note F(d) l’espace des fonctions F E Cm(R, C) 
qui verifient pour tout compact KC R et tout nombre L > 0 
’ On note pL.K respectivement par pL,+ , pi quand on remplace K respectivement 
par R+ ou par R. 
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11 est immediat de verifier que l’espace T(d) muni de la topologie 
definie par les semi normes p,,, est un espace de FrCchet. 
Remarque 1.2. La plupart des resultats de ce paragraphe s’etendent 
a des espaces associes a des suites Mk plus generales (cf [19] ou [21]). 
Mais pour simplifier on se restreint au cas des suites du type de 
Gevrey, ce qui d’ailleurs est suffisant pour les applications. 
Notons qu’avec cette definition l’espace Y(d) est inclus dans l’espace 
des fonctions de Gevrey d’ordre d, en effet on exige que p&(p) soit 
fini non seulement pour au moins un L mais pour tous. NCanmoins 
pour simplifier le langage on appelera distributions de Gevrey les 
fonctionnelles sur cet espace. On aurait pu aussi considerer les classes 
de Gevrey proprement dites mais les theoremes correspondants sont 
moins commodes B utiliser dans les applications. 
A partir de l’espace F(d) on construit les espaces suivants. 
DEFINITION 1.3. On designe par: 
gK(d) = le sous espace ferme de F(d) constitue des fonctions a 
support dans le compact K de R. 
Sa(d) = le sous espace ferme de F(d) constitue des fonctions a 
support inclus dans ]- co, a]. 
9(d) = b, gK(d) = l’espace des fonctions de F(d) a support 
compact muni de la topologie limite inductive (stricte ici). 
9-(d) = lick, S2fa(d) = 1 ‘es p ace des fonctions de Y(d) a support 
limit6 a droite muni de la topologie limite inductive (stricte). 
Ces espaces sont stables pour les operations usuelles: 
PROPOSITION [lo]. Pour d > 1, l’espace 9(d) n’est pas rkduit (i 
(0) et est une aZgBbre pour la multiplication et est stable pour la convolu- 
tion.6 
L’espace 9(d) est aussi stable par derivation grace au lemme evident 
LEMME I .4. II existe des constantes 01 et /3 telles que 
On aura besoin pour l’ktude des distributions de Gevrey vectorielles 
de quelques resultats sur la topologie de ces espaces. 
s Cet espace est not& rid) dans Harmander [lo, p. 1461. 
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PROPOSITION 1.5. Les espaces QJd), SBa(d) sont nuclhires. 
Les deux demonstrations sont analogues, aussi on la fera seulement 
pour S(d). 0 n va demontrer la nuclearite en utilisant le critere de 
Pietsh sous la forme donnee dans ([8], p. 296). 11 suffit de verifier le 
LEMME 1.6. Pour toute semi norme p,,, de SBK(d) il existe une partie 
tquicontinue V du dual fort, une application Tz,k de R x N dans V et une 
mesure born&e TV sur R x N tels que 
et l’application 
est mesurable. 
De’monstration. Pour q E .BK(d) on peut Ccrire 
9)(k-1)(t) = f, ‘p’“‘(s) ds 
en utilisant (1.2) 
sup I vJ’k-l’(t)l 
#GE M&lLk-1 ’ ; 
avec une constante C independante de k et v’, d’ou en additionnant et 
en posant L’ = L/2p il vient 
Par consequent le lemme est v&if% en prenant pour V le polaire de la 
semiboule unite relative a P,/,~, pour mesure 
P= c F@ds sur NxK 
k>l 
et l’application 
COROLLAIRE 1.7. Les espaces .9(d) et 9-(d) sont nu&aires, complets, 
de Monte1 et r+%xifs. 
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Dkmonstration. L’espace 9(d) est limite inductive stricte d’espaces 
de FrCchet nucleaires gKn(d), done il est tonne16 complet et nucleaire 
par consequent de Monte1 et en particulier reflexif (pour tout ceci, voir 
par exemple Schaefer [25]). 
Les espaces de distributions de Gevrey sont par definition les duals 
forts des espaces precedents. Comme pour les distributions on a une 
notion de support et on montre que le dual de 9-(d) est constitue des 
elements a support limit& a gauche aussi on le note 9+‘(d). 
COROLLAIRE 1.8. Les espaces W(d) et B+‘(d) sont nuclkaires. 
De’monstration. On sait que le dual fort d’une limite inductive 
stricte d’espaces de FrCchet est la limite projective des duals forts 
(cf [24, Exp. 18) d ‘oti le corollaire en utilisant le fait que le dual fort 
d’un FrCchet nucleaire est nucleaire et que la propriete de nuclearit& est 
stable par limite projective. 
2. Convolution dans 9+‘(d) 
On a la propriete de regularisation: 
PROPOSITION 2.1. Soient T E g+‘(d) avec supp T C [a, + co[ et 
v E 9+(d) avec supp q~ C [b, +oo[, alors la fonction 0 = T * q~ 
dt!$nie par 
‘J(t) = (T(s), dt - 4) 
appartient ci .9+(d) et supp 8 C [c, + co[ ozi c = a + b. De plus 
1 ‘application biline’aire 
B+‘(d) x B+(d) = (T, p) -+ T * q~ E.9+(d) 
est hypocontinue. 
D&monstration. Avec les hypotheses sur les supports on verifie 
facilement que e(t) = 0 pour t < a + b. 11 reste a montrer que pour 
toute semi norme on a p,,,(8) < + co. Par definition on a 
PLKV) = ;Kp / 




Quand t reste dans K la fonction s + p)(t - s) reste a support dans un 
certain intervalle du type ] - co, g], par ailleurs la continuite de T sur 
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9&d) se traduit par l’existence d’une semi norme p,p,,f telle que 
I<T cp)l B CPL’,K’(d pour toute v E go(d). 
Cette derniere inegalite permet de deduire de (2.1) la majoration 
Posons I,, = inf(L, L’), K, = {t - S; t E K, s E K’} et admettons 
provisoirement le 
LEMME 2.2. I1 existe me constante C telle que 
Mj,k < Ci+“M,M, pour tout j, k > 0. 
Alors en combinant (2.2) et (2.3) il vient 
(2.3) 
c’est a dire 
Enfin, comme les espaces ont tonneles, l’hypocontinuite dtcoule de la 
continuite s&pa&e qui est immediate en reprenant les inegalites 
precedentes. 
Revenons a la demonstration du Lemme 2.2. On verifie aisemment 
we 
O~$p[XZd(p - X)(-d] = 6, 
d’ou decoule l’inegalite (2.3) en posant p = j + k et C = 2d. 
Enfin, pour la convolution des distributions de Gevrey, on demontre 
par une technique analogue a celle de la proposition precedente la 
PROPOSITION 2.3. L’application biline’aire 
g+‘(d) x g+(d) 3 (T, d + T * v E g+‘(d) 
se prolonge par continuite’ en une application biline’aire hypocontinue de 
9+‘(d) x 9+‘(d) duns .9+‘(d) qui fait de ZS+‘(d)une algbbre commutative. 
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3. Distributions de Gevrey ~2 Valeurs Vectorielles 
La definition des distributions de Gevrey a valeurs dans un espace 
de Banach Y suit le m&me schema que dans le cas des distributions 
vectorielles de Schwartz [23]. 
DEFINITION 3.1. On definit les espaces 
9’(d, Y) = 2(9(d); Y) 
et 
g+‘(d, Y) = 9(9-(d); Y) 
avec la topologie de la convergence uniforme sur les parties born&es. 
On verifie facilement que par exemple 
.9,‘(d, Y) = lilg -q-9@>; Y). 
a 
Les propriCk% de nuclearite CnoncCes dans le corollaire 1.8 per- 
mettent d’ecrire 
et 
Y(d, Y) = 9(d) @ Y 
Q+‘(d, Y) = B-‘(d) @ Y 
OG 8 designe le produit tensoriel topologique complete pour l’une des 
topologies 7r ou E sans qu’il soit besoin de preciser car ici elles 
coincident (cf [25]). 
Pour les fonctions a valeurs vectorielles on peut definir les espaces 
g(d, Y) et a+(4 Y) en Ctendant de faGon Cvidente les Definitions 1.1 
et 1.2 au cas vectoriel. 
Enfin, terminons ces preliminaires par la convolution des distribu- 
tions de Gevrey vectorielles. Comme dans le cas des distributions 
ordinaires, l’extension au cas vectoriel, des applications bilineaires telles 
que la convolution, est bake sur la Proposition 3 de Schwartz, [23, p. 37, 
Tome 21, que l’on ne reprend pas ici car cela obligerai a faire encore 
beaucoup de rappels. Indiquons seulement que pour utiliser cette 
proposition on doit verifier que les espaces g+(d), 9(d) g+‘(d) 
possedent la propriM “d’approximation stricte” (cf [23]), ce que 
l’on verifie en recopiant presque mot pour mot le cas des distributions 
([23] T.I. prtliminaires). Ceci fait, on peut alors tnoncer les extensions 
des Propositions 2.3 et 2.1 au cas vectoriel. On considere trois espaces 
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de Banach Y$ i = 1,2,3 et on se donne une application bilineaire 
continue de YI x Ys dans Y, que l’on note (x, y) -+ x * y, alors pour 
la convolution dans 9+‘(d, Y) on a la 
PROPOSITION 3.2. On peut dkjkir une et une seule convolution 
(T,S)-+ T*S 
qui soit une application bilinkaire skpardment continue de 
~+‘(d, Yd x 9+‘(4 Yz) dans 9+‘(d, YJ 
et qui vki$e pour T, S E 9+‘(d) xi E Yi 
(T @ x1) * (S @ x2) = (T * S) @ (x1 * x2). 
Remarque 3.3. Dans les applications l’application bilineaire est 
souvent du type 
A E YI = 9( Yz ; Y3), ~EY*-+AxEY~ 
ou du type 
AEZ(X~;X,)=Y,, BE$~(X~;X~)=Y,+ABEB(X,;XJ = Y3. 
On trouvera des exemples de telles situations dans [14]. 
Comme pour la convolution on deduit de la Proposition 2.1 la 
propriete de regularisation: 
PROPOSITION 3.3. La convolution est une application bilinkaire 
skpare’ment continue de 
g+‘(d, YJ x g+(d, Yz) dans 9+(d, Y3). 
Remarque 3.4, Nous n’utiliserons pas ces deux dernieres propo- 
sitions dans la suite de ce travail, cependant elles sont indispensables 
quand on veut passer du point de vue solution Clementaire au point de 
vue probleme de Cauchy avec second membre. 
4. ProbBmes de Cauchy Bien Posh dans les Distributions de Gevrey 
On utilise les mCmes notations que dans le $1. Avant d’enoncer le 
theoreme qui correspond au ThCoreme 1.6 $1, on doit poser les 
definitions suivantes. 
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DEFINITION 4.1. On dit que le probleme de Cauchy est bien pose 
au sens des distributions de Gevrey d’ordre d (en abrCgC: P satisfait a 
la condition C(d)) si et seulement si la distribution P admet une solu- 
tion Clementaire E appartenant a 9+‘(d, 9(X; D)) avec supp E C 
[O, +a[: 
ErP=&@I,, P*E=&,@I,. (4.1) 




Avec Mk = kkd on a M(h) = d/e 1 X /l/d. 
DI~FINITION 4.3. Une region A du plan complexe est appelee une 
d-region si elle est de la forme 
A = (A; Re h 3 a ( h /lja + b) (4.3) 
ou a et b sont des constantes 20. 
Avec ces definitions on a le 
THBORBME 4.4, L’op&ateur P = C,“==, A, @ D,” satisfait d la 
condition C(d) si et seulement si il existe une d-rbgion A duns laquelle 
c’ exi>te et satisfait pour tout E > 0 d: la majoration 
II K’ II X-+D < C exp(E Re X + CM(~) (4.4) 
avec des constantes positives C et c qui dbpendent de E. 
La demonstration suit les m&mes idees que celle du Theo&me 1.6 $1, 
mais avec quelques complications techniques, aussi pour eviter de 
nous &peter on indiquera surtout les &apes en detaillant seulement 
les point nouveaux. 
5. De’monstration du Thkort?me 4.4. 
A. Dbmonstration de la Condition Nbcessaire 
On fixe comme au $1 une fonction 0 qui est cette fois dans 9(d) et 
on pose encore EA = E(B,), on obtient grace a (4.1) 
P,oE, = I, - Hh (5.1) 
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oh l’on rappelle que 
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$bksa(t) = (-1)” eeat Ti ( j”) (-x)‘-j e(j)(t) 
Le comportement en h de H,, est p&&C par la 
PROPOSITION 5.1. II existe une constante C, un entier n et un nombre 
L > 0 tels que 
I/ H,, IIX+X < C(1 + 1 X I)” e-cReA+M(AIL) pour Re X > 0. (5.2) 
La demonstration va dhcouler d’une suite de lemmes. Tout d’abord, 
comme 
11 Ha 11 < c ""kp 11 '%k& 
on a besoin du 
LEMME 5.2. Avec les notations pre’ce’dentes on a #,+A E gc*(d) et pour 
tout L > 0 il existe une constante C telle que 
p2L,K($hk,a) < c(l + 1 x I)“-’ e”‘a’L’-cRea pour Re h > 0 (5.3) 
avec K = [-1, c’]. 
Dhonstration. 11 est clair sur l’expression de $k,h que cette 
fonction appartient A gc*(d), d’autre part en remarquant que 8’ est 
nulle sur [-1, c] on vkrifie que 1’inCgalitC (5.3) est consCquence du 
LEMME 5.3. Pour K = [a, b] on a la majoration 
P2L..&-"W G PL.K(~~~PWW) - a Re4 (5.4) 
pour tout L > 0, v E 9(d) et Re A > 0. 
Dkmonstration. Majorons l’expression 
Dtk(e+p)(t)) = e-At 9$. ( f, ( -A)k-j #j’(t) 
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en utilisant 1’inCgalitC suivante, qui dCcoule de la dkfinition de p, K , 
stzg I V(t)l G MiJ%JL&) 
il vient pour Re h 2 0 
on Ccrit alors 
et on reporte dans 1’inCgalitC prCcCdente en remarquant que par dCfini- 
tion 






< p, K(v) $UW-aReA . Lk Mk-jMj 
et enfin, en utilisant la log-convexid de la suite Mk : M,M,-, < Mk , 
< ~~,~(tp) e”(AIL)-aReA *(2L)k Mk 
d’oh l’on dCduit 1’intgalitC (5.4). 
Terminons la dkmonstration de la Proposition 5.1. On majore 
11 E(#k,A)ll en utilisant la continuitb de E E LZ’(S@-(d); 9(X; D)) qui se 
traduit par: pour tout E > 0 il existe des constantes C et 2L > 0 
telles que 
pour * E ~&). (5.5) 
Finalement on obtient l’inkgalid (5.2) en appliquant (5.5) avec E = 1 
B # = I,!I~,~ et en tenant compte de (5.3). 
Remarque 5.4. Bien que supp E C [0, + co[ on ignore si on peut 
prendre E = 0 dans (5.5) car contrairement aux distributions les 
distributions de Gevrey ne sont pas en gCnCra1 localement d’ordre fini. 
En combinant (5.1) et (5.2) on trouve que l’optrateur PA est inver- 
sible dans une rCgion de la forme 
A = (A; Re X > a 1 h /l/d + b}. 
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11 ne reste plus qu’A dtmontrer la majoration (4.4). Dans la rCgion A 
on a l’expression de l’inverse 
I’;’ = E(B,) o(l - I&)-’ 
d’oh la majoration de ph-l en utilisant (5.4) et (5.5) avec $ = 19~) on a 
pour tout E > 0 
11 Pi1 11 < C exp(a Re h + c’ j h I1/d) (5.6) 
avec des constantes positives C et C’ qui dependent de E. 
B. De’monstration de la Condition Sufjisante 
La construction d’une solution ClCmentaire E se fait formellement 
comme au No3 $1. On pose 
rp E 9(d) -+ E(v) = j- I’;?( -A) dX (5.7) r 
oh F est le bord orient6 d’une d-rtgion oh l’on a (5.6). Pour dCmontrer 
que (5.7) dCfini bien un ClCment de 9(d, 9(X; D)) on a besoin 
d’estimer le comportement de @(--A), c’est le 
LEMME 5.5. Pour tout intervalle I = [g’, g] il existe une con&ante 
C telle que 
I @t-Y G CY&P) exp(g Re A - WW)) 
pour tout q~ E ZB1(d) et tout L > 0 et Re X 2 0. 
De’monstration. On majore l’expression 
p)( --A) = * j:, eAt@)(t) dt 
en utilisant 1’inCgalitC 
“2~ I v’k’(t)l G PAP,) WJ”, 
on trouve 
/ 8(---X)1 < Q,(q) M,L” I X I-k e-gReh 
d’oh l’on dCduit 1’inCgalitC du lemme en remarquant que par d&inition 
on a 
ix&M@ 1 X I-“) = exp(-M(h/L)). 
422 CHAZARAIN 
On termine la demonstration de la condition suffisante en verifiant, 
de facon tout a fait semblable au cas des distributions, que E est bien 
la solution Clementaire cherchee. 
6. Un Thkordme de Perturbation 
On dira que le probleme de Cauchy est regulier pour un operateur 
d’evolution si on a, en gros, une perte fixe de derivabilite en t entre le 
second membre et la solution, par exemple c’est Ie cas des equations 
des ondes, de la chaleur, etc. Avec ce vocabulaire, le theoreme qui suit 
peut s’interpreter en disant: en ajoutant des termes d’ordre inferieurs 
a un operateur d’evolution regulier, on obtient un operateur qui en 
general cesse d’Ctre regulier mais qui satisfait toujours 5 une condition 
C(d). On suppose que l’espace D est in&s dans X avec une injection 
continue I ce que l’on indique par D C X. 
D~~FINITION 6.1. Le probleme de Cauchy est dit regulier pour 
I’operateur P = CF=, A, @ Dk, si les conditions suivantes sont 
satisfaites: 
Reh(2 ’ 
our un certain y l’inverse P;* existe dans le demi plan 
I Y; 
(b) et verifie dans ce demi plan 
et 
(On donnera des exemples de probkmes reguliers au $1 du Chap. II.) 
On se donne des operateurs de perturbation B, k = O,..., m - 1 
qui verifient I’hypothese: 
(H). L’opkrateur B, est continu de D, dans X avec D, C X et pow un 
certain 0 < ilk < 1 on a 
Dar C D, uvec D, = (D, X), . 
On designe par (X0 , X1), une methode d’interpolation (il est inutile 
ici de preciser laquelle) qui donne lieu a une inCgalitC de convexite 
pour les normes des operateurs. C’est a dire, si L est un operateur 
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continu de l’espace de Banach Xi dans Yi avec 
alors c’est aussi un operateur continu de X, = (X,, , X,), dans 
YB = (Y, , Y& avec une norme G0 qui verifie 
(voir par exemple [17]). 
Pour unifier les notations on pose I?, = 0, alors l’operateur perturb6 
Q s’ecrit 
Onale 
Q = k$o (A, + &Ptk = P + B- 
TH~ORBME 4.2. On suppose que le prob&me de Cauchy est rkgugulier 
pour P et que les opkateurs B, satisfont 2 Z’hypothSse (H). Alors 
l’ophateur perturbs’ Q sat&fait d la condition C(d) si l/d = 
s~p~,~,,~-~(Iz + 1 - me,) < 1 et reste rkggulier quand l/d < 0. 
Dkmonstration. Pour utiliser le Theoreme 4.4 on est amener a 
determiner une region ou QA = C (A, + B,) hk est inversible. Comme 
P est regulier on peut Ccrire pour Re h > y 
Qh = P, + B, = (Ix + W?)f’~ 
par consequent QA sera inversible quand I] B,,P;’ Ijx+x ,< 8. On a 
et en passant par l’intermediaire des espaces D, 
L’inCgalitC d’interpolation permet de majorer II P,$ Ilx-to,k , en effet 




et par consequent 
pour Re h > y. (6.2) 
En combinant (6.1) et (6.2) il vient 
soit en posant l/d = ~up~,~,,~-i(k + 1 - m&), 
II B,K1 I/x+x <C & pour Re h > y. 
Done si l/d < 1 on trouve que QA est inversible dans une d-region 
c 1 h Vd < 1 
/Reh/ 2 
et ReX>y 
et y verifie 
et a fortiori (4.4). Si de plus l/d < 0 alors le probleme reste regulier 
car Qn sera inversible dans un demi plan et vtrifiera de facon Cvidente 
les inegalites de la Definition 6.1. 
Appliquons ce theoreme g l’etude de la perturbation du generateur 
d’un semi groupe fortement continu, on obtient le 
COROLLAIRE 6.3. Soit A le gt%krateur d’un semi groupe fortement 
continu et D son domaine muni de ba topologie du graphe. On se donne un 
opkrateur B continu de D, = (D, X), darts X avec 0 < 8 < 1. Alors 
Z’opt!rateur D, @ I - 6, @ (A + B) sa is ai d la condition C(d) avec t f t 
l/d= 1 --8. 
DCmonstration. C’est une consequence immediate du theoreme 
precedent, il suffit done de verifier que le probleme de Cauchy est 
regulier pour l’opkrateur D, - A. 11 est bien connu (cf [27]) que la 
resolvante R,, = (h - A)-’ existe dans un demi plan Re h > y et y 
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verifie les conditions 
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II RA lIx+x = 0 (&) et II 4 IIXG = 0 (a). 
On termine par la 
Remarque 6.4. L’exemple tres simple qui suit montre qu’on ne 
peut en g&-r&-al ameliorer les resultats precedents. 
On prend X = L2(R), A = i(d4/dx4), D = H”(R), ainsi l’operateur 
D, - A est du type de Schrodinger et il est trivial de verifier que A est 
generateur d’un semi groupe fortement continu dans X. Perturbons A 
par l’operateur d’ordre 2 B = -d2/dx2 qui est continu de H2(R) = 
(H4, L2)r12 dans L 2. Par transformation de Fourier dans L2(R) on 
constate que Ie spectre de I’operateur A + B est I’image numerique 
pour 5 reel du polynbme ---if4 + t2, par consequent (A - A - B)-1 
existe dans une d-region avec d = 4 mais dans aucune d-region pour 
d > 8. 
Chapitre II : Applications B Quelques Probkmes Mixtes 
Notations 
On designe par Q un ouvert de R”, son bord I’ est suppose de classe 
C” et Q est situi: localement d’un seul tote de I’. On note de facon 
classique, H8(S2) l’espace des distributions sur D dont les derivees 
jusqu’a l’ordre s sont dans L2(9) H,,8(Q) l’adherence de Z@(Q) dans 
W(Q), la norme sur W(Q) est notee II IIs R ou 11 IIR si s = 0, et on 
omettra l’indication de l’ouvert quand il n’y aura pas de confusion 
possible. On note par yk la trace sur I’ de la d&i&e normale interieure 
d’ordre k. Les operateurs aux d&iv&es partielles seront toujours 
supposes a coefficients dans Cm(Q). 
1. PERTURBATION DE CERTAINS PROBL~MES CORRECTS 
Soit 
A = A(x, D) = 1 a,(x)D~ 
( 
avec Da = 
aq+..+u, 
lrrl=zZnz axiI,..., ax2 1 
un operateur fortement elliptique et formellement auto-adjoint sur Q. 
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On suppose Sz borne, alors il est bien connu que A(x, D) definit un 
operateur auto-adjoint dans L2(Q) quand on prend pour domaine 
D = H2”n H” Avec ces hypotheses l’operateur d’evolution 
D,2 - A(x, D)‘est correct au sens de Petrowsky (cf [18]). On se 
propose d’etudier l’effet d’une perturbation de A par des termes 
d’ordre inferieur. On se donne un operateur d’ordre k < 2m 
B = C b,(x)P, 
lal<fi 
alors on va demontrer que si k < m le probleme de Cauchy reste 
regulier pour l’operateur Dt2 - (A + B) par contre des que k > m on 
perd en general la regularit&. De facon precise on a le 
THBORBME 1.1. Si k > m Z’opbateur DF - (A(x, D) + B(x, D)) 
satisfait ci la condition C(d) avec d = m/k - m, X = L2(Q) et D = 
H2n” n Ho”. Si k < m le problt?me de Cauchy est Ggulier au sens de la 
D@nition 6.1, Chap. I, 92. 
De’monstration. On applique le theoreme de perturbation abstrait 
du Chanitre I 21 l’operateur D,2 - A. Pour cela on doit verifier que le 
probleme de Cauchy est regulier pour cet operateur. L’operateur 
est auto-adjoint et on peut le supposer negatif saris restreindre 
gCnCralitC, ainsi son spectre est inclus dans ]-co, 01. D’apres 






d’oir l’on deduit 
w2 - w IIx+x G I ;;;; ce h . Irn h l 
si j arg h 1 < rr/4 
si I arg h I > rr/4 
soit finalement 
w2 - 4-l II/&x = Oi IXlXeX ) 
pour Re X > 0. U*l) 
D’autre part A - I est un isomorphisme de D sur X, par consequent 
II x lb - Ii X /Ix + II Ax llx pour XE D, 
et il vient en utilisant (1.1) 
ll(X2 - w IIX.+D = 1 pour Re X > 0. U-2) 
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Done le problcme est regulier grace a (1.1) et (1.2), il reste a vkrifier 
que l’operateur de perturbation B satisfait a la condition (H) du 
theoreme abstrait. L’operateur B(x, D) est continu de Hk dans L2, 
or (en prenant par exemple la methode d’interpolation holomorphe 
(cf [17])) on a Hk = [H2m, LzJO avec 3 = 1 - k/2m et A fortiori 
I& = [D, L21e C IF. L’application du thCoreme abstrait montre que 
l’operateur 0,2 - (A + B) satisfait a la condition C(d) avec l/d = 
1 - 20 = k - m/m et en particulier que le probleme reste regulier si 
k < m. 
Remarque 1.2. L’Ctude de ce problAme d’evolution est classique 
dans le cas k < m (voir par exemple [I 5 et 161) mais l’indret du 
theoreme precedent est de mettre en evidence la raison pour laquelle 
on se limite d’habitude a une perturbation d’ordre inferieur au degre 
de l’operateur divise par deux. 
Enfin profitons de cette occasion pour corriger la valeur manifeste- 
ment erronCe de d dans l’annonce de ce theorirme dans la troisieme note 
[2]: il faut remplacer 2m/2m - k par m/k - m. 
2. PROBLBMES DU TYPE DES ONDES ITBRGES 
AVEC LES CONDITIONS DE DIRICHLET AU BORD 
1. Enonce’ du Tht!orBme 
On se donne un operateur differentiel lintaire du type des ondes 
it&r&es, c’est a dire de la forme: 
f’ = P(D, , D, , x) = Dt” - 2D,2A(x, D,) + B(x, 0,) 
avec la notation 0, = (a/ax, ,.,,, a/ax,) et oh A et B satisfont aux 
hypoth&ses HI et H, : 
(H,) A(x, D,) est un opbrateur line’aire d’mdre 2 dont la partie 
principale vkiJe pour une certaine constante c > 0 
(H,) B(x, D,) est un opkateur &Zaire d’ordre 4 dont la partie 
principale vkijie 
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EXEMPLE. P = (D,2 - LI)~ avec A = & a2/axi2. 
De facon un peu vague, disons que l’on Ctudie le probleme mixte 
suivant: Etant don&s f (t, z) et Ies conditions initiales r+Jx), trouver 
u(t, x) “dans une classe convenable” verifiant 
W, , D, , x) u(t, 4 = f(t, x) dans R+ x Q, 
you = y1u = 0, 
D,“u(O, x) = Q(X) k = 0, 1, 2, 3. 
On montrera par un contre exemple que l’on ne peut avoir un 
probleme regulier en la variable t, neanmoins on va demontrer que ce 
probleme est bien pose dans les distributions de Gevrey, De faGon 
precise on a le 
THBORPME 1.1. On suppose que les opkrateurs A et B satisfont aux 
hypothBses (H,) et (H,) et que Z’ouvert Q est borne’. Alors l’opbateur 
satisfait 2 la condition C(d) avec X = L2(Q), D = H4(L?) n Ho2(Q) et 
d = 615. 
Dt?monstration. En utilisant le critere du ThCoreme 4.4 (Chap I, 
92) tout revient a Ctudier dans quelle region A l’operateur 
PA = h4 - 2A2A(x, D) + B(x, D) 
est un isomorphisme de D sur X. Remarquons pour commencer que 
l’on peut se limiter a Ctudier l’injectivid de PA car ce probleme aux 
limites est d’indice nul. En effet I’operateur B est fortement elliptique 
et on a les conditions aux limites de Dirichlet, done d’aprks un 
theoreme de GPrding (cf [18]) l’operateur PA est d’indice nul. Par 
consequent on est ramene a demontrer le 
THBOR~IME 1.2. II existe une constante C et une d-rkgion A (d = 6/5) 
dans laquelle on a 
Ce II u Il4,n G C II ph” II pour u E D, (14 
avec 0 = arg h (/ 6 1 < n/2), cs = cos3tI. En particulier on a 
II pi1 11x4 = WI A IV21 duns A. 
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La demonstration de theoreme est assez longue, aussi on commence 
par en indiquer le principe. 11 s’agit de demontrer une inegalite a 
priori pour un operateur elliptique qui depend d’un parametre 
complexe X dont l’argument 8 varie dans l’intervalle ouvert ]-~/2,9~/2[. 
Selon une methode classique, on pro&de en trois &apes: (a) coefficients 
constants dans R+n, (b) coefficients variables dans R+n, (c) globalisation 
au moyen d’une partition de l’unite sur Sz. Mais, et c’est la la difficultee 
nouvelle, il faut &valuer a chaque &ape le comportement en fonction 
de X des constantes qui interviennent dans les majorations, et ceci 
particulierement pour 1 arg h 1 + 7r/2. Pour cette raison il est commode 
d’utiliser des normes qui dependent du parametre A, comme dans [l], 
et d’autre part pour la globalisation on doit utiliser une famille de 
partition de l’unite sur Q qui devient de plus en plus fine quand 
1 arg X 1 -+ 42. 
2. Cas ozi 52 = R,” et P = (D,2 - A)2 
Soit 0 un ouvert de R”, on utilise sur Hm(0) la norme suivante qui 
depend du parametre complexe p 
k=O 
si m = 0 on Ccrit simplement ]I IId et on note ( , ) le produit scalaire 
dansL2( 0). Dans ce numero il s’agit de normes sur R+” = {x; x, > 0}, 
aussi on omettra l’indication de l’ouvert dans la norme. 
Dans le cas particulier oh .4(x, D) = A on a la proposition suivante 
qui est le point crucial de la demonstration du Theo&me 1.2. 
PROPOSITION 2.1. II existe une constante C pour laquelle on a 
k=O 
pour tout u E D = H4 n Ho2 et A avec Re h > 0 et 8 = arg A. 
La demonstration decoule d’une suite de lemmes. On commence 
par un lemme relatif B l’tquation des ondes ordinaire. On designe dans 
toute la suite par C diverses constantes indt!pendantes du paramhe h. 
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LEMME 2.2. II existe une constante C > 0 telle que l’on ait 
c cm2 O(l A I4 II u /I2 + II Au II”) < I/(h2 - 4 II2 
+ /A /2cose 
ll YOU GG (2.2) r 
pour u E B(R+“), Re h > 0 et r = Rn-l. 
Dhnonstration. En dkvellopant le car& scalaire, on trouve 
ll(h2 - A)u j12 = 1 h I4 II u II2 + II Au II2 - 2 Re(h2(u, Au)). (2.3) 
Pour Ctablir la majoration on doit distinguer deux cas: 
ler Cas. [ 0 ( < VT/~. La formule de Green s’kcrit 
d’oh en prenant la partie reelle 
-Re(X2(u, Au)) = (Re AZ) (c 11 g lr) - Re (A2 . jr,,, -2,) 
mais comme dans ce ler cas on a Re A2 > 0, on en dCduit 
-Re(h2(u, Au)) 2 -Re (P * 1 you .G) 
et en reportant dans (2.3) il vient 
lA121fr I you + + 11(x2 - A)u II2 >, I h I4 II u II2 + II Au II2 
d’oti dkcoule immkdiatement 1’inCgalitC (2.2) pour / 0 / < z-/4. 
Mais Cvidemment 1’utilitC de 1’inCgalitC (2.2) Aide dans le 
2dme Cas. n/4 < j 0 / < r/2. On peut aussi Ccrire la formule de 
Green sous la forme 
d’oh 
(u, Au) = (Au, u) + 2i Im s, you -G 
Re(P(u, Au)) = (Re X2)(u, Au) + i Im h2 * Im j ‘you * ylu 
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en majorant en module il vient, en utilisant l’inegalite Cvidente 
2 I Re A2 I I@, 4 < I A I2 I Re X2 I II u II2 + w II Au 112, 
et en reportant dans (2.3) 
(I h I2 - I Re X2 I) (I X I2 II u II2 + & II Au 112) 
< IQ” - 0)~ \I2 + 4 ( X I2 cos 0 / JyOG~~ 
d’oh l’inegalite (2.2), en remarquant que dans ce 2Cme cas 
/ h I2 - 1 Re A2 ] = 2 1 h I2 cos2 8. 
En it&ant, on va en deduire le 
LEMME 2.3. II existe une co&ante C > 0 telle que 
C cod B (i. / A4 Ik /I A2-“u 112) 
< ll(X2 - A)2u II2 + 1 X j2 cos 6 
pour u E 9(R+n) n H,,2 et Re X > 0. 
De’monstration. On applique le lemme precedent a z, = (X2 
pour u E .C@(IZ+“) n Ho2, il vient 
C cos2 e(l X I4 II@” - A)u II2 + 11(X2 - A) Au 11”) 




on minore chaque terme du ler membre en utilisant encore le Lemme 
2.2: 
C cm2 e(l X I2 II ZJ II + II Au II”) < 11(x2 - 4~ II car u EHo2 
et 
C cos2 8 (I X I2 11 Au 112 + I/ A2u II”) 
411(X2-~)~U112+l~12cos~~~r2~~~~, 
d’ou l’inegalite (2.4) en combinant ces trois dernieres inegalites. 
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Pour dkmontrer la Proposition 2.1 il reste h majorer le terme - 
1 J y2u * y3u 1, c’est le 
LEMME 2.4. II existe une co&ante C pour laquelle on a 
lh12cose/ jY2Gq ~&ll(12-4zuIlz (2.6) 
pour u E B(R+“) n Ho2 et Re /\ > 0. 
La dkmonstration de ce lemme se fera au moyen de deux sous 
lemmes. Auparavant introduisons les notations suivantes: 
On note la transformation de Fourier par 
d(t) = J” e?%(x) dx oh x . 6 = C xi~i 
et la transformation de Fourier partielle 
ti(p, x,) = j,e-l e&.“u(x’, x,) dx’ avec x = (x’, x,), 
on note la transform&e de Laplace par une majuscule, par exemple 
o(ics,, p) = 1:” e-‘%2(f’, x,) dx, . 
Pour abrCger, on pose 
z&(x’) = y&x’) = & 4x’, 4 . 
n s&=0 
Le lemme suivant donne l’expression des traces u2 et us en fonction du 
2kme membre. 
LEMME 2.5. On d$nit la fonction fpar f(x’, xn) = (h2 - 4)2 u(x, xn) 
si x, > 0 et f = 0 si x, < 0. Alors pour u E B(R+“) n H,,2 on a avec 
les notations pre’ce’dentes 
f&(5’) = g (f, 5) 
et 
f&4(5’) = &f, 0 - 5 $ (5’9 1) 
ozi 5 dhigne la racine car&e de X2 + ( f’ I2 vkifiant Re 5 > 0. 
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Dhmastration. On note encore u le prolongement par 0 pour 
x, < 0 de u(x’, xn). On a au sens des distributions sur R” 
et par transformation de Fourier en x’ et de Laplace en x, il vient 
(X2 + I f’ 12 - p”)” t%‘, P) = q5’7 P) - d3(51) - P~z(E’)* 
Les deux membres sont des fonctions holomorphes de p pour 
Rep > 0, le premier membre ayant un zero d’ordre 22 pour p = 5 
on a done aussi 
et 
afi 
~2c5’) = ap (E's 5) 
d’oh l’on tire les expressions cherchees de 6, et ti, . 
Revenons a la demonstration du Lemme 2.4. L’CgalitC de Parseval 
s’ecrit 
(27+-l j u2(x’)u3(xI)dx’ = j ?i2(5’)a,od& 
on majore cette derniere integrale en utilisant les expressions trouvees 
pour 2i, et zi, il vient 
(2n)“-‘/ju&( < j,,,I$‘dg’+ ji+j@‘. (2.7) 
Or par definition on a 
I’(f’, 5) = j e-sxenf^(F, x,) dx, 
R+ 
et 
$ (4’, 1) = jR+ -x,e-r”‘f(5’, x,) dx, 
d’oh l’on deduit en utilisant l’inegalite de Schwarz 
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et 
/ $ (5’, 5) I2 < &p JR+ l&9 %d2 dxn * (2.9) 
En reportant (2.8) et (2.9) dans (2.7) on trouve 
On est done conduit a preciser le comportement de Re 5 en fonction 
de h, c’est le 
LEMME 2.6. Soit 5 la racine carrte de X2 + / 5’ I2 vLri$ant Re < > 0, 
alors pour Re h > 0 on a 
/ Re 5 / > cos tY(/ X I2 + 1 4’ 12)1/2 (2.11) 
et bvidemment 
I 5 I < (I x I2 + I 5’ 12Y2. 
Admettons provisoirement ce lemme et finissons la demonstration de 
la Proposition 2.1. En combinant (2.10) et (2.11) il vient 
s b2<l <c ss I P(S, %A2 co53 l9(’ x ‘2 + / f ‘2) d5’ dxn 
d’ou 
’ h ‘2cos e IS I 
1 u,< < c- co3 e Sf (, x ,2’i’; 5’ I”) I.& d12 d5’ 4, 
soit encore 
<C &Ilf 112, 
ce qui demontre le Lemme 2.4 et en reportant (2.6) dans (2.4) on 
obtient finalement 1’inCgalitC (2.1). 
11 reste a demontrer le Lemme 2.6, ce qui est un simple exercice de 
trigonometric. Par raison d’homogeneite il suffit de prouver (2.11) 
quand I X I2 + 1 t’ I2 = 1 t e on peut aussi supposer que 0 < e < 7~12. 
Posons alors r = 1 h 12, dans ces conditions on a 
p = A2 + ’ 5’ 12 = rt+ + 1 - Y, 
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et en posant 5 = 01 + i/3 avec cy. > 0, il vient 
2 - /3” = 1 - r + r cos 20 = 1 - 2r sin2 B (2.12) 
et 
243 = r sin 20 = 2r sin 0 cos 8. 
Raisonnons par l’absurde, si on a 01 < cos 6’ alors l’egalite precedente 
implique 
r sin 0 < /3 
et par consequent 
a2 - p2 < cos2 0 - r2 sin2 0 = 1 - (1 + 9) sin2 0 
d’oh 
-=z 1 - 2r sin2 e 
ce qui contredit 1’CgalitC (2.12), on a done necessairement Re 5 = 01 3 
~0~ e. 
3. Cas ozi A et B Sont li Coejicients Variables dans R+n 
En utilisant le pro&de de Korn, on passe au cas des operateurs a 
coefficients variables: 
PA = A4 - 2PA(x, D) + B(x, 0). 
PROPOSITION 3.1. II existe une constante C > 0 telle que 
C ~0~3 0 II u 114,h G II pAu II + I h 12 r II u I12,1ir + r II u l14,11r (3.1) 
pour u E J~(R+~) n Ho2, supp u C B(0, r) et Re h > 1. 
Dkmonstration. On note les parties principales a l’origine par 
A,o = c u,(O)D=, B,o = 1 b,(O)Da = (A,0)2. 
/0[=2 joL1=4 
On peut toujours se ramener au cas Aoo = A et Boo = A2 par un 
changement de variables lineaire qui conserve l’hyperplan x, = 0. 
On suppose que la fonction u a son support dans la boule B(0, r) de 
rayon r centree a l’origine. 
Commencons par un lemme sur l’equivalence des normes dans la 
boule B(0, 1). 
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LEMME 3.2. I1 existe des constantes C, et C, > 0 telles que 
(3.2) 
pour tout u E 9(R+%) n Ho2 avec supp u C B(0, 1) et 1 X j > 1. 
De’monstration. On designe par V l’ouvert borne B(0, I) n R+m, il 
est bien connu que pour un c assez grand l’operateur A2 + c est un 
isomorphisme de H4( V) n Ho2( V) surL2( V). On en deduit, en utilisant 
les inegalites d’interpolation dans les espaces HS, que l’on a bien (3.2). 
RCcrivons l’inegalite de la Proposition 2.1 en tenant compte de (3.2) 
c axi3 0 I/ r.4. ll4,A < /l(h2 - Aj2u II. (3.3) 
Alors l’inegalite (3.1) decoule immediatement de (3.3) et du 
LEMME 3.3. II existe une constante C pour laquelle 
II PAu - (A2 - h2u II G C I h I2 r II u Il2.m + CT II u //4,1/r 
pour u E .$@I?+“) avec supp u C B(0, r) ozi 0 < T ,< 1 et Re h > 0. 
De’monstration. On a 
11 Pgi - (h2 - A)2u I/ < / h2 I &4(x, D) - 4’)~ II + I(+, D) - Bo”)u ll 
et grace a la regularit des coefficients de A et B 
G c I h I”@ II 24 II2 + II u Ill) + C(y /I ZJ II4 + II u 113) 
ce qui peut encore s’ecrire avec les normes dependant du paramkre 
l/r 
G c I x I2 r II u 112.1,r + CT II 24 /l4,1,r * 
La Proposition 3.1 est completement demontree. 
4. Fin de la De’monstration du Thkoordme 1.2 
On se place maintenant dans l’ouvert borne Sz, commencons par 
construire une famille de partitions de l’unid dependant d’un para- 
metre Y. 
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Tout d’abord on aura besoin de la 
Remayque 4.1. I1 est possible de construire un recouvrement de Q 
par des domaines de cartes locales, de facon a ce que toute boule 
B(x, Y) n L? soit incluse dans le domaine d’au moins une carte d&s que 
le rayon Y est assez petit mais independant du centre x. 
Par exemple on recouvre Rn par le reseau de tous les cubes ouverts de 
cot& de longueur 2 et dont les sommets ont des coordonnees entieres. 
Par une homothetie de centre 0 et de rapport suffisamment petit h, on 
t.ransforme ce recouvrement en un recouvrement par des domaines de 
cartes locales de Q et par construction toute boule B(x, h/2) est incluse 
dans I’un de ces domaines. On fixe pour la suite un tel systeme de 
cartes et on peut toujours supposer que les diffeomorphismes associes 
transportent toute boule B(x, Y) n L? a l’indrieur de B(0, I) n R+n 
pour Y < h/2. 
Construisons maintenant une famille de partitions de l’unite 
“uniformes” sur Rn. On fixe une fonction /? E SS(R”) avec B(X) > 0 si 
1 x 1 < 1 et p(x) = 0 si / x 1 3 3/2, et on pose 
11 est clair que y(x) > 0, y E C”(Rn) et y(x + j) = y(x) pour x E R* 
et j E Zn. On definit N(X) = /I(x)/y( x e on verifie immediatement que ) t 
les fonctions ai = ,(x - j) j E Z* realisent une partition de l’unite 
de Rn relative au recouvrement par les boules B( j, 3/2). Finalement on 
d&nit par homothetie la famille de partitions d&pendant du para- 
metre r 
q?(x) = a(-& (x - % j)) j E 2" 
subordonnee au recouvrement de Rn par les boules de rayons Y: 
B(2r/3 j, Y). Grace a l’invariance par translation, il existe une constante 
C telle que 
Pour alleger les notations on note dans la suite par cyi la fonction ~~j,r et 
on supposera toujours que Y < h/2 de facon A ce que chaque boule 
Bj = B(2~/3 j, Y) n Q soit incluse dans le domaine d’une carte. 
On pose uj = aj * U, ainsi U = Cj Uj , avec ces notations on a le 
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LEMME 4.2. I1 existe une con&ante C > 0 telle que 
c cos3 0 II uj Il4,n G II PAU llBj + r II 24 I14,1/r.Bj 
+ I x I2 (y II u II 2,1/r B, + ; II 24 lll.11r.8~) (4.1) 
De’monstration. La fonction uj a son support dans Bj qui est incluse 
dans une carte, on peut ainsi lui appliquer l’inegalite (3.1): 
C cos3 0 II uj /14,A < II PAui II + I h I2 r II % l12.11r + y II % 114,11~. (4.2) 
D’autre part, puisque ui = 01~ * u, on verifie aisement que 
11 % Ilkc.llr < c 11 u hr.Bj k = O,..., 4 
et 
En combinant ces deux dernieres inegalites avec (4.2) on trouve (4.1). 
Revenons A la demonstration du ThCoreme 1.2. Pour obtenir une 
inCgalitC sur 52, on fait la somme en j des inegalittk (4.1) en remarquant 
que chaque boule Bj en rencontre au plus 2” autres et que 
On trouve avec une constante C > 0 telle que 
c cos3 e II 24 ll4,A G II PAU II + r II u 114,1/r + ; II fd 113,1/r 
+ I A I2 (y II u ll2m + ;/I u Ilw) (4.3) 
Pour obtenir l’inegalite (1. l), il reste a determiner pour quelles valeurs 
de h on peut faire passer au premier membre de (4.3) les termes de 
perturbation. En comparant les coefficients des normes 11 Ilk k = O,..., 4 
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on trouve les cinq conditions suivantes, oh l’on pose pour abrtger 
c, = cos3 8, 
cc, - r 3 &Cc, ) 
ccc jh 13 - & - & - / h 12 - y >,BCl~13Cor 
C~,,X~4-~-~-~-~~~ClX14Cg. 
r 
On est done conduit a prendre r = &Cc, et il vient pour h la condition: 
pour une certaine constante C > 0, et comme c, = COG 8 = I Re X/A j3, 
on trouve finalement que h doit satisfaire A une inegalite de la forme 
Reh>ajXj6/6+b 
qui definie une d-region A (d = 6/5) oh l’on a 
cos3 e jl 24 /I 4,A,R G c II pnu I/D 
pour u E D et X E A. Ce qui demontre en particulier l’inegalite (1 ,l), 
de plus, pour h E Q on a 
car 
II p? II X+D = O(i x i1’2) 
1 I h I3 - = ~ = O(j A IV) 
toss 8 I ReXIS dans A. 
Remarque 4.3. On ignore si la valeur trouvee pour d (6/5) est 
optimum, par contre on montrera au numero suivant que l’on ne 
peut ameliorer de facon qualitative les resultats de regularit en t des 
solutions. 
Remarque 4.4. On aurait pu Ctudier avec les m&mes methodes, le 
cas plus general des operateurs du type des ondes itCrCes m fois 
5W7/3-6 
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((Dt2 - d)m) avec les conditions aux limites de Dirichlet yku = 0 
k = o,..., 712 - 1. On s’est limit6 au cas m = 2 car le cas general 
conduit a des developpements techniques fastidieux qui n’utilisent 
rien de nouveaux du point de vue des idees. 
5. Un Contre Exemple 
On peut se demander s’il ne serait pas possible d’obtenir, en 
ameliorant ces resultats, des resultats de regularit en t analogues a 
ceux que I’on a pour l’equation des ondes ordinaires (cf. par exemple 
[15, 161). En particulier, on pourrait esperer que l’operateur P, 
realise un isomorphisme de D sur X, non seulement quand h appartient 
a une d-region, mais pour X dans un demi plan Re A 3 y. Car il doit en 
&tre ainsi si I’on veut traiter ce probleme mixte par la methode de la 
transformation de Laplace en t ou par la technique des semi-groupes 
fortement continus. La reponse est negative, en effet l’etude du cas 
particulier le plus simple montre deja que l’on ne peut pas obtenir 
mieux qu’un region logarithmique pour A. En rCalitC ceci n’est pas 
surprenant car la partie principale de l’operateur P(D, , D, , x) est 
hyperbolique mais non strictement hyperbolique. D’ailleurs une 
situation analogue, mais relative au cas du probleme de Cauchy dans 
Rn pour un operateur a coefficients constants, a deja CtC CtudiCe par 
Hormander [lo, p. 1471 q ui ’ d emontre des resultats de regularite en se 
placant dans des espaces du type 9(d). 
Le contre exemple est le suivant: on prend 52 = ]- 1, + l[, 
P = (0,2 - d2/dx2)2, X = L2(Q), D = H4 n Ho2. Dans ce cas t&s 
simple on peut determiner explicitement pour quels X l’operateur 
P, = (X2 - d2/dx2)2 n’est pas un isomorphisme de D sur X, c’est la 
PROPOSITION 5.1. Les nombres complexes h pour lesquels PA n’est pas 
un isomorphisme, sont les solutions de 
2h + sh 2h = 0 ou de 2h - sh 2h = 0. 
Dbmonstration. 11 s’agit de determiner les X pour lesquels le 
probleme suivant admet une solution non identiquement nulle: 
(A2 - d2/dx2)2 u(x) = 0 -1 < x < +1, 
+tl) = 0, 
du 
,,(*I) = 0. 
On remarque que si u est solution alors U(-x) l’est aussi, par cons& 
quent il suffit de chercher les solutions paires ou impaires. 
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Les solutions paires sont necessairement de la forme 
u(x) = a ch hx + bx sh hx, 
on determine les constantes a et b en ecrivant que u satisfait aux 
conditions aux limites en x = + 1. On obtient le systeme 
achh +bshh = 0 
u sh A + b(sh h + h ch I\) = 0 
qui admet une solution non nulle si et seulement si 2h + sh 2h = 0. 
De m&me, on trouve des solutions impaires non nulles si et seule- 
ment si verifie 2A - sh 2X = 0. Ce qui demontre la proposition. 
On a alors besoin d’un resultat Clementaire sur la localisation des 
zeros de ces equations. 
LEMME 5.2. Les fonctions 2h + sh 2h et 2h - sh 2h admettent une 
injinite de zkos, qui vkifient pour / X j assez grand 
Dkmonstration. En comparant les zeros de la fonction 2h + sh 2h 
a ceux de sh U on verifie facilement que cela montre que 2h + sh 2X 
admet une infinite de zeros. Alors par raison de parite il y a une 
infinite de zeros a parties reelles positives, et en utilisant l’equation 
qu’ils verifient on trouve que ceux ci satisfont a 
De meme, pour 2h - sh 2h, ce qui demontre le lemme. 
Finalement on deduit que l’operateur P, est un isomorphisme quand 
X est dans une region logarithmique de la forme 
{A; Re X 2 a log(l + I A I) + 4 avec a > 0 
et par consequent dans aucun demi plan Re h 3 y. 
3. EQUATIONS DES ONDES AVEC CONDITIONS 
DE DERIVBE OBLIQUE NULLE AU BORD 
1. Enonce’ du Thtfordme 
On considere un operateur ‘du type des ondes 
P = D,2 - A(x, D,) 
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oh A est un operateur d’ordre 2 verifiant l’hypothbe H1 du 92. On se 
donne un operateur b(x, D,) de derivation d’ordre 1 a coefficients reels 
qui n’est jamais tangentiel sur le bord de 52, c’est a dire de la forme 
ou T(x, D) est un operateur de derivation tangentielle sur I’ = &Q, /3 
une fonction qui ne s’annule pas sur r, et a/an, designe de facon 
habituelle la derivation selon la direction conormale relative a A: 
En gros, on Ctudie le probleme suivant: &ant don&es f(t, x), v~(x) 
k = 0, 1 trouver u dans une “classe convenable” verifiant 
(Dt2 - A@, D)) u(t, 2) = f(t, x) dans R, x Sz, 
b(x, D)u = 0 sur r, 
D,‘cu(O, x) = Vk(X) pour k =O,l. 
Pour ce probkme on va demontrer le 
THBORBME 1.1. On se dome un opbateur dz$%rentiel A(x, 0%) dans 
un ouvert D borne’ et on suppose qu’il satisfait h l’hypothese H1 du 92. On 
lui associe un opbateur non borne’ A dans L2(sZ) = X en prenant pour 
domaine l’espace D = {u; u E H2(Q) et bu = 0 sur I’]. Alors l’opbateur 
satisfait h la condition C(d) avec d = 514. 
La demonstration suit les mCmes idees que celle du ThCoreme 1.1 $2, 
aussi on va seulement insister sur les points nouveaux. 
D’aprb le critere abstrait on est ramene Q 1’Ctude du spectre de 
l’optrateur A de domaine D. 11 suffit encore ici d’etudier l’injectivid 
de P,, = (h2 - A) car ce probleme aux limites est d’indice nul comme 
&ant homotope au probleme de Neumann (cf. [lo, p. 2651). Par 
consequent le ThCoreme 1.1 decoulera du 
THBOR~ME 1.2. I1 existe une constante C et une d-region A (d = 5/4) 
telles que 
(cos e)4’5 III.4 112.h G c w2 - 4u II 
pour u E D, h E A et 0 = arg A. 
(1.2) 
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C’est l’analogue du ThCoreme 1.2 $2 et la demonstration en est sem- 
blable, aussi on n’indique que la l&e &tape de sa demonstration: le cas 
des coefficients constants et homogenes dans I?+“, qui est d’ailleurs le 
point crucial dans ces questions. 
2. Cm ozi Q = R,n et A = A 
On pose aussi r = Rn-l, 
oh les tj sont des constantes reelles. 
Le but de ce numero est de demontrer la 
PROPOSITION 2.1. II existe we constante C > 0 telle que 
C cos* 4 h I* II u II2 + II Au II”) 
< W2 - 4~ II2 + ~0s 0 II bu /121,2,A,r + ax2 0 II ZJ~ ll1,2,r (2.1) 
pour u E 9(R+“) et Re A > 0. 
Oti la notation 11 Ilt,n,r designe la norme sur H*(R”-‘) qui depend de h 
et qui est dCfinie par 
11 u G,2,A,i- = s 
Rn-l (I X I2 + I 5’ 12Y2 I@?)I” ds’. 
La demonstration de cette proposition se fera au moyen d’une 
succession de lemmes. On part de l’inegalite (2.2) $2 que l’on recrit ici 
C cos2 e(l X I* II u II2 + II Au II”) 
~lI(~2--d)ul12+Ih12cosBIS~~~.~I (24 
pour Re h > 0 et u E 9(X+“). 
On est done conduit A exprimer les traces yiu = ui (i = 0, 1) en 
fonction de 
et de 
f(x’, x,) = (A2 - A) u(x’, x,) si x, > 0 et 0 sinon 




LEMME 2.2. Avec des notations analogues ci celles du Lemme 2.5 $2, 
on a pour u E .GB(R+“) 
do = WY 0 - @(4’) 
5 + iT(E’) 
Gf’) = iT(5’) ho + $(k’) 
oit 5 est la racine carre’e de h2 + / 5’ I2 vhifiant Re 5 > 0 et T(t’) = 
c;:; hkk . 
Dkmonstration. On a au sens des distributions 
(X2 - 4u =f - % 0 &2,,o) - f&J @ G~z,~o) , 
d’oh par transformation de Fourier-Laplace 
(X2 + I F I2 -P”) w, P) = &t’> P) - fw’) - P~oi,(O 
Alors en faisant p = 5 on trouve la relation 
fi,(P) + Szi,(E’) = w> 5) 
et par hypothbe on a 
4(5’) - iT(t’) I, = $45’) 
d’oti l’on tire a0 et 22, . 
On est maintenant en mesure de majorer j J you %I, c’est le 
LEMME 2.3. I1 existe une con&ante C > 0 pour laquelle on a 
s & w - 4~ 112 + ~0~2 8 II bu II:,~,~,~ + cos e II bu 115~~ (2.3) 
pour u E B(R+“) et Re X > 0. 
Dkmonstration. En utilisant les valeurs trouvees pour ti, et iz, et 
1’inCgalitC de Schwarz, il vient 
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Comme T(t’) est reel, on a j 5 + iT / > 1 Re 5 1, et en utilisant 
l’inegalite (2.11) 92 
1 5 + iT j > cos ~9(l h I2 + 1 5’ 12)1/2. 
En reportant dans (2.4), on trouve avec une constante positive C > 0 
et en utilisant l’inegalite (2.8) 92 il vient facilement 
+cose (I +15’l)I$12d5 J 
+ as2 6’ j- (I h I2 + I 5’ 12)1’2 14 I2 dt’] 
ce qui demontre le lemme. Enfin l’inegalite de la Proposition 2.1 
s’obtient en combinant (2.2) et (2.3). 
On termine ensuite la demonstration du Theoreme 2.1 avec le m&me 
technique de perturbation que celle utilisee pour son analogue au 92. 
Remarque 2.4. Nous n’avons pas de contre exemple montrant que 
l’operateur (A2 - A) n’est pas un isomorphisme de D sur L2 quand h 
parcourt un demi plan Re X > y. NCanmoins il y a un contre exemple 
de Ikawa [II], q ui montre que l’on ne peut avoir en g&-&al des 
resultats de regularit analogues a ceux que l’on obtient pour i’equation 
des ondes avec les conditions aux limites de Neumann ou de Dirichlet. 
En effet cet auteur demontre que l’inegalite d’energie associee a ce 
probleme n’est plus satisfaite. 
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