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Abstract
In this paper, we find the boundary dual of the symplectic form for the bulk fields in
any entanglement wedge. The key ingredient is Uhlmann holonomy, which is a notion of
parallel transport of purifications of density matrices based on a maximisation of transition
probabilities. Using a replica trick, we compute this holonomy for curves of reduced states
in boundary subregions of holographic QFTs at large N , subject to changes of operator
insertions on the boundary. It is shown that the Berry phase along Uhlmann parallel paths
may be written as the integral of an abelian connection whose curvature is the symplectic
form of the entanglement wedge. This generalises previous work on holographic Berry
curvature.
ar
X
iv
:1
91
0.
00
45
7v
1 
 [h
ep
-th
]  
1 O
ct 
20
19
Contents
1 Introduction 2
2 Uhlmann holonomy and fidelity 6
3 Holographic Uhlmann holonomy 8
3.1 Fidelity from a replica trick 9
3.2 Parallel purifications from Uhlmann’s theorem 16
3.3 Uhlmann phase 20
4 Symplectic form of the entanglement wedge 25
4.1 Subregion deformations and edge modes 26
4.2 Resolution of the boundary ambiguity 29
5 Conclusion 30
Acknowledgements 31
References 31
1
1 Introduction
Most research stemming from the discovery of the AdS/CFT correspondence [1, 2] can be
loosely sorted into two categories. The first involves using the duality to translate a hard
question about quantum field theory into an easier one about gravity, or vice-versa. This
translation makes use of the so-called holographic dictionary, i.e. the collection of 1-to-1 maps
between concepts in the bulk gravity theory and the boundary field theory. But many pages
of the dictionary remain empty, and the second category of research endeavours to fill these
pages with new entries, in order to both deepen our understanding of holography, and widen
the scope for its potential applications. In recent years a coherent picture of a particular section
of the dictionary, under the heading ‘subregion duality’, has emerged [3–14]. The entries in this
section make precise the relationship between boundary locality and bulk locality by identifying
properties of a given subregion of the boundary with those of an associated subregion of the
bulk. The current consensus is that the bulk dual of a boundary subregion with Cauchy surface
A is its ‘entanglement wedge’, which is the domain of dependence of a codimension 1 surface
in the bulk joining A with its Hubeny-Rangamani-Ryu-Takayanagi (HRT) surface (i.e. the
codimension 2 surface homologous to A in the bulk with extremal area). The standard depiction
of the entanglement wedge is given in Figure 1.1.
This paper makes an argument for a new entry in this section of the dictionary. To explain
our new entry, consider the classical large N limit of the bulk gravity theory. Such a limit should
permit a classical Hamiltonian description, including a phase space whose points correspond
to the different possible classical field configurations. The phase space comes equipped with
a symplectic structure, i.e. a closed non-degenerate 2-form on that space, which, physically
speaking, enables one to list all the pairs of conjugate variables in the theory, and to compute
Poisson brackets of functions of these variables. In principle, this information is all one needs
to construct a (low energy) perturbative Hilbert space.
A popular and versatile construction of the classical phase space of a theory of fields, known
as the covariant phase space formalism [15–29], is as follows. One considers the space of all
possible on-shell field configurations φ. Vector fields δφ on this space may be viewed as linearised
on-shell field variations. The change in the Lagrangian density L (which is a field-dependent
spacetime top form) corresponding to such a variation may always be written to linear order in
δφ as
δL = L[φ+ δφ]− L[φ] = δφ · E + dθ . (1.1)
The · denotes a sum over fields. E = E[φ] = 0 are the equations of motion, and are obeyed
for the configurations we are considering by construction, so the variation of the Lagrangian is
just equal to the exterior derivative of the form θ = θ[φ, δφ]. Consider now two different field
variations δ1φ, δ2φ. Since these are vector fields on phase space, one may compute their Lie
bracket [δ1φ, δ2φ], which gives a third field variation. Let us define
ω[φ, δ1φ, δ2φ] = δ1(θ[φ, δ2φ])− δ2(θ[φ, δ1φ])− θ[φ, [δ1φ, δ2φ]]. (1.2)
If Σ is a Cauchy surface, then
Ω =
∫
Σ
ω (1.3)
is an antisymmetric bilinear functional of the field variations δ1φ, δ2φ, and hence is a 2-form on
phase space. One may further show that it is closed. In the covariant phase space formalism, Ω
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Figure 1.1: The entanglement wedge of a boundary subregion A
is defined as the domain of dependence of a partial Cauchy surface
Σ interpolating between A and its associated HRT surface Υ. (The
colour scheme here will be used throughout this paper. Blue colouring
indicates something on the boundary, whereas red colouring indicates
something in the bulk.)
is the symplectic structure. If one wants a symplectic structure for the degrees of freedom in a
subregion, one may generalise the above so that Σ is only a partial Cauchy surface, and then Ω
would be the symplectic structure for the domain of dependence of Σ.
Unfortunately this recipe has a well-known ambiguity in the presence of boundaries. The
form θ is only defined up to the addition of an exact form, which means that Ω is only defined
up to the addition of an integral over ∂Σ. Let us now make a distinction between what one
might call ‘external’ and ‘internal’ boundaries. An external boundary is one beyond which there
is no physics – for example, asymptotic infinity is an external boundary. On the other hand, an
internal boundary is the imaginary divider between whichever subregion we wish to consider and
the rest of the system. If Σ is a complete Cauchy surface, then ∂Σ is entirely external. However,
when Σ is only a partial Cauchy surface, ∂Σ may contain internal components. The ambiguity
may be brought under control at external boundaries (e.g. [27, 30]), and at internal boundaries
in non-gravitational theories (e.g. [31]), but a resolution at internal boundaries in a gravitational
theory has been unclear. As a consequence, the ambiguity has inevitably been lurking in the
background whenever these techniques have been used to understand locality in gravity. The
ambiguous boundary terms are particularly important whenever one is trying to understand the
role of edge modes and gauge transformations in the factorisation of the gravitational Hilbert
space [32–37], and in the closely related study of black hole soft hair [38–43].
In the case where Σ is a complete Cauchy surface for a bulk asymptotically AdS spacetime
in a holographic theory, the boundary dual to Ω has recently been understood in terms of the
Berry curvature [44–49] of the boundary Hilbert space. To remind the reader of the definition
of Berry curvature, consider a closed curve C : S1 → H of normalised states in a Hilbert space
H, and suppose we choose a sequence of n states ordered along this curve, |ψ1〉 , |ψ2〉 , . . . , |ψn〉.
Consider a limit in which n→∞ and the states |ψi〉 densely cover the curve C, as shown in
Figure 1.2. Then one may show that
〈ψ1|ψn〉 〈ψn|ψn−1〉 . . . 〈ψ3|ψ2〉 〈ψ2|ψ1〉 −→ exp(iγ), (1.4)
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H
|ψ1〉
|ψ2〉|ψ3〉|ψ4〉
|ψ5〉
|ψ6〉
|ψ7〉
|ψ8〉 |ψ9〉
|ψ10〉
· · ·
|ψn〉 limn→∞
Figure 1.2: To find the Berry phase of a curve of normalised states in
a Hilbert space H, one picks a sequence of states |ψi〉 along that curve,
and computes the product of the successive transition amplitudes
between these states. One then takes the limit in which the sequence
of states densely covers the curve.
where γ =
∮
C a, and
a = i 〈ψ|d|ψ〉 (1.5)
is a real 1-form on Hilbert space. In other words, upon traversing the curve C, the state of the
system picks up a phase shift given by γ. This is the Berry phase.1 The map |ψ〉 → eif |ψ〉,
where f is a real function on Hilbert space, is a gauge transformation that leaves the Berry
phase unchanged. However, under this transformation we do have a→ a− df . In other words
a transforms like a U(1) connection; it is called the Berry connection. The curvature of the
Berry connection (called the Berry curvature) is gauge-invariant, and is given by the formula
da = i d 〈ψ| ∧ d |ψ〉 . (1.6)
Returning to the holographic context, one may construct boundary states |λ〉 by inserting
operators in a Euclidean path integral. The parameters λ are the coefficients of these operator
insertions, and set the boundary conditions for the bulk fields; in the classical limit there
is a 1-to-1 map between the boundary conditions λ and bulk field configurations φ. It was
shown in [50, 51] that the bulk symplectic form is equal to the pullback of the boundary Berry
curvature through this map. In light of subregion duality, an immediate question presents itself:
is there a generalisation of this result to subregions? The purpose of this paper is to answer
this question in the affirmative.
On the boundary side, we consider states |λ〉 reduced to a fixed subregion A. To be precise,
this means the reduced density matrix
ρ(λ) = trA¯ |λ〉 〈λ| , (1.7)
where trA¯ denotes a trace over the part of the boundary Hilbert space containing the degrees
of freedom in A¯, the complement of A. Because of entanglement between A and A¯, ρ(λ) is in
1 The original definition of Berry phase in terms of the eigenstates of a slowly varying Hamiltonian is a
special case of the one given here. This simpler and more general definition is sufficient for our purposes.
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general a mixed state, but Berry phases are only defined for pure states. Thus, we will need
a generalisation of Berry phase. The generalisation we use is due to Uhlmann [52–55], and is
based on a maximisation of transition probabilities between purifications of density matrices.
This leads to a notion of holonomy in the space of purifications, and will be described in more
detail in Section 2. For now, suffice it to say that to any closed curve of density matrices of the
above form one may associate a phase shift, which we will refer to as the Uhlmann phase, and
which may be written in terms of the integral of a connection around that curve. The curvature
of this connection is the boundary quantity that we are interested in.
On the bulk side, one may compute the symplectic form Ω of the entanglement wedge of
A, using the covariant phase space recipe. Such a symplectic form is subject to the boundary
ambiguity mentioned above at the HRT surface, which is an internal boundary. There is a
particular way to resolve this ambiguity which will be described in this paper.
Our claim is that this now unambiguous entanglement wedge symplectic form is exactly
dual to the curvature of the Uhlmann phase of A. This generalises in a very natural way the
result of [50, 51]. At the same time, it fulfils a more general principle for resolving the boundary
ambiguity in the symplectic form. In a certain sense, the boundary ambiguity is representative
of the following fact. When one divides space into two subregions joined by a common boundary,
one must make a choice about the degrees of freedom that lie on that boundary. In particular,
one must decide which of the two subregions each such degree of freedom should be associated
with, and in principle, without additional constraints, one is free to make this decision however
one likes. However, the holographic context is an additional constraint. There is only one way
to sort the degrees of freedom on the boundary in a way that is consistent with subregion
duality. The resolution of the ambiguity presented in this paper is thus exactly the one implied
by the holographic correspondence.
It is worth pointing out that Uhlmann holonomy is a direct probe of entanglement. Thus,
our result adds to the long-growing list of evidence that entanglement is a key ingredient in the
emergence of bulk physics. Related ideas concerning entanglement and holonomy have appeared
in [56–58]. However, in those papers the authors were chiefly concerned with deformations
of boundary subregions in the presence of fixed sources, whereas here we fix the boundary
subregion and vary the sources. A unified picture of the results in those papers and the present
one is likely to exist, and a potential approach to this will be presented in Section 4.1.
This paper begins with a brief review in Section 2 of Uhlmann holonomy, and the related
notions of fidelity and parallel purifications. In Section 3, we describe the construction of
holographic states reduced to a subregion, and use a replica trick to find a convenient formula
for the fidelity of such states. This allows us to find a sequence of parallel purifications along
any given curve of such states, and to compute the Uhlmann phase of the curve. In Section 4,
we demonstrate the equivalence between the curvature of this phase and the symplectic form of
the entanglement wedge, and describe the way in which the boundary ambiguity is resolved.
We also comment upon the existence of edge modes corresponding to deformations of the HRT
surface. We conclude the paper in Section 5 with some brief discussion and comments on
possible applications.
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2 Uhlmann holonomy and fidelity
In this section we will briefly describe and motivate Uhlmann holonomy. The proofs of
several claims below can be found in the literature, e.g. in [52–55].
Suppose ρ is a density matrix acting on a Hilbert space H. A purification of ρ is a pure state
|ψ〉 (which we will assume for simplicity is normalised) in an extended Hilbert space H⊗H′
such that
ρ = tr′ |ψ〉 〈ψ| , (2.1)
where tr′ denotes a partial trace over H′. The auxiliary space H′ can be any Hilbert space one
wants, and for each choice there can exist many possible purifications of a given density matrix.
Let us suppose that by measuring a system at two different times we determine that it is
initially in one state ρ1, and then subsequently in a different state ρ2. Let us also assume also
that these density matrices arise as reductions of some pure states |ψ1〉 , |ψ2〉 in an extended
system, but that we know nothing else about those states. Despite our ignorance about each of
the purifications by themselves, we can say something about the relationship between them. In
particular, the transition probability for |ψ1〉 → |ψ2〉 is
| 〈ψ2|ψ1〉 |2. (2.2)
The key idea of Uhlmann is to assume that |ψ1〉 , |ψ2〉 maximise this probability. If we are in
a classical regime in which the transition probability distribution is sharply peaked, then on
statistical grounds this assumption is a good approximation. We call purifications which satisfy
this maximisation condition ‘parallel’.
The following relation holds if and only if |ψ1〉 , |ψ2〉 are parallel purifications:
| 〈ψ2|ψ1〉 | = tr
(√√
ρ1ρ2
√
ρ1
)
. (2.3)
Here the square root of a positive Hermitian operator is just defined in terms of its spectrum.
The quantity on the right-hand side is known as the fidelity of ρ1, ρ2, and it is the square root
of a generalisation of transition probability to mixed states. This result, sometimes known
as Uhlmann’s theorem, provides a useful criterion for determining when two purifications are
parallel, and we will make use of it in this paper. It is proven, for example, in [59].
Parallel purifications are not unique, because if |ψ1〉 , |ψ2〉 are purifications satisfying (2.3),
then so are
eif1(I ⊗ U) |ψ1〉 , eif2(I ⊗ U) |ψ2〉 , (2.4)
where f1, f2 are any two real numbers, and U is any unitary operator acting on the auxiliary
Hilbert space H′. Indeed, the transition probability (2.2) is unaffected if we change the states
in this way. By choosing f1, f2, U appropriately, one can in fact obtain all possible parallel
purifications of ρ1, ρ2.
Suppose now that we have a closed curve C of density matrices acting on H, and let
ρ1, ρ2, . . . , ρn be a sequence of n density matrices ordered along this curve. Let us assume that
we have a sequence of states |ψ1〉 , |ψ2〉 , . . . , |ψn〉 in an extended Hilbert space H ⊗H′ such
that each |ψi〉 purifies ρi, and such that each consecutive pair |ψi〉 , |ψi+1〉 of states is parallel.
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Consider the limit in which n→∞ and the density matrices ρi densely cover the curve C. We
will assume that one can choose the phases of the purifications |ψi〉 is such a way that they
converge in this limit to a dense cover of a curve C˜ in H⊗H′. Then we say that C˜ is a parallel
lift of C.
One can directly construct parallel lifts for curves of faithful states2 in the following way.
Let t ∈ [0, 1] be a parameter along C such that ρ = ρ(t) is the density matrix at t, and consider
the differential equation
d
dt |ψ(t)〉 =
(∫ ∞
0
ds e−sρ(t)ρ˙(t)e−sρ(t) ⊗ I
)
|ψ(t)〉 . (2.5)
The integral on the right-hand side is convergent because ρ is a positive operator. Along with
an initial condition |ψ(0)〉 that purifies ρ(0), this equation may be solved to give a curve in
H⊗H′, and it may be verified that this curve is a parallel lift of C. Of course, this is not the
unique parallel lift of C, as (2.4) is still allowed, the continuous version of which is
|ψ(t)〉 → eif(t)(I ⊗ U) |ψ(t)〉 , (2.6)
for some real function f : [0, 1]→ R, and constant unitary U acting on H′. If we fix the initial
condition |ψ(0)〉, then one may set U = 1, f(0) = 0, and the space of all allowed parallel lifts
of ρ(t) is given by curves of the form eif(t) |ψ(t)〉. In this way, parallel lifts of density matrices
provide a notion of parallel transport of purifications modulo phase shifts. This is Uhlmann
holonomy.
It is worth noting that although C may be a closed curve, in general its parallel lift C˜ is not
(even up to phase shifts), as shown in Figure 2.1. This is because a purification will sometimes
not return to itself upon being parallelly transported around the curve. Indeed, we are only
guaranteed
|ψ(1)〉 = (I ⊗X) |ψ(0)〉 , (2.7)
where X is a unitary operator acting on H′. In other words, there is non-trivial curvature in
the Uhlmann holonomy. This is due to entanglement between H and H′. We cannot eliminate
X by doing a transformation of the form (2.6), because the operator U must be constant, and
so acts in the same way on both sides of (2.7).
Consider now the quantity γ defined by
eiγ = lim
n→∞ 〈ψ1|ψn〉 〈ψn|ψn−1〉 . . . 〈ψ3|ψ2〉 〈ψ2|ψ1〉 , (2.8)
i.e. the Berry phase along C˜. This is clearly invariant under a change in parallel purifications
|ψi〉 → eifi(I ⊗ U) |ψi〉, and so is uniquely defined for any closed curve C of density matrices.
We will refer to it as the Uhlmann phase of such a curve. For the special case of a curve of
density matrices representing pure states, the Uhlmann phase reduces to the Berry phase.
Uhlmann holonomy may be viewed as a map from a curve C in the space of density matrices,
and an initial purification |ψ〉 ∈ H ⊗ H′, to the unitary operator X in (2.7) (modulo phase
shifts). Since the group of unitary operators acting on H′ is in general non-abelian, it is clear
2 Faithful states are those with an invertible density matrix. All the states we consider in this paper are
either pure or faithful.
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ρ(t)
C
|ψ(t)〉
C˜
Figure 2.1: A curve C of density matrices gives rise to a parallel
lift C˜ of purifications. Even if C is closed, it may be impossible for C˜
to be, because of curvature in the Uhlmann holonomy.
that the Uhlmann holonomy is also non-abelian. However, in the classical regime the effects of
operator ordering become subleading, and so we can expect to be able to approximate eiγ as the
holonomy of an abelian U(1) connection on the space of density matrices.3 It is the curvature
of this connection that will interest us the most in the next section.
3 Holographic Uhlmann holonomy
In this Section, we will calculate the Uhlmann phase in a holographic theory. To start, we
will define the states of interest, and find an expression for their fidelity. This will then allow
us to invoke Uhlmann’s theorem to find parallel purifications, and from there compute the
Uhlmann holonomy.
Consider a d-dimensional holographic CFT. Let us define the following class of states:
|λ〉 = T exp
(
−
∫
τ<0
dτ dd−1xλ(τ, x) · O(τ, x)
)
|0〉 . (3.1)
Here O is supposed to denote all possible single trace operators dual to bulk fields, and the
parameter λ is a function which sources these fields. The T denotes a Euclidean time τ ordering,
and the remaining coordinates x are the spatial ones. The state |0〉 on the right-hand side is
usually the vacuum, whose wavefunctional is obtained by doing a Euclidean path integral over
half of a d-sphere. It could also be a more complicated background state such as the thermofield
double in two copies of the CFT, whose wavefunctional arises from a Euclidean path integral
over Sd−1 × Iβ/2, where Iβ/2 is an interval of length β/2 and β is the inverse temperature. Let
us label the manifold on which this path integral is performedM−. The effect of the operator
in front of |0〉 is to introduce additional sources onM− in this path integral.
The dual states to |λ〉 may be written
〈λ| = 〈0|T exp
(
−
∫
τ>0
dτ dd−1xλ∗(−τ, x) · O†(τ, x)
)
. (3.2)
One sees that 〈λ| is related to |λ〉 by a complex conjugation and reflection of the sources across
τ = 0. Following [50], we will refer to this transformation as Z2 + C, where Z2 refers to the
3 The reader may be concerned with the imprecision in the justification of this statement. We will only
comment that, in the holographic case described in this paper, eiγ does indeed take this form in the large N
limit.
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time relection, and C refers to the complex conjugation. Let us call the reflected manifold on
which this state is preparedM+.
The inner product of two such states may be evaluated as a path integral over the manifold
obtained by gluing M− and M+ at their boundaries. By ‘gluing’, we mean identifying all
the fields there, and summing over them. At leading order in the classical large N limit, the
holographic dictionary allows us to write this as
〈λ2|λ1〉 = e−S(λ1,λ2), (3.3)
where S(λ1, λ2) is the on-shell gravitational Euclidean action evaluated on a (d+ 1)-dimensional
bulk with boundary conditions matching the sources λ1(τ, x) for τ < 0 (i.e. onM−), and λT∗2 (τ, x)
for τ > 0 (i.e. onM+). Here the superscript T denotes a time reflection, so λT∗2 (τ, x) = λ∗2(−τ, x).
In this paper, unless stated otherwise, all bulk actions are Euclidean. Figure 3.1 contains an
illustration of the path integrals for |λ〉, 〈λ| and 〈λ2|λ1〉.
We will use φ to denote the collection of bulk fields dual to boundary operators. It was
shown in [50] that, at leading order in large N , the Berry curvature for normalised states of
the above form matches exactly with the symplectic form of the bulk fields, where bulk field
variations δφ are related with changes in boundary sources δλ via the holographic dictionary.
Let us now fix a proper subregion A ⊂ ∂M− of the boundary CFT at τ = 0, and factorise
the boundary Hilbert space as H = HA⊗HA¯, where HA,A¯ are the Hilbert spaces for the degrees
of freedom in A, A¯ respectively, and A¯ is the complement of A. The state in A in the presence
of the sources λ is given by the density matrix
ρ(λ) = eS(λ,λ) trA¯ |λ〉 〈λ| , (3.4)
i.e. by tracing over all degrees of freedom in A¯. The prefactor involving S(λ, λ) is necessary for
the correct normalisation. This density matrix can be prepared by computing a path integral
over the manifold obtained by gluing A¯ ⊂ ∂M− to its mirror image under Z2 +C in ∂M+. This
is shown in Figure 3.2. The state ρ(λ) is in general mixed due to the presence of entanglement
between HA and HA¯ in |λ〉.
3.1 Fidelity from a replica trick
Suppose we have prepared two such states ρ1 = ρ(λ1), ρ2 = ρ(λ2) in this way. In this section we
will find an expression for the fidelity of these two states. The fidelity of holographic states has
previously been considered in [60–62] and others.
Consider the operator
√√
ρ1ρ2
√
ρ1, whose trace is the fidelity of ρ1 and ρ2. This operator is
positive since √
ρ1ρ2
√
ρ1 = (
√
ρ2
√
ρ1)†
√
ρ2
√
ρ1. (3.5)
Furthermore, by (2.3) the fidelity is equal to the inner product of two normalised states, and
so the trace of this operator is less than or equal to 1. Note that in a QFT reduced states in
proper subregions are faithful, so we can conclude that the operator is invertible and that all
its eigenvalues lie strictly between 0 and 1.
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λ|λ〉
M−
λT∗
〈λ|
M+
Z2 + C
(a)
λT∗2
λ1
〈λ2|λ1〉
M−
M+
(b)
Figure 3.1: (a) The states |λ〉 we are considering are prepared by
a Euclidean path integral. The function λ parametrises insertions
of operators in this path integral. The dual states 〈λ| are prepared
by doing the same path integral, but with everything acted upon
by Z2 + C, where Z2 is Euclidean time reflection and C is complex
conjugation. (b) The inner product of two such states is computed
by doing a path integral on the manifold obtained by gluing together
the two constituent manifolds along their boundaries. At large N ,
this manifold sets the boundary conditions for the bulk fields.
λT∗
λ
A¯A
ρ(λ)
Figure 3.2: The density matrix ρ(λ) for a subregion A may be
prepared by taking the path integrals for |λ〉 and 〈λ|, and gluing
along A¯, the complement of A.
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Let us define the ‘replicated fidelity’4
Fk = tr
(
(√ρ1ρ2√ρ1)k
)
. (3.7)
By the above considerations, Fk is analytic in k, and absolutely bounded by 1 for Re k ≥ 12 . By
Carlson’s theorem, Fk is therefore uniquely determined in this range by the values it takes on
positive integers k. Our strategy to find the fidelity will be to compute Fk for k ∈ Z>0, and
then to analytically continue back to k = 12 . This is easier than a direct calculation of the
fidelity because the cyclic property of the trace means we can write
Fk = tr
(
(ρ1ρ2)k
)
for k ∈ Z>0. (3.8)
For the states we are considering, one may compute (3.8) with a path integral. The manifold
over which this path integral should be evaluated contains 2k copies of each ofM− andM+,
which we label M−i ,M+i respectively, with i = 1, . . . , 2k (we will use notation in which the
index i is taken mod 2k). The subregions A and A¯ will be labelled Ai, A¯i respectively in ∂M−i ,
and we will temporarily use A+i , A¯+i to label their mirror images in ∂M+i . In the path integral
for (3.8), one glues A¯i to A¯+i , and Ai to A+i+1. One then inserts sources λ1, λ2 on M−i , and
λT∗1 , λ
T∗
2 on M+i , for (w.l.o.g.) odd/even i respectively. In this way one constructs a path
integral on a 2k-fold replicated version of the original manifold, which is portrayed in Figure 3.3.
At large N , we may use the holographic dictionary to write the replica path integral in
terms of the bulk action. Let S(k)(λ1, λ2) be the gravitational action evaluated on the on-shell
bulk field configuration φ whose boundary conditions are set by the sources in the replica path
integral as described above. Then at leading order in N we have
Fk = exp
(
kS(λ1, λ1) + kS(λ2, λ2)− S(k)(λ1, λ2)
)
, (3.9)
where the contributions of S(λ1, λ1) and S(λ2, λ2) come from the normalisation in (3.4).
When λ1 = λ2, the replica path integral has the following symmetries:
• One may cyclically permute the individual replicas, sendingM−i →M−i+1 andM+i →
M+i+1. This Z2k symmetry is called replica symmetry.
• One may reflect the entire replicated manifold across Ai ∪ Ai+k (i.e. the black circles in
Figure 3.3), while also taking the complex conjugate of all the sources. This is a version
of the original Z2 + C symmetry. We refer to this as Ti symmetry.
• Similarly, one may reflect the entire replicated manifold across A¯i ∪ A¯i+k (i.e. the blue
circles in Figure 3.3), while also taking the complex conjugate of all the sources. This is
another version of Z2 + C symmetry, and we refer to it as T¯i symmetry.
4 It is worth pointing out that this replica trick is different to the one employed in [63]. In that paper, the
‘relative Rényi entropy’
Sk =
1
k − 1 log tr
((
ρ
1−k
2k
1 ρ2ρ
1−k
2k
2
)k)
(3.6)
was the object considered. This is supposed to give the fidelity in the limit k → 12 . It would be interesting to
see if one could use the relative Rényi entropy to get similar results to the ones found here.
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M−1
M+1
A¯1
A1
M−2M+2
A¯2 A2
M−3
M+3
A¯3
A3
M−4
M+4
A¯4
A4
M−5 M+5
A¯5
A5
M−6
M+6
A¯6
A6
λ2λ
T∗
2
λ1
λT∗1
λ2
λT∗2
λ1 λT∗1
λ2
λT∗2
λ1
λT∗1
Ti
T¯i
Z2k
Figure 3.3: The 2k-replicated manifold on which the path integral
for the replicated fidelity Fk is performed. The arrows show the actions
of Z2k replica symmetry, and the two types of Z2 +C symmetry called
Ti and T¯i. (The case shown is for k = 3.)
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However, when λ1 6= λ2, some of these symmetries are violated:
• Replica symmetry is broken down to the subgroup Zk generated by the permutation
sendingM−i →M−i+2 andM+i →M+i+2.
• Ti symmetry is broken entirely.
• However, T¯i symmetry is maintained.
We will assume that the symmetries that hold on the boundary continue to hold in the bulk,
i.e. they are not spontaneously broken.
From now on, we will write λ2 = λ1 + δ1λ, and assume that δ1λ is small. Let us use φ1 to
denote the bulk fields at δ1λ = 0. We can decompose this bulk in the following way. Let Υ be
the codimension 2 surface in the bulk which is fixed by replica symmetry. Also, let Σi, Σ¯i be
codimension 1 surfaces extending from Υ to Ai, A¯i respectively, such that Ti fixes Σi, T¯i fixes Σ¯i,
and replica symmetry maps Σi → Σi+1, Σ¯i → Σ¯i+1. We can then divide the bulk into 4k pieces
N−i and N+i , where N−i is bounded by Σi ∪ Σ¯i ∪M−i , and N+i is bounded by Σ¯i ∪ Σi+1 ∪M+i .
This is depicted in Figure 3.4, which may be thought of as the cross section of Figure 3.3 when
cut along the plane of the page.
When δ1λ is allowed to become non-zero, the bulk field configuration picks up a perturbation
δ1,2φ obeying the linearised equations of motion, and consistent with the Zk subgroup of replica
symmetry, and T¯i symmetry. In terms of the Lagrangian density L = L[φ1 + δ1,2φ], we have
S(k)(λ1, λ1 + δ1λ) =
2k∑
i=1
(∫
N−i
L+
∫
N+i
L
)
= k
(∫
N−1
L+
∫
N+1
L+
∫
N−2k
L+
∫
N+2k
L
)
= 2kRe
(∫
N−1
L+
∫
N+2k
L
)
,
(3.10)
where the second line follows from Zk replica symmetry, while the third line follows from T¯1
and T¯2k symmetry. Thus, we can understand S(k)(λ1, λ2) purely in terms of the contribution to
the action from N = N−1 ∪N+2k.
At δ1λ = 0, by replica symmetry the fields at Σ¯1 are equal to those at Σ¯2k, so we can
smoothly identify these two boundaries of N . The result is a bulk manifold with the same
boundary conditions as the density matrix ρ(λ1), and which is smooth everywhere except
for a conical singularity of opening angle pi/k at Υ. This is demonstrated in Figure 3.5. As
k → 12 , this conical singularity goes away, and we are left with just the action evaluated on
the on-shell bulk field configuration matching the boundary conditions of ρ(λ1). Thus, upon
analytic continuation to k = 12 , we may write
S(k)(λ1, λ1)→ S(λ1, λ1). (3.11)
When δλ is small but non-zero, we can no longer use replica symmetry to compare the
fields at Σ¯1 and Σ¯2k. However, we can still treat the perturbation δ1,2φ as living on N . Let
us simplify the notation by discarding subscripts when referring to parts of this spacetime, so
writing Σ = Σ1, Σ¯ = Σ¯1 = Σ¯2k, and so on. Note that the fields at Σ¯1 differ from those at Σ¯2k,
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A1
A¯1
Σ1
Σ¯1 N−1
N+1
M−1
M+1
A2
A¯2
Σ2Σ¯2
N−2N+2
M−2M+2
A3
A¯3
Σ3
Σ¯3
N−3
N+3
M−3
M+3
A4
A¯4
Σ4
Σ¯4
N−4
N+4
M−4
M+4
A5
A¯5
Σ5 Σ¯5
N−5 N+5
M−5 M+5
A6
A¯6
Σ6
Σ¯6
N−6
N+6
M−6
M+6
Υ
Figure 3.4: The bulk corresponding to Fk. Assuming the symmetries
of the boundary continue to hold in the bulk, we may decompose it
as shown. (The case shown is for k = 3.)
A1
A¯1
A¯2k
Σ1
Σ¯1
Σ¯2k
N−1
N+2k
M−1
M+2k
Υ
Υ
pi/k
N+
N−
M+
M−
Σ¯+
Σ¯−
Σ A¯A
Figure 3.5: S(k) may be understood in terms of the on-shell action
for a bulk manifold N with a conical defect of opening angle pi/k at Υ.
This manifold is constructed by identifying Σ¯− = Σ¯1 with Σ¯+ = Σ¯2k
in N−1 ∪N+2k.
14
and so δ1,2φ must be discontinuous when crossing Σ¯. When we need to refer to the field on
either side of Σ¯, we will use the notation Σ¯− = Σ¯1 and Σ¯+ = Σ¯2k. Besides the discontinuity at
Σ¯, and the conical defect at Υ, δ1,2φ is otherwise smooth on N .
We need to characterise the discontinuity at Σ¯ in such a way that permits an easy analytic
continuation in k. To do so, let δx1,2φ be the bulk field variation obtained by acting on δ1,2φ
once with Z2k replica symmetry, and let
δ1φ = δ1,2φ+ δx1,2φ, (3.12)
δ˜1φ = δ1,2φ− δx1,2φ. (3.13)
By linearity, δ1φ, δ˜1φ are solutions to the linearised equations of motion. Under the action of
Z2k replica symmetry, δ1φ, δ˜1φ change by a ± sign respectively. From this we may deduce the
following about δ1φ, δ˜1φ restricted to N :
• δ1φ is continuous at Σ¯, while δ˜1φ changes sign when crossing Σ¯.
• The boundary conditions for δ1φ are given by δλT∗ onM+ and δλ onM−.
• The boundary conditions for δ˜1φ are given by δλT∗ onM+ and −δλ onM−.
These three conditions, along with T¯i symmetry, are sufficient to determine δ1φ, δ˜1φ in the entire
bulk replicated manifold, and so must be sufficient to determine δ1φ, δ˜1φ in N . They are simple
to understand for analytically continued k, and one may recover δ1,2φ from δ1,2φ = 12(δ1φ+ δ˜1φ).
When k → 12 , the conical defect at Υ vanishes. However, Υ remains important, because it is
the boundary of Σ¯, which is where δ˜1φ is discontinuous. For the usual reasons,5 at k = 12 , Υ
coincides with the surface of minimal area which is homologous to A, i.e. the HRT surface.
Also, it should be clear that at k = 12 we may write φ2 = φ1 + δ1φ, where φ2 is the bulk
field configuration for the boundary conditions λ2 atM− and λT∗2 atM+. This is because the
conditions on δ1φ listed above exactly agree with the conditions on φ2 − φ1.
Let us briefly comment on the symmetries of N .
• There is a Z2 + C symmetry which reflects everything across Σ ∪ Σ¯, including swapping
Σ¯− and Σ¯+, and complex conjugates the fields. This is in some sense inherited from the
Ti symmetry of the replicated spacetime. Under this symmetry, φ1 and δ1φ are invariant,
but δ˜φ→ −δ˜φ.
• There is another type of Z2 + C symmetry, distinct from the first, which acts only on the
fields at Σ¯±. It reflects all components of the fields in time, and complex conjugates them,
but it does not swap Σ¯− and Σ¯+. This symmetry is inherited from the T¯i symmetry of
the replicated spacetime. All of the fields φ, δ1φ, δ˜1φ are invariant under this symmetry.
We may now analytically continue (3.10) to k = 12 , and write
S(k)(λ1, λ1 + δλ) = Re(S[φ1,2]), (3.14)
5 The main reference is [64]. Very briefly, one may include a term in the action proportional to the area of Υ,
in order to allow for the conical singularity. In a saddlepoint approximation this area is minimised, and this
effect persists in the limit k → 12 .
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(b)
Figure 3.6: The boundary conditions for the bulk wavefunctionals
(a) 〈ϕ|λ〉 and (b) 〈λ|ϕ〉.
where S[φ1,2] denotes the action evaluated for the field configuration φ1,2 = φ1 + 12(δ1φ+ δ˜1φ)
on N . Therefore, using (3.9) we may write the fidelity as
tr
(√√
ρ1ρ2
√
ρ1
)
= F 1
2
= exp
(1
2S(λ1, λ1) +
1
2S(λ2, λ2)− Re(S[φ1,2])
)
. (3.15)
Thus, we have found an expression for the fidelity of the two holographic states ρ1, ρ2 in terms
of the action for the bulk field configuration φ1,2.
3.2 Parallel purifications from Uhlmann’s theorem
It is the objective of this section to construct parallel purifications |ψ1〉 , |ψ2〉 of the two density
matrices ρ(λ1), ρ(λ2). This will be done by using the expression for the holographic fidelity
(3.15) in Uhlmann’s theorem (2.3).
For the first state we will simply take the normalised version of the state |λ1〉 constructed
with (3.1):
|ψ1〉 = e 12S(λ1,λ1) |λ1〉 . (3.16)
This is a purification of ρ(λ1) by construction.
We will use the bulk theory to construct |ψ2〉, so let us start by recalling some facts. At
large N , the wavefunctional for the bulk fields in the state |λ〉 may be computed with a bulk
path integral. In particular, one may write
〈ϕ|λ〉 =
∫ ϕ
λ
Dφ e−S−[φ], (3.17)
where the integral is done over all bulk field configurations whose boundary conditions are set
by λ at the asymptotic boundaryM−, and ϕ on a bulk surface B, as shown in Figure 3.6a. We
should emphasise our notation here: φ denotes the bulk fields, whereas ϕ denotes the boundary
data at B. S−[φ] is the bulk action of the field configuration with these boundary conditions.
The wavefunctional of the dual states 〈λ| may be written
〈λ|ϕ〉 =
∫ λ
ϕ
Dφ e−S+[φ] (3.18)
where the integral is done over all bulk field configurations with boundary data λT∗ atM+, and
ϕ at B. This is shown in Figure 3.6b. S+[φ] is the bulk action for these field configurations.
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The states |ϕ〉 make up a normalised basis for the bulk Hilbert space. The identity in this
basis is ∫
Dϕ |ϕ〉 〈ϕ| . (3.19)
This implies that
〈λ2|λ1〉 =
∫
Dϕ 〈λ2|ϕ〉 〈ϕ|λ1〉
=
∫
Dϕ
(∫ λ2
ϕ
Dφ+ e−S+[φ+]
)(∫ ϕ
λ1
Dφ− e−S
−[φ−]
)
=
∫ λ2
λ1
Dφ e−S[φ].
(3.20)
Where the last integral is done over all bulk field configurations whose boundary conditions are
given by λ1 atM−, and λT∗2 atM+. The action in the last line is S[φ] = S+[φ+] + S−[φ−]. At
large N , a stationary phase approximation recovers (3.3).
One may determine what kind of boundary conditions are set by the state |ϕ〉 by looking at
the variation of the bulk action S− =
∫
bulk L. When the bulk equations of motion are obeyed,
one has
δS− =
∫
M−
θ[φ, δφ] +
∫
B
θ[φ, δφ], (3.21)
The contribution at B determines the form of ϕ by the requirement that it vanishes when ϕ is
kept fixed. In particular this means that
∫
B θ can only depend on δφ through δϕ. For the toy
example of a scalar field with L = −12 dφ ∧ ∗ dφ, we have θ = −δφ ∗ dφ, so ϕ is just the initial
data for the scalar field on B.
There is an easy way to carry out a change of basis in the bulk Hilbert space: one simply
adds a boundary term of the form
SB =
∫
B
D[φ] (3.22)
to the action in (3.17). One must simultaneously subtract SB from the action in (3.18). The
variation of the new action S− =
∫
bulk L+
∫
BD reads
δS− =
∫
M−
θ[φ, δφ] +
∫
B
(
θ[φ, δφ] + δD[φ]
)
. (3.23)
This modifies the way in which the term at B depends on δφ, and therefore changes the type of
boundary data ϕ specified by the bulk state |ϕ〉. For the example of the scalar field, one might
pick D = φ ∗ dφ. Then we would have θ + δD = φ δ(∗ dφ), and hence ϕ would be the normal
derivative of the scalar field at B, i.e. its conjugate momentum in a canonical treatment.
We should note that the boundary data ϕ must be invariant under Z2 + C. This is to ensure
that a Wick rotation to a real Lorentzian spacetime exists, and states without this property
are not part of the bulk Hilbert space. It is also important that this does not mean that the
dominant field configuration in any stationary phase approximation must be Z2 + C invariant
at B. This is because stationary phase methods involve a complex deformation of the field
contour. For similar reasons, SB must be imaginary for all Z2 + C invariant field configurations.
This ensures, for example, that the form of the identity (3.19) is the same for different possible
choices of SB.
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Σ−
Σ
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M−
M+
Figure 3.7: Variations of the action in the presence of discontinuities
at Σ¯ lead to new boundary terms at Σ¯− ∪ Σ¯+ ∪BΥ.
Let us identify B with Σ ∪ Σ¯, as defined in Section 3.1. Let φ1 be the bulk on-shell field
configuration whose boundary conditions match those of ρ(λ1), and let δ1φ, δ˜1φ be the field
variations such that φ2 = φ1 + δ1φ, and φ1,2 = φ1 + 12(δ1φ+ δ˜φ) is the configuration relevant to
the fidelity of ρ(λ1), ρ(λ2), as discussed in the previous subsection.
Consider the classical phase space for the bulk field theory. We can view points in this phase
space as describing the fields at B. Consider a map Z1,2 from phase space to itself, whose
action does not affect the fields at Σ, but maps φ1,2|Σ¯− to φ1,2|Σ¯+ at Σ¯ (these differ by δ˜1φ|Σ¯−).
This defines the action of Z1,2 at certain points in phase space, and we may extend Z1,2 to a
symplectomorphism of the full classical phase space (a.k.a. a canonical transformation of the
classical variables). In the quantum theory there is a corresponding unitary operator X1,2 which
implements the action of Z1,2. Let ϕ±1,2 be the boundary data for φ1,2 on Σ ∪ Σ¯± respectively.
It is clear that
X1,2 |ϕ−1,2〉 = eix1,2 |ϕ+1,2〉 , (3.24)
where x1,2 is some real number that we will leave undetermined.
Let us see what happens when we insert this operator in between 〈λ2| and |λ1〉. Using path
integral notation, we have
〈λ2|X1,2|λ1〉 =
∫ λ2
λ1
Dφ+ Dφ− e−S
+[φ+]X1,2e
−S−[φ−]. (3.25)
The presence of X1,2 means that the integral is done over field configurations with the property
that the fields φ+ at B are related to the fields φ− at B by an action of Z1,2. Also, the boundary
conditions λ1, λT∗2 atM−,M+ must continue to hold.
An important question to ask is whether we can still use a stationary phase approximation
to evaluate this integral. A variation of the field configurations φ1, φ2 → φ1 + δφ2, φ2 + δφ2 in
the integrand leads to an expression of the form
e−S[φ2]+
∫
E[φ2]·δφ2e−
∫
B
θ[φ2,δφ2]X1,2e
∫
B
θ[φ1,δφ1]e−S[φ1]+
∫
E[φ1]·δφ1 . (3.26)
So in addition to the equations of motion, we pick up some terms at B, which could potentially
be an issue. However, we should view e−
∫
B
θ[φ2,δφ2] as a bulk operator, and when commuted
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past X1,2, the fields in this operator are acted upon by Z1,2. Thus,
e−
∫
B
θ[φ2,δφ2]X1,2e
∫
B
θ[φ1,δφ1] = X1,2e−
∫
B
θ[φ1,δφ1]e
∫
B
θ[φ1,δφ1] = X1,2, (3.27)
and so (3.26) becomes
e−S[φ2]+
∫
E[φ2]·δφ2X1,2e−S[φ1]+
∫
E[φ1]·δφ1 , (3.28)
i.e. only the equations of motion remain. Thus, the stationary phase method still works. In
particular, the path integral is dominated by field configurations which pick up an action of
Z1,2 when crossing B, and which obey the equations of motion elsewhere.
It seems like the dominant field configuration should be exactly φ1,2. However, there is one
additional constraint that must be satisfied. Consider the change in the bulk action under an
on-shell variation of the bulk fields φ1,2 → φ1,2 + δφ. Because of the discontinuities at Σ¯, we
should evaluate this action on a spacetime with Σ¯ removed, and this introduces new boundaries
Σ¯− ∪ Σ¯+ ∪BΥ, as shown in Figure 3.7. The surfaces Σ¯−, Σ¯+ are just on either side of Σ¯, while
BΥ wraps around Υ. Assuming that the holographic boundary conditions λ1, λ2 are fixed, the
variation of the action reduces to the boundary terms
δS[φ1,2] =
∫
Σ¯−
θ[φ1,2, δφ]−
∫
Σ¯+
θ[φ1,2, δφ] +
∫
BΥ
θ[φ1,2, δφ]. (3.29)
The terms at Σ¯−, Σ¯+ do not concern us because the presence of X1,2 means they cancel in the
path integral, as just explained. However, the contribution at BΥ is in general non-vanishing,
and interacts with X1,2 in a complicated way.
Recall from the Introduction that there is an ambiguity in the definition of θ. In particular,
we are free to carry out the change θ[φ, δφ]→ θ[φ, δφ] + dK[φ, δφ]. We will use this change to
remove the term at BΥ in (3.29). In other words, we pick a K such that∫
BΥ
θ[φ1,2, δφ] = −
∫
∂BΥ
K[φ1,2, δφ]. (3.30)
Note that each of these integrals should be considered in a limit in which BΥ tightly encloses Υ,
so the left-hand side really only depends on the fields at Υ, and the right-hand side becomes an
integral at Υ. Thus, it is possible to choose a K[φ, δφ] satisfying the above in such a way that
it only depends on the field configuration locally. From now on we will assume that we have
done this transformation θ → θ + dK, so that the boundary term∫
BΥ
θ[φ1,2, δφ] (3.31)
vanishes. This will be crucial for the resolution of the boundary ambiguity in the covariant
phase space formalism, and will be discussed further in Section 4.2.
Note that X1,2 commutes with observables on Σ. Bulk reconstruction [10, 12] implies that
X1,2 can therefore be treated as a unitary operator in the boundary theory acting on HA¯. By this
we mean that one may write X1,2 = IA ⊗XA¯ with respect to the decomposition H = HA ⊗HA¯,
where IA is the identity acting on HA, and XA¯ is a unitary operator acting on HA¯.
We are now ready to construct the state |ψ2〉. It is given by
|ψ2〉 = e 12S(λ2,λ2)X†1,2 |λ2〉 . (3.32)
19
Since X1,2 acts on HA¯, this is a genuine purification of ρ(λ2). It remains to show that |ψ1〉 and
|ψ2〉 are parallel. To do this, note that the stationary phase approximation allows us to write
〈λ2|X1,2|λ1〉 = e−S[φ1,2] 〈ϕ+1,2|X1,2|ϕ−1,2〉 . (3.33)
Using (3.24), the second factor on the right-hand side is equal to eix1,2 . Including the normalising
factors in (3.16) and (3.32), and taking the absolute value, one finds
| 〈ψ2|ψ1〉 | = exp
(1
2S(λ1, λ1) +
1
2S(λ2, λ2)− ReS[φ1,2]
)
. (3.34)
This matches exactly with the holographic fidelity found in the previous section. Therefore, by
Uhlmann’s theorem, |ψ1〉 and |ψ2〉 are parallel.
3.3 Uhlmann phase
By using the results of the previous subsection, we will now compute the Uhlmann phase
associated with a closed curve of holographic density matrices ρ(λ) reduced to a fixed subregion
A arising from a closed curve λ(t) of boundary sources.
First let us state our notation. Let λi, i = 1, . . . , n be a sequence of points ordered along
the curve of sources, and let ρi = ρ(λi) be the density matrices for these sources, obtained by
reducing the pure states |λi〉 (as prepared using (3.1)) to HA:
ρi = trA¯ |λi〉 〈λi| . (3.35)
Let φi be the bulk field configuration matching the boundary conditions set by the boundary
sources λi, and let δiφ be defined by φi+1 = φi + δiφ. Furthermore, let φi,i+1 = φi + 12(δiφ+ δ˜iφ)
be the bulk field configuration relevant to the fidelity of ρ(λi) and ρ(λi+1). We may construct
symplectomorphisms Zi,i+1 of the bulk phase space that map φi,i+1|Σ¯− to φi,i+1|Σ¯+ , and associated
unitary operators Xi,i+1. Let us define the real numbers xi,i+1 with
Xi,i+1
∣∣∣ϕ−i,i+1〉 = eixi,i+1 ∣∣∣ϕ+i,i+1〉 , (3.36)
where ϕ±i,i+1 is the boundary data for φi,i+1 at Σ ∪ Σ¯± respectively.
Consider the following sequence of states:
|ψ1〉 = e 12S(λ1,λ1) |λ1〉 , (3.37)
. . .
|ψi〉 = e 12S(λi,λi)X†1,2X†2,3 . . . X†i−1,i |λi〉 (3.38)
. . .
|ψn〉 = e 12S(λn,λn)X†1,2X†2,3 . . . X†n−1,n |λn〉 . (3.39)
Since each Xi,i+1 is a unitary operator acting on HA¯, it is clear that |ψi〉 is a purification of |λi〉
for all i. The prefactors involving S(λi, λi) ensure these states are normalised. Furthermore, we
have
〈ψi+1|ψi〉 = e 12S(λi,λi)e 12S(λi+1,λi+1) 〈λi+1|Xi,i+1|λi〉 (3.40)
= exp
(1
2S(λi, λi) +
1
2S(λi+1, λi+1)− S[φi,i+1] + ixi,i+1
)
. (3.41)
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where the second line follows from the same logic as in (3.33), and we are assuming that∫
BΥ
θ[φi,i+1, δφ] = 0. (3.42)
The condition (3.42) may be enforced by a suitable redefinition θ → θ + dK, as described
previously. In order for the bulk Hilbert space basis |ϕ〉 to be the same throughout the
proceeding argument, this redefinition must be done using a K that is the same for all i. This
is possible, and in fact one may enforce the stronger condition∫
BΥ
θ[φ, δφ] = 0, (3.43)
where here φ, δφ can be any field configuration and variation that might be discontinuous at Σ¯,
but obey the equations of motion elsewhere. Indeed, if (3.43) is not true, then we may pick a
K such that ∫
BΥ
θ[φ, δφ] = −
∫
∂BΥ
K[φ, δφ]. (3.44)
In the limit as BΥ tightly encloses Υ, both sides only depend on the fields at Υ. Thus we may
choose K such that it only has a local dependence on the fields. After redefining θ → θ + dK,
one then gets a θ satisfying (3.43).
One notes that | 〈ψi+1|ψi〉| matches with the fidelity of ρi, ρi+1. Thus, each consecutive pair
|ψi〉 , |ψi+1〉 of the above states is parallel. One therefore can obtain the Uhlmann phase by
computing the quantity
eiγ = lim
n→∞ 〈ψ1|ψn〉 〈ψn|ψn−1〉 . . . 〈ψ2|ψ1〉 . (3.45)
All but the first factor in this object may be computed using (3.41). It thus remains to compute
〈ψ1|ψn〉 = e 12S(λ1,λ1)e 12S(λn,λn) 〈λ1|X†|λn〉 , (3.46)
where
X† = X†1,2X†2,3 . . . X†n−1,n. (3.47)
Recall from the previous section that one may carry out a change of basis for the bulk Hilbert
space by modifying the action by a boundary term SB =
∫
BD. It will be convenient for us to
choose a D[φ] obeying the following condition for all i:
(δi + δ˜i)
∫
Σ¯−
D[φi] = −
∫
Σ¯−
θ[φi, δiφ+ δ˜iφ]. (3.48)
If we view
∫
Σ¯− D as a function on field space, it is clear that we can satisfy this condition,
because all we need to do is ensure that the derivative of this function at φi in the direction
δiφ+ δ˜iφ is given by the right-hand side. As mentioned previously, all the fields φi, δiφ, δ˜iφ are
invariant under Z2 + C symmetry.6 Therefore, the right-hand side of (3.48) is imaginary (since
Z2 changes the orientation of Σ¯−). Thus, this condition is consistent with the requirement that
SB be imaginary. Also, it is clear that this condition can be satisfied by a regular function SB
6 To be clear, here we are considering the action of Z2 in such a way that it does not swap Σ¯− and Σ¯+ – it
merely applies a time reflection to all the components of the fields at Σ¯−.
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even as n→∞, because the vector δφ+ δ˜φ is never parallel to the curve of field configurations
φ. It may not be possible to choose D such that (3.48) is obeyed for all possible curves of field
configurations, but this will end up not being important for our final result.
It is in principle unnecessary to enforce (3.48), and not doing so should still lead to the same
results obtained in this paper. However, we are free to enforce it, and this will be useful in what
follows. For notational convenience, we will absorb δD into the definition of θ. Having done so,
(3.48) means that we can assume ∫
Σ¯−
θ[φi, δiφ+ δ˜iφ] = 0. (3.49)
This then implies a certain choice of basis |ϕ〉 for the bulk Hilbert space.
Note that
ϕ+i,i+1 = boundary data for φi + 12(δiφ+ δ˜iφ) at Σ¯
+
= boundary data for φi + 12(δiφ− δ˜iφ) at Σ¯−
= boundary data for φi + δiφ at Σ¯−
= boundary data for φi+1 at Σ¯−
= boundary data for φi+1 + 12(δi+1φ+ δ˜i+1φ) at Σ¯
−
= ϕ−i+1,i+2,
(3.50)
where the third and fifth lines follow from (3.49). Therefore the two states |ϕ+i,i+1〉 and |ϕ−i+1,i+2〉
are actually equivalent. Thus, using
X†i,i+1 |ϕ−i+1,i+2〉 = X†i,i+1 |ϕ+i,i+1〉 = e−ixi,i+1 |ϕ−i,i+1〉 , (3.51)
we have
X† |ϕ−n,1〉 = exp
(
−i
n−1∑
i=1
xi,i+1
)
|ϕ−1,2〉 = exp
(
−i
n−1∑
i=1
xi,i+1
)
|ϕ+n,1〉 . (3.52)
Here we are defining ϕ±n,1 as the boundary data at Σ∪ Σ¯± respectively for the field configuration
φn,1 + 12(δnφ + δ˜nφ), which is the one relevant to the fidelity of ρn, ρ1. Because the curve of
density matrices is closed, (3.50) applies for ϕ−n,1, ϕ+n,1 also, if we treat i as an index mod n.
The operator X† corresponds to the symplectomorphism Z−11,2Z−12,3 . . . Z−1n−1,n. At leading order
in the limit n→∞, the operator Z−1i,i+1 can be treated as carrying out the infinitesimal change
φ→ φ− δ˜iφ|Σ¯− . Thus Z−11,2Z−12,3 . . . Z−1n−1,n approximately acts as (in an appropriately linearised
sense)
φ→ φ−
n−1∑
i=1
δ˜iφ|Σ¯− . (3.53)
But note that
−
n−1∑
i=1
δ˜iφ ≈ δ˜nφ. (3.54)
This can be understood by considering the change in boundary conditions at asymptotic infinity
for each δ˜iφ. The fact that the curve of boundary conditions is closed implies that
n∑
i=1
δiλ ≈ 0, (3.55)
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from which one obtains (3.54). Thus, at leading order in the limit n → ∞, the operator X†
corresponds to a symplectomorphism Z−1 carrying out the change φ→ φ+ δ˜nφ|Σ¯. This maps
φn,1|Σ¯− to φn,1|Σ¯+ .
Consider now the correlator
〈λ1|X†|λn〉 =
∫
Dφ+ Dφ− e−S
+[φ+]X†e−S
−[φ−]. (3.56)
We sum over fields obeying the boundary conditions λn, λT∗1 atM−,M+. By the same logic as
in the previous section, we can use a stationary phase approximation to compute this integral.
It is dominated by the field configuration which picks up an action of Z−1 when crossing B, and
which obey the equations of motion elsewhere. This field configuration is φn,1. Thus we have
〈λ1|X†|λn〉 = e−S[φn,1] 〈ϕ+n,1|X†|ϕ−n,1〉 . (3.57)
By (3.52), the latter factor on the right-hand side is exp
(
−i∑n−1i=1 xi,i+1).
Using this, we can compute the final scattering amplitude in the Uhlmann phase. In fact,
with the choices we have made, it conveniently takes a form similar to all the other factors. It is
〈ψ1|ψn〉 = exp
(
1
2S(λ1, λ1) +
1
2S(λn, λn)− S[φn,1]− i
n−1∑
i=1
xi,i+1
)
. (3.58)
In total, the Uhlmann phase may be written
eiγ = lim
n→∞
n∏
i=1
exp
(1
2S(λi, λi) +
1
2S(λi+1, λi+1)− S[φi,i+1]
)
, (3.59)
where all the terms involving the numbers xi,i+1 exactly cancel.
Let us compute the contribution of each term. Using
S(λi, λi) = S[φi], (3.60)
S(λi+1, λi+1) = S[φi] + δiS[φi] + . . . , (3.61)
S[φi,i+1] = S[φi] +
1
2(δi + δ˜i)S[φi] + . . . , (3.62)
one finds
1
2S(λi, λi) +
1
2S(λi+1, λi+1)− S[φi,i+1] = −
1
2 δ˜iS[φi]. (3.63)
In terms of boundary integrals, one has
− 12 δ˜iS[φi] = −
1
2
∫
M−∪M+∪Σ¯−∪Σ¯+
θ[φi, δ˜iφ] = −
∫
M−∪Σ¯−
θ[φi, δ˜iφ]. (3.64)
Note that, at leading order in the variations, using (3.42) we may write∫
BΥ
θ[φi, δ˜iφ] =
∫
BΥ
θ[φi,i+1, δ˜iφ] = 0, (3.65)
which is why any terms at BΥ in (3.64) can be neglected. The second equality in (3.64) comes
from considering the action of Z2 + C, where here Z2 refers to reflecting everything across Σ∪ Σ¯.
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Because δ˜φ picks up a minus sign from this transformation, and additionally the orientations of
the integrals are flipped, we have∫
M+∪Σ¯+
θ[φi, δ˜iφ] =
∫
M−∪Σ¯−
θ[φi, δ˜iφ], (3.66)
from which (3.64) follows.
Note that the holographic dictionary implies∫
M−
θ[φ, δφ] =
∫
M−
dτ dd−1x δλ(τ, x) · O(τ, x). (3.67)
Since the change in boundary conditions δλ for δiφ and δ˜iφ atM− differ by a minus sign, we
can write
−
∫
M−
θ[φi, δ˜iφ] =
∫
M−
θ[φi, δiφ]. (3.68)
Also, (3.48) implies that
−
∫
Σ¯−
θ[φi, δ˜iφ] =
∫
Σ¯−
θ[φi, δiφ]. (3.69)
Note that we may write Σ¯ instead of Σ¯− for the range of integration on the right-hand side,
because the integrand is single-valued there. Therefore,
− 12 δ˜iS[φi] =
∫
M−∪Σ¯
θ[φi, δiφ]. (3.70)
Using (3.70) in (3.59), one finds
γ = −i lim
n→∞
n∑
i=1
∫
M∪Σ¯
θ[φi, δiφ]. (3.71)
The limit n→∞ may be carried out by replacing the sum by an integral. To be precise, we
can write γ =
∮
C a, where
a = −i
∫
M−∪Σ¯
θ (3.72)
is a 1-form on the space of sources. This can be seen from the fact that it depends on the
bulk field configuration and linearly on the variation of the bulk field configuration, so clearly
it is a 1-form on the space of bulk field configurations. By pulling back this 1-form through
the holographic map from boundary sources to bulk field configurations, we obtain the desired
1-form on the space of sources. γ =
∮
C a is the Uhlmann phase of the curve C.
Note that we are free to redefine a→ a+ δΛ, where Λ is any function on field space, and
δ denotes an exterior derivative on field space. This is allowed since, by Stokes’ theorem on
field space,
∮
C δΛ = 0 for any Λ, and so the Uhlmann phase γ is unchanged. We will use this
redefinition to put a in a slightly more natural form. Let
Λ[φ] = i
∫
N−
L[φ]. (3.73)
We have
δΛ = i
∫
N−
δL = i
∫
N−
dθ = i
∫
M−∪Σ¯∪Σ
θ. (3.74)
Thus, redefining a→ a+ δΛ yields
a = i
∫
Σ
θ. (3.75)
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Before finishing this section, recall that one may add a boundary term SB =
∫
BD to the
action. The effect of such an addition is to change our final expression for a by
a→ a+ iδ
(∫
Σ
D
)
. (3.76)
But since this change is of the form a→ a+ δΛ, it has no effect on the value of the Uhlmann
phase. We previously mentioned that it might not be possible to satsify (3.48) by choosing the
same SB for all curves of states. It should be clear now that this is of no consequence, because
different choices of SB do not affect γ.
4 Symplectic form of the entanglement wedge
In the last section, we obtained the Uhlmann phase along a curve of reduced density matrices
in a subregion A corresponding to boundary sources λ. We found that it was given by the
integral of the 1-form a around that curve, where a is given in (3.75). In this section, we will
treat a as a connection on the space of sources, for which the Uhlmann phase is the holonomy.
From this point of view, a→ a+ δΛ is just a gauge transformation.
Let us compute the curvature of this connection. Using δ to again denote an exterior
derivative on the space of sources, the curvature is given by
Ω = δa = iδ
(∫
Σ
θ
)
. (4.1)
Since the δ is outside of the integral, we technically have to worry about field variations under
which the location of the range of integration changes. In particular, the range of integration is
determined dynamically by the fields, since Υ is the HRT surface. However, because theories
of gravity are diffeomorphism invariant, we can always choose a gauge in which the range of
integration is fixed. We will do this for now for simplicity.7 One has
Ω = i
∫
Σ
δθ. (4.2)
The components of this 2-form with respect to two particular field variations δ1φ, δ2φ is given
by
i
∫
Σ
ω[φ, δ1φ, δ2φ], (4.3)
where ω is defined in (1.2). Therefore, the curvature of the Uhlmann phase is equal to the
integral of iω over Σ.
It remains to consider the Lorentzian continuation of this result. Upon Wick rotation of the
fields to Lorentzian signature, we have i
∫
Σ ω →
∫
Σ ω, because there are an odd number of time
derivatives in ω. Thus, the curvature of the Uhlmann phase is given by
Ω =
∫
Σ
ωLor, (4.4)
7 If one wanted to consider the situation without this gauge-fixing, one would have to introduce degrees of
freedom which track the location of Σ. This would lead to a formalism reminiscent of the ‘extended phase space’
of [33–35]. However, an important difference is as follows. In that paper, the fields φ and the location of Σ were
more or less taken to be independent. In our setup, this is very much not the case, because ∂Σ is dynamically
determined by the fields.
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where ωLor denotes ω evaluated on the Lorentzian fields. According to the covariant phase
space formalism, Ω is exactly the symplectic form of the domain of dependence of Σ. Since Σ is
bounded by A and the HRT surface Υ, the domain of dependence of Σ is the entanglement
wedge of A. Thus, we come to the main result of the paper:
The curvature of the Uhlmann phase is holographically dual to the
symplectic form of the entanglement wedge.
4.1 Subregion deformations and edge modes
Until now, we have considered the Uhlmann phase for a curve of density matrices in a fixed
boundary subregion, but with varying sources. In this section, we will consider the case where
we fix the sources, and vary the subregion.
Let A(t), 0 ≤ t ≤ 1 be a closed smooth curve in the space of boundary subregions. We
assume for simplicity that this curve takes the form A(t) = Gt(A), where Gt is a curve of
boundary diffeomorphisms, and A is a fixed subregion. For fixed sources λ, we have a density
matrix for each value of t given by reduction of the pure state |λ〉 to A(t):
ρ(t) = trA(t) |λ〉 〈λ| . (4.5)
We wish to compute the Uhlmann phase along this curve, but there is an obstruction to this, in
that the density matrices for different values of t act on different Hilbert spaces HA(t). In order
to proceed, one must find appropriate maps from each of these Hilbert spaces to a common one,
and it is not immediately obvious which maps these should be.
It has been argued by various authors [58, 65–68] that infinitesimal deformations of the
boundary subregion may alternatively be thought of as being sourced by appropriate insertions
of the stress-tensor. In particular, if we want to understand the change induced by a deformation
generated by the vector field ζ, one may insert
Lζgab T ab (4.6)
in the boundary state, where gab is the boundary metric, and T ab is the boundary stress-tensor.
One may view this as a change Lζgab in the source of the operator T ab. We will write λ→ λ+δζλ
to represent this change.
With this interpretation one can construct density matrices acting on the same Hilbert space.
In particular one obtains infinitesimally close density matrices
ρ = trA¯ |λ〉 〈λ| , (4.7)
ρ′ = trA¯ |λ+ δζλ〉 〈λ+ δζλ| , (4.8)
which both act on HA. By integrating this construction along the whole curve of subregions
A(t), we get a curve of density matrices
ρ(t) = trA¯ |λ(t)〉 〈λ(t)| , (4.9)
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A′
A
Υ′
Υ
V
Figure 4.1: A deformation of the boundary subregion A→ A′ leads
to a corresponding deformation of the HRT surface Υ→ Υ′, generated
by a bulk vector field V .
all acting on HA. Here λ(t) obeys λ(0) = λ and
dλ(t)
dt = δζλ, (4.10)
where ζ is the infinitesimal vector field that generates evolution along the curve of diffeomor-
phisms Gt.
With this prescription, we can now compute the Uhlmann phase, and it should be clear that
this is just a special case of what we have been considering previously, because the subregion is
fixed to A, and we are varying the sources.
Diffeomorphism invariance makes it easy to compute the bulk fields corresponding to these
sources. Let φ be the bulk field configuration matching the boundary conditions set by λ, and
let Ht be a curve of diffeomorphisms acting on the bulk with the property that Ht restricted
to the boundary is equal to Gt. Then φ(t) = H∗t φ is the bulk field configuration matching the
boundary conditions set by λ(t). The field variation along this curve is given by δφ = LV φ,
where V is the bulk vector field corresponding to infinitesimal evolution along Ht.
Each boundary subregion A(t) has an associated HRT surface Υ(t) in the bulk. Recall that
we have fixed the gauge such that Σ must have its boundary at the HRT surface. In order for
Ht to be consistent with this gauge choice, it must be the case that Ht(Υ) = Υ(t). Thus, the
vector field V at Υ generates the deformation of the HRT surface Υ(t). This is depicted in
Figure 4.1.
Let us compute the components of the symplectic form with respect to this deformation, i.e.
Ω[φ,LV φ, δφ] =
∫
Σ
ω[φ,LV φ, δφ]. (4.11)
There is a well-known formula that expresses this quantity in terms of an integral over ∂Σ
that has appeared, for example, in [69]. We will briefly run over the argument here. The Lie
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derivative of the Lagrangian density with respect to any bulk vector field ξ is
LξL[φ] = d(ιξL[φ]) . (4.12)
Under the assumption that L is covariantly constructed from the fields L, the Lie derivative of
L may also be written as the variation of L with respect to a variation of the bulk fields by Lie
derivatives, δφ = Lξφ. Thus, using δL = dθ, we have
LξL[φ] = dθ[φ,Lξφ] . (4.13)
Equating the two right-hand sides above yields the result that
jξ[φ] = ιξL[φ]− θ[φ,Lξφ] (4.14)
is a closed form. It is the (Hodge dual of) the Noether current associated with ξ. Since it is
closed for any ξ, the results of [70] imply that it is in fact exact, and we write jξ = dqξ. The
form qξ is the (Hodge dual of) the Noether charge density associated with ξ.
The commutator of the variations LV φ and δφ acts as
φ→ φ+ [LV , δ]φ
= φ+ LV (δφ)− δ(LV φ)
= φ− LδV φ.
(4.15)
Therefore, we have [LV , δ] = −LδV .
Using the above we may write
Ω[φ,LV φ, δφ] =
∫
Σ
LV (θ[φ, δφ])− δ(θ[φ,LV φ]) + θ[φ,LδV φ]
=
∫
Σ
d(ιV θ[φ, δφ]) + ιV dθ[φ, δφ]− δ(ιVL[φ]− dqV [φ]) + ιδVL[φ]− dqδV [φ]
=
∫
Σ
d(δqV [φ]− qδV [φ] + ιV θ[φ, δφ]) + ιV δL[φ]− δ(ιVL[φ]) + ιδVL[φ]
=
∫
∂Σ
δqV [φ]− qδV [φ] + ιV θ[φ, δφ].
(4.16)
Thus, the components of the curvature of the Uhlmann phase with respect to a subregion
deformation reduce to a boundary integral at ∂Σ.
This feature of the covariant phase space formalism is not unique to our situation, and has
been observed many times before [27, 28, 69–74]. However, there has previously not been much
reason to restrict the form which V can take.8 In our case, V is much more constrained – it
must be a vector field representing an infinitesimal deformation of one HRT surface to another
nearby HRT surface.9 Thus, we get a classical degree of freedom, living at ∂Σ, for each such
deformation. Such degrees of freedom are referred to as edge modes.
8 Sometimes, boundary conditions have been imposed at ∂Σ. Then V must preserve these boundary conditions.
Usually, however, the boundary conditions are somewhat arbitrary, and no a priori justification for them is
given.
9 In the language of the previous footnote, we now have the non-arbitrary boundary condition that Υ must
be an HRT surface.
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For some deformations, it may be the case that we can write
Ω[φ,LV φ, δφ] = δHV , (4.17)
where HV = HV [φ] is some function on field space. Then we say that the deformation
is integrable, and may view HV as the Hamiltonian generating the deformation. It is an
interesting question to ask which deformations are integrable. This will be the topic of future
work, but for now let us simply comment that this question is intimately associated with the
conformal symmetry of the boundary theory. Indeed, consider the case where the subregion A
contains the entire boundary. Then the HRT surface is empty, and Ω[φ,LV φ, δφ] is expressible
entirely in terms of the fields on the boundary, and in this case the question reduces to asking
when the curve of states |G∗tλ〉 can be written as eiHt |λ〉, for some boundary operator H. Of
course, the answer is that this is the case when Gt is a conformal transformation. Then H is
simply the generator of that conformal transformation. When A is a proper subregion of the
boundary, the situation becomes more complicated due to the fact that Ω[φ,LV , δφ] contains
terms at the HRT surface. But clearly the conformal transformations are a good place to start.
Because Ω[φ,LV φ, δφ] contains contributions at the HRT surface, it is in principle possible
to use the Uhlmann phase arising from deformations of the boundary subregion A to measure
the fields near the HRT surface, including the Riemann curvature. Similar conclusions were
drawn in [58]. However, in that paper the authors discussed a different type of phase, which
they called the modular Berry phase. It would be interesting to understand the relationship
between the Uhlmann phase and the modular Berry phase in the holographic context.
4.2 Resolution of the boundary ambiguity
Recall from the Introduction that there is an ambiguity in the definition of θ. In particular one
is allowed to modify θ by any exact form. This changes the integral
∫
Σ θ by a boundary term at
∂Σ. It is clear that one must fix this ambiguity if one is to understand the degrees of freedom
near the boundary.
In Section 3.3, we used this freedom to enforce the condition∫
BΥ
θ[φi,i+1, δφ] = 0. (4.18)
We will now show that this condition fixes the boundary ambiguity at Υ.
Suppose (4.18) holds, and we attempt to modify θ → θ + dK. Then we would have
0 =
∫
BΥ
θ[φi,i+1, δφ]→
∫
BΥ
θ[φi,i+1, δφ] +
∫
∂BΥ
K[φi,i+1, δφ]. (4.19)
Clearly (4.18) only continues to hold if the integral over ∂BΥ vanishes. ∂BΥ has two components
Υ± = ∂Σ¯± ∩BΥ. We thus require
0 =
∫
Υ+
K[φi,i+1, δφ]−
∫
Υ−
K[φi,i+1, δφ]. (4.20)
In order for our expression of the Uhlmann curvature to be valid in all situations, we want this
to hold for any possible φi,i+1 and δφ which obey the equations of motion everywhere but at Σ¯.
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The contributions of these fields at Υ− and Υ+ are essentially independent of one another, and
freely specifiable in the above. Thus, we need
0 =
∫
Υ±
K[φ, δφ] (4.21)
for any φ, δφ. In the limit as BΥ tightly encloses Υ, we can replace Υ± → Υ, and so obtain
0 =
∫
Υ
K[φ, δφ]. (4.22)
But note that θ → θ + dK for such a K implies∫
Σ
θ →
∫
Σ
θ +
∫
Υ
K[φ, δφ] =
∫
Σ
θ. (4.23)
Here we are assuming that the ambiguity is fixed at asymptotic infinity in some other way, so
there is no contribution from K there. Thus, any change θ → θ+ dK that respects (4.18) must
lead to no change in
∫
Σ θ. So, this condition does indeed fix the ambiguity at the HRT surface.
The condition (4.18) is formulated as a Euclidean expression. However, for practical purposes
it would be more convenient to be able to state it in terms of the fields in the Wick rotated
Lorentzian bulk spacetime. Also, it would be useful to see if (4.18) could be understood in a
simple and convenient way for some basic examples, such as pure Einstein gravity. We leave
these and other questions for future work.
5 Conclusion
In this paper we have argued that the holographic dual of the symplectic form in an
entanglement wedge is the curvature of the Uhlmann phase for states reduced to the correspond-
ing boundary subregion. Let us briefly speculate on some consequences and possible future
applications of this result.
First, our result gives a specific operational context to the concept of classically emergent
physics in a subregion that was previously somewhat absent: classical bulk subregion physics
emerges in measurements of the Uhlmann phase. It is important to point out that the Uhlmann
phase is a genuine observable, as has been argued in principle [75], and has recently has been
confirmed in practice [76]. It would be useful to figure out more of the details of this context.
Second, we would like to more fully understand the resolution of the boundary ambiguity for
the symplectic form given in this paper, and its implications for edge modes. For example, the
edge modes have been used to try to understand black hole entropy [42, 43], and it would be
worthwhile to see if the methods used in those papers are consistent with our results.
Third, starting from the quantum mechanical description of a complete holographic system,
our construction resulted in a classical phase space for the degrees of freedom in the entanglement
wedge. It is natural to attempt to run this backwards, i.e. to quantise this phase space. One
would then obtain an ‘effective’ Hilbert space for the entanglement wedge. In the original
system, all the states in the entanglement wedge had to be mixed, because of entanglement
in the CFT. However, the effective entanglement wedge Hilbert space is clearly made up of
pure states. Hence, by studying such a quantisation, one should be able to learn about what it
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means to have a pure state in a gravitational subregion. This would be of particular interest in
the case of a black hole spacetime, where the entanglement wedge is chosen to coincide with
the black hole exterior. The pure states in the effective Hilbert space might then reasonably be
called black hole microstates.
Fourth, the calculation presented in this paper applies at leading order for large N . It would
be interesting to try to understand the subleading corrections, where the condition on the HRT
surface is supposed to be changed from extremising the area, to extremising the generalised
entropy [77].
Fifth, in [51] the holographic Berry curvature was used to investigate the complexity of
holographic states. It may be possible to use our results to extend that analysis to holographic
subregion complexity, which has previously been explored in [78–84].
Finally, Uhlmann phases have been used to classify phases of condensed matter systems [85].
It would be interesting to see if our expression for the Uhlmann phase could be used in a similar
way, in the cases where the systems have holographic duals.
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