Downwelling irradiance is so far not used directly for the determination of water constituents, mainly due to the large and unpredictable fluctuations of the underwater light field induced by the water surface. The potential of a new analytical model, which can cope with such environmental influences, was analyzed for the estimation of phytoplankton concentration using data from two German lakes. It turned out that the model is able to determine phytoplankton concentration in these lakes above a threshold between 0.4 and 0.9 µg/l, depending on the phytoplankton class, and total pigment concentration (sum of chlorophyll-a and phaeophytin-a) with an uncertainty of 0.7 µg/l. This new in-situ spectroscopy method is particularily of interest for shallow waters, where it is difficult to apply the usual reflectance-based algorithms due to bottom influences.
INTRODUCTION
Because it is the first link in the aquatic food chain, phytoplankton is a key parameter in ecologic sciences. Type and amount affect the water color, thus composition and concentration can be estimated using techniques that analyze spectroscopically the optical properties of water. Most quantitative spectroscopic methods are based on measurements that determine ultimately how much light is absorbed by the phytoplankton.
The absorption spectra of most phytoplankton classes are dominated by the spectral features of their main pigment, chlorophyll-a, which has absorption maxima at 443 and 674 nm. Spectral analysis in the blue-green is more complicated than in the red because (1) spectral fine structures in the range from 400 to 570 nm, caused by accessory pigments, change from one class to the other (Rowan, 1989; Bidigare et al., 1990) , and (2) concurring water constituents also absorb in the blue-green, and frequently much more than the phytoplankton, in particular Gelbstoff (Bowers et al., 2004) . If the absorption spectra of phytoplankton and Gelbstoff are not well-known for a specific region or season, it is difficult to separate phytoplankton from Gelbstoff in the blue-green region. This is illustrated in Fig. 1 . The three curves were calculated for different concentrations of phytoplankton (C 4 ) and Gelbstoff (Y), and for different values of the parameter S which describes the shape of the Gelbstoff absorption spectrum (for details see below). The chosen values of C 4 , Y, and S are typical for many coastal and inland waters. The three curves are almost indistinguishable in the range from 400 to 600 nm, i.e., analysis of spectral measurements in that range cannot determine the values of all three parameters; at least one of the parameters needs to be known.
Field spectroscopy of water constituents is commonly based either on instruments that measure in situ the absorption or attenuation coefficient of the water, like the AC-S (Zaneveld et al., 2004) , or on measurements of upwelling radiation. The latter are usually normalized to the downwelling irradiance, E d , to reduce the influence of the illumination. There exist many different approaches for data analysis of reflectance spectra (IOCCG, 2006) . The most simple and computationally fastest algorithms are ratios of a few spectral bands. One of these, the very successful blue-green ratio (Gordon and Morel, 1983; O'Reilly et al., 1998) , increased our knowledge of the biological activities in the oceans dramatically during the last three decades thanks to ocean color satellites. This simple two-band algorithm is taylored to the absorption spectrum of chlorophyll-a, which has a maximum in the blue (at 443 nm) and a minimum in the green (around 550 nm). Consequently, the reflectance ratio at these two wavelengths is highly correlated to the concentration of chlorophyll-a for water types which are dominated by chlorophyll-a or in which other constituents are strongly correlated with phytoplankton. The open oceans belong to this water type. However, for coastal, estuarine, and inland waters the blue-green ratio generally fails due to the described interference effects between phytoplankton and Gelb-stoff (Robinson, 2004) . For these water types, the red and near infrared (NIR) range is better suited to estimate phytoplankton concentration (Schalles, 2006) . The development of robust ratio algorithms in this region that utilize the chlorophyll-a absorption maximum at 674 nm, was pioneered by A. Gitelson. He started with a two-band algorithm (Gitelson et al., 1985) and later transfered a three-band model, originally developed for estimating pigment contents in terrestrial vegetation (Gitelson et al., 2003 , to turbid productive waters. The most robust and universally applicable algorithms use two or three wavebands around 670, 710, and 750 nm (see the reviews of Schalles, 2006, and Gurlin et al., 2011) . Gitelson and coworkers successfully applied these empirical algorithms to various turbid waters around the world to estimate phytoplankton concentration (Dall'Olmo et al., 2005; Gitelson et al., 2009; Moses et al., 2009; Gilerson et al., 2010; Yacobi et al., 2010 Yacobi et al., , 2011 .
The downwelling radiation is rarely used directly to derive water constituents, since the ever-changing water surface makes it highly variable in intensity (Dera and Stramski, 1993; Zaneveld et al., 2001; Hieronymi and Macke, 2012) and spectral composition (Gege and Pinnel, 2012 ). An analytic model has been developed that can cope with these effects (Gege, 2012) . It calculates the direct and diffuse components of E d separately, and by treating the weights of these components as fit parameters, measurements performed at arbitrary suface conditions can be analyzed using inverse modeling. This method is optimized in this work for phytoplankton retrieval.
The method is particularily relevant for shallow waters, in which the upwelling radiation can be quite strongly affected by the bottom. Reflection at the bottom adds wavelength and angle dependent contributions to the upwelling radiation that are usually not accurately known. Moreover, the intensity of this radiance contribution from the bottom can be strongly variable since it is affected by the fluctuations of the downwelling radiation. The fluctuations don't cancel out for reflectance spectra since the upward and downward viewing instruments measure different light fields. Hence, inverse modeling of such reflectance spectra, which requires special shallow water models (Lee et al., 1999; Albert and Gege, 2006) , can lead to unknown errors of the derived parameters due to the uncertainties introduced by the fluctuating water surface and the bottom properties. The new method provides an alternative to these reflectance-based algorithms.
IRRADIANCE MODEL
A depth-dependent analytical model of the downwelling irradiance (E d ) has been developed by Gege (2012) . Its basic concept and major equations are recalled briefly. The model distinguishes between the direct (E dd ) and the diffuse (E ds ) irradiance components and calculates total Fig. 1 . Illustration of the ambiguity problem in waters with uncorrelated concentrations of phytoplankton (C 4 ) and Gelbstoff (Y). The plot shows the sum of phytoplankton and Gelbstoff absorption. For the chosen phytoplankton class (dinoflagellates), chlorophyll-a can be identified only by the peak at 674 nm, while its absorption maximum at 443 nm is masked.
irradiance at depth z as follows:
(1) λ denotes wavelength. Upwelling radiation that is reflected at the water surface or scattered in the water in downward direction is neglected. The parameters f dd and f ds are the relative intensities of E dd and E ds compared to conditions with undisturbed illumination geometry. These reference conditions (with f dd = f ds = 1) are defined by a cloudless atmosphere, unobscured view of the upper hemisphere, and by a plane water surface. 0 ≤ f dd < 1 corresponds to measurements when clouds, waves, or obstacles decrease the magnitude of the direct component (shadowing effect), f dd > 1 when E dd intensity is increased by wave focusing. Likewise, a decrease of the diffuse component is described by 0 ≤ f ds < 1, and an increase by f ds > 1. Note that wavelength-independent errors of E d (λ), introduced for example by erroneous sensor calibration and expressed by a multiplicative factor (1+ε), correspond to (1+ε)f dd and (1+ε)f ds ; hence all model parameters except f dd and f ds are insensitive to such errors. Gregg and Carder (1990) have developed a widely used analytic model for E dd and E ds just above and below the water surface. This model has been adopted to calculate E dd (λ,0-) and E ds (λ,0-), where the symbol 0-indicates that the sensor is in water and just beneath the water surface. The two irradiance components have different depth dependencies, which are approximated by the following equations:
a(λ) is the absorption coefficient of the water layer between the surface and depth z, b b (λ) its backscattering coefficient, θ′ sun the sun zenith angle in water, and l ds the average path length of diffuse radiation relative to sensor depth. The optical properties of the water layer are calculated as follows: 
SOFTWARE IMPLEMENTATION
The described model of downwelling irradiance has been implemented into the public domain software WASI (Gege, 2004a; Gege and Albert, 2006) . The Water Colour Simulator WASI allows to simulate spectral measurements in aquatic environments and analyze such measurements by inverse modeling in a highly automated way. It provides a number of alternate algorithms for calculating inherent and apparent optical properties of deep and shallow waters as well as spectral radiances and irradiances, and it includes a database of optical properties of atmospheric and water constituents that can be easily modified by the user to adapt it to known optical properties from the studied area. The database provided with WASI is the result of more than 15 years of fieldwork at Lake Constance (Gege, 1994 (Gege, , 1998 Heege, 2000; Heege and Fischer, 2004; Miksa et al., 2004) . The pure water absorption spectrum, a W (λ), is taken from Buiteveld et al. (1994) for the range 400-786 nm, and from own unpublished measurements (which are very similar to the data of Kou et al., 1993) for the range 787-800 nm.
Phytoplankton absorption is calculated in WASI as follows:
This equation allows to model mixtures of up to 6 phytoplankton classes. C i is the concentration of phytoplankton class number i, a i *(λ) is the specific absorption coefficient of that class. The database of WASI provides 6 spectra a i *(λ) which represent the phytoplankton in Lake Constance (Gege, 1998; Heege, 2000) . Spectrum #0 represents a typical phytoplankton mixture in that lake, #1 crytophyta with low concentration of the pigment phycoerythrin, #2 crytophyta with high phycoerythrin concentration, #3 diatoms, #4 dinoflagellates, and #5 green algae (see Fig. 2 ). These spectra a i *(λ) are normalized to the mass of the pigments chlorophyll-a plus phaeophytin-a per water volume (µg/l), thus the parameters C i are the concentrations of these pigments in each phytoplankton class.
Gelbstoff absorption is calculated as . The spectral shape is usually approximated by an exponential function, a Y *(λ) = exp[-S(λ-λ 0 )]. The spectral slope S depends on λ 0 (Gege, 2000) and on the chemical composition. For λ 0 = 440 nm, S is typically in the range between 0.01 nm -1 for humic acid dominated waters and 0.02 nm -1 when fulfic acids prevail (Bricaud et al., 1981; Zepp and Schlotzhauer, 1981; Carder et al., 1989; Dekker and Peters, 1993; Kirk, 1994; Schwarz et al., 2002; Babin et al., 2003b; Laanen, 2007; Binding et al., 2008) . WASI can use either the exponential approximation, or a spectrum a Y *(λ) imported from file. WASI allows to model mixtures of two spectrally different types of suspended matter using the equation
The first type is defined by a scattering coefficient with arbitrary wavelength dependency, b X (λ), which is imported from file. X is the concentration (in units of mg/l) and b b,X * the specific backscattering coefficient (in units of m 2 g −1
). This type can be assigned to phytoplankton class #0 by setting X = C 0 . The second type is defined by the normalized scattering coefficient (λ/λ S ) n , where the Angström exponent n is related to the particle size distribution. C Mie is the concentration and b b,Mie * the specific backscattering coefficient of this type of suspended matter. In the open ocean, n typically ranges from -1 for low to 0 for high (above 2 µg/l) chlorophyll-a concentrations (Morel, 1988; Morel and Maritorena, 2001) . In coastal waters, the backscattering coefficients are spectrally rather flat, corresponding to n values around zero (Babin et al., 2003a; Chami et al., 2005) . Mass-specific scattering coefficients are typically in the order of 0.5 to 1.0 m 2 g −1 at 555 nm (Babin et al., 2003a) , and the ratio of backscattering to total scattering ranges from about 0.2% to 3% (Chami et al., 2005; Antoine et al., 2011) , hence b b,X * and b b,Mie * are in the range from about 0.001 to 0.03 m 2 g -1 for λ S around 555 nm.
MATERIALS AND METHODS

Dataset
Measurements were performed in 2003 and 2004 in the German lakes Bodensee (Lake Constance) and Starnberger See at 74 stations mostly in shallow waters using a small boat (Pinnel, 2007) . A dataset of 407 E d measurements was collected using a RAMSES-ACC-VIS irradiance sensor (TriOS, Oldenburg, Germany). Each measurement consisted of 4 to 50 individual spectra that cover the range from 350 to 900 nm at a spectral sampling interval of 5 nm. The E d sensor was lowered into the water on the sun-lit side of the boat at a distance of 2 to 3 m in order to avoid shadowing. More details can be found in Gege and Pinnel (2011) .
At each station, water samples were collected in 0.5 m depth with an opaque plastic bottle (1 l) in order to determine pigment concentration and the absorption spectrum of Gelbstoff. Depending on particulate matter concentration, a known water volume (0.5 to 2.0 l) was filtered immediately after sampling using a glass fiber filter (Schleicher & Schuell No 6 VG4) that retains particles larger than 1 µm. The samples were shaded from direct sunlight during filtration and stored in cool boxes during the campaign. Laboratory analysis was performed either immediately afterwards, or within a few days after storage in a refrigerator at -18 °C. The pigments were extracted in the laboratory using hot ethanol (90%) following the method of Nusch (1980) . Particulates were separated via centrifugation. Transmission of the pigment solution was measured in 10 cm cuvettes at 665 and 750 nm using a photometer. The separation of phaeophytin-a was accomplished by a second photometric measurement at the same wavelengths, subsequent to a hydrochloric acid (2 mol/l HCL) treatment. The concentrations of chlorophyll-a and phaeophytin-a were calculated according to the method described by Tilzer (1983) .
The Gelbstoff measurements started with the same filtration procedure as for pigment determination to remove large particles. The filtered water was then filtered again using a pre-rinsed membrane filter of 0.2 µm pore size (Sartorius Type 113076) and stored in small bottles of PVC or glass in a cool box until analysis. Spectral measurements were performed in the laboratory within 24 h of sampling using a Varian CARY-1 UV-VIS double beam spectrophotometer following the method of Gege (2004b) . The transmission of each sample ) and of Gelbstoff (in relative units).
was measured twice in quartz cuvettes with 5 and 10 cm pathlengths from 190 to 900 nm at 1 nm intervals. The absorption spectrum of the sample was determined from the ratio of the two transmission spectra using the Lambert-Beer law. The Gelbstoff absorption spectrum, a Y (λ), was calculated by subtracting the same pure water absorption spectrum, a W (λ), that is also used in the model. No correction of offset or temperature was performed.
Bio-optical model
A bio-optical model is a set of equations and parameters that is used to calculate the optical properties of a water body. Since one test site was Lake Constance and no lake-specific data were available for the other site, the established bio-optical model of Lake Constance (Heege, 2000) 
Data analysis
Data analysis of E d (λ) measurements aims to determine the values of unknown model parameters, here C 3 , C 4 , C 5 , X, Y, S, f dd , f ds , and z. This is done iteratively using WASI as follows. In the first iteration, a model spectrum E d (λ) is calculated using eq 1 for user-defined initial values of the unknown parameters (called fit parameters). This spectrum is compared with the measured one, E d meas (λ), by calculating the residuum
2 as a measure of correspondence. Here, the sum was calculated for the spectral range from 400 to 800 nm in 5 nm steps. Then, in the further iterations, the fit parameter values are altered, resulting in altered model curves and altered residuals. The procedure is stopped when the calculated and the measured spectrum agree as well as possible, which corresponds to the minimum residuum. The values of the fit parameters of the final model curve are the fit results. This method is called inverse modeling. More details can be found in Gege and Albert (2006) .
The parameters g i of the residuum allow wavelength-dependent weighting of the difference between measured and fit curve. g i = 1 corresponds to the classical least squares fit. The g i used here are shown in Fig. 3 . They improve the fit results for phytoplankton concentration. The standard value of g i = 1 is used for wavelengths in the blue-green (<600 nm) and near infrared (>750 nm), except for three narrow intervals, where g i is set to zero since Fraunhofer lines (A: 426-432 nm, B: 517-520 nm) and oxygen absorption (C: 755-770 nm) make E d measurements unreliable. The weights are increased to g i = 3 around the chlorophyll-a absorption maximum in the red. As a consequence of Fig. 1 , the interval of this region is chosen as 610 to 750 nm.
RESULTS
Irradiance variability
The effects of environmental parameters and measurement conditions on the downwelling spectral irradiance are illustrated in Fig. 4 , those of water constituents in Fig. 5 . All spectra were calculated using eq 1. For the reference spectrum, which is shown in blue in each row, the default values of Table 1 were used as model parameters. The default values are close to the average values of the dataset, the ranges were chosen to cover slightly more than the observed ranges. The atmospheric parameters were chosen as in chapter 6B of Gege (2012) . The spectral resolution of the simulations is 1 nm. The left columns of Figs. 4 and 5 show the series of E d (λ) spectra when the indicated parameter is changed while all other parameters remain constant at their default values. The arrows point from low to high values of the altered parameter. The right columns show the corresponding changes relative to the reference spectrum.
The comparison of Fig. 4 with Fig. 5 demonstrates that the intensity of the downwelling irradiance in water depends, for the considered parameter ranges, more on measurement and environmental conditions than on type and concentration of water constituents. Consequently, the estimation of water constituents for these conditions requires accurate modeling of the measurement and environmental conditions. Gelbstoff spectral slope
Changes of sensor depth not only alter very strongly the intensity of E d (Fig. 4a) , but also introduce unique changes to the spectral shape (Fig. 4b) , which is very different from all other influences. This uniqueness is due to spectral features of water absorption, particularily in the near infrared. If sensor depth is not known precisely, it can introduce significant wavelength-dependent errors to calculated E d spectra. However, if the spectral features in the near infrared are well resolved by the submerged instrument, sensor depth can be determined accurately from the spectral data themselves using the described model and treating z as fit parameter (Grötsch and Gege, 2012) .
The sun zenith angle has a large influence on the intensity of E d (Fig. 4c) and also affects its spectral shape (Fig. 4d) . Both depend on the atmospheric conditions and on sensor depth. The relevant parameter of the former is the ratio of diffuse to direct irradiance, which depends on the sun zenith angle and on molecule and aerosol scattering in the atmosphere (Gege and Pinnel, 2011; Gege, 2011) . It can be estimated using the model of Gregg and Carder (1990) or determined by a measurement of E d (λ) in air.
The most critical environmental factor is the water surface, which changes the relative intensities f dd and f ds of the direct and diffuse irradiance components in an unpredictable way. Figures 4e-h illustrate that the induced intensity variability is very large, in particular that resulting from f dd changes. The effect on spectral shape is comparably low; it was on average 5% for a dataset with a standard deviation of E d intensity of 27% in the depth range of 0.5 to 1 m (Gege and Pinnel, 2011) . The variability induced by the water surface is so difficult to model that some in-situ protocols recommend to make all downwelling irradiance measurements above the surface (Mueller, 2003) . To the author's knowledge, the model used in this study is the only one that can handle the problem by separating E d into a diffuse and a direct component and by estimating f dd and f ds using inverse modeling.
Concentration changes of phytoplankton alter E d intensity significantly (Fig. 5a) , thus it is possible in principle to determine its concentration from E d measurements. The changes are larger in the blue-green region than in the red. The relative changes (Fig. 5b) have the spectral shape of phytoplankton absorption (cf. Fig. 2 ). The shapes of these spectra differ little from one phytoplankton class to the other in the red, but significantly in the blue-green due to class-specific presence of accessory pigments. Thus exchanging the phytoplankton class in the simulations leads to relative changes of E d which can be spectrally distinguished in the blue-green, but not reliably in the red (Fig. 5d) . Hence, the blue-green region is suitable for phytoplankton classification, but not the red region.
For the concentration range investigated here, suspended matter concentration has only slight influence on E d intensity (Fig. 5e) . The reason is that the process of scattering re-distributes the incoming radiation, but does not change the downwelling flux much since more than 97% of the scattered photons are scattered in forward directions (Chami et al., 2005; Antoine et al., 2001) . The relative changes shown in Fig. 5f are wavelength-independent since the bio-optical model treats b b,X (λ) as constant. If the suspended matter is dominated by small particles, b b,X (λ) is typically proportional to λ n with n in the order of -1. In this case, the relative spectral changes are ~λ n . Since the wave focusing effect leads to spectrally very similar changes of E d that are approximately proportional to λ n with variable n (cf. Figs. 4f and 4h; see also Fig. 10a in Gege and Pinnel, 2011) , it is generally not possible to determine X reliably from E d measurements. The concentration of water constituents can be estimated only for absorbing components with well-known specific absorption coefficient.
Gelbstoff concentration has a very large impact on E d intensity, particularily in the blue-green spectral range (Fig. 5g) . The relative change of E d has the spectral shape of Gelbstoff absorption (cf. Fig. 2 ), hence changes of the line shape parameter S lead to spectrally smooth changes of E d that are large in the blue and decrease to- wards longer wavelengths. (Fig. 5j) . These influences of Gelbstoff make the blue-green spectral region to a difficult range to estimate phytoplankton concentration. The accuracy of the results will depend on the knowledge of Gelbstoff properties.
Sensitivity of fit parameters
As illustrated by Fig. 1, it is possible that different sets of model parameters lead to very similar model curves. In such cases, the result of inverse modeling depends, , f dd = 1, f ds = 1. The initial value of z was determined automatically using eq. (24) in Gege (2012) . The initial values of C 3 , C 4 , C 5 , X, Y were changed from one run to the next in order to study the influence of these initial values on the fit results. Inverse modeling was performed for each individual spectrum. Since each measurement consists of 4 to 50 spectra, the standard deviation of each fit parameter could be calculated. Table 2 summarizes the results. The lines "initial value" provide the parameter values used to calculate the first spectrum E d (λ) in the inversion procedure, "mean" summarize the average fit result of the N selected measurements, and "sigma" the average standard deviation of the N measurements.
In run 2 the initial value of X was increased by a factor of 10 compared to run 1. This led to an increase of the fit results for X (concentration and standard deviation) by nearly the same factor, but had only minor influence on the other fit parameters except f dd and f ds . Thus, the initial value choice of X is not critical for the fit results of phytoplankton, Gelbstoff, and sensor depth. As discussed above (cf. Fig. 5f ), changes of X alter the irradiance spectrum very similar to changes of f dd and/or f ds . As f dd and f ds are not known a priori under field conditions, suspended matter concentration cannot be determined.
In run 3 the initial value of Y was half of that in run 1. This reduced the fitted Y concentrations by approximately 10%, while the S values increased. That means, the fit compensates Y errors by S errors, i.e., concentration and spectral slope of Gelbstoff cannot be reliably determined together from inverse modeling; one of these parameters must be known. Reason is the above shown ambiguity in the blue-green spectral region, which bears the Gelbstoff information (cf. Fig. 1 ). It should be noted that the upper limit of the fit values for S was set to 0.025 nm -1 . As this value was obtained for many single spectra as fit result, the changes of S in Table 2 are an artificial lower limit.
In run 4 the initial value of C 3 was half as in runs 1 to 3, the inital value of C 4 was double, and the initial value of Y was the same as in run 3. This ratio C 3 : C 5 : C 4 = 0.5 : 1 : 2 is similar to the corresponding ratio of the specific absorption coefficients at 674 nm. These changes cause an increase of the fit results for C 4 , a decrease of C 3 for the data from Bodensee, and have not much influence on C 5 . The Gelbstoff parameters are not significantly altered compared to run 3. Consequently, the initial values of phytoplankton concentration have an impact on their retrieval, but all derived concentrations are consistent within the limits of a standard deviation.
The sensitivity of fit parameters to the line shape of Gelbstoff absorption was analyzed by repeating inversion for different S values. To account for the result from run 3 that S and Y cannot be determined together, S was hold constant during inversion. Further, X = 1 mg/l was set and kept constant as a consequence of run 2. The results are summarized in Table 3 .
The fit results for C 3 and C 5 are not much influenced by S, but very well those for C 4 : the derived C 4 values increase strongly with S. This different behaviour of the three phytoplankton classes is caused by differences in their specific absorption spectra in the blue-green spectral range. As illustrated in Fig. 2 , classes #3 and #5 have distinct spectral fine structures in the range from 400 to 500 nm (#3: peaks at 438 and 490 nm, #4: peaks at 435 and 480 nm), while the spectrum of class #4 is smooth. Since the absorption spectrum of class #4 resembles Gelbstoff absorption more than those of the other classes, that class gets easier confused with Gelbstoff during inversion, as illustrated in Fig. 1 . The magnitude of the effect is huge: doubling of S induces a change of C 4 by a factor of 3 (Bodensee) to more than 10 (Starnberger See). The impact on the fit result for Gelbstoff concentration is of similar order: doubling of S induces a decrease of Y by a factor of 3. Consequently, the line shape of Gelbstoff absorption needs to be known very accurately to obtain reliable results for phytoplankton and Gelbstoff concentration.
Spectral shape of Gelbstoff absorption
The results of the laboratory measurements of Gelbstoff absorption are shown in Fig. 6 . The y-axes are scaled logarithmically since the spectral shape follows approximately an exponential law. Each measurement (blue lines) has a convex spectral shape up to at least 600 nm, i.e., the spectral slope S, which is the tangent, decreases with wavelength. The averages of all measurements are shown as yellow lines, the exponential approximation of these average spectra as brown lines. Table 2 Dependency of fit results on initial values. At λ ; for shallow water areas of Bodensee and for Starnberger See no other measurements are known.
The measured S values are significantly below the fit results of Table 2 , which confirms the conclusions from the previous section that S cannot be determined with sufficient accuracy by inverse modeling of an E d (λ) measurement. Since the deviations of the exponential approximation from the measured line shapes lead to a general underestimation of absorption that increases with |λ−λ 0 |, the two average spectra, normalized at 440 nm (red curves), are used below for the analysis of E d measurements from Bodensee and Starnberger See. Absorption is set constant above 680 nm where the measurements get unreliable due to temperature-induced artifacts like the peak at 733 nm, and due to the dominance of pure water absorption compared to Gelbstoff absorption, which reduces accuracy and increases noise. It is expected that these spectra represent the spectral shape of Gelbstoff absorption better than the exponential law.
Required sensor depth
The water column above the sensor must have a certain thickness to measure reliably how much light is 
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absorbed by the phytoplankton. In order to estimate the required sensor depth, all E d measurements have been fitted using C 3 , C 4 , C 5 , Y, f dd , f ds , z as fit parameters. The normalized spectra shown in Fig. 6 were used to describe the line shape of Gelbstoff absorption. Since each measurement consisted of 4 to 50 single spectra, the standard deviation of each fit parameter could be calculated. Fig. 7 shows the standard deviations of C 3 , C 4 and C 5 (denoted σ C3 , σ C4 , σ C5 ) as a function of sensor depth.
The standard deviation can be very large close to the water surface, as expected. Values above 2 µg/l are observed for phytoplankton classes #3 and #5 at depths between 0 and 0.35 m and for class #4 between 0 and 1.25 m. The standard deviations decrease approximately exponentially with sensor depth and reach class-specific lower limits at depths between 1 and 1.5 m. For depths below 1.5 m, the standard deviations are on average σ C3 = 0.23 µg/l, σ C4 = 0.70 µg/l, σ C5 = 0.15 µg/l. For comparison, the concentration averages are C 3 = 0.30 µg/l, C 4 = 1.64 µg/l, C 5 = 0.63 µg/l. The increased standard deviations of class #4 are caused by the variability of the spectral shape of Gelbstoff absorption, which was not accounted for during data analysis since Gelbstoff data were not available for each E d measurement. By defining 2σ as the threshold for detection and quantification, the threshold concentration is 0.5 µg/l for phytoplankton class #3, 1.4 µg/l for class #4, and 0.3 µg/l for class #5.
Validation
The described method for estimating phytoplankton concentration was validated for total pigment concentration, C, which is the sum of chlorophyll-a and phaeophytin-a of all phytoplankton classes. The in-situ values, C in situ , ranged from 0.8 to 4.0 µg/l for Bodensee and from 0.7 to 1.9 µg/l for Starnberger See. The average concentrations are 2.5 ± 0.9 µg/l and 1.4 ± 0.3 µg/l, respectively. By using the average specific absorption coefficient of diatoms, dinoflagellates, and green algae at 440 nm, 0.046 m 2 mg −1
, the ranges of the total phytoplankton absorption coefficient are estimated as 0.04 to 0.18 m −1 (average 0.12 m ) for Starnberger See. Hence, phytoplankton absorbs at 440 nm much less light than Gelbstoff: by a factor of 6 for Bodensee, by a factor of 12 for Starnberger See on average.
A comparison of the results from inverse modeling, C fit = C 3 + C 4 + C 5 , with the corresponding in situ values is shown in Fig. 8a for all E d measurements at depths below 1.5 m. As before, inverse modeling was performed using the lake-specific average Gelbstoff absorption spectra from Fig. 6 , and C 3 , C 4 , C 5 , Y, f dd , f ds , z as fit parameters.
Even though the concentration range of the dataset is small, the fit values are highly correlated to the in-situ data, and they differ not much in their absolute values. The correlation coefficient is r = 0.68, the standard deviation σ C = 0.87 µg/l, and the bias 0.52 µg/l.
The bias indicates that the scaling of the phytoplankton specific absorption spectra may be not appropriate. These spectra were taken from the database of WASI since no actual measurements were available. It was analyzed whether the bias can be reduced and simultaneously r increased by multiplying the three spectra a i *(λ) with wavelength independent factors α i . The result of optimization is shown in Fig. 8b . The obtained scaling factors are α 3 = 1.0, α 4 = 1.6, α 5 = 0.7. Using these, it is r = 0.74, σ C = 0.66 µg/l, and the bias is close to zero. The rescaled spectra a i *(λ) have amplitudes of 0.025, 0.026, 0.024 m 2 mg −1 at 674 nm for the phytoplankton classes #3, #4, #5, respectively. These are much more consistent to each other than the original spectra from the WASI database, for which the corresponding amplitudes are 0.025, 0.016, and 0.033 m 2 mg −1
. These improvements suggest that the rescaled spectra represent the phytoplankton for the current dataset better. Recalculating the threshold concentrations using the rescaled spectra gives 0.5 µg/l for class #3, 0.9 µg/l for class #4, and 0.4 µg/l for class #5.
SUMMARY
The potential of a new analytical model for downwelling irradiance in water, which can cope with the large and unpredictable fluctuations of the underwater light field, for estimating water constituents was analyzed in this study, with the focus on phytoplankton concentration. It was found that suspended matter concentration cannot be determined from downwelling irradiance measurements. Gelbstoff plays a critical role. Depending on the spectral shape of the specific absorption coefficient of phytoplankton, Gelbstoff can be confused with phytoplankton. In such cases the line shape of Gelbstoff absorption needs to be known accurately to obtain reliable results for phytoplankton concentration, and also to derive the concentration of Gelbstoff.
The model was applied to a dataset from two German lakes, Bodensee and Starnberger See. The concentration ranges of the absorbing water constituents were 0.7 to 4.0 µg/l for the phytoplankton pigments chlorophyll-a and phaeophytin-a, corresponding to absorption coefficients between 0.03 and 0.18 m −1 at 440 nm, and 0.22 to 1.48 m −1 for Gelbstoff. For these conditions, the water column above the sensor should have a thickness of at least 1 to 1.5 m for accurate phytoplankton determination. The threshold concentration required to allow detection of a phytoplankton class and to estimate quantitatively its concentration depends on the class. For the classes and the dataset of this study, the thresholds (in terms of 2 standard deviations) are 0.4 µg/l for green algae, 0.5 µg/l for diatoms, and 0.9 µg/l for dinoflagellates. The increased uncertainty for dinoflagellates is caused by the smooth absorption spectrum of this class in the blue-green spectral region, which makes it more sensitive to errors of the lineshape of Gelbstoff absorption than the other classes. The uncertainty of total pigment concentration (sum of chlorophyll-a and phaeophytin-a) was 0.7 µg/l. In conclusion, it was shown that the model is principally suited to estimate phytoplankton concentration from downwelling irradiance measurements. 
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