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Abstrat: This paper introdues an objetive funtion that seeks to minimise
the average total number of bits required to enode the joint state of all of the
layers of a Markov soure. This type of enoder may be applied to the problem of
optimising the bottom-up (reognition model) and top-down (generative model)
onnetions in a multilayer neural network, and it unies several previous results
on the optimisation of multilayer neural networks.
1 Introdution
There is urrently a great deal of interest in modelling probability density
funtions (PDF). This researh is motivated by the fat that the joint PDF
of a set of variables an be used to dedue any onditional PDF whih in-
volves these variables alone, whih thus allows all inferene problems in the
spae of these variables to be addressed quantitatively. The only limitation
of this approah to solving inferene problems is that a model of the PDF is
used, rather than the atual PDF itself, whih an lead to inaurate infer-
enes. The objetive funtion for optimising a PDF model is usually to max-
imise the log-likelihood that it ould generate the training set: i.e. maximise
〈log (model probability)〉
training set
.
In this paper the problem of modelling the PDF of a Markov soure will be
studied. In the language of neural networks, this type of soure an be viewed as
a layered network, in whih the state of eah layer diretly inuenes the states
of only the layers immediately above and below it. The optimal PDF model
then approximates the joint PDF of the states of all of the layers of the network,
or at least some subset of the layers of the network, whih is a generalisation of
what is onventionally done in neural network PDF models.
Markov soure density modelling is interesting beause it unies a number
of existing neural network tehniques into a single framework, and may also
be viewed as a density modelling perspetive on the results reported in [10℄.
For instane, an approximation to the standard Kohonen topographi mapping
∗
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neural network [3℄ emerges from density modelling the joint PDF of the input
and output layers of a 3-layer network, and generalisations of the Kohonen
network also emerge naturally from this framework.
In setion 2 the relevant parts of the Shannon theory of information are
summarised [12℄, and the appliation to oding various types of soure is derived
[11℄; in partiular, Markov soures are disussed, beause they are the key to the
approah that is presented in this paper. In setion 3 the appliation of Markov
soure oding to unsupervised neural networks is disussed in detail, inluding
the Kohonen network [3℄. In setion 4 (and appendix A) hierarhial enoding
using an adaptive luster expansion (ACE) is disussed [6℄, and in setion 5 (and
appendix B) fatorial enoding using a partitioned mixture distribution (PMD)
are disussed [9℄. Finally in appendix C density modelling of Markov soures is
ompared with standard density modelling using a Helmholtz mahine [2℄.
2 Coding Theory
In setion 2.1 the basi ideas of information theory are outlined (this disussion
is inspired by the reasoning presented in [12℄), and in setion 2.2 the proess
of using a model to ode a soure desribed in detail. In setion 2.3 this is
extended to the ase of a Markov soure. In setion 2.4 the relationship between
onventional density models and Markov density models is disussed.
See [12℄ for a luid introdution to information theory, and see [11℄ for a
disussion of the number of bits required to enode a soure using a model.
2.1 Information Theory
A soure of symbols (drawn from an alphabet ofM distint symbols) is modelled
as a vetor of probabilities denoted as P
P ≡ (P1, P2, · · · , PM ) (1)
whih desribes the relative frequeny with whih eah symbol is drawn inde-
pendently from the soure P. A trivial example is an unbiassed die, whih has
M = 6 and Pi =
1
6 for i = 1, 2, · · · , 6.
The ordered sequene of symbols drawn independently from a soure may
be partitioned into subsequenes of N symbols, and eah suh subsequene will
be alled a message. If N is very large, then a message is alled likely if the
relative frequeny of ourrene of its symbols approximates P, otherwise it is
alled unlikely. As N → ∞ the set of likely messages is very sharply dened,
in the sense that the proportion of all messages that lie in the transition region
between being likely and being unlikely beomes vanishingly small. Thus there
is a set of likely messages all with equal probability of ourring (beause eah
likely message has the same relative frequeny of ourrene of eah of the M
possible symbols), and a set of unlikely messages (i.e. all the messages that
are not likely messages) that have essentially zero probability of ourring. It
is this separation of messages into a likely set (all with equal probability) and
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an unlikely set (all with zero probability) that underlies information theory, as
disussed in [12℄.
A likely message from P will be alled a likely P-message. As N −→ ∞
the number of times ni that eah symbol i ours in a P-message of length N
is ni = NPi, where
∑M
i=1 Pi = 1 guarantees that the normalisation ondition∑M
i=1 ni = N is satised. The logarithm of the number of dierent likely P-
messages is given by (using Stirling's approximation log x! ≈ x log x− x when x
is large)
log
(
N !
n1!n2! · · ·nM !
)
≈ −N
M∑
i=1
Pi logPi (2)
Now dene the entropy H (P) of soure P as the logarithm of the number
of dierent likely P-messages (measured per message symbol):
H (P) ≡ −
M∑
i=1
Pi logPi ≥ 0 (3)
Thus H (P) is the number of bits per symbol (on average) required to enode
the soure (assuming a perfet enoder), beause the only messages that the
soure has a nite probability of produing are the likely P-messages that are
enumerated in equation 2.
It is usually very diult to enode the soureP usingH (P) bits per symbol
on average. This is beause although the boundary between the set of likely P-
messages and the set of unlikely P-messages is sharply dened in priniple,
in pratie it is very hard to model mathematially. If this boundary is not
preisely dened, then it is impossible to ompute the value of H (P) aurately.
In order to ensure that all of the likely P-messages are aounted for, it is
neessary for the mathematial model of the boundary to lie outside the true
boundary, whih thus overestimates the value of H (P). This demonstrates that
H (P) is in fat a lower bound on the true number of bits per symbol that must
be used to enode the soure P.
2.2 Soure Coding
The mathematial model (or, simply, the model) of the boundary between the
set of likely P-messages and the set of unlikely P-messages may be derived
from a another vetor of probabilities, denoted as Q, whose M elements model
the probability of eah symbol drawn from an alphabet of M distint symbols.
If Q = P then the boundary is modelled perfetly, and hene in priniple the
lower bound H (P) on the number of bits per symbol may be attained, although
even this is usually diult to realise onstrutively in pratie. In pratial
situations Q 6= P is invariably the ase, so the problem of oding a soure with
an inaurate model annot be avoided.
Sine the only P-messages that an our are the likely P-messages (whih
all our with equal probability), the number of bits required when using Q
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to enode P is (minus) the logarithm of the probability ΠN (P,Q) that a Q-
message is one of the likely P-messages. ΠN (P,Q) is given by
ΠN (P,Q) = log
(
N !
n1!n2! · · ·nM ! Q
n1
1 Q
n2
2 · · ·QnMM
)
≈ −N
M∑
i=1
Pi log
Pi
Qi
≤ 0 (4)
whih is negative beause the model Q generates likely P-messages with less
than unit probability. The model Q must be used to generate enough Q-
messages to ensure that all of the likely P-messages are reprodued, whih
requires the basi H (P) bits per symbol (that would be required if Q = P),
plus some extra bits to ompensate for the less than 100% eieny with whih
Q generates likely P-messages (beause Q 6= P). The number of extra bits per
symbol is the relative entropy G (P,Q)
G (P,Q) ≡
M∑
i=1
Pi log
Pi
Qi
≥ 0 (5)
whih is −ΠN (P,Q)
N
, or minus the logarithm of the probability per symbol that a
Q-message is a likely P-message. ThusQ is used to generate exatly the number
of extraQ-messages required to ompensate for the fat that the probability that
eah Q-message is a likely P-message is less than unity (i.e. ΠN (P,Q) ≤ 0).
G (P,Q) (i.e. relative entropy) is the amount by whih the number of bits per
symbol exeeds the lower bound H (P) (i.e. soure entropy). For ompleteness,
also dene the total number of bits per symbol H (P) +G (P,Q) as L (P,Q),
whih is given by
L (P,Q) ≡ H (P) +G (P,Q)
= −
M∑
i=1
Pi logQi ≥ 0 (6)
The expression for G (P,Q) provides a means of optimising the model Q. If
the optimisation riterion is that the average number of bits per symbol required
when using Q to enode P should be minimised, then the optimum model Qopt
should minimise the objetive funtion G (P,Q) with respet to Q, thus
Qopt =
argmin
Q
G (P,Q) (7)
This riterion for optimising a model does not inlude the number of bits re-
quired to speify the model itself, suh as is used in the minimum desription
length approah [11℄, although the objetive funtion ould be extended to in-
lude suh additional ontributions.
G (P,Q) is frequently used as an objetive funtion in density modelling,
where the soure P is the vetor of observed symbol frequenies. Sine Qopt
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must, in some sense, be lose to P, this aords a pratial way of ensuring
that the optimum model probabilities Qopt are similar to the soure symbol
frequenies P, whih is the goal of density modelling.
2.3 Markov Soure Coding
The above sheme for using a model Q to enode symbols derived from a soure
P may be extended to the ase where the soure and the model are L-layer rst
order Markov hains. The word layer is used in antiipation of the onnetion
with multilayer neural networks that will be disussed in setion 3. Thus split
up both of P and Q into their onstituent transition probabilities
P =
(
P0, P1|0, · · · ,PL−1|L−2,PL|L−1
)
=
(
P0|1,P1|2, · · · ,PL−1|L,PL
)
Q =
(
Q0,Q1|0, · · · ,QL−1|L−2,QL|L−1
)
=
(
Q0|1,Q1|2, · · · ,QL−1|L,QL
)
(8)
These two ways of deomposing P (and Q) are equivalent, beause a forward
pass through a Markov hain may be onverted into a bakward pass through a
dierent Markov hain, whose transition probabilities are uniquely determined
by applying Bayes' theorem to the original Markov hain. Pk|l (and Qk|l) is the
matrix of transition probabilities from layer l to layer k of the Markov hain of
the soure (and model), P0 (Q0) is the vetor of marginal probabilities in layer
0, PL (and QL) is the vetor of marginal probabilities in layer L. This may be
written out in detail as
P 0i0 = true probability that layer 0 has state i0
PLiL = true probability that layer L has state iL
P
l+1|l
il+1,il
= true probability that layer l + 1 has state il+1
given that layer l has state il
P
l|l+1
il,il+1
= true probability that layer l has state il
given that layer l + 1 has state il+1 (9)
Q0i0 = model probability that layer 0 has state i0
QLiL = model probability that layer L has state iL
Q
l+1|l
il+1,il
= model probability that layer l+ 1 has state il+1
given that layer l has state il
Q
l|l+1
il,il+1
= model probability that layer l has state il
given that layer l + 1 has state il+1 (10)
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The number of extra bits per symbol G (P,Q) (see equation 5) required to
enode eah symbol from the soure P using the model Q may then be written
as
G (P,Q) =
M0∑
i0=1
· · ·
ML∑
iL=1
P
0|1
i0,i1
P
1|2
i1,i2
· · · PL−1|LiL−1,iL PLiL
× log
(
P
0|1
i0,i1
P
1|2
i1,i2
· · · PL−1|LiL−1,iL PLiL
Q
0|1
i0,i1
Q
1|2
i1,i2
· · · QL−1|LiL−1,iL QLiL
)
=
L−1∑
l=0
Ml+1∑
il+1=1
P l+1il+1Gil+1
(
Pl|l+1,Ql|l+1
)
+G
(
PL,QL
)
(11)
where the ow of inuene in both P and Q is from layer 0 to layer L. The
sux il+1 that appears on the Gil+1
(
Pl|l+1,Ql|l+1
)
indiates that the state of
layer l + 1 is xed during the evaluation of Gil+1
(
Pl|l+1,Ql|l+1
)
(i.e. it is the
relative entropy of layer l, given that the state of layer l+1 is known). Similarly,
the total number of bits per symbol required to enode eah symbol from the
soure P using the model Q is L (P,Q) (i.e. H (P) +G (P,Q)), whih is given
by
L (P,Q) =
L−1∑
l=0
Ml+1∑
il+1=1
P l+1il+1Lil+1
(
Pl|l+1,Ql|l+1
)
+ L
(
PL,QL
)
(12)
This result has a very natural interpretation. Both the soure P and the
model Q are Markov hains, and orresponding parts of the model are mathed
up with orresponding parts of the soure. First of all, the number of bits
required to enode the Lth layer of the soure is L
(
PL,QL
)
. Having done that,
the number of bits required to enode the L − 1th layer of the soure, given
that the state of the Lth layer is already known, is L
(
PL−1|L,QL−1|L
)
, whih
must then be averaged over the alternative possible states of the Lth layer to
yield
∑ML
iL=1
PLiLL
(
PL−1|L,QL−1|L
)
. This proess is then repeated to enode
the L − 2th layer of the soure, given that the state of the L − 1th layer is
already known, and so on bak to layer 0. This yields preisely the expression
for L (P,Q) given above.
Bayes' theorem (in the form P l+1il+1 P
l|l+1
il,il+1
= P lil P
l+1|l
il+1,il
) may be used to
rewrite the expression for L (P,Q) so that the ow of inuene in P and Q
runs in opposite diretions. Thus
L (P,Q) =
L−1∑
l=0
Ml∑
il=1
P lilKil
(
Pl+1|l,Ql|l+1
)
+ L
(
PL,QL
)
(13)
where Kil
(
Pl+1|l,Ql|l+1
)
is dened as
Kil
(
Pl+1|l,Ql|l+1
)
≡ −
Ml+1∑
il+1=1
P
l+1|l
il+1,il
logQ
l|l+1
il,il+1
(14)
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The expression for L (P,Q) in equation 13 has an analogous interpretation to
that in equation 12.
Other types of Markov hain may also be onsidered, suh as ones in whih
some of the layers are not inluded in the alulation of the number of bits
required to enode the soure. One suh example is disussed in setion 3.4.
2.4 Alternative Viewpoints
The relationship between onventional density models and Markov density mod-
els an be stated from the point of view of a onventional density modeller. The
goal is to build a density model Q0 of the soure P0, suh that the number
of bits per symbol L
(
P0,Q0
)
required to enode P0 is minimised. However,
if the soure P0 is transformed through L layers of a network to produe a
transformed soure PL, then L
(
P0,Q0
) ≤ L (P,Q) where L (P,Q) is given
in equation 12, whih is the sum of the number of bits per symbol L
(
PL,QL
)
required to enode PL, plus (for l = 0, 1, · · · , L − 1) the number of bits per
symbol
∑Ml+1
il+1=1
P l+1il+1Lil+1
(
Pl|l+1,Ql|l+1
)
required to enode Pl|l+1.
Thus the problem of enoding the soure P0 an be split into three steps:
transform the soure from P0 to PL, enode the transformed soure PL, and
enode all of the transformations Pl|l+1 (for l = 0, 1, · · · , L − 1) to allow the
original soure to be reonstruted from the transformed soure. The total
number of bits L (P,Q) required to enodePL andPl|l+1 (for l = 0, 1, · · · , L−1)
is then an upper bound on the total number of bits L
(
P0,Q0
)
required to enode
P0. In this piture, a Markov hain is used to onnet the original soure P0 to
the transformed sourePL, so the Markov hain relates one onventional density
modelling problem (i.e. optimising Q0) to another (i.e. optimising QL).
The above desription of the relationship between onventional density mod-
els and Markov density models was presented from the point of view of a on-
ventional density modeller, who asserts that the goal is to build an optimum
(i.e. minimum number of bits per symbol) density model Q0 of the soure P0.
From this point of view, the Markov hain is merely a means of transforming
the problem from modelling the soure P0 to modelling the transformed soure
PL. That this transformation proess is imperfet is reeted in the fat that
more bits per symbol are required to enode the transformed soure PL (plus
the state of the Markov hain that generates it) than the original soure P0. A
onventional density modeller might reasonably ask what is the point of using
Markov density models, if they give only an upper bound on the number of bits
per symbol for enoding the original soure P0?
However, it is not at all lear that the onventional density modeller is using
the orret objetive funtion in the rst plae. Why should the number of
bits per symbol for enoding the original soure P0 be espeially important? It
is as if the world has been separated into an external world (i.e. P0) and an
internal world (i.e. the Pl+1|l for l = 0, 1, · · · , L − 1), and a speial status is
aorded to the external world, whih deems that it is important to model its
density P0 aurately, at the expense of modelling the Pl+1|l aurately. In the
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Markov density modelling approah, this artiial boundary between external
and internal worlds is removed, beause the Markov hain models the joint
density
(
P0,P1|0, · · · ,PL|L−1), where P0 and the Pl+1|l are all aorded equal
status. This even-handed approah is muh more natural than one in whih
a partiular part of the soure (i.e. the external soure) is aorded a speial
status.
In the language of multilayer neural networks, the vetor(
P0,P0|1, · · · ,PL|L−1) is the soure whih omprises the bottom-up trans-
formations (or reognition models) whih generate the states of the internal
layers of the network, and the vetor
(
Q0|1,Q1|2, · · · ,QL) is the model of
the soure whih omprises the top-down transformations (or generative
models). Thus the network is self-referential, beause it forms a model of a
soure that inludes its own internal states. This self-referential behaviour is
present in both the onventional density modelling and in the Markov density
modelling approahes, but whereas in the former ase it is not optimised in
an even-handed fashion, in the latter ase it is optimised in an even-handed
fashion.
3 Appliation To Unsupervised Neural Networks
In setion 3.1 the theory of Markov soure oding (that was presented in setion
2.3) is applied to a multilayer neural network. In setion 3.2 this approah is
applied to a 2-layer neural network to obtain a soft vetor quantiser (VQ), whih
is generalised to a multilayer neural network in setion 3.3 to obtain a network of
oupled soft VQs. In setion 3.4 it is shown how an approximation to Kohonen's
topographi mapping network an be derived from the theory of Markov soure
oding. Finally, some additional results are briey diussed in setion 3.5.
3.1 Soure Model of a Layered Network
In this setion the optimisation of the joint PDF of the states of all of the layers
of an (L+ 1)-layer enoder of the type that was disussed in setion 2.3 will be
onsidered. It turns out that this leads to new insights into the optimisation of
a multilayer unsupervised neural networks.
The Markov hain soure P =
(
P0,P1|0, · · · ,PL−1|L−2,PL|L−1) (or, equiv-
alently, P =
(
P0|1,P1|2, · · · ,PL−1|L,PL)) may be used to desribe the true
behaviour (i.e. not merely a model) of a layered neural network as follows. P0
is an external soure, and
(
P1|0, · · · ,PL−1|L−2,PL|L−1) is an internal soure,
where external/internal desribes whether the soure is outside/inside the lay-
ered network, respetively. Pl+1|l is not part of the soure itself (i.e. the external
soure), rather it is a transition matrix that desribes the way in whih the state
of layer l of the neural network inuenes the state of layer l + 1. There is an
analogous interpretation of PL and the Pl|l+1.
The Markov hain model Q =
(
Q0,Q1|0, · · · ,QL−1|L−2,QL|L−1) (or, equiv-
alently, Q =
(
Q0|1,Q1|2, · · · ,QL−1|L,QL)) may then be used as a model (i.e.
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not atually the true behaviour) of a layered neural network. Q has an anal-
ogous interpretation to P, exept that it is a model of the soure, rather than
the true behaviour of the soure.
It turns out to be useful for the true Markov behaviour (i.e. P) and the model
Markov behaviour (i.e. Q) to run in opposite diretions through the Markov
hain. Thus P =
(
P0,P1|0, · · · ,PL−1|L−2,PL|L−1) (ow of inuene from layer
0 to layer L of the Markov hain) and Q =
(
Q0|1,Q1|2, · · · ,QL−1|L,QL) (ow
of inuene from layer L to layer 0 of the Markov hain). In the onventional
language of neural networks, P is a reognition model and Q is a generative
model. Note that the use of the word model in the terminology reognition
model is stritly speaking not aurate in this ontext, beause P is a soure,
not a model. However, terminology depends on one's viewpoint. In Markov
hain density modelling P is a soure when viewed from the point of view of
the model Q. Whereas, in onventional density modelling P0 is a soure when
viewed from the point of model Q0, in whih ase
(
P1|0, · · · ,PL−1|L−2,PL|L−1)
is a reognition model and
(
Q0|1,Q1|2, · · · ,QL−1|L,QL) is a generative model.
3.2 2-Layer Soft Vetor Quantiser (VQ) Network
The expression for L (P,Q) in equation 13 has a simple internal struture whih
allows it to be systematially analysed. Thus apply equation 13 to a 2-layer
network where
P =
(
P0, P1|0
)
Q =
(
Q0|1,Q1
)
(15)
to obtain the objetive funtion
L (P,Q) = −
M0∑
i0=1
P 0i0
M1∑
i1=1
P
1|0
i1,i0
logQ
0|1
i0,i1
+ L
(
P1,Q1
)
(16)
Now hange notation in order to make ontat with previous results on vetor
quantisers (VQ)
i0 → x
∑M0
i0=1
→ ∫ dx input vetor
i1 → y
∑M1
i1=1
→∑My=1 output ode index
P 0i0 → Pr (x) input PDF
P
1|0
i1,i0
→ Pr (y|x) reognition model
Q
0|1
i0,i1
→ V 1
(
√
2piσ)
dimx exp
(
−‖x−x
′(y)‖2
2σ2
)
Gaussian generative model
Q1i1 → Q (y) output prior
(17)
where x is a ontinuous-valued input vetor (e.g. the ativity pattern in layer
0), σ is the (isotropi) variane of the Gaussian generative model, V is an in-
nitesimal volume element in input spae whih may be used to onvert the
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Gaussian probability density into a probability, and y is a disrete-valued out-
put index (e.g. the loation of the next neuron to re in layer 1). Note that
the parameter V must be introdued in order to regularise the number of bits
required to speify eah soure state. In eet, V speies a resolution sale,
suh that details on smaller sales are ignored.
The notation dened in equation 17 allows L (P,Q) to be written as
L (P,Q) =
DV Q
4σ2
+ L
(
P1,Q1
)− log
(
V(√
2piσ
)dimx
)
(18)
where DV Q is dened as
DV Q ≡ 2
∫
dxPr (x)
M∑
y=1
Pr (y|x) ‖x− x′ (y)‖2 (19)
The rst term in equation 18 is proportional to the objetive funtion DV Q for
a soft vetor quantiser (VQ), where Pr (y|x) is a soft enoder, and x′ (y) is the
orresponding reonstrution vetor attahed to ode index y, and ‖x− x′ (y)‖2
is the L2 norm of the reonstrution error. A standard VQ [4℄ (i.e. winner-take-
all enoder) has Pr (y|x) = δy,y(x), whih emerges as the optimal form when
this VQ objetive funtion is minimised w.r.t. Pr (y|x) (see [10℄ for a detailed
disussion of these issues). The seond term in equation 18 (i.e. L
(
P1,Q1
)
) is
the ost of oding the output layer, and the third term is onstant.
The eet of the L
(
P1,Q1
)
term in L (P,Q) (see equation 18) is to enour-
age P 1i → δi,i0 (only one state in layer 1 is used) and Q1 → P1 (perfet model
in layer 1). The behaviour P 1i → δi,i0 is in onit with the requirements of the
rst term (i.e. the soft VQ) in L (P,Q), whih requires that more than one state
in layer 1 is used, in order to minimise the reonstrution distortion. There is
a tradeo between inreasing the number of ative states in layer 1 in order to
enable the Gaussian generative model (Q0 is a Gaussian mixture distribution)
to make a good approximation to the external soure P0, and dereasing the
number of ative states in layer 1 in order to make the average total number of
bits L
(
P1,Q1
)
required to speify an output state as small as possible.
3.3 Coupled Soft VQ Networks
The results of setion 3.2 will now be generalised to an (L+ 1)-layer network.
The objetive funtion for oding a Markov soure (equation 13) an be written,
using a notation whih is analogous to that given in equation 17 as
L (P,Q) =
L−1∑
l=0
DlV Q
4 (σl)
2 + L
(
PL,QL
)− L−1∑
l=0
log
(
Vl(√
2piσl
)dimxl
)
(20)
where DlV Q is dened as (D
0
V Q = DV Q as dened in equation 19)
DlV Q ≡ 2
∫
dxl Pr (xl)
Ml+1∑
yl+1=1
Pr (yl+1|xl) ‖xl − x′l (yl)‖2 (21)
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where xl and yl are both used to denote the state of layer l. The notation xl is
used to denote the input to the enoder that onnets layers l and l+1, whereas
the notation yl denotes the output of the enoder that onnets layers l− 1 and
l. This redundany of notation is not atually neessary, but is used here to
preserve the distintion between input vetors and output odes.
The rst term in equation 20 is a weighted sum (where eah term is weighted
by (σl)
−2
) of objetive funtions for a set of soft VQs onneting eah of the L
neighbouring pairs of layers in the network. This type of network struture will
be alled a VQ-ladder. The seond term in equation 20 (i.e. L
(
PL,QL
)
) is the
ost of oding the output layer, and the third term is onstant.
If the ost L
(
PL,QL
)
of oding the output layer is ignored, then the multi-
layer Markov soure oding objetive funtion L (P,Q) is minimised by minimis-
ing the the objetive funtion
∑L−1
l=0
DlV Q
(σl)
2 for a VQ-ladder (see [10℄ disussion
of this point in the ontext of folded Markov hains (FMC)). As the number
L of network layers is inreased, the eet of the L
(
PL,QL
)
term has less
and less eet on the overall optimisation, beause its eet is swamped by the
VQ-ladder term.
3.4 Topographi Mapping Network
The results obtained in setion 3.2 for a soft VQ may be generalised to obtain
a topographi mapping network whose properties losely resemble those of a
Kohonen network [3℄. This derivation is based on the approah to topographi
mappings that was presented in [5℄. Thus apply equation 13 to a 3-layer network
P =
(
P0, P1|0,P2|1
)
Q =
(
Q0|1,Q1|2,Q2
)
(22)
where only layers 0 and 2 are inluded in the objetive funtion, to obtain
L (P,Q) = −
M0∑
i0=1
P 0i0
M2∑
i2=1
P
2|0
i2,i0
logQ
0|2
i0,i2
+ L
(
P2,Q2
)
(23)
whih should be ompared with equation 16. An analogous hange of notation
to that dened in equation 17 an be made
i0 → x
∑M0
i0=1
→ ∫ dx input vetor
i1 → y hidden ode index
i2 → z output ode index
P 0i0 → Pr (x) input PDF
P
1|0
i1,i0
→ Pr (y|x) reognition model (rst stage)
P
2|1
i2,i1
→ Pr (z|y) reognition model (seond stage)
Q
0|2
i0,i2
→ V 1
(
√
2piσ)
dim x exp
(
−‖x−x
′(z)‖2
2σ2
)
Gaussian generative model
Q2i2 → Q (z) output prior
(24)
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to obtain
L (P,Q) =
DV Q
4σ2
+ L
(
P2,Q2
)− log
(
V(√
2piσ
)dimx
)
(25)
where DV Q is dened as
DV Q ≡ 2
∫
dxPr (x)
M2∑
z=1
Pr (z|x) ‖x− x′ (z)‖2 (26)
whih should be ompared with the objetive funtion in equation 19.
This expression for DV Q expliitly involves the states of layers 0 and 2 of
a 3-layer network, and it will now be manipulated into a form that expliitly
involves the states of layers 0 and 1. In order to simplify this alulation, DV Q
will be replaed by the equivalent objetive funtion [10℄
DV Q ≡
∫
dxPr (x)
M2∑
z=1
Pr (z|x)
∫
dx′ Pr (x′|z) ‖x− x′‖2 (27)
Now introdue dummy integrations over the state of layer 1 to obtain
DV Q ≡
∫
dxPr (x)
M1∑
y=1
Pr (y|x)
M2∑
z=1
Pr (z|y)
M1∑
y′=1
Pr (y′|z)
×
∫
dx′ Pr (x′|y′) ‖x− x′‖2 (28)
and rearrange to obtain
DV Q ≡
∫
dxPr (x)
M1∑
y′=1
Pr (y′|x)
∫
dx′ Pr (x′|y′) ‖x− x′‖2 (29)
where
Pr (y′|y) =
M2∑
z=1
Pr (y′|z) Pr (z|y)
Pr (y′|x) =
M1∑
y=1
Pr(y′|y) Pr (y|x) (30)
whih may be replaed by the equivalent objetive funtion
DV Q ≡ 2
∫
dxPr (x)
M1∑
y′=1
Pr (y′|x) ‖x− x′ (y′)‖2 (31)
whih should be ompared with the objetive funtion in equation 26.
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The overall eet of manipulating equation 26 into the form given in equation
31 is to onvert the objetive funtion from one that expliitly involves the states
of layers 0 and 2, to one that expliitly involves the states of layers 0 and 1. This
hange is reeted in the replaement of Pr (z|x) by Pr (y′|x). This new form for
the objetive funtion (see equation 31) is exatly the same as for a standard
VQ (see equation 19), exept that the posterior probability Pr (y|x) is now
proessed through a transition matrix Pr(y′|y) to produe Pr (y′|x). Beause
Pr(y′|y) = ∑M2z=1 Pr (y′|z)Pr (z|y), it takes aount of the eet of the state
z of layer 2 on the training of layer 1, whih is a type of self-supervision [8℄
in whih higher layers of a network oordinate the training of lower layers.
However, viewed from the point of view of layer 1, the eet of the transition
matrix Pr(y′|y) is to do damage to the posterior probability by redistributing
probability amongst the states of layer 1. This proess is thus alled probability
leakage, and Pr(y′|y) is alled a probability leakage matrix.
The objetive funtion in equation 31 gives rise to a neural network that
losely resembles a Kohonen topographi mapping neural network [3℄, where
Pr(y′|y) may be identied as the topographi neighbourhood funtion, as was
shown in [5℄. Note that in order for the topographi neighbourhood to be
loalised (i.e. Pr(y′|y) > 0 only for y′ in some loal neighbourhood of y), the
transition matrix Pr (z|y) that generates the state of layer 2 from the state of
layer 1 must generate eah z state from y states that are all lose to eah other.
This onnetion with Kohonen topographi mapping neural networks is only
approximate, beause the training algorithm proposed by Kohonen does not
orrespond to the minimisation of any objetive funtion. A generalised version
of the Kohonen network whih allows a fatorial ode to emerge may be derived
using the results in setion 5 [9℄.
3.5 Additional Results
The objetive funtion
∑L−1
l=0
DlV Q
4(σl)
2 for a VQ-ladder ouples the optimisation of
the individual 2-layer VQs together. Beause the output of the lth VQ is the
input to the (l + 1)
th
VQ (for l = 0, 1, 2 · · · , L − 1 ), the optimisation of the
kth VQ has side eets on the optimisation of the lth VQs (for l = k + 1, k +
2, · · · , L− 1). This leads to the eet alled self-supervision, in whih top-down
onnetions from higher to lower network layers are automatially generated,
to allow the lower layers to proess their input more eetively in the light of
what the higher layers disover in the data [8℄. This is the multilayer extension
of the self-supervision eet that led to topographi mappings in setion 3.4.
The general expression for L (P,Q) in equation 13 is the sum of two terms:
the objetive funtion
∑L−1
l=0
∑Ml
il=1
P lilKil
(
Pl+1|l,Ql|l+1
)
for a ladder (beause
Q is not neessarily Gaussian, the ladder is not neessarily a VQ-ladder), plus
the ost L
(
PL,QL
)
of enoding layer L. The L
(
PL,QL
)
term has preisely
the form that is ommonly used in density modelling, so any onvenient density
model ould be used to parameterise QL in layer L. A typial implementa-
tion of the type of network that minimises L (P,Q) thus splits into two piees
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orresponding to the two dierent types of term in the objetive funtion. In
the speial ase where L = 0 (i.e. no ladder is used) this approah redues to
standard input density modelling.
4 Hierarahial Enoding using an Adaptive
Cluster Expansion (ACE)
In this setion the adaptive luster expansion (ACE) network is disussed
[6℄. ACE is a tree-strutured network, whose purpose is to deompose high-
dimensional input vetors into a number of lower dimensional piees. In setion
4.1 the ase of a deterministi soure and a perfet model is onsidered, and in
setion 4.2 the ase of a Gaussian model is disussed.
4.1 ACE: Tree-Strutured Density Network
Consider the objetive funtion L (P,Q) for enoding an L + 1 layer Markov
soure (see equation 13), and assume that the Q
l|l+1
il,il+1
part of the model is perfet
so that Q
l|l+1
il,il+1
= P
l|l+1
il,il+1
(for l = 0, 1, · · · , L − 1), and that the P l+1|lil+1,il part of
the soure is deterministi so that P
l+1|l
il+1,il
= δil+1,il+1(il) (for l = 0, 1, · · · , L−1),
in whih ase L (P,Q) simplies as follows (see appendix A.1)
L (P,Q) = H
(
P0
)−H (PL)+ L (PL,QL) (32)
where H
(
P0
)−H (PL) is the number of bits per symbol required to onvert a
PL-message into a P0-message, assuming that the P
l+1|l
il+1,il
part of the soure is
deterministi, and that the model is perfet. This result is not very interesting
in itself.
However, if the P
l+1|l
il+1,il
part of the soure is not only deterministi, but is also
tree-strutured, and the model is similarly tree-strutured, then the notation
must be modied thus
il → il =
(
i1l , i
2
l , · · ·
)
il+1 → il+1 =
(
i1l+1, i
2
l+1, · · ·
)
P
l+1|l
il+1,il
→ P l+1|lil+1,il = P
l+1|l
i1
l+1
,i1
l
P
l+1|l
i2
l+1
,i2
l
· · · = δ
i1
l+1
,i1
l+1(i1l )
δ
i2
l+1
,i2
l+1(i2l )
· · ·
Q
l|l+1
il,il+1
→ Ql|l+1il,il+1 = P
l|l+1
i1
l
,i1
l+1
P
l|l+1
i2
l
,i2
l+1
· · · (33)
where the state il of layer l of the tree-strutured Markov soure is more nat-
urally written as a vetor state il that speies the joint state of eah branh
of layer l of the tree (the il style of notation is more suitable for a non-tree-
strutured Markov soure). Furthermore, the omponents of the vetor il are
partitioned as
(
i1l , i
2
l , · · ·
)
, where eah icl is the joint state of a subset c of nodes
in layer l, where all the nodes in eah subset are all siblings as seen from the
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point of view of layer l + 1. Suh a set of siblings is alled a luster. The om-
ponents of the vetor il+1 are partitioned as
(
i1l+1, i
2
l+1, · · ·
)
, where icl+1 is the
state of the parent (in layer l + 1) of the siblings in luster c in layer l.
This notation may be used to rearrange L (P,Q) as follows (see appendix
A.2)
L (P,Q) =
L−1∑
l=0
∑
luster c
H
(
Plc
)− L∑
l=1
∑
omponent c
H
(
Plc
)
+ L
(
PL,QL
)
(34)
This expression for L (P,Q) an be rewritten in terms of the mutual information
I
(
Plc
)
between the omponents of luster icl+1 as (see appendix A.2)
L (P,Q) = −
L∑
l=1
∑
luster c
I
(
Plc
)
+
∑
luster c
H
(
P0c
)− ∑
luster c
H
(
PLc
)
+ L
(
PL,QL
)
(35)
Now assume that the model is perfet in the output layer, so that QL is given
by QLiL = P
L
i1
l
PL
i2
l
· · · . This allows L (PL,QL) to be simplied as L (PL,QL) =∑
luster cH
(
PLc
)
, so that L (P,Q) may nally be expressed as
L (P,Q) = −
L∑
l=1
∑
luster c
I
(
Plc
)
+
∑
luster c
H
(
P0c
)
(36)
The−∑Ll=1∑luster c I (Plc) term is (minus) the sum of the mutual informations
within all of the lusters in the L + 1 layer network, and the
∑
luster cH
(
P0c
)
term is onstant for a given external soure P0. This means that minimising
L (P,Q) is equivalent to maximising
∑L
l=1
∑
luster c I
(
Plc
)
. This is the maxi-
mum mutual information result for ACE networks [7℄, whih inludes the mutual
information maximisation priniple in [1℄ as a speial ase.
Note that if the soure is deterministi and the model is perfet (as they
are here), then L
(
P0,Q0
)
= L (P,Q), whih implies that input density opti-
misation is equivalent to joint density optimisation. This equivalene was used
in [7℄, where the sum-of-mutual-informations objetive funtion was derived by
minimising L
(
P0,Q0
)
.
4.2 ACE: Hierarhial Vetor Quantiser
If the above ACE network is modied slightly, so that the model Q has exatly
the same struture as before, but is Gaussian rather than perfet, then Q
l|l+1
il,il+1
beomes
Q
l|l+1
il,il+1
→ Ql|l+1il,il+1 = Q
l|l+1
i1
l
,i1
l+1
Q
l|l+1
i2
l
,i2
l+1
· · · (37)
15
where the individual Q
l|l+1
ic
l
,ic
l+1
are Gaussian. The expression for L (P,Q) may
then be written down by analogy with equation 20
L (P,Q) =
L−1∑
l=0
∑
luster c
D
l,c
V Q
4 (σl,c)
2 + L
(
PL,QL
)
−
L−1∑
l=0
∑
luster c
log
(
Vl,c(√
2piσl,c
)dim ic
l
)
(38)
Thus the ACE network, with a Gaussian model Q, is a hierarhial VQ-ladder
(or VQ-tree), in whih eah layer enodes the lusters in the previous layer [5℄.
5 Fatorial Enoding using a Partitioned Mix-
ture Distribution (PMD)
In this setion a useful parameterisation of the onditional probability Pl+1|l
for building the Markov soure is introdued in order to enourage Pl+1|l to
form fatorial odes of the state of layer l. It turns out that there is a simple
way of allowing suh odes to develop, whih is alled the partitioned mixture
distribution (PMD) [9℄. A PMD ahieves this by enoding its input simultane-
ously with a number of dierent reognition models, eah of whih potentially
an enode a dierent part of the input.
In setion 5.1 two ways in whih multiple reognition models an be used
for fatorial enoding are disussed, and a hybrid approah (whih is a PMD)
is disussed in setion 5.2.
5.1 Multiple Reognition Models
In the expression for the L (P,Q) (see equation 13) the generative modelsQl|l+1
may be parameterised as Gaussian probability densities, whereas the reognition
models Pl+1|l may be parameterised in a more general way as
P
l+1|l
il+1,il
=
P
l|l+1
il,il+1
P l+1il+1∑Ml+1
i′
l+1
=1 P
l|l+1
il,i
′
l+1
P l+1
i′
l+1
(39)
whih guarantees the normalisation ondition
∑Ml+1
il+1=1
P
l+1|l
il+1,il
= 1. A limitation
of this type of reognition model is that it allows only a single explanation il+1
of the data il (in the ase of a hard P
l+1|l
il+1,il
), or a probability distribution over
single explanations (in the ase of a soft P
l+1|l
il+1,il
), so it annot lead to a fatorial
enoding of the data.
The simplest way of allowing a fatorial enoding to develop is to make
simultaneous use more than one reognition model. Eah reognition model
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uses its own Pl+1 vetor and Pl|l+1 matrix to ompute a posterior probability
of the type shown in equation 39, so that if eah reognition model is sensitised
to a dierent part of the input, then a fatorial ode an develop. This approah
an be formalised by making the replaement il+1 → il+1 in equation 39 (i.e.
replae the salar ode index by a vetor ode index, where the number of vetor
omponents is equal to the number of reognition models). If the omponents
of il+1 are determined independently of eah other, then their joint posterior
probability P
l+1|l
il+1,il
is a produt of independent posterior probabilities, where
eah posterior probability orresponds to one of the reognition models, and
thus has its own Pl+1 vetor and Pl|l+1 matrix.
If this type of posterior probability, whih is a produt of n independent fa-
tors if there are n independent reognition models, is then inserted into equation
19 it yields (see appendix B)
DV Q ≤ 2
∫
dxPr (x)
M1∑
y1=1
M2∑
y2=1
· · ·
Mn∑
yn=1
Pr (y1|x, 1)Pr (y2|x, 2) · · ·
· · ·Pr (yn|x, n)
∥∥∥∥∥x− 1n
n∑
k=1
x′k (yk)
∥∥∥∥∥
2
(40)
If a single reognition model is independently used n times, rather than n inde-
pendent reognition models eah independently being used one, then the above
result beomes
DV Q ≤ 2
n
∫
dxPr (x)
M∑
y=1
Pr (y|x) ‖x− x′ (y)‖2
+
2 (n− 1)
n
∫
dxPr (x)
∥∥∥∥∥x−
M∑
y=1
Pr (y|x)x′ (y)
∥∥∥∥∥
2
(41)
In the ase n = 1 this orretly redues to equation 19 (the inequality redues
to an equality in this ase). When n > 1 the seond term oers the possi-
bility of fatorial enoding, beause it ontains a weighted linear ombination∑M
y=1 Pr (y|x)x′ (y) of vetors.
5.2 Average Over Reognition Models
Now ombine the above two approahes to fatorial enoding, so that a single
reognition model is used (as in equation 41), whih is parameterised in suh
a way that it an emulate multiple reognition models (as in equation 40).
The simplest possibility is to rstly make the replaement P l+1il+1 → Al+1k,il+1P l+1il+1
(where Al+1k,il+1 ≥ 0) in equation 39, where k is a reognition model index whih
ranges over k = 1, 2, · · · ,K (note that K is not onstrained to be the same as
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n), and then seondly to average over k, to produe
P
l+1|l
il+1,il
→ 1
K
K∑
k=1
P
l|l+1
il,il+1
Al+1k,il+1P
l+1
il+1∑Ml+1
i′
l+1
=1 P
l|l+1
il,i
′
l+1
Al+1
k,i′
l+1
P l+1
i′
l+1
(42)
In eet, K reognition models are embedded between layer l and layer l + 1,
and the Al+1 matrix speies whih indies il+1 in layer l + 1 are assoiated
with reognition model k.
The result in equation 42 is not the same as the result that would have been
obtained using a Bayesian analysis, in whih the posterior probabilities gener-
ated by dierent models are ombined to yield a single posterior probability. In
appendix B there is a disussion of the relationship between the above proposed
PMD reognition model and a full Bayesian average over alternative reognition
models.
A partitioned mixture distribution (PMD) is preisely this type of multiple
embedded reognition model. In the simplest type of PMD the Al+1 matrix is
hosen to ontain only 0's and 1's, whih are arranged so that the K reognition
models partition layer l + 1 into K overlapping pathes [9℄. A wide range of
types of PMD an be onstruted by hoosing Al+1 appropriately.
In setion 3.4 it was shown how a Kohonen topographi mapping emerged
when a 3-layer Markov soure network was optimised. If the PMD posterior
probability (see equation 42) had been used in setion 3.4, then a more general
form of topographi mapping (i.e. a fatorial topographi mapping) would have
emerged (this is briey disussed in [9℄).
6 Conlusions
The objetive funtion for optimising the density model of a Markov soure may
be applied to the problem of optimising the joint density of all the layers of a
neural network. This is possible beause the joint state of all of the network
layers may be viewed as a Markov hain of states (eah layer is onneted only to
adjaent layers). This representation makes ontat with the results that were
reported in [10℄, and allows many results to be unied into a single approah
(i.e. a single objetive funtion).
The most signiant aspet of this uniation is the fat that all layers
of a neural network are treated on an equal footing, unlike in the onventional
approah to density modelling where the input layer is aorded a speial status.
For instane, this leads to a modular approah to building neural networks,
where all of the modules have the same struture.
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A ACE
In this appendix some of the more tehnial details relevant to setion 4 are
given.
A.1 Perfet Model, Deterministi Soure
The derivation of the result in equation 32 for a perfet model (i.e. Q = P)
and a deterministi soure (i.e. P
l+1|l
il+1,il
= δil+1,il+1(il) using salar notation il
rather than vetor notation il for the state of layer l, beause here the Markov
soure is not assumed to be tree-strutured) is as follows. The basi denition
of L (P,Q) in equation 13 may be written as
L (P,Q)− L (PL,QL) = − L−1∑
l=0
Ml∑
il=1
P lil
Ml+1∑
il+1=1
P
l+1|l
il+1,il
logP
l|l+1
il,il+1
(43)
This may be simplied by noting that P
l+1|l
il+1,il
= δil+1,il+1(il), and that Bayes'
theorem gives P
l|l+1
il,il+1
=
P
l+1|l
il+1,il
P lil
P
l+1
il+1
, whih yields
L (P,Q)− L (PL,QL) = − L−1∑
l=0
Ml∑
il=1
P lil
Ml+1∑
il+1=1
δil+1,il+1(il) log
δil+1,il+1(il)P
l
il
P l+1il+1
(44)
Now use that
∑Ml+1
il+1=1
δil+1,il+1(il) = 1,
∑Ml+1
il+1=1
δil+1,il+1(il) log δil+1,il+1(il) = 0
and
∑Ml
il=1
P lilδil+1,il+1(il) = P
l+1
il+1
to redue this to
L (P,Q)− L (PL,QL) = − L−1∑
l=0
Ml∑
il=1
P lil logP
l
il
+
L−1∑
l=0
Ml+1∑
il+1=1
P l+1il+1 logP
l+1
il+1
(45)
The terms in these two series mostly anel eah other to yield
L (P,Q)− L (PL,QL) = − M0∑
i0=1
P 0i0 logP
0
i0
+
ML∑
iL=1
PLiL logP
L
i
L
(46)
and using the denition of entropy (see equation 3) this may nally be written
as
L (P,Q)− L (PL,QL) = H (P0)−H (PL) (47)
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A.2 Perfet Model, Deterministi Soure: Tree-
Strutured Case
The derivation of the result in equation 34 for a perfet tree-strutured model
and a deterministi tree-strutured soure is may be obtained by altering the
notation in appendix A.1 to reet the fat that both the Markov soure and
model are now tree-strutured. Thus use the notation dened in equation 33 to
write L (P,Q) (see equation 13) as
L (P,Q)− L (PL,QL) = − L−1∑
l=0
∑
il
P lil
∑
il+1
P
l+1|l
il+1,il
∑
luster c
logP
l|l+1
ic
l
,ic
l+1
(48)
Now use Bayes' theorem in the form P
l|l+1
ic
l
,ic
l+1
=
P
l+1|l
ic
l+1
,ic
l
P l
ic
l
P
l+1
ic
l+1
to write this as
L (P,Q)− L (PL,QL) = − L−1∑
l=0
∑
il
P lil
∑
il+1
P
l+1|l
il+1,il
∑
luster c
log

P l+1|licl+1,iclP licl
P l+1ic
l+1


(49)
This may be simplied by using that
∑
il+1
P
l+1|l
il+1,il
= 1 (for the logP lic
l
term),∑
il
P lil
∑
il+1
P
l+1|l
il+1,il
(· · · ) = ∑il+1 P l+1il+1 (· · · ) (for the logP l+1icl+1 term), and∑Ml+1
il+1=1
δ
ic
l+1
,ic
l+1(icl )
log δ
ic
l+1
,ic
l+1(icl )
= 0 (for the logP
l+1|l
ic
l+1
,ic
l
term), to yield
L (P,Q)− L (PL,QL) = − L−1∑
l=0
∑
il
P lil
∑
luster c
logP lic
l
+
L−1∑
l=0
∑
il+1
P l+1il+1
∑
luster c
logP l+1ic
l+1
(50)
The rst term may be simplied by interhanging the order of sum-
mation
∑
il
∑
c (· · · ) =
∑
c
∑
il
(· · · ), and then marginalising the proba-
bilities using that
∑
luster c
∑
il
P lil logP
l
ic
l
=
∑
luster c
∑
ic
l
P lic
l
logP lic
l
. The
seond term may be simplied by interhanging the order of summation∑
il+1
∑
luster c (· · · ) =
∑
luster c
∑
il+1
(· · · ), then marginalising the probabil-
ities using that
∑
luster c
∑
il+1
P l+1il+1 logP
l+1
ic
l+1
=
∑
luster c
∑
ic
l+1
P l+1ic
l+1
logP l+1ic
l+1
,
and then using that omponent c in layer l+1 is the parent of luster c in layer
l, to obtain
L (P,Q)− L (PL,QL) = − L−1∑
l=0
∑
ic
l
P lic
l
∑
luster c
logP lic
l
+
L∑
l=1
∑
ic
l
P lic
l
∑
omponent c
logP lic
l
(51)
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and using the denition of entropy (see equation 3) this may nally be written
as
L (P,Q)− L (PL,QL) = L−1∑
l=0
∑
luster c
H
(
Plc
)− L∑
l=1
∑
omponent c
H
(
P lc
)
(52)
whereH
(
Plc
)
is the entropy of luster c and H
(
P lc
)
is the entropy of omponent
c (both in layer l). The mutual information I
(
Plc
)
between the omponents c′
of luster c is dened as
I
(
Plc
) ≡ ∑
omponent c′
in luster c
H
(
P lc′
)−H (Plc) (53)
and using that
∑
luster c
∑
omponent c′
in luster c
(· · · ) =∑
omponent c′ this yields∑
luster c
I
(
Plc
) ≡ ∑
omponent c
H
(
P lc
)− ∑
luster c
H
(
Plc
)
(54)
whih allows L (P,Q)− L (PL,QL) to be simplied to
L (P,Q)− L (PL,QL) = − L∑
l=1
∑
luster c
I
(
Plc
)
+
∑
luster c
H
(
P0c
)− ∑
luster c
H
(
PLc
)
(55)
B PMD
In this appendix some of the more tehnial details relevant to setion 5 are
given.
B.1 PMD Reognition Model
If the type of posterior probability introdued in setion 5.1, whih is a produt
of n independent fators if there are n independent reognition models, is then
inserted into equation 19 it yields a DV Q of the form
DV Q = 2
∫
dxPr (x)
M1∑
y1=1
M2∑
y2=1
· · ·
Mn∑
yn=1
Pr (y1|x, 1)Pr (y2|x, 2) · · ·
· · ·Pr (yn|x, n) ‖x− x′ (y1, y2, · · · , yn)‖2 (56)
where Pr (yk|x, k) denotes the posterior probability that (given input x) ode
index yk ours in reognition model k. If x
′ (y1, y2, · · · , yn) is optimised (i.e.
takes the value that minimises DV Q) then it beomes
x′ (y1, y2, · · · , yn) =
∫
dxPr (y1|x) Pr (y2|x) · · ·Pr (yn|x) x (57)
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The ‖x− x′ (y1, y2, · · · , yn)‖2 term may be expanded thus (by adding and sub-
trating
1
n
∑n
k=1 x
′
k (yk))
‖x− x′ (y1, y2, · · · , yn)‖2 ≡
∥∥∥∥
(
x− 1
n
∑n
k=1 x
′
k (yk)
)
+
(
1
n
∑n
k=1 x
′
k (yk)− x′ (y1, y2, · · · , yn)
) ∥∥∥∥
2
(58)
Using these two results, together with Bayes' theorem, allows an upper bound
on DV Q to be derived as
DV Q ≤ 2
∫
dxPr (x)
M1∑
y1=1
M2∑
y2=1
· · ·
Mn∑
yn=1
Pr (y1|x, 1)Pr (y2|x, 2) · · ·
· · ·Pr (yn|x, n)
∥∥∥∥∥x− 1n
n∑
k=1
x′k (yk)
∥∥∥∥∥
2
(59)
In this upper bound, the Pr (yk|x, k) are used to produe soft enodings in
eah of the reognition models (k = 1, 2, · · · , n), then a sum 1
n
∑n
k=1 x
′
k (yk) of
the vetors x′k (yk) is used as the reonstrution of the input x. In the speial
ase where hard enodings are used, so that Pr (yk|x, k) = δyk,yk(x), then the up-
per bound on DV Q redues to DV Q ≤ 2
∫
dxPr (x)
∥∥x− 1
n
∑n
k=1 x
′
k (yk (x))
∥∥2
.
Note that the ode vetors used for the enoding operation yk (x) are not ne-
essarily the same as the x′k (yk), exept in the speial ase n = 1.
Suppose that a single reognition model is independently used n times, rather
than n independent reognition models eah independently being used one.
This orresponds to onstraining the Pl+1 vetors and Pl|l+1 matries to be the
same for eah of the n reognition models. The upper bound on DV Q an be
manipulated into the form
DV Q ≤ 2
n
∫
dxPr (x)
M∑
y=1
Pr (y|x) ‖x− x′ (y)‖2
+
2 (n− 1)
n
∫
dxPr (x)
∥∥∥∥∥x−
M∑
y=1
Pr (y|x)x′ (y)
∥∥∥∥∥
2
(60)
where the k index is no longer needed.
B.2 Full Bayesian Average Over Reognition Models
One possible ritiism of the reognition model given in equation 42 is that it is
a mixture of K reognition models, where eah ontributing model is assigned
the same weight
1
K
. Normally, a posterior probability Pr (y|x) is deomposed
as a sum over posterior probabilities Pr (y|x, k) derived from eah ontributing
model, as follows
Pr (y|x) =
K∑
k=1
Pr (y|x, k) Pr (k|x) (61)
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where eah of the K reognition models is assigned a dierent data-dependent
weight Pr (k|x). The onditional probabilities Pr (k|x) and Pr (y|x) an be eval-
uated to yield
Pr (k|x) =
∑M
y=1Pr (x|y, k) Pr (y|k)Pr (k)∑K
k′=1
∑M
y′=1 Pr (x|y′, k′) Pr (y′|k′) Pr (k′)
Pr (y|x, k) = Pr (x|y, k) Pr (y|k)Pr (k)∑M
y′=1 Pr (x|y′, k)Pr (y′|k) Pr (k)
(62)
so that
Pr (y|x) =
K∑
k=1
Pr (x|y, k) Pr (y|k) Pr (k)∑K
k′=1
∑M
y′=1 Pr (x|y′, k′) Pr (y′|k) Pr (k′)
(63)
If the replaements Pr (k) → 1, Pr (y|k) → Al+1k,il+1P l+1il+1 , Pr (x|y, k) → P
l|l+1
il,il+1
,
and Pr (y|x)→ P l+1|lil+1,il are made, then Pr (y|x) redues to
P
l+1|l
il+1,il
=
K∑
k=1
P
l|l+1
il,il+1
Al+1k,il+1P
l+1
il+1∑K
k′=1
∑Ml+1
i′
l+1
=1 P
l|l+1
il,i
′
l+1
Al+1
k′,i′
l+1
P l+1
i′
l+1
(64)
whih is not the same as the PMD reognition model in equation 42. The
dierene between equation 64 and equation 42 arises beause the full Bayesian
approah in equation 64 ensures that the model index k and the input x are
mutually dependent (via the fator Pr (k|x)), whereas the PMD approah in
equation 42 ignores suh dependenies.
In the full Bayesian approah (see equation 64) the normalisation term in the
denominator has a double summation
∑K
k=1
∑Ml+1
il+1=1
P
l|l+1
il,il+1
Al+1k,il+1P
l+1
il+1
, whih
involves all pairs of indies k and il+1 with A
l+1
k,il+1
> 0, whih thus orresponds
to long-range lateral interations in layer l+1. On the other hand, in the PMD
approah (see equation 42) the normalisation term in the denominator has only
a single summation
∑Ml+1
il+1=1
P
l|l+1
il,il+1
Al+1k,il+1P
l+1
i′
l+1
, so the lateral interations in
layer l + 1 are determined by the struture of the matrix Al+1k,il+1 , whih denes
only short-range lateral onnetions (i.e. for a given reognition model k, only
a limited number of index values il+1 satisfy A
l+1
k,il+1
> 0.
C Comparison with the Helmholtz Mahine
In this appendix the relationship between two types of density model is dis-
ussed. The rst type is a onventional density model that approximates the
input probability density (i.e. the objetive funtion is L
(
P0,Q0
)
), and the
seond type is the one introdued here that approximates the joint probability
density of a Markov soure (i.e. the objetive funtion is L (P,Q)). In order to
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relate L
(
P0,Q0
)
to L (P,Q) it is neessary to introdue additional layers (i.e.
layers 1, 2, · · · , L) into L (P0,Q0) in an appropriate fashion.
The Helmholtz mahine (HM) [2℄ does this by replaing L
(
P0,Q0
)
by a
dierent objetive funtion (whih has these additional layers present as hid-
den variables), and whih is an upper bound on the original objetive funtion
L
(
P0,Q0
)
. It turns out that Helmholtz mahine (HM) objetive funtion DHM
and the Markov soure objetive funtion L (P,Q) are losely related. The es-
sential dierene between the two is that DHM does not inlude the ost of
speifying the state of layers 1, 2, · · · , L given that the state of layer 0 is known,
whih thus allows it to develop distributed odes (whih are expensive to speify)
more easily.
In the onventional density modelling approah to neural networks, there
are two basi lasses of model. In the ase of both unsupervised and supervised
neural networks the soure is P0, whih is the network input (unsupervised
ase) or the network output (supervised ase). Additionally, in the ase of
supervised neural networks P0 is onditioned on an additional network input as
P0|input. Thus in both ases there is only an external soure (i.e. soure layers
1, 2, · · · , L are not present), whih is modelled by Q0 (unsupervised ase) or
Q0|input (supervised ase). Q0 or Q0|input an be modelled in any way that is
onvenient. Frequently a multilayer generative model of the form
Q0i0 =
∑
i1,i2,··· ,iL
Q
0|1
i0,i1
· · ·Ql|l+1il,il+1 · · ·QLiL (65)
is used, where the il (for 1 ≤ l ≤ L) are hidden variables, whih need to be
summed over in order to alulate the required marginal probability Q0i0 , and
the notation is deliberately hosen to be the same as is used in the Markov hain
model
Qi0,i1,··· ,iL = Q
0|1
i0,i1
· · ·Ql|l+1il,il+1 · · ·QLiL (66)
Helmholtz mahines and Markov soures are related to eah other. Thus the
L
(
P0,Q0
)
that is minimised in onventional density modelling an be manip-
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ulated in order to derive DHM
L
(
P0,Q0
) ≤ L (P0,Q0)+ M0∑
i0=1
P 0i0Gi0
(
P1|0,Q1|0
)
= −
M0∑
i0=1
P 0i0
M1∑
i1=1
P
1|0
i1,i0
log
(
Q0i0Q
1|0
i1,i0
)
+
M0∑
i0=1
P 0i0
M1∑
i1=1
P
1|0
i1,i0
logP
1|0
i1,i0
= L
((
P0,P1|0
)
,
(
Q0,Q1|0
))
−
M0∑
i0=1
P 0i0Hi0
(
P1|0
)
= L (P,Q)−
M0∑
i0=1
P 0i0Hi0
(
P1|0
)
≡ DHM (67)
The inequality L
(
P0,Q0
) ≤DHM follows fromGi0 (P1|0,Q1|0) ≥ 0 (i.e. the
model Q1|0 is imperfet, so that Q1|0 6= P1|0). The inequality DHM ≤ L (P,Q)
follows from Hi0
(
P1|0
) ≥ 0 (i.e. the soure P1|0 is stohasti). If the model is
perfet (Q1|0 = P1|0) and the soure is deterministi (P1|0 is suh that the state
of layer 1 is known one the state of layer 0 is given), then these two inequalities
redue to L
(
P0,Q0
)
= L (P,Q).
The properties of the optimal odes that are used by a Helmholtz mahine
whenDHM is minimised may be investigated by writing the expression forDHM
as a sum of two terms
DHM =
M0∑
i0=1
P 0i0Ki0
(
P1|0,Q0|1
)
+
M0∑
i0=1
P 0i0Gi0
(
P1|0,Q1
)
(68)
The
∑M0
i0=1
P 0i0K
(
P1|0,Q0|1
)
part and the
∑M0
i0=1
P 0i0G
(
P1|0,Q1
)
part om-
pete with eah other when DHM is minimised. Assuming that P
0
i0
> 0, the∑M0
i0=1
P 0i0G
(
P1|0,Q1
)
part likes to make Q1 approximate P1|0, whih tends to
make P1|0 behave like a distributed enoder. On the other hand, assuming that
P 1i1 > 0, the
∑M0
i0=1
P 0i0K
(
P1|0,Q0|1
)
part likes to make Q0|1 approximate P0|1,
whih tends to make P1|0 behave like a sparse enoder. The tension between
these two terms is optimally balaned when DHM is minimised.
The properties of the optimal odes that are used in the Markov soure
approah when L (P,Q) (see equation 13) is minimised are dierent. The 2-
layer expression for L (P,Q) is
L (P,Q) =
M0∑
i0=1
P 0i0Ki0
(
P1|0,Q0|1
)
+ L
(
PL,QL
)
(69)
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whih ontains the same sparse enoder term
∑M0
i0=1
P 0i0Ki0
(
P1|0,Q0|1
)
as
DHM . However, the distributed enoder term
∑M0
i0=1
P 0i0Gi0
(
P1|0,Q1
)
is miss-
ing, and is replaed by L
(
PL,QL
)
whih does not have the eet of enouraging
any partiular type of ode (other than one in whih PL approximates QL).
These dierenes between DHM and L (P,Q) show how the Markov soure
approah enourages sparse odes to develop, whereas the Helmholtz mahine
does not. It is not lear whether using DHM is the best approah to forming
distributed odes, beause there are other ways of enouraging distributed odes
to develop, suh as the fatorial enoder disussed in setion 5, whih is based
on L (P,Q) rather than DHM .
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