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Abstract. Let Ω ⊂ RN , N ≥ 2, be a smooth bounded domain. We consider the boundary value problem
(Pλ) −∆u = cλ(x)u +µ|∇u |
2 + h(x) , u ∈H10 (Ω)∩ L
∞(Ω) ,
where cλ and h belong to L
q(Ω) for some q > N/2, µ belongs to R \ {0} and we write cλ under the form
cλ := λc+ − c− with c+ 	 0, c− ≥ 0, c+c− ≡ 0 and λ ∈ R. Here cλ and h are both allowed to change sign.
As a first main result we give a necessary and sufficient condition which guarantees the existence of a
unique solution to (Pλ) when λ ≤ 0. Then, assuming that (P0) has a solution, we prove existence and
multiplicity results for λ > 0. Our proofs rely on a suitable change of variable of type v = F(u) and the
combination of variational methods with lower and upper solution techniques.
1. Introduction and main results
In this paper we study the existence and multiplicity of solutions to boundary value problems of
the form
(P)
−∆u = c(x)u +µ(x)|∇u |2 + h(x), inΩ,u = 0, on ∂Ω,
whereΩ ⊂ RN , N ≥ 2, is a bounded domain with smooth boundary, c and h belong to Lq(Ω) for some
q > N/2, µ belongs to L∞(Ω) and the solutions are searched in H10 (Ω)∩ L
∞(Ω).
There exist several mathematical reasons that make the study of nonlinear elliptic PDEs with
quadratic growth in the gradient interesting. For instance, J.L. Kazdan and R.J. Kramer observed
in 1978 that second order PDEs with quadratic growth in the gradient are invariant under changes
of variable of type v = F(u). This took them to claim in [27, page 619] that “In the long run, the
class of semilinear equations should be less important than some more general class of equations that is
invariant under changes of variables”. From a pure mathematical point of view, it is worth noting
that, in Riemannian geometry, this type of equations naturally appears in the study of gradient Ricci
solitons, see for instance [31, Section 1]. We also mention that problem (P) with c ≡ 0 corresponds to
the stationary case of the Kardar-Parisi-Zhang model of growing interfaces introduced in [26].
2010Mathematics Subject Classification. 35J20, 35J25, 35J62.
Key words and phrases. critical growth in the gradient, sign-changing coefficients, indefinite superlinear problem, vari-
ational methods, lower and upper solutions.
1
2 COLETTE DE COSTER AND ANTONIO J. FERNA´NDEZ
The study of nonlinear elliptic PDEs with a gradient dependence up to the critical growth was
essentially initiated by L. Boccardo, F. Murat and J.-P. Puel in the 80’s [9–11]. This type of problems
have generated since then a large literature. In addition to several works strictly related to the con-
tent of this paper (that we will detail next), several directions have been investigated. For instance,
let us mention here some recent works concerning subcritical growth in the gradient [21,22,34], su-
percritical growth in the gradient [33], low regularity coefficients and regularizing effects [3, 4] and
pointwise estimates via symmetrization methods [23].
Now, we focus precisely on the existing literature concerning existence and multiplicity of solu-
tions to problem (P).
In the case where c(x) ≤ α0 < 0 a.e. in Ω for some α0 < 0, now referred to as the coercive case, the
existence of a solution to (P) is a particular case of the results of [9–11] and its uniqueness follows
from [7, 8]. The weakly coercive case c ≡ 0 was first studied in [17] where, for ‖µh‖N/2 small enough,
the authors proved the existence of a solution to (P). For µ(x) ≡ µ > 0 constant and h 	 0, these results
were then improved in [1]. Finally, in the recent work [13] we completely characterized the existence
of solutions to (P) in the weakly coercive case c ≡ 0. The limit coercive case where one only requires
c(x) ≤ 0 a.e. in Ω (i.e. allowing parts of the domain where c ≡ 0 and parts of it where c < 0) proved
to be more complex to treat. In [6], the authors observed that the existence of a solution to (P) is not
guaranteed and gave sufficient conditions to ensure such existence. In case h does not have a sign,
weaker sufficient conditions can be found in [13]. The fact that the uniqueness also holds in the limit
coercive case c ≤ 0 was proved in [6]. We refer likewise to [5] for more general uniqueness results in
this framework. Finally, let us point out that, except for [1], all these results were obtained without
requiring any sign conditions on µ and h.
If c(x)  0 a.e. inΩ, i.e. c 	 0 or c changes sign, problem (P) behaves very differently and becomes
much more richer than for c ≤ 0. The first paper which addressed this situation was [25]. Following
[36], which considered a particular case, the authors studied (P) with c 	 0 and µ(x) ≡ µ > 0 constant.
For ‖c‖q and ‖µh‖N/2 small enough the existence of two solutions to (P) was obtained. This result has
now been complemented and improved in several ways. The restriction µ constant was first removed
in [6]. In that paper the authors imposed on c a dependence on a real parameter λ and considered
λc 	 0. For µ(x) ≥ µ1 > 0 a.e. in Ω and h 	 0, they proved the existence of at least two solutions for
λ > 0 small enough. In this direction we refer also to [15] where, imposing stronger regularity on
c and h, the authors removed the condition h 	 0. Under different sets of assumptions, the authors
clarified the structure of the set of solutions to (P) for λc 	 0. Note that in [13] the above results were
extended to the more general p-Laplacian case at the expense of considering µ constant. Also, in the
frame of viscosity solutions and fully nonlinear equations, similar conclusions have been obtained
in [32] under corresponding assumptions. All the above mentioned results require either µ to be
constant or to be uniformly bounded from below by a positive constant (or similarly bounded from
above by a negative constant). In [37], assuming that λc, µ and h were non-negative, a first attempt to
remove this restriction was presented. Under suitable assumptions on the support of the coefficient
functions and for N ≤ 5, the existence of at least two solutions for λ > 0 small enough was obtained.
Finally, let us point out that the only papers dealing with c which may change sign are [14, 24].
In [24], the authors dealt with µ(x) ≡ µ > 0 constant and h 	 0 and they proved the existence of two
solutions to (P) for ‖c+‖q and ‖µh‖N/2 small enough. The restrictions µ > 0 constant and h 	 0 were
removed in [14] at the expense of considering a “thick zero set” condition on the support of c and
suitable assumptions on µ. Let us stress that [14] is the unique paper dealing with the non-coercive
case c  0 where µmay change sign.
In this paper we pursue the study of (P) and consider several situations where c and hmay change
sign. At the expense of considering µ constant we remove the “thick zero set” condition on c consid-
ered in [14]. Moreover, we extend in several directions the previously known results and clarify the
EXISTENCE AND MULTIPLICITY FOR AN ELLIPTIC PROBLEM WITH SIGN-CHANGING COEFFICIENTS 3
structure of the set of solutions in the case c+ . 0. In order to state our main results, let us introduce
the following order notions.
Definition 1.1. For h1, h2 ∈ L
1(Ω) we write
• h1 ≤ h2 if h1(x) ≤ h2(x) for a.e. x ∈Ω,
• h1  h2 if h1 ≤ h2 and meas({x ∈Ω : h1(x) < h2(x)}) > 0.
For u, v ∈ C1(Ω) we write
• u < v if, for all x ∈Ω , u(x) < v(x),
• u ≪ v if u < v and, for all x ∈ ∂Ω, either u(x) < v(x), or, u(x) = v(x) and ∂u
∂ν
(x) > ∂v
∂ν
(x), where ν
denotes the exterior unit normal.
As a first main result, we completely characterize the limit coercive case. Let us consider the bound-
ary value problem
(1.1) −∆u = −d(x)u +µ|∇u |2 + h(x), u ∈H10 (Ω)∩ L
∞(Ω),
under the assumption
(1.2)

Ω ⊂ RN , N ≥ 2, is a bounded domain with ∂Ω of class C0,1,
d and h belong to Lq(Ω) for some q > N/2,
µ > 0 and d ≥ 0,
and define
(1.3) md :=

inf
u∈Wd
∫
Ω
(
|∇u |2 −µh(x)u2
)
dx , if Wd , ∅ ,
+∞ , if Wd = ∅ ,
where
Wd := {w ∈H
1
0 (Ω) : d(x)w(x) = 0 a.e. in Ω, ‖w‖ = 1}.
We prove the following sharp result.
Theorem 1.1. Assume (1.2). Then (1.1) has a solution if, and only if, md > 0.
Remark 1.1.
a) By [5, Theorem 1.1] we know that the solution obtained is unique.
b) This result generalizes [6, Proposition 3.1 and Remark 3.2] and [13, Theorem 1.3 with p = 2].
c) Since h does not have a sign, there is no loss of generality in assuming µ > 0. If u is a solution
to (1.1) with µ < 0 then w = −u solves
−∆w = −d(x)w−µ|∇w|2 − h(x) , w ∈H10 (Ω)∩ L
∞(Ω).
As observed in [14], the structure of the set of solutions to (P) depends on the size of c+ but it is
not affected by the size of c−. To enlighten this, we replace c by a function cλ := λc+ − c− with λ a real
parameter. More precisely, we consider the boundary value problem
(Pλ) −∆u = cλ(x)u +µ|∇u |
2 + h(x) , u ∈H10 (Ω)∩ L
∞(Ω) ,
under the assumption
(A1)

Ω ⊂ RN , N ≥ 2, is a bounded domain with ∂Ω of class C0,1,
c+, c− and h belong to L
q(Ω) for some q > N/2 ,
µ > 0 , c+ 	 0 , c− ≥ 0 and c+(x)c−(x) = 0 a.e. x ∈Ω .
Remark 1.2. As in (1.2), since h has no sign, there is no loss of generality in assuming µ > 0.
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Before going further and due to its importance in the rest of the paper, let us stress that for λ = 0
the problem (Pλ) reduces to
(P0) −∆u = −c−(x)u +µ|∇u |
2 + h(x) , u ∈H10 (Ω)∩ L
∞(Ω).
As an immediate corollary of Theorem 1.1, we have the following result.
Corollary 1.2. Assume (A1). Then (P0) has a solution if, and only if, mc− > 0.
Having at hand this information about the limit coercive case, we turn to the study of the non-
coercive case λ > 0. First, using mainly variational techniques, we prove the following theorem.
Theorem 1.3. Assume (A1) and suppose that (P0) has a solution. Then, there exists Λ > 0 such that, for
all 0 < λ <Λ, (Pλ) has at least two solutions.
Remark 1.3. This result improves and generalizes the main results obtained in [24,25].
Considering stronger regularity assumptions on the coefficient functions and combining lower
and upper solution methods with variational techniques, we improve the conclusions of Theorem
1.3. We derive a more precise information on the structure of the set of solutions to (Pλ) when λ > 0.
Under the assumption
(A2)

Ω ⊂ RN , N ≥ 2, is a bounded domain with ∂Ω of class C1,1,
c+ , c− , and h belong to L
p(Ω) for some p > N,
µ > 0, c+ 	 0, c− ≥ 0 and c+(x)c−(x) = 0 a.e. inΩ,
we prove the following theorems.
Theorem 1.4. Assume (A2) and suppose that (P0) has a solution u0 with c+u0 	 0. Then, every solution u
to (Pλ) with λ > 0 and c+u ≥ 0 satisfies u ≫ u0. Moreover, there exists λ ∈ ]0,+∞[, such that:
• for λ ∈ ]0,λ[ , the problem (Pλ) has at least two solutions uλ,1, uλ,2 ∈ C
1
0(Ω) such that:
◦ uλ,2 ≫ uλ,1 ≫ u0;
◦ λ1 < λ2 implies uλ1,1 ≪ uλ2,1;
• (Pλ) with λ = λ has exactly one solution uλ ∈ C
1
0(Ω) such that uλ ≫ u0;
• for λ > λ the problem (Pλ) has no solutions u such that c+u ≥ 0.
Theorem 1.5. Assume (A2) and suppose that (P0) has a solution u0 with c+u0  0. Then, for every λ > 0,
the problem (Pλ) has at least two solutions uλ,1,uλ,2 ∈ C
1
0(Ω) such that:
• uλ,1 ≪ uλ,2;
• uλ,1 ≪ u0 and c+uλ,2  0;
• λ1 < λ2 implies uλ1,1 ≫ uλ2,1.
To state our next result, let us assume that (P0) has a solution u0, define the linearized operator
(1.4) Lu0(ϕ) := −∆ϕ − 2µ〈∇u0,∇ϕ〉+ c−(x)ϕ,
and denote by γ1 > 0 the principal eigenvalue of
(1.5) Lu0(ϕ) = γc+(x)ϕ, ϕ ∈H
1
0 (Ω).
We refer to the proof of Proposition 2.8 for its existence under the assumption (A2). Then, we have
the following result.
Theorem 1.6. Assume (A2) and suppose that (P0) has a solution u0 with c+u0 ≡ 0. Then:
• for λ ∈ ]0,γ1[, the problem (Pλ) has at least two solutions uλ,1 ≡ u0 ≪ uλ,2 ∈ C
1
0(Ω);
• for λ = γ1, the problem (Pλ) has exactly one solution uγ1 ≡ u0;
• for λ > γ1, the problem (Pλ) has at least two solutions uλ,1 ≡ u0 ≫ uλ,2 ∈ C
1
0(Ω).
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Remark 1.4.
a) Under the assumption (A2), for all λ ∈ R, every solution to (Pλ) belongs to C
1
0(Ω). This was
proved in [15, Theorem 2.2].
b) At the expense of considering µ > 0 constant instead of µ ∈ L∞(Ω) with µ(x) ≥ µ1 > 0 in Ω,
Theorems 1.4, 1.5 and 1.6 extend the main existence results of [15] to the case where c may
change sign. Moreover, unlike [15], we do not assume global sign conditions on u0 (solution
to (P0)). Hence, even in the case where c− ≡ 0, i.e. c has a sign, our hypotheses are weaker
than the corresponding ones in [15].
c) Theorem 1.4 removes the “thick zero set” condition on the support of cλ considered in [14,
Theorem 1.2] and gives somehow a more precise information. In turn, here µ is constant and
we require stronger regularity on the coefficient functions cλ and h
+.
Finally, we give sufficient conditions in terms of h ensuring that the hypotheses of Theorem 1.4,
1.5 or 1.6 are satisfied.
Corollary 1.7. Under the assumption (A2), it follows that:
• If h 	 0 and (P0) has a solution, then the conclusions of Theorem 1.4 hold.
• If h  0, then the conclusions of Theorem 1.5 hold.
• If h ≡ 0, then the conclusions of Theorem 1.6 hold.
Remark 1.5.
a) In case h ≤ 0 (i.e. h  0 or h ≡ 0), by Theorem 1.1, the problem (P0) has always a solution.
b) Let us consider the boundary value problem−u ′′ = λc+(x)u + |u ′ |2 + h(x), x ∈]− 2π,2π[,u(−2π) = 0, u(2π) = 0,
with
h(x) =
 cosx − |sinx|2, for x ∈]− 2π,0[,0, for x ∈ [0,2π[,
which changes sign, and
c+(x) =
{
0, for x ∈]− 2π,0[,
cosx +1, for x ∈ [0,2π[.
The unique solution to (P0) is given by
u0(x) =
{
cosx − 1, for x ∈ [−2π,0[,
0, for x ∈ [0,2π],
and satisfies u0  0 and c+u0 ≡ 0. This example first shows that u0  0 does not imply c+u0  0.
It also shows that we can have c+u0 ≡ 0 without having h ≡ 0 and finally that we can enter in
the framework of Theorem 1.6 without having a sign on h.
We provide now some ideas of the proofs of Theorems 1.3, 1.4 , 1.5 and 1.6. First of all we notice
that, as µ is assumed to be a constant, we can perform a Cole-Hopf change of variable and reduce
(Pλ) to a semilinear problem. Considering
(1.6) v =
1
µ
(
eµu − 1
)
,
one can check that u is a solution to (Pλ) if, and only if, v > −1/µ is a solution to
(1.7) −∆v = cλ(x)g(v) + (1 +µv)h(x) , v ∈H
1
0 (Ω) ,
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where g is given by
g(s) =
1
µ
(1 +µs) ln(1 +µs) , for s > −1/µ .
Hence, we need to control from below the solutions v to (1.7). This is one of the main difficulties we
have to face when dealing with (1.7). More precisely, we need to verify that every solution v to (1.7)
satisfies v > −1/µ. To that end, we truncate problem (1.7) using a lower solution uλ to (Pλ). More
precisely, we define
αλ =
1
µ
(
eµuλ − 1
)
and introduce the problem
(Qλ) −∆v = fλ(x,v) , v ∈H
1
0 (Ω) ,
where
fλ(x,s) =
{
cλ(x)g(s) + (1 +µs)h(x) , if s ≥ αλ(x) ,
cλ(x)g(αλ(x)) + (1 +µαλ(x))h(x) , if s ≤ αλ(x) .
We then show that the solutions to (Qλ) satisfy v ≥ αλ > −1/µ and so, they give solutions to (Pλ).
Under the assumptions of Theorem 1.4, we easily see that u0 is a lower solution to (Pλ) for all λ > 0
and we shall use it as uλ in the definition of αλ. In the other cases, we do not have an obvious lower
solution at hand. However, in Section 5, we manage to construct a lower solution uλ to (Pλ) below
every upper solution to this problem. Using this lower solution uλ in the definition of αλ, we obtain
a problem (Qλ) which is completely equivalent to (Pλ). Let us point out that the fact that cλ has no
sign causes several difficulties in this construction. We refer to Proposition 5.2 for more details.
The main advantage of problem (Qλ) which respect to (Pλ) is that it admits a variational for-
mulation. We shall then look for solutions to (Qλ) as critical points of the associated functional
Iλ :H
1
0 (Ω)→R defined as
Iλ(v) =
1
2
∫
Ω
|∇u |2dx −
∫
Ω
Fλ(x,v)dx ,
where G(s) =
∫ s
0
g(t)dt,
Fλ(x,s) = cλ(x)G(s) +
1
2µ
(1 +µs)2h(x) , if s ≥ αλ(x) ,
and
Fλ(x,s) =
[
cλ(x)g(αλ(x)) + (1 +µαλ(x))h(x)
]
(s −αλ(x))
+ cλ(x)G(αλ(x)) +
1
2µ
(1 +µαλ(x))
2h(x) , if s ≤ αλ(x) .
When λ is positive, this functional is unbounded from below. Then, in trying to obtain critical
points, we have to overcome several difficulties. First, we shall notice that g is only slightly superlin-
ear at infinity. Hence, Iλ does not satisfies an Ambrosetti-Rabinowitz type condition. Moreover, the
coefficient functions cλ and h have no sign. In this context, to prove that the Palais-Smale sequences
are bounded requires a special care. See Section 4 for more details.
Having at hand the Palais-Smale condition for Iλ with λ > 0, we shall look for critical points which
are either local minimumor of mountain-pass type. In Theorem 1.3, we workmainly with variational
techniques as in [24,25]. Nevertheless, since our hypotheses are weaker than the corresponding ones
in [24,25], to prove that the mountain-pass geometry holds becomes more involved.
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In Theorems 1.4, 1.5 and 1.6 we combine lower and upper solution with variational techniques.
In all three theorems, a first solution is obtained throughout the existence of well-ordered lower and
upper solutions. This solution is further proved to be a local minimum. Then, we obtain a second
solution by a mountain-pass type argument.
The rest of the paper is organized as follows. In Section 2 we recall some auxiliary results that will
be useful in the rest of the paper. Section 3 is concerned with the proof of Theorem 1.1. In Section
4 we prove the Palais-Smale condition for the functional associated to (Qλ). Section 5 is devoted to
the construction of the strict lower solution uλ to (Pλ) below every upper solution to this problem.
The proofs of Theorems 1.3, 1.4 and 1.5 are done respectively in Sections 6, 7 and 8. In Section 7 we
prove the first part of Theorem 1.6 and of Corollary 1.7, the rest of their proofs being postponed to
Section 8. Finally, in Appendix A, we prove a Hopf’s boundary point Lemma with unbounded lower
order terms.
Acknowledgments. The authors thank warmly L. Jeanjean for helpful discussions.
Notation.
1) In RN , we use the notations |x| =
√
x21 + . . . + x
2
N and BR(y) = {x ∈R
N : |x− y| < R}.
2) We denote R+ =]0,+∞[ and R− =]−∞,0[.
3) For v ∈ L1(Ω) we define v+ =max(v,0) and v− =max(−v,0).
4) For a, b ∈ L1(Ω) we denote {a ≤ b} = {x ∈Ω : a(x) ≤ b(x)} .
5) The space H10 (Ω) is equipped with the norm ‖u‖ :=
(∫
Ω
|∇u |2dx
)1/2
.
6) For p ∈ [1,+∞[, the norm (
∫
Ω
|u |pdx)1/p in Lp(Ω) is denoted by ‖ · ‖p. We denote by p
′ the
conjugate exponent of p and by 2∗ the Sobolev critical exponent i.e. 2∗ = 2N/(N − 2) if N ≥ 3
and 2∗ = +∞ in case N = 2. The norm in L∞(Ω) is ‖u‖∞ = esssupx∈Ω |u(x)|.
2. Preliminaries
This section presents some definitions and known results which are going to play an important
role throughout the work. Let us start with some results on lower and upper solution. We consider
the boundary value problem
(2.1) −∆u +H(x,u,∇u) = ξ(x) , u ∈H10 (Ω)∩ L
∞(Ω),
where ξ belongs to L1(Ω) and H : Ω ×R ×RN → R is a Carathe´odory function (i.e. for every (s,ξ) ∈
R ×RN , f (·, s,ξ) is measurable on Ω and for a.e. x ∈Ω, f (x, ·, ·) is continuous on R ×RN ) .
Definition 2.1. We say that α ∈ H1(Ω)∩ L∞(Ω) is a lower solution to (2.1) if α+ ∈ H10 (Ω) and, for all
ϕ ∈H10 (Ω)∩ L
∞(Ω) with ϕ ≥ 0, if follows that∫
Ω
∇α∇ϕdx +
∫
Ω
H(x,α,∇α)ϕdx ≤
∫
Ω
ξ(x)ϕdx .
Similarly, β ∈H1(Ω)∩L∞(Ω) is an upper solution to (2.1) if β− ∈H10 (Ω) and, for all ϕ ∈H
1
0 (Ω)∩L
∞(Ω)
with ϕ ≥ 0, if follows that∫
Ω
∇β∇ϕdx+
∫
Ω
H(x,β,∇β)ϕdx ≥
∫
Ω
ξ(x)ϕdx .
Theorem2.1. [10, Theorems 3.1 and 4.2]Assume the existence of a non-decreasing function b : R+ → R+
and a function k ∈ L1(Ω) such that
|H(x,s,ξ)| ≤ b(|s|)[k(x) + |ξ |2], a.e. x ∈Ω, ∀(s,ξ) ∈R ×RN .
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If there exist a lower solution α and an upper solution β to (2.1)with α ≤ β, then there exists a solution u to
(2.1)with α ≤ u ≤ β. Moreover, there exists umin (resp. umax) minimum (resp. maximum) solution to (2.1)
with α ≤ umin ≤ umax ≤ β and such that, every solution u to (2.1)with α ≤ u ≤ β satisfies umin ≤ u ≤ umax.
Definition 2.2. A lower solution α ∈ C1(Ω) is said to be strict if every solution u to (2.1) with u ≥ α
satisfies u ≫ α. Similarly, an upper solution β ∈ C1(Ω) is said to be strict if every solution u to (2.1)
such that u ≤ β satisfies u≪ β.
Now, we consider the boundary value problem
(2.2) −∆v = f (x,v) , v ∈H10 (Ω),
being f :Ω ×R→ R an Lp-Carathe´odory function for some p > N (i.e. f is a Carathe´odory function
and, for every R > 0, there exists hR with f (x,s) ≤ hR(x), for a.e. x ∈Ω and all s ∈ [−R,R]) such that
|f (x,s)| ≤ C|s|
N+2
N−2 + d(x),
for some C > 0 and d ∈ L
2N
N+2 (Ω). This problem can be handled variationally. We consider the associ-
ated functional J :H10 (Ω)→R defined by
J(v) :=
1
2
∫
Ω
|∇v |2dx −
∫
Ω
F(x,v)dx , where
∂
∂s
F(x,s) = f (x,s),
and we recall the following results.
Proposition 2.2. [16, Theorem 6] [38, Chapter 1, Theorem 2.4] Assume that α and β are respectively a
lower and an upper solution to (2.2) with α ≤ β and consider the set
M :=
{
v ∈H10 (Ω) : α ≤ v ≤ β
}
.
Then the infimum of J onM is achieved at some v, and such v is a solution to (2.2).
Corollary 2.3. Assume that α and β are strict lower and upper solutions to (2.2) belonging to C1(Ω) and
satisfying α ≪ β and let M be defined as in Proposition 2.2. Then the minimizer v of J on M is a local
minimizer of the functional J in the C10-topology. Furthermore, this minimizer is a solution to (2.2) with
α≪ v≪ β.
Proof. The proof follows as in [13, Corollary 2.6] using Proposition 2.2 and the fact that, as f is an
Lp-Carathe´odory function for some p > N , the classical regularity results imply that v ∈ C1(Ω). 
Proposition 2.4. [16, Theorem 8] [12, Theorem 1] Assume that there exist h ∈ Lp(Ω) for some p > N
and σ ≤
2∗(p−1)
p − 1 such that
|f (x,s)| ≤ h(x)(1 + |s|σ ), a.e. x ∈Ω , ∀ s ∈ R ,
and let v ∈H10 (Ω) be a local minimizer of J for the C
1
0-topology. Then v ∈ C
1
0(Ω) and it is a local minimizer
of J in the H10 -topology.
Remark 2.1. If f is an L∞-Carathe´odory function the result holds under the growth condition
|f (x,s)| ≤ C(1 + |s|σ ), a.e. x ∈Ω , ∀ s ∈ R ,
for some C > 0 and σ ≤ 2∗ − 1. In that case, we are exactly in the framework of [12].
Now, let us recall some abstract results in order to find critical points of J other than local minima.
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Definition 2.3. Let (X,‖·‖) be a real Banach space with dual space (X∗,‖·‖∗) and let Φ : X → R be a C
1
functional. The functional Φ satisfies the Palais-Smale condition at level c ∈ R if, for any Palais-Smale
sequence at level c ∈ R, i.e. for any sequence {xn} ⊂ X with
Φ(xn)→ c and ‖Φ
′(xn)‖∗ → 0 ,
there exists a subsequence {xnk } strongly convergent in X.
Theorem 2.5. [2, Theorem 2.1] Let (X,‖ · ‖) be a real Banach space. Suppose that Φ : X → R is a C1
functional. Take two points e1, e2 ∈ X and define
Γ := {ϕ ∈ C([0,1],X) : ϕ(0) = e1, ϕ(1) = e2} ,
and
c := inf
ϕ∈Γ
max
t∈[0,1]
Φ(ϕ(t)) .
Assume that Φ satisfies the Palais-Smale condition at level c and that
c >max{Φ(e1),Φ(e2)} .
Then, there is a critical point of Φ at level c, i.e. there exists x0 ∈ X such that Φ(x0) = c and Φ
′(x0) = 0.
Theorem 2.6. [18, Corollary 1.6] Let (X,‖·‖) be a real Banach space and letΦ : X → R be a C1 functional.
Suppose that u0 ∈ X is a local minimum, i.e. there exists ε > 0 such that
Φ(u0) ≤Φ(u), for ‖u − u0‖ ≤ ε ,
and assume that Φ satisfies the Palais-Smale condition at any level d ∈R. Then:
i) either there exists 0 < γ < ε such that inf{Φ(u) : ‖u − u0‖ = γ } > Φ(u0),
ii) or, for each 0 < γ < ε, Φ has a local minimum at a point uγ with ‖uγ −u0‖ = γ and Φ(uγ ) = Φ(u0).
Another key ingredient in the proofs of Theorems 1.4, 1.5 and 1.6 is the following result that can
be seen as a combination of the Strong maximum principle and the Hopf’s Lemma with unbounded
lower order coefficients. This can be obtained as a Corollary of [35, Theorem 4.1]. Nevertheless, for
the benefit of the reader, we provide a self-contained proof adapted to our setting in Appendix A.
Under the assumption
(2.3)

Ω ⊂ RN , N ≥ 2, is a bounded domain with ∂Ω of class C1,1,
a belongs to Lp(Ω) and B = (B1, . . . ,BN ) belongs to (Lp(Ω))N for some p > N,
a ≥ 0,
we obtain the following result.
Theorem 2.7. Assume (2.3) and let u ∈ C1(Ω) be an upper solution to
−∆u + 〈B(x),∇u〉+ a(x)u = 0, u ∈H10 (Ω).
Then, either u ≡ 0 or u ≫ 0.
Remark 2.2. The case where B ∈ (L∞(Ω))N and a ∈ L∞(Ω) is nowadays classical and can be found for
instance in [39, Theorem 3.27].
We also need the following maximum and anti-maximum principles for non-selfadjoint second
order operators with unbounded lower order coefficients.
Proposition 2.8. Assume (2.3) and let m ∈ Lp(Ω) with m 	 0. Then, the problem
(2.4) −∆u + 〈B(x),∇u〉+ a(x)u = γm(x)u, u ∈H10 (Ω),
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has a unique principal eigenvalue γ1 > 0 with corresponding eigenfunction ϕ1 ≫ 0. Also, let h ∈ L
p(Ω)
with h 	 0. For the non-homogeneous problem
(2.5) −∆u + 〈B(x),∇u〉+ a(x)u = γm(x)u + h(x), u ∈H10 (Ω),
it follows that:
• For all γ ∈ ]−∞,γ1[, the solution w to (2.5) satisfies w≫ 0.
• For γ = γ1 the problem (2.5) has no solution.
• There exists δ = δ(h) > 0 such that, for all γ ∈ ]γ1,γ1 + δ[, the solution w to (2.5) satisfies w≪ 0.
Proof. Let us define m =max{m,1} and consider the eigenvalue problem
(2.6) −∆u + 〈B(x),∇u〉+ a(x)u −γm(x)u = µm(x)u, u ∈H10 (Ω).
It is clear that γ is an eigenvalue of (2.4) if and only if µ = 0 is an eigenvalue of (2.6). Note also that
a−γm+γ+m ≥ 0. Then, we consider the operator
Kγ : C
1
0(Ω)→C
1
0(Ω) : u 7→ v
where v is the unique solution to
−∆v + 〈B(x),∇v〉+ (a(x)−γm(x) +γ+m(x))v =m(x)u, v ∈H10 (Ω).
By the compact embedding from W 2,p(Ω) → C10(Ω), the choice of m and Theorem 2.7, we observe
that Kγ is compact and strongly positive (i.e. u 	 0⇒ Kγu ≫ 0). Hence, applying the Krein-Rutman
Theorem (see for instance [40, Theorem 7.C and Corollary 7.27]), we prove the existence of a unique
eigenvalue µ1(γ ) of (2.6) with eigenfunction ϕ≫ 0 and, for h ∈ L
p(Ω) with p > N and h 	 0, that the
non-homogeneous problem
−∆u + 〈B(x),∇u〉+ a(x)u −γm(x)u = rm(x)u + h, u ∈H10 (Ω)
has a unique solution u≫ 0 if r < µ1(γ ) and no solution u ≥ 0 if r ≥ µ1(γ ).
Now, arguing as in [30], we prove that the function µ1(γ ) is concave and, following [20], that
µ1(0) > 0 and limγ→+∞µ1(γ ) = −∞. This proves the existence of a unique γ1 > 0 such that µ1(γ1) = 0,
i.e. a unique principal eigenvalue γ1 > 0 to problem (2.4).
Finally, having at hand the existence and uniqueness of the principal eigenvalue γ1 > 0, the rest of
the proof follows exactly as in [20]. 
3. Solving the limit coercive case
This section is devoted to the proof of Theorem 1.1. Let us first recall some of the notation intro-
duced in Section 1. For a function d ∈ Lq(Ω) for some q > N/2 we recall that
Wd :={w ∈H
1
0 (Ω) : d(x)w(x) = 0 a.e. inΩ, ‖w‖ = 1}
and
(3.1) md :=

inf
u∈Wd
∫
Ω
(
|∇u |2 −µh(x)u2
)
dx , if Wd , ∅,
+∞ , if Wd = ∅.
Let us emphasize that
W0 = {w ∈H
1
0 (Ω) : ‖w‖ = 1}
and immediately observe thatWd ⊆W0.
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Remark 3.1. Note that we could have chosen a different normalization in the definition ofWd . In fact,
if we define
W˜d :={w ∈H
1
0 (Ω) : d(x)w(x) = 0 a.e. inΩ, ‖w‖2 = 1}
and
(3.2) m˜d :=

inf
u∈W˜d
∫
Ω
(
|∇u |2 −µh(x)u2
)
dx , if W˜d , ∅,
+∞ , if W˜d = ∅,
we can prove that
md > 0 ⇔ m˜d > 0.
Proof of Theorem 1.1. By [13, Theorem 1.1] we know that md > 0 is a sufficient condition to ensure
that (1.1) has a solution. Hence, we just have to prove that the existence of a solution to (1.1) implies
that md > 0. IfWd = ∅, the result is obviously true. Hence, we just consider the case whereWd , ∅. In
the case where d ≡ 0, the result follows from [13, Proposition 7.1]. Thus, we may assume that d 	 0.
Assume that (1.1) has a solution u ∈H10 (Ω)∩ L
∞(Ω). Then, it follows that
(3.3)
∫
Ω
(
∇u∇(φ2) + d(x)uφ2 −µ|∇u |2φ2 − h(x)φ2
)
dx = 0, ∀ φ ∈ C∞0 (Ω).
Now, by Young’s inequality, observe that
(3.4)
∫
Ω
∇u∇(φ2)dx ≤
∫
Ω
(
µ|∇u |2φ2 +
1
µ
|∇φ|2
)
dx, ∀ φ ∈ C∞0 (Ω).
Hence, gathering (3.3)-(3.4) and using the density of C∞0 (Ω) in H
1
0 (Ω), we have that
(3.5)
∫
Ω
(1
µ
|∇φ|2 + d(x)uφ2 − h(x)φ2
)
dx ≥ 0, ∀ φ ∈H10 (Ω).
Next, since for any φ ∈Wd ,
(3.6)
∫
Ω
d(x)uφ2dx = 0,
andWd ⊆W0, we obtain by (3.5) that
(3.7)
inf
φ∈Wd
∫
Ω
(1
µ
|∇φ|2 − h(x)φ2
)
dx = inf
φ∈Wd
∫
Ω
(1
µ
|∇φ|2 + d(x)uφ2 − h(x)φ2
)
dx
≥ inf
φ∈W0
∫
Ω
(1
µ
|∇φ|2 + d(x)uφ2 − h(x)φ2
)
dx ≥ 0.
Assume by contradiction that
md = µ inf
φ∈Wd
∫
Ω
(1
µ
|∇φ|2 − h(x)φ2
)
dx = 0.
Then, by standard arguments there exists φ0 ∈Wd ⊆W0 non-negative such that∫
Ω
(1
µ
|∇φ0|
2 − h(x)φ20
)
dx = 0.
Thus, by Remark 3.1, (3.6) and (3.7), we have that
inf
φ∈W˜0
∫
Ω
(1
µ
|∇φ|2 + d(x)uφ2 − h(x)φ2
)
dx = inf
φ∈W0
∫
Ω
(1
µ
|∇φ|2 + d(x)uφ2 − h(x)φ2
)
dx
=
∫
Ω
(1
µ
|∇φ0|
2 + d(x)uφ20 − h(x)φ
2
0
)
dx = 0,
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and so, that φ0 is an eigenfunction associated to the first eigenvalue (which is then equal to zero) of
the eigenvalue problem
−div
(
∇φ
µ
)
+ (d(x)u − h(x))φ = λφ, φ ∈H10 (Ω).
Applying then [19, Theorem 8.20] we deduce that φ0 > 0 in Ω. Since d 	 0, this contradicts that
φ0 ∈Wd and the result follows. 
4. An auxiliary variational problem and its Palais-Smale condition
As explained in the introduction, to control from below the solutions to (1.7), we modify the
problem using a lower solution to problem (Pλ). The aim of this section is to introduce and study
this auxiliary problem. First of all, inspired by [13, Section 5], let us define
(4.1) g(s) =

1
µ
(1 +µs) ln(1 +µs) , s > −1/µ ,
0 , s ≤ −1/µ ,
and G(s) =
∫ s
0
g(t)dt.
In the following lemma we gather some already known properties of these functions.
Lemma 4.1.
i) The function g is continuous on R, satisfies g > 0 on R+ and there exists D > 0 with −D ≤ g ≤ 0 on
R−. Moreover, G ≥ 0 on R.
ii) For any δ > 0, there exists c = c(δ,µ) > 0 such that, for any s > 1µ , g(s) ≤ c s
1+δ.
iii) lims→+∞ g(s)/s = +∞ and lims→+∞G(s)/s
2 = +∞.
iv) For any s ∈R, it follows that g(s)− s ≥ 0.
Proof. See [13, Lemma 5.1] for i), ii) and iii). See [25, Lemma 7] for iv). 
Now, let uλ ∈H
1(Ω)∩ L∞(Ω) be a lower solution to (Pλ). We define the function
(4.2) αλ =
1
µ
(eµuλ − 1) ∈H1(Ω)∩ L∞(Ω) ,
and, before going further, observe that αλ ≥ −1/µ+ ε for some ε > 0. We consider then the auxiliary
truncated problem
(Qλ,αλ) −∆v = fλ,αλ(x,v) , v ∈H
1
0 (Ω) ,
where
(4.3) fλ,αλ(x,s) =
{
cλ(x)g(s) + (1 +µs)h(x) , if s ≥ αλ(x) ,
cλ(x)g(αλ(x)) + (1 +µαλ(x))h(x) , if s ≤ αλ(x) ,
and g is defined in (4.1). Following [13, Lemma 5.2] one can obtain the next lemma.
Lemma 4.2. Assume (A1), let uλ ∈ H
1(Ω) ∩ L∞(Ω) be a lower solution to (Pλ) and define αλ by (4.2).
Then, it follows that:
i) Every v solution to (Qλ,αλ) belongs to L
∞(Ω) and satisfies v ≥ αλ.
ii) If u is a solution to (Pλ) such that u ≥ uλ then v =
1
µ
(
eµu − 1
)
is a solution to (Qλ,αλ).
iii) If v is a solution to (Qλ,αλ) then u =
1
µ ln(1 +µv) is a solution to (Pλ).
Proof. See [13, Lemma 5.2]. 
Remark 4.1. ii) and iii) also hold if the solutions are replaced by lower or upper solutions.
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One of the main advantages of problem (Qλ,αλ) is that it admits a variational formulation. Its
solutions in H10 (Ω) can be obtained as critical points of the functional Iλ,αλ :H
1
0 (Ω)→R defined as
(4.4) Iλ,αλ(v) =
1
2
∫
Ω
|∇v |2dx −
∫
Ω
Fλ,αλ(x,v)dx ,
where
(4.5) Fλ,αλ(x,s) = cλ(x)G(s) +
1
2µ
(1 +µs)2h(x) , if s ≥ αλ(x) ,
and
(4.6)
Fλ,αλ(x,s) =
[
cλ(x)g(αλ(x)) + (1 +µαλ(x))h(x)
]
(s −αλ(x))
+ cλ(x)G(αλ(x)) +
1
2µ
(1 +µαλ(x))
2h(x) , if s ≤ αλ(x) .
Note that, under the assumption (A1), since g has subcritical growth (see Lemma 4.1), it is standard
to show that Iλ,αλ ∈ C
1(H10 (Ω),R).
Now, we are going to show that, for any λ > 0, the functional Iλ,αλ satisfies the Palais-Smale con-
dition (see Definition 2.3). First we show that the Palais-Smale sequences are bounded. Actually, we
prove a slightly more general result. Our proof is inspired by [24]. However, since we do not assume
h 	 0 and truncate the nonlinearity, it is significantly more involved. Let us define
(4.7) mcλ :=

inf
u∈Wcλ
∫
Ω
(
|∇u |2 −µh(x)u2
)
dx , if Wcλ , ∅ ,
+∞ , if Wcλ = ∅ ,
where
Wcλ =
{
w ∈H10 (Ω) , cλ(x)w(x) = 0 a.e. x ∈Ω , w ≥ 0 , ‖w‖ = 1
}
.
Remark 4.2. Observe thatWcλ ⊆Wc− and so that mcλ ≥mc− .
Lemma 4.3. Fixed λ > 0 arbitrary, assume (A1) and suppose that mcλ > 0. Then, for all A ∈ R, every
sequence {vn} ⊂H
1
0 (Ω) with Iλ,αλ(vn) ≤ A and ‖I
′
λ,αλ
(vn)‖ → 0 is bounded. In particular, for all d ∈R, the
Palais-Smale sequences for Iλ,αλ at level d are bounded.
Proof. Let {vn} ⊂H
1
0 (Ω) be such a sequence. First we claim that the sequence {v
−
n } is bounded. Indeed,
as ‖I ′λ,αλ(vn)‖ → 0 there exists a sequence εn → 0 such that
(4.8) − εn‖v
−
n ‖ ≤ 〈I
′
λ,αλ
(vn),v
−
n 〉 ≤ εn‖v
−
n ‖.
Also, since fλ,αλ(x,s) is bounded inΩ ×R
−, there exist D1, D2 > 0 such that
(4.9) 〈I ′λ,αλ(vn),v
−
n 〉 ≤ −‖v
−
n‖
2 +D1‖v
−
n ‖+D2.
Gathering (4.8) and (4.9) we deduce that
0 ≤ −‖v−n‖
2 + (D1 + εn)‖v
−
n ‖+D2,
and the claim follows. To prove that {v+n } is also bounded we assume by contradiction that ‖vn‖ →∞
and introduce the sequence {wn} ⊂H
1
0 (Ω) given by wn =
vn
‖vn‖
. Observe that {wn} is bounded inH
1
0 (Ω).
Hence, up to a subsequence, it follows that wn ⇀w weakly in H
1
0 (Ω), wn → w strongly in L
r(Ω) for
1 ≤ r < 2∗ and wn →w a.e. in Ω. We split the rest of the proof into several steps:
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Step 1: w ≡ 0.
As ‖v−n ‖ is bounded and by assumption ‖vn‖ → ∞, clearly w
− ≡ 0. It then remains to prove that
w+ ≡ 0. We first prove that cλw ≡ 0. Assume by contradiction that cλw
+
. 0 and observe that for
every ϕ ∈H10 (Ω), we can write
(4.10)
〈I ′λ,αλ(vn),ϕ〉 =
∫
Ω
∇vn∇ϕdx−
∫
{vn≥αλ}
µvnh(x)ϕdx −
∫
{vn≥αλ}
cλ(x)g(vn)ϕdx−
∫
{vn≥αλ}
h(x)ϕdx
−
∫
{vn<αλ}
fλ,αλ(x,vn)ϕdx
Hence, using that fλ,αλ(x,s) is bounded inΩ× ]−∞,‖α
+
λ‖∞] and the convergence of wn, it follows that
〈I ′λ,αλ(vn),ϕ〉
‖vn‖
=
∫
Ω
∇w∇ϕdx −
∫
Ω
µw+h(x)ϕdx −
∫
{vn≥αλ}
cλ(x)g(vn)
ϕ
‖vn‖
dx + o(1), ∀ ϕ ∈H10 (Ω) .
Actually, using that g is bounded on ]−∞,‖α+λ‖∞] and that w
− ≡ 0, we obtain that∫
Ω
cλ(x)g(vn)
ϕ
‖vn‖
dx =
∫
Ω
(
∇w∇ϕ −µwh(x)ϕ
)
dx + o(1) , ∀ ϕ ∈H10 (Ω) .
Equivalently, we deduce that, for every ϕ ∈H10 (Ω),
(4.11)
∫
Ω
cλ(x)
g(vn)− vn
‖vn‖
ϕdx =
∫
Ω
(
∇w∇ϕ − (cλ(x) +µh(x))wϕ
)
dx + o(1).
Since cλw
+
. 0, we may choose ϕ ∈H10 (Ω) and a measurable subsetΩϕ ⊂Ω such that
|Ωϕ | > 0 , cλw
+ϕ > 0 in Ωϕ ⊂Ω and cλw
+ϕ ≡ 0 inΩ \Ωϕ .
As g(s)− s ≥ 0 on R (see Lemma 4.1), it follows that
cλ(x)
g(vn)− vn
‖vn‖
ϕ ≥ 0 a.e. inΩϕ .
Moreover, observe that
liminf
n→∞
cλ(x)
g(vn)− vn
‖vn‖
ϕ = liminf
n→∞
cλ(x)wn
g(wn‖vn‖)−wn‖vn‖
wn‖vn‖
ϕ = +∞ a.e. inΩϕ .
Hence, applying Fatou’s Lemma we deduce that
liminf
n→∞
∫
Ωϕ
cλ(x)
g(vn)− vn
‖vn‖
ϕdx = +∞ ,
which yields a contradiction with (4.11). Thus, we conclude that cλw ≡ 0. Now, we take ϕ = w in
(4.10) and divide by ‖vn‖. Using that cλw ≡ 0 and that ‖I
′
λ,αλ
(vn)‖ → 0, we get that∫
Ω
∇wn∇wdx −
∫
Ω
µwnwh(x)dx→ 0,
and so, since wn ⇀w weakly in H
1
0 (Ω) and wn →w strongly in L
r(Ω), for 1 ≤ r < 2∗, that∫
Ω
(
|∇w|2 −µh(x)w2
)
dx = 0 .
By this last identity and the facts that w ≥ 0 and cλw ≡ 0, the conditionmcλ > 0 implies that w ≡ 0.
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Step 2:
1
‖vn‖2
∫
{vn>αλ}
cλ(x)g(vn)vndx→ 1.
First of all, observe that
〈I ′λ,αλ(vn),vn〉
‖vn‖2
= 1−
1
‖vn‖2
[
µ
∫
{vn>αλ}
v2nh(x)dx +
∫
{vn>αλ}
cλ(x)g(vn)vn dx
+
∫
{vn>αλ}
vnh(x)dx +
∫
{vn≤αλ}
fλ,αλ(x,vn)dx
]
→ 0 .
Hence, using that w ≡ 0 and that fλ,αλ(x,s) is bounded in Ω× ]−∞,‖α
+
λ‖∞], we deduce that
1−
1
‖vn‖2
∫
{vn>αλ}
cλ(x)g(vn)vndx→ 0 .
Step 3: ln(‖vn‖)
∫
{vn>αλ}
cλ(x)w
2
n dx +
∫
{vn>αλ}
cλ(x)w
2
n ln
(
µwn +
1
‖vn‖
)
dx→ 1.
By the definition of g (see (4.1)) and Step 2, we have
(4.12)
1
‖vn‖2
∫
{vn>αλ}
cλ(x)
ln(1 +µvn)
µ
vn dx +
1
‖vn‖2
∫
{vn>αλ}
cλ(x) ln(1 +µvn)v
2
n dx→ 1.
Now, as there exists D > 0 such that
0 ≤
ln(1 +µs)
µ
s ≤ s2 +D, ∀ s > αλ(x), a.e. x ∈Ω,
we deduce that
1
‖vn‖2
∫
{vn>αλ}
∣∣∣∣cλ(x) ln(1 +µvn)µ vn
∣∣∣∣dx ≤ ∫
{vn>αλ}
|cλ(x)|
(
w2n +
D
‖vn‖2
)
dx
and, since wn →w ≡ 0 strongly in L
r(Ω) for all 1 ≤ r < 2∗, we obtain that
1
‖vn‖2
∫
{vn>αλ}
cλ(x)
ln(1 +µvn)
µ
vn dx→ 0 .
The claim then follows from (4.12) and the property of the logarithm that implies
ln(1 +µvn) = ln(‖vn‖) + ln
( 1
‖vn‖
+µwn
)
.
Step 4: limsup
n→∞
(
ln(‖vn‖)
∫
{vn>αλ}
cλ(x)w
2
n dx
)
≤ 0.
First of all, defining H(s) = 12g(s)s −G(s), observe that
A+ εn‖vn‖+ o(1) ≥ Iλ,αλ(vn)−
1
2
〈I ′λ,αλ(vn),vn〉
=
∫
{vn>αλ}
cλ(x)H(vn)dx −
1
2µ
∫
{vn>αλ}
(1 +µvn)h(x)dx
−
∫
{vn≤αλ}
[
Fλ,αλ(x,vn)−
1
2
fλ,αλ(x,vn)vn
]
dx
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or equivalently
(4.13)
∫
{vn>αλ}
cλ(x)H(vn)dx ≤ A+
1
2µ
∫
{vn>αλ}
(1 +µvn)h(x)dx
+
∫
{vn≤αλ}
[
Fλ,αλ(x,vn)−
1
2
fλ,αλ(x,vn)vn
]
dx + εn‖vn‖+ o(1) .
Now, using that for every s > − 1µ ,
H(s) =
s2
4
+
s
2µ
(
1− ln(1 +µs)
)
−
1
2µ2
ln(1 +µs) ,
substituting in (4.13) and multiplying by
4ln(‖vn‖)
‖vn‖2
, we deduce that
ln(‖vn‖)
∫
{vn>αλ}
cλ(x)w
2
n dx ≤
4ln(‖vn‖)
‖vn‖2
A+ 12µ
∫
{vn>αλ}
(1 +µvn)h(x)dx
+
∫
{vn≤αλ}
[
Fλ,αλ(x,vn)−
1
2
fλ,αλ(x,vn)vn
]
dx
−
1
2µ
∫
{vn>αλ}
cλ(x)vn
(
1− ln(1 +µvn)
)
dx
+
1
2µ2
∫
{vn>αλ}
cλ(x) ln(1 +µvn)dx + εn‖vn‖
+ o(1) .
We easily deduce that each term of the right hand side goes to zero and the Claim follows.
Step 5: Conclusion.
Considering together Steps 3 and 4, we deduce that
liminf
n→∞
∫
{vn>αλ}
cλ(x)w
2
n ln
(
µwn +
1
‖vn‖
)
dx ≥ 1.
which clearly contradicts the fact that w ≡ 0. Since we have a contradiction, we conclude that ‖vn‖ is
bounded, as desired. 
Proposition 4.4. Fixed λ > 0 arbitrary, assume (A1) and suppose that mcλ > 0. Then, for all A ∈ R, every
sequence {vn} ⊂H
1
0 (Ω) with Iλ,αλ(vn) ≤ A and ‖I
′
λ,αλ
(vn)‖ → 0 admits a strongly convergent subsequence.
In particular, Iλ,αλ satisfies the Palais-Smale condition at any level d ∈R.
Proof. Thanks to Lemma 4.3, we know that such sequences are bounded. The strong convergence
follows in a standard way. See [25, Lemma 11] or [13, Lemma 5.2] for two different approaches
adapted to this setting. 
5. A lower solution to (Pλ) below every upper solution
The aim of this section is to construct a lower solution to (Pλ) below every upper solution to the
problem. The construction of this lower solution relies on the following a priori lower bound proved
by the first author and L. Jeanjean in [15]. Let us consider the boundary value problem
(5.1) −∆u = d(x)u +µ|∇u |2 + f (x) , u ∈H10 (Ω)∩ L
∞(Ω) ,
EXISTENCE AND MULTIPLICITY FOR AN ELLIPTIC PROBLEM WITH SIGN-CHANGING COEFFICIENTS 17
under the assumption
(5.2)

Ω ⊂ RN ,N ≥ 2 , is a bounded domain with ∂Ω of class C0,1 ,
d and f belong to Lq(Ω) for some q > N/2 ,
µ > 0.
Lemma 5.1. [15, Lemma 3.1] Assume (5.2). Then, there exists a constant M > 0 withM :=M(N,q, |Ω|,
µ,‖d+‖q,‖f
−‖q) > 0 such that, every u ∈H
1(Ω)∩ L∞(Ω) upper solution to (5.1) satisfies
min
Ω
u > −M .
Remark 5.1. The lower bound does not depend on f + and d−.
Having at hand this lower bound, we construct the desired lower solution to (Pλ). The proof is
inspired by [15, Lemma 4.2] and [13, Proposition 4.2]. Nevertheless, since cλ = λc+ − c− may change
sign, several new ideas are needed.
Proposition 5.2. Under the assumption (A1), for any λ ∈ R, there exists uλ ∈ H
1(Ω) ∩ L∞(Ω) lower
solution to (Pλ) such that, for every β upper solution to (Pλ), it follows thatminΩ
(
min{0,β} − uλ
)
> 0.
Proof. We shall consider separately the cases λ ≤ 0 and λ > 0. The case λ ≤ 0 can be obtained exactly
as in [13, Proposition 4.2]. We turn then to study the case λ > 0. Fixed λ > 0 arbitrary, let us denote by
Mλ,1 > 0 the constant given by Lemma 5.1 applied to (Pλ) and let us introduce the auxiliary problem
(5.3)
−∆u = λc+(x)u +µ|∇u |2 − h−(x)−λMλ,1c+(x)− 1 , inΩ,u = 0 , on ∂Ω.
Thanks to Lemma 5.1, there exists Mλ,2 > 0 such that, for every β1 ∈ H
1(Ω)∩ L∞(Ω) upper solution
to (5.3), we have β1 > −Mλ,2. Now, introduce the problem
(5.4)
{
−∆u = −λMλ,2c+(x)− h
−(x)−λMλ,1c+(x)− 1 , inΩ,
u = 0 , on ∂Ω,
and denote by α its solution. Since −λMλ,2c+(x) − h
−(x) − λMλ,1c+(x) − 1 < 0, the weak maximum
principle implies that α ≤ 0. Then, observe that, for every β1 upper solution to (5.3), we have that
−∆β1 ≥ λc+(x)β1+µ|∇β1|
2−h−(x)−λMλ,1c+(x)−1 ≥ −λMλ,2c+(x)−h
−(x)−λMλ,1c+(x)−1 = −∆α , inΩ .
Consequently, it follows that {
−∆β1 ≥ −∆α , inΩ,
β1 ≥ α , on ∂Ω,
and, by the comparison principle, that β1 ≥ α.
Now, we introduce the problem
(5.5)
−∆u = λc+(x)T˜ (u) +µ|∇u |
2 − h−(x)−λMλ,1c+(x)− 1, inΩ,
u = 0, on ∂Ω,
where
T˜ (s) =
{
−Mλ,2 , if s ≤ −Mλ,2 ,
s , if s > −Mλ,2 .
Observe that β1 and 0 are upper solutions to (5.5). Recalling that the minimum of two upper solu-
tions is an upper solution, it follows that β = min{0,β1} is an upper solution to (5.5). As α is a lower
solution to (5.5) with α ≤ β, applying Theorem 2.1, we conclude the existence of vλ minimal solution
to (5.5) with α ≤ vλ ≤ β =min{0,β1}.
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Now, observe that vλ is an upper solution to (5.3). Hence, it follows that vλ > −Mλ,2 and so, that
vλ is a solution to (5.3).
Finally, let us introduce uλ = vλ −Mλ,1 and observe that
−∆uλ = λc+(x)vλ +µ|∇vλ|
2 − h−(x)−λMλ,1c+(x)− 1
≤ (λc+(x)− c−(x))uλ +µ|∇uλ|
2 + h(x), inΩ.
Hence, we have that uλ is a lower solution to (Pλ) with uλ ≤ −Mλ,1. Thus, since every β upper solution
to (Pλ) satisfies minΩ β > −Mλ,1, we have that uλ is the desired lower solution. 
Remark 5.2. The constant µ > 0 can be replaced by a function µ ∈ L∞(Ω) with µ(x) ≥ µ1 > 0 a.e. in Ω
and the result still holds true.
6. Proof of Theorem 1.3
The aim of this section is to prove Theorem 1.3. For every λ ∈ R, let us denote by uλ ∈ H
1(Ω)∩
L∞(Ω) the lower solution to (Pλ) constructed in Proposition 5.2. We choose this uλ as lower solution
in (4.2) and we consider, for the sake of simplicity, the more compact notation Iλ := Iλ,αλ for the
functional Iλ,αλ defined in (4.4). First of all, we are going to prove that Iλ has a mountain-pass
geometry for λ > 0 small enough. We begin proving some auxiliary estimates.
Lemma 6.1. Fixed Λ1 > 0 arbitrary. There exist D1 > 0 and D2 > 0 such that, for every λ ∈ [0,Λ1] and
any v ∈H10 (Ω), it follows that
(6.1) Iλ(−v
−) ≥
1
2
‖v−‖2 −D1‖v
−‖ −D2
Proof. First of all, observe that for all v ∈H10 (Ω) we can write
Iλ(−v
−) =
1
2
‖v−‖2 −
∫
{0≥v>αλ}
(
(λc+(x)− c−(x))G(v) +
1
2µ
(1 +µv)2h(x)
)
dx
−
∫
{v≤αλ}
[
(λc+(x)− c−(x))g(αλ) + (1 +µαλ)h(x)
]
(v −αλ)dx
−
∫
{v≤αλ}
(
(λc+(x)− c−(x))G(αλ) +
1
2µ
(1 +µαλ)
2h(x)
)
dx.
Hence, using that, for all λ ∈ R, αλ ∈ [−1/µ,0] and Lemma 4.1, i), we have that, for all λ ∈ [0,Λ1],
Iλ(−v
−) ≥
1
2
‖v−‖2 −
∫
Ω
(
λc+(x) max
[−1/µ,0]
G +
1
2µ
h+(x)
)
dx
−
∫
{v≤αλ}
[
λc+(x)g(αλ)− (1 +µαλ)h
−(x)
]
(v −αλ)dx
≥
1
2
‖v−‖2 −
∫
Ω
(
Λ1c+(x) max
[−1/µ,0]
G +
1
2µ
h+(x)
)
dx −
∫
Ω
(
Λ1c+(x) max
[−1/µ,0]
|g |+ h−(x)
)
v−dx.
The estimate (6.1) follows immediately from the Sobolev inequality. 
Lemma 6.2. Assume (A1) and suppose that mc− > 0. Then, there exist constants Λ > 0 and R > 0 such
that, if 0 ≤ λ ≤Λ, then Iλ(v) ≥ Iλ(0) +
1
2 for all v ∈ ∂D with D := {v ∈H
1
0 (Ω) : ‖v
+‖ < R}.
Proof. Let us begin with some preliminary observations. First of all, we fix Λ1 > 0 arbitrary and, by
Lemma 6.1, we know that, for all λ ∈ [0,Λ1] and all v ∈H
1
0 (Ω), (6.1) holds. This implies the existence
of D3 (independent of λ) such that, for all λ ∈ [0,Λ1] and all v ∈H
1
0 (Ω),
(6.2) Iλ(−v
−) ≥ −D3.
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Now, by the definition of Iλ and Lemma 4.1, observe that, for any λ ≥ 0 and any δ > 0, there exists
D4 > 0 (independent of λ) such that, for all v ∈H
1
0 (Ω),
(6.3) Iλ(v
+) ≥ I0(v
+)−λD4(1 + ‖v
+‖2+δ).
Also, since mc− > 0 by hypothesis, we know that I0 is coercive (see [13, Proposition 6.1]) and so, that
there exists R > 0 such that, for all v ∈H10 (Ω) with ‖v
+‖ = R,
(6.4) I0(v
+) ≥ −
1
µ
∫
Ω
h(x)dx +1+D3.
Gathering (6.3) and (6.4) we deduce the existence of 0 < Λ ≤ Λ1 such that, for all λ ∈ [0,Λ] and all
v ∈H10 (Ω) with ‖v
+‖ = R, the following inequality holds
(6.5) Iλ(v
+) ≥ −
1
µ
∫
Ω
h(x)dx +
1
2
+D3.
Now, for the constants Λ > 0 and R > 0 previously given, we define D := {v ∈ H10 (Ω) : ‖v
+‖ < R} and
consider an arbitrary λ ∈ [0,Λ]. In order to finish the proof, we are going to show that
Iλ(v) ≥ Iλ(0) +
1
2
, ∀ v ∈ ∂D.
Let v ∈ ∂D fixed but arbitrary. By (6.2), (6.5) and the fact that Iλ(0) = −
1
2µ
∫
Ω
h(x)dx, we directly
obtain that
Iλ(v) = Iλ(v
+) + Iλ(−v
−)− Iλ(0) ≥ −
1
µ
∫
Ω
h(x)dx +
1
2
+D3 −D3 +
1
2µ
∫
Ω
h(x)dx = Iλ(0) +
1
2
.

Lemma 6.3. Assume (A1). For any λ > 0, M > 0 and R > 0, there exists w ∈ H
1
0 (Ω) such that ‖w
+‖ > R
and Iλ(w) ≤ −M.
Proof. Since c+ . 0, we can choose v ∈ C
∞
0 (Ω) such that v ≥ 0, c+v . 0 and c−v ≡ 0. Moreover, let us
take t ∈ R+, t ≥ 1. As αλ ≤ 0, observe that
Iλ(tv) ≤
1
2
t2
∫
Ω
(
|∇v |2 −µh(x)v2
)
dx −λt2
∫
Ω
c+(x)v
2G(tv)
t2v2
dx +
t
µ
‖1+µv‖∞‖h
−‖1
= t2
[
1
2
∫
Ω
(
|∇v |2 −µh(x)v2
)
dx −λ
∫
Ω
c+(x)v
2G(tv)
t2v2
dx +
1
t
1
µ
‖1+µv‖∞‖h
−‖1
]
.
Now, since by Lemma 4.1, we have
lim
t→∞
λ
∫
Ω
c+(x)v
2G(tv)
t2v2
dx = +∞ ,
we deduce that lim
t→∞
Iλ(tv) = −∞ and the lemma follows. 
Gathering Lemmas 6.2 and 6.3 we deduce that, for λ > 0 small enough, Iλ possess a mountain-
pass geometry. Once this is proved, we first show the existence of a local minimum of Iλ and then we
prove Theorem 1.3.
Proposition 6.4. Assume (A1) and suppose that mc− > 0 and that λ ≥ 0 is small enough in order to ensure
that the conclusion of Lemma 6.2 holds. Then, Iλ possesses a critical point v with Iλ(v) ≤ Iλ(0), which is a
local minimum.
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Proof. From Lemma 6.2, we know that there exist R > 0 such that
m := inf
v∈D
Iλ(v) ≤ Iλ(0) and Iλ(v) ≥ Iλ(0) +
1
2
if v ∈ ∂D,
where D := {v ∈ H10 (Ω) : ‖v
+‖ < R}. Let {vn} ⊂ D be such that Iλ(vn)→ m. By the definition of D and
(6.1), we deduce that {vn} is bounded and so, up to a subsequence, it follows that vn ⇀v ∈H
1
0 (Ω). By
the weak lower semicontinuity of the norm and of the functional Iλ, we have
‖v+‖ ≤ liminf
n→∞
‖v+n ‖ ≤ R and Iλ(v) ≤ liminfn→∞
Iλ(vn) =m ≤ Iλ(0) .
Finally, since, by Lemma 6.2, we know that Iλ(v) ≥ Iλ(0) +
1
2 if v ∈ ∂D, we deduce that v ∈D is a local
minimum of Iλ. 
Proof of Theorem 1.3. By Corollary 1.2, we know that mc− > 0. Assume that λ > 0 is small enough
in order to ensure that the conclusion of Lemma 6.2 holds. By Proposition 6.4 we have a first critical
point v1, which is a local minimum of Iλ and satisfies Iλ(v1) ≤ Iλ(0). On the other hand, since the
Palais-Smale condition holds, in view of Lemmas 6.2. and 6.3, we can apply Theorem 2.5 and obtain
a second critical point of Iλ at the mountain-pass level c ≥ Iλ(0)+
1
2 . This gives two different solutions
to (Qλ,αλ). Finally, applying Lemma 4.2, we obtain two different solutions to our original problem
(Pλ). 
7. Proof of Theorem 1.4 and first part of Theorem 1.6
This section is devoted to the proofs of Theorem 1.4, the first part of Theorem 1.6 and the first
part of Corollary 1.7. Let us recall that, under the assumption (A2), every solution to (Pλ) belongs to
C10(Ω) (see [15, Theorem 2.2]). We first prove Theorem 1.4 and the first part of Corollary 1.7.
Lemma 7.1. [5, Lemma 2.2] Assume (A1). If u1, u2 ∈H
1(Ω)∩W 1,Nloc (Ω)∩C(Ω) are respectively a lower
and an upper solution to (P0), then u1 ≤ u2 .
Lemma 7.2. Assume (A2) and suppose that (P0) has a solution u0 with c+u0 	 0. Then, it follows that:
i) Every upper solution β ∈ C10(Ω) to (Pλ) with λ > 0 and c+β ≥ 0 satisfies β≫ u0.
ii) For all λ > 0, u0 is a strict lower solution to (Pλ).
iii) There exists λ0 > 0 such that, for all λ ∈ (0,λ0), (Pλ) has a solution u with c+u ≥ 0.
iv) The problem (Pλ) has no solution u with c+u ≥ 0 for λ > 0 large.
Proof. i) Let β ∈ C10(Ω) be an upper solution to (Pλ) with λ > 0 and c+β ≥ 0. It is clear that β is an
upper solution to (P0). Hence, by Lemma 7.1, we have β ≥ u0. Now, let us prove that β ≫ u0. To that
end, we define w = β − u0 and observe that{
−∆w−µ〈∇β +∇u0,∇w〉+ c−(x)w ≥ λc+(x)u0 , inΩ ,
w = 0 , on ∂Ω .
Applying then Theorem 2.7, we deduce that w≫ 0 and so that β≫ u0.
ii) As c+u0 	 0, we easily observe that u0 is a lower solution to (Pλ). Moreover, if u is a solution to
(Pλ) with u ≥ u0 then c+u ≥ c+u0 	 0. By i), we have that u ≫ u0. This proves that u0 is a strict lower
solution to (Pλ).
iii) Define v0 :=
1
µ
(
eµu0 − 1
)
∈ C10(Ω) and introduce the more compact notation Jλ := Iλ,v0 . Observe
that v0 is the minimum of J0. The proof then follows the lines of Lemma 6.2 and Proposition 6.4.
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iv) We argue by contradiction. Suppose that u is a solution to (Pλ) with c+u ≥ 0 and let γ1 > 0 be
the first eigenvalue and ϕ1 > 0 be the first eigenfunction to the eigenvalue problem
−∆v + c−(x)v = γc+(x)v , v ∈H
1
0 (Ω) .
Multiplying (Pλ) by ϕ1 and integrating it follows that
γ1
∫
Ω
c+(x)uϕ1dx =
∫
Ω
(
∇u∇ϕ1 + c−(x)uϕ1
)
dx
= λ
∫
Ω
c+(x)uϕ1dx +µ
∫
Ω
|∇u |2ϕ1dx +
∫
Ω
h(x)ϕ1dx ,
or equivalently
0 = (λ−γ1)
∫
Ω
c+(x)uϕ1dx +µ
∫
Ω
|∇u |2ϕ1dx +
∫
Ω
h(x)ϕ1dx .
Hence, as by i) we know that u ≥ u0, if λ > γ1 it follows that
(7.1) 0 ≥ (λ−γ1)
∫
Ω
c+(x)u0ϕ1dx +
∫
Ω
h(x)ϕ1dx .
Since c+u0 	 0 and ϕ1 > 0 , (7.1) gives a contradiction for λ large enough. 
Proof of Theorem 1.4. Having at hand Lemma 7.2, we define v0 :=
1
µ
(
eµu0 − 1
)
∈ C10(Ω) and use the
more compact notation Jλ := Iλ,v0 . Then, let us define
λ := sup {λ : (Pλ) has a solution u with c+u ≥ 0} ,
and observe that, by Lemma 7.2, we have 0 < λ <∞ and, by the definition of λ, for all λ > λ, (Pλ) has
no solution u with c+u ≥ 0. Also by Lemma 7.2, we know that every solution to (Pλ) with λ > 0 and
c+u ≥ 0 satisfies u≫ u0.
Now, we split the proof into several steps:
Step 1: For all 0 < λ < λ, (Pλ) has a strict upper solution βλ ≫ u0.
By the definition of λ, we can find λ˜ ∈ ]λ,λ[ and uλ˜ solution to (Pλ˜) with c+uλ˜ ≥ 0. Then, observe
that uλ˜ ∈ C
1
0(Ω) is an upper solution to (P0) and so, by Lemma 7.2, uλ˜ ≫ u0. Finally, in order to prove
that uλ˜ is a strict upper solution to (Pλ), let us consider a solution u to (Pλ) with u ≤ uλ˜ and introduce
w = uλ˜ − u. Observe that−∆w−µ〈∇u +∇uλ˜,∇w〉+ c−(x)w ≥ (λ˜−λ)c+(x)u0 , inΩ ,w = 0 , on ∂Ω .
Hence, applying Theorem 2.7, we obtain that w≫ 0, and so that βλ = uλ˜ is the required strict upper
solution.
Step 2: For every 0 < λ < λ, there exists v ∈ C10(Ω) with v ≫ v0 which is a local minimum of Jλ in the
H10 -topology and a solution to (Qλ,v0).
First of all, by Lemma 7.2, we easily observe that v0 ∈ C
1(Ω) is a strict lower solution to (Qλ,v0). On
the other hand, by Step 1, for all 0 < λ < λ, there exists βλ ∈ C
1
0(Ω) strict upper solution to (Pλ) with
βλ ≫ u0. We introduce then
wλ :=
1
µ
(
eµβλ − 1
)
.
and, by Lemma 4.2 and Remark 4.1, it follows that v0, wλ ∈ C
1(Ω) are a couple of well ordered strict
lower and upper solutions to (Qλ,v0). Hence, applying Corollary 2.3 and Proposition 2.4 we have the
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existence of v ∈ C10(Ω) minimizer of Jλ onM :=
{
v ∈ H10 (Ω) : v0 ≤ v ≤ wλ
}
, local minimum of Jλ in the
H10 -topology and solution to (Qλ,v0).
Step 3: For every λ ∈ ]0,λ[, (Pλ) has at least two solutions uλ,1, uλ,2 ∈ C
1
0(Ω) such that u0 ≪ uλ,1 ≪ uλ,2.
By Step 2, we have the existence of a first critical point vλ,1 ∈ C
1
0(Ω), which is a local minimum of
Jλ and satisfies vλ,1 ≫ v0. Since the Palais-Smale condition at any level d ∈ R holds, by Theorem 2.6,
we have two options. If we are in the first case, then together with Lemma 6.3, we see that Jλ has the
mountain-pass geometry and by Theorem 2.5, we have the existence of a second solution to (Qλ,v0).
In the second case, we have directly the existence of a second solution to (Qλ,v0). Then, by Lemma
4.2, we conclude the existence of at least two solutions uλ,1, uλ,2 to (Pλ) with uλ,i ≥ u0 for i = 1,2.
Moreover, without loss of generality we can choose the first solution uλ,1 as the minimal solu-
tion with uλ,1 ≥ u0. Hence, we have uλ,1  uλ,2 as otherwise there exists a solution with u0 ≤ u ≤
min{uλ,1,uλ,2} which contradicts the minimality of uλ,1. As u0 is strict, we obtain that uλ,1 ≫ u0.
Now observe that, by convexity of y 7→ |y|2, the function β = 12 (uλ,1 + uλ,2) is an upper solution to
(Pλ) which is not a solution. In fact, arguing as in [15, Proof of Theorem 1.3] and Step 1, we can see
that β is a strict upper solution to (Pλ). As uλ,1  β  uλ,2 and β is strict, we deduce that uλ,1 ≪ uλ,2.
Step 4: λ1 < λ2 implies uλ1,1 ≪ uλ2,1.
Directly observe that uλ2,1 is an upper solution to (Pλ1) which is not a solution. Hence, as uλ1,1 is
the minimal solution to (Pλ1) with uλ1,1 ≥ u0, we deduce that uλ1,1 ≤ uλ2,1. Arguing as in Step 1, we
conclude that uλ1,1 ≪ uλ2,1, as desired.
Step 5: Existence of solution to (Pλ).
Let {λn} be a sequence with 0 < λn < λ and λn → λ and let {vn} be the corresponding sequence of
minimum of Jλn obtained in Step 2. This implies that 〈J
′
λn
(vn),ϕ〉 = 0 for all ϕ ∈H
1
0 (Ω). Moreover, as
vn is the minimum of Jλn on {v ∈H
1
0 (Ω) : v0 ≤ v ≤ wλn }, we obtain that
Jλn(vn) ≤ Jλn(v0) ≤ Jλ(v0) +D(λ−λn) ≤ A,
for some D > 0 and A > 0. Then, by Lemma 4.3 and Proposition 4.4, we prove the existence of
vλ ∈ H
1
0 (Ω) such that vn → vλ in H
1
0 (Ω) with vλ a solution to (Qλ,v0). Moreover, as vn ≥ v0 for all
n ∈N, we deduce that vλ ≥ v0.
Applying Lemma 4.2 we conclude that uλ =
1
µ ln(1 + µvλ) is a solution to (Pλ). Moreover, by con-
struction and as u0 is a strict lower solution, we have uλ ≫ u0;
Step 6: Uniqueness of solution to (Pλ).
Assume by contradiction the existence of two solutions u1, u2 to (Pλ) with c+u1 ≥ 0 and c+u2 ≥ 0.
As in Step 3, we can assume that u0 ≪ u1 ≪ u2. By strict convexity of the nonlinearity and Theorem
2.7, it is easy to prove that, for all λ ∈ ]0,1[, βλ = λu1 +(1−λ)u2 is a strict upper solution to (Pλ). This
implies in particular that there is no solution u3 to (Pλ) with
u1  u3 ≪ u2,
as otherwise, define λ˜ = sup{λ ∈ [0,1] | λu1 + (1 −λ)u2 − u3 ≫ 0} and observe that u3 is a solution to
(Pλ) with u3 ≤ βλ˜ but not u3 ≪ βλ˜, which contradicts the fact that βλ˜ is a strict upper solution to (Pλ).
Now, let us define vi =
1
µ (e
µui − 1) for i = 1, 2, the corresponding solution to (Qλ,v0). By Lemma
4.2, we deduce from the above argument that the problem (Qλ,v0) has no solution v3 with
(7.2) v1  v3 ≪ v2.
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As v0 and β1/2 are strict lower and upper solutions to (Qλ,v0) and v1 is the unique solution of (Qλ,v0)
with v0  v1  β1/2, we deduce from Corollary 2.3 and Proposition 2.4 that v1 is a local minimum of
Jλ. Let us prove the existence of r > 0 such that
(7.3) inf
v∈∂B(v1,r)
Jλ(v) > Jλ(v1).
Otherwise, by Theorem 2.6, for all n ∈N, there exists wn with ‖wn−v1‖ =
1
n , Jλ(wn) = Jλ(v1) and wn is
a solution to (Qλ,v0). Moreover, as v1 is the minimum solution to (Qλ,v0), we have also wn 	 v1. By a
bootstrap argument, we prove that ‖wn − v1‖C1 → 0 and hence, for n large enough,
v1  wn ≪ v2
which contradicts (7.2).
By (7.3), denoting δ = infv∈∂B(v1,r) Jλ(v)− Jλ(v1), we have D > 0 such that, for λ > λ,
inf
v∈∂B(v1,r)
Jλ(v) ≥ inf
v∈∂B(v1,r)
Jλ(v)−D(λ−λ) = Jλ(v1) + δ −D(λ−λ) ≥ Jλ(v1) + δ − 2D(λ−λ).
This implies the existence of ε > 0 such that, for all λ ∈ [λ,λ+ ε],
inf
v∈∂B(v1,r)
Jλ(v) > Jλ(v1).
Hence, arguing as in the proof of Proposition 6.4, we deduce that, for some λ > λ, the problem (Qλ,v0)
has a solution which is a local minimum of Jλ(v). This contradicts the definition of λ. 
As a consequence of this result we prove the first part of Corollary 1.7.
Proof of the first part of Corollary 1.7. Let u0 be the unique solution to (P0). Since (A2) holds, we
know that u0 ∈ C
1
0(Ω). Now, observe that{
−∆u0 −µ〈∇u0,∇u0〉+ c−(x)u0 ≥ h(x), inΩ,
u0 = 0, on ∂Ω.
Hence, since h 	 0, by Theorem 2.7, it follows that that u0 ≫ 0 , and so, in particular that c+u0 	 0.
The corollary then follows immediately from Theorem 1.4. 
We end this section with the proof of the first part of Theorem 1.6.
Lemma 7.3. Assume (A2), suppose that (P0) has a solution u0 with c+u0 ≡ 0 and let γ1 > 0 be the principal
eigenvalue of (1.5). Then, for all 0 < λ < γ1, there exists β ∈ C
1
0(Ω) strict upper solution to (Pλ) satisfying
β ≫ u0.
Proof. First of all, by Proposition 2.8 applied to Lu0 (defined in (1.4)) withm = c+ and h ≡ 1, we know
that, for 0 < λ < γ1 there exists w≫ 0 solution to
Lu0(w) = λc+(x)w+1, w ∈H
1
0 (Ω).
We consider then β := u0 + εw with ε > 0 and we are going to prove that, for ε > 0 small enough, β is
an upper solution to (Pλ). Directly observe that, for ε > 0 small enough,
−∆β = cλ(x)β +µ|∇u0|
2 +2µ〈∇u0,∇(εw)〉+ ε+ h(x)
	 cλ(x)β +µ|∇u0|
2 +2µ〈∇u0,∇(εw)〉+µε
2|∇w|2 + h(x)
= cλ(x)β +µ|∇β |
2 + h(x), in Ω.
Hence, since β = 0 on ∂Ω and w≫ 0, we have that β is an upper solution to (Pλ) with β≫ u0.
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To prove that β is strict, let u be a solution to (Pλ) with u ≤ β. Define ϕ = β − u and observe that{
−∆ϕ −µ〈∇u +∇β,∇ϕ〉+ c−(x)ϕ = λc+(x)ϕ 	 0, inΩ,
w = 0 , on ∂Ω .
Applying Theorem 2.7, we obtain that ϕ≫ 0, and so that β is strict. 
Proof of the first part of Theorem 1.6. Let us split the proof into two steps:
Step 1: For every λ ∈ ]0,γ1[, there exists v ∈ C
1
0(Ω) with v ≥ v0 which is a local minimum of Jλ in the
H10 -topology and a solution to (Qλ,v0).
The result follows from Lemma 7.3 arguing as in Step 2 of the proof of Theorem 1.4 choosing as
strict lower solution v0 − 1 as now v0 is a solution to (Qλ,v0).
Step 2: Conclusion.
As in Step 3 of the proof of Theorem 1.4, we have the existence of two solutions to (Pλ). As
u0 is a solution to (Pλ), now the minimal solution above u0 is u0. Hence the two solutions satisfy
u0 ≡ uλ,1  uλ,2. Then, arguing as in the proof of Theorem 1.4, Step 3, we deduce that u0 ≡ uλ,1 ≪ uλ,2
and the result follows. 
8. Proof of Theorem 1.5 and second part of Theorem 1.6
The aim of this Section is to prove Theorem 1.5 and the rest Theorem 1.6 and of Corollary 1.7. As
in Section 6, we choose uλ ∈ H
1(Ω) ∩ L∞(Ω), the lower solution to (Pλ) constructed in Proposition
5.2, as lower solution in (4.2) and we use the notation Iλ := Iλ,αλ for the functional Iλ,αλ defined in
(4.4). We begin proving the uniqueness of solutions with c+u ≤ 0 under suitable assumptions.
Proposition 8.1. Assume (A2) and suppose that (P0) has a solution u0 with c+u0  0. Then, for every
λ ∈ R, the problem (Pλ) has at most one solution u with c+u ≤ 0.
Proof. First of all, observe that for λ ≤ 0 the result follows from [5, Theorem 1.1]. Hence, we just
consider the case λ > 0. Let us split the proof into three steps:
Step 1: If u is a lower solution to (Pλ) with c+u ≤ 0 then u≪ u0.
Let u be solution to (Pλ) with c+u ≤ 0. We easily observe that u is a lower solution to (P0). Hence,
by Lemma 7.1, it follows that u ≤ u0. Now, let us introduce w = u0 − u and observe that{
−∆w−µ〈∇u0 +∇u,∇w〉+ c−(x)w ≥ −λc+(x)u0 , inΩ ,
w = 0 , on ∂Ω .
Hence, by Theorem 2.7, we deduce that w≫ 0 and so, that u ≪ u0, as desired.
Step 2: If we have u1 and u2 two solutions to (Pλ) with c+u1 ≤ 0 and c+u2 ≤ 0 then we have two ordered
solutions u˜1  u˜2 ≤ u0 .
By Step 1, we have u1 ≪ u0 and u2 ≪ u0. In case u1 and u2 are not ordered, using that u0 is an
upper solution to (Pλ) and the maximum of two lower solutions is a lower solution, by Theorem 2.1,
we deduce the existence of u3 solution to (Pλ) such that max{u1,u2} ≤ u3 ≤ u0. We conclude taking
u˜1 = u1 and u˜2 = u3.
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Step 3: Conclusion.
We assume by contradiction the existence of u1 and u2 solutions to (Pλ) such that c+u1 ≤ 0 and
c+u2 ≤ 0. By Steps 1 and 2, we can suppose without loss of generality that u1  u2 ≪ u0. As u0−u2 ≫
0, observe that the set {v ∈ C10 (Ω) | v ≤ u0 − u2} is an open neighbourhood of 0 and so, that the set
{ε > 0 | u2 − u1 ≤ ε(u0 − u2)} is not empty. We define
ε¯ := inf{ε > 0 | u2 − u1 ≤ ε(u0 − u2)}.
Observe that 0 < ε¯ <∞ and
(8.1) ε¯ =min{ε > 0 | u2 − u1 ≤ ε(u0 − u2)}.
Now, we define
wε¯ =
(1+ ε¯)u2 − u1
ε¯
,
and, arguing as in [15, Proposition 4.3], we deduce that wε is a lower solution to (Pλ). By the choice
of ε¯ > 0, wε¯ ≤ u0 and so c+(x)wε¯ ≤ c+(x)u0  0. Hence, by Step 1, it follows that wε¯ ≪ u0, which
contradicts the definition of ε given in (8.1). 
Proof of Theorem 1.5. As in the proof of Theorem 1.4, we define v0 :=
1
µ (e
µu0 − 1) ∈ C10(Ω) and we use
the compact notation Iλ := Iλ,αλ . Then, we split the proof into several steps:
Step 1: For every λ > 0, there exists v ∈ C10(Ω) with v ≪ v0 which is a local minimum of Iλ and a solution
to (Qλ,αλ).
By Proposition 5.2 we have the existence of a strict lower solution αλ with αλ ≪ β for every β
upper solution to (Pλ). On the other hand, arguing as in Lemma 7.2, we prove that u0 is a strict
upper solution to (Pλ) for all λ > 0. Then, reasoning as in the proof of Theorem 1.4, we deduce the
existence of v ∈ C10(Ω) local minimum of Iλ and solution to (Qλ,αλ). By its construction v ≪ v0.
Step 2: For every λ > 0 the exists at least two solutions uλ,1, uλ,2 ∈ C
1
0(Ω) to (Pλ) such that
uλ,1 ≪ uλ,2, uλ,1 ≪ u0 and c+uλ,2  0.
By Step 1 and Lemma 4.2, there exists a first solution uλ,1 ∈ C
1
0(Ω) such that uλ,1 ≪ u0. Then,
arguing as in Step 3 of the proof of Theorem 1.4, we deduce the existence of a second solution
uλ,2 ∈ C
1
0(Ω) with uλ,2 ≫ uλ,1. Finally, by Proposition 8.1, we deduce that c+uλ,2  0.
Step 3: λ1 < λ2 implies uλ1,1 ≫ uλ2,1.
The proof follows as in Step 4 of the proof of Theorem 1.4. 
Proof of the second part of Corollary 1.7. Since h  0 and (A2) holds, the problem (P0) has always a
solution u0 ∈ C
1
0(Ω). Moreover, observe that 0 is an upper solution to (P0). Hence, by Lemma 7.1, it
follows that u0 ≤ 0. Now, as u0 satisfies
−∆u0 −µ〈∇u0,∇u0〉+ c−(x)u0 = h(x)  0 , in Ω ,
we deduce by Theorem 2.7 that u0 ≪ 0 and, in particular that c+u0  0. Thus, the corollary follows
immediately from Theorem 1.5. 
Lemma 8.2. Assume (A2), suppose that (P0) has a solution u0 with c+u0 ≡ 0 and let γ1 > 0 be the principal
eigenvalue of (1.5). Then, for all λ > γ1, there exists β ∈ C
1
0(Ω) strict upper solution to (Pλ) satisfying
β ≪ u0.
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Proof. Let δ > 0 be given by Proposition 2.8 applied to Lu0 (defined in (1.4)) with m = c+ and h ≡ 1
and let λ0 ∈ ]γ1,min{λ,γ1 + δ}[. By Proposition 2.8 we know that there exists w≪ 0 solution to
Lu0(w) = λ0c+(x)w+1, w ∈H
1
0 (Ω).
We consider β := u0 + εw with ε > 0 and, arguing as in Lemma 7.3, we deduce that, for ε > 0 small
enough, β is a strict upper solution to (Pλ) satisfying β ≪ u0. 
Proof of the rest of Theorem 1.6. Let us define v0 :=
1
µ
(
eµu0 − 1
)
and split the proof into three steps:
Step 1: For every λ > γ1, there exists v ∈ C
1
0(Ω) with v ≪ v0 which is a local minimum of Iλ in the
H10 -topology and a solution to (Qλ,αλ)
The proof follows arguing as in Step 1 of the proof of Theorem 1.5 replacing u0 by the strict upper
solution constructed in Lemma 8.2.
Step 2: For λ > γ1, the problem (Pλ) has at least two solutions uλ,1 ≡ u0 ≫ uλ,2 ∈ C
1
0(Ω).
Since c+u0 ≡ 0, it is clear that uλ,1 ≡ u0 is a solution for every λ ∈ R. On the other hand, by Step 1,
we deduce the existence of a second solution uλ,2 ∈ C
1
0(Ω) with uλ,2 ≪ uλ,1 ≡ u0.
Step 3: For λ = γ1, the unique solution to (Pλ) is uγ1 ≡ u0.
We assume by contradiction that there exists u solution to (Pγ1) with u . u0. Let us then define
w := u − u0 and observe w solves
−∆w = cγ1(x)w+µ|∇u |
2 −µ|∇u0|
2, w ∈H10 (Ω).
Equivalently, we have that w . 0 is a solution to
Lu0(w) = γ1c+(x)w+µ|∇w|
2, w ∈H10 (Ω).
Applying Proposition 2.8 with h = µ|∇w|2 	 0 we obtain a contradiction and the result follows. 
Proof of the rest of Corollary 1.7. For h ≡ 0, the unique solution to (P0) is u0 ≡ 0. Hence, the result
follows from Theorem 1.6. 
Appendix A. Hopf’s Lemma ans SMP with unbounded lower order terms
In this section we prove Theorem 2.7 which can be seen as a combination of the Strong maximum
principle and the Hopf’s Lemma. As said in Section 2, our proof is inspired by [35]. Let us begin
with some preliminary results that will be needed to prove Theorem A.6. Throughout the appendix
we assume N ≥ 2.
Lemma A.1. [28, Lemma 4.2] Let Ω ⊂ RN be a bounded domain, β ∈ (LN (Ω))N and ξ ∈ LN/2(Ω) with
ξ ≥ 0. Then, for every F ∈H−1(Ω), there exists a unique solution u ∈H10 (Ω) to{
−∆u + 〈β(x),∇u〉+ ξ(x)u = F, inΩ,
u = 0, on ∂Ω.
As a consequence of the previous lemmawe obtain an existence result with inhomogeneous bound-
ary conditions.
Corollary A.2. Let ω := B1(0) \ B1/2(0), β ∈ (L
p(ω))N and ξ ∈ Lp(ω) for some p > N and assume that
ξ ≥ 0. Then, there exists a unique solution u ∈ C1,τ(ω) for some τ > 0 to
(A.1)

−∆u + 〈β(x),∇u〉+ ξ(x)u = 0, in ω,
u = 0, on ∂B1(0),
u = 1, on ∂B1/2(0),
such that 0 ≤ u ≤ 1 in ω.
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Proof. Let us consider ϕ ∈ C∞(RN ) given by ϕ(x) = 43 (1 − |x|
2), and observe that ϕ(x) = 0 for all
x ∈ ∂B1(0) and ϕ(x) = 1 for all x ∈ ∂B1/2(0). Moreover, by direct computations it follows that
−∆ϕ + 〈β(x),∇ϕ〉+ ξ(x)ϕ =
8N
3
−
8
3
〈β(x),x〉+
4
3
ξ(x)(1− |x|2) =: −F ∈H−1(ω).
By Lemma A.1 we know that there exists a unique solution w ∈H10 (ω) to{
−∆w+ 〈β(x),∇w〉+ ξ(x)w = F, in ω,
w = 0, on ∂ω.
Then, we define u = w + ϕ and we observe that u ∈ H1(ω) is a solution to (A.1). Next, by [28,
Proposition 3.10] we deduce that 0 ≤ u ≤ 1 in ω and, by [29, Theorem II-15.1] we obtain that u ∈
C1,τ(ω) for some τ > 0. Finally, the uniqueness follow again from [28, Proposition 3.10]. 
Lemma A.3. Let ω := B1(0) \ B1/2(0), ε ∈ (0,1/4), x0 ∈ ∂B1(0) and T : R
N → RN given by T (x) =
ε−1(x − x0) + x0. Then, it follows that ω ⊂ T (ω) := {T (x) : x ∈ω}.
Proof. First of all, observe that
(A.2) T (ω) = B1/ε
((
1−
1
ε
)
x0
)
\B1/2ε
((
1−
1
ε
)
x0
)
=
{
x ∈ RN :
1
2ε
<
∣∣∣x − (1− 1
ε
)
x0
∣∣∣ < 1
ε
}
.
Now, observe that, for all x ∈ ω and all ε ∈ (0,1/4), it follows that
(A.3)
∣∣∣x − (1− 1
ε
)
x0
∣∣∣ ≤ |x|+ ∣∣∣1− 1
ε
∣∣∣ |x0| = |x|+ 1ε − 1 < 1+ 1ε − 1 = 1ε ,
and
(A.4)
∣∣∣x − (1− 1
ε
)
x0
∣∣∣ ≥ ∣∣∣∣∣|x| − ∣∣∣1− 1ε
∣∣∣ |x0|∣∣∣∣∣ ≥ 1ε − 1− |x| > 1ε − 2 > 12ε .
Hence, the result follows from (A.2)-(A.4). 
Lemma A.4. Let ω := B1(0) \ B1/2(0), B = (B
1, . . . ,BN ) ∈ (Lp(ω))N and a ∈ Lp(ω), for some p > N , ε ∈
[0,1/4], Bε(y) = (B
1
ε , . . . ,B
N
ε ) := εB(ε(y − x0) + x0) and aε(y) := ε
2a(ε(y − x0) + x0). Then, it follows that
• ‖Biε‖Lp(ω) ≤ ε
1−Np ‖Bi‖Lp(ω), ∀ i = 1, . . . ,N ;
• ‖aε‖Lp(ω) ≤ ε
2−Np ‖a‖Lp(ω).
Proof. Let i ∈ {1, . . . ,N }. We directly observe that
(A.5) ‖Biε‖
p
Lp(ω) =
∫
ω
|Biε(y)|
pdy = εp
∫
ω
|Bi (ε(y − x0) + x0)|
pdy = εp−N
∫
S(ω)
|Bi (z)|pdz,
where z = S(y) = ε(y − x0) + x0. Then, arguing as in Lemma A.3, we obtain that S(ω) ⊂ ω, and so,
taking into account (A.5), we deduce that
‖Biε‖
p
Lp(ω) ≤ ε
p−N
∫
ω
|Bi(z)|pdz = εp−N ‖Bi‖
p
Lp(ω).
The estimate for aε follows arguing on the same way. 
Using the rescaled functions Bε and aε defined in LemmaA.4, we introduce the auxiliary boundary
value problem
(Pε)

−∆u + 〈Bε(x),∇u〉+ aε(x)u = 0, in B1(0) \B1/2(0),
u = 0, on ∂B1(0),
u = 1, on ∂B1/2(0),
and we prove the following uniform a priori bound that will be crucial in the proof of Theorem A.6.
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Lemma A.5. Let ω := B1(0) \ B1/2(0), B = (B1, . . . ,BN ) ∈ (L
p(ω))N and a ∈ Lp(ω) for some p > N . Then,
there existsM > 0 such that, for all ε ∈ [0,1/4], any solution u to (Pε) satisfies ‖u‖C1(ω) ≤M .
Proof. We argue by contradiction. Assume the existence of sequences {εn} ⊂ [0,1/4] and {un} solutions
to (Pε) with ε = εn such that
‖un‖C1(ω) → +∞, as n→∞.
Without loss of generality (up to a subsequence if necessary) we may assume that
1 ≤ ‖un‖C1(ω), ∀ n ∈N.
We consider then vn :=
un
‖un‖C1(ω)
and observe that vn solves
−∆vn + 〈Bεn(x),∇vn〉+ aεn(x)vn = 0, in ω,
vn = 0, on ∂B1(0),
vn =
1
‖vn‖C1(ω)
, on ∂B1/2(0).
Now, for all n ∈N, let us define
ξn =
4
3‖un‖C1(ω)
(1− |x|2) ∈ C∞(RN ) and wn = vn − ξn,
and observe that wn solves
−∆wn = −〈Bεn(x),∇vn〉 − aεn(x)vn −
8N
3‖un‖C1(ω)
, in ω,
wn = 0, on ∂ω.
Then, by [19, Lemma 9.17], there exists C(ω,N ) > 0 such that
‖wn‖W 2,p(ω) ≤ C
∥∥∥∥∥∥〈Bεn(x),∇vn〉+ aεn(x)vn + 8N3‖un‖C1(ω)
∥∥∥∥∥∥
Lp(ω)
,
and so, since ‖vn‖C1(ω) = 1 for all n ∈ N, by Lemma A.4, there exists C1 = C1(ω,N,‖B‖(Lp (ω))N ,
‖a‖Lp(ω)) > 0 such that
‖wn‖W 2,p(ω) ≤ C1.
From the definition of wn, we deduce the existence of C2 > 0 (independent of n) such that
‖vn‖W 2,p(ω) ≤ C2.
Since p > N , by the Sobolev compact embedding, we have that, up to a subsequence vn → v in C
1(ω)
for some v ∈ C1(ω). Moreover, by Lemma A.4, we have a ∈ Lp(ω) (resp. B ∈ (Lp(ω))N ) with a ≥ 0
such that aεn ⇀ a weakly in L
p(ω) (resp. Bεn ⇀ B weakly in (L
p(ω))N ). This implies that v is a weak
solution to −∆v + 〈B(x),∇v〉+ a(x)v = 0, in ω,v = 0, on ∂ω.
By [28, Proposition 3.10], we deduce that v ≡ 0. This contradicts the fact that vn → v in C
1(ω) and
the result follows. 
Having at hand all the needed ingredients, we prove the Hopf’s Lemma with unbounded lower
order terms.
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Theorem A.6. (Hopf’s Lemma) For z ∈ RN and R > 0, let B ∈ (Lp(BR(z))
N and a ∈ Lp(BR(z)) for some
p > N such that a ≥ 0. Let x0 ∈ ∂BR(z) and let u ∈ C
1(BR(z)) be an upper solution to{
−∆u + 〈B(x),∇u〉+ a(x)u = 0, in BR(z),
u = 0, on ∂BR(z),
such that u(x) > u(x0) = 0 for all x ∈ BR(z). Then
∂u
∂ν
(x0) < 0, where ν denotes the exterior unit normal.
Proof. As it is well known, by the change of variable y = T (x) = 1R (x − z), there is no loss of generality
to consider the problem on B1(0) i.e. to assume that x0 ∈ ∂B1(0) and that u ∈ C
1(B1(0)) is an upper
solution to
(A.6)
{
−∆u + 〈B(x),∇u〉+ a(x)u = 0, in B1(0),
u = 0, on ∂B1(0).
Let us fix ω := B1(0) \B1/2(0) and split the proof into several steps:
Step 1: Auxiliary regular barrier ϕ
Let us consider the problem
(A.7)

−∆ϕ = 0, in ω,
ϕ = 0, on ∂B1(0),
ϕ = 1, on ∂B1/2(0).
By [19, Theorem 6.14] we know that there exists ϕ ∈ C2,τ(ω) for some τ > 0 solution to (A.7). More-
over, by [19, Lemma 3.4 and Theorem 3.5], we know that
(A.8) 0 < ϕ(x) < 1, ∀ x ∈ω, and
∂ϕ
∂ν
(x0) < 0.
Step 2: Let M > 0 given by Lemma A.5. For every ε ∈ (0,1/4) there exists ϕε ∈ C
1,τ(ω) for some τ > 0
solution to (Pε) such that ‖ϕε‖C1(ω) ≤M.
The existence follows from Corollary A.2 and the uniform bound from Lemma A.5.
Step 3: Let ϕε the solution to (Pε) given by Step 2. There exists ε ∈ (0,1/4) such that, for all ε ∈ (0, ε), it
follows that
∂ϕε
∂ν
(x0) < 0.
Let us define ψε := ϕε −ϕ and observe that ψε ∈ C
1,τ(ω) for some τ > 0 solves{
−∆ψε = −〈Bε(x),∇ϕε〉 − aε(x)ϕε, in ω,
ψε = 0, on ∂ω.
Then, by [19, Lemma 9.17] and Lemma A.4, there exists C = C(ω,N ) > 0 such that
‖ψε‖W 2,p(ω) ≤ C ‖〈Bε(x),∇ϕε〉+ aε(x)ϕε‖Lp(ω)
≤ C‖ϕε‖C1(ω)ε
1−Np

N∑
i=1
‖Bi‖Lp(ω) + ε‖a‖Lp(ω)

≤ ε
1−Np CM

N∑
i=1
‖Bi‖Lp(ω) + ‖a‖Lp (ω)
 =: ε1−Np C2
for some C2 independent of ε. Hence, by the Sobolev embedding, there exists C3 > 0 independent of
ε such that
‖ψε‖C1,τ (ω) ≤ ε
1−Np C3.
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We conclude that
lim
ε→0
∣∣∣∣∣∂ϕε∂ν (x0)− ∂ϕ∂ν (x0)
∣∣∣∣∣ ≤ limε→0‖ψε‖C1,τ (ω) = 0,
and the Step 3 follows by (A.8).
Step 4: Conclusion
Let u ∈ C1(B1(0)) be an upper solution to (A.6) such that u(x) > u(x0) = 0 for all x ∈ B1(0). We fix
ε > 0 small enough to ensure that the Step 3 holds and define
uε(y) = u(ε(y − x0) + x0).
Since we know that ω ⊂ T (ω) by Lemma A.3, we have that uε is an upper solution to{
−∆uε + 〈Bε(x),∇uε〉+ aε(x)uε = 0, in ω,
uε = 0, on ∂ω.
Then, we define uε = uε −θεϕε with
θε = inf
∂B1/2(0)
uε > 0,
and we have that uε is an upper solution to{
−∆uε + 〈Bε(x),∇uε〉+ aε(x)uε = 0, in ω,
uε = 0, on ∂ω.
Applying then [28, Proposition 3.10] we deduce that uε − θεϕε ≥ 0, in ω, and so, by Step 3, we
conclude that
∂u
∂ν
(x0) =
1
ε
∂uε
∂ν
(x0) ≤
θε
ε
∂ϕε
∂ν
(x0) < 0,
as desired. 
Proof of Theorem 2.7. The result follows from Theorem A.6 arguing as in [39, Theorem 3.27]. See
also [19, Theorem 3.5]. 
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