473 1 1. STATEMENT OF THE PROBLEM Different problems of integer balancing appear in management, economics, and finance. For example, this problem is set when planning railway cargo transportations. We have a matrix plan for the dispatch of empty goods trucks grouped by several indices (i.e. direction, type of truck, owner, etc.). This plan is a month compilation and values are integers. However, we have to send trucks daily. If we divide our plan by the number of days in a month, we will get fractional values. In this case, we have the problem of rounding off the main parameters where the totals should be between some limits. Such a plan can be presented in the form of a k dimensional matrix, where k is a number of summing indices.
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The problem of integer balancing of a three dimensional matrix was studied in [1] [2] [3] . We have a real matrix A with non negative elements a ijp (i ∈ j ∈ p ∈ ). The balance conditions are met for this matrix:
each
element with several zero indices is equal to the sum of all elements where non zero indices remain the same and zero indices are replaced by all possible non zero values from the range.
The requirement is to perform rounding off for each element of the matrix to the largest previous or the smallest following integer (the element a 000 is replaced by the nearest integer).
In addition, the balance conditions should be met for the resultant matrix. This problem will be called a problem of integer balancing of a three dimensional matrix with constraints of the first type.
The rounding off conditions for this problem mean that variations of the elements in the resultant matrix from that in the initial matrix should be less than 1. But let us concede that variations of the sums of elements from that in the initial matrix may be less than 2 (excluding the element a 000 ). So we get the 1 The article was translated by the authors. 0 n , , 0 m , , 0 t ,
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formulation of a problem of integer balancing of a three dimensional matrix with constraints of the second type. Without loss of generality, we can assume that the elements a ijp (i > 0, j > 0, p > 0) of the initial matrix belong to the interval [0, 1). This problem was formulated in [4, 5] . The following is a formal statement. We have a real matrix A with non negative elements a ijp (i ∈ j ∈ p ∈ ). The balance con ditions are met for this matrix:
We are required to find an integer balanced matrix D of the same size, which satisfies the following con ditions:
Also, the balance conditions should be met for matrix D.
MULTIPLE NETWORKS AND THE EXACT SOLUTION ALGORITHM
It is known that the problem of integer balancing of a three dimensional matrix with constraints of the first type is NP complete (see [1] ). Hypothetically, the problem with constraints of the second type is also NP complete. That is why the question of elaborating some rather efficient integer balancing algorithms is very important. In this article, we examine several heuristic methods for the problem with constraints of the second type. However, before that, we briefly describe the idea of an exact (exponential) algorithm for this problem.
The solution to the balancing problem with constraints of the second type can be obtained as a solution to the problem of finding the maximum flow in a multiple network of multiplicity 2, as is stated in [4, 5] (a similar reduction was previously performed for the problem with constraints of the first type, see [2] ).
) .
Recall that the multiple network of any natural multiplicity k is an oriented multigraph G(X, U) whose ver tices are connected by arcs of three types:
(1) an ordinary arc u o with its capacity c(u o )-the flow on this arc is not linked with a flow on any other arc; denote by U o the set of all ordinary arcs; (2) a multiple arc u k between two vertices, which consists of k arcs with the same orientation, the same capacity c(u k ), and the same flow on each arc; denote by U k the set of all multiple arcs; (3) a linked arc u between two vertices, which is linked with k -1 arcs, all k arcs have one common end; the set of linked arcs starting from one common vertex, or ending in one common vertex will be called a multi arc u m ; all linked arcs of one multi arc have the same orientation, capacity, and flow on them; denote by U m the set of all multi arcs.
The set of starting arcs for any vertex consists only of multiple arcs, or only one multi arc (k linked arcs), or only ordinary arcs. Only multiple arcs start from the network source x 0 , and only one multi arc ends in the sink ϕ z . If a vertex is a common starting vertex for linked arcs of a multi arc, this vertex is definitely an ending vertex for one or more multiple arcs. If a vertex is a common ending vertex for linked arcs of a multi arc, this vertex can be a starting vertex only for some multiple arcs. The capacities of all arcs are integers.
Let us call a multigraph G(X, U) satisfying all conditions listed above a multiple (transportation) network.
The multiple flow in a network is an integer function defined on the set of arcs U = U o ∪ U k ∪ U m , which is non negative, limited (by the capacities) and continuous (in any vertex). The multiple flow value is a sum ϕ z of the flow coming in the sink z equal to the flow coming out the source. Because of the integer values of the flow on each ordinary and each linked arc of any multiple and multi arc, the value of ϕ z should be divisible by k. As usual, denote by c(u) the capacity of arc u and denote by f(u) the flow on it.
The following is a model for reducing the integer balancing problem with constraints of the second type to a multiple network of multiplicity 2. Each element a ijp of matrix A corresponds to the vertex x ijp in the network. Each vertex x ijp with one or more zero indices also corresponds to an additional vertex The vertices z k (k = 1, 2) precede sink z and correspond to additional vertices The capacities of the multiple
The capacity of each linked arc for all multi arcs starting from the vertex x ijp is The capacities of linked arcs ending in the vertex z are c(z k , z) = (k = 1, 2).
The capacities of the ordinary arcs (i ∈ j ∈ p ∈ ):
Define the set of arcs (ordinary and also the only one of two linked arcs of each multiple and multi arc) forming all possible ordinary routes from x 000 to z 1 as the part G 1 in the multiple network of integer balanc ing. Define a similar set of arcs forming all possible ordinary routes from x 000 to z 2 as the part G 2 in the mul tiple network of integer balancing.
Examine the following conditions (which are called the solvability conditions):
The multiple and ordinary arcs incident to two basic vertices (without the apostrophe) are called the basic arcs. Other arcs are additional arcs.
Theorem 1. The problem of integer balancing of a three dimensional matrix with constraints of the second type is solvable only in the case when there exists a maximum multiple flow ϕ in the corresponding multiple network whose value is ϕ z =
and which satisfies the solvability conditions (1). The correctness of theorem 1 follows from the rules of network construction and from the condition of continuity of the flow in each vertex. Note that a solution of this kind to the maximum multiple flow prob lem will correspond to the solution to the integer balancing problem with constraints of the second type. The rule is that d ijp is equal to half of the flow coming through the vertex x ijp incident to a multiple arc and is equal to the flow coming through the vertex x ijp incident to an ordinary arc.
Recall some definitions linked to multiple networks of integer balancing of multiplicity 2, which will be used further (for more details see [2] ).
The union of the multi arc which starts from the vertices z 1 , z 2 and ends in the vertex z with two routes μ r (r = 1, 2) each of them being an oriented route from the vertex x 000 to the vertex z r in the corre sponding network part G r is called a generalized route if each route μ r goes through the same vertex x ijp with non zero indices i > 0, j > 0, p > 0.
The multiple flow is called complete if any generalized route from the vertex x 000 to the vertex z has at least one arc u (ordinary, multiple or multi arc) where the flow on it equals its capacity f(u) = c(u).
Projection C r (r = 1, 2) of a subgraph C on the network part G r is a part of the subgraph C formed of its vertices and arcs included in G r .
The network parts G r (r = 1, 2) are obviously ordinary transportation networks with the source x 000 and sink z r . Let us call some route from x 000 to z r a breakthrough route in the part G r if f(u) < c(u) on the direct arcs and f(u) > 0 on the reverse arcs of this route.
Let ϕ be a flow in the multiple network with the value ϕ z ≥ 0. A multiple cycle in the network G(X, U) (X is a set of vertices, U is a set of ordinary, multiple, and multi arcs) is a subgraph C(X', U'), X' ⊆ X, U' ⊆ U which satisfies the following:
(1) the projections C 1 and C 2 on the parts G 1 and G 2 , correspondingly, are the unions of some ordinary cycles where arcs with non zero flow may be included as reverse arcs;
(2) the projections C 1 and C 2 are adjusted (equal) on the common part of the subnets G 1 and G 2 ;
(3) C 1 can be presented in the form C 1 = ∪{ } where are some cycles and for any at the same time, each arc u from G 1 satisfies the following condition:
where a + (u) is a number of cycles in which the arc u is included as a direct arc and a -(u) is a number of cycles in which the arc u is included as a reverse arc. The same condition should be true for C 2 , too.
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A multiple breakthrough route in the network G(X, U) with a flow ϕ is a subgraph S(X', U'), X' ⊆ X, U' ⊆ U which satisfies the following:
(1) the projections S 1 and S 2 on the parts G 1 and G 2 , correspondingly, are the unions of exactly one breakthrough route from x 000 to z 1 or z 2 with some ordinary cycles where arcs with non zero flow may be included as reverse arcs; also S includes a multi arc ending in the vertex z;
(2) the projections S 1 and S 2 are adjusted (equal) on the common part of the subnets G 1 and G 2 ;
(3) S 1 can be presented in the form S 1 = μ 1 ∪ { }, where μ 1 is a breakthrough route, are some cycles, and for any at the same time, each arc u from G 1 satisfies the following condition:
where a + (u) is a number of elements from the set μ 1 ∪ { } in which the arc u is included as a direct arc and a -(u) is a number of elements from the set μ 1 ∪ { } in which the arc u is included as a reverse arc. The same condition should be true for S 2 , too.
(4) S includes no multiple cycle.
As it was shown in [4] , it is sufficient to find a flow with a value of in a multiple network which satisfies the solvability conditions (1). Then, we obtain the solution to the problem of integer bal ancing of a three dimensional matrix with constraints of the second type. This procedure can be com pleted by the following algorithm consisting of three stages:
1. Finding a complete flow. We increment the multiple flow by finding all possible generalized break through routes from x 000 to z, which go through the vertices x ijp (i ∈ j ∈ p ∈ ) without reverse arcs, and increasing the flow on them. As a result, we obtain the complete flow.
2. Maximization of the flow. If our complete flow is not maximum, we maximize it with the generalized labeling algorithm (see [8] ) until it becomes maximum. Let us recall the idea of a generalized labeling algorithm. We construct breakthrough routes μ 1 and μ 2 (perhaps they are united with some cycles) in the projections G 1 and G 2 in turns. The process continues until we obtain the adjusted routes in both projec tions or until no variant of further route construction exists. In the first case, the union of routes μ 1 and μ 2 with the multi arc ending in z is the generalized breakthrough route. In other cases, we perform the roll back to the "branching point" where the algorithm would resume. If a branching point is the vertex x 000 and x 000 has no label, the integer balancing problem has no solution.
3. The flow correction. If the maximum flow has a value of but does not satisfy the solv ability conditions (1), the flow correction is performed with the modified generalized labeling algorithm (see [2] ) until the conditions become correct or the impossibility of such a correction is ascertained.
Further we use the similar stage schemes while constructing the heuristic algorithms. Note also that the polynomial algorithm for the particular case n = 2, or m = 2, or t = 2 was suggested in [4] . It reduces the problem of integer balancing of a three dimensional matrix with constraints of the second type to a pair of two dimensional integer balancing problems (see [7, 8] ), which then can be reduced to the problem of finding a maximum flow in the ordinary transportation network (see [9] ).
3. LAYERING ALGORITHM Now, we turn to constructing the heuristic algorithms for integer balancing. The first approach to this problem was implemented in [10] , which proposed a layering algorithm for the problem of integer balanc ing of a three dimensional matrix with constraints of the first type. It turns out that this algorithm can eas ily be transferred to the problem with constraints of the second type.
Put the denotations for the following sets of arcs in the multiple network of integer balancing:
Algorithm 1 (layering). For k from 1 to n, perform the following steps.
1.
Create a layer.
2 a 000 0.5 +
Include all initial network vertices x ijp and where i = 0 or i = k in layer k. Also include the vertices z 1 , z 2 , and z. Include the vertices if they exist.
Include all initial network arcs that connect previously included vertices. Set the capacity of each arc (a, b) as c(a, b) -f(a, b), where c(a, b) is the capacity of this arc in the integer balancing network and f(a, b) is the flow on it.
Find the complete flow in the layer.
(1) Increment the flow with limitations on the arc capacities: (a) temporarily consider that the capacity of all additional arcs in the parts P 1 , P 2 , and P 3 is zero. Incre ment the flow until it is possible to find the generalized breakthrough routes from x 000 to z without reverse arcs in the current layer and increase the flow on such a route.
Repeat the procedure for the following sets of arcs and in the exact order: (b) P 2 and P 3 ; (c) P 1 and P 2 ; (d) P 1 and P 3 ; (e) P 3 ; (f) P 1 ; (g) P 2 .
(2) Increment the flow without the limitations on the arc capacities.
Maximize the flow in the layer.
If the complete flow is not maximum, maximize it with the red and black labels algorithm (see [10] ). The idea of the red and black labels algorithm is as follows. First, find breakthrough routes μ 1 and μ 2 in the layer projections G 1 and G 2 , correspondingly, and declare all labels of these routes black. If the routes are not adjusted on the common part, the unlabeled vertices x 0jp and x k0p (j > 0, p > 0), which correspond to the vertices x kjp from the routes μ 1 and μ 2 , get the red label. After that, perform a search for adjusted routes from the red labeled vertices to the black labeled ones.
All resultant generalized breakthrough routes will have a simple structure: no arc will be included in them twice and such a route will most probably contain no more than three vertices x kjp with non zero indices.
If the resultant flow in the layer is not maximum and the red and black labels algorithm cannot find a new generalized breakthrough route, or the resultant flow value is less than the layering algorithm is not applicable to this example of the balancing problem.
Increase the flow in the integer balancing network.
Increase the flow on each arc in the integer balancing network on the corresponding flow value from layer k.
If the resultant flow in the integer balancing network would be less than after completing steps 1-4 for all layers, or the solvability conditions (1) would be false, the layering algorithm is not appli cable to this example of the balancing problem. Otherwise, the network flow corresponds to the solution to the problem of integer balancing of a three dimensional matrix with constraints of the second type.
The layering algorithm is the fastest of all those in this article. Indeed, the number of vertices in the layer is O(mt); the complexity of steps 1, 2, and 4 is a linear subjection from that number. The complexity of the red and black labels algorithm is a linear subjection from the number of arcs in the layer, which is also O(mt). Steps 1, 2, and 4 are performed once for each of n layers; the red and black labels algorithm repeats no more than times altogether. Hence, the layering algorithm complexity is O((n + a 000 )mt).
However, a sufficient defect of the layering algorithm is that it barely takes into account solvability con ditions (1) (the limitations related to the basic arcs from those conditions are used only at the step of find ing the complete flow; the correction flow step is missing). Another defect is the impossibility of changing the flow obtained in the previous layers while working with layer k. That is why the layering algorithm is not applicable to the most examples even when the size of matrix is small (i.e., the layering algorithm does not find a solution when n = m = t = 3 and a ijp = 1/3 for all i > 0, j > 0, p > 0). Thus, we need to develop more efficient algorithms. Nevertheless, we will use some ideas from the layering algorithm while creating other methods. 4 . MATRIX ALGORITHM Now, we find a heuristic polynomial algorithm consisting of three stages, which are similar to those of the exact algorithm. To minimize the number of computing operations, we formulate our algorithm in matrix terms, but drawing a parallel with the corresponding flow problem. First of all, let us formulate some definitions.
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The basic matrix is an integer three dimensional matrix where all elements of the inner part are taken from the set {0, 1}; all right hand inequalities of all balance conditions are true for it, but changing any of the zeros from the inner part to 1 will violate some of these conditions.
The maximum matrix is a basic matrix where the element with three zero indices is equal to , all balance conditions for the elements with one or three non zero indices are true, and all right hand ine qualities of all balance conditions for the elements with two non zero indices are true.
Let us denote the following constants and variables f 0 , f 1 , and f 2 . These constants and variables will be used to ensure the correctness of the bal ance conditions for the elements with one non zero index. In fact, these constants and variables are equal to the capacity and flow on the arcs (x 000 , ), ( If d 000 = , go to step 3. 2. Search for the maximum matrix (this stage corresponds to the stage of finding the maximum flow from the exact algorithm, but for the polynomial complexity of the algorithm each found variant of changing the matrix cannot contain more than three elements d ijp with non zero indices).
Assume that the set of non zero indices (i 1 , j 1 , p 1 ) is such that and = 0. Change the value to 1 and recount the summing elements, if it would not violate the right hand inequalities in the bal ance conditions and if all f s ≤ c s .
Otherwise, assume that the triplet of different in pairs sets of non zero indices {(i 1 , Otherise, move to the next triplet. If all triplets are reviewed, move to the next set of indices (i 1 , j 1 , p 1 ). Repeat step 2 until d 000 = or until incrementing d 000 becomes impossible. In the first case, go to the next step; in the second case, the matrix algorithm is not applicable to this example of the bal ancing problem.
3. The matrix correction (this stage corresponds to the stage of the flow correction from the exact algo rithm, but for the polynomial complexity of the algorithm each found variant of changing the matrix can not contain more than two elements d ijp with non zero indices).
Suppose that < for some set of non zero indices (i 1 , j 1 ).
Assume that the pair of sets of non zero indices { (i 1 , j 1 , p 1 ), (i 2 , j 2 , p 2 )} is that = 0 and = 1, and also i 1 ≠ i 2 or j 1 ≠ j 2 . Change the elements values to = 1 and = 0 and recount the summing elements, if it would not violate the right hand inequalities in the balance conditions, if all f s ≤ c s and, finally, if it would not violate the left hand inequalities in the balance conditions, where these inequalities were true before application of changes.
Otherwise, move to the next pair of sets of indices. If all pairs are reviewed but still < , the matrix algorithm is not applicable to this example of the balancing problem.
Repeat the procedure for all such sets of indices (i 1 , j 1 ).
The same procedures (with other indices) perform for the sets of indices (j 1 , p 1 ) and (i 1 , p 1 ). Let us estimate the complexity of the matrix algorithm. It is obvious that step 1 is a linear subjection from the number of elements in the inner part of the matrix; consequently its complexity is O(nmt). We review no more than triplets of elements in each turn of the cycle at step 2, and the number of turns is no more than so the complexity of step 2 is O ((a 000 nmt) 2 ).
We review no more than (nmt -) pairs of elements at step 3, and the corre sponding procedure passes no more than turns; hence, the complexity of step 3 is O((a 000 ) 2 (nmt -a 000 )). Finally, the complexity of the matrix algorithm is estimated as O((a 000 nmt) 2 ).
MODIFICATION OF THE MATRIX ALGORITHM
The matrix algorithm suggested in the previous section is certainly more efficient than the layering algorithm. But the matrix algorithm contains a defect with the non uniform distribution of zeros and ones in the integer basic matrix. This defect increases the number of examples to which the algorithm is inap plicable (the results of corresponding computing experiments are listed in the next section). This problem can be partially solved if we synthesize ideas used in the layering and matrix algorithms.
While elaborating the modified matrix algorithm, we will use the following limitations in different combinations: It is obvious that the complexity of the modified matrix algorithm depends, first of all, on the complex ity of step 2 (like it was in algorithm 2). Hence, we get the same estimation of complexity-O((a 000 nmt) 2 ).
COMPARATIVE ANALYSIS OF THE MATRIX ALGORITHMS
Note that the order of reviewing the elements is important for the matrix algorithms. Thus, the matrix algorithm with one review order would find the solution to some example, but the same algorithm with
) . < a 000 0.5 + another review order would not. Moreover, realizations with several alternating review orders are more efficient because of the more uniform distribution of ones and zeros in the integer matrix. So, the C# program was written to perform comparative analysis of two matrix algorithms (algorithm 2 and algorithm 3). Realization of this program uses the following approach to the element review organization:
- 1,1) to (n, m, t) .
The computing experiments were performed on a personal computer with the following characteris tics: CPU Intel Core i5 2500K (4326.7 MHz, quadcore), 16 Gb RAM. The experiments were divided into series of 200 matrices each. The inner part of every initial three dimensional matrix was generated accord ing to one of the following distributions (all generators were written using standard algorithms, see [11] ):
(1) the continuous uniform distribution; (2) 
