Introduction
Productivity is an important measure of manufacturing system performance, traditionally estimated including both the reliability of the machining system and its processing speed. However, the influence of configuration on productivity has typically been overlooked. Configuration is the arrangement of operations and their part flow to take a product from raw materials to finished goods. The configuration has a large impact because a system can have more than one productive state in certain configurations. Productivity is defined as the stochastic measure of the production rate of the different operational states of a manufacturing system. As analysts experienced in simulation methods know, treating productivity as stochastic gives information about a configuration's expected long-term production rate, as well as the probability distribution of production rates. This knowledge can be leveraged to take advantage of system configuration to enhance manufacturing line throughput while providing a means to assess a system configuration's value when examining system cost.
Extensive research has been conducted into methods to predict the productivity of manufacturing systems. Two typical approaches are analytical and discrete event simulation. Because of the variations found in system configurations, the flexibility of simulation models has led to their extensive use in research and industry. However, simulation models tend to require large computational effort. To improve efficiency, analytical models using queuing or Markov chain theory have been developed to analyze system performance. Much of this research has focused on tractable solution techniques. Gershwin ͓1͔ summarized much of productivity analysis through use of Markov chains. Research into the impact of system configuration is less prevalent, however. Farrington and Nazemetz ͓2͔ used simulation to investigate the effect of production job shop and cellular system layout on performance measures such as work in process and machine utilization. Koren et al. ͓3͔ showed that different system configurations affect reliability, productivity and quality by how configurations define flow paths of parts through manufacturing processes. Gupta and Kavusturucu ͓4͔ approximated productivity of arbitrary production system configurations by the application of queuing network theory. Webbink ͓5͔ examined the productivity of simple assembly systems using a combinatorial approach, noting the effect of part sequence and process time. Yang and Hu ͓6͔ built on the work of Koren et al. ͓3͔ to include the effect of machine complexity on reliability and productivity of a six machine CNC manufacturing system.
Because of the variety of configurations, efficient general methods to determine the productivity of arbitrary, bufferless manufacturing system configurations are difficult to find. One such method using Boolean algebra is presented in the Appendix. The focus of this paper will be the modeling of systems that are characteristic of paced automotive machining, or automated assembly lines, that have fixed process cycle time. Traditionally, automotive machining lines have been high volume, dedicated, serial transfer lines, where each machine or operation has been carefully designed, or ''balanced'' to achieve as close to uniform work content in every operation in the line as possible. In this production environment, the timing of tasks in highly controlled, and there is little variability in the processing rate at each operation. Automotive machining lines also tend to have a Single Process Plan ͑SPP͒, meaning that each part experiences the same sequence of operations and goes through the same number of machines, e.g. Fig. 1(e) . Figure 1(f) is an example of a non-single process plan configuration, where part flow is not necessarily sequential from operation to operation. The traditional automotive machining line also makes use of buffers between operations to temporally isolate the impact of a machine failure from the productivity of the system. The traditional choices for paced automotive machining line configurations do have some shortcomings. Generally, parallel operations are not used to improve system productivity, except where a balanced line cannot be achieved when the time to perform one particular operation is much greater than the desired overall cycle time of the system. Further, use of buffers alone on a pure serial line does not isolate the failure of the system to complete a product from failure of the machine in the last operation. Having multiple machines in parallel performing the last operation gives an advantage over buffers by allowing partial production when a machine in the last operation fails. Moreover, when work-in-process inventory costs are important or when following a lean production philosophy, it is desirable to examine machining lines that do not rely on buffers. However, the simple elimination of buffers is an insufficient strategy, as productivity suffers; parallelism provides a means to improve productivity without buffers.
Three classes of manufacturing line configurations meet the criteria of having a single process plan that can be ''balanced,'' a pure serial line, such as Fig. 1(a) , a pure parallel line, such as Fig.  1(b) , and the parallel-serial class of lines. A parallel-serial line is defined as a set of m serial machining lines, each of n machines or stages, configured in parallel to each other. These lines can either be completely independent of each other, with no crossover between the lines, e.g. Fig. 1(c) , or can have crossover between the lines before every operation, e.g. Fig. 1(d) . Crossover is where a product manufactured on a line blocked due to a failure downstream can be transferred to another line. Parallel-serial lines may also be hybrid, where the crossover points do not occur before every operation, e.g. Fig. 1(d) . That is, there are some serial paths of several machines between crossover points. A parallel-serial hybrid configuration may be desirable when quality considerations dictate consistency between machining operations. This paper will examine the synergistic productivity improvements that can be obtained in bufferless machining systems by adding machining lines in parallel or rearranging configurations to take advantage of parallelism, both with and without crossover between the lines. Insight is gained into the quantitative contribution of machine layout to system productivity. The existing methodology of combinatorial algebra has been adopted from the field of reliability theory to address the contribution of system configuration. The models presented are capable of evaluating the productivity of all of the example configurations of Fig. 1 ͑refer to the appendix for a methodology to evaluate non-single process plan configurations such as Fig. 1(f) ͒. The remainder of the paper is organized as follows: Section 2 develops models for the estimation of system productivity of parallel-serial and hybrid systems. Section 3 discusses the trade-offs for different configurations. Section 4 provides conclusions. An appendix provides a general method to calculate the productivity of arbitrary configurations through the application of Boolean algebra.
Productivity of Parallel-Serial Lines
Throughput is defined as the long run average production of a system, typically presented as the number of units produced over a given period ͑Hopp and Spearman ͓8͔͒. In this paper, productivity is a normalized expectation of the throughput for a given manufacturing line configuration. That is, the productivity of a system has an output of one unit per unit time when all of its constituent machines are functioning. The productivity P, adapted from Zhong, W. et al. ͓9͔, is:
where n is the number of states the system can have, i is either zero for a non-producing state or the production rate associated with the i th state, max is the maximum production rate of all states, and prob(i th state) is the probability that the i th state occurs.
The approach taken to predict the productivity of parallel-serial production lines is to model all system states using combinatorial algebra. Machines and operations are assumed independent and have constant production rates. In all parallel-serial system cases, m is the number of machining lines, and n is the number of operations per line. In normalizing the throughput of parallelserial configurations, each line is normalized to a throughput of one, and the system is normalized by dividing by the number of lines m. As will be seen in the model equations, normalization yields a ratio i/m representing the fraction of lines, or their equivalent, that are functional in a given system state.
Productivity of Pure Serial and Pure Parallel Lines
The availability of pure serial and pure parallel systems, e.g. Fig.  1 (a) and 1(b), is straightforward, and well known from reliability theory, e.g. Ramakumar ͓10͔. In the simple case of a pure serial line, productivity follows directly from its availability. With only one system state permitting production and the rate of production the minimum production rate of the operations, the productivity of a serial line of n machines is
where R i is the availability of the i th machine or operation. Normalizing the production rate to one, and assuming the availability of each machine in the system is the same and independent, the productivity is
The productivity of a pure parallel machining system, where all machine availabilities are independent and the same, is given by the probability of the number of machines failing. Thus, the productivity for one state of i functioning machines is
where the ratio i/m results from the normalization of the total system productivity to one, representing the fraction of functional machines out of the total number of machines m. Extending Eq. ͑4͒ to all producing states, and simplifying by the properties of combining binominal coefficients, the productivity of a pure parallel system is
Productivity of Parallel-Serial Lines With
No Crossover. Like the pure parallel system, the number of producing parallel-serial system states must be determined to evaluate its productivity. However, unlike the pure parallel system, system states exist where each additional machine failure does not cause a reduction in the production rate of the system. The probability associated with one to n failures occurring in any one production line is
The productivity for a parallel-serial production system with no crossover, e.g., Fig. 1(c) , is determined by combining Eqs. ͑5͒ and ͑6͒. When all machines have the same availability, the following is derived: Transactions of the ASME
Therefore, as can be seen from Eq. ͑7͒, the productivity of a parallel-serial production system with no crossover is independent from the number of parallel lines. Note that Eq. ͑7͒ is related to Bernstein's Polynomial of computational geometry and the application of the binomial distribution to n-of-k systems in reliability theory. Equation ͑7͒ can be further extended to a system where lines are duplicates of the unique operations, each operation having a machine with its own availability. Equation ͑8͒ is the nonnormalized generalization, including individual machine availabilities R j and production rates j for each operation:
2.3 Productivity of Parallel-Serial Production Lines With Crossover. The productivity for a parallel-serial production system with crossover, e.g. Fig. 1(d) , is more complicated than the no crossover case due to the additional production flow paths introduced by the crossover. That is, a failure in one of the parallel production lines does not shut down the entire production line, as the crossover permits a product from the line before the failed machine to be transferred to another line, and product from other lines can be transferred to the line after the failed machine. The productivity can be derived from the number of permutations of functioning machines in each operation:
Equation ͑9͒ can also be extended to a system where each operation is unique with its own availability. Equation ͑10͒ is the non-normalized generalization, including individual machine availabilities and production rates for each operation:
ͪ min͑a 1 1 , . . . ,a n n ͒ (10) Equation ͑10͒ can be further extended to account for varying numbers of parallel machines in each operation:
where b i is the ''width'' of the line at the i th operation.
Productivity of Hybrid Parallel-Serial Lines.
The productivity of parallel-serial production lines with a hybrid configuration and all operations of equal width m can be calculated by combining Eqs. ͑7͒ and ͑9͒. Equation ͑12͒ calculates the productivity for hybrid lines, with a i , iϭ1...k, the number of functioning machines in the k operations with crossover, and b j , j ϭ1...l, the number of functioning lines in the l segments with no crossover between the operations. The location of the parallelserial segments with no crossover within the hybrid system does not affect the productivity calculation. Therefore, this equation is sufficient for any arbitrarily placed parallel-serial segment with no crossover. However, the length of each parallel-serial segment with no crossover ͑the number of operations͒ must be supplied, accounted for in variable vector t j , jϭ1...l.
Equation ͑12͒ can also be extended to a system where each operation is a unique with its own availability. Equation ͑13͒ is the non-normalized generalization, including, for each operation or segment, individual machine availabilities R i , iϭ1...k and their production rates i , iϭ1...k, in crossover operations, and individual machine availabilities R jh , jϭ1...l, hϭ1...t j , and their production rates j , jϭ1...l, in non-crossover segments. The production rate for each non-crossover segment is a function of the production rates i , iϭ1...t i of its set of serial operations:
Equation ͑13͒ can be further extended to account for varying numbers of parallel operations for each machine or serial segment, e.g. Fig. 1(f 
where c i , iϭ1...k, d j ϭ1...l, are the total number of parallel operations ͑the ''width''͒ in each crossover or non-crossover segment, respectively.
Productivity Distributions.
The statistical distribution of production rates can be derived from the productivity equations. The probability of occurrence of a subset of the production rates associated with a multi-state configuration can be used as a measure of confidence that a given production level can be attained or surpassed. When all machines in the production system have the same availability, Eqs. ͑7͒, ͑9͒, or ͑12͒ are used to determine the probability distribution for each fraction of production rate by summing the terms for each production rate fraction.
Results and Discussion
For purposes of analysis in this paper, the machines comprising a machining system are assumed to have the same availability. This assumption will reduce the number of variables inherent to this problem while giving insight into the performance of different system configurations. This assumption can also be reasonable during the initial design stage of a production system. The equations developed for unique operational availability and production rates can be used to further refine the machining system productivity estimates.
It is well known that the productivity of a system is reduced when the number of machines in serial is increased. However, are there benefits to productivity of configurations with machining lines in parallel beyond the obvious gains from the duplication of a line? Equation ͑7͒ shows that the productivity of serial lines in parallel without crossover are independent of the number of lines in parallel. That is, there is no synergistic increase in productivity when a line with no crossover between the operations is added: it increases the productivity equivalent to duplicating the original line. Figure 2 plots the productivity of parallel-serial production lines with and without crossover against an increasing number of machines per line. For this and the subsequent plots, the productivity plotted represents discrete points for each configuration. The plotted lines are provided to aid in distinguishing the productivity trends. For all cases of different numbers of lines in parallel, the productivity of parallel-serial production lines with no crossover is the same. This figure, however, does show a synergistic increase in the productivity of parallel-serial lines with crossover.
The extent of the synergistic improvement of adding crossover to a parallel-serial line can be seen in Fig. 3 , where the ratio of productivity for a line with crossover over the productivity of a line without crossover is plotted versus an increasing number of machines per line. This ratio represents the percentage improvement a line with crossover has over a line without crossover. Note that as the number of machines in a line is increased, there is a greater benefit from adding crossover. Also, there is a diminishing return: each additional line in parallel with crossover adds less additional productivity. Further, the extent of the synergistic productivity gain is dependent on the availability of the machines. Considerably more productivity is gained from crossover when the machine availability is lower than when it is higher. Figure 4 plots the productivity ratio for varying levels of machine availability but with the number of machines per line kept constant at six. This figure reemphasizes the value of crossover when machine availability is low, and the much smaller contribution to productivity of crossover when machine availability is high.
The synergistic improvement to productivity of parallel lines is further illustrated in Fig. 5 , where the number of machines in the production system is kept constant. The productivity of twentyfour machines equally distributed in eight different parallel-serial configurations is plotted against the number of parallel lines. It is assumed that each reconfiguration can be accomplished such that each configuration has a balanced production rate. The general conclusions noted above apply here as well: the first division of a pure serial line into a parallel-serial configuration of two lines of twelve machines each provides the largest increase in productivity. Each subsequent reconfiguration to increase the number of parallel lines provides smaller and smaller productivity increases. Further, the benefit of crossover is present for every configuration except pure-serial and pure-parallel.
The productivity performance of a hybrid system is dependent on the extent to which crossover is present. Each segment without crossover behaves just as a single operation between crossover, but the probabilities of the different states are magnified by the segment length t j , as is seen in the term (1ϪR t j ) mϪb j R t j b j of Eq. ͑12͒. With an increase in the length of non-crossover segments, the probability of less productive states increases, resulting in lower system productivity. Thus, as is expected, hybrid systems generate less synergistic increases to the system productivity than crossover systems, but more than non-crossover systems. The trends seen in Figs. 4 and 5 are also descriptive of hybrid system performance, with the magnitude of improvement of the hybrid productivity over a no-crossover system less to much less, dependent on the configuration. Further, the rate of decrease in productivity gain as the overall line length and width increases, ͑Fig. 4͒, will be closer to the no crossover system. An example of the probability distribution of production rates for parallel-serial production line of 0.9 availability machines with and without crossover is given in Fig. 6 and Fig. 7 . The bar marked Ͼ75% is the probability of a production line giving greater than or equal to 75% of its output. For comparison, the productivity of the system is also given. Of major importance to parallel-serial production line configurations is the ability to place a ''confidence'' on the expected output of the configuration. That is, if the production line specifications require a confidence of 0.6 that the line should be producing 75% or better of its production rate, then Fig. 6 and Fig. 7 show that the only line of those plotted that meets this criteria is the six parallel lines with crossover. These plots also demonstrate that lines in parallel effectively reduce the overall system productivity variability. Figure 8 shows the productivity distribution of the eight configurations of Fig. 5 . As can be seen, each increment of parallel capacity provides a greater probability that at least some production will occur, in effect reducing the system productivity variability. Of course, the configuration analysis should take into consideration overall production rate requirements, machine costs, production rate limitations of the machines, line balance issues, etc. As can be seen, machines in parallel-serial configurations not only provide a higher overall productivity, but also provide a probabilistic guarantee for a certain level of production.
Conclusions
The methodology and analysis developed in this paper can be used as tools by manufacturing system designers for evaluating the effect of system configurations on productivity. A case study comparison of the results of the two methods, the analytical equations and the Boolean approach, found the methods produce the same results. This quantitative analysis shows the importance of configuration on productivity. Synergistic improvements in productivity are achieved by the use of parallel-serial lines, including partial production states not available in pure serial lines. Each additional parallel line has a diminishing increase to productivity while at the same time effectively reducing the overall system productivity variability. The productivity performance behavior of parallel-serial lines is consistent with the reliability behavior of placing components in serial and parallel. However, the equations provide a quantitative evaluation of a configuration's productivity, and can be used to calculate the performance benefits of a parallel-serial system relative to its cost. Overall, when quality considerations do not prevent it, a parallel-serial line with crossover provides synergistic productivity improvements that warrant their consideration over non-crossover configurations.
The benefit of parallel operations connected by crossover is further enhanced when process cycle time is variable at each operation. Process cycle time variability is characteristic of manual assembly lines, or mixed multi-product production. Providing crossover permits the movement of products from completed operations around downstream operations that are taking, due to variability, a long time to complete, allowing some recovery of queuing delays that occur in variable cycle time, pure serial operations. Future work will include an examination of the application of Bayesian statistics to the Boolean approach to productivity, the development of models to quantify the influence of configuration on production rate when there is variability in machine processing rates, as well as an examination of line configuration impact on the trade-off between productivity and quality.
Appendix-A General Approach to Productivity of Configurations
In Section 2, methods were presented to calculate the productivity of a restricted class of parallel-serial configurations. When the manufacturing configuration is arbitrary, e.g. does not have a single process plan such as the configuration of Fig. 1(f) , it is necessary to represent the system configuration in a manner where the number of system states can be determined and analyzed. System states are unique combinations of operating and nonoperating ͑failed͒ machines that, due to the inherent nature of the distribution of failures, either permit or prohibit production. The system states may be represented in a machining system configuration by using Boolean ͑or switching͒ functions. Representation based on Boolean functions has the advantage of providing a convenient way to calculate the probability of occurrence of every production state as well as providing a method that addresses nonsingle process plan configurations.
6.1 Boolean Approach to Productivity. Manufacturing systems can be characterized as a network of machines for which the work in process flows from machine to machine. A Boolean equation can be used to model the network flow of a manufacturing system configuration. Each machine in the system is represented by a unique Boolean variable. The Boolean variable is ideal for this purpose, as a machine can be considered to have two states, operating and an operational failure. At any point in the manufacturing system, the system configuration dictates which machine or set of machines a product will go next. When more than one alternative for product flow exists, the system equation relates the Boolean variables with disjunctive functions ͑OR functions, symbol ''ϩ''͒. When only one flow path exists between machines, the system equation relates the Boolean variables with conjunctive functions ͑AND functions, symbol ''*''͒. Thus, the manufacturing system configuration is represented by Boolean variables related by conjunctive and disjunction operators. Note that buffers are not incorporated in a Boolean function model, as they cause a coupling between machines that is not reflected in Boolean variables or operators.
A simple example is the production system shown in Fig. 9 , having a Boolean system equation that is a function of the four Boolean variables that represent its four machines:
The Boolean representation of configuration has the advantage that system states can be determined by manipulation of the Boolean equation. In this context, system states are defined as the minimal sets of machines that need to be functioning in order for the manufacturing system to produce. When all machine states are defined by assigning values to the Boolean variables according to whether the machine is functioning or not, the system is producing when the Boolean system equation equals true. From examination, it is possible to determine the minimum path productive system states: for example, it is only necessary for machines A and B to be operational for production to occur. One can see all of the productive system states by expanding out the system equation to a disjunctive normal form, ͑A,B,C,D ͒ϭACϩBCϩD
The Boolean equation is used to calculate the productivity of the manufacturing system by defining the constituent machine states and the ways they can be combined into productive system states. Therefore of interest is the canonical disjunctive normal form ͑CDNF͒ for the system equation. Every term of the system equation when manipulated into a CDNF contains every variable, and each term represents a different productive system state. Thus in the example of Fig. 9 , the system equation expanded to its CDNF is Transactions of the ASME
Since each term of the system equation is a productive state, the probability of the occurrence of that system state can be calculated by substituting each machine state by its probability of occurrence. Generally, this would be represented by the availability of the machine as determined from renewal theory, availability being the ratio of mean-time-to-failure over the sum of mean-time-tofailure and mean-time-to-repair. Once the probability of each productive system state is determined, the production rate of each system state must be determined.
The production rate of each system state is determined by observing that the bottlenecks in the production system are represented by conjunctive operators in the system equation, and points at which production from multiple flow paths come together are represented by disjunctive operators. Therefore, the Boolean system equation can be used to calculate each system state production rate by substituting each conjunctive term with a minimization operator, and summing the disjunction terms. In the example of Fig. 9 , a system state's production rate, as a function of the production rates of its constituent machines A through D , is
The system state productivity calculation is accomplished by substituting the variables in the above equation with the production rate of each machine given its state. That is, if the machine has failed in a system state, as indicated by one of the negated terms of its CDNF, its production rate is zero. Finally, the productivity is determined by multiplying the system state probability by its production rate for each term of the CDNF, giving an expected value.
A Boolean equation can be readily transformed into a graphical representation of the configuration, and generally, the Boolean representation of the configuration is quite compact. However, when the number of machines in a system is large, the Boolean representation shows its disadvantage by the unmanageable size to which CDNF grows. Indeed, the growth in the number of terms in the CDNF of the Boolean equation is exponential. However, in many cases, manufacturing systems ͑with the exception of job shops͒ have many serial elements to them and it may be possible to break up the evaluation of the Boolean system equation of large systems into manageable pieces.
Another disadvantage to a Boolean representation of a production system is that it is not capable of modeling partial production states of its constituent machines. That is, a machine operates or it doesn't, it cannot be in a machine state where it can only produce a fraction of its production potential. This may occur in reality, but because of the bottlenecks that partial production generally creates, production plant managers recognize that partial production equates to a shutdown for repair. A third disadvantage of the Boolean representation for system configuration is that it is not hierarchical. That is, it does not explicitly provide a ranking of the relative productivity of differing configurations. This deficiency is most important for when a comparison of different system configuration performance is being sought. A fourth deficiency is that a Boolean function does not incorporate directionality of product flow between machines when it models a system configuration.
The generality of the Boolean approach to productivity estimation gives it its strength in allowing complete freedom in assigning availabilities and production rates to each machine in the system. But as noted, this flexibility comes at the cost of complications in the analysis of complex systems.
