In this paper we apply some recently proposed size robust trend function tests to seven global temperature series. The tests are valid for general forms of serial correlation in the errors and do not require estimates of serial correlation nuisance parameters in order to carry out asymptotically valid inference. Perhaps more importantly, the tests are valid whether the errors are stationary or have a unit root. This is an important property as conventional trend function tests become oversized when errors have a unit root or are highly persistent. It is this undesirable property of conventional tests that had raised doubts about the empirical validity of a positive trend in global temperature series. Using the robust trend statistics, we find strong evidence to suggest that typical global temperature series spanning back to the mid 1800's have positive trends that are statistically significant. This suggests that average global temperatures are indeed on the rise as widely believed. The point estimates of the rate of increase in the trend suggest that temperatures have risen only about 0.5 degrees Celsius (1.0 degree Fahrenheit) per 100 years.
I. Introduction
In December of 1997, 160 nations having more than 1400 delegates met in Kyoto, Japan at the United Nations Framework Convention on Climate Change (UNFCC) to discuss the "Global Warming Problem." The participation of such a large number of countries and delegates emphasizes the growing international concern about the possibility of global warming. As documented in several publications, if we are going through a sustained period of global warming, the economic consequences of such can be quite substantial. See, for example, Nordhaus (1991) .
To date, however, the statistical analyses of global average temperature time series have provided mixed conclusions. For example, Bloomfield and Nychka (1992) found a significant trend in the Hansen and Lebedeff (1987, 88 ) temperature series at the 0.01 significance level. In contrast, using the same data, Woodward and Gray (1995) provide evidence that the current observed trend in the temperature series may abate in the future as it reverts to the mean. Other contributions to this debate include Bloomfield (1992) , Galbraith and Green (1992) and Zheng and Basher (1999) among many others. The purpose of this paper is to revisit the issue of whether or not there is a trend in global average temperature series. We analyze several newly created and extended global average temperature series using a new size robust trend analysis methodology proposed by Vogelsang (1998) . The test for significant trend proposed by Vogelsang (1998) is valid in the presence of general forms of serial correlation in the errors of the trend function, with or without a unit root, and can be used without having to estimate the serial correlation parameters either parametrically or nonparametrically. We also apply a trend test analyzed by Bunzel (1998) which is similar is spirit to the tests in Vogelsang (1998) .
The average annual temperature series to be analyzed in this paper are plotted in Figures 1 through 7. The figures also plot simple linear trends fitted to each series. The details of the series and their sources are discussed in Appendix B of this paper. Although the series may appear to have upward trends, stationary ARMA models with no trends but with serial correlation of substantial persistence could generate similar data (especially if there is a unit root in the autoregressive representation). See the conclusions of Woodward and Gray (1993) for example. ARMA models fitted to average global temperature series are consistent with positive autocorrelation in the errors that is sometimes highly persistent. Highly persistent errors can lead to the spurious conclusion of a significant trend when using many standard tests because these tests often have inflated size. Thus, when testing for trends in global warming data, it is important to use powerful tests that have size that is robust to highly persistent errors.
The outline of the rest of this paper is as follows. In the next section we review some of the conventional methods previously used in the literature to test for significant trend. In Section III we present size robust trend testing methods proposed by Vogelsang (1998) and Bunzel (1998) . These tests are valid whether the errors in the trend model are stationary or have a unit root. We also consider modifications of these tests based on a generalized least squares (GLS) transformation that is valid when the errors in the trend model are stationary. In the following section an empirical analysis of several average global warming series currently being studied by global warming scientists is presented. In Section V we conduct some Monte Carlo experiments to further justify the statistical conclusions of our empirical analysis. Our empirical analysis suggests that many average global temperature series have positive trends that are statistically significant at the 0.01 level. Therefore, there is strong evidence of increasing global temperatures over the past 150 years. It is also important to note that the point estimates of the rate of increase in global temperatures range from 0.39 to 0.54 degrees Celsius per 100 years (about 1.0 degree Fahrenheit per 100 years). We conclude in Section VI of the paper. Proofs are given in Appendix A, and details of the data used in this paper are given in Appendix B.
II. Some Previous Trend Analysis Methods
In testing for a significant trend in time series data, a standard approach has been to assume a trend model of the form 
, while the least squares design matrix
is transformed to
and $ α is any consistent estimator of α in equation ( 
which is the sample error variance of v t and ṽ t is the feasible generalized least squares residual obtained as
Under the assumptions of model (2.1) with (2.3) as the error specification and assuming H 0 2 0 :β = , the statistic t AR( ) 1 converges in distribution to a N(0,1) random variable. However, as noted by Park and Mitchell (1980) and Woodward and Gray (1993) , significant size distortions arise with t AR( ) 1 when the autocorrelation coefficient α is close to one. It is possible to implement the t AR( ) 1 statistic in a way that controls these size distortions using a conservative approach proposed by Canjels and Watson (1997) .
In contrast, if α = 1 in (1.3) the appropriate model to pursue is . Grenander and Rosenblatt (1957) we know that the OLS estimates of β 1 and β 2 are asymptotically equivalent to GLS estimates had the form of serial correlation been known.
Therefore, there is no loss in efficiency asymptotically if the OLS estimate of β 2 is used for hypothesis testing. However, to obtain asymptotically valid tests, the asymptotic variance covariance matrix of the OLS estimate of β 2 needs to be consistently estimated. This was the approach taken by Bloomfield and Nychka (1992) for example.
The asymptotic variance of the OLS estimate of β 2 is proportional to the spectral density of u t at frequency zero. There is a long established literature in time series statistics focusing on the estimation of spectral densities. In recent years, such estimators have been developed in the econometrics literature where there has been focus on testing in models with heteroskedastic serially correlated errors. Using the results of Newey and West (1987, 94) and Andrews (1991) the test of the hypotheses of (2.2) can easily be based on the OLS estimate of β 2 . In particular, let β 2 denote the least squares estimator of β 2 in model (2.1), that is,
where X is defined in (2.5) and y is the ) 1 ( × T vector of observations on y t .
Consider the heteroscedasticity/autocorrelation consistent (HAC) t-statistic
e.g. the Bartlett kernel is Even though t HAC offers a consistent test of (2.2) in the case of u t being I(0), the actual size of the test is much larger than the significance level when the errors, u t , are very persistent.
As an illustration, consider the following simulation. Let T = 125 and These results are based on 1,000 replications using the quadratic spectral kernel to construct 2 σ and employing the automatic truncation lag suggested by Andrews (1991) . Obviously, the HAC t-statistic does not work very well in the above situations of high persistence in the errors of the trend function. In addition to obvious size problems for the HAC test, the choices of . Vogelsang (1998) and Bunzel (1998) have proposed such tests. In the next section we focus on those tests and propose a GLS modification to them.
III. Serial Correlation/Unit Root Robust Trend Function Tests
In this section of the paper we will (1) review the trend test statistic labeled t PS T − recently proposed by Vogelsang (1998) and the trend statistic t * recently proposed by Bunzel (1998 problem, suppose the errors are stationary, but have an autoregressive root α that is close to one (0.8 is close enough). In finite samples, the exact distribution of t PS T − will not be well approximated by the distribution valid for stationary errors, and in many cases would be better approximated by the distribution valid for unit root errors. In particular, the stationary critical values will be too small, and exact size will be inflated (perhaps by a large amount).
To get around this size distortion problem, Vogelsang (1998) proposed the following adjustment. Let RSS y denote the least squares residual sum of squares from regression (2.1).
Let RSS J denote the least squares residual sum of squares from the regression proposed by Park and Choi (1988) and Park (1990) and could be used to test for a unit root in the u t errors. The J T statistic is a left-tailed test where a unit root in the errors is rejected for small values of J T . In particular, Park and Choi (1988) showed that when the errors have a unit root J T has a well-defined asymptotic distribution while when the errors are stationary J T → 0 . and obtain the least squares estimates of α and θ denoted by α and θ , respectively.
We set e 0 0 = so α and θ are also conditional MLE estimates if we assume e t is normally distributed. We obtain the special case of an AR(1) transformation by setting θ = 0. Using results in Tiao and Ali (1971) we can transform the model (2.1) to obtain Least squares estimation of (3.8) gives ARMA(1,1) feasible GLS estimates of β 1 and β 2 . Given that the series appear to have stationary errors, it may be fruitful to apply the ARMA(1,1) (AR(1)) GLS transformed statistics to the series. In Table 2 we report results using the AR(1) transformation and in Table 3 we report results using the ARMA(1,1) transformation.
Included in these tables are point estimates of α and θ . The evidence in these two tables is striking. In nearly every case, the null hypothesis can be rejected at the 1% level of significance providing further evidence that the temperature series have a positive statistically significant trend. We show in Monte Carlo simulations in the next section that the GLS transformed statistics have exact size close to the nominal level for values of α and θ that are close to the point estimates of α and θ in the temperature series. Therefore, the results in Tables 2 and 3 can be taken at face value.
We conclude this section with a discussion of the magnitudes of the points estimates of β 2 . The points estimates of β 2 range from 0.003295 to 0.005359 depending on the series and method of estimation (we exclude the MMP series from this discussion as that data is not global).
These point estimates suggest that global temperatures have increased roughly 0.5 degrees Celsius per 100 years in recent history. The pertinent issue for policy makers is forecasts of future temperature growth. If we take the simple model (2.1) as representative of future behavior of global temperatures (an assumption that may not be true), then we might expect temperatures to increase at roughly the same rate into the future.
V. A Monte Carlo Experiment
In this section we report Monte Carlo simulations that compare the finite sample null rejection probabilities of the previously discussed statistics. The purpose here is to show that t HAC is oversized if u t has a root close to 1 but that t * and t PS T − have size close to the nominal level even if u t has a unit root. Therefore, a rejection of H 0 2 0 : β = using t * and t PS T − is robust to high serial correlation in u t whereas a rejection using t HAC may be spurious (as pointed out by Woodward and Gray (1993) ). The simulations also show that the statistics computed using the ARMA(1,1) transformation have good size unless there is a common factor in the AR and MA components or if α is close 1. If the AR(1) transformation is used, then the common factor problem is avoided and size is good unless α is close 1. The empirical estimates based on the global warming data suggest that the GLS based statistics have reasonable size.
In the simulation we chose the data generating process to be Consider the following limiting results where 
. Simple algebra gives: 
