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Aufgabenstellung
Parallelisierung Ersatzmodell-gestu¨tzter Optimierungsverfahren
Bei der Entwicklung von modernen Verbrennungsmotoren spielen Softwareanwendungen zur Berechnung
und Simulation eine grundlegende Rolle. Mit Blick darauf, dass die Anforderungen stetig wachsen und die
Entwicklungszeiten immer ku¨rzer werden, wird der Einsatz von Optimierungsverfahren immer wichtiger.
Viele technische Anwendungen (z.B. Stro¨mungssimulation) erfordern sehr zeitaufwa¨ndige Berechnungen,
wodurch hinsichtlich der Anzahl der zu berechnenden Varianten sehr starke Beschra¨nkungen gegeben sind,
um die Optimierung in einer vertretbaren Zeit durchfu¨hren zu ko¨nnen. Aus diesem Grund soll versta¨rkt
die Parallelisierung der Optimierung vorangetrieben werden. Als Optimierungsverfahren haben sich fu¨r
diese Art von Problemen Ersatzmodell-gestu¨tzte Optimierungsmethoden bewa¨hrt. Sie sind in der Lage,
mit einem Minimum an Funktionsauswertungen das globale Optimum zu lokalisieren. Diese Algorithmen
besitzen bis jetzt jedoch den Nachteil, nur eingeschra¨nkt parallelisierbar zu sein.
Das Ziel der Diplomarbeit ist es, die Verfahren MAES (Model-Assisted Evolutionary Strategy) und EM-
MOA (Enhanced Modelbased Multiobjective Optimization Algorithm) der IAV-Optimierungssoftware
(IAV-EngineeringToolbox) dahingehend zu erweitern, dass in jedem Iterationsschritt mehrere Varianten
zur Berechnung aus dem Ersatzmodell der Optimierungsaufgabe abgeleitet werden ko¨nnen. Dazu sind
geeignete Kriterien sowohl aus der Fachliteratur zu recherchieren als auch eigene Ideen zu entwickeln. Die
Kriterien sollen implementiert, in die Verfahren MAES und EMMOA integriert und deren Tauglichkeit an
technischen Beispielen (z.B. Kettentriebsoptimierung) sowie an geeigneten Testfunktionen gepru¨ft wer-
den. Weiterhin soll die Mo¨glichkeit der weiteren Verbesserung der vorhandenen Ersatzmodell-gestu¨tzten
Optimierungsmethoden untersucht und die Verfahren erweitert bzw. angepasst werden.
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Attainment-Surface bei der Testfunktion DTLZ 2 . . . . . . . . . . . . . . . . . . . . . . . 79
5.56 Vergleich zwischen den Auffu¨llungskriterien WEI und ÊIH mit dem Hypervolumenindikator
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11 Einleitung
Bei der Entwicklung neuer Produkte nehmen numerische Simulationen eine immer gro¨ßere Rolle ein. Da-
durch entsteht die Mo¨glichkeit, relativ kostengu¨nstig das neue Produkt zu testen, noch bevor ein teurer
Prototyp angefertigt werden muss. Diese Mo¨glichkeit weckt das Verlangen, Teile des Designprozesses zu
automatisieren. Aber selbst mit den modernsten Algorithmen und Rechnern sind einige dieser Simulatio-
nen sehr zeitaufwa¨ndig, d.h. im Bereich von Minuten bis Stunden. Beispiele aus dem Automobilbereich
dafu¨r sind Kettentriebssimulationen, Stro¨mungssimulationen oder Crashsimulationen. Mathematisch ste-
hen dafu¨r das Lo¨sen von Differential-Algebraischen Gleichungen und partiellen Differentialgleichungen.
Ziele des teilweise automatischen Designprozesses sind die Funktionsfa¨higkeit und mo¨glichst optimale
weitere Eigenschaften wie beispielsweise Leistung oder Kosten. In dieser Arbeit werden Optimierungs-
probleme betrachtet, bei denen die Auswertung der Zielfunktion eine numerische Simulation erfordert.
Um solche Probleme in annehmbarer Zeit lo¨sen zu ko¨nnen, braucht man also Optimierungsverfahren,
die mit wenigen Funktionsauswertungen schon gute Na¨herungen des globalen Optimums finden ko¨nnen.
In dieser Arbeit werden Ersatzmodell-gestu¨tzte Optimierungsverfahren, die eine Kriging-Approximation
benutzen, betrachtet. Diese Verfahren besitzen die oben genannten Anforderungen, sind aber nur einge-
schra¨nkt parallelisierbar.
Die Arbeit gliedert sich wie folgt. Die fu¨r diese Arbeit beno¨tigten Grundlagen der Optimierung wer-
den im zweiten Kapitel vorgestellt. Das dritte Kapitel bescha¨ftigt sich mit der Theorie der Kriging-
Approximation. Die Verwendung eines Ersatzmodells zur Optimierung und die Parallelisierung der ent-
stehenden Verfahren sind das Thema des vierten Kapitels. Im fu¨nften Kapitel werden die vorgestell-
ten Verfahren numerisch verifiziert und es werden Vorschla¨ge fu¨r die Anwendung gegeben. Das sechste
Kapitel gibt einen U¨berblick u¨ber die Kettentriebskonstruktion und die Verwendung der vorgestellten
Algorithmen. Das letzte Kapitel fasst die erreichten Ziele zusammen und gibt Vorschla¨ge fu¨r weitere
Verbesserungen und Forschungsthemen.

32 Grundlagen der Optimierung
In diesem Kapitel werden die grundlegenden Definitionen fu¨r die folgenden Kapitel vorgestellt. Der erste
Abschnitt behandelt die Grundlagen der einkriteriellen Optimierung. Die Verallgemeinerung auf mehr-
kriterielle Optimierung wird im zweiten Teil behandelt. Ziel des letzten Abschnittes ist die Definition von
Black-Box-Problemen und deren Eigenschaften.
2.1 Einkriterielle Optimierung
Ein allgemeines einkriterielles Optimierungsproblem besteht aus einer Funktion f und einer zula¨ssigen
Menge B. Dabei bildet f : D →W von ihrem Definitionsbereich D ⊂ Rn auf ihren Wertebereich W ⊂ R
ab. Die zula¨ssige Menge wird durch die Ungleichungsnebenbedingungen gi(x) ≤ 0, i = 1, . . . , ng und die
Gleichheitsnebenbedingungen hj(x) = 0, j = 1, . . . , nh wie folgt definiert
B := {x ∈ Rn |gi(x) ≤ 0,∀i = 1, . . . , ng ∧ hj(x) = 0,∀j = 1, . . . , nh } . (2.1)
Bei einem Minimierungsproblem ist das Ziel, ein x∗ ∈ B ∩D zu finden, fu¨r das gilt
f(x∗) ≤ f(x) ∀x ∈ B ∩D.
Entsprechend sucht man bei einem Maximierungsproblem ein x∗ ∈ B ∩D mit
f(x∗) ≥ f(x) ∀x ∈ B ∩D.
Im Folgenden wird nur die Minimierung der Zielfunktion betrachtet, da eine Maximierung von f einer
Minimierung von fˆ := −f entspricht. Ein Optimierungsproblem wird wie folgt notiert
min
x∈B∩D
f(x) . (2.2)
Fu¨r einkriterielle Optimierungsprobleme gibt viele Optimalita¨tskriterien sowie Existenz- und Eindeutig-
keitsaussagen. Die Voraussetzungen dafu¨r werden aber bei den in dieser Arbeit betrachteten Problemen
nicht erfu¨llt, da zum Beispiel die Zielfunktionen nicht konvex sind, mehrere lokale Minima besitzen ko¨nnen
und der Definitionsbereich nicht kompakt sein muss, vgl. Abschnitt 2.3.
2.2 Mehrkriterielle Optimierung
Bei technischen Anwendungen werden meistens mehrere Ziele verfolgt, beispielsweise niedrige Kosten,
hohe Leistung und niedriger Verschleiß. Aber diese Ziele lassen sich nur selten gleichzeitig erfu¨llen, d.h.
sie stehen im Konflikt. Das folgende Beispiel soll einige Aspekte der mehrkriteriellen Optimierung ver-
deutlichen.
Beispiel 2.1. Ein Ka¨ufer sucht auf dem Automarkt ein Auto. Dabei interessieren ihn nur der Preis und
die Zeit fu¨r die Beschleunigung von 0 km/h auf 100 km/h. Beide Eigenschaften sollen minimiert werden.
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In Abbildung 2.1 kann man sehen, dass es Autos gibt, die in kurzer Zeit von 0 auf 100 km/h beschleunigen,
Abbildung 2.1: Beispiel fu¨r zwei Ziele die im Konflikt zueinander stehen.
aber diese sind sehr teuer. Andererseits gibt es auch sehr gu¨nstige Exemplare, aber diese beschleunigen
nur schlecht. Dazwischen liegen Fahrzeuge, die sich schwer vergleichen lassen, da eines kostengu¨nstiger
aber auch langsamer ist als das andere. Jedes Fahrzeug stellt also einen Kompromiss zwischen Preis und
Beschleunigung dar. Falls der Ka¨ufer zu Fahrzeug A ein anderes Fahrzeug B findet, das genau soviel
kostet, aber besser beschleunigt, wird er das Fahrzeug B dem Fahrzeug A vorziehen. Das Fahrzeug B ist
dann ein besserer Kompromiss.
Die im Beispiel erkla¨rten Ziele werden in den na¨chsten Definitionen formuliert. Dabei betrachtet man die
Bildmenge M einer Funktion f : Rn →M ⊂ Rm.
Definition 2.2. Sei M ⊂ Rm. Ein yˆ ∈M dominiert ein y¯ ∈M , kurz yˆ ≺ y¯, falls
∀i = 1, . . . ,m : yˆi ≤ y¯i und
∃j ∈ {1, . . . ,m} : yˆj < y¯j .
Bemerkung 2.3. Bei der einkriteriellen Optimierung kann man das Verha¨ltnis zwischen zwei Funkti-
onswerten in zwei Fa¨lle aufteilen. Sei yˆ = f (xˆ) ∈ R und y¯ = f (x¯) ∈ R, dann gilt genau eine der beiden
Ungleichungen
yˆ < y¯ oder
yˆ ≥ y¯ .
Diese Aufteilung in zwei Fa¨lle gilt bei der mehrkriteriellen Optimierung nicht mehr, sondern nur noch die
folgende schwa¨chere Aufteilung in drei Fa¨lle. Fu¨r yˆ, y¯ ∈ M ist genau eine der drei folgenden Aussagen
wahr:
yˆ ≺ y¯
y¯ ≺ yˆ
yˆ ⊀ y¯ und y¯ ⊀ yˆ
Mit der Relation ≺ kann man nun das Ziel einer mehrkriteriellen Optimierung definieren.
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Definition 2.4.
• Ein Punkt y ∈M , zu dem kein yˆ ∈ N ⊂M existiert mit yˆ ≺ y, nennt man einen nichtdominierten
Punkt bezu¨glich der Menge N .
Kurz: y nichtdominiert bezu¨glich N ⇔ @yˆ ∈ N : yˆ ≺ y.
• Man nennt einen Punkt y ∈M paretooptimal, wenn er nichtdominiert bezu¨glich M ist.
• Eine Menge P (M) ⊂M heißt Paretomenge genau dann, wenn sie alle paretooptimalen Punkte von
M entha¨lt, d.h. P (M) := {y ∈M : @yˆ ∈M : yˆ ≺ y}.
Ziel beim Lo¨sen eines Optimierungsproblem ist es also, die Paretomenge zu finden.
Definition 2.5. Ein mehrkriterielles Minimierungsproblem ist ein Problem der folgenden Form
min
x∈B∩D
f(x) . (2.3)
Dabei ist
• f = (f1, . . . , fm) die vektorwertige Funktion der Ziele fi : Di → R, i = 1, . . . ,m
• B die zula¨ssige Menge, vgl. Gleichung (2.1)
• D = ⋂mi=1Di der Schnitt u¨ber alle Definitionsbereiche der verschiedenen Ziele.
Unter einer Lo¨sung dieses Problems versteht man ein x∗ ∈ B ∩D mit f (x∗) ∈ P (f (B ∩D)). Im Allge-
meinen existiert aber nicht nur ein x∗, sondern eine Menge X = f−1 (P (f (B ∩D))) ∩B. Dabei wird der
Schnitt mit der zula¨ssigen Menge no¨tig, wenn es nicht zula¨ssige Punkte gibt, die auch in die Paretomenge
abgebildet werden.
Falls keine explizite Darstellung der Funktion f existiert und nicht beliebig viele Funktionsauswertungen
der Funktion f durchgefu¨hrt werden ko¨nnen, muss man sich mit einer Approximation der Paretomenge
begnu¨gen.
Definition 2.6. Eine endliche Teilmenge A von f (B ∩D) heißt Approximationsmenge genau dann, wenn
alle y ∈ A nichtdominiert bezu¨glich A sind.
Numerische Lo¨sungsverfahren fu¨r mehrkriterielle Optimierungsprobleme liefern Approximationsmengen
und ihre Urbilder als Ergebnis. Der Begriff der Approximationsmenge wird im Kapitel 5 dazu verwendet,
um verschiedene Verfahren zu vergleichen.
Beispiel 2.7.
• Die leere Menge ∅ ist eine Approximationsmenge.
• Jede endliche Teilmenge der Paretomenge ist eine Approximationsmenge.
• Die Menge
{
(0 | 1)T , (1 | 0)T
}
⊂ f (B ∩D) ist eine Approximationsmenge.
Bei einem mehrkriteriellen Problem bestimmen nicht nur die verschiedenen Zielfunktionen die Eigen-
schaften des Problems, sondern auch die Beziehung zwischen den Zielen. Ein wichtiger Begriff fu¨r diese
Beziehung wird in der folgenden Definition gegeben.
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Definition 2.8. Seien f1, f2 zwei Zielfunktionen und X1,X2 ihre Lo¨sungsmengen, d.h. ∀x∗ ∈ Xi gilt
fi (x∗) = minx∈B∩D fi (x) , i = 1, 2. Dann heißt f1 konflikta¨r zu f2 genau dann, wenn die Lo¨sungsmengen
X1, X2 disjunkt sind, d.h. wenn gilt X1 ∩X2 = ∅. Damit folgt aus der Optimalita¨t der Funktion f1, dass
f2 nicht optimal ist.
Bemerkung 2.9. Wenn alle Funktionen nicht konflikta¨r sind, d.h. es existiert ein x∗ ∈ X1 ∩ · · · ∩ Xm,
kann das mehrkriterielle Optimierungsproblem (2.3) auf ein einkriterielles Problem mit einer beliebigen
Funktion fi, i = 1, . . . , n reduziert werden. Falls die Lo¨sungsmenge Xi der Zielfunktion fi mehrere Punkte
entha¨lt, wird mit einer Minimierung einer Zielfunktion fj , j 6= i auf Xi die Lo¨sungsmenge weiter reduziert.
Im Folgenden werden nur konflikta¨re Zielfunktionen betrachtet. Fu¨r mehrkriterielle Probleme gibt es
weiterhin eine Vielzahl von Mo¨glichkeiten, diese in einkriterielle Probleme umzuwandeln. Diese klassischen
mehrkriteriellen Verfahren haben gewisse Vor- und Nachteile. Im Rest der Arbeit werden mehrkriterielle
Probleme nicht in einkriterielle umgewandelt.
2.3 Black-Box-Optimierung
Dieser Abschnitt stellt einige der wichtigsten Eigenschaften der Optimierungsprobleme vor, die als Black-
Box-Probleme bekannt sind. Ein Optimierungsproblem wird als Black-Box-Problem bezeichnet, falls es fu¨r
die Zielfunktionen oder Nebenbedingungen keine explizite Darstellung gibt. Informationen u¨ber die Abbil-
dung der Variablen auf die Zielfunktionswerte ko¨nnen beispielsweise nur u¨ber eine numerische Simulation
erhalten werden. In [Kno06] und [Sto¨07] werden Eigenschaften von aufwa¨ndigen Black-Box-Problemen
genannt, die hier in leicht vera¨nderter Form folgen
1. wenn es mehrere Ziele gibt, sind diese konflikta¨r,
2. die Zeit fu¨r eine Funktionsauswertung ist in der Gro¨ßenordnung von Minuten bis Stunden,
3. es ko¨nnen nur begrenzt viele Funktionsauswertungen gleichzeitig vorgenommen werden,
4. die Anzahl aller Funktionsauswertungen ist limitiert durch finanzielle und zeitliche Gru¨nde, sowie
vorhandene Kapazita¨ten,
5. es gibt nur ein geringes Rauschen, d.h. eine wiederholte Funktionsauswertung ergibt anna¨hernd das
gleiche Ergebnis,
6. es ko¨nnen große Verbesserungen der Ziele erreicht werden,
7. die Zielfunktionen sind lokal glatt, aber besitzen mehrere lokale Minima und
8. die Anzahl der Variablen ist klein bis mittel.
Die Punkte zwei bis vier implizieren, dass fu¨r die Optimierung jede Zielfunktionsauswertung wertvoll ist
und somit soviel Information wie mo¨glich aus jeder Auswertung ermittelt werden sollte. Ein Ansatz, mit
dem man viel Information aus mehreren Punkten ziehen kann, ist die Benutzung eines Ersatzmodells.
Und durch den fu¨nften Punkt kann man ein interpolierendes Modell betrachten. Das geringe Rauschen
der Zielfunktionswerte kann dabei von einem physikalisches Experiment stammen, vgl. [Kno06], oder von
einer stochastischen Simulation wa¨hrend der Funktionsauswertung. Ein ha¨ufig benutztes Ersatzmodell
fu¨r die Optimierung ist das so genannte Kriging-Modell, das im na¨chsten Kapitel vorgestellt wird. Diese
Ersatzmodell-gestu¨tzten Verfahren bestimmen mit Hilfe von Auffu¨llungskriterien, die im Abschnitt 4.2
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vorgestellt werden, einen neuen Punkt, an dem die na¨chste Funktionsauswertung ausgefu¨hrt wird. Durch
die oben vorgestellte Problemklasse, mit dem abgea¨nderten Punkt drei, kann man aber die Funktionsaus-
wertungen an mehreren Punkten gleichzeitig vornehmen. Diese Mo¨glichkeit kann man dazu nutzen, die
Optimierung deutlich zu beschleunigen. Dazu mu¨ssen aber die zusa¨tzlichen Punkte so gut bestimmt wer-
den wie der eine Punkt, der vom Auffu¨llungskriterium bestimmt wird. Eine Idee dabei ist die vorhandenen
Auffu¨llungskriterien so zu erweitern, dass sie mehrere Punkte liefern. Diese Art der Verallgemeinerung
der Auffu¨llungskriterien wird in dieser Arbeit Parallelisierung genannt und im Abschnitt 4.3 behandelt.

93 Krigingverfahren
Dieses Kapitel bescha¨ftigt sich mit der Approximationsmethode, die unter dem Namen Kriging bekannt
ist. Eingefu¨hrt wurde diese Methode vom Bergbauingenieur Daniel Gerhardus Krige. Der franzo¨sische
Mathematiker Georges Matheron erweiterte in den sechziger Jahre des zwanzigsten Jahrhunderts die
Arbeiten von Krige um den mathematischen Hintergrund und fu¨hrte damit die Geostatistik ein. In die-
sem Teilgebiet der Geologie nutzt man Kriging beispielsweise dazu, mit wenigen unregelma¨ßig verteilten
Probebohrungen die Verteilung einer Erzkonzentration in einem Gebiet abscha¨tzen zu ko¨nnen.
Die Ansa¨tze des Krigings wurden Ende der 1980er Jahre in [SSW89], [SWMW89] und [WBSW92] auf die
Anwendung der Ergebnisse von numerischen Simulationen erweitert. Vorteilhaft fu¨r die Verwendung des
Kriging bei Ersatzmodell-gestu¨tzten Optimierungsverfahren ist dabei, dass alle Punkte im Modell frei
wa¨hlbar sind.
Im ersten Teil dieses Kapitels werden die grundlegenden Definitionen und Annahmen fu¨r das Kriging-
Verfahren vorgestellt. Der zweite Abschnitt bescha¨ftigt sich mit der Scha¨tzung des Funktionswertes. Die
Anpassung des Modells an die gegebenen Punkte wird im dritten Teil behandelt. Im vierten Abschnitt
wird ein grober U¨berblick u¨ber andere Entwicklungen in der Kriging-Literatur gegeben.
3.1 Grundlagen der Kriging-Approximation
Sei f : Rn → R eine gegebene Funktion und seien x(1), . . . ,x(k) ∈ Rn Punkte mit gegebenen Funkti-
onswerten y(i) := f
(
x(i)
)
, i = 1, . . . , k. Ziel der Kriging-Approximation ist es, an einem neuen Punkt
x∗ 6= x(i), i = 1, . . . , k den Funktionswert f (x∗) zu scha¨tzen, ohne die Funktion am Punkt x∗ auszuwer-
ten.
Auswahl der linearen Basisfunktionen
Fu¨r die Modellierung wird angenommen, dass die Funktion f (x) eine Realisierung y (x) eines stationa¨ren
stochastischen Prozesses Y (x) ist, vgl. [Sch97], [JoSch98] und [Sas02]. Diese Annahme bringt die Mo¨g-
lichkeit die Parameter dieses Prozesses zu scha¨tzen. Damit hat man Zugang zu globalen Eigenschaften
der Funktion, wie ein allgemeiner Trend oder eine gewisse Welligkeit. Weiterhin nimmt man an, dass die
Funktion f sich darstellen la¨sst als
Funktion = linearer Anteil + systematischer Fehler , d.h.
f (x) =
n∑
j=1
αjrj (x) + ε , bzw. als Prozess
Y (x) =
n∑
j=1
αjrj (x) + Z (x) . (3.1)
Dabei sind rj : Rn → R, j = 1, . . . , n lineare Funktionen und αj ∈ R, j = 1, . . . , n noch zu bestim-
mende Koeffizienten. Der systematische Fehler, der durch die Approximation nicht-linearer Funktionen
mit einem linearen Modell entsteht, wird durch den zweiten Term ε beschrieben. In Abschnitt 2.3 wur-
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den Eigenschaften von Black-Box-Problemen beschrieben. Eine Eigenschaft dieser Probleme ist, dass die
Zielfunktion f nur ein geringes Rauschen aufweist und lokal glatt ist. Dies fu¨hrt zu der Annahme, dass
der systematische Fehler abha¨ngig vom Punkt x ist, d.h. ε : Rn → R. Fu¨r die Modellierung wird an-
genommen, dass ε die Realisierung eines Gaußschen Prozesses Z (x) ist. Fu¨r Z (x) wird E [Z (x)] = 0
und Cov (Z (xˆ) , Z (x¯)) = σ2z Corr (Z (xˆ) , Z (x¯)) angenommen. Dabei sind die Prozessvarianz σ
2
z und die
Korrelationsstruktur Corr noch zu scha¨tzen. In der Literatur u¨ber Kriging werden meist drei verschiedene
Stufen bezu¨glich des linearen Modells angegeben, vgl. [Sch97] und [Sto¨07]. Diese sind
• der einfache Kriging, bei dem angenommen wird, dass das lineare Modell konstant null ist, d.h.
Y (x) = Z (x) ,
• der gewo¨hnliche Kriging, bei dem das lineare Modell als ein konstanter Verlauf um einen Mittelwert
µ ∈ R angenommen wird, d.h. Y (x) = µ+ Z (x) und
• der allgemeine Kriging, bei dem das lineare Modell aus (3.1) verwendet wird.
Fu¨r die Verwendung des Kriging-Modells in einem Ersatzmodell-gestu¨tzten Verfahren wird in [JoSch98],
[Sas02] und [Sto¨07] der gewo¨hnliche Kriging empfohlen. Der Einsatz des allgemeinen Krigings dagegen
bietet eventuell eine bessere Approximation, aber die linearen Basisfunktionen, die im allgemeinen Kriging
verwendet werden, sind aus den wenigen Informationen, die man u¨ber die Funktion f besitzt, schwer zu
bestimmen. Im Folgenden wird der gewo¨hnliche Kriging benutzt.
Korrelation
Eine wichtige Eigenschaft des stochastischen Prozesses Y (x) ist die Korrelationsstruktur zwischen den
Punkten. Dabei wird angenommen, dass zwei Funktionswerte yˆ = f (xˆ) , y¯ = f (x¯) stark korreliert
sind, wenn die beiden Punkte xˆ, x¯ nah beieinander sind. Die Korrelationsstruktur wird durch eine
ra¨umliche Korrelationsfunktion (engl. spatial correlation function) Corr : Rn×Rn → [0, 1] definiert. Dabei
deutet der Begriff ra¨umlich darauf hin, dass die Punkte xˆ, x¯ fu¨r die Korrelation der Zufallsgro¨ßen yˆ =
f (xˆ) , y¯ = f (x¯) benutzt werden. Da der Prozess als stationa¨r angenommen wird, ist die Korrelation von
zwei Punkten xˆ, x¯ nur abha¨ngig von ihrem Abstand d : Rn×Rn → R0+, d.h. Corr (xˆ, x¯) = c (d (xˆ, x¯)) mit
c : R0+ → [0, 1]. Fu¨r die Verringerung der Korrelation mit steigendem Abstand wird die Funktion c meist
als Exponentialfunktion exp (−·) angenommen. In [Sim98], Abschnitt 5.3.1, werden fu¨nf verschiedene
ra¨umliche Korrelationsfunktionen getestet. Dabei ist CorrGauss (xˆ, x¯) = exp
(
−∑ni=1 θi |xˆi − x¯i|2) die
beste der fu¨nf getesteten Korrelationsfunktionen bezu¨glich des maximalen Fehlers und der Summe der
Fehlerquadrate zwischen Krigingapproximation und Funktion. In dieser Arbeit wird im Folgenden die
allgemeinere Korrelationsfunktion
Corr (xˆ, x¯) = exp
(
−
n∑
i=1
θi |xˆi − x¯i|pi
)
(3.2)
benutzt, vgl. [Sch97], [Sas02] und [Sto¨07]. Dabei sind die Parameter θ = (θ1, . . . , θn) , θi ∈ R+, i = 1, . . . , n
und p = (p1, . . . , pn) , pi ∈ [1, 2] , i = 1, . . . , n noch zu scha¨tzen. Ein Parameter θi gibt dabei an, wie
schnell sich die Funktion f bezu¨glich xi a¨ndert. Große Werte von θi bedeuten eine schnelle A¨nderung in
Richtung xi bzw. eine schnell abfallende Korrelation. Durch die Parameter pi wird bestimmt, wie glatt
die Korrelationsfunktion ist. Falls alle pi = 2 sind, ist Corr unendlich glatt und dadurch sind auch alle
Realisierungen des stochastischen Prozesses unendlich glatt in einem L2-Sinn, vgl. [Sch97]. Aus Gleichung
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(3.2) folgt weiterhin, dass ∀xˆ, x¯ ∈ Rn
Corr (xˆ, x¯) ≥ 0
Corr (xˆ, x¯) = 0⇔ xˆ = x¯
Corr (xˆ, x¯) = Corr (x¯, xˆ) . (3.3)
Fu¨r die weiteren Rechnungen fasst man die Korrelationen zwischen allen gegebenen Punkten x(1), . . . ,x(k)
in der Korrelationsmatrix C zusammen.
Definition 3.1. Die Korrelationsmatrix C zur Korrelationsfunktion Corr ist fu¨r die Punkte x(1), . . . ,x(k)
definiert als
C :=
[
Corr
(
x(i),x(j)
)]k,k
i,j=1
∈ Rk×k .
Lemma 3.2. Die Korrelationsmatrix C ist symmetrisch positiv semidefinit.
Beweis. Aus Gleichung (3.3) folgt, dass C symmetrisch ist, d.h. C = CT . Es bleibt zu zeigen wTCw ≥
0 ∀w ∈ Rk. Es gilt
σ2zw
TCw = σ2z
k∑
i=1
k∑
j=1
wi Corr
(
x(i),x(j)
)
wj =
k∑
i=1
k∑
j=1
wiσ2z Corr
(
x(i),x(j)
)
wj
=
k∑
i=1
k∑
j=1
wi Cov
(
x(i),x(j)
)
wj
=
k∑
i=1
k∑
j=1
wiE
[(
y
(
x(i)
)
− E
[
y
(
x(i)
)])(
y
(
x(j)
)
− E
[
y
(
x(j)
)])]
wj
= E
 k∑
i=1
k∑
j=1
wi
(
y
(
x(i)
)
− E
[
y
(
x(i)
)])(
y
(
x(j)
)
− E
[
y
(
x(j)
)])
wj

(
∑
ai)
2=
∑∑
aiaj= E
( k∑
i=1
wi
(
y
(
x(i)
)
− E
[
y
(
x(i)
)]))2
≥ 0 ∀w ∈ Rk .
Lemma 3.3. Falls x(i) = x(j) fu¨r i 6= j mit i, j ∈ {1, . . . , k} ist die Korrelationsmatrix C nicht invertier-
bar. Damit ist x(i) 6= x(j), i, j = 1, . . . , k notwendig dafu¨r, dass C positiv definit ist.
Beweis. Aus der Symmetrie von C folgt, dass alle Eigenwerte reell sind, und da C auch positiv semi-
definit ist, sind alle Eigenwerte λi ≥ 0. Mit x(i) = x(j) fu¨r zwei i, j mit i 6= j folgt Corr
(
x(i),x(l)
)
=
Corr
(
x(j),x(l)
) ∀l = 1, . . . , k. Damit ist die i-te Spalte der Matrix C gleich der j-ten Spalte, und somit
ist C nicht invertierbar. D.h. die Korrelationsmatrix hat mindestens ein λi = 0 und ist damit nicht positiv
definit.
Definition 3.4. Der Korrelationsvektor c zu einem Punkt x ist definiert als
c := c (x) :=
[
Corr
(
x,x(i)
)]k
i=1
∈ Rk .
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3.2 Scha¨tzung des Funktionswertes
In diesem Abschnitt wird der beste lineare erwartungstreue Scha¨tzer f˜ (x) fu¨r den Funktionswert f (x)
an einem unbekannten Punkt x hergeleitet. Die Herleitung basiert auf den Arbeiten [Sch97] und [Sas02].
Im Weiteren werden die Abku¨rzungen
1 = (1, . . . , 1)T ∈ Rk ,
y =
(
Y
(
x(1)
)
, . . . , Y
(
x(k)
))T
und
z =
(
Z
(
x(1)
)
, . . . , Z
(
x(k)
))T
benutzt.
Damit kann man die Gleichung fu¨r den gewo¨hnlichen Kriging fu¨r die Punkte x(1), . . . ,x(k) schreiben als
y = µ1 + z . (3.4)
Definition 3.5. Ein Scha¨tzer yˆ heißt linear, falls ein Vektor rx := r (x) ∈ Rk existiert mit yˆ (x) = rxTy,
d.h. der Scha¨tzer benutzt eine Linearkombination der Zufallsgro¨ßen Y
(
x(1)
)
, . . . , Y
(
x(k)
)
.
Lemma 3.6. Der Erwartungswert eines linearen Scha¨tzers ist E
[
rxTy
]
= rxT (µ1).
Beweis.
E
[
rxTy
] (3.4)
= E
[
rxT (µ1 + z)
] E[z]=0
= E
[
rxT (µ1)
] konst.= rxT (µ1) .
Definition 3.7. Ein linearer Scha¨tzer yˆ heißt erwartungstreu fu¨r den Mittelwert µ, falls gilt E [yˆ] = µ,
d.h. er scha¨tzt im Mittel richtig.
Lemma 3.8. Ein linearer Scha¨tzer ist erwartungstreu, falls gilt rxT1 = 1.
Beweis. Es gilt
E [y (x)] = E [µ+ Z (x)]
E[Z(x)]=0
= µ .
Mit Lemma 3.6 folgt
E
[
rxTy
]
= rxT (µ1) = µ
(
rxT1
)
.
Mit rxT1 = 1 folgt daraus E
[
rxTy
]
= µ, d.h. die Erwartungstreue.
Lemma 3.9. Der mittlere quadratische Fehler eines linearen Scha¨tzers rxTy fu¨r Y (x) ist
E
[(
rxTy − Y (x)
)2]
=
(
rxT (µ1)− µ
)2
+ σ2zrx
TCrx + σ2z − 2σ2zrxT c .
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Beweis.
E
[(
rxTy − Y (x)
)2]
= E
[
rxTyyT rx + Y 2 (x)− 2rxTyY (x)
]
= E
[
rxT (µ1 + z) (µ1 + z)
T rx + (µ+ Z (x))
2
− 2rxT (µ1 + z) (µ+ Z (x))
]
= E
[(
rxT (µ1)
)2
+
(
rxT z
)2
+ 2rxT (µ1) zT rx
]
+ E
[
µ2 + Z (x)2 + 2µZ (x)
]
+ E
[−2rxT (µ21 + µz + µ1Z (x) + zZ (x))]
E[Z(x)]=0
=
E[z]=0
(
rxT (µ1)
)2
+ E
[(
rxT z
)2]
+ µ2 + E
[
Z (x)2
]
− 2rxT
(
µ21
)− 2rxTE [zZ (x)]
=
(
rxT (µ1)− µ
)2
+ E
[(
rxT z
)2]
+ E
[
Z (x)2
]
− 2rxTE [zZ (x)] .
Weiterhin gilt
E
[(
rxT z
)2]
= E
( k∑
i=1
riZ
(
x(i)
))2 = E
 k∑
i=1
k∑
j=1
riZ
(
x(i)
)
Z
(
x(j)
)
rj

=
k∑
i=1
k∑
j=1
riE
[
Z
(
x(i)
)
Z
(
x(j)
)]
rj =
k∑
i=1
k∑
j=1
riσ2z Corr
(
x(i),x(j)
)
rj
= σ2zrx
TCrx .
Mit a¨hnlichen Beweisen fu¨r die beiden restlichen Terme folgt die Behauptung.
Definition 3.10. Ein linearer erwartungstreuer Scha¨tzer rxTy fu¨r Y (x) heißt bester Scha¨tzer, wenn er
den mittleren quadratischen Fehler E
[(
rxTy − Y (x)
)2]
minimiert.
Satz 3.11. Der beste lineare erwartungstreue Scha¨tzer fu¨r Y (x) ist
yˆ (x) =
[
1 cT
] [ 0 1T
1 C
]−1 [
0
y
]
. (3.5)
Eine andere Darstellung fu¨r den Scha¨tzer ist
yˆ (x) = µˆ+ c (x)T C−1 (y − µˆ1) . (3.6)
Dabei ist µˆ := 1
TC−1y
1TC−11 der zugeho¨rige Scha¨tzer fu¨r den Mittelwert. Fu¨r die Benutzung des Scha¨t-
zers werden in y die beobachteten Funktionswerte bzw. Realisierungen eingetragen, d.h. y =(
Y
(
x(1)
)
, . . . , Y
(
x(k)
))T
=
(
y
(
x(1)
)
, . . . , y
(
x(k)
))T
=
(
f
(
x(1)
)
, . . . , f
(
x(k)
))T
.
Beweis. Um zu zeigen, dass yˆ der beste Scha¨tzer ist, lo¨st man nach Definition das Minimierungsproblem
min
rx∈Rk
E
[(
rxTy − Y (x)
)2]
.
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Wenn man die Bedingung an die Erwartungstreue aus Lemma 3.8 in Lemma 3.9 einsetzt, erha¨lt man das
folgende Minimierungsproblem
min
rx∈Rk
rx
T 1=1
σ2z
(
1 + rxTCrx − 2rxT c
)
. (3.7)
Mit der Einfu¨hrung eines Lagrange-Multiplikators λ ∈ R fu¨r die Gleichheitsnebenbedingung rxT1 = 1
folgt die Lagrange-Funktion
L (rx, λ) = σ2z
(
1 + rxTCrx − 2rxT c
)
+ λ
(
rxT1− 1
)
.
Damit ist das zugeho¨rige KKT-System
Lrx (rx, λ) = σ2z (2Crx − 2c) + λ1 = 0
rxT1 = 1 .
Durch eine Substitution von λ = 2λ′ folgt σ2z (Crx − c) + λ′1 = 0 . Die beiden Bedingungen fu¨r eine
Lo¨sung von (3.7) sind damit 1T rx = 1 und σ2zCrx − σ2zc + λ′1 = 0 . Das heißt, die Koeffizienten rx des
besten linearen erwartungstreuen Scha¨tzers sind gegebenen durch die Lo¨sung des Gleichungssystems[
0 1T
1 C
][
σ−2z λ
′
rx
]
=
[
1
c
]
.
Mit rxTy =
[
σ−2z λ
′ rxT
] [ 0
y
]
folgt Gleichung (3.5). Die zweite Darstellung folgt durch Lo¨sen des
rechten Gleichungssystems in Gleichung (3.5), d.h.[
0 1T
1 C
][
w1
w2
]
=
[
0
y
]
.
Durch Umstellen der unteren Block-Zeile erha¨lt man w2 = C−1 (y −w11). Einsetzen in die erste Zeile
liefert 0 = 1Tw2 = 1TC−1y − 1TC−11w1 und damit erha¨lt man µˆ := w1 = 1
TC−1y
1TC−11 . Daraus folgt
Darstellung (3.6) durch Einsetzen der Lo¨sung
(
w1,w2T
)T in Gleichung (3.5).
Satz 3.12. Der mittlere quadratische Fehler des Scha¨tzers (3.5) ist
sˆ2 (x) := E
[(
rxTy − Y (x)
)2]
= σ2z
(
1− c (x)T C−1c (x) +
(
1− 1TC−1c (x))2
1TC−11
)
. (3.8)
Beweis. Durch Lo¨sen des linken transponierten Gleichungssystems in (3.5), mit dem gleichen Vorgehen
wie am Ende des Beweises von Satz 3.11, erha¨lt man rx = C−1
(
c + 1 1−1
TC−1c
1TC−11
)
. Durch Einsetzen
der Erwartungstreue von rx und der obigen Gleichung in Lemma 3.9 erha¨lt man nach Umformen die
Behauptung.
Bemerkung 3.13.
• Der mittlere quadratische Fehler sˆ2 (x) ist ein Scha¨tzer fu¨r die Varianz der Zufallsgro¨ße Y (x). Mit
den beiden Scha¨tzern yˆ und sˆ kann man nun die σ-Regel auf die angenommene normalverteilte
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Zufallsgro¨ße y (x) anwenden. Somit gilt P (y (x) ∈ [yˆ (x)− 2sˆ (x) , yˆ + 2sˆ (x)]) ≈ 0.9554. Dabei soll-
te beachtet werden, dass der Scha¨tzer sˆ die Unsicherheit im Modell unterscha¨tzt, wenn fu¨r die
Prozessvarianz σ2z nur gescha¨tzte Werte vorliegen, vgl. [MS04].
• Der Scha¨tzer sˆ2 (x) ist fu¨r feste Korrelationsparameter θ und p nur abha¨ngig von den Punkten
x(1), . . . ,x(k) und nicht abha¨ngig von den Funktionswerten y(i) := f
(
x(i)
)
, i = 1, . . . , k.
Folgerung 3.14. Der Scha¨tzer yˆ (x) wirkt interpolierend, d.h. yˆ
(
x(i)
)
= y(i) = f
(
x(i)
)
, i = 1, . . . , k.
Weiterhin ist der Fehler der Scha¨tzung an allen Modellpunkten null, d.h. sˆ2
(
x(i)
)
= 0, i = 1, . . . , k.
Beweis. Die Korrelationsmatrix C ist symmetrisch und damit ist auch ihre Inverse C−1 symmetrisch,
somit gilt c
(
x(i)
)T
C−1 =
(
C−T c
(
x(i)
))T
=
(
C−1c
(
x(i)
))T
. Der Korrelationsvektor zu x(i) ist gleich
der i-ten Spalte der Korrelationsmatrix C. Damit gilt c
(
x(i)
)T
C−1 =
(
C−1c
(
x(i)
))T
= eiT . Dabei
bezeichnet ei den i-ten kanonischen Einheitsvektor. Fu¨r den Scha¨tzer gilt nun
yˆ
(
x(i)
)
= µˆ+ c
(
x(i)
)T
C−1 (y − µˆ1) = µˆ+ eiT (y − µˆ1) = µˆ+ y(i) − µˆ = y(i) . (3.9)
Entsprechend gilt fu¨r den Fehler der Scha¨tzung
sˆ2
(
x(i)
)
= σ2z
(
1− c
(
x(i)
)T
C−1c
(
x(i)
)
+
(
1− 1TC−1c (x(i)))2
1TC−11
)
(3.10)
= σ2z
(
1− eiT c
(
x(i)
)
+
(
1− 1Tei
)2
1TC−11
)
. (3.11)
Und mit eiT c
(
x(i)
)
= eiT
[
Corr
(
x(i),x(j)
)]k
j=1
= Corr
(
x(i),x(i)
)
= 1 folgt sˆ2
(
x(i)
)
= 0, i = 1, . . . , k.
Bemerkung 3.15. Fu¨r eine intensive Suche auf dem Modell sollte der Berechnungsaufwand fu¨r die
Scha¨tzer yˆ und sˆ angemessen sein. Wenn man das Gleichungssystem Cw = y − µ1 gelo¨st hat, ist fu¨r
die Berechnung von yˆ (x) = µˆ + c (x)T w an einem beliebigen Punkt x nur noch der Korrelationsvek-
tor c (x) =
[
Corr
(
x,x(i)
)]k
i=1
zu erstellen und das Skalarprodukt zu berechnen. Bei einer intensiven
Suche auf dem Modell steigt also der Aufwand fu¨r den Scha¨tzer yˆ fu¨r kleine k linear. Wenn man zu-
sa¨tzlich sˆ2 (x) benutzt, muss fu¨r jedes x der Term c (x)T C−1c (x) neu bestimmt werden. Dabei kann
der Aufwand durch eine Cholesky-Zerlegung von C reduziert werden. Sei dazu C = GGT mit ei-
ner unteren Dreiecksmatrix G ∈ Rk×k und sei weiterhin wc die Lo¨sung von Gwc = c (x). Dann gilt
c (x)T C−1c (x) = c (x)T
(
GGT
)−1
c (x) = c (x)T G−TG−1c (x) =
(
G−1c (x)
)T (
G−1c (x)
)
= wcTwc.
Da die Cholesky-Zerlegung nur einmal durchgefu¨hrt werden muss, ist bei einer intensiven Suche auf dem
Modell das Vorwa¨rtseinsetzen zum Lo¨sen von Gwc = c (x) der aufwa¨ndigste Teil der Berechnung. Der
quadratisch wachsende Aufwand fu¨r das Vorwa¨rtseinsetzen u¨bersteigt mit genu¨gend großen k den Auf-
wand fu¨r die teure Funktionsauswertung von f und damit ist die Verwendung von sˆ2 nur fu¨r wenige
Punkte sinnvoll.
Bemerkung 3.16. Fu¨r den Scha¨tzer der Unsicherheit sˆ2 aus Gleichung (3.8) gilt nach Konstruktion in
Lemma 3.9, dass sˆ2 (x) ≥ 0. Durch die endliche Genauigkeit der Zahlendarstellung im Rechner ist diese
Ungleichung aber nicht immer erfu¨llt. Da fu¨r spa¨tere Gleichungen auch sˆ (x) :=
√
sˆ2 (x) benutzt wird,
sollte der Fall sˆ2 (x) < 0 bei der Implementierung beachtet werden.
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3.3 Scha¨tzung der Modellparameter
Dieser Abschnitt bescha¨ftigt sich mit der Scha¨tzung der Parameter θ ∈ Rn+ und p ∈ [1, 2]n der Korrelati-
onsfunktion Corr in Gleichung (3.2). In der Literatur u¨ber Ersatzmodell-gestu¨tzte Optimierungsverfahren
wird die Maximum-Likelihood-Scha¨tzung fu¨r diese Parameter verwendet, vgl. [Sch97], [Sas02], [Kno06]
und [Sto¨07]. In [MS05] wird ein Vergleich zwischen dieser Parameterscha¨tzung und der Kreuzvalidierung
gegeben, bei dem die Maximum-Likelihood-Scha¨tzung robustere Ergebnisse liefert.
Unter der getroffenen Annahme, dass die zu approximierende Funktion f eine Realisierung yˆ eines Gauß-
schen Prozesses Y ist, folgt, dass jeder Vektor y =
(
y
(
x(1)
)
, . . . , y
(
x(k)
))T ∈ Rk k-dimensional normal-
verteilt ist. Die Dichte einer k-dimensionalen Normalverteilung mit Kovarianzmatrix σ2zC ist
d (y) =
1
(2pi)
k
2
√
det (σ2zC)
exp
(
− (y − µ1)T (σ2zC)−1 (y − µ1)
2
)
. (3.12)
Dabei sind µ und σ2z Parameter der Normalverteilung und die Korrelationsmatrix C besitzt weiterhin
die Parameter θ und p. Der Parameter σ2z ist definiert als σ
2
z = Var (Z (x)) = E
[
(Z (x)− E [Z (x)])2
]
=
E
[
(Z (x))2
]
≥ 0. Fu¨r die Maximum-Likelihood-Scha¨tzung nimmt man an, dass die beobachteten Funk-
tionswerte in y eine hohe Wahrscheinlichkeit haben. Dazu wird die Dichte mit festem y als Funktion der
Parameter betrachtet. Die Likelihood-Funktion ist also gegeben durch
L
(
µ, σ2z , θ,p
)
=
1
(2piσ2z)
k
2
√
det (Cθ,p)
exp
(
− (y − µ1)T C−1θ,p (y − µ1)
2σ2z
)
. (3.13)
Diese Funktion hat mit θ ∈ Rn+,p ∈ [1, 2]n und µ ∈ R, σ2z ∈ R+ insgesamt 2n + 2 Variablen. Bei
jeder Funktionsauswertung von (3.13) muss die Matrix Cθ,p ∈ Rk×k erstellt werden, um mit ihr ein
Gleichungssystem zu lo¨sen und ihre Determinante zu bestimmen. Ziel der Maximum-Likelihood-Methode
ist die Lo¨sung des Optimierungsproblems
max
µ∈R
σ2z∈R+
θ∈Rn+
p∈[1,2]n
L
(
µ, σ2z , θ,p
)
. (3.14)
Im Folgenden wird dieses Problem umgestellt, damit eine einfachere numerische Lo¨sung mo¨glich ist. Die
Beschra¨nkungen an σ2z ∈ R+, θ ∈ Rn+ und p ∈ [1, 2]n werden als Nebenbedingungen fu¨r das Optimie-
rungsproblem umformuliert zu −σ2z ≤ 0, −θi ≤ 0, pi − 2 ≤ 0 und −pi + 1 ≤ 0. Die Lagrange-Funktion
der Likelihood-Funktion ist definiert durch
L (µ, σ2z , θ,p, λσ2z , λθ, λp, λp) =L (µ, σ2z , θ,p)+ λσ2z (−σ2z)+ n∑
i=1
λθ,i (−θi)
+
n∑
i=1
λp,i (−pi + 1) +
n∑
i=1
λp,i (pi − 2) .
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Das KKT-System fu¨r die Likelihoodfunktion ist dann
∇µ,σ2z,θ,pL
(
µ, σ2z , θ,p, λσ2z , λθ, λp, λp
)
= 0 (3.15)
−σ2z ≤ 0
−θi ≤ 0, i = 1, . . . , n
−pi + 1 ≤ 0, i = 1, . . . , n
pi − 2 ≤ 0, i = 1, . . . , n
Komplementarita¨t, d.h. λjgj = 0 ∀j .
Dabei ist der Gradient der Lagrangefunktion ∇µ,σ2z,θ,pL =
(
∂
∂µL ∂∂σ2zL ∇θL ∇pL
)T
. Durch
Lo¨sen der ersten Zeile von Gleichung (3.15) kann eine Beziehung fu¨r µ gefunden werden, d.h.
0 =
∂
∂µ
L (µ, σ2z , θ,p, λσ2z , λθ, λp, λp)
=
∂
∂µ
L
(
µ, σ2z , θ,p
)
+ 0
=
exp
(
−(y−µ1)TC−1θ,p(y−µ1)
2σ2z
)
(2piσ2z)
k
2
√
det (Cθ,p)
(
1
2σ2z
(
−2 (y − µ1)T C−1θ,p (−1)
))
= 0⇔ µ1TC−1θ,p1 = yTC−1θ,p1 .
In der letzten Zeile wird benutzt, dass der erste Term in der vorletzten Zeile gro¨ßer null ist. Damit erha¨lt
man den Maximum-Likelihood-Scha¨tzer µˆ fu¨r µ, mit
µˆ =
1TC−1θ,py
1TC−1θ,p1
. (3.16)
Man sollte beachten, dass dieser Scha¨tzer fu¨r µ der gleiche ist wie in Formel (3.6). Weiterhin kann durch
das Lo¨sen der zweiten Zeile von ∇L = 0 in Gleichung (3.15) eine Beziehung fu¨r σ2z herleitet werden. Dazu
wird z := σ2z als vereinfachte Notation benutzt und es folgt
0 =
∂
∂z
L (µ, z, θ,p, λz, λθ, λp, λp)
=
∂
∂z
L (µ, z, θ,p) +
∂
∂z
(λz (−z)) + 0
=
(
∂
∂z
(2piz)−
k
2
) exp(−(y−µ1)TC−1θ,p(y−µ1)2z )√
det (Cθ,p)
+
exp
(
−(y−µ1)TC−1θ,p(y−µ1)
2z
)
(2piz)
k
2
√
det (Cθ,p)
(
−1
2
(y − µ1)T C−1θ,p (y − µ1)
)(
∂
∂z
z−1
)
− λz
=
exp (· · · )√
det (Cθ,p)
(
2pi
−k
2
(2piz)−
k
2−1 + (2piz)−
k
2
(
−1
2
(y − µ1)T C−1θ,p (y − µ1)
)(−z−2))− λz .
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Fu¨r z > 0 muss fu¨r die Komplementarita¨t λz = 0 gelten und damit folgt
0 = (2pi)−
k
2
(
−k
2
z−
k
2−1 + (z)−
k
2−2
(
1
2
(y − µ1)T C−1θ,p (y − µ1)
))
=
1
2
(2pi)−
k
2 z−
k
2−1
(
−k + z−1
(
(y − µ1)T C−1θ,p (y − µ1)
))
.
Die Lo¨sung dieser Gleichung ist der Maximum-Likelihood-Scha¨tzer σˆ2z fu¨r σ
2
z = z,
σˆ2z = k
−1 (y − µ1)T C−1θ,p (y − µ1) . (3.17)
Mit Einsetzen der Gleichungen (3.16) und (3.17) in Gleichung (3.13) wird die Maximierung von
L
(
µ, σ2z , θ,p
)
u¨ber 2n + 2 Variablen auf eine Maximierung von L˜ (θ,p) mit 2n Variablen umformuliert.
Dabei ist
L˜ (θ,p) =
exp
(
−(y−µˆ1)TC−1θ,p(y−µˆ1)
2k−1(y−µˆ1)TC−1θ,p(y−µˆ1)
)
(
2pik−1 (y − µˆ1)T C−1θ,p (y − µˆ1)
) k
2 √
det (Cθ,p)
=
exp
(−k
2
)
(
2pi
k
) k
2
(
(y − µˆ1)T C−1θ,p (y − µˆ1)
) k
2 √
det (Cθ,p)
=
(2pie
k
((
y − 1
TC−1y
1TC−11
1
)T
C−1
(
y − 1
TC−1y
1TC−11
1
)))k
det (C)
− 12
=
(2pie
k
(
yTC−1y − 21
TC−1y
1TC−11
yTC−11 +
(
1TC−1y
1TC−11
)2
1TC−11
))k
det (C)
− 12
=
(2pie
k
(
yTC−1y −
(
1TC−1y
)2
1TC−11
))k
det (C)
− 12 . (3.18)
Dabei stimmt die Lo¨sung von (3.14) mit der Lo¨sung von
max
θ∈Rn+
p∈[1,2]n
Lˆ (θ,p)
u¨berein. Fu¨r die Berechnung der Determinante und das Lo¨sen der Gleichungssysteme mit Cθ,p bietet sich
die Cholesky-Zerlegung an. Dafu¨r muss Cθ,p symmetrisch und positiv definit sein. Nach Lemma 3.2 ist die
Korrelationsmatrix symmetrisch und positiv semidefinit, also sind die Voraussetzungen mo¨glicherweise
nicht in jedem Fall erfu¨llt. Aber die Funktion L˜ (θ,p) ist fu¨r eine nicht positiv definite Korrelationsmatrix
Cθ,p nicht definiert. Sei G = [gij ]
k
i,j=1 ∈ Rk×k eine untere Dreiecksmatrix mit C = GGT , dann gilt fu¨r
die Determinante der Korrelationsmatrix
det (C) = det
(
GGT
)
= det (G) det
(
GT
)
= det (G)2 =
(
k∏
i=1
gii
)2
=
k∏
i=1
g2ii . (3.19)
Weiterhin kann man mit der Cholesky-Zerlegung und dem Vorwa¨rtseinsetzen fu¨r die untere Dreiecks-
matrix G elegant die Inversion der Korrelationsmatrix umgehen. Dazu nutzt man den Zusammenhang
(C)−1 =
(
GGT
)−1 = G−TG−1. Mit den Lo¨sungen wy,w1 ∈ Rk fu¨r die Gleichungssysteme Gwy = y
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und Gw1 = 1 la¨sst sich (3.18) schreiben als
L˜ (θ,p) =
(2pie
k
(
wyTwy −
(
w1Twy
)2
w1Tw1
))k k∏
i=1
g2ii
− 12 . (3.20)
Die Stabilita¨t der Berechnung der Gleichung (3.20) kann durch den U¨bergang zur logarithmierten
Likelihood-Funktion weiter verbessert werden, vgl. [Sto¨07]. Dadurch wird das Produkt, u¨ber die ha¨u-
fig sehr kleinen Diagonalelemente der Matrix G, in eine Summe u¨ber die Logarithmen umgewandelt. Die
Log-Likelihood-Funktion ist dann
Lˆ (θ,p) : = ln L˜ (θ,p) = ln

(2pie
k
(
wyTwy −
(
w1Twy
)2
w1Tw1
))k k∏
i=1
g2ii
− 12

= −1
2
[
k ln
(
2pie
k
(
wyTwy −
(
w1Twy
)2
w1Tw1
))
+ ln
(
k∏
i=1
g2ii
)]
= −k
2
ln
(
2pie
k
)
− k
2
ln
(
wyTwy −
(
w1Twy
)2
w1Tw1
)
−
k∑
i=1
ln (gii) . (3.21)
Um die besten Parameter θ,p nach der Maximum-Likelihood-Methode zu bestimmen, muss das Problem
max
θ∈Rn+
p∈[1,2]n
Lˆ (θ,p) (3.22)
gelo¨st werden. Mit den vorgestellten Umformulierungen ist die Parameterscha¨tzung fu¨r wenige Punkte gut
durchfu¨hrbar. Im Laufe der Optimierung steigt die Anzahl k der verfu¨gbaren Punkte x(1), . . . ,x(k). Da
der Aufwand der Cholesky-Zerlegung wie 13k
3 steigt, ist die Parameterscha¨tzung fu¨r alle Punkte relativ
teuer. Eine Aktualisierung der Cholesky-Zerlegung Gθ,p von einer Korrelationsmatrix Cθ,p zu Gθ˜,p˜ ist
dabei nicht mo¨glich, da beispielsweise eine A¨nderung von einem θi alle Eintra¨ge von Cθ,p vera¨ndert. In
der Literatur zu Ersatzmodell-gestu¨tzten Optimierungsverfahren mit Kriging-Approximation wird die Be-
schra¨nkung der Anzahl benutzter Punkte vorgeschlagen, vgl. [Kno06] und [Sto¨07]. Man legt ein k0 ∈ N fest
und fu¨r k > k0 wird in beiden Quellen vorgeschlagen, die k0 Punkte wie folgt aufzuteilen: Zu einer Ha¨lfte,
d.h.
⌊
k0
2
⌋
, werden die Punkte mit den besten Funktionswerten verwendet, und die andere Ha¨lfte wird
zufa¨llig aus den restlichen Punkten ausgewa¨hlt. Die numerische Lo¨sung des Optimierungsproblems (3.22)
wird in der Literatur mit verschiedenen Verfahren vollzogen. In [Kno06] wird der Simplex-Algorithmus
nach Nelder und Mead, vgl. [PTV92], fu¨r die Lo¨sung benutzt. Und in [Sto¨07] wird ein probabilistischer
genetischer Algorithmus fu¨r die Maximum-Likelihood-Methode verwendet. Fu¨r die Implementierung wird
das von Sto¨cker benutzte Verfahren PGA bzw. MrBOA, vgl. [Sto¨07], zur Maximierung verwendet.
3.4 Andere Entwicklungen
Dieser Abschnitt gibt einen kurzen U¨berblick u¨ber andere Anwendungen und Verallgemeinerungen des
Kriging-Approximationsmodells.
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Benutzen von Gradienteninformationen
In [LSBK04] wurde eine Mo¨glichkeit vorgestellt, wie man Gradienteninformationen in das Kriging-Modell
einfu¨gt. Durch dieses Vorgehen wurde die Qualita¨t der Approximation wesentlich verbessert und dadurch
wurde auch die Optimierung weiter beschleunigt. Als Voraussetzung mu¨ssen die Gradienten der Ziel-
funktion sehr gu¨nstig geliefert werden, dies kann beispielsweise bei der FEM und in der numerisches
Stro¨mungssimulation vorkommen. Ein Nachteil dieses Verfahrens ist die Vergro¨ßerung der Korrelations-
matrix von k × k-Eintra¨gen auf ((n+ 1) k) × ((n+ 1) k)-Eintra¨ge, wodurch das Verfahren auf wenige
Punkte und wenige Variablen beschra¨nkt wird.
Nicht-Interpolierender Kriging
Fu¨r die Benutzung des Kriging-Verfahren fu¨r fehlerbehaftete Funktionen wurde in [Sas02] eine Erweite-
rung des Krigings angegeben, bei dem der Scha¨tzer nicht-interpolierend wirkt.
Kriging-Modelle fu¨r verschiedene Genauigkeiten
Fu¨r den Fall, dass man fu¨r die zu approximierende Funktion f mehrere Simulationsmodelle hat, wird
in [HANM06] eine interessante Methode dargestellt. Die numerischen Simulationen sollten sich dabei in
Genauigkeit und Berechnungsaufwand unterscheiden. Ziel des Verfahrens ist es, die genauen und teuren
Funktionsauswertungen fu¨r die globale Suche durch die ungenaueren und schnelleren Funktionsauswer-
tungen zu ersetzen. Erreicht wird das durch Benutzen und Verknu¨pfen der verschiedenen Kriging-Modelle
zu den verschiedenen Simulationsmodellen.
3.5 Zusammenfassung
In diesem Kapitel wurde die Theorie des Kriging-Approximationsverfahren vorgestellt. Durch die
Maximum-Likelihood-Scha¨tzung im Abschnitt 3.3 wird dabei der Einfluss der Variablen xi auf den Ver-
lauf der Funktion f gescha¨tzt. Mit den Scha¨tzern yˆ und sˆ ko¨nnen dann stochastische Aussagen u¨ber den
Funktionswert f (x) an einem noch nicht ausgewerteten Punkt x getroffen werden. Die beiden Scha¨tzer
werden im na¨chsten Kapitel fu¨r eine globale Suche verwendet.
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4 Ersatzmodell-gestu¨tzte Optimierungsverfahren
In diesem Kapitel werden Ersatzmodell-gestu¨tzte Optimierungsverfahren vorgestellt. Zu Beginn wird der
prinzipielle Aufbau dieser Verfahren beschrieben. Der zweite Abschnitt bescha¨ftigt sich mit der Suche auf
dem Ersatzmodell. Im dritten Teil werden verschiedene Methoden vorgestellt, mehrere viel versprechen-
de Punkte zu erhalten. Die Verallgemeinerung auf mehrkriterielle Probleme wird im vierten Abschnitt
behandelt und anschließend werden die implementierten Kombinationen beschrieben.
4.1 Verwendung eines Ersatzmodells zur Optimierung
Bei einem Optimierungsverfahren versucht man im Allgemeinen, die Informationen, die zur Verfu¨gung ste-
hen, dazu zu nutzen, einen Punkt mit einem besseren Funktionswert zu finden. Im Fall eines Ersatzmodell-
gestu¨tzten Verfahrens werden alle Informationen im Ersatzmodell gesammelt. Bei der Suche nach dem
globalen Optimum wird dann ein so genanntes Auffu¨llungskriterium auf das Modell angewendet. Dieses
Kriterium zeigt an, wo sich der gesuchte Punkt mit großer Wahrscheinlichkeit befindet. Wenn der Punkt
gefunden wurde, wird die teure Zielfunktion an dieser Stelle ausgewertet. Anschließend wird der Punkt
mit seinem Funktionswert in das Ersatzmodell aufgenommen. Diese grundsa¨tzlichen Schritte sind im
Algorithmus 4.1 dargestellt.
Algorithmus 4.1 Grundlegender Ablauf eines Ersatzmodell-gestu¨tzten Optimierungsverfahrens
Initialisierung: k Punkte wa¨hlen und Funktionsauswertung durchfu¨hren
while Abbruchkriterium nicht erfu¨llt do
Ersatzmodell an die Daten anpassen
Den na¨chsten Punkt mit Hilfe des Ersatzmodells suchen
Funktionsauswertung beim neuen Punkt durchfu¨hren
Punkt und Funktionswert in die Daten aufnehmen
end while
Fu¨r eine konkrete Implementierung mu¨ssen noch Entscheidungen u¨ber die einzelnen Schritte getroffen
werden. Die Initialisierung bestimmt die Gu¨te des ersten Ersatzmodells. Mit vielen gut verteilten Punk-
ten bei der Initialisierung erha¨lt man einen guten Einblick in den Verlauf der Funktion und reduziert
das Risiko das globale Optimum wa¨hrend der gesamten Optimierung zu u¨bersehen. Andererseits ist die
Auswertung vieler Punkte sehr teuer, und bei einer Funktion mit einer einfachen Struktur sind mehr
als beispielsweise zehn Punkte zur Initialisierung eine Verschwendung von Rechenzeit. Es besteht also
ein Konflikt, der mit den wenigen Informationen bei Black-Box-Problemen nicht vollsta¨ndig gelo¨st wer-
den kann. Die Latin-Hypercubes-Methode hat sich fu¨r die Initialisierung eines Ersatzmodells dabei aber
als sehr zuverla¨ssig und robust herausgestellt. Beispielsweise wird in den Arbeiten [JoSch98], [SLK04],
[Sas02], [Kno06] und [Sto¨07] diese Art der Initialisierung benutzt. Eine Implementierung dieser Methode
ist in [PTV92] zu finden. Fu¨r die Entscheidung, wie viele Punkte fu¨r die Initialisierung verwendet werden
sollen, wird in [SLK05] eine ausfu¨hrliche Analyse durchgefu¨hrt. Dabei wird ein Anteil von 35% der gesam-
ten Funktionsauswertungen fu¨r die Latin-Hypercubes-Methode vorgeschlagen. Dagegen wird in [Kno06]
eine Initialisierung mit 11n − 1 Punkten vorgeschlagen, wobei n die Anzahl der Variablen ist. Fu¨r die
Tests in dieser Arbeit werden 11n− 1 Punkte fu¨r die Initialisierung verwendet.
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Bei der Wahl des Ersatzmodells muss beachtet werden, dass das Ziel eine Optimierung mit besonders
wenigen Funktionsauswertungen ist. Weiterhin stehen keine kostengu¨nstigen Gradienteninformationen zur
Verfu¨gung und somit sollte das Ersatzmodell solche Informationen nicht voraussetzen, da eine numerische
Bildung der Gradienten viele Funktionsauswertungen erfordert. Fu¨r die numerischen Simulationen steht
auch nicht der Quellcode zur Verfu¨gung, sodass eine Anwendung der Automatischen Differentiation nicht
mo¨glich ist.
Auf dem Modell sollte eine intensive globale Suche mo¨glich sein und zusa¨tzlich sollte das Modell alle
bisher ausgewerteten Punkte mit nutzen ko¨nnen, ohne dass diese Punkte einer festen Struktur wie einem
Teilfaktorplan (engl. fractional factorial design) angeho¨ren mu¨ssen. Alle diese Eigenschaften werden von
der Kriging-Approximation, die in Kapitel 3 vorgestellt wurde, erfu¨llt. Fu¨r die Implementationen in
dieser Arbeit wird das Kriging-Ersatzmodell benutzt. Dieses Modell wird auch in den Arbeiten [JoSch98],
[Sas02], [Kno06] und [Sto¨07] verwendet.
Die Anpassung des Kriging-Ersatzmodells an die Daten wird mit der in Abschnitt 3.3 vorgestellten
Maximum-Likelihood-Methode realisiert.
Fu¨r die Wahl des Abbruchkriteriums gibt es nach Kenntnis des Autors nur zwei Mo¨glichkeiten. Ein
einfaches Abbruchkriterium ist die Nutzung der gesamten Zeit bzw. der Funktionsauswertungen fu¨r die
Optimierung, d.h. falls nur 50 Stunden fu¨r die Optimierung zur Verfu¨gung stehen und eine Funktions-
auswertung ca. eine Stunde dauert, ist die Abbruchbedingung, dass ho¨chstens 50 Funktionsauswertungen
benutzt werden. Dabei ist zur Vereinfachung vorausgesetzt, dass keine Parallelisierung mo¨glich ist. Somit
ist es gut planbar, wann die Optimierung beendet ist, und die Optimierung nutzt alle Zeit, die zur Verfu¨-
gung steht. Eine zweite Mo¨glichkeit eines Abbruchkriteriums wurde in [JoSch98] vorgestellt. Dabei wird
die beste erwartete Verbesserung, die im na¨chsten Abschnitt vorgestellt wird, gesucht. Falls die zu er-
wartende Verbesserung kleiner ist als 1% des besten Funktionswertes wird der Algorithmus abgebrochen.
Durch die Scha¨tzung der Parameter des Modells wird die erwartete Verbesserung teilweise unterscha¨tzt,
was zu einem verfru¨hten Abbruch der Optimierung fu¨hrt. Als Abbruchkriterium fu¨r die Implementationen
zu dieser Arbeit wird somit die Beschra¨nkung der Funktionsauswertungen gewa¨hlt.
Die beiden na¨chsten Abschnitte bescha¨ftigen sich mit dem wichtigen Schritt der Suche auf dem Kriging-
Ersatzmodell und mit der Frage wie man mehrere Punkte bei dieser Suche erhalten kann.
4.2 Auffu¨llungskriterien
Dieser Abschnitt behandelt die Suche nach dem na¨chsten Punkt auf dem Kriging-Ersatzmodell. Globale
Optimierungsprobleme zeichnen sich durch viele lokale Minima aus, die vom globalen Minimum ablen-
ken. Ein Problem dabei ist, dass man wa¨hrend der Optimierung nicht weiß, ob schon ein Punkt in der
Na¨he des globalen Minimums gefunden wurde. Eine Aufgabe eines globalen Optimierungsverfahrens ist
also die lokale Verbesserung des besten gefundenen Punktes, die so genannte lokale Suche. Eine zweite
Aufgabe besteht darin, das globale Optimum in Gebieten, in denen noch nicht gesucht wurde, aufzu-
spu¨ren. Das nennt man die globale Suche. Dabei stehen die lokale und die globale Suche im Konflikt
zueinander. Durch die begrenzte Anzahl an Funktionsauswertungen bei teuren Black-Box-Problemen
wird dieser Konflikt weiter versta¨rkt. In diesem Fall wird das Ziel, das globale Minimum exakt zu finden,
abgeschwa¨cht, und man sucht global nach einem Punkt mit mo¨glichst gutem Funktionswert. Bei den
Kriging-Ersatzmodell-gestu¨tzten Optimierungsverfahren, kurz Kriging-Optimierungsverfahren, wird die
lokale und globale Suche mit den Auffu¨llungskriterien (engl. infill sampling criteria) durchgefu¨hrt. Ein
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einfaches Beispiel fu¨r ein Auffu¨llungskriterium ist
min
x∈B∩D
yˆ (x) . (4.1)
Dabei ist yˆ der Scha¨tzer aus Satz 3.11 und B sind die Nebenbedingungen des originalen Problems, die bei
diesem Unterproblem mit beachtet werden. Mit D wird der Definitionsbereich der teuren Zielfunktion f
bezeichnet. Die beiden Mengen B und D stehen dabei aber nicht oder nicht vollsta¨ndig zur Verfu¨gung.
Man sucht also das globale Minimum des Modells. Dieses Auffu¨llungskriterium wirkt aber sehr lokal, da
das globale Minimum des Modells sich meistens neben dem besten schon gefundenen Punkt befindet. In
[Sas02] werden insgesamt neun verschiedene Auffu¨llungskriterien betrachtet und verglichen. Um besser
mit den Auffu¨llungskriterien arbeiten zu ko¨nnen, braucht man eine formale Definition. Dazu beno¨tigt
man zuerst die Definition eines Ersatzmodells.
Definition 4.1. Ein Ersatzmodell M ist ein 5-Tupel der Form
Mk,l =
((
x(i)
)k
i=1
;
(
y(i)
)k
i=1
;
(
x(i)
)k+l
i=k+1
; Corr;σ2z
)
. (4.2)
Dabei sind
• (x(i))k
i=1
Punkte mit bekannten Funktionswerten
(
y(i)
)k
i=1
,
• (x(i))k+l
i=k+1
schon gewa¨hlte Punkte ohne Funktionswert,
• Corr die Korrelationsfunktion, vgl. Gleichung (3.2), und
• σ2z die Prozessvarianz.
Damit ko¨nnen die Korrelationsmatrix C =
[
Corr
(
x(i),x(j)
)]k,k
i,j=1
und der Korrelationsvektor c =[
Corr
(
x,x(i)
)]k
i=1
erstellt werden, und somit stehen die beiden Scha¨tzer yˆ und sˆ aus Satz 3.11 und
3.12 zur Verfu¨gung.
Das Ersatzmodell ist nicht ausdru¨cklich abha¨ngig von der Funktion f die damit approximiert werden soll.
Nur die Werte y(1), . . . , y(k) sind direkt abha¨ngig von der Funktion. Eine zweite Funktion fˆ , die in genau
diesen Werten und den zugeho¨rigen Punkten mit f u¨bereinstimmt, hat somit das gleiche Ersatzmodell,
vorausgesetzt, dass die anderen Parameter gleich sind.
Definition 4.2. Ein Auffu¨llungskriterium AKnP fu¨r nP Punkte ist eine Abbildung, die einem Ersatz-
modell Mk,l nP Punkte, x
(k+l+1), . . . ,x(k+l+nP ), zuweist.
Die Definition eines Auffu¨llungskriteriums ist bewusst sehr allgemein gehalten. Im Rest der Arbeit sind alle
Auffu¨llungskriterien fu¨r einen Punkt als Optimierungsprobleme aufgestellt. Fu¨r mehrere Punkte werden
dagegen spezielle Algorithmen angegeben, um die, in der Definition genannte Abbildung, zu realisieren.
Im weiteren Verlauf dieses Abschnittes werden Ersatzmodelle Mk,0 betrachtet und das Auffu¨llungskri-
terium AK1EI fu¨r einen Punkt, das als erwartete Verbesserung bekannt ist, vorgestellt und anschließend
werden zwei bekannte Verallgemeinerungen hergeleitet.
4.2.1 Erwartete Verbesserung
Die erwartete Verbesserung ist wahrscheinlich das meist genutzte Auffu¨llungskriterium, vgl. [Sch97],
[JoSch98], [Sas02], [Kno06] und [Sto¨07]. Seien x(1), . . . ,x(k) Punkte mit Funktionswerten y(i) =
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f
(
x(i)
)
, i = 1, . . . , k. Dann ist der beste bekannte Funktionswert im k-ten Schritt fkmin =
min
{
y(1), . . . , y(k)
}
. Fu¨r einen neuen Punkt x(k+1) mit Funktionswert y(k+1) = f
(
x(k+1)
)
gilt dann
fk+1min = min
{
y(1), . . . , y(k), y(k+1)
}
= min
{
fkmin, y
(k+1)
}
≤ fkmin , d.h.
durch die Nutzung aller Punkte kann ein neuer Punkt den besten Funktionswert nicht verschlechtern.
Damit kann man zusammen mit dem stochastischen Prozess Y (x) aus Kapitel 3 die Verbesserung defi-
nieren.
Definition 4.3. Die Verbesserung I (engl. improvement) an einem Punkt x ist die durch
I (x) = max
{
fkmin − Y (x) , 0
}
(4.3)
definierte Zufallsgro¨ße.
Das Ziel ist, ein x zu finden, das mit einer hohen Wahrscheinlichkeit eine große Verbesserung bietet.
Um eine hohe Wahrscheinlichkeit zu erreichen, benutzt man den Erwartungswert von I (x). Im folgenden
Satz wird eine explizite Darstellung des Erwartungswertes von I (x) angegeben. Diese Darstellung ermo¨g-
licht eine schnelle Auswertung an einer beliebigen Stelle x und ist somit einer aufwa¨ndigen numerischen
Integration des Erwartungswertes vorzuziehen.
Satz 4.4. Fu¨r den Erwartungswert der Verbesserung gilt
EI (x) := E [I (x)] =
(
fkmin − yˆ (x)
)
Φ
(
fkmin − yˆ (x)
sˆ (x)
)
+ sˆ (x)φ
(
fkmin − yˆ (x)
sˆ (x)
)
. (4.4)
Dabei ist Φ die Verteilungsfunktion und φ die Dichte der Standardnormalverteilung, yˆ (x) ist der Scha¨tzer
aus Satz 3.11 und sˆ (x) :=
√
sˆ (x)2 der Scha¨tzer aus Satz 3.12. Den Erwartungswert der Verbesserung
nennt man auch erwartete Verbesserung (engl. expected improvement).
Bemerkung 4.5. Die erwartete Verbesserung setzt sich aus zwei Termen zusammen. Der ers-
te Term,
(
fkmin − yˆ (x)
)
Φ
(
fkmin−yˆ(x)
sˆ(x)
)
, besteht aus der Verbesserung mit dem gescha¨tzten Wert,(
fkmin − yˆ (x)
)
, multipliziert mit der Wahrscheinlichkeit, dass Y (x) kleiner ist als fkmin. Der zweite Term,
sˆ (x)φ
(
fkmin−yˆ(x)
sˆ(x)
)
, ist immer dann groß, wenn die Unsicherheit sˆ (x) groß ist und yˆ (x) nicht zu sehr von
fkmin abweicht. Damit ist die erwartete Verbesserung in Gebieten, in denen es sehr unwahrscheinlich ist,
dass ein besserer Funktionswert existiert, anna¨hernd Null. Es ist zu beachten, dass der erste Term auch
negative Werte annehmen kann. Fu¨r die erwartete Verbesserung im Gesamten gilt aber
EI (x) = E [I (x)]︸ ︷︷ ︸
≥0
≥ 0 .
Beweis von Satz 4.4. Es ist zu zeigen
E [I (x)] :=
+∞∫
−∞
I (x, ω)φI (ω) dω =
(
fkmin − yˆ (x)
)
Φ
(
fkmin − yˆ (x)
sˆ (x)
)
+ sˆ (x)φ
(
fkmin − yˆ (x)
sˆ (x)
)
.
Fu¨r sˆ (x) = 0 gilt E
[
max
{
fkmin − Y (x) , 0
}]
= E
[
max
{
fkmin − yˆ (x) , 0
}]
= max
{
fkmin − yˆ (x) , 0
}
.
Weiterhin folgt mit yˆ (x) < fkmin, dass lims→0 Φ
(
fkmin−yˆ(x)
s
)
= 1. Fu¨r yˆ (x) > fkmin folgt
lims→0 Φ
(
fkmin−yˆ(x)
s
)
= 0. Damit folgt die Behauptung fu¨r sˆ (x) = 0. Sei nun sˆ (x) 6= 0. Mit den
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Substitutionen u (x) = f
k
min−yˆ(x)
sˆ(x) und v (x) =
Y (x)−yˆ(x)
sˆ(x) kann
I (x) := max
{
fkmin − Y (x) , 0
}
=
fkmin − Y (x) , Y (x) < fkmin0 , sonst
dargestellt werden als
I (x) =
sˆ (x) (u (x)− v (x)) , v (x) < u (x)0 , sonst .
Dabei ist u (x) fu¨r festes x konstant und v (x) ist fu¨r festes x eine standardnormalverteilte Zufallsgro¨ße,
v ∼ N (0, 1). Mit den Abku¨rzungen u = u (x), v = v (x) und sˆ = sˆ (x) folgt damit fu¨r den Erwartungswert
E [I (x)] =
u∫
−∞
sˆ (u− v)φ (v) dv = sˆu
u∫
−∞
φ (v) dv + sˆ
u∫
−∞
−vφ (v) dv .
Fu¨r die Dichte φ gilt ∂∂vφ (v) =
∂
∂v exp
(
−v2
2
)
= exp
(
−v2
2
)
−2v
2 = −vφ (v) und
u∫
−∞
φ (v) dv = Φ (u). Mit
dem Hauptsatz der Differential- und Integralrechnung folgt
E [I (x)] = sˆuΦ (u) + sˆ
(
φ (u)− lim
v˜→−∞
φ (v˜)
)
= sˆuΦ (u) + sˆφ (u) .
Durch Einsetzen von u und v folgt die Behauptung.
Der Punkt mit dem gro¨ßten EI (x) ist der beste Tipp, wo eine Verbesserung des besten bekannten Funkti-
onswertes erreicht werden kann. Mit der expliziten Darstellung von EI (x) kann eine globale Optimierung
u¨ber das gesamte Krigingmodell relativ schnell durchgefu¨hrt werden. Die na¨chste Definition fasst dieses
Vorgehen in der Notation eines Auffu¨llungskriteriums zusammen. Diese Notation wird fu¨r die Verallge-
meinerungen im na¨chsten Abschnitt beno¨tigt.
Definition 4.6. Das Auffu¨llungskriterium AK1EI zur Erwarteten Verbesserung ist definiert als
AK1EI
(
Mk,0
)
= arg max
x∈B∩D
EI (x) . (4.5)
Dabei ist B die zula¨ssige Menge des originalen Problems und D ist der Definitionsbereich von f , voraus-
gesetzt, dass diese Mengen zur Verfu¨gung stehen. Dabei wird angenommen, dass maxx∈B∩D EI (x) eine
eindeutige Lo¨sung hat, sonst wird eine Lo¨sung ausgewa¨hlt.
Bemerkung 4.7.
• Die erwartete Verbesserung sucht lokal und global nach Punkten, die mit einer hoher Wahrschein-
lichkeit einen besseren Funktionswert haben. Dabei passiert es oft, dass zu Beginn der Optimierung
mehrere Punkte in die Na¨he des ersten gefundenen lokalen Minimums gelegt werden. Das liegt an
der Unterscha¨tzung von sˆ, die in Bemerkung 3.13 erwa¨hnt wurde. Die Suche ist in diesem Fall also
zu lokal und man versucht, durch Einfu¨hren von Parametern die Suche globaler zu gestalten.
• Fu¨r die erwartete Verbesserung ko¨nnen die Gradienten explizit angegeben werden, aber die Funk-
tion hat viele lokale Extrema und ist in anderen Bereichen extrem flach. Die Optimierung dieses
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Abbildung 4.1: Einfaches Beispiel fu¨r den Fortschritt bei der Optimierung mit der erwarteten Verbesse-
rung. Die unbekannte Zielfunktion ist in blau dargestellt. Die bekannten Funktionswerte
werden mit roten Sternen gekennzeichnet. Der Scha¨tzer des Mittelwerts wird von der
gru¨nen Linie repra¨sentiert und ist von der Unsicherheit, die als graue Fla¨che dargestellt
ist, umgeben. Die erwartete Verbesserung ist mit einer roten Linie dargestellt und ihr
maximaler Wert ist u¨ber der Zeichnung abgebildet.
Unterproblems ist somit wieder eine globale Optimierungsaufgabe. Im Unterschied zum originalen
Problem sind Funktionsauswertungen aber wesentlich gu¨nstiger.
• Unter gewissen Voraussetzungen kann gezeigt werden, dass die Folge x(k), die von AK1EI
(
Mk,0
)
produziert wird, in einem kompakten Suchraum dicht liegt, vgl. [VB08]. Damit wird jeder Punkt
x im Suchraum beliebig gut angena¨hert und insbesondere kann dadurch das Auffu¨llungskriterium
AK1EI als ein Art exaktes Lo¨sungsverfahren fu¨r globale Optimierung betrachtet werden. Dazu sind
aber unendlich viele Funktionsauswertungen no¨tig.
• In Abbildung 4.1 wird ein einfaches Beispiel gegeben, wie ein Kriging-Optimierungsverfahren mit
Hilfe der erwarteten Verbesserung ein globales Minimierungsproblem lo¨st. Dabei wird eine Funktion
f : R1 → R betrachtet und fu¨r die Initialisierung an sechs Stellen ausgewertet. Es ist deutlich zu
sehen, wie schnell die erwartete Verbesserung das globale Optimum findet.
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4.2.2 Verallgemeinerte Erwartete Verbesserung
Eine Mo¨glichkeit, die erwartete Verbesserung zu einer globaleren Suche zu bringen, wurde in [SWJ98]
vorgestellt und wird im Folgenden behandelt. Dazu wird ein Parameter g ∈ N0 eingefu¨hrt, mit dem die
Verbesserung potenziert wird.
Definition 4.8. Die verallgemeinerte Verbesserung Ig (engl. generalized improvement), fu¨r g ∈ N0, an
einem Punkt x ist eine Zufallsgro¨ße, die definiert ist als
Ig (x) =
[
max
{
fkmin − Y (x) , 0
}]g
.
Durch die Wahl eines großen g werden kleine Verbesserungen geringer und große Verbesserungen ho¨her
bewertet. Auch in diesem komplizierteren Fall kann man den Erwartungswert explizit angeben, wodurch
eine Optimierung bezu¨glich x wesentlich vereinfacht wird.
Satz 4.9. Der Erwartungswert der verallgemeinerten Verbesserung lautet
GEI (x) : = E [Ig (x)]
= sˆg
g∑
i=0
(−1)i
(
g
i
)
ug−iTi . (4.6)
Wobei die Ti durch die Rekursion Ti = −ui−1φ (u) + (i− 1)Ti−2 mit den Startwerten T0 = Φ (u) und
T1 = −φ (u) gegeben sind. Dabei ist u = u (x) = f
k
min−yˆ(x)
sˆ(x) und sˆ (x) :=
√
sˆ (x)2. Den Erwartungswert
der verallgemeinerten Verbesserung nennt man auch die verallgemeinerte erwartete Verbesserung (engl.
generalized expected improvement).
Bemerkung 4.10.
• Die erwartete verallgemeinerten Verbesserung sucht fu¨r große g globaler und mit einem g = 0
lokaler.
• Fu¨r große g sorgt der Term sˆg dafu¨r, dass in der Na¨he von x = x(j), j = 1, . . . , k nur sehr kleine
Werte des GEI auftreten. Das folgt aus sˆ
(
x(j)
)
= 0 und der Stetigkeit von sˆ.
• Der folgende Beweis ist sehr a¨hnlich zum Beweis von Satz 4.4 und muss nur um wenige Punkte
erga¨nzt werden.
Beweis von Satz 4.9. Mit sˆ = sˆ (x) 6= 0 und den Substitutionen u := u (x) = fkmin−yˆ(x)sˆ(x) und v := v (x) =
Y (x)−yˆ(x)
sˆ(x) aus dem Beweis von Satz 4.4 kann
Ig (x) :=
[
max
{
fkmin − Y (x) , 0
}]g
=

(
fkmin − Y (x)
)g
, Y (x) < fkmin
0 , sonst
dargestellt werden als
Ig (x) =
(sˆ (x) (u (x)− v (x)))
g
, v (x) < u (x)
0 , sonst
.
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Mit Bildung des Erwartungswertes und dem Binomialsatz folgt
E [Ig (x)] =
u∫
−∞
sˆg (u− v)g φ (v) dv = sˆg
u∫
−∞
g∑
i=0
(−1)i
(
g
i
)
ug−iviφ (v) dv
= sˆg
 g∑
i=0
(−1)i
(
g
i
)
ug−i
u∫
−∞
viφ (v) dv
 . (4.7)
Es bleibt zu zeigen, dass fu¨r Ti :=
u∫
−∞
viφ (v) dv die angegebene Rekursionsformel gilt. Mit der Aufteilung
viφ (v) = − (vi−1) (−vφ (v)) = − (vi−1) ( ∂∂vφ (v)) und partieller Integration folgt
Ti = −
u∫
−∞
(
vi−1
)( ∂
∂v
φ (v)
)
dv = − [vi−1φ (v)]u−∞ + (i− 1)
u∫
−∞
vi−2φ (v) dv
= −ui−1φ (u) + (i− 1)Ti−2 .
Fu¨r T0 gilt T0 =
u∫
−∞
v0φ (v) dv = Φ (u) und fu¨r T1 gilt T1 = −
u∫
−∞
−v1φ (v) dv = −φ (u).
Es bleibt zu zeigen, dass Gleichung 4.6 auch fu¨r sˆ = 0 gilt. Fu¨r den Erwartungswert gilt, mit Y (x) ∼
N (yˆ (x) , sˆ2 (x)) = N (yˆ (x) , 0),
E
[[
max
{
fkmin − Y (x) , 0
}]g]
= E
[[
max
{
fkmin − yˆ (x) , 0
}]g]
=
[
max
{
fkmin − yˆ (x) , 0
}]g
.
Die rechte Seite von Gleichung 4.6 ist a¨quivalent zur Darstellung ohne die Rekursion in Gleichung 4.7.
Diese kann wie folgt umgestellt werden:
sˆg
 g∑
i=0
(−1)i
(
g
i
)
ug−i
u∫
−∞
viφ (v) dv
 = g∑
i=0
(−1)i
(
g
i
)
sˆg−i
(
fkmin − yˆ
sˆ
)g−i
sˆi
u∫
−∞
viφ (v) dv
=
g∑
i=0
(−1)i
(
g
i
)(
fkmin − yˆ
)g−i
sˆi
u∫
−∞
viφ (v) dv .
Sei nun yˆ < fkmin, dann gilt limsˆ→0 u =∞. Die Integrale
∞∫
−∞
viφ (v) dv sind die Momente der Normalver-
teilung und es gilt
∣∣∣∣∣ ∞∫−∞ viφ (v) dv
∣∣∣∣∣ <∞. Damit folgt
lim
sˆ→0
g∑
i=0
(−1)i
(
g
i
)(
fkmin − yˆ
)g−i
sˆi
u∫
−∞
viφ (v) dv = (−1)0
(
g
0
)(
fkmin − yˆ
)g−0
sˆ0
∞∫
−∞
v0φ (v) dv
=
(
fkmin − yˆ
)g
.
Fu¨r yˆ > fkmin gilt limsˆ→0 u = −∞ und damit konvergieren alle Integrale gegen Null. Es bleibt die
Behauptung fu¨r yˆ = fkmin zu zeigen. Da die Momente der Normalverteilung auch absolut integrierbar
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sind, gilt die folgende Abscha¨tzung fu¨r alle u ∈ R
u∫
−∞
viφ (v) dv ≤
u∫
−∞
∣∣viφ (v)∣∣ dv ≤ ∞∫
−∞
∣∣viφ (v)∣∣ dv <∞ .
Und damit folgt
lim
sˆ→0
g∑
i=0
(−1)i
(
g
i
)(
fkmin − yˆ
)g−i
sˆi
u∫
−∞
viφ (v) dv =
(
fkmin − yˆ
)g
sˆ0 = 0g .
Mit Gleichung 4.6 ko¨nnen fu¨r kleine g auch Formeln ohne Benutzung der Rekursion und der Binomial-
koeffizienten hergeleitet werden.
Folgerung 4.11. Fu¨r g = 0, 1, 2, 3, 4, 5 ist das GEI gegeben durch
E
[
I0 (x)
]
= Φ (u)
E
[
I1 (x)
]
= sˆ (uΦ (u) + φ (u))
E
[
I2 (x)
]
= sˆ2 ((uΦ (u) + φ (u))u+ Φ (u))
E
[
I3 (x)
]
= sˆ3 (((uΦ (u) + φ (u))u+ 3Φ (u))u+ 2φ (u))
E
[
I4 (x)
]
= sˆ4 ((((uΦ (u) + φ (u))u+ 6Φ (u))u+ 5φ (u))u+ 3Φ (u))
E
[
I5 (x)
]
= sˆ5 (((((uΦ (u) + φ (u))u+ 10Φ (u))u+ 9φ (u))u+ 15Φ (u)) + 9φ (u)) .
Dabei ist u = u (x) = f
k
min−yˆ(x)
sˆ(x) und sˆ = sˆ (x).
Die verallgemeinerte erwartete Verbesserung ist in Abbildung 4.2 fu¨r verschiedene Parameter abgebildet.
Abbildung 4.2: Die verallgemeinerte erwartete Verbesserung fu¨r verschiedene Parameter bei der Anwen-
dung auf eine einfache Testfunktion. Die Kurven sind skaliert dargestellt. Ohne Skalierung
ergeben sich die folgenden Maximalwerte: maxE
[
I0 (x)
]
= 1, maxE
[
I1 (x)
]
= 36, 7292,
maxE
[
I2 (x)
]
= 1, 3716e + 003, maxE
[
I3 (x)
]
= 5, 2045e + 004, maxE
[
I4 (x)
]
=
2, 3619e+ 006 und maxE
[
I5 (x)
]
= 1, 3832e+ 008.
Fu¨r g = 0 ist E
[
I0 (x)
]
= Φ (u) ∈ [0, 1] die Wahrscheinlichkeit, dass der Funktionswert an der Stelle
x besser ist, als der beste bekannte Funktionswert fkmin. Dieses Kriterium arbeitet sehr lokal. Weiterhin
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ist es bei fortgeschrittener Optimierung in vielen Bereichen identisch null. In anderen Bereichen, in de-
nen der gescha¨tzte Funktionswert yˆ kleiner ist als der beste bekannte Funktionswert und zusa¨tzlich die
Unsicherheit sˆ gering ist, ist Φ (u) anna¨hernd eins, bezu¨glich der Genauigkeit im Computer kann es in
vielen Bereich auch identisch eins sein. Dadurch kann eine Optimierung dieser Ersatzfunktion sehr schwer
werden. Mit g = 1 erha¨lt man die erwartete Verbesserung, d.h. E
[
I1 (x)
]
= EI (x). Fu¨r g = 2 kann auch
eine Besonderheit hergeleitet werden. Dazu betrachtet man die Varianz der Verbesserung,
Var (I (x)) := E
[
(I (x)− E [I (x)])2
]
= E
[
I2 (x)
]− 2E [I (x)E [I (x)]] + E [(E [I (x)])2]
= E
[
I2 (x)
]− (E [I (x)])2 , daraus folgt, dass
E
[
I2 (x)
]
= (E [I (x)])2 + Var (I (x)) ist, vgl. [SWJ98].
In diesem Fall wird somit die Varianz der Verbesserung mit betrachtet. Fu¨r steigende g werden die Verfah-
ren zunehmend globaler, d.h. sie bevorzugen große Verbesserungen mit einer geringen Wahrscheinlichkeit.
Obwohl die u negative Werte annehmen ko¨nnen und auch in ungeraden Potenzen auftreten, gilt nach
Konstruktion
E [Ig (x)] = E
[ [
max
{
fkmin − Y (x) , 0
}]g︸ ︷︷ ︸
≥0
]
≥ 0 .
Wie bei der erwarteten Verbesserung ist der Punkt x mit dem gro¨ßten GEI der beste Tipp fu¨r eine
Verbesserung des besten bekannten Funktionswertes.
Definition 4.12. Das Auffu¨llungskriterium AK1GEI,g zur verallgemeinerten erwarteten Verbesserung
(GEI) fu¨r ein g ∈ N0 ist definiert als
AK1GEI,g
(
Mk,0
)
= arg max
x∈B∩D
E [Ig (x)] . (4.8)
Dabei sind B und D die entsprechenden Mengen des originalen Problems. Fu¨r die Zuweisung wird ange-
nommen, dass die Maximalstelle x existiert und eindeutig ist.
4.2.3 Gewichtete Erwartete Verbesserung
Eine andere Art, die erwartete Verbesserung so zu parametrisieren, dass zwischen globale und lokaler
Suche gewa¨hlt werden kann, wurde in [SLK05] vorgestellt. Dabei wird ein ω ∈ [0, 1] eingefu¨hrt, dass die
beiden Teile der erwarteten Verbesserung gewichtet. Im Gegensatz dazu wird in dieser Arbeit die gewich-
tete erwartete Verbesserung (engl. weighted expected improvement) als Erwartungswert einer Zufallsgro¨ße
eingefu¨hrt.
Definition 4.13. Die gewichtete Verbesserung fu¨r einen Parameter ω ∈ [0, 1] ist definiert als
Iω (x) =
(1− ω)
(
fkmin − yˆ (x)
)− ω (Y (x)− yˆ (x)) , Y (x) < fkmin
0 , sonst
. (4.9)
Bei der gewichteten Verbesserung wird somit zwischen dem Abstand vom gescha¨tzten Funktionswert yˆ
zum besten bekannten Funktionswert fkmin und dem Abstand von yˆ zur der Zufallsvariable Y gewichtet.
Fu¨r ω = 12 gilt I 12 (x) =
1
2I (x).
Satz 4.14. Der Erwartungswert der gewichteten Verbesserung ist
WEI (x) := E [Iω (x)] = (1− ω)
(
fkmin − yˆ (x)
)
Φ
(
fkmin − yˆ (x)
sˆ (x)
)
+ ωsˆ (x)φ
(
fkmin − yˆ (x)
sˆ (x)
)
. (4.10)
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Der Erwartungswert der gewichteten Verbesserung wird auch gewichtete erwartete Verbesserung genannt.
Beweis von Satz 4.14. Der Beweis folgt dem Beweis von Satz 4.4. Sei dazu ω ∈ [0, 1], sˆ = sˆ (x) 6= 0,
u = u (x) = f
k
min−yˆ(x)
sˆ(x) und v = v (x) =
Y (x)−yˆ(x)
sˆ(x) , dann kann
Iω (x) :=
(1− ω)
(
fkmin − yˆ (x)
)− ω (Y (x)− yˆ (x)) , Y (x) < fkmin
0 , sonst
dargestellt werden als
Iω (x) =
sˆ ((1− ω)u− ωv) , v < u0 , sonst .
Mit dieser Darstellung und v ∼ N (0, 1) folgt fu¨r den Erwartungswert
E [Iω (x)] =
u∫
−∞
sˆ ((1− ω)u− ωv)φ (v) dv = sˆ (1− ω)u
u∫
−∞
φ (v) dv + sˆω
u∫
−∞
−vφ (v) dv .
Mit −vφ (v) = ∂∂vφ (v),
u∫
−∞
φ (v) dv = Φ (u) und dem Hauptsatz der Differential- und Integralrechnung
folgt, vgl. Beweis von Satz 4.4,
E [Iω (x)] = (1− ω) sˆuΦ (u) + ωsˆ
(
φ (u)− lim
v˜→−∞
φ (v˜)
)
= (1− ω) sˆuΦ (u) + ωsˆφ (u) .
Durch Einsetzen von u und v folgt die Behauptung.
Definition 4.15. Das Auffu¨llungskriterium AK1WEI,ω zur gewichteten erwarteten Verbesserung fu¨r ein
ω ∈ [0, 1] ist definiert als
AK1WEI,ω
(
Mk,0
)
= arg max
x∈B∩D
WEI (x) . (4.11)
Mit B der zula¨ssige Menge des betrachteten Problems und D dem Definitionsbereich von f , falls diese
Informationen zur Verfu¨gung stehen. Es wird dabei angenommen, dass nur ein x existiert, das WEI
maximiert.
Bemerkung 4.16. Mit dem Parameter ω hat man bei diesem Kriterium die Kontrolle u¨ber die lokale
und die globale Suche. Ein Wert von ω = 0 entspricht dabei einer lokalen Suche und ein ω = 1 einer
globalen Suche. Beispiele fu¨r den Verlauf des WEI mit verschiedenen Gewichten werden in Abbildung 4.3
gegeben. Im Gegensatz zu den anderen beiden vorgestellten Auffu¨llungskriterien gilt fu¨r WEI die untere
Abscha¨tzung WEI (x) ≥ (2ω − 1) (yˆ − fkmin).
4.2.4 Ein weiteres Auffu¨llungskriterium
Durch die hier vorgestellte Herleitung der gewichteten erwarteten Verbesserung ist es auch mo¨glich, die
beiden Konzepte GEI und WEI zu verbinden.
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Abbildung 4.3: Beispiele fu¨r den Verlauf der gewichteten erwarteten Verbesserung (WEI) mit verschiede-
nen Gewichten ω.
Satz 4.17. Fu¨r g ∈ N0 und ω ∈ [0, 1] ist die Zufallsgro¨ße Igω (x) definiert als
Igω (x) :=

[
(1− ω) (fkmin − yˆ (x))− ω (Y (x)− yˆ (x))]g , Y (x) < fkmin
0 , sonst
. (4.12)
Fu¨r den Erwartungswert dieser Zufallsgro¨ße gilt
E [Igω (x)] = sˆ
g
g∑
i=0
(−1)i
(
g
i
)
(1− ω)g−i ug−iωiTi . (4.13)
Dabei ist Ti = −ui−1φ (u) + (i− 1)Ti−2 mit T0 = Φ (u) und T1 = −φ (u). Mit den beiden Abku¨rzungen
u = u (x) = f
k
min−yˆ(x)
sˆ(x) und sˆ (x) :=
√
sˆ (x)2.
Beweis. Der Beweis dieses Satzes ist nur eine Erweiterung vom Beweis von Satz 4.9 um die beiden
Gewichte ω und 1− ω.
4.3 Parallelisierungsansa¨tze
Dieser Abschnitt bescha¨ftigt sich damit, wie man eine schnellere Bearbeitung von teuren Black-Box-
Problemen erreichen kann. Der zeitintensivste Schritt in Algorithmus 4.1 ist dabei nach Voraussetzung
die Funktionsauswertung an dem neuen Punkt. Fu¨r eine mo¨glichst hohe Zeitersparnis sollte dieser Schritt
verbessert werden. Dabei hilft es, dass Funktionsauswertungen an unterschiedlichen Punkten vollkommen
unabha¨ngig voneinander sind. Bei vorhandenen Kapazita¨ten ko¨nnen somit mehrere Funktionsauswertun-
gen parallel laufen. Fu¨r dieses Vorgehen beno¨tigt man aber mehrere Punkte. Diese Punkte sollten alle
so gut verteilt sein, als wu¨rden sie von einem Auffu¨llungskriterium fu¨r einen Punkt aus dem letzten Ab-
schnitt stammen. Die Anzahl der neuen Punkte wird im Weiteren mit nP bezeichnet. Dabei kann nP
auch als Anzahl verfu¨gbarer Prozessoren oder als Paket- bzw. Populationsgro¨ße betrachtet werden. In
diesem Abschnitt wird somit die Verallgemeinerung der Auffu¨llungskriterien fu¨r einen Punkt zu Auffu¨l-
lungskriterien fu¨r nP Punkte hergeleitet. Im Folgenden wird vorausgesetzt, dass ein Ersatzmodell Mk,0
gegeben ist.
In Algorithmus 4.2 wird der Ablauf des parallelisierten Kriging-Optimierungsverfahrens vorgestellt.
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Algorithmus 4.2 Einkriterielles parallelisiertes Kriging-Optimierungsverfahren
Voraussetzung: Funktion f : Rn → R
Voraussetzung: Anzahl Prozessoren nP , Anzahl Funktionsauswertungen nA
Initialisierung: 11n− 1 Punkte x(1), . . . ,x(11n−1) mit Latin Hypercubes erzeugen
Funktionsauswertung fu¨r x(1), . . . ,x(11n−1) durchfu¨hren
k := 11n− 1
while k ≤ nA do
Maximum-Likelihood-Optimierung fu¨r θ, p und σˆ2z , vgl. Abschnitt 3.3
Ersatzmodell Mk,0 ist damit einsatzbereit(
x(i)
)k+nP
i=k+1
:= AKnP
(
Mk,0
)
, d.h. die na¨chsten nP Punkte mit Hilfe des Auffu¨llungskriteriums auf
dem Ersatzmodells suchen
Funktionsauswertungen bei den neuen Punkten x(k+1), . . . ,x(k+nP ) parallel durchfu¨hren
Mk,0 →Mk+nP ,0, d.h. Punkte und Funktionswerte in das Ersatzmodell aufnehmen
k := k + nP
end while
4.3.1 Iterative Anwendung
Eine erste Idee, um mehrere Punkte zu bestimmen, ist die Ersetzung der teuren Funktionsauswertung
f
(
x(k+1)
)
durch den Scha¨tzer yˆ
(
x(k+1)
)
. Sei dazu x(k+1) = AK1
(
Mk,0
)
, d.h. zum Beispiel die Lo¨-
sung von max EI (x). Dann definiert man ein neues Ersatzmodell M˜k+1,0, indem man das urspru¨ngliche
Ersatzmodell Mk,0 um die Werte x
(k+1) und yˆ
(
x(k+1)
) ≈ f (x(k+1)) erweitert, d.h.
M˜k+1,0 =
((
x(i)
)k+1
i=1
;
(
y(i)
)k+1
i=1
; ∅; Corr;σ2z
)
.
Die Korrelationsmatrix C wird fu¨r die Punkte x(1), . . . ,x(k+1) neu erstellt und somit gilt fu¨r die Unsi-
cherheit sˆ
(
x(k+1)
)
= 0, vgl. Folgerung 3.14. Mit dem gescha¨tzten Funktionswert yˆ
(
x(k+1)
)
wird auch
der beste bekannte Funktionswert aktualisiert, d.h. fk+1min =
{
y(1), . . . , y(k), yˆ
(
x(k+1)
)}
. Damit folgt bei-
spielsweise fu¨r die erwartete Verbesserung auf dem Ersatzmodell M˜k+1,0
EI
(
x(k+1)
)
= E
[
max
{
fk+1min − yˆ
(
x(k+1)
)
, 0
}]
= 0 .
Auf die gleiche Weise kann man zeigen, dass WEI
(
x(k+1)
)
= 0, ∀ω ∈ [0, 1] und GEI (x(k+1)) = 0, ∀g ∈ N.
Damit ist der Punkt x(k+1) im Ersatzmodell M˜k+1,0 fu¨r diese drei Kriterien uninteressant. Mit der
erneuten Anwendung des Auffu¨llungskriteriums fu¨r einen Punkt erha¨lt man
x(k+2) = AK1
(
M˜k+1,0
)
.
Dieses Vorgehen wird im Algorithmus 4.3 dargestellt.
Mit diesem Verfahren ko¨nnen beliebig viele Punkte bestimmt werden. Durch die Benutzung der Scha¨tz-
werte yˆ
(
x(k+j)
) ≈ f (x(k+j)) , ∀j = 1, . . . , nP wird der Unterschied zwischen dem gescha¨tzten Er-
satzmodell M˜k+nP ,0 und dem Ersatzmodell Mk+nP ,0, das die richtigen, aber teuren Funktionswerte
f
(
x(k+j)
)
, ∀j = 1, . . . , nP benutzt, mit zunehmendem nP steigen. In Abbildung 4.4 ist die iterative
Anwendung fu¨r ein einfaches Beispiel und wenige Punkte dargestellt.
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Algorithmus 4.3 Iterative Anwendung
Voraussetzung: Ersatzmodell Mk,0 =
((
x(i)
)k
i=1
;
(
y(i)
)k
i=1
; ∅; Corr;σ2z
)
, Anzahl Prozessoren nP
M˜k,0 = Mk,0
for j = 1, . . . , nP do
x(k+j) = AK1
(
M˜k+j−1,0
)
y(k+j) := yˆ
(
x(k+j)
)
M˜k+j,0 :=
((
x(i)
)k+j
i=1
;
(
y(i)
)k+j
i=1
; ∅; Corr;σ2z
)
end for
Ergebnis: x(k+1), . . . ,x(k+nP )
4.3.2 Aktualisierung der Unsicherheit
Eine andere Mo¨glichkeit, ein Auffu¨llungskriterium fu¨r einen Punkt auf mehrere Punkte zu verallgemei-
nern, besteht darin, die Unsicherheit an diesem Punkt auf null zu reduzieren. Diese Mo¨glichkeit wurde
in [SWJ98] fu¨r die verallgemeinerte erwartete Verbesserung vorgestellt. In Bemerkung 3.13 wurde darauf
hingewiesen, dass die Unsicherheit nur von den Punkten x(1), . . . ,x(k) abha¨ngt und insbesondere von den
Funktionswerten unabha¨ngig ist. Weiterhin ist die Unsicherheit sˆ an den Punkten x(1), . . . ,x(k) im Modell
null, vgl. Folgerung 3.14. Fu¨r die Herleitung betrachtet man Gleichung 3.8 mit ausfu¨hrlicher Notation
erneut,
sˆ2k (x) = σ
2
z
(
1− ck (x)T C−1k ck (x) +
(
1− 1TC−1k ck (x)
)2
1TC−1k 1
)
.
Dabei ist Ck =
[
Corr
(
x(i),x(j)
)]k,k
i,j=1
und ck (x) =
[
Corr
(
x,x(i)
)]k
i=1
. Sei x(k+1) = AK1
(
Mk,0
)
, dann
definiert man eine neue Korrelationsmatrix C˜k+1 :=
[
Corr
(
x(i),x(j)
)]k+1,k+1
i,j=1
und einen neuen Korre-
lationsvektor c˜k+1 (x) =
[
Corr
(
x,x(i)
)]k+1
i=1
. Man definiert die Aktualisierung s˜2k+1 der Unsicherheit sˆ
2
k
durch
s˜2k+1 (x) = σ
2
z
1− c˜k+1 (x)T C˜−1k+1c˜k+1 (x) +
(
1− 1T C˜−1k+1c˜k+1 (x)
)2
1T C˜−1k+11
 . (4.14)
Fu¨r s˜2k+1 (x) gilt nach 3.14, dass
s˜2k+1
(
x(i)
)
= 0, ∀i = 1, . . . , k + 1 .
Bei den Berechnungen von EI, GEI und WEI wird dann sˆ durch s˜ ersetzt. Damit gilt beispielsweise fu¨r
GEI auf dem aktualisierte Ersatzmodell Mk,1, vgl. Satz 4.9,
GEI
(
x(k+1)
)
=
[
max
{
fkmin − yˆ
(
x(k+1)
)
, 0
}]g
.
Das heißt, der neue Punkt x(k+1) wird nur dann fu¨r GEI auf Mk,1 uninteressant, wenn gilt yˆ
(
x(k+1)
) ≥
fkmin. Diese Art der Parallelisierung sollte somit eher fu¨r globalere Auffu¨llungskriterien betrachtet wer-
den. Außerdem sollte der Fall, dass x(k+2) = AK1
(
Mk,1
)
= x(k+1) abgefangen werden, um unno¨tige
mehrfache Auswertungen eines Punktes zu umgehen. Das Verfahren hat den Vorteil, dass die Cholesky-
Zerlegung von C˜k+1 direkt aus Gk berechnet werden kann. Dadurch umgeht man die Erstellung und
Cholesky-Zerlegung der kompletten neuen Korrelationsmatrix C˜k+1.
Lemma 4.18. Sei l ∈ N0 und Mk,l ein gegebenes Ersatzmodell mit gegebener Cholesky-Zerlegung
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Abbildung 4.4: Beispiel fu¨r die Parallelisierung durch die iterative Anwendung. Im Bild links oben wird
der Punkt mit der maximalen erwarteten Verbesserung bestimmt. Der Scha¨tzwert yˆ (x)
wird dann fu¨r den Funktionswert f (x) im Bild rechts oben eingesetzt und anschließend
wird die erwartete Verbesserung erneut maximiert. Die beiden unteren Bilder zeigen die
na¨chsten beiden Schritte bei der iterativen Anwendung.
C˜k+l = G˜k+lG˜Tk+l. Fu¨r ein x
(k+l+1) ist die Cholesky-Zerlegung G˜k+l+1 von C˜k+l+1 gegeben durch
G˜k+l+1 =
[
G˜k+l 0
wT
√
1−wTw
]
mit w := G˜−1k+lc˜k+l
(
x(k+l+1)
)
. (4.15)
Beweis. Es ist zu zeigen, dass C˜k+l+1 = G˜k+l+1G˜Tk+l+1. Es gilt
G˜k+l+1G˜Tk+l+1 =
[
G˜k+l 0
wT
√
1−wTw
][
G˜Tk+l w
0
√
1−wTw
]
=
 G˜k+lG˜Tk+l G˜k+lw + 0(
G˜k+lw
)T
+ 0 wTw +
(√
1−wTw
)2
 .
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Mit Einsetzen von w := G˜−1k+lc˜k+l
(
x(k+l+1)
)
folgt
G˜k+l+1G˜Tk+l+1 =
 C˜k+l G˜k+lG˜−1k+lc˜k+l (x(k+l+1))(
G˜k+lG˜−1k+lc˜k+l
(
x(k+l+1)
))T
1

=
[
C˜k+l c˜k+l
(
x(k+l+1)
)
c˜k+l
(
x(k+l+1)
)T
1
]
=
[
Corr
(
x(i),x(j)
)]k+l+1,k+l+1
i,j=1,1
.
Bemerkung 4.19.
• Die komplette Cholesky-Zerlegung der Matrix C˜k+l+1 hat einen Aufwand von O
(
1
3 (k + l + 1)
3
)
.
Die Aktualisierung um die eine Zeile und Spalte, die in Lemma 4.18 angegeben wurde, hat
nur einen Aufwand von O
(
1
2 (k + l + 1)
2
)
fu¨r das Vorwa¨rtseinsetzen beim Lo¨sen von G˜k+lw =
c˜k+l
(
x(k+l+1)
)
.
• Fu¨r den Scha¨tzer yˆ des Funktionswertes auf dem Ersatzmodell Mk,l wird die Cholesky-Zerlegung
Gk der Korrelationsmatrix Ck und der Korrelationsvektor ck beno¨tigt. Fu¨r die Aktualisierung der
Unsicherheit s˜ wird dagegen die aktualisierte Cholesky-Zerlegung G˜k+l der Korrelationsmatrix C˜k+l
und der aktualisierte Korrelationsvektor c˜k+l beno¨tigt. Dabei sind die Originale in den aktualisierten
Versionen enthalten, d.h. mit G˜k+l = [gij ]
k+l,k+l
i,j=1,1 folgt Gk = [gij ]
k,k
i,j=1,1 mit denselben gij .
• Falls die positiv definite Korrelationsmatrix C˜k+l durch die Erweiterung um den Punkt x(k+l+1)
positive semidefinit wird, kann das bei der Berechnung von
√
1−wTw erkannt werden. Dieser
Wert ist dann null. Bei der Implementierung sollte beachtet werden, dass bei der Berechnung mit
endlicher Genauigkeit der Term unter der Wurzel auch negativ werden kann.
Die resultierende Parallelisierungsstrategie ist in Algorithmus 4.4 gegeben. Ein Beispiel fu¨r dieses Vorge-
hen ist in Abbildung 4.5 gegeben. Die Herleitung dieses Verfahrens basiert darauf den interessantesten
Punkt fu¨r die na¨chste Anwendung des Auffu¨llungskriteriums uninteressant zu machen. Dadurch ist dieses
Verfahren sehr a¨hnlich zur iterativen Anwendung, die in Algorithmus 4.3 dargestellt ist.
Algorithmus 4.4 Aktualisierung der Unsicherheit
Voraussetzung: Ersatzmodell Mk,0 =
((
x(i)
)k
i=1
;
(
y(i)
)k
i=1
; ∅; Corr;σ2z
)
, Anzahl Prozessoren nP
for j = 1, . . . , nP do
x(k+j) = AK1
(
Mk,j−1
)
Mk,j :=
((
x(i)
)k
i=1
;
(
y(i)
)k
i=1
;
(
x(i)
)k+j
i=k+1
; Corr;σ2z
)
Aktualisierung von G˜k+j−1 zu G˜k+j mit Lemma 4.18
end for
Ergebnis: x(k+1), . . . ,x(k+nP )
4.3.3 Verwendung unterschiedlicher Parameter
Eine andere Mo¨glichkeit zur Parallelisierung bieten parametrisierte Auffu¨llungskriterien. Dabei wendet
man ein Kriterium mit verschiedenen Parametern auf ein Ersatzmodell an. Die entstehenden Punkte
stellen dann verschiedene Kompromisse zwischen der lokalen und der globalen Suche dar. Dieses Vorge-
hen wird im Algorithmus 4.5 dargestellt. Um fu¨r beliebige Prozessoranzahlen nP immer nP verschiedene
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Abbildung 4.5: Beispiel fu¨r die Aktualisierung der Unsicherheit. Im Bild links oben wird der Punkt mit
der maximalen erwarteten Verbesserung bestimmt. An diesem Punkt wird die Unsicher-
heit aktualisiert und anschließend wird die erwartete Verbesserung erneut maximiert. Die
beiden unteren Bilder zeigen die na¨chsten beiden Schritte bei diesem Vorgehen.
Parameter zu erhalten, wird im Algorithmus eine Funktion Parameter (j, nP ) benutzt, die vom jeweiligen
Auffu¨llungskriterium abha¨ngt. Bei diesem Vorgehen gibt es keine Erweiterung oder Aktualisierung des
Algorithmus 4.5 Verwendung unterschiedlicher Parameter
Voraussetzung: Ersatzmodell Mk,0, Anzahl Prozessoren nP
for j = 1, . . . , nP do
aj = Parameter (j, nP )
x(k+j) = AK1aj
(
Mk,0
)
end for
Ergebnis: x(k+1), . . . ,x(k+nP )
Modells und somit sind die einzelnen Schleifendurchla¨ufe unabha¨ngig voneinander. Bei geeignetem Pro-
grammaufbau ko¨nnen somit die verschiedenen parametrisierten Auffu¨llungskriterien verteilt berechnet
werden. Der große Nachteil bei diesem Algorithmus ist, dass es unklar ist, ob die entstehenden Punk-
te x(k+1), . . . ,x(k+nP ) wirklich unterschiedlich sind. Fu¨r diesen Parallelisierungsansatz ist besonders das
Auffu¨llungskriterium AK1WEI,ω geeignet, da es fu¨r jedes ω ∈ [0, 1] definiert ist. Bei numerischen Tests wur-
de dabei festgestellt, dass beim Benutzen vieler Gewichte ωi ∈ [0, 1] einige der Optimierungen anna¨hernd
die gleichen Ergebnisse lieferten. Fu¨r WEI kann man zeigen, dass eine kleine A¨nderung des Parameters
ω in gewissen Fa¨llen nur zu kleinen A¨nderungen der Lo¨sung x fu¨hrt.
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Lemma 4.20. Sei ω∗ ∈ [0, 1] und sei x∗ = AK1WEI,ω∗ := arg maxx∈Rn E [Iω∗ (x)], d.h. man betrachtet
das AK1WEI,ω zu einem unbeschra¨nkten Problem maxx∈Rn f (x). Sei weiterhin ∇2E [Iω∗ (x∗)] positiv
definit und sˆ (x∗) > 0.
Dann existiert eine Umgebung U ⊂ [0, 1] von ω0, eine Umgebung V ⊂∈ Rn von x∗ und eine stetig
differenzierbare Funktion ξ : U → V, ω 7→ ξ (ω) mit
{(ω,x) ∈ U × V : ∇E [Iω (x)] = 0} = {(ω, ξ (ω)) : ω ∈ U} .
Daraus folgt mit der stetigen Abha¨ngigkeit der Hesse-Matrix von x ∈ V , dass ξ (ω) = AK1WEI,ω
(
Mk,0
)
.
Weiterhin gilt
d
dω
ξ (ω) = − [∇2E [Iω (ξ (ω))]]−1∇ (− (fkmin − yˆ (ξ (ω)))Φ (u (ξ (ω))) + sˆ (ξ (ω))φ (u (ξ (ω))))
mit u (ξ (ω)) = f
k
min−yˆ(ξ(ω))
sˆ(ξ(ω)) .
Bemerkung 4.21. Durch den Zusammenhang zwischen Lo¨sung x und dem Parameter ω durch die stetig
differenzierbare Funktion ξ folgt, dass kleine A¨nderungen in ω nur kleine A¨nderungen in x bewirken. Durch
die Angabe der Ableitung von ξ wird die Abha¨ngigkeit von der Zielfunktion f des originalen Problems
etwas klarer. Durch das Lemma folgt, dass die verschiedenen Gewichte ωi mo¨glichst weit von einander
entfernt liegen sollten, d.h. a¨quidistant in [0, 1].
Beweis von Lemma 4.20. Der Beweis ist eine Anwendung des Satz u¨ber implizite Funktionen, das Ziel
ist somit dessen Voraussetzungen zu zeigen. Als Funktion wa¨hlt man g (ω,x) = ∇E [Iω (x)]. Man
zeigt zuerst, dass g (ω,x) stetig differenzierbar ist. Dazu zeigt man, dass unter den Voraussetzungen
gilt E [Iω (x)] ist beliebig oft differenzierbar. Zur Vereinfachung nimmt man an, dass die Parameter
pi = 2 sind fu¨r alle i = 1, . . . , n. Damit existieren alle partiellen Ableitungen von Corr
(
x(j),x
)
=
exp
(
−∑ni=1 θi ∣∣∣x(j)i − xi∣∣∣2) = exp(−∑ni=1 θi (x(j)i − xi)2) und sind zusa¨tzlich unendlich glatt. Da-
mit folgt, dass yˆ (x) = µˆ + c (x)T C−1 (y − µˆ1) = µˆ +∑kl=1 Corr (x(l),x)wl als Summe von unendlich
glatten Funktionen auch unendlich glatt ist, dabei ist (wl)
k
l=1 = C
−1 (y − µˆ1). Durch das gleiche Ar-
gument folgt die Behauptung fu¨r sˆ (x). Die Funktion 1x ist in Intervallen, die 0 nicht enthalten stetig.
Nach Voraussetzung ist sˆ (x∗) > 0, mit der gezeigten Stetigkeit gibt es eine Umgebung V ∈ Rn von x∗
mit sˆ (x) > 0 ∀x ∈ V . Damit ist auch die Funktion fkmin−yˆ(x)sˆ(x) unendlich glatt fu¨r alle x ∈ V . Mit der
unendlichen Differenzierbarkeit der Verteilungsfunktion Φ und der Dichte φ folgt, dass
E [Iω (x)] = (1− ω)
(
fkmin − yˆ (x)
)
Φ
(
fkmin − yˆ (x)
sˆ (x)
)
+ ωsˆ (x)φ
(
fkmin − yˆ (x)
sˆ (x)
)
beliebig oft differenzierbar ist in V .
Nach Voraussetzung gilt g (ω∗,x∗) = ∇E [Iω∗ (x∗)] = 0, da x∗ die Funktion E [Iω∗ (x)] maximiert, und
es gilt ddxg (ω
∗,x∗) = ∇2E [Iω∗ (x∗)] ist positiv definit, und damit invertierbar. Damit sind alle Vor-
aussetzungen fu¨r den Satz u¨ber die implizite Funktion erfu¨llt. Mit Anwendung dieses Satz folgen die
Behauptungen.
4.3.4 Ein multikriterielles Auffu¨llungskriterium
Die drei ersten Parallelisierungsansa¨tze haben den Nachteil, dass fu¨r jeden Punkt ein Optimierungs-
problem gelo¨st werden muss. Eine schnellere parallele Bearbeitung der originalen Optimierungsaufgabe
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ko¨nnte durch ein Auffu¨llungskriterium erreicht werden, das schon mit dem Lo¨sen eines Unterproblems
mehrere gut verteilte Punkte bereitstellt. Dabei kann man die Eigenschaft mehrkriterieller Optimierungs-
probleme nutzen, da sie nicht nur eine Lo¨sung haben, sondern eine Menge von nicht-dominierten Punkten
als Lo¨sung besitzen. Das multikriterielle Problem ko¨nnte dann aber schwieriger zu lo¨sen sein. In der Li-
teratur u¨ber genetische Algorithmen gibt es dagegen einige Beispiele, in denen ein einkriterielles Problem
schwieriger zu lo¨sen ist, als ein vergleichbares multikriterielles Problem. In [BHFK2007] wird ein U¨berblick
zu diesem Thema gegeben und in [KWC01] und [Jen04] werden verschiedene Methoden vorgestellt, ein
schwieriges einkriterielles Problem in ein einfacheres multikriterielles Problem umzuwandeln. Es bleibt die
richtigen Zielfunktionen auszuwa¨hlen. Dafu¨r kann man einen erneuten Blick auf die gewichtete erwartete
Verbesserung (WEI) in Gleichung 4.10 werfen
E [Iω (x)] = (1− ω)
(
fkmin − yˆ (x)
)
Φ
(
fkmin − yˆ (x)
sˆ (x)
)
+ ωsˆ (x)φ
(
fkmin − yˆ (x)
sˆ (x)
)
.
Dabei stellt man fest, dass man diese Gleichung als eine Gewichtung von zwei Zielfunktionen mit den
Gewichten ω und (1− ω) auffassen kann. Eine Idee fu¨r ein mehrkriterielles Problem, und damit Auffu¨l-
lungskriterium fu¨r mehrere Punkte, ist dann
max
x∈B∩D
(fkmin − yˆ (x))Φ( fkmin−yˆ(x)sˆ(x) )
sˆ (x)φ
(
fkmin−yˆ(x)
sˆ(x)
)  . (4.16)
Das dazugeho¨rige einkriterielle Problem benutzt die erwartete Verbesserung als Zielfunktion. Diese hat
einen sehr flachen Funktionsverlauf in einigen Bereichen und Maxima die schwer aufzufinden sind. Durch
die Aufteilung in zwei Zielfunktionen ist der Verlauf weniger flach, da von dem zweiten positiven Term
nicht mehr der erste, teilweise negative, Term abgezogen wird. Somit kann ein genetischer Algorithmus
besser die interessanten Gebiete finden. Im Rest der Arbeit wird das hier beschriebene Vorgehen als
mehrkriterielle Suche (Abku¨rzung MCS bzw. MC) bezeichnet. Ein einfaches Beispiel fu¨r MCS wird in
Abbildung 4.6 gegeben.
Abbildung 4.6: Beispiel fu¨r die mehrkriterielle Suche. Im linken Bild ist die erwartete Verbesserung in
schwarz abgebildet, zusa¨tzlich ist der Term (fmin − yˆ(x)) Φ (u (x)) mit einer unterbroche-
nen schwarzen Linie und der Term sˆ(x)φ (u (x)) mit einer roten Linie dargestellt. Diese
beiden Terme sind in der rechten Abbildung als Zielfunktionen eines mehrkriteriellen Ma-
ximierungsproblem dargestellt.
Das Auffu¨llungskriterium AKMCS zu dem mehrkriteriellen Problem gibt maximal nP der nicht-
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dominierten Lo¨sungen zuru¨ck. Falls mehr nicht-dominierte Lo¨sungen zur Verfu¨gung stehen, werden nP
Punkte ausgewa¨hlt. Fu¨r diese Auswahl stehen mehrere Mo¨glichkeiten zur Verfu¨gung. Eine Idee wa¨re die
Sortierung aller Punkte nach ihrer erwarteten Verbesserung, die der Summe der beiden Zielfunktionen
entspricht. Ein Nachteil dabei wa¨re, dass die Lo¨sungen sehr dicht beieinander liegen ko¨nnten. Eine zweite
Mo¨glichkeit ist, die nicht-dominierten Punkte mittels eines Clusterings aufzuteilen, und aus jedem Cluster
den Repra¨sentanten mit der ho¨chsten erwarteten Verbesserung auszuwa¨hlen. Fu¨r die Implementierung
wurde eine dritte Mo¨glichkeit benutzt. Dabei werden die besten nicht-dominierten Punkte bezu¨glich des
Non-Domination-Sort mit Crowding-Distance ausgewa¨hlt, vgl. [Sto¨07].
In numerischen Tests hat sich gezeigt, dass MCS wesentlich schneller gelo¨st wird als die nP Optimierungs-
probleme aus den anderen Parallelisierungsstrategien. Weiterhin zeigte sich, dass meistens mehr als nP
Punkte auf einmal gefunden wurden. Ein Problem besteht, wenn beide Funktionen von einem x∗ gleichzei-
tig minimiert werden, d.h. wenn die beiden Zielfunktionen nicht-konflikta¨r sind. Das kann beispielsweise
dann passieren, wenn yˆ sein Minimum in einem Gebiet annimmt, in dem noch keine Punkte x(i) liegen.
Falls zu wenige Punkte gefunden wurden, kann eine Aktualisierung der Unsicherheit um die gefundenen
Punkte durchgefu¨hrt werden. Anschließend wird die mehrkriterielle Suche neu gestartet. Dieses Vorgehen
wird in Algorithmus 4.6 vorgestellt.
Der Ansatz der multikriteriellen Suche mit zwei Zielfunktionen kann auch auf mehrere Ziele verallgemei-
nert werden. Dazu betrachtet man die verallgemeinerte erwartete Verbesserung aus Gleichung (4.6) und
lo¨st u wieder auf, d.h.
E [Ig (x)] = sˆg
g∑
i=0
(−1)i
(
g
i
)
ug−iTi =
g∑
i=0
(−1)i
(
g
i
)
sˆg
(
fkmin − yˆ (x)
sˆ (x)
)g−i
Ti
=
g∑
i=0
(−1)i
(
g
i
)
sˆi
(
fkmin − yˆ (x)
)g−i
Ti .
Die g + 1 einzelnen Summanden sind dann jeweils eine andere Kombination aus Unsicherheit sˆ und
Verbesserung
(
fkmin − yˆ (x)
)
und ko¨nnten sich somit als konflikta¨re Zielfunktionen fu¨r eine multikriterielle
Suche eignen. Fu¨r g = 1 folgt damit das in Gleichung (4.16) vorgestellte Verfahren. Es sind aber auch
noch andere Aufteilung des GEI mo¨glich, die eventuell besser geeignet sind.
Algorithmus 4.6 Mehrkriterielle Suche
Voraussetzung: Ersatzmodell Mk,0 =
((
x(i)
)k
i=1
;
(
y(i)
)k
i=1
; ∅; Corr;σ2z
)
, Anzahl Prozessoren nP
j = 0, q = 0
while j ≤ nP do{
x(k+j+1), . . .
}
= AKMCS
(
Mk,j−q
)
q :=
∣∣{x(k+j+1), . . .}∣∣
Mk,j+q :=
((
x(i)
)k
i=1
;
(
y(i)
)k
i=1
;
(
x(i)
)k+j+q
i=k+1
; Corr;σ2z
)
j := j + q
if j < nP then
Aktualisierung von G˜k+j−q zu G˜k+j mit q-facher Anwendung von Lemma 4.18
end if
end while
Ergebnis: x(k+1), . . . ,x(k+nP )
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4.3.5 Nutzung aller lokalen Maxima
In [SLK04] wurde eine weitere Mo¨glichkeit vorgestellt, um mehrere viel versprechende Punkte in einem
ErsatzmodellMk,0 zu finden. Dabei wird nicht mehr nur das globale Maximum von EI (x) gesucht, sondern
die nP besten lokalen Maxima. Diese Verallgemeinerung kann auch auf WEI und GEI angewandt. Ein
Problem bei diesem Vorgehen ist, dass EI einen sehr flachen Verlauf in Gebieten aufweist, in denen eine
Verbesserung unwahrscheinlich ist. Bei der Verwendung eines gradientenbasierten Verfahrens ist damit
eine Initialisierung an sehr vielen Punkten vorzunehmen. Weiterhin wird die Anzahl an Startpunkten
steigen mu¨ssen, wenn mehr Modellpunkte x(1), . . . ,x(k) die Unsicherheit sˆ auf Null bringen. Da unklar ist,
wie viele Punkte beno¨tigt werden, ist es schwer dieses Verfahren so zu implementieren, dass es mo¨glichst
viele verschiedene Black-Box-Probleme lo¨sen kann.
In diesem Abschnitt wurden verschiedene Ansa¨tze zur Parallelisierung Ersatzmodell-gestu¨tzter Verfahren
vorgestellt. Ein Vorteil dieser Parallelisierungen ist, dass sie robust gegenu¨ber einer A¨nderung der Anzahl
zur Verfu¨gung stehender Prozessoren sind. Damit ko¨nnen die Ersatzmodell-gestu¨tzten Verfahren auf einen
Ausfall von Prozessoren wa¨hrend der Optimierung ohne Probleme reagieren.
4.4 Erweiterung auf mehrkriterielle Probleme
Dieser Abschnitt bescha¨ftigt sich mit der Verallgemeinerung der vorgestellten Verfahren auf mehrkriteri-
elle Optimierungsprobleme. Dazu werden in diesem Abschnitt Probleme der Art
min
x∈B∩D
f (x) (4.17)
betrachtet. Die vektorielle Zielfunktion f bildet dabei von Rn nach Rm ab. In [Sto¨07] wurden zwei Metho-
den vorgestellt um mit Ersatzmodell-gestu¨tzten Optimierungsverfahren auch mehrkriterielle Probleme
lo¨sen zu ko¨nnen. Eine Methode davon ist, die Optimierung in zwei Phasen zu teilen. In der ersten Phase,
der sogenannten Tiefensuche, werden alle m Zielfunktionen unabha¨ngig voneinander betrachtet. Wa¨hrend
der zweiten Phase, die Breitensuche genannt wird, werden die Zielfunktionen dann gemeinsam betrachtet.
4.4.1 Tiefensuche
Bei der Tiefensuche wird fu¨r jede Zielfunktion fj ein Ersatzmodell M
j
k,0 aufgebaut, und anschließend wird
ein Auffu¨llungskriterium auf jedes Ersatzmodell angewandt. Dieses Vorgehen sichert eine gute Approxi-
mation an den Ecken der Paretomenge. Die Tiefensuche wird in Algorithmus 4.7 beschrieben. Die nP
Funktionsauswertungen werden dabei gleichma¨ßig auf die m Zielfunktionen verteilt und falls nP kein Viel-
faches von m ist, werden die restlichen m˜ < m Funktionsauswertungen zufa¨llig auf die Zielfunktionen ver-
teilt. Optional ko¨nnen die schon bestimmten Punkte in die na¨chsten Ersatzmodelle aufgenommen werden.
Dies kann mit einer Aktualisierung der Unsicherheit oder der Approximation y(i) := yˆ
(
x(i)
) ≈ f (x(i))
realisiert werden.
4.4.2 Breitensuche
Wa¨hrend der Breitensuche werden alle Zielfunktionen gemeinsam betrachtet. Dies soll eine gute Approxi-
mation der Paretomenge in allen Bereichen ermo¨glichen. Es wird dazu ein mehrkriterielles Ersatzmodell
Mmk,0 aufgebaut, dieses teilt sich die Punkte x
(1), . . . ,x(k), aber die restlichen Werte kommen entspre-
chend m-fach vor, d.h. es besitzt m verschiedene Korrelationsfunktionen Corri , i = 1, . . . ,m, Prozessva-
rianzen σz,i , i = 1, . . . ,m usw. Die in dieser Arbeit definierten Auffu¨llungskriterien fu¨r einen Punkt sind
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Algorithmus 4.7 Tiefensuche fu¨r m Zielfunktionen
Voraussetzung: Ersatzmodelle M ik,0 , i = 1, . . . ,m, Anzahl Prozessoren nP
{n1, . . . , nm} = Funktionsauswertungen Aufteilen (m,nP )
n := 0
for j = 1, . . . ,m do
x(k+n+1), . . . ,x(k+n+nj) := AKnj
(
M jk,0
)
n := n+ nj
end for
Ergebnis: x(k+1), . . . ,x(k+nP )
alle als Optimierungsprobleme mit gewissen Ersatz-Zielfunktionen wie EI (x) aufgestellt. Um mit den
vorgestellten Auffu¨llungskriterien auch mehrkriterielle Probleme lo¨sen zu ko¨nnen, werden diese Ersatz-
Zielfunktionen fu¨r jede originale Zielfunktion in einem Vektor zusammen gefasst. Das entsprechende
Auffu¨llungskriterium fu¨r mehrkriterielle Probleme ist dann
AKnEI
(
Mmk,0
)
= arg max
x∈B∩D
EI1 (x). . .
EIm (x)
 . (4.18)
Dabei ist n die Anzahl an Punkten, die das Auffu¨llungskriterium zur Verfu¨gung stellt und EIi i = 1, . . . ,m
ist die erwartete Verbesserung fu¨r die Zielfunktion fi. Auf die gleiche Weise kann man fu¨r WEI und GEI
und MCS vorgehen. Dabei sollte beachtet werden, dass bei der Breitensuche des AKMCS ein Opti-
mierungsproblem entsteht, dass die doppelte Anzahl an Zielfunktionen wie das originale Problem hat.
Dieses mehrkriterielle Problem kann dann von einem geeigneten Verfahren gelo¨st werden. Fu¨r die Imple-
mentierungen zu dieser Arbeit wurde der genetisch Algorithmus PGA aus der IAV-EngineeringToolbox
verwendet, um gute Approximationen fu¨r die Lo¨sung dieses Problems zu erhalten. Um die Breitensu-
che so zu gestalten, dass die geforderten nP Punkte erreicht werden, kann wieder eine Aktualisierung
der Unsicherheit, eine Aufnahme der Approximation yˆ (x) ≈ f (x) oder eine A¨nderung der Parameter
eingesetzt werden. Ein Version der Breitensuche, die eine Aktualisierung der Unsicherheit benutzt, wird
in Algorithmus 4.8 vorgestellt. Die Idee der Breitensuche wurde mit dem Namen Multi-EGO auch in
[Oba06] auf Seite zwei eingefu¨hrt.
Algorithmus 4.8 Breitensuche fu¨r m Zielfunktionen mit Aktualisierung der Unsicherheit
Voraussetzung: Ersatzmodell Mmk,0, Anzahl Prozessoren nP
n := 0
while n < nP do
x(k+n+1), . . . ,x(k+n+nj) := AKnj
(
Mmk,n
)
Mmk,n →Mmk,n+nj
n := n+ nj
end while
Ergebnis: x(k+1), . . . ,x(k+nP )
4.5 Implementierte Kombinationen
Im letzten Abschnitt wurden verschiedene Mo¨glichkeiten vorgestellt, wie man ein Auffu¨llungskriterium
fu¨r einen Punkt auf mehrere Punkte verallgemeinern kann. Fu¨r die Implementierung stehen damit einige
Mo¨glichkeiten zur Verfu¨gung, die Parallelisierungsstrategien und die Auffu¨llungskriterien zu kombinieren,
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diese sind in Tabelle 4.1 dargestellt. Die Optimierungsprobleme die in den Auffu¨llungskriterien enthal-
EI GEI WEI MCS
iterative Anwendung © © √ ©
Aktualisierung © √ © √
verschiedene Parameter × © √ ×
multikriterielle Suche
√ © √ ×
Nutzung lokaler Maxima © © © ×
Tabelle 4.1: Kombinationen von Auffu¨llungskriterien und Parallelisierungsstrategien. Dabei steht ein
© fu¨r eine mo¨gliche Kombination und × steht fu¨r nicht realisierbar. Die implementierten
Kombinationen sind mit
√
gekennzeichnet.
ten sind, werden vom probabilistischen genetischen Algorithmus PGA aus der IAV-EngineeringToolbox
bearbeitet. Im Folgenden werden die implementierten Kombinationen vorgestellt.
4.5.1 Iterative Gewichtete Erwartete Verbesserung (IW)
Diese Implementierung benutzt das Auffu¨llungskriterium AK1WEI,ω, vlg. Abschnitt 4.2.3, mit iterativer
Anwendung als Parallelisierungsstrategie, vlg. Abschnitt 4.3.1. Fu¨r die Wahl des Parameters ω wird eine
Funktion benutzt, die in [Sto¨07] vorgeschlagen wurde. Diese Funktion ist
ωi = 0, 3 + 0, 3 cos
(
ipi
2nA
)
. (4.19)
Dabei ist i der Index des Punktes der gesucht wird, und nA ist die gesamte Anzahl von Funktions-
auswertungen. Damit ist das Gewicht ωi zu Beginn 0, 6 und die Suche ist damit eher global, wodurch
eine u¨bertriebene Suche in der Na¨he des ersten Minimums unterbunden wird. Im Laufe der Optimierung
wird das Gewicht verringert, wodurch die Suche lokaler wird. Diese Gewichte werden auch wa¨hrend der
iterativen Anwendung weiter geza¨hlt.
4.5.2 Mehrkriterielle Suche (multi criteria sampling, MC)
Die mehrkriterielle Suche ist wie in Algorithmus 4.6 beschrieben implementiert.
4.5.3 Parallelisiertes GEI (PG)
Das Auffu¨llungskriterium AK1GEI,2 wird mit der Aktualisierung der Unsicherheit um neue Punkte paral-
lelisiert. Bei dieser Parallelisierungsstrategie wurde festgestellt, dass ein Punkt nach der Aktualisierung
fu¨r das Auffu¨llungskriterium noch interessant sein kann. Dieses Risiko kann durch die Wahl des globalen
Parameters g = 2 verringert werden. Zusa¨tzlich wird bei der Tiefensuche die Unsicherheit um die schon
bestimmten Punkte in den na¨chsten Zielfunktion aktualisiert.
4.5.4 Parametrisiertes WEI (PW)
Dieses Auffu¨llungskriterium fu¨r nP Punkte benutzt fu¨r das Auffu¨llungskriterium AK1WEI,ω nP unter-
schiedliche Parameter ω. Die Gewichte werden a¨quidistant zwischen einer unteren und oberen Grenze fu¨r
ω gewa¨hlt. Die obere Grenze ha¨lt AK1WEI,ω davon ab, zu global zu suchen, und die untere Grenze ha¨lt
das Verfahren von einer zu lokalen Suche ab. Als untere Grenze wird ωu = 0, 2 und als obere Grenze wird
ωo = 0, 8 gewa¨hlt.
44 4. Ersatzmodell-gestu¨tzte Optimierungsverfahren
4.6 Zusammenfassung
In diesem Kapitel wurde die Suche nach viel versprechenden Punkten mit Hilfe des Kriging-Ersatzmodells
beschrieben. Dazu wurde das Auffu¨llungskriterium der erwarteten Verbesserung definiert und verallgemei-
nert. Die entstandenen Auffu¨llungskriterien wurden im Abschnitt 4.3 so verallgemeinert, dass sie mehrere
viel versprechende Punkte in einem Schritt bestimmen ko¨nnen. Anschließend wurde eine Erweiterung auf
mehrkriterielle Probleme vorgestellt und es wurden die implementierten Kombinationen aus Auffu¨llungs-
kriterien und Parallelisierungsansa¨tzen beschrieben. Mit den vorgestellten Verfahren ko¨nnen somit ein-
und mehrkriterielle Aufgaben effizient bearbeitet werden und diese Bearbeitung kann mit beliebig vielen
Prozessoren beschleunigt werden.
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5 Vergleiche der parallelisierten Ersatzmodell-gestu¨tzten
Optimierungsverfahren
Das Ziel dieses Kapitels ist es, die Sta¨rken und Schwa¨chen der vorgestellten Verfahren bei der Anwendung
auf Testbeispiele aufzuzeigen.
Der erste Abschnitt des Kapitels gibt einen U¨berblick u¨ber die Ziele und den Aufbau der Verifizierung.
Im zweiten Abschnitt werden die Verfahren auf einkriterielle Testbeispiele angewandt. Die Auswertung
der Ergebnisse der mehrkriteriellen Testbeispiele ist Gegenstand des dritten Abschnittes. Der vierte und
letzte Abschnitt des Kapitels behandelt Schlussfolgerungen fu¨r den Umgang mit den Verfahren.
5.1 Einfu¨hrung
Fu¨r die Verifizierung wird die Parallelisierbarkeit, die Zuverla¨ssigkeit und die Skalierbarkeit u¨ber die An-
zahl der Zielfunktionen und Variablen betrachtet. Um die Skalierbarkeit u¨ber die Anzahl der Prozessoren
beurteilen zu ko¨nnen, werden die vorgestellten Verfahren mit zwei, acht und 32 Prozessoren getestet. Die
einkriteriellen Aufgaben werden fu¨r fu¨nf Variablen betrachtet. Bei den mehrkriteriellen Aufgaben werden
die zwei Problemgro¨ßen mittel und groß getestet. Die mittlere Problemgro¨ße hat fu¨nf Variablen und zwei
Zielfunktionen und die große Problemgro¨ße hat acht Variablen und fu¨nf Zielfunktionen. Zusa¨tzlich zu den
vorgestellten parallelisierten Verfahren werden noch die Ergebnisse des unparallelisierten Verfahrens WEI
und des probabilistischen genetischen Algorithmus PGA angegeben. Beide Verfahren wurden in [Sto¨07]
vorgestellt. Diese zwei Verfahren werden in der Praxis intensiv genutzt. Damit bietet der Vergleich mit
ihnen die Mo¨glichkeit, verha¨ltnisma¨ßig zuverla¨ssige Aussagen fu¨r die Anwendung auf technische Probleme
treffen zu ko¨nnen.
Enhanced Modelbased Multiobjective Optimization Algorithm (WEI)
Dieses Optimierungsverfahren wurde von Sto¨cker in [Sto¨07] vorgestellt und implementiert. Es benutzt die
gewichtete erwartete Verbesserung (WEI) mit den Gewichten aus Gleichung (4.19). Das Verfahren benutzt
keine Parallelisierung und kann fu¨r ein Problem mit m Zielfunktionen maximal m Punkte bestimmen.
Probabilistic Genetic Algorithm (PGA)
Das Verfahren PGA ist eine Erweiterung des Verfahrens MrBOA, das in [Ahn06] beschrieben wird. In
[Sto¨07] wurde dieser probabilistische genetische Algorithmus erweitert und in die IAV-EngineeringToolbox
implementiert. Dieses Verfahren wird bei allen vorgestellten Ersatzmodell-gestu¨tzten Verfahren fu¨r die
Maximum-Likelihood-Methode und dem Lo¨sen der Optimierungsprobleme bei den Auffu¨llungskriterien
verwendet.
Parametrisierung der Verfahren
Die verwendeten Parameter fu¨r alle betrachteten Optimierungsverfahren werden in Tabelle 5.1 gegeben.
Es werden fu¨r alle Verfahren mo¨glichst a¨hnliche Parameter verwendet, um bei der Auswertung besser
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Unterschiede in der Parallelisierbarkeit feststellen zu ko¨nnen.
Statistische Auswertung
Da die Verfahren mit einer zufa¨lligen Startbelegung initialisiert werden und einen genetischen Algorithmus
fu¨r die Unterprobleme benutzen, ist es notwendig, die Ergebnisse statistisch auszuwerten, um verla¨ssli-
che Aussagen zu erzielen. Deswegen werden alle Aufgaben mit 100 verschiedenen Startbelegungen des
Zufallszahlengenerators initialisiert. Fu¨r die statistische Auswertung der Bewertungskriterien, die jeweils
einen Wert liefern, wird ein angepasster Boxplot verwendet. Ein Beispiel wird in Abbildung 5.1 gegeben.
Das kleinste und gro¨ßte Stichprobenelement werden durch den linken und rechten Whisker dargestellt.
Der Mittelwert der Stichprobe wird durch den mittleren gru¨nen Strich im gru¨nen Kasten repra¨sentiert.
Die Standartabweichung wird durch den gru¨nen Kasten abgebildet. Die linke Begrenzung des gru¨nen
Kastens stellt den Mittelwert minus die Standartabweichung dar. Der Median der Stichprobe wird durch
den roten Strich in der Mitte der Box symbolisiert. Damit befindet sich jeweils eine Ha¨lfte der Stichprobe
links bzw. rechts des roten Strichs.
Das untere Quartil wird durch den linken Rand der blauen Kiste dargestellt. Entsprechend wird das obere
Quartil durch den rechten Rand repra¨sentiert. Somit befindet sich eine Ha¨lfte aller Stichprobenelemente
in der blauen Kiste und die andere Ha¨lfte außerhalb.
Fu¨r die numerische Verifizierung wurden fu¨r alle 14 Verfahren auf den acht Testproblemen zehn bzw. 100
Optimierungen durchgefu¨hrt. Eine Optimierung dauerte zwischen zehn Minuten und 17 Stunden, je nach
Problem und benutztem Rechner. Die meisten Optimierungen brauchten ca. eine Stunde, somit wurde
fu¨r die Verifizierung ca. 9000 Stunden Rechenzeit beno¨tigt. Dabei wurden die Rechnungen auf mehrere
Rechner verteilt.
Abbildung 5.1: Erkla¨rung des angepassten Boxplots. In schwarz sind die Whisker dargestellt. Die gru¨ne
Box zeigt den Mittelwert und die Standartabweichung. Das obere und untere Quartil,
sowie der Median werden mit dem blauen Kasten repra¨sentiert
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IW np CPUs
Auffu¨llungskriterium IW
# zu berechnender Punkte 400
# Prozessoren np
# Punkte zur Modelloptimierung 75
# Schritte zur Modelloptimierung 2000
# Startpunkte bei 5 Variablen 54
# Startpunkte bei 8 Variablen 87
Populationsgro¨ße GA Tiefensuche 150
Generationenzahl GA Tiefensuche 30
Populationsgro¨ße GA Breitensuche 150
Generationenzahl GA Breitensuche 30
MC np CPUs
Auffu¨llungskriterium MC
# zu berechnender Punkte 400
# Prozessoren np
# Punkte zur Modelloptimierung 75
# Schritte zur Modelloptimierung 2000
# Startpunkte bei 5 Variablen 54
# Startpunkte bei 8 Variablen 87
Populationsgro¨ße GA Tiefensuche 150
Generationenzahl GA Tiefensuche 30
Populationsgro¨ße GA Breitensuche 150
Generationenzahl GA Breitensuche 30
PG np CPUs
Auffu¨llungskriterium PG
# zu berechnender Punkte 400
# Prozessoren np
Globaler Parameter g 2
# Punkte zur Modelloptimierung 75
# Schritte zur Modelloptimierung 2000
# Startpunkte bei 5 Variablen 54
# Startpunkte bei 8 Variablen 87
Populationsgro¨ße GA Tiefensuche 150
Generationenzahl GA Tiefensuche 30
Populationsgro¨ße GA Breitensuche 150
Generationenzahl GA Breitensuche 30
PW np CPUs
Auffu¨llungskriterium PW
# zu berechnender Punkte 400
# Prozessoren np
# Punkte zur Modelloptimierung 75
# Schritte zur Modelloptimierung 2000
# Startpunkte bei 5 Variablen 54
# Startpunkte bei 8 Variablen 87
Populationsgro¨ße GA Tiefensuche 150
Generationenzahl GA Tiefensuche 30
Populationsgro¨ße GA Breitensuche 150
Generationenzahl GA Breitensuche 30
WEI 1 CPU
Auffu¨llungskriterium WEI
# zu berechnender Punkte 400
# Prozessoren 1
# Punkte zur Modelloptimierung 75
# Schritte zur Modelloptimierung 2000
# Startpunkte bei 5 Variablen 54
# Startpunkte bei 8 Variablen 87
Populationsgro¨ße GA Tiefensuche 150
Generationenzahl GA Tiefensuche 30
Populationsgro¨ße GA Breitensuche 150
Generationenzahl GA Breitensuche 30
PGA 20 CPUs
Verfahren PGA
Populationsgro¨ße 40
Generationenzahl 18
Neue Individuen pro Generation 50%
Tabelle 5.1: Festlegung aller Parameter fu¨r die verschiedenen Verfahren.
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5.2 Einkriterielle Optimierung
Der Vergleich von verschiedenen globalen einkriteriellen Optimierungsverfahren ist verha¨ltnisma¨ßig ein-
fach. Das Verfahren, das den kleineren Funktionswert liefert, ist na¨her am Optimum und ist somit besser.
Weiterhin kann man den durchschnittlichen Fortschritt eines Verfahrens wa¨hrend der Optimierung gra-
fisch darstellen.
5.2.1 Verschobene Ackley-Funktion
Diese Testfunktion wurde in [CEC2008] als Testfunktion fu¨r genetische Algorithmen vorgestellt. Fu¨r
D ∈ N ist die verschobene Ackley-Funktion definiert als
f(x) = −20 exp
−0.2
√√√√ 1
D
D∑
i=1
z2i
− exp( 1
D
D∑
i=1
cos (2pizi)
)
+ 20 + e− 140, x ∈ [−32, 32]D ,
wobei D = 5 und z = x−o mit o = (27, 008 | − 16, 132 | 6, 4106 | − 0, 84105 | 23, 478)T verwendet wird.
Das globale Minimum der Funktion liegt bei x∗ = o mit Funktionswert f(x∗) = −140. Die besondere
Schwierigkeit bei dieser Testfunktion liegt in den ca. 645 ≈ 109 lokalen Minima. In Abbildung 5.2 ist die
Testfunktion fu¨r zwei Variablen dargestellt.
Auswertung
Keines der Verfahren konnte innerhalb der 400 Funktionsauswertungen das globale Minimum finden. In
den Abbildungen 5.3 und 5.4 erkennt man, dass mit steigender Anzahl an Prozessoren sich langsam die
Ergebnisse der Parallelisierungsstrategien im Allgemeinen verschlechtern. Dieses Verhalten ist zu erwar-
ten, da bei der Bestimmung der na¨chsten interessanten Punkte auf weniger Informationen zuru¨ckgegriffen
werden kann. Ausnahmen von diesem Verhalten zeigen die Strategien PW und PG. Die Strategie PW hat
vor allem fu¨r zwei Prozessoren das Problem, dass die benutzten Gewichte nur an der oberen und der unte-
ren Grenze liegen. Unter allen Algorithmen mit zwei CPUs hat PW wa¨hrend der ganzen Optimierung die
schlechtesten Funktionswerte. Auch Varianz, Maximum und Minimum sind wesentlich schlechter als bei
den Methoden WEI, IW und MC mit einem bzw. zwei Prozessoren. Bei 32 Prozessoren ist die Strategie
PW in Abbildung 5.7 ungefa¨hr so schnell wie der genetische Algorithmus PGA. Beim Vergleich dieser
beiden Algorithmen in Abbildung 5.3 stellt man aber fest, dass PW mit 32 Prozessoren eine geringere
Standardabweichung und bessere Maximalwerte hat als der Algorithmus PGA. Bei der Strategie PG da-
gegen sinkt die Standardabweichung in den Ergebnissen mit ho¨heren Prozessoranzahlen und gleichzeitig
verbessert sich auch der Mittelwert und der Median. Eine andere interessante Eigenschaft von PG ist die
besonders schnelle Verbesserung des Funktionswertes zu Beginn der Optimierung, vgl. Abbildungen 5.4,
5.5 und 5.6. Das ist auf die Benutzung des GEI mit einem globalen Parameter von zwei zuru¨ckzufu¨hren.
Die beiden Strategien IW und MC liefern fu¨r alle Prozessoranzahlen gute Ergebnisse mit geringer Varianz.
Bei 32 Prozessoren liefert PG a¨hnlich gute Ergebnisse wie IW und MC. Das Ziel der Parallelisierung der
Ersatzmodell-gestu¨tzten Optimierungsverfahren war die deutliche Beschleunigung der Optimierung. In
Abbildung 5.8 ist die Verbesserung des Funktionswertes u¨ber die Zeit fu¨r eine Funktionsauswertung dar-
gestellt. Dabei wird angenommen, dass eine Funktionsauswertung wesentlich zeitaufwa¨ndiger ist als die
Bestimmung neuer Punkte. Aus Abbildung 5.8 kann man erkennen, dass mit steigender Prozessoranzahl
die Bearbeitungszeit fu¨r dieses Problem deutlich sinkt.
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Abbildung 5.2: Verschobene Ackley-Funktion fu¨r 2 Variablen.
Abbildung 5.3: Box-Plot der besten Funktionswerte von 100 Optimierungen.
Abbildung 5.4: Mittlere Anna¨herung an den besten Funktionswert −140 bei der verschobenen Ackley-
Funktion fu¨r alle Verfahren
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Abbildung 5.5: Vergleich der Auffu¨llungskriterien fu¨r 2 CPUs bei der verschobenen Ackley-Funktion
Abbildung 5.6: Vergleich der Auffu¨llungskriterien fu¨r 8 CPUs bei der verschobenen Ackley-Funktion
Abbildung 5.7: Vergleich der Auffu¨llungskriterien fu¨r 32 CPUs bei der verschobenen Ackley-Funktion
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Abbildung 5.8: Vergleich der Konvergenzgeschwindigkeit u¨ber die Zeit bei der verschobenen Ackley-
Funktion
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5.2.2 Verschobene Rastrigin-Funktion
Als beliebig skalierbare Testfunktion wurde in [CEC2008] die verschobene Rastrigin-Funktion vorgestellt.
Fu¨r D ∈ N ist sie definiert als
f(x) =
D∑
i=1
(
z2i − 10 cos (2pizi) + 10
)− 330, x ∈ [−5, 5]D ,
wobei D = 5 und z = x − o mit o = (3, 8466 | 4, 3236 | − 2, 8216 | 0, 64654 | 4, 3382)T . Das globale
Minimum der Funktion liegt bei x∗ = o mit Funktionswert f(x∗) = −330. Diese Testfunktion besitzt ca.
105 lokale Minima. In Abbildung 5.9 ist die Testfunktion fu¨r zwei Variablen dargestellt.
Alle betrachteten Verfahren konnten in keinem Fall das globale Optimum der verschobenen Rastrigin-
Funktion innerhalb der 400 Funktionsauswertungen finden. Bei dieser Testfunktion kann man in den
Abbildungen 5.10 und 5.11 erkennen, dass sich die Ergebnisse im Durchschnitt und im Median durch
die Parallelisierung nur wenig a¨ndern. Die Varianz und die Maximalwerte verschlechtern sich dagegen
deutlich. Aus den Abbildungen 5.12, 5.13 und 5.14 entnimmt man, dass das Verfahren IW, bei dieser
Testfunktion und allen Prozessoranzahlen, zu Beginn der Optimierung die beste Leistung bringt. Die
Zeitersparnis bei der Bearbeitung dieses Optimierungsproblem kann man sehr gut in Abbildung 5.15
erkennen. Dabei wird wieder angenommen, dass die Funktionsauswertungen wesentlich teurer sind als die
Bestimmung neuer Punkte. Weiterhin ist zu erkennen, dass die parallelisierten Ersatzmodell-gestu¨tzten
Verfahren mit acht Prozessoren schneller sind als der genetische Algorithmus PGA mit 20 Prozessoren.
Abbildung 5.9: Verschobene Rastrigin-Funktion fu¨r 2 Variablen.
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Abbildung 5.10: Box-Plot der besten Funktionswerte von 100 Optimierungen.
Abbildung 5.11: Mittlere Anna¨herung an den besten Funktionswert −330 bei der verschobenen Rastrigin-
Funktion fu¨r alle Verfahren
Abbildung 5.12: Vergleich der Auffu¨llungskriterien fu¨r 2 CPUs bei der verschobenen Rastrigin-Funktion
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Abbildung 5.13: Vergleich der Auffu¨llungskriterien fu¨r 8 CPUs bei der verschobenen Rastrigin-Funktion
Abbildung 5.14: Vergleich der Auffu¨llungskriterien fu¨r 32 CPUs bei der verschobenen Rastrigin-Funktion
Abbildung 5.15: Vergleich der Konvergenzgeschwindigkeit u¨ber die Zeit bei der verschobenen Rastrigin-
Funktion
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5.3 Mehrkriterielle Optimierung
In diesem Abschnitt werden die Ergebnisse der verschiedenen Verfahren bei mehrkriteriellen Optimie-
rungsproblemen verglichen. Die Ergebnisse der Verfahren sind Approximationsmengen, vgl. Definition
2.6. Sie bestehen aus den nicht-dominierten Punkten, die wa¨hrend der Optimierung erzeugt wurden.
5.3.1 Benutzte Bewertungskriterien
Zwei Approximationsmengen ko¨nnen bezu¨glich der Dominanzrelation 2.2 ihrer Elemente in verschiedenen
Beziehungen zueinander stehen. In Tabelle 5.2 werden diese Beziehungen definiert, vgl. [ZiTh03]. In den
Abbildungen 5.16 und 5.17 werden Beispiele fu¨r die Relationen gegeben.
Relation Varianten Approximationsmengen
streng dominiert yˆ ≺≺ y¯ yˆ ist in allen Zielfunktio-
nen kleiner als y¯
A ≺≺ B ∀ y¯ ∈ B ∃yˆ ∈ A : yˆ ≺≺ y¯
dominiert yˆ ≺ y¯ yˆ ist in keiner Zielfunk-
tion gro¨ßer und in min-
destens einer Zielfunkti-
on kleiner als y¯
A ≺ B ∀ y¯ ∈ B ∃yˆ ∈ A : yˆ ≺ y¯
besser A / B ∀ y¯ ∈ B ∃yˆ ∈ A : yˆ  y¯
und A 6= B
schwach dominiert yˆ  y¯ yˆ ist in keiner Zielfunkti-
on gro¨ßer als y¯
A  B ∀ y¯ ∈ B ∃yˆ ∈ A : yˆ  y¯
unvergleichbar yˆ ‖ y¯ weder yˆ  y¯ noch y¯  yˆ A ‖ B weder A  B noch B  A
Tabelle 5.2: Relationen zwischen Vektoren und Relationen zwischen Approximationsmengen
Abbildung 5.16: Beispiele fu¨r die verschiedenen Dominanzrelationen. Es gilt a ≺≺ d, a ≺ b, a ≺ c, a ≺ d,
b ≺ d, c ≺ d, a  b, a  c, a  d, b  d, c  d und b ‖ c.
Zum Vergleich von Approximationsmengen benutzt man Indikatoren, die wie folgt definiert sind.
Definition 5.1. Sei Ω die Menge aller Approximationsmengen, vgl. Definition 2.6. Dann heißt eine
Abbildung I : Ω→ R una¨rer Indikator. Eine Abbildung I : Ω×Ω→ R heißt bina¨rer Indikator. Das heißt
ein una¨rer Indikator ordnet jeder Approximationsmenge eine reelle Zahl zu und ein bina¨rer Indikator
weist geordneten Paaren von Approximationsmengen einen Wert zu.
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Abbildung 5.17: Beispiele fu¨r die verschiedenen Dominanzrelationen fu¨r Approximationsmengen. Es gilt
A / B, A ≺≺ C, A ≺≺ D, B  C, B ≺≺ D und C ‖ D.
Una¨rer Hypervolumenindikator
In der Literatur werden verschiedene una¨re Indikatoren benutzt, dazu wird in [KnoCo02] und [ZiTh03] ein
U¨berblick gegeben. In [ZiTh03] wurde unter Anderem die beschra¨nkte Aussagekraft der una¨ren Indikato-
ren gezeigt. Der una¨re Hypervolumenindikator, der im Folgenden benutzt wird, kommt den theoretischen
Begrenzungen aus [ZiTh03] relativ nahe. Dieser Indikator ist auch unter dem Namen S -Metrik bekannt.
Definition 5.2. Sei A ⊂ Rm eine Approximationsmenge und r ∈ Rm ein gegebener Referenz-
punkt. Dann ist der Hypervolumenindikator H definiert als H (A) =
∫
M(A,r) 1dx mit M (A, r) =
{y ∈ R : ∃a ∈ A mit a  y  r}. Der Hypervolumenindikator ist also das Hypervolumen der Punkte, die
von A schwach dominiert werden und selbst den Referenzpunkt schwach dominieren, vgl. Abbildung 5.18.
Zur statistischen Auswertung des Hypervolumens fu¨r die jeweils 100 Optimierungsdurchla¨ufe pro Verfah-
ren und Testfunktion wird der angepasste Boxplot benutzt, vgl. Seite 46.
Abbildung 5.18: Beispiel fu¨r den Hypervolumenindikator. Die ausgefu¨llte Fla¨che zwischen den
Punkten und dem Referenzpunkt entspricht dem Hypervolumenindikator der
Approximationsmenge.
Lemma 5.3. Es gilt A /B⇒ H (A) ≥ H (B), d.h. wenn eine Approximationsmenge A besser ist als eine
Approximationsmenge B, dann wird das auch vom Hypervolumenindikator richtig angezeigt. Weiterhin
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gilt H (A) ≥ H (B) ⇒ B 6 A, d.h. wenn der Hypervolumenindikator anzeigt, dass A
”
besser“ ist als B,
dann ist zumindest B nicht besser als A.
Additiver bina¨rer Epsilon-Indikator (ε+-Indikator)
Ein weiterer Indikator, der benutzt wird, ist der bina¨re additive Epsilon-Indikator. Dieser wurde in
[ZiTh03] definiert und unterliegt nicht der beschra¨nkten Aussagekraft der una¨ren Indikatoren.
Definition 5.4. Seien A,B ⊂ Rm zwei Approximationsmengen. Dann ist der ε+-Indikator E definiert als
E (A,B) = inf {ε ∈ R : ∀y¯ ∈ B,∃yˆ ∈ A : ∀i = 1, . . . ,m : yˆi ≤ y¯i + ε}. Der Indikator beschreibt also, wie
weit die beiden Approximationsmengen verschobenen werden mu¨ssen, damit die eine Menge die andere
schwach dominiert.
Abbildung 5.19: Beispiel fu¨r den ε+-Indikator. Es gilt A ≺≺ B, und weiterhin gilt {B − (1 1)′}  A,
somit ist E (A,B) = −1. Bei umgekehrter Anwendung folgt E (B,A) = 0, 5.
Lemma 5.5. Seien A,B ⊂ Rm zwei Approximationsmengen, dann gelten die folgenden A¨quivalenzen
A ≺≺ B ⇐⇒ E (A,B) < 0
A / B ⇐⇒ E (A,B) ≤ 0 ∧ E (B,A) > 0
A  B ⇐⇒ E (A,B) ≤ 0
A = B ⇐⇒ E (A,B) = 0 ∧ E (B,A) = 0
A ‖ B ⇐⇒ E (A,B) > 0 ∧ E (B,A) > 0 .
Der Nachteil bina¨rer Indikatoren ist, dass alle Verfahren gegeneinander getestet werden mu¨ssen. Insgesamt
werden in dieser Arbeit 14 verschiedene Algorithmen getestet. Die Tabellen mit den Ergebnissen des ε+-
Indikator beinhalten somit 14 Zeilen und 14 Spalten und sind im Anhang zu finden.
Anzahl nicht-dominierter Punkte in der Gesamtmenge
Als einen weiteren Indikator kann man die Anzahl nicht-dominierter Punkte betrachten. Dazu werden
alle berechneten Approximationsmengen vereinigt und alle dominierten Punkte werden aus dieser Menge
entfernt. Danach wird fu¨r alle Approximationsmengen geza¨hlt, welchen Beitrag sie zur Gesamtmenge
geleistet haben.
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Definition 5.6. Seien A1, . . . ,Ak ⊂ Rm, k,m ∈ N Approximationsmengen und weiterhin Aˆ definiert als
Aˆ :=
{
yˆ ∈ ⋃ki=1Ai : yˆ nicht-dominiert bezu¨glich ⋃ki=1Ai}. Dann ist fu¨r j = 1, . . . , k die Anzahl nicht-
dominierter Punkte (AnP ) definiert als AnP (Aj) =
∣∣∣Aj ∩ Aˆ∣∣∣.
Fu¨r die Auswertung werden alle Approximationsmengen zu einer Testfunktion verwendet, d.h.
{A1, . . . ,Ak} = {AIW2,1, . . . ,AIW2,100,AIW8,1, . . . ,AIW8,100, . . . ,APGA20,1, . . . ,APGA20,100} .
Die Ergebnisse des AnP werden mit Hilfe des angepassten Boxplots statistisch ausgewertet.
Summary-Attainment-Surface
Eine andere Mo¨glichkeit, mehrere Verfahren miteinander zu vergleichen, bieten die Summary-Attainment-
Surfaces (SAS). Bei der einkriteriellen Optimierung sind statistische Informationen wie der Median des
besten Funktionswertes u¨ber alle Optimierungsdurchla¨ufe nu¨tzlich. Das Ziel der SAS ist es, den Median
auf den zwei- und dreikriteriellen Fall zu erweitern. Dazu wird eine Kurve bzw. Fla¨che gesucht, die alle
Approximationsmengen zu einem Verfahren in einem vorgegebenen Verha¨ltnis trennt. In [Kno05] werden
Grundlagen zu SAS angegeben und ein Algorithmus vorgestellt der eine Approximation der SAS liefert.
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5.3.2 DTLZ 2
Diese Testfunktion wurde als skalierbare multikriterielle Testfunktion in [DTLZ01] eingefu¨hrt. Dabei
wurde sie so konstruiert, dass ihre Paretomenge ein Ausschnitt aus der Einheitsspha¨re ist. Damit ist
die Paretomenge nicht-konvex, was manchen Verfahren Probleme bereiten ko¨nnte. Fu¨r k, n,m ∈ N mit
n = m− 1 + k ist DTLZ 2 definiert als
min
x∈[0,1]n
f (x) .
Dabei ist x = (x1, . . . , xm−1, xm, . . . , xm+k−1)
T , xˆ = (xm, . . . , xm+k−1)
T und f : Rn → Rm,
f (x) =

(1 + g (xˆ)) cos
(
x1
pi
2
)
cos
(
x2
pi
2
) · · · cos (xm−2 pi2 ) cos (xm−1 pi2 )
(1 + g (xˆ)) cos
(
x1
pi
2
)
cos
(
x2
pi
2
) · · · cos (xm−2 pi2 ) sin (xm−1 pi2 )
(1 + g (xˆ)) cos
(
x1
pi
2
)
cos
(
x2
pi
2
) · · · sin (xm−2 pi2 )
...
(1 + g (xˆ)) cos
(
x1
pi
2
)
sin
(
x2
pi
2
)
(1 + g (xˆ)) sin
(
x1
pi
2
)

.
Weiterhin ist die Funktion g definiert als g : Rk → R, xˆ 7−→ g(xˆ) = ∑m+k−1i=m (xi − 12)2.
Auswertung fu¨r die mittlere Problemgro¨ße
Bei der Betrachtung der Testfunktion DTLZ 2 mit fu¨nf Variablen und zwei Zielfunktionen stellt man fest,
dass alle Ersatzmodell-gestu¨tzten Verfahren anna¨hernd gleiche Ergebnisse liefern. Man kann in den Ab-
bildungen 5.20 und 5.21 die erwartete Ordnung zwischen den verschiedenen Prozessoranzahlen erkennen.
Die Unterschiede innerhalb der Gruppe der Ersatzmodell-gestu¨tzten Verfahren sind aber vernachla¨ssigbar,
wenn man diese Gruppe mit dem genetischen Algorithmus PGA vergleicht. Alle benutzten Bewertungs-
kriterien zeigen, dass das Verfahren PGA bei dieser Testfunktion wesentlich bessere Ergebnisse liefert, vgl.
Abbildungen 5.20, 5.21, 5.22 und 5.23. Bei den SASs sieht man deutlich, dass die Ersatzmodell-gestu¨tzten
Verfahren nur an den Ecken der Paretomenge optimieren. Die Ergebnisse ko¨nnten mit einer A¨nderung an
der Breitensuche wahrscheinlich wesentlich verbessert werden. Im Abschnitt 5.5 werden diese A¨nderungen
vorgestellt und es wird ein erstes Beispiel gerechnet.
Abbildung 5.20: Vergleich der Auffu¨llungskriterien mit der 0,5-Summary-Attainment-Surface bei der
Testfunktion DTLZ 2
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Abbildung 5.21: Vergleich der Auffu¨llungskriterien mit der Worst-Summary-Attainment-Surface bei der
Testfunktion DTLZ 2
Abbildung 5.22: Box-Plot des Hypervolumens von 100 Optimierungen. Das Hypervolumen der Pareto-
menge ist ungefa¨hr 1,4646.
Abbildung 5.23: Box-Plot der Anzahl nicht-dominierter Punkte von 100 Optimierungen.
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Auswertung fu¨r die große Problemgro¨ße
Die Testfunktion DTLZ 2 mit acht Variablen und fu¨nf Zielfunktionen zeigt eine andere Ordnung zwi-
schen den Verfahren auf. In Abbildung 5.24 wird deutlich, dass es bei den Parallelisierungsstrategien
IW, PG und PW nur geringe Unterschiede zwischen den verschiedenen Prozessoranzahlen gibt. Dabei
ist weiterhin zu bemerken, dass diese Verfahren selbst bei 32 Prozessoren a¨hnlich gute Leistungen wie
das unparallelisierte Verfahren WEI erbracht haben. Diese Strategien sind auch bezu¨glich des Hyper-
volumenindikators deutlich besser als das Verfahren PGA. Der ε+-Indikator zeigt, dass alle erhaltenen
Approximationsmengen unvergleichbar (‖) sind, vgl. Tabelle A.10 im Anhang und Tabelle 5.2 fu¨r die
Relation (‖). Daraus kann man schlussfolgern, dass die Approximationsmengen der drei Verfahren einen
wesentlich gro¨ßeren Teil des Zielraumes dominieren, aber das Verfahren PGA liefert in jedem Fall wei-
tere Punkte, die nicht von diesen Approximationsmengen dominiert werden, vgl. Abbildung 5.25. Mit
Blick auf die mittlere Problemgro¨ße liegt die Schlussfolgerung nahe, dass sich der genetische Algorithmus
PGA, bei der gewa¨hlten Parametrisierung, nicht uneingeschra¨nkt auf gro¨ßere Problemgro¨ßen anwenden
la¨sst. Fu¨r dieses Beispiel kann man das Hypervolumen zwischen der Paretomenge und dem gewa¨hlten
Referenzpunkt (2 | 2 | 2 | 2 | 2)T berechnen. Dieses liegt bei ungefa¨hr 31,8355.
Abbildung 5.24: Box-Plot des Hypervolumens von 100 Optimierungen. Das Hypervolumen der Pareto-
menge ist ungefa¨hr 31,8355.
Abbildung 5.25: Box-Plot der Anzahl nicht-dominierter Punkte von 100 Optimierungen.
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5.3.3 DTLZ 7
In [DTLZ01] wurde die Testfunktion DTLZ 7 als skalierbares mehrkriterielles Problem eingefu¨hrt. Diese
Testfunktion besitzt eine nicht zusammenha¨ngende Paretomenge. Fu¨r k, n,m ∈ N mit n = m− 1 + k ist
das Problem definiert als
min
x∈[0,1]n
f (x) .
Dabei ist x = (x1, . . . , xm−1, xm, . . . , xm+k−1)
T , xˆ = (xm, . . . , xm+k−1)
T und f : Rn → Rm,
f (x) =

x1
x2
...
xm−1
(1 + g (xˆ))h (x)

.
Die Funktionen g und h sind definiert als
g : Rk → R, xˆ 7−→ g(xˆ) = 1 + 9
k
m+k−1∑
i=m
xi bzw.
h : Rn → R, x 7−→ h (x) = m−
m−1∑
i=1
xi
1 + (g(xˆ))
(1 + sin (3pixi)) .
Auswertung fu¨r die mittlere Problemgro¨ße
Bei dieser Testfunktion liefert die Parallelisierungsstrategie IW mit Abstand die besten Ergebnisse. In den
Abbildungen 5.26 und 5.30 wird deutlich, dass IW fu¨r alle Prozessoranzahlen nicht nur im Mittel die Pare-
tomenge gut approximiert, sondern auch im schlechtesten Fall noch gute Ergebnisse liefert. Diese Aussage
wird auch durch den Hypervolumenindikator besta¨tigt, vgl. Abbildung 5.34. Der ε+-Indikator zeigt, dass
die Ergebnisse der Parallelisierungsstrategie IW in vielen Fa¨llen besser (/) sind als die Ergebnisse der
anderen Verfahren, vgl. Tabelle A.15 im Anhang und Tabelle 5.2 fu¨r die Relation (/). Insbesondere ist IW
mit 32 Prozessoren in ca. 1700 der 10000 Fa¨lle besser (/) als das wesentlich langsamere unparallelisierte
Verfahren WEI. Das Verfahren PW zeigt fu¨r acht Prozessoren gute Ergebnisse. Die Ergebnisse fu¨r zwei
bzw. 32 Prozessoren sind dagegen deutlich schlechter. Die Parallelisierungsstrategie PG zeigt wieder sich
leicht verbessernde Ergebnisse mit zunehmender Prozessoranzahl, vgl. Abbildung 5.34. Dieses Verhal-
ten wurde schon bei der verschobenen Ackley-Funktion beobachtet, vgl. Seite 48. Beim multikriteriellen
Ansatz MC sind die schlechtesten Ergebnisse zu verzeichnen. Das Hypervolumen von MC ist schlechter
als bei den anderen Parallelisierungsstrategien und in den Abbildungen 5.26 und 5.30 ist eine deutlich
schlechtere Anna¨herung der Paretomenge zu sehen. Weiterhin wurden die Ergebnisse von MC in einigen
Fa¨llen von den Ergebnissen der Verfahren IW, PW, WEI und PGA bezu¨glich der Relation / geschlagen.
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Abbildung 5.26: Vergleich der Auffu¨llungskriterien mit der 0,5-Summary-Attainment-Surface bei der
Testfunktion DTLZ 7
Abbildung 5.27: Vergleich der Auffu¨llungskriterien fu¨r 2 CPUs mit der 0,5-Summary-Attainment-Surface
bei der Testfunktion DTLZ 7
Abbildung 5.28: Vergleich der Auffu¨llungskriterien fu¨r 8 CPUs mit der 0,5-Summary-Attainment-Surface
bei der Testfunktion DTLZ 7
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Abbildung 5.29: Vergleich der Auffu¨llungskriterien fu¨r 32 CPUs mit der 0,5-Summary-Attainment-Surface
bei der Testfunktion DTLZ 7
Abbildung 5.30: Vergleich der Auffu¨llungskriterien mit der Worst-Summary-Attainment-Surface bei der
Testfunktion DTLZ 7
Abbildung 5.31: Vergleich der Auffu¨llungskriterien fu¨r 2 CPUs mit der Worst-Summary-Attainment-
Surface bei der Testfunktion DTLZ 7
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Abbildung 5.32: Vergleich der Auffu¨llungskriterien fu¨r 8 CPUs mit der Worst-Summary-Attainment-
Surface bei der Testfunktion DTLZ 7
Abbildung 5.33: Vergleich der Auffu¨llungskriterien fu¨r 32 CPUs mit der Worst-Summary-Attainment-
Surface bei der Testfunktion DTLZ 7
Abbildung 5.34: Box-Plot des Hypervolumens von 100 Optimierungen.
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Abbildung 5.35: Box-Plot der Anzahl nicht-dominierter Punkte von 100 Optimierungen.
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Auswertung fu¨r die große Problemgro¨ße
Auch bei der großen Problemgro¨ße ist das Verfahren IW fu¨r alle Prozessoranzahlen besser als die u¨brigen
Verfahren, vgl. Abbildungen 5.36 und 5.37. Im Gegensatz zur mittleren Problemgro¨ße sind die Ergebnisse
nur bezu¨glich des Hypervolumens besser, aber sie sind nicht im Sinne der Relation / besser, sondern
unvergleichbar (‖), vgl. Tabellen A.21 und A.24 im Anhang. Interessant ist auch, dass das Verfahren IW
mit 32 Prozessoren bezu¨glich des Hypervolumenindikators besser ist als das unparallelisierte Verfahren
WEI. Der multikriterielle Ansatz MC ist fu¨r alle Prozessoranzahlen bezu¨glich des Hypervolumenindikators
das schlechteste getestete Verfahren.
Abbildung 5.36: Box-Plot des Hypervolumens von 100 Optimierungen.
Abbildung 5.37: Box-Plot der Anzahl nicht-dominierter Punkte von 100 Optimierungen.
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5.3.4 DTLZ 8
Die Testfunktion DTLZ 8 wurde in [DTLZ01] als skalierbares Problem vorgestellt. Mit dieser Testfunk-
tion soll gepru¨ft werden, ob die Optimierungsverfahren mit Nebenbedingungen umgehen ko¨nnen. Die
Paretomenge dieser Testfunktion wird von ihren Nebenbedingungen bestimmt. Fu¨r fu¨nf Variablen und
zwei Zielfunktionen ist das Problem definiert als
min
x∈[0,1]n
gi(x)≥0, i=1,2
f (x) .
Dabei ist x = (x1, . . . , x5)
T und f : R5 → R2, f = (f1, f2)T ,
f (x) =
(
1
2 (x1 + x2)
1
2 (x2 + x3 + x4 + x5)
)
.
Die Nebenbedingungen sind
g : R5 → R, x 7−→ g1 (x) = f2 (x) + 4f1 (x)− 1 und
h : R5 → R, x 7−→ g2 (x) = 2f2 (x) + f1 (x)− 1 .
Auswertung
Bei diesem Testproblem sind schon mit zwei Zielfunktionen, fast alle Ergebnisse der verschiedenen Ver-
fahren unvergleichbar (‖), vgl. Tabelle A.31 im Anhang. Das Verfahren IW liefert dabei fu¨r zwei und 32
Prozessoren bezu¨glich des Hypervolumenindikators und den SASs sehr gute Werte mit geringer Streu-
ung. Fu¨r acht Prozessoren ist das Ergebnis dieser Parallelisierungsstrategie aber schlechter. Bezu¨glich des
Hypervolumens erreichen nur ca. 25% der Ergebnisse fu¨r acht Prozessoren die Werte, die bei zwei und 32
Prozessoren in mehr als 75% der Fa¨lle erreicht werden, vgl. Abbildung 5.46. Auch bei dieser Testfunktion
erreicht die Parallelisierungsstrategie IW mit 32 Prozessoren genauso gute Werte wie das unparallelisierte
Verfahren WEI. Beim Verfahren PW sind die Ergebnisse fu¨r zwei Prozessoren bezu¨glich des Hypervolu-
menindikators fast so gut wie bei der Strategie IW und dem nicht parallelisierten Algorithmus WEI. Die
Parallelisierungsstrategien MC, PG und PGA liefern bezu¨glich des Hypervolumens schlechte Ergebnisse
mit hoher Streuung.
Abbildung 5.38: Vergleich der Auffu¨llungskriterien mit der 0,5-Summary-Attainment-Surface bei der
Testfunktion DTLZ 8.
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Abbildung 5.39: Vergleich der Auffu¨llungskriterien fu¨r 2 CPUs mit der 0,5-Summary-Attainment-Surface
bei der Testfunktion DTLZ 8.
Abbildung 5.40: Vergleich der Auffu¨llungskriterien fu¨r 8 CPUs mit der 0,5-Summary-Attainment-Surface
bei der Testfunktion DTLZ 8.
Abbildung 5.41: Vergleich der Auffu¨llungskriterien fu¨r 32 CPUs mit der 0,5-Summary-Attainment-Surface
bei der Testfunktion DTLZ 8.
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Abbildung 5.42: Vergleich der Auffu¨llungskriterien mit der Worst-Summary-Attainment-Surface bei der
Testfunktion DTLZ 8.
Abbildung 5.43: Vergleich der Auffu¨llungskriterien fu¨r 2 CPUs mit der Worst-Summary-Attainment-
Surface bei der Testfunktion DTLZ 8.
Abbildung 5.44: Vergleich der Auffu¨llungskriterien fu¨r 8 CPUs mit der Worst-Summary-Attainment-
Surface bei der Testfunktion DTLZ 8.
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Abbildung 5.45: Vergleich der Auffu¨llungskriterien fu¨r 32 CPUs mit der Worst-Summary-Attainment-
Surface bei der Testfunktion DTLZ 8.
Abbildung 5.46: Box-Plot des Hypervolumens von 100 Optimierungen.
Abbildung 5.47: Box-Plot der Anzahl nicht-dominierter Punkte von 100 Optimierungen.
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5.3.5 XKetSim
Bei diesem Beispiel handelt es sich um die Optimierung eines parametrisierten Kettentriebs fu¨r ein Nebe-
naggregat. Er besteht aus zwei Kettenra¨dern, der Kette und einer Spannschiene mit Spanner und ist in
Abbildung 5.48 fu¨r eine Auswahl von Parametern abgebildet. Dabei wird die Kette auch Trum genannt.
Die Ziele der Optimierung sind die Minimierung des Schwingwinkels und die Minimierung der La¨ngskra¨fte
in der Kette. Der Schwingwinkel wird von Spitze zu Spitze gemessen, d.h. es wird der Abstand zwischen
der maximalen Abweichung in die positive Drehrichtung und der maximalen Abweichung in die negative
Drehrichtung betrachtet. Die La¨ngskra¨fte werden an drei Stellen in den freien Trumstu¨cken gemessen.
Diese drei Messstellen werden in Abbildung 5.48 auf der rechten Seite als gru¨ne Kreise dargestellt. Als
Parameter fu¨r die Optimierung stehen die Da¨mpfung und Vorspannung des Spanners zur Verfu¨gung.
Weitere Parameter sind der Rollenbettwinkel und die Amplitude und Phasenlage der Unrundheit des
Kettenrades an der Kurbelwelle. Die Nebenbedingung der Aufgabe ist, dass die auftretenden La¨ngskra¨fte
in der Kette zu jedem Zeitpunkt gro¨ßer als 50N sind. Insgesamt hat dieses Beispiel zwei Zielfunktionen,
eine Nebenbedingung und fu¨nf Variablen, und somit ist es gut vergleichbar mit der mittleren Problemgro¨-
ße der Aufgaben DTLZ 2, 7 und 8. Die Kra¨fte in der Kette resultieren aus den Momenten an den Wellen
und der Vorspannung durch die Spannschiene mit Spanner. Weiterhin werden die La¨ngskra¨fte durch dy-
namische Effekte wie dem Polygoneffekt und Eigenfrequenzen des Kettentriebs beeinflusst. Dadurch wird
eine Dynamik-Simulation mit XKetSim u¨ber die vorgegebenen Anregungen notwendig. Eine Funktions-
auswertung bei diesem Beispiel dauerte ca. fu¨nf Minuten (2,5GHz, Dualcore, 1GiB Arbeitsspeicher). Die
parallelisierten Verfahren IW, MC, PG, PW und PGA nutzten alle 20 Prozessoren und beno¨tigten fu¨r
die Optimierung ca. fu¨nf Stunden. Das unparallelisierte Ersatzmodell-gestu¨tzte Verfahren WEI konnte
nur zwei Prozessoren nutzen, womit die Berechnungsdauer fu¨r eine Optimierung bei ca. 17 Stunden lag.
Durch die erho¨hte Berechnungsdauer wurde dieses Beispiel nur zehn mal von jedem Optimierungsverfah-
ren bearbeitet.
Abbildung 5.48: Darstellungen des Kettentriebs im Beispiel XKetSim. Die drei Messstellen sind im rechten
Bild als gru¨ne Kreise in den freien Trumstu¨cken dargestellt.
Auswertung
In diesem realita¨tsnahen Beispiel wird der genetische Algorithmus PGA von allen Ersatzmodell-gestu¨tzten
Verfahren in ca. 90% der Fa¨lle bezu¨glich der Dominanzrelation / geschlagen, vgl. Tabelle 5.3. Weiter kann
man aus dieser Tabelle entnehmen, dass die Ergebnisse der Parallelisierungsstrategie PW in 34% bis 43%
der Fa¨lle besser (/) sind als die der anderen parallelisierten Verfahren. Auch die Hypervolumenwerte in
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Abbildung 5.51 zeigen, dass PW im Median und oberen und unteren Quartil besser ist als die anderen
Verfahren. Gegen die Strategie PW spricht, dass auch der schlechteste Fall bezu¨glich des Hypervolumens
von PW geliefert wird. Der multikriterielle Ansatz MC hat bezu¨glich des Hypervolumens die beste Leis-
tung im schlechtesten Fall. Diese Aussage sollte man aber vorerst nicht verallgemeinern, da nur zehn
Optimierungsdurchla¨ufe berechnet wurden und die Parallelisierungsstrategie MC bei den anderen Test-
problemen meist unzureichende Leistung im schlechtesten Fall zeigte, vgl. Abbildungen 5.24, 5.34, 5.36
und 5.46. Bei diesem Kettentriebsproblem erreicht die Strategie IW mit 20 Prozessoren bezu¨glich des
Hypervolumens und den SASs nur leicht schlechtere Ergebnisse als das deutlich langsamere Verfahren
WEI.
Abbildung 5.49: Vergleich der Auffu¨llungskriterien mit der 0,5-Summary-Attainment-Surface bei der
Testfunktion XKetSim
Abbildung 5.50: Vergleich der Auffu¨llungskriterien mit der Worst-Summary-Attainment-Surface bei der
Testfunktion XKetSim
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Abbildung 5.51: Box-Plot des Hypervolumens von 10 Optimierungen.
Abbildung 5.52: Box-Plot der Anzahl nicht-dominierter Punkte von 10 Optimierungen.
# (Zeile / Spalte) IW20 MC20 PG20 PGA20 PW20 W2
IW 20 CPUs 23 21 17 92 14 16
MC 20 CPUs 21 21 16 81 14 15
PG 20 CPUs 15 13 12 87 12 12
PGA 20 CPUs 1 1 0 24 2 0
PW 20 CPUs 43 40 35 94 29 34
W 2 CPUs 34 31 23 90 24 22
Tabelle 5.3: XKetSim: ε+-Indikator Ergebnisse: Anzahl von Ai / Bj mit Ai Approximationsmenge der
Zeile und Bj der Spalte. Die obere Grenze fu¨r jeden Eintrag ist 10 · 10 = 100.
# (Zeile ‖ Spalte) IW20 MC20 PG20 PGA20 PW20 W2
IW 20 CPUs 44 58 68 7 43 50
MC 20 CPUs 58 48 71 18 46 54
PG 20 CPUs 68 71 66 13 53 65
PGA 20 CPUs 7 18 13 40 4 10
PW 20 CPUs 43 46 53 4 32 42
W 2 CPUs 50 54 65 10 42 46
Tabelle 5.4: XKetSim: ε+-Indikator Ergebnisse: Anzahl von Ai ‖ Bj mit Ai Approximationsmenge der
Zeile und Bj der Spalte. Die obere Grenze fu¨r jeden Eintrag ist 10 · 10 = 100.
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5.4 Zusammenfassung der Ergebnisse
In diesem Abschnitt werden Empfehlungen fu¨r die Benutzung der vorgestellten Verfahren gegeben. Dazu
werden die Aussagen aus den letzten beiden Abschnitten verwendet.
Empfehlungen fu¨r einkriterielle Aufgaben
Fu¨r einkriterielle Probleme lassen sich die beiden Verfahren IW und MC empfehlen, vgl. Abschnitte 4.5.1
und 4.5.2. Die Parallelisierung durch iterative Anwendung beim IW liefert besonders gute Ergebnisse,
aber es besitzt eine hohe Komplexita¨t. Dadurch ist es besonders fu¨r Aufgaben geeignet, bei denen eine
Funktionsauswertung sehr zeitaufwa¨ndig ist. Der Aufwand, neue Punkte zu bestimmen, wa¨chst bei der
Parallelisierung IW linear mit der Anzahl neuer Punkte. Im Gegensatz dazu besitzt die multikriterielle
Parallelisierungsstrategie MC eine Komplexita¨t, die nicht von der Prozessoranzahl abha¨ngt. Die Ergeb-
nisse von MC sind a¨hnlich gut wie die der Strategie IW. Damit wird der Algorithmus MC immer dann
interessant, wenn beim Verfahren IW das Bestimmen aller neuen Punkte zu zeitintensiv ist. Die Par-
allelisierungsstrategie PG, vgl. Abschnit 4.5.3, zeigt bei beiden einkriteriellen Testfunktionen eine leicht
schlechtere Leistung als die beiden Verfahren IW und MC. Die gewa¨hlte Parametrisierung mit einem
globalen Parameter von zwei bringt PG zu einer globaleren Suche als die anderen Verfahren. Aus den
Abbildungen 5.3 und 5.10 ko¨nnte man schlussfolgern, dass die Ergebnisse von PG unabha¨ngig bezu¨glich
der Prozessoranzahl sind. Dieser Effekt entsteht durch die globalere Suche, dadurch wird das Gebiet um
den Punkt mit kleinstem Funktionswert schneller uninteressant. In Abbildung 5.4 kann man diesen Effekt
beobachten. Zu Beginn der Optimierung gibt es beim PG im Mittel einen steilen Abstieg und nachdem
ein Punkt in der Na¨he des globalen Optimums gefunden wurde, fu¨hrt die globale Suche in entfernten
Gebieten zu keinen weiteren Verbesserungen. Dabei wird der Abstieg zu Beginn flacher fu¨r steigende
Prozessoranzahlen. Also unterscheiden sich die Optimierungsdurchla¨ufe des Verfahrens PG mit verschie-
denen Prozessoranzahlen, nur kann man das nach 400 Funktionsauswertungen in den Abbildungen 5.3
und 5.10 nicht mehr erkennen.
Empfehlungen fu¨r mehrkriterielle Aufgaben
Das Verfahren MC zeigte zwar bei einkriteriellen Aufgaben eine gute Leistung, aber die gewa¨hlte Ver-
allgemeinerung auf mehrkriterielle Aufgaben zeigte bei allen Aufgaben, außer den Aufgaben DTLZ 2
mit mittlerer Problemgro¨ße und XKetSim, eine sehr schlechte Leistung. Deswegen sollte das Verfahren
mit der hier vorgestellten Breitensuche und den getesteten Prozessoranzahlen nicht fu¨r mehrkriterielle
Aufgaben verwendet werden. Dagegen zeigt die Strategie IW fu¨r alle Prozessoranzahlen und bei allen
getesteten Aufgaben, außer DTLZ 2 mit mittlerer Problemgro¨ße, sehr gute Leistungen und sollte somit
fu¨r alle mehrkriteriellen Aufgaben mit teuren Funktionsauswertungen benutzt werden. Weiterhin hat IW
auch mit vielen Prozessoren vergleichbar gute Ergebnisse zur Strategie WEI gebracht. Damit kann auch
die Optimierung von teuren Zielfunktionen mit Hilfe von mehreren Prozessoren in deutlich ku¨rzerer Zeit
erfolgen. A¨hnlich wie bei den einkriteriellen Aufgaben hat das Verfahren PG bei der gewa¨hlten Para-
metrisierung eine schlechtere Leistung als das Verfahren IW. Bei stark gea¨nderten Parametrisierungen
ko¨nnen sich die Ergebnisse aber unterscheiden.
5.5 Verbesserung der Ergebnisse fu¨r mehrkriterielle Probleme
Bei der Auswertung der Ergebnisse fu¨r das Testproblem DTLZ 2 fu¨r fu¨nf Variablen und zwei Zielfunk-
tionen zeigte sich, dass alle getesteten Ersatzmodell-gestu¨tzten Verfahren schlechtere Leistung brachten
76 5. Vergleiche der parallelisierten Ersatzmodell-gestu¨tzten Optimierungsverfahren
als der genetischen Algorithmus PGA. In diesem Abschnitt wird ein spezielles Auffu¨llungskriterium fu¨r
mehrkriterielle Probleme angegeben, das die mehrkriterielle Optimierung wesentlich verbessert. Dazu
wird zuerst die Ursache fu¨r die schlechteren Leistungen gesucht. In Abbildung 5.53 wird die Situation
bei der multikriteriellen Suche in einem einfachen Beispiel dargestellt, dabei ist der Teil des Zielraums,
der von der Approximationsmenge
{
f(x(1)), f(x(2))
}
schwach dominiert wird, in grau dargestellt und es
werden verschiedene Realisierungen der normalverteilten Zufallsgro¨ße Y (x) ∼ N
((
yˆ1(x)
yˆ2(x)
)
,
(
sˆ21(x)
sˆ22(x)
))
mit
blauen Punkten dargestellt. Da der Mittelwert der Scha¨tzung yˆ1 (x) wesentlich schlechter ist als der beste
Abbildung 5.53: Einfaches Beispiel fu¨r die multikriterielle Suche.
bekannte Funktionswert fmin,1, ist die erwartete Verbesserung bzgl. der Zielfunktion f1 anna¨hern null,
und in der begrenzten Genauigkeit auf dem Computer ist die erwartete Verbesserung gleich null. Und
fu¨r die erwartete Verbesserung bzgl. der zweiten Zielfunktion gilt das Gleiche. Damit ist der Punkt x fu¨r
die Breitensuche mit EI vollkommen uninteressant, obwohl alle Realisierungen von Y (x) die Approxima-
tionsmenge verbessern wu¨rden. Fu¨r die Kriterien WEI, GEI und MCS gilt a¨hnliches. Das Problem bei
dieser Art der multikriteriellen Suche ist, dass fu¨r jeden Punkt ein Vergleich mit den besten bekannten
Funktionswerten durchgefu¨hrt wird.
Im Folgenden wird eine neue Verallgemeinerung der erwarteten Verbesserung fu¨r multikriterielle Proble-
me vorgestellt. Mit Lemma 5.3 folgt, dass eine Approximationsmenge A durch eine Vergro¨ßerung ihres
Hypervolumens besser wird, d.h. es existieren dann ”weniger“ Approximationsmengen Ai, i ∈ I, die bes-
ser sind als A, d.h. Ai / A, ∀i ∈ I. Weiterhin gilt nach Lemma 5.3, dass die Paretomenge das gro¨ßte
Hypervolumen besitzt. Ein Verfahren, das in jedem Schritt den na¨chsten Punkt so wa¨hlt, dass mit einer
hohen Wahrscheinlichkeit eine große Verbesserung des Hypervolumens erreicht wird, konvergiert somit
schnell gegen die Paretomenge.
Definition 5.7. Sei r ∈ Rm ein gegebener Referenzpunkt, A die Approximationsmenge zum Ersatzmodell
Mmk,0 und Ym (x) := (Y1 (x) , . . . , Ym (x))
T
der Zufallsvektor mit den Komponenten Yi (x), wobei Yi der
stochastische Prozess ist, mit dem die Zielfunktion fi modelliert wird, vgl. Kapitel 3. Die Verbesserung
im Hypervolumen ist definiert als
IH (x) := H (A ∪ {Ym (x)})−H (A) . (5.1)
Die Verbesserung an einem Punkt x ist damit das Hypervolumen der Menge, die von Ym schwach
dominiert wird und selber Punkte aus A schwach dominiert, vgl. Definition 5.2.
In Abbildung 5.54 wird eine Realisierung der Zufallsgro¨ße IH (x) dargestellt. Eine weitere Motivation fu¨r
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Abbildung 5.54: Beispiel fu¨r die Verbesserung im Hypervolumen fu¨r eine Realisierung. Die Realisierung
des Zufallsvektors Ym (x) ist durch ein blaues Kreuz dargestellt. Die Verbesserung im
Hypervolumen wird durch die dunkelgraue Fla¨che repra¨sentiert.
diese Definition ist, dass sie sich fu¨r m = 1 zur Definition der Verbesserung vereinfacht, vgl. Definition 4.3.
Fu¨r die Verbesserung im Hypervolumen gilt IH (x) ≥ 0, ∀x. Um eine hohe Wahrscheinlichkeit zu errei-
chen, wird an jedem Punkt x der Erwartungswert gebildet, d.h. es wird E [IH (x)] betrachtet. Die numeri-
sche Integration dieses Erwartungswertes ist mo¨glich, aber durch die Verwendung einer m-dimensionalen
Normalverteilung sehr aufwa¨ndig. Dem Autor dieser Arbeit ist noch keine geeignete Darstellung des
Hypervolumens bekannt, um eine analytische Berechnung des Erwartungswertes durchzufu¨hren. Eine
fehlerbehaftete Approximation des Erwartungswertes ist gegeben durch
E [IH (x)] = E [H (A ∪ {Ym (x)})−H (A)]
≈ H (A ∪ {E [Ym (x)]})−H (A)
= H
(
A ∪
{
Yˆm (x)
})
−H (A) =: E˜IH (x) .
Dabei bezeichnet Yˆm (x) = (yˆ1 (x) , . . . , yˆm (x))
T den Vektor der Mittelwerte yˆi fu¨r die Zielfunktionen
fi. Diese Anna¨herung des Erwartungswertes wird im Folgenden mit E˜IH bezeichnet. Fu¨r einen Punkt
x = x(i), i ∈ {1, . . . , k} gilt sˆ2j (x) = 0, j = 1, . . . ,m, und damit folgt, dass Ym (x) = Yˆm (x) =
(yˆ1 (x) , . . . , yˆm (x))
T =
(
f1
(
x(i)
)
, . . . , fm
(
x(i)
))T
ist. Damit geho¨rt dieser Vektor entweder zur Appro-
ximationsmenge A, oder er wird von ihr dominiert. Fu¨r diesen Fall gilt E [IH (x)] = E˜IH (x) = 0, d.h.
bei einer Maximierung von E [IH (x)] haben die Modellpunkte x(1), . . . ,x(k) die niedrigsten Werte. Fu¨r
die Anna¨herung E˜IH gilt zusa¨tzlich E˜IH (x) = 0 fu¨r einen Punkt x 6= x(i), i ∈ {1, . . . , k}, sˆ2j (x) 6=
0, j = 1, . . . ,m mit Yˆm (x) =
(
f1
(
x(i)
)
, . . . , fm
(
x(i)
))T
fu¨r ein i ∈ {1, . . . , k}, d.h. diesem Punkt wird
keine Verbesserung zugeordnet, obwohl noch Unsicherheit u¨ber seine Funktionswerte besteht. Fu¨r eine
Entfernung dieser ungewu¨nschten Eigenschaft wird die Unsicherheit Sˆm (x) := (sˆ1 (x) , . . . , sˆm (x))
T vom
gescha¨tzten Funktionswert abgezogen, d.h.
ÊIH (x) := H
(
A ∪
{
Yˆm (x)− cSˆm (x)
})
−H (A) .
Fu¨r eine erste Implementierung wird c = 1 gewa¨hlt und der Referenzpunkt ist komponentenweise 1, 5 mal
der schlechteste Funktionswert der entsprechenden Zielfunktion. Ein a¨hnliches Vorgehen wird in [CoJo97]
fu¨r einkriterielle Aufgaben verwendet.
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Definition 5.8. Sei Mmk,0 ein Ersatzmodell fu¨r m Zielfunktionen und sei r ∈ Rm ein gegebener Referenz-
punkt. Dann ist das Auffu¨llungskriterium zu ÊIH definiert als
AK1EIH
(
Mmk,0
)
= arg max
x∈B∩D
ÊIH (x) .
Eine Parallelisierung dieses Auffu¨llungskriteriums wird in Algorithmus 5.1 gegeben.
Algorithmus 5.1 Parallelisierung der erwarteten Verbesserung im Hypervolumen
Voraussetzung: Ersatzmodell Mmk,0 =
((
x(i)
)k
i=1
;
(
y
(i)
1 , . . . , y
(i)
m
)k
i=1
; ∅; (Corrj)mj=1 ;
(
σ2z,j
)m
j=1
)
, Anzahl
Prozessoren nP
M˜mk,0 = M
m
k,0
for j = 1, . . . , nP do
x(k+j) = AK1EIH
(
M˜mk+j−1,0
)
y
(k+j)
l := yˆl
(
x(k+j)
)
, ∀l = 1, . . . ,m
M˜mk+j,0 :=
((
x(i)
)k+j
i=1
;
(
y
(i)
1 , . . . , y
(i)
m
)k+j
i=1
; ∅; (Corrj)mj=1 ;
(
σ2z,j
)m
j=1
)
end for
Ergebnis: x(k+1), . . . ,x(k+nP )
Bemerkung 5.9. Alle bekannten Algorithmen zur Berechnung des Hypervolumens haben einen Aufwand
der exponentiell mit der Anzahl der Zielfunktionen steigt, vgl. [WHBH06]. In der Praxis werden in
fast allen Fa¨llen nur wenige Zielfunktionen betrachtet, dadurch wird die Benutzung des vorgestellten
Verfahrens nicht eingeschra¨nkt.
In den Abbildungen 5.55 und 5.56 sind die Ergebnisse fu¨r die Auffu¨llungskriterien WEI, PGA und ÊIH bei
der Testfunktion DTLZ 2 mit fu¨nf Variablen und zwei Zielfunktionen dargestellt. Da die Verfahren IW,
MC, PG und PW sehr a¨hnliche Ergebnisse wie WEI gezeigt haben, wurde in diesen beiden Abbildungen
auf die Darstellung der Ergebnisse verzichtet, vgl. Abbildung 5.20 und 5.22. Die Abbildungen 5.55 und
5.56 zeigen eine deutliche Verbesserung von WEI zu ÊIH . Gleichzeitig erreicht auch in diesem Fall ÊIH
keine vergleichbar gute Approximation der Paretomenge wie der probabilistische genetische Algorithmus
PGA. Bei der Suche nach neuen Punkten mit ÊIH wurden zu viele Punkte am Rand der Approxima-
tionsmenge gelegt. Der Grund dafu¨r ist vermutlich, dass durch die Wahl des Referenzpunktes mo¨gliche
Verbesserungen am Rand der Approximationsmenge u¨berma¨ßig hoch bewertet wurden. Die Ergebnisse
ko¨nnen wahrscheinlich weiter verbessert werden, indem ein Referenzpunkt gewa¨hlt wird, der na¨her an
der Approximationsmenge liegt.
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Abbildung 5.55: Vergleich zwischen den Auffu¨llungskriterien WEI und ÊIH mit der 0,5-Summary-
Attainment-Surface bei der Testfunktion DTLZ 2
Abbildung 5.56: Vergleich zwischen den Auffu¨llungskriterien WEI und ÊIH mit dem Hypervolumenindi-
kator bei der Testfunktion DTLZ 2.
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6 Steuertriebsoptimierung
Ziel dieses Kapitels ist die Optimierung eines Steuertriebs mit Hilfe eines parallelisierten Kriging-
Optimierungsverfahren. Ein U¨berblick u¨ber dieses Thema wird in [KuPa09] gegeben und die Grundlagen
zu Kettentrieben werden in [Fu95] vorgestellt.
Der Steuertrieb verbindet die Kurbelwelle mit den Nockenwellen und kann zusa¨tzlich weitere Nebenag-
gregate, wie die Wasserpumpe oder die O¨lpumpe, antreiben. Diese verbundenen Teile beeinflussen die
Dynamik des Steuertriebs. In dieser Arbeit wird ein Kettentrieb zur formschlu¨ssigen U¨bertragung be-
trachtet. Der Steuertrieb besteht aus einer Kette, mehreren Kettenra¨dern und meistens mehreren Spann-
bzw. Fu¨hrungsschienen.
Durch die Verwendung des Downsizing-Konzepts a¨ndern sich die Eigenschaften der Drehanregungen an
der Kurbelwelle. Die unter diesem Namen zusammengefassten Entwicklungen haben eine Reduzierung des
Kraftstoffverbrauchs durch Verwendung von kleineren Hubra¨umen und weniger Zylindern als Ziel. Dabei
werden die resultierenden Nachteile im Leistungs- und Drehmomentverlauf durch eine ho¨here Aufladung
in allen Drehzahlbereichen ausgeglichen. Diese A¨nderungen am Motorkonzept ko¨nnen die Drehanregungen
an der Kurbelwelle erho¨hen. An der Nockenwelle werden die Anregungen durch einen variablen Ventiltrieb
oder eine Nockenwellenverstellung vielschichtiger. Damit wird das dynamische Verhalten des Steuertriebs
komplexer und muss bei der Auslegung beachtet werden. Die wichtigste Aufgabe bei der Konstruktion
eines Steuertriebs ist die Funktionsabsicherung. Beispielsweise muss durch eine hinreichend genaue U¨ber-
tragung des Kurbelwellenwinkels die Kollision von Ventil und Kolben verhindert werden. Weitere Ziele
bei der Konstruktion eines Steuertriebs sind die Minimierung der Reibleistung und des Verschleißes.
Eine wichtige Eigenschaft von Kettentrieben ist der Polygoneffekt. Dieser entsteht dadurch, dass sich die
Kette nur in den Kettengelenken kru¨mmen kann und dass nur die Kettengelenke mit dem Kettenrad
Kontakt haben. Damit schwankt der wirksame Durchmesser am Kettenrad und damit auch Geschwindig-
keiten und Kra¨fte in den Kettengliedern, vgl. [Fu95]. Der Polygoneffekt nimmt fu¨r eine steigende Anzahl
von Za¨hnen ab.
Im Folgenden wird eine teilweise automatisierte Steuertriebskonstruktion am Beispiel eines Kettentriebs
vorgestellt. Der automatisierte Auslegungsprozess fu¨r einen Steuertrieb kann aufgeteilt werden in die
Erzeugung eines parametrisierten Modells, die Optimierung der kinetostatischen und geometrischen Ei-
genschaften und die Optimierung der dynamischen Eigenschaften des Modells.
6.1 Mathematische Entscheidungsunterstu¨tzung
Beim Auslegungsprozess wird ein Kompromiss zwischen konflikta¨ren Zielen gesucht. Diese Suche wird
durch mehrkriterielle Optimierungsprobleme teilweise automatisiert. Da in der Entwicklung neuer Bau-
teile nicht alle Konflikte zwischen den Zielen bekannt sind, ist eine Entscheidung fu¨r einen Kompromiss
vor der Optimierung schwierig. Die klassischen mehrkriteriellen Optimierungsverfahren, wie die Methode
der Beschra¨nkungen oder die Gewichtung der Zielfunktionen, erfordern entweder, dass die Entscheidung
schon vor der Optimierung getroffen wird, oder sie mu¨ssen sehr oft neu gestartet werden. Genetische
Algorithmen und Ersatzmodell-gestu¨tzte Optimierungsverfahren ko¨nnen die mehrkriteriellen Probleme
na¨herungsweise lo¨sen, ohne dass eine Entscheidung u¨ber den Kompromiss getroffen werden muss. Die Er-
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gebnisse dieser Verfahren sind Approximationsmengen, die Lo¨sungen enthalten, die sich gegenseitig nicht
dominieren, vgl. Definition 2.6. Aus der Approximationsmenge kann dann ein passender Kompromiss aus-
gewa¨hlt werden. Daru¨ber hinaus bieten diese Mengen von nicht-dominierten Punkten eine tiefere Einsicht
u¨ber die Konflikte zwischen den Zielfunktionen und geben damit beispielsweise ein besseres Versta¨ndnis
fu¨r die Konstruktion von Kettentrieben. Weitere Einsicht in das Problem kann durch die Verwendung von
Clustering-Algorithmen erhalten werden. Dabei werden a¨hnliche Kompromisse einem Cluster zugeordnet
und anschließend gepru¨ft, wie die Kompromisse eines Clusters entstanden sind. Daraus kann erkannt
werden, ob es mehrere Parametrisierungen gibt, um einen gewu¨nschten Kompromiss zu erreichen. Ein
Beispiel fu¨r die Verwendung von selbstorganisierenden Karten (SOMs) zur Clusteranalyse von Appro-
ximationsmengen wird in [Oba06] gegeben. Da eine Approximationsmenge mehrere tausend Punkte in
einem mehrdimensionalen Raum haben kann, ist die Auswahl eines guten Kompromisses keine triviale
Aufgabe. Die mathematische Entscheidungsunterstu¨tzung stellt dabei Werkzeuge fu¨r diese Auswahl zur
Verfu¨gung. Mit einer Intervalleinschra¨nkung ko¨nnen beispielsweise Kompromisse ausgeschlossen werden,
die in einer besonders wichtigen Zielfunktion einen geforderten Wert nicht erreicht haben. Durch eine Vi-
sualisierung mit Hilfe eines Erfolgsgraphen kann die Ausgewogenheit einzelner Varianten bezu¨glich aller
Ziele abgescha¨tzt werden. In einem Erfolgsgraphen sind die Ziele durch die Linien von der Mitte nach
außen dargestellt. Dabei befinden sich die besten erreichten Werte ganz außen. Eine Variante wird dann
als Graph dargestellt, wobei jede Ecke den Wert der jeweiligen Zielfunktion darstellt. Die Kanten des
Graphen dienen dabei zur besser wahrnehmbaren Darstellung der Variante. Ein Vorteil dieser Darstel-
lungsart ist, dass sie fu¨r beliebig viele Zielfunktionen einsetzbar ist. U¨ber den gewichteten Abstand zu
einem bevorzugten Referenzpunkt kann auch ein geeigneter Kompromiss ausgewa¨hlt werden.
6.2 Erzeugung eines parametrischen Modells
Das Programm V-CD (fu¨r Virtual Chain Drive) aus der IAV-EngineeringToolbox bietet die Mo¨glichkeit,
ein parametrisiertes Modell fu¨r einen Kettentrieb zu erzeugen. Mit einer benutzerfreundlichen Bedieno-
berfla¨che und interaktiven Methoden unterstu¨tzt V-CD die Erstellung eines Kettentriebs. Wa¨hrend des
gesamten Auslegungsprozesses wird dabei u¨berwacht, ob es Kollisionen zwischen den Bauteilen unterein-
ander bzw. mit der Bauraumbegrenzung gibt. Weiterhin berechnet V-CD geometrische Gro¨ßen wie den
Umschlingungswinkel an den Kettenra¨dern und die La¨nge der freien Trume. Zu jedem Modell werden auch
kinetostatische Ergebnisse wie das Verha¨ltnis von Vorspannkraft zu Spannerkraft und Abscha¨tzungen der
Reibleistung berechnet, vgl. [KuPa09].
6.3 Optimierung der kinetostatischen Eigenschaften des Steuertriebs
Das parametrisierte Modell kann bezu¨glich seiner kinetostatischen und geometrischen Eigenschaften op-
timiert werden. Die Ziele bei der Optimierung sind, vgl. [KuPa09],
1. Minimierung des Kolbenhubs des Spannelements,
2. Verha¨ltnis von Vorspannkraft zu Spannerkraft (ungela¨ngte Kette) rund 2,5,
3. Minimierung der A¨nderung des Verha¨ltnisses zwischen gela¨ngtem und ungela¨ngtem Zustand,
4. Minimierung der Reibleistung,
5. La¨nge der freien Trumstu¨cke etwa vier Kettenglieder und
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6. Minimierung der Kontaktla¨nge u¨ber die Ein- und Auslaufkreisbo¨gen.
Die Minimierung des Kolbenhubs ermo¨glicht einerseits, eventuell einen kleineren Spanner zu wa¨hlen, und
andererseits wird das dynamische Verhalten bei gela¨ngter Kette besser. Das zweite Ziel wird dazu benutzt,
dass bei ungela¨ngter Kette die Vorspannkraft nicht zu groß ist und dass bei einer maximalen La¨ngung
der Kette die Vorspannkraft noch ausreicht. Mit dem Ziel, dass die freien Trumstu¨cke ca. vier Glieder
besitzen, wird ein Kompromiss formuliert, der erst in der Dynamiksimulation gemessen werden kann. Die
La¨nge der freien Trume entscheidet wesentlich u¨ber die Eigenfrequenz dieser Kettenstu¨cke, und kleinere
La¨ngen entsprechen ho¨heren Eigenfrequenzen mit geringeren Amplituden. Falls die Trumstu¨cke sehr kurz
sind, schlagen die Kettenglieder sehr hart auf das folgende Kettenrad bzw. die folgende Schiene auf. Mit
dem letzten Punkt wird eine Reduzierung des Verschleißes in den Kettengelenken und eine Verringerung
der Reibung auf den Schienen erreicht.
Als Variablen fu¨r die Optimierung stehen die Parameter der Spann- und Fu¨hrungsschienen zur Ver-
fu¨gung. Die Schienen werden durch mehrere tangentiale Kreisbo¨gen beschrieben, die u¨ber Winkel und
Radien parametrisiert werden. Durch die Richtung und Position des Spanners und dem Drehpunkt der
Spannschiene kann zusa¨tzlich in die kinetostatischen Eigenschaften eingegriffen werden. In Spezialfa¨llen
ko¨nnen auch die Positionen der Kettenra¨der als Optimierungsvariablen benutzt werden.
U¨ber Aufrufe des Programms V-CD mit verschiedenen Parametrisierungen ko¨nnen die kinetostatischen
und geometrischen Eigenschaften des resultierenden Steuertriebs bestimmt werden. Damit entsprechen die
Aufrufe von V-CD den Funktionsauswertungen beim betrachteten Problem. Dabei kosten die Aufrufe we-
nige Sekunden, so dass die Gesamtzahl von Funktionsauswertungen auf wenige tausend Stu¨ck beschra¨nkt
ist. Eine ungu¨nstige Eigenschaft dieses Optimierungsproblem ist, dass eine zufa¨llig gewa¨hlte Parametri-
sierung des Steuertriebs mit hoher Wahrscheinlichkeit zu einer technisch nicht realisierbaren Geometrie
fu¨hrt. Beispielsweise kann es Kollisionen zwischen den Bauteilen geben oder der Spanner kann die U¨ber-
la¨nge der Kette nicht mehr ausgleichen. Diese Parametrisierung liegt damit nicht im Definitionsbereich der
Zielfunktionen. Die in dieser Arbeit vorgestellten Ersatzmodell-gestu¨tzten Optimierungsverfahren ko¨nnen
diese Informationen u¨ber den Definitionsbereich der Zielfunktionen nicht nutzen.
Fu¨r die Optimierung dieses Problems bietet sich der probabilistische genetische Algorithmus PGA an.
Dieses Optimierungsverfahren wurde in [Sto¨07], Seiten 70 - 72, an drei verschiedenen kinetostatischen
Kettentriebsoptimierungen mit V-CD getestet und lieferte dabei sehr gute Ergebnisse. Weiterhin kann
dieses Verfahren auch die Informationen u¨ber die Parametrisierungen, die nicht realisierbar sind, nutzen,
vgl. [Sto¨07]. Genetische Algorithmen basieren auf der Beschreibung der biologischen Evolution und nut-
zen zur Optimierung anstatt eines Punktes eine so genannte Population. Dabei besteht jede Population
aus mehreren Punkten mit den zugeho¨rigen Funktionswerten. In jedem Schritt wird dabei ein Teil der
Population durch mehrere neue Punkte ausgetauscht und der Funktionswert wird an diesen Punkten
berechnet. Dadurch, dass die Populationsgro¨ße und der Anteil neuer Punkte frei wa¨hlbare Parameter der
genetischen Algorithmen sind, ist eine Parallelisierung dieser Verfahren sehr gut mo¨glich. Das Ergebnis der
geometrischen und kinetostatischen Optimierung mit dem Verfahren PGA ist eine Approximationsmenge,
vgl. Definition 2.6. Aus der Approximationsmenge kann mit Hilfe der mathematischen Entscheidungsun-
terstu¨tzung eine gute Variante ausgewa¨hlt werden, vgl. [KuPa09]. Die von Kux und Parsche gewa¨hlte
Variante ist in Abbildung 6.1 dargestellt und wird fu¨r den weiteren Auslegungsprozess in dieser Arbeit
verwendet.
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Abbildung 6.1: Bild des Kettentriebs mit optimierter Geometrie. Diese Abbildung wurde mit dem
Program V-CD erstellt und zeigt die wichtigsten geometrischen Eigenschaften des
Kettentriebs.
6.4 Optimierung der dynamischen Eigenschaften des Steuertriebs
Das Modell mit den optimierten kinetostatischen und geometrischen Eigenschaften kann mit dem
Dynamik-Simulationsprogramm XKetSim bezu¨glich seiner dynamischen Eigenschaften bewertet und un-
tersucht werden. Dazu wird von V-CD ein parametrisiertes XKetSim-Modell des optimierten Steuertriebs
ausgegeben und um die Daten der Anregungen an Nocken- und Kurbelwelle erga¨nzt. Das Programm
XKetSim dient zur Simulation der Dynamik eines Steuertriebs. Die Modellierung von XKetSim ist dabei
sehr detailliert und zeitaufwa¨ndig. Eine ausfu¨hrliche Betrachtung der Dynamik eines Kettentriebs wird
in [Fri98] gegeben.
Die Ziele der Optimierung der dynamischen Eigenschaften ist eine Verringerung der La¨ngskra¨fte in allen
freien Trumstu¨cken und eine Reduzierung des Schwingwinkels an den Nockenwellen. Der Schwingwinkel
wird von Spitze zu Spitze gemessen, d.h. es wird der Abstand zwischen der maximalen Abweichung
in die positive Drehrichtung und der maximalen Abweichung in die negative Drehrichtung betrachtet.
Als Variablen fu¨r die Optimierung stehen die Vorspannkraft und die Spaltweite des Spannelements zur
Verfu¨gung. Die Spaltweite bezeichnet dabei die Gro¨ße des Ringspalts zwischen Kolben und Geha¨use des
Spannelements und bestimmt damit den Spannerdruck, vgl. [KuPa09].
Die Drehanregungen von den Nockenwellen und der Kurbelwelle ko¨nnen vor allem beim Durchlaufen
der Kettentriebseigenfrequenzen zu hohen Trumkra¨ften fu¨hren. Um diese Drehanregungen zu reduzie-
ren, ko¨nnen unrunde Kettenra¨der verwendet werden. Dazu werden die Drehanregungen bezu¨glich ihrer
Motorordnungen untersucht, dies entspricht einer Zerlegung in eine Fourierreihe. Anschließend wird die
Motorordnung mit dem gro¨ßten Einfluss bzw. die Frequenz mit dem betragsma¨ßig gro¨ßten Fourierko-
effizienten auf den kreisfo¨rmigen Verlauf des entsprechenden Kettenrades aufgetragen. Dabei sind die
Amplitude und der Phasenwinkel der Unrundheit noch zu wa¨hlen und stehen somit fu¨r jedes Ketten-
rad als Optimierungsvariable zur Verfu¨gung. Da eine Verwendung von zwei gleichen Kettenra¨dern fu¨r
die beiden Nockenwellen fu¨r eine Reduzierung der Kosten erstrebenswert ist, wird eine Minimierung des
Amplitudenunterschieds als weiteres Ziel gesetzt.
Ein weiterer Effekt, der die Haltbarkeit eines Kettentriebs reduziert, ist das Abheben der Kettenglie-
der von der Schiene mit anschließendem Aufschlag auf die Schiene. Um ein Abheben der Kettenglieder
zu vermeiden, du¨rfen die Kettenkra¨fte einen gewissen Grenzwert nicht unterschreiten. Dieser Grenzwert
wird fu¨r die Berechnungen auf 50N gesetzt, vgl. [KuPa09]. Die zu lo¨sende Optimierungsaufgabe besitzt
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IW np CPUs
Auffu¨llungskriterium IW
# zu berechnender Punkte 1000
# Prozessoren np
# Punkte zur Modelloptimierung 75
# Schritte zur Modelloptimierung 2000
# Startpunkte bei 8 Variablen 87
Populationsgro¨ße GA Tiefensuche 150
Generationenzahl GA Tiefensuche 30
Populationsgro¨ße GA Breitensuche 150
Generationenzahl GA Breitensuche 30
Tabelle 6.1: Parametrisierung der Parallelisierungsstrategie IW fu¨r die Optimierung mit der Dynamiksi-
mulation XKetSim.
Parameter:
Vorspannung 72N
Spaltweite 59 µm
Unrundheit Einlass-NW 0.15mm 110◦
Auslass-NW 0.00mm 326◦
Kurbelwelle 0.15mm 357◦
Ergebnisse:
Schwingwinkel Einlass-NW 0, 9◦
Auslass-NW 1, 2◦
Maximale Trumkraft 1261N
Minimale Trumkraft 103N
Tabelle 6.2: Parameter und erreichte Ergebnisse der gewa¨hlten Variante.
damit acht Variablen, vier Zielfunktionen und eine Nebenbedingung. Eine Funktionsauswertung dauert
ca. eine Stunde (2,5GHz, Dualcore, 1GiB Arbeitsspeicher). Fu¨r die Optimierung standen acht Dualcore-
Rechner zur Verfu¨gung, somit konnten 16 Funktionsauswertungen gleichzeitig durchgefu¨hrt werden. Um
mit der vorgegebenen Anzahl an Simulationen und den verfu¨gbaren Rechenkapazita¨ten gute Ergebnisse
zu erhalten, wird die Parallelisierungsstrategie IW zur Optimierung verwendet, vgl. Abschnitt 5.4. Die Pa-
rametrisierung des Verfahrens ist in Tabelle 6.1 gegeben und wurde im Vergleich zur Parametrisierung im
Kapitel 5, siehe Tabelle 5.1, nur bezu¨glich der Anzahl an Funktionsauswertungen gea¨ndert. Im Gegensatz
zur Optimierungsaufgabe in [KuPa09] wird bei dem betrachteten Problem eine Nockenwellenverstellung
von ±20◦ auf der Ein- und Auslassseite betrachtet.
Das Ergebnis der Optimierung ist in Abbildung 6.2 als Erfolgsgraph dargestellt. Bei der Auswahl der
Variante wurde beachtet, dass die Schwingwinkel an den beiden Nockenwellen nicht zu groß sind und
dass die Trumkra¨fte sehr gering sind. Alle Parameter und Ziele der ausgewa¨hlten Variante sind in Tabelle
6.4 dargestellt. In Abbildung 6.3 wird der Konflikt zwischen der Minimierung des Schwingwinkels und
der Minimierung der Trumkra¨fte anhand aller berechneter Varianten dargestellt. Bei diesen beiden Zielen
lassen sich gleichzeitig sehr große Verbesserungen erzielen und erst wenn beide Ziele schon sehr gute Werte
erreicht haben, zeigt sich, dass die Ziele im Konflikt stehen, d.h. eine weitere Verbesserung einer Zielfunk-
tion fu¨hrt zu einer Verschlechterung der anderen. Bei dem betrachteten Optimierungsproblem wurden
Varianten mit gleichen Amplituden der Unrundheit auf den Kettenra¨dern der Nockenwellen gefunden. Es
wurde keine dieser Varianten ausgewa¨hlt, da sie bezu¨glich der Trumkra¨fte wesentlich schlechter sind.
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Abbildung 6.2: Erfolgsgraph der ausgewa¨hlten Variante. Dabei ist die gewa¨hlte Variante in rot dargestellt
und die restlichen Varianten sind grau.
Abbildung 6.3: Konflikt zwischen der Minimierung des Schwingwinkels und der Minimierung der Trum-
kra¨fte. Dabei ist die gewa¨hlte Variante in rot dargestellt und die restlichen Varianten sind
grau.
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6.5 Zusammenfassung
In diesem Kapitel wurde die teilweise automatisierte Auslegung eines Steuertriebs vorgestellt. Durch dieses
Vorgehen ko¨nnen die wichtigsten Parameter eines Kettentriebs schon zu Beginn des Auslegungsprozesses
bestimmt werden. Damit ist der erste Prototyp schon gut abgestimmt und es mu¨ssen weniger teure
Prototypen angefertigt werden und somit sind auch weniger Versuche auf einem Pru¨fstand no¨tig. Mit der
Verwendung von acht Dualcore-Rechnern und der in dieser Arbeit vorgestellten parallelisierten Kriging-
Optimierungsverfahren fu¨r die Optimierung der teuren Dynamik-Simulation konnte die Bearbeitungszeit
von ca. 1000 Stunden auf ca. 94 Stunden reduziert werden. Dabei kann durch die Verwendung von weiteren
Rechenkapazita¨ten die Bearbeitungszeit noch weiter verku¨rzt werden, beispielsweise wurde in [KuPa09]
fu¨r ein sehr a¨hnliches Problem mit 32 Prozessoren eine Bearbeitungszeit von 35 Stunden erreicht.
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7 Zusammenfassung
In dieser Arbeit wurde gezeigt, wie mit einer Parallelisierung von Ersatzmodell-gestu¨tzten Optimierungs-
verfahren eine schnelle und effiziente Bearbeitung von teuren Black-Box-Optimierungsproblemen erreicht
werden kann. Als Ersatzmodell wurde die Kriging-Approximation verwendet, die im Kapitel 3 vorge-
stellt wurde. Dieses Modell ist besonders geeignet, da es beliebig viele und beliebig verteilte Punkte
verwenden kann und neben der Scha¨tzung des Funktionswertes auch eine Scha¨tzung der Unsicherheit des
Funktionswertes bietet. Im Kapitel 4 wurde vorgestellt, wie das Ersatzmodell zur Verbesserung des besten
bekannten Funktionswertes benutzt werden kann. Diese Strategien wurden anschließend parallelisiert und
auf mehrkriterielle Optimierungsprobleme verallgemeinert. Die Wirksamkeit der vorgestellten Methoden
wurde mit analytischen und technischen Testproblemen verifiziert. Dabei wurde festgestellt, dass eine
schnellere Bearbeitung eines Optimierungsproblems durch eine Parallelisierung erreicht wird und dass
sich die Effizienz der Verfahren pro Funktionsauswertung nur unwesentlich verschlechtert. Besonders die
Strategie IW, die mit einem iterativen Ansatz eine Parallelisierung der gewichteten erwarteten Verbes-
serung (WEI) erreicht, zeigte bei einkriteriellen und mehrkriteriellen Problemen eine sehr gute Leistung.
Mit dem multikriteriellen Ansatz (MC) wurde zusa¨tzlich eine Parallelisierungsstrategie vorgestellt, die
bei einkriteriellen Problemen mit einem wesentlich geringeren Aufwand a¨hnlich gute Ergebnisse erzielt
hat.
Im Kapitel 6 wurde an einem Beispiel gezeigt, wie mit den vorgestellten Optimierungsverfahren die
Auslegung eines Kettentriebs teilweise automatisiert werden kann. Diese Kopplung von sehr exakten Si-
mulationen und parallelisierten effizienten Optimierungsverfahren bringt dabei auch bei der Konstruktion
und Auslegung anderer Bauteile einen großen Geschwindigkeits- und Kostenvorteil. Ein anderes Beispiel
aus dem Automobilbau ist die Optimierung von Karosserieteilen nach Gewicht, Steifigkeit und Crash-
Eigenschaften mit Hilfe von Finite Element Methoden.
Als Ausblick wurde im Abschnitt 5.5 eine viel versprechende Methode vorgestellt, um teure mehrkriteri-
elle Black-Box-Probleme effizienter zu lo¨sen. Mit einem Algorithmus, der den Erwartungswert der Ver-
besserung im Hypervolumen schnell und exakt berechnet, werden sehr effiziente Ersatzmodell-gestu¨tzte
Optimierungsverfahren fu¨r mehrkriterielle Probleme mo¨glich sein. Weiterhin bietet der maximale Erwar-
tungswert der Verbesserung im Hypervolumen eine Mo¨glichkeit ein Abbruchskriterium zu formulieren, vgl.
[JoSch98]. Fu¨r eine Auswertung der Optimierungsergebnisse kann mit einer Bestimmung des maximalen
Erwartungswertes die Qualita¨t der erreichten Ergebnisse bewertet werden. Ein neues Forschungsthema ist
somit die Herleitung des Erwartungswertes der Verbesserung im Hypervolumen. Eine Mo¨glichkeit dieses
Ziel zu erreichen ist die Erweiterung eines Algorithmus fu¨r das Hypervolumen um die Berechnung des
Erwartungswertes.

Thesen
1. Fu¨r jedes Optimierungsproblem gibt es eine Obergrenze fu¨r die Anzahl an ”sinnvollen“ Punkten,
die gleichzeitig bestimmt werden ko¨nnen, d.h. alle weiteren Punkte sind nicht besser verteilt, als
mit einer zufa¨lligen Gleichverteilung erreicht wird. Diese Obergrenze ist abha¨ngig von der Anzahl
der Variablen und Zielfunktionen und der Anzahl der lokalen Extrema der Zielfunktionen.
2. Die Voraussetzung, dass die Zielfunktion die Realisierung eines stationa¨ren Prozesses ist, ist fu¨r
technische Probleme immer erfu¨llt.
3. Mit Hilfe der Parameter der Korrelationsfunktion θ,p und dem Scha¨tzer fu¨r die Prozessvarianz
σˆ2z aus Gleichung (3.17) kann in jedem Schritt gewa¨hlt werden, wie global ein parametrisiertes
Auffu¨llungskriterium suchen soll.
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A Weitere Ergebnisse
A.1 Verschobene Ackley-Funktion
Ackley Mittelwert Varianz Minimum Maximum Median
IW2 -138,06 0,7044 -139,74 -135,33 -138,03
IW8 -137,82 0,9968 -139,67 -134,80 -137,94
IW32 -135,57 1,8458 -138,52 -131,71 -135,88
MC2 -137,67 0,6530 -139,55 -135,03 -137,81
MC8 -137,43 1,0138 -139,46 -131,79 -137,52
MC32 -135,72 2,3365 -139,22 -130,66 -136,04
PG2 -134,73 2,9713 -137,75 -130,20 -135,19
PG8 -135,01 2,6563 -137,67 -130,92 -135,16
PG32 -135,91 2,3463 -138,29 -128,68 -136,31
PW2 -134,13 1,7112 -136,47 -130,42 -134,17
PW8 -136,31 1,9704 -139,18 -132,61 -136,58
PW32 -136,25 2,6205 -139,17 -129,53 -136,63
WEI1 -138,31 0,4577 -139,67 -136,75 -138,28
PGA20 -136,90 6,2257 -139,15 -124,08 -137,73
Tabelle A.1: Verschobene Ackley-Funktion: Statistische Auswertung der Ergebnisse der Verfahren von
100 verschiedenen Durchla¨ufen. Die besten Werte je Spalte sind unterstrichen.
A.2 Verschobene Rastrigin-Funktion
Rastrigin Mittelwert Varianz Minimum Maximum Median
IW2 -324,14 2,8759 -327,66 -319,04 -324,35
IW8 -323,94 3,4877 -327,93 -319,79 -323,78
IW32 -322,85 5,5913 -327,58 -315,43 -323,02
MC2 -323,24 2,8715 -327,82 -319,52 -323,32
MC8 -322,00 4,4134 -326,92 -316,28 -321,84
MC32 -321,01 6,8867 -326,90 -313,26 -321,02
PG2 -322,60 4,8326 -327,69 -316,42 -322,81
PG8 -322,15 5,3363 -326,33 -316,13 -322,32
PG32 -322,74 5,9077 -328,55 -315,29 -322,79
PW2 -324,54 3,2855 -328,05 -319,43 -324,86
PW8 -324,63 3,0884 -328,05 -319,78 -324,58
PW32 -323,77 7,5090 -328,59 -313,54 -323,97
WEI1 -324,32 2,8749 -327,34 -320,16 -324,50
PGA20 -316,90 9,7547 -322,58 -306,83 -317,59
Tabelle A.2: Verschobene Rastrigin-Funktion: Statistische Auswertung der Ergebnisse der Verfahren von
100 verschiedenen Durchla¨ufen. Die besten Werte je Spalte sind unterstrichen.
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A.3 DTLZ 2
Hypervolumen Mittelwert Varianz Minimum Maximum Median
IW2 1,3431 2,335E-4 1,3050 1,3769 1,3436
IW8 1,3418 2,332E-4 1,3007 1,3763 1,3431
IW32 1,3373 2,790E-4 1,2911 1,3716 1,3389
MC2 1,3396 2,959E-4 1,2910 1,3765 1,3415
MC8 1,3389 3,260E-4 1,2841 1,3776 1,3412
MC32 1,3368 3,250E-4 1,2902 1,3761 1,3384
PG2 1,3331 3,466E-4 1,2817 1,3698 1,3359
PG8 1,3345 3,656E-4 1,2864 1,3906 1,3354
PG32 1,3293 3,749E-4 1,2787 1,3779 1,3310
PW2 1,3419 2,852E-4 1,2900 1,3780 1,3439
PW8 1,3383 3,071E-4 1,2900 1,3783 1,3405
PW32 1,3420 2,910E-4 1,2987 1,3794 1,3431
WEI2 1,3419 3,010E-4 1,2878 1,3779 1,3436
PGA20 1,4568 1,592E-6 1,4528 1,4598 1,4568
Tabelle A.3: DTLZ 2 mittlere Problemgro¨ße: Statistische Auswertung des Hypervolumens der Ergebnisse
von 100 verschiedenen Durchla¨ufen.
# (nicht-dominierte Punkte) Mittelwert Varianz Minimum Maximum Median
IW2 0,0 0,0 0 0 0
IW8 0,01 0,01 0 1 0
IW32 0,0 0,0 0 0 0
MC2 0,0 0,0 0 0 0
MC8 0,01 0,01 0 1 0
MC32 0,0 0,0 0 0 0
PG2 0,0 0,0 0 0 0
PG8 0,0 0,0 0 0 0
PG32 0,01 0,01 0 1 0
PW2 0,05 0,05 0 1 0
PW8 0,0 0,0 0 0 0
PW32 0,0 0,0 0 0 0
WEI2 0,02 0,02 0 1 0
PGA20 22,9 187,1 0 77 20
Tabelle A.4: DTLZ 2 mittlere Problemgro¨ße: Statistische Auswertung der Anzahl paretooptimaler Punkte
der Ergebnisse von 100 verschiedenen Durchla¨ufen.
A.3. DTLZ 2 101
#
(
Ai = Bj
)
IW2 IW8 IW32 MC2 MC8 MC32 PG2 PG8 PG32 PW2 PW8 PW32 WEI2 PGA20
IW2 100 0 0 0 0 0 0 0 0 0 0 0 0 0
IW8 0 100 0 0 0 0 0 0 0 0 0 0 0 0
IW32 0 0 100 0 0 0 0 0 0 0 0 0 0 0
MC2 0 0 0 100 0 0 0 0 0 0 0 0 0 0
MC8 0 0 0 0 100 0 0 0 0 0 0 0 0 0
MC32 0 0 0 0 0 100 0 0 0 0 0 0 0 0
PG2 0 0 0 0 0 0 100 0 0 0 0 0 0 0
PG8 0 0 0 0 0 0 0 100 0 0 0 0 0 0
PG32 0 0 0 0 0 0 0 0 100 0 0 0 0 0
PW2 0 0 0 0 0 0 0 0 0 100 0 0 0 0
PW8 0 0 0 0 0 0 0 0 0 0 100 0 0 0
PW32 0 0 0 0 0 0 0 0 0 0 0 100 0 0
WEI2 0 0 0 0 0 0 0 0 0 0 0 0 100 0
PGA20 0 0 0 0 0 0 0 0 0 0 0 0 0 234
Tabelle A.5: DTLZ 2 mittlere Problemgro¨ße: ε+-Indikator Ergebnisse: Anzahl von Ai = Bj mit Ai Ap-
proximationsmenge der Zeile und Bj der Spalte.
#
(
Ai / Bj
)
IW2 IW8 IW32 MC2 MC8 MC32 PG2 PG8 PG32 PW2 PW8 PW32 WEI2 PGA20
IW2 0 6 22 7 8 7 5 8 19 0 7 1 2 0
IW8 3 0 15 2 3 1 4 2 7 0 4 1 2 0
IW32 0 2 0 0 0 0 2 0 9 0 2 1 1 0
MC2 2 5 17 1 8 4 8 7 24 1 10 2 2 0
MC8 1 3 15 3 0 2 7 8 20 2 6 2 2 0
MC32 2 3 17 5 7 0 13 9 20 2 6 4 3 0
PG2 1 2 8 0 2 3 0 5 15 0 5 3 0 0
PG8 3 4 11 4 4 6 7 2 27 3 6 2 0 0
PG32 2 1 8 1 0 2 5 2 2 0 2 1 0 0
PW2 10 13 29 13 18 13 14 13 27 1 20 3 7 0
PW8 1 9 16 4 5 4 11 5 15 2 0 3 3 0
PW32 5 1 9 3 2 3 7 7 16 0 7 0 1 0
WEI2 7 11 18 5 8 4 5 7 16 0 8 1 0 0
PGA20 6995 7320 8263 7758 7516 7933 8587 8555 8542 5738 7820 8121 5998 0
Tabelle A.6: DTLZ 2 mittlere Problemgro¨ße: ε+-Indikator Ergebnisse: Anzahl von Ai /Bj mit Ai Appro-
ximationsmenge der Zeile und Bj der Spalte.
#
(
Ai ‖ Bj
)
IW2 IW8 IW32 MC2 MC8 MC32 PG2 PG8 PG32 PW2 PW8 PW32 WEI2 PGA20
IW2 9900 9991 9978 9991 9991 9991 9994 9989 9979 9990 9992 9994 9991 3005
IW8 9991 9900 9983 9993 9994 9996 9994 9994 9992 9987 9987 9998 9987 2680
IW32 9978 9983 9900 9983 9985 9983 9990 9989 9983 9971 9982 9990 9981 1737
MC2 9991 9993 9983 9898 9989 9991 9992 9989 9975 9986 9986 9995 9993 2242
MC8 9991 9994 9985 9989 9900 9991 9991 9988 9980 9980 9989 9996 9990 2484
MC32 9991 9996 9983 9991 9991 9900 9984 9985 9978 9985 9990 9993 9993 2067
PG2 9994 9994 9990 9992 9991 9984 9900 9988 9980 9986 9984 9990 9995 1413
PG8 9989 9994 9989 9989 9988 9985 9988 9896 9971 9984 9989 9991 9993 1445
PG32 9979 9992 9983 9975 9980 9978 9980 9971 9896 9973 9983 9983 9984 1458
PW2 9990 9987 9971 9986 9980 9985 9986 9984 9973 9898 9978 9997 9993 4262
PW8 9992 9987 9982 9986 9989 9990 9984 9989 9983 9978 9900 9990 9989 2180
PW32 9994 9998 9990 9995 9996 9993 9990 9991 9983 9997 9990 9900 9998 1879
WEI2 9991 9987 9981 9993 9990 9993 9995 9993 9984 9993 9989 9998 9900 4002
PGA20 3005 2680 1737 2242 2484 2067 1413 1445 1458 4262 2180 1879 4002 9766
Tabelle A.7: DTLZ 2 mittlere Problemgro¨ße: ε+-Indikator Ergebnisse: Anzahl von Ai ‖ Bj mit Ai Ap-
proximationsmenge der Zeile und Bj der Spalte.
Hypervolumen Mittelwert Varianz Minimum Maximum Median
IW2 31,467 9,561E-4 31,311 31,525 31,471
IW8 31,454 0,001443 31,299 31,523 31,456
IW32 31,464 0,001038 31,320 31,526 31,472
MC2 30,889 0,045501 30,192 31,277 30,887
MC8 30,926 0,032361 30,458 31,214 30,967
MC32 30,609 0,136565 29,640 31,306 30,662
PG2 31,350 0,001396 31,208 31,431 31,352
PG8 31,333 0,002498 31,123 31,422 31,345
PG32 31,350 0,002800 31,151 31,444 31,358
PW2 31,470 6,319E-4 31,385 31,523 31,474
PW8 31,448 0,001269 31,349 31,503 31,456
PW32 31,446 0,001652 31,278 31,511 31,455
WEI5 31,456 0,002003 31,219 31,521 31,465
PGA20 30,466 0,200291 28,631 31,246 30,439
Tabelle A.8: DTLZ 2 große Problemgro¨ße: Statistische Auswertung des Hypervolumens der Ergebnisse
von 100 verschiedenen Durchla¨ufen.
102 A. Weitere Ergebnisse
# (nicht-dominierte Punkte) Mittelwert Varianz Minimum Maximum Median
IW2 28,13 22,76071 16 43 28,0
IW8 26,21 21,60192 13 40 26,0
IW32 23,67 21,61727 14 36 24,0
MC2 31,51 18,11101 23 44 31,0
MC8 28,85 43,92677 15 45 29,0
MC32 27,58 74,71071 9 54 27,0
PG2 12,24 9,881212 5 23 12,0
PG8 12,23 10,05768 5 20 12,0
PG32 13,69 12,33727 6 22 14,0
PW2 28,80 26,98990 19 40 28,0
PW8 25,29 24,20798 14 39 24,5
PW32 33,73 48,27990 18 49 34,5
WEI5 28,33 27,83949 15 42 28,0
PGA20 81,77 1185,755 23 180 90,0
Tabelle A.9: DTLZ 2 große Problemgro¨ße: Statistische Auswertung der Anzahl paretooptimaler Punkte
der Ergebnisse von 100 verschiedenen Durchla¨ufen.
#
(
Ai ‖ Bj
)
IW2 IW8 IW32 MC2 MC8 MC32 PG2 PG8 PG32 PW2 PW8 PW32 WEI2 PGA20
IW2 9900 10000 10000 10000 10000 10000 10000 10000 10000 10000 10000 10000 10000 10000
IW8 10000 9900 10000 10000 10000 10000 10000 10000 10000 10000 10000 10000 10000 10000
IW32 10000 10000 9900 10000 10000 10000 10000 10000 10000 10000 10000 10000 10000 10000
MC2 10000 10000 10000 9900 10000 10000 10000 10000 10000 10000 10000 10000 10000 10000
MC8 10000 10000 10000 10000 9900 10000 10000 10000 10000 10000 10000 10000 10000 10000
MC32 10000 10000 10000 10000 10000 9900 10000 10000 10000 10000 10000 10000 10000 10000
PG2 10000 10000 10000 10000 10000 10000 9900 10000 10000 10000 10000 10000 10000 10000
PG8 10000 10000 10000 10000 10000 10000 10000 9900 10000 10000 10000 10000 10000 10000
PG32 10000 10000 10000 10000 10000 10000 10000 10000 9900 10000 10000 10000 10000 10000
PW2 10000 10000 10000 10000 10000 10000 10000 10000 10000 9900 10000 10000 10000 10000
PW8 10000 10000 10000 10000 10000 10000 10000 10000 10000 10000 9900 10000 10000 10000
PW32 10000 10000 10000 10000 10000 10000 10000 10000 10000 10000 10000 9900 10000 10000
WEI2 10000 10000 10000 10000 10000 10000 10000 10000 10000 10000 10000 10000 9900 10000
PGA20 10000 10000 10000 10000 10000 10000 10000 10000 10000 10000 10000 10000 10000 9698
Tabelle A.10: DTLZ 2 große Problemgro¨ße: ε+-Indikator Ergebnisse: Anzahl von Ai ‖ Bj mit Ai Appro-
ximationsmenge der Zeile und Bj der Spalte.
#
(
Ai = Bj
)
IW2 IW8 IW32 MC2 MC8 MC32 PG2 PG8 PG32 PW2 PW8 PW32 WEI2 PGA20
IW2 100 0 0 0 0 0 0 0 0 0 0 0 0 0
IW8 0 100 0 0 0 0 0 0 0 0 0 0 0 0
IW32 0 0 100 0 0 0 0 0 0 0 0 0 0 0
MC2 0 0 0 100 0 0 0 0 0 0 0 0 0 0
MC8 0 0 0 0 100 0 0 0 0 0 0 0 0 0
MC32 0 0 0 0 0 100 0 0 0 0 0 0 0 0
PG2 0 0 0 0 0 0 100 0 0 0 0 0 0 0
PG8 0 0 0 0 0 0 0 100 0 0 0 0 0 0
PG32 0 0 0 0 0 0 0 0 100 0 0 0 0 0
PW2 0 0 0 0 0 0 0 0 0 100 0 0 0 0
PW8 0 0 0 0 0 0 0 0 0 0 100 0 0 0
PW32 0 0 0 0 0 0 0 0 0 0 0 100 0 0
WEI5 0 0 0 0 0 0 0 0 0 0 0 0 100 0
PGA20 0 0 0 0 0 0 0 0 0 0 0 0 0 302
Tabelle A.11: DTLZ 2 große Problemgro¨ße: ε+-Indikator Ergebnisse: Anzahl von Ai = Bj mit Ai Appro-
ximationsmenge der Zeile und Bj der Spalte.
A.4. DTLZ 7 103
A.4 DTLZ 7
Hypervolumen Mittelwert Varianz Minimum Maximum Median
IW2 20,089 0,003524 19,915 20,201 20,094
IW8 20,067 0,006573 19,802 20,197 20,090
IW32 20,044 0,025101 19,062 20,240 20,059
MC2 19,398 0,090982 18,513 19,949 19,450
MC8 19,353 0,090922 18,382 19,920 19,418
MC32 18,871 0,239313 17,936 19,693 18,824
PG2 19,202 0,193905 17,537 19,799 19,272
PG8 19,293 0,176705 18,379 19,911 19,400
PG32 19,319 0,199019 17,589 20,025 19,464
PW2 19,563 0,100519 18,359 20,164 19,616
PW8 19,905 0,153906 18,354 20,257 20,050
PW32 19,255 0,252902 18,171 20,215 19,324
WEI2 19,747 0,172508 17,936 20,257 19,730
PGA20 19,682 0,232456 18,343 20,269 19,742
Tabelle A.12: DTLZ 7 mittlere Problemgro¨ße: Statistische Auswertung des Hypervolumens der Ergebnisse
von 100 verschiedenen Durchla¨ufen.
# (nicht-dominierte Punkte) Mittelwert Varianz Minimum Maximum Median
IW2 1,50 1,161616 0 4 1
IW8 1,54 2,109495 0 10 1
IW32 1,50 2,616162 0 7 1
MC2 0,02 0,019798 0 1 0
MC8 0,00 0,000000 0 0 0
MC32 0,00 0,000000 0 0 0
PG2 0,29 0,207980 0 1 0
PG8 0,27 0,219293 0 2 0
PG32 0,21 0,167576 0 1 0
PW2 0,44 5,602424 0 22 0
PW8 4,88 42,914747 0 27 2
PW32 0,38 2,440000 0 10 0
WEI2 3,49 32,777677 0 25 0
PGA20 0,86 2,424646 0 7 0
Tabelle A.13: DTLZ 7 mittlere Problemgro¨ße: Statistische Auswertung der Anzahl paretooptimaler Punk-
te der Ergebnisse von 100 verschiedenen Durchla¨ufen.
104 A. Weitere Ergebnisse
#
(
Ai ≺≺ Bj
)
IW2 IW8 IW32 MC2 MC8 MC32 PG2 PG8 PG32 PW2 PW8 PW32 WEI2 PGA20
IW2 0 0 0 91 16 118 0 105 0 0 0 121 0 0
IW8 0 0 0 90 19 109 0 104 0 0 0 114 0 0
IW32 0 0 0 86 15 106 0 103 0 0 0 119 0 0
MC2 0 0 0 18 0 14 0 40 0 0 0 9 0 0
MC8 0 0 0 3 0 6 0 23 0 0 0 2 0 0
MC32 0 0 0 3 0 5 0 8 0 0 0 1 0 0
PG2 0 0 0 8 0 0 0 17 0 0 0 7 0 0
PG8 0 0 0 9 0 7 0 28 0 0 0 9 0 0
PG32 0 0 0 20 0 13 0 37 0 0 0 17 0 0
PW2 0 0 0 29 0 29 0 56 0 0 0 23 0 0
PW8 0 0 0 64 2 80 0 86 0 0 0 85 0 0
PW32 0 0 0 12 0 11 0 33 0 0 0 12 0 0
WEI2 0 0 0 42 1 43 0 69 0 0 0 47 0 0
PGA20 0 0 0 29 13 56 0 63 0 0 0 48 0 0
Tabelle A.14: DTLZ 7 mittlere Problemgro¨ße: ε+-Indikator Ergebnisse: Anzahl von Ai ≺≺ Bj mit Ai
Approximationsmenge der Zeile und Bj der Spalte.
#
(
Ai / Bj
)
IW2 IW8 IW32 MC2 MC8 MC32 PG2 PG8 PG32 PW2 PW8 PW32 WEI2 PGA20
IW2 0 7 100 3568 4482 6589 5594 5195 4687 2724 1044 4660 1801 291
IW8 0 4 90 3529 4334 6343 5260 4854 4452 2768 1021 4455 1785 260
IW32 0 3 92 3292 4170 6287 5082 4661 4249 2536 1002 4471 1743 223
MC2 0 0 0 202 225 1138 257 173 197 72 61 448 31 10
MC8 0 0 0 60 78 748 108 55 99 38 33 215 10 6
MC32 0 0 0 18 25 245 37 19 43 3 4 47 1 2
PG2 0 0 0 84 163 768 895 499 582 71 47 296 22 114
PG8 0 0 0 144 284 1161 1157 700 725 111 67 505 41 102
PG32 0 0 0 306 434 1627 980 651 640 208 125 785 98 90
PW2 0 0 7 508 625 2103 893 682 639 326 159 986 186 34
PW8 0 0 34 1883 2572 4553 4444 3855 3460 1511 649 3397 1005 225
PW32 0 0 1 189 287 1255 635 458 427 123 81 568 69 28
WEI2 0 0 16 1038 1466 3112 2605 2128 1950 749 310 1900 465 177
PGA20 40 69 194 1833 2178 2833 2632 2608 2221 1539 544 1926 950 880
Tabelle A.15: DTLZ 7 mittlere Problemgro¨ße: ε+-Indikator Ergebnisse: Anzahl von Ai / Bj mit Ai Ap-
proximationsmenge der Zeile und Bj der Spalte.
#
(
Ai  Bj
)
IW2 IW8 IW32 MC2 MC8 MC32 PG2 PG8 PG32 PW2 PW8 PW32 WEI2 PGA20
IW2 100 7 100 3568 4482 6589 5594 5195 4687 2724 1044 4660 1801 291
IW8 0 104 90 3529 4334 6343 5260 4854 4452 2768 1021 4455 1785 260
IW32 0 3 192 3292 4170 6287 5082 4661 4249 2536 1002 4471 1743 223
MC2 0 0 0 302 225 1138 257 173 197 72 61 448 31 10
MC8 0 0 0 60 178 748 108 55 99 38 33 215 10 6
MC32 0 18 25 345 37 19 43 3 4 47 1 2
PG2 0 0 0 84 163 768 1127 583 726 71 47 296 22 114
PG8 0 0 0 144 284 1161 1241 842 809 111 67 505 41 102
PG32 0 0 0 306 434 1627 1124 735 872 208 125 785 98 90
PW2 0 0 7 508 625 2103 893 682 639 426 159 986 186 34
PW8 0 0 34 1883 2572 4553 4444 3855 3460 1511 749 3397 1005 225
PW32 0 0 1 189 287 1255 635 458 427 123 81 668 69 28
WEI2 0 0 16 1038 1466 3112 2605 2128 1950 749 310 1900 565 177
PGA20 40 69 194 1833 2178 2833 2632 2608 2221 1539 544 1926 950 1140
Tabelle A.16: DTLZ 7 mittlere Problemgro¨ße: ε+-Indikator Ergebnisse: Anzahl von Ai  Bj mit Ai
Approximationsmenge der Zeile und Bj der Spalte.
#
(
Ai = Bj
)
IW2 IW8 IW32 MC2 MC8 MC32 PG2 PG8 PG32 PW2 PW8 PW32 WEI2 PGA20
IW2 100 0 0 0 0 0 0 0 0 0 0 0 0 0
IW8 0 100 0 0 0 0 0 0 0 0 0 0 0 0
IW32 0 0 100 0 0 0 0 0 0 0 0 0 0 0
MC2 0 0 0 100 0 0 0 0 0 0 0 0 0 0
MC8 0 0 0 0 100 0 0 0 0 0 0 0 0 0
MC32 0 0 0 0 0 100 0 0 0 0 0 0 0 0
PG2 0 0 0 0 0 0 232 84 144 0 0 0 0 0
PG8 0 0 0 0 0 0 84 142 84 0 0 0 0 0
PG32 0 0 0 0 0 0 144 84 232 0 0 0 0 0
PW2 0 0 0 0 0 0 0 0 0 100 0 0 0 0
PW8 0 0 0 0 0 0 0 0 0 0 100 0 0 0
PW32 0 0 0 0 0 0 0 0 0 0 0 100 0 0
WEI2 0 0 0 0 0 0 0 0 0 0 0 0 100 0
PGA20 0 0 0 0 0 0 0 0 0 0 0 0 0 260
Tabelle A.17: DTLZ 7 mittlere Problemgro¨ße: ε+-Indikator Ergebnisse: Anzahl von Ai = Bj mit Ai
Approximationsmenge der Zeile und Bj der Spalte.
#
(
Ai ‖ Bj
)
IW2 IW8 IW32 MC2 MC8 MC32 PG2 PG8 PG32 PW2 PW8 PW32 WEI2 PGA20
IW2 9900 9993 9900 6432 5518 3411 4406 4805 5313 7276 8956 5340 8199 9669
IW8 9993 9892 9907 6471 5666 3657 4740 5146 5548 7232 8979 5545 8215 9671
IW32 9900 9907 9716 6708 5830 3713 4918 5339 5751 7457 8964 5528 8241 9583
MC2 6432 6471 6708 9496 9715 8844 9659 9683 9497 9420 8056 9363 8931 8157
MC8 5518 5666 5830 9715 9744 9227 9729 9661 9467 9337 7395 9498 8524 7816
MC32 3411 3657 3713 8844 9227 9410 9195 8820 8330 7894 5443 8698 6887 7165
PG2 4406 4740 4918 9659 9729 9195 7978 8260 8294 9036 5509 9069 7373 7254
PG8 4805 5146 5339 9683 9661 8820 8260 8458 8540 9207 6078 9037 7831 7290
PG32 5313 5548 5751 9497 9467 8330 8294 8540 8488 9153 6415 8788 7952 7689
PW2 7276 7232 7457 9420 9337 7894 9036 9207 9153 9248 8330 8891 9065 8427
PW8 8956 8979 8964 8056 7395 5443 5509 6078 6415 8330 8602 6522 8685 9231
PW32 5340 5545 5528 9363 9498 8698 9069 9037 8788 8891 6522 8764 8031 8046
WEI2 8199 8215 8241 8931 8524 6887 7373 7831 7952 9065 8685 8031 8970 8873
PGA20 9669 9671 9583 8157 7816 7165 7254 7290 7689 8427 9231 8046 8873 7980
Tabelle A.18: DTLZ 7 mittlere Problemgro¨ße: ε+-Indikator Ergebnisse: Anzahl von Ai ‖ Bj mit Ai Ap-
proximationsmenge der Zeile und Bj der Spalte.
A.4. DTLZ 7 105
Hypervolumen Mittelwert Varianz Minimum Maximum Median
IW2 173,50 1,492773 170,15 176,33 173,56
IW8 172,54 1,792873 169,20 175,77 172,57
IW32 172,41 2,557286 167,03 175,28 172,33
MC2 156,37 27,467845 143,93 166,40 157,29
MC8 152,29 26,764824 141,33 168,53 152,04
MC32 151,46 26,083886 137,67 164,50 151,09
PG2 163,57 10,095766 154,09 168,75 163,53
PG8 163,69 10,966128 154,28 170,30 163,67
PG32 162,46 12,809022 152,23 169,09 163,01
PW2 158,15 36,579773 145,56 175,41 157,86
PW8 160,35 23,531345 150,35 170,17 159,63
PW32 161,82 35,283954 143,76 172,35 161,71
WEI5 158,09 33,712106 145,85 171,53 157,12
PGA20 160,68 47,889381 140,35 173,76 162,44
Tabelle A.19: DTLZ 7 große Problemgro¨ße: Statistische Auswertung des Hypervolumens der Ergebnisse
von 100 verschiedenen Durchla¨ufen.
# (nicht-dominierte Punkte) Mittelwert Varianz Minimum Maximum Median
IW2 7,61 10,32111 2 16 7,0
IW8 4,68 5,10869 1 13 4,0
IW32 6,49 8,79788 1 18 6,0
MC2 2,09 5,23424 0 10 1,0
MC8 1,79 3,30000 0 8 1,0
MC32 2,15 5,34091 0 12 2,0
PG2 0,84 0,82263 0 5 1,0
PG8 0,76 0,87111 0 4 0,0
PG32 0,74 0,73980 0 4 1,0
PW2 3,20 8,64646 0 14 2,0
PW8 3,05 5,86616 0 11 2,5
PW32 2,03 5,70616 0 11 1,0
WEI5 4,44 8,97616 0 15 4,0
PGA20 0,55 1,94697 0 8 0,0
Tabelle A.20: DTLZ 7 große Problemgro¨ße: Statistische Auswertung der Anzahl paretooptimaler Punkte
der Ergebnisse von 100 verschiedenen Durchla¨ufen.
#
(
Ai / Bj
)
IW2 IW8 IW32 MC2 MC8 MC32 PG2 PG8 PG32 PW2 PW8 PW32 WEI2 PGA20
IW2 0 0 0 7 6 0 0 0 0 0 0 0 0 314
IW8 0 0 0 0 4 0 0 0 0 0 0 0 0 421
IW32 0 0 0 3 4 0 0 0 0 0 0 0 0 230
MC2 0 0 0 0 0 0 0 0 0 0 0 0 0 1
MC8 0 0 0 0 0 0 0 0 0 0 0 0 0 0
MC32 0 0 0 0 0 0 0 0 0 0 0 0 0 0
PG2 0 0 0 0 0 0 0 0 0 0 0 0 0 17
PG8 0 0 0 0 0 0 0 0 0 0 0 0 0 1
PG32 0 0 0 0 0 0 0 0 0 0 0 0 0 4
PW2 0 0 0 0 1 0 0 0 0 0 0 0 0 30
PW8 0 0 0 0 0 0 0 0 0 0 0 0 0 2
PW32 0 0 0 0 0 0 0 0 0 0 0 0 0 30
WEI5 0 0 0 0 0 0 0 0 0 0 0 0 0 13
PGA20 0 0 0 0 0 0 0 0 0 0 0 0 0 35
Tabelle A.21: DTLZ 7 große Problemgro¨ße: ε+-Indikator Ergebnisse: Anzahl von Ai / Bj mit Ai Appro-
ximationsmenge der Zeile und Bj der Spalte.
106 A. Weitere Ergebnisse
#
(
Ai  Bj
)
IW2 IW8 IW32 MC2 MC8 MC32 PG2 PG8 PG32 PW2 PW8 PW32 WEI2 PGA20
IW2 100 0 0 7 6 0 0 0 0 0 0 0 0 314
IW8 0 100 0 0 4 0 0 0 0 0 0 0 0 421
IW32 0 0 100 3 4 0 0 0 0 0 0 0 0 230
MC2 0 0 0 100 0 0 0 0 0 0 0 0 0 1
MC8 0 0 0 0 100 0 0 0 0 0 0 0 0 0
MC32 0 0 0 0 0 100 0 0 0 0 0 0 0 0
PG2 0 0 0 0 0 0 100 0 0 0 0 0 0 17
PG8 0 0 0 0 0 0 0 100 0 0 0 0 0 1
PG32 0 0 0 0 0 0 0 0 100 0 0 0 0 4
PW2 0 0 0 0 1 0 0 0 0 100 0 1 0 30
PW8 0 0 0 0 0 0 0 0 0 0 100 0 0 2
PW32 0 0 0 0 0 0 0 0 0 1 0 100 0 30
WEI5 0 0 0 0 0 0 0 0 0 0 0 0 100 13
PGA20 0 0 0 0 0 0 0 0 0 0 0 0 0 281
Tabelle A.22: DTLZ 7 große Problemgro¨ße: ε+-Indikator Ergebnisse: Anzahl von Ai  Bj mit Ai Appro-
ximationsmenge der Zeile und Bj der Spalte.
#
(
Ai = Bj
)
IW2 IW8 IW32 MC2 MC8 MC32 PG2 PG8 PG32 PW2 PW8 PW32 WEI2 PGA20
IW2 100 0 0 0 0 0 0 0 0 0 0 0 0 0
IW8 0 100 0 0 0 0 0 0 0 0 0 0 0 0
IW32 0 0 100 0 0 0 0 0 0 0 0 0 0 0
MC2 0 0 0 100 0 0 0 0 0 0 0 0 0 0
MC8 0 0 0 0 100 0 0 0 0 0 0 0 0 0
MC32 0 0 0 0 0 100 0 0 0 0 0 0 0 0
PG2 0 0 0 0 0 0 100 0 0 0 0 0 0 0
PG8 0 0 0 0 0 0 0 100 0 0 0 0 0 0
PG32 0 0 0 0 0 0 0 0 100 0 0 0 0 0
PW2 0 0 0 0 0 0 0 0 0 100 0 1 0 0
PW8 0 0 0 0 0 0 0 0 0 0 100 0 0 0
PW32 0 0 0 0 0 0 0 0 0 1 0 100 0 0
WEI5 0 0 0 0 0 0 0 0 0 0 0 0 100 0
PGA20 0 0 0 0 0 0 0 0 0 0 0 0 0 246
Tabelle A.23: DTLZ 7 große Problemgro¨ße: ε+-Indikator Ergebnisse: Anzahl von Ai = Bj mit Ai Appro-
ximationsmenge der Zeile und Bj der Spalte.
#
(
Ai ‖ Bj
)
IW2 IW8 IW32 MC2 MC8 MC32 PG2 PG8 PG32 PW2 PW8 PW32 WEI2 PGA20
IW2 9900 10000 10000 9993 9994 10000 10000 10000 10000 10000 10000 10000 10000 9686
IW8 10000 9900 10000 10000 9996 10000 10000 10000 10000 10000 10000 10000 10000 9579
IW32 10000 10000 9900 9997 9996 10000 10000 10000 10000 10000 10000 10000 10000 9770
MC2 9993 10000 9997 9900 10000 10000 10000 10000 10000 10000 10000 10000 10000 9999
MC8 9994 9996 9996 10000 9900 10000 10000 10000 10000 9999 10000 10000 10000 10000
MC32 10000 10000 10000 10000 10000 9900 10000 10000 10000 10000 10000 10000 10000 10000
PG2 10000 10000 10000 10000 10000 10000 9900 10000 10000 10000 10000 10000 10000 9983
PG8 10000 10000 10000 10000 10000 10000 10000 9900 10000 10000 10000 10000 10000 9999
PG32 10000 10000 10000 10000 10000 10000 10000 10000 9900 10000 10000 10000 10000 9996
PW2 10000 10000 10000 10000 9999 10000 10000 10000 10000 9900 10000 9999 10000 9970
PW8 10000 10000 10000 10000 10000 10000 10000 10000 10000 10000 9900 10000 10000 9998
PW32 10000 10000 10000 10000 10000 10000 10000 10000 10000 9999 10000 9900 10000 9970
WEI5 10000 10000 10000 10000 10000 10000 10000 10000 10000 10000 10000 10000 9900 9987
PGA20 9686 9579 9770 9999 10000 10000 9983 9999 9996 9970 9998 9970 9987 9684
Tabelle A.24: DTLZ 7 große Problemgro¨ße: ε+-Indikator Ergebnisse: Anzahl von Ai ‖ Bj mit Ai Appro-
ximationsmenge der Zeile und Bj der Spalte.
A.5. DTLZ 8 107
A.5 DTLZ 8
Hypervolumen Mittelwert Varianz Minimum Maximum Median
IW2 1,7232 9,329E-5 1,6946 1,7382 1,7245
IW8 1,6649 0,002322 1,5779 1,7342 1,6560
IW32 1,7278 2,166E-5 1,7147 1,7376 1,7288
MC2 1,5777 0,002022 1,4507 1,6762 1,5815
MC8 1,5857 0,002081 1,4506 1,6749 1,5985
MC32 1,5862 0,001646 1,4692 1,6701 1,5909
PG2 1,6424 6,769E-4 1,5862 1,7023 1,6451
PG8 1,6120 0,002006 1,5213 1,6976 1,6058
PG32 1,6076 0,006922 1,1736 1,6914 1,6124
PW2 1,7057 8,714E-4 1,5774 1,7302 1,7150
PW8 1,6117 0,001804 1,5186 1,7183 1,6192
PW32 1,6554 0,002158 1,5417 1,7155 1,6654
WEI2 1,7166 8,760E-4 1,6002 1,7372 1,7295
PGA20 1,6034 0,001584 1,5260 1,6951 1,5983
Tabelle A.25: DTLZ 8 mittlere Problemgro¨ße: Statistische Auswertung des Hypervolumens der Ergebnisse
von 100 verschiedenen Durchla¨ufen.
# (nicht-dominierte Punkte) Mittelwert Varianz Minimum Maximum Median
IW2 3,3077 6,8911 0 11 3,0
IW8 3,6000 5,4105 1 9 3,0
IW32 3,1600 5,9331 0 12 3,0
MC2 0,1717 0,1437 0 1 0,0
MC8 0,0938 0,0859 0 1 0,0
MC32 0,1700 0,1627 0 2 0,0
PG2 0,2500 0,2304 0 2 0,0
PG8 0,8889 1,3987 0 3 0,0
PG32 0,2174 0,1779 0 1 0,0
PW2 2,5172 3,3418 0 6 2,5
PW8 2,1538 1,1410 0 4 2,0
PW32 1,3714 1,8286 0 5 1,0
WEI2 4,3000 5,4462 0 9 4,0
PGA20 1,4100 1,0726 0 5 1,0
Tabelle A.26: DTLZ 8 mittlere Problemgro¨ße: Statistische Auswertung der Anzahl paretooptimaler Punk-
te der Ergebnisse von 100 verschiedenen Durchla¨ufen.
A.6 XKetSim
108 A. Weitere Ergebnisse
#
(
Ai≺≺Bj
)
∣∣{Ai}∣∣·∣∣∣{Bj}∣∣∣ IW2 IW8 IW32 MC2 MC8 MC32 PG2 PG8 PG32 PW2 PW8 PW32 WEI2 PGA20
IW2 0,000 0,001 0,000 0,072 0,096 0,091 0,036 0,042 0,038 0,001 0,017 0,010 0,000 0,000
IW8 0,000 0,000 0,000 0,024 0,032 0,026 0,011 0,013 0,029 0,000 0,006 0,003 0,000 0,000
IW32 0,000 0,000 0,000 0,083 0,120 0,109 0,040 0,048 0,042 0,000 0,025 0,012 0,000 0,000
MC2 0,000 0,000 0,000 0,001 0,001 0,000 0,000 0,000 0,022 0,000 0,000 0,000 0,000 0,000
MC8 0,000 0,000 0,000 0,001 0,001 0,000 0,000 0,000 0,022 0,000 0,000 0,000 0,000 0,000
MC32 0,000 0,000 0,000 0,001 0,000 0,000 0,000 0,000 0,022 0,000 0,000 0,000 0,000 0,000
PG2 0,000 0,000 0,000 0,001 0,001 0,000 0,000 0,000 0,022 0,000 0,000 0,000 0,000 0,000
PG8 0,000 0,000 0,000 0,002 0,001 0,001 0,000 0,000 0,022 0,000 0,000 0,000 0,000 0,000
PG32 0,000 0,000 0,000 0,002 0,001 0,001 0,000 0,000 0,021 0,000 0,000 0,000 0,000 0,000
PW2 0,000 0,000 0,000 0,024 0,035 0,026 0,017 0,009 0,024 0,001 0,003 0,002 0,000 0,000
PW8 0,000 0,000 0,000 0,003 0,001 0,001 0,000 0,000 0,022 0,000 0,000 0,000 0,000 0,000
PW32 0,000 0,000 0,000 0,006 0,008 0,005 0,001 0,001 0,022 0,000 0,000 0,000 0,000 0,000
WEI2 0,000 0,003 0,000 0,089 0,119 0,111 0,051 0,070 0,053 0,002 0,035 0,012 0,000 0,000
PGA20 0,000 0,000 0,000 0,014 0,020 0,021 0,000 0,004 0,024 0,000 0,000 0,001 0,000 0,000
Tabelle A.27: DTLZ 8 mittlere Problemgro¨ße: ε+-Indikator Ergebnisse: Anteil von Ai ≺≺ Bj in {Ai} ×
{Bj} mit Ai Approximationsmenge der Zeile und Bj der Spalte.
#
(
Ai/Bj
)
∣∣{Ai}∣∣·∣∣∣{Bj}∣∣∣ IW2 IW8 IW32 MC2 MC8 MC32 PG2 PG8 PG32 PW2 PW8 PW32 WEI2 PGA20
IW2 0,000 0,017 0,000 0,074 0,096 0,091 0,037 0,053 0,066 0,001 0,054 0,031 0,011 0,000
IW8 0,000 0,006 0,000 0,024 0,032 0,026 0,011 0,016 0,039 0,000 0,018 0,009 0,005 0,000
IW32 0,000 0,024 0,000 0,084 0,120 0,109 0,041 0,057 0,081 0,000 0,064 0,040 0,013 0,000
MC2 0,000 0,000 0,000 0,001 0,001 0,000 0,000 0,000 0,023 0,000 0,000 0,000 0,000 0,000
MC8 0,000 0,000 0,000 0,001 0,001 0,000 0,000 0,000 0,022 0,000 0,000 0,000 0,000 0,000
MC32 0,000 0,000 0,000 0,002 0,000 0,000 0,000 0,000 0,022 0,000 0,000 0,000 0,000 0,000
PG2 0,000 0,000 0,000 0,001 0,001 0,000 0,000 0,001 0,023 0,000 0,000 0,000 0,000 0,000
PG8 0,000 0,001 0,000 0,002 0,001 0,001 0,000 0,000 0,023 0,000 0,000 0,000 0,000 0,000
PG32 0,000 0,000 0,000 0,002 0,001 0,001 0,000 0,000 0,021 0,000 0,000 0,000 0,000 0,000
PW2 0,000 0,005 0,000 0,024 0,035 0,026 0,017 0,010 0,031 0,001 0,012 0,007 0,004 0,000
PW8 0,000 0,000 0,000 0,003 0,001 0,001 0,000 0,000 0,023 0,000 0,001 0,000 0,000 0,000
PW32 0,000 0,000 0,000 0,006 0,008 0,005 0,001 0,002 0,023 0,000 0,000 0,000 0,000 0,000
WEI2 0,000 0,038 0,000 0,090 0,120 0,111 0,052 0,085 0,090 0,002 0,082 0,036 0,014 0,000
PGA20 0,000 0,000 0,000 0,014 0,020 0,021 0,000 0,004 0,025 0,000 0,001 0,001 0,000 0,000
Tabelle A.28: DTLZ 8 mittlere Problemgro¨ße: ε+-Indikator Ergebnisse: Anteil von Ai /Bj in {Ai}×{Bj}
mit Ai Approximationsmenge der Zeile und Bj der Spalte.
#
(
AiBj
)
∣∣{Ai}∣∣·∣∣∣{Bj}∣∣∣ IW2 IW8 IW32 MC2 MC8 MC32 PG2 PG8 PG32 PW2 PW8 PW32 WEI2 PGA20
IW2 0,013 0,017 0,000 0,074 0,096 0,091 0,037 0,053 0,066 0,001 0,054 0,031 0,011 0,000
IW8 0,000 0,028 0,000 0,024 0,032 0,026 0,011 0,016 0,039 0,000 0,018 0,009 0,005 0,000
IW32 0,000 0,024 0,020 0,084 0,120 0,109 0,041 0,057 0,081 0,000 0,064 0,040 0,013 0,000
MC2 0,000 0,000 0,000 0,011 0,001 0,000 0,000 0,000 0,023 0,000 0,000 0,000 0,000 0,000
MC8 0,000 0,000 0,000 0,001 0,011 0,000 0,000 0,000 0,022 0,000 0,000 0,000 0,000 0,000
MC32 0,000 0,000 0,000 0,002 0,000 0,010 0,000 0,000 0,022 0,000 0,000 0,000 0,000 0,000
PG2 0,000 0,000 0,000 0,001 0,001 0,000 0,017 0,001 0,023 0,000 0,000 0,000 0,000 0,000
PG8 0,000 0,001 0,000 0,002 0,001 0,001 0,000 0,021 0,023 0,000 0,000 0,000 0,000 0,000
PG32 0,000 0,000 0,000 0,002 0,001 0,001 0,000 0,000 0,043 0,000 0,000 0,000 0,000 0,000
PW2 0,000 0,005 0,000 0,024 0,035 0,026 0,017 0,010 0,031 0,018 0,012 0,007 0,004 0,000
PW8 0,000 0,000 0,000 0,003 0,001 0,001 0,000 0,000 0,023 0,000 0,020 0,000 0,000 0,000
PW32 0,000 0,000 0,000 0,006 0,008 0,005 0,001 0,002 0,023 0,000 0,000 0,023 0,000 0,000
WEI2 0,000 0,038 0,000 0,090 0,120 0,111 0,052 0,085 0,090 0,002 0,082 0,036 0,036 0,000
PGA20 0,000 0,000 0,000 0,014 0,020 0,021 0,000 0,004 0,025 0,000 0,001 0,001 0,000 0,025
Tabelle A.29: DTLZ 8 mittlere Problemgro¨ße: ε+-Indikator Ergebnisse: Anteil von Ai  Bj in {Ai}×{Bj}
mit Ai Approximationsmenge der Zeile und Bj der Spalte.
#
(
Ai=Bj
)
∣∣{Ai}∣∣·∣∣∣{Bj}∣∣∣ IW2 IW8 IW32 MC2 MC8 MC32 PG2 PG8 PG32 PW2 PW8 PW32 WEI2 PGA20
IW2 0,013 0,000 0,000 0,000 0,000 0,000 0,000 0,000 0,000 0,000 0,000 0,000 0,000 0,000
IW8 0,000 0,022 0,000 0,000 0,000 0,000 0,000 0,000 0,000 0,000 0,000 0,000 0,000 0,000
IW32 0,000 0,000 0,020 0,000 0,000 0,000 0,000 0,000 0,000 0,000 0,000 0,000 0,000 0,000
MC2 0,000 0,000 0,000 0,010 0,000 0,000 0,000 0,000 0,000 0,000 0,000 0,000 0,000 0,000
MC8 0,000 0,000 0,000 0,000 0,010 0,000 0,000 0,000 0,000 0,000 0,000 0,000 0,000 0,000
MC32 0,000 0,000 0,000 0,000 0,000 0,010 0,000 0,000 0,000 0,000 0,000 0,000 0,000 0,000
PG2 0,000 0,000 0,000 0,000 0,000 0,000 0,017 0,000 0,000 0,000 0,000 0,000 0,000 0,000
PG8 0,000 0,000 0,000 0,000 0,000 0,000 0,000 0,021 0,000 0,000 0,000 0,000 0,000 0,000
PG32 0,000 0,000 0,000 0,000 0,000 0,000 0,000 0,000 0,022 0,000 0,000 0,000 0,000 0,000
PW2 0,000 0,000 0,000 0,000 0,000 0,000 0,000 0,000 0,000 0,018 0,000 0,000 0,000 0,000
PW8 0,000 0,000 0,000 0,000 0,000 0,000 0,000 0,000 0,000 0,000 0,019 0,000 0,000 0,000
PW32 0,000 0,000 0,000 0,000 0,000 0,000 0,000 0,000 0,000 0,000 0,000 0,022 0,000 0,000
WEI2 0,000 0,000 0,000 0,000 0,000 0,000 0,000 0,000 0,000 0,000 0,000 0,000 0,022 0,000
PGA20 0,000 0,000 0,000 0,000 0,000 0,000 0,000 0,000 0,000 0,000 0,000 0,000 0,000 0,025
Tabelle A.30: DTLZ 8 mittlere Problemgro¨ße: ε+-Indikator Ergebnisse: Anteil von Ai = Bj in {Ai}×{Bj}
mit Ai Approximationsmenge der Zeile und Bj der Spalte.
A.6. XKETSIM 109
#
(
Ai‖Bj
)
∣∣{Ai}∣∣·∣∣∣{Bj}∣∣∣ IW2 IW8 IW32 MC2 MC8 MC32 PG2 PG8 PG32 PW2 PW8 PW32 WEI2 PGA20
IW2 0,987 0,983 1,000 0,926 0,904 0,909 0,963 0,947 0,934 0,999 0,946 0,969 0,989 1,000
IW8 0,983 0,966 0,976 0,976 0,968 0,974 0,989 0,983 0,961 0,995 0,982 0,991 0,957 1,000
IW32 1,000 0,976 0,980 0,916 0,880 0,891 0,959 0,943 0,919 1,000 0,936 0,960 0,987 1,000
MC2 0,926 0,976 0,916 0,988 0,998 0,998 0,999 0,998 0,975 0,976 0,996 0,994 0,910 0,986
MC8 0,904 0,968 0,880 0,998 0,988 0,999 0,999 0,999 0,977 0,965 0,999 0,992 0,880 0,980
MC32 0,909 0,974 0,891 0,998 0,999 0,989 1,000 0,999 0,977 0,974 0,999 0,995 0,889 0,979
PG2 0,963 0,989 0,959 0,999 0,999 1,000 0,983 0,999 0,977 0,983 1,000 0,999 0,948 1,000
PG8 0,947 0,983 0,943 0,998 0,999 0,999 0,999 0,978 0,977 0,990 1,000 0,998 0,915 0,996
PG32 0,934 0,961 0,919 0,975 0,977 0,977 0,977 0,977 0,936 0,969 0,977 0,977 0,910 0,975
PW2 0,999 0,995 1,000 0,976 0,965 0,974 0,983 0,990 0,969 0,981 0,988 0,993 0,995 1,000
PW8 0,946 0,982 0,936 0,996 0,999 0,999 1,000 1,000 0,977 0,988 0,979 1,000 0,918 0,999
PW32 0,969 0,991 0,960 0,994 0,992 0,995 0,999 0,998 0,977 0,993 1,000 0,977 0,963 0,999
WEI2 0,989 0,957 0,987 0,910 0,880 0,889 0,948 0,915 0,910 0,995 0,918 0,963 0,950 1,000
PGA20 1,000 1,000 1,000 0,986 0,980 0,979 1,000 0,996 0,975 1,000 0,999 0,999 1,000 0,975
Tabelle A.31: DTLZ 8 mittlere Problemgro¨ße: ε+-Indikator Ergebnisse: Anteil von Ai ‖ Bj in {Ai}×{Bj}
mit Ai Approximationsmenge der Zeile und Bj der Spalte.
Hypervolumen Mittelwert Varianz Minimum Maximum Median
IW20 113,76 201,69 83,62 135,72 112,73
MC20 116,34 145,77 101,50 131,46 117,68
PG20 115,31 159,44 96,22 133,52 111,80
PW20 122,24 589,50 70,85 157,32 122,27
WEI2 121,37 361,59 88,50 153,08 118,54
PGA20 75,82 341,64 54,81 108,96 66,75
Tabelle A.32: XKetSim: Statistische Auswertung des Hypervolumens der Ergebnisse von 10 verschiedenen
Durchla¨ufen.
# (nicht-dominierte Punkte) Mittelwert Varianz Minimum Maximum Median
IW20 0,2 0,4 0,0 2,0 0,0
MC20 0,0 0,0 0,0 0,0 0,0
PG20 0,0 0,0 0,0 0,0 0,0
PW20 0,1 0,1 0,0 1,0 0,0
WEI2 0,1 0,1 0,0 1,0 0,0
PGA20 0,0 0,0 0,0 0,0 0,0
Tabelle A.33: XKetSim: Statistische Auswertung der Anzahl paretooptimaler Punkte der Ergebnisse von
10 verschiedenen Durchla¨ufen.
# (Ai  Bj) IW20 MC20 PG20 PGA20 PW20 W2
IW20 33 21 17 92 14 16
MC20 21 31 16 81 14 15
PG20 15 13 22 87 12 12
PGA20 1 1 0 36 2 0
PW20 43 40 35 94 39 34
WEI2 34 31 23 90 24 32
Tabelle A.34: XKetSim: ε+-Indikator Ergebnisse: Anzahl von Ai  Bj mit Ai Approximationsmenge der
Zeile und Bj der Spalte. Die obere Grenze fu¨r jeden Eintrag ist 10 · 10 = 100.
