Abstract. The eigenstates of a real or complex cubic anharmonic oscillator are investigated using an original and alternative method. The procedure consists of determining global solutions of the Schrödinger equation that comply with the pertinent boundary conditions and allows us to obtain, in a very simple way, the eigenenergies and eigenfunctions of the Hamiltonian. Scattering by a real cubic potential is investigated as a particular case.
Introduction
The cubic anharmonic oscillator is an interesting example of quantum mechanical system that cannot be solved by a conventional use of perturbation theory [1, chapter VII, section 48]. A heuristic application of the dilatation-transformation method allowed Yaris et al [2] to identify localized solutions of the cubic anharmonic oscillator that could be interpreted as resonances. Caliceti, Graffi, and Maioli's rigorous study [3] of this problem with a complex coupling constant revealed the existence of a discrete spectrum, which admits analytic continuation as the imaginary part of the coupling constant goes to zero. They concluded that one can speak of resonances in a real cubic anharmonic oscillator. The behavior of these resonances for small and large values of the coupling constant was discussed by Alvarez [4] , who also showed, in a different paper [5] , that the quantum Rayleigh-Schrödinger perturbation series can be rearranged as the classical Birkhoff series plus quantum corrections in correspondence with the JeffreysWentzel-Kramers-Brillouin (JWKB) series. Investigations on different aspects of the cubic anharmonic oscillator, like Bender-Wu branch points [6] , JWKB expansions [7] , and precise determination of eigenvalues [8, 9] , have continued up to the present.
Additional interest in cubic potential arose from the conjecture of Bessis and ZinnJustin about the positivity and reality of its spectrum in the case of pure imaginary coupling constant. This observation motivated the birth of the PT -symmetric quantum theory [10] , a very fertile field of research where the cubic anharmonic oscillator has been subject of several studies [11] . (For a recent explanation of the foundations of this theory see [12] . ) The interest stirred by the cubic oscillator has reached potentials of the form x N , with integer N. Voros's paper [13] deserves a special mention, as it uses very elegant methods of functional analysis to establish a relation between the cases of even and odd N. In particular, the author proves a duality between the linear (N = 1) an the quartic (N = 4) potentials which allow him to derive, as a byproduct, new properties of the well known Airy function and its zeros. Zinn-Justin and collaborators, in a series of papers [14] , developed a procedure, based on instanton configurations, to be rid of the divergence of the perturbation series, a disease of anharmonic oscillators, and to obtain, for the eigenvalues, a resurgent expansion in terms of the coupling constant. The procedure has been applied in the computation of the eigenvalues of the cubic oscillator [9] . Besides, it allows one to establish a bridge between even anharmonic oscillators with negative coupling and odd anharmonic oscillators with imaginary coupling (i. e., PT -symmetric ones) leading to a unified treatment of anharmonic oscillators of both parities [15] .
The analytic properties of the eigenvalues of the cubic oscillator, considered as a function of the intensity (assumed to be complex) of the cubic term, have been discussed recently. Two papers deal with the (divergent) perturbation series for the eigenvalues summed by means of order-dependent mappings [16] or Padé approximants [17] . A different strategy has been adopted in a paper by Fernández and García [18] , who use both complex rotation and Riccati-Padé methods to determine the eigenvalues of the Hamiltonian with extraordinary accuracy.
In this paper, we are concerned with the study of the eigenstates of a cubic anharmonic oscillator with a complex coupling parameter. Our approach to the problem, however, is a rigorous one: we obtain a global solution of the Schrödinger equation that satisfies the appropriate boundary conditions. The general problem of finding global solutions of a second-order differential equation with one or two singular points was solved, forty years ago, by Naundorf [19] . An improvement of his method has been proposed [20] and applied in the study of several quantum problems [21] . The procedure consists of writing exact solutions of the Schrödinger equation, in the form of convergent series expansions, and analyzing their behavior far from the origin. The requirement that this behavior be regular determines the eigenvalues. In addition, the procedure provides algebraic expressions of the eigenfunctions, which facilitate easy computation of the expected value of any quantity.
Different notations have been used to represent the Hamiltonian of the cubic anharmonic oscillator. We adopt here the notation of [2] , namely
where κ is assumed to be real, while λ may be complex. Notice that we have introduced an additional parameter, κ, which is redundant: An adequate scaling of the variable x would transform the Hamiltonian (1) into another one with a fixed value κ = 1, for instance, and a scaled value of λ. Nevertheless, we prefer to maintain the Hamiltonian in the form (1) to facilitate the discussion of the interesting case of κ = 0. Concerning the parameter λ, it is sufficient to consider its values in the sector 0 ≤ arg λ ≤ π/2. Eigenvalues and eigenfunctions of H with λ in any other sector could be trivially obtained from those for λ in the first quadrant by complex conjugation and/or reflection x −→ −x. We deal with the solutions of the Schrödinger equation corresponding to the Hamiltonian (1) in section 2. Two kinds of solutions are considered: series expansions, convergent in the finite complex x-plane, and formal asymptotic solutions, with a well defined behavior for x → ∞. The connection between the two kinds of solutions, which is crucial point of our method for the determination of eigenvalues, is discussed in section 3. The particular case of real λ is treated in section 4, where the scattering problem is formulated. Sections 5 and 6 deal with the eigenvalues and eigenfunctions of the Hamiltonian and show numerical results for certain values of the parameters. The phase shift and the time delay in the scattering by a cubic real potential are illustrated in section 7. Some final comments are added in section 8.
Solutions of the Schrödinger equation
Finding the eigenvalues and eigenfunctions of the Hamiltonian given in Eq. (1) is a quantum mechanics exercise similar to that of determining bound states in a harmonic oscillator or in a Coulomb potential. The solution of the Schrödinger equation, for undetermined energy, is written as a power series expansion around the origin. The coefficients of the expansion are obtained by following the well known method of solving a second-degree homogeneous differential equation. Since, in the mentioned problems, the nearest-to-the-origin singular point of the Schrödinger equation is at infinity, the convergence of the series is guaranteed for finite values of the variable. At infinity, however, the series becomes divergent unless the energy takes certain discrete values. There is, nevertheless, a difference between the aforementioned algebraically solvable problems and the problem at hand. In those cases, the recurrence relation obeyed by the coefficients of the power series solution is a difference equation (of the hypergeometric class) that can be solved algebraically, making possible to determine the behavior of the power series solution at infinity. In the cubic oscillator case, instead, the rank of the singularity at infinity is larger. The difference equation that gives the coefficients of the power series solution is of higher order (it does not belong to the hypergeometric class), so it cannot be solved algebraically and, as a result, the behavior at infinity of the power series solution cannot be obtained so easily. The procedure to be followed here consists of considering, aside from and independently of the conventional (Frobenius) power series around the origin, asymptotic (Thomé) solutions in the vicinity of −∞ and +∞, selecting those being physically acceptable (regular) at the singular point. The next step is to require the coincidence, up to a constant factor, of the power series (Frobenius) solution with the asymptotic (Thomé) solutions regular at −∞ and +∞.
Both conditions can be satisfied only for certain values of the energy, which can be determined in this way.
Let us use E to denote the eigenvalues of the Hamiltonian, and ψ(x) to denote the eigenfunctions. These satisfy the Schrödinger equation
with adequate boundary conditions to be given below. Instead of solving the Schrödinger equation on the whole real axis, we may solve it only on the positive semiaxis with a signal, σ, indicating whether we are considering the true eigenfunction or its mirror image with respect to the vertical axis, x = 0. Then, we are led to the differential equation
where
To avoid the presence of series of non-integer powers, we introduce a new variable,
The function
obeys the differential equation
Two independent solutions of this equation can be written as series expansions (Frobenius solutions),
with indices
and coefficients given by the recurrence relation
Any solution of Eq. (7) may be written as a linear combination, and in particular, if we denote by w phys the solution satisfying the adequate boundary conditions, to be specified below, we can write
with constants A to be determined. The continuity of ψ phys (x) and of its derivative at x = 0 is guaranteed if we take
Formal solutions in terms of asymptotic expansions for t → ∞ (Thomé solutions) are also easily obtained. They are
0,j = 0, j = 3, 4, (13) with exponents
where the values of the subindex, j, are associated to the two possible values of (−σλ) 1/2 . We assign the subindices in such a way that, for 0 ≤ arg λ ≤ π/2, we have
Accordingly, w (t) becomes divergent. In a similar way, w (t) oscillate for t → ∞. They correspond to outgoing (to the right) and incoming (from the right) waves, respectively. The coefficients, a (σ) m,j , of the asymptotic expansions in Eq. (13) obey the recurrence relation (omitting the superindex (σ) and the subindex j)
The behavior of the Frobenius solutions at infinity can be written in terms of the Thomé solutions by means of the connection factors, T . These are independent of t, but depend on the values of the parameters, κ and λ, and on the energy, E. We have, for t → ∞,
(Notice that the connection factors vary from one sector of the complex plane to others, a fact that is known as Stokes phenomenon.) From the above discussion about the behavior of the Thomé solutions for t → ∞, it follows that the regularity of w (−1) phys requires the coefficients A 1 and A 2 to be chosen in such a way that
Analogously, for arg λ > 0, the regularity of w
phys requires that A 1 and A 2 satisfy
(The special case of real λ, i. e. when w (t) are oscillating waves for t → ∞, will be discussed below.) Both conditions (17) and (18) can be fulfilled if and only if
For given κ and λ, the last equation is a restriction on the values of E and, therefore, provides a procedure for determining the eigenvalues of the Hamiltonian (1), whenever a way for obtaining the connection factors, T j,k , is available. This is the crucial point in our method for solving the Schrödinger equation.
Determination of the connection factors
By taking the Wronskian of the two sides of Eq. (16) with w
and w
, we obtain
where we have used the symbol W[f, g] to represent the Wronskian of the two functions f (t) and g(t), namely
Notice that all Wronskians in the right-hand side of Eq. (20) are independent of t, since the involved functions are solutions of the same second-order homogeneous differential equation in which the first derivative term is absent. The Wronskians in the denominators can be computed directly by using the expansions Eq. (13) to obtain
The evaluation of the Wronskians in the numerators is not so easy. In a previous paper [20] , we provided a general procedure to calculate Wronskians of Frobenius and Thomé solutions of a Schrödinger equation with a polynomial potential. For the convenience of the reader, we reproduce the method here, adapted to the present case. Our goal is to obtain W[w
As a first step, we introduce auxiliary functions u
whose Wronskian is closely related to the one that we want to determine. In fact,
We can write a formal expansion of the left-hand side of this equation by using the definitions (22) and the expansion (13), obtaining
where we have denoted
can be obtained from its definition, Eq. (25), by multiplying the series expansions of the exponential and of w i,j , namely, (omitting subindices i and j and superindex (σ))
Then, the coefficientsĉ
n,i,j can be calculated by using the recurrence relation (again omitting subindices i and j and superindex (σ)) 
where we have abbreviated
In this way, we obtain a formal expansion, in powers of t, of the left-hand side of Eq. (23). Our purpose now is to obtain a similar expansion, with the same powers of t, for the right-hand side. Let us introduce five constants {g
, to be determined, whose sum is bound by
Then, Eq. (23) becomes
Now we replace the exponential in each one of the five terms of the right-hand side of this equation by five respective expansions
which are but particular forms of the Heaviside's exponential series [22, Sect. 2.12] ,
valid for arbitrary δ, whenever | arg(z)| < π. In view of Eqs. (29) and (33), we can write Eq. (32) in the form
In order to have similar expansions in both sides of this equation, we choose for δ L,i in Eq. (33) the values
Then, we can compare, term by term, the resulting expansions of both sides of Eq. (35) to obtain
This equation allows one to get the values of g
L,i,j that, substituted in Eq. (31), give
where the minus sign in front of α 
For every set of values of κ, λ and E, Eqs. (21), (38) and (39) allow one to compute the values of the Wronskians to be substituted in the expressions, Eqs. (20) , giving the connection factors. From the relation
easily derived from Eqs. (20), we can obtain directly
which provides a useful test of the accuracy in the determination of the connection factors.
Case of real λ
We mentioned at the end of section 2 that w (t) become oscillating waves, with amplitude decreasing as t −2 , for t → ∞ when λ is real. We are then faced with a one-dimensional scattering problem. We write the solution again in the form (11) with coefficients A 1 and A 2 obeying Eq. (17) . This condition is necessary for the cancelation of the wave function in the far left side, where the potential becomes an infinite barrier. In the far right side, instead, the solution is the superposition of an incoming (from the right) wave, (
, and an outgoing (to the right) wave, (
.
as "resonances". We prefer, however, to reserve this term to refer to solutions of the Schrödinger equation with real energy such that the time delay is considerably enhanced. The occurrence of a resonance is an indication of the existence of a Gamow state of complex energy, whose real part is nearly equal to the resonant energy and whose imaginary part is small. A Gamow energy of relatively large imaginary part does not imply the existence of a resonance.) The same Eq. (19), giving the eigenvalues of H in the case of complex λ, also gives the Gamow energies for real λ.
For any other value of E we have
and the solution Eq. (11) can be written, in the far right region, in the form
with a scattering function
We remark that the scattering function presents poles at the values of the energy corresponding to Gamow states, as it should.
Eigenvalues
We use the term "eigenvalue" here in a rather broad sense. For complex values of λ it refers to values of E for which the Schrödinger equation admits solutions vanishing exponentially for x → ±∞; the normalizable solutions are the respective eigenfunctions. For real λ, eigenvalues are the values of E corresponding to Gamow states (i. e., solutions of the Schrödinger equation which vanish exponentially for x → −∞ and represent an outgoing wave for x → +∞). The procedure for obtaining the eigenvalues of H for given values of κ and λ includes the following steps: (i) choose a value of E; (ii) determine the connection factors T (σ) i,j 
with k = 1/4 and different values of g. For comparison, we have taken in Eq.
(1) κ = 1 and λ = 2g. Then, our eigenenergies should be double those reported in Ref. [4] . Our results agree with those of Alvarez, with the exception of one entry, were a misprint (we suppose) has transposed two contiguous digits. (For g = 0.5, the reported value of ℜE is 0.4663911098243, whereas, according to our results, it should be 0.4663911089243.)
We have already mentioned in section 1 that the eigenvalues of H(κ, λ) with a nonzero value of κ different from 1 are obtained from those for κ = 1 with an adequate scaling of |λ|. Obviously, the eigenvalues of H with κ = 0 cannot be obtained by a mere scaling of the problem with κ = 1. It is, then, unavoidable that one must directly solve the differential equation (2) with κ = 0 and an arbitrarily selected value of λ. By choosing λ = i, an infinite set, {E n (i)}, of real eigenvalues is obtained [23] . The lowest of them are
For any other value of λ, complex scaling of the variable x (Symanzik scaling) makes evident that the eigenvalues E n (λ) of H(0, λ) and those of H(0, i) are related by
and consequently
We show, in table 2, the eigenvalues of H when κ = 0, for the values of λ considered in table 1. It can be seen that the effect of the quadratic term is very small, and the eigenvalues are determined almost entirely by the cubic term. Our results confirm the analyticity of the eigenvalues, considered as a function of λ, discussed by Zinn-Justin and Jentschura [16] and by Grecchi and Martinez [17] . In the case of a pure cubic potential (κ = 0), Eq. (46) shows that the only singularity is a branch point at λ = 0. When an x 2 term is added to the Hamiltonian (κ = 0), the analyticity is not destroyed. In fact, the eigenvalues are determined by the behavior of the wave function at the boundaries, just the regions where the cubic term dominates. So, a perturbative treatment of the problem would require one to consider the harmonic term as a perturbation to the pure cubic Hamiltonian. Unfortunately, we do not dispose of a complete set of eigenfunctions of this Hamiltonian, as we do for the harmonic oscillator, and all sensible perturbative calculations have taken the harmonic oscillator Hamiltonian as the unperturbed one and the cubic term as a perturbation. The price to be paid is the divergence of the conventional perturbative series. 
Eigenfunctions
Once the eigenvalues have been obtained, it becomes trivial to get the corresponding wave functions. The coefficients A 1 and A 2 in Eq. (11) are determined, up to a common arbitrary multiplicative constant, by solving either Eq. (17) or Eq. (18) . Let us take the second one. To fix the arbitrary constant we require, for convenience, that
Then, we obtain
or, in view of Eq. (41),
Then, w phys (t) is obtained as a linear combination of the series given in Eq. (8) . Finally, Eqs. (5) and (6) allow one to write the wave function
where N represents a normalization constant such that
and the coefficients d n are given by the recurrence relation
Although the series in the right-hand side of Eq. (50) is convergent in all the finite x-plane, this expression of ψ phys (x) is not useful, from the computational point of view, for large positive or negative values of x. It becomes more convenient, in these cases, to use the asymptotic expansions stemming from the Thomé solutions, as seen in Eqs. (13) . In fact, for large positive x, bearing in mind Eq. (47),
and the coefficients a . For large negative values of x we need to calculate the value of A 1 T (−1)
2,3 , which, in view of Eqs. (19) and (41), satisfies
and turns out to be
Then in the far left region the wave function can be calculated by using its asymptotic expression 
We show, in figure 1 , the squared modulus of the first eigenfunction of the Hamiltonian given by Eq. (1), with κ = 1, |λ| = 1 and three different values of arg λ. The eigenfunctions have been normalized according to Eq. (51). The corresponding eigenvalues and the parameters needed to evaluate the eigenfunctions are given in table 3. Notice that, contrary to what happens for short-range potentials, the Gamow state wave functions (in the case of arg λ = 0) are normalizable. Notice, also, that in a timedependent formulation of the problem, the probability densities shown in figure 1 keep their shape but vanish exponentially as time goes on, except in the case of arg λ = π/2 (real eigenenergy). In this case, thanks to our choice of the right-hand side of Eq. (47), the arbitrary phase of the eigenfunction has been fixed in such a way that
where the asterisk indicates complex conjugation. Some comments about our interpretation of the squared modulus of the wave function are in order. The use of complex potentials has a long tradition in nuclear physics as a way of describing, in the entrance channel, the effects of the open reaction Here we adhere to the widely accepted interpretation of |ψ(x)| 2 as a density probability, which is consistent with its necessary positivity and with the common formulation of the continuity equation. Notice, however, that in other approaches to the cubic oscillator problem such as that of Jentschura et al [9] , which look for a complete set of eigenfunctions by diagonalization of the matrix representing the complex scaled Hamiltonian in a harmonic oscillator basis, the scalar product (Ψ n |Ψ m ) of two of those eigenfunctions, represented by column matrices Ψ n and Ψ m , is obtained by summing the products of homologous elements of the column matrices, without need of complex conjugation of the elements of the first column. The issue, raised by Moiseyev and collaborators [24] , has been addressed recently by Noble, Lubasch and Jentschura [25] , who have also given a very efficient algorithm for the diagonalization of complex symmetric matrices.
We have seen, in the preceding section, that the eigenvalues of the cubic oscillator are determined mainly by the cubic term. An analogous conclusion about the eigenfunctions is apparent from a comparison of the graphics in figure 1 and the parameters in table 3 with those corresponding to a pure cubic potential (κ = 0) with the same values of λ, given in figure 2 and table 4. 
Scattering by a cubic real potential
In the two preceding sections we have shown the procedure for finding the eigenvalues and eigenfunctions of the Hamiltonian Eq. (1) for arbitrary values of λ and, in particular, for real λ. Now the object of this section is to discuss the scattering problem for the case of real λ. It is important to stress that scattering can occur only if λ is real. An imaginary part in this parameter implies an exponential vanishing of the wave functions at large distances, as shown in Eqs. (53) and (57), and therefore, the existence of bound states instead of scattering ones. We have already given, in Eq. (48), the scattering function in the form
with
From the structure of the connection factors one can see that, for real λ,
which imply the fulfilment of the familiar unitarity condition For real values of the energy, E, it is possible to define a (real) phase shift, δ(E), such that
As in the case of short-range potentials, this definition suffers from ambiguity: the value of δ(E) is determined up to addition of nπ (n integer). The time delay suffered by the incident wave in its interaction with the potential is closely related to the phase shift [26, pp 110-111] ,
In Figs. 3 and 4 , we show these two quantities for a particular potential related to one thoroughly discussed by Fernández and García [18] , who have considered, among others, the Hamiltonian
determining the six lowest eigenvalues with high accuracy. In order to compare results, we have taken, in the Hamiltonian of Eq. (1), the parameter values κ = 0 and λ = 2. Then, the eigenvalues of H are twice those of H 3 . Accordingly, the energy of the first Gamow state of H turns out to be (keeping only ten digits of the value given in Ref.
[18]) 1.2343200991 − 0.8967860451 i. The existence of a resonance for E ≈ 1.26 is revealed, in figure 4 , by an enhancement of the time delay in the neighbourhood of this value. Apparently, there is a second hump that one would be tempted to associate with the second Gamow state, of energy 4.386619462 − 3.186065593 i. However, a careful examination of the data shows that the value of ∆τ is monotonously decreasing and the hump does not exist. Other Gamow states do not seem to have any influence on the time delay.
Final comments
We have presented a new procedure to deal with the one-dimensional cubic anharmonic oscillator. The Schrödinger equation is solved directly, without use of perturbation expansions, variational techniques, or diagonalization in harmonic oscillator bases. Besides the determination of eigenvalues, the procedure gives the eigenfunctions as power series of x that are convergent for all finite values of the variable, although they should be used to compute the eigenfunctions only for small and moderate values of |x|. In the regions of large |x|, asymptotic expansions, provided by the same procedure, are more convenient from the computational point of view.
In the case of complex values of the coefficient λ of the cubic term, the eigenstates become confined: their probability density vanishes exponentially as x → ±∞. This confinement, an effect that has been studied for many years [27] , may be understood as due to the absorptive nature of the complex potential. For real λ, the eigenstates are Gamow states. The fact that the potential has infinite range makes these states to have properties different from those found in the case of short-range potentials. This circumstance was already discussed in a former paper [28] , where the scattering by the potential
was considered. It was shown that the amplitude of the outgoing wave of the Gamow states behaves, for x → ∞, as x −(1−iE G )/2 , E G being the energy of the state, instead of increasing exponentially, as it happens in the case of short-range potentials [29] . Here, for the Hamiltonian Eq. (1), we have found that the amplitude of the Gamow outgoing waves decreases as x −3/4 , independently of the value of the energy, and the Gamow states, although not confined, become normalizable. This last property is preserved for steeper potentials like, for instance, those considered in [18] ,
The amplitude of the Gamow outgoing waves decreases in these cases as x −K/4 . The physical reasons of such damping of the probability density as x → ∞ have also been discussed [28] .
