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Résumés
Résumé français
En 1994, Perrin-Riou a donné un procédé général de construction de fonctions L p-adiques
des motifs à partir d’un système d’éléments « globaux ». Ce procédé fait intervenir une appli-
cation « exponentielle de Perrin-Riou » qui interpole les exponentielles de Bloch-Kato associées
à la représentation p-adique étudiée tordue par les puissances du caractère cyclotomique. Ces
résultats ont ensuite été développés, avec en particulier la preuve par Colmez de la loi de récipro-
cité explicite conjecturée par Perrin-Riou. Plusieurs travaux récents suggèrent que ces résultats
peuvent se généraliser en y remplaçant les extensions cyclotomiques par les extensions associées
à un groupe de Lubin-Tate. Cette thèse donne une telle généralisation pour la construction de
l’application « logarithme de Perrin-Riou » trouvée par Colmez.
Résumé anglais
In 1994, Perrin-Riou described a generic construction of p-adic L-functions of motives, given a
system of "global" elements. Part of this construction is the deﬁnition of a map, the "Perrin-
Riou exponential", which interpolates Bloch-Kato exponentials for twists of the representation by
powers of the cyclotomic character. This work has been extended by Colmez, who among other
things proved the explicit reciprocity law conjectured by Perrin-Riou. Recent works suggest that
these results can be generalized by replacing cyclotomic extensions by Lubin-Tate extensions.
This thesis demonstrates such a generalization for Colmez’s construction of the "Perrin-Riou
logarithm".
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1 Introduction
1.1 Les séries de Coleman
On suppose ici que p est un nombre premier, F une extension ﬁnie de Qp (dont on ﬁxe doré-
navant un plongement dans Cp), q = ph le cardinal du corps résiduel kF de F , et F un groupe de
Lubin-Tate d’anneau des endomorphismes l’anneau OF des entiers de F . Notons πF une unifor-
misante de OF , Fn l’extension de F engendrée par les points de πnF -torsion de F , et F∞ =
⋃
Fn.
Soit (ηn) un générateur du module de Tate de F (i.e. la limite projective des modules des points
de πnF -torsion de F). Si K est une extension ﬁnie de F , on note Kn = K Fn et K∞ = K F∞.
Enﬁn, on note GK = Gal(K/K) le groupe de Galois absolu de K, et ΓK = GK/GK∞ . Enﬁn, on
note χF le caractère associé au groupe de Lubin-Tate F .
Dans [Col79], Coleman a montré le résultat suivant.
Théorème 1.1.1. Soit u = (un) un élément de lim←−
OFn , où la limite projective est prise pour
les applications normes. Alors il existe une unique série entière Colu(X) ∈ OF [[X]] telle que
Colu(ηn) = un pour tout n ∈ N.
On trouve ainsi un morphisme injectif de lim
←−
OFn dans OF [[X]]. De plus, les séries fu vériﬁent∏
σ∈Gal(F1/F )
Colu(X +F σ(η1)) = Colu([πF ]F (X)).
Ce morphisme (ou une variante, selon les auteurs) est habituellement appelé l’isomorphisme de
Coleman.
Ce résultat joue un rôle fondamental dans l’étude des fonctions L p-adiques (en particulier
avec F = Qp, F = Gm pour la fonction ζ de Kubota-Leopold, ou avec le groupe formel associé
à une courbe elliptique à multiplication complexe dans [CW78]).
1.2 L’exponentielle de Perrin-Riou et son inverse
Dans [Per94], Perrin-Riou donne une généralisation de ce résultat, sous la forme d’une appli-
cation « exponentielle », qui permet de reconstruire l’inverse de l’isomorphisme Coleman dans le
cas où F = Gm, et en est ainsi une généralisation.
Plus précisément, si V est une représentation p-adique de GK , avec K une extension ﬁnie de
Qp, la suite exacte fondamentale
0 Qp Bϕ=1max BdR/B
+
dR
0
(cf. par exemple [Col98]) donne naissance à la suite exacte longue de cohomologie suivante.
0 V GK (Bϕ=1max ⊗Qp V )
GK ((BdR/B
+
dR)⊗Qp V )
GK
expV
H1(K,V ) . . .
On pose Dcris(V ) = (Bmax ⊗Qp V )
GK , et on note H1e (K,V ) le noyau de la ﬂèche
H1(K,V ) −→ H1(K,Bϕ=1max ⊗Qp V ).
On a alors la suite exacte
0 V GK Dcris(V )
ϕ=1 ((BdR/B
+
dR)⊗Qp V )
GK
expV
H1e (K,V ) 0.
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L’application expV est appelée exponentielle de Bloch-Kato.
Perrin-Riou construit une famille d’applications (qu’elle appelle « applications des périodes »)
qui en un sens interpolent les exponentielles de Bloch-Kato des représentations obtenues en
tordant V par les puissances du caractère cyclotomique. On pourra consulter [Per94] et [Pe95a]
pour l’énoncé précis des résultats en question. Si l’on étudie la représentation Qp(1), l’inverse de
l’exponentielle de Perrin-Riou redonne l’isomorphisme de Coleman (cf. [Per94] et [CC99]).
Ces résultats s’inscrivent dans le cadre d’un procédé général (mais conjectural) de construc-
tion de fonctions L p-adique, à partir d’un système d’éléments « globaux » (comme les unités
cyclotomiques).
Perrin-Riou se restreint au cas où la représentation V est cristalline. Dans [Col98], Colmez
donne une construction explicite de l’exponentielle de Perrin-Riou (et de sa réciproque, l’appli-
cation « logarithme de Perrin-Riou ») pour toute représentation de de Rham.
Notons H1Iw(K,V ) = H
1(GK ,ΛK ⊗ V ), avec ΛK = OK [[ΓK ]]. Comme les éléments de ΛK
peuvent être vus comme des mesures sur ΓK , à un cocycle τ 7→ µτ représentant un élément de
H1Iw(K,V ) on peut associer la famille de cocycles
τ 7→
∫
ΓKn
µτ .
Comme cette famille est compatible aux corestrictions, ce qui permet d’identiﬁer H1Iw(K,V ) avec
Qp ⊗ lim←−
H1(Kn, T ) pour T un réseau de V .
Colmez obtient le résultat suivant (version simpliﬁée du théorème VI.3.1 de [Col98]).
Théorème 1.2.1. Soit K une extension ﬁnie de Qp. Soit V une représentation de de Rham
telle que pour tout n ∈ N, on ait (Bϕ=1max ⊗Qp V )
GKn = 0. (On peut se placer dans ce cas en
tordant V par une puissance du caractère cyclotomique). Soit µ ∈ H1Iw(K,V ) tel que∫
ΓKn
µ ∈ H1e (Kn, V ) quel que soit n > 1.
Finalement, soit τ 7→ µτ un cocycle continu représentant µ et, si n ∈ N, soit cn ∈ (B
ϕ=1
max ⊗Qp V )
tel que l’on ait
(1− τ)(cn) =
∫
ΓKn
µτ quel que soit τ ∈ GKn .
Alors la suite de terme général pncn converge dans l’espace de Banach p-adique B
ϕ=1
max ⊗Qp V ,
vers un élément de (Bϕ=1max ⊗Qp V )
GK∞ noté Log
(1)
V (µ).
Cette application Log(1)V (µ) est l’application logarithme de Perrin-Riou. (La correspondance
entre la formulation en terme de séries utilisée par Perrin-Riou, et les distributions de l’article
de Colmez découle des résultats d’Amice, cf. [Ami78]).
1.3 Le logarithme de Perrin-Riou pour une extension de type Lubin-
Tate
Les résultats de Perrin-Riou et Colmez utilisent la tour d’extensions cyclotomique. Il est
tentant de vouloir les généraliser à la tour d’extensions engendrée par les points de torsion d’un
groupe de Lubin-Tate. On a vu que l’isomorphisme de Coleman est bien déﬁni dans ce cadre.
L’objet de cette thèse est de donner une construction du « logarithme de Perrin-Riou » qui
généralise le résultat de Colmez.
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Soit V une F -représentation de de Rham. Comme dans le cas cyclotomique, on a une expo-
nentielle de Bloch-Kato, qui est déﬁnie à l’aide de la suite
0 V GK ((B
+
max,F [t
−1])ϕF=1 ⊗F V )
GK ((BdR/B
+
dR)⊗Qp V )
GK
expV,F
H1(K,V ) . . .
On note H1e,F (K,V ) le noyau de la ﬂèche H
1(K,V ) → H1(K, (B+max,F [t
−1])ϕF=1 ⊗F V ). Si
k ∈ Z est assez grand, on a H1e,F (K,V (χ
k
cyclo)) = H
1(K,V (χkcyclo)) (où χcyclo désigne le caractère
cyclotomique).
On peut également regarder la suite
0 V GK ((B+max,F [t
−1
F ])
ϕF=1 ⊗F V )
GK ((BdR/B
+
dR)⊗F V )
GK
expV,F,id
H1(K,V ) . . .
où tF ∈ B+max,F est la période associée au groupe de Lubin-Tate F , et on déﬁnit H
1
e,F,id(K,V )
comme le noyau de la ﬂèche H1(K,V )→ H1(K, (B+max,F [t
−1
F ])
ϕF=1 ⊗F V ).
Le résultat suivant est démontré dans cette thèse.
Théorème 1.3.1. Soit F un groupe de Lubin-Tate, déﬁni sur une extension ﬁnie F de Qp. Soit
K une extension ﬁnie de F . Soit V une F -représentation de de Rham de GK . On suppose que
pour tout n ∈ N, on a
(
(B+max,F [t
−1])ϕF=1 ⊗F V
)GKn
= 0. Soit µ ∈ H1Iw(K,V ) tel que∫
ΓKn
µ ∈ H1e,F (Kn, V ) quel que soit n > 0.
Soit τ 7→ µτ un cocycle continu représentant µ. Pour tout n ∈ N, soit
cn ∈ (B
+
max,F [t
−1])ϕF=1 ⊗F V
tel que
(1− τ)cn =
∫
ΓKn
µτ quel que soit τ ∈ GKn .
Alors la suite de terme général qncn converge dans l’espace (B
+
max,F [t
−1])ϕF=1 ⊗F V , vers un
élément de ((B+max,F [t
−1])ϕF=1 ⊗F V )
GK∞ , que l’on note LogV,F (µ).
(On démontre en fait un résultat un peu plus général, avec des cocycles à valeurs dans un
espace de distributions d’ordre assez petit).
Notons que dans le cas d’un groupe de Lubin-Tate de hauteur 1, une telle généralisation a été
établie par Shaowei Zhang ([Zha04]). Cependant, ce cas n’est pas fondamentalement diﬀérent du
cas cyclotomique.
Pour un groupe de Lubin-Tate de hauteur plus grande que 1, la construction de Colmez ne
s’étend pas directement. Plus précisément, cette construction se divise en deux grandes parties.
Tout d’abord, on descend de B+max⊗V à (B
+
max⊗V )
GK∞ en utilisant le fait que l’extensionK/K∞
est presque étale. Cette partie est essentiellement inchangée dans le cas Lubin-Tate. La diﬃculté
apparaît dans la seconde partie, où on utilise des « traces de Tate normalisées » pour étudier
l’action de Gal(K∞/K) sur (B+max ⊗ V )
GK∞ . Pour construire ces « traces de Tate normalisées »,
dans le cas cyclotomique, on déﬁnit des applications continues de CGK∞p dans Kn en associant à x
la limite limm→+∞ pn−mTrKm/Kn(x). Or, cela ne fonctionne pas pour un groupe de Lubin-Tate
de hauteur plus grande que 1 : TrKm+1/Km(OKm+1) n’est pas contenu dans p
hOKn . On montrera
ici (cf. partie 2.6) qu’il n’existe en fait pas d’application linéaire continue Galois-équivariante de
C
GK∞
p dans K qui ne soit pas identiquement nulle.
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Il faut noter toutefois que ce résultat n’exclut pas qu’il soit possible de construire des sortes de
traces de Tate normalisées associées à un groupe de Lubin-Tate, si l’on accepte de considérer une
forme un peu plus générale. Les méthodes employées dans la partie 2.6 suggèrent en particulier
qu’il pourrait être nécessaire de considérer des applications à valeurs non pas dans K, mais dans
un anneau plus grand, contenant en particulier les périodes du groupe de Lubin-Tate.
1.4 Questions en suspens
1.4.1 Lien avec la théorie des (ϕ,Γ)-modules
Dans le cas cyclotomique, on peut étudier (cf. [Ben00], [Ber03] et [CC99]) la théorie d’Iwa-
sawa des représentations p-adiques via la théorie des (ϕ,Γ)-modules de Fontaine. La théorie
des (ϕ,Γ)-modules s’étend naturellement au cas Lubin-Tate : l’anneau A˜+F (que Fontaine note
WOF (R)) contient un élément ̟F qui vériﬁe ϕF (̟F ) = [πF ]F (̟F ) et γ(̟F ) = [χF (γ)]F (̟F )
pour tout γ ∈ GF (cf. partie 3.6). Si on note AF le sous-anneau ̂OF [[̟F ]][̟−1F ] de A˜F (ou
WOF (FracR) dans les notations de Fontaine), et A ⊂ A˜F le complété p-adique de la clôture
séparable de AF , il n’est pas diﬃcile de prouver, en adaptant les arguments de Fontaine, que
V 7→ D(V ) = (A ⊗OF V )
GK∞ déﬁnit une équivalence de catégories entre les représentations
p-adiques de GK et les (ϕ,Γ)-modules étales sur AK = AGK∞ .
Malheureusement, le problème avec les traces de Tate normalisées se retrouve aussi du côté
des (ϕ,Γ)-modules : l’opérateur ψ qui joue le rôle des traces de Tate normalisées dans la théo-
rie cyclotomique, et dont le rôle est fondamental en théorie d’Iwasawa (on a un isomorphisme
H1Iw(K,V ) ≃ D(V )
ψ=1) n’a pas d’équivalent dans le cas d’un groupe de Lubin-Tate de hauteur
plus grande que 1.
1.4.2 Lois de réciprocité explicites
Colmez obtient également, dans le cas cyclotomique, la loi de réciprocité explicite qui était
conjecturée par Perrin-Riou. Cette partie de [Col98] n’est pas généralisée ici, car elle fait intervenir
de manière plus centrale les traces de Tate normalisées.
Même en l’absence de traces de Tate normalisées, un certain nombre de travaux récents sug-
gèrent fortement que les résultats déjà connus dans le cas cyclotomique s’étendent aux extensions
associées à un groupe de Lubin-Tate.
• Schneider et Teitelbaum, dans l’article [ST01] ont montré que l’on peut relier les distribu-
tions sur OF aux séries entières convergentes sur mCp , de manière analogue aux résultats
d’Amice.
• Kato ([Kat93]) obtient une loi de réciprocité explicite pour les représentations données par
les puissances du caractère associé au groupe de Lubin-Tate.
• Tsuji, dans l’article [Tsu04], étend la loi de réciprocité explicite de Kato à un caractère
« de de Rham » général.
1.4.3 Lien avec l’isomorphisme de Coleman
Si
δ : lim
←−
K∗n → H
1
Iw(K,F (χcyclo))
est l’application fournie par la théorie de Kummer, et si l’on note [x] ∈ A˜+ le représentant de
Teichmüller de x ∈ E˜+, alors pour tout u = (un) ∈ lim←−O
∗
Kn
, on a :
LogF (χcyclo),F (δ(u)) = t
−1 log[Colu(̟F ],
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où ̟F ∈ E˜+ désigne la réduction de ̟F modulo πF . En l’absence de traces de Tate normalisées,
il est toutefois diﬃcile de donner une formule explicite redonnant les séries de Coleman à partir
de l’application logarithme construite ici.
1.5 Plan de cette thèse
Cette thèse est organisée en trois parties. La première est consacrée à rappeler des résultats
bien connus autour des groupes de Lubin-Tate, leurs périodes dans Cp, et les traces de Tate nor-
malisées partielles. On y trouve aussi une démonstration n’utilisant pas les anneaux de Fontaine
du résultat suivant, originellement démontré par Fontaine dans [Fon04].
Théorème 1.5.1. Soit K une extension ﬁnie de Qp, et soit f une application Qp-linéaire
continue de Cp dans Cp, que l’on suppose de plus GK-équivariante. Alors il existe un λ ∈ K tel
que f = λ id.
La preuve donnée ici s’appuie sur les propriétés des périodes des groupes de Lubin-Tate.
La deuxième partie commence par des rappels rapides sur les déﬁnitions des anneaux de
Fontaine dont on aura besoin par la suite et la déﬁnition d’une valuation p-adique sur B+max,F .
On y montre ensuite que les éléments d’ordre 1 de B+max,F s’écrivent de manière unique sous la
forme ∑
n∈Z
πnF [an] avec an ∈ E˜
+,
ce qui permet en particulier d’étudier simplement les actions de groupes de Galois sur ces élé-
ments. Enﬁn, on rappelle quelques résultats de cohomologie continue (tirés de [Col98], en adap-
tant les énoncés aux groupes de Lubin-Tate).
La troisième partie est consacrée à la construction de l’application logarithme. Après quelques
rappels sur les distributions, la partie la plus diﬃcile de la construction est de démontrer le lemme
4.2.1, dont l’analogue dans l’article [Col98] est démontré à l’aide des traces de Tate normalisées.
La preuve donnée ici ne fait intervenir (indirectement) que les traces de Tate normalisées associées
à des Zp-extensions, mais fait appel à des descriptions plus précises des éléments des anneaux
de Fontaine (comme la description des éléments d’ordre 1 de B+max,F obtenue dans la deuxième
partie, et la description de BdR comme complété de Qp donnée par Colmez dans [Col94]). Une
fois ce lemme démontré, le reste de la construction est très proche de celle de Colmez dans
[Col98].
2 Rappels sur les groupes de Lubin-Tate
2.1 Définitions
Cette partie est consacrée à quelques rappels élémentaires, et vise surtout à ﬁxer les notations.
Soient F une extension ﬁnie de Qp, et πF une uniformisante de F . Notons OF l’anneau des
entiers de F , mF son idéal maximal, et kF son corps résiduel. Posons q = ph = |kF |, et notons
eF le degré de ramiﬁcation de F .
Soit [πF ]F (T ) ∈ OF [[T ]] vériﬁant
[πF ]F (T ) ≡ πFT (mod T
2) et [πF ]F (T ) ≡ T
q (mod πF ).
D’après [LT65], il existe alors un unique groupe de Lie formel F , commutatif, de dimension 1,
déﬁni sur F , tel que si l’on note T +F T ′ ∈ OF [[T, T ′]] sa loi, on ait
T +F T
′ ≡ T + T ′ (mod T 2, TT ′, T ′2) et [πF ]F (T ) +F [πF ]F (T
′) = [πF ]F (T +F T
′).
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De plus, on a une action de OF donnée par des séries [a]F (a ∈ OF ), qui sont caractérisées par
[a]F ≡ aT (mod T
2) et [a]F ([πF ]F (T )) = [πF ]F ([a]F (T )).
Ce groupe formel F est le groupe de Lubin-Tate associé à la série [πF ]F . L’action de OF en fait
un OF -module formel. À isomorphisme près, ce module ne dépend que de πF et F .
Pour F = Qp et [p]F (T ) = (1 + T )
p − 1, on retrouve le groupe multiplicatif Gm.
La série
logF (T ) = lim
n→+∞
[πnF ]F (T )
πnF
= T + · · · ∈ F [[T ]]
déﬁnit un morphisme de groupes formels de F dans le groupe additif Ga. Son rayon de conver-
gence est 1.
De même que l’on a un logarithme logF : F → Ga, la série formelle réciproque donne une
exponentielle expF associée au groupe de Lubin-Tate F .
On va maintenant s’intéresser aux points de torsion de F et aux extensions qu’il déﬁnissent.
Notons que si x ∈ mCp vériﬁe [π
n
F ]F (x) = 0 et
[
πn−1F
]
F
(x) 6= 0, alors les points de πnF -torsion
de F sont exactement les [a]F (x) pour a ∈ OF /π
n
FOF .
Fixons dorénavant une suite (ηn) d’éléments de Cp telle que
• η0 = 0, η1 6= 0
• [πF ]F (ηn+1) = ηn pour tout n > 0.
Cela correspond à ﬁxer un générateur du module de Tate
TpF = lim←−
ker [πnF ]F = OF · (ηn).
L’action du groupe de Galois absolu de F , GF = Gal(F/F ) sur TpF permet de déﬁnir un
caractère χF : GF → O∗F associé au groupe de Lubin-Tate F . Il est caractérisé par la relation
σ(ηn) = [χF (σ)]F (ηn) (∀n ∈ N, ∀σ ∈ GF ).
Posons Fn = F (ηn), pour tout n > 0. Ce sont des extensions galoisiennes ﬁnies totalement
ramiﬁées de F . Pour n > 0, l’image par χF de GFn est 1 + π
n
FOF .
Posons F∞ =
⋃
n>0 Fn, et F̂∞ son complété p-adique. Alors on a GF∞ = GF̂∞ = kerχF .
Notons que tout ceci généralise le cas où F = Qp, F = Gm, h = 1, qui donne pour Fn la tour
d’extensions cyclotomique. Le caractère χGm que l’on trouve alors est le caractère cyclotomique
χcyclo.
2.2 La tour d’extensions d’un groupe de Lubin-Tate
On va maintenant étudier de plus près la tour d’extensions formée par les corps Fn, n > 0.
Commençons par rappeler les groupes de ramiﬁcation (en numérotation inférieure et supérieure)
de ces extensions.
Lemme 2.2.1. Si n > 1, on a
Gal(Fn/F )ν =

Gal(Fn/F ) si −1 < ν 6 0
Gal(Fn/F1) si 0 < ν 6 q − 1
Gal(Fn/F2) si q − 1 < ν 6 q
2 − 1
. . .
1 si qn−1 − 1 < ν.
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Preuve : En eﬀet, pour n > 1, ηn est une uniformisante de Fn, et pour tout entier i > −1, on a,
pour tout σ ∈ GF :
σmodGFn ∈ Gal(Fn/F )i
⇐⇒ vηn ((1− σ)(ηn)) > i+ 1
⇐⇒ vηn
(
ηn −
(
ηn +F
[
χF (σ)− 1
π
vpiF (χF (σ)−1)
F
]
F
(ηn−vpiF (χF (σ)−1))
))
> i+ 1
si n > vπF (χF (σ)− 1)
⇐⇒ vηn
(
ηn−vpiF (χF (σ)−1)
)
> i+ 1 si n > vπF (χF (σ)− 1)
⇐⇒ qvpiF (χF (σ)−1) > i+ 1 si n > vπF (χF (σ)− 1)
⇐⇒ σ ∈ GFn ou i 6 q
vpiF (χF (σ)−1) − 1.

On en déduit le lemme analogue en numérotation supérieure.
Lemme 2.2.2. Si n > 1, on a
Gal(Fn/F )
ν =

Gal(Fn/F ) si −1 < ν 6 0
Gal(Fn/F1) si 0 < ν 6 1
Gal(Fn/F2) si 1 < ν 6 2
. . .
1 si n− 1 < ν.
Par passage à la limite, on obtient les groupes de ramiﬁcation de l’extension F∞/F .
Lemme 2.2.3. On a
Gal(F∞/F )
ν =

Gal(F∞/F ) si −1 < ν 6 0
Gal(F∞/F1) si 0 < ν 6 1
Gal(F∞/F2) si 1 < ν 6 2
. . .
Rappelons le théorème suivant, dû à Herbrand.
Théorème 2.2.4. Si L/K est une extension galoisienne, de groupe de Galois G, et si H est un
sous-groupe distingué fermé de G, alors pour tout ν on a
(G/H)ν = GνH/H.
Ce théorème est démontré dans [Ser68], chapitre 4, paragraphe 3.
On en déduit les groupes de ramiﬁcation de Fn/Fm, pour n > m > 0.
Lemme 2.2.5. Si n > m > 0, on a
Gal(Fn/Fm)ν =

Gal(Fn/Fm) si −1 < ν 6 q
m − 1
Gal(Fn/Fm+1) si q
m − 1 < ν 6 qm+1 − 1
Gal(Fn/Fm+2) si q
m+1 − 1 < ν 6 qm+2 − 1
. . .
1 si qn−1 − 1 < ν.
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On en déduit les groupes de ramiﬁcation en numérotation supérieure.
Lemme 2.2.6. Si n > m > 0, on a
Gal(Fn/Fm)
ν
=

Gal(Fn/Fm) si −1 < ν 6 q
m − 1
Gal(Fn/Fm+1) si q
m − 1 < ν 6 (qm − 1) + qm−1(q − 1)
Gal(Fn/Fm+2) si (q
m − 1) + qm−1(q − 1) < ν 6 (qm − 1) + 2qm−1(q − 1)
. . .
1 si (qm − 1) + (n−m− 1)qm−1(q − 1) < ν.
De là, on trouve les groupes de ramiﬁcation de l’extension F∞/Fm pour m > 1.
Lemme 2.2.7. Si m > 1, on a
Gal(F∞/Fm)
ν
=

Gal(F∞/Fm) si −1 < ν 6 q
m − 1
Gal(F∞/Fm+1) si q
m − 1 < ν 6 (qm − 1) + qm−1(q − 1)
Gal(F∞/Fm+2) si (q
m − 1) + qm−1(q − 1) < ν 6 (qm − 1) + 2qm−1(q − 1)
. . .
On en déduit en particulier quelques calculs de diﬀérentes.
Lemme 2.2.8. Pour tout n > 1, on a
vp(DFn/F ) =
1
eF
(
n−
1
q − 1
)
,
en notant DFn/F la diﬀérente de l’extension Fn/F .
Preuve : En eﬀet, d’après [Ser68] (chapitre 4, paragraphe 1, proposition 4), on a
vp(DFn/F ) =
1
eF
∫ +∞
−1
(
1−
1
|Gal(Fn/F )ν |
)
dν,
donc, d’après le lemme 2.2.2,
vp(DFn/F ) =
1
eF
(
n−
1
qn−1(q − 1)
−
1
qn−1
− · · · −
1
q
)
=
1
eF
(
n−
1
qn−1(q − 1)
−
qn−1 − 1
qn−1(q − 1)
)
=
1
eF
(
n−
1
q − 1
)
.

Le fait que la diﬀérente croisse linéairement dans la tour d’extensions est un cas particulier
d’un résultat plus général que l’on trouve dans [Sen72].
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Lemme 2.2.9. Soient K une extension ﬁnie de Qp, et L une extension ﬁnie de K. Alors, pour
tout n ∈ Z, on a TrL/K(m
n
L) = m
r
K , avec
r =
⌊
n
eK
eL
+ eKvp(DL/K)
⌋
(où l’on note ⌊x⌋ le plus grand entier inférieur ou égal à x, et de même on note par la suite ⌈x⌉
le plus petit entier supérieur ou égal à x).
(Cf. [Ser68], chapitre 5, paragraphe 3, lemme 4).
Preuve : En eﬀet, TrL/K(mnL) est un idéal de OK , donc c’est une puissance de mK . D’autre part,
pour tout r ∈ Z, on a
TrL/K(m
n
L) ⊂ m
r
K ⇐⇒ m
n
L ⊂ m
r
KD
−1
L/K
⇐⇒ n > r
eL
eK
− eLvp(DL/K)
⇐⇒ r 6 n
eK
eL
+ eKvp(DL/K),
d’où le lemme 2.2.9. 
Lemme 2.2.10. Si L est une extension galoisienne ﬁnie de F , et si l’on pose Ln = L ·Fn, alors
on a
vp(DLn/Fn) =n→+∞
O
(
1
qn
)
.
Preuve : En eﬀet, on a
vp(DLn/Fn) =
1
eF
∫ +∞
−1
(
1
|Gal(Fn/F )ν |
−
1
|Gal(Ln/F )ν |
)
dν.
Le théorème de Herbrand (2.2.4) montre en particulier
Gal(L/F )ν = {1} ⇐⇒ Gal(Ln/F )
ν ⊂ Gal(Ln/L)
et
Gal(Fn/F )
ν = Gal(Ln/F )
ν
/
(Gal(Ln/F )
ν ∩Gal(Ln/Fn)) .
Comme Gal(Ln/L) ∩Gal(Ln/Fn) = {1}, on en déduit
|Gal(Ln/F )
ν | = |Gal(Fn/F )
ν | si Gal(L/F )ν = {1}.
Soit A > 0 tel que Gal(L/F )A = {1}. On a alors
vp(DLn/Fn) 6
1
eF
∫ A
−1
1
|Gal(Fn/F )ν |
dν
= O
(
1
qn
)
,
d’après le lemme 2.2.2. 
On en déduit la proposition suivante (cf. partie 2.2 de [Tat66]).
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Proposition 2.2.11. Si L∞ est une extension ﬁnie de F∞, et si M∞ est une extension ﬁnie de
L∞, alors l’idéal mL∞ est contenu dans TrM∞/L∞(mM∞).
Preuve : D’après [Ser68] (chapitre 5, paragraphe 4, lemme 6), il existe un n0 ∈ N∗ et une extension
ﬁnie L de Fn0 , linéairement disjointe de F∞, telle que L∞ = LF∞ =
⋃
n>0 LFn. De plus, on peut
supposer que l’extension L/Fn0 est galoisienne. De même (quitte à augmenter le n0 précédent),
on peut trouver une extension galoisienne ﬁnie M/Ln0 linéairement disjointe de F∞, telle que
M∞ =MF∞ =
⋃
n>0MFn.
On est donc ramené au cadre du lemme précédent, et donc en particulier,
lim
n→+∞
vp(DLn/Fn) = 0 et limn→+∞
vp(DMn/Fn) = 0,
donc
lim
n→+∞
vp(DMn/Ln) = 0.
De plus, on a limn→+∞ eMn = +∞. Or, d’après le lemme 2.2.9, on a
TrMn/Ln(mMn) = m
⌊
eLn
eMn
+eLnvp(DMn/Ln ),
⌋
Ln
,
donc tout élément de mL∞ se trouve dans TrMn/Ln(mMn) pour n assez grand. 
2.3 Rappels sur le théorème d’Ax-Sen-Tate
Nous allons rappeler ici le théorème d’Ax-Sen-Tate (cf. [Ax70]) et quelques-uns de ses corol-
laires, qui interviendront souvent par la suite.
Théorème 2.3.1. Soit x ∈ Cp, et soit L une extension ﬁnie de Qp. Supposons que l’on ait :
vp(x− σ(x)) > A pour tout σ ∈ GL.
Alors il existe y ∈ L tel que vp(x− y) > A−
p
(p−1)2 .
On en déduit le corollaire suivant (qui est le théorème d’Ax-Sen-Tate à proprement parler).
Corollaire 2.3.2. Soit G un sous-groupe fermé de GQp . Alors C
G
p est l’adhérence de Qp
G
dans
Cp.
En particulier, on a CGFp = F et C
GF∞
p = F̂∞.
La preuve d’Ax du théorème 2.3.1 repose sur le lemme suivant.
Lemme 2.3.3. Soit P ∈ Qp[X] un polynôme unitaire de degré n dont toutes les racines α
vériﬁent vp(α) > A (pour un certain A ∈ R).
• Si n = pkd, avec d > 1 non divisible par p, alors la dérivée pk-ième de P , P (p
k), a au
moins une racine β vériﬁant vp(β) > A.
• Si n = pk+1, alors P (p
k) a au moins une racine β vériﬁant vp(β) > A−
1
pk(p−1)
.
Preuve : En eﬀet, écrivons
P (X) = Xn + an−1X
n−1 + · · ·+ a1X + a0.
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On a alors vp(an−i) > iA d’après l’hypothèse sur les racines de P , et
P (p
k)(X) =
n−pk∑
i=0
(
n− i
pk
)
an−iX
n−pk−i.
En particulier, le produit des racines de P (p
k) est ±
a
pk
( npk)
.
On a
vp
(
apk(
n
pk
)) > (n− pk)A− vp(( n
pk
))
> (n− pk)A− vp
(
n(n− 1) . . . (n− pk + 1)
pk(pk − 1) . . . 1
)
,
or n est un multiple de pk, donc on a vp(n − i) = vp(i) pour tout i compris entre 1 et pk − 1,
donc
vp
(
apk(
n
pk
)) > (n− pk)A− vp( n
pk
)
.
Ceci étant la somme des valuations des n − pk racines de P (p
k), on en déduit que P (p
k) a une
racine β vériﬁant
vp(β) > A−
1
n− pk
vp
(
n
pk
)
>
{
A si n = pkd, avec d > 1 non divisible par p
A− 1
pk(p−1)
si n = pk+1,
d’où le lemme. 
On en déduit le théorème 2.3.1. En eﬀet, soit x ∈ Cp comme dans l’énoncé du théorème. Soit
P le polynôme minimal unitaire de x sur L, et soit n le degré de P . On va montrer par récurrence
sur n > 1 qu’il existe un y ∈ L tel que
vp(x− y) > A−
⌊ lognlog p ⌋−1∑
k=0
1
pk(p− 1)
> A−
+∞∑
k=0
1
pk(p− 1)
= A−
p
(p− 1)2
.
Pour n = 1, le résultat est évident avec y = x.
Pour n > 1, on peut appliquer le lemme 2.3.3 au polynôme P (X + x), puisque n est de l’une
des deux formes considérées. On trouve alors que P (p
k)(X + x) (k étant déﬁni comme dans le
lemme) a une racine y0 de valuation supérieure ou égale à A si n n’est pas une puissance de p,
ou à A− 1
pk(p−1)
si n = pk+1.
Le polynôme P (p
k) est alors de degré n− pk, et l’on a⌊
log(n− pk)
log p
⌋
=
{
k +
⌊
log(d−1)
log p
⌋
si n = pkd avec d > 1 non divisible par p
k si n = pk+1
=
{
k +
⌊
log d
log p
⌋
si n = pkd avec d > 1 non divisible par p
k si n = pk+1
=

⌊
logn
log p
⌋
si n n’est pas une puissance de p⌊
logn
log p
⌋
− 1 si n est une puissance de p.
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En appliquant l’hypothèse de récurrence à x+ y0, on trouve qu’il existe un y ∈ L tel que
vp(x+ y0 − y) >
{
A
A− 1
pk(p−1)
−

∑⌊ lognlog p ⌋−1
l=0
1
pl(p−1)∑⌊ lognlog p ⌋−2
l=0
1
pl(p−1)
,
= A−
⌊ lognlog p ⌋−1∑
l=0
1
pl(p− 1)
.
Enﬁn, on avait
vp(y0) >
A si n n’est pas une puissance de pA− 1
pk(p−1)
si n est une puissance de p
> A−
⌊ lognlog p ⌋−1∑
l=0
1
pl(p− 1)
d’où la récurrence, et le théorème 2.3.1.
2.4 Les périodes d’un groupe de Lubin-Tate
Avant d’aller plus loin, il nous faut introduire les périodes du groupe de Lubin-Tate F (dans
Cp). Commençons par rappeler quelques résultats dus à Tate (cf. [Tat66]) sur lesquels on s’ap-
puiera par la suite.
Théorème 2.4.1. Soit K une extension ﬁnie de Qp. Alors on a H
0(K,Cp) = K, et H
1(K,Cp)
est un K-espace vectoriel de dimension 1 sur K.
De plus, si χ est un caractère continu de GK dans K
∗, si K∞ est l’extension de K déterminée
par kerχ, et s’il existe une extension ﬁnie L de K, contenue dans K∞, telle que l’extension K∞/L
soit totalement ramiﬁée et telle que Gal(K∞/L) soit isomorphe à Zp, alors H
0(K,Cp(χ)) = 0
et H1(K,Cp(χ)) = 0.
Il s’agit des théorèmes 1 et 2 du paragraphe 3 de [Tat66]. Notons que H0(K,Cp) = K a été
démontré au corollaire 2.3.2.
Parmi les nombreuses conséquences de ce théorème se trouve le corollaire suivant.
Corollaire 2.4.2. Soit K une extension ﬁnie de Qp. Alors si n ∈ Z \ {0}, on a
H0(K,Cp(χ
n
cyclo)) = 0 et H
1(K,Cp(χ
n
cyclo)) = 0.
Preuve : En eﬀet, le caractère χncyclo vériﬁe les hypothèses du théorème 2.4.1. 
Lemme 2.4.3. Si χF est le caractère associé au groupe de Lubin-Tate F sur F , alors :
• le GF -module Cp(χF ) est isomorphe à Cp(χcyclo) ;
• si ρ ∈ End(F,Cp) \ {1}, le GF -module Cp(ρ ◦ χF ) est isomorphe à Cp.
Ce résultat est démontré dans [SKL68] (lemme 2 de la partie A5 de l’appendice), et est
essentiellement une application des résultats de [Tat66] (précisément du corollaire 2 du théorème
3 dans le paragraphe 4).
En particulier, pour tout ρ ∈ End(F,Cp) \ {1}, il existe un ξρ ∈ C∗p (unique à multiplication
par un élément de F ∗ près) tel que ρ(χF (σ)) =
ξρ
σ(ξρ)
, pour tout σ ∈ GF . En revanche, il n’existe
pas de ξρ pour ρ = 1 (par exemple parce que H0(F,Cp(χF )) = 0, ce qui se déduit du théorème
2.4.1 appliqué à NF/Qp(χF )).
On appellera ces éléments ξρ ∈ C∗p/F
∗ les périodes de F . Notons qu’ils ne peuvent pas être
algébriques sur Qp, puisqu’ils ont une inﬁnité de conjugués sous l’action de GF .
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Notons qu’il est aussi possible de construire directement les ξρ ∈ Cp, en démontrant que
ξρ = lim
n→+∞
ρ(πnF ) log
ρ
F (ηn)
convient, où, si ρ agit comme x 7→ xp
i
sur kF et logF (T ) =
∑+∞
n=1 anT
n, on a noté
logρF (T ) =
+∞∑
n=1
ρ(an)T
pin
(cf. [Col93]).
Corollaire 2.4.4. L’image dans H1(F,Cp) du cocycle σ 7→ logχF (σ) est non nulle.
Preuve : En eﬀet, si cette image était nulle, il existerait une constante c ∈ Cp telle que l’on ait
c − σ(c) = logχF (σ) pour tout σ ∈ GF . Si n ∈ N est assez grand pour que exp(pnc) converge
dans Cp, posons alors ξ = exp(pnc). On trouve alors χF (σ)p
n
= ξσ(ξ) pour tout σ ∈ GF , et donc
H0(F,Cp(χ
pn
F )) = H
0(F,Cp). Or, le premier point du lemme 2.4.3 et le corollaire 2.4.2 donnent
H0(F,Cp(χ
pn
F ) = H
0(F,Cp(χ
pn
cyclo) = 0,
ce qui contredit le fait que H0(F,Cp) = F d’après le théorème 2.4.1. 
2.5 Un résultat de Fontaine
Nous allons redémontrer le résultat suivant, tiré de l’article [Fon04], à l’aide des périodes des
groupes de Lubin-Tate.
Théorème 2.5.1. Soit K une extension ﬁnie de Qp, et soit f une application Qp-linéaire
continue de Cp dans Cp, que l’on suppose de plus GK-équivariante. Alors il existe un λ ∈ K tel
que f = λ id.
Preuve : Supposons d’abord K = Qp, et considérons une telle application f , une extension
galoisienne ﬁnie F de Qp, et un groupe de Lubin-Tate F comme ci-dessus.
Comme f est GQp-équivariante, on a
f(F ) = f
(
CGFp
)
⊂ f(Cp)
GF ⊂ CGFp = F.
En particulier, la restriction f |F de f à F est un endomorphisme Gal(F/Qp)-équivariant de F .
Or EndQp(F ) est engendré comme F -espace vectoriel par Gal(F/Qp), donc f |F s’écrit :
f |F =
∑
ρ∈Gal(F/Qp)
λρρ,
avec λρ ∈ F .
L’argument essentiel de la preuve sera d’étudier l’image par f des logarithmes des périodes
de F , pour en déduire que seul λ1 peut être non nul.
Soit τ ∈ Gal(F/Qp) \ {1}. Pour tout σ ∈ GF , on a
(1− σ)(log ξτ ) = τ (logχF (σ)) ,
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donc
(1− σ)(f(log ξτ )) = f((1− σ)(log ξτ ))
=
∑
ρ∈Gal(F/Qp)
λρρ (τ (logχF (σ)))
=
∑
ρ∈Gal(F/Qp)
λρ log ((ρτ)(χF (σ)))
= λτ−1 logχF (σ) +
∑
ρ∈Gal(F/Qp)\{τ−1}
λρ(1− σ)(log ξρτ ),
donc le cocycle σ 7→ λτ−1 logχF (σ) est nul dans H1(F,Cp), donc λτ−1 = 0 d’après le corollaire
2.4.4.
Ceci étant vrai pour tout τ ∈ Gal(F/Qp) \ {1}, on en déduit que f |F s’écrit
f |F = λ1 id,
avec λ1 ∈ F . On a alors λ1 = f(1), donc λ1 ∈ Qp, et λ1 est indépendant du choix de F .
Comme ce raisonnement est vrai pour toute extension galoisienne ﬁnie de Qp, on trouve
f |
Qp
= f(1) id.
Enﬁn, par continuité de f , on obtient
f = f(1) id,
avec f(1) ∈ Qp, comme voulu.
Considérons maintenant le cas général. La GK-équivariance de f montre que f(1) est dans
K, donc il suﬃt de montrer que f est une homothétie. En particulier, on peut remplacer K
par une extension ﬁnie de K. Ceci permet en particulier de supposer que l’extension K/Qp est
galoisienne.
Comme f est GK-équivariante, l’application σ ◦ f ◦ σ−1, pour σ ∈ GQp , ne dépend que de la
classe de σ modulo GK . On peut donc considérer l’application
g =
∑
σ∈GQp/GK
σ ◦ α(f − f(1)id) ◦ σ−1,
pour α ∈ K. Cette application est Qp-linéaire, continue. De plus, elle est GQp -équivariante. En
eﬀet, pour tout τ ∈ GQp , on a
τ ◦ g =
∑
σ∈GQp/GK
(τ ◦ σ) ◦ α(f − f(1)id) ◦ σ−1
=
∑
σ∈GQp/GK
(τ ◦ σ) ◦ α(f − f(1)id) ◦ (τ ◦ σ)−1 ◦ τ
=
∑
σ′∈GQp/GK
σ′ ◦ α(f − f(1)id) ◦ σ′−1 ◦ τ
avec σ′ = τσ
= g ◦ τ.
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On peut donc appliquer le cas particulier précédent à cette application, et en déduire que c’est
une homothétie. Or on a g(1) = 0, donc g = 0, et∑
σ∈GQp/GK
σ(α)σ ◦ (f − f(1)id) ◦ σ−1 = 0 pour tout α ∈ K.
Comme les σ sont linéairement indépendants sur Cp (d’après le théorème d’Artin d’indépendance
linéaire des caractères), on trouve
σ ◦ (f − f(1)id) ◦ σ−1 = 0 pour tout σ ∈ GQp ,
donc f = f(1) id. 
2.6 Pourquoi le cas cyclotomique ne se généralise-t-il pas simplement ?
Nous pouvons maintenant expliquer pourquoi la construction de l’application « Logarithme
de Perrin-Riou » donnée dans [Col98] pour la tour d’extensions cyclotomique ne se transpose pas
immédiatement au cas de la tour d’extensions associée à un groupe de Lubin-Tate.
La diﬃculté apparaît dans la construction de traces de Tate normalisées. Dans le cas cyclo-
tomique, on considère les applications
1
pm−n
TrFm/Fn ,
pour des valeurs de m de plus en plus grandes, et l’on obtient une application linéaire continue
de CGF∞p dans Fn, qui est GF -équivariante et qui est l’identité sur Fn.
Pour h > 1, la construction analogue serait de considérer les
1
qm−n
TrFm/Fn ,
aﬁn d’avoir toujours des projections sur Fn. Malheureusement, si x ∈ OFm , on ne peut pas
aﬃrmer que TrFm/Fn est dans q
m−cOFn pour une constante c indépendante de m. En eﬀet,
d’après le lemme 2.2.9, on a
TrFm/Fn (OFm) = π
m−n
F OFn .
Pour vp(πF ) < h, on ne peut donc pas passer à la limite pour déﬁnir une application linéaire
continue sur CGF∞p .
Non seulement la construction employée dans le cas cyclotomique ne fonctionne pas, mais
il y a un réel obstacle à l’existence d’une application analogue dans le cas considéré ici. Plus
précisément, on a le résultat suivant.
Proposition 2.6.1. Il n’existe pas d’application linéaire continue f de C
GF∞
p dans Fn telle que
f soit GF -équivariante et f |Fn = id.
Preuve : Il suﬃt de regarder quelle serait l’image du logarithme d’une période du groupe de
Lubin-Tate. En eﬀet, on aurait, pour tout σ ∈ GF :
(1− σ)(f(log ξρ)) = f((1− σ)(log ξρ))
= f(log ρ(χF (σ)))
= log ρ(χF (σ)).
Comme f(log ξρ) a donc une inﬁnité de conjugués sous l’action de GF , il ne peut pas être algé-
brique, et ne peut donc pas être dans Fn. 
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2.7 Traces de Tate normalisées dans une tour d’extensions
Dans la partie 3.1 de l’article [Tat66], Tate étudie les H1(K,Cp(χ)) pour certains caractères
χ, à l’aide des traces de Tate normalisées. Cette partie reprend les résultats de l’article de Tate
en prouvant que les constantes qui apparaissent sont uniformes pour les corps K = Fn.
Dans cette partie, on va ﬁxer un morphisme ρ : GFn → Zp (pour n > 1), trivial sur GF∞ .
Comme GFn/GF∞ est isomorphe à 1+π
n
FOF , il est facile d’en construire. On note Fn,∞ = F
ker ρ
et Fn,m = F
ρ−1(pmZp). On se restreint très vite dans cette partie au cas où n > eFp−1 .
Commençons par étudier les groupes de ramiﬁcation de la tour d’extensions des Fn,m. D’après
le théorème de Herbrand (2.2.4), on a ρ(Gal(Fn,∞/Fn)ν) = ρ(Gal(F∞/Fn)ν), donc, d’après le
lemme 2.2.7, on trouve pour n > 1 :
ρ(Gal(Fn,∞/Fn)
ν) =

ρ(GFn) si −1 < ν 6 q
n − 1
ρ(GFn+1) si q
n − 1 < ν 6 (qn − 1) + qn−1(q − 1)
ρ(GFn+2) si (q
n − 1) + qn−1(q − 1) < ν 6 (qn − 1) + 2qn−1(q − 1)
. . .
De plus, si n > eFp−1 , on a (GFn/GF∞)
p = GFn+eF /GF∞ , donc il existe un entier b ∈ {0, . . . , eF −1}
tel que
ρ(GFn) = · · · = ρ(GFn+b) = Zp et ρ(GFn+b+1) = · · · = ρ(GFn+eF ) = pZp.
On a donc
ρ (Gal(Fn,∞/Fn)
ν) =
Zp si −1 < ν 6 (qn − 1) + bqn−1(q − 1)
pZp si (qn − 1) + bqn−1(q − 1) < ν 6 (qn − 1) + (b+ eF )qn−1(q − 1)
p2Zp si (qn − 1) + (b+ eF )qn−1(q − 1) < ν 6 (qn − 1) + (b+ 2eF )qn−1(q − 1)
. . .
Lemme 2.7.1. Pour n > eFp−1 , ﬁxé, on a
vp(DFn,m+1/Fn,m) = 1−
bm
pm
,
la suite (bm) ne dépendant pas de n et vériﬁant
0 6 bm 6 1−
q(p− 1)
eF p(q − 1)
.
Preuve : En eﬀet, on a
vp(DFn,m/Fn) =
1
eFn
∫ +∞
−1
(
1−
1
|Gal(Fn,m/Fn)ν |
)
dν,
eFn = eF q
n−1(q − 1) (car Fn/F est totalement ramiﬁée) et, d’après le théorème de Herbrand
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(2.2.4),
|Gal(Fn,m/Fn)
ν | =
pm si −1 < ν 6 (qn − 1) + bqn−1(q − 1)
pm−1 si (qn − 1) + bqn−1(q − 1) < ν 6 (qn − 1) + (b+ eF )qn−1(q − 1)
pm−2 si (qn − 1) + (b+ eF )qn−1(q − 1) < ν 6 (qn − 1) + (b+ 2eF )qn−1(q − 1)
. . .
1 si (qn − 1) + (b+ (m− 1)eF )qn−1(q − 1) < ν,
donc
vp(DFn,m/Fn) =
1
eF qn−1(q − 1)
(
1 + (qn − 1) + (b+ (m− 1)eF )q
n−1(q − 1)
−
1 + (qn − 1) + bqn−1(q − 1)
pm
−
eF q
n−1(q − 1)
pm−1
− · · · −
eF q
n−1(q − 1)
p
)
,
donc
vp(DFn,m/Fn) = m+
(
1
eF
(
q
q − 1
+ b
)
−
p
p− 1
)(
1−
1
pm
)
.
On a donc
vp(DFn,m+1/Fn,m) = 1 +
1
pm
(
1
eF
(
q
q − 1
+ b
)
−
p
p− 1
)(
1−
1
p
)
.
Comme 0 6 b < eF et q > p > 1, on a
bm = −
(
1
eF
(
q
q − 1
+ b
)
−
p
p− 1
)(
1−
1
p
)
>
(
p
p− 1
− 1−
1
eF (q − 1)
)(
1−
1
p
)
>
(
1
p− 1
−
1
eF (q − 1)
)(
1−
1
p
)
> 0,
et
bm 6
(
p
p− 1
−
q
eF (q − 1)
)(
1−
1
p
)
6 1−
q(p− 1)
eF p(q − 1)
,
d’où le lemme. 
On suppose désormais n > eFp−1 .
Lemme 2.7.2. On a les propriétés suivantes.
• Si x ∈ Fn,m+1, alors
vp(TrFn,m+1/Fn,m(x)) > vp(x) + 1−
1
pm
(
1−
q(p− 2)
eF p(q − 1)
)
.
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• Si x ∈ Fn,m, alors
vp(TrFn,m/Fn(x)) > vp(x) +m−
p
p− 1
(
1−
q(p− 2)
eF p(q − 1)
)
.
• Si x ∈ Fn,m+1 et si σ est un générateur de Gal(Fn,∞/Fn), alors
vp
(
x−
1
p
TrFn,m+1/Fn,m(x)
)
> vp
(
x− σp
m
(x)
)
− 1.
Preuve : Si x ∈ Fn,m+1, d’après le lemme 2.2.9, on a
vp(TrFn,m+1/Fn,m(x)) >
1
eFn,m
⌊
eFn,m
(
vp(x) + vp(DFn,m+1/Fn,m)
)⌋
,
donc, en utilisant le lemme 2.7.1 et en supposant n > 1 :
vp(TrFn,m+1/Fn,m(x)) > vp(x) + 1−
bm
pm
−
1
eF (q − 1)qn−1pm
> vp(x) + 1−
1
pm
(
1−
q(p− 1)
eF p(q − 1)
+
q
eF (q − 1)qn
)
> vp(x) + 1−
1
pm
(
1−
q
eF p(q − 1)
(
p− 1−
p
qn
))
> vp(x) + 1−
1
pm
(
1−
q(p− 2)
eF p(q − 1)
)
.
Si x ∈ Fn,m, on en déduit
vp(TrFn,m/Fn(x)) > vp(x) +m−
(
1−
q(p− 2)
eF p(q − 1)
)(
1 +
1
p
+ · · ·+
1
pm−1
)
> vp(x) +m− (1− p
−m)
p
p− 1
(
1−
q(p− 2)
eF p(q − 1)
)
> vp(x) +m−
p
p− 1
(
1−
q(p− 2)
eF p(q − 1)
)
.
Pour le troisième point, posons τ = σp
m
. On a
px− TrFn,m+1/Fn,m(x) = px−
p−1∑
i=0
τ i(x)
=
p−1∑
i=1
(1− τ i)(x)
=
p−1∑
i=1
(1 + τ + · · ·+ τ i−1)(1− τ)(x),
donc vp
(
x− 1p TrFn,m+1/Fn,m(x)
)
> vp((1− τ)(x))− 1. 
Soit tn l’application Fn-linéaire de Fn,∞ dans Fn déﬁnie par :
tn(x) =
1
pm
TrFn,m/Fn(x) si x ∈ Fn,m.
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Lemme 2.7.3. Si σ est un générateur du groupe Gal(Fn,∞/Fn), alors pour tout x dans Fn,∞
on a :
vp(x− tn(x)) > vp(x− σ(x))− 1−
1
p− 1
(
1−
q(p− 2)
eF p(q − 1)
)
.
Preuve : On suppose pour démontrer cela que x est dans Fn,m (avec m > 0), et l’on montre par
récurrence une inégalité
vp(x− tn(x)) > vp(x− σ(x))− Cm.
On peut prendre C1 = 1, d’après le lemme précédent. Pour m > 1, on a
vp(TrFn,m/Fn,m−1(x) − p tn(x))
= vp(TrFn,m/Fn,m−1(x) − p tn(TrFn,m/Fn,m−1(x)))
> vp(TrFn,m/Fn,m−1(x)− σ(TrFn,m/Fn,m−1(x)))− Cm−1
> vp(TrFn,m/Fn,m−1((1− σ)(x)))− Cm−1
> vp((1− σ)(x)) + 1−
1
pm−1
(
1−
q(p− 2)
eF p(q − 1)
)
− Cm−1.
En écrivant x− tn(x) =
(
x− 1p TrFn,m/Fn,m−1(x)
)
+ 1p
(
TrFn,m/Fn,m−1(x) − p tn(x)
)
, on obtient
vp(x− tn(x)) > min
(
vp
(
x−
1
p
TrFn,m/Fn,m−1(x)
)
, vp(TrFn,m/Fn,m−1(x) − p tn(x))− 1
)
> min
(
vp
(
x− σp
m−1
(x)
)
− 1,
vp((1− σ)(x))−
1
pm−1
(
1−
q(p− 2)
eF p(q − 1)
)
− Cm−1
)
> vp((1− σ)(x))−max
(
1,
1
pm−1
(
1−
q(p− 2)
eF p(q − 1)
)
+ Cm−1
)
> vp((1− σ)(x))− Cm
avec
Cm = max
(
1,
1
pm−1
(
1−
q(p− 2)
eF p(q − 1)
)
+ Cm−1
)
.
Comme C1 = 1, on en déduit par récurrence :
Cm = 1 +
(
1
p
+
1
p2
+ · · ·+
1
pm−1
)(
1−
q(p− 2)
eF p(q − 1)
)
= 1 +
1− p−(m−1)
p− 1
(
1−
q(p− 2)
eF p(q − 1)
)
6 1 +
1
p− 1
(
1−
q(p− 2)
eF p(q − 1)
)
,
d’où le lemme. 
Notons F̂n,∞ le complété de Fn,∞. Alors le lemme 2.7.3 a en particulier pour conséquence
que l’application tn se prolonge par continuité à F̂n,∞, et l’application prolongée vériﬁe :
vp(tn(x)) > vp(x)− 1−
1
p− 1
(
1−
q(p− 2)
eF p(q − 1)
)
, pour tout x ∈ F̂n,∞.
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Désormais tn désignera cette application prolongée. Notons qu’elle vériﬁe l’inégalité du lemme
2.7.3 pour tout x ∈ F̂n,∞.
2.8 Cohomologie continue de Cp
Comme dans la partie précédente, on suppose dans cette partie que l’inégalité n > eFp−1 est
vériﬁée.
Lemme 2.8.1. Soit λ ∈ OFn , tel que
vp(1− λ) > 1 +
1
p− 1
(
1−
q(p− 2)
eF p(q − 1)
)
,
et soit σ un générateur de Gal(Fn,∞/Fn) (comme ci-dessus). L’opérateur λ− σ est bĳectif d’in-
verse continu sur ker tn, et l’on a
vp((λ− σ)
−1(x)) > vp(x)− 1−
1
p− 1
(
1−
q(p− 2)
eF p(q − 1)
)
pour tout x ∈ ker tn.
(Notons que l’on a 1 + 1p−1
(
1− q(p−2)eF p(q−1)
)
6
p
p−1 , donc on peut remplacer l’hypothèse sur λ
par vp(1 − λ) >
p
p−1 et la conclusion par vp((λ − σ)
−1(x)) > vp(x) −
p
p−1 . C’est ce qui est fait
dans la suite de cette partie, pour simpliﬁer les formules).
Preuve : Commençons par le cas λ = 1. L’opérateur 1 − σ réalise une injection continue de
Fn,m ∩ ker tn dans lui-même, donc une bĳection. On obtient ainsi un inverse sur Fn,∞ ∩ ker tn.
De plus, d’après le lemme 2.7.3, si x ∈ Fn,∞ ∩ ker tn, on a
vp((1− σ)
−1(x)) > vp(x)− 1−
1
p− 1
(
1−
q(p− 2)
eF p(q − 1)
)
,
donc (1−σ)−1 est continu et se prolonge par continuité à tout ker tn. De plus, l’inégalité ci-dessus
est vraie pour tout x ∈ ker tn.
Pour traiter le cas général, on écrit
(1− σ)−1(λ− σ) = 1− (1− λ)(1− σ)−1,
Grâce à l’hypothèse vp(1− λ) > 1 + 1p−1
(
1− q(p−2)eF p(q−1)
)
, la série
+∞∑
i=0
(
(1− λ)(1− σ)−1
)i
converge ; λ− σ est donc inversible, d’inverse continu, et l’on a
(λ− σ)−1 = (1− σ)−1
+∞∑
i=0
(
(1− λ)(1− σ)−1
)i
.
On en déduit l’inégalité
vp((λ− σ)
−1(x)) > vp(x)− 1−
1
p− 1
(
1−
q(p− 2)
eF p(q − 1)
)
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pour tout x ∈ ker tn. 
Considérons maintenant un caractère continu χ de GFn dans O
∗
F , trivial sur GFn,∞ , et tel que
vp(1− χ(σ)) >
p
p− 1
quel que soit σ ∈ GFn .
Lemme 2.8.2. Le OFn-module
H1(Gal(Fn,∞/Fn),OF̂n,∞(χ))
est annulé par multiplication par tout élément u ∈ OFn vériﬁant
vp(u) >
p
p− 1
+ inf
σ∈GFn
vp(1− χ(σ)).
Preuve : Soit σ ∈ GFn , engendrant Gal(Fn,∞/Fn), et soit τ 7→ cτ un cocycle représentant c. Alors
c est entièrement déterminé par cσ ∈ OF̂n,∞(χ). Posons x =
tn(ucσ)
1−χ(σ) ∈ Fn. Alors on a
vp(x) > vp(u)−
p
p− 1
− vp(1− χ(σ)) = vp(u)−
p
p− 1
− inf
τ∈GFn
vp(1− χ(τ)) > 0.
D’autre part, ucσ − (1− χ(σ))x est un élément de ker tn. Posons
y = (1− χ(σ)σ)−1 (ucσ − (1− χ(σ))x)
[ucσ − (1− χ(σ))x étant considéré comme un élément de F̂n,∞, sans torsion par le caractère χ].
D’après le lemme 2.8.1, on a
vp(y) > vp(ucσ − (1− χ(σ))x)−
p
p− 1
> min (vp(u), vp(x) + vp(1− χ(σ)))−
p
p− 1
> min
(
vp(u), vp(u)−
p
p− 1
)
−
p
p− 1
> vp(u)− 2
p
p− 1
> inf
σ∈GFn
vp(1− χ(σ))−
p
p− 1
> 0.
On a alors ucσ = (x+ y)− χ(σ)σ(x+ y), et x+ y ∈ OF̂n,∞ , d’où le résultat. 
Lemme 2.8.3. On a H1(Fn,∞,mCp) = 0.
Ce lemme est démontré dans [Col98], en employant la méthode qui servira ici pour la propo-
sition 3.10.3. On peut aussi le démontrer avec les arguments employés par Tate dans la partie
3.2 de [Tat66].
Proposition 2.8.4. Le OFn-module H
1(Fn,OCp(χ)) est annulé par multiplication par tout élé-
ment u de OFn vériﬁant vp(u) >
p
p−1 +
1
eF qn−1(q−1)
+ infτ∈GFn vp(1− χ(τ)).
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Preuve : On a la suite exacte d’inﬂation-restriction
0→ H1(Gal(Fn,∞/Fn),
(
OCp
)GFn,∞ (χ))→ H1(GFn ,OCp(χ))→ H1(GFn,∞ ,OCp).
D’après le théorème d’Ax-Sen-Tate (2.3.2), on a
(
OCp
)GFn,∞ = O
F̂n,∞
. D’autre part, d’après le
lemme précédent, H1(GFn,∞ ,OCp) est annulé par tout élément de OFn de valuation strictement
positive, comme par exemple πFn (qui est de valuation
1
eF qn−1(q−1)
), et il suﬃt alors d’employer
le lemme 2.8.2. 
Donnons pour ﬁnir une conséquence de cette proposition qui est utilisée dans la preuve du
lemme principal (partie 4.3).
Corollaire 2.8.5. Il existe une constante c ∈ R (dépendant seulement de F ), c > 0, telle que
si a, b et c sont trois idéaux fractionnaires de Cp, avec c ⊂ a ⊂ b, alors pour n >
peF
p−1 , le noyau
de l’application
H0(Fn, (b/a)(χF )) −→ H
1(Fn, (a/c)(χF ))
est annulé par multiplication par tout élément u ∈ OFn vériﬁant
vp(u) >
n
eF
+ vp(a)− vp(c) + c.
Preuve : Quitte à diviser les trois idéaux par le produit des périodes (cf. lemme 2.4.3) du groupe
de Lubin-Tate F , on peut remplacer le caractère χF dans l’énoncé précédent par le caractère
χ = NF/Qp ◦ χF . Comme n > 1, l’image de GFn par ce caractère est isomorphe à Zp. De plus,
comme n > peFp−1 , on a
vp(1− χ(σ)) >
p
p− 1
pour tout σ ∈ GFn ,
donc on peut utiliser les résultats précédents.
Considérons maintenant un x ∈ b(χ) représentant un élément de H0(Fn, (b/a)(χ)) dont
l’image dans H1(Fn, (a/c)(χF )) est nulle. Ce représentant est déterminé à un élément de a(χ)
près, et la classe du cocycle σ 7→ (1 − σ)(x) dans H1(Fn, a(χ)) est l’image d’un élément de
H1(Fn, c(χ)). Autrement dit, quitte à ajouter à x un élément de a(χ), on peut supposer que le
cocycle σ 7→ (1 − σ)(x) est à valeurs dans c(χ). D’après la proposition 2.8.4, cela entraîne que
pour tout u0 ∈ Fn avec
vp(u0) >
p
p− 1
+
2
eF qn−1(q − 1)
+ inf
τ∈GFn
vp(1− χ(τ)),
u0x est dans c(χ). Enﬁn, on a
inf
τ∈GFn
vp(1− χ(τ)) = inf
x∈1+πn
F
OF
vp(1−NF/Qp(x)),
donc, pour n assez grand,
inf
τ∈GFn
vp(1− χ(τ)) =
⌊
n
eF
+ vp(DF/Qp)
⌋
par le lemme 2.2.9.
Prenons alors
c =
1
eF
⌈
peF
p− 1
+
2
qn−1(q − 1)
+ eF vp(DF/Qp)
⌉
,
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et u0 ∈ Fn vériﬁant vp(u0) = neF + c. Si u est comme dans l’énoncé, on trouve alors
vp(ux) = (vp(u)− vp(u0)) + vp(u0x) > (vp(a)− vp(c)) + vp(c) = vp(a),
donc ux ∈ a, d’où le corollaire. 
3 Anneaux de Fontaine
Cette partie a pour but d’introduire certains anneaux de Fontaine, de ﬁxer les notations, et
de donner certains résultats à leur sujet. Pour plus de détails, on pourra consulter par exemple
[Fon94] ou [Col02].
3.1 Le corps E˜
On note ici F nr l’extension maximale non ramiﬁée de F , et Fnr la plus grande extension non
ramiﬁée de Qp contenue dans F .
On déﬁnit E˜ comme l’ensemble des suites (x(n)) d’éléments de Cp vériﬁant (x(n+1))p = x(n).
On déﬁnit la somme (s(n)) et le produit (t(n)) de deux éléments (x(n)) et (y(n)) de E˜ par les
formules :
s(n) = lim
m→+∞
(
x(m+n) + y(m+n)
)pm
t(n) = x(n)y(n).
On sait qu’on obtient ainsi un corps de caractéristique p, algébriquement clos, et complet pour
la valuation v
E˜
déﬁnie par v
E˜
(x) = vp(x
(0)). De plus, il y a une action évidente des groupes GFn
sur E˜.
On note O
E˜
ou E˜+ l’anneau des entiers de E˜ (qui correspond à l’anneau R de [Fon94]), et
m
E˜
ou E˜++ son idéal maximal. Le corps résiduel k
E˜
est isomorphe à Fp.
Lemme 3.1.1. L’anneau O
E˜
est isomorphe à
lim
←−
(
OCp/{vp > α} ←− OCp/{vp > α} ←− · · ·
)
(les ﬂèches correspondant à des élévations à la puissance p), pour tout 0 < α 6 1.
On a clairement un morphisme deO
E˜
vers cet anneau, et le morphisme réciproque s’obtient en
envoyant la suite (xn mod {vp > α}) sur
(
limm→+∞ x
pm
m+n
)
(ces limites existent et ne dépendent
pas des choix des xn).
Une conséquence immédiate du lemme 3.1.1 est que E˜+ a une structure naturelle de Fp-
algèbre.
3.2 Lien avec le corps des normes
Revenons à la tour d’extensions (Fn). Si x ∈ OFn+1 , la théorie de la ramiﬁcation supérieure
donne que pour tout σ ∈ GFn , on a vp(x− σ(x)) >
1
(q−1)eF
. On en déduit que
vp
(
NFn+1/Fn(x)− x
q
)
>
1
(q − 1)eF
,
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et l’on obtient ainsi (par exemple via le lemme 3.1.1) une injection ι de lim
←−
OFn (les applications
de transition étant données par la norme) dans E˜+.
Notons η l’élément de E˜++ associé à la suite (ηn) par l’application ι (les ηn se correspondant
par la norme). On a v
E˜
(η) = qeF (q−1) . Notons EF le sous-corps kF ((η)) de E˜, et E la clôture
séparable de EF dans E˜.
La théorie du corps de normes permet de montrer les résultats suivants.
Proposition 3.2.1. L’application ι induit une bĳection de lim
←−
OFn sur l’anneau E
+
F des entiers
de EF . Plus généralement, si L/F est une extension ﬁnie, on a une bĳection de lim←−
OL·Fn sur
l’anneau E+L des entiers de EL = E
GL·F∞ .
Proposition 3.2.2. Si L est une extension ﬁnie de F∞, E
GL est une extension ﬁnie séparable
de EF , de degré [L : F∞], et E =
⋃
EL est une clôture séparable de EF .
(En eﬀet, F∞/F est strictement arithmétiquement proﬁnie, au sens de [Win83], et cette
proposition découle alors des résultats de cet article, en particulier le corollaire 4.3.4 et le théorème
3.2.2).
3.3 Les anneaux A˜, B˜, A˜+, B˜+, BdR, Amax, Bmax
Les résultats énoncés ici sont démontrés dans [Fon94] ou dans [Col02].
On déﬁnit A˜ = W (E˜) l’anneau des vecteurs de Witt à coeﬃcients dans E˜, B˜ = A˜
[
1
p
]
,
A˜+ =W (E˜+), B˜+ = A˜+
[
1
p
]
. (L’anneau A˜+ correspond à W (R) de [Fon94]).
La structure de Fp-algèbre de E˜+ donne sur A˜+ une structure de OQnrp -algèbre. On dote A˜
+
de la topologie produit issue de celle de E˜+ : si [x] est le représentant de Teichmüller de x ∈ E˜+,
et si p˜ est un élément de E˜+ vériﬁant p˜(0) = p, alors les idéaux (pm, [p˜]n) forment une base de
voisinages de 0 dans A˜+.
On a un morphisme d’anneaux surjectif θ : A˜+ → OCp , déﬁni par
θ
+∞∑
m=0
pm[(x(n)m )n︸ ︷︷ ︸
∈E˜+
]
 = +∞∑
m=0
pmx(0)m ,
qui se prolonge naturellement à B˜+.
On déﬁnit (comme dans l’article [Col02], excepté pour les notations) A˜+F = A˜
+ ⊗OFnr OF et
B˜+F = A˜
+
F
[
1
πF
]
= B˜+ ⊗Fnr F , aﬁn d’avoir des OF -algèbres. On peut prolonger θ à A˜
+
F et B˜
+
F .
Notons que les éléments de A˜+F s’écrivent de manière unique sous la forme
+∞∑
m=0
πmF [xm],
avec xm ∈ E˜+, et que l’on a
θ
(
+∞∑
m=0
πmF [(x
(n)
m )n]
)
=
+∞∑
m=0
πmF x
(0)
m .
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L’idéal ker θ ⊂ A˜+F est alors principal, et il est engendré par tout élément
∑+∞
m=0 π
m
F [xm] de
ker θ vériﬁant v
E˜
(x0) =
1
eF
. En particulier, si π˜F est un élément de E˜+ vériﬁant π˜F
(0)
= πF ,
alors [π˜F ]− πF engendre ker θ.
On a un automorphisme ϕF de A˜+F (et B˜
+
F ) déﬁni par
ϕF
(
+∞∑
m=0
πmF [(x
(n)
m )n]
)
=
+∞∑
m=0
πmF [(x
(n)
m )n]
q.
On déﬁnit aussi B+dR = lim←− B˜
+/(ker θ)n. D’après [Fo82a] ou [Col02] (proposition 7.12),
lim
←−
B˜+F /(ker θ)
n est isomorphe à B+dR (via le morphisme naturel de B
+
dR dans cet anneau). Le
morphisme θ se prolonge naturellement à B+dR, et B
+
dR est un anneau de valuation discrète, de
corps résiduel Cp et d’idéal maximal ker θ. (Notons qu’un élément de B+dR qui a une image non
nulle par θ est inversible dans B+dR).
On note BdR le corps des fractions de B+dR. Notons que si ω est un générateur quelconque de
ker θ dans B+dR, alors on a BdR = B
+
dR
[
1
ω
]
. Le corps BdR est doté de la ﬁltration donnée par :
Fili BdR = ω
iB+dR.
Soit ω un générateur de ker θ dans A˜+F (par exemple [π˜F ] − πF ). On note Amax,F le séparé
complété pour la topologie p-adique de la sous-A˜+F -algèbre de B˜
+
F engendrée par 1 et
ω
πF
. On
écrira Amax pour Amax,Qp . On pose B
+
max,F = Amax,F
[
1
πF
]
, et B+max = B
+
max,Qp
. D’après [Col02]
(proposition 7.13), B+max,F est isomorphe à F ⊗Fnr B
+
max. Tous ces anneaux sont indépendants
du choix du générateur ω.
Le morphisme ϕF se prolonge de manière naturelle en un endomorphisme injectif de B+max,F .
3.4 Anneaux de Fontaine et séries entières
Lemme 3.4.1. Il existe une section OF -linéaire continue du morphisme surjectif θ : A˜
+
F → OCp .
Preuve : Soit (ei)i∈I une famille d’éléments de OCp dont les classes modulo πF forment une base
de OCp/πFOCp sur kF (le corps résiduel de OF ). Choisissons aussi des e˜i ∈ E˜ tels que e˜i
(0) = ei.
Tout élément x de OCp s’écrit alors sous la forme
x =
∑
i∈I
xiei,
avec xi ∈ OF , tendant vers 0 selon le ﬁltre des complémentaires des parties ﬁnies de I. On pose
s(x) =
∑
i∈I
xi[e˜i] ∈ A˜
+
F .
L’application s est alors linéaire et continue (par construction), et l’on a θ(s(x)) = x. 
Lemme 3.4.2. Soit s une section OF -linéaire continue de θ : A˜
+
F → OCp , et soit ω ∈ A˜
+
F un
générateur de ker θ. Tout élément x ∈ Amax,F s’écrit de manière unique sous la forme
x =
+∞∑
n=0
s(an)
(
ω
πF
)n
,
avec an ∈ OCp vériﬁant limn→+∞ an = 0. De plus, si x ∈ A˜
+
F , alors on a vp(an) >
n
eF
pour tout
n ∈ N.
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Preuve : Posons x0 = x. Si xn ∈ Amax,F , n ∈ N a été déﬁni, on pose an = θ(xn) ∈ OCp .
Alors xn − s(an) ∈ Amax,F est dans le noyau de θ, donc dans ωπF Amax,F , et l’on déﬁnit alors
xn+1 =
πF
ω (xn − s(an)).
On obtient ainsi deux applications OF -linéaires continues de Amax,F dans (Amax,F )N et
(OCp)
N respectivement, qui à x font correspondre respectivement la suite (xn) et la suite (an).
On va maintenant montrer que la suite (xn) tend vers 0 pour la topologie p-adique. Comme
an = θ(xn), cela a pour conséquence que la suite (an) tend aussi vers 0, et comme, pour tout
N > 0 :
x =
N−1∑
n=0
s(an)
(
ω
πF
)n
+ xN
(
ω
πF
)N
,
on en déduit aussi, par passage à la limite, la relation
x =
+∞∑
n=0
s(an)
(
ω
πF
)n
.
Considérons d’abord le cas où x est dans A˜+F . Alors, pour tout n ∈ N, xn est dans π
n
F A˜
+
F
et an est dans πnFOCp , donc en particulier les suites (xn) et (an) tendent vers 0, et l’on a au
passage montré la dernière aﬃrmation du lemme.
Notons maintenant que les suites associées à ωπF x sont
ω
πF
x, x0, x1, x2, . . . et 0, a0, a1, a2, . . . .
Par linéarité, on en déduit que les deux suites associées à un élément de A˜+F
[
ω
πF
]
tendent vers
0 pour la topologie πF -adique.
Enﬁn, A˜+F
[
ω
πF
]
étant dense pour la topologie p-adique dans Amax,F (par déﬁnition de
Amax,F ), on en déduit par continuité que les suites (xn) et (an) associées à tout élément x
de Amax,F tendent vers 0.
Tout élément de Amax,F s’écrit donc sous la forme annoncée. Enﬁn, si l’on applique la
construction ci-dessus à
x =
+∞∑
n=0
s(bn)
(
ω
πF
)n
∈ Amax,F ,
avec bn ∈ OCp et (bn) tendant vers 0, on trouve
xn =
+∞∑
k=n
s(bk)
(
ω
πF
)k−n
et an = bn,
d’où l’unicité. 
Corollaire 3.4.3. Soit s une section OF -linéaire continue de θ : A˜
+
F → OCp . Tout élément
x ∈ Amax,F s’écrit de manière unique sous la forme
x =
+∞∑
n=0
s(bn)
(
[π˜F ]
πF
)n
,
avec bn ∈ OCp vériﬁant limn→+∞ bn = 0. De plus, si x est dans A˜
+
F , alors on a vp(bn) >
n
eF
pour tout n ∈ N.
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Preuve : On peut appliquer le lemme précédent avec ω = [π˜F ]−πF , ce qui permet d’écrire x sous
la forme
x =
+∞∑
n=0
s(an)
(
[π˜F ]
πF
− 1
)n
,
avec (an) une suite d’éléments de OCp qui tend vers 0. On a alors
x =
+∞∑
n=0
s(an)
(
n∑
k=0
(
n
k
)
(−1)n−k
(
[π˜F ]
πF
)k)
=
+∞∑
k=0
(
+∞∑
n=k
(
n
k
)
(−1)n−ks(an)
) (
[π˜F ]
πF
)k
,
donc x s’écrit sous la forme annoncée, avec
bk =
+∞∑
n=k
(
n
k
)
(−1)n−kan.
(Comme la suite (an) tend vers 0, ces sommes convergent, et la suite (bn) tend vers 0).
Montrons maintenant l’unicité. Par linéarité, il suﬃt de montrer que si
0 =
+∞∑
n=0
s(bn)
(
[π˜F ]
πF
)n
alors les bn sont tous nuls. Commençons par refaire à l’envers la transformation précédente. On
a
0 =
+∞∑
n=0
s(bn)
(
n∑
k=0
(
n
k
)(
[π˜F ]
πF
− 1
)k)
=
+∞∑
k=0
(
+∞∑
n=k
(
n
k
)
s(bn)
) (
[π˜F ]
πF
− 1
)k
,
donc, d’après le lemme précédent,
+∞∑
n=k
(
n
k
)
bn = 0 pour tout k ∈ N.
Supposons maintenant que les bn ne sont pas tous nuls. Comme la suite (bn) tend vers 0, il existe
un N ∈ N tel que
• vp(bN ) = infn∈N vp(bn) ;
• pour tout n > N , vp(bn) > vp(bN ).
Or on a
bN = −
+∞∑
n=N+1
(
n
N
)
bn,
donc vp(bN ) > vp(bN ), d’où la contradiction recherchée.
La dernière aﬃrmation découle directement de la propriété analogue dans le lemme précédent,
et de l’expression de bn obtenue ci-dessus. 
35
3.5 Sous-espaces propres sous l’action de ϕF
Lemme 3.5.1. Si vp(a) < 0, on a (B
+
max,F )
ϕF=a = {0}.
Preuve : Cela découle du fait que Amax,F est stable par ϕF . 
Lemme 3.5.2. On a AϕF=1max,F = (A˜
+
F )
ϕF=1 = OF .
Preuve : En eﬀet, considérons un x ∈ AϕF=1max,F . D’après le corollaire 3.4.3, on peut écrire x sous
la forme
x =
+∞∑
n=0
xn
(
[π˜F ]
πF
)n
,
avec xn ∈ A˜+F et limn→+∞ xn = 0. Pour tout m ∈ N, on a alors
x = ϕmF (x)
=
+∞∑
n=0
ϕmF (xn)
[π˜F ]
nqm
πnF
≡ ϕmF (x0) (mod π
qm−1
F Amax,F )
donc, par passage à la limite, x appartient à A˜+F . On est donc ramené à la seconde égalité.
Enﬁn, pour montrer celle-ci, il suﬃt de remarquer que (E˜+)ϕF=1 est (canoniquement) iso-
morphe à kF , et l’on a donc le lemme 3.5.2. 
Si vp(a) = 0, alors (B+max,F )
ϕF=a est contenu dans F nr. Plus précisément, on a le lemme
suivant.
Lemme 3.5.3. Si a ∈ O∗F , alors (B
+
max,F )
ϕF=a est un sous-F -espace vectoriel de dimension 1
de F nr.
Preuve : Les modules H1(Gal(kF /kF ), kF ) et H1(Gal(kF /kF ), kF
∗
) sont nuls (Hilbert 90), donc,
par dévissage, H1(Gal(kF /kF ),O∗Fnr) = 0, si bien qu’il existe un x
′ ∈ F nr tel que ϕF (x′) = ax′.
Alors x′−1x est un élément de (B+max,F )
ϕF=1 = F , d’où le lemme. 
3.6 Les périodes d’un groupe de Lubin-Tate
On va maintenant déﬁnir dans ces anneaux quelques éléments associés au groupe de Lubin-
Tate F considéré.
On avait déjà déﬁni dans la partie 3.2 un élément η ∈ E˜++ associé à F .
Comme l’application [πF ]F ◦ ϕ
−1
F est contractante sur chacune des classes de{
z ∈ A˜+F
/
θ(z) ∈ mCp
}
modulo πF A˜+F ,
pour tout x ∈ E˜+ la suite ((
[πF ]F ◦ ϕ
−1
F
)n
([x])
)
n
converge vers un élément de A˜+F noté {x}F qui est l’unique élément de A˜
+
F dont la réduction
modulo πF est x et qui vériﬁe ϕF ({x}F ) = [πF ]F ({x}F ). (C’est le lemme 8.3 de [Col02]).
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On pose en particulier ̟F = {η}F . Alors ̟Fϕ−1
F
(̟F )
est un générateur de ker θ dans A˜+F , et
̟F lui-même engendre
⋂
n>0 ϕ
−n
F (ker θ|A˜+
F
). (Cf. proposition 8.6 dans [Col02]).
Si σ ∈ GF , alors on a σ(η) = [χF (σ)]F (η) par construction de η, donc
σ(̟F ) = [χF (σ)]F (̟F ).
Posons tF = logF (̟F ) ∈ Amax,F . Il vériﬁe ϕF (tF ) = πF tF , et l’idéal de B
+
max,F engendré
par tF est
⋂
n>0 ϕ
−n
F (ker θ|B+
max,F
). (Cf. proposition 8.10 dans [Col02]).
Pour tout σ ∈ GF , on a σ(tF ) = χF (σ)tF .
Notons que pour tout ρ ∈ Hom(F,Qp), on peut déﬁnir de manière naturelle un morphisme
d’anneaux ρ : B+max,F → B
+
max,ρ(F ), dont la restriction à F est ρ et dont la restriction à B
+
max
est de la forme ϕiQp , avec 0 6 i < h (l’action de ρ sur Fnr donnant la bonne valeur de i).
Posons tF,ρ = ρ(tF ) ∈ B+max,ρ(F ). Pour tout σ ∈ GF , on a alors σ(tF,ρ) = ρ(χF (σ))tF,ρ. Ainsi,
les tF,ρ constituent les analogues dans B+max,ρ(F ) des périodes ξρ ∈ Cp déﬁnies précédemment.
Contrairement à ce qui se passait dans Cp, on a aussi une période pour ρ = 1 (à savoir, tF ).
On peut montrer (cf. [Col02]) que θ(ρ(tF )) n’est nul que pour ρ = 1, si bien que les périodes
ξρ coïncident avec les images par θ des périodes dans B+max,F . De plus,
∏
ρ∈Hom(F,Qp)
ρ(tF ) est
égal à la période t associée à Gm, à multiplication par un élément de (F nr)∗ près. En particulier,
tF divise t dans B+max,F .
Lemme 3.6.1. Pour tout a ∈ OF , on a la suite exacte
0 (B+max,F )
ϕF=atF (B
+
max,F )
ϕF=πF a θ Cp 0.
Preuve : Comme B+max,F est intègre et ϕF (tF ) = πF tF , l’existence et l’injectivité du morphisme
(B+max,F )
ϕF=atF → (B
+
max,F )
ϕF=πF a ne posent pas de problème.
On a θ(tF ) = 0. D’autre part, si x ∈ (B+max,F )
ϕF=πF a vériﬁe θ(x) = 0, alors pour tout n ∈ N
on a ϕnF (x) ∈ ker θ, donc x est multiple de tF .
Il reste donc à montrer la surjectivité de θ. Comme θ est un morphisme d’anneaux, il suﬃt
de montrer que θ
(
(B+max,F )
ϕF=a
)
n’est pas réduit à 0 et que θ
(
(B+max,F )
ϕF=πF
)
= Cp.
D’après le lemme 3.5.3, θ
(
(B+max,F )
ϕF=a
)
n’est pas réduit à 0 si vp(a) = 0. Si de plus on
arrive à montrer θ
(
(B+max,F )
ϕF=πF
)
= Cp, on en déduira que θ
(
(B+max,F )
ϕF=a
)
n’est pas réduit
à 0 pour tout a ∈ OF .
Il suﬃt donc de montrer θ
(
(B+max,F )
ϕF=πF
)
= Cp. Cela est fait dans l’article [Col02]. 
3.7 Généralités sur les vecteurs de Witt
Lemme 3.7.1. Il existe des polynômes
Sn ∈ kF [X0, Y0,X−1, Y−1, . . . ,X−n, Y−n]
tels que
• Sn(X0, Y0, . . . ,X
p
−
⌊
n
eF
⌋
−n , Y
p
−
⌊
n
eF
⌋
−n ) est homogène de degré 1 ;
• Sn est invariant par interversion des lettres X et Y ;
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• S0(X0, Y0, 0, 0, . . . ) = X0 + Y0 ;
• Sn+1(X0, Y0, . . . ,X−n, Y−n,X−n−1, 0) = Sn(X0, Y0, . . . ,X−n, Y−n) ;
• si
∑+∞
n=0 π
n
F [xn] et
∑+∞
n=0 π
n
F [yn] sont deux éléments de B˜
+
F (en particulier, on a alors
xn = yn = 0 pour n assez petit), alors leur somme est
+∞∑
n=0
πnF [Sn(xn, yn, xn−1, yn−1, . . . , x
1/p
n−eF , y
1/p
n−eF )].
Preuve : Pour F = Qp, eF = 1, πF = p, cela découle de la construction des anneaux de vecteurs
de Witt (cf. [Ser68], chapitre 2, paragraphe 6).
Dans le cas général, c’est l’existence de polynômes Sn vériﬁant la dernière propriété qui est
le point diﬃcile, les autres propriétés découlant assez aisément de leur construction et de la
propriété analogue dans le cas F = Qp.
Pour montrer l’existence, on va considérer le cas plus général d’une somme
+∞∑
n=0
∑
i∈In
ai,n[xin ],
avec In des ensembles ﬁnis, ai,n ∈ OF vériﬁant vp(ai,n) = neF , et montrer par récurrence que
cette somme s’écrit, pour tout N ∈ N, sous la forme
N−1∑
n=0
πnF [yn] +
+∞∑
n=N
∑
j∈JN,n
bN,j,n[zN,j,n],
avec JN,n des ensembles ﬁnis d’indices, bN,j,n de valuation neF , et avec yn et zN,j,n donnés par
des polynômes en xi,n, . . ., x
p
−
⌊
n
eF
⌋
i,0 , homogènes de degré 1 en xi,n, . . ., xi,0, et invariants par
échange permutation des indices i.
Pour N = 0, la propriété est immédiate. De plus, le passage de N à N + 1 peut se faire en
appliquant le cas N = 1 à
+∞∑
n=N
∑
j∈JN,n
bN,j,n
πNF
[zN,j,n].
En eﬀet, une expression homogène de degré 1 en bN,j,n, . . ., bN,j,N est homogène de degré 1 en
xi,n, . . ., xi,0, et un polynôme en bN,j,n, . . ., b
p
−
⌊
n−N
eF
⌋
N,j,N est un polynôme en xi,n, . . ., x
p
−
⌊
n
eF
⌋
i,0
(car
⌊
u
eF
⌋
+
⌊
v
eF
⌋
6
⌊
u+v
eF
⌋
).
On est donc ramené au cas N = 1. Écrivons maintenant
ai,0 =
+∞∑
k=0
πkF [ci,k] avec ci,k ∈ kF .
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Alors on a
+∞∑
n=0
∑
i∈In
ai,n[xi,n] =
∑
i∈I0
ai,0[xi,0] +
+∞∑
n=1
∑
i∈In
ai,n[xi,n]
=
∑
i∈I0
+∞∑
k=0
πkF [ci,kxi,0] +
+∞∑
n=1
∑
i∈In
ai,n[xi,n]
=
∑
i∈I0
[ci,0xi,0] +
+∞∑
k=1
∑
i∈I0
πkF [ci,kxi,0] +
+∞∑
n=1
∑
i∈In
ai,n[xi,n].
Enﬁn, d’après les formules d’addition dans les anneaux de Witt, on a
∑
i∈I0
[ci,0xi,0] =
+∞∑
n=0
pn[dn],
avec dn un polynôme en les x
p−n
i,0 , homogène de degré 1 en les xi,0. De plus, on a d0 =
∑
i∈I ci,0xi,0.
On trouve donc
+∞∑
n=0
∑
i∈In
ai,n[xi,n] = [d0] +
+∞∑
n=1
pn[dn] +
+∞∑
k=1
∑
i∈I0
πkF [ci,kxi,0] +
+∞∑
n=1
∑
i∈In
ai,n[xi,n],
ce qui permet de conclure la récurrence, et le lemme s’en déduit. 
En fait, les polynômes Sn peuvent être obtenus à partir d’une même série formelle en une
inﬁnité de variables. Plus précisément, on a le lemme suivant.
Lemme 3.7.2. Il existe une série (précisément une somme formelle dénombrable de monômes
de degré total ﬁni)
S ∈ kF [[X0, Y0,X−1, Y−1,X−2, Y−2, . . . ]]
telle que
• pour tout n > 0, S(X0, Y0, . . . ,X−n, Y−n, 0, 0, 0, 0, . . . ) est un polynôme en X0, Y0, . . .,
X−n, Y−n ;
• pour tout n > 0,
S(X0, Y0,X−1, Y−1, . . . ,X−eF+1, Y−eF+1,X
1/p
−eF , Y
1/p
−eF , . . . ,X
p
−
⌊
n
eF
⌋
−n , Y
p
−
⌊
n
eF
⌋
−n , 0, 0, . . . )
est homogène de degré 1 en X0, Y0, . . ., X−n, Y−n ;
• S est invariante par interversion des lettres X et Y ;
• S(X0, Y0, 0, 0, . . . ) = X0 + Y0 ;
• pour tout n > 0, S(X0, Y0, . . . ,X−n, 0, 0, 0, 0, 0, . . . ) ne dépend pas de X−n (autrement dit,
tout monôme faisant intervenir X−n fait aussi intervenir un Y−m pour m > n) ;
• si
∑
n∈Z π
n
F [xn] et
∑
n∈Z π
n
F [yn] sont deux éléments de B˜
+
F (en particulier, on a alors
xn = yn = 0 pour n assez petit), alors leur somme est∑
n∈Z
πnF [S(xn, yn, xn−1, yn−1, . . . , x
1/p
n−eF , y
1/p
n−eF , . . . )].
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Preuve : Le point essentiel est le dernier. Quitte à multiplier par une puissance de πF , on est
ramené au cas de deux éléments de A˜+F =W (E˜
+)⊗OFnr OF . On a alors xn = yn = 0 pour n < 0.
On sait alors, d’après le lemme précédent, que l’on a∑
n>0
πnF [xn]
+
∑
n>0
πnF [yn]
 =∑
n>0
πnF [Sn(xn, yn, . . . , x
p
−
⌊
n
eF
⌋
0 , y
p
−
⌊
n
eF
⌋
0 )].
Il s’agit donc de prouver que l’on a une série S vériﬁant
S(X0, Y0,X−1, Y−1, . . . ,X−n, Y−n, 0, 0, 0, . . . ) = Sn(X0, Y0, . . . ,X−n, Y−n),
ce qui découle du fait que l’on a, pour tout n > 0,
Sn+1(X0, Y0, . . . ,X−n, Y−n, 0, 0) = Sn(X0, Y0, . . . ,X−n, Y−n).
À partir de là, les autres points se déduisent des propriétés des Sn. 
3.8 La valuation p-adique de B+max,F
Le but de cette partie sera de déﬁnir une valuation p-adique sur B+max,F .
Commençons par déﬁnir ladite valuation sur les éléments de A˜+F . Si
x =
+∞∑
n=0
πnF [xn] avec xn ∈ E˜
+
est un élément de A˜+F , on pose
vmax,F (x) = min
n∈Z
(
n
eF
+ v
E˜
(xn)
)
.
On a alors les résultats suivants.
Lemme 3.8.1. Si x et y sont deux éléments de A˜+F , alors on a
À vmax,F (x) = +∞ si et seulement si x = 0 ;
Á vmax,F (x+ y) > min(vmax,F (x), vmax,F (y)) ;
Â vmax,F (xy) = vmax,F (x) + vmax,F (y) ;
Ã vmax,F ([π˜F ]) = vmax,F (πF ) = 1eF ;
Ä vmax,F (x) > neF , avec n ∈ N, si et seulement si x est dans l’idéal de A˜
+
F engendré par π
n
F ,
πn−1F [π˜F ], ..., [π˜F ]
n.
Preuve : Le premier et le quatrième points découlent directement de la déﬁnition.
Pour le deuxième point, posons
x =
+∞∑
n=0
πnF [xn] , y =
+∞∑
n=0
πnF [yn] , z = x+ y =
+∞∑
n=0
πnF [zn]
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avec xn, yn, zn ∈ E˜+. Alors, pour tout n ∈ N, zn est donné par une expression homogène de
degré 1 en x0, y0, x1, y1, . . ., xn, yn (d’après le lemme 3.7.1), donc on a
v
E˜
(zn) > min
(
v
E˜
(x0), vE˜(y0), . . . , vE˜(xn), vE˜(yn)
)
> min
(
vmax,F (x)−
0
eF
, vmax,F (y)−
0
eF
, . . . , vmax,F (x)−
n
eF
, vmax,F (y)−
n
eF
)
> min (vmax,F (x), vmax,F (y))−
n
eF
,
donc vmax,F (z) > min(vmax,F (x), vmax,F (y)).
Notons qu’on peut en déduire qu’il y a égalité si vmax,F (x) et vmax,F (y) ne sont pas égaux.
Passons au troisième point. Posons
w = xy =
+∞∑
n=0
πnF [wn]
Soient n0, n1 ∈ N tels que
n
eF
+ v
E˜
(xn) > vmax,F (x) si n < n0
n0
eF
+ v
E˜
(xn0) = vmax,F (x)
n
eF
+ v
E˜
(xn) > vmax,F (x) si n > n0
n
eF
+ v
E˜
(yn) > vmax,F (y) si n < n1
n1
eF
+ v
E˜
(yn1) = vmax,F (y)
n
eF
+ v
E˜
(yn) > vmax,F (y) si n > n1.
On a alors
vmax,F
(
πiF [xi] · π
j
F [yj ]
)
> vmax,F (x) + vmax,F (y),
donc, par le deuxième point,
vmax,F (w) > vmax,F (x) + vmax,F (y).
Or on a
w = xy
=
(
n0−1∑
i=0
πiF [xi] + π
n0
F [xn0 ] + . . .
)n1−1∑
j=0
πjF [yj ] + π
n1
F [yn1 ] + . . .

≡
(
n0−1∑
i=0
πiF [xi]
)n1−1∑
j=0
πjF [yj ]

+ πn0F [xn0 ]
n1−1∑
j=0
πjF [yj ]
 + (n0−1∑
i=0
πiF [xi]
)
πn1F [yn1 ]
+ πn0+n1F [xn0yn1 ] (mod π
n0+n1+1
F ),
41
or
vmax,F
(
n0−1∑
i=0
πiF [xi]
)
> vmax,F (x)
vmax,F
n1−1∑
j=0
πjF [yj ]
 > vmax,F (y)
vmax,F
(
πn0+n1F [xn0yn1 ]
)
= vmax,F (x) + vmax,F (y),
donc, à l’aide du deuxième point, on en déduit vmax,F (w) = vmax,F (x) + vmax,F (y).
Pour le sixième point, l’implication
x ∈
(
πnF , π
n−1
F [π˜F ], . . . , [π˜F ]
n
)
=⇒ vmax,F (x) >
n
eF
découle des points quatre et cinq. Pour montrer l’implication réciproque, écrivons
x =
+∞∑
n=0
πnF [xn].
Si vmax,F (x) > neF , alors on a vE˜(x0) >
n
eF
, v
E˜
(x1) >
n−1
eF
, ..., v
E˜
(xn−1) >
1
eF
, donc x est bien
dans l’idéal (πnF , π
n−1
F [π˜F ], . . . , [π˜F ]
n).
Ceci conclut la preuve du lemme 3.8.1. 
Étendons maintenant vmax,F à A˜+F
[
[π˜F ]
πF
]
.
Soit x ∈ A˜+F
[
[π˜F ]
πF
]
. Il existe alors un n ∈ N tel que πnFx soit un élément de A˜
+
F . On pose
alors
vmax,F (x) = vmax,F (π
n
Fx)−
n
eF
.
D’après le lemme 3.8.1, cette déﬁnition ne dépend pas du choix de n et est cohérente sur les
éléments de A˜+F . Étendons les résultats précédents.
Lemme 3.8.2. Si x et y sont deux éléments de A˜+F
[
[π˜F ]
πF
]
, alors on a
À vmax,F (x) = +∞ si et seulement si x = 0 ;
Á vmax,F (x+ y) > min(vmax,F (x), vmax,F (y)) ;
Â vmax,F (xy) = vmax,F (x) + vmax,F (y) ;
Ã vmax,F ([π˜F ]) = vmax,F (πF ) = 1eF ;
Ä vmax,F (x) > neF , n ∈ N si et seulement si x est dans π
n
F A˜
+
F
[
[π˜F ]
πF
]
.
Preuve : C’est une application immédiate du lemme 3.8.1 et de la déﬁnition étendue de vmax,F . 
On peut maintenant déﬁnir vmax,F sur Amax,F tout entier.
Lemme 3.8.3. La fonction vmax,F se prolonge par continuité à Amax,F , et vériﬁe les propriétés
suivantes. Si x et y sont deux éléments de Amax, alors on a
À vmax,F (x) = +∞ si et seulement si x = 0 ;
Á vmax,F (x+ y) > min(vmax,F (x), vmax,F (y)) ;
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Â vmax,F (xy) = vmax,F (x) + vmax,F (y) ;
Ã vmax,F ([π˜F ]x) = vmax,F (πFx) = vmax,F (x) + 1eF ;
Ä vmax,F (x) > neF , n ∈ N si et seulement si x est dans π
n
FAmax.
Preuve : D’après le lemme 3.8.2 (cinquième point), si une suite d’éléments de A˜+F
[
[π˜F ]
πF
]
tend
πF -adiquement vers 0, son image par vmax,F tend vers +∞. D’après le deuxième point du même
lemme, on en déduit que si une suite d’éléments de A˜+F
[
[π˜F ]
πF
]
(qui est dense dans Amax,F , par
exemple d’après le corollaire 3.4.3) converge dans Amax pour la topologie πF -adique, alors son
image par vmax,F soit est stationnaire soit tend vers +∞ (auquel cas la suite tend vers 0). On
trouve donc que vmax,F se prolonge par continuité à Amax,F , et vériﬁe le premier point. Les
autres résultats se déduisent alors par continuité. 
Enﬁn, on peut prolonger vmax,F en une valuation sur B+max,F en posant
vmax,F
(
π−nF x
)
= vmax,F (x)−
n
eF
pour x ∈ Amax,F et n ∈ N.
Corollaire 3.8.4. Soit x ∈ B+max,F . Alors x est dans Amax,F si et seulement si vmax,F (x) > 0.
La topologie déﬁnie sur B+max,F par la valuation vmax,F est la topologie πF -adique (i.e. la topologie
naturelle de B+max,F ).
Preuve : C’est une conséquence immédiate du cinquième point du lemme précédent. 
On a donc obtenu une valuation p-adique vmax,F sur l’anneau B+max,F . Notons que l’on a
vmax,F (tF ) = vmax,F (̟F ) =
q
eF (q−1)
.
Pour ﬁnir donnons un lemme qui servira à calculer la valuation des éléments d’ordre 1 de
B+max,F , dans la partie suivante.
Lemme 3.8.5. Soit (xn)n∈Z une suite d’éléments de E˜
+, qui vériﬁe
lim
n→−∞
n
eF
+ v
E˜
(xn) = +∞.
Alors la somme
∑
n∈Z π
n
F [xn] converge dans B
+
max,F , et l’on a
vmax,F
(∑
n∈Z
πnF [xn]
)
= inf
n∈Z
(
n
eF
+ v
E˜
(xn)
)
.
Preuve : En eﬀet, on a
lim
n→−∞
vmax,F (π
n
F [xn]) = +∞
par hypothèse, et
lim
n→+∞
vmax,F (π
n
F [xn]) = +∞
car v
E˜
(xn) > 0, ce qui montre la convergence de la somme.
De plus, par construction de vmax,F , on a
vmax,F
(
N∑
n=−N
πnF [xn]
)
= inf
−N6n6N
n
eF
+ v
E˜
(xn),
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et donc
vmax,F
(∑
n∈Z
πnF [xn]
)
= inf
n∈Z
(
n
eF
+ v
E˜
(xn)
)
.

3.9 Éléments d’ordre 1
Les éléments de B˜+F s’écrivent de manière unique sous la forme∑
n∈Z
πnF [xn] avec xn ∈ E˜
+, nul pour n assez petit.
Si l’on considère maintenant une suite (xn) d’éléments de E˜+ telle que
lim
n→−∞
v
E˜
(xn) +
n
eF
= +∞,
alors la série ∑
n∈Z
πnF [xn]
converge dans B+max,F d’après le lemme 3.8.5. De plus, les éléments ainsi obtenus sont denses pour
la topologie p-adique dans B+max,F (car on obtient en particulier tous les éléments de A˜
+
F
[
[π˜F ]
πF
]
,
qui est dense dans Amax,F ). Ceci conduit naturellement à se demander si tous éléments de B+max,F
peuvent s’écrire ainsi (question dont je ne connais pas la réponse). Cependant, si une telle écriture
existe, elle se comporte de manière beaucoup plus désagréable qu’on ne le voudrait. Par exemple,
si p > 2 et F = Qp , on peut regarder la suite des
yN =
(∑
n∈N
[p˜]2n
pn
)
+
[p˜]2N
pN
∈ B+max.
Notons que [p˜]
2N
pN
tend vers 0 quand N tend vers l’inﬁni, et que l’on peut écrire
yN =
∑
n∈Z
πnF [x
(N)
n ]
avec x(N)n ∈ E˜. On constate alors après calcul que les suites (x
(N)
n )N∈N, à n ﬁxé, ne convergent
pas dans E˜+, ce qui est un peu désagréable.
À défaut d’obtenir une telle description des éléments de B+max,F , on va considérer un ensemble
plus petit. (C’est en fait sur des sous-espaces propres de ϕF dans B+max,F que l’on se servira des
résultats de cette partie). Un premier candidat naturel serait
B˜+rig,F =
⋂
n∈N
ϕnF
(
B+max,F
)
.
Cependant, cela ne donne pas encore des conditions assez fortes pour la méthode employée ici.
On dira qu’un élément x de B˜+rig,F est d’ordre r ∈ R s’il existe un A ∈ R tel que, pour tout
n ∈ N, il soit de la forme
x = ϕnF (xn), avec xn ∈ B
+
max,F , vmax,F (xn) > A−
nh
r
.
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On va montrer que tout élément d’ordre 1 de B˜+rig,F s’écrit sous la forme∑
n∈Z
πnF [xn]
avec lim infn→−∞ pn/eF vE˜(xn) > 0.
Pour tout α > 0, posons
Xα =
{∑
n∈Z
πnF [xn]
/
∀n ∈ Z max
(
v
E˜
(xn),
1
log p
)
> αp−n/eF
}
⊂ B+max,F
et
X =
⋃
α>0
Xα =
{∑
n∈Z
πnF [xn]
/
lim inf
n→−∞
pn/eF v
E˜
(xn) > 0
}
⊂ B+max,F .
Notons que la condition
max
(
v
E˜
(xn),
1
log p
)
> αp−n/eF (∀n ∈ Z)
équivaut à
v
E˜
(xn) > αp
−n/eF pour tout n 6
eF
log p
log(α log p).
L’objectif de cette partie est de montrer que X coïncide avec l’ensemble des éléments d’ordre
1 de B˜+rig,F . Pour cela, on va d’abord montrer que l’ensemble X est stable par addition, puis
donner quelques résultats de nature topologique sur X. Ceux-ci servent ensuite pour montrer que
X est l’ensemble des éléments d’ordre 1 de B˜+rig,F . Une fois ce résultat connu, le reste de cette
partie sera consacré à montrer que X est en fait homéomorphe à une partie de (E˜+)Z muni de
la bonne topologie, puis à appliquer ces résultats aux sous-espaces propres de ϕF dans B+max,F .
3.9.1 Stabilité par addition
Montrons que Xα est stable par addition. Pour cela, commençons par le petit lemme suivant.
Lemme 3.9.1. Soient c0, . . . , cn−1 des entiers naturels, avec c0 > 0, et supposons de plus
c0 + pc1 + . . . p
n−1cn−1 = kp
n,
avec k ∈ N∗, alors on a
c0 + c1 + · · ·+ cn−1 > n(p− 1) + p(k − 1) + 1.
Preuve : On procède par récurrence sur n. Pour n = 1, on considère un entier naturel c0 > 0,
vériﬁant c0 = kp, et on a alors bien
c0 > (p− 1) + p(k − 1) + 1 = kp.
Supposons maintenant le résultat vrai pour un n donné, et considérons un des entiers naturels
c0, . . . , cn, avec c0 > 0, vériﬁant
c0 + pc1 + . . . p
ncn = kp
n+1.
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Comme c0 > 0, on a nécessairement cn < kp, donc
c0 + pc1 + . . . p
n−1cn−1 = (kp− cn)p
n
avec kp− cn ∈ N∗. Par hypothèse de récurrence, on en déduit
c0 + c1 + · · ·+ cn−1 > n(p− 1) + p(kp− cn − 1) + 1,
donc
c0 + c1 + · · ·+ cn > n(p− 1) + p(kp− 1) + 1− cn(p− 1).
Comme cn 6 kp− 1, on trouve
c0 + c1 + · · ·+ cn > p(p− 1) + (kp− 1) + 1 = (n+ 1)(p− 1) + p(k − 1) + 1,
d’où le lemme. 
Lemme 3.9.2. Soit α > 0, et soient
x =
∑
n∈Z
πnF [xn] et y =
∑
n∈Z
πnF [yn]
deux éléments de Xα, avec max
(
v
E˜
(xn),
1
log p
)
> αp−n/eF et max
(
v
E˜
(yn),
1
log p
)
> αp−n/eF .
Alors, pour tout n ∈ Z, la suite(
S(xn, yn, . . . , x
p
−
⌊
n−m
eF
⌋
m , y
p
−
⌊
n−m
eF
⌋
m , 0, 0, 0, 0, . . . )
)
m6n
converge. On notera
S(xn, yn, . . . , x
p
−
⌊
n−m
eF
⌋
m , . . . )
sa limite.
De plus, pour m 6 m0 = min
(
n− 1,
⌊
eF
log p log(α log p)
⌋)
, on a
v
E˜
(
S(xn, yn, . . . )− S(xn, yn, . . . , y
p
−
⌊
n−m+1
eF
⌋
m−1 , 0, 0, . . . )
)
>
α
pn/eF
(
1 + (p− 1)
⌊
m0 + 1−m
eF
⌋)
,
et si n 6 eFlog p log(α log p), on a
v
E˜
(S(xn, yn, . . . , 0, 0, . . . )) > αp
−n/eF et v
E˜
(S(xn, yn, . . . )) > αp
−n/eF .
Preuve : Fixons n ∈ Z, et considérons un monôme faisant intervenir xp
−
⌊
n−m
eF
⌋
m ou y
p
−
⌊
n−m
eF
⌋
m (avec
m < n), éventuellement xn, yn, . . ., x
p
−
⌊
n−m−1
eF
⌋
m+1 ou y
p
−
⌊
n−m−1
eF
⌋
m+1 , mais pas d’autres facteurs.
Autrement dit, on regarde un monôme de
S(xn, yn, . . . , x
p
−
⌊
n−m
eF
⌋
m , y
p
−
⌊
n−m
eF
⌋
m , 0, 0, . . . )
− S(xn, yn, . . . , x
p
−
⌊
n−m−1
eF
⌋
m+1 , y
p
−
⌊
n−m−1
eF
⌋
m+1 , 0, 0, . . . ).
46
Il est de la forme
cxa0n y
b0
n . . . x
an−mp
−
⌊
n−m−1
eF
⌋
m y
bn−mp
−
⌊
n−m−1
eF
⌋
m
avec a0, . . . , an−m, b0, . . . , bn−m > 0 et an−m > 0 ou bn−m > 0.
D’après le cinquième point du lemme 3.7.2, on a en fait an−m > 0 et bn−m > 0. D’autre part,
d’après le deuxième point, on a
a0 + b0 + · · ·+
an−m + bn−m
p
⌊
n−m
eF
⌋ = 1,
donc an−m + bn−m est multiple de p, et l’on a a0 = b0 = · · · = aeF−1 = beF−1 = 0 et
an−m + bn−m > p. On peut alors appliquer le lemme 3.9.1 aux entiers an−m, bn−m, . . ., an−m0 ,
bn−m0 pour m 6 m0 < n (en les regroupant selon la puissance de p en facteur). En eﬀet,
(an−m + bn−m) + · · ·+ (an−m0 + bn−m0)p
⌊
n−m
eF
⌋
est un multiple strictement positif de p
⌊
n−m
eF
⌋
−
⌊
n−m0−1
eF
⌋
donc
(an−m + bn−m) + · · ·+ (an−m0 + bn−m0)
>
(⌊
n−m
eF
⌋
−
⌊
n−m0 − 1
eF
⌋)
(p− 1) + 1 > 1 + (p− 1)
⌊
m0 + 1−m
eF
⌋
Prenons maintenant
m0 = min
(
n− 1,
⌊
eF
log p
log(α log p)
⌋)
comme dans l’énoncé. On a alors
v
E˜
(xm) > αp
−m/eF et v
E˜
(ym) > αp
−m/eF
pour tout m 6 m0. Comme
v
E˜
(
cxa0n y
b0
n . . . x
an−mp
−
⌊
n−m
eF
⌋
m y
bn−mp
−
⌊
n−m
eF
⌋
m
)
=
a0vE˜(xn) + b0vE˜(yn) + · · ·+ an−mp
−
⌊
n−m
eF
⌋
v
E˜
(xm) + bn−mp
−
⌊
n−m
eF
⌋
v
E˜
(ym),
on a alors
v
E˜
(
cxa0n y
b0
n . . . x
an−mp
−
⌊
n−m
eF
⌋
m y
bn−mp
−
⌊
n−m
eF
⌋
m
)
> an−m0p
−
⌊
n−m0
eF
⌋
v
E˜
(xm0) + bn−m0p
−
⌊
n−m0
eF
⌋
v
E˜
(ym0)
+ · · ·+ an−mp
−
⌊
n−m
eF
⌋
v
E˜
(xm) + bn−mp
−
⌊
n−m
eF
⌋
v
E˜
(ym)
>
α
pn/eF
((an−m0 + bn−m0) + · · ·+ (an−m + bn−m))
>
α
pn/eF
(
1 + (p− 1)
⌊
m0 + 1−m
eF
⌋)
.
Quand m tend vers −∞, cette valuation tend vers l’inﬁni, d’où la convergence.
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Enﬁn, le deuxième point du lemme 3.7.2 et la déﬁnition de Xα donnent la minoration
v
E˜
(S(xn, yn, . . . , 0, 0, . . . )) > αp
−n/eF
pour n 6 eFlog p log(α log p), ce qui conclut la preuve du lemme. 
Pour montrer la stabilité par addition de X, on va maintenant prouver le lemme suivant, qui
permet de passer de la convergence des « composantes » S(xn, yn, . . . , 0, 0, . . . ) à une convergence
dans B+max,F .
Lemme 3.9.3. Soit (x(m)) une suite d’éléments de Xα, avec
x(m) =
∑
n∈Z
πnF [a
(m)
n ],
et max
(
v
E˜
(a
(m)
n ),
1
log p
)
> αp−n/eF pour tout n ∈ Z et tout m. Supposons que pour tout n ∈ Z,
la suite (a
(m)
n )m converge dans E˜ vers an. Alors la suite (x
(m)) converge dans B+max,F vers
x =
∑
n∈Z
πnF [an] ∈ Xα.
Preuve : Soit A > 0. Comme les x(m) sont dans Xα, on a
lim
n→−∞
(
n
eF
+ v
E˜
(a(m)n )
)
= lim
n→+∞
(
n
eF
+ v
E˜
(a(m)n )
)
= +∞,
uniformément enm. En particulier, on peut trouver des entiersM < N tels que neF +vE˜(a
(m)
n ) > A
pour tout m et pour tout entier n en-dehors de l’intervalle [M,N ].
On a alors aussi neF + vE˜(an) > A pour n en-dehors de [M,N ].
D’autre part,
∑N
n=M π
n
F [a
(m)
n ] tend vers
∑N
n=M π
n
F [an], donc pour m assez grand on a
vmax,F
(
N∑
n=M
πnF [an] −
N∑
n=M
πnF [a
(m)
n ]
)
> A.
On en déduit alors, pour m assez grand,
vmax,F
(∑
n∈Z
πnF [an] −
∑
n∈Z
πnF [a
(m)
n ]
)
> A,
c’est-à-dire vmax,F (x− x(m)) > A. 
Corollaire 3.9.4. Soient
x =
∑
n∈Z
πnF [xn] et y =
∑
n∈Z
πnF [yn]
deux éléments de Xα, avec xn et yn comme précédemment. Alors x + y est un élément de Xα,
et on a
x+ y =
∑
n∈Z
πnF [S(xn, yn, . . . , x
p
−
⌊
n−m
eF
⌋
m , y
p
−
⌊
n−m
eF
⌋
m , . . . )].
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Preuve : Cela découle de l’application du lemme 3.9.3 à la situation décrite dans le lemme 3.9.2. 
On a alors immédiatement le corollaire suivant.
Corollaire 3.9.5. La diﬀérence de deux éléments de Xα est dans Xα, et X est stable par addition
et soustraction.
Preuve : En eﬀet, si x =
∑
n∈Z π
n
F [an] est dans Xα, alors −x =
∑
n∈Z π
n
F [−an] y est aussi.
Comme X est la réunion des Xα, sa stabilité s’en déduit immédiatement. 
3.9.2 La topologie naturelle de X
On munit X d’une distance ultramétrique (x, y) 7→ e−wX(x−y) en posant
wX(z) = sup
{
α > 0
/
z ∈ Xα
}
.
Nous allons relier cette distance à la déﬁnition des éléments d’ordre 1.
Notons tout d’abord que l’on a Xα ⊂ ϕF (Xα/q) ⊂ Xα/q, donc ϕF (X) = X. En particulier,
X est contenu dans B˜+rig,F .
Le lemme suivant montre (avec des constantes explicites) que X est inclus dans l’ensemble
des éléments d’ordre 1, et que si l’on muni X de sa topologie naturelle et l’ensemble des éléments
d’ordre 1 de la topologie p-adique, alors cette inclusion est un homéomorphisme sur son image.
Lemme 3.9.6. Si x ∈ X, alors on a
log log p
log p
6 inf
m∈N
(
mh+ vmax,F (ϕ
−m
F (x))
)
−
logwX(x)
log p
6
h
q − 1
+
log(q − 1)− log h
log p
.
Preuve : En eﬀet, on a, pour tout m ∈ N :
vmax,F (ϕ
−m
F (x)) = inf
n∈Z
(
n
eF
+
v
E˜
(xn)
qm
)
> inf
n∈Z
(
n
eF
+ q−m
{
p−n/eFwX(x) si p−n/eFwX(x) > 1log p
0 sinon
)
> min
(
inf
t6
log(vX (x) log p)
log p
(
t+ p−t−mhwX(x)
)
, inf
t>
log(vX (x) log p)
log p
t
)
.
La fonction t 7→ t + p−t−mhwX(x) atteint son minimum pour t =
log(wX(x) log p)
log p −mh, si bien
qu’on trouve
vmax,F (ϕ
−m
F (x)) > min
(
log(wX(x) log p)
log p
−mh+
1
log p
,
log(vX(x) log p)
log p
)
>
log(wX(x) log p)
log p
+min
(
1
log p
−mh, 0
)
,
donc
inf
m∈N
(
mh+ vmax,F (ϕ
−m
F (x))
)
> inf
m∈N
(
log(wX(x) log p)
log p
+min
(
1
log p
,mh
))
>
log(wX(x) log p)
log p
,
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d’où la minoration donnée par le lemme.
Montrons maintenant la majoration. Posons
A = inf
m∈N
(
mh+ vmax,F (ϕ
−m
F (x))
)
.
Pour tout n ∈ N, on a
∀m ∈ N
n
eF
+
v
E˜
(xn)
qm
> A−mh,
donc
v
E˜
(xn) > sup
m∈N
pmh
(
A−mh−
n
eF
)
.
La fonction t 7→ pt
(
A− neF − t
)
est strictement croissante de −∞ à A − neF −
1
log p , puis stric-
tement décroissante jusqu’à +∞. Pour minorer
sup
t∈hN
pt
(
A−
n
eF
− t
)
,
commençons par résoudre l’équation
pt−h
(
A−
n
eF
− t+ h
)
= pt
(
A−
n
eF
− t
)
.
On trouve t = A− neF −
h
q−1 . On a alors
v
E˜
(xn) >
{
h
q−1p
A− neF
− hq−1 si 0 6 A− neF −
h
q−1
A− neF sinon.
On a alors
wX(x) = inf
n∈Z
(
pn/eF max
(
1
log p
, v
E˜
(xn)
))
> min
(
inf
t6A− hq−1
max
(
pt
log p
,
h
q − 1
pA−
h
q−1
)
, inf
t>A− hq−1
ptmax
(
1
log p
,A− t
))
.
Remarquons que hq−1 6
1
log p . En eﬀet, la fonction u 7→
u
pu−1 est décroissante pour u > 0. On
trouve alors
wX(x) > min
(
h
q − 1
pA−
h
q−1 ,
1
log p
pA−
h
q−1
)
=
h
q − 1
pA−
h
q−1 ,
puis
A−
logwX(x)
log p
6
h
q − 1
+
log(q − 1)− log h
log p
,
d’où le lemme. 
Corollaire 3.9.7. L’ensemble des éléments d’ordre 1 de B˜+rig,F contient X. De plus, les inter-
sections
X ∩
⋂
m∈N
ϕmF
(
(B+max,F )
vmax,F>A−mh
)
,
pour A ∈ R, forment une base de voisinages de 0 dans X.
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Preuve : Ceci découle immédiatement du lemme 3.9.6. 
Jusqu’à présent, il n’a jamais été nécessaire de supposer que l’écriture des éléments de X sous
la forme
∑
n∈Z π
n
F [xn] est unique. Le lemme suivant permet d’une part de montrer cette unicité,
et d’autre part de traduire la topologie naturelle de X directement en termes des composantes
xn.
Lemme 3.9.8. Soient x et y deux éléments de X, avec
x =
∑
n∈Z
πnF [xn] et y =
∑
n∈Z
πnF [yn]
comme précédemment. On a :
wX(x− y) = inf
n∈Z
pn/eF max
(
v
E˜
(xn − yn),
1
log p
)
.
Preuve : Posons
x− y =
∑
n∈Z
πnF [zn],
avec zn = S(xn,−yn, . . . ), et montrons d’abord que l’on a xn = S(yn, zn, . . . ). Notons que même
si x = y + (x − y), ce résultat n’est pas complètement évident puisque l’unicité de l’écriture de
x n’a pas encore été démontrée.
Posons
z(m)n =
S(xn,−yn, . . . , x
p
−
⌊
n−m
eF
⌋
m , y
p
−
⌊
n−m
eF
⌋
m , 0, 0, . . . ) si n > m
0 si n < m,
de sorte que ∑
n>m
πnF [xn]−
∑
n>m
πnF [yn] =
∑
n>m
πnF [z
(m)
n ]
et limm→−∞ z
(m)
n = zn. Par addition dans B˜+F (où l’on sait que l’on a unicité des écritures sous
cette forme), on trouve
xn = S(yn, z
(m)
n , . . . , y
p
−
⌊
n−m
eF
⌋
m , (z
(m)
m )
p
−
⌊
n−m
eF
⌋
, 0, 0, . . . ).
D’après le lemme 3.9.2, on en déduit par passage à la limite m→ −∞ :
xn = S(yn, zn, . . . , y
p
−
⌊
n−k
eF
⌋
k , z
p
−
⌊
n−k
eF
⌋
k , . . . ),
comme voulu.
D’après le cinquième point du lemme 3.7.2, xn−yn est dans l’idéal engendré par les z
p
−
⌊
n−k
eF
⌋
k
avec k 6 n. Pour tout k 6 n 6 log(wX(x−y) log p)log p , on trouve :
v
E˜
(zp
−
⌊
n−k
eF
⌋
k ) > p
−
⌊
n−k
eF
⌋
p
− keF wX(x− y) > p
−n/eFwX(x− y).
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On a alors v
E˜
(xn − yn) > p
−n/eFwX(x− y) pour tout n 6
log(wX(x−y) log p)
log p , donc
inf
n∈Z
pn/eF max
(
v
E˜
(xn − yn),
1
log p
)
> wX(x− y).
Posons
α = inf
n∈Z
pn/eF max
(
v
E˜
(xn − yn),
1
log p
)
.
Comme S(xn,−yn, . . . ) s’annule si xk = yk pour tout k 6 n, on déduit du lemme 3.7.2 que
zn est dans l’idéal engendré par les (xk − yk)p
−
⌊
n−k
eF
⌋
, avec k 6 n. On trouve donc, pour tout
n 6 eFlog p log(wX(x− y) log p) :
v
E˜
(zn) > inf
k6n
p
−
⌊
n−k
eF
⌋
p−k/eFα > p−n/eFα,
donc
wX(x− y) > α,
d’où le lemme. 
Corollaire 3.9.9. Soit x un élément de X, il s’écrit de manière unique sous la forme
x =
∑
n∈Z
πnF [xn]
avec xn ∈ E˜
+, lim infn→−∞ p
n/eF v
E˜
(xn) > 0.
Preuve : C’est une conséquence immédiate du lemme 3.9.8 et du lemme 3.8.5. 
Corollaire 3.9.10. L’espace X, muni de sa métrique naturelle, est homéomorphe à{
(xn) ∈ (E˜
+)Z
/
lim inf
n→−∞
pn/eF v
E˜
(xn) > 0
}
muni de la norme
‖(xn)‖X = sup
n∈Z
min
(
e−1, p
−pn/eF v
E˜
(xn)
)
.
De plus cet homéomorphisme et sa réciproque sont uniformément continus.
Preuve : C’est une conséquence immédiate du lemme 3.9.8. 
Pour montrer que X est l’ensemble des éléments d’ordre 1, on va être amené à utiliser des
convergences pour la topologie induite par vmax,F , qui est plus faible que la topologie naturelle
de X.
Lemme 3.9.11. Soit (x(m)) une suite d’éléments de Xα qui converge dans B
+
max,F , avec
x(m) =
∑
n∈Z
πnF [x
(m)
n ]
et x
(m)
n comme précédemment. Alors, pour tout n ∈ Z, la suite (x
(m)
n )m converge dans E˜
+.
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Preuve : Posons y(m) = x(m+1) − x(m) =
∑
n∈Z π
n
F [y
(m)
n ], avec y
(m)
n comme précédemment.
Comme limm→+∞ y(m) = 0, d’après le lemme 3.8.5, on a limm→+∞ y
(m)
n = 0.
D’après le corollaire 3.9.4 et le corollaire 3.9.9, on a alors
x(m+1)n = S(x
(m)
n , y
(m)
n , . . . ),
or limm→+∞ y
(m)
n = 0, donc, d’après le lemme 3.9.2 et le cinquième point du lemme 3.7.2,
S(x
(m)
n , y
(m)
n , . . . )−x
(m)
n tend vers 0, autrement dit x
(m+1)
n −x
(m)
n tend vers 0 quand m tend vers
l’inﬁni, d’où le lemme. 
Corollaire 3.9.12. Les espaces Xα sont complets pour la valuation vmax,F .
Preuve : Cela résulte du lemme 3.9.11 et du lemme 3.9.3. 
3.9.3 X est l’ensemble des éléments d’ordre 1
En utilisant la stabilité par addition (corollaire 3.9.4) et le fait que les Xα sont complets
pour vmax,F (corollaire 3.9.12), on va maintenant montrer que X est dense dans l’ensemble des
éléments d’ordre 1 de B˜+rig,F pour la topologie donnée par vmax,F , et donc (puisqu’on a montré
que X est complet pour cette métrique) que ces deux ensembles sont égaux.
Fixons une section F -linéaire continue s de θ : B˜+F → Cp, telle que s(OCp) ⊂ A˜
+
F . (Il en
existe d’après le lemme 3.4.1). D’après le corollaire 3.4.3, tout élément x de Amax,F s’écrit de
manière unique sous la forme
x =
+∞∑
n=0
s(an)
(
[π˜F ]
πF
)n
avec (an) une suite d’éléments de OCp qui tend vers 0. Étendons d’abord ceci en une description
de ϕmF
(
(B+max,F )
vmax,F>A
)
, pour A ∈ R.
Lemme 3.9.13. Soient A ∈ 1eF Z et m ∈ N, et soit x un élément de
ϕmF
(
(B+max,F )
vmax,F>A
)
⊂ (B+max,F )
vmax,F>A
Alors x s’écrit de manière unique sous la forme
x =
+∞∑
n=0
s(an)
(
[π˜F ]
πF
)n
avec (an) une suite d’éléments de Cp vériﬁant :
• vp(an) > A pour tout n ∈ N ;
• limn→+∞ vp(an) = +∞ ;
• vp(an) > A+
n
eF
− nqmeF pour tout n ∈ N.
Preuve : D’après le corollaire 3.4.3 (appliqué à πAeFF x), x ∈ B
+
max,F va s’écrire de manière unique
sous la forme
x =
+∞∑
n=0
s(an)
(
[π˜F ]
πF
)n
53
avec (an) une suite d’éléments de Cp tendant vers 0. Il s’agit de montrer que cette suite (an)
vériﬁe les propriétés annoncées, les deux premières découlant directement du corollaire 3.4.3.
On a supposé de plus que x est dans ϕmF
(
(B+max,F )
vmax,F>A
)
. Il existe donc un y ∈ B+max,F ,
avec vmax,F (y) > A, tel que x = ϕmF (y). Ce qui précède s’applique tout aussi bien à y, et on peut
donc écrire (de manière unique)
y =
+∞∑
n=0
s(cn)
(
[π˜F ]
πF
)n
avec (cn) une suite d’éléments de Cp vériﬁant :
• vp(cn) > A pour tout n ∈ N ;
• limn→+∞ vp(cn) = +∞.
On a alors
x =
+∞∑
n=0
s(an)
(
[π˜F ]
πF
)n
=
+∞∑
n=0
ϕmF (s(cn))
(
[π˜F ]
qm
πF
)n
.
On va maintenant chercher à relier ces deux formes.
Pour tout n ∈ N, ϕmF (s(cn)) est un élément de B˜
+
F vériﬁant vmax,F (ϕ
m
F (s(cn))) > A. D’après
le corollaire 3.4.3, on va pouvoir l’écrire de manière unique sous la forme
ϕmF (s(cn)) =
+∞∑
k=0
s(dn,k)[π˜F ]
k,
avec dn,k ∈ Cp, vp(dn,k) > A, limk→+∞ dn,k = 0. On a alors
x =
+∞∑
n=0
ϕmF (s(cn))
(
[π˜F ]
qm
πF
)n
=
+∞∑
n=0
+∞∑
k=0
s(dn,k)
πnF
[π˜F ]
k+nqm
=
+∞∑
j=0
 ∑
k,n∈N
k+nqm=j
s(dn,k)
πnF
 [π˜F ]j ,
donc, pour tout j ∈ N :
aj
πjF
=
∑
k,n∈N
k+nqm=j
dn,k
πnF
,
donc
vp(aj) > A+
j
eF
−
j
qmeF
.

Corollaire 3.9.14. Avec les notations du lemme précédent, on a, pour tout n ∈ N :
s(an)
(
[π˜F ]
πF
)n
∈ X ∩ ϕmF
(
(B+max,F )
vmax,F>A−
1
eF
)
.
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Preuve : En eﬀet, on a vp(an) > A et s(OCp) ⊂ A˜
+
F , donc
s(an)
πn
F
est dans πAeF−nF A˜
+
F , donc
s(an)
(
[π˜F ]
πF
)n
∈ πAeF−nF A˜
+
F ⊂ X.
De plus, l’inégalité vp(an) > A+ neF −
n
qmeF
montre de même que
s(an)
πnF
∈ π
AeF−⌈q
−mn⌉
F A˜
+
F ,
donc
vmax,F
(
ϕ−mF
(
s(an)
(
[π˜F ]
πF
)n))
>
AeF − ⌈q
−mn⌉
eF
+
n
qmeF
> A−
1
eF
,
d’où le corollaire. 
Lemme 3.9.15. Pour tout A ∈ R, on a⋂
m∈N
ϕmF
(
(B+max,F )
vmax,F>A−mh
)
⊂ X.
Preuve : Soit A ∈ R, et soit
x ∈
⋂
m∈N
ϕmF
(
(B+max,F )
vmax,F>A−mh
)
.
D’après le lemme 3.9.13, on peut écrire
x =
+∞∑
n=0
s(an)
(
[π˜F ]
πF
)n
avec (an) une suite d’éléments de Cp vériﬁant :
• vp(an) >
⌊AeF ⌋
eF
pour tout n ∈ N ;
• limn→+∞ vp(an) = +∞ ;
• vp(an) >
⌊AeF ⌋
eF
−mh+ neF −
n
qmeF
pour tout m ∈ N et tout n ∈ N.
En particulier, cette série converge dans B+max,F . Or, d’après le corollaire 3.9.14, ses termes sont
dans
X ∩ ϕmF
(
(B+max,F )
vmax,F>
⌊AeF ⌋−1
eF
)
.
D’après le lemme 3.9.6, ils sont donc dans Xα pour
α =
h
q − 1
p
⌊AeF ⌋−1
eF
− hq−1 .
D’après le corollaire 3.9.4, les sommes partielles de cette série sont aussi dans Xα. Enﬁn, d’après
le corollaire 3.9.12, la somme de cette série, c’est-à-dire x, est dans Xα, donc dans X. 
Corollaire 3.9.16. L’ensemble X est l’ensemble des éléments d’ordre 1 de B˜+rig,F .
Preuve : En eﬀet, on sait d’après le corollaire 3.9.7 que les éléments de X sont des éléments
d’ordre 1 de B˜+rig,F , et le lemme précédent donne l’inclusion réciproque. 
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3.9.4 Application aux sous-espaces propres de ϕF
Lemme 3.9.17. Pour tout λ ∈ OF vériﬁant vp(λ) 6 h, on a l’inclusion
(B+max,F )
ϕF=λ ⊂ X.
Preuve : En eﬀet, soit x ∈ (B+max,F )
ϕF=λ. On a x = ϕmF (λ
−mx), donc
x ∈
⋂
m>0
ϕmF
(
(B+max,F )
vmax,F>vmax,F (x)−mh
)
,
d’où le lemme. 
Les résultats connus sur X s’appliquent donc aux éléments de (B+max,F )
ϕF=λ pour vp(λ) 6 h.
Lemme 3.9.18. Soit λ ∈ OF vériﬁant vp(λ) 6 h, et soient
x =
∑
n∈Z
πnF [xn] et y =
∑
n∈Z
πnF [yn]
deux éléments de (B+max,F )
ϕF=λ. Alors la diﬀérence
vmax,F (x− y)− inf
n∈Z
(
n
eF
+
vp(λ)
h log p
log v
E˜
(xn − yn)
)
est bornée uniformément en x et y.
Preuve : On a
inf
m∈N
(
mh+ vmax,F (ϕ
−m
F (x− y))
)
= vmax,F (x− y),
donc, d’après le lemme 3.9.6,
log log p
log p
6 vmax,F (x− y)−
logwX(x− y)
log p
6
h
q − 1
+
log(q − 1)− log h
log p
.
D’autre part, d’après le lemme 3.9.8, on a
wX(x− y) = inf
n∈Z
pn/eF max
(
v
E˜
(xn − yn),
1
log p
)
.
Posons vn = vE˜(xn − yn) pour simpliﬁer les notations. On obtient alors
log log p
log p
6 vmax,F (x− y)− inf
n∈Z
(
n
eF
+max
(
log vn
log p
,−
log log p
log p
))
6
h
q − 1
+
log(q − 1)− log h
log p
.
Appliquons ceci à ϕmF (x) = λ
mx et ϕmF (y) = λ
my, pour m ∈ Z. On trouve
log log p
log p
6 vmax,F (x− y)− inf
n∈Z
(
n
eF
+max
(
log vn
log p
+m(h− vp(λ)),−
log log p
log p
−mvp(λ)
))
6
h
q − 1
+
log(q − 1)− log h
log p
.
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Or, on a
log vn
log p
vp(λ)
h
−
log log p
log p
(
1−
vp(λ)
h
)
6 inf
m∈Z
max
(
log vn
log p
+m(h− vp(λ)),−
log log p
log p
−mvp(λ)
)
6
log vn
log p
vp(λ)
h
−
log log p
log p
(
1−
vp(λ)
h
)
+ vp(λ)
(
1−
vp(λ)
h
)
,
donc
vp(λ)
h
log log p
log p
6 vmax,F (x− y)− inf
n∈Z
(
n
eF
+
vp(λ) log vn
h log p
)
6
h
q − 1
+
log(q − 1)− log h
log p
+
(
vp(λ)−
log log p
log p
)(
1−
vp(λ)
h
)
,
d’où le lemme. 
Pour ﬁnir, donnons une conséquence intéressante de ces calculs.
Corollaire 3.9.19. Pour tout a vériﬁant 1 6 a 6 heF , l’application
Φa :

(
E˜++
)a
−→
(
B+max,F
)ϕF=πaF
(ai)06i<a 7−→
∑
n∈Z
πnF
[
ap
−h⌊n/a⌋
n− a⌊n/a⌋
]
est un homéomorphisme, et Φa et Φ
−1
a sont uniformément continues.
Preuve : L’injectivité résulte du corollaire 3.9.9, la surjectivité résulte du lemme 3.9.17, et de la
déﬁnition de X, et la continuité uniforme de Φa et Φ−1a résulte du lemme 3.9.18. 
3.10 Cohomologie continue dans des anneaux de Fontaine
Cette partie est consacrée à énoncer et rappeler les démonstrations des résultats cohomo-
logiques intervenant dans la construction de l’application logarithme. Les énoncés et preuves
donnés ici sont des adaptations de ceux de [Col96] et [Col98].
Lemme 3.10.1. Soit A un anneau local valué complet muni d’une action de GF∞ vériﬁant les
deux conditions suivantes.
• Quelle que soit l’extension ﬁnie L de F∞, l’extension Frac(A
GL)/Frac(AGF∞ ) est une
extension séparable de degré [L : F∞].
• Si L est une extension ﬁnie de F∞, l’idéal maximal de A
GL n’est pas réduit à zéro, et si
L0 ⊂ L1 sont deux extensions ﬁnies de F∞, alors l’image de l’idéal maximal de A
GL1 par
l’application TrL1/L0 est égale à l’idéal maximal de A
GL0 .
Soit π un élément de AGF∞ vériﬁant vA(π) > 0. Si L0 est une extension ﬁnie de F∞, n un entier
supérieur ou égal à 2, et τ 7→ Uτ un 1-cocycle continu de GL0 dans 1 + π
nMd(A), alors il existe
M ∈ 1 + πn−1Md(A) tel que le cocycle τ 7→M
−1Uττ(M) soit à valeurs dans 1 + π
n+1Md(A).
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Preuve : On considère pour cela L1 une extension ﬁnie de L0 telle que Uτ se trouve dans
1 + πn+2Md(A) pour tout τ ∈ GL1 , puis un α ∈ Frac(A
GL1 ) tel que
TrL1/L0(α) = 1 et vA(α) > −vA(π).
Alors, si T est un système de représentants de GL0/GL1 , la matrice M =
∑
τ∈T τ(α)Uτ convient.

Corollaire 3.10.2. Soient A et π comme dans le lemme 3.10.1. Soient L une extension ﬁnie de
F∞ et τ 7→ Uτ un 1-cocycle continu de GL dans 1 + π
2Md(A), alors il existe M ∈ 1 + πMd(A)
tel que l’on ait Uτ =Mτ(M)
−1 quel que soit τ ∈ GL.
Preuve : Il suﬃt d’utiliser le lemme 3.10.1 pour construire une suite de matrices (Mn) telle que(
n∏
i=1
Mi
)−1
Uττ
(
n∏
i=1
Mi
)
∈ 1 + πn+2Md(A) (∀τ ∈ GL),
et de prendre M =
∏∞
i=1Mi. 
Proposition 3.10.3. Soit A comme dans le lemme 3.10.1. On a
• H1(F∞,GLd(Frac(A))) = {1}
• H1(F∞,Frac(A)) = 0.
Si de plus la restriction de vA à A
GF∞ n’est pas discrète, alors
• H1(F∞,mA) = 0
• H1(F∞, 1 +Md(mA)) = {1}.
Preuve : Pour le premier point, considérons un 1-cocycle continu τ 7→ Uτ sur GF∞ , à valeurs
dans GLd(Frac(A)). Il existe alors une extension L de F∞ telle que l’image de GL soit contenue
dans 1 + π2Md(A). Le corollaire 3.10.2 donne alors une matrice M telle que τ 7→ M−1Uττ(M)
soit trivial sur GL. D’autre part, comme l’extension Frac(AGL)/Frac(AGF∞ ) est séparable (par
hypothèse), le théorème 90 de Hilbert donne que H1(GF∞/GL,Frac(A
GL)) est trivial. On en
déduit que le cocycle τ 7→M−1Uττ(M) est trivial, et de même pour le cocycle d’origine.
Pour le deuxième point, soit τ 7→ cτ un cocycle continu de GF∞ dans Frac(A). Soit α un
élément non nul de AGF∞ tel que τ 7→ αcτ soit à valeurs dans π2A. On peut alors appliquer le
corollaire 3.10.2 au cocycle τ 7→ Uτ =
(
1 αcτ
0 1
)
. On en déduit que τ 7→ αcτ est trivial, d’où le
résultat.
Les deux points suivants se traitent de la même manière que les deux premier, après avoir
remarqué que, puisque GF∞ est compact, on peut choisir un π ∈ mAGF∞ tel que le cocycle
considéré soit à valeurs dans π2mA ou 1 + π2Md(mA) respectivement. 
Proposition 3.10.4. On a
• H1(GF∞ ,GLd(B
+
dR/Fil
i
B+dR)) = {1} pour tout i ∈ N
∗ ;
• H1(GF∞ ,GLd(B
+
dR)) = {1}.
Preuve : Comme OCp vériﬁe les conditions du lemme 3.10.1 (cf. la proposition 2.2.11), la propo-
sition 3.10.3 donne le premier point pour i = 1. On procède ensuite par récurrence, à l’aide de
la suite exacte
1→ 1 +Md(Fil
i
B+dR/Fil
i+1
B+dR)→ GLd(B
+
dR/Fil
i+1
B+dR)→ GLd(B
+
dR/Fil
i
B+dR)→ 1.
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Comme le GF∞ -module 1 +Md(Fil
i
B+dR/Fil
i+1
B+dR) est isomorphe à Md(Cp), la suite exacte
de cohomologie associée donne le résultat pour tout i. Le second point s’en déduit par passage à
la limite. 
Lemme 3.10.5. Soit V une F -représentation de GF . Alors :
• B+dR⊗F V est isomorphe à (B
+
dR)
dimF V comme GF∞-module, donc (B
+
dR⊗F V )
GF∞ est un
(B+dR)
GF∞ -module libre de rang dimF V ;
• (B+dR/Fil
i
B+dR) ⊗F V est isomorphe à (B
+
dR/Fil
i
B+dR)
dimF V comme GF∞-module, donc
((B+dR/Fil
i
B+dR)⊗F V )
GF∞ est un (B+dR/Fil
i
B+dR)
GF∞ -module libre de rang dimF V ;
• BdR⊗F V est isomorphe à (BdR)
dimF V comme GF∞-module, donc (BdR⊗F V )
GF∞ est un
B
GF∞
dR -espace vectoriel de dimension dimF V .
Preuve : En ﬁxant une base de V sur F , on peut voir la représentation comme un 1-cocycle continu
de GF∞ dans GLd(F ) ⊂ GLd(B
+
dR) (avec d = dimF V ). D’après la proposition 3.10.4, ce cocycle
est trivial dans H1(GF∞ ,GLd(B
+
dR)). Cela signiﬁe que le GF∞ -module B
+
dR ⊗F V est isomorphe
à (B+dR)
d, d’où le premier point. Les deux autres points se traitent de la même manière. 
Théorème 3.10.6. Si V est une F -représentation de GF∞ , alors on a
• H1(F∞, (B
+
dR/Fil
i
B+dR)⊗F V ) = 0 quel que soit i ∈ N
∗ ;
• H1(F∞,B
+
dR ⊗F V ) = 0 ;
• H1(F∞, (BdR/B
+
dR)⊗F V ) = 0 ;
• H1(F∞,BdR ⊗F V ) = 0.
Preuve : D’après le lemme 3.10.5, le premier point de ce théorème se ramène à démontrer que
H1(F∞,B
+
dR/Fil
i
B+dR) est trivial. On considère un cocycle τ 7→ cτ à valeurs dans B
+
dR/Fil
i
B+dR,
et on lui associe le cocycle
τ 7→ Uτ =
(
1 cτ
0 1.
)
D’après la proposition 3.10.4, H1(GF∞ ,GL2(B
+
dR/Fil
i
B+dR)) est trivial, et l’on en déduit que
τ 7→ cτ est trivial dans H1(F∞,B+dR/Fil
i
B+dR), d’où le premier point.
Les trois autres points s’en déduisent par passage à la limite. 
Lemme 3.10.7. L’anneau E˜+ vériﬁe les conditions du lemme 3.10.1. De plus, v
E˜
(E˜GF∞ ) n’est
pas discret.
Preuve : La première condition du lemme 3.10.1 découle de la théorie du corps des normes (cf.
lemme 3.2.2 et l’article [Win83]).
La seconde condition découle du fait que les extensions E˜GL1/E˜GL0 sont séparables, et de la
stabilité de l’image de la trace sous l’action du Frobenius et de son inverse.
Le fait que v
E˜
(E˜GF∞ ) ne soit pas discret découle de la stabilité de E˜GF∞ sous l’action du
Frobenius et de son inverse, et du fait que v
E˜
(E˜GF∞ ) n’est pas réduit à 0 (E˜GF∞ contient par
exemple l’élément η). 
Lemme 3.10.8. Soit T une kF -représentation de GF∞ . Alors
• le sous-E˜+-module de E˜+ ⊗kF T engendré par (E˜
++ ⊗kF T )
GF∞ est égal à E˜++ ⊗kF T ;
• on a H1(F∞, E˜
++ ⊗kF T ) = 0.
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Preuve : Comme l’anneau E˜+ vériﬁe les conditions du lemme 3.10.1, on peut lui appliquer la
proposition 3.10.3, et en déduire queH1(F∞,GLd(E˜)) est trivial, donc que E˜⊗kF T est isomorphe
à E˜d comme GF∞ -module. On peut donc trouver une base f1, . . . , fd de E˜⊗kF T sur E˜, qui est
ﬁxe par GF∞ , et l’on peut supposer que ses éléments sont dans E˜
++⊗kF T . Soient également une
base e1, . . . ed de T sur kF , et M ∈Md(E˜++) la matrice de f1, . . . , fd dans la base e1, . . . ed.
On a
lim
n→+∞
v
E˜
(ϕ−n(detM)) = 0,
donc tout élément de E˜++⊗kF T est dans le E˜
+-module engendré par ϕ−n(f1), . . . , ϕ−n(fd) pour
un n assez grand, d’où le premier point.
Soit τ 7→ cτ un cocycle représentant un élément de H1(F∞, E˜++ ⊗kF T ). Comme GF∞ est
compact, il existe un a > 0 tel que les coordonnées de cτ dans la base e1, . . . , ed soient dans
E˜
v
E˜
>a
. Comme limn→+∞ vE˜(ϕ
−n(detM)) = 0, on peut trouver un n tel que pour tout τ les
coordonnées de cτ dans la base ϕ−n(f1), . . . , ϕ−n(fd) appartiennent à E˜++, ce qui ramène le
second point à prouver que H1(F∞, E˜++) est trivial, ce qui découle du lemme 3.10.7 et de la
proposition 3.10.3. 
Lemme 3.10.9. Si T est une OF -représentation de GF∞ , alors
• on a H1(F∞,W (E˜
++)⊗OFnr T ) = 0 ;
• le sous-A˜+F -module de W (E˜
++) ⊗OFnr T engendré par (W (E˜
++) ⊗OFnr T )
GF∞ est égal à
W (E˜++)⊗OFnr T .
Preuve : En eﬀet, soit τ 7→ cτ un cocycle représentant un élément de H1(F∞,W (E˜++)⊗OFnr T ).
Posons c(0)τ = cτ , puis procédons par récurrence en supposant que l’on a déﬁni un cocycle
τ 7→ c
(n)
τ . Comme le lemme précédent implique que H1(F∞, E˜++ ⊗OFnr T ) est trivial, il existe
un c(n) ∈ W (E˜++) ⊗OFnr T tel que le cocycle τ 7→ c
(n)
τ − (1 − τ)(c(n)) soit à valeurs dans
pW (E˜++)⊗OFnr T . On pose pc
(n+1)
τ = c
(n)
τ − (1− τ)(c(n)). Par construction, on a alors
cτ = (1− τ)
(
+∞∑
n=0
pnc(n)
)
,
d’où le premier point.
On en déduit que la suite
0→ H0(F∞, pW (E˜
++)⊗OFnr T )→ H
0(F∞,W (E˜
++)⊗OFnr T )→ H
0(F∞, E˜
++ ⊗OFnr T )→ 0
est exacte. CommeH0(F∞, E˜++⊗OFnr T ) engendre le E˜
+-module E˜++⊗OFnr T ), d’après le lemme
précédent, on trouve que tout élément deW (E˜++)⊗OFnr T est limite, pour la topologie p-adique,
d’éléments du sous-A˜+F -module engendré par H
0(F∞,W (E˜
++)⊗OFnr T ), d’où le résultat, puisque
A˜+F est complet pour la topologie p-adique. 
Corollaire 3.10.10. Soit V une F -représentation de GF . Alors (B˜
+
F ⊗F V )
GF∞ engendre le
B+dR-module B
+
dR ⊗F V .
Preuve : Soit T un réseau de V stable sous GF∞ . D’après le lemme précédent, le sous-A˜
+
F -module
deW (E˜++)⊗OFnr T engendré par (W (E˜
++)⊗OFnr T )
GF∞ est égal àW (E˜++)⊗OFnr T . Par consé-
quent, le sous-B˜+F -module de B˜
+
F ⊗F V engendré par (B˜
+
F ⊗F V )
GF∞ contient W (E˜++)⊗OFnr V .
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Or, l’image deW (E˜++) par θ est mCp , par construction, doncW (E˜
++) contient des éléments
qui ne sont pas dans ker θ, donc des éléments inversibles dans B+dR. Le sous-B˜
+
F -module de
B˜+F ⊗F V engendré par (B˜
+
F ⊗F V )
GF∞ contient donc en particulier 1⊗ V , d’où le corollaire. 
Corollaire 3.10.11. Soit V est une F -représentation de GF . Il existe une base du (B
+
dR)
GF∞ -
module libre (B+dR ⊗F V )
GF∞ formée d’éléments de (A˜+F ⊗OF V )
GF∞ .
Preuve : D’après la proposition 3.10.5, on sait que le B+dR-module B
+
dR ⊗F V admet une base
formée d’éléments ﬁxes par GF∞ . Comme (B˜
+
F ⊗F V )
GF∞ engendre le B+dR-module B
+
dR ⊗F V ,
on en déduit que l’on peut trouver une famille génératrice ﬁnie de B+dR ⊗F V formée d’éléments
de (B˜+F ⊗F V )
GF∞ . En en extrayant une famille génératrice minimale, on trouve une base du
B+dR-module B
+
dR ⊗F V , et le corollaire s’en déduit. 
Lemme 3.10.12. Il existe un unique uF ∈ E˜
++ tel que
tF =
∑
n∈Z
πnF [u
q−n
F ].
De plus, uF est ﬁxe sous l’action de GF∞ , et l’on a
v
E˜
(uF ) =
q
eF (q − 1)
.
Preuve : Comme tF ∈ (B+max,F )
ϕF=πF , l’existence et l’unicité de uF découlent du corollaire 3.9.19.
Comme tF est ﬁxe sous l’action de GF∞ , uF l’est aussi.
Enﬁn, on a vmax,F (tF ) =
q
eF (q−1)
, donc
inf
n∈Z
n
eF
+ q−nv
E˜
(uF ) =
q
eF (q − 1)
d’après le lemme 3.8.5, donc
v
E˜
(uF ) = sup
n∈Z
qn
(
q
eF (q − 1)
−
n
eF
)
=
q
eF (q − 1)
.

Lemme 3.10.13. Soit x ∈ A˜+F . Alors
• pour tout k ∈ N, la somme
∑
m∈Z
ϕmF
([
u
k
q2−1
q2
F
]
x
)
πkm
F
converge dans B+max,F ;
•
∑
m∈Z
ϕmF
([
u
k
q2−1
q2
F
]
x
)
πkm
F
est dans (B+max,F )
ϕF=π
k
F ;
• on a
lim
k→+∞
1
θ
([
u
k q
2−1
q2
F
])θ

∑
m∈Z
ϕmF
([
u
k q
2−1
q2
F
]
x
)
πkmF
 = θ(x).
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Preuve : En eﬀet, si m ∈ Z et k ∈ N∗, on a (dans B+max,F ) :
vmax,F

ϕmF
([
u
k q
2−1
q2
F
]
x
)
πkmF
 > qmk q − 1qeF − kmeF ,
or limm→±∞ qmk
q−1
qeF
− kmeF = +∞, donc la somme
∑
m∈Z
ϕmF
([
u
k q
2−1
q2
F
]
x
)
πkmF
converge dans B+max,F .
On a
ϕF

∑
m∈Z
ϕmF
([
u
k q
2−1
q2
F
]
x
)
πkmF
 =
∑
m∈Z
ϕm+1F
([
u
k q
2−1
q2
F
]
x
)
πkmF
=
∑
m∈Z
ϕmF
([
u
k q
2−1
q2
F
]
x
)
π
k(m−1)
F
= πkF
∑
m∈Z
ϕmF
([
u
k q
2−1
q2
F
]
x
)
πkmF
,
d’où le deuxième point.
Enﬁn, infm∈N∗
(
qm q−1qeF −
m
eF
)
> q−1qeF , donc
lim
k→+∞
1
θ
([
u
k q
2−1
q2
F
])θ

∑
m∈Z\{0}
ϕmF
([
u
k q
2−1
q2
F
]
x
)
πkmF
 = 0,
d’où le troisième point. 
Proposition 3.10.14. Soit V est une F -représentation de GF . Il existe une base du B
GF∞
dR -espace
vectoriel (BdR ⊗F V )
GF∞ formée d’éléments de DIw(V ) =
(
(B+max,F [t
−1
F ])
ϕF=1 ⊗F V
)GF∞
.
Preuve : D’après la proposition 3.10.5, (BdR⊗F V )GF∞ est un B
GF∞
dR -espace vectoriel de dimension
dimF V . Fixons une base (e1, . . . , ed) de V sur F , et, à l’aide du corollaire 3.10.11, une base
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(v1, . . . , vd) de (B+dR ⊗F V )
GF∞ sur (B+dR)
GF∞ formée d’éléments de (A˜+F ⊗OF V )
GF∞ . Comme
(B+dR ⊗F V )
GF∞ engendre le B+dR-module B
+
dR ⊗F V (cf. la proposition 3.10.5), l’image par θ du
déterminant de (v1, . . . , vd) dans la base (e1, . . . , ed) est non nulle. Posons alors
vi,k =
∑
m∈Z
ϕmF
([
u
k q
2−1
q2
F
]
vi
)
πkmF
.
D’après le lemme précédent, l’image par 1
θ
([
u
k
q2−1
q2
F
])θ du déterminant de (v1,k, . . . , vd,k) dans la
base (e1, . . . , ed) tend vers l’image par θ du déterminant de (v1, . . . , vd) dans la base (e1, . . . , ed),
qui est non nulle. Donc, pour k assez grand, le déterminant de (v1,k, . . . , vd,k) dans la base
(e1, . . . , ed) sera inversible dans B+dR, et (
1
tk
F
v1,k, . . . ,
1
tk
F
vd,k) est alors une base de BdR ⊗F V
formée d’éléments de DIw(V ) (et donc, en particulier, ﬁxes sous GF∞), d’où la proposition. 
Lemme 3.10.15. Si V est une F -représentation de GF∞ , alors l’image de H
1(F∞, V ) dans
H1(F∞, t
−1
F ((B
+
max,F )
ϕF=πF ⊗F V )) est nulle.
Preuve : Soit τ 7→ cτ un cocycle représentant un élément deH1(F∞, V ). Comme GF∞ est compact,
on peut trouver un réseau T de V , stable sous GF∞ , tel que cτ soit à valeurs dans T . D’après le
premier point du lemme 3.10.9, il existe un c ∈ A˜+F ⊗OF V (et même dans W (E˜
++)⊗OFnr T ) tel
que l’on ait
[uF ]cτ = (1− τ)(c) (∀τ ∈ GF∞).
Posons maintenant
c′ =
1
πF tF
∑
m∈Z
ϕmF
(
[uq−1F ]c
)
πmF
.
Comme vmax,F ([u
q−1
F ]) > 0, cette série converge dans B
+
max,F ⊗F V , et elle déﬁnit un c
′ qui est
dans t−1F ((B
+
max,F )
ϕF=πF ⊗F V ). De plus, si τ ∈ GF∞ , on a
(1− τ)(c′) = (1− τ)
 1
πF tF
∑
m∈Z
ϕmF
(
[uq−1F ]c
)
πmF

=
1
πF tF
∑
m∈Z
(1− τ)ϕmF
(
[uq−1F ]c
)
πmF
=
1
πF tF
∑
m∈Z
ϕmF
(
[uq−1F ](1− τ)(c)
)
πmF
=
1
πF tF
∑
m∈Z
ϕmF ([u
q
F ]cτ )
πmF
=
(
1
tF
∑
m∈Z
[uq
m+1
F ]
πm+1F
)
cτ
= cτ ,
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d’où la nullité de τ 7→ cτ dans H1(F∞, t−1F ((B
+
max,F )
ϕF=πF ⊗F V )). 
Théorème 3.10.16. Si V est une F -représentation de GF∞ , alors on a :
• H1(F∞, t
−i
F ((B
+
max,F )
ϕF=π
i
F ⊗F V )) = 0 quel que soit i ∈ N
∗ ;
• H1(F∞, (B
+
max,F [t
−1
F ])
ϕF=1 ⊗F V ) = 0.
Preuve : Le second point se déduit immédiatement du premier par passage à la limite inductive.
Pour le premier point, on considère la suite exacte longue de cohomologie associée à la suite
exacte
0 −→ V −→ t−iF ((B
+
max,F )
ϕF=π
i
F ⊗F V ) −→ Fil
−i((BdR/B
+
dR)⊗F V ) −→ 0
D’après le lemme précédent, la ﬂèche
H1(F∞, V ) −→ H
1(F∞, t
−i
F ((B
+
max,F )
ϕF=π
i
F ⊗F V ))
est nulle (elle se factorise par H1(F∞, t−1F ((B
+
max,F )
ϕF=πF ⊗F V ))), donc la ﬂèche
H1(F∞, t
−i
F ((B
+
max,F )
ϕF=π
i
F ⊗F V )) −→ H
1(F∞,Fil
−i((BdR/B
+
dR)⊗F V ))
est injective. Or, d’après le premier point du théorème 3.10.6, H1(F∞,Fil
−i((BdR/B
+
dR)⊗F V ))
est trivial, donc
H1(F∞, t
−i
F ((B
+
max,F )
ϕF=π
i
F ⊗F V )) = 0.

4 Construction de l’application logarithme
4.1 Distributions
Commençons par rappeler quelques résultats sur les distributions p-adiques, adaptés de
[Col96] au cas considéré ici.
4.1.1 Distributions continues, distributions tempérées
Considérons X un ouvert compact de OF . On notera LP+(X) le F -espace vectoriel des fonc-
tions localement polynomiales sur X, et LA(X) l’ensemble des fonctions localement analytiques
sur X.
Si n ∈ N est tel que les boules a + πnFOF , avec a ∈ X, soient contenues dans X (ce qui est
le cas pour tout n assez grand, par compacité de X), on note LAn(X) l’ensemble des fonctions
qui sont développables en série entière sur chacune des boules a + πnFOF . Alors LA(X) est la
réunion des LAn(X). On peut munir LAn(X) d’une norme ‖·‖LAn de la manière suivante.
Soit f ∈ LAn(X). Par déﬁnition, pour tout a ∈ X, f se développe en série entière sur la
boule a+ πnFOF :
f(x) =
+∞∑
j=0
bj(a)(x− a)
j .
On pose alors
‖f‖LAn = sup
a∈X
sup
j∈N
∣∣∣bj(a)πnjF ∣∣∣ .
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Notons que supj∈N|bj(a)π
nj
F | ne dépend pas du choix de a dans une boule donnée (mais il peut
bien sûr dépendre de la boule considérée).
Pour une fonction f ∈ LA(X) donnée, la suite (‖f‖LAn)n est décroissante.
Si B est un espace de Banach sur F , on déﬁnit l’espace des distributions algébriques sur X à
valeurs dans B, D+alg(X,B), comme l’espace des homomorphismes F -linéaires de LP
+(X) dans
B, et l’espace des distributions continues sur X à valeurs dans B, Dcont(X,B), comme l’espace
des homomorphismes F -linéaires continus de LA(X) (muni de la topologie de la limite inductive)
dans B.
Pour tout n ∈ N, la norme ‖·‖LAn sur LAn(X) donne une norme sur Dcont(X,B) :
‖µ‖LAn = sup
f∈LAn(X)\{0}
∥∥∫
X
f µ
∥∥
B
‖f‖LAn
(∀µ ∈ Dcont(X,B)).
Pour une distribution continue donnée µ, la suite (‖µ‖LAn)n∈N est croissante.
Posons R− = {r− / r ∈ R }, et déﬁnissons une application ι : R∪R− → {±1} par ι(r) = +1
si r ∈ R et ι(r) = −1 si r ∈ R−. On peut munir R ∪R− d’une relation d’ordre total en posant
que r− est strictement inférieur à tous les réels supérieurs ou égaux à r, et strictement supérieur
à tous les réels strictement plus petits que r. Enﬁn, on dira qu’une suite est (+1)-bornée si elle
est bornée, et (−1)-bornée si elle tend vers 0.
Pour tout r ∈ R ∪R−, on déﬁnit l’espace des distributions tempérées d’ordre r, sur X et à
valeurs dans B, par
Dr(X,B) =
{
µ ∈ Dcont(X,B)
/
la suite
(
‖πnrF µ‖LAn
)
n
est ι(r)-bornée
}
.
On peut munir Dr(X,B) d’une norme ‖·‖r en posant
‖µ‖r = sup
n∈N
‖πnrF µ‖LAn .
Enﬁn, l’espace Dtemp(X,B) des distributions tempérées sur X à valeurs dans B est la réunion
des Dr(X,B) pour r ∈ R ∪R−.
Notons que si r < 0, alors Dr(X,B) est réduit à la distribution nulle.
4.1.2 Distributions tempérées et distributions algébriques
Proposition 4.1.1. Soient B un espace de Banach sur F , X un ouvert compact de OF , et
r ∈ R ∪R−. L’application naturelle Dr(X,B) → D
+
alg(X,B) induit un isomorphisme d’espaces
de Banach de Dr(X,B) sur{
µ ∈ D+alg(X,B)
/
(∀j ∈ N) la suite
(
sup
a∈X
∥∥∥∥πn(r−j)F ∫
a+πn
F
OF
(x− a)jµ(x)
∥∥∥∥)
n
est ι(r)-bornée
}
.
Preuve : On procède comme dans [Vis76], en approchant les fonctions localement analytiques par
des développements tronqués sur des boules de plus en plus petites (de manière analogue à des
sommes de Riemann).
Considérons une distribution algébrique µ ∈ D+alg(X,B) telle que, pour tout j ∈ N, la suite(
sup
a∈X
∥∥∥∥∥πn(r−j)F
∫
a+πn
F
OF
(x− a)jµ(x)
∥∥∥∥∥
)
n
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soit ι(r)-bornée. Il s’agit de montrer que µ se prolonge en un élément de Dr(X,B). Pour cela,
ﬁxons une fonction localement analytique f ∈ LAn0(X), et notons
f(x) =
+∞∑
j=0
bj(a)(x− a)
j
le développement de f sur la boule a+ πnFOF .
Soient m ∈ N, n > n0, et soit Λ un système de représentants de X modulo πnFOF . On déﬁnit
Sm,n,Λ(f, µ) =
∑
a∈Λ
∫
a+πn
F
OF
m∑
j=0
bj(a)(x− a)
j µ(x).
On va montrer que si m+ 1 > r, alors limn→+∞ Sm,n,Λn(f, µ) existe et ne dépend ni de n assez
grand ni de la suite de systèmes (Λn) choisie.
Montrons d’abord la convergence. Pour cela, on ﬁxe une suite de systèmes de représentants,
(Λn). Fixons n ∈ N. Pour tout a ∈ Λn+1, notons a l’unique élément de Λn qui soit congru à a
modulo πnFOF . On a alors, pour n > n0 :∥∥∥Sm,n+1,Λn+1(f, µ)− Sm,n,Λn(f, µ)∥∥∥
B
=
∥∥∥∥∥∥
∑
a∈Λn+1
∫
a+πn+1
F
OF
m∑
j=0
bj(a)(x− a)
j µ(x) −
∑
a∈Λn
∫
a+πn
F
OF
m∑
j=0
bj(a)(x− a)
j µ(x)
∥∥∥∥∥∥
B
=
∥∥∥∥∥∥
∑
a∈Λn+1
∫
a+πn+1
F
OF
 m∑
j=0
bj(a)(x− a)
j −
m∑
j=0
bj(a)(x− a)
j
 µ(x)
∥∥∥∥∥∥
B
6 sup
a∈Λn+1
∥∥∥∥∥∥
∫
a+πn+1
F
OF
 m∑
j=0
bj(a)(x− a)
j −
m∑
j=0
bj(a)(x− a)
j
 µ(x)
∥∥∥∥∥∥
B
,
or :
m∑
j=0
bj(a)(x− a)
j −
m∑
j=0
bj(a)(x− a)
j
=
m∑
j=0
+∞∑
k=j
(
k
j
)
bk(a)(a− a)
k−j
 (x− a)j − m∑
j=0
bj(a)(x− a)
j
=
+∞∑
k=0
min(k,m)∑
j=0
(
k
j
)
bk(a)(a− a)
k−j(x− a)j −
m∑
k=0
bk(a)(x− a)
k
=
+∞∑
k=0
min(k,m)∑
j=0
(
k
j
)
(a− a)k−j(x− a)j
 bk(a) − m∑
k=0
bk(a)(x− a)
k
=
+∞∑
k=m+1
 m∑
j=0
(
k
j
)
(a− a)k−j(x− a)j
 bk(a)
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donc on a∥∥∥Sm,n+1,Λn+1(f, µ)− Sm,n,Λn(f, µ)∥∥∥
B
6 sup
06j6m
sup
a∈Λn+1
∥∥∥∥∥
(
+∞∑
k=m+1
(
k
j
)
bk(a)(a− a)
k−j
) ∫
a+πn+1
F
OF
(x− a)j µ(x)
∥∥∥∥∥
B
6 sup
06j6m
sup
a∈Λn+1
(
sup
k>m+1
|π
n(k−j)
F bk(a)|
)∥∥∥∥∥
∫
a+πn+1
F
OF
(x− a)j µ(x)
∥∥∥∥∥
B
6 sup
06j6m
sup
a∈Λn+1
(
sup
k>m+1
|π
kn0+(n−n0)k−nj
F bk(a)|
)∥∥∥∥∥
∫
a+πn+1
F
OF
(x− a)j µ(x)
∥∥∥∥∥
B
6 sup
06j6m
sup
a∈Λn+1
‖f‖LAn0
∥∥∥∥∥π(n−n0)(m+1)−njF
∫
a+πn+1
F
OF
(x− a)j µ(x)
∥∥∥∥∥
B
6 |πF |
−n0(m+1)‖f‖LAn0 sup
06j6m
sup
a∈X
∥∥∥∥∥πn(m+1−j)F
∫
a+πn+1
F
OF
(x− a)j µ(x)
∥∥∥∥∥
B
6 |πF |
−(n0+1)(m+1)‖f‖LAn0 sup
06j6m
sup
a∈X
∥∥∥∥∥π(n+1)(m+1−j)F
∫
a+πn+1
F
OF
(x− a)j µ(x)
∥∥∥∥∥
B
,
et ce dernier majorant tend vers 0 quand n tend vers l’inﬁni, si m + 1 > r, donc la suite
(Sm,n,Λn(f, µ))n converge si m+ 1 > r.
Comme la suite converge quel que soit le choix de (Λn), sa limite est indépendante de ce
choix.
Montrons maintenant que cette limite ne dépend pas du choix de m+ 1 > r. On a :∥∥∥Sm+1,n,Λ(f, µ)− Sm,n,Λ(f, µ)∥∥∥
B
=
∥∥∥∥∥∑
a∈Λ
∫
a+πn
F
OF
bm+1(x− a)
m+1 µ(x)
∥∥∥∥∥
B
6 |πF |
−n0(m+1) |bm+1π
n0(m+1)
F | sup
a∈Λ
∥∥∥∥∥
∫
a+πn
F
OF
(x− a)m+1 µ(x)
∥∥∥∥∥
B
6 |πF |
−n0(m+1) ‖f‖LAn0 sup
a∈X
∥∥∥∥∥
∫
a+πn
F
OF
(x− a)m+1 µ(x)
∥∥∥∥∥
B
,
qui tend vers 0 quand n tend vers l’inﬁni, si m + 1 > r, donc la limite ne dépend pas du choix
de m (assez grand).
On peut donc poser ∫
X
f i(µ) = lim
n→+∞
Sm,n,Λn(f, µ).
Montrons que l’on a ainsi déﬁni un élément de Dr(X,B).
L’application f 7→
∫
X
f i(µ) est bien déﬁnie sur tout LA(X), et elle est F -linéaire par
67
construction. De plus, si f ∈ LAn0 , on a∥∥∥∫
X
f i(µ)
∥∥∥
B
6 max
(∥∥∥Sm,n0,Λn0 (f, µ)∥∥∥B , supn>n0
∥∥∥Sm,n+1,Λn+1(f, µ)− Sm,n,Λn(f, µ)∥∥∥
B
)
6 max
(
sup
06j6m
sup
a∈Λ
∥∥∥∥∥bj(a)
∫
a+π
n0
F
OF
(x− a)j µ(x)
∥∥∥∥∥
B
,
|πF |
−(n0+1)(m+1)‖f‖LAn0
sup
n>n0
sup
06j6m
sup
a∈X
∥∥∥∥∥π(n+1)(m+1−j)F
∫
a+πn+1
F
OF
(x− a)j µ(x)
∥∥∥∥∥
B
)
6 ‖f‖LAn0 max
(
|πF |
−n0m sup
06j6m
sup
a∈X
∥∥∥∥∫
a+π
n0
F
OF
(x− a)j µ(x)
∥∥∥∥
B
,
|πF |
−(n0+1)(m+1)
sup
n>n0
sup
06j6m
sup
a∈X
∥∥∥∥π(n+1)(m+1−j)F ∫
a+πn+1
F
OF
(x− a)j µ(x)
∥∥∥∥
B
)
,
donc on a bien déﬁni une distribution i(µ) ∈ Dcont(X,B).
Enﬁn, on a
‖πn0rF i(µ)‖LAn0
6 max
(
sup
06j6m
sup
a∈X
∥∥∥∥πn0(r−j)F ∫
a+π
n0
F
OF
(x− a)j µ(x)
∥∥∥∥
B
,
|πF |
n0(r−m−1)−m−1
sup
n>n0
sup
06j6m
sup
a∈X
∥∥∥∥π(n+1)(m+1−j)F ∫
a+πn+1
F
OF
(x− a)j µ(x)
∥∥∥∥
B
)
6 max
(
sup
06j6m
sup
a∈X
∥∥∥∥πn0(r−j)F ∫
a+π
n0
F
OF
(x− a)j µ(x)
∥∥∥∥
B
,
∑
n>n0
sup
06j6m
sup
a∈X
∥∥∥∥πn0(r−m−1)−(m+1)+(n+1)(m+1−j)F
∫
a+πn+1
F
OF
(x− a)j µ(x)
∥∥∥∥
B
)
6 max
(
sup
06j6m
sup
a∈X
∥∥∥∥πn0(r−j)F ∫
a+π
n0
F
OF
(x− a)j µ(x)
∥∥∥∥
B∑
n>n0
|πF |
(n+1−n0)(m+1−r)−(m+1)
sup
06j6m
sup
a∈X
∥∥∥∥π(n+1)(r−j)F ∫
a+πn+1
F
OF
(x− a)j µ(x)
∥∥∥∥
B
)
Le premier terme est ι(r)-borné et le second tend vers 0 quand n0 tend vers l’inﬁni, donc i(µ)
est dans Dr(X,B).
Il reste à montrer que l’application naturelle Dr(X,B)→ D+alg(X,B) est injective. Pour cela,
on considère une distribution µ ∈ Dr(X,B), et l’on doit montrer que l’on a µ = i(µ).
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Soit f ∈ LAn0(X). On a∥∥∥∥∫
X
fµ − Sm,n,Λ(f, µ)
∥∥∥∥
B
6 sup
a∈Λ
∥∥∥∥∥∥
∫
a+πn
F
OF
∞∑
j=m+1
bj(a)(x− a)
j µ(x)
∥∥∥∥∥∥
B
6 ‖µ‖LAn sup
a∈Λ
sup
j>m+1
∣∣∣bj(a)πnjF ∣∣∣
6 ‖µ‖LAn |πF |
(n−n0)(m+1) ‖f‖LAn0
6 |πF |
−n0(m+1) ‖π
n(m+1)
F µ‖LAn‖f‖LAn0 ‖µ‖r,
qui tend vers 0 quand n tend vers l’inﬁni, donc
∫
X
fµ =
∫
X
f i(µ). Ceci conclut la preuve de la
proposition 4.1.1. 
4.1.3 Cohomologie galoisienne dans un espace de distributions
Si B un espace de Banach sur F muni d’une action de GK (pour K une extension de F ), on
déﬁnit une action de GK sur Dr(ΓF , B) (ou D+alg(ΓF , B)) par :∫
ΓF
f σ(µ) = σ
(∫
ΓF
f(στ)µ(τ)
)
.
Notons que χF permet d’identiﬁer ΓF à O∗F .
Proposition 4.1.2. Soient B un espace de Banach sur F muni d’une action de GF∞ , X
un ouvert compact de OF , et r ∈ R ∪ R
−. Notons B1(GF∞ , B) l’ensemble des 1-cobords sur
GF∞ à valeurs dans B, et Z
1(GF∞ , B) l’ensemble des 1-cocycles sur GF∞ à valeurs dans B. Si
B1(GF∞ , B) est fermé dans Z
1(GF∞ , B), alors l’application naturelle de H
1(F∞,Dr(X,B)) dans
H1(F∞,D
+
alg(X,B)) est injective.
(Notons que l’action de GF∞ sur X est triviale, puisque GF∞ est le noyau de χF ).
Preuve : Comme B1(GF∞ , B) est fermé dans Z
1(GF∞ , B), c’est un espace de Banach sur F .
L’application linéaire {
B −→ B1(GF∞ , B)
x 7−→ (τ 7→ (1− τ)x)
est continue et surjective, donc, d’après le théorème de l’image ouverte, elle admet une section
continue s.
Soit µ ∈ H1(F∞,Dr(X,B)), d’image nulle dans H1(F∞,D+alg(X,B)), et soit τ 7→ µτ un
cocycle représentant µ. Alors, pour tout f ∈ LP+(X), τ 7→
∫
X
fµτ est dans B1(GF∞ , B).
Soit λ ∈ D+alg(X,B) la distribution déﬁnie par∫
X
fλ = s
(
τ 7→
∫
X
fµτ
)
(∀f ∈ LP+(X)).
Comme s est continue, on a alors
sup
a∈X
∥∥∥∥∥πn(r−j)F
∫
a+πn
F
OF
(x− a)j λ(x)
∥∥∥∥∥
B
6 C sup
τ∈GF∞
sup
a∈X
∥∥∥∥∥πn(r−j)F
∫
a+πn
F
OF
(x− a)j µτ (x)
∥∥∥∥∥
B
,
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pour une certaine constante C, or, pour tout τ ∈ GF∞ , µτ est dans Dr(X,B) donc la suite(
sup
a∈X
∥∥∥∥∥πn(r−j)F
∫
a+πn
F
OF
(x− a)j µτ (x)
∥∥∥∥∥
B
)
n
est ι(r)-bornée, donc, comme GF∞ est compact, la suite(
sup
a∈X
∥∥∥∥∥πn(r−j)F
∫
a+πn
F
OF
(x− a)j λ(x)
∥∥∥∥∥
B
)
n
est ι(r)-bornée, donc, d’après la proposition 4.1.1, λ se prolonge en un élément de Dr(X,B), que
l’on notera aussi λ.
Alors, pour tout τ ∈ GF∞ , la distribution µτ − (1− τ)(λ) ∈ Dr(X,B) est nulle sur LP
+(X)
(par construction de λ), et donc elle est nulle par la proposition 4.1.1, ce qui prouve la proposition
4.1.2. 
Lemme 4.1.3. Soient B un espace de Banach sur F muni d’une action de GF∞ , et r ∈ R∪R
−.
Si H1(F∞, B) = 0, alors on a H
1(F∞,Dr(ΓF , B)) = 0.
Preuve : Comme H1(F∞, B) = 0, on a H1(F∞,D+alg(ΓF , B)) = 0. D’autre part, pour la même
raison, B1(GF∞ , B) est fermé dans (et même égal à) Z
1(GF∞ , B). D’après la proposition pré-
cédente, on en déduit que l’application naturelle H1(F∞,Dr(X,B)) → H1(F∞,D+alg(X,B)) est
injective, d’où le lemme. 
Corollaire 4.1.4. Soient V une F -représentation de GF et r ∈ R ∪R
−. On a :
• H1(F∞,Dr(ΓF , (B
+
dR/Fil
i
B+dR)⊗F V )) = 0 quel que soit i ∈ N
∗ ;
• H1(F∞,Dr(ΓF ,B
+
dR ⊗F V )) = 0 ;
• H1(F∞,Dr(ΓF , (BdR/B
+
dR)⊗F V )) = 0 ;
• H1(F∞,Dr(ΓF ,BdR ⊗F V )) = 0 ;
• H1(F∞,Dr(ΓF , t
−i
F ((B
+
max,F )
ϕF=π
i
F ⊗F V ))) = 0 quel que soit i ∈ N
∗ ;
• H1(F∞,Dr(ΓF , (B
+
max,F [t
−1
F ])
ϕF=1 ⊗F V )) = 0.
Preuve : C’est une application directe du lemme précédent aux résultats du théorème 3.10.6 et
du théorème 3.10.16. 
4.2 Le lemme principal
Le point diﬃcile de la construction sera de montrer le lemme suivant.
Lemme 4.2.1. Soit a ∈ F . Il existe une constante C ∈ R (dépendant de F et de a) telle que
pour tout A ∈ R il existe un entier n0 > 1 tel que pour tout n > n0 et tout x ∈ (B
+
max,F )
ϕF=a
vériﬁant
vmax,F ((1− σ)(x)) > A+ vmax,F (x) pour tout σ ∈ GFn
on ait :
vmax,F ((1− σ)(x)) > A+ vmax,F (x)− C pour tout σ ∈ GFn−1 .
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Notons que si l’on remplace (B+max,F )
ϕF=a par Cp, le résultat devient faux. En eﬀet, pour tout
n > 0, on peut prendre x dans OFn tel que infσ∈GFn−1 vmax,F ((1− σ)(xn)) =
1
eF (q−1)
(d’après le
lemme 2.2.5).
Avant de démontrer le lemme 4.2.1 (ce qui sera l’objet de la partie suivante), nous allons
examiner quelques cas particuliers.
Si vp(a) < 0, comme on a vmax,F (ϕF (x)) > vmax,F (x) pour tout x ∈ B+max,F (ceci découle
immédiatement de la construction de vmax,F ), et l’on a (B+max,F )
ϕF=a = {0}. Le lemme est donc
trivial dans ce cas.
Si vp(a) = 0, alors (B+max,F )
ϕF=a est contenu dans F nr d’après le lemme 3.5.3. Le lemme
4.2.1 s’en déduit alors (pour cette situation particulière), grâce au résultat suivant.
Lemme 4.2.2. Soit x ∈ F nr, vériﬁant
vp(x− σ(x)) > A (∀σ ∈ GFn),
pour un certain A ∈ 1eF Z et un certain n > 1. Alors on a
vp(x− σ(x)) > A (∀σ ∈ GF ).
Preuve : En eﬀet, quitte à multiplier x par une puissance de πF , on peut supposer vp(x) > 0. On
procède alors par récurrence sur A.
Pour A 6 0, le résultat est immédiat.
Si A > 0, plaçons-nous modulo πF . La classe de x est alors un élément de kF , qui est ﬁxe sous
l’action de GFn . Or l’extension Fn/F est totalement ramiﬁée, donc elle est linéairement disjointe
de F nr/F , donc la classe de x est en fait ﬁxe sous GF , donc elle est dans kF . Quitte à soustraire
à x un élément de OF , on peut donc supposer vp(x) > 1eF . On est alors ramené à l’hypothèse de
récurrence en divisant x par πF . 
Les cas évidents étant maintenant mis de côté, voici une preuve du lemme 4.2.1 dans le cas
0 < vp(a) 6 h, qui s’appuie sur la description de (B+max,F )
ϕF=a obtenue dans la partie 3.9.
Lemme 4.2.3. Il existe deux constantes A,B > 0 (ne dépendant que de F ) telles que si n > 1
et si x ∈ E˜++ vériﬁe
v
E˜
(x− σ(x)) > A (∀σ ∈ GFn+1)
alors on a
v
E˜
(x− σ(x)) > B (∀σ ∈ GFn).
Preuve : En eﬀet, prenons A = 1, et considérons un x ∈ E˜++ vériﬁant
v
E˜
(x− σ(x)) > 1 (∀σ ∈ GFn+1).
D’après le lemme 3.1.1, x(0) ∈ mCp vériﬁe alors
vp(x
(0) − σ(x(0))) > 1 (∀σ ∈ GFn+1).
D’après le théorème d’Ax-Sen-Tate (2.3.1), on peut donc écrire (pour p > 2) :
x(0) = x
(0)
0︸︷︷︸
∈mFn+1
+ x
(0)
1︸︷︷︸
vp>1−
p
(p−1)2
.
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Comme x(0)0 ∈ OFn+1 , la théorie de la ramiﬁcation supérieure (cf. le lemme 2.2.5) donne :
vp(x
(0)
0 − σ(x
(0)
0 )) >
1
(q − 1)eF
(∀σ ∈ GFn),
donc
vp(x
(0) − σ(x(0))) > min
(
1
(q − 1)eF
, 1−
p
(p− 1)2
)
(∀σ ∈ GFn),
donc, à l’aide du lemme 3.1.1,
v
E˜
(x− σ(x)) > B (∀σ ∈ GFn)
avec B = min
(
1
(q−1)eF
, 1− p(p−1)2
)
, ce qui démontre le lemme dans le cas p > 2.
Pour p = 2, prenons A = 4. d’après le lemme 3.1.1, x(2) ∈ mCp vériﬁe
vp(x
(2) − σ(x(2))) > 1 (∀σ ∈ GFn+1),
donc x(0) = (x(2))4 ∈ mCp vériﬁe
vp(x
(0) − σ(x(0))) > 3 (∀σ ∈ GFn+1).
On peut alors procéder comme dans le cas p > 2, et l’on trouve que
B = min
(
1
(q − 1)eF
, 3−
p
(p− 1)2
)
=
1
(q − 1)eF
convient, ce qui démontre le lemme ci-dessus dans le cas p = 2. 
Corollaire 4.2.4. Soient C > 0 et n > 1. Soit x ∈ E˜++ vériﬁant
v
E˜
(x− σ(x)) > C (∀σ ∈ GFn+1),
alors on a
v
E˜
(x− σ(x)) > cC (∀σ ∈ GFn),
pour une certaine constante c > 0 indépendante de x, n et C (mais dépendant de F ).
Preuve : En eﬀet, soient A et B comme dans le lemme précédent. Posons
N =
⌈
logA− logC
log p
⌉
,
de sorte que v
E˜
(xp
N
−σ(xp
N
)) > A pour tout σ ∈ GFn+1 . (Rappelons que E˜ est de caractéristique
p). Alors on a
v
E˜
(xp
N
− σ(xp
N
)) > B (∀σ ∈ GFn),
donc
v
E˜
(x− σ(x)) > p−NB (∀σ ∈ GFn).
Enﬁn, on a
p−NB > p−
logA−logC
log p −1B =
B
pA
C,
donc c = BpA convient. 
On en déduit alors le lemme suivant.
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Lemme 4.2.5. Soit a ∈ OF avec 0 < vp(a) 6 h. Il existe une constante c
′ ∈ R, dépendant
seulement de F et a, telle que pour tout A ∈ R, tout n > 1 et tout x ∈ (B+max,F )
ϕF=a vériﬁant
vmax,F (x− σ(x)) > A (∀σ ∈ GFn+1),
on ait :
vmax,F (x− σ(x)) > A− c
′ (∀σ ∈ GFn).
Preuve : Cela découle directement du lemme 3.9.18 et du corollaire précédent. 
Ce lemme démontre en particulier le lemme 4.2.1 sous la condition 0 < vp(a) 6 h.
Malheureusement, la condition 0 < vp(a) 6 h intervient de manière essentielle dans la partie
3.9, pour assurer l’existence des limites étudiées. Nous allons donc employer une autre méthode
pour montrer le lemme dans toute sa généralité.
4.3 Preuve du lemme principal
Le cas vp(a) 6 0 (et même vp(a) 6 h, bien que cela ne serve pas ici) ayant été traité dans
la partie précédente, on suppose dorénavant vp(a) > 0. La preuve fonctionne par récurrence sur
vp(a) ∈
1
eF
N.
On considère donc un A ∈ R. L’entier n0 considéré sera n’importe quel entier assez grand
pour vériﬁer :
• n0 >
peF
p−1 (aﬁn de pouvoir utiliser les résultats de la partie sur les traces divisées, et en
particulier le corollaire 2.8.5) ;
• n0 > 1 + AeF (aﬁn que tF soit ﬁxe modulo les éléments de valuation supérieure ou égale
à A, sous l’action de GFn−1).
Puis on considère un n > n0 et un x ∈ (B+max,F )
ϕF=a tel que
vmax,F (x− σ(x)) > A+ vmax,F (x) (∀σ ∈ GFn).
On veut montrer que l’on a
vmax,F (x− σ(x)) > A+ vmax,F (x)− C (∀σ ∈ GFn−1),
C ∈ R ne dépendant que de F et de a (en particulier, C ne dépend pas de A, n ou x).
4.3.1 Réductions préliminaires
La première étape est une succession de réductions visant à passer d’un x quelconque dans
(B+max,F )
ϕF=a à un élément dont l’image par θ est dans le noyau de TrFn/Fn−1 .
Pour tout σ ∈ GFn , on a
vp(θ(x)− σ(θ(x))) = vp(θ(x− σ(x))) > vmax,F (x− σ(x)) > A+ vmax,F (x),
donc, d’après le théorème d’Ax-Sen-Tate (2.3.1), on peut écrire
θ(x) = y0 + r0, avec y0 ∈ Fn et r0 ∈ Cp, vp(r0) > A+ vmax,F (x)−
p
(p− 1)2
.
L’application θ : (B+max,F )
ϕF=a → Cp est un morphisme surjectif et continu d’espaces de Banach
p-adiques. Elle a donc une section linéaire continue s : Cp → (B+max,F )
ϕF=a. Notons que l’on
peut choisir s ne dépendant que de F et a. Comme s est continue, il existe une constante c0 ∈ R
telle que vmax,F (s(y)) > vp(y)− c0, pour tout y ∈ Cp.
Posons donc x1 = x− s(r0). On a alors
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À vmax,F (x1 − σ(x1)) > A+ vmax,F (x)− p(p−1)2 − c0 pour tout σ ∈ GFn ;
Á θ(x1) = y0 ∈ Fn ;
Â vmax,F (x− x1) > A+ vmax,F (x)− p(p−1)2 − c0 ;
Ã vmax,F (x1) > vmax,F (x) + min
(
A− p(p−1)2 − c0, 0
)
.
Soient τ0, . . ., τq−1 des représentants des classes de GFn−1 modulo GFn . Posons
r1 =
1
q
q−1∑
i=0
τi(x1).
On a alors θ(r1) = 1q TrFn/Fn−1(y0).
Si σ ∈ GFn−1 , on note τ
′
i l’unique élément de {τ0, . . . , τq−1} tel que τ
′
i
−1
στi ∈ GFn . (Si σ ∈ GFn ,
on a τ ′i = τi). On trouve alors :
(1− σ)(r1) = r1 −
1
q
q−1∑
i=0
(στi)(x1)
= r1 −
1
q
q−1∑
i=0
(τ ′iτ
′
i
−1
στi)(x1)
= r1 −
1
q
q−1∑
i=0
τ ′i(x1) +
1
q
q−1∑
i=0
τ ′i(1− τ
′
i
−1
στi)(x1)
=
1
q
q−1∑
i=0
τ ′i(1− τ
′
i
−1
στi)(x1).
Comme τ ′i
−1
στi ∈ GFn , on en déduit donc
vmax,F (r1 − σ(r1)) > A+ vmax,F (x)−
p
(p− 1)2
− c0 − h.
Posons x2 = x1 − r1. On a donc alors :
À vmax,F (x2 − σ(x2)) > A+ vmax,F (x)− p(p−1)2 − c0 − h pour tout σ ∈ GFn ;
Á θ(x2) = y0 − 1q TrFn/Fn−1(y0) ∈ Fn ;
Â θ(x2) ∈ kerTrFn/Fn−1 ;
Ã vmax,F (x − σ(x)) > min
(
vmax,F (x2 − σ(x2)), A+ vmax,F (x)−
p
(p−1)2 − c0 − h
)
, quel que
soit σ ∈ GFn−1 ;
Ä vmax,F (x2) > min
(
A− p(p−1)2 − c0, 0
)
+ vmax,F (x)− h.
On est donc ramené à trouver une minoration convenable de vmax,F ((1−σ)(x2)). C’est l’objet
des deux lemmes suivants.
4.3.2 Deux lemmes différentiels
Rappelons que siK est une extension algébrique de F , alors DK/F est l’annulateur de Ω1OK/OF
(cf. [Ser68], chapitre III, paragraphe 7, proposition 14), et qu’on a
vp(DFn/F ) =
1
eF
(
n−
1
q − 1
)
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d’après le lemme 2.2.8.
Lemme 4.3.1. Soient M ∈ N, y ∈ OFn et y˜ ∈ A˜
+
F tel que θ(y˜) = y. Notons dy ∈ Ω
1
O
F
/OF
la
diﬀérentielle de Kähler de y. Il existe une constante c1 (dépendant seulement de F ) telle que, si
n > peFp−1 et si y˜ est ﬁxe dans A˜
+
F /(π
M
F , ([π˜F ] − πF )
2) sous l’action de GFn , alors dy est annulé
par tout élément de Fn de valuation supérieure ou égale à
n−M
eF
+ c1.
Preuve : Comme y ∈ OFn , dy est annulé par DFn/F (cf. [Ser68], chapitre III, paragraphe 7,
proposition 14). D’autre part, d’après [Fo82b] (théorème 1), Ω1O
F
/OF
est isomorphe à
(
F/a
)
(χF ),
où
a =
{
z ∈ F
/
vp(z) > −vp(DF/Fnr)−
1
eF (q − 1)
}
.
Ceci permet de considérer dy comme un élément de
(
D
−1
Fn/F
a
/
a
)
(χF ).
D’autre part, d’après [Col94], Ω1O
F
/OF
est isomorphe à Fil1 BdR
/
(ωA˜+F + Fil
2
BdR), l’iso-
morphisme faisant correspondre dy et y˜ − y. Si σ ∈ GFn , on a par hypothèse :
(1− σ)(y˜) ∈ πMF A˜
+
F + ω
2A˜+F et (1− σ)(y) = 0,
donc (1 − σ)(y˜ − y) est un élément de πMF A˜
+
F + Fil
2
BdR. D’autre part, c’est un élément de
Fil1 BdR, si bien qu’il est en fait dans πMF ωA˜
+
F + Fil
2
BdR.
Considérons maintenant la classe de y˜−y
πM
F
dans Fil1 BdR
/
(ωA˜+F + Fil
2
BdR) ≃ Ω
1
O
F
/OF
.
Elle est annulée par πMF DFn/F , et elle est ﬁxe sous l’action de GFn , donc c’est un élément de
H0
(
Fn,
(
(π−MF D
−1
Fn/F
a)
/
a
)
(χF )
)
. En multipliant par πMF , on trouve alors que dy est l’image
d’un élément de H0
(
Fn,
(
D
−1
Fn/F
a
/
πMF a
)
(χF )
)
dans la suite exacte de cohomologie :
0 H0
(
Fn,
a
πM
F
a
(χF )
)
H0
(
Fn,
D
−1
Fn/F
a
πM
F
a
(χF )
)
H0
(
Fn,
D
−1
Fn/F
a
a
(χF )
)
H1
(
Fn,
a
πM
F
a
(χF )
)
. . .
On trouve donc que dy est un élément du noyau du morphisme
H0(Fn, (D
−1
Fn/F
a
/
a)(χF )) −→ H
1(Fn, (a
/
πMF a)(χF )).
Le corollaire 2.8.5 démontre alors le lemme 4.3.1. 
Lemme 4.3.2. Il existe une constante c2 ∈ R, c2 > 0, dépendant seulement de F , telle que si
y ∈ OFn est tel que dy = 0, alors y est somme d’un élément de Fn−1 et d’un élément de Fn de
valuation supérieure ou égale à vp
(
DFn/F
)
− c2 =
1
eF
(
n− 1q−1
)
− c2.
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Preuve : Comme 1, πFn , π
2
Fn
, . . . , π
qn−1(q−1)−1
Fn
est une base de OFn sur OF , on peut écrire y sous
la forme
y =
qn−1(q−1)−1∑
i=0
yiπ
i
Fn ,
avec yi ∈ OF . On a alors
0 = dy =
qn−1(q−1)−1∑
i=1
iyiπ
i−1
Fn
dπFn ,
donc
qn−1(q−1)−1∑
i=1
iyiπ
i−1
Fn
∈ DFn/F ,
donc
vp(iyi) > vp
(
DFn/F
)
− 1.
En particulier, si q ∤ i, on a vp(yi) > vp
(
DFn/F
)
− h.
D’autre part, pour n > 1, on a
πqFn ≡ πFn−1 (mod πF ),
donc, par récurrence,
vp
(
πqp
k
Fn
− πp
k
Fn−1
)
>

pk
eF
si k 6
log( pp−1 eF )
log p
k −
⌊
log( pp−1 eF )
log p
⌋
+ p
⌊
log( pp−1 eF )
log p
⌋
eF
sinon,
donc
vp
(
πqp
k
Fn
− πp
k
Fn−1
)
> k −
log
(
p
p−1eF
)
log p
,
donc, pour tout j > 1,
vp
(
πqjFn − π
j
Fn−1
)
> vp(j)−
log
(
p
p−1eF
)
log p
.
Si q | i, on trouve donc
vp
(
yiπ
i
Fn − yiπ
i/q
Fn−1
)
> vp
(
DFn/F
)
− 1−
log
(
p
p−1eF
)
log p
,
donc, ﬁnalement,
vp
y −
qn−2(q−1)−1∑
j=0
yqjπ
j
Fn−1︸ ︷︷ ︸
∈Fn−1
 > vp
(
DFn/F
)
−max
h, 1 + log
(
p
p−1eF
)
log p
 ,
d’où le lemme, avec c2 = max
(
h, 1 +
log( pp−1 eF )
log p
)
. 
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4.3.3 Fin de la démonstration
Appliquons le lemme 4.3.1 à la situation décrite lors des réductions préliminaires. Posons
N = −⌊eF vmax,F (x2)⌋, aﬁn d’avoir πN+1F x2 ∈ πFA
ϕF=a
max,F , et donc θ(π
N+1
F x2) ∈ πFOFn .
D’après le lemme 3.4.2, on peut trouver un x3 ∈ A˜+F qui est congru à π
N+1
F x2 modulo
([π˜F ]− πF )
2Amax,F . Notons que la classe de x3 modulo(
π
⌊(
A+vmax,F (x)−
p
(p−1)2
−c0−h
)
eF+N+1
⌋
F , ([π˜F ]− πF )
2
)
est alors ﬁxe sous l’action de GFn .
Le lemme 4.3.1, appliqué avec y = θ(x3) = θ(πN+1F x2) et y˜ = x3, donne que dy est annulé
par tout élément de Fn de valuation supérieure ou égale à
n
eF
+ c1 −
1
eF
⌊(
A+ vmax,F (x)−
p
(p− 1)2
− c0 − h
)
eF +N + 1
⌋
6
n
eF
+ c0 + c1 +
p
(p− 1)2
+ h−A−
N
eF
− vmax,F (x).
Si l’on applique le lemme 4.3.2 à
π
⌈
n−N+eF
(
c0+c1+
p
(p−1)2
+h−A−vmax,F (x)
)⌉
F θ(x3)
= π
⌈
n+1+eF
(
c0+c1+
p
(p−1)2
+h−A−vmax,F (x)
)⌉
F θ(x2)
(dont on sait que la diﬀérentielle est nulle), on trouve que θ(x2) est somme d’un élément y4 de
Fn−1 et d’un élément r4 de Fn avec
vp(r4) >
1
eF
(
n−
1
q − 1
)
− c2 −
1
eF
⌈
n+ 1 + eF
(
c0 + c1 +
p
(p− 1)2
+ h−A− vmax,F (x)
)⌉
> A+ vmax,F (x)−
1
eF (q − 1)
−
2
eF
− c0 − c1 − c2 −
p
(p− 1)2
− h.
D’autre part, comme θ(x2) ∈ kerTrFn/Fn−1 , on a
y4 = −
1
q
TrFn/Fn−1(r4),
donc
vp(y4) > A+ vmax,F (x)−
1
eF (q − 1)
−
2
eF
− c0 − c1 − c2 −
p
(p− 1)2
− 2h,
puis
vp(θ(x2)) > A+ vmax,F (x)−
1
eF (q − 1)
−
2
eF
− c0 − c1 − c2 −
p
(p− 1)2
− 2h.
Posons x4 = x2 − s(θ(x2)), où s est la section de θ : (B+max,F )
ϕF=a → Cp utilisée ci-dessus
pour déﬁnir x1. Pour simpliﬁer les notations, posons aussi
c4 =
1
eF (q − 1)
+
2
eF
+ 2c0 + c1 + c2 +
p
(p− 1)2
+ 2h
On a alors :
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À vmax,F (x4 − σ(x4)) > A+ vmax,F (x)− c4 pour tout σ ∈ GFn ;
Á θ(x4) = 0 ;
Â vmax,F (x− σ(x)) > min (vmax,F (x4 − σ(x4)), A+ vmax,F (x)− c4) pour tout σ ∈ GFn−1 ;
Ã vmax,F (x4) > min(A− c4,−h) + vmax,F (x).
Comme θ(x4) = 0, d’après le lemme 3.6.1, x4 est multiple de tF . Posons donc
x5 =
x4
tF
∈ (B+max,F )
ϕF=a/πF .
On a alors, pour tout σ ∈ GFn−1 :
(1− σ)(x4) = tF (1− σ)(x5) + σ(x5)(1− σ)(tF ),
donc
vmax,F (x5 − σ(x5)) > −vmax,F (tF ) + min (vmax,F (x4 − σ(x4)), vmax,F (σ(x5)(1− σ)(tF )))
= −
q
eF (q − 1)
+ min (vmax,F (x4 − σ(x4)), vmax,F (σ(x5)(1− σ)(tF )))
et
vmax,F (x4 − σ(x4)) > min
(
q
eF (q − 1)
+ vmax,F (x5 − σ(x5)), vmax,F (σ(x5)(1− σ)(tF ))
)
.
Or on a
vmax,F (σ(x5)) = vmax,F (x5)
= vmax,F (x4)− vmax,F (tF ) > min(A− c4,−h) + vmax,F (x)−
q
eF (q − 1)
,
et on a choisi n0 > 1 +AeF et n0 > 1, donc
vmax,F ((1− σ)(tF )) > max(A, 0),
donc
vmax,F (σ(x5)(1− σ)(tF )) > min(A− h,A− c4) + vmax,F (x)−
q
eF (q − 1)
> A+ vmax,F (x)− c4 −
q
eF (q − 1)
.
On obtient donc :
À x5 ∈ (B+max,F )ϕF=a/πF ;
Á vmax,F (x5 − σ(x5)) > A+ vmax,F (x)− c4 − 2 qeF (q−1) pour tout σ ∈ GFn ;
Â vmax,F (x−σ(x)) > min
(
vmax,F (x5 − σ(x5))−
q
eF (q−1)
, A+ vmax,F (x)− c4 −
q
eF (q−1)
)
quel
que soit σ ∈ GFn−1 ;
Ã vmax,F (x5) > min(A− c4,−h) + vmax,F (x)− qeF (q−1) .
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On s’est donc ramené à un élément de (B+max,F )
ϕF=a/πF , qui vériﬁe des hypothèses analogues
à celles vériﬁées par x. La constante A est remplacé par A+vmax,F (x)−c4−2
q
eF (q−1)
−vmax,F (x5),
qui est inférieur à A puisque c4 > h. Par hypothèse de récurrence, on trouve qu’il existe une
constante c5 ∈ R (le C associé à a/πF ) telle que pour n assez grand (en fait, n > n0, avec le n0
choisi ci-dessus, convient), on a
vmax,F (x5 − σ(x5)) > A+ vmax,F (x)− c4 − 2
q
eF (q − 1)
− c5 pour tout σ ∈ GFn−1 .
Finalement, en se servant du troisième point ci-dessus, on obtient
vmax,F (x− σ(x)) > A+ vmax,F (x)− C pour tout σ ∈ GFn−1 ,
avec
C = max
(
c4 + 2
q
eF (q − 1)
+ c5, c4 +
q
eF (q − 1)
)
,
d’où la récurrence. (En suivant les calculs d’un peu plus près, on trouve plus précisément
C =
(
eF c4 + 2
q
q−1
)
vp(a)). Ceci conclut la preuve du lemme 4.2.1.
4.4 Construction de l’application « logarithme de Perrin-Riou »
Les énoncés et la méthode employés ici sont tirés de [Col96] et [Col98] ; la ﬁn de la démons-
tration est toutefois un peu plus délicate que dans le cas cyclotomique.
On va en fait montrer deux résultats assez proches, correspondant à deux applications « lo-
garithme » apparentées.
Déﬁnissons H1e,F (Kn, V ) et H
1
e,F,id(Kn, V ) comme dans l’introduction.
Théorème 4.4.1. Soit K une extension ﬁnie de F . Soit V une F -représentation de de Rham
de GK , soit r ∈ R ∪R
− tel que r < [F : Qp], et soit µ ∈ H
1(K,Dr(ΓK , V )) tel que∫
ΓKn
µ ∈ H1e,F (Kn, V ) quel que soit n > 0.
Soit τ 7→ µτ un cocycle continu représentant µ. Pour tout n ∈ N, soit
cn ∈ (B
+
max,F [t
−1])ϕF=1 ⊗F V
tel que
(1− τ)cn =
∫
ΓKn
µτ quel que soit τ ∈ GKn .
Alors la suite de terme général qncn converge dans l’espace(
(B+max,F [t
−1])ϕF=1 ⊗F V
) /
W,
vers un élément de ((B+max,F [t
−1])ϕF=1 ⊗F V )
GK∞ /W , où
W =
⊕
n∈N
(
(B+max,F [t
−1])ϕF=1 ⊗F V
)GKn
est de dimension ﬁnie.
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Le second résultat est le raﬃnement suivant. (Notons que B+max,F [t
−1
F ] ⊂ B
+
max,F [t
−1]).
Théorème 4.4.2. Soit K une extension ﬁnie de F . Soit V une F -représentation de de Rham
de GK , soit r ∈ R ∪R
− tel que r < [F : Qp], et soit µ ∈ H
1(K,Dr(ΓK , V )) tel que∫
ΓKn
µ ∈ H1e,F,id(Kn, V ) quel que soit n > 0.
Soit τ 7→ µτ un cocycle continu représentant µ. Pour tout n ∈ N, soit
cn ∈ (B
+
max,F [t
−1
F ])
ϕF=1 ⊗F V
tel que
(1− τ)cn =
∫
ΓKn
µτ quel que soit τ ∈ GKn .
Alors la suite de terme général qncn converge dans l’espace(
(B+max,F [t
−1
F ])
ϕF=1 ⊗F V
) /
W,
vers un élément de ((B+max,F [t
−1
F ])
ϕF=1 ⊗F V )
GK∞/W , où
W =
⊕
n∈N
(
(B+max,F [t
−1
F ])
ϕF=1 ⊗F V
)GKn
est de dimension ﬁnie.
Notons que cn est bien déﬁni modulo W , dans les deux cas.
Alors que le premier énoncé peut être relié relativement aisément aux séries de Coleman,
pour le second il n’est pas tout à fait clair qu’il existe des µ ∈ H1(K,Dr(ΓK , V )) non nuls qui
en vériﬁent les hypothèses. Cette question n’est pas résolue ici, et demande encore un peu de
travail.
Quitte à remplacer V par la représentation induite à GF , on peut supposer K = F , ce que
l’on fait ici.
Dans la suite de cette partie, on notera T soit t soit tF , afin de démontrer les
deux énoncés simultanément.
4.4.1 Descente de GF à ΓF
D’après le corollaire 4.1.4, on a H1(F∞,Dr(ΓF , t−1F ((B
+
max,F )
ϕF=πF ⊗F V ))) = 0. On obtient
donc le diagramme suivant.
H1(F,Dr(ΓF , V ))
H1(ΓF ,Dr(ΓF , ((t
−1
F B
+
max,F )
ϕF=1 ⊗F V )
GF∞ ))
∼
H1(F,Dr(ΓF , ((t
−1
F B
+
max,F )
ϕF=1 ⊗F V ))) 0
Si µ est comme dans l’énoncé du théorème 4.4.2, soit µ′ ∈ H1(ΓF ,Dr(ΓF ,Fil
−1DIw(V ))) ayant
même image que µ dans H1(F,Dr(ΓF , t−1F ((B
+
max,F )
ϕF=πF ⊗F V ))), et soient τ 7→ µ′τ un cocycle
représentant µ′ et ν ∈ Dr(ΓF , t−1F ((B
+
max,F )
ϕF=πF ⊗F V ))) tels que µτ − µ′τ = (1− τ)ν. Posons
un = cn −
∫
ΓFn
ν ∈ (B+max,F [T
−1])ϕF=1 ⊗F V,
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de sorte que
(1− τ)un =
∫
ΓFn
µ′τ (∀τ ∈ GFn),
et donc en particulier un ∈ ((B+max,F [T
−1])ϕF=1 ⊗F V )
GF∞ .
Comme ν est d’ordre r et r < [F : Qp], on a limn→+∞ qn
∫
ΓFn
ν = 0, et il suﬃt donc de
montrer que la suite (qnun) converge.
D’autre part, si T = t, on a ∫
ΓFn
µ ∈ H1e,F (Fn, V ),
et H1e,F (Fn, V ) est l’image de Fn ⊗Qp DdR(V ) par l’exponentielle de Bloch-Kato, donc
un ∈ Fn ⊗Qp DdR(V ) +B
+
dR ⊗Qp V ⊂ B
+
dR ⊗Qp DdR(V ) +B
+
dR ⊗Qp V.
De même, si T = tF , on a
∫
ΓFn
µ ∈ H1e,F,id(Fn, V ), et H
1
e,F,id(Fn, V ) est l’image de Fn⊗FDdR(V )
par l’exponentielle de Bloch-Kato, donc
un ∈ Fn ⊗F DdR(V ) +B
+
dR ⊗F V ⊂ B
+
dR ⊗F DdR(V ) +B
+
dR ⊗F V.
Soit k ∈ N∗ tel que Fil−kDdR(V ) = DdR(V ), alors BdR ⊗DdR(V ) ⊂ T−kB+dR ⊗ V et, comme
T−kB+dR ∩ (B
+
max,F [T
−1])ϕF=1 = (T−kB+max,F )
ϕF=1,
on a dans les deux cas un ∈ ((T−kB+max,F )
ϕF=1 ⊗F V ). On est donc ramené à montrer la
proposition suivante.
Proposition 4.4.3. Soient µ ∈ H1(ΓF ,D1−(ΓF , ((B
+
max,F [T
−1])ϕF=1⊗F V )
GF∞ )) et k ∈ N∗ tels
que pour tout n > 1 l’image de
∫
ΓFn
µ dans H1(ΓFn , ((T
−kB+max,F )
ϕF=1 ⊗F V )
GF∞ ) soit nulle.
Soit τ 7→ µτ un cocycle représentant µ, et pour tout n > 1 soit un ∈ ((T
−kB+max,F )
ϕF=1⊗F V )
GF∞
tel que
∫
ΓFn
µτ = (1− τ)un.
Alors la suite de terme général qnun converge dans ((T
−kB+max,F )
ϕF=1 ⊗F V )
GF∞
/
W .
4.4.2 Action de ΓF sur q
nun
Soient σ ∈ ΓFn−1 et τ ∈ ΓFn . On a µσ−1τ = µσ−1 + σ
−1µτ et µσ−1τ = µτσ−1 = µτ + τµσ−1 ,
donc σ−1µτ = µτ − (1− τ)µσ−1 , puis∫
σΓFn
µτ = σ
(∫
ΓFn
σ−1µτ
)
= σ
(∫
ΓFn
µτ
)
− σ(1− τ)
(∫
ΓFn
µσ−1
)
= σ(1− τ)
(
un −
∫
ΓFn
µσ−1
)
,
donc
(1− τ)un−1 = (1− τ)
∑
σ∈ΓFn−1/ΓFn
σ
(
un −
∫
ΓFn
µσ−1
)
,
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donc
un−1 =
∑
σ∈ΓFn−1/ΓFn
σ
(
un −
∫
ΓFn
µσ−1
)
(mod W ),
donc
qnun − q
n−1un−1 = q
n−1
∑
σ∈ΓFn−1/ΓFn
(
(1− σ)un + σ
(∫
ΓFn
µσ−1
))
.
Comme σ 7→ µσ−1 est une application continue du compact ΓF dans les distributions d’ordre r,
avec r < [F : Qp], la suite de terme général qnσ
(∫
ΓFn
µτ
)
tend vers 0. Il suﬃt donc de montrer
que si (σn) est une suite d’éléments de ΓF vériﬁant σn ∈ ΓFn−1 alors la suite de terme général
qn(1− σn)un tend vers 0.
Si τ ∈ ΓFn , on a (1− τ)un =
∫
ΓFn
µτ , et µτ varie dans un compact des distributions d’ordre
r, r < [F : Qp]. On en déduit donc :
lim
n→+∞
sup
τ∈GFn
‖(1− τ)(qnun)‖ = 0.
Le problème est alors, sachant que qnun « bouge peu » sous GFn , de montrer qu’il « ne bouge
pas beaucoup plus » sous l’action de GFn−1 .
4.4.3 Décomposition de qnun dans une base adaptée
D’après la proposition 3.10.14, il existe une base e1, . . . , ed de (BdR ⊗F V )GF∞ sur B
GF∞
dR
formée d’éléments de ((B+max,F [T
−1])ϕF=1 ⊗F V )
GF∞ . On souhaiterait décomposer qnun comme
une combinaison linéaire des ei à coeﬃcients dans (B+max,F [T
−1])ϕF=1, aﬁn de travailler sur les
coeﬃcients. Cependant, ceux-ci sont a priori dans BGF∞dR , et il va falloir multiplier q
nun par un
élément de (B+max,F [T
−1])GF∞ pour obtenir des coeﬃcients dans (B+max,F [T
−1])GF∞ .
Soit v1, . . . , vd une base de V surQp. Posons ei =
∑d
j=1 ai,jvj , avec ai,j ∈ (B
+
max,F [T
−1])ϕF=1,
la décomposition de ei dans la base 1⊗ v1, . . . , 1⊗ vd. Comme les ei sont ﬁxes sous GF∞ , on a
det(σ)σ(det(ai,j)) = det(ai,j) pour tout σ ∈ GF∞ .
La représentation detF (V ) est une F -représentation de de Rham de GF , et elle est de dimen-
sion un. En particulier, elle est de Hodge-Tate, et le corollaire du théorème 2 de l’appendice de
[SKL68] aﬃrme qu’une telle représentation est de la forme
ηψ
∏
τ∈Hom(F,Qp)
(τ ◦ χF )
kτ ,
avec η un caractère d’ordre ﬁni, ψ un caractère non ramiﬁé sur F , et kτ ∈ Z. Notons N l’ordre
de η et β l’image par ψ du morphisme de Frobenius relatif. Soit Ω ∈ F̂ nr ⊂ B+max,F tel que
ϕF (Ω) = β
−1Ω. Posons ∆ = (Ωdet(ai,j))N , alors ∆ est un élément de (B+max,F [T
−1])GF∞ . De
plus, comme ∆ est multiple de det(ai,j) dans B+max,F [T
−1], ∆qnun s’écrit comme combinaison
linéaire des ei, à coeﬃcients dans (B+max,F [T
−1])ϕF=a,GF∞ , où a = β−N ∈ F (et même dans
(T−kB+max,F )
ϕF=a,GF∞ , quitte à augmenter la valeur de k trouvée précédemment).
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4.4.4 Utilisation du lemme principal
Notons
∆qnun =
d∑
i=1
bi(n)ei,
avec bi(n) ∈ (T−kB+max,F )
ϕF=a,GF∞ , la décomposition obtenue ci-dessus. On a
∆(1− σ)(qnun)
=
d∑
i=1
(1− σ)(T kbi(n))T
−kei +
d∑
i=1
σ(T kbi(n)) (1− σ)(T
−kei)︸ ︷︷ ︸
−→
σ→1
0
− (1− σ)(∆)︸ ︷︷ ︸
−→
σ→1
0
σ(qnun).
La ﬁn de la démonstration consiste à appliquer le lemme 4.2.1 aux suites (bi(n))n. Pour arriver
au résultat, on va suivre deux fois le même raisonnement : d’abord en multipliant tout par une
suite tendant assez vite vers 0 pour que les suites considérées soient bornées, en en déduisant
que la suite (qnun) est elle-même bornée, puis en travaillant directement sur (qnun).
Soit (αn) une suite bornée d’éléments de Qp, telle que la suite (αnqnun) soit bornée. Comme
lim
n→+∞
inf
τ∈GFn
vmax,F ((1− τ)(q
nun)) = +∞,
on déduit de la formule ci-dessus que
lim
n→+∞
inf
σ∈GFn
vmax,F
(
(1− σ)(αnT
kbi(n))
)
= +∞,
pour tout i ∈ {1, . . . , d}. D’après le lemme 4.2.1 et comme la suite de terme général αnT kbi(n)
est bornée, on en déduit
lim
n→+∞
inf
σ∈GFn−1
vmax,F
(
(1− σ)(αnT
kbi(n))
)
= +∞,
puis, en utilisant à nouveau l’hypothèse que (αnqnun) est bornée, on obtient que si (σn) est une
suite d’éléments de ΓF vériﬁant σn ∈ ΓFn−1 alors la suite de terme général αn(1 − σn)(q
nun)
tend vers 0, puis (d’après la partie précédente) que αn(qnun − qn−1un−1) tend vers 0.
Notons ‖·‖ une norme p-adique sur ((T−kB+max,F )
ϕF=1 ⊗F V )
GF∞ . Considérons d’abord
αn =
{
1 si ‖qnun‖ 6 1
pκ(n) sinon,
où κ(n) ∈ Z est tel que 1p < p
−κ(n)‖qnun‖ 6 1. (On a en particulier κ(n) > 0, dans le second
cas). On a alors, par construction
‖αnq
nun‖ 6 1
|αn| 6 1,
donc on se trouve dans les hypothèses précédentes. On en déduit que αn(qnun− qn−1un−1) tend
vers 0. Or on a ∥∥αnqn−1un−1∥∥ 6 max (∥∥αn(qnun − qn−1un−1)∥∥ , ‖αnqnun‖) ,
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avec égalité si les deux normes dans la parenthèse sont diﬀérentes. Supposons n assez grand pour
que ∥∥αn(qnun − qn−1un−1)∥∥ < 1
p
.
On a alors deux cas :
• soit ‖qnun‖ 6 1 ;
• soit ‖qnun‖ > 1, et on a alors ‖αnqnun‖ > 1p par construction, et les résultats précédents
donnent
∥∥αnqn−1un−1∥∥ = ‖αnqnun‖, donc ‖qn−1un−1‖ = ‖qnun‖.
La suite (qnun) est donc bornée.
On peut alors réappliquer les résultats précédents avec αn = 1. On obtient que la suite de
terme général qnun − qn−1un−1 tend vers 0, donc que la suite de terme général qnun converge,
ce qui conclut la preuve du théorème 4.4.2.
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