ABSTRACT
INTRODUCTION
Acoustofluidics refer to the application of acoustic pressure fields in microfluidic systems typically achieved * Corresponding author.
by actuation of AC-biased piezo-actuators [1] . As the speed of sound in water at room temperature is c a ≈ 1.5 × 10 3 m/s, the application of ultrasound frequencies f 1.5 MHz will lead to wavelengths λ 1 mm, which will fit into the submillimeter-sized channels and cavities of microfluidic systems.
The past decade it has been demonstrated that acoustic actuation poses an attractive option for the performance of a wide range of microfluidic tasks. Examples are the application of acoustic forces used for enrichment [2, 3] , mixing [4, 5] , cell handling [6, 7] , medium exchange [8] , separation [9] [10] [11] , sorting [12] , and others [13, 14] . The increased level of experimental sophistication within acoustofluidics puts higher demands on more advanced theoretical analysis in particular with respect to understanding more thoroughly the time-averaged effects of acoustic radiation force on suspended particles as well as acoustic streaming effects.
In this paper we present a second-order perturbation analysis of three aspects of time-averaged acoustofluidic effects: improved numerical treatment of the weak viscous damping by a double-perturbation expansion, analysis of resonance phenomena, and radiation force analysis of a particle separation microsystem. The experimental observations we analyze are illustrated in Fig. 1(a) and (b) showing measurements on a 2 × 2 × 0.2 mm 3 water filled flat chamber in a Si/glassbased chip.
All our numerical simulations are carried out using Comsol Multiphysics 3.3 installed on a standard PC. One simulation example is shown in Fig. 1(c) : a first-order pressure eigenmode of an inviscid liquid in a resonator geometry identical to the one of panel (a) and (b) with realistic values of material parameters.
First and second-order perturbation equations
In its basic form [1] , acoustofluidics of an isothermal, Newtonian fluid of viscosity η involves a second-order perturbation expansion of the velocity field v = v 0 + v 1 + v 2 , of the density field ρ = ρ 0 + ρ 1 + ρ 2 , and of the pressure field p = p 0 +c 2 a ρ 1 +p 2 , where c a is the isentropic speed of sound. These fields are governed by the continuity equation and the Navier-Stokes equation. The unperturbed system is the quiescent state v 0 = 0 of constant pressure p 0 and density ρ 0 . Assuming a steady harmonic time dependence of all first-order fields, f 1 = f 1 (r)e −iωt , the first-order perturbation part of the governing equations is
while the time-averaged second-order perturbation part is
where the time-averaged force term F is given by
Combining Eqs. (1a) and (1b) and defining k 0 = ω/c a lead to the lossy Helmholtz wave equation for the density field
where we have introduced the small viscous damping coefficient γ, and used
The smallness of γ implies that the viscous damping can be neglected when dealing solely with first-order fields, but, as we shall see, it plays a decisive role when calculating the time-averaged products of pairs of first-order terms appearing in the second-order equations (2).
First-order onresonance acoustofluidics
To solve the acoustofluidic equations of motion in variuos geometries we need to rely on numerical simulations. However, due to the small value γ we are faced 
THE LOWER ROW (d), (e), and (f) SHOWS THE CORRESPONDING ANALYTICALLY DE-TERMINED FIELDS. IT IS OBVIOUS BY COMPARING THE TWO ROWS THAT THE NUMERICAL SIMULATION CANNOT SIMULTANEOUSLY RESOLVE THE HUGE DIFFERENCES BETWEEN THE MAGNITUDE OF THE REAL AND THE IMAGINARY PARTS. THE SIMULATION USE SECOND-ORDER LAGRANGE ELEMENTS WITH A MAXIMUM MESH SIZE OF 5% OF THE WAVELENGTH.
with serious problems regarding the numerical accuracy of terms involving the imaginary part of the factor 1 + iγ in the lossy Helmholtz equation. This can easily be demonstrated in the 2D case of a square in the xy-plane given by −L < x < L and −L < y < L. If we assume that by piezo-actuation the walls are forced to oscillate with a velocity
where is the oscillation amplitude and A is a dimensionless amplitude scaling factor, then the first-order density field ρ 1 can be calculated analytically,
We note the resonances occur for k 0 = nπ/L or ω = ω n = nπc a /L, with n = 1, 2, 3, . . .. The order of magnitude of the density amplitude at resonance is seen to be |ρ 1 (ω n )| = ρ 0 /(γL) ≈ 10 −2 ρ 0 . The difficulties with the numerical resolution of the small imaginary part can now be illustrated by comparing the analytical solution Eq. (6) with a numerical solution. The result of such a comparison is shown in Fig. 2 for the resonance mode n = 3 with A = 3. First, we note that for the large real part Re[ρ 1 ] numerics, panel (a), is in agreement with analytics, panel (d), and we also note that this particular mode ressembles the one observed experimentally as shown in Fig. 1 . Second, by comparing panel (b) and (e), we find that the result of the numerical computation of the small imaginary part Im[ρ 1 ] is problematic: the magnitude of the amplitude is off by a factor of 7 and the shape of the amplitude is incorrect. We conclude that for MHz ultrasound in water, the numerical solutions for the imaginary part of the lossy first-order Helmholtz equation yield incorrect results due to the smallness of the damping parameter γ 1. One way to overcome the problem is discussed in the following. 
Perturbation in the viscous damping coefficient γ
So far we have only performed a perturbation expansion in the acoustic actuation. The corresponding small perturbation parameter can be identified from Eq. (6), ρ 1 ≈ ρ 0 k 0 = (ω /c a ) ρ 0 , and thus = ω /c a . The numerical problems encountered with the smallness of the viscous damping γ naturally lead us to perform a perturbation expansion also in that parameter. Consequently, we expand perturbatively any field f in both and γ,
where the first and second index in a double-indexed field refer to the order of and γ, respectively. Using the double-perturbation approach, it is shown in Ref. [15] that to first order in and γ, the velocity field is a potential flow,
Based on this observation, we can write a simplified perturbation expansion in γ for the governing equations (1) and (2) and solve them order by order in γ thus avoiding the problem of treating simultaneously terms of order unity and γ. As an example we give the specific form of the Navier-Stokes equation for v 2 to first order in γ,
where p eff 2 is a steady, effective pressure defined by
Together with the continuity equation (2a), the NavierStokes equation (9b) is solved containing only terms of order γ and using known first-order fields v 1 and ρ 1 as source terms. As a result we obtain the steady second-order fields v 2 and p eff 2 . The actual steady pressure field p 2 is subsequently obtained from Eq. (9c).
In Fig. 3 we validate our double-perturbation approach by comparing it to the single-perturbation approach of equation (2) . Both methods have been used to calculate v 2 in the square chamber shown in Fig. 2 . To be able at all to use the single-perturbation method, γ needs to be enhanced by a factor of 1000 from its actual value to γ ≈ 10 −2 . From Fig. 3(a) and (c) we see that the two methods yield the same answer for the x-component v 2x , but we also see from panel (b) that while the new doubleperturbation scheme results in a smooth curve, the direct single-perturbation scheme leads to a fluctuating curve.
The inadequacy of the single-perturbation method is evident from studies of the convergence as a function of the value of γ as shown in Fig. 4 . The convergence is quantified through the mean ∆ c of the relative deviation, of the single-perturbation velocity v sgl 2x relative to the double-perturbation velocity v dbl 2x in all grid points. Only for unrealistic high values of the damping, γ ∼ 10 −1 , does the two methods converge. In agreement with the result of Section , the single-perturbation method fails for small values of γ, since the small terms proportional to γ are not seperated out. To obtain reliable numerical results in the acoustofluidic simulations it is imperative to perform a perturbation expansion both in the acoustic actuation parameter and in the viscous damping parameter γ.
Finally, we remark that the surface plots of v 2x in Fig. 3 does not resemble the observed 6 × 6 vortex pattern of Fig. 1(a) . The reason is our assumption about rigidly oscillating walls, which basically does not allow traveling waves. This boundary condition results in a standing first-order wave with 3 wavelengths in each direction. Any second-order velocity field will therefore acquire 6 wavelengths in each direction. But 6 full periods must support 6 vortex pairs, so the expected second-order velocity field should thus be a 12×12 vortex pattern. We have carried out preliminary investigations that supports the idea that allowing for traveling waves by appropriate boundary conditions does indeed yield a 6 × 6 vortex pattern as observed.
Acoustic radiation forces on tracer particles
We now turn to the behavior of the tracer particles under influence of an acoustic radiation force. As shown in Fig. 1 the observed motion of these particles depends strongly on their size: smaller particles tend to follow the velocity streaming, while larger particles are forced to the pressure nodal lines. The leading terms in the acoustic radiation force F ac has in the general case been given by Gorkov [16] in terms of the square of the inviscid first-order pressure p 2 10 and velocity v 2 10 . Here, using the Stokes drag F = 6πηa(v − u) for a spherical particle of radius a moving with the velocity u in a liquid flowing with the velocity v, we rewrite the Gorkov expression to an expression for the velocity u of the tracer particle,
where the coefficients C κ and C ρ are given by
with the superscript '(p)' referring to the particle. Thus the two C-coefficients relate to the relative compressibilities and densities of the liquid and of the particle. According to Eq. (11), the velocity of a tracer bead is the sum of liquid drag velocity v and the velocity induced by the radiation force. A tracer particle has the critical size a c , when these two velocities balance, i.e., when v = v 2 and u = 0. A simple estimate for v 2 is obtained from Eq. (2a) by stating
Combining all this we arrive at
With a frequency f = 2 MHz the critical radius for polystyrene (PS) particles is a c ≈ 1.3 µm. This estimate is in accordance with Fig. 1 , where under identical conditions the motion of tracer PS particles with a = 0.5 µm is dominated by the acoustic streaming of the liquid, while that of the polyamide (PA) particles with a = 2.5 µm is dominated by the radiation force.
The expression for the radiation-force-induced velocity can also be used to predict the separation of particles in acoustofluidic systems. In the following we briefly analyze the Ψ-shaped tri-fork channel systems introduced by Jonsson et al. [10] to separate red blood cells from lipid particles. The system is based on standard Si/glass microfabrication technology. The straight channel leading up to the tri-fork is 18 mm long, 0.4 mm wide and 0.15 mm high. By piezo-actuators acoustic field are applied with frequencies around f = 2 MHz.
In Fig. 5(b) is shown experimental results with simple 5 µm polyamide (PA) tracer particles on one such device similar to the ones in Fig. 1. In panel (a) is shown the corresponding numerical simulation using the above mentioned methods for first-order fields. The gray scale plot shows the pressure field, while the arrows indicate the radiationforce-induced transient velocity.
In the experiment the tracer particles are fed into the long, straight inlet channel, and by proper tuning of the acoustic frequency, the radiation force concentrates the particles in the center of the flow stream while depleting the sides of the stream. The efficiency of this prototypical separation is defined through the separation efficiency E,
where N center and N waste is the number of particles exiting through the center-channel and one of the side-channels of the tri-fork, respectively. The separation efficiency is simulated numerically by the following procedure. First, the first-order pressure and velocity fields are calculated as shown in Fig. 5 . Then, using Eq. (11) we determine the velocity u(r) that a particle would acquire if placed at the position r under the influence of a viscous drag from the flow stream and of an acoustic radiation force. Finally, the built-in Runge-Kutta 45 solver of Comsol Multiphysics is used to calculate, by time-integration of u, the exit positions of a collection of tracer particles released at the inlet. The separation efficiency can then be estimated by counting the number of particles ending up in the center-channel and side-channels, respectively.
In Fig. 6(a) we show the numerically simulated separation efficiency E versus flow rate Q at the constant acoustic frequency f = 1.96 MHz. In panel (c) is shown the calculated trajectories of the tracer beads, while panel (b) is a picture of moving tracer beads in a typical experiment.
We note that the calculated radiation force yields results in fair agreement with the experimental observations.
Conclusion
We have analyzed the basic perturbative approach to acoustofluidics in water-filled Si/glass-based microsystems. At the experimentally relevant ultrasound frequencies of the order 1 MHz, the viscous damping is minute. This causes severe difficulties in direct numerical simulations. We have shown that by expanding the governing equations by a double-perturbation in both the acoustic actuation parameter and the damping parameter γ, we can separate the large and small terms and thereby ensure numerical stability. Furthermore, we have analyzed the relative strengths of the acoustic streaming force and the acoustic radiation force on a given tracer particle. We have established an expression to estimate the particle radius a c , above which the radiation force becomes the dominant force on the particle.
Finally, based on numerical simulation of the firstorder resonance modes, we have calculated the separtion efficiency of an actual separation device.
Our theoretical and numerical analysis emphasizes the value of a thorough treatment of the complete resonance modes including viscous damping.
