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We formulate a new “Wigner characteristics” based method to calculate entanglement entropies of subsys-
tems of Fermions using Keldysh field theory. This bypasses the requirements of working with complicated man-
ifolds for calculating Re´nyi entropies for many body systems. We provide an exact analytic formula for Re´nyi
and von-Neumann entanglement entropies of non-interacting open quantum systems, which are initialised in
arbitrary Fock states. We use this formalism to look at entanglement entropies of momentum Fock states of
one-dimensional Fermions. We show that the entanglement entropy of a Fock state can scale either logarith-
mically or linearly with subsystem size, depending on whether the number of discontinuities in the momentum
distribution is smaller or larger than the subsystem size. This classification of states in terms number of blocks
of occupied momenta allows us to analytically estimate the number of critical and non-critical Fock states for a
particular subsystem size. We also use this formalism to describe entanglement dynamics of an open quantum
system starting with a single domain wall at the center of the system. Using entanglement entropy and mutual
information, we understand the dynamics in terms of coherent motion of the domain wall wavefronts, creation
and annihilation of domain walls and incoherent exchange of particles with the bath.
I. INTRODUCTION
In a many body system, the erasure of information shows
up as a classical probability in the description of the system.
For quantum systems, if one starts from a generic pure quan-
tum state and traces out some degrees of freedom, the descrip-
tion requires a “reduced” density matrix which allows quan-
tum probability amplitudes and classical probabilities to co-
exist in a single formalism1. Entanglement entropies (like
Von-Neumann and Re´nyi entropies) are corresponding en-
tropy measures of this resulting classical probability distribu-
tion, with the entanglement eigenvalues (the eigenvalues of
the density matrix) giving the classical probability of finding
the corresponding eigenstate in the ensemble. In this sense,
entanglement entropies measure how much classical informa-
tion is required to compensate for the loss of knowledge due
to tracing over degrees of freedom.
Entanglement has been extensively studied in the context of
quantum information and computation2, and in recent years, it
has proved to be useful in many body physics as well3. In par-
ticular, the scaling of bipartite entanglement entropy with sub-
system size in ground states4 has been used to detect topolog-
ical phases5–7 and quantum phase transitions8. More recently,
finite energy density eigenstates have also been shown to ex-
hibit some universal scaling of entanglement entropy(EE)9–11.
Recently, entanglement entropy of many body systems have
been measured experimentally12,13, although the system sizes
are not in the thermodynamic limit. However, theoretical un-
derstanding of the same is comparatively still limited and ef-
ficient computational methods capable of accessing large sys-
tem sizes are restricted to non-interacting theories14 or special
integrable models in one dimension.
There have been three main approaches to calculating bi-
partite entanglement entropy of Fermionic quantum states:
(1) Conformal Field Theory based approaches, which have
yielded strong and crisp analytic predictions for size de-
pendence of entanglement entropies in critical theories 15–17
(2) Operator based approaches, which are confined to non-
interacting systems, but have yielded exact answers14,18 and
(3) Field theory based approaches, which maps the prob-
lem to calculating partition function of the system on a Rie-
mann surface with replicated sheets, with complicated bound-
ary conditions19–22 . There have of course been numeri-
cal approaches, which try to construct the state in the large
dimensional Hilbert space either exactly (exact diagonaliza-
tion) 23–25 or in approximate ways ( DMRG 26,27, Tensor Net-
works28), and then work out the entanglement entropy by con-
structing a Schmidt decomposition of the state. With improve-
ment of strategies to construct these states, this approach has
yielded a wealth of information about structure of entangle-
ment entropy of states. The numerical methods are less re-
stricted than analytic ones in terms of applicability, but suffer
from the problems of dealing with large Hilbert spaces.
In a recent paper, Chakraborty and Sensarma 29 showed
that Wigner characteristic functions for density matrices of
bosonic many body systems are equivalent to partition func-
tions in presence of time-localized sources (i.e. a delta func-
tion kick). The formalism can be adapted in a straightforward
way to reduced density matrices by restricting the sources to
the subregion where the reduced density matrix is supported.
Combined with well known relations between Wigner func-
tions and Re´nyi entropies of bosonic density matrices, this al-
lowed a calculation of Re´nyi entropies of subsystems, which
only involved correlation functions of the original model with-
out any complicated Riemann surfaces. In this paper, we
use similar ideas, combined with construction of “distribution
functions” for Fermions by Glauber and Cahill30, to show that
one can construct Keldysh partition functions of the fermionic
systems with time localized sources living on a subregion.
One can use these Grassmann valued characteristic functions
and integrate over the sources to obtain the Re´nyi entropies of
arbitrary order, and hence von-Neumann entropy for a system
of Fermions, both in and out of equilibrium. This part of the
formalism was also developed independently by Haldar, Bera
and Banerjee, who then went on to apply it to SYK models31.
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2In this paper, we focus our attention on the application of
this formalism to non equilibrium dynamics of Fermions in
both open and closed quantum systems, starting from arbitrary
initial conditions. A key result of this paper is that we obtain
an exact analytic formula for the entanglement entropy of an
open quantum system of Fermions whose dynamics start from
an arbitrary initial Fock state. To our knowledge, this is the
first time such a formula has been derived for open quantum
dynamics with arbitrary initial conditions.
While a large amount of work has gone into understanding
the entanglement properties of ground states of Fermions4, the
excited states have received relatively less analytic attention.
Early work in this direction by Alba et. al 32 on entanglement
entropy of excited states of XY model showed the presence
of “critical” states, whose entanglement entropy varied log-
arithmically with the size of the subsystem. Later works by
Ares et.al33, Storms et al.34, and more recently the works of
Vidmar et al.9,10, Carrasco et al.35, Jafarizadeh et al.36, and Lu
et al.37 have revived interest in the entanglement entropy of
Fock states of Fermions We apply our exact formula to study
the entanglement entropy of arbitrary momentum Fock states
of spinless Fermions in one dimension. Here, our main results
are: (i) For studying the behaviour of entanglement entropy, it
is useful to classify Fock states in terms of number of blocks
of occupied momenta in that state. This is similar to the clas-
sification proposed by Alba and Calabrese32 (ii) The entan-
glement entropy of a given Fock state scales logarithmically
(“critical” behaviour) with the subsystem size if the subsys-
tem size is much larger than the number of blocks of occupied
momenta (or number of discontinuities in the momentum dis-
tribution) of the Fock state. The entropy scales linearly (“non-
critical” behaviour) with the subsystem size when the number
of discontinuities is much larger than the subsystem size. Thus
Fock states are neither critical or non-critical by themselves,
the same Fock state can appear critical or non-critical depend-
ing on the range of subsystem sizes one is probing. (iii) For
a given subsystem size, we obtain an analytic estimate of the
number of critical states in terms of the density of Fermions.
Entanglement dynamics in open quantum systems have
been studied within the master equation approach38 and quan-
tum trajectory approach39 , but they have been restricted to
systems with 2 or few qubits40. A general analytic treat-
ment of entanglement dynamics of many body systems start-
ing from different initial conditions has been missing in the
literature. Our exact formula fills this void for non-interacting
Fermionic systems. Using this, we study the dynamics of an
open quantum system of one dimensional spinless Fermions
connected to a bath. We initialize this system in a Fock state
with a density profile where the left half of the lattice is oc-
cupied and the right half is empty, creating a domain wall in
the chain. We measure the time evolution of entanglement
entropy of subsystems of different sizes placed at different lo-
cations in the system. We also look at the mutual information
between the different components of a subsystem to see how
they are entangled between themselves. We find that the dy-
namics of entanglement can be understood in terms three dif-
ferent processes: (i) an incoherent exchange of particles with
the bath, which leads to a background evolution of entangle-
ment, which does not depend on the location of the subsys-
tem. (ii) A coherent wave of domain wall propagating and
reflecting off the boundaries of the system, which leads to
sharp jumps in entanglement entropy. These jumps occur at
different times for subsystems at different locations, reveal-
ing the propagation and reflection of the wave. The coherent
wave is damped by dissipation from the bath, and (iii) Local
Rabi oscillations between nearest neighbours which also lead
to splitting and merging of domains. This process leaves its
imprint in the form of oscillations superposed on an overall
background. We show that once the coherent wave hits the
subsystem there is a sharp increase in the mutual information
between the components of the subsystem, showing that they
are getting entangled in the process. Finally, as the system
evolves from a pure quantum state to a density matrix charac-
terized by a thermal ensemble in the long time limit, we focus
on the additional entropy density (entropy per site) of a sub-
system vis-a-vis the full system, which represents the entropy
of information loss due to tracing of degrees of freedom. We
show that while the time evolution of entanglement entropy
of larger subsystems closely follow that of the full system, the
effects of the quantum processes can be cleanly demonstrated
in the evolution of the excess entropy density.
We now provide a roadmap for the different sections of
the paper: (i) In Section II, we define the Grassmann valued
“Wigner characteristic function” of a fermionic density ma-
trix, previously discussed by Glauber and Cahill30, and show
how one can relate integrals (over Grassmann valued argu-
ments) of these functions to Re´nyi entropies of different or-
ders. (ii) In Section III, we show how the Keldysh partition
function of a Fermionic system with particular arrangement
of sources is equal to the Wigner characteristic function of the
reduced density matrix of a subsystem. (iii) In Section IV,
we will extend this formalism to the case of non-equilibrium
dynamics starting from arbitrary initial states. (iv) In sec-
tion V, we derive an exact analytic formula for Re´nyi and
von Neumann entropies of a subsystem of a open quantum
system of non-interacting Fermions starting from an arbitrary
Fock state. (vi) In section VI, we will focus our attention on
arbitrary momentum Fock states and show that they can ex-
ibit linear or logarithmic scaling of entanglement entropy with
subsystem size, depending the range of subsystem sizes one
is probing. (vii) In section VII, we will study the evolution
of entanglement entropy and mutual information in an open
quantum system of one dimensional Fermions starting from a
state with one half occupied and the other half empty.
II. WIGNER FUNCTIONS AND ENTANGLEMENT
ENTROPY OF FERMIONS
We will study a system of N spinless Fermions on a lattice
with V sites and calculate Re´nyi and von Neumann entropies
of a subsystem A with VA sites. We will consider a complete
single particle basis i with V distinct values, and correspond-
ing creation/annihilation operators c†i ( ci). The Fermionic
coherent states, defined by |ζ, ζ¯〉 := Dˆ(ζ, ζ¯)|0〉, are labelled
by tuples of Grassman variables ζ = (ζ1, ζ2, . . . , ζM )T and
3ζ¯ = (ζ¯1, ζ¯2, . . . , ζ¯M ), where M is the number of modes, |0〉
is the vacuum state, and the displacement operator is given by
Dˆ(ζ, ζ¯) := e
∑
i c
†
i ζi−ζ¯ici =
∏
i
[1+ζic
†
i−ζ¯ic†i−ζ¯iζi(1/2−c†i ci)]
(1)
These operators can be combined using
Dˆ(ζ, ζ¯)Dˆ(η, η¯) = Dˆ(ζ + η, ζ¯ + η¯) e
1
2 (η¯·ζ−ζ¯·η). (2)
To construct various “quasi-distribution functions”, in a vein
similar to the Wigner distribution for Bosons41, it is useful to
introduce another operator Eˆ(ζ, ζ¯) where
Eˆ(ζ, ζ¯) =
∏
i
(1− 2c†i ci)Dˆ(ζ, ζ¯) = eipiNˆtotDˆ(ζ, ζ¯). (3)
Nˆtot is the total Fermion number operator. Eˆ is thus related
to Dˆ by the fermion parity operator. This operator was first
introduced by Cahill and Glauber 30, although our definition
differs from theirs by a sign of the arguments.
In this case, one can easily show that the delta function over
Grassmans42 can be represented as
δ(ζ−η) :=
∏
i
(ζi−ηi)(ζ¯i−η¯i) = Tr
[
Dˆ(ζ, ζ¯)Eˆ(η, η¯)
]
(4)
where ηi and η¯i are Grassman variables. We note that any
operator in the Fermionic Fock space, which preserves total
Fermion parity, can be expanded in terms of either Dˆ or Eˆ as
Fˆ =
∫
D[ζ, ζ¯] fD(ζ, ζ¯)Dˆ(ζ, ζ¯)
=
∫
D[ζ, ζ¯] fE(ζ, ζ¯)Eˆ(ζ, ζ¯) (5)
where D[ζ, ζ¯] := ∏i dζ¯idζi and
fD(ζ, ζ¯) = Tr
[
Fˆ Eˆ(ζ, ζ¯)
]
fE(ζ, ζ¯) = Tr
[
Dˆ(ζ, ζ¯)Fˆ
]
(6)
As a consequence of this, one can expand Eˆ in terms of Dˆ,
Eˆ(ζ, ζ¯) = 2M
∫
D[η, η¯] Dˆ(η, η¯)e 12
∑
i ζ¯iηi−η¯iζi (7)
One can now define the equivalent of the Wigner characteristic
function for fermions,
χD(ζ, ζ¯) = ρE(ζ, ζ¯) = Tr
[
ρˆDˆ(ζ, ζ¯)
]
(8)
χE(ζ, ζ¯) = ρD(ζ, ζ¯) = Tr
[
ρˆEˆ(ζ, ζ¯)
]
= 2M
∫
D[η, η¯]χD(η, η¯)e 12
∑
i ζ¯iηi−η¯iζi
where ρˆ is the density matrix of the system in a 2M dimen-
sional Hilbert space. For a reduced density matrix of a sub-
system of VA sites, M = VA. All operator expectations can
be written in terms of χD and we will later see that χD can be
calculated within a path-integral/field theoretic approach.
Using the expansions, Eq. 5 and Eq. 6, together with the
identity Eq. 4, the expectation of parity preserving operators
are given by
〈Fˆ 〉 = Tr
[
Fˆ ρˆ
]
=
∫
D[ζ, ζ¯] fD(ζ, ζ¯) χD(ζ, ζ¯) (9)
The second Re´nyi entropy, S(2) = − ln Tr [ρˆ2r], is
S(2) = − ln
[
2VA
∫
D[ζ, ζ¯]D[η, η¯] χrD(ζ, ζ¯)χrD(η, η¯) e 12 ∑′x ζ¯xηx−η¯xζx] (10)
where ρˆr is the reduced density matrix. Here the ′ in the sum-
mation indicates that the spatial index x runs only over the
subsystem A. Note that in case of continuum theories, the
sum will be replaced by appropriate integrals. The above re-
sult can be generalized to the trace of n operators to get the
relation between the nth order Re´nyi entropy S(n) and the
Wigner characteristic of the reduced density matrix
S(n) =
1
1− n ln
[
2(n−1)VA
∫ n−1∏
i=1
D[ζ(i), ζ¯(i)]D[η(i), η¯(i)]
n−1∏
i=1
χrD[η
(i), η¯(i)] χrD
[∑
ζ(i),
∑
ζ¯(i)
]
exp
1
2
∑
i
ζ¯(i) · η(i) − η¯(i) · ζ(i) +
∑
i>j
ζ¯(i) · ζ(j) − ζ¯(j) · ζ(i)
 (11)
We note that if all the Renyi entropies are analytically known, the von Neumann entropy can be calculated by analytic con-
4tinuation SvN := limn→1 S(n). Having related all the Re´nyi
entanglement entropies of a subsystem of fermions to the
Wigner characteristic function of the reduced density matrix
χrD, we now focus our attention on methods to compute this
function. In the next section, we will relate χrD to a Schwinger
Keldysh partition function of the fermionic system in presence
of a particular set of sources.
III. KELDYSH FIELD THEORY ANDWIGNER
CHARACTERISTIC FUNCTION
Schwinger Keldysh field theories can describe quantum
dynamics of both open and closed quantum many body
systems out of thermal equilibrium. The key idea is to
consider the time evolution of the density matrix, ρˆ(t) =
Uˆ(t, 0)ρˆ(0)Uˆ†(t, 0) and expand the forward time evolution
operator U in a path/functional integral with Grassmann fields
ψ+(x, t) and ψ¯+(x, t). The backward time evolution opera-
tor has a similar expansion in terms of ψ−(x, t) and ψ¯−(x, t).
This leads to a field theory with two copies of fields at each
space time points.
Observables O(t) = Tr
[
Oˆρˆ(t)
]
/trρˆ(t) are usually ob-
tained in the field theoretic formalism by coupling sources to
the fields, J±(x, t) coupling to ψ¯±(x, t) and J¯±(x, t) cou-
pling to ψ±(x, t), and taking derivatives with respect to these
sources, before setting the sources to zero. For time local ob-
servables, the standard practice is to take a symmetric linear
combination of placing the operator on the + and − contour;
i.e. O(t) = [O+(t) +O−(t)]/2.
It was first shown in Ref 29, that the expectation of the dis-
placement operator for a system of Bosons is equivalent to the
Keldysh partition function in presence of a particular set of
sources. We follow similar algebra to show that this holds for
Fermionic Wigner characteristics as well. The key innovation
in this derivation is to consider
χD(ζ, ζ¯, t) =
Tr
[
Uˆ(∞, t)Dˆ1/2(ζ/2, ζ¯/2)Uˆ(t, 0)ρˆ0Uˆ†(t, 0)Dˆ1/2(ζ/2, ζ¯/2)Uˆ†(∞, t)
]
Tr
[
Uˆ(∞, 0)ρˆ0Uˆ†(∞, 0)
] (12)
or D ∼ D1/2+ D1/2− , i.e. a multiplicative rather than a linear
decomposition. We note that Dˆ1/2 is not a normal ordered
operator. However, considering the anti-commutation of the
Grassman fields, it can be shown that the insertion of Dˆ1/2 on
the ± contour is equivalent to turning on a source J±(x, τ) =
±ιζxδ(τ − t). We note that the change of sign between the
sources on the + and − contour is due to the fact that the
action on the − contour has a − sign relative to the action on
the + contour in the Keldysh formalism. Thus we can identify
χD(ζ, ζ¯, t) = Z
[
J±(x, τ) = ±ιζxδ(τ − t), J¯±(x, τ) = ∓ιζ¯xδ(τ − t)
]
(13)
i.e. Wigner characteristic is the partition function with the above set of sources. For fermionic systems, it is useful to work
with symmetric and antisymmetric combinations of the fields,
ψ1(x, t) = [ψ+(x, t) + ψ−(x, t)]/
√
2 ψ2(x, t) = [ψ+(x, t)− ψ−(x, t)]/
√
2
ψ¯1(x, t) = [ψ¯+(x, t)− ψ¯−(x, t)]/
√
2 ψ¯2(x, t) = [ψ¯+(x, t) + ψ¯−(x, t)]/
√
2.
(14)
One can similarly define sources J1(x, t) = [J+(x, t) + J−(x, t)]/
√
2, J2(x, t) = [J+(x, t) − J−(x, t)]/
√
2, J¯1(x, t) =
[J¯+(x, t)−J¯−(x, t)]/
√
2 and J¯2(x, t) = [J¯+(x, t)+J¯−(x, t)]/
√
2, which couple to the respective rotated fields. If one considers
the source pattern required for evaluating the Wigner characteristic in this Keldysh rotated basis, one finds that J1(x, τ) =
J¯2(x, τ) = 0, with J¯1(x, τ) = − ι√2 ζ¯xδ(t− τ) and J2(x, τ) = ι√2ζxδ(t− τ). This leads to the final result
χD(ζ, ζ¯, t) = Z
[
J1(x, τ) = 0, J¯1(x, τ) = − ι√
2
ζ¯xδ(t− τ), J2(x, τ) = ι√
2
ζxδ(t− τ), J¯2(x, τ) = 0
]
(15)
Note that the above equation is true for general interacting
open or closed systems of Fermions.
To calculate Re´nyi entropies, one divides the system into
subsystems A and B and traces the density matrix over de-
grees of freedom residing in B to obtain a reduced density
matrix. One then considers traces of products of such reduced
density matrices. The standard field theoretic way of calculat-
ing this is to consider a field theory on a replicated manifold
5with complicated boundary conditions on the fields in the re-
gion A. In our formalism, the calculation of partition func-
tion naturally traces over degrees of freedom. To calculate the
Wigner characteristic of the reduced density matrix (instead of
the full density matrix), we simply need to restrict the sources
to be nonzero in the region A rather than the whole system.
This makes our formalism ideally suited for calculating en-
tanglement entropies of subsystem of Fermions.
We note that the standard Keldysh Field theory can treat
non-equilibrium dynamics of the system (including coupling
to baths), provided the initial state is in thermal equilibrium.
We will deal with the case of arbitrary initial conditions in the
next section. For thermal initial states, the gaussian action for
a non-interacting system can be written as
S =
∫
dt
∫
dt′
∑
x,x′
ψ†(x, t)G−1(x, t;x′, t′)ψ(x′, t′) (16)
Here ψ†(x, t) = [ψ¯1(x, t), ψ¯2(x, t)]. The inverse propagator
G−1 and the one particle Green’s functions G have the struc-
ture
Gˆ−1 =
[
(GˆR)−1 (Gˆ−1)K
0 (GˆA)−1
]
Gˆ =
[
GˆR GˆK
0 GˆA
]
(17)
where GˆR(A) is the retarded (advanced) one particle Greens
function, and GˆK is the Keldysh Greens function . The equal
time Keldysh Greens function is related to the physical one
particle correlators in the system. In this case, the functional
integrals over the fermion fields can be carried out to compute
the Wigner characteristic of the reduced density matrix
χrD(ζ, ζ¯, t) = e
− 12
∑′
xx′ ζ¯x[ιG
K(x,t;x′,t)]ζx′ (18)
where once again x and x′ are restricted to the subregion A,
and we have used the fact that partition function of a Keldysh
field theory in absence of external sources is 1 (this takes care
of a factor of det Gˆ−1 coming from the functional integrals).
We will not comment on the particular form of GˆK here, ex-
cept reminding the readers that GˆK is an anti-hermitian matrix
in the space-time indices. This form of χD can then be used
to calculate the second Re´nyi entropy
S(2)(t) = − ln
2LA∫ D[ζ, ζ¯]D[η, η¯] e− 12
∑′
xx′ (ζ¯x,η¯x)
 ιGK(x, t;x′, t) −δx,x′
δx,x′ ιG
K(x, t;x′, t)
( ζx′
ηx′
) = −Tr [ln[1ˆ + (ιGˆK(t))2]]
(19)
where the matrix GˆK(t) = GK(x, t;x′, t) is in the space of spatial co-ordinates running over subregion A. One can in fact write
down a general expression for the nth order Re´nyi entropy of the system in terms of the Keldysh Green’s function of the system
S(n)(t) =
1
1− nTr
[
ln
[(
1ˆ− ιGˆK(t)
2
)n
+
(
1ˆ + ιGˆK(t)
2
)n]]
(20)
We can analytically continue the expression for S(n) to n→ 1 to get
SvN = −tr
[
ln
[(
1ˆ− ιGˆK(t)
2
)
ln
(
1ˆ− ιGˆK(t)
2
)
+
(
1ˆ + ιGˆK(t)
2
)
ln
(
1ˆ + ιGˆK(t)
2
)]]
(21)
This recovers the well known formula of Ref14 with the role of the correlation matrix played by (1ˆ− ιGˆK(t))/2
IV. ARBITRARY INITIAL CONDITIONS
A large class of interesting problems regarding dynamics of
entanglement entropies require description of dynamics start-
ing from non-thermal initial states; e.g. we may be inter-
ested in starting an open quantum system in a product state in
real space (with zero Re´nyi entropy) and describe the growth
of entanglement as the system thermalizes. While textbook
Keldysh field theory requires a thermal initial state, recent de-
velopments43 have provided a way to describe quantum dy-
namics of many body systems starting from arbitrary initial
conditions.By focussing at the initial time, the formalism can
be easily adapted to investigate the entanglement entropy of
particular Fock states or density matrices.
Here we will briefly review the formalism of incorporat-
ing initial athermal states as applied to the calculation of the
Wigner characteristics43. Consider an initial density matrix of
the form ρˆ0 =
∑
{n} c{n}|{n}〉〈{n}| where |{n}〉 = ⊗α|nα〉
is the occupation number state, and α denotes a single par-
ticle basis state. Note that α does not need to be a spatial
co-ordinate; this formalism will work for any complete one
particle basis. In this case, we need to add to the original
Keldysh action a bilinear source term at t = 0, δS(u) =
ι
∑
α ψ
∗
1(α, 0)ψ2(α, 0)
1−uα
1+uα
. One then calculates the Wigner
characteristic in this theory by adding appropriate sources and
calculating the partition function in presence of these sources,
6χrD(ζ, ζ¯, t|u) = Z
[
J1(x, τ) = 0, J¯1(x, τ) = − ι√
2
ζ¯xδ(t− τ), J2(x, τ) = ι√
2
ζxδ(t− τ), J¯2(x, τ) = 0, u
]
(22)
The Wigner characteristic for the dynamics with the initial
condition is then given by
χrD(ζ, ζ¯, t, ) = L(∂u, ρ0)N (u)χD(ζ, ζ¯, t|u)|u=0 (23)
whereN (u) = ∏α(1 + uα) and L = ∑{n} c{n}∏α∈A ∂uα .
A is the set of occupied modes in |{n}〉. For the case of an
initial pure Fock state, we get
χrD(ζ, ζ¯, t) =
∏
α
[1 + nα∂uα ]χD(ζ, ζ¯, t|u)|u=0 (24)
Let us understand the consequences of these equations in the
case of a non-interacting theory (with coupling to baths). The
Wigner characteristic in presence of the sources u will be
given by
χrD(ζ, ζ¯, t|u) = exp
−1
2
∑
x,x′∈A
ζ¯x[ιG
K(x, t;x′, t|u)]ζx′

(25)
In this case, the Keldysh Green’s function in presence of the
u sources is given by
ιGK(x, t;x′, t′|u) =
∑
α
GR(x, t;α, 0)GA(α, 0;x′, t′)
1− uα
1 + uα
+ι
∫ t
0
dt1
∫ t′
0
dt2G
R(x, t;x1, t1)Σ
K(x1, t1;x2, t2)G
A(x2, t2;x
′, t′)
(26)
where ΣK is the Keldysh self energy due to possible coupling to external baths. Note once again that α is not necessarily a
spatial co-ordinate; it can for example denote momentum labels. The physical Keldysh Greens function GK is given in terms of
the u dependent ones as
ιGK(x, t;x′, t′) = L(∂u, ρˆ0)[N (u)ιGK(x, t;x′, t′|u)]|u=0
=
∏
α
[1 + nα∂uα ]ιG
K(x, t;x′, t′|u)]|u=0 (27)
One can show from Eq.26 that
ιGK(x, t;x′, t′) = Γ(x, x′, t)− 2Λ(x, x′, t) (28)
where we define the following quantities as
Λα(x, x′, t) = −1
2
∂uα [ιG
K(x, t;x′, t|u)]|u=0 = GR(x, t;α, 0)[GR(x′, t;α, 0)]∗
Λ(x, x′, t) =
∑
α
nαΛ
α(x, x′, t) (29)
Γ(x, x′, t) = ιGK(x, t;x′, t|u = 0) =
∑
α
Λα(x, x′, t) + ι
∫ t
0
dt1
∫ t′
0
dt2G
R(x, t;x1, t1)Σ
K(x1, t1;x2, t2)G
A(x2, t2;x
′, t′)
The initial condition specification {nα} is entirely incorpo-
rated in Λ alone, whereas Γ is independent of the initial con-
ditions and is fully determined by the system dynamics.
In the next section, we will first integrate over the argu-
ments of the Wigner characteristic functions and then eval-
uate these multiple derivatives exactly to present an analytic
answer for Re´nyi entropies of different orders (as well as the
Von-Neuman entanglement entropy) of subsystems of non-
interacting open quantum systems of Fermions. To our knowl-
edge, this is the first time such a general formula is being de-
rived for open quantum systems. An alternative formulation,
where the derivatives are first computed to get the Wigner
characteristic and the integrations are performed afterwards,
leads to a diagrammatic evaluation of entanglement entropies.
This will be shown in Appendix A.
V. EXACT FORMULA FOR ENTANGLEMENT
ENTROPIES OF OPEN QUANTUM SYSTEMS
In this section we will work out in detail the exact formula
for the second Re´nyi entanglement entropy of an open quan-
7tum system. We will also provide the final answers for the nth
order Re´nyi entropy, and hence for the Von-Neumann entan-
glement entropy for the system. The detailed derivation for
this will be presented in Appendix B.
The second Re´nyi entropy of an open quantum system,
starting from a particular initial Fock state is given by
e−S
(2)
=
∏
α
[1+nα∂uα ]
∏
α
[1+nβ∂vβ ]2
VA
∫ D[ζ, ζ¯]D[η, η¯] e− 12
∑′
(ζ¯x,η¯x)
 ιGK(x, t;x′, t|u) −δx,x′
δx,x′ ιG
K(x, t;x′, t|v)
( ζx′
ηx′
)
(30)
where GK(x, t;x′, t|u) is given by Eq. 26. The gaussian in-
tegrals can be performed easily to get
e−S
(2)
=
∏
α
[1 + nα∂uα ]
∏
β
[
1 + nβ∂vβ
] [ 1
2VA
det[M]
]∣∣∣∣
u = 0
v = 0
(31)
where M is a 2VA × 2VA matrix defined as
M ≡ ( U(u) V(v) ) := ( ιGˆK(u) −1ˆ
1ˆ ιGˆK(v)
)
(32)
U & V are 2VA × VA matrices depending on only u = {uα}
and v = {vβ} respectively, and we have suppressed the matrix
indices of GK for notational convenience. It is clear that
M(u = 0,v = 0) =
(
Γˆ −1ˆ
1ˆ Γˆ
)
(33)
Note that the uα derivatives only act onU and similarly {∂vβ}
only act on V. Hence we can treat them separately and focus
solely on the action of
∏
α[1 + nα∂uα ] on detM for the sake
of illustration.
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Mαk =

Γ11 · · · −2Λα1k · · · Γ1VA
−1ˆΓ21 · · · −2Λ
α
2k · · · Γ2VA
...
...
...
ΓVA1 · · · −2ΛαVAk · · · ΓVAVA
1 · · · 0 · · · 0
Γˆ
0 · · · 0 · · · 0
...
...
...
0 · · · 0 · · · 1

Mβαjk =

Γ11 · · · −2Λβ1j · · · −2Λα1k · · · Γ1VA
−1ˆΓ21 · · · −2Λβ2j · · · −2Λα2k · · · Γ2VA
...
...
...
...
ΓVA1 · · · −2ΛβVAj · · · −2ΛαVAk · · · ΓVAVA
1 · · · 0 · · · 0 · · · 0
Γˆ
0 · · · 0 · · · 0 · · · 0
...
...
...
...
0 · · · 0 · · · 0 · · · 1

The first thing to note is that ∂uα∂uβG
K(x, t;x′, t|u) = 0, i.e.
there can only be a single derivative of a particular matrix ele-
ment. Let us consider a single uα derivative acting on det M.
Consider a matrix where the matrix elements in all columns
except the xth one (x ≤ VA) are same as M, while the matrix
elements in the xth column are replaced by their uα deriva-
tives. Let us call this matrix Mαx . If we set u = v = 0 in this
matrix, we will replace the xth column by {−2Λα(i, x)}|VAi=1
on the top half and a 0 vector in the bottom half. This matrix
is shown in Fig ??. It is then easy to show that the deriva-
tive of the determinant is the sum of the determinant of these
matrices, from x = 1 to x = VA
∂uα |M| =
VA∑
x=1
|Mαx | (34)
Here, for brevity we denote | ∗ | := det[ ∗ ]. One can take this
argument forward to show that
∂uα∂uβ |M| =
∑
x1 6=x2
|Mβαx1x2 | (35)
where Mβαxx′ is the matrix M with the xth1 column replaced
by its uβ derivative and the xth2 column replaced by its uα
derivative. For (u,v) = 0, this matrix is shown in Fig ??. The
xth1 column is replaced by −2Λβ(k, x1) and the xth2 column
is replaced by−2Λα(k, x2). One can extend this construction
for higher order derivatives to get
FIG. 1. The matrix M obtained by taking u-derivatives of the determinant in Eq. 30 Note that the full answer for Re´nyi entropy is obtained by
taking a sum of determinants of many such matrices. See text for details.
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elements in the xth column are replaced by their uα deriva-
tives. Let us call this matrix Mαx . If we set u = v = 0 in this
matrix, we will replace the xth column by {−2Λα(i, x)}|VAi=1
on the top half and a 0 vector in the bottom half. This matrix
is shown in Fig 1. It is then easy to show that the derivative of
the determinant is the sum of the determinant of these matri-
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where Mβαxx′ is the matrix M with the xth1 column replaced
by its uβ derivative and the xt2 column replaced by its uα
derivative. For (u,v) = 0, this matrix is shown in Fig 1. The
xth1 column is replaced by −2Λβ(k, x1) and the xth2 column
is replaced by−2Λα(k, x2). One can extend this construction
for higher order derivatives to get
8∏
α
[1 + nα∂uα ] |M| =
1 +∑
α
nα∂uα +
1
2!
∑
α 6=α′
nαnα′∂uα∂uα′ + · · ·
 |M|
= |M(0)|+
VA∑
x=1
N∑
α=1
|Mαx |+
1
2!
∑
x1 6=x2
∑
α1 6=α2
|Mα1α2x1x2 |+ · · ·+
1
VA!
∑
x1...xVA
xi 6=xj
∑
α1...αVA
αi 6=αj
|Mα1...αVAx1...xVA |.
(36)
where each of the terms above are evaluated at u = 0. At this point we note that Λˆα has a factorizable form, i.e. Λα(x, x′, t) ∼
gα(x)g
∗
α(x
′). Hence, if any of the α indices are repeated in a matrix of the form Mα1α2...x1,x2.. , the corresponding columns are
proportional to each other. As a result, the determinant of such a matrix is 0. This allows us to replace the constrained sums on
α indices in Eq. 36 by unconstrained sums. The added terms are zero, since they involve identification of α indices. The sums
over α indices can be done and we can replace Λˆα by Λˆ in each of the matrices. This defines a new matrix Mx1..xk where the
x1, ... xk columns of M are replaced by the corresponding columns of L =
(−2Λˆ 0ˆ
0ˆ 0ˆ
)
. Using this, we finally get
∏
α
[1 + nα∂uα ] |M||u=v=0 = |M(0)|+
VA∑
x=1
|Mx|+ 1
2!
∑
x1 6=x2
|Mx1x2 |+ . . .+
1
VA!
∑
x1...xVA
|Mx1...xVA | = |M(0) + L| (37)
Note that in the last line, sum of 2VA determinants have been
reconstituted a single determinant. The easiest way to see
this is to expand a determinant of sum of two matrices in
terms of the matrix elements and regroup the terms. A similar
procedure follows for the {vβ} derivatives acting on V, with
columns of M being replaced by that of L¯ =
(
0ˆ 0ˆ
0ˆ −2Λˆ
)
.
Putting these results together into eqn.(31), we have
e−S
(2)
=
1
2VA
det
[
Γˆ− 2Λˆ −1ˆ
1ˆ Γˆ− 2Λˆ
]
= det
[
1ˆ + (Γˆ− 2Λˆ)2
2
]
(38)
and hence
S(2) = −Tr
ln
( 1ˆ− Γˆ
2
+ Λˆ
)2
+
(
1ˆ + Γˆ
2
− Λˆ
)2
(39)
The derivation can be readily extended for higher integer
Re´nyi indices; for n ≥ 2, we get
S(n) =
1
1− nTr
[
ln
[(
1ˆ− Γˆ
2
+ Λˆ
)n
+
(
1ˆ + Γˆ
2
− Λˆ
)n]]
(40)
Details about the derivation of the above are presented in ap-
pendix B. We can then analytically continue the expression
for S(n) in eqn.(40) to take the n → 1 limit and recover the
von-Neumann entanglement entropy,
SvN = −Tr
[(
1ˆ− Γˆ
2
+ Λˆ
)
ln
(
1ˆ− Γˆ
2
+ Λˆ
)
+
(
1ˆ + Γˆ
2
− Λˆ
)
ln
(
1ˆ + Γˆ
2
− Λˆ
)]
. (41)
These are exact results for the time dependent evolution of the
entanglement von-Neumann and Re´nyi entropies of a generic
gaussian fermionic open quantum system initialized to an ar-
bitrary Fock state. They are the key new results presented in
this paper. We note that these results are strictly valid when
the number of particles N is larger than the subsystem size
VA. In this case the reduced density matrix has support in the
whole Fock space of the degrees of freedom in the subregion
A, whereas when N < VA, some states in the Fock space
cannot be accessed. In the thermodynamic limit, V →∞ and
N → ∞, with a fixed density N/V = ρ. So, if VA → ∞
in a way that VA/V → 0 (this is the limit in which answers
fro conformal field theories hold), the results above are always
valid. If VA/V → f , i.e. the subsystem is a finite fraction of
the system size, the results will continue to hold when ρ > f .
VI. ENTANGLEMENT ENTROPY OF FOCK STATES
In this section, we will focus our attention on the entan-
glement entropy of a class of Fermionic Fock states. In our
formalism, this can be obtained by calculating the entangle-
ment entropy at t = 0. In absence of the dynamics, there is no
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FIG. 2. The scaling of (a) second Re´nyi entropy and (b) the von-
Neumann entanglement entropy with the subsystem size for a Fermi
sea of one dimensional spinless Fermions. Note the logarithmic scal-
ing with the system size. The entanglement entropy vs subsystem
size graph for Fermions at different densities ρ collapse to a single
graph when plotted as a function of ρ(1 − ρ)LA, where LA is the
size of the subsystem
difference between open and closed quantum systems.
For a closed non-interacting system, GR(x, t;α, 0) =
−iΘ(t)∑µ φµ(x)φ∗µ(α)e−iEµt, where µ denotes the eigen-
states of the single-particle Hamiltonian with wavefunction
φµ and energy Eµ. This leads to
Γ(x, x′, t) =
∑
α
GR(x, t;α, 0)
[
GR(x′, t;α, 0)
]∗
= Θ(t)δx,x′ ,
(42)
where we have used the orthonormality of wavefunctions∑
α φµ(α)φ
∗
ν(α) = δµ,ν to get this answer. In this case, the
entanglement entropies are given by
S(n) =
1
1− nTr
[
ln
[
Λˆn + (1ˆ− Λˆ)n
]]
SvN = −Tr
[[
Λˆ ln Λˆ + (1− Λˆ) ln(1− Λˆ)
]]
(43)
While the above formulae are true for any closed system dy-
namics starting from Fock states, we will focus at t = 0 where
Λ(x, x′, t = 0) =
∑
α n
0
αφα(x)φ
∗
α(x
′). Here n0α is the occu-
pation number of the mode α in the initial Fock state, and one
gets the formula derived by Peschel et. al 14 using correlation
matrix approach.
We would like to point out one thing at the outset. If we
consider a set of states {|n〉}, calculate the Re´nyi/von Neu-
mann entanglement entropy for each one (with the same sub-
system), and sample the entropy of the state |n〉 with proba-
bility pn, this is not equal to the entanglement entropy of the
density matrix ρˆ =
∑
{|n〉} pn|n〉〈n|. For example, if ρˆ(n)A is
the reduced density matrix obtained from |n〉, the first case
yields e−S
(2)
=
∑
n pnTr
[
ρˆ
(n)
A
]2
, while the second case
yields e−S
(2)
= Tr
[∑
n pnρˆ
(n)
A
]2
. This is in contrast to
correlation functions, where these two procedures will yield
the same result. For example, sampling all states with equal
probability will not be equivalent to calculating entanglement
entropy for an infinite temperature ensemble.
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FIG. 3. (a) A momentum Fock state of spinless Fermions in one di-
mension with 2 contiguous blocks of occupied momenta. Note that
under periodic boundary conditions, the Brillouin zone is mapped
to a circle with circumference 2pi/a, where a is the lattice spacing.
(b) The scaling of von-Neumann entanglement entropy with subsys-
tem size for Fock states with 2 contiguous blocks. The slope of the
logarithmic scaling is twice that for the Fermi sea (y2 = 2 × c/3),
where c = 1 is the central charge for free Fermions. Inset: the value
of the slope for each Fock state with 2 contiguous blocks (plotted
with configuration number). Note the lack of scatter in the slope,
showing each 2-block state has the same slope independent of the
size or position of the blocks.(c) The scaling of entanglement en-
tropy with subsystem size for Fock states with p contiguous blocks
with p = 2, 4, 5, 6, 8, 10. These states show logarithmic scaling with
a coefficient which increases with p. (d) The coefficient of the loga-
rithmic scaling plotted as a function of the number of blocks p, show-
ing that the coefficient is simply yp = p× c/3. All the above data is
for asystem with L = 4096 sites and a density of ρ = 0.3
We consider momentum Fock states in a one dimensional
lattice of spinless Fermions with periodic boundary condi-
tions. In the thermodynamic limit, the momentum states are
defined on a circle of circumference 2pi/a, where a is the lat-
tice spacing. In this case, Λˆ is a Toeplitz matrix generated by
the momentum distribution (i.e. Λ(x, x′, t = 0) is the Fourier
transform of the momentum distribution ). One can then use
the Fisher Hartwig conjecture32,44, which relates the jump dis-
continuities in the generating function of a Toeplitz matrix to
a power law scaling of its determinant with the dimension of
the matrix. In this case, it relates the jump discontinuities to
a logarithmic scaling of the entanglement entropies with the
subsystem size LA (which is the dimension of the matrix Λ).
For example, it is well known that the Fermi sea , which is
a contiguous line of momentum occupancies with two jump
discontinuities at the two ends, leads to a logarithmic depen-
dence of the entanglement entropy with the subsystem size,
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FIG. 4. The scaling of entanglement entropy of momentum Fock
states with subsystem size LA for states with Nb = 64, 147 and 338
occupied blocks in a system with 4096 lattice sites and a density of
ρ = 0.3. In (a) the subsystem size is on a linear scale, while in (b)
the subsystem size is on a logarithmic scale. Note that at small values
of LA, the size dependence is linear (see (a)), which transitions to a
logarithmic scaling for LA > Nb, as seen in (b). The same states
show critical or linear behaviour depending on the subsystem size.
with a coefficient related to the central charge of the corre-
sponding conformal field theory, c: S(2) = c4 ln LA and
SvN =
c
3 ln LA
45, where c = 1 for two species (left and
right moving) of fermions in the system.
We consider a system of L = 4096 lattice sites with dif-
ferent number of particles N , leading to different densities
ρ = N/L. In Fig 2(a) and (b), we plot the Re´nyi and von
Neumann entanglement entropy of the one dimensional Fermi
sea as a function of the subsystem size LA to show the loga-
rithmic scaling. We note that the curves for different densities
collapse when plotted as a function of ρ(1−ρ)LA. For closed
fermionic systems, one can either describe the system in terms
of particles created on top of a vacuum state with zero parti-
cles, or in terms of holes created on top of a state with all
single particle modes filled. Thus, there is an invariance un-
der ρ→ 1− ρ, which is reflected in the collapse of the curves
when plotted as a function of ρ(1− ρ)LA.
We now consider a Fock state made of two contiguous
blocks of occupied momentum states. To see what this means,
we show a Fock state with Nb = 2 contiguous blocks of oc-
cupation in Fig 3(a). The entanglement entropy of this state
is SvN = 2 × c3 ln LA, as there are now four jump discon-
tinuities in the momentum distribution. This answer does not
depend on the size of the occupied blocks, their locations or
the separation between them, and only cares about the num-
ber of jump discontinuities, just as Fisher Hartwig conjecture
would predict. In Fig. 3(b), we plot the entanglement entropy
of several of these “2-block” states with the subsystem size.
The logarithmic scaling is obtained with a coefficient which
is twice the coefficient for the Fermi sea. The value of this co-
efficient (slope of the curve), obtained for different “2-block”
states, is shown in the inset of Fig. 3(b) as a function of the
configuration number for about 100 such states. The absence
of scatter shows that each state follows the logarithmic scaling
with the same co-efficient. We note that the intercept of the
curve is non-universal and varies widely from one Fock state
to another.
This argument can now be extended to the case of Fock
states with p contiguous blocks of momentum occupancy,
which will have SvN = p× c3 ln LA. In Fig. 3(c), we plot the
entanglement entropy of Fock states with p contiguous blocks
of occupancy for p = 2, 4, ..10 as a function of LA and show
that the logarithmic scaling with the subsystem size is recov-
ered. In Fig. 3(d), we plot the slope of the curve with p to
see that the coefficient matches our expectations. For each
value of p we have averaged over 20 random configurations
of the blocks and the variation of the slope from configuration
to configuration is negligible. This suggests a classification
of the “critical states” in terms of number of contiguous oc-
cupied blocks in the momentum space, Nb. We note that this
classification is similar to the one proposed by Ref. 32 and is
different from that of Jafarizadeh et. al36, since our states do
not have any periodic arrangements in momentum space.
However, when we extend the above construction to states
with larger number of contiguous blocks, a more comprehen-
sive picture emerges. If we consider the entanglement entropy
of Fock states with a particular value of Nb as a function of
the subsystem size LA (for LA/L 1), then:(i) SvN (Nb) ∼
Nb × c3 ln LA for LA  Nb and (ii) SvN (Nb) ∼ LA
for LA  Nb, and the dependence on the subsystem size
has a smooth crossover from linear to logarithmic around
Nb ∼ LA. This is shown in Fig 4(a) and (b), where the en-
tanglement entropy of states with Nb = 64, 147 and 338 are
plotted as a function of LA on linear and logarithmic scales
respectively. We have used a system size of L = 4096 and
a density of ρ = 0.3 for these plots. We clearly see that the
dependence goes from linear to logarithmic and the change
happens at LA ∼ Nb. We note that the Fisher Hartwig con-
jecture works for a finite number of singularities (compared to
size of the matrix), and hence it is not surprising that it breaks
down when number of discontinuities in the generating func-
tion is larger than the system size.
The key insight that we get from the above exercise is that
there are no “critical” or “non-critical” states. The same quan-
tum state can show either critical (logarithmic dependence on
LA) or non critical (linear dependence on LA) behaviour of
entanglement entropy depending on the size of the subsystem.
For a given subsystem size, however, we can divide states into
those which show logarithmic and linear dependence of en-
tanglement entropy. Every Fock state can be written as the
ground state of some non-interacting Hamiltonian and Alba
et. al32 had showed that if this Hamiltonian is long ranged,
then the entanglement entropy scales linearly with subsystem
size, while a short range Hamiltonian results in a logarithmic
scaling. In that language, the above results show that if the
subsystem size is longer than the range of this Hamiltonian,
the state will show critical behaviour in the scaling of the en-
tanglement entropy. Note that this also points out the diffi-
culty of obtaining these estimates numerically, since there is a
strong subsystem size dependence of the results.
We will now estimate the number of these “critical” states
(for a given LA, and states with Nb < LA) in a system with
N particles on L sites. The first thing to note is that in gen-
eral 1 ≤ Nb ≤ min(N,L − N). Since each occupied block
has to be followed by an empty block, the number of blocks is
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bounded by the number of particles/holes in the system. Let
us first consider the number of possible states with Nb blocks.
This problem is equivalent to the number of ways of choos-
ing Nb out of N positions amongst the occupied momenta to
place the boundaries of the blocks, multiplied by the number
of ways of choosing Nb out of L − N positions amongst the
unoccupied momenta to assign the gaps between the occupied
blocks. So the total number of states with Nb = Lx blocks is
Ω(Nb) =
N !
(N −Nb)!Nb!
L−N !
(L−N −Nb)!Nb! (44)
∼ e
−L[2x ln x+(ρ−x) ln(ρ−x)+(1−ρ−x) ln(1−ρ−x)]
e−L[ρ ln ρ+(1−ρ) ln(1−ρ)]
where we have used the thermodynamic limit with N = Lρ.
in the last line. The number of critical states is obtained by
summing over this expression for 0 < x < α, where the sub-
system size LA = Lα. Now in general one requires α  1
for the critical logarithmic scaling to hold (this is the limit in
which conformal invariance is preserved). So we expect an
exponentially large number of “critical” states, although they
will form a vanishing fraction of the total number of states, un-
less LA/L is a substantial fraction, in which case one needs
to worry about corrections due to finite LA/L.
VII. ENTANGLEMENT DYNAMICS IN OPEN QUANTUM
SYSTEMS
In this section, we will finally use our formalism to com-
pute the dynamics of entanglement entropy in an open quan-
tum system of Fermions. We will see how the entanglement
entropy bears the signatures of different classical and quantum
processes during the evolution of the system.
We consider a one dimensional lattice of spinless Fermions
with nearest neighbour hopping and free boundary conditions
Hs = −g
L−1∑
i=1
c†i+1ci + h.c. (45)
where i indicate the lattice site and g is the hopping amplitude
which sets the bandwidth of the system. At t = 0, the system
is in a Fock state described by occupation number of each lat-
tice site. The particular initial condition we choose here is the
following: Sites 1 to L/2 are filled with 1 particle, while sites
L/2 + 1 to L are empty. This is shown in Fig. 5(b). We note
that the spinless Fermi gas in one dimension can be mapped
to a spin system. In that language, our initial condition corre-
sponds to a domain wall at the center of the system.
At t = 0 we also turn on the coupling of this system to an
external bath of Fermions with which it can exchange energy
and particles. Each site of the system couples to a bath, which
is modelled as another linear chain of free Fermions with a
nearest neighbour hopping scale tB . The system bath cou-
pling is linear and is controlled by a parameter . A schematic
of the system , the bath and the system bath coupling is shown
in Fig 5(a). The details of this model is the same as that
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FIG. 5. (a) A schematic diagram of a one dimensional Fermionic
chain with nearest neighbour hopping g, with each site coupled to a
Fermionic bath represented by one dimensional chains with hopping
tB . The system bath coupling is . (b) The initial real space Fock
state with the left half of the system filled with 1 particle per site
and the right half kept empty. The system has L = 40 sites. There
is a domain wall at the center of the system. (c-d) The different
physical processes during the non-equilibrium dynamics of this open
quantum system: (c) Coherent motion of a domain wall wavefront
across the system and (d) Breaking of a single domain into multiple
domains and vice-versa. In addition every site can exchange energy
and particles with the local bath (e) A color plot of the evolution of
the density profile of the system after it is coupled to an external bath
at t = 0. The propagation of the wavefront of domain walls lead to
the characteristic diamond shapes in the color plot. (f) The density
profile of two sites located symmetrically from the center on the left
and right. The initial in(de)crease is due to exchange of particles
with the bath, whereas the sharp jumps correspond to the passing of
a domain wavefront. The oscillations correspond to breaking up of
a single domain into two and vice-versa. The coherent motion gets
damped and settles into a homogeneous value for the density at long
times. The graphs correspond to parameters g = 1.0, tB = 2.0,
 = 0.2. The bath temperature is T = 1.0 and chemical potential
µ = −1.11, so that the equilibrium density of the system is ρeq =
0.32 in this case.
used in Ref 46, which was used to study the dynamics of
correlation functions in the system. The effect of the bath
on our system is characterized by the spectral function of the
bath J(ω), its temperature T and its chemical potential µ. In
the long time limit, we expect our system to thermalize with
this bath with a density determined by T , µ and g. For our
specific model of the bath, the spectral density is given by
J(ω) = Θ(4t2B − ω2) 2tB
√
1− ω2/4t2B , with a band width
of 4tB . The band edge singularities of this spectral function
leads to non-Markovian dynamics in this system 46. Through-
out this section, we will consider a lattice of L = 40 sites. Our
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FIG. 6. (a) The time evolution of entanglement entropy of 2-site sub-
systems located at various distances δ from the center of the system.
The subsystems are shown as colored dots, and the entropy of the
corresponding subsystem is plotted with same color. After an initial
common rise, the curves show a sudden rise at different times corre-
sponding to the time the wave front passes through this subsystem.
(b) The mutual information between the two 1-site subsystems that
make up the 2 site subsystems shown in (a). The sharp rise and the
oscillations are prominent here. Inset: a close up of the small time
dynamics of the mutual information showing that it rises at different
times for subsystems at different distances from the center. (c) and
(d) The time evolution of average density ρA (yellow) and entangle-
ment entropy density SvN/LA (blue) of a 2-site subsystem starting
at the (c) 24th and (d)35th site. The green curve is Sloc, which is the
entropy of an effective one site subsystem with the average density.
The graphs correspond to a system hopping g = 1.0, a bath hopping
tB = 2.0, a system bath coupling  = 0.2. The bath temperature
T = 1.0 and chemical potential µ = −1.11, so that the equilibrium
density of the system is ρeq = 0.32 in this case.
system will be characterized by a hopping strength g = 1.0,
while the bath is characterized by a hopping tB = 2.0 (mak-
ing sure bath bandwidth is larger than system bandwidth, so
that it acts as a heat bath for all modes in the system), a tem-
perature T = 1.0 ( we take kB = 1) and a chemical potential
µ = −1.1, which corresponds to a bath particle density of
0.4. If the system thermalizes with the bath, it should have a
density of 0.32, as compared to an initial density of n = 0.5.
The system bath coupling is set to  = 0.2.
As this open quantum system evolves, we track the dynam-
ics of entanglement entropy in the system with the formalism
we have developed. There are three distinct processes that
happen and leave their imprint on both the correlation func-
tions and entanglement measures in the system. The first is an
exchange of particles between the system and the bath, which
changes the imposed density pattern in the system. This is a
local and incoherent process depicted in figure 5(a). The sec-
ond process corresponds to creation of two domain walls at
the center which spread outwards like a wavefront, leading to
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FIG. 7. (a) Evolution of entanglement entropy (per site) SvN/LA of
subsystems, of different sizes, LA = 1, 2, 4, 8, 16, and 40 (whole
system), located in the central part of the system. Note the sharp
jump occuring at different initial times for different subsystems cou-
pled with oscillations. These features are absent when LA = 40,
i.e. the whole system is considered. (b) The time evolution of ∆S,
the excess entropy per site of the subsystems, as measured from the
entropy per site of the whole system. This measures the additional
entropy obtained due to tracing of degrees of freedom. The graphs
correspond to a system hopping g = 1.0, a bath hopping tB = 2.0,
a system bath coupling  = 0.2. The bath temperature T = 1.0 and
chemical potential µ = −1.11, so that the equilibrium density of the
system is ρeq = 0.32 in this case.
a domain of particles going right and a domain of holes go-
ing left. This is schematically depicted in 5(c). These wave-
fronts are then reflected back from the boundaries towards the
center. This is equivalent to sloshing of particle and hole do-
mains in the system and is a coherent quantum process. The
waves are damped due to the incoherent exchange with the
bath and eventually die off. The third process that happens is
the creation and annihilation of additional domain walls due
to hopping of the particles, resulting in local Rabi oscillations
in the system. This mechanism, depicted in Fig 5(d) is also a
coherent quantum process.
Let us first focus on the evolution of the density profile in
this system. In Fig 5(e), we plot the particle density as a func-
tion of space and time in a color plot. The wavefront dynamics
is clearly visible as a sharp jump in the density profile, which
propagates outward from the center with a uniform velocity.
On the right hand section of the lattice, which starts with no
particles, the jump leads to an increase in the density, while
it leads to a decrease in density on the left half which starts
with a local density of 1. This is equivalent to a particle and
a hole domain moving outward. The reflection of the waves
from the boundary leads to the characteristic diamond shape
in the figure. The creation and annihilation of domain walls
create subsidiary wavefronts, leading to the additional ripples
seen in the pattern. Finally the settling down of the wave is
due to damping coming from interaction with the bath. We
note that the wavefront velocity v ∼ 1.9 ga, whereas the
subsequent ripples give a timescale τr ∼ g−1, as expected
from the hopping scale in the problem. This is clearly seen
in Fig. 5(f), where we plot the time evolution of density of a
single site on the left and right half of the system. The sharp
jumps correspond to the wavefront passing through the site,
while the oscillations, which occur after the initial wavefront
has passed, have a frequency ∼ g. The damping of the coher-
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ent motion occurs on the dissipation time scale provided by
the bath, τB ∼ 2tB/2 = 20, as seen from Fig. 5 (e) and (f).
We now shift our focus to the dynamics of entanglement
measures in this system. In Fig. 6(a), we plot the von-
Neumann entanglement entropy per site of several 2 site sub-
systems of our open quantum system as a function of time.
These two sites ([i, i + 1]) are next to each other, but their
location is varied from the center outward towards the right.
Defining δ = i − L/2, i.e. the distance from the center, the
curves correspond to δ = 0 (blue), δ = 2 (orange), δ = 4
(green), δ = 6 (red), and δ = 8 (purple), as shown in Fig. 6(a).
The entropy starts at zero, as expected for a product state,
and there is an initial rise which is independent of the loca-
tion of the subsystem. This is dominated by the exchange of
particles with the bath and consequent hopping of these par-
ticles between the two sites. Then, there is a sharp rise in the
entanglement entropy of the subsystem when the wavefront
of the domain sloshing passes through the subsystem. This
sharp rise happens at a later time as we move the subsystem
outwards from the center, and the time of the jump coincides
with the time when the average density in the subsystem also
shows a jump, as shown in Fig. 6(c) & (d). We can thus cor-
relate this feature with the passing of the wavefront. The en-
tanglement entropy then rises slowly with a shoulder like fea-
ture, which has oscillations superimposed on it. During this
time the system is undergoing local Rabi oscillations between
nearest neighbours leading to creation and annihilation of ad-
ditional domains in the system. The incoherent exchange with
the bath is also active during this time. One can again see a
sharp jump around t = 20, when the reflected wave passes
through the subsystem. Note that this jump occurs first for
subsystems farther from the center, since the reflected wave
reaches this point earlier. Beyond this point, the entanglement
entropy settles into a long time decay to its final equilibrium
value. During this time, the entanglement entropy is indepen-
dent of the location of the subsystem, since the local incoher-
ent exchange with the bath is dominating the dynamics during
this period.
We have seen that there is a clear correlation between fea-
tures in the dynamics of density and entanglement entropy of
the system. An obvious question is whether one can explain
the dynamics of the entanglement entropy solely in terms of
the density dynamics. To explore this question, note that
for a spinless system, fixing the density of a 1 site subsys-
tem fixes its density matrix, and hence its entanglement en-
tropy. If the density is ρ, this local entanglement entropy
Sloc = −[ρ ln ρ + (1 − ρ) ln(1 − ρ)]. Thus, we can com-
pare the entanglement entropy of the two site subsystem with
that of an effective one site subsystem with the same average
density. The difference will be related to entanglement be-
tween the two sites making up the subsystem. In Fig 6(c),
we plot the entanglement entropy and average density of a 2-
site subsystem starting at the 24th site (this is to the right of
the center) as a function of time. In the same figure, we also
plot the entropy of an effective 1-site subystem with average
occupation ρ(t), i.e.
Sloc(t) = −[ρ(t) ln ρ(t) + (1− ρ(t)) ln(1− ρ(t))]. (46)
We see that these two curves fall on top of each other till the
first coherent wave hits the subsystem, and then they differ
from each other, while following the same general trends.
Similar trends can be seen for another two site subsystem
starting on the 35th site in Fig 6(d). In this case, the coherent
wave passes later and hence the entanglement entropy follows
Sloc for a longer time. This reconfirms the idea that the initial
dynamics is incoherent till the domain wall wavefront hits the
subsystem.
A better way to distinguish the entanglement between the
degrees of freedom in the subsystem is to calculate the mutual
information. For the two site subsystem composed of site i
and site i + 1, the mutual information between the sites, I is
given by
I(i, i+ 1) = SvN(i, i+ 1)− SvN(i)− SvN(i+ 1), (47)
where SvN(i, i + 1) is the entanglement entropy of the two
state system, SvN(i) and SvN(i + 1) are the entanglement of
the corresponding single site systems. This quantity would be
zero if the two sites are not entangled. The mutual informa-
tion between the two consecutive sites at different locations
are plotted as a function of time in Fig 6(b). We have plot-
ted the mutual information for the same set of subsystems for
which entanglement entropy was plotted in Fig 6(a) with the
same color coding. In this case, we find large jumps with
oscillations superimposed on an increasing background. The
background is independent of the location of the subsystem.
This comes from the change in particle density due to ex-
change with the bath, and these particles getting entangled by
hopping. The initial jumps coincide with the passing of the
coherent wavefront and occurs later for subsystems which are
located farther from the center. This is shown in the inset of
Fig 6(b) for small times. The mutual information decays with
some oscillations (created by breaking up of the domain walls)
and finally settles to the background once this wave is damped
around t = 20. The mutual information thus cleanly picks up
the quantum coherence on top of the increasing background
due to incoherent exchange with the bath and subsequent cou-
pling of the sites due to hopping.
We now focus on how the evolution of the entanglement
entropy is affected by the size of the subsystem. For this we
consider subsystems of increasing size centered around the
middle of the system. The time evolution of the entangle-
ment entropy density (i.e. the entanglement entropy divided
by the subsystem size) of different sized subsystems is plotted
in Fig 7(a). The different sizes plotted are LA = 1 (blue),
LA = 2 (orange), LA = 4 (green), LA = 8 (red), LA = 16
(purple), and LA = 40 (brown), which corresponds to the
whole system. While the entanglement entropy of the sub-
systems show the sudden jump and oscillations evident in the
two site systems, the amplitude of these oscillations go down
as we look at larger and larger subsystems. In fact the evo-
lution of entropy for the full system is smooth and devoid of
these features. The finite subsystems follow this curve upto
a point and then deviate to manifest the effects of quantum
processes in the system.
When we calculate the entanglement entropy of a subsys-
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tem in a pure quantum state, it has a simple interpretation:
the loss of information about the quantum degrees of freedom
shows up as entropy of the reduced density matrix. However
in an open quantum system, the whole system evolves from
a pure state to a density matrix and has an entropy of its own
(the L = 40 curve shows evolution of this entropy). To take
this into account, we define the excess entropy density of a
subsystem,
∆S =
SvN(LA)
LA
− SvN(L)
L
. (48)
This is the additional randomness introduced into the subsys-
tem due to tracing of the complementary degrees of freedom.
In Fig 7(b), we plot the time evolution of ∆S for different sub-
system sizes (with same color coding as Fig 7(a)). We see that
this excess entropy shows a steep jump followed by a decay
with oscillations superposed on it. The characteristic jumps
due to passing of the wavefront is clearly evident in this plot.
We also note that in the long time limit, it is clear that the
smaller subsystems have more excess entropy density. This is
expected since we are tracing over larger number of degrees
of freedom in this case, leading to more information loss.
VIII. CONCLUSIONS
In this paper, we have formulated a new way of calculating
entanglement entropy of Fermionic systems through the con-
struction of a Wigner functio,n which is a Grassmann valued
function of Grassmann variables. The Wigner function is then
identified with the Keldysh partition function of the system
with a set of sources, which are proportional to the arguments
of the Wigner function.
We have extended this formalism to non-equilibrium dy-
namics starting from arbitrary initial conditions. For a non-
interacting fermionic open quantum system, starting from an
initial Fock state, we have derived exact formulae for the en-
tanglement entropy of a subsystem. This is the key new uni-
versal result in this paper, which has a wide scope of applica-
tion in different situations.
We have used our formalism to look at entanglement en-
tropy of momentum Fock states of one-dimensional Fermions.
We find that the states can be classified by the number of con-
tiguous blocks of momentum occupancy in them. This is also
related to the number of zeroes in the dispersion of the effec-
tive Hamiltonian, for which this Fock state is a ground state.
If the number of momentum occupancy blocks is smaller than
the size of the subsystem, the entanglement entropy of the sub-
system scales logarithmically with the subsystem size, and the
state looks “critical”; i.e. shares the property of many body
systems at phase transitions. On the other hand when the num-
ber of blocks is larger than the subsystem size, the entangle-
ment entropy scales linearly with the subsystem size, which
is a typical property of thermal systems. So, the same state
can either look “critical” or “thermal” depending on the range
of subsystem size one is looking at. We use this idea to an-
alytically estimate the number of “critical” states for a given
ij
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⍺
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FIG. 8. (a) Vertices and propagators used in evaluating the second
Re´nyi entropy. Note that the solid lines begin and end at circular
vertices, while the dotted lines begin and end at the square vertices.
The third line from the vertices (ending in a small circle) is used to
denote the mode or α index of the vertex. The lines coming from the
vertices are joined to form propagators. The four kinds of propaga-
tors are indicated in the figure. (b) A disconnected diagram for the
evaluation of e−S
(2)
. Note that the indices of the circular vertices are
constrained to be α1 6= α2 6= α3. Similarly, the indices of the square
vertices must satisfy γ1 6= γ2 6= γ3. These constrained summations
make evaluation of these diagrams difficult.
subsystem size.
Finally, we use our formalism to study the evolution of en-
tanglement entropy of subsystems of a one dimensional open
quantum system, which is initialized to a state with a domain
wall at the center of the lattice. We understand the dynamics
in terms of the coherent motion of the domain walls together
with incoherent exchange of particles with the bath.
We would like to note that the formulae that we have de-
rived in this paper are applicable to a large class of systems
under different situations. They will especially help in under-
standing behaviour of entanglement entropy in higher dimen-
sional systems, where there are very few answers known, but
we leave this question for a future work,
Appendix A: Wigner Characteristic and Diagrammatic
Expansion of Re´nyi Entropy
In this section, we will provide an alternative derivation of
the formulae derived above, which will also indicate a way
forward for the case where the number of particles is smaller
than the subsystem size. In this case, we will first obtain the
Wigner characteristic function by taking the derivatives with
respect to initial sources in Eq. 24 to write
χD(ζ, ζ¯, t) = e
− 12 ζ¯Γˆ(t)ζ
∏
α
[1 + nαζ¯Λˆ
α(t)ζ] (A1)
where ζ¯ = (ζ¯x1 , ζ¯x2 ...ζ¯xVA ), and Γˆ and Λˆ are matrices in x,x
′
space. The second Re´nyi entropy is then given by
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e−S
(2)
=
∫
D[ζ, ζ¯]D[η, η¯]e
− 12 (ζ¯,η¯)
 Γˆ(t) −1ˆ
1ˆ Γˆ(t)
( ζ
η
)∏
α
[1 + nαζ¯Λˆ
α(t)ζ]
∏
γ
[1 + nγ η¯Λˆ
γ(t)η] (A2)
where nα is the occupation number of the mode α in the ini-
tial state. The appearance of integrals of a gaussian function
multiplied by polynomials in Eq. A2 suggest the use of Wick’s
theorem and resultant diagrammatic representations to evalu-
ate e−S
(2)
. The key elements of this expansion are shown in
Fig. 8. The vertices nαΛˆα coupling to the ζ¯, ζ variables is
represented by a circle with three legs sticking out; the top
leg ending in a small circle indicates the label α, which we
will refer to as “index” of the vertex. The horizontal outgoing
leg indicates the coupling to ζ¯ and the horizontal incoming
leg indicates the coupling toζ. Similar construction is done
with square vertices for nγΛˆγ s coupling to η¯,η variables.
Note that the ζ¯, ζ variables are denoted by thick lines, while
η¯,η variables are denoted by dashed lines. While the square
and circular vertices represent the same matrix, it is useful to
keep them as separate vertices for various book keeping pur-
poses. These are shown in Fig. 8(a). Fig. 8 (a) also shows
the propagators: the expectation 〈ζζ¯〉 = 2
[
1ˆ + Γˆ2
]−1
Γˆ is
denoted by a thick straight line, 〈ηη¯〉 = 2
[
1ˆ + Γˆ2
]−1
Γˆ by a
dashed straight line, 〈ηζ¯〉 = −2
[
1ˆ + Γˆ2
]−1
is denoted by a
dashed-thick line and 〈η¯ζ〉 = 2
[
1ˆ + Γˆ2
]−1
is denoted by a
thick-dashed line. The diagrams for e−S
(2)
then correspond
to motifs where no lines are hanging out (much like diagrams
for partition functions in standard field theories). They are
composed of rings with square and circular vertices sitting on
them. Note that a diagram for e−S
(2)
can consist of several
such disconnected rings. One such diagram is shown in Fig.
Fig. 8 (b). The rules for evaluating a particular diagram can
be given by: (i) For each vertex put the corresponding nαΛˆα
matrix (in x,x′ space). (ii) For each propagator multiply by the
corresponding matrix; keep the order of multiplication intact
since Γˆ and Λˆα do not commute when there is a Keldysh self-
energy due to coupling to an external bath. (iii) For each ring,
take the trace of this product in the x, x′ space and multiply.
(v) Multiply by (−1)F , where F is the number of Fermion
loops (in this case, number of disconnected rings). (iv) For
each diagram, multiply by the symmetry factor, which is the
number of different connections which produce the same dia-
gram. (vi) Sum over all possible α s and γ s of the Λ matrices,
making sure that all α values are distinct and all γ values are
distinct. (vii) This last constraint comes from expanding the
product
∏
α
[
1 + nαζ¯xΛˆ
α(xx′)ζx′
]
= 1 +
∑
α
nαζ¯xΛˆ
α(xx′)ζx′ +
1
2!
∑
α 6=β
nαζ¯x1Λˆ
α(x1x
′
1)ζx′1nβ ζ¯x2Λˆ
β(x2x
′
2)ζx′2 + · · · . (A3)
The constrained sum leads to great difficulties in evaluating
the diagrams; since one cannot treat the α and γ indices as
internal indices to be summed over independently, one has
to evaluate the diagrams resulting from all the permutations
of these indices separately, leading to exponential growth in
number of diagrams.
We note that a-priori there is no small parameter in this
expansion and hence it does not make sense to evaluate a
few diagrams. However, for the case of Fermions, one can
get rid of the constrained summations by the following argu-
ment: The constrained sums over distinct pairs can be writ-
ten in terms of unconstrained sums and identification of vari-
ables, e.g.
∑
(a,b) f(a, b) =
1
2! [
∑
ab f(a, b)−
∑
a f(a, a)]
and so on, where (a, b) denote distinct pairs. Thus the con-
strained summation can be overcome at the expense of having
additional diagrams, where some of the circular (or square)
vertices are identified. We denote such an identification by
putting a wavy line joining the vertices. Fig. 9 (a) shows all
diagrams (with associated symmetry factors) with three cir-
cular vertices in the expansion of e−S
(2)
, written in terms of
identified vertices. Note that diagrams can have more than
two vertices identified.
The matrix nαΛˆα has a factorizable form, i.e. Λˆα(x, x′) ∼
gα(x)g
∗
α(x
′) and n2α = nα. Using this, one can then eas-
ily show that Tr
[
ΛˆαAˆΛˆαBˆ
]
=
(
Tr
[
AˆΛˆα
])(
Tr
[
BˆΛˆα
])
for any matrices Aˆ and Bˆ. In terms of diagrams, this implies
that a ring, where two indices are identified, is equal to nega-
tive of a “disconnected” diagram with two rings each involv-
ing one of the indentified vertices. This is shown in Fig. 9
(b). The negative sign comes because the equivalent “discon-
nected” diagram has an extra fermion loop, while the Trace
factorization does not give any minus sign. With this, one
can show that diagrams with any non-zero number of iden-
tifications cancel each other. For example, the equivalences
between the diagrams in Fig. 9 (a) are shown in Fig. 9 (c).
It is easy to see from a simple counting that the diagrams in
Fig. 9 (a) with the wavy lines sum to zero. This cancella-
tion works out for each set of diagrams which has n circular
vertices and m square vertices (these include disconnected di-
agrams of a particular “order”). Note that the Fermion minus
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FIG. 9. (a) Vertices and propagators used in evaluating the second Re´nyi entropy. Note that the solid lines begin and end at circular vertices,
while the dotted lines begin and end at the square vertices. The third line from the vertices (ending in a small circle) is used to denote the
mode or α index of the vertex. The lines coming from the vertices are joined to form propagators. The four kinds of propagators are indicated
in the figure. (b) A disconnected diagram for the evaluation of e−S
(2)
. Note that the indices of the circular vertices are constrained to be
α1 6= α2 6= α3. Similarly, the indices of the square vertices must satisfy γ1 6= γ2 6= γ3. These constrained summations make evaluation of
these diagrams difficult.
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<latexit sha1_base64="UMkblVo3hKGtGkx0ts1siqyO8Gs=">AAAB8nicbV BNS8NAEJ3Ur1q/qh69BIvgqSQq6LHoxWMF+wFtKJvtpl262Q27E6GE/AwvHhTx6q/x5r9x2+agrQ8GHu/NMDMvTAQ36HnfTmltfWNzq7xd2dnd2z+oHh61jUo1 ZS2qhNLdkBgmuGQt5ChYN9GMxKFgnXByN/M7T0wbruQjThMWxGQkecQpQSv1+pEmNPPz7DIfVGte3ZvDXSV+QWpQoDmofvWHiqYxk0gFMabnewkGGdHIqWB5pZ8 alhA6ISPWs1SSmJkgm5+cu2dWGbqR0rYkunP190RGYmOmcWg7Y4Jjs+zNxP+8XorRTZBxmaTIJF0silLhonJn/7tDrhlFMbWEUM3trS4dE5sC2pQqNgR/+eVV0 r6o+17df7iqNW6LOMpwAqdwDj5cQwPuoQktoKDgGV7hzUHnxXl3PhatJaeYOYY/cD5/ADrFkTQ=</latexit><latexit sha1_base64="UMkblVo3hKGtGkx0ts1siqyO8Gs=">AAAB8nicbV BNS8NAEJ3Ur1q/qh69BIvgqSQq6LHoxWMF+wFtKJvtpl262Q27E6GE/AwvHhTx6q/x5r9x2+agrQ8GHu/NMDMvTAQ36HnfTmltfWNzq7xd2dnd2z+oHh61jUo1 ZS2qhNLdkBgmuGQt5ChYN9GMxKFgnXByN/M7T0wbruQjThMWxGQkecQpQSv1+pEmNPPz7DIfVGte3ZvDXSV+QWpQoDmofvWHiqYxk0gFMabnewkGGdHIqWB5pZ8 alhA6ISPWs1SSmJkgm5+cu2dWGbqR0rYkunP190RGYmOmcWg7Y4Jjs+zNxP+8XorRTZBxmaTIJF0silLhonJn/7tDrhlFMbWEUM3trS4dE5sC2pQqNgR/+eVV0 r6o+17df7iqNW6LOMpwAqdwDj5cQwPuoQktoKDgGV7hzUHnxXl3PhatJaeYOYY/cD5/ADrFkTQ=</latexit><latexit sha1_base64="UMkblVo3hKGtGkx0ts1siqyO8Gs=">AAAB8nicbV BNS8NAEJ3Ur1q/qh69BIvgqSQq6LHoxWMF+wFtKJvtpl262Q27E6GE/AwvHhTx6q/x5r9x2+agrQ8GHu/NMDMvTAQ36HnfTmltfWNzq7xd2dnd2z+oHh61jUo1 ZS2qhNLdkBgmuGQt5ChYN9GMxKFgnXByN/M7T0wbruQjThMWxGQkecQpQSv1+pEmNPPz7DIfVGte3ZvDXSV+QWpQoDmofvWHiqYxk0gFMabnewkGGdHIqWB5pZ8 alhA6ISPWs1SSmJkgm5+cu2dWGbqR0rYkunP190RGYmOmcWg7Y4Jjs+zNxP+8XorRTZBxmaTIJF0silLhonJn/7tDrhlFMbWEUM3trS4dE5sC2pQqNgR/+eVV0 r6o+17df7iqNW6LOMpwAqdwDj5cQwPuoQktoKDgGV7hzUHnxXl3PhatJaeYOYY/cD5/ADrFkTQ=</latexit><latexit sha1_base64="UMkblVo3hKGtGkx0ts1siqyO8Gs=">AAAB8nicbV BNS8NAEJ3Ur1q/qh69BIvgqSQq6LHoxWMF+wFtKJvtpl262Q27E6GE/AwvHhTx6q/x5r9x2+agrQ8GHu/NMDMvTAQ36HnfTmltfWNzq7xd2dnd2z+oHh61jUo1 ZS2qhNLdkBgmuGQt5ChYN9GMxKFgnXByN/M7T0wbruQjThMWxGQkecQpQSv1+pEmNPPz7DIfVGte3ZvDXSV+QWpQoDmofvWHiqYxk0gFMabnewkGGdHIqWB5pZ8 alhA6ISPWs1SSmJkgm5+cu2dWGbqR0rYkunP190RGYmOmcWg7Y4Jjs+zNxP+8XorRTZBxmaTIJF0silLhonJn/7tDrhlFMbWEUM3trS4dE5sC2pQqNgR/+eVV0 r6o+17df7iqNW6LOMpwAqdwDj5cQwPuoQktoKDgGV7hzUHnxXl3PhatJaeYOYY/cD5/ADrFkTQ=</latexit>
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<latexit sha1_base64="OfYWJwkCe HSKCQV7xi8fEYmnIYY=">AAAB8nicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkoMei F48V7Ae0oWy2m3bpZhN2J0IJ+RlePCji1V/jzX/jts1BWx8MPN6bYWZekEhh0H W/ndLG5tb2Tnm3srd/cHhUPT7pmDjVjLdZLGPdC6jhUijeRoGS9xLNaRRI3g2 md3O/+8S1EbF6xFnC/YiOlQgFo2il/iDUlGVenjXyYbXm1t0FyDrxClKDAq1h 9WswilkacYVMUmP6npugn1GNgkmeVwap4QllUzrmfUsVjbjxs8XJObmwyoiEs balkCzU3xMZjYyZRYHtjChOzKo3F//z+imGN34mVJIiV2y5KEwlwZjM/ycjoT lDObOEMi3srYRNqE0BbUoVG4K3+vI66VzVPbfuPTRqzdsijjKcwTlcggfX0IR7 aEEbGMTwDK/w5qDz4rw7H8vWklPMnMIfOJ8/PEqRNQ==</latexit><latexit sha1_base64="OfYWJwkCe HSKCQV7xi8fEYmnIYY=">AAAB8nicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkoMei F48V7Ae0oWy2m3bpZhN2J0IJ+RlePCji1V/jzX/jts1BWx8MPN6bYWZekEhh0H W/ndLG5tb2Tnm3srd/cHhUPT7pmDjVjLdZLGPdC6jhUijeRoGS9xLNaRRI3g2 md3O/+8S1EbF6xFnC/YiOlQgFo2il/iDUlGVenjXyYbXm1t0FyDrxClKDAq1h 9WswilkacYVMUmP6npugn1GNgkmeVwap4QllUzrmfUsVjbjxs8XJObmwyoiEs balkCzU3xMZjYyZRYHtjChOzKo3F//z+imGN34mVJIiV2y5KEwlwZjM/ycjoT lDObOEMi3srYRNqE0BbUoVG4K3+vI66VzVPbfuPTRqzdsijjKcwTlcggfX0IR7 aEEbGMTwDK/w5qDz4rw7H8vWklPMnMIfOJ8/PEqRNQ==</latexit><latexit sha1_base64="OfYWJwkCe HSKCQV7xi8fEYmnIYY=">AAAB8nicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkoMei F48V7Ae0oWy2m3bpZhN2J0IJ+RlePCji1V/jzX/jts1BWx8MPN6bYWZekEhh0H W/ndLG5tb2Tnm3srd/cHhUPT7pmDjVjLdZLGPdC6jhUijeRoGS9xLNaRRI3g2 md3O/+8S1EbF6xFnC/YiOlQgFo2il/iDUlGVenjXyYbXm1t0FyDrxClKDAq1h 9WswilkacYVMUmP6npugn1GNgkmeVwap4QllUzrmfUsVjbjxs8XJObmwyoiEs balkCzU3xMZjYyZRYHtjChOzKo3F//z+imGN34mVJIiV2y5KEwlwZjM/ycjoT lDObOEMi3srYRNqE0BbUoVG4K3+vI66VzVPbfuPTRqzdsijjKcwTlcggfX0IR7 aEEbGMTwDK/w5qDz4rw7H8vWklPMnMIfOJ8/PEqRNQ==</latexit><latexit sha1_base64="OfYWJwkCe HSKCQV7xi8fEYmnIYY=">AAAB8nicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkoMei F48V7Ae0oWy2m3bpZhN2J0IJ+RlePCji1V/jzX/jts1BWx8MPN6bYWZekEhh0H W/ndLG5tb2Tnm3srd/cHhUPT7pmDjVjLdZLGPdC6jhUijeRoGS9xLNaRRI3g2 md3O/+8S1EbF6xFnC/YiOlQgFo2il/iDUlGVenjXyYbXm1t0FyDrxClKDAq1h 9WswilkacYVMUmP6npugn1GNgkmeVwap4QllUzrmfUsVjbjxs8XJObmwyoiEs balkCzU3xMZjYyZRYHtjChOzKo3F//z+imGN34mVJIiV2y5KEwlwZjM/ycjoT lDObOEMi3srYRNqE0BbUoVG4K3+vI66VzVPbfuPTRqzdsijjKcwTlcggfX0IR7 aEEbGMTwDK/w5qDz4rw7H8vWklPMnMIfOJ8/PEqRNQ==</latexit>
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FIG. 10. The series of connected diagrams for calculation of S(2)
sign is crucial for this cancellation, and this would not occur
for a similar construction with Bosons.
The net result of the cancellation described above is that
we can simply replace the “distinct pair summations” over the
indices by unconstrained summations. Since the propagators
do not depend on the index, this allows us to replace every
vertex by Λˆ =
∑
α nαΛˆ
α, and hence we can now drop the
line on the vertices ending in a small circle, which was used
to indicate the index. Going back to the integral which gave
rise to this diagrammatics, we can now write it as
e−S
(2)
=
∫
D[ζ, ζ¯]D[η, η¯] e
−
1
2
(
ζ¯ η¯
) Γˆ(t) −1ˆ
1ˆ Γˆ(t)
( ζ
η
)
N∑
l=0
[
ζ¯Λˆ(t)ζ
]l
l!
N∑
m=0
[
η¯Λˆ(t)η
]m
m!
(A4)
We note that the number of Grassmann variables ζx (and ηx) is LA. Hence for l > LA,
[
ζ¯Λˆ(t)ζ
]l
inevitably repeats one or
more ζx s in the string, and the string is then zero by definition. For N ≥ LA, this allows us to extend the summation over l or
m in Eq. A4 to∞ and we get a factor of eζ¯Λˆ(t)ζ+η¯Λˆ(t)η from the polynomials. Combining with the Gaussian part, this gives
e−S
(2)
=
∫
D[ζ, ζ¯]D[η, η¯] e
−
1
2
(
ζ¯ η¯
) Γˆ(t)− 2Λˆ(t) −1ˆ
1ˆ Γˆ(t)− 2Λˆ(t)
( ζ
η
)
(A5)
which leads to the formula Eq. 39.
Further, if we assume that the number of particles N goes
to infinity, the series does not terminate after a finite number
of terms. Then we can use the linked cluster theorem to show
that the expansion for S(2) will only have connected diagrams,
i.e. single rings with different arrangement of square and cir-
cular vertices. The first few terms in this series (upto 4th order
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in Λˆ has been shown in Fig. 10. The diagram evaluation rules
are same as before with two additional rules: (a) vertices are
represented by Λˆ and (b) an additional factor of 1/m!n! mul-
tiplies diagrams with m circular and n square vertices.
Appendix B: Derivation of Formulae for S(n) and SvN
In this Appendix, we show the derivation of the formulae
for S(n) which has been quoted in the main text. The proof
follows the essence of the analysis in section V; we start from
the expression of S(n) in terms of the characteristic function
given in Eq.11, evaluate it for a generic free field theory to get
an expression for Tr [ρˆn] in presence of the additional sources
u. Then we act with the derivative operators L to get a de-
terminant involving the physical Keldysh Greens function at
equal times, GK , which is simplified to get Eq.40.
Substituting χrD from Eq.25 into the expression for
Tr
[
ρˆn+1r
]
as inferred from Eq.11, we get
Tr
[
ρˆn+1r
]
(u, {v(i)}) = 2nVA
∫ n∏
i=1
D[ζ(i), ζ¯(i)]D[η(i), η¯(i)] exp 1
2
−∑
i
η¯(i)ιGˆK(vi)η
(i) −
∑
ij
ζ¯(i)ιGˆK(u)ζ(j)

exp
1
2
∑
i
ζ¯(i) · η(i) − η¯(i) · ζ(i) +
∑
i>j
ζ¯(i) · ζ(j) − ζ¯(j) · ζ(i)
 (B1)
where u and v(i) are the auxiliary sources keeping track of initial condition ρˆ0. The corresponding Re´nyi entropy is recovered
after acting on the above with a string of differential operators L, one for each instance of χrD, i.e.,
e−(n)S
(n+1)
:= L(∂u, ρˆ0)
n∏
i=1
L (∂v(i) , ρˆ0) Tr
[
ρˆn+1r
]
(u, {v(i)}) (B2)
It is convenient to re-imagine the fields ζ(i) to be components of Z = (ζ(1), ζ(2), · · · , ζ(n))T and η(i) as components of
E = (η(1),η(2), · · · ,η(n))T , and similarly for the bar-ed fields. Re-expressing Eq.B1 in terms of objects in this superspace of
n copies of the fields,
Tr
[
ρˆn+1r
]
(u, {v(i)}) = 2nVA
∫
D[Z, Z¯]D[E, E¯] exp
[
−1
2
(
Z¯, E¯
)(
IF ⊗ ιGˆK(u)− IS ⊗ 1ˆ −ID ⊗ 1ˆ
ID ⊗ 1ˆ GˆD({v(i)})
)(
Z
E
)]
=
1
2nVA
det
[
IF ⊗ ιGˆK(u)− IA ⊗ 1ˆ −ID ⊗ 1ˆ
ID ⊗ 1ˆ ιGˆD({v(i)})
]
(B3)
where ID is the n×n identity matrix, IF is a n×n full matrix
with each entry being 1, and IA is an antisymmetric matrix
with all the entries above the principal diagonal being −1 as
shown below
ID =
1 0. . .
0 1

n×n
IF =
1 · · · 1... . . . ...
1 · · · 1

n×n
IA =

0 −1 · · · −1
1
. . . . . .
...
...
. . . . . . −1
1 · · · 1 0

n×n
(B4)
ιGˆD is a nVA × nVA block diagonal matrix such that
ιGˆD({v(i)}) = Diag
(
ιGˆK(v(1)), · · · , ιGˆK(v(n))
)
(B5)
The expression in Eq.32 is a special case of the matrix
within the determinant in Eq.B3 for n = 1, more so since the
former doesn’t correctly anticipate the structure of the latter.
However, they both have a similar layout, in sense that each
column depends on only a single family of auxiliary sources
{u, {v(i)}}. Owing to this fact, each of the differential op-
erators in Eq.B2 act on columns independently to give a sum
of an exponential number of terms, which can be reconsti-
tuted into one term like in Eq.V. This complicated procedure
is symbolically equivalent to replacing the auxiliary source
dependent Greens functions as ιGˆK(u) → Γˆ − 2Λˆ in B3.
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Thus, defining ιGˆKD = ID ⊗ (Γˆ− 2Λˆ), we have,
e−nS
(n+1)
=
1
2nVA
det
[
IF ⊗ (Γˆ− 2Λˆ)− IA ⊗ 1ˆ −ID ⊗ 1ˆ
ID ⊗ 1ˆ ιGˆKD
]
=
1
2nVA
det
[
ID ⊗ 1ˆ + IF ⊗ (Γˆ− 2Λˆ)2
−IA ⊗ (Γˆ− 2Λˆ)
]
(B6)
where in the last line we have used a result about the determi-
nants of block matrices47. Note that for n = 1, IS = 0, ID =
IF = 1 and we exactly recover our result for S(2). We now
evaluate the determinant in Eq.B6 to get an expression free of
the I structures. First we can show that for matrices Aˆ, Bˆ such
that [Aˆ, Bˆ] = 0
det
[
ID ⊗ 1ˆ + IF ⊗ (AˆBˆ)− IA ⊗ Bˆ
]
= det
[
1ˆ− Aˆ
2
(
1ˆ− Bˆ
)n
+
1ˆ + Aˆ
2
(
1ˆ + Bˆ
)n] (B7)
This can be proved by induction on the size of the I matrices
n (and hence the Re´nyi index). The inductive hypothesis can
be checked to be trivially true for n = 1. For order n the
nVA × nVA matrix on the LHS of Eq.B6 can be partitioned
to isolate the last VA × VA sub-block at the lower end. Again
using the previously mentioned formula for the determinant
of block matrices47, we can show that the hypothesis holds
for order n, assuming that it is also true for order n− 1. This
completes the proof.
In our case Aˆ = Bˆ = Γˆ−2Λˆ. Substituting and simplifying,
we get,
S(n) =
1
1− n det
[(
1ˆ + Γˆ− 2Λˆ
2
)n
+
(
1ˆ− Γˆ + 2Λˆ
2
)n]
(B8)
which is our desired result. The analytic continuation to
n → 1 gives us the expression for the vonNeumann entropy
as quoted in Eq.41 of the main text.
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