ABSTRACT. We prove that every random walk in i.i.d. environment in dimension greater than or equal to 4 that has an almost sure positive speed in a certain direction, an annealed invariance principle and some mild integrability condition for regeneration times also satisfies a quenched invariance principle. The argument is based on intersection estimates and a theorem of Bolthausen and Sznitman.
. An environment is a point ω = {ω(x, e)} x∈Z d , e∈E d ∈ Ω. Let P be a probability measure on Ω. For the purposes of this paper, we assume that P is an i.i.d. measure, i.e.
for some distribution Q on M d and that Q is uniformly elliptic, i.e. there exists a κ > 0 such that for every e ∈ E d , Q({ω(0, ·) : ω(0, e) < κ}) = 0.
For an environment ω ∈ Ω, the Random Walk on ω is a time-homogenous Markov chain with transition kernel P ω ( X n+1 = x + e| X n = x) = ω(x, e).
The quenched law P x ω is defined to be the law on Z d N induced by the transition kernel P ω and P x ω (X 0 = x) = 1. With some abuse of notation, we write P ω also for P 0 ω . We let P x = P ⊗P x ω be the joint law of the environment and the walk, and the annealed law is defined to be its marginal
We use E x to denote expectations with respect to P x . We consistently omit the superscript x if x = 0. We say that the RWRE {X(n)} n≥0 satisfies the law of large numbers with deterministic speed v if X n /n → v, P-a.s. We say in addition that it satisfies the annealed invariance principle with deterministic variance σ 2 P > 0 if the processes
converge in distribution as n → ∞, under the measure P, to a Brownian motion of variance σ 2 P . We say the process {X(n)} n≥0 satisfies the quenched invariance principle with variance σ 2 P if for P -a.e. ω, the above convergence holds under the measure P 0 ω . Our focus in this paper are conditions ensuring that when an annealed invariance principle holds, so does a quenched one.
To state our results, we need to recall the regeneration structure for random walk in i.i.d. environment, developed by Sznitman and Zerner in [SZ99] . We say that t is a regeneration time (in direction e 1 ) for {X(·)} if X(s), e 1 < X(t), e 1 whenever s < t and X(s), e 1 ≥ X(t), e 1 whenever s > t . When ω is distributed according to an i.i.d. P such that the process { X(n), e 1 } n≥0 is P-almost surely transient to +∞, it holds by [SZ99] that, P-almost surely, there exist infinitely many regeneration times for {X(·)}. Let t 1 < t 2 < . . . , be all of the regeneration times for {X(·)}. Then, the sequence {(t k+1 − t k ), (X(t k+1 ) − X(t k ))} k≥1 is an i.i.d. sequence under P. Further, if lim n→∞ n −1 X(n), e 1 > 0, P-a.s., then we get, see [SZ99] , that E(t 2 − t 1 ) < ∞.
(1.
2) The main result of this paper is the following:
Assume that the random walk {X(n)} n≥0 satisfies the law of large numbers with a positive speed in the direction e 1 , that is
Assume further that the process {X(n)} n≥0 satisfies an annealed invariance principle with variance σ 2 P . Assume that there exists an ǫ > 0 such that E(t 1 ) ǫ < ∞ and, with r = 1 + ǫ,
, assume further that (1.4) holds with r > 1 + 5/2. Then, the process {X(·)} satisfies a quenched invariance principle with variance σ 2 P . We note in passing that for d = 1, the conclusion of Theorem 1.1 does not hold, and a quenched invariance principle, or even a CLT, requires a different centering [Zei04, Gol06, Pet07] . Thus, some restriction on the dimension is needed. While we suspect that the critical dimension is d = 2, we have only indirect evidence for this. We also suspect, in line with Sznitman's conjecture concerning condition T ′ , see [Szn02] , that (1.4) holds for d ≥ 2 and all r > 0 as soon as (1.3) holds.
Our proof of Theorem 1.1 is based on a criterion from [BS02] , which uses two independent RWRE's in the same environment ω. This approach seems limited, in principle, to d ≥ 3 (for technical reasons, we need to restrict attention to d ≥ 4 in this paper), regardless of how good tail estimates on regeneration times hold. An alternative approach to quenched CLT's, based on martingale methods but still using the existence of regeneration times with good tails, was developed by Rassoul-Agha and Seppäläinen in [RAS05] , [RAS07] , and some further ongoing work of these authors. While their approach has the potential of reducing the critical dimension to d = 2, at the present time it has not been succesful in obtaining statements like in Theorem 1.1 without additional structural assumptions on the RWRE.
Since we will consider both the case of two independent RWRE's in different environments and the case of two RWRE's evolving in the same environment, we introduce some notation. For ω i ∈ Ω, we let {X i (n)} n≥0 denote the path of the RWRE in environment ω i , with law P 0 ω i . We write P ω 1 ,ω 2 for the law P 0 ω 1 × P 0 ω 2 on the pair ({X 1 (·), X 2 (·)}). In particular,
represents the annealed probability that two walks {X i (·)}, i = 1, 2, in independent environments belong to sets A i , while
is the annealed probability for the two walks in the same environment.
We use throughout the notation
. . , i = 1, 2 for the sequence of regeneration times of the process {X i (·)}. Note that whenever P satisfies the assumptions in Theorem 1.1, the estimate (1.4) holds for (t 2 i − t 1 i ), as well. Notation Throughout, C denotes a constant whose value may change from line to line, and that may depend on d and κ only. Constants that may depend on additional parameters will carry this dependence in the notation. Thus, if F is a fixed function then C F denotes a constant that may change from line to line, but that depends on F, d and κ only.
AN INTERSECTION ESTIMATE AND PROOF OF THE QUENCHED CLT
As mentioned in the introduction, the proof of the quenched CLT involves considering a pair of RWRE's (X 1 (·), X 2 (·)) in the same environment. The main technical tool needed is the following proposition, whose proof will be provided in Section 3. Let H K = {x ∈ Z d : x, e 1 > K}.
Proposition 2.1
We continue under the assumptions of Theorem 1.1. Let
We can now bring the Proof of Theorem 1.1 (assuming Proposition 2.1).
, where the processes {X i } are RWRE's in the same environment ω, whose law is P . We introduce the space C(R + , R d ) of continuous R d -valued functions on R + , and the
2)
It will also be useful to consider the analogously defined space
, for T > 0, which we endow with the distance
With some abuse of notation, we continue to write P for the law of the pair (β n 1 , β n 2 ). By Lemma 4.1 of [BS02] , the claim will follow once we show that for all T > 0, for all bounded Lipschitz functions
When proving (2.4), we may and will assume that F is bounded by 1 with Lipschitz constant 1.
Define the events
and
with δ = δ(ǫ, θ) > 0 independent of N . Using the last estimate and Proposition 2.1, one concludes that
Let the processβ
(·) be defined exactly as the process β
and therefore, on the event
for some constant C (we used here that F is Lipschitz (with constant 1) and bounded by 1).
On the other hand, writing ω ′ for an independent copy of ω with the same distribution P ,
we conclude from the last two displays, (2.9) and (2.8) that
Together with (2.6), we conclude that (2.4) holds, and complete the proof of Theorem 1.1.
INTERSECTION STRUCTURE
In this section we prove Proposition 2.1, that is we establish estimates on the probability that two independent walks in the same environment intersect each other in the half space H K = {x ∈ Z d : x, e 1 > K}. It is much easier to obtain such estimates for walks in different environments, and the result for different environment will be useful for the case of walks in the same environment.
The conditional random walk.
Under the assumptions of Theorem 1.1, the process { X(·), e 1 } is P-a.s. transient to +∞. Let
Together with the assumed ellipticity, we have, see e.g. [SZ99] , that
(3.1)
Intersection of paths in independent environments.
In this subsection, we let ω (1) and ω (2) be independent environments, each distributed according to P . Let {Y 1 (n)} and {Y 2 (n)} be random walks in the environments (respectively) ω (1) and ω (2) , with starting points U i = Y i (0). In other words, {Y 1 (n)} and {Y 2 (n)} are independent samples taken from the annealed measures
For brevity, we drop U i from the notation and use P for P U 1 × P U 2 and P D for P U 1 (·|D
2 ). First we prove some basic estimates. While the estimates are similar for d = 4 and d ≥ 5, we will need to prove them separately for the two cases. 
Basic estimates for
The proof is very similar to the proof of Lemma 5.1 of [Ber06] , except that here we need a quantitative estimate that is not needed in [Ber06] .
Proof of Proposition 3.1. We first note that the (annealed) law of {Y i (·) − U i } does not depend on i, and is identical to the law of {X(·)}. We also note that on the event D
We are interested in F i 2 and in F (R) i 2 , noting that both do not depend on i or U i . We have that
where
are the occupation functions of {Y i (·)}.
By the triangle inequality,
Thus we want to find the norm of G i (·, n) and G
(R)
i (·, n). We start with G(·, n). Thanks to the i.i.d. structure of the regeneration slabs (see [SZ99] ),
and ⋆ denotes (discrete) convolution. Positive speed ( v, e 1 > 0) tells us that
and thus
Under the law P D , Q n i is the law of a sum of integrable i.i.d. random vectors 
(3.5) (We note in passing that these estimates can also be obtained from a local limit theorem applied to a truncated version of the variables ∆Y k i .) It follows from the last two displays and (3.3) that for d ≥ 5,
we have a fairly primitive bound: by Markov's inequality and the fact that the walk is a nearest neighbor walk,
Together with (3.5), we get, with K = R 4/(d+4) ,
Let R = U 2 − U 1 /2. An application of the Cauchy-Schwarz inequality yields
Now assume that the two walks do intersect. How far from the beginning points could this happen? From (3.7) we immediately get the following corollary. 
(3.8)
Basic estimates for d = 4.
We will now see how to derive the same estimates for dimension 4 in the presence of higher moments bounds on the regeneration times. The crucial observation is contained in the following lemma. and
and, for all integer K,
Proof. We set T K = min{n : W n , e 1 ≥ K}. We note first that because of (3.11), for some constant c 1 = c 1 (δ) > 0 and all t > 0,
(3.14)
where A t = {#{i ≤ t : v i , e 1 = 1} < c 1 t} . Setv = Ev 1 and v = E v 1 , e 1 . Then, for any α ≤ 1, we get from (3.9) and the MarcinkiewiczZygmund inequality (see e.g. [St93, Pg. 341]) that for some c 2 = c 2 (r, v, α), and all K > 0,
Let F n = σ( W i , e 1 , i ≤ n) denote the filtration generated by the e 1 -projection of the random walk {W n }. Denote by W ⊥ n the projection of W n on the hyperplane perpendicular to e 1 . Conditioned on the filtration F n , {W ⊥ n } is a random walk with independent (not identically distributed) increments, and the assumption (3.10) together with standard estimates shows that, for some constant c 3 = c 3 (δ, d),
Therefore, writing z 1 = z, e 1 , and fixing α = 2r/(r + d − 1) ≤ 1,
where the second inequality uses (3.15), and the fifth uses (3.14) and (3.16). The estimate (3.17) yields (3.12). To see (3.13), note that the sum of probabilities is exactly the expected number of visits to {z : z, e 1 = K}, which is bounded by 1.
We are now ready to state and prove the following analogue of Proposition 3.1. 
where K 4 > 0.
Proof. Fix ν > 0 and write
This sequence clearly satisfies the assumptions of Lemma 3.3, with δ = κ 2 P(D). Let T := E(t 2 − t 1 ). By our assumption on the tails of regeneration times, for ν ∈ (0, 1) with νr > 1,
By Doob's maximal inequality, and our assumption on the tails of regeneration times,
For integer k and i = 1, 2, let s k,i = max{n :
Combining (3.19) and (3.18), we get
For an integer K, set C K = {z ∈ Z d : z, e 1 = K}. Note that on the event A 1,U,ν ∩ A 2,U,ν , if the paths Y 1 (·) and Y 2 (·) intersect at a point z ∈ C K , then there exist integers α, β such that
we get from (3.19) and (3.20) that
where Lemma 3.3 and (3.21) were used in the last inequality. With r > 1 + 5/2, one can chose ν > 1/r such that all exponents of U in the last expression are negative, yielding the conclusion.
Equivalently to Corollary 3.2, the following is an immediate consequence of the last line of (3.21) 
Main estimate for random walks in independent environments.
Let R > 0 and let
and Y 2 (·) be random walks in independent environments satisfying the assumptions of Theorem 1.1, with starting points U 1 , U 2 satisfying U 1 , e 1 = U 2 , e 1 = 0. Let
(1) There exists ρ > 0 such that for every choice of R and U 1 , U 2 as above,
(2) LetB i (n) be the event that Y i (·) has a regeneration time at T Y i (n), and let
Proof. To see (3.23), note first that due to uniform ellipticity, we may and will assume that |U 1 − U 2 | > C for a fixed arbitrary large C. Since ζ := P(D 1 ∩ D 2 ) > 0 does not depend on the value of C, the claim then follows from Propositions 3.1 and 3.4 by choosing C large enough such that
2 , and further if {Y 1 (n)} ∞ n=1 ∩ {Y 1 (m)} ∞ m=1 = ∅ then for i = 1, 2 the closest intersection point to U i is at distance greater than or equal to R/2 from U i . Therefore (3.24) follows from Corollary 3.2 and Corollary 3.5.
Intersection of paths in the same environment.
In this subsection we take {X 1 (n)} and {X 2 (n)} to be random walks in the same environment ω, with X i (0) = U i , i = 1, 2, and ω distributed according to P . As in subsection 3.2, we also consider {Y 1 (n)} and {Y 2 (n)}, two independent random walks evolving in independent environments, each distributed according to P . We continue to use P U 1 ,U 2 (or, for brevity, P) for the annealed law of the pair (X 1 (·), X 2 (·)), and P for the annealed law of the pair (Y 1 (·), Y 2 (·)). Note that P = P. Our next proposition is a standard statement, based on coupling, that will allow us to use some of the results from Section 3.2, even when the walks evolve in the same environment and we consider the law P. Throughout the entire subsection we implicitly assume the dimension-dependent moment estimate for the regenerations as stated in Theorem 1.1.
In what follows, a stopping time T with respect to the filtration determined by a path X will be denoted T (X).
Proposition 3.7 With notation as above, let T i (·), i = 1, 2 be stopping times such that T i (X i ), i = 1, 2 are P-almost surely finite. Assume X 1 (0) = Y 1 (0) = U 1 and X 2 (0) = Y 2 (0) = U 2 . Set
Then, for any nearest neighbor deterministic paths {λ i (n)} n≥0 , i = 1, 2,
Proof. For every pair of non-intersecting paths {λ i (n)} n≥0 , define three i.i.d. environments ω (1) , ω (2) and ω (3) as follows: Let {J(z)} z∈λ 1 ∪λ 2 be a collection of i.i.d. variables, of marginal law Q. At the same time, let {η j (z)} z∈Z d , j = 1, 2, 3 be three independent i.i.d. environment, each P -distributed. Then define
and let Y 1 evolve in ω (1) , let Y 2 evolve in ω (2) and let X 1 and X 2 evolve in ω (3) . Then by construction,
Integrating and then summing we get (3.25) .
An immediate consequence of Proposition 3.7 is that the estimates of Proposition 3.6 carry over to the processes (X 1 (·), X 2 (·)). More precisely, let R > 0 and let T X i (R) = min{n : 
(3.31) Now, by (3.27),
We therefore get that
Combined with (3.31), we get that
Proof of Proposition 2.1. Note that by the moment conditions on the regeneration times,
By the choice of ψ d , see (3.28), it follows that (2.1) holds for
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