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BAB III 
OBJEK, METODE, DAN DESAIN PENELITIAN 
3.1 Objek dan Subjek Penelitian 
Menurut Ferdinand (2014) objek penelitian adalah suatu atribut atau sifat atau 
nilai dari orang, objek atau kegiatan yang mempunyai variasi tertentu yang 
ditetapkan oleh peneliti untuk dipelajari dan kemudian ditarik kesimpulannya. 
Objek yang akan diteliti pada penelitian ini adalah variabel sharia compliance 
yang diukur dengan Profit Sharing Ratio (PSR), Islamic Investment Ratio (IIR), 
Islamic Income Ratio (IsIR), Equitable Distribution Ratio (EDR), Zakat 
Performance Ratio (ZPR) dan fraud. Subjek penelitian ini adalah Bank Umum 
Syariah di Indonesia pada tahun 2013-2019. 
3.2 Metode Penelitian 
Metode yang digunakan dalam penelitian ini adalah menggunakan 
pendekatan kuantitatif. Penelitian kuantitatif merupakan penelitian dengan 
menggunakan analisis data yang berbentuk angka, dengan tujuan untuk 
mengembangkan model matematis dan teori atau hipotesis yang berkaitan dengan 
fenomena yang diselidiki oleh peneliti. Penelitian kuantitatif menekankan pada 
pengujian hipotesis atau teori tertentu, data berupa numerik, dan  analisis mengenai 
data dilakukan dengan metode statistik yang didukung komputer seperti SPSS, E-
views dan sebagainya (Suryani & Hendryadi, 2015). 
3.3 Desain Penelitian 
Desain penelitian yang digunakan dalam penelitian ini adalah kausalitas. 
Penelitian kausalitas adalah penelitian yang ingin mencari penjelasan dalam bentuk 
hubungan sebab akibat (cause-effect) antar beberapa konsep atau beberapa variabel 
atau beberapa strategi yang dikembangkan dalam manajemen (Ferdinand, 2014). 
Dengan demikian, desain kausalitas dalam penelitian ini bertujuan untuk 
mengetahui pengaruh sharia compliance terhadap fraud. 
3.3.1 Definisi Operasional Variabel 
Operasional Variabel adalah memberikan definisi operasional pada sebuah 
konsep untuk membuatnya bisa diukur, dilakukan dengan melihat pada dimensi 
perilaku, aspek atau sifat yang ditunjukan oleh konsep (Suryani & Hendryadi, 
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2015). Operasionalisasi variabel pada penelitian ini dapat dilihat dalam tabel, 
sebagai berikut : 
Tabel 3. 1 
Operasionalisasi Variabel 
No Variabel Indikator Sumber Data Jenis 
Data 
Variabel (Y) : 
1 Fraud 
 
Total internal fraud 
di Bank Umum 
Syariah (Y) 
Laporan GCG (Good 
Coorporate Governance) 
pada masing-masing bank 
syariah yang 
dipublikasikan oleh 
website resmi periode 
2013 – 2019. 
Rasio 
















website resmi periode 
2013 – 2019. 
Rasio 
Islamic Invesment 
Ratio (IIR) (X2) 
 








website resmi periode 
2013 – 2019. 
Rasio 
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  Zakat Performance 








website resmi periode 
2013– 2019 
Rasio 
Sumber : Diolah penulis (2021) 
3.3.2 Populasi dan Sampel Penelitian 
Populasi dalam penelitian ini adalah seluruh Bank Umum Syariah (BUS) di 
Indonesia yang terdaftar di Bank Indonesia pada tahun 2013-2019. Adapun yang 
menjadi populasi pada penelitian ini adalah 
Tabel 3. 2 
Populasi Penelitian 
No Bank Umum Syariah 
1 PT. Bank Muamalat Indonesia 
2 PT. Bank BNI Syariah 
3 PT. Bank Syariah Mandiri 
4 PT. Bank BRISyariah 
5 PT. Bank Jabar Banten Syariah 
6 PT. BCA Syariah 
7 PT. Bank Panin Dubai Syariah 
8 PT. Bank Syariah Bukopin 
9 PT. Bank Victoria Syariah 
10 PT. Bank Mega Syariah 
11 PT. Bank Tabungan Pensiunan Nasional Syariah 
12 PT BPD Nusa Tenggara Barat Syariah 
13 PT. Bank Aceh Syariah 
14 PT. Bank Aladin Syariah 
Sumber: Otoritas Jasa Keuangan (OJK) 
Dalam penentuan sampel menggunakan teknik purposive sampling. 
Purposive sampling merupakan salah satu teknik sampling non random sampling 
dimana peneliti menentukan pengambilan sampel dengan cara menetapkan ciri-ciri 
khusus yang sesuai dengan tujuan penelitian sehingga diharapkan dapat menjawab 
permasalahan penelitian.  Adapun kriteria tersebut adalah sebagai berikut: 
 Bank Umum Syariah (BUS) di Indonesia yang terdaftar di Bank Indonesia pada 
tahun 2013– 2019 
 Bank Umum Syariah (BUS) yang mempublikasikan laporan GCG (Good 
Corporate Governance) dan lengkap. Periode tahun 2013– 2019 
 Bank Umum Syariah (BUS) yang data laporan keuangannya tersedia dan 
lengkap periode tahun 2013– 2019 
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Tabel 3. 3 








Bank Umum Syariah (BUS) di Indonesia 
yang terdaftar di OJK tahun 2013– 2019 
0 14 
2 
Bank Umum Syariah (BUS) yang 
mempublikasikan laporan GCG (Good 
Corporate Governance) dan lengkap 
4 10 
3 
Bank Umum Syariah (BUS) yang data 
laporan keuangannya tersedia dan lengkap 
periode tahun 2013 – 2019 
2 8 
Jumlah sampel tiap periode 8 
Periode penelitian 7 
Jumlah sampel akhir laporan 56 
Sumber: Diolah penulis (2021) 
Berdasarkan uraian di atas, sampel yang sesuai dengan kriteria yang telah 
ditentukan adalah 8 Bank Umum Syariah, sebagai berikut: 
Tabel 3. 4 
Sampel Penelitian 
No Bank 
1 PT. Bank Muamalat Indonesia 
2 PT. Bank BNI Syariah 
3 PT. Bank Syariah Mandiri 
4 PT. Bank BRISyariah 
5 PT. BCA Syariah 
6 PT. Bank Panin Dubai Syariah 
7 PT. Bank Victoria Syariah 
8 PT. Bank Mega Syariah 
Sumber: Diolah penulis (2021) 
3.3.3 Sumber data dan Teknik Pengumpulan Data 
Jenis data yang digunakan adalah data sekunder. Data sekunder menurut 
Indrianto dan Supomo (2013) adalah sumber data penelitian yang diperoleh peneliti 
secara tidak langsung melalui media perantara (diperoleh dan dicatat oleh pihak 
lain). Data sekunder dalam penelitian ini diperoleh dari website resmi bank syariah 
yang termasuk ke dalam kriteria yang telah ditentukan. Laporan keuangan tahunan 
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Tabel 3. 5 
Jenis Data dan Sumber Data 
No Jenis Data Sumber Data 
1 Profit Sharing Ratio 
(X1) 
Laporan keuangan Bank Syariah periode 
2013-2019 
2 Islamic Income Ratio 
(X2) 
Laporan keuangan Bank Syariah periode 
2013-2019 
3 Islamic Investment 
Ratio (X3) 
Laporan keuangan Bank Syariah periode 
2013-2019 
4 Equitable Distribution 
Ratio (X4) 
Laporan keuangan Bank Syariah periode 
2013-2019 
5 Zakat Performance 
Ratio  (X5) 
Laporan keuangan Bank Syariah periode 
2013-2019 
5 Fraud (Y) Laporan Good Corporate Governance 
(GCG) Bank Syariah periode 2013-2019 
Sumber: Diolah penulis (2021) 
Teknik pengumpulan data yang dilakukan adalah sebagai berikut: 
1. Metode Kepustakaan 
Yaitu teknik pengumpulan data dengan menggunakan studi penelaahan 
terhadap buku – buku, literatur, catatan, dan laporan – laporan yang ada 
hubungannya dengan masalah yang dipecahkan (Muhammad, Metodologi 
Penelitian Ekonomi Islam Pendekatan Kuantitatif, 2008). Data yang diambil 
oleh penulis dalam metode kepustakaan ini berasal dari jurnal yang berkaitan 
dengan judul penelitian, buku, dan penelitian sejenisnya. 
2. Metode Dokumentasi 
Yaitu cara mengumpulkan data yang diperoleh dari peninggalan tertulis 
seperti arsip, dan buku tentang pendapat, teori atau hukum yang berhubungan 
dengan masalah penelitian (Muhammad, Metodologi Penelitian Ekonomi 
Islam Pendekatan Kuantitatif, 2008). Dalam penelitian ini metode 
dokumentasi digunakan dengan cara mengumpulkan data yang diperoleh dari 
website resmi, yaitu laporan keuangan bank syariah dan Laporan Good 
Corporate Governance tahun 2013 – 2019. Data diperoleh dari penelusuran 
data online, yaitu dengan melakukan penelusuran melalui media internet. 
3.4 Teknik analisis data 
Analisis data dalam penelitian ini menggunakan analisis uji pengaruh melalui 
uji regresi data panel. Uji regresi data panel dalam penelitian ini menggabungkan 
time series dengan cross section menjadi satu observasi. Data panel adalah data 
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gabungan dari data berkala (time series) dan data silang (cross section) (Suryani & 
Hendryadi, 2015). 
3.4.1 Uji Asumsi Klasik 
Menurut Basuki & Prawoto (2016) bahwa uji asumsi klasik yang digunakan 
dalam regresi linier dengan pendekatan Ordinary Least Square (OLS) meliputi uji 
linieritas, autokorelasi, heteroskedastisitas, multikolinieritas dan normalitas. 
Walaupun begitu, dalam regresi data panel tidak semua uji perlu dilakukan, dengan 
alasan berikut: 
a. Karena model sudah diasumsikan bersifat linier, maka uji linieritas hampir 
tidak dilakukan pada model regresi linier. 
b. Pada syarat BLUE (Best Linear Unbiased Estimator), uji normalitas tidak 
termasuk di dalamnya. 
c. Pada dasarnya uji autokorelasi pada data yang tidak bersifat time series (cross 
section atau panel) akan sia-sia, karena autokorelasi hanya akan terjadi pada 
data time series. 
d. Pada saat model regresi linier menggunakan lebih dari satu variabel bebas, 
maka perlu dilakukan uji Multikolinearitas. Karena jika variabel bebas hanya 
satu, tidak mungkin terjadi multikolinieritas. 
e. Kondisi data mengandung heterokedastisitas biasanya terjadi pada data cross 
section, yang mana data panel lebih dekat ke ciri data cross section 
dibandingkan time series. 
Dari pemaparan di atas, pada model regresi data panel uji asumsi klasik yang 
dipakai pada penelitian ini hanya multikolinearitas dan heteroskedastisitas. 
1. Uji Multikolinearitas 
Uji multikolinearitas adalah untuk melihat ada atau tidaknya korelasi yang 
tinggi antara variabel-variabel bebas dalam suatu model regresi linear berganda. 
Jika ada korelasi yang tinggi di antara variabel-variabel bebasnya, maka hubungan 
antar variabel bebas terhadap variabel terikatnya menjadi terganggu. Terdapat 
beberapa cara mendeteksi multikolinearitas: 
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a. Nilai R2 tinggi tetapi hanya sedikit variabel bebas yang signifikan, 
seharusnya jika nilai R2 tinggi maka variabelvariabel bebas secara parsial 
akan signifikan mempengaruhi variabel terikat. 
b. Menganalisis korelasi parsial antar variabel bebas, apabila koefisiennya 
rendah maka tidak terdapat multikolinearitas, sebaliknya jika koefisien antar 
variabel tinggi (0,8–1,0) maka diduga terdapat multikolinearitas. (Rohmana, 
2013) 
2. Uji heteroskedastisitas 
Uji heteroskedastisitas adalah uji yang menilai apakah ada ketidaksamaan 
varian dari residual satu pengamatan ke pengamatan yang lain. Model regresi yang 
memenuhi persyaratan adalah dimana terdapat kesamaan varians dari residual satu 
pengamatan ke pengamatan yang lain tetap atau disebut homoskedastisitas. 
Cara untuk mendeteksi heteroskedastisitas salah satunya adalah dengan 
metode Glejser yaitu dengan mengganti variabel dengan nilai absolut residual. 
Apabila melalui pengujian hipotesis melalui uji-t terhadap variabel independennya 
< 0,05 maka model terkena heteroskedastisitas, sebaliknya jika > 0,05 maka model 
tidak terjadi heteroskedastisitas. Jika model terkena heteroskedastisitas maka dapat 
dilakukan penyembuhan dengan menggunakan metode Weighted Least Square atau 
Metode White (Rohmana, 2013). 
3.4.2 Uji Regresi Data Panel 
Menurut Basuki & Prawoto (2016), keunggulan penggunaan data panel 
memberikan banyak keuntungan diantaranya sebagai berikut: 
a. Data panel mampu memperhitungkan heterogenitas individu secara eksplisit 
dengan mengizinkan variabel spesifik individu. 
b. Data panel dapat digunakan untuk menguji, membangun dan mempelajari 
model-model perilaku yang kompleks. 
c. Data panel mendasarkan diri pada observasi yang bersifat cross section yang 
berulang-ulang (time series), sehingga cocok digunakan sebagai study of 
dynamic adjustment. 
d. Data panel memiliki implikasi pada data yang lebih informatif, lebih 
bervariatif dan dapat mengurangi kolinieritas antarvariabel, derajat 
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kebebasan (degree of freedom) yang lebih tinggi sehingga dapat diperoleh 
hasil estimasi yang lebih efisien. 
e. Data panel dapat digunakan untuk meminimalkan bias yang mungkin 
ditimbulakan oleh agregasi data individu. 
f. Data panel dapat mendeteksi lebih baik dan mengukur dampak yang secara 
terpisah di observasi dengan menggunakan data time series ataupun cross 
section. 
Penelitian ini menggunakan satu variabel 4 independen, maka model regresi 
data panel secara umum dapat digambarkan sebagai berikut: 
𝑌𝑖𝑡 =  𝛽0 +  𝛽1𝑋1𝑖𝑡 + 𝛽2𝑋2𝑖𝑡𝛽3𝑋3𝑖𝑡𝛽4𝑋4𝑖𝑡𝛽5𝑋5𝑖𝑡 + 𝜀𝑖𝑡 
Dimana: 
𝑌𝑖𝑡 = Fraud 
𝛽0 = Konstanta 
Regresi 𝛽1 = Koefisien Regresi 
X1 = Profit Sharing Ratio 
X2 = Islamic Income Ratio 
X3 = Islamic Investment Ratio 
X4 = Equitable Distribution Ratio 
X5 = Zakat Performance Ratio 
𝜀 =Variabel error 
i = Banyaknya unit observasi 
t = Banyaknya periode waktu 
Selanjutnya dalam menganalisis regresi data panel terdapat tiga model 
pendekatan teknik estimasi parameter model regresi data panel yaitu common 
effect/Regresi Pooling, fixed effect, dan random effect  (Rosadi, 2016). 
1. Common Effect Model 
Model common effect semua data yang digunakan dalam penelitian 
digabungkan menjadi satu data tanpa memperhatikan waktu dan objek penelitian. 
Artinya, teknik estimasi dengan model ini dapat dilakukan dengan metode OLS. 
Persamaan dari model ini yaitu: 
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Y = variabel dependen saat waktu t untuk i unit cross section  
𝛼 = konstanta  
𝛽𝑗 = parameter hasil estimasi untuk variabel ke-j 
𝑋𝑡 
𝑗
 = variabel independen ke-j saat waktu t untuk i unit cross section  
𝜀𝑖𝑡 = komponen eror gabungan (cross section dan time series) 
i  = banyaknya unit observasi  
t = banyaknya periode waktu  
j = urutan variabel 
2. Fixed Effect Model 
Fixed Effect Model dapat dituliskan sebagai berikut: 
𝑦𝑡𝑖 =  𝑥𝑡𝑖𝛽 +  𝑐𝑖 +  𝑑𝑡 = 𝜀𝑡𝑖  
Dimana : 
𝑐𝑖   =     konstanta yang bergantung kepada unit ke-i, tetapi tidak kepada waktu t 
𝑑𝑡  =     konstanta yang bergantung kepada waktu t, tapi tdak kepada unit i 
Apabila model memuat komponen 𝑐𝑖 dan 𝑑𝑡 , maka model disebut model 
two-ways fixed-effect (efek tetap dua arah), sedangkan apabila 𝑑𝑡 = 0 atau 𝑐𝑖 = 0, 
maka model disebut one way fixed effect (efek tetap satu arah). Apabila banyaknya 
observasi sama untuk semua kategori cross section, dikatakan model bersifat 
balanced (setimbang), dan yang sebaliknya disebut unbalanced (tak seimbang) 
(Rosadi, 2016). 
3. Random Effect Model 
Dengan menggunakan model fixed effect, kita tidak dapat melihat pengaruh 
dari berbagai karakteristik yang bersifat konstan dalam waktu, atau konstan di 
antara individu. Untuk maksud tersebut dapat digunakan model yang disebut 
random effect model, yang secara umum dapat dituliskan sebagai berikut: 
𝑌𝑡𝑖 =  𝑋𝑡𝑖𝐵 +  𝑉𝑡𝑖 
Dimana 𝑉𝑡𝑖  = 𝐶𝑖 + 𝑑𝑡 +𝑒𝑡𝑖. Di sini 𝐶𝑖diasumsikan bersifat independent and 
identically distributed (iid) normal dengan mean 0 dan variansi 𝜎c2 𝑑𝑡, diasumsikan 
bersifat iid normal dengan mean 0 dan variansi 𝜎𝑑2 dan 𝑒𝑡𝑖  bersifat iid normal 
dengan mean 0 dan variansi 𝜎𝑒2 (dan 𝑒𝑡𝑖, 𝐶𝑖 dan 𝑑𝑡 diasumsikan independen satu 
dengan yang lainnya). Jika komponen 𝑑𝑡 atau 𝐶𝑖diasumsikan 0, maka model disebut 
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model two ways random effect sedangkan untuk 𝑑𝑡 dan 𝐶𝑖 keduanya tidak 0 disebut 
model dua arah. 
3.4.3 Metode Penentuan Model Regresi Data Panel 
Selanjutnya untuk menganalisis data panel diperlukan dilakukan uji 
spesifikasi model untuk mengetahui model yang tepat untuk menggambarkan data. 
Dikenal dengan berbagai uji berikut: (Rohmana, 2013) 
1. Uji Chow 
Uji Chow digunakan untuk memilih model yang paling tepat digunakan 
dalam uji regresi data panel antara model common effect dan fixed effect. Rumusan 
hipotesis yang digunakan dalam melakukan Uji Chow sebagai berikut: 
 H0 : memilih model common effect 
 HA : memilih model fixed effect 
Ketentuan untuk pengambilan keputusan dalam uji ini adalah sebagai berikut: 
 Jika nilai F ≥ 0,05 maka H0 diterima, sehingga menggunakan model common 
effect  
 Jika nilai F < 0,05 maka H0 ditolak, sehingga menggunakan model fixed 
effect. Ketika model yang terpilih adalah Fixed Effect maka selanjutnya 
lakukan uji Hausman untuk membandingkan dengan Random Effect Model 
2. Uji Hausman  
Uji Hausman dilakukan jika parameter dalam penelitian tidak dapat 
menggunakan model common effect. Uji ini digunakan untuk memilih model yang 
tepat dalam uji regresi data panel antara model fixed effect dan random effect. 
Rumusan hipotesis yang digunakan dalam melakukan Uji Hausman yaitu: 
 H0 : memilih model common effect 
 HA : memilih model fixed effect 
Ketentuan untuk pengambilan keputusan dalam uji ini adalah sebagai berikut: 
 Jika nilai Chi-Square ≤ 0,05 maka H0 ditolak, sehingga dapat menggunakan 
model fixed effect.  
 Jika nilai Chi-Square > 0,05 maka H0 diterima, sehingga dapat menggunakan 
model random effect. 
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Menurut Chadidjah & Elfiyan (2009) ada beberapa pertimbangan yang 
dapat digunakan sebagai panduan untuk memilih antara fixed effect atau random 
effect :  
 Bila T (Jumlah unit time series) lebih besar sedangkan N (Jumlah unit cross 
section) lebih kecil, maka hasil FEM dan REM tidak jauh berbeda. Dalam hal 
ini pilihan umumnya akan didasarkan pada kenyamanan perhitungan, yaitu 
FEM.  
 Bila N besar dan T kecil, maka hasil estimasi kedua pendekatan dapat berbeda 
secara signifikan. Jadi, apabila kita meyakini bahwa unit cross section yang 
kita pilih dalam penelitian secara acak (random) maka REM harus digunakan. 
Sebaliknya, jika kita yakin bahwa unit cross section yang kita pilih dalam 
penelitian tidak diambil secara acak maka kita gunakan FEM.  
 Apabila cross section error componant berkorelasi dengan variabel bebas 
maka parameter yang diperoleh dengan REM akan bias sementara parameter 
yang diperoleh dengan FEM tidak bias.  
 Apabila N besar dan T kecil, dan apabila asumsi yang mendasari REM dapat 
terpenuhi, maka REM lebih efisien dari FEM. 
3. Uji Lagrange Multiplier 
Selanjutnya, untuk mengetahui apakah model Random effect lebih baik dari 
metode OLS digunakan Lagrange Multiplier (LM). Uji signifikansi random effect 
ini menggunakan metode Bruesch Pagan untuk uji signifikansi model random effect 
ini di dasarkan pada nilai residual dari metode OLS. (Rohmana, 2013) 
Uji LM ini didasarkan pada distribusi chi squares dengan degree of freedom 
sebesar jumlah variabel independen. Ketentuannya: 
 Jika nilai LM statistik lebih besar dari nilai kristis statistik chi squares 
maka kita menolah hipotesis nul.  
 Estimasi random effect dengan demikian tidak bisa digunakan untuk regresi 
data panel, tetapi digunakan metode OLS. 
3.4.4 Uji Hipotesis 
Uji hipotesis merupakan prosedur yang memungkinkan keputusan dapat 
diambil, yaitu keputusan untuk menolak atau menerima hipotesis yang sedang 
peneliti uji. Menguji bisa atau tidaknya model regresi tersebut digunakan dan untuk 
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menguji kebenaran hipotesis yang dilakukan, maka diperlukan pengujian hipotesis, 
yaitu: (Rohmana, 2013) 
1. Uji t-Statistik 
Uji t menunjukkan seberapa jauh pengaruh masing-masing variabel bebas 
secara individu dalam menerangkan variasi variabel terikat. Pada uji t, nilai t hitung 
akan dibandingkan dengan nilai t tabel, dilakukan dengan cara sebagai berikut: 
 Bila t hitung > t tabel atau probabilitas < tingkat signifikansi (Sig < 0,05), 
maka H1 diterima dan H0 ditolak, variabel bebas berpengaruh terhadap 
variabel terikat. 
 Bila t hitung < t tabel atau probabilitas > tingkat signifikansi (Sig < 0,05), 
maka H1 ditolak dan H0 diterima, variabel bebas tidak berpengaruh 
terhadap variabel terikat. 
2. Uji F-Statistik 
Uji F menunjukkan apakah variabel bebas yang dimasukkan dalam model 
mempunyai pengaruh terhadap variabel terikatnya. Kriteria pengambilan 
keputusannya, yaitu: 
 Bila F hitung > F tabel atau probabilitas < nilai signifikan (Sig ≤ 0,05), 
maka hipotesis dapat ditolak, ini berarti bahwa secara simultan variabel 
bebas memiliki pengaruh signifikan terhadap variabel terikat. 
 Bila F hitung < F tabel atau probabilitas > nilai signifikan (Sig ≥ 0,05), 
maka hipotesis diterima, ini berarti bahwa secara simultan variabel bebas 
tidak memiliki pengaruh signifikan terhadap variabel terikat. 
3. Koefisien Determinasi (R2 ) 
Koefisien determinasi (R2) menjelaskan seberapa besar persentase total 
variasi variabel terikat yang dijelaskan oleh model, semakin besar R2 semakin besar 
pengaruh model dalam menjelaskan variabel terikat. Nilai R2 berkisar antara 0 
sampai 1, suatu R2 sebesar 1 atau mendekati 1 berarti terdapat pengaruh yang kuat 
dari variabel bebas yang mampu menjelaskan variabel terikat dan sebaliknya. 
  
