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Introduccio´
La motivacio´ per a realitzar el present estudi prove´ de l’ana`lisi epidemiolo`gica
dels factors influents en el patro´ d’evolucio´ de les malalties, on es prete´n determi-
nar quines variables i en quin grau influeixen en els canvis, tant favorables com
desfavorables, que pugui tenir una persona en els nivells de salut quan rep un
tractament determinat.
El fet que aquests factors so´n, en gran part, variables catego`riques dificulta
considerablement l’aplicacio´ de les te`cniques estad´ıstiques espec´ıfiques incloses
dins l’a`mbit de l’anomenada ana`lisi discriminant.
Com e´s sabut, aquesta ana`lisi, en aquest context, ens ha de permetre assignar
a una persona el patro´ d’evolucio´ me´s probable de la seva malaltia en funcio´
de les dades sociosanita`ries disponibles, prenent com a refere`ncia un conjunt de
persones d’evolucio´ coneguda (dades d’aprenentatge).
La dificultat matema`tica prove´ del fet que la simplificacio´ que introdueix la
suposicio´ de continu¨ıtat, molt estudiada i amb resultats que poden considerar-
se satisfactoris, no e´s aplicable a la majoria de les variables disponibles, i es fa
necessari adaptar el me`tode sense forc¸ar la natura d’aquestes.
Cal, per tant, malgrat que pugui semblar una reflexio´ massa filoso`fica, apro-
fundir, encara que sigui breument, sobre els conceptes de catego`ric i continu per
tal d’orientar adequadament aquesta adaptacio´.
Si considerem el nivell perceptiu com la base de l’aproximacio´ cont´ınua, podem
enfocar aquesta com corresponent a un petit, pero` molt significatiu, interval
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sensorial, de manera que per sota d’ell la realitat la podem imaginar discreta i per
amunt la tornem a percebre catego`rica com a identificacio´ d’objectes diferenciats.
Des d’aquest punt de vista podem considerar que molts feno`mens discrets,
especialment els de natura biolo`gica, so´n el resultat d’un proce´s d’acumulacio´-
umbralitzacio´ a partir de variables subjacents cont´ınues.
En el context epidemiolo`gic esmentat es pot suposar que una combinacio´ de
factors continus subjacents determina l’aparicio´ d’un determinat patro´ d’evolucio´,
i que a mesura que ens allunyen d’aquesta combinacio´, la probabilitat de que es
presenti aquest patro´ disminueix de manera que a l’apropar-se a la combinacio´ que
determina un altre patro´, la probabilitat d’aquest u´ltim arriba a ser la dominant.
La traduccio´ matema`tica d’aquesta idea consisteix a suposar que les varia-
bles catego`riques procedeixen de la discretitzacio´ de subjacents cont´ınues, que
segueixen un model probabil´ıstic conegut com a mixtura de normals.
Aquest e´s el punt de partida del me`tode que es presenta en aquest treball, ja
que d’aquesta manera podem considerar, com es habitual a la literatura, que els
factors significatius en la determinacio´ del patro´ afecten a la mitjana de les varia-
bles subjacents mentre que els no significatius determinen una dispersio´ gaussiana
arreu dels valors centrals.
L’esforc¸ es centrara`, com a consequ¨e`ncia, en retrobar el me´s acuradament
possible la distribucio´ probabil´ıstica cont´ınua subjacent, i posteriorment aplicar
una metodologia de discriminacio´ amb variables cont´ınues.
Per tal d’aconseguir aquest objectiu “reconstructor”, en tindrem, al seu torn,
dues fases: A la primera, i mitjanc¸ant una ana`lisi de corresponde`ncies mu´ltiples
convenientment adaptada a l’objectiu discriminant, cercarem quantificacions que
aproximen les mitjanes de les cel·les resultants de la discretitzacio´. A la sego-
na, emprant un procediment de suavitzacio´, completarem la reproduccio´ de la
distribucio´ subjacent aplicant una dispersio´ al voltant d’aquestes mitjanes.
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El cap´ıtol 1 analitzara` les definicions ba`siques de l’ana`lisi discriminant i fara`
una revisio´ dels me`todes existents amb l’objectiu esmentat.
El segon i el tercer cap´ıtols es centraran a fer l’equivalent amb l’ana`lisi de
corresponde`ncies i els me`todes de suavitzacio´ (fonamentalment Kernel i EM )
com a elements ba`sics a combinar, per tal d’aconseguir l’esmentada reconstruccio´.
Al cap´ıtol 4 es fara` la proposta metodolo`gica i es demostrara` el resultat que
li do´na fonament matema`tic.
Al darrer cap´ıtol, el 5, es discutiran els resultats amb dades simulades i reals,
comparant amb altres me`todes de frequ¨ent utilitzacio´.
Finalment, amb posterioritat a les conclusions, es faran suggeriments, tant
per a la possible continuacio´ de la recerca teo`rica com per a la seva aplicacio´
pra`ctica.
3
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Cap´ıtol 1
L’ana`lisi discriminant
Aquest cap´ıtol conte´ una revisio´ dels conceptes i me`todes de l’ana`lisi discrimi-
nant, emfatitzant els que tenen una aplicacio´ me´s directa a la situacio´ en estudi.
Comenc¸arem per precisar matema`ticament aquesta (1.1) passant, a continuacio´,
a la presentacio´ dels conceptes ba`sics hi involucrats (1.2), especialment els relatius
a l’error de classificacio´ (1.2.1), eina imprescindible per a la seleccio´ de variables
(1.2.2) i per tenir una valoracio´ orientadora dins del conjunt de me`todes i models,
els quals so´n revisats a l’apartat (1.3).
1.1 Precisio´ de la situacio´ en estudi
Anomenarem y la variable que recull les diferents classes a la que pertanyen els
individus de la poblacio´ en estudi. La y sera`, per tant, una variable catego`rica
amb valors 1, . . . , g.
Per altra banda identificarem com a x el conjunt de p variables, que mesurades
als individus de la mateixa poblacio´, ens han de servir per aproximar el valor de
y quan aquesta sigui desconeguda. La x representara`, per tant, un vector de p
components xj que al llarg de l’estudi es consideraran catego`riques amb valors
1, . . . , kj . A la seccio´ de suggeriments, pa`gina 116, es fara` un comentari sobre
com es podrien incorporar noves variables de natura continua.
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Suposarem que les xj procedeixen de discretitzacions unidimensionals de la
variable cont´ınua, p−dimensional subjacent u, la qual, al seu torn, sera` una
mixtura de densitat
∑g
i=1 p(i)φ(u;µi,Σ) on φ representa la densitat Normal i
p(i) la probabilitat de cada classe i dins de la poblacio´ general.
Tambe´ se suggerira` a la pa`gina 116 quina pot ser l’adaptacio´ del me`tode
proposat en aquest treball si considerem que en lloc d’una Σ comuna en tenim
Σi diferents per classe o en lloc d’una mixtura de g normals en tenim una d’un
nombre g′ > g.
Finalment, considerarem la mostra de dades d’aprenentatge formada per Y ,
vector de mida n, realitzacio´ d’y i X, matriu de mida (n× p), realitzacio´, al seu
torn d’x.
1.2 Els conceptes ba`sics de l’ana`lisi discriminant
Donat que, per tractar una situacio´ com la que acabem de descriure, la meto-
dologia que s’utilitza es coneix sota el nom d’ana`lisi discriminant, revisarem en
aquesta seccio´ els conceptes ba`sics d’aquest tipus d’ana`lisi.
1.2.1 Notacions ba`siques
Si prenem Rp com a espai subjacent i f(u/i) com a les densitats de probabilitat
atribu¨ıdes a les p variables continues subjacents per a cada classe i = 1, . . . , g
(Normals al model proposat) sera` fi(u) = f(u/i) · p(i) la component i-sima de la
mixtura corresponent a la classe i i, per tant, Zi = {u/fi(u) ≥ fi′(u) ∀i′} la zona
on domina aquesta component.
Definirem la matriu quadrada M amb:
Mij =
∫
Zj
fi(u)du i = 1, . . . , g j = 1, . . . , g (1.1)
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de manera que a la diagonal tindrem les probabilitats “d’encerts” a la classificacio´
emprant directament les densitats cont´ınues subjacents i considerant aquestes
conegudes.
Si procedim ara a discretitzar mitjanc¸ant p particions de manera que per a
la variable j tinguem R =
⋃kj
r=1 Sjr on kj representa el nombre de categories
resultants per a aquesta variable, la particio´ global sera` Rp =
⊗p
j=1
⋃kj
r=1 Sjr =⋃k′
r′=1 S
′
r′ amb k
′ =
∏p
j=1 kj .
S’ha de fer constar que, encara que aquesta discretitzacio´ e´s general, les par-
ticions que utilitzarem en aquest treball seran les me´s frequ¨ents, basades en in-
tervals, tal i com es representa a la figura 1.1.
L’efecte de la discretitzacio´ sobre l’error discriminant es pot valorar tenint en
compte que aquest proce´s ens porta a les probabilitats pi(r
′) =
∫
S′
r′
fi(u)du i a la
corresponent matriu Md amb:
Mdij = pi(Z
′
j) on Z
′
j = {r′/pj(r′) ≥ pj′(r′) ∀j′} (1.2)
Finalment, si anomenem pnj (r
′) i Z ′j
n = {r′/pnj (r′) ≥ pnj′(r′) ∀j′} a les pro-
babilitats i zones de domini resultants quan substitu¨ım la distribucio´ original per
la resultant d’una mostra de mida n, podem definir les matrius Mda i Mdr com:
Mdaij = p
n
i (Z
′
j
n
) Mdrij = pi(Z
′
j
n
) (1.3)
on, en el primer cas s’ha aplicat la substitucio´ per l’equivalent mostral tant a la
probabilitat com a les zones de domini, mentre que, en el segon, nome´s s’ha fet
la substitucio´ en aquestes darreres conservant la probabilitat poblacional. Les
matrius equivalents per al cas continu serien M ca i M cr amb:
M caij =
∫
Zn
j
fni (u)du M
cr
ij =
∫
Zn
j
fi(u)du (1.4)
on Znj = {u/fnj (u) ≥ fnj′(u) ∀j′}.
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Figura 1.1: Esquema de la discretitzacio´
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1.2.2 Els diferents tipus d’errors a considerar
La mesura me´s directa per valorar la qualitat d’un proce´s d’ana`lisi discriminant e´s
l’error de classificacio´ que proporciona. Aquest sera`, per tant, el primer concepte
que revisarem i formalitzarem per tal que ens serveixi de guia al llarg de tot
l’estudi.
Hem de comenc¸ar per verificar que la definicio´ d’aquest error no e´s senzilla,
donat que nome´s s’apropem al tema veiem de seguida que, amb les suposicions
departida, no podem considerar un u´nic error, sino´ me´s ben be´ una cadena que
caldra` seguir per veure com es va transmetent per totes les etapes del procediment
de discriminacio´.
1.2.2.1 Error o`ptim continu
El primer error a considerar e´s el que anomenarem ec o error o`ptim continu, que
vindra` determinat pel grau de solapament entre les densitats cont´ınues subja-
cents:
ec = 1− trac¸a(M) (1.5)
Si considerem f(u/i) ∼ N(µi,Σ) aquest e´s l’error o`ptim per aplicacio´ del te-
orema de Neyman-Pearson (a la fase final una ana`lisi discriminant sempre es pot
veure com un contrast d’hipo`tesi simple o mu´ltiple) i e´s el que Fisher [60], va
demostrar equivalent a l’obtingut classificant mitjanc¸ant les dista`ncies de Maha-
lanobis (me`tode LDA: Linear Discriminant Analysis).
Tambe´ e´s conegut que si cerquem direccions ortogonals de manera que ec sigui
mı´nim en cada etapa, cal trobar els vectors propis de la matriu BΣ−1 on B e´s la
matriu de covaria`ncia dels centro¨ıds µi (LDA-cano`nic).
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1.2.2.2 Error o`ptim de la discretitzacio´
El segon error a considerar o, millor dit, la segona etapa en la consideracio´ de
l’error, ens porta a l’ed o error o`ptim resultant despre`s de la discretitzacio´. Es
tracta, ara, d’adjudicar a cada cel·la resultant de la discretitzacio´ la classe on
resulti la probabilitat me´s alta.
ed = 1− trac¸a(Md) (1.6)
Aquest error tendira` a ec quan la mida dels Sjr mencionats al punt (1.2.1)
tendeixi a 0 ( com a consequ¨e`ncia els kj → ∞ ) i sera` menor en la mesura
que la particio´ S′ s’aproximi a un recobriment de la Z. Tambe´ sabem que en
la mesura que la direccio´ de discretitzacio´ s’apropi a la principal dels centro¨ıds,
l’error disminueix, com pot observar-se gra`ficament a la figura 1.2.
Figura 1.2: Error o`ptim segons l’angle de la discretitzacio´.
1.2.2.3 Error mostral
La tercera etapa fa intervenir l’error mostral, i depenent de si la substitucio´ de
les pi poblacional per les p
n
i es fa una vegada o dues a la fo´rmula, tenim l’error
real (estimat com a mitjana) edr o l’aparent eda:
edr = 1− trac¸a
(
E(Mdr)
)
eda = 1− trac¸a
(
E(Mda)
)
(1.7)
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L’equivalent abans de discretitzar seria:
ecr = 1− trac¸a
(
E(M cr)
)
eca = 1− trac¸a
(
E(M ca)
)
(1.8)
Un resultat ba`sic de l’ana`lisi discriminant e´s que, el que hem anomenat error
aparent (o l’esperanc¸a de l’error aparent com es coneix a la literatura), te´ un
biaix negatiu, mentre que l’error real el te´ de positiu, e´s a dir que:
eda ≤ ed ≤ edr i, equivalentment, eca ≤ ec ≤ ecr
S’ha de tenir en compte, de totes maneres, que l’operador 1−trac¸a(M) que
s’ha utilitzat en totes aquestes expressions correspon a l’anomenada pe`rdua 0–1
(ben o mal classificat) i que existeixen altres possibilitats com a funcions de
pe`rdua, entre les que podr´ıem destacar la provinent de la teoria de la informacio´,
que empraria l’operador −2trac¸a(log(M)), conegut com a entropia creuada (“de-
viance”), amb el 2 com a factor que el fa igual a la pe`rdua mı´nimo-quadra`tica
per al cas normal (Hastie et all, 2001, [119], pa`g.195)
Tambe´ s’ha de tenir en compte, que la suposicio´ impl´ıcita que tots elsMij amb
i 6= j tinguin el mateix pes pel ca`lcul de l’error, pot ser variada per consideracions
pra`ctiques associades al context del problema, i en aquest cas, s’hauria d’anar a
un operador de tipus suma ponderada.
Per altra banda, hem de considerar que els biaixos |eca − ec| i |ecr − ec| te-
nen expressions conegudes per al cas Normal i que so´n el l´ımit a que` tendirien
|eda − ed| i |edr − ed| amb els assenyalaments expressats a l’apartat anterior.
Glick (73)[81] va establir unes cotes per a aquests biaixos en el cas de dues
classes:
|eda − ed| ≤ (0.5m/
√
n)αn i |edr − ed| ≤ (0.5− ed)αn
on m e´s el nombre de cel·les (de les k′ totals) amb valors de pi diferents:
m = Card {r′/p1(r′) 6= p2(r′)}
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i α, valor real positiu menor de la unitat, e´s una mesura de “separabilitat” entre
classes donada per:
α = 1−
(
inf
r′
∣∣∣√p1(r′)−√p2(r′)∣∣∣ )2
d’on es conclou que el biaix de l’error aparent convergeix me´s ra`pidament a 0 que
el de l’error real .
Goldstein i Dillon (1978) [84] analitzen amb detall la situacio´ estudiada per
Glick partint de la base que les seves cotes son massa a`mplies, i fan una descom-
posicio´ del biaix per categories, assenyalant, entre d’altres aspectes que, respecte
a la mida relativa per classe dels elements d’una determinada categoria el biaix
mı´nim s’obte´ quan aquesta s’iguala.
Tambe´ fan refere`ncia a una situacio´ que pot resultar sorprenent: les cotes de
Glick, en determinats casos, poden ser inferiors als valors dels biaixos estimats
per al cas normal subjacent, el que faria considerar en aquestes circumsta`ncies
una possible discretitzacio´ com a mesura de reduccio´ de biaix (veure conjunt de
dades 1 comparant els errors de les seccions 5.2.1 (pa`g. 101) i 5.2.3).
Per altra banda, e´s important, des del punt de vista pra`ctic, abordar en
aquest context com es fara` l’estimacio´ de l’error real donat que, per estimar
les pi que utilitzem a la matriu M
dr hem d’emprar una mostra independent
de la d’aprenentatge, anomenada habitualment de test i, per tant, l’esperanc¸a
que apareix a la formula del ed vindra` determinada a partir d’un doble proce´s
d’estimacio´ amb mitjanes mostrals: de la mostra d’aprenentatge i de la mostra
de test.
En cas que no es disposi de la possibilitat d’obtenir mostres de test es, poden
utilitzar me`todes com la validacio´ creuada i el bootstrap per tal de corregir el
biaix de l’error aparent. Com aquests me`todes so´n tambe´ molt utilitzats per
a l’estimacio´ de para`metres d’un model, els analitzarem breument a l’apartat
segu¨ent.
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Finalment, cal assenyalar que l’ana`lisi discriminant tambe´ pot enfocar-se com
una regressio´ (simple o mu´ltiple depenent del nombre de classes) si es prenen
Yi = pi(x) i, en aquest context, es pot definir l’error in-mostra, el qual, per
simplicitat, considerarem per al cas de dues classes amb una u´nica Y = t(x) + ε
i amb funcio´ de pe`rdua quadra`tica, com :
σ2ε +
1
n
n∑
i=1
(
t(xi)− E
(
tˆ(xi)
))2
+
p
n
σ2ε
el qual resulta de calcular l’error quadra`tic mitja` deixant fixa la mostra de les
X i variant la Y . Aquest error, d’utilitat me´s teo`rica que pra`ctica, ens serveix
per separar del biaix de l’error real la part corresponent a la “extrapolacio´”,
entenent per aquesta, el fet d’utilitzar uns valors X diferents dels de les dades
d’aprenentatge. Analitzant la fo´rmula observem que el primer component e´s, per
dir-ho aix´ı, l’error irreductible que prove´ de la variabilitat essencial de la Y i
els altres dos components representen els cla`ssics del biaix i la varia`ncia d’una
estimacio´ mı´nimo-quadra`tica. Podem retenir la proporcio´ p/n com a indicador de
la “complexitat” del model amb afectacio´ proporcional sobre el tercer component.
1.2.2.4 Error final
A la darrera etapa en aquest proce´s d’aproximacio´ successiva a l’error de clas-
sificacio´, hem de fer intervenir el fet que les probabilitats i les zones de domini
discretes mostrals per a cada classe pni , Z
′n
i no seran conegudes amb exactitud
sino´ estimades finalment a partir d’un me`tode, obtenint pfni , Z
′fn
i .
Substituint a la definicio´ dels errors de l’apartat anterior les matriu correspo-
nents per les equivalents amb els valors estimats, obtindrem els errors finals:
efr = 1− trac¸a
(
E(Mfr)
)
efa = 1− trac¸a
(
E(Mfa)
)
(1.9)
amb Mfaij = p
fn
i (Z
′fn
j ) i M
fr
ij = p
fr
i (Z
′fn
j ).
Naturalment, el me`tode me´s simple consisteix a prendre com a pfni les frequ¨e`ncies
relatives, pero` aquest procediment presenta, entre altres possibles problemes, el
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de no poder classificar si no s’ha trobat a la mostra d’aprenentatge cap element
d’una determinada categoria.
Aquesta dificultat il·lustra, amb prou claredat, la necessitar de trobar mo-
dels que copsen la natura ba`sica de les pi i, mitjanc¸ant un procediment que les
aproximi, aconseguir una classificacio´ me´s complerta i exacta.
En terminologia parame`trica en tindrem pi(θ) i dividirem la mostra d’apre-
nentatge en dues parts, de manera que una d’elles ens serveixi per l’ajust de θ i
l’altra per a la seva validacio´.
El determinar quina fraccio´ ha de correspondre a cada part, i quin sera` el
procediment de validacio´, entra de ple al tema ja esmentat de la validacio´ creuada
i el bootstrap.
En relacio´ a la validacio´ creuada hem de tenir en compte que aquest proce-
diment, a`mpliament documentat a la literatura (veure, per exemple, Bowman,
1984 [14], Davison, 1992 [45] i Sain, 1994 [185]) te´ moltes variants depenent de
la funcio´ de pe`rdua que s’utilitzi. Les de millors propietats reconegudes so´n la de
Kullback-Leibler (pˆ log p ) i la mı´nimo-quadra`tica (p − pˆ)2. La decisio´ dependra`
d’una se`rie de consideracions ad-hoc que s’han de discutir per a cada cas concret
com, per exemple, el rang de valors del para`metre en el que ens movem, com
evidencia el gra`fic de la figura 1.3, on es representen les funcions ba`siques hi in-
volucrades (x − 1)2 i x log(x) amb x = pˆp . A aquest gra`fic observem l’avantatge
d’emprar la pe`rdua de Kullback-Leibler si infraestimem p ( pˆp < 1) i , al contrari,
utilitzar la pe`rdua mı´nimo-quadra`tica si el sobreestimem. En cas de dubte sembla
me´s adient utilitzar la mı´nimo-quadra`tica per la seva simetria.
En quant al bootstrap s’ha de tenir en compte, de forma general, que, en
relacio´ a la validacio´ creuada aquest aconsegueix una reduccio´ del biaix a canvi
d’un augment de la varia`ncia, efecte que es pot compensar si s’agafa una fraccio´
d’ajustament petita o s’utilitza la correccio´ 0.632 (Efron, 1982 [58] i Fitzmaurice
et all, 1991 [62]). En molts casos, encara que no necessa`riament en tots, sera`
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Figura 1.3: Comparacio´ de les funcions de pe`rdua min´ımo-quadra`tica i de
Kullback-Leibler.
l’error quadra`tic mitja` ECMI = biaix2+ varia`ncia qui ha d’ajudar a prendre la
decisio´ final.
Cal, finalment, considerar que no e´s imprescindible estimar les pi per obtenir
l’estimacio´ de l’error real, ja que existeixen procediments per a estimar-lo direc-
tament, ben mitjanc¸ant quocients de versemblances, ben emprant distribucions
en lloc de densitats al cas continu, ben per qualsevol altre procediment dels que
han estat estudiats en aquest objectiu, entre els que cal destacar l’ajustament de
l’error in-mostra (mitjana d’errors de submostres de la mostra original) partint
de l’error aparent tal i com es resumira` a continuacio´.
Per fer aquest ajustament utilitzarem l’interessant resultat que, tant per a la
pe`rdua quadra`tica que l’ha servit d’inspiracio´, com per a la me´s general que hem
utilitzat en aquesta presentacio´, l’anomenada 0-1, el biaix de l’error aparent en
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relacio´ a l’in-mostra e´s (Hastie et all, 2001, [119] pa`g.202):
2
n
Cov(Yˆ , Y ) (1.10)
Aquesta estimacio´ del biaix ens permet, quan Yˆ e´s obtingut mitjanc¸ant un
model lineal, calcular l’error in-mostra, simplement sumant a l’error aparent la
quantitat 2pn σ
2
ε . A me´s, aquesta fo´rmula ens reflecteix d’una manera molt clara
i sinte`tica que la millora de la qualitat de l’estimacio´ (alta Cov(Yˆ , Y ) ) ens fara`
augmentar l’error aparent (reduint el seu biaix negatiu), al separar-se de la mostra
en el seu camı´ d’adaptacio´ a la poblacio´ general .
1.2.3 Seleccio´ de variables
Encara que conservem el t´ıtol cla`ssic d’aquest apartat hem d’assenyalar que
aquest concepte pot considerar-se tal i com fan Hastie et all, 2001 [119] inclo`s
dins d’un de me´s ampli identificat sota el nom de complexitat d’un model. Efec-
tivament, podem entendre que reduir variables mitjanc¸ant la seleccio´ de la seva
eficie`ncia discriminant forma part de tractar d’identificar la complexitat real que
ha de tenir un model per reflectir una situacio´ concreta. Consequ¨entment, l’a-
bordatge me´s senzill d’aquest concepte seria la seva definicio´ a partir del nombre
de variables seleccionades pel model discriminant del conjunt de les disponibles,
tal i com ja es va fer a l’apartat 1.2.2.3 (pa`g. 10) al tractar de l’error in-mostra
(p/n). E´s a`mpliament conegut que, d’aquesta manera, l’error aparent efa dis-
minueix amb la complexitat mentre que el real efr presenta un mı´nim tal com
poder sintetitzar amb la figura 1.4:
Cal ressenyar, com a consequ¨e`ncia, que, a part naturalment dels avantatges
de simplificacio´ i interpretabilitat de la reduccio´ del nombre de variables, hem
de tenir en compte que, en discriminacio´, aquesta reduccio´ pot disminuir tambe´
l’error real de classificacio´, per me´s que no ho faci sobre l’error aparent. Aquesta
n’e´s, per tant, una altra evidencia que l’error aparent no ens serveix com a mesura
de la bondat de classificacio´, donat que sempre millorara` amb la complexitat (i per
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Figura 1.4: Evolucio´ dels errors finals real i aparent segons la complexitat del
model.
tant amb el nombre de variables per molt que les que afegim siguin completament
espu´ries).
Ara be´, el ca`lcul de l’error real per a cada subconjunt de variables candidat e´s
molt tedio´s, pel que Hand (1982) [107] proposa mesures ra`pides de separabilitat
que, en definitiva, so´n extensions de la dista`ncia de Mahalanobis.
Altra proposta molt utilitzada empra me`todes sequ¨encials i especialment els
de dos cap endavant i un cap endarrere suggerits per Kittler (1978) [134]. L’in-
convenient, comu´ a tots les del mateix tipus e´s el possible problema de cohere`ncia
que es pot presentar depenent del punt de partida.
Rao (1995) [177] va proposar un contrast F per regular l’entrada i sortida de
variables pero` va alertar en relacio´ a l’augment de l’α global.
Per evitar aquest problema McKay i Campell (1982) [152] suggereixen pro-
cediments amb α global fixe per seleccionar un subconjunt inicial, seguits per
l’aplicacio´ de me`todes sequ¨encials amb regles d’aturada per criteris probabil´ıstics
com els que va proposar McLachan (1976) [148].
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Existeix tambe´ la possibilitat de seleccionar categories me´s que variables, com
ja van proposar Goldstein i Dillon, 1978 (Cap.4) [84] utilitzant la χ2 sobre una
dista`ncia de Kullback-Leibler tal i com es fa, me´s modernament, als me`todes
d’arbres que explicarem posteriorment a l’apartat 1.3.6.1 (pa`g. 25).
Finalment, podem ressenyar els me`todes cano`nics que, front a l’avantatge
d’emprar una operativa esta`ndard i ben coneguda, tenen l’inconvenient de trans-
formar les variables originals dificultant la interpretabilitat dels resultats.
1.3 Revisio´ de me`todes discriminants
En aquesta seccio´ revisarem els principals me`todes d’ana`lisi discriminant sota la
perspectiva de la seva aplicacio´ a la situacio´ en estudi descrita a la seccio´ 1.1.
1.3.1 El dif´ıcil equilibri local-global
A l’apartat anterior avanc¸a`vem que per definir la complexitat d’un model calia
alguna cosa me´s que el nombre de variables o de categories. Com hi comenta`vem
l’excessiva adaptabilitat d’un me`tode a les dades mostrals pot resultar contrapro-
duent de cara a complir el seu paper a la poblacio´ sencera. Aquestes observacions
continuen sent va`lides, en forma general, si com a mesura de complexitat fem in-
tervenir l’adaptabilitat local. E´s a dir si, per exemple, l’augmentem substituint
un model lineal global per un lineal a trossos.
Donat aixo`, l’objectiu sera` trobar el nivell de complexitat adient el qual, si
considerem ja realitzada la seleccio´ de variables esmentada a l’apartat anterior,
es tradueix en un equilibri local-global que, al seu torn, ens portara` a un equilibri
biaix-varia`ncia que hem de procurar que estigui a l’entorn de l’error mı´nim (ver
figura 1.4).
Si aquest equilibri s’esbiaixa cap a la banda local podem “pegar” massa la
regla discriminant a les nostres dades d’aprenentatge i obtenir resultats decebe-
dors amb les dades de test (alta varia`ncia) i si s’esbiaixa cap a un model global
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massa gene`ric trobarem tambe´ resultats dolents (alt biaix) per molt que l’esti-
macio´ dels para`metres ens amagui part del problema quan fem servir les dades
d’aprenentatge.
Tenint aixo` present farem un recorregut pels diferents me`todes situant-nos
inicialment als dos extrems: El model lineal com la globalitat ma`xima i els dels 1-
ve¨ıns (comparacio´ directa de frequ¨e`ncies relatives) com el de la major localitzacio´.
Com el model lineal va ser el primer me`tode discriminant i continua tenint
avui una innegable importa`ncia, li dedicarem un apartat espec´ıfic analitzant aqu´ı
els dels k-ve¨ıns com a exemple de la manera de tractar la localitzacio´ i com a
indicador dels problemes pra`ctics que es poden donar si aquesta e´s excessiva.
Al me`tode dels k-ve¨ıns estimarem les pni com:
pni (x) =
1
k
Card{xj ∈ Vk(x) /yj = i}
on Vk(x) representa l’entorn d’x que conte´ k punts en una me`trica pre`viament
definida. Per tant els 1-ve¨ıns es correspon amb la comparacio´ de les frequ¨e`ncies
relatives ja esmentada a l’1.2.2.3 i e´s, sense cap dubte, el me`tode me´s local que
podem considerar. A me´s en tenim amb k un para`metre molt intu¨ıtiu per graduar
la localitzacio´, el qual ens servira` per veure el que pot succeir si el nombre de
variables p e´s gran.
Per evidenciar-ho prendrem p = 10 i els punts x repartits uniformement
per l’hypercub unitari amb k = 0.01n resultant que com 0.011/10 = 0.63 hem
d’allargar-nos fins el 63% de l’interval total de cada variable si volem copsar
un entorn de nome´s l’1% dels punts totals. Evidentment, la localitzacio´ queda
seriosament en entredit quan el nombre de variables augmenta, i e´s fa`cil veure que
el problema s’agreuja per als valors situats a la frontera. A l’apartat 1.3.6.5 (pa`g.
29) es comentara` un procediment dissenyat modernament, de forma espec´ıfica,
per intentar resoldre aquesta dificultat.
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1.3.2 Els models basats en la Normal: la robustesa de l’LDA
Passem ara a revisar el me`tode me´s global de tots: l’LDA (Linear Discriminant
Analysis) el qual, desenvolupat inicialment per Fisher [60] , es basa en una ana`lisi
cano`nica de la matriu BΣ−1 esmentada a l’apartat 1.2.2.1 (pa`g. 9) per tal de
trobar les transformacions lineals ortogonals de ma`xima discriminacio´. Com es
deia a aquell apartat, aquest procediment condueix a l’error o`ptim quan les X
segueixen distribucions Normals de varia`ncia comuna. Pel cas de varia`ncies dife-
rents per classe una modificacio´ directa del me`tode ens porta al QDA (Quadratic
Discriminant Analysis) on les funcions discriminants so´n polinomis de grau 2.
Les principals caracter´ıstiques del me`tode per al nostre objectiu so´n:
1. Si les X so´n catego`riques i tenim nome´s dues classes amb p(1) = p(2) ,
l’LDA coincideix amb una regressio´ lineal sobre les variables indicadores
(dicotomitzacio´ de les X). Si p(1) 6= p(2) la direccio´ discriminant e´s la ma-
teixa, pero` cal modificar el punt de tall. En general, l’LDA pot veure’s com
una regressio´ sobre indicadores, seguida d’una descomposicio´ cano`nica d’
Yˆ ′Y , el que evita el problema que les classes interme`dies queden anul·lades,
indesitjable fenomen que, per la pro`pia natura de la regressio´, ocorreria si
s’aplique´s aquesta directament a la discriminacio´.
2. QDA e´s pra`cticament equivalent a un LDA on s’han incorporat a les X els
quadrats de les variables originals.
3. LDA funciona acceptablement encara que no es compleixi la suposicio´ de
normalitat perque` la seva estabilitat sol compensar el seu biaix. Aquesta
propietat que explica la continu¨ıtat del seu u´s e´s la que hem anomenat
robustesa del LDA.
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1.3.3 El models basats en la multinomial: La versatilitat de la
log´ıstica
Una vegada descrits els dos extrems de l’interval de complexitat local-global,
farem un recorregut pels me`todes intermedis respecte a aquest criteri.
Comenc¸arem amb els que es basen en el model probabil´ıstic me´s general per
a una situacio´ discreta: el multinomial.
D’entre ells el me´s important e´s el log´ıstic, sorgit per evitar que l’aplicacio´
directa d’una regressio´ de les variables indicadores sobre les pi(x) ens mene´s a
la possibilitat desagradable de tenir estimadors de probabilitat fora de l’interval
[0, 1] .
En aquest cas se suposa que la distribucio´ base e´s multinomial, i prenent una
classe com a refere`ncia (per exemple, la primera), ajustem els para`metres del
segu¨ent esquema:
log
pi(x)
p1(x)
= βi(x) i = 2, . . . , g
Aquest model presenta la interessant propietat de ser aplicable tant per a
distribucions normals com per a multinomials (passant per la dicotomitzacio´), el
que facilita la seva aplicacio´ a situacions mixtes. Tambe´ es pot convertir l’ajus-
tament dels β en un proce´s de mı´nims quadrats iteratiu, emprant una estimacio´
χ2 de les difere`ncies entre Y i Yˆ (Hastie et all, 2001 [119] pa`g.103)
A me´s, la log´ıstica permet incloure al model els productes corresponents a les
interaccions, el quals ens donen la flexibilitat necessa`ria per poder gestionar les
desviacions de la independe`ncia, d’una forma semblant a la que la majoria dels
estad´ıstics estem acostumats a utilitzar en els models lineals habituals, i que e´s
molt me´s clara que la dels primers intents que, com el de Bahadur, es van fer
amb aquest objectiu partint directament de la multinomial (Goldstein i Dillon,
1978 [84]).
Un altre enfocament que parteix de la multinomial e´s el de Cuadras, 1990, [41]
el qual relaciona les dista`ncies entre els membres d’una classe amb la dista`ncia
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del candidat a classificar a la classe en conjunt, el que tambe´ e´s aplicable al cas
mixt donat que per a distribucions Normals es poden utilitzar les dista`ncies de
Mahalanobis. Aquest me`tode tindra` aplicabilitat quan el context del problema
ens suggereixi una me`trica adient, el que no e´s pas el cas que nosaltres hem
considerat.
S’ha de tenir en compte, pero`, (tornant a la log´ıstica, encara que el resultat
que comentarem pot extendre’s, en l’essencial, a tots els me`todes basats en la
multinomial) que si les distribucions so´n Normals, la log´ıstica pot incrementar
l’error real fins a un 30% sobre l’LDA (Hastie et all, 2001 [119] pa`g.105), el que
la fa desaconsellable, en principi, pel cas que ens ocupa en el que partim, precisa-
ment, de Normals subjacents. A me´s, una gran quantitat d’exemples proven que
la log´ıstica e´s molt u´til als casos mixtos quan el nombre de variables cont´ınues
supera a`mpliament al de catego`riques, situacio´ que e´s exactament la contra`ria de
la del nostre punt de partida.
Modernament, Venables i Ripley, 2002 [218] han proposat una modificacio´ de
la log´ıstica fent servir el procediment de les xarxes neurals que es comentara` a
1.3.6.3 (pa`g. 27), la qual s’ha revelat d’una gran qualitat discriminant fins al
punt de ser la preferida en situacions gene`riques discretes.
1.3.4 L’expansio´ en funcions base: el Discriminant Flexible (FDA)
Despre´s de la breu incursio´ del para`graf precedent pels models basats en la mul-
tinomial, hem arribat al convenciment que cal aprofitar la informacio´ sobre les
Normals subjacents si volem obtenir una classificacio´ me´s acurada.
Tornem, per tant, als me`todes basats en la Normal, els quals, partint de
l’LDA, han cercat rebaixar la seva globalitat per donar-li flexibilitat localment
adaptable.
El primer que revisarem te´ el seu origen en els treballs d’Andreas Buja sobre
la correlacio´ cano`nica no lineal (Buja, 1990 [22]) els quals, conjuntament amb
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els estudis fets per ajustar polinomis locals com les natural cubic splines i les
wavelets (Donoho et all, 1995 [56]), han quallat de la ma d’Hastie i Tibshirani en
l’anomenat FDA ( Flexible Discriminant Analysis). Aquest me`tode, de manera
sinte`tica, es composa de les segu¨entes passes:
1. Regressio´ lineal mu´ltiple adaptable no parame`trica Yˆ d’Y sobre X.
2. Ana`lisi cano`nica d’Yˆ ′Y .
3. Tornar al punt 1 amb els resultats de 2.
Es tracta d’una idea senzilla i poderosa: per alliberar l’LDA de les seves
restriccions massa r´ıgides, conservant al ma`xim les seves propietats derivades de
ser un model lineal, el que es fa e´s expandir polino`micament les variables originals
(com es feia al QDA per al grau 2), permetent que una adaptacio´ local seguida
d’una ana`lisi cano`nica global faci el corresponent treball de seleccio´ entre las
variables expandides.
L’FDA connecta amb els me`todes previs basats en una expansio´ en se`ries de
Fourier, penalitzant, a l’estil de la Ridge Regression, les frequ¨e`ncies altes. Al seu
fonament matema`tic utilitza la important Kernel property, basada en funcions
Kernel com les que descriurem a la seccio´ 3.3 (pa`g. 56), la qual pot resumir-se
com:
Si es fa una estimacio´ lineal emprant un Kernel K i s’utilitza una fun-
cio´ de pe`rdua quadra`tica amb el mateix tipus de Kernel, l’error mı´nim
s’obte´, simplement, aplicant K als punts d’aprenentatge (Girosi et all,
1995 [78]).
El plantejament de l’FDA d’expansio´ polinomial i seleccio´ cano`nica es retro-
bara` a les conclusions quan se suggereixen possibles ampliacions de la proposta
que fonamenta aquest treball (pa`gina 116).
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1.3.5 La relaxacio´ de la hipo`tesi unimodal: l’MDA (Mixture Dis-
criminant Analysis)
Una altra manera de, partint de l’LDA, relaxar la seva suposicio´ que les Xj es
distribueixen amb
g∑
i=1
p(i)φ(u;µi,Σ) e´s la d’eliminar la unimodalitat per classe,
el que significa que la distribucio´ sera`:
g∑
i=1
ci∑
s=1
pi(s)φ(u;µis,Σ) amb
g∑
i=1
ci∑
s=1
pi(s) = 1
on ci e´s el nombre de subclasses de la classe i.
L’algorisme que es fara` servir per l’ajustament dels para`metres e´s de tipus
EM amb les segu¨ents etapes:
1. Partim d’uns valors inicials dels parame`tres p(s), µis ,Σ, obtinguts per
un procediment de conglomerats dins de cada classe com, per exemple, el
k-means.
2. Etapa E : Per a cada observacio´ t estimem les aportacions a una subclasse
s dins d’una classe i com:
Wts(i) =
pi(s)φ(ut;µis,Σ)
ci∑
s=1
pi(s)φ(ut;µis,Σ)
on φ representa, com e´s habitual, la funcio´ de densitat normal.
3. Etapa M : Utilitzant els valorsW fem una ana`lisi cano`nica d’Yˆ ′Y i estimem
per ma`xima versemblanc¸a els para`metres pi(s), µis, Σ.
4. Tornem a 2 iterant fins que es produeixi una difere`ncia menor que un valor
fixat com a “tolera`ncia” amb una determinada me`trica definida sobre l’espai
dels para`metres.
La gran aportacio´ de l’MDA e´s que al relaxar la hipo`tesi d’unimodalitat, amplia
considerablement el camp d’aplicacio´ del model sense perdre els trets fonamentals
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de l’LDA. De fet, tornarem a aquest model quan discutim, a la pa`gina 116, les
possibilitats d’ampliar el camp d’actuacio´ de la nostra proposta, i emprarem la
seva estrate`gia EM com el referent ba`sic de la suavitzacio´ proposada al cap´ıtol 4.
1.3.6 Altres me`todes d’ana`lisi discriminant
Encara que ja han estat comentats als apartats anteriors els me`todes me´s direc-
tament implicats amb l’objectiu definit d’aquest estudi, acabarem aquest cap´ıtol
amb la revisio´ d’altres que formen part de l’ ampli ventall desplegat als darrers
anys per tal de cercar possibles idees complementa`ries. La conclusio´, que ja avan-
cem, es que no hi ha cap me`tode que tingui un avantatge definitiu sobre la resta,
pero` tots poden aportar elements a tenir en compte per fer un refinament que
perfeccioni els resultats per a unes dades concretes.
E´s a dir, com el me`tode que proposarem al cap´ıtol 4 pressuposa un model
que, com qualsevol altre, nome´s pot complir-se aproximadament en una situacio´
pra`ctica real, cal tenir pressent el recull que ara descriurem breument per provar
d’encetar una segona fase que utilitzant alguna o varies d’aquestes propostes
pugui millorar els resultats.
1.3.6.1 La discriminacio´ taxono`mica: els arbres
Una idea molt natural per aplicar a la classificacio´ e´s la que va fer servir el
naturalista Linneo: un conjunt de regles de decisio´ encadenades les quals poden
estructurar-se formant un arbre, de manera que, a cada passa avancem des d’una
branca me´s grossa a una de les me´s petites que sorgeixen d’ella fins a arribar a
un dels extrems, el qual ja ens do´na la classe corresponent.
Aquesta metodologia a`mpliament desenvolupada (Ripley, 1996 [180]) per la
seva interpretabilitat, te´ els inconvenients d’una gran inestabilitat, falta de sua-
vitat i dificultat per detectar la possible estructura additiva de les variables, si
aquesta existeix.
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Per combatre la inestabilitat s’apliquen les te`cniques anomenades de bagging
inspirades en el bootstrap, pero` la disminucio´ de la varia`ncia porta a la pe`rdua de
la interpretabilitat.
En quant a la falta de suavitat, s’ha posat a punt el me`tode conegut com a
Mixtura d’experts, el qual substitueix la decisio´ esquerpa dels arbres per una de
format probabil´ıstic provinent d’una regressio´ amb estructura de mixtura (mit-
janc¸ant l’EM ). Aquest me`tode, pero`, nome´s te´ aplicabilitat en situacions precises
(Jordan i Jacobs, 1994 [131]).
Respecte a l’estructura aditiva, el me`tode MARS (Multiple Adaptive Regres-
sion Splines) utilitza un model lineal de seleccio´ entre funcions base constru¨ıdes
com a frontisses als punts d’aprenentatge. Es tracta, per tant, d’un parent de
l’FDA. Al mateix temps, pot considerar-se una variant dels arbres, ja que aques-
tos surten com a casos particulars quan es prenen variables indicadores com a
frontisses. L’inconvenient e´s que el problema es resol a canvi d’un augment con-
siderable de la complexitat.
1.3.6.2 Un ana`lisi discriminant que apre`n dels seus errors: el boosting
La idea del boosting original circula des de 1996, any en que` Freund i Schapire
[63] varen proposar el Adaboost com a me`tode de classificacio´. La idea consisteix
a millorar successivament un classificador feble pero` flexible combinant el resultat
de totes les passes, pero` ponderant me´s alt en cada etapa les observacions mal
classificades de l’anterior.
El resultat matema`tic me´s interessant e´s que Adaboost e´s equivalent, quan
s’utilitzen dues classes retolades com −1, 1, a utilitzar una pe`rdua exp(−Yˆ ′Y ) la
qual, al seu torn, equival poblacionalment a la de l’entropia creuada (Kullback-
Leibler).
El classificador feble que se sol utilitzar e´s el d’arbres, donant lloc al me`tode
conegut com MART ( Multiple Additive Regression Trees), el qual utilitza com a
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para`metres de “sintonitzacio´” el nombre d’interaccions i el nombre de branques.
Respecte al primer s’empra un factor de regularitzacio´ on s’ha substitu¨ıt la pe-
nalitzacio´ mı´nimo-quadra`tica de la ridge per una de valor absolut, que es coneix
com a lasso, que te l’avantatge d’enviar cap a zero els coeficients no significatius,
fent una mena de seleccio´ de variables molt me´s interpretable. En quant al nom-
bre de branques, una se`rie de consideracions heur´ıstiques, aconsellen establir-la
en l’interval 4-8, pel que es pren 6 com a punt de partida.
L’inconvenient del boosting e´s que si existeix un alt nivell de soroll, e´s a dir, si
les variablesX no aconsegueixen un elevat nivell de prediccio´ de les Y els resultats
es poden degradar ra`pidament evidenciant la falta de robustesa del me`tode.
1.3.6.3 La sinapsis com a inspiradora: les xarxes neurals
Si, inspirant-se en la sinapsis entre neurones, considerem que entre les X i la Y
existeixen unes variables interme`dies que es connecten amb les X com a funcions
sigmoidees de combinacions lineals (intentant reproduir l’activacio´ per umbralit-
zacio´ de la connexio´ neural) i amb les Y de nou en base a combinacions lineals,
tindrem un proce´s lineal-no lineal-lineal que encaixa be´ amb els me`todes coneguts
com de projection pursuit (Friedman, 1987 [64]).
Tenint en compte que les funcions sigmoidees es poden aproximar per rectes
a la zona d’activacio´ prenent un adequat punt d’inici, les xarxes neurals po-
den considerar-se un model de regressio´ que evolucionara` “convolucionant” amb
les dades fins que un determinat para`metre de regularitzacio´ l’indique que ha
d’aturar-se.
Aquesta evolucio´, i d’aqu´ı ve l’impuls que han tingut recentment aquests
models, es pot realitzar mitjanc¸ant un ajust anomenat propagacio´ cap enrere, que
consisteix a prendre els errors finals i transmetre’ls cap a les variables interme`dies
a la fi d’obtenir els gradients necessaris per al me`tode d’optimitzacio´.
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L’inconvenient principal de les xarxes neurals e´s la seva dificultat de “sin-
tonitzacio´” donat que cal ajustar els valors inicials (els mı´nims so´n locals), la
regularitzacio´, l’escala de les X i el nombre de variables interme`dies.
Ara be´, combinant aquest me`tode amb la log´ıstica per al cas de variables
discretes, s’han obtingut bons resultats, tal i com s’esmentava a la seccio´ 1.3.3.
1.3.6.4 Els hiperplans separadors: SVM (Support Vector Machines)
Malgrat el que hem anomenat robustesa de l’LDA per indicar la seva estabilitat
front a alteracions de la suposicio´ ba`sica de normalitat, e´s a dir el que en termes
de la Teoria de la robustesa s’anomena robustesa qualitativa, l’LDA te´ dificultats
a l’anomenada robustesa quantitativa o me´s precisament a la capacitat de no ser
alterat greument per outliers. Per evitar aixo`, es van desenvolupar me`todes que
cerquen directament els hiperplans separadors de classes, entre els que cal des-
tacar el perceptron de Rosenblatt (1958) [182], avantpassat de les xarxes neurals
que acabem de comentar.
Existeix, pero`, una manera diferent d’abordatge del problema: Si tenim dues
classes codificades com −1, 1 per a un punt xs determinat, el producte Yˆ ′sYs
sera` positiu si el punt esta` ben classificat i negatiu en cas contrari. A me´s es
pot considerar que el valor absolut sera` me´s gran quan me´s allunyat estigui de
la frontera i que, per tant, el millor hiperpla` separador e´s el que aconsegueix
maximitzar
n∑
s=1
Yˆ ′sYs.
Tanmateix si les classes no so´n completament separables podem establir per
cada punt un marge de desplac¸ament cap a l’altre costat, de forma que el total
d’aquestos percentatges de desplac¸ament estigui acotat.
D’aquesta manera, com l’objectiu continua sent maximitzar la separabilitat
calculada com suma de les dista`ncies a la frontera, afegint a cadascuna un marge
de tolera`ncia globalment controlat, els punts que per estar lluny de la frontera no
necessiten d’aquesta tolera`ncia, influeixen menys en la determinacio´ de l’hiperpla`.
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Aquesta e´s la base del me`tode discriminant conegut com SVM (Support Vector
Machines o Discriminacio´ amb punts de suport), el qual pot ser considerat com
una aplicacio´ de la penalitzacio´ directa de l’error de classificacio´ (mitjanc¸ant la
suma de les tolera`ncies esmentades), la me´s lo`gica i directa que podem tenir en
compte. A me´s, aquest me`tode utilitza tambe´ la Kernel property esmentada a
la seccio´ 1.3.4 (pa`g. 22), el que el connecta amb tot el conjunt dels que utilitzen
suavitzacions tipus Kernel (que sera` extensament descrita al cap´ıtol 3) obtenint
un so`lid suport matema`tic.
L’inconvenient del SVM e´s que, malgrat el que podria pensar-se, no e´s un
me`tode “resistent” a l’augment de la dimensionalitat i a me´s pot distorsionar-se
considerablement si s’introdueixen variables no significatives per a la classificacio´.
1.3.6.5 Els ve¨ıns millorats: DANN (Discriminant Adaptive Nearest
Neighboors)
Finalment, acabarem la nostra revisio´ tornant al comenc¸ament: Hastie i Tibshi-
rani (1996) [117] van fer una millora del me`tode dels k-ve¨ıns que va en la l´ınia de
superar el problema esmentat a la seccio´ 1.3.1 (pa`g. 18), deixant que la definicio´
de l’entorn vari¨ı localment.
Es tracta de seleccionar en cada punt les direccions me´s discriminants amb una
ana`lisi cano`nica, on la matriu Σ esta` sotmesa a una penalitzacio´ tipus ridge (una
ponderacio´ entre ella i la identitat). Pre`viament es proposa fer una determinacio´
global d’eixos significatius per eliminar variables no significatives o de soroll. La
dificultat torna a ser la falta d’interpretabilitat que complica la seleccio´ adequada
del nivell correcte de localitzacio´.
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Cap´ıtol 2
Ana`lisi de Corresponde`ncies
El recorregut pels diversos me`todes d’ana`lisi discriminant que es podrien aplicar
a la situacio´ en estudi (1.1), ens ha portat a la conclusio´ que e´s necessari dissenyar
una metodologia espec´ıfica que s’adapti a les seves caracter´ıstiques de discretit-
zacio´ d’una multinormal subjacent, donat que els me`todes que parteixen de la
normal: LDA, QDA, FDA, MDA no tenen en compte la discretitzacio´ posterior, i
els que s’adaptarien a la situacio´ discreta com la log´ıstica , els arbres o els k-ve¨ıns
(DANN ) ignoren la Normal subjacent. Finalment, els que so´n me´s versa`tils tenen
o una complexitat alta o una interpretabilitat baixa o ambdues coses al mateix
temps.
La idea que desenvoluparem en aquest treball consisteix a explorar les possibi-
litats de generalitzacio´ multidimensional del resultat que va demostrar Lancaster
per a l’ana`lisi de corresponde`ncies simples ente`s com una correlacio´ cano`nica
(Lancaster, 1957 [139]), consistent en que aquest podria interpretar-se com l’a-
proximacio´ a una binormal subjacent.
D’aconseguir aixo`, tindr´ıem un camı´ per retrobar la multinormal subjacent
en el nostre cas i aplicar posteriorment els me`todes que, inspirats amb l’LDA,
treballen amb prou eficie`ncia en aquestes situacions.
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Necessitem, per tant, revisar a`mpliament l’ana`lisi de corresponde`ncies per tal
de fonamentar els resultats que s’utilitzaran al cap´ıtol 4 on presentarem el me`tode
proposat. A aquest objectiu esta` consagrat el present cap´ıtol.
2.1 La dualitat individu-variable
Comenc¸arem per aprofundir en un concepte que esta` per sota de tot el planteja-
ment de l’ana`lisi de corresponde`ncies: la dualitat individu-variable.
Una situacio´ real plasmada en una matriu d’individus (fileres) per varia-
bles (columnes) permet una doble relacio´, de manera que les variables (carac-
ter´ıstiques) expliquen als individus (tota dualitat te´ un costat me´s obvi) pero`
tambe´ els individus expliquen les variables.
Paga la pena analitzar una mica aquesta segona part, perque` significa la
substitucio´ del cara`cter “essencialista” de les variables i dels individus per a donar
pas a una concepcio´ molt me´s relativista: en el nostre context, una variable pot
veure’s com un conjunt de dades preses (se suposa que de manera semblant) als
individus de la nostra mostra i pot considerar-se, per tant, una mena de meta-
individu que te´ per elements els valors que pren en cadascun dels individus. De
manera sime`trica els individus poden veure’s com a portadors de les variables
(meta-variables).
2.1.1 El producte escalar d’individus i variables
Repassem ara, la formulacio´ matema`tica d’aquest plantejament:
L’aplicacio´ matema`tica me´s coneguda d’una idea tan poderosa com la de
dualitat, e´s la dels espais duals de l’a`lgebra lineal, on les formes lineals (funcions
amb valors a R) de l’espai p−dimensional, Rp, conformen un espai R∗p de la
mateixa dimensio´ que aquest. Si e representa una base de Rp i e
∗ una altra de
R
∗
p les podem configurar com a duals mitjanc¸ant la senzilla definicio´ e
∗
i (ej) = δij .
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Aixo` permet definir el conegut producte escalar entre v∗ ∈ R∗p i w ∈ Rp com a:
< v∗, w > = <
∑
i
vie
∗
i ,
∑
j
wjej > = v
∗(w) =
∑
i
∑
j
viwje
∗
i (ej) =
=
∑
i
∑
j
viwjδij =
∑
i
viwi = v
′w
donant a aquest producte escalar una altra visio´ de l’origina`ria de la f´ısica (apli-
cacio´ d’una forc¸a en una direccio´ obliqua) al enfocar-lo com a combinacio´ lineal
sime`trica entre membres de dos espais duals (la simetria e´s essencial a la dualitat).
Al seu torn, aquest plantejament il·lumina la interpretacio´ original, al fer-nos
reflexionar sobre la simetria inherent al fet que l’aprofitament d’una forc¸a que te
una direccio´ diferent de la restringida pel moviment, seria la mateixa si ambdues
direccions s’intercanviessin.
De manera semblant, la dualitat ens aportara` una simetria a la relacio´ individus-
variables, que no era obvia quan pensa`vem a aquestes nome´s com caracter´ıstiques
d’aquells.
E´s a dir, una variable pot veure’s, tambe´, com una forma lineal (un membre
de R∗p) de forma que el producte escalar (entre individus i variables, ja que en
aquest context tenen la mateixa dimensio´) representaria o be´ una combinacio´
lineal de variables aplicada sobre un individu o be´ una variable aplicada sobre una
combinacio´ lineal d’individus (aixo` te´ sentit despre´s de l’explicat anteriorment).
Aquest producte escalar, de gran importa`ncia ja que representa la relacio´ entre
un espai i el seu dual, pot enunciar-se com una combinacio´ lineal de variables base
aplicada a una combinacio´ lineal d’individus base (una variable gene`rica sobre un
individu gene`ric expressats sobre bases duals).
2.1.2 Les transfere`ncies entre espais segons l’esquema dual
De l’apartat anterior podem extractar que una matriu de dades X, determina la
consideracio´ de quatre espais vectorials duals dos a dos:
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Rp = Individus meta-variables R
∗
n = Individus essencials
R
∗
p = Variables essencials Rn = Variables meta-individus
Analitzarem ara les relacions tant horitzontals com verticals entre tots quatres
espais.
2.1.2.1 La transfere`ncia horitzontal mitjanc¸ant X
Comenc¸arem per recordar que, en el nostre context, emmarcat per X, una va-
riable pot abordar-se des de dues perspectives: com a generada a partir de p
variables essencials (R∗p) o com a definida per la descripcio´ dels seus valors en
els n individus ba`sics (meta-individus, Rn). Naturalment ambdues concepcions
estan estrictament relacionades mitjanc¸ant la matriu X, ja que si anomenem c∗j
a la seva columna j entesa com a variable essencial i f∗i al seu individu i ente`s,
amb forma sime`trica, com a individu essencial tenim
c∗j (f
∗
i ) = xij
i prenent c∗, f∗ com a base de variables i individus essencials:
c∗j (f
∗) = columna j d’X = variable j entesa com a meta-individu.
f∗i (c
∗) = filera i d’X = individu i ente`s com a meta-variable.
Com a consequ¨e`ncia:
Propietat 2.1 (Transfere`ncia horitzontal) Les variables essencials prenent for-
ma de meta-individus mitjanc¸ant les columnes de X, ja que si una variable te´
λ per vector de coordenades dins del’espai de variables essencials (Rp), la seva
realitzacio´ en els individus de la nostra mostra i per tant la seva expressio´ coma
meta-individu sera` Xλ i, per altra banda, els individus essencials prendran for-
ma de meta-variables a trave´s de les fileres de X (o les columnes de X ′), donat
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que si µ e´s el seu vector de coordenades a l’espai Rn, la seva expressio´ com a
meta-variable sera` X ′µ.
Aixo` ho podem reflectir mitjanc¸ant l’esquema de la figura (2.1).
INDIV IDUS meta− variables INDIV IDUS essencials
X ′µ µ
λ Xλ
V ARIABLES essencials V ARIABLES meta− individus
X′
X
Figura 2.1: Esquema de la transfere`ncia horitzontal
2.1.2.2 La transfere`ncia vertical mitjanc¸ant la inversa
Per relacionar verticalment els espais considerats, podem observar que la matriu
del producte exterior Mij =< e
∗
i , ej >= e
∗
i (ej) reflecteix la relacio´ entre les bases
dels dos espais duals, de forma que si aquestes so´n duals, M e´s converteix en la
identitat, el que pot interpretar-se com una mena d’ortonormalitat conjugada (si
una de les dues bases ho e´s, ho sera` la dual). Tanmateix, si M e´s diferent de la
identitat (e´s a dir les bases ja no so´n duals), poden retrobar aquesta conjugacio´
mitjanc¸ant un canvi de variable en un dels dos espais, ja que si:
< v∗, w >M = v
′Mw
la veritable base dual d’e∗ sera` eˆj =M
−1ej donat que
< e∗i , eˆj >M = ei
′Meˆj = ei
′MM−1ej =< e
∗
i , ej > = δij
Per tant, si tenim una me`tricaM a un espai de la nostra consideracio´ i aquesta
la prenem tambe´ com a producte escalar amb el seu dual, poden trobar una base
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dual mitjanc¸ant el canvi de variable abans mencionat de matriu M−1, on si a
representa les coordenades a la base ej i aˆ les coordenades a la base eˆj tenim que:
eˆj = M
−1ej ⇒ aˆ′eˆj = aˆ′M−1ej = a′ej ⇒ a = M−1aˆ ⇒ aˆ = Ma
i la me`trica conjugada que obtindrem al dual sera`:
‖a‖M = a′Ma = a′aˆ = aˆM−1aˆ = ‖aˆ‖M−1
D’aquesta manera, arribem al resultat que cerca`vem, el qual utilitzarem con-
juntament amb les transfere`ncies mitjanc¸ant X, amb tots els esquemes de l’ana`lisi
de corresponde`ncies que es desenvoluparan en aquest cap´ıtol:
Propietat 2.2 (Transfere`ncia vertical) Una me`trica amb matriu M a un espai
indueix al seu dual la me`trica de matriuM−1 sobre la base dual (definida utilitzant
M com a matriu del producte escalar).
El que pot esquematitzar-se tal i com es veu a la figura (2.2).
M Espai Principal
M−1 Espai Dual
M
Figura 2.2: Esquema de la transfere`ncia vertical
2.2 El triplet ba`sic de l’ana`lisi de components prin-
cipals
L’enfocament anterior ens permet expressar l’ana`lisi de corresponde`ncies mit-
janc¸ant un esquema aclaridor de les relacions entre els quatre espais involucrats:
el de les variables essencials, el de les variables enteses com a meta-individus, el
dels individus essencials i el dels individus entesos com a meta-variables.
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Comenc¸arem per fer l’esquema d’un ACP (Ana`lisi de Components Princi-
pals), donat que com despre`s veurem, l’ana`lisi de corresponde`ncies no e´s me´s que
un conjunt d’ACP relacionats.
L’article clau en aquest plantejament va ser el de Tenenhaus i Young (1985)
[207], pel que relacionarem la nomenclatura que els adopten amb els conceptes
tal i com s’han definit aqu´ı.
Els esmentats autors prenen com a nomenclatura principal la que hem anome-
nat meta e´s a dir el que ells anomenen variables so´n aquestes enteses com a meta-
individus (realitzacions concretes plasmades a les columnes de X, tambe´ anome-
nats eixos) i el que anomenen individus so´n els entesos com a meta-variables
(components).
Al que hem anomenat essencial al para`graf anterior l’anomenen coeficients
(de variables o d’individus) o be´ factors per les variables essencials i cofactors
pels individus essencials.
Tambe´ e´s de notar que, als seus esquemes, no utilitzen l’asterisc per identificar
els duals pero` aqu´ı els inclourem per evitar confusions.
Amb aquests aclariments, el seu esquema de l’ACP col·loca a cada ve`rtex d’un
quadrat un dels quatre espais esmentats amb la seva identificacio´ i la me`trica
principal. Tambe´ relaciona horitzontalment mitjanc¸ant X, X ′ (propietat 2.1) i
verticalment segons la inversa (propietat 2.2).
L’enfocament general amb aquest esquema sera` que a cada ve`rtex tenim la
me`trica original i la indu¨ıda pel recorregut arreu els quatre costats del quadre
(figura 2.3).
Ara be´, com sempre que tenim dues me`triques a un mateix espai, el nos-
tre intere`s sera` el de “harmonitzar-les” (com s’explicara` a la seccio´ 2.3.2, pa`g.
45) mitjanc¸ant una ortogonalitzacio´ conjugada progressiva, trobant les direccions
(vectors propis) que siguin invariables per a les dues me`triques i que, conside-
rant com a producte escalar el que te´ per matriu la d’una de les dues me`triques,
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Fileres d′X Columnes d′X
INDIV IDUS meta− variables INDIV IDUS essencials
Eixos Rp,M R
∗
n, N
−1 Cofactors
Factors R∗p,M
−1
Rn, N Components
V ARIABLES essencials V ARIABLES meta− individus
X′
X
M N
Figura 2.3: Esquema de l’ACP segons Tenenhaus i Young
es maximitze successivament la norma respecte a l’altra, sota la ben coneguda
restriccio´ d’ortogonalitat entre vectors propis.
Detallem una mica aquest proce´s:
Siguin T, S les matrius definides positives corresponents a les dues me`triques
que pretenem harmonitzar. El nostre objectiu sera` trobar uns vectors propis que,
estructurats com a columnes de la matriu Q, compleixen:
Q′TQ = I i Q′SQ = D
Amb I matriu identitat i D matriu diagonal.
Es ben sabut que la solucio´ consisteix a trobar la matriu V dels vectors propis
de T−1/2ST−1/2 i fer Q = UT−1/2 i que si ordenemD (matriu de valors propis) de
major a menor, Q1 sera` el vector de ma`xima S−norma (amb 1 com a T − norma),
Q2 fara` el mateix pero` sobre l’espai ortogonal a Q1 i aix´ı successivament seguint
a Gram-Schmidt.
Aquest proce´s l’anomenarem sinte`ticament diagonalitzar S ~ T−1 i el podem
formalitzar de la segu¨ent manera:
Definicio´ 2.1 Siguin T, S matrius quadrades definides positives que represen-
ten l’expressio´ de dues me`triques en una base d’un espai vectorial, diagonalitzar
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S ~ T−1 consisteix a trobar la matriu Q tal que Q′SQ sigui diagonal i Q′TQ la
matriu identitat de manera que :
Q′iSQi = max
{
v′Sv ∀v/v′SQj = 0 j = 1 . . . (i− 1)
}
on, Qi e´s la columna i-sima de Q i, per simplicitat notacional, considerarem
Q0 = 0
Amb aquesta definicio´ es compleix la segu¨ent proposicio´:
Proposicio´ 2.1 Diagonalitzar S ~ T−1 e´s equivalent a fer la reduccio´ cano`nica
de la matriu sime`trica T−1/2ST−1/2 i prendre Q = UT−1/2 sent U la matriu de
vectors propis obtinguda.
No hem d’oblidar que aixo` esta` ben definit pel fet que, al ser T una matriu que
expressa una me`trica e´s definida positiva i, per tant, podem assegurar l’existe`ncia
de T−1/2.
S’ha de tenir en compte, tambe´, que al llarg de la resta de l’estudi conside-
rarem que, una vegada fixades les bases cano`niques als espais essencials, quan es
referim a una determinada me`trica ho fem, equivalentment, a la matriu que la
representa a la base fixada a l’espai corresponent.
Finalment, tot el proce´s seguit en aquesta seccio´ es pot esquematitzar mit-
janc¸ant la taula de la figura 2.4.
En forma resumida l’ana`lisi de components principals se simbolitzara` amb el
triplet
(
X,M,N
)
on:
X = matriu de dades
M = me`trica per als individus(meta-variables)
N = me`trica per a les variables (meta-individus)
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Matriu T de la
me`trica principal
transferida del
dual
Matriu S de la
me`trica obtingu-
da pel recorregut
pels altres ve`rtexs
Matriu S ~ T−1 a
diagonalitzar
Fileres N−1 XMX ′ XMX ′ ~N
Columnes M−1 X ′NX X ′NX ~M
Figura 2.4: Esquema de les diagonalitzacions de l’ana`lisi de components princi-
pals
2.3 Els triplets equivalents de l’ana`lisi de
corresponde`ncies simples
A continuacio´ veurem que l’ana`lisi de corresponde`ncies simples, i totes les seves
bones propietats de simetria fileres-columnes, pot enfocar-se com un conjunt de
quatre ACP equivalents, representats cadascun mitjanc¸ant el corresponent tri-
plet, tal i com acabem d’analitzar a l’apartat anterior. En definitiva, es tracta de
situar-nos en cadascun dels quatre ve`rtex de l’esquema que acabem de presentar,
adaptant la nomenclatura a l’espec´ıfica de la situacio´ discreta que tracta l’ana`lisi
de corresponde`ncies simples.
Considerarem com a dades la matriu F de frequ¨e`ncies absolutes i les seves
diagonals marginals de fileres Df i de columnes Dc
El triplet inicial que anomenarem doble-inercial del corresponde`ncies simple
e´s: (
D−1f FD
−1
c − 1f,c, Dc, Df
)
(2.1)
on veiem la X de l’ACP obtinguda a partir de “normalitzar” F dividint tant pel
total de fileres com el de columnes, i despre´s restant una matriu d’uns per tenir
les desviacions χ2.
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Les me`triques naturals son: la de les ponderacions per sumes de columnes per
a les fileres (Dc) i la de la ponderacio´ per la suma de fileres per a les columnes
(Df ). Aquest plantejament resulta completament sime`tric i ens porta al conegut
doble ana`lisi d’ine`rcia, el qual segons l’enfocament de la taula de la figura 2.4 ens
portara` a diagonalitzar:
(D−1f FD
−1
c − 1f,c)Dc(D−1f FD−1c − 1f,c)′~Df
o, equivalentment:
(D−1f FD
−1
c − 1f,c)′Df (D−1f FD−1c − 1f,c)~Dc
Donada la simetria i centrament d’aquesta ana`lisi es pot interpretar com la cerca
dels eixos que acumulen ortogonalment me´s ine`rcia global, el que justifica el nom
de doble inercial que hem donat a aquest triplet.
Tambe´ podem arribar a la mateixa matriu a diagonalitzar (i per tant es tracta
d’un proce´s equivalent) si invertim les dues me`triques passant als duals (fileres i
columnes essencials) i analitzem la taula d’observats menys esperats:
(
F −Df1f,cDc , D−1c , D−1f
)
(2.2)
Aquest triplet el podem anomenar doble-discriminant, donat que si con-
siderem que fileres i columnes d’un corresponde`ncies procedeixen d’agrupacions
dels individus sota classes determinades per les categories de cada una de les
dues variables que es creuen, podem interpretar que un corresponde`ncies simple
utilitza les files per discriminar sobre columnes i viceversa, el que encaixa per-
fectament amb la seleccio´ dels espais essencials (me`triques inverses) que es fa en
aquest plantejament.
Ara be´, si entenem que no e´s molt lo`gica la doble discriminacio´ en un context
real, sino´ que e´s me´s raonable d’afavorir la interpretacio´ d’una de les dues vari-
ables en funcio´ de l’altra, trencarem la simetria que inspira la χ2 (mantenint la
equivale`ncia de la matriu a diagonalitzar) fent dos nous enfocaments:
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• El primer seria una mena de discriminant de les columnes sobre les fileres,
triplet que anomenarem de perfil de fileres :
(
D−1f F − 1f,cDc , D−1c , Df
)
(2.3)
on la matriu que ara analitzem e´s la de les desviacions de la distribucio´
condicional de les fileres a la marginal, i la me`trica que ara apliquem a les
fileres (en principi enteses com a meta-columnes) e´s la inversa, que corres-
pon a l’espai dual (columnes essencials), ja que ara no cerquem una ana`lisi
sime`trica, sino´ trobar els eixos principals que ens expliquem les direccions
fonamentals que prenen els perfils de les fileres. Per aixo`, quan comparem
fileres hem de fer-ho procurant que la “mida” de les columnes no ens afecte,
pel que hem de ponderar aquestes per l’invers de la seva mida.
• I el segon (discriminant de les fileres sobre les columnes) seria, sime`tricament,
el triplet de perfil de columnes:
(
FD−1c −Df1f,c , Dc , D−1f
)
(2.4)
2.3.1 L’aproximacio´ dels polinomis de l’Hermite
Per poder completar l’estudi de l’ana`lisi de corresponde`ncies simples, ens cal
presentar l’esmentat teorema de Lancaster (1957) [139] el qual desvetlla el factor
normal subjacent als me`todes cano`nics.
Efectivament, tots el me`todes cano`nics poden veure’s com la maximitzacio´
d’alguna correlacio´, pero` hem de tenir en compte que maximitzar una correlacio´
e´s aproximar una binormal en el sentit segu¨ent:
Teorema 2.1 (Lancaster) Suposem que X1 resulte d’una transformacio´ d’una
variable Normal tipificada Z1 i X2 de forma semblant de Z2, aleshores:
corr(X1, X2) < |corr(Z1, Z2)| = |ρ|
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La importa`ncia d’aquest teorema e´s que es pot interpretar en el sentit que
qualsevol parella de transformacions Y1, Y2 de les X1, X2, que maximitze la cor-
relacio´, dins d’un determinat conjunt de transformacions possibles (T ), la podem
considerar un intent d’aproximar les Normals Z1, Z2 dins de T , en el benente`s
que si T fo´ra el conjunt de totes les transformacions possibles, resultaria: Yi =
Zi + constant.
Demostracio´ Qualsevol transformacio´ tipificada x1 =
X1−E(X1)√
Var(X1)
pot veure’s com
x1 =
∑
aαZ
α
1 amb
∑
a2α = 1 on per simplicitat hem anomenat Z
α al polinomi
ortogonal de l’Hermite estandarditzat de grau α (coeficient de t en exp(tz−t2/2),
Kendall i Stuart (1977) [133] (vol.II, pa`g. 600).
De la mateixa forma x2 =
∑
bαZ
α
2 amb
∑
b2α = 1 resultant que si tenim en
compte que:
E
(
exp(tz)− t
2
2
+ uz2 − u
2
2
)
= exp(ρtu)
s’obte´, per desenvolupament en se`rie en les variables t, u :
E(Zα1 Z
β
2 ) = ρ
αδαβ
i ,per tant:
corr(X1, X2) = corr(x1, x2) =
∑
α
aαbαρ
α < |ρ| = |corr(Z1, Z2)|
Una segona parella de transformacions ortogonals a la primera fara` la seva
correlacio´ inferior a ρ2 i successivament tindrem una cota de |ρ|3,ρ4 . . ..
De fet quan fem una correlacio´ cano`nica (tipus corresponde`ncies simples) po-
dem considerar que si ψαi so´n les quantificacions de les fileres i ζαj les de les
columnes per al valor propi α, aquestes poden ser interpretades com les aproxi-
macions tipificades de:
ϕαi =
∫
Si
xαφ(x)dx∫
Si
φ(x)dx
(2.5)
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θαj =
∫
Sj
yαφ(y)dy∫
Sj
φ(y)dy
on amb φ representarem, per simplicitat, la densitat Normal tipificada (tant uni
com bivariable), amb xα, yα els polinomis de l’Hermite tipificats de grau α de
x, y respectivament, i Si, Sj recobriments d’intervals tals que:∫
Si
∫
Sj
φ(x, y)dxdy = fij ⇒
∫
Si
φ(x)dx = fi· ,
∫
Sj
φ(y)dy = f·j
A me´s sabem que:
φ(x, y) = φ(x)φ(y)
(
1 +
∞∑
α=1
ραxαyα
)
i per tant si la subjacent fos binormal:
fij = fi·f·j
(
1 +
∞∑
α=1
ραϕαiθαj
)
Com per altra banda del resultat de corresponde`ncies tenim :
fij = fi·f·j
(
1 +
r∑
α=1
λαψαiζαj
)
resulta que λα pot considerar-se tambe´ una aproximacio´ de ρ
α, de la mateixa
manera que ψαi ho e´s de ϕαi i ζαj de θαj .
El fet que estem aproximant una se`rie infinita, tipus Tayloria`, per una que no
ho e´s, ens indica fins quin punt la discretitzacio´ que disposem ens limita el grau
del polinomi ortogonal al que podem arribar.
Aquest resultat ens permet obtenir una visio´ de l’ana`lisi de corresponde`ncies
com un desenvolupament en se`rie finita aproximant l’infinit que correspondria a
una binormal, el que te´ un gran intere`s per als nostres objectius reconstructors es-
mentats al comenc¸ament del cap´ıtol, sempre que siguem capac¸os de generalitzar-
los al cas multidimensional, el que farem al cap´ıtol 4.
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2.3.2 Interpretacio´ geome`trica del teorema de Lancaster
Per poder aprofundir en el teorema de Lancaster, que esta` en la base de la idea
que es proposa com a nou me`tode d’ana`lisi discriminant discreta al cap´ıtol 4,
procedirem ara, detalladament, a la seva interpretacio´ geome`trica amb la con-
sideracio´ que les intu¨ıcions d’aquest ordre, so´n en moltes ocasions, la base per
a plantejaments on la seva expressio´ anal´ıtica pot amagar el sentit (Carbonell i
altres, 1983, cap.7 [26]).
Comenc¸arem per analitzar el significat probabil´ıstic de l’ortogonalitat, donat
que la inspiracio´ purament f´ısica de la representacio´ cartesiana a la que es feia
refere`ncia a la seccio´ 2.1.1, quan comenta`vem la reinterpretacio´ del producte
escalar en el context dual, ha de reconsiderar-se en un context aleatori.
Per veure-ho amb me´s claredat, suposem que a una variable aleato`ria x amb
distribucio´ Normal esta`ndard se li afegeix una nova font de variacio´ independent
que anomenarem ε amb varia`ncia γ < 1. Imaginem que no ens e´s possible accedir
directament a ε i que ho fem mitjanc¸ant la variable y = rx+ ε.
Per visualitzar la transformacio´ de l’ortogonalitat resultant de la falta d’obser-
vabilitat d’ε, farem el corresponent ana`lisi cano`nic de la parella (x, y), el resultat
del qual s’il·lustra a la figura (2.5).
A la figura (2.5) s’ha tingut en compte que:
σ2x = 1 σ
2
y = r
2 + γ
pel que, definint:
∆ =
√
(1− r2 − γ)2 + 4r2 =
√
(1 + r2 + γ)2 − 4γ2
ens resulta:
λ1 =
σ2y + σ
2
x +∆
2
=
1 + r2 + γ +
√
(1 + r2 + γ)2 − 4γ2
2
λ2 =
σ2y + σ
2
x −∆
2
=
1 + r2 + γ −
√
(1 + r2 + γ)2 − 4γ2
2
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Figura 2.5: Deformacio´ introdu¨ıda per la falta d’observabilitat d’una font de va-
riacio´.
i
cos(2β) =
σ2y − σ2x
∆
=
1− r2 − γ√
(1− r2 − γ)2 + 4r2
Aixo` ens col·loca front a la reinterpretabilitat de l’ortogonalitat en aquest
context, donat que si la considerem, com e´s habitual, associada a la independe`ncia
en sentit probabil´ıstic, no te´ gaire sentit procedir a una representacio´ cartesiana
de (x, y), perque` aquestes variables no so´n independents. Malgrat tot, i a falta
d’altra idea millor, emprem, per comoditat, una representacio´ on apareixen com
a ortogonals.
Precisament, la importa`ncia de l’ana`lisi cano`nica (ana`lisi de components prin-
cipals en aquest context) e´s que ens permet reconciliar els dos aspectes de l’ortogo-
nalitat, el f´ısic i el probabil´ıstic, al trobar els eixos principals que so´n independents
amb els dos sentits i que, per tant, poden representar-se ortogonalment sense cap
mena de dubte. El resultat e´s una deformacio´ de l’el·lipse de probabilitat tal i
com hem vist a la figura (2.5).
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Per tant el “gir” i “l’aplanament” d’aquesta el·lipse no e´s cap cosa intr´ınseca
de la distribucio´ binormal que analitzem, sino´ que depe`n de la correlacio´ i de
l’escala (en definitiva, de la matriu de covaria`ncies) de les variables observades
dins del pla sobre el que es troben definides.
Com a il·lustracio´ la figura (2.6) ens representa el sentit d’aquest “gir” i
d’aquest “aplanament” en funcio´ de ρ = corr(x, y), prenent com a refere`ncia θ,
l’angle a que` tendeix β quan ρ→ 1 (per simplicitat suposem ρ > 0).
Figura 2.6: Variacio´ dels valors propis i de l’angle β segons ρ
Considerem ara com a mesura de la deformacio´ la χ2 definida com:
χ2 =
∫ ∫
D2
(
φ(x, y) , φ(x)φ(y)
)
φ(x)φ(y)dxdy
on s’ha considerat que la funcio´ dista`ncia D2 esta` definida per:
D2
(
o, e
)
=
(o− e)2
e
L’avantatge d’aquesta formulacio´ e´s que ens fa palesa la similitud de l’estruc-
tura de la χ2 amb la de la varia`ncia, on el paper de la mitjana ho fa la distribucio´
d’independe`ncia, i on els quadrats de les desviacions so´n expressats en unitats
determinades per aquest model de refere`ncia.
Per tant, a l’ana`lisi de corresponde`ncies, que utilitza la χ2 com a base, les
distancies a l’origen representen les contribucions de les categories a la dispersio´
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respecte a la independe`ncia, de la mateixa forma que qualsevol element d’una
binormal ho fa respecte a la seva mitjana.
Amb aixo`, i suprimint l’eix trivial resultant del centrament, podem interpretar
el teorema de Lancaster en el sentit segu¨ent:
Cada cel·la de la taula de continge`ncia pot considerar-se com una
zona rectangular, estesa arreu de la seva quantificacio´, de forma que:
la probabilitat sobre la binormal subjacent sigui la frequ¨e`ncia relativa
corresponent, estimacio´ de la corresponent probabilitat d’acord amb
les fo´rmules 2.5 (pa`g. 43).
Un exemple gra`fic el podem veure a la figura 2.7.
Figura 2.7: Interpretacio´ geome`trica del teorema de Lancaster
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A me´s, tenint en compte que els eixos cano`nics corresponen als polinomis
ortogonals de l’Hermite, tal i com ens demostra Lancaster, cada un d’ells ens
aporta un grau en l’aproximacio´ successiva de la reconstruccio´ de la deformacio´
de l’el·lipse introdu¨ıda per la depende`ncia, partint dels valors mitjans d’aquests
polinomis a les zones corresponents a cada cel·la.
El primer eix, per tant, es revela en aquesta ana`lisi com el fonamental al ser
el que a l’utilitzar el grau 1 ens proporciona la millor aproximacio´ directa de la
binormal, actuant els altres com a informacio´ complementa`ria per realitzar un
millor ajustament progressiu.
E´s important ressaltar aquest paper del primer eix, donat que resultara` ba`sic
a l’hora d’interpretar la generalitzacio´ del teorema de Lancaster (cap´ıtol 4), i hem
de tenir present que al situar dins d’ell les coordenades de tots els centro¨ıds de les
cel·les, fem una mena de “col·lapsament” de les dimensions originals (veure figura
2.8) projectant alhora sobre la direccio´ que proporciona la ma`xima varia`ncia
(entesa com a χ2).
Figura 2.8: Efecte de col·lapsament sobre l’eix principal
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2.4 Els triplets conjugats de l’ana`lisi de corresponde`ncies
mu´ltiples
Naturalment, l’ana`lisi de corresponde`ncies simples no ens serveix per a l’objec-
tiu d’aproximar una mixtura de multinormals discretitzades, pero` el teorema de
Lancaster ens estimula a la recerca d’algun resultat semblant per al cas multidi-
mensional.
Hem de traslladar, per tant, l’ana`lisi mitjanc¸ant triplets al cas mu´ltiple, per
veure si d’aquesta manera podem posar ordre dins de les mu´ltiples variants de
generalitzacio´ del corresponde`ncies simples, amb el propo`sit d’esbrinar quina e´s
la me´s adient per a la nostra situacio´.
Seguint de nou a Tenenhaus i Young estudiarem els dos triplets corresponents
als dos ACP conjugats segu¨ents:
• Triplet de l’ACP de fileres:
(
X/p, npD−1, I/n
)
• Triplet de l’ACP de columnes:
(
D−1X, nI, D/np
)
on D e´s la matriu diagonal amb les frequ¨e`ncies de totes les categories.
Observem que fent F = X/np, Dc = D/np i Df = I/n estem exactament
(centrament a banda) amb els que hem anomenat triplets de perfil de fileres i
de perfil de columnes a la seccio´ 2.3 (pa`g. 40) per l’ana`lisi de corresponde`ncies
simples.
La difere`ncia essencial consisteix a que ara es consideren tant les fileres, com
les columnes, com a variables estructurades en columnes (i aix´ı Dc passa a ser
D/np), i es deixa per als individus la me`trica que abans tenien les fileres (i aix´ı
Df passa a ser I/n) per indicar que tots els individus pesen igual.
La matriu ba`sica (es repeteix dues vegades) a diagonalitzar sera`, segons l’es-
quema de la figura (2.4), XD−1X ′ matriu (n×n) amb D−1~X ′X i X ′X~D−1,
matrius (k × k), com a relacionades.
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Aquest plantejament permet emmarcar els diferents abordatges de l’ana`lisi de
corresponde`ncies mu´ltiples segons quina de les tres matrius possibles es proposen
diagonalitzar:
Nom del me`tode Objectiu principal Matrius a diagonalit-
zar
Quantificacio´ rec´ıproca Quantificacio´ d’individus i de
categories que respecte les re-
lacions naturals entre les dues.
XD−1X ′ i D−1 ~X ′X
Component Principals Ma`xima varia`ncia dels indivi-
dus essencials (ACP fileres)
XD−1X ′
Cano`nica Generalitzada Ma`xima suma de correlacions
al quadrat de les quantificaci-
ons dels individus amb les de
les variables (ACP columnes)
D−1 ~X ′X
Ine`rcia Ma`xima varia`ncia dels indivi-
dus (meta-variables)
X ′X ~D−1
Figura 2.9: Esquema de les diagonalitzacions de l’ana`lisi de corresponde`ncies
mu´ltiples
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Cap´ıtol 3
Me`todes de suavitzacio´
Revisats els conceptes de l’ana`lisi de corresponde`ncies i plantejada la dificultat
fonamental a resoldre en la reconstruccio´ de la distribucio´ continua subjacent, la
solucio´ de la qual resta aplac¸ada fins al cap´ıtol 4, analitzarem aqu´ı l ’altre element
que hi es combinara` per tal de completar l’esmentada reconstruccio´: la suavitzacio´
de les quantificacions obtingudes mitjanc¸ant l’ana`lisi de corresponde`ncies.
3.1 La Suavitzacio´ com a operacio´ pseudoinversa de
la discretitzacio´
Formalitzarem ara el concepte de discretitzacio´ ja esbossat a la seccio´ 1.2.1 (pa`g. 6).
Sigui Rp l’espai subjacent que considerem i sigui P el conjunt de distribucions
de probabilitat definida en ell.
Una discretitzacio´ d sera` una funcio´ de Rp amb valors a Np de forma que, en
cada component, la inversa defineixi una particio´ dins l’espai original. Es a dir:
d−1j (r) = Sjr amb Rp = ⊗pj=1 ∪
kj
r=1 Sjr
Per tant per a cada p ∈ P tindrem pd com a la distribucio´ induida per p
mitjanc¸ant d dins de Np i al conjunt ho anomenarem Pd.
Una suavitzacio´ sd sera` una funcio´ de l’espai Pd amb valors a P.
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Naturalment l’ideal seria que sd(pd) = p ∀p ∈ P, o al menys que:
[sd(pd)]d = pd ∀p ∈ P (3.1)
pero` aixo` e´s pra`cticament impossible, donat que desconeixem p i, nome´s en casos
molt especials, podem disposar per mig de pd de prou informacio´ com per obtenir
aquests tipus de resultats.
Per tant, rebaixem el nostre objectiu i considerem que disposem de una mostra
de pd que anomenarem p
n
d , la qual pot ser considerada com a distribucio´ i, per
tant, suavitzada i parametritzada. Imposarem la condicio´:
lim
n→∞
θ(sd(p
n
d )) = θ(p) ∀pnd → pd (3.2)
que e´s el mateix que dir que, en definitiva, allo´ que ens interessa de p (el para`metre
θ) e´s aproximat asinto´ticament per la suavizacio´ proposada.
En aquest cas, anomenarem a sd θ-consistent i la funcio´ de l’espai de les
discretitzacions en el de les suavitzacions (que do´na com imatge de d, sd) rebra`
el mateix qualificatiu, deixant que sigui el context el que diferenci¨ı entre les dues,
per evitar nomenclatures complexes. Finalment, si considerem una successio´ de
discretitzacions dm tal que:
m ≤ m′ ⇒ Smjr ⊇ Sm
′
jr
i si L e´s la mesura de Lebesgue en Rp amb
lim
m→∞
L(Smjr) = 0 i limm→∞ k
m
j =∞
anomenarem a sd θ-de`bil consistent sii:
lim
n→∞
lim
m→∞
θ(sdm(p
n
d )) = θ(p) ∀pndm → pdm
Es clar que, en el nostre context discriminant qui fa el paper d’θ e´s el que
hem anomenat error o´ptim continu ec (fo´rmula 1.5), i que el requisit mı´nim a
garantir per a qualsevol me`tode de suavitzacio´ en condicions de discriminacio´
sera` la ec-de`bil consiste`ncia.
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Hi ha dos me`todes de suavitzacio´ del quals esta` demostrada aquesta condicio´
sota hipote`sis molt me´s generals que les que hem fixat en aquest estudi: la es-
timacio´ de densitats mitjanc¸ant Kernel per a un espai P gene`ric (Titterington,
1980 [208] i Hall, 1989 [97]) i el me`tode EM basat en la ma`xima versemblanc¸a
per al espai format per les mixtures de Normals (Tanner, 1989 [206]), rao´ per la
qual sera`n els analitzats al llarg de la resta del cap´ıtol.
Tanmateix no e´s la condicio´ de la ec-de`bil consiste`ncia la u´nica questio´ a
tenir en compte quan procedint a una suavitzacio´, donat que necessitem alguna
mesura de suavitat que ens permeta controlar el proce´s, o dit me´s formalment
cal asegurar-se tambe´ la ν-de`bil consiste`ncia sent ν la mesura esmentada.
3.2 Mesures de suavitat
La primera mesura de suavitat d’una funcio´ que e´s natural plantejar esta` asociada
directament a la segona derivada mitjanc¸ant la fo´rmula sinte`tica:
ν1(f) =
∫
(f ′′)2
Per observar de forma ra`pida com treballa ν1, prenguem la famı´lia de densitats
para`boliques:
fa ∝

a
2 − x2, si −a ≤ x ≤ a
0, a la resta
⇒ ν1(fa) = 9
2a5
es a dir que si a creix fent la para`bola me´s “aplanada” aleshores ν1 disminueix.
Tambe´ cal assenyalar, com a refere`ncia, que si f e´s Normal ν1(f) = 0.53.
Per altra banda, entre l’ampli ventall de possibles mesures, poden considerar
una que te´ per als nostres objectius l’avantatge de que recull directament un
patro´ de suavitat inspirat en la Normal:
ν2(f) =
∫
((log f)′′)2
56 Cap´ıtol 3. Me`todes de suavitzacio´
la qual te´ la propietat de que val 0 sii la distribucio´ e´s gaussiana.
Cal observar que ambdues mesures ho so´n en realitat de la falta de suavitat,
ja que tendeixen des de valors possitius a 0 quan aquesta augmenta.
Els me`todes Kernel de nucli gaussia` i EM de mixtures d’ajustament Normal
(West, 1991 [224] i Dempster et all, 1977 [49]) que es desenvoluparan en aquest
cap´ıtol so´n ν1-consistents i ν2-consistents.
3.3 La suavitzacio´ Kernel i les seves propietats glo-
bals
Per comenc¸ar l’estudi del estimadors Kernel definirem una amplia classe d’esti-
madors no parame`trics d’una funcio´ de densitat probabil´ıstica mitjanc¸ant:
fˆ(x) =
1
n
n∑
i=1
w(Xi, x) amb w ≥ 0 i
∫
w = 1
on Xi so´n els punts de la mostra d’aprenentatge i w una funcio´ general d’estima-
cio´. El Kernel de finestra fixa h sera´ un cas particular de w, amb:
w(Xi, x) =
1
h
K(
x−Xi
h
) amb K ≥ 0 i
∫
K = 1
Altres exemples de w so´n se`ries de Fourier com la esmentada al realitzar el desen-
volupament en polinomis de l’Hermite (seccio` 2.3.1, pa`g. 42).
La primera consideracio´ per a aquest conjunt d’estimadors prove´ del teorema
de Rosenblatt (1956) [183], que demostra que els estimadors no parame`trics de
la densitat so´n sempre esbiaixats.
Aquest resultat, aparentment advers, que pot explicar-se perque` les exige`ncies
de regularitat de la funcio´ (Borel-mesurable) no la deixen “pegar-se” completa-
ment a la mostra, ens obliga a introduir les consideracions cla`ssiques de l’estudi
de l’error quadra`tic mitja` ECMI (biaix2+varia`ncia) per a l’ana`lisi de la qualitat
de l’estimacio´.
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Afortunadament quan:
lim
n→∞
∫
wf = f
podem (Prakasa-Rao, 1983 [171]) garantir la converge`ncia en probabilitat fˆ → f ,
els que en dona per als Kernels les propietats de consiste`ncia esmentades anteri-
orment.
3.4 La seleccio´ de la funcio´ nucli i l’ajustament de la
finestra fixa del Kernel unidimensional
Una vegada assegurada la consiste`ncia, ens interessa analitzar l’ECMI i la seva
velocitat de converge`ncia, per tal de decidir-nos sobre la funcio´ K i el parame`tre
h conegut com a finestra del Kernel.
En primer lloc hem de tenir pressent que Boyd y Steele (78) [16] van demostrar
que no existeixen estimadors no parame`trics que superin el “llisto´” d’una velocitat
de converge`ncia me´s ra`pida que o(n−1).
Per altra banda i donada la incompatibilitat entre la consiste`ncia i la robus-
tesa qualitativa, sabem que hem d’aplicar un filtre previ que detecti i elimini
els outliers, interpretant la suavitzacio´ variant h com un proce´s intermedi entre
estimar amb la distribucio´ mostral (massa inestable) i suavitzar amb finestra fixa
(massa r´ıgid).
En aquest sentit se sap que si h → 0 i nh → ∞, tenim garantida la con-
verge`ncia de l’ECMI sota condicions de regularitat de K, les quals compleixen
totes les funcions que es proposen habitualment(Devroye, 1988 [52]). Afinant
me´s, podem dir amb Nadaraya (1965) [161] que la condicio´ necessa`ria i suficient
d’aquesta converge`ncia e´s que:
∞∑
n=1
exp(−γnh2) sigui convergent ∀γ > 0
obtenint-se condicions de converge`ncia uniforme si nh/ log(n)→∞.
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El resultat fonamental e´s que la finestra o`ptima (ECMI mı´nim) e´s:
hopt = k
−
2
5
2 K
1
5
2 ν1(f)
−
1
5n−
1
5
on K2 =
∫
K(t)2dt i k2 e´s el moment d’ordre 2 de K.
L’ECMI resultant e´s:
ECMIopt =
5
4
k
−
2
5
2 K
1
5
2 ν1(f)
−
1
5n−
4
5
Per a interpretar correctament aquests resultats cal tenir present que el Kernel
funciona com una convolucio´ de la distribucio´ mostral, amb la K regulada per h,
de manera que: a menor h menys biaix pero` me´s varia`ncia.
Retindrem de les fo´rmules que l’equilibri ECMI, el qual e´s de l’ordre de n−
4
5 ,
s’obte´ per a valors de h proporcionals a n−
1
5 amb coeficients que depenen tant
de la pro`pia K com de la desconeguda f .
Respecte a la forma de K i despre´s de molta discussio´ arran de si e´s preferible
utilitzar nuclis de suport compacte, com el d’Epanechnikov (tipus parabo`lic) o
gaussians, s’ha vist que la influe`ncia d’aquesta seleccio´ e´s mı´nima respecte a la de
la finestra (Hall i Marron, 1987 [101]). En qualsevol cas si, com al nostre cas, la
densitat que volem estimar prove´ d’una mixtura de normals la decisio´ pels nuclis
gaussians e´s evident.
Fixat el tipus de K podem tornar a la determinacio´ de la finestra h amb me´s
concrecio´: en casos de K Normal el procediment utilitzat e´s partir del valor n−
1
5
que e´s prop del o`ptim (k2 = 1, K2 = 0.71, ν1 = 0.53) i fer petites variacions cap
amunt i cap avall cercant el millor valor per un procediment de validacio´ creuada.
Tambe´ hi hagut molta controve`rsia (Marron, 1987 [151]) en relacio´ a si e´s
preferible utilitzar en la determinacio´ de la finestra una validacio´ creuada mı´nimo-
quadra`tica (funcio´ de pe`rdua tipus L2) o de Kullback-Leibler ( funcio´ de pe`rdua
tipus L1), pero` la conclusio´ final e´s que la diferencia pra`ctica e´s mı´nima, tal i
com ho e´s tambe´ si en lloc de la validacio´ creuada emprem un procediment tipus
bootstrap.
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Cal ressenyar, me´s que res per la seva pote`ncia explicativa, la possibilitat
d’utilitzar una metodologia bayesiana ja que, de forma semblant al que succeeix
en el cas de la ridge regression [174], ens aporta la interpretacio´ de que si prenem
la funcio´ nucli K com a densitat a priori, la finestra h resulta el quocient entre
les varia`ncies a priori i mostral.
Finalment, s’han de considerar tambe´ els treballs de Schucany (1989) [189],
que mitjanc¸ant desenvolupaments en se`rie realitza una aproximacio´ me´s fina de
l’estimacio´ d’h que li porta a proposar la substitucio´ de l’exponent 1/5 per 1/9.
3.5 La suavitzacio´ mitjanc¸ant Kernel adaptable mul-
tidimensional
Pel cas multidimensional la finestra o´ptima resulta per p variables (Silverman(1986)
[198] pa`g.85): (
pk−22 K2
(
n
∫
(∇2f)2
)
−1
) 1
p+4
on s’observa la substitucio´ del coeficient n−
1
5 per n−
1
p+4
Tanmateix l’ECMI pot incrementar-se significativament si la f te´ les cues
“pesades”, donat que al tenir que fixar la mateixa h per a totes les zones de
la distribucio´, si es suavitza “massa” la zona central, es deixen “fluctuants” les
cues. En consequ¨e`ncia, Silverman proposa un estimador Kernel adaptable que
ajusta una finestra diferent segon la zona de l’espai de que es tracti. L’algorisme
consisteix a:
1. Partir d’un estimador pilot f∗, normalment un Kernel de finestra fixa.
2. Definir factors d’amplada de banda λi =
(
f∗(Xi)
g
)
−α
on g e´s la mitjana
geome`trica dels f∗(Xi) i α un factor de sensibilitat entre 0 i 1. Breiman
i Meisel (1977) [20] proposen α = 1/p pero` Silverman suggereix α = 1/2
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per reduir el biaix fins al grau 4. Incementar α significa aproximar-se a
l’estimador pilot.
3. La estimacio´ ve definida per:
fˆ(t) = n−1
∑
i
(hλi)
−pK
(
(hλi)
−p(t−Xi)
)
L’interessant d’aquesta proposta e´s que e´s equivalent a un estimador de ma`xima
versemblanc¸a amb penalitzacio´ quadra`tica a partir d’un polinomi en les deriva-
des de f (recordem la Kernel property, pa`gina 23), pel que es convertira` en una
refere`ncia que hi ha que tenir en compte per al cas multidimensional.
3.6 Combinacio´ Kernel–Corresponde`ncies
En aquesta seccio´ mostrarem les dificultats observades al aplicar la suavitzacio´
Kernel a les quantificacions resultants d’una ana`lisi de corresponde`ncies simples.
Com a introduccio´, l’apartat 3.6.1 ens indicara` el problemes a l’hora de re-
alitzar la pseudoinversa de la discretitzacio´ d’una distribucio´ Normal. Al 3.6.2
mostrarem, amb un exemple, el que pot oco´rrer al combinar Kernel i corres-
ponde`ncies simples.
3.6.1 La deformacio´ introdu¨ıda per Kernel quan s’aplica a la
discretitzacio´ d’una Normal
E´s fonamental tenir en compte, abans de qualsevol altra consideracio´, que el
Kernel, al ser un me`tode d’estimacio´ de densitats, requereix una mostra que tingui
“llibertat” per moure’s per tot l’espai, lo que no s’ave´ massa be´ en la quantificacio´
provinent de les corresponde`ncies amb l’interpretacio´ provinent del teorema de
Lancaster (seccio´ 2.3.1, pa`g. 42), on una part de la mostra s’ha “col·lapsat” al seu
valor central de zona, el que produeix deformacions en l’estimacio´ de la densitat
resultant (recordar figura 2.8, pa`g. 49).
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Per veure aquest efecte gra`ficament, utilitzarem un exemple amb una estima-
cio´ basada en una mostra de 10000 punts d’una Normal tipificada i una discre-
titzacio´ amb punts de tall -0.3, 0.2, 0.6. Farem les suavitzacions a partir de les
mitjanes de cada interval amb dues finestres fixes de partida: 0.4 i 0.8.
Compararem les segu¨ents densitats:
1. Normal tipificada.
2. Suavitzacio´ amb Kernel de finestres fixes.
3. Suavitzacio´ amb Kernel de finestra variable ajustant localment amb les
varia`ncies obtingudes a cada interval.
4. Mixtura amb les dades de la discretitzacio´ de cada interval.
Les densitats 1 i 4 actuen com a refere`ncia donat que la 1 e´s la densitat de
partida i la 4 el resultat “cru” de la discretitzacio´ amb una mixtura de normals
per cada interval amb la seva corresponent mitjana, varia`ncia i frequ¨e`ncia.
Per la seva part les densitats 2 i 3 ens donaran el resultat d’una suavitzacio´
amb Kernel de finestra fixa i variable respectivament. El resultat el podem
apreciar a la figura 3.1.
Observem que quan s’aconsegueix la suavitzacio´ requerida se’ns desajusta la
kurtosis (totes les variables han estat tipificades) amb un exce´s de 2.48 pel Kernel
de finestra fixa i de 4.60 pel de finestra variable (veure gra`fica Finestra 0.8 a la
figura 3.1). Per altra banda e´s clar que, amb un Kernel de finestra variable s’obte´
una suavitzacio´ me´s ra`pida i acurada, tal i com caldria esperar de l’explicat a la
seccio´ 3.4.
3.6.2 Kernel i corresponde`ncies simples
Per explorar les possibilitats reconstructores de la binormal, combinant Kernel
i l’ana`lisi de les corresponde`ncies simples, vam utilitzar com a punt de partida
la taula que empra Kendall (vol.II, pa`g 595 [133]) per a il·lustrar el teorema de
Lancaster.
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Figura 3.1: Kernel sobre la discretitzacio´ d’una distribucio´ Normal
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Amb aquest objectiu prendrem de partida un coeficient de correlacio´ de 0.69
(que e´s el que estima Kendall per a la distribucio´ subjacent) i calcularem els punts
de tall de manera que es corresponguin a les frequ¨e`ncies marginals obtenint-se
per a la primera variable: 0.328, 0.568, 0.841 i per a la segona: 0.324, 0.565,
0.842.
Introduirem ara la variable que determina la classe, la qual no era present
a l’exemple de Kendall ja que la taula esmentada no es presenta en un context
d’ana`lisi discriminant.
Ho farem considerant que a cada cel·la (i, j), determinada per la discretitzacio´,
existeix una probabilitat pij de perta`nyer a la classe 1, i una probabilitat 1− pij
de fer-ho a la classe 2.
La matriu dels corresponents pesos, pij , que vam aplicar va ser:


0.8 0.6 0.4 0.2
0.6 0.8 0.6 0.4
0.4 0.6 0.8 0.6
0.2 0.4 0.6 0.8

 (3.3)
per reflectir un domini de la classe 1 sobre la direccio´ marcada per la diagonal
principal. Tambe´ suposarem que la probabilitat de perta`nyer a la classe 1 e`s
p(1) = 23 .
El resultat, si anomenem Y 12[, 1] a la primera variable i Y 12[, 2] a la segona
sent Y c la corresponent a la classe, pot veure’s a la figura 3.2, tal i com resulta de
la utilitzacio´ de la rutina density del llenguatge R (veure seccio´ 5.6, pa`g. 114).
Ara considerarem com a punts de tall “naturals” els valls de la distribucio´ i
discretitzarem d’acord amb aquestos, realitzant posteriorment l’ana`lisi de corres-
ponde`ncies sobre la taula resultant sense fer intervenir la classe (el que explica
l’u´s de la notacio´ Y 12 per indicar que les dues classes esta`n incloses).
Al representar conjuntament les quantificacions proporcionades per l’ana`lisi
de corresponde`ncies (rodones) i els centro¨ıds de zona inicials(triangles) obtenim
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Figura 3.2: Densitat original (Y 12) per variable i classe
el gra`fic de la figura 3.3, on observem un efecte que podem anomenar de “rectan-
gularitzacio´”, degut al fet de que l’ana`lisi de corresponde`ncies ha de donar una
quantificacio´ fixa per a cada filera o columna.
Si procedim a suavitzar mitjanc¸ant Kernel a partir dels centres de zona co-
muns a les dues classes, pero` atorgant a cadascuna el pes que el correspon segons
la matriu (3.3), i deixant que la finestra s’ajusti per validacio´ creuada sobre l’error
final discriminant, podrem tornar a fer, a efectes comparatius, la mateixa gra`fica
que a la figura 3.2 substituint la nomenclatura Y 12 per Z12. El resultat pot
observar-se a la figura 3.4.
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Figura 3.3: Reconstruccio´ dels centro¨ıds de zona amb les quantificacions de les
corresponde`ncies
L’efecte d’una menor suavitat que la inicial e´s prou evident si comparem
aquestes figures, pero` encara pot apreciar-se millor si comparem els gra`fics de les
realitzacions de la densitat inicial (ja separada per classes, negre = classe 1, roig
= classe 2) i la seva reconstruccio´ mitjanc¸ant Kernel -corresponde`ncies (figura
3.5).
Com a conclusio´ d’aquestes exploracions observem les limitacions de l’aplica-
cio´ d’aquest procediment quan la suavitat de la que procedim e´s, com en aquest
cas, molt alta. Aixo´ es degut al fet que si es reconstrueix amb una suavitat pro-
pera a la inicial, e´s a costa de la kurtosis (com vam veure a la figura 3.1) i aixo`
ens dificulta la tasca discriminant. Per contra si tractem de millorar l’error final
discriminant s’ha de fer a costa de la suavitat en la reconstruccio´ (figura 3.5) i el
resultat no aconsegueix un equilibri prou satisfactori.
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Figura 3.4: Densitat reconstru¨ıda (Z12) per variable i classe
Figura 3.5: Comparacio´ dels nu´vols corresponents a Y 12 i a la seva reconstruccio´
Z12
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Tanmateix, cal esperar que si la densitat cont´ınua subjacent no e´s Normal o
mixtura de Normals i el nombre de categories e´s alt, amb discretitzacions rea-
litzades als punts de vall de les marginals (tal i com resulta natural), el Kernel
adaptable ens proveira` d’un me`tode d’una gran flexibilitat.
Per aquesta rao´ s’han detallat les seves propietats ba`siques en aquest cap´ıtol
i s’incloura` en els suggeriments per a ampliar la recerca (pa`g. 116) quan les
suposicions de normalitat subjacent detallades a la seccio´ 1.1 (pa`g. 5) no es
compleixin.
3.7 El procediment EM
Donades les dificutats esmentades a la seccio´ anterior per suavitzar la sortida
d’un ana`lisi de corresponde`ncies (quan les distribucions subjacents per classe se
suposen normals) amb el me`tode del Kernel, analitzarem ara una alternativa de
suavitzacio´ especiament dissenyada per a situacions de mixtura de normals. Es
tracta d’un procediment que te´ el seu origen en els sistemes de Data Augmentation
Tanner, 1991 [206].
La filosofia es pot resumir amb “complicar un per a simplificar dos”. Efecti-
vament, si volem estimar θ de la versemblanc¸a L(θ;x), i aquesta te´ una expressio´
dif´ıcil de manegar, incorporarem unes noves variables “latents” z de manera que
L(θ;x, z) sigui me´s simple. Necessitem, aixo` si, cone`ixer p(z/θ, x) donat que el
procediment sera`:
• Partim d’un valor inicial θ0.
• Etapa E (Esperanc¸a): Calculem Z = E(z/θ0, x).
• Etapa M (Ma`xima versemblanc¸a): Estimem θ1 per ma`xima versem-
blanc¸a a partir de L(θ;x, Z).
• Tornem a l’Etapa E per iterar mentre |θ0 − θ1| > ε
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Aquesta e´s la forma me´s esta`ndard e intu¨ıtiva de presentar el me`tode pero` es
pot demostrar (Neal i Hinton, 1998, [162]) que les dues passes es resumeixen a:
θ1 = argmaxθ {E(L(θ, z/x, θ0)}
L’ estructura d’aquest procediment el fa molt adient a situacions de mixtura
de normals, donat que si fem intervenir z com a la variable que determina el
component de la mixtura al que pertany x, les L(θ;x, z) seran versemblances
gaussianes.
Aquesta e´s la rao´ per la qual el me`tode MDA la utilitzara` per suavitzar les
dades d’un problema discriminant continu, suposat de distribucio´ base mixtura
de Normals, emprant l’algorisme explicat a la seccio´ 1.3.5 (pa`g. 24). Per la nostra
part sera` el me`tode de suavitzacio´ que triarem com a primera alternativa a la
proposta del cap´ıtol 4 mantenint el Kernel adaptable multidimensional esmentat
al para`graf anterior com a segona alternativa, ja que, com hi es deia, pot servir
per millorar la cobertura del me`tode quan les suposicions ba`siques (seccio´ 1.1,
pa`g. 5) no es compleixin.
Cap´ıtol 4
Ana`lisi Discriminant Discreta
pel me`tode ADDSUC
Despre´s de la incursio´ del cap´ıtol precedent pels me`todes de suavitzacio´, disposem
ja de les eines teo`riques necessa`ries per passar a desenvolupar, en aquest cap´ıtol,
la nostra proposta.
En primer lloc reprendrem l’ana`lisi de corresponde`ncies al punt que ho hav´ıem
deixat al final del cap´ıtol 2: la convenie`ncia de trobar una generalitzacio´ multidi-
mensional de les propietats de reconstruccio´ de la normal bivariable, demostrades
per Lancaster per a la correlacio´ cano`nica simple, de manera que tingui utilitat
per l’objectiu discriminant que perseguim.
La seccio´ 4.1 e´s fonamentalment notacional, mentre que a la seccio´ 4.2 es revi-
sen les principals propostes que, a hores d’ara, han utilitzat les corresponde`ncies
amb objectius discriminants. Finalment, a la seccio´ 4.3 presentarem la nostra
proposta fonamentant-la matema`ticament a l’apartat 4.3.3 (pa`g. 88) i provant la
convergencia de l’algorisme al 4.3.5 (pa`g. 94).
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4.1 L’ana`lisi discriminant com a correlacio´ cano`nica
En aquesta seccio´ comenc¸arem per enfocar l’ana`lisi discriminant “cla`ssica” com
una correlacio´ cano`nica simple entre variables indicadores, amb l’objectiu de pro-
ve¨ırnos d’una adequada notacio´ que ens permeti la posterior aplicacio´ de l’ana`lisi
de corresponde`ncies en aquest context.
4.1.1 Expressio´ d’una ana`lisi discriminant lineal (LDA) com a
correlacio´ cano`nica simple
Com s’esmentava a la seccio´ 1.3.2 (pa`g. 20), l’LDA-cano`nic ens proporciona la
solucio´ lineal discriminant o´ptima de dimensio´ r, mitjanc¸ant la seleccio´ dels r pri-
mers vectors propis de la matriu BΣ−1 on Σ representa la matriu de covaria`ncies
comuna i B la dels centro¨ıds de classe. Ara be´, e´s prou conegut i fa`cilment
demostrable, que aquest proce´s dona el mateix resultat si substitu¨ım Σ per la
anomenada matriu de covaria`ncies totals T = B +Σ.
El nostre objectiu sera` trobar l’expressio´ de la matriu a diagonalitzar B~T−1,
en termes de les matrius de dades, per tal de poder analitzar les possibilitats
d’adaptacio´ al cas discret mu´ltiple. D’aquesta manera superarem els problemes
que la aplicacio´ directa sobre matrius indicadores produeix, pero` sense perdre els
avantatges ja esmentats a 1.3.2 (pa`g. 20).
Comenc¸arem per denotar com a Y la matriu indicadora de classes, de dimen-
sions (n× g), i com a X, la matriu amb les variables discriminadores (dicotomit-
zades) com a columnes, de dimensions (n× k) amb k =
p∑
j=1
kj .
Hem d’aclarir que, per simplicitat notacional, a la resta d’aquest cap´ıtol con-
siderarem Y, X aquestes matrius i no les definides a la seccio´ 1. Es a dir que si,
per exemple, el vector de les classes per individus correspon al membre esquerre
de l’expressio´ (4.1) en lloc de considerar-ho com a Y, reservarem aquesta notacio´
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per a l’equivalent dicotomitzat (membre dret).


1
1
2
2
2
3
3
3


→


1 0 0
1 0 0
0 1 0
0 1 0
0 1 0
0 0 1
0 0 1
0 0 1


(4.1)
El mateix farem per a cada columna de la matriu inicial de variables classifica-
dores unint-les com es reflecteix al petit exemple de l’expressio´ (4.2).


2 1
1 2
1 1
2 1
3 2
3 2
1 1
2 2


→


0 1 0 1 0
1 0 0 0 1
1 0 0 1 0
0 1 0 1 0
0 0 1 0 1
0 0 1 0 1
1 0 0 1 0
0 1 0 0 1


(4.2)
Si ara, projectem X sobre el subespai generat per les variables indicadores Y ,
obtenim: PYX = Y (Y
′Y )−1Y ′X. Aquesta matriu te´ per fileres les mitjanes de
les classes Gi, i, i = 1, . . . , g amb Gi = (Y(i)
′Y(i))
−1Y(i)
′X, on Y(i) representa la
columna i−sima de la Y .
Per altra banda, centrar una matriu X e´s fer Xc = (I − 1n1′n1n)X i per
tant Xc
′Xc = X
′(I − 1n1′n1n)X pel que si anomenem H= matriu centradora =
(I− 1n1′n1n), tenim Xc = HX i per tant Xc′Xc = X ′HX (per idempote`ncia
d’H). A partir d’aqu´ı suposarem per raons de simplicitat notacional X centrada,
e´s a dir notarem X com si fos Xc.
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Amb aquestes definicions la matriu de covaria`ncies total sera`:
T = X ′X
i la de les varia`ncies entre classes:
B = (PYX)
′PYX = X
′Y (Y ′Y )−1Y ′X
resultant la matriu a diagonalitzar:
B ~ T−1 = X ′Y (Y ′Y )−1Y ′X ~ (X ′X)−1 (4.3)
El que correspon exactament a una correlacio´ cano`nica simple entre Y i X.
4.1.2 El triplet de l’LDA amb ponderacio´ d’individus
Una vegada repassada la notacio´ i establerta la matriu a diagonalitzar a l’ana`lisi
discriminant cla`ssica, en termes de les matrius indicadores, veurem la forma de
representar aquest proce´s mitjanc¸ant la terminologia de triplets (seccio´ 2.2, pa`g.
36).
Rk R
∗
n
R
∗
k Rn
X′
Qp Dn
X
Figura 4.1: Esquema de l’ACP de X
Utilitzarem, en primer lloc, el diagrama de la figura 4.1, on Qp representa
la me`trica dels individus entesos com a metavariables (el que hem anomenat
M = (X ′X)−1 a l’ACP i npD−1 a l’ACM ), i Dn la ponderacio´ als individus (el
que hem anomenat N = I al’ACP i I/n a l’ACM ).
A una ana`lisi discriminant tindrem aquest esquema per a les X i un altre
de semblant per a les Y , compartint la Dn (ponderacio´ dels individus), segons
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Rk R
∗
n Rg
R
∗
k Rn R
∗
g
X′
Qp Dn
X
Y ′
I
Y
Figura 4.2: Esquema dels ACP de X i Y combinats
s’observa a la figura 4.2, on amb la simplificacio´ Dn = I/n (tots els individus
pesen igual) tindr´ıem la situacio´ expressada al discriminant cla`ssic.
Ara be`, si volem obtenir la matriu a diagonalitzar de la fo´rmula (4.3) hem de
creuar X i Y mitjanc¸ant el triplet:(
Y ′DnX, (X
′DnX)
−1, (Y ′DnY )
−1
)
On podem dir que retrobem sobre Rk la me`trica (X
′DnX)
−1 que ha introdu¨ıt el
pes dels individus al ca`lcul de les covariancies i sobre Rg la me`trica (Y
′DnY )
−1, la
qual, donat que Y representa a les variables indicadores de les classes, correspon
a la divisio´ per el total de pesos de cada classe (veure figura 4.3).
Rk R
∗
g
R
∗
k Rg
X′DnY
(X′DnX)−1 (Y ′DnY )−1
Y ′DnX
Figura 4.3: Esquema de la Correlacio´ Cano`nica Simple
La matriu de treball sera` ara Y ′DnX on les files representen les classes amb
valors que so´n les sumes ponderades de cada variable dins de la classe correspo-
nent. Aixo` e´s equivalent a treballar amb (Y ′DnY )
−1Y ′DnX, on tindr´ıem mit-
janes ponderades per classe, e´s a dir els individus entesos com a meta-variables
han estat substituits pels individus gene`rics de cada classe, obtinguts per mitjana
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ponderada i on la me`trica (Y ′DnY )
−1 ha estat invertida. Es a dir, substitu¨ım un
triplet doble-discriminant per un de perfil de fileres. El resultat sera`:(
(Y ′DnY )
−1Y ′DnX, (X
′DnX)
−1, Y ′DnY
)
Seguint l’esquema, en els dos casos la matriu a diagonalitzar sera` la mateixa:
X ′DnY (Y
′DnY )
−1Y ′DnX ~ (XDn
′X)−1 (4.4)
Que en el cas cla`ssic (no ponderant els individus, Dn = I/n) porta al conegut
discriminant vist com correlacio´ cano`nica (fo´rmula 4.3):
X ′Y (Y ′Y )−1Y ′X ~ (X ′X)−1 (4.5)
corresponent a la X ′NX ~M de l’ACP de fileres de l’esquema de Tenenhaus
(Individus com a meta-variables, pa`gina 40).
E´s a dir, l’ana`lisi discriminant pot veure’s com un ACP interclasses on tots els
individus meta-variables entren per calcular la me`trica entre variables essencials
(X ′X)−1, pero` despre`s a l’hora de considerar-los com a individus essencials nome´s
es tenen en compte les mitjanes de cada classe.
Tenim tambe´ una forma alternativa d’arribar a aquesta diagonalitzacio´ que e´s
la segu¨ent: sigui G(Y ) el subespai engendrat a Rn per les indicadores de classes
les quals conformen amb columnes la matriu Y i sigui PY = Y (Y
′DnY )
−1Y ′Dn
el corresponent projector sobre G(Y ). Llavors, l’ana`lisi discriminant quedara`
reflectida pel triplet: (
PYX, (X
′DnX)
−1, Dn
)
(4.6)
que es pot interpretar com trobar vectors (columnes “essencials”) normalitzats
respecte a X ′DnX i que siguin ortogonals respecte a (PYX)
′DnPYX (me`trica
transferida dels individus amb restriccio´ a les classes).
Finalment, mirant l’esquema de la figura (4.2) com un acoplament de les
ana`lisis de la X i de la Y i, per tant, de les taules de dades corresponents
a cadascuna, poden tenir en compte el que diuen Chessel i Thioulouse, 1997
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(Me`todes K-tableaux, pa`g.51) [28]: Acoplar taules per les fileres significa o be´
considerar-les diferents conjunts de variables sobre els mateixos individus, com
fa l’ana`lisi cano`nica, o be´ com les mateixes variables sobre individus diferents,
com fa l’ana`lisi de co-ine`rcia; pero` no les dues coses alhora, com en el cas d’una
u´nica taula.
Hem citat aquesta frase perque` ens sembla que e´s una manera interessant
d’expressar tambe´ el problema de la generalitzacio´ del corresponde`ncies simples
al cas mu´ltiple. E´s a dir, al replicar les taules hem de decidir-nos quin costat del
rectangle de la figura 2.3 (pa`g. 38), amb el que hem representat les ACP (in-
dividus metavariables i variables essencials o variables metaindividus i individus
essencials) hem d’utilitzar per anar “pegant” els diferents ana`lisis. En el cas del
discriminant l’enllac¸ s’ha representat a la figura 4.2 i al fer-se sobre R∗n − Rn vol
dir que “juntem”, com e´s lo`gic, per la segona d’aquestes opcions.
4.1.3 Correlacio´ cano`nica simple versus Correlacio´ cano`nica ge-
neralitzada
L’ana`lisi discriminant cla`ssica e´s, com acabem de veure, essencialment sime`trica,
ja que es tracta, ba`sicament, d’una correlacio` cano`nica simple amb Y com a
matriu d’indicadores. Ho podem enfocar, tant com un triplet doble discriminant
(amb consona`ncia amb la seva estructura sime`trica, veure fo´rmula 2.2, pa`g. 41):(
Y ′X, (X ′X)−1, (Y ′Y )−1
)
o com un triplet del perfil de fileres (veure fo´rmula 2.3 (pa`g. 42)):(
(Y ′Y )−1Y ′X, (X ′X)−1, Y ′Y
)
que reflecteix la intencio´ de discriminacio´.
Pel contrari l’ACM (Ana`lisi de Corresponde`ncies Mu´ltiples) e´s essencialment
una cano`nica generalitzada (recordem la taula de la pa`gina 51), la qual expres-
sada en la forma habitual, es centra en trobar un vector gene`ric unitari ψ (‖ψ‖
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= ψ′ψ =1), de forma que la suma de les normes al quadrat de les seves projec-
cions ortogonals al subespai de cada una de les variables (agrupant categories)∑
i ‖PXiψ‖2 = λ, sigui ma`xima.
Com a consequ¨e`ncia tenim que
∑
i corr
2(PXiψ, ψ) = λ, que e´s l’altra manera
de veure la maximitzacio´ que es realitza. La matriu a diagonalitzar e´s
∑
i PXi ,
pero` si definim Ω com una matriu amb caixes diagonals X ′iXi el resultat e´s
equivalent a diagonalitzar Ω−1 ~ X ′X i fer la transformacio´ ψ = XΩ−1/2v/
√
λ
on v e´s el corresponent vector propi.
Sabem, aixo` si, que la cano`nica generalitzada es redueix a la cano`nica simple
quan fem Y = X1, X = X2 resultant ψ el vector unitari a la direccio´ bisectriu
de les projeccions (amb la mateixa norma al quadrat = λ/2) i la correlacio´ λ− 1
(Volle, 1981 [221]), el que esta` en consona`ncia amb l’explicat al comenc¸ament
de la seccio´ 2.4 quan es tractava del pas de les corresponde`ncies simples a les
mu´ltiples.
Amb terminologia de triplets, aquesta cano`nica simple pot veure’s com:
(
X ′1X2, (X
′
2X2)
−1, (X ′1X1)
−1
)
mentre que la cano`nica generalitzada ens portaria, en aquest cas de dues variables,
a:
(
(X1, X2), Ω
−1, I
)
on observem que la estructura de creuament s’ha desplac¸at de la matriu de dades
a la me`trica a Rk (recordem que Ω seria la matriu X
′X deixant iguals les caixes
diagonals X ′1X1 i X
′
2X2 i fent les corresponents a X
′
1X2 = 0).
En resum:
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Ana`lisi Me`trica fileres
Matriu de da-
des
Me`trica de columnes
Cano`nica
Simple
(X ′1X1)
−1 X ′1X2 (X
′
2X2)
−1
Cano`nica Ge-
neralitzada
I (X1, X2)
(
(X ′1X1)
−1 0
0 (X ′2X2)
−1
)
L’interessant e´s que el ψ de la cano`nica generalitzada que ens do´na les quan-
tificacions variable a variable per projeccio´:
PX1ψ = X1ζ1 PX2ψ = X2ζ2
i la maximitzacio´ de:
|X1ζ1|2 + |X2ζ2|2 = λ = corr2(X1ζ1, X1ζ1 +X2ζ2) + corr2(X2ζ2, X1ζ1 +X2ζ2)
resulta, en aquest cas de nome´s dues variables:
|X1ζ1|2 = |X2ζ2|2 = λ/2 = corr2(X1ζ1, X1ζ1+X2ζ2) = corr2(X2ζ2, X1ζ1+X2ζ2)
obtenint tambe´ la maxitmizacio´ de l’equivalent del coeficient de correlacio´ al que
es referia Lancaster:
ζ ′1X
′
1X2ζ2 = λ(λ− 1)/2
Pero` aquest resultat, que pot obtenir-se per una certa simplificacio´ i simetria
del cas de dues variables (maximitzar la suma de les correlacions al quadrat
entre el vector global i les projeccions e´s equivalent a maximitxar la correlacio´
entre aquestes dues), no pot, malauradament, generalitzar-se al cas d’un nombre
superior de variables.
En definitiva, l’LDA e´s una cano`nica simple entre Y i X, entenent aquesta X
sense l’estructura multidimensional, i l’ACM e´s una cano`nica generalitzada que
te´ en compte aquesta disposicio´, pero` no la relaciona amb la Y .
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Es tracta, doncs, d’aconseguir una adequada combinacio´ entre les dues, de
manera que, puguem utilitzar l’estructura multidimensional de les X per discri-
minar sobre la Y .
4.2 Les propostes pre`vies per a l’ana`lisi discriminant
de corresponde`ncies mu´ltiples
En aquesta seccio´ revisarem els tres intents previs me´s importants d’utilitzacio´
de l’ana`lisi de corresponde`ncies amb intencions discriminants: el de Benze`cri-
Palumbo (apartat 4.2.1), el de Chessel i Thiolouse (apartat 4.2.2) i el de Saporta
(apartat 4.2.3).
4.2.1 Les corresponde`ncies mu´ltiples no sime`triques de Benze`cri-
Palumbo
Palumbo repre`n al 1998 [168] l’anomenat Baricentric Discriminant Analysis de
Benze´cri, (1982) [8], el qual e´s, en esse`ncia, una ana`lisi de corresponde`ncies
(mu´ltiple) de la Y amb les X (juxtaposades) on la matriu a diagonalitzar e´s:
X ′Y (Y ′Y )−1Y ′X ~D−1
Si la comparem amb la que hem anomenat del discriminant cla`ssic amb ponde-
racio´ d’individus (fo´rmula 4.4 (pa`g. 74)):
X ′DnY (Y
′DnY )
−1Y ′DnX ~ (X
′DnX)
−1
observem la suposicio´ Dn = I (tots els individus pesen igual) i la substitucio´ de
la me`trica (X ′X)−1 = (X ′DnX)
−1 per D−1 (on D e´s la matriu diagonal amb les
frequ¨e`ncies de les k categories) que e´s el que justifica l’apelatiu de no-sime`trica a
aquesta ana`lisi.
Hi ha que resaltar que no podem considerar aquesta ana`lisi de Palumbo-
Benze`cri com a correlacio´ cano`nica sobre indicadores ja que la D esta` formada
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per les caixes diagonals d’X ′X (matriu de Burt), pero` a difere`ncia d’aquesta
matriu la resta e´s 0. Es tracta me´s ben be´ d’una cano`nica generalitzada tipus
ACM sobre les projeccions per classe
(
PYX, D
−1, I
)
a l’estil de la fo´rmula 4.6
(pa`g. 74).
L’inconvenient d’aquesta proposta e´s que el canvi de me`trica no e´s prou per
recollir l’estructura multivariant i d’ah´ı que els resultats pra`ctics no siguin gaire
satisfactoris com veurem al cap´ıtol 5.
4.2.2 L’ana`lisi discriminant de corresponde`ncies
de Chessel-Thioulouse
Chessel i Thioulouse, (1997) [28] van fer una proposta diferent que van anomenar
ADC (Analyse Discriminante de Correspondences) pero limitada al cas simple.
Veurem en aquest apartat, que la generalitzacio´ de la seva proposta al cas
mu´ltiple, ens condueix directament a l’LDA-cano`nic, i per tant no aporta cap
solucio´ nova al problema que estem estudiant.
Els autors comenc¸en indicant que per aplicar l’esquema de triplets de l’ana`lisi
discriminant al cas de X discreta bivariable, hem d’aplicar els triplets especificats
a la seccio´ 2.3 (pa`g. 40) a una matriu de dades adient.
Aquesta ha de resultar per la lo`gica de discriminacio´ ja comentada a l’apartat
(4.1), de la aplicacio´ del projector PY aX pero` fent el necessari centrament PY o =
PY − 1n1′nDn on hem modificat el sub´ındex f de Df per l’n de Dn, a fi i efecte
d’evidenciar que les fileres actuen ara com a individus. Aixo` e´s el que Chessel i
Thioulouse anomenen un ana`lisi amb variables instrumentals per remarcar que
el projector transforma les variables originals amb uns nous instruments que, en
aquest cas, so´n la projeccio´ de les variables originals al subespai generat per les
indicadores centrades (equivalent a treballar sobre mitjanes de classe).
Si partim del triplet de fileres (suposant que e´s aqu´ı on ens interessa la dis-
criminacio´) i eliminem l’altre centrament al que es feia refere`ncia a (2.3) per
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comoditat de notacio´ (i perque` nome´s afegeix el valor trivial 1) obtindrem:
(
PY oDn
−1F, D−1c , Dn
)
Fins aqu´ı nome´s hem formulat el triplet corresponent a una ana`lisi de corres-
ponde`ncies simples. L’observacio´ dels autors e´s que aquest proce´s no ha respec-
tat les me`triques que caldrien per a que fos un veritable ana`lisi discriminant i
proposen, consequ¨entment, substituir la me`trica D−1c per (F
′D−1n F )
−1 e´s a dir
agafar com a me`trica de les columnes “essencials” la transferida dels individus
(fileres) en lloc de la de dividir pels pesos total de les columnes, ja que d’aquesta
manera si es fan les oportunes traduccions notacionals (X = D−1n F ) arribem a
(F ′D−1n F )
−1 = (X ′DnX)
−1 que e´s, en definitiva, la matriu que s’aplica al dis-
criminant vist com a correlacio´ cano`nica amb individus ponderats (veure apartat
4.1.2).
Aquesta substitucio´ de me`triques ens porta a les segu¨ents observacions:
• El canvi e´s de la mateixa natura que el que es fa a l’ana`lisi de compo-
nents principals al substituir com me`trica de variables “essencials” la ma-
triu ba`sica I, que considera ortonormals i d’igual pes totes les variables
cont´ınues, per X ′DnX que fa intervenir la matriu de dades per a induir
una me`trica que te´ en compte, com a estructura de covaria`ncies la que
aporten les realitzacions concretes d’aquestes variables ponderant els in-
dividus amb Dn. E´s a dir, es canvia una matriu diagonal amb totals de
columnes (me`trica ba`sica a les discretes) per la transferida per dualitzacio´
mitjancant X (o F ), X ′DnX = F
′D−1n F .
• La quantificacio´ que s’obte´ fa que les columnes, enteses com metafileres,
tinguin varia`ncia 1 (la total) i maximitza la varia`ncia entre centro¨ıds B, tal i
com corresponen a una ana`lisi discriminant, en lloc de fer 1 la varia`ncia de la
quantificacio´ de les columnes “essencials” i despre´s maximitzar B que seria
al que ens portaria directament l’aplicacio´ de la lo`gica del corresponde`ncies
a la situacio´ discriminant (veure apartat 4.1.1). Recordem que un canvi
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de me`trica e´s equivalent a un canvi de normalitzacio´, pel que aquest e´s un
enfocament complementari de l’anterior. Chessel i Thiolouse en trien aquest
punt de vista i ho expresen diguent que el seu plantejament canvia la lo`gica
d’una ana`lisi cano`nica (la doble discriminacio´ sime`trica de fileres i columnes
que fa un corresponde`ncies) per la d’una ana`lisi de variables intrumentals
(substitu¨ım les columnes originals per unes on la normalitzacio´ tingui me´s
sentit en el nostre context).
Per analitzar la possible extensio´ multivariable de la proposta de Chessel i
Thioulouse, hem de traduir primer a notacio´ matricial me´s precisa el seu plan-
tejament. Hem de tenir en compte que els autors consideren tres variables: les
dos que determinen les fileres i columnes de l’ana`lisi de corresponde`ncies i la que
descriu els agrupaments de fileres que es pretenen discriminar.
Com observacio´ que doni sentit pra`ctic a aquest proce´s, e´s convenient saber
que els autors treballen en Ecologia de rius, i que les fileres representen estacions
situades al llarg del riu en estudi, mentre que les columnes so´n les diferents
espe`cies, els efectius dels quals es compten a cada estacio´. L’agrupament de les
estacions ve determinat per zones del riu, on es preveu un comportament ecolo`gic
semblant (per eixemple des del naixement fins a un primer embassament situat a
pocs Km.). L’objectiu e´s determinar com les diferents espe`cies intervenen en la
caracteritzacio´ de cada zona.
Si reservem Y com a la variable que conte´ les classes a discriminar, hem de
cercar una altra lletra, posem L per a la matriu resultat de la dicotomizacio´ de
les fileres, deixant X per a la de les columnes com abans.
D’aquesta manera fent les oportunes traduccions tindrem:
Dc = X
′X Dn = L
′L F = L′X
I per tant la matriu a analitzar sera`:
D−1n F = (L
′L)−1L′X
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La me`trica de fileres per a l’ana`lisi de Chessel i Thioulouse ser´ıa:
(F ′D−1n F )
−1 = (X ′L(L′L)−1L′X)−1
Mentre que per al de Benze`cri-Palumbo tindr´ıem:
D−1c = (X
′X)−1
La difere`ncia, per tant, de la proposta de Chessel amb la de Benze`cri-Palumbo
pot veure’s no nome´s com un canvi de me`trica, sino` que, si considerem que els
dos treballen amb me`triques eucl´ıdees del tipus (X ′DX)−1, la difere`ncia esta` en
que Benze`cri en el seu discriminant barice`ntric utilitza directament en aquesta
me`trica la X fent D = I, mentre que la de Chessel-Thioulouse e´s una de base
cont´ınua aplicable als perfils fileres D−1n F i utilitza aquesta, que en expressio´
d’indicadores seria (L′L)−1L′X, en el lloc de la X, fent tambe´ D = Dn.
Per tant, Benze`cri-Palumbo amb el seu discriminant barice`ntric mantenen
l’estructura d’un corresponde`ncies amb la presentacio´ de perfil de fileres, apli-
cant una correlacio´ cano`nica sobre indicadors, pero` on les fileres han estat pro-
jectades per la classe, mentre Chessel i Thioulouse recullen aquests perfils de
fileres per fer la correlacio´ cano`nica amb les indicadores de columnes (natural-
ment incorporant tambe´ la projeccio´) recollint l’esperit del discriminant cla`ssic
(X ′X)−1(PYX)
′PYX, i trencant la simetria barice`ntrica del corresponde`ncies.
Com a consequ¨e`ncia, aquesta ana`lisi no aporta res de nou al cas mu´ltiple ja
que la seva generalitzacio´ ens porta directament de nou al discriminant cla`ssic.
4.2.3 L’ana`lisi discriminant sobre variables qualitatives de Sa-
porta
Finalment, la proposta de millors resultats entre les tres conegudes que enfoquen
l’ana`lisi discriminant discreta emprant el corresponde`ncies com a punt de partida
e´s, com es veura` al cap´ıtol 5, la que va fer inicialment Saporta amb la seva tesi i
que despre´s ha anat perfeccionant, Gautier i Saporta, (1983) [70].
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Es tracta d’un me`tode consistent en:
1. Una ana`lisi de corresponde`ncies mu´ltiples (ACM ) sobre X.
2. Una ana`lisi discriminant d’Y sobre el resultat del pas anterior.
Encara que la proposta te´ una lo`gica molt convincent i justifica un procedi-
ment habitual entre els investigadors aplicats de l’escola “francesa”, el problema
esta` en que al no considerar l’estructura de la Y condicionant a la X al primer
pas els resultats ja queden distorsionats i el segon pas nome`s pot corregir-ho par-
cialment. E´s a dir, en terminologia reconstructora, aplicada al nostre cas, s’esta`
intentant reconstruir una normal on el que hi ha com a subjacent e´s una mixtura.
4.3 La proposta ADDSUC
En aquesta seccio´, donat que els me`todes revisats a l’anterior no so´n satisfac-
toris, presentarem la nostra proposta en els segu¨ents apartats: Al 4.3.1 farem
una revisio´ pre`via dels conceptes, al 4.3.2 expressarem el plantejament guia, el
qual fonamentarem matema`ticament al 4.3.3. Aquest prendra` expressio´ pra`ctica
mitjanc¸ant l’algorisme explicat al 4.3.4, del qual demostrarem la converge`ncia a
4.3.5.
4.3.1 Resum de conceptes previs
Abans de presentar la nostra proposta comenc¸arem per fer un resum dels con-
ceptes hi involucrats que hem desenvolupat fins ara:
C-i) Tota matriu X de dades que pot abordar-se des de les fileres com a indi-
vidus a l’espai de les variables (Rp) i des de les columnes com a variables
a l’espai dels individus (Rn) te´ tambe´ dos espais duals complementa-
ris inclosos impl´ıcitament amb aquestos enfocaments, el de les variables
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essencials (coeficients de les variables, R∗p) i el dels individus essencials
(coeficients dels individus, R∗n).
C-ii) Cada espai principal ha d’estar dotat d’una matriu definida positiva sime`trica
com a me`trica (M−1 a Rp, N
−1 a Rn ). Tambe´ es pot transferir la
me`trica de Rn a Rp mitjanc¸ant X
′NX i de Rp a Rn mitjanc¸ant XMX
′.
Per tant a cada espai dual tenim dues me`triques: la “essencial” (inversa
del seu corresponent espai principal) i la transferida de l’altra parella dual
mitjanc¸ant X. A Rp seran M
−1 i X ′NX; a Rn tindrem N
−1 i XMX ′
(esquema de la figura 2.4, pa`g. 40).
C-iii) Una ana`lisi de components principals (ACP) gene`rica sera` ba`sicament
un proce´s d’harmonitzacio´ d’aquestes dues me`triques (que per simplifica-
cio´ anomenarem aqu´ı S i T ) prenent l’essencial (T ) com a refere`ncia i
fent una ortogonalitzacio´ conjugada progressiva de l’altra (S) per reduc-
cio´ cano`nica de la matriu S ~ T−1. Aixo` ens portara` a una entre dos
possibles reduccions cano`niques segons quin sigui l’espai principal triat:
X ′NX~M si triem R∗p (variables “essencials”) i XMX
′
~N si triem R∗n
(individus “essencials”). Aquesta estructura la representarem amb el tri-
plet (X, M, N) i equival a la coneguda com ana`lisi factorial de X ′NX
sota normalitzacio´ en me`trica M .
C-iv) En el cas de l’ACP cla`ssica, si considerem queM = I i N = H matriu
de centrament de les columnes, situant-nos a Rp (variables “essencials”),
el proce´s es centra en reduir cano`nicament la matriu de les covariancies
mostrals X ′HX (tambe´ existeix la possibilitat d’aplicar una ponderacio´
Dn als individus i fer N = HDnH redu¨ınt X
′NX). E´s a dir, es tracta de
trobar noves variables unita`ries (direccions zi amb z
′
izi = 1) que maximit-
zen en forma d’ortogonalitzacio´ (zi ⊥ zj) conjugada progressiva la norma
transferida dels individus (ine`rcia=varia`ncia) =z′iX
′NXzi.
C-v) A l’ana`lisi de corresponde`ncies simples tota aquesta estructura ens
porta a quatre triplets (partim d’una F doblement centrada en les file-
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res i en les columnes): dos que recullen la simetria de la χ2: el doble
inercial
(
D−1p FD
−1
n , Dp, Dn
)
i el doble discriminant
(
F, D−1p , D
−1
n
)
,
i dos que privilegien la relacio´ d’una variable com explicadora de l’al-
tra: el del perfil de fileres
(
D−1n F, D
−1
p , Dn
)
i el del perfil de columnes(
FD−1p , Dp, D
−1
n
)
. Veure seccio´ 2.3 (pa`g. 40).
C-vi) A l’ana`lisi de corresponde`ncies mu´ltiples (ACM ) se’n agafen aques-
tos dos u´ltims: perfils de fileres i de columnes, anomenant-los respectiva-
ment ACP de fileres i ACP de columnes mitjanc¸ant la definicio´ F =
HX 1np , Dp = D
1
np (D = matriu diagonal de totals de categories) i
Dn = I
1
n . Enfocaments com l’anomenat de Components principals fa-
ran l’ACP de fileres i d’altres, com el de Quantificacio´ rec´ıproca, cercaran
un equilibri entre els dos (tipus doble inercial o doble discriminant). Re-
cordem tambe´, i de manera especial, que l’ACM pot enfocar-se com una
ana`lisi Cano`nica generalitzada i que, en aquesta, l’objectiu e´s trobar ψ
vector global “auxiliar” (quantificacio´ dels individus) amb ψ′ψ = 1 tal
que
∑
l ψPlψ sigui ma`xima sent Pl el projector sobre el subespai Xl defi-
nit per la variable l, el que ens porta a diagonalitzar D−1 ~X ′X (taula
2.9, pa`g. 51).
C-vii) A l’ana`lisi discriminant cla`ssica (LDA), al seu torn, pretenem ma-
ximitzar u′Bu amb u′Tu = 1, on si suposem X centrades i Y la matriu
d’indicadores de classe: T = X ′X i B = (PYX)
′PYX = XY (Y
′Y )−1Y ′X.
Amb aixo` el que fem (geome`tricament) e´s discriminar pel subespai de
ma`xima varia`ncia (estimada com a mitjana de les de cada classe ja que
la suposem comuna, Σ = T − B), tallant amb ell les rectes que uneixen
els centro¨ıds. Substituint X per Σ−1/2X “esferem” les dades (en temi-
nologia de Volle, 1981 [221]) i podem tallar pel punt mig i amb direccio´
perpendicular ja que ara la me`trica de refere`ncia te´ per matriu I.
C-viii) En terminolog´ıa factorial l’LDA e´s equivalent a fer l’ana`lisi de
X ′PYX sota me`trica T o be´ l’ana`lisi de X
′T−1PY T
−1X sota me`trica
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T−1 i en terminologia de triplets tindrem
(
PYX, (X
′DnX)
−1, Dn
)
si
acceptem una ponderacio´ Dn pels individus o be´ l’equivalent(
(Y ′DnY )
−1Y ′DnX, (X
′DnX)
−1, Y ′DnY
)
que procedeix de l’ana`lisi cano`nic de la parella Y,X consistent a maxi-
mitzar u′X ′Y w sota u′X ′Xu = w′Y ′Y w = 1 (el que e´s equivalent a una
cano`nica generalitzada amb [X,Y ] = [X1, X2] ).
C-ix) L’ anomenat ana`lisi discriminant barice`ntric per a X dicoto`miques
(proposat per Benze`cri al 1982 i defensat per Palumbo al 1998) e´s un
ana`lisis de corresponde`ncies de perfil de fileres sobre les mitjanes de classes,
i que, per tant, utilitza el triplet
(
PYX, D
−1
p , Dn
)
.
C-x) L’ana`lisi discriminant de corresponde`ncies (tambe´ per aX dicoto`mi-
ques, pero` amb p = 2) proposat per Chessel i Thioulouse al 1997 consis-
teix, simplement, a tornar al triplet del LDA (centrant el projector, aixo`
si) per al que s’ha de canviar la me`trica de Rp (fileres) de D
−1
p =dividir
pels totals de categoria a (X ′DnX)
−1 = normalitzar per la covaria`ncia
mostral. Els autors anomenen a aixo` canviar la lo`gica cano`nica per una
d’instrumental.
C-xi) Finalment, i per completar aquest resum conceptual previ al plantejament
de la nostra proposta, referirem l’ana`lisi de Saporta consistent en rea-
litzar una ana`lisi de corresponde`ncies mu´ltiples (ACM ) sobre X com pas
ortogonalitzador previ a l’ ana`lisi discriminant sobre Y .
4.3.2 El Plantejament de la proposta
Les dificultats que els me`todes comentats a la seccio´ anterior presenten provenen,
en esse`ncia, de la necessitat d’equilibrar dos objectius que han estat tractats
per separat: la discriminacio´ pro`piament dita i la reconstruccio´ de les variables
subjacents cont´ınues mitjanc¸ant corresponde`ncies.
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La nostra proposta consisteix a fer un ana`lisi de corresponde`ncies mu´ltiples
“ponderada - iterada” en el que les variables seran pesades pel seu valor discrimi-
nant (ma`xima separacio´ dels centro¨ıds) i, posteriorment, recalcular els centro¨ıds
tenint en compte el resultats, iterant fins que arribem a la converge`ncia.
Partim d’uns centro¨ıds obtinguts simplement dels originals valors catego`rics.
La matriu a diagonalitzar cada vegada e´s D−1~X ′XA on A representa els pesos
atribu¨ıts a cada variable col·locats en forma diagonal i amb el mateix coeficient
per a totes les categories de la mateixa variable. Aquesta matriu correspon,
introduint una ponderacio´, a l’enfocament del punt C-vi de l’apartat anterior.
Per altra banda, si utilitzem l’esquema de quantificacio´ rec´ıproca, ψ = XAζ
ens do´na les quantificacions dels individus com a suma ponderada de les que li
atorguen cadascuna de les variables, i ζ = D−1X ′ψ representa les quantificacions
variable a variable obtingudes per projeccio´ de las dels individus sobre els espais
determinats per cadascuna.
La matriu diagonal A que, com s’ha dit, recull els pesos atribu¨ıts a cada
variable s’obtindra` a partir dels coeficients de la combinacio´ lineal d’aquestes
que maximitze la varia`ncia dels centro¨ıds (B) amb la varia`ncia total (T ) igual a
la unitat, e´s a dir mitjanc¸ant un LDA sobre les variables quantificades pel pas
anterior.
Naturalment, en cada pas al variar A variara` ζ i el proce`s sera` iteratiu. Caldra`,
per tant asegurar-ne la converge`ncia, el que farem a l’apartat 4.3.5 (pa`g. 94).
La idea ba`sica e´s que, mitjanc¸ant aquest proce`s, aconseguirem equilibrar l’e-
fecte reconstructor de la Normal evidenciat per Lancaster pel corresponde`ncies
simples amb la finalitat de la discriminacio´ en un context multidimensional. En
definitiva, al projectar sobre un espai on les variables so´n pesades pel seu po-
der discriminant e´s com realment aconseguim la normalitzacio´ al reconstruir l’eix
principal de les normals originals o, millor dit, al reconstruir el me´s acurada-
ment possible la disposicio´ relativa dels centro¨ıds. Ambdo´s objectius van per
tant lligats, com s’evidenciara` fent u´s del resultat demostrat a continuacio´, on
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la maximitzacio´ de la correlacio´ que Lancaster va emprar amb les correlacions
cano`niques simples es transfereix a una maximitzacio´ de la varia`ncia sobre l’eix
principal de la matriu de correlacions, R del cas multidimensional.
4.3.3 La fonamentacio´ matema`tica: la generalitzacio´ del teorema
de Lancaster
Com esmenta`vem a la seccio´ 4.1 l’objectiu reconstructor d’una multinormal hau-
ria de partir d’una generalitzacio´ multivariable del teorema de Lancaster, pero`
aquesta no e´s fa`cil degut a que el que era un u´nic valor ρ e´s substituit per una
matriu R i per tant hem de seleccionar quin aspecte d’aquesta s’ha de maximit-
zar. La resposta ve donada pel mateix objectiu discriminant que perseguim: ho
farem en la direccio´ principal discriminant, e´s a dir en aquella que maximitzi la
varia`ncia entre els centro¨ıds de classe.
El fonament d’aquest proce´s s’estableix al segu¨ent teorema:
Teorema 4.1
Generalitzacio´ multidimensional del teorema de Lancaster
Siguin Zi, i = 1, . . . , p variables aleato`ries normals tipificades amb R com a ma-
triu de correlacions i siguin Xi, i = 1, . . . , p transformades de les Zi respectiva-
ment i tambe´ tipificades.
Si v e´s el vector propi corresponent al major valor propi de R aleshores:
Var(w′X) ≤ Var(v′Z) ∀w ∈ Rp amb w′w = 1
El significat d’aquest teorema en el nostre cas e´s clar: qualsevol combinacio´
lineal de les variables normals discretitzades que maximitze la varia`ncia en la
direccio´ del primer vector propi de R, va en la direccio´ de la reconstruccio´ de
l’eix principal de la normal subjacent, donat que aquesta distribucio´ e´s la que la
te´ ma`xima entre totes les derivades d’una transformacio´ seva variable a variable.
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Per fer la demostracio´ comenc¸arem per provar els segu¨ents lemes:
Lema 4.1 Sigui R una matriu de correlacio´ (de mida (p×p) amb element gene`ric
rij i primer vector propi v = (v1, v2, · · · , vp) i sigui Rn la matriu de dimensio´
(np × np) formada per caixes de mida (n × n) de manera que l’element rij ha
estat substitu¨ıt per: 

rij 0
r2ij
. . .
0 rnij


Aleshores: el primer vector propi de Rn e´s (v1, 0, . . . , 0, v2, 0, . . . , 0, . . . , vp, 0, . . . , 0).
Demostracio´ Lema 4.1 Suposem que w = (w11, w12, . . . , w1n, w21, w22, . . . , w2n, . . .)
fo´ra el primer valor propi de Rn.
Si anomenen w1 = (w11, w21, . . . , wp1), w2 = (w12, w22, . . . , wp2), . . . ,wn =
(w1n, w2n, . . . , wpn) tindrem:
w′Rnw = w
′
1Rw1 + w
′
2R
2w2 + ....+ w
′
nR
nwn
Ara be´ donat que, per ser R una matriu de correlacio´, Ri ≤ R ∀i > 1 i que
‖w‖ = 1 e´s clar que maximitzar w′Rnw e´s equivalent a maximitzar w′1Rw1 amb
‖w1‖ = 1, w2 = 0 . . . wn = 0 i per tant w1 = v i
w = (v1, 0, . . . , 0, v2, 0, . . . , 0, . . . , vp, 0, . . . , 0)
Corol·lari 4.1 Sigui Rorn la matriu de correlacio´ resultant de Rn per una reor-
denacio´ de fileres i columnes resultant de substituir l’ordre
(w11, w12, . . . , w1n, w21, w22, . . . , w2n, . . . , wp1, wp2, . . . , wpn)
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per
(w11, w21, . . . , wp1, w12, w22, . . . , wp2, . . . , w1n, w2n, . . . , wpn)
El primer vector propi de Rorn sera` (v, 0, . . . , 0) on v e´s el primer vector propi de
R.
A partir d’ara considerarem realitzada aquesta ordenacio´ i per tant prendrem,
per simplicitat notacional, Rn = R
or
n
Lema 4.2 Sigui R una matriu de correlacio´ (de mida p× p) amb primer vector
propi v i sigui Ep∞ l’espai format per successions de vectors de mida p tals que:
‖w‖ =
∞∑
i=1
w′iwi = 1 on wi = (wi1, . . . , wip)
Es compleix:
1. La norma ‖w‖
∞
=
∞∑
i=1
w′iR
iwi esta` ben definida a Ep∞.
2. Si v∗ e´s el primer vector propi de la me`trica definida per la norma ‖ ‖
∞
respecte a la me`trica definida per ‖ ‖, e´s a dir si:
‖v∗‖ = 1 i ‖v∗‖
∞
= max ‖w‖
∞
, w ∈ Ep∞
resulta v∗ = (v, 0, 0, . . .)
Demostracio´ Lema 4.2
1. Sabem que lim
i→∞
Ri = I, i per tant, lim
i→∞
(Ri+1−Ri) = 0 d’on com w′iwi ≤ 1 ∀i
aleshores, lim
i→∞
(w′i+1R
i+1wi+1 − w′iRiwi) = 0 el que ens garanteix la con-
verge`ncia de la se`rie i, com a consequ¨e`ncia, ‖ ‖
∞
esta` ben definida a Ep∞
2. Si definim ‖w‖n = w′Rnw =
n∑
i=1
w′iR
iwi tenim que ‖ ‖n → ‖ ‖∞ i , per tant,
si v∗n e´s el valor propi de ‖ ‖n v∗n → v∗ i , pel corol.lari 4.1 v∗ = (v, 0, 0, ...)
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Demostracio´ Teorema 4.1
Generalitzacio´ multidimensional del teorema de Lancaster
Siguin Zik els polinomis de l’Hermite de grau k de Zi i aik els coeficients de
Xi de la corresponent descomposicio´ de manera que:
Xi =
∞∑
k=1
aikZ
k
i amb
∞∑
k=1
a2ik = 1 ∀i = 1, . . . , n
Tenim que:
Var(w′X) = E((w′X)2) =
∑
i,j
wiwjE(XiXj)
=
∑
i,j
∞∑
k1=1
∞∑
k2=1
wiwjE(Z
k1
i Z
k2
j )
=
∑
i,j
∞∑
k=1
wiwjaikajkr
k
ij (4.7)
donat que E(Zk1i Z
k2
j ) = r
k1
ij δk1,k2
Si definim
Mij = (rij , r
2
ij , r
3
ij , . . .)
a l’espai d’Hilbert de les successions amb valors a [−1, 1] i convergents a zero, i
constru¨ım amb elements d’aquest espai la matriu (p×p)M amb els corresponents
Mij , podem, per analogia amb les expressions d’un espai finit, definir:
s′Ms =
∑
i,j
∞∑
k=1
siksjkr
k
ij
i el vector aw:
aw =
({w1a1k}∞k=1, {w2a2k}∞k=1, . . . , {wpapk}∞k=1)
Amb aquesta notacio´ podem escriure l’expressio´ 4.7 com:
Var(w′X) = (aw)′Maw (4.8)
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resultant que, si apliquem la reordenacio´ expressada al corol.lari 4.1 sense canviar
la notacio´, per evitar una complicacio´ innecessa`ria, v∗ = (v, 0, 0, . . .) sera` el primer
vector propi de M corresponent al mateix primer valor propi de R, tal i com ens
assegura el lema 4.2.
Per tant, per qualsevol altre vector i en particular per aw:
(aw)′M(aw) ≤ v∗′Mv∗
donat que l’expressio´ del vector propi en un espai d’Hilbert conserva les propietats
definides per a espais finits (Koster, 1989 [135]). Com a consequ¨e`ncia, per (4.8):
V ar(w′X) ≤ v∗′Mv∗
I com:
Var(v′Z) = E((v′Z)2) =
∑
i,j
vivjE(ZiZj) =
∑
i,j
vivjrij = v
′Rv
per altra banda, per construccio´ de M i pel fet que v∗ = (v, 0, 0, ...):
v′Rv = v∗′Mv∗
tenim:
Var(w′X) ≤ Var(v′Z)
Completarem aquesta fonamentacio´ matema`tica amb l’enunciat i demostracio´
del segu¨ent:
Corol·lari 4.2 Amb les mateixes condicions del Teorema 4.1
Var(w′X) ≤ Var(w′Z) ∀w ∈ Rp amb w′w = 1
Demostracio´ Corol.lari 4.2
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Mitjanc¸ant l’habitual proce´s de projeccio´ ortogonal sobre el subespai generat
pels vectors propis previs s’aconsegueix estendre el resultat del Teorema 4.1 per a
tots els vectors propis ortogonals (independents) vi, i = 1, · · · , p de R . Aleshores
qualsevol vector w ∈ Rp pot considerar-se com w =
∑p
i=1 τivi i, per tant, pel
Teorema 4.1:
Var(w′X) =
p∑
i=1
τ2i Var(v
′
iX) ≤
p∑
i=1
τ2i Var(v
′
iZ) = Var(w
′Z)
4.3.4 L’algorisme ADDSUC
Si ara ens plantegem cercar una quantificacio´ que maximitzi la varia`ncia en la
direccio´ del primer vector propi a de la matriu de covariancies dels centro¨ıds de
classe, aconseguirem l’equilibri perseguit, ja que el component de la varia`ncia
degut a l’efecte de classe (la provinent de B) quedara` maximitzada, i la deguda
a la part comuna (Σ) sera` reconstru¨ıda com a residual per l’ana`lisi de corres-
ponde`ncies mu´ltiple en la direccio´ de la normalitat.
E´s clar, del Teorema 4.1, que aquesta reconstruccio´ sera` me´s “eficient” en
la mesura que a s’apropi a la direccio´ del primer vector propi de la matriu de
correlacions R (normalitzacio´ de Σ).
Per altra banda, al descone`ixer la situacio´ cont´ınua subjacent no podem cal-
cular amb exactitud a, pel que ens introduirem en un proce´s iteratiu que, partint
de les quantificacions habituals 1, · · · , ki i = 1, · · · , p, ens calculi una aproxima-
cio´ d’a, la qual anirem millorant posteriorment de manera iterativa. Si Qj , Rj , aj
so´n, respectivament, les quantificacions, la matriu de correlacions i l’aproximacio´
al vector a, aconseguits a una determinada iteracio´ j, el proce´s iteratiu sera´:
Q0 → R0 → a0 → Q1 → R1 → a1 · · · · · ·
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La converge`ncia d’aquest procediment es garanteix a 4.3.5 i ens assegura tro-
bar finalment unes quantificacions Q i un vector a, de manera que aquest sigui
el primer vector propi dels centro¨ıds determinats per aquelles, havent aconseguit
reconstruir, amb dimensio´ 1, el me´s acuradament possible, la situacio´ subjacent
de partida.
La resta de les dimensions les obtindrem per l’habitual proce´s cano`nic que es
detindra` quan no s’obtingui cap millora significativa a l’error real final.
Finalment, si fem intervenir la suavitzacio´ proposada a la seccio´ 3.6 (pa`g. 60)
l’algorisme del me`tode proposat es pot esquematitzar com:
1a fase: Realitzar una ana`lisi de corresponde`ncies mu´ltiple ponderada-iterada
que de forma cano`nica obtindra` quantificacions amb ponderacions per a
les variables que correspondran a l’eix principal de la descomposicio´ de la
varia`ncia entre els centro¨ıds de classe (B). Aquesta ana`lisi sera` descrita en
detall a l’apartat segu¨ent.
2a fase: Aplicar una suavitzacio´ EM (seccio´ 3.6, pa`g. 60) sobre les quantifi-
cacions aportades per la fase 1 per a reconstruir el me´s acuradament les
normals subjacents a cada classe i, finalment, procedir a una discriminacio´
LDA-cano`nica
4.3.5 La converge`ncia de l’algorisme ADDSUC
Naturalment, una vegada fonamentat matema`ticament el me`tode mitjanc¸ant el
teorema 4.1 i el corol.lari 4.2, hem de garantir l’existe`ncia de les solucions que
proposa, el que, tractant-se a la primera fase d’un algorisme iteratiu, significa
provar la seva converge`ncia.
Per a aquest objectiu emprarem com a base el resultat donat per Gifi (1990)
[72], cap´ıtol 3.5, en el que s’utilitza un me`tode deAlternating Least Squares (ALS )
convergent per a l’ana`lisi de corresponde`ncies mu´ltiple o cano`nica generalitzada.
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La difere`ncia que presenta ADDSUC esta` en la ponderacio´ establerta i en el
fet de que aquesta es fa, al seu torn, depenent d’un altre proce´s cano`nic.
Es a dir, mitjanc¸ant Gifi sabem que si les quantificacions provinguesin de la
equacio´:
X ′D−1Xψ = µψ amb ζi = PXiψ
aleshores l’algorisme 1:
1. Seleccionem un valor inicial ψ0 , un valor de tolera`ncia ε i fem r = 0.
2. ζr = D
−1X ′ψr
3. ψr+1 = Xζr, amb normalitzacio´ per a que ψ
′
r+1ψr+1 = 1
4. Si ‖ψr+1 − ψr‖ > ε fem (r + 1)→ r i tornem a 2.
ens dona la successio´ convergent ψr → ψ (si ε→ 0).
Per altra banda i basant-se en un principi sime`tric (comencem per les quan-
tificacions de les variables en lloc de les dels individus), l’algorisme 2:
1. Seleccionem un valor inicial a0, un valor de tolera`ncia ε i fem s = 0
2. τs = Zas
3. as+1 = Z
′PY τs amb normalitzacio´ per a que a
′
s+1as+1 = 1
4. Si ‖as+1 − as‖ > ε fem (s+ 1)→ s i tornem a 2.
ens dona la successio´ convergent as → a on a e´s la solucio´ principal de ZPY Z ′a =
λa.
En el nostre cas, es tracta de provar la converge`ncia de l’algorisme ADDSUC :
1. Seleccionem un valor inicial de quantificacions de variables ζ0 = (ζ01, ζ02, . . . , ζ0p),
un valor de tolera`ncia ε i fem n = 0 i Z0 = (X1ζ01, X2ζ02, . . . , Xpζ0p).
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2. Trobem an tal que Z
′
nPY Znan = λan amb a
′
nan = 1
3. Construim An com una matriu diagonal obtinguda per expansio´ d’a en el
sentit segu¨ent: per cada categoria j de la variable i fem Aj(i),j(i) = ai, e´s
a dir li atribu¨ım la ponderacio´ corresponent al valor adjudicat a la seva
variable a l’apartat anterior.
4. Trobem ψn+1 tal que X
′D−1AnXψn+1 = µψn+1 amb ψ
′
n+1ψn+1 = 1
5. Si ‖ψr+1 − ψr‖ > ε, calculem les quantificacions de les variables per pro-
jeccio´ de les dels individus ζn+1 = D
−1X ′ψn+1, fem (n + 1) → n calculem
Zn = (X1ζn1, X2ζn2, . . . , Xpζnp) i tornem a 2.
En primer lloc hem de garantir que el resultat de la converge`ncia de l’algorisme 1
per a X ′D−1Xψ = µψ pot estendre’s al cas X ′D−1AXψ = µψ amb A matriu
diagonal. Aixo` e´s evident quan A e´s definida positiva substituint X per A1/2X i
per al cas que no ho sigui, aplicarem el conegut resultat segons el qualM ′M te´ els
mateixos vectors propis “per la dreta” que M i valors propis que so´n el quadrat
dels d’aquesta matriu. Aleshores, procedirem amb l’equacio´ X ′D−1A2D−1Xψ =
µ2ψ substituint X per AD−1/2X.
Ara be´, Gifi fa recaure la converge`ncia dels seus algorismes amb el fet de que
la funcio´ de pe`rdua definida per la suma de quadrats de les difere`ncies entre la
quantificacio´ directa dels individus i l’obtinguda mitjanc¸ant les variables, esta`
acotada per zero i disminueix a cada passa de l’algorisme.
Aquesta funcio´ de pe`rdua seria per l’algorisme 1:
`1(ψ, ζ) =
p∑
j=1
n∑
i=1
(ψi −Xijζj)2
i per l’algorisme 2:
`2(τ, a) =
p∑
j=1
n∑
i=1
(τi − Zijaj)2
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i si definim per a ADDSUC (fent la descomposicio´ del pas 4 segons l’algorisme
1 amb l’observacio´ relativa a les ponderacions ja comentada i la del pas 2 segons
l’algorisme 2):
`(ψ, ζ, τ, a) =
p∑
j=1
n∑
i=1
(ψi −Xijζj)2 +
p∑
j=1
n∑
i=1
(τi − Zijaj)2
Es clar que ` esta` acotada inferiorment per zero i que a l’augmentar n disminueix,
donat que al pas 2 ho fa la segona part del segon membre (`2 ) mantenent-se fixa
la primera part (`1 ) i al pas 4 ocorre a l’inreve´s.
Aixo` ens garanteix la converge`ncia de l’algorisme ADDSUC.
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Cap´ıtol 5
Resultats nume`rics
En aquest cap´ıtol provarem el me`tode ADDSUC comparant-lo primer, per si-
mulacio´, amb els d’estructura semblant (seccio´ 5.2) i despre´s amb el me`tode me´s
utilitzat actualment per fer ana`lisi discriminant discreta: la log´ıstica-xarxes neu-
rals (seccio´ 5.3) i finalment amb els dos tipus emprant dades reals (seccio´ 5.4)
5.1 El fluxegrama de l’ADDSUC
Presentarem, en primer lloc a la figura 5.1, el fluxegrama del me`tode ADDSUC
que hem utilitzat com a base per a la seva programacio´.
En quant a la interpretacio´ dels s´ımbols que hi apareixen, comentarem que a
l’entrada, xd, ha de ser una matriu amb tantes fileres com a individus i columnes
corresponents a les variables classificadores; coincideix exactament a la matriu X
de la pa`gina 5. El vector yd contindra` la classe corresponent a cada individu i es
correspon exactament a la Y de la mateixa seccio´. Ambdues es refereixen a les
dades d’aprenentatge mentre que xct i yct so´n les equivalents per a les mostres
de test. En quant als parame`tres: g representa el nombre de classes, l e´s un
vector amb el nombre de categories de cada variable i nf e´s el nombre d’eixos
a considerar si e´s que aquest es vol fixar. En cas de que sigui 0 el programa
l’estimara` per validacio´ creuada mı´nimo-quadra`tica. Per altra banda, fr e´s la
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Figura 5.1: Fluxegrama del me`tode ADDSUC
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fraccio´ de les dades d’aprenentatge que s’emprara` per a aquesta validacio´ creuada
(arrodonint la frequ¨e`ncia resultant al nombre enter me´s pro`xim). Si nf = 0 no
s’utilitzara` validacio´ creuada i es fara` fr = 1, prenent totes les dades d’apre-
nentage per a l’estimacio´. Finalment, tol representa l’umbral de tolera`ncia per
a la converge`ncia de l’algorisme i s’utiliza de la manera que queda reflexada al
diagrama. Per defecte es pren tol = 0.0001. Els para`metres g i l so´n tambe´
calculats pel programa, pero` es considera me´s convenient que siguin donats per
l’usuari a fi i efecte de detectar possibles errors informant mitjanc¸ant un missatge
d’aquesta circumsta`ncia per a donar l’oportunitat de corregir-la.
5.2 Comparacio´ amb els me`todes d’estructura sem-
blant
Comenc¸arem les proves de l’ADDSUC amb aquesta seccio´, la qual esta` dedicada a
la comparacio´ amb els me`todes que, com ell, utilitzen l’ana`lisi de corresponde`ncies
i/o la suavitzacio´ mitjanc¸ant l’algorisme EM.
5.2.1 Seleccio´ dels conjunts de dades per fer les simulacions de
prova del me`tode
Per triar un conjunt de dades simulades que, sense pretensions d’exhaustivitat,
pugui ser representat d’una gamma prou a`mplia de situacions, hem de seleccionar
uns criteris que ens permetin valorar la “peculiaritat” classificato`ria de cadascun
d’ells.
Despre`s de fer una revisio´ a la literatura sobre mesures pre`vies de separabilitat
de classes, on destaquen les propostes recollides a Hand (1981) [107], que tenen
el problema de limitar-se a la separabilitat entre dues classes (i que es reduiran
a la dista`ncia de Mahalanobis en el cas que ens ocupa), arribem a la conclussio´
de que les para`metres me´s adients so´n:
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1. Nombre de variables i de categories com a mesura de la complexitat inicial
tractada a la seccio´ 1.2.3, pa`g. 16.
2. L’error o`ptim continu ec, descrit a l’apartat 1.2.2.1, pa`g. 9 que ens reflecteix
el grau de solapament entre classes del que partim.
3. El percentatge de varia`ncia entre classes absorbit pel primer eix, que ens
reflecteix el grau aproximat de la dimensionalitat dels centro¨ıds (prop del
100% indica un grau aproximat d’1, mentre que per sota del 90% podem
considerar aquest grau major d’1). Altres mesures de dimensionalitat poden
aplicar-se pero` triem aquesta per la seva relacio´ en el plantejament cano`nic
que se segueix al llarg d’aquest estudi.
Tenint en compte tot aixo` hem seleccionat els segu¨ents conjunt de dades tots amb
3 classes de pesos 0.2, 0.3, 0.5:
Conjunt 1 Nombre de Variables: 3, Nombre de Categories: 9
Mitjanes M1 Varia`ncies V1
Talls per a la dis-
cretitzacio´ T1
ec
Pes
1r
eix


(−0.5,−0.3, 0.1)
(0.1, 0.2, 0.2)
(0.7, 0.6, 0.7)




1 0.7 0.3
0.7 1 0.5
0.3 0.5 1




(−0.3)
(−0.6, 0.4)
(−0.3, 0.4, .8)

 0.48 99%
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Conjunt 2 Nombre de Variables: 3, Nombre de Categories: 8
Mitjanes M2 Varia`ncies V2
Talls per a la dis-
cretitzacio´ T2
ec
Pes
1r
eix


(−0.5,−0.5,−0.25)
(0.5, 0.5, 0)
(1,−0.5, 0.25)

 V1


(0, 0.75)
(0)
(−0.125, 0.125)

 0.27 75%
Conjunt 3 Nombre de Variables: 2, Nombre de Categories: 5
Mitjanes M3 Varia`ncies V3
Talls per a la dis-
cretitzacio´ T3
ec
Pes
1r
eix


(−2, 2)
(2, 2)
(4, 2)


(
8 4
4 8
) [
(0, 3)
(0)
]
0.23 80%
Conjunt 4 Nombre de Variables: 3, Nombre de Categories: 8
Mitjanes M4 Varia`ncies V4
Talls per a la dis-
cretitzacio´ T4
ec
Pes
1r
eix
M2


1 −0.6 0.3
−0.6 1 0.5
0.3 0.5 1

 T2 0.16 68%
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Figura 5.2: Variables 1 i 2 dels conjunts de dades simulades
Aquests conjunts de dades poden representar-se gra`ficament utilitzant els
el·lipso¨ıds del 95% corresponents a la dista`ncia de Mahalanobis. A la figura
5.2 podem observar les representacions cartesianes de les seves dues primeres
variables, amb els corresponents centro¨ıds i rectes horitzontals i verticals de tall.
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Conve´ aclarir que els conjunts de dades 2 i 3, que al gra`fic semblen similars,
no ho so´n, donat que el primer disposa de tres variables i el segon nome´s de dues.
5.2.2 Seleccio´ dels me`todes d’estructura semblant a comparar
Una vegada seleccionat els conjunt de dades, cal decidir quins sera`n els me`todes
d’estructura semblant a comparar. Tenint en compte la revisio´ del cap´ıtol 1, e´s
clar, que en el nostre cas, els me`todes de refere`ncia han de ser l’LDA-Cano`nic
i l’MDA. Ja dins del a`mbit de les corresponde`ncies utilitzarem les variants es-
mentades a la seccio´ 4.2 (pa`g. 78), llevat de la de Chessel-Thioulouse donat que,
en el cas multivariable, ens condueix, com hem provat, a l’LDA-Cano`nic. Afegi-
rem quatre possibilitats me´s (a banda d’ADDSUC ), que descriurem breument a
continuacio´, amb altres exploracions que vam fer per utilitzar l’ana`lisi de corres-
ponde`ncies amb objectiu discriminant. Per tant el quadre de me`todes a comparar
sera`:
1. LDA-Cano`nic.
2. MDA.
3. Bassats en corresponde`ncies:
(a) Benze`cri-Palumbo: Consisteix en la descomposicio´ cano`nica de la ma-
triu (PYX)
′PYX~D
−1. E´s el tambe´ anomenat ana`lisi inter-clases.
Complementa`riament es pot fer l’intra-classes que descomposaria la
matriu (X − PYX)′(X − PYX)~D−1
(b) Saporta-Volle: Un ana`lisi de corresponde`ncies complert amb la matriu
X ′X~D−1 seguit d’una correlacio´ cano`nica simple amb Y .
(c) Me`tode ADDSUC.
(d) Altres Exploracions pro`pies basades en les corresponde`ncies:
i. Descomposicio´ de (X ′X − (PYX)′PYX)~D−1.
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ii. Corresponde`ncies incluint Y que despre`s se suprimeix per al ca`lcul
de les quantificacions.
iii. Descomposicio´ de X ′iXi~D
−1
i , i = 1, . . . , g , seguida d’una pon-
deracio´ per les frequ¨e`ncies relatives a cada categoria dins de cada
classe.
iv. Descomposicio´ de (X − PYX)′(X − PYX)~ Ω−1.
La pauta de comparacio´ s’establira` en funcio´ de l’error efr donat que com
es va explicar a la seccio´ 1.2.2.4 (pa`g. 13) representa un error que, a difere`ncia
de l’aparent, ens permeteix valorar si s’alcanc¸at un adequat equilibri amb la
complexitat (figura 1.4, pa`g. 17). Utilitzarem mostres de 500 dades dividides
aleato`riament amb dues meitats, una per estimar i l’altra per ajustar emprant la
validacio´ creuada. Tambe´ utilitzarem mostres de test de la mateixa mida.
Necessitarem, tambe´, dues mides de les repeticions neccessaries per estimar
l’error: Una de repeticions de l’extraccio´ origina`ria de la mostra d’aprenentatge
i un altra de repeticions de les mostres de test una vegada fixa la mostra d’apre-
nentatge (veure seccio´ 1.2.2.3, pa`g. 10). Per ambdo´s casos utilitzarem el valor
50.
5.2.3 Resultats comparatius de les simulacions
Els resultats es poden resumir amb el segu¨ent quadre d’errors finals reals, efr:
Conjunt
de da-
des
LDA-
cano`nic
MDA ADDSUC Benze`cri Saporta Millor AEP
1 0.492 0.464 0.461 0.480 0.479 0.467(iv)
2 0.473 0.430 0.369 0.478 0.406 0.443(iv)
3 0.449 0.421 0.312 0.503 0.337 0.428(iii)
4 0.456 0.483 0.387 0.450 0.402 0.387(ii)
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on la columna deMillor AEP conte´ els errors mı´nims per a cada conjunt de dades
de entre tots els me`todes resenyats a l’item 3.(d) de l’apartat anterior com al-
tres exploracions pro`pies de discriminacio´ mitjanc¸ant ana`lisi de corresponde`ncies.
Entre pare`ntesi figura la identificacio´ del me`tode que ha obtingut aquest mı´nim.
Cal assenyalar que ADDSUC supera a tots els me`todes en tots els conjunts
de dades, obtenint sobre el segu¨ent me`tode (Saporta) un avantatge relatiu del 7%
i sent igualat nome´s per altre me`tode d’exploracio´ pro`pia (ii) en el quart conjunt
de dades. Donat que aquest darrer obte´ front a ADDSUC uns errors superiors
al 15% en mitjana no sembla convenient retenir-ho com a me`tode comparable.
En canvi el tercer (despre`s de ADDSUC i Saporta) l’MDA si que el tindrem
en consideracio´ per a les comparacions amb dades reals, donat que representa
l’aplicacio´ directa de l’algorisme EM (la segona part d’ADDSUC ) i ens do´na
una idea molt clara de com influeix la primera part (corresponde`ncies) sobre el
resultat final.
E´s molt important indicar que per evitar que l’efecte de l’ordre implicit reste´s
generalitat als resultats s’han permutat les categories 1 i 2 de cada variable. Es
a dir si els punts de tall so´n , per exemple, -0.6 i 0.4 (T1 ,2a variable) el valor 1
correspondra` al interval (−0.6, 0.4], el valor 2 a l’interval (−∞,−0.6] i el valor 3
a l’interval (0.4,∞).
En aquestes condicions me´s dif´ıcils (observem com augmenta significativament
efr amb relacio´ a ec als conjunts de dades 2, 3 i 4) on s’ha desfet l’ordinalitat
subjacent, e´s on els me`todes basats en les corresponde`ncies tenen la oportunitat
de demostrar les seves propietats reconstructores.
No hem afegit els resultats quan no hi ha permutacio´ ja que en aquest cas
MDA, ADDSUC i Saporta (els principals me`todes a comparar) donen errors
gairebe´ equivalents; ni hem ressenyat els de la combinacio´ de l’MDA amb les
altres posibilitats d’aplicacio´ de corresponde`ncies, ja que no aporten cap millora.
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5.3 La comparacio´ amb el me`tode h´ıbrid log´ıstica-
xarxes neurals
Una vegada assegurat que el me`tode ADDSUC supera amb claredat tant als
me`todes que nome´s utilitzen Corresponde`ncies (del que destaquem el proposat
per Saporta), com al que nome´s utilitza l’EM (l’MDA) i a qualsevol combinacio´
entre ells, hem de passar a comparar amb els me`todes que actualment destaquen
com els me´s eficients per a l’ana`lisi discriminant discreta.
Entre ells sobresurt pels seus bons resultats l’adaptacio´ de la log´ıstica emprant
la idea de les xarxes neurals (LXN ) (seccio´ 1.3.3, pa`g. 21).
Es tracta, tambe´, d’un me`tode mixt que utilitza la filosofia del de xarxes neu-
rals de la manera que ADDSUC utilitza la suavitzacio´ mitjanc¸ant EM emprant
per a la quantificacio´ pre`via una log´ıstica en lloc d’un corresponde`ncies. Aixo`
li dona una gran pote`ncia i versatilitat i el fa el recomanat a hores d’ara per la
majoria dels autors que no formen part d’una escola espec´ıfica.
Vam comenc¸ar per fer la comparacio´ amb els conjunts de dades referits a la
seccio´ anterior obtenint una sorprenent igualtat (amb nome´s difere`ncies a nivell
de la quarta xifra decimal el que nos la fa significatives) amb tots els casos.
Aquesta situacio´ que podr´ıem qualificar “d’empat” encara que prou estimu-
lant , donat que ADDSUC com veurem a l’apartat de suggeriments (pa`g. 116), e´s
encara un me`tode acabat de na`ixer i amb moltes possibilitats de millora i ajusta-
ment, ens deixava en el punt d’intentar esbrinar on podr´ıem haver-hi difere`ncies
que ens guiessin en les posteriors recerques.
Front a la alternativa de “pertorbar” els conjunt de dades cercant petites
difere`ncies les quals, tractant-se de simulacions, no serien massa rellevants i es
podrien atribuir a peculiaritats espec´ıfiques, vam optar per emprar per a la com-
paracio´ , per una banda les dades reals que analitzarem a la segu¨ent seccio´ i, per
altra, les dades de refere`ncia que so´n la pauta de comparacio´ per a tots els nous
me`todes de discriminacio´: les aportades per Fisher sota el nom d’IRIS.
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Es tracta d’un conjunt molt estudiat de 150 individus dividits en tres classes
(de 50 membres cadascuna) i quatre variables cont´ınues: longitud i amplada dels
se`pals i longitud i amplada dels pe`tals.
Per aplicar-hi una ana`lisi discriminant discreta hem de procedir a la discretit-
zacio´ d’aquestes variables. Amb aquest objectiu farem primer els corresponents
histogrames:
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Figura 5.3: Histogrames de les dades d’IRIS (se`pals)
Observant els histogrames de les figures 5.3 i 5.4, resulta clar que les dues
variables relatives als pe`tals tenen punts de tall evidents als centres dels corres-
ponents valls: 2.3 per a la longitud i 0.7 per a l’ampla`ria. En canvi, les variables
corresponents als se`pals no presenten cap tall clar donat que hem de considerar
les variables a les seves marginals sense tenir en compte per res les espe`cies (va-
riable classificadora). Per aixo` si volen considerar-les com a variables discretes,
fet que implica tenir almenys dues categories, el me´s natural sembla tallar per la
mediana en ambdo´s casos.
Procedint, doncs, d’aquesta manera i prenent 75 dades a l’atzar amb 25 de
cada espe`cie tal i com va fer Ripley, 2002 [218] com a mostra d’aprenentatge
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Figura 5.4: Histogrames de les dades d’IRIS (pe`tals)
deixant la resta com a dades de test, vam fer 1000 repeticions i vam comparar
els resultats.
En 53 de les repeticions va ser millor l’ADDSUC i en la resta es va produir
un empat exacte (mateix nombre de ben classificats) amb un error final mitja` per
l’ADDSUC d’0.217 i per la Log´ıstica-xarxes neurals de 0.223 pel que podem dir
que, en aquestes condicions, l’ADDSUC supera “uniformement” a la Log´ıstica-
Xarxes neurals.
5.4 Comparacio´ amb dades reals
Finalment farem una comparacio´ dels me`todes que millor resultat han donat a
les simulacions: MDA, ADDSUC, Saporta i log´ıstica-xarxes neurals (LXN ) amb
dos conjunts de dades reals.
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5.4.1 Les dades de l’estudi de ma`rqueting
Aquest conjunt de dades ho vam extreure mitjanc¸ant una cerca per Internet de
dades emprades com a prova dels me`todes d’ana`lisi dicriminant. Es tracta de
dades provinents d’un estudi de ma`rqueting (veure [126]) sobre 9409 residents a
San Francisco (California) i ens serveix per estudiar el me`tode en situacions reals
d’una gran quantitat de variables i dades molt me´s extensa que la provada a les
simulacions.
Les variables i les seves categories so´n descrites a l’ape`ndix A.
Despre´s de la supressio´ dels casos amb alguna dada faltant es va realitzar
l’ana`lisi discriminant amb 2000 dades d’aprenentatge i 4000 de test obtenint els
segu¨ents errors finals reals:
MDA = 0.392 ADDSUC = 0.363 Saporta = 0.404 LXN = 0.385
En termes absoluts aixo` significa que ADDSUC classifica be´ 2548 casos dels
4000 mentre que el me`tode que el segueix (log´ıstica-xarxes neurals) ho fa amb
nome´s 2460.
5.4.2 Les dades del projecte AFIPE
El segon conjunt de dades correspon al tipus dels que han servit per motivar
aquest treball. Es tracta d’un pilotatge del projecte AFIPE (Ana`lisi dels Factors
Influents en el Patro´ d’Evolucio´ de les malalties) que forma part del SISNICA
(Sistema de Informacio´ Sanita`ria de Nicaragua) desenvolupat durant el per´ıode
1990-1994 (veure [175]).
Es tracta de 1144 persones de les que les variables i les seves categories so´n
descrites a l’ape`ndix B.
Aplicant l’ana`lisi discriminant amb 550 dades d’aprenentatge i 594 com a
dades de test s’obtenen els segu¨ents errors finals reals:
MDA= 0.387 ADDSUC=0.318 Saporta = 0.461 LXN = 0.388
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El que, en termes absoluts, significa que ADDSUC classifica be´ 405 dels 594
mentre que el me`tode que el segueix (l’MDA) ho fa nome´s en 364.
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5.5 Comentaris dels resultats
 En primer lloc hem de destacar que el me`tode proposat: l’ADDSUC (Ana`lisi
discriminant discreta mitjanc¸ant suavitzacio´ de les corresponde`ncies mu´ltiples)
sembla presentar un avantatge significatiu sobre qualsevol me`tode que es basi
amb suavitzacions mitjanc¸ant EM, corresponde`ncies o una combinacio´ dels dos
procediments, quan les dades provenen d’una multinormal discretitzada.
 Aquest avantatge es fa especialment rellevant quan s’ha aplicat una permutacio´
a l’ordre natural de les discretitzacions, situacio´ que pot considerar-se prou
frequ¨ent a la pra`ctica quan les variables arriben a l’investigador desprovistes
de qualsevol indicacio´ ordinal, el que ocorreix en la gran majoria dels casos
de les recerques sanita`ries a les que es feia refere`ncia a la introduccio´ com a
motivacio´ d’aquest treball.
 Naturalment, si les dades no poden considerar-se provinents d’un model com el
que aqu´ı s’ha suposat (seccio´ 1.1, pa`g. 5) no podem assegurar la permane`ncia
d’aquest avantatge, pero` les proves amb dades reals semblen confirmar que les
suposicions so´n d’un abast prou ampli a la pra`ctica.
 Per altra banda si comparem l’ADDSUC amb el me`tode considerat me´s avanc¸at
actualment per realitzar l’ana`lisi discriminant discreta: el perfeccionament de
la log´ıstica basat en les xarxes neurals, observem un lleuger avantatge de
l’ADDSUC si les discretitzacions s’han realitzat als punts de talls naturals:
als valls de les distribucions marginals (seccio´ 5.3).
 Finalment, les proves realitzades amb dades reals d’una certa complexitat, una
procedent de dades analitzades per J.Friedman que e´s a l’abast dels investi-
gadors mitjanc¸ant Internet [126] i una altra procedent de l’experie`ncia pro`pia
amb dades epidemiolo`giques, inviten a la continuacio´ de la recerca en la l´ınia
iniciada, donat que el me`tode proposat aconsegueix els millors resultats amb
una difere`ncia significativa.
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5.6 Aspectes computacionals
Els programes tant per l’u´s convencional de l’ADDSUC com per a la seva prova
emprant simulacions, han estat realitzats mitjanc¸ant R versio´ 1.7.1, ja que s’ha
convertit en el mitja` habitual de programacio´ GNU en estad´ıstica.
En R disposa`vem del paquet mda desenvolupat per Hastie (2002) [119], de
la llibreria MASS dissenyada per Ripley (2002) [218] amb la subrutina mvrnorm
que hem emprat para la simulacio´ de multinormals i del paquet nnet, que disposa
de les rutines asociades a la metodologia de xarxes neurals, d’on hem extret
l’anomenada multinom, que realitza la log´ıstica-xarxes neurals.
La prova dels altres me`todes inspirats en corresponde`ncies, tant els de Be`nzecri
i Saporta com els que hem anomenat d’exploracio´ pro`pia, han estat programa-
des directament en R, ja que aquest llenguatge ens proveix d’una pote`ncia de
programacio´ i d’una simplicitat d’u´s considerable.
S’ha de comentar, tambe´, que el temps de processament no e´s cap entrebanc,
ja que en totes les proves realitzades, la converge`ncia de l’algorisme ADDSUC no
ha requerit me´s de 10 iteracions.
Tots el programes i dades utilitzats en aquest cap´ıtol es troben, comprimits, al
enllac¸ Programes R. ADDSUC de la plana web www.uv.es\~msen.
Conclusions i l´ınies de recerca
Resumirem aqu´ı, breument, les conclusions de l’estudi i els suggeriments per
ampliar la recerca.
A Conclusions
En aquest treball hem procedit a realitzar una revisio´ sintetitzadora i unificadora
de la teoria i dels procediments tant de l’ana`lisi discriminant com dels me`todes
de corresponde`ncies i de suavitzacio´.
Posteriorment, s’ha desenvolupat i fonamentat una nova metodologia per
realitzar l’ana`lisi discriminant discreta estructurada en dues fases: a la prime-
ra es procedeix a quantificar emprant una ana`lisi de corresponde`ncies mu´ltiples
ponderada-iterada i a la segona es porta a terme una suavitzacio´ mitjanc¸ant
l’algorisme EM.
La prova del me`tode amb dades simulades utilitzant un model de Normals
subjacents amb mitjana diferent per classe i varia`ncia comuna, pot considerar-se
positiva, ja que els seus resultats superen els altres procediments amb que` s’ha
comparat (seccions 5.2 i 5.3).
En la nostra opinio´ aquests esperanc¸adors resultats es deuen a la solidesa del
resultat matema`tic provat a la seccio´ 4.3.3 (pa`g. 88), el qual ens garanteix que la
reconstruccio´ de les dades subjacents cont´ınues es realitza en la direccio´ correcta.
115
116
Si a aixo` s’afegeix que la suposicio´ d’una multinormal subjacent pot considerar-
se el final d’un ampli ventall de processos investigadors quan, finalment, s’acon-
segueix destriar la part rellevant de la que no ho e´s (en termes probabil´ıstics), no
ens ha de sorprendre que un me`tode, basat en aquestes premisses, obtingui bons
resultats pra`ctics, tal i com succeeix als dos exemples reals analitzats.
S’ha de tenir en compte, tambe´, que la quantificacio´ proposada pot utilitzar-se
no nome´s amb objectius classificatoris sino` amb intencions descriptives i compa-
ratives.
Per totes aquestes raons, considerem que la metodologia desenvolupada, la
qual, programada en llenguatge R, es posa a la disposicio´ dels investigadors a la
pa`gina web www.uv.es\~msen, representa una aportacio´ a tenir en compte dins
del camp de l’ana`lisi discriminant discreta.
B Suggeriments i possibilitats de millora
Una possibilitat que ha estat explorada en la realitzacio´ d’aquest estudi, pero`
que necessita me´s treball, tant teo`ric com pra`ctic, consisteix a fer posteriorment a
l’ana`lisi de corresponde`ncies una ana`lisi cano`nica generalitzada, agrupant totes les
quantificacions (per eixos) d’una mateixa variable dins del mateix bloc. D’aquesta
manera trobar´ıem, per a cada variable, la combinacio´ lineal de les aproximacions
dels seus polinomis de l’Hermite que millor es projecte´s sobre la combinacio´ global.
Aixo` seria semblant a un FDA (consultar seccio´ 1.3.4, pa`g. 22), donat que fem
una expansio´ polino`mica amb seleccio´ posterior, i hem provat que, en alguns
casos, millora el resultats. Aix´ı cobrir´ıem tambe´ la possibilitat que la matriu de
covaria`ncies Σ fo´ra diferent per classe, ja que el QDA corresponent seria inclo`s
dins l’esmentada expansio´ polinomial.
Una altra ampliacio´ perfectament factible del me`tode s’esmentava quan pre-
cisa`vem la situacio´ en estudi seccio´ 1.1 (pa`g. 5), i consistiria a ampliar la con-
sideracio´ que les distribucions per classe so´n Normals incorporant la possibilitat
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que puguin ser mixtures de Normals, el que e´s perfectament compatible amb la
utilitzacio´ del EM en la segona fase del proce´s, seguint un esquema similar al de
l’MDA.
Tambe´ es pot tenir a l’abast la possibilitat d’utilitzar suavitzacio´ amb el Ker-
nel adaptable, explicat a la seccio´ 3.5 (pa`g. 59), el que ens permetria donar al
me`tode una major flexibilitat, al poder-se emprar amb un conjunt de funcions de
densitat per classe me´s a`mplia que no es limiti a Normals o mixtura de Normals.
En quant al cas de l’ana`lisi mixt (X conte´ variables catego`riques i cont´ınues)
es proposa investigar la possibilitat d’incloure al proce´s iteratiu les variables
cont´ınues o be´ emprar aquestes com a covariables.
Finalment, cal tambe´ assegurar un tractament acurat de les dades incompler-
tes, adaptant els procediments desenvolupats amb aquest objectiu, i provar la
sensibilitat del me`tode a les quantificacions de partida, cercant un procediment
ra`pid (permutant, per exemple) que ens done´s la que te´ menor error aproximat
inicial.
Aquests so´n els aspectes per on se suggereix que hauria de continuar la recerca
amb perspectives que ens semblen prou positives.
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A Descripcio´ de les categories de les dades de ma`rqueting
Les variables so´n:
Y = Nivell d’Ingressos anuals familiars amb categories:
1.- Menys de $20,000
2.- De $20,000 a $40,000
3.- Me´s de $40,000
X1 = Ge`nere amb categories:
1.- Home
2.- Dona
X2= Estat civil amb categories:
1.- Casat
2.- Unio´ estable de fet
3.- Divorciat o separat
4.- Vidu
5.- Solter
X3 = Edat amb categories:
1.- 14 fins 17
2.- 18 fins 24
3.- 25 fins 34
4.- 35 fins 44
5.- 45 fins 54
6.- 55 fins 64
7.- 65 i me´s
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X4 = Nivell educatiu amb categories:
1.- Grau 8 or menys
2.- Graus 9 a 11
3.- Graduat de l’Institut (High school)
4.- 1 a 3 anys d’Universitat
5.- Graduat universitari
6.- Amb estudis de postgrau
X5 = Occupacio´ amb categories:
1.- Profesional/Gerent
2.- Vendedor
3.- Obrer/Conductor
4.- Clergat/Treballadors de Serveis
5.- Ama de casa
6.- Estudiant
7.- Militar
8.- Retirat
9.- Aturat
X6 = Anys de reside`ncia a la zona amb categories:
1.- Menys d’un any
2.- D’un a tres anys
3.- De quatre a sis anys
4.- De set a deu anys
5.- Me´s de deu anys
X7 = Hi ha dos o me´s ingressos a la famı´lia? amb categories:
1.- No casat
2.- Si
3.- No
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X8 = Nombre de persones en la famı´lia amb categories:
1.- Una
2.- Dues
3.- Tres
4.- Quatre
5.- Cinc
6.- Sis
7.- Set
8.- Vuit
9.- Nou o me´s
X9 = Nombre de persones de menys de 18 anys en la famı´lia amb categories:
1.- Cap
2.- Una
3.- Dues
4.- Tres
5.- Quatre
6.- Cinc
7.- Sis
8.- Set
9.- Vuit
10.- Nou o me´s
X10 = Propietat de la casa amb categories:
1.- Propietat
2.- LLoger
3.- Amb els pares o familiars
X11 = Tipus de casa amb categories:
1.- Casa
2.- Condominio
3.- Apartament
4.- Casa Mo`bil
5.- Altres
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X12 = Clasificacio´ e´tnica amb categories:
1.- Indi america`
2.- Asia`tic
3.- Negre
4.- Indi de l’Est
5.- Hispa`nic
6.- Illes del Pac´ıfic
7.- Blanc
8.- Altres
X13 = Llengua emprada me`s frequ¨entment a l’hogar amb categories:
1.- Angle`s
2.- Espanyol
3.- Altres
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B Descripcio´ de les categories de les dades d’AFIPE
Y = Patro` d’evolucio´ de ERA (“Enfemedad Respiratoria aguda”) amb categories:
1.- Sans
2.- Episodis a¨ıllats lleus
3.- Episodis repetitius i cro`nics lleus
4.- Episodis a¨ıllats greus
5.- Episodis repetitius de gravetat decreixent
6.- Episodis repetitius de gravetat creixent
7.- Episodis repetitius greus
8.- Crisis llargues i cro`nics greus
X1 = Frequ¨e`ncia de l’atencio´ rebuda amb les categories:
1.- Mai
2.- Aı¨lladament ( 1 o 2 vegades no consecutives en els sis per´ıodes setmanals
de l’estudi)
3.- Repetitivament
X2 = Tipus de tractament aportat pel sistema sanitari:
1.- Recepta
2.- Tractament
3.- Refere`ncia
X3 = Professional que ate´n:
1.- Nome´s l’auxiliar d’infermeria
2.- Metge/Metgessa
X4 = Perfil d’increment o decrement de l’atencio´ rebuda:
1.- Creixent (d’auxiliar a metge o de recepta a tractament)
2.- Igual ( s’inclouen els casos de menys de 2 atencions)
3.- Decreixent
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X5 = Municipi amb les categories:
1.- Leo´n: Capc¸alera regional
2.- El Sauce: Municipi molt extens i dispers
3.- El Jicaral: Municipi perife`ric
X6 = Tipus de comunitat amb les categories:
1.- Urbana populosa
2.- Urbana perife`rica
3.- Rural concentrada
4.- Rural dispersa
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