Introduction
Fingerprint, namely the reproduction of a fingertip epidermis, produced when a finger is pressed against a smooth surface, is a human characteristic that has been systematically used for identication purposes for over 100 years. www.intechopen.com
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The identification involves the comparison, also known as fingerprint matching, of an input fingerprint image with a template image stored in a database and either the calculation of a matching score or the extraction of a binary decision (mated/non-mated) (Fig. 1) . Usually, a matching algorithm does not operate directly on grayscale fingerprint images but requires the derivation of an intermediate fingerprint representation by means of a feature extraction stage. The features that are used for fingerprint representation can be broadly categorized as follows (Yager & Amin, 2004) :  features that are global characteristics of a fingerprint such as ridge flow  features that refer to minutiae, such as ridge bifurcations and endings  features that include all dimensional attributes of the ridge such as ridge path deviation, width, shape, pores, edge contours, breaks and scars. The majority of the fingerprint identification systems are minutiae-based, but recently nonminutiae based systems as well as systems that use a combination of the features have been developed. Jea et al, propose a fingerprint recognition system based only on minutiae matching (Jea & Govindaraju, 2005) . This method is satisfactory for partial fingerprint images, where the core points or other features cannot be fully estimated. However it produces poor results compared to other methods that make use of more features of the fingerprint. In (Chan et al, 2004) , a fast verification method has been developed that is based on the matching of minutiae located in a region centered at a reference (core) point of the fingerprint. This method is fast enough since only minutiae in a subregion of the fingerprint image are used, although it is most of the times hard to calculate the reference point especially for low quality fingerprint images. Another minutiae-based method has been developed by (He et al, 2006) . This method introduces minutiae and local ridge information in fingerprint representation and both features are used in the fingerprint verification process. (Gu et al, 2006) proposed a fingerprint matching technique that combines both the model -based orientation field and the minutiae. Jain et al made use of all three levels of fingerprint features in the fingerprint matching process (Jain et al, 2006) . Furthermore, some trials have been conducted in order to cope with non-linear distortions in fingerprint matching. ) addressed a fingerprint matching and verification method based on normalized fuzzy similarity measure. According to this method, the input and template fingerprint images are aligned used a minutiae-based method and then the similarity between the two images is assessed using a novel similarity measure based on fuzzy theory. (Ross et al,2006) used a thin-plate spline (TPS) function for the estimation of an "average" deformation model based on ridge curve correspondences for a specific finger, when several impressions of that finger are available. Since the extraction of minutiae is a difficult and time consuming task (Jain et al, 1997) , some trials have been made for the development of fingerprint registration systems without the use of minutiae (Jain et al, 2000; Liu et al, 2006) . In (Jain et al, 2000) , a reference point was detected and the fingerprint was tessellated around this point. Then, a feature vector was constructed using a bank of Gabor filters. This vector was called the "FingerCode". The matching between the two fingerprint images was conducted by estimating the Euclidean Distance between the FingerCodes. The drawback of this method is, as explained above, that the reference point is sometimes hard to be found and there are cases of destroyed or partial fingerprint images that cannot be detected at all. In the method proposed in (Liu et al, 2006) , the orientation field of the fingerprint images was estimated initially and then the www.intechopen.com Fingerprint Matching with Self Organizing Maps 309 registration of the two images was carried out by maximization of the mutual information of the orientation fields. This method produced satisfactory results when the orientation field had been estimated in great detail, which is not always possible for low-quality fingerprint images. This chapter proposes a minutiae-based fingerprint registration method. Initially, minutiae of the template image are extracted and validated. Then, the corresponding minutiae in the input image are determined by means of the proposed SOM-based algorithm. The obtained pairs of corresponding minutiae are used for the calculation of a matching score. The main advantages of the proposed method are that minutiae are extracted only on the template image and it is error-tolerant regarding the precise estimation of these points.
Methodology
In this chapter, an Automatic Fingerprint Identification Scheme (AFIS) is presented. The scheme comprises a series of processes as shown in the block diagram of Fig. 2 . Without loss of generality, hereafter we denote the image of the fingerprint acquired during enrollment as the template ( T I ) and the representation of the fingerprint to be matched as the input image ( inp I ). According to Fig. 2 , the following processes are applied consequently only on the template image T I :
Minutiae Extraction and Validation  Minutiae Automatic Correspondence. In the following analysis, these processes are described in more details:
Ridge Enhancement
The ridges of the template image T I (Fig. 3a ) are enhanced using the method of oriented diffusion (Hastings, 2007) , which is a recursive procedure. At each iteration m, the enhanced image,   m enh I , is obtained by means of the following equation:
and γ is a constant. The ridge orientation of a fingerprint image, I, is estimated using the following procedure: initially the image is divided into blocks of size w w  and the gradients ( , ) average gradient direction ( , ) x y  at each block centered at each pixel ( , )
x y is estimated as follows (Bazen et al, 2007) , (Pratt, 1989) : Then, the orientation field ( , ) O x y , is defined as follows:
Due to the presence of noise, the local ridge orientation may not always be correct. Thus, the orientation field is smoothed using a unit integral filter with size w w    . Firstly, the orientation filed is converted into a continuous vector field:
( , ) cos(2 ( , )),
are the
x and y components of the vector field, respectively. Then, the continuous vector field is filtered by applying a low-pass filter as follows:
where H is a two-dimensional low-pass filter with unit integral. The smoothed orientation field of the fingerprint image at each pixel ( , )
x y is computed using:
The second derivative in (1) 
The output of this step is denoted as enh I (Fig. 3b ).
Binarization
For the binarization of the resulting enhanced template image, enh I , the second step of the method described in (Hastings, 2007) is applied. The second derivative of the filtered image www.intechopen.com
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is estimated in a direction normal to the orientation field. The second derivative is estimated using (6), but for ' 2      . The sign of the second derivative is then examined based on the fact that the second derivative of a function is negative in the area of a local maximum and positive in the area of a local minimum. The output of this step is denoted as BW I (Fig. 3c ).
Background Removal
The first step for the estimation of the background of the binary image, BW I , involves the partition of the image domain into blocks of W×W pixels. For each block, the mean value and the variance are calculated. If the variance is above a threshold, the pixels of this block are characterized as foreground pixels and the remaining ones as background pixel. Then only the foreground pixels of the binarized fingerprint image are maintained and the background pixels are set to the value 255. The output of this step is denoted as BR I (Fig.   3d ).
Thinning
The thinning process is applied on the negative version of BR I . The two-subiteration thinning algorithm described in (Guo & Hall, 1989 ) is applied in order to get a thinned version of the ridge fingerprint image. This algorithm uses a 3×3 thinning operator in the area of pixel P as shown below: 
Let ( ) C P ( ) N P , 1 ( ) N P and 2 ( ) N P be defined as follows:
where the symbols,   and refer to logical OR, logical AND and logical complement, respectively. A pixel that belongs to a ridge is removed from the ridge if the following three conditions are satisfied: The algorithm stops when no new ridge pixels are deleted. The output of this step is denoted as TH I (Fig. 3e ).
Minutiae Extraction and Validation
The minutiae extraction method used in this work is based on the calculation of the Crossing Number (CN) (Maltoni et al, 2009 ). This method uses a 3×3 window in the local area of each ridge pixel P. The pixels in the area of P are numbered as follows: 
The CN for a ridge pixel P is:
If CN is one for a ridge pixel then the pixel is characterized as a ridge ending and if CN is three as a ridge bifurcation. However, the CN algorithm gives rise to many false minutiae. Therefore, a minutiae validation algorithm is applied (Tico & Kuosmanen, 2000) . The algorithm uses an area of size K×K around each candidate minutiae. The central pixel of this area corresponds to the minutiae and is given the value -1. The rest points are initialized with the value zero. The steps of validation for a candidate bifurcation point are as follows: 1. The three pixels that are connected to the bifurcation point are labeled with values l = 1, 2 and 3 in a clockwise direction. 2. Three ridge branches, that originate from the three eight-connected to the minutiae pixels, are labeled with the corresponding value of l. 3. The number of transitions from 0 to 1, 0 to 2 and 0 to 3 is counted in a clockwise direction along the border of the selected area. If all three transitions are equal to one then the point is characterized as a bifurcation point. In Fig. 3f , the extracted minutiae of the template image are shown. It must be noted that in this work only the minutiae that correspond to bifurcation points are used in the process of registration, while endings are not used at all. That is based on the fact that the number of bifurcation points of the images of the test database is from 14 to 25; that is an adequate number of neurons for the SOM algorithm. The number of ending minutiae points is from 32 to 59. If the ending points were to be used, the execution time of the algorithm would be larger without producing better results. Furthermore, SOM algorithm works better if the points are scattered in the image, something that is valid for bifurcation points. 
Minutiae Correspondence based on SOM algorithm
An automatic method for establishing minutiae correspondences between the template image and the input image is applied based on the theory of the SOMs. The SOMs is a neural network algorithm, which uses a competitive learning technique to train itself in an unsupervised manner. Kohonen firstly established the relevant theory and explored possible applications (Kohonen, 2000) . The Kohonen model comprises a layer of N neurons, ordered usually in a one-or two-dimensional grid. The training of the network is performed in an iterative way. At each iteration n , an input vector m   x is presented to the network; the neuron j with weight vector m j   w is declared as the winning neuron, according to the following rule:
The weight vectors of the winning neuron j and its neighboring neurons i are updated as follows:
is a kernel defined on the neural network space as a function of the distance i j  r r between neurons i and j and the iteration number n. This kernel is a Gaussian function, which has maximum value at inter-neuron distance in the case of i j  . The width of this function decreases monotonically with the iteration number. In this way, convergence to the global optimum is attempted during the early phases of the self-training process, whereas gradually the convergence becomes more local as the size of the kernel decreases. Before proceeding to the analytical description of the network topology, some notations must be introduced. Let 
o An input vector, s(n), is generated pseudo-randomly. o The weights of the neurons are updated according to the following equation:
where ( , , ) n h k n i (i = 1,2,…..N) is given by the following equation: The best value of the measure of match, best MoM , provides an index of the matching between the two images. Several issues regarding the proposed method should be discussed. First of all, in order to cope with the differences in contrast and/or brightness between the template and the input image, the selected measure of match was the squared correlation coefficient, namely:
, ,
x y
x y x y I x y I I x y I
where 1 I and 2 I are the mean pixel value for image 1 I and 2 I , respectively.
As was mentioned before, a input vector s(n) is generated pseudorandomly, according to the following relation: 
where U j (L j ) denotes the maximum ( 
. When a generated input vector is not in the allowed range  falls exponentially and the generated input signals are more localized around the weights of the current winning neuron. This is a desired property, since as the number of iterations grows, the weights of the current winning neuron get closer to the parameters of the solution of the registration problem. The parameter 0 d provides the initial radius of a circular region around the winning neuron.
Only neurons inside this region are updated. Usually, 0 d is set to the maximum distance between minutiae. As can be seen from (17), this distance is reduced with geometric rate determined by the parameter a (0 1) a   . The parameter L acts like a gain constant for the magnitude of the update that is applied to the weights of the neurons. This parameter also www.intechopen.com
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decreases geometrically as the iteration variable evolves. The range of values L is between 0.99 and 1.0. It should be pointed out that a sufficient number of minutiae should be extracted in order to achieve an accurate registration result. Furthermore, the minutiae must be distributed over the whole image (if possible). The degree of sparseness of the bifurcation points can be determined by checking if the standard deviation of the x y  coordinates is above a predefined threshold. Experiments have shown that for fingerprint images twelve minutiae, with standard deviation of the 
Results
In order to assess the performance of the proposed automatic fingerprint identification scheme, the VeriFinger_Sample_DB database of fingerprint images was used (Neurotechnology, 2007) . The database contains fingerprint images from nine different persons, for six fingers of each person and for eight impressions of each finger; thus 432 images in total. Each fingerprint image has size 504×480 pixels. Two different data sets were used. The first data set (SET I) consists of fingerprint images subject to known transformations, while the second one (SET II) comprises of fingerprint image pairs from the database (unknown transformation).
SET I: Data subject to known transformations
The data of SET I consist of 11 fingerprint images from the VeriFinger_Sample_DB database. Each image is considered as a template image and is transformed into two different input images according to two affine transformations (Affine-1, Affine-2); thus, a total of 22 image pairs were finally obtained for further testing. The affine transformation function is described as follows:    , 1 10 t  and 2 10 t  .
After the sequential application of the processes described in Fig. 2, the 
The implementation of the algorithm described in the previous section assumes that a number of parameters are beforehand determined. The values of all parameters used are listed in Table 1 . The same values of the parameters were applied to all images. It must be also noted that the proposed SOM algorithm was executed ten times for each image pair and the average value of the RMSE (in pixels) was calculated.
Equation Description Symbol Value
( Table 1 . Implementation parameters of the proposed automatic fingerprint identification scheme.
An example of the performance of the proposed algorithm in defining automatic correspondence is shown in Fig. 4 for typical fingerprint images of SET I. A template image of the SET I is displayed in Fig. 4a along with its input images as transformed by the Affine-1 (Fig. 4c) and Affine -2 (Fig. 4e) transformations. The minutiae of the template thinned image are shown in Fig. 4b as red dots. The actual corresponding points, calculated by the Affine-1 (Fig 4d) and Affine-2 (Fig 4f) transformations of the minutiae in the template image according to (18), are marked with red dots, while the corresponding points detected by the SOM algorithm are marked with yellow dots in the same figures. From this figure, it is evident that the detected points by the proposed algorithm correctly match the actual corresponding points. Furthermore, the performance of the proposed SOM algorithm is tested for a typical fingerprint image of SET I and its transformed image (Affine-1 transformation) against the number of iterations. Fig. 5(a) depicts the initial position of the minutiae in the input image (before the training process), while Fig. 5(b)-(d) show three different phases of the network training, after 800, 2,800 and 6,000 iterations, respectively. A plot of the average RMSE, as well as of the best values of the MoM, between the detected points and the actual corresponding points with respect to the number of iteration is shown in the diagram of Fig.  5(e) . As the number of iteration increases, the value of the average RMSE drops from its initial value of 11.267 pixels to the value of 5.197 pixels, after 800 iterations ( Fig.5(b) ) and to the value of 0.581 pixels after 2,800 iterations ( Fig.5(c) ). The value of the MoM increases from its initial value to the value of 0.11 after 800 iterations and to the value of 0.32 after 2,800 iterations. The average RMSE gets its best value (0.389 pixels) after 3,000 iterations ( Fig.5(d) ) and then it remains stable (up to 10,000 iterations), while the average MoM gets its best value of 0.94 after 6,000 iterations. The performance of the SOM algorithm in terms of the average RMSE was also studied for different values of two important parameters of the algorithm: the parameter L and the parameter a for a typical image pair of SET I, as transformed by the Affine-1. The parameter L acts like a gain constant for the magnitude of the update that is applied to the weights of the neurons and the range of its value was between 0.99 and 1.0. The parameter a relates with the reduction rate of the distance of the initial radius around the winning neuron and the range of its values was between 0.1 and 1.0. During these experiments, all the other parameters of the SOM algorithm were set to values included in Table 1 . As can be noticed from Fig. 6a , the performance of the SOM algorithm is relative stable for different values of L, with lowest value of the average RMSE for 0.995 L 
. Similarly, from Fig. 6b , the best performance of the SOM algorithm in terms of average RMSE was obtained for 0.90 a  .
www.intechopen.com Quantitative results from the application of the proposed automatic fingerprint identification scheme to SET I are presented in Table 2 in terms of the best values of MoM and the average RMSE (in pixels). For the Affine-1 transformation, the average RMSE lies between 0.389 and 0.478 pixels. For the Affine-2 transformation, the average RMSE lies between 0.643 and 2.089 pixels. From Table 2 , it is evident that the proposed algorithm is capable of determining correct correspondences with subpixel accuracy for the Affine-1 transformation. However, as is expected, its performance depends on the kind of transformation applied to the image pairs. Thus, the value of the average RMSE deteriorates for Affine-2 transformation. Yet again, the best values of the RMSE for the transformations remain relatively low, while the low values of the standard deviation indicate high reproducibility of the proposed algorithm for all transformations used. 
Pairs of SET I

SET II: Data subject to unknown transformations
The SET II comprises of all the fingerprint images of the VeriFinger_Sample DB (Neurotechnology, 2007) . This database consists of 408 fingerprint images. Tests have been carried out on 1,428 image pairs of same fingers and on 1,428 image pairs of different fingers. Each pair consists of a template and an input image, and the transformation that associates these two images is, unlike the previous case, unknown. The proposed automatic fingerprint identification scheme was applied to all image pairs using the same values of the various parameters listed in Table 1 . Since the actual corresponding points i Q , 1, 2,..., i N  cannot be directly calculated by transforming the minutiae of the template image, a different procedure for the visual evaluation of the proposed algorithm had to be applied. Initially, minutiae were extracted in both the template and input images, according to the aforementioned procedures. Then, new minutiae of the input image were obtained by the application of the SOM algorithm. These two sets of minutiae on the input image were visually compared. In Fig. 7 , the performance of the proposed automatic fingerprint identification scheme, including the SOM algorithm, is visually assessed for a fingerprint image pair of SET II. In Fig. 7a and 7b , the initial template image of a finger and the input image of the same figure, as obtained with different settings, are displayed. Fig. 7c displays the thinned input image along with its extracted minutiae (red dots) and the minutiae (yellow dots) as obtained by the application of the proposed scheme. It can be noticed that a satisfactory correspondence has been achieved for the majority of the minutiae. For this particular pair, the best value of MoM was 0.798. In the case of applying the proposed automatic fingerprint identification scheme in pairs of different fingers, the results are considerably deteriorated, as it was expected. In Fig. 8a and 8b, two fingerprint images of different fingers are displayed. Fig. 8c shows the thinned image along with its extracted minutiae (red dots) and the minutiae (yellow dots), as obtained by the application of the proposed scheme, where it is evident the failure of minutiae correspondence. For this particular example, the best value of MOM was 0.145. Different types of error rates are used as metrics for the operative capability of biometric authentication systems in general and for fingerprint image identification systems in particular. The result of a comparison in the feature matcher within a fingerprint image recognition system is called Matching Score. It measures the similarity between the fingerprint image and the stored template. If the value of Matching Score approaches 1 (if normalized between in the range [0,1]), the more likely that both fingerprints originate from the same finger. On the other hand, if Matching Score is near 0, it will be quite probable that both fingerprints are from different fingers. The decision of the system is determined by threshold T, i.e. if Matching Score passed the threshold, the fingerprints are regarded as being of the same finger (matching pair) whereas if Matching Score is below the threshold, the fingerprints are regarded as being different (non-matching pair). The performance of a biometric system is assessed by means of the False Acceptance Rate (FAR), False Rejection Rate (FRR) and Equal Error Rate (EER) for various values of the threshold: The FAR and FRR were calculated by thresholding the best MoM obtained by the SOMbased algorithm for the data of SET II. The corresponding curves are shown in Fig. 9 . The www.intechopen.com
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intersection point of the two curves corresponds to the ERR. The value of the ERR is 0.08 and obtained for T * = 0.219. Fig.9 The FAR/FRR curves for various threshold values of the MoM. The intersection point corresponds to the ERR.
Conclusion
In this chapter, a SOM-based algorithm for fingerprint identification is presented. The minutiae of the template image are used as neurons of a neural network and the proposed algorithm detects the set of minutiae in the input image in an iterative way. The main advantage of this method, against other minutiae-based fingerprint recognition methods, is that the minutiae of only the template image have to be estimated. Furthermore the method is error-tolerant in the estimation of the minutiae of the template image. This is a matter of high importance since the precise estimation of minutiae is a difficult task, especially for low-quality fingerprint images. The overall performance of the proposed method was 92%. It should be noted that the focus of the chapter was to show the feasibility of the SOM theory for registering fingerprint images. The proposed implementation of the SOM model could be considered as a method for finding the optimum value of an objective function. Under this framework, the proposed registration scheme provides several "degrees of freedom" regarding its parameters. For example, another measure of match (such as mutual information) could be used, other characteristic points of the fingerprint images (such as the points with high value of deviation) could be used, minutiae could be extracted by means of other methods. Moreover the algorithm has not been tested on partial fingerprint images or images with high degree of distortion.
