Abstract. In this paper we prove Hörmander-Mihlin multiplier theorems for pseudo-multipliers associated to the harmonic oscillator (also called the Hermite operator). Our approach can be extended to also obtain the L pboundedness results for multilinear pseudo-multipliers. By using the LittlewoodPaley theorem associated to the harmonic oscillator we also give L p -boundedness and L p -compactness properties for multipliers. (L p , L q )-estimates for spectral pseudo-multipliers also are investigated.
Introduction
In this paper we are interested in the L p -boundedness of pseudo-multipliers associated to the harmonic oscillator (also called Hermite pseudo-multipliers) on L p (R n )-spaces. The harmonic oscillator is the fundamental operator of quantum mechanics defined by Hψ := (−∆ x + |x| 2 )ψ, (1.1) with |x| 2 := n i=1 x 2 i . The harmonic oscillator extends to an unbounded selfadjoint operator on L 2 (R n ), and its spectrum consists of the discrete set λ ν := 2|ν| + n, ν ∈ N n 0 , with a set of real eigenfunctions φ ν , ν ∈ N n 0 (called Hermite functions) which provide an orthonormal basis of L 2 (R n ). Each Hermite function φ ν on R n has the form φ ν := Π n j=1 φ ν j , φ ν j (x j ) := (2 ν j ν j ! √ π)
where x = (x 1 , . . . , x n ) ∈ R n , ν = (ν 1 , . . . , ν n ) ∈ N n 0 , and
denotes the Hermite polynomial of order ν j . By the spectral theorem, for every f ∈ D(R n ) we have
where f (φ ν ) is the Fourier-Hermite transform of f at ν defined by for every function f ∈ D(R n ). The discrete function m is called the symbol of the operator T m . In particular, if m is a measurable function, the symbol of the spectral multiplier m(H) (defined by the functional calculus) is given by m(ν) := m(λ ν ), so that the spectral multipliers are natural examples of multipliers associated to the harmonic oscillator. We can refer to e.g. Prugovecki [19] for the quantum mechanical aspects of the harmonic oscillators. Now, we present some historical results on the analysis of multipliers. If we denote by P ℓ the orthogonal projection to the subspace generated by the set {φ ν : |ν| = ℓ}, and m is a radial function in the sense that m(ν) = m(ν ′ ) when |ν| = |ν ′ |, then the multiplier T m can be written as
µ(ℓ)(P ℓ f )(x), (1.6) where µ(|ν|) = m(ν). An earlier result by G. Mauceri [16] (by using methods of Bonami-Clerc [2] and R. Strichartz [23] ) states that the condition sup j 2 j(k−1)
where 0 ≤ k ≤ n + 1, implies the boundedness of T µ for all 1 < p < ∞. As it was pointed out in [29] , the number of discrete derivatives k above can be taken in the range 0 ≤ k ≤ [ 3n− 2 6 ] + 2. A remarkable result proved by S. Thangavelu (see [30] ) states that if m satisfies the discrete Marcienkiewicz condition where ∆ ν is the usual difference operator, then the corresponding multiplier T m :
extends to a bounded operator for all 1 < p < ∞. This result is a discrete analogue of the result proved by Mihlin [17] for Fourier multipliers of the form T a f (x) = R n a(ξ)F f (ξ)e −2πix·ξ dξ, (1.9) where F is the Fourier transform on R n . The Mihlin condition states that if a is a function on R n satisfying
extends to a bounded operator for all 1 < p < ∞. In [14] Hörmander generalised the Mihlin condition (1.10) to the condition of the form a l.u.H s := sup , in order to guarantee the boundedness of a Fourier multiplier T a on L p (R n ) for all 1 < p < ∞. As it was pointed out in [3] , the situation for multipliers associated to the harmonic oscillator is quite different. In fact, for all s and ε > 0 with
we can not guarantee the L p -boundedness of Riesz means operators satisfying (1.11), for all 1 < p < ∞. However, it was proved in [3] that there exists p 0 ∈ [1, 2] such that a general operator a(H) satisfying so-called Plancherel estimates can be extended to a bounded operator on
. Hörmander conditions for Hermite operators were established in [24] , see also [5, Theorem III.9 ].
An extension of Fourier multipliers is given by so-called pseudo-multipliers (see [1] ). If m is a bounded function on R n × N n 0 the associated pseudo-multiplier T m is the operator defined by
for every function f ∈ D(R n ). We refer to the function m as the symbol of the operator T m . If m(ν) = µ(|ν|) (as in the Maceuri result mentioned previously), it was proved among other things by S. Bagchi and S. Thangavelu [1] (see also J. Epperson [10] ), that for n ≥ 2, the condition 14) implies that the pseudo-multiplier T µ is of weak type (1,1) and bounded on L p (R n ) provided that T µ is bounded on L 2 (R n ). The reference [1] provides several conditions for the boundedness of pseudo-multipliers including continuity in L p -spaces with weights.
From the point of view of the theory of pseudo-differential operators, pseudomultipliers would be the special case of the symbolic calculus developed in the works of the second author and N. Tokmagambetov [20, 21] .
The main result of this paper is the Hörmander type condition for pseudomultiplier operators (1.13) and for their multilinear versions. In order to classify the order of regularity in our Hörmander conditions, we use the following norms, implies the L pboundedness of T m for all 4 3 < p < 4. Now we discuss some important facts concerning the results of this paper.
• It is usual to assume the L 2 -boundedness of a pseudo-multiplier T m in order to provide its L p -boundedness (see [1] and [10] ). Indeed, as it was pointed out in [1] , the problem of finding satisfactory conditions for the L 2 -boundedness of pseudo-multipliers remains open. However, in our main theorem we solve such problem by considering symbols m(x, ν) satisfying the Hörmander condition (1.15) of order s > , uniformly in y ∈ R n , or the condition (1.16) for s > , uniformly in y ∈ R n . • A function m belongs to the Kohn-Nirenberg class S 0,ρ (R n × R n ) if it satisfies the symbol inequalities 17) uniformly in x ∈ R n . Symbols in the class S 0,2n+1 are functions satisfying (1.15) and they provide bounded pseudo-multipliers in L p -spaces for all 1 < p < ∞. In particular symbols in the class S 0, [
. These facts will be proved in Proposition 2.11. Moreover, (see Corollary 2.12) if we assume the condition, 18) for ρ = [3n/2] + 1, then T m extends to a bounded operator on L 2 (R n ), and for ρ = 2n + 1 we have the L p (R n )-boundedness of T m for all 1 < p < ∞. • For n = 1 and by assuming the L 2 -boundedness of a pseudo-multiplier T m , it was proved by Epperson [10] that (1.18) is a sufficient condition for the L p -boundedness of T m provided that ρ = 5. In constrast, we only require derivatives up to order ρ = 3. For spectral pseudo-multipliers m(x, H) and n ≥ 2, and newly by assuming the L 2 -boundedness, Bagchi and Thangavelu proved the L p -boundedness provided that (1.18) holds true for ρ = n + 1. Although we impose for n ≥ 2, ρ = [3n/2] + 1, we do not assume the L 2 -boundedness for these operators. We also include general pseudo-multipliers and particularly spectral pseudo-multipliers.
• The (L p , L q )−boundedness of pseudo-multipliers will be investigated in Theorem 2.13 and Theorem 2.14.
• By using the Littlewood-Paley theorem associated to the harmonic oscillator, we give a L p -multiplier theorem and a L p -compactness theorem for multipliers (see Theorem 3.3), the sufficient condition imposed is however, different from the Hörmander condition. The L 2 -compactness of multipliers will be characterised in Theorem 3.1. In this paper we introduce the notion of multilinear pseudo-multipliers, which, in analogy with the definition of multilinear Fourier multipliers, are operators of the form
. In this setting, by imposing discrete multilinear Hörmander conditions on the symbol m, of the type
we want to guarantee the boundedness of T m . Thus, we establish the following multilinear result.
with γ ∞ , defined as in (2.11). Then the operator
extends to a bounded multilinear operator provided that 1 ≤ p j ≤ ∞, 1 ≤ p ≤ 2, and
with γ p defined as in (2.11), then (1.22) holds true for all 2 ≤ p ≤ ∞ and
Let us note that This multilinear theorem for pseudo-multipliers is analogous to ones obtained in the framework of multilinear multipliers. Although the literature for the multilinear analysis is extensive, we refer the reader to [11, 12, 13] and to the seminal work of R. Coifman and Y. Meyer where the multilinear harmonic analysis was originated.
This paper is organised as follows. In Section 2 we present the proof of our main theorem. In Section 3 we discuss the compactness properties. Finally, in Section 4 we prove the result mentioned above for multilinear pseudo-multipliers.
2. Boundedness of pseudo-multipliers associated to the harmonic oscillator, Hörmander condition
Throughout this paper the function ψ ∈ D(0, ∞) will be supported in [ , 4] with ψ ≡ 1 on [1, 2] . In this section we will use functions in a (locally uniformly) Sobolev space of order s > 0, which consists of all functions m on R n × R n satisfying m l.u.,H s := sup
in order to establish the L p -boundedness of Hermite pseudo-multipliers. We have denoted by F the Fourier transform on R n defined by
Another option that we can use in order to define (local) discrete Sobolev spaces come from the norm
We recall that the Fourier-Hermite transform F H is defined for every f ∈ D(R n ) by the formula
If we denote the inverse Fourier-Hermite transform by
where u is a function with compact support on N n 0 , then the Fourier-Hermite inversion formula is given by
Now, a pseudo-multiplier T m with symbol m has, in terms of the transformation F H , the alternative representation
For properties and basics of the Fourier-Hermite transform and Hermite expansions we refer the reader to Thangavelu [30] .
2.1. Hermite functions in L p spaces. The main tool in the formulation of our results will be estimates of the L p -norms of Hermite functions. Our starting point is the following lemma for one-dimensional Hermite functions (see Lemma 4.5.2 of Thangavelu [30] ).
Lemma 2.1. Let us denote by φ ν , ν ∈ N n 0 , the Hermite functions. As ν → ∞, these functions satisfy the estimates
Now, we present a lemma on the behaviour of L p (R n )-norms of Hermite functions on R n for all 1 ≤ p ≤ 2.
Proof. We will use the first equivalence in Lemma 2.1. Every Hermite function on R n has the form φ ν = φ ν 1 × · · · × φ νn and as a consequence we have
where we have used the inequality
We now recall the following sharp lemma on the L p -norms of Hermite functions for 2 ≤ p ≤ ∞ (see H. Koch and D. Tataru [15] ). Lemma 2.3. Let us consider a Hermite function φ = φ ν on R n which, as an eigenfunction of the harmonic oscillator on R n , has the associated eigenvalue λ 2 = (2|ν| + n). Then for n ≥ 2 we have,
and for n = 1,
) .
It is important to mention that in the previous lemma we denote 2n n−2 = ∞, when n = 2. We adopt this convention in the whole paper. Let us mention that, curiously, the proof of the lemma above is a consequence of some dispersive and Strichartz estimates for the corresponding Schrödinger equation for the harmonic oscillator. In our further analysis, we will need the following lemma.
Lemma 2.4. Let us assume that 2 ≤ p ≤ ∞ and n ≥ 2. Then, the Hermite functions satisfy the following estimates as |ν| → ∞ :
, then
Let us recall that we have denoted
In general:
• for every 4 3 < p < 4 and every n,
Proof. Except for the last item, the proof is a straightforward computation by replacing p in Lemma 2.2 and the estimates in Lemma 2.3. The last item can be proved by using that p, p ′ ∈ (
, 4) and the first estimate in Lemma 2.1, in fact
completing the proof.
. Indeed, when |ν| → ∞, then ν i := max 1≤j≤n ν j → ∞, and from the inequality |ν| ≤ nν i we obtain ν 
Hörmander condition for pseudo-multipliers on L
p spaces. Now, we analyse the boundedness of pseudo-multipliers with symbols in (locally uniform) Sobolev spaces. We denote by γ p the exponent that according to Lemma 2.4 satisfies
Remark 2.6. Since
we have that γ p ≥ 0, for all 2 ≤ p ≤ ∞. This lower bound will be useful in our further analysis. . If T m is a pseudo-multiplier with symbol m satisfying
Proof. In order to prove Proposition 2.7 we will decompose the symbol m as
Let us denote by T m(j) the pseudo-multiplier associated to m j , for j ≥ 0, and by T 0 the operator with symbol σ ≡ m(x, 0)δ ν,0 . Then we want to show that the operator series
So, we want to estimate every norm
. For this, we will use the fact that for
In fact, for f and g as above we have
For every x ∈ R n let us denote the inverse Fourier-Hermite transform of the
(2.18) Consequently, we can write
So, we can estimate the operator norm of T m(k) by
If we denote by θ ∞ some real number satisfying
. By Remark 2.6, the condition s > n 2 holds true because s > 3n 2
. Now, if additionally we consider the hypothesis
then we have
Taking into account that
we obtain the boundedness of T 0 on L p . It is clear that if we want to end the proof, we need to estimate I := k≥0 T m(k) B(L p (R n )) . As a consequence we obtain
From Remark 2.5 we end the proof because we can take θ ∞ = − 
Proof. By following the notation in the proof of Proposition 2.7 we have
For every x ∈ R n let us write
(2.22) So, we have
By Remark 2.6 we have s > n 2
, together with the estimate · −s L 2 < ∞, and by the hypothesis
we deduce that
we have the boundedness of T 0 on L p . It is clear that if we want to end the proof, we need to estimate I :
. As a consequence we obtain
The proof is complete. Now, we record explicitly the degree of regularity s considered in the propositions above.
Theorem 2.9. Let us assume 2 ≤ p < ∞. If T m is a pseudo-multiplier with symbol m satisfying (2.20), then under one of the following conditions,
, and s > s n,p :=
, and s > s n,p := 3n 2 
the operator T m extends to a bounded operator on L p (R n ). For 1 < p ≤ 2, under one of the following conditions
≤ p ≤ 2, and s > s n,p :=
, and s > s n,p := 3n 2
, and s > s n,p := 3n−1 2 +n(
• for every 4 3 < p < 4 and every n, the condition s > implies the L p -boundedness of T m for all 4 3 < p < 4.
Proof. In view of the Propositions 2.7 and 2.8 and considering the following values for γ p : (according to Lemma 2.4),
the proof ends if we take into account that γ p = γ p ′ and
The proof is complete.
Remark 2.10. Let us note that for n ≥ 2 and p =
2(n+3) n+1
, the condition s > s n,p = 3n 2
, implies the boundedness of a pseudo-multiplier T m on L 2(n+3)
provided that m satisfies (2.20). Indeed, from Remark 2.6, if 2 ≤ r <
From the real interpolation we obtain γ 2(n+3)
. So, by Proposition 2.8 the condition s > s n,p = 3n 2
. Now, if n = 1, a similar analysis shows that γ 4 < 1 2 and the condition s > s 1,4 = 2 implies the boundedness of T m on L 4 (R n ). So, this remark and Theorem 2.9 proves Theorem 1.1.
In the following proposition we exhibit a class of symbols providing L p -pseudomultipliers. 
Proof. For the proof, we will use that the Sobolev space H s (R n ) defined by those
when s is an integer (see, e.g. [9] , p. 163). We will show that 27) provided that ρ is an integer. From the estimate 
So, we obtain
where we have used that (2.25) implies the estimate |2 k|α| (∂ α ξ m)(x, 2 k ·)| ≤ C α , for k large enough. Now, (2.27) follows by summing both sides of (2.29) over |β| ≤ ρ. We finish the proof by observing that every s n,p defined in Theorem 2.9, satisfies the upper bound s n,p ≤ 2n, and we can obtain the L p -boundedness of T m by taking ρ > s n,p with ρ = 2n + 1. A similar analysis shows that ρ = [3n/2] + 1 implies the L 2 −boundedness of T m .
Corollary 2.12. Let us consider a complex-valued function m on R n × Z n and a pseudo-multiplier T m with symbol {m(x, ν)} x∈R n ,ν∈N n 0 . If m satisfies the discrete difference conditions
30)
Proof. Let us define for every z 0 ∈ R n , the function m z 0 given by m z 0 (ν) = m(z 0 , ν). Then we have the estimates
From Corollary 4.5.7 of [22] , there exists a suitable functionm z 0 defined on R n such thatm z 0 | Z n = m z 0 and additionally satisfying the conditions,
The functionm defined bym(z 0 , ξ) :=m z 0 (ξ) satisfies (2.25), and by Proposition 2.11 we obtain the L 2 -boundedness of the pseudo-multiplier Tm with symbol {m(x, ν)} x∈R n ,ν∈N n 0 , if ρ = [3n/2] + 1 (or the L p -boundedness, for all 1 < p < ∞ if ρ = 2n + 1). We finish the proof by observing that Tm = T m in view of the equality sets {m(x, ν)} x∈R n ,ν∈N n 0 = {m(x, ν)} x∈R n ,ν∈N n 0 .
(L
p , L q )-boundedness of spectral pseudo-multipliers. Let us assume n ∈ N, arbitrary but fixed. Let us define the set 2N 0 + n := {2m + n : m ∈ N 0 }. We will consider continuous functions m(x, ξ) defined on R n x × R ξ and we will denote by m(x, ℓ) the restriction of m(x, ξ) to the set R n ×(2N 0 + n), so that x ∈ R n and ℓ ∈ 2N 0 +n. If we set F :
for the one-dimensional Fourier transform, we will consider symbols m(x, ℓ) := m(x, ξ)| R n ×(2N 0 +n) satisfying the, so called, Hörmander condition of order s > 0,
33) where the function ψ ∈ D(0, ∞) satisfies ψ(t) = 1 for all t ∈ [1, 2] . With the previous notation we want to investigate the Hörmander condition for pseudomultipliers of the form
where we have denoted by P ℓ the orthogonal projection to the subspace generated by the set {φ ν : |ν| = ℓ}. For symbols m(x, ℓ) = m(ℓ) depending only on the ℓ variables we have used in (1.6) the term radial symbols. If it depends on x we can talk about them as spectral pseudo-multipliers. In the next theorem, we prove that for symbols satisfying the Hörmander condition of order s, for s suitable, the corresponding spectral pseudo-multipliers are bounded operators from
and q = p ′ .
Theorem 2.13. Let us consider a function m satisfying (2.33). Let m(x, H) be a spectral pseudo-multiplier with symbol {m(x, ℓ)} x∈R n ,ℓ∈2N 0 +n . Under one of the following conditions
Proof. In order to prove Theorem 2.13 we will split the symbol m as
Let us denote by T m(j) the pseudo-multiplier associated to m j , for j ≥ 0. Then the operator series
. For this, we will use the fact that for f ∈ C ∞ 0 (R n ),
For every x ∈ R n let us denote the one-dimensional Fourier transform of
(2.39) Consequently, we have
Now, let us fix n ∈ N, n ≥ 2. By taking into account the Karadzhov's estimate (see Thangavelu [31] , p. 268)
we can estimate the operator norm of T m(k) by
. If additionally we consider the hypothesis (2.33), that is,
As a consequence we obtain
Let us note that δ( . If we assume s > 3n 2 then from Theorem 2.9 we obtain the L 2 -boundedness of m(x, H). Thus, by the real interpolation we obtain the boundedness of
. Now, if n = 1, by the Cauchy-Schwarz inequality we have for every ℓ ∈ N 0 the estimate,
(2.42) By Thangavelu's Lemma 2.1, we can estimate the L p ′ (R)-norm of the function P ℓ f as follows:
Recalling that for all n ∈ N we have,
we obtain, with n = 1,
Thus, by (2.43) and the estimate above we have,
< p ≤ 2, and
, and 1 < p < 4 3 , in view of (2.44). The (L . In fact, if we fix s > . We also have the existence of p 0 > 0,
respectively. By the inequality p 0 < 4 3 < p 1 and the real interpolation we deduce that m(x, H) has a bounded extension from L
. Thus, we have completed the proof. Now, by the real interpolation we give the following general (L p , L q ) boundedness theorem.
Theorem 2.14. Let us consider a function m = m(x, ℓ) satisfying (2.33). Let m(x, H) be a spectral pseudo-multiplier with symbol {m(x, ℓ)} x∈R n ,ℓ∈2N 0 +n . Under one of the following conditions
and s > 3n−1 2
Proof. Let us observe that δ(
and that
With these inequalities in mind, from Theorems 2.9 and 2.13, under one of the following conditions
. So, by the Riesz-Thorin interpolation theorem we deduce the boundedness of
So, we finish the proof.
2.4.
Lower bounds for the operator norm of multipliers on L p spaces. Now, we estimate from below the operator norm of multipliers associated to the harmonic oscillator.
Theorem 2.15. Let 1 ≤ p ≤ ∞. Let us assume that T m is a multiplier associated to the harmonic oscillator. If T m is a bounded operator on L p (R n ), then we have the following lower bound for the
Proof. For the proof we can take advantage of the orthogonality properties of the Hermite functions φ ν , ν ∈ N n 0 . By definition we have
As consequence we obtain
Thus, we end the proof.
3. Compactness of pseudo-multipliers 3.1. L 2 -compactness of multipliers. Now, we use the Fourier analysis produced by the harmonic oscillator in order to characterise the L 2 -compactness of multipliers. The following is an analogue of a criterion very well known in other settings.
Proof. In order to prove the theorem, let us first assume that T m is an
, by the Plancherel theorem we have
Consequently, we have (f, φ ν ) → 0 as |ν| → ∞. So, we conclude that in L 2 (R n ), the sequence {φ ν } ν∈N n 0 converges weakly to zero. By the compactness of T m the sequence {T (φ ν )} ν∈N n 0 converges to zero in the L 2 -norm. So,
For the proof of the converse assertion, let us assume that the sequence {m(ν)} ν∈N n 0 tends to zero as |ν| → ∞. In order to show that T m is compact, we will approximate it with operators of finite rank. So, let us define the sequence of finite rank operators T m(k) , k ∈ N, by
By the orthogonality of the Hermite functions, we have
With the last line we finish the proof.
3.2. L p -compactness and L p -boundedness for multipliers via LittlewoodPaley theory. In the preceding subsection we have characterised the compactness on L 2 (R n ) of multipliers with the Plancherel theorem as a fundamental tool. In order to investigate the L p -compactness of multipliers for 1 < p < ∞, but p = 2, we will use the Littlewood-Paley theorem (which is a partial substitute of the Plancherel theorem on L p -spaces) associated to dyadic decompositions of the spectrum of the harmonic oscillator. The main notion in the Littlewood-Paley theory is the concept of a dyadic decomposition. Here, the sequence {ψ l } l∈N 0 is a dyadic decomposition, defined as follows: we choose a function ψ ∈ D(0, ∞) supported in [ Theorem 3.2. Let 1 < p < ∞ and for every l ∈ N 0 , let us consider the multipliers T ψ l given by
Then there exist constants 0 < c p , C p < ∞ depending only on p such that
The following L p multiplier theorem provides sufficient conditions for the L pboundedness of multipliers (different from the Hörmander-Mihlin condition) and their L p -compactness.
Theorem 3.3. Let us assume that T m is a multiplier and let 1 < p < ∞. Let us assume that there exists a sequence {ν l } satisfying:
for every sequence {ν
• if |m(ν)| → 0 as |ν| → ∞, then the operator T m extends to a compact operator on L p (R n ).
Proof. Let us assume that f ∈ L p (R n ), 1 < p < ∞. By the Littlewood-Paley Theorem (see Theorem 3.2 above) we have
Taking into account both, that m is bounded and the condition (3.9) we have 
where in the last line we have used the Littlewood-Paley Theorem 3.2 again. So, we have proved the first part of the theorem. Now, if in addition |m(ν)| → 0 as |ν| → ∞, we will prove that T m can be approximated by rank finite operators and consequently we obtain the compactness of T m . Let us define for every k ∈ N the operator,
A similar argument as in the proof of the first assertion shows us that the estimate
holds true. Consequently we have the norm estimates
Remark 3.4. Let us note that m(ν) := (1 + |ν|) iτ , τ ∈ R, satisfies (3.9) and clearly it is a bounded symbol. By the preceding theorem we conclude that T m extends to a bounded operator on L p (R n ), 1 < p < ∞. Also, is easy to see that m κ (ν) := (1 + |ν|) −κ for κ > 0 satisfies (3.9) and |m κ (ν)| → 0 as |ν| → ∞. Consequently every operator T mκ extends to a compact operator on L p (R n ) for all 1 < p < ∞.
L
p -boundedness for multilinear pseudo-multipliers
In this section we analyse the boundedness of multilinear pseudo-multipliers on Lebesgue spaces which are operators defined by
, and x ∈ R n . In order to prove a general theorem on the boundedness of these operators, we establish the following proposition. 
and that κ ≥ 2. Then
, the operator T m extends to a bounded multilinear operator from
Proof. We proceed with the proof of the first statement. Since 6) similar to the previous section we will estimate |(
where T m(k) is the pseudo-multiplier associated to the symbol
and T 0 is the operator with symbol m(x, 0)δ ν,0 . For z j ∈ R n , z = (z 1 , z 2 , · · · , z κ ) ∈ R nκ , and φ ν (z) = φ ν 1 (z 1 ) · · · φ νκ (z κ ), the inversion formula for the Fourier-Hermite transform gives
Taking into account that κ ≥ 2 we write,
where we have used Remark 2.5 for the terms in the products. Consequently,
Hence we have the following estimate for the norm of T m(k) ,
and by using the following estimate in Lemma 2.4 for p = ∞, for n ≥ 2 and for n = 1, γ ∞ = 1/6), we obtain which converges provided that s > 3nκ 2 + (κ − 1)γ ∞ . Now, it is easy to see that
As a consequence we get
So, we finish the proof of the first statement. For the proof of the second statement, we observe that
where we have estimated ( R n |φ ν 1 (x) · · · φ νκ (x)| 2 dx) where we have used the crude estimate φ ν j L ∞ = O(1) for j = k, i and that the L 2 −norm of the function φ ν k is normalised. By using this and Lemma 2.2 for p = 1 we obtain ) .
Now, we only need to proceed as in the first part, in order to obtain the estimate
13)
. This difference is consequence of the different Fourier transforms that we use to classify the regularity of symbols.
In order to present our multilinear result, we will need the following interpolation theorem which is valid for general measure spaces, but for simplicity we record it on R n .
Proposition 4.4 (Riesz-Thorin Interpolation). Let us assume that a linear operator T can be extended to a bounded operator T : the operator T can be extended to a bounded operator T :
(4.20)
Although the Riesz-Thorin Interpolation Theorem is a well known result, we will use strongly the control on the norms given in (4.20) . In the following result we will consider multilinear symbols satisfying Hörmander conditions of order s > s n,κ,p := max{ 3nκ 2 + (κ − 1)n 4 , 3nκ 2 + (n − 1)(κ − 1) 2 + γ p }, with γ p defined as in (2.11). Let us note that 
