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In this work we investigate methods to improve the efficiency and scalability of quantum algo-
rithms for quantum chemistry applications. We propose a transformation of the electronic structure
Hamiltonian in the second quantization framework into the particle-hole (p/h) picture, which offers
a better starting point for the expansion of the trial wavefunction. The state of the molecular system
at study is parametrized in a way to efficiently explore the sector of the molecular Fock space that
contains the desired solution. To this end, we explore several trial wavefunctions to identify the most
efficient parameterization of the molecular ground state. Taking advantage of known post-Hartree
Fock quantum chemistry approaches and heuristic Hilbert space search quantum algorithms, we
propose a new family of quantum circuits based on exchange-type gates that enable accurate calcu-
lations while keeping the gate count (i.e., the circuit depth) low. The particle-hole implementation of
the Unitary Coupled Cluster (UCC) method within the Variational Quantum Eigensolver approach
gives rise to an efficient quantum algorithm, named q-UCC, with important advantages compared
to the straightforward ‘translation’ of the classical Coupled Cluster counterpart. In particular, we
show how a single Trotter step can accurately and efficiently reproduce the ground state energies of
simple molecular systems.
I. INTRODUCTION
Quantum computing is emerging as a new paradigm
for the solution of a wide class of problems that are not
accessible by conventional high performance computers
based on classical algorithms [1, 2]. Quantum comput-
ers can in principle efficiently solve problems that require
exponential resources on classical hardware, even when
using the best known classical algorithms. In the last few
years, several interesting problems with potential quan-
tum speedup have been brought forward in the domain
of quantum physics, like eigenvalue-search using quan-
tum phase estimation algorithms [3–6] and evaluation of
observables in quantum chemistry [7–13], e.g. by means
of the hybrid variational quantum eigensolver (VQE) al-
gorithm [14–18].
The original idea that a quantum computer can po-
tentially solve many-body quantum mechanical prob-
lems more efficiently than classical algorithms is due to
R. Feynman who proposed to use quantum algorithms to
investigate the fundamental properties of nature at the
quantum scale [19, 20], while there are still no classical al-
gorithms with favourable scaling that find the ‘exact’ so-
lution of quantum mechanical problems. Using different
systematic expansions of the many-electron wavefunc-
tion, several quantum chemistry approaches have been
∗ ita@zurich.ibm.com
proposed that can reach an arbitrary precision for the
ground state energy of the molecular Hamiltonian [21–
23]. The most commonly used variational approaches
are full Configuration Interaction (full CI) [24] and Cou-
pled Cluster (CC) [25]. However, for all these approaches
the scaling as a function of the number of degrees of
freedom N (e.g., number of electrons or number of ba-
sis functions) is very unfavorable: O(N !) in full CI [26]
and O(N10) for the CC approach when the expansion is
truncated at the fourth order in the electronic excitation
operator, named CCSDTQ (S stands for single, D for
double, T for triple and Q for quadruple excitations). At
present, the CCSD(T) expansion (that includes an ap-
proximated treatment of the triples excitations [25, 27])
with a scaling O(N7) is often considered the ‘gold stan-
dard’ for quantum chemistry calculations. Energies com-
puted at CCSD(T) level of theory have an error that lies
within the so-called chemical accuracy (errors less than
1 - 5 kcal/mol = 0.043 - 0.22 eV) for many systems (i.e.,
when no strong static correlation or multi-reference char-
acter of the ground state is present [28, 29]). The expo-
nential scaling of Hilbert space as function of the number
of qubits in quantum computers opens up new possibil-
ities for the calculation of accurate electronic structure
properties using quantum devices.
Designing quantum algorithms for quantum chemistry
calculations requires reformulating the fermionic prob-
lem into qubit operators. This includes (i) the mapping
of the original electronic structure Hamiltonian into the
corresponding qubit Hamiltonian; (ii) the preparation of
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2suitable trial wavefunctions, and (iii) the development of
an optimization scheme that converges to a ground state
solution compatible with the nature of the quantum cir-
cuit. As for the mapping (i), we will work in the second
quantization formalism (SQ) of quantum mechanics. The
main reason for this choice is that the degrees of freedom
are encoded in the expansion coefficients of the electronic
wavefunction. This avoids the costly discretization of the
physical space needed in the first quantization (FQ) pic-
ture. The SQ approach has the clear advantage of being
readily applicable to small molecular systems using state-
of-the-art quantum architectures, while methods in FQ
will require a larger number of qubits even for the simu-
lation of small systems such as H2.
The SQ Hamiltonian is formulated in the Hartree-Fock
(HF) basis and mapped to the qubit space using either
the Jordan-Wigner [30], the Bravyi-Kitaev [31] or the
parity mapping transformations [32]. This formalism
was already successfully applied to the study of a num-
ber of small size molecular systems, from molecular Hy-
drogen [33–36], H2, to Beryllium dihydrate, BeH2 [34].
While the scaling of this approach is not yet fully under-
stood, the complexity of the problem can be reduced by
the encoding of specific symmetries directly at the Hamil-
tonian level. For example, one can restrict the action of
the SQ Hamiltonian to the sector of the Fock space that
corresponds to the desired number of electrons [37] or
implement symmetry constraints [32].
The trial wavefunction (ii), can be prepared with ei-
ther of two main strategies. First, one can translate clas-
sical approaches (full CI, CC, and alike) in the qubit
language by designing circuits parametrized in the an-
gles of single and two-qubit gates. This method (that
we name classically inspired approach, CLA) was pio-
neered by several research groups worldwide [38–40] us-
ing the CC Ansatz truncated at different levels of exci-
tations. This approach suffers from different drawbacks,
e.g. the number of parameters (gate angles) increases
significantly with the number of electrons, impacting se-
riously the efficiency of the parameter optimization and
limiting therefore the scaling to larger systems. The sec-
ond approach, named heuristic sampling [34], prepares
the trial state using single qubit rotations and hardware
efficient entangler blocks that span the whole qubit reg-
ister. This heuristic approach (HEA) does not have any
equivalent ‘classical’ counterpart since it was designed
to exploit the unique capabilities of the quantum hard-
ware. In both cases (CLA and HEA trial wavefunctions),
the optimization of the parameters, point (iii), is done
using a classical optimization algorithm (e.g. the Simul-
taneous Perturbation Stochastic Approximation (SPSA)
algorithm [41]). The overall approach falls therefore into
the class of the Variational Quantum Eigensolver (VQE)
algorithm, where the exponentially hard part of the prob-
lem (the sampling of the wavefunction space) and the cal-
culation of the Hamiltonian expectation values are per-
formed in the quantum hardware, while the parameter
optimization is done in a classical computer.
The paper is organized as follows. In Section II, we dis-
cuss the mapping of the SQ Hamiltonian into the particle-
hole picture. To keep a one-to-one correspondence with
the classical UCCSD algorithm we do not perform any
additional reduction of the Hamiltonian as done in pre-
vious studies [37]. One of the aims of this work is in fact
to investigate the relations between the classical CCSD
and the quantum UCCSD algorithms to identify possible
strategies for a more efficient implementation of the CC
expansion in quantum circuits. The possibility to apply
specific parametrized particle-conserving exchange-type
gates in the heuristic approach is also discussed. Sec-
tion III discusses the implementation of the VQE algo-
rithm in the particle-hole formalism. In Section IV, we
apply these techniques to the hydrogen (H2) and water
(H2O) molecules and discuss the impact of the differ-
ent approximations. Conclusions are summarized in Sec-
tion V.
II. THEORY
The particle-hole (p/h) representation [42] provides a
better reference trial wavefunction that improves the per-
formance of the VQE optimization algorithm. The op-
timization in the particle-hole framework is performed
using two different trial wavefunction Ansätze: the CC-
based expansion [40] and the heuristic approach [34]. To
improve the efficiency and scalability of these methods we
investigate different approximations and their associated
errors.
A. Hamiltonian in the particle-hole picture
We start with the electronic structure SQ Hamiltonian
in the Hartree-Fock orbitals basis {φi(r)}Nmaxi=1 [43],
Hˆel =
∑
ij
hij aˆ
†
i aˆj +
∑
ijkl
gijkl aˆ
†
i aˆ
†
j aˆlaˆk (1)
where hij = 〈i|hˆ|j〉 are the one-electron integrals defined
as
〈i|hˆ|j〉 =
∫
dr1 φ
∗
i (r1)
(
−1
2
∇2r1 −
M∑
I=1
ZI
R1I
)
φj(r1) (2)
and gijkl = 〈ij|gˆ|kl〉 the two-electron terms given by
〈ij|gˆ|kl〉 =
∫
dr1dr2 φ
∗
i (r1)φ
∗
j (r2)
1
r12
φk(r1)φl(r2) . (3)
Here RI , ri ∈ R3 are the coordinates of atom I and elec-
tron i, respectively. In Eq. (2) M is the total num-
ber of atoms in the system, ZI are the atomic num-
bers, ∇2r1 = ∂2x1 + ∂2y1 + ∂2z1 , R1I = |r1 − RI |, and
r12 = |r1− r2|. Throughout the paper we use the ‘physi-
cists’ notation for the definition of the two-electron in-
tegrals [43]. The Hamiltonian in Eq. (1) acts in the
3Fock space F = ⊕NmaxN=0 AH⊗N with particle number
N ∈ {0, . . . Nmax}, where H is the one-particle Hilbert
space and A the anti-symmetrizing operator.
To move to the p/h representation, we start with the
definition of a new vacuum state in the N -particle sector
of the Fock space
|Φ0〉 =
N∏
i=1
aˆ†i |vac〉 , (4)
which coincides with the Slater determinant solution of
the HF problem with N electrons. The set of HF orbitals
contributing to |Φ0〉 are called occupied {φi(r)}Ni=1, while
all others high energy orbitals are called unoccupied or
virtual, {φi(r)}Nmaxi=N+1. In this work, we will use the fol-
lowing notation for the orbital indices: i, j, k, l: for occu-
pied orbitals; m,n, p, q: for virtual (unoccupied) orbitals;
r, s, t, u for either types. A generic state can then be gen-
erated from the new ground state |Φ0〉 using excitation
operators that create holes within the set of occupied
orbitals and particles within the unoccupied or virtual
set. For instance, the excitation operator aˆ†maˆi excites
one electron from the occupied HF orbital φi(r) into the
unoccupied orbital φm(r). The holes and particles gen-
erated by the excitation operators with respect to the
ground state |Φ0〉 are called quasi-particles. The corre-
sponding creation and annihilation operators are defined
by
bˆ†i = aˆi (hole creation) (5)
bˆ†m = aˆ
†
m (particle creation) (6)
bˆi = aˆ
†
i (hole annihilation) (7)
bˆm = aˆm (particle annihilation) (8)
and still fulfill the fermionic anti-commutation relation
statistics. In the ‘quasi-particle’ framework we can de-
fine a normal ordering operator Nˆb[. . . ]. With Nˆb we
define an equivalent electronic structure Hamiltonian in
the particle-hole (p/h) picture that has |Φ0〉 as reference
(vacuum) state. This Hamiltonian is
Hˆp/h =EHF +
∑
rs
〈r|Fˆ |s〉Nˆb[aˆ†raˆs]
+
1
2
∑
srtu
〈rs|gˆ|tu〉Nˆb[aˆ†raˆ†saˆuaˆt] (9)
where
EHF =
∑
i
〈i|hˆ|i〉+ 1
2
∑
ij
(〈ij|gˆ|ij〉 − 〈ij|gˆ|ji〉) (10)
is the reference energy and 〈r|Fˆ |s〉 is the Fock matrix
〈r|Fˆ |s〉 = 〈r|hˆ|s〉+
∑
i
(〈ri|gˆ|si〉 − 〈ri|gˆ|is〉) . (11)
In Eq. (9), the normal ordering operator Nˆb acts on the
p/h operators {bˆr, bˆ†s}, which appear after applying the
transformations in Eq. (5)-(8).
The advantage of this transformation is evident if we
think about perturbation theory applied to the ground
state in Eq. (4). Only after redefining the normal order-
ing as in Eqs. (5)-(8) it is possible to obtain an efficient
perturbative expansion using Wick’s theorem, which in-
dependent of the number of electrons in the system. Note
that the transformation to the p/h picture can be ob-
tained by applying a rotation to the HF ground state or
by performing the transformation described above lead-
ing to the p/h Hamiltonian in Eq. (9). For practical con-
venience, we chose the second approach as in the VQE
algorithm the Hamiltonian is a measured quantity while
the wavefunction is encoded in the qubit register and
therefore it should be kept in its original form [44].
B. Trial wavefunctions
The trial wavefunctions are constructed applying a set
of perturbations (‘excitations’) to the HF ground state
wavefunction, |Φ0〉. The perturbations are controlled by
a set of parameters (gate angles) that are then optimized
until convergence is reached.
We can identify two main classes of trial wavefunctions:
The first one, based on the CC Ansatz, provides a con-
trollable and intuitively simple expansion of the initial
HF wavefunction combined with an efficient parameter-
ization of the final state, minimizing therefore the num-
ber of independent parameters. The unitary version of
the CC approach (UCC [45]), is more suited for appli-
cations in quantum computing due to the properties of
the applied gate operations. While often implemented as
a variational approach, UCC still differs from the truly
variational version of CC (vCC) [46]. However, the dif-
ference between the UCC and variational-CC energies is
in general very small [47].
The second class of trial wavefunctions is based on
quantum algorithms that have no strict classical equiva-
lent. In fact, these approaches are not based on a con-
trolled perturbative expansion around a zero-order solu-
tion (e.g., the HF state) but instead they aim at sampling
in the most efficient way possible the relevant portion of
the Hilbert space that contains the solution.
1. The UCC Ansatz
In UCC the trial wavefunction is parametrized using
the following Ansatz
|Ψ(~θ)〉 = eTˆ (~θ)−Tˆ †(~θ)|Φ0〉 (12)
4where Tˆ (~θ) = Tˆ1(~θ)+ Tˆ2(~θ)+ · · ·+ Tˆn(~θ) is the excitation
operator to order n with
Tˆ1(~θ) =
∑
i;m
θmi aˆ
†
maˆi (13)
Tˆ2(~θ) =
1
2
∑
i,j;m,n
θm,ni,j aˆ
†
naˆ
†
maˆj aˆi (14)
(with equivalent expressions for higher orders) and ~θ =
{{θmi }, {θm,ni,j }, . . . } is a collective vector for all expansion
coefficients. In the following, we will restrict our imple-
mentation to the UCCSD case i.e, Tˆ = Tˆ1(~θ)+ Tˆ2(~θ), the
extension to higher excitations does not imply any fur-
ther development but only requires the implementation
of longer circuits that are at present unpractical from
experimental, as well as simulation perspectives.
The correlation energy of the system (i.e., the correc-
tion to the HF energy) is given by 〈Ψ(~θ)|Hˆp/h|Ψ(~θ)〉 −
EHF using the p/h Hamiltonian of Eq. (9). The VQE
algorithm will find the optimal ~θ parameters from which
the correlated ground state energy is obtained
EGS = EHF + E
corr
UCCSD(
~θmin) (15)
where EHF = 〈Φ0|Hˆel|Φ0〉.
The circuits for the implementation of the UCCSD
trial wavefunction (see Fig. 1) are constructed following
the prescriptions in [3, 38, 40] and implemented in the
IBM software package QISKit [48].
Particularly challenging for the implementation of
UCCSD expansion is the mapping to circuits of the ex-
ponentiation in Eq. (12), which results in a circuit depth
that scales as O
((
Nocc
2
)× (Nvirt2 )×Nqubits), where Nocc
(Nvir) is the number of occupied (virtual) orbitals that
take part to the excitations. In this work, we therefore
investigate the impact of some approximations used for
the implementation of the UCC expansion in quantum
circuits. In particular, we will focus on the effect of ap-
plying an increasing number of Trotter steps, n, in the
approximation of the expansion
e(Aˆ+Bˆ) = lim
n→∞
(
e
Aˆ
n e
Bˆ
n
)n
, (16)
in the case of non-commuting operators Aˆ and Bˆ. This
situation occurs for instance when dealing with terms of
the form Aˆ = θmi (aˆ
†
i aˆm−aˆ†maˆi) and Bˆ = θmnij (aˆ†i aˆ†maˆkaˆn−
aˆ†naˆ
†
kaˆmaˆi).
Finally, it is important to stress that the classical (non-
variational) CCSD approach [25] leads in fact to a set of
closed equations for the parameters in Eqs. (13) and (14)
by fully exploiting the commutation relation of the Tˆ1
and Tˆ2 operators and the properties of the normal or-
dering operator. However, these properties are not ap-
plicable in the ‘variational’ UCCSD formulation due to
the replacement of the Tˆi by the (Tˆi − Tˆ †i ) operators for
i = 1, 2. More details on the approximations used in the
UCCSD approach are summarized in Appendix A.
(a)
(b)
FIG. 1. Circuits for the exponentiation of the single
(a) and double (b) excitation operators (aˆ†paˆr − h.c.) and
(aˆ†paˆ
†
qaˆraˆs−h.c.), which contribute to Tˆ1 and Tˆ2, respectively.
The p, q indices refer to virtual and r,s to occupied orbitals.
The generic state |.〉 corresponds to |1〉 in case it is part of
the occupied manifold and |0〉 otherwise. The repeated units
across several qubits are shown in dashed lines. The definition
of the gates that span more than two qubits (dashed lines) is
given in Appendix B.
2. The Heuristic Ansatz
In addition to the UCC Ansatz, in this work we also
investigate the adjustment of the HEA approach to the
p/h formalism. In particular, we design particle conserv-
ing entangler blocks to constrain the wavefunction search
to the sector of Hilbert space with a constant number of
particles and we investigate the advantage of using hard-
ware specific exchange-type gates [49–51]. The prepa-
ration of the heuristic trial states comprises two types
of quantum operations, single-qubit Euler rotations Uˆ(~θ)
with angles ~θ and an entangling drift operation Uˆent(~θ)
acting on pairs of qubits. The N -qubit trial states are
obtained by applying a sequence of D entanglers Uˆent al-
ternating with the Euler rotations on the N -qubits to the
HF ground state |Φ0〉,
|Ψ(~θ)〉 =
D−times︷ ︸︸ ︷
UˆD(~θ)Uˆent . . . Uˆ
1(~θ)Uˆent Uˆ
0(~θ)|Φ0〉 (17)
5The choice of the initial HF state |Φ0〉 improves the
efficiency of the searching algorithm, avoiding Barren
plateaus in Hilbert space [52].
This gate sequence has p = N(3D + 2) independent
angles. In full analogy with our UCC approach, we make
use of the particle-hole Hamiltonian Hˆp/h expressed in
terms of the HF orbitals instead of the original Hamil-
tonian in second quantization (Eq. (1)) as done in [34].
Within this framework the most suited entangler blocks
are made up of particle-conserving gates, i.e. gates that
conserve the number of excited qubits.
More specifically, the single-qubit operations are de-
composed into rotations about the x− and the z−axes,
Uˆq,k(~θ) = Zˆq
θq,k1
Xˆq
θq,k2
Zˆq
θq,k3
, where
Xˆq(θq,kj ) = exp
[
−iθq,kj σˆxq /2
]
(18)
denotes the unitary operation acting on qubit q at the
i-th position of the gate sequence (similarly for Zˆq(θq,kj ))
[3, 53].
In this work, we investigate the performance of three
different entangler blocks, U (1−3)ent (Fig. 2), composed by:
(1) the particle conserving two-parameter exchange-type
gate, defined by
U1,ex(θ1, θ2) =

1 0 0 0
0 cos θ1 e
iθ2 sin θ1 0
0 e−iθ2 sin θ1 − cos θ1 0
0 0 0 1
 (19)
parametrized by the angles θ1 and θ2 [51], (2) the particle
conserving single-parameter exchange-type gate
U2,ex(θ) =
1 0 0 00 cos 2θ −i sin 2θ 00 −i sin 2θ cos 2θ 0
0 0 0 1
 (20)
parametrized by angle θ [49], and (3) the entangler block
composed by all-to-all CNOT gates, UCNOT. Note that
U2,ex is a special case of U1,ex, but the entangler block
associated to it (Fig. 2, panel b) also comprises single
qubit rotations (the decomposition of U1,ex and U2,ex in
elementary gates is given in Appendix C). The first two
gates are, for example, capable of implementing directly
in hardware a particle-conserving SWAP gate in a single
step. The structures of the three entangler blocks used in
this work are shown in Fig. 2. Note that in the first case
there is no need to introduce one-qubit rotation gates.
The last entangler does not conserve the particle num-
ber and therefore the optimization can explore alterna-
tive paths through regions of the Fock space that have a
different number of electrons than in the initial state. To
constrain the final number of electrons to a fixed num-
ber N , we can add an extra potential term to the p/h
Hamiltonian
Hˆ
p/h
N = Hˆ
p/h + µ (〈Nˆ〉 −N)2 (21)
(a)
(b)
(c)
FIG. 2. Definition of the three entangler blocks: (a) U (1)ent , (b)
U
(2)
ent and (c) U
(3)
ent , composed by the U1,ex , see Eq. (19), U2,ex,
see Eq. (20) and CNOT gates, respectively. The repeated
units across several qubits are shown in dotted boxes (see
Appendix B).
where Nˆ is the number operator and µ is a tunable pa-
rameter. This term can be switched on gradually during
the optimization to increase flexibility during the first
steps of the optimization.
6C. Reduction of the Hilbert space
In addition to the development of efficient methods
for the generation of trial states, other strategies can be
implemented to make computations more efficient.
a. Effective Core Potentials. The number of degrees
of freedom can be reduced by replacing the inert electrons
in the innermost nuclear shells of Eq. (2) with an effective
core potential given by
hECPij =
∫
dr1 φ
∗
i (r1)
(
−1
2
∇2r1 −
M∑
I=1
VECP(r1I)
)
φj(r1)
(22)
where VECP (r1I) is defined in ref. [54].
In practice, this allows us to restrict the number of ba-
sis functions and consequently the number of HF orbitals
(and therefore qubits) used to expand the Hamiltonians
Hˆel (Eq. (1)) and Hˆp/h (Eq. (9)).
b. Selection of the Active Space. In the UCC ap-
proach one can further reduce the Hilbert space in which
to search to a subspace generated by the ‘reduced’ oper-
ators
Tˆ ′1(~θ) =
∑
i′;m′
θm
′
i′ aˆ
†
m′ aˆi′ (23)
Tˆ ′2(~θ) =
∑
i′,j′;m′,n′
θm
′,n′
i′,j′ aˆ
†
n′ aˆ
†
m′ aˆj′ aˆi′ (24)
where the indices i′, j′ run over a subset of occupied or-
bitals: i′, j′ ∈ {iF −Nocc, . . . , iF }, and m′, n′ over a sub-
set of virtual orbitals: m′, n′ ∈ {iF +1, . . . , iF +1+Nvir};
iF is index of the highest occupied HF orbital, Nocc
is the number of occupied and Nvir is the number of
virtual orbitals included in the expansions in Eqs. (23)
and (24). This is similar to the Complete Active Space
self-consistent field (CASSCF) method used to reduce the
costs of CI calculations [55]. The selection of the active
space is often dictated by the nature of the orbitals in-
volved in the expansion and the overlaps among them.
Using an active space in quantum algorithms shortens
the overall circuit depth therefore making better use of
the limited qubit coherence time [56].
III. IMPLEMENTATION OF THE VQE
ALGORITHM IN THE P/H PICTURE
Using the VQE algorithm with the p/h formalism re-
quires:
(i) calculating the HF orbitals and storing the needed
matrix elements: 〈i|hˆ|i〉 and 〈ij|gˆ|ji〉 using a clas-
sical computer;
(ii) performing a fermion-to-qubit transformation us-
ing the Jordan-Wigner [30, 57] procedure;
(iii) generating the the trial wavefunctions starting from
the HF ground state |Φ0〉 = |11 . . . 100 . . . 0〉 (with
N ‘1’ entries) by applying the circuits in Fig. 1
(UCCSD approach) and and Fig. 2 (heuristic ap-
proach) to |Φ0〉. In the first iteration the gate an-
gles are chosen from a uniform distribution between
0 and 2pi;
(iv) the expectation value for the p/h Hamiltonian
Hˆp/h using the quantum computer;
(v) the energy (parametrized in the gate angles) to
a classical algorithm that performs an optimiza-
tion step in the parameter space and returns the
updated values to point (iii); in this work, the
optimization is performed using the BFGS algo-
rithm [40, 58].
The steps (iii) to (v) are iterated until convergence is
reached.
IV. RESULTS AND DISCUSSION
In this section, we report and discuss the results ob-
tained from the application of the theoretical develop-
ments presented in Section II on the simulation of two
relatively simple molecules, hydrogen (H2) and water
(H2O), which incorporate most of the complexity re-
quired to illustrate the efficiency of the different advance-
ments.
All calculations are performed using the 6-31G basis
set leading to a Hilbert space of dimension 28 (where
8 corresponds to the total number Nmax of HF or-
bitals, occupied and virtual) for the case of molecular
hydrogen and of dimension 212 for the water molecule
(Nmax = 12). Further, we replaced the 1s core electrons
of oxygen with the corresponding Effective Core Poten-
tials (ECPs), meaning that only 8 electrons are consid-
ered in the valence shell of H2O. However, as discussed
in Section IVB1, we also used active spaces to further
restrict the search of the ground state wavefunction to a
smaller sector of the Hilbert space.
A. The particle/hole Hamiltonian
The choice of the p/h Hamiltonian introduced in Sec-
tion IIA, Eq. (9), brings several important advantages
compared to the plain molecular Hamiltonian in second
quantization (Eq. (1)). By shifting the reference state to
the HF ground state, we achieve faster convergence since
the optimization only concerns the correlation energy,
which in general amounts to only a few percent of the
total energy. In Table I, we compare the performance of
the VQE algorithm for the optimization of the electronic
structure of H2 based on the p/h and plain molecular
Hamiltonians (Eq. (1) and Eq. (9), respectively). The
calculations are done for both types of wavefunction An-
sätze: UCCSD and heuristic. In the UCCSD case, the
7circuit corresponding to the exponentiation of the oper-
ators Tˆ1 and Tˆ2 (in Eqs. (13) and (14)) is the same for
both Hamiltonians and therefore we do not expect any
benefit from the p/h approach in terms of the reduction
of the gate count. However, the optimization of the pa-
rameters becomes notably more efficient using the p/h
Hamiltonian. The number of BFGS iterations required
to achieve a convergence of 10−7 Ha decreases from 53
for the plain Hamiltonian to 27 in the p/h case. Most im-
portantly, the number of circuit measurements required
for the full optimization also drops from 3383 × Ns for
the plain Hamiltonian to only 1471×Ns in the p/h for-
malism, where Ns is the number of shots used to evaluate
the energy. Combining these effects, we observe an over-
all speed-up in the p/h implementation of UCCSD of
about a factor 2 to 3.
TABLE I. Statistics on the simulation of the ground state
energy for H2 using the original Hamiltonian in second quan-
tization (Eq. (1)) and the p/h Hamiltonian (Eq. (9)). Results
are given for the UCCSD expansion (with a single Trotter
step, see Section IVB2) and three heuristic approaches using
U
(1)
ent , U
(2)
ent and U
(3)
ent gates. Comparison is based on: number
of Pauli strings evaluations for determination of the gradients
in parameter space (Eval.), number of optimization steps in
the BFGS algorithm (Iter.), number of single-qubit (1qG)
and two-qubit (2qG) gates, total number of parameters
(Par.), and the number of entangling blocks (D).
SQ Hamiltonian
UCCSD Heuristic
U
(1)
ent U
(2)
ent U
(3)
ent
Full Equil Full Equil Full Equil Full
Eval.(103) 3.3 35 38.4 12.5 19 28.6 -
Iter. 53 740 812 59 88 420 -
1qG 708 0 0 64 96 112 >144
2qG 608 56 70 56 84 392 >504
Par. 15 112 140 120 180 112 >144
D - 8 10 8 12 14 >18
SQ Particle-Hole Hamiltonian
UCCSD Heuristic
U
(1)
ent U
(2)
ent U
(3)
ent
Full Equil Full Equil Full Equil Full
Eval.(103) 1.5 21.4 32.1 10.7 14.8 17.2 -
Iter. 27 421 578 52 78 254 -
1qG 708 0 0 64 96 112 >144
2qG 608 42 70 56 84 392 >504
Par. 15 84 140 120 180 112 >144
D - 6 10 8 12 14 >18
The situation is similar in the heuristic wavefunc-
tion approach using either U (1)ent or U
(2)
ent entangler blocks.
In these cases, the number of entangler blocks, D in
Eq. (17), is increased until convergence of the final en-
ergy is reached, i.e., |EDheur − Eexact| < , where EDheur
is the energy of the heuristic approach with D blocks
and  is the chemical accuracy. Column ‘Equil’ in Ta-
ble I reports the values required for convergence at the
equilibrium position (∼ 0.7 Å), while ‘Full’ refers to the
numbers obtained when convergence is imposed over the
entire dissociation path (maximum value over the entire
dissociation path). At each value of D, the number of
iterations of the classical optimizer (‘Iters’ in Table I) is
determined by the convergence criteria set for the energy
difference between two consecutive iterations (< 10−7
Ha). We first observe that using the p/h Hamiltonian
(at the equilibrium distance, ‘Equil.’) the same accuracy
(10−7 Ha) can be achieved with only 6 entangler blocks
compared to the 8 required when using the plain Hamil-
tonian. This has the effect of reducing, at least in the
case of the U (1)ent , both the number of parameters (from
112 to 84) and the total number of gate operations (from
56 to 42). As in the UCCSD case, also in the heuristic
approach the number of iterations as well as the number
of circuit evaluations drop significantly when using the
p/h Hamiltonian. For the case in which chemical accu-
racy is required at all distances (Table I, columns ‘Full’),
we see an overall gain for the heuristic implementation of
the p/h approach of about a factor 3 to 4 compared to
standard SQ Hamiltonian (Eq. (1)).
We also note that the convergence with the CNOT en-
tanglers requires in general a larger number of resources
and in some cases (CNOT/Full in Table I) it is not pos-
sible to reach a solution within chemical accuracy with
less than 18 blocks.
B. The UCCSD Ansatz
The quantum algorithm based on the UCCSD Ansatz
for the molecular wavefunction is obtained by directly
mapping the exponentials in Eqs. (13) and (14) into the
corresponding quantum circuits (see Fig. 1). In this work
we investigate two developments of the UCC approach
that lead to a simplification of the corresponding quan-
tum algorithm by reducing the circuit depth. The first
one is based on the restriction of the Hilbert space using
an active space as described in Section IVB1. The other
one consists on the exploitation of the variational charac-
ter of the UCCSD Anzatz, which introduces the possibil-
ity of ‘absorbing’ the effect of some approximations (e.g.,
the Trotter decomposition) through a suitable modifica-
tion of parameters used to span the wavefunction space.
1. Active space in the UCCSD approach
We start with the simulation of the hydrogen molecule.
As mentioned above, the 6-31G basis set [59] leads to a
Hilbert space spanned by 8 HF orbitals, 2 occupied and
6 virtuals (i.e., unoccupied). Note that in order to keep
a one-to-one correspondence with the classical UCCSD
algorithm we do not perform any additional reduction of
the Hamiltonian as was done in previous studies [37].
8Fig. 3 shows the dissociation profile for the H2 molecule
computed using VQE approach and the UCCSD Ansatz
with different sizes of the active space (AS) ranging from
a minimum of 4 to the full space. For all choices of the
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FIG. 3. Upper panel: Dissociation profile of the H2 molecule
for different definitions of the active space (AS). AS 4 (or-
ange): only 2 occupied and 2 virtual orbitals are considered
in the definition of the Tˆ1 and Tˆ2 operators; AS 6 (green): 2
occupied and 4 virtual orbitals; AS 8 (blue): 2 occupied and
6 virtual orbitals. The red curve corresponds to the refer-
ence HF calculation and the black one is the analytic solution
evaluated using the p/h Hamiltonian expanded in the full (12
qubit) space. Lower panel: Corresponding energy errors along
the dissociation profile. The blue shaded area corresponds to
the energy range within chemical accuracy.
active space, we observe a noticeable improvement of the
evaluated dissociation curve compared to the zero-order
approximation given by HF profile (red line). More inter-
estingly, the results obtained with the smallest AS (AS4)
already provide a qualitatively correct curve that runs ap-
proximately in parallel to the exact solution obtained by
diagonalizing the p/h Hamiltonian in the chosen basis set
(6-31G). By increasing the size of the active space we ob-
serve a gradual improvement of the quality of computed
dissociation curve with errors that approaches chemical
accuracy (set to 0.5× 10−2 Ha).
Fig. 4 reports the same energy profiles for the asym-
metric stretch of a O-H bond of a water molecule. The
exact solution is computed using a direct diagonalization
of the p/h Hamiltonian generated using the first 12 low-
est energy HF orbitals, among which 8 are occupied. In
this case the different active spaces (AS4, AS6, AS8) are
defined by the size of occupied HF orbitals included in
the expansions for the Tˆ1 and Tˆ2 operators (see inset of
Fig. 4). As for the case of the hydrogen molecule, the
correction to the HF profile is large for all choices of the
active space and the error decreases monotonically as the
number of electrons included increases. The largest de-
viations are measured for the intermediate bond lengths,
while the error goes below the line delimiting chemical
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FIG. 4. Upper panel: Dissociation profile of the H2Omolecule
for different definitions of the active space (AS). AS 8 (or-
ange): 4 HF orbitals (starting form the highest occupied one,
see inset) and all virtual orbitals are considered in the defini-
tion of the Tˆ1 and Tˆ2 operators; AS 10 (green): 6 occupied and
all virtual orbitals; AS 12 (blue): 8 occupied and all virtual
orbitals. The red curve corresponds to the reference HF cal-
culation and the black one is the analytic solution evaluated
using the p/h Hamiltonian expanded in the full (12 qubit)
space. Lower panel: Corresponding energy errors along the
dissociation profile. The blue shaded area corresponds to the
energy range within chemical accuracy.
accuracy (shaded blue region) at the distances below the
equilibrium value (< 1 Å) and in the dissociation limit
(> 2 Å). The intermediate range corresponds to geome-
tries close to the so-called Coulson-Fisher point where
spin-symmetry breaking can occur [60].
2. Trotter error in UCCSD
A major drawback of the UCCSD implementation are
the errors introduced by the Trotter factorization of
Eq. (12).
In this section, we investigate the convergence of the
energy Ean/nUCCSD as a function of the number of Trotter
steps, n. The expansion in Eq. (12) can be written
e(Tˆ1−Tˆ
†
1 )+(Tˆ2−Tˆ †2 ) ≈
(
e(Tˆ1−Tˆ
†
1 )/n e(Tˆ2−Tˆ
†
2 )/n
)n
, (25)
and becomes exact in the limit n → ∞. To this end,
we designed a series of test calculations, which probe the
origin of the different errors arising from the truncation
at second order in UCCSD and the used of the Trotter
decomposition.
To simplify the discussion, we report a summary of
the different simulations and the corresponding approx-
imations in Table II. As a reference, we take the first
eigenvalue from the diagonalization of the p/h Hamilto-
nian in Eq. (9), Ediag. The energy EanUCCSD is evaluated
9TABLE II. Summary of the different simulations used to de-
scribe the approximations in UCCSD. More details in the
text.
Description Approximations
Ediag diagonalization of Hˆp/h Exact
EanUCCSD
analytic UCCSD (matrix repr.)
Truncation at Tˆ2
using exact exponentiation
E
an/n
UCCSD
analytic UCCSD (matrix repr.) Truncation at Tˆ2
using n Trotter steps & Trotter error
E
circ/n
UCCSD
UCCSD/VQE in circuits Truncation at Tˆ2
using n Trotter steps & Trotter error
using optimization of the UCCSD coefficients in the ma-
trix representation of the expansion in Eqs. (13) and (14)
(exact exponentiation in Eq. (12)). The difference Ediag-
EanUCCSD is a measure for the error introduced by the
truncation of the excitation operator at second order
Tˆ = Tˆ1 + Tˆ2. Finally, the energies E
an/n
UCCSD and E
circ/n
UCCSD
are computed using the approximated Trotter expansion
with n steps, Eq. (25), in the matrix and circuit repre-
sentations (Fig. 1), respectively. This energy difference
provides a clear measure of the error introduced by the
truncation of the Trotter expansion to n-order. Due to
the perfect agreement between the values of Ean/nUCCSD and
E
circ/n
UCCSD (data not shown), in the following we will only
use Ecirc/nUCCSD.
In Fig. 5, we summarize the results for the Trotter ap-
proximation in the Hydrogen molecule. Without loss of
generality, we will focus on a single geometry correspond-
ing to a bond length of 0.592 Å. As reference energy we
take the analytic value Ediag. The exact UCCSD expan-
sion coefficients are obtained using the VQE algorithm
and the analytic representation of the exponentiations in
Eqs. (13) and (14). Using these coefficients θopt (cor-
responding to the energy EanUCCSD), we recompute the
energies
E
opt/n
UCCSD(n) = 〈ψTr(~θopt, n)|Hˆp/h|ψTr(~θopt, n)〉 (26)
using a n-steps Trotter expansion. |ψTr(~θopt, n)〉 corre-
sponds to the state obtained using the the optimized an-
gles ~θopt and the right-hand side of Eq. (25) (with vari-
able n) instead of the exact expression (left-hand side of
Eq. (25)). The error with respect to the exact energy is
given by the green circles in Fig. 5. Interestingly enough,
when we apply the VQE approach and therefore a full
reoptimization of the parameters at each value of n, we
obtain the energies (Fig. 5, red triangles)
E
circ/n
UCCSD(n) = min
~θ
〈ψTr(~θ, n)|Hˆp/h|ψTr(~θ, n)〉 , (27)
which show a negligibly small error |Ediag-Ecirc/nUCCSD(n)|,
independent from the number of Trotter steps (see
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FIG. 5. Convergence of the Trotter error as a function of the
Trotter expansion coefficient n in Eq. (25) for the UCCSD en-
ergy of H2 at a bond length of 0.592 Å. The reference energy,
Eexact, corresponds to Ediag from Table II. Green circles: an-
alytic dependence of the Trotter error (Eopt/nUCCSD in Eq. (26)).
Red triangles: Trotter errors obtained after the optimization
of the angles ~θ at each value of n using the VQE approach
(Ecirc/nUCCSD(n) in Eq. (27)).
also [61]). Already with n = 1 we measure an error
smaller than 10−10 Ha, i.e., well below chemical accu-
racy. This result implies that the flexibility introduced
by the large number of parameters in VQE can varia-
tionally absorb the Trotter error even at n = 1. There-
fore, the UCCSD approach based on VQE algorithm de-
viates from what would be the one-to-one mapping of
the classical CCSD expansion, becoming a mixed CLA-
HEA approach that we name q-UCCSD. This very im-
portant result can enormously impact the future imple-
mentation of the UCCSD Ansatz in quantum circuits for
large molecules since the Trotter expansion can be im-
plemented in one step, reducing the circuit depth.
C. The heuristic Ansatz
In this Section we further develop methods of the
heuristic wavefunction Ansatz that were introduced
in [34]. As in the case of UCCSD, we begin by encoding
the qubits the occupancy of the molecular HF orbitals in-
stead of atomic ones. Then, following the developments
in the theory section, we combined the heuristic VQE ap-
proach with the p/h Hamiltonian, which provides a more
efficient starting point for optimization of the ground
state energy. Within this framework, we also made use
of the ECPs to decrease the number of degrees of free-
dom. In particular, we compared the level of accuracy
and the efficiency of the three entangler blocks defined
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in Section II B 2 (see Fig. 2). In the case of the non-
particle conserving entangler (UCNOT) the chemical po-
tential term of Eq. (21) is added to the p/h Hamiltonian.
The number of entangler blocks for each heuristic Ansatz
is fixed by imposing an energy accuracy of 10−7 Ha at
the equilibrium position. By increasing the number of
blocks it is possible to achieve convergence within chem-
ical accuracy along the entire dissociation profile, at the
cost of further increasing the circuit depth (see Table I).
The dissociation curve for the H2 and H2O molecules
computed using the p/h Hamiltonian and the three en-
tangler blocks U (1−3)ent are shown respectively in Figs. 6
and 7. As reference, we also plot the HF profile and
the reference curve obtained from the diagonalization of
the p/h Hamiltonian. We observe that both particle-
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FIG. 6. Dissociation profiles of the H2 molecule computed
using the p/h Hamiltonian and the heuristic Ansatz for the
trial wavefunction. The blue crosses and green dots are ob-
tained using the particle-conserving entanglers U (1)ent and U
(2)
ent ,
respectively. The cyan triangles are computed using the non
particle-conserving operator circuit U (3)ent . The shaded area
corresponds to the chemical accuracy energy range. For all en-
trangler types, the number of repeated blocks, D in Eq. (17),
was set to 8.
conserving entanglers (U (1)ent , and U
(2)
ent) produce very sim-
ilar profiles with very small deviations around the equi-
librium position that become increasingly larger as the
distance between the two hydrogen atoms increases. The
non particle-conserving entangler (U (3)ent) shows larger de-
viations over the entire distance range (compared to the
exact energy, Ediag). The reason for this discrepancy can
be twofold. It may arise form a sampling deficiency of
the CNOT gate sequence, or by an intrinsic convergence
problem related to the much larger size of the sampling
space (the Fock space with variable number of electrons).
Comparing with the UCCSD results, we observe that
with the quoted number of entangler blocks we do not
achieve chemical accuracy at large distances (R > 1.3 Å).
On the other hand, in the case of the water molecule both
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FIG. 7. Dissociation profiles of the H2O molecule computed
using the p/h Hamiltonian and the heuristic Ansatz for the
trial wavefunction. The blue crosses and green dots are ob-
tained using the particle-conserving entanglers U (1)ent and U
(2)
ent ,
respectively. The cyan triangles are computed using the non
particle-conserving operator circuit U (3)ent . The shaded area
corresponds to the chemical accuracy energy range. For all en-
trangler types, the number of repeated blocks, D in Eq. (17),
was set to 20.
Uˆ
(1)
ent and Uˆ
(2)
ent entanglers are within chemical accuracy all
along the dissociation path.
V. CONCLUSIONS
In this work we examine the implementation of differ-
ent quantum algorithms for the calculation of the ground
state energy of simple molecular systems in quantum
computers. In particular, we show that the reformula-
tion of the molecular Hamiltonian in second quantization
using the particle-hole (p/h) picture brings important ad-
vantages in terms of computational efficiency and accu-
racy. By shifting the reference state from the vacuum
to the HF wavefunction, this approach provides a better
starting point for a systematic expansion of the molecular
wavefunction, which leads to a faster convergence of the
correlation energy Ecorr = EGS−EHF. We also analyzed
the effects of restricting the Hilbert space to the subspace
of chemically active valence electrons. By replacing core
electrons with the corresponding effective core potentials,
we obtain a modified p/h-Hamiltonian, which can repro-
duce ground state molecular energies within chemical ac-
curacy using a reduced number of qubits.
Additionally, we also investigate the implementation of
two different wavefunction Ansätze for the optimization
of the ground state energy within the Variational Quan-
tum Eigensolver (VQE) algorithm. The first one is based
on an adaptation of the Coupled Cluster expansion se-
ries used in quantum chemistry. We show that within the
VQE framework the exponentiation of the cluster opera-
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tors (see Eq. (12)) can be efficiently approximated with
a single Trotter step, while keeping a good level of accu-
racy for the ground state energy (errors below 10−10 Ha
in simulations). This surprising result can be explained
with the flexibility of the variational quantum algorithm,
which relies on an efficient parametrization of the Hilbert
space that can ‘absorb’ the error introduced by the Trot-
ter approximation. As such, this VQE implementation of
the CC approach looses its original one-to-one correspon-
dence with the original classical algorithm and acquires
a different, variational, character. For this reason we
introduced the q-UCC acronym to define the quantum
version of the classical CC approach. The use of a sin-
gle Trotter step has also important implications for the
implementation of the CC algorithm in real hardware
since it implies a drastic reduction (of about a factor
103) in the number of gates required. The second ap-
proach is based on the heuristic wavefunction expansion
introduced originally in Ref. [34]. In this case, we pro-
posed a set of specialized exchange-type two-qubit gates,
which substantially improve the efficiency of the entan-
gler blocks used to generate the trial wavefunctions in the
VQE approach. The success of both exchange-type gates
is related to their particle-conserving property, which en-
ables to restrict the sampling of the Hilbert space within
the relevant subspace with the correct number of elec-
trons.
We apply these developments to the study of the dis-
sociation curves of molecular hydrogen (H2) and water
(H2O). The p/h Hamiltonian shows clear advantages
compared to original Hamiltonian in terms of implemen-
tation (shorter circuit depth) and convergence efficiency
(smaller number of iterations). We showed that both
wavefunction Ansätze can converge the ground state en-
ergy within chemical accuracy. In the q-UCC approach,
the possibility to define active spaces, which confine the
excitations to a subset of the occupied and virtual or-
bitals, can be used to further reduce the gate count while
keeping a good and controllable level of accuracy.
In conclusion, we show that within the p/h-formalism
it is possible to design valid quantum algorithms for the
solution of electronic structure problems in near-term
quantum computers with a favourable scaling in terms
of parameters and gate counts.
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Appendix A: Approximations in UCCSD
The q-UCC expansion operator for the HF ground
state |Φ0〉 is given by
Uˆ(~θ) = eTˆ (
~θ)−Tˆ †(~θ) (AA.1)
With the excitation operator Tˆ (~θ) = Tˆ(1)(~θ) + Tˆ(2)(~θ)
restricted to the single Tˆ(1)(~θ) and double Tˆ(2)(~θ) excita-
tions, Eq. (AA.1) becomes
Uˆ(~θ) = e
Tˆ(1)(~θ)+Tˆ(2)(~θ)−Tˆ †(1)(~θ)−Tˆ
†
(2)
(~θ)
. (AA.2)
Substituting Tˆ(1)(~θ) =
∑
ij θij aˆ
†
i aˆj and Tˆ(2)(~θ) =∑
ijkl θijklaˆ
†
i aˆ
†
j aˆkaˆl, Eq. (AA.2) reads
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Uˆ(~θ) = exp
(∑
ij
θij aˆ
†
i aˆj +
∑
ijkl
θijklaˆ
†
i aˆ
†
j aˆkaˆl
−
∑
ij
θij aˆ
†
j aˆi −
∑
ijkl
aˆ†l aˆ
†
kaˆj aˆi
)
(AA.3)
with ~θ = ({θij}, {θijkl}) and θij , θijkl ∈ R. Using the
Trotter approximation to the first order eAˆ+Bˆ ≈ eAˆeBˆ
with Aˆ = Tˆ(1)(~θ)− Tˆ †(1)(~θ) and Bˆ = Tˆ(2)(~θ)− Tˆ †(2)(~θ), Eq.
(AA.3) becomes
Uˆ(~θ) = exp
∑
ij
θij(aˆ
†
i aˆj − aˆ†j aˆi)

× exp
∑
ijkl
θijkl(aˆ
†
i aˆ
†
j aˆkaˆl − aˆ†l aˆ†kaˆj aˆi)
 . (AA.4)
Applying once more the Trotter expansion to first order
we get
Uˆ(~θ) =
∏
ij
exp
(
θij(aˆ
†
i aˆj − aˆ†j aˆi)
)
×
∏
ijkl
exp
(
θijkl(aˆ
†
i aˆ
†
j aˆkaˆl − aˆ†l aˆ†kaˆj aˆi)
)
.
(AA.5)
At this point, we apply the Jordan-Wigner transfor-
mation defined by aˆj = 1⊗j⊗ 12 (Xˆ+ iYˆ )⊗ Zˆ⊗N−j−1 and
aˆ†j = 1
⊗j⊗ 12 (Xˆ−iYˆ )⊗Zˆ⊗N−j−1 with the Pauli matrices
{Xˆ = σˆx, Yˆ = σˆy, Zˆ = σˆz} and j = [0, .., Nq − 1] where
Nq is the number of qubits. For i > j > k > l, without
loss of generality, Eq.(AA.5) can be expressed as
Uˆ(~θ) =
∏
i>j
exp
 iθij
2
i−1⊗
a=j+1
σˆz,a(σˆy,j σˆx,i − σˆx,j σˆy,i)

×
∏
i>j>k>l
exp
( iθijkl
8
k−1⊗
b=l+1
σˆz,b
i−1⊗
a=j+1
σˆz,a
× (σˆx,lσˆx,kσˆy,j σˆx,i + σˆy,lσˆx,kσˆy,j σˆy,i
+ σˆx,lσˆy,kσˆy,j σˆy,i + σˆx,lσˆx,kσˆx,j σˆy,i
− σˆy,lσˆx,kσˆx,j σˆx,i − σˆx,lσˆy,kσˆx,j σˆx,i
− σˆy,lσˆy,kσˆy,j σˆx,i − σˆy,lσˆy,kσˆx,j σˆy,i)
)
.
(AA.6)
Using the assignment Aˆ = σˆy,j σˆx,i and Bˆ = −σˆx,j σˆy,i
all commutators [Aˆ, [Aˆ, Bˆ]], [Bˆ, [Aˆ, Bˆ]] and [Aˆ, Bˆ] vanish.
Therefore, the Glauber’s formula eAˆ+Bˆ = eAˆeBˆe
1
2 [Aˆ,Bˆ]
simplifies exactly to eAˆ+Bˆ = eAˆeBˆ (similarly fo the dou-
ble excitation terms). Therefore, the q-UCCSD expan-
sion operator can finally be written as
Uˆ(~θ) =
∏
i>j
exp
 iθij
2
i−1⊗
a=j+1
σˆz,a(σˆy,j σˆx,i)

× exp
− iθij
2
i−1⊗
a=j+1
σˆz,a(σˆx,j σˆy,i)

×
∏
i>j>k>l
exp
( iθijkl
8
k−1⊗
b=l+1
σˆz,b
i−1⊗
a=j+1
σˆz,a(σˆx,lσˆx,kσˆy,j σˆx,i)
)
× exp
( iθijkl
8
k−1⊗
b=l+1
σˆz,b
i−1⊗
a=j+1
σˆz,a(σˆy,lσˆx,kσˆy,j σˆy,i)
)
× exp
( iθijkl
8
k−1⊗
b=l+1
σˆz,b
i−1⊗
a=j+1
σˆz,a(σˆx,lσˆy,kσˆy,j σˆy,i)
)
× exp
( iθijkl
8
k−1⊗
b=l+1
σˆz,b
i−1⊗
a=j+1
σˆz,a(σˆx,lσˆx,kσˆx,j σˆy,i)
)
× exp
(
− iθijkl
8
k−1⊗
b=l+1
σˆz,b
i−1⊗
a=j+1
σˆz,a(σˆy,lσˆx,kσˆx,j σˆx,i)
)
× exp
(
− iθijkl
8
k−1⊗
b=l+1
σˆz,b
i−1⊗
a=j+1
σˆz,a(σˆx,lσˆy,kσˆx,j σˆx,i)
)
× exp
(
− iθijkl
8
k−1⊗
b=l+1
σˆz,b
i−1⊗
a=j+1
σˆz,a(σˆy,lσˆy,kσˆy,j σˆx,i)
)
× exp
(
− iθijkl
8
k−1⊗
b=l+1
σˆz,b
i−1⊗
a=j+1
σˆz,a(σˆy,lσˆy,kσˆx,j σˆy,i)
)
.
(AA.7)
In a more compact way Uˆ(~θ) =∏
i>j Uˆij
∏
i>j>k>l Uˆijkl, notice that its parts
[Uˆij , Uˆi′j′ ] 6= 0, [Uˆij , Uˆi′j′k′l′ ] 6= 0 and [Uˆijkl, Uˆi′j′k′l′ ] 6= 0
when sets {i, j, k, l}, {i′, j′, k′, l′} share same indices (e.g.
i 6= i′, j 6= j′, k 6= k′, l = l′).
Appendix B: Definition of the gate operations
spanning multiple qubits
In the case of the operation spanning multiple qubits
(see dashed boxes in Figs. 1 and 2), we used the following
schemes (assuming nearest-neighbor connectivity)
The top circuit describes the decomposition of the com-
posite one-qubit operation (dashed box in the l.h.s.) into
a sequence of one-qubit operations between the starting
qubit, qi and the final one, qi+N , each one parametrized
by a different set of angles. A similar procedure applies
to the two-qubit operations as shown in the lower panel.
The operator UOP stands for one of the operators dis-
cussed in Section II B 2.
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FIG. 8. Definition of single- and two-qubit gate blocks
(dashed lines) that span multiple qubits.
Appendix C: Decomposition of the exchange gates
in elementary gates
The two exchange gates U1,ex and U2,ex can be directly
implemented in a single step using the approach out-
lined in [49–51]. For sake of completeness, in order to
emphasize the gain in gate count here we report their
decomposition into elementary gates [63]. The result is
summarized in Fig. (9) for Ui,ex (with i = 1, 2)
FIG. 9. Decomposition of an exchange gate (i = 1, 2) between
qubit n and m into their elementary gates.
Where, for the U1,ex:
U1,ex =

1 0 0 0
0 cos(θ) eiφsin(θ) 0
0 e−iφsin(θ) −cos(θ) 0
0 0 0 1

and the UA,UB and UC gates are
UA =
(
0 e−iφ
e−iφ 0
)
UB =
(
cos(θ) sin(θ)
sin(θ) −cos(θ)
)
Uc =
(
0 eiφ
eiφ 0
)
,
and for U2,ex:
U2,ex =
1 0 0 00 cos 2θ −i sin 2θ 00 −i sin 2θ cos 2θ 0
0 0 0 1

the UA,UB and UC gates are:
UA =
(
0 1
1 0
)
UB =
(
cos(2θ) −isin(2θ)
−isin(2θ) cos(2θ)
)
Uc =
(
0 1
1 0
)
.
