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If T is an n x II matrix with nonnegative integral entries, we define a trans- 
formation T : C” -+ C” by w = Tz where 
n 
wi = n zjij (1 < i < n). 
5-l 
We consider functions f(z) of n complex variables which satisfy a functional 
equation giving f(Tz) as a rational function of ‘f(z) and we obtain conditions 
under which such a function f(z) takes transcendental values at algebraic points. 
INTRODUCTION 
In a sequence of three papers, “Arithmetische Eigenschaften der Lbsungen 
einer Klasse von Funktionalgleichungen,” “Uber das Verschwinden von 
Potenzreihen mehrerer Veranderlichen in speziellen Punktfolgen,” and 
“‘Arithmetische Eigenschaften einer Klasse transzendental-transzendenter 
Funktionen,” published more than 40 years ago, Mahler discussed arithmetic 
properties of functions in several complex variables satisfying a certain type 
of functional equation. Recently, in [9], Mahler gave a summary of his earlier 
work and raised a number of problems connected with it. The present 
investigation is concerned with one of these problems. Our aim is to extend 
the methods of the first two of Mahler’s papers, [6, 71, mentioned above, 
so that the results apply to a somewhat larger class of functions. 
The ingredients of the main theorem may be described as follows. 
Let T = (tii) be an IZ x n matrix with nonnegative integer entries. If 
2 = (21 )..,) zn) is a point of C”, we define a transformation T: C” + C” by 
w  = Tz where w  = (wI ,..., w,) has coordinates 
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We consider functions F(z) = F(z, ,..., z,J of n complex variables which 
satisfy a functional equation of the shape 
F(Tz) = f: q(z) F(z)j / f b,(z) F(z)‘, 
i=o j=O 
(2) 
where the coefficients aj(z) and b,(z) are polynomials in z with algebraic 
coefficients. We shall prove that such a function takes a transcendental value 
at any point 01 = (01~ ,..., an) with algebraic coordinates, provided that the 
matrix T, the function F, and the point cy. satisfy a number of rather natural 
conditions which, however, it is not appropriate to detail at the moment. 
The following examples are instances of the general result. The function 
F(z) = fi (1 - Z@) (z in C) 
h=O 
satisfies the functional equation 
F(z2) = F(z)/( 1 - z). 
If cy is a nonzero algebraic number with \ 01 ( < I, then F(a) is transcendental 
Kl. 
The function 
F,(z) = f z@/(l - z”“) (z in C), 
h=O 
where k >, 2 is an integer, satisfies the functional equation 
Fk(zk) = F,(z) - z/(1 - z). 
If (Y is a nonzero algebraic number with j 01) < 1, then Fk(~) is transcendental 
[91. 
Let w  be a positive quadratic irrational and suppose the simple continued 
fraction of o is purely periodic, Denote the period of this continued fraction 
by h and its convergents by prn/qrc (k = 0, 1,2,...). Let T be the matrix 
T= ( Ph qh ). 
PA-1 e-1 
The function 
m  [km] 
F&z) = F&l , z2> = c c Zl”Z2l (3 > z2 in Cl 
k-l 24 
satisfies a functional equation of the shape 
F,(Tz) = (--lY F,(z) + R(z), 
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where R(z) is a certain rational function in z, and z, with integer coefficients. 
If CQ , CX~ are nonzero algebraic numbers such that 
1% I 011 I + w  log I 012 I < 0 and a%~ # 1 1 (k = 0, 1, 2 )... ), 
then F,(ol 1 , c+) is transcendental. In particular, 
FJCX, 1) = f [kw] cY% 
k=l 
is a transcendental number whenever LY is algebraic and 0 < 1 01 / < 1 [6]. 
The paper is divided into three parts. Part I contains a number of definitions 
and preliminary lemmas concerning nonnegative matrices, the transformation 
(l), and the functional equation (2), which will be needed in the statements 
and proofs of the theorems. The transcendence theorem itself is stated and 
proved in Part II. In the notation introduced above, the hypotheses of the 
theorem may be roughly described as regularity conditions imposed on the 
matrix T, the function F, and the algebraic point 01 under consideration, 
together with the requirement that the point 01 have the following property 
which we call Property (A): 
(A) If f(z) is any function of IZ complex variables which is regular in 
some neighborhood of the origin and not identically zero, then there are 
infinitely many natural numbers k such that f(T”ar) f 0. 
We examine this condition separately in Part III and obtain some simple 
criteria, though probably not the best possible ones, which guarantee that 
Property (A) holds. 
We would like to express our thanks to Mahler for drawing our attention 
to his papers [6-91 and to acknowledge the very considerable debt we owe 
to the ideas in them. 
I. DEFINITIONS AND PRELIMINARY LEMMAS 
1. A Class of Nonnegative Matrices 
Let X be a matrix (or vector). If all entries of X are nonnegative, we call X 
a nonnegative matrix (or vector) and write X > 0, and if all the entries of X 
are positive, we call X a positive matrix (or vector) and write X > 0. In the 
same way, we shall often speak of integral matrices, algebraic points and 
so on. 
Let T = (tii) be an n x n nonnegative matrix. We call T reducible if the 
indices 1, 2,..., n can be divided into two disjoint nonempty sets il ,..., i, and 
.A ,..., j, (p + v = n) such that 
$5, = 0 (1 <P < p, 1 < q ,( v). 
6411911-7 
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Otherwise, T is irreducible. Thus T is reducible if and only if there is a 
permutation of{l, 2,..., n} which, when applied to the rows and columns of T, 
reduces it to the form 
A 0 
( 1 B C’ 
where A and C are square matrices. 
A nonnegative square matrix T has a normal form (obtained by a permu- 






T K+l.l T,,,,, ... T,+I 
(1) 
where TI ,..., T,, are irreducible square matrices and, for each 01 (K + 1 < 
a < v), not all the T,,, (1 < /? < a - 1) are 0. (See [3, pp. 89-921). The 
normal form is unique up to certain permutations of the blocks and certain 
permutations of the indices within the blocks. 
As usual, we define the spectral radius of a square matrix T to bc the 
maximum of the absolute values of the eigenvalues of T, we denote the 
spectral radius of T by r(T). It will be necessary for us to restrict the transfor- 
mation matrices which we consider to the class 9, detied as follows. 
DEFINITION 1. An n x II matrix T is of class Y if its entries are non- 
negative integers and its normal form (1) has the following two properties: 
(i) r(T,) = r(T,) = ..* = r(TK) = r(T), and 
(ii) r(T,) < r(T) (K Jr 1 B p < v). 
The first two lemmas are known results on nonnegative matrices which 
we shall need in the discussion. 
LEMMA 1 (Frobenius). Let T be an irreducible nonnegative matrix with 
spectral radius r. Then r is a simple eigenvalue of T. Further, if T has precisely 
h eigenvalues AI = r, h, ,..., Xh of absolute value r, then these numbers are 
distinct and satisfy Xjh = rh (1 <j < h). 
See, for example, [3, pp. 65-751. 
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With the notation of Lemma 1, we call h the period of T and the eigenvalues 
x 1 ,..., Ah the dominant eigenvalues of T. In general, if T is a matrix of class F 
with the normal form (I), then the period of T is the least common multiple 
of the periods of Tl ,..., T, and the dominant eigenvalues of T are those of 
absolute value r(T). 
LEMMA 2 [3, pp. 92-941. Let T be a matrix of class .7 with spectral 
radius r and period h. Then r is an eigenvalue of T and T has a positive eigen- 
vector belonging to r. If h is a dominant eigenvalue of T with multiplicity m, 
then Ah = rh and T has m linearly independent eigenvectors belonging to A. 
The restriction to matrices Tin the class 9 ensures that the iterates of T 
grow uniformly in the sense of the following lemma. 
LEMMA 3. Let T be a matrix of class 5 with spectral radius r andperiod h. 
There is a decomposition U @ V of the underlying space as a direct sum of 
invariant subspaces of T such that if x = u $ v with u in U and v in V, then 
Thkx = rh% + O(r,hk) 
where 0 < r0 < r and both r0 and the implied constant are independent of k. 
Proof. Let A, ,..., h, be the dominant eigenvalues of T. By elementary 
linear algebra and the facts established in Lemma 2, we can write 
T = 2 hjEj + F, 
i=l 
where Ej is the projection onto the eigenspace belonging to Aj and r, (say) = 
r(F) < r. Moreover, EiEj = 6ijEj and EjF = FE, = 0, SO 
Thk = f AyE3 + O(r,“3 (k -+ GO). 
j=l 
The assertions of the lemma now follow on taking 
U= &imE*, V = { ker Ej 
j=l j=l 
and recalling from Lemma 2 that A,* = a-- = A,,,,” = rh. 
In the notation of Lemma 3, we will refer to the subspace U as the dominant 
eigenspace of T and to V as the residual subspace of T. We call the component 
u of the vector x in the lemma the projection of x on the dominant eigenspace 
of T. 
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2. The Mulr$icative Transformation 
Let T = (tij) be an n x n integer matrix. We define the multiplicative 
transformation T: C” -+ C” as follows: If z = (zl ,..., zn) is a point of Cn, 
then w  = Tz is the point with coordinates 
Note that if TI and T, are two n x n integer matrices then, as the notation 
implies, (TIT&z = T,(T,z) for all z in C”. 
We must now translate the results of Section 1 into the new notation. We 
denote by C*” the set of points z = (zl ,..., z,) in C” with zlzz ..* z, # 0. For 
z in C*n, we define L(z) to be the real vector 
L(z) = (-log j z, I)..., --log I z, 1). 
It is convenient also to adopt a vector notation for monomials: if p = 
(pL1 ,..., p,J is a rational vector, then we write 
Z’1 = zu’ . . . zh 
1 11 (z in 47) 
Note that 
(Tz)“ = zUT (z in C”), 
where the exponent pT on the right is the usual product of the row vector p 
and the matrix T. In the same spirit, if x = (x, ,..., x,) and y = (yl ,..., y,), 
we write 
and 
/ X / = i ( Xj ! 
j=l 
(x, Y> = f  XjYi . 
j=l 
We can now restate Lemma 3. 
LEMMA 4. Let T be a matrix of class 9 with spectral radius r andperiod h. 
Let z be in C*” and let u be the projection of L(z) on the dominant eigenspace 
of T, Then 
L(Thkz) = r”“u + O(r,hk) (k - a), 
where 0 < r,, < r and both r,, and the implied constant are independent of k. 
Further, for any integral vector p, 
log ((Thkz)” 1 = -@(CL, u) + O(rghk) (k -+ co). 
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3. Admissible Points 
In this section, we describe the admissible points, that is the points of C” 
at which our transcendence theorems can be applied. Throughout this section, 
T denotes a matrix of class Y. 
DEFINITION 2. We define G?(T) to be the set of all points z = (zl ,..., z,) 
in C*n such that the projection of the vector L(z) = (---log / z, I,..., -log / z, 1) 
on the dominant eigenspace of T is positive. Thus 9(T) is an open neigh- 
borhood of the origin in C*n. 
DEFINITION 3. A point Q: = (01~ ,..., an) of Cn has Property (A) if, for 
every function f(z) of n complex variables which is regular in some neigh- 
borhood of the origin and is not identically zero, there are infinitely many 
natural numbers k such that f(T%) # 0. 
Let F(z) be a function of y1 complex variables which is regular in some 
neighborhood of the origin and satisfies the functional equation 
F( Tz) = i q(z) F(z)5 / i bj(z) F(z)j, (1) 
where the coefficients uj(z) and b,(z) are polynomials in z. We denote by d(z) 
the resultant of the two forms C aj(z) uk-~ and C b,(z) u%@, so that d(z) is 
also a polynomial in z. 
DEFINITION 4. A point cy = (a1 ,..., CZ,J of C*” is admissible (more 
explicitly, admissible with respect to the matrix T and the functional equation 
(1)) if it has the following three properties: 
(i) 01 is in e(T); 
(ii) d(T%) # 0 (k = 0, 1, 2,...); and 
(iii) a has Property (A). 
The first two conditions in Definition 4 are quite natural. For, after 
Lemma 4, condition (i) ensures that Tka + 0 as k -+ co, so that Tk’cll ies 
in the domain of regularity of F(z) for all sufficiently large k. Also, from (I), 
we obtain 
F(Tkz) = 5 L+‘(Z) F(z)j / $ b,‘“‘(z) F(z)j G9 
i=O j=O 
(k = 1, 2,...), where u:“)(z) and b,l”)(z) are polynomials in z. The resultant of 
the forms C a:“‘(z) uJvS-~ and C b;“‘(z) uG?-i is easily seen to be d(z) d(Tz) *.* 
d(Tk-lz). By condition (ii), all these resultants are nonzero at LX, so that the 
rational functions on the right sides of (1) and (2) are well defined at 01 
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whenever F(a) is defined. Condition (iii) is on quite a different footing, but 
we shall see in Part III that there are relatively unobjectionable criteria 
which guarantee that it holds. 
II. THE TRANSCENDENCE THEOREM 
4. Statement of the Transcendence Theorem 
This part will be taken up with the proof of the following theorem. 
THEOREM 1. Let T be a matrix of class 9 with spectral radius r > 1. Let 
F(z) = C A,z~ be a power series whose coeficients lie in someJixed algebraic 
number field and suppose that F(z) converges in some neighborhood of the 
origin and satisfies the functional equation 
F(Tz) = f: aj(z) F(z)j / f b,(z) F(z)j, 
j=O ’ i=O 
where the coeficients aj(z) and b,(z) are polynomials with algebraic coejkients 
and s < r. Finally, let 01 be an admissible algebraic point. If F(z) is not an 
algebraic functios and F(a) is defined, then F(ol) is transcendental. 
(For the notions of a matrix of class Y and an admissible point, see 
Definition 1 of Section 1 and Definition 4 of Section 3, respectively.) 
In a few simple cases, we have been able to show that the only algebraic 
solutions of the functional equation (l), if any, are of a very special type. 
For example, we show in [5, Theorem 21, that if T is a nonsingular matrix 
of class Y having no roots of unity as eigenvalues and if a(z) and b(z) are 
rational functions, then any algebraic function F(z) satisfying the functional 
equation 
F(Tz) = a(z) F(z) + b(z) (2) 
must be rational. In particular, the examples given in the Introduction 
satisfy functional equations of the form (2) and are obviously not rational 
functions, so without any appeal to analytic continuation, we see that they 
are transcendental functions. We shall not pursue this point further here, 
but refer to [5] where more remarks on Eq. (2) may be found. 
5. The Auxiliary Function 
Let the matrix T, the power series F(z), and the point (Y satisfy all the 
requirements of Theorem 1 and suppose, in addition, that F(a) is algebraic. 
Let K be an algebraic number field of finite degree, d say, over Q which 
contains all the coefficients of the power series F(z), the coefficients of the 
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polynomials ai and b,(z) appearing in the functional equation, the 
coordinates of cy and the number I;(a). 
For each /3 in K, we can find a nonzero rational integer den /3, a denomi- 
nator for /l, such that (den /3)/3 is an algebraic integer. It is convenient to 
write 
where (I runs through the d distinct embeddings of K into C. The eventual 
contradiction which gives us our result depends on the following inequality 
for /I B Il. 
LEMMA 5. Let K be an algebraic number$eld of degree d over Q. If /3 is a 
nonzero algebraic number in K, then 
1ogIBI 3 --2dloglI~II. 
See, for example, [4, p. 31. 
In the following work, c1 , c2 ,... denote positive constants depending only 
on the quantities introduced above and, in particular, not depending on the 
parameters k and p which will appear shortly. If the context demands that, 
say, an exponent containing c1 be a rational integer, then c, is assumed to be 
selected appropriately. 
We begin the proof of Theorem 1 by constructing the auxiliary function. 
LEMMA 6. Let F(z) = C A,zu be a power series whose coeficients lie in K 
and suppose that F(z) converges in some neighborhood of the origin and does not 
represent an algebraic function. Then, for each p > c, , there are p + 1 
polynomials pO(z),..., p,(z) with degrees at most p in each variable and whose 
coeficients are algebraic integers in K, such that the function 
E,,(z) = i j+(z) F(z)j = c B,zU 
60 u 
is not identically zero, but all the coeficients B, with 
vanish. 
Proof. The p + 1 polynomials p,(z) together possess (p + I)n+l coeffi- 
cients. On the other hand, the number of coefficients B, satisfying (1) is at 
most 
(*pl+lln + 1)s < (p + l)n+l - 1, 
providing p > c, . If we now require that all these coefficients B, vanish, 
then we have at most (p + 1)*+x - 1 linear equations in (p + l)n+l un- 
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knowns. This system has a nontrivial solution in K consisting of algebraic 
integers. Since F(z) is not an algebraic function, it follows that the function 
E,(z) obtained in this way is not identically zero. 
The proof of Theorem 1 will be completed in the next two sections as 
follows. We show first in Lemma 7 that 
log ] E,(T%!)j < -c,rlipl+l/n , 
providing p 3 c1 and k > cg . Then we show in Lemma 10 that 
log II E,(Tk411 d c/‘p, 
providing p > c1 and k is sufficiently large relative to p. Now,T[fix the 
parameter p by 
p = c5 (say) > maxjc, , (2&,/c,)“}. 
The two estimates above combine to give 
log I E,(TP,)] < -2d log 1) &,(T’%x)]], 69 
providing k 2 cg , On the other hand, E,(T”ol) is an algebraic number in K 
and it is nonzero for infinitely many k since 01 satisfies Property (A). For all 
such k >, cg , the inequality (2) contradicts Lemma 5. Thus F(a) cannot be an 
algebraic number and Theorem 1 is proved. 
6. An Upper Bound for j E,(T%x)/ 
LEMMA I. Let T be a matrix of class F with spectral radius r > 1. Let a 
be a point of 4(T) and let E,(z) be the function constructed in Lemma 6. Then 
log ( E,,(T’%x)j < -czrkpl+lln 
providing p Z c1 and k >, cQ . 
Proof. Denote the period of T by h. Since IX is in S%(T), it follows from 
Lemma 4 that Thk -+ 0 as k -+ co, so the series 
E,(T%) = 1 B,(T%)” 
L1 
is convergent for all sufficiently large k. By Lemma 4 again, 
log \(Th”c+ ) < -c,thk 1 p 1. 
It follows, in the first place, that log / B, \ < c8 I p \ whenever B, # 0, and 
so by Lemma 6, 
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whenever p 2 c1 , k > cIO , and B,, # 0. Hence 
providing p >/ c, and k > cl,, . An analogous result holds with 01 replaced by 
Th (1 < 2 < h - I). Combining the estimates obtained in this way gives the 
inequality of the lemma. 
7. An Upper Boundfor 11 E,(T%)II 
For a polynomial p(z) = CP~Z” with coefficients in K, we define lip 11 = 
max (IpU 11. Further, we say the polynomial q(z) = C qUz* dominates p(z), 
written p(z) ( q(z), if the coefficients of q(z) are rational integers and 
II pti II G a, for each CL. 
LEMMA 8. Let T be a matrix of class .F with spectral radius r > I. Let 
p(z) = Cpuz@ be a polynomial with coeficients in K and of degree at most p 
in each variable. Let oi be a point with coordinates in K. Then 
ProojI Set 
P(z) = fi (1 + ZJ. 
i=l 
The degree of the polynomial P(T!z) is at most Clark, so 
P(Tkz) < P(z+. 
Now 
p(T’43) i II P II PPzY’ -X II P II P(z)c1s7ko, 
0) 
(2) 
which implies the inequality of the lemma. 
LEMMA 9. With the notation and hypotheses of Theorem 1, we haue 
log II JWa)ll < wk 
providing k > c,, . 
Proof. We can write I;(z) = f(z)/g(z) where f(z) and g(z) are defined in 
some neighborhood of the origin and satisfy 
f(T4 = i aj(z).fW g(zJ8-j, 
j=O 
g(W = i b,(z)f(z)jg(z)*-j, 
j=O 
(3) 
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and both f(a) and g(a) are in K. As in Lemma 7, the point T%x lies in the 
region of definition off and g for all sufficiently large k. Denote the resultant 
of Eqs. (3), regarded as forms inf(z) and g(z), by d(z). From (3), we obtain 
inductively a similar pair of equations for f( TleZ) and g(Tkz) as forms in f(z) 
and g(z) whose resultant is d(z) d(Tz) -*. d( T”-lz) and so it follows, since 01 
is an admissible point, that f(T%) and g(T%) are not both 0 for any k. 
Define P(z) again by (1). From (3) 
f(W g(Tz) < Bdwc1’cf(4 + g(z)>“> 
where we regardf(Tz) and g(Tz) as polynomials in zr ,..., z, , f(z), and g(z). 
By induction on k and inequality (2), 
f(TkZ), g(Tkz) < ~C~G+S+“‘+SL-1p(Z)~le(Tk-ltSTk‘-2i.”+S-1~~f(z) + g(z)}““. 
But s < r and f(a) and g(a) are in K, so we have 
log II WWII = log II f(WMT”4ll 
< log II f(T”4ll + 1% II g(TWlI 
< c14r k 
providing k 2 cl5 . 
LEMMA 10. Assume the notation and hypotheses of Theorem 1 and let 
E,(z) be the function constructed in Lemma 6. Then 
log II 6Pol)ll G c4rkp, 
providing p > cl and k is suficiently large relative to p. 
Proof, Let pi(z) (0 < j < p) be the polynomials constructed in Lemma 6 
and set p = max (I pi /I. By Lemma 8, 
log IIpi(Tka)ll -G logp + c,@p < cd?, 
providing k is sufficiently large relative to p. By Lemma 9, for p > cl, 
log I/ E,,(T%)ll < c,,r”p + log II FVW II < cd% 
again providing k is sufficiently large relative to p. 
As explained in Section 5, this completes the proof of Theorem 1. 
III. CRITERIA FOR THE NONVANISHING OF f(T’“ol) 
8. Statement of the Theorems 
Let T be a matrix of class Y. As before, we say a point 01 in C” 
has Property (A) if, for every function f(z) of n complex variables which is 
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regular in some neighborhood of the origin and not identically zero, there are 
infinitely many natural numbers k such that f(i%) # 0. For the application 
to Theorem 1, it is important to have some simple and fairly general criteria 
which imply that a point CY satisfies Property (A). In this direction, we shall 
prove the following three theorems. 
We say that the numbers 01~ ,..., 01, are multiplicatively independent if the 
only relation 
(g’ . . . &z = 1 
112 
with integral exponents p1 ,..., ,u% is the trivial relation given by p1 = -*a = 
pn = 0. 
THEOREM 2. Let T be a matrix of class .F with spectral radius greater 
than 1 and let (II = (q ,. . ., 01~) be an algebraicpoint of e(T). If 1 01~ I ,..., I ~11~1 
are multiplicatively independent, then 01 has Property (A). 
THEOREM 3. Let T be a matrix of class 7 with spectral radius greater 
than 1 andperiod 1 and suppose the characteristic polynomial of T is irreducible 
over Q. Then every point in e(T) has Property (A). 
THEOREM 4. Let T be a lower triangular matrix of class F whose diagonal 
elements are all greater than 1 and let 01 = (01~ ,..., cx,J be an algebraic point 
of q(T). Zf cil ,..., (Y,, are multiplicatively independent, then cx has Property (A). 
(For the notions of a matrix of class .7 and a point of Q(T), see Definition 1 
of Section 1 and Definition 2 of Section 3, respectively.) 
Theorem 3 is given by Mahler [6]; we include it here for completeness. 
Theorem 4 extends a result of Mahler [7]. The proofs of Theorems 2 and 3 
follow in Section 9 and the proof of Theorem 4, which is surprisingly more 
difficult, in Sections 10 and 11. 
9. Proofs of Theorems 2 and 3 
The proofs of Theorems 2 and 3 depend on the following lemma. 
LEMMA 11. Let T be a matrix of class 9 with spectral radius r > 1 and 
period h. Let f (z) = C a,zu be a power series convergent in some neighborhood 
of the origin and not identically zero. Let (Y = (q ,..., CX,J be a point of Q(T) 
and suppose that the coordinates of the projection, u say, of the vector 
a4 = (--log I %I,..., --log I %a I> 
on the dominant eigenspace of Tare linearly independent over Q. Then 
log I f(T%)] w -crhk (k - a) 
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with c > 0. In fact, 
c = min{+, 24): a, # O}. (1) 
Proof. Since (II is in a(T), it follows as in the proof of Lemma 7, that the 
series f(Thk~) is convergent for all sufficiently large k. Also from the defining 
property of @(T), we have u > 0, so the minimum in (1) is attained and is 
positive. Pick a nonzero term a,z”’ of the series with c = (m, uj. By Lemma 4, 
log 1 a7n(Thkol)m j = -crht + O(rtk) (k-+ 00) (2) 
where 0 < r0 < r. If a,z” is any other nonzero term of the series, then in the 
same way 
log 1 au(ThLgi)W/am(Th”a)” j = -rh”(p - m, u) + O($lc) (k - @J>, 
and by the hypothesis on u and the choice of m, (p - m, u> > 0. So for all 
sufficiently large k, the term anz(ThGa)m is the dominant term of f( Tk%) and 
the desired estimate follows from (2). 
Proof of Theorem 2. After Lemma 11, it suffices to prove that the 
coordinates of the projection of L(a) on the dominant eigenspace of T are 
linearly independent over Q. If, on the contrary, they are linearly dependent, 
then the coordinates -log 1 cyl I,..., -log ) a, 1 of L(a) itself are linearly 
dependent over the field of algebraic numbers and so, by a theorem of 
Baker [I], it follows that 1, log I 01~ I,..., log ) oi, 1 are linearly dependent over 
Q, contradicting the hypothesis of Theorem 2. 
Proof of Theorem 3. Let T be a matrix of the type described in Theorem 3. 
Denote the spectral radius of T by r and let x be a positive eigenvector of T 
belonging to the eigenvalue r; the existence of such an x is given by Lemma 2. 
The coordinates x1 ,..., x, of x satisfy the n homogeneous linear equations 
(T - rl)x = 0. (3) 
If the coordinates of x are linearly dependent over Q, we can replace one of 
the equations in system (3) by an equation 
alxl + **a + a,x, = 0 
with rational coefficients such that the resulting system has a nontrivial 
solution. However, on equating the determinant of this system to zero, 
we have a contradiction to the hypothesis that r has degree n over Q. Hence 
the coordinates of x are linearly independent over Q. Now, T is irreducible 
in the sense of Section 1, since its characteristic polynomial is irreducible, 
and T has period 1 by hypothesis, so by Lemma 1, the dominant eigenspace 
of T is the one dimensional space spanned by x. It therefore follows from the 
first part of the proof, that any point 01 of %(T) satisfies the condition of 
Lemma 11 and this establishes the theorem. 
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10. Lemmas about Polynomials 
The main step in the proof of Theorem 4 is provided by Lemmas 14 and 15 
below. Before that, we need two preliminary remarks. 
LEMMA 12. Let T be an integral n x n matrix with spectral radius r > 1. 
Let 19 = (el ,..., 6,) be an algebraic point of C*” and p = (pl ,..., p,) be a 
rational vector. Given E > 0, there is a positive number k,(E) such that tf 
k 3 k,(r), then either 
i+Tk = 1 or ie UTk _ 1 , > e-crk* 
Proof Set pTk = (#),..., &)). The &) are rational numbers with 
absolute values and denominators bounded by c/, say: where c1 is a positive 
number independent of k. Let B > 0 and put 
(1 = p.lk) log 8, + --- +$)lOgen - i0g 1. 
By a theorem of Baker [2], there is a positive number c2, independent of k, 
such that either 
A=0 or 1 A j > cze-(+. 
From this statement, we easily obtain the assertion of the lemma. 
LEMMA 13 [5, Theorem 31. Let T be a nonsingular integral n x n matrix 
whose spectrum contains no roots of unity. Suppose 4(z) = &z, ,..., z,) is an 
algebraic function of z1 ,..., z, and satisfies the functional equation 
tV’4 = z”W”, 
where e = (e, ,..., e,) is an integral vector and s is a positive integer. Then 
$44 = PC, 
where p+l = 1 and c is a rational vector such that c(T - sZ) = e. 
LEMMA 14. Let T be a lower triangular matrix of class .F whose diagonal 
elements are allgreater than 1. Let 8 = (0, ,..., 0,) be an algebraicpoint of C*n 
such that the projection of the vector L(B) = (--log 1 eI I,..., -log 1 8, I) on 
the dominant eigenspace of T is 0. Suppose that for some E > 0, there’ is a 
polynomial f (z), not identically zero, such that 
f ( TkCe) = O(e++) (k -+ co). 
Then the coordinates of 0 are multiplicatively dependent. 
102 LOXTON AND VAN DER POORTEN 
Proof. Let 9 be the ideal of all polynomials f(z) which satisfy (1) for 
some E > 0. Let m be the smallest integer such that 4 contains a polynomial 
depending only on the variables z1 , . . ., z, and letf(z) be a nonzero polynomial 
in 9 with this property and having minimal degree, p say, in z,,, . Now f(Tz) 
is also a polynomial in zr ,..., z, , so we can write 
PCMW = 4WW + r(z), 
where p(z) is a polynomial in z I ,..., z,-, and q(z) and r(z) are polynomials in 
z1 ,..., z, and r(z) has degree less than p jn z,, . But r(z) is in 9, so by con- 
struction, r(z) = 0, that is, 
PWfw4 = dz)f@). 
Partition z = (z’, z, , z,+~ ,..., z,). We can write 
(2) 
f(z) = 4&z’) fi (z, - 4j(Z’)}, 
j=l 
(3) 
where $,<z’) is a polynomial and the $j(z’) (1 < j < PI> are algebraic. 
Similarly, 
where &(z’) is a polynomial and the 3Li(z’) (1 < j < V) are algebraic. On 
the other hand, from (3), 
few = #dw’) fi ha - A( 
j=l 
(5) 
= Z't"$O(W') fi {z? - z'-%#Jj(w')}, 
j=l 
where t ,  = (tml , tm2 ,..., t  m.m--l) and we have written w  = Tz = (w’, wm , 
W n+l ,..., wn). From (2), (3), and (4), each 
4t(z’) (1 B i < l-4 
is one of the 
Ibr(z’) (1 < j G 4 
and from (4) and (5), each 
*j(Z’)tm” (1 <j<v) 
is one of the 
z’-“~l(w’) (1, < I < /.Q. 
ARITHMETIC PROPERTIES OF FUNCTIONS 103 
Hence each &(z’) (1 ,< i < p) satisfies a functional equation of the shape 
#(TV) = Z’%js(Z’)~ 
where e is an integral vector and s is a positive integer. By Lemma 13, we 
therefore have 
&(z’) = piz+ (1 < i < p), 
where each pi is a root of unity and ci is a rational vector. Hence 
By construction, &(z’) is not in 9. By Lemma 4 and our hypothesis that the 
projection of L(B) on the dominant eigenspace of T is 0, we also see that the 
polynomial z,,,” is not in 3. But f(z) is in 9, so one of the factors in the 
product (6), say 
g(z) = 1 - piz’c~z;;L1, 
satisfies the inequality 
1 g(T”O)( < e--Frk/3u 
for infinitely many values of k. Finally, Lemma 12 shows that g(TV) = 0 
for some k, so that the coordinates of 6’ are multiplicatively dependent. 
LEMMA 15. Let T be a lower triangular nonnegative integer matrix whose 
diagonal elements lie strictly between 1 and r. Let 6 = (0, ,..., 6,) be an 
algebraic point of Fn. Suppose that for some E > 0, there is a polynomial f (z), 
not identically zero, such that 
f(TW) = O(e-E@) (k -+ co). 
Then the coordinates of B are lrtultiplicatively dependent. 
Proof. Just as in the proof of Lemma 14, we can show that f(z) has the 
shape (6) and the desired conclusion follows with only minor changes in our 
previous reasoning. 
11. Proof of Theorem 4 
Let T be a lower triangular integral matrix of class 9- with spectral radius r, 
all of whose diagonal entries are greater than 1. After making a permutation 
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of the indices if necessary, we may suppose that T is in the normal form of 
Section 1, say 
Let 01 = (a1 ,..., on) be an algebraic point of S(T) and suppose CX~ ,..., 01, 
are multiplicatively independent. Let u = (uy ,..., u,J be the projection of 
L(a) = (--log I 011 I,..., --log I 01, I) on the dominant eigenspace of T. In the 
present case, the dominant eigenspace of T is the eigenspace of T belonging 
to the eigenvalue r, and we see that 
ui = -log I oJ( / (1 d I- < 4, (1) 
i-l 
ui = (I - t&l c tijuj (K + I G i < n). (2) 
j=l 
After a further permutation of the indices if necessary, we may suppose that 
log I % I,..., log I CL, \ form a maximal Q-linearly independent subset of 
log 1 01~ I,..., log ( 01, (. From (1) and (Z), we can therefore write 
ti,+i = f bijUj (1 < i i( ?Z - I??), (3) 
j=l 
where the bij are rational. We set 
bil . . . 
%a+i = 011 ci?& (1 < i < n - m). (4) 
By hypothesis, 8, ,..., 8,-, are multiplicatively independent. Moreover, 
ItliI = 1 (1 <i < K-m). (5) 
Let f(z) = 2 U,P be a power series convergent in some neighborhood of 
the origin and not identically zero. Write 
f(z) = ;fR(z), (6) 
where 
fR(Z) = c QJ”; 
<u.u>=R 
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the notation is chosen so that none of the&(z) vanishes identically. Since 
II > 0, eachf,(z) is a polynomial and the index of summation in series (6) 
runs through a discrete set, say 
0 < R, < R, < R, < *a. . 
Set E = $(R, - R,) > 0. As in the first part of the proof of Lemma 1 I, 
we see that 
~lfR,,(Z%) = O(exp(-(R, - 6) rFr)) (k -+ CO). (7) 
Let S be the matrix formed from T by deleting its first m rows and columns. 
From (3) and (4) and the linear independence of u1 ,..., U, over Q, we readily 
find that 
f,(T”a) = e-R’*g&Y?), (8) 
where 6’ = (8, ,..., 0,+,,) and gR(W) = g,(w, ,..., w,-,J is a polynomial 
which does not vanish identically. We now consider two cases. 
First case. Suppose m = K. Then we can apply Lemma 15 to the matrix S, 
the point 0, and the polynomial gR(W), whence, by (8), there are infinitely 
many integers k such that 
l.fRoP41 3 expi-UC, + 6) r”>. (9) 
For all sufficiently large k in this sequence, we have from (7) and (9) that 
I fP4I 3 I .fRR,P-~)/ - 1 givk4 j 
3 exp{-(R, + 2~) @). (10) 
Second case. Suppose m < K. In this case, we can apply Lemma 14 
to the matrix S, the point 8 and the polynomial gR(W), because by (5) and the 
analogs of (1) and (2) for S, the projection of L(6) on the dominant eigenspace 
of S is 0. Thus, again, Eqs. (9) and (10) hold for infinitely many integers k. 
This completes the proof that o! has Property (A). 
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