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Abstract- The application of data mining technique has been widely applied in different business areas such as health, 
education and finance for the purpose of data analysis  and then to support and maximizes the organizations’ customer 
satisfaction in an effort to increase loyalty and retain customers’ business over their lifetimes . The researchers’ primary 
objective, in this paper is to classify customers based on their common attributes since customer grouping is the main part 
of customer relationship management. In this study, different characteristics of the ERCA customers’ data were collected 
from the customs database called ASYCUDA. Once the customers’ data were collected, the necessary data preparation 
steps were conducted on it and finally a dataset consisting of 46748 records was attained. The classification modeling was 
built by using J48 decision tree and multilayerperceptron ANN algorithms with 10-fold cross-validation and splitting 
(70% training and 30% testing) techniques. Among these models, a model which was built using J48 decision tree 
algorithm with default 10-fold cross-validation outperforms 99.95% of overall accuracy rate; while the classification 
accuracy of ANN is 99.71%. So decision tree has better accuracy than ANN for classifying ERCA customers’ data. 
1. INTRODUCTION 
Customer relationship management (CRM) has 
become one of the strategies of an organization for 
sustained competitive advantage. CRM in its broadest 
sense simply means managing all customer 
interaction (Trappey et al. 2009). The new 
millennium is in the middle of explosive change 
witnessing rapidly changing market conditions, 
volatile equity markets, reconstructed value chains 
and new global competitors (Kumar and Solanki 
2010). Customers themselves are changing, and 
consider natural customer loyalty which is a thing of 
the past (Suresh 2002). CRM includes all measures 
for understanding the customers and for exploiting 
this knowledge to design and implement marketing 
activities, align production and coordinate the supply-
chain (Srivastava 2002). 
Customer segmentation is the grouping of customers 
into different groups based on their common 
attributes and it is the main part of CRM (Verhoef 
2003). Segmentation requires the collection, 
organization and analysis of customer data. With 
proper segmentations of a customer’s data it is 
possible to identify the reliability/loyalty of 
customers so as to increase the revenue of the 
organization. CRM creates interaction of customers 
with the organization by using information 
technology (IT). Moreover, identifying customer’s 
need/interest better and treating them accordingly can 
increase their life time (Verhoef 2003). 
2. STATEMENT OF THE PROBLEM 
Currently, the ERCA is using statistical analysis and 
assessment techniques to identify potential and low 
valued customers. The Authority check whether the 
customers discharge their responsibility or not in the 
revenues database and at the same time they cross 
check the customs database whether the items are 
imported/exported with paying the required tax by 
using assessment and statically analysis techniques. 
However, these techniques are not effective and 
efficient and took a considerable amount of time to 
treat customers according to their characteristics. 
These techniques are also less efficient to control 
taxpayers who fail to declare their actual income in 
order to reduce their tax bill and the federal 
government’s revenue. 
3. METHODOLOGY 
This study generally follows both quantitative and 
qualitative methods. The quantitative method is used 
to collect and analyze customers’ data. On the other 
hand, the qualitative aspect is used to understand the 
business operation by making a close relationship 
with a domain experts and the responsible body such 
as the Database Administrator of the organization. 
On this study a six step KDD process model 
developed by Cios et al. (2000) is considered because 
this model combines both academics and industry 
aspects. In this study WEKA as a tool is used for 
classifications.  
4. DATA MINING PROCESS 
Data mining process, as depicted in figure 1 below, is 
a step in KDD process which consists of methods that 
produce useful patterns or models from the data 
(Nasereddin 2009).  
 
Figure 1. The six-step Cios et al. (2000) KDD 
process model 
 
In data mining process there are two possibilities; in 
some cases when the problem is known and correct 
data is available as well, there is an attempt to find 
the models or tools which will be used. On the other 
hand, some problems might occur because of 
duplicate, missing, incorrect, outlier values and there 
is a need to make some statistical methods. 
 
5. EXPERIMENTATION 
Classification is a learning model in data mining 
techniques which aims at building a model to predict 
future customer behaviors through classifying 
database records into a number of predefined classes 
based on certain criteria. In this study, most common 
classification techniques, such as decision tree and 
neural network classification techniques were tested; 
for decision tree J48 algorithm and for neural 
network Multilayer-Perceptron algorithm were 
investigated. 
The output of the selected clustering model was fed 
to the J48 decision tree algorithm. Here the cluster 
index is used as the dependant variable, whereas the 
remaining all attributes which are selected for the 
cluster model building, are fed as independent 
variables. The J48 decision tree provided a 
descriptive classification model of the clusters, thus 
enabling exploration and detection of the 
characteristic of each cluster.  During the generation 
of a classification model, both options, the 10-fold 
cross-validation and percentage split (with 70% train 
and 30% test), were investigated.  When using the 
J48 decision tree algorithm with 10-fold cross-
validation default parameter value, the output of the 
tree consisted of 91 nodes and 54 leaves. The output 
of the confusion matrix for this learning algorithm 
looks as follows. 
Actual Predicted Total Accuracy Rate  Cluster1 Cluster 2 Cluster 3 Cluster 4 Cluster 5 
Cluster 1 17633 0 1 0 6 17640 99.96% 
Cluster 2 0 9209 1 0 0 9210 99.98% 
Cluster 3 0 0 11742 0 4 11746 99.96% 
Cluster 4 0 2 0 1484 0 1486 99.96% 
Cluster 5 3 0 3 0 6660 6666 99.90% 
Total 17636 9211 11747 1484 6670 46748 99.95% 
Table 1.  J48 decision tree algorithm with 10-fold cross-validation default parameter value 
The output of the confusion matrix shows that, in this 
experiment from the total 46748 amounts of data, 
46728 (99.95%) of the records were correctly 
classified, while the remaining 20 (0.05%) of the 
records were incorrectly classified.  
Table 4.18 clearly shows that, from 17640 records, 
17633 (99.96%) of the records were correctly 
classified as Cluster One (low-value customers), 
while the remaining 1 record was incorrectly 
classified as Cluster Three, and the other 6 were 
incorrectly classified as Cluster Five. From 9210 
records, 9209 (99.98%) of the records were correctly 
classified as Cluster Two (high-value customers), 
whereas the remaining 1 record was incorrectly 
classified as Cluster Three. Out of 11746 records, 
11742 (99.96%) records were correctly classified as 
Cluster Three, while the remaining 4 records were 
incorrectly classified as Cluster Five. From 1486 
records, 1484 (99.96%) records were correctly 
classified as Cluster Four, whereas the remaining 2 
records were misclassified as Cluster Two (high-
value customer). Out of 6666 records, 6660 (99.90%) 
records were correctly classified as Cluster Five; 
while the remaining 3 records were misclassified as 
Cluster One (low-value customers) and the other 3 
records were also incorrectly classified as Cluster 
Three.  
Although the above experiment had good accuracy, 
the researcher tried to find the best classification with 
small tree size; because small tree size decision tree 
classifications are easier to generate rules. So, the 
researcher tried various experiments by changing the 
default value of the J48 decision tree 10-fold cross-
validation parameter values. The default values of 
10-fold cross-validation are the minimum number of 
instances per leaf (minNumObj) with 2 and the 
confidence factor used for pruning 
(confidenceFactor) with 0.25. The different values of 
minNumObj with 5, 10, 15, 20, 25 were tested and 
the output of the confusion matrix for 
minNumObj=25 displayed in the following table.   
Actual Predicted Total Accuracy Rate  Cluster1 Cluster 2 Cluster 3 Cluster 4 Cluster 5 
Cluster 1 17583 0 29 20 8 17640 99.67% 
Cluster 2 0 9209 1 0 0 9210 99.98% 
Cluster 3 0 6 11727 0 13 11746 99.83% 
Cluster 4 5 2 0 1479 0 1486 99.52% 
Cluster 5 12 0 16 14 6624 6666 99.36% 
Total 17600 9217 11773 1513 6645 46748 99.73% 
Table 2 J48 decision tree algorithm with minNumObj=25 and confidenceFactor=0.25 
Actual Predicted Total Accuracy Rate  Cluster1 Cluster 2 Cluster 3 Cluster 4 Cluster 5 
Cluster 1 5264 0 10 7 0 5281 99.67% 
Cluster 2 0 2748 0 0 0 2748 100% 
Cluster 3 0 6 3559 0 8 3573 99.60% 
Cluster 4 2 0 0 437 0 439 99.54% 
Cluster 5 6 0 4 6 1967 1983 99.19% 
Total 5272 2754 3573 450 1975 14024 99.65% 
Table 3 Summary of the confusion matrix with default parameters value and 70 % for training and 30 % for 
testing dataset   
Compared with the previous experiments, both 10-
fold cross-validation experiments, this experiment 
had the least overall accuracy rate. Even in the 
individual cluster classification, except for the second 
cluster, the 10-fold cross-validation had better 
classification accuracy than the percentage split 
experimentation. Hence, from all of the above 
experimentations, the first model, 10-fold cross-
validation with the default parameter values, was 
selected because this model had better accuracy both 
in the overall and individual cluster classification. 
5.1   ANN CLASSIFICATION MODEL  
The other common classification technique is the 
Artificial Neural Network (ANN) classification 
model. According to Han and Kamber (2006), ANN 
classification model learn very fast when the 
attributes’ values fall in the range [-1, 1]. So, to put 
the attribute value in the range of [-1, 1], the 
researcher used the Weka normalizing preprocessing 
facilities. Consequently, all numeric attributes were 
normalized; that is their value fell in between the 
range of [-1, 1]. However, CTY_DSC (the origin of 
items) is a nominal attribute but as it is stated in 
Section 2.6.2.2, ANN classification model usually 
works only with numerical data. So, there are six 
distinct values in this attribute and each of them is 
assigned a numeric value from 1-6. After mapping 
the nominal value into the numeric value, the Weka 
preprocessing facility normalizes all values to fall in 
the range of [-1, 1]. 
 Hence, the same attributes that were used to build 
the decision tree models, were also used in the neural 
net modeling .Like the J48 decision tree algorithm in 
this experiment also the researcher used both the 10-
fold cross-validation and percentage split tests. 
During the experimentation various runs are 
performed by using the default values and changing 
the hidden layers, learning rate and momentum 
parameter values. The default hidden layers, learning 
rate and momentum parameters are shown in the 
following table.  
 
Parameter Description Default value 
Hidden Layers This defines the hidden layers of the neural 
network. This is a list of positive whole 
numbers.  
'a' = (attributes + classes) / 2 
a=(8 (number of attributes +5 (number 
of clusters))/2=6.5 (7) 
Learning Rate The amount the weights are updated 0.3 
momentum Momentum applied to the weights during 
updating  
0.2 
10-folds cross-validation 
Table 4 Parameters and their default values of the neural network classifier 
As it is shown in Table 4.22, the multilayer 
perceptron ANN algorithm had good overall and 
individual cluster classification accuracy rate. From 
the total dataset (46748) records, 46613 (99.71%) 
records were correctly classified by this algorithm; 
only 135 (0.29%) records were misclassified. 
For the percentage split run also better performance 
accuracy rate was found when hidden Layers=8, 
learning Rate=0.5 and momentum=0.4. For this split 
run like in the above J48 decision tree experiment, 
70% of the records were used for training and 30% of 
the records were used for testing. The output of the 
confusion matrix for this split run is presented in the 
following table. 
Actual Predicted Total Accuracy Rate  Cluster1 Cluster 2 Cluster 3 Cluster 4 Cluster 5 
Cluster 1 5048     0 44 0 0 5092 99.04% 
Cluster 2 0 2659     0 0 9 2668 99.66% 
Cluster 3 0 2 3641     0 0 3643     99.95% 
Cluster 4 0 0 0 345     0 345     100% 
Cluster 5 0 0 0 0 2276 2276 100% 
Total 5048     2661    3685 345 2285 14024 99.60% 
Table 5 Split output from Multilayer-Perceptron ANN algorithm with hidden-Layers=8 learning-Rate=0.6 
and momentum=0.4 
The output of the split run shows that from the total 
14024 testing dataset, 13969 (99.60%) of the records 
were correctly classified, while the remaining 55 
(0.40%) records were misclassified. For individual 
cluster level classification the split run better 
correctly classified the medium-value (Cluster 4 and 
5) customers and high-value (Cluster 2) customers. 
However, this run was still less efficient on 
classifying low-value (Cluster 1) customers. 
Moreover, the split run had less overall accuracy rate 
than 10-fold cross-validation. 
From the above two Multilayer-Perceptron ANN 
classification models, the first model built using 10-
fold cross-validation with hidden-Layers=8 learning-
Rate=0.5 and momentum=0.4 was selected; because 
this model had better accuracy rate than the second 
split model.         
5.2  COMPARISON OF DECISION TREE 
AND NEURAL NETWORK MODELS   
So far two classification models were tested; the next 
step was comparing the above two classification 
models, which were the J48 decision tree model and 
Multilayer Perceptron ANN classification model. The 
purpose of the comparison was to choose the best 
from these two algorithms, which was appropriate for 
the problem domain of this research, CRM.   
From the above two classification models the best 
algorithm was selected based on the following three 
parameters. 
 The overall classification accuracy rate 
 The model accuracy in classifying high 
value customers 
 The model accuracy in classifying low 
value customers 
So, based on the above criteria the algorithm, which 
had high overall accuracy rate and high accuracy in 
correctly classifying high value and low value 
customers in their clusters were selected. 
Consequently, the comparison of the decision tree 
and ANN models are described as follows. 
10-fold 
classification 
model 
 
Overall accuracy  
(46748 records) 
High-value customers (Cluster 
2) accuracy 
 
Low-value customers (Cluster 
1) accuracy 
 
Correctly 
classified 
Incorrectly 
classified  
Correctly 
classified  
Incorrectly 
classified  
Correctly 
classified  
Incorrectly 
classified  
Decision tree 
model 
46728 
99.95% 
20 
0.05% 
9209 99.98%  1  
0.02%  
17633 
99.96% 
7 
0.04% 
Neural network 
model  
46613               
99.71% 
135 
0.29% 
8834 
99.47%  
47  
0.53%  
 
16744 
99.70% 
48 
0.30% 
Table 6 Summary of the accuracy level of the decision tree and neural net classification models 
6. CONCLUSION 
The classification models were built with J48 
decision tree and multilayer perceptron neural net 
algorithms. From these two classification models the 
best classification model was selected by comparing 
the overall accuracy, accuracy in classifying high 
value customers and accuracy in classifying low 
value customers. 
 The model which was developed with J48 decision 
tree algorithm had 99.95% overall accuracy rate, 
whereas the multilayer perceptron neural net 
algorithm had 99.71% of overall accuracy. For 
classifying high value customers, the decision tree 
algorithm had 99.98% of accuracy, while the neural 
net algorithm had 99.47% of accuracy. Moreover, in 
classifying low value customers the decision tree 
algorithm had 99.96% of accuracy, while neural net 
algorithm had 99.70% of accuracy. Since, the 
decision tree model had scored better performance in 
all these evaluation parameters; it is the researcher’s 
belief that decision tree classification model has an 
appropriate technique for this research on CRM.  In 
general, the results from this study were encouraging. 
It was possible to segment customers’ data using data 
mining techniques that made business sense. To this 
effect, related literature on data mining techniques, 
CRM and customer segmentation was reviewed. 
As a future research direction the present work can be 
further investigated by increasing the number of 
records and adjusting the default parameter values of 
multilayer perceptron of ANN algorithm. 
 
References  
Adomavicius, Gediminas and Alexander Tuzhilin. 2001. Using 
data mining methods to build customer profiles. New York: IEEE 
1: 74-82 
Anyanwu, N. Matthew and Sajjan G. Shiva. n.d. Comparative 
analysis of serial decision tree classification algorithms. 
International Journal of Computer Science and Security, 
(IJCSS) 3: 230-240  
Apte, Chidanand, Bing Liu, Edwin Pednault and Padhraic Smyth. 
2002. Business applications of data mining. 
Communications of the ACM 8:49-53 
Arai, Kohei and Ali Ridho Barakbah. 2007.  Hierarchical K-
means: an algorithm for centroids initialization for K-
means. Saga University: 1:25-31 
Arthur, David and Sergei Vassilvitskii. 2006. How slow is the K-
means method.        
http://www.cs.duke.edu/courses/spring07/cps296.2/papers/k
Means-socg.pdf (access date February 17, 2011)  
Belete Biazen,2011. KNOWLEDGE DISCOVERY FOR 
EFFECTIVE CUSTOMER SEGMENTATION: THE CASE 
OF ETHIOPIAN REVENUE AND CUSTOMS 
AUTHORITY. Unpublished Master’s Thesis, Department of 
Information Science, Faculty of Informatics, Addis Ababa 
University, Addis Ababa. 
Berndt, Adele, Frikkie Herbst, and Lindie Roux. 2005. 
Implementing a customer relationship management 
program in an emerging market. Journal of Global Business 
and Technology 1: 81-89  
Bose, Ranjit. 2002. Customer relationship management key 
components for IT success. Industrial Management and 
Data System 2:89-97 
Boulding, William, Richard Staelin, Michael Ehret, & Wesley J. 
Johnston. 2005. A customer relationship management 
roadmap: what is known, potential pitfalls, and where to 
go. Journal of Marketing 1:155–166 
Bounsaythip, Catherine and Esa Rinta-Runsala. 2001. Overview of 
data mining for customer behavior modeling. VTT 
Information Technology 18: 1-53 
Bull, Christopher. 2003. Strategic issues in customer relationship 
management (CRM) implementation. Business Process 
Management Journal 9: 592-602 
Chalmeta, Ricardo. 2006. Methodology for customer relationship 
management. The Journal of Systems and Software 
79:1015–1024 
Chen, Ruey-Shun, Ruey-Chyi Wu and J. Y. Chen. 2005. Data 
mining application in customer relationship management of 
credit card business. IEEE Annual International Computer 
Software and Applications Conference 2:730-3157 
Cross, Glendon and Wayne Thompson. 2008. Understanding your 
customer: segmentation techniques for gaining customer 
insight and predicting risk in the telecom industry. SAS 
Global forum data mining and predictive model                     
http://www2.sas.com/proceedings/forum2008/154-2008.pdf  
(access date February 10, 2011)   
Denekew, Abera. 2003. The application of data mining to support 
customer relationship management at Ethiopian Airlines. 
Unpublished Master’s Thesis, Department of Information 
Science, Faculty of Informatics, Addis Ababa University, 
Addis Ababa 
Deshpande, S. P. and V. M. Thakare. 2010.  Data mining system 
and application: a review. International Journal of 
Distributed and Parallel systems (IJDPS) 1:32-44 
Doye, Tom. 2010. Collaborative border management. World 
Customs Journal 4:333-340 
Dunham, H. Margaret. 2000. Data mining techniques and 
algorithms partial draft of forthcoming book from prentice 
hall. http://www.cba.ua.edu/~mhardin/dunham.pdf  (access 
date January 5, 2011)                       
Edelstein, H. 2002. Data mining: exploiting the hidden trends in 
your data. Technology in Society 4:483-502  
European Regulators Group for Electricity and Gas (ERGEG). 
2010.  GGP on customer complaint handling, reporting and 
classification. Ref: E10-CEM-33-05 
Faber, Vance. 1994. Clustering and the continuous K-means 
algorithm. Los Alamos Science 22: 138-144  
Farn, Cheng-Kiang and Li Ting Huang. 2009. A study on industrial 
customer’s loyalty to application service providers: the 
case of logistics information services. International Journal 
of Computers 3: 151-160 
Fayyad, Usama, Gregory Piatetsky-Shapiro, and Padhraic Smyth. 
1996. From data mining to knowledge discovery in 
databases. American Association for Artificial Intelligence 
37-54 
Fayyad, Usama, Gregory Piatetsky-Shapiro, and Padhraic Smyth. 
1996. Knowledge discovery and data mining: towards a 
unifying framework.                              http://www-
aig.jpl.nasa.gov/kdd96   (access date March 2, 2011) 
Federal Negarit Gazeta of the Federal Democratic Republic of 
Ethiopia. 2008.  Proclamation No. 587/2008, Proclamation 
Page 4123     
Fekadu, Mekonnen. 2004. Application of data mining to support 
customer relationship management at Ethiopian 
Telecommunications Corporation. Unpublished Master’s 
Thesis, Department of Information Science, Faculty of 
Informatics, Addis Ababa University, Addis Ababa 
Gray, Paul and Jongbok Byun. 2001. Customer relationship 
management. http://www.wcfia.harvard.edu/us-
japan/research/pdf/06-13.ueno.pdf  (access date February 
15, 2011) 
 
Gray, Paul. 2001. Customer relationship management. 
http://www.crito.uci.edu/papers/2001/crm.pdf  (access date 
February 16, 2011) 
Greengrove, Kathryn. 2002. Needs-based segmentation: principles 
and practice. USA: International Journal of Market 
Research 44: 405-421 
Hajizadeh, Ehsan, Hamed Davari Ardakani and Jamal Shahrabi. 
2010. Application of data mining techniques in stock 
markets.  Journal of Economics and International Finance 
7:109-118 
Han, Jiawei and Micheline Kamber. 2006.  Data mining: concepts 
and techniques. 2nd ed.USA: Morgan Kaufmann 
Henock, Woubishet. 2002. Application of data mining techniques 
to support customer relationship management at Ethiopian 
Airlines. Unpublished Master’s Thesis, Deparment of 
Information Science, Faculty of Informatics, Addis Ababa 
University, Addis Ababa 
http://www. Ethiopian Revenues and Customs Authority (access 
date January 7, 2011)  
Huang, Yingping. 2003. Infrastructure, data cleansing and mining 
for support of scientific simulation. Department of 
Computer Science and Engineering, University of Notre 
Dame, Indiana 
Hwang, Hyunseok, Taesoo Jung and Euiho Suh. 2004. An LTV 
model and customer segmentation based on customer 
value: a case study on the wireless telecommunication 
industry. Expert Systems with Applications 26: 181–188 
Johnston, Robert and Sandy Mehra. 2002. Best-practice complaint 
management. Academy of Management Executive 4:145-
154  
Kanungo, Tapas, David M. Mount, Nathan S. Netanyahu, Christine 
D. Piatko, Ruth Silverman, and Angela Y. Wu. 2002. An 
efficient k-means clustering algorithm: analysis and 
implementation. IEEE Transactions on Pattern Analysis and 
Machine Intelligence 24:881-892 
Kim, Jonghyeok, Euiho Suh, and Hyunseok Hwang. 2003. A model 
for evaluating the effectiveness of CRM using the balanced 
scorecard. Journal of Interactive Marketing 2: 5-19 
Kim, Su-Yeon, Tae-Soo Jung, Eui-Ho Suh, and Hyun-Seok 
Hwang. 2006. Customer segmentation and strategy 
development based on customer lifetime value: a case study. 
Expert Systems with Applications 31: 101–107 
King, F. Stephen and Thomas F. Burgess. 2008. Understanding 
success and failure in customer relationship management. 
Industrial Marketing Management 37: 421–431 
Koh, Chye Hian and Gerald Tan. n.d. Data mining applications in 
healthcare. Journal of Healthcare Information Management 
2:64-72 
Kumar, Ela and Arun Solanki .2010. A combined mining approach 
and application in tax administration. International Journal 
of Engineering and Technology 2:38-44 
Kumneger, Fekrie. 2006. Application of data mining techniques to 
support customer relationship management for Ethiopian 
Shipping Lines (ESL). Unpublished Master’s Thesis, 
Department of Information Science, Faculty of Informatics, 
Addis Ababa University, Addis Ababa 
Kurgan, A. Lukasz, and Petr Musilek. 2006. A survey of knowledge 
discovery and data mining process models. United 
Kingdom: Cambridge University Press 21: 1-24 
Mahler, J. Juliannem and Thomas Hennessey. 1996. Taking 
internal customer satisfaction seriously at the U.S. customs  
service.  Jstor’s M.E Sharpe 4:487-497  
McGuirk, Mike. 2007. Customer segmentation and predictive 
modeling. 
http://www.iknowtion.com/downloads/Segmentation.pdf  
(access date March 2, 2011) 
McKinsey and Company. 2001. The new era of customer loyalty 
management. htttp://www.marketing.mckinsey.com (access 
date February 4, 2011) 
Melaku, Girma. 2009. Applicability of data mining techniques to 
customer relationship management (CRM): the case of 
Ethiopian Telecommunications Corporation’s (ETC) code 
division multiple access (CDMA) telephone service. 
Unpublished Master’s Thesis, Department of Information 
Science, Faculty of Informatics, Addis Ababa University, 
Addis Ababa 
Nasereddin, H. O. Hebah. 2009. Stream data mining. International 
Journal of Web Applications 4:183-190  
Ngai, E.W.T. 2005. Customer relationship management research: 
an academic literature review and classification. Marketing 
Intelligence and Planning 6: 582-605 
Ngai, E.W.T., Li Xiu , D.C.K. Chau. 2009.  Application of data 
mining techniques in customer relationship management: a 
literature review and classification. Expert Systems with 
Applications 36:2592-2602  
Parvatiyar, Atul and Jagdish N. Sheth. 2001. Customer 
relationship management: emerging practice, process, and 
discipline. Journal of Economic and Social Research 2:1-34 
Rygielski, A. Chris, Jyun-Cheng Wang B, David C. Yen. 2002. 
Data mining techniques for customer relationship 
management. Technology in Society 24:483–502 
Saarenvirta, G.. 1998.  Mining customer data.   
http://www.db2mag.com/db_area/archives/1998/q3/98fsaar.
html  (access date January 6, 2011)    
Shang, S. C. Shari and Chih-Hsiang Chen. n.d. Human processes 
in customer relationship management. 11th Pacific-Asia 
Conference on Information Systems http://www.pacis-
net.org/file/2007/1259.pdf  (access date January 6, 2011)  
Singh, Yashpal and Alok Singh Chauhan. 2009. Neural networks 
in data mining.  India: Journal of Theoretical and Applied 
Information Technology 37-42 
Srivastava, Jaideep. 2002. Data mining for customer relationship 
management (CRM). Advances in Knowledge Discovery 
and Data Mining 2336:14-27 
Suresh, Hemamalini. 2002. Customer relationship management: 
an opportunity for competitive advantage. India: PSG 
Institute of Management 
http://www.realmarket.com/required/psginst1.pdf  (access 
date February 6, 2011) 
Tilahun, Muluneh. 2009. Possible application of data mining 
techniques to target potential visa card users in direct 
marketing: the case of Dashen Bank s.c. Unpublished 
Master’s Thesis, Department of Information Science, 
Faculty of Informatics, Addis Ababa University, Addis 
Ababa 
Trappey, V .Charles, Amy J.C. Trappey, Ai-Che Chang, and 
Ashley Y.L. Huang. 2009. The analysis of customer service 
choices and promotion preferences using hierarchical 
clustering. China: Journal of the Chinese Institute of 
Industrial Engineers 5:367-376  
Two Crows Corporation. 1999.  Introduction to data mining and 
knowledge discovery. 3rd ed. ISBN: 1-892095-02-5, 
Potomac, MD 20854 (U.S.A.) 
Verhoef, C. Peter. 2003. Understanding the effect of customer 
relationship management efforts on customer retention and 
customer share development. Jstor the Journal of Marketing 
4: 30-45 
Wahab, Samsudin and Juhary Ali. 2010. The evolution of 
relationship marketing (RM) towards customer relationship 
management (CRM): a step towards company 
sustainability.  Information Management and Business 
Review 1: 88-96  
