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Abstract: We apply the full theory of Loop Quantum Gravity (LQG) to cosmology and present
a top-down derivation of gauge-invariant cosmological perturbation theory from quantum gravity.
The derivation employs the reduced phase space formulation of LQG and the new discrete path
integral formulation defined in [1]. We demonstrate that in the semiclassical approximation and
continuum limit, the result coincides with the existing formulation of gauge-invariant cosmological
perturbation theory in e.g. [2]. Time evolution of cosmological perturbations is computed numer-
ically from the new cosmological perturbation theory of LQG, and various power spectrums are
studied for scalar mode and tensor mode perturbations. Comparing these power spectrums with
predictions from the classical theory demonstrate corrections in the ultra-long wavelength regime.
These corrections are results from the lattice discretization in LQG. In addition, tensor mode per-
turbations at late time demonstrate the emergence of spin-2 gravitons as low energy excitations
from LQG. The graviton has a modified dispersion relation and reduces to the standard graviton
in the long wavelength limit.
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1 Introduction
Loop Quantum Gravity (LQG) is a candidate for background independent and non-perturbative
theory of quantum gravity [3–6]. Among successful sub-areas in LQG, applying LQG to cosmology
is a fruitful direction in which LQG gives physical predictions and phenomenological impacts. Most
studies of cosmology in LQG is based on Loop Quantum Cosmology (LQC): a LQG-like quantization
of symmetry reduced model (quantization of homogeneous and isotropic degrees of freedom) [7–9].
However, in this paper, we apply the full theory of LQG (quantizing all degrees of freedom) to
cosmology and present a top-down derivation of cosmological perturbation theory from LQG.
A key tool in our work is the new path integral formulation of LQG proposed in [1]. This
path integral is derived from the reduced phase space formulation of canonical LQG. The reduced
phase space formulation couples gravity to matter fields such as dusts or scalar fields (clock fields),
followed by a deparametrization procedure, in which gravity Dirac observables are parametrized by
values of clock fields, and constraints are solved classically. The dynamics of Dirac observables is
governed by the physical Hamiltonian H0 generating physical time evolution (the physical time is
the value of a clock field) in the reduced phase space. Our work considers two popular scenarios
of deparametrization: coupling gravity to Brown-Kucharˇ and Gaussian dusts [2, 10–12]. The path
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integral formulation is derived from discretizing the theory on a cubic lattice γ, followed by quantiz-
ing the reduced phase space and the Hamiltonian evolution generated by H0. We refer the readers
to [1] for detailed derivation of the path integral formulation, and to [13] for the comparison with
spin foam formulation.
The semiclassical approximation ~→ 0 of LQG can be studied in this path integral formulation
using the stationary phase analysis. It is shown in [13] that semiclassical equations of motion
(EOMs) from the path integral consistently reproduces the classical reduced phase space EOMs
of the gravity-dust system. These semiclassical EOMs take into account all degrees of freedom
(DOFs) on γ, and govern the semiclassical dynamics of the full LQG. In addition, [1] shows that
semiclassical EOMs contain the unique solution satisfying the homogeneous and isotropic symmetry.
The solution reproduces the effective dynamics of µ0-scheme LQC, i.e. it recovers the Friedmann-
Lemaˆıtre-Robertson-Walker (FLRW) cosmology at low energy density while replacing the big-bang
singularity by a bounce at high energy density.
In this work, we study perturbations on the homogeneous and isotropic cosmology in this
path integral formulation of full LQG. We focus on the cosmological perturbation theory at the
semiclassical level. The dynamics of perturbations are studied by taking the above homogeneous
and isotropic as the background and linearizing semiclassical EOMs of the full LQG. The resulting
linearized EOMs are in terms of (perturbative) holonomies and fluxes on the cubic lattice γ. The
initial condition of EOMs is imposed by the semiclassical initial state of the path integral, and
uniquely determines a solution. In practice, we solve these linearized EOMs numerically and extract
the physics of cosmological perturbations. The perturbation theory developed here is manifestly
gauge invariant because it is derived from the reduced phase space formulation.
There are cosmological perturbation theories based on LQC instead of the full LQG, includ-
ing the dressed metric approach [14–16] and the hybrid model [17, 18]. In both approaches, LQC
quantum dynamics serves as the background for perturbations. However the dynamics of LQC is
ambiguous by different treatments of Lorentzian terms in the Hamiltonian constraint. The ambi-
guity can have no nontrivial effects on predictions [19, 20]. Our approach derives the cosmological
perturbation theory from the full LQG Hamiltonian (proposed by Giesel and Thiemann [11]) which
specifies the Lorentzian term from the start. So ambiguities mentioned in [19, 20] do not present
in our approach.
As a consistency check, we take the continuum limit of linearized EOMs by refining the lattice
γ, and find results agree with perturbative EOMs in [2], where the gauge-invariant cosmological
perturbation theory is developed from classical gravity-dust theory on the continuum. Our result
provides an example confirming the semiclassical consistency of the reduced phase space LQG. The
cosmological perturbation theory from the reduced phase space formulation closely relates to the
standard gauge-invariant treatment of cosmological perturbations [2].
Our top-down approach of the cosmological perturbation theory opens a new window for ex-
tracting physical predication from the full LQG and contacting with phenomenology. As the first
step, we relate holonomy and flux perturbations to the standard decomposition into scalar, vector,
and tensor modes, and numerically study their power spectrums determined by the semiclassical
dynamics of LQG. Resulting power spectrums are compared with predictions from the classical
theory on the continuum. This comparison demonstrates physical effects implied by the lattice
discreteness and cosmic bounce in LQG.
Our analysis of power spectrums mainly focuses on scalar and tensor modes, since they have
more phenomenological impact. Concretely, we study the power spectrum of the Bardeen potential
Ψ for the scalar mode perturbation (see Section 5), and the power spectrum of metric perturba-
tions of the tensor mode (see Section 6). Power spectrums are obtained by numerically evolving
perturbations from certain initial conditions imposed at early time.
Firstly it is clear that predictions from LQG semiclassical EOMs are very different from the
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continuum classical theory in case that the wavelength is as short as the lattice spacing. However
when we focus on wavelengths much longer than the lattice spacing, differences in power spectrums
between LQG and the classical theory are much larger in the ultra-long wavelength regime than
they are in the regime where the wavelength is relatively short (but still much longer than the
lattice spacing). Power spectrums from LQG coincide with the classical theory in the regime where
the wavelength is relatively short. At late time, this difference of scalar mode power spectrums
becomes smaller, while the difference of tensor mode power spectrums becomes larger. For the
tensor mode, the long wavelength correction from LQG in the power spectrum has a similar reason
as in the dressed metric approach [14, 16], i.e. it is due to the LQG correction to the cosmological
background. For the Bardeen potential Ψ, the difference of power spectrums is resulting from
Ψ ∼ wavelength×perturbation where corrections to perturbations from the lattice discreteness are
amplified by ultra-long wavelengths. Differences in power spectrums between LQG and the classical
theory vanish in the lattice continuum limit. Some more discussions about comparison are given in
Sections 5 and 6.
At late time, tensor mode perturbations from LQG give a wave equation of spin-2 gravitons
with a modified dispersion relation ω(k)2 = k2[1+O(k2)] (see Section 6 for the explicit expression).
ω(k)2 reduces to the usual dispersion relation of graviton in the long wavelength limit or small k.
For larger k, gravitons travel in a speed less than the speed of light. Our result confirms that spin-2
gravitons are low energy excitations of LQG. It is in agreement with a recent result from the spin
foam formulation [21]. The modified dispersion relation is in agreement with a recent result in [22]
obtained from expanding the LQG Hamiltonian on the flat spacetime.
As another difference between LQG and the classical theory, the cosmological perturbation the-
ory from LQG contain couplings among scalar, tensor, and vector modes, although these couplings
are suppressed by the lattice continuum limit. For instance, the initial condition containing only
scalar mode can excite tensor and vector modes in the time evolution at the discrete level. These
tensor and vector modes have small amplitudes vanishing in the lattice continuum limit.
As a preliminary step toward making the full LQG theory contact with phenomenology, this
work has following limitations: Firstly, our model focuses on pure gravity coupled to dusts, and
does not take into account the radiative matter and inflation. However various matter couplings
in the reduced phase space LQG have been worked out in [11]. Deriving matter couplings in the
path integral formulation is straight-forward. Generalizing the cosmological perturbation theory
to including radiative matter and inflation is a work currently undergoing. Secondly, this work
focuses on the semiclassical analysis, and does not take into account any O(`2P ) quantum correction
(although effects from discreteness are discussed). By taking into account quantum corrections, the
continuum limit at the quantum level is expected to be better understood.
Main computations in this work are carried out with Mathematica on High-Performance-
Computing (HPC) servers. Some intermediate steps and results contain long formulae that cannot
be shown in the paper. Mathematica codes and formulae can be downloaded from [23].
This paper is organized as follows: Section 2 reviews the reduced phase space formulation of
LQG and the path integral formulation. Section 3 discusses the semiclassical approximation of the
path integral and semiclassical EOMs. Section 4 discuss the cosmological solution, linearization of
EOMs with cosmological perturbations, and lattice continuum limit. Section 5 focuses on scalar
mode perturbations, and discusses the initial condition and the power spectrum. Section 6 focuses
on tensor mode perturbations, including discussions of the late time dispersion relation and the
power spectrum.
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2 Reduced Phase Space Formulation of LQG
2.1 Classical Framework
Reduced phase space formulations of LQG need to couple gravity to various matter fields at classical
level. In this paper, we focus on two scenarios of matter field couplings: Brown-Kucharˇ (BK) dust
and Gaussian dust [11, 12, 24, 25].
The action of BK dust model reads
SBKD[ρ, gµν , T, S
j ,Wj ] = −1
2
∫
d4x
√
|det(g)| ρ [gµνUµUν + 1], (2.1)
Uµ = −∂µT +Wj∂µSj , (2.2)
where T, Sj=1,2,3 are scalars (dust coordinates of time and space) to parametrize physical fields,
and ρ, Wj are Lagrangian multipliers. ρ is interpreted as the dust energy density. Coupling SBKD
to gravity (or gravity coupled to some other matter fields) and carrying out Hamiltonian analysis
[12], we obtain following constraints:
Ctot = C + 1
2
[
P 2/ρ√
det(q)
+
√
det(q)ρ
(
qαβUαUβ + 1
)]
= 0, (2.3)
Ctotα = Cα + PT,α − PjSj,α = 0, (2.4)
ρ2 =
P 2
det(q)
(
1 + qαβUαUβ
)−1
, (2.5)
Wj = Pj/P, (2.6)
where α, β = 1, 2, 3 are spatial indices, P, Pj are momenta conjugate to T, S
j , and C, Cα are Hamil-
tonian and diffeomorphism constraints of gravity (or gravity coupled to some other matter fields).
Eq.(2.5) is solved by
ρ = ε
P√
det(q)
(
1 + qαβUαUβ
)−1/2
, ε = ±1. (2.7)
The dust 4-velocity U being timelike and future pointing fixes ε = 1 [10], so sgn(P ) = sgn(ρ).
Inserting this solution to Eq.(2.3) and using Eq.(2.6) lead to
C = −P
√
1 + qαβCαCβ/P 2. (2.8)
Thus −sgn(C) = sgn(P ) = sgn(ρ). For dust coupling to pure gravity, we must have C < 0 and the
physical dust ρ, P > 0 to fulfill the energy condition [24]. However, in presence of additional matter
fields (e.g. scalars, fermions, gauge fields, etc), they can make C > 0 and ρ, P < 0 corresponding to
the phantom dust [10, 11]. The case of phantom dust may not violate the usual energy condition
due to presence of other matter fields. We solve P, Pj from Eqs.(2.3) and (2.4):
P =
{
h physical dust,
−h phantom dust, h =
√
C2 − qαβCαCβ , (2.9)
Pj = −Sαj (Cα − hT,α) , (2.10)
are strongly Poisson commutative constraints. Sαj is the inverse matrix of ∂αS
j (α = 1, 2, 3). An
intermediate step of the above derivation shows that P 2 = C2 − qαβCαCβ > 0. It constrains the
argument of the square root to be positive. Moreover the physical dust requires C < 0 while the
phantom dust requires C > 0.
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We use Aaα(x), E
α
a (x) as canonical variables of gravity. A
a
α(x) is the Ashtekar-Barbero con-
nection and Eαa (x) =
√
det q eαa (x) is the densitized triad. a = 1, 2, 3 is the Lie algebra in-
dex of su(2). Gauge invariant Dirac observables are constructed relationally by parametrizing
(A,E) with values of dust fields T (x) ≡ τ, Sj(x) ≡ σj , i.e. Aaj (σ, τ) = Aaj (x)|T (x)≡τ, Sj(x)≡σj and
Eja(σ, τ) = E
j
a(x)|T (x)≡τ, Sj(x)≡σj , where σ, τ are dust space and time coordinates, and j = 1, 2, 3 is
the dust coordinate index (e.g. Aj = AαS
α
j ).
Aaj (σ, τ) and E
j
a(σ, τ) satisfy the standard Poisson bracket in the dust frame:
{Eia(σ, τ), Abj(σ′, τ)} =
1
2
κβ δijδ
b
aδ
3(σ, σ′), κ = 16piG (2.11)
where β is the Barbero-Immirzi parameter. The phase space P of Aaj (σ, τ), Eja(σ, τ) is free of
Hamiltonian and diffeomorphism constraints. All SU(2) gauge invariant phase space functions are
Dirac observables.
Physical time evolution in τ is generated by the physical Hamiltonian H0 given by integrating
h on the constant T = τ slice S. The constant τ slice S is coordinated by the value of dust scalars
Sj = σj thus is called the dust space [11, 12]. By Eq.(2.9), H0 is negative (positive) for the physical
(phantom) dust. We flip the direction of the time flow τ → −τ thus H0 → −H0 for the physical
dust. So we obtain positive Hamiltonians in both cases:
H0 =
∫
S
d3σ
√√√√C(σ, τ)2 − 1
4
3∑
a=1
Ca(σ, τ)2. (2.12)
C and Ca = 2eαaCα are parametrized in the dust frame, and expressed in terms of Aaj (σ, τ) and
Eja(σ, τ):
C = 1
κ
[
F ajk −
(
β2 + 1
)
εadeK
d
jK
e
k
]
εabc
EjbE
k
c√
det(q)
+
2Λ
κ
√
det(q) (2.13)
Ca = 4
κβ
F bjk
EjaE
k
b√
det(q)
, (2.14)
where Λ is the cosmological constant.
Coupling gravity to Gaussian dust model is similar, so we don’t present the details here (while
details can be found in [12]). As a result the physical Hamiltonian has a simpler expression
H0 =
∫
S
d3σ C(σ, τ). (2.15)
The following Hamiltonian unifies both scenarios of the BK and Gaussian dusts:
H0 =
∫
S
d3σ h(σ, τ), (2.16)
h(σ, τ) =
√√√√C(σ, τ)2 − α
4
3∑
a=1
Ca(σ, τ)2,
{
α = 1 BK dust,
α = 0 Gaussian dust.
This physical Hamiltonian H0 is manifestly positive. However when C < 0, Eq.(2.16) is different
from Eq.(2.15) by an overall minus sign, thus reverses the time flow τ → −τ for the Gaussian dust.
The physical Hamiltonian H0 generates the τ evolution:
df
dτ
= {f,H0} , (2.17)
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for all phase space function f . In particular, the Hamilton’s equations are
dAaj (σ, τ)
dτ
= −κβ
2
δH0
δEja(σ, τ)
,
dEja(σ, τ)
dτ
=
κβ
2
δH0
δAaj (σ, τ)
. (2.18)
Functional derivatives on the right-hand sides of Eq.(2.18) give
δH0 =
∫
S
d3σ
(C
h
δC − αqij Ci
h
δCj + α
2h
qijqklCjClδqik
)
, (2.19)
where C/h is negative (positive) for physical (phantom) dust. In this work we focus on the cosmo-
logical perturbation theory qij = q
0
ij +hij (q
0
ij is the homogeneous and isotropic cosmological back-
ground and hij is the perturbation) and linearized EOMs. The last term gives
α
2hq
ijqklCjCl = O(h2ij)
since Cj(q0) = 0, thus does not affect linearized EOMs. Compare δH to the variation of Hamilto-
nian HGR of pure gravity in absence of dust motivates us to identify (dynamical) lapse function
and shift vector
N =
C
h
, Nj = −αCj
h
. (2.20)
N is negative (positive) for the physical (phantom) dust. Negative lapse indicates that τ in Eq.(2.18)
flows from future to past. Its origin is the flip τ → −τ before Eq.(2.12). In this paper we focus on
gravity coupled to the physical dust. When we discuss the cosmological perturbation theory from
the semiclassical limit of LQG, we are going to flip τ → −τ back such that τ flows to the future
again. In that case, the dynamical lapse function and shift vector Eq.(2.20) have to change to
N = −C
h
, Nj = α
Cj
h
. (2.21)
They can be obtained directly from the variation δ(−H0) (−H0 is the physical Hamiltonian of
physical dust if we don’t flip τ → −τ before Eq.(2.12).
In the gravity-dust models, we have resolved the Hamiltonian and diffeomorphism constraints
classically, while the SU(2) Gauss constraint Ga(σ, τ) = DjEja(σ, τ) = 0 still has to be imposed to
the phase space. In addition, There are non-holonomic constraints: C(σ, τ)2− α4
∑3
a=1 Ca(σ, τ)2 ≥ 0
and C < 0 for physical dust (C > 0 for phantom dust).
These constraints are preserved by τ -evolution for gravity coupling to the BK dust. Indeed,
firstly τ -evolution cannot break Gauss constraint since {Ga(σ, τ), H0} = 0. Secondly both h(σ, τ)
and Cj(σ, τ) are conserved densities (thus Nj is conserved) [11]:
dh(σ, τ)
dτ
= {h(σ, τ), H0} = 0, dCj(σ, τ)
dτ
= {Cj(σ, τ), H0} = 0 (2.22)
Therefore C(σ, τ)2 − 14
∑3
a=1 Ca(σ, τ)2 ≥ 0 is conserved. About C < 0 (C > 0), suppose C < 0
(C > 0) was violated in τ -evolution, there would exist a certain τ0 that C(σ, τ0) = 0, but then
C(σ, τ)2 − 14
∑3
a=1 Ca(σ, τ)2 would becomes negative if Cj(σ, τ) 6= 0, contradicting the conservation
of h(σ, τ) and the other nonholonomic constraint. If the conserved Cj(σ, τ) = 0, h(σ, τ)2 = C(σ, τ)2
is conserved and thus cannot evolve from nonzero to zero. For gravity coupled to the Gaussian
dust, Cj(σ, τ) is conserved. h(σ, τ) and C(σ, τ) are conserved only when Cj(σ, τ) = 0. C < 0 (C > 0)
may be violated in τ -evolution for coupling to the Gaussian dust if Cj(σ, τ) 6= 0.
In our following discussion, we focus on pure gravity coupled to dusts, thus we only work with
physical dusts in order not to violate the energy condition.
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2.2 Quantization
We construct a fixed finite cubic lattice γ which partitions the dust space S. In this work, S is
compact and has no boundary. E(γ) and V (γ) denote sets of (oriented) edges and vertices in γ. By
the dust coordinate on S, every edge has a constant coordinate length µ. µ→ 0 relates to the lattice
continuum limit. Every vertex v ∈ V (γ) is 6-valent, having 3 outgoing edges eI(v) (I = 1, 2, 3)
and 3 incoming edges eI(v − µIˆ) where Iˆ is the coordinate basis vector along the I-th direction.
It is sometimes convenient to orient all 6 edges to be outgoing from v, and denote them by ev;I,s
(s = ±):
ev;I,+ = eI(v), ev;I,− = eI(v − µIˆ)−1. (2.23)
Canonical variables Aaj (σ, τ), E
j
a(σ, τ) are regularized by holonomy h(e) and gauge covariant
flux pa(e) at every e ∈ E(γ):
h(e) := P exp
∫
e
Aaτa/2,
pa(e) := − 1
2βa2
tr
[
τa
∫
Se
εijkdσ
i ∧ dσj h (ρe(σ)) Ekb (σ)τ b h (ρe(σ))−1
]
, (2.24)
where τa = −i(Pauli matrix)a. Se is a 2-face intersecting e in the dual lattice γ∗. ρe is a path
starting at the source of e and traveling along e until e ∩ Se, then running in Se until ~σ. a is a
length unit for making pa(e) dimensionless. Because pa(e) is gauge covariant flux, we have
pa (ev;I,−) =
1
2
Tr
[
τah
(
ev−Iˆ;I,+
)−1
pb
(
ev−Iˆ;I,+
)
τ bh
(
ev−Iˆ;I,+
)]
. (2.25)
The Poisson algebra of h(e) and pa(e) are called the holonomy-flux algebra:
{h(e), h (e′)} = 0, (2.26)
{pa(e), h (e′)} = κ
a2
δe,e′
τa
2
h (e′) , (2.27){
pa(e), pb (e′)
}
= − κ
a2
δe,e′εabcp
c (e′) , (2.28)
h(e) and pa(e) are coordinates of the reduced phase space Pγ for the theory discretized on γ.
In quantum theory, the Hilbert space Hγ is spanned by gauge invariant (complex valued)
functions of all h(e)’s, and is a proper subspace of H0γ = ⊗eL2(SU(2)). hˆ(e) becomes multiplication
operators on functions in H0γ . pˆa(e) = it Rae/2 where Rae is the right invariant vector field on SU(2):
Raf(h) = ddε
∣∣
ε=0
f(eετ
a
h). t = `2p/a
2 is a dimensionless semiclassicality parameter (`2p = ~κ).
hˆ(e), pˆa(e) satisfy the commutation relations:[
hˆ(e), hˆ(e′)
]
= 0[
pˆa(e), hˆ(e′)
]
= itδe,e′
τa
2
h(e′)[
pˆa(e), pˆb(e′)
]
= −itδe,e′εabcpc(e′), (2.29)
as quantization of the holonomy-flux algebra.
The physical Hamiltonian operators Hˆ are given by [11]:
Hˆ =
∑
v∈V (γ)
Hˆv, Hˆv :=
[
Mˆ†−(v)Mˆ−(v)
]1/4
, (2.30)
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Mˆ−(v) = Cˆ †v Cˆv −
α
4
3∑
a=1
Cˆ †a,vCˆa,v, α =
{
1, BK dust,
0, Gaussian dust.
(2.31)
In our notation, H0 =
∫
S d
3σ h, C, and Ca are the physical Hamiltonian, scalar constraint, and
vector constraint on the continuum. H =
∑
vHv, Cv, and Ca,v are their discretizations on γ.
Hˆ =
∑
v Hˆv, Cˆv, and Cˆa,v are quantizations of H, Cv, and Ca,v:
Cˆ0,v =
2
iβκ`2p
∑
s1,s2,s3=±1
s1s2s3 ε
I1I2I3 Tr
(
hˆ(αv;I1s1,I2s2)hˆ(ev;I3s3)
[
hˆ(ev;I3s3)
−1, Vˆv
])
(2.32)
Cˆa,v =
8
iβ2κ`2p
∑
s1,s2,s3=±1
s1s2s3 ε
I1I2I3 Tr
(
τahˆ(αv;I1s1,I2s2)hˆ(ev;I3s3)
[
hˆ(ev;I3s3)
−1, Vˆv
])
(2.33)
Cˆv = Cˆ0,v +
1 + β2
2
CˆL,v +
2Λ
κ
Vˆv, Kˆ =
i
~β2
 ∑
v∈V (γ)
Cˆ0,v,
∑
v∈V (γ)
Vv

CˆL,v = − 16
κ
(
iβ`2p
)3 ∑
s1,s2,s3=±1
s1s2s3 ε
I1I2I3 (2.34)
Tr
(
hˆ(ev;I1s1)
[
hˆ(ev;I1s1)
−1, Kˆ
]
hˆ(ev;I2s2)
[
hˆ(ev;I2s2)
−1, Kˆ
]
hˆ(ev;I3s3)
[
hˆ(ev;I3s3)
−1, Vˆv
] )
.
where Vˆv is the volume operator at v:
Vˆv =
(
Qˆ2v
)1/4
, (2.35)
Qˆv = β
3a6εabc
pˆa(ev;1+)− pˆa(ev;1−)
4
pˆb(ev;2+)− pˆb(ev;2−)
4
pˆc(ev;3+)− pˆc(ev;3−)
4
. (2.36)
The Hamiltonian operator Hˆ is positive semi-definite and self-adjoint because Mˆ†−(v)Mˆ−(v) is
manifestly positive semi-definite and Hermitian, therefore admits a canonical self-adjoint extension.
Classical discrete Cv, and Ca,v can be obtained from Eqs.(2.3) - (2.34) by mapping operators to
their classical counterparts and [fˆ1, fˆ2]→ i~{f1, f2}. Hence classical discrete physical Hamiltonian
H is
H =
∑
v∈V (γ)
Hv, Hv =
√√√√∣∣∣∣∣C2v − α4
3∑
a=1
C2a,v
∣∣∣∣∣. (2.37)
The absolute value in the square-root results from that H is the classical limit of Hˆ, while Hˆ is
defined on the entire Hγ disregarding nonholonomic constraints in particular C2 − α4
∑3
a=1 C2a ≥ 0
for α = 1.
The transition amplitude A[g],[g′] plays the central role in the quantum dynamics of reduced
phase space LQG:
A[g],[g′] = 〈Ψt[g]| exp
[
− i
~
T Hˆ
]
|Ψt[g′]〉. (2.38)
We focus on the semiclassical initial and final states Ψt[g′],Ψ
t
[g] for the purpose of semiclassical
analysis. Ψt[g′],Ψ
t
[g] are gauge invariant coherent states [26, 27]:
Ψt[g](h) =
∫
SU(2)|V (γ)|
dh
∏
e∈E(γ)
ψt
h−1
s(e)
g(e)ht(e)
(h(e)) , dh =
∏
v∈V (γ)
dµH(hv). (2.39)
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The gauge invariant coherent state is labelled by the gauge equivalence class [g] generated by
g(e) ∼ gh(e) = h−1s(e)g(e)ht(e) at all e. g(e) ∈ SL(2,C). ψtg(e) (h(e)) is the complexifier coherent
state on the edge e:
ψtg(e) (h(e)) =
∑
je∈Z+/2∪{0}
(2je + 1) e
−tje(je+1)/2χje
(
g(e)h(e)−1
)
, (2.40)
where g(e) is complex coordinate of Pγ and relates to h(e), pa(e) by
g(e) = e−ipa(e)τa/2h(e) = e−ip
a(e)τa/2eθ
a(e)τa/2, pa(e), θa(e) ∈ R3. (2.41)
Applying Eq.(2.39) and discretizing time T = N∆τ with large N and infinitesimal ∆τ ,
A[g],[g′] =
∫
dh
〈
ψtg
∣∣ [e− i~∆τHˆ]N |ψtg′h〉, (2.42)
=
∫
dh
N+1∏
i=1
dgi 〈ψtg|ψ˜tgN+1〉〈ψ˜tgN+1
∣∣e− i∆τ~ Hˆ∣∣ψ˜tgN 〉〈ψ˜tgN ∣∣e− i∆τ~ Hˆ∣∣ψ˜tgN−1〉 · · ·
· · · 〈ψ˜tg2
∣∣e− i∆τ~ Hˆ∣∣ψ˜tg1〉〈ψ˜tg1 |ψtg′h〉 (2.43)
where we have inserted N + 1 resolutions of identities with normalized coherent state ψ˜tg =
⊗eψtg(e)/||ψtg(e)||:∫
dgi |ψ˜tgi〉〈ψ˜tgi | = 1H0γ , dgi =
( c
t3
)|E(γ)| ∏
e∈E(γ)
dµH(hi(e)) d
3pi(e), i = 1, · · · , N − 1.(2.44)
The above expression of A[g],[g′] leads to a path integral formula (see [1] for derivation):
A[g],[g′] =
∥∥ψtg∥∥∥∥ψtg′∥∥∫ dhN+1∏
i=1
dgi ν[g] e
S[g,h]/t (2.45)
where we find the “effective action” S[g, h] given by
S[g, h] =
N+1∑
i=0
K (gi+1, gi)− iκ
a2
N∑
i=1
∆τ
[
〈ψtgi+1 |Hˆ|ψtgi〉
〈ψigi+1 |ψtgi〉
+ iε˜i+1,i
(
∆τ
~
)]
, (2.46)
K (gi+1, gi) =
∑
e∈E(γ)
[
zi+1,i(e)
2 − 1
2
pi+1(e)
2 − 1
2
pi(e)
2
]
(2.47)
with g0 ≡ g′h, gN+2 ≡ g. ε˜i+1,i
(
∆τ
~
)→ 0 as ∆τ → 0 and is negligible. In the above, zi+1,i(e) and
xi+1,i(e) are given by
zi+1,i(e) = arccosh (xi+1,i(e)) , xi+1,i(e) =
1
2
tr
[
gi+1(e)
†gi(e)
]
. (2.48)
3 Semiclassical Equations of Motion
In the semiclassical limit t → 0 (or `P  a), the dominant contribution to A[g],[g′] comes from
the semiclassical trajectories satisfying the semiclassical equations of motion (EOMs). Semiclas-
sical EOMs has been derived in [1] by the variational principle δS[g, h] = 0 (stationary phase
approximation):
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• For i = 1, · · · , N , at every edge e ∈ E(γ),
1
∆τ
[
zi+1,i(e) tr
[
τagi+1(e)
†gi(e)
]√
xi+1,i(e)− 1
√
xi+1,i(e) + 1
− pi(e) tr
[
τagi(e)
†gi(e)
]
sinh(pi(e))
]
=
iκ
a2
∂
∂εai (e)
〈ψtgεi+1 |Hˆ|ψtgεi 〉
〈ψtgεi+1 |ψtgεi 〉
∣∣∣∣∣
~ε=0
(3.1)
where gε(e) = g(e)eε
a(e)τa (εa(e) ∈ C) is a holomorphic deformation.
• For i = 2, · · · , N + 1, at every edge e ∈ E(γ),
1
∆τ
[
zi,i−1(e) tr
[
τagi(e)
†gi−1(e)
]√
xi,i−1(e)− 1
√
xi,i−1(e) + 1
− pi(e) tr
[
τagi(e)
†gi(e)
]
sinh(pi(e))
]
= − iκ
a2
∂
∂ε¯ai (e)
〈ψtgεi |Hˆ|ψtgεi−1〉
〈ψtgεi |ψtgεi−1〉
∣∣∣∣∣
~ε=0
. (3.2)
• The closure condition at every vertex v ∈ V (γ) for initial data:
Gav ≡ −
∑
e,s(e)=v
pa1(e) +
∑
e,t(e)=v
Λab
(
~θ1(e)
)
pb1(e) = 0. (3.3)
where Λab(
~θ) ∈ SO(3) is given by eθcτc/2τae−θcτc/2 = Λab(~θ)τ b.
The initial and final conditions are given by g1 = g
′h and gN+1 = g. Eqs.(3.1) and (3.2) come from
δS/δg = 0 and δS/δg¯ = 0, while Eq.(3.3) comes from δS/δh = 0. These semiclassical EOMs govern
the semiclassical dynamics of LQG in the reduced phase space formulation.
We can take ∆τ → 0 in these semiclassial EOMs since ∆τ is arbitrarily small. Solutions of
EOMs with ∆τ → 0 are time-continuous approximation of solutions of Eqs.(3.1) - (3.3).
It is proven in [1] that Eqs.(3.1) - (3.2) implies gi → gi+1 as ∆τ → 0, i.e. gi = g(τ) is a
continuous function of τ . Therefore, matrix elements 〈ψtgεi |Hˆ|ψtgεi−1〉 on right-hand sides of Eqs.(3.1)
- (3.2) reduces to the expectation values 〈ψtgε |Hˆ|ψtgε〉 as ∆τ → 0. Coherent state expectation values
of Hˆ have correct semiclassical limit1
lim
t→0
〈ψ˜tg|Hˆ|ψ˜tg〉 = H[g] (3.4)
where H[g] is the classical discrete Hamiltonian (2.37) evaluated at pa(e), h(e) determined by g(e)
in Eq.(2.41). Note that the above semiclassical behavior of 〈ψ˜tg|Hˆ|ψ˜tg〉 relies on the following semi-
classical expansion of volume operator Vˆv [28]:
Vˆv = 〈Qˆv〉2q
[
1 +
2k+1∑
n=1
(−1)n+1 q(1− q) · · · (n− 1 + q)
n!
(
Qˆ2v
〈Qˆv〉2
− 1
)n]
, q = 1/4 (3.5)
where 〈Qˆv〉 = 〈ψtg|Qˆv|ψtg〉, and this expansion is valid when 〈Qˆv〉  `6P .
The time continuous limit of semiclassical EOMs is computed in [13] and expressed in terms of
p(e) = (p1(e), p2(e), p3(e))T and θ(e) = (θ1(e), θ2(e), θ3(e))T and their time derivatives:(
dp(e)/dτ
dθ(e)/dτ
)
=
iκ
a2
T (p,θ)
−1
(
∂H/∂p(e)
∂H/∂θ(e)
)
. (3.6)
1Firstly we apply the semiclassical perturbation theory of [28] to Oˆ ≡ Hˆ4v (recall Eq.(2.30)) and all Oˆn (n > 1):
〈ψ˜tg |Oˆn|ψ˜tg〉 = O[g]n + O(t). By Theorem 3.6 of [29], limt→0〈ψ˜tg |f(Oˆ)|ψ˜tg〉 = f(O[g]) for any any Borel measurable
function on R such that 〈ψ˜tg |f(Oˆ)†f(Oˆ)|ψ˜tg〉 <∞.
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The matrix elements T is lengthy, and are given explicitly in [30]. It is shown in [13] that Eq.(3.6) is
equivalent to that for any phase space function f on Pγ , its τ -evolution is given by the Hamiltonian
flow generated by H:
df
dτ
= {f, H} . (3.7)
The closure condition is preserved by τ -evolution by {Gav , H} = 0.
The lattice continuum limit of Eq.(3.6) is studied in [13]. We define µ to be the coordinate
length of every lattice edge, the lattice continuum limit is formally given by µ→ 0 and |V (γ)| → ∞
while keeping µ3|V (γ)| fixed. More precisely, recall that Eq.(3.6) are derived with t = `2P /a2 → 0
and the assumption 〈Qˆv〉 ∼ µ6  `6P (see Eq.(3.5)), the lattice continuum limit are taken in the
regime
`P  µ a, (3.8)
where a is a macroscopic unit, e.g. 1 mm. When keeping a fixed, the lattice continuum limit sends
µ → 0 after the semiclassical limit `P → 0 so `P  µ is kept. In the lattice continuum limit,
EOMs.(3.6) reduce to the EOMs (2.18) of the continuum theory, when suitable initial conditions
are imposed (see [13] for details).
4 Cosmological Background and Perturbations
4.1 Cosmological Background
As in [1], we apply the following (homogeneous and isotropic) cosmological ansatz to the semiclas-
sical EOMs
θa(eI(v)) = µβK0δ
a
I , p
a(eI(v)) =
2µ2
βa2
P0δ
a
I (4.1)
Here K0 = K0(τ) and P0 = P0(τ) are constant on γ but evolve with the dust time τ . Inserting the
ansatz, left hand sides of EOMs (3.6) contain (1) dpa(eI(v))/dτ and dθ
a(eI(v))/dτ with a = I, which
are proportional to P˙0 = dP0/dτ and K˙0 = dK0/dτ , and (2) dp
a(eI(v))/dτ and dθ
a(eI(v))/dτ with
a 6= I, which are zero.
• EOMs of case (1) reduce to
4β2
[
−2µ2√P0K˙0 + sin4(βµK0) + Λµ2P0
]
− sin2(2βµK0)√
P0
= 0, (4.2)√
P0
[
2β2 sin(2βµK0)−
(
β2 + 1
)
sin(4βµK0)
]
+ 2βµP˙0 = 0. (4.3)
where an effective Hamiltonian of cosmology can be extracted
Heff (P0,K0) =
(
β2 + 1
)√
P0 sin
2(2βµK0)
4β2µ2
−
√
P0 sin
2(βµK0)
µ2
− 1
3
ΛP
3/2
0 . (4.4)
Eqs.(4.2) and (4.3) can be written as Hamilton’s equations
P˙0 =
∂Heff
∂K0
, K˙0 = −∂Heff
∂P0
. (4.5)
• EOMs of case (2) are satisfied automatically, thus do not impose any constraints [1].
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• Closure condition (3.3) is satisfied automatically.
By Hamilton’s equations (4.5), Heff = Hv/6 is conserved in τ -evolution:
µ3
[(
β2 + 1
)√
P0 sin
2(2βµK0)
4β2µ2
−
√
P0 sin
2(βµK0)
µ2
− 1
3
ΛP
3/2
0
]
=
κE
6
=
κρV
6
. (4.6)
where E > 0 is the dust energy per lattice site, and ρ = E /V is the dust energy density (recall
Eq.(2.9)). V = µ3P0
3/2 is the volume per lattice site. Both ρ and V evolve in τ while E is conserved.
Note that because we use the dust to deparametrize gravity, the physical lapse was negative and
τ flowed backward (recall Eq.(2.21)). But in Eqs.(4.2), (4.3), and all following equations, we have
flipped the time orientation τ → −τ to make the dust time flow forward.
The effective cosmological equations (4.2) and (4.3) reduce to classical Friedmann equations
when V is large (low density ρ  1). It may be seen by the following lattice continuum limit of
Heff as µ→ 0, because the lattice spacing µ becomes negligible at large scale.
lim
µ→0
Heff =
√
P0K
2
0 −
1
3
ΛP0
3/2 (4.7)
reduces to h/6 = −C/6 for cosmology, and Eqs.(4.5) reduce to Friedmann equations. FIG 1 com-
pares solution P0(τ) of Eqs.(4.2) and (4.3) to solution P0(τ) of Friedmann equations.
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Figure 1. The left panel plots of P0(τ) solving Eqs.(4.2) and (4.3) (orange curve) and P0(τ) solving
Friedmann equations (blue curve). Two solutions approximately coincide in τ > 0 except for regime near
the big-bang singularity. The solution of Eqs.(4.2) and (4.3) replaces the singularity by a bounce. The
right panel zooms in the regime near where the bounce happens. The solutions use initial conditions
P0(1) = 0.153262, K0(1) = 0.260992. Values of other parameters are Λ = 10
−5, β = 1, κ = 1, and
µ = 10−3. The final time is T = 100.
Effective equations (4.2) and (4.3) with finite µ modify Friedmann equations at high density
ρ and lead to a unsymmetric bounce to replace the big bang singularity. The critical volume and
density is given by
Vc =
8
27
β6(β2 + 1)3κ3E 3 +O(Λ), ρc = E /Vc. (4.8)
ρc depending on the conserved quantity E indicates that the cosmological effective dynamics given
by Eqs.(4.2) and (4.3) is an analog of the µ0-scheme LQC. The predicted effective dynamics is
problematic near the singularity/bounce, because Vc has to be of O(`
3
P ) in order to have Planckian
critical density (for finite E ), but Vc ∼ `3P is inconsistent with Eq.(3.5) and invalidate the semiclas-
sical approximation of H. Otherwise if Vc is much larger than `
3
P , the bounce can happen at a low
critical density, and is not physically sound.
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Therefore Eqs.(4.2) and (4.3) are only valid at the semiclassical regime where the density ρ is
low. Given our purpose of the semiclassical analysis, it is sufficient for us to only focus on solutions
(P0(τ),K0(τ)) of Eqs.(4.2) and (4.3) in the semiclassical regime, and take them as backgrounds to
study perturbations.
Cosmological effective dynamics with better behavior at the bounce is given by the µ¯-scheme
LQC, where ρc is a Planckian constant. Its relation to the full LQG theory is suggested recently in
[31]. However in this work, we focus on the cosmological perturbation theory based on solutions of
Eqs.(4.2) and (4.3), as analog of µ0-scheme.
4.2 Cosmological Perturbations
Given a cosmological background P0(τ),K0(τ) satisfying Eqs.(4.2) and (4.3), we perturb p
a(eI(v)), θ
a(eI(v))
on this background:
θa(eI(v)) = µ [βK0δ
a
I + X a(eI(v))] , pa(eI(v)) =
2µ2
βa2
[P0δ
a
I + Ya(eI(v))] , (4.9)
where X ,Y are perturbations. We introduce a vector V ρ(v) to contain both perturbations X ,Y at
v:
V ρ(v) = (Ya(eI(v)),X a(eI(v)))T , ρ = 1, · · · , 18. (4.10)
The dictionary between V ρ(v) and X a(eI(v)),Ya(eI(v)) is given below:
V 1 = Y1(e1), V 2 = Y2(e2), V 3 = Y3(e3)
V 4 = Y2(e1), V 5 = Y3(e1), V 6 = Y3(e2)
V 7 = Y1(e2), V 8 = Y1(e3), V 9 = Y2(e3)
V 10 = X 1(e1), V 11 = X 2(e2), V 12 = X 3(e3)
V 13 = X 2(e1), V 14 = X 3(e1), V 15 = X 3(e2)
V 16 = X 1(e2), V 17 = X 1(e3), V 18 = X 2(e3). (4.11)
Thanks to the spatial homogeneity of P0(τ),K0(τ), we make the following Fourier transforma-
tion on the cubic lattice γ
V ρ(τ, ~σ) =
∫ pi/µ
−pi/µ
d3k
(2pi)3
ei
~k·~σV ρ(τ,~k), ~σ ∈ (µZ)3, (4.12)
where ~σ are 3d coordinates at the vertex v.
Inserting perturbations Eq.(4.9) in semiclassical EOMs (3.6), and applying Fourier transforma-
tion, we obtain the following linearized EOMs for each mode k:
dV ρ (τ, k)
dτ
= Uρν (µ, τ, k) V
ν (τ, k) . (4.13)
For simplicity we have assumed that
~k = (k, 0, 0) (4.14)
has the only nonzero component kx = k. Our discussion mainly focuses on the semiclassical regime
where µ is negligible, this assumption doesn’t lose generality in the continuum limit µ→ 0, because
the background is P0(τ),K0(τ) isotropic, the coordinate can always be chosen such that ~k = (k, 0, 0).
The computation of Uρν(µ, τ, k) is carried out by expanding H up to quadratic order in per-
turbations followed by derivatives, and H contains Cv with Lorentzian term shown in (2.34). This
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computation is carried out on a HPC server and uses the parallel computing environment of Math-
ematica with 48 parallel kernels. The entire computation lasts for about 2 days. All Mathematica
codes can be downloaded in [23]. The explicit expression of 18 × 18 matrix Uρν(µ, τ, k) is too
long to be shown in this paper but can be found in [23]. Appendix A expands Uρν(µ, τ, k) =
U0
ρ
ν(τ, k) + µU1
ρ
ν(τ, k) +O(µ
2), and shows explicitly matrices U0
ρ
ν(τ, k) and U1
ρ
ν(τ, k).
The linearized closure condition Eq.(3.3) reads
0 = P0
[
(V 15 − V 18) sin(βµK0)− (V 16 + V 17)(cos(βµK0)− 1)
]
+ βK0
[− iV 1 sin(kµ) + V 1 cos(kµ)− V 6 sin(βµK0) + V 9 sin(βµK0)
+ V 7 cos(βµK0) + V
8 cos(βµK0)− V 1 − V 7 − V 8
]
,
0 = P0
[
cos(kµ)(V 14 sin(βµK0) + V
13 cos(βµK0)− V 13)− i sin(kµ)(V 14 sin(βµK0)
+ V 13 cos(βµK0)− V 13)− V 17 sin(βµK0) + V 18 cos(βµK0)− V 18
]
+ βK0
[
iV 5 sin(kµ) sin(βµK0)− cos(kµ)(V 5 sin(βµK0) + V 4 cos(βµK0))
+ (−V 9 + iV 4 sin(kµ)) cos(βµK0) + V 8 sin(βµK0) + V 4 + V 9
]
,
0 = P0
[− cos(kµ)(V 13 sin(βµK0)− V 14(cos(βµK0)− 1)) + i sin(kµ)(V 13 sin(βµK0)
− V 14 cos(βµK0) + V 14) + V 16 sin(βµK0) + V 15 cos(βµK0)− V 15
]
+ βK0
[
cos(kµ)(V 4 sin(βµK0)− V 5 cos(βµK0))− i sin(kµ)(V 4 sin(βµK0)
− V 5 cos(βµK0))− V 7 sin(βµK0)− V 6 cos(βµK0) + V 5 + V 6
]
, (4.15)
where V ρ = V ρ(τ, k). Closure condition is preserved by τ -evolution, because of {Gav , H} = 0 and
Eq.(3.7).
Eqs.(4.13) and (4.15), derived from the full LQG, govern the dynamics of cosmological pertur-
bations. Given initial conditions of V ρ=1,··· ,18 satisfying the closure condition (4.15), the τ -evolution
of V ρ’s can be computed by numerically solving Eqs.(4.13). Some results of numerical solutions are
discussed in Sections 5 and 6.
4.3 Continuum Limit and Second Order Perturbative Equations
Before we actually solve Eqs.(4.13) and (4.15), we would like to firstly derive their lattice continuum
limits µ → 0 (keeping k fixed), and compare with some existing results of the gauge invariant
cosmological perturbation theory.
First of all, the continuum limit of Cv, Ca,v, and Hv reproduce C, Ca, and h:
Cv = µ
3C(v) +O(µ4), (4.16)
Ca,v = µ
3Ca(v) +O(µ4), (4.17)
Hv = µ
3h(v) +O(µ4) = µ3
√√√√∣∣∣∣∣C(v)2 − α4
3∑
a=1
Ca(v)2
∣∣∣∣∣+O(µ4) (4.18)
The above relations not only can be checked perturbatively up to O(V 2) but also can be derived
even non-perturbatively as in [13]. Note that the absolute-value in Hv can be remove here at the
perturbative level.
The lattice continuum limit µ→ 0 of linearized EOMs (4.13) gives
dV ρ(τ, k)
dτ
+ U0
ρ
ν(τ, k)V
ν(τ, k) = 0, U0
ρ
ν(τ, k) = lim
µ→0
Uρν (µ, τ, k) . (4.19)
Matrix elements of U0
ρ
ν(τ, k) are given explicitly in Appendix A. It is clear from Eq.(4.9) that in the
continuum limit, V ρ=1,··· ,9 and V ρ=10,··· ,18 correspond to perturbations of EIa and A
a
I respectively.
EIa(τ, σ) = P0(τ)δ
I
a + δE
I
a(τ, σ), A
a
I (τ, σ) = βK0(τ)δ
I
a + δA
a
I (τ, σ) (4.20)
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δEIa(τ, ~σ) =
∫ ∞
∞
d3k
(2pi)3
ei
~k·~σδEIa(τ,~k), δA
a
I (τ, ~σ) =
∫ ∞
∞
d3k
(2pi)3
ei
~k·~σδAaI (τ,~k) (4.21)
V ρ(τ, k) =
(
δEIa(τ, k), δA
a
I (τ, k)
)
[1 +O(µk)] , k ∈ [−pi/µ, pi/µ] (4.22)
We ignore the difference between V ρ(τ, k) and (δEIa(τ, k), δA
a
I (τ, k)) in the context of lattice con-
tinuum limit µ→ 0 (fixing k).
Here we choose the dust coordinate adapted to the lattice γ so that I = 1, 2, 3 is the coordinate
index, i.e. the tangent vector of eI is the I-th coordinate basis.
The linearized closure condition (4.15) when µ→ 0 gives
0 = ikV 1 + βK0(V
6 − V 9)− V 15 + V 18, (4.23)
0 = ikV 4 − βK0(V 5 − V 8) + V 14 − V 17, (4.24)
0 = ikV 5 + βK0(V
4 − V 7)− V 13 + V 16, (4.25)
which coincide to the linearized Gauss constraint.
We solve linear equations (4.19) with ρ = 1, · · · , 9 (containing dYa(eI(v))/dτ) for X a(eI(v))
(perturbations of θa(eI(v))). Inserting solutions of X a(eI(v)) into Eqs (4.19) with ρ = 10, · · · , 18
(containing dX a(eI(v))/dτ) we can obtain dX a(eI(v))/dτ as functions of Ya(eI(v)) and dYa(eI(v))/dτ .
Then by taking time derivative to Eqs (4.19) with ρ = 1, · · · , 9 and inserting solutions of X a(eI(v))
and dX a(eI(v))/dτ , we obtain 9 linear second order differential equations of Ya(eI(v)) = V ρ(v), ρ =
1, · · · , 9 (perturbations of pa(eI(v))):
d2V ρ(τ, k)
dτ2
+ Aρν(τ, k)
dV ν(τ, k)
dτ
+Bρν(τ, k)V
ν(τ, k) = 0, ρ, ν = 1, · · · , 9. (4.26)
Inserting solutions of X a(eI(v)) into linearized closure condition (4.25) gives 3 first order differential
equations of Ya(eI(v)) = V ρ(v), ρ = 1, · · · , 9
Ga(τ, k) = Caν(τ, k)
dV ν(τ, k)
dτ
+Daν(τ, k)V
ν(τ, k) = 0, ν = 1, · · · , 9, a = 1, 2, 3. (4.27)
[23] contains explicit expressions of Eqs.(4.26) and (4.27) and Mathematica codes for following
derivations.
In order to relate to the standard language of cosmological perturbation theory, we construct
spatial metric perturbations from the continuum limit of Eq.(4.9)
qIJ(τ, k) = P0(τ)δIJ + δhIJ(τ, k). (4.28)
where δhIJ is linear to V
ρ=1,··· ,9.
δhIJ =
−V 1 + V 2 + V 3 −V 4 − V 7 −V 5 − V 8−V 4 − V 7 V 1 − V 2 + V 3 −V 6 − V 9
−V 5 − V 8 −V 6 − V 9 V 1 + V 2 − V 3
 . (4.29)
It is standard to decompose δhIJ into components corresponding to scalar, tensor, vector modes
δhIJ = P0
(
hSIJ + h
T
IJ + h
V
IJ
)
, (4.30)
each of which correspond to certain set of components of V ρ (see follows):
Scalar modes: We impose the following ansatz
V ρ = 0 except for ρ = 1, 2, 3, 6, 9, V 6 = −V 9, V 2 = V 3 ≡ V 1 − k2P0E . (4.31)
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V 2 − V 3 and V 6 + V 9 belongs to tensor modes (see below). The linearized closure condition
Eq.(4.27) gives only one nontrivial equation
d
dτ
(
V 9(τ, k)
P0(τ)
)
=
4iαβk
√
P0(τ)P˙0(τ)
4ΛP0(τ)2 − 3P˙0(τ)2
dψ(τ, k)
dτ
, ψ(τ, k) =
V 1(τ, k)
2P0(τ)
(4.32)
Metric perturbations in scalar modes read
hSIJ(τ, k) =
 2ψ(k)− 2k2E(τ, k) 0 00 2ψ(k) 0
0 0 2ψ(k)
 (4.33)
V 6, V 9 doesn’t appear in metric perturbations. Then Eq.(4.26) reduces to
d2ψ(τ, k)
dτ2
= −3P˙0(τ)
2P0(τ)
dψ(τ, k)
dτ
, (4.34)
d2E(τ, k)
dτ2
=
P˙0(τ)
P0(τ)
(
4αP0(τ)
3P˙0(τ)2 − 4ΛP0(τ)2
dψ(τ, k)
dτ
− 3
2
dE(τ, k)
dτ
)
+
ψ(τ, k)
P0(τ)
(4.35)
plus a few other equations indicating the conservation law of closure condition (4.32). This
result holds for both BK and Gaussian dusts.
Tensor modes: We impose the following ansatz
V ρ = 0 except for ρ = 2, 3, 6, 9, V 9 = V 6 V 3 = −V 2 (traceless). (4.36)
Note that the mode V 6 − V 9 has been considered above in scalar modes. The linearized
closure condition Eq.(4.27) is satisfied by the ansatz. Metric perturbations in tensor modes
read
hTIJ(τ, k) =
1
P0(τ)
 0 0 00 2V 3(τ, k) −2V 9(τ, k) + C(k)
0 −2V 9(τ, k) + C(k)P0(τ) −2V 3(τ, k)P0(τ)
 (4.37)
Eq.(4.26) reduces to
k2hTIJ(τ, k) +
3
2
P˙0(τ)
dhTIJ(τ, k)
dτ
+ P0(τ)
d2hTIJ(τ, k)
dτ2
= 0. (4.38)
This result holds for both BK and Gaussian dusts.
Vector modes: We impose the following ansatz
V ρ = 0 except for ρ = 4, 5, 7, 8. (4.39)
Metric perturbations in vector modes read
hVIJ(τ, k) = −
1
P0(τ)
 0 V 4(τ, k) + V 7(τ, k) V 5(τ, k) + V 8(τ, k)V 4(τ, k) + V 7(τ, k) 0 0
V 5(τ, k) + V 8(τ, k) 0 0
 ,(4.40)
Firstly, we insert the ansatz (4.39) and make the replacements V 4 → −hV12 − V 7 and V 5 →
−hV13 − V 8 in both Eqs.(4.26) and (4.27). Secondly we solve the linearized closure condition
(4.27) for V˙ 7, V˙ 8. Thirdly, we insert solutions of V˙ 7, V˙ 8 in the resulting Eq.(4.26) from above
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replacements. As a result, we obtain in total 4 nontrivial equations, in which 2 equations can
be expressed only in terms of hIJ :
P˙0(τ)
[
4αP0(τ)
(
k2 − 3ΛP0(τ)
)
+ 9P˙0(τ)
2
]
4αP0(τ) (k2 − 2ΛP0(τ)) + 6P˙0(τ)2
dhVIJ(τ, k)
dτ
+ P0(τ)
d2hVIJ(τ, k)
dτ2
= 0, (4.41)
where α = 1, 0 corresponds to the BK or Gaussian dust. Other 2 equations with explicit
V 7, V 8 are the conservation law of the closure condition.
We count DOFs of V ρ (before imposing closure condition): Scalar modes have 3 DOFs (ρ =
1, 2, 6), tensor modes have 2 DOFs (ρ = 3, 9), and vector modes have 4 DOFs (ρ = 4, 5, 7, 8). In
total 2 + 3 + 4 = 9 exhausts all DOFs of V ρ=1,··· ,9.
Scalar, tensor, and vector mode EOMs (4.35), (4.38), and (4.41) coincide with the ones derived
in [2], where they are derived from classical gravity deparametrized by the BK dust and cosmological
perturbations. Some details of comparing Eqs.(4.35), (4.38), and (4.41) to results in [2] are presented
in Section 4.4. These results indicates that our cosmological perturbation theory derived from LQG
has the correct semiclassical limit.
4.4 Comparison with Results in [2]
This subsection focuses on the lattice continuum limit µ → 0 (keeping k fixed) of linearized semi-
classical EOMs, and compares them to the results in [2].
The metric perturbation δhIJ can be decomposed into scalar, tensor, and vector modes [2]:
δhIJ = P0(2ψδIJ + 2∂I∂JE + 2∂(IFJ) + hTIJ) (4.42)
where ψ, E parametrize scalar modes, and F , hT parametrize vector and tensor modes. The
above decomposition is in position space, while their Fourier transformations e.g. E(τ,~k) =∫∞
−∞ d
3σ e−i~k·~σE(τ, ~σ) are given by ∂I → ikI and
ψ =
1
2P0
V 1, (4.43)
E = −−2V
1 + V 2 + V 3
2k2P0
, (4.44)
F =
(
0,
i(V 4 + V 7)
kP0
,
i(V 5 + V 8)
kP0
)T
(4.45)
hT =
1
P0
 0 0 00 V 1 − V 2 + V 3 −V 6 − V 9
0 −V 6 − V 9 V 1 + V 2 − V 3
 (4.46)
by comparing to Eq.(4.29). Here we have assumed the only nonzero component of ~k is kx = k.
Following the standard cosmological perturbation theory, we define
B = −−βK0V
1 + P0(V
11 + V 12)
βP0 (ΛP0 − 3K20 )
(4.47)
S =
(
0, −2ik(βK0V
4 + P0V
16)
βP0 (3K20 − ΛP0)
, −2ik(βK0V
5 + P0V
17)
βP0 (3K20 − ΛP0)
)T
(4.48)
For gravity coupled to BK dust, the dynamical shift vector NI = CI/h is conserved (see Eqs.(2.22)
and (2.21)). The background CI = 0 so NI = δNI . δNI can be parametrized by B and SI :
δNI =
√
P0(ikIB + SI) (4.49)
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We are going to express our linearized EOMs in terms of the conformal time η by
df(η)
dη
≡ f ′(η) =
√
P0(τ)
df(τ)
dτ
=
√
P0(τ)f˙(τ). (4.50)
Scalar modes: Eq.(4.31) is equivalent to
δhIJ = 2P0(ψδIJ − kIkJE), SJ = 0 (4.51)
where ψ and E coincide to (4.31) and (4.32) respectively. The ansatz implies
B = − 8P0
3/2ψ˙
4ΛP 20 − 3P˙ 20
(4.52)
Using conformal time η and changing variables, Eqs.(4.34) and (4.35) can be rewrite as
2H(η)dψ(η, k)
dη
+
d2ψ(η, k)
dη2
= 0, (4.53)
d2E(η, k)
dη2
+ 2H(η)dE(η, k)
dη
− αH(η)B(η, k)− ψ(η, k) = 0, (4.54)
Eqs.(4.53) and (4.54) at α = 1 recover scalar mode equations (3.38) in [2] when the additional
scalar field is absent.
Tensor modes: Eq.(4.36) is equivalent to δhIJ = P0h
T
IJ , B = 0, and SJ = 0. Eq.(4.38) can be
rewritten in terms of conformal time
k2hTIJ(η, k) + 2H
dhTIJ(η, k)
dη
+
d2hTIJ(η, k)
dη2
= 0. (4.55)
where H is the Hubble parameter in conformal time η:
H = 1√
P0(η)
d
√
P0(η)
dη
. (4.56)
This equation is the Fourier transform of Eq.(3.31) in [2]:
−∇2hTIJ + 2H
dhTIJ
dη
+
d2hTIJ
dη2
= 0. (4.57)
Vector modes: Eq.(4.39) is equivalent to
δhIJ = 2P0∂(IFJ), B = 0 (4.58)
After inserting solution of the linearized closure condition to SJ , we have
S1 = 0, S2 = − 4ikP0
√
P0
2k2P0 + 3P˙ 20 − 4ΛP 20
d∂(1F2)(τ, k)
dτ
, (4.59)
S3 = − 4ikP0
√
P0
2k2P0 + 3P˙ 20 − 4ΛP 20
d∂(1F3)(τ, k)
dτ
. (4.60)
We check that Eq. (4.41), and can be rewrite as
2H(η)d∂(IFJ)(η, k)
dη
+
d∂(IFJ)(η, k)
dη2
− αH(η)∂(ISJ)(η, k) = 0, (4.61)
which is the same as the vector mode equation (3.33) in [2] when α = 1 Here e.g. ∂(IFJ)(η, k) =
ik(IFJ)(η, k). Furthermore, the conservation law dδNJ (τ)dτ = d(
√
P0SJ )
dτ = 0 reduces Eq.(4.61)
with α = 1 to
2H∂(IVJ) + ∂(IV ′J) = 0, (4.62)
where VI = SI −F ′I .
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5 Scalar Mode Perturbations
5.1 Scalar Mode Perturbation Theory
In this subsection, we make some further analysis on scalar mode EOMs on the continuum. Entire
Section 5 specifically focus on gravity coupling to BK dust with α = 1. We define Bardeen potentials
Φ and Ψ which are used in the standard gauge-invariant cosmological perturbation theory,
Φ = −(H(B − E ′) + (B − E ′)′) = HE ′ + E ′′, Ψ = ψ +H(B − E ′). (5.1)
Eqs.(4.53) and (4.54) can be expressed in terms of Φ and Ψ:
2ΦH′ +H (Φ′ + 2Ψ′) +H2Φ + Ψ′′ = 0, (5.2)
Φ−Ψ = 0, (5.3)
where we have used −H′′ +HH′ +H3 = 0 from background EOMs2 and HB + B′ = 0 from the
conservation law (δNI)
′ = 0.
Moreover, recall that we have conserved quantities h and CI :
h(k) = 0 + δ(k), (5.4)
δN1(k) = δ1(k)/0, δN2(k) = δN3(k) = 0. (5.5)
0, δ(k), and δ1(k) are conserved. 0 = E /µ3 is the coordinate energy density and δ, δ1 are per-
turbations. δN2(k) = δN3(k) = 0 because of ~k = (k, 0, 0). h(k), δNI(k) are Fourier transformations
of h(σ), δNI(σ). Conservation laws (5.4) and (5.5) can be expressed in terms of Φ, E , and ψ:
k2Φ + 3HΦ′ + P0ΛΦ = κ
4
√
P0
[
δ− 0
(
5Φ− k2E)] , (5.6)
ik ψ′ =
κ
4P0
δ1, (5.7)
where k2Φ and ik ψ′ are Fourier transformations of −∇2Φ and ∂Iψ′. In deriving above relations,
we have used Ψ = Φ, HB + B′ = 0, background EOMs P˙0 = 2K0
√
P0, 2
√
P0K˙0 = −K20 + ΛP0
(continuum limits µ→ 0 of Eqs.(4.2) and (4.3)), and the background conservation law 3√P0(2K20−
ΛP0) = κ0 (continuum limit of Eq.(4.6)).
Background EOMs P˙0 = 2K0
√
P0, 2
√
P0K˙0 = −K20 + ΛP0 can be solved analytically by
P0(τ) =
(κ0
2Λ
) 2
3
sinh
4
3
[√
3Λ
2
(τ − τ0)
]
, K0(τ) =
(κ0
2Λ
) 1
3
√
Λ cosh
(√
3Λ
2 (τ − τ0)
)
√
3 sinh
1
3
(√
3Λ
2 (τ − τ0)
) (5.8)
where the integration constant τ0 is the dust time at big-bang. Prefactors of P0,K0 are determined
by the background conservation law 3
√
P0(2K
2
0 − ΛP0) = κ0. Applying the background solution
P0(τ) to Eq.(4.34), we can solve Eq.(4.34) for ψ(τ, k)
ψ(τ, k) = C2(k)− C1(k)
√
3Λ
2
coth
[√
3Λ
2
(τ − τ0)
]
, (5.9)
where C1(k), C2(k) are arbitrary functions of k. Then the conservation law Eq.(5.7) implies
δ1 =
3ikC1(k)0
2
. (5.10)
2Background EOMs P˙0 = 2K0
√
P0, 2
√
P0K˙0 = −K20 +ΛP0 are given by continuum limits µ→ 0 of Eqs.(4.2) and
(4.3). Using conformal time, the 1st equation is written as K0 = H while the 2nd equation is 2H′+H2 = ΛP0, whose
derivative gives H′′ +HH′ = ΛP0H. Inserting ΛP0 = 2H′ +H2 in H′′ +HH′ = ΛP0H gives H′′ −HH′ −H3 = 0.
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Furthermore, inserting the solution ψ(τ, k) into Eq.(4.52) and Φ = Ψ = ψ + H(B − E ′), we
obtain E ′ in terms of Φ. Moreover we obtain Φ′ in terms of Φ by Φ′ = ψ′ + [H(B − E ′)]′ and
Φ − HE ′ = E ′′. Inserting resulting Φ′ in Eq.(5.6), we solve E in terms of Φ. Resulting E and
E˙ = E ′/√P0 read
E(τ, k) = 3C2(k)
k2
− δ
k20
+
2× 2 23 Φ(τ, k) sinh 23
[√
3Λ
2 (τ − τ0)
]
κ2/3Λ1/3
2/3
0
(5.11)
dE(τ, k)
dτ
=
2× 2 23√3Λ [C2(k)− Φ(τ, k)] sinh 23
[√
3Λ
2 (τ − τ0)
]
csch
[√
3Λ(τ − τ0)
]
(κ0
√
Λ)2/3
. (5.12)
By above relations, a complete set of initial conditions is given by values of δ1, δ and the
initial values Φ(τi, k) and ψ(τi, k) (τi is the initial time). In practically applying these initial condi-
tions, δ1 specifies C1(k) by Eq.(5.10), ψ(τi, k) specifies C2(k), then δ, Φ(τi, k), C2(k) determines
E(τi, k), E˙(τi, k). After that, the solution ψ(τ, k) is determined by C1(k), C2(k) via Eq.(5.9). The
time evolution of E(τ, k) is determined by Eq.(4.35) and initial values of E(τi, k), E˙(τi, k).
5.2 Initial Condition
The time evolution of perturbations V ρ is determined by initial conditions. Our strategy for ini-
tial conditions is to firstly study initial conditions of the continuum theory discussed above, then
translate these initial conditions to EOMs (4.13) with finite µ. In this section, we firstly focus on
scalar mode perturbations.
Here is our choice of initial conditions for scalar modes: Firstly we require following properties
of matter (the dust in our case) are not changed by perturbations:
δ = δ1 = 0, (5.13)
where δ relates to the dust density, and δ1 is the perturbation of CI and relates to the velocity of
the dust (recall Eq.(2.10)). Here δ = 0 means that there is no additional matter energy3 pumped
into the background cosmological spacetime, and is an analog of the initial vaccum state of matter
often used in cosmological perturbation theory. δ1 = 0 implies C1(k) = 0, then ψ = C2(k) is
independent of τ .
Furthermore we assume that the Bardeen potential vanishes at initial time τi:
Ψ(τi, k) = Φ(τi, k) = 0, (5.14)
and the initial value of ψ is a constant:
ψ(τi, k) = C2 (5.15)
Therefore C2(k) = C2 is a constant independent of k, and the solution ψ(τ, k) = C2 is a constant
at all time.
The above specifies a complete set of initial conditions. They determine
E(τi, k) = 3C2
k2
, (5.16)
dE(τi, k)
dτ
=
2× 2 23√3ΛC2 sinh 23
[√
3Λ
2 (τi − τ0)
]
csch
[√
3Λ(τi − τ0)
]
(κ0
√
Λ)2/3
, (5.17)
as the initial condition for Eq.(4.35).
3Here the notion of energy is fixed by our foliation with dust coordinates.
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We translate the above initial condition in the continuum to the initial condition for Eq.(4.13)
with finite µ: Firstly we make following setup for initial values of V ρ, V˙ ρ (ρ = 1, · · · , 9) at the
discrete level by relating to above initial values of ψ, ψ˙, E , E˙ :
V 4,7,5,8,6,9(τi, k) = 0, (5.18)
V 2(τi, k) = V
3(τi, k) = 2P0(τi)ψ(τi, k)− k2P0(τi)E(τi, k), (5.19)
V 1(τi, k) = 2P0(τi)ψ(τi, k) (5.20)
V˙ 4,7,5,8,6,9(τi, k) = 0, (5.21)
V˙ 2(τi, k) = V˙
3(τi, k) =
d
dτ
[
2P0(τ)ψ(τ, k)− k2P0(τ)E(τ, k)
]
τ=τi
, (5.22)
V˙ 1(τi, k) =
d
dτ
[2P0(τ)ψ(τ, k)]τ=τi (5.23)
Next, we use components in Eq.(4.13) with V˙ ρ=1,··· ,9 to solve V ρ=10,··· ,18 as a function of V ρ=1,··· ,9
and V˙ ρ=1,··· ,9. Initial values of V ρ=10,··· ,18 can be determined by using initial values of V ρ=1,··· ,9
and V˙ ρ=1,··· ,9. Initial values of V ρ solves linearized closure condition (4.15) approximately up to
O(µ4).
5.3 Scalar Mode Power Spectrum
We evolve with Eq.(4.13) from the initial condition of V ρ=1,··· ,18 using 4th-order implicit Runge-
Kutta method. With the solution V ρ(τ, k), we obtain E , ψ using Eqs.(4.43) and (4.44), and Bardeen
potential Ψ using Eq.(5.1). FIG.2 demonstrates the power spectrum PΨ = |Ψ(τ, k)|2 as a function
of k and how PΨ evolves in time.
Note that in obtaining Ψ at the discrete level, we apply Eqs.(4.43) and (4.44) to the discrete
theory. Moreover we define a discrete version of shift vector δNI(v) =
1
2 (Ca,v/Hv)
√
P0 linearized
in perturbations V ρ, followed by Fourier transform δNI(v) → δNI(k) as in (4.12). We define
B(τ, k) := δN1(k)/(ik
√
P0) for the discrete theory. H is given by Eq.(4.56) with background P0
from Eqs.(4.2) and (4.3).
FIG.2 compares PΨ from discrete EOMs (4.13) (from LQG) and PΨ from the continuum theory
(in Section 5.1). We find that two PΨ’s coincide for relatively large k while different for small k.
The difference comes from E ∼ V ρ/(k2P0) by Eq.(4.44): although differences between the discrete
and continuum V ρ’s are small and of O(µ), the small k2P0 amplifies these differences in E . As
shown in FIG.2(c), the correction |(k2E)| = |k2 (E − E|µ→0) | of k2E ∼ hS11 − hS22 is approximately
time independent but depends on k2 for relatively large k. However |(k2E)| becomes independent
of k for small k where the µ corrections mainly come from the cosmological background, e.g. from
terms of O(µK0) in semiclassical EOMs
4. This leads to the fact that, at late time when K0 becomes
smaller, |(k2E)| at small k becomes smaller.
Note that the ultra-large k with kµ ∼ 1 breaks the approximation to the continuum theory,
and cause differences between the discrete and continuum V ρ’s. Thus the discrete and continuum
theory give different PΨ’s in the ultra-large k regime, although this difference is not shown in FIG.2.
Eq.(4.13) with finite µ couples vector and tensor modes to scalar modes, while these couplings
are turned off by the continuum limit µ → 0. With finite µ, the scalar model initial condition
can excite tensor and vector modes in the time evolution. FIGs.3 plots power spectrums PT =
|hT23(τ, k)|2 and PV = |~V(τ, k)|2 at different time τ evolved from the scalar mode initial condition.
Here hTIJ are given by Eq.(4.46) with V
ρ satisfying discrete EOMs. VI = SI − F ′I where FI are
given by Eq.(4.45) and S = (0, δN2, δN3)/
√
P0 with V
ρ, δNI , and P0 satisfying EOMs with finite
µ. FIGs.3 demonstrates that the scalar mode initial condition excites both tensor and vector mode
4If we expand EOMs (4.13) in µ, O(µ) terms are proportional either to µk or to µK0.
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Figure 2. (a): Comparing the scalar mode power spectrum PΨ of Bardeen potential between the classical
continuum theory and the discrete theory from LQG. Dashed lines are PΨ from the classical continuum
theory, while solid curves are from the discrete theory. Different colors illustrate PΨ (as functions of k) at
different time τ . (b): Plots of |k2E| = |(hS11 − hS22)/2| vers k2 at τ = 10. In the continuum limit E does
not depend on k. (c): Plots of |(k2E)| where (k2E) = k2(E − E|µ→0) are differences between solutions of
discrete EOMs and classical continuum theory. Orange dashed line separates approximately the k dominant
region and the background dominant region. Initial condition of those plots are imposed at τi = 1. Initial
values of ψ, ψ˙, E , E˙ are given by Eqs.(5.15), (5.16), and (5.17) with C2 = 0.001, 0 = 0.16, and τ0 = 0. Values
of other parameters used in numerical computations are Λ = 10−5, α = 1, β = 1, κ = 1, and µ = 10−3.
perturbations by EOMs with finite µ. These tensor and vector modes are all small and of higher
order in kµ (since µ is of length dimension, µ-expansion is the same as kµ-expansion for relatively
large k), while they can smoothly grow as k becoming large. FIG.4 plots the error of linearized
closure condition in the τ -evolution and finds that it is much smaller than µ4.
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Figure 3. The left panel plots tensor mode power spectrums PT = |hT23(τ, k)|2 as functions of k at different
τ , evolving from the scalar mode initial condition (the same as in FIG.2). PT at different τ are illustrated
by different colors. The other hTIJ component |hT22(τ, k)|2 is even smaller than |hT23(τ, k)|2, thus is not
demonstrated. The right panel plots vector mode power spectrums PV = |~V(τ, k)|2 at different τ .
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Figure 4. This figure plots the error of closure condition |G|2 =∑3i=1 G2i where Gi are given by Eqs.(4.15).
|G|2 at different τ are illustrated by different colors. |G|2 is much smaller than µ4 = 10−12 in the plotted
range of k.
6 Tensor Mode Perturbations
6.1 Modified Graviton Dispersion Relation
We consider Eq.(4.13) in the late-time limit K0 = P
′
0/(2P0)→ 0 and absent of cosmological constant
Λ = 0, and we insert the tensor mode ansatz: V 1 = 0, V 2 = −V 3, and V 6 = V 9 which turn off
scalar modes at late time. The closure condition Eq.(4.15) and the compatibility of Eq.(4.13) at
late time leads to V 4,5,10,13,14,16,17 = 0, V 12 = −V 11, V 15 = V 18. Eq.(4.13) at late time gives the
following wave equation for the tensor modes metric hTIJ (valid for both α = 0, 1):
ω(k)2hTIJ(η, k) +
d2hTIJ(η, k)
dη2
= 0, ω(k)2 =
sin2(kµ)
µ2
[(
β2 + 1
)
cos(kµ)− β2] . (6.1)
The tensor mode metric perturbation relates to V 2,3,6,9 by
hT =
1
P0
 0 0 00 V 2 + V 3 −V 6 − V 9
0 −V 6 − V 9 V 2 − V 3
 (6.2)
Solutions of Eq.(6.1) are spin-2 gravitons with a modified dispersion relation ω(k)2. We expand the
ω(k)2 in terms of µ
ω(k)2 = k2
[
1− 1
6
µ2k2
(
3β2 + 5
)
+O
(
µ3k3
)]
(6.3)
Gravitons travel in the speed of light in the continuum limit µ → 0 or the long wavelength limit
k  µ−1, while less than speed of light for finite µ. The finite µ generates a higher derivative term
O(k4) in the wave equation of hTIJ
d2hTIJ(η, k)
dη2
+ k2hTIJ(η, k)−
1
6
µ2k4
(
3β2 + 5
)
hTIJ(η, k) +O
(
µ3k3
)
= 0. (6.4)
The result (6.1), derived from top to down in the full theory of LQG, proves that LQG can give
spin-2 gravitons as low energy excitations. The modified dispersion relation Eq.(6.1) is the same as
the one in [22] obtained by expanding the LQG Hamiltonian on the flat spacetime. This result is
also in agreement with a recent result from spin foams [21].
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Eq.(4.13) with finite µ contains another 2 nontrivial equations showing couplings between
V ρ=2,6 (tensor modes) and V ρ=7,8 (vector modes). Defining uρ ≡ V ρ/P0, these equations (at
late time) are shown below by expanding in µ
0 = u′7(η) +
1
2
kµ
[−iu′2(η) + βku6(η)]
+
2iαβk
3K20
√
P0
[
2u8(η) + µ
(
iku2(η) + βu′6(η)
)]
+O
(
µ2
)
, (6.5)
0 = u′8(η)− 1
2
kµ
[−iu′2(η) + βku6(η)]
+
2iαβk
3K20
√
P0
[−2u7(η) + µ (iku2(η) + βu′6(η))]+O (µ2) , (6.6)
while equations before the µ-expansion is too long to be shown here and they can be downloaded
in [23]. Couplings between V ρ=2,6 and V ρ=7,8 disappear in Eqs.(6.5) and (6.6) when µ→ 0.
6.2 Tensor Mode Power Spectrum
We set Λ = 0 in the discussion of tensor mode. The background EOMs (4.2) and (4.3) with Λ = 0
and µ→ 0 can be solved analytically with H = 4/η. Then the tensor mode EOM (4.55) at µ→ 0
can be written as a differential equation in terms of x = kη:
hTIJ +
8
x
dhTIJ
dx
+
d2hTIJ
dx2
= 0, x = kη (6.7)
Therefore solutions at the continuum limit are functions of kη: hTIJ = h
T
IJ(kη).
Semiclassical EOMs with finite µ can be solved numerically for both the cosmological back-
ground and tensor mode perturbations. Both initial conditions of the background P0,K0 and
tensor mode perturbations are imposed at the conformal time ηi. The tensor mode initial condition
is given by u1,4,5,7,8 = 0, u′1,4,5,7,8 = 0, u3 = −u2 = u6 = u9 6= 0 and u′3 = −u′2 = u′6 = u′9 6= 0.
FIG.5 plots time evolutions of tensor mode perturbations hTIJ as functions of kη (at different k),
where we find approximately hTIJ = h
T
IJ(kη) (depending on k only through kη) at late time, and
hTIJ = h
T
IJ(k, kη) at early time (especially when we evolve from η toward the bounce). FIG.6 plots
the difference (hTIJ) = h
T
IJ − hTIJ |µ→0 between solutions of discrete and continuum EOMs, and
shows that |(hTIJ)| is small and less than O(µ). When we evolve from η toward the bounce (with
large curvature), |(hTIJ)| becomes larger, and suggests that the continuum theory approximates
well to the discrete theory only when the curvature is small.
FIG.7 plots power spectrums |hT22(η, kη)| and |hT23(η, kη)| as functions of kη at different confor-
mal time η. When k are relatively large (but still much smaller than µ−1), power spectrums with
finite µ approximately coincide with results from the continuum EOM (4.55), but depart from the
continuum results for small k, similar to the scalar mode power spectrum FIG.2. To understand
this departure, we recall that Eq.(6.1) is an approximation of tensor mode EOMs at the late time,
so at earlier time we have
ω(k)2hTIJ(η, k) +
d2hTIJ(η, k)
dη2
+O(K0) = 0. (6.8)
O(K0) collects terms vanishing as K0 → 0 while non-vanishing at earlier time. The small k
suppresses the first term and make the term with background K0 stand out, while the background
K0 is different between the finite µ and µ→ 0. µ→ 0 removes the difference between discrete and
continuum theory.
Semiclassical EOMs couples tensor modes to scalar and vector modes when µ is finite. FIGs.8
and 9 plot scalar mode perturbations hS11 = (−V 1 + V 2 + V 3)/P0, u1 = V 1/P0 and vector mode
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Figure 5. Plots of |hT22| and |hT23| as functions of kη at different k. Colored dots illustrate their initial
values. The initial condition is imposed at ηi = 0.05. Initial values are u
1,4,5,7,8 = 0, u3 = −u2 = u6 = u9 =
0.00999754 and u′3 = −u′2 = u′6 = u′9 = −0.000099816. Values of parameters are Λ = 0, α = 1, β = 1,
κ = 1, and µ = 10−3.
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Figure 6. Plots of |(hT22)| and |(hT23)| where (hTIJ) = hTIJ − hTIJ |µ→0 are differences between solutions of
discrete and continuum EOMs. Colored dots illustrate initial values.
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Figure 7. Colored stars illustrate power spectrums |hT22| and |hT23|, resulting from EOMs with µ = 10−3,
as functions of kη at different conformal times η. Different colors label different η. The blue curve is the
power spectrum from the continuum theory. The initial condition is the same as in FIG.5.
perturbations hV12 (see Eq.(4.40)) excited by the tensor mode initial condition. Their amplitudes
|hS11|, |u1|, and |hV12| are all less than O(µ), and suppressed by the lattice continuum limit µ → 0.
On the other hand, fixing the value of µ, small effects from µ can accumulate and increase |hS11|,
|u1|, and |hV12| when the evolution time is long.
We note a different between the analysis here and in subsection 6.1: Here the tensor-mode
initial condition is at early time, and there are scalar mode perturbations excited at late time,
while in the discussion in subsection 6.1, we turn off scalar modes at late time.
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Figure 8. Time evolution of the scalar modes hS11 = (−V 1 + V 2 + V 3)/P0 and u1 = V 1/P0 excited by the
tensor mode at different k, with the same initial condition as in FIG.5.
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Figure 9. Time evolution of the vector mode hV12 excited by the tensor mode at different k, with the same
initial condition as in FIG.5.
7 Conclusion and Outlook
In this work we derive the cosmological perturbation theory from the path integral formulation
of the full LQG and the semiclassical approximation. In the lattice continuum limit, the result is
consistent with the classical gravity-dust theory. Numerical studies of discrete semiclassical EOMs
indicate some interesting corrections to power spectrums especially in the regime where wavelengths
are very long. Our result provides a new routine of extracting physical predictions in cosmology
from the full theory of LQG.
Our approach is a preliminary step toward relating LQG to observations, and at present has a
few open issues which should be addressed in the future. These issues are summarized below:
1. This work focuses on pure gravity coupling to dusts, while neglecting radiative matter. This
work also doesn’t take into account the inflation. We have to generalize our work to include
these perspectives in order to make contact with observations of Cosmic Microwave Back-
ground (CMB). Fortunately, it is straight-forward to generalize the reduced phase space LQG
to standard-model matter couplings [11]. Deriving matter couplings in the path integral is
a work currently undergoing. Therefore in the near future, we should be able to include the
radiative matter and inflation in our analysis. The result should be compared with the recent
work [32], where the inflationary cosmological perturbation theory is studied in the classical
theory of gravity and matter coupling to dust.
2. The initial state plays a crucial role in the cosmological perturbation theory. In above discus-
sions, initial conditions of perturbations are translated from corresponding initial conditions
in the classical continuum theory. We have neglect impacts on the initial condition of O(µ)
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from the discreteness and of O(`2P ) from quantum effects, while both of them are nontrivial
at early time in cosmology. Therefore choices of initial states for cosmology, including their
semiclassical and quantum properties, should be an important aspect to be understood in the
future.
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A U0
ρ
ν(τ, k) and U1
ρ
ν(τ, k)
We expand the 18× 18 matrix Uρν(µ, τ, k) as a power series in µ
Uρν(µ, τ, k) = U0
ρ
ν(τ, k) + µU1
ρ
ν(τ, k) +O(µ
2) (A.1)
All nonzero matrix elements in U0
ρ
ν(τ, k) are given by
(U0)1,1 =
2K0√
P0
(U0)1,11 =
2
√
P0
β
(U0)1,12 =
2
√
P0
β
(U0)2,2 =
2K0√
P0
(U0)2,6 =
2ik
(
1 +
αβ2K20
3K20−ΛP0
)
β
√
P0
(U0)2,9 =
2ikαβK20√
P0
(
−3K20 + ΛP0
)
(U0)2,10 =
2
√
P0
β
(U0)2,11 = −
2k2α
√
P0
3βK20 − βΛP0
(U0)2,12 =
2
√
P0
(
1 + k
2α
−3K20+ΛP0
)
β
(U0)2,15 = −
2ikαK0
√
P0
3K20 − ΛP0
(U0)2,18 =
2ikαK0
√
P0
3K20 − ΛP0
(U0)3,3 =
2K0√
P0
(U0)3,6 = −
2ikαβK20√
P0
(
−3K20 + ΛP0
) (U0)3,9 = −
2ik
(
1 +
αβ2K20
3K20−ΛP0
)
β
√
P0
(U0)3,10 =
2
√
P0
β
(U0)3,11 =
2
√
P0
(
1 + k
2α
−3K20+ΛP0
)
β
(U0)3,12 = −
2k2α
√
P0
3βK20 − βΛP0
(U0)3,15 = −
2ikαK0
√
P0
3K20 − ΛP0
(U0)3,18 =
2ikαK0
√
P0
3K20 − ΛP0
(U0)4,4 =
2K0
(
1 +
αβ2K20
3K20−ΛP0
)
√
P0
(U0)4,7 =
2αβ2K30√
P0
(
−3K20 + ΛP0
) (U0)4,13 = − 2αβK20
√
P0
3K20 − ΛP0
(U0)4,16 =
2
√
P0
((
(3 + α)β2 − 3
(
1 + β2
))
K20 + ΛP0
)
β
(
3K20 − ΛP0
) (U0)4,17 = − 2ikαK0
√
P0
3K20 − ΛP0
(U0)5,5 =
2K0
(
1 +
αβ2K20
3K20−ΛP0
)
√
P0
(U0)5,8 =
2αβ2K30√
P0
(
−3K20 + ΛP0
)
(U0)5,14 = −
2αβK20
√
P0
3K20 − ΛP0
(U0)5,16 =
2ikαK0
√
P0
3K20 − ΛP0
(U0)5,17 =
2
√
P0
((
(3 + α)β2 − 3
(
1 + β2
))
K20 + ΛP0
)
β
(
3K20 − ΛP0
) (U0)6,1 = − ik
β
√
P0
(U0)6,2 = −
ik
β
√
P0
(U0)6,3 =
ik
β
√
P0
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(U0)6,6 =
2K0
(
1 +
αβ2K20
3K20−ΛP0
)
√
P0
(U0)6,9 =
2αβ2K30√
P0
(
−3K20 + ΛP0
)
(U0)6,11 =
2ikαK0
√
P0
3K20 − ΛP0
(U0)6,12 =
2ikαK0
√
P0
3K20 − ΛP0
(U0)6,15 =
2αβK20
√
P0
−3K20 + ΛP0
(U0)6,18 =
2
√
P0
((
(3 + α)β2 − 3
(
1 + β2
))
K20 + ΛP0
)
β
(
3K20 − ΛP0
)
(U0)7,4 =
2αβ2K30√
P0
(
−3K20 + ΛP0
) (U0)7,5 =
2ik
(
1 +
αβ2K20
3K20−ΛP0
)
β
√
P0
(U0)7,7 =
2K0
(
1 +
αβ2K20
3K20−ΛP0
)
√
P0
(U0)7,8 =
2ikαβK20√
P0
(
−3K20 + ΛP0
)
(U0)7,13 =
2
√
P0
((
(3 + α)β2 − 3
(
1 + β2
))
K20 + ΛP0
)
β
(
3K20 − ΛP0
) (U0)7,14 = − 2ikαK0
√
P0
3K20 − ΛP0
(U0)7,16 = −
2α
(
k2 + β2K20
)√
P0
β
(
3K20 − ΛP0
) (U0)7,17 = 4ikαK0
√
P0
3K20 − ΛP0
(U0)8,4 = −
2ik
(
1 +
αβ2K20
3K20−ΛP0
)
β
√
P0
(U0)8,5 =
2αβ2K30√
P0
(
−3K20 + ΛP0
)
(U0)8,7 = −
2ikαβK20√
P0
(
−3K20 + ΛP0
) (U0)8,8 =
2K0
(
1 +
αβ2K20
3K20−ΛP0
)
√
P0
(U0)8,13 =
2ikαK0
√
P0
3K20 − ΛP0
(U0)8,14 =
2
√
P0
((
(3 + α)β2 − 3
(
1 + β2
))
K20 + ΛP0
)
β
(
3K20 − ΛP0
)
(U0)8,16 = −
4ikαK0
√
P0
3K20 − ΛP0
(U0)8,17 = −
2α
(
k2 + β2K20
)√
P0
β
(
3K20 − ΛP0
)
(U0)9,1 =
ik
β
√
P0
(U0)9,2 = −
ik
β
√
P0
(U0)9,3 =
ik
β
√
P0
(U0)9,6 =
2αβ2K30√
P0
(
−3K20 + ΛP0
)
(U0)9,9 =
2K0
(
1 +
αβ2K20
3K20−ΛP0
)
√
P0
(U0)9,11 = −
2ikαK0
√
P0
3K20 − ΛP0
(U0)9,12 = −
2ikαK0
√
P0
3K20 − ΛP0
(U0)9,15 =
2
√
P0
((
(3 + α)β2 − 3
(
1 + β2
))
K20 + ΛP0
)
β
(
3K20 − ΛP0
)
(U0)9,18 =
2αβK20
√
P0
−3K20 + ΛP0
(U0)10,1 =
−2k2
(
1 + β2
)
− β2K20 − β2ΛP0
2βP
3/2
0
(U0)10,2 =
β
(
K20 + ΛP0
)
2P
3/2
0
(U0)10,3 =
β
(
K20 + ΛP0
)
2P
3/2
0
(U0)10,10 = −
2K0√
P0
(U0)10,15 = −
ik
β
√
P0
(U0)10,18 =
ik
β
√
P0
(U0)11,1 =
β
(
K20 + ΛP0
)
2P
3/2
0
(U0)11,2 =
2k2
(
1 + β2
)
− β2K20 − β2ΛP0
2βP
3/2
0
(U0)11,3 =
−2k2
(
1 + β2
)
+ β2K20 + β
2ΛP0
2βP
3/2
0
(U0)11,11 = −
2K0√
P0
(U0)11,15 = −
ik
β
√
P0
(U0)11,18 = −
ik
β
√
P0
(U0)12,1 =
β
(
K20 + ΛP0
)
2P
3/2
0
(U0)12,2 =
−2k2
(
1 + β2
)
+ β2K20 + β
2ΛP0
2βP
3/2
0
(U0)12,3 =
2k2
(
1 + β2
)
− β2K20 − β2ΛP0
2βP
3/2
0
(U0)12,12 = −
2K0√
P0
(U0)12,15 =
ik
β
√
P0
(U0)12,18 =
ik
β
√
P0
(U0)13,4 = −
2αβ3K40
P
3/2
0
(
−3K20 + ΛP0
)
(U0)13,7 =
β
((
(−3 + 2α)β2 + 3
(
1 + β2
))
K40 + 2ΛK
2
0P0 − Λ2P20
)
P
3/2
0
(
−3K20 + ΛP0
) (U0)13,13 = 2
(
(−3 + α)β2 + 3
(
1 + β2
))
K30 − 2ΛK0P0√
P0
(
−3K20 + ΛP0
)
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(U0)13,16 =
2αβ2K30√
P0
(
3K20 − ΛP0
) (U0)13,17 = −
2ik
(
1 +
αβ2K20
3K20−ΛP0
)
β
√
P0
(U0)14,5 = −
2αβ3K40
P
3/2
0
(
−3K20 + ΛP0
) (U0)14,8 = β
((
(−3 + 2α)β2 + 3
(
1 + β2
))
K40 + 2ΛK
2
0P0 − Λ2P20
)
P
3/2
0
(
−3K20 + ΛP0
)
(U0)14,14 =
2
(
(−3 + α)β2 + 3
(
1 + β2
))
K30 − 2ΛK0P0√
P0
(
−3K20 + ΛP0
) (U0)14,16 =
2ik
(
1 +
αβ2K20
3K20−ΛP0
)
β
√
P0
(U0)14,17 =
2αβ2K30√
P0
(
3K20 − ΛP0
) (U0)15,6 =
k2
(
1 + β2
)
− 2αβ
4K40
−3K20+ΛP0
βP
3/2
0
(U0)15,9 =
β4K20 +
(
1 + β2
) (
k2 − β2K20
)
− β2ΛP0 +
2αβ4K40
−3K20+ΛP0
βP
3/2
0
(U0)15,11 =
2ik
(
1 +
αβ2K20
3K20−ΛP0
)
β
√
P0
(U0)15,12 = −
2ikαβK20√
P0
(
−3K20 + ΛP0
) (U0)15,15 =
2K0
(
−1 + αβ
2K20
−3K20+ΛP0
)
√
P0
(U0)15,18 =
2αβ2K30√
P0
(
3K20 − ΛP0
) (U0)16,4 = β
((
(−3 + 2α)β2 + 3
(
1 + β2
))
K40 + 2ΛK
2
0P0 − Λ2P20
)
P
3/2
0
(
−3K20 + ΛP0
)
(U0)16,7 = −
2αβ3K40
P
3/2
0
(
−3K20 + ΛP0
) (U0)16,13 = 2αβ2K30√
P0
(
3K20 − ΛP0
)
(U0)16,16 =
2K0
(
−1 + αβ
2K20
−3K20+ΛP0
)
√
P0
(U0)16,17 = −
2ikαβK20√
P0
(
−3K20 + ΛP0
)
(U0)17,5 =
β
((
(−3 + 2α)β2 + 3
(
1 + β2
))
K40 + 2ΛK
2
0P0 − Λ2P20
)
P
3/2
0
(
−3K20 + ΛP0
) (U0)17,8 = − 2αβ3K40
P
3/2
0
(
−3K20 + ΛP0
)
(U0)17,14 =
2αβ2K30√
P0
(
3K20 − ΛP0
) (U0)17,16 = 2ikαβK20√
P0
(
−3K20 + ΛP0
)
(U0)17,17 =
2K0
(
−1 + αβ
2K20
−3K20+ΛP0
)
√
P0
(U0)18,6 =
β4K20 +
(
1 + β2
) (
k2 − β2K20
)
− β2ΛP0 +
2αβ4K40
−3K20+ΛP0
βP
3/2
0
(U0)18,9 =
k2
(
1 + β2
)
− 2αβ
4K40
−3K20+ΛP0
βP
3/2
0
(U0)18,11 =
2ikαβK20√
P0
(
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