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Superconducting qubits are currently one of the leading qubit designs, showing great
success in some of the world’s most powerful quantum computers. Superconducting
qubits, however, communicate at microwave frequencies, which is problematic when
it comes to the task of long distance communication as unless the communication
channel is cryogenically cooled the microwave photons are swamped by thermal noise.
Optical photons, on the other hand, are ideal for long distance communication,
particularly at frequencies that lie within the telecommunications band. One
solution to the superconducting qubits communication problem is to create a device
that can convert an input microwave photon into an optical photon with unit
quantum efficiency. A device of such could then be used alongside existing optical
fibre networks to connect distant superconducting processors. Furthermore, an
upconversion device would allow superconducting qubit systems to take advan-
tage of quantum technologies in the optical region, such as optical quantum memories.
Several different approaches have been taken in attempts to experimentally
implement such a device. Recently a theoretical proposal showed that the strong
non-linearities that occur near the collective resonances in fully concentrated
rare-earth crystals can be used to efficiently upconvert microwave photons. In this
thesis we begin experimental investigations of two fully concentrated rare-earth
crystals, GdVO4 and DyPO4, for their application to microwave upconversion.
Absorption spectra of the two crystals in the optical region are measured using a
Fourier transform infrared spectrometer, in order to characterise and explore the
possible optical states to be used in the upconversion process. Experiments are then
carried out at microwave frequencies to explore the coupling between the collective
spin resonances (magnons) that occur within the crystals and a microwave cavity.
It is found that not only can the ultrastrong coupling regime be reached in these
systems but that the linewidth of the magnon mode is narrow, measuring 35 MHz at
T = 25 mK. This is the first experimental evidence of ultrastrong coupling between
a microwave cavity and antiferromagnetic magnon modes in a rare-earth crystal.
Furthermore, narrow transition linewidths are a crucial requirement in the proposed
upconversion method, therefore the narrow linewidth experimentally measured here
is an important validation of the proposals feasibility.
The results presented in this thesis show that microwave upconversion mediated
by fully concentrated rare-earth crystals has an exciting future. Perhaps one day
rare-earth crystals will be used to overcome the major communication problem
superconducting qubits currently face.
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1.1 Qubits and Quantum Computing
Computers are ubiquitous in the modern day world. From mobile phones to
simple household appliances, a computer can be found working behind the scenes.
The fundamental operations of a computer are to process, store, and transfer
information. These processes are carried out using the binary system, in which infor-
mation is stored in binary digits (bits) that will be in one of two definite states, 0 or 1.
Despite the exponential increase in computational power there are a large class
of computational tasks considered intractable to a present-day computer. From
a computer science perspective the most important property of a computational
problem is the rate at which the time needed to solve the problem grows, as the
problem size increases. Problems that can be solved in a polynomial amount of
time are considered tractable problems for a modern computer. An algorithm is
considered solvable in polynomial time if for an input of size n the number of
steps required to complete the algorithm and solve the problem is O(nk) for some
integer k > 0. Problems for which the time taken to solve them grows exponentially
O(2poly(n)) are considered intractable problems.
An example of a computationally intractable problem is the decomposition of a
large number into prime factors. It took a group of researchers 2 years to factorise a
232 decimal digit number. The calculation was spanned in parallel across several
computers and was predicted to be equivalent to ∼ 1500 years worth of computation
on a single-core 2.2 GHz AMD Opteron-based computer [1]. The impracticality of
prime factorisation is the basis of the RSA-encryption scheme. A user creates and
publishes a public encryption key based off two prime numbers. The encryption key
can be used by anyone to encrypt a message, however only the user with knowledge
of the prime numbers (the decryption key) can decrypt the message. Anyone trying
to break the decryption is faced with the brute force problem of prime factorisation.
The simulation of an arbitrary quantum system is another example of a computa-
tionally intractable problem. The states of a quantum system lie in a vector space
whose dimensions grow exponentially, O(cN), with the size of the system N (for
a constant c > 0). An ensemble of spin-1/2 systems with just 50 spins requires
250 ≈ 1015 bits of classical memory to record its state. If you then wish to then
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analyze the dynamics of such a system the problem gets even worse, requiring a
cN × cN size matrix. A full description of any reasonable sized quantum system
requires so many variables to keep track of that a computer quickly runs out
of memory. In 1981 the physicist Richard Feynman turned this problem into a
positive [2]. Feynman asked the question: What if a different type of computer
could be made, a computer that uses fundamental quantum mechanics to carry
out its computations, could a computer of this type simulate quantum mechan-
ics? Feynman’s question launched the now vast research area of Quantum Computing.
Just like its classical counterpart a quantum computer will need to process,
store and transfer information. The fundamental building block of a quantum
computer is the qubit - a two-level system the quantum state of which can be
prepared, manipulated, and measured. A crucial property of a qubit is its coherence
time - the length of time a prepared quantum state will remain coherent. The
longer the coherence time the more complex computations can be carried out
before information is lost. This is one of the biggest challenges of quantum com-
puting, as quantum systems are inherently sensitive and require great effort to isolate.
A successful quantum computer will need to communicate information from one
place to another. A strong candidate for quantum information distribution is
photons. Much like classical information, which can be sent via photons through
fibre cables or over free space, quantum information can be encoded into photons
and distributed over these same channels. As is the challenge with most quantum
information tasks, one needs to deal with the decoherance that will occur within the
communication channel. In classical information channels, repeaters are periodically
placed to amplify the signal, that is to make a stronger and bigger copy of the
input signal. For quantum information an amplification approach is not possible
due to the no-cloning theorem, which disallows the replication of a quantum state.
Fortunately a design for a quantum repeater has been proposed by Lu-Ming Duan,
Mikhail Lukin, Juan Ignacio Cirac and Peter Zoller in what is known as the DLCZ
protocol [3]. The quantum repeater can generate entanglement over long distances,
allowing the information to be transported without loss of coherence.
Despite all these challenges, quantum computing technologies have still made huge
progress. Very recently Google released a paper claiming “quantum supremacy”,
in which a calculation was carried out using a 53 superconducting qubit processor.
The calculation took 200 seconds on the quantum processor while the equivalent
task on a state-of-the-art classical computer was predicted to take 10000 years.
Although the task performed was very contrived and of little practical importance,
the dramatic increase in computation time still proves the potential strength of
quantum computation. Current quantum computers are still far from practical. It is
worth remembering however, there was once a time when classical computers were
the size of houses and when Thomas Watson, president of IBM in 1943, stated “there
is a world market for maybe five computers”.
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Many different approaches have been taken to physically implement qubits.
One such approach makes use of electron spins, where the two qubit levels are
taken as spin up and spin down [4]. Another approach favoured by photonic
platforms makes use of the polarization of a single photon as a qubit, where the
states are taken as the vertical polarization and horizontal polarization [5]. Ions
trapped by electromagnetic fields have also been proposed as qubits, and have
been used to demonstrate fundamental quantum operations with some of the
highest accuracy [6]. The most successful solid state qubit design, however, is the
superconducting qubit [7, 8], currently used in some of the worlds most powerful
quantum computers at IBM and Google. Superconducting qubits create a two
level system with characteristic energy scales on the order of 5 GHz, allowing
them to be readily manipulated with microwave technologies. Novel quantum
information processing techniques often propose the use of several connected quantum
systems. In such approaches, known as “hybrid quantum systems”, the supercon-
ducting qubit’s capabilities are enhanced by coupling them to another type of system.
One issue the hybrid approach tries to address is long distance, room temperature,
quantum communication. Low energy microwave photons, which superconducting
qubits communicate with, are difficult to transmit over long distances. Attenuation
in low-loss microwave cables at 5 GHz is typically more than 1 dB m−1, which
compares very poorly to optical fibres with losses below 0.2 dB km−1 at telecom
wavelengths (λ ≈ 1550 nm, f ≈ 193 THz). Futhermore the low energy of microwave
photons (compared to kBT ) means that unless the communication channel is
cryogenically cooled, the signal photon will be swamped by thermal noise. A
way around this issue is to create a system that can coherently convert an input
microwave photon into an optical photon. Not only does this solve the issue of long
distance communication but also gives superconducting qubit systems access to
available quantum optic technologies such as quantum memories [9–11]. The process
of coherently converting microwave photons into optical photons, commonly referred
to as ‘microwave upconversion’ or ‘microwave to optical photon transduction’ is the
focus of several research groups [12].
There are some key properties a microwave-to-optical transduction system requires.
Firstly the system must have a high quantum efficiency, with close to one optical
photon output for every microwave photon input. Furthermore, as most quantum
systems quickly lose information to their environment through decoherence, an
upconversion system will require a bandwidth large enough for information to be
processed without decohering during the process. Currently, the largest coherence
time achieved in a superconducting qubit system is ∼0.1 ms [13], so the minimum
bandwidth required of a transducer is ∼ 10 kHz. Even larger bandwidths are still
desirable, allowing further quantum operations to be carried out before the quantum
state is lost.
Upconversion techniques rely on a system containing a strong non-linearity. Here we
will briefly outline some of the experimental upconversion approaches and summarise
their progress to date. The approaches are divided into those that rely on a non
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linear electro-optic coupling, opto-mechanical coupling and magneto-optic coupling.
Non-linear electro-optic materials with a significant second order polarizability
χ(2) allow microwave frequencies to modulate the phase and intensity of incident
light through the Pockels effect [14]. The resulting phase modulation creates
sidebands symmetrically around the incident light (the optical pump) frequency,
which can be described by sum frequency generation (SFG) and difference frequency
generation (DFG). The process of SFG combines a microwave and an optical pump
photon and creates a blue-shifted photon (anti-Stokes). In the process of DFG, the
microwave signal photon can stimulate an optical pump photon to decay into a
red-shifted optical (Stokes) and an additional microwave photon. For upconversion
SFG is favoured as the process is fundamentally noiseless. DFG however, occurs
spontaneously creating an incoherent microwave population, and is therefore
undesireable. In a study by Rueda et al [15], LiNbO3, a material with large χ
(2), was
shaped into a high Q whispering gallery mode resonator (Q ≈ 108) and embedded
within a solid copper microwave cavity (Q = 200). By explicitly addressing modes
with asymmetric free spectral range (FSR) the SFG process could be favoured
and the system could achieve a conversion efficiency of η = 1 × 10−3 (0.1%) with
a bandwidth larger than 1 MHz. Fig. 1.1 depicts the electro-optic upconversion
process implemented by [15]. Future improvements aim to be made by increasing
the mode overlap between the microwave cavity and the optical whispering gallery




Figure 1.1: Diagram edited from [15] depicting the electro-optic upconversion process using three
neighbouring optical modes with asymmetric FSR. The pump beam of frequency ωΩ is centered on
the resonance of the central mode, and modulated at the microwave frequency ωµ. The SFG process
is centered on resonance with the upper mode and therefore benefits from resonance enhancement.
The DFG process however, is detuned from the lower mode and therefore suppressed.
Opto-mechanical systems make use of coupling between light and mechanical
resonators. If an optical cavity is made such that one mirror is allowed to freely
move, the momentum exchange of a photon at the mirror can create a mechanical
excitation within the mirror - a phonon. Vibration of the mirror causes a change
in the cavity length, effectively coupling the two resonators. A coupling between
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a microwave and an optical field can therefore be mediated by simultaneously
coupling both microwave and optical fields to a mechanical resonator. Experimental
realisation of such a system has been achieved by Andrews et al [16]. A silicon
nitride membrane supporting a vibrational mode with a frequency of 560 kHz
and a Q ≈ 106 was used as the systems mechanical resonator. The membrane
was placed on the axis of an optical cavity such that a change in position of the
membrane would change the length of the cavity and hence the frequency of the
modes. The membrane was also placed near a capacitative component within an
inductor– capacitor (LC) circuit used as the systems microwave resonator. Coupling
to the microwave resonator was mediated by coating part of the membrane with
superconducting niobium such that a change in membrane position modulated the
capacitance of the circuit and therefore changed its frequency. A diagram of the
opto-mechanical setup in [16] is shown in Fig. 1.2. The system, initially operated at
4 K, achieved a conversion efficiency of η = 0.08 (%8) with a bandwidth of 30 kHz.
Operating the same system at lower temperatures (T ∼ 100 K) with optimizations
to coupling and mode matching allowed the system to achieve a conversion efficiency
of η = 0.47 (%47) with a 12 kHz bandwidth [17]. The opto-mechanical system is
currently the most efficient coherent upconversion system, but is limited by a low
conversion bandwidth and high noise. The bandwidth of the system is currently
limited by the low resonant frequency of the mechanical resonator. The mechanical
resonance frequency can be increased, although this results in a trade off as the
optical coupling via radiation pressure weakens at higher frequencies. Furthermore,
the low frequency and hence low energy of the mechanical resonator leads to a








Figure 1.2: Diagram edited from [16], depicting the opto-mechanical system used for microwave
upconversion. The membrane (the mechanical resonators) couples the LC circuit (the microwave
resonator) and the optical cavity.
In systems with magnetic order, magneto-optic coupling has been used for microwave
to optical photon transduction. As will be discussed with detail in Sec. 2.2,
ordered spins can be made to collectively process around an external magnetic
field by driving the spins at microwave frequencies. At small precession angles, the
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collectively precessing spins can be described as weakly interacting bosons termed
‘magnons’. The most commonly investigated system for quantum magneto-optic
experiments is yttrium iron garnet (YIG), due to the narrow magnon linewidths
that have been achieved within the material (∼ 1 − 10 MHz [18]). The spatially
uniform magnon mode, called the Kittel mode, manifests itself as a precessing,
large magnetic dipole. The largeness of the dipole moment and the longevity of the
coherence of the magnons make it possible to couple them strongly to microwave
photons in a microwave cavity [19–22]. As a result of the Faraday effect, Brillouin
scattering between optical photons of frequency ωΩ and magnons of frequency ωµ
can occur, resulting in photons of frequency ωo = ωΩ ± ωµ where the positive sign
refers to absorption (an anti Stokes process) and the negative sign to emission (a
Stokes process) of a magnon. Conversion effiency of current experiments has been
measured to be η = 10−10 with the main limitation being the small magnon-light
coupling [23]. This coupling could be improved by implementing an optical cavity,
however careful choice of optical resonator will be required in order to obtain a
large overlap with the uniform Kittel mode. Potential improvement could also be
made by using a suitable fully concentrated rare-earth material, to take advantage
of the optical properties provided by rare-earth ions. Only a small amount of
work however, has investigated magnons within fully concentrated rare-earth systems.
Finally, the strong optical non-linearities that occur near the absorbtion lines in
a medium can also be used for microwave upconversion. Λ structures found in
rare-earth ion and Rydberg atom systems have been proposed and experimentally
achieved conversion efficiencies of η ≈ 10−5 in an erbium doped yttrium orthosilicate
crystal (Er3+:Y2SiO5) [24–26]. The theoretical details of this system will be described
in depth in Sec. 2.1.
1.3 Rare-earth Ions
Surprisingly, the rare-earth elements are neither “rare” nor “earths”. This name was
earnt historically as they were originally discovered in small quantities of oxide mix-
tures, a mixture once referred to as an ‘earth mixture’ [27]. The rare-earth elements
consist of the 15 lanthanides, the series of chemical elements that follow lanthanum
in its group IIIB column position of the periodic table, as well as the two transition
metals scandium and yttrium. Rare-earths have found vast application in modern
day technologies, particularly for their optical and magnetic properties. Optical appli-
cations of rare-earths include solid state lasers, fibre lasers and fibre amplifiers, which
have not only found application in the field of telecommunications, but also in funda-
mental science applications such as building classical and quantum memories for light.
A unique property of the lanthanides is that their valence electrons, which lie
within the 4f orbital shell, are effectively electrically shielded by the 5s, 6s
and 5p shells. These shells are filled completely and their radial distribution
probability peak occurs at a greater distance from the nucleus than that of the
4f shell, as shown in Fig. 1.3. Because of this shielding, electron transitions
within the 4f orbital behave like free atom transitions, with incredibly narrow
linewidths, even when the ion is doped into a crystal host. Linewidths as narrow
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as 122 Hz have been measured in the optical spectrum of a Eu3+:Y2SiO5 crystal
at cryogenic temperatures [28]. Because of this unique property, rare-earth ion
doped crystals are a great solid state platform for a wide range of optical applications.
The most common oxidation state of the rare-earth elements is 3+, however 2+ and
4+ states are possible when they lead to a full, empty or half filled f orbital (4f 0,
4f 7 and 4f 14).
Figure 1.3: The radial electron probability density of the 4f , 5s and 5p orbitals of the rare-earth
ion Pr3+. The data for this figure has been obtained from [29].
The linewidth of a rare-earth crystal transition can be broken down into two
components, the homogeneous and inhomogeneous linewidth. The homogeneous
linewidth is the linewidth one would measure when looking at a single rare-earth
ion. For the case of a completely isolated ion this linewidth would be given by
the decay rate of the excited state. In an ensemble however, this ideal limit
is never quite reached, as magnetic interactions with other spins within the
ensemble introduce further dephasing mechanisms. In an ensemble such as a
rare-earth crystal, each individual rare-earth ion will have the same homogeneous
linewidth. However, the central frequency of each ion transition will be slightly
different. This is due to effects such as crystal strain, which cause each ion
to see a slightly different local environment. The linewidth of the ensemble is
therefore broadened and is referred to as the inhomogeneous linewidth. The rela-
tionship between the homogeneous and inhomogeneous linewidth is shown in Fig. 1.4.
The inhomogeneous linewidth has a strong relationship with the concentration of
doped rare-earth ions in a host crystal. For low concentrations the disorder within
the system also remains low, and therefore narrow inhomogeneous linewidths occur.
As the dopant concentration increases however, so does the disorder within the






Figure 1.4: Diagram showing the relationship between each ions homogeneous linewidth and the
ensembles inhomogoneous linewidth.
linewidth [30,31]. As concentration continues to increase and the system becomes
close to being fully concentrated one might expect the disorder within the system
to decrease again, and hence see the inhomogeneous linewidth narrow. This idea
has been proven true at least for optical transitions in fully concentrated rare-earth
crystals, with inhomogeneous linewidths as narrow as 25 MHz being measured
in a EuCl3·6H2O crystal [32]. Spin transitions at microwave frequencies in fully
concentrated rare-earth crystals remain relatively unexplored however in similar high
concentration spin materials such as YIG, spin linewidths on the order of a MHz
have been measured [18]. A possible issue that could arise in high concentration
rare-earth systems is that in comparison to doped systems the interactions between
neighbouring spins becomes significant, potentially complicating the system of
interest.
The energy level structure of the 4f electrons arises due to a series of interactions
that we will describe in descending order of strength. In a free rare-earth ion the
energy level structure arises predominantly from the Coulomb interaction between
electrons, and the spin-orbit coupling. Because the Coulomb interaction commutes
with both L and S, the Coulomb interaction breaks up the 4f states into terms
with a well defined value of both L and S. The spin orbit coupling however does
not commute with L and S and so further splits these terms into multiplets. As
a free ion the system is spherically symmetric and therefore the total angular
momentum J remains a good quantum number, and can be used to label the
different multiplets. Typically however the 2S+1LJ notation is still used, despite the
fact that S and L are no longer good quantum numbers due to the spin-orbit coupling.
Once the ion is contained within a crystal lattice the effect of the host crystal field
acts a first order perturbation and splits the J multiplets further. The degree to
which the multiplets are split varies between crystals, since it is dependent on
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the site symmetry and the nature of other ions in the crystal host. However, the
free-ion interactions, and therefore the positions of the J multiplets, are almost
independent of the crystal host. The crystal field splitting is generally much less
than the seperation between J multiplets and therefore we can construct a “Dieke”
diagram to get an overview of the J multiplets across the entire lanthanide series.
The Dieke diagram shows the energy levels of the 4f electron structure for each of
the Lanthanide ions hosted in a LaF3 crystal, and is shown in Fig. 1.6. Because
the energy levels are determined predominantly by the spin-orbit interaction rather
than the crystal field interaction the positions of the J multiplets shown are similar
within other crystal hosts.
The splitting caused by the crystal field is dependent on whether the rare-earth
ions in question contain an odd number of 4f electrons (Kramers ions) or an even
number of 4f electrons (non-Kramers ions). For the case of Kramers ions, there is
an unpaired electron and therefore the J multiplets are split up to a maximum of 2J
+ 1/2 magnetic doublets (Kramers doublets). Non-Kramers ions however, can have
their degerenacy lifted completely at sites of sufficiently low symmetry.
The next level of structure detail comes from a range of sources, which are treated
as second order perturbations to the crystal field split lines. The most commonly
discussed sources are the electronic Zeeman effect, the nuclear Zeeman effect, the
hyperfine interaction and the nuclear electric quadrapole interaction.
In our work, we typically focus on Kramers ions, in which the splitting of the crystal
field levels can be controlled through an external field via the Zeeman interaction. A
diagram showing the typical orders of magnitude of the different level splittings is
shown in Fig. 1.5.
~104 cm-1 (300 THz)
Spin-Orbit
Crystal Field
~102 cm-1 (3 THz)
~ (5 GHz)
Electronic Zeeman& Coulomb Interaction 
Figure 1.5: Different splittings of the energy levels in rare-earth ion crystal. This diagram
specifically considers a Kramers ion.
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Figure 1.6: The original Dieke diagram from [33], showing the energy levels of 3+ lanthanide ions
in the host crystal LaCl3.
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1.4 Magnons in Rare-earths
It was mentioned previously that only a small amount of research has looked into
collective spin excitations, known as ‘magnons’, within fully concentrated rare-earth
systems. In this section we will briefly summarise these previous investigations.
In a fully concentrated rare-earth system, the high spatial concentration leads to
spin-spin interactions such as the exchange and dipole-dipole interaction becoming
significant between neighbouring spins. This in turn leads to magnetic order
occurring at low temperatures. Compared to other high concentration spin systems
the magnetic ordering temperature in rare-earths is significantly lower, with values
< 5 K being common. For comparison, typical ordering temperatures of YIG and
iron are ∼560 K and ∼1043 K respectively. The low ordering temperature is a
characteristic of rare-earth spins as the exchange interaction between the highly
shielded 4f electrons is weak, and often the magnetic dipole-dipole interaction
dominates [34].
Between 1970 and 2000 extensive measurements were carried out on the lanthanide
phosphates, vanadates and arsenates, sometimes referred to as the rare-earth
zircons due to their tetragonal zircon crystal structure. Earlier work was focused on
understanding the Jahn-Teller distortion that was occurring within some of these
systems, a geometrical distortion that occurs to remove ground state degeneracy
when it is energetically favourable. Studies therefore focused on experiments that
could observe phase changes within a system, such as bulk property measurements
of specific heat and magnetization, X-ray and neutron scattering as well as
birefringence. Detailed reviews of the measurements carried out on the vanadates
are given by Gehring and Gehring [35], as well as Bowden [36]. Gehring and
Gehring’s review covers earlier results carried out at temperatures above 1 K,
which Bowden then supplements with a review of later results below 1 K. Magnetic
resonance spectroscopy and hyperfine interactions are then covered in a review by
Bleaney [37]. A short review of the lanthanide phosphates has also been covered by
Bleaney [38]. Properties such as g-tensors, ordering phases, ordering temperatures,
crystal field parameters and unit cell dimensions, are well documented for these
lanthanide systems and can be found within these review articles and their cited works.
Fully concentrated rare-earth systems will typically order either ferromagnetically or
antiferromagnetically. In a ferromagnetic system, the spins all align in the same
direction, where as in an antiferromagnetic system it is energetically favourable for
neighbouring spins to align in opposing directions. The way in which the system
orders has an effect on the systems collective spin resonance. As will be shown in
Sec. 2.2, collective spin excitations can be described mathematically as quantized
spin waves - magnons. The most simple magnon modes (k = 0) however, can be
interpreted semi-classically by treating the spins as vectors. In the ferromagnetic
case, the entire spin lattice acts as a large dipole moment that precesses around
the external field at the Larmor frequency. In an antiferromagnet, there are two
antiferromagnetic modes associated to the two opposing directed spin sublattices.
One sublattice Larmor processes in the standard manner while the second sublattice,
due to the coupling between the sublattices, processes in the same circular sense
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however with a 180 degrees phase difference and a reduced precession angle [39].
At zero magnetic field, the two modes are degenerate at a frequency that is
directly related to the strength of the ordering interaction. One mode, sees the
applied magnetic field in addition to the internal field, and hence its frequency
increases linearly with applied magnetic field, while the other mode sees the applied
field opposing the internal field, and hence its frequency decreases linearly with
applied magnetic field. At a critical value of the applied magnetic field, the lower
antiferromagnetic branch intercepts the zero frequency axis, at this point a phase
transition occurs between the antiferromagnetic phase and what is referred to as
the spin-flop phase. In the spin-flop phase it becomes more energetically favourable
for the spins to drop their opposing sublattice arrangement and instead partially
align along the external field. As the strength of the external field is increased, the
angle between the spins and the external field decreases, eventually returning the
spins into to the paramagnetic state. The resonance frequencies as well as the ori-





Figure 1.7: (a) The spin configuration of the simplest (k = 0) ferromagnetic resonance mode, the
Kittel mode. (b) The spins uniformly precess around the external magnetic field, increasing in
frequency with field magnitude. (c) The spin configuration of the higher frequency antiferromagnetic
resonance mode. (d) The antiferromagnetic resonance frequencies as a function of applied magnetic
field strength. When the lower branch intercepts the zero axis, the spin-flop transition occurs,
changing the collective spin resonance dynamics [40].
Despite the numerous studies of the lanthanide phosphates, vanadates and
arsenics discussed above, only a few look into collective spin resonances. The first
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investigations of collective resonances were carried out in the crystal gadolinium
aluminate (GdAlO3). Magnons were probed acoustically by measuring the
transmission and reflection of acoustic waves through the sample at the fixed
frequencies of f = 9 GHz [41] and f = 10 GHz [42]. The attenuation of the
signal was then measured as a function of magnetic field for fixed temperatures
between 1.6 K and ∼ 4.2 K. At points where the magnon frequency matched the
input acoustic frequency, the interaction between the acoustic phonons and the
antiferromagnetic magnons would cause attenuation of the probe signal. An example
of an attenuation measurement made by Doussineau et al. in a GdAlO3 sample
is shown in Fig. 1.8(a). Not only is the antiferromagnetic resonance seen but the
broad attenuation occurring at field values greater than the critical field (B > 1.6 T)
indicate some sort of resonance occurring within the spin-flop phase of the material
too. The linewidth of the antiferromagnetic resonance was also measured as
a function of temperature and is shown in Fig. 1.8(b). The linewidth is seen
to decrease with temperature, and predicted to flatten out towards ∼ 500 MHz at 0 K.
Similar acoustic attenuation measurements were then made using the crystal
gadolinium vanadate (GdVO4) [43]. Measurements were carried out over the
frequency range f = 8.5 - 9.8 GHz, at liquid He temperatures T ≈ 1.6 - 4.2 K
and using magnetic fields up to 4 T. This study however, particularly focused
on the attenuation at the different phase boundaries within the sample that
occur as a function of temperature and magnetic field (e.g antiferromangetic
to spin-flop or antiferromagnetic to paramagnetic) rather than looking at the
antiferromagnetic resonance itself. Antiferromagnetic resonances within GdVO4
were not reported until more than 10 years later in a study carried out by
Abraham et al. [44]. Abraham et al measured antiferromagnetic resonances as
a function of magnetic field at a fixed temperature of T = 1.36 K, the results
of which are shown in Fig. 1.9. The zero-field antiferromagnetic resonance
frequency was measured to be 30.6 GHz and the expected linear frequency
decrease of the lower resonant branch was seen. The experimental apparatus is
poorly outlined however, and resonances were only probed at fixed frequencies of
34, 24, 17 and 0.035 GHz, with the narrowest resonance linewidth measuring 1.4 GHz.
The results of these experiments leave us with some important questions unanswered.
Can the narrow resonances required for quantum information application be achieved
when the system is cooled to typical qubit temperatures - O(20 mK)? What do
the dynamics look like when the microwave-magnon interaction is observed at a
higher resolution, are there some higher order effects that will make the system too
complicated to use? These are some of the questions we hope to answer in our own
experiments.
1.5 Thesis Outline
In this thesis we experimentally investigate the suitability of two fully concentrated
rare-earth systems, gadolinium vanadate (GdVO4) and dysprosium phosphate
(DyPO4), for their application to microwave upconversion.




















Figure 1.8: Plots edited from [42]. (a) Ultrasonic transmission through a GdAlO3 sample as a
function of magnetic field. When the signal frequency matches the antiferromagnetic resonance
frequency a narrow attenuation dip is seen. Attenuation is also seen beyond the spin-flop transition
indicating some sort of resonance within the spin-flop state. (b) Linewidth of the antiferromagnetic
resonance as a function of temperature.
carried out in Λ systems within doped rare-earth ion crystals. As will be shown
in Sec. 2.1 in these systems the coupling strength between the microwave and
optical fields is proportional to N , the number of rare-earth ions in the system,
and inversely proportional to γµ and γo, the linewidths of both the microwave and
optical transitions respectively. The requirement of high N but narrow linewidths
is conflicting, as the number of ions in the system increases the disorder within
the system increases, which in turn causes inhomogeneous broadening of the
transition linewidths. There is the potential however for narrow linewidths in a
fully concentrated rare-earth system, in which case one would benefit from both
high N and narrow linewidths. Narrow linewidths have been shown for optical
transitions in high concentration rare-earth systems [32], however spin transitions
remain relatively unexplored. One goal of this work was to investigate the collective
spin transitions in a fully concentrated rare-earth system and in particular obtain a
linewidth measurement at low temperatures.
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Figure 1.9: Plot edited from [44]. Antiferromagnetic resonance frequency within GdVO4 as a
function of applied magnetic field, and fixed temperature T = 1.36 K. The negative values of B
indicate the field points in the opposite direction.
The methods and results of this work will be documented over the remaining four
chapters. In Chapter 2 the background theory is summarised. In particular the
theory behind collective spin resonances in ferromagnetic and antiferromagnetic
systems is covered, as well as the supporting theory for upconversion within doped
and fully concentrated rare-earth systems. In Chapter 3 we discuss the experiments
carried out at microwave frequencies in which the collective spin transitions in our
crystals are probed. Chapter 4 then summarises the experiments carried out on our
samples using optical frequencies. Finally, in the concluding Chapter 5 we summarise
the overall project.
1.6 Work Outline
The work reported in this thesis follows on from work previously carried out by
others. Any work reported in this thesis that has been specifically carried out by
someone else, is referenced through citation in the text. For the sake of clarity, all
original work within the thesis is outlined here.
The bulk of Chapter 2 summarises previous work. The theoretical discussion of
upconversion within doped rare-earth crystals summarises work carried out by
previous students of our group, and the section on collective spin resonance theory
has been summarized from several textbook sources. The final section of this
chapter, which discussed upconversion theory within fully concentrated rare-earth
crystals, was the topic of my Honours dissertation [45], however this work has been
extended upon during my Masters year.
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In Chapter 3, all experimental work presented is original. Investigations of GdVO4
however do follow on from previous work carried out by a current PhD student, Gavin
King, who for example created the microwave cavity, obtained the crystal sample
and had carried out microwave transmission experiments at higher temperatures.
The brief theoretical section in this Chapter (Sec. 3.2) derives a result from [46],
however my own take on the approach was used to match the theory more closely to
the theory stated in Chapter 2.
In Chapter 4, all experimental work is original. The measurements however, were
obtained with the aid of students within Jon-Paul Wells’s research unit at the
University of Canterbury.
1.7 Thesis Outputs
During the course of my Masters year, it was decided to publish some of the results
we had obtained.
The first publication describes our theoretical proposal for microwave upconversion
within a fully concentrated rare-earth crystal. The article describes the upconversion
process, which makes use of a two step Raman transition via magnon resonances
within the rare-earth crystal. The theoretical conversion efficiency of the system is
derived, and then used to discuss the experimental feasibility of such a system by
substituting realistic parameters. The article has been published in Physical Review
A [47]:
“Microwave to optical photon conversion via fully concentrated rare-earth-ion crystals”
- Jonathan R. Everts, Matthew C. Berrington, Rose L. Ahlefeldt, and Jevon J.
Longdell. Phys. Rev. A 99, 063830 – Published 21 June 2019.
The foundation for the theoretical work discussed in this paper was laid in my
honours project [45], however time in my masters year was spent understanding the
implications of the theory and tidying it all up to eventually be published. The
feasibility calculations were also made in my masters year, where realistic parameters
were used in the theory to calculate the feasible conversion efficiency of the system.
The second article, which is currently still in preprint [48], describes the results
obtained while investigating the fully concentrated rare-earth crystal GdVO4. The
article reports on the ultrastrong coupling achieved between a microwave cavity and
the antiferromagnetic magnon modes within the crystal. It also discusses the narrow
35 MHz linewidth seen in the antiferromagnetic mode, and highlights the significant
implications these results have for microwave to optical conversion. The article can
currently be found on arXiv:
“Ultrastrong coupling between a microwave resonator and antiferromagnetic resonances
of rare-earth ion spins” - Jonathan Everts, Gavin G. G. King, Nicholas Lambert,
Sacha Kocsis, Sven Rogge, and Jevon J. Longdell. (Submitted on 26 Nov 2019) [48].
Chapter 2
Theory
2.1 Upconversion in Doped Rare-Earth Systems
We begin this chapter with a description of the theory behind upconversion within
rare-earth doped systems. The work carried out here takes a detailed look at the
original proposal by Williamson et al [24], in which a cavity QED approach is taken
to analyse the system.
The upconversion system consists of a doped rare-earth crystal placed within both
a microwave and an optical resonator. The dynamics of the system are described
using the atomic energy level diagram shown in Fig. 2.1(a), a Λ system where the
first and second excited states, |1〉 and |2〉, are separated from the ground state |g〉,
by a microwave and an optical frequency respectively. Depending on the particular
doped rare-earth sample used, and hence the energy level structure as discussed
in Sec. 1.3, this Λ system energy structure can be achieved in different ways. An
example of such a structure seen in Er:YSO is shown in Fig. 2.1(b), the microwave
transition is created by applying an external field to Zeeman split the 4I15/2 ground
state Kramers doublet, while the optical transition is the 1550 nm transition to the
5I13/2 state.
The rare-earth ions interact with a microwave cavity mode of frequency ωµ, an optical
cavity mode of frequency ωo and a coherent optical pump field of frequency ωΩ. The
pump field frequency is set such that the triple resonance condition ωo = ωΩ + ωµ is
satisfied. Upconversion of a microwave photon input into the microwave cavity occurs
through the two step Raman transition, |g〉 → |1〉 → |2〉 → |g〉, and outputs an
optical photon into the optical cavity. The optical and microwave fields are detuned
from the atomic resonances but kept in three photon resonance. This not only avoids
absorption of the input fields but greatly simplifies the systems dynamics.
The remainder of this section will be spent giving a mathematical description of this
process and using this to derive an expression for the systems conversion efficiency.
The derivation is split into three parts. We first derive the system Hamiltonian, which
is then simplified using the adiabatic approximation. Finally, through input-output
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Figure 2.1: (a) Energy level diagram used to describe the upconversion dynamics within a doped
rare-earth system. An input microwave photon, in mode â, excites a spin excitation in the k’th
rare-earth ion, state |1〉k. A coherent driving field with Rabi frequency Ω then drives the spin
excitation to an optical excitation, state |2〉k. From state |2〉k the device decays into the ground
state |g〉k releasing an optical photon in mode b̂ in the process. Each state transition is driven
off-resonantly indicated by the detunings ∆o,k and ∆µ,k, and hence the conversion occurs through
an off-resonant two step Raman process. (b) Example of such an energy level structure occuring
in Er:YSO. An applied DC field Zeeman splits the Kramers doublet ground state to create the
microwave transition.
2.1.1 System Hamiltonian
The system Hamiltonian can be expressed as follows,
H = HF +HA +HI . (2.1)
Here, HF describes the energy in the cavity fields,
HF = ~ωµ,câ†â+ ~ωo,cb̂†b̂ (2.2)
where â and b̂ are the annihilation operators of the microwave and optical cavities
respectively and ωµ,c and ωo,c are the (bare) resonant frequencies of the microwave
and optical cavities respectively.




~ω2,kσ22,k + ~ω1,kσ11,k. (2.3)
The sum here is over all rare-earth ions within the crystal and the subscript k
indicates the kth rare-earth ion. The resonant frequency of the excited states |1〉k
and |2〉k are given by ω1,k and ω2,k respectively, and σij ≡ |i〉 〈j| represents the atomic
transition operator. This term has taken into account the energy splitting due to
the Zeeman interaction, such that ~ω1,k = gµBB0, where g is the Landé g-factor, µB
is the Bohr magneton and B0 is the strength of the static magnetic field.




µg1,k ·Bµ(rk) + dg2,k ·Eo(rk) + d12,k ·EΩ(rk, t). (2.4)
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Here, µg1 is the magnetic dipole operator of the microwave transition and d12 and
dg2 are the electric dipole operators of the optical and driving field transitions
respectively. Bµ,Eo and EΩ describe the magnetic and electric field operators for










(â† + â)φ(rk) (2.6)
EΩ = E0(e
−iωΩt + eiωΩt)ε(rk). (2.7)
where the mode volumes of the microwave and optical cavities are represented by
Vµ and Vo respectively and E0 is the peak magnitude of the coherent driving field.
The microwave and optical mode functions are represented by χ(r), φ(r) and ε(r)
respectively, and have been normalized so that |χ(rk)|2, |φ(rk)|2 and |ε(rk)|2 vary
between 0 and 1.




~gµ,k(σg1,k + σ1g,k)(â† + â)
+~go,k(σg2,k + σ2g,k)(b̂† + b̂)
+~Ωk(σ12,k + σ21,k)(e−iωΩt + eiωΩt).
(2.8)
Here the coupling strengths between the ions and the microwave and optical cavities










dg2,k · φ(rk). (2.10)





= Ω0,k · ε(rk)
(2.11)
where Ω0,k is the peak Rabi frequency.
We now move our Hamiltonian into the interaction picture. Before this is done, we
rewrite HF and HA in the following way
HF = ~ωob̂†b̂+ ~ωµâ†â+ ~(ωµ,c − ωµ)â†â+ ~(ωo,c − ωo)b̂†b̂














Here, ωo and ωµ are the frequencies of the applied optical and microwave fields
respectively. The detunings of the microwave and optical fields from the cavities are
δµ and δo respectively and the detuning of the microwave and optical fields from the
spin and optical transitions are ∆µ and ∆o respectively.
Writing our Hamiltonian as H = H0 + V , where




(~ωoσ22,k + ~ωµσ11,k) (2.14)




(~∆o,kσ22,k + ~∆µ,kσ11,k) +HI. (2.15)
we move into the interaction picture via the transformation H = eiH0t/~V e−iH0t/~ to
get
















The Hamiltonian derived above describes the isolated rare-earth and cavity system
using a standard quantum optic approach.
2.1.2 Adiabatic Elimination
As the atomic transitions are being driven off resonance, the intermediate
states, |1〉 and |2〉, will barely be populated during the evolution of the system.
It seems plausible then that a simpler, effective Hamiltonian can be used to
describe the dynamics of the cavity modes with the intermediate states elimi-
nated. A procedure for for deriving such a Hamiltonian is known as adiabatic
elimination. A thorough theoretical analysis of adiabatic elimination has been
carried out in [49–51]. Here we only summarise the key results of this analysis,
before applying the approximation to the doped upconversion system described above.
2.1 Upconversion in Doped Rare-Earth Systems 21
Consider a system that can be broken into two subspaces, A and B. Also suppose
that a coupling between the two subspaces exists such that a transition between
two levels within A can occur via an intermediate state within B. This coupling,
however, is small enough such that direct transitions between the two subspaces can
be ignored.
The Hamiltonian of this system can be expressed as
H = HA +HB +HAB +HBA (2.17)
In this expression HA is a collection of the terms in the system Hamiltonian that
only act on states within subspace A, HB is a collection of terms that only act on
states within B, HAB is a collection of terms that project states from subspace B
onto subspace A and HBA is a collection of terms that project states from subspace
A onto subspace B. A depiction of these terms is shown in Fig. 2.2.
Figure 2.2: Pictorial representation of a general two subspace system (A and B). The Hamiltonians
describing each subspace as well as the coupling between them have been indicated on the diagram.
Provided there is only weak coupling from subpace A to subspace B, we can adia-
batically eliminate subspace B, by re-expressing our system Hamiltonian with the
following effective Hamiltonian as a first order approximation, Eq.(19) in [52]:




We will now apply this result to the Hamiltonian derived in Sec. 2.1, to eliminate
the dynamics of the weakly coupled states |1〉 and |2〉.
We begin by elimating the optical states from each ion. With respect to Eq.2.18
subspace “B” is the set of states |2〉k and subspace “A” is the set of states |1〉k and
|g〉k. The relevant subspace Hamiltonians for the k’th atom are
HA,k = ~(∆µ,kσ11,k + gµ,kσ1g,kâ+ g∗µ,kσg1,kâ†) (2.19)
HB,k = ~∆o,kσ22,k (2.20)
HAB,k = ~(Ω∗kσ12,k + g∗o,kσg2,kb̂†) (2.21)
HBA,k = ~(Ωkσ21,k + go,kσ2g,kb̂) (2.22)
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Note that we have purposefully left out the two cavity terms as they are not effected
during the elimination process. Under the condition that the optical detunings are
large, |∆o,k|  |go,k| and |∆o,k|  |Ωk|, we can apply Eq. 2.18 using Eqs. 2.19 - 2.22
to adiabatically eliminate the optically excited states from each atom. This gives us































Three new terms appear in the Hamiltonian. The fourth term of Eq. 2.23 describes
the AC stark shift, which under the adiabatic elimination condition (|∆o,k|  |Ωk|)
will be small and hence ignored. The fifth term in Eq. 2.23 represents a shift in the
resonance frequency of the optical cavity due to the presence of the atoms. This term
can be compensated for by tuning the resonant frequency of the optical cavity. This
can be seen from Eq. 2.23 by rewriting, without loss of generality, the optical cavity





|go,k|2σgg,k. The final term in Eq. 2.23
describes the coupling between the ground and excited states via the two optical fields.
We now eliminate the microwave states from each ion. With respect to Eq. 2.18
subspace “B” is now the set of states |1〉k and subspace “A” is the set of states |g〉k.
The relevant subspace Hamiltonians for the k’th atom are
HA,k = 0 (2.24)





















Where again we have purposefully left out the two cavity terms as they are not
effected during the elimination process. Under the condition that the microwave
detuning is large, |∆µ,k|  |gµ,k|, we can apply Eq. 2.18 using Eqs. 2.24 - 2.27 to
adiabatically eliminate the microwave excitation states from each atom. This gives
us
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Similar to what we saw in Eq. 2.23, the third and fourth terms of Eq. 2.28 represent
a shift in the resonance frequency of the two cavities due to the presence of the
atoms. These terms can be compensated for in experiment by tuning the cavities.
We set












The third and fourth terms represents a linear coupling between the microwave and









We have now arrived at a simplified Hamiltonian for the doped rare-earth conversion
system, which will be used to estimate the device performance






The Hamiltonian derived above describes the doped rare-earth cavity system when
it is isolated from external environments. To obtain an expression for the conversion
efficency of the system, we need to extend this Hamiltonian to include the interaction
between the systems cavities and external optical and microwave fields. We can do
this using input-output formalism.
Input-output formalism is a commonly used theoretical tool that has been derived in
several different sources [53,54]. A general result of input-output formalism is the
equation of motion for an internal field, α, in a one-sided cavity, Eq. 6 and Eq. 19 in
[53]:

















where κ is the decay rate of the cavity and αin and αout are the external fields
incoming and outgoing from the cavity respectively. A relation between the external
fields and the internal cavity field can now be obtained by subtracting Eq. 2.34 from
Eq. 2.33
αout(t) + αin(t) =
√
κα(t) (2.35)
We will now apply these results to our system in order to calculate the relations
between the microwave and optical cavity fields and their respective input/output
modes. Substituting the effective system Hamiltonian Eq. 2.32 into the equations of
motion Eq. 2.34 and Eq. 2.33, the two cavity fields in the device evolve as:













where κµ and κo represent the decay rates of the two cavities. Applying Eq. 2.35
also gives
ȧout(t) + ȧin(t) =
√
κµȧ(t)




Fourier transforming Eq. 2.36 and using Eq. 2.37 we find
































































where the Fourier time-conjugate ω is set to zero to describe steady state dynamics.
For both Eq. 2.38 and Eq. 2.39, the first terms on the right side describe the signals
reflected from the cavities, while the second terms give the photon conversion
between the microwave and optical fields. From these expressions the number
conversion efficiency is:
η =
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Provided the microwave and optical fields are resonant with the cavities (δo  κo/2,
δµ  κµ/2) an input microwave field will be completely converted into an output
optical field and vice versa (η = 1), provided the value of the coupling strength
S is chosen appropriately to achieve impedance matching (2|S| = √κµκo). The






To get a more intuitive understanding of what this condition actually means, we
make the assumption that the ion dependent parameters, go, gµ,Ω,∆µ,∆o contained
within S are real and the same for each ion. This assumption ignores the problems
of phase matching and mode overlap by assuming all the ions are located at the
maximum of both the microwave and optical fields. By making this assumption the








The challenging experimental task is achieving a system in which the the right hand
side of this expression can be raised to 1. Typical experimental values tend to fall
short of this, with the most recently published experimental realization achieving a
conversion efficiency of η ≈ 10−5.
Consider the term N/(∆µ∆o) on the right hand side of Eq. 2.42, to increase the
system conversion efficiency we need to make this factor as large as possible. We
therefore want to make the detuning terms small, however in order for the microwave
and optical fields to remain off resonant from the atomic transitions, the detunings
need to be at least as large as the inhomogenous linewidths of their respective
transitions (γµ, γo). This is where one the main complications of the doped rare-earth
system arises, as not only do we want high rare-earth ion concentration, N but we
also want narrow transition linewidths. As discussed in Sec. 1.3 these requirements
are conflicting. As the dopant concentration is increased, so is the strain within the
crystal and hence the inhomogenous transition linewidths are broadened.
It is this requirement that has motivated the study of upconversion within a fully
concentrated rare-earth system, where the potential of both high N and narrow
transition linewidths is possible.
2.2 Collective Spin Resonance - Magnons
In the proposed fully concentrated rare-earth upconversion device we wish to make
use of the enhanced cavity-spin coupling achieved by using a high concentration
spin system. In comparison to the low-concentration, doped system, spin-spin
interactions become significant and need to be considered in the system Hamiltonian.
The spin resonances that occur in a fully concentrated system are no longer just
single ion resonances, but are instead a collective resonance of the entire spin
system. Collective spin resonances, known as magnons, have been well studied. In
the following section we will follow through textbook examples of collective spin
resonance in both ferromagnetic and antiferromagnetic systems.
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2.2.1 Ferromagnetic Resonance
Ferromagnetic resonances were experimentally seen early in the 20th century,
and were consequently the first collective spin resonances to be theoretically
studied [55–57]. A ferromagnetic system is a good introductory system for
analysing collective spin resonances as it is an arguably simpler system than its
antiferromagnetic counterpart. Here we will follow through a typical ferromagnetic
resonance derivation, following closely to references [58–60]. In particular we
introduce here the Holstein-Primakoff transformation, one of the main tools required
for analysing fully concentrated spin systems.
Consider a 3D lattice of spin S particles. As to ignore boundary effects the lattice
can be considered infinite. The spins are aligned by applying a static magnetic field
of strength B0 through the lattice in the ẑ direction. The system is described using







Ŝj · Ŝj+δ. (2.43)
Here, j represents a specific spin site within the lattice and δ represents a vector
between the jth site and its nearest neighbours. The first term in the Hamiltonian
describes the Zeeman energy. Here µB is the Bohr magneton, g‖ is the g-tensor
parallel to the applied magnetic field and Ŝzj is the spin operator in the z direction
at the j’th site.
The second term describes the Heisenberg exchange interaction between spins. The
exchange interaction is taken to be isotropic and considers only nearest neighbour
interactions. Here, J represents the exchange constant (positive for a ferromagnet),
Ŝj represents the spin operator at the j’th site and Ŝj+δ represents the spin operator
for a nearest neighbor.


























This Hamiltonian can be expressed naturally using the ms quantum number for the




s(s+ 1)−ms,j(ms,j ± 1) |ms,j ± 1〉 (2.46)
Ŝzj |ms,j〉 = ms,j |ms,j〉 . (2.47)
Now suppose that on the jth site, we flip a spin from ‘up’ to ‘down’, causing a
reduction in the value of ms,j . Defining nj as the number of spin deviations at site j,
we can re-express Eq. 2.47 as
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Ŝzj |ms,j〉 = (S − nj) |ms,j〉 (2.48)
which implies that
ms,j = S − nj. (2.49)
We can therefore express our Hamiltonian using |nj〉 as the basis states. In this basis



















2 |nj + 1〉 (2.51)
Ŝzj |nj〉 = (S − nj) |nj〉 (2.52)
One might notice that the states |n〉 look similar to the states of a quantum
harmonic oscillator, although with a finite upper bound. It was the idea of Holstein
and Primakoff [57] to make exactly this transformation, and replace the spin
operators with creation and annihilation operators, treating the system like a group
of harmonic oscillators. As we will see this allows the spin dynamics to be analysed
with second quantization.
Introducing the bosonic operators,
â†j |nj〉 =
√
nj + 1 |nj + 1〉 (2.53)
âj |nj〉 =
√
nj |nj − 1〉 (2.54)
â†j âj |nj〉 = nj |nj〉 (2.55)
The operator â†j can be thought of “creating” a spin deviation at site j. The spin
operators, Eqs. 2.50 - 2.52, can now be re-expressed in terms of these spin deviation,

















Ŝzj = (S − â
†
j âj). (2.58)
The bosonic operators, Eqs. 2.53 - 2.55, have a physical interpretation. As the
exchange energy is proportional to the dot product between neighbouring spins, a
flipped spin at site j has a high exchange energy. In order to minimize this energy,
the system will rearrange itself as shown in Fig. 2.3. Flipping a spin therefore
propagates a disturbance throughout the system. As we will show soon, a collection
of these disturbances (superposition of spin deviations) compose a quasi particle
called the magnon, hence the operators â†j and âj can be viewed as localized magnon
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Figure 2.3: Depiction in a 1D linear chain of how a spin flip at site j causes a disturbance
propagation throughout the system
creation and annihalation operators.
We now make a low temperature approximation, in order to simplify Eqs. 2.56 and









Where the brackets indicate the expected value. Taylor expanding with respect to






































At low temperatures the number of perturbations about the ground state (spin






, will be very small. We can hence
















2 ≈ 1 (2.62)







Ŝzj = (S − â
†
j âj). (2.65)
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The expressions above are known as the Holstein-Primakoff transformations [57].
Applying the Holstein-Primakoff transformations to our Hamiltionian Eq. 2.45 and

















We would now like to diagonalize this Hamiltonian. Since the form of the Hamiltonian
clearly shows the coupling between adjacent spins, the basis states that will diago-
nalize the Hamiltonian will involve collective excitations of all the spins in the system.
We introduce the operators â†k and âk which create and annihilate a collective













Here rj is the position vector of the j’th spin and N is the total number of spins in
the system.
As we are considering an infinite 3D system, the collective excitations have been
expanded in terms of plane wave modes. Substitution into the Hamiltonian Eq. 2.66
gives us, ([58], Eq. 2.160)
















Eq. 2.69 is the diagonalized Hamiltonian for our 3D lattice system. The collective
excitations, âk, are the magnon modes of this system and have the dispersion relation,
ωk = g‖µBB0 − 2JSZ(γk + γ−k − 2) (2.71)
The k = 0 mode with energy ω0 = g‖µBB0, corresponds to the uniform Larmor
procession of all the spins. This mode is often referred to as the Kittel mode, named
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after Charles Kittel, a pioneer of ferromagnetic resonance theory [55,61–63].
Because ferromagnetic systems produce a stray field (sometimes referred to as a
demagnetizing field) the collective resonances are dependent on sample shape. In
the analysis above we considered an infinite system and therefore avoided this
issue, however typically sample shape is required to be taken into account by
considering boundary effects. Including boundary effects leads to the introduction of
demagnetization factors in the resonance equations [55]. Demagnetization factors
are shape dependent coefficients that linearly relate the magnetization in the sample
to the stray field produced by the sample.
Spherical samples produce a uniform magnetization [64], and are therefore one of
the simpler shapes for analysing ferromagnetic resonances [65,66]. Because of this,
a large amount of experimental investigations have been carried out in spherical
ferromagnets, particularly in the material yttrium iron garnet (YIG) [19,23,67].
2.2.2 Antiferromagnetic Resonance
We now consider an antiferromagnetic system such as the GdVO4 and DyPO4
systems we will come to experimentally investigate. Collective resonance within an
antiferromagnet was first investigated theoretically by Kittel and Keffer [61, 62] who
took a classical approach. This was followed shortly after by spin wave approaches
using the method of Holstein-Primakoff just described in section 2.2.1 [68, 69]. A
comprehensive and modern review of magnons in antiferromagnetic systems has
been carried out by [70].
The theoretical approach taken here follows the same steps as in the ferromagnetic
case. We begin with a Hamiltonian describing the energy in the spins, to which the
Holstein-Primakoff transformation is then applied, mapping the spin operators to
bosonic operators. Finally the Hamiltonian is diagonalized in terms of the collective
modes. The key difference in the antiferromagnetic case is that we now have two
sublattices, each requiring its own Holstein-Primakoff transformation.
We take our antiferromagnetic system to be composed of two equivalent sublattices,
where the nearest neighbours of a spin on sublattice 1, lie completely within sublattice























The first term represents the Heisenberg exchange interaction. The summation is
carried out over nearest neighbours only, and f and g label the lattice positions of
the spins on sublattices 1 and 2 respectively, J represents the exchange constant
(negative for an antiferromagnet), Ŝ1,f represents the spin operator at the f ’th
site on sublattice 1 and Ŝ2,g represents the spin operator at the g’th spin on the
sublattice 2.
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The second term describes the uniaxial magnetocrystalline anisotropy, chosen to
favour alignment along the z axis. Here, K is the anisotropy constant and Ŝz1,f , Ŝ
z
2,g
are the spin operators in the z direction for the f ’th and g’th sites respectively.
The third term describes the Zeeman energy, where just as in the ferromagnetic case
we consider here an applied magnetic field of strength B0 in the z direction.
We first convert any x−y components of the spin operators into spin ladder operators



















































We’ve just seen in Sec. 2.2.1, the method of Holstein and Primakoff in which spin
deviation creation and annihilation operators were introduced to analyse the spin
dynamics of the system. We will now apply the same methodology here.
Using spin-deviation operators the spin operator in the z direction can be represented
by the total spin number S, subtract the number of spins flipped
Ŝz = S − â†â. (2.76)
Taking sublattice 1 to point in the positive z direction, and sublattice 2 to point in
the negative z direction, we introduce spin-deviation operators to define Sz1,f and
Sz2,g in a similar fashion,
Ŝz1,f = S − â
†
f âf (2.77)
Ŝz2,g = −S + b̂†g b̂g (2.78)
Here, â and b̂ are spin-deviation operators specifically for sublattice 1 and 2 respec-












































Applying these transformations to Eq.2.75, and keeping only terms up to second






















































Where z is the number of nearest neighbours and any constant terms have also been
dropped. Following the same procedure as was carried out for the ferromagnetic















The operators âk and b̂k are referred to as the annihilation operators of a
magnon/spinwave of wave vector k and rf and rg are the positions of the f ’th and
g’th spins on sublattice 1 and 2 respectively.
























This is not yet the desired form as we have a coupling between the âk and b̂k spin
waves. This means that the plane waves are not the correct normal modes. To
find the correct modes we must diagonalize H, this can be done using a Bogoliubov
transformation. This transformation is quite involved and has therefore been carried















In contrast to the ferromagnetic case we can see that for each k there are two
spinwave modes, α̂ and β̂, with frequencies ωk+ and ωk− defined in Eq. A.12.
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Here, HE = −2JSz/g‖µB and HA = 2KS/g‖µB are the effective exchange and
anisotropy fields respectively.
When the applied field is greater than the critical value Bc =
√
2HAHE +H2A the
lower resonant branch becomes negative, implying an unstable situation. At this
point the Zeeman term overcomes the aniostropy term and it becomes energetically
favourable for the spins to realign themselves perpendicular to the applied magnetic
field, and twist slightly in order to produce a net magnetization in the direction of
the applied field. This new phase is called the “spin-flop” phase. With increasing
field strength the spins become more and more aligned along the applied field
direction until eventually a paramagnetic state is reached and standard paramagnetic
resonance theory applies. In the spin-flop state Eq. 2.86 no longer holds and instead
spinwave theory applied specifically to the spin-flop phase is required. This has
been carried out in [40] where the resonant frequencies are derived. Fig. 2.4 shows
the k = 0 antiferromagnetic resonance frequencies as a function of magnetic field
strength B0
Paramagnetic
Figure 2.4: Resonant frequencies of the k = 0 mode as a function of applied magnetic field strength
B0. The system begins in the antiferromagnetic state with a zero field frequency ω0 = g⊥µBBc. As
the external field is increased the system undergoes a phase transition at the critical field Bc to
the spin-flop phase. Resonances in the spin flop phase have been analysed by [40]. As the applied
field is increased further the spins align more and more with the external field, until eventually the
paramagnetic state is reached.
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2.3 Upconversion in Fully Concentrated Rare-
Earth Systems
With a better theoretical understanding of collective resonances within fully
concentrated systems, we are now in a position to analyse upconversion within a fully
concentrated rare-earth crystal. We approach this system in much the same way as
we approached the doped system in Sec. 2.1. Cavity quantum electro dynamics is
used to derive the isolated Hamiltonian, which is then simplified by adiabatically
eliminating the excited states. Finally, input-output formalism is used to obtain an
expression for the conversion efficiency of the system.
One of the key differences between the two systems is that the interactions between
spins must now be considered. This not only effects the initial Hamiltonian of the
system as spin interaction energy terms are now required, but also effects the system
dynamics as we must consider collective excitations rather than individual atomic
states. We begin by considering a ferromagnetic system, as it is theoretically simpler
than the antiferromagnetic case. We will then argue at the end of this section, that
the theory carried out holds for antiferromagnetic systems as well.
2.3.1 System Description
The proposed upconversion system we consider consists of a fully concentrated
rare-earth crystal placed within both a microwave and an optical resonator. We
consider the temperature of our system to be low enough such that the rare-earth
spins ferromagnetically order. As was briefly discussed at the end of Sec. 2.2.1
ferromagnetic resonance is effected by sample shape, and hence we choose our crystal
to be spherical in shape.
The dynamics of the fully concentrated system are much like the doped system.
The rare-earth ions interact with a microwave field of frequency ωµ, an optical field
of frequency ωo, and a coherent optical pump field of frequency ωΩ set such that
the triply resonant condition ωo = ωΩ + ωµ is satisfied. Like the doped system the
dynamics of the fully concentrated system are described by a three level Λ system
shown in Fig. 2.5. The system states, however, are now collective excitations. In
particular, the microwave transition state |1〉 is the uniform k = 0 magnon mode,
the Kittel mode, discussed in Sec. 2.2. The optical and microwave fields are detuned
from the rare-earth resonances allowing the upconversion process to occur through
an off resonant two step Raman-transition, |g〉 → |1〉 → |2〉 → |g〉.
2.3.2 System Hamiltonian
The fully concentrated system Hamiltonian can be written as
H = HF +HA +HI
+HE +HD.
(2.87)
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Figure 2.5: Energy level diagram used to describe the dynamics of the fully concentrated rare-earth
upconversion system. Strong interactions between the spins means that using the single atom
picture used in Sec. 2.1 becomes problematic. The conversion occurs via a similar off-resonant
two step Raman process as was seen in the doped system. The state |1〉 has one excitation in the
Kittel mode and is driven off-resonance (an amount ∆M ) by both a microwave input field (coupling
strength Gµ) and a two optical photon Raman process (coupling strength Go,Ω). Each optical state
|2〉k is shifted due to the spin interactions. However, as the optical detuning ∆o,k is much larger
than this energy shift, the effect is negligible to our calculations.
The first three terms, HF , HA and HI describe the energy in the cavity fields, the
atoms, and the interaction energy between them. These terms are identical to what
was seen in the doped system described in Sec. 2.1








~gµ,k(σg1,k + σ1g,k)(â† + â)
+~go,k(σg2,k + σ2g,k)(b̂† + b̂)
+~Ωk(σ12,k + σ21,k)(e−iωΩt + eiωΩt).
(2.90)
The last two terms, HE and HD describe the interactions between the spins that
generate collective behavior. HE describes the nearest neighbour exchange interaction,




Ŝk · Ŝk+δ (2.91)















Here, both the k and j summations run over all rare-earth ions, and rkj is the
displacement vector from the kth rare-earth ion to the jth rare-earth ion.
Leaving HF , HA and HI alone for now, we will show that under the condition that
only the uniform Kittel mode is excited, the two spin interaction terms HE and
HD are reduced to constants. This is done by carrying out the Holstein-Primakoff
transformation, introduced in Sec. 2.2.1, to express HE and HD in terms of magnon
operators. The expressions are then reduced by considering only the the uniform
k = 0 (Kittel mode) terms.
The transformation of the exchange term has already been seen in detail in Sec. 2.2.1
resulting in
HE = −2JS2NZ − 2JSZ
∑
k
(γk + γ−k − 2)â†kâk (2.93)







For the case k = 0, we have that γk=0 = 1 and therefore the summation term in
Eq. 2.93 cancels out, reducing the expression to the constant,
HE = −JS2NZ. (2.95)
The transformation of the dipole-dipole interaction term, is much more gruelling.
This transformation along with detailed working can be found in White [60]. The





























where V is the volume of the spherical sample, M = NgµBS/V , ωM = 4πgµBM
and Nx, Ny, Nz are the demagnetization factors in the x, y, z directions respectively.
Note that this equation applies specifically to the k = 0 case. A slightly different
expression is required for the k 6= 0 case.
A spherical sample was chosen specifically as a uniformly magnetized sphere
produces a uniform magnetic field. The demagnetizing factors are hence equal,
Nz = Nx = Ny = 1/3 [64], and upon substitution into Eq. 2.96 we find the whole
expression goes to zero.
Therefore, provided our sample is spherical in shape, and that the microwave field is
set such that only the uniform Kittel mode is excited, our Hamiltonian reduces to
H = HF +HA +HI .
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2.3.3 Conversion Efficiency Calculation
We would now like to use the derived Hamiltonian to calculate the conversion
efficiency of the system. After reducing the spin interaction terms in the previous
section, we can see that the fully concentrated Hamiltonian has become essentially
identical to the initial Hamiltonian seen in the doped case. Therefore, the first
two steps of the analysis (moving the Hamiltonian into the interaction picture and
adiabatically eliminating the optical state) will almost identically follow what was
seen in Sec. 2.1. The key difference being the size of the detuning required to
adiabatically eliminate the optical states, as due to spin interactions, the optical
states are now spread over a wider range of frequencies, and therefore a larger de-
tuning is required to ensure that the pump field is well detuned from all of these states.
We can hence start our analysis from Eq. 2.23 the effective Hamiltonian of the
system with the optical states adiabatically eliminated. We have expressed this
equation again below, with the AC stark shift term ignored under the adiabatic
approximation condition, and the atom-cavity frequency shift term accounted for by
the cavity detuning, as was discussed in Sec. 2.1.

















Our next step is to adiabatically eliminate the first excited state, the Kittel mode.
In order to do this however we first need to express the Hamiltonian in terms of
Kittel mode creation and annihilation operators. This transformation is carried out








Secondly, we apply the Holstein-Primakoff transformations, introduced in Sec. 2.2.1,














where in comparison to the expressions seen in Sec. 2.2.1 we have relabeled the
Holstein-Primakoff operators by ĥ to avoid conflicting with our cavity mode labelling.
Finally, we require a transformation between the Holstein-Primakoff operators and
the Kittel mode operator. As we have seen in Sec. 2.2 the magnon operators can be








Note that in comparison to Sec. 2.2, we have again changed the labelling of the













ik′1·rk + . . . )
(2.101)
Under the condition that only the Kittel mode (m̂0) is excited, all other magnon






Applying these transformations to Eq. (2.97) we obtain the following expression for
our Hamiltonian in terms of Kittel mode operators

































These parameters have a physical interpretation: Gµ describes the coupling between
the microwave cavity and the Kittel mode, Go,Ω describes the coupling between
the optical cavity and the Kittel mode via the two step process |g〉 → |2〉 → |1〉,
and ∆M describes the detuning of the microwave field from the Kittel mode transition.
We are now in a position to adiabiatically eliminate the Kittel mode from our
Hamiltonian. Referring back to Eq. 2.18, the subspace we wish to eliminate, ‘B’,
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is the Kittel mode state, and subspace ‘A’ is the set of cavity states. The relevant
subspace Hamiltonians are
HA = ~δµâ†â+ ~δo2b̂†b̂ (2.107)












Working with large detunings Gµ, Go,Ω  ∆M we apply Eq. 2.18 to adiabatically
eliminate the Kittel mode from our Hamiltonian, and obtain



















Similar to what we saw after adiabatically eliminating the optical states, (Eq. 2.23),
the third and fourth terms of Eq. 2.111 represent a shift in the resonance frequency of
the two cavities due to the presence of the atoms. These terms can be compensated
for in an experiment by tuning the cavities. We set:








The third term represents a linear coupling between the microwave and optical cavity





We have now arrived at a simplified Hamiltonian for the fully concentrated upcon-
version system





We can use this Hamiltonian along with input-output formalism to calculate the
conversion efficiency of the system. The derivation follows exactly that of Sec. 2.1.3
and in particular as the final Hamiltonians of the two system have the same form
(differing only in their expressions for S) the same expressions for the conversion
efficiency and impedence matching condition are found:
η =













In conclusion we can see that when only the Kittel mode is excited the fully
concentrated system behaves in much the same way as the doped system, but we now
expect to obtain much larger coupling strengths S, due to the significant increase in N .
























we see that in the doped case there is one summation term, where as in the
concentrated case there are two independent summation terms. The single
summation seen in Eq. 2.118 implies that only the k’th sites that see a non-zero
coupling to all three fields will contribute to the coupling strength. In comparison,
the separate summations seen in Eq. 2.119 imply that a site with zero coupling to
the microwave field but a non-zero coupling to the optical fields (and vice versa) will
still contribute to the coupling strength. In the doped case the conversion process
occurs through single rare-earth ions, so if a microwave photon excites an ion in a
region where there is no optical field to interact with, upconversion will not occur.
In the concentrated system, however, an input microwave photon excites a collective
excitation across the whole sphere, so as long as the optical field is also passed
through the sphere, the conversion process will still occur.
Another interesting point of comparison can be made between the systems microwave
detuning terms ∆µ and ∆M . In the doped case the detuning is only restricted by
the adiabatic condition |∆µ,k|  |gµ,k| but there is no upper bound on how large
this detuning may be. In the fully concentrated system however we have made the
restriction that only the k = 0 collective mode is excited. The detuning therefore is
limited by the frequency distance to the nearest neighbouring collective resonance.
This can lead to issues when trying to optimise the upconvesion bandwidth [47].
This concludes our theoretical analysis of upconversion within a ferromagnetically
ordered rare-earth crystal. Most fully concentrated rare-earth crystals, however,
order antiferromagnetically at low temperatures. How will antiferromagnetic ordering
effect the upconversion process just described? Well, as was shown in Sec. 2.2.2, the
k = 0 antiferromagnetic resonant modes are approximately the uniform precession of
each antiferromagnetic sublattice. These modes are spatially identically to the Kittel
mode, however, instead of the whole spin system precessing, only one half of the
spin system precesses. The two modes are degenerate at zero field but are split in
frequency as an external field is applied. Therefore, provided the upconversion system
focuses its operation around just one of the sublattice resonances by keeping the
second sublattice resonance detuned with an external field, to first order the system
will behave in exactly the same way as the ferromagnetic system just described.
Chapter 3
Microwave Experiments
In Chapter. 2 we proposed an upconversion system that makes use of collective
spin resonances within a fully concentrated rare-earth crystal. This proposal was
motivated by the hypothesis that collective spin resonances in fully concentrated
rare-earths will have narrow linewidths. However, only a small number of investiga-
tions have actually looked into collective spin resonances in rare-earth systems and
in particular, a low temperature, narrow linewidth measurement has never been made.
In this chapter we carry out our own experimental investigations of collective
resonances in fully concentrated rare-earth systems. We do this by investigating the
coupling between a microwave resonator and the antiferromagnetic resonances that
occur within two rare-earth systems, gadolinium vanadate (GdVO4) and dysprosium
phosphate (DyPO4). We not only demonstrate the first experimental evidence of
ultrastrong-coupling between a microwave cavity and collective antiferromagnetic
resonances (magnons) in a rare earth crystal, but measure linewidths as narrow as
35 MHz.
We begin this chapter by describing the crystal structure of the samples along with
a brief summary of what we already know about the crystals from existing literature.
A theoretical analysis of the expected cavity - spin resonance coupling is then carried
out, before the experimental methods and results are presented.
3.1 Rare-earth Samples
In Sec. 1.4 we summarised the bulk of work carried out between the 1970s and the
early 2000s, that looked at the rare-earth vanadates, phosphates and arsenates.
Most of this work explored bulk properties such as magnetization and specific heat,
with only a few reports looking briefly into antiferromagnetic resonances within
gadolinium aluminate (GdAlO4) and GdVO4.
GdVO4 is a good sample to begin our own experimental investigations with as
it allows us to characterise and debug our experimental system without looking
completely in the dark at a new material. At the same time we can fill in some of the
knowledge gaps left behind by the earlier preliminary work. DyPO4 is isostructural
to GdVO4 and has the same antiferromagnetic, two sublattice ordering. Collective
resonances have yet to be explored in DyPO4, however because of the crystals
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= Gd3+ / Dy3+
= 
O
V/P = VO4-3 / PO4-3
Figure 3.1: The unit cell of both GdVO4 and DyPO4. The crystal structure consists of linked GdO4
(DyO4) and VO4 (PO4) tetrahedra. The unit cell dimensions are a = 0.72126 nm, c = 0.63485 nm
for GdVO4 [44], and a = 0.6917 nm, c = 0.6054 nm for DyPO4 [71]. The arrows indicate the
orientation of the rare-earth spins in the antiferromagnetic state.
similarities to GdVO4, we will have a strong indication of what we expect to see,
based on the GdVO4 experiments.
3.1.1 Gadolinium Vanadate (GdVO4)
GdVO4 has a tetragonal crystal lattice with space group D
19
4h(I4/amd). The unit
cell, shown in Fig. 3.1, contains four magnetically equivalent Gd3+ ions with
site symmetry D2d. At room temperature GdVO4 is paramagnetic but upon
cooling at zero-magnetic field to T ≤ 2.495 K, it orders antiferromagnetically as
a simple two sublattice system parallel to the crystal c-axis [72]. The Gd3+ ions
are in an 8S7/2 ground state, a predominantly L = 0 state. The crystal field
effects are therefore small and the g-factor is approximately isotropic with a value of 2.
GdVO4 is iso-structural with the ubiquitous laser host material yttrium vanadate
and is a good laser host in it’s own right [73]. The sample we used was supplied
by Newlight Photonics, shown in Fig. 3.2. The original cuboid shaped samples
measured 4.5(a) × 4(b) × 5(c) mm, however in order to fit the sample into our
microwave resonator the sample was cut smaller to 2(a) × 2.5(b) × 2(c) mm, but
was kept cuboid in shape. The direction of the crystal c-axis was indicated on the
crystal by the manufacturer, and confirmed in our lab using cross polarizers.
Collective resonances have been observed in GdVO4 before, measuring a zero
field resonance of 30.6 GHz and a spin-flop transition at 1.10 T for temperature
T = 1.36 K [44]. The magnetic phase transitions have also been measured as
a function of temperature and field strength as shown in Fig. 3.3(a). These
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Figure 3.2: Original (pre-cut) GdVO4 samples.
Figure 3.3: (a) The magnetic phase diagram of GdVO4 as a function of applied magnetic field
strength and temperature [74]. (b) The predicted antiferromagnetic resonance frequencies (k = 0)
in GdVO4 as a function of magnetic field. To calculate this we have used the fixed temperature
T = 1.36 K, zero-field frequency value of 30.6 GHz [44]. At lower temperatures the zero-field
frequency value is expected to increase. Beyond the spin-flop transition the antiferromagnetic
resonance equation Eq.2.86 no longer holds, spin resonance theory in the spin-flop state is required
instead [40].
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observations however were carried out at much higher temperatures than we
aim to work at in our lab, where we can achieve temperatures on the order of ∼20 mK.
3.1.2 Dysprosium Phosphate (DyPO4)
DyPO4 is iso-structural to GdVO4 with space group D
19
4h(I4/amd) and site
symmetry D2d [75]. DyPO4 also orders antiferromagnetically along the crystal
c-axis, with a transition temperature of T = 3.4 K [76]. In contrast to GdVO4,
DyPO4 is highly anisotropic with a reported ground state g-value of 19.5 ± 0.4
along the c axis (g‖) and a g-value of 0.5 ± 0.5 perpendicular to the c axis
(g⊥) [75]. Notice that g⊥ = 0 is within the error range. This error comes
from inaccuracies in orientating the crystal, since the anisotropy is so large
even a small misalignment can lead to a g⊥ measurement. As we will see this
turns out to be a crucial piece of information when analysing our experimental results.
Because of the high anisotropy in the system no spin-flop transition occurs in
DyPO4, instead only a phase transition between the antiferromagnetic state
and paramagnetic state occurs. This transition is of second order above the
tricritical point T ≈ 2 K and first order below this point [77–79]. Using a crystal
with a non-zero demagnetizing factor, the first order boundary is split into two
second-order boundaries, between which a mixed phase exists where the system is
composed of both antiferromagnetic and paramagnetic domains [80]. The phase
diagram of DyPO4 as a function of temperature and magnetic field is shown in Fig. 3.5.
Figure 3.4: Collection of DyPO4 samples. The sample used in our microwave cavity experiment
can be seen at the top right.
Our DyPO4 samples were grown at the Chemistry Research Institute of Paris (IRCP)
by Phillipe Goldner’s ‘Crystals and Quantum State Dynamics’ research group. The
shape of the samples we obtained vary, but are predominantly thin and rectangular
(of order 1(a) × 0.1(b) × 10(c) mm) as seen in Fig. 3.4. The long axis of the samples
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coincides with the crystal c-axis, which we confirmed using x-ray diffraction.
The particular sample we used in our microwave experiments is shown in the top right
of Fig. 3.4. The sample is roughly cuboid in shape with dimensions 1.1(a)× 1.1(b)×
2(c) mm. This is the thickest sample of our collection, allowing us to maximise the








Figure 3.5: The magnetic phase diagram of DyPO4 as a function of applied field strength and
temperature. The antiferromagnetic → paramagnetic transition is second order for temperatures
above the tricritical temperature Tc and first order below it. If the sample has a non zero
demagnetizing factor a mixed phase of antiferromangetic and paramagnetic domains occurs below
Tc.
3.2 Cavity-Magnon Interaction
Experimentally, we aim to investigate the coupling between microwaves in a
microwave cavity and the antiferromagnetic resonances in our rare-earth samples. In
this section we take a quick look at this coupling theoretically. This not only helps
us predict what we expect to see in our experiments but will also allow us to measure
parameters later, by fitting theoretical expressions to our experimental results. To
analyse the microwave cavity-magnon coupling we explore the effect of adding an
interaction term between the cavity field and the spins to the antiferromagnetic
system Hamiltonian derived in Sec. 2.2.2. The work here follows closely to that of [46].
In Sec. 2.2.2 we used the Holstein-Primakoff transformations to derive a Hamiltonian
for an antiferromagnetic system. We found that the energy in the system can be















We now suppose that our antiferromagnetic system is embedded into a cavity. To
model this system we add two extra terms to HM ,
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µBBµ(rf ) · g · S1,f +
∑
g
µBBµ(rg) · g · S2,g (3.3)
HC describes the energy in a single mode cavity, where, ĉ is the annihilation operator
of the cavity mode with frequency ωµ.
HI describes the interaction between the cavity field and the spins. Here, g is
the crystal g-tensor and Bµ is the magnetic field of the cavity mode. Making the
assertion that the cavity field is polarized such that the B field oscillates along the












We now apply the familiar transformation procedure to express HI in terms of
antiferromagnetic magnon operators α̂k and β̂k. This kind of transformation has
been carried out several times in Chapter. 2. First the Holstein-Primakoff trans-
formation is applied, followed by an expansion in terms of plane-waves, and finally
in the antiferromagnetic case a Boguliobov transformations is also applied. The
transformation of HI can be found in Appendix. B, the result of which is



























Combining HC (Eq. 3.2) and HI (Eq. 3.5) with the antiferromagnetic energy term
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where λ = G(l1 + l
∗
2).
Diagonalizing the matrix M gives us the eigenvalues of the cavity-spin system.
Substituting appropriate parameters for our GdVO4 sample the calculated
eigenvalues are plotted as a function of applied field in Fig.3.6. For this calculation
the cavity frequency ωµ was fixed below the zero field antiferromagnetic resonance
frequency.
Due to the interaction between the magnons and the cavity we can see that as the
lower antiferromagnetic branch passes through the cavity resonance an anticrossing
occurs. The size of the anticrossing is proportional to the coupling strength between
the cavity and the magnons.
In our experiment we will measure the transmission through a microwave cavity as
the lower antiferromagnetic resonance is pulled through the cavity resonance using
an external magnetic field. If we have achieved coupling between the microwave
resonator and the magnons in our system then we will expect to see an anticrossing
in the transmission spectrum such as that shown in Fig. 3.6.
Figure 3.6: Expected eigenvalues for the GdVO4 (left) and DyPO4 cavity-magnon system as
a function of applied magnetic field B0. GdVO4 parameters used are g⊥ = g‖ = 1.928, HA =
0.45, HE = 1.655 from [44], DyPO4 parameters used are g⊥ = 0.5, g‖ = 19.4, HA = 0.0.236, HE =
0.616 from [44], and for simplicity the coupling strength was set to G = 1 GHz. The cavity frequency
is chosen to match our own microwave cavity frequency of 11.25 GHz and 12.20 GHz for GdVO4
and DyPO4 respectively.
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3.3 Experimental Setup
Our experimental task is relatively simple, requiring essentially three components:
1. A microwave resonator to place our sample in, along with a microwave source
and detector.
2. A cryogenic system to cool the sample well below its antiferromagnetic transition
temperature.
3. A magnetic field to control the antiferromagnetic resonance frequency.
For the microwave resonator, we use a loop-gap design described in detail in section
3.3.1, along with a vector network analyzer (VNA) as our microwave source and
detector (Rohde & Schwarz ZNB40). The system is cooled down using a BlueFors LD-
250 dilution refridgerator, inside of which is an American Magnetics superconducting
magnet. The strength of the superconducting magnet can be controlled in the
vertical direction with a maximum strength of 3 Tesla. The basic experimental
setup is shown in Fig. 3.7. What we have not shown in this figure due to variance
across experimental runs, is the attenuation placed on the microwave input line at
various temperature stages of the dilution fridge. This attenuation is used to reduce
the ambient temperature electronic noise from each of the stages coming down the
transmission lines and into the cavity. On the output line, amplification is then
used to account for this attenuation and improve the signal to noise ratio at the
detector. The amounts of attenuation and amplification will be discussed further






Figure 3.7: Schematic of the experimental setup.
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3.3.1 Microwave Resonator - Loop Gap Design
The microwave resonator used in our experiment is known as a ‘loop gap’ resonator
[81,82] and is shown in Fig. 3.8(a). The resonator is made from oxygen-free copper
and consists of a rectangular sample space in the center with larger rectangular cuts
on either side. Narrow ∼ 0.65 mm wide gaps then connect the central and outer
rectangular cuts. The central and outer cuts create inductive loops while the narrow
central gaps create capacitors. The resonator can therefore be approximated as a
lumped LC circuit.
If for simplicity we approximate the square loops as circular loops as shown in










where L1, L2 are the inductances of the central and outer loops respectively,
proportional to r (R) the radius of the inner (outer) loop, and inversely proportional
to the depth of the loops Z.





where the geometric parameters are indicated in Fig. 3.8. The resonant frequency of




















If R r, then f ∝ r−1, therefore the resonant frequency is determined by the the
smaller inductance loop and the larger loops return the magnetic flux. The field
distribution is hence focused through the central hole, with a relatively uniform
distribution as shown in Fig. 3.9.
Microwaves are coupled into the resonator using two wire antennas attached to
SMA connectors. Our empty loop-gap resonator has a central frequency of 12.25
GHz and a Q factor of ∼ 1300. Mounting samples within the resonator causes a
reduction in the central frequency roughly proportional to the volume of the sample
inserted. The central frequency of the cavity is reduced to 11.25 GHz and 12.20 GHz,
respectively, when our GdVO4 and DyPO4 samples are mounted.
The resonator is mounted into the dilution fridge such that the AC field within the
resonator (directed through the central hole) is perpendicular to the applied DC field
created by the superconducting coils. Furthermore, as was discussed in Sec. 2.2.2,
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we control the antiferromagnetic resonance frequency by applying an external field
parallel to the direction of antiferromagnetic order. Both of our samples order along
the crystal c-axis, therefore samples must be mounted within the resonator such that
the c-axis is parallel with the external field.
(a) (b)
Figure 3.8: (a) Image of the loop-gap microwave resonator. (b) Diagram used to theoretically
analyse the resonator. For simplicity the square loops are approximated as circular.
1
0
Figure 3.9: Field distribution within a loop gap resonator, normalized between 0 and 1. This
particular calculation was originally carried out for reference in [24].
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3.4 GdVO4 results
In this section we will discuss the results obtained with the GdVO4 sample embedded
into our microwave cavity. The results consist of transmission measurements that
were obtained across two separate cooldowns of the dilution refrigerator. The
only difference between the two cooldowns was the amount of attentuation and
amplification spread across the microwave input and output lines. In the second
cooldown the amount of attenuation was increased in an attempt to reduce the noise
temperature at the sample. The layout of microwave components will be outlined
before discussing particular measurements.
3.4.1 Cooldown measurements
The first set of transmission measurements were made as the system cooled from room
temperature down to 4 K. Fig. 3.10 shows the attenuation/amplification setup for the
first GdVO4 cooldown. On the input microwave line a total of -20 dB of attenuation
is used, in order to reduce the noise temperature at the sample. If noise temperature
was to be minimized all attenuation should be placed on the mixing chamber plate,
however in practice the mixing chamber has limited cooling power (∼ 200 mW at
T = 100 mK) and therefore the heat load from attenuation is required to be spread
across several plates. A detailed calculation of the noise temperature at the sample
will be discussed towards the end of this section. On the output line a low noise
cryogenic isolator is used, this allows the signal to return up the microwave line whilst
rejecting any noise coming down the line. Finally the signal is amplified by 35 dB be-
fore being detected at the VNA, this increases the signal to noise ratio at the detector.
35+
GdVO4
Figure 3.10: Schematic of the experimental setup for the first cooldown of GdVO4.
As the temperature of the system cooled, the transmission through the cavity was
measured every 60 seconds. Fig. 3.11(a) shows the transmission through the cavity
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as the cavity is cooled from room temperature to 4 K, with zero applied magnetic
field. With decreasing temperature the resonance frequency of the cavity is seen to
increase and broaden until the resonance begins to disappear for T ≤ 35 K. This
occurs due to the interaction between the cavity and the spins. At 300 K, there
is a very broad paramagnetic resonance centered on 0 Hz. Because it is so broad
there is very little absorption at the cavity frequency. As the temperature decreases,
spin lattice relaxation decreases and the spin’s resonance narrows, leading to more
loss at the cavity frequency. Once the temperature reaches 4 K the attenuation
has increased to the point that the cavity resonance disappears. Fig. 3.11(b) de-
picts the relative positions of the cavity and spin resonances at different temperatures.
Keeping the temperature fixed at 4 K we apply our external field in order to shift
the paramagnetic resonance of the ions away from the cavity. In Fig. 3.12(a) we
see that as the magnetic field increases and the resonance of the ions is moved, the
source of loss to the cavity is reduced allowing the cavity resonance to reappear.
Fig. 3.12(b) depicts the relative positions of the cavity and spin resonances when the
field is applied.
The cavity resonance also reappears when the sample is cooled past the transition
temperature T ≤ 2.495 K, as shown in Fig. 3.13(a). Below the transition temperature
the spins become locked together in a long-range antiferromangetic order giving
a narrow resonant peak at the zero field antiferromagnetic resonance frequency,
∼ 34 GHz. The cavity is well detuned from this peak and hence resonates as if it is
empty.
Investigations of the cavity-magnon coupling were carried out on this cooldown.
However, after a more thorough calculation of the electronic noise temperature at
the sample, which will be carried out shortly, we decided that the attenuation on
the input microwave line should be increased in order to more closely match the
temperature of the system to the temperature of the mixing chamber.
As our microwave transmission lines enter the fridge at room temperature, noise at
this temperature will also pass down the transmission lines, resulting in a ∼300 K
noise source at the input of our microwave cavity. To reduce this noise temperature
we place attenuators along the transmission line. If a noise source Nin, is input onto
an AdB attenuator, thermalized to a plate of temperature Tp. The output noise
from the attenuator, Nout is given by,
Nout = Nin10
A/10 + Tp(1− 10A/10). (3.12)
The first term in Eq. 3.12 is the attenuated input signal, while the second term is
the noise temperature of the attenuator itself.
Applying this expression to our input line setup, we obtain a noise temperature of
≈ 3.4 K at the cavity input. How much this actually heats the sample is a tricky
calculation requiring knowledge of both the input line-cavity coupling and the cavity-
sample coupling. Regardless, this noise temperature is a high value, that can be
improved by adding further attenuation.

































Figure 3.11: (a) Transmission through the GdVO4 embedded microwave cavity as it is cooled
from room temperature to 4 K. (b) A sketch showing the relative locations of the cavity (blue) and
























Figure 3.12: (a) Transmission through the GdVO4 embedded microwave cavity as a function
of applied magnetic field with a fixed temperature of T = 4 K. (b) A sketch showing the relative
locations of the cavity (blue) and spin (orange) resonances when the external field is applied.






















Figure 3.13: (a) Cavity transmission as the system is cooled through the GdVO4 transition
temperature (2.5 K). The temperature delay seen in the cavity re-emergance is due to the delay
between scans. (b) A sketch showing the relative locations of the cavity (blue) and spin (orange)
resonances for T below the transition temperature and B = 0.
3.4.2 Magnon-Cavity Coupling
As discussed in section 3.4.1, a second cooldown was carried out with a different
microwave component layout in order to reduce the electronic noise temperature
at the sample. Fig. 3.14 shows the attenuation/amplification setup for the second
GdVO4 cooldown. The total attenuation down the microwave input line was
increased to -40 dB, and using Eq. 3.12 gives a noise temperature of only ∼ 67 mK
at the cavity input. On the output line, a cryoamplifier was used to improve the
signal-to-noise ratio at the microwave detector. A -20 dB attenuator was also added
between the amplifier and the cavity in order to suppress heating due to backaction
from the input of the amplifier. Assuming the backaction noise temperature to
be equal to the plate temperature of 4 K we use Eq. 3.12 again and find the noise
temperature at the cavity from the output line to be ∼ 65 mK. In total this is a
significant reduction in comparison to the previous setup,
To investigate the coupling between the antiferromagnetic resonant mode and
the microwave cavity, the cavity transmission is measured as the lower antifer-
romagnetic resonant branch is pulled through the cavity resonance via sweeping
the applied magnetic field. With the temperature fixed at 25 mK Fig. 3.15 shows
the cavity transmission as a function of applied magnetic field. As the lower
antiferromagnetic resonant branch passes through the cavity resonance a clear
avoided crossing is seen centered at ≈ 0.9 T, indicating a coupling between
the AFM resonance and the microwave cavity as discussed in section 3.2. The
shape is not symmetric, however, as there is a significant bump in the dressed
state frequency at ≈ 1.1 T, which is likely due to the onset of the spin-flop tran-
sition. Further discussion on the source of this bump is given at the end of this section.












Figure 3.14: Schematic of the experimental setup for the second cooldown of GdVO4.
Figure 3.15: T = 25 mK, transmission through the GdVO4 embedded cavity as a function of
magnetic field and frequency. The red line indicates the onset of the spin-flop phase
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where ωc(ωm) is the resonant frequency of the cavity mode ĉ (magnon mode m̂) and
G =
√
Ng is the coupling strength, proportional to the root number of spins N and
single ion coupling strength g. The magnon mode here is the lower antiferromagnetic
resonance branch so we write ωm = α − g⊥µBB, where α is the zero field AFM
resonance frequency and g⊥ is the g-tensor perpendicular to the applied magnetic
field. There is a total of four fitting parameters, α, g⊥, G and ωc. The result of
fitting Eq. 3.13 to the maximum transmission points along the anticrossing is shown
in Fig. 3.16.
Parameter Description Fitted Value











Figure 3.16: T = 25 mK, GdVO4 anticrossing with fitted data from Eq. 3.13 overlayed in the
antiferromagnetic region. (b) The derived fit parameters.
From the fit we obtain a coupling strength of G = 1.76 GHz, which divided by the
central frequency of the cavity (f0 = 11.245 GHz) gives a coupling figure of G/f0 =
0.15 putting the system in the ultrastrong coupling regime (G/f0 > 0.1). This is a
significant result as it is the first experimental evidence of ultrastrong coupling to
magnons in a rare-earth system.
One of the main goals of this experiment was to obtain a measurement of the magnon
linewidth. At any given magnetic field the state of the cavity-magnon polariton, |p〉,
is a mixture of the cavity mode |c〉, and the magnon mode |m〉, which we can express
as
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|p〉 = α |m〉+ β |c〉 (3.14)
where α and β are normalised coefficients. The polariton linewidth is given by
γ = |α|2γm + |β|2γc (3.15)
where γm, γc are the linewidths of the the magnon and cavity respectively. So
a measurement of the polariton linewidth at a point far away from the central
cavity frequency, where |β|  |α| and |α| ≈ 1, gives a good approximation of the
magnon linewidth. The coefficients α and β can be found from the eigenvectors
of our fit to the coupling Hamiltonian Eq. (3.13). The coefficient values of the
upper polariton branch are shown as a function of magnetic field in Fig. 3.17. We
choose to measure the linewidth of the upper polariton branch at B = 0.75 T where
|α|2 ≈ 0.85. Going to even lower magnetic fields would give a more accurate magnon
linewidth measurement, but at this point the frequency of the upper polariton
branch begins to quickly rise and interference between the magnon mode and the
next closest microwave cavity mode at ∼ 19 GHz becomes a concern.
Figure 3.17: Coefficients of the magnon (α) and cavity (β) components in the upper polariton
branch as a function of magnetic field.
We originally measured the polariton linewidth directly in the frequency domain
by fixing the magnetic field at 0.75 T and recording the cavity transmission as
a function of frequency. The polariton linewidth is then just the full width half
maximum of the resonant peak. In practice, however, the background frequency
dependence of the microwave components (cables/attenuators/amplifier) makes it
difficult to obtain a clean resonance peak, as shown in Fig. 3.18. Instead we measure
the magnetic linewidth of the polariton, where the input microwave signal frequency
is fixed and the cavity transmission is measured as a function of applied magnetic
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field. The linewidth measured in Tesla can then converted into the frequency
domain via the relation γ(ω) = γ(B)gµB, where γ(ω) and γ(B) are the polariton
linewidths in the frequency and magnetic domains respectively. Fixing the frequency
at 15.6 GHz the upper branch polariton linewidth was measured as a function of the
mixing chamber temperature (Tmxc), as shown in Fig. 3.19.

















Frequency fixed 15.6 GHz










B fixed 0.75 T
(-3 dB FWHM)
Figure 3.18: Comparison between the polariton resonance in the magnetic domain and the
frequency domain. A linewidth measurement is much cleaner to obtain in the magnetic domain.
The most significant result here is the narrow ∼ 35 MHz linewidth measured at low
temperatures (T ≤ 200 mK). As we have discussed in earlier chapters, having narrow
optical and microwave transition linewidths is a crucial property for our proposed
upconversion method. Here, we not only make one of the first measurements of
magnon linewidth in a fully concentrated rare-earth system but show that they are
indeed narrow.
It can be seen that as the temperature of the mixing chamber is lowered the magnon
linewidth reduces until a temperature of Tmxc ≤ 200 mK where the linewidth remains
roughly constant at ∼ 35 MHz. The reduction in linewidth with temperature is ex-
pected because of a reduction in multimagnon processes [70]. The constant linewidth
we see for Tmxc ≤ 200 mK could be due to some non-magnetic broadening mechanism,
or it could be explained by imperfect thermalisation between the mixing chamber
and our sample leaving the sample temperature constant at ∼ 200 mK despite the
lower mixing chamber temperature. The smooth line shown behind the linewidth
data points in Fig. 3.19 is a fit to the equation γ = A+BT 4, where the coefficients
were calculated as A = 34.8 MHz and B = 8.6×10−10 MHz/K4. In comparison to the
linewidth measurements seen in GdAlO3 (shown in Fig. 1.8) the data measured here
shows a similar trend with temperature, however our narrowest linewidth measure-
ment is considerable lower than their predicted ∼500 MHz low temperature value [42].
Fitting the coupling Hamiltonian (Eq. 3.13) to the data obtained at each temperature
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Figure 3.19: Blue - polariton linewidth measured at a fixed frequency of 15.6 GHz as a function
of the mixing chamber temperature, Orange - coupling strength G obtained from fitting the
coupling Hamiltonian Eq.(3.13). The grey points indicate the region where we haven’t ruled out
the possibility that the mixing chamber and the sample are different temperatures.
measurement, the coupling strength G was also measured as a function of mixing
temperature temperature and is shown in Fig. 3.19. The coupling strength follows
a similar trend to the linewidth data, remaining constant at ∼ 1.76 GHz up until
Tmxc ≈ 200 mK after which it starts decreasing proportional to T 4. Fitting the
expression G = A−BT 4 gives coefficients A = 1.7 GHz and B = 9.39×10−12 GHz/K4.
3.4.3 Higher-Order Couplings
A closer look at the upper and lower anticrossing branches reveals several smaller
anticrossings. Fig. 3.20(a) and 3.20(b) highlight these anti-crossing lines parallel to,
but offset from the antiferromagnetic resonance.























































Figure 3.20: T = 25 mK, transmission through the GdVO4 embedded microwave cavity as a
function of magnetic field and frequency. Several smaller anticrossings can be seen in the vertical
line stucture neighbouring the main anticrossing.
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We tentatively ascribe these to crystal field splittings. The crystal field structure
of the 8S7/2 ground multiplet of the Gd
3+ ions is not known for GdVO4 but it
is known for gadolinium doped yttrium vanadate (Gd:YVO), which should be
similar [84]. For Gd:YVO at zero magnetic field the J = 7/2 ground multiplet
is split into doublets with mJ = ±7/2,±5/2,±3/2,±1/2 spread over 10 GHz, as
shown in Fig. 3.21. At larger magnetic fields the Zeeman splitting dominates
and the energy levels come close to mJ eigenstates, with mJ = −7/2 being the
ground state. In this regime each of the ∆mJ = 1 transitions have roughly the
same frequency and increasing the magnetic field causes further splitting with
g ≈ 2. However, the residual effect of the crystal field splitting means that the
main −7/2↔ −5/2 transition is frequency offset from the other ∆mJ = 1 transitions.
As we are observing the lower AFM resonance branch, the resonating Gd3+ ions
are on the sublattice, which sees the applied magnetic field oppose the effective
exchange field. Fig. 3.22(a) shows the predicted Gd:YVO ground multiplet in the
field Btotal = Bexchange − Bapplied, where we have used an effective exchange field of
1.2 T similar to that observed in GdVO4. Fig. 3.22(b) shows the energy between the
different ∆mJ = 1 transitions. The pattern qualitatively matches the experimental









Figure 3.21: Crystal field structure on the 8S7/2 ground multiplet of the Gd
3+ ions in Gd:YVO.
The crystal structure shown here will be qualitatively similar to that in GdVO4.
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Figure 3.22: (a) Energy of the 8S7/2 ground multiplet of the Gd
3+ ions in Gd:YVO, where the
total field seen by the ions is Btotal = Bexchange − Bapplied, using an effective exchange field of
1.2 T. This qualitatively models the Gd3+ ions in GdVO4 which lie on the sublattice opposing the
direction of the applied field. (b) Energy of the of the ∆mJ = 1 transitions shown in (a) as a
function of applied field.
3.4.4 Spin-Flop Transition
In Fig. 3.15 a sudden kink can be seen in the upper branch of the anticrossing
at ≈ 1.1 T. At first glance this looks like the second order transition between the
antifferomagnetic state and spin-flop state, however when the fitting paramaters
derived from Eq. 3.13 are used to find the critical field at which this transition should
occur we obtain Bc = 1.26 T. Furthermore when looking at the fitted anticrossing
data in Fig. 3.16, we can see that the transmission data starts to deviate away from
the anticrossing shape at fields even smaller than 1.1 T. So what is going here?
The simple Hamiltonian we used to model out anticrossing (Eq.3.13) is a Jaynes-
Cummings-like Hamiltonian in which the counter rotating terms m̂ĉ and m̂†ĉ†
are ignored under the rotating wave approximation [85]. As our system is in the
ultrastrong coupling regime, the counter rotating terms are more significant and
perhaps a Hamiltonian which includes these terms such as the Dieke model should
be used instead [86]. In the Dieke model, a quantum phase transition, known as
the supperadiant phase is predicted to occur at the critical value of G/ωc = ωa,
where ωa is the resonant frequency of the atoms [87, 88]. Could this phase transition
describe the kink in our data?
In our system, the resonance of the atoms ωa is the magnon resonance, given by
ωm = α− g⊥µBB. Using the fitting parameters calculated earlier, the critical field
at which the supperradiant phase transition is expected to occur is calculated to
be B = 1.25 T. Unfortunately, in comparison to the critical field for the spin-flop
transition, this isn’t any closer to the 1.1 T kink.
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To further explore this kink, a smaller GdVO4 sample was cooled down in the cavity
to see if the reduced atom-cavity coupling strength would have any effect on the
shape or position of the kink. The microwave transmission through the smaller
sample at T = 25 mK is shown in Fig. 3.23. Fitting Eq. 3.13 to the peak transmission
mearements, the coupling strength is found to be G = 0.81 GHz, however the position
of the kink remains essentially unchanged. This measurement rules out the pos-
sibility of the kink being caused by the superradiant phase transition discussed above.
In conclusion, an explanation for the cause of this kink has yet to be found. The fact
that the kink is in the same position regardless of coupling strength is interesting,
and suggests it is somehow still related to the spin-flop phase transition. More
investigation is required.



















Figure 3.23: T = 25 mK, transmission through the (small sample) GdVO4 embedded microwave
cavity as a function of magnetic field and frequency.
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3.5 DyPO4 results
In this section we will discuss the results obtained with DyPO4 samples embedded
into our microwave cavity. The goal of the experiment is identical to the GdVO4
experiments discussed above. Microwave transmission through the cavity is measured
as the antiferromagnetic resonance of the Dy3+ ions is pulled through the cavity
mode. An avoided crossing will occur if the magnon-cavity interaction is present.
3.5.1 Comparison to GdVO4
DyPO4 is isostructual to GdVO4 and orders with the same two sublattice
antiferromagnetic structure below its critical temperature of 3.5 K. In comparison
to GdVO4, DyPO4 has an anisotropic g-tensor with measured values of 19.5± 0.4
along the c axis (g‖) and a g-value of 0.5 ± 0.5 perpendicular to the c axis (g⊥)
[75]. Because of the similarities between the two samples we can use the results
obtained with GdVO4 to predict what is expected to occur in our DyPO4 experiment.
As seen in Sec. 3.2 the coupling strength between the antiferromagnetic magnon














Comparing terms in this expression between the GdVO4 and the DyPO4 experiments
we can calculate the expected coupling strength between the DyPO4 antiferromag-
netic resonance and the cavity mode.
As we will be using the same loop-gap resonator described in Sec. 3.3.1 for our
DyPO4 sample, the cavity mode volume Vc remains unchanged. Furthermore as
DyPO4 and GdVO4 are isostructural, with similar unit cell dimensions, the density
of ions ρ will remain approximately unchanged. The coupling strength will therefore
only differ due to differing sample volumes V , and g-tensors g⊥, as well as differing
resonant cavity frequencies ωµ.
Measuring the masses of both the GdVO4 (m = 0.050 g, ρ = 5.29 g/cm
3) and DyPO4
(m = 0.011 g, ρ = 5.82 g/cm3) samples, we can calculate their volumes using the








cm3 = 9.45× 10−9 m3 (3.18)
Comparing the ratios of the calculated coupling strengths (Eq. 3.16) to the measured
coupling strengths (G(GdVO4), G(DyPO4)) we can calculate the expected coupling
strength between the microwave cavity and our DyPO4 sample





VDyPO4 × ωµ,DyPO4 × g⊥,DyPO4√
VGdVO4 × ωµ,GdVO4 × g⊥,GdVO4
=⇒ G(DyPO4) =
√
VDyPO4 × ωµ,DyPO4 × g⊥,DyPO4√




1.9× 10−9 m3 × 12.20 GHz× 0.5√





As in the GdVO4 experiment, the first set of transition measurements were made
as the system cooled from room temperature to 4 K, with zero applied magnetic
field. The attenuation/amplification setup for the DyPO4 experiment is the same
as the setup used in the first GdVO4 experiment, shown in Fig. 3.7. The input
microwave line contains a total of -20 dB of attenuation and a circulator is used on
the output line. Fig. 3.24(a) shows the transmission through the cavity as a function
of temperature.
With decreasing temperature the resonance frequency of the cavity is seen to increase
and the quality factor is seen to improve. This contrasts with the transmission
through the GdVO4 sample where the cavity resonance completely disappeared. A
quality factor improvement with decreasing temperature is expected in an empty
cavity as the conductivity of the copper decreases with temperature. Therefore the
cooldown measurements shown in Fig. 3.24(a) suggest there is very little interaction
between the spins and cavity occuring, as the results are essentially that of an empty
cavity. Supporting this hypothesis are the transition measurements as the system
cools through the transition temperature (3.4 K) shown in Fig.3.24(b). No obvious
change in the cavity resonance can be seen, in contrast to what we found for GdVO4.
We now measure the cavity transmission as the antiferromagnetic magnon mode is
pulled through the cavity resonance. The lower branch antiferromagnetic resonance
is expected to cross the cavity at B ≈ 0.55 T (see Fig. 3.6), with a coupling strength
of G = 198 MHz (see Eq. 3.19). Fixing the cavity-magnon system at T = 25 mK the
cavity transmission was measured as a function of the applied magnetic field and is
shown in Fig. 3.24(c). Very small cavity shifts can be seen around B ≈ 0.25 T and
B ≈ 0.55 T, but no avoided crossing is seen. Note that the transmission has been
plotted on a linear scale in order to make the cavity deviations visually clearer.
It is obvious now that we are not seeing the strong coupling strength between
the Dy3+ ions and the cavity that we expected. We therefore need to probe the
cavity shift with more sensitive measurement techniques. We will carry out such a
measurement through the use of a lock-in amplifier.




Figure 3.24: (a) Transmission through the DyPO4 embedded microwave cavity as it is cooled from
room temperature to 4 K. (b) Cavity transmission as cooled through DyPO4 transition temperature
- 3.4 K. (c) Transmission through the DyPO4 embedded microwave cavity as a function of applied
magnetic field and fixed T = 25 mK. Note that the transmission data has been plotted on a linear
scale.
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3.5.3 Lock-in Measurements
In order to resolve the small cavity shifts shown in Fig. 3.24(c) we require a more
sensitive measurement technique. By frequency modulating the input signal into
the cavity and measuring the output with a lock-in amplifier, we can make such
measurements.
A lock-in amplifier is a measurement device that can very accurately measure small
AC signals at a specified frequency. The operation of a lock-in amplifier is described
using the diagram shown in Fig. 3.25. Consider an oscillating input signal Vs of
amplitude As, and frequency ωs. A lock-in amplifier will take this signal and multiply
it with a reference signal Vr of frequency ωr, resulting in the mixed signal




As cos ((ωs − ωr)t) +
1
2
As cos ((ωs + ωr)t) .
(3.20)
Looking at this signal in the frequency domain we get two peaks at both the
sum and difference frequencies, as shown in Fig. 3.25. When the two frequencies
are the same we obtain a DC component (0 Hz), which can then be isolated by
applying a low pass filter. A lock-in amplifier can therefore pick out a signal










Figure 3.25: Diagram describing the basic lock-in amplification operation. A lock-in amplifier
mixes the input signal with a reference signal resulting in a signal with frequency components at
both the sum and difference frequencies. In the case where ωr = ωs we get a DC component that
can be isolated with a low pass filter.
The measurement setup we use to measure the frequency shifts in our cavity is
shown in Fig.3.26. A signal generator (Rohde&Schwarz SMP22) is used to generate
a frequency modulated microwave signal
ω(t) = ω0 + Ω0 cos(Ωt) (3.21)
where ω0 is the central frequency, Ω0 is the modulation depth, and Ω is the
modulation frequency. The modulated signal is input into our cavity resulting in
the output signal of the form Vs(ω(t)), where Vs is our cavity Lorentzian function.
The output signal is then passed into a microwave power detector (Agilent 8471E)
before being input into a lock-in amplifier (Stanford Research Systems SR 830). The
modulation frequency is also fed into the lock-in amplifier, which the reference signal
3.5 DyPO4 results 67
then oscillates at.






|ω=ω0 × Ω0 cos(Ωt) + . . .
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|ω=ω0 cos(2Ωt) + . . .
(3.22)








Our lock-in amplifier therefore gives us a measurement proportional to the derivative
of the cavity signal, as shown in Fig. 3.27. Keeping our input signal centered on
the cavity resonance (the zero position of the lock-in measurement), we now have
a measurement setup that is very sensitive to small shifts in the cavity resonance.
Furthermore, provided the cavity shift is < γ/2, where γ is the cavity linewidth, we
have an approximately linear relationship between the lock-in measurement and the








Figure 3.26: Experimental setup used to obtain our lock-in measurements. A microwave source
sends a frequency modulated signal into our cavity. The output signal is then passed through a
power detector before it is measured on a lock-in amplifier using a reference signal oscillating at the
modulation frequency. The lock-in output is then analysed on a PC.
Using the lock-in amplifier measurement setup just described, Fig. 3.28 shows the
central frequency of the cavity as a function of magnetic field. Several features can
be seen on this spectrum for B values up to 0.55 T. Scans up to the maximum field
of 3 T were taken, but showed no new results. We will discuss the results shown in
Fig. 3.28 further in the following section.
3.5.4 Discussion
Based on the previous GdVO4 results, we calculated in Sec. 3.5.1 the expected
coupling strength between the DyPO4 sample and the microwave cavity to be
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Figure 3.27: Left: Cavity resonance at T = 25 mK with DyPO4 sample embedded. Right: Lock-in
amplifier measurement for a frequency modulated input signal into the cavity.










Figure 3.28: Lock-in amplifier measurements of the central resonance frequency of our DyPO4
embedded microwave cavity, as a function of magnetic field. The blue curve represents measurements
taken with a forward scanning magnetic field (B = 0 → 0.7 T) and the orange curve represents
reverse scanning measurements (B = 0.7 → 0 T).
≈ 198 MHz at B ≈ 0.55 T. Looking at data from both our transmission and lock-in
measurements it is clear that we are not seeing a coupling of this strength. Why not?
The most likely culprit is that g⊥, the g-tensor perpendicular to the c-axis, is zero.
In Sec. 3.2 we found the coupling strength between the antiferromagnetic magnon






Many DyPO4 research articles report a non-zero (although small) value for the
perpendicular g-tensor, with only a few including the zero point within error
[75, 80, 90]. As the g-tensor is strongly anisotropic, a small misalignment will lead to
a measurable component of g‖ being projected onto the misaligned g⊥ axis. A zero
value of g⊥ gives a plausible explanation for our data.
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In spite of this, there are still some clear resonance features to be seen in our
lock-in data. When there is only a small coupling between the cavity and an atomic
resonance an avoided crossing is no longer seen. Instead, the cavity gets pushed
away from the atom resonance creating an ‘error signal’ shape, with the orientation
of this shape (down then up, or up then down) depending on whether the atomic
resonance crosses the cavity from above or below respectively. The largest resonance
feature we see at B ≈ 0.28 T is highlighted in Fig. 3.29. These features are avoided
crossings that are too small to be resolved by the cavities linewidth, therefore by
fitting the coupling Hamiltonian Eq. 3.13 to the data points away from the central
“dip” of the feature we can calculate the coupling strength between the cavity and
the resonance. For the particular resonance shown in Fig. 3.29, we fit Eq. 3.13 only
to the blue highlighted data points and obtain a coupling strength of G = 3.7±2 MHz.












Figure 3.29: A weakly coupled (G = 3.7 MHz) atomic resonance crossing the cavity from below
(DyPO4 experiment). The coupling strength is calculated by fitting the coupling Hamiltonian
Eq. 3.13 to the blue highlighted data points. This resonance is most likely a paramagnetic resonance
of an impurity ion in the crystal.
If we now use Eq. 3.24 and assume that the coupling we are seeing is electronic, in






Approximating the mode volume of our microwave resonator by the geometric
volume of the central gap, ≈ 2 × 2 × 3 mm3, and using the central cavity
frequency of 12.1984 GHz, we find that a coupling strength of 3 GHz corresponds
to N = 3.4 × 1014 atoms. Using the mass of our DyPO4 sample, and the molar
masses of the constituent atoms we calculate the total number of atoms in the
crystal to be ≈ 1.5 × 1020. Therefore the atoms causing these resonances, are
only accounting for a fraction of 2.27×10−6 of the total number of atoms in the system.
This suggests that the resonant features we are seeing are most likely due to
paramagnetic resonances of impurity ions within the crystal. The resonance of
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paramagnetic impurities have been studied before in several different rare-earth
crystal hosts, including DyPO4 [91, 92]. Referring back to Sec. 2.2.2 we saw that the
resonance frequency of antiferromangetic modes would split in opposing directions
as a function of the external field, due to the differing effective fields seen by
each sublattice. A similar effect occured for the paramagentic resonances here.
Depending on which sublattice an impurity has substituted into, it will see either an
increasing or decreasing effective field as the external magnetic field is increased. A
paramagnetic resonance of an impurity will therefore either increase or decrease with
the applied field depending on its position in the lattice. This explains why some
resonances pass through the cavity from above and some pass through from below.
Interestingly, the resonance feature that occurs at B ≈ 0.55 T in the forward scan
does not occur at the same position in the reverse scan, suggesting some sort of
hysteresis effect is occurring. Furthermore comparing Fig. 3.28 to a separate scan
shown in Fig. 3.30, where the field was reversed slightly earlier (B = 0.62 T), we
see that in both scans a feature appears in the reverse scan, directly as the field is
reversed. The forward resonance is occuring very close to the critical field, B ≈ 0.57 T1
suggesting these resonances are likely being effected by the systems phase transition.
In particular the reverse resonance could be related to ferromagnetic domains in the
mixed state flipping direction with the field.










Figure 3.30: Lock-in amplifier measurements of the central resonance frequency of our DyPO4
embedded microwave cavity, as a function of magnetic field. Blue curve are measurements taken
with a forward scanning magnetic field (B = 0 → 0.62 T) and orange curve are reverse scanning
measurements (B = 0.62 → 0 T).
1Cited 0 K values for the critical field vary all the way between 0.52 T and 0.57 T. This is likely
due to different sample shapes and sizes being used across each study, and therefore different
demagnetizing fields would have occurred within the different samples.
Chapter 4
Optical Experiments
In Sec. 2.3 we proposed using a fully concentrated rare-earth crystal to implement
microwave to optical photon conversion. The proposed conversion process occurs
through a two step Raman transition involving both a microwave and an optical
state within a rare-earth crystal. In Chapter. 3 we experimentally investigated the
proposed microwave state, an antiferromagnetic magnon mode, within two fully
concentrated rare-earth crystals GdVO4 and DyPO4. In this chapter, we will now
investigate the optical transitions within these samples in order to characterise and
explore the potential optical states to be used in the upconversion procedure.
We first discuss GdVO4. We begin by looking at the energy level structure of
the Gd+3 ions, to find the position of the optical states. We then consider the
absorption spectrum of the VO−34 component of the GdVO4 crystal before discussing
the feasibility of experimental upconversion within the crystal.
Next we discuss the energy level structure of DyPO4 before looking at the absorption
spectrum of the crystal using Fourier transform infrared spectroscopy (FTIR).
4.1 GdVO4
With the microwave transition showing wide tunability, a narrow 35 MHz linewidth
and a 1.7 GHz coupling strength to a cavity, GdVO4 seems like a promising candidate
for experimentally implementing our upconversion scheme. Unfortunately, this is
not the case as we find the optical traits of GdVO4 to be far less ideal.
The Gd3+ ions are in an 8S7/2 ground state. This state corresponds to a half filled
4f orbital and is therefore a very stable state, requiring a large amount of energy
to excite it. As a result, the lowest energy 4f -4f transition from the ground state
falls within the ultraviolet (UV) spectrum around 315 nm. This is not only a tricky
region to obtain a laser at, but with respect to our overall goal of aiding quantum
information communication, photons in the UV region are not ideal for long distance
communication.
Furthermore the vanadate structure within the crystal absorbs strongly in the UV
region through charge transfer transitions [93]. Fig. 4.1 shows the absorption spectra
of a Nd:GdVO4 crystal, clearly showing the UV absorption band for λ < 350 nm.
72 4. Optical Experiments
Therefore even if we wanted to make an upconversion system into the UV domain,
we couldn’t, as the input microwave photons would be absorbed by the vanadate
structure within the crystal.





















Figure 4.1: Absorbtion spectra from [94], of a Nd:GdVO4 sample. The absorption in the UV
region (λ <350 nm) due to the VO−34 is clearly seen.
4.2 DyPO4
We now look at the optical transitions within DyPO4. It is beneficial that the optical
state used to mediate our conversion process has a large state lifetime, and hence a
narrow linewidth. We therefore want to avoid states that can decay non-radiatively
through multiphonon processes. The relaxation rate of a state through multiphonon
processes is known to decrease exponentially with the size of the energy gap to
the neighbouring lower state [95]. Looking at just the Dy3+ section of the Dieke
diagram (plotted in Fig. 4.2) we have highlighted two transitions of particular
interest. The 4F9/2 transition is of interest because of the large energy gap to the
lower neighbouring state. The state is therefore likely to have a long state lifetime
and hence a narrow linewidth. The transition wavelength however, ≈ 480 nm, is a
difficult wavelength to achieve in our lab. The 6F5/2 transition on the other hand,
has a wavelength of ≈ 808 nm which can be easily achieved with an off the shelf
commercial diode laser and therefore the 6F5/2 transition is a more convenient place
for us to begin upconversion implementations.
The Dieke diagram only gives us an indication of where the transitions will occur, as
the PO3−4 crystal host causes the resonances to shift around. So our next step is to
experimentally measure the position of these transitions using Fourier transform
infrared spectroscopy.
Finally, it is worth noting that chronologically these experiments were carried out
before our DyPO4 microwave experiments, and we were therefore unaware of the
potential zero value of g⊥.
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Figure 4.2: Dy energy levels as taken from the Dieke diagram seen in Fig. 1.6
4.2.1 Fourier Transform Infrared Spectroscopy (FTIR)
FTIR (Fourier Transform Infra Red) spectroscopy, is a technique for collecting
high-spectral-resolution data over a wide spectral range. The goal of any absorption
spectroscopy technique is to measure how much light a sample absorbs at a given
wavelength. An obvious method for doing this is to shine monochromatic light of a
known wavelength into the sample, measure the absorption, and then repeat the
process at a different wavelength.
FTIR spectroscopy takes a different approach. Instead of shining monochromatic
light into the sample, a broadband light source is used instead. Through the use of a
Michelson interferometer and a Fourier transform the absorption at each frequency
component of the broadband source can be measured. The fundamental principles
of this method will briefly be outlined.
Suppose a monochromatic light source of frequency ω0 and amplitude A0 is input into
the Michelson interferometer setup shown in Fig. 4.3(a). By oscillating the position
of one of the mirrors, the reflected light waves will constructively and destructively
interfere at the detector. The output signal intensity as a function of mirror
position, is referred to as an interferogram and is shown in Fig. 4.3(b). Taking the
Fourier transform of the interferogram gives us back the signal component shown in
Fig. 4.3(c). If an interferogram is first measured and transformed without a sample in
the beam path, and then measured and transformed with a sample in the beam path,
the transmittance through the sample at frequency ω0 can be obtained by dividing the
resulting spectra. An FTIR spectrometer uses this method with a broadband input
light source to obtain a spectrum over a wide range of frequencies all at the same time.
Our FTIR spectroscopy measurements were carried out at the University of
Canterbury in Jon Paul Wells’s lanthanide spectroscopy research unit. Here, we
used the Bruker Vertex 80 FTIR spectrometer shown in Fig. 4.4. This particular
FTIR allows us to scan across a range of 500 cm−1 to 25,000 cm−1 with a resolution
of 0.075 cm−1.
There are two positions that a sample can be mounted within the FTIR spectrometer.
The first sample position, seen on the left of Fig. 4.4, is connected to a closed cycle
Helium cryostat, that can cool the sample to a temperature fluctuating between 10 -
20 K. The large temperature fluctuations were unfortunately due to the cryostat’s
compressor not functioning properly. The second sample position is situated within
a 4 T superconducting magnet seen at the top right of Fig. 4.4, and is cooled via
liquid Helium immersion to temperatures on the order of 4 K. The magnetic field














Figure 4.3: (a) Typical Michelson interferometer setup used in an FTIR spectrometer. (b) An
interferogram of a monochromatic light source. (c) The Fourier transform of the interferogram
shown in (b).
Figure 4.4: The Bruker Vertex 80 FTIR spectrometer at the University of Canterbury. Samples
can either be mounted in the closed cycle helium cryostat on the left, or in the superconducting
magnet setup seen on the right.
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strength can be controlled along a single axis, which is aligned in the same direction
as the transmitted FTIR spectrometer light. The superconducting magnet is used to
measure the Zeeman splitting of the different energy levels.
4.2.2 Results
The first measurement carried out with a DyPO4 sample was a zero field absorption
spectrum across the entire available spectral range. The sample chosen for this
measurement was a thin rectangular cuboid ≈ 0.2(a)× 7.9(b)× 8.8(c) mm, shown in
Fig. 4.5. The sample was mounted onto a copper plate containing a 5 mm diameter
pinhole, before being placed within the closed cycle helium cryostat. The sample was
oriented such that the light was passed along the a-axis of the crystal. The largest
available sample was chosen as it allows a large region for light to pass through and
therefore maximises transmission. At the extreme end of the systems frequency
range the power decays rapidly and therefore maximising transmission is crucial for
seeing transitions that occur at the limits of the systems sensing range. The zero
field absorption spectrum across the available spectral range is shown in Fig. 4.6.
Figure 4.5: DyPO4 sample used to obtain a zero field absorption spectrum. The sample is
mounted onto a 5 mm diameter pinhole with silver paste.
In order to distinguish the Dy+3 transition lines from other transition lines such
as those caused by water and carbon dioxide molecules within the air, or by the
PO−34 structure within the crystal, we carry out a crystal field calculation to get
a rough indication for where the Dy+3 transitions should occur [96]. The crystal
field parameters for a fully concentrated DyPO4 crystal are not known, however
they are known for Dy:YPO4 which should be similar [97]. Using the crystal field
parameters obtained for Dy:YPO4, we create an effective crystal field Hamiltonian,
and calculate the positions of the Dy energy levels. Fig. 4.7 shows the spectral data
along side the crystal field calculations.
Fig. 4.8 shows the data for the 4F9/2 and
6F5/2 multiplets in the wavelength domain.
The particular states we are interested in are the lowest energy states of each
multiplet, as the higher states will rapidly non-radiatively decay. From this data
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Figure 4.6: T ∈ (10, 20) K, DyPO4 FTIR data using (a) Globar source and a mercury cadmium
telluride (MCT) detector, (b) tungsten halogen lamp source and an InGaAs diode detector, and (c)
tungsten halogen lamp source and a silicon diode detector. Note that the large peak seen at ∼
15800 cm−1 is due to a HeNe laser used within the FTIR setup.
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Figure 4.7: T ∈ (10, 20) K, DyPO4 FTIR data, highlighting the different J multiplets. Crystal
field calculations using Dy:YPO4 parameters are shown with red crosses. The
6H5/2 transition
appears too weak to be resolved. The extra absorption features seen in the infrared are due to water
and carbon dioxide, while the extra features at higher wavenumbers are likely due to impurities in
the crystal.
we measure the linewidth (full width half maximum) of the lowest energy state
from each multiplet to be, 186 GHz and 228 GHz for the 4F9/2 and
6F5/2 transitions
respectively. The large linewidths are not entirely surprising as we are operating
at temperatures that are not only relatively high T ∈ (10, 20) K, but are also
above the samples transition temperature, so the spins have not magnetically ordered.






















Figure 4.8: T ∈ (10, 20) K, DyPO4 FTIR data for the 4F9/2 and 6F5/2 multiplets.
Our next aim was to investigate the DyPO4 spectrum as a function of magnetic field.
The typical splitting of an absorption line under an applied magnetic field is shown
in Fig. 4.9. As Dy is a Kramers ion, the J multiplets are split by the crystal field
into magnetic doublets (Kramers doublets). Due to the Zeeman interaction, these
doublets can then be further split by an external magnetic field. Therefore, under
an applied magnetic field an absorption line created by the excitation from state |g〉
to state |e〉, gets split into four lines corresponding to the four available transitions,

























Figure 4.9: Diagram showing how the energy level splitting from an applied magnetic field effects
the absorption spectrum. The lowest and highest absorption lines correspond to EC and EB
respectively, however the middle absorption lines, EA and ED, typically have to be guessed and
then confirmed with calculations.
Our main goal was to measure the Zeeman splitting as an external field was applied
along the crystal c-axis, as this is the direction in which we intend to apply our field
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in upconverison experiments. However, mounting the crystal such that light passed
through this axis proved technically challenging. This was mainly due to the shape
of the DyPO4 samples. The DyPO4 crystals tend to grow very long in the direction
parallel to the c-axis, and thin in the direction perpendicular to the c-axis (as can
be seen back in Fig. 3.4). This makes it hard to obtain a sample with a large enough
cross section for light to pass through, while still maintaining a thin optical depth
such that the input light isn’t just totally absorbed.
Using a wire saw, we took the sample with the largest cross sectional area in the
a-axis plane (≈ 0.9(a)× 1.1(b) mm), and cut it down to have about a 1 mm in depth
along the c-axis. The sample was then mounted onto a 0.5 mm diameter pinhole,
as shown in Fig.4.10. Placing the mount within the superconducting magnet, the
sample was then cooled to 4.2 K by being held in thermal contact to a liquid
helium bath. Using the InGaAs diode detector, measurements were carried out
at 1 and 2 Tesla before the sample unfortunately fell off during the 3 Tesla scan.
This is particularly frustrating as due to the samples large ground state g-tensor,
measurements obtained at smaller values of the applied field would of been much
more valuable. Furthermore the transmission at the 6F5/2 multiplet was very noisy,
and the 4F9/2 multiplet couldn’t be resolved at all, as not only do these transitions
occur towards the edge of the InGaAs detectors range but our sample transmission
was already low due to the thin cross sectional area of the c-axis oriented sample.
Some of the spectrum measurements obtained from this cooldown can be found in
Appendix.C. Excited state g-factor calculations were not carried out as more data
points at lower fields were needed to be able to accurately follow the constituent
absorption lines splitting away from the main absorption line.
Figure 4.10: Mounted DyPO4 sample used for c-axis Zeeman FTIR spectroscopy.
Once the superconducting magnet had warmed up, a second sample was mounted for
spectrum measurements. This time the sample was oriented such that the light passed
parallel to the crystal a-axis. The FTIR spectrum measurements of this sample
are shown as a function of applied field strength in Fig. 4.11. The main absorption
lines can be seen to split as the field is increased, however the splitting is not large
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enough to individually resolve the constitutive absorption lines. We therefore cannot
accurately carry out a g-tensor calculation using Eqs. 4.1-4.2. In hindsight this result
was an early indication of the approximately zero value of g⊥. Remeasuring the
linewidth of the of the lowest energy state of the 6F5/2 multiplet with the tempera-
ture now at T = 4 K, we find γ = 160 GHz, showing a clear decrease with temperature.
Despite the clear complications that occurred during the FTIR spectroscopy
measurements, we still came away with a high resolution, broad band, zero field
spectrum of DyPO4. This makes it significantly easier to set up our own optical
experiments in Otago.
As has been discussed earlier we are particularly interesting in finding a narrow
linewidth transition to mediate our upconversion process. The DyPO4 transitions
measured here showed quite broad transitions, on the order of 100 GHz, however























































Figure 4.11: DyPO4, FTIR spectrum of the
6F5/2 multiplet as a function of magnetic field applied
along the crystal a-axis. The main absorption lines can be seen to split, however this splitting is
not large enough to resolve the constitutive absorption lines.
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Chapter 5
Conclusion
In this thesis we investigated two fully concentrated rare-earth crystals, GdVO4 and
DyPO4, for their potential application as part of a microwave upconversion system.
This project was based on previous theoretical work that showed that the collective
spin excitations occuring within a fully concentrated rare-earth system (magnons)
could be used to upconvert microwave photons with high efficiency [47].
The antiferromagnetic magnon modes within our GdVO4 and DyPO4 samples were
investigated experimentally, by coupling them to a loop-gap microwave resonator.
Cooling the cavity and rare-earth crystal to T = 25 mK, the cavity transmission
was probed over a broad range of frequencies as an applied magnetic field pulled
the antiferromagnetic mode through the cavity resonance. In the GdVO4 sample
a clear avoided crossing was seen and a coupling strength of G = 1.76 GHz was
achieved between the microwave cavity and the uniform magnon mode. Dividing
this coupling strength by the central frequency of the cavity (f0 = 11.245 GHz)
gives us a coupling figure of G/f0 = 0.15, putting the system into the ultrastrong
coupling regime. Furthermore the linewidth of the magnon was measured and found
to be ∼ 35 MHz at T = 25 mK. This is not only one of the first magnon linewidth
measurements made in a fully concentrated rare-earth system but proves that narrow
linewidths in these systems are indeed possible.
In stark comparison, the cavity transmission measurements made with the DyPO4
sample showed no sign of strong coupling. Using a lock-in amplifier to obtain more
sensitive measurements, small couplings on the order of 5 MHz were seen. However,
these are suspected to be couplings between the cavity and the paramagnetic reso-
nance of impurities within the crystal. The result suggests the g-tensor perpendicular
to the crystal c-axis is ≈ 0, a result that was not clear from the pre-existing literature.
In the second set of experiments we measured the absorption spectrum of DyPO4 at
optical frequencies, through the use of an FTIR spectrometer at the University of
Canterbury. GdVO4 was not explored as unfortunately the optical transition of the
Gd ions lies in the UV region, at which the VO3−4 component of the crystal strongly
absorbs. A zero field, absorption spectrum of DyPO4 was obtained across a range
of 1000 - 24000 cm−1 (417 nm - 10µm), allowing us to see right up to the 4G11/2
multiplet. Spectral measurements were made as a function of magnetic field in an
attempt to measure the excited state g-factors. However, due to DyPO4 tendency to
grow as a long thin needle along the crystal c-axis, our sample shapes proved difficult
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to mount for effective c-axis measurements. More effective measurements were made
along the crystal a-axis, but the ≈ 0 ground state g-tensor meant that the main
absorption lines could not be split enough to resolve the constituent absorption lines,
and therefore accurate g-factor calculations could not be made.
Our work here has made an important step toward experimentally realising
microwave upconversion within a fully concentrated rare-earth crystal. The
properties and behaviour of collective spin excitations in high concentration spin
systems such as YIG were previously known, but remained relatively unexplored
in rare-earth systems. The experimental work presented in this thesis shows that
magnons in rare-earth systems can not only couple strongly to microwave cavities,
but have narrow transition linewidths. These are two crucial requirements for a
microwave upconversion system. This work has laid the foundation for future
investigations, in which new fully concentrated rare-earth crystals will be explored,
with the aim of experimental upconversion implementation.
With the increasing ease of achieving milli-Kelvin temperatures in laboratories, fully




In this section we carry out the diagonalization of the antiferromagnetic Hamiltonian
derived in Sec. 2.2.2, using the Boguliubov transformation method introduced in
[57]. The work carried out here follows closely to that of [59].













































where we have defined the effective exchange and anisotropy fields, HE =
−2JSz/g‖µB and HA = 2KS/g‖µB respectively. Furthermore, following [59], to tidy
up the working we introduce the parameters A and Bk,
A = g‖µB(HE +HA) (A.3)
Bk = g‖µBHEγ−k (A.4)





















To diagonalize this Hamiltonian we use the following Bogoliubov transformations
























which will preserve bosonic commutation properties provided
|l1|2 − |l2|2 = 1. (A.8)









































2 = 0. (A.10)
Solutions to both (A.10) and (A.8) are
l1 =
√

















































The Hamiltonian is now in the desired diagonal form, for each k there are two




2 ± g‖µBH0. (A.12)
Appendix B
Cavity Interaction
Here we carry out the transformation to express the cavity-spin interaction term












































































































If we assume that the magnetic mode is uniform and at its maximum across the
sample then χ(r) = 1, and hence HI becomes



































N for k = 0
0 for k 6= 0
(B.6)
















which we simplify to
HI = G(ĉ
† + ĉ)(â0 + â
†
0)























Under the rotating wave approximation we ignore the non-energy conserving terms
to obtain,












Zeeman FTIR spectroscopy data









































































Figure C.1: DyPO4, FTIR spectrum of the
6F5/2 multiplet as a function of magnetic field applied
along the crystal c-axis.




























































Figure C.2: DyPO4, FTIR spectrum of the
6H9/2 &
6F11/2 multiplets as a function of magnetic
































































Figure C.3: DyPO4, FTIR spectrum of the
6H11/2 multiplet as a function of magnetic field
applied along the crystal c-axis.
92 C. Zeeman FTIR spectroscopy data (c-axis aligned external field)
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la Recherche Scientifique, 1970, pp. 417–426.
98 BIBLIOGRAPHY
[73] K. Shimamura, S. Uda, V. V. Kochurikhin, T. Taniuchi, and T. Fukuda, “Growth
and characterization of gadolinium vanadate GdVO4 single crystals for laser
applications,” Japanese Journal of Applied Physics, vol. 35, no. 3R, p. 1832,
Mar. 1996.
[74] B. Mangum and D. Thornton, “Magnetic phase diagrams of GdVO4 and
GdAsO4,” AIP Conference Proceedings, vol. 5, pp. 311–315, 1972.
[75] J. C. Wright, H. W. Moos, J. H. Colwell, B. W. Mangum, and D. D. Thornton,
“DyPO4: A three-dimensional ising antiferromagnet,” Phys. Rev. B, vol. 3, pp.
843–858, Feb 1971.
[76] J. C. Wright and H. W. Moos, “Optical study of ordering in DyPO4, DyAsO4,
and DyVO4,” Journal of Applied Physics, vol. 41, no. 3, pp. 1244–1245, 1970.
[77] J. Hoffmann, “Magnetocaloric measurements on dysprosium phosphate
(DyPO4),” physica status solidi (b), vol. 165, no. 2, pp. 517–527, 1991.
[78] C. S. Koonce, B. W. Mangum, and D. D. Thornton, “Magnetic properties of the
antiferromagnet DyPO4 in applied fields,” Phys. Rev. B, vol. 4, pp. 4054–4069,
Dec 1971.
[79] A. H. Millhouse, M. Steiner, and H. Dachs, “Elastic neutron scattering study of
magnetic phase transitions in DyPO4 and HoPO4,” Journal of Applied Physics,
vol. 50, no. B3, pp. 2011–2013, 1979.
[80] J. Battison, A. Kasten, M. Leask, and J. Lowry, “Faraday rotation and optical
investigation of the metamagnetic phase transition in dysprosium phosphate,”
Solid State Communications, vol. 17, no. 11, pp. 1363 – 1366, 1975.
[81] W. Froncisz and J. S. Hyde, “The loop-gap resonator: a new microwave lumped
circuit ESR sample structure,” Journal of Magnetic Resonance (1969), vol. 47,
no. 3, pp. 515 – 521, 1982.
[82] J. S. Hyde, W. Froncisz, and T. Oles, “Multipurpose loop-gap resonator,”
Journal of Magnetic Resonance (1969), vol. 82, no. 2, pp. 223 – 230, 1989.
[83] J. S. Hyde, W. Froncisz, and T. Oles, “Multipurpose loop-gap resonator,”
Journal of Magnetic Resonance (1969), vol. 82, no. 2, pp. 223–230, Apr. 1989.
[84] W. Urban, “Direct determination of the parameters for Gd3+ in YVO4 and
YPO4 from variable-frequency EPR,” The Journal of Chemical Physics, vol. 49,
no. 6, pp. 2703–2705, Sep. 1968.
[85] A. D. Greentree, J. Koch, and J. Larson, “Fifty years of Jaynes-Cummings
physics,” Journal of Physics B: Atomic, Molecular and Optical Physics, vol. 46,
no. 22, 11 2013.
[86] A. F. Kockum, A. Miranowicz, S. D. Liberato, S. Savasta, and F. Nori, “Ultra-
strong coupling between light and matter,” Nature Reviews Physics, vol. 1, pp.
19–40, 2019.
BIBLIOGRAPHY 99
[87] Y. K. Wang and F. T. Hioe, “Phase transition in the Dicke model of superradi-
ance,” Phys. Rev. A, vol. 7, pp. 831–836, Mar 1973.
[88] C. Emary and T. Brandes, “Chaos and the quantum phase transition in the
Dicke model,” Phys. Rev. E, vol. 67, p. 066203, Jun 2003.
[89] A. Jain, S. P. Ong, G. Hautier, W. Chen et al., “The Materials Project: A
materials genome approach to accelerating materials innovation,” APL Materials,
vol. 1, no. 1, p. 011002, 2013.
[90] C.-K. Loong, L. Soderholm, J. Xue, M. Abraham, and L. Boatner, “Rare
earth energy levels and magnetic properties of DyPO4,” Journal of Alloys and
Compounds, vol. 207-208, pp. 165 – 169, 1994, proceedings of the 20th Rare
Earth Research Conference.
[91] B. Bleaney, “Electron spin resonance of paramagnetic impurities in antiferro-
magnetic compounds,” Proceedings of the Royal Society of London. Series A:
Mathematical and Physical Sciences, vol. 433, no. 1888, pp. 461–468, 1991.
[92] M. M. Abraham, J. M. Baker, B. Bleaney, A. A. Jenkins, P. M. Martineau, and
J. Z. Pfeffer, “Magnetic resonance of lanthanide ions as magnetic probes in the
antiferromagnetic phase of dysprosium phosphate,” Proceedings: Mathematical
and Physical Sciences, vol. 435, no. 1895, pp. 605–614, 1991.
[93] Y. Pu, Y. Huang, T. Tsuboi, H. Cheng, and H. J. Seo, “Intrinsic VO−34 emission
of cesium vanadate Cs5V3O10,” RSC Adv., vol. 5, pp. 73 467–73 473, 2015.
[94] M. A. Ivanov, A. Yoshikawa, A. V. Klassen, V. V. Kochurikhin, and H. Ogino,
“Crystal growth of GdVO4 by the micropulling down method,” Inorganic Mate-
rials, vol. 44, no. 5, p. 534, May 2008.
[95] L. Riseberg and M. Weber, “III relaxation phenomena in rare-earth lumines-
cence,” ser. Progress in Optics, E. Wolf, Ed. Elsevier, 1977, vol. 14, pp. 89 –
159.
[96] G. Liu and B. Jacquier, Spectroscopic Properties of Rare Earths in Optical
Materials, 1st ed. Springer, 2005.
[97] R. Faoro, F. Moglia, M. Tonelli, N. Magnani, and E. Cavalli, “Energy levels
and emission parameters of the Dy3+ ion doped into the YPO4 host lattice,”
Journal of Physics: Condensed Matter, vol. 21, no. 27, p. 275501, jun 2009.
