Abstract-Image segmentation is a fundamental task in many computer vision applications. In this paper, we propose a new unsupervised color image segmentation algorithm, which exploits the information obtained from detecting edges in color images in the CIE L a b color space. To this effect, by using a color gradient detection technique, pixels without edges are clustered and labeled individually to identify some initial portion of the input image content. Elements that contain higher gradient densities are included by the dynamic generation of clusters as the algorithm progresses. Texture modeling is performed by color quantization and local entropy computation of the quantized image. The obtained texture and color information along with a region growth map consisting of all fully grown regions are used to perform a unique multiresolution merging procedure to blend regions with similar characteristics. Experimental results obtained in comparison to published segmentation techniques demonstrate the performance advantages of the proposed method.
survey). The advancement in color technology facilitated the achievement of meaningful color segmentation of images as described in [2] and [3] . Color provided significant advantages over gray-level segmentations. However, early procedures consisted of clustering pixels by utilizing only color similarity. Spatial locations and correlations of pixels were not taken into account yielding, fragmented regions throughout the image.
The problem of clustering pixels was initially confronted in the gray-level domain in [4] by extending the K-means clustering algorithm to a Gibbs Random-Fields model, obtaining spatially contiguous regions. This method was augmented to handle multichannel images by Chang et al. [5] by assuming that each individual channel was conditionally independent. Saber et al. [6] extended the algorithm in [5] by incorporating a vector-edge field and a split-and-merge procedure to obtain an improved segmentation and a linked-edge map. Jianping et al. [7] proposed a method to select the number of clusters in an image by acquiring the location of clusters between adjacent-edge regions. The challenge in this method was to evaluate the correct threshold(s) that distinguished true from false edge pixels. A different approach to define the number of clusters needed was instituted by Wan et al. [8] who developed a set of rules that split or merge the clusters to obtain a segmentation map with meaningful regions.
Liu et al. [9] proposed an approach using predetermined shapes to obtain a final segmentation. However, the algorithm assumed that the initial segmentation had a larger number of clusters than required, which was not always true, in general, rendering this assumption to be somewhat inconsistent. Furthermore, the aggregation of over-segmented regions rendered the algorithm vulnerable to match incorrect shapes. On the other hand, D'Elia et al. [10] proposed an algorithm by considering the entire input image as a single region and obtained a final segmentation map by combining a Bayesian classifier and a Split-and-Merge technique. The main drawback of the Bayesian approach was that it yielded too many segments in a patterned or textured region, which in turn, produced a cluttered final segmentation map.
Texture is another feature that has been widely used for segmenting images. Derin et al. [11] proposed a technique of comparing the Gibbs distribution results to known textures. This technique was not applicable in the presence of noise and had proven to be computationally prohibitive. Pyramid-structured wavelet transforms appeared in the work of Mallat et al. [12] and had become an important alternate approach to identify patterns. Unser et al. [13] used a variation of the discrete wavelet transform to characterize texture properties. In this study, he limited his detection to a set of 12 Brodatz textures. Further analysis/extension of this wavelet theory was proposed by Fan et al. [14] , who showed that the periodicity in natural textures resulted in dependencies across the discrete wavelet transform sub-bands. Chen et al. [15] extended the above mentioned approach without the use of Brodatz models by simply classifying texture into a limited number of classes: smooth, horizontal, vertical, and complex. This initial work provided the basis for the more complete study introduced in [16] . Cheng et al. observed the need to include two additional directions to detect texture ( , and ), and further segment the areas that have been classified as smooth. The objective of this approach is to enable the algorithm to handle a wide range of images encountered in nature, instead of sets of predetermined texture sets. Deng et al. [17] who introduces an alternative automated method to identify textured regions without prior models share this goal. This method, widely known as the J-SEGmentation algorithm, first quantizes the input image into a few colors and filters them individually to determine the smoothness of the local areas. The use of color quantization caused a major problem when regions of varying shades, due to illumination, appeared in the image.
The task of segmenting images in perceptually uniform color spaces is an ongoing area of research in image processing. Paschos et al. [18] proposed an evaluation methodology for analyzing the performance of various color spaces for color-texture analysis methods such as segmentation and classification. The work showed that uniform/approximately uniform spaces such as , and HSV, possess a performance advantage over RGB, a non uniform space traditionally used for color representation. The use of these spaces was found to be well suited for the calculation of color difference using the Euclidean distance, employed in many segmentation algorithms. Yoon et al. [19] utilized this principle to propose a Color Complexity Measure (CCM) for generalizing the K-means clustering algorithm, in the CIE space. Chen et al. [20] employed color difference in the CIE space to propose directional color contrast segmentations. Contrast generation as a function of the minimum and maximum value of color difference was seen in the work of Chang et al. [21] . This contrast map, subjected to noise removal and edge enhancement to generate an Improved Contrast Map (ICMap), was the proposed solution to the problem of over-segmentation in the JSEG algorithm. Uniform spaces were also used for other image segmentation methodologies such as a Self-Organizing Map (SOM) proposed by Huang et al. [22] .
In this paper, we propose a new Gradient-SEGmentation algorithm (GSEG) that automatically: 1) selects clusters for images using gradient information in the CIE color space, 2) characterizes the texture present in each cluster, and 3) generates a final segmentation by utilizing an effective merging procedure. Using color-edge detection [23] , our procedure first detects regions in the image without edges. The pixels that compose each detected region receive a label and the combination of pixels with the same label is referred as a seed. These seeds grow into the higher edge density areas, and additional seeds are created to generate an initial segmentation map. The characterization of texture is performed by color quantization in the image and evaluating the local entropic color information present at each seed. The seeds that have similar values of color and texture are consequently merged to obtain a final segmentation map. The algorithm takes into account the fact that segmentation is a low-level procedure and as such, it should not require a large amount of computational complexity. Our algorithm is compiled in a MATLAB environment and tested over a large database ( 700 images) of highly diverse images. It was also benchmarked qualitatively and quantitatively -using the Normalized Probabilistic Rand index (NPR) [32] -against several popular algorithms on the same test bed of manually segmented images (ground truth) obtained from the Berkeley database of 300 images. The results indicate that our proposed methodology performs favorably against the currently available benchmarks.
The remainder of this paper is organized as follows. In Section II, a review of the necessary background required to effectively implement our algorithm is presented. The proposed algorithm is described in Section III. The NPR technique used for evaluating various segmentation results is discussed in Section IV. Results obtained in comparison to popular segmentation methods are provided in Section V, and conclusions are drawn in Section VI.
II. BACKGROUND
The proposed algorithm uses an edge-detection algorithm that provides the intensity of edges present in an image; these help to detect the individual regions into which an image is segmented and the direction in which the region growth procedure takes place.
A. Edge Detection in a Vector Field
The detected areas with no edges inside them are the initial clusters or seeds selected to initiate the segmentation of the image. Edge detection has been extensively studied in a 2-D space and was generalized for a multidimensional space by Lee and Cok [23] . Assuming that an image is a function , the gradient can be defined as its first derivative . Choosing the magnitude of the gradient provides a rotational invariant value of the edges. For a vector field , Lee and Cok expand the gradient vector to be
where is the first partial derivative of the component of with respect to the component of . The distance from a point with a unit vector in the spatial domain corresponds to the distance traveled in the color domain. The vector maximizing this distance is the eigenvector of the matrix that corresponds to its largest eigenvalue. In the special case of a three-channel color image, the gradient can be computed in the following manner: let , , denote each color channel and , denote the spatial coordinates for a pixel. Defining the following variables to simplify the expression of the final solution:
(2) The matrix becomes (5) and its largest eigenvalue is (6) The corresponding gradient at each location is defined as
III. PROPOSED ALGORITHM
The proposed algorithm consists of three different modules (see Fig. 1 for a block diagram). The first module implements an edge-detection algorithm to produce an edge-map used in the generation of adaptive gradient thresholds, which in turn dynamically select regions of contiguous pixels that display similar gradient and color values, producing an initial segmentation map. The second module creates a texture characterization channel by first quantizing the input image, followed by entropy based filtering of the quantized colors of the image. Finally, the last module utilizes the initial segmentation map and the texture channel to obtain our final segmentation map. The following sections describe each of the three modules in detail.
A. Region Growth and Dynamic Seed Addition
The quality of region-growth techniques is highly dependent on the locations chosen to initialize the growth procedure. We propose an alternate process for region growth that does not depend exclusively on the initial assignment of clusters for the final segmentation. The procedure searches for regions where the gradient map displays no edges. The selected regions form the initial set of seeds to segment the image. The region growth procedure also accounts for regions, which display similar edge values throughout, by detecting unattached regions at various edge density levels. Fig. 2 displays a flowchart of this module, followed by a detailed explanation.
Adaptive Threshold Generation: The GSEG algorithm is initiated with a color space conversion of the input image from RGB to CIE . This step is vital, because the latter is a better model for the human visual perception, justified by the fact that given two colors, the magnitude difference of the numerical values between them is proportional to the perceived difference as seen by the human eye [24] , a property that cannot be associated with the RGB space. Using the acquired data, the magnitude of the gradient of the color image field is calculated, as described in Section II-A. The histogram of this gradient map is utilized to determine the seed addition levels employed for dynamic seed addition.
Initially, the objective is to select a threshold for the initiation of the seed generation process. Ideally, a threshold value could be selected to provide the most edges, while ignoring the noise present in images. The problem is that the nature of images does not allow for this disposition. A single threshold that may correctly delineate the boundary of a given region may allow other regions to merge incorrectly. Due to this factor, we propose choosing one of two empirically determined threshold values for initiating the seed generation process, by validating how far apart the low and high gradient content in the image are, in its corresponding histogram. The idea is that a high initial threshold be used for images in which a large percentage of gradient values spread over a narrow range and a low initial threshold value be used for images in which a large percentage of gradient values spread over a wide range, in comparison to the span of the histogram. The choice of made in such a manner ensures that all significant low gradient regions are acquired as initial seeds.
From a practical implementation standpoint, we made this decision of selecting the initial threshold by obtaining the percentage ratio of the gradient values corresponding to 80% and 100% area under the histogram curve. If 80% area under the histogram curve corresponds to a gradient value that is less than 10% of the maximum gradient value in the input image, a high threshold value is chosen, else a low initial threshold value is chosen. Keeping in view the problems posed by over and under-segmentation, the low and high threshold values were empirically chosen to be 5 and 10, respectively. The former case corresponded to images where background and foreground have largely indistinguishable gradient detail from each other. The latter case corresponded to images consisting of a slowly varying background with less gradient detail, well distinguished from prominent foreground content. Having obtained , all significant flat regions and its neighboring areas are generated at threshold intervals of and with varied size criterions, to form the initial seeds map.
Once the threshold for initiating the segmentation process is determined, we proceed to calculate thresholds intervals for the dynamic seed addition portion of the region growth procedure. Dynamic seed generation requires a set of threshold intervals at which additional seeds are added to the initial seeds. The threshold values selected for the addition of new seeds are adaptively determined utilizing the area under the gradient histogram that does not fall within the gradient range of the initial seeds. The first threshold for dynamic seed addition (T1) is determined by adding 10% of the histogram area greater than the maximum gradient value of the initial seeds , to the cumulative area detected by and obtaining the corresponding gradient value. This process is continued for each new stage of the dynamic seed addition procedure where a 10% increment of the histogram area greater than the maximum gradient value of its corresponding previous stage is added to the cumulative image area detected at the end of that previous stage, as illustrated in Fig. 3 . Generating the threshold values in such a manner always ensures that: 1) they are adjusted to account for the exponential decay of gradient values (as seen in Fig. 3) ; 2) regions of significant size are added to the segmentation map at each interval; 3) they lie within the span of the histogram, avoiding the possibility of wasted computational efficiency.
Initial Seed Generation: As mentioned previously, initial seeds are generated by detecting all the regions in the image whose gradient value fall below the initial thresholds, and . If no region exists under this threshold, the edge value is increased until regions are detected. The Initial Seed Generation employs special size requirements to select the initial seeds, in order to prevent multiple seed generation within homogeneous and connected regions. The first requirement is to enforce that seeds be larger than 0.5% of the image when searching for regions with a threshold value lower than . The reason of this rule is that often backgrounds contain false edges generated by illumination or other varying factors in this gradient range. The second requirement is to enforce seeds to be larger than 0.25% of the image in the range to , since in this range variations may be important enough to differentiate these regions. For differentiating purposes the pixels composing each seed receive a unique label, the combined set of labeled seeds is referred to as the Parent Seeds (PS), as seen in Fig. 4 . The labeling procedure uses the general procedure outlined in reference [25] . It is briefly described as follows. 1) Run-length encoding of the input image. 2) Scan the runs, and assign preliminary labels and recording label equivalences in a local equivalence table. 3) Resolve the equivalence classes. 4) Relabel the runs based on the resolved equivalence classes.
Dynamic Seed Generation: In general, the dynamic seed addition procedure is carried out in five stages, where each stage corresponds to a different threshold. However, especially in the case of images with less gradient detail, a situation may arise where fewer stages are needed as is the case in Fig. 3(c) . This generates an additional dimension to the algorithm, as not only are the thresholds generated adaptively but also their number may vary from image to image. When the parent seeds are created in the initial seed generation, the regions represented by these seeds are characterized by areas of the image that have no texture. These areas, in general, are regions where there is either no color variance or a gradual transition from one color to the next. The dynamic addition of seeds to the PS map is designed to include the remaining regions that display different levels of gradient intensities through them but are part of the same identifiable object, as seen in Fig. 6(g ). The addition of new seeds at these intervals follows the following procedure. All regions that fall below each adaptive threshold Tx are detected, where x refers to the current stage. Regions that are not attached to any parent seeds and are larger than the minimum seed size are added to the PS map [see Fig. 6(h) ]. In our algorithm, the is set to 0.01% of the image. For the addition of new seeds that share borders with existent seeds, it is required for them to meet two qualifications: 1) a group must be large enough to be considered as an independent entity and 2) the color differences between a region and its neighbors must be greater than the maximum color difference allowed. Region Growth: In between each stage, the existent parent seeds grow by increasing the threshold a single unit at a time, for example from 20 to 21. After each increment, detection of new regions or child seeds that fall below the new threshold occurs, as shown in Fig. 6(c) . These child seeds need to be classified into adjacent-to-existent or nonadjacent seeds. The nonadjacent seeds are discarded, because, they can only be added at the beginning of each adaptive threshold stage. In order to make the region growth process efficient, it is important to know the parent seed to which the child is adjacent. The objective is to be able to process all adjacent child seeds in a vectorized approach. To achieve this task, we proceed to first detect the outside edges of the map using a nonlinear spatial filter. The filter operates on the pixels of a 3 3 neighborhood, and its output is assigned to the center pixel of the neighborhood. The filter is defined as follows:
if if otherwise (8) where is the neighborhood being operated on.
The result of applying this filter is a mask indicating the borders of the map [see Fig. 6(d) ]. The detected and labeled child seeds form a child seeds map. Performing an element-byelement multiplication of the child seeds map with the PS borders mask, results in a matrix containing the labels of the adjacent child seeds. Taking all the pixels in the child seed map that matches these labels generates the adjacent child seeds map as shown in Fig. 6(e) . For proper addition of the adjacent child seeds, it is necessary to compare their individual color differences to their parents to assure a homogeneous segmentation. To compare all generated adjacent seeds will be computationally expensive; instead, all seeds that have a size smaller than the are directly merged to the adjacent parent seed. The child seed sizes are computed utilizing sparse matrix storage techniques to allow for the creation of large matrices with low memory costs. Sparse matrices store only the nonzero elements of a matrix, together with their location in the sparse matrix (indices). The size of each child seed is computed by creating a matrix of columns by rows, where is the number of columns of pixels in the image, the number of rows, and the number of adjacent child seeds. The matrix is created by allocating a 1 at each column in the row that matches a pixel label. The pixels that do not have a label are ignored. By summing all the elements along each row, we obtain the number of pixels per child seed. This procedure (see Fig. 5 ), is useful for any operation that requires the knowledge of the number of elements per group in the segmentation algorithm.
To merge regions, an association between child seeds and their parents is required. A two-column table, the first column occupied by the labels of child seeds, and the second, by the child's respective parent labels, provides this association. The numbers of rows of this table will be equal to the number of adjacent child pixels. The first column is populated from the nonzero values detected after performing the element-by-element multiplication of the child seeds and the border mask of the parent seeds [see Fig. 7(f) ]. The respective parents of each child in the first column are detected using a two-step procedure. First, a filter, which returns the maximum value of a 3 3 neighborhood to each pixel location, applied to the map, extends the reach of the borders of each parent seed [see Fig. 7(d) ]. The second step is to use the adjacent child pixels locations as a mask over the PS extended map to extract the parent's label at each child location [see Fig. 7(g) ]. It is important to note that nonlinear filters provide information about the seeds, but do not to directly manipulate the image; therefore, the final result does not display any deformation effects.
The functionality of the association table is twofold, providing the number of child pixels attached to the parent seeds and identifying the child seeds that share edges with more than one parent seed. The labels of child seeds that are smaller than MSS are replaced with those of its parents using the association table. When comparison between the remaining adjacent seeds and their parents returns a large difference, these may become parent seeds themselves.
Enforcing parent and child seeds to share a border greater than five pixels, prevent comparing two seeds unnecessarily. Allowing child seeds that fall below this requirement to grow more prior to comparing them to their parents, may provide more information. To this effect, these seeds are returned to the pool of pixels that do not form part of the PS map to gain size with the increment of the edge threshold. Comparing the seeds sharing more than five pixels with their parents, allows replacing their labels either, with their parent's labels or a new parent label, depending whether they are alike or distinct.
Given that spatial regions in images vary gradually, only the nearby area of adjacency between parent and child is compared to provide a true representation of the color difference. This objective is achieved by using a mask signifying areas of parent seeds lying in the surroundings of child seeds. A dilation of the adjacent child seed's map using a square structuring element with a dimension of 30 pixels obtains the regions in close proximity to existing child seeds. Regions beyond the reach of the dilated child seeds are excluded from the parent seeds map yielding a mask consisting of parent pixels close to child seeds. Only these parent pixels are used to check for color similarity. The values used in our algorithm are optimized to work with images that range from 300 300 to 1600 1600 pixels of resolution.
Color difference in a perceptually uniform color space such as CIE , can be calculated in terms of the Euclidean distance [24] . The comparison of regions is performed, using their mean color information. The reason for choosing this color space and distance metric combination is that: 1) it ensures that comparison of colors is similar to the differentiation of colors by the human eye, 2) the increased complexity of a different distance metric like the Mahalanobis distance does not improve the results, due to the small variance of the regions being compared, owed to their spatial proximity. The maximum color distance to allow the integration of a child seed to its parent was empirically chosen as 50.
Seed Growth Tracking and Classification: Region growth without growth rate feedback of each seed may cause parent seeds to overflow into regions of similar colors but different textures. Implementation of seed growth tracking helps maintain homogeneity through the segmented regions. At each dynamic seed-addition interval, the number of pixels per parent seed is calculated and stored. When the algorithm has reached the next interval, calculation of the seed-size percentage increment, using the stored size and the current size, detects regions that have slow is growth rate. The border delimited by these seeds, often correspond to boundaries of image elements that display low levels of texture. The growth rate determined empirically to detect this behavior, is any size increment equal to or below 5%. The seeds detected by this process are temporarily replaced from the PS map into a grown seed map. This is the same as continuing the growing procedure, but inhibiting only these regions to grow any more. After the last dynamic seed generation, no additional seeds will be generated. All seeds, both in the PS map and the grown seed map are placed together into one segmentation map. At this point all remaining pixels that do not belong to this map are the edges of the segmented regions. Continuing the region growth on the new segmentation map, until all pixels in the image has a label assigned to them, generates the Region Growth Segmentation (RGS) map.
B. Texture Channel Generation
The presence of regions that contain distinct patterns and textures is the greatest source of problems in image segmentation algorithms. The issue is that patterns are composed of multiple shades of colors causing over-segmentation and misinterpretation of the edges surrounding these regions. Texture regions may contain regular patterns such as a brick wall, or irregular patterns such as leopard skins, bushes, and many objects found in nature. The presence of texture in images is so large and descriptive of its objects that ignorance of this important information is not possible and, therefore, requires being part of any meaningful segmentation algorithm.
A method for obtaining information of patterns within an image is to evaluate the randomness present in various areas of that image. Entropy provides a measure of uncertainty of a random variable [26] . If the pixel values of a region compose a random variable, entropy will define the randomness associated to the region being evaluated. Textured regions contain various colors and shades; therefore, these regions will contain a specific value of uncertainty associated with them, providing a structure to merge regions that display similar characteristics.
Information theory introduces entropy as the quantity which agrees with the intuitive notion of what a measure of information should be [26] . In accordance with this supposition, we can select a random group of pixels from an image, with a set of possible values . Let be the probability for a specific value to occur, then is said to contain units of information, defined as
The quantity is referred to as the self-information of . If values are present in the set, the law of large numbers stipulates that the average of a random value is likely to be close to the average of the whole set. Thus, the average selfinformation obtained from outputs is (10) and the average information per sample, or entropy of the set, is defined by (11) This quantity is defined for a single random variable; the usage of multiple channels requires defining each additional channel as a separate random variable, and the entropy of a region composed of multiple channels would require the joint entropy between variables. To take advantage of the luminance and chrominance information without extending the process to compute the joint entropy, these are quantized into , or 216 different levels. This quantization can be done by uniformly dividing the 8-bit cube into small boxes, and mapping all information that fall within each box to the respective channel values at the center of that box. The advantage of quantizing the information rather than RGB information is that, if approximately uniform is uniformly quantized, a constant distance between and any two quantization levels will result in small variation of perceptual color difference [27] , unlike nonuniform RGB data where this variation can be very large . After the quantization process, each pixel of an image is indexed to one of the 216 representative levels [see Fig. 8(c) ], effectively reducing the probability of each level occurring to a 1-D random variable. To create a texture channel, the local entropy is computed in a 9 9 neighborhood around each pixel of the indexed image, and the resulting value is assigned to the center pixel of the neighborhood, as shown in Fig. 8(d) .
C. Region Merging Using Multivariate Analysis
The growth procedure primarily based on color similarity as illustrated in Section III-A, in general, results in an oversegmented seed map. We incorporate an effective method to analyze grouped data from the statistical field, to merge all oversegmented regions. This method better known as a multivariate analysis allows us to take regions that have been separated due to occlusion, or small texture differences, and merge them together. The core of a multivariate analysis lies in highlighting the differences between groups that display multiple variables to investigate the possibility that multiple groups are associated with a single factor [28] .
One-Way Variance Analysis: We consider the general case in which variables are measured for each individual group, and any direction in the p-dimensional sample of the groups is specified by the p-tuple . A multivariate observation can be converted into a univariate observation where . Furthermore, if a sample space is divided into groups, it is useful to recognize each element of this space using the notation , where refers to the group that the element belongs to, and is the location of the element in the group.
The objective of one-way variance is to find the optimal coefficients of the vector , which will yield the largest differences across groups and minimize the distances of elements within a group. The between-groups sum-of-squares and products matrix and the within-groups sum-of-squares and products matrix are defined by (12) and (13) where the labeling is analogous to that of . The sample mean vector in the group is and is the overall sample mean vector. Since , it can be verified that the sum of between-groups and within-groups components become (14) With sample members and groups, there are and degrees of freedom between and within groups respectively. A test of the null hypothesis that there are no differences in mean value among the groups is obtained from the mean square ratio (15) where is the between-group covariance matrix and is the within-groups covariance matrix. Maximizing with respect to is accomplished by finding such that differentiating equals zero, yielding , but at the maximum of , will be a constant (let ), so the required value of must satisfy (16) Equation (16) can be written as , indicating and must be an eigenvalue/eigenvector pair corresponding to the largest eigenvalue of . This result signifies the direction in the p-dimensional data space that tends to keep the within class distances small, simultaneously maintaining large between class distances, among various groups. In the case where or the original dimensionality is large, a single direction will provide a gross oversimplification of the true multivariate configuration. The term in (16) The space of all vectors is termed the canonical variate space. In this space, the mean of the group of individuals is . The Mahalanobis-squared distance between the and group is given by (17) Comparing (17) to the squared Euclidean distance of the group means in the canonical variate space, and substituting for and , we obtain (18) but it can be proved that . Thus, substituting for in (18) yields (17) . Hence, by constructing the canonical variate space as described above, the Euclidean distance between the group means is equivalent to the Mahalanobis distance in the original space. This distance accounts for the covariance and differential variance between variables, and is now the preferred measure of distance between two multivariate populations.
Multiresolution Region Merging: The texture channel obtained from the second module is combined with the color information to describe the characteristics of each region segmented by the region growth module. Using a multivariate analysis approach of all independent regions, the resultant Mahalanobis distances between groups is used to merge similar regions. A flowchart of the procedure is shown in Fig. 9 .
Up until now, the segmentation of the input image has been performed with the absence of information about the individual regions. Now that the image has been segmented into different groups, information can be gathered from each individual region. Given that we have four sources of information ( , ,
, and Texture) and individual regions displaying a different number of pixels per group, we require a suitable method to display the data in order to investigate relationships of the regions. The data can be modeled using an matrix, where is the total number of pixels in the image, and is the total number of variables that contain information about each pixel.
is the total number of groups in which the image has been segmented in the region growth procedure resulting in the matrix being composed of separate sets. The objective is to obtain a mean value for each group used for comparison with the other groups. The method used to achieve this objective is a one-way analysis of variance, explained in detail previously.
From the one-way analysis, we obtain the Mahalanobissquared distances for each pair of groups. The algorithm uses these distances to locate and merge similar groups. Once a group has been merged, its similarity to the others is unknown but required if the new group needs to be merged to other similar groups. To prevent the need to re-evaluate the Mahalanobis distances for various groups after each stage of the region merging procedure, an alternate approach is introduced. Having the distances between groups, the smallest distance value is found, corresponding to a single pair of groups. Therefore, we increase the similarity value until a larger set of group pairs is obtained. Empirically determined, five group pairs were found to be an adequate number to reduce computation time without merging groups inadequately. We begin by merging the smallest group in this set and then continue to merge the next larger group. After the first merge, a check is performed to see if one of the groups being merged is now part of a larger group. In this case all the pair combinations of the groups should belong to the pairs selected initially in the set to be merged together. Once all the pairs of the set have been processed, the Mahalanobis distance is recomputed for the new segmentation map, and the process is repeated until either a desired number of groups is achieved or the smallest distance between groups is larger than a minimum acceptable similarity value between two arbitrary groups. The first criterion aids in achieving a workable number of groups in order to do further processing, and the second criterion assures that all images display a similar level of segmentation. We have set the desired number of groups to be 50 and the minimum acceptable similarity value to be 2; however, these could be varied depending on the application for which this algorithm is being used.
IV. EVALUATION OF SEGMENTATION ALGORITHMS
Initial evaluation methodologies were highly subjective and greatly dependent on intuition. However, the ever growing applications and diverse methods of segmenting images over the last decade, has resulted in the evolution of various evaluation metrics to analyze the performance and effectiveness of these methods. A survey of some of the earliest evaluation metrics can be found in [29] , where, in general, supervised evaluations utilized one reference image for evaluation, while their unsupervised counterparts utilized requirements, utilities, complexity, etc., of algorithms.
More recently, effective evaluation methodologies have become more generic yet application specific like the one proposed by Jaime et al. [30] . In a broad perspective, the evaluation was based on distances between partitions with multiple regions to overcome the limitations of some of the earlier existing techniques which dealt with only two distinct objectsforeground and background. Feng et al. [31] proposed an evaluation based on the arbitrary segmentation algorithm's capability of separating foreground from background objects utilizing a small number of segments.
To objectively measure the quality of our segmentation results, we have chosen a recently proposed evaluation metric called the Normalized Probabilistic Rand (NPR) index. The NPR evaluation method reported in [32] and [33] is summarized in this section. The essence and effectiveness of the NPR lies in the fact that it compares results obtained from a tested algorithm to a set of multiple manually segmented ones for a given image taking into consideration the variability across the manual segmentations. Furthermore, this set is imperative for segmentation evaluation, as there is not a single correct outcome for an image; consequently, the set of multiple perspectives of correct segmentations becomes the corresponding groundtruths for that image. The NPR technique is very generic and is not application specific like some of the earlier ones, modeled to account for variability in human perception.
As its name implies, the NPR is a normalization of the Probabilistic Rand (PR) index. The PR index allows comparison of a test segmentation result to a set of multiple ground-truth segmentation images through a soft nonuniform weighting of pixels pairs as a function of the variability in the ground-truth set [33] . Assume that the ground truth set is defined as of an image consisting of pixels. Let be the segmentation that is to be compared with the manually labeled set. We denote the label of pixel as in the test segmentation and as in the manual segmentation. The PR models label relationships for each pixel pair, where each human segmenter provides information about each pair of pixels as to whether the pair belongs to the same group or belongs to different groups. The set of all perceptually correct segmentations defines a Bernoulli distribution for the pixel pair, giving a random variable with an expected value denoted as . The set for all unordered pairs defines a generative model of correct segmentations for the image .
The Probabilistic Rand index is defined as (19) This measure takes values between 0 and 1, where 0 means have no similarities, and 1 means all segmentations are equal. Although the summation in (19) is over all possible pairs of N pixels, Unnikrishnan et al. [33] showed that the computational complexity of the PR index is . The NPR index establishes a comparison method, which meets the following requirements for comparison correctness: 1) Images whose ground-truth segmentations are not well defined cannot provide abnormally large values of similarity.
2) The comparison does not assume equal labeling of groups or same number of groups. 3) Boundaries that are well defined by the human manual segmentation are given greater importance than those regions that contain ill-defined boundaries. 4) Scores provide meaningful differences between segmentations of different images and segmentations of the same image.
The NPR is defined as (20) where the maximum possible value of the PR is 1 and the expected value of the PR index is computed as (21) where is defined as the weighted sum of . Let be the number of images in a data set and the number of ground-truth segmentations of image . Then, can be expressed as (22) The normalization of the Probabilistic Rand is important, since it provides a meaningful value of similarity when segmentations of the same image are compared and a low value of similarity for segmentations of different images.
V. RESULTS AND DISCUSSIONS
Until recently, different segmentation algorithms demonstrated their effectiveness by displaying results obtained on a limited set of images. To the contrary, we evaluate the quality of our segmentation results by the calculating the NPR index as summarized in Section IV. Due to the fact the calculated NPR index varies depending on the image's segmentation ground-truth utilized in the evaluation process, they are required to display the following characteristics: 1) They cannot be chosen selectively to favor a given algorithm. 2) They display various scenarios with multiple levels of complexity. 3) They contain more than one individual perspective. 4) They can be accessed by anyone for performing the same test on diverse algorithms.
Such a set has been made publicly available by the University of California at Berkeley. This database provides 1633 manual segmentations for 300 images created by 30 human subjects [34] . Moreover, for our evaluation, state-of-the-art algorithms were chosen to furnish a fair indication of the quality of segmentation results achieved. These segmentation techniques are fusion of color and edge information for improved segmentation and edge linking (GRF) [6] , the unsupervised segmentation of color-texture regions in images and video (JSEG) [17] , and our new algorithm automatic image segmentation by dynamic region growth and multiresolution merging (GSEG). To prevent any discrepancies, all the available images were segmented using the above mentioned segmentation algorithms on the same machine. The testing computer has a Pentium 4 CPU 3.20GHz, and 3.00 GB of RAM. The GRF and JSEG algorithms were run from the executable file provided by the Rochester Institute of Technology and the University of California at Santa Barbara, respectively. The proposed method was implemented using MATLAB version R2007a.
The results of the GSEG algorithm at different stages are presented in Fig. 10(a)-(f) . The input RGB image and its CIE counterpart are shown in Fig. 10 (a) and (b), respectively. The outcome of gradient computation on the color converted input image, shown in Fig. (10c) . The seed map at the end of the region growth procedure, obtained utilizing thresholds that are generated adaptively, is displayed in Fig. 10(d) . Observe that this interim result is oversegmented, due to reasons specified in Section III-B. The texture channel generated using color quantization and local entropy calculation is depicted in Fig. 10(e) . The segmentation map at the end of the region merging algorithm is shown in Fig. 10(f) .
Results obtained from the GSEG in comparison to the previously mentioned segmentation methods, are shown in Figs. 11-15 . An image with less complex content is shown in Fig. 11(a) . The image has relatively uniform color information without much variation due to illumination, and the absence of texture in all its regions, renders it to be a simple image to segment. The results shown in Fig. 11(b)-(d) , obtained from the GRF, JSEG and GSEG for this image appear to be similar. Conversely, it can be seen that in case of the GRF and the JSEG segmentation results, the foliage is partitioned as two different regions in spite of their color of being similar. This is overcome by our new multiresolution merging procedure that merges these regions which are almost separate in the image. Clear advantages can be seen on the level of detail achieved in our segmentation results in comparison to the GRF and JSEG, for images with higher complexity. The "Face" image in Fig. 12(a) represents a moderately complex image with dissimilar texture content associated with the skin, hat and robe of the person. Observed that in Fig. 12(b) and (c), the GRF and JSEG algorithms over segment this image due to the texture and illumination disparity seen in various regions. However, our algorithm employs the CIE color space where the channel contains the luminance information in the image, incapacitates the illumination problem. Furthermore, our texture model has been effective in handling different textures as seen in Fig. 12(d) . Segmenting textured regions becomes a harder challenge when regions with diverse textures are extremely similar in color. In such scenarios, a good texture descriptor is indispensible. Fig. 13(a) represents an image of a Cheetah which has a skin tone that almost matches its background making it extremely difficult to segment it based on just color information. The GRF and JSEG results shown in Fig. 13(b) and (c) illustrates the effect of an indistinct texture descriptor for segmentation. The GSEG algorithm in comparison has been able to achieve a good segmentation illustrating the robustness of our texture model in handling highly complex images.
Results obtained for the following set of images demonstrate the advantages of our initial clustering technique to overcome problems of varying illumination, as discussed previously. These images represent instances of largely varying illumination conditions in comparison to previous examples, as well as occlusions by foreground objects. Segmentation results of the "London" image are depicted in Fig. 14. Observe that although the GRF algorithm produces a clear segmentation where the boundaries of the segments match the boundaries of the object as seen in Fig. 14(b) , it suffers from over segmentation in the sky region. This is due to the use of predetermined number of clusters for segmentation. This phenomenon of over segmentation can also be observed with the JSEG algorithm [see Fig. 14(c) ] owing to the fact that the initial clusters are based on the quantization of colors that causes varying shades of colors to produce a number of clusters. In this image the sky has been over segmented, because the change of light provides different shades of blue. This problem of varying illumination has yet again been well tackled by the GSEG algorithm which employs a region growth procedure that does not exclusively depend on the initial assignment of clusters, as seen in Fig. 14(d) . This aspect of the GSEG algorithm has also enabled it to segment even fine details such as text with great efficiency unlike the GRF and JSEG, as illustrated in results in Fig. 15 .
Observe that the word "Castrol" as seen in Fig. 15(a) is segmented out at multiple locations with near perfection by the GSEG algorithm as seen in Fig. 15(d) . Yet again, the GRF and JSEG cause over segmentation in regions representing the motorway due to varying illumination, as seen in Fig. 15(b) and (c) . In addition, the efficiency of the GSEG algorithm in handling the background occlusion problem discussed earlier is emphasized in the "London" and "Cars" results. In Fig. 14(d) the sky region inspite of being completely occluded by the clock tower has been segmented out as a single region and in Fig. 15(d) the motorway has been segmented as one region even though the cars occlude it almost entirely. In these results, multiple regions are assigned to the same class, yielding a reduction in the total number of classes without losing information obtained from multiple similar regions that are not adjacent to each other. This has been possible only due to our unique region merging procedure.
The normalization factor was computed by evaluating the Probabilistic Rand for all available manual segmentations, and the expected index obtained was 0.6064. A comparison of our evaluation, for the segmentation results obtained from the three methods, is displayed in Table II . This table shows that our algorithm has the highest average NPR score, and the variance of the NPR scores has the narrowest spread, illustrating that our algorithm performs consistently better than the other algorithms qualitatively and quantitatively. In addition, the GSEG has an average computation time comparable to the JSEG, considering the different environments in which they were developed.
The distribution of the NPR scores for the Berkeley database is displayed in Fig. 16 . This figure illustrates our algorithm peaking at a NPR score of 0.8, ahead of JSEG's 0.7 and GRF's 0.55. When using the NPR scores to create a cumulative percentage of images below a specific NPR score (see Fig. 17 ), the curve representing the GSEG method always stays to the right. This shows that for any NPR score, the GSEG method has a larger number of images segmented with a higher NPR value than the JSEG and GRF methods.
Figs. 18-21 provide additional results to observe the algorithm performance on various scenes. Table I exhibits the NPR score comparison of all displayed results. Additionally, our algorithm was tested on a database of several hundred images with varying complexity and similar results were observed, indicating the algorithm's robustness to various image scenarios. 
VI. CONCLUSION
This work presents a computationally efficient method designed for automatic segmentation of color images with varied complexities. The GSEG algorithm is primarily based on color-edge detection, dynamic region growth, and culminates in a unique multiresolution region merging procedure. The algorithm has been tested on a large database of images including the publicly available Berkeley database, and the quality of results show that our algorithm is robust to various image scenarios and is superior to the results obtained on the same image when segmented by other methods, as can been seen in the results displayed.
