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Introduction générale
Afin d’améliorer les performances de discrétion et de réduire les coûts de
conception, les industriels ont de plus en plus recours aux méthodes numériques
pour modéliser la signature radar des aéronefs. Les intervenants tendent à utiliser
la simulation numérique dans les phases d’avant-projet et limitent les mesures aux
validations sur les configurations très complexes en phase de développement. Parmi
les raisons de ce changement d’approche, on peut citer les charges et les contraintes
qui sont afférentes aux mesures : difficulté et coût élevé des expérimentations,
aéronefs de grande taille, nécessité de la réalisation d’une maquette ou de sous-
ensembles, etc. ...
Un des grands défis que doit actuellement relever le secteur de l’aéronautique de
défense est donc d’améliorer, de fiabiliser et d’accélérer les moyens de prédiction
de la signature radar utilisés pour la conception des aéronefs de grande taille
radioélectrique.
Les méthodes actuelles pour traiter le problème de diffraction d’une onde plane
par un aéronef pour des fréquences allant de 100MHz à 20GHz, en domaine
fréquentiel, se répartissent en deux catégories : les méthodes dites exactes (ou “full-
wave”) et les méthodes asymptotiques.
Les méthodes exactes, utilisées lorsque les dimensions de l’objet sont de l’ordre
de quelques longueurs d’onde, reposent sur la discrétisation géométrique de l’objet.
Ces méthodes se classent également en deux catégories, les méthodes volumiques
et les méthodes surfaciques. Les premières (basées sur les éléments finis volumiques
[49, 59]) imposent une discrétisation du domaine de propagation et conduisent à un
système linéaire creux, tandis que les secondes (basées sur les équations intégrales
[65, 26]) utilisent une discrétisation de la frontière de l’objet et conduisent à un
système linéaire dense. La taille du problème à résoudre dépend de la discrétisation
choisie. Celle-ci repose, dans les deux cas, sur un maillage dont la taille des éléments
est une fraction de la longueur d’onde. Il existe des méthodes intégrant les fortes
oscillations dans la formulation (approximation par fonctions d’onde) et diminuant
donc le nombre d’éléments nécessaires pour atteindre la précision requise, mais elles
sont encore actuellement du domaine académique.
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Ainsi malgré l’accroissement des moyens informatiques et le développement de
nouvelles techniques de résolution comme les méthodes multipôles [35, 32] dans le cas
surfacique, qui ont permis de gagner un ordre de grandeur sur les problèmes traités,
les techniques actuelles ne permettent pas d’envisager le calcul par les méthodes
exactes à haute fréquence (bandes X et Ku, soit de 8 à 17GHz) de la signature
radar d’une cible de grande taille comme un missile de croisière.
Les méthodes asymptotiques reposent sur une approximation haute fréquence
des phénomènes physiques : l’objet étudié est supposé très grand devant la longueur
d’onde. Des approximations, basées sur des solutions canoniques, peuvent alors
être réalisées sur la propagation de l’onde électromagnétique et sur son interaction
avec les surfaces physiques de l’objet. Parmi les principales méthodes, on trouve
différentes théories comme l’Optique Géométrique, la Théorie Géométrique de la
Diffraction [51], l’Optique Physique, la Théorie Physique de la Diffraction [83], qui
permettent de prendre en compte différents phénomènes physiques. Ces méthodes
sont très rapides et permettent de traiter industriellement des objets de grande taille.
Cependant, leur précision dépend des dimensions de l’objet par rapport à
la longueur d’onde. Dans le cas d’aéronefs, ces méthodes s’appliquent donc
correctement pour la diffraction de l’onde par le fuselage, les voilures, etc. Elles
sont cependant beaucoup moins précises pour les entrées d’air et pour les autres
“irrégularités” de surface comme les antennes, les jonctions, etc. Or pour la
conception d’aéronefs discrets ou furtifs, il est nécessaire de prédire très correctement
ces phénomènes car ils sont alors prépondérants dans leur signature.
Le calcul de la signature radar d’un missile se trouve donc confronté à des
phénomènes physiques à la fois basse fréquence et haute fréquence. Les méthodes
usuelles ne peuvent donc être employées de façon satisfaisante pour calculer la
signature radar à haute fréquence d’un missile complet.
Les travaux réalisés dans cette thèse ont donc pour objectif de proposer une
méthode d’hybridation entre les méthodes exactes et asymptotiques pour calculer la
signature radar d’un missile (ou plus généralement d’un aéronef) afin de tirer partie
des potentialités des deux méthodes.
Un certain nombre de travaux d’hybridation entre les méthodes exactes et
asymptotiques ont déjà été réalisés [81, 50, 48, 2]. Cependant, aucun d’entre eux
ne permet actuellement de calculer industriellement de façon efficace et performante
la signature radar d’un missile complet.
Plan de la thèse
Nous allons dans le chapitre 1 situer précisément la problématique industrielle
qui nous intéresse. Nous dégagerons alors le problème modèle qui est étudié dans
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ce travail, il s’agit du problème de la diffraction d’une onde plane par un corps de
grande taille comportant une cavité profonde.
Les approches choisies pour ce travail, reposant essentiellement sur des
techniques de décomposition de domaine, ont tout d’abord été validées dans le cas
bi-dimensionnel d’une onde TE avant d’être appliquées au cas tri-dimensionnel.
Au chapitre 2, nous présentons les différentes techniques de décomposition de
domaine afin de bien situer celles qui sont utilisées ici. C’est également sous cet angle
que nous introduirons le couplage exact-asymptotique.
Le travail se décompose alors en trois parties qui correspondent aux trois étapes
de résolution du procédé hybride. La première partie concerne le traitement de
l’intérieur de la cavité par une méthode exacte originale, de type sous-structuration
avec une résolution frontale. La deuxième partie précise la méthode de décomposition
de frontière utilisée pour traiter le problème posé sur la partie externe de l’objet.
Enfin la troisième partie concerne l’introduction d’une méthode asymptotique dans
le traitement de la partie externe de l’objet.
Première partie
Nous développons dans la première partie la méthode de sous-structuration et
de résolution frontale que nous avons choisie pour traiter le problème à l’intérieur
de la cavité.
Pour cela, nous commençons par rappeler au chapitre 3 les méthodes exactes
utilisées usuellement pour résoudre les problèmes de taille “raisonnable”. Nous
détaillons les principes des méthodes exactes, et plus particulièrement des équations
intégrales puis nous abordons les nouvelles méthodes récemment développées pour
le traitement de l’intérieur des cavités.
Nous définissons alors dans le chapitre 4 un procédé original de factorisation de
la cavité basé sur les équations intégrales pour le cas bi-dimensionnel. Ce procédé
permet de ramener le problème initial à un problème posé sur l’ouverture de la
cavité. Une analyse modale nous permet d’analyser les sources d’erreurs dans le
procédé que nous proposons et de le comparer aux méthodes conventionnelles.
Nous effectuons dans le chapitre 5 une analyse mathématique de cette méthode
dans le cas bi-dimensionnel et établissons au niveau théorique la stabilité et la
solvabilité du procédé de discrétisation.
Nous étendons alors ce procédé au cas tri-dimensionnel dans le chapitre 6.
Deuxième partie
Nous définissons dans cette deuxième partie la méthode de décomposition de
frontière utilisée pour traiter la partie externe de l’objet considéré.
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Pour cela, nous étudions dans les chapitres 7 et 8, dans les cas bi-dimensionnel
et tri-dimensionnel respectivement, la résolution par une méthode de Schwarz
additive du problème obtenu sur l’ouverture de la cavité et le domaine extérieur
après la factorisation précédente. Cette méthode de décomposition de frontière avec
recouvrement permet de décomposer le problème en plusieurs sous-problèmes de
taille réduite et d’introduire différents types de résolution dans chacun de ces sous-
problèmes.
Troisième partie
La troisième partie est dédiée à l’utilisation d’une méthode asymptotique pour
la résolution du problème posé sur la frontière externe de l’objet par la méthode de
décomposition de frontière définie précédemment.
Nous décrivons dans le chapitre 9, les méthodes asymptotiques et plus
particulièrement les principales méthodes de rayons (Optique Géométrique, Théories
Géométrique et Uniforme de la Diffraction) et de courants équivalents (Optique
Physique, Théorie Physique de la Diffraction).
Nous traitons alors dans le chapitre 10 le démonstrateur bi-dimensionnel de
l’hybridation entre une méthode exacte et une méthode asymptotique pour le
calcul de la diffraction d’une onde plane par une cavité contenue dans un objet
de taille importante par rapport à la longueur d’onde. Cette méthode repose sur
une approximation haute fréquence du rayonnement des courants surfaciques situés
sur l’ouverture de la cavité. De bons résultats étant obtenus pour ce démonstrateur
bi-dimensionnel, les chapitres suivants concernent la mise en œuvre de ce procédé
dans le cas tri-dimensionnel.
Nous présentons alors dans le chapitre 11 la méthode permettant de passer
d’une nappe de courants surfaciques à une approximation haute fréquence de
son rayonnement tri-dimensionnel suivant des rayons. La méthode choisie repose
sur le rayonnement dans le domaine extérieur suivant une onde sphérique des
courants élémentaires (méthode GRE [23]). Nous y détaillons la méthode ainsi que
l’implémentation informatique.
Enfin, nous étudions dans le chapitre 12 le procédé tri-dimensionnel hybride
exact / asymptotique. Nous détaillons la mise en œuvre de ce procédé dans le cas
de deux frontières disjointes puis avec recouvrement. Nous présentons les résultats
numériques obtenus sur des cas tests du workshop EM JINA, dont une configuration
représentative d’un missile aérobie, c’est-à-dire avec entrées d’air.
Nous concluons sur les perspectives du procédé hybride défini dans ce travail.
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Communications et publications
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Chapitre 1
Le contexte industriel du problème
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1.1 Le problème industriel
Le problème industriel consiste à modéliser numériquement la diffraction
en champ lointain d’une onde plane électromagnétique par un aéronef, et plus
particulièrement un missile aérobie (figure 1.1) en vue d’étudier ses propriétés de
discrétion (signature radar polarimétrique).
Afin d’analyser et de caractériser la signature radar d’un missile complet, des
techniques d’imagerie sont couramment utilisées. Elles nécessitent d’échantillonner
finement (au pas de Shannon) la signature radar sur un large domaine en incidence
et en fréquence. Des méthodes inverses de traitement du signal ou autres permettent
de trouver les principaux contributeurs à la signature du missile. En agissant sur ces
derniers, une optimisation est alors possible.
La définition géométrique des missiles provient généralement de bureaux
d’études de conception mécanique et n’est généralement pas conçue initialement
pour l’utilisation d’un code de prédiction électromagnétique. Il est en général assez
difficile d’en extraire une maquette de calcul électromagnétique, en particulier pour
les méthodes exactes. Les formes utilisées sont donc assez éloignées des formes
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Fig. 1.1 – Missile générique NASA
canoniques utilisées pour étudier les problèmes électromagnétiques. De plus, ces
géométries sont
– constituées d’assemblages plus ou moins complexes, de formes elles-mêmes
plus ou moins complexes,
– décrites à un niveau de détail plus ou moins avancé, mais pas forcément
pertinent du point de vue électromagnétique,
– partiellement recouvertes de matériaux non parfaitement conducteurs,
– etc.
La méthode proposée doit donc être compatible avec les possibilités des outils
industriels existants de préparations des données. Elle doit également limiter les
interventions nécessaires sur la géométrie pour en obtenir une maquette de calcul
électromagnétique.
Les phénomènes contribuant le plus significativement à la signature radar d’un
aéronef sont généralement,
– les réflexions spéculaires sur le corps du missile (fuselage, dérives, gouvernes,
empennages, ...),
– les structures “ré-entrantes” (comme les renfoncements, les entrées d’air, les
cavités, les concavités, les antennes, les radômes de pointe avant, etc.) qui
“piègent” l’énergie de l’onde incidente et la réémettent généralement dans la
direction de l’émetteur,
– les réflexions sur des configurations de type dièdres ou trièdres (par exemple
entre le fuselage et les gouvernes) pour lesquelles l’onde sera réfléchie dans la
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direction de l’émetteur quel que soit l’angle incident,
– les diffractions sur les discontinuités de géométries comme les arêtes (ruptures
de pente) ou les jonctions,
– les ondes rampantes, qui se propagent le long de géodésiques (généralement le
long de surfaces courbes, etc.).
Réflexions
spéculaires
Structures
“ré-entrantes”
(énergie piégée)
Dièdres
Diffraction d’arêtes
Ondes rampantes
Fig. 1.2 – Phénomènes majeurs de diffraction sur un missile
Les phénomènes spéculaires et dans une moindre mesure les diffractions d’arêtes
sont correctement pris en compte par les méthodes asymptotiques. Nous nous
intéressons dans le cadre de ces travaux aux contributions liées aux entrées d’air,
antennes et jonctions, et à leurs éventuelles interactions avec le corps du missile.
Les entrées d’air, les antennes et les jonctions peuvent être considérées comme des
cavités, plus ou moins profondes, parfaitement conductrices ou non.
Le problème qui nous intéresse est donc essentiellement le calcul de l’effet sur
la signature radar d’une cavité incluse dans un objet de taille importante. De fortes
interactions peuvent avoir lieu entre la cavité et le reste de l’objet. Afin de disposer
d’une méthode générale, la cavité est supposée profonde et étroite.
La méthode définie dans ces travaux doit donc permettre, à terme, de prédire de
façon fiable la signature radar polarimétrique d’une configuration de missile aérobie,
en multi-fréquences et en multi-incidences avec les deux contraintes suivantes. Le
nombre d’opérations à effectuer sur la géométrie, fournie par le bureau d’études sous
forme de CAO, doit rester limité. Les temps de calcul doivent rester compatibles avec
une utilisation dans le cadre de projets de recherche et développement dont la durée
des phases est assez limitée (quelques mois).
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1.2 Le problème modèle
Le problème modèle consiste donc à déterminer, en régime harmonique, la
diffraction en champ lointain d’une onde plane par un objet de grande taille
comportant une cavité profonde.
1.2.1 Définition du problème électromagnétique
Le problème harmonique est caractérisé par une dépendance en temps
sinusoïdale des grandeurs électromagnétiques, exprimée par un facteur e−iωt, ω étant
la valeur d’une pulsation. La longueur d’onde associée est
λ =
2pic
ω
,
où c est la vitesse des ondes électromagnétiques dans le vide. Cette célérité c est
définie à partir des constantes de permittivité ²0 et de perméabilité µ0 du vide,
c = 1/
√
²0µ0.
L’impédance caractéristique Z0 du vide est également obtenue à partir des constantes
²0 et µ0,
Z0 =
√
µ0/²0.
Enfin, le nombre d’onde k caractérisant la propagation spatiale de cette onde vaut
k =
2pi
λ
.
L’onde plane harmonique est définie à partir du nombre d’onde k, de la direction
d’incidence νˆ, caractérisée par les deux angles (θ, φ) (figure 1.3),
νˆ = −rˆ = −
sin θ cosφsin θ sinφ
cos θ
 , (1.1)
et de sa polarisation décomposée suivant les deux polarisations canoniques θ ou φ.
Ces dernières sont respectivement définies par
Eincθ (x) = E
0
θ e
ikν·x θˆ, (1.2)
Eincφ (x) = E
0
φ e
ikν·x φˆ. (1.3)
On note également (parfois) k le vecteur kνˆ.
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x
y
z
O
θˆ
φˆ
rˆ
θ
φ
r
Fig. 1.3 – Définition du repère sphérique et des vecteurs associés à l’onde incidente
1.2.2 Définition de l’objet modèle
L’objet modèle choisi doit permettre de représenter schématiquement les cas
industriels qui nous intéressent. Pour cela, il consiste en un objet de grande taille
radio-électrique, correspondant au fuselage d’un aéronef par exemple, comportant
une cavité profonde, qui représente, ainsi, aussi bien une entrée d’air, une jonction
ou une antenne.
Remarque 1.2.1 Nous nous sommes limités dans cette thèse à l’étude de
configurations parfaitement conductrices.
Soit D un domaine compact de R3 correspondant à l’intérieur de cet objet,
comme représenté sur la figure 1.4. Soit Γ sa frontière supposée régulière, Ω son
complémentaire dans R3 et nˆ la normale sortante du domaine D.
1.2.3 Problème modèle
Le problème modèle s’écrit à partir des équations de Maxwell en régime
fréquentiel sur l’objet défini au paragraphe précédent.
Le problème aux limites associé dans Ω est le suivant,
∇×E − ikZ0H = 0 dans Ω,
∇×H + ikZ−10 E = 0 dans Ω,
nˆ × (E × nˆ) = 0 sur Γ,
(1.4)
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Fig. 1.4 – Définition de l’objet modèle
avec la condition de radiation de Silver-Muller à l’infini
lim
R→∞
∫
|x|=R
∣∣xˆ × ((E(x)−Einc(x))× xˆ)+ Z0 (xˆ × (H(x)−H inc(x)))∣∣2 = 0.
(1.5)
Le champ
(
Einc, H inc
)
est le champ incident en l’absence de l’objet (dans notre
cas, une onde plane comme définie précédemment) ; (E, H) est le champ total en
présence de l’objet.
1.2.4 Calcul de la Surface Equivalente Radar
La Surface Equivalente Radar (ou SER) est une mesure de l’énergie diffractée
dans une direction donnée par la cible illuminée par une onde plane. Afin de ne
pas dépendre de la distance au point d’observation, mais seulement de sa direction,
la SER est normalisée par un facteur 4pir2 pour compenser la variation en 1/r de
l’intensité du champ diffracté.
La SER fréquentielle polarimétrique, fonction de k, est une fonction qui
caractérise complètement la rétrodiffusion de la cible. Il s’agit de son écho, en réponse
à une forme d’onde précise. Il est possible d’en déduire la réponse de la cible à une
forme d’onde quelconque par convolution. Elle est définie de la façon suivante,
SERm2 = lim
|r|→∞
4pir2
|Ediff|2
|Einc|2 , (1.6)
où Ediffr est le champ électrique diffracté et Einc le champ électrique incident. La
SER est homogène à une surface, et est souvent exprimée par les radaristes en dBm2,
SERdBm2 = 10 log10 SERm2 . (1.7)
Lorsque l’éclairement et l’observation sont situés dans la même direction, la SER
obtenue est appelée SER monostatique et dans le cas contraire SER bistatique.
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Nous allons utiliser les méthodes de décomposition de domaine pour développer
des procédés appropriés pour le traitement de la cavité et pour le couplage
exact/asymptotique.
L’idée principale des méthodes de décomposition de domaine est de diviser le
domaine initial afin de se ramener à des problèmes de taille plus petite, plus faciles
à résoudre. C’est le principe “divide and conquer”.
De nombreuses méthodes de décomposition de domaine sont utilisées pour
résoudre les problèmes liés aux équations de Helmholtz. Nous ne dressons pas dans
ce chapitre un état exhaustif des méthodes de décomposition de domaine. Il s’agit
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seulement de présenter très brièvement les principales méthodes de décomposition
de domaine utilisées usuellement et leurs liens avec celles qui sont à la base des
techniques développées dans ce travail.
Ces méthodes se décomposent en deux familles : les méthodes sans et avec
recouvrement.
2.1 Méthodes sans recouvrement
Ces méthodes reposent sur l’expression des conditions de raccord entre les
données des sous-domaines aux interfaces.
2.1.1 Méthodes algébriques
On trouve dans les méthodes algébriques les méthodes basées sur la
décomposition algébrique de la matrice du système par un procédé de complément
de Schur ou non.
La méthode de complément de Schur a déjà été utilisée pour le traitement de
cavités (méthodes de tronçonnement de la cavité ou FE-BI frontal). Il s’agit de
factoriser partiellement la matrice du système initial. Cette méthode prend donc
toute son importance lorsqu’il est possible d’isoler (algébriquement ou par un autre
procédé) une partie de cette matrice. Souvent cette méthode n’est que la traduction
au niveau discret des procédés de sous-structuration que nous décrivons plus loin.
Dans le cas d’une matrice dense où il n’est pas aisé d’isoler certains blocs, cette
méthode n’est pas très adaptée.
2.1.2 Méthodes de sous-structuration
Le domaine de résolution est décomposé en sous-domaines. Des conditions de
raccord sont posées sur les frontières entre les sous-domaines de façon à ce que le
problème soit bien posé dans chacun des sous-domaines et que les solutions locales
soient les restrictions de la solution globale dans chacun des sous-domaines.
Pour cela, des conditions de raccord sont posées au niveau de l’interface
commune entre deux sous-domaines (figure 2.1). Lorsque l’équation aux dérivées
partielles intérieure a pour partie principale le laplacien, ces conditions sont
typiquement les suivantes sur l’interface commune entre deux sous-domaines O1
et O2,
u1 = u2 (2.1a)
∂n1u1 = −∂n2u2 (2.1b)
avec nˆ1 et nˆ2 les normales extérieures à O1 et O2 respectivement.
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O
∆u + k2u = 0
u = 0
O1
∆u1 + k
2u1 = 0
u1 = 0
u1 = u2 O2
∆u2 + k
2u2 = 0
u2 = 0∂n1u1 = −∂n2u2
Fig. 2.1 – Sous-structuration
Typiquement, on parle de méthodes de décomposition de domaine sans
recouvrement lorsque le procédé de résolution du problème global est itératif et
de méthode de sous-structuration lorsque la résolution est effectuée en une seule
itération. Souvent ces méthodes sont basées sur une détermination exacte ou
approchée de l’opérateur dit de Steklov-Poincaré qui à la donnée de Neumann associe
la donnée de Dirichlet.
Nous reviendrons sur ces méthodes ultérieurement.
2.1.3 Méthode de décomposition de domaine avec des
conditions de type Robin ou d’impédance
Pour améliorer la résolution des problèmes locaux (problèmes dans chacun des
sous-domaines) et la convergence du procédé itératif permettant d’obtenir la solution
globale, beaucoup de méthodes de décomposition de domaine sans recouvrement sont
basées sur une formulation des conditions de raccord (2.1) sous la forme équivalente
de conditions aux limites de type Robin [37, 42, 31, 19].
Pour les problèmes de propagation d’ondes, Desprès [37] a adapté les techniques,
initialement introduites par P.L. Lions pour le laplacien, à l’équation d’Helmholtz
en exprimant les conditions de raccord sous la forme d’une condition absorbante de
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la forme,
∂n1u1 + ηLu1 = −∂n2u2 + ηLu2, (2.2a)
∂n2u2 + ηLu2 = −∂n1u1 + ηLu1. (2.2b)
Pour un opérateur L autoadjoint inversible et η ∈ C, η 6= 0, ces conditions de raccord
sont équivalentes à celles de (2.1). Le choix de η permet d’assurer que les problèmes
locaux sont bien posés et améliore la rapidité de la convergence. Un choix usuel est
η = −i k. D’autres études ont cependant montré qu’il fallait introduire une partie
réelle dans η pour traiter la partie évanescente de la solution [20].
2.1.4 Méthodes FETI
Dans les méthodes FETI ([36] par exemple), les conditions de raccord aux
interfaces sont exprimées par l’intermédiaire d’un ou plusieurs multiplicateurs de
Lagrange.
Typiquement le problème peut se formuler, dans le cas de deux domaines, de la
façon suivante sur l’interface commune entre ces derniers,
∂n1u1 + ηLu1 = λ, (2.3)
∂n2u2 − ηLu2 = −λ. (2.4)
Le coefficient λ est appelé multiplicateur de Lagrange.
Afin que la solution du problème satisfasse les conditions initiales de raccord
(2.1) sur l’interface commune, une contrainte du type,
[∂nu− ηLu] = 0 (2.5)
est ajoutée au problème où [v] correspond au saut de v à travers l’interface commune
entre les deux domaines et u est la solution globale dont les restrictions aux deux
domaines sont u1 et u2.
Souvent la méthode FETI n’est que la traduction au niveau discret d’une
méthode de décomposition de domaine sans recouvrement comme celle introduite
par Després en y adjoignant les multiplicateurs de Lagrange. Ces derniers jouent le
rôle de variables d’interface [36, 16].
Les itérations de cette méthode sont généralement effectuées par une méthode
de type Krylov sur le problème vérifié par les variables d’interface. On se référera à
la littérature pour de plus amples détails sur ces méthodes (par exemple [36]).
2.1.5 Méthodes des courants équivalents
Les méthodes des courants équivalents sont des méthodes de décomposition de
domaine sans recouvrement.
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Le domaine est séparé en deux parties par le principe de superposition. Dans
chaque domaine, la contribution de l’autre domaine est remplacé par un courant
fictif rayonnant (figure 2.2). Il ne reste plus qu’à résoudre dans chacun des
domaines, un problème “local” auquel on ajoute une source. Ce problème peut être
avantageusement utilisé dans le cas de cavités où la surface de couplage se ramène
à l’ouverture de la cavité.
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Fig. 2.2 – Décomposition de domaine par les courants équivalents
La détermination du courant M peut être obtenue à partir du champ incident
(Einc ,H inc) dans le problème extérieur, en posantM = Eext×nˆ. Un calcul dans le
domaine intérieur permet d’obtenir la valeur itérée du courant M pour le domaine
extérieur. Il ne reste plus ensuite qu’à faire rayonner le courantM dans le domaine
extérieur, en présence du corps parfaitement conducteur.
Afin de prendre en compte les interactions successives entre les deux domaines,
il est nécessaire d’itérer ce processus.
Les courants équivalents sont beaucoup utilisés pour le couplage de méthodes
asymptotiques et de méthodes exactes [50, 48, 2, 72, 55]. En effet, le calcul dans les
deux domaines est découplé. Ainsi, il est possible d’utiliser une méthode exacte pour
le problème intérieur, et une méthode “asymptotique” pour le problème extérieur.
Le rayonnement des courants M dans le domaine extérieur, en présence du
corps parfaitement conducteur, est un problème difficile. Celui-ci peut être réalisé
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en considérant une approximation de la fonction de Green du domaine extérieur
(approximation demi-espace par exemple [48]), ou bien en utilisant le principe de
réciprocité [50, 2, 55].
2.1.6 Méthode de décomposition de domaine sans
recouvrement utilisée dans ce travail
Dans le cadre de ce travail, nous avons utilisé une méthode de sous-structuration
associée à la résolution de problèmes locaux. Cette méthode se rapproche de la
méthode FACTOPO [11]. Cependant, contrairement à la méthode FACTOPO qui
est basée sur l’utilisation de l’opérateur de Steklov-Poincaré, nous développons une
méthode qui traduit les équations dans chacun des sous-domaines par une relation
entre les données de Dirichlet et de Neumann.
L’avantage de cette approche est que dans chacun des sous-domaines le procédé
est toujours robuste contrairement aux méthodes basées sur la détermination de
l’opérateur de Steklov-Poincaré qui peut “bloquer” dans le cas où l’on est sur une
fréquence de résonance d’un des sous-domaines. Nous reviendrons sur cet aspect
ultérieurement (chapitre 5).
2.2 Méthodes avec recouvrement
Dès les années 1870, Schwarz proposait [76] une méthode itérative pour résoudre
certains problèmes simples d’équations aux dérivées partielles (EDP). Cette méthode
consistait à décomposer le problème initial en sous-problèmes posés chacun dans un
des sous-domaines du problème initial. La solution est obtenue de façon itérative en
résolvant les sous-problèmes et en transmettant la solution obtenue au domaine
voisin. Dans certains cas, des résultats théoriques assurent la convergence du
procédé.
Le développement important et récent des méthodes numériques, et en
particulier des méthodes itératives, pour résoudre les problèmes d’EDP a relancé
l’intérêt pour ces méthodes de résolution. La technique de Schwarz a été présentée
comme méthode de décomposition de domaine pour la résolution des équations aux
dérivées partielles par P.L. Lions [57]. Des travaux récents permettent aussi de traiter
les problèmes posés dans des domaines non fermés [12].
2.2.1 Méthode de Schwarz alternée
C’est la méthode qui se rapproche le plus de la méthode de Schwarz originale.
Il s’agit de décomposer le domaine de résolution initial O en sous-domaines Oi. Un
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problème du même type que le problème initial est résolu dans chacun des sous-
domaines Oi, les conditions aux limites sur les frontières avec les autres domaines
étant obtenues à partir de la solution dans les sous-problèmes voisins à l’itération
précédente (figure 2.3).
O
∆u + k2u = 0
u = 0
O1
∆u1 + k
2u1 = 0
u1 = 0 u
(n)
1 = u
(n−1)
2
O2
∆u2 + k
2u2 = 0
u2 = 0u
(n)
2 = u
(n−1)
1
Fig. 2.3 – Décomposition de domaine pour la méthode de Schwarz alternée
L’utilisation d’un recouvrement entre les sous-domaines permet d’améliorer la
convergence. Dans certains cas, le recouvrement est nécessaire pour obtenir une
convergence de l’algorithme.
2.2.2 Méthode de Schwarz additive
Les méthodes de Schwarz sont aujourd’hui principalement utilisées pour
accélérer la convergence de solutions itératives. On pourra se référer à [38, 40, 43, 18]
pour de plus amples détails sur les méthodes de Schwarz additives.
Soit une décomposition avec recouvrement {Oi}i=pi=1 du domaine O. Soit V
l’espace des solutions du système
AX = B (2.6)
représentant, par exemple, un problème d’EDP posé dans O. La matrice A est
supposée non singulière. On pose Vi le sous-espace de V lié à Oi. On a pour tout x
dans V ,
x =
p∑
i=1
xi, xi ∈ Vi. (2.7)
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Si l’on note n la dimension de l’espace V et ni celle des espaces Vi, la décomposition
de domaine étant avec recouvrement, on a
∑p
i=1 ni > n.
Soit Ri un opérateur de restriction de V vers Vi et RTi est un opérateur de
prolongation de Vi vers V . On pose Ai = RiARTi , qui correspond ainsi à la restriction
de A à Vi. On suppose que Ai n’est pas singulière.
La solution itérative du système (2.6) par une méthode de Schwarz additive est
obtenue par l’équation,
X(n+1) = X(n) + α
p∑
i=1
RTi A
−1
i Ri
(
B − AX(n)) (2.8)
avec 0 < α < 1 un facteur de relaxation. Ainsi chaque itération consiste à résoudre
un problème local dans chacun des sous-domaines. De plus, le problème local A−1
peut être résolu approximativement.
Ces méthodes sont beaucoup employées comme préconditionneur pour des
méthodes itératives de type Krylov, comme les méthodes GMRES, ...
2.2.3 Méthode de décomposition de domaine avec
recouvrement utilisée dans ce travail
Nous utilisons le formalisme des méthodes de Schwarz additives pour coupler les
équations relatives à la cavité, réduites à un système posé autour de l’ouverture de
cette dernière, et celles relatives au reste de la géométrie.
Dans le cadre d’une formulation par équations intégrales, Balabane et Tirel [1]
ont proposé une méthode qui peut être interprétée comme une méthode de
décomposition de domaine de type Schwarz additive lorsque l’obstacle est constitué
de deux parties disjointes. Nous reviendrons sur cet aspect dans la suite, car c’est
cet algorithme que nous étendrons au cas d’un obstacle d’un seul tenant.
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Méthodes Exactes pour les Cavités
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Le problème de diffraction
par une cavité
On s’intéresse dans cette partie au traitement intérieur de la cavité par une
méthode exacte. Les cavités considérées ici sont des cavités profondes et étroites
relativement à la longueur d’onde.
Les méthodes dites “exactes” (Eléments Finis, Equations Intégrales
principalement) sont les méthodes les plus adaptées au traitement de l’intérieur
d’une cavité générique, non canonique. Après un bref rappel sur les principales
méthodes exactes, nous verrons dans un second temps les méthodes exactes
spécifiquement adaptées aux problèmes de cavité (FE-BI et modales). Ces
deux méthodes utilisent une décomposition progressive de la cavité (une couche
d’éléments pour la méthode FE-BI et un tronçon “canonique” pour la méthode
modale) pour tirer avantage de la propriété de ces cavités : elles sont plus profondes
que larges. Ainsi la résolution du problème se fait sur la plus petite dimension de
la cavité. Notre méthode utilise également un tronçonnement de la cavité.
Afin de proposer une méthode efficace adaptée à l’ensemble des cavités, nous
avons voulu en définir une évitant les défauts de celles présentées précédemment
(dispersion pour les méthodes éléments finis, difficultés pour les tronçons non
canoniques pour les méthodes modales et possibilités de non inversibilité des
problèmes locaux pour les méthodes à complément de Schur). Les Equations
Intégrales ont l’avantage de ne pas être dispersives et de pouvoir traiter efficacement
des géométries complexes. Elles sont donc la base de la méthode développée dans le
cadre de cette thèse. Cette méthode sera décrite pour un problème bi-dimensionnel
puis tri-dimensionnel. Des résultats numériques seront présentés. Pour la résolution
2D, nous présenterons une étude modale des facteurs influant sur la précision (en
particulier la dispersion de la méthode numérique) et une analyse mathématique de
la méthode.
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3.1 Etude du problème modèle 2D
Afin de valider les approches choisies, nous avons, préalablement à l’étude 3D,
réalisé une étude bi-dimensionnelle, en polarisation TE. Le problème modèle 2D
associé est le suivant.
3.1.1 Le problème modèle
Soit D un domaine borné de R2 définissant les contours d’une cavité située dans
un objet parfaitement conducteur comme l’indique la figure 3.1. Soit Γ sa frontière, Ω
son complémentaire dans R2 et nˆ la normale sortante du domaine D. Le problème
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modèle consiste à déterminer la diffraction par cet objet d’une onde harmonique
plane, en polarisation TE.
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Fig. 3.1 – Définition du problème modèle 2D
L’axe d’invariance est l’axe x3, le domaine D est donc un domaine du plan
x = (x1, x2). La polarisation est dite transverse électrique TE si le champ électrique
est dans le plan de propagation. Le champ magnétique est alors orienté suivant l’axe
d’invariance x3. Inversement, l’onde est dite transverse magnétique TM si le champ
magnétique est dans le plan de propagation et le champ électrique est alors orienté
suivant l’axe d’invariance.
Nous avons choisi pour notre étude la polarisation TE. Des simplifications
s’opèrent alors sur les composantes des champs et le problème aux limites vérifié par
le champ. Le champ peut être complètement déterminé à partir de la composante
suivant x3 du champ magnétique, et l’équation vectorielle de Maxwell se ramène à
l’équation scalaire d’Helmholtz.
Résoudre le problème de diffraction en polarisation TE revient ainsi à résoudre
le problème aux limites suivant dans Ω,
∆u+ k2u = 0 dans Ω,
∂nu = 0 sur Γ,
lim
|x|→+∞
|x|1/2 (∂|x|(u− uinc)− ik(u− uinc)) = 0, (3.1)
où u est la composante suivant x3 du champ magnétique total, k > 0 est le nombre
d’onde et uinc est l’onde plane incidente dans R2.
A une normalisation près, on peut supposer que l’onde incidente est de la forme
uinc(x) = u0 e
ikνˆ·x et qu’elle se propage dans la direction donnée par νˆ,
νˆ = −θˆinc = −
(
cos θinc
sin θinc
)
.
En plus du champ en tout point de Ω, on s’intéresse à la SER de l’objet
étudié. La SER caractérise le rayonnement en champ lointain dans une direction
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θ donnée. Dans le cas bi-dimensionnel, il faudrait parler plus précisément de LER
(Longueur Equivalente Radar). Cependant pour simplifier les notations et par souci
d’homogénéité entre les cas 2D et 3D, on utilisera par abus de langage le terme SER.
Celle-ci sera alors exprimée en m ou dBm. Dans le cas bi-dimensionnel, on a
SERm(θ) = lim
|r|→+∞
2pir
|udiffr(x)|2
|uinc(x)|2 (3.2)
= lim
|r|→+∞
2pir
|u(x)− uinc(x)|2
|uinc(x)|2 (3.3)
= 2pi
|a(θ)|2
|u0|2 , (3.4)
où x est le point défini ayant pour coordonnées polaire (r, θ), u0 est l’amplitude de
l’onde incidente et a(θ) correspond à l’amplitude de diffusion dans la direction θ,
définie par
u(x) = uinc(x) +
eik|x|
|x|1/2 a(θ) +O
(
1
|x|3/2
)
. (3.5)
La valeur de la SER est le plus souvent exprimée en dBm,
SERdBm = 10 log10 SERm. (3.6)
3.1.2 Lien avec le problème tri-dimensionnel
Le modèle bi-dimensionnel correspond au cas d’une géométrie invariante et
infinie suivant l’axe x3. En supposant négligeable les effets de bord, il est possible
d’utiliser ce modèle dans le cas de géométries de translation (largeur L finie).
L’utilisation de la modélisation 2D permet alors de trouver plus rapidement et plus
simplement la SER d’une telle géométrie. La correspondance entre les modèles 2D
et 3D se fait suivant,
SERm2 =
2L2
λ
LERm. (3.7)
Pour la SER en dBm2, cela revient à ajouter une constante à la LER,
SERdBm2 = LERdBm + 10 log10
(
2L2
λ
)
. (3.8)
La démonstration de cette formule peut se faire en considérant le rayonnement à
l’infini d’un cylindre, les effets de bord étant négligés. Ces effets de bords sont moins
significatifs pour les objets dont la longueur de translation est importante et pour la
polarisation TM, lorsque le champ électrique est orthogonal aux bords. Cependant,
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nous étudions dans ce travail la polarisation TE car elle est physiquement plus
significative dans les cavités. La figure 3.2 compare, à 10 GHz, la LER monostatique
de la cavité COBRA (définie en annexe A.1, page 251), corrigée suivant (3.8), à la
SER monostatique calculée par une méthode 3D.
3.1.3 Résolution par Equations Intégrales
Les résultats suivants sont issus de [26, 33, 65, 15, 17] auxquels on pourra se
référer pour de plus amples détails.
3.1.3.1 Représentation Intégrale - Propriétés des potentiels
La solution du système (3.1) dans Ω peut être déterminée explicitement à partir
des traces sur Γ dans Ω, uΩ et ∂nuΩ, et d’un prolongement de u satisfaisant l’équation
d’Helmholtz dansD, uD et ∂nuD. Ces traces sont les données de Cauchy de l’équation
d’Helmholtz, appelées aussi inconnues physiques ou courants équivalents pour les
physiciens,
uΩ(x) = lim
z∈Ω→x∈Γ
u(z), uD(x) = lim
z∈D→x∈Γ
u(z) (3.9)
∂nu
Ω(x) = lim
z∈Ω→x∈Γ
∂nu(z), ∂nu
D(x) = lim
z∈D→x∈Γ
∂nu(z). (3.10)
Soient p et λ les sauts des traces u et ∂nu à travers Γ,
p = [∂nu] = ∂nu
D − ∂nuΩ, (3.11)
λ = [u] = uD − uΩ. (3.12)
Lorsque le prolongement est égal à zéro dansD, λ et p correspondent, à une constante
multiplicative près, respectivement aux courants électriques et magnétiques de
surface équivalents sur Γ.
La solution u admet dans R2 \ Γ la représentation intégrale,
u(x) = Vp (x) +Nλ(x) + uinc(x) x ∈ R2 \ Γ , (3.13)
où Vp est le potentiel de simple-couche créé par la densité p et Nλ le potentiel de
double-couche créé par la densité λ,
Vp (x) =
∫
Γ
G(x, y) p(y) dΓ(y) , x 6∈ Γ, (3.14)
Nλ (x) = −
∫
Γ
∂nyG(x, y)λ(y) dΓ(y) , x 6∈ Γ. (3.15)
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Fig. 3.2 – Comparaison de la LER monostatique corrigée et de la SER monostatique
de la cavité COBRA à 10 GHz
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La fonction de Green G(x, y) est relative à la solution élémentaire de l’équation
d’Helmholtz
∆E + k2E = −δ0 dans D′(R2) (3.16)
et vérifie la condition de radiation de Sommerfeld,
G(x, y) =
i
4
H
(1)
0 (k|x− y|), x 6= y, (3.17)
où H(1)0 = J0 + iY0 est la fonction de Hankel de première espèce d’ordre 0.
Les potentiels de simple et double couche V etN sont respectivement continus et
discontinus à la traversée de Γ. Leurs traces sont données par les formules suivantes
en tout point régulier x ∈ Γ (i.e. tel que Γ admet une tangente au point x),
lim
z∈Ω→x
(Vp) (z) = V p (x), lim
z∈D→x
(Vp) (z) = V p (x), (3.18)
lim
z∈Ω→x
(∂nVp) (z) = Kp (x)− 12 p (x), limz∈D→x (∂nVp) (z) = Kp (x) +
1
2
p (x),
(3.19)
lim
z∈Ω→x
(Nλ) (z) = Nλ (x)− 1
2
λ(x), lim
z∈D→x
(Nλ) (z) = Nλ (x) + 1
2
λ(x),
(3.20)
lim
z∈Ω→x
(∂nNλ) (z) = Dλ (x) lim
z∈D→x
(∂nNλ) (z) = Dλ (x). (3.21)
Soit τˆ est le vecteur unitaire obtenu en tournant la normale unitaire nˆ de +pi
2
. Les
nouveaux opérateurs intégraux V , N , K et D sont définis de la façon suivante pour
presque tout x ∈ Γ,
V p (x) =
∫
Γ
G(x, y) p (y) dΓ(y) , (3.22)
Nλ (x) = −
∫
Γ
∂nyG(x, y)λ(y) dΓ(y) , (3.23)
Kp (x) =
∫
Γ
∂nxG(x, y) p (y) dΓ(y) , (3.24)
Dλ (x) = −∂sx (V (∂sλ)) (x)− k2V (λτˆ) (x) · τˆ(x). (3.25)
Remarque 3.1.1 L’opérateur K est le transposé de l’opérateur −N au sens
suivant, ∫
Γ
(Kp)λ′ dΓ(y) = −
∫
Γ
(Nλ′) p dΓ(y). (3.26)
Remarque 3.1.2 Les expressions V p, Nλ et Kp sont des fonctions définies sur Γ si
les densités sont assez régulières. L’opérateur D est généralement donné uniquement
comme distribution sur Γ.
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Les traces première et seconde uΩ et ∂nuΩ sur Γ s’écrivent alors, pour presque
tout x ∈ Γ,
uΩ(x) = V p (x) +Nλ(x)− 1
2
λ(x) + uinc(x), (3.27)
∂nu
Ω(x) = Kp (x)− 1
2
p (x) +Dλ(x) + ∂nu
inc(x). (3.28)
On a une expression similaire pour les traces uD et ∂nuD sur Γ,
uD(x) = V p (x) +Nλ(x) + 1
2
λ(x) + uinc(x), (3.29)
∂nu
D(x) = Kp (x) + 1
2
p (x) +Dλ(x) + ∂nu
inc(x). (3.30)
3.1.3.2 Différentes formulations pour les équations intégrales
Si u|D= 0 alors les formules de saut (3.11) et (3.12) s’écrivent respectivement
p = −∂nuΩ|Γ, et λ = −uΩ|Γ. (3.31)
Pour annuler u dans D, il suffit de lui imposer une condition aux limites qui
assure l’unicité du problème aux limites posé par Helmholtz. Cette condition aux
limites permet d’obtenir différentes formulations pour les équations intégrales.
EFIE On pose l’équation ∂nuD = 0 sur Γ. Le problème aux limites dans D est
ainsi le suivant, {
∆uD + k2uD = 0 dans D,
∂nu
D = 0 sur Γ.
(3.32)
Ce problème aux limites a une unique solution uD = 0, si k2 ne correspond pas à
une valeur propre k2m pour le problème dans D, c’est-à-dire pour le laplacien dans
D avec une condition de Neumann.
Or, on a par ailleurs ∂nuΩ = 0 . Cela relie donc directement la densité p à la
donnée aux limites ∂nuD|Γ et entraîne p = 0. L’équation (3.30) s’écrit alors dans Ω,
Dλ = −∂nuinc. (3.33)
Cette équation, appelée communément EFIE (Electric Field Integral
Equation), permet de trouver la valeur du courant λ sur Γ et ainsi d’en déduire
la valeur du champ u dans Ω.
La formulation obtenue est une formulation de Fredholm de première espèce.
En termes mathématiques, cela revient à dire qu’elle est posée par un opérateur
régularisant, comme V , ou d’inverse régularisant comme D. En l’occurrence, il s’agit
ici d’un opérateur d’inverse régularisant. Des courants parasites peuvent apparaître
lors de la résolution de cette équation pour les fréquences de résonance du problème
intérieur. Plus précisément, si k2 = k2m, le problème (3.32) peut admettre une
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solution uD vérifiant ∂nuD = 0 et uD|Γ 6= 0. On a alors λ = uD|Γ−uΩ|Γ qui comporte
un courant dit parasite uD|Γ. Observons cependant que
u = uinc +Dλ
est solution du problème (3.1). Ce qui montre que ce courant parasite ne rayonne
pas à l’extérieur.
Il remarquable que cette propriété se conserve au niveau du problème discrétisé
comme nous en montrerons un exemple par la suite.
Remarque 3.1.3 Cette équation reste valable lorsque la frontière Γ est une
frontière ouverte. En effet, dans ce cas, les données de Cauchy λ et p correspondent
au saut des traces u et ∂nu à la traversée de Γ. La condition de conducteur parfait
nous donne ∂nu = 0 sur Γ et donc p = 0 sur Γ. La représentation restreinte de
(3.28),
∂nu
Ω(x) = Dλ(x) + ∂nu
inc(x) = 0, (3.34)
nous donne (3.33) avec λ = [u ]Γ.
MFIE On impose maintenant à uD de vérifier uD = 0. Le problème aux limites
posé pour l’équation d’Helmholtz dans D avec cette condition aux limites a une
unique solution u|D= 0, si k2 n’est pas une valeur propre pour le laplacien dans D
avec une condition de Dirichlet.
La condition uD = 0 sur Γ s’écrit (cf. (3.29)),
1
2
λ+Nλ = −uinc. (3.35)
Cette équation, ou MFIE (Magnetic Field Integral Equation), permet
également de trouver la valeur du courant λ sur Γ.
La formulation obtenue est une formulation de Fredholm de seconde espèce
qui est mieux adaptée en principe à une résolution itérative. Dans le cas où la
frontière est régulière, c’est une équation obtenue par une perturbation d’un multiple
de l’identité par un opérateur compact. Cependant, des modes parasites peuvent
apparaître pour les fréquences de résonance du problème intérieur. Les courants
parasites de la MFIE engendrent ∂nuΩ 6= 0. La solution dans Ω correspond donc à
une donnée non nulle sur Γ. Les courants parasites rayonnent dans Ω et détériorent
donc le champ obtenu dans Ω et c’est pour cela que cette équation n’est généralement
pas utilisée sauf en très basse fréquence.
Remarque 3.1.4 Cette formulation s’obtient à partir de la trace uD à l’intérieur
du domaine D. Ce raisonnement n’est donc valable que si l’on peut exprimer cette
trace. Cette formulation ne peut donc être employée que pour une frontière Γ fermée,
cette frontière définissant alors un domaine D non vide.
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CFIE On impose maintenant sur Γ la condition ∂nuD− i k η uD = 0, avec Re(η) >
0. On a,
0 = −
∫
D
(
∆u+ k2u
)
u dD
=
∫
D
(|∇u|2 − k|u|2) dD − ∫
Γ
∂nu
DuDdΓ
=
∫
D
(|∇u|2 − k|u|2) dD − i k η ∫
Γ
|uD|2dΓ.
D’où
Im
(∫
D
(|∇u|2 − k|u|2) dD) = kRe(η)∫
Γ
|uD|2dΓ.
Soit,
kRe(η)
∫
Γ
|uD|2dΓ = 0.
Ce qui entraîne uD = 0 et donc ∂nuD = 0 sur Γ. La représentation des solutions
d’Helmholtz donne alors u = 0 dans D.
On obtient alors(
D − i k η
(
1
2
I+N
))
λ = −
(
∂nu
inc − i k η uinc
)
. (3.36)
Cette équation est appelée communément CFIE (Combined Field Integral
Equation). Il n’existe pas avec cette formulation de fréquences de résonance
pour le problème intérieur. Elle ne présente donc pas de courants parasites. Le
conditionnement étant meilleur, cette formulation est généralement employée dans
les résolutions itératives.
Remarque 3.1.5 La CFIE est obtenue à partir des formulations EFIE et MFIE.
La formulation MFIE n’étant valable que pour des frontières Γ fermée, il en est de
même pour la CFIE : elle ne peut être employée qu’avec des objets fermés. Cette
limitation est une des raisons de la difficulté de la résolution itérative des problèmes
pour des surfaces ouvertes.
Remarque 3.1.6 La CFIE est souvent formulée en fonction d’un paramètre α,
0 < α < 1,
CFIE = α EFIE− i k (1− α) MFIE. (3.37)
La valeur α = 0.2 est classiquement connue pour donner le meilleur conditionnement
de la CFIE. On retrouve l’expression précédente en prenant
η =
1− α
α
. (3.38)
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3.1.3.3 Discrétisation et résolution
Les équations précédentes sont résolues sous forme variationnelle.
EFIE La formulation variationnelle pour l’EFIE est∫
Γ×Γ
G(x, y)
(
∂sλ(y) ∂sλ
′(x)− k2λ(y)τˆy · λ′(x)τˆx
)
dΓ(y) dΓ(x)
= −
∫
Γ
∂nu
inc(x)λ′(x) dΓ(x), (3.39)
pour toute fonction test λ′.
On utilise pour discrétiser λ et λ′ sur Γ des éléments P1-continus conformes
pour l’opérateur D. La frontière Γ est approchée par une courbe polygonale, dont
les sommets, d’abscisse curviligne si, i = 1, . . . , N , sont sur la courbe exacte (figure
3.3). Les densités λ et λ′ sont représentées à partir de leurs valeurs nodales {λi} et
{λ′i},
λ(s) =
N∑
i=1
λi φi(s), λ
′(s) =
N∑
i=1
λ′i φ
′
i(s), (3.40)
où φi(s) et φ′i(s) sont définis par
φi(s) =

(s− si−1)
(si − si−1) , s ∈ [si−1, si] ,
(s− si+1)
(si − si+1) , s ∈ [si, si+1] .
(3.41)
Fig. 3.3 – Discrétisation de la frontière Γ
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L’équation (3.39) s’écrit alors
{λ′}T DΓΓ {λ} = {λ′}T {BΓ} , (3.42)
où les matrices DΓΓ et BΓ sont définies de la façon suivante,
(DΓΓ)i,j =
∫
Γ×Γ
G(x, y)
(
∂sφj(y) ∂sφ
′
i(x)− k2φj(y)τˆy · φ′i(x)τˆx
)
dΓ(y) dΓ(x),
(3.43)
(BΓ)i = −
∫
Γ
∂nu
inc(x)φ′i(x) dΓ(x). (3.44)
Le système linéaire obtenu, symétrique, est[
DΓΓ
] [
λ
]
=
[
BΓ
]
. (3.45)
MFIE La formulation variationnelle de la MFIE est la suivante
−
∫
Γ×Γ
∂nyG(x, y)λ(y)λ
′(x)dΓ(y)dΓ(x) +
∫
Γ
1
2
λ(x)λ′(x) dΓ(x)
= −
∫
Γ
uinc(x)λ′(x) dΓ(x) (3.46)
La formulation (3.46) n’impose pas de contraintes précises sur la régularité de λ et
λ′. Elles sont toutefois discrétisées de la même façon que pour l’EFIE. On obtient
alors
{λ′}T NΓΓ {λ}+ {λ′}T MΓ {λ} = {λ′}T {CΓ} , (3.47)
où les matrices NΓΓ, MΓΓ et CΓ sont les suivantes,
(NΓΓ)i,j = −
∫
Γ×Γ
∂nyG(x, y)φj(y)φ
′
i(x) dΓ(y) dΓ(x), (3.48)
(MΓ)i,j =
1
2
∫
Γ
φj(x)φ
′
i(x) dΓ(x), (3.49)
(CΓ)i = −
∫
Γ
uinc(x)φ′i(x) dΓ(x). (3.50)
Le système obtenu, non-symétrique, est alors[
NΓΓ +MΓ
] [
λ
]
=
[
CΓ
]
. (3.51)
Remarque 3.1.7 L’opérateur K étant le transposé de l’opérateur −N au sens du
produit scalaire dans L2(Γ), on a
KΓΓ = −NTΓΓ. (3.52)
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CFIE Le système résultant de la formulation CFIE est alors le suivant[
DΓΓ − i k η
(
NΓΓ +MΓ
)] [
λ
]
=
[
BΓ − i k η CΓ
]
, (3.53)
où les matrices sont celles définies précédemment.
La résolution de l’une de ces équations nous donne la valeur de la donnée de
Cauchy λ sur Γ et ainsi la valeur du champ u en tout point de Ω ainsi que la valeur
de la SER de l’objet D.
3.2 Etude du problème modèle 3D
3.2.1 Le problème modèle 3D
Le problème 3D se résout de façon similaire au problème 2D. Soit le problème
modèle 3D suivant. On appelle D le domaine compact de R3 définissant les contours
d’une cavité située dans un objet parfaitement conducteur (figure 3.4). Soit Γ sa
frontière, Ω son complémentaire dans R3 et nˆ la normale sortante du domaine D.
Le problème modèle consiste à déterminer la diffraction d’une onde harmonique
plane par cet objet.
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Fig. 3.4 – Définition du problème modèle 3D
Ce problème s’écrit dans Ω,
∇×E − ikZ0H = 0 dans Ω,
∇×H + ikZ−10 E = 0 dans Ω,
nˆ × (E × nˆ) = 0 sur Γ,
(3.54)
avec la condition de radiation de Silver-Muller à l’infini
lim
R→∞
∫
|x|=R
∣∣xˆ × ((E(x)−Einc(x))× xˆ)+ Z0 (xˆ × (H(x)−H inc(x)))∣∣2 = 0.
(3.55)
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Le champ
(
Einc, H inc
)
est le champ incident (dans notre cas, une onde plane comme
défini dans le chapitre précédent), (E, H) le champ total et Z0 l’impédance du vide.
La condition nˆ× (E × nˆ) = 0 exprime le fait que la composante tangentielle de
E est nulle sur Γ. Par la suite, on notera at la composante tangentielle de a,
at(x) = nˆ(x)× (a(x)× nˆ(x)) . (3.56)
Il s’agit de déterminer le champ (E,H) en tout point de R3 ainsi que la SER
de l’objet D ainsi défini.
3.2.2 Résolution par Equations Intégrales
Le principe est le même qu’en 2D, mais en remplaçant l’équation d’Helmholtz
par les équations de Maxwell.
3.2.2.1 Représentation Intégrale
La résolution du système (3.54)-(3.55) peut se ramener à la détermination des
traces des champs électriques et magnétiques sur Γ. Soient J et M les sauts des
composantes tangentielles des champs E et H à la traversée de Γ,
J = [ nˆ ×H ] = nˆ ×HD − nˆ ×HΩ, (3.57)
M = [E × nˆ ] = ED × nˆ −EΩ × nˆ. (3.58)
J et M sont appelés également courants surfaciques, électrique et magnétique
respectivement.
Les formules générales de représentation intégrale qui donnent les valeurs des
champs E etH en tout point de R3 \Γ sont les formules dites de Stratton-Chu [33].
Pour tout x ∈ R3 \ Γ, on a
E(x) = Einc(x) + ikZ0T˜J(x) + K˜M (x), (3.59)
H(x) =H inc(x) + ikZ−10 T˜M(x)− K˜J(x), (3.60)
où T˜ et K˜ sont les potentiels de simple et double couche,
T˜J(x) =
∫
Γ
G(x, y)J(y) dΓ(y) +
1
k2
∫
Γ
∇xG(x, y) divΓJ(y) dΓ(y), (3.61)
K˜J(x) =
∫
Γ
∇yG(x, y)× J(y) dΓ(y). (3.62)
La fonction de Green G(x, y),
G(x, y) =
eik|x−y|
4pi|x− y| , (3.63)
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correspond à la solution élémentaire de
∆E + k2E = −δ0 (3.64)
vérifiant la condition de radiation de Sommerferld
lim
|x|→+∞
(
∂|x|E(x)− ikE(x)
)
= 0, (3.65)
et divΓJ est la divergence surfacique de J .
Les potentiels de simple et double couche sont respectivement continu et
discontinu à la traversée de Γ. Leurs traces sont données par les formules suivantes,
pour tout x ∈ Γ,
lim
z∈Ω→x
nˆ × (T˜J)(z) = nˆ × TJ (x),
lim
z∈D→x
nˆ × (T˜J)(z) = nˆ × TJ (x), (3.66)
lim
z∈Ω→x
nˆ × (K˜J)(z) = nˆ ×KJ (x)− 1
2
J(x),
lim
z∈D→x
nˆ × (K˜J)(z) = nˆ ×KJ (x) + 1
2
J(x).
(3.67)
Les nouveaux opérateurs intégraux singuliers T et K sont définis de la façon
suivante pour x ∈ Γ,
TJ(x) =
∫
Γ
G(x, y)J(y) dΓ(y) +
1
k2
∇x
∫
Γ
G(x, y) divΓJ(y) dΓ(y), (3.68)
KJ(x) =
∫
Γ
∇yG(x, y)× J(y) dΓ(y). (3.69)
En raison de la dérivation à l’extérieur du noyau, l’opérateur T est un opérateur
intégral hypersingulier.
On obtient à partir de cette représentation intégrale, les formules de traces
suivantes sur Γ, dans Ω,
nˆ ×EΩ(x) = nˆ ×Einc(x) + ikZ0 nˆ × TJ(x) + nˆ ×KM (x)− 12 M (x), (3.70)
nˆ ×HΩ(x) = nˆ ×H inc(x) + ikZ−10 nˆ × TM (x)− nˆ ×KJ(x) + 12 J(x), (3.71)
et dans D,
nˆ ×ED(x) = nˆ ×Einc(x) + ikZ0 nˆ × TJ(x) + nˆ ×KM (x) + 12 M (x), (3.72)
nˆ ×HD(x) = nˆ ×H inc(x) + ikZ−10 nˆ × TM (x)− nˆ ×KJ(x) − 12 J(x). (3.73)
Dans les cas du problème modèle, le domaine D est parfaitement conducteur.
On a alors sur Γ, Et = 0, ce qui entraîne M = 0.
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3.2.2.2 Formulations pour les équations intégrales
EFIE On impose dans le problème intérieur Et = nˆ× (ED× nˆ) = 0. Le problème
aux limites posé dansD a, pour les fréquences différentes des fréquences de résonance
du problème intérieur, une unique solution dans D : (E,H) = 0. Comme on a par
ailleurs EΩ × nˆ = 0 par la condition de conducteur parfait dans Ω, le courant
magnétique M est nul. L’équation ED × nˆ = 0 se traduit en utilisant (3.72) par
l’équation suivante,
ikZ0 (TJ)t (x) = −
(
Einc
)
t
(x). (3.74)
Cette équation, appelée EFIE, permet de trouver le courant surfacique J et d’en
déduire le champ (E,H) dans Ω. Pour les fréquences de résonance du problème
intérieur (équations de Maxwell et condition à la limite ED × nˆ = 0), la solution
du problème intérieur n’est plus unique et des courants parasites apparaissent.
Toutefois, ces courants parasites ne rayonnent pas dans Ω.
Remarque 3.2.1 La formulation précédente reste valide dans le cas où la frontière
Γ est ouverte. En effet, les courants surfaciques J et M correspondent au
saut de la composante tangentielle des champs H et E à travers Γ. Or, la
condition de conducteur parfait nous donne nˆ × (E × nˆ) = 0 sur Γ. On a donc
M = [E × nˆ ]Γ = 0.
En remplaçant dans (3.70), on obtient alors
nˆ ×EΩ(x) = nˆ ×Einc(x) + ikZ0 nˆ × TJ(x) = 0, (3.75)
et donc l’équation (3.74) avec J = [ nˆ ×H ]Γ.
MFIE On impose désormais dans le problème intérieur,HD×nˆ = 0. Le problème
aux limites posé par les équations de Maxwell dans D avec cette condition aux
limites a pour unique solution dans D (E,H) = 0, à l’exception des fréquences de
résonance. Cela entraîne donc ED × nˆ = 0, et donc M = 0.
La condition HD × nˆ = 0 se réécrit alors dans (3.73)
−nˆ(x)× (KJ) (x)− 1
2
J(x) = −nˆ(x)×H inc(x). (3.76)
Cette équation, appelée MFIE, permet également de résoudre le problème initial.
Cependant, de même qu’avec l’EFIE, des courants parasites apparaissent pour les
fréquences de résonance du problème intérieur. De plus, ces courants parasites
rayonnent dans Ω.
Remarque 3.2.2 La formulation MFIE s’obtient à partir de la composante
tangentielle de H dans le domaine intérieur D. Dans le cas où la frontière Γ est une
frontière ouverte, le domaine D est un espace vide et il n’est plus possible d’utiliser
la démarche précédente pour aboutir à cette formulation. La MFIE n’est donc valable
que sur des objets fermés (D 6= ∅).
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CFIE On impose dans le problème intérieur la condition
(nˆ ×HD) + η
Z0
(nˆ × (ED × nˆ)) = 0,
avec Re(η) > 0. En utilisant les équations de Maxwell, vérifiées également dans D,
on a
0 =
∫
D
(∇×H + ikZ−10 E)E dD
0 =
∫
D
(∇× (∇×E)− k2E)E dD
0 =
∫
D
|∇ ×E|2−k2|E|2 dD +
∫
Γ
[
(∇×ED)× nˆ
][
(ED × nˆ)× nˆ
]
dΓ
0 =
∫
D
|∇ ×E|2−k2|E|2 dD +
∫
Γ
[
i k Z0 (nˆ ×HD)
][
EDt
]
dΓ
0 =
∫
D
|∇ ×E|2−k2|E|2 dD − i k η
∫
Γ
|EDt |2 dΓ.
D’où
Im
(∫
D
|∇ ×E|2−k2|E|2 dD
)
= kRe(η)
∫
Γ
|EDt |2 dΓ.
Soit,
kRe(η)
∫
Γ
|EDt |2 dΓ = 0.
Ce qui entraîne EDt = 0, nˆ ×HD = 0 et donc (E,H)|D = 0.
La condition de conducteur parfait entraîne M = [E × nˆ] = 0 et la condition
aux limites du problème intérieur se réécrit à partir des formules de trace,
−nˆ(x)× (KJ) (x)− 1
2
J(x) + ikη (TJ)t (x) = −nˆ(x)×H inc(x)−
η
Z0
(
Einc
)
t
(x).
(3.77)
La formulation CFIE est exempte de fréquences de résonance et il n’y a donc
pas de courants parasites.
Remarque 3.2.3 La CFIE est une combinaison linéaire des équations de l’EFIE et
de la MFIE. Elle n’est donc valable que pour une frontière Γ fermée (D 6= ∅). Dans
les cas où les frontières sont ouvertes, seule la formulation EFIE peut être appliquée.
Celle-ci est moins bien conditionnée avec parfois des phénomènes de résonance, ce
qui complique fortement les résolutions itératives.
Remarque 3.2.4 La CFIE est souvent formulée en fonction d’un paramètre α de
la façon suivante
CFIE =
α
Z0
EFIE+ (1− α) MFIE. (3.78)
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La valeurs α = 0.2 donne généralement de bons résultats. On retrouve l’expression
précédente en prenant
η =
1− α
α
. (3.79)
3.2.2.3 Discrétisation et résolution
Les équations précédentes sont formulées sous forme variationnelle.
EFIE Ainsi, pour l’EFIE, cette écriture variationnelle est
ikZ0
∫
Γ
(TJ)t (x) · J ′(x) dΓ(x) = −
∫
Γ
Einct (x) · J ′(x) dΓ(x), (3.80)
pour tout courant test J ′ tangent à Γ.
En développant l’opérateur intégral T et après une intégration par parties, celle-
ci devient,
i k Z0
∫
Γ×Γ
G(x, y)
{
J(y) · J ′(y) − 1
k2
divΓJ(y) divΓJ
′(x)
}
dΓ(y) dΓ(x)
= −
∫
Γ
Einct (x) · J ′(x) dΓ(x). (3.81)
La surface Γ est discrétisée par un maillage triangulaire. On utilise les éléments
de Raviart-Thomas (désignés aussi comme éléments de Rao-Wilton-Glisson par les
électriciens) [71, 70] pour discrétiser les inconnues surfaciques J et M par leur flux
à travers les arêtes du maillage.
Soit i une arête du maillage de Γ. La fonction de base φi liée à cette arête i
a pour support les triangles K adjacents à cette arête. Soit (ai)K le sommet du
triangle K opposé à l’arête i. On a,
φi(x) =
∑
K
²K
2 |K|
(
r(x)− r((ai)K)), (3.82)
où r(x) et r
(
(ai)K
)
sont les rayons-vecteurs associés aux points x et (ai)K , et
²K = ±1. Afin de représenter le flux du courant surfacique passant à travers les
arêtes, celles-ci sont orientées. Une arête adjacente à deux triangles est donc orientée
positivement (²K = +1) sur un des triangles et négativement (²K = −1) sur l’autre.
Ce choix est arbitraire, mais nécessaire pour repérer les courants.
Ainsi les courants surfaciques J (et les courants tests J ′) sont représentés à
partir de la valeur de leur flux surfacique à travers les arêtes i du maillage de Γ,
{Ji} et {J ′i},
J(x) =
N∑
i=1
Jiφi(x), J
′(x) =
N∑
i=1
J ′i φ
′
i(x). (3.83)
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L’équation (3.81) se met alors sous la forme
{J ′}T [i k Z0 TΓΓ] {J} = {J ′}T [−EincΓ ] , (3.84)
où les matrices TΓΓ et EincΓ sont définies de la façon suivante
(TΓΓ)i,j =
∫
Γ×Γ
G(x, y)
{
φj(y) · φ′i(x) −
1
k2
divΓφj(y) divΓφ
′
i(x)
}
dΓ(y) dΓ(x),
(3.85)(
EincΓ
)
i
=
∫
Γ
Einct (x) · φ′i(x) dΓ(x). (3.86)
Le système obtenu est alors[
i k Z0 TΓΓ
] {J} = [−EincΓ ] . (3.87)
MFIE L’écriture variationnelle de la MFIE est la suivante,
−
∫
Γ
1
2
J(x) ·J ′(x) dΓ(x)−
∫
Γ
J ′(x) · nˆ(x)×
(∫
Γ
∇yG(x, y)× J(y) dΓ(y)
)
dΓ(x)
= −
∫
Γ
J ′(x) · nˆ(x)×H inc(x)dΓ(x), (3.88)
pour tout courant test J t tangent à Γ.
En utilisant la discrétisation précédente des courants surfaciques, cette équation
se met sous la forme
{J ′}T [−1
2
MΓ − (n×K)ΓΓ
] {J} = {J ′}T [− (n×H inc)
Γ
]
, (3.89)
où les matrices MΓ, (n×K)ΓΓ et
(
n×H inc)
Γ
sont définies de la façon suivante,
(MΓ)i,j =
∫
Γ
φ′i(x) · φj(x) dΓ(x), (3.90)(
(n×K)ΓΓ
)
i,j
=
∫
Γ×Γ
φ′i(x) · nˆ(x)× (∇yG(x, y)× φj(y) ) dΓ(y) dΓ(x), (3.91)( (
n×H inc)
Γ
)
i
=
∫
Γ
φ′i(x) · nˆ(x)×H inc(x) dΓ(x). (3.92)
On obtient alors le système linéaire suivant[−1
2
MΓ − (n×K)ΓΓ
] {J} = [− (n×H inc)
Γ
]
. (3.93)
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CFIE La formulation variationnelle de la CFIE découle directement de la
formulation variationnelle de l’EFIE et de la MFIE.
Le système à résoudre est[−1
2
MΓ − (n×K)ΓΓ + i k η TΓΓ
] {J} = [− (n×H inc)Γ − ηZ0 EincΓ ] (3.94)
où les matrices sont celles définies précédemment.
On pourra se reporter à [14] pour le calcul des différentes matrices élémentaires
qui doit être effectué de façon très précise en raison de la singularité des opérateurs
intégraux.
3.3 Autres méthodes “exactes” usuelles de
résolution
3.3.1 Méthode Multipôle Rapide
Les méthodes intégrales présentées précédemment sont très efficaces pour
résoudre ce type de problème de diffraction. Cependant, le système linéaire obtenu
étant dense et complexe, seuls des objets de taille réduite (par rapport à la longueur
d’onde) peuvent être traités. En effet, la taille du système linéaire à résoudre (ou
le nombre de degrés de liberté) augmente très rapidement avec la taille de l’objet.
Le temps de résolution dépend en N3 de ce nombre de degrés de liberté et le coût
de stockage en N2, il devient donc rapidement rédhibitoire d’utiliser les résolutions
directes ci-dessus. A l’heure actuelle, le nombre maximum de degrés de liberté que
l’on peut considérer pour une résolution dans ce cadre est de l’ordre de quelques
centaines de milliers, et encore dans le contexte d’un calcul sur des architectures
massivement parallèles.
Afin de pouvoir augmenter la taille des problèmes résolus, une première approche
consiste à résoudre de manière itérative le système linéaire. Ceci est le plus souvent
effectué par une méthode de Krylov. Sous réserve d’un bon préconditionnement de
la matrice, cette méthode permet d’obtenir un gain important sur la résolution du
système, le coût étant alors pour chaque second membre de l’ordre de : NiterN2
opérations.
Deux points critiques de cette résolution sont le nombre d’itérations Niter et le
terme N2 lié à l’évaluation du produit matrice-vecteur. Afin de diminuer le nombre
d’itérations, on utilise un préconditionneur. Plusieurs préconditionneurs existent
[24, 28], le plus usuel étant le SPAI (SParse Approximate Inverse) qui consiste,
pour parler rapidement, à calculer localement l’inverse de la matrice du système à
résoudre.
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La résolution itérative du système linéaire a permis d’augmenter la taille des
systèmes pouvant être résolus. Il reste cependant le problème du coût des produits
matrice-vecteur et du stockage de la matrice pleine. Ce calcul est accéléré par la
Méthode Multipôle Rapide (FMM, Fast Multipole Method) : la matrice n’est pas
assemblée globalement, et les produits matrice-vecteur sont approchés et calculés
de façon rapide. On pourra se référer à [30, 78, 27, 35, 32, 79] et à la bibliographie
associée pour plus de détails. Cette méthode, actuellement en plein essor, montre de
très bonnes performances (mémoire nécessaire et temps CPU). De très bons résultats
ont été obtenus sur des cas relativement canoniques allant jusqu’à plusieurs millions
d’inconnues. Cependant des différences apparaissent sur des cas plus complexes. La
convergence est alors plus difficile, surtout lors de l’emploi nécessaire de l’EFIE ou
en présence de cavités. L’utilisation d’un procédé itératif entraîne une multiplication
des résolutions dans le cas de calculs multi-second membres. Un des axes de recherche
actuel consiste justement à améliorer le procédé pour les calculs multi-second
membres, via des solveurs Block QMR par exemple.
3.3.2 Eléments Finis
Contrairement aux équations intégrales qui utilisent une formulation sur les
frontières de l’objet, les éléments finis (EF) résolvent les équations de Maxwell dans le
domaine volumique de propagation. Une formulation variationnelle du problème est
écrite dans ce domaine de propagation. Après discrétisation, on obtient un système
linéaire dont la résolution permet d’obtenir la valeur du champ en tout point du
domaine de propagation.
Il est impossible de discrétiser l’ensemble du domaine de propagation Ω lorsque
celui-ci n’est pas borné. On tronque alors le domaine de propagation à l’aide d’une
frontière artificielle Γext et on utilise des conditions de radiation plus élaborées que
la condition de Silver-Muller [47]. On définit alors le sous-domaine ΩEF de Ω, comme
étant le domaine compris entre les frontières Γ et Γext. Le problème (3.54) est alors
écrit sous la forme variationnelle sur E dans le domaine ΩEF,∫
ΩEF
(
(∇×E) · (∇×E′)− k2E ·E′
)
dΩ
+ i k Z0
∫
Γ
(nˆ ×H) ·E′t dΓ + i k Z0
∫
Γext
(nˆ ×H) ·E′t dΓ = 0. (3.95)
L’introduction de la condition de radiation dans (3.95) donne une équation
variationnelle équivalente au problème (3.54) dans ΩEF. Cette formulation, une fois
discrétisée, donne un système linéaire dont la matrice est creuse. L’assemblage et
la résolution de ce système semblent donc a priori très avantageux par rapport à la
méthode des EI. Cependant, plusieurs difficultés apparaissent.
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Tout d’abord, tout le domaine de propagation ΩEF doit être discrétisé jusqu’à
la frontière Γext. Ainsi à la complexité d’un maillage volumique, s’ajoute un nombre
très important de degrés de liberté. Des méthodes, utilisant d’autres conditions de
radiation, existent pour limiter la taille du domaine de propagation. Un exemple
s’appliquant efficacement aux problèmes de cavités est présenté dans la suite de ce
chapitre (section 3.4.1).
Ensuite, un autre facteur qui augmente le nombre d’inconnues du système EF est
l’effet de dispersion introduit par les EF. En effet, les éléments finis étant dispersifs,
il est nécessaire de mailler très finement l’espace de propagation. Ce qui augmente
donc le nombre de degrés de liberté. Les éléments finis d’ordre élevé permettent de
diminuer les effets dispersifs au prix d’une complexification de l’assemblage et d’une
détérioration du conditionnement.
Pour de plus amples informations sur les éléments finis, on pourra se référer à
[64, 47, 58, 49].
3.4 Méthodes adaptées aux cavités
3.4.1 Méthode FE-BI frontale
Comme on l’a vu précédemment, les EF permettent d’effectuer la résolution
dans le domaine volumique de propagation et la condition de radiation n’est pas
intrinsèquement prise en compte par la formulation. Le domaine de discrétisation
doit donc être défini de manière à englober au plus proche l’objet étudié. Il est
possible de définir une condition aux limites “plus efficace” que les conditions de
radiation [27]. Une méthode envisageable est d’utiliser un couplage EF - EI. La
condition de radiation sur la frontière étant exacte, celle-ci peut-être aussi proche
que possible de l’objet initial D.
Cette méthode est particulièrement intéressante dans le cas d’une cavité. En
effet, on peut envisager de résoudre le problème à l’intérieur de la cavité par
éléments finis et de poser une condition de radiation exacte reposant sur l’utilisation
d’équations intégrales sur l’ouverture de celle-ci.
3.4.1.1 Introduction d’une Equation Intégrale comme condition aux
limites
On pose sur Γext une équation intégrale. Soit nˆ la normale à Γext pointant vers
l’intérieur de Ω. En posant J e = nˆ ×H et M e = E × nˆ sur Γext, l’EFIE nous
donne pour tout x ∈ Γext,
ikZ0 (TJ e)t (x) + (KM e)t +
1
2
nˆ ×M e = −
(
Einc
)
t
(x). (3.96)
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Cette équation est combinée à l’équation EF (3.95) pour obtenir une formulation
mixte éléments finis - équations intégrales. Il est possible d’utiliser une formulation
CFIE pour remplacer la formulation EFIE afin d’éliminer les problèmes de courants
parasites. Le système obtenu est un système couplant les éléments finis de la cavité
avec les équations intégrales sur l’ensemble de la surface Γext. Il n’y a aucune
condition sur la frontière Γext, celle-ci peut être très proche voire confondue avec
la frontière de l’objet, limitant ainsi la zone EF aux endroits appropriés.
Ainsi dans le cas de la diffraction d’une onde plane par un objet de grande
taille contenant une cavité, il est envisageable de traiter la cavité par une méthode
éléments finis et le reste de l’objet par une méthode intégrale. C’est le domaine “de
prédilection” de ces méthodes couplant les éléments finis et les équations intégrales.
3.4.1.2 Simplification du domaine extérieur
Dans ces méthodes, l’ensemble de la frontière Γext est discrétisée. Si l’objet est
de taille importante, cela peut conduire à un système ne pouvant pas être résolu
directement. Une idée consiste alors à approcher ou à tronquer cette surface Γext
aux abords de l’ouverture de la cavité, ce qui conduit alors à un système de taille
raisonnable, et à calculer le reste de la géométrie par une méthode plus adaptée et
plus rapide, comme une méthode multipôle ou une méthode asymptotique [2, 59].
Ainsi, dans le cas d’une cavité débouchant dans un demi-espace délimité par un
plan parfaitement conducteur [46], l’équation intégrale (3.96) est remplacée par une
équation intégrale obtenue par la fonction de Green du demi-espace. Cette équation
intégrale est posée sur les inconnues situées sur l’ouverture de la cavité.
Cette méthode peut être étendue pour approcher l’extérieur de la cavité et
l’équation intégrale de la formulation EF. Ainsi dans [2], la cavité est supposée
déboucher dans un demi-espace délimité par un plan parfaitement conducteur. La
condition de radiation dans un demi-espace est utilisée sur l’ouverture de la cavité
dans la formulation. Un couplage est ensuite réalisé avec une méthode asymptotique
dans le domaine extérieur.
Il est possible également de tronquer le domaine extérieur de la cavité à
une distance de quelques longueurs d’onde de l’ouverture, donnant ainsi une
approximation du domaine extérieur aux abords de la cavité plus précise que
l’approximation du demi-espace.
3.4.1.3 Résolution frontale
Il est possible d’utiliser une propriété des cavités pour améliorer la résolution de
la partie EF. En effet, celles-ci sont en général beaucoup plus profondes que larges.
Les EF forment donc des couches successives d’éléments, du fond vers l’ouverture
(figure 3.5). Or les matrices EF sont creuses. Les éléments n’interagissent directement
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qu’avec leurs voisins. Le procédé d’assemblage - résolution peut donc être optimisé
[45, 46].
Fig. 3.5 – Maillage EF de la cavité COBRA
L’élimination de Gauss est effectuée au fur et à mesure de l’assemblage de la
matrice. En utilisant une numérotation des inconnues par couche en partant du
fond de la cavité vers son ouverture, il est possible de réaliser lors de l’assemblage
un complément de Schur dès lors que tous les termes matriciels relatifs à une
inconnue sont calculés. On se limite ainsi lors de ce procédé à une taille de matrice
correspondant à la largeur de la couche d’EF et non à sa profondeur.
3.4.2 Décomposition modale
Le principe de la décomposition modale est de décomposer la cavité en tronçons,
dans lesquels on effectue un calcul modal. Les différents modes sont alors propagés
de tronçons en tronçons [11].
Le calcul direct des modes propagatifs dans des cavités profondes et complexes
est très coûteux et n’est pas toujours envisageable, en raison de la taille du problème
et de la complexité des modes se propageant dans les cavités non canoniques. Il est
cependant possible de calculer ces modes dans des tronçons de cavité.
La cavité est découpée en tronçons. Chaque tronçon est de taille réduite et
relativement canonique (figure 3.6). Il est ainsi facile de calculer dans chacun
de ces tronçons les modes se propageant d’un bord à l’autre. Chaque tronçon
est ainsi caractérisé par une matrice S. Ces calculs de modes peuvent être
effectués par différentes méthodes : éléments finis, équations intégrales, méthodes
asymptotiques, ...
Aux interfaces entre les tronçons, on utilise une représentation des composantes
tangentielles du champ. Il est donc aisé de combiner les matrices S pour caractériser
la propagation d’une composante modale dans une cavité, et donc la SER d’une
cavité.
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Fig. 3.6 – Décomposition en tronçons canoniques de la cavité COBRA
De plus, chaque tronçon étant caractérisé individuellement, la méthode est
très modulaire : il est possible de modifier la géométrie d’un tronçon sans avoir
à recalculer l’ensemble des matrices S.
Cette méthode repose sur l’utilisation de l’opérateur d’impédance qui est en fait
l’opérateur de Steklov-Poincaré. Pour une fréquence d’étude correspondant à une
fréquence de résonance du problème posé dans un des tronçons, cet opérateur n’est
pas défini. Le problème local ne peut donc être résolu de façon satisfaisante.
Cette méthode est très efficace (rapide et précise) dans le cas de cavités ou de
tronçons de formes simples. Cependant, lorsque les tronçons sont plus complexes,
d’une part, le calcul des modes devient très difficile et très long, et d’autre part,
les modes étant différents d’un tronçon à l’autre, on observe généralement une
dégradation de la solution.
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Nous définissons dans ce chapitre une méthode de décomposition de domaine
basée sur les équations intégrales pour traiter l’intérieur des cavités bi-
dimensionnelles. Nous allons dans un premier temps définir cette méthode de
décomposition de domaine pour deux domaines puis nous la généraliserons à N
domaines. Nous étudierons ensuite la dispersion numérique introduite par cette
résolution utilisant les équations intégrales en effectuant une étude dans un guide
d’onde et la comparerons à la dispersion introduite par des méthodes d’éléments
finis. Nous illustrerons enfin ce procédé par des exemples numériques sur différentes
cavités.
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4.1 Cas à deux domaines
4.1.1 Décomposition de domaine (sous-structuration)
Pour résoudre le problème modèle 2D (3.1), on considère tout d’abord une
méthode de décomposition de domaine sans recouvrement à deux domaines. Le
domaine Ω est décomposé en un domaine intérieur Ω+ et un domaine extérieur Ω−,
raccordés par une frontière fictive Σ (figure 4.1). Le domaine Ω+ est borné tandis
que Ω− est un domaine non borné de R2.
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Σ
Fig. 4.1 – Décomposition avec deux domaines
Soient nˆ+ et nˆ− les normales à Γ pointant respectivement vers l’extérieur de
Ω+ et Ω−, u+ et u− les restrictions dans Ω+ et Ω− de la solution u du problème
(3.1) et Γ+ et Γ− les parties de Γ sur les frontières respectives ∂Ω+ et ∂Ω− de Ω+
et Ω−. Il est immédiat que u+ et u− sont les solutions des problèmes suivants posés
dans Ω+ et Ω− respectivement,{
∆u+ + k
2u+ = 0 dans Ω+,
∂n+u+ = 0 sur Γ+,
(4.1)
∆u− + k
2u− = 0 dans Ω−,
∂n−u− = 0 sur Γ−,
lim
|x|→+∞
|x|1/2 (∂n−(u− − uinc)− ik(u− − uinc)) = 0. (4.2)
Les conditions de raccord sur Σ entre Ω+ et Ω− s’écrivent formellement{
u+ = u−,
∂n+u+ = −∂n−u−. (4.3)
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Les densités, p± et λ±, sont liées aux données de Cauchy u± et ∂nu± par
λ− = u−, p− = ∂n−u−,
λ+ = u+, p+ = ∂n+u+,
et les conditions aux limites se traduisent par les conditions suivantes sur les densités
p+|Γ = 0, (4.4)
p−|Γ = 0, (4.5)
λ+|Σ = λ−|Σ, (4.6)
p+|Σ + p−|Σ= 0. (4.7)
4.1.2 Principe des réactions de Rumsey
Les conditions de raccord (4.3) sont formulées variationnellement à l’aide du
principe des réactions de Rumsey [74].
Soient λ′+, λ
′
−, p
′
+ et p
′
− les fonctions test associées aux densités inconnues λ+,
λ−, p+ et p−. Pour tout système de courants test vérifiant les mêmes conditions que
les courants inconnus (4.4), (4.5), (4.6), (4.7), on a∫
∂Ω+
(
∂n+u+λ
′
+ − u+p′+
)
ds+
∫
∂Ω−
(
∂n−u−λ
′
− − u−p′−
)
ds = 0. (4.8)
4.1.3 Obtention du système final
Les traces ∂n+u+, ∂n−u−, u+ et u− sont exprimées à partir de leur représentation
intégrale (3.27) et (3.28),
u+(x) =
(
V +p+
)
(x) +
(
N+λ+
)
(x) + 1
2
λ+(x), (4.9)
∂n+u+(x) =
(
−N+T p+
)
(x) + 1
2
p+(x) +
(
D+λ+
)
(x), (4.10)
u−(x) =
(
V −p−
)
(x) +
(
N−λ−
)
(x) + 1
2
λ−(x) + u
inc(x), (4.11)
∂n−u−(x) =
(
−N−T p−
)
(x) + 1
2
p−(x) +
(
D−λ−
)
(x) + ∂n−u
inc(x), (4.12)
où les opérateurs intégraux V ±, N± et D± sont les opérateurs définis précédemment
dans chacun des domaines Ω±. On discrétise de façon usuelle le système (4.8) par une
méthode P1-continus pour λ et λ′ et P0 par segments pour p et p′ [17]. Le système
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(4.8) s’écrit au niveau discret sous la forme du système variationnel suivant,
[
λ
′ T
+ p
′ T
+
] [ D+ −N+T
−N+ −V +
] [
λ+
p+
]
+ 1
2
[
λ
′ T
+ p
′ T
+
] [ 0 M+T01
M+01 0
] [
λ+
p+
]
+
[
λ
′ T
− p
′ T
−
] [ D− −N−T
−N− −V −
] [
λ−
p−
]
+ 1
2
[
λ
′ T
− p
′ T
−
] [ 0 M−T01
M−01 0
] [
λ−
p−
]
=
[
λ
′ T
− p
′ T
−
] [−∂n−uinc
uinc
]
, (4.13)
où M±01 est la matrice liée au produit scalaire d’un élément P0 par segments avec un
élément P1 continu.
En utilisant les conditions de raccord entre λ−, λ
′
−, p−, p
′
− et λ+, λ
′
+, p+, p
′
+
sur Σ, les termes faisant intervenir les matrices M01 s’éliminent deux à deux et le
système précédent se met sous la forme,
[
λ
′ T
Γ+
λ
′ T
Σ p
′ T
Σ λ
′ T
Γ−
]
D+Γ+Γ+ D
+
Γ+Σ
N+
T
ΣΓ+
0
D+ΣΓ+ D
+
ΣΣ +D
−
ΣΣ N
+T
ΣΣ −N−
T
ΣΣ D
−
ΣΓ−
N+ΣΓ+ N
+
ΣΣ −N−ΣΣ −V +ΣΣ − V −ΣΣ −N−ΣΓ−
0 D−Γ−Σ −N−
T
ΣΓ−
D−Γ−Γ−


λΓ+
λΣ
pΣ
λΓ−

=
[
λ
′ T
Γ+
λ
′ T
Σ p
′ T
Σ λ
′ T
Γ−
]
0
−∂n−uincΣ
uincΣ
−∂n−uincΓ−
 . (4.14)
où les vecteurs nodaux correspondant à Γ± sont relatifs aux nœuds internes à Γ±
et les vecteurs nodaux correspondant à Σ sont relatifs aux nœuds de Σ (c’est-à-dire
extrémités incluses). On a également défini sur Σ les vecteurs λΣ et pΣ de la façon
suivante,
λΣ = λ−|Σ= λ+|Σ, pΣ = p−|Σ= −p+|Σ,
λ′Σ = λ
′
−|Σ= λ′+|Σ, p′Σ = p′−|Σ= −p′+|Σ.
Soient
XΓ+ =
(
λΓ+
)
, XΣ =
(
λΣ
pΣ
)
, XΓ− =
(
λΓ−
)
,
et
U incΣ =
(−∂n−uincΣ
uincΣ
)
, U incΓ− =
(−∂n−uincΓ−) .
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Le système (4.14) s’écrit alors Z+Γ+Γ+ Z+Γ+Σ 0Z+ΣΓ+ Z+ΣΣ + Z−ΣΣ Z−ΣΓ−
0 Z−Γ−Σ Z
−
Γ−Γ−
 XΓ+XΣ
XΓ−
 =
 0U incΣ
U incΓ−
 . (4.15)
Après complément de Schur sur les inconnues de Γ+, on obtient[
Z˜+ΣΣ + Z
−
ΣΣ Z
−
ΣΓ−
Z−Γ−Σ Z
−
Γ−Γ−
] [
XΣ
XΓ−
]
=
[
U incΣ
U incΓ−
]
(4.16)
avec
Z˜+ΣΣ = Z
+
ΣΣ − Z+ΣΓ+
(
Z+Γ+Γ+
)−1
Z+Γ+Σ. (4.17)
Seul le domaine Ω+ intervient pour le calcul de Z˜. Il est ainsi possible de ne
considérer dans un premier temps que le domaine Ω+ pour calculer le complément
de Schur Z˜. Une fois ce complément de Schur calculé, le problème dans Ω− est
assemblé puis résolu. La résolution des deux domaines est découplée, ce qui diminue
l’espace mémoire nécessaire ainsi que le temps de calcul. En effet, au lieu d’avoir un
système de taille N , on a deux systèmes de taille N/2 1 .
De plus, les inconnues de Ω+ n’interviennent pas dans le calcul de u dans Ω−. Il
n’est donc pas nécessaire de conserver les termes se rapportant exclusivement à Ω+
après le calcul du complément de Schur Z˜.
L’analyse mathématique de la méthode de sous-structuration est effectuée dans
le chapitre 5.
4.2 Généralisation à un nombre quelconque de
domaines : sous-structuration de la cavité
4.2.1 Décomposition de domaine
Soient {Ωi}i=Ni=1 N domaines bornés de R2 formant une partition de Ω+ (figure
4.2). Le domaine extérieur défini précédemment par Ω− sera désormais noté ΩN+1.
On note nˆi les normales extérieures des domaines Ωi, Σi l’interface commune
séparant les domaines Ωi et Ωi+1, Γi la partie de Γ située sur la frontière ∂Ωi de Ωi.
La frontière Σ désignera ΣN , l’interface entre le "dernier" domaine intérieur ΩN et
le domaine extérieur à la cavité ΩN+1, et pourra être désignée par la suite comme
“surface ou frontière de couplage”.
1En réalité, des inconnues supplémentaires sont introduites sur la frontière Σ. La taille du second
système n’est donc pas tout à fait N/2 mais N/2 + n avec n¿ N .
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Fig. 4.2 – Décomposition avec un nombre quelconque de domaines
De manière analogue au cas à deux domaines, on définit dans chaque sous-
domaine Ωi une fonction ui restriction à Ωi de la solution globale u de (3.1), la
condition de Silver-Muller étant ajoutée dans ΩN+1,{
∆ui + k
2ui = 0 dans Ωi
∂niui = 0 sur Γi.
(4.18)
Les conditions de raccord (4.19) sont définies au niveau de chaque interface Σi
entre ui et ui+1 {
ui = ui+1
∂niui = −∂ni+1ui+1. (4.19)
4.2.2 Formulation du problème et système à résoudre
Les densités λi et pi sont liées aux données de Cauchy sur ∂Ωi par
λi = ui, (4.20)
pi = ∂niui. (4.21)
Les conditions aux limites ainsi que les conditions de raccord se traduisent par
les conditions suivantes sur les densités,
pi|Γi = 0, (4.22)
λi|Σi = λi+1|Σi , (4.23)
pi|Σi + pi+1|Σi= 0. (4.24)
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De même que précédemment, on utilise le principe des réactions de Rumsey pour
mettre sous forme variationnelle les conditions de raccord. Ce principe se formule
dans notre cas
N+1∑
i=1
∫
∂Ωi
(
∂niuiλ
′
i − uip′i
)
ds = 0, (4.25)
où λ′i et p
′
i sont des fonctions tests dans le domaine Ωi vérifiant les mêmes conditions
aux limites que les courants λi et pi.
Cette équation nous permet d’obtenir le système
N+1∑
i=1
{[
λ
′ T
i p
′ T
i
] [ Di −N iT
−N i −V i
] [
λi
pi
]
+ 1
2
[
λ
′ T
i p
′ T
i
] [ 0 M iT01
M i01 0
] [
λi
pi
]}
=
[
λ
′ T
N+1 p
′ T
N+1
] [ −∂nN+1uinc
uincN+1
]
,
(4.26)
où M i01 est la matrice liée au produit scalaire d’un élément P0 et d’un élément P1.
4.2.3 Factorisation progressive par complément de Schur
On s’attache à résoudre de façon similaire au cas à deux domaines ce système.
Tout d’abord, les termes
1
2
[
λ
′ T
i p
′ T
i
] [ 0 M iT01
M i01 0
] [
λi
pi
]
de (4.26) s’éliminent deux à deux comme pour le cas à deux domaines. On obtient
ainsi un système linéaire par bloc, chaque bloc correspondant à un des domaines
(figure 4.3). Les recouvrements entre les blocs correspondent aux inconnues situées
sur les interfaces qui sont communes à deux domaines.
Ce système peut facilement et avantageusement être résolu par une factorisation
de Gauss progressive (complément de Schur) sur l’ensemble des domaines intérieurs.
Une récurrence sur les différents sous-domaines permet de se ramener au système
(4.27) portant uniquement sur les inconnues de la surface de couplage et de
l’extérieur, [
Z˜NΣΣ + Z
N+1
ΣΣ Z
N+1
ΣΓN+1
ZN+1ΓN+1Σ Z
N+1
ΓN+1ΓN+1
] [
XΣ
XΓN+1
]
=
[
uincΣ
−∂nN+1uincΓN+1
]
(4.27)
où
XΣ =
(
λΣ
pΣ
)
et XΓN+1 =
(
λΓN+1
)
.
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Z1
Z2
Z3
ZN
ZN+1
X1
X2
X3
XN
XN+1 U
inc
N+1
0
0
0
00
0
Fig. 4.3 – Système linéaire par bloc, N + 1 domaines
De façon analogue au procédé avec deux domaines, ce procédé découple ainsi les
résolutions dans les N+1 sous-domaines. Ainsi, ceux-ci sont traités individuellement
et successivement. Les informations nécessaires à la formation des matrices et au
complément de Schur se limitent donc à celles liées au domaine courant (et au
complément de Schur obtenu précédemment). Ainsi lors du procédé de factorisation,
seules les informations relatives au domaine courant sont nécessaires et stockées en
mémoire.
4.3 Analyse modale
Peu d’études ont été faites sur l’analyse de la dispersion par les méthodes
intégrales. L’objectif de ce paragraphe n’est pas de faire une analyse détaillée et
rigoureuse de la dispersion dans les méthodes intégrales, mais de caractériser l’erreur
de dispersion introduite par les différentes méthodes susceptibles d’être utilisées.
Nous avons utilisé pour cela le cas modèle de la propagation dans un guide d’onde
2D et composé les méthodes suivantes :
– méthode utilisant les résultats analytiques (modes),
– méthode utilisant les équations intégrales,
– méthode utilisant les éléments finis.
Cela permettra, comme on le verra, de justifier l’utilisation d’une méthode basée sur
les équations intégrales.
Pour des résultats plus complets sur les méthodes intégrales dans des cas
génériques, on pourra se reporter à [27] par exemple.
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4.3.1 Différentes méthodes de résolution
4.3.1.1 Le problème de propagation
On considère un domaine Ω rectangulaire correspondant à une tranche de cavité
droite. On cherche à caractériser la transmission de l’information électromagnétique
d’un bord de la cavité à l’autre. On étudie donc la propagation des modes TE dans
cette tranche de cavité qui peut être assimilée à un guide d’onde.
Pour des raisons de commodité et sans diminuer la généralité de l’étude, on
considère le domaine Ω = [0;L]× [−pi
2
; pi
2
] de R2, décrit figure 4.4.
pi
2
−pi2
L0
Σ1 Σ2
Γ
Ω
x
y
Fig. 4.4 – Tranche de cavité
L’idée de l’étude est de caractériser dans le guide d’onde la propagation d’un
mode de Σ1 à Σ2. Ce problème va être résolu par une méthode intégrale et une
méthode éléments finis et les résultats seront comparés aux résultats exacts donnés
par une écriture modale.
Par commodité et souci de clarté, dans cette section, x correspondra au vecteur
position
x =
(
x
y
)
.
4.3.1.2 Etude modale
On peut aisément caractériser les modes susceptibles de se propager dans ce
guide d’onde. on suppose que la polarisation est encore TE. Le champ u dans cette
cavité peut être décrit par
u(x, y) =
∑
m∈Z
amum(x, y), (4.28)
où um correspond à un mode de la cavité et s’écrit dans le cas présent
um(x, y) = e
±ikmx sin ((2m+ 1)y) (4.29)
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où km vérifie
km =
√
k2 − (2m+ 1)2, (4.30)
en utilisant la détermination
√−1 = i pour la racine carrée. Les modes propagatifs
correspondent à km réel et les modes évanescents à km imaginaire pur.
On considère plus précisément les modes se propageant de Σ1 à Σ2, c’est-à-dire
les modes en eikmx. On a ainsi
um(x, y) = um(0, y) = sin ((2m+ 1)y) sur Σ1, (4.31)
um(x, y) = um(L, y) = e
ikmL sin ((2m+ 1)y) sur Σ2. (4.32)
D’où sur Σ1,
∂num(x, y) = −ikmeikmx sin ((2m+ 1)y)
= −ikmum(x, y),
(4.33)
et sur Σ2,
∂num(x, y) = ikme
ikmx sin ((2m+ 1)y)
= ikmum(x, y),
(4.34)
où nˆ est la normale sortante au domaine Ω considéré.
Les conditions aux limites de Robin suivantes sur Σ1 et Σ2
∂nu− ikmu = −2ikm sin ((2m+ 1)y) sur Σ1, (4.35)
∂nu− ikmu = 0 sur Σ2, (4.36)
caractérisent la propagation d’un seul mode dans Ω.
Le problème qui va nous servir de référence est donc le problème aux limites
(4.37), représenté également figure 4.5.
∆u+ k2u = 0 dans Ω
∂nu = 0 sur Γ
∂nu− ikmu = −2ikm sin ((2m+ 1)y) sur Σ1
∂nu− ikmu = 0 sur Σ2
(4.37)
Ce problème admet une solution unique.
Démonstration Elle est obtenue classiquement par l’alternative de Fredholm à
partir de l’unicité [26]. 2
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∂nu = 0
∂nu = 0
∂nu− ikmu =
−2ikm sin(my) ∂nu− ikmu = 0
Σ1 Σ2
Γ
Ω
Fig. 4.5 – Tranche de cavité
Σ1 Σ2
Γ
Fig. 4.6 – Maillage Eléments Finis
4.3.1.3 Résolution par Eléments Finis
On pose le problème éléments finis. Les conditions aux limites sont toutes de
type Robin : Neumann homogène pour Γ, Robin pour Σ1 et Σ2.
On choisit un maillage EF régulier, c’est-à-dire de la forme représentée figure
4.6. Le champ u est approché par des fonctions P1-continues.
Ce maillage régulier permet une meilleure gestion des nœuds et surtout une
résolution frontale du problème. En effet, une fois la contribution des nœuds situés
sur une ligne de maillage dans la section de la cavité prise en compte, ils peuvent être
éliminés par complément de Schur. De plus, en raison de la symétrie de translation
du maillage, les matrices raideur et masse peuvent se ramener à la détermination
de ces matrices sur une seule tranche de maillage. Pour des raisons de commodité
de programmation, l’assemblage se fera tranche par tranche, et un complément de
Schur sera ensuite effectué sur les inconnues pouvant être éliminées. On obtient ainsi
un procédé proche du procédé optimal de résolution frontale [45, 46]. Les termes
correspondant aux conditions aux limites sont introduits en fin de procédé, lors de
la résolution du système final.
Des comparaisons avec des résultats obtenus par des méthodes EF d’arêtes
d’ordre élevé (éléments Pn et Qn) (résultats fournis par Marc Duruflé, INRIA) [29]
sont également effectuées. Ces calculs ont été effectués sur un maillage triangulaire
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non symétrique et un maillage quadrangulaire.
4.3.1.4 Résolution par Equations Intégrales
On se base sur la méthode de résolution frontale par équations intégrales
présentée précédemment dans ce chapitre. Les notations utilisées sont celles qui
y sont introduites (on pourra également se référer à [15]).
Cas à un seul domaine On va s’attacher dans un premier temps à résoudre
le problème sans décomposition de domaine, c’est-à-dire avec un seul domaine Ω
(figure 4.5). Pour cela, on cherche à caractériser le terme des réactions de Rumsey
appliqué à l’unique domaine Ω, c’est-à-dire∫
∂Ω
(λ′(x)∂nu(x)− p′(x)u(x)) ds. (4.38)
Les relations (4.35) et (4.36) sur les champs se transcrivent de la façon suivante
sur les données de Cauchy λ et p,
p− ikmλ = −2ikm sin ((2m+ 1)y) sur Σ1, (4.39)
p− ikmλ = 0 sur Σ2. (4.40)
Pour les fonctions test λ′ et p′, on a similairement sur Σ1 et Σ2
p′ − ikmλ′ = 0. (4.41)
La méthode utilisée est d’ordre 1, λ et λ′ sont donc dans P1 et p et p′ dans P0.
Tout d’abord, les relations (4.35) et (4.36) sur les champs peuvent être transcrites
de la façon suivante sur les densités λ et p,∫
∂Ω
λ′(x)∂nu(x)− p′(x)u(x) ds
=
∫
Σ1
(λ′(x) (ikmu(x)− 2ikm sin(my))− (ikmλ′(x))u(x)) ds
+
∫
Σ2
λ′(x) (ikmu(x))− (ikmλ′(x))u(x) ds (4.42a)
=
∫
Σ1
−2ikm λ′(x) sin(my) ds. (4.42b)
Par ailleurs en exprimant ∂nu et u à partir de la représentation intégrale des
données de Cauchy dans (4.38) et en utilisant les conditions (4.39), (4.40) et (4.41),
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on a∫
∂Ω
(
λ′∂nu− p′u
)
ds
=
∫
∂Ω
(
λ′
(
Dλ−NTp)− p′ (Nλ+ V p) ) ds+ 1
2
∫
Σ1∪Σ2
(λ′p− p′λ) ds (4.43a)
=
∫
∂Ω
(
λ′
(
Dλ−NTp)− p′ (Nλ+ V p) ) ds− ∫
Σ1
ikmλ
′ sin(my) ds. (4.43b)
En combinant ces deux équations, on obtient∫
∂Ω
(
λ′
(
Dλ−NTp)− p′ (Nλ+ V p) ) ds = ∫
Σ1
−ikmλ′ sin(my) ds, (4.44)
soit après discrétisation,
λ′T
(
Dλ−NTp)− p′T (Nλ+ V p) = λ′TF1. (4.45)
Soit P01 l’opérateur permettant de projeter une fonction P1-continue définie à
l’aide de ses valeurs nodales sur l’espace des fonctions P0 par segments. On a
P01 = M
−1
00 M01,
où M00 est la matrice masse d’une méthode éléments finis P0, et M01 est la matrice
définie précédemment liée au produit scalaire d’un élément de P0 et d’un élément
de P1. Les relations (4.39), (4.40) et (4.41) s’écrivent alors
p− ikmP01λ = g (4.46)
p′ − ikmP01λ′ = 0 (4.47)
où g est continue par segments et vérifie
g(x) =
{ −2ikm sin ((2m+ 1)y) au milieu de chaque segment de Σ1
0 sur Σ2.
(4.48)
L’équation (4.45) devient alors
λ′T
(
D − ikm
(
NTP01 + P
T
01N
)
+ k2mP
T
01V P01
)
λ
= λ′T
(
F1 +N
Tg + ikmP
T
01V g
)
(4.49)
La résolution de ce système permet d’obtenir la valeur de λ sur Σ1 et Σ2.
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Cas à plusieurs sous-domaines Lors du procédé de factorisation de la cavité, il
est procédé à la sous-structuration de celle-ci en N sous-domaines. Une adaptation
de ce procédé est effectuée afin de calculer l’erreur introduite par la méthode sur le
guide d’onde.
Pour cela, soit un découpage du guide en N sections (figure 4.7). Aux interfaces
entre les sous-domaines, les conditions de raccord sur le champ ui
ui = ui+1, ∂niui + ∂ni+1ui+1 = 0, (4.50)
sont définies tandis que sur les interfaces bordant le guide d’onde (Σ1 et Σ2), on
introduit les conditions (4.35) et (4.36) définies précédemment.
∂nu = 0
∂nu = 0
∂nu− ikmu =
−2ikm sin(my) ∂nu− ikmu = 0
Σ1 Σ2Σ12 Σ23 Σ3N
Γ
Ω1 Ω2 Ω3 ΩN
Fig. 4.7 – Tranche de cavité avec plusieurs sous-domaines
Le couplage de la méthode précédente à un domaine avec la méthode de
factorisation de la cavité nous donne un système linéaire. Ce système est similaire
à (4.44) mais la matrice est une matrice bloc qui correspond alors à la somme
des contributions des différents domaines Ωi. Le second membre est inchangé et
porte uniquement sur Σ1. Des éliminations successives des inconnues sur Γ et Σij
permettent de se ramener aisément à un système posé uniquement sur Σ1 et Σ2.
4.3.2 Résultats
On considère pour notre étude le cas test suivant. Soit le problème défini
précédemment (figures 4.4 et 4.5) avec les paramètres fréquentiels
k = 2pi rad/m, soit λ = 1m.
Le domaine Ω représente ainsi un domaine d’environ 3.1λ× Lλ. Il existe alors trois
modes propagatifs correspondant à
k0 =
√
k2 − 1 ' 6.2031 rad/m,
k1 =
√
k2 − 9 ' 5.5207 rad/m,
k2 =
√
k2 − 25 ' 3.8051 rad/m.
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Le paramètre permettant de définir le raffinement du maillage par la suite est la
densité, c’est-à-dire le nombre de points par longueur d’onde. Ce paramètre définit
ainsi la taille maximale des éléments utilisés pour les différentes résolutions :
– la longueur des maillages pour les équations intégrales,
– la longueur des côtés orthogonaux pour les maillages triangulaires pour les
éléments finis Pn,
– et la dimension des côtés pour les maillages rectangulaires pour les éléments
finis Qn.
4.3.2.1 Calcul de l’erreur
Pour caractériser le procédé, on va s’attacher à regarder, mode par mode, le
coefficient de transmission Tmm du mode m dans le guide, et plus précisément
l’atténuation de ce mode en sortie du guide (sur Σ2).
On suppose que sur Σ1, u(0, y) correspond au mode m. Sur Σ2 (soit en x = L),
on doit avoir
usol(L, y) = um(L, y) = e
ikmL sin ((2m+ 1)y) . (4.51)
Toutefois en raison d’erreurs numériques (schéma numérique, erreur de maillage,
arithmétique flottante en précision finie, erreur de quadrature, ...), on suppose alors
que usol est une combinaison des modes susceptibles de se propager dans le guide,
usol(L, y) =
∞∑
j=0
bje
ikjL sin ((2j + 1)y) , bj ∈ C. (4.52)
Les coefficients bj correspondent ainsi à la projection de u sur les différents modes j.
Tmm étant le coefficient de transmission du mode m dans le guide d’onde, on a ainsi
Tmm = bm. Pour le problème continu, on a Tmm = bm = 1.
L’équation (4.52) implique pour tout m ≥ 0
2
pi
∫ pi/2
−pi/2
sin ((2m+ 1)y)usol(L, y) dy = bme
ikmL, (4.53)
soit,
Tmm =
2
pi
e−ikmL
∫ pi/2
−pi/2
sin ((2m+ 1)y)usol(L, y) dy. (4.54)
L’erreur de dispersion sera donc caractérisée ici par
errdisp = |Tmm − 1|. (4.55)
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4.3.2.2 Dispersion pour résolutions EF
L’évolution de l’erreur de dispersion pour une résolution par EF d’ordre 1 en
fonction de la longueur du guide et de la densité de maillage est présentée figure 4.8
pour le mode 0. Les modes 1 et 2 se comportent similairement.
Pour des éléments finis P1, l’erreur est donc en
L
densité2
.
Plus généralement pour des éléments finis d’ordre n [64], cette erreur est en
L
densité2n
.
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Fig. 4.8 – Erreur de dispersion pour résolutions EF
On retrouve le fait qu’il est nécessaire de mailler très finement les cavités et
conduits pour obtenir une faible erreur de dispersion. Par exemple, pour un conduit
de 20λ, pour avoir une erreur de 10% sur le coefficient de tranmission, il faut prendre
un maillage en λ/30.
Une autre solution consiste à considérer des EF d’ordre élevé. Les erreurs
obtenues sur une résolution par éléments finis d’arêtes Pn et Qn sur un conduit
L = 30 seront présentées plus loin au paragraphe 4.3.2.5, dans les tableaux 4.4 et
4.5.
4.3.2.3 Analyse de la dispersion avec les EI, 1 domaine
On va maintenant étudier la résolution de ce problème par une méthode EI.
Dans ce paragraphe, un seul domaine sera considéré : Ω n’est pas divisé.
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Etude en fonction de la longueur du guide On cherche à caractériser l’erreur
de dispersion constatée en fonction de la longueur du guide d’onde L. La figure 4.9
représente l’évolution de cette erreur pour plusieurs densités de points et les 3 modes
propagatifs
On observe, similairement aux EF, une dépendance linéaire de l’erreur en
fonction de la longueur L du guide. Ceci est particulièrement vrai pour les modes 1
et 2. Pour le mode 0, dans le cas de conduits très longs (correspondant plus à des
guides d’onde qu’à des conduits), le comportement n’est plus tout à fait linéaire.
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Fig. 4.9 – Erreur de dispersion en fonction de L
Etude en fonction de la densité de maillage du guide On considère une
densité de maillage uniforme, c’est-à-dire que la même densité de maillage a été
utilisée pour mailler l’ensemble des parois (Γ, Σ1 et Σ2). La figure 4.10 représente
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(échelle logarithmique) l’erreur de dispersion obtenue en fonction de la densité de
maillage pour différentes longueurs de guide et pour les 3 modes propagatifs.
On observe (plus ou moins suivant les modes) une dépendance de l’erreur de
dispersion en 1
densitépEI
, avec pEI variant de 2 à 3 en fonction du mode étudié. On
retiendra ainsi comme caractéristique d’ensemble une dépendance de l’ordre 1
densité2.5
,
qui déjà asymptotiquement est meilleure que celle relative à une résolution éléments
finis du même ordre.
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Fig. 4.10 – Erreur de dispersion en fonction de la densité de maillage (échelle
logarithmique)
Une étude faite pour des densités de maillage différentes entre les interfaces et
les parois du guide a montré que, suivant le mode considéré, l’erreur de dispersion
dépendait plus soit du maillage des interfaces soit du maillages des parois du guide.
En effet, plus on considère un mode d’ordre m élevé, plus sin ((2m+ 1)y) oscille
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rapidement. Plus de points de maillage sur Σ1 et Σ2 sont donc nécessaires pour
représenter de façon correcte ces oscillations. Inversement, le terme |km| diminue,
eikmx oscille moins rapidement et moins de points de maillage sont donc nécessaires
sur Γ.
Ainsi à chaque mode correspond une densité de maillage (différente sur les
interfaces et les parois) optimale. La densité des maillages utilisés détermine donc
les modes pris correctement en compte par le calcul. Cependant, aucune dépendance
explicite et simple n’a pu être constatée entre les densités relatives de maillage et
l’erreur de dispersion. En effet, les longueurs respectives des frontières Γ et Σ influent
également sur l’erreur.
Régularité du maillage La géométrie du guide d’onde est telle que le
maillage est très régulier : il s’agit de répétitions de segments identiques. En décalant
de façon aléatoire les points de maillage, on brise cette régularité. Dans ce cas-ci,
l’erreur n’évolue pas significativement. Ce qui donne un aperçu de la robustesse du
procédé.
L’erreur de dispersion obtenue par notre schéma EI avec 1 seul domaine est donc
de l’ordre de
L
densité2.5
.
4.3.2.4 Analyse de la dispersion avec les EI, plusieurs sous-domaines
Nous allons maintenant étudier le cas avec plusieurs sous-domaines (figure 4.7).
Etude de l’erreur en fonction du nombre de sous-domaines de taille
donnée On cherche maintenant à étudier l’influence du nombre de sous-domaines
sur l’erreur de dispersion. Pour cela, nous allons considérer un nombre variable de
sous-domaines de taille fixe et regarder l’erreur de dispersion obtenue dans ces cas-
là. L’erreur dans chaque sous-domaine étant la même, on peut quantifier l’erreur
introduite par les interfaces fictives.
La figure 4.11 montre l’erreur obtenue en fonction du nombre de sous-domaines,
pour des longueurs de sous-domaines variant de 2 à 4. Comme on peut le voir, l’erreur
de dispersion dépend linéairement du nombre de sous-domaines. Cette erreur est
toutefois inférieure à l’erreur obtenue sur un domaine de longueur Lref multipliée
par le nombre de sous-domaines (figure 4.12).
La figure 4.13 montre une comparaison entre cette erreur et l’erreur obtenue avec
un seul domaine pour une taille globale identique. On observe que l’erreur obtenue
avec N sous-domaines est, suivant les cas, inférieure ou supérieure à l’erreur obtenue
avec un seul domaine. Une explication est proposée ci-après.
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Fig. 4.11 – Erreur de dispersion en fonction du nombre N de sous-domaines de
longueur fixée Lref, mode 0, densité 10
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(a) Mode 0
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(b) Mode 1
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(c) Mode 2
Fig. 4.12 – Comparaison entre l’erreur de dispersion pour N sous-domaines de
longueur fixée Lref (traits pleins) et l’erreur de dispersion pour un seul domaine de
longueur Lref multipliée par le nombre de domaines N (pointillés), densité 10
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(a) Mode 0, densité 10
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(b) Mode 0, densité 30
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(c) Mode 1, densité 10
0 2 4 6 8 10 12
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
x 10−3
Nb domains
e
rr
o
r
Lref = 2
Lref = 3
Lref = 4
(d) Mode 1, densité 30
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(e) Mode 2, densité 10
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(f) Mode 2, densité 30
Fig. 4.13 – Comparaison entre l’erreur de dispersion pour N sous-domaines de
longueur fixée Lref (traits pleins) et l’erreur de dispersion pour un seul domaine de
longueur N × Lref (pointillés)
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Etude de l’erreur en fonction du nombre de sous-domaines, pour un
conduit donné On cherche maintenant à étudier l’influence du nombre de sous-
domaines sur l’erreur de dispersion pour un conduit donné. On a représenté figure
4.14 l’évolution de cette erreur quand on fait varier le nombre de sous-domaines
pour une taille globale L fixée. On observe que l’erreur de dispersion dépend
asymptotiquement linéairement du nombre de sous-domaines. Suivant les modes
étudiés ainsi que les densités utilisées pour les maillages, on observe deux types de
comportement.
Pour une densité de maillage de 10, on remarque que l’erreur diminue avec le
nombre de domaines pour les mode 0 et 1, et augmente pour le mode 2. Pour une
densité de 30, on observe que l’erreur augmente linéairement avec le nombre de
sous-domaines. On a remarqué précédemment (4.3.2.3 page 66) que les densités de
maillages sur Γ et Σ influaient différemment suivant les modes.
Ainsi pour le mode 2, la valeur du champ oscille fortement sur les interfaces
Σ. Une densité de 10 points par longueur d’onde sur Σ est “juste” suffisante pour
ce mode. L’ajout d’interfaces Σij par l’augmentation du nombre de sous-domaines
augmente donc l’erreur globale de dispersion.
Inversement, pour les modes 0 et 1, le champ oscille plus fortement sur l’interface
Γ. Une densité de 10 points par longueur d’onde sur Γ est alors “juste” suffisante
pour ces modes. L’augmentation du nombre de sous-domaines diminue, dans chaque
sous-domaines, la taille de Γi et ainsi l’erreur liée à Γ lors du traitement de chaque
sous-domaine. Ce qui entraîne ainsi une diminution de l’erreur de dispersion avec le
nombre de sous-domaines
Lorsque l’on augmente la densité de maillage (30 points par longueur d’onde),
l’erreur liée aux densités des maillages diminue, et l’erreur liée directement à l’ajout
des sous-domaines apparaît. On observe une augmentation linéaire de l’erreur avec
le nombre de sous-domaines.
Etude de l’erreur en fonction de la densité de maillage pour un nombre
donné de domaines Dans le cas avec 1 seul domaine, on a constaté une
dépendance de l’erreur en 1
densité2.5
. Comme le montre la figure 4.15, lorsque l’on
a plusieurs domaines, la dépendance est du même type, en 1
densité2.5
.
On a vu précédemment avec un domaine qu’il n’était pas nécessaire de sur-
raffiner le maillage sur les parois ou sur les interfaces. On peut faire la même
constatation dans le cas à plusieurs sous-domaines.
On peut donc dire que l’on a une dépendance en L.Nb domaines
densité2.5
de l’erreur de
dispersion.
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(a) Mode 0, densité 10
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(b) Mode 0, densité 30
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(c) Mode 1, densité 10
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(d) Mode 1, densité 30
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(e) Mode 2, densité 10
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(f) Mode 2, densité 30
Fig. 4.14 – Erreur de dispersion en fonction du nombre de sous-domaines
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Fig. 4.15 – Erreur de dispersion en fonction de la densité, mode 0, cas à plusieurs
domaines (échelles logarithmiques)
4.3.2.5 Comparaisons des résolutions EF et EI
On souhaite désormais faire un comparatif précis des différentes méthodes, et
ainsi justifier l’utilisation d’une méthode par équations intégrales par rapport à une
méthode éléments finis. Il s’agit également de quantifier le nombre de domaines
fictifs que l’on peut introduire tout en conservant de bons résultats, par rapport à
une méthode EF.
La comparaison se fait sur un conduit de longueur L = 30. Les erreurs obtenues
par les différentes méthodes pour ce conduit sont présentées dans les tableaux
suivants.
Tab. 4.1 – Erreur de dispersion obtenue par les EF
Densité 20 points/λ 30 points/λ 40 points/λ 50 points/λ 60 points/λ
Mode 0 0.4061 0.1824 0.1028 0.0659 0.0457
Mode 1 0.5819 0.2637 0.1485 0.0953 0.0661
Mode 2 0.8929 0.4127 0.2328 0.1497 0.1038
Tab. 4.2 – Erreur de dispersion obtenue par les EI, 1 domaine
Densité 6 points/λ 8 points/λ 10 points/λ 12 points/λ 14 points/λ
Mode 0 0.1996 0.0818 0.0412 0.0238 0.0150
Mode 1 0.1266 0.0507 0.0252 0.0145 0.0091
Mode 2 0.0468 0.0183 0.0094 0.0056 0.0037
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Tab. 4.3 – Erreur de dispersion obtenue par les EI, plusieurs sous-domaines
(a) 2 domaines
Densité 6 points/λ 8 points/λ 10 points/λ 12 points/λ 14 points/λ
Mode 0 0.1327 0.0591 0.0315 0.0190 0.0124
Mode 1 0.1212 0.0488 0.0244 0.0140 0.0089
Mode 2 0.0492 0.0191 0.0098 0.0058 0.0038
(b) 5 domaines
Densité 6 points/λ 8 points/λ 10 points/λ 12 points/λ 14 points/λ
Mode 0 0.1228 0.0555 0.0297 0.0179 0.0117
Mode 1 0.1170 0.0471 0.0235 0.0135 0.0086
Mode 2 0.0573 0.0218 0.0111 0.0066 0.0043
(c) 10 domaines
Densité 6 points/λ 8 points/λ 10 points/λ 12 points/λ 14 points/λ
Mode 0 0.1274 0.0561 0.0297 0.0178 0.0116
Mode 1 0.0993 0.0413 0.0211 0.0124 0.0080
Mode 2 0.0681 0.0256 0.0130 0.0077 0.0050
Les études précédentes ont montré que l’erreur de dispersion était suivant une
loi en
erreur = C
L
densp
(4.56)
avec C une constante et
p = 2 pour les EF d’ordre 1
= 2.5 pour les EI d’ordre 1
Cette loi est très similaire entre les EF et les EI. L’intérêt des EI réside dans
la constante CEI qui est très inférieure à CEF qui permet d’utiliser un maillage
beaucoup moins dense pour une erreur similaire.
L’utilisation d’une technique multi-domaines avec les équations intégrales donne
une loi en
erreur =
C1 L/Ndom + C2Ndom
dens2.5
. (4.57)
L’erreur globale obtenue est très proche de l’erreur obtenue avec 1 domaine intérieur
et donc très inférieure à l’erreur obtenue par une résolution EF. Il est donc plus
intéressant de résoudre le problème d’une cavité profonde avec cette méthode multi-
domaine par équations intégrales que d’utiliser une méthode éléments finis. L’erreur
obtenue est très inférieure et la sous-structuration permet de réduire de façon très
efficace (cf. section suivante) le temps de calcul.
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Il est possible de réduire l’erreur obtenue par une résolution EF en utilisant
des éléments d’ordre élevé. Les erreurs présentées dans les tables 4.4 et 4.5 ont été
obtenues sur des éléments finis d’arête Pn (non symétriques) et Qn par Marc Duruflé
(INRIA) [29]. L’erreur de dispersion est alors en
erreur = C
L
dens2n
. (4.58)
Cela permet donc de diminuer fortement la densité de maillage (surtout pour les
éléments Qn) mais dégrade également le conditionnement du système à résoudre.
Il est cependant important de noter que l’augmentation de l’ordre des éléments
utilisés augmente le nombre de degrés de liberté pour un nombre donné de points
par longueur d’onde. La diminution de la densité du maillage n’entraîne donc pas la
même diminution sur le nombre de degrés de liberté et donc sur la taille du système
linéaire à résoudre. De plus, l’utilisation d’éléments d’ordre élevé rend de plus en plus
dense la matrice du système à résoudre. Ce qui diminue l’intérêt de ces méthodes.
Tab. 4.4 – Erreur de dispersion sur un maillage régulier, élément finis Pn
(a) Eléments P1
Densité 20 points /λ 30 points /λ 40 points /λ 50 points /λ 60 points /λ
Mode 0 0.7868 0.3614 0.2049 0.1314 0.0913
Mode 1 1.1233 0.5240 0.2982 0.1908 0.1327
Mode 2 1.6337 0.8159 0.4698 0.3005 0.2094
(b) Eléments P2
Densité 10 points /λ 13 points /λ 16 points /λ 20 points /λ 30 points /λ
Mode 0 0.3157 0.1161 0.0517 0.0215 0.0043
Mode 1 0.5494 0.1969 0.0859 0.0360 0.0071
Mode 2 0.9718 0.3422 0.1456 0.0611 0.0117
(c) Eléments P3
Densité 8 points /λ 10 points /λ 12 points /λ 14 points /λ 16 points /λ
Mode 0 0.1396 0.0396 0.0138 0.0056 0.0025
Mode 1 0.3216 0.0893 0.0303 0.0120 0.0054
Mode 2 0.7005 0.1912 0.0634 0.0246 0.0108
(d) Eléments P4
Densité 6 points /λ 8 points /λ 10 points /λ 12 points /λ 14 points /λ
Mode 0 0.2578 0.0299 0.0058 0.0014 0.0004
Mode 1 1.1590 0.1046 0.0231 0.0044 0.0011
Mode 2 1.4953 0.2757 0.0717 0.0110 0.0024
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Tab. 4.5 – Erreur de dispersion sur un maillage régulier, élément finis Qn
(a) Eléments Q1 avec condensation de masse
Densité 20 points /λ 30 points /λ 40 points /λ 50 points /λ 60 points /λ
Mode 0 0.7367 0.3318 0.1868 0.1195 0.0849
Mode 1 0.5708 0.2548 0.1434 0.0916 0.0651
Mode 2 0.7002 0.3093 0.1745 0.1107 0.0783
(b) Eléments Q2 avec condensation de masse
Densité 10 points /λ 13 points /λ 16 points /λ 20 points /λ 30 points /λ
Mode 0 0.1618 0.0553 0.0238 0.0097 0.0019
Mode 1 0.0927 0.0317 0.0136 0.0056 0.0011
Mode 2 0.1264 0.0374 0.0148 0.0060 0.0011
(c) Eléments Q3 avec condensation de masse
Densité 8 points /λ 10 points /λ 12 points /λ 14 points /λ 16 points /λ
Mode 0 0.0505 0.0129 0.0043 0.00170 0.00076
Mode 1 0.0225 0.0058 0.0019 0.00076 0.00034
Mode 2 0.0444 0.0097 0.0029 0.00107 0.00045
(d) Eléments Q4 avec condensation de masse
Densité 6 points /λ 8 points /λ 10 points /λ 12 points /λ 14 points /λ
Mode 0 0.0729 0.00821 0.00127 0.000298 8.73e-5
Mode 1 0.0118 0.00268 0.000456 0.000106 3.09e-5
Mode 2 0.542 0.0547 0.00208 0.000213 3.64e-5
(e) Eléments Q6 avec condensation de masse
Densité 6 points /λ 8 points /λ 10 points /λ 12 points /λ 14 points /λ
Mode 0 0.00705 0.000227 1.67e-5 1.95e-6 3.14e-7
Mode 1 0.00154 4.54e-5 3.79e-6 4.37e-7 7.01e-8
Mode 2 0.0996 0.000948 3.32e-5 2.6e-5 2.78e-7
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4.3.3 Conclusion
L’étude précédente a permis de quantifier l’erreur de dispersion introduite lors
d’une résolution classique par EI et de vérifier ses performances par rapport à une
méthode d’EF. Le procédé de décomposition de cavité basé sur les EI n’introduit
pas de hausse significative de l’erreur de dispersion et celle-ci reste très inférieure à
celle obtenue par les EF.
Ce procédé de résolution semble donc très approprié à la résolution d’un
problème de cavité. Des EF d’ordre élevé peuvent être utilisés avantageusement
[58, 49] mais au prix d’une dégradation du conditionnement du système linéaire à
résoudre et d’un remplissage important des matrices.
4.4 Résultats numériques
L’étude canonique précédente a permis de valider l’approche sur la propagation
d’un mode. Il s’agit maintenant de confirmer ce comportement sur des cas non
canoniques.
4.4.1 Cavité COBRA
On considère la cavité COBRA à bords épais (dérivée du cas test présenté en
annexe A.1, épaisseur 18.75mm), représentée figure 4.16 à 8 GHz avec une densité
de maillage de 12 points par longueur d’onde.
(a) Cavité COBRA à bords épais (b) Décomposition en 8 domaines
Fig. 4.16 – Cavité et sa décomposition intérieure
4.4.1.1 Exemples de décomposition
On a résolu ce problème pour un angle d’incidence de −35° tout d’abord
sans décomposition de domaine (avec une formulation CFIE) puis en décomposant
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l’intérieur de la cavité avec un nombre variable de domaines intérieurs. On a indiqué
figure 4.17 les erreurs relatives obtenues sur les courants équivalents par rapport :
– à la résolution CFIE sans décomposition de domaine (dans ce cas-ci seuls les
courants situés sur la partie extérieure de la cavité sont comparés),
– à la résolution avec un domaine intérieur.
Ces deux comparaisons permettent d’étudier respectivement l’influence de la
décomposition de domaine et de l’augmentation du nombre de sous-domaines.
0 5 10 15 20 25 30 35 40
Nombre de domaines intérieurs
0
0.0025
0.005
0.0075
0.01
0.0125
0.015
Er
re
ur
SER (m)
λ(Γ)
(a) Comparaison avec le cas sans décomposition
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Fig. 4.17 – Erreur sur les courants et sur les champs (SER) en fonction du nombre
de domaines intérieurs
Comme on peut le voir, l’introduction de la décomposition de domaine n’entraîne
pas de modification importante des courants et du champ lointain rayonné, et cela
même en considérant 40 domaines.
4.4.1.2 Temps de calcul et nombre de domaines intérieurs
L’introduction de ces sous-domaines doit permettre de réduire le temps de calcul.
Ainsi, on a indiqué dans le tableau 4.6 les temps moyens de résolution obtenus sur
le cas test précédent pour 361 angles d’incidences en fonction du nombre de sous-
domaines intérieurs considérés. Le cas avec 0 domaine intérieur correspond à la
résolution du problème sans décomposition de domaine.
On observe que l’introduction de sous-domaines diminue fortement le temps de
calcul. Avec un seul domaine intérieur, ce temps de calcul est divisé par un facteur
2.8.
Lorsque l’on augmente le nombre de domaines intérieurs, on constate tout
d’abord une décroissance du temps de calcul avant une remontée de celui-ci. Cette
remontée est due au fait que lorsque l’on ajoute des domaines intérieurs, on diminue
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Tab. 4.6 – Temps d’exécution en fonction du nombre de domaines intérieurs
Nombre de
domaines
intérieurs
0 1 2 3 4 6 12 40
Temps moyen
d’exécution (s)
117.8 42.2 41.7 41.5 40.3 41.0 43.3 51.1
Nombre moyen
d’inconnues par
domaine intérieur
703 326 195 148 125 103 80 65
bien le nombre moyen d’inconnues par domaine intérieur, mais on ajoute globalement
des inconnues supplémentaires au système : celles correspondant aux courants fictifs
sur les interfaces entre les domaines. Pour une géométrie donnée, il y a donc un
nombre optimal de domaines à considérer.
Une part importante (85%) du temps de calcul restant est due à la résolution
dans le domaine extérieur, qui est incompressible avec ce procédé. La réduction de
ce temps de calcul est l’objet de la seconde partie de ce travail.
4.4.2 Etude paramétrique du procédé de décomposition 2D
Quelques paramètres susceptibles d’influencer sur la qualité de cette
décomposition sont étudiés dans un cadre général pour essayer de déterminer la
décomposition optimale, c’est-à-dire celle entraînant l’erreur la plus faible possible
tout en maintenant les performances en termes de temps de calcul.
En plus du nombre de sous-domaines considérés, plusieurs paramètres sont à
étudier pour quantifier leur influence sur la qualité du résultat. Voici les paramètres
qui seront étudiés dans cette section :
– position de la surface de couplage par rapport à l’ouverture de la cavité,
– forme de la surface de couplage,
– densité de maillage sur la surface de couplage.
Ces paramètres ont été étudiés pour une cavité rectangulaire de 2λ× 12λ, avec
des bords d’épaisseur λ/2. On a observé le résultat de la diffraction d’une onde
d’incidence −35°, avec un angle d’observation variant de −180° à +180°.
4.4.2.1 Influence de la position de la surface de couplage
On s’intéresse ici au positionnement d’une surface de couplage droite et à son
influence sur la qualité du résultat. La frontière de couplage est placée en différents
endroits correspondants aux cas décrits sur la figure 4.18 : 4.18(a) pour une distance
78
4.4. Résultats numériques
            
            
            
            
            
            
            
            
            
            
            
            
de couplage
Bord supérieur
Bord inférieur
Frontière extérieure
Frontière
(a) Frontière droite raccordée à l’intérieur
            
            
            
ff ff ff ff ff ff ff ff ff ff ff ff ff
ff ff ff ff ff ff ff ff ff ff ff ff ff
ff ff ff ff ff ff ff ff ff ff ff ff ff
fi fi fi fi fi fi fi fi fi fi fi fi fi
fi fi fi fi fi fi fi fi fi fi fi fi fi
fi fi fi fi fi fi fi fi fi fi fi fi fi
fl fl fl fl fl fl fl fl fl fl fl fl fl
fl fl fl fl fl fl fl fl fl fl fl fl fl
fl fl fl fl fl fl fl fl fl fl fl fl fl
de couplage
Bord supérieur
Bord inférieur
Frontière extérieure
Frontière
(b) Frontière courbe raccordée à l’intérieur
ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi
ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi
ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi
ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi
            
            
            
            
             
             
             
             
! ! ! ! ! ! ! ! ! ! ! ! !
! ! ! ! ! ! ! ! ! ! ! ! !
! ! ! ! ! ! ! ! ! ! ! ! !
! ! ! ! ! ! ! ! ! ! ! ! !
de couplage
Bord supérieur
Bord inférieur
Frontière extérieure
Frontière
(c) Frontière droite raccordée aux coins
" " " " " " " " " " " " "
" " " " " " " " " " " " "
" " " " " " " " " " " " "
" " " " " " " " " " " " "
# # # # # # # # # # # # #
# # # # # # # # # # # # #
# # # # # # # # # # # # #
# # # # # # # # # # # # #
$ $ $ $ $ $ $ $ $ $ $ $ $
$ $ $ $ $ $ $ $ $ $ $ $ $
$ $ $ $ $ $ $ $ $ $ $ $ $
$ $ $ $ $ $ $ $ $ $ $ $ $
% % % % % % % % % % % % %
% % % % % % % % % % % % %
% % % % % % % % % % % % %
% % % % % % % % % % % % %
de couplage
Bord supérieur
Bord inférieur
Frontière extérieure
Frontière
(d) Frontière courbe raccordée aux coins
& & & & & & & & & & & & &
& & & & & & & & & & & & &
& & & & & & & & & & & & &
' ' ' ' ' ' ' ' ' ' ' ' '
' ' ' ' ' ' ' ' ' ' ' ' '
' ' ' ' ' ' ' ' ' ' ' ' '
( ( ( ( ( ( ( ( ( ( ( ( (
( ( ( ( ( ( ( ( ( ( ( ( (
( ( ( ( ( ( ( ( ( ( ( ( (
) ) ) ) ) ) ) ) ) ) ) ) )
) ) ) ) ) ) ) ) ) ) ) ) )
) ) ) ) ) ) ) ) ) ) ) ) )
de couplage
Bord supérieur
Bord inférieur
Frontière extérieure
Frontière
(e) Frontière droite raccordée à l’extérieur
* * * * * * * * * * * * *
* * * * * * * * * * * * *
* * * * * * * * * * * * *
+ + + + + + + + + + + + +
+ + + + + + + + + + + + +
+ + + + + + + + + + + + +
, , , , , , , , , , , , ,
, , , , , , , , , , , , ,
, , , , , , , , , , , , ,
- - - - - - - - - - - - -
- - - - - - - - - - - - -
- - - - - - - - - - - - -
de couplage
Bord supérieur
Bord inférieur
Frontière extérieure
Frontière
(f) Frontière courbe raccordée à l’extérieur
Fig. 4.18 – Exemples de définition de la surface de couplage
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Fig. 4.19 – Erreur en fonction de la position de la surface de couplage
à l’ouverture négative, 4.18(c) pour une distance nulle, et 4.18(e) pour une distance
positive. Deux densités ont été utilisées pour le maillage : 12 et 24 points par longueur
d’onde.
Les résultats sont présentés figure 4.19, la zone d’intérêt est mise en évidence.
Comme on peut le voir, lorsque le point de raccord entre la surface de couplage et
la cavité se situe sur une arête, (c’est-à-dire ici lorsque la distance de la surface de
couplage à l’ouverture de la cavité vaut 0 ou λ/2) l’erreur, aussi bien sur les courants
que sur les champs, est bien plus importante. A l’exception de ces deux points, pour
une densité de maillage donnée, l’erreur varie très peu.
On aura donc intérêt lors de la définition de cette surface à éviter autant que
possible un raccordement au niveau des coins (rupture de courbure et localisation
des singularités du problème aux limites).
4.4.2.2 Influence de la forme de la surface de couplage
Considérons le cas où la surface de couplage se raccorde à la cavité au milieu
de l’épaisseur des bords de la cavité, c’est-à-dire que la distance de cette surface
à l’ouverture vaut λ/4. Plusieurs formes de surface de couplage vont être testées :
une surface plane, une surface courbe et une surface plus irrégulière en dents de scie
(figure 4.20).
Les résultats sont présentés figure 4.21. L’axe des abscisses correspond à la
distance d définie à la figure 4.20, c’est-à-dire la distance maximale entre un point
de la surface de couplage et l’ouverture de la cavité. Pour la frontière courbe, lorsque
ce paramètre varie, le rayon de la surface varie également.
On constate que la forme de la surface de couplage influe peu sur la qualité des
courants et des champs diffractés. Il en est de même pour la distance maximale entre
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Fig. 4.20 – Exemples de formes pour la frontière de couplage
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Fig. 4.21 – Erreur sur les courants en fonction de la distance maximale (d) entre
l’extrémité de la frontière et l’ouverture de la cavité
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la frontière de couplage et l’ouverture de la cavité.
4.5 Conclusion
L’étude précédente a permis de dégager de façon nette les performances d’une
méthode de détermination de la diffraction d’une onde plane par une cavité. Cette
méthode est basée sur une décomposition de domaine par sous-structuration et
une résolution par équations intégrales. Le procédé s’avère performant en temps
de calcul, en précision et en robustesse. Il ne produit pas de phénomènes importants
de dispersion contrairement à une résolution par EF et n’est pas limité à des cas
canoniques.
Nous revenons dans le chapitre suivant sur l’analyse mathématique de ce procédé
de sous-structuration avant de l’étendre au cas 3D.
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Nous allons dans cette partie analyser rigoureusement le procédé de sous-
structuration de la cavité défini au chapitre précédent. Pour cela, nous rappellerons
dans un premier temps le cadre fonctionnel de la résolution par équations intégrales.
Nous constaterons ensuite les défauts liés à la formulation EFIE classique et
aux méthodes reposant sur l’utilisation de l’opérateur de Steklov-Poincaré. Nous
mènerons enfin dans le détail l’analyse mathématique et numérique de la méthode
de sous-structuration définie au chapitre précédent. Un exemple numérique illustrera
les points dégagés par l’analyse théorique.
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5.1 Eléments d’analyse fonctionnelle
5.1.1 Rappel sur le problème de diffraction
Rappelons le problème de diffraction associé à la figure 5.1. La solution u du
problème de diffraction vérifie,
∆u+ k2u = 0 dans Ω,
∂nu = 0 sur Γ,
lim
|x|→+∞
|x|1/2 (∂|x|(u− uinc)− ik(u− uinc)) = 0. (5.1)
Ω
Γnˆ
D
Fig. 5.1 – Définition schématique de la géométrie du problème initial
D’une façon générale, la frontière Γ sera supposée lipschitzienne ; ce qui suffira
à la plupart des propriétés des opérateurs intégraux que nous utiliserons dans la
suite. Cependant, sans restreindre les conditions d’application aux structures réelles
rencontrées en pratique, nous supposerons de plus que Γ est régulière par morceaux.
Cette propriété d’être lipschitzienne équivaut alors à ce que que tous les points de
Γ sont réguliers (c’est-à-dire admettent une tangente), mis à part un nombre fini
de points anguleux, qui, de plus, ne sont pas des points de rebroussement. Toutes
les courbes considérées dans ce chapitre, qu’elles soient ouvertes ou fermées, sont
supposées posséder cette régularité.
Sous des conditions beaucoup plus générales, on démontre alors [84] que le
problème (5.1) admet une solution et une seule dans le cadre fonctionnel suivant
H1loc(Ω) :=
{
v ∈ L2(Ω);ϕv ∈ H1(Ω),∀ϕ ∈ D(R2)
}
.
5.1.2 Données de Cauchy de l’équation d’Helmholtz
On définit alors les traces sur Γ, qui sont les données de Cauchy pour l’équation
aux dérivées partielles intérieure : u|Γ et ∂nu|Γ. Ces traces jouent le rôle de courants
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équivalents en électromagnétisme. Ce sont également les données et les inconnues des
problèmes aux limites lors d’une résolution par équations intégrales, soit directement
soit à travers une de leur combinaison. Ces traces sont dans les espaces suivants,
u|Γ ∈ H1/2(Γ), ∂nu|Γ ∈ H−1/2(Γ).
Comme H−1/2(Γ) s’identifie par extension du produit scalaire de L2(Γ) au dual
de H1/2(Γ), la formule de Green usuelle, pour u de classe C2 et v de classe C1,∫
Γ
∂nu v dσ =
∫
Ω
(∆u v +∇u ·∇v) dx (5.2a)
=
∫
Ω
(
∇u ·∇v − k2u v) dx, (5.2b)
s’étend aux u et v dans H1loc(Ω) lorsque de plus u vérifie l’équation d’Helmholtz, en
interprétant l’intégrale sur Γ comme le crochet de dualité
〈∂nu, v〉Γ =
∫
Γ
∂nu v dσ. (5.3)
5.1.3 Espaces des restrictions des données de Cauchy
Ωext
Ωint
Γext
Γint
Σ
nˆextnˆint
Fig. 5.2 – Décomposition avec deux domaines
Notre but est de décomposer la résolution suivant les deux sous-domaines Ωext et
Ωint indiqués par la figure 5.2. La frontière de ∂Ωext de Ωext admet la décomposition
sans recouvrement en Γext et Σ. Ces parties seront toujours supposées être des
courbes ouvertes et des parties ouvertes pour la topologie induite.
Dans le domaine extérieur Ωext, la solution initiale vérifie par restriction
∆u+ k2u = 0 dans Ωext,
∂nu = 0 sur Γext,
lim
|x|→+∞
|x|1/2 (∂|x|(u− uinc)− ik(u− uinc)) = 0. (5.4)
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Pour pouvoir définir les conditions de raccord avec la solution du problème dans
Ωint, nous avons besoin également de définir les restrictions à Σ des données de
Cauchy u|∂Ωext et ∂nu|∂Ωext . Ces traces appartiennent respectivement aux espaces
u|∂Ωext∈ H1/2(∂Ωext), ∂nu|∂Ωext∈ H−1/2(∂Ωext).
On peut donc définir
u|Σ ∈ H−1/2(Σ), ∂nu|Σ ∈ H−1/2(Σ),
car l’opérateur de restriction
ϕ 7→ ϕ|Σ,
est borné de Hs(∂Ωext) dans Hs(Σ) pour tout −1 ≤ s ≤ 1 (cf. [61]).
Cependant, comme ∂nu est à support dans Σ, sa restriction à Σ est
dans un espace STRICTEMENT contenu, aussi bien ALGEBRIQUEMENT que
TOPOLOGIQUEMENT, dans H−1/2(Σ) : H˜−1/2(Σ).
D’une façon générale, on définit (avec [61]) les espaces “tildés”
H˜s(Σ) :=
{
φ ∈ Hs(Σ) tel que φ˜ ∈ Hs(C)
}
où φ˜ est le prolongement de φ par 0 à une courbe C contenant strictement Σ (i.e.,
contenant Σ dans son intérieur).
Propriété 5.1.1 Pour tout s réel, si Σ est une courbe régulière, on a les
identifications suivantes pour les duaux, Hs(Σ)′ et H−s(Σ)′, de Hs(Σ) et H−s(Σ)
respectivement,
Hs(Σ)′ = H˜−s(Σ), H˜s(Σ)′ = H−s(Σ).
La dualité H−s, Hs pour une courbe fermée s’étend aux courbes ouvertes à condition
que l’un des deux espaces soit “tildé”.
Le crochet de dualité 〈·, ·〉∂Ωext entre H−1/2(∂Ωext) et H1/2(∂Ωext) pour une
courbe fermée peut donc être étendu à la dualité H˜−1/2(Σ), H1/2(Σ) ,
〈∂nextu|Σ, v〉Σ = 〈∂nextu,w〉∂Ωext , (5.5)
où w est un élément quelconque de H1/2(∂Ωext) tel que w|Σ = v. On définit de même
la dualité H−1/2(Σ), H˜1/2(Σ).
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5.2 Analyse des méthodes usuelles
5.2.1 Résolution de l’EFIE
Rappelons que l’EFIE (cf. section 3.1.3.2) consiste à chercher sous la forme
u = uinc +Nλ la solution du problème de diffraction (5.1), où N est le potentiel de
double couche défini par,
Nλ (x) = −
∫
Γ
∂nyG(x, y)λ(y) dΓ(y) , x 6∈ Γ. (5.6)
L’expression de la condition aux limites sur Γ conduit à résoudre le problème suivant,{
trouver λ ∈ H1/2(Γ), ∀λ′ ∈ H1/2(Γ)
〈Dλ, λ′〉Γ = −
〈
∂nu
inc, λ′
〉
Γ
(5.7)
où λ est la densité définie par le saut de u à travers Γ, λ = [u]. Ce saut est défini
relativement à la normale extérieure, comme la différence entre la trace de u dans le
domaine d’où la normale est sortante et la trace de u dans le domaine où la normale
est rentrante. L’opérateur D correspond à la trace normale du potentiel de double
couche N et est défini par
Dλ (x) = −∂sx (V (∂sλ)) (x)− k2V (λτˆ) (x) · τˆ(x), (5.8)
avec les notations introduites dans 3.1.3.1.
L’analyse et la résolution numérique de l’EFIE sont basées sur la propriété
suivante.
Propriété 5.2.1 L’opérateur D est cœrcif de H1/2(Γ) dans H−1/2(Γ) dans le sens
suivant
D = D(0) +R (5.9)
où D(0) est l’opérateur H1/2(Γ)→ H−1/2(Γ) tel que
∃α > 0 : Re 〈D(0)λ, λ¯〉 ≥ α ‖λ‖21/2,Γ; ∀λ ∈ H1/2(Γ),
et R est un opérateur compact de H1/2(Γ) dans H−1/2(Γ).
Ceci assure que D est un opérateur de Fredholm d’indice nul.
Remarque 5.2.1 La propriété précédente est en fait vraie dès que l’opérateur de
l’EDP est fortement elliptique (cf. McLean [61], page 230, avec une description de la
propriété de forte ellipticité légèrement différente : exprimée de façon variationnelle).
Remarque 5.2.2 Cette décomposition est donnée de façon explicite par Nédélec-
Planchard [66] pour le cas 3D et Hsiao-Wendland [44] pour le cas 2D.
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Il s’ensuit ainsi que le problème (5.7) va être bien posé dès que le problème
homogène associé n’admet que la solution nulle. Toute solution du problème
homogène λ définit grâce à la représentation intégrale Nλ une solution du problème
(5.1) avec une onde incidente nulle et une solution pour le problème dans D pour
l’équation d’Helmholtz avec une condition de Neumann homogène. L’unicité de la
solution du problème extérieur montre que Nλ|Ω = 0. On a alors l’alternative
suivante.
Premier cas. Le problème intérieur{
∆u+ k2u = 0 dans D,
∂nu = 0 sur Γ,
(5.10)
n’admet que la solution u = 0. Ceci montre que λ = [Nλ] = 0. L’opérateur D est
ainsi un isomorphisme cœrcif. De plus, cette propriété assure que la résolution de
(5.7) par une méthode d’éléments finis P1-continus est stable et convergente. Nous
reviendrons sur ce point dans la suite.
Second cas. Le problème (5.10) admet une solution non nulle ; k2 est une
valeur propre du laplacien dans D pour la condition de Neumann. La solution de
(5.7) peut être entachée par une solution parasite liée à une solution non nulle du
problème intérieur. Cette solution parasite ne rayonne pas cependant à l’extérieur
(cf. section 3.1.3.2 et [69] par exemple).
5.2.2 Méthodes avec opérateur d’impédance
La méthode FACTOPO [11] est une méthode de sous-structuration basée
sur l’utilisation de l’opérateur de Steklov-Poincaré (appelé également opérateur
d’impédance en électromagnétisme). On peut la présenter dans un cadre
mathématique à l’aide des éléments d’analyse fonctionnelle précédents.
Pour φ ∈ H˜−1/2(Σ), c’est-à-dire tel que son prolongé par zéro φ˜ ∈ H−1/2(∂Ωint)
(les notations sont celles définies figure 5.2), on considère le problème suivant,
w ∈ H1(Ωint),
∆w + k2w = 0 dans Ωint,
∂nw = φ˜ sur ∂Ωint.
(5.11)
On définit alors l’opérateur Z par
Z φ = w|Σ ∈ H1/2(Σ). (5.12)
Clairement, suite à la discussion précédente sur l’EFIE, cet opérateur n’est défini
que si k2 est différent d’une valeur propre pour le laplacien avec des conditions de
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Neumann sur ∂Ωint. Dans le cas où cet opérateur est défini, il contient toute la
résolution relative à la cavité. Le problème de diffraction est équivalent au problème
posé dans Ωext, 
∆u+ k2u = 0 dans Ωext,
∂nu = 0 sur Γext,
u|Σ = Z (∂nu|Σ) ,
lim
|x|→+∞
|x|1/2 (∂|x|(u− uinc)− ik(u− uinc)) = 0, (5.13)
La méthode FACTOPO repose sur la discrétisation de l’opérateur d’impédance
par différentes techniques. L’inconvénient est que celui-ci n’est défini que pour les
valeurs de k ne donnant pas lieu à une fréquence de résonance pour le problème
dans Ωint.
5.3 Sous-structuration de la cavité
On reprend les notations utilisées dans le chapitre précédent. Soit le problème
défini figure 5.3. On considère une décomposition sans recouvrement de Ω en N +1
domaines {Ωm}m=1,N+1, bornés pour les N premiers et coïncidant avec Ωext pour le
dernier. On note nˆm les normales extérieures respectives sur les frontières de Ωm,
Σm l’interface séparant Ωm et Ωm+1, Γm la partie de Γ située sur ∂Ωm et um := u|Ωm
la restriction de u à Ωm.
Ω1 Ω2 ΩN ΩN+1
Σ1 Σ2 ΣN
Fig. 5.3 – Décomposition avec un nombre quelconque de domaines
Les fonctions um vérifient respectivement
um ∈ H1(Ωm) pour m < N , et uN+1 ∈ H1loc(ΩN+1),
∆um + k
2um = 0 dans Ωm,
∂nmum = 0 sur Γm,
(5.14)
avec la condition de radiation
lim
|x|→+∞
|x|1/2 (∂|x|(uN+1 − uinc)− ik(uN+1 − uinc)) = 0. (5.15)
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dans ΩN+1. Ces fonctions vérifient en outre les conditions de raccord suivantes au
niveau de chaque interface Σm,{
um = um+1 comme éléments de H1/2(Σm)
∂nmum + ∂nm+1um+1 = 0 comme éléments de H˜
−1/2(Σm).
(5.16)
Ce sont ces conditions de raccord, imposées aux courants équivalents
λm := um|∂Ωm pm := ∂nmum|∂Ωm ,
et exprimées variationnellement à l’aide de courants test par le principe des réactions
de Rumsey, qui fournissent les équations relatives à la sous-structuration.
5.3.1 Principe des réactions de Rumsey
Soit w+m et w
−
m les potentiels définis respectivement dans Ωm et Ω
c
m = R
2 \ Ωm
par,
w±m(x) = Vmpm(x) +Nmλm(x) pour m < N + 1 (5.17)
w±N+1(x) = VN+1pN+1(x) +NN+1λN+1(x) + uinc(x), (5.18)
avec Nm et Vm les potentiels de double et simple couche créés par les densités λm
et pm situés sur la frontière ∂Ωm.
On a (cf. McLean [61] page 206-207),
w+m ∈ H1(Ωm), w−m ∈ H1loc(Ωcm),
w+N+1 ∈ H1loc(ΩN+1), w−N+1 ∈ H1(ΩcN+1).
Remarque 5.3.1 Les potentiels w+m et w
−
m définissent des opérateurs bornés
w+m(λm, pm) et w
−
m(λm, pm) de H
1/2(∂Ωm)×H−1/2(∂Ωm) dans H1(Ωm) et H1loc(Ωcm),
respectivement, avec l’adaptation évidente pour w+N+1 et w
−
N+1. Nous avons laissé,
dans la suite, implicite la dépendance de w+m et w
−
m par rapport à λm et pm pour
alléger les notations.
Soit H l’espace produit
∏N+1
m=1H
1/2(∂Ωm)×H−1/2(∂Ωm).
Le principe des réactions de Rumsey peut être développé maintenant de façon
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rigoureuse et donne lieu au système variationnel suivant :
trouver
{
(λm, pm)
}m=N+1
m=1
dans H vérifiant,
pm = 0 sur Γm
pm + pm+1 = 0 sur Σm
λm|Σm= λm+1|Σm sur Σm
(5.19)
N+1∑
m=1
{〈
∂nmw
+
m, λ
′
m
〉
∂Ωm
− 〈p′m, w+m〉∂Ωm} = 0 (5.20)
pour tout système de courants test
{
(λ′m, p
′
m)
}m=N+1
m=1
vérifiant
les conditions (5.19) satisfaites par les courants inconnus.
Les formules de traces (cf. McLean [61] pages 221, 223, 237) donnent, sauf aux
points anguleux,
w+m|∂Ωm = Vmpm + 12 λm +Nmλm, (5.21)
∂nmw
+
m|∂Ωm = 12 pm −NTmpm +Dmλm, (5.22)
w−m|∂Ωm = Vmpm − 12 λm +Nmλm, (5.23)
∂nmw
−
m|∂Ωm = −12 pm −NTmpm +Dmλm, (5.24)
w+N+1|∂ΩN+1 = VN+1pN+1 + 12 λN+1 +NN+1λN+1 + uinc, (5.25)
∂nN+1w
+
N+1|∂ΩN+1 = 12 pN+1 −NTN+1pN+1 +DN+1λN+1 + ∂nN+1uinc, (5.26)
w−N+1|∂ΩN+1 = VN+1pN+1 − 12 λN+1 +NN+1λN+1 + uinc, (5.27)
∂nN+1w
−
N+1|∂ΩN+1 = −12 pN+1 −NTN+1pN+1 +DN+1λN+1 + ∂nN+1uinc. (5.28)
Remarque 5.3.2 Les coefficients des λm et pm, non transformés par des
opérateurs intégraux dans les formules précédentes, sont différents de ±1/2 pour
les points anguleux. Dans les formules des réactions, ces valeurs sont utilisées par
l’intermédiaire des crochets de dualité 〈p′, λ〉 et 〈p, λ′〉. Comme λ et λ′ peuvent être
considérées comme des traces de fonctions de H1 et que les fonctions nulles au
voisinage d’un point, en particulier anguleux, forment un sous-espace dense de H1
(cf. par exemple [19]), les coefficients différents de ±1/2 relatifs aux points anguleux
ne jouent aucun rôle dans l’expression des réactions.
5.3.1.1 Correspondance avec la solution du problème de diffraction
La méthode numérique de sous-structuration est basée sur les propriétés données
par le théorème suivant.
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Théorème 5.3.1 Toute solution de l’équation des réactions (5.20) donne une
solution u ∈ H1
loc
(Ω) au problème de diffraction (5.1). Cette solution est définie
par
u|Ωm= w+m, pour tout m = 1, ..., N + 1. (5.29)
Démonstration Par construction, on a
∆w+m + k
2w+m = 0 dans Ωm pour 1 ≤ m ≤ N + 1, (5.30)
lim
|x|→+∞
|x|1/2 (∂|x|(w+N+1 − uinc)− ik(w+N+1 − uinc)) = 0. (5.31)
La condition de raccord (5.19) sur p′m (et en prenant λ
′
m = 0 pour tout m)
permet d’obtenir par (5.20), pour tout m = 1, . . . , N ,
w+m|Σm= w+m+1|Σm . (5.32)
Il s’ensuit que u, défini par (5.29), est dans H1loc(Ω).
Soit maintenant {(λ′m, p′m = 0)}m=N+1m=1 vérifiant (5.19). Le théorème de trace
(théorème 3.37, page 107 de [61]) montre qu’il existe v ∈ H1(Ω) à support borné tel
que
v|∂Ωm = λ′m, pour tout m = 1, . . . , N + 1. (5.33)
On a donc par les formules de Green, pour tout m = 1, . . . , N + 1,∫
Ω
(
∇u ·∇v − k2uv) dΩ = N+1∑
m=1
∫
Ωm
(
∇w+m ·∇v − k2w+m v
)
dΩm, (5.34a)
=
N+1∑
m=1
∫
Ωm
(
∇w+m ·∇v +∆w+m v
)
dΩm, (5.34b)
=
N+1∑
m=1
〈
∂nmw
+
m, v
〉
∂Ωm
. (5.34c)
L’équation des réactions (5.20) donne donc pour ce choix de fonctions test
N+1∑
m=1
〈
∂nmw
+
m, v
〉
∂Ωm
= 0. (5.35)
Pour tout v ∈ H1(Ω) à support borné, on a donc∫
Ω
(
∇u ·∇v − k2uv) dΩ = 0, (5.36)
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c’est-à-dire
∆u+ k2u = 0. (5.37)
La trace ∂nu|Γ est alors définie dans H−1/2(Γ) et on a, par la formule de Green,
∂nu|Γ= 0. La fonction u est donc solution du problème de diffraction (5.1).
2
5.3.1.2 Unicité de la solution du système de Rumsey
La méthode de sous-structuration est introduite pour diminuer la taille du
problème à résoudre. De façon surprenante, elle permet aussi d’éliminer les courants
parasites de l’EFIE.
Théorème 5.3.2 L’équation aux réactions (5.20) possède au plus une solution.
Démonstration Il suffit de montrer que la seule solution qui correspond à une
onde incidente uinc = 0 est telle que {(λm, pm)}m=N+1m=1 = 0.
Nous avons vu précédemment que u défini par u|Ωm= w+m, pour tout
m = 1, ..., N + 1, est solution du problème de diffraction. Par unicité de la solution
de ce problème, u = 0 dans Ω. On a donc w+m = 0 dans Ωm. Nous allons montrer
que w−m, définie dans Ω
c
m, est également nulle.
Les domaines Ωcm sont des domaines non bornés, à l’exception du domaine Ω
c
N+1
qui est le domaine borné limité par la courbe fermée ΓN+1 ∪ ΣN (cf. figure 5.4).
Ωm
Ωcm
ΣmΣm−1
Γm
(a) Domaine Ωcm
ΩN+1
ΩcN+1 ΣN
ΓN+1
(b) Domaine ΩcN+1
Fig. 5.4 – Domaines Ωcm et Ω
c
N+1
Les propriétés des potentiels [61] (théorème 7.15 page 236) donnent
w−m ∈ H1loc(Ωcm) et w−N+1 ∈ H1(ΩcN+1).
Les conditions de raccord (5.19) peuvent aussi se formuler
〈pm, λ′m〉Σm +
〈
pm+1, λ
′
m+1
〉
Σm
= 0 (5.38)
〈p′m, λm〉Σm +
〈
p′m+1, λm+1
〉
Σm
= 0. (5.39)
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Les équations de réactions peuvent donc s’écrire aussi à l’aide des traces extérieures
N+1∑
m=1
{〈
∂nmw
−
m, λ
′
m
〉
∂Ωm
− 〈p′m, w−m〉∂Ωm} = 0, (5.40)
pour tout système de fonction test vérifiant (5.19).
En jouant sur les fonctions test dans (5.40), on obtient
∂nmw
−
m ∈ H˜−1/2(Σm ∪ Σm−1),
∂nmw
−
m + ∂nm+1w
−
m+1 = 0 sur Σm,
w−m = w
−
m+1 sur Σm.
Considérons d’abord le domaine Ωc1. La formule de Green nous permet d’écrire∫
Ωc1∩BR
(∣∣∇w−1 ∣∣2 − k2 ∣∣w−1 ∣∣2) dx = ∫
SR
∂rw
−
1 w
−
1 dr −
〈
∂nw
−
1 , w
−
1
〉
∂Ω1
. (5.41)
où SR est le cercle de centre O et de rayon R. En prenant la partie imaginaire de
(5.41), on obtient
Im
∫
SR
∂rw
−
1 w
−
1 dr = Im
〈
∂n1w
−
1 , w
−
1
〉
∂Ω1
(5.42a)
= Im
〈
∂n1w
−
1 , w
−
1
〉
Σ1
(5.42b)
= −Im
〈
∂n2w
−
2 , w
−
2
〉
Σ1
(5.42c)
On obtient de même pour les autres domaines Ωcm, pour tout m = 1, . . . , N
Im
∫
SR
∂rw
−
mw
−
m dr = Im
〈
∂nmw
−
m, w
−
m
〉
Σm−1
− Im
〈
∂nm+1w
−
m+1, w
−
m+1
〉
Σm
, (5.43)
et pour le domaine ΩcN+1, qui est borné,
Im
〈
∂nN+1w
−
N+1, w
−
N+1
〉
ΣN
= 0. (5.44)
En additionnant les N + 1 relations précédentes (5.42c), (5.43) et (5.44), on
obtient,
N∑
m=1
Im
∫
SR
∂rw
−
mw
−
m dr = 0. (5.45)
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Comme les fonctions w−m vérifient la condition de radiation
lim
|r|→+∞
|r|1/2 (∂rw−m − i k w−m) = 0, (5.46)
on a
N∑
m=1
lim
R→+∞
∫
SR
k
∣∣w−m∣∣2 ds = 0. (5.47)
Les fonctions w−m vérifient ainsi individuellement
lim
R→+∞
∫
SR
∣∣w−m∣∣2 ds = 0. (5.48)
Le théorème de Rellich assure alors que w−m = 0 pour tout m = 1, . . . , N .
Il reste à vérifier que w−N+1 = 0 dans Ω
c
N+1. On a
w−N+1|ΣN= w−N |ΣN= 0 (5.49)
∂nN+1w
−
N+1|ΣN= −∂nNw−N |ΣN= 0 (5.50)
∂nN+1w
−
N+1|ΓN+1= 0. (5.51)
Le théorème de Holmgren (cf. Chazarain-Piriou [25] p. 288 et Taylor [80] p. 433)
permet alors d’affirmer que w−N+1 = 0 dans Ω
c
N+1.
Les formules de saut donnent alors
λm = w
+
m|∂Ωm−w−m|∂Ωm= 0, pm = ∂nmw+m|∂Ωm−∂nmw−m|∂Ωm= 0. (5.52)
Les densités étant nulles, ceci assure alors l’unicité de la solution wm construite
par les équations des réactions (5.20). Cela termine la démonstration du théorème. 2
Nous venons de montrer que la solution est unique. La décomposition de la cavité
par sous-structuration ne crée donc pas de courants parasites. Nous illustrerons cet
aspect dans la suite sur un exemple numérique.
5.3.1.3 Caractère bien posé des équations relatives à la sous-
structuration
Théorème 5.3.3 Le problème (5.20) est bien posé.
Démonstration Les réactions de Rumsey (5.20),
N+1∑
m=1
{〈
∂nmw
+
m, λ
′
m
〉
∂Ωm
− 〈p′m, w+m〉∂Ωm } = 0
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s’écrivent, à l’aide des opérateurs intégraux,
N+1∑
m=1
{
〈Dmλm, λ′m〉∂Ωm −
〈
NTmpm, λ
′
m
〉
∂Ωm
− 〈p′m, Nmλm〉∂Ωm − 〈p′m, Vmpm〉∂Ωm
}
= − 〈∂nN+1uinc, λ′〉∂ΩN+1 − 〈p′, uinc〉∂ΩN+1 . (5.53)
Les opérateurs Dm et Vm sont coercifs de H1/2(∂Ωm) dans H−1/2(∂Ωm) et
H−1/2(∂Ωm) dans H1/2(∂Ωm) respectivement dans le sens suivant,
Dm = D
(0)
m +Rm (5.54)
avec D(0)m : H1/2(∂Ωm)→ H−1/2(∂Ωm) tel que
∃α > 0 : Re 〈D(0)m λ, λ¯〉 ≥ α ‖λ‖21/2,∂Ωm ; ∀λ ∈ H1/2(∂Ωm),
et Rm est un opérateur compact de H1/2(∂Ωm) dans H−1/2(∂Ωm), et
Vm = V
(0)
m + Sm (5.55)
avec V (0)m : H−1/2(∂Ωm)→ H1/2(∂Ωm) tel que
∃α > 0 : Re 〈p¯, V (0)m p〉 ≥ α ‖p‖2−1/2,∂Ωm ; ∀p ∈ H−1/2(∂Ωm),
et Sm est un opérateur compact de H−1/2(∂Ωm) dans H1/2(∂Ωm).
Soient X = {λm, pm}m=N+1m=1 , X ′ = {λ′m, p′m}m=N+1m=1 et ‖·‖H la norme de l’espace
produit H défini page 90.
On décompose alors la forme bilinéaire intervenant dans le premier membre de
(5.53) sous la forme,
a(X,X ′) = a0(X,X
′) + b(X,X ′) (5.56)
avec
a0(X,X
′) :=
N+1∑
m=1
{〈
D(0)m λm, λ
′
m
〉
∂Ωm
−
〈(
N (0)m
)T
pm, λ
′
m
〉
∂Ωm
− 〈p′m, N (0)m λm〉∂Ωm − 〈p′m, V (0)m pm〉∂Ωm} (5.57)
b(X,X ′) :=
N+1∑
m=1
{
〈Rmλm, λ′m〉∂Ωm −
〈
T Tmpm, λ
′
m
〉
∂Ωm
− 〈p′m, Tmλm〉∂Ωm − 〈Smpm, p′m〉∂Ωm
}
(5.58)
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où N (0)m est l’opérateur défini de manière analogue à Nm à l’aide du noyau
G(0)(x, y) := (−1/2pi) ln |x− y| associé à la solution élémentaire du laplacien
dans R2 et Tm := Nm −N (0)m .
Nous allons montrer maintenant que la forme bi-linéaire a0 vérifie la condition
inf-sup suivante,
sup
‖X′‖
H
=1
Re a0(X,X ′) ≥ β ‖X‖H avec β > 0. (5.59)
Pour cela, considérons l’isomorphisme anti-linéaire Θ de H dans H défini par
Θ
({
(λm, pm)
}m=N+1
m=1
)
=
{
(λm,−pm)
}m=N+1
m=1
. (5.60)
Comme N (0)m est donné à l’aide d’un noyau réel, on a
Re a0(X,ΘX) =
N+1∑
m=1
{
Re 〈D(0)m λm, λm〉∂Ωm +Re 〈pm, V (0)m pm〉∂Ωm} (5.61)
≥ β ‖X‖2
H
(5.62)
≥ β ‖X‖
H
‖ΘX‖
H
. (5.63)
par les propriétés de coercivité précédentes des opérateurs D(0)m et V
(0)
m . Cela entraîne
donc si X 6= 0 que
Re a0
(
X,
ΘX
‖ΘX‖
H
)
≥ β ‖X‖
H
, (5.64)
et donc la propriété inf-sup (5.59).
En admettant pour le moment que l’opérateur Tm est compact de H1/2 (∂Ωm)
dans lui-même, l’alternative de Fredholm permet de terminer la démonstration du
théorème.
2
Il nous reste à démontrer le résultat sur la compacité de l’opérateur Tm. Dans le
cas où ∂Ωm est une courbe régulière (sans point anguleux), ce résultat est immédiat
sachant que Tm est donné par un noyau moins singulier que ∂nyG
(0)(x, y). Cette
propriété ne peut être utilisée lorsque ∂Ωm a des points anguleux comme cela est le
cas ici. Nous allons passer par un argument indirect utilisant la théorie des opérateurs
elliptiques. Pour simplifier les notations, nous supprimons l’indice m.
Lemme 5.3.1 Soient {p′ν}ν>1 et {λν}ν>1 deux suites faiblement convergentes vers 0
dans H−1/2(∂Ω) et H1/2(∂Ω) respectivement.
On a alors
lim
ν→∞
〈p′ν , Tλν〉∂Ω = 0.
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Démonstration Pour fixer les notations, on note par Ω+ le domaine borné limité
par Γ et par Ω− le domaine complémentaire Ω− := R2\Ω+ et nˆ la normale unitaire
orientée vers l’extérieur de Ω+. On note respectivement par wν et w
(0)
ν les potentiels
de double-couche, créés par la densité λν , associés respectivement aux noyauxG(x, y)
de l’équation d’Helmholtz et G(0)(x, y) de l’équation de Laplace
wν(x) = −
∫
Γ
∂nyG(x, y)λν(y) dΓ(y), x /∈ Γ, (5.65)
w(0)ν (x) = −
∫
Γ
∂nyG
(0)(x, y)λν(y) dΓ(y), x /∈ Γ, (5.66)
qui vérifient donc respectivement
∆wν + k
2wν = −λνδ′Γ, (5.67)
∆w(0)ν = −λνδ′Γ, (5.68)
où λνδ′Γ est la distribution portée par Γ définie par
〈λνδ′Γ, ϕ〉 = −
∫
Γ
λν(y)∂nyϕ(y) dΓ(y), ∀ϕ ∈ D(R2). (5.69)
Soient w±ν et (w
(0)
ν )± les restrictions de wν et w
(0)
ν à Ω± respectivement. Les
propriétés de T permettent d’écrire
Tλν =
1
2
(
w+ν |Γ + w−ν |Γ
)− 1
2
(
(w(0)ν )
+|Γ + (w(0)ν )−|Γ
)
. (5.70)
Soit θ ∈ D(R2) une fonction de troncature définie telle que 0 ≤ θ ≤ 1 et
θ(x) =
{
1 pour x ∈ BR ⊃ Ω+
0 pour x ∈ BR+δ avec δ > 0.
On a ainsi
∆
[
θ
(
wν − w(0)ν
) ]
= θ
[
(∆wν + k
2wν)−∆w(0)ν
]
(5.71)
+ 2∇θ · ∇ (wν − w(0)ν )+ (wν − w(0)ν )∆θ − k2θwν
= 2∇θ · ∇ (wν − w(0)ν )+ (wν − w(0)ν )∆θ − k2θwν . (5.72)
Comme wν |Ω+ et wν |Ω−∩BR+δ convergent faiblement vers 0 respectivement dans
H1(Ω+) et H1(Ω− ∩BR+δ), on a
lim
ν→∞
θwν = 0 fortement dans L
2(R2).
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Les estimations elliptiques à l’intérieur (cf. par exemple, Chazarain-Piriou [25],
Taylor [80]) montrent que
lim
ν→∞
wν = 0 et lim
ν→∞
w(0)ν = 0 fortement dans H
s(CR,δ) pour tout s ∈ R
avec CR,δ := {x ∈ R2 ; R < |x| < R + δ}. Il s’ensuit que
lim
ν→∞
∆
[
θ
(
wν − w(0)ν
)]
= 0 fortement dans L2
(
R2
)
.
Les estimations elliptiques intérieures donnent une nouvelle fois que
lim
ν→∞
(
wν − w(0)ν
)
= 0 fortement dans H2(BR).
Le théorème de trace de Costabel [34] (voir aussi MacLean p. 102) permet alors
d’affirmer que
lim
ν→∞
Tλν = lim
ν→∞
(
1
2
(
w+ν |Γ + w−ν |Γ
)− 1
2
(
(w(0)ν )
+|Γ + (w(0)ν )−|Γ
) )
(5.73)
= lim
ν→∞
(
wν − w(0)ν
) |Γ = 0 fortement dans H1/2(Γ). (5.74)
Ceci termine la démonstration du lemme. 2
L’opérateur T est donc un opérateur compact, et cela même lorsque Γ est une
courbe régulière par morceaux sans point de rebroussement. Cela nous permet donc
de compléter la preuve du théorème 5.3.3.
Les éléments de H1/2(∂Ωm) sont discrétisés par des éléments P1-continus et ceux
de H−1/2(∂Ωm) par des éléments P0 par segments. Si D est un domaine polygonal,
les propriétés de l’opérateur Θ sont alors également vérifiées au niveau discret. La
condition inf-sup au niveau continu induit alors directement la condition inf-sup au
niveau du cas discret (cf. [26]). Les résultats obtenus au niveau continu sont donc
valables au niveau discret.
La résolution de (5.53) par une méthode d’éléments finis utilisant les éléments
précédents est ainsi stable et convergente.
5.3.2 Résolution frontale de la sous-structuration
Il nous reste à montrer que le procédé de résolution est robuste, c’est-à-dire qu’il
ne peut pas s’interrompre de façon intempestive au cours des éliminations frontales.
Reprenons l’équation des réactions de Rumsey (5.20) avec w+m,
N+1∑
m=1
{〈
∂nmw
+
m, λ
′
m
〉
∂Ωm
− 〈p′m, w+m〉∂Ωm} = 0.
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En choisissant maintenant des fonctions tests, relatives aux domaines situés après
le domaine Ωl, égales à 0, cette équation s’écrit alors
l∑
m=1
{〈
∂nmw
+
m, λ
′
m
〉
∂Ωm
− 〈p′m, w+m〉∂Ωm} = 0. (5.75)
Ω1 Ωl
Σ1 Σl
Fig. 5.5 – Géométrie relative à l sous-domaines
Suite aux conditions de raccord sur les fonctions test, on a également
λ′l|Σl = λ′l+1|Σl= 0, p′l|Σl = −p′l+1|Σl= 0. (5.76)
Théorème 5.3.4 Il est possible de déterminer tous les courants “restants” (λm et
pm pour m ≤ l) à partir des seules données de λl|Σl et pl|Σl, supposés connues.
Démonstration On a λl ∈ H1/2(∂Ωl). Puisque la densité λl|Σl est supposée être
donnée, on peut trouver λ(0)l ∈ H1/2(∂Ωl) telle que
λ
(0)
l |Σl = λl|Σl . (5.77)
On est ainsi ramené à déterminer µl = λl − λ(0)l ∈ H˜1/2(∂Ωl \ Σl).
L’équation (5.75) s’écrit alors,
l−1∑
m=1
{〈
∂nmw
+
m, λ
′
m
〉
∂Ωm
− 〈p′m, w+m〉∂Ωm}+〈
∂nlw
+
l (λ
(0)
l , µl, pl), λ
′
l
〉
∂Ωl
−
〈
p′l, w
+
m(λ
(0)
l , µl, pl)
〉
∂Ωl
= 0, (5.78)
qui peut se mettre sous la forme
l−1∑
m=1
{〈
∂nmw
+
m, λ
′
m
〉
∂Ωm
− 〈p′m, w+m〉∂Ωm}+〈
∂nlw
+
l (µl, pl|Σl−1), λ′l
〉
∂Ωl
− 〈p′l, w+l (µl, pl|Σl−1)〉∂Ωl = L
({
λ′m, p
′
m
}m=l
m=1
)
(5.79)
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où L est une forme linéaire continue ne dépendant que de λ(0)l et pl|Σl .
Les densités λ(0)l et pl|Σl étant données, la démonstration se ramène, par
l’alternative de Fredholm, au problème d’unicité suivant :
trouver
{
(λm, pm)
}m=l
m=1
dans(
l−1∏
m=1
H1/2(∂Ωm)×H−1/2(∂Ωm)
)
× H˜1/2(∂Ωl \ Σl)× H˜−1/2(Σl−1),
vérifiant
pm = 0 sur Γm pour m < l + 1
pm + pm+1 = 0 sur Σm pour m < l
λm|Σm= λm+1|Σm sur Σm pour m < l
(5.80)
l∑
m=1
{〈
∂nmw
+
m, λ
′
m
〉
∂Ωm
− 〈p′m, uw+m〉∂Ωm } = 0 (5.81)
pour tout système de courants test
{
(λ′m, p
′
m)
}m=N+1
m=1
vérifiant
les conditions (5.80).
La réaction dans Ωl est une représentation intégrale relative à des densités sur
une courbe ouverte ∂Ωl \Σl. Ces densités définissent ainsi une seule fonction wl dans
le plan, privé de cette courbe ouverte. La fonction wl est définie par les potentiels
associés aux densités µl et pl|Σl−1 dans O := R2 \
(
∂Ωl \ Σl
)
. Ainsi, wl ∈ H1loc(OR),
vérifie la condition de radiation et l’équation d’Helmholtz ∆wl + k2wl = 0.
Afin de pouvoir appliquer la formule de Green, on distingue cependant w+l et
w−l de chaque côté de la frontière (∂Ωl \ Σl). Pour cela, le domaine OR = BR ∩ O
est décomposé en deux sous-domaines O+R et O−R , répartis suivant l’orientation de la
normale nˆl comme l’indique la figure 5.6. Les fonctions w
+
l et w
−
l sont alors définies
respectivement par la restriction de wl dans les domaines O+R et O−R .
Remarquons que les traces w−m et ∂nmw
−
m vérifient les conditions aux limites et
de raccord comme dans le problème de réaction complet.
On applique la formule de Green dans les deux domaines O+R et O−R
successivement,
∫
SR
∂rwl wl dr =
〈
∂nlw
−
l , w
−
l
〉
∂Ωl\Σl
−
〈
∂nlw
+
l , w
+
l
〉
∂Ωl\Σl
+
∫
OR
(|∇wl|2 − k2 |wl|2) dx (5.82)
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BR
O+R
O−R
Σl−1
Γl
nˆl
Fig. 5.6 – Décomposition de OR relativement à ∂Ωl \ Σl∫
SR
∂rwl wl dr =
〈
∂nlw
−
l , w
−
l
〉
Σl−1
−
〈
∂nlw
+
l , w
+
l
〉
Σl−1
+
∫
OR
(|∇wl|2 − k2 |wl|2) dx. (5.83)
Le passage de (5.82) à (5.83) est obtenu en remarquant que ∂nlw
+
l et ∂nlw
−
l
s’annulent sur Γl et le crochet de dualité associé à ∂Ωl \ Σl se ramène donc à un
crochet de dualité associé à Σl−1. En prenant la partie imaginaire de l’équation
précédente, on obtient
Im
∫
SR
∂rwl wl dr = Im
〈
∂nlw
−
l , w
−
l
〉
Σl−1
− Im
〈
∂nlw
+
l , w
+
l
〉
Σl−1
. (5.84)
Considérons maintenant le domaine borné Ωl−1 et utilisons la formule de Green.
On a 〈
∂nn−1w
+
l−1, w
+
l−1
〉
∂Ωl−1
=
∫
Ωl−1
(∣∣∇w+l−1∣∣2 − k2 ∣∣w+l−1∣∣2) dx, (5.85)
ce qui entraîne, en prenant la partie imaginaire de la relation précédente et les
conditions aux limites,
Im
〈
∂nl−1w
+
l−1, w
+
l−1
〉
Σl−1
+ Im
〈
∂nl−1w
+
l−1, w
+
l−1
〉
Σl−2
= 0, (5.86)
soit en utilisant les conditions de raccord
−Im
〈
∂nlw
+
l , w
+
l
〉
Σl−1
+ Im
〈
∂nl−1w
+
l−1, w
+
l−1
〉
Σl−2
= 0. (5.87)
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La même procédure conduit à des relations similaires pour les domaines Ωl−2, ...
jusqu’au domaine Ω1 pour lequel on a,
−Im
〈
∂n1w
+
1 , w
+
1
〉
Σ1
= 0. (5.88)
Ainsi, de proche en proche, on peut éliminer le terme Im
〈
∂nlw
+
l , w
+
l
〉
Σl−1
de
l’équation (5.84), ce qui amène ainsi à
Im
∫
SR
∂rwl wl dr = Im
〈
∂nlw
−
l , w
−
l
〉
Σl−1
. (5.89)
Les représentations intégrales dans les domaines à l’extérieur vérifient les
mêmes conditions de raccord que la solution du problème de diffraction. L’équation
précédente s’écrit donc
Im
∫
SR
∂rwl wl dr = −Im
〈
∂nl−1w
−
l−1, w
−
l−1
〉
Σl−1
. (5.90)
On a pour tous les domaines Ωcm pour 2 ≤ m ≤ l − 1,
Im
∫
SR
∂rw
−
mw
−
m dr = Im
〈
∂nmw
−
m, w
−
m
〉
Σm−1
+ Im 〈∂nmw−m, w−m〉Σm (5.91)
soit,
Im 〈∂nmw−m, w−m〉Σm = Im ∫
SR
∂rw
−
mw
−
m dr − Im
〈
∂nmw
−
m, w
−
m
〉
Σm−1
(5.92)
= Im
∫
SR
∂rw
−
mw
−
m dr + Im
〈
∂nm−1w
−
m−1, w
−
m−1
〉
Σm−1
, (5.93)
et pour Ωc1, on a
Im
〈
∂n1w
−
1 , w
−
1
〉
Σ1
= Im
∫
SR
∂rw
−
1 w
−
1 dr. (5.94)
En reprenant (5.90), cela entraîne donc
Im
∫
SR
∂rwl wl dr = −Im
〈
∂nl−1w
−
l−1, w
−
l−1
〉
Σl−1
(5.95)
= −
l−1∑
m=1
Im
∫
SR
∂rw
−
mw
−
m dr. (5.96)
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Les fonctions w−m vérifient les conditions de radiation. On a donc pour
1 ≤ m ≤ l − 1
lim
R→+∞
Im
∫
SR
∂rw
−
mw
−
m dr = 0, (5.97)
et,
lim
R→+∞
Im
∫
SR
∂rwl wl dr = 0. (5.98)
Le lemme de Rellich permet ainsi d’affirmer que
wl = 0 dans O, et w−m = 0 ∀m < l. (5.99)
Les densités vérifient alors
λl = 0 sur ∂Ωl. (5.100)
Les conditions de raccord sur Σl−1 entraînent
λl−1|Σl−1 = 0, pl−1|Σl−1 = 0, (5.101)
et donc également
w+l−1|Σl−1 = 0, ∂nl−1w+l−1|Σl−1 = 0. (5.102)
Le théorème de Holmgren entraîne donc que w+l−1 = 0 dans Ωl−1. Il en est donc de
même de w+m = 0 pour tout m < l, les densités λm et pm sont donc toutes nulles.
Le problème a donc une solution unique. 2
Remarque 5.3.3 La forme bilinéaire (5.79) satisfait les mêmes propriétés de
coercivité que la forme a(·, ·) précédente. Ceci montre que le procédé frontal
d’élimination des morceaux de cavité est un procédé robuste qui ne peut s’interrompre
de façon intempestive au niveau discret.
5.3.3 Résultats numériques
Nous avons vus dans l’analyse théorique que la résolution du problème de
diffraction par l’EFIE était susceptible de comporter des courants surfaciques
parasites, mais ne rayonnant pas dans le domaine extérieur. L’utilisation d’une
formulation CFIE permet d’éliminer ces courants parasites. Nous avons également
vu que le procédé de sous-structuration n’entraîne pas de courants parasites. Nous
allons illustrer ces points sur un exemple numérique.
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Les courants obtenus par notre procédé de décomposition de domaine sur la
frontière Γ du domaine extérieur dans le cas d’une cavité en U à bords épais ont été
comparés aux courants obtenus par des formulations reposant sur une EFIE et une
CFIE.
Nous avons pour cela considéré une cavité en U de 1λ d’ouverture par 2.5λ de
profondeur avec des bords d’épaisseur λ/2 et une onde d’incidence −35°, avec un
angle d’observation bistatique allant de −180° à +180° pour le champ lointain. La
cavité est maillée en λ/12. Le module des courants obtenus sur la frontière ΓN+1 et
le champ lointain sont présentés figure 5.7.
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Fig. 5.7 – Mise en évidence de courants parasites
On observe tout d’abord que la formulation EFIE entraîne d’importants courants
parasites sur la frontière ΓN+1. L’erreur relative sur les courants obtenus par l’EFIE
par rapport aux courants CFIE est de 86%. Les courants obtenus par la méthode
de sous-structuration de la cavité correspondent très bien aux courants obtenus par
la formulation CFIE, l’erreur relative est de 4%. Cet écart est dû d’une part à la
différence de formulation et d’autre part aux interfaces introduites dans la cavité
par la sous-structuration.
Cependant, les courants parasites obtenus par l’EFIE ne rayonnent pas à
l’extérieur. Nous avons tracé figure 5.8 sur un même graphique, le rayonnement en
champ lointain des vrais courants et des courants parasites, obtenus par la différence
entre les courants de la CFIE et de l’EFIE. On observe que le rayonnement de
ces courants est inférieur de 30 à 40 dBm par rapport au rayonnement global des
courants. Ainsi l’écart obtenu sur la SER de la cavité entre l’EFIE et la CFIE est
de l’ordre de 0.2%. De même, le champ rayonné par notre formulation de sous-
structuration est très proche du champ rayonné par la CFIE, l’erreur relative étant
de l’ordre de 0.3%.
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Fig. 5.8 – Champ lointain rayonné par les courants parasites de l’EFIE
5.4 Conclusion
Nous avons établi dans le cas 2D que le procédé numérique de sous-structuration
était robuste. Aussi bien au niveau continu que discret, nous avons montré d’une
part que le “problème de sous-structuration” admettait une unique solution, et n’était
donc pas sujet à la présence de courants parasites, et d’autre part que le procédé de
résolution progressive ne pouvait s’interrompre de façon intempestive.
Nous avons donc défini là une méthode de sous-structuration efficace et robuste
pour la prise en compte d’une cavité dans le problème de diffraction. Nous allons
maintenant l’étendre au cas 3D.
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On s’intéresse désormais au problème modèle 3D (3.54) de la figure 6.1. De façon
similaire au cas 2D, nous définissons une procédure de décomposition de domaine
sans recouvrement de l’intérieur de la cavité. La méthode sera présentée pour deux
domaines, puis généralisée à N domaines. Des résultats numériques illustrerons
l’efficacité de la méthode.
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Fig. 6.1 – Problème modèle 3D
6.1 Système pour deux domaines
6.1.1 Décomposition de domaine
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Fig. 6.2 – Décomposition avec deux domaines
Considérons une décomposition sans recouvrement à 2 sous-domaines du
domaine Ω (figure 6.2) :
– un domaine Ω+, borné correspondant à l’intérieur de la cavité,
– un domaine Ω−, non borné qui correspond à l’extérieur de la cavité.
Soit Σ l’interface entre ces deux domaines, Γ+ et Γ− les restrictions de Γ à Ω+ et
Ω−. On pose nˆ+ et nˆ− les normales à Γ dans Ω+ et Ω−, orientées vers l’intérieur de
Ω+ et Ω− respectivement.
Soient E± et H± les restrictions dans Ω± respectivement de E et H , solution
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de (3.54). Ils vérifient respectivement les systèmes
∇×E+ − ikZ0H+ = 0 dans Ω+
∇×H+ + ikZ−10 E+ = 0 dans Ω+
nˆ+ ×
(
E+ × nˆ+
)
= 0 sur Γ+,
(6.1)
et 
∇×E− − ikZ0H− = 0 dans Ω−
∇×H− + ikZ−10 E− = 0 dans Ω−
nˆ− ×
(
E− × nˆ−
)
= 0 sur Γ−
lim
R→∞
∫
|x|=R
∣∣xˆ × ((E− −Einc)× xˆ)+ Z0 (xˆ × (H− −H inc))∣∣2 = 0.
(6.2)
Les conditions de raccord sur Σ sont
nˆ− ×E− = −nˆ+ ×E+, (6.3)
nˆ− ×H− = −nˆ+ ×H+. (6.4)
Soit J± et M± les courants surfaciques
J±(y) = nˆ±(y)×H±(y), y ∈ ∂Ω±, (6.5)
M±(y) = E±(y)× nˆ±(y), y ∈ ∂Ω±. (6.6)
Les conditions aux limites et de raccord s’écrivent
M+Γ = 0, (6.7)
M−Γ = 0, (6.8)
M+Σ +M
−
Σ = 0, (6.9)
J+Σ + J
−
Σ = 0. (6.10)
6.1.2 Principe des réactions de Rumsey
Les conditions de raccord (6.7), (6.8), (6.9) et (6.10) sont exprimés
variationnellement à partir du principe des réactions de Rumsey [74].
Soient J±
′
etM±
′
les courants tests associés aux courants J± etM±. Pour les
courants tests vérifiant les mêmes conditions aux limites que les courants auxquels
ils sont associés, ces réactions s’écrivent,∫
∂Ω+
(
E+ · J+′ −H+ ·M+′) ds+ ∫
∂Ω−
(
E− · J−′ −H− ·M−′) ds = 0. (6.11)
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6.1.3 Obtention du système final
Les champs E± et H± sont exprimés en fonction des courants surfaciques J±
et M± à partir de leur représentation intégrale,
E+(x) = ikZ0 TJ
+(x) +KM+(x) + 1
2
nˆ+ ×M+(x), (6.12)
H+(x) = ikZ−10 TM
+(x)−KJ+(x) − 1
2
nˆ+ × J+(x), (6.13)
E−(x) = ikZ0 TJ
−(x) +KM−(x) + 1
2
nˆ− ×M−(x) +Einc(x), (6.14)
H−(x) = ikZ−10 TM
−(x)−KJ−(x) − 1
2
nˆ− × J−(x) +H inc(x). (6.15)
L’équation (6.11) s’écrit alors
∫
∂Ω+
[
J+
′ · (ikZ0TJ+(x) +KM+(x) + 12 nˆ+ ×M+(x))
−M+′ · (ikZ−10 TM+(x)−KJ+(x)− 12 nˆ+ × J+(x))] ds
+
∫
∂Ω−
[
J−
′ · (ikZ0TJ−(x) +KM−(x) + 12 nˆ− ×M−(x) +Einc(x))
−M−′ · (ikZ−10 TM−(x)−KJ−(x)− 12 nˆ− × J−(x) +H inc(x))] ds = 0.
(6.16)
Cette équation se réécrit en utilisant la méthode des éléments de frontière donnée
dans la section 3.2.2.3,
 J+′ΓJ+′Σ
M+
′
Σ
T ikZ0T+ΓΓ ikZ0T+ΓΣ K+ΓΣikZ0T+ΣΓ ikZ0T+ΣΣ K+ΣΣ
K+
T
ΓΣ K
+T
ΣΣ −ikZ−10 T+ΣΣ
 J+ΓJ+Σ
M+Σ

+
 J−′ΓJ−′Σ
M−
′
Σ
T ikZ0T−ΓΓ ikZ0T−ΓΣ K−ΓΣikZ0T−ΣΓ ikZ0T−ΣΣ K−ΣΣ
K−
T
ΓΣ K
−T
ΣΣ −ikZ−10 T−ΣΣ
 J−ΓJ−Σ
M−Σ

=
 J−′ΓJ−′Σ
M−
′
Σ
T −EincΓ−EincΣ
−H incΣ

(6.17)
où les termes matriciels T••, K•• et Einc• sont les matrices définies précédemment.
La matrice H inc• est l’analogue de E
inc
• mais avec le champ H
inc.
En effet, en utilisant les conditions aux limites et les conditions de raccord, on a
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∫
∂Ω+
(
J+
′ · (1
2
nˆ+ ×M+
)−M+′ · (− 1
2
nˆ+ × J+
))
ds
+
∫
∂Ω−
(
J−
′ · (1
2
nˆ− ×M−
)−M−′ · (− 1
2
nˆ− × J−
))
ds
=
1
2
∫
Σ
(
J+
′
Σ · nˆ+ ×M+Σ +M+
′
Σ · nˆ+ × J+Σ
)
ds
+
1
2
∫
Σ
(
J−
′
Σ · nˆ− ×M−Σ +M−
′
Σ · nˆ− × J−Σ
)
ds
= 0.
En posant
JΣ = J
−
Σ = −J+Σ , MΣ = M−Σ = −M+Σ , (6.18)
J ′Σ = J
−′
Σ = −J+
′
Σ , M
′
Σ = M
−′
Σ = −M+
′
Σ , (6.19)
l’équation (6.17) permet d’obtenir le système suivant
ikZ0T
+
ΓΓ −ikZ0T+ΓΣ −K+ΓΣ 0
−ikZ0T+ΣΓ ikZ0(T+ΣΣ + T−ΣΣ) K+ΣΣ +K−ΣΣ ikZ0T−ΣΓ
−K+TΓΣ K+
T
ΣΣ +K
−T
ΣΣ −ikZ−10 (T+ΣΣ + T−ΣΣ) K−
T
ΓΣ
0 ikZ0T
−
ΓΣ K
−
ΓΣ ikZ0T
−
ΓΓ


J+Γ
JΣ
MΣ
J−Γ
 =

0
−EincΣ
−H incΣ
−EincΓ

(6.20)
Après complément de Schur sur les inconnues {J+Γ }, on obtientZ˜+ΣJΣJ + ikZ0T−ΣΣ Z˜+ΣJΣM +K−ΣΣ ikZ0T−ΣΓZ˜+ΣMΣJ +K−TΣΣ Z˜+ΣMΣM − ikZ−10 T−ΣΣ K−TΓΣ
ikZ0T
−
ΓΣ K
−
ΓΣ ikZ0T
−
ΓΓ
 JΣMΣ
J−Γ
 =
−EincΣ−H incΣ
−EincΓ
 (6.21)
avec
Z˜+ΣΣ =
[
ikZ0T
+
ΣΣ K
+
ΣΣ
K+
T
ΣΣ −ikZ−10 T+ΣΣ
]
−
[−ikZ0T+ΣΓ
−K+TΓΣ
] [
ikZ0T
+
ΓΓ
]−1 [−ikZ0T+ΓΣ −K+ΓΣ] .
(6.22)
Seul le domaine Ω+ intervient pour le calcul de Z˜+ΣΣ. Les calculs respectifs des deux
domaines peuvent donc être faits indépendamment, successivement. La matrice Z˜+ΣΣ
contient toute l’information de Ω+ pour la résolution du système initial.
Ainsi la résolution du problème modèle initial peut se ramener au calcul du
complément de Schur (6.22) et à la résolution du système (6.21). La résolution de ce
dernier système nous donne les courants J etM dans Ω−, ce qui permet de calculer
le champ en tout point de Ω− ainsi que la SER de l’objet D.
L’utilisation de cette méthode de décomposition de domaine permet ainsi de
diminuer le temps de calcul en décomposant le système initial en 2 sous-systèmes et
de diminuer également l’espace mémoire nécessaire. Cette méthode peut être étendue
à un nombre quelconque de sous-domaines dans la cavité.
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6.2 Sous-structuration de la cavité (N domaines)
6.2.1 Décomposition de domaine
On considère désormais une décomposition avec N domaines de l’intérieur de
la cavité (domaine Ω+ précédent) comme représenté figure 6.3. Avec le domaine
extérieur Ω−, désormais appelé ΩN+1, on a N + 1 sous-domaines. On note nˆi la
normale intérieure au domaine Ωi, Σi la frontière commune entre les domaines Ωi et
Ωi+1 et Γi la partie de Γ située dans Ωi. Par souci de simplification des notations pour
la suite, on notera Σ la frontière ΣN entre les domaines ΩN et ΩN+1 (ou domaine
extérieur).
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Fig. 6.3 – Décomposition avec N domaines
De même que pour la décomposition avec deux domaines, on définit les champs
(Ei,H i) restrictions dans chaque domaine Ωi de la solution (E,H) de (3.54), et
qui sont donc solutions problèmes
∇×Ei − ikZ0H i = 0 dans Ωi
∇×H i + ikZ−10 Ei = 0 dans Ωi
nˆi ×
(
Ei × nˆi
)
= 0 sur Γi
(6.23)
auquel s’ajoute la condition de radiation dans ΩN+1,
lim
R→∞
∫
|x|=R
∣∣xˆ × ((EN+1 −Einc)× xˆ)+ Z0 (xˆ × (HN+1 −H inc))∣∣2 = 0. (6.24)
Des conditions de raccord sont définies au niveau de chaque interface Σi,
nˆi+1 ×Ei+1 + nˆi ×Ei = 0, (6.25)
nˆi+1 ×H i+1 + nˆi ×H i = 0. (6.26)
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6.2.2 Formulation du problème et du système à résoudre
Soit J i et M i les courants surfaciques
J i(y) = nˆi(y)×H i(y), y ∈ ∂Ωi, (6.27)
M i(y) = Ei(y)× nˆi(y), y ∈ ∂Ωi. (6.28)
Les conditions aux limites et de raccord s’écrivent alors pour tout i,
M iΓi = 0, (6.29)
M iΣi +M
i+1
Σi = 0, (6.30)
J iΣi + J
i+1
Σi = 0. (6.31)
De même que précédemment, on utilise le principe des réactions de Rumsey pour
formuler variationnellement les conditions de raccord. Ce principe se formule ici,
N+1∑
i=1
∫
∂Ωi
(
Ei · J i′ −H i ·M i′
)
ds = 0, (6.32)
avec J i
′
et M i
′
des fonctions tests vérifiant les mêmes conditions (6.29), (6.30) et
(6.31) que les courants J i et M i.
En utilisant les représentations intégrales des champs Ei et H i,
Ei(x) = ikZ0 T
iJ i(x) +KiM i(x) + 1
2
nˆi ×M i(x), (6.33)
H i(x) = ikZ−10 T
iM i(x)−KiJ i(x)− 1
2
nˆi × J i(x), (6.34)
pour tout i = 1, . . . , N , et
EN+1(x) = Einc(x) + ikZ0 T
N+1JN+1(x) +KN+1MN+1(x) + 1
2
nˆN+1 ×MN+1(x),
(6.35)
HN+1(x) =H inc(x) + ikZ−10 T
N+1MN+1(x)−KN+1JN+1(x)− 1
2
nˆN+1 × JN+1(x),
(6.36)
on obtient le système linéaire suivant,
N+1∑
i=1
 J i′ΓiJ i′Σi
M i
′
Σi
T ikZ0T iΓiΓi ikZ0T iΓiΣi KiΓiΣiikZ0T iΣiΓi ikZ0T iΣiΣi KiΣiΣi
Ki
T
ΓiΣi K
iT
ΣiΣi −ikZ−10 T iΣiΣi
 J iΓiJ iΣi
M iΣi
 =
 JN+1′ΓN+1JN+1′Σ
MN+1
′
Σ
T −EincΓN+1−EincΣ
−H incΣ
 .
(6.37)
Les termes de masses s’annulent mutuellement d’un sous-domaine à l’autre.
En notant Zi la matrice de l’équation (6.37) précédente liée au domaine i et
U incN+1 le vecteur du second membre, l’équation précédente correspond à un système
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Fig. 6.4 – Système linéaire par bloc, N + 1 domaines
linéaire par bloc (figure 6.4). Des recouvrements apparaissent entre les blocs, ils
correspondent aux inconnues situées sur les interfaces Σi communes entre deux
domaines et qui sont reliées par les conditions de raccord (6.30) et (6.31).
Ce système est résolu par une élimination de Gauss progressive des domaines
intérieurs, en partant du domaine le plus intérieur Ω1 vers le domaine situé à
l’ouverture ΩN . Ce procédé qui correspond à un complément de Schur sur chacun
des domaines intérieurs nous donne au final un système portant uniquement sur les
inconnues du domaine ΩN+1, soit JN+1Σ , M
N+1
Σ et J
N+1
Γ ,Z˜NΣJΣJ + ikZ0TN+1ΣΣ Z˜NΣJΣM +KN+1ΣΣ ikZ0TN+1ΣΓN+1Z˜NΣMΣJ +KN+1TΣΣ Z˜NΣMΣM − ikZ−10 TN+1ΣΣ KN+1TΓN+1Σ
ikZ0T
N+1
ΓN+1Σ
KN+1
ΓN+1Σ
ikZ0T
N+1
ΓN+1ΓN+1
 JN+1ΣMN+1Σ
JN+1
ΓN+1
 =
 −EincΣ−H incΣ
−EincΓN+1

(6.38)
où le complément de Schur du domaine ΩN , Z˜NΣΣ, a été noté
Z˜NΣΣ =
(
Z˜NΣJΣJ Z˜
N
ΣJΣM
Z˜NΣMΣJ Z˜
N
ΣMΣM
)
(6.39)
en référence aux inconnues JN+1Σ etM
N+1
Σ . En posant S
i = Γi∪Σi−1, le complément
de Schur Z˜NΣΣ est défini récursivement, pour tout i = 1, . . . , N , par
Z˜iΣiΣi =
[
ikZ0T
i
ΣiΣi K
i
ΣiΣi
Ki
T
ΣiΣi −ikZ−10 T iΣiΣi
]
(6.40)
−
[−ikZ0T iΣiSi
−KiTSiΣi
] [
ikZ0T
i
SiSi + Z˜
i−1
Σi−1Σi−1
]−1 [−ikZ0T iSiΣi −KiSiΣi] .
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6.2.3 Eléments sur l’analyse du procédé de sous-
structuration 3D
6.2.3.1 Existence de la solution du problème initial
Les notations sont celles de la figure 3.4. La solution (E,H) du problème de
diffraction 3D vérifie, 
∇×E − ikZ0H = 0 dans Ω,
∇×H + ikZ−10 E = 0 dans Ω,
nˆ × (E × nˆ) = 0 sur Γ,
(6.41)
avec la condition de radiation de Silver-Muller à l’infini
lim
R→∞
∫
|x|=R
∣∣xˆ × ((E(x)−Einc(x))× xˆ)+ Z0 (xˆ × (H(x)−H inc(x)))∣∣2 = 0.
(6.42)
Pour des conditions assez générales sur la frontière, on démontre [84] que le
problème (3.54)-(3.55) admet une solution et une seule dans le cadre fonctionnel
suivant
Hloc(rot,Ω) :=
{
F ∈ (L2loc(Ω))3 ;∇× F ∈ (L2loc(Ω))3 } ,
avec
L2loc(Ω) :=
{
v ∈ D′(Ω);ϕv ∈ L2(Ω),∀ϕ ∈ D(R3)
}
.
Cependant, afin d’utiliser les techniques de résolution par équations intégrales,
nous supposons que la frontière Γ ainsi que les autres frontières intervenant sont
lipschitziennes.
6.2.3.2 Le procédé de sous-structuration
En supposant les formules de Green valides, l’unicité de la solution du problème
de sous-structuration s’obtient dans le cas 3D par les mêmes techniques présentées
au chapitre précédent pour le cas 2D
L’étude de la robustesse du procédé 3D de sous-structuration se heurte à deux
difficultés :
– l’espace des traces est beaucoup plus complexe. Il s’agit des espaces
H(div,Γ) =
{
F ∈ (L2(Γ))3 ;∇Γ · J ∈ H−1/2(Γ)} ,
– les propriétés de coercivité du système de Maxwell sont différentes des
propriétés de coercivité du laplacien. Elles sont basées sur les décompositions
d’Helmholtz et sont plus difficiles à obtenir.
Nous n’étudierons donc pas les propriétés de robustesse du procédé dans le cas
3D. Nous admettrons cependant que les résultats d’existence, de stabilité et de
robustesse du procédé de sous-structuration de la cavité sont les mêmes que pour le
cas 2D, aux difficultés techniques près.
115
Chapitre 6. Factorisation 3D de la cavité
6.3 Mise en œuvre informatique
Le logiciel CESC (Cerfacs Electromagnetic Solver Code) de résolution par
équations intégrales, développé au CERFACS, a été modifié pour effectuer cette
résolution.
6.3.1 Assemblage et complément de Schur
La formulation obtenue correspond à la formulation obtenue classiquement en
présence de matériaux dans la cavité, chacun des domaines Ω1 à ΩN correspondant
à un matériau différent. Il est tout à fait possible d’utiliser cette formulation dans les
cas où tous les sous-domaines sont “remplis” du même matériau, dans notre cas, le
vide. L’assemblage global de la matrice du système linéaire (6.37), représenté figure
6.4, ne présente donc pas de difficultés particulières.
Cependant, dans notre procédé, l’assemblage et la factorisation de cette matrice
s’effectuent progressivement. Un algorithme a donc été mis en place pour réaliser
les différentes opérations nécessaires. Pour simplifier les notations, on note Si la
frontière Γi ∪ Σi−1.
Algorithme Pour chaque domaine Ωi,
– pour i > 1, récupération de la matrice transmise du domaine précédent
Z˜i−1
Σi−1Σi−1
,
– Assemblage de la matrice A = ZiSiSi + Z˜
i−1
Σi−1Σi−1
,
– Factorisation LU de la matrice A,
– Formation de la matrice B = ZiSiΣi ,
– Calcul de A−1B,
– Formation de la matrice BT = ZiΣiSi ,
– Calcul du complément de Schur −BT (A−1B),
– Assemblage de la matrice C = ZiΣiΣi ,
– Calcul de Z˜iΣiΣi = C −BT (A−1B) et transmission au domaine Ωi+1.
Les routines optimisées ZGETRF, ZGETRS et ZGEMM de la librairie BLAS-LAPACK
sont utilisées dans cet algorithme.
La transmission des matrices Z˜iΣiΣi est effectuée simplement à partir de la
numérotation des degrés de liberté dans chacun des sous-domaines.
6.3.2 Numérotation des degrés de liberté
La principale difficulté de cette méthode de factorisation réside donc dans
la numérotation des degrés de liberté. Il est important que la numérotation des
degrés de liberté puisse permettre la réalisation de l’algorithme précédent, tout en
respectant les règles usuelles de numérotation.
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6.3.2.1 Règles usuelles de numérotation
Les inconnues associées aux arêtes représentent le flux d’un courant surfacique à
travers celles-ci. Elles sont donc orientées. Dans le cas d’une arête située “au milieu
d’un maillage”, celle-ci est adjacente à deux triangles. Afin de respecter le flux, elle
est orientée par rapport aux deux triangles.
T−T+
+ −
Fig. 6.5 – Flux à travers un arête commune à deux triangles
Si la mise en place du “signage” de l’arête est simple pour deux triangles, elle
est un peu plus complexe lorsqu’elle est adjacente à plus de 2 triangles. Il faut alors
appliquer les lois de Kirchhoff pour respecter les flux comme dans le cas présenté
figure 6.6 avec 2 triangles métalliques et un triangle diélectrique.
+−
+ −
Fig. 6.6 – Flux à travers un arête commune à trois triangles (1 diélectrique, 2
métalliques)
6.3.2.2 Numérotation
La numérotation choisie doit respecter ces règles, aussi bien au niveau local lors
du calcul du complément de Schur que lors des transmissions à travers les interfaces
Σi.
Afin de simplifier cette étape, une première numérotation globale des arêtes
avec leur signage est effectuée. Dans chacun des sous-domaines, lors du traitement
du domaine courant, une numérotation locale des degrés de liberté est effectuée pour
l’assemblage aisée des matrices A, B et C de l’algorithme,
– les degrés de liberté situés sur la frontière Σi, qui vont également être transmis
au domaine suivant,
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– les degrés de liberté situés sur les frontières Σi−1 et Γi, qui vont être éliminés
par le complément de Schur.
Le signage des arêtes utilisé localement dans chacun des sous-domaines est celui
utilisé globalement. Cela facilite la transmission de la matrice Z˜iΣiΣi au domaine
suivant.
6.4 Résultats numériques
L’approche précédente a été validée sur plusieurs cas tests :
– cavité rectangulaire,
– cavité COBRA à bords fins.
Plusieurs critères ont été examinés :
– niveau de SER obtenu,
– temps de calcul et mémoire utilisés.
Remarque 6.4.1 En raison de la complexité et de la variété des géométries
de cavités susceptibles d’être traitées par notre méthode, nous avons choisi de
laisser à l’utilisateur la tâche de définir les différents domaines et maillages par
l’intermédiaire de logiciels de CAO par exemple. Une passerelle permet de convertir
les maillages issus de IDEAS (format UNV) au format compatible avec le logiciel.
Un système de groupes permet de regrouper les éléments et de les identifier a priori
(interfaces entre deux diélectriques, conducteur parfait dans un domaine, ... ).
6.4.1 Cavité rectangulaire
Le premier cas test est une cavité rectangulaire de section 1λ × 1λ et de
profondeur 5λ, avec une épaisseur de 0.05λ, représentée figure 6.7. Les maillages
ont été réalisés avec une densité de maillage de 8 points par longueur d’onde.
Les maillages, avec ou sans tronçonnement, de la cavité canonique ont été
obtenus par le mailleur intégré à CESC, EASYMESH, qui permet de mailler des
objets simples. D’utilisation très simple, il permet de générer automatiquement des
maillages pour des géométries à base de formes simples (plaque, parallélépipède,
sphère, ...) et est donc très adapté à l’étude paramétrique de notre méthode dans le
cas d’une cavité rectangulaire.
La cavité rectangulaire a été découpée en 0, 1, 2, 4, 8, 10, 20, 40 domaines.
Le maillage de la cavité sans tronçonnement comporte 10434 degrés de liberté.
Environ 442 degrés de liberté sont ajoutés par interface. Nous avons étudié la SER
monostatique de cette cavité pour 91 angles d’éclairement et 2 polarisations (soit
182 seconds-membres).
Les temps de calculs obtenus sont présentés dans le tableau 6.1. La courbe de
SER est représentée sur la figure 6.8 et les erreurs relatives obtenues sont dans le
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(a) Définition de la géométrie
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-1
0Y
-0.5
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0.5
Z
-0.5
0
0.5
X Y
Z
(b) Maillage et sectionnement
Fig. 6.7 – Cavité rectangulaire
tableau 6.2. Notre procédé a permis de réduire le temps CPU de près de 75% en
utilisant un sectionnement avec 4 domaines. L’erreur sur la SER par rapport à une
résolution sans décomposition de domaine est inférieure à 2%.
Tab. 6.1 – Temps d’exécution en fonction du nombre de domaines intérieurs pour
la cavité rectangulaire
Nombre de
sous-domaines
0 1 2 4 8 20 40
Temps moyen
d’exécution (s)
1973 717 577 524 537 661 732
Nombre total de
degrés de liberté
10434 10876 11318 12082 13898 19058 31018
Par analogie au cas 2D, nous avons étudié la sensibilité de la méthode au
positionnement de la frontière de couplage Σ et au raffinement de celle-ci sur une
cavité rectangulaire de 1λ× 1λ× 5λ avec une sur-épaisseur de 0.25λ. On observe le
même comportement (voir tableau 6.3) au niveau du positionnement de la frontière :
lorsque la frontière Σ est positionnée sur un coin de la cavité (position 0), l’erreur est
légèrement plus importante. Le sur-raffinement des interfaces n’apporte lui aucune
amélioration sur le résultat.
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Fig. 6.8 – SER monostatique de la cavité rectangulaire 5λ
Tab. 6.2 – Erreur sur la SER monostatique de la cavité rectangulaire 5λ
Nombre de
sous-domaines
1 2 4 8 20 40
Erreur relative θθ
(norme 2)
1.3% 1.9% 1.5% 1.4% 1.8% 1.7%
Erreur relative φφ
(norme 2)
1.3% 2.0% 1.5% 1.3% 1.8% 1.7%
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Tab. 6.3 – Erreur sur la SER monostatique en fonction de la position de la frontière
(cavité rectangulaire 1λ× 1λ× 5λ, sur-épaisseur de 0.25λ)
Nombre de sous-domaines 1 2 20 40
P
os
it
io
n
de
la
fr
on
ti
èr
e −0.125λ 0.1% 0.1% 1.0% 2.1%
0λ 0.3% 0.3% 1.0% 2.0%
0.125λ 0.2% 0.3% 1.1% 2.2%
6.4.2 Cavité COBRA
Le second cas test est la cavité COBRA décrite dans l’annexe A.1 (page 251).
Un module a été ajouté à EASYMESH pour générer automatiquement des maillages
de la cavité COBRA, avec ou sans tronçonnement.
X
-0.4
-0.3
-0.2
-0.1 0
0.15
-0.1
0.05
0
0.05
Z
-0.0
0
0.05
X
Y
Z
Fig. 6.9 – Maillage de la cavité COBRA sectionnée à 4GHz
La cavité COBRA étant une cavité à bords fins, l’utilisation d’une méthode de
décomposition de domaine comme celle présentée ici double le nombre d’inconnues
par rapport à une résolution directe. La résolution du domaine extérieur est alors
équivalente à la résolution directe du problème entier sans décomposition. La
méthode ne présente donc pas d’avantages. Cependant, nous avons voulu tester
sur la cavité COBRA le gain sur la factorisation de l’intérieur de la cavité. Nous
avons donc comparé le temps de factorisation de l’intérieur de la cavité en fonction
du nombre de sous-domaines intérieurs (tableau 6.4). Avec 13 domaines, on obtient
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un gain de 67%. En passant à 10GHz (toujours avec un maillage à λ/8), 42h de
calcul sont nécessaires pour la factorisation de l’intérieur de la cavité COBRA sans
tronçonnement, contre seulement 6h avec 7 domaines, ce qui représente un gain de
85%.
Tab. 6.4 – Temps de factorisation de l’intérieur de la cavité COBRA à 4GHz
Nombre de
sous-domaines
1 5 13 17 48
Temps moyen
d’exécution (s)
909 331 298 344 673
Nous avons également tracé la SER monostatique obtenue pour cette cavité
COBRA à la fréquence de 4GHz par notre procédé de sectionnement (figure 6.10).
L’erreur relative sur les champs est reprise dans le tableau 6.4. On observe que, à
l’exception de la décomposition avec 48 domaines où le maillage est déformé, l’erreur
reste inférieure à 5%.
Tab. 6.5 – Erreur sur la SER monostatique de la cavité COBRA à 4GHz
Nombre de
sous-domaines
5 13 17 26 48
Erreur relative θθ
(norme 2)
1.2% 1.6% 1.7% 2.4% 4.1%
Erreur relative φφ
(norme 2)
3.5% 3.9% 4.1% 4.5% 7.4%
6.5 Conclusion
L’étude précédente a permis de montrer que notre méthode de décomposition de
domaine pour les cavités pouvait être étendue avec succès au cas tri-dimensionnel.
Il n’est pas limité au cas des cavités canoniques et s’avère performant en temps de
calcul, en précision et en robustesse.
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Fig. 6.10 – SER monostatique de la cavité COBRA à 4GHz
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Synthèse sur la factorisation
de la cavité
Nous avons défini en 2D puis en 3D une méthode de sous-sectionnement de
la cavité par une méthode de décomposition de domaine sans recouvrement. Cette
méthode permet de calculer efficacement et rapidement la diffraction d’une onde
plane électromagnétique par une cavité.
Cette méthode utilise une formulation basée sur les équations intégrales, ce
qui permet de bénéficier du cadre robuste de celles-ci et de leur efficacité et de
leur précision. Nous avons établi au niveau théorique la stabilité et la solvabilité
du procédé. De très bons résultats numériques ont été obtenus sur des cavités
non canoniques, confirmant la potentialité de cette méthode pour les géométries
complexes représentatives des problèmes industriels.
Il est possible d’étendre ce travail réalisé dans le cadre d’une cavité parfaitement
conductrice à une cavité contenant des matériaux diélectriques. Cela peut d’ores et
déjà se faire pour les cas où les milieux diélectriques peuvent constituer des domaines
entiers similaires aux milieux utilisés pour la sous-structuration (en introduisant
les données du diélectrique dans les caractéristiques du milieu concerné). Dans
le cas de milieux diélectriques ne pouvant pas se modéliser de cette façon, il est
nécessaire de décomposer chacun des domaines de la sous-structuration en sous-
domaines compatibles avec les milieux diélectriques, la résolution progressive se
faisant toujours d’un sous-domaine de la sous-structuration principale au suivant.
Une gestion complexe des degrés de liberté doit de ce fait être réalisée, mais aucune
difficulté spécifique dans la formulation ne s’y oppose.
Cette méthode est facilement parallélisable dans chacun des domaines afin
d’augmenter la section des cavités (relativement à la longueur d’onde) pouvant être
prise en compte.
Comme nous l’avons vu sur les exemples numériques, le point le plus coûteux
de la résolution d’un problème de diffraction d’une onde électromagnétique par une
cavité est désormais la résolution du problème associé au domaine extérieur. Dans
le cas 3D, la taille du problème peut faire que celui-ci ne puisse pas être résolu par
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une méthode directe basée sur les équations intégrales. La résolution du problème
associé au domaine extérieur fait l’objet des deux parties suivantes de l’étude.
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Deuxième partie
Décomposition du Problème
Extérieur
127
Nécessité de décomposer
le problème extérieur
La technique de sous-structuration de l’intérieur d’une cavité a permis de
ramener le problème de la diffraction initial à un problème formulé par équations
intégrales et reposant sur une géométrie “sans cavité”, celle-ci étant close par une
surface fictive placée sur son ouverture.
Il reste désormais à traiter la résolution du problème posé sur cette ouverture
ainsi que sur l’extérieur de l’objet. Dans les cas simples vus au chapitre précédent,
nous avons pu constater que c’était la partie qui était désormais la plus coûteuse en
temps de calcul. Dans les cas où la taille de ce problème est importante, la résolution
directe tri-dimensionnelle n’est plus envisageable.
L’idée proposée est d’utiliser une méthode de décomposition de frontière sur
la frontière du domaine extérieur. Les méthodes de Schwarz semblent être les plus
adaptées à cette approche.
Nous commencerons par valider l’utilisation d’une méthode de Schwarz additive
avec recouvrement pour la résolution du problème extérieur dans le cas bi-
dimensionnel. Pour simplifier et parce que cela n’influe pas sur la description et
les performances, nous nous limiterons à un problème posé sur la frontière d’un
domaine extérieur ne faisant pas intervenir de cavité.
Nous étendrons ensuite cette méthode de décomposition de frontière avec
recouvrement au cas tri-dimensionnel, avec prise en compte de l’ouverture de la
cavité.
Les développements effectués dans cette partie sont à finalité algorithmique.
Nous n’aborderons pas d’étude théorique concernant la stabilité ou la convergence
des procédés qui sont construits.
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Chapitre 7
Décomposition du problème 2D
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La méthode précédente de sous-structuration de la cavité nous donne une
équation intégrale posée sur la frontière du domaine extérieur et sur l’ouverture
de la cavité. Nous nous intéressons à la résolution du problème extérieur obtenu.
Nous allons dans ce chapitre justifier et valider l’approche par une méthode de
Schwarz additive pour la résolution de ce problème extérieur bi-dimensionnel. Pour
simplifier la présentation, nous nous limitons dans ce chapitre au domaine extérieur,
sans prendre en compte l’ouverture de la cavité.
Nous présenterons tout d’abord le principe de cette approche dans le cas de
deux frontières disjointes, puis nous généraliserons ce procédé au cas de p parties de
frontière avec recouvrement. Des résultats numériques illustrerons l’efficacité de ce
procédé.
131
Chapitre 7. Décomposition du problème 2D
7.1 Décomposition pour deux frontières disjointes
Soit dans un premier temps le cas où l’obstacle est constitué de deux domaines
D1 et D2 dont les frontières sont disjointes (figure 7.1).
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Fig. 7.1 – Schéma de la décomposition de domaine, domaines disjoints
Considérons le système obtenu dans le cadre d’une résolution par équations
intégrales d’un problème de diffraction associé au domaine D1 ∪D2. Celui-ci est de
la forme suivante,
ZX = U, (7.1)
avec Z un opérateur pseudo-différentiel.
Il est naturel de décomposer le système en blocs correspondant aux deux sous-
domaines, (
Z11 Z12
Z21 Z22
)(
X1
X2
)
=
(
U1
U2
)
, (7.2)
où Xi, Ui sont les lignes de X et U respectivement correspondant aux inconnues
du domaine Λi et où Zij est la matrice formée des lignes correspondant à Λi et des
colonnes correspondant à Λj, avec i, j = 1 ou 2.
Cette équation peut se mettre sous la forme du système,{
Z11X1 = U1 − Z12X2,
Z22X2 = U2 − Z21X1. (7.3)
Les matrices Z11 et Z22 sont inversibles. Ce système peut donc s’écrire de façon
équivalente, {
X1 = Z
−1
11 (U1 − Z12X2) ,
X2 = Z
−1
11 (U2 − Z21X1) . (7.4)
Celui-ci peut être résolu de façon itérative. Ainsi en lieu et place d’un unique système
linéaire de taille n1+n2, on se trouve en présence de deux systèmes linéaires de taille
plus petite n1 et n2. Ces deux systèmes sont couplés par l’intermédiaire des seconds
membres. Ainsi la résolution itérative de ce système permet d’augmenter la taille
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des problèmes susceptibles d’être résolus par les méthodes exactes et de diminuer le
temps de calcul (sous réserve d’une bonne convergence du procédé itératif).
On retrouve la méthode définie par Balabane-Tirel pour laquelle des résultats
théoriques de convergence ont été démontrés [82, 1].
Nous allons dans la suite généraliser cette décomposition dans le cas de N
parties jointives. Nous utilisons pour cela les techniques de Schwarz additive en
les appliquant à un problème d’équations intégrales.
7.2 Technique de Schwarz additive appliquée aux
équations intégrales
7.2.1 Décomposition de frontière
Soit Λ une frontière ouverte, représentant par exemple la frontière extérieure
d’une cavité. Le système résultant d’une formulation intégrale que l’on a à résoudre
est de la forme
ZX = U. (7.5)
Ce système provient d’une formulation variationnelle
X
′ T
Z X = X
′ T
U. (7.6)
On suppose que les vecteurs X et X ′ collectent les valeurs nodales des fonctions
inconnue et test respectivement de sorte que la composante relative au nœud x peut
être désignée par X(x) ou X ′(x).
Soit une décomposition avec recouvrement de la frontière Λ en un ensemble de
p sous-parties Λi. Chaque sous-partie Λi est ainsi constituée d’une zone exclusive et
de zones de recouvrement comme présenté dans la figure 7.2.
Soit V l’espace des fonctions de base définies sur Λ. Pour chaque sous-partie Λi,
on définit Vi comme étant l’espace des fonctions de V ayant leur support sur Λi.
Soient n et ni les dimensions respectives de V et Vi. On a pour tout i, ni ¿ n et, la
décomposition étant avec recouvrement,
∑
i ni > n.
On définit également p fonctions de pondération αi, pour (i = 1, . . . , p), liées
respectivement aux sous-parties Λi, et qui correspondent à une partition de l’unité
αi(x) = 0, ∀x ∈ Λ\Λi,
αi(x) ∈ [0, 1] , ∀x ∈ Λi,
p∑
i=1
αi(x) = 1, ∀x ∈ Λ.
(7.7)
Les fonctions les plus simples vérifiant ces conditions sont linéaires et continues
(figure 7.3).
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Fig. 7.2 – Décomposition de la frontière Λ
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Fig. 7.3 – Construction des fonctions de pondération
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Remarque 7.2.1 Ces fonctions ainsi définies vérifient dans la zone de
recouvrement
∂2αi(s)
∂s2
= 0
avec s l’abscisse curviligne. La fonction αi est égale à 0 ou 1 aux extrémités des zones
de recouvrement associées. Cette remarque sera très utile pour étendre ces fonctions
de pondération au cas tri-dimensionnel.
Ces fonctions de pondération vont nous permettre de décomposer les inconnues
de la façon suivante,
X(x) =
p∑
i=1
αi(x)Xi(x) pour tout nœud x de Λ avec Xi = IΛiX, (7.8)
où IΛi peut être considéré comme un opérateur de restriction de V vers Vi. Il s’agit
ici de la fonction indicatrice sur Λi.
7.2.2 Mise en place de l’équation et de sa résolution
Le vecteur des inconnues X peut alors s’écrire
X =
p∑
i=1
ITi αi IiX (7.9)
=
p∑
i=1
ITi αiXi (7.10)
où
– Ii est la matrice ni × n obtenue à partir de la matrice identité et dont on a
enlevé les lignes qui étaient associées à un nœud où αi = 0 et correspond au
niveau matriciel à l’opérateur de restriction IΛi ci-dessus,
– Xi est la restriction du vecteur X aux inconnues situées sur Λi, et
– αi est la matrice diagonale de taille ni dont les composantes sont les valeurs
de αi aux nœuds de Λi.
Prenons le problème initial sous sa forme variationnelle (7.6) avec comme
fonctions tests ITi αiX
′
i. On a alors pour tout i = 1, . . . , p,
{ITi αiX ′i}T Z X = {ITi αiX ′i}T U. (7.11)
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La décomposition (7.8) de X nous permet d’écrire
{ITi αiX ′i}T Z {ITi αiXi} = {ITi αiX ′i}T U − {ITi αiX ′i}T
p∑
j=1
j 6=i
Z {ITj αj Xj}, (7.12)
X
′ T
i [αiIi Z I
T
i αi ]Xi = X
′ T
i {αiIi U} −X
′ T
i
p∑
j=1
j 6=i
[αiIi Z I
T
j αj ]Xj, (7.13)
ce qui s’écrit encore
X
′ T
i Zii Xi = X
′ T
i Ui −X
′ T
i
p∑
j=1
j 6=i
Zij Xj, (7.14)
en posant
Zij =
[
αiIi Z I
T
j αj
] ∀i,∀j,
Ui = {αiIi U} ∀i.
La résolution de cette équation (mise sous forme d’un système linéaire) nous
permet de calculer la valeur deXi à partir des valeurs deXj, j 6= i, ∀i = 1, . . . , p. Cela
permet ainsi de définir un procédé itératif basé sur le calculs des courants équivalents
d’une partie de frontière Λi à partir de la connaissance des courants équivalents des
autres parties de frontière. On résout alors à chaque itération p systèmes de taille
ni ¿ n. Ce procédé correspond à une méthode de Schwarz additive.
Toutefois ce procédé ainsi appliqué (c’est-à-dire avec un algorithme de Jacobi
ou de Gauss-Seidel) n’est pas assuré de converger. Pour cette raison, on va l’utiliser
sous une forme plus adaptée à la résolution par un algorithme GMRES [75]. On
peut écrire, de façon symbolique,
X =
p∑
i=1
ITi αiXi (7.15a)
=
p∑
i=1
ITi αi
(
Z−1ii
(
Ui −
∑
j 6=i
ZijXj
))
(7.15b)
=
p∑
i=1
ITi αi
(
Z−1ii
(
Ui −
∑
j 6=i
Zij Ij X
))
. (7.15c)
L’équation (7.15c) peut être mise sous la forme(
I+
p∑
i=1
ITi αi Z
−1
ii
∑
j 6=i
Zij Ij
)
X =
p∑
i=1
ITi αi Z
−1
ii Ui. (7.16)
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et résolue alors par un algorithme GMRES.
Remarque 7.2.2 Un des intérêts de cette formulation basée sur les équations
intégrales est que contrairement à une méthode volumique, nous avons ici une
formulation implicite des conditions de raccord et de transmission. Il n’est donc
pas nécessaire de s’en préoccuper de façon particulière.
7.3 Résultats numériques
Afin de soumettre l’algorithme à un cas relativement complexe vis-à-vis de la
convergence, la géométrie sur laquelle les tests ont été effectués est celle de la cavité
COBRA bi-dimensionnelle (ce cas test est défini en annexe A.1, page 251). Afin
de traiter un problème de taille suffisamment importante et donc d’introduire de
nombreuses parties et avec suffisamment de points de maillage, les calculs ont été
faits à haute fréquence. Nous avons considéré ici la cavité COBRA à 30 GHz, qui
est alors représentée par un maillage de 1228 points. La géométrie étant une surface
ouverte, nous utilisons une formulation EFIE pour les équations intégrales.
7.3.1 Définition de l’élément de comparaison
Les résultats obtenus avec la méthode de Schwarz additive vont être comparés
aux résultats obtenus par la résolution itérative de la matrice initiale préconditionnée
par une matrice obtenue par une méthode SPAI (SParse Approximate Inverse) [24].
La méthode SPAI consiste à approcher localement l’inverse de la matrice globale par
une minimisation au sens des moindres carrés. Pour définir ces domaines locaux, on
utilise une décomposition récursive en boîtes de la géométrie (cf. figure 7.4).
On associe généralement au préconditionneur SPAI la donnée de son taux
de remplissage. Ce taux correspond au nombre d’éléments stockés pour le
préconditionneur sur le nombre d’éléments de la matrice. Pour un problème tri-
dimensionnel, le taux “usuel” de remplissage de la matrice obtenue par la méthode
SPAI est de l’ordre de quelques pour-cent (< 10%). On respectera ce critère lors des
cas tests. La tableau 7.1 présente quelques caractéristiques du découpage en boîtes
de la cavité COBRA à 30 GHz.
Cette méthode SPAI permet d’obtenir un très bon préconditionneur à droite
de la matrice initiale, principalement dans le cadre d’une résolution itérative du
système initial par une méthode GMRES.
On a tracé figure 7.5 les valeurs propres obtenues dans le cas de la cavité COBRA
à 30 GHz, pour un découpage à 6 niveaux, avec 85 boîtes, donnant un taux de
remplissage de 4.4%. On peut constater que ce préconditionnement permet d’obtenir
une matrice avec des valeurs propres ayant toutes une partie réelle positive. Cela
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Niveau 1
Niveau 2
Niveau 4
Niveau 3
Fig. 7.4 – Découpage en boîtes de la géométrie
Tab. 7.1 – Caractéristiques du découpage en boîtes par le SPAI de la cavité COBRA
Nombre de Nombre Taille Taux de Points par boîte
niveaux de boîtes (m) Remplissage Min. Max. Moy.
6 85 13.7 10−3 4.4% 1 33 14.45
7 171 6.9 10−3 2.2% 1 17 7.18
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(b) Matrice SPAI préconditionnée
Fig. 7.5 – Répartition des valeurs propres
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favorise donc fortement la convergence d’un algorithme GMRES, comme le montre
la figure 7.6, obtenue avec un restart de 20.
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Mat. ini.+SPAI2D 7niv, 171 boites
Fig. 7.6 – Décroissance des résidus pour la matrice initiale et la matrice
préconditionnée
7.3.2 Propriétés de la décomposition de Schwarz additive
Plusieurs décompositions par la méthode de Schwarz additive ont été effectuées
et quelques unes ont leurs caractéristiques présentées dans le tableau 7.2.
Tab. 7.2 – Caractéristiques de décompositions par Schwarz pour la cavité COBRA
Taille (m) Nombre Taux Points
zone zone de de de par sous-domaine
exclusive recouvrement domaines remplissage Min. Max. Moy.
0.0137 0.0069 50 3.6% 24 34 32.66
0.0069 0.0069 75 3.0% 16 25 24.47
0.0068 0.0034 100 1.8% 12 17 16.31
Afin de faire l’analogie avec le préconditionneur de type SPAI, nous définissons
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un taux de remplissage. Il est calculé suivant
1
n2
p∑
i=1
n2i ,
et correspond au sur-coût de stockage des matrices locales “inversées”, ou plus
exactement au stockage de la factorisation LU de ces matrices, par rapport à la
taille de la matrice initiale. Pour les cas présentés, ces taux sont similaires à ceux
obtenus précédemment par la méthode SPAI (4.4% et 2.2%).
7.3.2.1 Répartition des valeurs propres
Comme précédemment pour la méthode SPAI, on a tracé figure 7.7 les valeurs
propres obtenues par cette méthode sur la cavité COBRA à 30 GHz avec une taille
de 0.0069m pour les zones exclusives et de recouvrement (avec 75 domaines). On
peut constater que de même que pour la méthode SPAI, on obtient une matrice
dont les valeurs propres ont leur partie réelle positive. L’utilisation d’une méthode
GMRES doit donc donner de bons résultats de convergence.
Cependant dans certains cas très défavorables et/ou avec des sous-parties de
frontière très nombreuses et contenant très peu de points, il peut arriver que quelques
valeurs propres aient une partie réelle négative.
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(b) Méthode de Schwarz
Fig. 7.7 – Répartition des valeurs propres
7.3.2.2 Taux de convergence
On a tracé figure 7.8 les courbes de décroissance du résidu obtenues avec un
algorithme GMRES (restart=20), pour les décompositions indiquées dans le tableau
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7.2. Comme on peut le voir, on obtient par ce procédé de décomposition une bonne
convergence. L’erreur sur les courants décroît rapidement au fur et à mesure des
itérations.
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Matrice initiale
Fig. 7.8 – Décroissance des résidus pour différentes décompositions de Schwarz
Il est donc intéressant de comparer cette décroissance des résidus à celle obtenue
pour la matrice préconditionnée par la méthode SPAI. Cela est fait figure 7.9 où
l’on compare l’évolution du résidu en fonction des itérations pour les deux dernières
décompositions de Schwarz du tableau 7.2 et le préconditionnement par la méthode
SPAI à 7 niveaux. Ces trois “préconditionneurs” ont des taux de remplissage à peu
près équivalent (entre 1.8% et 3%), ce qui permet de les comparer. On constate
une décroissance des résidus très comparable jusqu’à un résidu de 10−4. Ensuite, le
préconditionneur SPAI est légèrement plus performant.
Ainsi pour des taux de remplissage similaires entre la méthode SPAI et notre
procédé de Schwarz, on constate que la résolution par GMRES donne des taux de
convergence très similaires jusqu’à un résidu d’environ 10−4. Il en est de même pour
l’erreur sur les courants et sur le champ lointain. Ces erreurs sont présentées figure
7.10 pour les décompositions précédentes. On peut voir que pour un même résidu,
les deux procédés donnent une erreur similaire sur les courants et sur les champs.
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Fig. 7.9 – Comparaison de la décroissance des résidus entre la décomposition de
Schwarz et le préconditionnement par la méthode SPAI
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Fig. 7.10 – Comparaison de l’erreur sur les courants et le champ lointain
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7.3.3 Influence de la taille des recouvrements
Le recouvrement couplé à la fonction de pondération αi permet d’enlever la
diffraction par le bord des sous-parties. En effet, lorsque l’on considère le problème
local à Λi, sous-partie de la frontière Λ, on résout un problème local dans lequel les
degrés de liberté aux extrémités de Λi sont libres, ce qui correspond à une diffraction.
Cependant, comme on pondère par la suite ces degrés de liberté par la valeur de
αi correspondante et que celle-ci est nulle, on annule cette diffraction. Une à deux
mailles de recouvrement suffisent donc de façon générale pour éliminer ces problèmes
de diffraction.
La forme de la fonction de pondération a relativement peu d’importance. Des
tests effectués avec une fonction de pondération hyperbolique ont montré une
convergence similaire.
7.4 Conclusion
Nous avons défini une méthode de Schwarz additive appliquée aux équations
intégrales pour la résolution d’un problème d’Helmholtz. Cette méthode permet de
résoudre des problèmes initiaux de taille importante en décomposant le problème
initial en sous-domaines. L’utilisation d’une méthode itérative de type Krylov sur
cette décomposition de frontière permet d’obtenir un taux de convergence ayant
les performances des meilleurs préconditionneurs utilisés actuellement pour ce type
d’équations.
Cependant, notre objet n’est pas de définir un préconditionneur concurrençant
celui défini par la méthode SPAI. Ce procédé sera utilisé surtout pour coupler
différents types de formulation comme les équations de la cavité ramenées sur
l’ouverture avec celles relatives au reste de la structure. Il est destiné aussi à hybrider
différents types de résolution comme une résolution exacte autour de l’ouverture de
la cavité et une résolution asymptotique sur le reste de l’extérieur de la structure.
L’innovation de cette méthode est de réaliser une formulation implicite des
conditions de raccords entre les sous-domaines. On a pu ainsi s’affranchir de la
formulation très délicate des conditions de transmission, en particulier en 3D.
Nous allons désormais étendre cette méthode au cas 3D.
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Le principe est le même que pour le procédé 2D. La principale différence vient de
la fonction de pondération. En effet, dans le cas 2D, les frontières sont des courbes ;
pour le cas 3D, ce sont des surfaces. La génération et la gestion des recouvrements
et des fonctions de pondération sont donc plus complexes.
Dans le cas 2D, nous n’avions étudié les méthodes de Schwarz que sur la frontière
extérieure, sans prendre en compte l’ouverture de la cavité et donc le procédé de
factorisation défini dans la cavité. Dans la version 3D, la frontière sur laquelle nous
effectuons notre décomposition de frontière avec recouvrement contient la surface
située à l’ouverture de la cavité.
Nous présenterons tout d’abord, pour le cas 3D, la méthode de Schwarz
additive dans le cas général de p sous-parties de frontière avec recouvrement, puis
nous détaillerons le cas de deux sous-parties avec recouvrement pour lequel nous
présenterons le calcul de la fonction de pondération et des résultats numériques.
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8.1 Méthode de Schwarz additive dans le cas
général
De façon similaire au cas 2D, nous utilisons une méthode de Schwarz additive
pour résoudre le problème obtenu après la factorisation 3D de la cavité. La taille
du domaine extérieur ΩN+1 peut empêcher la résolution directe du système (6.38)
obtenu,Z˜NΣJΣJ + ikZ0TN+1ΣΣ Z˜NΣJΣM +KN+1ΣΣ ikZ0TN+1ΣΓN+1Z˜NΣMΣJ +KN+1TΣΣ Z˜NΣMΣM − ikZ−10 TN+1ΣΣ KN+1TΓN+1Σ
ikZ0T
N+1
ΓN+1Σ
KN+1
ΓN+1Σ
ikZ0T
N+1
ΓN+1ΓN+1
 JN+1ΣMN+1Σ
JN+1
ΓN+1
 =
 −EincΣ−H incΣ
−EincΓN+1
 .
8.1.1 Décomposition de frontière
On considère donc le système précédent obtenu après la factorisation de la cavité.
Celui-ci peut se mettre sous la forme
ZX = U (8.1)
où le vecteur X correspond au bloc JN+1Σ , M
N+1
Σ , J
N+1
ΓN+1
, constitué des flux des
courants surfaciques, électriques et magnétiques, à travers les arêtes situées sur les
frontières Σ et ΓN+1.
Il est possible de retourner à la forme variationnelle du système (8.1),
X
′ T
Z X = X
′ T
U. (8.2)
Soit Λ = Σ ∪ ΓN+1. On définit sur Λ une décomposition de frontière avec
recouvrement ; soient Λi ces p parties de frontière. Associés à ces parties de frontière,
soient également p fonctions de pondération αi correspondant à une partition de
l’unité, 
αi(x) = 0, ∀x ∈ Λ\Λi,
αi(x) ∈ [0, 1] , ∀x ∈ Λi,
p∑
i=1
αi(x) = 1, ∀x ∈ Λ.
(8.3)
Le calcul des fonctions de pondération sera détaillé dans le cas de deux parties de
frontière ultérieurement. La difficulté vient de ce que les points ne sont plus ordonnés
sur un segment de courbe mais positionnés sur une surface de R3.
8.1.2 Formulation du problème et résolution
Le vecteurX étant constitué des flux des courants surfaciques à travers les arêtes,
il est possible d’associer les composantes de X aux arêtes. Ainsi la composante de
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X et X ′ relative à l’arête peut être désignée respectivement au centre x de l’arête
par X(x). On a alors pour tout milieu d’arête x
X(x) =
p∑
j=1
αj(x)Xj(x), avec Xj = IΛjX, (8.4)
où IΛj est la fonction indicatrice sur Λj.
Cela nous permet de décomposer le vecteur des inconnues X comme
précédemment dans le cas 2D,
X =
p∑
j=1
ITj αj IjX (8.5)
=
p∑
j=1
ITj αj Xj (8.6)
où
– Ij est la matrice nj × n obtenue à partir de la matrice identité et dont on a
enlevé les lignes qui correspondaient à un nœud où αj = 0. Il s’agit, au niveau
matriciel, de l’opérateur de restriction IΛj précédent,
– nj est le nombre de fonctions de base dont le support est dans Λj,
– Xj est la restriction du vecteur X aux inconnues situées sur Λj, et
– αj est la matrice diagonale de taille nj dont les composantes sont les valeurs
de αj aux nœuds de Λj.
En introduisant cette expression dans (8.2) et en testant par ITj αjX
′
j, on obtient,
pour tout j = 1, . . . , p, de façon similaire au cas 2D (cf. section 7.2.2, page 135), le
système
Xj
′ T
Zjj X
j = Xj
′ T
U j −Xj′ T
p∑
k=1
k 6=j
ZjkX
k, (8.7)
avec
Zjk =
[
αjIj Z I
T
kαk
] ∀ k = 1, . . . , p,
Uj = {αjIj U} .
Ce problème se reformule sous la forme d’un problème de point fixe,
X =
p∑
j=1
ITj αjX
j (8.8a)
=
p∑
j=1
ITj αj
(
Z−1jj
(
Uj −
∑
k 6=j
Zjk IkX
))
. (8.8b)
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Cette dernière équation, qui est l’équivalente de (7.15c) dans le cas 3D, peut se
mettre sous la forme d’un système C X = D et ainsi être résolu par un algorithme
GMRES.
8.2 Application avec deux parties de frontière
8.2.1 Formulation
Par la suite, nous allons principalement utiliser ce procédé dans le cas où la
décomposition de frontière avec recouvrement ne comporte que deux parties. Ces
parties sont définies de la façon représentée figure 8.1 :
– une zone “intérieure” (Λi), qui contient l’ouverture de la cavité Σ, cette zone
pouvant être légèrement plus étendue que l’ouverture de la cavité,
– une zone de recouvrement (Λm), qui correspond à un élargissement, plus ou
moins important, de Λi,
– une zone “extérieure” (Λe) qui correspond au reste de la frontière extérieure
ΓN+1.
Les deux parties de frontière, intérieure et extérieure, sont alors respectivement
définies par,
Λi ∪ Λm Λe ∪ Λm. (8.9)
Les données relatives à ces deux parties seront respectivement indicées par i et e.
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Fig. 8.1 – Décomposition de frontière avec recouvrement autour d’une cavité
Dans ce cas, la partition de l’unité se réduit à deux fonctions complémentaires
αe et αi,
αi(x) = 1 sur Λi, αe(x) = 0 sur Λi, (8.10)
αi(x) = 0 sur Λe, αe(x) = 1 sur Λe, (8.11)
αi(x) ∈ [0, 1] sur Λm, αe(x) ∈ [0, 1] sur Λm, (8.12)
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αi(x) + αe(x) = 1 sur Λm. (8.13)
On note également dans la suite αi et αe les matrices diagonales dont les
composantes sont les valeurs non nulles de αi et αe respectivement et Ii et
Ie les matrices définies à partir de la matrice identité en enlevant les colonnes
correspondant à des valeurs nulles de αi et αe respectivement. L’équation (8.8) se
simplifie également et devient,
X = ITi αi
(
Z−1ii
(
Ui − ZieIΛeX
))
+ ITe αe
(
Z−1ee
(
Ue − ZeiIΛiX
))
. (8.14)
Elle peut se mettre sous la forme,(
I+ ITi αiZ
−1
ii ZieIΛe + I
T
e αeZ
−1
ee ZeiIΛi
)
X = ITi αiZ
−1
ii Ui + I
T
e αeZ
−1
ee Ue. (8.15)
Nous avons résolu cette équation par un procédé itératif utilisant l’algorithme
GMRES [75, 39].
L’étape d’initialisation du procédé de résolution est alors la suivante,
– assemblage et factorisation LU des matrices Zii et Zee,
– assemblage des matrices Zie et Zei,
– calcul des pré-seconds membres Z−1ii Ui, Z
−1
ee Ue,
– calcul du second membre D = ITi αiZ
−1
ii Ui + I
T
e αeZ
−1
ee Ue.
L’algorithme utilisé pour le produit matrice-vecteur lors des itérations dans la
résolution par GMRES peut être le suivant,
– calcul de X i
(n+1)
= X i
(n)
+ Z−1ii
(
ZieX
e(n)
)
,
– calcul de Xe
(n+1)
= Xe
(n)
+ Z−1ee
(
ZeiX
i(n)
)
,
– reconstruction de X(n+1) = ITi αiX
i(n+1) + ITe αeX
e(n+1) .
8.2.2 Calcul de la fonction de pondération
Dans le cas qui nous intéresse avec deux parties de frontière, la connaissance de
αi détermine αe et inversement. Nous allons nous intéresser à la détermination de
αi. Nous cherchons pour cela une fonction régulière qui vérifie{
αi(x) = 0 sur ∂Λe,
αi(x) = 1 sur ∂Λi
. (8.16)
Dans le cas bi-dimensionnel, nous avions choisi les fonctions vérifiant
∂2αi(s)
∂s2
= 0,
avec s l’abscisse curviligne.
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Fig. 8.2 – Notations relatives à la zone de recouvrement
Dans le cas tri-dimensionnel, cette équation peut être étendue par l’équation de
Laplace-Beltrami,
∆surf αi(x) = 0. (8.17)
Les équations (8.17) et (8.16) forment alors un problème de Dirichlet surfacique, qui
peut être résolu par une méthode d’éléments finis. Le système linéaire obtenu étant
creux, la détermination de αi par ce procédé est rapide.
Soit v une fonction test vérifiant
v(x) = 0 sur ∂Λe ∪ ∂Λi. (8.18)
La formulation variationnelle de (8.17) avec les conditions aux limites (8.16) est
alors, ∫
Λm
∇αi(x) ·∇v(x) dΛm(x) = 0. (8.19)
La surface Λm est discrétisée par le maillage triangulaire défini précédemment pour
les équations intégrales. Les fonctions αi et v sont approchées par des fonctions de
base linéaires sur ce maillage et représentées par leurs valeurs nodales. Les termes
∇αi(x) et∇v(x) sont alors des constantes sur les éléments triangulaires du maillage.
Ainsi, sur un triangle T , on a
∇v(x) =
1
|T |
3∑
k=1
|T ′k|(vkT + vk+1T ) νˆk, (8.20)
où
akT est le sommet k du triangle T ,
vkT est la valeur de v au sommet a
k
T du triangle T ,
T ′k est l’arête k du triangle T , reliant les points a
k
T et a
k+1
T ,
νˆk est la normale à l’arête T ′k extérieure au triangle T .
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On note également
v¯kT =
vkT + v
k+1
T
2
la valeur de v au centre de l’arête T ′k.
On a donc∫
T
∇αi(x) ·∇v(x) dT (x)
=
1
|T |2
∫
T
(
3∑
m=1
|T ′m|(αmT + αm+1T )νˆm ·
3∑
k=1
|T ′k|(vkT + vk+1T )νˆk
)
dT. (8.21)
=
1
|T |
3∑
m=1
3∑
k=1
(αmT + α
m+1
T )(v
k
T + v
k+1
T ) |T ′m|νˆm · |T ′k|νˆk (8.22)
=
1
4|T |
3∑
m=1
3∑
k=1
α¯mT v¯
k
T r
k
T · rmT , (8.23)
avec rkT le vecteur qui est associé à l’arête k du triangle T et qui relie les points a
k
T
et ak+1T .
Pour les arêtes situées sur les frontières ∂Λe et ∂Λi, on a
α¯mT |∂Λe = 0, α¯mT |∂Λi = 1, (8.24)
v¯mT |∂Λe = 0, v¯mT |∂Λi = 0. (8.25)
L’assemblage et la résolution de ce système donnent directement la valeur α¯mT de
αi au centre des arêtes. Ce qui convient parfaitement pour notre procédé de Schwarz
additif défini précédemment.
Remarque 8.2.1 Le procédé ainsi défini pour calculer la partition de l’unité αi peut
être utilisé avec p parties de frontières pour les cas où ces parties ne se recouvrent
que deux par deux.
Dans les cas où plus de deux parties de frontière se recouvrent simultanément
(figure 8.3), il est possible de procéder de façon similaire en modifiant les conditions
aux limites. En effet, les fonctions de pondération peuvent alors être déterminées de
la façon suivante,
– calcul sur les frontières (qui sont des courbes) du domaine central Λ123 (figure
8.3(b)) des valeurs de αi en utilisant le procédé défini pour le cas 2D,
– calcul dans le domaine central des valeurs de αi en résolvant le système
de Laplace-Beltrami en utilisant les conditions aux limites calculées
précédemment,
– calcul dans les domaines communs à deux domaines des valeurs de αi en
résolvant le système de Laplace-Beltrami avec les conditions aux limites
calculées précédemment ainsi que les conditions “usuelles” de Dirichlet.
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Λ123
Λ12
Λ13
Λ23
Λ1
Λ2
Λ3
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α2 = 0
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α3 = 1 α3 = 1
α1 = 0
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α1 + α2 = 1 α2 + α3 = 1
α1 + α3 = 1
(a) Gestion d’un recouvrement complexe
Λ123
α1 = 0
α2 = 0
α3 = 0
α1 + α2 = 1
α2 + α3 = 1
α1 + α3 = 1
α1 = 0
α1 = 0
α1 = 1
α2 = 0
α2 = 0
α2 = 1
α3 = 0
α3 = 0
α3 = 1
(b) Zoom sur le recouvrement central
Fig. 8.3 – Mise en œuvre du calcul de la fonction de pondération dans le cas général
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8.3 Résultats numériques
8.3.1 Exemples de fonctions de pondération
La figure 8.4 présente la fonction de pondération αi obtenue sur deux géométries
surfaciques, une plane et une non-plane.
(a) (b)
Fig. 8.4 – Exemples de fonctions de pondération
8.3.2 Résultats numériques sur une cavité rectangulaire
Cette méthode a été testée sur une cavité rectangulaire (figure 8.5), de dimension
5λ× 1λ× 1λ, avec des bords d’épaisseur λ/4. La densité du maillage utilisée est de
8 points par longueur d’onde et 4 domaines sont présents à l’intérieur de la cavité.
Nous avons testé la méthode de Schwarz sur plusieurs définitions des parties
Λi, Λm et Λe de la frontière Λ. Ces décompositions de frontière sont représentées
schématiquement figure 8.6. Les courbes de convergence obtenues pour ces
décompositions sont présentées figure 8.7. On peut observer que le recouvrement
entre les parties de frontière améliore considérablement la convergence par rapport
au cas sans recouvrement (8.6(d)).
De plus, il apparaît que le bon positionnement de la zone de recouvrement
permet d’améliorer la convergence (décomposition (a) et (b)). Dans le cas testé, il
est important de prendre en compte dans la zone de recouvrement (partagée entre
les deux parties de frontière) la diffraction par l’arête sur le bord extérieur de la
cavité ainsi que d’assurer une transition des champs entre l’ouverture de la cavité
et la frontière extérieure de celle-ci.
La figure 8.8 trace la SER bistatique obtenue pour la cavité rectangulaire (l’onde
incidente est orientée suivant l’axe de la cavité). L’erreur associée au procédé de sous-
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Fig. 8.5 – Maillage et pondération associés à la cavité rectangulaire
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Fig. 8.6 – Exemples de définition des parties de frontière et de la zone de
recouvrement pour la cavité rectangulaire (la zone de recouvrement est représentée
en trait épais)
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8.3. Résultats numériques
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Fig. 8.7 – Convergence de l’algorithme GMRES en fonction de la zone de
recouvrement
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Fig. 8.8 – SER bistatique de la cavité rectangulaire
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structuration de la cavité (chapitre 6) entraîne une erreur de 0.4% sur le champ par
rapport à une résolution directe, tandis que l’erreur obtenue après le procédé de
Schwarz itératif (et le procédé de sous-structuration) est de 0.5%.
8.4 Conclusion
Nous avons étendu la méthode Schwarz additive présentée dans le cas 2D au
cas 3D pour la résolution des équations de Maxwell par équations intégrales. Cette
méthode a été appliquée avec succès dans le cas d’une cavité avec une décomposition
basée sur deux parties de frontière. Une bonne convergence du procédé a pu être
obtenue et certains critères pour la mise en place d’une décomposition de frontière
performante ont pu être établis. Une méthode systématique de calcul de la partition
de l’unité a également été proposée en vue d’une généralisation au cas à p domaines.
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du problème extérieur
Nous avons défini une méthode de Schwarz additive pour résoudre par équations
intégrales les problèmes aux limites associés aux équations d’Helmholtz et de
Maxwell. Cette méthode utilise une décomposition de frontière avec recouvrement
et peut s’appliquer en combinaison avec le procédé de sous-structuration de la cavité
défini précédemment.
Nous nous sommes restreints dans le cas tri-dimensionnel, à l’implémentation
associée à une décomposition à deux parties de frontière avec recouvrement, la partie
la plus délicate étant la définition et la gestion des recouvrements. Nous avons
cependant détaillé une méthode permettant le calcul de la fonction de pondération
pour les cas avec des recouvrements de plus de deux parties de frontière.
Les validations effectuées dans les cas bi-dimensionnels et tri-dimensionnels
ont montré que lors d’une résolution itérative, on obtenait une accélération de la
convergence par rapport à un système non préconditionné. Celle-ci est alors similaire
à celle obtenue par le préconditionnement du système par une méthode SPAI.
Enfin, en séparant les résolutions dans les différentes sous-parties de frontière,
cette méthode permet d’envisager plusieurs méthodes de résolution des problèmes
locaux sur les différentes parties.
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Troisième partie
Résolution Asymptotique
159
Pourquoi utiliser
une méthode asymptotique ?
Dans les deux parties précédentes, nous avons vu comment traiter le problème
de la diffraction électromagnétique d’une onde plane par une cavité profonde. Tout
d’abord une méthode de sous-structuration de la cavité puis une méthode de Schwarz
additive pour décomposer la frontière du domaine extérieur en sous-parties de
taille plus réduite. Cette méthode s’est révélée performante pour la résolution de
problèmes de diffraction. Cependant, sa mise en œuvre dans le cas tri-dimensionnel
n’est pas aisée. Ceci en raison d’une part de la complexité de la génération des sous-
parties de frontière et la gestion des recouvrements. Les géométries industrielles ne
se prêtent pas aisément à la génération de maillages éléments finis surfaciques et à
la gestion des recouvrements entre les frontières. De plus, il est toujours nécessaire
de résoudre l’ensemble du problème extérieur par une méthode intégrale, même si
cette frontière est décomposée en sous-parties de taille plus réduite.
Les méthodes asymptotiques, si elles ne peuvent s’appliquer dans les cavités,
sont très efficaces pour traiter les objets de grande taille comme les aéronefs. Elles
sont rapides et suffisamment précises dans ces cas-là. Il est donc envisageable de
résoudre le problème extérieur par ce type de méthodes.
Nous avons vu que pour les méthodes de Schwarz, la résolution était découplée
entre les sous-parties de frontière. Il est donc indiqué d’utiliser une méthode
asymptotique pour l’une de ces frontières, au cas où cela serait bien adapté.
Après une brève présentation des méthodes asymptotiques, nous allons étudier
un démonstrateur du couplage en 2D entre une méthode exacte et une méthode
asymptotique. Puis, après la description de la méthode choisie pour calculer
l’approximation haute fréquence du rayonnement des courants surfaciques, nous
verrons le couplage tri-dimensionnel entre une méthode exacte et une méthode
asymptotique. Des résultats numériques illustrerons l’efficacité du procédé.
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Les méthodes asymptotiques ont été développées pour traiter le cas de la
diffraction par un objet à haute fréquence, c’est-à-dire lorsque la longueur d’onde
est petite par rapport à la taille de l’objet. Plusieurs théories ont été élaborées pour
traiter ce type de problème. Celles-ci se classent principalement en deux catégories :
les méthodes de rayons, comme l’Optique Géométrique, la Théorie Géométrique de
la Diffraction ou la Théorie Uniforme de la Diffraction, et les méthodes de courants,
comme l’Optique Physique, la Théorie Physique de la Diffraction ou la théorie des
coefficients de Diffraction Incrémentaux. Ces techniques sont présentées rapidement
au cours de ce chapitre. Des ouvrages spécialisés sur les méthodes asymptotiques
donnent les principaux éléments de ces théories (par exemple [21, 53, 68]).
Les théories OG-OP, UTD-OP, PTD et ILDC sont implémentées dans le logiciel
DESCARTES, développé par MBDA-F, qui est utilisé pour le calcul asymptotique.
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9.1 Méthodes de rayons
9.1.1 Le concept de rayon
A haute-fréquence, le flux d’énergie électromagnétique est associé à la
propagation de son front d’onde le long de chemins orthogonaux à celui-ci. Les
fronts d’onde désignent les surfaces équiphases. Ces chemins sont appelés rayons et
sont dirigés suivant le gradient de la phase ψ (figure 9.1).
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front d’onde
front d’onde
rayons
Fig. 9.1 – Propagation des fronts d’onde et rayons associés
Cette relation peut être établie en appliquant le principe de la phase stationnaire
au calcul du rayonnement de courants équivalents (principe de Huygens) associés à
la distribution du champ sur un front d’onde. Il est possible de montrer que, à haute
fréquence, le champ en un point P ′ ne dépend que du champ au voisinage d’un point
P (appelé point de la phase stationnaire) sur le front d’onde [68, 77].
Les formules de Stratton-Chu en champ lointain expriment le champ en un point
sous la forme d’une intégrale de la forme,
E(x) = i k
∫
Γ
(
Z0
(
rˆ × J(y))× rˆ − rˆ ×M(y)) eikr
4pir
dΓ(y), (9.1)
avec r le vecteur reliant les points x et y, rˆ le vecteur unitaire associé à r et r la
norme du vecteur r.
Ce champ comporte donc un terme de phase variant rapidement à haute
fréquence eikr et une composante variant moins rapidement. Il est donc justifié
d’écrire, à haute fréquence, le champ sous la forme
E(x) = E0(x) e
ikψ(x), (9.2)
où ψ(x) est le terme de phase etE0(x) le terme d’amplitude, tous deux indépendants
de la fréquence. L’introduction de cette forme de la solution dans les équations de
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Maxwell donne en particulier l’équation eikonale vérifiée par la phase ψ(x),
‖∇ψ‖2 = 1. (9.3)
Les rayons sont orientés suivant le gradient de la phase ∇ψ qui est de norme 1.
Ainsi en considérant la variation de la phase le long d’un rayon r(A,B), l’équation
eikonale permet de montrer qu’en milieu homogène les rayons sont des droites et
que la phase varie linéairement le long d’un rayon.
L’ensemble des rayons associés à la propagation d’un front d’onde est appelé
une famille (ou congruence) de droites. Celle-ci est généralement décomposée sous
la forme d’un ensemble de tubes de rayons, chaque tube étant associé à une aire
élémentaire de la surface équiphase dS (figure 9.2).
surface équiphase
tube de
rayons
dS
dS ′
Fig. 9.2 – Définition d’un tube de rayons
9.1.2 Série de Lüneberg-Kline
La théorie asymptotique de l’électromagnétisme montre l’existence d’un
développement asymptotique (série de Lüneberg-Kline [60, 52]) décomposant le
champ électromagnétique diffracté, solution des équations de Maxwell, en une somme
de termes indépendants et d’ordre décroissant en fréquence. Chaque ordre de la série
de Lüneberg-Kline représente un type d’interaction précis. Le principe de Fermat
généralisé permet en général d’interpréter ces interactions comme si elles étaient
portées par des rayons décrivant des trajectoires particulières sur l’objet.
La série de Lüneberg-Kline appliquée aux équations de Maxwell est la suivante,
U (r) = eikψ(r)
N∑
n=0
(ik)−nun(r) + o
(
k−N
)
(9.4)
165
Chapitre 9. Méthodes asymptotiques
où le vecteur U désigne le champ électrique E ou magnétique H , ψ est la fonction
réelle de phase et les termes un sont des amplitudes. Le principal terme de cette
série est celui d’ordre k0 qui correspond à l’Optique Géométrique (OG) et que l’on
avait posé dans l’équation (9.2).
Des séries plus générales permettent de mieux décrire les phénomènes de
diffraction. Ces séries utilisent des décompositions en puissances fractionnaires du
nombre d’onde k,
U(r) = eikψ(r)
∑
p/q
(ik)−p/qup/q(r). (9.5)
Les principaux termes de la série sont les suivants,
– ordre k−1/2, correspondant à une contribution diffraction-réflexion,
– ordre k−1, correspondant à des contributions de double diffraction,
– ordre k−1, il s’agit de la diffraction par une pointe,
Afin de traduire le comportement de certaines ondes “évanescentes”, il est
nécessaire de modifier le facteur de phase en introduisant une atténuation
exponentielle. C’est ainsi le cas des ondes rampantes, qui peuvent s’exprimer à l’aide
d’expressions non rationnelles de k de la forme k−1/6 · e−ck1/3 où c > 0 est lié à la
courbure de la géométrie.
Ces séries permettent également de retrouver les contributions des ondes de
surface progressives, de rampants diffractés, de discontinuités de courbure, de triples
diffractions, ...
Les valeurs des termes un et up/q sont obtenues à partir de la solution exacte
obtenue sur des objets canoniques présentant les phénomènes correspondant. Les
principaux termes d’Optique Géométrique et de Diffraction par des arêtes sont
précisés ci-après.
9.1.3 Optique Géométrique
Il s’agit de la première méthode asymptotique établie bien avant les équations
de Maxwell ou les théories asymptotiques. L’Optique Géométrique (OG) peut être
vue comme le terme d’ordre k0 de la série de Lüneberg-Kline précédente. Elle est
basée sur la notion de rayons, que l’on retrouve beaucoup en optique. Les rayons sont
déterminés suivant les lois de la réflexion et de la réfraction qui découlent du principe
de Fermat. Le principe de Fermat, voir [21] par exemple, permet d’interpréter ces
interactions comme si elles étaient portées par des rayons décrivant des trajectoires
de chemin optique minimal entre deux points et de retrouver les résultats précédents
obtenus par l’équation eikonale.
Ainsi, en espace libre, ces rayons se propagent en ligne droite et se réfléchissent
suivant les lois de Snell-Descartes appliquées à l’électromagnétisme. Le long d’un
rayon, le champ électromagnétique évolue de façon simple.
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Sa phase varie linéairement (à l’exception des passages de caustiques, comme on
le verra plus tard). Cette variation est égale à kr, k étant le nombre d’onde et r le
chemin optique parcouru entre deux points.
En propagation en espace libre, le long d’un rayon, la polarisation est conservée
et le champ se comporte localement comme une onde plane. Les composantes radiales
(suivant kˆ) du champ électromagnétique sont donc nulles. On a ainsi
H =
1
Z0
kˆ ×E. (9.6)
La connaissance du champ électrique E en un point permet donc, avec le vecteur
kˆ, de calculer aisément le champ magnétique H .
La puissance transportée dans un tube de rayons est également conservée. Ainsi
dans le cas représenté figure 9.3, en raison de la modification de la surface du front
d’onde, pour que l’énergie transportée dans le tube reste constante, il faut que
‖E(x0 + skˆ)‖ =
√
ρ1 ρ2
(ρ1 + s)(ρ2 + s)
‖E(x0)‖ (9.7)
où ρ1 et ρ2 sont les deux rayons de courbure principaux du front d’onde et s l’abscisse
curviligne le long des rayons. Le facteur
D(s) =
√
ρ1 ρ2
(ρ1 + s)(ρ2 + s)
correspond au facteur de divergence du tube de rayons. Les ondes planes,
cylindriques et sphériques peuvent ainsi être décrites par des rayons d’OG.
caustiques
front d’onde
front d’onde
ρ1
ρ2
s
x0
Fig. 9.3 – Tube de rayons et courbures principales
Les caustiques sont les points d’origine des courbures principales du front d’onde.
Sur chaque rayon, il existe deux caustiques. A la traversée de chacune d’entre elle,
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le champ subit un brusque déphasage de −pi/2 (pour une convention de temps en
e−iωt). On retrouve l’introduction de ce déphasage avec la formule (9.7) : quand
s traverse −ρ1 ou −ρ2, le facteur de divergence D(s) est multiplié par un facteur
−i. Par ailleurs, au niveau des caustiques, le champ est infini ce qui entraîne des
problèmes de singularités non physiques aux abords des caustiques.
Ainsi le long d’un rayon, le champ électromagnétique s’écrit de la façon suivante,
où s est l’abscisse curviligne,
E
(
x0 + s kˆ
)
= D(s) eiksE(x0). (9.8)
Le champ électrique en tout point du rayon peut donc être décrit par deux
paramètres :
– le chemin optique s, qui correspond à la variation rapide de la phase, eiks,
– l’amplitude complexe du champ D(s)E(x0).
La réflexion sur une surface régulière est définie de la façon suivante (figure
9.4). La surface est approchée localement au point d’impact par son plan tangent.
Le rayon incident et la normale à la surface au point d’impact définissent le plan
d’incidence. Le rayon réfléchi est dans ce plan et l’angle de réflexion θref est égal
à l’angle d’incidence θinc. Les champs électromagnétiques sont liés par une matrice
de réflexion, qui est obtenue à partir des conditions d’impédance sur la surface de
l’objet. Cette matrice de réflexion dépend donc de la nature de la surface (matériau,
métal, ...). Pour les matériaux isotropes, on a[
Eref‖
Eref⊥
]
=
[
c‖(θ) 0
0 c⊥(θ)
]
·
[
Einc‖
Einc⊥
]
. (9.9)
Dans le cas d’une réflexion sur un métal, on a c‖(θ) = 1 et c⊥(θ) = −1.
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Einc⊥
Eref⊥
Einc‖
Eref‖
kinc
kref
θinc θref
nˆ
Fig. 9.4 – Réflexion sur une surface régulière
168
9.1. Méthodes de rayons
ρ′1
ρ′2
ρ1
ρ2
kinc
kref
Fig. 9.5 – Modification des rayons de courbures lors de la réflexion
Lors de réflexion sur des surfaces courbes, les rayons principaux ρ1 et ρ2 sont
modifiés (figure 9.5). Ling, Chou et Lee [56] ont montré qu’il était possible de calculer
la modification de la courbure du front d’onde à partir de la connaissance de la
courbure de la surface de réflexion.
Toutefois, la théorie de l’OG prédit un champ électromagnétique nul dans les
zones d’ombre géométrique (figure 9.6) et un champ lointain ne vérifiant pas les
conditions de radiation lors de la réflexion sur des surfaces dont le rayon de courbure
est infini (comme les surfaces planes). Ce qui est contraire à la réalité physique. De
plus, l’OG n’est valable que dans les directions de réflexion spéculaire. Des théories
plus élaborées permettent de pallier à ces insuffisances. Elles sont exposées dans la
suite.
9.1.4 Diffraction par les arêtes
Inventée par Keller [51] vers 1960, la Théorie Géométrique de la Diffraction
(GTD) généralise la théorie de l’OG en ajoutant, entre autres, des rayons diffractés
par des arêtes (ruptures de pente). Ces rayons pénètrent dans les zones d’ombre où
169
Chapitre 9. Méthodes asymptotiques
 RSB 
ISB 
RSB 
RSB 
 
Fig. 9.6 – Zones d’ombre créées par un dièdre (RSB : Reflection Shadow Boundary,
ISB : Incident Schadow Boundary)
ils corrigent le champ électromagnétique. Il s’agit de contributions d’ordre k−1/2.
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Fig. 9.7 – Correction du champ d’OG autour des frontières ombre-lumière
Comme représenté figures 9.6 et 9.7, les ruptures de pentes sont à l’origine
de frontières ombre-lumière. La GTD permet de corriger les discontinuités non
physiques du champ d’OG autour des frontières ombre-lumière. Le principe de
Fermat généralisé donne des rayons positionnés sur le cône de Keller (figure 9.8). Le
cône de Keller est le cône axé sur la tangente à l’arête et dont l’angle au sommet est
égal à l’angle d’incidence de l’éclairement sur l’arête. Les coefficients ont été obtenus
à partir de la solution canonique du champ diffracté par un dièdre infini. Les formules
précises ne sont pas détaillées ici, on se référera pour cela à la bibliographie. Les
amplitudes des champs diffractés peuvent être déterminées à partir de la forme du
dièdre et de l’onde incidente. Une fois, ces amplitudes calculées, le rayon se propage
suivant les mêmes lois que l’Optique Géométrique.
Cependant, la GTD prédit des coefficients de diffraction infinis proche des
frontières ombre-lumière. Pour s’affranchir de ces singularités, Kouyoumjian et
Pathak [54] ont développé la Théorie Uniforme de la Diffraction (UTD). L’UTD
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Fig. 9.8 – Diffraction sur une arête suivant le cône de Keller
est une extension de la GTD qui évite les singularités des coefficients de diffraction
près des frontières ombre-lumière. Ces singularités sont éliminées en multipliant le
coefficient de diffraction par une intégrale de Fresnel. Cette formulation conduit à
des coefficients finis.
9.2 Méthodes de courants
Les méthodes de rayons fournissent une bonne approximation du champ au
voisinage de l’objet, mais présentent des difficultés pour obtenir le champ lointain
et prédisent des champs non physiques dans certaines zones (proche des caustiques,
près des frontières ombre-lumière, ...).
Nous avons vu au chapitre 3 que le champ électromagnétique pouvait être
déterminé en tout point de l’espace par les formules de Stratton-Chu à partir
de la connaissance de courants surfaciques J et M . Il est possible d’utiliser les
méthodes asymptotiques de rayons pour calculer des approximations de ces courants
surfaciques puis de les faire rayonner.
9.2.1 GTD - Optique Physique
La GTD-Optique Physique (GTD-OP) consiste à calculer les courants
surfaciques sur une surface englobant l’objet à partir du champ de GTD et à faire
rayonner ces courants par les formules de Stratton-Chu. Les courants étant des
quantités finies, les champs diffractés sont alors également des quantités finies et il
est possible de les calculer en champ lointain.
Les courants surfaciques J et M vérifient
J = nˆ ×H , M = E × nˆ, (9.10)
171
Chapitre 9. Méthodes asymptotiques
où E etH sont les champs électrique et magnétique totaux de surface. Il reste donc
à déterminer les traces surfaciques des champs électromagnétiques, soit les courants
surfaciques équivalents.
Si Einc est le champ incident sur l’objet (au sens de la GTD), on a
E = Einc +Eref (9.11)
où Eref est le champ réfléchi obtenu par (9.9).
Dans le cas de la réflexion sur un plan infini conducteur parfait, on a
Et = 0, H t = 2H
inc
t , (9.12)
ce qui donne la formule usuelle de l’Optique Physique,
M = 0, J = 2nˆ ×H inc. (9.13)
Cette formule peut se retrouver à partir de l’équation de la MFIE (3.76). En effet,
en considérant pour Γ un plan infini (on “ferme” le domaine D pour utiliser la MFIE
par une sphère de rayon infini), l’opérateur nˆ × K est nul et l’équation (3.76) se
ramène alors à
−1
2
J(x) = −nˆ(x)×H inc(x), (9.14)
soit la formule de l’OP.
Cette formule est utilisée pour la diffraction par un corps parfaitement
conducteur régulier en remplaçant l’objet par son plan tangent aux abords de
l’impact. Dans les zones illuminées, on a (9.13) et dans les zones d’ombre, les courants
sont supposés nuls. Cette approximation entraîne une discontinuité brutale non
physique sur le courant au niveau de la frontière ombre lumière. Cette discontinuité
peut être compensée par l’introduction d’une ligne de courant sur la frontière, comme
c’est souvent le cas pour la diffraction par les arêtes.
Remarque 9.2.1 Les courants surfaciques sont calculés sur une surface
d’intégration englobant l’objet. Il n’est pas nécessaire que celle-ci coïncide avec les
frontières de l’objet (figure 9.9). Dans ce cas, on a
J = nˆ ×H inc, M = Einc × nˆ, (9.15)
où Einc et H inc sont les champ incidents au sens de la GTD.
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Fig. 9.9 – Utilisation de la GTD-OP sur une surface d’intégration quelconque
9.2.2 Correction de la diffraction par les arêtes
De même que Keller a proposé une représentation du champ électromagnétique
plus précise que l’OG en intégrant les diffractions, Ufimtsev [83] a développé une
représentation du champ diffracté plus précise que l’OP en y intégrant certaines
diffractions.
Pour cela, Ufimtsev a comparé la solution GTD de la diffraction par un dièdre
(infini) à la solution donnée par l’OP. La différence donne le terme correctif à
appliquer à l’OP pour prendre en compte correctement la diffraction par l’arête
du dièdre. C’est ce terme qui est calculé par la Théorie Physique de la Diffraction
(PTD).
Pour les zones éloignées des zones de transition entre les frontières ombre-
lumière, on “retrouve” un lien avec les coefficients de Keller de la GTD auxquels on a
soustrait la composante venant de l’OP. La singularité constatée sur les coefficients
de Keller vers les zones de transition est compensée par la singularité obtenue sur
l’OP. Ce qui permet d’obtenir des coefficients sans singularité.
L’inconvénient majeur de la PTD est qu’elle n’est valable qu’au sein du cône de
Keller. Il est néanmoins possible d’étendre cette méthode par la théorie des courants
équivalents ou celle de Mitzner ci-après.
La PTD n’est pas une technique de rayons mais une technique de rayonnement
de courants équivalents qui s’apparente à l’optique physique et à la formule de
Stratton-Chu, mais avec un courant linéique placé sur l’arête au lieu des habituels
courants surfaciques.
La méthode des courants équivalents de Michaeli [62] permet de calculer le
champ diffracté par une arête en dehors du cône de Keller et ainsi d’étendre le
domaine d’application de la PTD. L’idée consiste à placer un courant fictif linéique
au niveau des arêtes de diffraction et le faire rayonner en champ lointain. Cette
technique est donc une extension de la théorie de Keller. Cependant, elle souffre de
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singularités dans les zones de transition.
Mitzner [63] s’est inspiré du travail de Ufimtsev et de sa théorie de la PTD
pour éliminer ces singularités. En enlevant la contribution de l’OP aux courants
équivalents de Michaeli, Mitzner obtient la théorie des Coefficients de Diffraction
Incrémentaux (ILDC). Cette théorie combine les avantages de la PTD de Ufimtsev
au niveau des frontières ombre-lumière (pas de singularités) et ceux des courants
équivalents de Michaeli en étant valable en dehors du cône de Keller.
9.3 Lancer de rayons et logiciel DESCARTES
9.3.1 Techniques de lancer de rayons
L’onde plane incidente est modélisée comme une grille dense de rayons d’OG
(figure 9.10). Les rayons d’OG se propagent et se réfléchissent sur l’obstacle suivant
les lois classiques de l’OG (coefficients de réflexion, facteur de divergence, ...). On
reconstitue ainsi le champ d’OG au voisinage de l’objet. Ce champ d’OG prend en
compte les réflexions multiples. Il est possible de calculer au niveau des impacts, les
courants équivalents. La valeur de ces champs peut être introduite dans l’intégrale
de Stratton-Chu pour obtenir la valeur du champ lointain.
Cette technique est beaucoup utilisée industriellement car elle permet de calculer
les interactions provenant de rebonds multiples [56], contrairement à l’OP simple.
De plus, l’UTD donne également un champ de rayons généré par l’arête diffractante.
Il est possible d’utiliser le même principe que pour l’OG : faire un lancer de rayons
suivant les lois de l’UTD, on obtient ainsi un champ d’UTD sur l’objet, que l’on fait
ensuite rayonner par les formules de Stratton-Chu.
 
 
plan incident 
DENSITE
λ
DENSITE
λ
 
Fig. 9.10 – Lancer de rayons
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9.3.2 Le logiciel DESCARTES
Le logiciel DESCARTES (Diffraction and Electromagnetic SCAttering by Ray
Tracing for Enhanced Stealth) [22], développé par MBDA-F dès le début des années
1990, est un logiciel de résolution asymptotique haute fréquence du problème de
diffraction d’une onde électromagnétique par un objet de forme quelconque 3D. Il
associe les techniques précédentes à un moteur de lancer de rayons industriel (formes
CAO représentées sous forme de NURBS, parallélisme, anti-aliasing) incorporant des
idées issues du monde de l’image de synthèse. Il a été conçu pour calculer la signature
radar (SER) d’objets de grande taille, possédant des surfaces en interaction multi-
rebonds : géométries de type missile aérobie ou emport de missile sous avion, objets
présentant des formes de type dièdre, trièdre, ou cavités.
Le degré d’approximation haute fréquence du logiciel peut être caractérisé par
l’ordre des phénomènes qu’il prend en compte dans les séries de Lüneberg-Kline.
DESCARTES ne prend en compte que les phénomènes de réflexion spéculaire (OG),
de diffraction (PTD ou ILDC) et de diffraction-réflexions (UTD).
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Dans cette partie nous allons présenter un démonstrateur 2D (polarisation TE)
du couplage entre une méthode exacte et une méthode asymptotique dans le cadre de
la diffraction d’une onde électromagnétique plane par un objet contenant une cavité.
La frontière externe de cet objet est supposée de taille suffisamment importante et
régulière pour que l’introduction d’approximations haute fréquence soit valable.
Ce démonstrateur doit permettre de valider l’approche hybride entre une
méthode exacte et une méthode asymptotique.
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10.1 Justification de l’emploi d’une méthode de
type OG-OP
La validité des courants d’OG-OP est généralement établie en champ lointain. Or
le procédé de couplage se fait sur des courants en champ proche. Avant de réaliser
des développements sur le couplage avec une méthode asymptotique, nous avons
donc vérifié qu’il est possible d’introduire des approximations haute fréquence dans
le calcul des courants du domaine extérieur en zone proche.
La figure 10.2 représente la comparaison entre les courants d’OG-OP et les
courants “exacts” (obtenus par résolution d’un système d’équations intégrales) sur
une cavité (fermée) rectangulaire de 8λ× 2λ (figure 10.1). L’onde incidente vient de
la direction θ = 35°. Ces courants (ainsi que le champ-lointain) correspondent aux
courants obtenus sur la cavité fermée.
8λ2 λdu fond
Maillage inférieur
Maillage supérieur
Maillage Maillage de
l’ouverture
pour les distances
Point de référence
Fig. 10.1 – Identification des zones relatives à la cavité rectangulaire de 8λ× 2λ
Les courants exacts sont relativement bien approchés, surtout loin des arêtes.
Il en est de même pour la SER bistatique. L’utilisation d’une approximation HF
semble donc raisonnable. Si la cavité est ouverte, son influence se ressent sur les
courants proches de l’ouverture, créant des différences encore plus significatives entre
les courants d’OG-OP et les courants “exacts”.
Ainsi, dans le cas d’une forte interaction entre la cavité et la frontière externe
(présence d’une “casquette” par exemple, figure 10.3), la composante correspondant
à l’onde incidente sera correctement prise en compte par la méthode asymptotique.
Cependant, cela ne sera pas le cas pour la réflexion de la cavité sur la casquette. Il
est donc nécessaire de définir une méthode hybride asymptotique - exacte avec un
fort couplage entre les deux zones.
Pour cela, il est possible de se baser sur une approche itérative utilisant les
méthodes de Schwarz définies précédemment. L’utilisation du recouvrement et
de fonctions de pondération permet d’accélérer la convergence et de limiter les
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(b) Partie imaginaire des courants
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Fig. 10.2 – Degré de précision des courants équivalent d’OG-OP pour le domaine
extérieur
Fig. 10.3 – Fort couplage académique entre une cavité et le domaine extérieur
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discontinuités entre les deux méthodes et donc le phénomène parasite de diffraction.
De plus, la définition d’une zone de recouvrement proche de l’ouverture de la cavité
permet de bénéficier des propriétés de la méthode exacte pour prendre en compte
la composante des courants surfaciques liée à l’ouverture de la cavité.
10.2 Formulation du couplage
Pour réaliser cette hybridation, nous reprenons la factorisation de la cavité et
la méthode de Schwarz définies précédemment (chapitres 4 et 7). On se référera
également au chapitre 3.1 pour les détails concernant la formulation TE. Dans toute
la suite, on se place après la factorisation de la cavité. On est donc en présence du
système linéaire posé sur la frontière extérieure Σ ∪ ΓN+1 (4.27),[
Z˜NΣΣ + Z
N+1
ΣΣ Z
N+1
ΣΓN+1
ZN+1ΓN+1Σ Z
N+1
ΓN+1ΓN+1
] [
XΣ
XΓN+1
]
=
[
uincΣ
−∂nˆN+1uincΓN+1
]
, (10.1)
avec XΣ =
(
λΣ
pΣ
)
et XΓN+1 =
(
λΓN+1
)
. Par la suite, ce système sera noté
Z X = U. (10.2)
On réalise une décomposition de frontière avec recouvrement de la frontière
externe (figure 10.4). Cette décomposition délimite les parties de frontière où
s’appliquent la méthode exacte et la méthode asymptotique,
– une zone proche de l’ouverture où sera utilisée une méthode exacte,
– une zone loin de l’ouverture où sera utilisée une méthode asymptotique,
– une zone intermédiaire où sera réalisée une combinaison des deux méthodes.
Les parties de la frontière Σ ∪ ΓN+1, notée Λ, associées aux zones précédentes sont
notées respectivement Λi, Λe et Λm. Soient ni, ne et nm le nombre de degrés de
liberté correspondant aux nœuds de Λi, Λe et Λm respectivement.
On définit une fonction continue de pondération α réalisant une transition sur
Λm entre Λi et Λe, 
α(x) = 1, ∀x ∈ Λi
α(x) = 0, ∀x ∈ Λe
α(x) ∈ [0, 1] , ∀x ∈ Λm
(10.3)
Deux exemples de cette fonction de pondération sont présentés figure 10.5. La zone
mixte s’étend entre 2 λ et 5 λ de l’ouverture de la cavité.
On utilise alors la méthode définie pour la méthode de Schwarz additive
précédente (section 7.2.2). On décompose donc les courants X et les fonctions test
X ′ suivant,
X = ITe (1− α)Xe + ITi αXi, X ′= ITe (1− α)X ′e + ITi αX ′i, (10.4)
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Fig. 10.4 – Décomposition de frontière autour d’une cavité
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Fig. 10.5 – Deux exemples de fonctions de pondération α
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où
Xe = X|Λe∪Λm Xi = X|Λi∪Λm , (10.5)
Ie = IΛe∪Λm Ii = IΛi∪Λm . (10.6)
La matrice Ii (respectivement Ie) est la matrice (ni+nm)×n (respectivement (ne+
nm) × n) obtenue à partir de la matrice identité et dont on a enlevé les lignes qui
correspondaient à un nœud où α (respectivement 1 − α) était nulle. De même, α
est dans la suite de ce chapitre la matrice diagonale de taille (ni + nm) dont les
composantes sont les valeurs de α(x) aux nœuds de Λi∪Λm et (1−α) est la matrice
diagonale de taille (ne+nm) associée aux valeurs de (1−α)(x) aux nœuds de Λe∪Λm.
En remplaçant X et X ′ dans (10.2), on obtient le système couplé suivant,{
ZiiXi = Ui − ZieXe
ZeeXe = Ue − ZeiXi (10.7)
où on a utilisé les notations suivantes
Zii =
[
αIi Z I
T
i α
]
, Zie =
[
αIi Z I
T
e (1− α)
]
,
Zei =
[
(1− α)Ie Z ITi α
]
, Zee =
[
(1− α)Ie Z ITe (1− α)
]
,
Ui = {αIi U} , Ue = {(1− α)Ie U} .
On retrouve les expressions obtenues dans un cadre plus général par la méthode de
Schwarz additive. Le système (10.7) peut se comprendre de la façon suivante :
– les courants de la zone extérieure Xe ainsi que le champ incident Ui créent des
courants Xi sur Λi ∪ Λm,
– les courants de la zone intérieure Xi et le champ incident Ue rayonnent vers
Λe ∪ Λm créant des courants Xe.
Ce système peut être résolu, comme pour la méthode de Schwarz générale, par
un algorithme de type Krylov (algorithme GMRES par exemple). Cependant, pour
limiter la complexité du démonstrateur, nous utiliserons ici un algorithme de type
Jacobi. Si la convergence de ce type d’algorithme n’est pas assurée dans un cadre
général, pour les applications testées avec ce démonstrateur nous avons toujours eu
une bonne convergence.
10.3 Résolution itérative, méthode exacte - exacte
Dans un premier temps, nous allons étudier la résolution du problème initial
par le procédé itératif défini précédemment. Une méthode exacte est utilisée sur la
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frontière extérieure Λe. Nous utilisons un algorithme de type Jacobi,
X
(n+1/2)
i = Z
−1
ii Ui − Z−1ii ZieX(n)e , (10.8)
X(n+1/2)e = Z
−1
ee Ue − Z−1ee ZeiX(n)i , (10.9)
X(n+1) = ITi αX
(n+1/2)
i + I
T
e (1− α)X(n+1/2)e . (10.10)
où
X(n)e = X|(n)Λe∪Λm X(n)i = X|(n)Λi∪Λm (10.11)
Le résidu est calculé de la façon suivante,
r(n) =
‖X(n+1) −X(n)‖
‖X(n)‖ . (10.12)
10.3.1 Géométrie test
Afin de disposer d’une géométrie où il existe d’importantes interactions entre
l’intérieur et l’extérieur de la cavité, nous avons considéré la cavité COBRA avec une
“casquette” (figure 10.6). Cette géométrie représente un cas canonique de couplage
fort entre le domaine extérieur et la cavité.
Fig. 10.6 – La cavité COBRA avec “casquette” (longueur de la casquette : 0.2m),
un bon cas test académique avec un fort couplage intérieur / extérieur
Après avoir ramené, par la méthode frontale, le problème intérieur sur l’ouverture
de la cavité, la répartition choisie pour les différentes zones est présentée figure
10.7. Une zone proche de l’ouverture (appelée “zone intérieure”), une zone loin de
l’ouverture (appelée “zone extérieure”) et une zone mixte dont la taille au niveau de
la casquette est un paramètre ajustable. Ceci doit permettre d’étudier l’influence
de la taille de la zone mixte sur le résultat et sur la vitesse de convergence de la
méthode.
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(exact)
Zone intérieure
Recouvrement
Position variable
Zone extérieure
(exact)
Fig. 10.7 – Positionnement des différentes zones
Tab. 10.1 – Convergence du procédé itératif en fonction de la taille du recouvrement
Taille (m) de Nombre Erreur relative sur
la zone mixte d’itérations Résidu λΣ pΣ λΛ SER
0.01 11 2.36e-05 4.99e-05 2.38e-05 3.68e-05 7.95e-06
0.05 10 3.80e-05 1.32e-05 1.06e-05 1.19e-05 5.85e-06
0.1 8 3.14e-05 8.31e-06 5.61e-06 5.49e-06 2.09e-06
0.15 7 4.20e-05 1.56e-05 9.38e-06 8.01e-06 4.06e-06
0.2 5 5.93e-05 8.90e-06 6.12e-06 4.66e-06 2.43e-06
10.3.2 Calcul bistatique
On résout itérativement le système (10.7) pour une fréquence de 17.5 GHz et
une onde incidente plane à θinc = −35° pour différentes positions de la frontière
entre la zone mixte et la zone extérieure. On fixe la tolérance sur le résidu à 10−4.
Les résultats (convergence et erreurs par rapport à une résolution directe) sont
présentés dans le tableau 10.1. On a une convergence rapide du procédé itératif. En
effet, 11 itérations suffisent pour obtenir un résidu inférieur à 10−4 et une erreur sur
les courants de l’ordre de 10−5.
Lorsque la taille du recouvrement entre les deux frontières augmente, on observe
une convergence plus rapide, ce qui est conforme aux résultats vus précédemment
pour les méthodes de Schwarz.
Lors d’un calcul monostatique, le nombre d’itérations nécessaires à la
convergence du procédé est quasiment invariant en fonction de l’angle de l’onde
incidente.
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10.4 Résolution itérative, méthode exacte -
asymptotique
Considérons maintenant l’introduction d’une méthode asymptotique pour la
résolution du problème extérieur (10.9). Voyons comment cette approximation
modifie les équations (10.8), (10.9) et (10.10). Cela se fait au niveau de l’équation
(10.9) où on introduit une approximation haute fréquence du calcul des courants
situés sur l’extérieur de l’objet Xe,
X
(n+1/2)
i = Z
−1
ii Ui − Z−1ii ZieXHF
(n)
e , (10.13)
XHF
(n+1/2)
e =
(
Z−1ee Ue
)HF − (Z−1ee Zei)HFX(n)i , (10.14)
X(n+1) = ITi αX
(n+1/2)
i + I
T
e (1− α)XHF
(n+1/2)
e . (10.15)
En se plaçant pour simplifier les notations à l’itération n, le calcul des courants XHFe
dépend de deux sources que l’on traite séparément par linéarité,
– le champ incident,
– les courants situés sur l’ouverture de la cavité Xi,
XHFe =
(
Z−1ee Ue
)HF︸ ︷︷ ︸
X(a)e
− (Z−1ee Zei)HFXi︸ ︷︷ ︸
X(b)e
. (10.16)
10.4.1 Contribution du champ incident
Il s’agit de calculer les courants X(a)e sur Λe ∪ Λm obtenus par l’excitation du
champ incident Ue,
X(a)e =
(
Z−1ee Ue
)HF
. (10.17)
Ce terme correspond au calcul des courants de la frontière Λe∪Λm obtenus à partir de
l’onde incidente. Pour calculer ces courants, nous utilisons une technique de lancer de
rayons afin de prendre en compte les réflexions multiples et les diffraction-réflexions
sur la frontière Λe∪Λm. Ces interactions sont prises en compte dans le terme “ZHFee ”.
Aux impacts des tubes de rayons, la trace surfacique du champ total est calculée
pour les points de maillage situés dans l’impact du tube. On a la valeur du champ
E(a)e aux sommets des tubes. La valeur du champ magnétique incident H
(a)
e est
obtenue par la formule
H(a)e =
1
Z0
kˆ ×E(a)e . (10.18)
Ce qui nous permet d’en déduire la composante suivant zˆ du champ magnétique
incident à l’impact
u(a)e =H
(a)
e · zˆ. (10.19)
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Sur l’impact du tube de rayons, le module et la phase (de la forme kr, notée
ϕ) du champ sont supposés varier linéairement. On a donc, en posant a1 et a2 les
deux impacts de rayons limitrophes du tube sur la surface, pour tous les points du
maillage xi situés dans l’impact du tube,
|u(a)e (xi)| = |u(a)e (a1)| +
si − s1
s2 − s1
(
|u(a)e (a2)| − |u(a)e (a1)|
)
(10.20)
ϕ(u(a)e (xi)) = ϕ(u
(a)
e (a1)) +
si − s1
s2 − s1
(
ϕ(u(a)e (a2))− ϕ(u(a)e (a1))
)
(10.21)
où s1, s2 et si sont les abscisses curvilignes respectives de a1, a2 et xi.
Les courants sur Λe∪Λm aux points du maillage sont obtenus par l’approximation
de l’Optique Physique (cf. section 9.2.1),
J (a)e = 2 nˆe ×H(a)e . (10.22)
Dans notre cas (polarisation TE), celle-ci se réécrit,
X(a)e (x) = 2u
(a)
e (x). (10.23)
10.4.2 Contribution des courants de l’ouverture
Pour calculer la contribution des courants situés sur l’ouverture de la cavité vers
la frontière extérieure
X(b)e =
(
Z−1ee Zei
)HF
Xi, (10.24)
l’idée choisie est de considérer ces courants comme des sources ponctuelles ou des
dipôles, de les faire rayonner par une méthode asymptotique et de calculer la valeur
des courants surfaciques induits.
En effet, ce terme peut se comprendre de la façon suivante :
– les courants Xi rayonnent dans le vide par ZHFei Xi,
– ce champ interagit avec la frontière extérieure Λe∪Λm, créant alors les courants
surfaciques X(b)e par (Z−1ee Zei)
HF
Xi.
Nous allons décomposer ce calcul de la façon suivante :
– tout d’abord, il s’agit de faire rayonner les courants Xi en présence de la
frontière extérieure Λe ∪ Λm,
– on obtient alors la trace surfacique de l’excitation due à Xi sur la frontière
Λe ∪ Λm,
– cette excitation engendre des courants surfaciques X(b)e .
La représentation intégrale (3.27) donne le rayonnement des sources Xi en tout
point du domaine Ω,
u(x) = V pi(x) +Nλi(x)− 12 λi(x). (10.25)
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Fig. 10.8 – Forme du diagramme de rayonnement associé aux opérateurs intégraux
où V et N sont les opérateurs intégraux définis précédemment, (3.22) et (3.23). Les
diagrammes de rayonnement associés à ces opérateurs sont représentés figure 10.8.
L’équation (10.25) donne la valeur du champ u en tout point de Ω mais sans
prendre en compte la frontière extérieure Λe∪Λm, il s’agit d’un rayonnement dans le
vide. Or, nous voulons le rayonnement des courants Xi en présence de cette frontière
Λe ∪ Λm. La formule (10.25) ne peut donc pas être appliquée directement.
Nous utilisons alors une méthode basée sur un lancer de rayons pour déterminer
le rayonnement des courants Xi en présence du domaine extérieur. Cette méthode
est basée sur l’Optique Géométrique (figure 10.9). La valeur du champ u(b)e est
déterminée en un point x = (r1, θ)+(r2, θref) d’un rayon à partir de la valeur qu’aurait
eu le champ u au point (r, θ) = (r1 + r2, θ) en espace libre, avant l’application des
lois de l’Optique Géométrique (coefficient de réflexion, divergence, ...).
Un calcul d’Optique Physique au niveau des impacts permet alors de déterminer
la valeur des courants X(b)e .
Il s’agit donc de construire un champ de rayons représentant, en présence de la
frontière extérieure, la contribution des courants Xi. Si la détermination du champ
le long d’un rayon peut être obtenue relativement simplement en utilisant l’Optique
Géométrique, il reste à déterminer les directions de ces rayons. Deux solutions sont
envisageables pour cela,
– considérer globalement les courants Xi : si les nappes de courants rayonnent
de façon suffisamment directive, il est possible d’identifier quelques directions
de rayons,
– considérer les courants Xi comme des sources élémentaires rayonnant dans
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θ
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r2
u(r, θ)
u
(b)
e (x)
Fig. 10.9 – Utilisation de l’Optique Géométrique pour le calcul de la contribution
des courants de l’ouverture
toutes les directions.
La première solution a l’avantage de n’entraîner qu’un nombre limité de rayons.
Pour l’appliquer, il est toutefois nécessaire d’avoir un comportement permettant
d’identifier les rayons, il faut donc être véritablement à haute fréquence et avoir un
rayonnement très directif. Nous reviendrons sur cette méthode dans la section 11.1
du chapitre 11.
La seconde solution requiert un très grand nombre de rayons mais elle a
l’avantage d’être systématique et de pouvoir être appliquée “sans restriction”. Le
principe de ce rayonnement reprend alors celui introduit par R.J. Burkholder et P.H.
Pathak [23] pour traiter le problème des cavités par le Generalized Ray Expansion
(GRE). Cette solution nous paraît la plus efficace actuellement. Sa mise en œuvre
pour la résolution du cas 3D sera vue en détail dans la section 11.2 du chapitre 11.
Ce rayonnement est effectué par un lancer de rayons pour une valeur canonique
de la source (λi = α et pi = α). En effet, la partie géométrique étant la partie la
plus coûteuse, il est intéressant d’effectuer ce lancer de rayons une seule fois pour
l’ensemble du calcul. Un produit matrice-vecteur donne ensuite la valeur du champ
rayonné en un point par la combinaison des courants. En d’autres termes, on calcule
ainsi une approximation asymptotique de la matrice (Z−1ee Zei)
HF.
Dans le cas particulier de la cavité COBRA avec “casquette”, il est possible
de simplifier l’implémentation du calcul du rayonnement par le GRE. En effet, en
utilisant une méthode de lancer de rayons depuis l’ouverture de la cavité, des zones
bien particulières vont être éclairées géométriquement. Pour des géométries simples,
ces zones sont prédictibles (figure 10.10). Il est possible de calculer dans ces zones la
trace surfacique du champ rayonné par les courants Xi et d’en déduire en utilisant
l’Optique Physique les courants surfaciques sur la géométrie extérieure.
Ainsi en utilisant la représentation intégrale du champ u (10.25), on obtient la
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Fig. 10.10 – Définition des zones éclairées géométriquement par les sources situées
sur l’ouverture de la cavité
valeur du champ u(b)e en tout point de la zone éclairée géométriquement. Ce qui nous
permet d’obtenir en utilisant l’Optique Physique la valeur du courant surfacique
associé,
X(b)e (x) =
{
2u
(b)
e (x) pour tout x dans la zone éclairée,
0 pour tout x dans la zone non éclairée.
(10.26)
Seuls les courants de cette zone sont ainsi modifiés par le procédé itératif, comme
cela serait le cas en utilisant une véritable méthode de lancer de rayons.
Remarque 10.4.1 Le calcul de GRE revient en quelque sorte à calculer par une
méthode asymptotique (lancer de rayons dans notre cas) la fonction de Green discrète
du domaine extérieur,
Gext(x, y), x ∈ Λi ∪ Λm, y ∈ Λe ∪ Λm,
qui associe aux sources Xi de Λi ∪ Λm la valeur du champ aux points de Λe ∪ Λm
(en prenant en compte le domaine extérieur).
10.4.3 Exemples de résultats numériques
10.4.3.1 Calcul bistatique
On a repris avec cette méthode le cas test précédent : le problème de la diffraction
d’une onde incidente plane à 17.5 GHz à −35° par la cavité COBRA avec “casquette”.
La figure 10.12 montre les courants et le champ lointain bistatique obtenus pour
une taille de zone mixte de 0.1m, soit la moitié de la casquette. Les courants λΣ et
pΣ sont les courants situés sur l’ouverture de la cavité (frontière Σ) et λΓ ceux sur
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(asymptotique)
Zone intérieure
Recouvrement
Position variable
Zone extérieure
(exact)
Fig. 10.11 – Positionnement des différentes zones
l’extérieur de la cavité (frontière Γ). La tolérance était de 10−4 pour le résidu, et 5
itérations ont été effectuées.
On peut constater que l’on obtient un très bon accord. Au niveau des courants
sur l’ouverture de la cavité (λΣ et pΣ), les courants déterminés avec l’introduction
de l’Optique Physique sont très proches de ceux obtenus par la résolution directe.
Pour les courants à l’extérieur de la cavité, on retrouve les caractéristiques de
l’approximation par l’Optique Physique. Il est à noter que dans le cas présent,
certaines diffractions par des arêtes n’ont pas été prises en compte. Il serait d’ailleurs
intéressant d’étudier l’influence de telles diffractions.
Quant au graphique montrant la SER bistatique, à l’exception des angles compris
entre 10° et 75°, qui sont à l’extérieur du secteur de signature de la cavité, on
a un excellent résultat. Cette différence provient probablement d’un ou plusieurs
phénomènes physiques non pris en compte par l’Optique Physique (comme la
diffraction par certaines arêtes), puisque l’on retrouve cet écart dans le calcul cavité
fermée (figure 10.13).
10.4.3.2 Influence de la taille de la zone mixte
La taille de la zone mixte (recouvrement) peut influer sur plusieurs points :
– la partie traitée de façon exacte est plus ou moins importante, ce qui peut
jouer sur la qualité de la SER obtenue au détriment du temps de calcul,
– la convergence de la méthode est atteinte plus ou moins rapidement.
Lorsque l’on augmente la taille de la zone mixte, on augmente non seulement
l’interface de couplage, mais également la taille de la zone traitée de façon exacte et
donc la qualité du résultat. Cependant cela implique une augmentation de la taille
du système linéaire à résoudre pour traiter la partie exacte et donc le temps de
calcul. Il est alors nécessaire d’optimiser cette zone pour obtenir une bonne qualité
de résultat sans pour autant dégrader de façon importante le temps de calcul.
Dans un cas comme celui testé de la cavité COBRA avec “casquette”, celle-ci
étant plane, l’OP est valable et aucune amélioration importante de la SER n’a été
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Fig. 10.12 – Courants et SER obtenus par le procédé itératif avec OP sur la cavité
COBRA à 17.5 GHz, θinc = −35°
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Fig. 10.13 – Comparaison calcul exact / calcul OG-OP pour la cavité fermée
constatée en augmentant la taille de la zone mixte (celle-ci ne dépassant toutefois
pas la taille de la casquette).
Nous avons vu que pour la méthode exacte-exacte (tableau 10.1 page 184)
la taille du recouvrement influait sur la convergence du procédé. Dans le cas de
la méthode exacte-asymptotique, la taille du recouvrement influe très peu sur la
convergence de la méthode : entre 4 et 6 itérations sont nécessaires pour obtenir un
résidu de 10−4 pour une longueur de la zone mixte variant de 0.2m (la longueur de
la casquette) à 0.01m.
10.4.3.3 Comparaison de la convergence des méthodes exacte-exacte et
exacte-asymptotique
La convergence de la méthode exacte-asymptotique semble donc être meilleure
que celle de la méthode exacte-exacte. Cela pourrait être dû au fait que les seules les
interactions majeures entre les deux domaines sont prises en compte dans la méthode
exacte-asymptotique contrairement à la méthode exacte où tous les phénomènes
d’interactions interviennent, ce qui naturellement a pour résultat une convergence
plus lente.
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10.4.3.4 Calcul monostatique
On a effectué un calcul monostatique basé sur les mêmes paramètres de calcul.
La SER monostatique est présentée figure 10.14. On obtient également de bons
résultats. L’écart le plus important est obtenu pour les incidences où la cavité est
partiellement masquée par la casquette (frontière ombre-lumière sur l’ouverture). Il
pourrait donc être intéressant de prendre en compte dans la méthode asymptotique
la diffraction par l’arête située à l’extrémité de la casquette.
La SER monostatique obtenue par une méthode asymptotique est également
présentée figure 10.14. La SER est assez différente de la SER obtenue par la méthode
exacte entre les angles -50° et +15°, ce qui correspond à une mauvaise prise en
compte (prévisible) par la méthode asymptotique du champ diffracté par la cavité
et à la réflexion de celui-ci sur la casquette. L’utilisation de la méthode exacte
de factorisation dans la cavité lors de notre procédé hybride permet de prendre
en compte de façon précise ces phénomènes de propagation et donc d’obtenir des
résultats nettement plus fiables sur la SER dans ce secteur.
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Fig. 10.14 – SER monostatique à 17.5 GHz (dBm) (seule l’OG-OP a été utilisée
pour le procédé hybride)
On a tracé figure 10.16 la SER monostatique obtenue en ajoutant la contribution
de l’UTD du bout de la casquette à l’initialisation des courants sur l’ouverture
pour corriger le champ sur l’ouverture de la cavité lorsqu’une frontière ombre-
lumière ISB est présente, soit dans le secteur 0° - 30° (figure 10.15). La SER est
légèrement améliorée dans ce secteur, mais pas de façon très significative. L’ajout
de la contribution due à la diffraction directe de l’arête au bout de la cavité (par la
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PTD ou l’ILDC) devrait également permettre de corriger légèrement le champ près
des frontières RSB.
ISB RSB
RSB
RSB
Fig. 10.15 – Frontières ombre-lumière dues à la casquette
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Fig. 10.16 – SER monostatique à 17.5GHz (dBm), calcul itératif OG-OP et
diffraction OG-UTD de l’arête située au bord de la casquette
Cependant, l’objectif de cette étude bi-dimensionnelle étant de tester la validité
de l’approche hybride exacte - asymptotique, l’étude concernant l’influence de la
prise en compte de la diffraction de l’arête au bout de la casquette n’a pas été
développée.
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10.5 Remarques et perspectives d’amélioration
10.5.1 Terme Zie
On peut remarquer que le terme Zie de (10.13) correspond à la composante des
courants de l’ouverture de la cavité due aux courants de la frontière extérieure. Ces
courants ont été calculés avec des approximations haute fréquence. Il est également
possible de calculer ce terme Zie en utilisant des approximations haute fréquence.
L’intérêt de ce procédé est certes de gagner du temps sur le calcul de la matrice
Zie, mais surtout de limiter l’espace mémoire occupé en ne stockant pas les courants
Xe de la frontière extérieure ni la matrice Zie. De plus, la méthode asymptotique
n’ayant pas besoin d’un maillage de type EF, cela permettrait de ne pas avoir à
générer de maillage pour cette partie et de ne pas calculer explicitement les courants
sur la frontière extérieure, sans pour autant stocker tous les impacts de la méthode
asymptotique, ce qui serait très coûteux.
10.5.2 Remarques sur la résolution frontale de la cavité
La surface fictive de fermeture de la cavité dans le procédé de résolution frontale
est utilisée pour le rayonnement dans le domaine extérieur. Sa définition doit donc
être optimisée pour les parties exactes et asymptotiques de ce calcul.
Tout d’abord, on a montré que dans le cas 2D, il était préférable d’éviter
de la positionner au niveau d’arêtes vives au profit de positions situées sur des
surfaces régulières (sans pointes). Du point de vue de la méthode exacte, il était
alors indifférent de la positionner légèrement à l’intérieur ou à l’extérieur de la
cavité. Cependant, pour la méthode asymptotique, il est préférable de la positionner
légèrement à l’extérieur de la cavité, cela évite ainsi d’introduire dans le domaine
extérieur une irrégularité de petite dimension de la géométrie mal prise en compte
par les méthodes asymptotiques.
De façon similaire, la forme de cette surface de couplage influence très peu le
résultat de la méthode exacte. Ce n’est en revanche pas le cas pour la méthode
asymptotique où il faudra de préférence veiller à ce qu’elle soit la plus régulière
possible.
10.5.3 Multiplication du nombre de parties de frontière
Nous n’avons considéré ici que le cas avec deux parties de frontière : une frontière
extérieure traitée par une méthode asymptotique et une frontière intérieure traitée
par une méthode exacte. On pourrait envisager des cas avec plus de deux parties de
frontières. Deux possibilités peuvent justifier l’utilisation de plus de deux frontières,
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– lorsque plusieurs cavités sont présentes sur le même objet (plusieurs entrées
d’air, présence d’antennes ou de fentes, ...) avec suspicion de couplages
mutuels,
– lorsque la zone que l’on souhaite traiter de façon exacte (ouverture de la cavité)
est trop importante pour être traitée directement avec une seule partie.
Dans ces deux cas, il est possible d’utiliser la méthode de Schwarz additive
et la décomposition à N sous-parties de frontière pour effectuer cette résolution.
Une frontière plus importante que les autres et pouvant être aussi grande que
nécessaire, représentant le corps principal de l’objet étudié, est alors prise en compte
par l’intermédiaire d’une méthode asymptotique.
10.6 Conclusion
Nous avons réalisé pour le cas bi-dimensionnel (polarisation TE) un
démonstrateur d’un procédé d’hybridation entre une méthode exacte et une méthode
asymptotique pour le calcul de la SER d’un objet de grande taille contenant une
cavité. Les résultats obtenus avec ce démonstrateur sont très encourageants et
montrent qu’il est possible d’introduire des approximations haute fréquence dans
le procédé de Schwarz pour le domaine extérieur, avec une amélioration de la
convergence et une perte de précision minimale sur les résultats finaux en champ
lointain. La généralisation du procédé asymptotique à des géométries non prédéfinies
ainsi que l’extension au cas tri-dimensionnel sont présentées ci-après.
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L’étape clé qui permet le couplage asymptotique - exact dans le procédé itératif
est le calcul d’une approximation haute fréquence du rayonnement d’une nappe
de courants situés sur l’ouverture de la cavité en présence des formes du domaine
extérieur. Ce problème est très complexe en général.
Dans le démonstrateur 2D précédent, le rayonnement des courants a été calculé
approximativement en haute fréquence par une technique de type GRE 2D simplifiée.
En effet, sur la configuration de démonstration (cavité COBRA avec “casquette”), il
était possible de déterminer analytiquement les zones éclairées (au sens géométrique)
par la nappe de courants, ce qui a permis d’appliquer la méthode GRE sans recourir
à un lancer de rayons direct. Il n’est pas possible bien sûr de procéder de cette façon
pour un code général 3D : l’éclairement doit être calculé automatiquement par le
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code.
Deux voies ont été envisagées pour calculer une approximation haute fréquence
de cet éclairement :
– déterminer des directions principales de rayonnement : il s’agit de considérer
globalement la nappe de courants et d’identifier les directions principales de
rayonnement associées. Par cette méthode, seules quelques directions sont
retenues. Il faut cependant que le faisceau soit bien directif et il est nécessaire
de refaire un calcul complet pour chaque nouvel éclairement.
– considérer l’ensemble des directions de rayonnement : il s’agit de considérer
individuellement les courants et de les faire rayonner suivant l’ensemble des
directions possibles, sans connaissance a priori sur le faisceau rayonné. Cette
méthode nécessite un grand nombre de rayons, mais le calcul n’est effectué
qu’une seule fois pour l’ensemble des éclairements.
Ces deux méthodes vont être envisagées dans ce chapitre afin de définir une
méthode optimale pour le rayonnement des courants à l’ouverture.
11.1 Identification des directions principales de
rayonnement d’une nappe de courants
Nous allons dans cette partie envisager la détermination des directions
principales de rayonnement d’une nappe de courants et montrer que cette
méthodologie n’est pas en l’état actuel, en raison du temps nécessaire à sa mise
en œuvre, adaptée à notre problème.
Identifier les directions principales de rayonnement en champ proche d’une
nappe de courants n’est pas aisé. En effet, il est nécessaire d’analyser globalement
le comportement du champ en aval de cette nappe de courants, dans la zone
de rayonnement. Différentes techniques permettent d’identifier ces directions de
rayonnement. Elle reposent de façon générale sur le filtrage du signal afin de
reconstituer un champ d’Optique Géométrique et donc des directions de rayons
(voir [13] par exemple).
Nous nous intéressons au rayonnement d’une nappe de courant à la sortie d’une
cavité. La taille et la forme de la cavité font que le faisceau en sortie de la cavité
n’est généralement pas très directif. Il n’est donc pas aisé d’y identifier les directions
principales de rayonnement. De plus, le champ généré par cette cavité ne peut
pas forcément être identifié à une onde plane (composante radiale nulle) qui se
propagerait suivant les rayons et les lois de l’Optique Géométrique.
Cette méthode n’apparaît pas actuellement comme une méthode robuste nous
permettant de calculer dans toutes les situations et précisément le rayonnement en
champ proche d’une nappe de courant, pour les applications visées. Des difficultés
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apparaissent en raison de la non-directivité du faisceau en sortie de la cavité.
Nous allons donc nous orienter vers l’autre méthode, c’est-à-dire faire rayonner
indépendamment chacun des courants surfaciques situés à l’ouverture de la cavité.
Cependant, l’utilisation d’une telle technique dans le cas où un comportement
sous forme de rayons dans la cavité a pu être identifié est intéressante. En effet, les
trajets des rayons sont indépendants de la fréquence. Il serait donc possible d’étendre
les résultats trouvés pour une fréquence à d’autres fréquences sans avoir à refaire le
coûteux calcul dans la cavité.
11.2 Generalized Ray Expansion
11.2.1 Principe pour le rayonnement dans une cavité
Le Generalized Ray Expansion (GRE) a été introduit par Burkholder et Pathak
[23, 67, 41] afin de traiter asymptotiquement la diffraction d’ondes dans les cavités.
L’onde plane incidente définit sur l’ouverture de la cavité (surface de couplage) un
champ incident. Ce champ est décomposé en une somme de champs rayonnés par
des cellules placées sur la surface de couplage (figure 11.1(a)). Pour chacune de ces
cellules, le champ rayonné est assimilé à une onde sphérique dont l’amplitude est
déterminée par une approximation de Kirchhoff en champ lointain.
Cette onde sphérique est décomposée en une grille de tubes uniformément
répartis. Ces tubes sont propagés dans la cavité suivant les lois usuelles de l’Optique
Géométrique. L’amplitude complexe du champ dans ce tube est déterminée par
l’approximation de Kirchhoff en espace libre et par les lois usuelles de l’optique
géométrique pour les réflexions, traversée de caustiques, ...
L’utilisation de l’approximation de Kirchhoff a de nombreux avantages par
rapport à un calcul classique d’OG. Tout d’abord, cette utilisation permet de prendre
en compte implicitement certains effets de diffraction par les bords de la cavité. Ceux-
ci sont inclus dans l’amplitude de l’onde sphérique. Ensuite, ce lancer de rayons
est effectué une seule fois pour tous les éclairements. En effet, contrairement à un
calcul classique par lancer de rayons où les rayons sont initialement lancés dans la
direction de l’onde incidente, par le GRE il n’y a pas d’hypothèses sur la directivité
du rayonnement (figure 11.1).
Les rayons sont propagés dans la cavité. Deux traitements sont envisagés pour
traiter les rayons et obtenir la SER de la cavité :
– les rayons se propagent à l’intérieur jusqu’à ressortir de la cavité,
– les rayons se propagent à l’intérieur de la cavité jusqu’à atteindre une surface
proche du fond de la cavité, la propagation inverse des rayons (vers l’ouverture)
et la SER sont alors obtenues par le principe de réciprocité.
Dans les deux cas, l’intégration des courants obtenus (sur l’ouverture de la cavité
ou au fond de celle-ci avant l’application du principe de réciprocité) se fait après
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(a) Utilisation de l’OG (b) Utilisation du GRE
Fig. 11.1 – Différences entre OG et GRE pour le traitement d’une cavité
un long parcours dans la cavité ; l’utilisation d’une approximation de Kirchhoff en
champ lointain pour le calcul du champ propagé par les rayons est donc valable.
Remarque 11.2.1 Burkholder et Pathak ont développé le GRE pour le traitement
asymptotique de l’intérieur de cavités plutôt larges et peu profondes. Les multiples
réflexions sur les parois des cavités étroites et profondes rendent cette méthode assez
peu efficace et imprécise.
Dans notre cas, nous utilisons une méthode exacte pour traiter l’intérieur
des cavités. Le rayonnement des courants situés sur l’ouverture de la cavité vers
l’extérieur de celle-ci est effectué suivant le principe du GRE.
11.2.2 Utilisation dans le cadre du rayonnement d’une
fonction de base
Dans le cadre de notre procédé asymptotique, nous avons besoin de calculer le
champ rayonné par les courants situés sur l’ouverture de la cavité. Ces courants
sont représentés sous forme d’une combinaison de fonctions de base (électriques et
magnétiques),
J(x) =
NJ∑
i=1
Jiφi(x), M (x) =
NM∑
i=1
Miφi(x), (11.1)
ces fonctions de base étant définies, (3.82), par
φi(x) =
∑
K
²K
2 |K|
(
r(x)− r((ai)K)).
Le champ rayonné par les courants situés sur l’ouverture de la cavité peut donc
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être décomposé de la façon suivante,
E(x) =
NJ∑
i=1
JiEJi(x) +
NM∑
i=1
MiEMi(x), (11.2)
où EJi et EMi sont les champs rayonnés en espace libre par une fonction de base
électrique et magnétique respectivement.
Nous utilisons pour calculer le champ dans le domaine extérieur une technique de
type GRE. Cette technique, basée sur un lancer de rayons, combine un rayonnement
en espace libre de sources (ici, les fonctions de base) et les lois classiques de l’optique
géométrique pour la propagation du champ dans les tubes de rayons (réflexions,
traversées de caustiques, ...).
Ainsi, les champs EJi et EMi s’obtiennent par,
EJi(x) = ikZ0T˜J i, (11.3)
EMi(x) = K˜M i. (11.4)
En posant Ti le support de φi, on a pour tout x 6∈ Ti (section 3.2),
EJi(x) = ikZ0T˜J i
= ikZ0
∫
Ti
(
G(x, y)φi(y) +
1
k2
∇xG(x, y) divTiφi(y)
)
dΓ(y), (11.5)
EMi(x) = K˜M i
=
∫
T i
∇yG(x, y)× φi(y) dΓ(y). (11.6)
11.2.2.1 Rayonnement en champ lointain
On suppose que le point x est en champ lointain pour chacune des sources
élémentaires (ce critère sera défini et analysé plus loin). On note également r(x)
et r(y) les rayons-vecteurs associés aux points x et y (figure 11.2). Les rayons-
vecteurs r(x) et r(x)− r(y) peuvent être considérés comme colinéaires et on peut
faire l’approximation suivante,
‖r(x)− r(y)‖ = ‖r(x)‖ − r(x)‖r(x)‖ · r(y). (11.7)
Remarque 11.2.2 Cette approximation au premier ordre est nécessaire pour le
terme de phase qui varie très rapidement. Pour le terme d’amplitude, on peut
considérer l’ordre 0
‖r(x)− r(y)‖ = ‖r(x)‖. (11.8)
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x
y
r(y)
r(x) r(x)− r(y)
O
T−
T+
Fig. 11.2 – Données géométriques relatives à l’approximation champ lointain
Avec les relations précédentes et en posant r = r(x)− r(y), r = ‖r‖ et rˆ = r/r
pour alléger les notations, la fonction de Green en champ lointain s’écrit,
G(x, y) =
eikre−ik rˆ·r(y)
4pi r
(11.9)
∇xG(x, y) = i k G(x, y) rˆ (11.10)
= i k
eikr e−ik rˆ·r(y)
4pi r
rˆ. (11.11)
Les équations (11.5) et (11.6) s’écrivent alors (équations de Stratton-Chu en champ
lointain) [23, 73, 53],
EJi(x) = ikZ0
eikr
4pi r
∫
Ti
((
rˆ × φi(y)
)× rˆ) e−ikrˆ·r(y) dΓ(y), (11.12)
EMi(x) = −i k
eikr
4pi r
rˆ ×
∫
Ti
φi(y) e
−ikrˆ·r(y) dΓ(y). (11.13)
Il est à noter que l’on a bien une composante radiale du champ électrique nulle. Une
formule d’intégration de Gauss à trois points est utilisée pour calculer cette intégrale.
Soient (yk)k=1,2,3 les points d’intégration de Gauss sur chacun des triangles support
de la fonction de base φi et r(yk) le rayon-vecteur associé à yk. On a,
EJi(x) = ikZ0
eikr
4pi r
nTi∑
j=1
²T ji
6
(
3∑
k=1
((
rˆ × (r(yk)− r(aji )))× rˆ) e−ikrˆ·r(yk)
)
,
(11.14)
EMi(x) = −i k
eikr
4pi r
rˆ ×
nTi∑
j=1
²T ji
6
(
3∑
k=1
(
r(yk)− r(aji )
)
e−ikrˆ·r(yk)
)
. (11.15)
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Les figures 11.3(a) et 11.3(b) représentent le module du champ lointain électrique
généré par une fonction de base respectivement électrique et magnétique.
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(a) Fonction de base électrique
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(b) Fonction de base magnétique
Fig. 11.3 – Module du champ lointain généré par les fonctions de base (à une
distance de 3λ)
Remarque 11.2.3 Les résultats numériques
sur le calcul du champ électrique rayonné
dans ce chapitre ont tous été obtenus dans
le cas de deux triangles équilatéraux de côté
λ/5 situés dans le plan (O, yˆ, zˆ). Le flux des
fonctions de base est orienté suivant zˆ.
xˆ
yˆ
zˆ
T−λ/5
T+
Le critère communément utilisé pour l’approximation champ lointain [23, 73] est
‖r‖ > 2L
2
λ
, (11.16)
où L est la taille maximale du support de la fonction de base. En supposant une
densité de maillage de 5 points par longueur d’onde, le critère devient
‖r‖ > λ/12. (11.17)
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Cette approximation pourrait donc être utilisée très rapidement, quel que soit le
point x en dehors de la zone des sources. Nous revenons ci-dessous sur la validité de
ce critère.
11.2.2.2 Validité de l’approche champ lointain
Afin de vérifier la validité de l’approche en champ lointain et surtout le
critère précédent, nous avons également calculé les équations (11.5) et (11.6) sans
l’approximation champ lointain. On a,
EJi(x) = ikZ0
nTi∑
j=1
(
|T ji |
3
3∑
k=1
(
G(x, yk)φi(yk) +
1
k2
∇xG(x, yk)divT ji φi(yk)
))
,
(11.18)
EMi(x) =
nTi∑
j=1
(
|T ji |
3
3∑
k=1
(
∇yG(x, yk)× φi(yk)
))
, (11.19)
avec
∇xG(x, y) =
eikr
4pir2
(
ikr − 1
)
rˆ. (11.20)
En posant rk = r(x)− r(yk), rk = ‖rk‖ et rˆk = rk/rk, on a
φi(yk) =
²T ji
2|T ji |
(
r(yk)− r(aji )
)
(11.21)
divT ji φi(yk) =
²T ji
|T ji |
(11.22)
G(x, yk) =
eikrk
4pirk
(11.23)
∇xG(x, yk) =
eikrk
4pir2k
(ikrk − 1) rˆk (11.24)
∇yG(x, yk) = − e
ikrk
4pir2k
(ikrk − 1) rˆk (11.25)
ce qui entraîne dans (11.18) et (11.19)
EJi(x) =
ikZ0
4pi
nTi∑
j=1
²T ji
(
3∑
k=1
eikrk
(
r(yk)− r(aji )
)
6rk
+
1
k2
eikrk(ikrk − 1)
3r2k
rˆk
)
,
(11.26)
EMi(x) =
1
4pi
nTi∑
j=1
²T ji
(
3∑
k=1
−eikrk(ikrk − 1)
6r2k
rˆk ×
(
r(yk)− r(aji )
))
. (11.27)
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Les valeurs obtenues par (11.14) avec (11.15) et l’approximation champ
lointain sont comparées ci-après aux valeurs obtenues dans (11.26) et (11.27) sans
l’approximation champ lointain.
Les écarts sur le module du champ et sur la norme du champ projeté sur les
directions principales rˆ, θˆ et φˆ entre le modèle de champ lointain et le modèle exact
sont présentés dans le tableau 11.1 (la fonction de base est celle de la remarque
11.2.3). Dès que la distance (entre l’origine et le point d’observation) est supérieure
à une longueur d’onde, on observe que le modèle de champ lointain approche
correctement le champ transversal (suivant θˆ et φˆ) rayonné par les fonctions de
base.
Tab. 11.1 – Erreur relative sur le module du champ lointain
(a) Source électrique
distance Source J
r ‖¦‖ · rˆ · θˆ · φˆ
1λ 7.3 10−2 0.422 1.6 10−2 9.1 10−4
3λ 2.1 10−2 0.135 1.8 10−3 9.8 10−5
10λ 1.6 10−2 4.0 10−2 1.6 10−4 8.8 10−6
(b) Source magnétique
distance Source M
r ‖¦‖ · rˆ · θˆ · φˆ
1λ 1.3 10−2 5.0 10−3 2.1 10−4 1.3 10−2
3λ 1.5 10−3 1.6 10−3 2.3 10−5 1.5 10−3
10λ 1.4 10−4 4.9 10−4 2.1 10−6 1.4 10−4
Il n’en est pas de même pour la composante radiale du champ rayonné par la
fonction de base électrique. Il apparaît que pour une distance inférieure ou égale à
3λ, une erreur est commise sur la composante radiale par l’approximation champ
lointain, pondérée sur l’ensemble des directions. L’hypothèse du champ de rayons
entraîne l’annulation de la composante radiale du champ électrique. Il est donc
nécessaire de vérifier la validité de cette approximation.
La figure 11.4 représente les modules des champs sur les composantes radiale et
transversale et la figure 11.5 le rapport de ces deux quantités pour la fonction de base
électrique. On peut voir que la composante radiale est négligeable par rapport à la
composante transversale à l’exception des deux pôles. Cette région est d’autant plus
réduite que l’on s’éloigne du centre de la fonction de base. En dehors de ces pôles, la
composante radiale peut donc être négligée et il est justifié d’utiliser l’hypothèse du
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champ de rayons et les formules de champ lointain pour calculer le champ le long
de ces rayons.
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2
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Fig. 11.4 – Etude des composantes radiale et transversale du champ rayonné par la
fonction de base électrique (à une distance de 3λ)
Pour la fonction de base magnétique, la composante radiale est environ 1000 fois
plus faible que la composante transversale pour une même direction de rayonnement.
Négliger la composante radiale du champ rayonné ne pose donc pas de problème.
Remarque 11.2.4 De même que pour les méthodes asymptotiques présentées
initialement, le GRE “travaille” avec le champ électrique E. Cependant, l’hypothèse
de l’onde localement plane permet d’obtenir très simplement le champ magnétique
H sur un rayon de direction kˆ par la relation
H =
1
Z0
kˆ ×E.
11.2.3 Mise en œuvre informatique
Il s’agit de préciser les paramètres qui vont permettre l’implémentation de ce
procédé.
11.2.3.1 Origine de l’onde sphérique
Le repère associé à la fonction de base est le suivant (figure 11.6) :
– son origine O est le milieu de l’arête commune aux deux triangles T+ et T−
supportant la fonction de base,
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Fig. 11.5 – Rapport des composantes radiale et transversale, fonction de base
électrique, Er/
(
E2θ + E
2
φ
)1/2
– le vecteur zˆ est pris comme le vecteur normalisé dont la direction correspond
à la valeur moyenne (pondérée par l’aire des triangles) de la fonction de base
aux centres de gravité xG± des deux triangles,
zˆ =
|T−|φ(xG−) + |T+|φ(xG+)∥∥∥|T−|φ(xG−) + |T+|φ(xG+)∥∥∥ ,
– l’axe xˆ est défini par zˆ×(r(b)−r(a)), orienté vers le domaine extérieur (défini
à partir de la normale au maillage initial,
(
r(b) − r(a)) est l’arête commune
aux deux triangles),
– l’axe yˆ est défini par zˆ × xˆ.
a
b
xˆ
yˆ
zˆO
T−
T+
nˆ−
nˆ+
Fig. 11.6 – Repère associé à la fonction de base
Le trièdre (xˆ, yˆ, zˆ) est donc un repère direct orthonormé. Le domaine de
rayonnement qui nous intéresse est le demi-espace défini par x > 0. Un système
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de coordonnées sphériques (r, θ, φ) (page 11) usuel est également associé au repère
(xˆ, yˆ, zˆ) précédent.
11.2.3.2 Détermination de la grille de rayonnement
Il s’agit de discrétiser sur une grille les directions de rayonnement de l’onde
sphérique. On fait rayonner les fonctions de base dans le demi-espace défini par le
plan tangent et la normale extérieure. Pour utiliser le moteur de lancer de rayons de
DESCARTES, les directions de rayonnement doivent être basées sur un paramétrage
structuré (grille) d’un “plan incident”. La discrétisation proposée par Burkholder et
Pathak dans [23] ne peut donc être utilisée.
Dans le cas 3D, les directions de rayonnement (qui correspondent au demi-espace
x > 0) sont définies par les deux paramètres θ et φ,
θ ∈ [0, pi], φ ∈ [−pi/2, pi/2]. (11.28)
Comme la discrétisation doit représenter la discrétisation d’une sphère unité,
nous avons voulu définir les échantillonnages de façon à donner une aire initiale
constante aux tubes de rayons. L’aire d’une portion de sphère unité comprise entre
les angles θ1, θ2, φ1 et φ2 étant
A[θ1,θ2]×[φ1,φ2] = |cos θ2 − cos θ1| · |φ2 − φ1|, (11.29)
nous avons défini l’échantillonnage suivant
cos θi = 1− 2 i
N
, φj = pi/2
(
−1 + 2 j
N
)
. (11.30)
Plus précisément, afin d’éviter les rayons tangents, qui sont mal pris en compte
par les méthodes de lancer de rayons, les angles précédents ne vérifient pas tout à
fait (11.28), mais
θ ∈ [², pi − ²], φ ∈ [−pi/2 + ², pi/2− ²]. (11.31)
L’angle pi/2 − ² représente alors l’ouverture du demi-“cône” de rayonnement. Dans
ce cas, θi et φj sont définis de la façon suivante pour i = 0, . . . , N , j = 0, . . . , N ,
cos θi = cos(²)
(
1− 2 i
N
)
, φj = (pi/2− ²)
(
−1 + 2 j
N
)
. (11.32)
Cette discrétisation nous donne un échantillonnage de (N + 1)2 directions
uniformément réparties (figure 11.7).
Les directions précédentes peuvent être définies à partir d’une grille structurée
afin d’utiliser le moteur de lancer de rayons pour chacune des sources. En effet,
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X
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Z
Fig. 11.7 – Discrétisation de la sphère unité
celui-ci fonctionne à partir d’un “plan incident” quadrillé régulièrement. Dans le cas
de notre GRE, le découpage de la grille est défini par
xi =
i
N
, yj =
j
N
. (11.33)
Les valeurs des angles correspondant sont alors
θi = arccos
(
cos(²) (1− 2xi)
)
φj = (pi/2− ²) (−1 + 2yj) . (11.34)
Les directions éliminées contribuent peu au champ rayonné par le procédé de
GRE. Elles seront prises en compte par un autre procédé, qui utilise le recouvrement
défini précédemment. En effet, les directions vérifiant
θ < ² et θ > pi − ²
correspondent aux directions où la composante radiale du champ est la plus
importante. La composante transversale prise en compte par le GRE représente donc
de toute façon peu le champ rayonné par la fonction de base électrique. Le champ
rayonné par la fonction de base magnétique est quant à lui faible à cet endroit là.
11.2.3.3 Amplitude de l’onde
Les équations (11.26) et (11.27) permettent de calculer la valeur du champ
électrique généré par les fonctions de base en un point quelconque. Afin de pouvoir
utiliser l’approximation de l’onde localement plane, ce champ est supposé n’avoir
que des composantes transversales.
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A chaque rayon (donc à chaque direction de rayonnement), on associe deux
vecteurs orthogonaux à la direction de propagation. Ces deux vecteurs définissent
la polarisation initiale du champ. Pour des raisons de simplicité, ils sont définis à
partir des angles θi et φj précédents.
L’onde initiale est définie comme une onde sphérique dont l’origine est le point O.
Le facteur de divergence, défini par (9.7), prend alors en compte une décroissance en
1/r de l’amplitude du champ. Ce facteur doit donc être enlevé des équations (11.26)
et (11.27) lors de l’implémentation dans le GRE.
Pour des raisons algorithmiques dans DESCARTES, il est également intéressant
de séparer le chemin optique (qui génère la rapide variation de la phase) du reste
du champ, comme dans les équations (11.14) et (11.15). Par définition, ce chemin
optique est la distance parcourue par le rayon depuis son origine, le point O.
11.2.3.4 Lancer de rayons et comportement OG
Les paramètres nécessaires au lancer de rayons et à l’utilisation des lois de
l’optique géométrique ont été définis ci-dessus. Les lois usuelles de l’OG sont ensuite
utilisées pour propager ce champ de rayons dans le domaine extérieur.
Le coût d’un rayon dans le vide est complètement négligeable par rapport à celui
d’un rayon atteignant la géométrie. Il est donc inutile de se préoccuper des rayons
lancés “inutilement” dans le vide par le paramétrage défini par (11.34).
Le rayonnement des fonctions de base électrique et magnétique est effectué à
partir de la même discrétisation de l’onde sphérique, seul le calcul de l’amplitude
change. Il est donc possible de considérer simultanément le rayonnement des
fonctions de base électrique et magnétique lors du lancer de rayons.
11.3 Conclusion
Nous avons défini dans ce chapitre une méthode permettant de calculer
l’approximation haute fréquence du rayonnement 3D de courants surfaciques
en présence d’un obstacle. Cette méthode repose sur le calcul indépendant du
rayonnement des différents courants surfaciques élémentaires. Nous utilisons pour
cela la technique du GRE 3D, basée sur un rayonnement dans le vide des
courants couplé à l’Optique Géométrique par un lancer de rayons. Les détails de
l’implémentation informatique ont également été précisés.
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Nous disposons désormais de tous les éléments nous permettant de définir et de
réaliser un procédé hybride exact/asymptotique tri-dimensionnel.
Nous allons préciser comment nous allons introduire une formulation
asymptotique dans la méthode de décomposition de frontière puis nous décrirons
le procédé avec des résultats numériques tout d’abord dans le cas de deux frontières
sans, puis avec recouvrement.
12.1 Formulation générale
Reprenons le problème obtenu après la sous-structuration de la cavité et la
décomposition avec recouvrement pour la résolution par une méthode de Schwarz
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Fig. 12.1 – Décomposition de frontière avec recouvrement autour d’une cavité
additive. En utilisant les notations du chapitre 8, le problème se formule d’après les
équations (8.7) et (8.8),
X i = Z−1ii
(
Ui − ZieXe
)
, (12.1)
Xe = Z−1ee
(
Ue − ZeiX i
)
, (12.2)
X = ITi αiX
i + ITe αeX
e. (12.3)
La décomposition de frontière est celle reprise figure 12.1. Les fonctions de
pondération αi et αe vérifient
αi(x) = 1 sur Λi, αe(x) = 0 sur Λi, (12.4)
αi(x) = 0 sur Λe, αe(x) = 1 sur Λe, (12.5)
αi(x) ∈ [0, 1] sur Λm, αe(x) ∈ [0, 1] sur Λm, (12.6)
αi(x) + αe(x) = 1 sur Λm. (12.7)
Ainsi l’équation (12.2) consiste à résoudre un problème “local” associé à la
frontière Λe ∪ Λm. Il s’agit de déterminer les courants surfaciques Xe induits par
l’onde plane incidente Ue d’une part et le champ rayonné par les courants surfaciques
X i situés sur la frontière Λi∪Λm d’autre part. Nous allons effectuer cette résolution
en utilisant une approximation haute fréquence de ces “éléments” et pour cela nous
allons utiliser une technique de lancer de rayons.
Une des difficultés de la formulation (12.1)-(12.3) consiste en la “représentation”
des courants Xe. En effet, cette frontière extérieure peut être de taille importante.
Utiliser explicitement les courants Xe imposerait donc de stocker en mémoire ou de
recalculer des matrices de taille importante ni × ne (où ni et ne sont les nombres
de degrés de liberté associés aux domaines Λi ∪ Λm et Λe ∪ Λm). De plus, il
serait nécessaire de générer un maillage de type éléments finis de frontière sur
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cette frontière extérieure. Or ce maillage peut être laborieux à générer pour les
géométries industrielles complexes lorsque les domaines sont de taille radioélectrique
conséquente.
Les techniques de lancer de rayons, qui utilisent une discrétisation du
rayonnement en tubes de rayons, segmentent implicitement les surfaces éclairées avec
les impacts de tubes. Cette décomposition, différente pour chaque source, représente
la géométrie de la surface éclairée. Elle peut donc être utilisée avantageusement pour
représenter Xe.
Nous allons donc “éliminer” les courants Xe des équations (12.1) et (12.3) de la
formulation précédente et les calculer implicitement en utilisant le lancer de rayons.
En effet, l’équation (12.2) admettant une unique solution, il est possible de réaliser
un complément de Schur pour éliminer les courants Xe. Les équations (12.1) et
(12.3) s’écrivent alors,
X i = Z−1ii
(
Ui − ZieZ−1ee
(
Ue − ZeiX i
))
, (12.8)
X = ITi αiX
i + ITe αeZ
−1
ee
(
Ue − ZeiX i
)
, (12.9)
soit, (
I− Z−1ii ZieZ−1ee Zei
)
X i = Z−1ii Ui − Z−1ii ZieZ−1ee Ue. (12.10)
X =
(
ITi αi − ITe αeZ−1ee Zei
)
X i + ITe αeZ
−1
ee Ue. (12.11)
Le système (12.10) peut être résolu par une méthode de type Krylov (comme
l’algorithme GMRES). Cependant, pour faciliter la validation de la procédure
hybride et les cas tests étant de taille relativement réduite, seule la résolution directe
du système a été pour le moment implémentée dans le procédé de résolution. La mise
en œuvre d’un solveur itératif peut être réalisée en se basant sur la méthode utilisée
pour la méthode de Schwarz 3D (chapitre 8).
Soient T(θ,φ) et K(θ,φ) les opérateurs de calcul du champ lointain E(θ, φ) dans la
direction (θ, φ). Le calcul du champ lointain s’effectue de la façon suivante,
E(θ, φ) = ikZ0T(θ,φ)J +K(θ,φ)M (12.12)
= FffX, (12.13)
soit en respectant les notations définies précédemment,
E(θ, φ) = FffITi αiX i + FffITe αeXe (12.14)
= FffITi αiX i + FffITe αeZ−1ee
(
Ue − Z−1ee ZeiX i
)
(12.15)
= FffITi αiX i + FffITe αeZ−1ee Ue −FffITe αeZ−1ee ZeiX i. (12.16)
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De même que pour le couplage exact-asymptotique 2D, nous allons introduire
dans (12.10) et (12.16) une approximation haute fréquence dans le calcul des termes
relatifs au domaine extérieur,(
I− Z−1ii Zie
(
Z−1ee Zei
)HF )
X i = Z−1ii Ui − Z−1ii Zie
(
Z−1ee Ue
)HF
, (12.17)
EHF(θ, φ) = FffITi αiX i + FffITe αe
(
Z−1ee Ue
)HF −FffITe αe (Z−1ee Zei)HFX i. (12.18)
L’équation (12.17) peut s’interpréter de la façon suivante. Outre la contribution
venant de l’intérieur de la cavité et de la frontière Λi ∪ Λm, par Z−1ii , les courants
X i de la frontière Λi ∪Λm sont induits par les champs générés par l’onde incidente,
par Ui et par Zie (Z−1ee Ue)
HF (après que l’onde incidente ait interagi avec la frontière
Λe∪Λm) et par le rayonnement de ces mêmes courants X i, après qu’ils aient rayonné
vers Λe ∪ Λm (interactions multiples entre les domaines Λi ∪ Λm et Λe ∪ Λm) par le
terme ZieZ−1ee ZeiX
i.
L’équation (12.18) concerne le rayonnement en champ lointain et on retrouve à
peu près les mêmes contributeurs : le rayonnement direct des courants X i, par αiX i,
le rayonnement des courants X i via leurs interactions avec la frontière Λe ∪Λm, par
−αe (Z−1ee Zei)HFX i, et le rayonnement direct des courants situés sur la frontière
Λe ∪ Λm, par αe (Z−1ee Ue)HF.
La résolution de (12.17) et le calcul du champ lointain rayonné (12.18) se
décomposent alors en quatre étapes :
1. le calcul de la factorisation du domaine intérieur (si présence d’une cavité) puis
de la factorisation LU de la matrice Zii par le procédé de Schwarz additif,
2. l’approximation haute fréquence des opérateurs de rayonnement des
courants X i,
(a) le calcul des courants sur la frontière extérieure (Z−1ee Zei)
HF pour chaque
source élémentaire X i,
(b) le calcul de l’opérateur de rayonnement vers la frontière intérieure
Zie (Z
−1
ee Zei)
HF,
(c) le calcul de l’opérateur de champ lointain FffITe αe (Z−1ee Zei)HF,
3. l’onde incidente,
(a) le calcul du champ incident Ui,
(b) le calcul des courants induits par l’onde incidente (Z−1ee Ue)
HF,
(c) le rayonnement vers la frontière intérieure Zie (Z−1ee Ue)
HF,
(d) la contribution au champ lointain FffITe αe(Z−1ee Ue)HF,
4. la résolution du système (12.17) et le calcul du champ lointain (12.18) rayonné
par l’objet.
214
12.2. Frontières disjointes
Ces quatre étapes correspondent également aux étapes algorithmiques : les deux
premières sont indépendantes, la troisième et la quatrième étape sont effectuées
conjointement.
Pour l’étape 1, on se reportera aux chapitres 6 et 8. Les étapes 2 et 3 vont être
explicitées dans le cas de deux frontières disjointes dans un premier temps, puis
pour deux frontières jointives. Des résultats numériques seront présentés. L’étape 4
ne sera pas détaillée, il s’agit de résoudre le système (12.17) par une méthode directe
et de faire rayonner les courants X i suivant (12.18) à partir des éléments calculés
lors des étapes précédentes.
12.2 Frontières disjointes
Considérons le cas de deux objets distincts. Les frontières de chacun des objets
correspondent alors soit à la frontière Λi soit à la frontière Λe (on a Λm = ∅). La
frontière Λi est associée au domaine le plus petit et traitée par une méthode exacte
(équations intégrales) et la frontière Λe est associée au domaine le plus important
et traitée par une méthode asymptotique (figure 12.2).
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Fig. 12.2 – Schéma de la décomposition de frontière, frontières disjointes
Les étapes de la résolution sont explicitées ci-après.
12.2.1 Rayonnement des courants X i
Il s’agit de calculer les termes intervenant dans l’étape 2.
12.2.1.1 Calcul des courants surfaciques induits sur la frontière
extérieure
Il s’agit de calculer le rayonnement des courants X i vers la frontière extérieure,
c’est-à-dire l’étape (2a) de l’algorithme précédent, qui correspond au calcul du terme
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(Z−1ee Zei)
HF
X i.
Le rayonnement des courants X i est basé sur le GRE, détaillé au chapitre
précédent. Le rayonnement vers la frontière extérieure de chaque source X i est
modélisé par une onde sphérique, discrétisée en (N +1)2 directions correspondant à
des rayons. Le champ est propagé sur ces rayons suivant les lois classique de l’OG,
l’amplitude de l’onde étant déterminée par le calcul du rayonnement des fonctions
de base.
Les rayons sont associés de façon à former des tubes. Ici, les (N + 1)2 rayons
sont associés 3 par 3, de façon à former 2N2 tubes triangulaires de rayons.
Ces tubes discrétisent le faisceau de rayons et donc le domaine extérieur éclairé
géométriquement.
De plus, une approximation haute fréquence de la valeur du champ aux impacts
des rayons résulte explicitement du lancer de rayons. L’Optique Physique permet
donc d’obtenir directement une approximation haute fréquence de la valeur des
courants surfaciques au niveau de ces impacts,
J e
HF
= 2 nˆe ×Herayon. (12.19)
Les impacts des tubes de rayons peuvent être déformés (allongés, de taille
importante, ...) par leur trajet depuis l’origine. L’algorithme utilisé pour le lancer de
rayons permet, dans ces cas-là, de raffiner localement certaines tubes de rayons (anti-
aliasing). Cela permet d’adapter dynamiquement la finesse de la nappe d’impacts
de rayons pour que celle-ci représente au mieux les courants équivalents.
Remarque 12.2.1 La nappe d’impacts sur la frontière extérieure est différente pour
chacune des sources X i.
Remarque 12.2.2 Dans le cas d’une surface concave, les tubes sont susceptibles
d’effectuer plusieurs rebonds. Les nappes d’impacts obtenues par le lancer de rayons
peuvent donc se superposer.
Le principe de superposition (linéarité) permet alors de décomposer les courants
surfaciques J e en une somme finie de courants surfaciques associés aux différentes
nappes.
Chaque nappe d’impacts triangulaires Te déposée sur Λe par le lancer de rayons
est composée d’éléments triangulaires T me . Le lancer de rayons nous donne par
l’Optique Physique une approximation haute fréquence de la valeur du courant
surfacique J e
HF
aux nœuds de ce maillage, qui sont les points d’impacts des rayons. Il
est alors possible de projeter, sur chaque élément du maillage, ce courant surfacique
J e
HF
sur les fonctions de base φel associées à l’élément T me . On obtient alors Xe
HF
l
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défini par,
Xe
HF
l =
∫
T me
J e
HF
(x) · φel (x) dT (x), (12.20)
=
∫
T ′j
J e
HF
(x) · nˆl dT ′j(x), (12.21)
où T ′j est l’arête du triangle T me associée à la fonction de base φel , et nˆl la normale
extérieure à cette arête.
En supposant que le long des arêtes T ′j le module du champ est constant et que
le chemin optique s varie linéairement (au besoin, si l’impact est trop grand, il suffit
de le raffiner pour que ce critère soit vérifié), on obtient
Xe
HF
l =
∫
T ′j
J e(x) · nˆl dT ′j(x), (12.22)
=
∫
T ′j
|J e(x) · nˆl|eiks(x) dT ′j(x), (12.23)
= |T ′j |
|J e1 · nˆl|+ |J e0 · nˆl|
2
eiks1 − eiks0
ik
(
s1 − s0
) , (12.24)
si les chemins optiques s0 et s1 sont différents.
12.2.1.2 Calcul du rayonnement vers la frontière intérieure
Il s’agit de calculer le terme de l’étape (2b), soit Zie (Z−1ee Zei)
HF
X i ou ZieXe
HF
.
Ce terme correspond au rayonnement dans le vide des courants J e
HF
précédents vers
la frontière intérieure Λi, ce rayonnement étant “projeté” sur les fonctions de base
(formulation variationnelle).
Le terme (Zie)(j,l) correspond en fonction du type de la fonction de base j à
ikZ0 (TΛiTe)(j,l) ou (KΛiTe)(j,l) (12.25)
avec
(TΛiTe)(j,l) =
∫
Λi×Te
G(x, y)
{
φel (y) · φi
′
j (x) −
1
k2
divΓφ
e
l (y) divΓφ
i′
j (x)
}
dΓ(y) dΓ(x),
(12.26)
(KΛiTe)(j,l) =
∫
Λi×Te
φi
′
j (x) ·
(
∇yG(x, y)× φel (y)
)
dΓ(y) dΓ(x). (12.27)
Avec (12.24), on obtient alors le terme de rayonnement par le produit matrice-
vecteur
(Zie)(j,l)X
eHF
l . (12.28)
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12.2.1.3 Calcul du champ lointain
Il s’agit désormais de calculer le terme de l’étape (2c), c’est-à-dire le rayonnement
en champ lointain des courants obtenus précédemment, FffITe αe (Z−1ee Zei)HF ou
FffITe αeXeHF . Le logiciel DESCARTES permet déjà, en utilisant les équations de
Stratton-Chu en champ lointain, de calculer ce rayonnement des courants surfaciques
obtenus aux impacts des tubes. Ce module est utilisé afin de calculer le rayonnement
en champ lointain des courants J e
HF
.
12.2.1.4 Aspects algorithmiques
Le lancer de rayons associé au GRE génère un nombre important de rayons et
de tubes de rayons. Il ne peuvent être tous stockés simultanément. Un algorithme
permet d’optimiser le temps de calcul des rayons tout en limitant l’espace mémoire
nécessaire. Les termes précédents de rayonnement (vers la frontière intérieure et en
champ lointain) sont donc calculés au fur et à mesure que les tubes sont lancés.
Les matrices Zie doivent être calculées pour chacune des sources X i puisque les
maillages sur le domaine extérieur sont modifiés pour chaque source. Le terme Zie
doit donc être calculé ni · (nHFei · ni) fois (où ni est le nombre de degrés de liberté
associé à la frontière intérieure et nHFei le nombre de tubes impactant la frontière
extérieure pour chaque source de la frontière intérieure). Il est donc très intéressant
du point de vue du temps de calcul d’optimiser fortement le calcul de Zie. Ce n’est
pas le cas actuellement, comme nous le verrons sur les exemples numériques.
Le calcul de la contribution des courantsX i est effectué une seule fois pour toutes
les incidences. Les matrices de rayonnement vers le domaine intérieur Zie (Z−1ee Zei)
HF,
et en champ lointain FffIe αe (Z−1ee Zei)HF sont stockées dans des fichiers en vue de
leur utilisation ultérieure.
Remarque 12.2.3 Le calcul de l’opérateur de rayonnement en champ lointain
dépend des directions de rayonnement. Il est donc nécessaire à cette étape de
connaître l’ensemble de ces directions de rayonnement (bistatique ou monostatique)
qui interviendront par la suite.
12.2.1.5 Résultats numériques du GRE
Cette étape a été validée sur le cas test suivant. Il s’agit du rayonnement de la
fonction de base dont le support est celui du chapitre précédent (remarque 11.2.3,
page 203) : deux triangles équilatéraux de côté λ/5 dans le plan (O, yˆ, zˆ). Le domaine
extérieur est un disque de rayon 5λ placé face à la source à une distance de 10λ, 20λ
et 40λ.
La figure 12.3 représente la norme de la partie réelle des courants J e
HF
obtenus
sur ce disque (pour une distance de 20λ) pour le rayonnement de la fonction de base
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électrique comparés aux courants obtenus par équations intégrales. Les courants
obtenus par le GRE sont similaires aux courants obtenus par les équations intégrales,
aux effets de diffraction par les bords près.
-0.2 0 0.2
-0.2
0
0.2
(a) Equations intégrales
-0.2 0 0.2
-0.2
0
0.2
(b) Asymptotique
Fig. 12.3 – Norme de la partie réelle des courants J e
HF
(à une distance de 20λ, les
échelles sont identiques)
Le tableau 12.1 présente l’erreur en module et en phase sur le terme ZieZ−1ee Zei
entre la méthode précédente basée sur le GRE et une méthode exacte, le terme
de phase comprenant le nombre d’onde k. On obtient par le GRE des coefficients
dont le module et la phase sont proches des coefficients obtenus par les équations
intégrales : une erreur de quelques pour-cent sur le module et inférieure à 0.05 radian
pour la phase (le facteur k du nombre d’onde est inclus dans la phase calculée). On
peut faire les mêmes observations pour les coefficients obtenus avec la fonction de
base magnétique.
Tab. 12.1 – Comparaison des termes ZieZ−1ee Zei pour la fonction de base électrique
distance Equations Intégrales GRE Erreur
r ‖¦‖ ϕ(¦) ‖¦‖ ϕ(¦) ‖¦‖ ϕ(¦)
10λ 0.198 1.277 rad 0.207 1.226 rad 4.9% 0.05 rad
20λ 0.0793 0.938 rad 0.0779 0.894 rad 1.8% 0.045 rad
40λ 0.0577 0.845 rad 0.0589 0.868 rad 2.0% 0.023 rad
Ainsi, même avec des différences importantes sur la norme des courants, le champ
rayonné conserve un degré d’approximation correct.
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12.2.2 Onde incidente
Il s’agit de l’étape 3 de l’algorithme. A l’exception du terme Ui, le calcul de
l’onde incidente est effectué par les techniques classiques de lancer de rayons et
de rayonnement des arêtes diffractantes. De même que pour le rayonnement des
courants X i, la contribution de l’onde incidente se décompose en deux parties :
– une contribution vers la frontière intérieure, qui agit sur les courants X i,
– un terme de rayonnement en champ lointain.
12.2.2.1 Calcul des courants surfaciques sur la frontière extérieure
L’onde incidente génère des courants surfaciques sur la frontière extérieure.
Ces courants correspondent au terme (Z−1ee Ue)
HF et leur calcul consiste en l’étape
(3b). Ces courants sont obtenus au niveau des impacts des tubes de rayons par les
techniques de lancer de rayons utilisant l’OG-OP et l’UTD-OP.
De façon similaire au rayonnement par le GRE, l’onde (qui correspond à une
onde plane ou à l’onde générée par la diffraction par une arête) est discrétisée suivant
les tubes de rayons. Les nappes d’impacts de tubes discrétisent la frontière extérieure
Λe. Il est alors possible de projeter les courants surfaciques obtenus sur les fonctions
de base associées à l’impact du tube (12.20).
12.2.2.2 Contribution vers la frontière intérieure
L’utilisation de (12.25) permet de calculer le rayonnement des courants
obtenus précédemment vers la frontière intérieure (étape (3c)). Il s’agit du terme
Zie (Z
−1
ee Ue)
HF.
12.2.2.3 Rayonnement en champ lointain
Le terme de champ lointain FffITe αe(Z−1ee Ue)HF (étape (3d)) est calculé en
utilisant les équations de Stratton-Chu en champ lointain pour faire rayonner les
courants obtenus par l’OG et l’UTD. De plus, en présence d’arêtes diffractantes,
il est possible d’ajouter la contribution directe de ces arêtes au champ lointain en
utilisant les théories PTD ou ILDC (cf. chapitre 9).
12.2.2.4 Terme Ui
Le terme Ui correspond à la trace surfacique du champ généré par l’onde plane
dans l’espace vide au niveau du domaine intérieur Λi. Il s’agit plus précisément de
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la composante associée aux fonctions de base du maillage de Λi, soit
(
EincΛi
)
j
=
∫
Λi
φ′j(x) ·Einct (x) dΓ(x), (12.29)(
H incΛi
)
j
=
∫
Λi
φ′j(x) ·H inc(x) dΓ(x), (12.30)
où (Einc,H inc) sont les champs générés par l’onde plane dans le vide.
12.2.3 Résultats numériques pour le couplage
12.2.3.1 Interaction simple entre un disque et une plaque en vis-à-vis
Le cas test est représenté figure 12.4. Il est constitué d’un disque de diamètre 3λ
et d’une plaque de 9λ× 6λ placés orthogonalement. La méthode exacte est utilisée
pour le disque et la méthode asymptotique pour la plaque et le procédé de couplage.
Dans le procédé hybride, les diffractions par les bords du disque sont donc prises en
compte dans le couplage (elles sont modélisées par la méthode exacte), tandis que
seules les diffractions directes par les arêtes de la plaque contribuent à la SER.
D = 3λ
3λ
6λ
9λ
45°
O x
y
Fig. 12.4 – Géométrie test : disque + plaque
La fréquence est de 10 GHz, l’onde plane incidente est définie par θinc = 90° et
φinc = 45° (le vecteur kinc est donc dans le plan (O, xˆ, yˆ)), les angles d’observation
sont définis par θobs = 90° et φobs ∈ [0°, 90°].
Pour l’angle d’incidence φinc = 45°, les interactions spéculaires entre les deux
frontières sont alors les suivantes,
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petit disque → grand disque,
partie exacte → partie asymptotique,
grand disque → petit disque,
partie asymptotique → partie exacte.
La taille moyenne des arêtes du maillage du petit disque est de 6mm, ce qui
correspond à un maillage en λ/5. Le maillage est alors constitué de 540 degrés
de liberté électriques. Le nombre de sources pour le procédé de rayonnement
asymptotique est donc également de 540. L’angle du demi-cône de rayonnement
du GRE a été fixé à 70° et 2442 rayons ont été lancés, avant surdiscrétisation (anti-
aliasing) éventuelle des tubes.
La SER bistatique obtenue est présentée figure 12.5. On observe une très bonne
concordance au niveau de la SER pour l’ensemble des angles d’observation. La SER
obtenue par la méthode asymptotique est également très proche de la SER obtenue
par la méthode exacte dans la zone de forte interaction entre les deux éléments du
cas test. Les résultats de la méthode asymptotique sont moins bons pour les angles
compris entre -60° et 0°, c’est-à-dire dans la zone d’ombre réfléchie de la plaque,
contrairement à la méthode hybride.
12.2.3.2 Interaction double entre deux disques en vis-à-vis
Dans le cas test précédent, nous avions des interactions simples entre les deux
objets. Le second cas test, figure 12.6, est constitué de deux disques de diamètre
3λ et 12λ, placés en vis-à-vis de façon à présenter spéculairement, pour une onde
incidente d’angle θinc = 90°, φinc = 20°, une double interaction entre les deux disques.
Le petit disque étant modélisé par la méthode exacte et le grand disque (ainsi que
le couplage) par la méthode asymptotique, on a les interactions suivantes,
petit disque → grand disque → petit disque,
partie exacte → partie asymptotique → partie exacte.
Les mêmes paramètres que pour que le cas test précédent ont été utilisés.
La SER bistatique (θobs = 90°, φobs ∈ [−180°, 180°]) pour cet éclairement est
présentée figure 12.7. On observe une excellente concordance entre la méthode exacte
et la méthode hybride pour l’ensemble de ces angles. L’écart autour de 90° en
polarisation φφ est probablement dû à la non-prise en compte dans la méthode
hybride du phénomène de diffraction-réflexion par le bord du grand disque vers le
petit disque.
On retrouve pour la méthode asymptotique les difficultés du cas test précédent
dans la zone d’ombre réfléchie de la grande plaque (φ ∈ [−40°, 0°]). On note
également une différence importante sur la SER dans le secteur φ ∈ [0°, 40°]. Cet
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Fig. 12.5 – SER bistatique de l’ensemble disque + plaque
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Fig. 12.6 – Géométrie test : deux disques
écart provient probablement des multiples interactions entre les deux disques et de
la sur-estimation du spéculaire triple rebond en OG-OP.
La figure 12.8 présente la SER monostatique pour les angles vérifiant θinc = 90°
φinc ∈ [−90°, 90°]. On observe, comme pour la SER bistatique, que la méthode
hybride approche très bien la SER monostatique exacte pour l’ensemble des
directions. Les différences dans les zones φinc ≈ ±90°, en dehors du domaine
angulaire intéressant de ce cas test, sont probablement dues aux phénomènes de
diffraction par le grand disque qui sont incomplètement pris en compte.
La méthode hybride permet donc d’améliorer significativement la prédiction de
la SER bistatique et monostatique de ce cas test.
12.2.3.3 Interaction entre une cavité et une plaque
Pour valider l’approche avec l’utilisation de la factorisation de la cavité et le
procédé en présence de courants magnétiques, nous avons considéré le cas test
d’une petite cavité et d’une plaque. Ce cas test, dérivé du premier, est représenté
figure 12.9. La frontière où est utilisée la méthode exacte est constitué d’une cavité
cylindrique de 3λ de diamètre et de 3λ de profondeur.
La cavité est composée d’un domaine intérieur, elle est maillée avec des éléments
de longueur moyenne 6mm. Cela conduit à un domaine intérieur constitué de 4104
degrés de liberté (dont seulement 1128 sur l’ouverture de la cavité). 5 minutes ont
été nécessaires pour le calcul dans le domaine intérieur sur un processeur Alpha
EV68 à 1.25 GHz.
Les mêmes paramètres que précédemment ont été utilisés pour le GRE (angle
d’ouverture de 70° et 2442 rayons lancés, avant surdiscrétisation) et 58h de calcul
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Fig. 12.7 – SER bistatique des deux disques
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Fig. 12.8 – SER monostatique des deux disques
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Fig. 12.9 – Géométrie test : cavité + plaque
ont été nécessaires pour l’ensemble des 4104 sources. Le calcul lié à l’onde plane
(lancer de rayons, résolution du système linéaire et calcul de la SER bistatique) a
été effectué en 90s.
Nous avons également tracé figure 12.10 la SER bistatique de l’ensemble pour
une onde incidente définie par θinc = 90° et φinc = 45°, les angles d’observation étant
définis par θobs = 90° et φobs ∈ [0°, 90°].
Tout d’abord, on s’aperçoit que la méthode asymptotique donne de bien moins
bons résultats que dans les premiers cas tests. Cela vient du fait que la cavité
cylindrique est encore moins bien prise en compte que le disque initial. Pour
le procédé hybride, on constate toujours une bonne concordance sur la SER,
principalement pour la polarisation θθ. Les écarts un peu plus importants constatés
pour les angles φ ∈ [−60°, 0°] viennent probablement de problèmes dans la prise
en compte de phénomènes de diffractions-réflexions ou de diffractions multiples en
polarisation φφ.
La méthode hybride asymptotique-exacte permet également d’améliorer la
prédiction de la SER du cas test par rapport à une méthode asymptotique.
Toutefois, dans ce cas bistatique de taille assez réduite, la méthode hybride n’est pas
intéressante du point de vue du temps de calcul par rapport à la méthode exacte
utilisée (20min).
Remarque 12.2.4 Pour le moment, nous traitons du cas où les objets sont
distincts. L’ensemble (intérieur + extérieur) de la cavité cylindrique est donc traité
par une méthode exacte. Seule la contribution de la plaque et le procédé de couplage
sont réalisés asymptotiquement.
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Fig. 12.10 – SER bistatique de l’ensemble cavité + plaque
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12.2.4 Conclusion pour les frontières disjointes
Nous avons défini une procédure hybride exacte/asymptotique pour le calcul de
la SER dans le cas de deux domaines séparés. Cette procédure a été mise en œuvre
et testée avec succès. Les interactions entre les parties traitées par une méthode
exacte et celles traitées par une méthode asymptotiques ont été correctement
prises en compte. Des écarts sur les courbes de SER ont été observés lorsque
certains phénomènes de diffraction, non pris en compte dans le procédé, étaient
prépondérants sur la signature, comme par exemples les phénomènes de diffraction
(par la frontière de la partie asymptotique) qui se réfléchissent ensuite sur la frontière
de la partie exacte. Nous allons désormais étendre ce procédé pour le cas de deux
parties de frontières avec recouvrement.
12.3 Frontières avec recouvrement
La formulation reste la même, le procédé également. Seule la gestion des
recouvrement est à intégrer dans le procédé de résolution. Les ajustements à apporter
dans les étapes décrites pour deux frontières disjointes sont détaillés ci-après.
12.3.1 Rayonnement des courants X i
Regardons d’un peu plus près les équations (12.17) et (12.18) en présence de
recouvrement. Pour deux frontières séparées, les fonctions de pondération αi et
αe correspondaient à des restrictions de domaine (elles valaient soit 0 soit 1). En
présence de recouvrement, ce n’est plus le cas : sur Λm, leurs valeurs sont comprises
entre 0 et 1. Ces pondérations sont incluses dans les matrices Zjk et les courants
surfaciques sur Λm sont dédoublés.
Les pondérations correspondent à des matrices diagonales (page 147). Les termes
de (12.17) et (12.18),
Zie
(
Z−1ee Zei
)HF
Zie
(
Z−1ee Ue
)HF
αe
(
Z
−1
ee Zei
)HF
αe
(
Z−1ee Ue
)HF
peuvent alors s’écrire ,
αiZΛiΛe
(
Z−1ΛeΛeZΛeΛi
)HF
αi αiZΛiΛe
(
Z−1ΛeΛeUΛe
)HF(
Z−1ΛeΛeZΛeΛi
)HF
αi
(
Z−1ΛeΛeUΛe
)HF
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où
ZΛiΛi = IiZ I
T
i ZΛiΛe = IiZ I
T
e
ZΛeΛi = IeZ I
T
i ZΛeΛe = IeZ I
T
e
UΛe = IeU
sont les restrictions de la matrice ZHF et du vecteur de champ incident UHF aux
fonctions test et aux inconnues situées sur Λi ∪ Λm et Λe ∪ Λm. Il apparaît donc
que seule la pondération sur αi intervient explicitement dans le procédé de couplage
avec l’asymptotique tel que nous le proposons. Le rayonnement des impacts du GRE
et de l’onde incidente déterminée par l’OG sur Λm n’est pas sujet à la pondération
par αe.
En incluant la pondération αi pour les sources situées sur Λm et pour les
rayonnements vers ces mêmes sources, il est donc possible d’utiliser en l’état le
procédé défini précédemment par le GRE. Pour le rayonnement de X i, le facteur
αi est introduit lors de l’initialisation du facteur de divergence géométrique dans le
GRE. Les valeurs du rayonnement vers les sources de Λm des courants surfaciques
obtenus sur la frontière extérieure sont également pondérées par αi lors du GRE.
Cependant, nous avons vu (section 11.2.2.2) que le GRE était imprécis pour les
interactions courtes distances et que les directions de rayonnement parallèlement au
“plan de la fonction de base” n’étaient pas prises en compte par le GRE. L’idée est
donc d’utiliser les zones de recouvrement, proches de l’ouverture de la cavité et le
plus souvent situées dans leur prolongement, pour améliorer le procédé du GRE.
Pour éviter les problèmes numériques, les courants J e
HF
sur Λm induits par les
sources X i sont déterminés directement sur le maillage équations intégrales.
L’OP nous donne une approximation haute fréquence J e
HF
= 2nˆ×He. Mais en
champ proche, le front d’onde n’est pas formé. On ne peut pas calculer le champ H
à partir du champ E en utilisant
H =
1
Z0
kˆ ×E.
Nous calculons alors directement le terme nˆ ×He par sa représentation intégrale
(3.71) pour obtenir la valeur de J e
HF
. Les sources X i étant également à support sur
Λm, la représentation intégrale s’écrit,
nˆ ×He(x) = ik
Z0
nˆ × TM i(x)− nˆ ×KJ i(x) + 1
2
J i(x). (12.31)
Nous allons utiliser cette équation directement sous sa forme variationnelle.
En effet, le rayonnement des courants J e
HF
se fait par l’intermédiaire de leur
projection Xe
HF
sur les fonctions de base, associée à un produit matrice-vecteur
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(section 12.2.1.2, équations (12.25) à (12.28)). On considère sur Λm le maillage
surfacique déjà défini pour calculer la matrice Zii dans le domaine Λi ∪ Λm.
On a alors sur Λm,
Xe
HF
j =
∫
Λm
J e
HF
(x) · φ′j(x) dΛm(x) (12.32)
= 2
∫
Λm
(nˆ ×He) · φ′j(x) dΛm(x) (12.33)
= 2
ik
Z0
∫
Λm
[
(n× T )M i] (x) · φ′j(x) dΛm(x) (12.34)
− 2
∫
Λm
[
(n×K)J i] (x) · φ′j(x) dΛm(x) + ∫
Λm
J i(x) · φ′j(x) dΛm(x),
=
[
2
ik
Z0
(n× T )Λm(Λi∪Λm)
]
j
{
M i
}
+
[
2(n×K)Λm(Λi∪Λm) +MΛm
]
j
{
J i
}
,
(12.35)
en respectant les notations matricielles relatives aux opérateurs intégraux, définies
dans la section 3.2.2.3 (page 41).
Les courants Xe
HF
j ainsi obtenus rayonnent ensuite suivant (12.28) vers les
fonctions de base de Λi ∪ Λm. Le rayonnement en champ lointain est calculé par
les formules de Stratton-Chu.
Remarque 12.3.1 Nous avons choisi d’utiliser la représentation intégrale de H
pour des raisons de simplicité. Des techniques asymptotiques permettent également
de calculer le rayonnement asymptotique en champ proche de courants (cf. [21] par
exemple).
12.3.2 Calcul de l’onde incidente
De même que précédemment, les impacts du lancer de rayons sur Λm associés
à l’onde plane incidente ne sont pas pondérés par αe. Seul le rayonnement vers les
éléments situés sur Λm doit être pondéré par αi.
Pour le calcul des courants sur le domaine extérieur créés par l’onde plane
incidente, il n’y a pas les mêmes problèmes que pour le GRE concernant
l’approximation champ lointain. La valeur du champ magnétique incident est
obtenue à partir de la valeur du champ électrique et de la direction du rayon.
L’Optique Physique (12.19) permet alors d’obtenir une approximation de la valeur
du courant surfacique.
Cependant, lorsque Λm est éclairée (au sens de la GTD) par l’onde incidente,
des courants sont “placés” sur Λm et ceux-ci rayonnent vers les éléments de Λm,
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qui peuvent donc avoir des supports non disjoints (mais sans pour autant être
superposés, les maillages étant différents).
Il est donc important de faire attention lors du calcul du rayonnement de ces
courants vers le domaine Λi ∪ Λm. On pourrait alors procéder de la même manière
que pour le GRE en projetant ces courants sur les fonctions de base associées au
maillage éléments finis utilisé pour le domaine Λi ∪ Λm.
Nous considérons dans un premier temps, pour le rayonnement vers les éléments
proches de l’impact, que la surface est plane. L’opérateur K de (12.28) est donc nul
et l’opérateur T est obtenu classiquement en utilisant la formulation singulière pour
deux éléments proches.
Le calcul du champ lointain n’est pas modifié par rapport au procédé défini pour
deux domaines séparés.
12.4 Cas tests avancés
12.4.1 Cavité COBRA
La géométrie de la cavité COBRA est présentée en annexe (A.1, page 251). Nous
avons calculé la SER monostatique de la cavité COBRA à 10 GHz par la méthode
définie précédemment. La frontière Λm correspond au premier segment de la cavité
COBRA et est représentée figure 12.11.
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Fig. 12.11 – Fonction de pondération, cavité COBRA
La cavité a été maillée en λ/8 et découpée en 8 sous-domaines. Il y a 3882
degrés de liberté au niveau des interfaces (et donc sur l’ouverture de la cavité). Pour
l’ensemble des 8 sous-domaines, l’intérieur de la cavité est constitué de 70836 degrés
de liberté. Le domaine intérieur (au sens défini dans ce chapitre, ouverture de la
cavité et recouvrement) contient 4666 degrés de liberté.
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Le calcul du GRE est très rapide : la frontière extérieure n’est pas éclairée
géométriquement au sens du GRE, seuls les termes “de champ proche” (c’est-à-dire
ceux liés au recouvrement) ne sont pas nuls.
Nous avons comparé la SER monostatique obtenue par le procédé hybride pour
les angles d’incidence φinc = 0° et θinc ∈ [0°, 90°] par pas de 0.5°, à la SER obtenue
par des mesures, par une méthode classique d’équations intégrales et par la méthode
FE-BI (Finite-Elements-Boundary Integral) couplée à un lancer de rayons (section
3.4.1 et [2]). Les différentes courbes de SER sont représentées figure 12.12.
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Fig. 12.12 – SER monostatique de la cavité COBRA
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On peut voir que l’on a un très bon accord entre la méthode hybride définie ici, la
méthode exacte basée sur les équations intégrales et les mesures. La courbe obtenue
par le procédé hybride FE-BI / lancer de rayons est assez loin des autres courbes
pour les incidences fortes. Il s’agit probablement d’effets dus à la formulation ainsi
que d’un phénomène de dispersion numérique, l’intérieur de la cavité étant constituée
d’un très grand nombre de couches d’éléments finis volumiques.
Le tableau 12.2 récapitule les temps de calcul obtenus pour calculer cette SER
monostatique par équations intégrales et par le procédé hybride. Le temps de calcul
a été réduit d’un facteur 2 avec le procédé hybride par rapport à la résolution directe
par équations intégrales, qui utilisait une discrétisation de la cavité COBRA similaire
(sans sous-structuration à l’intérieur de la cavité).
L’étape la plus coûteuse dans la résolution directe par équations intégrales est
la factorisation LU de la matrice, le temps de calcul pour un angle d’incidence est
ensuite très faible.
Pour notre procédé hybride, l’utilisation de la sous-structuration diminue de
façon très importante le temps de résolution du problème à l’intérieur de la cavité
(6h avec 8 domaines comparativement à 45h pour un problème à peu près équivalent
sans sous-structuration) ainsi que la consommation de ressources mémoires (3Go
contre près de 37 Go). L’approximation haute fréquence du rayonnement par le
procédé de GRE est très rapide car le rayonnement vers la frontière extérieure se
ramène à un calcul sur le recouvrement. Enfin, le temps de résolution du problème
lié à l’onde incidente dépend linéairement du nombre de directions d’éclairement. La
partie la plus coûteuse actuellement (car il est possible de l’optimiser) est le calcul
de la contribution des courants de la frontière extérieure sur la frontière intérieure.
Tab. 12.2 – Comparaison des temps de calcul pour la cavité COBRA
Equations Intégrales Méthode hybride
Assemblage 2.3h Factorisation de la cavité 6h
Factorisation LU 45.3h Rayonnement par le GRE 0.2h
Temps de résolution (par angle) 25s Calcul asymptotique (par angle) 400s
Temps de résolution (global) 2.5h Calcul asymptotique (global) 21h
Total 50h Total 27h
12.4.2 Cavité COBRA avec fuselage
La géométrie du cas test de la cavité COBRA avec fuselage est décrite en annexe
(A.3, page 253) : il s’agit du cas canonique de la cavité COBRA incluse dans un
fuselage. Cette géométrie est représentative des problèmes industriels pour lesquels
ces travaux ont été effectués. Sa SER a été étudiée pour la fréquence de 10 GHz.
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La cavité COBRA a été maillée avec des éléments de longueur moyenne λ/5
(6mm). Elle a été sous-structurée avec 7 domaines intérieurs. Le raccord entre
l’ouverture de la cavité et le fuselage est une zone complexe et de petite taille,
qui ne se prête pas à la résolution par une méthode asymptotique (figure 12.13).
Aussi, un domaine a été rajouté à l’extérieur de la cavité afin de prendre en
compte ce raccord par la méthode exacte. La cavité est donc constituée de 8 domaines
“intérieurs” (figure 12.14). Le domaine de recouvrement Λm est défini autour de cette
ouverture et a une largeur de 10mm, soit environ λ/3.
Le temps de calcul nécessaire à la factorisation de ces 8 domaines est de 1h20.
La frontière Λi ∪ Λm (soit l’ouverture de la cavité et la zone de recouvrement) est
composée de 5078 degrés de liberté.
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Zone de raccord
entre la cavité
et le fuselage
(a) Zone de raccord entre la cavité et le
fuselage
Y
X
Z
(b) Ajout d’un domaine à la cavité
Fig. 12.13 – Prise en compte de la zone de raccord entre la cavité et le fuselage
X
Y
Z
Fig. 12.14 – Maillage de la cavité COBRA avec fuselage et de la zone de
recouvrement à 10 GHz
235
Chapitre 12. Couplage 3D exact / asymptotique
Le calcul du GRE, effectué donc pour 5078 sources, est dans ce cas le point le
plus coûteux du procédé. L’ouverture du demi-cône de rayonnement a été fixée à 85°
ce qui correspond à peu près à l’angle d’ouverture faisant la jonction avec la fin du
recouvrement (le terme de rayonnement associé au recouvrement est pris en compte
séparément) et la discrétisation choisie a été de 2562 rayons, avant surdiscrétisation
éventuelle des tubes pour respecter les critères géométriques et électromagnétiques
des tubes de rayons.
La figure 12.16 montre la SER bistatique obtenue pour l’onde plane incidente
définie par θinc = 70° et φinc = 0°, et pour les directions d’observation définies par
θobs ∈ [0°, 90°] et φobs = 0°. Les résultats de la méthode hybride sont comparés à des
résultats obtenus par un code multipôle. Pour cette incidence, le couplage entre la
cavité et le fuselage est important (figure 12.15). On peut voir que l’on obtient une
SER proche de la SER obtenue par la méthode multipôle.
Y X
Z
θinc = 70°
Fig. 12.15 – Interactions entre la cavité et le fuselage
La figure 12.17 représente la SER monostatique obtenue pour les directions
incidentes définies par θinc ∈ [0°, 90°] par pas de 0.5° et φinc = 0°. La SER obtenue
par le procédé hybride est comparée à la SER obtenue par un code multipôle (résidu
de 10−3) (cf. section 3.3.1).
Le fort couplage entre la cavité COBRA et le fuselage a lieu pour les angles
θ compris entre 30° et 90°. On retrouve dans les courbes de SER les interactions
entre le fuselage et la cavité pour les deux méthodes. Les niveaux de SER sont très
proches.
Il faut noter que ce cas test n’est pas adapté au traitement par une méthode
multipôle. Tout d’abord, la géométrie du cas JINA est une surface “ouverte”. Il n’est
donc pas possible d’utiliser une formulation CFIE pour la méthode multipôle. La
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Fig. 12.16 – SER bistatique du cas COBRA + fuselage
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Fig. 12.17 – SER monostatique du cas COBRA + fuselage
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formulation EFIE, même préconditionnée par une méthode SPAI, peine à converger
en particulier dans le cas présent où le fuselage et la cavité sont des formes résonantes,
ce qui est très pénalisant pour la méthode, en particulier pour les calculs de SER
monostatique. Afin d’accélérer la convergence de la méthode multipôle pour calculer
la SER monostatique en éliminant les possibilités de résonances internes du fuselage,
le disque à l’arrière du fuselage a été retiré dans les calculs présentés à la figure 12.17.
Les temps CPU nécessaires à ce calcul monostatique sur un processeur Alpha
EV68 à 1.25 GHz pour les deux méthodes sont récapitulés dans le tableau 12.3. La
plus longue étape de la méthode multipôle est la résolution itérative pour chacune
des ondes incidentes. Au total, le temps de calcul nécessaire a été de 1723h. Pour le
procédé hybride, l’étape la plus longue est le rayonnement asymptotique des courants
sur l’ouverture de la cavité (qui peut être optimisé). Au total, le temps nécessaire
pour ce calcul asymptotique est de 343h, soit environ 20% du temps du calcul
multipôle.
Tab. 12.3 – Comparaison des temps de calcul pour la cavité COBRA avec fuselage
Méthode Multipôle Méthode hybride
Assemblage matrice proche et
calcul du préconditionneur SPAI
2h
Factorisation de la cavité 1h20
Rayonnement par le GRE 272h
Temps de résolution (par angle) 9.5h
Calcul asymptotique (par angle) 23min
Calcul asymptotique (global) 70h
Total 1723h Total 343h
12.5 Conclusion
Nous avons défini une méthode d’hybridation exacte/asymptotique performante.
Celle-ci repose sur une décomposition de frontière, l’utilisation d’une méthode exacte
pour la prise en compte de la cavité et d’une méthode asymptotique pour traiter
le reste de l’objet. Un fort couplage est réalisé entre ces deux parties. Nous avons
calculé pour cela l’approximation haute fréquence du rayonnement des courants
élémentaires par l’intermédiaire d’un GRE 3D.
Les résultats numériques obtenus sont satisfaisants. Ils montrent une bonne
prise en compte des différents parties de frontière définies ainsi que leur couplage
réciproque.
Certains phénomènes de diffraction, modélisés par les méthodes asymptotiques
usuelles, ne sont pas pris en compte dans notre procédé hybride. Ainsi, nous
tenons compte du couplage entre les sous-domaines, des diffractions liées à la
frontière traitée exactement, des diffractions directes liée à la frontière traitée
asymptotiquement. Cependant, les diffractions par la frontière “asymptotique”
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interagissant avec la frontière “exacte” ainsi que les diffractions multiples ne sont
pas prises en compte.
Par ailleurs, afin d’améliorer l’efficacité du procédé hybride, il serait intéressant
d’optimiser fortement le calcul du rayonnement des impacts de tube sur la frontière
extérieure vers les éléments de la frontière intérieure.
Un des avantages de cette méthode est de ne pas restreindre la méthode exacte
à la cavité. En effet, il est possible d’inclure une éventuelle irrégularité dans le
domaine intérieur (comme cela a été fait dans le cas du COBRA avec fuselage).
Cela peut se faire en ajoutant un tronçon à la cavité ou bien en étendant la zone
exacte à l’extérieur de la cavité. Ceci n’est pas possible par une méthode de type
FE-BI couplée à un lancer de rayons. Cet avantage permet d’envisager d’étendre
cette méthode hybride aux cas d’antennes et de protubérances, etc.
De plus, en traitant seulement la cavité et son voisinage par une méthode exacte,
nous limitons la génération d’un maillage de type éléments finis surfacique à cette
zone. La préparation de la maquette électromagnétique n’est donc pas ainsi rendue
plus complexe par rapport à un calcul découplé purement asymptotique pour le
corps de l’aéronef, et exact pour la cavité.
240
Conclusion et Perspectives
L’objectif de cette thèse était de proposer une nouvelle méthode d’hybridation
entre les méthodes exactes et asymptotiques pour calculer la signature radar d’un
missile (ou plus généralement d’un aéronef) muni d’entrées d’air.
Le problème modèle était pour cela constitué d’un objet de grande taille
contenant une cavité étroite et profonde. L’ensemble était supposé être un corps
parfaitement conducteur.
Dans la première partie, nous avons élaboré une méthode de factorisation de
la cavité par sous-structuration. Nous avons montré au niveau théorique que cette
méthode, développée pour améliorer la résolution du problème de diffraction dans la
cavité en tirant partie des particularités géométriques de celle-ci, permet également
d’éliminer les problèmes de résonance interne. De façon pratique, nous avons
également étudié la dispersion numérique introduite par cette résolution utilisant
les équations intégrales et nous avons vérifié sur de multiples tests numériques que
ce procédé s’avérait précis et performant. De plus, ce procédé permet de ramener
le problème de diffraction initial à un système d’équations posé sur l’ouverture de
la cavité et le reste de la structure, plus adapté pour une formulation efficace sur la
frontière externe de la structure.
Dans la deuxième partie, nous avons défini une méthode de décomposition de
frontière avec recouvrement afin de réduire la taille du problème obtenu et donc son
coût de résolution. Afin d’éliminer les phénomènes parasites de diffraction aux bords
des parties des frontières, nous avons introduit des fonctions de pondération dans
les zones de recouvrement. Nous avons également vérifié l’efficacité numérique du
procédé.
Dans la troisième partie, nous avons introduit dans la méthode de décomposition
de frontière précédente un procédé asymptotique pour résoudre le problème local à
l’extérieur de la cavité. Nous avons pour cela défini une méthode pour calculer
par une technique de lancer de rayons une approximation haute fréquence du
rayonnement de courants surfaciques en présence d’un objet. Nous avons vu les
détails de l’algorithme de cette méthode hybride dans le cas de deux frontières
sans, puis avec recouvrement. Nous avons obtenu des résultats numériques très
241
Conclusion et Perspectives
satisfaisants sur divers cas test, dont certains étaient représentatifs d’un missile
avec entrées d’air.
N’ayant fait aucune hypothèse sur la forme de la cavité et sur ses liens avec
le reste de la structure, cette méthode permet non seulement d’étudier le couplage
réciproque du “corps” d’un aéronef avec une entrée d’air, mais également avec des
antennes, des jonctions, des protubérances et autres irrégularités de surfaces ...
Les perspectives peuvent se regrouper selon les quatre points suivants.
Le premier point implique une physique du problème plus complexe que celle
que nous avons considérée. En effet, nous nous sommes limités à des configurations
parfaitement conductrices. Il est possible d’étendre la méthode aux cas de structures
non parfaitement conductrices, avec par exemple la présence de revêtements ou de
diélectriques. Aucune difficulté spécifique dans la formulation ne s’y oppose, mais une
gestion complexe des degrés de liberté doit cependant être réalisée. Il est également
possible d’augmenter le nombre de domaines traités par les méthodes exactes et
de généraliser l’approche développée pour deux parties de la frontière du problème
extérieur à N parties de frontières.
Le deuxième point concerne les améliorations et optimisations informatiques. En
effet, le point le plus pénalisant actuellement du procédé hybride est le rayonnement
des courants au niveau des impacts de tubes vers l’ouverture de la cavité. Il serait très
intéressant d’optimiser fortement cette partie. Par ailleurs, le procédé est également
parallélisable, pour la résolution associée à chacun des sous-domaines de la sous-
structuration de la cavité (afin d’augmenter la section des cavités, relativement à la
longueur d’onde, pouvant être prise en compte) et lors du lancer de rayons (afin de
diminuer les temps “apparents” de calcul).
Le troisième point consiste à affiner le traitement des zones de recouvrement
par la méthode asymptotique. En effet, la technique utilisée calcule le rayonnement
dans ces zones de recouvrement en mêlant la représentation intégrale du champ et
l’optique physique. Nous pondérons ce rayonnement par une partition de l’unité afin
de réduire les phénomènes parasites de diffraction. Il serait cependant intéressant
d’étudier de façon plus précise l’approche utilisée dans cette zone de recouvrement et
éventuellement de définir une méthode plus adaptée au traitement de cette dernière.
Le quatrième point concerne une diversification des méthodes de résolution. En
effet, il est possible d’utiliser dans le domaine extérieur, après la factorisation de
la cavité, une formulation CFIE dans le cadre d’une résolution par une méthode
utilisant les multipôles. Nous avons mis en œuvre cette méthode et l’avons testée
avec succès sur différents cas test, qui ne sont pas rapportés dans cette thèse [10].
Cette méthode est donc extensible, parallélisable et évolutive. Elle permet
d’envisager le calcul de la SER d’un aéronef complet.
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Annexe A
Définition des cas tests
liés à la cavité COBRA
Afin de comparer et valider les méthodes numériques pour la résolution de
problèmes de diffraction électromagnétique, le workshop EM JINA a été créé en
1990. Ce workshop, qui a lieu conjointement à la conférence JINA, a pour objectif
de permettre aux industriels, organismes de recherche, et autres de comparer les
codes de calcul sur des cas tests définis quelques mois auparavant par un comité
scientifique.
Le cas test de la cavité COBRA a été présenté pour la première fois lors du
workshop EM JINA 1998. Depuis, de nombreuses variantes de ce cas test ont été
définies et présentées lors des workshop EM JINA suivants.
A.1 Cavité COBRA
La cavité COBRA, figure A.1, représente de façon très schématique une entrée
d’air de turboréacteur à échelle réduite.
Ce cas test a été défini de façon à tester l’efficacité et la précision des procédés de
résolution pour les cavités. Son domaine d’étude est situé dans les bandes X et Ku
et supérieures du fait de sa petite taille, les fréquences les plus couramment utilisées
pour étudier ce cas test étant 10GHz et 17GHz. A ces fréquences, le problème
est représentatif de la zone intermédiaire entre les méthodes asymptotiques et les
méthodes exactes. Des mesures ont été effectuées pour ce cas test.
A.2 Cavité COBRA avec “casquette”
La cavité COBRA précédente a été rendue plus complexe lors du workshop EM
JINA 2002 par l’ajout d’une “casquette” (figure A.2). Cette “casquette” représente
251
Annexe A. Définition des cas tests liés à la cavité COBRA
10 mm
80
m
m
35◦
18
6
m
m
100 mm
110
mm
84
m
m
x
y
z
φ
θ
Fig. A.1 – Cavité COBRA (JINA 1998)
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Fig. A.2 – Cavité COBRA avec “casquette” (JINA 2002)
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de façon schématique une interaction avec un fuselage. De fortes interactions entre
l’intérieur de la cavité et la “casquette” ont lieu. Des mesures ont également été
effectuées pour ce cas test.
A.3 Cavité COBRA dans un fuselage
Ce cas test a encore évolué lors du Workshop EM JINA 2004. La “casquette” a
été remplacée par un fuselage cylindrique (figures A.3 et A.4). Ce cas test représente
la configuration usuelle d’une entrée d’air qui se trouve incluse dans un fuselage, le
fuselage étant de taille beaucoup plus importante.
Y
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Fig. A.3 – Cavité COBRA dans un fuselage (JINA 2004)
En raison de sa taille, le cas test ne peut pas être résolu par équations intégrales
avec les méthodes directes. De plus, en raison de sa géométrie ouverte (les parois
de la cavité sont supposés uniformément minces), il n’est pas possible d’utiliser
de formulation CFIE. Les méthodes itératives, de type multipôles, ont donc des
difficultés à converger. Enfin, les méthodes asymptotiques ne peuvent pas restituer
de façon précise le comportement de la cavité dans le domaine fréquentiel considéré.
C’est donc le cas d’application typique pour l’utilisation d’une méthode hybride
comme celle développée dans cette thèse.
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Fig. A.4 – Cavité COBRA dans un fuselage, coupes (JINA 2004)
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Résumé
Cette thèse concerne la simulation numérique de la diffraction d’une onde électromagnétique
par un aéronef aérobie, modélisé par une structure de grande taille contenant une cavité profonde
et étroite. En raison de la taille et de la complexité de cet objet, les méthodes usuelles (exactes
et asymptotiques) ne peuvent s’appliquer de façon satisfaisante. Ce travail présente une nouvelle
méthode hybride exacte/asymptotique pour résoudre efficacement ce problème de diffraction. Les
méthodes développées ont tout d’abord été validées dans le cas bi-dimensionnel puis étendues au
cas tri-dimensionnel.
Tout d’abord, nous avons développé pour la cavité un procédé de factorisation frontale par
sous-structuration reposant sur une formulation par équations intégrales. Cette méthode ramène
le problème initial à un système d’équations posées sur les frontières de l’objet situées à l’extérieur
de la cavité. Ensuite, afin de réduire la taille du problème obtenu, nous utilisons une méthode
de Schwarz associée à une méthode de décomposition de frontière avec recouvrement et adaptée
pour une résolution par équations intégrales. Enfin, pour résoudre le problème local posé sur
une des frontières définies précédemment, nous introduisons une méthode asymptotique, calculant
le rayonnement des courants équivalents par un procédé de type Generalized Ray Expansion.
L’utilisation de l’algorithme précédent assure un fort couplage entre les différents domaines.
Nous avons établi mathématiquement la stabilité et la solvabilité de la méthode de factorisation
et numériquement l’efficacité des différentes étapes et de l’ensemble du procédé d’hybridation qui
a été testé sur des cas-test académiques et industriels.
Mots-clés: Modélisation électromagnétique, diffraction, cavité, équation de Helmholtz, équation
de Maxwell, équations intégrales, méthodes asymptotiques, hybridation, décomposition de
domaine, méthode de Schwarz, Generalized Ray Expansion (GRE).
Abstract
This thesis is concerned with the numerical simulation of the scattering of an electromagnetic
wave by air-breathing aircraft, represented by a deep and narrow cavity within a large perfectly
conducting structure. Due to the size and the complexity of this object, the classical methods (full-
wave and asymptotic) cannot be successfully applied. The aim of this study is to develop a new
hybrid method to solve this kind of problem. The methods have first been developed and validated
in the 2D case and then extended to the 3D case.
At first, for the treatment of the cavity, a new substructuring domain decomposition method
based on a boundary element formulation and a frontal forward substitution was developed. After
this step, the remaining equations are set on the aperture of the cavity and the rest of the boundary
of the structure. Next, to reduce the size of the resulting external problem, we use a Schwarz
method associated with an overlapping boundary decomposition well-suited for the boundary
integral equations. Finally, for the part of the boundary that does not cover the aperture of the
cavity, we introduce an asymptotic method, based on the radiation of equivalent currents by a
Generalized Ray Expansion process. The use of the previous algorithm ensures a strong coupling
between the subdomains.
We have mathematically established the stability and solvability of the cavity factorization
method. We have also numerically demonstrated the efficiency of these three elementary steps and
of the whole hybridization process.
Keywords: Electromagnetic modeling, scattering, cavity, Helmholtz equation, Maxwell equation,
integral equations, asymptotic methods, hybridization, domain decomposition, Schwarz method,
Generalized Ray Expansion (GRE).
