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Abstract 
Fouling of calcium sulphate is commonly observed in industrial heat exchangers and 
desalination membranes. The build-up of a fouling layer can reduce plant efficiency by a 
considerable extent resulting in higher energy demand, carbon footprint, and cost of 
operation. Traditional fouling mitigation methods are effective, but require maintenance 
downtime and use of hazardous chemicals. This project is aimed at exploring a novel 
approach in mitigating fouling through the addition of porous silica particles, which can help 
control the crystallisation process of calcium sulphate. Silica particles are a practicable 
alternative to traditional methods due to their low cost of production, tractability, and low 
environmental impact. 
The crystallisation of calcium sulphate is investigated using two primary experiments. The 
first experiment investigates the crystallisation of calcium sulphate inside a batch crystalliser. 
The progress of crystallisation is tracked online by measuring the variation of the solution’s 
electrical conductivity in time, while the final crystal size distribution is measured externally 
using laser diffraction. The crystallisation process is modelled using the population balance 
equation, which considers the evolution of the crystal size distribution in time in the presence 
of nucleation, growth, agglomeration, and breakage. The model is solved numerically using 
the method of classes. 
Experiments show that porous particles can reduce the crystallisation induction time by 
enhancing the rate of homogeneous nucleation. Comparison between porous particles of 
various pore diameters and silica nanoparticles reveal that the pore volume is the significant 
parameter in nucleation enhancement (more so than pore diameter or surface area). 
Furthermore, gas sorption measurements showed a decrease in available pore volume, 
indicating that pores are blocked during crystallisation. Population balance modelling 
suggests that the confined space of the pore increases nucleation by increasing the frequency 
of collision between free ions. Pore deactivation is modelled through heterogeneous 
nucleation. The surface chemistry of the particles was functionalised to further enhance the 
pores’ effect on nucleation. Amine functionalisation was observed to decrease the nucleation 
induction time by 26% at a loading of 0.1 mg/gsoln, whereas TAAcOH functionalisation was 
observed to increase nucleation induction time by a six-fold at a loading of 0.5 mg/gsoln. 
The second experiment investigates the surface crystallisation of calcium sulphate in the 
presence of continuous flow. The deposition of calcium sulphate crystals is measured using a 
microscope camera and a quartz crystal microbalance (QCM), which is capable of measuring 
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the deposited mass in real-time by using a piezoelectric sensor. Measurements of surface 
crystallisation take place in a customised in-house designed flow cell that contains the QCM 
sensor. Raw QCM data (depicting complex frequency shifts) were translated into mass using 
an equivalent circuit model. A novel equivalent circuit equation was developed for the unique 
QCM data observed during the flow experiment. Together with imaging data, the model was 
used to calculate nucleation, growth, and mechanical properties of the crystals. The stiffness 
of the crystal was found to decrease with decreasing supersaturation. 
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 Chapter 1. Introduction 
Crystallisation fouling is a classic chemical engineering problem that remains a central 
challenge to this day. In most power and chemical plants, water is extensively used as a 
cooling utility since it is cheap, abundant, safe, and an effective heat carrier. Water in its 
natural state contains dissolved inorganic minerals (ions) whose solubility is sensitive to 
temperature. Concentration and temperature changes experienced by the water result in 
mineral precipitation (fouling) in the form of limescale. The formation of limescale is a 
process by which salts such as calcium carbonate, magnesium carbonate, calcium sulphate, 
and magnesium sulphate crystallise on surfaces essential to the operation of a unit, thereby 
impeding heat and mass transfer. This is commonly observed in heat exchangers, where 
cooling water is heated forcing limescale precipitation on the walls of the heat exchanger 
tubes.
1
 Accumulation of limescale reduces heat transfer efficiency and hinders the flow 
through the heat exchanger. The consequence of such fouling is increased cost of operation, 
longer maintenance, and a high carbon footprint.
2
 Several studies in literature report that 
costs associated with heat exchanger fouling are as high as 0.2% of a country’s gross national 
product, 25% of which is due to crystallisation fouling alone.
3,4,5
 
In particular, calcium sulphate has received much attention in fouling investigation studies. 
Calcium sulphate fouling is widely observed in desalination membranes, where its 
concentration can build up inside the membrane beyond its solubility limit. This results in a 
significant decrease of the membranes permeability, once again leading to poor efficiency 
and high cost of operation. Extensive literature has been published on the deposition 
mechanism of calcium sulphate in both reverse
6,7
 and forward
8
 osmosis membranes. Gypsum 
(calcium sulphate dihydrate) fouling has also been reported in agricultural drainage water
9
, 
industrial evaporators
10
, and cooling water plate heat exchangers
11,12
. The abundance of 
calcium sulphate in utility water and its tractable physical properties make it a good model 
compound for crystallisation fouling research. 
Several methods, both online and offline are employed to minimise heat exchanger fouling. 
Typically, deposited layers can be mechanically removed during plant maintenance with high 
pressure water jets, or by simply scraping the deposit off manually. The effectiveness of these 
methods depends on the accessibility of the fouled surfaces. An online mechanical cleaning 
approach involves the installation of rotating blades which continually scrape the heat 
exchanger wall. Much work is being done on scraped surface heat exchangers (SSHE), 
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optimising the rotational speed and radius of the blades, characterizing flow patterns in the 
presence of blades, and the associated the scraping mechanism to the stream flow 
regimes.
13,14
 Chemical agents are also commonly used in industry to treat fouled surfaces 
through the ‘fill and soak’ approach. The cleaning agent is specific to the nature of the 
deposited fouling material and the sensitivity of the heat exchanger wall. Acids such as 
inhibited hydrochloric acid (HCl, with protective organic additives) or 
ethylenediaminetetraacetic acid (EDTA) are suited to calcium or magnesium deposits, and 
are also compatible with copper and nickel surfaces.
15,16
 All of the aforementioned traditional 
techniques carry significant disadvantages. Mechanical treatments involve maintenance and 
down-time costs to remove deposition, while acid chemical treatments shorten the life 
expectancy of the heat exchanger tubes. 
Today, several novel approaches are being researched as alternatives to traditional fouling 
mitigation methods. New anti-fouling methods are designed to tackle the fouling problem in a 
more effective and economic manner.
17
 One such approach is electronic anti-fouling systems 
(EAF). EAF induce ion precipitation through the application of oscillating electric fields. 
Before entering the heat exchanger, the foulant-containing flow passes through a coil 
conducting an alternating electric current. Much like a solenoid, the coil generates a magnetic 
field which oscillates in time. The current is controlled to oscillate in a square wave pattern at 
a frequency of 500 Hz, at a current of 0.2 A.
18
 As suggested by Faraday’s law the oscillating 
magnetic field induces an electric field within the pipe carrying the flow, which in turn 
promotes homogeneous nucleation of crystals. Although the underlying mechanism is not 
fully understood, it is believed that the fluctuations in the electric field can push ions together 
and force nucleation in the bulk rather than on surfaces. Studies investigating EAF systems 
have reported up to 15% reduction in fouling resistance.
19,20
 
A surface treatment approach to fouling mitigation is becoming increasingly popular. 
Extensive work has been done in coating heat exchanger walls with very thin layers (between 
20 and 500 nm) which reduce adhesion between the surfaces and fouling material. Various 
coating materials have been explored; particular success has been reported with nickel 
phosphorus polytetrafluoroehylene (PTFE)
21
, nickel copper PTFE
22,23
 and more recently with 
titanium dioxide (TiO2)
24
. Deposition of the layer is typically done by low vacuum vapour 
deposition techniques, a process which typically lasts a several minutes, depending on layer 
thickness. The coating layer is designed to change the surface’s roughness, topography, and 
wettability. High hydrophobicity has been reported by exposing the TiO2 coating to UV light, 
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producing contact angles has high as 92° with water droplets.
25
 The coating itself is shown to 
both reduce and improve the heat transfer across the heat exchanger wall depending on the 
thickness of the coating layer. However, the layer dramatically reduces the surface free 
energy of the heat exchanger wall by as much as 50%, thereby inhibiting the formation of 
foulant crystal nuclei. The method exhibits great success in mitigating calcium carbonate 
fouling, maintaining a value close to that of the clean heat transfer coefficient for up to fifty 
times longer than an untreated surface. Despite the method’s promising results, it entails a 
considerable financial investment when coating large surface areas.
26
 
Several studies investigate the mitigation of fouling with particles. Introducing fluidised 
particles to heat exchanger streams which impact fouled surfaces and mechanically removed 
deposited layers. The technique is limited in the sense that only high flowrates, about 3 m/s, 
provide sufficient energy for the particles to effectively remove fouling upon collision. 
Stainless steel, glass, or clay particles with diameters of several millimetres are added to the 
flow in a fluidised bed configuration and allowed to flow through the heat exchanger tubes, 
after which they are separated by sedimentation. Particles have been observed to promote 
turbulence in the flow and increase heat and mass transfer to and from the heat exchanger 
walls.
27
 Mechanical removal of deposited layers has been extended to micron sized particles 
as well.
28,29
 
This project is aimed at exploring a novel fouling mitigation method that introduces highly 
porous silica particles to the stream of mineralised water. The use of such particles has found 
applications in production of diffraction grade protein crystals
30
 and loading of active 
pharmaceutical ingredients.
31
 Mesoporous particles can act as nucleating enhancing 
substrates that reduce nucleation induction time. The large surface area and available pore 
volume of the particles are hypothesized to have a significant effect on the nucleation of 
crystal by promoting homogeneous nucleation (nucleation in the bulk) in the bulk of the 
liquid, or diverting crystallisation from the heat exchanger walls to their own surfaces. Silica 
particles are commonly synthesized using surface template guided sol-gel reactions. 
Properties such as pore diameter, pore shape, particle size, and particle shape can be 
controlled by the type of surfactant used as templates and the addition of additives. 
Furthermore, the surface chemistry of these particles can be modified through silane 
functionalisation reactions, which may enhance the effect of the particle pores on 
crystallisation.
32
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Particles are expected to affect the crystallisation of fouling materials in a passive manner (no 
external stimulation), making them a cheaper and environmentally friendly alternative to 
other fouling mitigation techniques. The ultimate project goal is to provide a low cost, 
reliable, and safe solution to heat exchanger crystallisation fouling. This goal is to be 
achieved by fulfilling the following primary objectives. 
Objectives 
 Develop experiments which investigate and compare the effects of various silica 
particles on crystallisation. 
 Develop mathematical models that describe the effect of the silica particles on the 
crystallisation process (which support experimental data). Mathematical models are 
used to better understand the underlying mechanisms through which particles affect 
crystallisation. 
 Identify the most effective type of silica particles for crystallisation fouling 
mitigation. 
Summary 
In this study, crystallisation fouling is investigated through two experiments. In the first 
experiment calcium sulphate is crystallised in the presence of silica particles inside a batch 
crystalliser. The results of the experiment are used to compare the effect of various particle 
types. In the second experiment, calcium sulphate is crystallised on a quartz crystal 
microbalance (QCM) in flow configuration. The QCM is used to measure the nucleation and 
growth of calcium sulphate deposition in real time, as well as the mechanical properties of the 
deposited crystals. Mathematical models were developed for each of the experiments to gain 
a better understanding of the underlying governing mechanisms. The batch crystalliser was 
modelled using a population balance model that accounts for crystal nucleation, growth, 
agglomeration, and breakage. The flow QCM experiment was modelled using Mason 
equivalent circuit theory. 
Structure 
Background: Chapter 2 discusses the underlying theory which is used throughout this study. 
Analytical Methods: Chapter 3 discusses the underlying theory of the analytical techniques 
used to characterise experimental results in this study. 
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Numerical Methods: Chapter 4 summarises numerical methods used and developed in this 
study. 
Batch Crystalliser Experiment: Chapter 5 presents the experimental setup and method used 
in batch crystalliser experiment and discusses the experimental results. 
Population Balance Model Application and Experimental Agreement: Chapter 6 presents 
the population balance model developed for the batch crystallisation experiment and validates 
the models with experimental data. 
Flow QCM Experiment: Chapter 7 presents the experimental setup and method used in flow 
QCM experiment and discusses the experimental results. 
Equivalent Circuit Model Application and Experimental Agreement: Chapter 8 presents 
the equivalent circuit model developed for the flow QCM experiment and validates the 
models with experimental data. 
Conclusion and Future Work: Chapter 9 provides concluding remarks and suggests future 
work that can expand the findings of this study.  
Chapter 2. Background 
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Chapter 2. Background 
Chapter 2 presents a review of previous work and discusses the underlying theory used in this 
study. Mathematical concepts described here are derived from first principle equations with 
supplementing derivations in Appendix A. Crystallisation theory presented in Section 2.3 is 
extensively used in the population balance model discussed in Chapter 6, and QCM theory 
presented in Section 2.4 is extensively used in the equivalent circuit model discussed in 
Chapter 7. 
2.1 Properties of Electrolytic Solutions 
2.1.1 Solubility 
Solubility is the ability of a gas, liquid, or solid to dissolve another gas, liquid, or solid. In the 
case of ionised water, solubility refers to the ability of water to maintain inorganic salts (or 
ions) in a dissociated state. Water molecules have high dipole moments (hydrogen bonds), 
which can help stabilise ions through Coulombic interactions. In crystallisation, the solubility 
of a salt determines whether it remains dissociated in solution, or precipitates into a solid 
phase. 
2.1.1.1 Thermodynamics of Solubility 
Solubility is a complex process which involves a multitude of forces and molecular 
interactions; nonetheless, the ability of water to dissolve ions may be addressed quite 
elegantly through the thermodynamics of thermal equilibrium. Consider a general dissolution 
equation, 
 [𝐴𝒶𝐵𝒷]𝑠 ⇌ 𝒶[𝐴]
𝒷+
𝑎𝑞
+𝒷[𝐵]𝒶−
𝑎𝑞
 (2.1.1) 
The equilibrium between the solid state and the dissolved state is given by the product of ion 
activities, which give rise to the solubility product constant (𝐾𝑆𝑃) such that, 
 𝐾𝑆𝑃 =
𝑎[𝐴]
𝒶𝑎[𝐵]
𝒷
𝑎[𝐴𝒶𝐵𝒷]
= 𝑎[𝐴]
𝒶𝑎[𝐵]
𝒷 (2.1.2) 
Where 𝑎 is the activity of a species, which is proportional to the concentration of the ion 
through the activity coefficient 𝑎 = 𝓎𝐶. The activity of the solid is typically given as unity, 
and therefore is multiplied into the constant. The Gibbs free energy of dissolution can be 
calculated as (derivation in Appendix A.1),
33
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∆𝒢𝑜 = ∆ℋ𝑜 − 𝑇∆𝒮𝑜 = −𝓀𝑇 ln𝐾𝑆𝑃 
(2.1.3) 
 
The solubility product constant can be related to the solubility of an inorganic salt through a 
simple mass balance, 
 
𝐾𝑆𝑃 = 𝒶
𝒶𝒷𝒷𝓎[𝐴]
𝒶𝓎[𝐵]
𝒷𝐶[𝐴𝐵]
𝒶+𝒷
 
(2.1.4) 
 
The extent of solubility is determined by the thermodynamic stability of the solution. 
Deviation from this equilibrium can be considered by the difference in chemical potential of 
the solution,
34
 
∆𝓊 = 𝓀𝑇 ln 𝑎[𝐴]
𝒶𝑎[𝐵]
𝒷 − 𝑘𝑇 ln𝐾𝑆𝑃 = 𝑘𝑇 ln ((
𝐶[𝐴𝐵]
𝐶[𝐴𝐵]
𝑠𝑜𝑙)
𝒶+𝒷
) = (𝒶 + 𝒷)𝓀𝑇 ln(𝑆) (2.1.5) 
Here, the degree of saturation is defined as the ratio of the dissolved salt concentration in 
relation to its solubility, 
 
𝑆 =
𝐶[𝐴𝐵]
𝐶[𝐴𝐵]
𝑠𝑜𝑙 (2.1.6) 
When the water has dissolved as many ions as it can, the solution is considered saturated 𝑆 =
1, ∆𝓊 = 0. Below saturation the solution is considered undersaturated such that dissolution is 
thermodynamically favourable, and 𝑆 < 1, ∆𝓊 < 0. Above saturation, the solution is 
considered supersaturated and precipitation is favourable (‘negative’ dissolution), 𝑆 >
1, ∆𝓊 > 0. In crystallisation the supersaturation of the solution (𝑆) is the thermodynamic 
driving force behind all crystallisation processes. The solution strives to return to 
thermodynamic equilibrium through precipitation of ions into the solid phase.  
The solubility of most inorganic salts increases with increasing temperature (for example, 
sodium chloride and calcium chloride). However, some salts such as calcium sulphate and 
calcium carbonate exhibit the opposite relationship, referred to as inverse solubility, where 
solubility decreases with increasing temperature. The effect of temperature on solubility 
depends on whether the enthalpy of dissolution is endothermic or exothermic. Referring back 
to Equation (2.1.3), and differentiating with respect to temperature, 
Chapter 2. Background 
8 
 
 𝜕𝐾𝑆𝑃
𝜕𝑇
=
∆ℋ
𝓀𝑇2
exp (−
∆𝒢𝑜
𝓀𝑇
) (2.1.7) 
The enthalpy term controls the sign of the gradient in Equation (2.1.7); therefore, salts with 
exothermic enthalpies of dissolution exhibit inverse solubility. This can be further explained 
using Le Châtelier’s principle, where the release of energy causes an unfavourable 
temperature rise in an already hot solution. 
2.1.1.2 Solubility in Heat Exchangers 
Crystallisation fouling in heat exchangers is a direct result of variation in solubility of 
minerals in water. Mineralised water is both readily available, cheap, and widely used in 
many chemical plants as a cooling utility. The most abundant ions found in water include 
sodium (Na
+
), potassium (K
+
), magnesium (Mg
2+
), calcium (Ca
2+
), chloride (Cl
-
), carbonate 
(CO3
2-
), and sulphate (SO4
2-
). The driving force behind fouling results from the effect of 
temperature on their solubility. 
  
a b 
Figure 2.1: a. Solubility change of a standrd salt when passing through a heat exchanger. The 
increase in temperature increases the salt’s solubility. b. Solubility change of an inserve 
solubility salt when passing through a heat exchanger. The increase in temperature decerases 
the salt’s solubility causing percipitation. 
Figure 2.1a depicts the behaviour of a typical salt solution passing through a heat exchanger 
in an aqueous cold stream. The aqueous stream enters the heat exchanger at a stable 
concentration, below the saturation point or solubility of the salt. When the cold stream 
passes through the heat exchanger, the solubility of the salt in the stream increases with 
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temperature. The salt remains in the domain of stable concentration and does not precipitate. 
In Figure 2.1b the behaviour of an inverse solubility salt is observed, where once again the 
aqueous solution enters the heat exchanger at a stable concentration. However, the heating of 
the stream pushes the concentration of the inverse solubility salt into the unstable domain 
through a region of metastability. The unstable solution is said to be supersaturated. In order 
to return to a thermodynamically stable state, excess ions must precipitate out of solution into 
the solid phase. The salt precipitation inside the heat exchanger is observed as fouling, where 
the rates of nucleation and crystal growth increase with the degree of supersaturation. 
2.1.1.3 Calcium Sulphate 
Calcium sulphate is chosen as a model compound for this study. Calcium sulphate can 
crystallise in several forms of hydrates. The stability of the hydrates varies with temperature 
as depicted in Figure 2.2.
35
 
 
Figure 2.2: Solubility of the three calcium sulphate hydrates.
35
 
The most commonly observed hydrate is calcium sulphate dihydrate, typically referred to as 
gypsum, most stable below 38°C. Dehydration of gypsum is readily observed above 63°C; it 
continuously loses water to give the anhydrous form. Gypsum can also be heated to give the 
hemihydrate form at temperatures above 107°C, further heating causes loss of water and 
produces the anhydrous form once again. Hemihydrate calcium sulphate is stable at 
temperatures higher than 200°C; however, it has been observed during the dehydration of 
gypsum to the anhydrous form (temperatures between 63°C and 107°C). Exact equilibrium 
temperatures are still debated in literature.
36
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Fouling typically comprises of calcium sulphate
37
 and calcium carbonate
38
, which have the 
solubilities of 2.1 g/l and 0.013 g/l respectively at standard temperature and pressure. 
Calcium sulphate was chosen as a model compound for two main reasons. Firstly, calcium 
sulphate is easier to detect due its higher solubility than calcium carbonate. Secondly, the 
sulphate anion is not directly affected by atmospheric carbon dioxide like the carbonate 
anion. 
The solubility of calcium sulphate can change in the presence of additional salts. In this 
study, calcium sulphate crystallisation is investigated in the presence of sodium chloride. The 
calcium sulphate-sodium chloride system has received much attention in literature as it is 
often encountered in heat exchanger fouling studies. Bock (Figure 2.3)
39
 presents solubility 
data for calcium sulphate in the presence of sodium chloride at various temperatures. This 
data is used for supersaturation calculation throughout this study. 
  
a b 
Figure 2.3: a. Effect of sodium chloride concentration on Solubility of calcium sulphate 
dihydrate at various  temperatures. b. Effect of sodium chloride concentration on Solubility of 
calcium sulphate anhydrous at various  temperatures. Quartic polynomials are fitted to the 
data.
39
 
Figure 2.3 shows that the solubility of calcium sulphate can increase significantly in the 
presence of sodium chloride. It is therefore important to account for the activity of sodium 
chloride when calculating supersaturation in calcium sulphate crystallisation experiments. 
The solubility of inorganic salts such as calcium sulphate is also heavily dependent on pH. 
The crystallisation of calcium sulphate requires free sulphate ions that exist in equilibrium 
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
0 1 2 3 4 5 6 7
S
o
lu
b
il
it
y
 o
f 
C
aS
O
4
 D
ih
y
d
ra
te
 
(g
/1
0
0
 m
l)
 
Concentration of NaCl (M) 
Dihydrate 25°C
Dihydrate 30°C
Dihydrate 40°C
Dihydrate 50°C
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
0 1 2 3 4 5 6 7
S
o
lu
b
il
it
y
 o
f 
C
aS
O
4
 
A
n
h
y
d
ro
u
s 
(g
/1
0
0
m
l 
H
2
O
) 
NaCl concentration (M)  
Anhydrous 25°C
Anhydrous 30°C
Anhydrous 40°C
Anhydrous 50°C
Chapter 2. Background 
11 
 
when dissolved in an aqueous solution. The sulphate ion is a conjugate base of the bisulphate 
ion, which is the conjugate base of sulphuric acid. Sulphuric acid carries two protons, only 
one of which deprotonates strongly. The acid’s first proton dissociates almost completely 
(𝑝𝐾𝑎 = −3); however, its second proton is considered to dissociate weakly (𝑝𝐾𝑎 = 1.95).
40
 
The following reactions describe the equilibriums of sulphuric acid in water, 
 𝐻2𝑆𝑂4 + 𝐻2𝑂 → 𝐻𝑆𝑂4
− + 𝐻3𝑂
+ (2.1.8) 
 𝐻𝑆𝑂4
− + 𝐻2𝑂 ⇌ 𝑆𝑂4
2− + 𝐻3𝑂
+ (2.1.9) 
The addition of acidic or basic species may affect the crystallisation of calcium sulphate by 
shifting the equilibrium of the second reaction. An acid increases the solubility of calcium 
sulphate as it reprotonates sulphate ions to form bisulphate ions. This reduces the 
concentration of free sulphate ions thereby reducing the effective supersaturation of the 
solution despite having the same number of free calcium ions. On the other hand, a base 
deprotonates bisulphate ions and increases the concentration of free sulphate ions. This would 
increase the effective supersaturation of the solution despite having the same number of free 
calcium ions. The dissociation constant of calcium sulphate can be used to calculate the 
concentration of free sulphate ions, 
 
𝐾𝑎 =
𝐶𝑆𝑂42−  𝐶𝐻3𝑂+
𝐶𝐻𝑆𝑂4−
 (2.1.10) 
The pH of the solution can be calculated by taking the negative logarithm of the equation 
above, 
 
𝑝𝐾𝑎 = 𝑝𝐻 − log (
𝐶𝑆𝑂42−  
𝐶𝐻𝑆𝑂4−
) (2.1.11) 
Solving equation (2.1.11) may require additional equations such as mass and charge balances 
to accommodate for multiple degrees of freedom. Figure 2.4 presents the solubility of 
calcium sulphate dihydrate at various pH conditions in the presence of sodium chloride.
41
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Figure 2.4:Effect of sodium sulphate molarity Solubility of calcium sulphate dihydrate at 
various pH.
41
 
The effect of pH is clearly observed at high sodium chloride activity, where the solubility 
curve shifts up with decreasing pH. 
2.1.2 Conductivity 
Conductivity is a measure of the ion mobility through a solvent under a force generated by an 
electric field. Typically, the conductivity (𝒦) is assumed to be proportional to the 
concentration of ions in solution, 
 𝒦 = 𝛬𝐶 (2.1.12) 
The value of the molar conductivity (𝛬) depends on the nature of the solution, the ion system, 
and intensive properties such as: temperature, density, viscosity, and permittivity. The 
behaviour of charged particles in aqueous solutions was first addressed in the work of Debye 
and Hückel
42
, which attempted to explain the non-idealities observed in ionic solution 
through the prediction of activity coefficients. The theory is derived from the Poisson-
Boltzmann equation (Equation (2.1.13)), which relates the potential of the electrostatic field 
of a charged particle to the distribution of neighbouring particles around it using Boltzmann 
statistics. 
 
∇2𝜓(𝒓) = −
1
𝜖0𝜖𝑟
∑𝓏𝑖𝑒𝐶𝑖 exp (
−𝓏𝑖𝑒𝜓(𝒓)
𝓀𝑇
)
𝑖
 
(2.1.13) 
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The Poisson-Boltzmann equation is an essential governing equation that provides a basis for 
many theories in several fields, including electron distribution in semiconductors, polymer 
confirmations, and the closely related to DLVO-theory
43
 in colloidal science. The Debye-
Hückel theory linearises the Poisson-Boltzmann equation by considering the first term of the 
exponential’s Taylor expansion, thereby reducing it to the more manageable Helmholtz 
Equation (derivation in Appendix A.1.2), 
 ∇2𝜓𝑗(𝒓) = 𝜒
2𝜓𝑗(𝒓) (2.1.14) 
Where the constant (𝜒) denotes the inverse of the Debye screening length given as, 
 
𝜒2 =
𝑒2𝒩𝐴
𝜖0𝜖𝑟𝓀𝑇
∑𝓏𝑖
2𝐶𝑖
𝑖
 (2.1.15) 
The Debye length describes the radius of a sphere where the particle’s electrostatic effect is 
still significant. Inside the definition of the Debye length is another important quantity known 
as the ionic strength, which is proportional to the square of the valency of the ions, 
 
ℐ =
1
2
∑𝓏𝑖
2𝐶𝑖
𝑖
 (2.1.16) 
The ionic strength measures the concentration of charge in solution, accounting for the effect 
of multivalent ions. For example, the ionic strength of calcium sulphate will be four times 
higher than that of sodium chloride at the same molar concentration. This quantity is 
important when calculating activity coefficients for ionic solutions and double-layer 
interactions, as it is used to account for non-idealities. 
Generally, conductivity was modelled using Kohlrausch’s law shown below, 
 𝛬 = 𝛬0 − 𝛶√𝐶 (2.1.17) 
𝛶 is an empirical constant specific to the solution. The limiting molar conductivity (𝛬0) is the 
conductivity observed at infinite dilution (ion concentration approaches zero). The limiting 
molar conductivity is calculated from the limiting molar conductivities of the individual ions 
(𝛬±
𝑠 ), and are tabulated in literature.
44
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 𝛬0 = 𝒶+𝛬+
𝑠 +𝒷−𝛬−
𝑠  (2.1.18) 
Here, 𝒶+ and 𝒷− refer to the stoichiometry of the ions in the salt. Onsager was later able to 
predict the value of constant 𝛶 based on intensive properties with considerable success for 
dilute solutions, giving rise to the well-established Debye-Hückel-Onsager equation,
45,46
 
 𝛬 = 𝛬0 − (𝛶𝐴 + 𝛶𝐵𝛬
0)√𝐶 (2.1.19) 
Where 𝛶𝐴 is given as, 
 
𝛶𝐴 =
(𝓏+ + |𝓏−|)𝑒
2𝒩𝐴
6𝜋𝜂
√
2𝑒2𝜌𝑙𝒩𝐴
𝜖0𝜖𝑟𝓀𝑇
(𝒶+𝓏+
2 +𝒷−𝓏−2) (2.1.20) 
And 𝛶𝐵 is given as, 
 
Υ𝐵 =
(𝓏+|𝓏−|)𝑒
2
24𝜋𝜖0𝜖𝑟𝓀𝑇
(
2𝓆
1 + √𝓆
)√
2𝑒2𝜌𝑙𝒩𝐴
𝜖0𝜖𝑟𝓀𝑇
(𝒶+𝓏+
2 +𝒷−𝓏−2) (2.1.21) 
Where, 
 
𝓆 =
𝓏+|𝓏−|
𝓏+ + |𝓏−|
(
𝛬+
𝑠 + 𝛬−
𝑠
𝓏+𝛬+
𝑠 + |𝓏−|𝛬+
𝑠 ) (2.1.22) 
The Debye-Hückel-Onsager equation is used today to relate the ion concentration of a 
solution to its conductivity. Although the equation works well for single salt systems, the 
conductivity of salt mixtures is still difficult to predict with high accuracy.
47,48
 It is generally 
accepted that the conductivity and concentration are linearly related over small ranges of 
concentrations. Figure 2.5 compares experimentally measured conductivities of salts used in 
this study with the Debye-Hückel-Onsager equation. Where possible, conductivities were 
also compared to data obtained from literature. 
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a b 
Figure 2.5: a. Comparison between experimentally determined conductiveties and the Debye-
Hückel-Onsager (equation (2.1.19)) and values from literature.
49,50
 b. Variation of 
conductivity with increasing calcium sulphate concentration in 92.4 mM sodium chloride. 
Data is determined experimentally exhibits a linear relationship (R
2
=0.990). 
 Figure 2.5a shows that the relationship between concentration and conductivity is linear over 
the tested concentration although the Debye-Hückel-Onsager equation itself is non-linear (as 
suggested in Equation (2.1.12)). In this study, the conductivity of calcium sulphate and 
sodium chloride mixtures are used to determine the progress of crystallisation. Figure 2.5b 
depicts the variation of calcium sulphate concentration in the presence of sodium chloride. 
Once again, the relation between concentration and conductivity is linear. Even if the 
concentration of both salts were to change, the conductivity will change linear as long as the 
range of the conductivity change remains small. 
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2.2 Continuity Equations 
Conservation is a key element in all physical processes in nature. Quantities such as mass, 
energy, momentum, and charge all follow the same continuity equation, which describes 
movement through an infinitesimal control volume. Since many of the mathematical models 
used in this study are based on the continuity equation, it is appropriate to briefly address its 
general form. The general form of the continuity equation for the conservation of quantity 𝛹 
is given as,  
 𝜕𝛹
𝜕𝑡
+ ∇ ∙ 𝚽 = 𝑅 (2.2.1) 
The term 𝛹 can be either a scalar or a vector field depending on the nature of the physics 
described by the equation. The first term describes the accumulation of quantity 𝛹, whereas 
the second term describes the flux 𝚽 of quantity Ψ through the surface of the control volume.  
The term 𝑹 accounts for further sources and sinks (generation or consumption) inside the 
control volume. Several familiar governing equations can be derived from the continuity 
equation; for example, Newton’s second law can be derived through conservation of 
momentum (𝜌𝒗), 
 
𝜌
𝜕𝒗
𝜕𝑡
+ ∇ ∙ 𝒔 = 𝑭 (2.2.2) 
Here 𝒗 is the velocity (vector field), 𝒔 is a stress tensor operating on the control volume, and 
𝑭 represents any additional body forces (for example, gravity). In the case of a moving field, 
the equation of continuity must account for the movement of the control volume with respect 
to an external coordinate system. Equation (2.2.3) is modified to accounted for the moving 
field, 
 𝜕𝛹
𝜕𝑡
+ ∇ ∙ (𝒗𝛹) + ∇ ∙ 𝒔 = 𝑭 (2.2.3) 
This equation is a general case of Cauchy’s law of motion, where the second term is known 
as convection of quantity 𝛹 through velocity field 𝒗. The Navier-Stokes equation is an 
example of Cauchy’s law of motion where the stress tensor is defined by the fluid’s viscosity. 
The general form of the Navier-Stoke’s equation is,51 
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 𝜕(𝜌𝒗)
𝜕𝑡
+ ∇ ∙ (𝜌𝒗 ⨂ 𝒗) = ∇ ∙ 𝒔 + 𝑭 (2.2.4) 
Here 𝒗 ⨂ 𝒗 is the dyadic multiplication of the velocity field with itself. Equation (2.2.4) 
depicts the conservation of momentum. This equation is typically solved together with the 
conservation mass equation, 
 𝜕𝜌
𝜕𝑡
+ ∇ ∙ (𝜌𝒗) = 0 (2.2.5) 
The stress tensor for a compressible fluid is given as, 
 𝒔 = −𝛻𝒑 + 𝛻 ∙ (𝜂(𝛻𝒗 + (𝛻𝒗)𝑇)) + ∇(−𝜂𝐵∇ ∙ 𝒗) (2.2.6) 
The first term describes normal mechanical pressure, the second term viscous deformation, 
and the third term viscous deformation due to volume change. For an incompressible fluid the 
accumulation term (first term in Equation (2.2.5)) is zero, showing that the divergence of the 
velocity field is zero. This reduces Equation (2.2.4) to, 
 
𝜌
𝜕𝒗
𝜕𝑡
+ 𝜌𝒗 ∙ (∇𝒗) = ∇ ∙ 𝒔 + 𝑭 (2.2.7) 
When a fluid is considered incompressible, the bulk viscosity term becomes negligible and 
the stress tensor is simplified to, 
 𝒔 = −𝛻𝒑 + 𝛻 ∙ (𝜂(𝛻𝒗 + (𝛻𝒗)𝑇)) (2.2.8) 
The governing equations of heat and mass transfer are equivalent, and can be obtained from 
the continuity equation using the same derivation. Heat can be transferred in three ways, 
conduction, convection and radiation. This study is only concerned with convection and 
conduction. Referring back to Equation (2.2.1), the following continuity equation conserves 
the energy of a control volume, 
 
𝜌𝒸𝑝
𝜕𝑇
𝜕𝑡
+ 𝜌𝒸𝑝∇ ∙ (𝒗𝑇) + ∇ ∙ 𝚽 = 𝓡 (2.2.9) 
The equation describes the evolution of a scalar temperature field, given a vector velocity 
field 𝒗 (convective term), heat flux 𝚽 (conduction term), and heat source or sink 𝓡. The heat 
is proportional to the temperature gradient as described by Fourier’s law, 
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 𝚽 = −𝓀𝐶∇𝑇 (2.2.10) 
Substituting this back in Equation (2.2.9), the heat transfer equation is, 
 
𝜌𝒸𝑝
𝜕𝑇
𝜕𝑡
+ 𝜌𝒸𝑝∇ ∙ (𝒗𝑇) − 𝓀𝐶∇
2𝑇 = 𝓡 (2.2.11) 
The mass transfer equation is written in the same manner, only now mass concentration is 
conserved, and mass flux represents diffusion using Fick’s first law, 
 𝚽 = −𝐷𝛻𝐶 (2.2.12) 
Where 𝐷 denotes diffusivity. The mass transfer equation is given as, 
 𝜕𝐶
𝜕𝑡
+ ∇ ∙ (𝒗𝐶) − 𝐷∇2𝐶 = 𝑹 (2.2.13) 
where 𝑹 represents generation or consumption of matter, typically through a chemical 
reaction.
52
 
 
2.3 Crystallisation Theory 
Crystallisation is the formation of an ordered solid from a melt, solution, or vapour. In the 
case of inorganic salts, crystallisation is driven by the supersaturation of the salt solution 
(Equation (2.1.6)). Crystallisation is composed of several processes which occur 
simultaneously, including birth, growth, agglomeration, and breakage. Crystal birth is known 
as nucleation, and is a process in which dissolved ions combine to form a stable solid 
nucleus. Once a crystal nucleus is born it begins to grow. Growth can span over several 
orders of magnitude, since crystals nucleate at nanometric scales and grow to millimetric 
scales. As crystals continue to grow, they may agglomerate to form larger clusters, or break 
into smaller crystals. This section addresses the kinetics of the four aforementioned 
crystallisation processes and how they combined in a single governing population balance 
equation. Mature crystals can undergo a fifth crystallisation process known as Ostwald 
ripening. During ripening crystals can grow in the absence of supersaturation as smaller 
crystals re-dissolve and redeposit onto larger crystals. In this study the ripening is assumed to 
be negligible since crystals growth is dominated by supersaturation. 
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2.3.1 Population Balance Equation 
A crystal population balance equation (PBE) is a type of integro-differential equation which 
governs the size distribution of a crystal population.
53
 The equation can be used to combine 
all processes of crystallisation in a single mathematical model. The PBE is not restricted to 
crystallisation and can be applied to any system of discrete particles in a continuous medium. 
Some other fields of study which use PBE include aerosol dispersions, fluidised bed reactors, 
and bubbles in an aeration tank. The general PBE is given by Equation (2.3.1). 
 𝜕(𝑉𝑛)
𝜕𝑡
+ ∇ ∙ (𝑮(𝑉𝑛)) +𝒜(𝒙, 𝑡) + ℬ(𝒙, 𝑡) + 𝛿(𝒙 − 𝒙∗)𝐽(𝑡) = 0 (2.3.1) 
The first term describes the accumulation of crystals in the system, while the second term 
refers to the growth of crystals (advective term). Additional sources and sinks in the equation 
are added such as agglomeration, breakage, and nucleation respectively. In this study 
nucleation and one dimensional growth are assumed to occur simultaneously with 
agglomeration and breakage in a batch crystalliser configuration. Here 𝑛 is the population 
density (in units of 𝑚−3), which is a continuous function that describes the likelihood of 
finding a crystal of a certain size 𝒙. In this work the population balance equation is solved in 
one dimension, which can be defined in two ways for a prismatic crystal with a square base 
(Figure 2.6). As seen in Figure 2.6a, the dimension of the crystal can be defined by a 
characteristic length 𝐿𝑐 that represents the diagonal of the rectangular prism. In this case, the 
aspect ratio of 𝜐𝐹 is preserved as the crystal grows, and its volume is proportional to the cube 
of the characteristic length (𝑉 ∝ 𝐿𝑐
3 ∝ 𝑥𝐿𝑏
2). In Figure 2.6b, the base area of the crystal 
remains constant; the length of the crystal is described by the length of its lateral side. In this 
case the aspect ratio changes in time, and its volume is proportional to its lateral length 
(𝑉 ∝ 𝐿𝑐 ∝ 𝑥). 
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a b 
Figure 2.6: Two definitions of the characteristic length of a crystal. a. When maintaining a 
constant aspect ratio, the crystal’s volume is proportional to the cube of the characteristic 
length. b. When maintaining a constant base area, the volume is proportional to the 
characteristic length. 
Images of the crystals obtained experimentally (Chapter 5) resemble the growth described by 
Figure 2.6b, since they have varying aspect ratios. As a result (from this point on), the 
population density function 𝑛 will have the units of 𝑚−1, and will be accompanied by a 
constant area factor (𝐴𝑐) with the units of 𝑚
2 when performing volume and mass 
calculations.  
The PBE can be extended in several ways, for example simultaneously solved with fluid 
mechanics equations to include external coordinates
54
 as done for ice crystals by Lian et al.
55
 
and for a gas-liquid stirred tank by Buffo et al.
56
. Several authors have extended the PBE to 
include growth in two dimensions, often applied to crystallization of organic molecules such 
as glutamic acid
57
, adipic acid
58
, and hydroquinone
59
, thereby tracking the change in 
morphology of the crystal in time. 
When tracking the evolution of a particle density function in time it is imperative to monitor 
the moments of the distribution. A moment is a quantitative measure of the distribution’s 
shape as it evolves in time. The 𝑗-th moment is defined as, 
Chapter 2. Background 
21 
 
 
ℳ𝑗 = ∫ 𝑥
𝑗𝑛(𝑥) 𝑑𝑥
∞
−∞
 (2.3.2) 
Moments are widely used in statistical analysis; the zeroth moment represents the probability 
function itself (𝑗 = 0), the first moment (𝑗 = 1) represents the mean, and the second (𝑗 = 2) 
represents the variance. In a particle distribution where growth is purely lateral (the base area 
remains constant, as depicted in Figure 2.6b), the zeroth moment represents the number of 
particles in the system, and the first moment represents the total mass (unlike the case 
depicted by Figure 2.6a, where mass is represented by the third moment). The moments of 
the distribution can be used to quantify numerical errors when solving the PBE. If a 
crystallisation process is expected to affect only one of the moments, it follows that any 
deviation in the other moment is a result of numerical inaccuracies. For example, particle 
growth is expected to change only the first moment and keep the zeroth moment constant, 
while processes like agglomeration and breakage are expected to change only the zeroth 
moment keeping the first moment constant. In this work, the first moment of the crystals 
distribution is used to determine the temporal variation in system’s supersaturation. In a batch 
crystalliser, the global mass balance dictates that total amount of solute, dissolved and 
precipitated, is constant in time. 
 𝑚0 = 𝑚𝑙 + 𝑚𝑐     ∀𝑡 (2.3.3) 
At a constant volume, the amount of solute dissolved in the liquid phase can be determined 
from its concentration. The total mass of crystallised solute is given by its first moment, 
 
𝐶0𝑉 = 𝐶𝑉 + 𝜌𝑐𝐴𝑐∫ 𝑥 𝑛(𝑥) 𝑑𝑥
∞
0
 (2.3.4) 
Here 𝑉 is the volume of the solution (after solute dissolution), and 𝐴𝑐 is the constant area 
factor of the crystals. By substituting the definition of supersaturation (Equation (2.1.6)), the 
variation of supersaturation in time can be calculated using, 
 
𝑆 = 𝑆0 − 
𝜌𝑐𝐴𝑐
𝑉𝐶𝑠𝑜𝑙
∫ 𝑥 𝑛(𝑥) 𝑑𝑥
∞
0
 (2.3.5) 
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2.3.2 Nucleation 
Classical nucleation theory
60
 addresses the free energy change associated with the formation 
of nuclei. Macroscopically a solution appears to have a constant (average) density; however 
throughout the solution medium local solute densities rapidly fluctuate, enabling the creation 
of solute molecular clusters. These clusters can be considered as an intermediate phase which 
can potentially fuse into a crystal nucleus. Although solute molecules are free to diffuse in 
and out of the cluster phase, it is convenient to define a boundary phase inside which the 
density of the solute molecules is substantially higher than in the surrounding solution. The 
period of time during which clusters form into crystal is known as the induction time, and is 
extensively discussed in literature.
61,62,63
 Nucleation can be induced in two forms: primary 
and secondary. In primary nucleation dissolved species spontaneously begin to form nuclei, 
typically due to a supersaturation driving force. Secondary nucleation relies on existing 
crystals to form new nuclei.
64
 Nuclei that are formed on the surfaces of existing crystals are 
swept off due to shear stress and grow into independent crystals. In the absence of a flowing 
fluid, these nuclei would remain incorporated in their parent crystal and contribute to growth. 
Secondary nucleation can be enhanced by promoting turbulence in the solution medium. 
Turbulence increases fluid shear stress on the surface of existing crystals, which increases the 
rate of nuclei breakage. 
Primary nucleation can be classified into two categories, homogeneous and heterogeneous.
65
 
In the case of homogeneous nucleation, nuclei spontaneously form in solution without the 
assistance of a foreign substrate. Nucleation, as in many thermodynamic phenomena, entails 
the transition of a system from a less (energetically) favourable to a more favourable state. 
The driving force needed to induce nuclei formation is the supersaturation of the solute. The 
work of formation of a spherical cluster can be written in the following way (derivation at 
Appendix A.2.1). 
 
∆𝒢 = 4𝜋𝑟2𝛾 −
4
3
𝜋𝑟3𝜌𝑚𝓀𝑇 ln(𝑆) (2.3.6) 
Due to the nature of the function, there exists a maximum value of ∆𝒢, which corresponds to 
the critical free energy of the crystal, and consequently to the critical nuclei radius. The 
critical radius is given by the Gibbs-Thompson equation, 
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𝑟∗ =
2𝛾
𝜌𝑚𝓀𝑇 ln(𝑆)
 (2.3.7) 
The rate of homogeneous nucleation is often related to the Arrhenius equation, where the rate 
of nucleation is related to the free energy and temperature through the Boltzmann 
distribution. Substituting the Gibbs-Thomson equation (Equation (2.3.7)) for the critical 
radius in the modified Arrhenius equation yields the commonly accepted expression for the 
rate of homogeneous nucleation. 
 
𝐽 = 𝛽exp(−
16𝜋𝛾3
3𝜌𝑚2(𝓀𝑇)3ln2(𝑆)
) (2.3.8) 
In heterogeneous nucleation a substrate provides a surface on which nucleation can occur. 
Solute molecules adsorb on the substrate surface to form a cluster. When the cluster contains 
sufficient molecules, it can develop into a stable nucleus. Since surfaces and impurities, such 
as dust and particles, are almost always present in real systems, heterogeneous nucleation is 
far more common in nature than homogeneous nucleation. The introduction of a substrate 
reduces the energy needed to form a critical cluster, and as a result heterogeneous nucleation 
is always energetically favourable to homogeneous nucleation. Figure 2.7 depicts the 
heterogeneous nucleation of a cap shaped nucleus on a substrate. 
 
Figure 2.7: Schematic of a cluster forming on a substrate surface. 
The wetting angle represents the energy balance between the crystal-substrate, liquid-
substrate, and liquid-crystal interfaces.
66
 The interfacial energies are related to the wetting 
angle through Young-Duprée equation,
67
 
 cos 𝜃 =
𝛾𝑙,𝑠 − 𝛾𝑐,𝑠
𝛾𝑐,𝑙
 (2.3.9) 
The expression derived for heterogeneous nucleation is similar to the one derived for 
homogeneous nucleation (derivation in Appendix A.2.2). The critical free energy of 
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homogeneous nucleation is reduced by wetting angle to give the critical free energy of 
heterogeneous nucleation. 
 ∆𝒢𝐻𝑒𝑡 = 𝒻𝑉(𝜃)∆𝒢𝐻𝑜𝑚 (2.3.10) 
Where 𝒻𝑉(𝜃) is known as the Volmer function. The Volmer function is geometrically derived 
to give the expression,
68
 
 
𝒻𝑉(𝜃) =
1
4
(2 + cos 𝜃)(1 − cos 𝜃)2 (2.3.11) 
When the substrate is fully wetted by the nucleus, 𝜃 = 0° and 𝒻𝑉(𝜃) = 0; the free energy of 
heterogeneous nucleation is said to be zero. When the substrate is fully non-wetted, the 
nucleus does not touch the substrate since 𝜃 = 180° and as a result 𝒻𝑉(𝜃) = 1; the free 
energy of heterogeneous nucleation is the same as that of homogeneous nucleation. When 
𝜃 = 180° nucleation is considered homogeneous as there is no interaction with the substrate. 
Using the Arrhenius and Gibbs-Thomson equations, the rate of heterogeneous nucleation can 
be obtained, 
 
𝐽 = 𝛽exp(−𝒻𝑉(𝜃)
16𝜋𝛾3
3𝜌𝑚2(𝓀𝑇)3ln2(𝑆)
) (2.3.12) 
Equations (2.3.8) and (2.3.12) are known as the nucleation rates of classical nucleation 
theory. Despite its elegance, classical nucleation theory relies on several assumptions which 
provide a lack of consistency with experimental observations. The validity of extending the 
properties of a macroscopic crystal to its respective pre-nucleic cluster (which contains tens 
of molecules) is often brought into question. Properties such as surface tension and free 
energy of a volume do not match the nature of such small clusters, which are far better 
described by the free energy associated with individual molecules. Several authors have 
addressed this problem by providing correction factors to the Gibbs-Thomson equation and 
the effective surface tension, as it is believed that the Gibbs-Thomson equation is only valid 
for nuclei larger than 2 nm in diameter. Zeldovich introduced a correction factor which 
accounts for the decay of nuclei above critical size.
69,70
 Much attention has been directed 
towards defining the pre-exponential coefficient (𝛽) in term of physical properties. Linnikov 
discusses several equations which relate the pre-exponential factor to the critical nucleus 
radius and supersaturation.
71,72,73
 Over time, newer nucleation theories were derived to refine 
the equation of classical nucleation theory. A modification to the classical theory which has 
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received considerable acceptance is the self-consistent theory (SCT).
74
 In the self-consistent 
theory the free energy associated with the formation of a single molecule cluster is not zero, 
and thus introduces a corrected expression for the work of formation of a cluster. Most 
recently, two-step nucleation has received extensive attention as the dominating theory of 
nucleation.
75
 In two-step nucleation dense clusters are treated as a separate liquid phase rather 
than the solid crystal. Solid crystals are born inside the dense liquid phase due to ordering of 
sufficient solute molecules. This theory is successful at predicting nucleation of inorganic 
salts and large biological molecules such as proteins alike.
76,77
 The transition is modelled by 
considering two separate activation energies that must be overcome, one for each step. Since 
this study is concerned with the crystallisation of low molecular weight inorganic salts, it is 
assumed that classical nucleation theory is accurate enough to describe the rate of crystal 
nucleation. 
2.3.3 Growth 
A general theoretical growth equation has not been formalised as clearly as the equation of 
classical nucleation. Crystal growth is a complex three dimensional process which can occur 
through many different mechanisms. For example, growth is closely related to crystal 
morphology, which is of great importance in the production of pharmaceutically active 
compounds. Several authors
57,78
 have used multidimensional simulations in order to model 
crystal morphology accurately, but such models are both highly complex and computationally 
expensive. Such models take into account different surface energy associated with the 
different facets of the crystal. Gibbs proposed that the equilibrium shape of a crystal, or the 
crystal habit, is observed when the total surface energy of all of the crystal’s facets is at a 
minimum for a given crystal volume.
79
 Wulff expanded the concept of the crystal surface 
energy, and stated that the energy of a surface will be proportional to the magnitude of a 
normal vector to the surface.
80
 The vector depicts a length which originates at the point of 
intersection of all the surface normal vectors of a crystal, and extents to the centre of a 
crystal’s face. Using the two concepts introduced by Gibbs and Wulff, Strickland-Constable 
provides a derivation relating the surface tension to the chemical potential of the crystal 
(which is rather similar to the Young-Laplace equation).
81
 Several models were developed to 
describe the growth process in its simplest nature. Kossel
82
 and Stranski
83
 were the first to 
discuss surface structures, and assumed that the most reasonable way which a smooth surface 
of a crystal can grow is by a layer by layer mechanism. They began by assuming that crystal 
habit is cubic, that single molecules are hard cubelets, and that a homopolar non-directional 
Chapter 2. Background 
26 
 
attractive force is responsible for maintaining the crystal lattice. Every face of the cubelet 
molecule is capable of a bond which is associated with a certain energy denoted as ξ, and the 
number of bonds characterizes the binding energy of the molecule. 
 
Figure 2.8: Depiction of different binding types that molecules can experience through 
adsorption and diffusion on a crystal facet. 
Molecules can therefore bind to the surface in three different ways. When a new layer begins 
to form a molecule must absorb from the fluid to the crystal face, as depicted by molecule A 
in Figure 2.8. The binding energy of that molecule, referred to as ‘face-absorbed’, will be 
proportional that of a single bond and hence will simply be ξ. Similarly two molecules 
adsorbed to the surface and bound to each other will have the binding energy of 2ξ as 
depicted by molecule B. Molecules binding to an advancing surface, referred to as 
‘repeatable step’, as depicted by molecule C, will have the binding energy of 3ξ. 
The adsorption of a single molecule is associated with very weak binding energy, and 
therefore is expected to remain adsorbed on the surface for a very short time. Becker and 
Doring
84
 described the rate of desorption of a molecule is described by the Boltzmann 
distribution. Volmer expanded the theory to accommodate surface migration, where single 
molecules adsorbed to the surface is free to travel along the surface before it either bonds to a 
more stable site, or desorbs back to the fluid.
85
 By calculating the binding energy to the fourth 
nearest neighbour using a force decay (as suggested by the Leonard-Jones potential) of 𝑟−6 
along distance r, Volmer approximated that the ratio between the migration energy and 
desorption energy is 11.7kT. This corresponds to very low adsorption energy, and hence a 
short residence time on the crystal surface. Volmer predicted that an adsorbed molecule will 
take approximately 105 steps before desorbing back to the fluid, and therefore unlikely that a 
single molecule could give rise to a new layer. A more likely alternative is the adsorption of a 
collection of molecules which would together have sufficient binding energy to develop into 
a new layer. This introduced the concept of surface nucleation, where the creation of a layer 
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requires a nucleus of adsorbed molecules, which then in turn grow into new layers by the 
addition of repeatable steps. Burton et al.
86
 adapted the classical nucleation theory to describe 
the process of surface nucleation. The modified Gibbs-Thomson equation (Equation (2.3.13)) 
to surface nucleation is given below. 
 
ln(𝑆) =
𝐸𝐸𝐴𝑚
𝓀𝑇𝑟∗
 (2.3.13) 
 
𝐽𝑠𝑢𝑟𝑓 = 𝛽𝑠𝑢𝑟𝑓exp(−
𝜋𝐴𝑚𝐸𝐸
2
(𝓀𝑇)2ln(𝑆)
) (2.3.14) 
Where 𝐸𝐸  is the edge free energy of a unit length, and 𝐴𝑚 is the area of a single molecule. 
Another theory was put forth by Burton, Cabrera, and Frank (also known as BCF theory), 
which was able to account for the high crystal growth rates observed in experimental work. 
87
 
The theory proposed that crystal faces grow by a screw dislocation mechanism where a ledge 
of a height equal the Burger’s vector81 is created, and continues to grow in a spiral fashion 
(Figure 2.9a).
88
 The origin of the dislocation can arise from an external force, or develop 
from the formation of non-spherical nuclei, the spiral growth in fact the most energetically 
favourable development of a surface originating from a ledge. Burton, Cabrera, and Frank 
developed a kinetic model of spiral ledge growth of through surface diffusion (derivation in 
Appendix A.2.3). The model focuses on the growth a single facet of a crystal, and can be 
extended to predict polymorphism by assigning different growth rates to different facets. 
Assuming first order adsorption kinetics, the amount of molecules gained by a ledge will be 
governed by a mass balance depicted by Figure 2.9b. 
 
 
a b 
Figure 2.9: a. Model geometry of spiral growth (image by Smereka
89
). b. Depiction of 
adsorbed molecules mass balance proposed by BCF theory (Equation (2.3.15)) 
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The mass balance along the width of a ledge accounts for the adsorption of free molecules 
(𝐶𝑎), and desorption of adsorbed molecules, and diffusivity of adsorbed molecules on the 
surface of the ledge. 
 
𝐷
𝑑2𝐶𝑎
𝑑𝑧2
− 𝑘𝑎𝐶 + 𝑘𝑑𝐶𝑎 = 0 (2.3.15) 
It is assumed that diffusion through the edges (both ‘uphill’ and ‘downhill’) of the ledge is 
very quick, and as a result the edges remain at saturation. The mass flux at the centre of the 
ledge is assumed to be zero. These assumption are described by the boundary conditions, 
 𝑑𝐶𝑎
𝑑𝑧
|
𝑧=0
= 0 (2.3.16) 
 𝐶𝑎(𝐿𝐿/2) = 𝐶𝑎
𝑠𝑜𝑙 (2.3.17) 
The mass balance is solved analytically to give the following concentration profile (depicted 
in Figure 2.9). 
 
𝐶𝑎
𝐶𝑎
𝑠𝑜𝑙 =
𝐶
𝐶𝑠𝑜𝑙
− (
𝐶 − 𝐶𝑠𝑜𝑙
𝐶𝑠𝑜𝑙
) 
cosh (
𝑧
𝓍𝐿
)
cosh (
𝐿𝐿
2𝓍𝐿
)
 (2.3.18) 
Coordinate 𝑧 represents the distance from the centre of the ledge and 𝑥𝐿 represents the mean 
distance travelled on the ledge surface by an adsorbed molecule. The growth rate (mass flux) 
of the ledge is obtained by differentiating Equation (2.3.18) at the edge of the ledge. 
 
𝐺 = −
2𝐷
𝐿𝐿
𝑑𝐶𝑎
𝑑𝑧
|
𝑧=𝐿𝐿 2⁄
=
2𝓍𝐿𝑘𝑎
𝐿𝐿
tanh (
𝐿𝐿
2𝓍𝐿
) (𝐶 − 𝐶𝑠𝑜𝑙) (2.3.19) 
Equation (2.3.19) can be further simplified by considering the ratio between the mean 
diffusion distances and the width of the ledge. When the ledges are far enough apart (𝐿 ≫
2𝓍𝐿), the hyperbolic tangent function can be approximated using tanh (𝐿𝐿 2𝓍𝐿)⁄ ≅ 1. The 
width of ledge can be related to the supersaturation of the solution by substituting the Gibb’s-
Thompson equation for two-dimensional nucleation (Equation (2.3.13)) to give, 
 
𝐺 =
2𝓍𝐿𝓀𝑇𝑘𝑎𝐶
𝑠𝑜𝑙
4𝜋𝐸𝐸𝐴𝑚
(𝑆 − 1)2 (2.3.20) 
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Equation (2.3.20) shows that growth is related to the square of supersaturation when the 
spiral ledges are wide. If the ledges are close together (𝐿𝐿 ≪ 2𝓍𝐿), the 
approximation tanh (𝐿𝐿 2𝓍𝐿)⁄ ≅ 𝐿𝐿 2𝓍𝐿⁄  is used. 
 𝐺 = 𝑘𝑎𝐶
𝑠𝑜𝑙(𝑆 − 1) (2.3.21) 
 Here the growth rate is proportional to the supersaturation. While BCF theory predicts 
exponents between ‘1’ and ‘2’, experimental work has demonstrated that the exponent can be 
as high as ‘4’. Exponents depend on kinetics of crystallisation and nature of the crystallized 
material. Typically, growth is addressed through a general power law, 
 𝐺 = 𝑘𝐺(𝑆 − 1)
𝑞 (2.3.22) 
The growth coefficient kG is temperature dependent through the Arrhenius equation. 
Exponent q determines the kinetic order (or molecularity) of the growth reaction. Both the 
growth coefficient and kinetic exponent are obtained experimentally. The growth mechanism 
of calcium sulphate dihydrate was investigated in several studies in literature. Christoffersen 
at el. reported values of 𝑞 = 1.5~2, and 𝑞 = 1.2 at very low supersaturations (𝑆 =
1.15~1.3) in a batch crystallisation.90 The value of exponent 𝑞 is used to differentiate 
between diffusion and reaction controlled crystallisation, where 𝑞 = 1 for diffusion control 
and 𝑞 = 2 for kinetic control.91 In flow configuration, the exponent has been reported 
as 𝑞 = 2 for kinetically controlled crystallisation.92,93,94 Several authors found that size-
dependent growth mechanism is more appropriate for calcium sulphate dihydrate at moderate 
supersaturations (𝑆 = 1.8~2.8), where the grow rate is related to the mass of the crystal 
through a power law, 
 𝐺 = 𝑘𝐺(𝑚/𝑚𝑠𝑒𝑒𝑑)
𝑤(𝑆 − 1)𝑞 (2.3.23) 
Here 𝑚 is the mass of the crystal, 𝑚𝑠𝑒𝑒𝑑 is the mass of the crystal’s seed, and 𝑤 is mass or 
volume (spatial) growth exponent, which is typically reported as 2/3.
95
 This power law 
dependence shows that the rate at which the crystal growths decreases with increasing crystal 
size. 
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2.3.4  Agglomeration 
Agglomeration is a process by which several particles can combine to form a single larger 
particle, and is applied in literature to a wide range of particle processes including sintering of 
particles in the gas phase
96
, wet granulation
97
, and drying in a fluidised bed
98
.  The process of 
agglomeration is governed by inter-particular forces such as the van der Waals and 
Coulombic interactions. The dynamics governed by these forces have been discussed in 
literature through theory and simulations. A widely used model quantifying particle-particle 
and particle-wall interactions in the DLVO theory
43
, which is an extension of the Debye-
Hückel theory (Section 2.1.2). In DLVO theory the Coulombic and van der Waals 
interactions are combined in a single potential force. This model has proven useful in 
quantifying the stability of colloidal suspensions and zeta potential of a particle system. The 
extent of agglomeration also depends on flow condition of the ambient fluid around the 
particles. Turbulent flow increases the number of particle collisions, which increases the 
probability of agglomeration.
99,100
 
When considering agglomeration from a kinetic point of view, it is commonly described by 
the classical Smoluchowski approach, where two crystals join to form a single larger crystal. 
Any crystal Ω𝑥 may experience birth by agglomeration, where two smaller crystals join to 
create a crystal of size 𝑥 (Equation (2.3.24)). Death of crystal Ω𝑥 occurs when it joins with 
another particle (Equation (2.3.25)) to form a larger particle. 
 Ω𝑥−𝑥′ + Ω𝑥′ → Ω𝑥 (2.3.24) 
 Ω𝑥 + Ω𝑥′ → Ω𝑥+𝑥′ (2.3.25) 
The kinetics of a binary reaction can be written as,  
 𝒜𝑥,𝑥′ = 𝑘𝒜(𝑥, 𝑥
′)𝜆𝒜(𝑥, 𝑥
′)𝑛𝑥𝑛𝑥′ (2.3.26) 
Here 𝑛 denotes the number of particles of size 𝑥, 𝑘𝒜 is the number of crystal collisions for a 
specific reaction, and 𝜆𝒜 is the efficiency of the crystal collisions. Together they describe the 
agglomeration kernel, or frequency of successful crystal collisions that form agglomerates. 
By integrating over all possible reactions of particle Ω𝑥, the population change due to 
agglomeration is written as,
101,102
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𝒜𝑥 =
1
2
∫ 𝑘𝒜(𝑥, 𝑥 − 𝑥
′)𝜆𝐴(𝑥, 𝑥 − 𝑥
′)𝑛𝑥−𝑥′𝑛𝑥′𝑑𝑥′
𝑥
0
− 𝑛𝑥∫ 𝑘𝒜(𝑥, 𝑥
′)𝜆𝒜(𝑥, 𝑥
′)𝑛𝑥′𝑑𝑥′
∞
0
 (2.3.27) 
The first term is the generation of particle Ω𝑥 due to agglomeration. The 1/2 multiplier is 
applied to avoid counting the agglomeration of two identical particles twice. The second term 
describes the consumption of particle Ω𝑥 due to agglomeration. Equation (2.3.27) is typically 
solved in a mass balance or population balance equation and must conserve mass. Choice of 
agglomeration kernel depends on the nature of the particle system. For example 
Somluchowski proposes a collision kernel which is controlled  by Brownian motion,
103
 
 
𝑘𝒜(𝑥, 𝑥
′)𝜆𝒜(𝑥, 𝑥
′) =
2𝓀𝑇
3𝜂
(𝑥 + 𝑥′)2
𝑥𝑥′
 (2.3.28) 
Luo proposes an agglomeration kernel suitable for bubbles in a liquid circuiting column 
reactor, where the collision rate is dependent on eddies generated by turbulence (𝜍).104 Here 
the bubbles take on the velocity of eddies, and the velocity is proportional to the cubed root 
of the bubble’s diameter. 
 𝑣 = 1.43𝜍𝑥1/3 (2.3.29) 
The frequency of collision is given as, 
 𝑘𝒜(𝑥, 𝑥
′) =
𝜋
4
(𝑥 + 𝑥′)2𝑛𝑥𝑛𝑥′√𝑣2 + 𝑣′2 (2.3.30) 
The efficiency of the collision is governed by the Weber number, which described the ratio 
between the inertia of the fluid and the interfacial tension of the bubbles, 
 
𝜆𝒜(𝑥, 𝑥
′) = exp
(
 −𝑊1
√0.75 (1 + (
𝑥
𝑥′
)
2
) (1 + (
𝑥
𝑥′
)
3
)
√0.5 +
𝜌𝑙
𝜌𝑠
(1 + (
𝑥
𝑥′
)
3
)
√𝑊𝑒
)
  (2.3.31) 
The Weber number is given as, 
 𝑊𝑒 =
𝜌𝑙𝑥
𝛾
√𝑣2 + 𝑣′2 (2.3.32) 
Saffman and Turner proposed an agglomeration kernel for liquid droplets dispersed in a 
turbulent gas.
105
 Here the droplets are much smaller than turbulence eddies, and the kinetics 
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of agglomeration are dominated by the energy dissipation rate and kinematic viscosity of the 
droplets. 
 
𝑘𝒜(𝑥, 𝑥
′)𝜆𝒜(𝑥, 𝑥
′) = 𝜆𝑆𝑇(𝑥 + 𝑥′)
3√
8𝜋𝜍
15
 (2.3.33) 
Here 𝜆𝑆𝑇 is an efficiency factor. One of the most widely used agglomeration kernels is the 
Coulaloglou and Tavlarides kernel.
106
 This kernel is applied to the agglomeration of liquid-
liquid dispersion droplets inside a turbulently agitated vessel.  The frequency of collision is 
given as, 
 
𝑘𝒜(𝑥, 𝑥
′) = 𝑊1
𝜍1/3
1 + 𝜀𝑆
𝐴𝑐
7/9
(𝑥2/3 + 𝑥′2/3)(𝑥2/9 + 𝑥′2/9)
1/2
 (2.3.34) 
A successful collision requires that droplets must stay attached long enough so that the film 
between them completely drains and ruptures. As a result the efficiency of collision depends 
on the interfacial energy, viscosity, and density of the fluid, 
 
𝜆𝐴(𝑥, 𝑥
′) = exp (−𝑊2
𝜂𝜌𝑙𝜍
𝛾2
𝐴𝑐
4/3
(
𝑥1/3𝑥′1/3
𝑥1/3 + 𝑥′1/3
)
4
) (2.3.35) 
In a stirred vessel, the turbulent energy dissipation can be calculated using the power input of 
the stirrer, which is the product of the rotation speed and torque of the impeller. 
 
𝜍 =
𝑃0𝐿𝐼
5𝜔3
𝑉
=
𝑃
𝜌𝑙𝑉
=
2𝜋𝜔𝜏
𝜌𝑙𝑉
 (2.3.36) 
Alternatively, the turbulent energy dissipation can be related to the power number, 
 
𝑃0 =
𝑃
𝜌𝑙𝜔3𝐿𝐼
5 =
2𝜋𝜏
𝜌𝑙𝜔2𝐿𝐼
5 (2.3.37) 
In this study, the Coulaloglou and Tavlarides kernel is applied to the population balance 
model as it is designed for an isothermal turbulent stirred tank, which is the experimental 
setup described by the model. The kernel accounts for parameters that are important for the 
quantification of collision frequency and efficiency, including the physical properties of the 
liquid environment (density, viscosity, and surface tension), as well as the nature of the 
turbulence in the tank (impeller rotation speed, impeller size, impeller power, and tank 
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volume). In addition, the kernel applies to liquid-liquid systems, which have many 
similarities to a solid-liquid system such as incompressibility, and constant particle volume 
(unlike bubbles, which can change in size due to external pressure). The collision efficiency 
is based on the time of contact and film drainage; a concept that can be applied to crystal 
aggregation. Much like liquid droplets, crystals must remain in contact long enough for the 
fluid between them to drain, and allow either precipitation at the point of contact or 
electrostatic forces to stick them together. Although the Coulaloglou and Tavlarides kernel is 
not tailored specifically for crystal aggregation, many of its underlying concepts can be 
extended to approximate it reasonably. 
2.3.5 Breakage 
Breakage describes the reverse process to agglomeration, where a single particle breaks into 
two smaller daughter particles. Breakage can occur by collision of a particle with an impeller 
or other particles to form smaller fragments, or through stress imposed by turbulent flow. 
Breakage is typically modelled through contact mechanics, which describes the force 
exchanged between two objects and resulting deformations. The dominating factors which 
govern breakage are contact area, force, interfacial energy, and the elasticity of the material. 
A particle of size 𝑥 can experience breakage through birth and death reactions. Birth by 
breakage of particle Ω𝑥 occurs when a larger particle breaks to form a particle of size 𝑥, a 
primary particle and a secondary daughter particle (Equation (2.3.38)); death by breakage 
occurs when particle Ω𝑥 breaks into two smaller crystals (Equation (2.3.39)). 
 Ω𝑥+𝑥′ → Ω𝑥 + Ω𝑥′ (2.3.38) 
 Ω𝑥 → Ω𝑥′+Ω𝑥−𝑥′ (2.3.39) 
The kinetics of the breakage reaction can be written as,  
 ℬ𝑥,𝑥′ = 𝑘ℬ(𝑥)𝜆ℬ(𝑥, 𝑥
′)𝑛𝑥 (2.3.40) 
Here 𝑘ℬ is the frequency of particle breakage, and 𝜆ℬ is the probability of breakage from size 
𝑥 to size 𝑥’. Together they describe the breakage kernel or frequency of particle breakage 
from size 𝑥 to size 𝑥’. By integrating over all possible reactions of particle Ω𝑥, the population 
change due to breakage is written as, 
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ℬ(𝑥) = ∫ 𝑘ℬ(𝑥′)𝜆ℬ(𝑥, 𝑥′)𝑛𝑥′
∞
𝑥
𝑑𝑥′ −
1
2
𝑛𝑥∫ 𝑘ℬ(𝑥
′)𝜆ℬ(𝑥 − 𝑥
′, 𝑥′)
𝑥
0
𝑑𝑥′ (2.3.41) 
Much like agglomeration, selection of the breakage kernel depends on the nature of the 
particle system. Lehr proposed an integrated kernel which relies on the quantity 𝔷 = 𝑥𝑒𝑑/𝑥, 
which is the ratio between the turbulent eddy size and the particle size.
107
 This kernel is 
applied to the breakage of bubbles in a turbulent bubble column. 
 
𝑘ℬ(𝑥) = 𝑊3
0.924𝜍1/3
𝑥2/3
∫
(1 + 𝔷′)2
𝔷′11/3
exp(−
𝒻(𝛾, 𝜌, 𝜀, 𝑥)
𝔷′11/3
)
1
𝔷
𝑑𝔷′ (2.3.42) 
Ghadiri and Zhang proposed a power law kernel which is suitable for the breakage of solid 
granular particles due to impact.
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𝑘𝐵(𝑥) =
𝜌𝑣2𝑌𝑝
2/3
𝛾5/3
𝑥5/3 (2.3.43) 
Coulaloglou and Tavlarides have also discussed a breakage frequency function to describe 
the breakage of droplets in a liquid-liquid stirred vessel.
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𝑘ℬ(𝑥) =
𝑊3𝜍
1/3
(1 + 𝜀𝑆)𝐴𝑐
2/9𝑥2/9
exp (−𝑊4
𝛾(1 + 𝜀𝑠)
2
𝜌𝑙𝜍2/3𝐴𝑐
5/9𝑥5/9
) (2.3.44) 
The breakage efficiency function is typically expressed by parabolic or beta-distribution 
functions. Alopaeus et al. proposed a binary beta distribution function for crystal breaking in 
a turbulent tank.
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𝜆ℬ(𝑥, 𝑥′) =
180
𝐴𝑐
1/3
𝑥2/3
𝑥′
(
𝑥
𝑥′
)
2
(1 −
𝑥
𝑥′
)
2
 (2.3.45) 
In this study, crystal breakage frequency is assumed to follow the Coulaloglou and Tavlarides 
kernel (as discussed in Agglomeration, Section 2.3.4). The probability of breakage is 
assumed to follow an Alopaeus-type beta distribution function. The probability function 
given in Equation (2.3.45) is slightly modified from the literature function. Traditionally, the 
particle volume is proportional to the third power of the characteristic length (𝑉 ∝ 𝑥3); 
however, the characteristic length is proportional to the volume of the crystal (𝑉 ∝ 𝑥) for 
needle-shaped calcium sulphate crystals. The distribution’s constant is divided by 𝐴𝑐
1/3
 to 
maintain dimensionality of 𝑚−1, as described literature. 
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2.3.6 Crystallisation in Pores 
Crystallisation in porous media can result in nucleation and growth inside confined spaces. In 
this study mesoporous particles serve as a crystallisation surface where calcium sulphate 
crystals can nucleate and grow in concurrence to the homogeneous nucleation and growth of 
crystals in the bulk solution. Two main approaches can be taken when modelling 
crystallisation in porous particles; the first considers crystallisation at the level of a single 
pore, and the second crystallisation at the level of a single particle. 
2.3.6.1 Crystallisation in Cylindrical Pores 
Porous crystallisation is typically modelled in cylindrical coordinates, and the solid-liquid 
interface moves in the radial or axial direction. As discussed in heterogeneous nucleation, the 
interfacial energy of the crystal and fluid will determine the curvature of the interface. The 
contact angle can be used to determine the ease of nucleation in the pore and the pressure 
exerted on the crystal as it grows inside the pore. Generally nucleation in a pore or a groove 
is more favourable since the contact between the substrate and the crystal is maximised and 
the energy of nucleation is reduced.
110
 A common example of nucleation in the presence of a 
substrate is pure water. Purified water freezes at about -48°C rather than 0°C due to the lack 
of drive force necessary for homogeneous nucleation.
111
 Scherer addresses the 
thermodynamics behind crystallisation in pores, and relates the process back to stress on the 
particle walls and the possibility of wall cracking of particles due to crystal growth.
112
 
Scherer examines a scenario where a crystal is attempting to grow into a pore. The crystal 
may experience compressive stress due to its own surface energy, when considering 
crystallisation from solution. The Young-Laplace equation is suggested for calculating the 
pressure difference experienced by a spherical crystal, 
 
∆𝑝 =
2𝛾 cos 𝜃
𝑟𝑝
 (2.3.46) 
The contact angle between the pore wall and crystal will determine the pressure exerted on 
the growing crystal. The pressure is positive when 𝜃 > 90°, and the chemical potential of 
growth is reduced. If 𝜃 < 90° the pressure is negative and the crystal would not grow into the 
pore. Anderson investigated the containerless solidification of droplets as a means of 
understanding crystallisation process, and the final shape of the solid.
113
 Emphasis is made on 
the tri-junction point, where the substrate meets the droplet and the air. Selection of correct 
boundary conditions can greatly affect the calculated value of the droplet’s contact angle. 
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When crystal growth occurs in a cylindrical pore, the crystalline domain replaces a liquid by 
pushing it out of the pore. The rate of crystal growth is the key element in predicting the 
advancement of the crystal boundary and displacement of liquid. Movement of the crystal 
liquid boundary is governed by a balance of fluxes, also referred to as a Stefan boundary 
condition. 
 
𝜌
𝜕𝒃
𝜕𝑡
∙ 𝖓 + 𝚽 ∙ 𝖓 = 0 (2.3.47) 
Here 𝒃 refers to the boundary, 𝖓 is the normal unit vector, and 𝚽 is the flux through 
boundary 𝒃.  The Stefan boundary is widely used in film solidification where the moving 
boundary is governed by an energy balance to depict the solidification of the melt. For 
example Bunk and King
114
 addressed solidification of basalt on a heated surface via 
conduction. The Stefan condition imposed on the solid-liquid boundary is given as, 
 
Δℋ𝑚𝜌
𝜕𝒃
𝜕𝑡
∙ 𝖓 + 𝓀(∇𝑇|𝑧=𝑏− − ∇𝑇|𝑧=𝑏+) ∙ 𝖓 = 0 (2.3.48) 
Here the rate of advancement of interface 𝑏 is proportional (through the latent heat of fusion) 
to the difference in heat flux on either side of the boundary.
115
 The heat fluxes are described 
by Fourier’s law of conduction (Equation (2.2.10)) and are proportional to the gradient of the 
temperature field. Zadražil et al.116 discusses the closing of a pore in the case of a droplet 
undergoing imbibition and solidification at the same time. In this study the Stefan boundary 
condition is extended to mass flux, 
 
𝜌
𝜕𝒃
𝜕𝑡
∙ 𝖓 + 𝐷∇𝐶 ∙ 𝖓 = 0 (2.3.49) 
An important aspect of a reaction in a porous system is diffusion limitation. This is observed 
when a surface reaction depletes the reactant surface concentration faster than diffusion can 
transport reactant from the bulk to the surface. The balance between a surface reaction and 
diffusion is given by a nondimensional quantity known as the Thiele modulus.
117
 Several 
definitions exist for the Thiele modulus as it is derived from the geometry of the pore. For a 
cylindrical pore where a surface reaction takes place on the cylinder’s lateral area, the Thiele 
modulus is derived from the mass transport equation. The reactant diffuses through a 
differential cross area in the axial direction and reacts on the walls of the pore, 
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𝜋𝑟𝑝
2𝐷
𝑑2𝐶
𝑑𝑥2
= 2𝜋𝑟𝑝𝑘𝑝𝐶 (2.3.50) 
By redefining the equation using nondimensional length 𝑥 = 𝐿𝑝?̂?, the equation above can be 
rewritten using the Thiele modulus, 
 𝑑2𝐶
𝑑?̂?2
= 𝜙2𝐶 (2.3.51) 
Where the Thiele modulus is defined as, 
 
𝜙 = 𝐿𝑝√
2𝑘𝑝
𝑟𝑝𝐷
 (2.3.52) 
The surface reaction is diffusion limited if the Thiele modulus is larger than unity, and 
kinetically limited if the Thiele modulus is smaller than unity. 
2.3.6.2 Crystallisation in Spherical Particles 
Rather than predicting the crystallisation process taking place inside a single pore, it is 
possible to treat crystallisation as a particle deactivation mechanism. Here the crystallisation 
is modelled as a spherical system where a liquid-solid boundary moves in the radial direction. 
Bhatia and Perlmutter discuss a random pore model which relies on a pore structure 
parameter and a grain shape factor 𝜐𝐹, which is given in a general reaction scheme,
118,119
 
 𝑑𝐶
𝑑𝑡
=
𝑘𝑝𝐶
𝑞𝐴0
1 − 𝜀0
(1 − 𝐶)𝜐𝐹 (2.3.53) 
Where 𝜐𝐹 can range from 0 to 1. Here  𝜀0 is the volume fraction and 𝐴0 is the available pore 
sites. Parameters 𝐴0 and 𝜀0 can be derived using the various moments of a non-uniform pore 
distribution. The extent of pore deactivation from a depositing material can be described 
through a nucleation-growth population balance, or growth occurs on the particles surface 
pore deactivation can modelled using the birth-and-spread Avrami equation. Another 
common model of spherical particle catalysis is the shrinking core model, which assumes a 
quasi-steady state on a reaction boundary, where reactant concentration is maintained at 
zero.
120
 The model allows for a steady concentration profile to be obtained in the particle as 
the radius of the active particle decreases. Symmetry is always assumed in the centre of the 
particle through L’Hôpital’s rule. The model is extensively used in carbon based catalysis, 
which considers both an external diffusion film as well as intra-particular diffusion. As the 
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reaction progresses, the reactive surface of the particle diminishes leaving a deactivated layer 
through which gas must diffuse. At quasi-steady state, the mass transport inside the particle 
governed by Fick’s second law in the spherical radial coordinate. 
 1
𝑟2
𝜕
𝜕𝑟
(𝐷𝑟2
𝜕𝐶
𝜕𝑟
) = 0 (2.3.54) 
The rate at which the particle boundary advances is obtained by solving a mass balance of the 
reactant over the particle’s surface, to give the expression (derivation in Appendix A.2.4), 
 𝑑𝑟𝑝
𝑑𝑡
= −
𝐷𝐶0
𝜌𝑟𝑝
(
𝑟𝑝,0
𝑟𝑝,0 − 𝑟𝑝
) (2.3.55) 
The equation above can be used to calculate the life time of the active particle. The quasi 
steady state assumption can be circumvented by solving the transient diffusion-reaction 
equation. 
 𝜕𝐶
𝜕𝑡
= −
1
𝑟2
𝜕
𝜕𝑟
(𝑟2𝐷
𝜕𝐶
𝜕𝑟
) (2.3.56) 
Zeng et al.
121
 and Ramadesigan et al.
122
 solve the transient reaction-diffusion equation in 
spherical coordinates for the case of atoms intercalating into a solid particle in the context of 
lithium ion and nickel metal hydride batteries. The equation is solved using L’Hôpital’s rule 
in the centre of the particle and a flux boundary condition at the surface of the particle, 
 𝜕𝐶
𝜕𝑟
|
𝑟=0
= 0 (2.3.57) 
 
𝐷
𝜕𝐶
𝜕𝑟
|
𝑟=𝑟𝑝
= −Φ(𝑡) (2.3.58) 
Both single pore and porous particle models rely on the concept of a moving boundary to 
describe pore deactivation. This is achieved through a balance of fluxes, a boundary 
condition known as the Stefan Boundary. This can be combined with a pore population 
balance to describe heterogeneous pore distribution where every pore or particle is a different 
stage along the deactivation process. 
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2.3.7 Avrami Equation 
A commonly used model for describing phase transition is the Johnson-Mehl-Avrami-
Kolmogorov equation, typically referred to as the Avrami equation.
123,124,125
 The model 
describes the transformation of an initial phase into the new phase through the processes of 
nucleation and growth. This model requires three assumptions. Firstly, the processes of 
nucleation and growth are considered to occur simultaneously in the transformation process. 
Secondly, the birth of nuclei occurs evenly across a surface; and thirdly, once nuclei are born 
they immediately begin growing uniformly in all directions. Once two growing fronts collide 
growth stops at the intersection. For growth 𝐺 with dimensionality 𝜐𝐷 and shape factor 𝜐𝐹, the 
fraction of the old phase covered between time 𝑡𝑁 and  𝑡 is given by, 
 
?̂?1(𝑡, 𝑡𝑁) = 𝜐𝐹 (∫ 𝐺(
𝑡
𝑡𝑁
𝑡′) 𝑑𝑡′)
𝜐𝐷
 (2.3.59) 
Therefore the total area covered by all nuclei until 𝑡 is given as, 
 
?̂?𝑇𝑜𝑡(𝑡) = ∫ 𝑁(𝑡𝑁)?̂?1(𝑡, 𝑡𝑁)
𝑡
0
 𝑑𝑡𝑁 (2.3.60) 
Since the nucleation occurs randomly, the rate of transformation is proportional to the 
fraction of initial phase remaining. This formulation acknowledges that the fraction 
transformed is overestimated due to overlap with the fraction which has already transformed. 
 𝑑?̂̂?𝑇𝑜𝑡
𝑑?̂?
= 1 − ?̂?𝑇𝑜𝑡 (2.3.61) 
Where ?̂? is the true fraction transformed. Integrating equation (2.3.61) and substituting 
equations (2.3.60) and (2.3.59), 
 
?̂? = 1 − exp (−𝜐𝐹∫ 𝑁(𝑡1) (∫ 𝐺(
𝑡
𝑡𝑁
𝑡′) 𝑑𝑡′)
𝜐𝐷𝑡
0
 𝑑𝑡𝑁) (2.3.62) 
When nucleation and growth are constant, the familiar form of the Avrami equation is 
obtained, 
 ?̂? = 1 − exp(−𝑘𝐴𝑉𝑡
𝜐𝐷+1) (2.3.63) 
Where the constant 𝑘𝐴, 
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𝑘𝐴𝑉 =
𝜐𝐹𝑁𝐺
𝜐𝐷
𝜐𝐷 + 1
 (2.3.64) 
Equation (2.3.64) can be linearised making it convenient to use in phase transformation 
problems. 
 ln(− ln(1 − ?̂?)) = ln 𝑘𝐴 + (𝜐𝐷 + 1) ln 𝑡 (2.3.65) 
The Avrami model has been extended to account for more complex nucleation and growth 
expression, as well as non-isothermal conditions; however, these modifications can result in 
untidy analytical solutions which cannot be used as easily as Equation (2.3.63).
126
 
 
2.4 QCM Theory 
The quartz crystal microbalance (QCM) is an acoustic sensor designed to probe the 
mechanical properties of very thin adsorbed layers. The underlying principle behind the 
QCM is the piezoelectric effect. The crystal sensor is subjected to an alternating electric field, 
and made to vibrate at its resonant frequency. When a mass adsorbs to the surface of the 
sensor, the added impedance causes a shift in the resonance of the crystal. Frequency shifts 
are then translated to the corresponding mass of the adsorbed layer. QCM was developed in 
the 1960’s.127 Back then the QCM was considered to be strictly a gravimetric tool, used to 
measure molecular monolayers at near vacuum conditions. Raw data was interpreted using 
the well-established Sauerbrey equation, which demonstrates that frequency shifts in crystal’s 
resonance are proportional to the mass of the deposited layer.
128
 
Over the years, the capabilities of the traditional QCM were tremendously expanded. The 
modern QCM is now referred to as a ‘dissipation quartz crystal microbalance’ (QCM-D), 
which can measure resonance at various harmonic overtones, as well as monitor dissipation 
shifts (imaginary component of complex frequency). These features probe viscoelastic 
properties of deposited materials such as the storage and loss moduli, thereby extending the 
technique beyond simply a gravimetric tool. Applications of QCM-D extend to a wide range 
of research topics including self-assembled monolayers
129,130
, viscoelastic polymers
131,132
, 
adsorption of biological macromolecules (for example proteins
133,134
, and DNA
135
), and 
electrochemical reactions (Electrochemical-QCM
136,137
). Due to the wide variety of 
applications, interpretation of raw QCM data depends on the acoustic nature of the process 
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being examined. For most modern applications the Sauerbrey model is still one of the 
preferred methods for analysis. However, this model is an over simplification and can result 
in erroneous frequency to mass conversions. These problems arise from the Sauerbrey 
equation’s neglect of key factors that influence the surface impedance experienced by the 
QCM sensor: viscoelastic layers, properties of the surrounding fluid, and multilayer 
adsorption. 
To correct this, viscoelastic models based on Mason equivalent circuit theory have been 
developed.
138,139
 The Mason circuit model makes use of the electro-mechanical equivalency 
of harmonic oscillators and can be tailored to specific applications with relative ease, making 
it a popular alternative to the Sauerbrey model. The improvements made by the viscoelastic 
Mason circuit model are critical in the application of non-uniform deposits such as point-
contact loads.
140,141
 An example of a point contact load| system is crystallisation fouling. 
Traditionally, fouling of calcium salts is monitored through microscopy, where nucleation 
and growth are calculated with image analysis. The use of QCM analysis aids in 
determination of the deposited crystalline layer’s mechanical properties.142,143,144 This section 
provides an overview of QCM theory, and its development from harmonic motion, 
piezoelectricity theory, and equivalent circuit models. 
2.4.1 Harmonic Oscillators 
Simple harmonic motion is a very elegant theory which can be applied to any oscillating 
system; for example, a spring-mass oscillator, a pendulum, an RLC circuit, and in this study a 
QCM sensor. When describing an oscillating system, three dominating forces are considered; 
the elastic, resistive, and inertial. In the classic case of a spring-mass system, oscillations are 
induced through a periodic energy exchange. Potential energy stored by the spring is 
converted to kinetic energy which moves a weight. The inertia of the weight displaces the 
spring converting kinetic energy back to potential. This continued exchange of energy is the 
driving force of the system’s oscillation. The force balance (in one dimension) is given as, 
 
𝑚
𝑑2𝑥
𝑑𝑡2
+ 𝓇
𝑑𝑥
𝑑𝑡
+ 𝜅𝑥 = 𝐹 (2.4.1) 
In Equation (2.4.1) the first term is Newton’s second law of motion, the second term is the 
linear dashpot equation, and the third term is Hooke’s law of linear elasticity. The term 𝐹 
denotes an external force which acts on the system as a function of displacement (𝑥), or time 
(𝑡). This second order ordinary differential equation (ODE) can be solve directly; however, it 
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is convenient to apply a Fourier Transform and solve the equation in the frequency domain. 
In the absence of an external force, the transformed equation is given as, 
 −𝜔2𝑚?̅? + 𝒾𝜔𝓇?̅? + 𝜅?̅? = 0 (2.4.2) 
The real part of this equation can be isolated to give the following solution, 
 
𝜔𝑟 = √
𝜅
𝑚
 (2.4.3) 
The quantity 𝜔𝑟 is of great significance as it describes the resonance, or the system’s natural 
angular frequency of oscillation. In addition to the resonance, another important parameter is 
the quality factor (𝑄), defined as the ratio between the resonance and resistivity of the 
system, 
 
𝑄 =
1
𝒟
=
𝜔𝑟𝑚
𝓇
 (2.4.4) 
The quality factor is also defined as the inverse of the dissipation (𝒟). The relation between 
the quality factor and the extent of the system’s dampening can be clearly seen from the 
characteristic equation of Equation (2.4.1), given as, 
 𝑋2 +
𝜔𝑟
𝑄
𝑋 + 𝜔𝑟
2 = 0 (2.4.5) 
The two roots of the characteristic equation (X) are given by the quadratic equation, 
 
𝑋 = −
𝜔𝑟
2𝑄
± 𝜔𝑟√
1
𝑄2
− 4 (2.4.6) 
When setting the determinant to zero, the solution 𝑄 = 1/2 is obtained, and the system is 
said to be critically damped. If 𝑄 > 1/2, the roots are imaginary and the system is 
underdamped. If 𝑄 > 1/2, the roots are real and the system is overdamped. Figure 2.10 
depicts the behaviour of the system at these three states. 
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Figure 2.10: Response of a mass-dashpot-spring system (equation (2.4.1)) at various Q 
factors. The equation as solved at the initial condition 𝑥(𝑡 = 0) = 1 and ?̇?(𝑡 = 0) = 0, 
for 𝜔𝑟 = 1, with no external force. The solution is presented in arbitrary units. 
The behaviour of an overdamped system (𝑄 > 1/2) is shown by the black curve (𝑄 = 1/4, 
Figure 2.10). The system does not oscillate but simply returns to its equilibrium state 
asymptotically. When the system is critically damped (𝑄 = 1/2, purple curve Figure 2.10) 
the system does not oscillate, but returns to equilibrium in the fastest possible manner without 
overshooting. The blue, green, and red curves depict the response of and underdamped 
system (𝑄 < 1/2). The system oscillates around its equilibrium state where the amplitude of 
the oscillation decays exponentially. The QCM must behave as an underdamped oscillator to 
operate correctly.
145
 
The effect of the resonance and quality factor are important when considering the average 
power output of the sensor. The power of the sensor is given as, 
 
𝑃𝑎𝑣𝑔 = 𝐼𝑟𝑚𝑠𝑈𝑟𝑚𝑠 cos(𝜗𝑍) =
𝑈𝑟𝑚𝑠
2𝓇𝑒
|𝑍𝑇𝑜𝑡|2
 (2.4.7) 
Here 𝜗𝑍 is the phase angle of the total impedance. The modulus of the total impedance can be 
obtained from equation (2.4.7) giving the expression, 
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𝑃𝑎𝑣𝑔 =
𝑈𝑟𝑚𝑠
2
𝓇𝑒𝑄2 (
1
𝑄2
+
𝜔2
𝜔𝑟2
+
𝜔𝑟2
𝜔2
− 2)
 (2.4.8) 
Figure 2.11 depicts the average power outputted by the sensor (equation (2.4.8)) as a function 
of angular frequency at various quality factors. The maximum power is always observed at 
resonance. Increasing the quality factor of the sensor increases the amount of power. Figure 
2.11 supplements Figure 2.10. An underdamped sensor (red curve in both figures) is free to 
oscillate and output the most power, while an overdamped system (black curve both figures) 
does not display a clear resonance and outputs the least amount of power. 
 
Figure 2.11: Power output of an oscillator at various quality factors. 
When using a QCM-D the resonance and dissipation are both tracked in time. The width of 
the peaks in Figure 2.11 are directly related to the dissipation through the relation, 
 
𝛤 =
𝜔𝑟𝒟
4𝜋
=
𝓇
2𝜋𝑚
 (2.4.9) 
𝛤 is the imaginary frequency, which represents the half-band-half-width (HBHW). The 
HBHW corresponds to the width of half of the peak, at half the height of the peak. By 
analysing the variation in resonance and dissipation, mechanical properties such as mass, 
dashpot resistivity, and elasticity can be calculated for adsorbed materials. 
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2.4.2 Piezoelectricity 
Piezoelectricity is an electromechanical phenomenon which occurs in asymmetric crystalline 
materials. The phenomenon is composed of two reversible effects which are known as the 
direct and inverse piezoelectric effects. The direct effect states that when a piezoelectric 
material is subjected to an electric field it is mechanically strained. The inverse effect states 
that when a piezoelectric material is mechanically strained, it generates an electric field 
within itself.  
The underlying principle behind piezoelectricity is the misalignment of atoms in the crystal 
unit cell. In the direct effect the misalignment is caused by an electric field which induces a 
dipole moment and polarises the crystal. In the inverse effect strain causes misalignment and 
generates an electric field from the induced dipole moments of the polarised crystal. The 
most widely used piezoelectric materials are ceramics, most notably the lead-zirconate-
titanate (PZT) oxide crystals. In PZT crystal, a zirconium and lead oxide cell structure 
contains a titanium atom within its centre. When the crystal cell is strained, the titanium atom 
shifts away from the centre of the cell creating a dipole moment. The collection of these 
dipoles is observed as a polarisation vector field. In the case of the QCM, quartz is the 
piezoelectric material in which the polarization field is generated by misalignment of silicon 
dioxide inside crystal cells.
146
 Other types of less traditional materials are also known to 
exhibit piezoelectricity, such as: sugars, polymers, bone, and collagen.
147
 Piezoelectricity has 
numerous uses in both industrial and commercial applications. Piezoelectric pressure sensors 
determine variation in pressure by tracking the resonance of the sensor. Composition sensors 
rely on the time-of-flight of an acoustic pulse to measure the speed of sound of a material. In 
medicine, piezoelectric transducers are extensively used for imaging internal tissues by 
detecting the time-of-flight and intensity of an acoustic echo. For the average individual, 
piezoelectric oscillators are the driving technology behind speakers, earphones, microphones, 
telephones, and wrist watches.
148
 
The piezoelectric effect is described by combining electric displacement with Hooke’s law of 
elasticity; assuming linearity in both cases. 
 𝒔 = 𝓭 𝔀 (2.4.10) 
 𝓭 = 𝝐 𝓔 (2.4.11) 
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Equation (2.4.10) shows that the electric displacement (𝓭) of a material is proportional to the 
strength of electric field. Equation (2.4.11) shows that the strain of a material is proportional 
to its stress. These equations are coupled through the piezoelectric tensor,
149,150
 
 𝒔 = 𝜿𝔀|𝓔𝔀−𝓹
⊺𝓔 (2.4.12) 
 𝓭 = 𝓹𝔀+ 𝝐|𝔀𝓔 (2.4.13) 
The first equation shows that stress can be induced by both strain and an electric field. The 
matrix 𝜿|𝓔 is the elastic modulus at a constant electric field, and 𝓹
⊺ is the transposed stress-
piezoelectric coefficient relating the electric field to stress through piezoelectric effect. This 
equation is often rewritten using the compliance matrix (inverse of the modulus) and the 
strain-piezoelectric coefficient, where strain becomes the subject of the equation (strain-
displacement form). The second equation describes electric displacement induced by both 
strain and an electric field. The matrix 𝝐|𝔀 is the permittivity at a constant strain, and 𝓹 is the 
stress-piezoelectric coefficient. Alternative forms of the coupling equations exist where the 
electric field is the subject rather than electric displacement. The strain is defined by the 
displacement field,  
 
𝔀 =
1
2
(∇𝒖 + (∇𝒖)⊺) (2.4.14) 
The coupled equation are solved simultaneously with Newton’s second law of motion, 
 
𝜌
𝑑2𝒖
𝑑𝑡2
− ∇ ∙ 𝒔 = 𝑭 (2.4.15) 
Temporal variation of the polarization density field in the piezoelectric material can generate 
electric currents. This can be addressed by modifying Gauss’s law to include polarization 
current density 𝓙, 
 
∇ ∙ (𝓭 +∫𝓙 𝑑𝑡′) = 𝜚 (2.4.16) 
Here, 𝜚 is the charge density of the material. When applying the piezoelectric coupling 
equations (Equations (2.4.12) and (2.4.13)) to a QCM sensor, the electric field is generated 
by the electric potential that develops between the sensor’s electrodes, 
 𝓔 = −∇𝑈 (2.4.17) 
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Since the piezoelectric effect is a direct result of anisotropy in the crystal structure, it is 
important to define the coordinate system of the elastic modulus, permittivity, and 
piezoelectric coupling matrices in relation to the material coordinate. In the case of the QCM 
sensor, an AT-cut quartz disc resonator is used as the piezoelectric material. In an AT cut, the 
crystal disc is rotated around the x-axis such that the z-axis is inclined by 35.15° (Figure 
2.12) according to the 1978 IEEE standard.
151
 
 
Figure 2.12: Rotation of the material coordinate system with respect to the driving electric 
field. 
In this study, a QCM sensor was simulated using the coupled equations of piezoelectricity 
using finite element analysis
152,153,154
 in order to relate piezoelectricity theory to simple 
harmonic theory. To resolve the bulk and surface acoustic waves; the disc simulation is 
conducted in three dimensions. The geometry of the simulation is a thin disc representing the 
centre of the QCM sensor. 
As a rule of thumb, when using finite element analysis to simulate wave propagation, using a 
minimum of five elements per wavelength is necessary. The resonance of the QCM refers to 
the transverse bulk acoustic wave. At the fundamental resonance the generated wave has a 
wavelength of twice the thickness of the sensor disc (𝜆 = 𝑑𝑞/2), meaning that the antinodes 
of the wave are found at the top and bottom faces of the disc. As a result, discretisation along 
the axial coordinates of the disc requires a minimum of three elements. On the other hand, the 
fundamental resonance of the surface acoustic wave is observed at far lower frequencies (kHz 
region). As a result, surface acoustic waves have very short wavelengths when simulating the 
sensor disc at 5 MHz. This requires a very dense mesh, and therefore a computationally 
expensive simulation, to clearly resolve surface waves. Figure 2.13a represents the mesh used 
to simulate a piezoelectrically activated quartz disc at the fundamental resonance of the bulk 
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wave. Here the thickness of disc, 330 µm, is identical to that of the QCM sensor used 
experiments, and the radius to thickness ratio is 8. 
 
 
a  b 
Figure 2.13: a. Discretisation mesh of the simulated quartz disc. Denser discretisation is 
require on the top and bottom faces of the disc to resolve surface acoustic waves. b. 
Boundaries of the quartz disc. 
The driving electric field (Here 𝑈 = 1 𝑉) is generated by two electrodes of the QCM sensor 
(Figure 2.13b). The top face of the disc is designated as the electric potential boundary. The 
bottom face is designated as the grounded electrode boundary (𝑈 = 0). The lateral area of the 
disc is designated as a free boundary with no charge (−𝖓 ∙ 𝓭 = 0). The coupled and 
continuity equation were solved in the frequency domain over a range of frequencies in the 
vicinity of the bulk wave’s resonance. A small dampening factor is introduced to the elastic 
modulus that represents loss due to friction. Here the elastic modulus is defined as a complex 
quantity where the imaginary component represents mechanical loss, 
 𝜿𝔀 = 𝜿𝔀
𝑰 (1 + 𝖗𝒾) (2.4.18) 
In the equation above 𝜿𝔀
𝑰  is the ideal elastic modulus and 𝖗 is a dampening factor set 
as 𝖗 = 10−5. Figure 2.14 presents the dependence of the displacement and velocity in the x-
component of the crystal at the centre of the top face. 
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Figure 2.14: Displacement (blue) and velocity (red) plots of the centre of quartz disc top face. 
At the resonance (𝑓1 = 5.0414 𝑀𝐻𝑧), the displacement curve shows a 180° phase shift 
occurring, whereas the velocity curve peaks. Since velocity is proportional to the power, 
output power of the crystal is highest at resonance (as shown analytically in Figure 2.11). 
The resonance of the bulk wave can be clearly seen at 𝑓1 = 5.0414 𝑀𝐻𝑧, where the velocity 
curve (red curve, Figure 2.14) is at its peak maximum corresponding to the maximal power 
output of the crystal (as power is proportional to velocity at constant force, or voltage, 
Equation (2.4.7)). The velocity curve is comparable to the curves represented in Figure 2.11, 
where the width of the velocity peak corresponds to the dissipation (or quality factor) of the 
sensor.  At resonance, the displacement field undergoes a phase inversion of 180°. 
The corresponding bulk acoustic wave which propagates at the centre of the disc (along the 
axial coordinate) is depicted in Figure 2.15. 
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Figure 2.15: Depiction of the bulk acoustic wave which develops between the disc’s faces 
around resonance. At the fundamental resonance, the half-wavelength is the thickness of the 
quartz disc. 
The generated bulk wave has a wavelength of two times the disc’s thickness, with two 
antinodes at the faces of the disc, and a single node at its centre. The antinodes of the wave 
are found at the disc’s faces since they contain oppositely charge electrodes. When 
approaching the resonance (blue curve) the amplitude of the wave increase until the phase 
inversion takes place (green curve), after which the amplitude of the inverted wave reduces as 
the crystal leaves resonance. The wave depicted in Figure 2.15 is slightly longer than half a 
wavelength due to truncation of the disc in the radial coordinate. The wavelength of the bulk 
acoustic wave approaches that of two disc thickness as the radius of the disc increase. 
Although the simulated disc has a radius-thickness ratio of 8, a real QCM sensor has a ratio 
16.7. This would be too computationally intensive to model, as the number of elements 
increases with the square of the disc’s radius. Figure 2.16 depicts the corresponding surface 
acoustic wave which develops at the bulk wave’s resonance. Figure 2.16a, b, and c depict the 
x, y, and z-components of the surface wave’s displacement field respectively, while Figure 
2.16d depicts the total displacement in three dimensions. 
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Figure 2.16: Surface acoustic wave of the quartz disc at the fundamental resonance a. x-
component of displacement field b. y-component of displacement field. c. z-component of 
displacement field. d. Total displacement field. 
The resonance of the crystal disc is not unique to a single frequency. The disc can resonate at 
integer multiples of the fundamental resonance, called harmonic overtones. Since the 
antinodes of the resonance wave must exist at the disc’s faces, only odd harmonics of the 
fundamental can be activated, such that 𝓃 ∈ (1,3,5,7… ). Figure 2.17 depicts the dependence 
of the displacement and velocity in the x-component of the crystal at the centre of the top 
face. 
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Figure 2.17: Displacement (blue) and velocity (red) plots of the centre of quartz disc top face. 
The 3
rd
 harmonic resonance is seen at 𝑓3 = 15.2335 𝑀𝐻𝑧. As observed in Figure 2.14, the 
displacement curve shows a 180° phase shift, whereas the velocity curve peaks. A spurious 
resonance can be seen at 𝑓 = 15.2342 𝑀𝐻𝑧. 
The resonance of the 3
rd
 harmonic can be clearly seen at 𝑓3 = 15.2335 𝑀𝐻𝑧, when the 
displacement curve (blue) inverts and velocity curve peaks (red). This resonance is observed 
at a frequency that is close to three times the fundamental resonance ( 𝑓3 ≅ 3𝑓1, observed in 
Figure 2.14). The 3
rd
 harmonic may not be exactly equal to three times the fundamental 
frequency due to energy trapping and piezoelectric stiffening effects. Energy trapping can 
occur when the electrodes do not cover the full area of the disc’s face, thereby varying its 
acoustic thickness. As a result, acoustic energy may focus at the centre of the disc and distort 
the resonating of bulk acoustic wave.
155
 Piezoelectric stiffening occurs when the charge 
build-up on the disc’s electrodes causes a capacitor-like impedance that reduces the total 
elastic impedance of the disc.
156
 The power generated by the third harmonic is smaller than 
that generated by the fundamental; this observed clearly when comparing the velocity peak 
value in Figure 2.14 (2.05 𝑚/𝑠) to the velocity peak value in Figure 2.17 (0.806 𝑚/𝑠). As a 
result, high overtones are harder to detect, but they are less susceptible to energy trapping and 
piezoelectric stiffening. The small bump observed at 𝑓 = 15.2342 𝑀𝐻𝑧 is a spurious 
resonance, which corresponds to a resonance wave patterns which are unrelated to the bulk 
acoustic wave resonance. These resonances are often referred to as inharmonics, or 
‘unwanted’ resonances, which are typically found in the vicinity of the harmonic resonance 
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frequency.  Spurious resonances are lower in amplitude than the harmonic resonances of the 
crystal disc.
157
 
Figure 2.18 depicts the 3
rd
 harmonic bulk acoustic wave which propagates at the centre of the 
disc (along the axial coordinate). The 3
rd
 harmonic simulation disc has a radius-thickness 
ratio of 4. 
 
Figure 2.18: Depiction of the bulk acoustic wave which develops between the disc’s faces 
around the 3
rd
 harmonic resonance. 
The 3
rd
 harmonic overtone has a wavelength of 𝜆 = 2𝑑𝑞/3 (one third of the fundamental) 
with three nodes on the body of the disc. Figure 2.19 depicts the corresponding surface 
acoustic wave which develops at the bulk wave’s resonance. Figure 2.19a, b, and c depict the 
x, y, and z-components of the surface wave’s displacement field respectively, while Figure 
2.19d depicts the total displacement in three dimensions. Simulations discussed in this section 
correspond to ideally smooth disks that are completely homogeneous. Although real QCM 
sensor disks are prone to minor imperfections, they are made from high quality crystals and 
are polished to be as smooth as possible. Therefore, the simulations discussed in this 
represent a realistic depiction of the surface and bulk acoustic waves that develop when the 
disk is piezoelectrically excited. 
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Figure 2.19: Surface acoustic wave of the quartz disc at the 3
rd
 harmonic resonance a. x-
component of displacement field b. y-component of displacement field. c. z-component of 
displacement field. d. Total displacement field. 
Section 2.4.2 discusses the behaviour of a QCM’s quartz sensor disc by solving the governing 
equations of piezoelectricity (using finite element analysis). Simulation results depict the 
development of both surface and bulk acoustic waves and demonstrate the significance of 
their resonance. In addition, simulations show the existence of harmonic overtones, which 
play an important role in QCM data analysis. Finite element simulations can reproduce the 
three dimensional displacement field of the quartz disc, making them very accurate and 
detailed; however, they are very computationally expensive. 
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2.4.3 Equivalent Circuit Models 
2.4.3.1 Butterworth van Dyke (RLC Circuit) 
The dynamics of an oscillating system can be represented through equivalent circuit 
diagrams.
158
 An equivalent circuit is a theoretical circuit that retains the mechanical 
properties of an oscillator through the use of electrical components. This model is derived 
from the electro-mechanical equivalency, where discrete mechanical elements are analogous 
to electric elements in their physical behaviour. Table 2.1 summaries this equivalency, 
Table 2.1: Summary of Electromechnical equivalency. 
 Mechanical Symbol Unit Electrical Symbol Unit 
Displacement 𝑢 𝑚 Charge 𝜚 𝐶 
Velocity 𝑣 𝑚/𝑠 Current 𝐼 𝐴 
Force 𝐹 𝑁 Voltage 𝑈 𝑉 
Elasticity 𝜅 𝑁/𝑚 Capacitance 𝒞 𝐹 
Dampening 𝓇 𝑁𝑠/𝑚 Resistivity 𝓇𝑒 Ω 
Mass 𝑚 𝑘𝑔 Inductance 𝔏 𝐻 
 
This equivalency can be extended to thermal and flowing fluid systems just as easily. An 
important quantity in equivalent circuits is the acoustic impedance (𝑍) given by the ratio of 
the stress to velocity, 
 𝑍 =
𝑠
?̇?
=
𝑠
𝒾𝜔𝑢
= 𝜌𝑐 = √𝜌𝑔 (2.4.19) 
Here 𝑔 = 𝑔′ + 𝒾𝑔′′ is the shear modulus and is regarded as a complex quantity. The real 
component is the storage modulus, which is associated with the elastic nature of a material 
(ability to store potential energy). The imaginary component is the loss modulus, which is 
associated with viscous or thermal dissipation of energy. The definition of the impedance 
varies depending on the element in question. Table 2.2 summarises the impedance of an 
inertial, resistive (or dampening), and elastic component in an equivalent circuit. 
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Table 2.2: Impedance and symbols of the inertial, dampening, and elastic forces. 
Description Inertial Dampening Elastic 
Force 𝐴𝑠 = −𝜔2𝑚𝑢 𝐴𝑠 = 𝒾𝜔𝓇𝑢 𝐴𝑠 = 𝜅𝑢 
Impedance 𝐴𝑍𝑚 = 𝒾𝜔𝑚 𝐴𝑍𝓇 = 𝓇 𝐴𝑍𝜅 =
𝜅
𝒾𝜔
 
Symbol 
   
 
Like the shear modulus, the impedance has both real (resistance) and imaginary (reactive) 
components. The equivalent circuit is at resonance when the impedance is purely resistive 
and the reactive impedance is zero. This happens when the inertial and elastic impedances 
(which are both purely reactive) are opposite and equal and the arguments of the impedances 
are shifted by a phase angle of 180°. The simplest equivalent circuit used to model 
piezoelectric sensors is the Butterworth van Dyke circuit. 
 
Figure 2.20: Butterworth van Dyke equivalent circuit. Top branch represents the acoustic 
impedances of the sensor, the bottom branch represents electrical impedances of the driving 
electric field. 
The Butterworth van Dyke circuit presents the elastic, damper, and inertial components 
through a capacitor, resistor, and inductor, respectively connected in series. The model also 
accounts for the parasitic capacitance (𝒞𝑃), which can build up on the electrodes of the 
sensor. The surface impedance (𝑍𝑠𝑢𝑟𝑓) imposed by an adsorbed material. In the absence of a 
surface impedance and neglecting parasitic capacitance, the resonance of the circuit is found 
by setting the total impedance of the circuit to zero, 
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 0 = 𝑍𝑇𝑜𝑡 = 𝑍𝜅 + 𝑍𝓇 + 𝑍𝑚 = 𝓇 + 𝒾 (𝑚𝜔𝑟 −
𝜅
𝜔𝑟
) (2.4.20) 
By isolating the imaginary component of the impedance and solving for the angular 
frequency, Equation (2.4.3) is obtained once again. Equation (2.4.3) can be modified to 
produce the well-established Sauerbrey equation. The Sauerbrey equation provides the most 
basic linear relation between frequency shifts recorded by a QCM to adsorbed mass. 
Sauerbrey equation is associated with two main assumptions. The deposited layer is very 
thin, imposing a purely inertial load, and is distributed uniformly across the surface of the 
sensor. To obtain the Sauerbrey equation, Equation (2.4.3) can be modified to give, 
 
𝑓𝑟 =
𝐴𝑍𝑞
2𝑚
 (2.4.21) 
where 𝑍𝑞 is the acoustic impedance of the sensor (typically alpha quartz for a QCM). By 
applying the small-load approximation, the inverse relation seen in Equation (2.4.21) can be 
linearised to give the familiar form of the Sauerbrey equation (derivation in Appendix A.3.1). 
 
Δ𝑓 = −
2𝑓𝑟
2
𝐴𝑍𝑞
𝑚 (2.4.22) 
Where 𝑓 = 𝑓𝑟 + Δ𝑓. This equation assumes that the variation in frequency due to adsorbed 
mass is negligible compared to the frequency of the sensor’s resonance (generally Δ𝑓 <
0.02𝑓𝑟). 
2.4.3.2 Mason Circuits 
The Sauerbrey equation is an elegant relation between mass and frequency; however, it is 
limited to thin rigid films in vacuum. This equation neglects key factors that influence the 
surface impedance experienced by the QCM sensor such as viscoelastic layers, properties of a 
surrounding fluid, and multilayer adsorption. Many applications of QCM require the probing 
of mechanical properties of thick viscoelastic films, often in liquid media. The Mason circuit 
is used as an alternative to the Butterworth van Dyke circuit when accounting for more 
complex surface impedances.
159
 This circuit addresses frequency as a complex quantity and 
can therefore monitor the change in both the resonance and dissipation in the same model. 
The complex frequency is obtained by redefining Equation (2.4.2) using the half-band-half 
width Equation (2.4.9), 
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 ?̅?
4𝜋2𝑚?̅?
= 𝑓𝑟
2 + 2𝒾Γ𝑓 − 𝑓2 (2.4.23) 
Since 𝑓 ≅ 𝑓𝑟 ≫ Γ, a negligibly small term −Γ
2 is added to Equation (2.4.23), which can now 
be rewritten as,
158
 
 ?̅?
4𝜋2𝑚?̅?
≅ 𝑓𝑟
2 + 2𝒾Γ𝑓 − Γ2 − 𝑓2 = (𝑓𝑟 + 𝒾Γ)
2 − 𝑓2 = 𝑓𝑟
2
− 𝑓2 (2.4.24) 
The transfer function (ratio of driving force to displacement amplitude) is defined using 
complex resonance frequency. This concept is expanded to describe small shift in the 
complex frequency, 
 ∆𝑓 = ∆𝑓 + 𝒾∆Γ (2.4.25) 
The real component is the shift in the resonance and the imaginary component is the shift in 
the half-band-half-with of the QCM sensor. The diagram of the general Mason circuit QCM 
model is given in Figure 2.21. This circuit is adapted from the electric power-line 
transmission T-circuit which is a lumped element model for grid AC power transmission. The 
choice of the T-circuit is subjective; the same circuit can be represented using the equivalent 
Π-circuit. 
 
Figure 2.21: Schematic of the Mason equivalent circuit. 
Assuming no parasitic capacitance (𝒞𝑃 = 0) and neglecting the piezoelectric stiffening 
impedance 𝑍𝑘, the impedance of the circuit at resonance is given by Equation (2.4.26). 
Parameter 𝜑 represents the electro-mechanical conversion between current and velocity, and 
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is given as 𝜑 = 𝐴𝑒26/𝑑𝑞, where 𝑒26 is the piezoelectric stress coefficient of AT cut quartz, 
given in literature as 9.65 ∙ 10−2 𝐶/𝑚2. The expressions for the impedances in Figure 2.21 
are derived in Appendix A.3.2. The impedance of Mason circuit is given as, 
 
0 =
−𝒾𝐴𝑍𝑞
sin(𝜈𝑞𝑑𝑞)
+ (
1
𝒾𝐴𝑍𝑞 tan (
𝜈𝑞𝑑𝑞
2 )
+
1
𝒾𝐴𝑍𝑞 tan (
𝜈𝑞𝑑𝑞
2 ) + 𝑍𝑠𝑢𝑟𝑓
)
−1
 (2.4.26) 
The Sauerbrey equation can be recovered from the Mason circuit by setting the surface 
impedance to zero to give (derivation at Appendix A.3.3), 
 
cot (
𝜈𝑞𝑑𝑞
2
) = 0 (2.4.27) 
The zeroes of the tangent function are periodic and are found at any integer multiple of 𝜋. 
Using the relation 𝜈𝑍 = 2𝜋𝑓𝜌, and 𝑚 = 𝜌𝐴𝑑, the solution can be written as, 
 
𝑓 =
𝓃𝐴𝑍𝑞
2𝑚
 (2.4.28) 
Where 𝓃 ∈ (1,3,5… ) represents the harmonics of the resonance as discussed in Section 
2.4.2. The resonance at 𝓃 = 1 is the fundamental frequency, whereas harmonics for 𝓃 > 1 
are known as overtones. The zeroes of the cotangent function occur only at odd integers, this 
means that only odd harmonics of the sensor can be piezoelectrically excited. If a surface 
impedance is imposed, Equation (2.4.26) can be rearranged to give (derivation at Appendix 
A.3.4), 
 −𝒾𝐴𝑍𝑞 tan(𝜈𝑞𝑑𝑞) = 𝑍𝑠𝑢𝑟𝑓 (2.4.29) 
Equation (2.4.29) can be simplified using a Taylor expansion of the tangent function to give 
the relation (derivation in Appendix A.3.5), 
 
tan(𝜈𝑞𝑑𝑞) ≅ 𝜋
∆𝑓
𝑓𝑟
 (2.4.30) 
Equation (2.4.30) is known as the small load approximation, which gives the well-establish 
equation of the Mason equivalent circuit model, 
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𝜋
∆𝑓
𝑓𝑟
=
𝒾
𝐴𝑍𝑞
𝑍𝑠𝑢𝑟𝑓 (2.4.31) 
The expression of the surface impedance depends on the nature of the imposing material. For 
example, Kanazawa and Gordon
160
 successfully calculated the frequency and dissipation 
shifts created by submerging the sensor in a Newtonian liquid. A Newtonian liquid imposes 
surface impedance that is purely reactive, with a shear modulus 𝑔𝑙 = 𝒾𝑔
′′ = 𝒾𝜔𝜂. 
Substituting the shear modulus into Equation (2.4.19), the impedance of a semi-infinite 
Newtonian liquid is given as, 
 𝑍𝑙 = √𝒾𝜔𝜂𝜌𝑙 (2.4.32) 
This impedance has both real and imaginary components which are proportional to the square 
root of the frequency, and a constant phase angle of 45°. The real component represents the 
mass of trapped liquid which oscillates with the surface QCM sensor due to a no slip 
boundary condition, and the imaginary represents the energy lost by the sensor due to viscous 
dissipation. The thickness of the trapped layer can be calculated by considering the shear 
acoustic wave which decays in the liquid evanescently. The decay rate is governed by the 
wavenumber, which describes the diminishing amplitude of the wave. Given the general 
solution of the wave equation, 
 𝑢 = 𝑢0 exp(−𝒾𝜈𝑥) (2.4.33) 
The wavenumber can be redefined using the expression 𝑍 = 𝜌𝑐 and Equation (2.4.32), 
 
𝜈 =
𝜔
𝑐
=
𝜌𝑙𝜔
√𝒾𝜔𝜂𝜌𝑙
= (1 − 𝒾)√
𝜌𝑙𝜔
2𝜂
 (2.4.34) 
The inverse of the wavenumber’s magnitude represents the penetration depth of the 
evanescent wave as, 
 𝛿𝑤 = √2𝜂/𝜌𝑙𝜔 (2.4.35) 
Furthermore, this depth represents the thickness of the viscous boundary layer. Substituting 
the impedance of a Newtonian liquid into Equation (2.4.31), 
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 ∆𝑓
𝑓𝑟
=
∆𝑓 + 𝒾ΔΓ
𝑓𝑟
=
𝒾
𝜋𝐴𝑍𝑞
√𝒾𝜔𝜂𝜌𝑙 =
𝒾 − 1
𝜋𝐴𝑍𝑞
√
𝜔𝜂𝜌𝑙
2
 
 
The magnitude of the frequency (negative shift) and dissipation (positive shift) shifts will 
be (𝑓𝑟
3/2/𝑍𝑞)√𝜂𝜌𝑙/𝜋 for a Newtonian liquid.
161,162
 The Mason circuit is extended by adding 
an adjacent viscoelastic T-junction when the adsorbed layer imposes viscoelastic surface 
impedance (Figure 2.22). 
 
Figure 2.22: Schematic of the Mason equivalent circuit of a QCM sensor with an adsorbed 
viscoelastic layer. 
The impedance of adsorbed layer is, 
 
𝑍𝑠𝑢𝑟𝑓 = 𝒾𝐴𝑍𝑓 tan (
𝜈𝑓𝑑𝑓
2
) +
1
1
𝒾𝐴𝑍𝑓 tan (
𝜈𝑓𝑑𝑓
2 )
−
sin(𝜈𝑓𝑑𝑓)
𝒾𝐴𝑍𝑓
 
(2.4.36) 
Simplified to (derivation in Appendix A.3.6), 
 𝑍𝑠𝑢𝑟𝑓 = 𝒾𝐴𝑍𝑓 tan(𝜈𝑓𝑑𝑓) (2.4.37) 
The surface impedance of the film’s circuit is substituted into Equation (2.4.31),  
 ∆𝑓
𝑓𝑟
= −
𝑍𝑓
𝜋𝑍𝑞
tan(𝜈𝑓𝑑𝑓) (2.4.38) 
Chapter 2. Background 
62 
 
The Mason circuit can be further modified to accommodate any number of viscoelastic layers 
and include the impedance of a semi-infinite liquid. Several authors have derived expressions 
for a viscoelastic layer in a liquid, 
 ∆𝑓
𝑓𝑟
= −(
𝑍𝑓
𝜋𝑍𝑞
)
𝑍𝑓 tan(𝜈𝑓𝑑𝑓) − 𝒾𝑍𝑙
𝑍𝑓 + 𝒾𝑍𝑙 tan(𝜈𝑓𝑑𝑓)
 (2.4.39) 
 
 
Two viscoelastic layers, 
 ∆𝑓
𝑓𝑟
= −(
1
𝜋𝑍𝑞
)
𝑍𝑓tan(𝜈𝑓𝑑𝑓) + 𝑍𝑔 tan(𝜈𝑔𝑑𝑔)
(1 −
𝑍𝑓
𝑍𝑔
) + tan(𝜈𝑓𝑑𝑓) tan(𝜈𝑔𝑑𝑔)
 
(2.4.40) 
And two viscoelastic films in a liquid, 
 ∆𝑓
𝑓𝑟
= −(
𝑍𝑔
𝜋𝑍𝑞
)
𝑍𝑓(𝑍𝑓tan(𝜈𝑓𝑑𝑓) + 𝑍𝑔 tan(𝜈𝑔𝑑𝑔)) + 𝒾𝑍𝑙(𝑍𝑔tan(𝜈𝑓𝑑𝑓) + 𝑍𝑓 tan(𝜈𝑔𝑑𝑔))
𝑍𝑓(𝑍𝑔 − 𝑍𝑓 tan(𝜈𝑓𝑑𝑓) tan(𝜈𝑔𝑑𝑔)) + 𝒾𝑍𝑙(𝑍𝑔tan(𝜈𝑓𝑑𝑓) + 𝑍𝑓 tan(𝜈𝑔𝑑𝑔))
 (2.4.41) 
The above equations
163
 all assume a uniform coverage of the sensors; however, the same 
principle can be applied to point-contact impedances. When considering the impedance of 
adsorbed particles it is often appropriate to consider each adsorbed particle as an individual 
impedance source using a lump element model. Figure 2.23 depicts a Mason circuit where the 
surface impedance is comprised of many individual point-loads. 
 
Figure 2.23: Schematic of Mason equivalent circuit with multiple point loads. 
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Giving rise to the equation,
164
 
 
∆𝑓
𝑓𝑟
= −
𝑁𝑝
𝒾𝜋𝐴𝑍𝑞
𝑍𝑝 
(2.4.42) 
 
The impedance of a single particle can vary depending on the size and the particle’s strength 
of adhesion to the sensor’s surface. The impedance of 𝑁𝑝 particles is typically described by 
equations in Table 2.2 in various configurations. The underlying assumption in Equation 
(2.4.42) is that all of the particles coupled to the QCM sensor impose identical impedance. 
Often the sensor experiences a variety of impedances that arise from a heterogeneous particle 
distribution. For a general distribution of coupled particles (𝑔), the impedance of the load is 
given as, 
 
𝑍𝑠𝑢𝑟𝑓 = ∫ 𝑛(𝜔𝑝)𝑍𝑝(𝜔𝑝)
∞
0
𝑑𝜔𝑝 (2.4.43) 
Here, particles are characterised by their natural resonance,  𝜔𝑝 = √𝜅𝑝/𝑚𝑝, (as discussed in 
Equation (2.4.3)). In Equation (2.4.43) the particle distribution function is convoluted with 
the particle impedance to account for the different impedances imposed by each type of 
particle. In addition to particle’s mass and elasticity, the distribution function may also 
depended on the location of the particle on the sensor.
165
 Equation (2.4.43) can be substituted 
into the small load approximation (Equation (2.4.31)) to relate the impedance of the particle 
distribution to the frequency shift detected by the QCM.
158
 
 ∆𝑓
𝑓0
=
𝒾
𝜋𝐴𝑍𝑞
∫ 𝑛(𝜔𝑝′)𝑍𝑝(𝜔𝑝′)
∞
0
𝑑𝜔𝑝′ (2.4.44) 
Equation (2.3.62) can be recovered from Equation (2.4.44) by setting the particle distribution 
as a Dirac delta function, 
 𝑛(𝜔𝑝′) = 𝑁𝑝𝛿(𝜔𝑝′ − 𝜔𝑝) (2.4.45) 
where all 𝑁𝑝 particles have the same natural resonance 𝜔𝑝. 
2.4.3.3 Viscoelastic Models 
The impedance imposed by a single particle on the QCM sensor is typically assumed to be in 
the form of viscoelastic point-load. The impedance of the particle is composed of the three 
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basic impedances discussed in Table 2.2: inertia, dampening, and elasticity.
166
 There are 
several models that describe how these impedances interact. The two simplest and most 
widely used models are known as the Maxwell and Kelvin-Voigt viscoelastic models. These 
models combine the effects of Hookean elasticity and Newtonian viscosity to describe the 
behaviour of a viscoelastic material.
167
 The Maxwell and Kelvin-Voigt viscoelastic models 
are both linear. It is assumed deformations are small enough that non-linear behaviour can be 
neglected. The difference between the two models can be clearly seen when considering the 
equivalent circuits describing their behaviour. 
The Kelvin-Voigt viscoelastic model assumes that the impedances of the dashpot and spring 
operate in series. Figure 2.24a depicts the physical arrangement of such a system while 
linking a mass to a stationary surface. Figure 2.24b depicts the equivalent circuit of the 
Kelvin-Voigt configuration. 
 
 
a b 
Figure 2.24: a. Schematic of a mass bound to a surface through a Kelvin-Voigt link. b. The 
equivalent circuit of the system depicted in Figure 2.24a. 
In this arrangement the spring and dashpot share the stress applied on the circuit between 
them, and they always remain equally strained (and therefore their velocities are also equal). 
The total stress of Kelvin -Voigt branch is given as, 
 𝑠 = 𝑠𝜅 + 𝑠𝓇 (2.4.46) 
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and total strain as, 
 𝓌 =𝓌𝜅 = 𝓌𝓇 (2.4.47) 
If the elastic and dampening terms in Table 2.2 are substituted into Equation (2.4.46), the 
total stress can be expressed as of function of displacement, 
 
𝑠 = 𝑌𝓌 +𝓇𝓌
𝑑𝓌
𝑑𝑡
 (2.4.48) 
Here 𝑌 is Young’s modulus. The Kelvin-Voigt model is typically used to describe 
viscoelastic solids. The application to solids can clearly be seen when considering the 
response of the Kelvin-Voigt system to constant stress (𝑑𝑠/𝑑𝑡 = 0).  Equation (2.4.48) can 
be rewritten as a function of strain. 
 𝑑𝓌
𝑑𝑡
=
𝑠
𝓇𝓌
−
𝑌
𝓇𝓌
𝓌 (2.4.49) 
when solved gives, 
 
𝓌 =
𝑠
𝑌
(1 − exp (−
𝑌𝑡
𝓇𝓌
)) (2.4.50) 
The solution to this equation shows that as time approaches infinity, strain approaches the 
constant 𝑠/𝑌 value asymptotically. Finite deformation is a characteristic expected from a 
solid material. The impedance of the Kelvin-Voigt circuit depicted in Figure 2.24b combines 
the inertial impedance to give, 
 
𝑍𝐾𝑉 =
1
1
𝒾𝜔𝑚 +
1
𝜅
𝒾𝜔 + 𝓇
 
(2.4.51) 
The Maxwell viscoelastic model assumes that the impedances of the dashpot and spring 
operate in parallel. Figure 2.25a depicts the physical arrangement of such a system when 
linking a mass to a reference surface. Figure 2.25b depicts the equivalent circuit of the 
Maxwell configuration. 
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a b 
Figure 2.25: Schematic of a mass bound to a surface through Maxwell link. b. The equivalent 
circuit of the system depicted in Figure 2.25a. 
In this arrangement the strain of the spring and dashpot is summed to give the total strain of 
the system, and both experience the same stress. The stress on each component in the circuit 
is, 
 𝑠 = 𝑠𝜅 = 𝑠𝓇 (2.4.52) 
And the strains are summed, 
 
𝓌 =𝓌𝜅 +𝓌𝓇 
(2.4.53) 
 
The relation between the total stress and strain on the system is obtained by substituting the 
strain velocities of every component into Equation (2.4.53). The overall velocity is given as, 
 𝑑𝓌
𝑑𝑡
=
𝑠
𝓇𝓌
+
1
𝑌
𝑑𝑠
𝑑𝑡
 (2.4.54) 
The Maxwell model is typically used to describe viscoelastic liquids. Once again, the 
application to liquids can be clearly seen when considering the response of the Maxwell 
system to constant stress.  At constant stress, Equation (2.4.54) can be rewritten as a function 
of strain, 
 𝑑𝓌
𝑑𝑡
=
𝑠
𝓇𝓌
 (2.4.55) 
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which is solved to give, 
 𝓌 =
𝑠
𝓇𝓌
𝑡 (2.4.56) 
Thus, the strain increases linearly with time. Infinite deformation is a characteristic expected 
of a liquid material. The Maxwell model is often associated with creep deformation, which 
refers to a slow irreversible deformation under mechanical stress. The impedance of the 
Maxwell circuit depicted in Figure 2.25 is given by combining the inertial impedance, 
 
𝑍𝑀 =
1
1
𝒾𝜔𝑚 +
𝒾𝜔
𝜅 +
1
𝓇
 (2.4.57) 
Section 2.4.3 introduces the concept of Mason equivalent circuits to model the QCM quartz 
sensor disc. These models interpret QCM data by considering the viscoelastic nature of the 
deposited material by solely examining the resonance of the bulk acoustic wave. Mason 
circuits can be modified to accommodate several configurations of deposits (uniform layer or 
point contact) in various fluid environments, allowing them to describe a wide variety of 
adsorbing materials. These models do not provide as much detail as the coupled equations of 
piezoelectricity (section 2.4.2); however, they successfully capture the acoustic nature of the 
loaded QCM sensor at low computational cost. 
2.5 Mesoporous Particles 
2.5.1 Synthesis 
The synthesis methodology of silica particles was first introduced in the 1970’s; however, 
received little attention due to lack of practical applications.
32
 It wasn’t until 1997 that silica 
particle synthesis expanded. Highly porous particles are characterized by their narrow pore 
distribution and large surface areas; both qualities make them extremely useful in various 
applications such as drug delivery
31
, catalysis
168
, energy storage, and crystallisation of 
complex and fragile compounds such as proteins
30,169
. These particles are easily synthesized 
from readily available materials, making them particularly attractive solutions from an 
economic point of view, and are very chemically stable (long life time). It is for these reasons 
silica particles have been chosen as possible surfaces for the deposition of inorganic salts. 
Silicon chemistry is largely based around silicon’s electropositive nature.  In comparison with 
metals which commonly form metal oxides, such as titanium or zinc, silicon is considerably 
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less electropositive. In organic chemistry silanes are considered as electron donating groups. 
Siloxanes contain highly robust silicon-oxygen bonds. They are characterised by their low 
glass transition temperature, hydrophobicity, and versatility. 
Aqueous silicon is often found in the forms of silicic acid such as orthosilicic acid (𝑆𝑖(𝑂𝐻)4), 
metasilicic acid (𝐻2𝑆𝑖𝑂3), and disilicic acid (𝐻2𝑆𝑖2𝑂5). The production of silica particles is 
based on the polymerisation of organo-silicon monomers by hydrolysis and condensation 
mechanisms. Silica is often derived from silanol based compounds, commonly tetra methyl 
ortho silicate (TMOS) and tetra ethyl ortho silicate (TEOS). Reactions typically occur in the 
aqueous phase; however, due to poor solubility of silanols in water, alcoholic solvents are 
often used to accommodate both the water and the silanol. The dominating reactions include 
hydrolysis, alcoholysis, and polymerisation and their respective condensation reactions as 
seen below. 
 𝑆𝑖(𝑂𝑅)4 + 𝐻2𝑂 ↔ 𝑆𝑖(𝑂𝑅)3𝑂𝐻 + 𝑅𝑂𝐻 (2.5.1) 
 𝑆𝑖(𝑂𝑅)4 + 𝐻𝑂𝑆𝑖(𝑂𝑅)3 ↔ 𝑆𝑖(𝑂𝑅)3𝑂𝑆𝑖(𝑂𝑅)3 + 𝑅𝑂𝐻 (2.5.2) 
 2𝑆𝑖(𝑂𝑅)3𝑂𝐻 ↔ 𝑆𝑖(𝑂𝑅)3𝑂𝑆𝑖(𝑂𝑅)3 + 𝐻2𝑂 (2.5.3) 
It was believed that a standard polymerization reaction dominates where monomers react to 
form oligomers which continue and extend their chains by reacting with more monomers. 
However, more recently it was found that silica first forms cyclic units, which then combine 
to form a continuous three dimensional silica structure. 
2.5.1.1 Acid Catalysis 
The mechanism of silicon alkoxide hydrolysis has been studied extensively. Most 
investigations point towards an SN2 substitution mechanism between the water (acting as the 
nucleophile) and the alcohol (acting as the leaving group) as seen in Figure 2.26. In the 
presence of acid, the protonation is identified as the fast step, while the nucleophilic attack of 
the water is defined as the rate determining step. Protonation of the alkoxy group induces a 
local positive charge and allows the alcohol to become a better leaving group. The induced 
positive charge localized near the silicon atom withdraws its electrons making it a better 
electrophile. Thus, upon protonation, water can attack the silicon atom creating a reaction 
intermediate where both the water and alcohol are weakly bonded to silicon. As a water 
molecule forms a bond with silicon, the positive charge of the alcohol diminishes. 
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Figure 2.26: Mechanism depicting acid catalysed alcoholysis of TEOS. 
Work published by Pope and Mackenzie
170
 compares the gelation time of the silica product 
using different acids. Results reveal that hydrogen fluoride is a particularly effective acid 
catalyst not only due its strong acidity, but also its conjugate base’s ability to form complexes 
with the ortho silicate ester (the fluoride ion). Due to its small size, the fluoride ion can attack 
the silicon directly to form a pentavalent intermediate species by interacting with silicon’s 
empty d-orbitals. This weakens the silicon oxygen bond making the silicon more vulnerable 
to a nucleophilic attack by water. The fluoride ion is approximately the same size as the 
hydroxide ion; thus, comparable to the base catalysis mechanism observed in high pH 
mediums. 
2.5.1.2 Base Hydrolysis 
Base catalysed hydrolysis, like acid catalysis, proceeds via an SN2 reaction (Figure 2.27). 
Under basic conditions, water dissociates rapidly to produce the hydroxide anion. The 
hydroxide then acts as a nucleophile, attacking the silicon to produce a pentavalent 
intermediate. The silicon atom is weakly bonded to the hydroxyl and an alkoxy group. Being 
a better leaving group, the alkoxy detaches from the intermediate liberating an alkoxide 
anion. 
 
Figure 2.27: Mechanism depicting based catalysed alcoholysis of TEOS. 
It is important to note that a chiral inversion occurs during the SN2 mechanism, which is 
significant in the case of optically active ortho silicates. The base catalysis rate of reaction is 
strongly affected by the length of the alkoxy or alkyl groups in the silicate, longer and 
branched chains tend to slow reaction rates due to steric effects. 
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The hydrolysis reaction rate of ortho silicate esters largely depends on the carbon chain 
length and branching of the ester, as well as the presence of electron withdrawing groups. 
Work done by Aelion et al.
171
 clearly demonstrates a trend where both longer aliphatic chains 
and higher degrees of branching reduce the reaction rate. For example, hydrochloric acid 
catalysed hydrolysis of TEOS is considerably slower than that of TMOS, indicating that the 
steric hindrance significantly affects the nucleophile’s ability to attack the silicon. The effects 
of electron withdrawing groups tend to decrease reactivity in the presence of acid catalysts, 
since the silicon esters become harder to protonate. Alternatively, electron withdrawing 
groups exert a moment on the silicon oxygen bond by induction, withdrawing electron 
density from the silicon, thereby making it more positive and vulnerable to nucleophilic 
attacks. In the presence of basic catalysts, electron withdrawing substituents cause the rate of 
hydrolysis to increase. The opposite is true for electron donating groups, were alkyl alkoxide 
silanes exhibit faster reaction rates than ortho alkyl silicates (such as TMOS and TEOS) 
under acid conditions, and slower reaction rates than ortho alkyl silicates under basic 
conditions. 
2.5.1.3 Condensation 
As described by the three equilibriums reactions (2.5.1), (2.5.2), and (2.5.3), the formation of 
silica polymers involves the hydrolysis step of the alkoxy silicates to hydroxyl silicates 
species, followed by the dehydration condensation reaction between the hydroxyl groups to 
form the silica network. The polymerisation process does not proceed as a conventional chain 
extension mechanism as in many polymers, and is in fact very pH dependent. Silica 
polymerisation proceeds in a fashion that minimises hydroxyl group terminals and enables for 
the maximum number of silicon oxygen bonds. Rather than linear chains, rings begin to form 
very early in the process. Monomers combine to form dimers which then combine with 
monomers or dimers to form cyclic trimers and tetramers. Particles as small as one nanometre 
in diameter (hexamers and octamers) appear immediately as cyclic units combine. Particles 
continue to grow in size serving as deposition nuclei, growth continues primarily via the 
Ostwald ripening mechanism, whereby particles grow in size and decrease in number as 
highly soluble small particles dissolve and re-precipitate on larger, less soluble nuclei. 
Terminal particle size is limited by the particles’ solubility in the solvent. This depends 
largely on temperature and pH. Due to higher solubility, particles synthesized in higher 
temperatures and pH (more notably at pH higher than 7) grow to larger sizes. Upon reaching 
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terminal size, particles aggregate to form three dimensional networks which macroscopically 
appear as a gel. 
The pH of the reaction medium plays a dominant role in controlling the mechanism of 
polymerisation, particle size, and gelation time of the silica. Internally, silica particles consist 
of a network of silicon oxygen units; however, the particle surface contains terminal hydroxyl 
groups. The hydrogen at the terminal groups are mildly acidic and can deprotonate with 
increasing pH. The isoelectric point of silica particles typically falls between the pH ranges of 
1-3. At this point, the electric mobility of the particle is zero. Another important parameter in 
the polymerisation of silicates is the ratio between water and silicon in the reaction medium. 
The amount of water present during the reaction determines the degree of polymerisation and 
the characteristics of the final product, which may appear as fibres, gels, or colloidal 
particles.
172
 
2.5.1.4 Micelles 
The formation of the silica particles relies on the ability of surfactants to form micelles, 
which later serve as templates in the polymerisation reaction of the silica. Formation of 
micelles is often observed in aqueous solutions containing amphiphilic solutes such as 
surfactants. The unique amphiphilic property of surfactants arises from the presence of both 
hydrophilic and hydrophobic functional groups in the surfactant molecule. When dissolved in 
aqueous media, surfactant molecules will cluster such that their hydrophobic end will be 
shielded from the aqueous medium to minimise unfavourable interactions between 
hydrophobic functional groups with the hydrophilic medium. Alternatively, in organic 
medium, surfactants will orient themselves in a manner such that more polar (hydrophilic) 
functional groups are shielded. Surfactant clusters are known as micelles. Micelle formation 
has been observed in many shapes and orientations, which largely depend on surfactant 
concentration in solution, pH, temperature, and the nature of the surfactant building block. 
The formation of any micelle is a result of the thermodynamic necessity to minimise 
energetically unfavourable hydrophobic-hydrophilic interactions. 
Micelle microstructures can be thought of as a colloidal system because they are dispersed in 
a continuous (and mostly commonly liquid) medium in a stable manner. The formation of the 
micelle is greatly dependent on the concentration of the surfactants in solution. At very low 
concentrations, surfactants are too few in numbers to form complete micelles. At very high 
concentrations, complete micelles are abundant throughout the solution. An important 
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characteristic of a surfactant is its critical micelle concentration (CMC). Below the CMC any 
addition of surfactants to a solution would be allocated towards constructing existing 
micelles. As a result, the interfacial tension between the surfactant cluster and solvent would 
steadily decrease as more surfactant molecules align on the interface. At the CMC, micelles 
grow to their critical size, and any further addition of surfactants would be directed towards 
the formation of new micelles. Consequently, reduction in the interfacial tension above the 
CMC would be a lot smaller compared to the interfacial tension reduction observed below the 
CMC. Another important property of surfactants is known as the cloud point temperature. 
The cloud point refers to the temperature, above which a solution containing surfactants 
becomes cloudy in appearance. Many surfactants exhibit reverse solubility, since they 
condense out of solution above the cloud point to form a separate phase. 
Today a wide variety of techniques have been developed for silica particle synthesis.
173,174
 
Every technique is optimised to accommodate a specific application; different techniques call 
upon different reagents and post treatment procedures. Despite the different synthesis 
approaches, all techniques involve the use of surfactants for polymerisation templates, and 
the condensation polymerisation reaction of silica precursors.
175
 Figure 2.28 depicts the 
sequence of events which take place when surfactant templates are used in silica particle 
template formation. 
 
Figure 2.28: Stages of mesoporous silica synthesis using a triblock copolymer template. 
In the late 1990’s mesoporous silica synthesis made use of non-ionic surfactants to establish a 
polymerisation template. Zhao et al. used triblock copolymers to synthesize micro and 
mesoporous silica.
176
 The silica produced is condensed from orthosilicates such as TMOS, 
TEOS, and TPOS, and is of highly ordered nature containing hexagonal mesoporous 
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structure. Pore sizes are tuneable from 5 to 30 nm. The triblock copolymer is made of 
polyethylene oxide-polypropylene oxide-polyethylene oxide (PEO-PPO-PEO).
174
 Due to the 
differing carbon chain lengths in each of the block’s monomers, the copolymer possess 
amphiphilic properties. The PEO blocks are more hydrophilic, while the PPO blocks are 
more hydrophobic; thus, the copolymer is most stable in a micelle. The nature of the 
copolymer itself greatly affects the structure of the silica produced. A propylene oxide rich 
copolymer (EO50PO70EO50) favours hexagonal morphology at low concentrations (0.5 to 1% 
weight). At higher concentrations an unstable layered product is formed. As determined by 
X-ray diffraction, high copolymers containing long EO sections yield cubic silica 
morphology, while hexagonal morphology can be achieved by using inverted triblock 
copolymers, POEOPO. Hexagonal silica is desired since it is more thermally stable and can 
withstand calcination at 850°C. Characterization of silica particles is often done with BET 
nitrogen sorption isotherms, as seen in the case of SBA-15 silica prepared from 
EO20PO70EO20. Isotherms reveal that both monolayer and multilayer adsorption takes place 
on the silica pores surfaces, as well as multilayer adsorption on the outer particle surface. 
Furthermore, multilayered adsorption induces capillary condensation inside the silica pores. 
Pore size can be increased by increasing reaction time and temperature, since it affects the 
hydrophobicity of the PEO block. Increasing pore diameter often results in thin silica walls. 
Increasing reaction time in acidic conditions may cause protonation and subsequent breaking 
of the PEO blocks, which interacts strongly with silica. Increasing the hydrophobic volume of 
the PPO block or adding organic species such as trimethylbenzene (TMB) as co-solvents can 
also increase the pore diameter. The use of TMB allows the silica pore size to increase 
without changing its wall thickness or morphology. Silica particles have surface areas which 
typically range between 200 and 1000 m
2
/g, and a skeletal density of about 2.6 g/cm
3
. 
Other parameters can be used to control the nature of the synthesized silica. Temperature 
(typically varied between 35 to 140°C) of reaction can also be used to control pore diameter 
and silica thickness. Copolymer concentrations higher than 6% in weight yield silica gel and 
below 0.5% yield amorphous silica. Temperatures above 80°C yield silica gel, while 
temperatures below 30°C yield amorphous silica. Acidic conditions are commonly utilized in 
particle synthesis. Strong acids such as halogen, nitric, sulphuric, and phosphoric acids are 
used to achieve low pH. Above the isoelectric point of silica (pH 2) no precipitation of silica 
gel occurs while above pH 7 amorphous silica is observed.
32
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2.5.2 Surface Functionalisation 
Silica particles have distinct surface chemistry characterised by the terminal hydroxyl groups 
of the silica network. As discussed by many authors, the extent of protonation is dictated by 
the pH of the medium. At highly acidic pH, the terminal hydroxide groups are protonated. At 
highly basic pH, the terminal hydroxides are deprotonated, leaving a negatively charged 
oxide. The surface chemistry of a particle can be modified; the terminal hydroxyl groups can 
react with specific reagents to replace the hydroxyl groups with a selection of other functional 
groups such as, amino, thiol, phenyl, halide, and aliphatic chains. 
Modification of the surface chemistry is known as functionalisation, commonly performed by 
the same hydrolysis and condensation reactions which occur during silica polymerisation. 
Reagents analogous to TEOS are used to react with the surface of the silica particle thereby 
inserting a new functional group. For example, thiol groups are added using reagents such as 
3-mercaptopropyl trimethoxysilane (MPTMS).
177
 Much like TMOS, MPTMS contain three 
methoxy groups which are capable of undergoing hydrolysis and integrating into the silica 
network via the condensation reaction. The fourth substituent is a thiopropyl group which 
remains inert. In a similar fashion, 3-aminopropyl trimethoxysilane (APTMS) is commonly 
used to add amine chemistry
178,179
, 3-bromopropyltrichlorosilane (BPTCS) to add bromide 
chemistry
180
. The same principle can be applied for any function group. Figure 2.29 depicts 
the reaction mechanism for surface functionalisation. 
 
Figure 2.29: Silica surface functionalisation reaction mechanism. Silane with functional 
group ‘FG’ is incorporated to the particle surface through nucleophilic attack of hydroxide 
terminal groups. 
Functionalized orthosilicates can bind to the surface in one, two, or three dimensional 
configurations. This corresponds to the number of surface hydroxyl groups that bind to a 
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single functionalised silicon atom. This process is very hard to control, and perhaps even 
random. The functionalisation reaction is typically done in an organic solvent such as toluene 
under reflux. Particles are completely dried using a Dean-Stark apparatus after which the 
relevant functional silane is injected into the toluene-particle dispersion. Surface 
functionalisation is known to improve affinity between the particle’s surface and metallic 
compounds. For example, thiol groups have demonstrated high affinity to mercury ions in 
aqueous solutions, making thiol functionalised silica particles excellent candidates for 
cleaning drinking water that is contaminated with mercury. Similarly, the affinity of a silica 
particle to calcium ions may be improved upon correct functionalisation. 
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Chapter 3. Analytical Methods Theory 
Chapter 3 presents the underlying theory of the analytical techniques used to supplement 
primary experimental data discussed in Chapter 5. Complete derivations are available in the 
Appendix A.4. Scanning electron microscopy was used to visually observe crystal habit, as 
well as visualise how experimentally produced crystals agglomerate and break in the batch 
crystalliser experiments (also used to observe crystals in the QCM flow experiment, Chapter 
7). Laser diffraction is used to measure the steady state crystal size distribution inside the 
batch crystalliser. Gas sorption was used to measure available surface area, pore volume, and 
pore size distribution of the mesoporous particles used in the batch crystalliser experiments. 
 
3.1 Scanning Electron Microscopy 
Scanning electron microscopy (SEM) is a widely used imaging technique which relies on 
electron scattering. Electron microscopy has a distinct advantage over optical microscopy as 
it is not limited by the wavelength of visible light. While the theoretical limit of an optical 
microscope is 0.2 µm, an SEM and can typically achieve magnifications in the orders of tens 
of nanometres, with a lower limit of 0.4 nm. Sample preparation is an important step in 
electron microscopy in order to obtain detailed and resolved images. Materials that are not 
electrically conductive are prone to charge build up and poor scattering, making them appear 
as dark spots. Poor conductors are therefore coated with a thin layer of conductive material, 
typically gold or platinum. Coatings are applied through physical vapour deposition, 
generating nanometric smooth layers. 
In an electron microscope an electron beam is generated using a tungsten filament through 
the thermionic effect. The filament is heated to a point where electrons have sufficient kinetic 
energy to overcome the work function of tungsten. The intensity of the generated primary 
beam is controlled by the voltage drop across the filament, also known as the acceleration 
voltage. Different samples require different acceleration voltages depending on the size, 
density, and atomic number of the sample. Higher electron penetration and diffusion in the 
sample is achieved when using high voltage beams. This generates high resolution images, 
but may result in low contrast, charge build up, or even damage to the sample. Alternatively, 
low voltage beams provide good contrast and offer more surface detail. Such beams are more 
suited for low magnification images as they do not achieve resolutions of high voltage beams. 
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Operating acceleration voltages typically range between 5 and 30 kV, with a typical average 
value of 15 kV. The primary beam is focused through a series of magnetic lenses and directed 
to the sample chamber. The chamber is held under a high vacuum to minimise interference 
with the beam. The sample is then scanned in a raster scanning pattern. 
 
Figure 3.1: Depiction of elastic and inelastic electron scattering. 
The electron beam is scattered by the sample to form both back scattered and secondary 
electrons (Figure 3.1). Back scattered electrons are formed through elastic scattering (where 
kinetic energy is conserved) and are high in energy. Secondary electrons are a result of 
inelastic scattering (where kinetic energy is not conserved) and are low in energy (less than 
50 eV). Scattered electrons are detected by Everhart-Thornley detector which amplifies the 
signal of a scintillator through a photomultiplier apparatus, or through a high sensitivity 
semiconductor detector. In addition to electron scattering, the interactions between the 
electron beam and the sample generate x-rays. In some SEMs the elemental composition of a 
sample can be analysed using x-ray spectroscopy.
181,182
 
 
3.2 Laser Diffraction 
Measuring particle size distribution is an important aspect in many fields of study, including 
sediment analysis, cement manufacturing, and characterisation of colloidal materials. Most 
notably, particle distribution analysis is extensively used in the pharmaceutical industry. The 
shape of the crystal size distribution can have a significant effect on downstream processes 
such as tablet formulation, milling, and filtering, as well as the efficacy of the active 
pharmaceutical ingredient’s dissolution rate in the body.183,184 
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The two most commonly used techniques of particle sizing is imaging and light scattering. 
Imaging is the most intuitive way to size a particle, as its dimension can be directly measured 
from a picture. Although imaging is effective in determining particle size, it can be time 
consuming to analyse every particle individually as particle population are typically counted 
in the order of 1010~1012 for dilute solutions of micron sized particles. A more efficient 
technique for sizing large particle population is through light scattering. In this technique the 
size of particle can be determined by examining the scattering pattern generated by the 
particle’s interference with the incident light. There are several methods which use scattered 
light to determine particle size distribution including static light scattering, dynamic light 
scattering, and laser diffraction. In this study, crystal size distribution was measured using 
laser diffraction. It is important to note that the difference between scattering and diffraction 
is based on the dimensionality of the wavelength and particle size considered. If the particle’s 
diameter is smaller or similar to that of the light’s wavelength, the light is scattered. If the 
particle is much larger than the light’s wavelength, then the light is diffracted. A simplified 
schematic of a laser diffraction apparatus is depicted in Figure 3.2. 
 
Figure 3.2: Schematic of a laser diffraction apparatus. A beam scattered by a passing particle, 
creating an angle-dependent intensity field. 
Particles are suspended in a carrier liquid which is circulated through a transparent flowcell. 
Particles flowing though the flowcell scatter a laser beam orthogonal to the direction of the 
flow. The resulting scattered field is measured by a photodetector, which determines the 
field’s intensity as a function of angular coordinate. The scattered field strongly depends on 
the size of the interfering particle. If the size of the scattering particles is smaller than the 
wavelength of the incident light, then a linear approximation is used to calculate the scattered 
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field. This approximation is known as Rayleigh scattering, and can be used to explain that the 
blue colour of the sky is a result of sunlight being scattered by nitrogen and oxygen 
molecules in the atmosphere. If the size of the scattering particle is similar to the wavelength 
of the incident light, then Rayleigh scattering is no longer valid and the full solution of the 
scattering field must be used. If the particles are spherical, the solution of the scattered field is 
known as Mie Scattering. If the size of particle is much larger than the wavelength of the 
incident light, the interference process is known as diffraction, which is approximated by 
Fraunhofer diffraction theory. 
The mathematical treatment of scattering theory is long and rigorous. The complete 
derivation of scattering theory is beyond the scope of this work; however a short summary of 
the mathematics is discussed in Appendix A.4.1.  It was first presented by Gustav Mie
185
, and 
is based on solutions to Maxwell’s equations of electromagnetic waves using spherical 
harmonics. Maxwell’s equations of electromagnetic waves are given below in the frequency 
domain. 
 ∇ × 𝓔 = −𝑖𝜔𝜇𝐸𝑀𝑯𝐸𝑀 (3.2.1) 
 ∇ ×𝑯𝐸𝑀 = 𝑖𝜔𝜖𝓔 (3.2.2) 
The first equation is known as Faraday’s law which states that a varying magnetic field will 
generate a non-conservative electric field (field with a non-vanishing curl). The second 
equation is known as Ampère circuital law, which states that the varying electric field 
(passing through a surface) will generate a non-conservative magnetic field. Although these 
equations were first proposed by Faraday and Ampère respectively, the two equations were 
later revised and united by Maxwell. Mie was able to show that the scattered electric and 
magnetic fields produced by a particle of size 𝑟𝑝 are given as (Appendix A.4.1), 
 
𝓔𝒔𝒄𝒂 = ℰ𝑜𝑟𝑔∑𝒾
𝑗
2𝑗 + 1
𝑗(𝑗 + 1)
∞
𝑗=1
(𝒾𝑎𝑗
𝑀𝑵𝑒,𝑗
𝐸𝑀 − 𝑏𝑗
𝑀𝑴𝑜,𝑗
𝐸𝑀) (3.2.3) 
 
𝑯𝑠𝑐𝑎
𝐸𝑀 = ℰ𝑜𝑟𝑔∑𝒾
𝑗
2𝑗 + 1
𝑗(𝑗 + 1)
∞
𝑗=1
(𝒾𝑏𝑗
𝑀𝑵𝑜,𝑗
𝐸𝑀 + 𝑎𝑗
𝑀𝑴𝑒,𝑗
𝐸𝑀) (3.2.4) 
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Here 𝓔𝑜𝑟𝑔 is the electric field generated at the source, and 𝑵
𝐸𝑀 and 𝑴𝐸𝑀 are intermediate 
vector fields which resemble the electric and magnetic fields, with subscripts e denoting even 
terms, and o odd terms. Parameters 𝑎𝑗
𝑀 and 𝑏𝑗
𝑀 are known as the Mie coefficients, given as, 
 
𝑎𝑗
𝑀 =
𝓂2𝒥𝑗
𝐵(𝓂𝑥𝑀)
𝜕
𝜕𝑥𝑀
(𝑥𝑀𝒥𝑗
𝐵(𝑥𝑀)) − 𝒥𝑗
𝐵(𝑥𝑀)
𝜕
𝜕𝑥𝑀
(𝓂𝑥𝑀𝒥𝑗
𝐵(𝓂𝑥𝑀))
𝓂2𝒥𝑗
𝐵(𝓂𝑥𝑀)
𝜕
𝜕𝑥𝑀
(𝑥𝑀ℎ𝑛1(𝑥𝑀)) − ℎ𝑛1(𝑥𝑀)
𝜕
𝜕𝑥𝑀
(𝓂𝑥𝑀𝒥𝑗
𝐵(𝓂𝑥𝑀))
 (3.2.5) 
 
𝑏𝑗
𝑀 =
𝒥𝑗
𝐵(𝓂𝑥𝑀)
𝜕
𝜕𝑥𝑀
(𝑥𝑀𝒥𝑗
𝐵(𝑥𝑀)) − 𝒥𝑗
𝐵(𝑥𝑀)
𝜕
𝜕𝑥𝑀
(𝓂𝑥𝑀𝒥𝑗
𝐵(𝓂𝑥𝑀))
𝒥𝑗
𝐵(𝓂𝑥𝑀)
𝜕
𝜕𝑥𝑀
(𝑥𝑀ℎ𝑛1(𝑥𝑀)) − ℎ𝑛1(𝑥𝑀)
𝜕
𝜕𝑥𝑀
(𝓂𝑥𝑀𝒥𝑗
𝐵(𝓂𝑥𝑀))
 (3.2.6) 
The Mie coefficients determine the scattering patterns generated by the particle. They depend 
on the particle’s radius, the wavelength of scattered light, and refractive index of the particle. 
 
𝑥𝑀 =
2𝜋𝑟𝑝𝑛𝑝
𝑟
𝜆
 (3.2.7) 
Constant 𝓂  is the ratio of refractive indices of the particle and medium, 
 
𝓂 =
𝑛𝑝
𝑟
𝑛𝑟
 (3.2.8) 
The size of the particle which generates the scattering field is determined by back-calculating 
the corresponding Mie coefficients which produce the same theoretical scattering intensity 
field. The Mie scattering coefficients can be used to determine important quantities such as 
the scattering cross section, which describes the ratio between amount of electromagnetic 
energy and the incident irradiance that passes through the surface of a sphere centred on the 
scattering particle. For a particle whose radius is similar to that of the incident light’s 
wavelength, the scattering cross section area is defined as, 
 
𝐴𝑠𝑐𝑎 =
2𝜋
𝜈2
∑(2𝑗 + 1) (|𝑎𝑗
𝑀|
2
+ |𝑏𝑗
𝑀|
2
)
∞
𝑗=1
 
(3.2.9) 
This equation can be simplified to give the well-known Rayleigh scattering cross section, 
which assumes that the particle is much smaller than wavelength of the scattered light 
(𝑥𝑀 ≪ 1). By considering only the first Mie coefficient in Equation (3.2.9), the Rayleigh 
scattering cross section is given as (Appendix A.4.1), 
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𝐴𝑠𝑐𝑎 =
128𝜋5𝑟𝑝
6
3𝜆4
(
𝓂2 − 1
𝓂2 + 2
)
2
 (3.2.10) 
The intensity of the scattered field is composed of perpendicular and parallel polarised light. 
The dependence of the total intensity can also be derived from Mie’s solution as a function of 
the scattering angle, 
𝔦𝑇𝑜𝑡 = 𝔦∥ + 𝔦⊥ = |∑
2𝑗 + 1
𝑗(𝑗 + 1)
(𝑎𝑗
𝑀
𝜕𝒫𝑗
1
𝜕𝜗
+ 𝑏𝑗
𝑀
𝒫𝑗
1
sin 𝜗
)
𝑗
|
2
+ |∑
2𝑗 + 1
𝑗(𝑗 + 1)
(𝑎𝑗
𝑀
𝒫𝑗
1
sin 𝜗
+ 𝑏𝑗
𝑀
𝜕𝒫𝑗
1
𝜕𝜗
)
𝑗
|
2
 (3.2.11) 
Here 𝒫1 is the Legendre associated polynomial of the first kind. Once again, by considering 
only the first Mie coefficients, Equation (3.2.12) simplifies to give the well-known Rayleigh 
scattering equation (Appendix A.4.1), 
 
𝔦𝑇𝑜𝑡 = 𝔦∥ + 𝔦⊥ = 𝑥𝑀
6(1 + cos2 𝜗) (
𝓂2 − 1
𝓂2 + 2
)
2
 (3.2.12) 
In most analysis software, the Mie coefficients are pre-calculated and tabulated. This allows 
the software to determine particle size distribution with minimal computation time.
186,187,188
 
 
3.3 Gas Sorption 
A widely used technique for particle surface area and porosity determination is gas sorption. 
Due to Van der Waal’s interactions an attractive force is present between all species, and is 
observed between the gas and solid states. A solid surface may be thought of as a matrix of 
vacant sites, where each site can be regarded as a type of potential well. A gas molecule can 
condense, or attach, to sites and occupy it for a period of time before it re-evaporates. Such 
condensation of gas molecules on a solid surface is known as adsorption. For a known sample 
volume and experimental chamber, the pressure of the contained gas can be determined by 
the temperature of the particles and the volume of container. Upon the introduction of a gas, 
the mass of the sample will begin to increase as gas molecules adsorb onto its surface, 
reducing the container pressure until equilibrium is reached. Raw data produced from gas 
sorption experiments depicts the amount of the adsorbed gas with varying pressure at a 
constant temperature. The relation between adsorbed gas and pressure is known as the 
adsorption isotherm. 
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Analysis of experimentally obtained isotherms is typically done using the Brunauer Emmett 
Teller theory (BET theory), which models the observed isotherm using kinetic theory. The 
BET theory was first presented in 1938
189
, and is in fact an extension of the Langmuir 
equation (presented in 1916
190). Langmuir’s equation describes the adsorption of a gas to a 
solid at constant pressure and temperature. If every site is occupied by a single gas molecule 
the adsorbed gas is said to form a monolayer. Langmuir proposed that absorption is a 
reversible process, 
 𝑝 + 𝐶𝑎𝑢 ⇌ 𝐶𝑎1 (3.3.1) 
Here 𝐶𝑎𝑢 is an unoccupied adsorption site, and 𝐶𝑎1 is a site occupied with one molecule. At 
equilibrium, the mass balance of adsorbing molecules is written as the familiar Langmuir 
equation (Appendix A.4.2), 
 
?̂? =
𝐾1𝑝
1 + 𝐾1𝑝
 (3.3.2) 
𝐾1 is the ratio of the rate of adsorption to desorption, or the adsorbed layer’s equilibrium 
constant. ?̂? is the fraction of the surface covered. The short coming of Langmuir’s equation is 
the assumption that a gas can only adsorb to the surface in a single monolayer. In reality, it is 
very likely that multilayer adsorption takes place. In multilayer adsorption several gas 
molecules may occupy the same site on the solid surface. The BET equation attempts to 
modify Langmuir’s equation, and take into account multilayer adsorption. The energy of 
adsorption is equal for all layers except the first (for 𝐾𝑖 = 𝐾∞, 𝑖 ≠ 1, for 𝐾1, 𝑖 = 1) since the 
interactions between the solid and the adsorbed gas are different than the interaction between 
the layers of the adsorbed gas. All layers beyond the first are assumed to behave as a 
condensed liquid phase on a solid surface. The adsorption of any layer is given by, 
 𝑝 + 𝐶𝑎(𝑖−1) ⇌ 𝐶𝑎𝑖 (3.3.3) 
And therefore at equilibrium, 
 
𝐶𝑎𝑖 = 𝐶𝑎𝑢∏𝐾𝑗
𝑖
𝑗=1
𝑝𝑖 = 𝐶𝑎𝑢𝛽𝐵𝐸𝑇?̂?
𝑖 (3.3.4) 
Where, 
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𝛽𝐵𝐸𝑇 =
𝐾1
𝐾∞
=
𝛽1
𝛽∞
𝑒
𝐸1−𝐸∞
𝓀𝑇  (3.3.5) 
Here, 𝛽𝐵𝐸𝑇 is the constant of adsorption, which is defined as the ratio between the adsorption 
equilibrium constant of the first layer (gas to solid) and the equilibrium constant of any 
subsequent layer (gas to liquid), and ?̂? = 𝐾∞𝑝 is the relative pressure of the gas. Since 𝐾∞ is 
the equilibrium constant between the gas and liquid phases, it can be thought of as the inverse 
of the vapour pressure such that ?̂? = 𝑝/𝑝𝑠𝑎𝑡. The following expression is obtained when 
calculating the fraction of the covered surface, 
 
?̂? =
𝑉
𝑉𝑚𝑜𝑛𝑜
=∑𝑖𝐶𝑎𝑖
∞
𝑖=1
∑𝐶𝑎𝑖
∞
𝑖=0
⁄  (3.3.6) 
Substituting Equation (3.3.4) into Equation (3.3.6), the infinite series is reduced to the final 
form of the BET isotherm equation (derivation at Appendix A.4.2), 
 
?̂? =
𝛽𝐵𝐸𝑇?̂?
(1 + (𝛽𝐵𝐸𝑇 − 1)?̂?)(1 − ?̂?)
 (3.3.7) 
Where ?̂? is the relative degree of saturation, V is the volume of adsorbed gas, Vmono is the 
volume of gas absorbed in a complete monolayer, and ?̂? is the surface coverage. The 
adsorption constant can be determined experimentally by linearising Equation (3.3.7) and 
solving for the slope and y-intercept, 
 ?̂?
?̂?(1 − ?̂?)
=
𝛽𝐵𝐸𝑇 − 1
𝛽𝐵𝐸𝑇
?̂? +
1
𝛽𝐵𝐸𝑇
 (3.3.8) 
The interpretation of experimentally produced isotherms has been classified into five main 
types by Brunauer, Deming, Deming, and Teller in 1940. Each type corresponds to a specific 
form of adsorption. The five types of isotherms (according to the BDDT classification) are 
depicted in the Figure 3.3. 
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Figure 3.3: The five types of BET isotherms observed in gas sorption experiments. 
Isotherms I, II and III are observed in non-porous surfaces. The type I isotherm corresponds 
to the adsorption of a monolayer, as described by the Langmuir equation (Equation (3.3.2)). 
The type II isotherm depicts the adsorption of additional layers upon the completion of the 
initial monolayer, indicating the energy of adsorption of the monolayer is higher than that of 
subsequent adsorption layers. The type I isotherm demonstrates similar behaviour to the type 
II isotherm at low relative pressures, since a higher layer does not adsorb until the monolayer 
is complete. The type III isotherm depicts the adsorption of additional layers in the presence 
of an incomplete monolayer, indicating that the energy of adsorption of initial monolayer is 
lower than that of the subsequent layers. Isotherm types II and III are distinguished by the 
constant of adsorption 𝛽𝐵𝐸𝑇 from the BET equation, where typically for 𝛽𝐵𝐸𝑇 > 1, the 
isotherm is consider type II, and for 𝛽𝐵𝐸𝑇 < 1, type III. Isotherms IV and V are equivalent to 
isotherms II and III, respectively, however are observed in porous surfaces (valid for pores as 
low as 1 nm). Both isotherm types IV and V exhibit a more complex relationship between 
surface coverage and the relative saturation. The plateau of the isotherm corresponds to the 
completion of a monolayer, as observed in isotherm types II and III. After the plateau gas 
molecules begin to condense in the particle pores, forming a thin liquid-like film. The 
adsorption and desorption of gas inside pores can occur through different mechanisms due to 
varying pore widths in particles. This causes the hysteresis observed in isotherms types IV 
and V, where desorption isotherms maintains higher coverage than in adsorption isotherms. 
Chapter 3. Analytical Methods Theory 
85 
 
In literature, the hysteresis is discussed through statistical models such as percolation theory 
and density functional theory.
191,192
 
Gas sorption can used to calculate the volume and radius of a porous material. The total 
volume of the pore can be calculated using the single point approximation at saturation 
pressure. When the ambient pressure is close to saturation (?̂? ≅ 1), the pores of the material 
are assumed to be filled with liquid adsorbate. The total volume of the liquid in the pore is 
estimated from the volume of gas adsorbed at near the saturation pressure,
193
 
𝑉𝑇𝑜𝑡,𝑙,𝑎 =
𝑝
𝜌𝑚𝓀𝑇
𝑉𝑎 
Barrett, Joyner, and Halenda provide a more detailed analysis (BJH analysis), which can be 
used to construct a material’s pore size distribution from experimental isotherms. BJH 
analysis considers a cylindrical pore with a true radius 𝑟𝑝, and capillary radius 𝑟𝑎. The 
capillary radius represents the radius of the pore with a condensed layer of the adsorbing gas. 
The thickness of the condensed layer is inversely proportional to the relative pressure as 
described by the Gibbs-Thompson equation (Equation (2.3.7)). As the relative pressure 
decreases, the adsorbate desorbs and increases the capillary radius of the pore. As a result, 
pores of different radii desorb at different relative pressures. The pore volume at any relative 
pressure point j can be calculated using the capillary radius and experimentally measured 
variation in volume using the equation, 
𝑉𝑝𝑗 = (
𝑟𝑝𝑗
𝑟𝑎 + Δ𝑟𝑗
)
2
(Δ𝑉𝑗 − Δ𝑟𝑗∑𝐴𝑎𝑖
𝑗−1
𝑖=1
) 
Here, the summation term represents the average area in unfilled pores up to the pore that 
was last emptied of condensed adsorbate, in the j
th
 desorption pressure point. BJH analysis is 
typically performed on the desorption isotherm since it addresses the decrease in thickness of 
the adsorbed liquid’s layer with decreasing relative pressure.194 
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Chapter 4. Numerical Methods 
With the exception of a few simple cases, most differential equations cannot be solved 
analytically. When considering the partial differential equations of continuity (heat and mass 
transfer, the Navier-Stokes in Section 2.2, and the Population Balance Equation in Section 
2.3.1), solutions must be obtained numerically to correctly capture the physics of the 
investigated system. In this study, the population balance equation is solved numerically as 
an initial value problem. Chapter 4 focuses on the numerical theory used and development to 
correctly solve the population balance model, which is applied in Chapter 6.
195
 
4.1 Finite Differences 
Finite differences is a numerical technique used to approximate derivatives. Traditionally, the 
derivative of a function 𝑛 of variable 𝑥 is defined as, 
 𝑑𝑛
𝑑𝑥
= lim
𝒽→0
𝑛(𝑥 + 𝒽) − 𝑛(𝑥)
𝒽
 (4.1.1) 
Where 𝒽 is a small step from point 𝑥. The derivative is obtained as the step 𝒽 approaches the 
limit of zero; however, if this limit is not approached, the remaining expression is, 
 𝑑𝑛
𝑑𝑥
≅
𝑛(𝑥 + 𝒽) − 𝑛(𝑥)
𝒽
 (4.1.2) 
where the step 𝒽 has a finite value. The same concept can be shown by taking the function 𝑛 
and implementing a Taylor expansion around point 𝑥, 
 
𝑛(𝑥 + 𝒽) = 𝑛(𝑥) +∑
𝒽𝑗
𝑛!
∞
𝑗=1
𝑑𝑗𝑛(𝑥)
𝑑𝑥𝑗
 (4.1.3) 
Truncating the series after the second term and rearranging, the derivative can be 
approximated as follows, 
 𝑑𝑛(𝑥)
𝑑𝑥
=
𝑛(𝑥 + 𝒽) − 𝑛(𝑥)
𝒽
+ 𝒪(𝒽) (4.1.4) 
This expression is known as a forward difference scheme since the derivative at point 𝑥 is 
approximated by the succeeding point, 𝑥 + 𝒽. Similarly, the derivative at point x can be 
approximated using the preceding point if 𝒽 is set to be a negative number. This is known as 
a backwards difference scheme. The forward and backward schemes are known to be first 
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order accurate since the error is proportional to step 𝒽. Schemes which have a higher order of 
accuracy can be achieved by including more terms of the expansion. For example, the central 
difference scheme is obtained by subtracting the backwards scheme from the forward 
scheme, 
 𝑑𝑛(𝑥)
𝑑𝑥
=
𝑛(𝑥 + 𝒽) − 𝑛(𝑥 − 𝒽)
2𝒽
+ 𝒪(𝒽2) (4.1.5) 
Central differencing is second order accurate as the error is proportional to the square of 
step 𝒽. When 𝒽 < 1 the central differencing scheme is much more accurate than the 
forwards and backwards schemes. All forms of finite differencing are valid methods of 
approximating a local derivative; however, they have varying properties when considering 
stability and convergence. 
When solving partial differential equations it is necessary to discretise both the temporal and 
spatial derivatives of the equation. The stability of the solution is highly dependent on the 
discretisation scheme of the equation. For example in solving the advection equation, 
 𝜕𝑛
𝜕𝑡
+ 𝐺
𝜕𝑛
𝜕𝑥
= 0 (4.1.6) 
 Using a central difference scheme in the spatial dimension and forward differencing in the 
temporal dimension, results in the following equation, 
 𝑛𝑥
𝑡+𝒽𝑡 − 𝑢𝑥
𝑡
𝑛
+ 𝐺
𝑛𝑥+𝒽
𝑡 − 𝑛𝑥−𝒽
𝑡
2𝒽
= 0 (4.1.7) 
While Equation (4.1.7) is a theoretically viable scheme, von Neumann analysis (full analysis 
in Appendix A.5.1) reveals that the stability condition associated with Equation (4.1.7) is, 
 
|ℯ𝑁|
2 = 1 + (
𝐺𝒽𝑡
𝒽
)
2
sin2(𝜈𝒽) (4.1.8) 
Equation (4.1.8) shows that the error amplification factor is always equal to or greater than 
one (ℯ𝑁 ≥ 1). The scheme is therefore unconditionally unstable since the error is always 
amplified with every time step. More complex schemes such as the Lax-Friedrichs
196
 and 
Lax-Wendroff
197
 methods display conditional stability and require correct selection of spatial 
and temporal stepping. Flux limiter schemes, such as the ones described by van Leer
198
, 
mitigate Gibbs phenomenon by adjusting the accuracy of the scheme based on the local 
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gradient of the solution function. Explicit schemes calculate the solution of a system at a 
given time using the state of the system at a preceding time. Commonly used high order 
explicit schemes include Runge-Kutta method
199
. Implicit schemes, which are more stable, 
calculate the solution of the system using both time states simultaneously. Commonly used 
high order implicit schemes include Gear’s method200. Gear’s algorithm modifies the 
integration time step based on the stiffness of the function’s local gradient, which makes it 
particularly efficient for stiff initial value problems. In this study, the population balance 
equation is integrated in time using Gear’s method. Gear’s method was selected since it is 
efficient at handling stiff functions. This is particularly important when solving the 
population balance equation with nucleation, where birth of particles is introduced through a 
Dirac delta function. The partial differential equation is divided into a system of ordinary 
differential equations as shown below, 
 
[
 
 
 
 
 
 
 
 
𝑑𝑁1
𝑑𝑡
𝑑𝑁2
𝑑𝑡
⋮
𝑑𝑁𝑁𝑚𝑎𝑥−1
𝑑𝑡
𝑑𝑁𝑁𝑚𝑎𝑥
𝑑𝑡 ]
 
 
 
 
 
 
 
 
=
[
 
 
 
 
𝒻(𝑁1, 𝑁2, 𝑥1, 𝑥2)
𝒻(𝑁1, 𝑁2, 𝑁3, 𝑥1, 𝑥2, 𝑥3)
⋮
𝒻(𝑁𝑁𝑚𝑎𝑥−2, 𝑁𝑁𝑚𝑎𝑥−1, 𝑁𝑁𝑚𝑎𝑥 , 𝑥𝑁𝑚𝑎𝑥−2, 𝑥𝑁𝑚𝑎𝑥−1, 𝑥𝑁𝑚𝑎𝑥)
𝒻(𝑁𝑁𝑚𝑎𝑥−1, 𝑁𝑁𝑚𝑎𝑥 , 𝑥𝑁𝑚𝑎𝑥−1, 𝑥𝑁𝑚𝑎𝑥) ]
 
 
 
 
 (4.1.9) 
The spatial dimension is discretised using an integrated method of the central difference 
scheme, known as method of classes. The temporal dimension discretised using Gear’s 
method, which is implemented in MATLAB
®
 using the function ‘ode15s’. 
 
4.2 Method of Classes 
A popular approach to solving PB is the method of classes, which discretises an integrated 
form of the PB into ‘classes’ describing a range of particle sizes. The advantage of this 
approach is its ability to employ a coarse mesh discretisation, which tremendously reduces 
computation time and reduces the complexity of the associated equations by replacing 
integrals with summations. The method of classes is closely related to the method of finite 
volume, an integrated form of the classic finite differences. Over the past years, increasing 
computational power has allowed for finer mesh discretisation to be used within reasonable 
simulation times. Finer mesh can provide a more resolved particle size distribution, and 
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maintain the smoothness of the particle size density function. The method of classes can 
therefore be used to resolve the full shape of a particle size distribution numerically in a 
computationally efficient manner. A common source of problems observed in solving PBE’s 
is the stiffness of the population density function. Without the smoothening effect of second 
order derivatives, steep gradients can give rise to ripples and disfiguration of the population 
density function, especially in the presence of nucleation. 
In this study the method of classes is applied to a one dimensional PBE containing 
agglomeration, breakage, growth, and nucleation, for a well-mixed batch system at a constant 
volume. The population balance model in one dimension is derived from Equation (2.3.1) to 
give, 
𝜕𝑛
𝜕𝑡
+
𝜕(𝐺𝑛)
𝜕𝑥
+𝒜(𝑛, 𝑥) + ℬ(𝑛, 𝑥) + 𝐽𝛿(𝑥 − 𝑥∗) = 0 
Each of these processes must be discretised carefully as the population density function 𝑛 is 
converted into discrete classes, 𝑁. The nature of the discretisation is highly dependent on the 
type of meshing used to describe the characteristic size of the particle 𝑥. Kumar and 
Ramkrishna
201,202
 Marchal et al.
203
, and  Hounslow et al.
204
 have discussed various schemes 
for efficiently discretising the PBE. When choosing a discretisation scheme and mesh 
density, it is important to minimise numerical errors such as Gibb’s phenomena ripples and 
inaccuracies in the distribution’s moments. This can be achieved through careful selection of 
the discretisation scheme and optimisation of mesh density to the physical process in 
question. For example, when modelling crystallisation, non-uniform class spacing may be 
necessary as crystals nucleate at nanometric scales and grow quickly to micrometric scales. A 
non-uniform discretisation scheme can range over several orders of magnitude with a 
relatively small number of classes providing a dense mesh around the nucleation classes. 
Litster et al.
205
 have suggested geometric mesh size increments using the following size 
ratio, 𝑥𝑖+1 𝑥𝑖⁄ = 2
𝑙 (where 𝑙 is a fraction). This type of discretisation is convenient when 
considering agglomeration and breakage processes; nonetheless, non-uniform schemes were 
extended to any type of discretisation mesh.
206,207
 In this study, a logarithmic mesh is chosen 
for two reasons. First, the large range of the mesh can be used to couple classic nucleation 
theory with micron sized crystals (observed at equilibrium in batch crystalliser experiments, 
Chapter 5). Second, the mesh matches that of the light scattering equipment, which enables 
direct comparison between simulation and experimental results without further interpolation 
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(with no significant effect on computational cost). The range of the mesh is given by 𝑙𝑚𝑖𝑛 
to 𝑙𝑚𝑎𝑥, 
 𝑙 = [𝑙𝑚𝑖𝑛, 𝑙𝑚𝑖𝑛 − 1, 𝑙𝑚𝑖𝑛 − 2,… , 𝑙𝑚𝑎𝑥 − 2, 𝑙𝑚𝑎𝑥 − 1, 𝑙𝑚𝑎𝑥] (4.2.1) 
The spatial mesh is given as a function of 𝑙 using the expression, 
 𝑥𝑖 = 𝑥𝑚10
𝜁𝑆𝑙𝑖 (4.2.2) 
where 𝑥𝑚 adjusts the order of magnitude of the mesh, and 𝜁𝑆 is the spacing coefficient that 
determines the sharpness rate of discretisation element increase. Parameter 𝜁𝑆 is chosen as 
0.06 as it matches the discretisation of the laser diffraction apparatus used to determine 
experimental crystal size distribution (Malvern Mastersizer 2000). This provides a mesh 
which spans from 10−10 to 10−2 metres using 130 classes, which can be directly used to 
compare the population balance model with experimental data. A dense mesh is necessary to 
accommodate classical nucleation theory, which predicts nucleation at nanometric sizes. The 
same class arrangement is used by the laser diffraction apparatus allowing the results of the 
model to be directly compared to experimental data. The method of classes describes a range 
of particle sizes (from 𝑥𝑖−1/2 to 𝑥𝑖+1/2) through a representative class. Given a continuous 
particle density function (𝑛), classes are created by local integration over the half-length 
between spatial mesh points. A class is defined by, 
 
𝑁𝑖 = ∫ 𝑛(𝑥)
𝑥𝑖+1/2
𝑥𝑖−1/2
𝑑𝑥 ≅ (𝑥𝑖+1/2 − 𝑥𝑖−1/2)𝑛𝑖 (4.2.3) 
where the half-length of a linear mesh is calculated using arithmetic averaging, 
 
𝑥𝑖+1/2 =
𝑥𝑖+1 + 𝑥𝑖
2
 (4.2.4) 
and the half-length of a logarithmic mesh is calculated using geometric averaging, 
 𝑥𝑖+1/2 = √𝑥𝑖+1𝑥𝑖 (4.2.5) 
Using the definition of class discretisation, the global mass balance that governs the variation 
of supersaturation in time (Equation (2.3.5)) is modified to give, 
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𝑆 = 𝑆0 −
 𝜌𝑐𝐴𝑐
𝑉𝐶𝑠𝑜𝑙
∑ 𝑥𝑖𝑁𝑖
𝑁𝑚𝑎𝑥
𝑖=1
 (4.2.6) 
Here 𝑆0 is the initial supersaturation. The constant 𝐴𝑐 describes the average crystal cross 
sectional area, which relates the length of the crystal to its volume. The value of 𝐴𝑐 is 
estimated from SEM images, and used to match the total mass of crystals that precipitated 
experimentally with the first moment of the modelled crystal size distribution. 
 
𝐴𝑐 =
𝐶𝑠𝑜𝑙𝑉(𝑆0 − 𝑆)
𝜌𝑐 ∑ 𝑥𝑖𝑁𝑖(𝑡 = ∞)
𝑁𝑚𝑎𝑥
𝑖=1
=
𝑚𝑒𝑥𝑝(𝑡 = ∞)
𝜌𝑐 ∑ 𝑥𝑖𝑁𝑖(𝑡 = ∞)
𝑁𝑚𝑎𝑥
𝑖=1
 
(4.2.7) 
The quantity 𝑚𝑒𝑥𝑝(𝑡 = ∞) can be calculated by filtering, drying, and weighing the crystals 
produced experimentally at the end of batch experiments. 
 
4.3 Discretisation Schemes and Moment Conservation 
In this study, four simultaneous processes are investigated: nucleation, growth, agglomeration 
and breakage. In these processes, the conservation of both number and mass of the crystal 
size distribution is of paramount importance. It is convenient to investigate the quality of 
integration of each process individually before solving all four processes simultaneously, and 
where possible, compare the numerical results to analytical solutions. 
4.3.1 Nucleation 
Nucleation is the birth of crystals into the smallest class of the population balance, typically 
given by a Dirac delta function.
208
 
 𝑑𝑛
𝑑𝑡
= 𝛿(𝑥 − 𝑥∗)𝐽 (4.3.1) 
Here 𝑥∗ is the critical length of the crystal nucleus, and 𝐽 is the nucleation rate (in 𝑠−1). 
Complications can arise when introducing particles to a single class in a discretised PB. 
When a single class rapidly increases in size, steep gradients are created.  This can cause 
difficulties in both the temporal and spatial integration of the PB. Stiffness of the function 
will cause Gibbs phenomena to manifest during integration. The solution will contain ripples 
where a smooth function is expected as well as classes with negative numbers of particles. To 
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minimise these errors and alleviate the stiffness of the function, the Dirac delta function is 
smoothened into a normalised Gaussian curve. 
 1
√2𝜋𝜎
∫ exp(− 
(𝑥 − 𝑥∗)2
2𝜎2
)
∞
−∞
𝑑𝑥 = 1 (4.3.2) 
The functions belong to the same family of curves, as a Dirac delta function is a Gaussian 
curve with a variance of zero. 
 
lim
𝜎2→0
1
√2𝜋𝜎
exp(− 
(𝑥 − 𝑥∗)2
2𝜎2
) = 𝛿(𝑥 − 𝑥∗) (4.3.3) 
Nucleation is divided amongst elements in the vicinity of the nucleation size (𝑥∗), elements 
closer to 𝑥∗ contribute more to the nucleation. If the nucleation rate 𝐽 is the rate that crystals 
are generated at class 𝑥∗, 
 𝑑𝑛
𝑑𝑡
|
𝑥∗
= 𝐽 (4.3.4) 
integrating the nucleation rate into a class, 
 𝑑
𝑑𝑡
∫ 𝑛(𝑥) 𝑑𝑥
𝑥𝑖+1/2
𝑥𝑖−1/2
=
𝑑𝑁𝑖
𝑑𝑡
= ∫ 𝐽 𝑑𝑥
𝑥𝑖+1/2
𝑥𝑖−1/2
≅ 𝐽(𝑥𝑖+1/2 − 𝑥𝑖−1/2) (4.3.5) 
the number of crystals added to every class is scaled by the normalised Gaussian function, 
 𝑑𝑁𝑖
𝑑𝑡
= 𝐽(𝑥𝑖+1/2 − 𝑥𝑖−1/2)
1
√2𝜋𝜎
exp (− 
(𝑥𝑖 − 𝑥
∗)2
𝜎2
) (4.3.6) 
The mean of the distribution is the critical nucleus size, and the standard deviation is 
minimised to remain as close as possible to a single-element based nucleation. The standard 
deviation of the Gaussian (𝜎) can be optimised to recapture the Dirac nucleation at an 
effective computational time, yet minimise rippling. Increasing the mesh density enables the 
reduction of the standard deviation while maintaining the same error tolerance; however, this 
results in longer computation time. As described by the Gibbs-Thompson equation (Equation 
(2.3.7)), the critical nucleus increases in size as supersaturation decreases and will shift the 
Gaussian nucleation curve to the right as the supersaturation of the crystallisation system 
decreases. 
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In Figure 4.1, Equation (4.3.6) is solved using arbitrary units to demonstrate the calculation 
of total number (zeroth moment) and mass (first moment) of crystals generated by nucleation. 
Here, the critical nucleation length is 𝑥∗ = 10 which serves as the mean of the distribution, 
the standard deviation is 𝜎 = 3, and the nucleation rate per time step is 𝐽 = 1. The equation is 
integrated for ten time steps, with logarithmic mesh parameters, 𝑥𝑚 = 1, 𝜁𝑆 = 0.06 
containing 100 elements. The initial function depicts a population of zero crystals, given as, 
 𝑁(𝑥, 0) = 0 (4.3.7) 
 
Figure 4.1: Numerical solution to a population balance model with nucleation only. 
Nucleation function is smoothed using a normalised Gaussian. 
The crystal population function increases in size as crystals are born. Figure 4.2 compares the 
analytical solution to the numerical solution of the moments of the distribution. 
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Figure 4.2: Comparison between numerical and analytical solutions for the total number of 
crystals in the system (blue), and total mass of crystals in the system (red) as they vary in 
time. The depicted solution refers to Figure 4.1, which describes a population balance with 
nucleation only. 
4.3.2 Growth 
Growth is presented by an advective term in the PBE. The stability and convergence of the 
population density function is closely associated with the discretisation scheme of the growth 
function and the steepness of the nucleation normalised Gaussian. By isolating the growth 
term of the PBE the following equation is obtained, 
 𝜕
𝜕𝑥
(𝐺(𝑥)𝑛(𝑥)) = 𝑛
𝜕𝐺
𝜕𝑥
+ 𝐺
𝜕𝑛
𝜕𝑥
 (4.3.8) 
The derivative can be expanded, and integrated into classes, 
 
∫ (𝑛
𝜕𝐺
𝜕𝑥
+ 𝐺
𝜕𝑛
𝜕𝑥
)  𝑑𝑥
𝑥𝑖+1/2
𝑥𝑖−1/2
= ∫ 𝑛
𝜕𝐺
𝜕𝑥
 𝑑𝑥
𝑥𝑖+1/2
𝑥𝑖−1/2
+∫ 𝐺
𝜕𝑛
𝜕𝑥
 𝑑𝑥
𝑥𝑖+1/2
𝑥𝑖−1/2
 (4.3.9) 
In the cases of size dependent growth, the equation above must be integrated by parts to give 
the discretised form below (derivation in Appendix A.5.2), 
 𝐺𝑖+1/2
2
(
𝑁𝑖+1
𝑥𝑖+3/2 − 𝑥𝑖+1/2
+
𝑁𝑖
𝑥𝑖+1/2 − 𝑥𝑖−1/2
) −
𝐺𝑖−1/2
2
(
𝑁𝑖
𝑥𝑖+1/2 − 𝑥𝑖−1/2
+
𝑁𝑖−1
𝑥𝑖−1/2 − 𝑥𝑖−3/2
) (4.3.10) 
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As proposed by Marchal et al.
203
 Expression (4.3.10) is solved in Figure 4.3 to depict the 
effect of the growth term. The initial function is identical to the normalised Gaussian function 
used to depict nucleation, given as, 
 
𝑁(𝑥, 0) =
1
√2𝜋𝜎
exp(− 
(𝑥𝑖 − 𝑥
∗)2
𝜎2
) (4.3.11) 
Where the mean is given as 𝑥∗ = 10, and the standard deviation is given as 𝜎 = 3. 
 
Figure 4.3: Numerical solution to a population balance model with growth only. The initial 
crystal distribution is given as normalised Gaussian. 
Here growth is assumed to be independent of length and given as 𝐺 = 1, the simplest 
depiction of growth. The crystal population function shifts to the right as crystals grow by 
one unit of length per unit of time. The total number of crystals in distribution remains 
constant. In the absence of nucleation, the zeroth moment of the distribution should remain 
constant. The total mass of the distribution increases linearly in time since growth is 
independent of time and length. The moments of the distribution depicted in Figure 4.3 are 
compared to expected analytical values in Figure 4.4. 
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Figure 4.4: Comparison between numerical and analytical solutions for the total number of 
crystals in the system (blue), and total mass of crystals in the system (red) as they vary in 
time. The depicted solution refers to Figure 4.3, which describes a population balance with 
growth only. 
Figure 4.4 shows good agreement of the crystal distribution’s number and mass between 
numerical and analytical solutions. Growth can be size dependent when it occurs over several 
orders of magnitude. Figure 4.5 depicts the integration of size-dependent growth (Equation 
(4.3.10)) over a non-uniform logarithmic mesh. The initial function described by Equation 
(4.3.11) with parameters 𝑥∗ = 10, and the standard deviation 𝜎 = 3. Size dependent growth 
is given as, 𝐺 = 𝑥 and the population distribution is integrated for nine time steps. 
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Figure 4.5: Numerical solution to a population balance model with growth only over a non-
uniform mesh. Distortion of the initial Gaussian function is caused due to Gibb’s 
phenomenon. 
In Figure 4.5 a clear disfiguration of the distribution is observed. As the distribution evolves 
in time, ripples can be seen at the right tail of the distribution; this is referred to as Gibbs 
phenomenon. This phenomenon is a direct consequence of the initial function’s steepness. 
The amplitude of the ripples increases with the steepness of the initial function. Despite the 
disfiguration, the rippling generated a minimal error in the zeroth moment (1.7% after nine 
time steps). The rippling can be minimised by increasing the standard deviation of the initial 
function as depicted in Figure 4.6. Decreasing the standard deviation is desirable as it 
approach the limit of the Dirac delta function and better captures a single class nucleation. 
The standard deviation must be balanced between an acceptable error tolerance of the 
distribution’s moments and available computational power. This means that a smaller 
standard deviation requires more computational power (denser mesh) in order to maintain a 
specified error tolerance. 
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Figure 4.6: Time evolution of a growth-only population balance with varying initial Gaussian 
function standard deviations. The amplitude of the rippling decreases with increasing 
standard deviation. 
Figure 4.6 compares the temporal evolution of four initial functions with a mean of 𝑥∗ = 20 
and varying standard deviations. The distributions are integrated for ten time steps using the 
growth function 𝐺 = 0.8𝑥. The amplitude of the ripples increases when decreasing the 
standard deviation of the nucleation Gaussian. The Gibbs phenomenon can also result in 
inaccuracies when calculating the moments of distribution as depicted by Figure 4.7. 
 
Figure 4.7: Evolution of the zeroth moment in the distributions depicted in Figure 4.6. 
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When decreasing the standard deviation the error in the zeroth moment increases. In the 
example here, the zeroth moment is expected to remain constant for all time. The integration 
of a PBE with size dependent growth is challenging since the spatial domain of integration 
spans over several orders of magnitude. Much care must be taken when choosing the mesh 
density and the stiffness of the initial functions. Similar considerations are undertaken when 
combining the processes of nucleation and growth. The smoothing of the nucleation function 
can generate numerical inaccuracies which are amplified through the advective growth term. 
4.3.3 Combined Nucleation and Growth 
Exact solutions for multi-process PBE’s are limited since the governing partial differential 
equation is too complex to solve analytically. Comparisons between numerical and analytical 
solutions for a combined nucleation and growth are only possible for linear PBE’s. In this 
section the discretised model will be compared to the simplest nucleation and growth 
population balance, where both the nucleation and growth rates are independent of space and 
time. The nucleation-growth PBE is given as, 
 𝜕𝑛
𝜕𝑡
+ 𝐺
𝜕𝑛
𝜕𝑥
= 𝐽𝛿(𝑥 − 𝑥∗) (4.3.12) 
Nucleation rate 𝐽 (at critical length 𝑥∗) is assumed to be constant and growth rate 𝐺 is 
assumed to be constant and size independent. The analytical solution of Equation (4.3.12) can 
be found by applying Laplace transforms on the spatial dimension, 
 𝜕?̅?
𝜕𝑡
+ 𝓈𝐺?̅? = 𝐽 exp(−𝑥∗𝓈) (4.3.13) 
Here, ?̅? represents the transformed population density function in inverse-space domain 𝓈. 
The following Laplace transforms were used, 
 
ℒ {
𝜕𝑛
𝜕𝑥
} = 𝓈?̅? (4.3.14) 
 ℒ{𝛿(𝑥 − 𝑥∗)} = exp(−𝑥∗𝓈) (4.3.15) 
Integrating the transformed function as a first order ordinary differential equation gives, 
−
1
𝓈𝐺
ln(𝐽 exp(−𝑥∗𝓈) − 𝓈𝐺?̅?) = ∫
1
𝐽 exp(−𝑥∗𝓈) − 𝓈𝐺?̅?
𝑑?̅? = ∫𝑑𝑡 ′ = 𝑡 + 𝐵1
𝑖𝑛𝑡 (4.3.16) 
Here 𝐵1
𝑖𝑛𝑡 is the constant of integration. The general solution is therefore, 
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?̅? = (
𝐽
𝐺
)
exp(−𝑥∗𝓈)
𝓈
− (
𝐵2
𝑖𝑛𝑡
𝐺
)
exp(−𝓈𝐺𝑡)
𝓈
 (4.3.17) 
For convenience, the integration constant is modified such that 𝐵2
𝑖𝑛𝑡 = exp(𝐵1
𝑖𝑛𝑡). The initial 
condition states that no crystals are present at time zero, 
 𝑡 = 0 𝑛 = ?̅? = 0 (4.3.18) 
The initial condition is used to define the integration constant as, 
 𝐵2
𝑖𝑛𝑡 = 𝐽 exp(−𝑥∗𝓈) (4.3.19) 
Giving the specific solution, 
 
?̅? =
𝐽
𝐺
(
exp(−𝑥∗𝓈)
𝓈
−
exp(−𝓈(𝐺𝑡 + 𝑥∗))
𝓈
) (4.3.20) 
Using the inverse the Laplace transform, 
 
ℒ−1 {
exp(−𝑥∗𝓈)
𝓈
} = 𝐻(𝑥 − 𝑥∗) (4.3.21) 
The final solution is given as, 
 
𝑛 =
𝐽
𝐺
(𝐻(𝑥 − 𝑥∗) − 𝐻(𝑥 − 𝑥∗ − 𝐺𝑡)) (4.3.22) 
The solution to the nucleation growth equation is described by a rectangular distribution with 
one stationary front at 𝑥 = 𝑥∗ and an advancing front representing crystal growth. Selecting 
convenient parameters such as, 𝐽 = 1, 𝐺 = 1, and 𝑥∗ = 10, the analytical solution is 
compared to the numerical solution in Figure 4.8. 
Chapter 4. Numerical Methods 
101 
 
 
Figure 4.8: Comparison between numerical and analytical solutions for the evolution of 
crystal size distribution in time. Here the population balance model includes simultaneous 
nucleation and growth. 
In Figure 4.8 the nucleation function has a mean (critical length) of 𝑥∗ = 10, and standard 
deviation of 𝜎 = 3. The distribution is integrated ten times by steps of five (∆𝑡 = 5). 
Numerical solution (blue) presents a smoothed analogue to the analytical solution (purple) 
with minimal rippling. Figure 4.9 compares the calculation of the moments between the 
analytical and numerical solution. 
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Figure 4.9: Comparison between numerical and analytical solutions for the total number of 
crystals in the system (blue), and total mass of crystals in the system (red) as they vary in 
time. The depicted solution refers to Figure 4.8, which describes a population balance with 
simultaneous nucleation and growth. 
Since both nucleation and growth are constant, the total number of particles increases 
linearly, and total mass increases parabolically. Although the numerical solution is limited by 
the stiffness of the integrated function, it correctly calculates both the total number and mass 
of crystals in the distribution. Since the numerical method demonstrates good agreement with 
the analytical solution in simpler cases, more complicated PBE’s with no analytical solution 
can be solved with confidence using the same methodology. The solutions examined here 
show that both number and mass are correctly introduced and conserved for nucleation and 
growth. More complex nucleation and growth expressions may create population balance 
equations with no analytical solutions, but are only expected to vary the nucleation and 
growth rates terms in the equation. As a result, it is appropriate to say that both number and 
mass will be introduced correctly into the system for any given nucleation and growth rate 
(provided that the mesh is dense enough to meet the tolerance of the numerical error). 
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4.3.4 Agglomeration 
Just as kinetics of nucleation and growth were adapted to a discredited mesh of classes, so 
must agglomeration and breakage be discretised. Agglomeration is simplest when 
considering a uniform mesh where the agglomeration of any two crystals falls only into 
existing classes. This can be visualised by a simple example. Considering six crystals of sizes 
1 to 6 that can undergo agglomeration, all possible reactions can be depicted by a 2 by 2 
matrix. For example, Figure 4.10 depicts the interactions involving crytal of size 𝑥 = 4, 
 
Figure 4.10: Matrix of possible agglomeration reactions for uniformly spaced classes. 
Reactions consuming crystals of size 4 are highlighted in red, and reactions producing 
crystals of size 4 are highlighted in green. The symmetry (dotted grey line Figure 4.10) shows 
that the reactions 1 + 3 → 4 and 3 + 1 → 4 have the same kinetics. Generalising all reactions 
for any crytal of size 𝑥, 
𝒜𝑥 =
1
2
∑ 𝑘𝒜(𝑥, 𝑥 − 𝑥
′)𝜆𝒜(𝑥, 𝑥 − 𝑥
′)𝑁𝑥−𝑥′𝑁𝑥′
𝑥−1
𝑥′=1
 −  𝑁𝑥 ∑ 𝑘𝒜(𝑥, 𝑥
′)𝜆𝒜(𝑥, 𝑥
′)𝑁𝑥′
𝑁𝑚𝑎𝑥−𝑥
𝑥′=1
 (4.3.23) 
This equation is analogous to the continuous agglomeration function presented by Equation 
(2.3.27). Assuming a constant agglomeration kernel, 𝑘𝒜(𝑥, 𝑥
′)𝜆𝒜(𝑥, 𝑥
′) = 1, Figure 4.11 
depicts the integration of a PBE containing agglomeration only for six uniformly spaced 
crystal sizes, 
 𝑑𝑁𝑥
𝑑𝑡
=
1
2
∑ 𝑁𝑥−𝑥′𝑁𝑥′
𝑥−1
𝑥′=1
 −  𝑁𝑥 ∑ 𝑁𝑥′
6−𝑥
𝑥′=1
 (4.3.24) 
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The integration is carried out for ten times steps at an initial function of, 
 𝑁(𝑥, 0) = 𝛿(𝑥 − 2) (4.3.25) 
 
Figure 4.11: Numerical solution to a population balance model with agglomeration only. 
The solution shows that only crystals of sizes 2, 4 and 6 exist in the system. Initially only 
crystals of size ‘2’ were present, and therefore only crystals of sizes ‘4’ and ‘6’ can be formed 
by addition. Figure 4.12 depicts the variation of number and mass of the crystal distribution 
as a function of time. 
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Figure 4.12: Variation of total number of crystals in the system (blue), and total mass of 
crystals in the system (red) in time. The depicted solution refers to Figure 4.12, which 
describes a population balance with agglomeration only. 
The mass of the distribution remains constant as expected, since the agglomeration process 
occurs in a closed system. The number of crystals decreases asymptotically towards an 
equilibrium value as smaller crystals agglomerate to form bigger crystals. 
A non-uniformly spaced mesh cannot be discretised directly as demonstrated with a uniform 
mesh. Incorrect discretisation can result in crystal mass and number discrepancies. 
Agglomeration of two crystals can result in the birth of a crystal size that does not exist in the 
discretisation scheme. This can be visualised in a 2 by 2 matrix analogous to the one depicted 
in Figure 4.10. For example for variable, 
 𝑙 = [0,1,2,3, … ] (4.3.26) 
If the mesh increases geometrically using the equation,
205,209
 
 𝑥 = √2
𝑙
 (4.3.27) 
The matrix shown in Figure 4.10 is modified as depicted by Figure 4.13, 
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Figure 4.13: Matrix of possible agglomeration reactions for geometrically spaced classes. 
Figure 4.13 shows that agglomeration creates crystal sizes that fall between discretised 
classes. The mass balance which operates on a single class is harder to define than in the case 
of a uniform mesh. Focusing on the class 𝑙 = 5, which represents class 𝑥 = 4√2 ≅ 5.66 
(yellow), the birth of crystals into this class through agglomeration is defined by crystals that 
fall between the adjacent class to the left 𝑥 = 4 (reactions highlighted in green) and the 
crystals that fall between the adjacent class to the right 𝑥 = 8 (reactions highlighted in blue). 
The mass balance of class 𝑥 = 4√2 must account for both reaction in the green domain and 
blue domain to correctly conserve the first moment of the distribution. In the case for a 
uniform mesh, the blue and green domain is in fact the same domain. The domain highlighted 
in red represents the death of crystals of size 𝑥 = 4√2, which is the column where crystals 
act as reactants (similar to the matrix of uniform discretisation Figure 4.10). The 2 by 2 
matrix of a non-uniform mesh possess the same symmetry observed in a uniform spaced 
matrix. If the mesh now increases in a base-10 logarithmic fashion, as chosen for this work, 
𝑥 = 100.06𝑙 
the blue and green birth domains shift accordingly, 
Chapter 4. Numerical Methods 
107 
 
 
Figure 4.14: Matrix of possible agglomeration reactions for logarithmically spaced classes. 
The agglomeration matrix can be redrawn for any non-uniformly discretised mesh. 
In order to conserve number and mass in a non-uniform mesh, discretisation is considered by 
dividing crystals among adjacent classes. Figure 4.15 depicts the process of two crystals of 
sizes 𝑖 and 𝑗 agglomerating to form a crystal of size 𝔥, such that, 
 𝑖 + 𝑗 = 𝔥 (4.3.28) 
 
 
Figure 4.15: Agglomeration between two non-uniformly spaced classes 𝑖 and 𝑗. The resulting 
crystal of size 𝔥 is split between two adjacent classes which are closest in value, 𝔥− and 𝔥+ 
(red). 
Although a crystal of size 𝔥 is created, a class of size k may not exist, only two adjacent 
classes are the closest in value: 𝔥− (classes in green in Figure 4.14) a class of slightly lower 
value than 𝔥, and 𝔥+  (classes in blue in Figure 4.14) a class with a slightly higher value 
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than 𝔥. The newly formed crystal of size 𝔥 must be split between classes 𝔥− and 𝔥+ in a way 
that both number and mass are conserved, 
 𝔣𝑖,𝑗
𝒜− + 𝔣𝑖,𝑗
𝒜+ = 1 (4.3.29) 
 𝑘−𝔣𝑖,𝑗
𝒜− + 𝑘+𝔣𝑖,𝑗
𝒜+ = 𝔥 (4.3.30) 
 Here, 𝔣𝑖,𝑗
𝒜−is the fraction of the crystal assigned to 𝔥−, and 𝔣𝑖,𝑗
𝒜+ is the fraction assigned to 𝔥+. 
Solving both equations simultaneously, the crystal fraction is given as, 
 
𝔣𝑖,𝑗
𝒜− =
𝔥+ − 𝔥
𝔥+ − 𝔥−
 (4.3.31) 
for any agglomeration reaction 𝑖 + 𝑗 → 𝔥. Therefore, the agglomeration kinetics for class 𝑖 is 
given by, 
𝒜𝑖 =∑(1 −
𝛿𝑖,𝑗
𝐾
2
)𝑓𝑖,𝑗
𝒜−𝜆𝒜𝑖,𝑗𝑘𝒜𝑖,𝑗𝑁𝑖𝑁𝑗
𝑗
+∑(1−
𝛿𝑖−1,𝑗
𝐾
2
) (1 − 𝑓𝑖−1,𝑗
𝐴− )𝜆𝒜𝑖,𝑗𝑘𝒜𝑖,𝑗𝑁𝑖−1𝑁𝑗
𝑗
−𝑁𝑖∑𝜆𝒜𝑖,𝑗𝑘𝒜𝑖,𝑗𝑁𝑗
𝑗
 (4.3.32) 
The first two summations in Equation (4.3.32) describe the birth of a crystal of size 𝑥𝑖 from 
the agglomeration of smaller crystals, while the third summation describes its death by 
joining with another crystal. The elements of the summation depend on the nature of the 
mesh, and therefore must be chosen by a conditional algorithm which assigns the correct 
reactions to their respective classes. Parameter 𝛿𝑖,𝑗
𝐾  denotes the Kronecker delta modified to 
take the value of 1 if 𝑖 ≠ 𝑗 and the value of 1/2 if 𝑖 = 𝑗. This ensures that agglomeration of 
two identical crystals is not counted twice. 
The algorithm that selects the summation elements is presented below in two sections. The 
first section of the algorithm calculates the division fractions (𝔣𝑖,𝑗
𝒜− in Equation (4.3.32)) and 
stores them in a matrix for further use. 
  1 k=1; 
   2 for j=1:n-1   
   3 for i=1:n-1 
   4       z(i,j)=x(i)+x(j); 
   5          while z(i,j) > x(k) && k < n 
   6             k=k+1; 
   7          end 
   8       zn(i,j)=x(k-1); 
   9       zp(i,j)=x(k); 
   10      zf(i,j)=(x(k)-z(i,j))/(x(k)-x(k-1)); 
   11      k=1; 
   12    end 
   13 end 
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The representative class sizes of the discretised mesh are stored in array x of length n. The 
double ‘for’ loops are used to create a 2 by 2 summation matrix denoted as z. Every element 
in row i and column j represents the size of the agglomerated crystal from the reaction of 
class i and j. The element z(i,j) undergoes a conditional check using a ‘while’ loop in order to 
determine the class (in the mesh) closest to its value. The position of the class closest in value 
in the array x is marked using counting variable k. Once the value of k is determined for 
element z(i,j), the value of the adjacent class of a slightly lower value (𝔥−) is stored in the 2 
by 2 matrix zn, and  the value of the adjacent class of a slightly higher value (𝔥+) is stored in 
the 2 by 2 matrix zp. The dividing fraction of crystal of size z(i,j) between zn(i,j) and zp(i,j) is 
calculated according to Equation (4.3.31), and stored in the 2 by 2 matrix zf, k is reset to 1 
and the loop restarts. 
The second section uses matrix zn to rearrange the original summation matrix z into a matrix 
that assigns the classes to their relevant reactions (as depicted by Figure 4.16), 
1 a=1; 
2 for k=1:n-1 
3    for j=1:n-1 
4        for i=1:j 
5            if zn(i,j)==x(k) 
6               Zi(a,k)=i; 
7               Zj(a,k)=j; 
8               Zf(a,k)=zf(i,j); 
9               a=a+1; 
10           end 
11       end 
12   end 
13 a=1;     
14 end 
 
 
Figure 4.16: Depiction of the agglomeration matrix rearrangement algorithm. 
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The master ‘for’ loop controls the counting variable k, which corresponds to the position of 
the class in array x. A double ‘for’ loop is once again used to vary variables i and j, which 
correspond to the position in the lower fraction matrix zn. It is equally valid to use higher 
value matrix zp (this depends on personal preference). The loops create three new two 
dimensional arrays Zi, Zj, and Zf. The columns of arrays Zi and Zj are divided according to 
the classes of array x, and designed to contain the appropriate reactions involving class k. For 
every class x(k), an ‘if’ conditional identifies all elements in zn which utilises class x(k) and 
stores their corresponding row in Zi and corresponding column in Zj. In addition, the 
corresponding dividing fraction zf(i,j) is stored in Zf, which has the dimensional structure of 
Zi and Zj. In this way, the address of the elements relevant to the summation (in Equation 
(4.3.32)) are stored in zn or zp, and can be recalled easily upon integration. 
The agglomeration of crystals through a logarithmic discretisation (𝜁𝑆 = 0.06, Equation 
(4.2.2)) is depicted by Figure 4.17. As observed for a uniform mesh, smaller sized classes 
deplete as the population of larger sized classes increases. The rippling observed at the left 
hand of the distribution is not a numerical error, but an expected result. Smaller crystals 
agglomerate directly to mid-range classes since smaller classes are grouped closer together. 
This leave smaller classes which are not completely depleted. 
 
Figure 4.17: Numerical solution to a population balance model with agglomeration only over 
a logarithmically spaced classes. 
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The zeroth and first moments of the distribution in Figure 4.17 are calculated in Figure 4.18. 
As expected the total mass of the distribution remains constant while total number decreases 
asymptotically. 
 
Figure 4.18: Variation of total number of crystals in the system (blue), and total mass of 
crystals in the system (red) in time. The depicted solution refers to Figure 4.17, which 
describes a population balance with agglomeration only, using logarithmically spaced classes. 
4.3.5 Breakage 
Breakage can be discretised in a similar manner to agglomeration. The simplest form of 
breakage is observed when considering a uniform mesh where the breakage of any crystal 
falls into existing classes. This can also be visualised by a 2 by 2 matrix similar to that shown 
in Figure 4.10, only here the breakage matrix represents subtraction patterns. Once again, 
considering a system of crystal sizes of 1 through 6, Figure 4.19 depicts the breakage matrix 
highlighting the interactions involving crystals of size 𝑥 = 4. 
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Figure 4.19: Matrix of possible breakage reactions for uniformly spaced classes. 
Reactions consuming crystals of size 4 are highlighted in red, and reactions producing 
crystals of size 4 are highlighted in green. The symmetry line (dotted grey line Figure 4.19) 
shows that 1 + 3 → 4 and 3 + 1 → 4 have the same reaction kinetics. Generalising all 
reactions for any particle of size 𝑥, 
 
ℬ𝑖 = ∑ 𝜆ℬ𝑖,𝑗𝑘ℬ𝑖,𝑗𝑁𝑗
𝑁𝑚𝑎𝑥
𝑗=𝑖+1
− 𝑁𝑖∑𝜆ℬ𝑖,𝑗𝑘ℬ𝑖,𝑗
𝑖−1
𝑗=1
 (4.3.33) 
This equation is analogous to the continuous breakage function presented by Equation 
(2.3.41). Assuming a constant breakage kernel, 𝑘ℬ(𝑥, 𝑥
′)𝜆ℬ(𝑥, 𝑥
′) = 1, Figure 4.20 depicts 
the integration of a PBE containing breakage only for six uniformly spaced crystal sizes, 
 𝑑𝑁𝑥
𝑑𝑡
= ∑ 𝑁𝑥′
6
𝑥′=𝑥+1
− (𝑥 − 1)𝑁𝑥 (4.3.34) 
The integration is carried out for ten times steps (at ∆𝑡 = 0.5). The initial function describes a 
system where a single large crystal undergoes breakage to smaller crystals, given as, 
 𝑁(𝑥, 0) = 𝛿(𝑥 − 6) (4.3.35) 
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Figure 4.20: Numerical solution to a population balance model with breakage only. 
As time progresses the large crystal breaks into smaller crystals until all crystals accumulate 
in the smallest class. Figure 4.21 presents the variation in distribution’s moments in time of 
the solution depicted in Figure 4.20. 
 
Figure 4.21: Variation of total number of crystals in the system (blue), and total mass of 
crystals in the system (red) in time. The depicted solution refers to Figure 4.20, which 
describes a population balance with breakage only. 
The mass of the distribution remains constant since the breakage process occurs in a closed 
system. The number of crystals increases asymptotically towards an equilibrium value of ‘6’. 
This is expected as a single crystal of size ‘6’ will continue breaking until six crystals of size 
‘1’ are present. 
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The nature of the breakage matrix changes significantly when converting the breakage matrix 
to a non-uniform mesh. The secondary daughter crystals no longer fit into a specific class and 
must be divided among adjacent classes to conserve number and mass. Figure 4.22 depicts 
the breakage matrix of a logarithmic mesh (𝜁𝑠 = 0.06, Equation (4.2.2)) as presented in the 
example for agglomeration. 
 
Figure 4.22: Matrix of possible agglomeration reactions for logarithmically spaced classes. 
In the case of a non-uniform mesh, the differencing matrix loses its symmetry. In Figure 4.22, 
numbers in grey represent small classes that cannot undergo breakage since the secondary 
daughter crystal falls outside the range of the mesh. Here, only crystals of size ‘2.29’ or 
larger can undergo breakage. Death by breakage in class ‘2.63’ is represented by the reactions 
highlighted in red, which are all found is its respective row in the matrix. The birth reactions 
of class ‘1.15’ are highlighted in green and blue. The green reactions represent secondary 
daughter crystals that fall between class ‘1.15’ and its adjacent lower class ‘1’. Blue reactions 
represent crystals that fall between class ‘1.15’ and its adjacent higher class ‘1.33’. Unlike 
death, the birth reactions are scattered in the matrix and are found by an algorithm. Since the 
secondary daughter crystal may not fit perfectly into any class for reaction 𝑖 → 𝑗 + 𝔥, parent 
crystal 𝑖 breaks to form the primary daughter crystal 𝑗, and a secondary daughter crystal of 
size 𝔥 is given as, 
 𝔥 = 𝑖 − 𝑗 (4.3.36) 
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Figure 4.23: Breakage of crystal 𝑖 to primary daughter 𝑗 in non-uniformly spaced classes. The 
secondary daughter 𝔥 is split between two adjacent classes which are closest in value, 𝔥− 
and 𝔥+ (red). 
The secondary daughter crystal of size 𝔥 must be split between two adjacent classes of sizes 
𝔥− and 𝔥+ as depicted by Figure 4.23. An identical expression is derived for crystal fraction 
due to breakage; however in this case, 𝔥 is defined by the difference of 𝑖 and 𝑗 (Equation 
(4.3.36)), 
 
𝔣𝑖,𝑗
ℬ− =
𝔥+ − 𝔥
𝔥+ − 𝔥−
 (4.3.37) 
The breakage kinetics for class 𝑖 is given by, 
ℬ𝑖 = ∑ 𝜆ℬ𝑖,𝑗𝑘ℬ𝑖,𝑗𝑁𝑗
𝑁𝑚𝑎𝑥
𝑗=𝑖+1
+∑𝔣𝑖,𝑗
ℬ−𝜆ℬ𝑖,𝑗𝑘ℬ𝑖,𝑗𝑁𝑗
𝑗
+∑(1 − 𝔣𝑖−1,𝑗
ℬ− )𝜆ℬ𝑖−1,𝑗𝑘ℬ𝑖−1,𝑗𝑁𝑗
𝑗
− 𝑁𝑖∑𝜆ℬ𝑖,𝑗𝑘ℬ𝑖,𝑗
𝑗
 (4.3.38) 
The four summations in Equation (4.3.38) describe the birth of a crystal of size 𝑖. The first 
summation describes birth where crystal 𝑖 is the primary daughter crystal. Its summation 
limits can be defined regardless of the nature of the mesh. The second and third summations 
describe birth where the crystal 𝑖 is the secondary daughter crystal, and must be split between 
two adjacent classes. The fourth summation describes the death of crystal 𝑖. Elements of the 
second, third, and fourth summations must once again be chosen by a conditional algorithm 
depending on the nature of the mesh. 
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The first section of the algorithm which rearranges the breakage reaction is similar to that 
used for agglomeration, presented below, 
1 k=n; 
2 for j=1:n   
3 for i=1:n 
4    z(i,j)=x(i)-x(j); 
5       if z(i,j)>=x(1) 
6          while z(i,j)<x(k) && k>=1  
7             k=k-1; 
8          end         
9        zn(i,j)=x(k); 
10       zp(i,j)=x(k+1); 
11       zf(i,j)=((x(k+1))-(z(i,j)))/((x(k+1))-(x(k))); 
12       k=n; 
13    else 
14    z(i,j)=0; 
15 end 
16 end 
17 end 
 
The representative class sizes of the discretised mesh are stored in array x of length n. Using 
the double ‘for’ loops create a summation 2 by 2 matrix denoted as z. The matrix element 
z(i,j)  represents the size of the secondary daughter crystal formed through breakage of crystal 
size i into size j. In this script, the ‘while’ loop is preceded by an ‘if’ conditional, which 
ignores secondary daughter reactions that are too small to break. When a breakage reaction 
with a significant secondary crystal daughter is identified, the elements of zn, zp, and zf are 
calculated. The second part of the script is designed to rearrange the breakage matrix. The 
script for this section of the algorithm is identical to that of the agglomeration script and can 
be seen in Section 4.3.4. 
The breakage of crystals through a logarithmic discretisation is depicted by Figure 4.24. 
Classes of larger crystals deplete as population of smaller crystal classes increase. The 
rippling observed at the lower classes of the distribution is attributed to smaller crystals that 
cannot undergo further breakage (similar to ripples observed in Figure 4.17). Breakage of 
crystals in the lowest classes requires the formation of secondary daughter crystals, which lie 
outside range of the mesh. 
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Figure 4.24: Numerical solution to a population balance model with breakage only over 
logarithmically spaced classes. 
The zeroth and first moments of the distribution in Figure 4.24 are shown in Figure 4.25. As 
expected the total mass of the distribution remains constant while total number increases 
asymptotically. 
 
Figure 4.25: Variation of total number of crystals in the system (blue), and total mass of 
crystals in the system (red) in time. The depicted solution refers to Figure 4.24, which 
describes a population balance with breakage only using logarithmically spaced classes. 
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The number of crystals in the distribution resembles an S-shape since initially all crystals are 
placed in a single class. As more classes participate in breakage, the rate of crystal birth 
increases (seen between 𝑡 = 0 to 𝑡 = 0.1). As crystals continue and break they accumulate in 
large classes that undergo no further breakage. The birth rate of crystals then slows down as 
the number of crystals approaches a finite value asymptotically. 
 
4.4 Conclusion 
Chapter 4 examines each discretisation scheme of the four crystallisation processes 
individually (nucleation, growth, agglomeration, and breakage). In each process, the validity 
of the numerical results was quantified by tracking number and mass (zeroth and first 
moments) of the crystal distribution, and compared to analytical solutions where possible. 
The discretisation schemes discussed in this chapter were designed to accommodate any non-
uniformly spaced mesh. Nucleation was discretised using a Gaussian smoothing function to 
minimise Gibb’s phenomenon ripples in the final solution, and was found to correctly 
increase both number and mass. Growth was discretised using a first order central difference 
scheme, which increases the mass of the distribution correctly while maintaining a constant 
number of crystals. Agglomeration was discretised to conserve mass while decreasing the 
number of crystals. In a non-uniform mesh, it is possible that agglomeration reactions 
produce crystals that do not conform to a single discretisation class. To conserve number and 
mass, the mass of an agglomerated crystal is divided into two adjacent classes. A similar 
scheme is applied to breakage, where mass is conserved while increasing the number of 
crystals. During breakage a crystal breaks into a primary daughter crystal, and a secondary 
daughter crystal whose mass is divided among two adjacent classes. 
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Chapter 5. Batch Crystalliser Experiment 
Chapter 5 discusses the setup, methodology, and results of the batch crystalliser experiment. 
The crystalliser tracks the solution’s variation in electric conductivity during crystallisation, 
which generates crystallisation curves. These curves are the primary method used to compare 
the effect of various silica particles on the crystallisation of calcium sulphate. The 
precipitated crystals are then further characterised to determine crystal size distribution and 
available surface area using analytical techniques presented in Chapter 3. The results 
presented here are later reproduced using the population balance model in Chapter 6. 
 
5.1 Experimental Design and Methods 
The effect of various silica particles on calcium sulphate crystallisation is investigated 
through a batch crystalliser experiment. Figure 5.1 depicts the experimental setup of the 
crystalliser. 
 
Figure 5.1: Schematic of crystalliser. 1. Crystallisation vessel with heating jacket. 2. Injection 
syringe of CaCl2 solution. 3. Conductivity probe. 4. PID temperature controlled water bath. 5. 
Pitched four-blade impeller. 
The solution temperature in the crystalliser (500 ml vessel) is controlled by circulating 
deionised water through the crystalliser’s jacket using a water bath of type Grant GR150 R1, 
accurate to ±0.01°C. Although calcium sulphate crystallisation is an energetic process, the 
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experiment is considered to be isothermal for two reasons. Firstly, only a small amount of 
precipitation is produced in relation to the working volume of the crystalliser. Secondly, 
water has a high specific heat capacity. Highly turbulent stirring is used to overcome thermal 
and mass transfer limitations from the crystal surface. Stirring is maintained constant at 200 
rpm (stirrer diameter, 𝐿𝐼, is 7 cm, four pitched blades) for all experiments which correspond 
to a turbulent Reynolds number of 16,000, 
 
𝑅𝑒 =
𝜌𝑙𝜔𝐿𝐼
2
𝜂
 (5.1.1) 
Supersaturation of the calcium sulphate solution is attained through an ion exchange reaction. 
At standard conditions, sodium sulphate (𝐶𝑠𝑜𝑙 = 170 𝑔/𝑙), calcium chloride (𝐶𝑠𝑜𝑙 = 740 𝑔/
𝑙), and sodium chloride (𝐶𝑠𝑜𝑙 = 360 𝑔/𝑙) are far more soluble than calcium sulphate 
(𝐶𝑠𝑜𝑙 = 2.5 𝑔/𝑙) in water.210 Calcium chloride and sodium sulphate can be dissolved 
separately and when the two are mixed, a supersaturated solution is quickly generated 
through the following ion exchange reaction, 
 𝑁𝑎2𝑆𝑂4 + 𝐶𝑎𝐶𝑙2 → 𝐶𝑎𝑆𝑂4 + 2𝑁𝑎𝐶𝑙 (5.1.2) 
Supersaturation can be controlled by modifying the concentrations of sodium sulphate and 
calcium chloride during solution preparation. The following derivation summarises the 
calculation used to determine supersaturation of crystallisation experiments in the batch 
crystalliser. The supersaturation at the beginning of an experiment is defined as, 
 𝑆0 =
𝐶𝐶𝑎𝑆𝑂4
𝐶𝐶𝑎𝑆𝑂4
𝑠𝑜𝑙 (𝐶𝑁𝑎𝐶𝑙, 𝑇)
 (5.1.3) 
Where the molar concentration of sodium chloride is related to the mass concentration of 
calcium sulphate through the stoichiometry of the reaction, 
 
𝐶𝑁𝑎𝐶𝑙 =
2𝐶𝐶𝑎𝑆𝑂4
𝑀𝐶𝑎𝑆𝑂4
 (5.1.4) 
The solubility curve is approximated from Figure 2.3 through a quartic polynomial.
39
 The 
polynomial’s constants depend on temperature, 
 𝐶𝐶𝑎𝑆𝑂4
𝑠𝑜𝑙 = 𝐵5
𝐶𝑎𝑆𝑂4𝐶𝑁𝑎𝐶𝑙
4 + 𝐵4
𝐶𝑎𝑆𝑂4𝐶𝑁𝑎𝐶𝑙
3 + 𝐵3
𝐶𝑎𝑆𝑂4𝐶𝑁𝑎𝐶𝑙
2 + 𝐵2
𝐶𝑎𝑆𝑂4𝐶𝑁𝑎𝐶𝑙 + 𝐵1
𝐶𝑎𝑆𝑂4 (5.1.5) 
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When substituting the solubility function back into the definition of supersaturation (Equation 
(5.1.3)) through Equation (5.1.4), the mass concentration of calcium sulphate, sodium 
sulphate, and calcium chloride, can be calculated. Equation (5.1.5) must be solved 
numerically. 
Given that the solubility of sodium chloride is much higher than that of calcium sulphate, it is 
assumed that sodium and chloride ions do not interfere with the crystallisation process. Using 
an exchange reaction is more efficient than inducing supersaturation through temperature 
change. Calcium sulphate dihydrate (gypsum) exhibits a maximum solubility at 
approximately 40°C (Figure 2.2). Increasing the temperature of a saturated solution from 
40°C to boiling point (100°C) would only induce a supersaturation of approximately 𝑆 = 1.3. 
Furthermore, inducing supersaturation through temperature change is inefficient as it is a 
slow and energy intensive process. Such a low supersaturation would result in slow 
crystallisation kinetics and extend the experimental duration time to several days, thus 
limiting the number of experimental testing conditions. 
Prior to every experiment, stock solutions of sodium sulphate (39.96 ±0.01 mM) and calcium 
chloride (1199.1 ±0.1 mM) were made from granular sodium sulphate anhydrous and calcium 
chloride dihydrate (both 99% pure, Sigma Aldrich
®
). A 300 ml solution of sodium sulphate 
was allowed to thermally equilibrate within the crystalliser, after which 10 ml of calcium 
chloride solution was injected at a 1:1 molar ratio (total working volume of 310 ml). 
Solutions were passed through a 0.22 μm filter upon injection to eliminate contaminants. 
Only a small volume of calcium chloride was added in order to instantaneously create a 
supersaturated solution in an isothermal manner. The conductivity of the solution was 
measured using a Mettler-Toledo S47-K SevenMulti conductivity probe (cell constant 0.5 
cm) with an accuracy of ±0.005 mS/cm, calibrated to 1413 µS/cm at 25°C 0.01 M potassium 
chloride standard. At the conclusion of every experiment, the crystalliser underwent a 
cleaning procedure. The vessel was filled with DI water and the jacket temperature was 
increased to 70°C to enhance dissolution. The water was left to stir at 250 rpm overnight to 
re-dissolve any remaining calcium sulphate crystals in the vessel. The following day a second 
cycle of DI water was stirred for at least another 2 hours. After the second cycle is purged, 
the temperature was reduced back to 30°C and the vessel was allowed to dry. 
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5.2 Results and Discussion 
Experimental raw data is observed in the following manner, 
 
Figure 5.2: Temporal evolution of the conductivity obtained from a batch crystallisation, see 
text for the interpretation of the regions labelled ‘1’-‘5’. 
In analysis of the raw data, certain characteristics of the crystallisation curve can clearly be 
seen. Figure 5.2 is divided into five stages of crystallisation. Stage 1 depicts the conductivity 
of only sodium sulphate, used to establish the experimental baseline. A horizontal line 
indicates thermal equilibrium of the sodium sulphate solution with the crystalliser’s jacket. 
Stage 2 represents the instantaneous injection of the calcium chloride solution. Stage 3 
depicts the induction time of the system, during which the solution remains metastable. 
Although the solution is supersaturated, no precipitation is detected. The induction time may 
vary with the probing technique used to investigate the system. Crystallisation starts at Stage 
4 where nucleation, growth, agglomeration, and breakage occur simultaneously; noticeable 
reduction in conductivity begins. The system reaches equilibrium at Stage 5, where 
nucleation and growth cease to take place. 
It is difficult to pin point precisely when the induction time (Stage 3) finishes and the 
crystallisation (Stage 4) begins, as the transition between the two stages is continuous. The 
induction time is a useful quantity when comparing crystallisation curves and often used to 
approximate the nucleation rate through the relation,
63
 
 𝑡𝐷~1/𝐽 (5.2.1) 
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since the nucleation rate (in units of 𝑠−1) represents the average number of crystals that 
appear per unit time within a given volume. The induction time can be determined 
graphically by finding the intersection between the tangents of the point of inflection (red 
line, Figure 5.3b) and the initial conductivity (blue line, Figure 5.3b). The point of inflection 
(POI) is determined by estimating the local derivatives of the raw data as depicted in Figure 
5.3a. The minimum value of the derivative is the POI. 
 
 
Figure 5.3: a. Gradient of the curve depicted in Figure 5.2 using finite central differencing. b. 
Depiction of induction time calculation using the crystallisation curve’s inflection point 
tangent. 
5.2.1 Baseline Condition 
The baseline condition of the experiment was set as 𝑆0 = 2.5 and 𝑇 = 30°𝐶. The baseline 
supersaturation was chosen as 𝑆0 = 2.5 to minimise crystallisation time yet maintain 
significant variation between experimental conditions. The baseline temperature was chosen 
as 30°𝐶, which is ten degrees above lab temperature. This enables easier control over the 
crystalliser’s temperature and eliminates the need to switch between cooling and heating. The 
experiment was repeated seven times at baseline conditions in order to confirm the 
reproducibility of the experiments. Experimental repeats are shown in Figure 5.4. 
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Figure 5.4: Seven repeating experiments at baseline condition (S0=2.5 and T=30°C). 
The variation of the crystallisation curves under the baseline experimental conditions 
of 𝑆0 = 2.5 and 𝑇 = 30°𝐶 show that the induction time varies with an uncertainty of ±3%, a 
mean of 114.3 minutes, and a standard deviation of 7.36 minutes. The baseline experiment 
demonstrates good repeatability with an acceptable tolerance of error. Variation in the 
crystallisation curves is attributed to the stochastic nature of nucleation, which depends on 
local fluctuations in turbulent kinetic energy and solute concentration. Although 
supersaturation can be controlled very tightly, nucleation induction can still vary between 
trials. In the following experiments it is assumed that three trials are sufficient to demonstrate 
repeatability. 
5.2.2 Supersaturation Variation (Set 1) 
In the first set of experiments the initial concentration of dissolved calcium sulphate is varied. 
Figure 5.5 depicts the effect on the crystallisation curves at four different initial 
concentrations of calcium sulphate. 
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Figure 5.5: Crystallisation curves at the initial supersaturation 2.5, 2.6, 3.0, 3.2, at 30°C. Each 
condition is repeated three times. 
Figure 5.5 shows that the rate of crystallisation increases with increasing calcium sulphate 
concentration, resulting in steeper crystallisation curves and shorter induction times. This is 
expected since the thermodynamic driving force for both nucleation and growth is driven by 
concentration (or supersaturation). The induction time of the curves in Figure 5.5 decreases 
non-linearly as expected from classical nucleation theory (Equation (2.3.8)), together with 
Equation (5.2.1)). All the observed crystallisation curves display an uneven S-shaped curve 
that is bottom heavy. Figure 5.6 shows SEM images of crystals produced at baseline 
conditions. The crystals were filtered and dried at ambient conditions overnight. SEM images 
were taken using a Hitachi TM-1000 table-top microscope, which operates at an acceleration 
voltage of 15 kV and relies on back scattered electron detection. The TM-1000 can achieve a 
maximum magnification of x10000. 
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a b 
Figure 5.6: Electron micrographs of homogeneously nucleated calcium sulphate crystals 
obtained at baseline conditions. a. Image crystal agglomerates. b. Occasional breakage and 
twinning of crystals. 
Figure 5.6 depicts cluster formation and clear signs of breakage indicating that all four 
processes (nucleation, growth, agglomeration, and breakage) play a significant role during 
crystallisation. The morphology of calcium sulphate is not uniform. Under controlled 
conditions, the various habits can grow at different rates depending on supersaturation. 
Columnar cluster formation and twinning are also very common phenomena.
211
 Wider 
crystals are observed as rods at moderate supersaturations and as plates in higher 
supersaturations. At the final stages of crystallisation, when supersaturation is low, calcium 
sulphate crystals begin to adopt needle-like shapes of varying widths. The average length to 
width ratio of in Figure 5.6 was calculated to be 5.5, with a standard deviation of 2.1. 
However, at this magnification only wider crystals are clearly visible, and information on the 
height of the crystal is not available. Figure 5.7 depicts several crystals that were born at low 
supersaturation (𝑆 = 1.1), and allowed to grow until reaching their equilibrium habit. These 
crystals were grown to macroscopic scales in order to analyse all three dimensions of their 
shape. 
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a b 
Figure 5.7: Three dimension analysis of crystals grown to their equilibrium habit at low 
supersaturation (𝑆 = 1.1). a. measurement of crystal length. b. measurements of crystal width 
and height. 
Crystals in Figure 5.7 show an average length to width aspect ratio of 37.1, and average 
length to height aspect ratio of 81.2. This shows crystals that develop in later stages of the 
experiment have very small base area. Using these aspect ratios, an average crystal with a 
length of 20 μm, would have a base area in the order of 0.1 μm2. The crystal depicted Figure 
5.7 resemble the shape of most crystal observed using SEM. As a result, the constant base 
area 𝐴𝑐 = 10
−13 m2 is estimated based on the aspect ratios determined in Figure 5.7. 
Laser diffraction characterisation was performed on the precipitated crystals using a Malvern 
Mastersizer 2000, with a detection range of 0.01~3500 µm. Experimentally determined 
distributions were used to validate the crystal size distribution calculated by the model. The 
data was analysed using Mie scattering theory (Section 3.2). The sizes of the needle shaped 
crystals were calculated from their equivalent sphere volume. Samples were prepared by 
filtering and drying (in ambient conditions) crystals from completed experiments, 200 mg of 
precipitated crystals were suspended in 10 ml of cyclohexane, and ultrasonicated for 30 
minutes. Laser diffraction results were obtained for precipitated crystals from experiments 
with initial supersaturations 2.5, 2.6, 3.0, and 3.2. Figure 5.8 presents the results measured by 
laser diffraction as volume fraction distributions; the distributions are averages of five 
consecutive measurement repeats. 
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Figure 5.8: Crystal distributions at the supersaturation 2.5, 2.6, 3.0, 3.2, at 30°C. Data 
collected using Malvern Mastersizer 2000 and analysed using Mie scattering. 
The plots presented in Figure 5.8 correspond to the steady state crystal size distributions. This 
means that all agglomeration and breakage reactions are at steady state and that the 
distributions will not experience any further variation in time, since the supersaturation 
approaches the limit 𝑆 = 1. Only steady state distributions were sampled since insufficient 
crystals were obtained for intermediate sampling. The Mastersizer apparatus requires at 
0.1~0.2 solid fraction to measure the crystal size distribution, which corresponds to sampling 
significant portion of the batch crystalliser’s working volume. This would interfere with the 
crystallisation process and result in a limited number of samplings. To void comprising the 
crystallisation process, crystal size distributions were only measured at steady state. All four 
supersaturations’ crystal size distributions were found to be similar. The means were found to 
be between 20 and 30 μm and the standard deviations between 19 and 41 μm. The mean 
(Equation (5.2.2)) and standard deviation (Equation (5.2.3)) of the distributions were 
calculated using the expressions of a randomly distributed variable, 
 𝜇 =∑𝑥𝑖𝑉𝑖
𝑖
 (5.2.2) 
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 𝜎2 =∑(𝑥𝑖 − 𝜇)
2𝑉𝑖
𝑖
 (5.2.3) 
The lower supersaturation experiments produced distributions with a small ‘shoulder’, 
indicating that larger agglomerates may be present in the size order of 100 μm. Larger 
crystals are observed at higher supersaturations, with particularly large agglomerates 
observed for the supersaturation of 𝑆0 = 3.2. 
5.2.3 Temperature Variation (Set 2) 
In the second set of experiments the temperature of the crystalliser is varied. Figure 5.9 
depicts the effect of three different temperatures on the calcium sulphate crystallisation 
curves at a constant supersaturation of 𝑆0 = 3.2. As expected, the rate of crystallisation 
increases with increasing temperature. Higher temperatures yield steeper curves and shorter 
induction times as the kinetics of both nucleation and growth are enhanced. 
 
Figure 5.9: Crystallisation curves at 25°C, 30°C, 40°C, at initial supersaturation of 3.2. 
The variation of initial concentration and temperature are designed to investigate the 
behaviour of the system in the absence of silica particles. The system was tested at six unique 
conditions, which produced six crystallisation curves (Figure 5.5 and Figure 5.9), and four 
crystal size distributions (Figure 5.8). 
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5.2.4 Particle Type Variation (Set 3) 
In the third set of experiments various types of silica particles were added to the crystalliser. 
Table 5.1 summarises the types of silica particles used in this experimental set. 
Table 5.1: Summary of silica particles used in the third set of experiments (Figure 5.10). Data 
provided by manufacturer (mesoporus particles from Glantreo Ltd.
®
, nanosilica from Sigma-
Aldrich
®
, and confirmed using gas sorption. 
Pore  Diameter 
(nm) 
Diameter 
(μm) 
Pore Volume 
(cm
3
/g) 
BET Surface Area 
(m
2
/g) 
2.2 3.0 0.3 800 
6.0 2.5 0.4 300 
10 3.0 0.3 150 
None 7·10
-3
 None 350 
 
Three types of mesoporous silica particles of increasing pore diameter were tested. The 
variation in pore diameter was hypothesised to affect crystallisation in two ways. The first is 
by changing the effective diffusivity through the particle pores; the smaller the pore the more 
difficult it is for ions or crystal nuclei to diffuse through them. The second is through the 
available surface area, since surface area increases with decreasing pore diameter. The 
particle surface area can act as a substrate for heterogeneous nucleation and enhance 
crystallisation kinetics. The pore diameters were chosen such that the particle’s available 
surface area approximately doubles between each particle type. All of the three mesoporous 
particles had approximately the same pore volumes. Although the particles have an ordered 
structure, they are made of amorphous silica. In addition to porous silica, nanometric silica 
was also investigated, since nanometric silica particles offer specific surface area similar to 
that of porous silica in the absence of pores. 
The procedure used in experiments without particles was slightly modified to introduce 
particles into the crystalliser. Dry particles (mesoporous silica purchase from Glantreo Ltd.
 ®
, 
fumed silica nanoparticles from Sigma Aldrich
®
) were weighed in a glass bottle and 
suspended in 60 ml of the sodium sulphate solution. The bottle was sealed and the suspension 
was ultrasonicated for 30 minutes after which all agglomerates broke and particles were well 
dispersed. The dispersion was added to 240 ml solution to make a 300 ml solution of sodium 
sulphate that was allowed to reach thermal equilibrium in the crystalliser prior to the injection 
of 10 ml of calcium chloride solution. Figure 5.10 compares the crystallisation curves 
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obtained for the various particle types, all particles were loaded at a 310 mg (313 mg silica 
per g of precipitated calcium sulphate) in 310 ml of solution at the baseline operating 
conditions of 𝑆0 = 2.5, and temperature of 30°C. 
 
Figure 5.10: Crystallisation curves in the presence of various types of silica particles at 
standard conditions. Particles were loaded at 310 mg per 310 ml of solution. 
The effect of all three types of mesoporous silica was observed to be similar irrespective of 
available pore size or available surface area. The mesoporous particles were found to reduce 
induction time by 30% on average rather than silica nanoparticles, which only reduced 
induction time by 6% on average. Although silica nanoparticles did not show a significant 
reduction in induction time, trials loaded with silica nanoparticles exhibit slightly steeper 
crystallisation curves. Overall, the mesoporous silica clearly proved to have a catalysing 
effect as opposed to the marginal effect of silica nanoparticles. Although particles of different 
pore sizes have different surface areas, this did not affect the nucleation enhancement 
significantly. Despite having more than five times the surface area, particles with a pore 
diameter of 2.2 nm performed similarly to particles with 10 nm pores. This suggests that 
surface area is not a significant parameter in calcium sulphate crystallisation catalysis. It is 
likely that pore volume is a more important factor as all three mesoporous silica particles had 
similar pore volumes and produced similar results. 
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5.2.5 Particle Loading Variation (Set 4) 
In the fourth set of experiments, mesoporous particles were added to the crystalliser at 
various loadings. The third set of experiments revealed that mesoporous silica particles are 
effective at catalysing the crystallisation of calcium sulphate. As seen in Figure 5.10, the 
catalytic effect was not sensitive to pore diameter or surface area. As a result, the mid-size 
pore diameter particle (6.0 nm pore diameter) was chosen for the fourth set of experiments. 
Figure 5.11 shows SEM images of the particles used in the fourth experimental set. 
  
a b 
Figure 5.11: Micrographs of mono-dispersed mesoporous silica (Glantreo
®
) used in the 
fourth set of experiments. Average diameter, 2.5 µm, pore diameter 6 nm. a. x3000 
magnification. b. x10000 magnification. 
The particles are spherical and mono-dispersed. The crystalliser was loaded with varying 
particle weights increasing by a factor of two, 77.5 mg, 155 mg, and 310 mg (from the third 
experimental set) and compare to the baseline conditions of no particles at supersaturation of 
2.5 temperatures of 30°C. Figure 5.12 depicts the effect of particle loading on the 
crystallisation curves. 
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Figure 5.12: Crystallisation curves in the presence of mesoporous silica particles (6 nm pore 
diameter, Figure 5.11) at 0 mg, 77.5 mg, 155 mg, and 310 mg loadings, at standard 
conditions. 
The induction times of the crystallisation curves decrease quite linearly when doubling the 
particle load. Although the induction decreases noticeably, the steepness of the crystallisation 
curves does not change significantly. 
 
Figure 5.13: Effect of particle loading on induction time, calculated using inflection point 
tangent of curves in Figure 5.12. Linear fit 𝑅2 = 0.965. 
The crystals produced by the loading experiment set (fourth set) were filtered at the end of 
the crystallisation process along with the silica particles and were allowed to dry overnight at 
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room temperature. The dried crystal/particle mixture were then prepared for nitrogen gas 
sorption by degassing the sample with helium at 30°C overnight. The isotherms obtained 
from gas sorption are depicted in Figure 5.14a. Gas sorption measurements were conducted 
using a Micromeritics TriStar 3000 apparatus. 
 
 
a b 
Figure 5.14: a. Raw gas sorption data of remaining silica particles and calcium sulphate 
crystals from particle loading experiments presented in Figure 5.12. Data shows a type IV 
isotherm, as categorised by BET analysis (Section 3.3). b. Calculated surface area and pore 
volume at various particle loadings. 
The used silica particles exhibit a clear type IV isotherm (Section 3.3) and average BET 
constant of 𝛽𝐵𝐸𝑇 = 157.5, indicating that the first layer’s energy of adsorption is higher than 
that of subsequent layers. The isotherms presented in Figure 5.14a are primarily shaped by 
the silica particles (which also exhibit a type IV isotherm with strong hysteresis) despite the 
presence of calcium sulphate crystals in the sample. The calcium sulphate crystals are non-
porous and are much larger than the silica particles. As a result, crystals have negligible 
surface area when compared to the pores of the silica particles. At higher particle loading 
(blue) the isotherms show strong hysteresis that decreases with decreasing particle loading 
(green, red). This indicates that a significant fraction of the silica particles’ pores remain 
unfilled with calcium sulphate; however, this becomes less noticeable at higher particle 
loadings. Nonetheless, silica particles have considerably less available surface area and pore 
volume after crystallisation experiments than unused particles (Figure 5.14b), indicating that 
a fraction of the particles are filled with calcium sulphate. This is supported by the surface 
area and pore volume presented in Figure 5.14b, which do not increase linearly with particle 
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loading. Figure 5.15 shows an image of the sample produced during the 155 mg loading 
experiment (characterised by gas sorption). 
  
a b 
Figure 5.15: Micrograph of calcium sulphate crystals and mesoporous silica (6 nm pores) 
filtered and dried at the conclusion of a 155 mg loading batch crystallisation experiment. a. 
x800 magnification. b. x6000 magnification. 
The effect of the particles cannot be observed visually through the SEM image since crystals 
grow in a similar manner to that observed in absence of particles (Figure 5.6). The silica 
particles remain free and are not incorporated into the crystal structure. Nonetheless, the 
effect of the particles is observed in conductivity and gas sorption data (Figure 5.14). This 
suggests that the catalytic effect is manifested in the particle pores at early stages of crystal 
nucleation. 
5.2.6  Surface Functionality Variation (Set 5) 
The third and fourth experimental sets show that mesoporous particles are capable of 
enhancing crystallisation kinetics at the tested loadings. It is hypothesized that the effect of 
the pore can be further enhanced by changing the chemistry of the pore’s surface. The fifth 
set of experiments explores how the chemical functionality of the pores affects calcium 
sulphate crystallisation at constant particle loading. The mesoporous silica particles used in 
the fifth and sixth experimental sets are slightly different than the ones used in the third and 
fourth sets. Functionalised particles require extra steps to synthesize and are harder to obtain. 
The baseline supersaturations of the fifth and sixth experimental sets were modified 
from 𝑆0 = 2.5 to 𝑆0 = 2.0 to observe the variation in crystallisation curves more clearly at 
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lower particle loadings. Table 5.2 compares the particles used in the fourth set with the fifth 
and sixth sets. 
Table 5.2. Comparison between mesoporous silica particles used in the fourth experimental 
set (particle loading variation) and mesoporous silica particles in the fifth and sixth 
experimental sets (functionlise silica experiments). Data provided by the manufacturer, and 
confirmed by gas sorption. 
Set In Which 
Used 
Pore  Diameter 
(nm) 
Diameter 
(μm) 
Pore Volume 
(cm
3
/g) 
BET Surface Area 
(m
2
/g) 
4
th
 6.0 2.5 0.4 300 
5
th
, 6
th
 6.0 52 0.8 515 
 
The particles compared in Table 5.2 have similar pore diameter; however, the larger particles 
used in the fifth and sixth sets have twice the pore volume than those used in the fourth set. 
Figure 5.16 shows an SEM micrograph of the particles used in the fifth and sixth 
experimental sets. The particles are irregular in shape and are made of amorphous silica. 
  
a b 
Figure 5.16: Micrographs of functionalised mesoporous silica (Silicycle®) used in the fifth 
and sixth sets of experiments. Average diameter, 52 µm, pore diameter 6 nm. a. x800 
magnification. b. x1800 magnification on a single particle, adjacent a particle from the fourth 
experimental set. 
Four different surface chemistries were chosen to investigate the effect of silica 
functionalisation on the crystallisation of calcium sulphate. Plain irregular silica was used as 
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a reference surface chemistry to observe the effect of functionalisation. Plain silica is 
typically hydrophilic and negatively charged since the silica matrix contains hydroxide 
terminations at the particle-liquid interface. The four chemical functionalities tested include: 
methyl (𝑆𝑖𝑂2 − 𝐶𝐻3), tripropyl amine (𝑆𝑖𝑂2 − 𝐶3𝐻6𝑁𝐻2), tripropyl sulphonic acid (𝑆𝑖𝑂2 −
𝐶3𝐻6𝑆𝑂3𝐻), and triaminetetraacitic acid (TAAcOH). Amine and sulphonic acid groups were 
chosen to investigate the effect of pore pH on crystallisation, and the methyl group was 
chosen investigate the effect of hydrophobicity. The TAAcOH functional group was chosen 
since it can chelate calcium ions well, and is expected to reduce the calcium sulphate 
crystallisation rate by passivating free calcium ions. All of the tested chemistries are 
hydrophilic with the exception of methyl functionalisation. The hydrophobicity of the methyl 
functionalisation is expected to change wetting angle of the calcium sulphate crystal nuclei 
with the pore wall. Variation in the wetting angle is expected to directly influence the rate of 
heterogeneous nucleation and consequently pore deactivation. 
Amine functionalisation can invert the charge of the silica surface from negative to positive. 
The amine group can affect the local concentration of ions near the surface of the pore 
through two proposed mechanisms. The first hypothesis suggests that amine groups can act as 
a Lewis base to generate the positively charged ammonium cation. It is expected to increase 
the local pH in a pore, thereby pushing the equilibrium towards the sulphate ion (Figure 
5.17a, as discussed in Section 2.1.1), which helps catalyse the formation of calcium sulphate. 
 𝑅𝑁𝐻2 + 𝐻𝑆𝑂4
− ⇌ 𝑅𝑁𝐻3
+ + 𝑆𝑂4
2−
 (5.2.4) 
The presence of a base inside the particle pore may also decrease the local solubility of 
calcium sulphate. The lower solubility in the pore can create a higher supersaturation than the 
bulk, thereby increasing crystallisation kinetics. The second hypothesis relates the conditions 
in the pore to the double layer theory (Debye-Hückel, Section 2.1.2). The positively charged 
surface (covered in ammonium groups) can attract negatively charged sulphate ions, which 
can attract positively charged calcium ions. The effective length of the charge is estimated 
(using the Debye screening length, Equation (2.1.15)) to be 0.64 nm. The double layer effect 
is limited to the pore wall as it is an order of magnitude lower than the pore diameter and 
does not extend to the bulk volume of the pore. The presence of the double layer can increase 
the supersaturation near the wall and enhance nucleation. 
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a b 
Figure 5.17: a. Mechanism for deportation of bisulphate ions in the presence of surface 
anchored anime groups. b. Protonation of sulphate ions in the presence of surface anchored 
sulphonic acid groups. 
Sulphonic acid functionalisation can produce an acidic negatively charged surface. This may 
affect the concentration of ions near the surface of the pore through the same two proposed 
mechanisms as discussed for amine functionalisation. The sulphonic acid group can act as a 
Brønsted-Lowry acid by donating its proton to form the sulphonate ion. 
 𝑅𝑆𝑂3𝐻 + 𝑆𝑂4
−2 ⇌ 𝑅𝑆𝑂3
− + 𝐻𝑆𝑂4
−
 (5.2.5) 
This is expected to decrease the local pH of the pore by pushing the equilibrium towards the 
bisulphate ion (Figure 5.17b, as discussed in Section 2.1.1). This may have the opposite 
effect to a basic pore environment hypothesized for the amine functionalisation and can slow 
down the crystallisation rate of calcium sulphate. Increased acidity in the pore can increase 
the solubility of calcium sulphate. The double layer mechanism can operate in a similar 
manner to amine functionalisation. The negatively charged surface (covered in sulphonic 
groups) can attract positively charged calcium ions; in turn, attracting negatively charged 
sulphate ions. Once again this would enhance nucleation near the surface of the pore. 
The TAAcOH functionalisation is more complex than the other three, but is of specific 
interest to the application. TAAcOH functionalisation is capable of chelating multivalent 
ions
212,213
, much like ethylenediaminetetraacetic acid (EDTA), and can therefore bind very 
strongly to calcium ions by forming a coordinate complex. The TAAcOH group can form a 
very strong octahedral polydentate with a single calcium ion, effectively trapping it from 
interactions with free sulphate ions. 
 𝐶𝑎2+ + 4𝑆𝑂4
−2 + 𝑇𝐴(𝐴𝑐𝑂𝐻)4 ⇌ 𝐶𝑎𝑇𝐴(𝐴𝑐𝑂
−)4
2−
+ 4𝐻𝑆𝑂4
−
 (5.2.6) 
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The effect of this reduction in free calcium ions is hypothesized to inhibit the crystallisation 
of calcium sulphate in two ways. Firstly, there would be less free calcium ions that are 
available to bind with sulphate ions and form crystal nuclei. Secondly, chelating a calcium 
ion will cause all carboxylic acids (of the TAAcOH group) to deprotonate, making the pore 
environment acidic as discussed with sulphonic acid functionalisation. Figure 5.18a depicts 
the TAAcOH functionalisation, whereas Figure 5.18b depicts the coordinate complex formed 
when a calcium ion is bounded to the TAAcOH group. 
 
 
a b 
Figure 5.18: a. Structure of TAAcOH functionalisation. b. Structure of TAAcOH 
functionalisation chelating a calcium ion, creating an octahedral polydentate ligand. 
Figure 5.19 compares the different functionalities investigated in the fifth set of experiments. 
The fifth experiment was performed at a supersaturation of 𝑆0 = 2.0, temperature of 30°C, 
and particle loading of 31 mg. Functionalised particles (purchased from Silicycle
®
) were 
introduced to the crystalliser using the procedure described in Section 5.2.4. 
Chapter 5. Batch Crystalliser Experiment 
140 
 
 
Figure 5.19: Crystallisation curves in the presence of unmodified and functionalised 
mesoporous silica particles with methyl, amine, sulphonic acid, and TAAcOH functional 
groups. Experiments are conducted at a loading of 31 mg per 310 ml at standard conditions. 
Amine functionalisation (green curves Figure 5.19) reduced induction time by 26% 
(compared to no particle results, from 9.7 h to 7.2 h, black curves Figure 5.19), exhibiting the 
shortest induction times for all trials. This agrees with the pH hypothesis, where the basicity 
of the amine functionality made the local pH inside the pores higher than the bulk solution. It 
is likely that the reduced solubility in the pores creates higher supersaturation, thereby 
enhancing nucleation kinetics. Particles functionalised with methyl groups are also effective 
at reducing the crystallisation induction time; however, they were difficult to disperse in 
solution due to their hydrophobic nature. As a result, dispersion of methyl functionalised 
particles is expected to be problematic at higher loadings. The particles functionalised with 
sulphonic acid (red curves Figure 5.19) were observed to have the longest induction times 
(apart from TAAcOH functionalised particles). This represents the opposite effect to that 
observed with amines since sulphonic acid groups decrease the local pH in the pore and 
reduce nucleation kinetics. The response observed with TAAcOH particles was significantly 
different from all other functionalities. TAAcOH functionalised particles significantly 
increase induction times since they create acidic pore environments and passivate calcium 
ions through chelation. Although the effect of the particles agrees with the initial hypothesis, 
the magnitude of the response is considerably higher than that observed with other 
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functionalities. When compared to crystallisation without particles, the induction time 
doubles in the presence of TAAcOH particles. Despite the substantial effect on induction 
time, the steepness of the crystallisation curves did not change significantly, just as observed 
with other functionalisations. 
5.2.7 TAAcOH Particle Loading Variation (Set 6) 
The sixth set of experiments focuses on testing particles functionalised with TAAcOH 
chemistry at various loadings. As observed in the fifth set of experiments (Figure 5.19), the 
TAAcOH functionality proved to be the most effective out of all tested chemistries, and 
therefore the most interesting. The sixth set is designed to determine how effective this 
particular chemistry can be at delaying crystallisation and producing extremely long 
induction times. The sixth experiment is performed at a supersaturation of 𝑆0 = 2.0 and 
temperature of 30°C, identical to the conditions in the fifth set. Figure 5.20 compares the 
crystallisation curves obtained with mesoporous TAAcOH functionalised silica particles at 
various loadings. 
 
Figure 5.20: Crystallisation curves in the presence of TAAcOH functionalised mesoporous 
silica particles at 0 mg, 31 mg , 77.5 mg, and 155 mg loadings, at standard conditions. 
Figure 5.20 clearly shows that the induction time increases with particle loading by a 
considerable amount. The presence of TAAcOH functionalised particles significantly delayes 
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the crystallisation of calcium sulphate. At the highest loading (155 mg), induction time 
increased by nearly six times. At a supersaturation of 𝑆0 = 2.0, the solution is in excess of 4.8 
mmol of calcium ions (𝐶𝑠𝑜𝑙 = 2.7 g/l, V = 310 ml), whereas the molecular loading of the 
TAAcOH functionalised particles is 0.4 mmol/g, determined using titration (reported by 
Silicycle
®
). At a loading of 155 mg (in 310 ml), the particles have a considerable effect on 
induction time despite having a ratio of free calcium ions to available chelating groups as 
high as 80:1. 
As observed in the third, fourth, and fifth experimental sets, the gradients of the 
crystallisation curves decrease only slightly with increasing loading. The induction time 
increases non-linearly in the sixth experiment set. The relation between particle loading and 
induction time is approximated by a power law (Figure 5.21 𝑅2 = 0.999, exponent=3); 
however, the curve’s fit represents one of several possible models (for example, exponential 
or logistic curve fits). The induction time of trials conducted without particles do not fall into 
the fitted curve, but fall lower than expected. It is likely that a different mechanism dominates 
at smaller loadings, producing the gap observed between the induction time of no particle 
(red point Figure 5.21) to the fitted curve. 
 
Figure 5.21: Effect of TAAcOH functionalised particle loading on induction time, calculated 
using inflection point tangent of curves in Figure 5.20. Power law with exponent=3 fit 
𝑅2 = 0.999. 
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5.3 Conclusion 
Chapter 5 summarises the results obtained from the batch crystallisation experiment. The 
experiment was repeated at several temperatures and concentrations, and in the presence of 
various silica particle types. Mesoporous silica particles were found to significantly reduce 
the induction time of calcium sulphate crystallisation, by as much as 47% at a loading of 1 
g/L (𝑆0 = 2.5, 𝑇 = 30℃). Gas sorption characterisation indicates that particle pores are 
blocked by the crystallisation process. Surface functionalised mesoporous particles were 
observed to further enhance the effect on calcium sulphate crystallisation. Experiments 
showed that induction time both increased and decreased, depending on the chemistry of 
functional groups. The basic amine functional group produced the shortest induction time 
(26% shorter than without particles at a loading of 0.1 mg/g
soln
), while the acidic TAAcOH 
produced the longest induction time (6 times longer than without particles at a loading of 0.5 
mg/g
soln
). The induction times observed with TAAcOH group were particularly long due to 
the group’s ability to chelate calcium ions. 
It is difficult to extrapolate the particles’ efficacy in the context of heat exchanger fouling. It 
is possible that both the catalysing effect of the amine functionalised particles and the 
delaying effect of TAAcOH functionalised particles can help mitigate fouling. When using 
amine functionalised particles, enhanced nucleation in the bulk can result in lower 
supersaturation and therefore reduce surface nucleation. Equivalently, TAAcOH particles can 
chelate calcium ions, thereby reducing number of available calcium ions for crystallisation. 
While batch crystallisation experiments are useful at quantifying the efficacy of the silica 
particles, it is necessary to conduct flow experiments to fully understand their effect on 
fouling. 
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Chapter 6. Population Balance Model Application and 
Experimental Agreement 
Chapter 6 discusses the results of the population balance model, which combines the 
crystallisation processes of nucleation, growth, agglomeration, and breakage, presented in 
Section 2.3. The model is solved using numerical methods described in Chapter 4 to simulate 
the results of the batch crystalliser experiment presented in Chapter 5. The first part of 
Chapter 6 addresses the crystallisation of calcium sulphate without silica particles, and 
provides a reference point for the crystallisation system’s behaviour. The second part of 
Chapter 6 investigates the addition of particles to the crystalliser, and proposes the 
mechanism which explains how particles affect crystallisation process. 
 
6.1 Population Balance Model without Silica Particles 
The model contains ten degrees of freedom (DOF) that are fitted to reproduce experimental 
results.  The equations used in the population balance model are summarised in Table 6.1. 
Table 6.1: Equation used in population balance model and corresponding degrees of freedom 
(DOF). 
Process Equation 
Population Balance 
𝜕𝑛
𝜕𝑡
+
𝜕
𝜕𝑥
(𝐺(𝑆, 𝑥)𝑛) +𝒜(𝑛, 𝑥) + ℬ(𝑛, 𝑥) + 𝛿(𝑥 − 𝑥∗)𝐽(𝑆) = 0 
Homogeneous Nucleation 
DOF: 𝛽, 𝛾  
𝐽(𝑆) = 𝛽exp(−
16𝜋𝛾3
3𝜌𝑚2(𝓀𝑇)3ln2(𝑆)
) 
Growth 
DOF: 𝑘𝐺 ,𝐸𝐺, 𝑤, 𝑞 
𝐺(𝑆, 𝑥) = 𝑘𝐺 exp (−
𝐸𝐺
𝒩𝐴𝓀𝑇
)𝑥𝑤(𝑆 − 1)𝑞 
Agglomeration 
𝒜(𝑛, 𝑥) =
1
2
∫ 𝑘𝒜(𝑥, 𝑥 − 𝑥
′)𝜆𝒜(𝑥, 𝑥 − 𝑥
′)𝑛𝑥−𝑥′𝑛𝑥′𝑑𝑥′
𝑥
0
− 𝑛𝑥∫ 𝑘𝒜(𝑥, 𝑥
′)𝜆𝒜(𝑥, 𝑥
′)𝑛𝑥′𝑑𝑥′
∞
0
 
Agglomeration frequency 
DOF: 𝑊1 
𝑘𝒜(𝑥, 𝑥
′) = 𝑊1
𝜍1/3
1 + 𝜀𝑆
𝐴𝑐
7/9
(𝑥2/3 + 𝑥′2/3)(𝑥2/9 + 𝑥′2/9)
1/2
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Agglomeration efficiency 
DOF: 𝑊2 
𝜆𝒜(𝑥, 𝑥
′) = exp(−𝑊2
𝜂𝜌𝑙𝜍
𝛾2
𝐴𝑐
4/3
(
𝑥1/3𝑥′1/3
𝑥1/3 + 𝑥′1/3
)
4
) 
Breakage 
ℬ(𝑛, 𝑥) = ∫ 𝑘ℬ(𝑥′)𝜆ℬ(𝑥, 𝑥′)𝑛𝑥′
∞
𝑥
𝑑𝑥′
−
1
2
𝑛𝑥∫ 𝑘ℬ(𝑥
′)𝜆ℬ(𝑥 − 𝑥
′, 𝑥′)
𝑥
0
𝑑𝑥′ 
Breakage frequency 
DOF: 𝑊3,𝑊4 
𝑘ℬ(𝑥) =
𝑊3𝜍
1/3
(1 + 𝜀𝑆)𝐴𝑐
2/9𝑥2/9
exp(−𝑊4
𝛾(1 + 𝜀𝑆)
2
𝜌𝑙𝜀2/3𝐴𝑐
5/9𝑥5/9
) 
Breakage efficiency 𝜆ℬ(𝑥, 𝑥′) = 180
𝑥2/3
𝑥′
(
𝑥
𝑥′
)
2
(1 −
𝑥
𝑥′
)
2
 
Global Mass Balance 𝑆 = 𝑆0 − 
𝜌𝑐𝐴𝑐
𝑉𝐶𝑠𝑜𝑙
∫ 𝑥 𝑛(𝑥) 𝑑𝑥
∞
0
 
 
Figure 6.1 depicts the structure of the population balance model’s algorithm. The model 
initialises by setting up the spatial discretisation of the classes and calculating nucleation, 
growth, agglomeration, and breakage rates. Temporal integration is regulated by a ‘for’ loop 
that calculates the rates of the four crystallisation processes, and feeds them into the 
population balance equation, which is integrated using Gear’s method (discussed in Sections 
4.1 and 4.2). The resulting crystal size distribution is used to recalculate the supersaturation 
using the global mass balance. The loop is repeated, until the crystallisation process reaches 
equilibrium (𝑆 = 1). 
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Figure 6.1: Flowchart depiction of the population balance model’s algorithm, executed in 
Matlab
®
. 
6.1.1 Parameter Sensitivity Analysis 
A sensitivity analysis was carried out using the partial differentiation technique.
214,215
 The 
input parameters are varied one-by-one, and the response of each output parameters is 
inspected accordingly. To quantify the sensitivity, the deviation of the input parameter from a 
baseline value is compared against the deviation of a designated output parameter. Although 
the partial differentiation technique is effective and computationally cheap, it may not 
provide a complete picture of the model’s sensitivity as it samples a small section of each 
parameter’s range. The technique can only be used to investigate the behaviour of the model 
around a specific combination of parameters. It is assumed that the variation range is small 
enough so that the model can be considered linear.
216
 Alternatives include the Monte Carlo 
and Sobol sampling methods, which sample variables at random and quasi random manner 
respectively. Such methods explore the full range of degrees of freedom with relatively low 
computational cost. Brute force methods such as factorial analysis can be used to quantify the 
full-range sensitivity of every combination of parameters, but can be very computationally 
expensive for models with many degrees of freedom. In this study, the partial differentiation 
method is chosen since parameters are only varied around the baseline condition. The relative 
deviation of input parameter 𝐼 from baseline value 𝐵 is, 
Chapter 6. Population Balance Model Application and Experimental Agreement 
147 
 
 
Δ𝒳𝐼 =
𝒳𝐼 −𝒳𝐼
𝐵
𝒳𝐼
𝐵  (6.1.1) 
The relative deviation of output parameter 𝑂 from baseline value 𝐵 is, 
 
Δ𝒴𝑂 =
𝒴𝑂 − 𝒴𝑂
𝐵
𝒴𝑂
𝐵  (6.1.2) 
The base line values are given in Table 6.3 and Table 6.4. The sensitivity coefficient 𝐹𝐼,𝑂
𝑠  is 
given as the ratio of the deviation of the output parameter 𝑂 to the input parameter 𝐼, 
 
ℱ𝐼,𝑂
𝑠 =
Δ𝒴𝑂
Δ𝒳𝐼
 (6.1.3) 
The output parameter deviation (Δ𝒴𝑂) is tested twice, once at an input deviation of Δ𝒳𝐼 =
1%, and once at an input deviation of Δ𝒳𝐼 = −1%. The magnitudes of the resulting output 
parameter deviations are averaged in order to obtain the gradient in the vicinity of the 
baseline value. The ten fitting parameters (Table 6.1) and independent variables (temperature 
and supersaturation) of the model are considered as input parameters. The output parameters 
are quantities which represent the shape of the crystallisation curve and crystal size 
distribution. The crystallisation curve is characterised by two output parameters: the 
nucleation induction time (IT), and the gradient of the tangent at the inflection point, or the 
steepness of the curve (CS). The crystal size distribution is also characterised by two output 
parameters: the mean (𝜇) and standard deviation (𝜎) of the distribution. A final quantity of 
interest is defined as the ratio between the sensitivity coefficients concerning the 
crystallisation curve (induction time, IT, and steepness, CS), to the sensitivity coefficients 
concerning the crystal size distribution (mean, 𝜇, and standard deviation, 𝜎). The sensitivity 
ratio is defined using the geometric mean of the two sets of output parameters, 
 
ℱ𝐼
𝑅 = √
ℱ𝐼,𝐼𝑇
𝑠 ℱ𝐼,𝐶𝑆
𝑠
ℱ𝐼,𝜇
𝑠 ℱ𝐼,𝜎
𝑠  (6.1.4) 
To help visualise the behaviour of the model, a range of five values is explored for each input 
parameter, two above and two below the baseline value at constant increments. The range is 
arbitrarily varied between each parameter to depict its effect on the shape of crystallisation 
curve and crystal size distribution. The variation of the crystallisation curves and crystal size 
distributions with initial supersaturation and temperature is given in Figure 6.2. 
Chapter 6. Population Balance Model Application and Experimental Agreement 
148 
 
  
a b 
 
 
c d 
Figure 6.2: Effect of initial supersaturation at 30°C (a, b) and temperature at initial 
supersaturation 2.5 (c, d) on crystallisation curve and crystal size distribution. 
When varying the initial supersaturation, both the crystallisation curve and crystal size 
distribution are noticeably affected (Figure 6.2a and b). Since supersaturation is the 
thermodynamic driving force for both nucleation and growth, the model is more sensitive to 
variation in initial supersaturation rather than parameters that are specific to nucleation or 
growth. The induction time of the crystallisation curves decreases with increasing 
supersaturation as described by Equation (5.2.1). This is confirmed by the Gibbs-Thompson 
equation (Equation (2.3.7)), which shows that as the critical nucleus size decreases, the 
nucleation rate increases as stable nuclei clusters are more likely to appear. As crystallisation 
progresses in time, the nucleation rate decreases exponentially leaving growth as the 
dominating crystallisation process. Therefore, steeper gradients observed at higher 
supersaturations can be attributed to faster growth kinetics. The total number and mass of the 
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crystal size distribution (zeroth and first moments) increase with increasing supersaturation, 
along with the distribution’s mean and standard deviation. The sensitivity coefficients of 
supersaturation are significant (ℱ𝑆,𝑂
𝑠 > 0.96) for all four output parameters. 
Much like supersaturation, temperature affects both nucleation and growth simultaneously, 
thereby significantly affecting both the induction time and curve steepness. Increasing 
temperature results in shorter induction times and steeper crystallisation curves (Figure 6.2c). 
Although the crystal size distribution is more sensitive to temperature than most variables, 
mild variations of temperatures do not affect the shape of the crystal size distribution as 
depicted in Figure 6.2d. Sensitivity factors show that the crystallisation curve is very 
sensitive to temperature (ℱ𝑇,𝐼𝑇
𝑠 , ℱ𝑇,𝐶𝑆
𝑠 > 17); even a variation of a single degree can have a 
notable effect on both the induction time and steepness. 
The effect for nucleation parameters on the crystallisation curves and crystal size 
distributions is presented Figure 6.3. Figure 6.3a and b depict the effect of the nucleation 
coefficient, and Figure 6.3c and d depict the effect of the interfacial energy. 
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a b 
  
c d 
Figure 6.3: Effect of nucleation coefficient (𝑠−1) (a, b) and interfacial energy (𝑚𝐽 𝑚−2) (c, d) 
on crystallisation curve and crystal size distribution. 
The crystallisation curve is less sensitive to the nucleation coefficient than most other input 
parameters (ℱ𝛽,𝑂
𝑠 < 0.05); a noticeable effect is only observed when the nucleation 
coefficient is varied by orders of magnitude. Conversely, the model is very sensitive to 
variation in the interfacial energy. Decreasing the interfacial energy can substantially increase 
the nucleation rate (Figure 6.3c) as the interfacial energy term is cubed in the exponential of 
the classical nucleation equation (Equation (2.3.8)). Although both the nucleation factor and 
interfacial energy affect the induction time of crystallisation curves, their steepness remains 
largely unaffected. This indicates that induction time is primarily affected by nucleation 
parameters, whereas steepness is primarily affected by growth parameters. The crystal size 
distribution is only mildly affected by either parameter (ℱ𝐼,𝜇
𝑠 , ℱ𝐼,𝜎
𝑠 < 0.11). 
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The effects of growth parameters on the crystallisation curves and crystal size distributions 
are depicted in Figure 6.4. Figure 6.4a and b depict the effect of the growth coefficient, 
Figure 6.4c and d depict the effect of the growth activation energy, Figure 6.4e and f depict 
the effect of the spatial power law exponent of the growth function, and Figure 6.4g and h 
depict the effect of molecularity of the crystallisation reaction. 
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e f 
  
g h 
Figure 6.4: Effect of growth coefficient (in  
𝑚𝑜𝑙3𝑚5.1 𝑠−1) (a, b), growth activation energy (𝑘𝐽 𝑚𝑜𝑙−1) (c, d), spatial growth exponent (e, 
f), kinetic growth exponent (g, h) on crystallisation curve and crystal size distribution. 
Variation in the growth coefficient affects both induction time and steepness of the 
crystallisation curve (Figure 6.4a) as opposed to the nucleation factor which only affected the 
induction time. The growth activation energy is a very sensitive parameter (ℱ𝐸𝐺,𝐼𝑇
𝑠 , ℱ𝐸𝐺,𝐶𝑆
𝑠 >
6) as seen in Figure 6.4c. This can be attributed to the effect of the exponential function as 
observed with the interfacial energy in Figure 6.3c. The spatial exponent w strongly affects 
both the induction time and steepness (Figure 6.4e) of the crystallisation curve 
(ℱ𝑤,𝐼𝑇
𝑠 , ℱ𝑤,𝐶𝑆
𝑠 > 1.9). The molecularity exponent 𝑞 has low sensitivity factors for all four 
output parameters, but as observed in Figure 6.4g, it has a unique effect on the crystallisation 
curve. Since 𝑞 represents the order of reaction for calcium sulphate crystallisation growth, its 
value is expected to remain between 1 and 2 (1 ≤ 𝑞 ≤ 2, discussed in Section 2.3.3). If q is 
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close to 1, the reaction is diffusion controlled, if q is close to 2, it is kinetically controlled.
91,92
 
The variation of q within the expected range demonstrates that it is closely related to the 
symmetry of the crystallisation curve. When 𝑞 = 1, the crystallisation curve is symmetric in 
that the inflection point falls in the middle of the curve’s range (y-axis, (𝑆0 + 1)/2). As q 
increases, the crystallisation curve becomes bottom heavy as the inflection point moves up. 
Therefore, the symmetry of the crystallisation is closely related to the molecularity of the 
crystallisation growth kinetics. 
  
a b 
  
c d 
Figure 6.5: Agglomeration parameter W1 (a, b) and W2 (c, d) on crystallisation curve and 
crystal size distribution. 
The effect of agglomeration parameters on the crystallisation curves and crystal size 
distributions is provided in Figure 6.5. Figure 6.5b depicts the effect of parameter W1 on the 
crystal size distribution. Since W1 controls the frequency of the crystal agglomeration, 
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increasing W1 results in crystal size distributions with a higher mean and standard deviation. 
Parameter W2 affects the success of the agglomeration collisions. Figure 6.5d shows that W2 
primarily affects the standard deviation of the crystallisation, whereas the mean of the 
distribution and the crystallisation curve remains relatively unchanged. The crystal size 
distribution is relatively insensitive to W2 (ℱ𝑊2,𝜇
𝑠 , ℱ𝑊2,𝜎
𝑠 < 0.005). The crystallisation curve is 
very insensitive to both agglomeration parameters W1 and W2. 
  
a b 
  
c d 
Figure 6.6: Breakage parameter W3 (a, b) and W4 (c, d) on crystallisation curve and crystal 
size distribution. 
The effect of breakage parameters on the crystallisation curves and crystal size distributions 
is provided in Figure 6.6. Parameter W3 controls the frequency of crystal breakage. When 
compared to the Figure 6.6b, parameter W3 has the opposite effect to W1. Increasing W3 
results in narrower crystal size distributions with lower means. Parameter W4 controls the 
success of crystal breakage, and can be thought of as a ‘potential barrier’ of breakage, as it is 
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found in a negative exponential function. Increasing parameter W4 decreases the breakage 
efficiency, resulting in wider distributions with higher means (Figure 6.6d). The 
crystallisation curve is very insensitive to both agglomeration parameters W3 and W4. 
Table 6.2 summarises the sensitivity coefficients for all input and output parameter 
combinations. 
Table 6.2: Summary of sensitivity coefficients for population balance model fitting 
parameters. 
Parameter 
Induction Time (IT) 
(𝑡𝐷) 
Steepness (CS) 
(𝑑𝑆/𝑑𝑡|𝑃𝑂𝐼) 
Mean 
(vol. dist.) 
(𝜇) 
Standard 
Deviation 
(𝜎) 
Sensitivity 
Ratio 
( ℱ𝐼
𝑅) 
𝑆 1.52 3.87 0.965 2.80 1.48 
𝑇 17.5 21.7 0.603 1.74 19.0 
𝛽 9.79·10
-3
 0.0449 4.21·10
-4
 1.22·10
-3
 29.2 
𝛾 0.417 0.734 0.0351 0.102 9.25 
𝑘𝐺  
0.335 1.64 0.0216 0.0629 20.1 
𝐸𝐺  6.35 22.7 0.545 1.58 12.9 
𝑤 1.98 8.03 0.187 0.542 12.5 
𝑞 0.0859 0.408 0.0513 0.149 2.14 
𝑊1 
0.0316 0.144 0.529 1.54 0.0749 
𝑊2 1.34·10
-5
 6.14·10
-5
 7.83·10
-4
 4.23·10
-3
 0.0158 
𝑊3 
0.0347 0.159 0.529 1.54 0.0823 
𝑊4 0.207 0.912 2.10 4.48 0.141 
 
Analysis of the sensitivity ratio (ℱ𝐼
𝑅) reveals that the crystallisation curve is primarily 
affected by nucleation and growth parameters (ℱ𝐼
𝑅 > 1), whereas the crystal size distribution 
is primarily affected by agglomeration and breakage parameters (ℱ𝐼
𝑅 < 1). This is expected 
as growth and nucleation are both processes that are driven by supersaturation, and are 
directly related to the total precipitation rate described by the crystallisation curve. Although 
nucleation and growth help shape the crystal size distribution at early stages of crystallisation, 
they both deactivate as supersaturation is consumed. This leaves the crystal size distribution 
to be shaped by agglomeration and breakage as they are independent of supersaturation and 
remain active after crystallisation is complete. 
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6.1.2 Effect of Mesh Variation 
It is generally expected that the results of a simulation are independent of mesh density. 
Overly coarse discretisation can generate large numerical errors that influence the final result. 
On the other hand, an overly fine mesh is computationally expensive and inefficient. The 
ideal mesh density must be dense enough not to cause variation in the result, yet still be 
computationally efficient. When discretising a population density function, it is more 
important to conserve the moments of the distribution rather than the shape of the function. 
While the population density function is absolute, discretisation into population classes can 
result in a subjective distribution shape (when using different discretisation schemes). As a 
result, in this study the distributions produced experimentally and distributions calculated by 
the population balance model have the same discretisation scheme to allow direct and 
objective comparison between the two. 
To demonstrate how variation in mesh density can change the shape of a discretised 
distribution, a log-normal density function will be discretised in two different ways over a 
geometrically spaced mesh. The density function is given as, 
 
𝑛(𝑥) =
1
𝑥𝜎√2𝜋
exp(−
(ln(𝑥) − 𝜇)2
2𝜎2
) (6.1.5) 
Here, the parameters of the log-normal distribution are given as mean 𝜇 = 2.18, and standard 
deviation 𝜎 = 0.5. These parameters are chosen such that the zeroth moment (number of 
crystals) is ℳ0 = 1, and the first moment (total length of crystals) is ℳ1 = 10. In Figure 6.7 
the log-normal density function is discretised using a geometric mesh with a ratio of 𝑥𝑖+1/
𝑥𝑖 = 2 using a finer mesh of seven classes (blue) and a coarser mesh of four classes (red). 
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Figure 6.7: Depiction of a population density function described by Equation (6.1.5) (black) 
discretised into a coarse mesh (red) and a fine mesh (blue). The shape of the discretised 
crystal distribution is subjective to the density of discretisation. 
The zeroth moment is conserved since the sum of all classes in both the red and blue curves is 
equal to that of the density function 𝑀0 = 1. The first moment is conserved since the sum of 
the product of the class value and the number of crystals is equal to that of the density 
function 𝑀1 = 10. Therefore, both the fine mesh distribution (blue) and coarse mesh 
distribution (red) are said to be correct discretisation of the population density function 
(black) although they do not look alike. Most noticeably, the number values of classes are 
higher when using a coarse mesh as each class contains more crystals within its domain. The 
features of the distribution’s shape become more resolved as the mesh density increases, and 
the domain of the classes decreases. 
A similar analysis can be extended to the logarithmic mesh applied to the population balance 
model. The increments of the mesh are governed by the following expression (as discussed in 
Section 4.2), 
 𝑥𝑖 = 𝑥𝑚10
𝜁𝑆𝑙 (6.1.6) 
Where 𝑥𝑚 = 0.01 𝜇𝑚, and the mesh range is given by −30 ≤ 𝑙 ≤ 100, 𝑧 ∈ ℤ. The parameter 
𝜁𝑆 is the spacing coefficient which determines the sharpness rate of discretisation element 
increase, and it is set as 𝜁𝑆 = 0.06 for all simulations in this study, outside this section. The 
value of  𝜁𝑆 = 0.06  corresponds to the class discretisation scheme of the laser diffraction 
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apparatus. This allows for direct comparison between the distribution shape of the model and 
the raw experimental data. The density of mesh increases with decreasing value of 𝜁𝑆. Figure 
6.8 depicts the effect of the spacing coefficient on the crystallisation curves and crystal size 
distributions generated by the model. The number of classes used for each spacing coefficient 
are 120, 130, 140, and 150, for spacing coefficients 𝜁𝑆 = 0.07, 𝜁𝑆 = 0.06, 𝜁𝑆 = 0.05, 
and 𝜁𝑆 = 0.04 respectively. 
  
a b 
 
c 
Figure 6.8: a. Effect of mesh spacing coefficient on crystallisation curve. b. Effect of mesh 
spacing coefficient on crystal size distribution. c. Comparison of the zeroth moments of the 
crystal size distribution at varying spacing coefficients. 
Figure 6.8a shows that variation in the spacing coefficient has a negligible effect on the 
solution of the crystallisation curves. As observed in Figure 6.8b, coarser mesh distributions 
(black and blue lines) have wider class domains and therefore appear larger in magnitude. 
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Figure 6.8c shows that the first moment remains constant for all spacing coefficients and that 
the discretisation does not affect the global mass balance of the model. The decrease in the 
zeroth moment with decreasing mesh density can be related to the numerical approximation 
of the population balance nucleation term. The Gaussian approximation of the Dirac delta 
nucleation function (Section 4.3.1) allows for complete accuracy in only one of the moments 
of the distribution. Since the mean and standard deviation of the nucleation Gaussian are 
dictated, the Gaussian’s scaling factor can only be used to scale either number, or mass, but 
not both. The conservation of both moments can only be achieved by collapsing the 
nucleation Gaussian back to the Dirac delta function. 
6.1.3 Population Balance Model without Particles Model Agreement 
The parameters discussed in the sensitivity analysis (Section 6.1.1) were fitted to the 
experimental data that presents variation in initial supersaturation (Section 5.2.2) and 
temperature (Section 5.2.3). The same parameters (listed in Table 6.3 and Table 6.4) were 
used to describe all curves discussed in this section. The agreement between the proposed 
population balance model and the experimental data is visualised by superimposing one on 
the other. Curve fitting was done with Matlab
®’s optimisation toolbox, using a constrained 
nonlinear minimisation solver. Obtaining the initial values entailed a certain degree of trial 
and error. Initial values were approximated based on literature values of similar constants and 
their expected order of magnitude based on their physical meaning. The boundaries of the 
optimiser were set as an order of magnitude above and below the initial value. As discussed 
in the sensitivity analysis, nucleation and growth parameters were found to be sufficiently 
independent of agglomeration and breakage parameters. This allowed fitting to be performed 
in two sets of five degrees of freedom (crystallisation curves and crystal size distributions 
separately), rather than fitting all ten degrees of freedom simultaneously. The baseline 
condition data (𝑆0 = 2.5, 𝑇 = 30℃) was used as a training set, and data of other initial 
concentrations and temperatures were used as validation sets. With the assistance of ‘for’ 
loops, parameters were tweaked by running all experimental conditions in series during every 
iteration of the optimisation solver. The solver was used to minimise the sum of the square of 
the residuals between modelled curves and experimental data sets, 
 
𝒻𝑜𝑏𝑗 = min {∑(𝒻𝑖
𝑀𝑜𝑑𝑒𝑙(𝐷𝑂𝐹) − 𝒻𝑖
𝐸𝑥𝑝)
2
𝑖
} (6.1.7) 
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All parameters were given equal weightings during the fitting procedure. Minimisation was 
performed using the Trust Region Reflective algorithm.
217
 Figure 6.9 depicts the agreement 
between the crystallisation curves from the data and the model for the four supersaturations 
tested, 2.5, 2.6, 3.0, 3.2 at constant temperature of 30°C. Experimental curves here represent 
averages of the curve depicted in Figure 5.5. 
 
Figure 6.9: Comparison between experimental data (points) and numerical predictions (lines) 
of crystallisation of calcium sulphate (T=30°C). Here the experimental curves are averages of 
curve presented in Figure 5.5. 
The model (lines) shows good agreement with of all four experimentally obtained 
crystallisation curves (points). Both the induction time and steepness of the curves are 
captured well. Figure 6.10 depicts the agreement between the crystal size distribution from 
the data presented in Figure 5.8 and the model for the four supersaturations tested, 2.5, 2.6, 
3.0, 3.2 at constant temperature of 30°C. 
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a b 
  
c d 
Figure 6.10: A comparison of the predicted (lines) and experimental (points) crystal size 
distributions for various supersaturations. These plots correspond to the steady state crystal 
size distributions, such that no further variation in time is observed and supersaturation 
approaches the limit 𝑆 = 1. 
The population balance model captures the shape of the crystal size distribution for all four 
supersaturations (Figure 6.10) using the agglomeration and breakage parameters given in 
Table 6.4. The main limitation of the model is its inability to accurately reproduce the 
shoulders of the experimental distribution. This may be overcome by using more complex 
agglomeration and breakage kernels that are mathematically capable of producing such subtle 
distribution features. However, this may require the introduction of additional degrees of 
freedom.  Figure 6.11 compares calculated and experimental distribution means and standard 
deviations for all supersaturations. 
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Figure 6.11: A comparison of the mean (of the volume distribution) and standard deviation of 
the predicted and experimental distributions in Figure 6.10. 
Without an online crystal sizing probe, only the steady state crystal size distribution can be 
measured. Given the agreement between the calculated and experimental crystal size 
distributions, the population balance model can be used to predict the evolution of the crystal 
size distribution. Figure 6.12 depicts the evolution of the crystal size distribution in the 
population balance model. 
  
a b 
Figure 6.12: Evolution crystal size distribution at standard conditions, predicted by the 
population balance model. a. Semilog plot, time legend in minutes. b. Log-log plot of the plot 
presented in Figure 6.12a, time legend in minutes. 
0
5
10
15
20
25
30
S=2.5 S=2.6 S=3.0 S=3.2
M
ea
n
 (
µ
m
) 
Experimental Model
0
10
20
30
40
50
S=2.5 S=2.6 S=3.0 S=3.2
S
ta
n
d
ar
d
 D
ev
ia
ti
o
n
 (
μ
m
) 
Experimental Model
0
5
10
15
20
25
30
35
0.1 1 10 100 1000
N
u
m
b
er
 o
f 
C
ry
st
al
s 
(1
0
9
) 
Length (µm) 
90
100
110
120
130
140
150
160
170
180
190
200
220
240
300
480
1.E+0
1.E+2
1.E+4
1.E+6
1.E+8
1.E+10
1.E+12
1.E-4 1.E-2 1.E+0 1.E+2 1.E+4
N
u
m
b
er
 o
f 
C
ry
st
al
s 
Length (µm) 
10
20
30
40
50
60
80
100
120
150
180
240
480
Chapter 6. Population Balance Model Application and Experimental Agreement 
163 
 
Figure 6.12a shows that the mean and amplitude of the crystal size distribution increases in 
time while maintaining a relatively uniform standard deviation. It is difficult to see evolution 
of the distribution in Figure 6.12a before t=90 minutes since the distribution’s amplitude 
increases over several orders of magnitudes. Figure 6.12b shows the evolution of the same 
distribution in a log-log graph. The shape of the distribution is very different within the first 
hour of the crystallisation process. At earlier times, crystallisation is dominated by nucleation 
and growth, during which crystals grow quickly from nanometric to micrometric sizes. The 
continued nucleation and fast growth of crystal nuclei creates a rectangular distribution. This 
means that large crystals can be found at early stages of crystallisation; this was observed 
experimentally. As supersaturation decreases in time, agglomeration and breakage become 
the dominating processes and convert the distribution into a logarithmic-Gaussian shape. 
Figure 6.13 depicts the agreement between the crystallisation curves from the data and the 
model for the three temperatures tested, 25°C, 30°C, 40°C, at a constant supersaturation of 
3.2. Experimental curves here represent averages of the curve depicted in Figure 5.9. 
 
Figure 6.13: Comparison between experimental data (points) and numerical predictions 
(lines) of crystallisation of calcium sulphate (𝑆 = 2.5). Here the experimental curves are 
averages of curve presented in Figure 5.9. 
The fitting plot depicted in Figure 6.13 was done by lumping the growth Arrhenius parameter 
(pre-exponential coefficient of growth 𝑘𝐺  and activation energy of growth 𝐸𝐺) into a single 
0.5
1.0
1.5
2.0
2.5
3.0
3.5
0 1 2 3 4 5
S
u
p
er
sa
tu
ra
ti
o
n
 
Time (h) 
T=25°C
T=30°C
T=40°C
Chapter 6. Population Balance Model Application and Experimental Agreement 
164 
 
parameter. The pre-exponential coefficient of growth and activation energy of growth were 
then calculated using a semi-log Arrhenius plot (Figure 6.14). 
 
Figure 6.14: Semi-log plot of the variation of the growth coefficient, 𝑘𝐺 , with inverse 
temperature. Also shown is the line of best fit, 𝑅2 = 0.972. 
The total mass of dry precipitated crystals (averaged over three repeats) is compared to the 
mass calculated by the population balance model (Equation (4.2.6)) using an average crystal 
cross sectional value of 𝐴𝑐 = 1.0 ∙ 10
−13 𝑚2 in Figure 6.15. 
 
Figure 6.15: Comparison between experimentally determined and predicted total mass of 
precipitated crystals. Predicted mass was calculated by the population balance model using 
the first moment of the crystal size distribution. 
The predicted and experimentally determined mass of precipitated crystals shows good 
agreement. As expected, the mass of crystals increases with supersaturation and is only 
mildly affected by temperature. Table 6.3 and Table 6.4 summarise the values of fitted 
parameters used to generate the plot is section 6.1.3. 
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Table 6.3: Nucleation and growth parameters governing the calcium sulphate crystallisation. 
Parameter Symbol Value Units 
Nucleation Coefficient 𝛽 3.17 ∙ 1015 𝑠−1 
Interfacial Energy 𝛾 1.85 ∙ 10−2 𝐽 𝑚−2 
Growth Coefficient 
Kinetic Growth Index 
𝑘𝐺  1.31 ∙ 10
7 𝑚1−𝑤 𝑠−1 
Activation Energy of Growth 𝐸𝐺  5.85 ∙ 10
4 𝐽 𝑚𝑜𝑙−1  
Kinetic Growth Index 𝑞 1.6 − 
Spatial Growth Index 𝑤 0.7 − 
Crystal Average Cross Sec. Area 𝐴𝑐 1.0 ∙ 10
−13 𝑚2 
 
The parameters calculated by the model were compared to literature values where possible. 
The interfacial energy of calcium sulphate dihydrate crystals and the solution was calculated 
as 18.5 mJ/m
2
, comparable to values reported by He et al. (11.5~12.4 mJ/m
2
) for similar 
experimental conditions.
218
 The activation energy of growth was calculated as 58.5 kJ/mol, 
which agrees well with the value reported by Liu and Nancollas (15.0 kcal/mol, or 62.8 
kJ/mol).
91
 The kinetic growth index (q) was found to be 1.6, within the expected range of 
1 ≤ 𝑞 ≤ 2. The spatial growth index was found to be 0.7, similar the value of 0.67 discussed 
in literature. The calculated values of q and w agree with those reported by several 
authors.
90,95
 
Table 6.4: Agglomeration and breakage parameters governing the calcium sulphate 
crystallisation. 
Agglomeration and Breakage Parameters Value Units 
𝑊1 4.61 ∙ 10
3 − 
𝑊2 5.62 ∙ 10
18 − 
𝑊3 4.64 ∙ 10
−11 − 
𝑊4 4.01 ∙ 10
−5 − 
𝜍 1.55 𝑚2 𝑠−3 
 
The value of the turbulent energy dissipation (𝜍) was calculated using Equation (2.3.36). The 
torque of the impeller (𝜏) was measured by the impeller’s motor. Since the torque remained 
relatively constant for all experimental conditions, an average value of 2.3 N cm was used. 
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6.2 Population Balance with Silica Particles 
Figure 5.12 in Section 5.2.5 depicts the effect of mesoporous silica particles at various 
loadings. Experiments show that the induction time of the crystallisation curve decreases with 
increasing particle loading, while its steepness remains relatively constant. This type of 
response is observed when nucleation kinetics are affected (sensitivity analysis Section 6.1.1, 
Figure 6.3), and therefore porous particles are said to enhance the homogeneous nucleation 
rate of calcium sulphate crystals (rather than the growth kinetics). Gas sorption results 
(Figure 5.14) reveal that available BET surface area and pore volume decreases throughout 
the crystallisation process. This indicates that the pores are filled during the crystallisation 
process. 
6.2.1 Proposed Mechanism 
The proposed mechanism is based on an underlying assumption that particle pores are fully 
wetted by the bulk solution. This assumption is supported by several studies in 
literature
219,220
, which have reported that pores of MCM-41 and SBA-15 mesoporous silica 
(pore diameters range from 3 nm to 12 nm) can be fully wetted by water through differential 
scanning calorimetry (DSC) and hydrogen nuclear magnetic resonance (HNMR). Based on 
the results presented in particle loading experiments (Section 5.2.5), the pores of the particles 
are assumed to affect crystallisation through two mechanisms. The first mechanism enhances 
crystallisation by promoting homogeneous nucleation in the pores (Figure 6.16a). The 
confined space of the pore increases ion collision frequency, leading to faster homogeneous 
nucleation than observed in the bulk. Crystal nuclei that form near the pore entrance can 
diffuse out of the pore and re-join the bulk phase where they can grow into macroscopic 
crystals. Homogeneous pore nucleation requires the same activation energy as homogeneous 
nucleation in the bulk. The dependence of homogeneous pore nucleation on free pore volume 
is expressed in the pre-exponential factor,  
 
𝐽𝑝
𝐻𝑜𝑚(𝑉𝑓, 𝑆) = 𝛽𝐻𝑜𝑚𝑉𝑓
𝑞𝐻𝑜𝑚exp (−
16𝜋𝛾3
3𝜌𝑚2𝓀3𝑇3 ln2 𝑆
) (6.2.1) 
Here the homogeneous pore nucleation rate’s dependence on free pore volume (𝑉𝑓) is 
assumed to be described by a power law. 
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Homogeneous Pore Nucleation Heterogeneous Pore Nucleation 
 
 
a b 
Figure 6.16: a. Depiction of homogeneous nucleation inside a pore. The confined space of 
pore enhances frequency of collision, and increases the rate of nucleation. b. Depiction of 
heterogeneous nucleation inside a pore. Nucleation on the pore wall is energetically 
favourable process due to wetting. Nucleated crystals can deactivate the pore through growth. 
The second mechanism deactivates the pores due to heterogeneous nucleation on the pore 
wall (Figure 6.16b). The activation energy needed to create a stable nucleus is reduced by the 
wetting of the nucleus on the pore wall. The wetting angle of a crystal nucleus is defined by 
the Young-Duprée equation (presented in Section 2.3.2, Equation (2.3.9)), 
 cos 𝜃 =
𝛾𝑙,𝑠 − 𝛾𝑐,𝑠
𝛾𝑐,𝑙
 (6.2.2) 
The wetting angle is related to the activation energy of nucleation through the Volmer 
function (presented in Section 2.3.2, Equation (2.3.11)), 
 
𝒻𝑉(𝜃) =
1
4
(2 + cos 𝜃)(1 − cos 𝜃)2 (6.2.3) 
Homogeneous nucleation that occurs in the pore is added to the original bulk population 
balance, to account for the nucleation rate enhancement in the presence of the porous 
particles. 
 𝜕𝑁
𝜕𝑡
+
𝜕
𝜕𝑥
(𝐺(𝑆, 𝑥)𝑁) +𝒜(𝑁, 𝑥) + ℬ(𝑁, 𝑥) + 𝛿(𝑥 − 𝑥∗) (𝐽(𝑆) + 𝐽𝑝
𝐻𝑜𝑚(𝑉𝑓 , 𝑆)) = 0 (6.2.4) 
The interfacial energy between the crystal and solution is calculated as 18.5 mJ/m
2
 (Table 
6.3); however, the silica-solution interfacial energy and the silica-crystal interfacial energy 
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remain unknown. To approximate the wetting angle it is assumed that the silica-solution and 
silica-crystal energies are similar (𝛾𝑠,𝑙 ≅ 𝛾𝑠,𝑐). This means that the wetting angle is 
approximated to be 90°. The rate of heterogeneous nucleation is assumed to also depend on 
pore volume through a power law. By modifying Equation (2.3.12), the heterogeneous 
nucleation rate (𝐽𝑝
𝐻𝑒𝑡 in 𝑠−1) in the pore for capped shape nucleus is given as, 
 
𝐽𝑝
𝐻𝑒𝑡(𝑉𝑓, 𝑆) = 𝛽𝐻𝑒𝑡𝑉𝑓
𝑞𝐻𝑒𝑡exp (−𝒻𝑉(𝜃)
16𝜋𝛾3
3𝜌𝑚2𝓀3𝑇3ln2𝑆
) (6.2.5) 
The pore volume balance of available pore space is given as, 
 𝑑𝑉𝑓
𝑑𝑡
= −𝑉𝑝𝐽𝑝
𝐻𝑒𝑡(𝑉𝑓, 𝑆) (6.2.6) 
Here 𝑉𝑝 is the volume of a single pore. In this study, particles are considered to a have 
cylindrical pores with an average diameter of 6 𝑛𝑚 and an average length of 1.25 𝜇𝑚 (radius 
of particles used in batch experiments set 4, Section 5.2.5), giving a pore volume of 3.53 ∙
10−23 𝑚3. 
6.2.2 Investigation of Porous Growth 
Nuclei formed heterogeneously can continue to grow within the pore, thereby deactivating its 
catalytic capability. Crystal growth occurs differently to growth in the bulk due to the 
confined space of the pore. Crystals are constraint by the walls of the pore, and must displace 
the fluid as they grow. The ability of ions to diffuse through the pore decreases as it is filled 
with the crystalline material; this can greatly stifle the growth process causing incomplete 
filling. The filling of the pore due to crystal growth is described using an axis symmetric two 
dimensional cylindrical diffusion-reaction model, as depicted by Figure 6.17. 
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Figure 6.17: Pore closer model through crystal growth. Crystal is assumed to nucleate on the 
pore wall and advance inwards along the radial coordinate (in an annular fashion). The rate of 
growth is governed by the mass flux at the crystal-liquid interface. 
Nucleation can occur anywhere along the pore wall and is followed by growth of the crystal 
in the radial direction. Ions diffuse into the pore with diffusivity D and bulk concentration is 
maintained as Cb at the pore entry. The pore depicted by Figure 6.17, can be split into three 
domains. The pore floor refers to the point furthest away from the surface of the particle, 
found in the vicinity of the particle’s centre. The pore walls refer to the lateral area of the 
pore, which represents the majority of the pore’s surface area. The pore entry is where the 
opening of the pore is located on the particle’s surface.  
It is assumed that continuum mechanics equations are still valid inside the pore as the 
Knudsen number (the ratio between mean free path and pore diameter 𝐾𝑛 = 𝓍𝑚𝑓𝑝/𝑟𝑝) is still 
smaller than 1. The dominating intermolecular force in liquid water is hydrogen bonding; 
thus, the mean free path of ions is in the order of a few Angstroms. Mesopores with diameters 
of 6 nm will have Knudsen number is the order of 10
-1
. Nonetheless, it is assumed that the 
confined space of the pore can still enhance crystallisation, since silica is capable of long 
range electrostatic interactions (due to terminal hydroxide groups). Ion concentration can be 
higher near the pore wall due to this electrostatic attraction, much like the double layer effect, 
which can result in a locally higher supersaturation. Since the pore’s Knudsen number is 
close to unity, molecular simulation would greatly help develop a mechanistic understanding 
of the pore’s effect on nucleation (recommended for future work, Section 9.2). 
Initially the pore is assumed to be loaded with the solute at the concentration of the bulk. This 
is valid for diffusivities of 10−9 𝑚2/𝑠 as ions are small enough to fill the pore within a few 
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microseconds in the absence of a consuming surface reaction. The liquid in the pore is 
governed by the Navier-Stokes equation for laminar incompressible flow (Section 2.2), 
 
𝜌𝑙
𝜕𝒗
𝜕𝑡
+ 𝜌𝑙(𝒗 ∙ ∇)𝒗 = −∇𝒑 + 𝜂∇
2𝒗 (6.2.7) 
When growth begins, it is assumed the pore collapses inwards along the radial dimension. 
Growth is assumed to be symmetric along the angular dimension, but may differ along the 
axial dimension. At the pore walls there is a moving wall boundary condition which state that 
the velocity of the fluid matches the rate of advancement of the crystal-fluid interface b, 
 
𝒗|𝑟=𝑏 =
𝜕𝒃
𝜕𝑡
 (6.2.8) 
The pore floor has a no slip boundary condition, and at the pore entry an outflow boundary is 
imposed. The mass transport is governed by the diffusion-convection equation, 
 𝜕𝐶
𝜕𝑡
= ∇ ∙ (𝐷∇𝐶) − ∇ ∙ (𝒗𝐶) (6.2.9) 
The walls of the pore have a mass flux boundary condition that accounts for the consumption 
of ions due to growth. The growth itself is given by reaction R, 
 𝖓 ∙ (𝐷∇𝐶) = −𝑅(𝐶) (6.2.10) 
The rate at which mass is added to the crystal growing in the pore depends on the area of the 
pore wall, which decreases as the pore is filled. This movement of the boundary is described 
by a Stefan moving boundary condition (Section 2.3.6). The crystal-fluid interface rate of 
advancement is determined by a balance of fluxes, 
 
𝜌𝑐
𝜕𝑏
𝜕𝑡
|
𝑟
= 𝑅(𝐶) (6.2.11) 
At the pore entry there is a constant concentration which equals that of the bulk solution (𝐶𝑏), 
and at the pore floor there is a no-flux boundary condition. The model is solved using Comsol 
Multiphysics
®
. The model calculates the molar growth rate, which is defined as the surface 
reaction over a differential area of the pore wall, 
 𝜕3𝑚
𝑟𝜕𝜃𝜕𝑧𝜕𝑡
= 𝑅(𝐶) (6.2.12) 
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The growth rate of the crystal in the pore is given by integrating the growth reaction over the 
surface area of the crystal-fluid interface, 
 
𝐺𝑝 =
𝑑𝑚
𝑑𝑡
= 2𝜋∫ 𝑏(𝑧, 𝑡)𝑅(𝐶(𝑏))
𝑧𝑝
0
𝑑𝑧 (6.2.13) 
The mass in the pore is derived from a differential volume in the pore, 
 𝜕3𝑚
𝑟𝜕𝜃𝜕𝑟𝜕𝑧
= 𝜌𝑐 (6.2.14) 
Integrated over the domain of the pore, 
 
𝑚𝑝 = 𝜋𝜌𝑐∫ 𝑟𝑝
2 − 𝑏(𝑧, 𝑡)2
𝑧𝑝
0
𝑑𝑧 (6.2.15) 
The growth reaction is assumed to have first order kinetics, 
 𝑅 = 𝑘𝑝𝐶(𝑧) (6.2.16) 
The proposed pore growth model has three degrees of freedom: 𝑘𝑝 the surface growth 
reaction constant, 𝐷 the diffusivity of ions in the pore, and 𝐶𝑏 the bulk concentration. Figure 
6.18 depicts the pore-filling profiles calculated by the 2D-axis symmetric cylindrical pore 
model at various growth reaction constants. The pore filling fraction is defined as 𝜀𝑝 =
𝑚/𝑚𝑝. 
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a 
𝑘𝑝 = 10
−7 
𝜙 = 0.323 
𝜀𝑝 = 0.981 
b 
𝑘𝑝 = 10
−6.5 
𝜙 = 0.574 
𝜀𝑝 = 0.928 
c 
𝑘𝑝 = 10
−6 
𝜙 = 1.02 
𝜀𝑝 = 0.668 
   
d 
𝑘𝑝 = 10
−5 
𝜙 = 3.23 
𝜀𝑝 = 0.236 
e 
𝑘𝑝 = 10
−4 
𝜙 = 10.2 
𝜀𝑝 = 0.077 
f 
𝑘𝑝 = 10
−3 
𝜙 = 32.3 
𝜀𝑝 = 0.027 
Supersaturation 
Figure 6.18: Pore concentration profile (z-coordinate vertical, r-coordinate horizontal, at time 
of pore closure) at various growth coefficients at 𝑆 = 2.5 and 𝐷 = 10−9 𝑚2/𝑠. With 
increasing value of 𝑘𝑝, ions have less time to diffuse into the leaving the pore partially filled. 
When incorporating pore growth into the population balance model, it is important to 
consider how fast the pore fills in comparison to the time scale of the entire crystallisation 
process. The equations of pore growth will be considered differently depending on the rate of 
surface reaction versus the diffusivity in the pore. When growth is fast enough, the 
deactivation of the pore is assumed to be instantaneous. Due to the fast surface reaction, ions 
do not have time to diffuse into the full length of the pore and crystal growth is restricted to 
the pore entry. As a result the pore deactivates while the majority of its volume remains free 
(𝜀𝑝~0, Figure 6.18f). When growth is slow, deactivation will be a time dependent process 
and pore-filling will be considered as a distribution of growth progress (pore population 
balance). Since the pore fills slowly, diffusion is fast enough to allow the pore to close 
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completely (𝜀𝑝~1, Figure 6.18a). In this case, the growth rate of a crystal inside a particle 
pore is dependent on the supersaturation in the pore, and the fraction of the pore that is filled 
with crystalline material as depicted by Figure 6.19 (𝐺𝑝 = 𝒻(𝑆, 𝜀𝑝)). 
 
Figure 6.19: Growth of crystal inside a pore as a function of bulk supersaturation and fraction 
of pore filled, at various surface reaction constants. 
In order to differentiate between fast and slow growth, the Thiele modulus is introduced. The 
Thiele modulus of a cylinder with reaction and diffusion along the axial dimension is given 
by Equation (6.2.17)  (discussed in Section 2.3.6), 
 
𝜙 = 𝐿𝑝√
2𝑘𝑝
𝑟𝑝𝐷
 (6.2.17) 
The dimensions of the pore are: diameter 6 𝑛𝑚, length 1.25 𝜇𝑚, and diffusivity of 10−9 𝑚2/
𝑠, the Thiele modulus is 1 for a reaction constant of 𝑘𝑝 = 9.6 ∙ 10
−7 𝑚/𝑠. At this reaction 
rate, the pore is completely deactivated in 3.67 seconds at a bulk supersaturation of 2.5 
(calculated by the pore growth model), and therefore the deactivation is assumed to be 
instantaneous when compared to the time scale of the crystallisation process (in the order of a 
few hours). When 𝜙 > 1, pore growth is assumed to be fast and pore filling is instantaneous. 
When 𝜙 < 1 pore growth is assumed to be slow and pore filling becomes a time dependent 
process. When considering instantaneous pore deactivation, the global mass balance 
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(Equation (4.2.6)) is modified to account for both crystals that nucleate homogeneously and 
crystals that nucleated heterogeneously inside the pores, 
 
𝑆(𝑡) = 𝑆0 − (
 𝜌𝑐𝐴𝑐
𝑉𝐶𝑠𝑜𝑙
∑ 𝑥𝑖𝑁𝑖(𝑡)
𝑁𝑚𝑎𝑥
𝑖=1
+
𝜀𝑝𝜌𝑐
𝑉𝐶𝑠𝑜𝑙
(𝑉𝑓0 − 𝑉𝑓(𝑡))) (6.2.18) 
6.2.3 Parameter Sensitivity Analysis 
The sensitivity of the modified crystallisation model is analysed using the procedure 
discussed in Section 6.1.1. The modified model introduces four additional fitting parameters: 
the pre-exponential coefficient of homogeneous pore nucleation (𝛽𝐻𝑜𝑚), its corresponding 
exponent of the power law dependence on pore volume (𝑞𝐻𝑜𝑚), the pre-exponential 
coefficient of heterogeneous pore nucleation (𝛽𝐻𝑒𝑡), and its corresponding exponent of the 
power law dependence on pore volume (𝑞𝐻𝑒𝑡). In the presence of porous particles, the 
available pore volume is an output parameter of interest in addition to the crystallisation 
curve and particle size distribution. Since only nucleation kinetics are affected by the 
presence of the particles, the crystal size distribution’s mean and variance are the least 
sensitive output parameters, and do not vary significantly in this analysis. As a result, only 
the crystallisation curve output parameters (induction time and steepness) and pore volume 
will be considered. 
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Figure 6.20: Effect of homogeneous pore nucleation coefficient (𝑚−9𝑠−1) (a, b), 
homogeneous pore nucleation exponent (d, e), heterogeneous pore nucleation coefficient 
(𝑚−1.5𝑠−1) (e, f), and heterogeneous pore nucleation exponent (g, h), on crystallisation curve 
and remaining available pore volume at the conclusion of crystallisation. 
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The homogeneous pore nucleation coefficient (𝛽𝐻𝑜𝑚) affects the crystallisation curve and 
pore volume quite weakly (ℱ𝛽𝐻𝑜𝑚,𝑂
𝑠 < 0.4 for all sensitivity factors). Figure 6.20a shows that 
the homogeneous pore nucleation coefficient must change by an order of magnitude to 
generate a notable response in the induction time of the crystallisation curve and pore 
volume. The power law exponent (𝑞𝐻𝑜𝑚) represents the order-of-reaction associated with the 
volume of the pore, making it more sensitive than the homogeneous pore nucleation 
coefficient. The value of this parameter must agree with the variation in induction time at 
various particle loadings (Section 5.2.5). Figure 6.20c shows that increasing the exponent 
reduces the catalytic effect of the pores and increases the induction time. High exponents 
correspond to a low probability of successful homogeneous pore nucleation. The 
heterogeneous nucleation coefficient (𝛽𝐻𝑒𝑡) is also weakly related to the crystallisation curve, 
but has a notable effect on the pore volume (𝐹𝛽𝐻𝑒𝑡,𝑃𝑉
𝑠 = 0.579). This is expected as the 
heterogeneous nucleation coefficient determines the rate of pore deactivation. The free pore 
volume decreases with increasing deactivation rate. The free pore volume is most sensitive to 
the power law exponent of heterogeneous nucleation as depicted in Figure 6.20 (𝐹𝑞𝐻𝑒𝑡,𝑃𝑉
𝑠 =
4.68). 
In addition to the four fitting parameters, the sensitivity of particle loading and pore-filling 
fraction is investigated. 
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a b 
  
c d 
Figure 6.21: Effect of mesoporous particle loading (in mg, at 𝜀𝑝 = 0.1) (a, b), and pore-filling 
fraction on crystallisation curve and remaining available pore volume at the conclusion of 
crystallisation (at 310 mg particle loading) (c, d). 
Increasing particle loading reduces the induction time of the crystallisation curve as observed 
in experimental data (Figure 5.12). Particle loading also increases available pore volume at 
the end of the crystallisation process (Figure 6.21a and b) as observed in gas sorption data 
(Figure 5.14). Variation in the pore-filling fraction affects the crystallisation curve in a 
unique way despite having a limited effect on all output parameters. Increasing the pore-
filling fraction (𝜀𝑝) results in mild sloping of the crystallisation curve (black curve in Figure 
6.21c) during the bulk homogeneous nucleation induction time. At low pore-filling fractions, 
the crystallisation curve has a completely horizontal induction time. The sloping of the curve 
during the induction time happens when completely filled pores (as depicted by the pore 
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profile in Figure 6.18a) significantly reduce the bulk supersaturation faster than the rate at 
which crystals nucleate homogeneously in the bulk. The mildly reduced bulk supersaturation 
then causes slower bulk homogeneous nucleation and slower growth. This subsequently 
reduces the steepness of the crystallisation curves. When pores do not fill completely, due to 
very fast growth rates (as depicted by pore profile in Figure 6.18f), bulk supersaturation 
remains constant during the induction period since very little crystalline mass is absorbed by 
the pores (red curve in Figure 6.21c). The sloping of the curve at the induction period 
becomes noticeable if more than 20% (𝜀𝑝 > 0.2) of the pore volume is filled by the 
crystalline phase. Table 6.5 summarises the sensitivity coefficients of all output parameters. 
Table 6.5: Summary of sensitivity coefficients for population balance model with 
mesoporous silica particles fitting parameters. 
Parameter 
Induction Time (IT) 
(𝑡𝐷) 
Steepness (CS) 
(𝑑𝑆/𝑑𝑡|𝑃𝑂𝐼) 
Pore Volume 
(𝑉𝑓) 
𝛽𝐻𝑜𝑚 
0.323 0.0329 0.0731 
𝑞𝐻𝑜𝑚 
1.26 1.76 3.49 
𝛽𝐻𝑒𝑡 
1.10·10
-3
 1.90·10
-3
 0.579 
𝑞𝐻𝑒𝑡 
0.3454 0.125 4.68 
Loading 0.384 0.153 1.56 
𝜀𝑝 7.51·10
-3
 0.0127 0.0461 
 
6.2.4 Model Agreement 
Section 6.2.2 presents two regimes of pore deactivation mechanisms. In the first regime 𝜙 >
1, pore growth is assumed to be fast and pore filling is instantaneous. Ions do not have time 
to diffuse into the pore, and the majority of pore volume remains free (𝜀𝑝~0). In the second 
regime 𝜙 < 1, pore growth is assumed to be slow and pore filling becomes a time dependent 
process. Diffusion is fast enough to carry ions into the full depth of the pore, and the volume 
of the pore is completely filled (𝜀𝑝~1). Figure 6.21c shows that the pore volume fraction (𝜀𝑝) 
has a distinct effect on the induction time of the crystallisation curve. When pore volume is 
low (𝜀𝑝~0) the induction period is flat and no crystallisation is detected. When pore volume 
is high (𝜀𝑝~1) the crystallisation inside the pore causes a slope in the induction period as 
pores are filled with precipitated crystals. Experimental results presented in Figure 5.12 do 
Chapter 6. Population Balance Model Application and Experimental Agreement 
179 
 
not show the sloping characteristic of 𝜀𝑝~1, and therefore it is inferred that the pore growth is 
fast enough to deactivate the pores without filling their volume (𝜀𝑝~0). 
Table 6.6 summarises the modifications applied to the population balance model in order to 
account for the proposed homogeneous and heterogeneous pore nucleation mechanisms. 
Table 6.6: List of equations added to the population balance model (originally summarised by 
Table 6.1) due to the added effect of mesoporous silica particles. 
Process Equation 
Population Balance 
𝜕𝑛
𝜕𝑡
+
𝜕
𝜕𝑥
(𝐺(𝑆, 𝑥)𝑛) +𝒜(𝑛, 𝑥) + ℬ(𝑛, 𝑥) + 𝛿(𝑥 − 𝑥∗)(𝐽(𝑆) + 𝐽𝐻𝑜𝑚(𝑆, 𝑉𝑓)) = 0 
Homogeneous Pore 
Nucleation 
DOF: 𝛽𝐻𝑜𝑚, 𝑞𝐻𝑜𝑚  
𝐽𝐻𝑜𝑚(𝑆, 𝑉𝑓) = 𝛽𝐻𝑜𝑚𝑉𝑓
𝑞𝐻𝑜𝑚exp(−
16𝜋𝛾3
3𝜌𝑚2(𝓀𝑇)3𝑙𝑛2(𝑆)
) 
Heterogeneous Pore 
Nucleation 
DOF: 𝛽𝐻𝑒𝑡, 𝑞𝐻𝑒𝑡 
𝐽𝐻𝑒𝑡(𝑆, 𝑉𝑓) = 𝛽𝐻𝑒𝑡𝑉𝑓
𝑞𝐻𝑒𝑡exp (−𝒻𝑉(𝜃)
16𝜋𝛾3
3𝜌𝑚2(𝓀𝑇)3𝑙𝑛2(𝑆)
) 
Pore Volume Balance 
𝑑𝑉𝑓
𝑑𝑡
= −𝑉𝑝𝐽𝑝
𝐻𝑒𝑡(𝑉𝑓, 𝑆) 
Global Mass Balance 𝑆(𝑡) = 𝑆0 − (
 𝜌𝑐𝐴𝑐
𝑉𝐶𝑠𝑜𝑙
∑ 𝑥𝑖𝑁𝑖(𝑡)
𝑁𝑚𝑎𝑥
𝑖=1
+
𝜀𝑝𝜌𝑐
𝑉𝐶𝑠𝑜𝑙
𝑉𝑓(𝑡)) 
 
Figure 6.22 depicts the modified population balance model algorithm (previously depicted by 
Figure 6.1), which includes homogeneous and heterogeneous nucleation in the pores (red 
blocks). Homogeneous pore nucleation is added directly to the population balance equation, 
whereas pore heterogeneous nucleation governs the rate of free pore volume consumption. 
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Figure 6.22: Flowchart depiction of the population balance model’s algorithm with pore 
homogeneous and heterogeneous nucleation, executed in Matlab
®
. 
Figure 6.23 depicts the agreement between the crystallisation curves at various particle 
loadings presented in Figure 5.12 and the model. The result presented in Figure 6.23 is an 
extension of the fits presented in Figure 6.9, using the parameters described in Table 6.3 and 
Table 6.4. The fitted parameters of the pore nucleation kinetics are given in Table 6.5. 
Experimental curves here represent averages of the curves depicted in Figure 5.12. 
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Figure 6.23: Comparison between experimental data (points) and numerical predictions 
(lines) of crystallisation of calcium sulphate in the presence of mesoporous silica (S=2.5, 
T=30°C, pore diameter 6 nm). Here the experimental curves are averages of curve presented 
in Figure 5.12.  
The model shows fair agreement with experimental data and correctly predicts the induction 
time for all particle loadings. Divergence from experimental data is most noticeable at late 
stages of crystallisation, as the system approaches equilibrium. This deviation occurs because 
the proposed catalytic mechanism operates through nucleation kinetics only. At the final 
stages of crystallisation growth is the dominating process and the catalytic mechanism is no 
longer in effect. This divergence is an interesting subject for future work, which would 
discuss the effect of mesoporous particles on growth as well as nucleation. Figure 6.24 
depicts the agreement between the available pore volume at the conclusion of each 
crystallisation experiment (Figure 5.14). 
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Figure 6.24: Agreement between pore volume determined experimentally through gas 
sorption and pore volume determined by the population balance model (𝑉𝑓(𝑡 = ∞)) at 
various particle loadings. Experimental data is derived from Figure 5.14b, the pore volume 
calculated experimentally is multiplied by the total mass of the sample (77.5 mg, 0.968 g; 155 
mg, 1.03 g; 310 mg, 1.25 g). 
Agreement between the model and experimental results is primarily governed by parameter 
of heterogeneous pore nucleation (𝛽𝐻𝑒𝑡 and 𝑞𝐻𝑒𝑡). Nearly all free pore volume is blocked at 
small particle loadings (91.3% blocked at77.5 mg); however, the fraction of blocked pore 
decreases significantly when increasing particle loading (75.7% blocked at 155 mg, and 
40.4% at 310 mg). Table 6.7 summarises the parameters used to fit the pore modified 
population balance model to experimental data (Figure 6.23 and Figure 6.24). 
Table 6.7: Parameters governing the calcium sulphate crystallisation in the presence of 
mesoporous silica particles. 
Parameter Symbol Value Units 
Homogeneous Pore Nucleation Coefficient 𝛽𝐻𝑜𝑚 1.17 ∙ 10
39 𝑚−3𝑞𝐻𝑜𝑚𝑠−1 
Homogeneous Pore Nucleation Index 𝑞𝐻𝑜𝑚 3.0 − 
Heterogeneous Pore Nucleation Coefficient 𝛽𝐻𝑒𝑡 2.40 ∙ 10
−2 𝑚−3𝑞𝐻𝑒𝑡𝑠−1 
Heterogeneous Pore Nucleation Index 𝑞𝐻𝑒𝑡 0.5 − 
Pore Filling Fraction 𝜀𝑝 0.1 − 
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6.3 Conclusion 
Chapter 6 focuses on analysing the experimental crystallisation data presented in Chapter 5 
using mathematical modelling. The crystallisation of calcium sulphate is modelled by a 
population balance equation that combines the processes of nucleation, growth, 
agglomeration, and breakage. The modelled system is represented by ten fitting parameters 
(or degrees of freedom), which represent the kinetic constants of each of the crystallisation 
processes. The parameters’ effects on the crystallisation curve and crystal size distribution 
were quantified using a partial differentiation sensitivity analysis. Parameters were fitted 
using a constrained optimisation algorithm that minimised the sum of the squared differences 
between the model and experimental curves. Fitted parameters displayed good agreement 
with crystallisation curves and crystal size distributions over a range of initial 
supersaturations and temperatures. 
The model was expanded to account for the addition of mesoporous silica particles. The 
proposed mechanism suggests that the confined space of the pores can increase the frequency 
of ion collisions. Long range electrostatic interactions between the silica pore walls and free 
ions inside the pore can locally increase ion concentration, and promote nucleation. Once 
enough ions form a stable cluster, nucleation in the pore can occur in two ways: 
homogeneously, where a nucleus is formed near the pore entrance, and diffuses into the bulk 
to form a new crystal, or heterogeneously, where a nucleus adsorbs to the pore wall and 
grows inside it. Good agreement between the model and experimental data was observed over 
a range of particle loadings. The proposed mechanism successfully explains the 
experimentally observed reduction in nucleation induction time and reduction in available 
pore surface area (measured by gas sorption). 
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Chapter 7. Flow QCM Experiment 
The batch experiment described in Chapter 5 provides insights into how calcium sulphate 
crystallises in the bulk and how silica particles affect the crystallisation process. The 
experiment is limited to bulk crystallisation and does not provide information as to how 
calcium sulphate crystallises on a surface. Since fouling is a surface process, a surface 
crystallisation experiment was developed to complement the crystalliser experiment. The 
experiment presented in Chapter 7 is designed to measure surface crystallisation by 
simultaneously using microscopy and quartz crystal microbalance (QCM) in flow 
configuration. Although QCM is rarely used in fouling studies, the novel flow experiment 
presented here demonstrates the QCM’s potential as a practical surface probing technique for 
crystallisation fouling. By monitoring frequency and dissipation shifts, the QCM was used 
(together with imaging) to directly measure the nucleation rate, growth rate, and mechanical 
properties of adsorbed calcium sulphate crystals in real time. The results presented here are 
compared to a novel equivalent circuit model developed in Chapter 8 based on theory 
discussed in Section 2.4. 
 
7.1 Experimental Design and Methods 
7.1.1 Experimental Setup 
In the flow experiment, crystals deposit on the QCM sensor’s surface from a flowing 
supersaturated calcium sulphate solution. To control supersaturation, the experimental 
solution is formed continuously from three separate reservoirs. The two smaller reservoirs (2 
litres each) contain sodium sulphate and calcium chloride solutions (both 99% Sigma-
Aldrich
®
, used as received). The solutions are set to a concentration of 1:1 (molar ratio) at 
concentrations much higher than the intended supersaturation. The sodium sulphate and 
calcium chloride solutions are drawn in parallel at equal flowrates of 1.9 ml min
-1
 using a 
dual channel peristaltic pump. The third and larger reservoir (50 litres) contained deionized 
(DI) water that is drawn using a separate pump at 5.4 ml min
-1
. The schematic of the three 
reservoir setup is depicted in Figure 7.1. 
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Figure 7.1: Schematic of flow experiment. 
The flowrate from the third reservoir is used to control the total flowrate that is fed to the 
flowcell. The three reservoir system alleviates the difficulty of the experimental preparation 
since it is easier to prepare two 2 litre solutions and refill DI water separately than it is to 
prepare two 25 litres solutions. The use of two separate pumps also provides better control 
over the total flowrate fed to the flowcell. The degree of supersaturation is calculated through 
the concentration of sodium sulphate and calcium chloride in the reservoirs. The 
concentration in flow is given as, 
 𝐶 =
𝑚
?̇?𝑀
 (7.1.1) 
Here 𝑑𝑉/𝑑𝑡 = ?̇?. Therefore, the molar concentration of the calcium sulphate in the flowcell 
(𝐶𝑐𝑒𝑙𝑙,𝐶𝑎𝑆𝑂4) with the DI water pump operating at flowrate ?̇?𝑤𝑎𝑡𝑒𝑟 is given as, 
 
𝐶𝑐𝑒𝑙𝑙,𝐶𝑎𝑆𝑂4 =
?̇?𝑠𝑎𝑙𝑡𝐶𝑠𝑎𝑙𝑡
2?̇?𝑠𝑎𝑙𝑡 + ?̇?𝑤𝑎𝑡𝑒𝑟
=
𝑚𝑠𝑎𝑙𝑡
𝑉𝑠𝑎𝑙𝑡𝑀𝑠𝑎𝑙𝑡 (2 +
?̇?𝑤𝑎𝑡𝑒𝑟
?̇?𝑠𝑎𝑙𝑡
)
 
(7.1.2) 
Here 𝑚𝑠𝑎𝑙𝑡 is mass of a salt (either sodium sulphate or calcium chloride) with molecule 
weight of 𝑀𝑠𝑎𝑙𝑡, dissolved in a reservoir with a volume of 𝑉𝑠𝑎𝑙𝑡, ?̇?𝑠𝑎𝑙𝑡 is the flowrate at which 
the dual channel pump draws the solution from the reservoir. The maximum experimental 
running time can be calculated using the relation, 
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𝑡𝑚𝑎𝑥 =
𝑉𝑠𝑎𝑙𝑡
?̇?𝑠𝑎𝑙𝑡
 (7.1.3) 
The salt reservoirs are the limiting factor in the experimental running time since they are 
much smaller than the water reservoir. For the given salt reservoir volume and salt flowrate, 
the experiment can run for up to 17.4 hours. The three streams are mixed inside a lightly 
stirred chamber using an 8 mm magnetic stirrer. The mixing chamber is necessary to provide 
a well-mixed solution to the flowcell. The total flowrate delivered to the mixing chamber is 
9.2 ml min
-1
, which corresponds to a laminar Reynolds number of 130. The volume of the 
mixer is about 5 ml, which corresponds to an average residence time of 33 seconds. The 
mixture is subsequently fed to the flowcell, where the solution comes in contact with the 
QCM sensor and is observed by the microscope camera. QCM measurements were 
performed using a 5 MHz AT-cut alpha quartz sensor with a gold surface (thickness: 330 µm, 
diameter: 11 mm), purchased from q-Sense Biolin Scientific
®
. After exiting the flowcell, the 
solution moves through a small settling tank (500 ml) where homogeneously nucleated 
crystals in the bulk solution are separated (to avoid blocking pipes) and the solution continues 
to the primary waste container. 
The experiment was conducted at three supersaturations, S=3.75, S=3.48, and S=3.22; three 
repeats are conducted for each supersaturation. At these supersaturations homogeneous 
nucleation is possible (and observed experimentally). Crystals must adsorb strongly to the 
QCM sensor to obtain a meaningful response. To make the surface of the sensor more 
thermodynamically favourable for crystallisation the temperature of the sensor is raised 
above that of the solution. The elevated temperature of the sensor enhances nucleation and 
growth kinetics at its surface, making surface crystallisation faster than the bulk. The bulk 
solution was maintained at 18°C, while the temperature of the sensor was maintained at 56°C 
(maximum temperature of the E1 qSense QCM-D) throughout the duration of every 
experiment using a feedback controller. 
Increasing the temperature of the QCM sensor is a necessary step in enhancing surface 
crystallisation; however, the local increase in temperature decreases the solubility of air in the 
solution. The resulting nucleation of air bubbles on the sensor creates noise and interferes 
with measurements. To eliminate bubble formation the experiment was conducted under 
helium atmosphere. Prior to every experimental trial, the DI water and salt solutions were 
degassed for at least 30 minutes. Once all reservoirs were degassed, the remaining helium 
Chapter 7. Flow QCM Experiment 
187 
 
was trapped in the reservoir head space to keep the DI water and solution reservoirs free of 
air throughout the duration of the experiment. This was done by closing the experimental 
setup to the ambient atmosphere through a tubing system with five control valves depicted by 
Figure 7.2. The setup was designed to operate under two conditions, ‘Degas’ and 
‘Experimental Operation’. 
 
Figure 7.2: Schematic of flow experiment during degassing. 
In ‘Degas’ mode the setup acts as an open system. Pressurised helium (only slightly above 
atmospheric pressure) enters at the bottom of DI water reservoir through V1 and degasses the 
water. Helium continues first to the calcium chloride solution (through V2) reservoir 
followed by the sodium sulphate solution reservoir. The inlets are extended to the bottom of 
the reservoirs to allow the helium bubbles to flow through the solution. The degassing line is 
connected in series across the reservoirs in order to maintain a constant mass flowrate (the 
total pressure drop is divided between the reservoirs). The helium continues to degas any 
waste solution left in the waste reservoir and is purged to the atmosphere through V5. The 
valves, V3 and V4, remain closed to avoid bypassing the sodium sulphate solution and waste 
reservoirs. During degassing mode the pumps are not operating and no liquid flows in the 
experiment. To switch the setup to experimental operating mode, all valves are adjusted 
giving the schematic depicted in Figure 7.3. The turning of the valves allows all reservoirs to 
equalise the head space pressure share the same helium atmosphere. 
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Figure 7.3: Schematic of flow experiment during operation. 
During ‘Experimental Operation’ mode the setup acts as a closed system. The pumps are in 
operation, and DI water flows through V1. The solutions are mixed, fed to the flowcell, and 
accumulate at the waste reservoir. The open gas lines allow helium to flow in the opposite 
direction to the liquid. As the waste reservoir fills with solution, it pushes helium back into 
the water and salt reservoirs thereby maintaining a constant head space pressure. Using this 
setup, solutions are constantly under a helium atmosphere. 
Cleaning of the sensors was performed by the method recommend by q-Sense. Crystals were 
submerged in Helmanax-III solution for at least 30 minutes, rinsed and ultrasonicated in 99% 
pure ethanol for 10 minutes, dried with nitrogen, and subjected to ozone and UV cleaning for 
at least 10 minutes. After every experiment any residual calcium sulphate was re-dissolved by 
pumping only DI water through the system for at least two hours. 
7.1.2 Flow cell 
The standard qSense E1 QCM-D flowcell is primarily designed for liquid experiments only. 
The channels of the flowcell are 0.5 mm in diameter which allows for high velocity flow at 
low throughputs as depicted by Figure 7.4b. In the proposed flow experiment solid crystals 
can grow to sizes in the order of a few hundred microns, and therefore the accumulation of 
very few crystals is required to block the standard flowcell’s channels. For this reason, a 
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customised flowcell was designed which would allow free movement of crystals at higher 
liquid throughputs. 
 
a b 
Figure 7.4: Original QCM flow cell, qSense window module. a. QCM sensor chamber, where 
the quartz disc sits between two O-rings while touching thin gold contacts. b. Experimental 
solution flow channels, 0.5 mm wide. 
The concept of the customised flowcell can be seen in Figure 7.5. In the new flow cell the 
sensor is embedded at the bottom of a flow channel rather than directly below the inlet and 
outlet ports. Body of the flow cell provides a large volume through which the liquid solution 
and precipitated crystals can move freely, and only a small portion of the solution is in 
contact with the sensor’s surface. 
 
Figure 7.5: Initial concept for the modified high-throughput flow cell. 
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The inlet port has an oblong shape in order to focus the flow closer to the floor of the 
channel. The roof of the flowcell is transparent to allow microscope imaging. The QCM 
sensor is located at the middle of the channel’s floor inside a 1 mm deep well. The well is 
designed to house an O-ring which supports the QCM sensor. The inlet port and main 
channel are designed to maximise flow uniformity across the QCM of the sensor despite the 
presence of the supporting O-ring. 
The Navier-Stokes for laminar flow (Equation (7.1.4)) and the heat transfer (Equation (7.1.5)) 
equations (Section 2.2) were solved simultaneously to simulate the flow and temperature 
distribution inside the flowcell’s channel using Comsol Multiphysics®. 
 𝜕𝒗
𝜕𝑡
+ 𝒗 ∙ (∇𝒗) = 𝜂𝐾∇
2𝒗 (7.1.4) 
 𝜕𝑇
𝜕𝑡
+ ∇ ∙ (𝒗𝑇) = 𝛼∇2𝑇 (7.1.5) 
Inlet and outlet volumetric flow boundaries were imposed on both the Navier-Stokes and heat 
transfer equations at the inlet and outlet ports of the cell. The inlet flow boundary was set to 
9.2 ml/min, whereas the normal pressure on the outlet boundary was set to zero. A constant 
temperature boundary of 60°C was imposed on the surface of the QCM sensor to portray the 
controlled heating of the crystallisation surface. No slip boundary is assumed at the walls of 
the channel and sensor surface. The simulation was solved at steady state. Results are 
presented in Figure 7.6. 
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a b 
 
c 
Figure 7.6: Velocity profile of high-throughput flowcell channel. a. Three dimensional 
depiction of the flow field through the flowcell’s channel. b. Top down view of flow field 
(z=0.75 mm, x-y plane). c. Side view of the flow field (y=9 mm, x-z plane). 
Figure 7.6a shows that the majority of the flow is focused at the lower half of the channel. 
This allows the solution to flow into the well containing the sensor smoothly. Figure 7.6b 
shows that upon entering the channel, the flow diverges creating a weak backflow eddy on 
either side of the inlet port. As the fluid fills the space near the channel’s ceiling, a similar 
backflow eddy is observed above the inlet port in Figure 7.6c. The flow distribution above 
the QCM sensor is shown in Figure 7.7. 
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a b 
Figure 7.7: Velocity profile of the flow close the QCM sensor. a. Top down view of flow 
field (z=-0.9 mm, or 0.1 mm above sensor, x-y plane) b. Side view of the flow field (y=9 
mm, x-z plane). 
Figure 7.7a depicts the top down view (x-y plane) of the flow across the QCM sensor at a 
height of 0.1 mm away from the surface.  The flow crosses the sensor in a uniform manner, 
where the magnitude of the flow velocity is highest over the centre of the sensor. Due to the 
presence of the O-ring, another smaller backflow eddy is created near the inlet edge of the 
sensor. Figure 7.7b depicts the cross section of the well in the x-z plane, and the variation of 
the velocity above the sensor surface (here velocity higher than 1 mm/s is disregarded). The 
average velocity in the well is lower than that of the channel by an order of magnitude 
approximately. Figure 7.8 depicts the temperature profile of the solution in the x-z plane as it 
passes over the heated surface of the sensor. 
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Figure 7.8: Temperature profile of high-throughput flowcell channel (y=9 mm, x-z plane). 
At an inlet temperature of 18°C the average temperature of the channel is 20.2°C. The 
variation of the solution’s temperature is small compared to the temperature difference 
between the bulk and the sensor’s surface. Since the velocity of the solution in the well is 
slower than that of the channel, the average temperature of the well is 45°C. As a result, 
heterogeneously nucleated crystals experience higher temperatures than the bulk, and are 
expected to crystallise faster. 
The final computer aided design (CADs) of the flowcell body and lid are presented by Figure 
7.9. The body is made of polyether ether ketone (PEEK) due to is mechanical strength and 
chemical resistivity. The main features of the flowcell body can be seen in Figure 7.9a. The 
inlet and outlet ports are supported by a conical reinforcement to provide addition mechanical 
strength. The space between the body and lid is sealed by an octagonal O-ring which fits in a 
groove surrounding the main channel. The steel lid is secured to the body through six M2 pan 
head screws thread into a metallic insert embedded in the flowcell body. The glass window is 
attached to the lid through 4 registration pins, and is secured to the O-ring through the 
tightening of the screws. The lid is designed this way to avoid shattering the glass by 
eliminating contact between the screws and the glass. To further protect the glass, a thin oil 
paper gasket is inserted between the glass and steel lid. 
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a b 
  
c d 
Figure 7.9: a. Final design of the flowcell body. b. Final design of the flowcell lid. c. 
Components of the flowcell disassembled, including PEEK body, oil paper gasket, steel lid, 
and glass window. d. Assembled flowcell. 
Figure 7.9c shows the disassembled flowcell which is composed of the PEEK body, metallic 
lid, glass window, and oil paper gasket.  Figure 7.9d portrays the assembled flowcell before it 
is mounted on the QCM. 
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7.2 Results and Discussion 
7.2.1 Imaging Results 
Images were captured at 15 minute intervals using a Veho microscope camera focused on the 
centre of the QCM sensor. The sensor was lit by three LED’s giving the calcium sulphate 
good contrast with the gold surface of the sensor. Figure 7.10 depicts the raw images 
obtained of the three supersaturations tested in the QCM flow experiment. 
𝑆 = 3.75 𝑆 = 3.48 𝑆 = 3.22 
1.) 45 5.) 75 9.) 135 
   
2.) 60 6.) 90 10.) 165 
   
3.) 75 7.) 120 11.) 195 
   
4.) 90 8.) 150 12.) 225 
   
Figure 7.10: Snapshot images of QCM sensor surface at 15 minutes time intervals for 
superstations 3.75, 3.48, 3.22. These images are analysed to determine number of crystals and 
surface coverage of the sensor. Image numbers correspond to point number in Figure 7.13 
and Figure 7.14. 
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The images in Figure 7.10 show the crystallisation pattern of calcium sulphate clusters at low 
magnification. Calcium sulphate clusters appear to be uniformly distributed across the 
sensor’s surface as they crystallise in a random fashion. Adjacent crystal clusters remain 
independent structures rather than combining into a single cluster.  At the conclusion of the 
flow experiment, loaded QCM sensors were dried with gentle air flow and photographed at 
higher magnification. Inspection of individual clusters using optical microscopy reveal a 
needle-shaped columnar growth pattern (Figure 7.11a), similar to the clusters observed in 
bulk crystallisation (Figure 5.6). Individual crystals adopt a prismatic shape as observed in 
Figure 7.11b. After an initial growth period, secondary nucleation results in the three 
dimensional flower-shaped clusters. Figure 7.11c and d show higher resolution images of 
calcium sulphate clusters using electron microscopy. The SEM images show that several 
crystals extend from a common contact point with the QCM sensor. 
  
a b 
  
c d 
Figure 7.11: Calcium sulphate crystallisation at S=3.75. a. and b. Calcium sulphate crystals 
deposited on gold surface of the QCM surface. c. and d. Electron micrograph (Hitachi TM-
1000), isolation of three adjacent clusters showing needle-shaped crystals extending from a 
single point of origin on a rough stainless steel surface (surface used as a mock sensor in the 
experimental flow cell). 
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Images of the crystals on the QCM sensor were analysed using ImageJ (Fiji). Figure 7.12 
depicts the steps taken to calculate the number of crystals and their coverage area. 
   
a. b. c. 
  
d. e. 
Figure 7.12: Procedure of image analysis. a. Original image of QCM sensor. b. Focus image 
on QCM sensor centre. c. Conversion of image to binary d. Application of watershed 
algorithm. e. Tabulation of white cell depicting calcium sulphate crystals. Each cell is 
identified with a number in red. 
The process depicted by Figure 7.12 was repeated for every imaged recorded throughout the 
duration of the experiment at every trial at every condition. The original image captured by 
the microscope (Figure 7.12a) was cropped to eliminate the reflection of the lighting at the 
edges of the sensor (Figure 7.12b). The cropping was extended to two thirds of the sensor’s 
radius. The cropped image was then converted into a black and white binary (Figure 7.12c). 
The binary threshold was automatically calculated from the image’s histogram using the 
IsoData method also known as the iterative intermeans method.
221
 Values of the threshold 
were found to be in the range of 70 to 110 (0 to 255 greyscale value) depending on the 
brightness of the image. Variation in brightness is caused by the random orientation of 
crystals reflecting the light differently in every image. Once the binary was formed, adjacent 
overlaying crystals are segmented using a watershed algorithm as seen in Figure 7.12d. The 
watershed algorithm inserts segmentation based on the local gradients of the white cells in the 
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image.
222
 This reduces the error of counting two adjacent clusters as a single large cluster. 
After the watershed process the white cells are counted to estimate the number of crystals, 
and the number of white pixels in every cell is counted to estimate the coverage area. Figure 
7.12e depicts the identification of each crystal cluster by ImageJ. Each cluster is designated 
by a red number. Using image analysis, the number of crystals observed in each image frame 
(as depicted by Figure 7.10) was calculated for the three supersaturation levels tested: 3.22, 
3.48, 3.75 (with three repeats at each supersaturation). 
 
Figure 7.13: The number of crystals is shown at four time steps in Figure 7.10 for 
supersaturations 3.22, 3.48, and 3.75, determined using image analysis.  
In Figure 7.13, the gradients of the lines represent nucleation rates and the x-axis intercepts 
indicates nucleation induction times. The increase in number of crystals is linear since the 
supersaturation in the flow is constant. The uncertainty is derived from the experimental 
repeats for every supersaturation. The nucleation rates and induction times for every 
supersaturation are tabulated in Table 7.1. Figure 7.14 shows the increase in crystal surface 
coverage in time. 
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Figure 7.14: Surface coverage shown at four time steps in Figure 7.10 for supersaturations of 
3.22, 3.48, and 3.75, determined using image analysis. Data fitted using linearised Avrami 
equation (Equation (2.3.65)). 
The surface coverage was modelled using the Avrami equation (Equation (2.3.63)). It is 
shown that the prediction made by the Avrami model is in good agreement to that observed 
experimentally. Unlike in nucleation, faster growth rates were calculated for lower 
supersaturations. This demonstrates that growth of existing crystals contribute to surface 
coverage more so than nucleation of new crystals at lower supersaturations. The Avrami 
constants for every supersaturation are tabulated in Table 7.1. 
Table 7.1: Calculated nucleation rates, induction times, and Avrami parameters together with 
R
2
 of fits. Avrami growth was calculated using Equation (2.3.64). 
S 𝜐𝐷 𝑙𝑛(𝐾𝐴𝑉) 
R
2
 
Avrami 
𝐽 
(𝑚𝑖𝑛−1) 
𝑡𝐷 
(𝑚𝑖𝑛) 
R
2
 
Nucleation 
𝐺 
(10−4 𝑚𝑖𝑛−1) 
3.75 2.07 -14.7 0.993 23.9 26.5 0.989 1.73 
3.48 2.86 -20.3 0.995 13.3 56.0 0.996 3.59 
3.22 4.04 -28.5 0.994 7.76 99.5 0.995 5.76 
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7.2.2 QCM Results 
The raw QCM data obtained from calcium sulphate crystallisation at the three supersaturation 
levels 3.22, 3.48, 3.75 are presented in Figure 7.15. Each plot presents the response of the 
frequency or dissipation of all experimental trials for a given harmonic resonance. The first 
four harmonic resonances of both frequency (Figure 7.15a-d) and dissipation (Figure 7.15e-h) 
were measured. Noise generated by the pumps was smoothed using a linear local regression 
filter. 
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c g 
  
d h 
 
Figure 7.15: QCM results of the calcium sulphate crystallisation for supersaturations: 3.22, 
3.48, 3.75 (each showing three trials), (a-d) frequency harmonics (1,3,5, and 7), (e-h) 
frequency dissipation (1,3,5, and 7). 
As crystals accumulate on the gold surface, the first harmonic (Figure 7.15a) displays a 
negative frequency shift consistently for all supersaturations. The third overtone demonstrates 
some frequency inversions (Figure 7.15b) at lower supersaturations, however at the highest 
supersaturation tested (3.75) the frequency shift remains negative. In the fifth overtone 
(Figure 7.15c) a clear inversion is observed at the lower supersaturations (3.22, 3.48), and 
inversion is observed for some trials at the highest supersaturation (3.75). Finally, the seventh 
overtone (Figure 7.15d) shows fully positive frequency shifts for all three supersaturations. 
Although the negative frequency shifts observed in the fundamental overtone conform to the 
Sauerbrey model (purely inertial load), the frequency inversions observed at higher overtones 
0 100 200 300
-300
-200
-100
0
100
200
300
Time (min)

f 5
/5
 (
H
z
)
0 100 200 300
0
200
400
600
800
1000
Time (min)

D
5
 (
1
e
-6
)
0 100 200 300
-100
0
100
200
300
Time (min)

f 7
/7
 (
H
z
)
0 100 200 300
0
100
200
300
400
500
600
Time (min)

D
7
 (
1
e
-6
)
Chapter 7. Flow QCM Experiment 
202 
 
suggested the impedance of calcium sulphate crystals is viscoelastic in nature. Dissipation 
shifts measured simultaneously (Figure 7.15e-h) show a consistent positive increase in all 
harmonics due to the increase in dampening experienced by the QCM sensor. Variability 
amongst trials at the same supersaturation is expected given the stochastic nature of 
crystallisation with random nucleation and growth. As a result, multiple trials are necessary 
to represent the behaviour occurring with changing supersaturation. Most notably, some trials 
are susceptible to both a negative and positive frequency shift at a single supersaturation (e.g. 
third overtone S=3.48). 
 
7.3 Conclusion 
Chapter 7 discusses the development of the flow experiment used to investigate the 
crystallisation of calcium sulphate on a heated surface. Surface crystallisation was measured 
in real time using optical microscopy and QCM at three different calcium sulphate 
concentrations. Image analysis was used to calculate the nucleation and surface coverage 
rates of crystals. Higher magnification images revealed that crystals adopt a needle-like shape 
and grow in flower-shaped clusters. The QCM was used to record both frequency and 
dissipation shifts experienced by the sensor at multiple overtones. Results show consistent 
positive dissipation shifts for all overtones and concentrations. The fundamental harmonic 
displayed negative frequency shifts, which conform to the classic Sauerbrey model (negative 
frequency shift is proportional to increase in deposited mass), whereas higher overtones 
displayed frequency inversions from negative to positive shifts. The highest overtone (the 
fifth and seventh) displayed the strongest inversions, whereas the third overtone inverted at 
lower supersaturations only. The manifestation of these inversions was attributed to the 
viscoelastic nature of the crystal deposits.  
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Chapter 8. Equivalent Circuit Model Application and 
Experimental Agreement 
Frequency and dissipation shifts recorded by the QCM must be interpreted using equivalent 
circuit models to extract quantities of interest such as adsorbed mass, stiffness, and 
mechanical dampening. Chapter 8 presents an equivalent circuit model that captures the 
response of the QCM sensor to the surface crystallisation of calcium sulphate. The model 
combines a lumped element representation of the adsorbed crystals with a population balance 
equation, which explain the complex response observed in the flow QCM experiments 
(Chapter 7). The underlying theory of the model is discussed in Section 2.4. 
 
8.1 Proposed Equivalent Circuit Model 
To correctly interpret the raw QCM data presented in Section 7.2.2, it is important to treat the 
calcium sulphate crystals as a distribution of impedances since every crystal nucleates and 
grows independently. The variety of crystal sizes is described by a population density 
distribution which evolves in time; therefore, it is appropriate to start from the heterogeneity 
equation (Equation (2.4.44)). For convenience, Equation (2.4.44) is slightly modified such 
that the integration domain is changed from frequency to mass, 
 
∆𝑓 =
𝒾𝑓𝑟
𝜋𝐴𝑍𝑞
∫ 𝑛(𝑚)𝑍𝑐(𝑚) 𝑑𝑚
∞
0
 (8.1.1) 
The distribution of crystal sizes can be described by the population balance model (Equation 
(4.3.12)), discussed in Section 4.3.3, for two reasons. First, crystals are stationary on the 
QCM sensor; they do not agglomerate or break. The only processes governing the crystal 
population are nucleation and growth. Second, the crystals are dispersed across the QCM 
surface and do not grow into each other’s domain (contrary to the Avrami model, Section 
2.3.7, of birth and spread). It is assumed that crystals nucleate at a constant rate 𝐽, and grow at 
a constant rate 𝐺𝓂 (by mass, in 𝑘𝑔 𝑠
−1). The population density of function is given by the 
governing equation, 
 𝜕𝑛
𝜕𝑡
+ 𝐺𝓂
𝜕𝑛
𝜕𝑚
= 𝐽𝛿(𝑚 −𝑚∗) (8.1.2) 
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Here, 𝐽 is the nucleation rate and 𝛿 is the Dirac delta function. At constant nucleation and 
growth, the following analytical solution is proposed (Equation (4.3.22)), 
 
𝑛 =
𝐽
𝐺𝓂
(𝐻(𝑚 −𝑚∗) − 𝐻(𝑚 − (𝑚∗ + 𝐺𝓂𝑡))) (8.1.3) 
If the mass of crystal nucleus is very small, it can be assumed that its mass is practically zero, 
such that 𝑚∗ = 0, which further simplifies the distribution function to, 
 
𝑛 =
𝐽
𝐺𝓂
(1 − 𝐻(𝑚 − 𝐺𝓂𝑡)) (8.1.4) 
The viscoelastic impedance describing the link between the crystal and QCM sensor is given 
by the Kelvin-Voigt model (Section 2.4.3.3). The Kelvin-Voigt model is appropriate here 
because the viscoelastic material addressed in the model is solid crystals (the alternative 
being the Maxwell model which describes viscoelastic liquids). 
 
𝑍𝑙𝑖𝑛𝑘 =
1
1
𝒾𝜔𝑚 +
1
𝓇 +
𝜅
𝒾𝜔
=
1
1
𝒾𝜔𝑚 +
𝒾𝜔
𝜅 + 𝒾𝜔𝓇
 
(8.1.5) 
The crystals on the QCM sensor have a large contact area with the surrounding solution. 
Assuming no slip at the crystal solution interface, the crystals’ movement traps a significant 
amount of liquid, also referred to as the hydration layer, which contributes to the impedance 
of the crystals. The bulk solution in the QCM flow experiment is a Newtonian liquid. The 
impedance of the trapped liquid is given by Equation (2.4.32) (discussed in Section 2.4.3.2), 
 
𝑍𝑙 = √𝒾𝜔𝜌𝑙𝜂 = (1 + 𝒾)√
𝜔𝜌𝑙𝜂
2
 (8.1.6) 
The impedance of the trapped liquid depends on the area of contact between the crystals and 
the liquid. As crystals grow in time, the contact area will increase. The constant 𝜐𝐹 relates the 
mass of a crystal to its contact surface area. Assuming a rectangular prism configuration, 
 
𝜐𝐹 =
𝐴
𝑚
=
4√𝐴𝑐′ 𝐿𝑐
𝜌𝑐𝐴𝑐′ 𝐿𝑐
=
4
𝜌𝑐√𝐴𝑐′
 (8.1.7) 
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Figure 8.1: Approximation of needle shaped crystals using a rectangular prism with a 
constant base area. This approximation addresses a single crystal in the cluster. 
Given that the density of calcium sulphate dihydrate is 𝜌𝑐 = 2320 𝑘𝑔/𝑚
3 and the base area 
of a crystal is 𝐴𝑐
′ = 3 𝜇𝑚2 (estimated from imaging), then the calculated value of 𝜐𝐹 = 1000. 
The hydration layer can play a significant role in the observed QCM response.
223,224
 Bingen 
et al.
225
 have reported hydration fractions for proteins as large as 0.8~0.9. This is expected of 
protein molecules as they swell and absorb water readily inside cavities and corrugations in 
the biomolecules. Inorganic crystals do not absorb water as proteins do, but can still 
experience notable hydration. For the smooth surface of the calcium sulphate crystal, the 
mass of the hydration can be related to the penetration depth of the evanescent wave 
extending into the semi-infinite medium given by Equation (2.4.35) in Section 2.4.3.2, 
 
𝛿𝑤 = √
2𝜂
𝜌𝑙𝜔
 (8.1.8) 
Assuming that the bulk solution has properties similar to those of water (𝜌𝑙 = 1000 𝑘𝑔/𝑚
3 
and 𝜂 = 0.001 𝑃𝑎 𝑠) the thickness of the layer is given as 𝛿𝑤 = 250 𝑛𝑚.  This layer extends 
over the interface of the calcium sulphate crystal with the solution. Therefore, the mass of the 
hydration layer is estimated using the relation, 
 𝑚𝑙 = 𝜌𝑙𝐴𝛿𝑤 = 𝜌𝑙𝜐𝐹𝑚𝑐𝛿𝑤 (8.1.9) 
The relative fraction added by water mass to the vibrating crystal is, 
 𝑚𝑙
𝑚𝑐
= 𝜌𝑙𝜐𝐹𝛿𝑤 = 1000 ∙ 1000 ∙ 2.5 ∙ 10
−7 = 0.25 (8.1.10) 
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Therefore, the hydration layer can add as much as 25% of the crystal’s dry mass. The total 
crystal impedance is composed of the Kelvin-Voigt link and the trapped liquid. These 
impedances are linked in parallel as they each move at their own respective velocities, but 
experience the same stress imposed by the QCM sensor. 
 
𝑍𝑐 =
1
1
𝑍𝑙𝑖𝑛𝑘
+
1
𝐴𝑍𝑙
 
(8.1.11) 
Substituting Equation (8.1.5) and Equation (8.1.6) into Equation (8.1.11), the impedance of a 
single point load unit is given as, 
 
𝑍𝑐 =
1
1
𝒾𝜔𝑚 +
𝒾𝜔
𝜅 + 𝒾𝜔𝓇 +
1
𝐴𝑍𝑙
 
(8.1.12) 
Figure 8.2 depicts the equivalent circuit represented by Equation (8.1.12), 
  
a b 
 
c 
Figure 8.2: a. Schematic of the calcium sulphate crystal’s impedance. b. Equivalent circuit of 
a single calcium sulphate crystal including the Kelvin-Voigt link and the impedance of the 
trapped liquid. c. Implementation of the calcium sulphate impedance into a governing Mason 
equivalent circuit. 
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The different branches will divide the velocity between them such that, 
 𝑑𝓌𝑇𝑜𝑡𝑎𝑙
𝑑𝑡
=
𝑑𝓌𝑚
𝑑𝑡
+
𝑑𝓌𝐾𝑉
𝑑𝑡
+
𝑑𝓌𝑍𝑙
𝑑𝑡
 (8.1.13) 
And each of the branches will experience the same stress, 
 𝑠𝑇𝑜𝑡𝑎𝑙 = 𝑠𝑚 = 𝑠𝐾𝑉 = 𝑠𝑙 (8.1.14) 
Substituting Equation (8.1.12) and Equation (8.1.4) into Equation (8.1.1) gives the following 
equation for the complex frequency shift, 
 
∆𝑓 =
𝒾𝑓𝑟𝐽
𝜋𝐴𝑍𝑞𝐺𝓂
∫
1 − 𝐻(𝑚 − 𝐺𝓂𝑡)
1
𝒾𝜔𝑚 +
𝒾𝜔
𝜅 + 𝒾𝜔𝓇 +
1
(𝒾 + 1)𝜐𝐹𝑚√
𝜌𝑙𝜂𝜔
2
 𝑑𝑚
∞
0
 
(8.1.15) 
Figure 8.3 predicts convolution of the crystal impedance with the population density function 
using experimental data from the first trial of S=3.75. Figure 8.3a shows the evolution of the 
crystal distribution in time (red), described by Equation (8.1.15), as it evolves through the 
impedance functions at various overtones (blue). Figure 8.3b depicts the product of the 
distribution and impedance functions’ evolution in time (integrand in Equation (8.1.15)). 
  
a b 
Figure 8.3: a. Depiction of crystal distribution’s evolution as it convolutes through the 
impedance function. The evolution of the convoluted function (integrand). 
The integral of the function depicted in Figure 8.3b represents the total impedance imposed 
by the crystal population. 
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8.2 Model Agreement 
Below is the agreement between the model (Equation (8.2.1)) and the experimental data for 
the three tested supersaturations of calcium sulphate. 
 
∆𝑓 =
{
 
 
 
 
0 𝑡 < 𝑡𝐷
𝒾𝑓𝑟𝐽
𝜋𝐴𝑍𝑞𝐺𝓂
∫
1 − 𝐻(𝑚 − 𝐺𝓂(𝑡 − 𝑡𝐷))
1
𝒾𝜔𝑚 +
𝒾𝜔
𝜅 + 𝒾𝜔𝓇 +
1
(𝒾 + 1)𝜐𝐹𝑚√
𝜌𝑙𝜂𝜔
2
 𝑑𝑚
∞
0
𝑡 ≥ 𝑡𝐷 (8.2.1) 
Equation (8.2.1) is a variation of Equation (8.1.15) which accounts for the nucleation 
induction period of the crystals. This is the period where the solution is supersaturated, but no 
crystallisation is detected. Nucleation rate 𝐽 and induction time 𝑡𝐷 are variables estimated by 
image analysis (Figure 7.13), which leaves the stiffness 𝜅, dampening 𝓇 and growth rate 𝐺 as 
fitting variables (three degrees of freedom). Fitting was done through a multivariable 
constrained minimisation algorithm, which searches for the global minimum of the square of 
the difference between the model and experimental data (Equation (6.1.7)) for all frequency 
and dissipation harmonics simultaneously. All overtones had the same weighting in the fitting 
process. Figure 8.4 depicts the agreement between the proposed model (Equation (8.2.1)) and 
the results at supersaturation of S=3.75 for the three experimental trials. 
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Figure 8.4: Superimposition of the model (lines) Equation (8.2.1) and experimental data 
(dots, Section 7.2.2) at supersaturation S=3.75. Frequency and dissipation shifts for trial 1 
(a,b), trial 2 (c,d), trial 3 (e,f). 
Figure 8.5 depicts the agreement between the proposed model (Equation (8.2.1)) and the 
results at supersaturation of S=3.48 for the three experimental trials. 
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Figure 8.5: Superimposition of the model (lines) Equation (8.2.1) and experimental data 
(dots, Section 7.2.2) at supersaturation S=3.48. Frequency and dissipation shifts for trial 1 
(a,b), trial 2 (c,d), trial 3 (e,f). 
Figure 8.6 depicts the agreement between the proposed model (Equation (8.2.1)) and the 
results at supersaturation of S=3.22 for the three experimental trials. 
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Figure 8.6: Superimposition of the model (lines) Equation (8.2.1) and experimental data 
(dots, Section 7.2.2) at supersaturation S=3.22. Frequency and dissipation shifts for trial 1 
(a,b), trial 2 (c,d), trial 3 (e,f). 
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The model agrees well with experimental results for both frequency and dissipation shifts for 
the first four harmonics. The model successfully captures the negative shifts observed at the 
fundamental and the gentle inversions of the higher overtones. The main limitations of the 
model are clearer at high supersaturation experiments (S=3.75), which show an early 
prediction of the third overtone’s inversion (Figure 8.4c), and underestimation of the 
fundamental dissipation (Figure 8.4b). Model agreement is overall better at lower 
supersaturation experiments. Nonetheless, the model describes the behaviour of eight 
independent curves (four harmonics of both frequency and dissipation) obtained 
experimentally for every supersaturation with just three degrees of freedom. 
The observed frequency inversions can be explained by considering the process of crystal 
nucleation and growth. Initially, when crystals are young the impedance experienced by the 
QCM sensor is dominated by inertial rather than elastic forces. Young crystals attached to the 
sensor’s surface act as rigid bodies since their natural resonance is much higher than that of 
the sensor. The inertial driven behaviour observed in the model can be emphasised by taking 
the limit of the impedance as the mass of the crystal approaches zero. 
 
lim
𝑚→0
𝑍𝑐 =
(
 
𝜔𝜐𝐹√
𝜌𝑙𝜂𝜔
2
(𝒾 − 1)
𝒾𝜔 + (1 + 𝒾)𝜐𝐹√
𝜌𝑙𝜂𝜔
2 )
 𝑚 (8.2.2) 
When approaching this limit, the crystal impedance (𝑍 ∝ 𝑚, Table 2.2) and negative 
frequency shift (∆𝑓 ∝ −𝑚, Equation (2.4.22)) are both proportional to change in mass, 
similar to the behaviour described by the Sauerbrey equation. After this initial period, as 
crystals continue to grow, the magnitude of inertial impedance increases and surpasses that of 
the elastic impedance. The natural resonance of the crystals decreases below that of the 
sensor allowing crystals to bend more freely. One may imagine that larger crystals bend more 
than smaller ones just as a longer cantilever curves more than a shorter one as depicted by 
Figure 8.7. The frequency inversion in occurs when the crystal’s elasticity becomes the 
dominating impedance. The impedance approaches the limit 𝓇 − 𝒾𝜅/𝜔 (Kelvin-Voigt 
impedance) as the mass of the crystals becomes very large. 
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a b 
Figure 8.7: Vibration of a crystal adsorbed to the QCM sensor’s surface. a. A small crystal 
acts as a rigid body since its natural resonance is higher than that of the sensor. b. A large 
crystal can bend more freely as its natural resonance is closer to that of the sensor. 
Figure 8.8 depicts the variation in the stiffness, dampening coefficient, and growth rate (the 
fitting parameters of the model) with supersaturation. 
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c 
Figure 8.8: Variation of parameters in Equation (8.2.1) with supersaturation for all 
experimental trials. 
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Figure 8.8a and b show that the stiffness decreases with supersaturation, whereas the 
dampening coefficient stays relatively constant. The decrease in stiffness indicates that 
crystals are perceived as a softer deposit by the QCM sensor at lower supersaturations. Figure 
8.8c shows that the growth rate decreases with decreasing supersaturation. This is expected 
since crystal growth is driven by supersaturation as demonstrated by Equation (2.3.22). 
 
8.3 Conclusion 
In Chapter 8, a model was developed for the purpose of correctly interpreting the QCM data 
discussed in Chapter 7. The model is based on the well-established Mason equivalent circuit, 
which considers the effects of the inertial, viscoelastic (Kelvin-Voigt model), and hydration 
layer impedances. The heterogeneity of the crystal distribution is captured by convoluting the 
proposed impedance function with a population balance equation. The model successfully 
reproduces the experimentally observed frequency inversions for all overtones, and displays 
good agreement for all three tested calcium sulphate concentrations. Investigation of other 
crystallisation systems may find this model useful for interpreting raw QCM data. 
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Chapter 9. Conclusion and Future Work 
9.1 Conclusion 
This study investigates the feasibility of using silica particles to mitigate crystallisation 
fouling. To meet the first objective of this work, the fouling phenomenon was represented by 
the crystallisation of calcium sulphate through two separate experiments; a batch crystalliser 
and a flow crystallisation cell. 
Crystallisation of calcium sulphate in the batch crystalliser was tracked online using electrical 
conductivity. Steady state crystal size distributions were measured at the conclusion of 
crystallisation experiments using laser diffraction. Experiments showed that nucleation 
induction time decreases with increasing loading of mesoporous silica particles. 
Functionalised mesoporous silica particles used in this study demonstrated the ability to both 
enhance and stifle calcium sulphate crystallisation. Amine functionalised mesoporous 
particles proved to be effective at enhancing calcium sulphate crystallisation by reducing the 
nucleation induction time by 26% at a loading of 0.1 mg/gsoln. Alternatively, TAAcOH 
functionalised mesoporous particles were particularly effective at delaying crystallisation by 
extending the nucleation induction time by as much as six-fold at a loading of 0.5 mg/gsoln. 
This delay is attributed to the ability of the TAAcOH functionalisation to chelate calcium 
ions and provide an acidic pore environment. Identification of amine and TAAcOH 
functionalised mesoporous particles as the most effective particle types satisfies the third 
objective of this work. 
The observed delay and enhancement of crystal nucleation in the presence of particles can be 
interpreted in several ways for flow configuration. Nucleation enhancement may reduce 
fouling since the particles’ pores promote nucleation in the bulk rather than on a surface; 
however, it is possible the faster rate of bulk nuclei formation may also increase the rate of 
nuclei surface adsorption, thereby increasing fouling. Alternatively, delaying nucleation in 
the bulk using particles with TAAcOH functionalisation may delay surface as well as bulk 
nucleation; however this must be verified experimentally. While batch experiments clearly 
demonstrate the silica particles’ ability to control the crystallisation process, it is crucial to 
test them further under flow conditions. For this reason, future work focuses on combining 
the batch experiment (Chapter 5) with the flow QCM experiment (Chapter 7) to directly 
measure the effect of particles on surface crystallisation fouling in heat exchangers. 
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A population balance model that includes nucleation, growth, agglomeration, and breakage 
was used to model the mechanism of calcium sulphate crystallisation. The model was 
developed to complement batch crystalliser results and provide a fundamental understanding 
of the pores’ effect on calcium sulphate crystallisation, thereby satisfying the second 
objective of this work. The population balance equation was solved numerically using the 
method of classes over a non-uniform discretisation mesh. By optimising fitting parameters, 
the model was able to successfully reproduce experimentally determined crystallisation 
curves and crystal size distributions for a range of conditions. The model was expanded to 
account for crystallisation in the presence of mesoporous silica particles by combining the 
effects of both homogeneous and heterogeneous crystallisation in pores in a novel manner. 
The proposed mechanism suggests that the confined space of the pore increases 
homogeneous nucleation by increasing the frequency of collision between free ions due to 
interactions with the particles’ pore walls. Pore deactivation occurs through heterogeneous 
nucleation. The expanded model successfully reproduces experimentally determined 
crystallisation curves and gas sorption data. The proposed model can be implemented when 
simulating the effect of mesoporous particles in flow configuration. This can be used for 
experimental design of flow crystallisation with mesoporous particles, or even extrapolation 
when scaling up to industrial heat exchangers. 
In the flow experiment, traditional microscopy imaging of calcium sulphate crystallisation is 
performed in tandem with quartz crystal microbalance (QCM). Although the QCM is rarely 
used in fouling studies, the flow experiment demonstrated the QCM’s potential as a viable 
surface probing technique for crystallisation fouling. Raw QCM data was analysed using a 
novel equation designed to correctly interpret the impedance of calcium sulphate crystals.  
The model reproduces experimental data well and correctly predicts frequency inversions at 
various harmonic overtones. In addition to calculating crystallisation nucleation and growth 
rates, the model was used to extract the stiffness and resistivity constants of the surface 
crystallisation process. It was found that the stiffness of absorbed calcium sulphate crystals 
decreases with decreasing supersaturation. 
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9.2 Future Work 
The experiments and mathematical models presented in this study offer a starting point for 
understanding the effect of porous silica particles on mineral crystallisation. While 
experiments show that silica particles can successfully influence crystallisation of calcium 
sulphate, the ultimate goal of this study is to apply silica particle fouling mitigation on an 
industrial scale. To achieve this goal, future work must focus on scaling up the experiments 
presented in this study to match the hydrodynamic conditions of industrial heat exchangers. 
The batch crystalliser experiment can continue and provide insight into how porous silica 
particle can influence the crystallisation dynamics of fouling inverse solubility salts. Batch 
experiments are considerably easier to scale up than flow experiments, and are particularly 
useful for investigating the effect of particle loading. Scale up of the crystallisation 
experiment entails increasing the working volume of the crystalliser and exploring lower 
supersaturations (closer to those experienced by industrial heat exchangers). Control of 
experimental conditions can be improved by conducting crystallisation under a controlled 
inert atmosphere. The experiment can be repeated for crystallisation of inverse solubility salts 
other than calcium sulphate that participate in fouling, including: calcium carbonate, 
magnesium sulphate, magnesium carbonate, and salt mixtures. Future batch crystallisation 
experiments should focus on amine and TAAcOH functionalised mesoporous silica, as they 
proved the most effective in enhancing and mitigating the crystallisation of calcium sulphate. 
Results from the QCM flow experiment can be improved by applying three main 
modifications. Firstly, replacing peristaltic pumps with continuous syringe pumps eliminates 
the pulsation in the flow and reduces the signal to noise ratio of the QCM measurements. 
Secondly, degassing can be done continuously through a membrane. Using helium for 
degassing is time consuming and inefficient. Lastly, the design of the flow cell can be 
improved by reducing the height of the main channel. A thinner cell can be used to increase 
the velocity of the flow (and therefore the Reynolds number) while maintaining the same 
volumetric flowrate. Furthermore, higher magnifications can be achieved with a thinner cell 
when combining microscope imaging with QCM measurements. The focal length of a lens 
decreases with increasing magnification, and as a result the magnification is limited by the 
distance from the surface of the QCM sensor to the glass ceiling of the QCM cell. Much like 
the crystalliser, the QCM flow experiment can be scaled up to better-capture the 
hydrodynamics of Industrial heat exchangers. The most challenging aspect of scaling up the 
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flow experiment is maintaining a high Reynolds number. A turbulent QCM flow experiment 
would be difficult to setup as it would require higher volumetric flowrate, higher throughput 
pumps, and larger reservoirs. Ultimately, a scaled up QCM experiment will produce the most 
reliable metric for testing the efficacy of mesoporous silica particles. Particles that prove the 
most effective in the batch crystalliser experiment can be tested in the QCM flow experiment. 
The population balance model developed in this study is designed to propose the mechanisms 
through which mesoporous silica particles affect the crystallisation process of calcium 
sulphate. The model demonstrates good agreement with purely homogeneous crystallisation 
experiments over a range of supersaturations and temperatures (Section 6.1.3) and 
crystallisation in the presence of mesoporous silica at various loadings (Section 6.2.4). The 
model requires further expansion to explain the effect of functionalisation. To accommodate 
for the effect of surface chemistry, the model must include the chemical equilibria that are 
associated with the sulphate ion. Supersaturation must be redefined through the solubility 
product (Equation (2.1.2)) of the sulphate and calcium ions rather than treating calcium 
sulphate as a single species. The introduction of acidic, basic, and chelating functional groups 
can break the symmetry between calcium ions to sulphate ions when taking into account the 
equilibria described by Equation (5.2.4), Equation (5.2.5), and Equation (5.2.6). Finally, the 
description of pore nucleation and growth (Section 6.2) approaches the limit of continuum 
equations. Molecular simulations such as Monte Carlo or Molecular Dynamics may be more 
appropriate when studying crystallisation processes inside mesopores. While molecular 
simulations can track the trajectory of individual molecules, such a study can become 
computationally expensive since the system is dominated by long range Coulombic 
intermolecular forces. Constructing an efficient molecular simulation of aqueous ions in a 
silica pore can be a challenging project on its own. 
In a more general sense, particle type and functionality can be varied to interact with foulants 
other than inorganic salts. For example, particles can be used to mitigate corrosion fouling by 
passivating corrosive materials, or mitigate crude oil fouling by capturing asphaltenes. 
Applications in different fouling systems introduce new design considerations such as 
density, dispersibility, and compatibly with medium viscosity. In due course, further study of 
particle fouling mitigation must focus on selectivity, where particles can interact with a 
specific fouling material in a multicomponent system. Regardless of the application, particles 
offer a distinct advantage over other mitigation techniques in most fouling field since they 
operate in situ and are easier to separate and handle than chemical additives. 
 Appendix A. Derivations 
A.1. Solution Theory Derivations 
A.1.1.  Equilibrium Chemistry 
The Gibb’s free energy of a chemical process is given by the difference between the products 
and reactants, with reactant stoichiometry 𝒷𝑟𝑐𝑡 and product stoichiometry 𝒷𝑝𝑑𝑡. 
𝑑𝓊 =∑𝒷𝑝𝑑𝑡𝓊𝑝𝑑𝑡
𝑝𝑑𝑡
−∑𝒷𝑟𝑐𝑡𝓊𝑟𝑐𝑡
𝑟𝑐𝑡
 
Using the definition of chemical potential 𝓊 = 𝓊𝑜 + 𝓀𝑇 ln 𝐶, 
𝑑𝓊 =∑𝒷𝑝𝑑𝑡(𝓊𝑝𝑑𝑡
𝑜 + 𝓀𝑇 ln 𝐶𝑝𝑑𝑡)
𝑝𝑑𝑡
−∑𝒷𝑟𝑐𝑡(𝓊𝑟𝑐𝑡
𝑜 + 𝓀𝑇 ln𝐶𝑟𝑐𝑡)
𝑟𝑐𝑡
 
At equilibrium 𝑑𝓊 = 0, 
∑𝒷𝑝𝑑𝑡𝓀𝑇 ln 𝐶𝑝𝑑𝑡
𝑝𝑑𝑡
−∑𝒷𝑟𝑐𝑡
𝑟𝑐𝑡
𝓀𝑇 ln 𝐶𝑟𝑐𝑡 =∑𝒷𝑟𝑐𝑡𝓊𝑟𝑐𝑡
𝑜
𝑟𝑐𝑡
−∑𝒷𝑝𝑑𝑡𝓊𝑝𝑑𝑡
𝑜
𝑝𝑑𝑡
 
∆𝓊𝑜 =∑𝒷𝑟𝑐𝑡𝓊𝑟𝑐𝑡
𝑜
𝑟𝑐𝑡
−∑𝒷𝑝𝑑𝑡𝓊𝑝𝑑𝑡
𝑜
𝑝𝑑𝑡
=∑𝒷𝑝𝑑𝑡 ln 𝐶𝑝𝑑𝑡
𝑝𝑑𝑡
−∑𝒷𝑟𝑐𝑡
𝑟𝑐𝑡
𝓀𝑇 ln 𝐶𝑟𝑐𝑡 
Defining the equilibrium product 𝐾𝐸𝑞, 
∆𝓊𝑜 = −𝓀𝑇 ln(
∏ 𝐶𝑝𝑑𝑡
𝒷𝑝𝑑𝑡
𝑝𝑑𝑡
∏ 𝐶𝑟𝑐𝑡
𝒷𝑟𝑐𝑡
𝑟𝑐𝑡
) = −𝓀𝑇 ln(𝐾𝐸𝑞) 
For a dissolution of an inorganic salt, 
[𝐴𝒶𝐵𝒷]𝑠 ⇌ 𝒶[𝐴]
𝒷+
𝑎𝑞
+𝒷[𝐵]𝒶−
𝑎𝑞
 
𝑑𝓊 = 𝒶𝓊[𝐴] +𝒷𝓊[𝐵] −𝓊[𝐴𝐵] 
0 = 𝑑𝓊 = 𝒶(𝜇[𝐴]
𝑜 + 𝓀𝑇 ln 𝑎[𝐴]) + 𝒷(𝜇[𝐵]
𝑜 + 𝓀𝑇 ln 𝑎[𝐵]) − (𝜇[𝐴𝐵]
𝑜 + 𝓀𝑇 ln 𝑎[𝐴𝐵]) 
𝒶𝓀𝑇 ln 𝑎[𝐴] +𝒷𝓀𝑇 ln 𝑎[𝐵] − 𝓀𝑇 ln 𝑎[𝐴𝐵] = 𝓊[𝐴𝐵]
𝑜 − 𝒶𝓊[𝐴]
𝑜 −𝒷𝓊[𝐵]
𝑜  
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𝒷𝓊[𝐵]
𝑜 + 𝒶𝓊[𝐴]
𝑜 −𝓊[𝐴𝐵]
𝑜 = −𝓀𝑇 ln(
𝑎[𝐴]
𝒶𝑎[𝐵]
𝒷
𝑎[𝐴𝐵]
) 
Here the equilibrium in the solubility constant 𝐾𝑆𝑃, 
∆𝓊𝑜 = 𝒶𝓊[𝐴]
𝑜 +𝒷𝓊[𝐵]
𝑜 −𝓊[𝐴𝐵]
𝑜 = −𝓀𝑇 ln(𝐾𝑆𝑃) 
A.1.2.  Debye-Hückel Theory 
Apply the Poisson equation for charged species j, 
∇2𝜓𝑗(𝒓) = −
𝜚𝑗(𝒓)
𝜖0𝜖𝑟
 
The distribution of the i species around j is given by Boltzmann statistics, 
𝜌𝑗(𝒓) =∑𝓏𝑖𝑒𝒩𝐴𝐶𝑖 exp (−
𝓏𝑖𝑒𝜓𝑗(𝒓)
𝓀𝑇
)
𝑖
 
∇2𝜓𝑗(𝒓) = −
1
𝜖0𝜖𝑟
∑𝓏𝑖𝑒𝒩𝐴𝐶𝑖 exp(−
𝓏𝑖𝑒𝜓𝑗(𝒓)
𝓀𝑇
)
𝑖
 
This can be simplified using the first two terms of the exponential Taylor expansion, 
exp(𝑥) = 1 − 𝑥 +
𝑥2
2!
−
𝑥3
3!
+ ⋯ 
∇2𝜓𝑗(𝒓) ≅ −
1
𝜖0𝜖𝑟
∑𝓏𝑖𝑒𝒩𝐴𝐶𝑖 (1 −
𝓏𝑖𝑒𝜓𝑗(𝒓)
𝓀𝑇
)
𝑖
 
∇2𝜓𝑗(𝒓) ≅∑
𝓏𝑖
2𝑒2𝒩𝐴𝐶𝑖𝜓𝑗(𝒓)
𝜖0𝜖𝑟𝓀𝑇
𝑖
−∑
𝓏𝑖𝑒𝒩𝐴𝐶𝑖
𝜖0𝜖𝑟
𝑖
 
Electro neutrality state the sum of all charge must be zero. 
0 =∑𝓏𝑖𝑒𝒩𝐴𝐶𝑖
𝑖
 
Defining the inverse Debye screening length 𝜒, 
∇2𝜓𝑗(𝒓) = 𝜒
2𝜓𝑗(𝒓) 
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𝜒2 =
𝑒2𝒩𝐴
𝜖0𝜖𝑟𝓀𝑇
∑𝓏𝑖
2𝐶𝑖
𝑖
 
A.2. Crystallisation Derivations 
A.2.1.  Homogeneous Nucleation 
The free energy of the liquid before nucleation is given as, 
𝒢𝑙 = 𝔪𝑙𝓊𝑙 
The free energy of the liquid after nucleation is given as, 
𝒢𝑐 = (𝔪𝑙 −𝔪𝑐)𝓊𝑙 +𝔪𝑐𝓊𝑐 + 𝒢𝑒𝑥 
𝐺𝑒𝑥  is excess free energy created by the new interface. Therefore change in free energy is, 
∆𝒢 = 𝒢𝑐 − 𝒢𝑙 
∆𝒢 = 𝒢𝑒𝑥 −𝔪𝑐∆𝓊 
Where ∆𝓊 = 𝓊𝑙 −𝓊𝑐.The excess energy of a sphere with interfacial energy 𝛾, 
𝒢𝑒𝑥 = 4𝜋𝑟
2𝛾 
The bulk energy of the new phase, 
𝜌𝑚∆𝓊 = 𝜌𝑚𝓀𝑇 ln(𝑆) 
Substituting back to the total free energy change, 
∆𝐺 = 4𝜋𝑟2𝛾 −
4
3
𝜋𝑟3𝜌𝑚𝓀𝑇 ln(𝑆) 
Differentiating to obtain the maximum free energy needed to form the new phase. This 
energy corresponds to the critical nucleus radius. 
0 =
𝑑(∆𝒢)
𝑑𝑟
= 8𝜋𝑟∗𝛾 − 4𝜋𝑟∗2𝜌𝑚𝓀𝑇 ln(𝑆) 
𝑟∗ =
2𝛾
𝜌𝑚𝓀𝑇 ln(𝑆)
 
Substituting back into the total free energy change, 
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∆𝒢∗ = 4𝜋𝑟∗2𝛾 −
4
3
𝜋𝑟∗3 (
2𝛾
𝑟∗
) =
4
3
𝜋𝛾𝑟∗2 
Substituting into Arrhenius kinetics, 
𝐽 = 𝛽𝑒−
∆𝒢∗
𝓀𝑇 = 𝛽exp(−
16𝜋𝛾3
3𝜌𝑚2(𝓀𝑇)3ln2(𝑆)
) 
A.2.2.  Heterogeneous Nucleation 
In the presence of a substrate, the free energy of the liquid and substrate before nucleation is 
given as, 
𝒢𝑙 = 𝔪𝑙𝓊𝑙 + 𝒢𝑠 + 𝐴𝑠,𝑙𝛾𝑠,𝑙 
After nucleation, 
𝒢𝑐 = (𝔪𝑙 −𝔪𝑐)𝓊𝑙 +𝔪𝑐𝓊𝑐 + 𝒢𝑠 + 𝒢𝑒𝑥 
The excess free energy, 
𝒢𝑒𝑥 = (𝐴𝑠,𝑙 − 𝐴𝑐,𝑠)𝛾𝑠,𝑙 + 𝐴𝑐,𝑠𝛾𝑐,𝑠 + 𝐴𝑐,𝑙𝛾𝑐,𝑙 
Given the difference in free energy is therefore, 
∆𝒢 = 𝐴𝑐,𝑠𝛾𝑐,𝑠 + 𝐴𝑐,𝑙𝛾𝑐,𝑙 − 𝐴𝑐,𝑠𝛾𝑠,𝑙 + 𝒢𝑒𝑥 −𝔪∆𝓊 
Given the geometry of a cap shaped nucleus, 
 
cos 𝜃 =
𝛾𝑠,𝑙 − 𝛾𝑐,𝑠
𝛾𝑐,𝑙
 
𝐴𝑙𝑎𝑡 = 𝐴𝑐,𝑙 = 2𝜋𝑟
2(1 − cos 𝜃) 
𝐴𝑏𝑎𝑠𝑒 = 𝐴𝑐,𝑠 = 𝜋𝑟
2 sin2 𝜃 
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Substituting the geometry of the nucleus into the total change in free energy, 
∆𝒢 = (sin2𝜃(𝛾𝑐,𝑠 − 𝛾𝑠,𝑙) + 2(1 − cos 𝜃)𝛾𝑐,𝑙)𝜋𝑟
2 −𝔪∆𝓊 
∆𝒢 = 𝒻𝑉(𝜃) (4𝜋𝑟
2𝛾𝑐,𝑙 −
4
3
𝜋𝑟3∆𝒢𝑣) 
Where, 
𝒻𝑉(𝜃) =
1
4
(2 + cos 𝜃)(1 − cos 𝜃)2 
Therefore, 
∆𝒢𝐻𝑒𝑡 = 𝒻𝑉(𝜃)∆𝒢𝐻𝑜𝑚 
𝐽 = 𝛽exp(−𝒻𝑉(𝜃)
16𝜋𝛾3
3𝜌𝑚2(𝓀𝑇)3ln2(𝑆)
) 
A.2.3.  Spiral Growth (BCF Theory) 
The ledge is born through the process of surface nucleation (2D), which is analogues to the 
classical nucleation in 3D, 
ln(𝑆) =
𝐸𝐸𝐴𝑚
𝓀𝑇𝑟∗
 
𝐽𝑠𝑢𝑟𝑓 = 𝛽𝑠𝑢𝑟𝑓exp(−
𝜋𝐴𝑚𝐸𝐸
2
(𝓀𝑇)2ln(𝑆)
) 
At the ledge boundary, concentration of adsorbed molecules is assumed to remain at 
equilibrium, and the rates of adsorption and desorption are equal. 
𝑘𝑑𝐶𝑎
𝑠𝑜𝑙 = 𝑘𝑎𝐶
𝑠𝑜𝑙 
Assuming first order adsorption kinetics where 𝑘𝑎 is the adsorption coefficient. The diffusion 
on the crystal surface is given as, 
𝐷 = 𝑘𝑑𝓍𝐿
2 
Where 𝑘𝑑  is the adsorption frequency of molecules, and 𝓍𝑠 is the root mean square 
displacement of a molecule on the surface. The mass balance along the width of a ledge is 
given below. 
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𝐷
𝑑2𝐶𝑎
𝑑𝑧2
+ 𝑘𝑎𝐶 − 𝑘𝑑𝐶𝑎 = 0 
Substituting the diffusion coefficient and rate equilibrium expressions yields the following 
modified equation. 
𝑑2𝐶𝑎
𝑑𝑧2
=
𝐶𝑎
𝓍𝐿2
−
𝐶𝑎
𝑠𝑜𝑙𝐶
𝓍𝐿2𝐶𝑠𝑜𝑙
 
Using the boundary conditions, 
𝑑𝐶𝑎
𝑑𝑧
|
𝑧=0
= 0 
𝐶𝑎(𝐿𝐿/2) = 𝐶
𝑠𝑜𝑙 
Using the substitution, 
𝜉𝐶𝑎(𝐶𝑎) =
𝐶𝑎
𝓍𝐿2
−
𝐶𝑎
𝑠𝑜𝑙𝐶
𝓍𝐿2𝐶𝑠𝑜𝑙
 
𝑑𝜉𝐶𝑎
𝑑𝐶𝑎
=
1
𝓍𝑠2
 
𝑑𝐶𝑎
𝑑𝑧
=
𝑑𝜉𝐶𝑎
𝑑𝑧
𝑑𝐶𝑎
𝑑𝜉𝐶𝑎
= 𝓍𝐿
2
𝑑𝜉𝐶𝑎
𝑑𝑧
 
The mass balance is rewritten as, 
𝑑𝜉𝐶𝑎
𝑑𝑧
=
𝜉𝐶𝑎
𝓍𝐿2
 
Which has a general solution, 
𝜉𝐶𝑎 = 𝐵1
𝑖𝑛𝑡 exp (
𝑧
𝓍𝐿
) + 𝐵2
𝑖𝑛𝑡 exp (−
𝑧
𝓍𝐿
) 
Applying the boundary conditions, the constants are evaluated as, 
𝐵1
𝑖𝑛𝑡 = 𝐵2
𝑖𝑛𝑡 =
𝜉𝐶𝑎(𝐶𝑎
𝑠𝑜𝑙)
cosh (
𝐿𝐿
2𝓍𝐿
)
 
This provides the final analytical solution, 
𝐶𝑎
𝐶𝑎
𝑠𝑜𝑙 =
𝐶
𝐶𝑠𝑜𝑙
− (
𝐶 − 𝐶𝑠𝑜𝑙
𝐶𝑠𝑜𝑙
) 
cosh (
𝑧
𝓍𝑠
)
cosh (
𝐿𝐿
2𝓍𝐿𝐿
)
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The rate of growth of the lattice (in terms of the ledge spacing of the spiral) is therefore 
described by Fick’s first law at the middle of edge of the ledge, as given by the following 
expression. 
𝐺 = −
2𝐷
𝐿𝐿
𝑑𝐶𝑎
𝑑𝑧
|
𝑧=𝐿𝐿 2⁄
 
𝐺 =
2𝐷𝐶𝑎
𝑠𝑜𝑙
𝐿𝑥𝐿
(
𝐶 − 𝐶𝑠𝑜𝑙
𝐶𝑠𝑜𝑙
) 
sinh (
𝐿𝐿
2𝓍𝐿
)
cosh (
𝐿𝐿
2𝓍𝐿
)
 
𝐺 =
2𝐷𝐶𝑎
𝑠𝑜𝑙
𝐿𝓍𝐿𝐶𝑠𝑜𝑙
tanh (
𝐿𝐿
2𝓍𝐿
) (𝐶 − 𝐶∗) 
𝐺 =
2𝓍𝐿𝑘𝑎
𝐿𝐿
tanh (
𝐿𝐿
2𝓍𝐿
) (𝐶 − 𝐶∗) 
When the ledges are far apart (𝐿𝐿 ≫ 2𝓍𝐿), the following approximation is used, 
tanh (𝐿𝐿 2𝓍𝐿) ≅ 1⁄  
𝐺 =
2𝓍𝐿𝑘𝑎
𝐿𝐿
(𝐶 − 𝐶𝑠𝑜𝑙) 
The ledge length be expressed using the modified Gibbs-Thomson equation for surface 
nucleation, combing the equations above with Gibbs-Thomson equation yields the following 
result. 
𝐿𝐿 =
4𝜋𝐸𝐸𝐴𝑚
𝓀𝑇ln(𝑆)
 
when 𝑆 − 1 is small, the following approximation is used, 
ln(𝑆) = ln (
𝐶
𝐶𝑠𝑜𝑙
) ≅
𝐶 − 𝐶𝑠𝑜𝑙
𝐶𝑠𝑜𝑙
 
The crystal spiral growth is given as,  
𝐺 =
2𝓍𝑠𝓀𝑇𝑘𝑎
4𝜋𝐸𝐸𝐴𝑚𝐶∗
(𝐶 − 𝐶𝑠𝑜𝑙)2 
When the ledges are far apart (𝐿𝐿 ≪ 2𝓍𝐿), the following approximation is used, 
tanh (𝐿𝐿 2𝓍𝐿)⁄ ≅ 𝐿𝐿 2𝓍𝐿⁄  
𝐺 = 𝑘𝑎(𝐶 − 𝐶
𝑠𝑜𝑙) 
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A.2.4. Shrinking Core Model 
The quasi steady state governing equation in the unreacted core is Fick’s second law in 
spherical coordinates, 
1
𝑟2
𝜕
𝜕𝑟
(𝐷𝑟2
𝜕𝐶
𝜕𝑟
) = 0 
𝜕𝐶
𝜕𝑟
=
𝐵1
𝐼𝑛𝑡
𝑟2
 
𝐶 = 𝐵2
𝐼𝑛𝑡 −
𝐵1
𝐼𝑛𝑡
𝑟
 
Applying boundary conditions, 
𝑟 = 𝑟𝑝,0, 𝐶 = 𝐶0 
𝑟 = 𝑟𝑝(𝑡), 𝐶 = 0 
𝐵1
𝐼𝑛𝑡 = 𝐶0
𝑟𝑝
1 −
𝑟𝑝
𝑟𝑝,0
 
𝐵2
𝐼𝑛𝑡 = 𝐶0
1
1 −
𝑟𝑝
𝑟𝑝,0
 
The core profile is given as, 
𝐶
𝐶0
=
1 −
𝑟𝑝
𝑟
1 −
𝑟𝑝
𝑟𝑝,0
 
At the boundary, the reactant is consumed at the rate of the diffusive flux, 
𝜕𝑚
𝜕𝑡
= −𝐴𝑝𝐷
𝜕𝐶
𝜕𝑟
|
𝑟=𝑟𝑝
 
𝑚 =
4𝜋
3
𝜌𝑟𝑝
3 
𝐴𝑝 = 4𝜋𝑟𝑝
2 
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4𝜋𝜌𝑟𝑝
2
𝜕𝑟𝑝
𝜕𝑡
= −4𝜋𝑟𝑝
2𝐷
𝜕𝐶
𝜕𝑟
|
𝑟=𝑟𝑝
 
𝜕𝐶
𝜕𝑟
|
𝑟=𝑟𝑝
=
𝐶0
𝑟𝑝
(
𝑟𝑝,0
𝑟𝑝,0 − 𝑟𝑝
) 
The corresponding rate of active particle’s section is hence, 
𝑑𝑟𝑝
𝑑𝑡
= −
𝐷𝐶0
𝜌𝑟𝑝
(
𝑟𝑝,0
𝑟𝑝,0 − 𝑟𝑝
) 
Applying the boundary condition, 
𝑡 = 0, 𝑟𝑝 = 𝑟𝑝,0 
Integrating the equation above gives the particle’s rate of shrinking, 
𝑡𝑝 =
𝜌𝑟𝑝,0
2
6𝐷𝐶0
(1 − 3(
𝑟𝑝
𝑟𝑝,0
)
2
+ 2(
𝑟𝑝
𝑟𝑝,0
)
3
) 
A.2.5.  Avrami Equation at Constant Nucleation and Growth 
The phase transition depends on the rate of growth of a single transition boundary, and the 
rate at which transition point nuclei are formed, 
?̂? = 1 − exp(−𝜐𝐹∫ 𝑁(𝑡𝑁) (∫ 𝐺(
𝑡
𝑡1
𝑡′) 𝑑𝑡′)
𝜐𝐷𝑡
0
 𝑑𝑡𝑁) 
?̂? = 1 − exp(−𝜐𝐹𝑁𝐺
𝜐𝐷∫ (𝑡 − 𝑡𝑁)
𝜐𝐷
𝑡
0
 𝑑𝑡𝑁) 
?̂? = 1 − exp(−𝜐𝐹𝑁𝐺
𝜐𝐷 (−
𝑡
𝜐𝐷 + 1
)
𝜐𝐷+1
) 
?̂? = 1 − exp(−𝜐𝐹𝑁𝐺
𝜐𝐷 (−(−
𝑡𝜐𝐷+1
𝜐𝐷 + 1
))) 
?̂? = 1 − exp (−
𝜐𝐹𝑁𝐺
𝑚𝐷
𝜐𝐷 + 1
𝑡𝜐𝐷+1) 
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A.3. QCM Derivations 
A.3.1.  Sauerbrey Equation Derivation from SHM 
Beginning from the definition of the resonance frequency of a series spring-mass system, 
2𝜋𝑓𝑟 = 𝜔𝑟 = √
𝜅
𝑚
 
The mass of the resonator can be described its thickness, 
𝑚 = 𝜌𝐴𝑑 
The elasticity constant is given as, 
𝜅 =
𝐴𝜋2𝑔
𝑑
 
Substituting back into the definition of resonance, 
2𝜋𝑓𝑟 = √
𝐴2𝜋2𝜌𝑔
𝑚2
 
𝑓𝑟 =
𝐴𝑍
2𝑚
 
Using the relation 𝑍 = √𝜌𝑔. Rewriting the mass and frequency as deviations from unloaded 
resonance, 
𝑓𝑟 + ∆𝑓 =
𝐴𝑍
2(𝑚𝑓 + ∆𝑚)
 
∆𝑓 =
𝐴𝑍
2(𝑚𝑟 + ∆𝑚)
− 𝑓𝑟 =
𝐴𝑍
2(𝑚𝑟 + ∆𝑚)
−
𝐴𝑍
2𝑚𝑟
 
∆𝑓 =
𝐴𝑍
2𝑚𝑟
(
1
1 +
∆𝑚
𝑚𝑟
− 1) =
𝐴𝑍
2𝑚𝑟
(
−∆𝑚
𝑚𝑟 (1 +
∆𝑚
𝑚𝑟
)
) 
If ∆𝑚 ≪ 𝑚𝑟, ∆𝑚/𝑚𝑟 ≅ 0 (small load), 
∆𝑓 = −
𝐴𝑍
2𝑚𝑟2
∆𝑚 
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∆𝑓 = −
2𝑓𝑟
2
𝐴𝑍
∆𝑚 
A.3.2.  Derivation of Mason Equivalent Circuit 
 
[
𝐹1
𝐹2
] = [
𝑍11 𝑍12
𝑍21 𝑍22
] [
?̇?1
?̇?2
] 
𝐹1 = (𝑍11 − 𝑍12)?̇?1 + 𝑍12(?̇?1 + ?̇?2) = 𝑍11?̇?1 + 𝑍12?̇?2 
𝐹2 = (𝑍22 − 𝑍21)?̇?2 + 𝑍12(?̇?1 + ?̇?2) = 𝑍21?̇?1 + 𝑍22?̇?2 
Since both velocities share impedance 𝑍12, impedance 𝑍12 and impedance 𝑍21 become 
symmetric,  
𝑍21 = 𝑍12 
This symmetry means that the circuit responds  identically to an impedance loaded on side 
‘1’ or side ‘2’. Assuming perfectly matched circuit impedance, impedance 𝑍11 and 
impedance 𝑍22 become equal, 
𝑍11 = 𝑍22 
The surface forces can be combined, 
𝐹1 − 𝐹2 = 𝑍11?̇?1 + 𝑍12?̇?2 − 𝑍21?̇?1 − 𝑍22?̇?2 = (𝑍11 − 𝑍12)?̇?1 − (𝑍11−𝑍12)?̇?2 
𝐹1 + 𝐹2 = 𝑍11?̇?1 + 𝑍12?̇?2 + 𝑍21?̇?1 + 𝑍22?̇?2 = (𝑍11 + 𝑍12)?̇?1 + (𝑍12 + 𝑍11)?̇?2 
Which simplifies to, 
𝐹1 − 𝐹2 = (𝑍11 − 𝑍12)(?̇?1 − ?̇?2) 
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𝐹1 + 𝐹2 = (𝑍11 + 𝑍12)(?̇?1 + ?̇?2) 
General solution to displacement wave, 
𝑢 = 𝐵1
𝑖𝑛𝑡 sin(𝜈𝑞𝑢) + 𝐵2
𝑖𝑛𝑡 cos(𝜈𝑞𝑢) 
At the boundary condition 
𝑢 = ℎ𝑞 
𝑢 = 𝑢1 
The displacement field is given as 
𝑢1 = 𝐵1
𝑖𝑛𝑡 sin(𝜈𝑞ℎ𝑞) + 𝐵2
𝑖𝑛𝑡 cos(𝜈𝑞ℎ𝑞) 
The velocity can be obtained from the displacement field using the relation (Fourier 
transform of derivative) 
?̇? = 𝒾𝜔𝑢 
?̇?1 = 𝒾𝜔(𝐵1
𝑖𝑛𝑡 sin(𝜈𝑞ℎ𝑞) + 𝐵2
𝑖𝑛𝑡 cos(𝜈𝑞ℎ𝑞)) 
At the opposite end, 
𝑢 = −ℎ 
𝑢 = 𝑢2 
𝑢2 = 𝐵1
𝑖𝑛𝑡 sin(−𝜈𝑞ℎ𝑞) + 𝐵2
𝑖𝑛𝑡 cos(−𝜈𝑞ℎ𝑞) = 𝐵2
𝑖𝑛𝑡 cos(𝜈𝑞ℎ𝑞) − 𝐵1
𝑖𝑛𝑡 sin(𝜈𝑞ℎ𝑞) 
The velocity is moving in the opposite direction, so a negative sign is added, 
?̇? = −𝒾𝜔𝑢 
?̇?2 = 𝒾𝜔(𝐵1
𝑖𝑛𝑡 sin(𝜈𝑞ℎ𝑞) − 𝐵2
𝑖𝑛𝑡 cos(𝜈𝑞ℎ𝑞)) 
The velocities are used to calculate the following relations, 
?̇?1 − ?̇?2 = 2𝒾𝜔𝐵2
𝑖𝑛𝑡 cos(𝜃) 
?̇?1 + ?̇?2 = 2𝒾𝜔𝐵1
𝑖𝑛𝑡 sin(𝜃) 
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The force is defined as, 
𝐹 = 𝐴𝑔
𝜕𝑢
𝜕𝑥
 
𝜕𝑢
𝜕𝑥
= 𝐵1
𝑖𝑛𝑡𝜈𝑞 cos(𝜈𝑞𝑥) − 𝐵2
𝑖𝑛𝑡𝜈𝑞 sin(𝜈𝑞𝑥) 
𝐹 = 𝐴𝑔(𝐵1
𝑖𝑛𝑡𝜈𝑞 cos(𝜈𝑞𝑥) − 𝐵2
𝑖𝑛𝑡𝑘 sin(𝜈𝑞𝑥)) 
Using the relations, 
𝑍 = 𝑐𝜌 
𝑍 = √𝜌𝑔 
The wave number is related to the impedance through, 
𝜈𝑞 =
𝜔
𝑐
=
𝜌𝜔
𝑍
=
𝜔𝑍
𝑔
 
𝐹 = 𝐴𝜔𝑍(𝐵1
𝑖𝑛𝑡 cos(𝜈𝑞𝑥) − 𝐵2
𝑖𝑛𝑡 sin(𝜈𝑞𝑥)) 
Defining the force at the boundaries, 
𝐹1 = 𝐴𝜔𝑍(𝐵1
𝑖𝑛𝑡 cos(𝜈𝑞ℎ𝑞)−𝐵2
𝑖𝑛𝑡 sin(𝜈𝑞ℎ𝑞)) 
𝐹2 = 𝐴𝜔𝑍(𝐵1
𝑖𝑛𝑡 cos(𝜈𝑞ℎ𝑞)+𝐵2
𝑖𝑛𝑡 sin(𝜈𝑞ℎ𝑞)) 
Therefore, 
𝐹1 − 𝐹2 = −2𝐴𝜔𝑍𝐵2
𝑖𝑛𝑡 sin(𝜈𝑞ℎ𝑞) 
𝐹1 + 𝐹2 = 2𝐴𝜔𝑍𝐵1
𝑖𝑛𝑡 cos(𝜈𝑞ℎ𝑞) 
Rearrange original force equations, 
𝑍11 − 𝑍12 =
𝐹1 − 𝐹2
?̇?1 − ?̇?2
=
= −2𝐴𝜔𝑍𝐵2
𝑖𝑛𝑡 sin(𝜈𝑞ℎ𝑞)
2𝒾𝜔𝐵2
𝑖𝑛𝑡 cos(𝜈𝑞ℎ𝑞)
= 𝒾𝐴𝑍 tan(𝜈𝑞ℎ𝑞) 
𝑍11 + 𝑍12 =
𝐹1 + 𝐹2
?̇?1 + ?̇?2
=
2𝐴𝜔𝑍𝐵1
𝑖𝑛𝑡 cos(𝜃)
2𝒾𝜔𝐵1
𝑖𝑛𝑡 sin(𝜃)
= −𝒾𝐴𝑍 cot(𝜈𝑞ℎ𝑞) 
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Therefore, 
𝑍11 =
𝒾𝐴𝑍
2
(tan(𝜈𝑞ℎ𝑞) − cot(𝜈𝑞ℎ𝑞)) 
𝑍12 = −
𝑖𝐴𝑍
2
(tan(𝜈𝑞ℎ𝑞) + cot(𝜈𝑞ℎ𝑞)) =
−𝒾𝐴𝑍
sin(2𝜈𝑞ℎ𝑞)
 
Where 2ℎ𝑞 = 𝑑𝑞. 
A.3.3.  Derivation of Sauerbrey Equation from Mason Circuits 
The Sauerbrey equation can be obtained by using an unloaded Mason equivalent circuit. 
 
2ℎ𝑞 = 𝑑𝑞 
1
sin(2𝜈𝑞ℎ𝑞)
=
tan(𝜈𝑞ℎ𝑞) + cot(𝜈𝑞ℎ𝑞)
2
 
The total impedance is given as, 
𝑍𝑇𝑜𝑡 =
−𝒾𝐴𝑍
2
(tan(𝜈𝑞ℎ𝑞) + cot(𝜈𝑞ℎ𝑞)) +
1
1
𝒾𝐴𝑍 tan(𝜈𝑞ℎ𝑞)
+
1
𝒾𝐴𝑍 tan(𝜈𝑞ℎ𝑞)
 
𝑍𝑇𝑜𝑡 =
−𝒾𝐴𝑍
2
(tan(𝜈𝑞ℎ𝑞) + cot(𝜈𝑞ℎ𝑞)) +
𝒾𝐴𝑍
2
tan(𝜈𝑞ℎ𝑞) 
𝑍𝑇𝑜𝑡 =
𝒾𝐴𝑍
2
cot(𝜈𝑞ℎ𝑞) 
At resonance 𝑍𝑇𝑜𝑡 = 0, 
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cot(𝜈𝑞ℎ𝑞) = 0 
The periodicity of the cotangent represents the harmonics of the resonance, 
𝜈𝑞ℎ𝑞 =
𝜋𝑓𝑟𝑚
𝐴𝑍
=
𝓃𝜋
2
 
Where 𝓃 = 1,3,5… 
A.3.4.  Derivation of Mason Circuit with a Surface Impedance 
When applying a surface impedance 𝑍𝑠𝑢𝑟𝑓, the total impedance is given as, 
0 = 𝑍𝑇𝑜𝑡 =
−𝒾𝐴𝑍𝑞
2
(tan(𝜈𝑞ℎ𝑞) + cot(𝜈𝑞ℎ𝑞)) +
1
1
𝒾𝐴𝑍 tan(𝜈𝑞ℎ𝑞)
+
1
𝒾𝐴𝑍 tan(𝜈𝑞ℎ𝑞) + 𝑍𝑠𝑢𝑟𝑓
 
Which we can rearrange, 
𝒾𝐴𝑍
2
(tan(𝜈𝑞ℎ𝑞) + cot(𝜈𝑞ℎ𝑞)) =
𝒾𝐴𝑍𝑞 tan(𝜈𝑞ℎ𝑞) (𝒾𝐴𝑍𝑞 tan(𝜈𝑞ℎ𝑞) + 𝑍𝑠𝑢𝑟𝑓)
2𝒾𝐴𝑍𝑞 tan(𝜈𝑞ℎ𝑞) + 𝑍𝑠𝑢𝑟𝑓
 
𝒾𝐴𝑍
2
(tan(𝜈𝑞ℎ𝑞) + cot(𝜈𝑞ℎ𝑞))(2𝒾𝐴𝑍𝑞 tan(𝜈𝑞ℎ𝑞) + 𝑍𝑠𝑢𝑟𝑓)
= 𝒾𝐴𝑍𝑞 tan(𝜈𝑞ℎ𝑞) (𝒾𝐴𝑍𝑞 tan(𝜈𝑞ℎ𝑞) + 𝑍𝑠𝑢𝑟𝑓) 
 
(tan(𝜈𝑞ℎ𝑞) + cot(𝜈𝑞ℎ𝑞))(2𝒾𝐴𝑍𝑞 tan(𝑍𝑠𝑢𝑟𝑓) + 𝑍𝑠𝑢𝑟𝑓)
= 2 tan(𝜈𝑞ℎ𝑞) (𝒾𝐴𝑍𝑞 tan(𝜈𝑞ℎ𝑞) + 𝑍𝑠𝑢𝑟𝑓) 
 
2𝒾𝐴𝑍𝑞 tan(𝜈𝑞ℎ𝑞) (tan(𝜈𝑞ℎ𝑞) +
1
tan(𝜈𝑞ℎ𝑞)
) + 𝑍𝑠𝑢𝑟𝑓 (tan(𝜈𝑞ℎ𝑞) +
1
tan(𝜈𝑞ℎ𝑞)
)
= 2𝒾𝐴𝑍𝑞 tan
2(𝜈𝑞ℎ𝑞) + 2 tan(𝜈𝑞ℎ𝑞) 𝑍𝑠𝑢𝑟𝑓 
2𝒾𝐴𝑍𝑞 (tan(𝜈𝑞ℎ𝑞) +
1
tan(𝜈𝑞ℎ𝑞)
) + 𝑍𝑠𝑢𝑟𝑓 (1 +
1
tan2(𝜈𝑞ℎ𝑞)
) = 2𝒾𝐴𝑍𝑞 tan(𝜈𝑞ℎ𝑞) + 2𝑍𝑠𝑢𝑟𝑓 
2𝒾𝐴𝑍𝑞 (tan(𝜈𝑞ℎ𝑞) +
1
tan(𝜈𝑞ℎ𝑞)
) − 2𝒾𝐴𝑍𝑞 tan(𝜈𝑞ℎ𝑞) = 2𝑍𝑠𝑢𝑟𝑓 − 𝑍𝑠𝑢𝑟𝑓 (1 +
1
tan2(𝜈𝑞ℎ𝑞)
) 
2𝒾𝐴𝑍𝑞
tan(𝜈𝑞ℎ𝑞)
= 𝑍𝑠𝑢𝑟𝑓 (1 −
1
tan2(𝜈𝑞ℎ𝑞)
) 
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𝑍𝑠𝑢𝑟𝑓
𝒾𝐴𝑍𝑞
=
2 tan(𝜈𝑞ℎ𝑞)
tan2(𝜈𝑞ℎ𝑞) − 1
 
𝑍𝑠𝑢𝑟𝑓
𝒾𝐴𝑍𝑞
= − tan(2𝜈𝑞ℎ𝑞) 
−𝒾𝐴𝑍𝑞 tan(𝜈𝑞𝑑𝑞) = 𝑍𝑠𝑢𝑟𝑓 
A.3.5.  Small load approximation 
Starting from the identity, 
𝜈𝑞𝑑𝑞 =
2𝜋𝑓
𝑐𝑞
𝑑𝑞 =
2𝜋𝑓𝑚
𝐴𝑍
= 𝓃𝜋 
For 𝓃 = 1,3,5… 
tan(𝜈𝑞𝑑𝑞) = tan(
2𝜋𝑑𝑞
𝑐𝑞
𝑓𝑟 +
2𝜋𝑑𝑞
𝑐𝑞
∆𝑓) = tan(𝓃𝜋 +
2𝜋𝑑𝑞
𝑐𝑞
∆𝑓) 
This allows the use of the identity, 
tan(𝓃𝜋 + 𝜈𝑞𝑑𝑞) = tan(𝜈𝑞𝑑𝑞) 
Such that, 
tan (
2𝜋𝑑
𝑐
∆𝑓) = tan (𝜋
∆𝑓
𝑓𝑟
) 
As before, 
𝜋
𝑓𝑟
=
2𝜋𝑑
𝑐
 
The relation above can be linearised using a first order Taylor expansion of the tangent 
function, 
tan(𝜈𝑞𝑑𝑞) = 𝜈𝑞𝑑𝑞 +
(𝜈𝑞𝑑𝑞)
3
3
+
2(𝜈𝑞𝑑𝑞)
5
15
+⋯ 
tan (𝜋
∆𝑓
𝑓𝑟
) ≅ 𝜋
∆𝑓
𝑓𝑟
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𝜋
∆𝑓
𝑓𝑟
=
𝑖
𝐴𝑍𝑞
𝑍𝑠𝑢𝑟𝑓 
The small load approximation is typically set at Δ𝑓 < 0.02𝑓𝑟. Setting the surface impedance 
to a purely inertial load, 
𝜋
∆𝑓
𝑓𝑟
=
𝑖
𝐴𝑍𝑞
𝑖𝜔∆𝑚 
Here 𝜔 = 2𝜋𝑓𝓃, 
∆𝑓 = −
2𝓃𝑓𝑟
2
𝐴𝑍𝑞
∆𝑚 
A.3.6.  Surface impedance of a viscoelastic layer 
A viscoelastic layer is described by the addition of a T-circuit to the original Mason circuit. 
 
2ℎ𝑓 = 𝑑𝑓 
The surface impedance is given as, 
𝑍𝑠𝑢𝑟𝑓 = 𝒾𝐴𝑍𝑓 tan(𝜈𝑓ℎ𝑓) +
1
1
𝒾𝐴𝑍𝑓 tan(𝜈𝑓ℎ𝑓)
−
sin(𝜈𝑓𝑑𝑓)
𝒾𝐴𝑍𝑓
 
𝑍𝑠𝑢𝑟𝑓 = 𝒾𝐴𝑍𝑓 tan(𝜈𝑓ℎ𝑓) +
𝒾𝐴𝑍𝑓
1
tan(𝜈𝑓ℎ𝑓)
−
2
tan(𝜈𝑓ℎ𝑓) +
1
tan(𝜈𝑓ℎ𝑓)
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𝑍𝑠𝑢𝑟𝑓 = 𝒾𝐴𝑍𝑓 tan(𝜈𝑓ℎ𝑓) +
𝒾𝐴𝑍𝑓
1
tan(𝜈𝑓ℎ𝑓)
−
2 tan(𝜈𝑓ℎ𝑓)
1 + tan2(𝜈𝑓ℎ𝑓)
 
𝑍𝑠𝑢𝑟𝑓 = 𝒾𝐴𝑍𝑓 tan(𝜈𝑓ℎ𝑓)
(
 
 
1 +
1
1 −
2 tan2(𝜈𝑓ℎ𝑓)
1 + tan2(𝜈𝑓ℎ𝑓))
 
 
 
𝑍𝑠𝑢𝑟𝑓 = 𝒾𝐴𝑍𝑓 tan(𝜈𝑓ℎ𝑓) (1 +
1 + tan2(𝜈𝑓ℎ𝑓)
1 − tan2(𝜈𝑓ℎ𝑓)
) = 𝒾𝐴𝑍𝑓 (
2 tan(𝜈𝑓ℎ𝑓)
1 − tan2(𝜈𝑓ℎ𝑓)
) = 𝒾𝐴𝑍𝑓 tan(𝜈𝑓𝑑𝑓) 
𝑍𝑠𝑢𝑟𝑓 = 𝒾𝐴𝑍𝑓 tan(𝜈𝑓𝑑𝑓) 
tan(𝜈𝑞𝑑𝑞) = −
𝑍𝑓
𝑍𝑞
tan(𝜈𝑓𝑑𝑓) 
Substituting into the small load approximation of the full Mason circuit, 
∆𝑓
𝑓𝑟
= −
𝑍𝑓
𝜋𝑍𝑞
tan(𝜈𝑓𝑑𝑓) 
A.3.7.  Viscoelastic Models 
Kelvin-Voigt viscoelastic model at constant stress, 
𝑠 = 𝑌𝓌 +𝓇𝓌
𝑑𝓌
𝑑𝑡
 
𝑡 = ∫ 𝑑𝑡′
𝑡
0
= ∫
1
𝑠
𝓇𝓌
−
𝑌
𝓇𝓌
𝓌′
 𝑑𝓌′
𝓌
0
= −
𝓇𝓌
𝑌
ln(
𝑠
𝓇𝓌
−
𝑌
𝓇𝓌
𝓌
𝑠
𝓇𝓌
) = −
𝓇𝓌
𝑌
ln (1 −
𝑌
𝑠
𝓌) 
Kelvin-Voigt viscoelastic model impedance, 
𝐹 = 𝐴𝑠 
𝑢 = 𝐿𝓌 
𝑍𝓌 =
𝐴𝑍
𝐿
 
𝑠 = 𝑌𝓌 +𝓇𝓌
𝑑𝓌
𝑑𝑡
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𝑖𝜔𝑠
𝑌 + 𝑖𝜔𝓇𝓌
= 𝒾𝜔𝓌 
𝑚𝓌
𝑑𝓌
𝑑𝑡
= ∫ 𝑠 𝑑𝑡′
𝑡
0
 
𝒾𝜔𝓌 =
𝒾𝜔
𝑌 + 𝒾𝜔𝓇𝓌
𝑠 +
1
𝒾𝜔𝑚𝓌
𝑠 = 𝑠 (
𝒾𝜔
𝑌 + 𝒾𝜔𝓇𝓌
+
1
𝒾𝜔𝑚𝓌
) 
𝑍𝓌 = 𝑠
𝑑𝑡
𝑑𝓌
=
𝑠
𝒾𝜔𝓌
 
𝑍𝓌 =
1
𝒾𝜔
𝑌 + 𝒾𝜔𝓇𝓌
+
1
𝒾𝜔𝑚𝓌
 
𝑍 =
1
1
𝜅
𝒾𝜔 + 𝓇
+
1
𝒾𝜔𝑚
 
Maxwell viscoelastic model impedance, 
𝑑𝓌
𝑑𝑡
=
𝑠
𝓇𝓌
+
1
𝑌
𝑑𝑠
𝑑𝑡
+
1
𝑚𝓌
∫ 𝑠 𝑑𝑡′
𝑡
0
 
𝒾𝜔𝓌 =
1
𝓇𝓌
𝑠 +
𝒾𝜔
𝑌
𝑠 +
1
𝒾𝜔𝑚𝓌
𝑠 = 𝑠 (
1
𝓇𝓌
+
𝒾𝜔
𝑌
+
1
𝒾𝜔𝑚𝓌
) 
𝑍𝓌 = 𝑠
𝑑𝑡
𝑑𝓌
=
𝑠
𝒾𝜔𝓌
 
1 = 𝑍𝓌 (
1
𝓇𝓌
+
𝒾𝜔
𝑌
+
1
𝒾𝜔𝑚𝓌
) 
𝑍𝓌 =
1
1
𝓇𝓌
+
𝒾𝜔
𝑌 +
1
𝒾𝜔𝑚𝓌
 
𝑍 =
1
1
𝑅 +
𝒾𝜔
𝜅 +
1
𝒾𝜔𝑚
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A.4. Analytical Methods Derivations 
A.4.1.  Mie Scattering 
Using Gauss’s law, it is assumed that the charge density of the particle and medium is zero, 
and together with Gauss’s law of magnetism, it is shown than both the electric and magnetic 
fields are divergence free. 
∇ ∙ 𝓔 = ∇ ∙ 𝑯 = 0 
Maxwell’s equation can be rearranged using the vector calculus identity, 
∇ × (∇ × 𝓔) = ∇(∇ ∙ 𝓔) − ∇2𝓔 
To describe the electric and magnetic fields in the form of Helmholtz wave equation, 
∇2𝓔 + 𝜈2𝓔 = 0 
∇2𝑯+ 𝜈2𝑯 = 0 
Where 𝜈 is the wavenumber of the light in the medium. 
𝜈 =
𝜔2
𝑐𝐸𝑀2
= 𝜇𝐸𝑀𝜖𝜔
2 
To solve Maxwell’s equation two intermediate vector fields are introduced. The first field is 
defined as, 
𝑴𝐸𝑀 = ∇ × (𝒓𝜓𝐸𝑀) 
Here 𝜓𝐸𝑀 is known as the generating function and 𝒓 is spatial coordinate vector. The second 
is defined in a way which resembles the relation between the electric and magnetic fields. 
𝜈𝑵𝐸𝑀 = ∇ ×𝑴𝐸𝑀 
𝜈𝑴𝐸𝑀 = ∇ × 𝑵𝐸𝑀 
The spherical waves equation can be solved for the scalar field, 
∇2𝜓𝐸𝑀 + 𝜈2𝜓𝐸𝑀 = 0 
In spherical coordinates the general solution in three dimensions is given as, 
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1
𝑟2
𝜕
𝜕𝑟
(𝑟2
𝜕𝜓𝐸𝑀
𝜕𝑟
) +
1
𝑟2 sin 𝜗
𝜕
𝜕𝜗
(sin 𝜗
𝜕𝜓𝐸𝑀
𝜕𝜗
) +
1
𝑟2 sin2 𝜗
𝜕2𝜓𝐸𝑀
𝜕𝜁2
+ 𝜈2𝜓𝐸𝑀 = 0 
This equation is separated into three ODE’s, 
𝜓𝐸𝑀(𝑟, 𝜗, 𝜁) = ℜ(𝑟)Θ(𝜗)ℨ(𝜁) 
𝑟2
𝑑2ℜ
𝑑𝑟2
+ 2𝑟
𝑑ℜ
𝑑𝑟
+ (𝜈2𝑟2 − 𝐵1
𝐸𝑀2)ℜ = 0 
sin2 𝜗
𝑑2Θ
𝑑(cos 𝜗)2
− 2 cos 𝜗
𝑑Θ
𝑑(cos 𝜗)
+ (𝐵1
𝐸𝑀 −
𝐵2
𝐸𝑀2
sin2 𝜗
) = 0 
𝜕2ℨ
𝜕𝜁2
+ ℓ2ℨ = 0 
Which are solved to give the function, 
𝜓𝐸𝑀(𝑟, 𝜗, 𝜁) = √
2
𝜋
 𝒫𝑗𝑏
𝑗𝑎(𝜈𝑟) 𝒵𝑗𝑏(cos 𝜗)  exp(𝒾ℓ𝜁) 
Where 𝒫𝑗𝑏
𝑗𝑎 is the Legendre associated polynomial of the first kind and 𝒵𝑗𝑏  can be either the 
spherical Bessel or Hankel function of the first or second kind, of degree 𝑗𝑏 and order 𝑗𝑎. This 
is known as the scalar solution of Mie scattering. The vector solution of the scattered electric 
and magnetic fields can be found by applying the scalar solution to intermediate vector fields. 
In order to expresses the transition of the wave from the medium to the particle, the field in 
the particle is expressed using the following boundary condition. 
(𝓔𝑖𝑛𝑐 + 𝓔𝑠𝑐𝑎 − 𝓔𝑃) × 𝒓 = (𝑯𝑖𝑛𝑐
𝐸𝑀 +𝑯𝑠𝑐𝑎
𝐸𝑀 −𝑯𝑝
𝐸𝑀) × 𝒓 = 0 
This condition suggests that the magnitude of particle’s internal field is a sum of incident and 
scattered field. The final form of the vector solution is given as, 
𝓔𝑜𝑟𝑔 = ℰ0∑𝒾
𝑗
2𝑗 + 1
𝑗(𝑗 + 1)
∞
𝑗=1
(𝒾𝑎𝑗
𝑀𝑵𝑒,𝑗
𝐸𝑀 − 𝑏𝑗
𝑀𝑴𝑜,𝑗
𝐸𝑀) 
𝑯𝑜𝑟𝑔
𝐸𝑀 = ℰ0∑𝒾
𝑗
2𝑗 + 1
𝑗(𝑗 + 1)
∞
𝑗=1
(𝒾𝑏𝑗
𝑀𝑵𝑜,𝑗
𝐸𝑀 + 𝑎𝑗
𝑀𝑴𝑒,𝑗
𝐸𝑀) 
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Where 𝑎𝑗 and 𝑏𝑗 are known as the Mie coefficients. 
𝑎𝑗
𝑀 =
𝓂2𝒥𝑗
𝐵(𝓂𝑥𝑀)
𝜕
𝜕𝑥𝑀
(𝑥𝑀𝒥𝑗
𝐵(𝑥𝑀)) − 𝒥𝑗
𝐵(𝑥𝑀)
𝜕
𝜕𝑥𝑀
(𝓂𝑥𝑀𝒥𝑗
𝐵(𝓂𝑥𝑀))
𝓂2𝒥𝑗
𝐵(𝓂𝑥𝑀)
𝜕
𝜕𝑥𝑀
(𝑥𝑀ℎ𝑛1(𝑥𝑀)) − ℎ𝑛1(𝑥𝑀)
𝜕
𝜕𝑥𝑀
(𝓂𝑥𝑀𝒥𝑗
𝐵(𝓂𝑥𝑀))
 
𝑏𝑗
𝑀 =
𝒥𝑗
𝐵(𝓂𝑥𝑀)
𝜕
𝜕𝑥𝑀
(𝑥𝑀𝒥𝑗
𝐵(𝑥𝑀)) − 𝒥𝑗
𝐵(𝑥𝑀)
𝜕
𝜕𝑥𝑀
(𝓂𝑥𝑀𝒥𝑗
𝐵(𝓂𝑥𝑀))
𝒥𝑗
𝐵(𝓂𝑥𝑀)
𝜕
𝜕𝑥𝑀
(𝑥𝑀ℎ𝑛1(𝑥𝑀)) − ℎ𝑛1(𝑥𝑀)
𝜕
𝜕𝑥𝑀
(𝓂𝑥𝑀𝒥𝑗
𝐵(𝓂𝑥𝑀))
 
Where, 
𝑥𝑀 = 𝜈𝑟𝑝 
𝓂 =
𝑛𝑝
𝑟
𝑛𝑟
 
A useful quantity is the scattering cross section, defined as, 
𝐴𝑠𝑐𝑎 =
𝑃
𝔦𝑖𝑛𝑐
𝐸𝑀 =
1
2
ℛℯ (∫ ∫𝓔𝑠𝑐𝑎 × 𝑯𝑠𝑐𝑎
𝐸𝑀 sin 𝜗  𝑑𝜗 𝑑𝜁
𝜋
0
2𝜋
0
) 
𝐴𝑠𝑐𝑎 =
2𝜋
𝜈2
∑(2𝑗 + 1) (|𝑎𝑗|
2
+ |𝑏𝑗|
2
)
∞
𝑗=1
 
A common simplification is the Rayleigh approximation, which take on the first terms of Mie 
coefficients only. Using the approximations, 
𝒥1
𝐵(𝑥𝑀) =
𝑥𝑀
3
 
(𝑥𝑀𝒥1
𝐵(𝑥𝑀))
′
=
2𝑥𝑀
3
 
ℎ1
1(𝑥𝑀) =
𝑥
3
−
𝒾
𝑥𝑀2
 
(𝑥𝑀ℎ1
1(𝑥𝑀))
′
=
2𝑥
3
+
𝒾
𝑥𝑀2
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𝑎1
𝑀 = 1 −
1
1 − 𝒾
2𝑥𝑀3
3 (
𝓂2 − 1
𝓂2 + 2
)
 
Neglecting all terms of order higher than 4, 
𝑎1
𝑀 = −𝒾
2𝑥𝑀
3
3
(
𝓂2 − 1
𝓂2 + 2
) + 𝒪(𝑥𝑀
5) 
𝑏1
𝑀 = 0 
Substituting back, and using the definition 𝜈 = 2𝜋/𝜆, 
𝐴𝑠𝑐𝑎 =
𝜆2
2𝜋
3 |−𝒾
2𝑥𝑀
3
3
(
𝓂2 − 1
𝓂2 + 2
)|
2
=
2
3𝜋
𝜆2𝑥𝑀
6 (
𝓂2 − 1
𝓂2 + 2
)
2
=
128𝜋5𝑟𝑝
6
3𝜆4
(
𝓂2 − 1
𝓂2 + 2
)
2
 
Parallel an perpendicular intensity fields are define using the expressed as, 
𝔦∥ = |∑
2𝑗 + 1
𝑗(𝑗 + 1)
(𝑎𝑗
𝑀
𝜕𝒫𝑗
1
𝜕𝜗
+ 𝑏𝑗
𝑀
𝒫𝑗
1
sin 𝜗
)
𝑗
|
2
 
𝔦⊥ = |∑
2𝑗 + 1
𝑗(𝑗 + 1)
(𝑎𝑗
𝑀
𝒫𝑗
1
sin 𝜗
+ 𝑏𝑗
𝑀
𝜕𝒫𝑗
1
𝜕𝜗
)
𝑗
|
2
 
Where, 
𝒫1
1
sin 𝜗
= 1 
𝜕𝒫1
1
𝜕𝜗
= cos 𝜗 
Therefore the intensity field of Rayleigh scattering is given as the sum of the parallel and 
perpendicular polarised intensities, 
𝔦𝑇𝑜𝑡 = 𝔦∥ + 𝔦⊥ = |
3
2
𝑎𝑗
𝑀|
2
+ |
3
2
cos 𝜗 𝑎𝑗
𝑀|
2
=
9
4
|𝑎𝑗
𝑀|
2
(1 + cos2 𝜗) 
𝔦𝑇𝑜𝑡 = 𝑥𝑀
6(1 + cos2 𝜗) (
𝓂2 − 1
𝓂2 + 2
)
2
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A.4.2.  BET Equation derivation 
Considering a single site’s mass balance, 
𝑑𝐶1
𝑑𝑡
= 𝑘1𝑝𝐶𝑎𝑢 − 𝑘−1𝐶𝑎1 
Where the adsorption constant is described by the Hertz-Knudsen equation (derived from 
Maxwell-Boltzmann kinetics), 
𝑘1 =
𝜆𝐶𝑝𝐴
√2𝜋𝑚𝓀𝑇
 
And desorption constant is obtained through Arrhenius kinetics, 
𝑘−1 = 𝛽1𝑒
−
𝐸1
𝓀𝑇 
At equilibrium the mass balance is set to zero. Using the expression, 
𝐶𝑎1 = 𝐾1𝑝𝐶𝑎𝑢 
The fractional coverage is given as, 
?̂? =
𝑉
𝑉𝑚𝑜𝑛𝑜
=
𝐶𝑎1
𝐶𝑎𝑢 + 𝐶𝑎1
=
𝐾1𝑝
1 + 𝐾1𝑝
 
Where the equilibrium constant is given as, 
𝐾1 =
𝑘1
𝑘−1
=
𝜆𝐶𝑝𝐴
√2𝜋𝑚𝓀𝑇
𝑒−
𝐸1
𝓀𝑇 = 𝛽1𝑒
−
𝐸1
𝓀𝑇 
BET theory assumes that molecules can adsorb in column on sights from an infinite reservoir 
(the ambient pressure), 
𝑝 + 𝐶𝑎(𝑖−1) ⇌ 𝐶𝑎𝑖 
The ith layer is assumed to be in equilibrium with the previous layer. This can be related back 
to the concentration of free sites using a product series, 
𝐶𝑎𝑖 = 𝐾𝑖𝑝𝐶𝑎(𝑖−1) = 𝐶𝑎𝑢∏𝐾𝑗
𝑖
𝑗=1
𝑝𝑖 = 𝐶𝑎𝑢𝐾1𝐾∞
𝑖−1𝑝𝑖 = 𝐶𝑎𝑢𝛽𝐵𝐸𝑇?̂?
𝑖 
The BET constant is defined as, 
𝛽𝐵𝐸𝑇 =
𝐾1
𝐾∞
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Relative pressure is defined as, 
?̂? = 𝐾∞𝑝 =
𝑝
𝑝𝑠𝑎𝑡
 
The volume of adsorbed molecules is given as, 
𝑉 =∑𝑖𝐶𝑎𝑖
∞
𝑖=0
=∑𝑖𝐶𝑎𝑖
∞
𝑖=1
= 𝐶𝑎𝑢𝛽𝐵𝐸𝑇∑𝑖?̂?
𝑖
∞
𝑖=1
 
The volume of an adsorbed monolayer, 
𝑉𝑚𝑜𝑛𝑜 = 𝐶𝑎𝑢𝛽𝐵𝐸𝑇∑?̂?
𝑖
∞
𝑖=0
= 𝐶𝑎𝑢 (1 + 𝛽𝐵𝐸𝑇∑?̂?
𝑖
∞
𝑖=1
) 
The convergence of infinite series can be substituted such that, 
∑?̂?𝑖
∞
𝑖=1
=
?̂?
1 − ?̂?
 
Taking the derivative, 
𝑑
𝑑?̂?
∑?̂?𝑖
∞
𝑖=1
=∑𝑖?̂?𝑖−1
∞
𝑖=1
=
1
1 − ?̂?
+
?̂?
(1 − ?̂?)2
 
1
?̂?
(∑𝑖?̂?𝑖
∞
𝑖=1
−
?̂?
1 − ?̂?
) =
?̂?
(1 − ?̂?)2
 
1
?̂?
(∑𝑖?̂?𝑖
∞
𝑖=1
−∑?̂?𝑖
∞
𝑖=1
) =
1
?̂?
∑𝑖?̂?𝑖+1
∞
𝑖=1
=∑𝑖?̂?𝑖
∞
𝑖=1
 
∑𝑖?̂?𝑖
∞
𝑖=1
=
?̂?
(1 − ?̂?)2
 
The relative volume is defined as the ratio of the volume of adsorbed molecules to the 
volume of a monolayer. Using the expressions above for infinite series, the expression for 
relative volume is simplified to give, 
?̂? =
𝑉
𝑉𝑚𝑜𝑛𝑜
=
𝛽𝐵𝐸𝑇?̂?
(1 − ?̂?)2
1 +
𝛽𝐵𝐸𝑇?̂?
1 − ?̂?
 
?̂? =
𝛽𝐵𝐸𝑇?̂?
(1 − ?̂?)2 + 𝛽𝐵𝐸𝑇?̂?(1 − ?̂?)
 
?̂? =
𝛽𝐵𝐸𝑇?̂?
(1 + (𝛽𝐵𝐸𝑇 − 1)?̂?)(1 − ?̂?)
 
 
Appendix A. Derivations 
 
244 
 
A.5. Numerical Methods Derivations 
A.5.1.  Von Neumann Analysis on Central-Forward 
The one dimensional convection equation given as, 
𝜕𝑛
𝜕𝑡
+ 𝐺
𝜕𝑛
𝜕𝑥
= 0 
Using forward differencing in time, and central differencing in space, 
𝑛𝑖
𝑗+1 − 𝑛𝑖
𝑗
𝒽𝑡
+ 𝐺
𝑛𝑖+1
𝑗 − 𝑛𝑖−1
𝑗
2𝒽
= 0 
𝑛𝑖
𝑗+1 − 𝑛𝑖
𝑗 = −
𝐺𝒽𝑡
2𝒽
(𝑛𝑖+1
𝑗 − 𝑛𝑖−1
𝑗 ) 
Assuming the error function is given as, 
ℯ𝑁𝑖
𝑗 = ℯ𝐴𝑚𝑝(𝑡) exp(𝒾𝜈𝑥) 
ℯ𝐴𝑚𝑝(𝑡 + 𝒽𝑡) exp(𝒾𝜈𝑥) = ℯ𝐴𝑚𝑝(𝑡) exp(𝒾𝜈𝑥) −
𝐺𝒽𝑡
2𝒽
(ℯ𝐴𝑚𝑝(𝑡) exp(𝒾𝜈(𝑥 + 𝒽)) − ℯ𝐴𝑚𝑝(𝑡) exp(𝒾𝜈(𝑥 − 𝒽))) 
The increase in numerical error in time is given as, 
 
ℯ𝑁 =
ℯ𝐴𝑚𝑝(𝑡 + 𝒽𝑡)
ℯ𝐴𝑚𝑝(𝑡)
= 1 −
𝐺𝒽𝑡
2𝒽
(exp(𝒾𝜈𝒽) − exp(−𝒾𝜈𝒽)) 
ℯ𝑁 = 1 − 𝒾
𝐺𝒽𝑡
𝒽
sin(𝜈𝒽) 
|ℯ𝑁|
2 = 1 + (
𝐺𝒽𝑡
𝒽
)
2
sin2(𝜈𝒽) 
A.5.2.  Discretisation of Growth Term 
For PDE, where volume is constant, but growth is spatially dependent, 
𝜕𝑛
𝜕𝑡
+
𝜕
𝜕𝑥
(𝐺(𝑥) ∙ 𝑛(𝑥)) = 𝒻𝑃𝐵 
Where a class is defined as, 
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𝑁(𝑥) = ∫ 𝑛(𝑥)𝑑𝑥
𝑥
𝑖+
1
2
𝑥
𝑖−
1
2
≅ (𝑥𝑖+1/2 − 𝑥𝑖−1/2)𝑛(𝑥𝑖) 
Spatial averaging will depend on mesh, for logarithmic, 
𝑥𝑖+1/2 = √𝑥𝑖+1𝑥𝑖 
𝑑
𝑑𝑡
∫ 𝑛 𝑑𝑥
𝑥𝑖+1/2
𝑥𝑖−1/2
+∫ 𝑛
𝜕𝐺
𝜕𝑥
 𝑑𝑥
𝑥𝑖+1/2
𝑥𝑖−1/2
+∫ 𝐺
𝜕𝑛
𝜕𝑥
 𝑑𝑥
𝑥𝑖+1/2
𝑥𝑖−1/2
= ∫ 𝒻𝑃𝐵 𝑑𝑥
𝑥𝑖+1/2
𝑥𝑖−1/2
= 𝔍𝑃𝐵 
Formula for definite integration by parts, 
∫ 𝒻1 𝑑𝒻2
𝑥𝑖+1/2
𝑥𝑖−1/2
= 𝒻1𝒻2|𝑥𝑖−1/2
𝑥𝑖+1/2 −∫ 𝒻2 𝑑𝒻1
𝑥𝑖+1/2
𝑥𝑖−1/2
 
Let, 
𝒻1 = 𝐺 𝑑𝒻2 =
𝜕𝑛
𝜕𝑥
 𝑑𝑥 
𝑑𝒻1 =
𝜕𝐺
𝜕𝑥
𝑑𝑥 𝒻2 = 𝑛 
𝜕𝑁
𝜕𝑡
+ ∫ 𝑛
𝜕𝐺
𝜕𝑥
 𝑑𝑥
𝑥𝑖+1/2
𝑥𝑖−1/2
+ 𝑛𝐺|𝑥𝑖−1/2
𝑥𝑖+1/2 −∫ 𝑛
𝜕𝐺
𝜕𝑥
 𝑑𝑥
𝑥𝑖+1/2
𝑥𝑖−1/2
= 𝔍𝑃𝐵 
𝜕𝑁
𝜕𝑡
+ 𝑛𝐺|𝑥𝑖−1/2
𝑥𝑖+1/2 = 0 
𝜕𝑁
𝜕𝑡
+ 𝑛𝑖+1/2𝐺𝑖+1/2 − 𝑛𝑖−1/2𝐺𝑖−1/2 = ∫ 𝒻 𝑑𝑥
𝑥𝑖+1/2
𝑥𝑖−1/2
 
Defining, 
𝑛𝑖+1/2 =
𝑛𝑖+1 + 𝑛𝑖
2
 
𝜕𝑁
𝜕𝑡
+ 𝐺𝑖+1/2 (
𝑛𝑖+1 + 𝑛𝑖
2
) − 𝐺𝑖−1/2 (
𝑛𝑖 + 𝑛𝑖−1
2
) = 𝔍𝑃𝐵 
Replacing by the definition of a class, 
𝜕𝑁𝑖
𝜕𝑡
+
𝐺
𝑖+
1
2
2
(
𝑁𝑖+1
𝑥
𝑖+
3
2
− 𝑥
𝑖+
1
2
+
𝑁𝑖
𝑥
𝑖+
1
2
− 𝑥
𝑖−
1
2
) −
𝐺
𝑖−
1
2
2
(
𝑁𝑖
𝑥
𝑖+
1
2
− 𝑥
𝑖−
1
2
+
𝑁𝑖−1
𝑥
𝑖−
1
2
− 𝑥
𝑖−
3
2
) = 𝔍𝑃𝐵(𝑛, 𝑥) 
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Appendix B. Nomenclature 
Description Symbol Unit 
Area 𝐴 𝑚2 
Agglomeration 𝒜 𝑠−1 
Activity 𝑎 𝑚𝑜𝑙 𝑚−3 
Mie Coefficient 𝑎𝑀 − 
Cation Stoichiometry 𝒶 − 
General Constant 𝐵 − 
Breakage ℬ 𝑠−1 
Boundary 𝑏 − 
Mie Coefficient 𝑏𝑀 − 
Anion Stoichiometry 𝒷 − 
Concentration 𝐶 𝑚𝑜𝑙 𝑚−3 
Capacitance 𝒞 𝐹 
Parasitic Capacitance 𝒞𝑃 𝐹 
Speed of Sound 𝑐 𝑚 𝑠−1 
Speed of Light 𝑐𝐸𝑀 𝑚 𝑠
−1 
Specific Heat Capacity at Constant Pressure  𝒸𝑝 𝐽 𝑘𝑔
−1 𝐾−1 
Diffusivity 𝐷 𝑚2 𝑠 
Dissipation 𝒟 − 
QCM Sensor Thickness 𝑑 𝑚 
Electric Displacement 𝒹 𝐶 𝑚−2 
Energy 𝐸 𝐽 
Edge Free Energy 𝐸𝐸 𝐽 𝑚
−1 
Electric Field ℰ 𝑉 𝑚−1 
Electron Elementary Charge 𝑒 𝐶 
Piezoelectric Stress Coefficient ℯ26 𝐶 𝑚
−2 
Numerical Error ℯ𝑁 − 
Force 𝐹 𝑁 
Sensitivity Coefficient ℱ − 
Frequency 𝑓 𝐻𝑧 
Fundamental Resonance 𝑓1 𝐻𝑧 
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3
rd
 Harmonic Resonance 𝑓3 𝐻𝑧 
Fundamental Resonance of Unload QCM Sensor 𝑓𝑟 𝐻𝑧 
Arbitrary Function 𝒻 − 
Class Allocation Fraction 𝔣 − 
Growth Rate 𝐺 𝑚 𝑠−1 
Gibb’s Free Energy 𝒢 𝐽 
Shear Modulus 𝑔 𝑃𝑎 
Heaviside Function 𝐻 − 
Magnetic Field 𝐻𝐸𝑀 𝐴 𝑚−1 
Enthalpy ℋ 𝐽 
Enthalpy of Fusion ∆ℋ𝑚 𝐽 𝑚𝑜𝑙
−1 
QCM Sensor Half-Thickness ℎ 𝑚 
Spherical Hankel Function of the First Kind ℎ1 − 
Spatial Finite Step 𝒽 𝑚 
Temporal Finite Step 𝒽𝑡 𝑠 
Significant Agglomeration or Breakage Class 𝔥 − 
Higher Adjacent Class 𝔥+ − 
Lower Adjacent Class 𝔥− − 
Electric Current 𝐼 𝐴 
Ionic Strength ℐ 𝑚𝑜𝑙 𝑚−3 
Element Index 𝑖 − 
Imaginary Number (√−1) 𝒾 − 
Field Intensity 𝔦 𝑊 𝑚−2 
Nucleation Rate 𝐽 𝑠−1 
Current Density 𝒥 𝐴 𝑚−2 
Bessel Spherical Function 𝒥𝐵 − 
Element Index 𝑗 − 
Equilibrium Constant 𝐾 − 
Conductivity 𝒦 𝑆 𝑚−1 
Reaction Constant 𝑘 𝑚𝑜𝑙𝑞 𝑚−3𝑞 𝑠−1 
Avrami Constant 𝑘𝐴𝑉 𝑠
−𝜐𝐷−1 
Agglomeration Frequency Kernel 𝑘𝒜 𝑠
−1 
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Breakage Frequency Kernel 𝑘ℬ 𝑠
−1 
Crystal Growth Constant 𝑘𝐺  𝑚𝑜𝑙
𝑞 𝑚3𝑞−𝑤+1 𝑠−1 
Boltzmann Constant 𝓀 𝐽 𝐾−1 
Thermal Conductivity 𝓀𝐶 𝑊 𝑚
−1 𝐾−1 
Length 𝐿 𝑚 
Crystal Spiral Ledge Length 𝐿𝐿 𝑚 
Impeller Diameter 𝐿𝐼 𝑚 
Laplace Transform ℒ − 
Inductance 𝔏 𝐻 
Discretisation Mesh Index 𝑙 − 
Molecular Weight 𝑀 𝑔 𝑚𝑜𝑙−1 
Mie Intermediate Vector Field 𝑴𝐸𝑀 − 
Moment ℳ − 
Mass 𝑚 𝑘𝑔 
Relative Refractive Index 𝓂 − 
Number of Moles 𝔪 𝑚𝑜𝑙 
Number 𝑁 − 
Mie Intermediate Vector Field 𝑵𝐸𝑀 − 
Avogadro’s Number 𝒩𝐴 𝑚𝑜𝑙
−1 
Number Density Function 𝑛 𝑚−1 
Refractive Index 𝑛𝑟 − 
Overtone 𝓃 − 
Normal Vector 𝔫 − 
Numerical Error (Big ‘O’ Notation) 𝒪 − 
Power 𝑃 𝑊 
Power Number 𝑃0 − 
Legendre Associated Polynomial  𝒫 − 
Pressure 𝑝 𝑃𝑎 
Quality Factor 𝑄 − 
Kinetic Growth Exponent 𝑞 − 
Electrolyte Conductivity Constant 𝓆 − 
Reaction 𝑅 𝑚𝑜𝑙 𝑚−3 𝑠−1 
Thermal Source ℛ 𝑊 
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Radius 𝑟 𝑚 
Mechanical Dampening 𝓇 𝑘𝑔 𝑠−1 
Electrical Resistivity 𝓇𝑒 Ω 
Mechanical Dampening (Strain) 𝓇𝓌 𝑘𝑔 𝑚
−1 𝑠−1 
Dampening Factor 𝔯 − 
Reynolds Number 𝑅𝑒 − 
Supersaturation 𝑆 − 
Entropy 𝒮 𝐽  𝐾−1 
Stress 𝑠 𝑃𝑎 
Laplace Domain Variable 𝓈 𝐻𝑧 
Temperature 𝑇 𝐾 
Time 𝑡 𝑠 
Nucleation Induction Time 𝑡𝐷 𝑠 
Electric Potential 𝑈 𝑉 
Displacement 𝑢 𝑚 
Displacement Velocity ?̇? 𝑚 
Source Wave Displacement 𝑢0 𝑚 
Chemical Potential 𝓊 𝐽 𝑚𝑜𝑙−1 
Volume 𝑉 𝑚3 
Free Pore Volume 𝑉𝑓 𝑚
3 
Velocity 𝑣 𝑚 𝑠−1 
Agglomeration and Breakage Kernel Constants 𝑊 − 
Spatial Growth Exponent 𝑤 − 
Strain 𝓌 − 
Weber Number 𝑊𝑒 − 
Input Parameter 𝒳 𝑚−1 
Cartesian Coordinate 𝑥 𝑚 
Distance Travelled by Absorbed Molecule 𝓍𝐿 𝑚 
Particle Size to Wavelength Ratio 𝓍𝑀 − 
Mean Free Path of Molecule 𝓍𝑚𝑓𝑝 𝑚 
Young’s Modulus 𝑌 𝑃𝑎 
Output Parameter 𝒴 − 
Appendix B. Nomenclature 
 
250 
 
Cartesian Coordinate 𝑦 𝑚 
Activity Coefficient 𝓎 − 
Acoustic Impedance (Film) 𝑍 𝑘𝑔 𝑚−2 𝑠−1 
Piezoelectric Stiffening Impedance 𝑍𝑘  
Kelvin-Voigt Impedance 𝑍𝐾𝑉 𝑘𝑔 𝑠
−1 
Maxwell Impedance 𝑍𝑀 𝑘𝑔 𝑠
−1 
Cartesian Coordinate 𝑧 𝑚 
Ion Valency 𝓏 − 
 
Greek Letters 
Description Symbol Units 
Thermal Diffusivity 𝛼 𝑚2 𝑠−1 
Pre-exponential Factor (Arrhenius)  𝛽 𝑠−1 
Complex Frequency Shift Γ 𝐻𝑧 
Interfacial Energy 𝛾 𝐽 𝑚2 
Dirac delta Function 𝛿 − 
Kronecker delta 𝛿𝐾 − 
Evanescent Wave Penetration Depth 𝛿𝑊 𝑚 
Filled Pore Fraction 𝜀 − 
Pore Filled Fraction 𝜀𝑝 − 
Solid Fraction in Crystalliser 𝜀𝑠 − 
Permittivity 𝜖 𝐹 𝑚−1 
Permittivity of Free Space 𝜖0 𝐹 𝑚
−1 
Relative Permittivity  𝜖𝑟 − 
Zenith Angular Coordinate 𝜁 − 
Discretisation Mesh Spacing Coefficient 𝜁𝑆 𝑚
−1 
Dynamic Viscosity  𝜂 𝑘𝑔 𝑚−1 𝑠−1 
Bulk Viscosity 𝜂𝐵  𝑘𝑔 𝑚
−1 𝑠−1 
Kinematic Viscosity 𝜂𝐾  𝑚
2 𝑠−1 
Wetting Angle 𝜃 − 
Azimuth Angular Coordinate 𝜗 − 
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Phase Angle of Impedance 𝜗𝑍 − 
Stiffness Constant 𝜅 𝑁 𝑚−1 
Elastic Modulus 𝜅𝓌 𝑁 𝑚
−2 
Ideal Elastic Modulus 𝜅𝓌
𝐼  𝑁 𝑚−2 
Molar Conductivity 𝛬 𝑆 𝑚2 𝑚𝑜𝑙−1 
Limiting Molar Conductivity 𝛬0 𝑆 𝑚2 𝑚𝑜𝑙−1 
Specific Liming Molar Conductivity 𝛬±
𝑠  𝑆 𝑚2 𝑚𝑜𝑙−1 
Wavelength 𝜆 𝑚 
Agglomeration Efficiency Kernel 𝜆𝐴 − 
Breakage Efficiency Kernel 𝜆𝐵 − 
Molecular Collision Frequency 𝜆𝐶 − 
Mean 𝜇 𝑚 
Permeability 𝜇𝐸𝑀 𝐻 𝑚−1 
Wavenumber 𝜈 𝑚−1 
Crystal Bond Energy 𝜉 𝐽 
Density 𝜌 𝑘𝑔 𝑚−3 
Charge Density 𝜚 𝐶 𝑚−3 
Standard Deviation 𝜎 𝑚 
Turbulent Energy Dissipation 𝜍 𝑚2 𝑠−3 
Torque 𝜏 𝑁 𝑚 
Kohlrausch’s Conductivity Constant Υ 𝑆 𝑚7/2 𝑚𝑜𝑙−3/2 
First Onsager Conductivity Constant Υ𝐴 𝑆 𝑚7/2 𝑚𝑜𝑙−3/2 
Second Onsager Conductivity Constant Υ𝐵 𝑚3/2 𝑚𝑜𝑙−1/2 
Dimensionality Factor 𝜐𝐷 − 
Shape Factor 𝜐𝐹 − 
Flux of Continuity Quantity Φ 𝑠−1 𝑚−2 
Electro-Mechanical Conversion Factor 𝜑 − 
Thiele Modulus 𝜙 − 
Inverse Debye Screening Length 𝜒 𝑚−1 
General Continuity Quantity 𝛹 − 
Ion Electric Potential Field 𝜓 𝑉 
Scalar Generating Field 𝜓𝐸𝑀 − 
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Crystal Name Ω − 
Angular Frequency 𝜔 𝑠−1 
 
Subscripts 
Description Symbol 
Absorption 𝑎 
Aqueous 𝑎𝑞 
Average 𝑎𝑣𝑔 
Crystal 𝑐 
Heterogeneous Pore Nucleation 𝐻𝑒𝑡 
Homogeneous Pore Nucleation 𝐻𝑜𝑚 
Input Parameter 𝐼 
Liquid 𝑙 
Molar 𝑚 
Output Parameter 𝑂 
Pore/Particle 𝑝 
Property of Quartz 𝑞 
Unloaded Resonance 𝑟 
Root Mean Square 𝑟𝑚𝑠 
Solid 𝑠 
Surface Process 𝑠𝑢𝑟𝑓 
Total 𝑇𝑜𝑡 
Surface Concentration Unoccupied Sites 𝑢 
Initial Condition of System 0 
 
Superscripts and Accents 
Description Symbol 
Critical Nuclear Size ∗ 
Standard Conditions 𝑜 
Nondimensional Quantity x̂ 
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Complex Quantity x̃ 
Fourier or Laplace Transformed Quantity x̅ 
Time derivative ẋ 
Saturated 𝑠𝑎𝑡 
Solubility 𝑠𝑜𝑙 
Solution 𝑠𝑜𝑙𝑛 
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