Abstract Eigendecomposition is a common technique that is performed on sets of correlated images in a number of pattern recognition applications including object detection and pose estimation. However, many fast eigendecomposition algorithms rely on correlated images that are, at least implicitly, characterized by only one parameter, frequently time, for their computational efficacy. In some applications, e.g., three-dimensional pose estimation, images are correlated along multiple parameters and no natural one-dimensional ordering exists. In this work, a fast eigendecomposition algorithm that exploits the ''temporal'' correlation within image data sets characterized by one parameter is extended to improve the computational efficiency of computing the eigendecomposition for image data sets characterized by three parameters. The algorithm is implemented and evaluated using three-dimensional pose estimation as an example application. Its accuracy and computational efficiency are compared to that of the original algorithm applied to one-dimensional pose estimation.
Introduction
Eigendecomposition-based techniques play an important role in numerous image processing and computer vision applications. The advantage of these techniques, also referred to as subspace methods, is that they are purely appearance based and require few online computations. Variously referred to as eigenspace methods, singular value decomposition (SVD) methods, principal component analysis methods, and Karhunun-Loeve transformation methods [1, 2] , they have been used extensively in a variety of applications such as face characterization [3, 4] and recognition [5] [6] [7] [8] [9] , lip-reading [10, 11] , object recognition [12] [13] [14] [15] , pose detection [16, 17] , visual tracking [18, 19] and inspection [20] [21] [22] [23] . All of these applications take advantage of the fact that a set of highly correlated images can be approximately represented by a small set of eigenimages [24] [25] [26] [27] [28] [29] [30] [31] [32] . Once the set of principal eigenimages is determined, online computation using these eigenimages can be performed very efficiently. However, the offline calculation required to determine both the appropriate number of eigenimages as well as the eigenimages themselves can be prohibitively expensive.
Many computationally efficient eigendecomposition algorithms have been proposed in recent years including the SVD power method [24, 25] , Lanczos algorithm [28] , conjugate-gradient algorithms [26, 27] , recursive/adaptive eigenspace update techniques [29, 30] , and frequencydomain techniques [31] . Recently, Chang et al. [32] proposed a fundamentally different algorithm by reducing the ''temporal'' resolution of image data sets, while Saitwal et al. [33] improved Chang's algorithm further by effectively using spatial similarities of original images at low resolutions. Note that all these algorithms considered exploiting the correlation between the images of a video sequence using the implicit or natural order imposed by time. [These image data sets will be referred to as onedimensional (1D) image data sets here.] However, certain pattern recognition applications require that different views of an object taken from different three-dimensional (3D) spatial camera locations be considered in the image data set whose eigendecomposition is desired. Because they are characterized by three parameters, such image data sets will be referred to as 3D image data sets. The existing eigendecomposition algorithms cannot take advantage of the correlation in such 3D image data sets directly, as they do not consider the correlation along more than one dimension. The goal of this paper is to extend Chang's eigendecomposition algorithm [32] , to efficiently compute the partial SVD of such 3D image data sets.
The remainder of this paper is organized as follows. Section 2 provides a review of the fundamentals of applying eigendecomposition to related images. This section also defines comparison criteria to quantify the difference between two eigendecompositions. Section 3 gives an overview of Chang's algorithm [32] and points out that it can only work with 1D image data sets. Section 4 explains the generation and frequency analysis of fully general 3D image data sets. This section also explains how to efficiently compute and use the real 3D discrete Fourier transform (DFT) of these sets. Section 5 addresses the issue of ordering the frequencies for these 3D image data sets. The frequency analysis along with the proposed ordering of 3D frequencies for the given 3D image data sets, outlined in Sect. 6 , is used to extend Chang's algorithm to quickly compute the desired portion of the eigendecomposition of 3D image data sets based on a user-specified measure of accuracy. In Sect. 7, the performance of the proposed algorithm is evaluated on different 3D image data sets. Finally, some concluding remarks are given in Sect. 8.
Preliminaries

Singular value decomposition of correlated images
In this work, a grey-scale image is an h 9 v array of square pixels with intensity values normalized between 0 and 1. Thus, an image will be represented by a matrix X 2 ½0; 1 hÂv : Because sets of related images are considered here, the image vector x of length m = h 9 v can be obtained by ''row-scanning'' an image into a column vector, i.e., x ¼ vecðX T Þ: The image data matrix of a set of images X 1 ; . . .; X n is an m 9 n matrix, denoted X, and defined as X = [x 1 , ..., x n ], where typically m ) n. The case with fixed n is considered in this study, as opposed to cases where X is constantly updated with new images.
The SVD of X is given by
where U [ < m 9 m and V [ < n 9 n are orthogonal matrices, and
.., r n ) is the matrix of singular values with r 1 C r 2 C ... C r n C 0 and 0 is an n by m-n zero matrix. The SVD of X plays a central role in several important imaging applications such as image compression and pattern recognition. The columns of U, denotedû i ; i ¼ 1; . . .; m; are referred to as the left singular vectors or eigenimages of X, while the columns of V, denotedv i ; i ¼ 1; . . .; n; are referred to as the right singular vectors of X. The corresponding singular values measure how ''aligned'' the columns of X are with the associated eigenimage.
In practice, the singular values and the corresponding singular vectors are not known or computed exactly, and instead their estimates are used. Hence it is important to define appropriate comparison criteria that can measure the errors between the true and approximated eigenspaces. The next subsection defines three such error measures that are relevant to a user's motivation for performing an eigendecomposition.
Difference measures for SVD
The simplest error measure considered in this work is the difference between the true and the approximated singular values. Note that the ith approximated singular vector may not be aligned with the ith true singular vector even though the subspaces containing the first k vectors may span the same vector space. Hence two more error measures are defined in this section that will compare the subspaces consisting of the singular vectors rather than the individual vectors.
Energy recovery ratio
True and approximated eigenimages of X can be compared in terms of their capability of recovering the amount of the total energy in X. This ''energy recovery ratio'' for an orthonormal set of approximate eigenimages can be given by
where ||Á|| F represents the Frobenius norm andũ i is the ith approximated eigenimage. The true eigenimages fû 1 ;û 2 ; . . .;û k g yield the maximum energy recovery ratio for a given k.
Subspace criterion
True eigenimages give an optimum energy recovery ratio in (2). Hence, it is possible that more approximated eigenimages are required than the true ones to achieve the same energy recovery ratio. Thus another measure used in this study is the degree to which approximate eigenimages span the subspace of the first k * true eigenimages, which will be referred to as the subspace criterion, s, given by
If the column space of U k Ã is included in that ofŨ k ; then kŨ T kû j k ¼ 1 for j = 1, 2, ..., k. Hence, if the entire subspace of U k Ã is spanned byŨ k ; then s = 1, otherwise s \ 1.
The above two error measures provide slightly different information regarding the ''quality'' of the estimated eigenimages. The energy recovery ratio, q, implicitly includes the effect of the singular values and thus weights the estimated eigenimages differently based on their importance. In contrast, the subspace criterion, s, is purely a subspace measure.
Overview of Chang's algorithm
One of the fastest known ''one-dimensional'' algorithms for computing the first k approximated eigenimages of correlated images to a user-specified accuracy is proposed by Chang et al. [32] . This section gives an overview of that algorithm, along with its computational efficiency. For this purpose, consider X where each x i+1 is obtained from x i by a planar rotation of h = 2 p/n. The correlation matrix X T X is given by
It is shown in [32] that X T X is a circulant matrix with circularly symmetric rows. Hence its eigendecomposition [34] is given by
where D is an n 9 n matrix given by
and H is an n 9 n matrix consisting of the successively higher frequencies, starting from zero frequency, as its columns, which is given by À Á : This development means that an unordered SVD for a planar rotated image sequence can be given in closed form. In particular, V = H, i.e., the right singular vectors are pure sinusoids of frequencies that are multiples of 2p/n radians. To compute U, observe that U R = XH, which can be computed efficiently using fast Fourier transform (FFT) techniques [32] . Although the above eigendecomposition analysis does not hold true in general, the following two properties were observed in [32] for arbitrary video sequences:
1. The right singular vectors are well-approximated by sinusoids of frequencies that are multiples of 2 p/n radians, and the magnitude-squared of the spectra, i.e., the ''power spectra'' of the right singular vectors, consist of a narrow band around the corresponding dominant harmonics. 2. The dominant frequencies of the power spectra of the (ordered) singular vectors increase approximately linearly with their index.
These two properties indicate that the right singular vectors are approximately spanned by the first few harmonics. Consequently, by projecting the row space of X to a smaller subspace spanned by a few of the harmonics, the computational expense associated with the SVD computation can be significantly reduced.
Chang's algorithm makes use of the above two properties to determine the first k left singular vectors of X. Let p be such that the power spectra of the first k singular vectors are restricted to the band [0, 2pp/n]. Owing to the properties of the singular vectors discussed earlier, p is typically not much larger than k. Let H p denote the matrix comprised of the first p columns of H. Then the first k singular values r 1 ; . . .;r k and the corresponding left singular vectorŝ u 1 ; . . .;ũ k of XH p serve as excellent estimates to those of X.
It was shown in [32] that when p is chosen so as to satisfy q(X T , h 1 ,...,h p ) C l, the quantity qðX;ũ 1 ; . . .;ũ k Þ turns out to exceed l for some k B p, withũ 1 ; . . .;ũ k being very good estimates forû 1 ; . . .;û k ; andr 1 ; . . .;r k being very good estimates for r 1 ,...,r k . The energy recovery ratio qðX;ũ 1 ; . . .;ũ k Þ can be efficiently approximated by
If p ( n (which is typically true), then the total computation required for Chang's algorithm is approximately O(mn log 2 n). This compares very favorably with the direct SVD approach (O(mn 2 ) flops), and in most cases with the updating SVD methods (O(mnk 2 ) flops). However, this algorithm exploits the correlations along only one dimension and hence cannot be directly applied to general 3D image data sets, which are introduced in the next section.
5 Generation and analysis of 3D image data sets Figure 1 illustrates the experimental setup for generating fully general 3D image data sets, in which the correlated images are characterized by three parameters instead of one. In this setup, camera locations are defined on a spherical patch above the object with two consecutive camera locations separated by an equiangular distance in that patch. The range of these camera locations is characterized by two parameters, i.e., a l and b m , while the third parameter c n characterizes image plane rotation to capture different views of the object in equal increments. In practice, the required images can be captured using a video camera attached to a robot end effector. The robot movement can be controlled to position the camera in one of the specified locations in the spherical patch. The robot end effector can then be rotated to achieve the image plane rotation of the camera for capturing different orientations of the object from the same location.
Experimental setup
The images of an object captured using the experimental setup in Fig. 1 are row-scanned and put into one fourdimensional (4D) image array X m 9 L 9 M 9 N . The entries along the first dimension of X(:, l, m, n) 1 correspond to the row-scanned image of an object taken from camera location (l,m) at the image plane rotation n, where 1 B l B L, 1 B m B M, and 1 B n B N. 2 The entries of X can be rearranged to obtain the following 3D image data matrix:
where an image vector x lmn corresponds to the row-scanned image of an object taken from camera location (l,m) at image data sets, in which the images are characterized by three parameters, i.e., a l , b m , and c n . The crosses (x) denote the simulated camera locations that are placed on the spherical patch above the object. The range of the parameters a l and b m can be varied with respect to nadir (-40°to 40°was typically used here), whereas the range of c n is typically unrestricted image plane rotation n. The next subsection analyzes the frequency representation of these 3D image data matrices.
Frequency analysis of 3D image data sets
Consider the three-dimensional signal g(x, y, z) containing L, M, and N samples in the x, y, and z dimensions, respectively. Its corresponding frequency representation using the 3D DFT can be given by
, and x N = e -j2p/N . Thus, similar to 1D image data sets, an orthonormal basis for the image data matrix ! X can be generated using the basis for the 3D DFT. In particular, the following 3D array represents one 3D frequency:
where a, b, and c denote the desired frequency components in three dimensions with 0 B x B L-1, 0 B y B M-1, and 0 B z B N-1. All F abc arrays can be lexicographically ordered (in the same manner as the ordering of x lmn vectors in ! X) into their respective column vectors (denoted f abc ) so that the corresponding LMN 9 LMN ''3D'' Fourier matrix is given by
Note that the columns of ! F give the 3D DFT basis for complex matrices. However, for (real-valued) images in 3D image data sets, the matrix ! X in (8) will contain all real values and hence, similar to the basis given by columns of H in (7) for 1D image data sets, ! X will have a real basis. To find this real basis, Euler's formula ðe Àjx ¼ cos x À j sin xÞ can be used to rewrite (10) as follows:
and c cz ¼ cosð 2pcz N Þ; while s ax , s by , and s cz are the corresponding sine components. Let r denote the number of non-zero a, b, and c frequencies, i.e., r = 0, 1, 2, or 3. Then there will be 2 r different sine-cosine combinations for F abc . If these sinecosine combinations are lexicographically ordered and are scaled by ffiffiffiffi ffi 2 r p to give orthonormal columns of H abc , (where H has either 1, 2, 4 or 8 columns) then the real 3D Fourier matrix of size LMN 9 LMN can be given by
where the first column, f 000 , of ! H refers to the zero frequency component corresponding to r = 0. Note that if any of the three dimensions, e.g., L, is even, then only the cosine (real) component of the corresponding maximum ''real'' frequency, i.e., L 2 þ 1 is considered, otherwise both cosine (real) and sine (imaginary) components of Lþ1 2 are considered while generating the corresponding orthonormal columns in ! H: The resulting matrix ! H; which is generated for a given ! X; can be used to extend Chang's algorithm to compute the approximate SVD of ! X: In particular, the row space of ! X can be projected to the first few columns of ! H and the SVD of ! X ! H p can be used to approximate the SVD of ! X; where ! H p denotes the matrix containing the first p columns of ! H: The computation of ! X ! H can be performed efficiently using DFT techniques. However, the implementation and use of real 3D bases in ! H is not as trivial as in the 1D case. This is discussed in the next subsection.
Efficient computation of ! X ! H using FFT techniques
Consider the 3D DFT of g(x,y,z) in (9), which can be rewritten as
where j ¼ ffiffiffiffiffiffi ffi À1 p and
gðx; y; zÞc ax c by c cz ;
gðx; y; zÞc ax c by s cz ;
. . .
gðx; y; zÞs ax s by s cz :
The eight terms g lmn can be calculated using a series of ''nested'' FFT's as follows:
where X m 9 L 9 M 9 N is the original 4D image array, from which the image data matrix ! X is generated, while fft l , fft m , and fft n denote the FFT of X computed along the a l , b m , and c n dimension, respectively. Note that the arrays XF 1 through XF 8 will each have mLMN elements (i.e., the same size as that of X), which suggests that these ''multiplication'' arrays have a significant amount of duplicated information resulting in unnecessary processing. In particular, consider the FFT computation of X along its c n dimension. The corresponding Fourier basis vectors will come in complex conjugate pairs. However, because X contains all real entries, the real and imaginary components of these complex basis vectors will form the corresponding ''real'' basis, which will result in two sets of duplicate basis vectors. Note that only one of these two sets is necessary and sufficient to proceed with the FFT computation along the b m dimension. Thus the XF 1 array can be computed efficiently using the following steps: 
The remaining arrays, i.e., XF 2 through XF 8 , can be computed similarly and all these arrays can be rearranged into their respective 2D matrices, denoted XH 1 to XH 8 . Without loss of generality, for each frequency combination, the corresponding columns in the XH i matrices can be given equal importance. However, the relative importance of one frequency combination with any other is not as trivial as in the 1D case. Therefore, this issue needs to be addressed before combining the columns of the XH i matrices to form the final XH matrix [which is essentially the multiplication of ! X in (8) and ! H in (14)] of size m 9 LMN. This ordering of the columns of ! X ! H in terms of their ''importance'' is addressed in the next section before extending Chang's algorithm to general 3D image data sets.
6 Proposed ordering of 3D frequency components
Introduction
This section explains the heuristics behind ordering different 3D frequency components in terms of their energy recovery ability for a given 3D image data set. For this study, several image data sets were generated by raytracing different objects as per the specifications of the experimental setup given in Fig. 1. Figure 2 shows eight such artificial objects that were considered in this study. For each object, a total of LMN images were ray-traced and the corresponding 3D image data matrix, ! X; of size m 9 LMN was generated, where m = 128 9 128 = 2 14 . Recall that LM is equal to the total number of camera locations above the object, while N denotes the number of images that are captured (after rotating the image plane of the camera) at each camera location.
To propose a ''good'' ordering of 3D frequencies based on the given specifications of 3D image data sets, Object 1 in Fig. 2 is used as a representative example here. In particular, two ray-traced 3D image data sets of this object are evaluated in detail. These two image data sets have the same number of images with L = M = N = 9 and the parameters a l and b m in both of these image data sets are allowed to span 80 degrees each. More specifically, the camera locations along the parameters a l and b m are placed from -40°to 40°with 10°s eparation between the two consecutive camera locations along both a l and b m . The only difference in these two image data sets is the range of the parameter c n . In one image data set, c n spans only 80 degrees (image plane rotation from 0°to 80°in 10°increments), while in the other image data set, c n spans 320 degrees (image plane rotation from 0°to 320°in 40°increments). Because the first image data set assigns equal ranges to all three parameters, it will be referred to as the ''equiangular range'' (ER) image data set. On the other hand, the second image data set assigns unequal ranges to the three parameters and hence it will be referred to as the ''nonequiangular range'' (NER) image data set.
To analyze the above two representative image data sets, consider a three-dimensional (L 9 M 9 N) array, which has N two-dimensional slices consisting of LM entries each. Let the ith slice correspond to the ith value of c n . In particular, the entries in the first slice denote images corresponding to the minimum value of c n , while the entries in the last slice denote images corresponding to the maximum value of c n . Fig. 2 This figure shows eight artificial (ray-traced) objects that are used in this study. Each image of the object is of size 128 9 128, resulting in an image data matrix ! X of size 2 14 9 LMN for each object
With this terminology, because the minimum value of c n for both the representative image data sets is 0°, both sets have the same first slice, as shown in Fig. 3 .
Equiangular range (ER) image data set
This subsection evaluates the variation of images along the three parameters for the ER image data set. In particular, images in the middle row and the middle column of Fig. 3 are used here as representative examples for evaluating the variation of images in the parameters a l and b m , respectively. The image in the center (corresponding to a l = b m = c n = 0°) of Fig. 3 is planar rotated from 0°to 80°to obtain nine images in 10°increments (refer to Fig. 4 ) and the resulting image set is used as a representative example for evaluating the variation of images in the parameter c n . Figure 5 shows the entries of the first nine right singular vectors of this image data set corresponding to the variation of images in the three parameters. 4 Similar to 1D image data sets, Fig. 5 shows that the right singular vector entries corresponding to variation of images along each parameter are well-approximated by sinusoids of increasing frequencies starting from zero. This suggests that the frequency combinations in ! H for such image data sets can be ordered by the increasing sum of their frequencies, i.e., (a + b + c), from 0 to
where d:e represents the ceiling operation. Note that this is an intuitive extension of the 1D image data set case due to the equiangular range of all three parameters in this image data set.
Even if one attempts to order the columns in ! H with increasing sum of frequencies in three dimensions, there will be many frequency combinations that will have the same sum. For example, a + b + c = 2 will result in six different frequency combinations, i.e., (1, 1, 0), (1, 0, 1), (0, 1, 1), (2, 0, 0), (0, 2, 0), and (0, 0, 2). (In general, a + b + c = n will result in n þ 2 2 frequency combinations.) Therefore, it is desirable to have an effective ordering within the group of frequency combinations with the same sum of frequencies. To achieve this, consider the right singular vector entries in Fig. 5 again. The plots show that variation of images along c n requires relatively higher frequencies than the variation along the other two parameters. A potential explanation for this is that the images varying along the parameter c n are planar rotations of each other. Hence the right singular vectors of the corresponding 1D image data matrices would be pure sinusoids with increasing frequencies (due to the properties of circulant matrices [32] ). On the other hand, the images varying along the parameters a l and b m are not planar rotations and hence the right singular vectors of the corresponding 1D image data matrices will typically not be pure sinusoids. 5 Therefore higher c frequencies are required as compared to a and b frequencies (within the group of frequency combinations having the same sum of frequency components) to achieve the same level of ''importance.'' The above observations motivate ordering the frequency combinations for the ER image data set as follows:
1. Group frequency combinations in increasing order of the frequency sum M 1 = a + b + c. 2. Within a group of frequencies with the same frequency sum M 1 , order these combinations in increasing value of M 2 = a + b. Note that the above ordering is uniquely defined since there is a one-to-one correspondence between (M 1 , M 2 , M 3 ) and (a, b, c).
Recall that there will be a maximum of eight sine-cosine combinations for the given frequency combination of (a, b, c). All of these sine-cosine combinations are considered to be equally important and hence their ordering can be arbitrarily chosen. The analysis of the proposed frequency ordering considers the following ordering of the sine-cosine combinations for the given frequency combination: (cos, cos, cos), (cos, cos, sin), (cos, sin, cos), (cos, sin, sin), (sin, cos, cos), (sin, cos, sin), (sin, sin, cos), and (sin, sin, sin).
Using the above heuristics, the first few frequency combinations in the proposed ordering for the ER image data set are given in Table 1 , while the pictorial view is shown in Fig. 6 . Note that because L = M = N = 9, there are five ''real'' frequencies (0 through 4) along all three dimensions for this image data set. This results in a total of 125 frequency combinations with the maximum sum of three frequencies being 12. Figure 7 shows that the frequency combinations in this proposed ordering give a very good approximation as compared to that using the optimum ordering in terms of the energy recovery ratio (with maximum relative error of 1.57%). It was observed [35] that the above heuristics worked well for ordering the frequency combinations for a wide variety of ER image data sets. Therefore, the proposed measures (M 1 , M 2 , M 3 ) can be used for generating ! H for a given ER image data set if the difference between the number of images sampled along all three dimensions is within ''reasonable'' limits, for e.g., within an order of magnitude.
Non-equiangular range (NER) image data set
This subsection evaluates the variation of images along the three parameters for the NER image data set. Because the data representing the variation along the parameters a l and b m remain the same as in the ER image data set, the only data that must be generated again are the images varying along the parameter c n . In particular, the image in the center (corresponding to a l = b m = c n = 0°) of Fig. 3 is now planar rotated from 0°to 320°to obtain nine images in 40°increments (refer to Fig. 8 ). The resulting image set is used as a representative example for evaluating the variation of images in the parameter c n .
The variation of images in a l and b m for this NER image data set is almost identical to that in the ER image data set [35] , however, images in the parameter c n vary quite differently. In particular, Fig. 9 shows the corresponding entries of the first nine right singular vectors of this image data set. These entries indicate that the sum of frequencies does not seem to be a good starting measure to order the frequency components for this image data set, as even the first few right singular vectors seem to contain much higher c frequencies. In particular, apart from the zero frequency, all four c frequencies 6 are as important as the first a and b frequencies. This is due to the fact that the range of the parameter c n (320°) is four times larger than that of the parameters a l and b m . However, within the same c frequency, it appears that a and b frequencies should be ordered in their increasing sum.
Several other experiments were conducted for a variety of NER image data sets and some general trends were observed [35] about the relative importance of a, b, and c frequencies for different ranges of a l , b m , and c n . Let g, s, and d represent the ratios between the three parameters, i.e., g : 7 and let the corresponding ratio of the relative importance of a, b, and c frequencies be given by g a :s b :d c . It was observed that
served as a good heuristic. The above observations motivate an NER ordering where the measures are now given by:
These measures place a higher priority on a and b, as compared to the ER ordering case, so that higher frequencies in c are considered sooner. However, like the ER case, there is a preference for combinations of lower a and b frequencies as opposed to combinations with a high frequency. With the known g a , s b , and d c [refer to (17) ], one can order the family of 3-tuples of non-negative integers in the following way: The above procedure is illustrated in Fig. 10 for (g a : s b : d c = 1:1:2).
Using the above heuristics, the first few frequency combinations in the proposed ordering for the NER image data set are given in Table 2 , while its pictorial view is shown in Fig. 11 . The maximum relative error in the energy recovery ratio for the representative NER image data set computed using this proposed ordering as opposed Fig. 7 The plots in this figure show the comparison of the proposed ordering with the optimum ordering of the frequency combinations in terms of their energy recovery ability in ! X for the ER image data set for Object 1 in Fig. 2 . The plot on the left shows the energy recovery ratio as a function of frequency combination index, while the plot on the right shows the corresponding difference in the energy recovery ratios 40°increments to obtain the corresponding images.) Note that only nine (out of a total of LMN = 729) right singular vector entries are plotted in each plot here to that computed using the optimum ordering is 1.76%, which indicates the promise of the proposed heuristic. Although the above two ordering heuristics (ER and NER) determine the frequency ordering for ! X solely based on the range of all three parameters, empirical results [35] showed that they successfully covered the frequency ordering for almost all 3D image data sets. Thus these ordering heuristics for a given ! X along with the efficient computation of ! X ! H using FFT techniques (refer to Sect. 4.3) can be effectively used to extend Chang's eigendecomposition algorithm to compute the SVD of ! X; which is the topic of the next section.
A fast eigendecomposition algorithm for 3D image data sets
The entire algorithm for the fast computation of a partial SVD of ! X mÂn ; where n = LMN, can be summarized as follows:
1. Form the matrix Y ¼ ! X ! H using fast Fourier transform techniques described in Sect. 4 such that the columns of Y are placed in the order discussed in Sect. 5 based on the range of the a l , b m , c n parameters. 2. Determine the smallest number p such that qð ! X T ; h 1 ; . . .;h p Þ [ l; where l is the user-specified reconstruction ratio. The key observation here is that the matrix ! X ! H p can be constructed directly from the first p columns of Y.
Compute the SVD of
The computational expense of the proposed algorithm is now analyzed. The cost incurred in Step 1, i.e., performing the FFT of the 3D image data matrix ! X; requires O(mnlog 2 n) flops.
Step 2, that of estimating p, requires O(mp) flops. In Step 3, the cost of computing the SVD of the matrix comprising the first p columns of ! X ! H is O(mp 2 ). 
. . .Þ does not give as tight a lower bound on qð ! X;ũ 1 ; . . .;ũ k Þ as in the 1D case. It is possible to provide a tighter bound on qð ! X;ũ 1 ; . . .;ũ p Þ by using an orthonormal basis for the range of ! X ! H p ; however, the following example illustrates why this may not be desirable. Consider the case shown in Fig. 13 where the user-specified reconstruction ratio l = 0.95. The required dimension of the true eigenspace for the homogeneously sampled image data set is k * = 80, however, the first p = 166 optimally ordered columns of ! X ! H are required to attain qð ! X; ! h 1 ; . . .; ! h p Þ ! l: If all these p = 166 columns of ! X ! H are used, then the approximated eigenimages result in qð ! X;ũ 1 ; . . .;ũ 166 Þ ¼ 0:9693 (refer to Fig. 13(a) ), whereas one only needs k = 83 eigenimages to obtain qð ! X;ũ 1 ; . . .;ũ k Þ ¼ 0:95: This indicates that a large number of frequency combinations are required to span the first k eigenimages. Now if the columns of ! X ! H are orthonormalized using the QR decomposition ð ! X ! H ¼ QRÞ; then qð ! X; q 1 ; . . .;q 99 Þ ! l; where q i denotes the ith column of the resulting Q matrix. Thus the value of p is reduced from 166 to 99, which potentially improves the offline computational efficiency of calculating the SVD of ! X: The approximated eigenimages for ! X would now be given by the columns of ! U ¼ QU r where U r denotes the matrix containing the left singular vectors of R. Figure 13 (b) shows that these approximated eigenimages result in qð ! X;ũ 1 ; . . .;ũ 99 Þ ¼ 0:9503; which satisfies the user-specified accuracy very closely. However, the resulting dimension of the approximate eigenspace is now k = 99, which results in a significant increase in online computations, which are proportional to the dimension of the subspace used in the approximation. Note that the difference between k and k * increases drastically as the number of images in ! X increases. Also there is no simple method to determine a priori how many columns of ! X ! H should be considered for computing its QR decomposition.
Experimental results
The proposed extension of Chang's algorithm for computation of the partial SVD of 3D image data sets was evaluated using the eight artificial (ray-traced) objects shown in Fig. 2 and the sixteen real objects shown in Fig. 14. In particular, the algorithm was used to calculate the partial SVD of ! X with l = 0.95 for three image data sets for each artificial object and for two image data sets for each real object. Table 3 explains the specifications of the corresponding image data sets. 8 Tables 4, 5, and 6 summarize the performance of the algorithm, showing p, k, k * , and the computation times for image data sets of artificial objects. Compared to the direct SVD, the speed-up factors with the proposed algorithm are in the range of 3.00-17.00 with averages of 6.28, 5.93, and 7.31 for these three image data sets. Because the original image frames for all the objects have the same resolution, the speed-up factor here depends on the values of p and k. This is evident from all the table entries, as the minimum speed-up factors are obtained for objects 5 and 7 with the maximum obtained for object 2. Note that despite the higher number of images in data set three, which requires an increase in the time to perform step 4, the overall speedup factors are comparable. Note that the value of p is much larger than k in most of the cases indicating that a large number of frequency combinations are required to span the first k eigenimages. It is also interesting to note that the value of k is also generally large (with respect to the number of images in the image data set) indicating that the 3D image data sets have far less correlation between images than in the 1D case. Tables 7 and 8 summarize the performance of the algorithm, showing p, k, k * , and the computation times for image data sets for real objects. Compared to the direct SVD, the speed-up factors with the proposed algorithm for these real objects are in the range of 3.82-22.47 with averages of 7.80 and 21.64 for the two image data sets. Note that the proposed algorithm performs better on real objects than on artificial objects. Additionally, if the userspecified accuracy l is reduced to 0.90, then the range of speed-up factors of the proposed algorithm as compared to The quality of the resulting eigendecomposition was also evaluated using the error measures described earlier for both real and artificial objects. In particular, Tables 4,  5 , 6, 7, and 8 show that the subspace criterion measure between the true and approximated eigenimages for all image data sets is in the range of 0.9213-0.9930. Also, the difference between qð ! X;û 1 ; . . .;û k Ã Þ and qð ! X;ũ 1 ; . . .;ũ k Þ for each set was less than 0.17%, with an average of 0.09%, which reveals that fũ 1 ; . . .;ũ k g provides a very good approximate basis for the first k * eigenimages fû 1 ; . . .;û k Ã g:
Conclusion
This paper considered the efficient computation of the eigendecomposition of general three-dimensional image data sets that are parameterized by three different parameters. It was shown that the three-dimensional frequency properties of these image data sets can be used to extend one of the fastest known one-dimensional eigendecomposition algorithm, proposed by Chang, to such image data sets. In particular, two important extensions were discussed, i.e., (1) efficient computation of the multiplication of the image data matrix with three-dimensional frequency combinations using FFT techniques, and (2) optimum ordering of the frequency combinations based on the ranges of the three-dimensional parameters that parameterize the given image data sets. These extensions were successfully implemented to realize a computationally efficient eigendecomposition algorithm, which performed very well on several three-dimensional image data sets with different parameterizations. This eigendecomposition Fig. 13 This figure shows the energy recovery ratio plots for ! X using the columns of the ! X ! H matrix for computing the approximated eigenimages in (a) versus an orthonormal basis for the ! X ! H matrix in (b)
Fig. 14 This figure shows 16 real objects that are used in this study. Each image of the object is of size 128 9 128, resulting in an image data matrix ! X of size 2 14 9 LMN for each object Table 3 Image data sets generated for each object in Figs. 2 and 14 Image data set Number of images Range Angular separation
Artificial objects 1 1 0 9 10 9 10 81, 81, 81 9, 9, 9 2 1 0 9 10 9 10 81, 81, 324 9, 9, 36 3 9 9 9 9 36 80, 80, 360 10, 10, 10
Real objects 1 9 9 9 9 9 60, 60, 60 7.5, 7.5, 7.5 2 9 9 9 9 33 60, 60, 240 7.5, 7.5, 7. algorithm can be used for computationally efficient threedimensional pose estimation of objects.
