In this paper, we propose a novel face descriptor for face recognition, named Local Line Derivative Pattern (LLDP). High-order derivative images in two directions are obtained by convolving original images with Sobel Masks. A revised binary coding function is proposed and three standards on arranging the weights are also proposed. Based on the standards, the weights of a line neighborhood in two directions are arranged. The LLDP labels in two directions are calculated with the proposed binary coding function and weights. The labeled image is divided into blocks where spatial histograms are extracted separately and concatenated into an entire histogram as features for recognition. The experiments on the FERET and Extended Yale B show superior performances of the proposed LLDP compared to other existing methods based on the LBP. The results prove that the LLDP has good robustness against expression, illumination and aging variations.
INTRODUCTION
One of the major issues in face recognition is finding efficient features of human face which are not only effective in controlled environments, but also insensitive to different variations as much as possible. In recent years, local features have gained many attentions due to their robustness against uncontrolled variations such as expression and illumination variations.
One of the most successful local features in face recognition is Local Binary Pattern (LBP) proposed by Anonen et al [1] [2] . In addition to the robustness against pose and expression variations as common texture features, the LBP is also robust to monotonic gray-level variations caused by illumination variations. Due to these advantages, the LBP has gained many attentions and several important improvements have been proposed based on the LBP. In [3] , the author proposed Improved Local Binary Pattern (ILBP) which used the mean value of all neighborhoods as threshold instead of the gray value of central point. Thus, the string of ILBP has one more bit compared to the LBP with the same shape and size. Petpon and Srisuk [4] proposed local line binary pattern (LLBP). The LLBP applies a straight line as its neighborhood shape instead of a square or circle shape in the LBP. Furthermore, the weights at left and right side of the central points are mirror so that the number of patterns is reduced. However, pattern labels will be same even if actual binary strings are different due to the mirror weights. In [5] , a Local Ternary Pattern (LTP), another important extension of original LBP, was proposed. The most important difference between the LTP and LBP is that the LTP use 3-valued codes instead 2-valued codes in the LBP. A width parameter t is proposed to make the LTP more discriminant and less sensitive to noise. The value of parameter t has a great influence on the performance of the LTP. When the t is too small, the LTP has no improvement of robustness against noise and can be regarded as the LBP. While the t is too large, the LTP will lose too much local information and the performance will also decrease. In [6] , Jabid et al. proposed local directional pattern which captures the k most prominent edge directional information by comparing edge response in all eight directions.
The LBP captures the first-order derivative pattern in all directions. However, high-order descriptor can provide more detailed and more discriminant information. In [7] , Zhang et al. proposed a high-order local pattern descriptor, called Local Derivative Pattern (LDP). The LDP obtains highorder derivative images along four directions first and compares the derivative value of central point with those of neighborhoods to generate binary strings. Similar to the LBP, binary strings are encoded into integral labels whose distribution are modeled by histograms to perform recognition task. Based on the experimental results, the third-order LDP can achieve the best performances.
In this paper, we propose a novel local pattern descriptor named Local Line Derivative Pattern (LLDP). In the LLDP, Sobel Masks are applied in images to obtain high-order derivative images. By comparing the value of central point with those of neighborhoods in a line shape, a binary string is obtained. Each bit in the string will have a unique weight in a way different from previous works. After that, the string will be encoded into an integral label. Spatial histogram is used to model the distribution of labels for recognition. The experimental results on the FERET and Extended Yale B prove superior performances of the (a) (b) proposed LLDP compared to other existing methods based on the LBP.
The rest of this paper is organized as follows. In Section 2, we introduce the proposed LLDP in details. Experimental results and discussions are presented in Section 3. Finally, conclusions are drawn in Section 4.
LOCAL LINE DERIVATIVE PATTERN
It contains three steps to calculate the LLDP label for a given images. In this section, these three steps of the LLDP are described in details, as well as a spatial histogram as features for face recognition.
High-order Derivative Images
In [7] , high-order derivative images are claimed to have more detailed and more discriminant information. In the LLDP, we also calculate high-order derivative images first. Different from the LDP, we apply Sobel masks to calculate high-order derivative images. The Sobel masks are defined in the x-direction and the y-direction. In the LLDP, highorder derivative images only have two directions, along 0 (y-direction) and 90 (x-direction). The nth-order derivative image along the y-direction and nth-order derivative image along the x-direction can be obtained respectively by Sobel mask along the y-direction, and is the convolution operator. The original image can be regarded as the 0th-order derivative image along both directions. Please note that only two derivative images are obtained here instead of four derivative images in the LDP. Thus, the number of features can be reduced half compared to the LDP.
Binary Coding Function
In the LDP [7] , the binary coding function is defined as
where x is the value of central point in the derivative image and y is the value of neighborhood in the derivative images. From the function, it is clear that the function will encode 1 if there is a change of derivative directions of two points. However, if both points have the same derivative value of zero which means there is no any change of derivative directions in these two points, the function will still encode 1. Therefore, we revise the binary coding function as otherwise y and
After obtaining the nth-order derivative images, the LLDP generates binary strings for each point by comparing the value of central point with those of neighborhoods in a line shape using Eq. (4). Similar to Sobel masks, the LLDP also have two directional line neighborhoods, one of the xdirection as shown in Fig. 2(a) and the other of the ydirection.
Label Coding and Histogram
All the above mentioned works model the distribution of patterns by spatial histogram as final features for the further recognition task, because it is more robust against variation in pose or illumination than holistic methods [1] . For spatial histogram, there are two issues to address: one is to code binary strings into decimal integral labels and the other is to select an appropriate number of bins.
For the LBP and other extension works, they encode the labels as Fig. 1(a) , the weights are normally defined as Fig.  1(b) . When the number of bins equals to the number of possible pattern labels, there is no question on the arrangement of weights. However, in the case that the number of bins is smaller than the number of possible patterns, which is quite normal in real applications for reducing the number of features, there are some questions on such weights arrangement. For example, for the LBP with a 3x3 square neighborhood, there are 256 patterns. When 128 bins are selected for histogram, it will ignore the differences between labels in the bit 8 Z . In this section, we propose some standards to instruct how to arrange the weights and apply the standards to obtain the weights of line neighborhood. The standards are defined as follows:
a. Uniqueness. Different binary strings should generate different integral labels. Therefore different points in the neighborhood should have different weights. Based on this requirement, the weights used in the LLBP are not suitable because the LLBP will obtain the same label even binary strings are different. b. The weights of points nearer to the central point should be larger while the weights of points away from the central point should be smaller. The behind idea is that the points near the central point are more important than those away from the central point. The standard may not be important to a square or circle neighborhood because each neighbor point has the same distance from the central point, but it is important to a line neighborhood. c. Balance. Because of the requirement of uniqueness, the weights cannot be mirror so that they cannot be in perfect balance. However, the weights should be arranged in balance as much as possible. The requirement of balance is related to the number of bins. Considering the line neighborhood as in Fig.  2(a) , if the number of bins is 64, it means the differences in both the bit of weight equaling to 1 and the bit of weight equaling to 2 will be ignored. If we do not consider the balance, the weights normally are set as Fig. 2(b) . In that case with 64 bins, it is clear that the differences in the right part are more important. With these three standards, we propose our weights arrangement as shown in Fig. 2 (c) . The weights for the line neighborhood in the y-direction are similar to those in the xdirection. In this paper, we choose spatial histogram as feature representation. The LLDP labels in the x-direction and in the y-direction are calculated first based on the image convolved by Sobel Masks. The labeled images are divided into blocks. For each block, two histograms are calculated for the two LLDP labeled images in different directions respectively. All the histograms of different blocks and directions are concatenated into an entire histogram which will be used as face features for recognition.
EXPERIMENTS AND DISCUSSIONS
In this section, we present the evaluation of our algorithm and other existing methods on the FERET [8] and Extended Yale B database [9] . To make the evaluation convincing, we implement the approaches in [2, [4] [5] [6] [7] and name them as the LBP, LLBP, LTP, Local Directional Pattern and LDP respectively. In the experiments, the nearest neighborhood classifier is used and the Chi-square distance is used as distance measure because all the methods apply spatial histograms as feature representation.
Experiment Database
In the experiment, five subsets of the FERET containing expression, illumination and aging variations are used. These subsets are described as follows:
fa set as gallery set contains 1196 frontal images of 1196 subjects. fb set as one of probe sets contains 1195 images with facial expression variations. fc set as one of probe sets contains 194 images with illumination variations. dupI set as one of probe sets contains 722 images taken later in time between one minute to 1031 days. dupII set as one of probe sets contains 234 images which is a subset of dupI taken at least after 18 months. The other database Extended Yale Face B contains 38 subjects under 64 different illumination conditions for nine poses per subject. In this paper, only frontal images under 64 illumination conditions are chosen as samples. The images are divided into 5 subsets based on illumination angle, i.e., subset 1(0-12), subset 2(13-25), subset 3(26-50), subset 4(51-77) and subset 5(>77).
All images from the FERET and Extended Yale B are manually aligned, cropped and resized to 96x84 according to the coordinates of two eyes.
Experiment on the FERET
In this experiment, we evaluate the proposed LLDP comparing to other existing methods. As mentioned before, the FERET contains images with expression, illumination and aging variations. Therefore the evaluation on the FERET can provide a convincing benchmark of evaluated approaches for their robustness for against expression, illumination and aging variations. The performances of all the methods are listed in Table I . From the table, it is clear to see that the proposed LLDP outperforms other existing methods in each probe set. The performances prove that the LLDP has a good robustness against expression and illumination variations, but it is a little sensitive to aging variations. Furthermore, we compare the performances of the LLDP with the proposed weights with those with normal weights shown in Table I . Normal weights are set as Fig. 2  (b) . From the table, we can see that the proposed weights outperform normal weights in each subset except dupI when the number of bins of each direction is reduced to 64. 
Experiment on the Extended Yale B
In this experiment, we focus on the evaluation of the robustness of all the approaches against illumination variations. All the images of subset 1 are used as gallery set, and the other images from subset 2 to 5 are used as probe sets respectively. The results are shown in Table II . From the table, we can see that all the methods except Local Directional Pattern obtain 100% recognition rates in the cases where small illumination variations exist such as subset 2 and 3. It proves that these patterns based on local properties of human face are insensitive to small illumination variations. However, when larger illumination variations happen such as subset 4 and 5, recognition performances of all the methods decrease significantly. Although the LLDP obtains much better performances in Subsets 4 and 5 compared to other existing methods, the performances of the LLDP still have some potential to improve. Actually these results are natural because local properties of human face do not exist when shadows happen. Therefore the methods based on local properties cannot obtain perfect performances in such cases. 
CONLUSION
This paper proposes a novel local face feature descriptor, named Local Line Derivative Pattern (LLDP), for robust face recognition against expression, illumination and aging variations. The advantages of the LLDP are as follows: 1) it applies high-order derivative information; 2) it improves the binary coding function for derivative images; 3) it proposes three standards for weights arrangement which will help future works select appropriate weights for label coding. The results on the FERET and Extended Yale B prove that the LLDP outperforms other existing methods. However, it still has some potential to improve for the cases with aging and larger illumination variations.
