Online Convex Optimization plays a key role in large scale machine learning. Early approaches to this problem were conservative, in which the main focus was protection against the worst case scenario. But recently several algorithms have been developed for tightening the regret bounds in easy data instances such as sparsity, predictable sequences, and curved losses. In this work we unify some of these existing techniques to obtain new update rules for the cases when these easy instances occur together. First we analyse an adaptive and optimistic update rule which achieves tighter regret bound when the loss sequence is sparse and predictable. Then we explain an update rule that dynamically adapts to the curvature of the loss function and utilizes the predictable nature of the loss sequence as well. Finally we extend these results to composite losses.
Introduction
The Online Convex Optimization (OCO) problem plays a key role in machine learning as it has interesting theoretical implications and important practical applications especially in the large scale setting where computational efficiency is the main concern. [15] provides a detailed analysis of the OCO problem setting and discusses several applications of this paradigm -online regression, prediction with expert advice, and online ranking.
Given a convex set Ω ⊆ R n and a set F of convex functions, the OCO problem can be formulated as a repeated game between a learner and an adversary. At each time step t ∈ [T ], the learner chooses a point x t ∈ Ω, then the adversary reveals the loss function f t ∈ F , and the learner suffers a loss of f t (x t ). The learner's goal is to minimize the regret which is given by
There are two main classes of minimax optimal update rules for the OCO problem, namely Follow The Regularized Leader (FTRL) and Mirror Descent. In this work we consider the latter class. Given a strongly convex function ψ and a learning rate η > 0, standard mirror descent update is given by
where g t ∈ ∂f t (x t ) and B ψ (·, ·) is Bregman divergence (formally defined later). It is well understood that the minimax optimal algorithms achieve a regret bound of O( √ T ), which cannot be improved for arbitrary sequences of convex losses [17] . But in practice there are several easy data instances such as sparsity, predictable sequences and curved losses, in which much tighter regret bounds are achievable. Even though minimax analysis gives robust algorithms, they are overly conservative on easy data. Now we consider some of the existing algorithms that automatically adapt to the easy data to learn faster while being robust to worst case as well. [6] replaces the single static regularizer in the standard mirror descent update 1 by a data dependent sequence of regularizers. This is a fully adaptive approach as it doesn't require any prior knowledge about the bound on the term given by T t=1 g t 2 to construct the regularizers. Further for a particular choice of regularizer sequence they achieved a regret bound of the form O max
T t=1 g 2 t,i , which is better than the minimax optimal bound when the gradients of the losses are sparse and the prediction space is box-shaped. [4, 14] have shown that an optimistic predictiong t+1 of the next gradient g t+1 at time t can be used to achieve tighter regret bounds in the case where the loss functions are generated by some predictable process e.g. i.i.d losses with small variance and slowly changing gradients. For the general convex losses, the regret bound of this optimistic approach is O T t=1 g t −g t 2 * . But this is a non-adaptive approach since one requires knowledge of the upper bound on T t=1 g t −g t 2 * to set the optimal value for the learning rate. Instead we can employ the standard doubling trick to obtain similar bound with slightly worst constants.
Online optimization with curved losses (strong-convex, exp-concave, mixable etc.) is easier than linear losses. When the loss functions are uniformly exp-concave or strongly convex, O(log T ) regret bounds are achieved with appropriate choice of regularizers [7, 9] . But this bound will become worse when the uniform lower bound on the convexity parameters is much smaller. In that case [9] proposed an algorithm that can adapt to the convexity of the loss functions, and achieves O( √ T ) regret bounds for arbitrary convex losses and O(log T ) for uniformly strong-convex losses.
Even though [11] has shown equivalence between mirror descent and a variant of FTRL (namely FTRLProx) algorithms with adaptive regularizers, no such mapping is available between optimistic mirror descent and optimistic FTRL updates. Recently [12] have combined adaptive FTRL and optimistic FTRL updates to achieve tighter regret bounds for sparse and predictable sequences. In section 3 we extend this unification to obtain adaptive and optimistic mirror descent updates. We obtained a factor of √ 2 improvement in the regret bound compared to that of [12] , because in their regret analysis they could not apply the strong FTRL lemma from [11] .
In section 4 we consider the adaptive and optimistic mirror descent update with strongly convex loss functions. In this case we achieve tighter logarithmic regret bound without a priori knowledge about the lower bound on the strong-convexity parameters, in similar spirit of [9] . We also explain a curvature adaptive optimistic algorithm that interpolates the results for general convex losses and strongly-convex losses.
In practice the original convex optimization problem itself can have a regularization term associated with the constraints of the problem and generally it is not preferable to linearize those regularization terms. In section 5 we extend all our results to such composite objectives as well.
The main contributions of this paper are:
• An adaptive and optimistic mirror descent update that achieves tighter regret bounds for sparse and predictable sequences (Section 3).
• Improved optimistic mirror descent algorithm that adapts to the curvature of the loss functions (Section 4).
• Extension of the unified update rules to the composite objectives (Section 5).
Omitted proofs are given in the appendix.
Notation and Background
We use the following notation throughout. For n ∈ Z + , let [n] := {1, ..., n}. The ith element of a vector x ∈ R n is denoted by x i ∈ R, and for a time dependent vector x t ∈ R n , the ith element is x t,i ∈ R. The inner product between two vectors x, y ∈ R n is written as x, y . The gradient of a differentiable function f at x ∈ R n is denoted by ∇f (x) or f ′ (x). A superscript T , A T denotes transpose of the matrix or vector A.
Algorithm 1 Adaptive and Optimistic Mirror Descent
Input: regularizers r 0 , r 1 ≥ 0.
Initialize: x 1 ,x 1 = 0 ∈ Ω. for t = 1 to T do Predictx t , observe f t , and incur loss f t (x t ). Compute g t ∈ ∂f t (x t ) andg t+1 (g 1 , ..., g t ). Construct r t+1 s.t. r 0:t+1 is 1-strongly convex w.r.t. · (t+1) . Update
end for x, y . For a time varying norm · (t) , its dual norm is written as · (t), * . The dual norm of the Mahalanobis norm
n and a convex function f : Ω → R, ∂f (x) denotes the sub-differential of f at x which is defined as ∂f (x) :
Bregman divergence with respect to a differentiable function g is defined as follows
Observe that the function g is α-strongly convex with respect to · if and only if for all x, y ∈ Ω :
In this paper we use the following properties of Bregman divergences
• Linearity: B αψ+βφ (x, y) = αB ψ (x, y) + βB φ (x, y).
• Generalized triangle inequality:
The following proposition [16, 1] is handy in deriving explicit update rules for mirror descent algorithms that we have presented in this work. Proposition 1. Suppose ψ is strictly convex and differentiable, and y satisfies the condition ∇ψ(y) = ∇ψ(u) − g. Then arg min
Adaptive and Optimistic Mirror Descent
When the sequences are predictable [4] proposed that making an optimistic prediction of x t+1 at time t itself using the optimistic predictiong t+1 (g 1 , ..., g t ) of the next sub-gradient g t+1 . For the optimistic prediction choices ofg t+1 = 1 t t s=1 g s andg t+1 = g t , we obtain the variance bound [8] and the path length bound [4] respectively.
Given a 1-strongly convex function ψ, and a learning rate η > 0, the optimistic mirror descent update can be given by two stage updates as follows
Adaptive and Optimistic mirror descent update is obtained by replacing the static regularizer ψ by a sequence of data dependent regularizers r t 's, which are chosen such that r 0:t is 1-strongly convex with respect to · (t) . The unified update is given in Algorithm 1. Note that the regularizer r t+1 is constructed at time t (based on the data observed only up to time t) and is used in the second stage update (3). Also observe that by settingg t = 0 for all t in Algorithm 1 we recover a slightly modified adaptive mirror descent update given by x t+1 = arg min x∈Ω g t , x t + B r0:t (x, x t ), where r t can depend only on g 1 , ..., g t−1 .
The following lemma is a generalization of Lemma 5 from [4] for time varying norms, which gives a bound on the instantaneous linear regret of Algorithm 1.
Lemma 2. The instantaneous linear regret of Algorithm 1 w.r.t. any x * ∈ Ω can be bounded as follows
Proof. Consider
By the fact that a, b
The first-order optimality condition [2] for x * = arg min x∈Ω g, x + B ψ (x, y) is given by
By applying the above condition for (3) and (2) we have respectively
Thus by (4) we have
where the second inequality is due to 1-strong convexity of r 0:t w.r.t. · (t) .
The following lemma is already proven by [4] and used in the proof of our Theorem 8.
Lemma 3. For Algorithm 1 we have,
The following regret bound holds for Algorithm 1 with a sequence of general convex functions f t 's:
Theorem 4. The regret of Algorithm 1 w.r.t. any x * ∈ Ω is bounded by
where the first inequality is due to the convexity of f t and the second one is due to Lemma 2. Then the following simplification of the sum of Bregman divergence terms completes the proof.
Now we analyse the performance of Algorithm 1 with specific choices of regularizer sequences. First we recover the non-adaptive optimistic mirror descent [4] and its regret bound as a corollary of Theorem 4.
. If r t 's are given by r 0 (x) = 1 η ψ(x) (for η > 0) and r t (x) = 0, ∀t ≥ 1, then the regret of Algorithm 1 w.r.t. any x * ∈ Ω is bounded as follows
Proof. For the given choice of regularizers, we have r 0:
Then the corollary directly follows from Theorem 4.
In this non-adaptive case we need to know an upper bound of T t=1 g t −g t 2 * in advance to choose the optimal value for η. Instead we can employ the standard doubling trick to obtain similar bounds with slightly worst constants.
By leveraging the techniques from [6] we can adaptively construct regularizers based on the observed data. The following corollary describes a regularizer construction scheme for Algorithm 1 which is fully adaptive and achieves a regret guarantee that holds at anytime.
If r t 's are given by r 0 (x) = 0 and r t (x) =
Qt , then the regret of Algorithm 1 w.r.t. any x * ∈ Ω is bounded by
Proof. By letting η = √ 2 for the given sequence of regularizers, we get r 0:t (x) = 1 2η x 2 Q1:t . Since r 0:t is 1-strongly convex w.r.t.
. By using the facts
.., β n γ n ), the (i, i)-th entry of the diagonal matrix Q 1:t can be given as
Now by Theorem 4 the regret bound of Algorithm 1 with this choice of regularizer sequence can be given as follows
where the first and third inequalities are due to the fact that γ 2 ≥ (g t,i −g t,i ) 2 for all t ∈ [T ], and the second inequality is due to the fact that for any non-negative real numbers a 1 , a 2 , ..., a n :
completes the proof.
The regret bound obtained in the above corollary is much tighter than that of [6] and [4] when the sequence of loss functions are sparse and predictable. Since we are using per-coordinate learning rates implicitly we get better bounds for the case where only certain coordinates of the gradients are accurately predictable as well. Even when the loss sequence is completely unpredictable, the above bound is not much worse than a constant factor of the bound in [6] .
By using Proposition 1 we can derive explicit forms of the update rules given by (2) and (3) with regularizers constructed in Corollary 6. For y t+1 = x t − √ 2Q
1:t+1g t+1 , the updates (2) and (3) can be given as x t+1 = arg min respectively.
The next corollary explains a regularizer construction method with full matrix learning rates, which is an extension of Corollary 6. But this approach is computationally not preferable, especially in high dimensions, as it costs O(n 2 ) per round of operations.
, where G t 's are given by (5),(6) and (7). If r t 's are given by r 0 (x) = 0 and r t (x) =
Optimistic Mirror Descent with Curved Losses
The following theorem provides a regret bound of Algorithm 1 for the case where f t is H t -strongly convex with respect to some general norm · . Since this theorem is an extension of Theorem 2.1 from [9] for the Optimistic Mirror Descent, this inherits the properties mentioned there such as : r t 's can be chosen without the knowledge of uniform lower bound on H t 's, and O(log T ) bound can be achieved even when some H t ≤ 0 as long as H1:t t > 0. Theorem 8. Let f t is H t -strongly convex w.r.t. · and H t ≤ γ for all t ∈ [T ]. If r t 's are given by r 0 (x) = 0, r 1 (x) = γ 4 x 2 , and r t (x) = Ht−1 4 x 2 for all t ≥ 2, then the regret of Algorithm 1 w.r.t. any x * ∈ Ω is bounded by
Proof. For the given choice of regularizers, we have r 0:t (x) = H1:t−1+γ 4 x 2 and B r0:t (x, y) = H1:t−1+γ 4
x − y 2 .
Since r 0:t is 1-strongly convex w.r.t.
H1:t−1+γ 2
· , we have · (t) = H1:t−1+γ 2 · and · (t), * = 2 H1:t−1+γ · * . Thus for any x * ∈ Ω we have
where the first inequality is due to the strong convexity of f t , and the second inequality is due to Lemma 2. Observe that
where the first inequality is obtained by applying the triangular inequality of norms the fact that (a + b) 2 ≤ 2a 2 + 2b 2 , the second inequality is due to the facts that H t ≤ γ and H 1:t−1 ≥ 0, and the third inequality is due to Lemma 3. Now by summing up the instantaneous regrets and using the above observation we get
where the last inequality is due to the fact that H t ≤ γ.
In the above theorem if H t ≥ H > 0 and g t −g t * ≤ 1 (w.l.o.g) for all t, then it obtain a regret bound of the form O log T t=1 g t −g t 2 * . When H is small, however, this guaranteed regret can still be large. Now instead of running Algorithm 1 on the observed sequence of f t 's, we use the modified sequence of loss functions of the formf
which is already considered in [5] for the non-optimistic mirror descent case. Given f t is H t -strongly convex with respect to · ,f t is (H t + λ t )-strongly convex. Also note that ∂f t (x t ) = ∂f t (x t ) because the gradient of x −x t 2 is 0 when evaluated atx t [5] . Thus in the updates (2) and (3) the terms g t andg t+1 remain unchanged, only the regularizers r t 's will change appropriately. By applying Theorem 8 for the modified sequence of losses given by (8) we obtain the following corollary. x 2 for all t ≥ 2, then for any sequence λ 1 , ..., λ T ≥ 0, we get
In the above corollary if we consider the two terms that depend on λ t 's, the first term increases and the second term deceases with the increase of λ t 's. Based on the online balancing heuristic approach [9] , the positive solution of 2R 2 λ 1:t = 3 gt−gt 2 * H1:t+λ1:t is given by
The resulting algorithm with the above choice of λ t is given in Algorithm 2. By using the Lemma 3.1 from [9] we obtain the following regret bound for Algorithm 2.
Theorem 10. The regret of Algorithm 2 on the sequence of f t 's with curvature H t ≥ 0 is bounded by
Algorithm 2 Curvature Adaptive and Optimistic Mirror Descent
Input: r 0 (x) = 0 and r 1 (x) = γ+δ 4 x 2 .
Initialize:
for t = 1 to T do Predictx t , observe f t , and incur loss f t (x t ). Compute g t ∈ ∂f t (x t ) andg t+1 (g 1 , . .., g t ).
Compute λ t = (H1:t+λ1:t−1)
end for
Thus the Algorithm 2 achieves a regret bound which is competitive with the bound achievable by the best offline choice of parameters λ t 's. From the above theorem we obtain the following two corollaries which show that Algorithm 2 achieves intermediate rates between
and O log
depending on the curvature of the losses.
Corollary 11. For any sequence of convex loss functions f t 's, the bound on the regret of Algorithm 2 is
, and λ * t = 0 for all t > 1.
Corollary 12.
. Then the bound on the regret of Algorithm 2 is O log
Proof. Set λ * t = 0 for all t.
Algorithm 3 Adaptive and Optimistic Mirror Descent with Composite Losses
Input: regularizers r 0 , r 1 ≥ 0, composite losses {ψ t } t where ψ t ≥ 0.
Initialize: x 1 ,x 1 = 0 ∈ Ω. for t = 1 to T do Predictx t , observe f t , and incur loss f t (x t ) + ψ t (x t ). Compute g t ∈ ∂f t (x t ) andg t+1 (g 1 , ..., g t ). Construct r t+1 s.t. r 0:t+1 is 1-strongly convex w.r.t. · (t+1) . Update
x t+1 = arg min
end for where the last inequality is due to the fact that if a t ≤ 1 for all t ∈ [T ], then
The results obtained here can be extended to the applications discussed in [5, 13] to obtain much tighter results.
Composite Losses
Here we consider the case when observed loss function f t is composed with some non-negative (possibly non-smooth) convex regularizer term ψ t to impose certain constraints on the original problem. In this case we generally do not want to linearize the additional regularizer term, thus in the update rules given by (2) and (3) we include ψ t and ψ t+1 respectively without linearizing them. This extension is presented in Algorithm 3.
The following lemma provides a bound on the instantaneous regret of Algorithm 3.
Lemma 13. The instantaneous regret of Algorithm 3 w.r.t. any x * ∈ Ω can be bounded as follows
Proof. The instantaneous regret of the algorithm can be bounded as below using the convexity of f t
The first-order optimality condition for x * = arg min x∈Ω g, x + f (x) + B ψ (x, y) and for z ∈ Ω,
By applying the above condition for (10) and (9) we have respectively
Thus by (11) we have
where the second inequality is due to 1-strong convexity of r 0:t w.r.t. · (t) , and the third and fourth inequalities are due to the convexity of Ψ t atx t and x t+1 respectively.
From the above lemma we can observe that the instantaneous regret of Algorithm 3 is exactly equal to that of the non-composite version (Algorithm 1). Thus all the improvements that we discussed in the previous sections for the non-composite case are also applicable to composite losses as well.
Discussion
We present adaptive variants of optimistic mirror descent which improve the existing regret bounds when some of the easy data instances occur together. Algorithms that we have discussed in this paper achieve regret guarantees that hold at any time.
We also note that the regret bounds given in this work can be converted into convergence bounds for batch stochastic problems using online-to-batch conversion techniques [3, 10] .
As in Theorem 8, we can obtain regret bound for the case when the loss function f t is β t -convex (which is broader class than exp-concave losses) as well. But for the resulting bound we cannot apply Lemma 3.1 from [9] to obtain a near optimal closed form solution of λ t .
A Proofs
Proof. (Lemma 3) Since r 0:t is 1-strongly convex w.r.t. · (t) we have
, and
Adding these two bounds, we obtain
Suppose y t+1 andŷ t satisfy the conditions ∇r 0:t (y t+1 ) = ∇r 0:t (x t ) − g t and ∇r 0:t (ŷ t ) = ∇r 0:t (x t ) −g t respectively. Then by applying Proposition 1 to the updates in (3) and (2) of Algorithm 1, we obtain x t+1 = arg min x∈Ω B r0:t (x, y t+1 )
x t = arg min x∈Ω B r0:t (x,ŷ t ).
By applying the first order optimality condition for the above two optimization statements, we have ∇r 0:t (x t+1 ) − ∇r 0:t (y t+1 ),x t − x t+1 ≥ 0 ∇r 0:t (x t ) − ∇r 0:t (ŷ t ), x t+1 −x t ≥ 0, respectively. Combining these two bounds, we obtain ∇r 0:t (ŷ t ) − ∇r 0:t (y t+1 ),x t − x t+1 ≥ ∇r 0:t (x t ) − ∇r 0:t (x t+1 ),x t − x t+1 .
By combining the above result with (12), we obtain x t − x t+1 2 (t) ≤ ∇r 0:t (ŷ t ) − ∇r 0:t (y t+1 ),x t − x t+1 ≤ ∇r 0:t (ŷ t ) − ∇r 0:t (y t+1 ) (t), * x t − x t+1 (t) , by a generalized Cauchy-Schwartz inequality. Dividing both sides by x t − x t+1 (t) , we have x t − x t+1 (t) ≤ ∇r 0:t (ŷ t ) − ∇r 0:t (y t+1 ) (t), * = (∇r 0:t (x t ) −g t ) − (∇r 0:t (x t ) − g t ) (t), * = g t −g t (t), * .
Proof. (Corollary 7)
By letting η =
for the given sequence of regularizers, we get r 0:t (x) = 1 2η x 2 Q1:t . Since r 0:t is 1-strongly convex w.r.t. completes the proof.
B Mirror Descent with β-convex losses
Given a convex set Ω ⊆ R n and β > 0, a function f : Ω → R is β-convex, if for all x, y ∈ Ω f (x) ≥ f (y) + g, x − y + β x − y 2 gg T , g ∈ ∂f (y). 
