Purpose: Elastography has emerged as a new tool for detecting and diagnosing many types of diseases including breast cancer. To date, most clinical applications of elastography have utilized two-dimensional strain images. The goal of this paper is to present a new quasi-static elastography technique that yields shear modulus images in three dimensions. Methods: An automated breast volume scanner was used to acquire ultrasound images of the breast as it was gently compressed. Cross-correlation between successive images was used to determine the displacement within the tissue. The resulting displacement field was filtered of all but compressive motion through principal component analysis. This displacement field was used to infer spatial distribution of shear modulus by solving a 3D elastic inverse problem. Results: Three dimensional shear modulus images of benign breast lesions for two subjects were generated using the techniques described above. It was found that the lesions were visualized more clearly in images generated using the displacement data de-noised through the use of principal components. Conclusions: We have presented experimental and algorithmic techniques that lead to three-dimensional imaging of shear modulus using quasi-static elastography. This work demonstrates feasibility of this approach, and lays the foundation for images of other, more informative, mechanical parameters.
INTRODUCTION
It is now well understood that in many instances disease alters tissue microstructure, and that altered microstructure in turn leads to changes in mechanical properties of tissue. Through this link between disease and mechanical properties, the ability to generate spatial images of mechanical properties has the potential of improving detection, diagnosis, and treatment monitoring of different types of disease. Elastography, more generally, biomechanical imaging (BMI) refers to a collection of techniques that are used to map, often quantitatively, the mechanical properties of tissue in vivo and noninvasively. [1] [2] [3] [4] To date these techniques have found applications in a large number of diseases including cancers of the breast, prostrate, thyroid, skin, brain, liver, and pancreas. [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] Elastography involves the following steps. (a) Watching the tissue using a conventional imaging technique, (b) deforming it using internal or external excitation, (c) estimating the deformation of material points inside the tissue, and (d) using this information to infer the mechanical properties of tissue. In quasi-static or compression elastography, the deformation occurs sufficiently slowly that the inertia of the tissue does not play a role. In dynamic (time-harmonic or shear wave) elastography, the inertia term is active. The advantages of the former include better spatial resolution, simpler hardware, and direct extension to large deformation, whereas the latter provides quantitative estimates of local shear wave speed. Shear elastic modulus may be directly related to shear wave speed, however, while inferring the elastic modulus distribution from quasistatic deformation data requires the solution of a nontrivial inverse problem.
A large literature exists on applications of both dynamic and quasi-static elastography in the management of breast cancer, much of which is well summarized in the book by Barr. 17 Three studies in particular highlight the role of quantitative mechanical property estimates, including shear modulus, nonlinear elastic behavior, and mechanical heterogeneity of the tumor. 6, 18, 19 Relatively few studies have been reported that provide quantitative estimates of tissue elastic modulus in the breast from 3D ultrasound data. Three-dimensional shear wave elastography in breast is reported previously; 20, 21 quasistatic modulus is reconstructed from 3D ultrasound data in tissue mimicking phantoms. 22, 23 The ability to generate mechanical images in three dimensions offers several benefits over two-dimensional imaging. First, three-dimensional images offer a clearer view of the extent of a tumor, and this information may lead to more accurate diagnosis and the ability to better plan surgical procedures like lumpectomy. Second, the ability to work in three dimensions does away the need to invoke simplifying assumptions like plane stress or plane strain that are incurred while solving the inverse problem to determine the shear modulus. Finally, a three-dimensional map of the mechanical properties of tissue can be used in surgical simulators with haptic interfaces to provide surgical trainees a patient-specific training environment. 24 With these benefits as motivation, in this paper, we present techniques that lead to three-dimensional mechanical images of breast tumors using quasi-static elastography.
Our approach to generating three-dimensional images of mechanical properties relies on using a three-dimensional automated breast volume scanner. This scanner is used to generate three-dimensional radio-frequency (RF) ultrasound images of the region of interest at a fixed compression state. Thereafter, the breast is compressed some more and another volume is acquired. This is repeated until the overall strain reaches around 15%. The consecutive RF ultrasound volume pairs are then registered using a cross-correlation-based image-matching algorithm. 25 This provides us with the incremental displacement in going from one 3D RF echo field to another. These displacement fields are either used directly in an inverse problem to determine the spatial distribution of the shear modulus, or they are further processed.
In particular, the incremental displacement fields are used as "snapshots" in a principal component analysis (PCA) step, where the modes of the displacement field are determined. 26 The dominant modes are treated as signal, while the remainder are treated as noise. The displacement field is projected on the dominant modes to arrive at the de-noised displacement field. This displacement field is then used in the inverse problem step to determine another, more accurate estimate of the shear modulus distribution. This de-noising of displacement via the PCA is necessary in order to generate accurate modulus images because the time used to image each volume pair, which is around 17 s, is large enough that there is appreciable patient motion during image acquisition. The PCA is useful in removing this motion from the overall applied compression because the motion of the breast due to compression is the primary systematic signal in the measured displacement, while the displacement from patient motion represents a smaller, random signal. In this paper, our focus is on the displacement de-noising and the modulus reconstruction steps. Details about the experimental set up and displacement estimates are described elsewhere. 25 The layout of the remainder of this manuscript is as follows. In Section 2, we describe the methods used to generate three-dimensional modulus images. We briefly review the methods that lead to the estimation of displacement within the tissue, and focus on the methods used to de-noise these data and to generate shear modulus images by solving an inverse problem. Thereafter in Section 3, we present results obtained by applying our techniques to two subjects with breast lesions. We focus on the benefit of de-noising achieved via PCA on displacement data, strain images, and modulus images. We end the section with three-dimensional images of the shear modulus distribution for these two patients. Finally, we present the conclusions of this study in Section 4.
METHODS

2.A. Displacement estimation
Volumetric ultrasound radiofrequency (RF) data were collected via a commercially-available Siemens Acuson S2000 automated breast volume scanning system (ABVS), composed of a Siemens S2000 system and the ABVS attachment, as shown in Fig. 1 . The ABVS included a support tower, an arm, and a transducer pod assembly containing a 15 cm long, 768-element, 1D array ultrasound transducer array that could be swept in the elevational direction by a motor inside the pod assembly. This system was modified so that the ABVS arm together with the assembly pod could vertically lift or drop to modify the force on the breast. The transducer is the 14L5BV which has a center frequency of about 8.5 MHz.
In the in vivo human breast scan experiment, the subject lay on a bed and the assembly pod was placed over her breast. A low-viscosity ultrasound coupling gel was applied to both the scanning surface of the transducer pod and the breast. The pod was lowered to contact the breast and a test scan was performed to verify "good coupling" between the pod and the breast (no trapped air bubbles). At the beginning of a scan, the subject was told to hold her breath and a volumetric scan was performed. After a scan was completed, the subject could breath and the ABVS arm was programmed to drop down to generate an incremental strain of about 1-2% for each change in the applied load. Then, another scan was performed. A total of 35 volumetric RF data were recorded for a subject. Incremental displacement fields between consecutive RF echo volume pairs were estimated with a region growing displacement estimation algorithm. 25, 27 This algorithm first found trusted "seed" displacement estimates for which displacements satisfy criteria for both high correlation (between pre-and motion-compensated postdeformation RF echo signals) and high continuity (with neighboring displacement estimates), and then conducted a region growing displacement estimation in which those seed displacement estimates were employed to guide displacement estimation of their neighboring points. This approach allowed use of a small search region in displacement estimation for the neighboring points, thus reducing peak-hopping displacement errors. More details of the modified commercial system, the experiment design, and motion tracking method were reported in another publication. 25 
2.B. Displacement data analysis
In order to develop insight into the dominant components of the measured displacement fields, we apply principal component analysis (PCA) or proper orthogonal decomposition (POD). 26, 28, 29 PCA is often used to extract useful information from data by searching for an orthonormal basis to represent the data with a minimal number of basis vectors. It works as follows.
Lets say that the vectorsũ ðiÞ ; i ¼ 1; Á Á Á ; N, represent N measurements (often referred to as snapshots) in an experiment. In our case each of these vectors are the measured axial displacement during the slow incremental compression. Then one constructs a matrix whose columns are given byũ ðiÞ . The singular value decomposition (SVD) of this matrix yields the rank-ordered singular values and the corresponding left-singular vectors. The M left-singular vectors corresponding to the M largest singular values generate an MÀdimensional set of basis vectors that may be used to represent the original measurement vectors. These orthogonal singular vectors are referred to as the principal components of the data. This set of basis vectors has the special property that for any value of M (M(N, in order to achieve compression) the difference between the original data and its projection is minimal when measured in the l 2 norm. Thus, PCA extracts the dominant components from a set of measurements and provides a tool with which to represent original data. Another way to describe PCA is that transforms a set of correlated measurements into uncorrelated components that are arranged in decreasing order of their variance.
In our particular application, this representation of the measured displacement field sheds more light on the motion of tissue. In particular, for the data considered in this paper, PCA proves to be an important tool to separate the axial compression (motion perpendicular to the transducer face) of the tissue from extraneous motion. We observe that the most dominant mode (first mode) obtained from the PCA of the axial component of the measured displacement data, consistently describes the axial compression, while the other modes either represent noise or the rocking motion induced during data acquisition. The first mode carries most of the information required for three-dimensional elasticity imaging.
The assumption in performing PCA on the measured displacement data is that we can express the incremental displacement between each volume-pair as a linear combination of a set of uncorrelated motions, such as compression along the transducer axis (axial direction), rocking motion induced due to the patient's breathing, or noise due to other factors.
Once the principal components of the incremental displacement data are determined, they are analyzed visually. The dominant mode consistently represents the compression of the sample. The modes that appear to represent consistent motion (rather than noise with large spatial variations) are identified. The original displacement data are projected onto these modes, and a de-noised displacement is obtained. Based on the discussion above for every subject, we generate modulus reconstructions from raw and de-noised data
2.C. Modulus reconstruction
We pose the inverse problem of determining the shear modulus field from the known measurements of the displacement field as an optimization problem. To solve the inverse problem, we construct the following objective function,
The first term in the above objective function is the displacement matching term, in which u represents the axial component of the predicted displacement field,ũ represents either the measured raw, or the measured de-noised axial component of the displacement field, dΩ is the elemental volume. The second term is the total variation diminishing TVD regularization term, 31, 32 where a l is the regularization parameter, and the regularization functional is defined as follows,
which penalizes the small variations in recovered l, without effecting the steep changes in l. The constant c(|∇l|, and ensures that the first variation of R with respect to l is continuous at |∇l| = 0. In this study, we determine the appropriate value of the regularization parameter, a l , by using the Lcurve, which is a plot of the norm of the regularized solution versus the displacement mismatch term. 33, 34 Given a shear modulus field l, the predicted displacement field u (of which u is the axial component) satisfies the constraint, which is the weak form of the following equilibrium equation, 32 r Á ðFSÞ ¼ 0; in X 0 ;
with the boundary conditions,
In (3), X 0 denotes the reference configuration, ∇ is the gradient operator, F ¼ I þ ru, is the deformation gradient, and S is the second Piola-Kirchhoff stress tensor. For an isotropic, incompressible medium, obeying modified Blatz strain energy density function, 32, 35 S is given by
Here, p denotes the pressure inside the body, J = detF, denotes the Jacobian of the deformation gradient, C ¼ F T F is the Cauchy-Green strain tensor, and I 1 ¼ traceðCÞ is the first invariant of the strain tensor. In (4) and (5), C G , and C H are the portions of the boundary @X 0 , where displacement dataũ, and traction datah, are prescribed, respectively. Also,
The modulus reconstructed using our approach is determined up to a multiplicative calibration parameter, which can be determined once the force or the traction applied to the tissue is measured. In the current experimental set up, we do not measure force or traction data and therefore determine the modulus up to an unknown calibration parameter.
We now briefly describe the algorithm to solve the inverse problem to determine l, the details of which appear elsewhere. 30, 32, 36 The minimization problem is solved in its reduced form using a gradient-based minimization algorithm. At each step the gradient is evaluated efficiently using the adjoint equations. The important steps of the algorithm are:
1. Start with an initial guess of the material property (l). 2. Solve the forward problem to obtain the predicted field [u,p]. 3. Solve for the adjoint field which is driven by the difference u Àũ. 4. Calculate the objective function and its gradient with respect to l using the predicted displacement and the adjoint field. 5. If the magnitude of the gradient is small, stop. Else continue. 6. Supply the objective function and its gradient to a limited-memory BFGS algorithm. 37, 38 7. Obtain the updated material property distribution from BFGS and return to step 2.
In the next section, we analyze the measured displacement data obtained from two patients, and then present the modulus reconstruction obtained for them.
RESULTS AND DISCUSSION
3.A. Displacement data, PCA modes, and de-noising
An image of the breast volume is acquired during breath hold in about 15-20 s. A small compression (roughly 1/2mm) is applied to or relieved from the ABVS head, and the breast is again imaged. The subject is permitted to breathe between each volume acquisition, and during that breathing period, significant breast motion occurs. Furthermore, significant breast motion can occur during a volume acquisition, for patients who have difficulty remaining motionless during the breath hold.
The incremental displacement field from each compression step is measured by image cross-correlation within a 3D region of interest (ROI). The ROI for Subject 1 is 23:4 Â 32:9 Â 7:6 mm 3 ; for Subject 2, it is 21:1 Â 47:94 Â 19:2 mm 3 . For Subject 1 (Subject 2), we use the second (first) acquired volume as the reference state, and successfully tracked displacements through volumes 15 (31) . We plot the average incremental and accumulated strain during compression in Fig. 2 for Subject 1, and in Fig. 3 for Subject 2. To obtain the average accumulated strain in a volume, we simply sum the incremental strains up to that volume.
From these plots, we observe that for each subject, the tissue undergoes 0.1-2.5% axial strain in a single compression step. Also, nearly 14% strain is accumulated after 13 steps for Subject 1, and 30 steps for Subject 2. Furthermore, the axial strain rate gradually decreases as the strain builds up in the tissue.
Next, we perform PCA on the axial component of the measured incremental displacement data from all the volume pairs. We treat each displacement field as an independent "snapshot" in the PCA analysis. This gives us 13 modes for Subject 1, of which we show the first four modes in Fig. 4 , and 30 modes for Subject 2, of which we show the first four in Fig. 5 . In these figures, x, y, and z axes denote lateral, axial, and elevation directions, respectively. The axial direction is the axis of the acoustic beams. We observe that the first mode is primarily composed of motion along the axial direction, and is relatively smoother than the other three modes. The second and the third modes show a "rocking" motion about the mid lateral plane. The fourth and higher modes describe a very small fraction of the total variance, and thus contain relatively little information. This is consistent with the noisy appearance of mode 4. We have not shown the rest of the modes as they do not convey any useful information. The first mode is the most dominant mode, as the percentage of total variance explained by this mode is 99.2% for Subject 1, and 98.4% for Subject 2. This is significant as it tells us that the incremental displacement data in each volume pair mainly comprises of compression applied along the acoustic beam direction, consistent with the system design. Extraneous nonrepeatable apparent motions (e.g., from patient movement during the 15-20 s volume image acquisition) are effectively removed from this data by this processing.
PCA also yields the contribution of each mode to the axial incremental displacement of a volume pair. This is shown in Fig. 6 for Subjects 1 and 2, as a matrix plot. In these projection matrix plots, the row corresponding to a volume pair shows the magnitude of the projection of the incremental displacement data on the modes on a log-scale. From these plots, we observe that the first mode contributes the most to the axial incremental displacement data in all the volume pairs.
We use the PCA modes to obtain the de-noised measured displacement data. This is accomplished by projecting the original measured data on to the PCA modes that are not considered noise. For both subjects, we consider the first mode as signal, and all the other modes as noise. We can see the effect of de-noising on the measured data by plotting axial strain. This is shown on three planes in Fig. 7 for Subject 1, and in Fig. 8 for Subject 2. In all cases, we note that the level of noise in the strain has been significantly reduced. The lesions are seen more clearly in the de-noised images as regions of low strain. 
3.B. Modulus reconstruction
The number of nodes in the original ROI for Subject 1 and Subject 2 are (221,46,153), and (321,138,97), respectively, in the lateral, axial, and elevation directions. We chose a subregion in the original ROI to perform the shear modulus inversion. For Subject 1, we perform inversion on the box bounded by the nodes (41,201)9(6,132) 9 (16,46) in the lateral, axial, and elevation directions. Similarly, for Subject 2, we perform inversion on the box bounded by the nodes (76,291) 9 (11,128) 9 (38,97). To reduce the computational time required to perform the shear modulus inversion, we further down-sample the number of points in the inversion ROI. The down-sampling rates used for Subject 1 and Subject 2, are [4, 4, 4] and [3, 6, 8] , respectively, in x, y, z directions. The final mesh for modulus reconstruction contains 41 9 32 98 nodes for Subject 1, and 36 9 40 9 8 nodes for Subject 2, in x, y, z directions, respectively. For all the inversions, the applied boundary condition to solve the forward problem is such that the axial component of the measured field is prescribed on all faces. The initial guess for the inverse problem is a uniform shear modulus of 0.1. The nonlinear parameter value is also set to 0.1; however, it is fixed at this value and not treated as an optimization parameter. We bound the recovered shear modulus between 0.1 and 40. We note that the modulus distributions are determined up to an unknown calibration parameter. Thus, the modulus images we display are normalized images.
For both subjects, we produce modulus reconstructions using the following displacement data:
1. Case 1: Raw displacement data. 2. Case 2: De-noised displacement data determined by projecting the raw data on to the dominant PCA modes.
In Figs. 9 and 10, we have shown the modulus reconstruction obtained from these cases for Subjects 1 and 2, respectively. In each figure, a row represents images obtained from a given case, and a column represents images obtained on a given elevational plane. The regularization parameter for inversion is obtained from an L-curve, and is reported in the figure caption.
In Fig. 9 , we observe the following trends:
1. From comparison with Fig. 7 , we note that there is a strong correspondence between the axial strain images and the modulus images. That is, wherever the modulus is elevated the strain is small. 2. A region of high stiffness, corresponding to a lesion, is recovered in the center of the modulus images, and it stretches all the way to the bottom left corner. 3. For both the strain and the modulus images, the lesion is more clearly observed when using the PCA denoised displacement fields than using the raw displacement fields. This points to the effectiveness of the PCA in eliminating noise in the measured displacements.
In Fig. 10 , for Subject 2, we observe 1. For this subject also, we see a strong correspondence between the axial strains ( Fig. 8 ) and the modulus images. 2. Two regions of high stiffness, corresponding to two lesions, are recovered. One is located at the center, and another one is located at the bottom-left corner of the modulus images. 3. There is a region of lower stiffness between the two lesions, which indicates the presence of a slip layer. 4. The lesions appear as regions of comparable stiffness in images obtained using de-noised data. In images obtained using raw data, the lesion closer to transducer (top of the image) appears to be much stiffer when compared with one at the bottom.
In Figs. 11 and 12 , we have shown three-dimensional volume rendering of the shear modulus reconstruction for Subject 1 and Subject 2, respectively. In these images, we have omitted any region that has the recovered shear modulus value below a certain a threshold. We chose the threshold value so as to highlight the lesions. Also, to highlight the shear modulus distribution around the lesions, we show the shear modulus on the mid-lateral and mid-elevational cutting plane.
When comparing the modulus images obtained from denoised displacement data (images on the right) to those obtained using the raw data (images on the left), we observe that the lesions are clearly visible in the latter. We also note that a three-dimensional modulus image provides a clearer idea about the extent and the morphology of each lesion.
It is likely that the raw displacement data for Subject 1 was more noisy than the data for Subject 2. This is borne out by the regularization parameters that the L-curve yielded for the raw and de-noised cases for these subjects. For Subject 1, the de-noised data yielded a regularization parameter that was around four times smaller than the raw data. Consequently, the modulus image obtained using de-noised data for this subject contained significant variations when compared with the image obtained using raw data. In contrast to this, for Subject 2, the regularization parameter reduced only by a factor of two, and the resulting modulus images appear to have the same level of variations.
The approach described in this paper involves several steps that take up differing amounts of time. The acquisition of a single volume of ultrasound data takes 17 s, followed by about 30 s during which the patient breathes. We require several such volumes ( 20) in order to compute the displacement field within the tissue, yielding a total acquisition time of about 15 min. Once these data are acquired, it is used to estimate the displacement field within the tissue, which takes about 5-180 min per volume pair (depending on the ROI size, although algorithm optimization could improve this considerably). Multiple displacement fields are used to determine to the principal components and the de-noised displacement field. This involves the computation of a SVD and takes less than a minute. Once the de-noised displacement field is determined it is used in the inverse problem to determine the three-dimensional modulus distribution. This takes around 20 min on a single processor machine. In summary, the data acquisition takes about 15 min, and all of data processing (assuming no time spent on data transfer) takes about 110 min. Given this it is unlikely that the approach described in this paper can be used offer real-time feedback to the radiologist or the image technician, without changing the image acquisition procedure (using a 2D ultrasound array instead of a 1D swept array), or speeding up the data processing (parallelizing displacement estimation, PCA and inverse solves). It is also worth noting that the current commercial whole-breast ultrasound systems that provide only B-mode imaging are not real-time imaging systems. On the other hand, it is easy to imagine that these procedures can be speeded up enough to provide the final images in 20-30 min, while the patient is still in the clinic.
Currently, we are assessing the role of elasticity imaging in the diagnosis of malignant lesions. In that context, the move from two to three dimensions will lead to more accurate modulus reconstructions, as this will avoid having to assume plane stress or plane strain. This should lead to a more accurate diagnosis and therefore impact the specificity of the method. In the future, three-dimensional elasticity imaging may also be used as a screening tool. In that case, the move to three-dimensional imaging is likely to improve the sensitivity of elasticity imaging as a screening tool.
CONCLUSIONS
In this paper, we have described a set of techniques to noninvasively generate three-dimensional elastic modulus images of breast tissue. These techniques rely on quasi-static elasticity imaging, wherein three-dimensional ultrasound images are acquired as the tissue is compressed in discrete steps. These images are processed to yield the displacement within the tissue volume. These displacement data are analyzed and de-noised via PCA, thereby removing all motion except the axial compression of the tissue. This is necessary as the image acquisition time is such that patient motion adds other components of displacement to the measurement. The resulting displacement field is used in an inverse problem solver that determines the shear modulus distribution. We have used these techniques to generate three-dimensional images of shear modulus distributions for two subjects with benign breast lesions. In both cases, we have shown that the de-noising step is useful in generating clearer strain and modulus images. Future extensions to the work described in this paper include generating mechanical images at finer resolution, generating images that quantify nonlinear elastic behavior, and generating calibrated shear modulus images by measuring the force or traction applied in compressing the tissue.
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