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Abstract 
This thesis presents the experimental study of a 2,5-dimethylfuran oxidation reaction initiated by atomic 
oxygen (O(3P)) and the theoretical investigation of superalkalis properties. The experiments were 
performed at the Chemical Dynamics Beamline 9.0.2 of the Advanced Light Source (ALS) located at the 
Lawrence Berkeley National Laboratory in Berkeley, CA. The first chapter discusses world energy 
consumption and progress towards new sustainable energy sources, mainly focusing on biofuels, along with 
a basic description of combustion. A description of the superalkalis and a brief history of synchrotron 
radiation are also presented in Chapter 1. Chapter 2 describes the components of both the ALS and the 
beamline, whereas Chapter 3 introduces important concepts and computational aspects of this study. 
Chapter 4 presents the result and discussions of the reaction between 2,5-dimethylfuran and O(3P). The last 
chapters are dedicated to the theoretical investigation of interactions between a superalkali molecule species, 
Li3F2, and various gas molecules such as CO2, N2, and Volatile Organic Compounds.   
 
1 
Chapter 1 : Introduction  
 
1.1 The World Energy Consumption and Sustainable Energy - Biofuels 
In 2012, the world spent an equivalent amount of energy as the constant work of 25 billion horses, 
which is 549 quadrillion British Thermal Units (quad BTUs, where 1 quad BTU = 293 TWh).1 Moreover, 
the demand of global energy consumption is increasing due to the population growth and urbanization, 
while 80% of the energy requirement has been fulfilled through fossil fuels.1-4 The human population has 
been growing steadily and it is expected to increase until the mid-century.5-6 Lutz and co-workers carried a 
study applying a method of probabilistic population projection to forecast human population trends.5 The 
study presents that there is an approximately 85% chance that the population will stop growing before the 
end of this century and a 60% probability that the world population will not go over 10 billion during the 
21st century.5 A more recent study, on the other hand, mentioned that there is an 80% probability that the 
world population will grow to somewhere between 9.6 and 12.3 billion by 2100.6 Figure 1-1 presents two 
graphs from the two studies. The left one depicts that the world population will stop growing by 2100, 
whereas the right one presents that it will keep its current growth trend. Both graphs, however, agree that 
the world population will keep growing until the mid-century. In addition to the population growth, it is 
worthwhile to discuss the primary energy consumption (PEC) per capita. As the living standard had been 
improved, the yearly energy requirement per person has increased as well. After the rapid increase of PEC 
per capita in tons oil equivalent (toe) around 1970, the rate of change gradually decreased and approached 
to 1.60 toe/person in 2010 (Figure 1-2).7  
 
Figure 1-1. Left: Prediction that the world population will most likely stop growing before the end of this 
century. For comparison, the United Nations Medium is appended (thick white line).5 Right: Forecasted 
world population projection (red line) supporting steady population growth.6 
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The marketed energy world consumption, indeed, is expected to soar by 57% over the 2002-2025 
time period.3 As demand has rapidly increased, crude oil prices have become more volatile in reaction to 
sporadic events because fossil fuels fulfill the majority of energy needs.3 Figure 1-3 shows the historic price 
trend of crude oil up to 2005. The events such as the Yom Kippur War (1973), the Iranian Revolution 
(1979), the Iran/Iraq War (1980), the first Gulf War (1991), unrest in Venezuela (2002) and the second Gulf 
War (2003) have contributed to rapid increments of the oil price.3 The dramatic price increase to over 
$70/barrel in 2005 was caused by Hurricane Katrina; this price was the all-time record high.3  
 
 The inevitable next question would be “how much time do we have before all the fossil fuels will 
be exhausted?” A study published in 2009 from Shafiee and Topal suggested that the depletion times of oil, 
coal, and gas are 35, 107, and 37 years, respectively.4 A review conducted by Abas and co-workers in 2015, 
Figure 1-2. Historic trend of the per capita primary energy consumption (PEC) in tons oil equivalent (toe) 
over time.7 
Figure 1-3. The change of crude oil price (in US$/Barrel) over time.3 
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on the other hand, mentioned that we have not yet confronted the immediate depletion threat in sight, but 
agreed with the finity of fossil fuels.8 As this controversial topic has become a global issue, eclectic 
alternative energy sources and devices to utilize the resources have been studied extensively.9-13 Among 
such candidates, biofuels have been receiving great attention.14-20 A biofuel is an alternative energy source 
originated from biomass,21-22 which can be from (1) vegetable oils or animal fats (triglycerides), (2) starch 
and oligomeric sugars, and (3) lignocellulose.23-24 Biodiesel synthesis relies heavily on fats whereas 
alcohols and biohydrogen can be obtained from starch and sugars through fermentation processes.23-24 
Alcohols and biodiesel also can be produced from lignocellulose by proper treatment technique.23-24  
 
 Biofuels can be categorized into different groups, primary and secondary (Table 1-1).24 The 
primary group contains biofuels from biomasses that do not undergo any further process before actual 
employment.24 They are readily applicable as there is no additional treatment, but their energy density is 
somewhat poor.24 The secondary biofuels, on the other hand, are processed to extract high energy content 
to maximize energy density.24 The secondary biofuel can be categorized into four generations based on 
their crude materials, processing methods, and chronological appearance of the fuels on the energy 
market.23-25 Raw materials of the first generation biofuels include oils and food crops with high sugar and 
starch contents (Table 1-1).24 This generation must compete with the food processing industry for feedstock 
and land for cultivation.24 On the other hand, it has the advantage of a relatively cheap production process.23 
Second generation biofuels utilize lignocellulosic biomass, the main component of cell walls, as its 
feedstock (Table 1-1).23-24 This biomass comes from non-food crops, which eliminates the competition 
factor with food industry.24 The difficulty of the processing procedure is the main drawback of this 
generation of biomass.22, 24 The third generation biofuels are processed from algal biomass.24, 26 Algae have 
been considered as a good candidate of biomass for fuels due to its relatively high content of lipids 
compared to oil plants.26 Sturdiness of algae also attracts great attention as it can grow in conditions such 
as saline soils and waste water.27-29 The manufacture of third generation biofuels, however, has not yet 
achieved commercialization because of insufficient biomass production.29-30 The high price of harvesting 
algae is another disadvantage.31 Despite these drawbacks, research on algal biomass has continued 
successfully.29-32 The fourth and most recent generation of biofuels utilizes genetically modified algae 
biomasses.29, 32 These algae have improved photosynthetic efficiency and increased light penetrability.29, 32 
Table 1-1. Categorization of biofuels.24 
4 
While these desirable characteristics could lead to more promising biofuel precursors, the environmental 
and health risks derived from these modifications have not yet been thoroughly investigated.29, 32 Open-
pond cultivation systems are inevitable to produce enough algae to satisfy the industrial expectations.29 
Therefore, thorough studies of risk factors from exposing genetically modified biomasses to open 
ecosystems are necessary to verify the sustainability of this fourth generation biofuel.29 Table 1-2 presents 
various aspects of the biofuel generations discussed above.29 
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1.2 Combustion-Homogenous Charged Compression Ignition (HCCI) Engine 
 Combustion is one of the oldest techniques on which mankind still heavily relies.33 Since 
combustion plays a key role in keeping our lives convenient, understanding combustion has become a 
crucial subject.33-34 The simplest definition of combustion would be a reaction between fuel and oxidizer 
molecules to generate products along with energy, but the truth is rather much more complicated.34 For 
example, the combustion of hydrogen molecules can be presented as Equation 1-1.   
2H2 + O2 → 2H2O               (Equation 1-1) 
The H2 and O2 on left-side hand must go through multiple steps that generate intermediate species to 
complete this well-known reaction.34 A few important elementary reactions among others are:34 
H2 + O2 → HO2 + H,                 (Equation 1-2) 
H + O2 → OH + O,              (Equation 1-3) 
OH + H2 → H2O + H,      (Equation 1-4) 
H + O2 + M → HO2 + M,       (Equation 1-5) 
First H2 and O2 react to form the intermediate species HO2 and H, the hydroperoxy radical and a hydrogen 
atom radical, respectively (Equation 1-2).34 The hydrogen atom then reacts with O2 to produce more 
radicals, hydroxyl radical (OH) and atomic oxygen (O) (Equation 1-3).34 Finally, the OH radical from 
Equation 1-4 spontaneously generate water by grabbing one H atom from H2 (Equation 1-4).34 Equation 1-
5 shows an elementary reaction, which produces HO2 with the interference of other species, M. To elucidate 
this simple combustion reaction completely, more than 20 elementary reactions need to be considered.34  
 
Understanding fuel efficiency and its combustion behavior in engines is as important as studying 
combustion itself. When fuel is combusted inside an engine to run a vehicle, the majority of the energy is 
Figure 1-4. Only 21.5% energy from the fuel combustion is utilized to move the vehicle.35 
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wasted thermodynamically and mechanically (Figure 1-4).35 The system loses roughly 62% through the 
exhausting and cooling process right after the combustion.35 Additional 16.5% of the energy is lost through 
mechanical processes, and only 21.5% of the total generated energy ends up contributing to moving the 
vehicle.35 To tackle the fuel/thermal efficiency along with emissions problem, different types of combustion 
processes have been studied.36-37  
 Figure 1-5 presents a diagram of three types of internal combustion engine.36 A Spark Ignition (SI) 
engine initiates ignition of premixed homogenous fuel by a spark plug, whereas a Compression Ignition 
(CI) engine ignites heterogeneous mixture of fuel through compression, which increases pressure and 
temperature.36 The SI engine has three different combustion zones named the burnt zone, unburned zone, 
and a thin flame reaction zone as the flame propagates.36 In the CI engine, fuel and oxidizer are introduced 
separately into the cylinder and combustion occurs as they are mixed to generate a flame called the diffusion 
flame.36 Subsequently, the diffusion flame travels through the cylinder to generate power.36 Homogeneous 
Charge Compression Ignition (HCCI) combustion has some similarities to the other two systems.36 The 
HCCI engine combusts the premixed homogenous fuel as does the SI engine, but the method of combustion 
is more similar to the CI engine except that HCCI has multiple ignition points.36 Table 1-3 shows a 
comparison among the three combustion engines. The Equivalence ratio refers to the stoichiometric fuel-
air ratio (ϕ).36-37 HCCI technology can be improved to overcome drawbacks including the high level of 
hydrocarbons (HC) and carbon monoxide (CO) emitted through exhausted gas.38 HCCI, however, has the 
significant advantage of great fuel efficiency with nearly negligible amount of NOx emissions compared to 
the other systems.37  
 
Figure 1-5. Diagram of three different combustion model engines.36  
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1.3 Synchrotron Radiation 
 When electrons or positrons move at relativistic velocities, comparable to the speed of light, along 
a curved trajectory with a large radius of curvature, electromagnetic radiation called synchrotron radiation 
is emitted.39 The origin of synchrotron radiation can be traced back to the late 19th century, when the classic 
approach of the electromagnetic radiation emission by accelerated charged particles was first coined.40 
Interest in this matter did not grow much until the early 1940’s.39 At that time, emitted synchrotron radiation 
was considered as an obstacle which hindered a particle accelerator to achieve the desired energy level of 
particles; thus it was regarded as a technical problem that needed to be solved.41 Synchrotron radiation kept 
its negative reputation until the late 1950’s.39 An article written by Tomboulian and Hartman in 1956, 
convinced many that synchrotron radiation was a useful light source.42 The authors performed an 
experiment employing far-ultraviolet/soft-x-ray region of the radiation to observe absorption 
spectroscopy.39, 42 
 Shortly thereafter synchrotron radiation was described as “a boom in many aspects of x-ray 
physics” by Paratt who recognized the usefulness of synchrotron radiation in hard x-ray experiments.43-44 
There were, however, two main obstacles to overcome before the productive application of synchrotron 
radiation. First, many of prospective synchrotron radiation researchers had a “small-science” background, 
which means that most their experiments were carried by a small team.39 Nevertheless, those pioneers 
worked hard to overcome the barrier to open a new era of synchrotron radiation.39 Second, synchrotron 
radiation was given second priority behind elementary particle research.39 This slowed the progress of 
synchrotron radiation work, since instrumental set ups and schedules were optimized for the particle 
scientists.39 Finally, in 1966, the University of Wisconsin-Madison dedicated its 240-MeV electron storage 
Table 1-3. Comparison of SI, CI, and HCCI combustion engines.37-38 
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ring Tantalus to synchrotron radiation work.39 Since then, several more particle accelerator facilities have 
been built solely for synchrotron radiation research, at approximately 20 sites throughout the world by the 
mid 1980’s.39  
 
1.4 Superalkalis 
Superalkalis are one class of superatoms, which are clusters of atoms that mimic the characteristics 
of specific elements.45-46 Superalkalis, for example, emulate the chemical properties of alkali atoms.47-48 
They have the formula, originally coined by Gutsev and Bolyrev, of Mk+1L, where M is an alkali atom with 
valence k and L is an electronegative atom.49-51 Superalkalis have a strong tendency of donating an electron 
to other species, and work as strong reducing agents.52-53 Due to this novel characteristic of superalkalis, 
great interest in them has led to different new species, such as binuclear superalkalis,54 aromatic 
superalkalis,55 and non-metallic superalkalis.56 In this study, we are particularly interested in Li3F2 (C2v) as 
it has such a low computed adiabatic ionization energy (3.80 eV), lower than the experimental ionization 
energy of Cesium (3.89 eV).52-53, 57  
 
1.5 Purpose of this Work 
 The purpose of this study is analyzing an oxidation reaction of a biofuel candidate, 2,5-
dimethylfuran, initiated by radical atomic oxygen, O(3P). This type of reactions is modeled based on the 
HCCI engine combustions. The synchrotron radiation generated by the Advanced Light Source (ALS), a 
third-generation synchrotron light source located at Lawrence Berkeley National Laboratory, CA,58 was 
used to ionize products from the oxidation reaction. The ALS can generate a great brightness and wide 
range of wavelength of synchrotron radiation. An experimental set up called Chemical Dynamics Beamline 
can process the synchrotron radiation to choose desired photon energy to shine through a molecular beam 
consist of the products. The beamline is also capable of extracting and detecting the ionized products. The 
obtained data is coupled with computational approaches to observe reaction pathways of the detected 
products. In addition to the synchrotron radiation study, interactions between a superalkali species, Li3F2, 
and various gas molecules such as CO2, N2 and Volatile Organic Compounds are also investigated 
theoretically.  
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Chapter 2 : Experimentation  
 
2.1 The Advanced Light Source (ALS) and the Chemical Dynamics Beamline 
The experiment presented in this thesis was performed at the Advanced Light Source (ALS) facility, 
located at the Lawrence Berkeley National Laboratory (LBNL) in Berkeley, California.1 The ALS is a 
synchrotron radiation generator that accelerates electrons close to the speed of light to achieve the great 
brightness of synchrotron radiation.1 Details of each component of the ALS will be discussed in the 
following sections. The Chemical Dynamics Beamline, where the experiment was performed, will also be 
introduced here. The ALS was first operated in 1993 and has been constantly upgraded.1-2 It currently can 
achieve 1.9 GeV electron energy in the storage ring with 7 billion electrons in each bunch.1 The size of the 
electron beam is about 0.20 × 0.01 mm, and its width is as thin as a human hair.1 The next major upgrade 
project is called ALS-U, and LBNL recently received federal approval to accomplish at least a hundred-
fold increase in the brightness of the X-ray beams.3 The main strategy is to collimate the horizontal electron 
beam spread to a smaller area, so that the collimated electron beams can emit more focused synchrotron 
radiation.2-3 There will be two notable changes, which are new bending magnets and an accumulator ring 
(Figure 2-1).2 ALS-U will have new multiband achromat magnets (current ALS has a triple-bend achromat) 
in the storage ring to decrease horizontal electron beam size.2 The injection system will be upgraded as well 
by installing a new compartment called accumulator ring.2 Figure 2-1 shows the plan for the enhanced 
electron beam profile of ALS-U compared to the ALS today.2 
 
Figure 2-1. Planned upgrades to the ALS, giving rise to the ALS-U.2 
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 Figure 2-2 presents a cutaway view of the ALS-U with the new equipment.3 All of the components 
labeled in Figure 2-2 here will be explained here except the accumulator ring and multiband achromat (a 
triple-bend achromat will be discussed instead). As the current ALS does not have them yet. There are about 
40 beamlines conducting different types of experiment at the ALS, and each of them is located at the end 
of the undulators.1 The most updated beamline directory is presented in Figure 2-3 (Feb. 2019).4 Among 
these beamlines, we utilized the beamline 9.0 Chemical Transformations (9.0.2 Chemical Dynamics 
Figure 2-2. Rendered model image of cutaway view of the ALS-U. Each beamline is located at the end of 
the undulators.2 
Figure 2-3. ALS beamlines and their locations.4 
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Beamline). This beamline was designed to investigate gas phase reaction dynamics, focusing on 
understanding combustion chemistry.5-6 A schematic of the Chemical Dynamics Beamline is presented with 
actual photos in Figure 2-4.6 Once the generated synchrotron radiation from the storage ring enters the 
beamline, a gas filter and monochromator further “refine” the radiation for experiments at T3. The next 
three sections will discuss details of the components of the ALS, Chemical Dynamics Beamline, and T3 
end station. 
 
2.2 The ALS Component 
2.2.1 Electron gun, buncher, and linear accelerator 
The ALS starts with an electron gun shooting electrons toward the buncher (Figure 2-5).7-8 The 
electrons are generated from a heated barium aluminate cathode.7-8 The emitted electrons are attracted by a 
copper screen grid, the gate, as it generates strong positive charge every 500 millionth of a second (500 
MHz).7-8 After the electrons reach the gate, they are further accelerated up to about 120 keV by the main 
anode.7-8 The anode creates an electromagnetic field to lead the electrons into the buncher (Figure 2-5). One 
very important job of the buncher is to divide the introduced electrons into tight bunches by applying strong 
microwave radiation provided by an amplifier called klystron.8-9 This is an important concept since 
Figure 2-4. Schematic of the 9.0.2 beamline with photos. M1, M2, M3, M4X, and M7 are mirrors for the 
vacuum ultraviolet (VUV) light. T1-T5 are the points that provide access to the VUV light (end stations). 
3m mono represents a 3 meter off-plane monochromator to select desired wavelengths from the synchrotron 
radiation. Yellow arrows show the synchrotron radiation path for T3, which is the end station where the 
experiment was performed.6  
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the booster and storage ring collimate electrons and recharge their lost energy based on the same principle. 
The following graph (Figure 2-6) illustrates how electrons are divided into different bunches. The voltage 
is applied as a wave and the electrons are located sparsely on the wave. Starting with the first cycle (left 
side) of the wave: two yellow electrons receive enough energy to keep their kinetic energies and relative 
positions. The electrons near crests (red ones) increase their velocity by receiving sufficient energy to catch 
up the yellow one ahead of them. The one far away from the crest (the blue one), however, cannot reach 
the velocity to join the yellow one on left. As a result, the blue one will join the next bunch and the yellow 
one ahead of it is the last electron in the current bunch. Additional magnets are installed in the buncher to 
compensate the effect of space-charge, which is a tendency of electrons to spread out as they repel each 
Figure 2-5. An illustration and photo showing the electron gun (silver box on left) and LINAC (linear 
machinery part on right).7-8 
Figure 2-6. A graph depicting how the buncher divides electrons into different bunches. The colored circles 
indicate individual electrons. 
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other.7 The LINAC is simply an extension of the buncher with additional radio frequency (RF) power to 
accelerate electron bunches.7-8 At the end of the LINAC, the electrons now have a velocity of 0.6c (~60% 
of the speed of light) that is equivalent to a kinetic energy of 50 MeV.7 This energy is less than 3% of the 
final energy level, and thus the electrons enter the booster ring to gain more energy.7  
2.2.2 Booster ring  
After the electrons are injected into the booster ring, they travel along the circular trajectory (Figure 
2-2). As we discussed earlier, the charged particles emit radiation when they move at relativistic velocities 
along a curved trajectory, which requires the booster ring to input enough energy to accelerate the electrons 
while they are losing energy by emitting radiation. This energy requirement is fulfilled by an accelerating 
chamber called the RF cavity (Figure 2-7).7, 10 Just like the buncher in the LINAC, the RF cavity utilizes 
klystron to accelerate electrons.7 The RF cavity can generate 500 MHz pulses with a peak voltage of 250 
keV. The electrons lose about 100 keV of energy per every turn as their energy approaches to 1.5 GeV.7 
The 250 keV energy pulse, therefore, is more than enough to recharge and accelerate the electrons over 
every cycle.7     
 
2.2.3 Storage ring  
Once the electrons reach the 1.5 GeV energy inside of the booster ring, they travel to the storage 
ring through a vacuum aluminum chamber.11 The pressure in the chamber is about one trillionth of the 
atmosphere.11 It is crucial to keep the paths of electrons under vacuum to avoid any energy lost by collisions 
between electrons and other gas molecules.11-12 The storage ring, the biggest compartment of ALS with a 
63 meter diameter, has a shape of a dodecagon (a polygon with 12 sides).7, 11 If studied closely, one can 
Figure 2-7. The RF cavity inside of the booster ring.7 
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find the 12 arc-shaped (~ 10 meters long) and 12 straight (~ 6 meters long) sections in Figure 2-1.11 The arc 
shape sections bend the pathway of electrons to make them stay in the storage ring by using magnets called 
triple bend achromats.7 Figure 2-8 clearly shows the three blue bend magnets. The term achromat indicates 
the equal treatment of the electrons with slightly different energies to turn them to the same spot.7 One of 
the improvement plans (ALS-U) that were mentioned above is to replace this triple bend achromat to 
multiband achromat to achieve better collimation of the electrons. The straight sections, on the other hand, 
have insertion devices, which insert the synchrotron radiation to the beamlines. The most common insertion 
devices are wigglers and undulators.12 An insertion device has an array of alternating N/S and S/N magnets 
to oscillate electrons when they travel through these sections (Figure 2-9). Each horizontal “wiggle” emits 
synchrotron radiation and the Doppler effect collimates the emitted radiations as the electrons traveling the 
same direction and close to the speed of light. Undulators have αM < γ-1, whereas wigglers have αM >> γ-1 of 
the relations between the angular amplitude of the emitted synchrotron radiation (γ-1) and maximum 
Figure 2-8. One of the arc-shaped sections with the triple bend achromat.7  
Figure 2-9. Illustration of an insertion device, where αM is maximum deflection angle of the oscillating 
electron caused by the insertion device, and γ-1 is angular amplitude of the cone shape of emission of 
synchrotron radiation. 
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deflection angle of the electron trajectory (αM).12 To reduce αM and produce more wiggles, undulators have 
more magnetic poles than wigglers.12-13 Currently, a 4.5 m long undulator with 10 cm period (U10.0) is 
being utilized for the Chemical Dynamics Beamline due to its capability of generating great brightness 
(~1016-1017 photons/sec/0.1%/BW mm2mrad2).13-14 The emitted radiations enter the beamlines, and the 
electrons are guided by the triple bend achromat to either the next insertion device or an RF cavity to 
recharge their energy. The storage ring has two RF cavities that also generate 500 MHz pulses, one shown 
in Figure 2-10.7 Their peak voltage (1.5 MeV) is much higher than the one in Figure 2-7 (0.25 MeV).7 This 
high peak voltage is necessary for the electrons to regain their lost energy.7 This ensures that the electrons 
continuously travel around the storage ring to provide synchrotron radiation to each beamline. 
 
2.3 The Chemical Dynamics Beamline Components 
The synchrotron radiation from the undulator U10.0 has an energy range of 5-950 eV, where the 
brightness is at maximum.14 The experiments performed at the end station 3 (T3 in Figure 2-4) by our 
research group are interested in a VUV energy range mainly from 7.9 to 11.0 eV. Therefore, the “crude” 
synchrotron radiation straight from U10.0 needs to be tailored by mirrors, a gas filter, and a monochromator 
to satisfy this range. When the synchrotron radiation enters the beamline, it confronts two mirrors in a row 
(Figure 2-4). First, the water-cooled spherical shape mirror, M1, focuses the radiation and reflect it to the 
second mirror, M2.5, 15 The second mirror with a toroidal shape, M2, then converges and conveys the 
radiation to the gas filter.5, 15 These two mirrors absorb a significant amount of photon energy that is higher 
than 70 eV, and the energy above 400 eV is virtually removed here.15  
Figure 2-10. One of the RF cavities in the storage ring.7 
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2.3.1 Gas filter 
The gas filter removes higher harmonics of the monochromator’s target energy as the 
monochromator will not be able to remove them.5, 15 Usually, helium and argon gases are placed in the filter 
to 30 Torr pressure, but other inert gases such as krypton, neon, and xenon are available if needed.16 The 
effectiveness of the filter can be calculated based on Beer`s Law:15-16  
𝐼
𝐼0
= 𝑒−𝜎𝑙𝑁                                                     (Equation 2-1) 
where I and I0 are the photon intensities of transmitted and incident radiation, respectively, σ is the 
photoabsorption cross-section area, l is the path length, and N is the gas density.15-16 The cross-sectional 
area varies based on photon energies and will be discussed more in the following chapter. As an example, 
if the photoabsorption cross-section of the gas is 10-18 cm2/atom, l = 12 cm, and the gas density of 1018 
atoms/cm3 (30 Torr at room temperature), then 𝐼/𝐼0 is about 10
-5.16 This means that the transmitted photons 
have intensities five orders of magnitude lower than the initial values.16 An actual experiment result with 
30.6 Torr of neon is presented in Figure 2-11.5, 15 A transmission grating spectrometer (TGS), which has 
250 μm slit width and interchangeable gold transmission gratings of 2000 and 5000 lines/mm, was used to 
measure its performance.15 The higher harmonics appeared in the result (upper curves) without the neon 
gas in the chamber as TGS cannot remove them, whereas the filter with 30.6 Torr of the neon gas was able 
to eliminate them (lower curves in Figure 2-11).15 Because of the rigid vacuum standard, the gas filter has 
three different vacuum pumping regions (Figure 2-12) to meet the requirement (10-9 Torr).15-16 The first 
Figure 2-11. Spectra showing the result without neon (upper curves) and with 30.6 Torr neon (lower 
curves) in the filter chamber. The measurements were carried by a transmission grating spectrometer.5, 16 
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section, Region I, pumps out the gas at 1000 L/s rate while the other two regions, Region II and III, are 
pumping the gas toward the Region I at a rate of 400 L/s (Figure 2-12).15-16 Consequently, the pressure in 
Region III can stay lower than 5×10-9 Torr.15-16   
2.3.2 Monochromator 
The filtered synchrotron radiation travels toward the 3 m off-plane Eagle monochromator, which 
can achieve spectral bandwidth of 10-50 meV at the expense of photon flux (~1013-1014 photons s-1).17 
Figure 2-13 presents a schematic top view of the optical design of the 3m off-plane Eagle monochromator 
that has been modified from one of the beamlines at the Hiroshima Synchrotron Radiation Center.18 The 
3m monochromator has a spherical grating (3000 mm diameter of the Rowland circle; an imaginary circle 
with a same radius curvature as the curvature of grating (Figure 2-13)) to select the specific wavelength.17-
19 
Figure 2-12. Schematic view of the gas filter. The differential pumping regions are indicated.15-16 
Figure 2-13. Modified schematic top view of the 3 m off-plane Eagle monochromator from the 
helical/linear switchable undulator beamline at the Hiroshima Synchrotron Radiation Center.18 
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The grating has parallel grooves that are tightly spaced with a reflective surface (Figure 2-14).19 The basic 
strategy here is utilizing interferences between the diffracted waves. Figure 2-14 shows two rays, 1 and 2, 
travel different path lengths at a given time. If a path length difference between the two rays is the same as 
the wavelength of the incident radiation (λ), then the diffracted rays will form a constructive wave. If, 
however, the path length difference is half of the wavelength (λ/2), then they will create a destructive 
interference (because the crest and trough of one will cancel the trough and crest of the other, respectively). 
We are, of course, interested in the constructive interferences. The path length difference of incident (Γ𝑖) 
rays is: 
Γ𝑖 = 𝑑sinα                                                   (Equation 2-2) 
and the path length difference of diffracted (Γd) rays is: 
Γ𝑑 = 𝑑sinβ                                                   (Equation 2-3) 
Therefore, the total difference is: 
Γ𝑖 − Γ𝑑 = 𝑑sinα − 𝑑sinβ                                       (Equation 2-4) 
Constructive interferences happen when: 
𝑑sinα−𝑑sinβ
λ
= 𝑛 (𝑛 is an integer)                                 (Equation 2-5) 
Since the diffraction angle can be negative when β is located to the left side of the grating normal, we can 
generalize and conclude that:  
Figure 2-14. Diffraction grating where α and β are, respectively, angle of incident and diffraction, d is the 
distance between two groves adjacent to each other, λ is the incident or diffracted wavelength, and GN 
stands for grating normal.19 
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𝑑(sinα ± sinβ) = 𝑛λ                                            (Equation 2-6) 
Here, we do not need to worry about 𝑛 values higher than 1 when the path length difference (left-hand side 
of Equation 2-6) is constant since the gas filter eliminates higher harmonics (shorter wavelength) of the 
targeted energy already. The desired wavelength can be selected and focused by rotating the grating 
(varying the incident angle α) and moving the grating toward the exit slit, respectively.20 The selected 
energy photons corresponding to the diffracted wavelength are dispersed vertically to achieve the narrow 
bandwidth, and can then pass through the exit slit to enter its final destination, T3.17    
 
2.4 Multiplexed Photoionization Mass Spectrometry (PIMS) 
2.4.1 Excimer laser 
The experimental apparatus, time- and energy-resolved multiplexed photoionization mass 
spectrometry (PIMS), located at T3 (Figure 2-4) is used to characterize gas phase reactions initiated by 
different radicals.6, 17 These types of reactions are modeled based on the HCCI engine that was discussed in 
Chapter 1. To perform the experiments, two main reactants are required, the radicals and biofuel molecules. 
The biofuel sample preparation will be discussed in the following section. Producing radicals is carried out 
through photolyzing radical precursors, Cl2 or NO2, by using a specific wavelength according to the 
following reactions.  
Cl2
h𝑣=351𝑛𝑚
→       2Cl                                                (Equation 2-7) 
NO2
h𝑣=351𝑛𝑚
→       NO + O( 3P)                                      (Equation 2-8) 
The PIMS is equipped with an excimer laser, COMPexPRO 110 model, manufactured by Coherent (Figure 
2-15).21 Excimer means excited dimer, which indicates the laser is generated by excited dimer molecules.22 
The excited dimers are formed by combining a rare gas atom (Kr, Ar, or Xe) and a halogen atom (F or Cl), 
and different dimers emit different wavelengths of the laser.22 Examples are ArF (193 nm), KrF (248 nm), 
XeF (351 nm), and XeCl (309 nm).22 Since the precursors in this study needed a wavelength of 351 nm to 
produce radicals, XeF dimer was used (Equation 2-7 and 2-8). When an external energy source excites 
atoms/molecules until more excited atoms/molecules are present than in their ground states, the system has 
an arrangement called population inversion.23 The excited atoms/molecules eventually relax down and emit 
photons.23 The basic idea is obtaining photons with specific energy while the excimer XeF, denoted as 
(XeF)*, relaxes down to Xe and F atom.22 Figure 2-16 presents the energy diagram of the two states.22 The 
(XeF)* releases as much energy as the gap between the two states, and the gap is called laser band.22 There 
are numerous parts inside of the excimer laser machine, but here we will focus on the laser tube, where the 
25 
radiation is actually generated.21 Xe and F2 gases are filled inside of the laser tube, and external energy 
sources excite Xe gas atoms to form (XeF)* based on the following reaction.21, 24 
Xe* + F2 → (XeF)* + F                                          (Equation 2-9) 
As (XeF)* atoms relax down, the emitted photons (351 nm) travel back and forth inside of an optical cavity 
consisting of a highly reflective rear mirror and partially reflected front mirror (Figure 2-17).21 While the 
photons move inside of the cavity, they stimulate excimers to emit more photons until a threshold of photon 
density is reached and the radiation leaves through the partially reflected front mirror.21 The energy source 
of the excimers is a high voltage discharge between two electrodes (Figure 2-18).21 However, to accomplish 
Figure 2-15. The excimer laser COMPexPro 110 (Coherent) used in this study.  
Figure 2-16. Energy diagram of excimer and relaxed atoms. The energy gap between the two states is called 
the laser band.20 
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a controlled and stable spark-free discharge, sufficient amount of Xe atoms need to be preionized and placed 
between the two electrodes.21 This is accomplished by preionization pins located along with the 
electrodes.21 As a result, homogeneity of preionized Xe atoms throughout the tube is achieved.21 Since the 
high voltage discharge not only ionizes Xe atoms but also heats up the gas near the electrodes, the gas 
circulation fan constantly pushes the heated gas toward the heat exchanger, where the gas gets cooled.21 
Every discharge pulse causes tiny material erosions of both electrode and preionization pins, and the dust 
filter takes care of this issue.21 The unfocused excimer laser with a fluence of 10-60 mJ cm-2 and 20 ns pulse 
width is fired at a 4 Hz repetition rate into the reactor tube.17, 24 
 
 
 
 
2.4.2 Slow flow reactor tube 
The reactor is a 62 cm long quartz tube with 1.27 cm outer diameter and 1.05 cm inner diameter.17 
The reactants flow into the reactor with a flow range between 10 to 200 standard cubic centimeters per 
minute (SCCM) separately.17 Figure 2-19 shows the upper part of the reactor tube with attached gas inlet 
steel tubes (the photo on the right). Each inlet is connected to a calibrated mass flow controller that monitors 
a gas flow.17 The pressure inside of the reactor tube is controlled with a closed-loop feedback valve 
Figure 2-17. Simple schematic of how the excimer laser tube generates the excimer laser.19 
Figure 2-18. A cross section view of the excimer laser tube.19 
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throttling the Roots pump and typically kept at 4 Torr.17, 25 As the Roots pump pumps out the reactor tube, 
the reactants travel down while making products. The products then exit through a small pinhole (650 μm 
diameter), located at the middle of the tube, and form a molecular beam that passes to the ionization region 
through a skimmer (0.15 cm diameter) driven by differential pumping. The source chamber containing the 
reactor is evacuated by a 3200 L s-1 oil-free turbomolecular pump.17, 26 To adjust reaction temperatures, 18 
μm thick nichrome tape is wrapped around the quartz tube.17 A layer of insulating square-weave of yttria-
stabilized zirconia cloth (ZYW-15, Zir-car Zirconia, Inc.), surrounding the two-halves of a gold-plated 
copper sheath is wrapped with the tape.17 These layers prevent short circuits of the heating tape and keep 
temperature uniformity.17 They also reduce radiative heat transfer from the tube to other regions.17 This 
heating system allows us to adjust the temperature with a range of 300-1050 K.17 Figure 2-20 shows a 
schematic of how the ions are generated and detected.27-28 Once the molecular beam exits the source 
chamber, molecules with lower ionization energy than the selected energy of synchrotron radiation are 
photoionized in the ionization chamber as the molecular beam and synchrotron radiation intersect.27 
2.4.3 Time-of-Flight mass spectrometry (TOF-MS) and microchannel plate (MCP) detector  
The ions are immediately extracted through orthogonal time-of-flight mass spectrometer (TOF-MS) 
toward the microchannel plate (MCP) ion detector (Figure 2-20).26 The perpendicular 
extraction/acceleration is achieved by three plates; repeller, extractor, and accelerator, which are equally 
distributed with 1.27 cm gaps between.26 The extraction and acceleration plate have 1.27-cm-diameter 
apertures located at the center of them as well.26 Since the ions have cationic charges, the repeller plate 
applies a sharp positive 150 V pulse upward while the extractor plate pulls the ions with a negative 150 V 
Figure 2-19. Pathway of the excimer laser (yellow arrow). 
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pulse.25 Once the ions pass the extractor, they are pulled once more with a -4,000 V pulse from accelerator 
plate.25 The underlying behind this principle can be understood using classical mechanics (Newtonian 
physics). The kinetic energy (Ek) of the accelerated ions is constant since they were pushed/pulled by the 
same potential during the same amount of time. Once we assume that all the ions have the same charge 
(+1), the kinetic energy can be expressed as: 
E𝑘 =
1
2
𝑚𝑣2                                                  (Equation 2-10) 
where m is the molecular mass and v is the velocity of the ions. It can be rearranged: 
𝑣 = (
2E𝑘
𝑚
)
1
2                                                  (Equation 2-11) 
The time variable (t) can be written as: 
𝑡 =
𝑑
𝑣
                                                         (Equation 2-12) 
where d is the length of TOF-MS. We can combine Equation 2-11 and 2-12 to obtain: 
𝑚 =
2E𝑘𝑡
2
𝑑2
                                                   (Equation 2-13) 
Since the Ek and d are known and constant, the molecular masses can be distinguished by the time of arrivals. 
The ions ultimately arrive at the time-sensitive microchannel plate (MCP) ion detector. The MCP has 
numerous channels equally distributed on its surface.29 Photons, electrons, or ions will generate a cascade 
of electrons within the microchannels.29 Figure 2-21 presents side views of three different types of MCP.29 
The Chevron MCP stack style was utilized in this experiment.25 It can generate 106-107 electrons, called an 
Figure 2-20. Simplified illustration depicting how the ions are generated and detected.24-25 
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electron cloud, from each ion incidence.25 The electron clouds are accelerated toward the anode and 
converted into a signal that can be analyzed.17 
 
2.4.4 Vacuum pumps  
 The vacuum pumps are the last important components of PIMS. There are three different types of 
pumps that are employed. Two of them have been already mentioned above, a Roots pump for the reaction 
tube and turbomolecular pump for the source chamber. The last pump is called a scroll pump, which is an 
additional pump installed to back up the other two types of pumps.25 The Roots pump evacuates gas 
molecules by generating confined chambers to trap gas molecules and lead them away from a chamber.30 
It uses two identical “8” shaped rotors that rotate at the same time but in opposite direction (Figure 2-22). 
Depending on the size of the pump and the desired pressure, the rotors can be placed 0.05-0.25 mm apart 
from each other and rotate 500-3500 rpm.25 The capacity range of the Roots vacuum is from 20 to 8300 L 
Figure 2-21. (a) Chevron MCP stack, (b) Z-plate MCP stack, and (c) C-plate MCP.28 
Figure 2-22. Cross section of a Roots pump.29 
30 
s-1.25 The turbomolecular pump has two main parts that contribute to the evacuation, which are stator and 
rotor blades.31-32. Inside of the motor, there are multiple layers, and each of them has a pair of stator and 
rotor blades.31-32 The rotor blade is placed on top of the stator at an angle to push gas molecules downward.31-
32 To help with visualization, Figure 2-23 presents how the two blades can operate together to evacuate gas 
molecules. First, picture (a) shows the inlet of the pump, and little blue dots indicate individual gas 
molecules. When a gas molecule flies inside of the motor, it most likely will hit the stator blade and bounce 
back up (picture (b)). The rotor blade, rotating with great velocity, smashes the bounced gas molecule to 
guide it to the next layer (picture (c)). The blades in every layer work in the same way until the gas 
molecules reach an outlet located at the bottom of the motor (picture (d)). Utilizing multiple turbomolecular 
pumps can achieve pressures down to 10-9 Torr.25 PIMS has three turbomolecular pumps with capacities of 
3200, 1600, 700 L s-1 that are used for the source chamber, ionization chamber, and TOF detector, 
respectively.25  
 
 The scroll pump, the back up pump for the other two, has two identical scrolls; one is moving and 
the other one is fixed.33 Figure 2-24 shows one complete cycle of the orbiting scroll. Once the orbiting 
scroll starts moving, the suction chamber opens and allows gas molecules in (25 % of the cycle). The suction 
Figure 2-23. The operation of the turbomolecular pump rotors. (a): Gas molecules entering the motor. (b): 
A gas molecule hitting a stationary blade and reflecting toward rotor blade. (c): The rotor blade reflecting 
the gas molecule to the next layer. (d): The outlet of the turbomolecular pump.30-31 
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chamber keeps expanding until 75% of the cycle is completed. Once the suction chamber reaches its 
maximum capacity (100%), the orbiting scroll closes the chamber and repeats the cycle. During the 
following immediate cycles, the gas molecules inside of the suction chamber will be squeezed into the 
compression chamber until they are exhausted toward the discharge port. 
 
2.5 Sample Preparation 
In this section, practical procedures for sample preparations are explained. Figure 2-25 shows the 
sample preparation setup contained in a fume hood. The positions of valves relative to the pipe underneath 
indicate whether they are opened or closed. The pipe is opened when the valve is parallel to the tubing (1, 
3, 6, and 7 are opened in Figure 2-25). If the valve is orthogonal to the pipe, then the pipe is closed (2 and 
5 are closed). The unlabeled valves between valves 3 and 4 function similarly but are attached to individual 
sample tanks for this brief explanation of experimental procedure. We will focus on the sample accessed 
via valve 3. Before even obtaining a sample, any leaks in the system need to be identified and fixed. This 
is achieved by following these simple steps. First, the unlabeled pipes connected to the sample tanks, which 
will not participate in the sample preparation, need to be closed. The sample tanks connected to the 
unlabeled pipes have their own valves and they need to be closed as well. Now, the valve 4 (vacuum pump) 
can be closed to see whether there is any leak by reading the pressure readers. If the pressure is close to 
zero and stable, sample preparation can be initiated. Otherwise, the leak needs to be identified (most of the 
times it is from the connection between the sample tank and the copper tubing). The sample (~1-2 mL) is 
transferred into a glass test tube, which is attached to the copper tubing connected to the closed valve 2. At 
this point valves 3 and 7 need to be closed. It is very important to pay attention to the valve 7 as it is 
connected to the sensitive pressure gauge called the baratron that has a full scale of 100 Torr (1atm = 760 
Torr). The gauge has a thin diaphragm that moves based on the applied pressure and electrodes connected 
to the diaphragm convert the movement to electrical signals.34 Exposing the barometer to high pressures 
might break the thin diaphragm or electrodes. After closing 3 and 7, the sample in the test tube needs to be 
Figure 2-24. Each phase presents a quarter cycle of the scroll pump operation.32 
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frozen by liquid nitrogen. The idea here is forcing out foreign gas molecules that are dissolved in the sample 
by freezing it. Once the sample is completely frozen, valve 2 can be opened while the frozen sample is still 
in the liquid nitrogen. The valve 7 needs to be opened as well to observe the pressure of forced out gas 
molecules. The pressure will go down and once the pressure is lowered back to near zero, valve 2 is closed 
and the sample is thawed by either applying body temperature (hands) or using a beaker filled with room 
temperature water. When the sample is completely liquified, the freeze-pump-thaw procedure needs to be 
repeated two more times. After the purification process is completed, valve 4 is closed and 2 is opened. The 
valve 7 is slowly opened to observe the vapor pressure of the sample. Once the 100 Torr reader reads stable 
pressure, valve 3 is opened and the tank valve connected to 3 needs to be opened as well. The pressure 
should drop as the sample molecules travel into the sample tank (larger final volume). Once the vapor 
pressure of the sample reaches the desired stable value, valve 2 is closed and the pressure is recorded from 
the 100 Torr reader. The valve 7 is closed first and 5 is opened to insert helium gas into the tank until the 
total pressure reaches about 2000–2500 Torr. The stabilized total pressure is obtained from the 10000 Torr 
reader after the valve 5 is closed. The valve 3 and the sample tank valve connected to 3 are closed, then the 
valve 4 is opened to flush out the remaining helium and sample molecules. The sample tank now is ready 
for the experiment. It can be detached from the copper wire and brought down to the beam line. The sample 
tank then can be connected to the reactor through one of the gas inlet steel tubes (Figure 2-19). 
After obtaining the data, the used tank needs to be cleaned for the next sample preparation. Once 
the used tank is brought back to the hood, the tank, then, is connected back to valve 3 and pumped through 
valve 4, which is closed after the pumping. Valve 5 is opened to insert helium gas into the tank up to near 
4000 Torr while valve 3 and the tank valve are opened. Once the pressure is close to 4000 Torr, valve 5 is 
closed and 4 is opened to flush out the sample with helium gas. This procedure needs to be repeated at least 
Figure 2-25. The sample preparation setup. Important components are labeled. 
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three times to ensure the complete evacuation of any remaining sample molecules inside of the tank. The 
flushed tank can be pumped overnight to bring the pressure down to near zero.  
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Chapter 3 : Theoretical Concept 
 
3.1 Photoionization and Franck-Condon Principle 
The photochemistry process is always kindled by the absorption of a photon with enough energy 
to lead an atom or molecule to electronically-excited states.1 When an electron receives sufficient energy 
from a photon to leave the system, the minimum amount of energy input is called ionization energy.2 The 
total energy of the atom/molecule can be expressed as: 
Et = Ee + Ev + Er                                             (Equation 3-1) 
where E represents the energy, t stands for total, e for electronic, and v and r for vibrational and rotational 
energy of the nuclear motion, respectively.1 We can treat the electronic energy and nuclear motion, 
vibrational and rotational energy, separately with a premise of “the relative positions of atoms in a molecule 
do not change upon the ionization process,” which is also widely known as the Born-Oppenheimer 
approximation.1-2 With this approximation, we can discuss the electronic transitions without worrying about 
the motions of nuclei. Electronic transitions in a molecule can be described by quantized electronic and 
vibrational states since the energy gaps between electronic states are much bigger than the gaps between 
vibrational states, and the energy gaps of vibrational states are much bigger than the gaps between rotational 
states.1 Ultimately, the rotational states are ignored as the contributions to the energy are negligible. Figure 
3-1 presents eight different energy states as an example; two electronic states, one ground and one excited, 
Figure 3-1. Ground and excited electronic state (S) with their associated quantized vibrational energy levels 
(v). The vertical arrows indicate vibronic transitions via the absorption of photons.1 
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and each of them have four vibrational energy states. The vertical arrows are showing vibronic transitions 
from the ground electronic state (S0) to the excited state (S1).1 Each of the vibrational states have their own 
wavefunction (𝜓). By calculating 𝜓∗𝜓, we can obtain the probability density of the wavefunction at a 
certain internuclear distance (r), where∫ 𝜓∗𝜓  dr = 1. Figure 3-2 presents the ground state potential energy 
curve of a diatomic molecule as an example corresponding to the internuclear distance with the electron 
probability densities of vibrational states up to v = 4.1 re represents the equilibrium bond length between the 
two nuclei where the system is the most stable.1 Once this ground state gains enough energy, an electron 
will leave the system that makes the cationic state: 
M + hv → M+ + e-                                            - (Equation 3-2)  
Figure 3-3 shows the vertical transitions for two different cases, which are when the neutral and cation have 
Figure 3-2. Probability densities of different vibrational states are presented on a ground state potential 
energy graph.1 
Figure 3-3. The greatest probability of vertical transition from M (v = 0) to (a) where the geometry of cation 
is similar to the neutral (no significant change of re) and (b) the cationic geometry is different from neutral.1  
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similar (a) and different geometries (b).1 The electron transition probability is the highest when the maxima 
of electron probabilities of the two states overlap well, according to the Franck-Condon principle.2 Each 
transition has a probability based on the Franck-Condon factor that indicates how well the electron 
probabilities overlap.1-2 Imagine the entire potential energy curves of M in Figure 3-3 move vertically up, 
and the electron density of v = 0 at the ground state overlaps well with the excited state of v = 0 for (a) and 
v = 5 for (b). This means that the probabilities of these vertical transitions are high. The adiabatic ionization 
energy is defined as the energy difference between the ground vibronic state of the cation and the ground 
vibronic state of the neutral molecule. The difference between the vertical and adiabatic ionization energy 
can cause an error in ionization energy calculations up to 0.7 eV.2 A large Franck-Condon factor (Ffc) 
correlates to the high probability of transition and, thus yields a signal with strong intensity, which 
contributes to a spectrum called photoelectron spectrum:3 
Ffc = ∫ 𝜓i
∗𝜓f dr                                               (Equation 3-3) 
where 𝜓i and 𝜓f are the wavefunctions of the initial (ground) and final (excited) state, respectively. The 
squared value of Ffc provides the actual probability of transitions.
3 Note that multiple transitions can and 
will happen from M (v = 0) to either/both excited vibrational states (v > 0) at M+ or/and even more excited 
electronic states (v ≥ 0 in M+ with higher multiplicities). There are multiple vibrational frequencies in a 
molecule bigger than the diatomic example above, which will also generate signals. As a result, these 
signals appear at different photon energies with different intensities and the integration of these signals over 
the photon energy provides a photoionization (PI) spectrum. Various molecules, therefore, provide different 
shapes of PI spectra as they go through different transitions along with different geometries. By utilizing 
this characteristic, we can identify molecules based on experimentally obtained PI curves.   
3.2 Photoionization Cross-Section and Branching Fraction 
The PI spectrum signals mentioned in the previous section can be used to quantify the identified 
species as well. The photoionization cross-section(σ), which can be regarded as the effective area that 
photons can bombard to ionize certain species, has an expression of:4-5  
σ =
4𝜋2𝑘𝐸
𝑐
|𝐷IF|
2
                                              (Equation 3-4) 
where 𝐸 is the photon energy, 𝑐 is the speed of light and 𝑘 is the magnitude of the photoelectron wave 
vector derived from its kinetic energy.5 The 𝐷IF is called photoelectron matrix element that provides the 
connection between the neutral (initial; I) and excited (final; F) state.5 
𝐷IF = 𝐮⟨𝜙IF
𝑑 |?̂?|Ѱel〉                                           (Equation 3-5) 
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where 𝐮 is a unit vector in the direction of the polarization of light, ?̂? is the dipole moment operator, Ѱel is 
the wavefuntion of the ejected electron, and 𝜙IF
𝑑  is an orbital expression called Dyson orbital connecting 
the 𝑁 -electron system (initial) and the 𝑁 − 1-electron system (final).5-6  
𝜙IF
𝑑 (1) = √𝑁 ∫ ѰI
𝑁(1, … , 𝑛)ѰF
𝑁−1(2, … , 𝑛)𝑑2 … 𝑑𝑛               (Equation 3-6) 
The ion signal (S) relation to σ at specific photon energy (E) can be written as:3  
SE = kσEδC                                                  (Equation 3-7) 
where k is an instrument constant, δ is the detector mass-dependent response, which is equal to (molecular 
mass)0.67, and C is the concentration of the species.3 The cross-section has a unit of Mb (megabarn) that is 
equivalent to 10-18 cm2.3 When there is a species with known cross-section area, we can calculate unknown 
cross-section areas of the other species in the same experiment run at specific photon energy based on the 
equation:7-8  
σU =
σKSUmK
0.67CK
SKmU
0.67CU
                                               (Equation 3-8) 
The notation K and U are for the species with known and unknown, respectively, where σ  is the 
photoionization cross-section area, S  is the ion signal, m  is the product mass, and C  is the molecular 
concentration. The ion signals and masses of the species can be obtained experimentally through the MCP 
detector and TOF-MS whereas the concentrations can be calculated according to the following equation:  
CS =
P
62.364∗T
∙
M∙Sflow
Tflow
∙
6.022×1023
1000
                                (Equation 3-9) 
where the S notation is for the specific sample, P and T are pressure and temperature of the reactor tube, 
respectively, M is the pressure percentage of the species inside of the sample tank, and Sflow is the flow of 
the sample out of the total flow (Tflow). Since all the right-hand side variables are known in Equation 3-5, 
we can calculate σU . Once the K and U notations are replaced to P and R for product and reagent, 
respectively, we can calculate branching fractions by rearranging the equation to CR/CP. The only unknown 
would be the σP, which can be obtained from literature or estimated based on a semi-empirical model
9 
when the literature values are not available.   
3.3 Computational Method 
3.3.1 Complete basis set composite method (CBS-QB3) and basis sets 
Theoretical approaches here were performed through a computational software called Gaussian 
09.10 There are numerous computational methods that can approximate molecular geometries and their 
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energies and we have been utilizing a complete basis set composite method (CBS-QB3) as it provides very 
reliable results.11-13 For the computational methods to initiate calculations, we have to provide a 
mathematical function called a basis set. The basis sets are one-electron wavefunctions that eventually 
extend over an entire molecule to form geometries and yield total electronic energies.14 There are two well-
known basis functions, Slater Type Orbitals (STO) and Gaussian Type Orbitals (GTO).15 STO was first 
introduced by John C. Slater and it has the functional form shown in Equation 3-6.15-16 
𝜒𝜁,𝑛,𝑙,𝑚(𝑟, 𝜃, 𝜑) = 𝑁𝑌𝑙,𝑚(𝜃, 𝜑)𝑟
𝑛−1𝑒−𝜁𝑟                         (Equation 3-10) 
N is a normalization constant and 𝜁 is also a constant related to the effective charge of the nucleus based 
on the Slater’s rules.16 𝑛, 𝑙, and 𝑚 are quantum numbers and 𝑌𝑙,𝑚 is the spherical harmonics.
15 The STO 
has a great similarity in the exponential dependence of the distance between the nucleus and electron.15, 17 
The normalized hydrogen wavefunction can be expressed as:17 
𝜓𝑛𝑙𝑚 = √(
2
𝑛𝑎
)
3 (𝑛−𝑙−1)!
2𝑛[(𝑛+𝑙)!]3
 𝑒−
𝑟
𝑛𝑎 (
2𝑟
𝑛𝑎
)
𝑙
[𝐿𝑛−𝑙−1
2𝑙+1 (
2𝑟
𝑛𝑎
)] 𝑌𝑙
𝑚(𝜃, 𝜑)           (Equation 3-11) 
where the 𝐿𝑛−𝑙−1
2𝑙+1  is associated with the Laguerre polynomials and 𝑎 is the Bohr radius (0.529×10-10m).17 
As you can see, both of the equations have the 𝑒−𝑟 term, which grants STO a great advantage of accuracy.15 
The STO, however, does not express radial nodes, and thus linear combinations of STOs need to be 
performed to achieve nodes in the radial parts.15 This causes dramatic computational cost increase, as the 
linear combinations need to be integrated. Due to this limitation, STOs are mainly utilized to calculate 
relatively small systems, atomic and diatomic, where they can provide accurate results with reasonable 
costs.15 To find a solution to this problem, Samuel F. Boys presented the Gaussian Type Orbitals (GTO) 
that has a formula of:15, 18 
𝜒𝜁,𝑛,𝑙,𝑚(𝑟, 𝜃, 𝜑) = 𝑁𝑌𝑙,𝑚(𝜃, 𝜑)𝑟
2𝑛−2−𝑙𝑒−𝜁𝑟
2
                         (Equation 3-12) 
Notice that Equation 3-12 has 𝑟2 dependence in the exponential. This makes GTO less realistic than STO 
as it has a zero slope at the nucleus, whereas the STO has a cusp (discontinuous derivative).15 GTOs, 
however, have a huge advantage over STOs, which is the computational efficiency. A linear combination 
of multiple GTOs can “mimic” the STO, and more GTOs tends to mimic STO better. The computational 
costs of integrals are significantly lower than utilizing STOs because a linear combination of GTOs yields 
another single GTO.15, 19 Figure 3-4 presents the linear combination of three GTOs to achieve the accuracy 
level of STO.15 There is still a slight disagreement near the nucleus, but the computational efficiency of 
GTOs easily outweighs the downside so that GTOs are widely preferred and used to perform electronic 
structure calculations.15 
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 The CBS-QB3 composite method utilizes basis sets modified from Pople style basis sets.20-21 The 
STO-nG indicates Slater type orbitals that are constructed by linear combinations of n number of GTOs. 
To improve performance of the STO-nG type basis (also called a minimum type basis) through a variational 
calculation procedure, Pople and coworkers20-21 designed the Pople style basis sets.20 These basis sets have 
a general formula of k-nlmG.15 The k in front of the dash tells you how many GTOs are linearly combined 
to express core orbitals whereas the nlm after the dash indicates both how many functions valence orbitals 
are split into and how many GTOs are combined to express each function.15 As an example, 6-31G means 
that the core orbitals are made of six GTOs and each valence orbitals are split into two functions; one of 
them consists of a linear combination of three GTOs and the other one is simply a GTO. By splitting the 
valence orbitals, the basis set can express structurally different valence bonds in the same atom, i.e. σ- and 
π- bonds.15 Similarly, 6-311G splits the valence orbitals into three different functions, which grants more 
flexibility. Now one can add diffusion22 and/or polarization23 functions to each basis sets. Diffusion 
functions need to be added for the molecules that possess electrons located far from the nucleus such as 
anions and strong electronegative atoms with high electron densities.15, 22 The diffusion functions are 
denoted as + or ++; + means that the diffusion function is applied to only heavy atoms, whereas ++ applies 
the diffusion function to hydrogen atoms as well, in front of the letter G, i.e. 6-31++G.15 The polarization 
functions are indicated behind the letter G.23 6-31G(d) instructs the method to apply d-type polarization 
function to heavy atoms and 6-31G(d,p) indicates that the additional p-type polarization function is 
employed for hydrogen atoms. These basis sets, 6-31G(d) and 6-31G(d,p), can also be expressed as 6-
31G(d)* and 6-31G(d)**, respectively. The basis sets are specified behind methods with a “slash” between. 
Figure 3-4. Comparison between 1s-STO and STO-3G, which is modelled by a linear combination of three 
GTOs.15 
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Once an input geometry molecule is introduced to the CBS-QB3 composite method, it will go through the 
following steps:11-12, 24-25 
1. B3LYP/6-311G(2d,d,p) geometry optimization and frequencies calculation 
2. CCSD(T)/6-31+G(d’) energy calculation based on the optimized geometry 
3. MP4SDQ/6-31+G(d(f),p) energy calculation based on the optimized geometry 
4. MP2/6-311+G (3d2f,2df,2p) refining electronic energies  
5. CBS extrapolation of corrected total electron energy26-28 
The basis sets from the CBS-QB3 composite method are slightly more complicated than those that are 
explained above. This is because the basis sets are further modified versions from the Pople-style by 
Petersson and co-workers.11-12, 24-28 The individual methods here are different approaches to approximate 
solutions of the Schrödinger’s equation, since solving this equation to obtain exact answers for multi-body 
systems is impossible. The details of each method and corresponding basis sets are discussed in the 
following sections.  
3.3.2 Density functional theory, B3LYP method 
The Density Functional Theory (DFT) was originally proposed by Hohenberg and Kohn29 to prove 
that the ground state electronic energy can be calculated completely through the electron density.15 One of 
the greatest strengths of the DFT method is that its computational cost does not depend on the number of 
electrons since the spin density only depends on three spatial variables.15 Modern DFT methods are based 
on the suggestion from Kohn and Sham in 1965.30 They proposed that the electron kinetic energy needs to 
be computed based on an auxiliary set of orbitals, which in turn are used to express the electron density.30 
The only unknown function here is the exchange-correlation energy (𝐸𝑋𝐶) and the DFT methods can be 
further categorized depending on the 𝐸𝑋𝐶  approximation methods.
15 One such methods is called the hybrid 
method,31 which adopts Hartree-Fock (HF) theory to construct the 𝐸𝑋𝐶  functionals.
31 The HF theory, a 
fundamental theory of electronic structure calculations, was developed by Hartree in 1928.32 It assumes that 
the electrons do not interact with each other, i.e., potential energies between electrons are zero (?̂?𝑒𝑒 = 0), 
so the total electronic wavefunction describing a multi-electron system 𝜓(𝑟1, 𝑟2, … , 𝑟𝑛) becomes the simple 
product of atomic wavefunctions 𝜓(𝑟1)𝜓(𝑟2) … 𝜓(𝑟𝑛).
33 This significant assumption, of course, leads the 
calculation outcomes quiet far off from the experimental results, and thus the advanced corrections, called 
post-Hartree-Fock theories, have appeared and will be discussed in a following section 3.3.4. 
One of the most commonly employed hybrid methods is called B3LYP method.34-36 This method 
utilizes a three-parameter exchange functional developed by Becke31, 37 (B3) coupled with a correlation 
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functional proposed by Lee, Yang, and Parr (LYP).36 The 𝐸𝑋𝐶  approximation from this method can be 
presented as:37-38 
𝐸𝑋𝐶
𝐵3𝐿𝑌𝑃 = 𝐸𝑋
𝐿𝐷𝐴 + 𝑎0(𝐸𝑋
𝐻𝐹 − 𝐸𝑋
𝐿𝐷𝐴) + 𝑎𝑋𝐸𝑋
𝐵88                    (Equation 3-13) 
+𝑎𝐶𝐸𝐶
𝐿𝑌𝑃88 + (1 − 𝑎𝐶)𝐸𝐶
𝑉𝑊𝑁80 
where LDA is the local-density approximation,31 and 𝑋  and 𝐶  indicate the determinations of electron 
exchange and correlation, respectively.37 The 𝑎0, 𝑎𝑋, and 𝑎𝐶 are semiempirical coefficients that are 0.2, 
0.72, and 0.81,38 respectively, 𝐸𝑋
𝐻𝐹 is the exact exchange energy based on the HF theory,37 𝐸𝑋
𝐵88 and 𝐸𝐶
𝐿𝑌𝑃88 
are Becke’s and Lee-Yang-Parr’s gradient correction for exchange correlations, respectively,35-36 and 
𝐸𝐶
𝑉𝑊𝑁80  is the local-density approximation presented by Vosk, Wilks, and Nusair.39 The polarization 
function of the basis set 6-311G(2d,d,p), also known as CBSB7, indicates that the two d polarization 
functions are applied on second row atoms and one d function on the first row atoms whereas the p function 
is added for hydrogen atoms.11 The B3LYP/CBS7 provides reliable geometry optimizations and frequency 
calculations, but it tends to overestimate stability of molecules and underestimate energy gaps between the 
highest occupied molecular orbital and the lowest unoccupied molecular orbital.40-41 The DFT method also 
generally fails to elucidate important factors such as van der Waals interactions.15 Therefore, to obtain 
reliable total electronic energies, further single point energy calculations are performed based on the 
optimized geometries here.   
3.3.3 Coupled-Clusters (CC) method 
The Coupled-Cluster (CC) method was first coined by the nuclear physicists Coester and Kümmel 
in the 1950’s.42-46 The concept of CC approach was introduced to the area of electronic structure in the 
1960’s owing to the publications from Sinanoğlu, Čížek, Paldus and Shavitt.42, 47-50 The CC theory attempts 
to approximate the exact solution, 𝜓, of the Schrödinger equation:51 
?̂?|𝜓〉 = 𝐸|𝜓〉                                                 (Equation 3-14) 
The CC wavefunction, 𝜓CC, that is used for the approximation is:
50 
𝜓CC ≡ 𝑒
?̂?Ф0                                                 (Equation 3-15) 
where ?̂? is the cluster operator and Ф0 is a reference wavefunction that is a Slater determinant of N-body 
system.50, 52 Now the equation can be written as:50 
?̂?𝑒?̂?|Ф0〉 = 𝐸𝑒
?̂?|Ф0〉                                          (Equation 3-16) 
By taking a scalar product with ⟨Ф0|, we can obtain:50 
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⟨Ф0|?̂?𝑒
?̂?|Ф0〉 = 𝐸⟨Ф0|𝑒
?̂?|Ф0〉 = 𝐸                             (Equation 3-17) 
The 𝑒?̂? term can be expanded in a power series.50  
𝑒?̂? = 1 +
?̂?2
2!
+
?̂?3
3!
+·····                                       (Equation 3-18) 
The cluster operator ?̂? is a sum of excited determinants and can be expressed as:50 
?̂? = ?̂?1 + ?̂?2 + ?̂?3 +····· +?̂?𝑁                                      (Equation 3-19) 
where the ?̂?1, ?̂?2,  ?̂?3, and ?̂?𝑁 indicate singly-, doubly-, triply-, and Nth-excited determinants, respectively. 
The accuracy and cost of this method can be varied based on how many excited determinants are accounted 
for the cluster operator. As an example, the CCSD means that the singly- and doubly-excited are added to 
form the cluster operator. The CCSDT method yields very reliable results but its computational cost is quiet 
high.53 To tackle this difficulty, Raghavachari, Trucks, Pople, and Head-Gordon54 presented a perturbative 
approximation approach to the ?̂?3 operator, denoted as CCSD(T) method.
54 This method has comparable 
accuracy to the full CCSDT method with a reasonable computational cost when it is used for small and 
medium size molecules.42 The CCSD(T) method now is considered as the gold standard of quantum 
chemistry and has been utilized widely.42 The basis set 6-31+G(d’) is a modification of the 6-31+G* 
function developed by Petersson and co-workers.11, 24-25 
3.3.4 Møller-Plesset (MPn) perturbation theory 
 As discussed above, the HF theory has an assumption that needs to be improved. The Møller-Plesset 
(MPn) method is one of the post-HF theories, which supplements the electron correlation effect by using 
the perturbation theory.55-56 Møller and Plesset chose a HF calculation as the starting point and they defined 
zeroth-order (0) problem as:55-56 
?̂?(0)Ф(0) = 𝐸(0)Ф(0)                                          (Equation 3-20) 
where the zeroth-order Hamiltonian ?̂?(0)  is the sum of Fock operators (?̂? ) and Ф(0)  is the reference 
wavefunction.55 The 𝐸 and Ф here have ground states. The ?̂?(0) expression with the Fock operators is:55 
?̂?(0) = ∑ ?̂?(𝑝)𝑝 = ∑ ℎ̂(𝑝)𝑝 + ∑ [𝐽𝑖(𝑝) − ?̂?𝑖(𝑝)]𝑝,𝑖                    (Equation 3-21) 
The ℎ̂(𝑝) is the one-electron operator that expresses core electron energy, kinetic and nucleus-electron 
attraction, whereas the 𝐽𝑖(𝑝) and ?̂?𝑖(𝑝) are the Coulomb and exchanged operator, respectively, that are for 
the electron-electron interactions.55 When the 𝐽𝑖(𝑝) and ?̂?𝑖(𝑝) act on spin orbitals 𝜓𝑗:
55 
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𝐽𝑖(1)𝜓𝑗(1) = [∫ 𝑑𝐫2𝜓𝑖
∗(2)
1
𝑟12
𝜓𝑖(2)] 𝜓𝑗                         (Equation 3-22) 
?̂?𝑖(1)𝜓𝑗(1) = [∫ 𝑑𝐫2𝜓𝑖
∗(2)
1
𝑟12
𝜓𝑗(2)] 𝜓𝑖                         (Equation 3-23) 
where the 1 and 2 denote the positions of 𝐫1 and 𝐫2 electrons, and 𝑟12 is a distance between them. The HF 
wavefunction is chosen as zeroth-order wavefunction, i.e. Ф(0) = ФHF.55 The eigenvalue (energy) then can 
be expressed as the sum of orbital energies (OCC indicates the occupied orbitals).55 
𝐸(0) = 𝐸orb = ∑ 𝜖𝑖
OCC
𝑖                                         (Equation 3-24) 
Now the reference function Ф can be replaced based on the electron excitation states, single (S), double 
(D), triple (T), and so on, i.e. electron excitations from the occupied orbitals to unoccupied orbitals.55  
 When we add a perturbation operator to the unperturbed Hamiltonian (?̂?(0)), we can get the 
perturbed Hamiltonian (?̂?). Therefore, the MP perturbation operator can be expressed as:55 
?̂? = ?̂? − ?̂?(0) = ∑
1
𝑟𝑝𝑞
𝑝≥𝑞 − ∑ [𝐽𝑖(𝑝) − ?̂?𝑖(𝑝)]𝑝,𝑖                     (Equation 3-25) 
By applying this operator, we can get the first-order correction energy for 𝐸(0).55  
𝐸MP
(1) = ⟨Ф0|?̂?|Ф0〉 = 𝑉00 = −
1
2
∑ ⟨𝑖𝑗||𝑖𝑗〉𝑖𝑗                          (Equation 3-26) 
The double bar integral here is for an antisymmetrized two-electron integral.55 Once we add Equation 3-24 
and 3-26, we finally have the energy from MP1 method.55 
𝐸(MP1) = ∑ 𝜖𝑖
OCC
𝑖 −
1
2
∑ ⟨𝑖𝑗||𝑖𝑗〉OCC𝑖𝑗                             (Equation 3-27) 
This result is identical as the HF energy itself, which proves that the HF is “correct” up to the first-order 
MP theory.55 This was, of course, first observed by Møller and Plesset.56 The mathematical details of MP2 
and higher orders can be found elsewhere.56-59 The CBS-QB3 composite method has two MP methods, MP2 
and MP4SDQ. Now we know that the MP2 is a simple 2nd-order perturbation. The MP4SDQ is just like the 
MP4 method but the triple excitation contributions (T) are removed to reduce the overall cost as it is the 
most expensive part of MP4.55, 59 The polarization part of basis set 6-31+G(d(f),p) means a d function is 
applied on both first, second row and an f on selected second row atoms, and a p function for hydrogen 
atoms.11 The last basis set 6-311+G (3d2f,2df,2p) indicates that 3d2f are applied on the second row elements, 
2df on the first row atoms, and 2p on the hydrogen atoms.11 Once the input molecule goes through all of 
the procedure, the last step is the extrapolation to a final corrected zero-point total electronic energies.11 
This step is done by accounting all the corrections from the methods above.11 
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3.4 Data Analyzing and Applications of the Computational Method 
 In this section, the method of analyzing data and how computational methods can be coupled to 
support the experimental data will be discussed. A 3D data block with three variables, time, mass-to-charge 
(m/z), and photon energy is obtained from the Chemical Dynamics Beamline 9.0.60 Useful information can 
be extracted from this block data by utilizing a computational software called Igor Pro 6.61 Figure 3-5 
illustrates how the data can be processed.60 First, a 2D image needs to be collected with two variables shown 
in x- and y-axis and a set range value of the third variable. The third variable range decides the height of a 
cuboid data block that is being sliced off from the original 3D data cube. Essentially, the “slicing” consists 
of fixing one variable plotting the other two. The 2D data is sliced one more time either vertically or 
horizontally depending on which value on x- or y-axis is targeted. For example, the data shown in the left 
upper part of Figure 3-5 is a photoionization (PI) curve that can be used to identify the species. To get the 
PI curve, the photon energy (eV) versus m/z (amu) 2D image in a fixed time range (0-60 ms in this case) 
needs to be obtained first. Then m/z 39 and 78 are vertically sliced (the m/z are fixed) to extract the PI 
curves. The kinetic information for the species can also be obtained (shown in the upper right corner). The 
last graph, obtained by horizontal slicing depending on the y-axis value (bottom of Figure 3-5) shows the 
time trace of the ion signals from the two species at certain photon energies. 
 From the kinetic information (graph in upper right corner), the products that form as fast as the 
depletion rate of a reagent can be sorted. We are particularly interested in identifying and elucidating the 
reaction pathways of these products, called primary products. All other products, called non-primary 
products, may be identified but determining their pathways is not the core of our research. The identification 
of the both primary and non-primary products can be achieved by comparing literature PI plots and 
experimental PI curves. When the literature is not available for specific species, Franck-Condon simulations 
can be employed.62-64 For example, imagine running a PI simulation for a molecule M. The PI simulation 
begins with calculating the adiabatic ionization energy (AIE). The CBS-QB3 composite method is utilized 
to obtain the zero-point total electronic energy (ZPE) of M and M+. The energy gap between the two ZPEs 
is the AIE. Then, the vibrational information is obtained utilizing the B3LYP method. The simulation can 
be executed once the vibrational information of both M and M+ are provided by the B3LYP method to 
obtain a photoelectron spectrum. The photoelectron spectrum then needs to be integrated to become a 
simulated photoionization spectrum. 
 The identified primary products’ pathways can be found through potential energy scan calculations. 
A number of two to four atoms can be selected from the starting molecule to rearrange to examine how the 
total electronic energy varies. Choosing two atoms will modify the bond lengths; three atoms for bond 
angles and four atoms for dihedral angles. The goal is to locate the transition state (TS) and the final 
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geometry that is, hopefully, one of the identified primary products. Once the atoms to rearrange are selected, 
the step size and step numbers are required. For instance, moving atom A and B for 20 steps with a 0.1 Å 
step size means that the A and B atom will be pulled apart by 2.0 Å. An example of the scan result is 
presented in Figure 3-6. Each blue dot represents the energy of each step. The dot at the very left (red 
circled) is the initial geometry, the highest point is the TS, and the far right one is the final geometry. The 
dramatic energy change from the TS to the next data point is because the atoms are forced to move in a 
certain way that the molecule relaxes down rapidly once it passes the TS state. As one can see, the scan 
calculations perform multiple optimizations based on the step numbers (number of blue dots). Running the 
scan calculations with the CBS-QB3 composite method would be computationally very expensive. Since 
we are only interested in three data points, initial, TS, and final geometries, it is more practiced to run the 
scan at the B3LYP/CBSB7 level of theory and re-optimize the geometries with CBS-QB3 composite 
Figure 3-5. An example of the 3D block data of C3H3 and C6H6.60 
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method. The TS geometries are verified through the Intrinsic Reaction Coordinate  (IRC) method.65-67 This 
method determines the minimum energy pathway to relax down to either the initial or final state based on 
the command forward or reverse. This method not only verifies the legitimacy of the TS geometries but 
also can smooth the reaction pathways of scan calculations such as the one presented in Figure 3-6. Figure 
3-7 presents the refined pathways from Figure 3-6 by IRC method.  
 
 
Figure 3-6. A scan calculation result of 2,5-dimethylfuran epoxide (left) producing methylglyoxal and 
propyne (right).  
Figure 3-7. An example of a result using the Intrinsic Reaction Coordinate method. 
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Chapter 4 : Investigation of 2,5-Dimethylfuran Oxidation Reaction 
Initiated by O(3P) atoms via Synchrotron Photoionization 
 
4.1 Abstract 
Vacuum-ultraviolet synchrotron radiation from the Advanced Light Source located at the Lawrence 
Berkeley National Laboratory is utilized to investigate the oxidation reaction of 2,5-dimethylfuran (2,5-
DMF) initiated by atomic oxygen, O(3P), at 550 and 700 K. Product identification is achieved by 
comparing the experimental photoionization spectra with literature or/and simulated photoionization 
curves. Calculations are carried out using the CBS-QB3 composite method, which suggests that the O(3P) 
addition pathway is the more favorable and, indeed, all of the major primary products are from this 
pathway. The identified primary products and their masses are m/z 40 (propyne), 42 (ethenone), 70 (3-
butene-2-one and (E)-2-butenal), 84 (3-penten-2-one), and 112 ((Z)-3-hexene-2,5-dione and 2,5-
dimethylfuran-3(2H)-one) at 550 K along with non-primary products at m/z 44 (acetaldehyde), 84 (3-
methyl-2-butenal), 86 (methylpropenoate and vinylacetate), and 112 (5-hydroxyhexa-3,4-dien-2-one). All 
the primary and non-primary products identified at 550 K are also observed at 700 K, except 
methylpropenoate and vinylacetate as the m/z 86 signal is too weak. Additional product detected at the 
higher temperature are m/z 30 (formaldehyde), m/z 68 (furan), 82 (2-methylfuran), 94 (2,4-, 2,5-
cyclohexadienone, 2-bicyclo[3.1.0]hexen-6-one, butadienylketene, and phenol), 110 (2-cyclohexene-1,4-
dione, 5-methylfurfural, and 5-methyl-2-methylene-3(2H)-furanone). All of the reaction paths presented 
in this study are verified through Intrinsic Reaction Coordinate (IRC) method.  
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4.2 Introduction 
Energy allows us to access convenient lifestyles. Owing to this provision of energy and the 
human population growth, the global demand for energy, which mostly relies on fossil fuels, is increasing 
rapidly.1 More than 80% of this requirement has been fulfilling through fossil fuels, a limited depleting 
resource.1-2 To reduce the usage of fossil fuels and meet the demand, eclectic resources are being studied 
and biofuels have been receiving great attention.3-9 Among the many candidates of biofuel, 2,5-
dimethylfuran (2,5-DMF) has attracted many researchers to investigate its properties.8-13 2,5-DMF has a 
high volumetric energy density (31.5 MJ/L), in comparison gasoline has a value of 32.2 MJ/L, with a high 
octane number (119).11, 14 Higher octane numbers tend to reduce knocking in an engine and thus increase 
fuel efficiency and lessen damages to the engine.11  
Due to its great potential as an alternative fuel, many studies regarding production and 
combustion have been carried out. In 2007, Román-Leshkov and co-workers14 proposed a two step 
synthesis of 2,5-DMF. They successfully achieved great yield in liquid-phase hydrolysis (71%) and 
vapor-phase hydrogenolysis (76-79%).14 This discovery motivated other scientists to explore alternative 
production mechanisms of 2,5-DMF.10, 15-17 Binder and Raines10 proposed synthesis of HMF from 
lignocellulosic biomass, abundant raw material, which opened up new possibilities for 2,5-DMF as a 
commercial fuel. Chidambaram and Bell17 successfully converted glucose to 2,5-DMF. They utilized 
ionic liquids and acetonitrile as a cosolvent for dehydration of glucose to HMF and reported great yield. 
Fructose, isomerized form of glucose, was also studied and achieved over 95% yield of 2,5-DMF through 
heating a solution of HMF in refluxing tetrahydrofuran (THF) with formic acid, sulfuric acid, and Pd/C 
(carbon-supported palladium) by Thananatthanachon and Rauchfuss.16 
Along with various synthetic methodologies 2,5-DMF performance has been investigated 
extensively.11, 18-23 Zhong and co-workers11 carried out experiments employing a single-cylinder gasoline 
direct-injection (GDI) research engine and reported physicochemical similarity of combustion and 
emission between 2,5-DMF and gasoline. Zhang and co-workers20 found that the mixture of 2,5-DMF 
(40% by volume fraction) and diesel, referred as D40, reduces soot emissions dramatically compared with 
basic diesel when they go through combustion in a single cylinder diesel engine. They also performed an 
experiment with 2-ethylhexyl nitrate added into the D40 and observed a further reduction of soot 
emissions.21 To analyze mole fractions of intermediates and products from combustion of 2,5-
DMF/oxygen/argon mixture, synchrotron vacuum ultraviolet photoionization mass spectrometry was 
utilized by Liu et al.22 They calculated mole fractions of the major products and the intermediates such as 
2-(5-methyl)furylmethyl radical, 2,5-dimethylene-2,5-dihydrofuran, 1-oxo-1,3,4-pentatriene, 2-
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furylmethyl radical, fulvene, and cyclopentadienyl radical.22 Reactions between radicals and 2,5-DMF 
have been investigated as well. The OH radical-initiated reaction of 2,5-DMF was analyzed by Aschmann 
et al.19 identifying (E, Z)-3-hexene-2,5-dione as the main products. The kinetic study of the reaction of 
atomic oxygen (O(3P)) with furan, 2-methylfuran (2-MF), and 2,5-DMF was performed by Yoshizawa et 
al.24 suggesting that the reactivity towards O(3P)  increases as the furanic molecules have more methyl 
groups.24 
Our previous study probed methylidyne radical (CH and CD) reaction with 2,5-DMF and two 
main pathways, CH addition and insertion, were reported.23 Oxidation reaction of 2-methylfuran (2-MF) 
initiated by O(3P) was also studied,25 and the results from the 2-MF + O(3P) reaction and current study 
will be discussed in the Branching Fractions section. In this work, oxidation of 2,5-DMF initiated by 
O(3P) was investigated at 550 and 700 K through synchrotron radiation coupled with multiplexed 
photoionization mass spectrometry at the Lawrence Berkeley National Laboratory (LBNL). The measured 
photoionization (PI) spectra and kinetic traces were utilized to identify products. Reaction mechanisms of 
all the identified species are presented employing the potential energy surface (PES) scan method and 
electronic structure calculations. 
4.3 Experimental Methods 
The Chemical Dynamics Beamline 9.0.2 at the Advanced Light Source (ALS) of the Lawrence 
Berkeley National Laboratory was utilized to carry out this experiment.26 Reaction species were identified 
through multiplexed time- and energy-resolved mass spectrometry coupled with tunable synchrotron 
radiation for photoionization. Further details of the experimental set up are discussed in previous 
publications.27-30 
 2,5-dimethylfuran (2,5-DMF, Sigma-Aldrich, purity ≥ 99%) was further purified through the 
freeze-pump-thaw technique. The vapor from purified 2,5-DMF was collected into a gas cylinder and 
diluted to ~0.54% (20.35 Torr of 2,5-DMF in 3739 Torr total with He). A 4 Hz pulsed unfocused 351 nm 
XeF excimer laser initiated the reaction by photolyzing the radical precursor NO2, which produced O(3P). 
The photolytic precursor, NO2, and 2,5-DMF were introduced in the slow-flow reactor (62 cm long and 
1.05 cm of inner diameter) together with He using calibrated mass flow controllers. The concentrations of 
NO2 used in this experiment are calculated to be 2.10×1014 molecule cm-3 at 550 K and 2.68×1014 
molecule cm-3 at 700 K. Based on the reported quantum yield of 1.00 for O(3P) at 351 nm31 and the 
absorption cross section of 4.62×10-19 cm2,32 O(3P) concentrations are calculated to be 4.02×1011 molecule 
cm-3 at 550 K and 3.16×10-1 molecule cm-3 at 700 K. The concentrations of 2,5-DMF, calculated based on 
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flow, temperature, and pressure, are 7.64×1012 and 6.00×1012 molecule cm-3 at 550 and 700 K, 
respectively. Reaction species went through a 650 µm diameter pinhole into an ionization region where 
the synchrotron radiation crossed and ionized the species if their ionization energies are equal or lower 
than the tuned synchrotron radiation energy. The ions were then collimated, focused, accelerated by 50 
kHz pulses and detected through orthogonal-acceleration time-of-flight mass spectrometry.  
 The pressure inside the reactor was kept constant (8 Torr) by gas removal using a closed-loop 
feedback throttle valve and through a capacitive manometer. The reactor temperature was adjusted using 
18 µm thick resistive nichrome heating tape wrapped around the reactor tube. Insulation for thermal 
homogeneity of the tube was achieved by a layer of square-weave, yttria-stabilized zirconia cloth. 
 The collected data consisted of the ion signal as a function of photon energy (eV), reaction time 
(ms), and mass-to-charge ratio (m/z), which formed a three-dimensional data block. The prephotolysis 
signal was removed through background-subtraction and the energy-dependent signal was normalized 
against the photocurrent measured by a calibrated photodiode. Two-dimensional slices of the three-
dimensional data were obtained by fixing one variable. The reactants show negative ion signal (depleting 
species) from kinetic time plots (ion signal vs kinetic time), whereas products have a positive signal. 
Primary products have signal forming at the same rate as the inverse time trace of the depleting reactant. 
Secondary products have usually slower formation. Figure 4-1 shows the time traces of the reactant 
(multiplied by -1) compared with a primary product and two secondary products. The signal was 
integrated in the time range 0-40 ms to minimize the presence of secondary product signal at both 
temperatures. 
 The photoionization (PI) spectra were collected in the energy range of 7.9-11.0 eV with 25 meV 
step size (200 shots/step and averaged). The collected PI spectra were used for products identification by 
comparing the measured spectra with literature or simulated PI curves based on the Franck-Condon (FC) 
principle. Due to the complexity in detecting and analyzing various isomer species, the photon energy 
step size, and the energy resolution an uncertainty of ±0.05 eV is given for the measured ionization 
energies of species with a spectral onset. 
 Branching fractions are calculated using the following equation: 
CP
CR
=
SPσRδR
SRσPδP
=
SPσR(𝑚R)
0.67
SRσP(𝑚P)0.67
=
SPσR
SRσP
· MDF                  (Equation 4-1) 
where MDF represents for mass discrimination factor, P and R stand for product and reactant, 
respectively, CP and CR are the concentrations, and SP and SR are the measured signals from the PI 
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spectra at a chosen photon energy (11 eV in this study). The mass-dependent response or mass-
discrimination factor (δP and δR) is approximately equal to the mass (𝑚) of the identified species to the 
power of 0.67.33 The σP and σR are the energy dependent photoionization cross section (PICS), which 
were obtained from literatures. When the literature values are not available, photoionization cross sections 
were estimated using the semi-empirical model at 11.8 eV presented by Bobeldijk et al.34 The propagation 
uncertainty calculations are performed with the variables in Equation 1 to obtain the branching fractions 
uncertainties. The uncertainties of the mass-discrimination factor and PICS are obtained from literature, 
whereas the uncertainties of the ion signals at 11.0 eV are calculated by comparing the upper and lower 
value of the product signal with the reference signal (literature of simulation).  
4.4 Computational Methods 
Molecular structures of the identified species were optimized through the CBS-QB3 composite 
method35-36 utilizing the computational software Gaussian0937 to obtain reliable zero-point vibrational 
energy corrected total electronic energies (E0) that allow for calculation of various thermodynamic 
quantities, such adiabatic ionization energies (AIE) and enthalpies of reaction, with a reported mean 
average deviation of 4-5 kJ/mol.35-36 The B3LYP functional level of theory with the basis set of 6-
311G(2d,d,p), also widely known as CBSB7 (B3LYP/CBSB7), was used to optimize the structures and 
calculate the harmonic vibrational frequencies. Adiabatic ionization energies, used for simulated 
photoelectron (PE) spectra, were calculated by subtracting E0 of the optimized neutral from E0 of the 
optimized cation.  
The identification of the products was accomplished by comparing experimental PI spectra from 
this study with literature PI spectra. When the literature PI spectra were not available, Franck-Condon 
(FC)38-41 and Frank-Condon-Herzberg-Teller (FCHT)38 simulations were used to obtain simulated PE 
spectra by approximating the Frank-Condon factors based on the vibronic transitions from the neutral to 
the cation. A set of recursive formulas42 based on the Sharp-Rosenstock43 and Lermé44 method was used 
to calculate FC overlap integrals. The signals from simulated PE spectra were integrated to obtain final PI 
spectra. The reaction pathways were computed and identified using potential energy surface (PES) scans 
at the B3LYP/CBSB7 level of theory. Optimized structures of transition states and intermediates were 
then used as input geometries to calculate ZPE-corrected total electronic energies using the CBS-QB3 
method. The optimized transition state structures were utilized to run Intrinsic Reaction Coordinate (IRC) 
calculations45-47 to confirm the forward and reverse reaction mechanisms. 
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4.5 Results 
 Previous studies suggest that there are two main pathways of O(3P) initiated reactions for 
unsaturated carbon molecules: (1) oxygen atom addition to the unsaturated carbons and (2) hydrogen 
abstraction.48-50 Scheme 4-1 presents the pathways of 2,5-DMF oxidation initiated by O(3P) with relative 
energies (relative to initial state) of one singlet epoxide molecule (E), two different triplet diradicals (C 
and D), and two doublet radicals from hydrogen abstraction (A and B). The epoxide E is formed from the 
two diradicals C and D through intersystem crossing (ISC).48-49 The formation of epoxides through 
diradical C is the most exothermic pathway. Figure 4-2 shows the mass spectra at both temperatures. The 
positive signals indicate forming products, whereas negative signals are associated with the depleting 
reagents.  
 
 
 
Scheme 4-1. Reaction pathways for H subtraction and for O(3P) addition. The energies of the presented 
species are relative to 2,5-DMF+ O(3P). 
Figure 4-1. Time traces of reactant (inverted signal, i.e., multiplied by -1), primary, and secondary products 
at 700 K. 
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4.5.1 Product Identification  
This section focuses on the identification of products. Their branching fractions and 
thermodynamic pathways will be discussed in the following sections. The ion signals that appeared at 
both temperatures are at m/z 30, 40, 42, 43 44, 52, 56, 58, 69, 70, 72, 84, 86, and 112. Among these 
masses, we will focus on the ones that are fully identified first (Figure 4-2; blue and orange). The rest of 
masses will be discussed afterward (red and black). The literature PI spectrum of NO51 agrees well with 
this study. Figure 4-3 shows the m/z 30 PI spectrum superimposed onto the literature spectrum of NO at 
both temperatures. At 700 K, formaldehyde is also detected.52 The literature PI spectra of propyne (m/z 
40),53 ethenone (m/z 42),54 and acetaldehyde (m/z 44)55 are also in good agreement with the experimental 
PI curves (Figure 4-4). Since there is no apparent dependence on temperature for these three products, 
Figure 4-4 only shows the PI plots at 700 K. The products at m/z 70, on the other hand, shows 
temperature-dependent behavior. m/z 70 products are identified as 3-buten-2-one54 and (E)-2-butenal54 
(Figure 4-5), whereas 3-penten-2-one and 3-methyl-2-butenal are identified as the products at m/z 84 
(Figure 4-6). Pure 3-penten-2-one (Sigma-Aldrich, purity ≥ 70%) was purchased and further purified 
through freeze-pump-thaw technique to collect its PI curve, which was superimposed onto the m/z 84 
along with the literature PI curve of 3-methyl-2-butenal54 at 550 and 700 K (Figure 4-6). m/z 86 at 550 K 
shows good agreement with the superimposed reference PI plots of methylpropenoate56 and 
Figure 4-2. Relative ion signals for the two temperatures. The investigated product masses are labeled 
with different colored boxes. The blue label indicates that the identification and reaction pathways of 
product are completed, whereas the orange label means that only identification is achieved. The red 
means that the masses are fragments from higher masses, and the black color indicates masses that are 
not fully elucidated. The reagent 2,5- DMF (m/z = 96) shows negative signal.  
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vinylacetate.56 This ion signal at 700 K, on the other hand, is too weak to be characterized (Figure 4-7). 
The last identified products at both temperatures are at m/z 112, which are (Z)- 3-hexene-2,5-dione, 5-
hydroxyhexa-3,4-dien-2-one, and 2,5-dimethylfuran-3(2H)-one (Figure 4-8).  
 
 
 
 
 
Figure 4-3. Literature photoionization spectrum of NO and formaldehyde appended on the experimental 
PI plot of m/z 30 at 550 and 700 K. 
Figure 4-4. Literature photoionization spectra of (a) propyne, (b) ethenone, and (c) acetaldehyde 
superimposed onto the experimental m/z = 40, 42, and 44 PI plots at 700 K. 
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Figure 4-5. Literature photoionization spectra of 3-buten-2-one and (E)-2-butenal superimposed onto the 
experimental m/z = 70 PI plot at 550 and 700 K. 
Figure 4-6. Reference PI spectrum of 3-methyl-2-butenal and experimental PI spectrum of 3-penten-2-one 
superimposed onto the experimental m/z 84 PI plot at 550 and 700 K. 
Figure 4-7. Reference PI spectrum of methylpropenoate and vinylacetate superimposed onto the 
experimental m/z 86 PI plot at 550 K. m/z 86 ion signal at 700 K is too weak to be characterized. 
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Figure 4-8 Simulated PI spectra of (Z)-3-hexene-2,5-dione, 5-hydroxyhexa-3,4-dien-2-one, and 2,5-
dimethylfuran-3(2H)-one superimposed onto the experimental m/z 112 PI plot at 550 and 700 K. 
 At 700 K additional product masses at m/z 68, 82, 94, and 110 are detected and characterized. m/z 
68 and 82 are identified as furan54 and 2-methylfuran,57 respectively (Figure 4-9). Figure 4-10 shows the 
simulated PI spectra of 2,4-, 2,5-cyclohexadienone, 2-bicyclo[3.1.0]hexen-6-one, butadienylketene, and 
phenol superimposed onto the experimental PI plot of m/z 94, and 2-cyclohexene-1,4-dione, 5-
methylfurfural, and 5-methyl-2-methylene-3(2H)-furanone are appended onto the PI plot of m/z 110. 
 
Figure 4-9. Superimposed literature photoionization spectra of (a) furan and (b) 2-methylfuran onto the 
experimental PI plots at 700 K of m/z 68 and 82, respectively. 
Figure 4-10. Superimposed simulated photoionization spectra of (a) 2,4-, 2,5-cyclohexadienone, 2-
bicyclo[3.1.0]hexen-6-one, butadienylketene, and phenol onto the experimental PI plot of m/z 94, whereas 
simulated (b) 2-cyclohexene-1,4-dione, 5-methylfurfural, and 5-methyl-2-methylene-3(2H)-furanone are 
superimposed onto the PI plot at m/z 110. 
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m/z 52 and 72 at both temperatures are not fully identified. The PI curve onset at m/z 52 matches 
well with the reference PI plot of cyclobutadiene58 (Figure 4-11). The latter part of the curve, however, 
does not match with any other PI spectrum of the C4H4 isomers. This suggests that the signal at around 
10.40 eV is possibly a fragment from dissociative photoionization of higher mass products. The 
methylglyoxal PI curve does not match the experimental m/z 72 spectrum. Other possible species at m/z 
72 with ionization energies around 9.5 eV are isobutanal and tetrahydrofuran. To form isobutanal or 
tetrahydrofuran (or other molecules with a formula of C4H8O) from the epoxide E, C2O (m/z 40) needs to 
be formed along with the product at m/z 72. C2O, however, has too high energy, which makes C4H8O and 
C2O less likely to be the final products. All the possible isomers of methylglyoxal are also considered, but 
none of the simulated PI curves agrees with the experimental data. This suggests that the signal at m/z 72 
is a dissociative photoionization fragment of a higher mass product.  
 
The absolute PI data of 3-penten-2-one performed in this work shows that 3-penten-2-one 
generates fragments at m/z 56 and 69 in the photoion energy investigated. The PI curves of the fragments 
match well with experimental PI plots of m/z 56 and 69 (Figure 4-12). The kinetic time traces also agree 
(Figure 4-12). One of the identified m/z 70 product, 3-buten-2-one, contributes to the ion signal at m/z 55 
with a dissociative photoionization fragment.54 Figure 4-13 shows the agreements from both PI curves 
Figure 4-11. Experimental m/z 52 PI plot at both temperatures with the superimposed reference PI 
spectrum. 
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and time traces. As the Figure 4-2 and 4-5 presents, the generated amount of 3-buten-2-one and its m/z 55 
fragment at 700 K is significantly higher than at 550 K based on the ion signals. The last species, not fully 
identified, is at m/z 58. The PI plot onset of m/z 58 agrees with the reference PI curve of acetone59 at both 
temperatures (Figure 4-14). It is clear that there is at least one other species contributing to the signal at 
m/z 58 at 550 K. At 700 K, on the other hand, it is hard to tell whether the acetone is the only species as 
the signal-to-noise ratio is very low (Figure 4-14). Other m/z 58 species that provide signal starting at 
around 10.00 eV at 550 K are considered, 2-propen-1-ol54 and propanal,60 but they do not fit the latter part 
of the experimental m/z 58 PI plot. Since m/z 58 time trace matches well with m/z 112, the m/z 58 signal 
at higher photon energy could most likely be a dissociative photoionization fragment of m/z 112 (Figure 
4-14). 
Figure 4-12. Experimental PI plots of m/z 56 and 69 at both temperatures with the appended experimental 
PI curve of fragments from 3-penten-2-one, and their kinetic time traces compared to m/z 84. 
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4.5.2 Thermodynamic Reaction Pathways 
In this section, reaction pathways of the products labeled with blue boxes in Figure 4-2 will be 
discussed. Reaction pathways of the identified products that are originated from epoxide E at both 
temperatures are presented in Figure 4-15. The values in parentheses represent the energy barriers from 
both directions of the transition state (TS). The epoxide E goes through intermediates E1 (2,5-
Figure 4-13. Experimental PI plot of m/z 55 at 700 K with the appended reference PI curve of fragment 
from 3-buten-2-one, and its kinetic time traces compared to m/z 70. 
Figure 4-14. Experimental PI plot of m/z 58 at both temperatures with the appended reference PI curve 
of acetone and its kinetic time trace. 
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dimethylfuran-3(2H)-one; -434 kJ/mol from the initial state) to produce acetaldehyde and propyne. The 
relative energy of acetaldehyde and propyne with CO compared to the initial state, 2,5-DMF and O(3P) 
(that represents the zero of the energy scale), is -225 kJ/mol. The TS2 has much higher energy barrier 
than TS1, which slows down the formations of acetaldehyde and propyne. Figure 4-16 presents the 
kinetic time trace of m/z 40 and 44. Despite the high energy barrier from TS2, m/z 40 forms as fast as the 
depletion of reagent. This suggests that there is a more favorable pathway yielding propyne. The epoxide 
E, in fact, directly breaks to propyne and methylglyoxal (enthalpy: -218 kJ/mol). Both of their kinetic 
time traces show fast forming rates (Figure 4-17). The intermediate E1 also produces (Z)- and (E)-3-
penten-2-one through E2, which loses carbon monoxide (CO) forming (E)- and (Z)-3-penten-2-one 
through TS5 and TS6, respectively. Their relative energies compared to the reference state (2,5-DMF and 
O(3P)) are -399 kJ/mol for (E)- and -380 kJ/mol for (Z)-formation. m/z 84 kinetic time traces at both 
temperatures show fast formation (Figure 18). The last two products from epoxide E are (Z)-3-hexene-
2,5-dione (enthalpy: -385 kJ/mol) and 5-hydroxyhexa-3,4-dien-2-one (enthalpy: -294 kJ/mol) at m/z 112. 
(Z)-3-hexene-2,5-dione is formed from epoxide E by ring opening with relatively low energy barrier. The 
other m/z 112 product is 5-hydroxyhexa-3,4-dien-2-one, which goes through a much higher energy 
barrier. m/z 112 time trace (Figure 4-19), therefore, shows both characteristics of fast and slower 
formation. The onset slope of m/z 112 kinetic plot agrees well with the reactant time trace (Figure 4-19), 
while the latter part does not match well due to the slower forming character of 5-hydroxyhexa-3,4-dien-
Figure 4-15. Reaction pathways of identified products formed from epoxide E at both temperatures. The 
relative energies of transition states compared to the adjacent intermediates are indicated in the 
parentheses. The left value corresponds to the energy barrier for the intermediate located on the left side 
whereas the right value is for the other intermediate. Identified molecules are highlighted with blue 
boxes. 
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2-one. The actual secondary products do not form simultaneously as reactant depletes (Figure 4-1), 
whereas m/z 112 time trace shows that m/z 112 product does form immediately (Figure 4-19). 
 
 
Figure 4-16. Superimposed time traces of m/z = 40 and 44 on the inversed time traces of reactant at 550 
and 700 K. 
Figure 4-17. Superimposed time traces of m/z = 40 and 72 onto the inversed time traces of reactant at 550 
and 700 K. 
Figure 4-18. Experimental time traces of m/z 84 superimposed onto the inversed time trace of reactant 
at 550 and 700 K. 
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The rest of the identified products at both temperatures are ethenone (m/z 42), 3-buten-2-one (m/z 
70), (E)-2-butenal (m/z 70), and 3-methyl-2-butenal (m/z 84). No plausible reaction pathways of these 
four products are found. At 550 K, m/z 42 and m/z 70 shows very similar kinetic time traces with fast 
forming rate (Figure 4-20). m/z 70, however, forms much slower than m/z 42 at the higher temperature. 
The m/z 84 has as fast forming rate as the depletion of reactant (Figure 4-18), but there is no favorable 
enough pathway that indicates fast forming of 3-methyl-2-butenal. This suggests that the fast forming rate 
is from the other m/z 84 product, 3-penten-2-one.   
 
The additional product at m/z 68, 82, 94, and 110 are detected at the higher temperature. The four 
masses are not from primary chemistry (Figure 4-21). Because the main focus of this work is the 
characterization of primary chemistry products, no further attempts are made to characterize their 
formation. Nevertheless, 5-methylfurfural (m/z 110) is most likely coming from the self-reaction of the 
peroxy radical formed from radical A (Scheme 4-1) + O2 as we have showed in our recent work for 2-
methylfuranperoxy self-reaction.61  
Figure 4-19 Superimposed experimental time traces of m/z 112 onto the inversed time trace of reactant at 
550 and 700 K. 
Figure 4-20. Appended experimental time traces of m/z 70 and 42 onto the inversed time trace of 
reactant. 
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4.5.3 Branching Fractions. 
The branching fractions of fully identified primary products are calculated based on Equation 4-1 
(Table 4-1). The calculated PICS of 2,5-DMF in this study is 32.1 Mb, which agrees well with the value 
(32.5 Mb) from another study.57 In this section, the previous study of 2-MF + O(3P) is compared to the 
current results. The branching fractions of 2-MF + O(3P) are presented in Table 4-2.25 Significant amount 
of formaldehyde (m/z 30) was observed at 650 K from the previous study, whereas only small quantity of 
formaldehyde is detected from the 2,5-DMF reaction at 700 K. The previous study did not observe any 
product at m/z 40 while this study identified propyne at m/z 40.25 The fraction of propyne increases as the 
temperature goes up. Both the studies observed product at m/z 42, but different species are identified. The 
ethenone (m/z 42) is identified in this study, and propene (m/z 42) was identified in the 2-MF study.25 The 
quantity of formed ethenone increases as the temperature goes up, while the propene from 2-MF + O(3P) 
shows the opposite trend. No m/z 54 products are identified in this study as the only signal of m/z 54 at 
700 K is too small. The previous study also agrees that the products from m/z 54 are insignificant.25 Both 
studies observed and identified m/z 70 products, which are 2-butenal and 3-buten-2-one (methyl vinyl 
ketone).25 The 3-butenal, however, was only identified in the previous study.25 More formation of 3-
buten-2-one (methyl vinyl ketone) from both reactions are probed at the higher temperature, whereas the 
2-butenal fractions decrease at the higher temperature.25 The last two primary products are m/z 84 and 112 
that were not observed from the previous study. The branching fractions of 3-penten-2-one and 3-methyl-
Figure 4-21. Appended experimental time traces of m/z 110, 94, 82, and 68 onto the inversed time trace 
of reactant at 700 K. 
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2-butenal (m/z 84) decrease at 700 K. The (Z)-3-hexene-2,5-dione is the main contributor to the ion signal 
at m/z 112 as its activation energy from epoxide E is quiet low (Figure 4-15; TS9). The notable difference 
between the two studies is the amount of identified primary products. From the 2-MF reaction, the 
primary product fractions add up to 80~90 %, whereas the branching fractions from 2,5-DMF reaction 
add up to about 20 %. This low branching fraction of 2,5-DMF products is most likely from the 
overestimated cross section area of m/z 84 and 112 products. Based on the observed reaction pathway 
(Figure 4-15), (Z)-3-hexene-2,5-dione supposed to show a high fraction as it has a low energy barrier 
from the epoxide E. The overestimated PICS, however, causes the underestimation of the branching 
fraction of (Z)-3-hexene-2,5-dione. Similarly, the overestimated PICS of 3-penten-2-one decreases the 
branching fraction of it. The abundant fragmentations of the products by photodissociation and/or the 
products that are not accounted for branching fractions due to their uncertainty in identification (masses 
that are labeled with black boxes in Figure 4-2) also contribute to this low branching fractions summation. 
The highest branching fraction of primary products are (Z)-3-hexene-2,5-dione and 3-penten-2-one at 550 
K and 700K respectively, and 2-MF study showed that 2-butenal and formaldehyde are the most abundant 
products at 550 and 650 K, respectively. 
 
 
Table 4-1. Branching fractions of fully identified products that are primary at either/bother temperatures. 
m/z Species 
PICS (Mb) at 
11.0 eV 
Refs 
Branching fractions and 
uncertainties (%) 
550 K 700 K 
30 formaldehyde 9.6 [52] - 2.5 ±0.8 
40 propyne 44 [53] 0.6 ± 0.2 1.3 ± 0.4 
42 ethenone 16 [54] 2.2 ± 0.7 3.1 ±0.8  
70 3-buten-2-one 11 [54] 1.6 ± 0.4 8.6 ± 2.2 
70 (E)-2-butenal 14 [54] 2.6 ± 0.7 2.5 ± 0.6 
84 3-penten-2-one 39 Estimated 3.7 ± 0.8 3.4 ± 0.8 
112 (Z)-3-hexene-2,5-dione 58 Estimated 4.7 ± 1.1 2.6 ± 0.6 
112 2,5-dimethylfuran-3(2H)-one 63 Estimated 0.5 ± 0.1 0.4 ± 0.1 
 Total 15.9 ± 4.0 24.4 ± 2.7 
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Table 4-2. Branching fractions from the previous study of the reaction between 2-methylfuran and O(3P). 
The fraction values from primary products are bolded.25 
m/z Species 
Branching fractions and uncertainties (%) 
550 K 650 K 
30 formaldehyde - 31.2 ± 15.9 
42 propene 14.4 ± 6.3 8.1 ± 4.5  
54 1-butyne 2.0 ± 1.0 0.6 ± 0.8 
54 1,3-butadiene 3.6 ± 1.5 2.9 ± 0.4 
54 2-butyne 0.7 ± 0.4 0.5 ± 1.6 
70 2-butenal 44.2 ± 19.3 29.5 ± 18.0 
70 methylvinylketone (3-buten-2-one) 13.8 ± 6.5 15.7 ± 6.9 
70 3-butenal 2.3 ± 0.9 3.6 ± 1.2 
96 furfural 6.0 ± 2.6 11.6 ± 6.0 
 Total 87.0 ± 21.6 103.7 ± 26.2 
 
4.6 Conclusions 
 In this investigation, oxidation of 2,5-dimethylfuran initiated by O(3P) was studied employing 
synchrotron radiation at the Lawrence Berkeley National Laboratory. A theoretical study was also 
performed to probe primary chemistry reaction pathways. Products branching fractions were calculated 
based on Equation 1. We observed two main reaction pathways, O(3P) addition and hydrogen subtraction. 
The O(3P) addition pathway, more favorable than hydrogen abstraction, forms two triplet diradicals (C 
and D), which undergo intersystem crossing into the singlet epoxide E. The hydrogen abstraction pathway 
generates de facto only the doublet radical (A). In fact, the formation of the radical (B) is endothermic. 
From our previous study of the Cl initiated oxidation of 2-methylfuran61 the main expected product from 
this channel derives from the self-reaction of the peroxy radical and should be 5-methylfurfural, which is 
indeed observed. The experimental PI spectra of products in this work were identified by comparison with 
literature PI spectra and/or simulated PI spectra.  
 The identified molecules at the both temperatures are propyne (m/z 40), ethenone (m/z 42), 
acetaldehyde (m/z 44), 3-buten-2-one (m/z 70), (E)-2-butenal (m/z 70), 3-methyl-2-butenal (m/z 84), 3-
penten-2-one (m/z 84), (Z)-3-hexene-2,5-dione (m/z 112), 5-hydroxyhexa-3,4-dien-2-one (m/z 112), and 
2,5-dimethylfuran-3(2H)-one (m/z 112). The product m/z 86, methylpropenoate and vinylacetate, were 
only observed and identified at 550 K as the signal of m/z 86 at 700 K is too noisy. At 700 K additional 
product masses were detected, m/z 68, 82, 94 and 110, and identified as non-primary products based on 
their kinetic time traces.  
 Comparison between this study and the previous study (2-MF + O(3P)) was discussed in the 
previous section. We were able to observe products, 2-butenal and 3-buten-2-one, which were identified 
74 
from the previous study as well.25 Both of the study present that the forming quantity of 3-buten-2-one 
increases at the higher temperature, while the 2-butenal quantity decreases. The summation of branching 
fractions of this study is low compare to 2-MF reaction. This is because of the overestimated PICS of 3-
penten-2-one and (Z)-3-hexene-2,5-dione along with the abundant fragmentations. (Z)-3-hexene-2,5-
dione and 3-penten-2-one showed highest branching fraction as a primary product at 550 K and 700 K 
,respectively, in this study, while 2-butenal and formaldehyde had highest branching fraction at 550 K and 
650 K from 2-MF reaction, respectively.  
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Chapter 5 : Reduction of carbon dioxide with a superalkali 
 
[This chapter was adopted from an article with the same title published in Dalton Transactions (Dalton 
Trans., 2017, 46, 11942-11949). Authors include Heejune Park and Giovanni Meloni] 
 
5.1 Abstract 
The ability of the superalkali Li3F2 to reduce (electron transfer) carbon dioxide (CO2) is presented. The 
CBS-QB3 composite method is employed to obtain reliable information on the geometries and energetics 
of the investigated species. Transition states and minima were located by scanning the potential energy 
surface for CO2 addition to the Li3F2 superalkali. The stability of Li3F2/CO2 is explained by high binding 
energy, charge flows, and the highest occupied molecular orbital–lowest unoccupied molecular orbital 
(HOMO–LUMO) gap. The selectivity of Li3F2 towards CO2 has also been computed by performing the 
same calculations for the most abundant atmospheric gas molecule N2. These results show a very small 
chemical affinity of Li3F2 for N2. 
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5.2 Introduction 
 
 Carbon dioxide (CO2) is the most widely known greenhouse gas, which has substantial effects on 
global warming through the absorption and release of infrared radiation.1 The presence of CO2 in the 
atmosphere is responsible for the greenhouse effect, which keeps the Earth warm.1 However, excessive 
concentration of CO2 overheats the atmosphere and perturbs climates.2 A large amount of CO2 emission 
from industrialization is a ubiquitous problem and an internationally debated issue.2 Power plants using 
coal combustion to generate energy emit exhaust called flue gas, which at 1 bar and approximately 50 °C 
consists of a significant percentage by volume of CO2 (∼15%).3 Numerous scientists have been researching 
ways of capturing carbon dioxide from air to decelerate global warming.4-10 A successful candidate for 
capturing CO2 needs to have a high and selective absorption along with ease of replication. The most 
common method currently used is the use of alkanolamine solutions, such as monoethanolamine (MEA).4 
A packed column of MEA can absorb CO2 from flue gas with high yield,5 but regenerating a column 
requires about 30% of the energy that the power plants produce.6-7 To reduce the regeneration cost and 
enable the capturing process under dry conditions, porous organic polymers have also been studied.3, 7 There 
are many potential porous solids for this purpose, such as porous organic polymers (POPs),8 carbon 
materials,9 and zeolites.10 Among these candidates, metal–organic frameworks (MOFs) have taken center 
stage with their superior ability.3 MOFs have highly porous structures built with various metal ions and 
organic ligands that maximize the surface area.7 However, their weakness is poor CO2 selectivity over N2.4 
More recently, a strategy for decreasing the concentration of CO2 in the atmosphere is via chemical 
transformation, which requires suitable catalysts, such as metals with high electrical conductivity, due to 
the fully oxidized and thermally stable characteristics of the CO2 molecule.11  
 Another leading and promising research area is utilizing superatom clusters to activate CO2.12-13 
Superalkalis and superhalogens were originally presented by Gutsev and Boldyrev.14-15 They are one class 
of superatoms, which are clusters of atoms that mimic the behavior of specific elements.16-17  
 Superalkalis18-19 are molecules that emulate the chemical properties of alkali atoms. They have the 
formula, coined by Gutsevand Boldyrev,20-22 of Mk+1L, where M is an alkali atom with valence k and L is 
an electronegative atom.23 Superhalogens, on the other hand, were primarily designed by chelating a metal 
atom with a number of halogen atoms exceeding the metal valence number. Their formula is MXk+1, where 
M is a metal atom with valence k and X is a halogen atom.23 In recent years, great interest in superalkalis 
has led to different new species, such as binuclear superalkalis,24-25 aromatic superalkalis,26 and non-
metallic superalkalis.27  
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 Recently, Czapla and Skurski12 have calculated the binding energy between superhalogens and CO2 
by using the quadratic configuration interaction method with single and double substitutions and 6-
311+G(d)/LANL2DZ basis sets. They studied the superhalogen series SbnF5n+1 (n = 1–3) and the largest 
cluster Sb3F16 displayed strong characteristics for ionizing CO2 by accepting an electron from it. The 
binding energy between the most stable isomer of Sb3F16 and CO2 was calculated to be 26.5 kcal mol−1 
(110.9 kJ mol−1). The bond shows an ionic characteristic through a significant charge flow (0.88 a.u.). This 
binding energy value proves that the superhalogen’s strong tendency to accept an electron successfully 
ionizes CO2 and as a result an ionic compound is formed.12  
 In this investigation using the CBS-QB3 composite method28 the interactions between CO2 and a 
superalkali species, Li3F2, are studied showing that there is a very strong bond affinity between them. The 
superalkali Li3F2 was first studied by Yokoyama and co-workers.29-30 By irradiating a mixture of LiF and 
Li3N by laser ablation they produced several non-stoichiometric lithium fluoride clusters and several 
isomeric species, confirmed by the B3LYP/6-311+G(d) level of theory calculations. Following this 
investigation, our group decided to study specific compounds, oxides31 and phosphides32 of the Li3F2 
superalkali. Here, the reaction of the most stable C2v isomer of Li3F2 with CO2 is explored to show its 
feasibility to chemically reduce the strongly bound carbon dioxide. Furthermore, interactions between the 
same superalkali species and N2 are also analyzed to discuss the Li3F2 selectivity of CO2 versus N2. 
 
5.3 Theory 
 
 All the species investigated in this work are assessed using the CBS-QB3 composite model28 
through Gaussian 09.33 The reliability of this complete basis set (CBS) method has been assessed in many 
studies.28, 31-32, 34 The CBS-QB3 model consists of several levels of theory and basis sets. The 
B3LYP/CBSB7 level of theory is used for geometry optimization and frequency calculations. After this 
step, CCSD(T)/6-31+G(d′) and MP4SDQ/CBSB4 levels of theory are employed for single point energy 
calculations. Total electronic energy is extrapolated by taking the limit to the infinite basis set of pair 
natural-orbital energies. Finally, a correction for spin contamination is performed.28, 34 This computational 
methodology is used to obtain reliable geometric and energetics information of the investigated species and 
to study the potential energy surface (PES) of the reaction between Li3F2 and CO2. In addition, to verify the 
computation of the PES, intrinsic reaction coordinate (IRC) calculations are carried out as well.35-37 
Transition states and intermediates are obtained through potential energy scans at the B3LYP/6-311G** 
level of theory. The first-order saddle points and minima are re-calculated using the CBS-QB3 composite 
method.  
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 The binding energies (BE) between the superalkali and the interacting species, i.e., in our case CO2 
or N2, are calculated using the equation BE = E0(superalkali) + E0(molecule) − E0(superalkali/molecule), 
where E0 represents the zero-point vibrational (ZPE) corrected total electronic energy. Adiabatic ionization 
energy (AIE) and adiabatic electron affinity (AEA) are calculated using the difference between the ZPE 
total electronic energies of the neutral and cation (for AIE) or anion (for AEA). The BEs for anion and 
cation clusters are calculated based on the same equation as above except that the ZPE values for the 
superalkali are from an optimized anion or cation. This is based on the definition of the dissociation 
thermochemical limit, which is defined as the lowest dissociation energy asymptote. For positively charged 
species, this limit is achieved when the positive charge is located on the fragment with the lowest ionization 
energy that in the present case is the superalkali moiety. For negatively charged species, this limit is attained 
when the negative charge is located on the fragment with the largest electron affinity that in the present 
case is the superalkali moiety. The spin densities are obtained based on Mulliken population analysis,38 
whereas the ESP method39 is utilized to find partial atomic charges (q). We estimate the charge flow (Δq) 
between the superalkali and gas molecules using the calculated partial atomic charges. The highest occupied 
molecular orbital–lowest unoccupied molecular orbital (HOMO–LUMO) gap energies are also determined. 
All these computed quantities are presented in Table 5-1. 
 
Table 5-1. Adiabatic ionization energies (AIE) in eV, adiabatic electron affinities (AEA) in eV, binding 
energies (BE) in kJ mol-1, charge flows (Δq) in a.u., and HOMO-LUMO gaps in eV obtained using the 
CBS-QB3 composite model 
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5.4 Results 
 
 The potential energy surface diagrams of the two investigated species, Li3F2/CO2 and Li3F2/N2, are 
presented in Schemes 1 and 2, respectively. The main purpose of this study is to present the reduction 
capability of Li3F2 towards CO2 and low selectivity of Li3F2 with respect to N2 together with their binding 
energies. The optimized CO2 and N2 structures are shown in Figure 5-1 with their anion structures and 
visualized molecular orbitals (MOs). The point group of CO2 becomes C2v from D∞h once it gains an 
electron. The extra electron is placed in the σ* antibonding orbital of CO2. The hybridization of carbon in 
CO2 changes from sp to “quasi”-sp2 as it becomes an anion. This hybridization change of the carbon atom 
causes a bent structure in CO2−.13 The visualized HOMOs of CO2 and CO2− shown in Figure 5-1 present 
how the molecular structure changes. When N2 accepts an electron, the bond is stretched because the LUMO 
has antibonding character.  
 
Scheme 5-1. Calculated CBS-QB3 potential energy surface of the Li3F2 and CO2 reaction. The relative 
energy values are in kJ mol-1. 
Scheme 5-2. Calculated CBS-QB3 potential energy surface of the Li3F2 and N2 reaction. The relative energy 
values are in kJ mol-1. 
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5.4.1 Geometries 
 The optimized structures with numerical values of bond lengths and angles of the neutral, cation, 
and anion states of the Li3F2 complexes, CO2, and N2, utilized to calculate the AIEs and AEAs, are shown 
in Figure 5-1–5-6. The geometry of neutral Li3F2 is planar (C2v) with a F–Li–F bond angle of 129° and 
bond lengths of 1.71 Å and 1.68 Å for the medial and terminal Li–F, respectively. [Li3F2]+ (D∞h) is linear 
upon electron removal from the neutral. The anion of Li3F2 (C2v) becomes nearly linear with the Li–F–Li 
angles of 174° (Figure 5-2). These results are equivalent to our previous computational study of superalkali 
oxides.31 CO2 is linear as neutral and a cation but bent as an anion.  
 The planar clusters Li3F2/CO2 (1) and (2) have the same point group as the naked superalkali (C2v). 
On the other hand, the optimized geometry of Li3F2/N2 (a) lowers its symmetry losing the vertical C2 
rotation axis and becomes Cs (Figure 5-3). The non-planar Li3F2/CO2 (3) cluster also loses the C2 rotation 
axis and becomes Cs, whereas Li3F2/N2 (b) retains its C2v point group (Figure 5-4).  
 Upon interaction with both CO2 and N2, the bond lengths between Li and F atoms do not change 
appreciably. The superalkal structural change occurs in the central F–Li–F angle, which becomes 151° in 
Li3F2/CO2 (1), 138° in Li3F2/CO2 (2), 121° in Li3F2/CO2 (3), 131° in Li3F2/N2 (a), and 137° in Li3F2/N2 (b) 
from the original angle of 129°. The non-planar Li3F2/CO2 (3) cluster presents the most notable change 
upon interaction. The central Li atom goes out of the plane toward one oxygen of CO2, which is positioned 
perpendicularly to the original Li3F2 horizontal plane, forming a boat-like shape. The main structural change 
is of course for CO2 that changes from linear to bent. Therefore, the strongly bound CO2 is activated upon 
interaction with the superalkali. The findings of Gutsev and Bartlett40 show that CO2 takes a bent structure 
when it accepts an electron (anion). A similar result has also been observed by Jena and coworkers13 for the 
activation of CO2 with four different superalkali species (Al3+, Mn(B3N3H6)2+, C3B9H12+, and C5NH6+). 
This activation can be utilized for the transformation of CO2 into fuel, such as methanol,41 and it is usually 
accomplished by bending CO2 (weakening the C–O bonds) using catalysts.11  
 The structure of CO2 in the Li3F2/CO2 clusters agrees very well with the optimized structure of the 
CO2 anion (Figure 5-1). The N2 bond distance in Li3F2/N2 clusters (a) and (b), elongated by 0.09 Å, is 
almost identical to the bond length in the N2 anion. These results prove that both CO2 and N2 undergo an 
electron charge transfer from the superalkali upon interaction. 
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Figure 5-1. Optimized geometries of the neutral, anion, and cation of CO2 and N2 with visualized HOMOs 
of the neutral and anion. 
Figure 5-2. Optimized geometries of neutral planar clusters. 
Figure 5-3. Optimized geometries of neutral planar clusters. 
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Figure 5-6. Optimized geometries of the anion and cation of N2 clusters. 
 
Figure 5-4. Optimized geometries of neutral non-planar clusters. 
Figure 5-5. Optimized geometries of the anion and cation of CO2 clusters. 
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5.4.2 AIE and AEA 
 The calculated AIE of 3.80 eV for Li3F2 is lower than the experimental ionization energies of alkali 
metal atoms Li (5.39 eV), Na (5.14 eV), K (4.34 eV), Rb (4.22 eV), and Cs (3.89 eV), which proves that 
this species is a superalkali.42 The AIE of clusters (1) and (2) are very close to each other since the cation 
of both clusters is identical (Figure 5-5) and the energy difference between the neutral (1) and (2) is only 5 
kJ mol−1. Once the electron from the singly occupied molecular orbital (SOMO) of the neutral species, 
which is localized mainly on the CO2 moiety, is removed, the geometry of CO2 again changes from bent to 
linear. The Li3F2/N2 clusters (a) and (b) have AIEs lower than all the CO2 clusters and closer to the AIE of 
the naked superalkali Li3F2, showing the small interaction between Li3F2 and N2. Moreover, upon electron 
addition the Li3F2/N2 (a) and (b) clusters become higher in energy than the neutral. The HOMO–LUMO 
gap of these anions decreases showing their instability (when compared with the neutral counterpart) along 
with their negative value of BE. A negative BE of an optimized structure means that a barrier for 
dissociation must be present.  
The AEA values of clusters (1) and (2) are significantly different (Table 5-1), whereas clusters (1) 
and (3) have similar values. This can be explained by their different SOMOs (Figure 5-7). In fact, clusters 
(1) and (3) have a similar SOMO mainly localized within the superalkali moiety, and in cluster (2) SOMO 
Figure 5-7.The singly occupied molecular orbitals (SOMOs) for Li3F2, Li3F2/CO2 (1), (2), and (3), and 
Li3F2/N2 (a) and (b). ρ is the spin density that adds up to 1. Violet = Li; electric blue = F; red = O; grey = 
C; blue = N. 
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is localized largely between the Li–O bonds. The addition of an electron is therefore more stabilized in 
clusters (1) and (3) due to a better resonance of the extra electron within the ring yielding a larger AEA 
value. Figure 5-5 presents the three different structures of the CO2 cluster anions.  
5.4.3 Binding energies 
Cluster (3) has the weakest BE among the three CO2 clusters. This is principally due to the fact that 
in cluster (3) one oxygen interacts with both the terminal Li atoms (with a bond distance of 1.92 Å) and the 
other oxygen with the central Li atom (with a bond distance of 2.20 Å). In comparison, clusters (1) and (2) 
have each oxygen interacting with a single terminal Li atom (with a bond distance of 1.87 Å for cluster (1) 
and 1.81 Å for cluster (2)). Cluster (2) possesses a larger BE and, therefore, stronger intramolecular 
interactions than cluster (1) because in cluster (2) the electron density is more localized between the two 
terminal Li atoms and the two oxygens, which are responsible for the cluster/gaseous molecule interaction.  
The energy barrier between clusters (1) and (2) is only 9.7 kJ mol−1 (Scheme 5-1), which suggests 
a rapid equilibration with the lower energy cluster (2). The binding energy of cluster (2) is 163 kJ mol−1. 
This value is much higher than the corresponding binding energy of Li3F2/N2 (a) or (b) of 51 and 35 kJ 
mol−1, respectively (Table 5-1). The more negative AEA value of N2 than that of CO2 hinders the tendency 
of donating an electron from Li3F2 and weakens the interaction between Li3F2 and N2.  
An indicator of the bond strength between the superalkali and CO2 or N2 is given by the bond 
lengths between the two terminal lithium atoms and the molecules. These bond distances in Li3F2/N2 are 
longer than that in in cluster (2) by 0.09 and 0.21 Å. In addition, the binding energy of 163 kJ mol−1 is 
significantly higher than the binding energy calculated for the superhalogen cluster Sb3F16/CO2 (111 kJ 
mol−1), which has the largest binding energy of the series of SbnF5n+1 (n = 1–3) superhalogens. 12 Of course, 
in this latter case the process is an oxidation or electron removal, i.e., the opposite reaction investigated in 
this study. The carbon atom in CO2 is at its highest oxidation form.43 This fully oxidized carbon state makes 
more challenging for the superhalogen to oxidize CO2 than reducing it with the superalkali, which explains 
why the superalkali interacts more strongly with CO2.  
To verify the thermal stability of cluster (2), the activation energy for decarboxylation of a 
carbonate compound, CdCO3, is compared with the computed BE of Li3F2/CO2 (2). This is done because 
carbonates give off CO2 as the temperature is increased. Mu and Perlmutter44 investigated the thermal 
decomposition of various compounds using a thermo-gravimetric analyzer. The experimental value of the 
activation energy of CdCO3 to decompose into CdO and CO2 is 36.0 (±0.5) kcal mol−1 or 151 kJ mol−1. 
This is accomplished at a temperature of 280–375 °C. Since cluster (2) has a BE of 163 kJ mol−1, higher 
than the activation energy for the CdCO3 decomposition, we can conclude that cluster (2) is stable at room 
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temperature up to, at least, 280 °C. Also, the excess of spin density on the C atom in both the Li3F2/CO2 
clusters (1) and (2) shows that the electron is transferred from the superalkali (reducing reagent) to the CO2. 
Before interaction the two terminal Li atoms carry the extra electron, with a spin density of 0.58 each. This 
translates into a significant charge flow (Δq) from the superalkali to carbon dioxide. The charge flow, 
calculated using the ESP method, of clusters (1) and (2) is 0.63 a.u. and 0.78 a.u., respectively. These results 
are consistent with the description that the bonding between the superalkali Li3F2 and CO2 has an ionic 
characteristic. The HOMO–LUMO gap can also be an indicator of stability. A larger HOMO–LUMO gap 
means that the cluster is thermodynamically more stable than others with a smaller gap.45 From Table 5-1, 
the HOMO–LUMO gap of Li3F2/CO2 becomes about two times larger than Li3F2, which means the 
combined cluster is more stable than the isolated superalkali. Li3F2/CO2 (1) and (2) have similar stabilities 
based on the almost identical HOMO–LUMO gap. 
The cation clusters of Li3F2/CO2 show a very weak bond strength between the superalkali and CO2. 
Once the unpaired electron, which contributes to the bonding, from the SOMO of Li3F2/CO2 is removed, 
the BE decreases. The anions of the CO2 cluster, in contrast, have stronger BEs after accepting an electron. 
Even though the interaction between the superalkali and CO2 is enhanced, the structures become unstable 
and the numerical lower value of the HOMO–LUMO gap clearly shows it. The removal of an electron from 
Li3F2/N2 causes the cluster to become very labile. In fact, the calculated BEs for [Li3F2/N2]+ show a very 
weak interaction (van der Waals interaction). The anions of Li3F2/N2 have a negative BE indicating that a 
barrier to dissociation must be present because the anions still present intramolecular interactions between 
[Li3F2 and N2]−. These interactions can be quantified by computing the barrier to dissociation. Cluster (a) 
has a CBS-QB3 calculated barrier of 10.3 kJ mol−1 and cluster (b) has a barrier of 0.6 kJ mol−1. The narrow 
HOMO–LUMO gap of the anion cluster represents this instability as well. 
5.4.4. Spin density 
Visualization of spin density (ρ) migration from the superalkali to the carbon atom can be seen in 
Figure 5-7. The unpaired electron from the Li3F2 SOMO is localized towards the two terminal lithium 
atoms. The spin density moves to the carbon atom once the superalkali combines with CO2. After the 
migration, the unpaired electrons in the SOMOs of all the three CO2 clusters look identical to the HOMO 
of the CO2 anion (Figure 5-1). This proves that Li3F2 successfully donates the electron to CO2.  
The reduction capability of the superalkali towards N2 can also be explained by the visualized 
HOMO from Figure 5-7. The visualized HOMOs of clusters (a) and (b) are identical to the HOMO of the 
N2 anion. The unevenly distributed spin density of the two nitrogen atoms in Li3F2/N2 (a) lowers the 
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symmetry (from C2v to Cs); on the other hand, cluster (b) shows an even distribution of spin density and 
retains its symmetry. 
 
5.5 Conclusions 
The chemical activation of CO2 via interaction with the Li3F2 superalkali is characterized by 
employing the CBS-QB3 composite model. Geometrical changes are explained in terms of charge flow and 
spin density. Li3F2 can actively reduce CO2 by transferring an electron, which in turn makes CO2 bent. An 
ionic interaction is formed between Li3F2 and CO2 with the strongest binding energy of 163 kJ mol−1 among 
three structural isomers. This value is significantly larger than the BE of superhalogen cluster Sb3F16/CO2 
(111 kJ mol−1) studied by Czapla and Skurski.12 We also confirmed its thermal stability by comparing its 
computed BE with the activation energy for the thermal decomposition of a carbonate species, CdCO3.43 
The same superalkali is also used to probe the interaction with N2. In this case, the strongest calculated BE 
is only 51 kJ mol−1, which ensures that Li3F2 is capable of reducing CO2 with high selectivity over N2. The 
geometric transformation of CO2 from linear to bent is observed as well, which can be potentially utilized 
in converting CO2 into fuel.13 
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Chapter 6 : Activation of Dinitrogen with a Superalkali Species, Li3F2 
 
[This chapter was adopted from an article with the same title published in ChemPhysChem 
(ChemPhysChem, 2018, 19, 256-260). Authors include Heejune Park and Giovanni Meloni] 
 
6.1 Abstract 
The capability of the superalkali Li3F2 to activate dinitrogen (N2) is presented. The (Li3F2)nN2 clusters (n=1–
6) were investigated first at the MP2/6-311+G(3d2f,2df,2p)//B3LYP/6-311G(2d,d,p) level of theory. 
Clusters up to n=4 were also optimized through the CBS-QB3 composite model. The complete dissociation 
of N2 was confirmed through visualized molecular orbitals and bond order calculation. The N-N bond is 
weakened by the addition of Li3F2 superalkali units. The enthalpy of atomization (𝛥𝑎𝑡𝐻0
° ) and formation 
(𝛥𝑓𝐻0
°), charge flows (∆q), binding energies, and the energy gap between the highest occupied molecular 
orbital and the lowest unoccupied molecular orbital are calculated to help explain the N2 activation. 
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6.2 Introduction 
 
 Nitrogen (N2) is the most abundant gas molecule on Earth and yet its direct utilization for 
metabolism is very difficult because of its inertness.1 Its negative electron affinity (-1.8 eV) and high 
ionization energy (15.0 eV) are enormous barriers for its reduction and oxidation.2 N2 possesses a large 
highest occupied molecular orbital (HOMO) and lowest unoccupied molecular orbital (LUMO) gap of 22.9 
eV along with a high bond dissociation energy of 945 kJ mol-1, which prove its great stability.1-2 
The process of converting N2 into a useful form for biological systems is called nitrogen fixation.3 
The most common industrial way to activate N2 (nitrogen fixation) is converting dinitrogen to ammonia 
(NH3) through catalytic Haber–Bosch hydrogenation.4-5 This process requires high temperatures (600– 800 
K) to initiate dissociation of the strong N2 bond and pressures as high as 500 atm.6 Biological fixation 
performed by the nitrogenase enzyme is also a very notable mechanism.6-8 Nitrogenase is a complex 
consisting of two metalloproteins, the iron (Fe) and the molybdenum iron (MoFe) proteins.7 It catalyzes the 
MgATP-dependent reaction to convert N2 to NH3, and this reaction can then occur under much less extreme 
conditions (ca. 290 K and 0.8 atm) than the Haber–Bosch hydrogenation.6 
Many investigations have been performed in both practical and theoretical areas to discover more 
effective and efficient ways to activate N2.1-18 Metal complexes, such as aluminum clusters, have been 
successfully confirmed to reduce N2 and stretch its bond length.5 Jarrold and co-workers investigated the 
influences of thermodynamic phase and cluster charge on the N2 activation with aluminum clusters.5 In 
their study, using two quadruple mass spectrometers ionized size-selected clusters were observed picking 
N2 up in a reaction chamber. The Al44N2+/- complex species was detected, suggesting the chemisorption of 
N2 onto the aluminum cluster.5 Computational analysis was also performed and the average value of 1.65 
Å for the N-N bond length was confirmed.5 Other metal complexes containing tungsten,12 molybdenum,15 
and iron19 were also studied for activation of N2. Schleyer and co-workers14 investigated the reactions of N2 
with various lithium model clusters (Li2, Li4 , Li6, and Li8), which led to stepwise cleavage of the N-N bond 
and elongated the bond length up to 3.023 Å. 
In this investigation, the superalkali species Li3F2 was chosen to verify its capability for reducing 
N2 by using it as a ligand increasing the Li3F2 units up to 6, that is, (Li3F2)nN2, where n = 1–6. Among the 
various isomers of Li3F2, the most stable C2v structure was selected.20-22 Superalkalis are one class of 
superatoms, which mimic and emulate chemical properties of specific atoms.23-26 They were initially 
introduced by Gutsev and Boldyrev27-30 with the general formula Mk+1L, where M is an alkali atom with 
valence k and L is an electronegative atom.28, 31-32 In our previous study,20, 22 we confirmed that the adiabatic 
ionization energy of Li3F2 (3.80 eV) is lower than the experimental ionization energies of alkali metal atoms 
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Li (5.39 eV), Na (5.14 eV), K (4.34 eV), Rb (4.22 eV), and Cs (3.89 eV), which proves that Li3F2 is a 
superalkali.33 Li3F2 was originally studied by Yokoyama and co-workers.34-35 They irradiated a mixture of 
LiF and Li3N using laser ablation to produce several non-stoichiometric lithium fluoride clusters and 
isomeric species, which were confirmed at the B3LYP/6-311+G(d) level of theory. 
Here, for the first time, the (Li3F2)nN2 (n = 1–6) species were assessed to investigate the activation 
of N2 by employing the B3LYP36 and MP237 levels of theory and the CBS-QB338 composite model. The N2 
distance is analyzed and its elongation up to the bond cleavage is explained in terms of thermodynamic 
quantities, molecular orbitals, and charge transfer. 
 
6.3 Computational Methods 
 
The density functional theory (DFT)39 level started with the stable C2v structure using the B3LYP 
functional with the basis set of 6- 311G(2d,d,p), also widely known as CBSB7, which was developed by 
Petersson and co-workers.38 The B3LYP method, which provides reliable geometry optimizations, tends to 
overestimate total electronic energies and underestimate HOMO–LUMO gaps compare to other methods.40-
41 Therefore, the fully optimized geometries from B3LYP are further computed at the MP2/6-311+G 
(3d2f,2df,2p) level of theory to refine the electronic energies.42 The 6-311+ G(3d2f,2df,2p) basis set is also 
called CBSB3, and MP2/CBSB3 is the very last step of CBS-QB3 with extrapolation of the total energy.43 
The CBS-QB3 is employed to analyze clusters up to four units, that is, (Li3F2)4N2, but it is computationally 
too expensive to yield the energetics for the two largest investigated clusters, (Li3F2)5N2 and (Li3F2)6N2.  
 
Among the discovered isomers for each cluster, only the lowest energy one is presented (Figure 6-
1). The binding energy (BE) of N2 with the superalkali is calculated based on the equation, 𝐵𝐸 =
𝑛𝐸0(Li3F2) + 𝐸0(N2) − 𝐸0(cluster), where n is the number of Li3F2 clusters used to activate N2. The 
differences of binding energies (ΔBE) between two adjacent clusters are calculated [i.e. 𝛥𝐵𝐸 = 𝐵𝐸(𝑛) −
Figure 6-1. Optimized geometries of (Li3F2)nN2 (n=1–6) calculated at the B3LYP/CBSB7 level of theory. 
Violet=Li; electric blue=F; blue=N. 
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𝐵𝐸(𝑛 − 1)] to show the subsequent binding strengths versus a superalkali unit. The atomization enthalpies 
(𝛥at𝐻0
°) and enthalpies of formation (𝛥f𝐻0
°) of the clusters are also obtained at 0 K based on the equations 
below.  
𝛥at𝐻0
° = ∑ 𝐸0 − 𝐸0(cluster)constituent atoms                           (Equation 6-1) 
𝛥f𝐻0
° = ∑ 𝛥f𝐻0
° − 𝛥at𝐻0
°
constituent atoms                               (Equation 6-2) 
The 𝛥f𝐻0
°  of the constituent atoms in Equation (2) are the literature values at 0 K,44 and E0 values for the 
clusters are either zero-point vibrational (ZPE) corrected total electronic energy from the CBSQB3 
composite model (𝐸0
CQ
) or the MP2 level of theory (𝐸0
MP), depending on the employed method. The 
fragmentation energies ( 𝛥frag𝐸
° ) are calculated by subtracting 𝛥at𝐻0
° [(Li3F2)]𝑛−1N2]  from 
𝛥at𝐻0
° [(Li3F2)]𝑛N2]  and indicate relative thermodynamic stability. Higher fragmentation energies 
correspond to a greater stability than the neighboring clusters containing one more superalkali unit, and are 
defined as the minimum energy to remove a unit from the cluster.45 The enthalpies of formation at 298 K 
for clusters up to n=4 are also calculated with the CBS-QB3 composite model by adding the heat content 
functions, 𝐻298
° − 𝐻0
° , of the clusters and subtracting the heat content functions of the elements in their 
standard state to the 𝛥f𝐻0
°  values. (𝐻298
° − 𝐻0
° )
elements
values are from the literature.44 Optimized structures 
and visualized MOs are only presented from the MP2//B3LYP level of theory, as CBS-QB3 utilizes the 
same optimization step and population analysis. The electrostatic potential (ESP)46-47 method is employed 
to find partial atomic charges (q) that are used to estimate the charge flows (Δq) between superalkali units 
and N2. All the computed quantities are reported in Table 6-1.   
 
 
 
 
Table 6-1. The computed values from the MP2//B3LYP level of theory and the CBS-QB3 composite 
model (in parentheses). 
100 
 
6.4 Results and Discussion 
6.4.1 Geometry, Molecular Orbitals, Bond Lengths, and Bond Order 
 The (Li3F2)N2 and (Li3F2)2N2 species are planar with Cs symmetry, whereas (Li3F2)3N2 through 
(Li3F2)N2 present no symmetry elements (C1). Once the sixth Li3F2 unit is added, the cluster (Li3F2)6N2 
shows an inversion center and acquires the Ci symmetry. Up to the addition of three superalkalis, the Li3F2 
units remain intact and from n = 4 they start to interact with each other losing their original structure (Figure 
6-1). All the visualized HOMOs are presented in Figure 6-2. It can be seen that, up to the (Li3F2)4N2 cluster, 
the HOMO has essentially essentially the same character as the N2 π* MOs and, for the penta- and hexa-
coordinated species, the HOMO resembles the N atomic p orbitals. The chemical reduction of diatomic 
nitrogen can be explained in terms of addition of electrons, from superalkalis, into the N2empty MOs 
consequently lowering the bond order. Therefore, the addition of the first four electrons fills the two empty 
N2 π * MOs. The N2 σ* MO starts being filled with the addition of the fifth electron and the N-N bond 
distance elongates dramatically from 1.574 to 3.364 Å. A small bonding interaction between the N atoms 
still exists in (Li3F2)5N2 as it can be seen in its HOMO-5, that is, the fifth MO below its HOMO (Figure 6-
3). The largest cluster (Li3F2)6N2 presents complete dissociation of N2 with no electron density between the 
N atoms in any MO. The graph showing the elongation of the N-N distance versus the number of superalkali 
units is shown in Figure 6-4. Bond order and length have been widely utilized to understand chemical 
behavior and, yet, there is no unified theory or formula that can explain their relationship.48 Here, based on 
the bond lengths computed at the B3LYP/CBSB7 level of theory, bond orders are calculated by employing 
the equation developed by Paolini,49 who derived three equations that can potentially relate bond length and 
order. Only one equation does not fail for the bond distances of the clusters containing five and six 
superalkali units, that is Equation 6-3:  
𝐷x = 𝐷1 − 0.71log (x)                                              (Equation 6-3) 
Figure 6-2. Visualized HOMOs of (Li3F2)nN2 (n=1–6) calculated at the MP2//B3LYP level of theory. 
Violet=Li; electric blue=F; blue=N. 
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𝐷x is the bond length corresponding to the bond order x and 𝐷1 is the bond length for the bond 
order of 1. The value of 1.46 Å is used for 𝐷1.
49 The calculated bond orders are presented together with 
occupancy bond index (OBI) in Table 6-2. The OBI estimates the bond order by subtracting the number of 
antibonding electrons from bonding electrons and dividing the difference by two.48 The values from the 
two different methods agree well up to cluster n = 2. The disagreements are from limitation of OBI, which 
can only present discrete values of bond order, thus OBI readily over or underestimate bond orders. The 
calculated bond order of (Li3F2)6N2 is extremely small, such that we conclude the complete dissociation of 
N2. A plot of bond order versus bond length for OBI and Equation 6-3 can be found in Figure 6-5.  
 
 
 
 
Figure 6-3.Visualized fifth occupied MO below the HOMO of (Li3F2)5N2. Violet=Li; electric blue=F; 
blue=N. 
Figure 6-4. A graph showing the bond length elongation in Å versus the number of superalkali units. 
Table 6-2. Bond lengths of N2 and calculated bond orders with OBI. 
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6.4.2 MP2//B3LYP and CBS-QB3 
The energies calculated from MP2//B3LYP (𝐸0
MP, MP2 total electronic energy) and CBS-QB3  
(𝐸0
CQ
, zero-point corrected total electronic energy) are reported in Table 6-1. The 𝛥at𝐻0
°  and absolute value 
of 𝛥f𝐻0
°  show a steady increasing trend with binding energies as n increases. The largest gap for both of the 
enthalpies, the fragmentation energies, and BEs between clusters can be found between n = 3 and 4. As 
discussed earlier, this is caused by stronger intermolecular interactions between the superalkali units. The 
(Li3F2)4N2 shows two superalkali units bonded together, which increases not only the bond strength of 
clusters (𝛥at𝐻0
°), but also the absolute values of enthalpies of formation (𝛥f𝐻0
°) and the subsequent binding 
strengths versus a superalkali unit (𝛥𝐵𝐸). The MP2//B3LYP method predicts larger charge flow than the 
CBS-QB3 model. The increasing charge flow between N2 and superalkalis as the Li3F2 units are added 
suggests the feasibility of electron transfer from multiple superalkali units to N2. The kinetic stability of 
clusters can be determined through the HOMO–LUMO gap magnitude.50 A large HOMO–LUMO gap 
inhibits placing an electron to the high energy LUMO or removing an electron from the stable HOMO.50 
The (Li3F2)4N2 has the smallest HOMO–LUMO gap among all the clusters, which means the tetra-
coordinated species is less stable towards possible reactions, that is, more reactive when compared to the 
other investigated clusters. On the other hand, the larger 𝛥frag𝐸
° of the n = 4 cluster along with its higher 
𝛥𝐵𝐸 value indicates the significant thermodynamic stability of this species with respect to the dissociation 
into the superalkali units. 
 
6.5 Conclusions 
In this study, activation of dinitrogen is investigated and achieved by its complexation using the 
superalkali Li3F2 species, which have a strong tendency for donating an electron. The B3LYP/CBSB7 level 
of theory was employed to optimize geometries, and the output structures were utilized to calculate 
Figure 6-5. A graph comparing trends of bond orders versus lengths between OBI and Equation (3). 
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electronic energies at the MP2/CBSB3 level of theory. The CBS-QB3 composite model was also employed 
for the (Li3F2)nN2 (n = 1–4) clusters. The geometries with visualized molecular orbitals were presented to 
explain interactions between N2 and Li3F2 units. The N-N bond distance elongation is observed as n 
increases. For the tetra-coordinated species, interactions between Li3F2 units were observed, which increase 
the absolute value of the calculated thermodynamic quantities, 𝛥f𝐻0
° , 𝛥at𝐻0
° , and 𝐵𝐸 of the clusters. The 
complete dissociation of N2 was confirmed through visualized MOs, bond length, and bond order 
computation as the units of superalkali reached six. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
104 
6.6 References 
1. Fryzuk, M. D.; Johnson, S. A., The continuing story of dinitrogen activation. Coordin. Chem. 
Rev. 2000, 200-202, 379-409. 
2. Shaver, M. P.; Fryzuk, M. D., Activation of Molecular Nitrogen: Coordination, Cleavage and 
Functionalization of N2 Mediated By Metal Complexes. Adv. Synth. Catal. 2003, 34, 1061-1076. 
3. Socolow, R. H., Nitrogen management and the future of food: Lessons from the management of 
energy and carbon. Proc. Natl. Acad. Sci. U.S.A. 1999, 96, 6001-6008. 
4. Smil, V., Enriching the Earth: Fritz Haber, Carl Bosch, and the Transformation of World Food 
Production. The MIT Press: Cambridge, MA, 2001. 
5. Cao, B.; Starace, A. K.; Judd, O. H.; Bhattacharyya, I.; Jarrold, M. F.; Lopez, J. M.; Aguado, A., 
Activation of Dinitrogen by Solid and Liquid Aluminum Nanoclusteres: A Combined Experimental and 
Theoretical Study. J. Am. Chem. Soc. 2010, 132, 12906-12918. 
6. Howard, J. B.; Rees, D. C., Structural Basis of Biological Nitrogen Fixation. Chem. Rev. 1996, 
96, 2965-2982. 
7. Burgess, B. K.; Lowe, D. J., Mechanism of Molybdeum Nitrogenase. Chem. Rev. 1996, 96, 2983-
3011. 
8. Peters, J. W.; Szilagyi, R. K., Exploring new frontiers of nitrogenase structure and mechanism. 
Curr. Opin. Chem. Biol. 2006, 10, 101-108. 
9. Park, S.-W.; Chun, Y.; Cho, S. J.; Lee, S.; Kim, K. S., Design of Carbene-Based Organicatalysts 
for Nitrogen Fixation: Theoretical Study. J. Chem. Theory Comput. 2012, 8, 1983-1988. 
10. Rappe, A. K., Theoretical CHaracterization of Nitrogen Fixation: Effect of Ligand on the Initial 
Dinitrogen Activation. Inorg. Chem. 1987, 18, 4686-4691. 
11. Szilagyi, R. K.; Musaev, D. G.; Morokuma, K., Theoretical Studies of Biological Nitrogen 
Fixation. I. Density Functional Modeling of the Mo-Site of the FeMO-Cofactor. Inorg. Chem. 2001, 40, 
766-775. 
12. Murakami, J.; Yamaguchi, W., Reduction of N2 by supported tungsten clusters gives a model of 
the process by nitrogenase. Sci. Rep. 2012, 2, 407-412. 
13. Neyman, K. M.; Nasluzov, V. A.; Hahn, J.; Landis, C. R.; Rosch, N., Density Functional Study of 
N2 Activation by Molybdenum (III) Complexes. Unusually Strong Relativistic Effects in 4d Metal 
Compounds. Organometallics. 1997, 16, 995-1000. 
14. Roy., D.; Navarro-Vazquez., A.; Schleyer., P. v. R., Modeling Dinitrogen Activation by Lithium: 
A Mechanistic Investigation of the Cleavage of N2 by Stepwise Insertion into Small Lithium Clusters. J. 
Am. Chem. Soc. 2009, 131, 13045-13053. 
15. Soncksen, L.; Gradert, C.; Krahmer, J.; Nather, C.; Tuczek, F., Bonding and Activation of N2 in 
Mo(0) Complexes Supported by Hybride Tripod Ligands with Mixed Dialkylphosphine/Diarylphosphine 
Donor Groups: Interplay of Steric and Electronic Factors. Inorg. Chem. 2013, 52, 6576-6589. 
105 
16. Henrici-Olivé, G.; Olivé, S., Non-Enzymatic Activation of Molecular Nitrogen. Angew. Chem. 
Int. Ed. 1969, 8, 650-659. 
17. Andino, J. G.; Mazumder, S.; Pal, K.; Caulton, K. G., New Approaches to Functionalizing Metal-
Coordinated N2. Angew. Chem. Int. Ed. 2013, 52, 4726-4732. 
18. Xiao, X.-Q.; Dong, Z.; Li, Z.; Yan, C.; Lai, G.; Kira, M., 1,3-Diazasilabicyclo[1.1.0]butane with 
a Long Bridging N-N bond. Angew. Chem. Int. Ed. 2016, 55, 3758-3762. 
19. Suzuki, T.; Wasada-Tsutsui, Y.; Ogawa, T.; Inomata, T.; Ozawa, T.; Sakai, Y.; Fryzuk, M. D.; 
Masuda, H., N2 Activation by an Iron Complex with a Strong Electron-Donating Iminophosphorane 
Ligand. Inorg. Chem. 2015,  (54), 9271-9281. 
20. Park, H.; Meloni, G., Reduction of carbon dioxide with a superalkali. Dalton Trans. 2017, 46, 
11942-11949. 
21. Cochran, E.; Muller, G.; Meloni, G., Stability and Bonding of New Superalkali Phosphide 
Species. Dalton Trans. 2015, 44, 14753-62. 
22. Cochran, E.; Meloni, G., Hypervalence in Monoxides and Dioxides of Superalkali Clusters. J 
Chem Phys. 2014, 140, 204319. 
23. Reveles, J. U.; Khanna, S. N.; Roach, P. J.; Castleman Jr, A. W., Multiple valence superatoms. 
Proceedings of the National Academy of Sciences 2006, 103, 18405-18410. 
24. Bergeron, D. E.; Roach, P. J.; Castleman Jr, A. W.; Jones, N. O.; Khanna, S. N., Al Cluster 
Superatoms as Halogens in polyhalides and as Alkaline Earths in Iodide Salts. Science. 2005, 307, 231-
235. 
25. Khanna, S. N.; Jena, P., Assembling Crystals and Clusters. Phys. Rev. Lett. 1992, 69, 1664-1667. 
26. Khanna, S. N.; Jena, P., Atomic clusters: Building blocks for a class of solids. Phys. Rev. B. 1995, 
51, 13705-13716. 
27. Gutsev, G. L.; Boldyrev, A. I., DVM Xα Calculations on the Electronic Structure of 
“Superalkali” Cations. Chem. Phy. Lett. 1982, 92, 262-266. 
28. Gutsev, G. L.; Boldyrev, A. I., An Explanation of the High Electron Affinities of the 5d-Metal 
Hexafluorides. Chem. Phys. Lett. 1983, 101, 441-445. 
29. Gutsev, G. L.; Boldyrev, A. I., The Electron Structure of Superhalogens and Superalkalis. Russ. 
Chem. Rev. 1987, 56, 519-531. 
30. Gutsev, G. L.; Boldyrev, A. I., Theoretical Estimation of then Maximal Value of the First, Second 
and Higher Electron Affinity of Chemical Compounds. J. Phys. Chem. 1990, 94, 2256-2259. 
31. Gutsev, G. L.; Boldyrev, A. I., The Theoretical Investigation of the Electron Affinity of Chemical 
Compounds. Adv. Chem. Phys. 1985, 61, 169-221. 
32. Giri, S.; Reddy, G. N.; Jena, P., Organo-Zintl Clusters [P7R4]: A New Class of Superalkalis. The 
Journal of Physical Chemistry Letters. 2016, 7, 800-805. 
106 
33. Lia, S. G.; Bartmess, J. E.; Liebman, J. F.; Homes, J. L.; Levin, R. D.; Mallard, W. G., Gas-Phase 
Ion and Neutral Thermochemistry. J. Phys. Chem. Ref. Data, Suppl, 1. 1988, 17, 1-861. 
34. Haketa, N.; Yokoyama, N.; Tanaka, H.; Kudo, H., Theoretical Study on the Geometric and 
Electronic Structure of the Lithium-rich LinF(n-1) (n=2-5) Clusters. J. Mol.  Struct.: THEOCHEM. 2002, 
577, 55-67. 
35. Yokoyama, K.; Haketa, N.; Tanaka, H.; Furukawa, K.; Kudo, H., Ionization Energies of 
Hyperlithiated Li3F Molecule and LinF(n-1) (n=3, 4) Clusters. Chem.Phys. Lett. 2000, 330, 339-346. 
36. Becke, A. D., Density-functional thermochemistry. III. The role of exact exchange. J. Chem. 
Phys. 1993, 98, 5648-5652. 
37. Møller, C.; Plesset, M. S., Note on an approximate treatment for many-electron systems. Phys. 
Rev. 1934, 46, 618-622. 
38. Montgomery, J. A.; Frisch, M. J.; Ochterski, J. W.; Petersson, G. A., A Complete Basis Set 
Model Chemistry. VI. Use of Density Functional Geometries and Frequencies. J. Chem. Phys. 1999, 110, 
2822-2827. 
39. Ziegler, T., Approximate Density Functional Theory as a Practical Tool in Molecular Energetics 
and Dynamics. Chem. Rev. 1991, 91, 651-667. 
40. Murashov, V. V.; Leszczynski, J., A comparison of the B3LYP and MP2 methods in the 
calculation of phosphate complexes. J. Mol. Struct. Theochem. 2000, 529, 1-14. 
41. Krygowski, T. M.; Pindelska, E.; Cryański, M. K.; Häfelinger, G., Planarization of 1,3,5,7-
cyclooctatetraene as a result of a partial rehybridization at carbon atoms: an MP2/6-31G* and B3LYP/6-
311G** study. Chem. Phys. Lett. 2002, 359, 158-162. 
42. Balta, B.; Monard, G.; Ruiz-López, M. F.; Antoine, M.; Grand, A.; Boschi-Muller, S.; Branlant, 
G., Theoretical Study of the Reduction Mechanism of Sulfoxides by Thiols. J. Phys. Chem. 2006, 110, 
7628-7636. 
43. Sirjean, B.; Fournet, R.; Glaude, P.; Ruiz-Lopez, M. F., Extension of the Composite CBS-QB3 
Method to Singlet Diradical Calculations. Chem. Phys. Lett. 2007, 435, 152-156. 
44. Chase, M. W., Jr; Curnutt, J. L.; Downey, J. R., Jr; McDonald, R. A.; Syverud, A. N.; 
Valenzuela, E. A., JANAF Thermochemical Tables, 1982 Supplement. J. Phys. Chem. Ref. Data. 1982, 
11, 695-940. 
45. Meloni, G.; Gingerich, K. A., Thermodynamic investigation of the Si7 and Si8 clusters by 
Knudsen cell mass spectrometry. J. Chem. Phys. 2001, 115, 5470-5476. 
46. Gilson, M. K.; Sharp, K. A.; Honig, B. H., Calculating the Electrostatic Potential of Molecules in 
Solution: Method and Error Assessment. J. Comput. Chem. 1987, 9, 327-335. 
47. Chipot, C.; Maigret, B.; Rivail, J. L.; Scheraga, H. A., Modeling Amino Acid Side Chains. 1. 
Determination of Net Atomic Charges from Ab Initio Self-consistent-field Molecular Electrostatic 
Properties. The Journal of Physical Chemistry. 1992, 96, 10276-10284. 
107 
48. Manz, T. A., Introducing DDEC6 atomic population analysis: part 3. Comprehensive method to 
compute bond orders. RSC adv. 2017, 7, 45552-45581. 
49. Paolini, J. P., The Bond Order-Bond Length Relationship. J. Comput. Chem. 1990, 11, 1160-
1163. 
50. Aihara, J., Reduced HOMO-LUMO Gap as an Index of Kinetic Stability for Polycyclic Aromatic 
Hydrocarbons. J. Phys. Chem. A 1999, 103, 7487-7495. 
 
108 
Chapter 7 : Capturing Volatile Organic Compounds Employing Super-
alkali Species 
 
[This chapter was adopted from an article with the same title published in ChemPhysChem 
(ChemPhysChem, 2018, 19, 2266-2271). Authors include Heejune Park and Giovanni Meloni] 
 
7.1 Abstract 
In this study, the interactions between the superalkali species Li3F2 and four volatile organic compounds 
(VOCs), methanol, ethanol, formaldehyde, and acetaldehyde, are assessed using the CBS-QB3 composite 
model. Adiabatic ionization energy (AIE), adiabatic electron affinity (AEA), binding energy (BE), charge 
transfer (Δq), and highest occupied molecular orbital and lowest unoccupied molecular orbital (HOMO-
LUMO) gaps have been computed. Stronger interactions are observed between Li3F2 and the aldehydes 
than alcohols. The smaller aldehydes show a larger BE with Li3F2 than the bigger aldehydes. However, 
alcohol clusters do not show this trend due to their weak interactions (low BEs). Both alcohol clusters 
increase their binding energies as they become cations. This unexpected behavior is explained based on 
molecular orbital arguments. 
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7.2 Introduction 
 
 A substantial increase in interest has grown in the recent years on the topic of air quality along with 
studies regarding volatile organic compounds (VOCs).1-13 VOCs have boiling points lower than or equal to 
250°C with significantly high vapour pressure (over 0.5 kPa) at room temperature.12 Due to the high vapour 
pressure, VOCs readily escape from solution and enter the atmosphere.12 The high concentration of VOCs 
in the atmosphere could cause human health issues when they are inhaled.11, 13-15 The indoor air quality 
(IAQ) has been a major growing concern among urban residents who spend most of their time indoors.13-14 
Findings from Weisel and his research team in 200816 show much higher concentrations of certain VOCs 
within domestic environments as compared to the outdoor due to numerous VOCs indoor sources, including 
adhesives, furniture, and cooking.1, 17 Various methods of capturing VOCs have been studied as a means to 
restore IAQ. Activated carbon is one of the most widely used materials for capture through adsorption.18-22 
More recent studies utilize different nanoporous materials such as zeolites23 and metal-organic framework.24 
Not only adsorption but regenerating the adsorbents has been studied as well to see the desorption behaviour 
of VOCs.25-28  
In this study, the superalkali (SA) species Li3F2, which has a unique characteristic as a strong 
electron donor,29-30 is employed to probe the interactions with four VOCs: methanol (MeOH), ethanol 
(EtOH), formaldehyde (HCHO), and acetaldehyde (MeCHO). Superalkalis are superatomic species, i.e., 
molecular clusters that mimic the chemical behaviour of certain elements.31-33 In this case, superalkalis 
mimic alkalis with lower ionization energies. They were initially introduced by Gutsev and Boldyrev.34-36 
They have the formula of Mk+1L, where M is an alkali metal atom with valence k and L is an atom with 
high electronegativity.37 Yokoyama and co-workers38-39 successfully produced gaseous Li3F2 with several 
non-stoichiometric lithium fluoride clusters by irradiating a mixture of LiF and Li3N using laser ablation. 
They also confirmed identity of the observed species using the B3LYP/6-311+G(d) level of theory. Among 
the various Li3F2 isomers, we have chosen Li3F2 (C2v) for our studies, since it has the lowest adiabatic 
ionization energy (AIE) with the largest highest occupied molecular orbital and lowest unoccupied 
molecular orbital (HOMO-LUMO) gap.40-41 We have already proved the Li3F2 (C2v) reduction capability 
toward carbon dioxide and molecular nitrogen in previous studies.29-30 
 
7.3 Computational Method 
 
 The complete basis set (CBS-QB3) composite model42 within the Gaussian 0943 computational 
software is utilized to investigate the title species. Among the investigated structures for each cluster, only 
the most stable structure will be presented here. The reliable results of CBS-QB3 have been verified in 
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previous studies.29-30, 40-41 The computational details of this composite model can be found elsewhere.42, 44 
The electrostatic potential (ESP) method is employed to obtain partial atomic charges (q) that are used to 
estimate the charge flows (Δq) from Li3F2 to VOCs.45-47 Zero-point vibrational (ZPE) corrected total 
electronic energy differences between Li3F2/VOCs and the sum of Li3F2 and VOCs are defined as binding 
energies (BEs) for the investigated clusters. The BEs for ion clusters are calculated based on the same 
concept as above except that the ZPE values for the superalkali are from optimized (Li3F2)+ or (Li3F2)-, 
which is based on the definition of the dissociation thermochemical limit.30 Adiabatic ionization energy 
(AIE) and adiabatic electron affinity (AEA) are obtained by calculating difference between the ZPE total 
electronic energies of the neutral and cation (for AIE) or anion (for AEA). The molecular orbitals (MOs) 
and contours of investigated species are generated to provide a better picture of their electronic structure. 
The HOMO-LUMO gap of all species is presented as well, and all the numerical values can be found in 
Table 7-1. The spin density (ρ) is calculated based on the Mulliken population analysis.48 
 
7.4 Results and Discussion 
AIE, AEA, and HOMO-LUMO gaps for the individual molecules are presented in Table 7-1. The 
AIE of Li3F2 (3.80 eV) lower than the experimental ionization energies of alkali metal atoms, Li (5.39 eV), 
Na (5.14 eV), K (4.34 eV), Rb (4.22 eV), and Cs (3.89 eV), proves that Li3F2 is a superalkali.49 The HOMO-
LUMO gap can be used as an indicator of kinetic stability of a molecule, larger the gap more kinetically 
stable the molecule.50 The HOMO-LUMO gap differences between Li3F2 and the VOCs indicate relatively 
high stability of VOCs along with high AIEs and low AEAs. The calculated AIEs of VOCs agree well with 
experimental values (MeOH : 10.85 ± 0.03 eV,51 EtOH : 10.41 ± 0.05 eV,52 HCHO : 10.89 ± 0.003 eV,53 
MeCHO : 10.22 ± 0.01 eV54). The only experimental AEA value is for formaldehyde (-0.65 ± 0.05 eV)55 
Table 7-1. CBS-QB3 calculated adiabatic ionization energies (AIE), adiabatic electron affinities (AEA), 
binding energies (BE), HOMO-LUMO gaps, and charge transfers (Δq) of investigated species. 
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and agrees with our computed quantity. The optimized structures of Li3F2 and individual VOCs with 
visualized HOMOs are presented in Figure 7-1. 
 
 
7.4.1 Geometries 
Several initial geometries were considered and the lowest energy structures are reported and 
discussed here. Oxygen atoms in all of the most stable VOC molecules are positioned towards Li3F2, since 
oxygen atoms are more favourable to accept an electron due to their relatively high electronegativity (Figure 
7-2).56 Li3F2 loses its C2 axis and becomes Cs when it combines with alcohol molecules. HOMO spin 
densities (ρ) of alcohol clusters are mainly between the distant terminal Li (ρ≈0.85) and the H atom (ρ≈0.42) 
from the alcohol group. This indicates that the unpaired electron of the SA is not completely transferred to 
Figure 7-1. Optimized structures of Li3F2 and VOCs with visualized HOMOs. 
Figure 7-2. Optimized structures of alcohol and aldehyde neutral clusters and their visualized HOMOs. 
112 
the alcohol moiety. The delocalized HOMO increases the Li-F-Li angle from 114° to around 120° for both 
MeOH and EtOH clusters. The F-Li-F angle for alcohol clusters also increased by about 10°. The other 
worthwhile geometric transformations in the formation of the SA-VOCs clusters are for the aldehyde 
molecules. The carbon atom in formaldehyde has an sp2 hybridization, which shows the classic trigonal 
planar geometry with three electron domains around. The geometric changes to tetrahedral C (sp3) occurs 
as the electron from Li3F2 migrates to the aldehyde molecules, which consequently “releases” one electron 
from the C=O double bond yielding a singly occupied MO on the C atom. The HOMO spin densities of the 
aldehyde clusters show that the unpaired electron of the SA is fully transferred to the carboxylic C atom 
(ρ=1). This is also proved by the elongation of C=O bonds as they interact with SA. The C=O bond from 
HCHO becomes 1.33 Å from 1.20 Å, whereas C=O from MeCHO changes from 1.20 Å to 1.34 Å. This 
geometric transformation appears in anion aldehyde clusters more notably. The optimized anion clusters 
with their HOMO can be found in Figure 7-3. Addition of an electron to Li3F2/MeOH elongates the 1.86 Å 
(Li-O) bond length to1.90 Å and no electron density is present between the O and the distant terminal Li 
atom. The HOMO of (Li3F2/MeOH)- shows strong electron density around the Li-O bond whereas the 
HOMO-1 (one electronic energy level below the HOMO) is localized around the other end of the cluster 
(Figure 7-4). These two extremely localized electrons would stay close to each other if Li3F2 kept its bent 
geometry, which would not be very favourable because of the antibonding interactions. As result, 
(Li3F2/MeOH)- now has a nearly linear Li3F2 configuration. Li3F2/EtOH undergoes identical geometrical 
transformation as it gains an electron. The two anion aldehyde clusters go through very similar geometric 
changes. Compared to neutral aldehyde clusters, anion clusters have more electron density closer to the 
Li3F2 moiety. This electron density attracts the central Li atom closer to the aldehyde moiety and changes 
the Li3F2 angles to form an M shape.  
 
 Figure 7-3. Optimized anion structures of the investigated clusters and their visualized HOMO. 
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The alcohol cation clusters have very similar optimized structure to their anions except for the F-
Li-O angle. The F-Li-O bond angles of alcohol anion clusters are generated by repulsion between HOMO 
and HOMO-3 (Figure 7-4). Alcohol cations, on the other hand, in Figure 7-5 has the F-Li-O angles close 
to 180° since no major repellence between the HOMO and other MO is observed. The exceptionally short 
bond length between Li and O in (Li3F2/MeOH)+ and (Li3F2/EtOH)+ compared to the other two cation 
clusters will be discussed in the following sections. The aldehyde molecules in the cation clusters have their 
aldehydic groups planar as the hybridization of the C atom is not affected upon the electron removal. The 
HOMO of (Li3F2/HCHO)+ is shared between the two F atoms unevenly, whereas the two F atoms in 
Figure 7-4. Visualized HOMO of alcohol anion clusters with HOMO-1 (one electronic energy level below 
the HOMO) and HOMO-3 (three electronic energy levels below the HOMO). 
Figure 7-5. Optimized cation structures of investigated clusters with their visualized HOMOs. 
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(Li3F2/MeCHO)+ share even electron density from the HOMO. This even electron distribution for 
(Li3F2/MeCHO)+ keeps the Li3F2 geometry as C2v. However, the delocalized HOMO towards one F atom 
in (Li3F2/HCHO)+ forces the SA to a squared shape by forming a bond between two Li atoms adjacent to 
the electron density rich F atom. 
7.4.2 Li3F2/VOCs Clusters 
The results on the investigated species presented on Table 7-1 show that aldehyde-containing 
clusters are more stable than alcohol-containing ones. The calculated AIEs of alcohol clusters are very low 
showing that the weakly bound electron from Li3F2 is further “delocalized” between a terminal Li and the 
O making it easier to be ionized (Figure 7-2). The AIEs of the aldehyde clusters are lower than the isolated 
aldehydes but significantly higher than the alcohol clusters. This shows that the electron from Li3F2 is used 
in the interaction between superalkali and the aldehydes. The AEAs, on the contrary, of alcohol clusters are 
higher than the aldehyde clusters, which means that alcohol clusters are more favorable to accept an electron 
and become anions in the interaction with Li3F2. The high BEs and large HOMO-LUMO gaps from the 
aldehyde clusters indicate great stability compared to the Li3F2-alcohol species. The significant charge 
transfers (Δq) between aldehyde molecules and Li3F2 show that the bonds have ionic characteristics. The 
visualized HOMOs for combined clusters are presented in Figure 7-2. The aldehyde clusters’ HOMOs show 
great electron density, caused by charge transfer from Li3F2, through the entire aldehyde molecules. Since 
the electron located in the singly occupied molecular orbital (SOMO) from Li3F2 is a major factor of 
interactions between Li3F2 and VOCs, difficulty of charge transfer means a weak interaction (lower BE). 
As Table 7-1 shows, there are no notable differences between alcohol molecules and aldehydes in terms of 
AIEs, AEAs and HOMO-LUMO gaps. The only difference is the functional group, which inhibits the 
charge transfer and weakens BEs. One trend that we observe from aldehyde clusters is that as the VOC 
molecule becomes bigger, the interaction between Li3F2 and VOC is weakened. This is due to the fact that 
the bigger VOCs are not able to delocalize the transferred electron from the SA as well as the smaller 
hydrogenated VOCs because of the electron donating nature of the methyl group. It is difficult to see this 
trend from Li3F2/MeOH and Li3F2/EtOH since their BE values are small and close to each other. Therefore, 
the calculation of the BE of a larger alcohol cluster, i.e., Li3F2/PrOH (propanol), was carried out, and the 
result shows a BE of Li3F2/ PrOH as 67.87 kJ mol-1, which is still not significantly different to the other 
two alcohol clusters BEs. This is due to the fact that the Li3F2/alcohol interactions are already weak to be 
affected by the sizes of the alcohol molecules. 
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7.4.3 Li3F2/VOCs Ion Clusters 
The BE and HOMO-LUMO gap values of ion clusters are presented in Table 7-1. The HOMO-
LUMO gaps of cations increase significantly from neutral clusters, whereas anions’ HOMOLUMO gaps 
decrease. This result is consistent with our previous study.30 The relations between binding energy and 
cluster charge of investigated species are presented as a plot in Figure 7-6. The anions have slightly lower 
BEs than neutral clusters due to the repulsion force from the extra electron, and all four clusters present the 
same trend upon the electron addition. The optimized structures and HOMOs of anion clusters are shown 
in Figure 7-3. The alcohol anion clusters have the HOMO localized between the O and the terminal Li 
supporting the interaction between the SA and the alcohol. The aldehyde anions have very similar HOMOs 
compared to their neutral clusters besides the electron density being now slightly more localized toward the 
SA moiety. Once the electron from the SOMO in the neutral clusters is removed, the interactions (binding 
energies) become smaller. The increase of HOMO-LUMO gaps is also observed as the clusters lose an 
electron, which indicates greater stability compared to the neutrals. As Figure 7-6 shows, the BEs of 
aldehyde cation clusters decrease to similar values, whereas the alcohol clusters have increased BEs. The 
exceptional behaviors of (Li3F2/MeOH)+ and (Li3F2/EtOH)+ is explained in the following section with the 
HOMO and HOMO-1 along with the geometries. 
 
7.4.4 HOMO and HOMO-1 
In this section, interactions between HOMO and HOMO-1 of the investigated species will be 
discussed to provide further clarification on the clusters behaviors. As Figure 7-7 is presenting, the energy 
gaps between HOMO and HOMO-1 of alcohol clusters are much bigger than aldehyde clusters. This is 
because of the inhibition of charge transfer by the alcohol group that we discussed above. The alcohol 
groups resist accepting an electron from the SA, thus the electron in the SOMO of the combined cluster has 
Figure 7-6. The plot is showing binding energy relations between different charges of investigated clusters. 
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elevated energy, whereas the HOMO-1 has much lower energy. In Figure 7-2, the SOMOs from aldehyde 
clusters are located around the aldehyde moieties, whereas the SOMOs from alcohol clusters are mainly 
localized between the SA and the OH group. Those SOMOs of alcohol clusters are pushed away by HOMO-
1 (repulsion) and become delocalized. This repellence between SOMO and HOMO-1 of the alcohol 
moieties are visualized with their sliced contours in Figure 7-8. The HOMO-1 contour of alcohol clusters 
are sliced through the same plane as the SA lies. The HOMO-1 contours and HOMOs have significant 
overlapping, which makes the clusters less stable yielding small BEs. The aldehyde clusters, on the other 
hand, have both HOMO and HOMO-1 around the aldehyde moieties (Figure 7-2 & 7-9) indicating no 
destabilization of the SA aldehyde interaction. The visualized HOMO-1s of investigated clusters are in 
Figure 7-9 and display almost identical shapes as the HOMOs of VOCs before they are combined. The 
behavior of alcohol cation clusters is explained here. The aldehyde neutral clusters have two almost 
identical bond lengths of Li-O. The alcohol clusters, however, have two different Li-O distances due to the 
partial inhibition of charge flow. As we presented from Figure 7-2, only the longer Li-O bonds from alcohol 
clusters have electron density contributing to the HOMO. The shorter Li-O bond has to have electron 
Figure 7-7. The plot is showing the energies of HOMO and HOMO-1 of investigated neutral clusters. 
Figure 7-8. Generated contours of HOMO-1 and visualized HOMOs of alcohol clusters. 
117 
density supporting the bonding, and the HOMO-1 of Li3F2/MeOH and Li3F2/EtOH in Figure 7-9 display 
great electron density for the bond. As the electron from the SOMO is removed, the interaction carried by 
HOMO-1s of alcohol molecules become the main contributing factor to the BEs supporting the bonding 
without any major repellencies. As a result, the BE of alcohol cation cluster have higher BE than the other 
two cation clusters. The other factor, which contributes to the large BEs of alcohol cation clusters is the 
HOMO characteristic difference between alcohol cation clusters and the others. The HOMOs of 
(Li3F2/MeOH)+ and (Li3F2/EtOH)+ only have its electron density around the MeOH moiety, which is the 
major contributor for the binding between Li and O atoms. The HOMOs for aldehyde cations in Figure 7-
5, on the contrary, have electron density around the two F atoms, which do not participate in the bonding 
as much as electron densities around the VOCs moiety do. 
 
7.5 Conclusions 
The interactions between Li3F2 and four VOCs (MeOH, EtOH, HCHO, and MeCHO) are studied 
employing the CBS-QB3 composite method. Strong interactions between Li3F2 and aldehyde molecules are 
observed, whereas alcohol-containing species show weaker interactions due to the inhibition of charge flow 
from Li3F2 to VOCs by the alcohol group. We also observed that the bigger the aldehyde molecules are, the 
weaker the interaction with Li3F2 is. The same trend is not observed for the alcohol clusters. All the anions 
of the investigated clusters show weaker BEs than their neutral forms because of the electronic repulsion. 
The anions have similar shapes of HOMOs and geometries to their neutral forms besides the alcohol anions 
due to its asymmetric bond lengths between the two terminal Li and the O atom. The alcohol clusters show 
noteworthy behavior in its cation forms as well. While the aldehyde cations decrease their BEs as the 
electron from the SOMO is removed, alcohol clusters actually show increase of BEs. The HOMO/HOMO-
1 interactions of Li3F2/MeOH and Li3F2/EtOH make the clusters unstable and, therefore, weaken the BEs. 
Figure 7-9. HOMO-1 of the four neutral clusters. 
118 
After electron removal from the SOMO/HOMO, this unfavorable interaction disappears. The Li3F2/MeOH+ 
and Li3F2/EtOH+ now have HOMOs localized along the shorter Li-O bond stabilizing the clusters and 
increasing the BEs. 
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