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For many years robotics has provided solutions to problems which are either dull, dirty,
or dangerous. Advancements in computer processing, sensors, and actuator technol-
ogy made it possible for some of these robotic systems to require less and less human
interaction. However, autonomy still poses many unsolved challenges. This disserta-
tion presents a set of algorithms to control high-performance autonomous vehicles in
real-time. All algorithms are designed with actual application in mind. They have been
implemented and tested successfully on real land-based or airborne autonomous vehi-
cles.
The first chapter describes an algorithm to calculate near-optimal minimum time
trajectories for four wheeled omnidirectional vehicles, which can be used as part of a
high-level path planner. The algorithm is based on a relaxed optimal control problem.
It takes limited friction and vehicle dynamics into account, as encountered in high-
performance omnidirectional vehicles. The low computational complexity makes the
application in real-time feasible. An implementation of the algorithm on a real vehicle
is presented and discussed.
The second chapter presents a cooperative decentralized path-planning algorithm
for a group of autonomous agents that provides guaranteed collision-free trajectories in
real-time. The algorithm is robust with respect to arbitrary delays in the wireless traffic,
possible sources being transmission time and error correction. Agents move on reserved
areas which are guaranteed not to intersect, therefore ensuring safety. A handshaking
procedure guarantees recent information states for the agents. Conflicts between agents
are resolved by a cost-based negotiation process. The basic algorithm is augmented
by the introduction of waypoints, which increase performance at the cost of additional
wireless traffic. An implementation of the algorithm is tested in simulation and suc-
cessfully applied to a real system of autonomous robots. The results are presented and
discussed.
The third chapter presents an algorithm to iteratively perform an aggressive maneu-
ver, i.e. drive a system quickly from one state to another. A simple model which captures
the essential features of the system is used to compute the reference trajectory as the so-
lution of an optimal control problem. Based on a lifted domain description of that same
model an iterative learning controller is synthesized by solving a linear least-squares
problem. The controller adjusts a feedforward signal using the results of experiments
with the system. The non-causality of the approach makes it possible to anticipate recur-
ring disturbances. Computational requirements are modest, allowing controller update
in real-time. The experience gained from successful maneuvers can be used to adjust the
model, which significantly reduces transients when performing similar motions. The al-
gorithm is successfully applied to a real quadrotor unmanned aerial vehicle. The results
are presented and discussed.
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Preface
Advancements in computer processing, sensors, and actuator technology enable an in-
creasing amount of autonomy in deployed vehicles as seen in industrial robotics, drones
for battlefield reconnaissance, and the Mars rovers. Autonomous vehicles allow the
operator to shift his focus from menial control tasks to supervision of the high-level
behavior. For example, this makes it possible for a single operator to control multiple
vehicles at the same time.
The theme of this dissertation is the control of high-performance autonomous vehi-
cles in real-time. It provides approaches to three common problems encountered with
the deployment of autonomous vehicles: How to move a single vehicle? How to move
many vehicles? How to accomplish a dynamically challenging maneuver? The pre-
sented controls algorithms are founded on the vehicle dynamics and are designed with
actual application in mind. They are implemented in a computationally efficient manner
and tested successfully on real land-based or airborne autonomous vehicles.
The first chapter describes an algorithm to move a single vehicle. The algorithm
calculates near-optimal minimum time trajectories for four wheeled omnidirectional ve-
hicles, which can be used as part of a high-level path planner. Given the initial position
and velocity of the vehicle and the desired destination the algorithm computes a trajec-
tory that the vehicle is able to follow. The dynamics of the vehicle including friction be-
tween wheels and the ground are taken into account to determine the maximum possible
acceleration in each direction. The acceleration envelope is simplified, which decou-
ples the degrees of freedom of the vehicle. Solving an optimal control problem allows
the computationally efficient assembly of the solution from a set of trajectory building
blocks. The low computational complexity allows the application in real-time. The al-
gorithm was motivated by the annual RoboCup competition and applied successfully to
the small-size league during the years 2003 through 2005.
xi
The second chapter extends the task from moving a single vehicle to controlling a
fleet of vehicles. Each vehicle or agent is acting independently, having decentralized
intelligence and control. However, they are able to communicate with each other via
wireless communication. The task of each agent is to reach a certain destination with-
out colliding with each other. A cooperative decentralized path-planning algorithm is
presented that provides guaranteed collision-free trajectories in real-time. The algo-
rithm is a safety protocol which is robust with respect to arbitrary delays in the wireless
traffic, possible sources being transmission time, error correction, or network failure.
The underlying idea is that the agents move on reserved areas which are guaranteed not
to intersect, therefore ensuring safety. A handshaking procedure guarantees recent in-
formation states for the agents. Conflicts between agents are resolved by a cost-based
negotiation process. The basic algorithm is augmented by the introduction of waypoints,
which increase performance at the cost of additional wireless traffic. In order for this
algorithm to work the agents have to meet a few modest requirements: The agents have
to be able to localize themselves, communicate with each other, and they have to use a
deterministic motion primitive, i.e., when moving to a particular destination they have
to know the approximate path ahead of time. A valid motion primitive is the trajectory
generation presented in chapter 1. An implementation of the algorithm has been tested
in simulation and successfully applied to a real system of autonomous robots.
The third chapter touches on the subject of accomplishing a single aggressive mo-
tion, for example a quick turn. The algorithm presented here complements the trajectory
generation from chapter 1 in the sense that it pushes the envelope of what a vehicle is
capable of doing, while the trajectory generation sacrifices some performance for ease
of computation. A method is proposed to iteratively drive a system quickly from one
state to another. A simple model which captures the essential features of the system is
used to compute the reference trajectory as the solution of an optimal control problem.
xii
The system is linearized and discretized about the reference trajectory and the resulting
dynamics are written into a single large matrix. Based on this lifted domain description
an iterative learning controller is synthesized by solving a linear least-squares problem.
The controller adjusts a feedforward signal using the results of experiments with the sys-
tem. This approach is non-causal, since the controller has access to future dynamics and
is able to anticipate recurring disturbances. Computational requirements are modest, al-
lowing controller update in real-time. The experience gained from successful maneuvers
can be used to adjust the model, which significantly reduces transients when performing
similar motions. The algorithm is successfully applied to the autonomous flying vehicle
(AFV), a quadrotor which has been designed and built at Cornell University.
The main contributions of this dissertation are:
• Derivation of a novel trajectory generation algorithm for a particular class of high-
performance omnidirectional vehicles, including implementation in Matlab and
C++.
• Presentation of a real-time safety protocol for a fleet of decentralized agents which
prevents collisions in the presence of arbitrary wireless delay.
• Successful application of a least-squares based iterative learning controller to an
autonomous rotorcraft. Reliable tracking of short open-loop maneuvers using a
relatively simple model.
1
Chapter 1
Trajectory Generation and Control for Four Wheeled
Omnidirectional Vehicles
Abstract
This paper describes an algorithm to calculate near-optimal minimum time trajectories
for four wheeled omnidirectional vehicles, which can be used as part of a high-level
path planner. The algorithm is based on a relaxed optimal control problem. It takes
limited friction and vehicle dynamics into account, as encountered in high-performance
omnidirectional vehicles. The low computational complexity makes the application in
real-time feasible. An implementation of the algorithm on a real vehicle is presented
and discussed.
1.1 Introduction
Omnidirectional vehicles have some desirable properties: They are very maneuver-
able, able to navigate tight quarters, and have few constraints on path planning. The
small-size league of the annual RoboCup competition is an example of a highly dy-
namic environment where omnidirectional vehicles have been employed extremely suc-
cessfully since 2000 [6] [7].
Path planning in general is a difficult task, especially when considering vehicle dy-
namics and moving obstacles. Rapidly changing environments require a re-computation
of the path in real-time. There are many approaches to solve this problem, which are
based on different assumptions about the hardware and the environment. Paromtchik and
Rembold [11] and Mun˜oz et al. [12], for example, used a sequence of splines to generate
a path which includes waypoints. The splines contained time information, so that the
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vehicle’s desired velocity could be limited depending on the used hardware. Faiz and
Agrawal [13] approximated the set of all feasible states of the system with polytopes,
which took the dynamics and other constraints into account. Moore and Flann [8] pre-
sented a trajectory generation algorithm for an off-road vehicle. The basis for the path
generator was a set of mission goals that had to be achieved. They used an A∗ algorithm
to determine trajectories as a combination of steps, ramps, decaying exponentials, and
sinusoidal functions. Watanabe et al. [9] used a resolved acceleration approach on their
omnidirectional robotic platform. They inverted the dynamics of the system and imple-
mented a PI or PD controller with a feedforward term to minimize the error between
desired and achieved trajectory. Liu et al. [14] implemented a method called trajectory
linearization control (TLC), which is based on linearization along the desired trajectory
and inversion of the dynamics. Kalma´r-Nagy et al. [5] developed a trajectory generation
algorithm which computed a minimum time path based on the dynamics of the vehicle
and the motor characteristics.
With the recent advancements in robot hardware, some of the basic assumptions
for generating optimal paths have changed. Robots can accelerate at much higher rates
than they used to. Some robots are no longer power but friction limited, since the drive
motors can deliver enough torque to make the wheels slip even at high velocities. Fur-
thermore, due to the high accelerations the effect of weight transfer becomes more sig-
nificant. Weight transfer can cause the normal forces between the wheels and the ground
to change, thus altering the available amount of traction and the maximum acceleration.
The objective of this paper is to present a trajectory generation algorithm for high-
performance omnidirectional vehicles. The algorithm computes the minimum time tra-
jectory from a given initial state to a given final state while taking limited friction and
weight transfer into account. The output is a sequence of velocities for the vehicle,
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which have to be tracked by low-level control. This algorithm can readily be used as
part of a high-level path planning algorithm, for example as the obstacle-free guidance
system in [10].
The algorithm is designed for vehicles with four powered wheels moving on a plane
surface. These vehicles are overactuated, which means that different combinations of
control inputs can have the same net effect on the system. The problem of overactuated
vehicles is discussed in [17] and several techniques are given of how to allocate the
control efforts in order to cause the desired system response.
In the derivation of the presented algorithm ideal control of the actuators is assumed,
i.e., motor torques can be chosen arbitrarily within the physical limits. On a real vehicle
the wheel forces would be determined by a dedicated controller [6], which is beyond the
scope of this paper.
This paper is organized in the following way: Section 1.2 describes the assumptions
made and covers the derivation of the vehicle equations of motion. In Section 1.3 the
model of the vehicle dynamics is simplified and the rotational and translational degrees
of freedom (DOF) are decoupled. The result is an acceleration profile, which is inde-
pendent of the vehicle orientation. Section 1.4 presents a solution to the relaxed optimal
control problem, i.e., finding a minimum time solution to drive the system to the desired
final destination given the previously derived vehicle characteristics. Section 1.5 de-
scribes the performance of the algorithm in simulation, while Section 1.6 covers results
from the implementation on a real vehicle of the Cornell RoboCup system. Section 1.7
concludes the paper.
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Figure 1.1: 2003 Cornell RoboCup robot (left), robot wheelbase (right)
1.2 Vehicle Dynamics
The basis for the following derivations is a four wheeled omnidirectional vehicle,
see Figure 1.1. The drive modules are equally spaced at 90 degrees. The center of mass
(CM) is assumed to be exactly above the geometrical center of the drive system.
1.2.1 Motor Characteristics
The main assumption here is that the acceleration of the vehicle is friction limited,
which means that the maximum acceleration can be achieved over the entire velocity
range. This is a reasonable approximation for vehicles which are equipped with strong
drive motors and do not have much room to accelerate or decelerate, as discussed in [6].
1.2.2 Friction Force and Weight Transfer
Friction has been modelled as Coulomb friction. For more sophisticated friction
models, see Olsson et al. [15] for example. The maximum acceleration force a wheel
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can exert is fa = µn, where n is the normal force between the wheel and the ground,
and µ is the coefficient of friction. In general, the normal force n is not only a function
of vehicle mass and geometry but it depends on the current acceleration vector of the
vehicle. This effect is called weight transfer [1]. It means that during an acceleration
phase the weight distribution on the wheels changes due to the inertia of the robot mass.
For example, when accelerating in the forward direction the normal force of the front
wheels is reduced while at the same time the rear wheels are loaded more heavily.
1.2.3 Derivation of Equations of Motion
The first step is to derive the equations of motion which govern the vehicle’s dy-
namics. Figure 1.2 depicts the free-body diagram of the vehicle. The global coordinate
Figure 1.2: Free body diagram
system is defined by x, y, and z. The vehicle frame of reference is defined by xr, yr, and
zr. The angle θ is the rotation of the vehicle in the x−y plane, i.e., it is the rotation of the
local coordinates with respect to the global coordinate system. The mass of the vehicle
is m. The forces ni are the normal forces between the wheels and the ground, the forces
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fi are the friction forces. The positions of the wheels with respect to the CM are defined
by the vectors Pi:
P1 = l

1
0
0
 , P2 = l

0
1
0
 , P3 = l

−1
0
0
 , P4 = l

0
−1
0
 (1.1)
The parameter l describes the distance from the geometrical center to the wheels. The
driven directions Di of the wheels are orthogonal to the position vectors Pi.
D1 =

0
1
0
 , D2 =

−1
0
0
 , D3 =

0
−1
0
 , D4 =

1
0
0
 (1.2)
The CM of the vehicle is at
PM = h

0
0
1
 (1.3)
The rotation matrix R(θ) relates the local (vehicle) frame of reference (FOR) to the
global (Newtonian) FOR:
R(θ) =

cos θ − sin θ 0
sin θ cos θ 0
0 0 1
 (1.4)
Taking the force and moment balance in the global FOR yields two sets of equations
that define the vehicle dynamics:
mx¨
my¨
mz¨
 = R(θ)

∑
i
fiDi +
∑
j
n j

0
0
1
 + mg

0
0
−1

 (1.5)
Jxθ¨x
Jyθ¨y
Jθ¨
 = R(θ)

∑
i
(−PM + Pi) × fiDi +
∑
j
(
−PM + P j
)
× n j

0
0
1

 (1.6)
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where J is the moment of inertia. Subscripts •x and •y indicate rotation about the coor-
dinates x and y respectively. At this point the assumption is made that the normal forces
are always positive, i.e., the vehicle does not tip. Thus
z¨ = θ¨x = θ¨y = 0 (1.7)
The equations of motion in the x - y plane are
mx¨ = cos θ( f4 − f2) − sin θ( f1 − f3) (1.8)
my¨ = sin θ( f4 − f2) + cos θ( f1 − f3) (1.9)
Jθ¨ = l
∑
i
fi (1.10)
where the wheel forces fi can be arbitrarily chosen within the limits posed by the maxi-
mum friction forces
| fi| ≤ fi,max = µni (1.11)
The acceleration envelope A0 is defined as the boundary of the set of all feasible com-
binations of x¨, y¨, and θ¨. Within the envelope, every combination of x¨, y¨, and θ¨ can be
achieved by the vehicle.
In order to find the acceleration envelope of the vehicle, (1.8) through (1.10) have to
be solved in terms of the friction forces fi, which are functions of the normal forces ni.
Therefore, expressions for the normal forces have to be found first. Equations (1.5) and
(1.6) only yield 6 equations for the 7 unknowns. In addition to the equations of motion
it is assumed that the normal forces are distributed as follows
n1 + n3 = n2 + n4 (1.12)
For a derivation of (1.12), see Appendix A.
In order to find explicit expressions for the normal forces ni, the moment balances
(1.6) have to be pre-multiplied by R−1(θ). The inverse of R(θ) always exists, since R(θ)
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is non-singular for all θ ∈ [0, 2pi] [3]. With assumption (1.7) this leads to
f1h − f3h + n2l − n4l = 0 (1.13)
f2h − f4h − n1l + n3l = 0 (1.14)
The system of equations consisting of (1.12), (1.13), (1.14), and the force balance in the
z direction from (1.5) is solved for ni in order to yield
n1
n2
n3
n4

=
1
4l

2h( f2 − f4) + lmg
2h( f3 − f1) + lmg
2h(− f2 + f4) + lmg
2h(− f3 + f1) + lmg

(1.15)
At this point the control inputs ui are introduced, which are a measure of how much
torque the motors provide.
fi = ui fi,max, ui ∈ [−1, 1] (1.16)
Equations (1.11) and (1.15) are substituted into (1.16), which leads to implicit expres-
sions for fi. At the same time, the terms f2 − f4 and f3 − f1 are replaced by acceleration
terms from (1.8) and (1.9):
f1
f2
f3
f4

=
mµ
4l

u1(−2h(x¨ cos θ + y¨ sin θ) + lg)
u2(−2h(−x¨ sin θ + y¨ cos θ) + lg)
u3(2h(x¨ cos θ + y¨ sin θ) + lg)
u4(2h(−x¨ sin θ + y¨ cos θ) + lg)

, ui ∈ [−1, 1] (1.17)
The goal is to find expressions for x¨, y¨, and θ¨ which are only functions of ui, µ, m, h, l,
g, and θ. In order to achieve this, (1.17) is substituted back into the equations of motion
(1.8), (1.9), and (1.10). The result is a system of coupled differential equations, which is
only dependent upon accelerations and the control efforts. All terms containing normal
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or friction forces have been eliminated.
x¨ =
µ
4l
[lg((u4 − u2) cos θ − (u1 − u3) sin θ) +
2h(x¨(u1 + u3 − u2 − u4) cos θ sin θ +
y¨((u2 + u4) cos2 θ + (u1 + u3) sin2 θ))] (1.18)
y¨ =
µ
4l
[lg((u4 − u2) sin θ + (u1 − u3) cos θ) +
2h(x¨(−(u2 + u4) sin2 θ − (u1 + u3) cos2 θ) +
y¨(−u1 − u3 + u2 + u4) cos θ sin θ)] (1.19)
θ¨ =
µm
4J
[lg(u1 + u2 + u3 + u4) +
2h(x¨((u3 − u1) cos θ + (u2 − u4) sin θ) +
y¨((u4 − u2) cos θ + (u3 − u1) sin θ))] (1.20)
Solving (1.18) through (1.20) explicitly for x¨, y¨, and θ¨ yields
x¨
y¨
θ¨
 = R(θ)
lgµ
4l2 + h2µ2(u2 + u4)(u1 + u3)

l(u4 − u2) + 0.5µh(u1 − u3)(u2 + u4)
l(u1 − u3) + 0.5µh(u2 − u4)(u1 + u3)
m/J(h2µ2
∑
i
u1u2u3u4
ui
+ l2
∑
i ui)
 , ui ∈ [−1, 1] (1.21)
These nonlinear equations in ui describe the set of admissible accelerations of the vehicle
in the global frame of reference. The acceleration envelope is discussed in more detail
in the next section.
1.3 Simplification of the Acceleration Envelope
Since (1.21) is nonlinear in ui, a numerical approach is chosen in order to find the
envelope. Discretizing the control efforts ui, solving the equations using sample param-
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eters, and plotting the results yields a discretized set of admissible accelerations. This
approximation can be arbitrarily close to the continuous envelope, depending on the
resolution of the discretization. Table 1.1 holds the parameters for the omnidirectional
vehicle depicted in Figure 1.1, which is also used in Section 1.6 to show the implemen-
tation of the trajectory generation on an actual vehicle. Figure 1.3 shows the envelope
Table 1.1: Sample values for an omnidirectional vehicle
Parameter µ g m J l h
Value 0.8 9.81 m/s2 2.7 kg 0.0085 m2kg 0.08 m 0.05 m
for the sample case with θ = 0. Depending on the given parameters the dimensions
vary, but the characteristic shape is always the same. The resulting acceleration enve-
Figure 1.3: Acceleration envelopeA0
lopeA0 is not rotationally symmetric, which means that the maximum magnitude of the
acceleration is determined by the direction of the acceleration vector. This dependency
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makes it harder to compute the vehicle’s minimum time trajectory. In order to find a
closed form solution, the acceleration envelope is restricted, similarly to [5]. By taking
the intersection of the acceleration envelopes for all directions θ, the influence of the
orientation is removed:
Q =
⋂
θ∈[0,2pi]
R(θ)A0 (1.22)
Q defines the admissible set of accelerations that the vehicle can achieve, independent
of the current orientation θ. The result for the sample envelope is depicted in Figure
1.4. Within Q, any arbitrary combination of the three acceleration components can be
Figure 1.4: Reduced envelope Q (left), final cylindrical envelope (right)
chosen. It should be noted that the accelerations are coupled through the control efforts
ui. In order to make the optimal control problem in Section 1.4 faster to solve for real-
time applications, the envelope is further simplified by decoupling the rotational DOF
θ from the two linear DOFs. This is achieved by imposing a limit on the rotational and
translational accelerations: |θ¨| ≤ θ¨max and
√
x¨2 + y¨2 ≤ amax, where amax is the maximum
linear acceleration at θ¨ = θ¨max. This reduces the envelope to a cylinder with radius amax,
as illustrated in Figure 1.4. The presented algorithm therefore assumes independent
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control of translation and rotation, as described in [6]. However, the algorithm can
easily be extended to not making this simplification.
In the following section, the resulting optimal control problem for the simplified
envelope is posed and a solution is presented.
1.4 The Optimal Control Problem
For the remainder of this paper the vehicle rotation will be neglected, since it can be
treated as a simplification of the translational cases. The objective is to find the minimum
time path for the two linear DOFs, x and y, from a given initial state to a desired final
state. The dynamics have been simplified to a double integrator subject to limitations on
the acceleration and velocity. The state of the system consists of positions and velocities.
The final velocity is always chosen to be zero in order to avoid discontinuities in the
solutions when approaching the desired final state, see [2] [5]. It should be noted that
when applying the algorithm in practice the vehicle hardly ever slows down to zero
velocity since the destination will be changed continually depending on the environment
[6, 7].
By definition, all accelerations inside the acceleration envelope can be achieved.
With the simplifications made in Section 1.3 individual wheel forces are no longer re-
quired to describe the system dynamics. The inputs to the simplified system are the
accelerations in x and y directions instead. The allocation of torques to the wheels is the
task of a separate controller, which is not within the scope of this paper.
The optimal control problem is to minimize the time tf for the system
x¨(t) = qx(t) (1.23)
y¨(t) = qy(t) (1.24)
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with initial and final conditions
x(0) = 0, x(tf) = xf, x˙(0) = x˙0, x˙(tf) = 0 (1.25)
y(0) = 0, y(tf) = yf, y˙(0) = y˙0, y˙(tf) = 0 (1.26)
subject to constraints on the control effort and the state√
q2x(t) + q2y(t) ≤ amax (1.27)√
x˙2(t) + y˙2(t) ≤ vmax (1.28)
where qx(t) and qy(t) are the control efforts in x and y directions, tf is the execution
time, xf and yf are the final positions, x˙0 and y˙0 are the initial velocities. The maximum
acceleration amax is the radius of the cylindrical envelope from the previous section (see
Figure 1.4), the maximum velocity vmax is defined by the motor specifications.
In order to make the problem more tractable, each DOF is handled independently at
first. In the end, the final times of both DOFs are synchronized. Introducing a general
DOF w, the problem can be written as:
w¨(t) = qw(t) (1.29)
w(0) = 0, w(tf) = wf, w˙(0) = w˙0, w˙(tf) = 0 (1.30)
|w˙(t)| ≤ vw,max, |qw(t)| ≤ aw,max (1.31)
The minimum time solution to this problem occurs on the boundary of the velocity
and/or acceleration constraints [2]. This means that at any time the vehicle is following
one of three strategies:
• accelerating: qw(t) = aw,max
• decelerating: qw(t) = −aw,max
• cruising: |w˙(t)| = vw,max, qw(t) = 0
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In order to find a complete solution the problem can be broken down into a combination
of several distinct cases. Each case represents a possible state or condition of the system.
These conditions are mutually exclusive, at any given time the system is in one and only
one of these cases, depending on w˙0, wf, vw,max, and aw,max. Each case has a control effort
associated with it (e.g. case 1: qw(t) = aw,max). The strategy is to apply this control effort
until the conditions for a different case are satisfied or the final destination is reached
with zero final velocity. The complete solution is therefore a sequence of cases.
The problem is being normalized to wf ≥ 0 by inverting the signs of wf and w˙0 if wf is
negative. Thus, the possible cases are reduced to the five cases shown in Figure 1.5. Case
Case 1: Case 2.1: Case 2.2:
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Figure 1.5: Possible optimal control cases
1 covers all initial conditions where w˙0 < 0: the vehicle is initially moving away from
the destination and has to accelerate with qw(t) = aw,max in order to reverse direction.
Case 3 is applicable if w˙0 > vw,max. The vehicle is moving too fast and has to decelerate
with maximum control effort. This case is possible since vw,max is not necessarily a
hard physical constraint, but rather a desired maximum velocity which should not be
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exceeded. Furthermore, the constraint vw,max can be decreased artificially as part of
the synchronization process of the final times, see below. For all other instances there
are three choices left (acceleration, deceleration, coasting) depending on how far the
destination is and how fast the vehicle moves initially. These three choices are covered
by cases 2.1, 2.2, and 2.3. A possible sequence could look like:
The vehicle is far away from the destination and moving slowly towards
it. It will accelerate until it reaches vw,max (case 2.1), cruise at vw,max
(case 2.2), and finally decelerate such that it reaches the destination with
exactly zero final velocity (case 2.3).
Given the applied control effort and the initial conditions, it is possible to find a closed
form solution for the final state of each case. The following list contains the require-
ments for each particular case, the applied control effort qw(t) associated with that case,
the execution time t′, the travelled distance w′ = w(t′), and the final velocity w˙′ = w˙(t′).
Case 1: w˙0 < 0
The initial velocity is negative, the vehicle has to accelerate with maximal control effort
until it reaches w˙(t) = 0.
qw(t) = aw,max, t′ = − w˙0aw,max (1.32)
w′ = w˙0t′ +
aw,max
2
t′2 = − w˙
2
0
2aw,max
, w˙′ = 0 (1.33)
Case 2.1: vw,max > w˙0 ≥ 0 AND wf > w˙
2
0
2aw,max
The vehicle has to accelerate, either because the destination is far away or the initial
velocity is small. This case has two subcases: In subcase I, case 2.1 is being followed
by case 2.2, the vehicle reaches vw,max and is cruising. In subcase II, case 2.1 is being
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followed by case 2.3 and the vehicle decelerates until it reaches the final destination, see
Figure 1.6. Define t1 as the time when the vehicle has to start decelerating in order to
Subcase 2.1, I: Subcase 2.1, II:
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Figure 1.6: The subcases of case 2.1
avoid overshooting the destination. Also define w1 = w(t1) and w˙1 = w˙(t1). It follows
that
w1 = w˙0t1 +
aw,maxt21
2
, t1 =
w˙1 − w˙0
aw,max
= w˙0
w˙1 − w˙0
aw,max
+
(w˙1 − w˙0)2
2aw,max
(1.34)
wf − w1 =
w˙21
2aw,max
(1.35)
Adding (1.34) and (1.35) and solving for w˙1 yields:
w˙1 =
√
wfaw,max +
w˙20
2
(1.36)
where w˙1 has to be positive by definition. The decision, which of the two subcases is
applicable, is based on a comparison of the time tI to reach vw,max and the time tII when
the vehicle has to decelerate.
tI =
vw,max − w˙0
aw,max
, tII =
w˙1 − w˙0
aw,max
(1.37)
If tI < tII then the vehicle reaches vw,max and
qw(t) = aw,max, t′ = tI (1.38)
w′ = w˙0t′ +
aw,max
2
t′2 =
v2w,max − w˙20
2aw,max
, w˙′ = vw,max (1.39)
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otherwise it has to brake before it reaches vw,max and
qw(t) = aw,max, t′ = tII (1.40)
w′ = w1 =
wf
2
+
w˙20
2aw,max
, w˙′ = w˙1 (1.41)
Case 2.2: w˙0 = vw,max AND wf >
w˙20
2aw,max
The vehicle is cruising at maximum velocity until it has to decelerate.
qw(t) = 0, t′ =
wf
vw,max
− vw,max
2aw,max
(1.42)
w′ = wf −
v2w,max
2aw,max
, w˙′ = vw,max (1.43)
Case 2.3: vw,max ≥ w˙0 > 0 AND wf ≤ w˙
2
0
2aw,max
The vehicle has to decelerate until it reaches zero final velocity.
qw(t) = −aw,max, t′ = w˙0aw,max (1.44)
w′ =
w˙20
2aw,max
, w˙′ = 0 (1.45)
Case 3: w˙0 > vw,max
The vehicle moves faster than the allowed maximum velocity. This can be caused by
the iterative solution procedure presented below. The vehicle has to decelerate until it
reaches the allowed velocity.
qw(t) = −aw,max, t′ = w˙0 − vw,maxaw,max (1.46)
w′ =
1
2aw,max
(w˙20 − v2w,max), w˙′ = vw,max (1.47)
The procedure to find the complete solution is as follows:
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1. Define initial and final states, set t = 0
Normalize: w˙0 = sign(wf)w˙0, wf = sign(wf)wf
2. Check which case is applicable, based on the initial conditions
3. Compute: qw(t), t′, w′, and w˙′
4. Set: t = t + t′, wf = wf − w′, w˙0 = w˙′
Normalize: w˙0 = sign(wf)w˙0, wf = sign(wf)wf
5. If the destination is not reached with zero final velocity: Go to 2
6. Total time to destination tf,w = t
The result of this algorithm is a minimum time trajectory for a single DOF. Given a
particular instance of the problem (1.23) through (1.28), the solutions in x and y will
yield different execution times tf,x and tf,y in general. In order to get the minimum
time to destination for the vehicle the solutions have to be synchronized. This is done
by adjusting the maximum allowed control effort and velocity for both DOFs via the
parameter α ∈ (0, pi/2):
ax,max = amax cosα, vx,max = vmax cosα (1.48)
ay,max = amax sinα, vy,max = vmax sinα (1.49)
Equations (1.48) and (1.49) satisfy the constraints (1.27) and (1.28). If either xf = 0
or yf = 0 with zero initial velocity, no synchronization is needed. Thus the exclu-
sion of 0 and pi/2 from α. The execution times tf,x and tf,y are continuous and strictly
monotonously increasing/decreasing functions of α [18]. Therefore it is possible to use
a bisection algorithm to find α:
1. Initial guess: α = pi/4, αmin = 0, αmax = pi/2
2. Find minimum time trajectories for both x and y coordinates, given α
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3. If | tf,x − tf,y | is sufficiently small, keep the solutions and stop the search
4. If (tf,x > tf,y), set α = (α − αmin)/2, αmax = α
5. If (tf,x < tf,y), set α = (αmax − α)/2, αmin = α
6. Go back to step 2
Using bisection the difference between the two execution times can be made arbitrary
small. An alternative is to keep the number of iterations constant, effectively limiting
the search time in a real-time application. The optimal value αopt is defined as the α for
which tf,x = tf,y. The difference between αopt and α is bounded by
| α − αopt | ≤ pi2N+1 (1.50)
where N is the number of iterations of the bisection. Therefore, the order of the search
algorithm is O(log2 N). It should be noted that the solution depends continuously on
the initial and final conditions, i.e., small changes in the initial and final conditions
only cause small changes in the solution. This property makes the solution robust to
disturbances and noise.
1.5 Performance of the Algorithm in Simulation
This section describes how the implementation of the algorithm performs. One im-
portant aspect is the computation time. The recursive algorithm presented in the previ-
ous chapter was implemented in C++ and tested on a Pentium 4 (1.7 GHz clock speed).
A Monte Carlo simulation yielded average computation times of 94 µs, with a standard
deviation of 28 µs. Note that there are guarantees on the maximum number of opera-
tions per iteration, since a sequence can only consists of a maximum of five cases in a
row.
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Another point is the quality of the solutions of the proposed algorithm in terms of
the execution time tf. The derivation of the algorithm involves several simplifications
and assumptions, which greatly reduce the required computational effort but at the same
time increase the execution times of the found trajectories. The solution of the proposed
algorithm tf,approx is compared against two different benchmarks. Both are computed
using RIOTS [61], an optimal control toolbox written in Matlab and C. The Matlab
code for the simulation can be found at the author’s web site [64]. It should be noted
that parts of the simulation can only be run in conjunction with the RIOTS engine which
is a commercial product and therefore not included.
RIOTS can solve optimal control problems with constraints on the state and the
control effort. The first benchmark is the execution time tf,full of the full problem, i.e.,
(1.21) subject to the velocity constraint (1.28). The second benchmark is the execution
time tf,2D of the two-dimensional problem (1.23) to (1.28). The parameters of the sample
vehicle (Figure 1.1, Table 1.1) are used in all simulations. The maximum velocity and
acceleration are limited to vmax = 2.0 m/s and amax = 3.92 m/s2. The velocity limit
is required to maintain the friction limit assumption. The maximum acceleration is
found by limiting the rotational acceleration to θ¨max = 44.9 rad/s2 and determining the
intersection with the envelope (see Figure 1.4). If the rotational acceleration was any
larger it would reduce the maximum allowed translational acceleration.
A Monte Carlo simulation was performed by generating random initial conditions
and computing tf,approx, tf,full, and tf,2D. Figure 1.7 shows the simulation results. The ab-
scissa depicts the ratio rtf of the execution times tf,full/tf,approx or tf,2D/tf,approx respectively.
The ordinate shows the fraction ni/ntot, where ntot is the total number of solutions. The
variable ni is the number of solutions for which the execution time ratio tf,RIOTS/tf,approx
is smaller or equal than rtf. That means that a fraction of ni/ntot of all solutions have a
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ratio of final times of rtf or better. Summarizing, the abscissa depicts the quality of the
results, while the ordinate shows what fraction of the solutions achieves that quality.
0 0.2 0.4 0.6 0.8 1
0
0.2
0.4
0.6
0.8
1
tf,RIOTS / tf,approx
n
i / 
n t
o
t
Full problem
2D problem
Figure 1.7: Comparison of execution times
As expected, the solution of the full problem yielded the smallest execution times,
since it used the unreduced acceleration envelope. Due to the simplifications and re-
laxations the execution times tf,approx are longest, but not by much. More than 94 % of
tf,approx are within 96 % of tf,2D. When comparing to the solutions of the full problem,
more than 85 % of tf,approx are within 82 % of tf,full. On the other hand, the reduction
in computation time is significant: On the same computer the average RIOTS solution
(both the full and the 2D solution) took more than 2 minutes while the simplified algo-
rithm was executed in about 100 µs.
Figure 1.8 shows a comparison of a RIOTS trajectory (using the full envelope) and
the trajectory generated by the presented algorithm. Plotted are x versus y positions of
the following representative example:
x(0) = 1.143 m, x(tf) = 0.0 m, x˙(0) = 0 m/s, x˙(tf) = 0 m/s (1.51)
y(0) = 0.5 m, y(tf) = 0.0 m, y˙(0) = −1.0 m/s, y˙(tf) = 0 m/s (1.52)
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Figure 1.8: Comparison of Trajectories
1.6 Implementation
The new trajectory generation algorithm was implemented on the Cornell RoboCup
system. RoboCup is a game of completely autonomous robotic soccer. The main sensor
of the system is an overhead camera which takes pictures of the playing field at a rate
of 60 Hz. The vision system analyzes these frames and determines the robots’ positions
and velocities. This data is passed on to the strategy module, which makes the decisions
where to move the robots. Trajectory generation then computes minimum time paths,
which are recomputed every frame in order to give immediate feedback. The velocity
commands corresponding to these paths are sent to the robots. The robots track the
velocity commands using essentially PI controllers for the wheel speeds.
In order to test the performance of the proposed trajectory generation algorithm, a
robot was commanded to move along a line from A to B, using trajectory generation.
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The rotation was held fixed at θ = 0 rad. When the robot crossed a particular x coordi-
nate xc, the final destination was changed to C, so that the robot had to alter its course
while moving. Four different situations were tested, with xc,1 = −0.6 m, xc,2 = −0.2 m,
xc,3 = 0.2 m, and xc,4 = 0.6 m. Table 1.2 contains the destinations, Figure 1.9 depicts
the results. Video clips of the vehicle executing the test pattern can be found at [64]. The
Figure shows two paths for each xc. The solid lines stand for the paths actually taken by
the robots. The trajectories and vehicle commands are recomputed every frame to com-
pensate for process and sensor noise. The dashed lines are the paths that were computed
in the frame when the destination was changed from B to C.
Table 1.2: Destinations for implementation test
Destination x-Coord y-Coord
A -1.0 m -0.5 m
B 1.0 m -0.5 m
C 0.0 m 0.5 m
The theoretical and actual paths deviate at most by about 0.1 m. This might seem
a large error in comparison to the length of the entire trajectory, but it should be kept
in mind that the vehicle is not tracking the dashed trajectories for more than one frame.
The trajectories are being recomputed every frame which means that errors enter only in
form of slightly changed initial conditions. On the other hand, for a short time horizon
(≈ 0.3 s) the deviations between precomputed and actually taken trajectories are about
an order of magnitude smaller. The errors are sufficiently small for effective obstacle
avoidance and ball control in the small-size league of the RoboCup competition, where
the algorithm was very successfully applied [6].
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Figure 1.9: Implementation on Robot
1.7 Conclusion
A trajectory generation algorithm for omnidirectional vehicles has been presented.
The algorithm takes the vehicle dynamics, limited friction, and weight transfer into
account. It is tailored to high-performance vehicles that are mainly friction limited. It
offers a computationally efficient way to calculate minimum time trajectories, which
are close to the optimal solutions. In order to prove the feasibility of the concept, the
algorithm was successfully applied to a real vehicle of the Cornell RoboCup system.
During the derivation of this algorithm certain assumptions were made about the
location of the center of mass and the wheel positions. In practice, these locations
are subject to manufacturing tolerances and therefore not perfectly well known. These
deficiencies could be the topic of further investigations. In case that the CM is not
centered, for example, additional terms are introduced in (1.6).
During the derivation of the vehicle dynamics it was assumed that the motors could
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always provide sufficient torque to make the wheels slip. In reality, this assumption
will break down for most vehicles at high speeds. An interesting approach would be to
combine limited friction with a motor model such as presented in [5]. This would mean
that at low speeds the motors can provide enough torque τ to make the wheels slip (τfric),
but if the wheel velocity v gets larger than a certain threshold the maximum torque drops
linearly, see Figure 1.10.
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Figure 1.10: Torque-speed graphs
Also, this paper could be extended to non-zero final velocities. This would require
finding means of handling the discontinuities that arise when approaching the final des-
tination. There still remains great potential for future research in the area of trajectory
generation for omnidirectional vehicles.
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Chapter 2
Theory and Implementation of Path Planning by
Negotiation for Decentralized Agents
Abstract
This paper presents a cooperative decentralized path-planning algorithm for a group
of autonomous agents that provides guaranteed collision-free trajectories in real-time.
The algorithm is robust with respect to arbitrary delays in the wireless traffic, possible
sources being transmission time and error correction. Agents move on reserved areas
which are guaranteed not to intersect, therefore ensuring safety. A handshaking proce-
dure guarantees recent information states for the agents. Conflicts between agents are
resolved by a cost-based negotiation process. The basic algorithm is augmented by the
introduction of waypoints, which increase performance at the cost of additional wire-
less traffic. An implementation of the algorithm is tested in simulation and successfully
applied to a real system of autonomous robots. The results are presented and discussed.
2.1 Introduction
Unmanned autonomous agents are being employed in an ever growing number of
areas, such as military applications, disaster relief, exploration, and industrial mobile
robots. A frequently occurring scenario is the dispatch of a group of agents, each agent
moving towards a task location in order to perform a certain objective. While moving to
their respective destinations agents have to avoid stationary and moving obstacles, for
example the other dispatched agents.
This problem is typically encountered in the area of automatic air traffic conflict de-
tection and resolution, but can be applied to land- or sea-based vehicles as well. Kuchar
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and Yang [20] provide an overview of recently proposed methods. Non-cooperative
methods are in general dealing with worst-case scenarios [21] while cooperative algo-
rithms involve information exchange between the agents.
Cooperative approaches can be further broken down into centralized and decentral-
ized methods. Centralized algorithms usually encompass the optimization of a global
cost function [22], the solution being computed using, for example, semi-definite pro-
gramming [23] or non-linear dynamic programming [24]. The strength of these methods
lies in the optimality of the solution. However, gathering all information at a central lo-
cation might be a challenging task in practice if the system is large.
In general, decentralized methods scale better with respect to the number of agents
and are more robust since they do not possess a single point of failure [25]. An example
for a cooperative decentralized method is presented by Schouwenaars et al. [26], an ap-
proach based on model predictive control (MPC). The optimal control problem includes
vehicle dynamics and is solved using mixed-integer linear programming (MILP). Every
agent is allotted a time slot in which to compute a dynamically feasible and guaranteed
collision-free path. Inalhan et al. [27] recast the global optimization problem as sev-
eral local problems, which are then iteratively solved by the agents in a decentralized
fashion. The agents exchange information during each iteration in order to facilitate the
solution process.
Other decentralized approaches include rule-based methods [28] and potential fields
[29] [30]. Potential field methods allow the inclusion of vehicle dynamics and can be
computationally fast, but in general they provide no guarantees of collision avoidance.
The algorithm presented in this paper is a decentralized path planner for a group of
n agents, where every agent is trying to reach a task location while avoiding collisions
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with each other. The task locations are chosen by some kind of high-level directive, for
example the output of a task allocation problem [31]. Every agent is assumed to move
according to dynamically feasible motion primitives. The approach is cooperative, since
agents exchange their intentions and negotiate their paths via wireless communication.
The entire algorithm is executed in real-time. There is a trade-off between the amount
of wireless communication and performance: The higher the performance, the more
communication is needed. One important property of this approach is robustness to
arbitrary wireless latency, possible sources being transmission time, bandwidth limita-
tions, error detection/recovery, or temporary network breakdown. The agents’ paths are
guaranteed collision-free, even if inter-agent communication is delayed by an arbitrary
amount. Further, the algorithm scales well with respect to the number of agents. It is
fully distributed, i.e., there is no need for a central data repository, clock, or arbitrator.
Wireless communication is assumed to be provided by an ad-hoc network, for exam-
ple [32]. The use of waypoints allows the agents to move around choke points thereby
improving performance at the expense of more communication.
The decentralized nature of the algorithm in combination with safety guarantees,
modelling of wireless traffic, and real-time execution makes this work an original con-
tribution to the field.
The algorithm is based on the idea of every agent reserving an exclusive area for
itself and remaining inside that area at all times. The agents can always come to a full
stop inside the reserved areas in case problems arise, such as delayed wireless commu-
nication. No two reserved areas are allowed to intersect at any time, which guarantees
safety. This fail-safe mechanism is similar in spirit to the passive collision avoidance
described in [33]. The algorithm is implemented using computational geometry as in
[34], which allows for fast processing. Reserved areas are based on the particular dy-
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namics of the agents in order to improve performance. The algorithm defines what data
has to be communicated and according to which rules areas can be reserved.
The rest of the paper is organized as follows: Section 2.2 explains the assumptions
and principles of the basic algorithm, i.e., how areas are reserved and what kind of
data needs to be communicated. Section 2.3 presents the implementation of the basic
algorithm utilizing computational geometry. Section 2.4 covers an extension which em-
ploys waypoints to improve the performance. Agents are guided around congested areas
instead of waiting until the situation changes. Section 2.5 shows results of the imple-
mentation in simulation and on a real system of autonomous robots, while Section 2.6
provides a conclusion and future prospects.
2.2 Description of the Basic Algorithm
This section is structured as follows: In the beginning the underlying assumptions
and nomenclature are stated, followed by an introduction of reserved and requested
areas, which govern the agents’ motions. The algorithm depends on the agents having
recent information about each other, which is indicated by a data flag. A handshaking
procedure is employed to determine the state of the data flag. Possible conflicts between
agents are resolved by a negotiation process, which assigns priority to certain agents. A
presentation of the pseudo-code concludes the description of the basic algorithm.
The core of the algorithm is based on pair-wise conflict resolution. The basic con-
cepts will be explained in terms of two agents i and j. The algorithm will then be
expanded to n agents, mostly by treating every pair of agents separately. Cases where
special rules apply if more than two agents are involved are explicitly mentioned. In
general the algorithm is symmetric. Both agents operate according to exactly the same
rules, with the only exception being how priority is assigned, see Section 2.2.6. For the
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basic algorithm the following assumptions are made:
• Decentralized agents: all computation/control done on board
• Total number of agents n is known
• Motion primitives are available which move the agents in a deterministic fashion
• Point-to-point communication between agents
• Agents can localize themselves, but not others
Denote the global time with t. Every agent runs its own version of the algorithm in
discrete time. Every discrete time step of the algorithm of an agent i is called a frame
ki ∈ N. Note that uniform sampling times between time steps are not required. Frames
are numbered in increasing order, s.t. ki(ta) ≥ ki(tb) if ta ≥ tb.
Every agent i is trying to reach its task location fi. The selection of the task location
is performed by some higher level entity (for example [31]) and outside the scope of this
paper. Position and velocity of the agents are expressed in a global Cartesian coordinate
system (x, y). For the purpose of the presented algorithm every agent i is modelled as a
circular area G(pi) with radius r, the center being located at position pi = (xi, yi). The
current velocity of the agent is denoted by vi = (x˙i, y˙i). The motion of i is controlled by a
deterministic motion primitive MP(), which contains trajectory generation and low-level
control of the actuators, for example [35]. The implementation of the motion primitive
is beyond the scope of this paper. Upon specification of a desired destination di the
motion primitive will compute a path that takes the agent to di with zero final velocity:
(pi(t), vi(t)) = MP(pi(t0), vi(t0),di(t0), t), t ≥ t0 (2.1)
where (pi(t), vi(t)) denotes position and velocity of the trajectory, pi(t0) and vi(t0) are
the position and velocity at the initial time t0, and di(t0) denotes the desired destination.
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The dynamics of the agent are transparent to the path planner, although the planner can
compute the entire trajectory ahead of time, given a triple (pi, vi,di). It is assumed that
the vehicle will follow the precomputed trajectory of the motion primitive. Note that di
and fi do not have to be identical since the agent is allowed to stop or take a detour to
avoid obstacles.
2.2.1 The data structure of the information state and the wireless
communication
Every agent i stores information about itself and others in a data structure Ti, j,data, the
information state. The first index i of T refers to the agent that owns the structure, the
second index j denotes the agent that the information is about. The subsequent indices
data denote the exact nature of the information. The content of T will be explained in
more detail in the following sections.
The wireless communication is modelled as the exchange of data packets P between
agents. The first index identifies the packet itself, while the subsequent indices stand for
the particular type of information.
Table B.1 contains important variables as a reference. Bold indices indicate either
areas or vectors, depending on the context, while normal indices indicate scalars.
2.2.2 The reserved area A and the requested area B
The basic principle of the algorithm is that every agent i has to be completely inside
its reserved area Ti,i,A at all times. The algorithm ensures that the reserved areas of
two different agents are never intersecting, which guarantees collision-avoidance in the
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presence of arbitrary wireless delay. For a formal proof, see Appendix C.
The decentralized nature of the algorithm requires that agents go through a negotia-
tion cycle in order to reserve areas. Instead of choosing A directly, agents are indicating
their intentions by requesting areas B first, storing them in Ti,i,B, and exchanging them
with each other. Agents can change B arbitrarily. However, significant changes to B can
cause the negotiation cycle to start over, see Section 2.2.3.
The requested area Ti,i,B has to contain the reserved area Ti,i,A at all times, Ti,i,A(t) ⊆
Ti,i,B(t). Hence, an agent cannot possibly move to a location that is not inside the re-
quested area. For performance reasons the final destination fi should be included in
Ti,i,B. In general, Ti,i,B shrinks over time as i moves closer to its final destination, since
it needs less room to maneuver.
Two intersecting areas Ti,i,B and T j, j,B indicate a possible conflict. In this case the
agents will negotiate to find out which one gets priority (Section 2.2.6) and how the
areas A are being selected (Section 2.2.7). The basis for this negotiation is a scalar cost
function.
Figure 2.1 visualizes the process of requesting and reserving areas. Initially (upper
left) both i and j have distinct requested areas, and no collisions are possible. Upon
changing fi, i indicates its intentions by sending a new Ti,i,B to j (upper right). The
agents exchange their respective costs. Agent i is being assigned priority over j, which
withdraws by reducing the size of T j, j,A (lower left). Once i receives a message from j
confirming the change of T j, j,A, it will reserve a new area and move on towards fi (lower
right).
Note that this process runs while the agents are in motion, guaranteeing safety at any
time. Agents will recompute costs and renegotiate paths en route, which allows them
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Figure 2.1: Negotiation process
to quickly respond to changing situations. In general, a more responsive system also
requires more communication between agents.
2.2.3 The data flag D and the handshake
The data flag Ti, j,D captures the condition of i’s information state with respect to j:
it is set high (Ti, j,D = 1) if i has current information about j, and is set low (Ti, j,D = 0)
otherwise (default). In order to guarantee safety, i can only change Ti,i,A if Ti, j,D = 1,
i.e., if it knows that it will not interfere with any possible motion of j.
The data flag Ti, j,D is set low at time tD0 = t(ki) if agent i requests an area Ti,i,B(ki)
such that Ti,i,B(ki) * Ti,i,B(ki − 1) or if i receives a message from j at ki, indicating that
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Ti, j,B(ki) * Ti, j,B(ki − 1).
In order to set the data flag Ti, j,D high the agents i and j have to go through a hand-
shaking procedure, which ensures that:
• Agent i has knowledge of the current T j, j,B
• Agent i will only accept information from j that is more recent than tD0
• Packets that are received out of order are discarded (i.e. Pq1 is received after Pq2,
although Pq1 was sent before Pq2)
Figure 2.2 shows the information flow during a handshake starting with i. The horizontal
axis denotes the global time t. Solid arrows represent packets sent between the agents.
Beginning and end points of the arrows denote the times of sending and receiving a
packet. Characteristic times of the process are indicated with t• on the global time axis:
• ti,1: i sends a packet to j, requesting recent information
• ti,2: j sends the requested update to i
• ti,3: i receives the update from j, setting Ti, j,D = 1
Figure 2.2: Data flow during a handshake
Agent i initializes the handshake by sending recent data P1 to j while at the same
time requesting current information. As soon as i receives the return message P2 from
j, i stores the data which completes the handshake. Agent i now has guaranteed recent
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information about j and sets Ti, j,D = 1. In most cases, the agents have to go through a
“double-handshake”, since the procedure has to be executed with respect to i and j. In
practice that requires only one additional message P3 to be sent from i to j.
Formally, the handshake between i and j is accomplished by setting time stamps
Ti, j,t1, Ti, j,t2, T j,i,t1, and T j,i,t2, which are stored internally within the agents. This resolves
the differences in the local clocks of the agents, ki and k j. Table 2.1 describes how these
time stamps are set.
Table 2.1: Handshaking procedure, starting with agent i
Time t Action Example
tD0 = ti,1 Agent i: reset information state: t = 11, ki = 115
Ti, j,D = 0, Ti, j,t1 = −1, Ti, j,t2 = −2
Ti, j,t1 = ki(ti,1), P1,t,me = Ti, j,t1 Ti, j,t1 = P1,t,me = 115
P1,t,other = Ti, j,t2, send P1 P1,t,other = −2
t j,1 = ti,2 Agent j: receive P1, T j,i,t2 = P1,t,me t = 23, k j = 216, T j,i,t2 = 115
reset information state:
T j,i,D = 0, T j,i,t1 = −1
T j,i,t1 = k j(t j,1), P2,t,me = T j,i,t1 T j,i,t1 = P2,t,me = 216
P2,t,other = T j,i,t2, send P2 P2,t,other = 115
ti,3 Agent i: receive P2, Ti, j,t2 = P2,t,me t = 28, Ti, j,t2 = 216
Ti, j,D = 1
t j,2 Agent i: P3,t,me = ki(t j,2) t = 37, ki = 144
P3,t,other = Ti, j,t2, send P3 P3,t,me = 144, P3,t,other = 216
t j,3 Agent j: receive P3, T j,i,t2 = P3,t,me t = 43, T j,i,t2 = 144
T j,i,D = 1
36
The variable T j,i,t2 denotes the frame ki when i sent the last packet to j. Every packet
(for example P1) contains a time stamp P1,t,me, which is the frame ki of the sender i
when P1 was sent. A packet is only accepted by the receiver j if P1,t,me > T j,i,t2. If
a packet is accepted, the information state of j is updated, T j,i,t2 = P1,t,me. Since ki is
strictly increasing in time P1,t,me ≤ T j,i,t2 indicates a packet which has been received out
of order, i.e., j already received a packet Pq which was sent after P1 was sent. In that
case P1 is discarded.
The time stamp Ti, j,t1 denotes the frame ki(ti,1) when i sent the first packet P1 to j
after tD0. The variable Ti, j,t1 is used to determine if packets from j contain information
that is more recent than tD0. Every packet from j to i (for example P2) contains a time
stamp P2,t,other = T j,i,t2, which effectively returns the time stamp of the last packet sent
from i to j, P1,t,me. By comparing P2,t,other (the returned time stamp) to Ti, j,t1 (i’s stored
time stamp) it is possible to determine if P2 was sent after tD0, since both time stamps
are expressed in i’s time frame. If P2,t,other ≥ Ti, j,t1 then i has a guarantee that P2 was sent
after tD0, otherwise P2 is discarded.
Table 2.1 contains an example of how the handshake is conducted. During the ini-
tialization i sets the time stamp Ti, j,t1 = 115 which is sent to j, stored in T j,i,t2, and is
reported back to i as P2,t,other. Agent i finalizes its handshake upon receiving P2. At any
time after t = 11, i will only accept messages Pq with Pq,t,other ≥ 115, since that indicates
that the sender of Pq received P1. Agent j’s handshake is initialized at t = 23 by setting
T j,i,t1 = 216, which is sent to i as P2,t,me and reported back to j as P3,t,other.
2.2.4 Information updates
Every agent can send information to any other agent at any time. These information
updates serve to increase the performance by allowing the agents to respond to the cur-
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rent situation. In practice there has to be a trade-off between performance and wireless
traffic. There are situations where an information update yields a significant perfor-
mance increase, while at other times the performance gain is marginal. The triggering
events when to send an information update serve as a tuning parameter, depending on
how much wireless bandwidth is available.
A packet Pq from i to j is accepted as an update if Pq,me > T j,i,t2 and Pq,other ≥ T j,i,t1.
A successful update does not alter T j,i,t1, but it changes T j,i,t2 = Pq,t,me, so that further
messages from i only get accepted if they are sent after the new T j,i,t2. Note that the final
packet of a handshake is a regular information update.
2.2.5 The communication flag F
The purpose of the communication flag Ti, j,F is to reduce the amount of wireless
traffic. It is set high if i has to communicate with j (the default), low otherwise. Once
the data flag Ti, j,D is set high i compares Ti,i,B and Ti, j,B. If these two areas do not intersect
there is no possible conflict, and wireless communication between agents i and j is no
longer required. Therefore, Ti, j,F will be set low. As soon as i resets Ti, j,D = 0, Ti, j,F will
be set high again.
2.2.6 The priority flag R
In case of a possible conflict reserved areas are assigned based on the notion of
priority. The priority flag Ti, j,R is set high if i has priority over j. The agent with priority
may select a reserved area that intersects the requested area of the other agent, which is
not permitted in general. The status of the flag R is determined based on a scalar cost
function, which is computed by every agent for itself and then sent to the other agent.
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The agent with the lower cost gets priority. Note that the choice of the cost function
affects performance but not safety.
The procedure how priority is assigned guarantees that Ti, j,R(t) = T j,i,R(t) = 1 is not
possible at any time t. One agent, labelled the priority assigner (PA), is making an active
decision about who should have priority. The other agent (PR) is accepting the decision
of the PA. The selection of which agent is the PA is arbitrary, but has to be fixed. Note
that this is the only aspect of the algorithm where agents are treated differently from
each other. The PA receives the cost from the PR, makes the decision who should have
priority, and sends the result back to the PR, which changes R accordingly. The PA
makes sure that during the times when R is transferred from one agent to the other,
neither of the two has priority. The priority flag R is assigned or revoked by regular
information updates.
Before the PA (denoted by i without loss of generality) can assume priority itself,
it has to ensure that the PR (denoted by j) has given up priority. For that reason i
sends a packet to j requiring it to set T j,i,R = 0. As soon as i receives a return message
confirming that T j,i,R = 0, i can set Ti, j,R = 1. In order to prevent Ti, j,R(t) = T j,i,R(t) = 1
in the presence of significantly delayed messages, i sets a time stamp Ti, j,t5 = ki(t) when
it requires j to give up R. It will only accept an answer from j if the message is more
recent than Ti, j,t5.
2.2.7 Changing the reserved area A
Every agent i can change Ti,i,A at any given time ki according to
Ti,i,A(ki + 1) ⊆ (Ti,i,A(ki) ∪ [Ti,i,B(ki) \ Ti, j,A(ki)]),
if [(Ti, j,D(ki) = 1) ∧ (Ti, j,R(ki) = 1)] (2.2)
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Ti,i,A(ki + 1) ⊆ (Ti,i,A(ki) ∪ [Ti,i,B(ki) \ Ti, j,B(ki)]),
if [(Ti, j,D(ki) = 1) ∧ (Ti, j,R(ki) = 0)] (2.3)
Ti,i,A(ki + 1) ⊆ Ti,i,A(ki), otherwise (2.4)
as long as there exists a temporary destination di,tp(ki + 1), such that
G(pi,tp(t)) ⊆ Ti,i,A(ki + 1), ∀t ≥ t0 (2.5)
(pi,tp(t), vi,tp(t)) = MP(pi(t0), vi(t0),di,tp(ki + 1), t) (2.6)
where t0 is the time when the reserved area is changed to Ti,i,A(ki + 1). Note that
there is no requirement for i to keep the temporary destination at di,tp(ki + 1), as long as
it is guaranteed that i is always fully contained by Ti,i,A(ki + 1) while moving.
The rules (2.2) through (2.4) guarantee that for all t, Ti,i,A(t) ∩ T j, j,A(t) = ∅, since
i can only change Ti,i,A if it has recent information about j (high data flag Ti, j,D). It
will always stay inside Ti,i,B and either avoid Ti, j,A or Ti, j,B, depending on whether it has
priority. If no change is possible (either if Ti, j,D = 0 or no different path can be found)
i can always maintain the previous Ti,i,A(ki). The distinction of the reserved areas of i
and j guarantees safety. As far as performance is concerned, the reserved area should
be chosen such that it includes fi.
2.2.8 Pseudo-code of the algorithm
This Section contains the pseudo-code of the main loop for agent i. This loop is
run once every frame ki. The function MAX() returns the maximum argument. In the
following, line l of the pseudo-code is being referred to as pc:l.
1. Initialize: determine pi, vi, set Ti, j,send = 0
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2. Receive data: receive data packet Pin from j
3. Update information state:
(a) IF (Pin,t,me > Ti, j,t2)
(b) Ti, j,t2 = Pin,t,me
(c) IF (Pin,reqD == 1) Ti, j,send = MAX(Ti, j,send, 1)
(d) IF [(Ti, j,D == 1) & (Pin,B * Ti, j,B)]
(e) Ti, j,D = 0, Ti, j,send = MAX(Ti, j,send, 2), Ti, j,F = 1, Ti, j,t1 = −1
(f) IF (Pin,t,other ≥ Ti, j,t1)
(g) Ti, j,D = 1, Ti, j,A = Pin,A, Ti, j,B = Pin,B, Ti, j,c,other = Pin,c
(h) IF (isPA)
(i) IF [(Ti, j,R,other = 0) & (Pin,R = 0) & (Pin,t,other ≥ Ti, j,t5)]
(j) Ti, j,R = 1
(k) ELSE
(l) IF (Pin,R,other == 0) Ti, j,R = 0
(m) ELSE IF (Pin,R,other == 1) Ti, j,R = 1
4. Change final destination: If reached fi, set new fi
5. Update requested area:
(a) Determine new requested area Ti,i,B(ki + 1)
(b) IF (Ti,i,B(ki + 1) * Ti,i,B(ki))
(c) Ti, j,D = 0, Ti, j,R = 0, Ti, j,t1 = −1, Ti, j,t2 = −2, Ti, j,F = 1,
(d) Ti, j,R,other = −1, Ti, j,t5 = −1, Ti, j,send = MAX(Ti, j,send, 2)
6. Update communication flag:
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(a) IF [(Ti, j,D == 1) & (Ti,i,B ∩ Ti, j,B = ∅) & (Ti, j,F == 1)]
(b) Ti, j,F = 0, Ti, j,send = MAX(Ti, j,send, 1)
7. Decide priority:
(a) Compute cost Ti, j,c
(b) IF [(Ti, j,D == 1) & (isPA)]
(c) IF (Ti, j,c ≤ Ti, j,c,other)
(d) IF (Ti, j,R,other , 0)
(e) Ti, j,R,other = 0, Ti, j,send = MAX(Ti, j,send, 2), Ti, j,t5 = ki + 1
(f) ELSE
(g) Ti, j,R = 0
(h) IF (Ti, j,R,other , 1) Ti, j,R,other = 1, Ti, j,send = MAX(Ti, j,send, 1)
8. Change reserved area Ti,i,A(ki + 1)
9. Send data:
(a) IF (Ti, j,send > 0)
(b) IF (Ti, j,t1 == −1) Ti, j,t1 = ki + 1
(c) Pout,A = Ti,i,A(ki + 1), Pout,B = Ti,i,B(ki + 1), Pout,t,me = ki + 1
(d) Pout,t,other = Ti, j,t2, Pout,R = Ti, j,R, Pout,R,other = Ti, j,R,other
(e) IF [ (Ti, j,send == 2) | (Ti, j,D == 0) ] Pout,reqD = 1
(f) Send packet Pout to j
10. Move agent
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Initialize
The current position and velocity are determined by estimation routines which are out-
side the scope of this paper, for an example see [37].
Receive data
Agent i retrieves the data packets that have been buffered since the last execution of the
main loop. It is assumed that the wireless system can receive and buffer data indepen-
dently of the main loop.
Update information state
The information state Ti is updated by Pin. The packet is only accepted if it contains
recent data (pc:3a and pc:3f), see Section 2.2.4. The flag Pin,reqD is set high if j requests
a return message. The flag Ti, j,send keeps track of whether i has to send a packet to j.
At the beginning of the main loop Ti, j,send is set to zero. If Ti, j,send > 0, i has to send a
message to j, while Ti, j,send = 2 indicates that i is requesting an answer from j in addition.
Line pc:3d checks if a new handshake has to be initiated. Initialization is accomplished
by setting the data flag low. If the packet contains valid data, the information state Ti is
updated by copying A, B, and the cost. The remaining lines handle the priority flag. If
i is the PA then it can only assume priority if j gave up priority first by setting Pin,R = 0
and using a recent time stamp Pin,t,other ≥ Ti, j,t5. If i is not the PA it follows the directives
stored in Pin,R,other.
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Change final destination
The destination is considered to be reached if the agent arrives at fi with zero velocity,
given some tolerance. In that case, the agent selects a new destination following some
higher-level directive.
Update requested area
The requested area is recomputed as a function of pi(ki), vi(ki), di(ki), fi(ki), and Ti,i,A(ki),
see Section 2.3.3. Depending on Ti,i,B(ki + 1) a new handshake might have to be initial-
ized by resetting Ti, see Section 2.2.3.
Update communication flag
In case the communication flag is set low (see Section 2.2.5) i informs j, so that j can
set T j,i,F = 0 as well.
Decide priority
The first step is to compute the cost Ti, j,c according to the chosen cost function. If
agent i is the PA it decides who should have priority by comparing its own cost to that
reported by j. The flag Ti, j,R,other serves two purposes: it stores the last decision in order
to determine when a change in priority occurred, and it contains the desired priority state
of j. If the PA decides to have priority, it sets Ti, j,t5 and sends a message to j, requesting
a confirming return message, see Section 2.2.6.
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Change reserved area
Agent i changes the reserved area Ti,i,A according to the rules in Section 2.2.7.
Send data
If the handshake with j has been initialized (Ti, j,t1 = 0) in this frame then Ti, j,t1 is set to
the frame number ki + 1. The packet is assembled by copying the required data. In case
either Ti, j,send = 2 or a new handshake is initialized (Ti, j,D = 0) the Pout,reqD flag is set
high, requesting an information update from j.
Move agent
The actual motion of the agent is determined by the temporary destination di(ki + 1),
which is an input to the motion primitive. The agent can only select a destination di if
the resulting path is completely contained within Ti,i,A(ki + 1), see Section 2.2.7. The
rules for selecting Ti,i,A guarantee that such a destination exists. For performance reasons
di should be chosen as close to fi as possible.
2.2.9 Extension to more than two agents
If more than two agents are involved the algorithm is extended in a straightforward
manner by applying the operations to all agents j , i. Every agent can receive packets
from any other agent every frame. All received packets are stored in a queue and used
to update the information state. The order in which they are processed is irrelevant
since the time stamps ensure that only the most recent information is stored in Ti. The
information state has to be reset for all j , i if a significant change in Ti,i,B occurred
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(pc:5b). The communication flag F has to be updated for all j , i (pc:6a). Priority
decisions are made for any j , i where i is the PA with respect to j. Out of every pair of
agents one agent can have priority, not both. The change of Ti,i,A has to respect the data
and priority flags of all other agents. For example, if there exists j , i, s.t. Ti, j,D(ki) = 0,
then the only choice left for i is (2.4). It follows that i has to perform a handshake with
all j , i before it can reserve an area that is not a subset of the previously reserved area.
This is the only part of the algorithm that requires i to contact every other agent. Packets
are being sent to all agents that require an information update. Example:
Assume there are three agents: a1, a2, and a3. Further assume that initially
the reserved areas of all three agents do no intersect. If a1 decides to change
its requested area T1,1,B it has to initiate a handshake with a2 and a3. This
means that the data flags T1,2,D and T1,3,D are set low and a1 has to keep its
current reserved area T1,1,A or a subset thereof, which is safe by the initial
assumption. Once the handshakes with both a2 and a3 are complete (T1,2,D =
T1,3,D = 1) agent a1 can choose a different reserved area according to the
rules (2.2) through (2.4), where the rules have to hold for both j=a2 and
j=a3.
2.3 Implementation of the Basic Algorithm
This section presents an implementation of the algorithm by utilizing computational
geometry. Real-time application demands the geometrical shapes to be kept simple
while not compromising performance. Polygons are selected to represent the areas A
and B, since they can approximate an arbitrary shape while being computationally at-
tractive. The number of polygon vertices is a tuning parameter that can be chosen de-
pending on the computational power and wireless bandwidth available. The selection
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process of A and B is driven by the choice of temporary and final destinations, di and fi.
2.3.1 Trajectory approximation
It is desirable to include the dynamics of the vehicle when computing A and B
in order to keep the areas comparatively small, which in turn reduces the interaction
between agents and increases performance. The motion primitive (2.1) captures the
agent dynamics by computing a dynamically feasible path, which is then approximated
by a set of rectangles, see Figure 2.3.
Figure 2.3: Approximation of trajectory
The first step is to fit line segments (represented by full lines) to the path (dash-dotted
curve) in a recursive procedure. The endpoints of the initial line segments are identical
to the endpoints of the path. If the maximum deviation between the line segment and
the curve is larger than a specified threshold, the line segment is split into two. The
new endpoint is the point on the curve with the maximum deviation. This procedure is
repeated until the maximum error is smaller than the threshold.
Finally, rectangles are fitted around the line segments in order to account for the
non-zero radius of the agent. The maximum width of the rectangles can be specified.
The wider the rectangles the fewer rectangles are needed to approximate the path, but
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the poorer the approximation. An additional buffer width is added to the size of the
rectangles in order to account for process noise during the motion of the agent. The
final trajectory approximation is a set of rectangles.
2.3.2 Computation of B
The requested area has to include the current reserved area and should include areas
that are possibly required to reach the final destination fi. On the one hand the area
should be large enough to allow some maneuvering given the agent’s dynamics. On
the other hand, the smaller the area B the less interaction with other agents and the less
wireless traffic.
The area B is found by computing the convex hull of the set of points Q that have
to be included in B. The convexity of the resulting area allows an efficient execution
of some geometrical operations which are required by the algorithm. Figure 2.4 depicts
the construction of the requested area.
The vertices of Ti,i,A make up the the first points of Q. In order to give i room to
maneuver, the triangle formed by the points pi, di, and fi is considered. Since the agent
has non-zero radius, the triangle is replaced by a polygon Btri, s.t. the agent fits exactly
into each corner. The six vertices of the polygon are added to Q. The motion of i is
characterized by two corner cases: i moves all the way to di and i moves directly to
fi. These two cases are included by computing the trajectories and approximating them
by sets of rectangles Bp,d and Bp, f , see Section 2.3.1. The vertices of Bp,d and Bp, f are
added to Q.
Once the entire set of points Q is determined, the convex hull is computed using a
Graham Scan, see [19].
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Figure 2.4: Computation of B
2.3.3 Update of B
On line pc:5a a new requested area is determined depending on the current situation.
In general, the agent needs less room to maneuver as it closes in on the destination and so
the area shrinks over time. This increases the performance of the system by reducing the
interaction between agents. If the final destination fi has not changed in this particular
frame, a candidate area Bcand is being computed using the procedure given in Section
2.3.2. The area Bcand is accepted as Ti,i,B(ki + 1) if it is a subset of Ti,i,B(ki), otherwise
Ti,i,B(ki + 1) = Ti,i,B(ki).
2.3.4 Selection of d and A
In the proposed implementation of the algorithm the selection of Ti,i,A is firmly linked
with di. On line pc:8 Ti,i,A is set to the rectangle approximation of the path from pi to di
as described in Section 2.3.1. This guarantees that i’s path is always fully contained in
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Ti,i,A, but it puts additional constraints on di, since di can now only be chosen such that
the resulting Ti,i,A is valid, i.e., obeys the rules (2.2) through (2.4).
The temporary destination di is selected by performing a search on the line segment
between pi and fi. The objective is to find the point closest to fi which results in a valid
Ti,i,A. Additionally, points are discarded which yield a Ti,i,A that intersects any Ti, j,B
with Ti, j,R = 0. This is done to allow agents with priority to pass, even though it is not
required by the safety rules.
2.3.5 Definition of the cost function
The scalar cost function is defined for agent i with respect to all other agents j.
In the presented implementation the cost function is a heuristic with the objective to
minimize the waiting time of the agents. Define controversial areas as the intersections
between Ti,i,B and any Ti, j,B, j , i. The underlying idea is that an agent who is close to
a controversial area is given priority over an agent who is farther away, since the first
agent might resolve the conflict before the other agent even comes close. The basic cost
is therefore the distance from pi to Ti, j,B. This basic cost is augmented by requested and
reserved areas on i’s path, since these are likely to affect the motion of i.
The cost function is computed by identifying three types of events
• Enter(Ti,h,A): the location on i’s path where the path intersects Ti,h,A for the first
time
• Enter(Ti,h,B): the location on i’s path where the path intersects Ti,h,B for the first
time
• Leave(Ti,h,B): the location on i’s path where the path intersects Ti,h,B for the last
time
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where h , i, h , j. These events are determined by computing the intersections between
the line segments which approximate i’s path and the respective areas Ti,h,A or Ti,h,B.
The first intersection point along the path is then denoted by Enter(Ti,h,•) and the last
intersection point by Leave(Ti,h,•). The cost of i with respect to j is defined as
Ti, j,c = dist(pi,Leave(Ti, j,B)) + cpen,Abenter,A + cpen,Bbenter,B (2.7)
where dist(p1,p2) denotes the distance from p1 to p2, measured along the path. The
constant cpen,A (cpen,B) denotes the penalty cost for crossing a reserved (requested) area.
The variable benter,A (benter,B) denotes how many Enter(Ti,h,A) (Enter(Ti,h,B)) events are
encountered on the path between pi and Leave(Ti, j,B), h , j. The penalty costs cpen,A
and cpen,B are part of the heuristic and act as tuning parameters. Figure 2.5 visualizes the
computation of the cost function.
Figure 2.5: Example of cost function
The full curve denotes the basic distance dist(pi,Leave(Ti, j,B)), while the dotted
curve denotes the part of the path that does not affect Ti, j,c. For the example given
in Figure 2.5 the final cost is equal to
Ti, j,c = dist(pi,Leave(Ti, j,B)) + cpen,A + cpen,B (2.8)
since the path enters one requested area (Ti,h,B) and one reserved area (Ti, j,A) before it
reaches Leave(Ti, j,B). The event Enter(Ti,h2,B) incurs no penalty, since it is encountered
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after Leave(Ti, j,B). Entering Ti, j,B is never penalized, since this event has to occur in any
case.
2.3.6 Required geometric operations
Two recurring geometric operations are required to run the algorithm: is-
ABinB(N1,N2), which checks whether area N1 is a subset of area N2, and isABinter-
sectingAB(N1,N2), which computes whether areas N1 and N2 intersect.
The function isABinB(N1,N2) is utilized on line pc:5b and on line pc:8 when com-
puting a new Ti,i,A. Note that N2 is always a reserved area and therefore convex. The
implementation uses a point-in-polygon algorithm [36], which checks whether all ver-
tices of N1 are located inside N2. If that is the case, then N1 ⊆ N2 due to the convexity
of N2.
Line pc:8 utilizes isABintersectingAB(N1,N2) in order to determine whether Ti,i,A
intersects any reserved or requested areas. This is accomplished by computing whether
the line segments of N1 are intersecting any line segments of N2 [19]. In case no inter-
sections occur, it has to be determined if one area is completely contained by the other.
This check is performed by using the aforementioned point-in-polygon check in order
to determine if a random vertex of N1 is located inside N2 and vice versa.
Note that all of these algorithms were selected with ease of implementation in mind
and run in real-time.
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2.3.7 Computational complexity
The computational complexity of the presented algorithm is a function of the number
of involved agents n and the maximum number of line segments m required to represent
the areas A and B.
Most operations of the algorithm are either of order O(1) if they have to be performed
once every frame (eg. pc:1, pc:4) or of order O(n) if they have to be performed for every
agent (e.g. pc:2). The only exceptions are the computation of Ti,i,B on pc:5a, the check
for Ti,i,B(ki+1) * Ti,i,B(ki) on pc:5b, the computation of the cost on pc:7a, and the change
of Ti,i,A on pc:8.
In the current implementation, the computation of Ti,i,A involves computing a path
(O(1)) using the motion primitive (2.1), breaking it up into O(m) line segments and
fitting rectangles around them. The process of fitting the rectangles is O(1) for every
line segment, hence the entire process is of order O(m).
When computing Ti,i,B an agent has to manipulate O(m) vertices: O(m) vertices
which describe the current Ti,i,A and O(m) vertices from the two newly linearized tra-
jectories. The computation of the convex hull is a O(w log w) operation, where w is the
number of vertices involved. The process of computing Ti,i,B is therefore an O(m log m)
operation.
The check whether Ti,i,B(ki + 1) * Ti,i,B(ki) is a O(m2) operation. Ensuring that a
point is located inside a polygon with m vertices has complexity O(m). This calculation
has to be performed for all O(m) vertices of Ti,i,B(ki + 1).
The cost Ti, j,c has to be computed for i with respect to all other agents j. The first
step is to compute a new area Anew (O(m)). Computing all events is O(nm2), since the
53
check whether a line segment intersects a polygon A or B is O(m) and this operation
has to be performed nm times, once for every line segment in Anew and every agent j.
Every agent j can be associated with up to three events, hence the total number of events
is O(n). The events are then sorted (O(n log n)) and evaluated (O(n2)). The dominant
complexity terms are O(nm2) and O(n2), which yields a total complexity of O(nm2 +n2).
Changing Ti,i,A is accomplished by performing a line search with a fixed number of
iterations. During every iteration, a new area Anew is computed (O(m)), and it is tested
whether Anew is a subset of Ti,i,B (O(m2)). In order to be an acceptable solution, Anew
has to avoid certain areas, according to the rules (2.2) through (2.4). This is ensured
by testing whether Anew intersects any of the forbidden areas, every check being of
order O(m2). There are O(n) checks total (one for each agent j), which yields a total
complexity of O(nm2).
The total complexity of one frame of the entire algorithm is O(nm2 + n2). It follows
that the number of line segments m used to describe the areas should be kept low. One
possible way to accomplish this is to limit the maximum number of line segments used
to approximate the paths of the agents and tolerate the resulting approximation errors.
The computational complexity is then only a function of the number of agents. Note
that the only operation that is O(n2) is the computation of the cost function, everything
else is linear in n. In general, other cost functions can be chosen which scale linearly in
n, depending on the application and the performance desired.
Large number of agents n
If the total number of agents n is very large the computation times can become pro-
hibitively long. One way to avoid this is to reduce the number of agent interactions by
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limiting the wireless communication. Assume that two agents can only communicate
if they are closer than the maximum wireless range Rwl. Define n2 as the number of
agents which are in wireless range of agent i. The basic algorithm requires i to commu-
nicate with all n2 agents, therefore the computational complexity of i is O(n2m2 + n22). If
the agent distribution is uniform such that every agent can communicate with n2 other
agents the computational complexity in general is O(n2m2+n22). Hence the complexity is
independent of the total number of agents n, and n2 becomes a characteristic parameter
of the system.
The path-planning algorithm requires that an agent has to be able to communicate
with every agent that it could possibly collide with. In order to guarantee safety in the
presence of limited wireless range an agent i can only request areas which lie inside a
circle with radius Rwl/2, centered about pi. This avoids the intersection of requested
areas of two agents which cannot communicate. If the task location is farther than Rwl/2
from pi then i has to set fi to a temporary location on the path from pi to fi, such that
‖fi−pi‖ < Rwl/2. Upon reaching fi i will have to negotiate the remaining path to the task
location.
Another requirement of the path-planning algorithm is that every agent i has to know
which other agents j are in range and could possibly cause a conflict, since during the
handshake i has to contact every j. In case of limited wireless range this requirement can
be realized by utilizing a grid-based approach, for example: Divide the area on which
the agents move into grids and provide every grid with a server that can communicate
with the agents. Every server stores which agents are present in that particular grid.
Agents are responsible for contacting the server and announcing their presence as well
as removing their identification number from the server once they leave the grid. Before
every handshake an agent has to contact the nearest server in order to determine which
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other agents it has to communicate with.
2.4 Performance Improvement Using Waypoints
The response of the basic algorithm to prevent imminent collisions is to stop the
agents until the obstacle has been removed. However, agents could have to wait a sig-
nificant amount of time to let another agent pass. In extreme cases two agents could be
waiting for each other indefinitely, for example if their initial positions, temporary and
final destinations are located on a single line, such that the agents would have to move
through each other in order to get to their respective destinations. For these reasons an
extension to the basic algorithm is proposed, which improves performance and prevents
deadlocks.
The idea is to treat the final destination fi as a waypoint. The actual task location
is then denoted by gi. The final destination can be adjusted freely in order to maneu-
ver around obstacles while moving towards gi. These adjustments can be made while
the agents are in motion, which allows them to react quickly to the current situation.
Safety will still be guaranteed due to the nature of the basic algorithm which handles the
reservation of areas. There is a trade-off between performance and increased wireless
communication, since in general a change of fi requires a new handshake. Figure 2.6
depicts an example where the direct path between i and gi is blocked. Agent i sets a
sequence of waypoints, fi,1 and fi,2, which guide it around the obstacle.
Figure 2.6: Example of using waypoints
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The waypoint locations are chosen according to heuristic guidelines. The following
paragraphs describe one possible approach where an attempt is made to minimize the
average time required for the agents to reach their task locations. In order to use way-
points line pc:4 of the pseudo-code has to be replaced with the following instructions:
1. IF (gi has been reached)
2. Set a new gi, fi = gi
3. ELSE
4. IF (fi has been reached)
5. fi = gi
6. ELSE
7. Evaluate situation, adjust fi as desired
Note that during step 4 tolerances can be much looser than during step 1. In general,
this will result in higher performance, since the agent will proceed to the next waypoint
without having to come to a full stop at fi. On line 7 the waypoint fi is adjusted depending
on the current situation and the chosen heuristic. In the presented implementation three
frequently recurring situations are detected:
• The path of i leads through a requested area T j, j,B and j has priority
• The path of i leads through a reserved area T j, j,A and i has priority
• There exists a clear path from pi to gi
In the first case i would have to wait until either T j, j,B has been changed significantly
or i gets priority. Most likely it will be faster, however, to set a waypoint fi such that i
takes a detour around T j, j,B. The waypoint fi is found by determining the closest point
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to the line through pi and gi, such that the paths from pi to fi and fi to gi do not intersect
the requested area of j.
In the second case j is supposed to yield to i by changing T j, j,A such that it does not
intersect T j,i,B anymore. For some reason this is not happening, for example because
agent dynamics prevent j from stopping early. Agent i can either wait or attempt to
move around T j, j,A. In the current implementation i will try several random waypoints
until it finds one that yields a path that does not intersect T j, j,A. It is also possible to
do a more structured search like in case 1, but it turns out that in practice case 2 occurs
when the agent is already very close to the blocking reserved area. Randomizing the
waypoints gets the agent moving, which is then able to move around the obstacle.
In the third case, the waypoint is set directly to gi, which results in the fastest possible
path to the task location.
2.5 Results
The presented algorithm is implemented in C++ and tested in simulation and on a
real system of autonomous robots. While safety is guaranteed, performance is dependent
on e.g. the cost function, wireless latency, the kind of waypoints that are being used,
and the agent density. Five agents were simulated on a 4.9 m by 3.4 m area. The
maximum acceleration of every agent was set to 5 m/s2, the maximum velocity to 2.3
m/s. These specifications stem from the actual Cornell RoboCup platform, see below.
For the given case one frame of the main loop executes in approximately 0.55 ms on
a 1.7 GHz Pentium 4. This makes the algorithm suitable for application in a real-time
environment with fast dynamics.
The performance metric is defined as the average velocity of an agent towards its
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task location. Different scenarios were tested, varying the latency of the wireless trans-
mission and the waypoints used. The task locations were selected randomly, without
loss of generality. The results are presented in Table 2.2, where n denotes the num-
ber of agents, L denotes wireless latency (time from sending a packet to receiving it),
#Tasks stands for the total number of task locations that were visited, vav is the average
velocity towards the targets, and Pav is the average number of packets sent per frame
by each agent. The last row of Table 2.2 contains the simulation results using a sin-
gle agent. This is the theoretical upper limit of the performance since in that case no
communication is required and the agent can move directly from task location to task
location. As expected, performance degrades as the wireless latency increases. This is
Table 2.2: Results
n Waypoints? L [ms] #Tasks vav [m/s] Pav
5 no 16 1047 0.178 0.15
5 no 80 1003 0.159 0.12
5 no 160 1021 0.147 0.11
5 yes 16 1026 0.789 0.39
5 yes 80 1002 0.564 0.30
5 yes 160 1000 0.375 0.25
1 - - 1080 1.301 -
partly caused by the additional delay itself. However, the secondary effects are more
severe: The entire information flow slows down, as indicated by the decreased number
of sent packets Pav. The agents are slower to react to changing situations, less capable of
avoiding choke points, and more prone to stop. A motionless group of agents forms an
even larger obstacle and is more likely to affect other agents, causing a chain reaction.
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A significant performance improvement can be achieved by using waypoints. The
agents move around restricted areas altogether instead of waiting until the obstacle dis-
appears. The trade-off is increased wireless communication, since agents have to reserve
and request areas more frequently.
The algorithm was also successfully implemented on the 2005 Cornell RoboCup
platform. The system consists of five omnidirectional robots equipped with PC104
single-board computers and 802.11a wireless communication systems. Localization on
the field (5.5 m x 4.0 m) is accomplished by a vision system comprised of two over-
head cameras and a vision computer. Prediction, local control, and motion primitives
from the RoboCup system are used to provide basic motion functionality, see [37]. The
path-planning algorithm runs at a rate of 60 Hz, which is also the update rate of the
vision information. Maximum acceleration and velocity of the agents are the same as in
simulation (5 m/s2, 2.3 m/s). The simulation results are backed up by the experiments:
the algorithm provides collision-free trajectories to the desired destinations in real-time.
Video clips of the algorithm applied to the RoboCup system can be found at the
author’s web site [64], as well as the source code of the algorithm in C++.
2.6 Conclusion and Future Prospects
A cooperative decentralized path-planning algorithm for a group of autonomous
agents has been presented, which provides guaranteed collision-free trajectories in real-
time in the presence of arbitrary wireless delay. Safety is maintained by reserving ex-
clusive areas for each agent. A handshaking procedure guarantees that the agents have
recent information when interacting. Conflicts between agents are resolved using a cost-
based negotiation process. The underlying mathematical operations lend themselves
naturally to the application of computational geometry. The algorithm was implemented
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and tested successfully in simulation and on a system of real robots.
The building blocks of the proposed algorithm are flexible with respect to different
underlying systems. Agent dynamics are captured by a modular motion primitive, while
the cost function and rules to generate waypoints can easily be adapted to the system at
hand. One possible implementation has been presented featuring five omnidirectional
agents moving to task locations on a 2D surface.
In general, the more accurately the requested/reserved areas represent the dynamics
of the agents, the higher the performance of the algorithm. A performance improve-
ment could be achieved by allowing non-convex B, which would decrease intersections
between requested areas at the price of increased computation.
In the presented approach it is assumed that interaction between the agents is limited
to wireless communication, since the agents cannot localize each other. This assumption
should be seen as the minimum requirement for the algorithm to function. In practice
agents could have additional sensors with which to locate each other, for example to
detect agents which are not operating according to the rules of the algorithm (“rogue
agents”).
The current version of the algorithm assumes that the agents can come to a full stop.
However, the algorithm can be extended to vehicles which have to maintain a minimum
velocity, such as airplanes. In that case agents would have to reserve areas which include
enough room for a loiter pattern, as described for example in [26].
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Chapter 3
Performing and Extending Aggressive Maneuvers using
Iterative Learning Control
Abstract
This paper presents an algorithm to iteratively perform an aggressive maneuver, i.e.
drive a system quickly from one state to another. A simple model which captures the
essential features of the system is used to compute the reference trajectory as the solu-
tion of an optimal control problem. Based on a lifted domain description of that same
model an iterative learning controller is synthesized by solving a linear least-squares
problem. The controller adjusts a feedforward signal using the results of experiments
with the system. The non-causality of the approach makes it possible to anticipate recur-
ring disturbances. Computational requirements are modest, allowing controller update
in real-time. The experience gained from successful maneuvers can be used to adjust the
model, which significantly reduces transients when performing similar motions. The al-
gorithm is successfully applied to a real quadrotor unmanned aerial vehicle. The results
are presented and discussed.
3.1 Introduction
With the increasing application of autonomous systems there arises a need to take
advantage of their full capabilities. Pushing the envelope of these vehicles invariably
involves dealing with transients and nonlinear dynamics. One approach to improve the
performance is to identify the system well and apply advanced control methods. How-
ever, the required level of accuracy could require extensive system identification efforts.
Further, a model-based approach only works satisfactorily if all vehicles of a series have
very similar dynamics, which could necessitate tight tolerances and expensive hardware.
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A different paradigm is to put the complexity in the software and take advantage of the
low cost of sensors. A relatively simple model in conjunction with an adaptive algorithm
and a well-chosen set of sensors allows each vehicle to experimentally determine how to
perform a difficult maneuver and to compensate for individual differences in the system
dynamics. This data-based approach to control has been proposed by many authors.
Moore [59] presents an algorithm to control a robotic manipulator based on sab-
trees (state, action, behavior). These data structures store the experimental results of
the system, to be retrieved in real-time for control. Depending on the current state of
the system and the desired behavior the matching action is chosen. Schaal and Atkeson
[42] pursue a similar approach. Local regression is performed on the stored data, the
results of which are used to compute a local model and controller. Hjalmarsson [43]
and Jansson [44] describe iterative feedback tuning (IFT) which performs a stochastic
gradient search on a performance metric of the system. The gradient of the performance
is computed directly from input/output data by appropriate selection of the experimental
input. Similar in spirit is the one-shot method virtual reference feedback tuning (VRFT)
[45] [46] which computes near-optimal controller parameters from input/output data.
Abbeel et al. [47] [48] demonstrate aerobatic maneuvers using an autonomous he-
licopter by application of reinforcement learning. A human expert flying the helicopter
provides an initial guess of the desired trajectory, from which a model and a feedback
controller are extracted. The differential dynamic programming (DDP) algorithm runs
in real-time.
Another approach is called iterative learning control (ILC). The idea behind ILC
is that the performance of a system executing the same kind of motion repeatedly can
be improved by learning from previous executions. Given a desired output signal ILC
algorithms experimentally determine an open-loop input signal which approximately
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inverts the system dynamics and yields the desired output. Bristow et al. [40] provide
a survey of different design techniques for ILC. The update of the input signal can be
based on PD-type functions, which requires very little knowledge of the underlying
plant dynamics. Plant inversion leads to fast convergence, but relies on a very accurate
model. On the other hand, H∞ based methods provide more robustness at the cost of
performance. Another systematic option which requires a model is the minimization of
a quadratic cost criterion.
Chen and Moore [41] present an approach based on local symmetrical double-
integration of the feedback signal and apply it to a simulated omnidirectional ground
vehicle. Two tuning parameters adjust the low-pass characteristics and the convergence
rate of the ILC. Ghosh and Paden [58] show an approach based on approximate inver-
sion of the system dynamics. Chin et al. [51] merge a model predictive controller [49]
with an ILC [50]. The real-time feedback component of this approach is intended to
reject non-repetitive noise while the ILC adjusts to the repetitive disturbance. Cho et al.
[52] put this approach in a state-space framework.
Non-causal control laws allow ILC to preemptively compensate for disturbances or
model uncertainties which are constant from trial to trial. Formulating the problem and
controller in the lifted domain is a natural way of exploiting the repetitive nature of
the experiments, made viable by advancements in computer processors and memory.
Rice and Verhaegen [53] present a structured unified approach to ILC synthesis based
on the lifted state-space description of the plant/controller system. The sequentially
semi-separable structure of the problem is then exploited to synthesize the controller
efficiently.
In practice ILC have been applied to repetitive tasks performed by stationary sys-
tems, such as wafer stages [54], chemical reactors [55], or industrial robots [56]. Appli-
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cations to autonomous vehicles are more rare.
This paper presents a lifted domain ILC algorithm which enables a system to per-
form an aggressive motion, i.e. drive the system from one state to another. Aggressive in
this context characterizes a maneuver that takes place in the nonlinear regime of the sys-
tem and/or close to the state or input constraints. This maneuver would be hard to tune
by hand or would require very accurate knowledge of the underlying system. Instead,
the featured algorithm only requires a comparatively simple model (which captures es-
sential system dynamics) and initial guess for the input. In case of an unstable system,
it is assumed that a stabilizing controller is available. The feedforward signal required
to perform the maneuver is iteratively determined using experiments.
While the algorithm is applicable to a wide range of systems, it is particularly in-
tended for autonomous vehicles. Hence, a requirement is added that the controller up-
date can be executed online with modest computational resources, putting emphasis on
computational efficiency. In general the algorithm re-uses as much data as possible for
the purposes of safety and efficiency. For example, the model used to stabilize the sys-
tem initially is employed to determine the ILC update law. If a particular maneuver is
performed satisfactorily the gained knowledge can be utilized to perform a maneuver
which is similar to the one just learned. In this way a motion could be slowly extended,
eventually executing a maneuver which could not have been performed given just the
initial model.
The first step of the algorithm is the computation of the reference trajectory and in-
put. This is accomplished by solving an optimal control problem based on the given
model and constraints. The nonlinear model is then linearized about this reference and
discretized, resulting in a discrete time linear time-varying (LTV) system. The lifted de-
scription of this LTV system defines the input-output relationship of the system for one
65
complete experimental run in form of a single matrix. After performing an experiment,
the results are stored and compared with the ideal trajectory, yielding an error vector.
Solving a linear least-squares (LLS) problem based on the lifted LTV system and the
error vector yields the change in the input signal for the next trial. The algorithm termi-
nates if the norm of the error vector is sufficiently small.
To the best of our knowledge the application to a real UAV and extension of the
maneuver based on previous experiments makes this work an original contribution to
the field.
The algorithm is successfully applied to an unmanned aerial vehicle (UAV). After
stabilization, the UAV is a marginally stable system which requires accurate feedforward
inputs to track a reference satisfactorily. This makes the UAV a challenging testbed to
justify the chosen approach.
The rest of the paper is organized as follows: Section 3.2 presents the dynamics of
the vehicle used for algorithm derivation and implementation. Section 3.3 describes the
algorithm to perform a single maneuver, consisting of reference generation and update
laws for the control input. The learned maneuver is extended in Section 3.4, taking
advantage of the previously collected information. Section 3.5 shows the successful
application of the algorithm to a real rotorcraft, while Section 3.6 provides a conclusion
and future prospects.
3.2 Vehicle Dynamics
The presented algorithm is being applied to the quadrotor UAV shown in Figure 3.1.
The dynamics of the vehicle are unstable so to perform experiments with the airborne
vehicle, an initial controller is required which stabilizes the UAV in hover. A PD con-
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Figure 3.1: Quadrotor Unmanned Aerial Vehicle
troller has been synthesized based on the linearized six degrees of freedom (DOF) rigid
body dynamics. In the following this controller will be referred to as hover controller.
Note that the hover controller is only active before and after an ILC run (to bring the
vehicle into position), not during a trial. For a more extensive description of the vehicle
and the local controller see Appendix D.
The maneuver of interest in this paper consists of a sideways motion in the xz plane,
see Figure 3.2 (left). This reduces the dynamics to two-dimensional space and three
DOF without loss of generality. Figure 3.2 (right) shows the free-body diagram of the
equivalent 2D vehicle. The global frame of reference (FOR) is denoted by x, z, and θ.
Thrust vectors f0 and f1 extend from the centers of the propellers and are offset from the
vertical vehicle axis by θδ, which represents imperfectly aligned actuators, for example.
The distances between thrust and center of mass are denoted by l0 and l1. Note that
gravity g acts in positive z direction. The vehicle mass is denoted by m, the moment of
inertia by j.
As a propeller spins, it generates lift (thrust) and drag. The hardware determines the
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Figure 3.2: UAV Top Down View (left), Free-body Diagram (right)
maximum thrust fi,max and maximum rate of change of thrust f˙i,max, since every change
of thrust requires a change of the propeller rpm. Table 3.1 contains the parameters of
the UAV.
Table 3.1: System parameters of the UAV
g m j l0 l1 fi,max f˙i,max
9.81 m/s2 5.6 kg 0.1593 m2kg 0.2623 m 0.2623 m 33.3 N 12 N/s
Taking the force and moment balances yields the open-loop (no hover controller)
equations of motion of the rigid body in the global FOR.
x¨
z¨
θ¨
 =

− 1m sin (θ + θδ)( f0 + f1)
− 1m cos (θ + θδ)( f0 + f1)
1
j ( f0l0 − f1l1)
 +

0
g
0
 (3.1)
As mentioned before, any kind of more sophisticated dynamics such as aerodynam-
ics or flexible structures are neglected for the sake of simplicity. To stabilize the system
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and reduce the impact of nonlinearities, a control loop is implemented for the rotation
such that the response of θ is that of a second order system
θ¨ = −2ζωnθ˙ − ω2n(θ − θc) (3.2)
= kθ˙θ˙ + kθ(θ − θc) (3.3)
with damping ratio ζ, natural frequency ωn, and commanded angle θc. The parame-
ters ζ and ωn are selected to match the system response of the closed loop system with
the hover controller in place. This guarantees stability and adequate performance of
the θ stabilization in hover. Note that this loop only stabilizes the rotation during the
ILC trials, while the hover controller stabilizes all six degrees of freedom whenever the
vehicle is not executing the ILC. Combining the thrust inputs f0 and f1 to be
fa = f0 + f1 (3.4)
the stabilized equations of motion of the vehicle then become
x¨
z¨
θ¨
 =

− 1m sin (θ + θδ) fa
− 1m cos (θ + θδ) fa
kθ˙θ˙ + kθ(θ − θc)
 +

0
g
0
 = f(ρ, q, u) (3.5)
where fa and θc are the new system inputs. The state vector q(t) is defined to be
q(t) =
[
x(t) z(t) x˙(t) z˙(t) θ(t) θ˙(t)
]T
(3.6)
the input u(t) is defined as
u(t) =
[
fa(t) θc(t)
]T
(3.7)
while the parameter vector ρ is defined as
ρ =
[
m l0 l1 θδ
]T
(3.8)
For specifics about the selection of the parameter vector, see Section 3.4.
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3.3 Performing a Maneuver
The objective of the presented algorithm is to perform a maneuver from an initial
state q0 to a target state q f . For the purpose of this paper, q0 and q f are both equilibria,
i.e. the vehicle is hovering with q˙ = 0 in both cases. Note that this is not a requirement
of the algorithm. However, this selection is advantageous due to better controlled initial
conditions. Further, safety is increased since the vehicle is not moving in q0 and q f and
therefore not endangering itself or the environment. Performing a maneuver consists of
two parts: generation of the reference trajectory qd(t) and learning how to track it. The
approach of tracking qd(t) covers two cases, deterministic and stochastic noise.
3.3.1 Generation of a reference trajectory
For some applications qd(t) and ud(t) may be known ahead of time, for example
when learning from an expert. For the system at hand, the reference trajectory qd(t) is
the solution of an optimal control problem (OCP): compute the minimum time solution
(qd(t), ud,temp(t)), ud,temp(t) =
[
f0,d(t) f1,d(t)
]T (3.9)
which drives the system (3.1) from the initial state q(0) = q0 to the final state q(t f ) = q f ,
subject to constraints on the control effort
| fi(t)| ≤ fi,max (3.10)
| f˙i(t)| ≤ f˙i,max (3.11)
For the purpose of this paper, the OCP is solved using RIOTS [61], an optimal control
toolbox written in Matlab and C. The above formulation of the OCP has been chosen
for simplicity in the expressions of the constraints, which benefits the numerical so-
lution process of the OCP. However, in subsequent parts of the algorithm the inputs
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according to system (3.5) are being used. Therefore the optimal inputs ud,temp(t) must
be transformed to ud(t) =
[
fa,d(t) θc,d(t)
]T , such that ud(t) applied to (3.5) yields qd(t).
Substituting (3.3) into the third line of (3.1) yields
1
j
( f0l0 − f1l1) = kθ˙θ˙ + kθ(θ − θc) (3.12)
which can be solved for θc. Together with (3.4) this yields the new inputs
fa,d(t) = f0,d(t) + f1,d(t) (3.13)
θc,d(t) =
kθ˙θ˙d(t) + kθθd(t) − 1j
[
f0,d(t)l0 − f1,d(t)l1]
kθ
(3.14)
Note that kθ is not equal to zero if the control loop around θ has a proportional term,
which is the case for the application at hand.
3.3.2 Tracking the reference trajectory
One assumption of the algorithm is that the motion of the vehicle stays close to
the generated reference trajectory qd(t) and input ud(t). Linearizing (3.5) about this
trajectory and input yields
˙˜q(t) =
∂f
∂q
∣∣∣∣∣
qd ,ud
q˜(t) +
∂f
∂u
∣∣∣∣∣
qd ,ud
u˜(t) (3.15)
= A(t)q˜(t) + B(t)u˜(t) (3.16)
with q = qd + q˜ and u = ud + u˜. Converting to a discrete time system results in a linear
time-varying system
q˜(k + 1) = AD(k)q˜(k) + BD(k)u˜(k) (3.17)
with k denoting a discrete time step and N being the trial length in discrete time steps.
The dynamics (3.17) of a complete trial are written in the lifted domain to exploit the
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repetitiveness of the experiments and synthesize a non-causal controller
Q˜ = PU˜ (3.18)
q˜(1)
q˜(2)
...
q˜(N)

=

BD(0) 0 · · · 0
AD(1)BD(0) BD(1) · · · 0
...
. . .
...
Φ(N − 1, 1)BD(0) · · · BD(N − 1)


u˜(0)
u˜(1)
...
u˜(N − 1)

(3.19)
Φ(n1, n2) =
n2∏
ν=n1
AD(ν) (3.20)
where Φ(n1, n2) denotes the state transition matrix from n2 to n1, the capital letters Q˜
and U˜ indicate lifted versions of q˜ and u˜ while P denotes the matrix containing the lifted
dynamics. A widely used ILC approach [40] of changing the input takes the form
U j+1 = L1
[
U j + L2E j
]
(3.21)
where the index j denotes the trial, L1 and L2 denote two filter functions (matrices), and
E j is the lifted error signal
E j = Qd − Q j,m, Q j,m = Q j + noise (3.22)
with Q j,m representing noisy measurements of the state during a trial. The presented
ILC takes advantage of the given model which captures the essential dynamics of the
underlying system. The exact formulation of the update law depends on the assumptions
made about the noise. In case that the noise d(k) does not change from trial to trial the
system takes the form
q j,m(k) = qd(k) + q˜ j(k) + d(k) (3.23)
Q j,m = Qd + Q˜ j + D (3.24)
with D being the lifted constant disturbance vector, representing repeatable modeling
errors or repeatable process noise for example. Using (3.18) and (3.22) it follows that
Q j,m = Qd + PU˜ j + D (3.25)
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E j = Qd − Q j,m = −PU˜ j − D (3.26)
Performing a single experiment or trial with U˜0 = 0 yields an error signal of
E0 = −D (3.27)
The input which minimizes the square of the error signal is the solution of a linear least-
squares problem:
U˜1 = arg min
U˜
‖E‖22 = arg min
U˜
‖PU˜ + D‖22 (3.28)
= −P†D (3.29)
= U˜0 + P†E0 (3.30)
where P† indicates the pseudo-inverse
P† = lim
→0
(PT P + I)−1PT ,  > 0 (3.31)
which can be computed by well-established methods such as singular value decomposi-
tion (SVD) [38]. The input U˜1 applied to the same system (3.25), will result in an error
of
E1 = −(I − PP†)D (3.32)
The update law P† can be non-causal, which means that the system will compensate
for a trial-independent error occurring in the future. This results in a dense matrix P†.
As an example, a part of the gain matrix P† for system (3.5) executing maneuver 1 (see
Section 3.5) has been visualized in Figure 3.3. The x-axis denotes the time index kerr of
the rotation error θd(kerr) − θm(kerr), the y-axis denotes the time index kinp of the desired
change in collective thrust fa(kinp), and the z-axis denotes the gain from the rotation
error to the thrust. This shows that errors occurring at time steps k2 can affect inputs at
previous time steps k1 < k2.
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Figure 3.3: Partial Visualization of P†
In case when there is both a constant disturbance and additional white noise v j(k)
that changes from trial to trial, the system takes the form
q j,m(k) = qd(k) + q˜ j(k) + d(k) + v j(k) (3.33)
Q j,m = Qd + Q˜ j + D + V j (3.34)
E j = Qd − Q j,m = −PU˜ j − D − V j (3.35)
with V j being the lifted noise. All components of v j(k) and V j are assumed to be in-
dependent and identically distributed (iid) zero-mean Gaussian white noise. Using a
similar approach as (3.30) for the update law results in
U˜ j+1 = U˜ j + αP†E j, α ∈ (0, 1) (3.36)
= U˜ j + L2E j (3.37)
with α being a tuning parameter. To show the impact of α in the case of many iterations,
(3.35) is substituted into (3.36), such that the input dynamics in the trial domain become
U˜ j+1 = (I − αP†P)U˜ j − αP†D − αP†V j (3.38)
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= (1 − α)U˜ j − αP†D − αP†V j (3.39)
= (1 − α)[(1 − α)U˜ j−1 − αP†D − αP†V j−1] − αP†D − αP†V j (3.40)
= −α[1 + (1 − α) + ... + (1 − α) j]P†D
−αP†[V j + (1 − α)V j−1 + ... + (1 − α) jV0] (3.41)
= −α
 j∑
i=0
(1 − α)i
 P†D − αP† j∑
i=0
(1 − α) j−iVi (3.42)
= −
[
1 − (1 − α) j+1
]
P†D − αP†
j∑
i=0
(1 − α) j−iVi (3.43)
while assuming U˜0 = 0 (best guess at first iteration) and using the identity
(1 − α)
 j∑
i=0
(1 − α)i
 −
 j∑
i=0
(1 − α)i
 = [(1 − α) + ... + (1 − α) j+1]
−[1 + ... + (1 − α) j] (3.44)
−α
 j∑
i=0
(1 − α)i
 = −1 + (1 − α) j+1 (3.45)
In the limit of the number of iterations tending towards infinity, the input and error
become
U˜∞ = lim
j→∞ U˜ j = −P
†D − P†W (3.46)
E∞ = lim
j→∞ E j = −[I − PP
†]D − V∞ + PP†W (3.47)
W = α
j∑
i=0
(1 − α) j−iVi (3.48)
where W is a noise vector with properties
E[W] = 0 (3.49)
E[WWT ] =
α2
1 − (1 − α)2 E[VV
T ] =
α
2 − αE[VV
T ] (3.50)
The parameter α serves as a tuning parameter to regulate the influence of V j. For
α approaching 1, the variance of W is not reduced, it is the same as performing the
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update only once. For α approaching zero, the solution tends towards the optimum, i.e.
minimizes the variance of W. The smaller the variance of W the smaller the variance of
U˜∞ and E∞, since
E[U˜∞] = −P†D (3.51)
E[(U˜∞ + P†D)(U˜∞ + P†D)T ] = P†WWT (P†)T (3.52)
E[E∞] = −[I − PP†]D (3.53)
E[(E∞ + [I − PP†]D)(E∞ + [I − PP†]D)T ] = E[VVT ] + PP†WWT (PP†)T(3.54)
However, in this case, the number of iterations required to achieve this solution tends
towards infinity, because U˜ j+1 tends towards zero, meaning there is no update of the
input. In practice the trade-off has to be somewhere in between.
In addition to the update law L2, it is possible to introduce a low-pass filter in L1
which rejects high frequency noise that is injected by the measurements.
The final algorithm takes the following form:
1. Define model, constraints, initial and final states (q0, q f )
2. Solve optimal control problem to find minimum time path from q0 to q f . Result:
(qd(t), ud(t))
3. Linearize model about (qd(t), ud(t)), discretize, and build lifted system model P
4. Set j = 0, U˜ j = 0
5. Run experiment. Input: U j = Ud + U˜ j, output: Q j
6. Compute error E j = Qd − Q j
7. Stop if E j below threshold
8. Update input U j+1 = L1
[
U j + L2E j
]
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9. j = j + 1, go to 5
The algorithm terminates successfully if in step 7 the error E j is smaller than a
specified threshold. In that case the final input is denoted U˜M and the final experimental
trajectory is denoted Q˜M.
3.4 Extending the Maneuver
In the previous section, an algorithm was presented which iteratively converges to
track a given trajectory. In this section, a method is proposed to facilitate the tracking of
qd,2(t), assuming that it is already known how to track qd,1(t), with qd,1(t) and qd,2(t) being
similar. The second subscript denotes the particular maneuver. The most straightforward
approach to track qd,2(t) is the direct application of the algorithm from Section 3.3.
However, this would neglect valuable information gained from previous experiments.
A better method is to utilize the final input U˜M,1 and trajectory Q˜M,1 from tracking the
previous trajectory qd,1(t) in order to provide better initial guesses for the tracking of
qd,2(t). The approach described here involves the adjustment of the model parameters ρ
(3.8). The goal is to adjust the nonlinear model (3.5) s.t. this model integrated with the
real input matches the real output, i.e.
qM,1(k) = qth,1(k), k ∈ [1,N] (3.55)
with
qth,1(k) =
∫ t(k)
0
f(ρ, q(τ), uM,1(τ))dτ, q(0) = qM,1(0) (3.56)
Using lifted vectors, this can be posed as a nonlinear quadratic optimization problem
ρ∗ = arg min
ρ
∥∥∥QM,1 − Qth,1∥∥∥22 (3.57)
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The optimal ρ∗ is then substituted into the model (3.5) to provide the basis for the
algorithm as described in Section 3.3.
The selection of adjustment parameters can affect the convergence of the optimiza-
tion process of (3.57) involving a nonlinear system. The specifics of the system de-
termine which set of parameters has significant impact on the behavior. The particular
parameter vector (3.8) has been chosen since it allows the adjustment of the relationships
between inputs and states. Further, it provides good results in practice, see Section 3.5.
However, it should be noted that this selection is not unique and that other parameter
vectors could provide similar results.
The easiest approach to parameter identification is to define a ρ which is valid over
the entire duration of the trial. However, to reduce the residual of (3.57) Nρ different
parameter sets ρn are defined which are valid during consecutive intervals [kρ,n,0, kρ,n, f ]
of equal size ∆kρ. The subscript ρ indicates that the time index k refers to a parameter
set, n denotes the number of the parameter set, and 0 and f denote the beginning and
end respectively.
kρ,n, f + 1 = kρ,n+1,0 (3.58)
kρ,n, f − kρ,n,0 = ∆kρ (3.59)
Figure 3.4 shows a plot of the residual of the optimization (3.57) over the number of
parameter sets Nρ for a typical experimental result (Q˜M, U˜M). For the actual experiments
Nρ was set to four. Figure 3.5 depicts the error qM(k) − qth for unadjusted ρ0 (left) and
adjusted ρ∗ (right) for Nρ = 4. This shows that the experimental results can be explained
well by adjusting the parameter vector ρ. Further, the values of ρ∗n are not unreasonably
different from the unadjusted ρ0, as can be seen in Table 3.2. There are some deviations
in l0 and l1 which indicate that the vehicle requires more thrust to rotate, or that the
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Figure 3.4: Residual of Optimization over Number of Parameter Sets
propellers do not produce as much thrust as expected. The deviation in θδ could stem
from the fact that the vehicle is moving sideways, which changes the angle of attack of
the propellers. In general, however, the parameter identification is masking a number of
effects.
Figure 3.5: Theoretical Trajectory Error
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Table 3.2: Comparison of ρ
Parameter m [kg] l0 [m] l1 [m] θδ [rad]
ρ0 5.6 0.2623 0.2623 0
ρ∗1 5.6318 0.2203 0.2233 -0.0054
ρ∗2 5.4785 0.2059 0.1985 -0.0343
ρ∗3 5.4744 0.2023 0.1973 0.1308
ρ∗4 5.5770 0.1729 0.1649 0.0363
3.5 Implementation and Results
The algorithm was applied to the UAV shown in Figure 3.1. The iterative part of
the ILC computations was implemented in C++ and executed while the vehicle was
airborne. The computation of a single ILC iteration involved nonlinear transformations
from 3D measurements to the 2D problem, low-pass filtering, and solving the LLS prob-
lem (3.28) by applying SVD. One iteration took about 5 - 10 seconds to complete on a
650 MHz Pentium processor. Therefore, it was possible to perform all iterations neces-
sary for successful termination of the algorithm during a single flight without having to
land and recharge the batteries. The rest of the algorithm, such as solving the OCP and
adjusting the parameter vector, was implemented in Matlab since there was no need for
online computation.
A side-to-side motion was selected as a characteristic trajectory to show the capa-
bilities of the algorithm. Hovering at position q0 the vehicle was required to move to
position q f as quickly as possible. This motion involved a significant amount of nonlin-
earities due to the quick acceleration and deceleration phases. Further, the banking of
the vehicle in combination with high linear velocities was likely to introduce complex
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fluid dynamic effects. These effects were not explicitly modeled, but expected to be part
of the disturbance D, which the algorithm had to compensate for.
Four maneuvers were executed. The second subscript of q or u indicates the maneu-
ver. The maneuvers are getting progressively more aggressive/faster. However, maneu-
vers 2 and 3 are identical, the difference is in the approach on how to compute the initial
guess and the update law.
3.5.1 Maneuver 1
For the first maneuver initial and final states were defined as
q0,1 =
[
0 0 0 0 0 0
]T
(3.60)
q f ,1 =
[
1.0 0 0 0 0 0
]T
(3.61)
Solving the OCP yielded the desired reference trajectory qd,1(t) and input ud,1(t) shown
in Figure 3.6.
Figure 3.6: Maneuver 1, Solution of OCP: qd,1(t) (left), ud,1(t) (right)
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The requirement for successful termination of the ILC was
‖qd,1(N) − qM,1(N)‖2 < 0.2 (3.62)
while the parameter α in the ILC update law was set to 0.3 to provide a trade-off between
rejection of white noise and speed of convergence. Applying the algorithm to the real
system led to convergence in 9 iterations, see Figure 3.7. Figure 3.8 depicts the error
qd,1(t) − q j,1(t) for different iterations j, visualizing the convergence of each state.
Figure 3.7: Maneuver 1, Error Norm over Iteration
3.5.2 Maneuver 2
The next maneuver was a side-to-side motion over 1.5 m, intended to excite more
nonlinear behavior of the system.
q0,2 =
[
0 0 0 0 0 0
]T
(3.63)
q f ,2 =
[
1.5 0 0 0 0 0
]T
(3.64)
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Figure 3.8: Maneuver 1, State Error
Learning this maneuver without utilizing any previous knowledge from maneuver 1
resulted in successful termination after 8 iterations, which is comparable to maneuver 1.
However, the initial transients were more severe. The vehicle came close to becoming
unstable or colliding with the boundaries of the airspace. Figure 3.9 shows the error
qd,2(t) − q j,2(t) for different iterations j.
Figure 3.9: Maneuver 2, State Error
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3.5.3 Maneuver 3
Maneuver 3 had the same initial and final conditions as maneuver 2. However, the
initial guess of the input and the ILC update law were based on a model which used not
the original parameters (3.8) but an identified set of parameters. Using the results from
maneuver 1 and applying the approach described in Section 3.4 a new set of parameters
was identified. Performing the 1.5 m side-to-side motion resulted in convergence after 7
iterations. While this small improvement in convergence time can be attributed to noise
in the learning process, it should be noted that the initial transients were much smaller
than for either maneuver 1 or 2, see Figure 3.10. This shows that it is beneficial to take
advantage of previously gained information by adjusting the underlying model.
Figure 3.10: Maneuver 3, State Error
3.5.4 Maneuver 4
As a final test the results from maneuver 3 were used to adjust the model again with
the goal of learning an even more aggressive maneuver 4, a 2.0 m side-to-side motion.
Since the transients of maneuver 2 were close to destabilizing the UAV it was deemed
84
too risky to try learning the 2.0 m motion without using previous knowledge.
q0,4 =
[
0 0 0 0 0 0
]T
(3.65)
q f ,4 =
[
2.0 0 0 0 0 0
]T
(3.66)
Figure 3.11: Maneuver 4, State Error
The results of the experiment in Figure 3.11 show that the initial transients are again
much smaller than for either maneuver 1 or 2. The algorithm terminates successfully
in only 3 iterations. The trends indicate that by reusing previous experimental data
according to the approach suggested in Section 3.4 the number of required iterations
and the initial transients can be reduced whenever trying to learn a similar maneuver.
3.6 Conclusion and Future Prospects
An algorithm has been presented which enables a system to iteratively learn and
perform an aggressive motion, given a simple model which captures the essential dy-
namics of the system. Based on the model, an initial reference trajectory is computed
as the solution of an optimal control problem. Expressing the problem in the lifted
domain allows the synthesis of a non-causal controller, which can anticipate recurring
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disturbances and compensate for them by adjusting a feedforward signal. The controller
synthesis is formulated as a LLS problem, which can be readily solved and executed
online with modest computational resources.
The algorithm has been successfully applied experimentally to a quadrotor UAV.
Using the data from a well tracked trajectory, it is possible to adjust the model in order
to learn a motion which is similar to the original reference. This approach reduces the
required number of iterations and initial transients, enabling the execution of maneuvers
which would be difficult to perform without previous knowledge. More complex mo-
tions could possibly be executed by training several basic motion primitives separately
and then appending them.
As part of future research the LLS controller synthesis of the current algorithm can
be refined by adding weights to some of the states, e.g. increasing the weights towards
the final part of the motion. Further, rapid changes of the control input could be reduced
by adding the derivative of the input to the LLS problem. A more systematic approach
could involve expressing the controller update as a linear program, which would allow
the explicit formulation of input and/or state constraints.
In case that the state of the system is not directly measurable the ILC update could
involve a Kalman Filter to estimate the disturbance D. More complex noise models
could then be implemented as well.
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Appendix A
Assumption about Vehicle Weight Distribution
During the derivation of the vehicle equations of motion it is assumed that
n1 + n3 = n2 + n4 (A.1)
This is motivated by the rigid pillar problem as presented in [16]. A vehicle with
four wheels is statically undetermined if the wheels and suspension are considered to be
rigid. In order to derive (A.1), the wheels are treated as linear springs with a very large
spring constant k, such that z¨ = θ¨x = θ¨y = 0 still holds to first order. The exact magnitude
of the spring constant is not relevant (as long as it is positive and not infinite), since it
will cancel out. The vehicle chassis is modelled as a rigid body, as shown in Figure A.1.
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Figure A.1: Normal force model
For small rotations, the displacements di of the springs can be written as functions
of the linear robot displacement zr and the two rotations about the xr and yr axes, θx,r and
87
θy,r respectively.
d1 = zr − lθy,r (A.2)
d2 = zr + lθx,r (A.3)
d3 = zr + lθy,r (A.4)
d4 = zr − lθx,r (A.5)
kdi = ni (A.6)
Solving (A.2) through (A.6) for the normal forces and adding n1 and n3 (n2 and n4
respectively) yields
n1 + n3 = 2kzr (A.7)
n2 + n4 = 2kzr (A.8)
which completes the derivation of (A.1).
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Appendix B
List of Variables
Table B.1: List of variables
Variable Unit Description
pi = (xi, yi) [m, m] xy-position of agent i
vi = (x˙i, y˙i) [m/s, m/s] xy-velocity of agent i
di = (dx,i, dy,i) [m, m] xy-position of temporary destination of agent i
fi = ( fx,i, fy,i) [m, m] xy-position of final destination of agent i
Ti, j,A [ ] information state of agent i, area A of agent j
Ti, j,B [ ] area B of agent j
Ti, j,D [ ] information flag w.r.t. agent j
Ti, j,R [ ] priority w.r.t. agent j
Ti, j,R,other [ ] the last priority command to agent j
Ti, j,t1 [frames] time of first packet of handshake
Ti, j,t2 [frames] time when j sent the last packet that reached i
Ti, j,c [ ] cost of i w.r.t. j
Ti, j,c,other [ ] cost of j w.r.t. i
Ti, j,F [ ] 1 if i and j are communicating, 0 otherwise
Ti, j,t5 [frames] time when PA required other agent to give up R
Ti, j,send [ ] indicates whether i has to send a packet
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Variable Unit Description
Pq,id [ ] packet number q, index of the sending agent
Pq,id,other [ ] index of the receiving agent
Pq,A [ ] area A of the sending agent
Pq,B [ ] area B of the sending agent
Pq,t,me [frames] time stamp of sending agent
Pq,t,other [frames] last time stamp from receiving agent
Pq,requD [ ] 1 if a sender requires a response, 0 otherwise
Pq,c [ ] cost of sending agent w.r.t. receiving agent
Pq,R [ ] 1 if sending agent has priority, 0 otherwise
Pq,R,other [ ] Priority command
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Appendix C
Proof of Safety
In the following it is shown that the process of requesting and reserving areas guar-
antees safety, i.e., prevents collisions. Safety will be proved for a pair of agents i and
j. The extension to n agents follows in a straightforward way by applying the proof to
every pair of agents.
The first step is to present the implications of the data flag D. After setting D high,
the agents are certain to possess certain knowledge about each other. Given the impli-
cations of the data flag, it will be shown that the reserved areas Ti,i,A and T j, j,A never
intersect. Therefore it is not possible for i and j to collide, since they have to remain
within their respective reserved area A. Note that the proof is symmetric with respect to
i and j.
The proof that Ti,i,A and T j, j,A never intersect is performed for time intervals [t0, te].
Provided that initially at time t0 there is no intersection, it will be shown that the agents
can only adjust their reserved areas s.t. Ti,i,A and T j, j,A stay distinct. The end of one
time interval te is the beginning of the next interval. Hence, the reserved areas will never
intersect if they were distinct when the algorithm started.
The time te is defined as the time when any of the following variables is being
changed: Ti, j,D, T j,i,D, Ti, j,R, T j,i,R, Ti, j,A, T j,i,A, Ti, j,B, or T j,i,B. Note that changing Ti,i,B or
T j, j,B to an area that is not a subset of the previously reserved area causes an immediate
change in Ti, j,D (T j,i,D respectively) and ends the current time interval.
By definition of te, it follows that for t, s.t. te ≥ t > t0, the variables Ti,i,B, T j, j,B, Ti, j,A,
Ti, j,B, T j,i,A, T j,i,B, Ti, j,D, T j,i,D, Ti, j,R, and T j,i,R are constant. Given the rules of changing
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Ti,i,A, (2.2) through (2.4), it follows that for te ≥ t > t0
Ti,i,A(t) ⊆ (Ti,i,A(t0) ∪ [Ti,i,B(t0) \ Ti, j,A(t0)]),
if (Ti, j,D(t0) = 1) ∧ (Ti, j,R(t0) = 1) (C.1)
Ti,i,A(t) ⊆ (Ti,i,A(t0) ∪ [Ti,i,B(t0) \ Ti, j,B(t0)]),
if (Ti, j,D(t0) = 1) ∧ (Ti, j,R(t0) = 0) (C.2)
Ti,i,A(t) ⊆ Ti,i,A(t0), otherwise (C.3)
Note that this holds true for times up to t = te, since a change of the information state at
time te cannot affect A until a time t > te. This is due to the fact that t(ki+1) > t(ki).
C.1 Unambiguity of priority R
One important property of the algorithm is that out of every pair of agents, only one
can have the priority flag R at any given time. In the following it will be shown that the
algorithm prevents both agents i and j from having priority at the same time. When an
agent i makes the first contact with another agent j, Ti, j,R and T j,i,R are being initialized
to zero which means that initially no agent has priority, see pc:5c and pc:5d. It will be
shown that if Ti, j,R(t) = 1 then T j,i,R(t) = 0 and vice versa. For the following proofs
assume without loss of generality that agent i is the PA.
C.1.1 Case 1: T j,i,R(t) = 1
In order for T j,i,R(t) = 1 to happen, j must have received a message P1 at trp1 ≤ t with
P1,R,other = 1, where •rp1 stands for “received message P1”. Denote the time when the
message was sent by i as tsp1, tsp1 < trp1. The flag P1,R,other is equal to Ti, j,R,other(tsp1), see
pc:9d. According to pc:7g and pc:7h, Ti, j,R,other(tsp1) = 1 is only possible if Ti, j,R(tsp1) =
0.
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In order for i to gain priority as well it has to execute pc:7e, send another message
P2 to j and wait for the answer. However, the message P2 will contain P2,R,other = 0, a
command to j to give up priority. Both P1 and P2 are messages from i to j and messages
are sent/received strictly in order (see Section 2.2.3). Since tsp1 < tsp2, j has to receive P2
after P1. As soon as j receives P2 it sets T j,i,R = 0, which violates the initial assumption
of T j,i,R(t) = 1. At the same time, i cannot gain priority before j receives P2. This shows
that Ti, j,R(t) = 0 if T j,i,R(t) = 1.
C.1.2 Case 2: Ti, j,R(t) = 1
The flag Ti, j,R(t) = 1 can only be gained if Ti, j,R,other(t) = 0 and i receives a message
P1 from j at time trp1 ≤ t, with P1,t,other ≥ Ti, j,t5 and P1,R = 0 (see pc:3j). Denote
the time when P1 was sent by j as tsp1. From P1,t,other ≥ Ti, j,t5 it follows that j got a
message P2 from i previously, sent at tsp2 ≥ Ti, j,t5. The sequence of events is therefore
Ti, j,t5 ≤ tsp2 ≤ tsp1 ≤ t. The status of j at tsp1 must have been T j,i,R(tsp1) = 0, otherwise
P1,R would not have been zero.
Now, for T j,i,R = 1 to occur, j must have gained priority at some time between tsp1
and t. This is only possible if i sends another message P3 at tsp3 with Ti, j,R,other = 1,
which is received by j at trp3, such that tsp1 < trp3 ≤ t. Note that P2 and P3 are both
messages from i to j. Since the order of messages is maintained (see Section 2.2.3) and
trp3 > trp2 it follows that tsp3 > tsp2 > Ti, j,t5. However, in order to set Ti, j,R,other = 1,
i has to set Ti, j,R = 0 first, so Ti, j,R(tsp2) = 0. In order to regain Ti, j,R = 1, i would
have to execute pc:7e which would change Ti, j,t5 such that Ti, j,t5 > tsp2, leading to a
contradiction. Therefore T j,i,R(t) = 0 if Ti, j,R(t) = 1.
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C.2 Implications of the data flag D and the priority flag R
The data flag D and the priority flag R are crucial to determine how the agents move.
They have certain implications on the information state of the agents: If Ti, j,D(t) = 1,
then there exists (ti,2, ti,3) with t ≥ ti,3 ≥ ti,2 ≥ ti,1, s.t.
Ti,i,B(t) ⊆ Ti,i,B(ti,2) ⊆ Ti,i,B(ti,1) (C.4)
Ti, j,A(t) = T j, j,A(ti,2) (C.5)
Ti, j,B(t) = T j, j,B(ti,2) (C.6)
T j, j,A(t) ⊆ T j, j,B(ti,2) (C.7)
T j, j,B(t) ⊆ T j, j,B(ti,2), if T j,i,D(t) = 1 (C.8)
If Ti, j,D(t) = 1 and Ti, j,R(t) = 1, then there exists (ti,2, ti,3) with t ≥ ti,3 ≥ ti,2 and there
exists (t j,2, t j,3) with t ≥ t j,3 ≥ t j,2, s.t.
T j, j,A(t) ⊆ (T j, j,A(ti,2) ∪ [T j, j,B(ti,2) \ Ti,i,B(t j,2)]) (C.9)
The statements (C.4) through (C.9) are proved by referring to the pseudo-code in Section
2.2.8.
Wireless transmission has a non-negative duration, hence ti,3 ≥ ti,2. As described in
Section 2.2.3 a packet P1 is only accepted if the time stamp P1,t,other is more recent than
ti,1, therefore ti,2 ≥ ti,1. It follows that the ordering of times is t ≥ ti,3 ≥ ti,2 ≥ ti,1. The
same applies for j.
C.2.1 Proof of (C.4)
The fact that Ti, j,D(t) = 1 means that the handshake between i and j was completed
and so there exists (ti,3, ti,2, ti,1) the milestones of the handshake. By definition, ti,1 is
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the time when i sent the first packet of the handshake to j. This occurs at the end of
the main loop. If i would have changed Ti,i,B s.t. the statement on line pc:5b would
have been true, then Ti, j,D would have been set to zero and the handshake would have
had to start over, which is a contradiction. Hence, during every consecutive frame Ti,i,B
had to be the subset of the previous Ti,i,B. Since t ≥ ti,2 ≥ ti,1 it follows that Ti,i,B(t) ⊆
Ti,i,B(ti,2) ⊆ Ti,i,B(ti,1) which concludes the proof.
C.2.2 Proof of (C.5)
If Ti, j,D = 1 then pc:3g must have been executed. This is only possible as part of an
information update. It follows that there exists (ti,2, ti,3) with t ≥ ti,3 ≥ ti,2, since that is
a requirement for a successful information update, see Section 2.2.3. The information
state of i is being updated by setting Ti, j,A = Pin,A, where Pin,A = T j, j,A(ti,2) by definition
of ti,2. This concludes the proof.
C.2.3 Proof of (C.6)
This proof is analogous to the proof of (C.5) by simply substituting B for A.
C.2.4 Proof of (C.7)
Since T j,i,D(t) = 1 there must have been at least one update from j to i. Denote
the time when j sent the first update as t1i,2. During subsequent updates from j to i,
T j, j,B(tm+1i,2 ) ⊆ T j, j,B(tmi,2) has to be true, otherwise Ti, j,D would be set to zero (see 3d) and
the initial assumption is violated. Also, tm+1i,2 > t
m
i,2 since messages are only received in
order. The final update is sent out at ti,2, with the requested area being T j, j,B(ti,2).
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By definition of B, A ⊆ B for all t, therefore T j, j,A(ti,2) ⊆ T j, j,B(ti,2). So in order
to change T j, j,A to T j, j,A * T j, j,B(ti,2), T j, j,B has to be changed first. There must have
been a time t10 > ti,2 when T j, j,B(t10) * T j, j,B(ti,2). However, A can only be changed
to something else than a subset of the previous A if the data flag T j,i,D is set high. The
change from T j, j,B(ti,2) to T j, j,B(t10) would have pulled T j,i,D low. In order to regain T j,i,D, j
would have had to perform another handshake with i, which would have pulled Ti, j,D low
at some time t11, t ≥ t11 ≥ t10 > ti,2. This is a contradiction with the initial assumption
of Ti, j,D(t) = 1. It follows that T j, j,A(t) * T j, j,B(ti,2) is not possible which concludes the
proof.
C.2.5 Proof of (C.8)
This proof follows along the same lines as the proof for (C.7). Assume that the last
update from j to i was sent at time ti,2. If j changes T j, j,B at time t12 > ti,2 such that
T j, j,B(t12) * T j, j,B(ti,2) then T j,i,D(t12) = 0. Since j cannot regain T j,i,D = 0 between ti,2
and t (there is no more message from j to i) this leads to a contradiction with the initial
assumption T j,i,D(t) = 1. It follows that T j, j,B(t) ⊆ T j, j,B(ti,2).
C.2.6 Proof of (C.9)
Following along the same lines as the proof for (C.7), define ti,2 as the time when the
last update from j to i was sent. Since only one agent can have R at any time it follows
that T j,i,R(t′) = 0 for all t′ such that t ≥ t′ ≥ ti,2. Also, in order to grant R to i, j must
have had the data flag set high at some point, so that t j,2 and t j,3 exist.
After giving up priority, j can still adjust T j, j,A according to (2.3) or (2.4), depending
on whether j’s data flag is set high. The more general case is T j, j,D(t′) = 1, since the
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T j, j,A in (2.3) is a superset of T j, j,A in (2.4). From now on assume T j, j,D(t′) = 1. Using
(2.3) it follows that
T j, j,A(t′) ⊆ (T j, j,A(ti,2) ∪ [T j, j,B(ti,2) \ T j,i,B(t′)]) (C.10)
Since T j,i,D(t′) = 1, j must have received an information update from i. By definition,
Ti,i,B(t j,2) with t ≥ t′ ≥ t j,2 is the latest information j has about i, therefore
T j, j,A(t′) ⊆ (T j, j,A(ti,2) ∪ [T j, j,B(ti,2) \ Ti,i,B(t j,2)]) (C.11)
which concludes the proof.
C.3 No intersection between reserved areas A
In this section it will be shown that the algorithm keeps the areas Ti,i,A and T j, j,A
distinct until time te
Ti,i,A(t) ∩ T j, j,A(t) = ∅, te ≥ t > t0 (C.12)
provided that they do not intersect initially
Ti,i,A(t) ∩ T j, j,A(t) = ∅, t ≤ t0 (C.13)
Depending on the data and priority flags, agents i and j have different options of
how to adjust their reserved areas. Table C.1 shows all possible combinations. Cases
like (Ti, j,D = 0, T j,i,D = 1) have been dropped without loss of generality, since the proof
is symmetric in i and j. Also, it is not possible for both agents to have the R flag at the
same time. It will be shown that Ti,i,A and T j, j,A remain distinct in all 5 possible cases.
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Table C.1: Cases to prove
Case Ti, j,D T j,i,D Ti, j,R T j,i,R
1 0 0 0 0
2 1 0 0 0
3 1 0 1 0
4 1 1 0 0
5 1 1 1 0
C.3.1 Case 1
With Ti, j,D(t) = 0 and T j,i,D(t) = 0 for te > t ≥ t0 it follows from (C.3) that for
te ≥ t′ > t0
Ti,i,A(t′) ⊆ Ti,i,A(t0) (C.14)
T j, j,A(t′) ⊆ T j, j,A(t0) (C.15)
Using the initial condition (C.13) yields in a straightforward manner
Ti,i,A(t′) ∩ T j, j,A(t′) = ∅, te ≥ t′ > t0 (C.16)
and the areas remain distinct.
C.3.2 Case 2
With Ti, j,D(t) = 1, Ti, j,R(t) = 0, and T j,i,D(t) = 0 for te > t ≥ t0 it follows from (C.2)
and (C.3) that for te ≥ t′ > t0
Ti,i,A(t′) ⊆ (Ti,i,A(t0) ∪ [Ti,i,B(t0) \ Ti, j,B(t0)]) (C.17)
T j, j,A(t′) ⊆ T j, j,A(t0) (C.18)
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In order to prove that Ti,i,A(t′) and T j, j,A(t′) are distinct it is sufficient to show that the
following two equations hold true:
T j, j,A(t0) ∩ Ti,i,A(t0) = ∅ (C.19)
T j, j,A(t0) ∩ [Ti,i,B(t0) \ Ti, j,B(t0)] = ∅ (C.20)
Equation (C.19) is true by the initial condition (C.13). The fact that Ti, j,D is equal to
1 implies (C.6) and (C.7). Substituting t0 for t in (C.6) and (C.7) yields Ti, j,B(t0) =
T j, j,B(ti,2) ⊇ T j, j,A(t0). Therefore the term on the right hand side of the intersection of
(C.20) explicitly excludes T j, j,A(t0) and (C.20) holds true. This shows that
Ti,i,A(t′) ∩ T j, j,A(t′) = ∅, te ≥ t′ > t0 (C.21)
C.3.3 Case 3
With Ti, j,D(t) = 1, Ti, j,R(t) = 1, and T j,i,D(t) = 0 for te > t ≥ t0 it follows from (C.1)
and (C.3) that for te ≥ t′ > t0
Ti,i,A(t′) ⊆ (Ti,i,A(t0) ∪ [Ti,i,B(t0) \ Ti, j,A(t0)]) (C.22)
T j, j,A(t′) ⊆ T j, j,A(t0) (C.23)
In order to prove that Ti,i,A(t′) and T j, j,A(t′) are distinct it is sufficient to show that the
following two equations hold true:
T j, j,A(t0) ∩ Ti,i,A(t0) = ∅ (C.24)
T j, j,A(t0) ∩ [Ti,i,B(t0) \ Ti, j,A(t0)] = ∅ (C.25)
Equation (C.24) is true by the initial condition (C.13). Substitute t0 for t in (C.9) and
plug the result into (C.25):
(T j, j,A(ti,2) ∪ [T j, j,B(ti,2) \ Ti,i,B(t j,2)]) ∩ [Ti,i,B(t0) \ Ti, j,A(t0)] = ∅ (C.26)
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In order to show that (C.26) is true, use (C.5) and break it up into two equations:
T j, j,A(ti,2) ∩ [Ti,i,B(t0) \ T j, j,A(ti,2)] = ∅ (C.27)
(T j, j,B(ti,2) \ Ti,i,B(t j,2)) ∩ [Ti,i,B(t0) \ T j, j,A(ti,2)] = ∅ (C.28)
Equation (C.27) is trivially true. Note that with (C.4), Ti,i,B(t j,2) ⊇ Ti,i,B(t0) (since t j,2 ≥
t0) and the term on the left hand side of the intersection of (C.28) explicitly excludes
Ti,i,B(t0), which shows that
Ti,i,A(t′) ∩ T j, j,A(t′) = ∅, te ≥ t′ > t0 (C.29)
C.3.4 Case 4
With Ti, j,D(t) = 1, Ti, j,R(t) = 0, T j,i,D(t) = 1, and T j,i,R(t) = 0 for te > t ≥ t0 it follows
from (C.2) that for te ≥ t′ > t0
Ti,i,A(t′) ⊆ (Ti,i,A(t0) ∪ [Ti,i,B(t0) \ Ti, j,B(t0)]) (C.30)
T j, j,A(t′) ⊆ (T j, j,A(t0) ∪ [T j, j,B(t0) \ T j,i,B(t0)]) (C.31)
In order to prove that Ti,i,A(t′) and T j, j,A(t′) are distinct it is sufficient to show that the
following four equations hold true:
T j, j,A(t0) ∩ Ti,i,A(t0) = ∅ (C.32)
T j, j,A(t0) ∩ [Ti,i,B(t0) \ Ti, j,B(t0)] = ∅ (C.33)
Ti,i,A(t0) ∩ [T j, j,B(t0) \ T j,i,B(t0)] = ∅ (C.34)
(Ti,i,B(t0) \ Ti, j,B(t0)) ∩ [T j, j,B(t0) \ T j,i,B(t0)] = ∅ (C.35)
Equation (C.32) is true by the initial condition (C.13). Equations (C.33) and (C.34) can
be proved in the same way as case 2, which yields Ti, j,B(t0) = T j, j,B(ti,2) ⊇ T j, j,A(t0) and
T j,i,B(t0) = Ti,i,B(t j,2) ⊇ Ti,i,A(t0). Equation (C.35) is proved by substituting t0 for t in
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(C.6) and (C.8), which yields Ti, j,B(t0) = T j, j,B(ti,2) ⊇ T j, j,B(t0). Therefore the term on the
left hand side of the intersection of (C.35) explicitly excludes T j, j,B(t0) and (C.35) holds
true. This shows that
Ti,i,A(t′) ∩ T j, j,A(t′) = ∅, te ≥ t′ > t0 (C.36)
C.3.5 Case 5
With Ti, j,D(t) = 1, Ti, j,R(t) = 1, T j,i,D(t) = 1, and T j,i,R(t) = 0 for te > t ≥ t0 it follows
from (C.1) and (C.2) that for te ≥ t′ > t0
Ti,i,A(t′) ⊆ (Ti,i,A(t0) ∪ [Ti,i,B(t0) \ Ti, j,A(t0)]) (C.37)
T j, j,A(t′) ⊆ (T j, j,A(t0) ∪ [T j, j,B(t0) \ T j,i,B(t0)]) (C.38)
In order to prove that Ti,i,A(t′) and T j, j,A(t′) are distinct it is sufficient to show that the
following four equations hold true:
T j, j,A(t0) ∩ Ti,i,A(t0) = ∅ (C.39)
T j, j,A(t0) ∩ [Ti,i,B(t0) \ Ti, j,A(t0)] = ∅ (C.40)
Ti,i,A(t0) ∩ [T j, j,B(t0) \ T j,i,B(t0)] = ∅ (C.41)
(Ti,i,B(t0) \ Ti, j,A(t0)) ∩ [T j, j,B(t0) \ T j,i,B(t0)] = ∅ (C.42)
Equation (C.39) is true by the initial condition (C.13). Equations (C.41) and (C.42) can
be proved in the same way as done in case 4. Equation (C.40) can be proved in the
same way as done in case 3, i.e., substituting t0 for t in (C.9) and plugging the result into
(C.42), then breaking it up into two separate equations, proving them separately. This
shows that
Ti,i,A(t′) ∩ T j, j,A(t′) = ∅, te ≥ t′ > t0 (C.43)
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C.4 No collisions
It has been shown that
Ti,i,A(t) ∩ T j, j,A(t) = ∅, ∀t (C.44)
if both agents adhere to the algorithm. According to (2.5) an agent i can only move
such that its path will keep it inside Ti,i,A. A collision between two agents occurs if there
exists tcoll s.t.
G(pi(tcoll)) ∩G(p j(tcoll)) , ∅ (C.45)
From (C.44) and (2.5) it follows that for all t
G(pi(t)) ∩G(p j(t)) = ∅ (C.46)
and the proof of safety is complete.
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Appendix D
Description of the Autonomous Flying Vehicle (AFV)
The vehicle was developed and built at Cornell University [60]. The following section
presents aspects of the design which complement the algorithm and experimentation
covered above.
D.1 Mechanical design
The four propellers of the quadrotor UAV are mounted at the corners of a wire-frame
structure. This provides significant stiffness and rigidity while keeping the vehicle light.
The structure consists of a series of struts extending from the vehicle’s center to each
motor mount. Four stiffening wires are affixed to the end of each strut. The propellers
have fixed pitch and are driven by four geared brushless motors. The produced thrust
can be changed by adjusting the rpm of the propellers. Analog power is provided by
eight packs of lithium-polymer batteries with a total capacity of 20.8 Ah. The onboard
electronics and sensor unit package is mounted at the center of the structure. Table D.1
shows the mechanical parameters of the vehicle.
Table D.1: Mechanical Parameters of the UAV
Dimensions Propeller ∅ Max vert. acc. Motor rated power
1.5 x 1.5 x 0.4 m3 0.465 m 1 g beyond hover 1200 W (per motor)
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D.2 Electrical design
The electrical system is designed to read the sensor data, control the actuators, and
send telemetry data back to the base station, see Figure D.1. A Pentium class single
board computer running Windows CE processes data for state estimation and the main
controller. This processor communicates with all sensors and the motor control units
via an interface board. Given the data from the inertial measurement unit (IMU) and po-
sition data from the Vicon camera system, it computes desired propeller speeds. These
are sent to each motor control unit. The motor control units are independent systems,
which perform local PI feedback control and provide power and commutation for the
brushless motors. For data downlink and command upload the vehicle communicates
with the ground station by utilizing an 802.11a wireless interface.
Figure D.1: The Electrical System
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D.3 Sensors
The IMU is the primary navigation sensor of the vehicle, providing inertial data at an
update rate of 100 Hz [62]. The IMU is composed of three orthogonal accelerometers
and gyroscopes which deliver measurements of acceleration and rotation rates in all
three dimensions. The Vicon camera system provides absolute position and attitude
data in all three dimensions [63]. The measurement error of the Vicon system is on the
order of one millimeter. Featuring an update rate of 100 Hz it is used as part of the
extended Kalman Filter to compensate for the drift of the IMU measurements.
D.4 State estimation
The state estimator is an extended (nonlinear) Kalman Filter which fuses the mea-
surements from the IMU and Vicon system. The implementation uses variable state
covariance, i.e. the state covariance has to be propagated along with the state estimate.
This standard approach is described in the literature, for example [39], hence the fol-
lowing paragraphs will be limited to the definition of the inputs, outputs, and dynamics.
The state q3d,est is defined as
q3d,est =
[
x y z x˙ y˙ z˙ φ θ ψ ωn ωo ωa
]T
(D.1)
with E = [φ, θ, ψ]T denoting the attitude of the vehicle in Euler angles, and ωb =
[ωn, ωo, ωa]T denoting angle rates in the body coordinate system noa. Note that the
indices 3d indicate dimensions and forces of the 3D vehicle, not of the equivalent 2D
version. The IMU measures the angular rates ωb and the acceleration p¨b of the vehicle
in body coordinates. These measurements are treated as inputs for the state propagation
step of the estimator. It is assumed that the measurements are corrupted by constant
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offsets b• and iid Gaussian white noise v•
ωb,m = ωb + bω + vω, E[vω] = 0, E[vωvTω] = Vω (D.2)
p¨b,m = p¨b + bacc + vacc, E[vacc] = 0, E[vaccvTacc] = Vacc (D.3)
withωb,m and p¨b,m denoting the noisy measurements of the rate gyros and accelerometers
respectively. The constant offsets are determined before taking off when the vehicle is
motionless on the landing platform. The nonlinear estimator dynamics are defined as
q˙3d,est =

p˙est
+gi + AT (E)[ p¨b,m − bacc − vacc]
M−1(E)AT (E)[ωb,m − bω − vω]
ω˙m

(D.4)
h3d,est =
 p + vpE + vE
 (D.5)
where pest is the estimate of the position vector p = [xyz], gi is the gravity vector in
inertial coordinates xyz, h3d,est defines the measurement update (measurements by the
Vicon system), vp and vE are the Vicon measurement noise, A(E) is the transformation
from inertial to body coordinates, and M−1(E) is the transformation from global rates to
Euler rates:
A(E) =

c(ψ)c(θ) s(ψ)c(θ) −s(θ)
c(ψ)s(θ)s(φ) − s(ψ)c(φ) s(ψ)s(θ)s(φ) + c(ψ)c(φ) c(θ)s(φ)
c(ψ)s(θ)c(φ) + s(ψ)s(φ) s(ψ)s(θ)c(φ) − c(ψ)s(φ) c(θ)c(φ)
 (D.6)
M−1(E) =

cos(ψ)/ cos(θ) sin(ψ)/ cos(θ) 0
− sin(ψ) cos(ψ) 0
cos(ψ) sin(θ)/ cos(θ) sin(ψ) sin(θ)/ cos(θ) 1
 (D.7)
where cos() and sin() have been abbreviated by c() and s().
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Note that in practice the fourth line of (D.4) is not being propagated through. Instead,
the estimate of the vehicles angular rate is made equal to the most recent measurement
minus the bias ωb,m − bω.
D.5 Controller
The goal of the controller is to stabilize the UAV in hover (q˙3d = 0), given an estimate
of the state vector (D.1). The controller is designed such that the vehicle response is that
of a 2nd order system
E¨ = −γE(E − Ed) − βE E˙ (D.8)
p¨ = −γp(p − pd) − βp p˙ (D.9)
where γ and β are the controller parameters and the index d denotes the desired angle or
position. The six DOF rigid body dynamics of the vehicle are
p¨ = AT (E)

0
0
− f3d,a
 +

0
0
g
 (D.10)
jnω˙n = τn − ( ja − jo)ωaωo (D.11)
joω˙o = τo − ( jn − ja)ωnωa (D.12)
jaω˙a = τa − ( jo − jn)ωoωn (D.13)
with f3d,a =
∑
i f3d,i denoting the common thrust vector, τ• denoting torques acting on
the vehicle, and j• indicating the moments of inertia.
Due to the propeller arrangement the lateral vehicle motion cannot be controlled
directly. Instead, rotation about φ or θ results in a tilt of the thrust vector, which causes
acceleration in x and y. For small changes ∆θ and ∆φ about hover it can readily be
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shown from (D.10) that
∆x¨ = −mg∆θ (D.14)
∆y¨ = mg∆φ (D.15)
By using (D.14) and (D.15) the translational feedback in x or y (D.9) can be expressed
in terms of rotations
Ed,xy =
 φd,yθd,x
 =
 0 mg 0−mg 0 0
 [−γp(p − pd) − βp p˙] (D.16)
which yields the following feedback laws
E¨ = −γE(E − Ed − Ed,xy) − βE E˙ (D.17)
z¨ =
[
0 0 1
] [
−γp(p − pd) − βp p˙
]
(D.18)
The transformations from body rates to Euler angles and their derivatives are
E˙ = M−1(E)AT (E)ωb (D.19)
E¨ = M−1(E)AT (E)ω˙b
+
[
∂(M−1A)
∂φ
φ˙ +
∂(M−1A)
∂θ
θ˙ +
∂(M−1A)
∂ψ
ψ˙
]
ωb (D.20)
The relationships between torques/forces and individual thrust forces f• created by
the propellers are
τn
τo
τa
f3d,a

=

0 −l3d,1 0 l3d,3
l3d,0 0 −l3d,2 0
−kFD kFD −kFD kFD
−1 −1 −1 −1


f3d,0
f3d,1
f3d,2
f3d,3

(D.21)
with kFD = kDrag/kThrust, and l3d,i denoting the moment arm of f3d,i w.r.t. the center of
mass.
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The final controller can be computed by substituting (D.10) through (D.13), (D.19),
(D.20), and (D.21) into (D.17) and (D.18). Linearizing about hover and replacing E, E˙,
p, and p˙ with the respective estimates from the state estimator yields the matrix K s.t.
f3d = Kq3d,est, f3d =
[
f3d,0 f3d,1 f3d,2 f3d,3
]T
(D.22)
Given the desired thrust f3d,i an ideal angular velocity ωi for each propeller i is
commanded to the local PI motor control loops. It is assumed that the relationships
between f3d,i and ωi can be modeled [57] as
fi = kThrustω2i (D.23)
di = kDragω2i (D.24)
which accounts for some of the nonlinearity in the propeller aerodynamics around the
hover state. The parameters kThrust and kDrag have been determined experimentally [60].
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