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1. Introduction
There is a connection, provided by the q-Schur algebra [3], between three of the most
important outstanding problems in representation theory, namely
(i) determine the dimensions of the irreducible modules for the symmetric groupSn over
an arbitrary field;
(ii) determine the dimensions of the irreducible rational modules for the infinite general
linear group GLn(K) over the field K; and
(iii) determine the dimensions of the irreducible modules for the finite general linear group
GLn(q) over a field of characteristic coprime to q .
Remarkably, if one could properly understand the irreducible unipotent modules for
GLn(q) over a field F of characteristic coprime to q , then all the problems listed above
could be solved [2,3].
For each partition λ of n, there is a Specht module Sλ for GLn(q), defined over F . If
char F = 0 then Sλ is irreducible, and as λ varies over the partitions of n, the Specht
modules Sλ vary over the pairwise non-isomorphic irreducible unipotent modules for
GLn(q). However, if char F  q then the dimension of Sλ is independent of F ; and, in
general, Sλ has a unique top composition factor Dλ, and the Dλ’s are the irreducible
unipotent modules [5]. One scenario for solving all the problems described above would
therefore be to calculate dimDλ.
The situation for GLn(q), which we have described, is analogous to the representation
theory of Sn—indeed one expects the theory for GLn(q) to translate into that for Sn by
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of Specht modules. On the other hand, the Specht modules for GLn(q) are not nearly so
well understood; this paper is an attempt to gain insight into these modules.
The dimension of Sλ forSn can be determined in two different ways.
(i) Let hij be the hook length for the (i, j) node in [λ]. Then
dimSλ = n(n− 1)(n− 2) · · ·2 · 1∏
(i,j)∈[λ] hij
.
(ii) Also, dimSλ equals the number of standard λ-tableaux. Indeed, there exists a basis of
Sλ which is indexed by the standard λ-tableaux.
For GLn(q) we have
dimSλ = q(
∑
(k−1)λk) [n][n− 1][n− 2] · · · [2][1]∏
(i,j)∈[λ][hij ]
where [r] = 1 + q + q2 + · · · + qr−1. (1.1)
Furthermore, this expression gives a polynomial in q whose coefficients are non-
negative integers.
By putting together the information provided above, it follows that for each standard
λ-tableau, there exists a power of q such that summing these powers of q over all standard
λ-tableaux, we obtain dimSλ. Indeed, there is a known function f which assigns to each
standard λ-tableau t the number qf (t) and summing these powers of q we obtain dimSλ.
See [7]. For example,
t : 1 3 52 4 6
1 2 5
3 4 6
1 3 4
2 5 6
1 2 4
3 5 6
1 2 3
4 5 6
qf (t) : q9 q7 q5 q6 q3
and dimS(3,3) = q9 + q7 + q6 + q5 + q3.
Also, it is easy to define an element et of Sλ for each standard λ-tableau t such that these
elements et are linearly independent. One is then led to expect that qf (t) elements of Sλ
can be attached to each standard λ-tableau so that the elements form a basis. Surprisingly,
the evidence suggests that there is no natural way of doing this.
We believe that, instead, for each standard λ-tableau t there is a polynomial gt (x) such
that gt (1)= 1, and there exist gt (q) elements of Sλ, naturally attached to t , such that all
the elements form a basis of Sλ. For example,
t : 1 3 52 4 6
1 2 5
3 4 6
1 3 4
2 5 6
1 2 4
3 5 6
1 2 3
4 5 6
gt (q) : q3 q5 q5 q7 + q6 − q5 q9
and an appropriate basis can be described.
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partition, say λ = (n − m,m). It has been shown that our method works for m  11. In
fact, we can extend this to cover partitions of the form (n−m− k,m,1k), but we shall not
go into details of this. It should be noted that a very different basis for Sλ was constructed
in [5] for λ arbitrary.
2. A useful module
We begin our investigations by examining a module Va,b for a certain matrix group
Ga,b. The module Va,b will be fundamental for our later constructions.
Let a, b be non-negative integers and q be a power of a prime p. We denote byMa,b(q)
the additive group of a × b matrices over Fq , the field of q elements.
Suppose that F is a field whose characteristic is different from p, and which contains a
primitive pth root of unity. Then there are qab irreducible F -characters of Ma,b(q), and
they are all linear. Such a character χ is a group homomorphism from Ma,b(q) into the
multiplicative group F ∗. In particular,
χ(M +N)= χ(M)χ(N) for M,N ∈Ma,b(q).
We regard the set X of F -linear characters ofMa,b(q) as a vector space over Fq by setting
(χ1 + χ2)(M)= χ1(M)χ2(M),
αχ(M)= χ(αM)
for all M ∈Ma,b(q) and α ∈ Fq .
Fix, once and for all, a non-trivial group homomorphism
θ : (Fq,+)→ F ∗.
Thus, θ is a linear F -character of the group ( Fq,+). Note that if c ∈ Fq then
z → θ(cz) (z ∈ Fq)
is also an F -character of (Fq,+), and the orthogonality relations give the following:
(2.1) If c1, c2 ∈ Fq then ∑z∈Fq θ(−c1z)θ(c2z)= δc1,c2 .
Denote by εij the (i, j) coordinate function fromMa,b(q) to Fq . Then
{θεij : 1 i  a, 1 j  b}
is a basis of the Fq -vector space X. Thus, if χ ∈X then
χ =
∑
lij (θεij )
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Given a matrix L= (lij ) ∈Ma,b(q), we let
χL =
∑
lij (θεij ),
so that X= {χL: L ∈Ma,b(q)}, and for M = (mij ) ∈Ma,b(q), we have
χL(M)=
∏
1ia
1jb
θ(lijmij ).
We regard X as a right GLb(q)-module, in the following way. For all χ ∈ X and A ∈
GLb(q), we define χA ∈X by
χA(M)= χ(MA−1) for all M ∈Ma,b(q).
It is then an easy consequence that the following holds:
(2.2) For all L ∈Ma,b(q) and A ∈ GLb(q), we have (χL)A = χL(At)−1 .
Now let Va,b be the group algebra forMa,b(q) over F ; thus, Va,b is an ab-dimensional
vector space over F , with a natural basis which we shall write as{[M]: M ∈Ma,b(q)}.
We employ the square brackets in order to distinguish [M] + [N] from [M +N].
2.3. Definition. Suppose that L ∈Ma,b(q). Let
eL = q−ab
∑
M∈Ma,b(q)
χL(−M)[M].
Then eL is the idempotent in Va,b affording the linear character χL. In fact,{
eL: L ∈Ma,b(q)
}
is a complete set of primitive orthogonal idempotents for FMa,b(q), and so
(2.4) Va,b =⊕L∈Ma,b(q) F eL is the decomposition of the regular module of FMa,b(q)
into pairwise non-isomorphic irreducible FMa,b(q)-modules.
Next, consider the group
Ga,b =
{(
A 0
N I
)
: A ∈ GLb(q), N ∈Ma,b(q)
}
.a
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Ma,b(q) by GLb(q), where GLb(q) acts onMa,b(q) by multiplication on the right.
Now, given A ∈ GLb(q) and N ∈Ma,b(q), we have
(M | Ia)
(
A 0
N Ia
)
= (MA+N | Ia),
where (M | Ia) is the a × (a + b) matrix obtained from M by adjoining Ia . Hence Va,b
becomes an FGa,b-module, under the action
[M]
(
A 0
N Ia
)
= [MA+N].
By using (2.2) and the definition of eL, we get the following:
(2.5) For all L,N ∈Ma,b(q) and A ∈ GLb(q), we have
eL
(
A 0
0 Ia
)
= eL(At)−1 and eL
(
Ib 0
N Ia
)
= χL(N)eL.
Now, GLb(q) permutes the setMa,b(q) by right multiplication. For each orbitO, define
VO =
⊕
L∈O
FeL.
We are now in a position to write Va,b as a direct sum of irreducible FGa,b-modules.
2.6. Theorem. The FGa,b-module Va,b is semisimple and multiplicity-free. The map
O → VO is a bijection between the set of GLb(q)-orbits on Ma,b(q) and the set of
irreducible FGa,b-submodules of Va,b.
Proof. As a vector space,
Va,b =
⊕
O
VO,
the direct sum being over the GLb(q)-orbits, by (2.4).
LetO be a GLb(q)-orbit. Then (2.5) implies that VO is closed under the action of Ga,b,
so VO is an FGa,b-module.
Suppose that U is a non-zero FGa,b-submodule of VO. Then U contains eL for some
L ∈O, since (2.4) shows that Va,b is semisimple and multiplicity-free as an FMa,b(q)-
module. Hence U contains VO, by (2.5). This proves that VO is an irreducible FGa,b-
module.
Finally, (2.4) implies that Va,b is multiplicity-free. ✷
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the sizes of the GLb(q)-orbits onMa,b(q).
Next, we introduce Gaussian polynomials, and discuss some of their properties.
If r is a non-negative integer, then we let
[r] = 1 + q + q2 + · · · + qr−1,
and we sometimes regard [r] as a polynomial in q .
If r and s are non-negative integers, then we let[
r
s
]
=
{ [r][r−1]···[r−s+1]
[s][s−1]···[1] if r  s,
0 otherwise.
Then
[ r
s
]
is a polynomial in q , known as a Gaussian polynomial. When q is a power of
a prime,
[ r
s
]
is the number of s-dimensional subspaces of an r-dimensional vector space
over Fq .
The next result is often useful when proving properties of Gaussian polynomials by
induction. [
r
s
]
= qs
[
r − 1
s
]
+
[
r − 1
s − 1
]
=
[
r − 1
s
]
+ qr−s
[
r − 1
s − 1
]
. (2.8)
We shall frequently refer to the number of a × b matrices of rank k over Fq , so we
abbreviate this number as ra,b(k). The following well known result expresses ra,b(k) in
terms of Gaussian polynomials.
2.9. Proposition. We have
ra,b(k)=
[
a
k
][
b
k
] ∣∣GLk(q)∣∣.
Proof. Note that GLa(q)× GLb(q) acts onMa,b(q) by
(P,Q) :M → P−1MQ.
An easy calculation shows that the index of the stabilizer in GLa(q)× GLb(q) of(
Ik 0
0 0
)
∈Ma,b(q)
is
[ a
k
][
b
k
]|GLk(q)|, and this is therefore the number of elements inMa,b(q) of rank k. ✷
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min(a,b)∑
j=0
[
a
j
][
b
j
]∣∣GLj (q)∣∣= qab.
Since GLb(q) acts onMa,b(q) by multiplication on the right, we see that two elements
M1,M2 of Ma,b(q) are in the same GLb(q)-orbit if and only if the columns of M1 span
the same space of column vectors as the columns of M2. In particular, M1 and M2 must
have the same rank.
2.11. Definition. Let m,n be integers with 0 m n. Denote by Ξm,n the set of m× n
matrices (xij ) over Fq with the property that for some integers j1, . . . , jm with
1 j1 < j2 < · · ·< jm  n
the following holds for each i with 1 i m:
(i) xi,ji = 1 and xi,k = 0 if k > ji ; and
(ii) xk,ji = 0 if k = i .
Every m × n matrix over Fq of rank m is row equivalent to precisely one element
of Ξm,n. Therefore Ξm,n is in bijective correspondence with the set of m-dimensional
subspaces of an n-dimensional vector space over Fq .
2.12. Example. There are
[ 4
2
]= 1 + q + 2q2 + q3 + q4 two-dimensional subspaces of a
four-dimensional space over Fq , and the elements of Ξ2,4 are(
1 0 0 0
0 1 0 0
)
,
(
1 0 0 0
0 α 1 0
)
,
(
1 0 0 0
0 α β 1
)
,
(
α 1 0 0
β 0 1 0
)
,(
α 1 0 0
β 0 γ r1
)
,
(
α β 1 0
γ δ 0 1
)
with α,β, γ, δ ∈ Fq .
We may now describe the orbits of GLb(q) onMa,b(q).
2.13. Theorem. Assume that r min(a, b). The matrices of rank r in Ma,b(q) lie in
[ a
r
]
different orbits under the action of GLb(q). Each such orbit has size(
qb − 1)(qb − q) · · · (qb − qr−1).
The orbits are described in the proof of the theorem.
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the transpose ofM , and whose remaining columns are zero. Since two matrices inMa,b(q)
belong to the same GLb(q)-orbit if and only if their columns span the same space, it follows
that {
M˜: M ∈Ξr,a
}
is a set of representatives for the GLb(q)-orbits which contain matrices of rank r . In
particular, there are |Ξr,a| =
[ a
r
]
such orbits.
Let B be the set of b× b matrices over Fq whose first r rows are linearly independent
and whose remaining rows are zero. Then{
M˜B: B ∈ B}
is easily seen to be the orbit of M˜ . In particular, the size of the orbit is
|B| = (qb − 1)(qb − q) · · · (qb − qr−1). ✷
2.14. Example. There are
[ 4
2
]
orbits of 4 × 3 matrices of rank 2. They may be described
as follows.
Let
B =
{
B =
(
b11 b12 b13
b21 b22 b23
0 0 0
)
: rankB = 2
}
.
Then the orbits are

1 0 0
0 1 0
0 0 0
0 0 0
B: B ∈ B
 ,


1 0 0
0 α 0
0 1 0
0 0 0
B: B ∈ B
 (α ∈ Fq),

1 0 0
0 α 0
0 β 0
0 1 0
B: B ∈ B
 (α,β ∈ Fq),

α β 0
1 0 0
0 1 0
0 0 0
B: B ∈ B
 (α,β ∈ Fq),

α β 0
1 0 0
0 γ 0
B: B ∈ B
 (α,β, γ ∈ Fq),0 1 0
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
α β 0
γ δ 0
1 0 0
0 1 0
B: B ∈ B
 (α,β, γ, δ ∈ Fq).
Next, we define 〈 , 〉 to be the unique bilinear form on Va,b such that 〈[M], [N]〉 = δM,N
for M,N ∈Ma,b(q). Then 〈 , 〉 is symmetric and Ga,b-invariant. The bilinear form allows
us to describe simply the FGa,b-submodule of Va,b generated by a single element.
2.15. Theorem. Suppose that v ∈ Va,b. Then
v(FGa,b)=
⊕
O∈Ω
VO
where Ω is the set of orbits O of GLb(q) onMa,b(q) such that
〈v, eL〉 = 0 for some L ∈O.
Proof. By (2.4), we have
v =
∑
M∈Ma,b(q)
cMeM
for some cM ∈ F .
Since the elements eM are orthogonal idempotents, we have, for each orbit O,
VO ⊆ v(FGa,b) ⇔ eL ∈ v(FGa,b) for some L ∈O
⇔ cL = 0 for some L ∈O
⇔ 〈v, eL〉 = 0 for some L ∈O.
Now Theorem 2.6 gives the desired result. ✷
The elements v of Va,b for which we shall apply Theorem 2.15 are generally of the kind
we shall describe next.
2.16. Definition. Let M = (mij ) ∈Ma,b(q) and S be a subset of{
(i, j): 1 i  a, 1 j  b
}
.
Define the element MS of Va,b by
MS =
∑ ∏
(i,j)∈S
θ(−mij xij )[X]
where the sum is over those X = (xij ) ∈Ma,b(q) such that xij =mij if (i, j) /∈ S.
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the entries in places which correspond to S.
2.17. Example. If
M =
(
m11 m12
m21 m22
m31 m32
)
and S = {(2,1), (3,1)}
then
MS =
∑
x21,x31∈Fq
θ(−m21x21)θ(−m31x31)
[(
m11 m12
x21 m22
x31 m32
)]
and we write this as (
m11 m12
m̂21 m22
m̂31 m32
)
.
In particular, if M is the zero matrix, then
MS =
(0 0
0̂ 0
0̂ 0
)
=
∑
x21,x31∈Fq
[( 0 0
x21 0
x31 0
)]
.
2.18. Proposition. Suppose that M = (mij ),N = (nij ) ∈Ma,b(q) and that S is a subset
of {
(i, j) : 1 i  a, 1 j  b
}
.
Then 〈MS,eN 〉 = 0 if and only if mij =−nij for all (i, j) ∈ S.
Proof. Denote by X the set of matrices X = (xij ) such that xij = mij if (i, j) /∈ S. We
have
MS =
∑
X∈X
∏
(i,j)∈S
θ(−mij xij )[X] and
eN = q−ab
∑
Y∈Ma,b(q)
∏
1ia
1jb
θ(−nij yij )[Y ].
Therefore,
qab
〈
MS,eN
〉= ∑
X∈X
∑
Y∈Ma,b(q)
∏
(i,j)∈S
θ(−mij xij )
∏
1ia
θ(−nij yij )
〈[X], [Y ]〉.
1jb
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take a variable zij for all (i, j) ∈ S, then we obtain
qab
〈
MS,eN
〉= ∑
zij∈Fq
( ∏
(i,j)∈S
θ(−mij zij )
)( ∏
(i,j)∈S
θ(−nij zij )
)( ∏
(i,j)/∈S
θ(−nijmij )
)
=
∏
(i,j)/∈S
θ(−nijmij )
∏
(i,j)∈S
(∑
z∈Fq
θ(−mij z)θ(−nij z)
)
.
But, by the orthogonality relations (2.1), we have
∑
z∈Fq
θ(−mij z)θ(−nij z)=
{
1 if mij =−nij ,
0 if mij = −nij .
Hence, 〈MS,eN 〉 = 0 if and only if mij =−nij for all (i, j) ∈ S. ✷
Our basic application of Proposition 2.18 is the following:
2.19. Proposition. Suppose that 0  c  b. Let v = ∑L[L], the sum being over all
L= (lij ) ∈Ma,b(q) such that lij = 0 if c < j  b. Then
v(FGa,b)=
∑
{FeL: rankL b− c}.
In particular,
dimv(FGa,b)=
b−c∑
k=0
ra,b(k).
Proof. Let M be the zero a × b matrix and let
S = {(i, j): 1 i  a, 1 j  c}.
Then v =MS . For N = (nij ) ∈Ma,b(q), Proposition 2.18 shows that 〈v, eN 〉 = 0 if and
only if nij = 0 for all (i, j) ∈ S. Now, an orbit of GLb(q) on Ma,b(q) contains such a
matrix N if and only if the matrices in the orbit have rank at most b − c. Therefore, by
Theorem 2.15,
v(FGa,b)=
∑
{FeL: rankL b− c},
and the dimension of v(FGa,b) is as stated in the proposition. ✷
2.20. Corollary. Suppose that v is as in Proposition 2.19. Then v(FGa,b) = Va,b if and
only if a  b− c.
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2.21. Example. The FG1,2 module generated by(
0̂,0
)= ∑
x∈Fq
[
(x,0)
]
equals V1,2. We remark that even this small example is not transparent.
We next give two generalizations of Proposition 2.19.
2.22. Proposition. Suppose that 0 c b and 0 d  a. Let M be the zero a × b matrix
and
S = {(i, j): a − d + 1 i  a, 1 j  c}.
Then
MS(FGa,b)=
∑
L
FeL,
where the sum is over those matrices L = (lij ) such that the submatrix consisting of the
last d rows of L has rank at most b− c.
In particular,
dim
(
MS(FGa,b)
)= q(a−d)b b−c∑
k=0
rd,b(k).
Proof. The proof is very similar to that of Proposition 2.19, and we leave it to the
reader. ✷
2.23. Example. We have (0 0 0 0
0̂ 0̂ 0̂ 0
0̂ 0̂ 0̂ 0
)
FG3,4 =
∑
L
FeL,
where the sum is over those L= (lij ) such that
rank
(
l21 l22 l23 l24
l31 l32 l33 l34
)
 1.
In particular, the module has dimension
q4
(
r2,4(0)+ r2,4(1)
)
,
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q4
([
2
0
][
4
0
] ∣∣GL0(q)∣∣+ [21
][
4
1
]∣∣GL1(q)∣∣)= q9 + q8 − q5.
2.24. Proposition. Let M be the zero a × b matrix. Suppose that S is a subset of{
(i, j): 1 i  a, 1 j  b
}
with the property that for some (k, l) with 1 k  a, 1 l  b− 1 we have
(i, l) ∈ S ⇔ i  k, and
(i, l + 1) ∈ S ⇔ i  k + 1.
Then
MS(FGa,b)=MS\{(k,l)}(FGa,b).
Proof. By Example 2.21, [(0,0)] ∈ (̂0,0)FG1,2. Hence, we may manipulate MS by ele-
ments of Ga,b which affect only columns l and l + 1 to replace the 0̂ at (k, l) in MS by 0.✷
2.25. Example. The FG3,4-modules generated by:( 0̂ 0̂ 0 0
0̂ 0̂ 0̂ 0̂
0̂ 0̂ 0̂ 0̂
)
,
( 0̂ 0 0 0
0̂ 0̂ 0̂ 0̂
0̂ 0̂ 0̂ 0̂
)
,
(0 0 0 0
0̂ 0̂ 0̂ 0̂
0̂ 0̂ 0̂ 0̂
)
,
are the same, by applying Proposition 2.24, first with (k, l) = (1,2) then with (k, l) =
(1,1).
We now give two more examples of the use of Proposition 2.18.
2.26. Example. Let
MS =
( 0̂ 0
0̂ m̂22
0̂ m̂32
)
.
Then
dim
(
MS(FG3,2)
)= {q2 if m22 =m32 = 0,
q(q2 − 1) otherwise.
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we have
N =
( 0 n12
0 −m22
0 −m32
)
for some n12 ∈ Fq .
Assume first that m22 =m32 = 0. Then there exist two G3,2-orbits of such matrices N ,
namely one of size 1 where n12 = 0 and one of size q2 − 1 where n12 = 0 (see
Theorem 2.13). Therefore, dim(MS(FG3,2))= q2 in this case. (Note that this could also
be deduced from Proposition 2.24.)
Assume now that we do not have m22 =m32 = 0. For different choices of n12 we get
different G3,2-orbits, each of size q2 − 1. Therefore, dim(MS(FG3,2))= q(q2 − 1). ✷
2.27. Example. Let L= (lij ) ∈M2,1(q) and T = {(1,1), (2,1)}. Then
dim
(
LT (FG2,1)
)= {1 if l11 = l21 = 0,
q − 1 otherwise.
Proof. We leave this as an easy exercise for the reader. ✷
We shall frequently have recourse to facts such as the following:
Va,b ⊗ Vc,d is an F(Ga,b ×Gc,d)-module.
2.28. Example. Let M,S,L,T be as in Examples 2.26 and 2.27. Then
MS(FG3,2)⊗LT (FG2,1) is an F(G3,2 ×G2,1)-module
whose dimension is
(i) q2 if m22 =m32 = l11 = l21 = 0;
(ii) q2(q − 1) if m22 =m32 = 0 and we do not have l11 = l21 = 0;
(iii) q(q2 − 1) if l11 = l21 = 0 and we do not have m22 =m32 = 0;
(iv) q(q2 − 1)(q − 1) if we do not have m22 =m32 = 0 and we do not have l11 = l21 = 0.
3. The module M(n−m,m)
Assume that 0  m  n, and recall from (2.11) the definition of the set Ξm,n of
certain m × n matrices over Fq . The matrices index the m-dimensional subspaces of an
n-dimensional space over Fq .
As in Section 2, suppose that F is a field, of characteristic coprime to p, which contains
a primitive pth root of unity (where q is a power of p).
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[ n
m
]
-dimensional vector space over F with basis
Ξm,n. If X ∈ Ξm,n and g ∈ GLn(q) then Xg is row-equivalent to a matrix in Ξm,n, and
we denote this matrix by X ◦ g. Under the action ◦ of GLn(q), the vector space M(n−m,m)
becomes an F GLn(q)-module.
In fact, M(n−m,m) is isomorphic to the permutation module of GLn(q) on a parabolic
subgroup for (n−m,m), but it is more convenient to describe the module in the way we
have chosen.
Denote the set of row-standard (n−m,m)-tableaux by Tm,n. We order the elements of
Tm,n lexicographically by their second rows.
3.2. Definition. Suppose that X= (xij ) ∈Ξm,n and let
1 j1 < · · ·< jm  n
be the integers which appear in Definition 2.11 of X. Define tabX to be the row standard
(n−m,m)-tableau whose second row is j1, . . . , jm. We refer to tabX as the tableau of X.
3.3. Example. We refer to Example 2.12 for the elements of Ξ2,4. The tableaux of the
elements listed there are
3 4
1 2 <
2 4
1 3 <
2 3
1 4 <
1 4
2 3 <
1 3
2 4 <
1 2
3 4 ,
respectively.
We use the total order < on Tm,n to give a series of elementary definitions, which will
allow us to explain the goal of this paper precisely.
3.4. Definitions. Suppose that v ∈M(n−m,m), and write
v =
∑
X∈Ξm,n
cXX where cX ∈ F.
(i) For each t ∈ Tm,n let
v(t)=
∑
X: tabX=t
cXX.
(ii) If v = 0, then let last(v) be the last t ∈ Tm,n such that v(t) = 0.
Note that for all t ∈ Tm.n the map v → v(t) is a linear map from M(n−m,m) to itself.
3.5. Definition. If U is a subspace of M(n−m,m) and t ∈ Tm,n then let
U(t)= {u(t): 0 = u ∈U and last(u)= t} ∪ {0}.
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3.5. Proposition. For every subspace U of M(n−m,m)we have
dimU =
∑
t∈Tm,n
dimU(t).
Proof. The proof of this proposition an application of elementary linear algebra, and we
leave it to the reader. ✷
In the next section, we introduce the Specht module S(n−m,m) and the aim of this paper
is to examine the spaces S(n−m,m)(t). For the rest of this section, we discuss various results
which will enable us to manoeuvre from U(s) to U(t) when s and t are adjacent elements
of Tm,n.
We embed the symmetric group Sn in GLn(q) by identifying the permutation π with
the permutation matrix which has a 1 in row i and column iπ for all i with 1  i  n.
Recall that a basic transposition is a permutation of the form (i, i + 1) with 1 i  n− 1.
3.6. Proposition. Suppose that X ∈Ξm,n and π is a basic transposition.
(i) We have tab(X ◦ π)= tabX or tab(X ◦ π)= (tabX)π ;
(ii) furthermore, if tabX < (tabX)π then X ◦ π =Xπ and tab(X ◦ π)= (tabX)π .
Proof. This is immediate from the form of X (cf. [1, 8.1.5]). ✷
The proof of the next proposition is an easy combinatorial exercise, which we leave to
the reader.
3.7. Proposition. Suppose that s, t ∈ Tm,n and π is a basic transposition. If s < t and
t < tπ then sπ < tπ .
It is important to know the relationship between last(v) and last(v ◦ g) when g ∈
GLn(q), and we investigate this next.
3.8. Proposition. Suppose that t ∈ Tm,n and π is a basic transposition such that t < tπ . If
0 = v ∈M(n−m,m) and last(v)= t then last(v ◦ π)= tπ .
Proof. We may write
v =
∑
cXX+
∑
dXXtabX<t tabX=t
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by Proposition 3.7, so tab(X ◦ π) < tπ by Proposition 3.6(i). Combining this information
with Proposition 3.6(ii), we obtain
v ◦ π =
∑
tabX<tπ
c′XX+
∑
tab(Xπ)=tπ
dXXπ, (3.9)
for some c′X ∈ F . Therefore, last(v ◦ π)= tπ . ✷
We now relate last(v) and last(v ◦g) for some cases where g is not a basic transposition.
3.10. Proposition. Suppose that 0 = v ∈M(n−m,m) and that t = last(v). Assume that x and
y are consecutive numbers in row 2 of t .
(i) If g is a lower triangular matrix in GLn(q), then last(v ◦ g)= t .
(ii) If g is a permutation such that jg = j unless x < j < y , then last(v ◦ g)= t .
Proof. Let X ∈Ξm,n.
(i) If g is lower triangular, then tab(X ◦ g) = tabX; this implies part (i) of the
proposition.
(ii) Let g be as in part (ii). Then all the numbers in row 2 of tabX except those between
x and y appear in row 2 of tab(X ◦ g). The result of part (ii) now follows easily by writing
g as a product of basic transpositions and applying Proposition 3.6. ✷
We now pave the way to Proposition 3.13 below, which allows us to bring into play the
material from Section 2.
3.11. Definition. Suppose that X = (xij ) ∈Ξm,n and let j1 < j2 < · · ·< jm be the entries
in row 2 of tabX (and let j0 = 0). We define m submatrices X(1),X(2), . . . ,X(m) of X as
follows. Assume that 1 cm. Let
ac =m− c+ 1, bc = jc − jc−1 − 1.
Then X(c) is defined to be the ac × bc matrix consisting of those entries in X with
c i m, jc−1 + 1 j  jc − 1.
3.12. Example. Suppose that
tabX = 1 4 5 6 82 3 7 9 .
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X =

x11 1 0 0 0 0 0 0 0
x21 0 1 0 0 0 0 0 0
x31 0 0 x34 x35 x36 1 0 0
x41 0 0 x44 x45 x46 0 x48 1

and
X(1) =

x11
x21
x31
x41
 , X(2) = φ, X(3) = (x34 x35 x36
x44 x45 x46
)
, X(4) = (x48).
(If a = 0 or b= 0, then we write φ for the unique a× b matrix.)
3.13. Proposition. Suppose that X ∈Ξm,n and 1 cm. Let M =X(c), so that M is an
ac × bc matrix.
(i) For each A ∈ GLbc (q) there exists A˜ ∈ GLn(q) such that X ◦ A˜ is the matrix obtained
from X by replacing M by MA.
(ii) For each ac × bc matrix B there exists B˜ ∈ GLn(q) such that X ◦ B˜ is the matrix
obtained from X by replacing M by M +B .
Moreover, if 0 = v ∈ M(n−m,m) and last(v) = tabX, then last(v ◦ A˜) = tabX and
last(v ◦ B˜)= tabX.
Proof. Let j1 < j2 < · · ·< jm be the entries in row 2 of tabX.
(i) Let A= (aij ) and define A˜= (a˜ij ) ∈ GLn(q) to be the matrix which agrees with the
identity matrix, except that
a˜ij = ai−jc−1,j−jc−1 if jc−1 + 1 i  jc − 1 and jc−1 + 1 j  jc − 1.
Then it is easy to check that X ◦ A˜ has the right form.
(ii) Let B = (bij ) and define B˜ = (b˜ij ) ∈ GLn(q) to be the matrix which agrees with the
identity matrix, except that
b˜ij = bk+1,j−jc−1 if i = jc+k for some k  0 and jc−1 + 1 j  jc − 1.
Then it is easy to check that X ◦ B˜ has the right form.
Now suppose that 0 = v ∈ M(n−m,m) and last(v) = tabX. Then last(v ◦ B˜) = tabX
by Proposition 3.10(i), since B˜ is lower triangular. Next, A˜ can be written as a product
of lower triangular matrices and a permutation matrix which satisfies the condition of
Proposition 3.10(ii), by the Bruhat decomposition. Therefore, we also have that
last
(
v ◦ A˜)= tabX. ✷
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X(1)⊗ · · · ⊗X(m) of Va1,b1 ⊗ · · · ⊗ Vam,bm
(see Definition 3.11), and extend this map linearly to obtain a vector space isomorphism
ϕt between the space spanned by {X ∈Ξm,n: tabX = t} and Va1,b1 ⊗ · · · ⊗ Vam,bm .
The last definition enables us to interpret Proposition 3.13 in the following way:
3.15. Corollary. Let U be an FGLn(q)-submodule of M(n−m,m) and t ∈ Tm,n. Then there
exists a subset V of U(t) such that
ϕt(V )= ϕt
(
U(t)
)
F(Ga1,b1 × · · · ×Gam,bm).
4. Specht modules S(n−m,m)
Let λ = (n − m,m). From now on, we shall assume that λ is a partition of n (thus
m n/2).
4.1. Definition. The Specht module Sλ is defined by
Sλ =
⋂
µλ
{
Ker θ : θ ∈ HomF GLn(q)
(
Mλ,Mµ
)}
.
We remark that this definition of a Specht module is valid for all partitions of n; but the
condition µ λ here simply means that µ= (n− k, k) for some k < m. It is very difficult
to construct a basis of Sλ (cf. [5]).
Our work relies heavily on the following theorem:
4.2. Theorem [6]. Suppose that 0 = v ∈ Sλ.Then last(v) is standard.
Again, Theorem 4.2 is a result which works for arbitrary partitions.
4.3. Corollary. We have
dimSλ =
∑
t
dimSλ(t),
the sum being over the standard λ-tableaux t .
Proof. This is an immediate consequence of Proposition 3.5 and Theorem 4.2. ✷
Our aim is to calculate dimSλ(t), for as many standard λ-tableaux as we can. If we
determine dimSλ(t) for all standard λ-tableaux t , then, in practice, we construct, on the
way, a basis of Sλ.
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row. Our first task is to describe a non-zero element eλ of Sλ for which last(eλ)= s1.
4.4. Definition. Let S be the set of all matrices X = (xij ) ∈Ξm,n such that tabX= s1, and
which satisfy
x11 = x23 = x35 = · · · = xm,2m−1 = 0.
Define eλ to be the following element of Mλ.
eλ =
(∑
X∈S
X
)
◦ ((1− (12))(1 − (34)) · · ·(1 − (2m− 1,2m))).
4.5. Proposition. We have that eλ belongs to Sλ.
Proof. It is possible to check this directly from the definition of Sλ. Alternatively, let
A= (aij ) ∈ GLn(q) be the matrix which agrees with the identity matrix, except that
a12 = a34 = a56 = · · · = a2m−1,2m =−1;
then eλ = u ◦A, where u is the generator for Sλ described in [5, 11.17(v)]. ✷
4.6. Examples.
(i) If λ= (5,1) then
eλ =− (1 0 0 0 0 )+ (0 1 0 0 0 ) .
(ii) If λ= (4,2) then
eλ =
∑
α∈Fq
(
1 0 0 0 0 0
0 α 1 0 0 0
)
−
∑
α∈Fq
(
0 1 0 0 0 0
α 0 1 0 0 0
)
−
∑
α∈Fq
(
1 0 0 0 0 0
0 α 0 1 0 0
)
+
∑
α∈Fq
(
0 1 0 0 0 0
α 0 0 1 0 0
)
.
(iii) If λ= (3,3) then
eλ =
 ∑
α,β,γ∈Fq
( 0 1 0 0 0 0
α 0 0 1 0 0
β 0 γ 0 0 1
) ◦ ((1 − (12))(1 − (34))(1− (56))).
Note that last(eλ)= s1. It is a good exercise for the reader to use some lower triangular
matrices to construct from eλ many (explicitly qm) linearly independent elements v of Sλ
with last(v)= s1; see Proposition 4.9 below.
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4.7. Definition. For 1  i m, let Ji be the set of standard λ-tableaux whose first m− i
entries in row 2 are all < 2m− i and whose last i entries in row 2 are all  2m− i + 1.
It can be checked quickly that J1 ∪ J2 ∪ · · · ∪ Jm is a partition of the set of standard
λ-tableaux.
4.8. Definitions. Assume that 1 i m.
(i) Let si be the standard λ-tableau whose second row is
2,4,6, . . . ,2(m− i),2m− i + 1,2m− i + 2, . . . ,2m.
(ii) Let ti be the standard λ-tableau whose second row is
m,m+ 1,m+ 2, . . . ,2m− i − 1, n− i + 1, n− i + 2, . . . , n.
It is easy to see that
Ji = {standard λ-tableaux t : si  t  ti},
where  is the dominance order on row-standard tableaux [4, 3.11]. In particular, si  t 
ti for all t ∈ Ji . We refer to Ji as interval i for λ.
Although our next proposition deals with the partition (m,m), we shall see later how to
generalize it to the case (n−m,m).
4.9. Proposition. Let λ= (m,m) and suppose that 1 i m.
(a) We can construct a set of qm+i(i−1) linearly independent elements of Sλ(si).
(b) We can construct a set of
q(m−1)(m−i)+i
i−1∑
k=0
[
i
k
][
m− 1
k
] ∣∣GLk(q)∣∣
linearly independent elements of Sλ(ti ).
Proof. In order to display the details of the proof, we shall work with the case where
m= 4; the general case is similar. Let λ= (4,4).
(a) First, we deal with s1, s2, s3, s4. We have
s1 = 1 3 5 72 4 6 8 s2 =
1 3 5 6
2 4 7 8 s3 =
1 3 4 5
2 6 7 8 s4 =
1 2 3 4
5 6 7 8 .
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0 1 0 0 0 0 0 0
∗ 0 0 1 0 0 0 0
∗ 0 ∗ 0 0 1 0 0
∗ 0 ∗ 0 ∗ 0 0 1
 denotes ∑
α,β,γ,δ
ε,η∈Fq

0 1 0 0 0 0 0 0
α 0 0 1 0 0 0 0
β 0 δ 0 0 1 0 0
γ 0 ε 0 η 0 0 1
 .
(i) Let eλ be the element of Sλ given in Definition 4.4. Then last(eλ)= s1 and
u1 :=

0 1 0 0 0 0 0 0
∗ 0 0 1 0 0 0 0
∗ 0 ∗ 0 0 1 0 0
∗ 0 ∗ 0 ∗ 0 0 1
 ∈ Sλ(s1).
Applying Definition 3.14, we obtain
ϕs1(u1)=

0
0̂
0̂
0̂
⊗(00̂
0̂
)
⊗
(
0
0̂
)
⊗ (0).
By Proposition 2.22, the F(G4,1 ×G3,1 ×G2,1 ×G1,1)-module generated by ϕs1(u1) has
dimension
q × q × q × q.
Thus, by Corollary 3.15 we have a set of q4 linearly independent elements of Sλ(s1).
(ii) Note that s1 < s1(67) = s2. By Eq. (3.9), u1 ◦ (67) ∈ Sλ(s2). Let u2 = u1 ◦ (67).
Then
u2 =

0 1 0 0 0 0 0 0
∗ 0 0 1 0 0 0 0
∗ 0 ∗ 0 0 0 1 0
∗ 0 ∗ 0 ∗ 0 0 1
 .
We have
ϕs2(u2)=

0
0̂
0̂
0̂
⊗(00̂
0̂
)
⊗
(
0 0
0̂ 0
)
⊗ φ.
By Proposition 2.22, the F(G4,1 ×G3,1 ×G2,2 ×G1,0)-module generated by ϕs2(u2) has
dimension
q × q × q4 × 1
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0
0̂
0̂
0̂
⊗(00̂
0̂
)
⊗
(
0 0
0 0
)
⊗ φ.
Thus, by Corollary 3.15, we have a set of q6 linearly independent elements of Sλ(s2).
Moreover, u′2 ∈ Sλ(s2), where
u′2 =

0 1 0 0 0 0 0 0
∗ 0 0 1 0 0 0 0
∗ 0 ∗ 0 0 0 1 0
∗ 0 ∗ 0 0 0 0 1
 .
(iii) Note that s2 < s2(45) < s2(45)(56)= s3. By Eq. (3.9), u′2 ◦ (45)(56) ∈ Sλ(s3). Let
u3 = u′2 ◦ (45)(56). Then
u3 =

0 1 0 0 0 0 0 0
∗ 0 0 0 0 1 0 0
∗ 0 ∗ 0 0 0 1 0
∗ 0 ∗ 0 0 0 0 1
 .
We have
ϕs3(u3)=

0
0̂
0̂
0̂
⊗(0 0 00̂ 0 0
0̂ 0 0
)
⊗ φ ⊗ φ.
By Proposition 2.22, the F(G4,1 ×G3,3 ×G2,0 ×G1,0)-module generated by ϕs3(u3)
has dimension
q × q9 × 1× 1
and contains 
0
0̂
0̂
0̂
⊗(0 0 00 0 0
0 0 0
)
⊗ φ ⊗ φ.
Thus, by Corollary 3.15, we have a set of q10 linearly independent elements of Sλ(s3).
Moreover, u′3 ∈ Sλ(s3), where
u′3 =

0 1 0 0 0 0 0 0
∗ 0 0 0 0 1 0 0
∗ 0 0 0 0 0 1 0
 .
∗ 0 0 0 0 0 0 1
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to that used for s1, s2, s3 shows that we have a set of q16 linearly independent vectors in
Sλ(s4).
(b) Now we turn to t1, t2, t3, t4. We have
t1 = 1 2 3 74 5 6 8 t2 =
1 2 3 6
4 5 7 8 t3 =
1 2 3 5
4 6 7 8 t4 =
1 2 3 4
5 6 7 8 .
(i) Note that s1 < s1(45) < s1(45)(23) < s1(45)(23)(34)= t1. By applying (45)(23)(34)
to u1 we obtain an element v1 ∈ Sλ(t1) such that
ϕt1(v1)=

0 0 0
0̂ 0 0
0̂ 0̂ 0
0̂ 0̂ 0̂
⊗ φ ⊗ φ ⊗ (0).
By Proposition 2.24, applied three times, the F(G4,3 × G3,0 × G2,0 × G1,1)-module
generated by ϕt1(v1) is the same as the module generated by
0 0 0
0 0 0
0 0 0
0̂ 0̂ 0̂
⊗ φ ⊗ φ ⊗ (0)
and hence has dimension q10. Thus, by Corollary 3.15, we have a set of q10 linearly
independent elements of Sλ(t1).
(ii) Note that s2 < s2(23) < s2(23)(45) < s2(23)(45)(34) = t2. By Eq. (3.9), u′2 ◦
(23)(45)(34)∈ Sλ(t2). Let v2 = u′2 ◦ (23)(45)(34). Then
ϕt2(v2)=

0 0 0
0̂ 0 0
0̂ 0̂ 0
0̂ 0̂ 0
⊗ φ ⊗(00
)
⊗ φ.
By Proposition 2.24, the F(G4,3 ×G3,0 ×G2,1 ×G1,0)-module generated by ϕt2(v2) is
the same as the module generated by
0 0 0
0 0 0
0̂ 0̂ 0
0̂ 0̂ 0
⊗ φ ⊗(00
)
⊗ φ
and hence, by Proposition 2.22, has dimension
q6
([
2
0
][
3
0
] ∣∣GL0(q)∣∣+ [21
][
3
1
] ∣∣GL1(q)∣∣)× 1× q2 × 1 = q12 + q11 − q9.
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Sλ(t2).
(iii) From u′3 we obtain an element v3 ∈ Sλ(t3) such that ϕt3(v3) generates the same
F(G4,3 ×G3,1 ×G2,0 ×G1,0)-module as
0 0 0
0̂ 0 0
0̂ 0 0
0̂ 0 0
⊗(00
0
)
⊗ φ ⊗ φ.
By Proposition 2.22, this has dimension
q3
([
3
0
][
3
0
] ∣∣GL0(q)∣∣+ [31
][
3
1
] ∣∣GL1(q)∣∣+ [32
][
3
2
] ∣∣GL2(q)∣∣)× q3 × 1 × 1
= q14 + q13 − q11 − q10 + q9.
Thus, by Corollary 3.15, we have a set of q14 + q13 − q11 − q10 + q9 linearly independent
elements of Sλ(t3).
(iv) Finally, note that t4 = s4, and that the number given in part (a) and (b) of the
proposition are both equal to qm2 when i =m.
This concludes the proof of Proposition 4.9.
We shall now use Proposition 4.9 to show that we have a basis of S(m,m) when m 3.
Recall that dimS(n−m,m) is given by (1.1); an equivalent expression is
dimS(n−m,m) =
[
n
m
]
−
[
n
m− 1
]
. (4.10)
(i) For λ= (1,1), we have dimSλ = q . There is a unique standard λ-tableau, namely
s1 = 12
and Proposition 4.9 gives us q linearly independent elements in Sλ(s1).
(ii) For λ = (2,2), we have dimSλ = q2 + q4. There are two standard λ-tableaux,
namely
s1 = 1 32 4 s2 =
1 2
3 4 ,
and Proposition 4.9 gives us sets of q2, q4 linearly independent elements in Sλ(s1), Sλ(s2),
respectively.
(iii) For λ= (3,3) we have dimSλ = q3 + q5 + q6 + q7 + q9. There are five standard
λ-tableaux, namely
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1 3 4
2 5 6 s3 =
1 2 3
4 5 6
t1 = 1 2 53 4 6 t2 =
1 2 4
3 5 6 ,
and Proposition 4.9 gives us sets of
q3, q5, q9,
q5, q4
([
2
0
][
2
0
]∣∣GL0(q)∣∣+ [21
][
2
1
] ∣∣GL1(q)∣∣)= q4(q3 + q2 − q)
linearly independent elements in Sλ(s1), Sλ(s2), Sλ(s3), Sλ(t1), Sλ(t2), respectively. Since
these numbers sum to dim Sλ, we have a basis of Sλ. ✷
The reader should note that all our calculations involving dimensions take the following
form. First, we obtain a lower bound for dimSλ(t), for all standard λ-tableaux t . Then we
check that the sum of the lower bounds over the standard λ-tableaux is equal to dimSλ.
From this we deduce that the lower bounds are correct.
Before we reveal how to extend our results from λ= (m,m) to λ= (n−m,m), we shall
prove the following result about dimS(n−m,m) .
4.11. Proposition. We have
dimS(n−m,m) =
m∑
k=1
qmk+k−m dimS(m−1,m−k)
[
n− 2m+ k
k
]
.
Proof. We first note that for all non-negative integers n, m, r we have
[
n
m
]
=
m∑
j=0
q(m−j)r
[
r − 1 + j
j
][
n− r − j
m− j
]
; (4.12)
this can easily be proved by induction, using (2.8).
Now, by (4.10),
dimS(n−m,m) =
[
n
m
]
−
[
n
m− 1
]
=
m∑
j=0
q(m−j)m
[
m− 1 + j
j
][
n−m− j
m− j
]
−
m−1∑
q(m−1−j)(m+1)
[
m+ j
j
][
n−m− j − 1
m− j − 1
] (
by (4.12))j=0
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[
n−m
m
]
+
m∑
j=1
(
q(m−j)m
[
m+ j − 1
j
]
− q(m−j)(m+1)
[
m+ j − 1
j − 1
])
×
[
n−m− j
m− j
]
.
But
[j ]
[
m+ j − 1
j
]
= [m]
[
m+ j − 1
j − 1
]
and hence
qj
[
m+ j − 1
j
]
− qm
[
m+ j − 1
j − 1
]
=
[
m+ j − 1
j
]
−
[
m+ j − 1
j − 1
]
,
so
q(m−j)m
[
m+ j − 1
j
]
− q(m−j)(m+1)
[
m+ j − 1
j − 1
]
= qm(m−j)−j
([
m+ j − 1
j
]
−
[
m+ j − 1
j − 1
])
=
{
qm(m−j)−j dimS(m−1,j) if j <m
0 if j =m.
Therefore,
dimS(n−m,m) = qm2
[
n−m
m
]
+
m−1∑
j=1
qm(m−j)−j dimS(m−1,j)
[
n−m− j
m− j
]
=
m∑
k=1
qmk+k−m dimS(m−1,m−k)
[
n− 2m+ k
k
]
,
as required. ✷
4.13. Corollary. We have
dimS(m,m) =
m∑
k=1
qmk+k−m dimS(m−1,m−k).
We now state a conjecture about the intervals J1, . . . , Jm for (m,m).
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t∈Jk
dimS(m,m)(t)= qmk+k−m dimS(m−1,m−k).
If it is true, then the conjecture provides a module-theoretic explanation of the equation
in Corollary 4.13. Our previous calculations show that the conjecture is true for m 3, and
we shall discuss further special cases of the conjecture below.
We next turn to the task of extending our results from the case λ = (m,m) to the case
λ= (n−m,m); this sheds further light on Conjecture 4.14.
4.15. Proposition. Suppose that t is an (m,m)-tableau which belongs to interval k for
(m,m). Let t1, . . . , tl be the (n−m,m)-tableaux in interval k for (n−m,m) which agree
with t in the first m− k places in the second row.
Given a set I (t) of linearly independent elements in S(m,m)(t), then for 1  i  l, we
can construct a set I (ti ) of linearly independent elements of S(n−m,m)(ti ) such that
l∑
i=1
∣∣I (ti )∣∣= ∣∣I (t)∣∣ [n− 2m+ k
k
]
.
Proof. Suppose that X ∈ Ξm,2m and tabX = t . Let X˜ be constructed from X by adding
n− 2m columns of zeros at the end. We shall explain how to obtain[
n− 2m+ k
k
]
elements of Ξm,n from X˜ in a special way.
Since t is in interval k for (m,m), the last k entries in row 2 of t are
2m− k + 1,2m− k + 2, . . . ,2m.
Hence the k× (n− 2m+ k) submatrix of X˜ at the bottom right hand corner has the form
(Ik | 0). In particular, this submatrix belongs to Ξk,n−2m+k . There are[
n− 2m+ k
k
]
elements M of Ξk,n−2m+k , and for any such element M we can insert M at the bottom
right hand corner of X˜, replacing (Ik | 0). Thereby, we obtain an element, say XM of Ξm,n.
Moreover, tabXM belongs to interval k for (n−m,m).
Finally, note that if X,Y ∈Ξm,2m with tabX = tabY then tabXM = tabYM .
The result of the proposition now follows. ✷
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t = 1 3 42 5 6 and X =
(
x11 1 0 0 0 0
x21 0 x23 x24 1 0
x31 0 x33 x34 0 1
)
.
Then k = 2. If n= 9, then
X˜=
(
x11 1 0 0 0 0 0 0 0
x21 0 x23 x24 1 0 0 0 0
x31 0 x33 x34 0 1 0 0 0
)
,
and we may replace the bold face 2× 5 submatrix of X˜ by any matrix in Ξ2,5.
4.17. Corollary. For each standard (m,m)-tableaux t , let I (t) be a set of linearly
independent elements of S(m,m)(t). Assume that for each k with 1 k m, we have∑
t∈Jk
∣∣I (t)∣∣= qmk+k−m dimS(m−1,m−k).
Then, for all n 2m and all standard (n−m,m)-tableaux s, we can construct a basis of
S(n−m,m)(s). In particular, we can construct a basis of S(n−m,m) .
Proof. By Proposition 4.15, our assumption shows that
∑
s standard
dimS(n−m,m)(s)
m∑
k=1
qmk+k−m dimS(m−1,m−k)
[
n− 2m+ k
k
]
.
Now Proposition 4.11 implies that we have a basis of S(n−m,m). ✷
Note that if Conjecture 4.14 holds, then there exist sets I (t) as described in
Corollary 4.17. It is our aim, for each interval Jk for (m,m), to produce sets I (t) such
that ∑
t∈Jk
∣∣I (t)∣∣= qmk+k−m dimS(m−1,m−k).
In Proposition 4.9, we succeeded in this aim, in the case where k = m, since Jm =
{sm} = {tm} and Proposition 4.9 gives us qm2 linearly independent elements of S(m,m)(sm).
4.18. Proposition. Suppose that we can produce the appropriate sets for all intervals for
(m− 1,m− 1). Then we can produce appropriate sets for interval 1 for (m,m).
Proof. We explain how to prove the proposition in the case where m = 4; the same
argument works in the general case.
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produce appropriate sets for the partition (3,3). Therefore, if we ignore the last row and
last two columns, we can manipulate u1 by elements in GL6(q) to obtain for each t ∈ J1 a
set I (t) of linearly independent elements of S(4,4)(t) such that∑
t∈J1
∣∣I (t)∣∣= dimS(3,3).
Given an element of I (t) we can adjust it by replacing the 0 which appears in the (4,7)
place of each matrix by an arbitrary element of Fq . For each t ∈ J1 we now have a set I ′(t)
of linearly independent elements of S(4,4)(t) where |I ′(t)| = q|I (t)|. Thus,∑
t∈J1
∣∣I ′(t)∣∣= q dimS(3,3).
Therefore, the sets I ′(t) are suitable sets for interval 1 for (4,4). ✷
We now show how to proceed in the case of interval 3 for (4,4).
4.19. Example. We recall the element u′3 of S(4,4)(s3) from part (a)(iii) of the proof of
Proposition 4.9:
u′3 =

0 1 0 0 0 0 0 0
∗ 0 0 0 0 1 0 0
∗ 0 0 0 0 0 1 0
∗ 0 0 0 0 0 0 1
 .
The elements of J3 are r1 < r2 < r3, where
r1 = s3, r2 = s3(23), r3 = s3(23)(34),
and we have
ϕr1
(
u′3
)=

0
0̂
0̂
0̂
⊗(0 0 00 0 0
0 0 0
)
⊗ φ ⊗ φ,
ϕr2
(
u′3 ◦ (23)
)=

0 0
0̂ 0
0̂ 0
0̂ 0
⊗(0 00 0
0 0
)
⊗ φ ⊗ φ,
ϕr3
(
u′3 ◦ (23)(34)
)=

0 0 0
0̂ 0 0
0̂ 0 0̂
⊗(00
0
)
⊗ φ ⊗ φ.0 0 0
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q × q9 × 1 × 1,
q2
1∑
j=0
[
3
j
][
2
j
] ∣∣GLj (q)∣∣× q6 × 1 × 1,
q3
2∑
j=0
[
3
j
][
3
j
] ∣∣GLj (q)∣∣× q3 × 1× 1,
linearly independent elements of S(4,4)(r1), S(4,4)(r2) and S(4,4)(r3), respectively. One may
now verify that
q10 + q8
1∑
j=0
[
3
j
][
2
j
] ∣∣GLj (q)∣∣+ q6 2∑
j=0
[
3
j
][
3
j
] ∣∣GLj (q)∣∣= q11 dimS(3,1),
so we have achieved what we set out to do; that is, for each t ∈ J3, we have found a set
I (t) of linearly independent elements of S(4,4)(t) such that∑
t∈J3
∣∣I (t)∣∣= q11 dimS(3,1).
4.20. Proposition. There are m−1 standard (m,m)-tableaux in interval m−1 for (m,m).
Call them r1 < r2 < · · ·< rm−1. For each i with 1 i m−1, we can construct a set I (ri )
of
qm
2+2i−mi−m
i−1∑
j=0
[
m− 1
j
][
i
j
] ∣∣GLj (q)∣∣
linearly independent elements of S(m,m)(ri ). Moreover,∑
t∈Jm−1
∣∣I (t)∣∣= qm2−m−1 dimS(m−1,1).
Proof. The sets I (ri ) of linearly independent elements are constructed as in Example 4.19.
In order to check that the sizes of the sets add up correctly, we need to calculate σ , where
σ =
m−1∑
i=1
qm
2+2i−mi−m
i−1∑
j=0
[
m− 1
j
][
i
j
]∣∣GLj (q)∣∣.
First, we prove the following:
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qab =
b∑
k=0
q(a−1)b−(b−1)k
[
b
k
] ∣∣GLk(q)∣∣.
For the proof, assume that 0 k  b. The number of k× b matrices of rank k is[
b
k
] ∣∣GLk(q)∣∣.
Therefore, the number of a× b matrices such that the first k rows are linearly independent
and row k + 1 is linearly dependent on the first k rows is[
b
k
] ∣∣GLk(q)∣∣qkq(a−k−1)b.
Therefore,
qab =
b∑
k=0
qab−kb−b+k
[
b
k
] ∣∣GLk(q)∣∣.
This establishes (4.21).
By the special case of (4.21) where a = b=m− 1, we have
q(m−1)2 =
m−1∑
k=0
q(m−2)(m−1−k)
[
m− 1
k
]∣∣GLk(q)∣∣,
so
q(m−1)(m+1) =
m−1∑
k=0
qm
2−m−mk+2k
[
m− 1
k
] ∣∣GLk(q)∣∣.
Therefore,
σ + q(m−1)(m+1) =
m−1∑
i=0
qm
2−m−mi+2i
i∑
j=0
[
m− 1
j
][
i
j
] ∣∣GLj (q)∣∣
=
m−1∑
i=0
qm
2−m−mi+2i q(m−1)i (by Corollary 2.10)
=
m−1∑
qm
2−m+i = qm2−m−1(q + q2 + · · · + qm).i=0
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σ = qm2−m−1(q + q2 + · · · + qm−1)= qm2−m−1 dimS(m−1,1),
as required. ✷
We shall now deal completely with the partition (4,4).
4.22. Example. Let λ= (4,4). In Propositions 4.18, 4.20 and 4.9 we dealt with intervals 1,
3 and 4 for (4,4), respectively. Now consider J2, that is, interval 2.
The tableaux in J2 are
r1 = 1 3 5 62 4 7 8 < r2 =
1 3 4 6
2 5 7 8 < r3 =
1 2 5 6
3 4 7 8
< r4 = 1 2 4 63 5 7 8 < r5 =
1 2 3 6
4 5 7 8 .
In the proof of Proposition 4.9(a)(ii) we obtained the element
u′2 =

0 1 0 0 0 0 0 0
∗ 0 0 1 0 0 0 0
∗ 0 ∗ 0 0 0 1 0
∗ 0 ∗ 0 0 0 0 1

of Sλ(r1) which provides us with q6 linearly independent elements of Sλ(r1). By applying
the transposition (45) we get an element
w2 =

0 1 0 0 0 0 0 0
∗ 0 0 0 1 0 0 0
∗ 0 ∗ 0 0 0 1 0
∗ 0 ∗ 0 0 0 0 1

of Sλ(r2) which provides us with
q × q2
([
2
0
][
2
0
] ∣∣GL0(q)∣∣+ [21
][
2
1
] ∣∣GL1(q)∣∣)× q2 × 1
= q8 + q7 − q6
linearly independent elements of Sλ(r2), by Proposition 2.22.
By applying (23) to u′2 and using Proposition 2.24, we get an element
w3 =

0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0
∗ ∗ 0 0 0 0 1 0

∗ ∗ 0 0 0 0 0 1
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Sλ(r3).
By applying (45)(34) to w3 we get an element
w5 =

0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0
∗ ∗ 0 0 0 0 1 0
∗ ∗ 0 0 0 0 0 1

of Sλ(r5) which provides us with
q6
([
2
0
][
3
0
]∣∣GL0(q)∣∣+ [21
][
3
1
] ∣∣GL1(q)∣∣)× 1 × q2 × 1 = q12 + q11 − q9
linearly independent elements of Sλ(r5).
Finally, we deal with the difficult tableau, namely r4. Note that r2 < r2(23)= r4. We
have
ϕr2(w2)=

0
0̂
0̂
0̂
⊗(0 00̂ 0
0̂ 0
)
⊗
(
0
0
)
⊗ φ.
Now, the FG3,2-module generated by (0 0
0̂ 0
0̂ 0
)
contains ( 0 0
â b̂
ĉ d̂
)
for all singular matrices
(
a b
c d
)
,
by Proposition 2.22. Suppose that v ∈ Sλ(r3) and
ϕr2(v)=

0
0̂
0̂
0̂
⊗( 0 0â b̂
ĉ d̂
)
⊗
(
0
0
)
⊗ φ.
Then
ϕr4
(
v ◦ (23))=

0 0
0̂ 0
0̂ â̂
⊗( 0b̂
d̂
)
⊗
(
0
0
)
⊗ φ.0 ĉ
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Now, the dimension of the F(G4,2 ×G3,1)-module generated by
0 0
0̂ 0
0̂ â
0̂ ĉ
⊗( 0b̂
d̂
)
can be calculated using Example 2.28. We obtain an extra multiplier of q3 because of the
entries in the first row of each matrix. The dimensions we get are as follows.(
a b
c d
)
:
(
0 0
0 0
) (
0 1
0 0
) (
1 0
0 0
) (
1 1
0 0
)
Dimension: q5 q5(q − 1) q4(q2 − 1) q4(q2 − 1)(q − 1)
For all λ ∈ Fq , we also have(
a b
c d
)
:
(
0 λ
0 1
) (
λ 0
1 0
) (
λ λ
1 1
)
Dimension: q5(q − 1) q4(q2 − 1) q4(q2 − 1)(q − 1)
We have therefore obtained d × q2 × 1 linearly independent elements of Sλ(r4), where
d = q5 + q5(q − 1)+ q4(q2 − 1)+ q4(q2 − 1)(q − 1)
+ q6(q − 1)+ q5(q2 − 1)+ q5(q2 − 1)(q − 1)
= q8 + 2q7 − q6 − q5.
For 1 i  5, we have obtained di linearly independent elements of Sλ(ri), where
d1 = q6, d2 = q8 + q7 − q6, d3 = q8,
d4 = q10 + 2q9 − q8 − q7, d5 = q12 + q11 − q9.
Since
5∑
i=1
di = q12 + q11 + q10 + q9 + q8 = q6 dimS(3,2),
Conjecture 4.14 holds for interval 2 for (4,4). By Corollary 4.13, we have constructed
a basis of S(4,4)(t) for all standard (4,4)-tableaux t ; hence we have constructed a basis
of S(4,4). Indeed, in the light of Corollary 4.17, we have constructed a basis of S(n−4,4) for
all n 8.
We now state what can be done for the partition (5,5).
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4 and 5 for (5,5), respectively.
Marco Brandt has performed calculations like those in Example 4.22 to deal with the
intervals 2 and 3. Hence we have a basis for S(n−5,5) for all n  10. The details for the
intervals 2 and 3 are as follows. In each case, we record the second row of the standard
tableaux t in the interval and dimSλ(t).
Interval 2:
t dimSλ(t)
2 4 6 9 10 q7
2 4 7 9 10 q9 + q8 − q7
2 5 6 9 10 q9
2 5 7 9 10 q11 + 2q10 − q9 − q8
2 6 7 9 10 q13 + q12 − q11
3 4 6 9 10 q9
3 4 7 9 10 q11 + q10 − q9
3 5 6 9 10 q11 + q10 − q9
3 5 7 9 10 q13 + 3q12 − 3q10
3 6 7 9 10 q15 + 2q14 + q13 − 2q12 − 2q11 + q10
4 5 6 9 10 q13
4 5 7 9 10 q15 + q14 − q12 − q11
4 6 7 9 10 q17 + 2q16 + q15 − 2q14 − 2q13 + q11
5 6 7 9 10 q19 + q18 − q15
Interval 3:
t dimSλ(t)
2 4 8 9 10 q11
2 5 8 9 10 q13 + q12 − q10
2 6 8 9 10 q15 + q14 − q12 − q11 + q10
3 4 8 9 10 q13
3 5 8 9 10 q15 + 2q14 − q12 − q11
3 6 8 9 10 q17 + 2q16 + q15 − 2q14 − 2q13 + q11
4 5 8 9 10 q17 + q16 + q15 − q14 − q13
4 6 8 9 10 q19 + 2q18 + q17 − q16 − 3q15 − q14 + q13 + q12
5 6 8 9 10 q21 + q20 + q19 − q18 − q17 − q16 + q14
Finally, we record that Marco Brandt has also used similar techniques to get a basis of
S(n−m,m) for m 11.
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