Estimation des paramètres des systèmes linéaires : approche algébrique by Tian, Yang et al.
Estimation des parame`tres des syste`mes line´aires :
approche alge´brique
Yang Tian, Thierry Floquet, Wilfrid Perruquetti
To cite this version:
Yang Tian, Thierry Floquet, Wilfrid Perruquetti. Estimation des parame`tres des syste`mes




Submitted on 26 Jun 2008
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destine´e au de´poˆt et a` la diffusion de documents
scientifiques de niveau recherche, publie´s ou non,
e´manant des e´tablissements d’enseignement et de
recherche franc¸ais ou e´trangers, des laboratoires
publics ou prive´s.
Estimation des parame`tres des syste`mes line´aires :
approche alge´brique
Yang TIAN1, Thierry FLOQUET1, Wilfrid PERRUQUETTI1
1Laboratoire d’Automatique, Ge´nie Informatique et Signal
Ecole Centrale de Lille, BP 48, 59651 Villeneuve d’Ascq Cedex, France
yang.tian@inria.fr,
thierry.floquet@ec-lille.fr, wilfrid.perruquetti@ec-lille.fr
Re´sume´—Le de´veloppement de deux expressions formelles d’estimation des
parame`tres par une approche alge´brique constitue la principale motivation
de cet article, ces deux expressions e´tant obtenues en suivant les ide´es in-
troduites par M. Fliess et H. Sira-Ramirez parues dans [1], [2]. Cette ap-
proche est de´die´e a` une classe ge´ne´rale de syste`mes line´aires stationnaires.
Les expressions formelles des parame`tres inconnus sont obtenues en fonc-
tion d’inte´grales portant sur la sortie et sur l’entre´e. Pour ce faire, on ap-
plique les outils mathe´matiques suivants : la transformation de Laplace, la
formule de Leibniz et les outils issus du calcul ope´rationnel. Un example
en dimension trois d’un moteur a` courant continu et des simulations sont
donne´s afin d’illustrer les performances de cette approche.




De nombreux mode`les font intervenir des parame`tres qui
doivent eˆtre estime´s afin de faire des pre´visions d’e´volution du
syste`me ou afin d’e´laborer une loi de commande. Les mesures
obtenues sur le processus, augmente´es de la connaissance des
excitations applique´es a` ce dernier, permettent de constituer les
donne´es utiles (lorsque cela est possible) a` la determination de
ces parame`tres. Les deux principales me´thodes utilise´es sont1 :
– la me´thode des moindres carre´s (LS, RLS, RELS) (pour
plus de de´tails voir [3]),
– la mise en place d’un observateur (en ge´ne´ral a` conver-
gence asymptotique2).
Les principales faiblesses relatives de ces techniques sont
lie´es aux bruits de mesure, au caracte`re asymptotique de la
convergence (observateur) et a` la difficulte´ de les mettre en
œuvre pour une identification en ligne et en boucle ferme´e.
Dans cet article, nous nous inte´ressons a` l’estima-
tion parame´trique pour des syste`mes line´aires stationnaires.
Re´cemment, M. Fliess et H. Sira-Ramirez ont de´veloppe´ une
nouvelle approche base´e sur des me´thodes alge´briques [1], [2].
Cette approche posse`de les proprie´te´s suivantes :
– les calculs peuvent eˆtre effectue´s par un ordinateur et d’une
manie`re tre`s rapide,
– l’identification en boucle ferme´e est possible graˆce a` une
identification en temps re´el (en temps tre`s petit),
– une bonne robustesse par rapport au bruit de mesure (qu’il
soit blanc ou d’une autre nature) peut eˆtre obtenue.
1Bien qu’il existe d’autres techniques, elles sont relativement moins re´pandues
2Depuis peu des observateurs en temps fini commencent a` voir le jour (voir
par exemple [4], [5], [6]), mais ils n’ont pas encore e´te´ exploite´s pour de l’iden-
tification car ils sont, en ge´ne´ral, relativement sensible aux bruits de mesure.
Le travail pre´sente´ ici a pour but de donner l’expres-
sion formelle d’estimation des parame`tres par cette approche
alge´brique.
II. PROBLE´MATIQUE
Conside´rons un syste`me line´aire stationnaire :{
x˙ = Ax+Bu
y =Cx (1)
ou` x ∈ Rn est l’e´tat, u ∈ Rm est l’entre´e et y ∈ Rd est la sortie.
A ∈ Rn×n, B ∈ Rn×m et C ∈ Rd×n sont des matrices constantes.
Par la suite on conside´rera des syste`mes monovariables, c’est-
a`-dire : m = d = 1, soit u ∈ R et y ∈ R. Dans cet article, une
approche alge´brique est conside´re´e pour l’estimation des pa-
rame`tres. Dans [1], [2], la notion d’identifiabilite´ est revisite´e du
point de vue de l’alge`bre diffe´rentielle. Dans ce cas, on dit que
les parame`tres inconnus Θ = (θ1...θτ) sont line´airement identi-






– les entre´es des matrices P et Q, de dimensions respectives
τ× τ et τ×1, appartiennent a` spank0(s)[ ddt ](u,y),
– det(P) 6= 0,
– R ∈ Rτ avec les entre´es appartenant a` spank(s)[ ddt ](pi), pi
e´tant le vecteur des perturbations.
Le but est d’estimer les parame`tres inconnus d’une manie`re
rapide et sur la base de mesures bruite´es. Pour cela, l’expression
formelle des parame`tres est de´termine´e en fonction d’inte´grales
portant sur la sortie et l’entre´e. L’influence des bruits sur la me-
sure peut e´galement eˆtre re´duite avec l’ope´ration inte´grale qui a
un effet de filtrage.
III. APPROCHE ALGE´BRIQUE POUR L’ESTIMATION
DES PARAME`TRES










avec an = 1 et m < n.
Nous donnons maintenant l’expression formelle des pa-
rame`tres du syste`me obtenu selon deux me´thodes base´e sur une
approche alge´brique.
A. Premie`re Me´thode
The´ore`me 1: Pour les syste`mes line´aires a` parame`tres inva-
riants dans le temps avec la relation entre´e/sortie (2), les estima-
tions des coefficients constants inconnus a0, . . . ,an−1,b0, . . . ,bm
























F0,1[y(t)] . . . Fn−1,1[y(t)]... ... ...
F0,n[y(t)] . . . Fn−1,n[y(t)]

F1b =
F0,1[u(t)] . . . Fm,1[u(t)]... ... ...
F0,n[u(t)] . . . Fm,n[u(t)]

F2a =
 F0,n+1[y(t)] . . . Fn−1,n+1[y(t)]... ... ...
F0,n+m+1[y(t)] . . . Fn−1,n+m+1[y(t)]

F2b =
 F0,n+1[u(t)] . . . Fm,n+1[u(t)]... ... ...
F0,n+m+1[u(t)] . . . Fm,n+m+1[u(t)]







0(t− τ)2n−i− j+p−1(−τ) j f (τ)dτ








ou` l’indice p ∈ [1,P] et P repre´sentant le nombre de parame`tres
inconnus que l’on de´sire estimer et qui varie dans l’intervalle
[1,n+m+1].
Preuve



















Pour e´liminer les conditions initiales, on de´rive l’expression
























l−k, si 0 < k ≤ l
0, si 0 < l < k
(−1)k(k−l−1)!
(−l−1)! s
l−k, si l < 0 < k
(7)






























































c) Retour dans le domaine temporel.
Rappelons la transformation inverse de Laplace et la formule












(−τ1)ky(τ1)dτ1 . . .dτl , l ≥ 1∫
. . .
∫





























(t− τ)2n−i− j(−τ) jy(τ)
(2n− i− j)! dτ











0(t− τ)2n−i− j+p−1(−τ) jy(τ)dτ













0(t− τ)2n−i− j+p−1(−τ) ju(τ)dτ
(2n− i− j+ p−1)!
)
.
On obtient donc P relations liant les parame`tres et on peut
e´crire l’expression formelle de l’estimation de l’ensemble des
parame`tres sous la forme (3) en prenant P = n+m+1.
B. Deuxie`me Me´thode
The´ore`me 2: Pour les syste`mes line´aires a` parame`tres inva-
riants dans le temps avec la relation entre´e/sortie (2), les estima-
tions des coefficients constants inconnus a0, . . . ,an−1,b0, . . . ,bm
























F˜0,1[y(t)] . . . F˜n−1,1[y(t)]... ... ...
F˜0,n[y(t)] . . . F˜n−1,n[y(t)]

F˜1b =
−F˜0,1[u(t)] . . . F˜m,1[u(t)]... ... ...
F˜0,n[u(t)] . . . F˜m,n[u(t)]

F˜2a =
 F˜0,n+1[y(t)] . . . F˜n−1,n+1[y(t)]... ... ...
F˜0,n+m+1[y(t)] . . . F˜n−1,n+m+1[y(t)]

F˜2b =
 F˜0,n+1[u(t)] . . . F˜m,n+1[u(t)]... ... ...
F˜0,n+m+1[u(t)] . . . F˜m,n+m+1[u(t)]







0(t− τ)2n−i− j+p−1(−τ) j f (τ)dτ








(i+ j−n− p+1)! (13)
ou` l’indice p ∈ [1,P] et P repre´sente le nombre de parame`tres
inconnus que l’on de´sire estimer et qui varie dans l’intervalle
[1,n+m+1].
Preuve



















Pour e´liminer les conditions initiales, on de´rive l’expression
pre´ce´dente n+ p−1 fois par rapport a` s en utilisant la formule









































(i+ j−n−p+1)! et multiplions les deux

























c) Retour dans le domaine temporel.











0(t− τ)2n−i− j+p−1(−τ) jy(τ)dτ













0(t− τ)2n−i− j+p−1(−τ) ju(τ)dτ
(2n− i− j+ p−1)!
)
.
Donc, on peut re´e´crire l’expression formelle de l’estimation
des parame`tres sous la forme (11).
IV. EXEMPLE : MOTEUR A COURANT CONTINU
Un moteur a` courant continu est de´crit de la manie`re suivante : x˙1 = x2Jx˙2 = K1x3Lx˙3 =−Rx3−K2x2+u
ou` y = x1 est la sortie measurable ; x1 est la position angulaire
du rotor, x2 est la vitesse angulaire du rotor, x3 est le courant
du rotor et u est la tension d’entre´e. K1,K2,J,L et R sont des
parame`tres constants et strictement positifs.
A. Approche alge´brique











Les e´tats x(t) sont exprime´s en fonction de la sortie y :
x1 = y(t)
x2 = y˙(t)
x3 = JK1 y
(2)(t)
Dans cet exemple, puisqu’on normalise a3 = 1 et qu’on a a0 =
0, on a seulement 3 parame`tres inconnus a1 = K2K1LJ , a2 =
R
L et
b0 = K1LJ a` estimer.
Me´thode 1
a) Application de la transformation de Laplace sur la relation
entre´e/sortie (16) :(
















































































































































































































































c) Revenir dans le domaine temporel.
En appliquant la transformation inverse de Laplace aux rela-
tions (19), (20) et (21), et en utilisant la formule (10) qui trans-
forme une inte´grale double en une inte´grale simple, on obtient
l’expression suivante qui fournit les relations entre ces trois pa-
rame`tres inconnus en fonction d’inte´grales portant sur la sortie





































































a) Application de la transformation de Laplace sur la relation
entre´e/sortie (16) :(













































































































































































































































































































































Apre`s avoir applique´ la transformation inverse de Laplace aux





























































































































L’estimation des parame`tres et la robustesse par rapport au bruit
de mesure sont illustre´es en simulation. Conditions initiales :
x3(0) = 3(A), x2(0) = 0(rad/s) et x1(0) = 1(rad) avec la ten-
sion d’entre´e u(t) = 24sin(t). Les parame`tres suivants sont uti-
lise´s pour la simulation : K1= 1(N/(m ·A)), K2= 2(N/(m ·A)),
L = 0.1(H), R = 1(Ω) et J = 5(N · s2/m · rad). Donc a1 =
K2K1
LJ = 4, a2 =
R
L = 10 et b0 =
K1
LJ = 2.
Il faut noter qu’au temps t = 0, les matrices et les vecteurs
servant a` obtenir les coefficients dans les relations (22) et (30)
sont nuls, et les parame`tres sont alors inde´termine´s. Nous de-
vons donc commencer a` e´valuer la formule non pas au temps
t = 0 mais apre`s un court instant ε (quand t ∈ [0,ε], on fige les
parame`tres a` 0).






























Fig. 1. Parame`tres re´els et ses valeurs estime´s (sans bruit).






























Fig. 2. Parame`tres re´els et ses valeurs estime´s (avec le bruit blanc).
La figure 1 (ou` la figure de gauche est le re´sultat de la
premie`re me´thode alors que la figure de droite est le re´sultat
de la deuxie`me me´thode) montre que l’estimateur fonctionne
bien puisque les parame`tres estime´s atteignent exactement les
parame`tres re´els apre`s un temps petit ε (ici on choisit ε = 0.15s).
Dans la figure 2, le signal mesure´ y(t) est perturbe´ par un bruit
blanc (ge´ne´re´ par ordinateur), re´partie uniforme´ment dans l’in-
tervalle [−0.004,0.004], avec une fre´quence d’e´chantillonnage
de 1000 Hz et ε = 0.8s. On peut voir que l’estimateur est peu
sensible par rapport au bruit blanc.
V. CONCLUSION
Dans cet article, deux expressions formelles pour l’esti-
mation des parame`tres par une approche alge´brique ont e´te´
de´veloppe´es. Cette approche est de´die´e a` une classe ge´ne´rale
de syste`mes line´aires stationnaires. Remarquons que cette ap-
proche posse`de de bonnes proprie´te´s de robustesse par rapport
au bruit blanc.
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