Abstract. We obtain the weak convergence of measures generated by the price process and prove the continuity of the price of a barrier call option with respect to the parameter of a series for the Black-Scholes model of a complete market. The explicit form of the price of the barrier option is not required. The result obtained allows one to prove the continuity of a solution of the corresponding boundary-value problem for the parabolic partial differential equation with respect to the parameter of a series. Applying the Malliavin calculus, we establish the existence of a bounded continuous density of the distribution of a Wiener integral with shift restricted to an arbitrary "positive" ray and prove the differentiability of the fair price with respect to the barrier (the differentiability with respect to other parameters is a classical result).
Introduction
A barrier option is a type of financial assets where the option to exercise depends on the underlying crossing or reaching a given barrier level. Barrier options are pathdependent exotic derivatives that are similar in some ways to ordinary options. There are put and call options, as well as European and American varieties.
There are two kinds of barrier options, namely "knock-out" and "knock-in" options. Knock-out options are void in the event that a certain barrier price is breached; otherwise they are active. If the price starts below a barrier level and has to move up for the option to be knocked out, the option is called "up-and-out"; if the price starts above the barrier level and has to move down for the option to become void, the option is called "downand-out". Similarly defined are the "up-and-in" and "down-and-in" barrier options. In total, there are eight types of barrier options.
For example, the payoff function for an up-and-out call option is given by
o t h e r w i s e ,
where H is a barrier (H > S 0 and H > K) and K is a strike price. Payoff functions are defined similarly for other types of barrier options. Consider the Black-Scholes model, which is a continuous model of a financial market with a single risky asset (a stock whose price at a moment t is denoted by S(t)) and a 
single nonrisky asset (a bond whose price at a moment t is B(t)). Such a model of a financial market is denoted by (A 0 ).
A risky asset is considered on a complete probability space (Ω, F, P) equipped with a filtration {F t , t ≥ 0}. The price B(t) of a nonrisky asset is defined as a solution of the differential equation (1.1) dB(t) = r 0 (t)B(t) dt, where r 0 = r 0 (t), t ≥ 0, is a nonnegative function that is Lebesgue-integrable on an arbitrary interval. Let B(0) = 1; then B(t) = exp t 0 r 0 (s) ds for t ≥ 0.
The equation for the price S(t) of a risky asset can be written in the differential form as follows:
where μ 0 (t) and σ 0 (t) are nonrandom functions and W (t) is a standard Wiener process with respect to the measure P. Moreover, we assume that
In what follows we consider the restriction of the specified model to the interval [0, T ], where T is the expiration time.
2. The continuity of the price of a barrier option with respect to the parameter of a series
The precise values of the parameters μ 0 , σ 0 , K 0 , H 0 , and r 0 are not known in real financial markets. We want to establish the robustness of the price of an European barrier option with respect to changes of parameters defining the model. In other words, we want to prove that the price does not change essentially if the parameters are measured with a certain error.
For all n ≥ 0, consider a family (A n ) of financial markets with continuous time described by sequences of nonrandom functions σ n , μ n , and r n . We also consider numerical sequences H n and K n , n ≥ 0. Suppose all the assumptions for the parameters of the model (A 0 ) also hold for those of models (A n ). The functions μ 0 , σ 0 , and r 0 are usually called the parameters of equations (1.1)-(1.2); thus we say that n is the parameter of a series.
The integral form of equation (1.2) can be written as follows:
(this condition is referred to as (B n )), then the model (A n ) is complete and arbitragefree. This means that there exists a unique martingale measure for which the discounted price of the stock S n (t) exp − t 0 r n (s) ds is a martingale. Indeed,
where
is a Wiener process with respect to the measure P * n for which the Radon-Nikodym density is given by
Analogously, there exists a unique martingale measure for the limit model of the financial market and this measure is evaluated in a similar fashion. Therefore, if condition (B n ) holds for all n ≥ 0, then both the prelimit and limit markets are complete (this means that every contingent claim is replicated in the market) and arbitrage-free (there is no portfolio with capital denoted by
The probability measure P * n is risk neutral. This means that the value of every financial asset is equal to the expected payoff function discounted with respect to the risk-free interest rate r n (t). The fair price of an option is defined in our model as the mathematical expectation with respect to the risk-free measure P * n of the discounted option payoff with discounting factor
In other words, the fair price of a European up-and-out call option for the prelimit model has the form (2.1)
where K n is the strike price and H n > S n 0 is the barrier. Here and in what follows the symbol I A stands for the indicator of an event A. The fair price of the corresponding option in the limit model is given by
where H 0 > S 0 0 . We use this representation for the proof of the convergence of the option price with respect to the parameter of a series.
Theorem 2.1. Assume that
(1) the numerical coefficients converge: 
If the mathematical expectations on the right hand side of (2.3) are considered with the corresponding discounting factors, then (2.3) can be rewritten as
since the distribution of X n T with respect to the measure P * n is known for all n ≥ 0; the mathematical expectation above is considered with respect to the measure for which W is a Wiener process.
The convergence
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follows due to assumption (2) of the theorem. The convergence of σ n to σ in L 2 [0, T ] implies the convergence in the uniform topology of the Gaussian integrals, that is,
The uniform integrability of the family of integrands in (2.1) is obvious, since they possess all the moments and they are uniformly bounded in view of the assumptions of the theorem. By Theorem 5.3 in [9] , the desired assertion follows from the weak convergence of the measures corresponding to the family of the processes,
In its turn, this convergence follows from Theorem 5.1 in [9] by the continuity of the functional max in the uniform topology and since
Now we prove (2.4) (as we have seen, this is sufficient to complete the proof of the theorem). With respect to the measure P * 0 , the stochastic process [S 0 0 ] −1 X t has the same distribution as the process
where W is a Wiener process. Thus equality (2.4) is equivalent to
By the assumptions of the theorem,
Hence (2.5) follows from Corollary 4.1 given below. The theorem is proved.
3. The price of a barrier option as a solution of a boundary-value problem. A limit theorem for solutions of the first boundary-value problem for a parabolic equation with time-dependent coefficients Consider the fair price C(S, t) of a European barrier call option as a function of the stock price at the initial moment and of the time left until the expiration. An equation for the fair price C(S, t) is established in the Merton paper [5] for the case where the parameters of the model are constant. It turned out that the equation for the fair price of a usual option and that for a barrier option are of the same form. On the other hand, an equation is derived in [8] for the price of a usual option in the case where the parameters satisfy condition (B 0 ).
Thus the boundary-value problem for the specified barrier option consists of equation (3.1) and the boundary conditions
Here K is the strike price and H is the barrier. This boundary-value problem has at least one solution, namely the option price. If the problem has another solution, then their difference satisfies the same equation with zero boundary conditions. According to Theorem 9.1, Chapter IV in [12] , if the coefficients σ(t), σ(t) > 0, and r(t) are bounded and continuous for all t ∈ [0, T ], then the problem has a unique solution. This means that the difference vanishes, and this implies that the original boundary-value problem has a unique solution.
Similarly to (2.1), we show that C(S, t) is the price of the corresponding option, namely
where S is the stock price at a moment t. Therefore, if the problem (3.1), (3.2) has a unique solution, then it is written as in (3.3). The continuity of a solution with respect to the parameter of a series is already proved above. Thus we prove the continuity of a solution with respect to the parameter of a series for the problem (3.1), (3.2) . Note that this reasoning does not use an explicit form of the solution. The result can be stated as follows.
Theorem 3.1. Consider a boundary-value problem on
and boundary conditions
Assume that, for all n ≥ 0, the coefficients of equation (3.4) Remark 3.1. Equation (3.1) can be transformed into a heat equation by making the change S = HKe x , C = HKv, and introducing the new variableτ such that
After the transformations we obtain the problem consisting of the equation
The latter problem is equivalent to (3.1), (3.2), and, in fact, consists of the heat equation and nonlinear boundary conditions.
Thus we have proved the continuity of a solution with respect to the parameter of a series without knowing the explicit form for solutions of the problem (3.1), (3.2) and for those of an equivalent problem.
The differentiability of the price of a barrier option as a function of the barrier
Consider the price C = C(S, T ; H) of an option as a function of H. We study the differentiability of this function with respect to the variable H. In what follows we apply some of the methods of the Malliavin calculus in the space of Wiener functionals. A short introduction to and a rather complete survey of the Malliavin calculus can be found in the book [7] .
We start with some auxiliary results. Let
be two nonrandom functions such that f (0) = 0 and [7] , Section 1.1, for the definition). Moreover
Lemma 4.1. The random variable M T belongs to every class D 1,p , p ≥ 1, of differentiable Wiener functionals (see
where θ = min{t :
Proof. The definition of the stochastic derivative in the space of Wiener functionals ( [7] , Section 1.1) implies that every random variable
belongs to each of the classes D 1,p , p ≥ 1. The corresponding stochastic derivatives are equal to
. . . , T } and
According to the chain rule ( [7] , Proposition 1.1.3) we have
This is not a continuously differentiable function, thus one cannot use it in the preceding formula. However, one can approximate it by smooth functions, say by
where In what follows we use the following notation:
For all s < t, the random variable max 0≤r≤s [f (r) + Y (r)] is measurable with respect to
decomposes into the sum of three terms,
The first term is F s -measurable, while the second and the third are jointly independent of F s . In addition, if s t, then the distribution of the second term is absolutely continuous and thus
Therefore, for all s < t and s t, we have
Note that the function σ equals 0 almost surely with respect to Lebesgue measure for all
Considering all the pairs of rational numbers s and t, we deduce from the latter property that, with probability 1, Let x > 0 be fixed. Put
where z − = max(0, −z) for all real z and where
belongs to the domain of the Skorokhod stochastic integral δ (see [7] , Section 1.2, for the definition of the integral δ).
Proof. The stochastic process h x = {h x (t), t ∈ [0, T ]} is adapted to the filtration generated by the Wiener process. Furthermore, |h
almost surely. Thus the process h x is stochastically integrable in the Itô sense and hence in the Skorokhod sense, too. Since a nonrandom constant can be taken out of a stochastic integral (see [7] , equality (1.2.12)), we have
for an arbitrary simple smooth variable η, that is, for
Note that δ(h x ) possesses all the moments, since
2 almost surely (see [10] , Chapter 3, Theorem 6). Thus the right hand side of equality (4.5) is a square integrable random variable if η ∈ D 1,p for some p > 2. Standard approximation argument, together with the completeness of the operator δ, yields equality (4.5) for all η ∈ D 1,p and for some p > 2. Thus the lemma follows from the inclusion
Using the preceding lemma and the approximation argument in its proof, we easily check that
and
Since the random variable T 0 σ(r)h x (r) dr (as seen from the above equality) has an almost surely bounded stochastic derivative, equality (4.6) follows from
We have
This can be done, since f (0) = 0 and since f is continuous. Then
The process Y has the same distribution as the process W 
By the assumption imposed on σ, we also have
The latter probability, at least for small ε > 0, can be evaluated explicitly:
for all m ≥ 1. This implies (4.7) and completes the proof of the lemma.
Let ϑ 1 , . . . , ϑ m be random variables belonging to the class D 1,2 and let
be a function such that all its derivatives are bounded. Then Lemma 4.1 and the change rule ( [7] , Proposition 1. 
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Applying the integration by parts formula ( [7] , equality (1.2.7)), we obtain
By construction,
Summarizing the above reasoning, we prove the following result. 
where Proof. Choosing the function F depending on the first coordinate only, we have
The statement of the corollary can easily be derived with the help of the reasoning used in the proof of Proposition 3.1.2 of [7] .
Note that the result of Corollary 4.1 can be improved; namely, the density of the distribution p M T of the random variable M T admits the integral representation similar to that in Proposition 3.1.2 in [7] :
The difference between the latter representation and that of Proposition 3.1.2 in [7] is that the integral factor Ξ x depends on the interval where the representation is considered. Note that Proposition 3.1.2 of [7] does not apply to the functional M T , since the random element with probability 1 for all z > 0. Moreover, the function z → (M T − z) + almost surely satisfies the Liptschitz condition with constant 1. Thus convergence (4.11) holds in the mean sense for an arbitrary order p ≥ 1. Moreover, δ(g x ) ∈ L 2 (Ω, F, P) and exp [Y (T ) + f (T )] is pth order integrable for an arbitrary p ≥ 1. This allows one to differentiate equality (4.10) with respect to the parameter H and to prove representation (4.9).
Concluding remarks
We have proved the continuity of the price of an up-and-out call option with respect to the parameter of a series as well as its differentiability with respect to the barrier. For the derivative with respect to the barrier, we constructed an integral representation which allows one to evaluate it numerically with the help of the Monte Carlo method.
