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RESUMO
Soubhia, Ana Luisa. Otimização discreta para o posicionamento de atuadores e de senso-
res para controle de vibrações. 2015. 125p. Faculdade de Engenharia Mecânica, Universidade
Estadual de Campinas, Campinas.
Assim como os estudos sobre as técnicas de projeto de controladores têm a sua impor-
tância, as pesquisas referentes ao posicionamento de atuadores e de sensores são importantes
para a obtenção de estruturas inteligentes que atinjam melhor desempenho. Em alguns estudos
sobre estruturas inteligentes, o posicionamento de sensores e de atuadores é definido por algum
critério físico e, posteriormente, o controlador é projetado para atender às necessidades do sis-
tema controlado. Entretanto, a quantidade e o posicionamento ótimo de sensores e de atuadores
também pode ser obtido através de uma solução de um problema de otimização, levando-se em
conta, por exemplo, as posições possíveis em que os elementos ativos podem ser alocados e
a quantidade disponível desses. Este trabalho apresenta cinco técnicas heurísticas e discretas
de otimização, com o objetivo de determinar posicionamentos discretos dos elementos ativos
em sistemas de controle. Além disso, uma técnica que envolve determinar, além do posiciona-
mento, a quantidade de elementos ativos é apresentada. Essas técnicas foram implementadas
baseando-se em um método de cortes geométricos, em Algoritmos Genéticos e no método de
Recozimento Simulado. Dependendo da quantidade máxima desejada de sensores e de atua-
dores e do número de posições possíveis para alocá-los, devido ao número de combinações
possíveis que precisam ser avaliadas, um algoritmo puramente combinatorial pode ser difícil
de ser utilizado. Dessa forma, as técnicas aqui desenvolvidas têm o objetivo de obter soluções,
analisando menos combinações, em um tempo computacional menor. Neste trabalho, os con-
troladores serão projetados a partir da teoria sobre controle H∞. Assim, a função objetivo que
será utilizada para resolver o problema de posicionamento dos elementos ativos será a norma
H∞ do sistema em malha fechada.
Palavras-Chave: estruturas inteligentes; posicionamento ótimo de atuadores e sensores; norma
e controleH∞; técnicas heurísticas de otimização; controle de vibrações.
ABSTRACT
Soubhia, Ana Luisa. Discrete optimization for actuators and sensors positioning for vi-
bration control. 2015. 125p. Faculdade de Engenharia Mecânica, Universidade Estadual de
Campinas, Campinas.
As well as the studies about controller design techniques have its importance, related re-
searches for actuators and sensors positioning are important to obtain smart structures that can
achieve better performance. In some studies about smart structures, the positioning of sensors
and actuators is defined by some physical criteria and thereafter, the controller is designed to sa-
tisfy some requirements of the controlled system. However, the optimal amount and the optimal
placement of sensors and actuators can also be obtained through the solution of an optimization
problem, taking into account, for example, the possible positions to allocate the active elements
and the available amount of these. This thesis presents five discrete heuristics optimization te-
chniques, in order to determine the discrete positions of the active elements in active control
systems. Furthermore, a technique that involves the amount of active elements and the positi-
oning determination is shown. These techniques have been implemented from three heuristic
methods. One technique was implemented based on the geometric cuts, five techniques were
developed based on the Genetic Algorithms and one technique was implemented from the Si-
mulated Annealing method. Depending on the desired number of the sensors and actuators and
the number of the candidate positions, it is impractical to use a combinatorial algorithm, because
this is very expensive in terms of computational time due to the number of possible combina-
tions. Thus, the techniques developed here have the aim to obtain good solutions analyzing
less combination than the combinatorial method and in the smallest computational time. In this
work, the controllers are designed from the theory of H∞ control. Thus, the objective function
used to solve the positioning problem of active elements is the H∞ norm of the closed-loop
system.
Keywords: smart structures; actuators and sensors positioning; H∞ norm and H∞ control;
heuristic optimization techiniques; vibration control.
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1 INTRODUÇÃO
1.1 Motivações e revisão bibliográfica
Algumas estruturas como pontes, prédios, veículos terrestres e aeronaves podem apre-
sentar respostas indesejáveis devido à excitação por distúrbios externos. Para reduzir efeitos
indesejados e ao mesmo tempo evitar possíveis danos estruturais, técnicas de controle podem
ser aplicadas nesses sistemas. Estas técnicas de controle podem ser classificadas em ativas e
passivas. As técnicas passivas de controle são baseadas em mudanças nas características físicas
da estrutura. Por exemplo, massas, amortecimentos e rigidez do sistema podem ser modificados
ou absorvedores de vibrações podem ser adicionados às estruturas. As técnicas ativas de con-
trole utilizam informações obtidas a partir de sensores para que um controlador seja projetado.
Assim, uma força de controle é gerada e esta atua na estrutura. A escolha de posições ótimas
para sensores e para atuadores pode contribuir significativamente para a obtenção de melhores
resultados em problemas de controle ativo de vibrações.
Estruturas com sensores e atuadores podem ser vistas no contexto das chamadas estruturas
inteligentes. Estruturas inteligentes são sistemas em que os elementos ativos, sensores e atuado-
res, trabalham de forma integrada, com a finalidade de obter um comportamento mais adequado
do que aquele que se conseguiria com um projeto passivo convencional. Um dos elementos ati-
vos mais utilizados é o que possui propriedades piezelétricas (elementos em que existe uma re-
lação entre voltagem/corrente e deformação). Estes elementos podem ser agregados à estrutura,
agindo como sensores e atuadores, criando a estrutura inteligente. Nesta estrutura, um controla-
dor, adequadamente projetado, tem o papel de assegurar um desempenho desejado. Um exemplo
de estrutura inteligente é o de uma placa com sensores e atuadores devidamente posicionados,
e com uma lógica de controle estabelecida. Este sistema ativo tem a finalidade de atenuar as
vibrações desta placa, evitando que esta vibre devido a excitações/distúrbios, caracterizando-se
um painel inteligente, por exemplo, para fins de isolamento acústico.
Estruturas inteligentes podem ser utilizadas em sistemas complexos, com requisitos de
desempenho que não podem ser obtidos utilizando-se técnicas passivas de controle. Por exem-
plo, o isolamento de ruído pode ser feito a partir de técnicas passivas de controle, utilizando-se
materiais de isolamento acústico. No entanto, atualmente, os painéis inteligentes também estão
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sendo utilizados, e o posicionamento ideal dos elementos ativos é uma questão importante a ser
investigada. O artigo de (PADULA; KINCAID, 1999) apresenta alguns exemplos de pesquisas
relacionados a problemas de posicionamento de atuadores e de sensores em casos de vibração
e redução de ruído no interior de estruturas aeroespaciais.
De modo geral, os atuadores devem ser posicionados na estrutura para atenuar certos
modos de vibração. De acordo com (HAC; LIU, 1993), na maioria dos projetos de estruturas
ativas, a localização dos sensores e dos atuadores é predefinida por algum critério, e o contro-
lador é então, projetado para satisfazer os requisitos do sistema controlado. Entretanto, obter o
posicionamento adequado para esses elementos é uma tarefa desafiadora.
O problema de alocação de sensores e de atuadores foi estudado por muitos autores, como
mostrado em (GUPTA et al., 2010). Neste artigo, os autores apresentam critérios de otimiza-
ção, já utilizados por pesquisadores, para resolver o problema de posicionamento. De acordo
com (GUO et al., 2004), o problema de localização ótima dos componentes ativos envolve
duas questões importantes que são a definição da função objetivo e das restrições que devem ser
adotadas, bem como a escolha do método de otimização a ser utilizado para obter a solução. Al-
gumas funções objetivo já utilizadas são baseadas nas matrizes gramianos de observabilidade e
de controlabilidade, e envolvem, por exemplo, a maximização dos traços destas matrizes. Outra
possibilidade são métodos baseados na minimização das normas H∞ e H2 do sistema (GA-
WRONSKI, 2004). Em (BRUANT et al., 2001), para simplificar o problema de otimização, os
autores obtiveram a localização dos sensores e dos atuadores independentemente. A localização
dos atuadores foi obtida minimizando-se a integral de energia do sistema, e a localização ótima
dos sensores foi obtida maximizando-se a energia de saída. Em (LI et al., 2002), as localiza-
ções dos elementos ativos foram obtidas simultaneamente, ou seja, atuadores e sensores em um
mesmo problema.
Para resolver o problema de posicionamento de elementos ativos, métodos contínuos e
discretos de otimização já foram utilizados. Em (HIRAMOTO et al., 2000), as localizações
ótimas dos sensores e atuadores são obtidas a partir da solução explícita da equação de Riccati.
Em (BRUANT et al., 2001), o problema de otimização foi resolvido pelo método do gradiente.
Em (GUO et al., 2004) e (HALE; DARAJI, 2012), a localização ótima foi obtida utilizando-se
algoritmos genéticos. Métodos combinatoriais de otimização para este tipo de problema são
apresentados em (PADULA; KINCAID, 1999).
Como citado em (HIRAMOTO et al., 2000), as localizações ótimas dos sensores e dos
atuadores podem ser obtidas em um único problema de otimização independente do controlador.
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De outro modo, um problema simultâneo de otimização pode ser formulado, onde o problema de
posicionamento dos elementos ativos e o projeto do controlador são feitos de forma simultânea.
Em (LI et al., 2002), além do posicionamento dos atuadores e dos sensores, o tamanho dos
elementos ativos é otimizado. Em (KUMAR; NARAYANAN, 2008), cinco pares de sensores
e atuadores piezelétricos foram alocados em uma viga. Neste caso, o problema de localização
ótima dos pares foi caracterizado como um problema discreto de otimização que foi resolvido
utilizando-se algoritmos genéticos, e tendo como restrição o número de pares de sensor e atua-
dor.
Um dos desafios para resolver o problema de posicionamento é definir um método de
otimização que alcance a solução ótima, mas que não seja muito custoso em termos computa-
cionais. Por exemplo, apesar do método puramente combinatorial garantir a solução ótima do
problema, nos casos em que se tem muitas posições possíveis que precisam ser analisadas para
alocar elementos ativos, o tempo de processamento pode ser alto. Assim, a motivação desta tese
foi estudar e implementar métodos heurísticos de otimização que resolvam o problema de posi-
cionamento, e que, ao mesmo tempo, sejam executáveis em um tempo computacional plausível
de acordo com os computadores disponíveis.
De acordo com (PADULA; KINCAID, 1999), os problemas que envolvem um grande
número de posições possíveis a ser analisado podem ser resolvidos utilizando-se Algoritmos
Genéticos ((BRUANT et al., 2010), (LIU et al., 2006)). Porém, outros algoritmos heurísticos
também podem ser utilizados, como o Algoritmo de Recozimento Simulado (Simulated Annea-
ling) (SALAMA et al., 1989) e o algoritmo de Busca Tabu (Tabu Search) (KINCAID; PADULA,
2002). Esses métodos heurísticos podem não garantir o mínimo global do problema, entretanto
podem alcançar ótimos locais úteis após analisar uma fração de todas as combinações possíveis.
Os Algoritmos Genéticos podem ser uma alternativa para resolver problemas de otimiza-
ção combinatória. No caso do problema de posicionamento de atuadores e de sensores, os Algo-
ritmos Genéticos têm sido amplamente utilizados, tanto para problemas contínuos, como para
problemas discretos. Em (BRUANT et al., 2010), o problema de posicionamento dos elementos
ativos é resolvido a partir de um problema contínuo de otimização. O número de atuadores e
de sensores é fixo e os problemas de otimização para sensores e para atuadores são indepen-
dentes. As funções objetivo utilizadas são baseadas na controlabilidade e na observabilidade
do sistema. (YANG et al., 2005) resolve o problema de localização e de tamanho dos elemen-
tos ativos. O problema de posicionamento é definido como um problema contínuo e o problema
relativo ao tamanho dos atuadores e dos sensores é descrito como um problema discreto. (CHA-
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KRABORTY et al., 2012) resolve o problema discreto de localização e de quantidade ótima de
elementos ativos em estruturas inteligentes utilizando Algoritmos Genéticos. A localização dos
elementos ativos é obtida a partir da maximização da controlabilidade do sistema.
Alguns artigos investigaram somente a posição de atuadores ((SAFIZADEH et al., 2010),
(LI; HUANG, 2013)) ou de sensores ((RAY; MAHAJAN, 2002), (GUO et al., 2004)) em estru-
turas utilizando Algoritmos Genéticos. Em problemas em que os posicionamentos de atuadores
e de sensores são simultâneos, ou seja, são tratados no mesmo problema de otimização, esses
podem ser alocados de forma colocada, isto é, atuadores e sensores devem ser alocados nas mes-
mas posições, ou de forma não colocada, atuadores e sensores podem ser alocados em posições
distintas. Nos artigos (DARAJI; HALE, 2012), (FLYNN; TODD, 2009) e (HALE; DARAJI,
2012) o problema de posicionamento é considerado colocado.
Os elementos ativos podem ser posicionados na estrutura de forma que o sistema em ma-
lha aberta ou o sistema em malha fechada seja analisado. (HAN; LEE, 1999) obtém a alocação
dos elementos ativos, utilizando Algoritmos Genéticos a partir da análise da controlabilidade
e da observabilidade do sistema. Neste caso, os posicionamentos dos atuadores e dos sensores
são obtidos a partir de informações do sistema em malha aberta. Em (JHA; INMAN, 2003),
os posicionamentos dos atuadores e dos sensores são obtidos sem a informação do controla-
dor. Após os posicionamentos serem obtidos e fixados, o controlador foi projetado para que os
resultados fossem verificados. Os artigos (KUMAR; NARAYANAN, 2007) e (KUMAR; NA-
RAYANAN, 2008) tratam do problema de posicionamento a partir da análise do sistema em
malha fechada, entretanto somente o problema em que os atuadores e os sensores podem ser
alocados no mesmo local, isto é, o problema colocado, foi considerado.
(LIU et al., 2006) resolve o problema de posicionamento de atuadores e de sensores ana-
lisando o sistema em malha fechada. A função objetivo utilizada é a norma espacial H2. Neste
artigo, os autores utilizaram a formulação binária para o cromossomo. Entretanto, a questão
sobre cromossomos infactíveis não é explorada.
O algoritmo de Recozimento Simulado é um algoritmo desenvolvido a partir da técnica de
recozimento de metais (METROPOLIS et al., 1953). Em (KIRKPATRICK et al., 1983), os es-
tudos sobre otimização termodinâmica foram estendidos para resolver problemas de otimização
combinatorial.
Alguns autores utilizaram a técnica de Recozimento Simulado para resolver o problema
de posicionamento de atuadores e/ou de sensores em estruturas inteligentes. Em (LIU et al.,
1997), um problema de otimização multiobjetivo, que envolve variáveis contínuas e discretas,
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é resolvido utilizando o método de Recozimento Simulado. Neste artigo, o problema de oti-
mização obtém a resposta para o problema de topologia da estrutura, de controle e, ao mesmo
tempo, resolve o problema de localização de atuadores nesta estrutura. No artigo (MOITA et
al., 2006), os autores propõem uma formulação discreta para resolver o problema de localiza-
ção dos elementos ativos colocados (atuadores e sensores são posicionados somente no mesmo
local) em estruturas, com o objetivo de maximizar a eficiência do atuador piezelétrico. (TONG
et al., 2014) soluciona o problema de posicionamento somente de sensores utilizando o método
de recozimento simulado com formulação discreta. (YANG; CHEN, 2012) realiza a otimização
simultânea da orientação e do posicionamento de atuadores e sensores em estruturas, porém os
elementos ativos são predefinidos como colocados.
Os elementos ativos podem ser posicionados na estrutura de forma que o sistema em
malha aberta ou o sistema em malha fechada seja analisado. (SALAMA et al., 1989) obtém
a localização ótima de atuadores e de sensores usando o algoritmo de Recozimento Simulado
independentemente do problema de controle, ou seja, a análise da resposta é feita a partir do sis-
tema em malha aberta. (YANG et al., 2005) obtém a localização ótima de atuadores analisando
alguns modos específicos de vibração. Neste artigo a análise da malha fechada é feita a partir de
um ganho predefinido. Ou seja, as localizações dos atuadores são obtidas independentemente
do projeto do controlador.
1.2 Objetivos
O problema de otimização que envolve o posicionamento de atuadores e de sensores em
estruturas inteligentes tem como meta a obtenção de posições para alocar os elementos ativos,
com o objetivo de atingir o melhor comportamento do sistema. Além disso, quando o posici-
onamento dos elementos ativos é investigado, a partir de um problema de otimização, pode-se
reduzir o custo com instrumentação, reduzir a energia necessária para controlar a estrutura, me-
lhorar o desempenho do controlador e outros aspectos. No entanto, se o número de posições
possíveis para os atuadores e para os sensores é grande, o processo de otimização pode ser caro
em termos computacionais.
O problema de encontrar a solução ótima para o problema discreto de otimização para
o posicionamento de sensores e de atuadores é estudado neste trabalho. O interesse é obter as
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posições dos elementos ativos em malha fechada, ou seja, o processo envolve simultaneamente
a obtenção do posicionamento dos elementos ativos, a partir de um problema de otimização, e
o projeto do controlador.
Dependendo do número de posições possíveis para alocar os atuadores e os sensores, um
algoritmo puramente combinatorial é impraticável, pois o problema pode ser custoso em termos
de tempo computacional. Neste sentido, este trabalho investiga algumas técnicas heurísticas dis-
cretas de otimização para resolver o problema discreto de posicionamento de elementos ativos
em problemas de controle ativo, com o objetivo de desenvolver algoritmos eficientes que anali-
sem um número menor de combinações, reduzindo assim o tempo computacional dos processos
para a solução do problema.
1.3 Principais contribuições
Para resolver o problema de posicionamento discreto de elementos ativos, técnicas heurís-
ticas discretas de otimização são investigadas neste trabalho. Todos os algoritmos apresentados
nesta tese foram implementados pela autora.
No geral, as técnicas discretas de otimização são menos utilizadas que as técnicas contí-
nuas. Assim, o foco deste trabalho foi utilizar técnicas discretas de otimização para resolver um
problema no qual as variáveis de otimização são discretas. Nos casos estudados neste trabalho,
as variáveis de otimização são as posições dos elementos ativos.
Seis métodos computacionais foram desenvolvidos para solucionar o problema de posi-
cionamento de elementos ativos para uma quantidade fixa de atuadores e de sensores. Além
disso, um método para resolver o problema de alocação e determinar a quantidade necessária
de elementos ativos, que atenue de forma satisfatória a vibração do sistema, foi implementado.
A partir de uma quantidade fixa desejada de elementos ativos, a primeira técnica foi im-
plementada baseada em uma heurística de cortes geométricos. O objetivo dessa técnica é reduzir
significativamente o número de avaliações da função objetivo e, consequentemente, reduzir o
tempo computacional de processamento. Este método foi desenvolvido durante a permanência
da autora na Ecole Centrale de Nantes, França. Durante o intercâmbio de um ano, a autora teve
a oportunidade de trabalhar em conjunto com a professora Emilie Poirson e o professor Raphael
Chenouard.
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O Algoritmo Genético é uma técnica de otimização desenvolvida com base na biolo-
gia. Neste caso, as variáveis de otimização são denominadas de cromossomos, que podem ser
também chamadas de indivíduos. O Algoritmo Genético é implementado a partir de técnicas
inspiradas pela biologia evolutiva como o cruzamento (momento em que há troca de informa-
ções genéticas entre dois indivíduos) e mutação (mudanças eventuais do material genético do
cromossomo). Neste trabalho, quatro técnicas baseadas nos Algoritmos Genéticos foram imple-
mentadas. Para isso, três formulações distintas para cromossomos são propostas. Duas dessas
formulações foram desenvolvidas pela autora. Em todas essas técnicas, uma implementação
própria foi desenvolvida para que um controle de factibilidade de soluções fosse realizado. Este
controle é importante, pois evita que soluções inválidas prossigam para as próximas gerações.
Em três métodos aqui apresentados, o controle de factibilidade de indivíduos é realizado du-
rante o processo de mutação. Em um dos métodos, este controle é realizado no cruzamento e
também na mutação. Vale salientar que, de acordo com a revisão bibliográfica realizada, artigos
que resolvem o problema discreto de posicionamento e que apresentam alternativas para evitar a
formação de indivíduos inválidos no decorrer da execução do algoritmo não foram encontrados.
Por fim, a última técnica, para resolver o problema de alocação para uma quantidade fixa
de elementos ativos, foi implementada a partir do algoritmo de Recozimento Simulado. Neste
caso, vale salientar a importância de uma definição conveniente para a busca na vizinhança
e da definição dos parâmetros iniciais. A escolha desses parâmetros pode interferir na obten-
ção da solução ótima e no tempo computacional de processamento. O método de Recozimento
Simulado é menos utilizado para resolver o problema de alocação de elementos ativos em sis-
temas quando comparado aos Algoritmos Genéticos. Além disso, após a revisão na literatura,
percebeu-se que este método não foi utilizado em problemas de posicionamento de elementos
ativos não colocados (atuadores e sensores podem ser posicionados em locais distintos), em que
o sistema em malha fechada é analisado, sendo esta avaliação uma contribuição deste trabalho.
No decorrer do desenvolvimento desta tese, sentiu-se a necessidade de desenvolver um
algoritmo que resolvesse o problema de posicionamento de elementos ativos, mas que também
solucionasse o problema da quantidade ideal desses. Assim, além dos métodos de posiciona-
mento para uma quantidade fixa de elementos ativos, nesta tese, um método de posicionamento
e de quantidade máxima desejada de elementos ativos foi desenvolvido. Este algoritmo foi im-
plementado tendo como base um Algoritmo Genético. A partir de uma quantidade máxima de
atuadores e de sensores, o controle de indivíduos válidos é realizado durante o processo de mu-
tação dos cromossomos. O método é executado até que as condições de parada sejam satisfeitas.
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Em seguida, uma análise de soluções intermediárias é realizada e, assim, é possível determinar
a quantidade de elementos ativos que atenue de forma satisfatória a vibração do sistema.
Todos os algoritmos de posicionamento de elementos ativos são testados e comparados
em um sistema mecânico de 12 graus de liberdade. Neste caso, o algoritmo puramente combi-
natorial foi utilizado, e assim, as soluções exatas dos problemas de otimização propostos são
conhecidas. Dessa forma, os resultados obtidos, a partir das técnicas heurísticas implementadas,
puderam ser avaliados e comparados com relação a solução ótima, tempo computacional e nú-
mero de avaliações da função objetivo. O método de posicionamento e de quantidade máxima
de elementos ativos é aplicado, também, em um sistema massa, mola e amortecedor de 18 graus
de liberdade.
1.4 Estrutura do trabalho
Este trabalho está estruturado da seguinte forma:
• O Capítulo 1 apresenta a introdução, os objetivos, as contribuições deste trabalho e
sua estrutura.
• O Capítulo 2 apresenta a definição do problema investigado, aborda os conceitos
sobre normaH∞ e controleH∞ e introduz o problema de otimização de posiciona-
mento dos atuadores e dos sensores.
• No Capítulo 3, os métodos heurísticos utilizados como base nesse trabalho são apre-
sentados.
• O Capítulo 4, os métodos computacionais desenvolvidos durante esta pesquisa, a
partir dos métodos heurísticos previamente tratados, são apresentados e discutidos.
• No Capítulo 5, os exemplos utilizados são descritos e os resultados obtidos são
apresentados.
• O Capítulo 6 traz algumas considerações finais e conclusões do trabalho.
• Na sequência, a lista de referências é apresentada.
• No Apêndice A, o sistema mecânico, usado como exemplo, e suas matrizes de
massa, de amortecimento e de rigidez são apresentados.
• O Apêndice B apresenta como a síntese de controladores H∞ é realizada pela fun-
ção hinfsyn do MATLAB via equações algébricas de Riccati.
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2 DEFINIÇÃO DO PROBLEMA
2.1 Problema de posicionamento de atuadores e de sensores
Como citado anteriormente, o objetivo desse trabalho é obter as posições ótimas, discre-
tas, de atuadores e de sensores em sistemas com vários graus de liberdade, utilizando técnicas
heurísticas discretas de otimização. Neste caso, o problema de otimização pode ser escrito da
seguinte forma
min
pa,ps
f(pa,ps); (2.1)
onde pa denota o posicionamento dos atuadores e ps denota o posicionamento dos sensores e
f(pa,ps) é a função a ser minimizada.
Se o problema colocado for considerado, isto é, atuadores e sensores posicionados nos
mesmos locais, o problema de otimização pode ser simplificado para a seguinte forma
min
p
f(p); (2.2)
onde p denota o posicionamento para os pares dos elementos ativos e f(p) é a função a ser
minimizada.
Em alguns problemas, o número de localizações possíveis para alocar os atuadores e os
sensores pode ser grande, e uma técnica em que todas as possibilidades sejam testadas pode
ser difícil de ser utilizada. O número de avaliações realizadas em um algoritmo puramente
combinatorial pode ser calculado utilizando a equação de combinações sem repetição. No caso
do problema mais geral, não colocado (atuadores e sensores em posições distintas) ou mesmo
colocado ou ainda misto, apresentado na Equação (2.1), o número de combinações é calculado
como a seguir
C
na,s
dpa,s
=
na !
dpa !(na − dpa) !
×
ns !
dps !(ns − dps) !
;
onde na é o número total de posições possíveis para alocar atuadores, ns é o número total de
posições possíveis para posicionar sensores, dpa e dps são os números desejados de atuadores e
de sensores, respectivamente. No caso de problemas colocados, apresentado na Equação (2.2),
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o número de combinações é calculado como
Cndp =
n !
dp !(n− dp) !
;
onde n é o total de posições possíveis para pares de sensores e atuadores e dp é o número
desejado desses.
O problema de posicionamento de atuadores e de sensores apresentado neste trabalho
envolve a obtenção das posições dos elementos ativos, e, ao mesmo tempo, o projeto do con-
trolador. Os controladores são projetados a partir da teoria de controleH∞, e a função objetivo
utilizada no problema de posicionamento é a norma H∞ do sistema em malha fechada. Na
próxima seção os principais conceitos sobre norma H∞ e controle H∞ são brevemente apre-
sentadas.
2.2 NormaH∞ e controle H∞ para sistemas LTI
Nos estudos que envolvem sistemas lineares e invariantes no tempo (sistemas LTI), o
controle H∞ tem o objetivo de reduzir os efeitos causados a partir de distúrbios externos e ao
mesmo tempo manter o desempenho do sistema. Além disso, esta técnica de controle minimiza
a normaH∞ do sistema, buscando a redução da maior amplitude do diagrama de Bode, no caso
dos sistemas de uma entrada e uma saída (SISO), ou, no caso dos sistemas de múltiplas entradas
e múltiplas saídas (MIMO), reduzindo o maior valor singular.
A Figura 2.1 representa o diagrama de blocos do controle H∞. Neste caso, w(t) repre-
senta o vetor dos distúrbios externos, z(t) representa o vetor de desempenho do sistema, u(t)
representa o vetor de entrada de controle (sinal dos atuadores) e y(t) representa o vetor de saídas
(sinal dos sensores), que é usado para a realimentação dinâmica de saída.
Associado à Figura 2.1, tem-se o seguinte modelo de estado para a planta do sistema
x˙(t) = Ax(t) +B1w(t) +B2u(t); (2.3)
z(t) = C1x(t) +D12u(t); (2.4)
y(t) = C2x(t) +D21w(t); (2.5)
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em que todas as matrizes têm dimensões compatíveis e a matriz A é a matriz dinâmica do
sistema.
planta
controlador
w(t) z(t)
u(t) y(t)
Figura 2.1 - Esquema de realimentação de saída
Outra possibilidade de expressar a relação entre entrada e saída de sistemas é a partir de
funções de transferência. O sistema apresentado pelas Equações (2.3), (2.4) e (2.5) admite uma
função de transferência (caso SISO), ou uma matriz de transferência (caso MIMO), no domínio
de Laplace (s), entre a entrada de distúrbio e a saída de desempenho que é definida da seguinte
forma (ZHOU; DOYLE, 1996)
Tzw(s) = C1(sI −A)
−1B1;
em que I é a matriz identidade.
A norma H∞ da função de transferência Tzw(s), no caso de sistemas SISO estáveis, é
definida como
||Tzw(s)||∞ = sup
w
|Tzw(jw)|; (2.6)
na qual sup representa o valor supremo da função de transferência Tzw(s), isto é, corresponde
ao maior valor de amplitude da resposta em frequência (diagrama de Bode).
A norma H∞ da matriz de transferência Tzw(s), no caso de sistemas MIMO estáveis, é
definida da seguinte forma
||Tzw(s)||∞ = sup
w
σmax(Tzw(jw)); (2.7)
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sendo σ(·) o maior valor singular de uma matriz. Neste caso, a normaH∞ representa o máximo
valor singular do sistema.
Como mostrado na Figura 2.2, quando o controladorK(s) é conectado à planta P (s) tem-
se o sistema em malha fechada Tzw(s), que representa a função ou matriz de transferência da
saída de desempenho Z(s) com relação à entrada de distúrbio W(s). Neste caso, W(s), Z(s),
U(s) e Y (s) representam as transformadas de Laplace de w(t), z(t), u(t) e y(t), respectiva-
mente.
P (s)
K(s)
W(s) Z(s)
U(s) Y (s)
Figura 2.2 - Sistema em malha fechada
O sistema representado pela Equação (2.3), Equação (2.4) e Equação (2.5) pode ser escrito
como
Z(s) = Pzw(s)W(s) + Pzu(s)U(s); (2.8)
Y (s) = Pyw(s)W(s) + Pyu(s)U(s); (2.9)
U(s) = K(s)Y (s); (2.10)
Considerando sistemas MIMO, Pzw(s) é a matriz de transferência entre a saída Z(s) e a
entrada W(s), Pzu(s) é a matriz de transferência entre a saída Z(s) e a entrada U(s), Pyw(s) é a
matriz de transferência entre a saída Y (s) e a entrada W(s) e Pyu(s) é a matriz de transferência
entre a saída Y (s) e a entrada U(s).
Substituindo a Equação (2.10) na Equação (2.9) e isolando Y (s) tem-se
Y (s) = (I − Pyu(s)K(s))
−1Pyw(s)W(s). (2.11)
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E, substituindo a Equação (2.10) na Equação (2.8) obtém-se
Z(s) = Pzw(s)W(s) + Pzu(s)K(s)Y (s). (2.12)
Assim, substituindo a Equação (2.11) na Equação (2.12) tem-se a relação entre W(s) e Z(s) do
sistema em malha fechada
Z(s) = [Pzw(s) + Pzu(s)K(s)(I − Pyu(s)K(s))
−1Pyw(s)]W(s);
Z(s) = Tzw(s)W(s);
em que
Tzw(s) = Pzw(s) + Pzu(s)K(s)(I − Pyu(s)(K)(s))
−1Pyw(s).
A função Tzw(s) é chamada de transformação linear fracional inferior, que corresponde à matriz
de transferência entre a entrada de distúrbio W(s) e a saída de desempenho Z(s).
Usando os conceitos de normaH∞, apresentados em (2.6) e (2.7), no problemaH∞ ótimo
procura-se determinar o controlador K(s) no qual
min
K(s)
||Tzw(s)||∞. (2.13)
Esta formulação do problema de controleH∞ é baseada na minimização de ||Tzw(s)||∞, com o
objetivo de obter um controlador ótimo que minimize a magnitude do maior valor da resposta
em frequência do sistema em malha fechada. O controlador K(s) é representado a partir de
um modelo dinâmico linear, que tem y(t) como entrada e u(t) como saída (Figura 2.1). A
representação em espaço de estados do controlador é dada por
x˙c(t) = Acxc(t) +Bcy(t);
u(t) = Ccx(t) +Dcy(t).
O problema de minimização, para a obtenção do controladorH∞, apresentado em (2.13),
é usualmente resolvido utilizando-se equações algébricas de Riccati (GAWRONSKI, 2004), ou
a partir do enfoque das desigualdades matriciais lineares (LMI) (BOYD et al., 1994).
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2.3 Problema de otimização
A partir do problema de otimização definido na Equação (2.1) e da definição de norma
H∞ apresentada na Seção 2.2, o problema de otimização que é estudado neste trabalho é escrito
como
min
pa,ps
||Tzw(s)||∞. (2.14)
A utilização de normas, como funções objetivo, permite que o problema de alocação de
atuadores e de sensores seja resolvido sem que o conhecimento prévio sobre as características
dos modos de vibrações do sistema seja necessário.
Os processos de otimização estudados e desenvolvidos neste trabalho têm como objetivo
obter a solução para o problema discreto de posicionamento e da determinação da quantidade
de atuadores e de sensores em problemas de controle ativo. O objetivo é desenvolver técnicas
de otimização discretas eficientes para, consequentemente, reduzir o número de combinações
testadas, isto é, diminuir o número de avaliações da função objetivo, e ao mesmo tempo reduzir
o tempo computacional de processamento.
O objetivo deste trabalho é analisar o comportamento do sistema em malha fechada, isto é,
analisar a relação entre sinais de entrada (distúrbios externos) e sinais de saída de desempenho,
após o controladorH∞ ser conectado à planta através de uma realimentação de saída. Três téc-
nicas heurísticas de otimização foram estudadas para o desenvolvimento dessa tese. A primeira
foi uma técnica baseada em uma heurística de cortes. Em seguida, os estudos sobre Algoritmos
Genéticos foram realizados. Por fim, o algoritmo de Recozimento Simulado foi investigado.
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3 MÉTODOS HEURÍSTICOS
3.1 Técnicas combinatoriais de otimização
Técnicas combinatoriais de otimização podem ser utilizadas quando se deseja encon-
trar soluções ótimas de problemas de otimização em que as variáveis de decisão são discretas
(AARTS; LENSTRA, 1997). A técnica combinatorial mais simples para resolver um problema
discreto de otimização é a que avalia todas as configurações possíveis de solução, e, em seguida,
a combinação que apresenta a melhor resposta para a função a ser minimizada (ou maximizada)
é escolhida. No entanto, esta técnica de enumeração completa pode ser inadequada, principal-
mente em problemas em que um grande número de combinações deve ser avaliado para que a
solução ótima seja obtida.
Muitos problemas combinatoriais são considerados complexos, isto é, difíceis de serem
resolvidos em um tempo computacional hábil. Consequentemente, muitos estudos sobre algo-
ritmos, que podem encontrar soluções próximas da ótima (subótimas), em um tempo computa-
cional razoável, têm sido realizados.
Os métodos de busca local, por exemplo os algoritmos gulosos (greedy algorithms) e os
algoritmos de subida da montanha (hill climbing), podem ser úteis para resolver alguns tipos de
problema de otimização combinatorial, entretanto, nos casos de problemas não convexos, estes
podem convergir para mínimos locais. Dessa forma, alguns métodos heurísticos baseados em
busca local ou em busca em vizinhanças têm sido desenvolvidos para garantir que a solução
fuja de mínimos locais caminhando para mínimos globais.
As técnicas heurísticas podem ser uma alternativa para resolver problemas de otimiza-
ção combinatoriais complexos. De acordo com (RAYWARD-SMITH et al., 1996), uma técnica
heurística é um método que busca boas soluções com um custo computacional razoável. No
entanto, não é garantido que a solução obtida seja a solução ótima do problema. Para resol-
ver o problema de posicionamento de elementos ativos, os métodos heurísticos mais utilizados
são os Algoritmos Genéticos (HAUPT; HAUPT, 2004) e o método de Recozimento Simulado
(LAARHOVEN; AARTS, 1987).
O propósito deste capítulo é apresentar os aspectos principais sobre os métodos heurísti-
cos de otimização que serviram como base para o desenvolvimento dos algoritmos propostos
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neste trabalho. Primeiramente, o método baseado em cortes geométricos é apresentado. Em se-
guida, a teoria sobre Algoritmos Genéticos é introduzida. Por fim, o método de Recozimento
Simulado é tratado.
3.2 Método dos Cortes
O Método dos Cortes é baseado em uma heurística de cortes geométricos com o obje-
tivo de dividir o problema original em problemas menores. A técnica é desenvolvida em dois
passos. Primeiramente, o problema completo (total de possibilidades) é dividido (cortado) em
problemas menores. Após o procedimento de divisão, cada novo pedaço é considerado como
um novo problema menor de otimização.
3.2.1 Corte geométrico
A primeira etapa dessa técnica de otimização consiste em dividir o problema de otimiza-
ção completo em problemas combinatoriais menores. O método é baseado em dividir as posi-
ções possíveis em grupos. Em cada um desses grupos, todas as posições possíveis são avaliadas
para alocar um atuador e um sensor. Essa divisão de grupos pode ser feita de diversas maneiras.
A divisão do problema completo em problemas de menores dimensões é feita aqui levando-se
em consideração o número de atuadores e de sensores desejados.
3.2.2 Otimização combinatorial
Após o processo de divisão do problema, otimizações combinatoriais são feitas em cada
novo pedaço. Em cada novo problema todas as possíveis posições são avaliadas com o objetivo
de minimizar a normaH∞ do sistema. Essas otimizações combinatoriais são resolvidas a partir
das informações dos atuadores e dos sensores de cada pedaço separadamente, ou seja, se o pro-
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blema é dividido em S pedaços, a técnica irá resolver S otimizações combinatoriais diferentes.
Assim, a partir do problema de otimização definido na Equação (2.14) tem-se
min
paj ,psj
||Tzw(s)||∞; (3.1)
onde paj e psj são as posições dos atuadores e dos sensores no pedaço j, com j = 1,..,S.
O objetivo é minimizar a norma H∞ do sistema, analisando todas as possibilidades de cada
pedaço.
Após os processos de otimização combinatoriais serem aplicados em cada pedaço, os
atuadores e os sensores são considerados simultaneamente e a norma H∞ global do sistema é
calculada.
Uma crítica que pode ser atribuída ao Método dos Cortes é que no momento em que a
alocação de um atuador e de um sensor é realizada em um determinado pedaço, os outros cor-
tes são desconsiderados, isto é, um pedaço é analisado separadamente, sem que os efeitos dos
elementos ativos dos outros pedaços sejam considerados. Por exemplo, no momento em que é
resolvido o problema combinatorial referente ao segundo pedaço, o posicionamento dos ele-
mentos ativos do primeiro pedaço não é considerado, ou seja, é como se no sistema houvesse
somente o atuador e o sensor do segundo pedaço. O mesmo acontece nas otimizações combina-
toriais dos pedaços seguintes. Nesse contexto, não se possui garantia de que a solução obtida de
um pedaço possa competir ou mesmo afetar negativamente a solução obtida em outro pedaço,
levando a soluções inconsistentes. Assim, apenas com a avaliação final de todos os elementos
alocados é que se verifica o resultado.
3.3 Algoritmo Genético
De acordo com (RAYWARD-SMITH et al., 1996), o Algoritmo Genético é a técnica
heurística mais conhecida dentre os heurísticos modernos. O Algoritmo Genético é uma técnica
de otimização baseada nos princípios da genética e da seleção natural (Algoritmo 3.1). A técnica
foi desenvolvida por (HOLLAND, 1975). De acordo com (HAUPT; HAUPT, 2004), o algoritmo
genético possui algumas vantagens, entre elas: otimiza problemas com variáveis contínuas e
com variáveis discretas, não requer informações sobre os gradientes da função objetivo e das
restrições, e funciona para problemas que possuem um grande número de variáveis.
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Algoritmo 3.1 Algoritmo Genético
1. Geração de uma população inicial.
2. Avaliação dos indivíduos. Cálculo da função objetivo.
3. Seleção dos indivíduos mais aptos.
4. Geração de uma nova população a partir dos indivíduos selecionados (cruzamento e muta-
ção).
5. Critério de parada.
6. Se convergiu, terminar. Senão voltar para o passo 2.
Na Figura 3.1, pode-se observar os passos executados pelos Algoritmos Genéticos. Pri-
meiramente, é necessário definir as variáveis de otimização, a função objetivo e as restrições
do problema. Em seguida, uma população inicial de soluções candidatas é criada. A partir da
função objetivo (também denominada de função custo), analisam-se as soluções para que in-
divíduos mais adaptados ao ambiente, portanto aptos, sejam selecionados para a formação de
pares. A partir de valores predefinidos, de tamanho da população e probabilidades, os cruza-
mentos e as mutações são realizadas. Além disso, é importante haver um critério de parada para
que as soluções obtidas sejam avaliadas a cada iteração.
3.3.1 Cromossomos
Antes de iniciar as iterações do Algoritmo Genético, é necessário definir uma representa-
ção para as variáveis do problema de otimização. No caso dos Algoritmos Genéticos, as variá-
veis de otimização são tratadas como cromossomos.
Com o objetivo de obter o resultado ótimo, é importante definir cromossomos condizentes
com o problema proposto. Um exemplo de cromossomo está representado na Figura 3.2. Neste
caso, os genes são codificados como combinações dos números 0 e 1, isto é, tem-se um cro-
mossomo denominado binário. Cada gene representa uma variável do problema de otimização,
logo, o total de bits de um cromossomo é calculado a partir da multiplicação do número de va-
riáveis pelo tamanho dos genes. No caso da Figura 3.2, cada gene tem tamanho 3, ou seja, cada
gene é formado por 3 bits, e o número de variáveis é Nvar, isto é, tem-se Nvar genes. Assim, o
total de bits deste cromossomo é dado por Nbits = 3×Nvar.
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Definição de parâmetros iniciais
População inicial
Decodificação dos cromossomos
Cálculo da função objetivo
associada a cada cromossomo
Seleção de pares
Cruzamento
Mutação
Critério de parada
Fim
Figura 3.1 - Esquema das principais etapas de um Algoritmo Genético
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0 0 1 1 1 0 1 1 0. . .
gene 1 gene 2 gene Nvar
Figura 3.2 - Ilustração do cromossomo binário
3.3.2 População inicial
Após a definição dos cromossomos, a população inicial a ser avaliada deve ser escolhida.
Nos Algoritmos Genéticos, um indivíduo da população é representado por um único cromos-
somo. A população inicial é definida com uma quantidade Npop de cromossomos. Se a po-
pulação inicial tem Npop cromossomos e cada cromossomo tem Nbits, tem-se uma matriz de
população inicial de dimensão Npop ×Nbits.
Para a obtenção da população inicial, o método frequentemente utilizado é o da iniciali-
zação aleatória dos indivíduos. A inicialização da população também pode ser feita a partir de
alguns conhecimentos previamente estabelecidos com relação às características da população
desejada. Em problemas com restrições, deve-se dar atenção a indivíduos iniciais inválidos (in-
factíveis), isto é, deve-se identificar os indivíduos que não apresentam uma solução condizente
às restrições do problema proposto. Em seguida, esses devem ser descartados ou substituídos
para que o processo de otimização prossiga adequadamente.
3.3.3 Seleção natural de indivíduos
Após a definição da população inicial, para todos os cromossomos dessa população, a
função objetivo do problema é avaliada. Dessa forma, indivíduos mais aptos são encaminhados
para a etapa das operações genéticas.
Um dos processos de seleção natural conhecido nos Algoritmos Genéticos é o método
da roleta (roulette wheel). Neste método, o indivíduo é selecionado com base em sua aptidão
(fitness). Atribui-se a cada indivíduo da população uma probabilidade de passar para a próxima
geração. Esta probabilidade é calculada a partir da razão entre o valor da função objetivo do
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indivíduo e a somatória dos valores da função objetivo de todos os indivíduos da população. A
probabilidade de um indivíduo ser selecionado aumenta proporcionalmente, à medida que sua
aptidão em relação aos demais candidatos também aumenta. Assim, quanto maior a aptidão de
um indivíduo, maior a probabilidade deste passar para a próxima geração.
Outra opção de seleção natural é manter sempre os melhores indivíduos da geração atual
na geração seguinte, isto é, manter indivíduos que apresentam melhores resultados com relação
à função objetivo na próxima geração. Esta seleção é denominada de elitista.
Após fazer a seleção dos indivíduos mais aptos, pares (pais e mães) podem ser formados
aleatoriamente, para que, assim, os operadores genéticos sejam aplicados. Os operadores gené-
ticos utilizados pelos Algoritmos Genéticos são o cruzamento e a mutação. Nas duas próximas
seções, esses operadores genéticos são apresentados.
3.3.4 Cruzamento
O objetivo do cruzamento é criar novos indivíduos através da combinação de dois indiví-
duos. De acordo com (HAUPT; HAUPT, 2004), o cruzamento mais comum é o que envolve um
pai e uma mãe que produzem dois filhos.
O operador de cruzamento mais empregado é o cruzamento de um ponto. Para a aplicação
deste operador, dois indivíduos (pais) são selecionados e, a partir de seus cromossomos, dois
novos indivíduos (filhos) são gerados. Para que os filhos sejam gerados, seleciona-se um mesmo
ponto de corte nos cromossomos dos pais. Os segmentos de cromossomo, criados a partir do
ponto de corte, são trocados. Por exemplo, a partir de dois indivíduos selecionados como pais,
supõe-se que o ponto de corte escolhido fica exatamente no meio dos cromossomos dos pais,
como mostrado na Figura 3.3. Dessa forma, a primeira metade do cromossomo do pai é unida à
segunda metade do cromossomo da mãe, e a segunda metade do cromossomo do pai é unida à
primeira metade do cromossomo da mãe, formando assim dois novos indivíduos. Um segundo
cruzamento aplicado é o cruzamento de dois pontos (Figura 3.4). Neste caso, dois pontos de
corte são escolhidos e o material genético é trocado entre os pais. Um outro cruzamento uti-
lizado é o cruzamento uniforme (Figura 3.5). Neste caso, existem trocas de bits ao invés de
trocas de segmentos de bits. Os bits são transferidos aleatoriamente do pai ou da mãe para os
descendentes.
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pai
mãe
filho 1
filho 21
11111
00
0000
1
1
11 00
00
0000
Figura 3.3 - Cruzamento de um ponto
pai
mãe
filho 1
filho 21
11111
0
00000
1111 00
00
0000
Figura 3.4 - Cruzamento de dois pontos
pai
mãe
filho 1
filho 21
11111
0
00000
1111 00
00
0000
Figura 3.5 - Cruzamento uniforme
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3.3.5 Mutação
A mutação faz com que o algoritmo estenda o universo de busca das soluções. Dessa
forma, é possível evitar que a solução tenda a mínimos locais. A mutação mais utilizada é a
mutação de um ponto escolhido randomicamente.
A mutação modifica aleatoriamente uma porcentagem de bits de um cromossomo. A pro-
babilidade de ocorrência de mutação de um bit é denominada taxa de mutação. Usualmente, são
atribuídos valores pequenos para a taxa de mutação. A ideia intuitiva por trás do operador de
mutação é criar uma variabilidade extra na população, mas sem prejudicar o progresso já obtido
com a busca. Considerando-se a codificação binária, o operador de mutação padrão altera o
valor de um bit do cromossomo, como mostrado na Figura 3.6. No cromossomo 1 nota-se que
o quinto bit que era 1 foi alterado para 0. No cromossomo 2 percebe-se que o segundo bit que
era 0 foi modificado para 1.
cromossomo 1 cromossomo 2
1111
111
111
1111
00
000
000
00
Figura 3.6 - Mutação pontual
3.3.6 Critérios de parada
Assim como em outros algoritmos, para os Algoritmos Genéticos é necessário determinar
critérios de parada ou critérios de convergência. Um dos critérios usuais é a fixação de um
número máximo de gerações ou um limite de tempo de processamento. Outro critério pode
estar relacionado ao número de repetições da melhor solução obtida.
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3.4 Método de Recozimento Simulado
O método de Recozimento Simulado é um algoritmo de busca proposto por (METROPO-
LIS et al., 1953). Este algoritmo foi desenvolvido a partir da teoria sobre recozimento de metais,
que tem por finalidade eliminar a dureza de uma peça temperada ou normalizar materiais com
tensões internas que podem ser resultantes de forjamento, por exemplo. Neste tratamento tér-
mico, o material sofre um aquecimento controlado. Esta temperatura é mantida por um certo
tempo e, em seguida, o material sofre um resfriamento lento com o objetivo de obter uma es-
trutura cristalina organizada.
Portanto, como no processo de recozimento de metais, um parâmetro inicial alto, deno-
minado temperatura, é fornecido para a técnica de otimização. O algoritmo parte de um ponto
inicial gerado randomicamente. A partir desse ponto um novo ponto vizinho é obtido. Se a fun-
ção objetivo neste ponto for menor que no ponto anterior (em um problema de minimização),
este passa a ser o ponto de referência. Se a função objetivo nesse ponto não for menor que no
ponto anterior, o ponto não é automaticamente descartado. A partir de uma função de probabi-
lidade, baseada na temperatura (esta probabilidade é proporcional à temperatura), ele pode ser
aceito ou não (Algoritmo 3.2). Dessa forma, a solução pode escapar de mínimos locais, tentando
alcançar o mínimo global, acessando pontos da vizinhança.
Algoritmo 3.2 Recozimento Simulado
1. Definição de parâmetros iniciais.
2. Gerar randomicamente um ponto inicial x. Calcular a função objetivo f(x).
3. Se o número de análises da vizinhança foi excedido, ir para o passo 4. Caso contrário, ir para
o passo 5.
4. Reduzir o valor da temperatura T (resfriamento). Se o número máximo de iterações foi ob-
tido, terminar. Senão, ir para o passo 5.
5. Obter um ponto vizinho randomicamente, xnovo, do ponto anterior. Calcular a função objetivo
f(xnovo). Calcular ∆ = f(xnovo)− f(x).
6 Se ∆ < 0, x recebe xnovo, consequentemente, f(x) recebe f(xnovo), e voltar para o passo 3.
Caso contrário, ir para o passo 7.
7. Calcular a probabilidade p(∆,T ) e obter um número randômico r entre [0,1]. Se r < p(∆,T ),
x recebe xnovo, consequentemente, f(x) recebe f(xnovo), e voltar para o passo 3. Caso contrário,
ir para o passo 8.
8. Se r > p(∆,T ), o ponto anterior x, bem como f(x), se mantém para a próxima iteração.
Voltar para o passo 3.
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3.4.1 Parâmetros iniciais
Como se observa no Algoritmo 3.2, é necessário definir alguns parâmetros para que o
método de Recozimento Simulado inicie a execução do algoritmo. Estes parâmetros são:
• Temperatura inicial;
• Número máximo de análises na vizinhança;
• Número máximo de iterações;
• Constante de resfriamento.
Quanto maior for o número de análises na vizinhança e o número de iterações, maior é o
esforço computacional do algoritmo. Visto que, cada problema tem as suas características, não
existem regras para a definição desses parâmetros. Assim, é necessário fazer alguns testes para
que estes sejam definidos, pois, os parâmetros mais adequados para um determinado problema
podem ser estabelecidos somente por experimentação.
Após a definição dos parâmetros iniciais, um ponto inicial deve ser calculado. Para a
obtenção deste ponto, o método comumente utilizado é o da inicialização aleatória a partir de
uma lista definida. Em seguida, a função objetivo neste ponto é calculada.
3.4.2 Busca na vizinhança
Dado um ponto, o próximo ponto é obtido a partir de uma busca na vizinhança. Essa
função de busca é essencial para o bom desempenho e sucesso do algoritmo. De acordo com
(AARTS; LENSTRA, 1997), não há regras para definir a estrutura da vizinhança em um pro-
blema. Uma estrutura da vizinhança é uma maneira de calcular uma solução próxima à solução
anterior. A vizinhança de um ponto corresponde ao conjunto de todos os pontos que lhes são
vizinhos.
Na literatura, é possível encontrar muitos exemplos de funções de vizinhança e, para um
mesmo problema, várias estruturas de vizinhança podem ser adotadas. É importante salientar
que a análise de muitos pontos vizinhos pode comprometer o tempo de processamento do algo-
ritmo.
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Havendo o ponto atual, obtido a partir da busca da vizinhança, o ponto anterior, e os
respectivos valores da função objetivo, é necessário analisar o critério de aceitação do ponto
para a próxima iteração. Este critério é apresentado a seguir.
3.4.3 Critério de aceitação
O que diferencia o método de Recozimento Simulado de um método de busca tradicional
é a utilização de uma função de probabilidade, que possibilita o aumento da função objetivo,
visando a obtenção do ótimo global do problema, procurando evitar mínimos locais.
Como pode ser observado no Algoritmo 3.2, no passo 4, a partir de um ponto xnovo, a
função objetivo é calculada. Em seguida, calcula-se
∆ = f(xnovo)− f(x). (3.2)
Se essa diferença for menor que zero (∆ < 0), isto é, a solução atual é melhor que a solução
anterior, o ponto xnovo passa a ser referência para a próxima busca na vizinhança. Caso a dife-
rença ∆ seja maior que zero, isto é, a solução atual é pior que a solução anterior, é necessário
calcular uma probabilidade p(∆,T ) para analisar se essa será descartada ou não.
A probabilidade de selecionar o novo ponto como o ponto recorrente é dada por
p(∆,Tnt) = exp(−∆/Tnt); (3.3)
em que Tnt é a temperatura da iteração atual.
O valor da probabilidade p(∆,T ) é comparado com um valor gerado randomicamente r
que varia entre [0,1]. O critério de (METROPOLIS et al., 1953) diz que o ponto atual é aceito
se satisfizer a seguinte desigualdade
r < p(∆,T ).
Caso contrário, este é rejeitado e a configuração anterior é utilizada como o ponto de partida
para o próximo passo.
A partir da Equação (3.3), nota-se que, quando ∆ (Equação 3.2) é pequeno, a probabili-
dade p(∆,T ) é próxima de um. No caso da temperatura, quando esta é alta, a probabilidade é
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alta e, assim, mais pontos que apresentam uma piora da função objetivo podem ser aceitos. No
caso em que a temperatura é baixa, quase próxima de zero, a probabilidade é pequena. Dessa
forma, movimentos que aumentam a função objetivo são rejeitados.
Como a temperatura é alta nas primeiras iterações do algoritmo, a probabilidade de que
pontos que ocasionam uma piora da função objetivo sejam aceitos é grande. Conforme as itera-
ções vão ocorrendo, a temperatura diminui (a partir de um resfriamento predefinido). Ao final
das iterações, com a temperatura baixa, somente pontos que melhoram a solução atual são acei-
tos. Na próxima seção, a redução da temperatura (resfriamento) é tratada.
Devido a utilização do critério probabilístico de aceitação, a solução ótima pode ser ob-
tida e descartada ao longo da execução do algoritmo. Assim, com o objetivo de não perder
informações importantes, o ideal é sempre armazenar o melhor ponto já visitado.
3.4.4 Resfriamento
Qualquer função que decresça pode ser usada como função de resfriamento. No geral, a
redução linear de temperatura é utilizada, isto é,
Tnt+1 = αTnt ; (3.4)
em que nt é a iteração atual, Tnt é a temperatura da iteração atual, e α é a constante de resfri-
amento. α deve estar entre [0,1]. Para que o resfriamento seja lento (analogia ao recozimento
de metais), o ideal é que o valor de α seja próximo de 1. Dessa forma, o algoritmo consegue
explorar melhor o espaço de soluções.
3.4.5 Critérios de parada
Para este método, um dos critérios de parada comumente utilizado é a fixação de um nú-
mero máximo de iterações do algoritmo. Outro critério pode estar relacionado à fixação de uma
temperatura final. Além disso, pode-se relacionar o critério de parada ao número de repetições
da melhor solução obtida durante a execução do algoritmo.
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O algoritmo é apresentado na Figura 3.7. Neste caso, T é a temperatura atual, nt é o
número da iteração, ntmax é o número máximo de iterações, nv é o número de análises da
vizinhança e nvmax é o número máximo de análises na vizinhança. x é o ponto atual da iteração
e f é o valor da energia, isto é, o valor da função objetivo no ponto x. xnovo é um ponto vizinho
de x, escolhido aleatoriamente, e f(xnovo) é o valor da função objetivo no ponto xnovo. ∆ é a
diferença entre o valor da função objetivo f(xnovo) e o valor da função objetivo f(x) (Equação
(3.2)). Por fim, p(∆,T ) é o valor da probabilidade definida na Equação (3.3) e r é o valor do
número randômico entre [0,1].
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definição dos
parâmetros iniciais
nv > nvmax?
sim
sim
sim
sim
não
não
não
não
reduzir valor de T
nv = 0
nt = nt + 1
nt > ntmax ?nv = nv + 1
calcular xnovo
calcular f(xnovo)
calcular ∆
∆ < 0 ?
calcular p(∆,T )
calcular r
r < p(∆,T )
x← xnovo
f(x)← f(xnovo)
Fim
Figura 3.7 - Principais etapas do algoritmo de Recozimento Simulado
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4 IMPLEMENTAÇÃO PARA O PROBLEMA DE POSICIONAMENTO DE
ATUADORES E DE SENSORES
4.1 Métodos de posicionamento dos elementos ativos
O objetivo deste capítulo é apresentar os métodos computacionais desenvolvidos, a partir
dos métodos heurísticos de otimização apresentados no Capítulo 3, para solucionar o problema
de posicionamento de elementos ativos e, também, para resolver o problema de alocação e
da determinação da quantidade necessária de atuadores e de sensores que atenue, de forma
satisfatória, a vibração do sistema.
Nesta seção, os métodos implementados para resolver o problema de posicionamento são
apresentados. Nestes casos, a partir de uma quantidade fixa de elementos ativos, o interesse é
obter o posicionamento desses analisando a malha fechada do sistema, isto é, os algoritmos de
otimização, aqui apresentados, envolvem, simultaneamente os posicionamentos de atuadores e
de sensores e o projeto do controlador. Além disso, todas as técnicas, aqui apresentadas, foram
desenvolvidas a partir de formulações discretas. O primeiro método apresentado é baseado na
heurística de cortes geométricos. Em seguida, quatro técnicas baseadas nos Algoritmos Genéti-
cos são apresentadas. Por fim, o último método apresentado foi desenvolvido a partir da teoria
sobre o método de Recozimento Simulado.
4.1.1 Método dos Cortes
O Método dos Cortes tem o objetivo de obter uma solução para o problema de posiciona-
mento dos elementos ativos e, ao mesmo tempo, diminuir o número de iterações que precisam
ser realizadas para que uma solução seja obtida. A técnica é desenvolvida como mostrado no
Algoritmo 4.1. Uma aplicação desse método pode ser vista em (SOUBHIA et al., 2015).
A partir da quantidade de elementos ativos que se deseja alocar, o objetivo é dividir o
problema completo em problemas menores de tamanhos semelhantes. Isto é, em cada problema
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menor (pedaço), o número de combinações possíveis de posições para os elementos ativos é
menor, comparado ao problema combinatorial completo.
Algoritmo 4.1 Método dos Cortes
1. Divisão (corte) do problema completo em problemas combinatoriais menores.
2. Utilizar a técnica de otimização combinatorial completa, para alocar, em cada pedaço, um
atuador e um sensor.
3. Listar todas as combinações possíveis de alocação para atuador e para sensor do pedaço em
análise.
4 A partir da lista definida no passo 3, escolher uma combinação ainda não testada.
5. Projetar o controladorH∞ e avaliar a normaH∞ para a configuração definida no passo 4.
6. Se todas as combinações de posicionamento já foram analisadas, ir para o passo 7. Senão,
voltar ao passo 4.
7. Se todas as otimizações combinatoriais, em todos os pedaços, foram realizadas, ir para o
passo 8. Senão, ir para o passo 3.
8. Fixar os elementos ativos nas posições obtidas a partir das otimizações combinatoriais de
cada pedaço.
9. Por fim, a normaH∞ do sistema global é obtida.
Por exemplo, no caso em que se deseja alocar dois atuadores e dois sensores, o problema
completo é dividido em dois problemas combinatoriais nos quais um atuador e um sensor são
posicionados. Neste trabalho, essa técnica não permite a alocação de números distintos de atu-
adores e de sensores em um mesmo pedaço.
Em cada novo pedaço definido, utilizando a técnica combinatorial completa, isto é, utili-
zando a técnica em que todas as combinações são testadas, a cada iteração, um atuador e um
sensor são alocados e o comportamento do sistema em malha fechada é analisado (Equação
(3.1)). Para cada combinação possível de atuador e de sensor, um controlador H∞ é projetado
e a normaH∞ do sistema em malha fechada é calculada e analisada. Ao final, a combinação de
elementos ativos, que apresenta a maior diminuição da normaH∞ do sistema, naquele pedaço,
é selecionada.
Por fim, após todas as otimizações combinatoriais serem realizadas, os elementos ativos
são alocados em cada pedaço, nas posições obtidas, e a norma H∞ do sistema completo é
calculada.
Apesar do método ser eficaz com relação à redução do número de avaliações da fun-
ção objetivo e tempo computacional de processamento, uma solução adequada do problema
de otimização pode não ser sempre obtida. Durante o processo de corte, como o método aqui
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implementado permite que somente um atuador e um sensor seja alocado em cada região, as
posições ótimas para atuadores e/ou para sensores podem estar contidas em um mesmo pedaço.
Além disso, como as otimizações combinatoriais se limitam a buscar soluções com informações
restritas ao pedaço analisado, ou seja, como em cada pedaço o problema combinatorial é resol-
vido sem levar em consideração os posicionamentos obtidos nos problemas combinatoriais dos
demais pedaços, informações sobre o comportamento global do problema são perdidas. Dessa
forma, soluções subótimas são geralmente encontradas. O Método dos Cortes é aqui denomi-
nado de CC.
4.1.2 Métodos baseados nos Algoritmos Genéticos
Para o problema de posicionamento de sensores e de atuadores, as variáveis de otimização
são as posições possíveis de alocação dos elementos ativos, que podem ser as coordenadas, as
posições dos nós ou os graus de liberdade do sistema.
Os métodos baseados nos Algoritmos Genéticos, desenvolvidos neste trabalho, seguem
a implementação do Algoritmo 3.1. O primeiro passo do método é definir uma estrutura, ade-
quada ao problema, para o cromossomo. Em seguida, a população inicial é gerada randomica-
mente. No passo 2, para todos os indivíduos da população inicial, o controladorH∞ é projetado
e a norma H∞ do sistema (função objetivo) é avaliada. Nesta tese, a seleção dos indivíduos
mais aptos é feita a partir da técnica elitista, isto é, os indivíduos que apresentam os melhores
resultados para a função objetivo são selecionados e seguem para a seleção aleatória de pares.
Define-se, então, os tipos de operações genéticas realizadas para cada método. Dessa forma, o
algoritmo é executado até que as condições de parada sejam satisfeitas.
Neste trabalho, três formulações binárias para cromossomo são propostas. A primeira é
baseada nas combinações possíveis de atuadores e de sensores, separadamente. A segunda é
baseada nas combinações totais possíveis para a alocação dos sensores e dos atuadores. A ter-
ceira formulação é baseada no artigo (LIU et al., 2006), em que cada elemento do cromossomo
corresponde a um grau de liberdade do sistema, em que o elemento ativo pode ser fixado.
Para exemplificar as representações dos cromossomos propostas nesse trabalho,
considera-se o sistema representado na Figura 4.1. O objetivo é alocar 2 sensores e 3 atuadores
nos graus de liberdade do sistema, isto é, nas massas m1, m2, m3 e m4.
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m1 m2 m3 m4
c1 c2 c3 c4 c5
k1 k2 k3 k4 k5
Figura 4.1 - Sistema de 4 graus de liberdade
4.1.2.1 Cromossomo tipo 1
A partir do sistema representado na Figura 4.1, como citado anteriormente, o objetivo é
alocar 3 atuadores e 2 sensores, e cada um desses pode ser alocado nos graus de liberdade do
sistema. O Cromossomo tipo 1 está representado na Figura 4.2.
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Figura 4.2 - Cromossomo tipo 1
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Primeiramente, para atuadores, a partir da quantidade total de posições possíveis para
alocá-los (4 posições possíveis), as combinações 3 a 3 são listadas. Dessa forma, tem-se
CA =
4 !
3 !(4− 3) !
; (4.1)
tal queCA = 4 é o total de combinações possíveis para atuadores. Em seguida, essas 4 combina-
ções recebem as representações binárias correspondentes aos números decimais de 0 a CA − 1,
isto é, de 0 a 3.
Analogamente, para sensores, a partir da quantidade total de posições possíveis para
posicioná-los (4 posições possíveis), as combinações 2 a 2 são listadas. Assim, tem-se
CS =
4 !
2 !(4− 2) !
; (4.2)
tal que CS = 6 é o total de combinações possíveis para sensores. Em seguida, essas 6 combina-
ções recebem as representações binárias correspondentes aos números decimais de 0 a CS − 1,
ou seja, de 0 a 5.
Assim, o cromossomo é aqui definido como uma representação binária referente a uma
combinação dos atuadores seguida de uma representação binária referente a uma combinação
dos sensores.
A partir da tabela de combinações de sensores (Figura 4.2), nota-se que a combinação
4 corresponde a sensores nos graus de liberdade 2 e 3, e que a combinação 5 corresponde a
sensores nos graus de liberdade 2 e 4. No entanto, analisando as respectivas representações bi-
nárias, quando há esta troca de posicionamento de apenas um sensor, todos os bits dos números
binários, correspondentes, são alterados.
Supõe-se aqui que a solução ótima corresponde a sensores posicionados nos graus de
liberdade 2 e 3, que tem como número binário (0 1 1). No decorrer do processamento do
algoritmo, e na evolução dos cromossomos, o número binário (1 0 0), que corresponde a
sensores posicionados nos graus de liberdade 2 e 4, surge. Logo, mesmo os posicionamentos
sendo próximos, os números binários são muito diferentes e, portanto, será mais difícil haver
uma evolução que altere o número binário (1 0 0) para o número binário (0 1 1). Neste
sentido, esta formulação pode comprometer a evolução dos cromossomos e, dessa forma, a
solução ótima pode não ser obtida, caracterizando-se este aspecto como uma deficiência desse
tipo de cromossomo.
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Essa formulação pode afetar também o algoritmo depois do cruzamento. O objetivo dessa
operação genética é manter as características boas dos pais, porém como as combinações biná-
rias se alteram significativamente a partir de pequenas alterações de posicionamentos, pode ser
que as trocas de genes façam com que indivíduos com menos potencial para serem a solução
ótima prossigam para a mutação. Além disso, no caso de problemas em que existem muitas
possibilidades de alocação, a enumeração de todas as combinações possíveis para gerar as re-
presentações binárias correspondentes pode ser trabalhosa.
4.1.2.2 Cromossomo tipo 2
A partir do sistema representado na Figura 4.1, como citado anteriormente, o objetivo
deste exemplo é alocar 3 atuadores e 2 sensores. O Cromossomo tipo 2 está representado na
Figura 4.3.
Primeiramente, para atuadores, a partir da quantidade total de posições possíveis para
alocá-los (4 graus de liberdade, isto é, 4 posições possíveis), as combinações 3 a 3 são listadas.
Analogamente, para sensores, a partir da quantidade total de posições possíveis para posicioná-
los, as combinações 2 a 2 são listadas. A partir das Equações (4.1) e (4.2), tem-se que CA = 4
é o total de combinações para atuadores e CS = 6 é o total de combinações para sensores.
Em seguida, as combinações de atuadores e as combinações de sensores são combinadas entre
elas, ou seja, obtém-se um total de CA × CS = 4 × 6 = 24 combinações. Por fim, todas essas
24 combinações recebem as respectivas representações binárias, correspondentes aos números
decimais de 0 a (CA × CS)− 1, isto é, de 0 a 23. Dessa forma, um cromossomo é aqui escrito
como uma dessas representações binárias.
A partir da Figura 4.3, nota-se que a representação binária da combinação 4, que corres-
ponde a atuadores nos graus de liberdade 1, 2 e 3, e sensores nos graus de liberdade 2 e 3, e que
a representação binária da combinação 5, que corresponde a atuadores nos mesmos graus de
liberdade da combinação anterior, e sensores nos graus de liberdade 2 e 4, são muito distintas,
visto que somente o posicionamento de um sensor foi alterado. Assim, mesmo que as combi-
nações de posicionamentos sejam parecidas, os números binários correspondentes são muito
diferentes, e da mesma forma que no Cromossomo tipo 1, apresentado na Seção 4.1.2.1, esta
mudança acentuada dos cromossomos pode afetar a evolução desses e, consequentemente, a
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Figura 4.3 - Cromossomo tipo 2
solução ótima do problema pode não ser obtida. Ademais, listar todas as combinações possíveis
de alocação pode comprometer o tempo computacional de processamento do algoritmo. Além
disso, como no Cromossomo tipo 1, essa formulação pode afetar as operações genéticas.
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4.1.2.3 Cromossomo tipo 3
O Cromossomo tipo 3 é descrito a partir dos posicionamentos correspondentes aos atua-
dores e das localizações correspondentes aos sensores. Cada elemento do número binário, que
representa o atuador, corresponde a um grau de liberdade do sistema em que o atuador pode
ser alocado. Analogamente para os sensores, isto é, cada elemento do número binário, que re-
presenta o sensor, corresponde a um grau de liberdade do sistema em que o sensor pode ser
alocado. Portanto, um cromossomo é aqui descrito como uma representação binária referente a
uma combinação dos atuadores seguida de uma representação binária referente a uma combi-
nação dos sensores.
A Figura 4.4 mostra o cromossomo proposto. O comprimento do código binário depende
do número de graus de liberdade do sistema, ou seja, da quantidade de posições possíveis em
que os elementos ativos podem ser posicionados. O exemplo descrito na Figura 4.1 tem 4 graus
de liberdade. NA = 4 e NS = 6 são as quantidades de combinações possíveis para alocar os
atuadores e os sensores, respectivamente.
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Figura 4.4 - Cromossomo tipo 3
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A partir da teoria sobre Algoritmos Genéticos, explanada na Seção 3.3, e dos três tipos de
cromossomos definidos anteriormente, quatro métodos são propostos e explorados nas seções
seguintes.
4.1.2.4 Método GA - 1
Neste método, a estrutura de cromossomo utilizada é a definida na Seção 4.1.2.1. A téc-
nica de otimização desenvolvida segue o Algoritmo 4.2. Como definido nas Equações (4.1) e
(4.2), CA e CS são as quantidades totais de combinações para atuadores e para sensores, res-
pectivamente.
Para a criação da população inicial, todas as combinações possíveis, para atuadores e para
sensores, e suas respectivas representações binárias são listadas primeiro, como representado na
Figura 4.2.
Algoritmo 4.2 Método GA - 1 - utilização do cromossomo tipo 1
1. Gerar randomicamente a população inicial com Npop indivíduos.
2. Projetar o controladorH∞ e avaliar a normaH∞ para cada membro da população.
3. Selecionar, a partir da técnica elitista, os Notim indivíduos mais aptos.
4. Gerar pares randomicamente.
5. Realizar o cruzamento de um ponto em cada parte do cromossomo.
6. Realizar a mutação pontual em cada parte do cromossomo.
7. Teste de factibilidade; Se não há indivíduos infactíveis, ir para o passo 8. Senão, buscar
indivíduos factíveis e substituir os infactíveis, utilizando a operação módulo, e ir para o passo
8.
8. Se condições predefinidas forem satisfeitas, FIM. Senão, voltar para o passo 2.
A partir das CA e CS combinações binárias, para que a população inicial seja criada, Npop
combinações de atuadores, e a mesma quantidade de combinações de sensores, são escolhidas
de forma aleatória. Como explicado na Seção 4.1.2.1, o cromossomo é aqui definido como uma
representação binária para atuadores seguida de uma representação binária para sensores.
Para todos os indivíduos da população inicial, o controlador H∞ é projetado e a norma
H∞ do sistema em malha fechada é avaliada. A seleção dos indivíduos mais aptos é feita a
partir da técnica elitista, isto é, uma quantidade fixa, Notim, de indivíduos que apresentam os
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melhores resultados para a função objetivo, é selecionada para seguir para a seleção randômica
de pares.
Neste método, o cruzamento de um ponto e a mutação de um ponto são aplicadas, sepa-
radamente, nas partes dos cromossomos correspondentes aos atuadores e aos sensores, como
pode ser visto na Figura 4.5. Da mesma forma, a mutação de um ponto é realizada em cada
parte do cromossomo, como mostrado na Figura 4.6.
Após as operações genéticas, é necessário verificar a validade dos indivíduos gerados, ou
seja, verificar se as representações binárias obtidas após a mutação estão presentes nas listas de
combinações de atuadores e de sensores, definidas no início do algoritmo. Por exemplo, no caso
exemplificado na Figura 4.2, é possível visualizar a lista das representações binárias possíveis
para atuadores (mostradas na Tabela 4.1) e para sensores (mostradas na Tabela 4.2).
Neste caso específico, visto que o tamanho do cromossomo é sempre mantido fixo, para
os atuadores, não existe a possibilidade de surgimento de indivíduos inválidos. No caso dos sen-
sores, caso haja surgimento das representações binárias (1 1 0) ou (1 1 1), nota-se que
estes indivíduos são inválidos, pois não aparecem na lista inicial de representações binárias para
sensores, isto é, não representam nenhuma combinação possível, então precisam ser trocados.
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Figura 4.5 - Cruzamento
Tabela 4.1 - Lista inicial de representações binárias para atuadores
0 0
0 1
1 0
1 1
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Figura 4.6 - Mutação
Tabela 4.2 - Lista inicial de representações binárias para sensores
0 0 0
0 0 1
0 1 0
0 1 1
1 0 0
1 0 1
Na existência de indivíduos não válidos, é necessário trocá-los por indivíduos válidos.
Aqui, neste método, isto é feito utilizando a operação módulo. A operação módulo encontra o
resto da divisão de um número por outro. Dados dois números, t o dividendo, e q o divisor,
t módulo q é o resto da divisão de t por q. Esta operação é aplicada nos cromossomos para
que indivíduos inválidos não prossigam para as próximas gerações. A análise dos atuadores e
dos sensores é feita separadamente. A partir da combinação binária inválida correspondente aos
atuadores, obtém-se o número decimal correspondente. A operação módulo é aplicada entre
este número decimal e o tamanho do gene que corresponde aos atuadores. O resto da divisão,
que é um número decimal, é transformado em um número binário, que substitui o número
binário inválido. O mesmo procedimento é realizado na parte do cromossomo correspondente
aos sensores.
Exemplificando, na parte referente aos sensores (Tabela 4.2), no caso do surgimento do
número binário (1 1 0) (representação inválida), obtém-se o número decimal correspondente
que é 6. Assim, o resto da divisão entre 6 e o tamanho do gene, que neste caso é 3, é 0. Portanto, o
número binário (1 1 0) é substituído pelo número binário (0 0 0). No caso do surgimento
do número binário (1 1 1), obtém-se o número decimal que é 7. O resto da divisão entre 7 e o
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tamanho do gene que é 3 é 1. Logo, o número binário (1 1 1) é substituído pela representação
binária (0 0 1).
Percebe-se que, quando o número decimal correspondente ao número binário inválido é
dividido pelo tamanho do gene, uma combinação válida será sempre obtida, pois o resto da
divisão obtido pela função módulo sempre será menor que o número de combinações válidas.
Dessa forma, o algoritmo é executado até que as condições de parada sejam satisfeitas.
4.1.2.5 Método GA - 2
Neste método, a estrutura de cromossomo utilizada é a definida na Seção 4.1.2.2. A téc-
nica de otimização desenvolvida segue o Algoritmo 4.3. Como definido nas Equações (4.1) e
(4.2), CA e CS são as quantidades totais de combinações para atuadores e para sensores, res-
pectivamente.
Para a criação da população inicial, todas as combinações possíveis, para atuadores e para
sensores são listadas, como mostrado na Figura 4.3. Em seguida, essas combinações são combi-
nadas entre elas, e assim tem-se CA ×CS combinações. Depois, cada uma dessas combinações
recebe uma representação binária, como mostrado na Seção 4.1.2.2. Dada uma quantidade ini-
cial Npop, a partir da lista de combinações, define-se, de forma randômica, a população inicial
do algoritmo.
Algoritmo 4.3 Método GA - 2 - utilização do cromossomo tipo 2
1. Gerar randomicamente a população inicial com Npop indivíduos.
2. Projetar o controladorH∞ e avaliar a normaH∞ para cada membro da população.
3. Selecionar, a partir da técnica elitista, os Notim indivíduos mais aptos.
4. Gerar pares randomicamente.
5. Realizar o cruzamento de um ponto.
6. Realizar a mutação pontual.
7. Teste de factibilidade; Se não há indivíduos infactíveis, ir para o passo 9. Senão, ir para o
passo 8.
8. Substituir os indivíduos infactíveis por indivíduos factíveis e ir para o passo 9.
9. Se condições predefinidas forem satisfeitas, FIM. Senão, voltar para o passo 2.
61
Para todos os indivíduos da população inicial, o controlador H∞ é projetado e a norma
H∞ do sistema em malha fechada é avaliada. A seleção dos indivíduos mais aptos é feita a partir
da técnica elitista, isto é, uma quantidade fixa Notim de indivíduos que apresentam os melhores
resultados para a função objetivo é selecionada para seguir para a seleção randômica de pares.
Neste método, os operadores genéticos utilizados são o cruzamento de um ponto (Figura 3.3) e
a mutação pontual (Figura 3.6).
Após as operações genéticas, é necessário verificar se indivíduos inválidos foram gerados.
No caso da existência de indivíduos não válidos, é necessário trocá-los por indivíduos válidos.
A operação módulo é utilizada aqui da mesma forma que no Método GA - 1.
A partir da combinação binária, obtém-se o número decimal correspondente. A operação
módulo é aplicada entre este número decimal e o tamanho do cromossomo. O resto da divisão,
que é um número decimal, é transformado em um número binário, que substitui o indivíduo
inválido.
Assim, o algoritmo é executado até que as condições predefinidas sejam satisfeitas.
4.1.2.6 Método GA - 3
Neste método, a estrutura de cromossomo utilizada é a definida na Seção 4.1.2.3. A téc-
nica de otimização desenvolvida segue o Algoritmo 4.4. A população inicial é criada aleatori-
amente a partir de uma quantidade predefinida Npop de representações binárias de atuadores e,
da mesma quantidade Npop de representações binárias de sensores. Como explicado na seção
4.1.2.3, o cromossomo é aqui definido como uma representação binária para atuadores, seguida
de uma representação binária para sensores.
Para todos os indivíduos da população inicial, o controlador H∞ é projetado e a norma
H∞ do sistema em malha fechada é avaliada. A seleção dos indivíduos mais aptos é feita a
partir da técnica elitista, isto é, Notim indivíduos que apresentam os melhores resultados para a
função objetivo são selecionados e seguem para a seleção randômica de pares.
Neste método, o cruzamento de um ponto é realizado na parte dos cromossomos cor-
respondente aos atuadores e na parte correspondente aos sensores, separadamente, como pode
ser visto na Figura 4.5. Em seguida, a mutação de um ponto é realizada em cada parte dos
cromossomos, como mostrado na Figura 4.6.
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Após as operações genéticas, é necessário verificar se os indivíduos gerados são válidos,
ou seja, verificar se as representações binárias, obtidas após a mutação, respeitam a quantidade
fixada de elementos ativos. No caso exemplificado na Figura 4.4, é possível visualizar a lista
das representações binárias possíveis para atuadores (mostradas na Tabela 4.3).
No caso, por exemplo, de surgimento da representação binária (1 1 1 1), nota-se
que este indivíduo é inválido, pois o número fixado para atuadores foi 3. Assim, este precisa ser
trocado. Analogamente para o caso dos sensores, a partir da Figura 4.4, observa-se a lista das
representações binárias possíveis para sensores (mostradas na Tabela 4.4).
Tabela 4.3 - Lista inicial de representações binárias para atuadores
1 1 1 0
1 1 0 1
1 0 1 1
0 1 1 1
Tabela 4.4 - Lista inicial de representações binárias para sensores
1 1 0 0
1 0 1 0
1 0 0 1
0 1 1 0
0 1 0 1
0 0 1 1
No caso de surgimento da representação binária (1 1 1 0) ou (1 1 0 1), entre
outras, após as operações genéticas, essas precisam ser trocadas, pois, o número fixado para
sensores foi 2.
Assim, na existência de indivíduos não válidos, é necessário trocá-los por indivíduos vá-
lidos. A análise dos atuadores e dos sensores é feita separadamente. Primeiramente, os genes
correspondentes aos atuadores são analisados. No caso da existência de genes não válidos, estes
são substituídos por representações binárias válidas escolhidas aleatoriamente. Primeiramente,
os números dos genes dos atuadores são somados. Se a soma for diferente do número fixado de
atuadores, de forma randômica, de acordo com a necessidade, algarismos 0 são alterados para 1
e algarismos 1 são alterados para 0. Dessa forma, genes válidos serão sempre obtidos. O mesmo
procedimento é realizado na parte correspondente aos sensores.
Dessa forma, o algoritmo é executado até que as condições de parada sejam satisfeitas.
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Algoritmo 4.4 Método GA - 3 - utilização do cromossomo tipo 3
1. Gerar randomicamente a população inicial com Npop indivíduos.
2. Projetar o controladorH∞ e avaliar a normaH∞ para cada membro da população.
3. Selecionar, a partir da técnica elitista, os Notim indivíduos mais aptos.
4. Gerar pares randomicamente.
5. Realizar o cruzamento de um ponto em cada parte do cromossomo.
6. Realizar a mutação pontual em cada parte do cromossomo.
7. Teste de factibilidade; Se não há indivíduos infactíveis, ir para o passo 9. Senão, ir para o
passo 8.
8. Substituir os indivíduos infactíveis por indivíduos factíveis e ir para o passo 9.
9. Se condições predefinidas forem satisfeitas, FIM. Senão, voltar para o passo 2.
4.1.2.7 Método GA - 4
Neste método, a estrutura de cromossomo utilizada é a definida na Seção 4.1.2.3, analo-
gamente ao método GA - 3. A técnica de otimização desenvolvida segue o Algoritmo 4.5.
Algoritmo 4.5 Método GA - 4 - utilização do cromossomo tipo 3
1. Gerar randomicamente a população inicial com Npop indivíduos.
2. Projetar o controladorH∞ e avaliar a normaH∞ para cada membro da população.
3. Selecionar, a partir da técnica elitista, os Notim indivíduos mais aptos.
4. Gerar pares randomicamente.
5. Realizar o cruzamento de um ponto. Se não há indivíduos infactíveis, ir para o passo 8. Senão,
ir para o passo 6.
6. Realizar o cruzamento de dois pontos. Se não há indivíduos infactíveis, ir para o passo 8.
Senão, ir para o passo 7.
7. Substituir indivíduos infactíveis por indivíduos factíveis, ir para o passo 8.
8. Realizar a mutação pontual.
9. Teste de factibilidade. Se não há indivíduos infactíveis, ir para o passo 11. Senão, ir para o
passo 10.
10. Substituir indivíduos infactíveis por indivíduos factíveis e ir para o passo 11.
11. Se condições predefinidas forem satisfeitas, FIM. Senão, voltar para o passo 2.
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A criação da população inicial é feita de forma análoga ao método GA - 3, apresentado
na Seção 4.1.2.6, isto é, Npop representações binárias de atuadores e de sensores são escolhidas
aleatoriamente.
Para todos os indivíduos da população inicial, o controlador H∞ é projetado e a norma
H∞ do sistema em malha fechada é avaliada. A seleção dos indivíduos mais aptos é feita a partir
da técnica elitista, isto é, uma quantidade fixa Notim de indivíduos que apresentam os melhores
resultados para a função objetivo é selecionada para seguir para a seleção randômica de pares.
Neste método, os primeiros testes de verificação de indivíduos válidos são realizados
durante o procedimento de cruzamento. Primeiramente, o cruzamento de um ponto é realizado,
separadamente, na parte do cromossomo correspondente aos atuadores. No caso de surgimento
de genes inválidos, estes sofrem o cruzamento de dois pontos. Se, ainda assim, houver genes
inválidos, estes são substituídos por representações válidas escolhidas aleatoriamente. Depois
a mutação pontual é realizada. Se após a mutação surgirem indivíduos não válidos, estes são
substituídos por representações binárias válidas escolhidas de forma aleatória. Por fim, todo o
procedimento é realizado na parte correspondente aos sensores. Neste método os indivíduos
inválidos são identificados e alterados como no método GA - 3.
Dessa forma, o algoritmo é executado até que as condições de parada sejam satisfeitas.
4.1.3 Método de Recozimento Simulado
O método, baseado no algoritmo de Recozimento Simulado, implementado neste traba-
lho, tem como base o Algoritmo 3.2. O primeiro passo do método é definir os parâmetros iniciais
adequados para o tipo de problema. Em seguida, uma função de busca na vizinhança é proposta.
Não há regras para definir a estrutura de busca na vizinhança em um problema. Esta varia de
acordo com o problema proposto.
Uma das contribuições deste trabalho foi aplicar o método de Recozimento Simulado em
problemas de posicionamento nos quais o sistema em malha fechada é analisado. Dessa forma,
nos casos específicos aqui estudados, o controlador H∞ é projetado e a norma H∞ (função
objetivo) é calculada no passo 3 e no passo 7 do Algoritmo 4.6. Neste método, o resfriamento
linear é utilizado (Equação (3.4)). Aqui, este método é denominado de SA.
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Algoritmo 4.6 Método SA
1. Definição de parâmetros iniciais.
2. Gerar randomicamente um ponto inicial x.
3. Projetar o controladorH∞ e calcular a normaH∞ referente ao ponto x.
4. Se o número de análises da vizinhança foi excedido, ir para o passo 5. Caso contrário, ir para
o passo 6.
5. Reduzir o valor da temperatura T (resfriamento). Se o número máximo de iterações foi ob-
tido, terminar. Senão, ir para o passo 6.
6. Obter um ponto vizinho do ponto anterior randomicamente, xnovo.
7. Projetar o controladorH∞ e calcular a normaH∞ referente ao ponto xnovo.
8 Se ∆ < 0, x recebe xnovo, consequentemente, a norma H∞ referente ao ponto xnovo será a
nova referência, e voltar para o passo 4. Caso contrário, ir para o passo 9.
9. Calcular a probabilidade p(∆,T ) e obter um número randômico r entre [0,1]. Se r < p(∆,T ),
x recebe xnovo, consequentemente, a normaH∞ referente ao ponto xnovo será a nova referência,
e voltar para o passo 4. Caso contrário, ir para o passo 10.
10. Se r > p(∆,T ), o ponto anterior x, bem como a normaH∞ referente ao ponto x, se mantém
para a próxima iteração. Voltar para o passo 4.
4.2 Método de posicionamento e de quantidade máxima de elementos ativos
Diante dos estudos e do sucesso dos testes realizados, dentre os algoritmos de posiciona-
mento de elementos ativos, o método GA - 3 foi o escolhido para ser usado como base para o
desenvolvimento do algoritmo apresentado nesta seção.
O método aqui apresentado tem como objetivo obter, além do posicionamento dos ele-
mentos ativos, a quantidade necessária que atenue de forma satisfatória a vibração do sistema.
Tal método envolve, simultaneamente, o posicionamento, a quantidade de atuadores e de sen-
sores e o projeto do controlador.
4.2.1 Método GA - 5
A estrutura de cromossomo utilizada neste método é a definida na Seção 4.1.2.3. A técnica
de otimização desenvolvida segue o Algoritmo 4.4.
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Assim como no método GA - 3, a população inicial é criada a partir de Npop representa-
ções binárias de atuadores e, da mesma quantidadeNpop, de representações binárias de sensores
escolhidas aleatoriamente. Para todos os indivíduos dessa população inicial, o controladorH∞
é projetado e a norma H∞ do sistema em malha fechada é avaliada. A seleção dos indivíduos
mais aptos é feita a partir da técnica elitista, isto é, uma quantidade fixa Notim de indivíduos que
apresentam os melhores resultados para a função objetivo são selecionados para seguir para a
seleção randômica de pares.
Neste método, o cruzamento de um ponto e a mutação pontual é realizada, separada-
mente, na parte dos cromossomos correspondente aos atuadores e na parte correspondente aos
sensores. Se após as operações genéticas, indivíduos não válidos surgirem, estes precisam ser
substituídos.
O que difere o método GA - 5 do método GA - 3 é que ao invés de haver uma quantidade
fixa definida de elementos ativos, uma quantidade máxima de atuadores e de sensores é definida.
Assim, o teste de infactibilidade de indivíduos é realizado a partir dessas quantidades máximas.
Durante o processo de otimização, o melhor indivíduo de cada geração e sua respectiva
norma são armazenados.
No exemplo mostrado na Tabela 4.5, o objetivo é alocar no máximo 2 elementos ativos.
Portanto, pode-se observar que 1 ou 2 desses foram posicionados.
Tabela 4.5 - Lista de representações binárias
1 1 0
0 0 1
0 1 0
0 1 1
1 0 0
1 0 1
No surgimento da representação binária (0 0 0), que corresponde a alocação de ne-
nhum elemento ativo, um único elemento ativo é posicionado aleatoriamente.
Caso haja o surgimento da representação binária (1 1 1), que corresponde a alocação
de 3 elementos ativos, este deve ser substituído, pois a priori havia sido definida a alocação de no
máximo 2 elementos ativos. Aqui neste método, uma representação válida é escolhida de forma
aleatória. Esta análise de factibilidade é realizada na parte do cromossomo correspondente aos
atuadores e na parte do cromossomo correspondente aos sensores, separadamente. Dessa forma,
o algoritmo é executado até que as condições de parada sejam satisfeitas.
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Em seguida, soluções intermediárias são analisadas para que uma configuração desejada
seja escolhida. Essa análise pode ser feita a partir dos valores das normas dos melhores indiví-
duos de cada geração, ou a partir da porcentagem de redução da norma em relação à norma da
geração anterior, ou, também, a partir da porcentagem de redução da norma em relação à norma
do sistema em malha aberta, entre outras. Neste trabalho, a escolha do melhor indivíduo é reali-
zada a partir de um gráfico que mostra o logaritmo de sua respectiva norma dividida pela norma
da primeira geração. Assim, é possível analisar em qual geração a diminuição da norma não
é mais significativa. A escala logarítmica foi escolhida, pois facilita a visualização dos valores
com grandezas distintas.
4.3 Critérios de parada
Como citado no Capítulo 3, no caso dos Algoritmos Genéticos, os critérios de parada
comumente utilizados são: a fixação de um número máximo de gerações, limite de tempo de
processamento, ou um número fixo de repetições da melhor solução obtida. No método de
Recozimento Simulado, os critérios de parada usuais são: número máximo de iterações do al-
goritmo, ou a fixação de uma temperatura final, ou ainda, a análise de repetições da melhor
solução obtida.
Dessa forma, neste trabalho, o critério de parada adotado para todos os métodos baseados
nos Algoritmos Genéticos e para o método de Recozimento Simulado é o de um número fixo
de repetições da melhor solução obtida. Além disso, como precaução, um número máximo de
gerações e um número máximo de iterações foi fixado para os Algoritmos Genéticos e para o
método de Recozimento Simulado, respectivamente.
No caso do método de Recozimento Simulado, devido ao critério probabilístico de acei-
tação, com o objetivo de não perder informações relevantes, o melhor ponto visitado, durante
as análises na vizinhança, é sempre armazenado.
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5 RESULTADOS
5.1 Descrição geral do exemplo de 12 graus de liberdade
Todos os métodos heurísticos apresentados no Capítulo 4 foram testados e avaliados em
um sistema massa, mola e amortecedor, de 12 graus de liberdade, como o apresentado na Figura
5.1. Para análise de resultados, todos os algoritmos heurísticos foram testados em problemas de
alocação de sensores e de atuadores não colocados, isto é, problemas em que os atuadores e os
sensores podem ser posicionados em locais distintos.
As matrizes de massa (M), de amortecimento (C) e de rigidez (K), do sistema descrito
na Figura 5.1, estão definidas no Apêndice A. Os parâmetros utilizados para o sistema, para
massas, coeficientes de amortecimento e rigidez de molas, foram os seguintes:
• m1 = m2 = . . . = m12 = 1 kg;
• c1 = c2 = . . . = c13 = 0,10 Ns/m;
• k1 = k2 = . . . = k13 = 10
4 N/m.
Considerando os estados como deslocamentos e velocidades, tem-se um modelo de es-
paço de estado com 24 estados. Neste exemplo, o distúrbio foi considerado em todos os graus
de liberdade do sistema, isto é, nas massas m1, m2,...,m12. As saídas de desempenho são os
deslocamentos e foram alocadas nos graus de liberdade correspondentes à m3, m6 e m9. Neste
caso, o esforço de controle não interfere nas saídas de desempenho do sistema. Na Tabela 5.1,
pode-se observar os autovalores (polos), os fatores de amortecimento e as frequências naturais
do sistema em malha aberta.
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m1 m2 m3 m4 m5 m6 m7 m8
m9 m10 m11 m12
c1 c2 c3 c4 c5 c6 c7 c8
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c9
c10 c11 c12 c13
k1 k2 k3 k4 k5 k6 k7 k8
k9
k9
k10 k11 k12 k13
z3 z6
z9
Figura 5.1 - Sistema de 12 graus de liberdade
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Tabela 5.1 - Polos do sistema sem controle
Autovalores Fatores de amortecimento Frequências (rad/s)
−2,91× 10−3 + 24,10i 1,21× 10−4 24,10
−2,91× 10−3 − 24,10i 1,21× 10−4 24,10
−1,15× 10−2 + 47,90i 2,39× 10−4 47,90
−1,15× 10−2 − 47,90i 2,39× 10−4 47,90
−2,51× 10−2 + 70,90i 3,55× 10−4 70,90
−2,51× 10−2 − 70,90i 3,55× 10−4 70,90
−4,32× 10−2 + 92,90i 4,65× 10−4 92,90
−4,32× 10−2 − 92,90i 4,65× 10−4 92,90
−6,45× 10−2 + 114,00i 5,68× 10−4 114,00
−6,45× 10−2 − 114,00i 5,68× 10−4 114,00
−8,79× 10−2 + 133,00i 6,63× 10−4 133,00
−8,79× 10−2 − 133,00i 6,63× 10−4 133,00
−1,12× 10−1 + 150,00i 7,49× 10−4 150,00
−1,12× 10−1 − 150,00i 7,49× 10−4 150,00
−1,35× 10−1 + 165,00i 8,23× 10−4 165,00
−1,35× 10−1 − 165,00i 8,23× 10−4 165,00
−1,57× 10−1 + 177,00i 8,85× 10−4 177,00
−1,57× 10−1 − 177,00i 8,85× 10−4 177,00
−1,75× 10−1 + 187,00i 9,35× 10−4 187,00
−1,75× 10−1 − 187,00i 9,35× 10−4 187,00
−1,89× 10−1 + 194,00i 9,71× 10−4 194,00
−1,89× 10−1 − 194,00i 9,71× 10−4 194,00
−1,97× 10−1 + 199,00i 9,93× 10−4 199,00
−1,97× 10−1 − 199,00i 9,93× 10−4 199,00
De acordo com as Equações (2.3), (2.4) e (2.5), as matrizes que representam o modelo
de espaço de estado do sistema aqui estudado estão indicadas nas Equações (5.1), (5.2), (5.3) e
(5.4). Nesta configuração, a normaH∞ do sistema em malha aberta é 4,0594.
A Figura 5.2 apresenta o gráfico dos máximos valores singulares do sistema sem controle.
No exemplo estudado nesta seção há um total de três saídas de desempenho. Como o objetivo
aqui é analisar o maior valor singular da resposta em frequência dos desempenhos com relação
aos distúrbios, os gráficos de resposta de frequência, apresentados neste capítulo, são obtidos
a partir da informação dos máximos valores singulares dentre todas as saídas de desempenho
com relação às entradas de distúrbios.
A =

 012×12 I12×12
−M−1K −M−1C


24×24
; (5.1)
B1 = M
−1

 012×12
I12×12


24×12
; (5.2)
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Figura 5.2 - Resposta em frequência - sistema sem controle (σmax(w))
C1 =


01×2 I1×1 01×21
01×5 I1×1 01×18
01×8 I1×1 01×15


3×24
; (5.3)
D12 = D21 = [0]. (5.4)
A matriz B2 é obtida a partir do posicionamento dos atuadores e a matriz C2 está re-
lacionada com os posicionamentos dos sensores. Assim, essas matrizes variam conforme os
posicionamentos dos elementos ativos são alterados, isto é, variam a cada iteração dos algorit-
mos de otimização. As posições possíveis para alocar os atuadores e os sensores são os graus
de liberdade do sistema.
Neste exemplo de 12 graus de liberdade, o algoritmo combinatorial completo (aqui de-
nominado de CO) foi aplicado para várias quantidades fixas de atuadores e de sensores. Em
seguida, os métodos heurísticos de posicionamento, apresentados na Seção 4.1, foram aplica-
dos para três configurações distintas: Para o posicionamento de 2 atuadores e 2 sensores, para o
posicionamento de 3 atuadores e 3 sensores e para a alocação de 2 atuadores e 3 sensores.
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No caso dos Algoritmos Genéticos, por conveniência de implementação, a quantidade de
indivíduos na população foi mantida durante todas as iterações dos algoritmos. O critério de
parada adotado foi a quantidade de repetições seguidas da melhor resposta obtida durante o
processo de otimização. Nos testes aqui apresentados, 10 repetições foram consideradas. A taxa
de mutação utilizada foi de 25%.
Da mesma forma, o critério de parada adotado no método de Recozimento Simulado foi a
quantidade de repetições seguidas da melhor resposta obtida durante o processo de otimização.
Nos testes apresentados, 10 repetições foram consideradas.
Os parâmetros iniciais dos métodos baseados nos Algoritmos Genéticos e do método de
Recozimento Simulado foram definidos a partir de experimentações dos algoritmos, buscando-
se obter a solução exata com todos os métodos implementados nesta tese.
Para a realização das implementações a linguagem utilizada foi Matlab. Para os projetos
dos controladores, a função hinfsyn foi utilizada, e o método adotado para resolver o problema
de otimização H∞ foi a partir das resoluções das equações de Riccati (Apêndice B). O com-
putador utilizado para obtenção dos resultados apresentados nas próximas seções foi um Intel
Core i7− 4790 @3.60 GHz com 16 GB de memória RAM.
5.1.1 Método combinatorial
Nesta seção, os resultados obtidos a partir do método combinatorial completo são apre-
sentados. Para o sistema de 12 graus de liberdade, nove configurações para posicionamento
foram avaliadas: 1 atuador e 1 sensor (1a, 1s), 1 atuador e 2 sensores (1a, 2s), 1 atuador e 3 sen-
sores (1a, 3s), 2 atuadores e 1 sensor (2a, 1s), 2 atuadores e 2 sensores (2a, 2s), 2 atuadores e 3
sensores (2a, 3s), 3 atuadores e 1 sensor (3a, 1s), 3 atuadores e 2 sensores (3a, 2s) e , 3 atuadores
e 3 sensores (3a, 3s). Na Tabela 5.2 é possível visualizar as posições obtidas (graus de liberdade
- GDL) para atuadores e para sensores, além dos tempos de processamento (em horas), número
de avaliações da função objetivo, e os valores da normaH∞ do sistema em malha fechada, para
cada quantidade de elementos ativos.
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Tabela 5.2 - Resultados método combinatorial
Quantidades Atuador (GDL) Sensor (GDL) Tempo (h) Avaliações NormaH∞
1a, 1s 9 5 0,31 144 1,1789× 10−3
1a, 2s 9 4 e 7 1,65 792 7,8049× 10−4
1a, 3s 9 3, 5 e 7 5,39 2640 7,4143× 10−4
2a, 1s 5 e 9 5 1,69 792 8,7270× 10−4
2a, 2s 3 e 9 5 e 7 8,92 4356 3,6547× 10−4
2a, 3s 3 e 10 4, 6 e 8 28,89 14520 2,8399× 10−4
3a, 1s 3, 6 e 9 3 5,55 2640 8,0311× 10−4
3a, 2s 3, 6 e 9 5 e 7 29,46 14520 2,7586× 10−4
3a, 3s 3, 6 e 9 3, 6 e 9 95,01 48400 2,9886× 10−7
5.1.2 Dois atuadores e dois sensores
Nesta seção, as soluções obtidas a partir dos métodos heurísticos de posicionamento apre-
sentados na Seção 4.1, para alocação de dois atuadores e de dois sensores são apresentadas.
De acordo com a Tabela 5.2, no caso de posicionamento de 2 atuadores e de 2 sensores,
a resposta ótima corresponde a atuadores nos graus de liberdade 3 e 9, e sensores nos graus de
liberdade 5 e 7. Para que essa resposta fosse obtida, o método combinatorial teve que avaliar
4356 combinações. O tempo computacional de processamento foi de 8,92 horas. Com essa
configuração, a normaH∞ ótima do sistema em malha fechada é 3,6547× 10−4. As curvas dos
máximos valores singulares do sistema com e sem controle são apresentadas na Figura 5.3.
5.1.2.1 Resultados do Método dos Cortes
Como o objetivo era alocar dois atuadores e dois sensores, com o Método dos Cortes,
o problema completo foi dividido em dois problemas menores. Assim, o corte foi efetuado
no meio do sistema (Figura 5.4). Deste modo, os seis primeiros graus de liberdade do sistema
foram associados ao primeiro problema combinatorial, e os graus de liberdade restantes (7−12)
foram associados ao segundo problema combinatorial.
A partir do corte definido como na Figura 5.4, a resposta obtida corresponde a atuadores
nos graus de liberdade 5 e 9 e a sensores nos graus de liberdade 5 e 8. Com essa configuração, a
normaH∞ do sistema em malha fechada é 5,1720×10−4. Para se obter a resposta apresentada,
foram realizadas 450 avaliações da função objetivo, sendo 225 no problema do primeiro corte e
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Figura 5.3 - Resposta em frequência - sistema com e sem controle (σmax(w))
225 no problema do segundo corte. Neste caso, a solução ótima esperada não foi obtida, porém o
resultado subótimo obtido é compensado com o número menor de avaliações da função objetivo,
e com o menor tempo de execução do algoritmo (0,16 horas).
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m1 m2 m3 m4 m5 m6
m7 m8 m9 m10 m11 m12
c1 c2 c3 c4 c5 c6
c7 c8 c9 c10 c11 c12 c13
k1 k2 k3 k4 k5 k6
k7 k8 k9 k10 k11 k12 k13
z3 z6
z9
corte 1
corte 2
Figura 5.4 - Método de cortes - 2 atuadores e 2 sensores
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5.1.2.2 Resultados dos Algoritmos Genéticos
Para o caso de alocação de dois sensores e de dois atuadores, o total de combinações
possíveis para alocar os atuadores é 66 e o total de combinações possíveis para posicionar os
sensores também é 66. Assim, foram adotados os mesmos valores, tanto para a população inicial
(Npop = 66) quanto para a formação de pares (Notim = 66). Os resultados obtidos a partir dos
quatro métodos de posicionamento baseados nos Algoritmos Genéticos estão apresentados na
Tabela 5.3.
Tabela 5.3 - Resultados GA - 2 atuadores e 2 sensores
Métodos Atuador Sensor Tempo (h) Avaliações
GA - 1 3 e 10 5 e 7 4,13 2046
GA - 2 3 e 9 5 e 7 3,34 1650
GA - 3 3 e 9 5 e 7 2,09 1056
GA - 4 3 e 9 5 e 7 2,75 1386
A partir dos parâmetros iniciais definidos anteriormente, os métodos GA-2, GA-3, GA-4
alcançaram a resposta ótima do problema de otimização. Para que essas respostas fossem obti-
das, os tempos de processamento foram, respectivamente, 3,34, 2,09 e 2,75 horas. Os números
de avaliações da função objetivo realizadas pelos métodos foram, respectivamente, 1650, 1056
e 1386. No caso do método GA - 1, a resposta subótima obtida corresponde a atuadores nos
graus de liberdade 3 e 10 e sensores nos graus de liberdade 5 e 7. O tempo de processamento
do algoritmo foi de 4,13 horas, e foram realizadas 2046 avaliações da função objetivo. Assim,
para o problema de alocação de dois atuadores e de dois sensores, dentre os métodos baseados
nos Algoritmos Genéticos, o que apresentou a melhor solução com relação à resposta ótima e
ao tempo computacional, foi o método GA-3.
5.1.2.3 Resultados do método de Recozimento Simulado
As análises de vizinhança utilizadas para o caso de posicionamento de dois sensores e de
dois atuadores estão exemplificadas nas Figuras 5.5, 5.6, 5.7 e 5.8.
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No caso da Figura 5.5 e da Figura 5.6, visualiza-se um sistema com dois elementos ativos,
um posicionado no grau de liberdade 2 e o outro alocado no grau de liberdade 11. Fixando o
elemento ativo presente no grau de liberdade 11, o elemento ativo do grau de liberdade 2 pode
ser alterado para o grau de liberdade 1 (Figura 5.5) ou para o grau de liberdade 3 (Figura 5.6).
Analogamente, no caso da Figura 5.7 e da Figura 5.8 tem-se um sistema com dois ele-
mentos ativos, um posicionado no grau de liberdade 2 e o outro alocado no grau de liberdade
11. Fixando o elemento ativo presente no grau de liberdade 2, o elemento ativo do grau de li-
berdade 11 pode ser posicionado no grau de liberdade 12 (Figura 5.7) ou no grau de liberdade
10 (Figura 5.8). Ou seja, a análise de vizinhança é realizada fixando o posicionamento de um
dos elementos ativos e modificando a alocação do outro.
No caso em que os elementos ativos estejam posicionados nos graus de liberdade extre-
mos do sistema, isto é, nos graus de liberdade 1 ou 12, somente dois vizinhos são considerados.
Ou seja, fixando o elemento ativo do grau de liberdade 12, o elemento ativo alocado no grau de
liberdade 1 pode ser posicionado somente no grau de liberdade 2 (Figura 5.9), e, fixando o ele-
mento ativo no grau de liberdade 1, o elemento ativo do grau de liberdade 12 pode ser alterado
somente para o grau de liberdade 11 (Figura 5.10).
Dessa forma, no caso aqui implementado, quando o sistema possui uma configuração
com dois elementos ativos tem-se, no máximo, um total de quatro possíveis posicionamentos
vizinhos. A escolha do elemento ativo a ser alterado e em qual grau de liberdade fixá-lo é feita
de forma aleatória utilizando a função rand do Matlab.
No problema proposto neste trabalho, a escolha de posicionamentos vizinhos de atuadores
e de sensores é feita separadamente, isto é, no caso em que o objetivo é alocar dois atuadores
e dois sensores, tem-se um total de oito vizinhos possíveis, ou seja, quatro vizinhos possíveis
para o caso dos atuadores e quatro vizinhos possíveis para o caso dos sensores.
Os valores para temperatura inicial (T ), taxa de resfriamento (α) e número máximo de
análises na vizinhança (nvmax), foram adotados como a seguir:
• T = 1;
• α = 0.90;
• nvmax = 32.
A partir dos parâmetros definidos anteriormente, a resposta alcançada aloca atuadores nos
graus de liberdade 3 e 9 e os sensores nos graus de liberdade 5 e 7, isto é, a solução ótima tam-
bém foi obtida. O tempo computacional, neste caso, foi de 6,24 horas. E o número de avaliações
da função objetivo foi 3114.
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Figura 5.5 - Escolha aleatória de um vizinho - 2 elementos ativos
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Figura 5.6 - Escolha aleatória de um vizinho - 2 elementos ativos
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Figura 5.7 - Escolha aleatória de um vizinho - 2 elementos ativos
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Figura 5.8 - Escolha aleatória de um vizinho - 2 elementos ativos
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Figura 5.9 - Escolha aleatória de um vizinho - 2 elementos ativos
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Figura 5.10 - Escolha aleatória de um vizinho - 2 elementos ativos
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5.1.2.4 Comparação dos resultados
Nesta seção, os resultados obtidos são comparados a partir dos métodos de posiciona-
mento de dois atuadores e de dois sensores apresentados anteriormente. Todos os resultados
obtidos estão mostrados na Tabela 5.4, em que é possível visualizar as posições obtidas (graus
de liberdade) para atuadores e para sensores, além do tempo computacional de processamento
(em horas), número de avaliações da função objetivo, e os valores obtidos da norma H∞ do
sistema em malha fechada.
Tabela 5.4 - Resultados - 2 atuadores e 2 sensores
Métodos Atuador (GDL) Sensor (GDL) Tempo (h) Avaliações NormaH∞
CO 3 e 9 5 e 7 8,92 4356 3,6547× 10−4
CC - 1 5 e 9 5 e 8 0,16 450 5,1720× 10−4
GA - 1 3 e 10 5 e 7 4,13 2046 3,8353× 10−4
GA - 2 3 e 9 5 e 7 3,34 1650 3,6547× 10−4
GA - 3 3 e 9 5 e 7 2,09 1056 3,6547× 10−4
GA - 4 3 e 9 5 e 7 2,75 1386 3,6547× 10−4
SA 3 e 9 5 e 7 6,24 3114 3,6547× 10−4
Nota-se, pela Tabela 5.4, que, para todos os algoritmos heurísticos, o tempo computacio-
nal de processamento é menor que no caso do algoritmo combinatorial completo. Além disso,
todos apresentam a mesma solução para o problema de otimização, exceto no caso do Método
dos Cortes e do método GA - 1.
Percebe-se que, o tempo computacional de processamento do método de Recozimento
Simulado foi maior que o tempo computacional de execução de todos os Algoritmos Genéticos.
Portanto, a partir dos resultados obtidos, nota-se que o método GA-3 apresentou os me-
lhores resultados, para este exemplo, com relação à solução ótima obtida, tempo computacional
e número de avaliações da função objetivo.
5.1.3 Três atuadores e três sensores
De acordo com a Tabela 5.2, no caso de posicionamento de três atuadores e de três sen-
sores, a resposta corresponde a atuadores e sensores nos graus de liberdade 3, 6 e 9, sendo esta
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a solução ótima do problema. Para que essa resposta fosse obtida, o método combinatorial teve
que avaliar 48400 combinações. O tempo computacional de processamento foi de 95,01 horas.
Com essa configuração, a normaH∞ ótima do sistema em malha fechada é 2,9886× 10−7. Os
gráficos dos máximos valores singulares do sistema com e sem controle são apresentados na
Figura 5.11.
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Figura 5.11 - Resposta em frequência - sistema com e sem controle (σmax(w))
5.1.3.1 Resultados do Método dos Cortes
Como o objetivo era alocar três atuadores e três sensores, no Método dos Cortes, o pro-
blema completo foi dividido em três problemas menores de mesmo tamanho. Os cortes foram
efetuados entre os graus de liberdade 4 e 5 e entre os graus de liberdade 8 e 9. Deste modo, os
quatro primeiros graus de liberdade do sistema foram fixados no primeiro problema combina-
torial. Os graus de liberdade 5, 6, 7 e 8 pertencem ao segundo problema combinatorial. E os
graus de liberdade restantes pertencem ao terceiro problema combinatorial (Figura 5.12).
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No caso do algoritmo CC, a resposta obtida corresponde a atuadores nos graus de liber-
dade 4, 5 e 9 e os sensores nos graus de liberdade 3, 5 e 9. Para que essa resposta fosse obtida,
16 combinações foram avaliadas em cada corte. Assim, tem-se que, ao todo, a função objetivo
foi avaliada 48 vezes para que a resposta apresentada fosse obtida. Com essa configuração, a
norma H∞ do sistema em malha fechada é 1,7883 × 10−4. Mesmo que o algoritmo não tenha
alcançado o resultado ótimo, o resultado subótimo é compensado com um número muito me-
nor de avaliações da função objetivo e em pouco tempo computacional de processamento (0,11
horas).
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m5 m6 m7 m8
m9 m10 m11 m12
c1 c2 c3 c4
c5 c6 c7 c8
c9 c10 c11 c12 c13
k1 k2 k3 k4
k5 k6 k7 k8
k9 k10 k11 k12 k13
z3
z6
z9
corte 1
corte 2
corte 3
Figura 5.12 - Método de cortes - 3 atuadores e 3 sensores
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5.1.3.2 Resultados dos Algoritmos Genéticos
Para o caso de alocação de três sensores e de três atuadores, o total de combinações
possíveis para alocar os atuadores é 220 e o total de combinações possíveis para posicionar
os sensores também é 220, assim o valor adotado para a população inicial foi Npop = 220 e
o número de indivíduos selecionados para a geração de pares foi Notim = 220. Os resultados
obtidos a partir dos Algoritmos Genéticos podem ser visualizados na Tabela 5.5.
Tabela 5.5 - Resultados - 3 atuadores e 3 sensores
Métodos Atuador Sensor Tempo (h) Avaliações
GA - 1 2, 7 e 9 3, 6 e 9 15,30 7920
GA - 2 3, 4 e 9 3, 6 e 9 5,54 2860
GA - 3 3, 6 e 9 3, 6 e 9 7,97 4400
GA - 4 3, 6 e 9 3, 6 e 9 6,83 3740
Dentre os métodos baseados nos Algoritmos Genéticos, os métodos GA-1 e GA - 2 não
alcançaram a resposta ótima do problema de otimização. No caso do método GA - 1, os atua-
dores foram posicionados nos graus de liberdade 2, 7 e 9 e os sensores nos graus de liberdade
3, 6 e 9. Para que esse resultado fosse obtido, o algoritmo avaliou a função objetivo 7920 vezes,
em 15,30 horas. No caso do método GA - 2, os atuadores foram posicionados nos graus de
liberdade 3, 4 e 9 e os sensores nos graus de liberdade 3, 6 e 9. Para que esse resultado fosse
obtido, o algoritmo avaliou a função objetivo 2860 vezes, em 5,54 horas.
No caso dos métodos GA-3 e GA-4, os tempos de processamento dos métodos foram,
respectivamente, 7,97 e 6,83 horas. As avaliações da função objetivo realizadas pelos métodos
foram, respectivamente, 4400 e 3740. Assim, para este exemplo, dentre esses métodos, o que
apresentou a melhor solução com relação à resposta ótima e ao tempo computacional foi o
método GA-4.
5.1.3.3 Resultados do método de Recozimento Simulado
As análises de vizinhança utilizadas para o caso de posicionamento de três sensores e de
três atuadores estão exemplificadas nas Figuras 5.13 e 5.14. No caso da Figura 5.13, visualiza-
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se um sistema com três elementos ativos, um posicionado no grau de liberdade 2, o segundo
alocado no grau de liberdade 3 e o outro alocado no grau de liberdade 11. Fixando os elementos
ativos presentes nos graus de liberdade 3 e 11, o elemento ativo do grau de liberdade 2 pode
ser alterado para o grau de liberdade 1 ou para o grau de liberdade 3. Entretanto, no grau de
liberdade 3 já existe um elemento ativo, dessa forma, a única possibilidade considerada é a
alteração para o grau de liberdade 1.
Analogamente, no caso da Figura 5.14 tem-se um sistema com três elementos ativos,
posicionados nos graus de liberdade 2, 3 e 11. Fixando os elementos ativos presentes nos graus
de liberdade 2 e 3, o elemento ativo do grau de liberdade 11 pode ser posicionado no grau de
liberdade 12 ou no grau de liberdade 10. Ou seja, a análise de vizinhança é realizada fixando o
posicionamento de dois elementos ativos e modificando a alocação do terceiro.
No caso em que existam elementos ativos nos graus de liberdade extremos do sistemas,
isto é, nos graus de liberdade 1 ou 12. Os únicos graus de liberdade vizinhos desses elementos
são, respectivamente, 2 e 11.
Dessa forma, quando o sistema possui uma configuração com três elementos ativos, no
caso mais geral, tem-se um total de seis possíveis posicionamentos vizinhos. A escolha do
elemento ativo a ser alterado e em qual grau de liberdade fixá-lo é feita de forma aleatória.
No problema aqui proposto, as análises de posicionamentos vizinhos de atuadores e de
sensores são feitas separadamente, isto é, no caso em que o objetivo é alocar três atuadores e
três sensores, tem-se um total de doze vizinhos possíveis, ou seja, seis vizinhos possíveis para
o caso dos atuadores e seis vizinhos possíveis para o caso dos sensores.
Os valores para temperatura inicial (T ), taxa de resfriamento (α) e número máximo de
análises na vizinhança (nvmax), foram adotados como a seguir:
• T = 1;
• α = 0.90;
• nvmax = 72.
A partir dos parâmetros definidos anteriormente, a resposta alcançada aloca atuadores nos
graus de liberdade 3, 6 e 9 e os sensores nos graus de liberdade 3, 6 e 9, ou seja, a solução ótima
também foi obtida. O tempo total de processamento foi de 12,61 horas, isto é, a resposta ótima
foi obtida em um tempo computacional menor, comparado ao método de combinação completa.
89
.   .   .
.   .   .m1
m1
m2
m2
m10
m10
m11
m11
m12
m12
m3
m3
c1
c1
c2
c2
c3
c3
c4
c4
c10
c10
c11
c11
c12
c12
c13
c13
k1
k1
k2
k2
k3
k3
k4
k4
k10
k10
k11
k11
k12
k12
k13
k13
vizinho vizinhovizinho
1− vizinhos possíveis
2 - vizinho escolhido
Figura 5.13 - Escolha aleatória de um vizinho - 3 elementos ativos
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Figura 5.14 - Escolha aleatória de um vizinho - 3 elementos ativos
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5.1.3.4 Comparação dos resultados
Nesta seção, os resultados obtidos para o caso de posicionamento de três atuadores e de
três sensores são apresentados. Na Tabela 5.6 é possível visualizar as posições obtidas (graus de
liberdade) para atuadores e para sensores, além do tempo computacional de processamento (em
horas), número de avaliações da função objetivo, e os valores obtidos da normaH∞ do sistema
em malha fechada.
Tabela 5.6 - Resultados - 3 atuadores e 3 sensores
Métodos Atuador (GDL) Sensor (GDL) Tempo (h) Avaliações NormaH∞
CO 3, 6 e 9 3, 6 e 9 95,01 48400 2,9886× 10−7
CC 4, 5 e 9 3, 5 e 9 0,11 48 1,7883× 10−4
GA - 1 2, 7 e 9 3, 6 e 9 15,30 7920 2,3044× 10−6
GA - 2 3, 4 e 9 3, 6 e 9 5,54 2860 1,8008× 10−5
GA - 3 3, 6 e 9 3, 6 e 9 7,97 4400 2,9886× 10−7
GA - 4 3, 6 e 9 3, 6 e 9 6,83 3740 2,9886× 10−7
SA 3, 6 e 9 3, 6 e 9 12,61 6597 2,9886× 10−7
Nota-se, pela Tabela 5.6, que, em todos os algoritmos heurísticos, o tempo computacional
de processamento é significativamente menor que no caso do algoritmo combinatorial completo.
Os métodos heurísticos que alcançaram a resposta ótima foram os métodos GA - 3, GA - 4 e
SA. Todavia, o tempo computacional de processamento e o número de avaliações da função
objetivo do método SA foi maior, comparado aos GA.
Portanto, a partir dos resultados apresentados, nota-se que o método GA-4 alcançou os
melhores resultados, neste exemplo, em termos de localização obtida e tempo computacional.
5.1.4 Dois atuadores e três sensores
De acordo com a Tabela 5.2, no caso de dois atuadores e de três sensores, a resposta ótima
corresponde a atuadores nos graus de liberdade 3 e 10, e os sensores nos graus de liberdade 4, 6
e 8. Para que essa resposta fosse obtida, o método combinatorial teve que avaliar 14520 combi-
nações. O tempo computacional de processamento foi de 28,89 horas. Com essa configuração,
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a norma H∞ ótima do sistema em malha fechada é 2,8399 × 10−4. Os gráficos dos máximos
valores singulares do sistema com e sem controle são apresentados na Figura 5.15.
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Figura 5.15 - Resposta em frequência - sistema com e sem controle (σmax(w))
5.1.4.1 Resultados dos Algoritmos Genéticos
Para o caso de alocação de dois atuadores e de três sensores, o total de combinações
possíveis para alocar os atuadores é 66 e o número de combinações para posicionar os sensores é
220. Assim o valor para população inicial foi Npop = 66 e o número de indivíduos selecionados
para a geração de pares foi Notim = 66. Os resultados obtidos a partir dos Algoritmos Genéticos
podem ser visualizados na Tabela 5.7.
Todos os métodos baseados nos Algoritmos Genéticos alcançaram a resposta ótima do
problema de otimização. Para que essas respostas fossem obtidas, o tempo de processamento
dos métodos GA-1, GA-2, GA-3 e GA-4 foi, respectivamente, 5,01, 4,80, 2,40, 2,91 horas. As
avaliações da função objetivo realizadas pelos métodos foram, respectivamente, 2574, 2442,
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Tabela 5.7 - Resultados - 2 atuadores e 3 sensores
Métodos Atuador Sensor Tempo (h) Avaliações
GA - 1 3 e 10 4, 6 e 8 5,01 2574
GA - 2 3 e 10 4, 6 e 8 4,80 2442
GA - 3 3 e 10 4, 6 e 8 2,40 1254
GA - 4 3 e 10 4, 6 e 8 2,91 1518
1254, 1518. Então, para este exemplo, dentre tais métodos, o que apresentou a melhor solução
com relação à resposta ótima, tempo computacional e número de avaliações da função objetivo
foi o método GA-3.
5.1.4.2 Resultados do método de Recozimento Simulado
Como nos exemplos anteriores, as análises de posicionamentos vizinhos de atuadores e
de sensores são feitas separadamente. Como exemplificado na Seção 5.1.2.3, no caso em que o
objetivo é alocar dois atuadores, no caso mais geral, tem-se um total de quatro posições vizinhas
possíveis. Como citado na Seção 5.1.3.3, no caso em que se deseja alocar três sensores, tem-
se um total de seis vizinhos possíveis. Assim, para este caso, ao todo tem-se um total de dez
posições vizinhas possíveis.
Os valores para temperatura inicial (T ), taxa de resfriamento (α) e número máximo de
análises na vizinhança (nvmax), foram adotados como a seguir:
• T = 1;
• α = 0.90;
• nvmax = 32.
A partir dos parâmetros definidos anteriormente, a resposta alcançada aloca atuadores nos
graus de liberdade 3 e 10 e os sensores nos graus de liberdade 4, 6 e 8, isto é, a solução ótima
também foi obtida. O tempo total de processamento foi de 6,50 horas, isto é, a resposta ótima
foi obtida em um tempo computacional menor, comparado ao método de combinação completa.
O número de avaliações da função objetivo foi 3370.
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5.1.4.3 Comparação dos resultados
Nesta seção, os resultados obtidos para o caso de posicionamento de dois atuadores e
de três sensores são apresentados. Todos os resultados obtidos estão mostrados na Tabela 5.8.
Nesta tabela é possível visualizar as posições obtidas (graus de liberdade) para atuadores e para
sensores, além do tempo computacional, em horas, o número de avaliações da função objetivo
e os valores das normasH∞ do sistema em malha fechada.
Tabela 5.8 - Resultados - 2 atuadores e 3 sensores
Métodos Atuador (GDL) Sensor (GDL) Tempo (h) Avaliações NormaH∞
CO 3 e 10 4, 6 e 8 28,89 14520 2,8399× 10−4
GA - 1 3 e 10 4, 6 e 8 5,01 2574 2,8399× 10−4
GA - 2 3 e 10 4, 6 e 8 4,80 2442 2,8399× 10−4
GA - 3 3 e 10 4, 6 e 8 2,40 1254 2,8399× 10−4
GA - 4 3 e 10 4, 6 e 8 2,91 1518 2,8399× 10−4
SA 3 e 10 4, 6 e 8 6,50 3370 2,8399× 10−4
Neste caso, como o número de atuadores e de sensores são diferentes, o Método dos
Cortes não pôde ser aplicado.
Nota-se, pela Tabela 5.8, que, todos os algoritmos heurísticos apresentaram uma redução
do tempo computacional total de processamento, comparado ao algoritmo combinatorial com-
pleto. Além disso, todos os métodos alcançaram a solução ótima do problema de otimização.
Entretanto, o tempo computacional e o número de avaliações da função objetivo do método SA
foi maior, comparado aos métodos baseados nos Algoritmos Genéticos.
Portanto, a partir dos resultados obtidos, nota-se que o método GA-3 apresentou os me-
lhores resultados, neste exemplo, com relações às localizações obtidas, tempo computacional e
número de avaliações da função objetivo.
5.1.5 Sensibilidade dos métodos heurísticos com relação a parâmetros iniciais
Uma das dificuldades que podem ser encontradas, com relação à utilização dos métodos
heurísticos, é a determinação dos parâmetros iniciais desses. No caso dos Algoritmos Genéti-
cos, a quantidade de indivíduos na população inicial e a taxa de mutação devem ser cuidado-
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samente escolhidas, pois uma população inicial com poucos indivíduos e uma taxa de mutação
inadequada pode prejudicar a evolução dos cromossomos e, com isso, a solução ótima pode
não ser obtida. No caso do método de Recozimento Simulado, uma definição inadequada do
número de análises na vizinhança, realizada em cada iteração, pode comprometer o tempo de
processamento do método, isto é, pode deixá-lo lento em termos computacionais. Nesta seção,
o objetivo é fazer testes para verificar a influência dos parâmetros iniciais dos métodos imple-
mentados nesta tese. O exemplo escolhido foi o de posicionamento de dois atuadores e de três
sensores no sistema de 12 graus de liberdade.
5.1.5.1 A influência da população inicial e da taxa de mutação nos GA
Para o caso dos GA, os primeiros testes realizados foram com relação ao número de in-
divíduos da população inicial. Os números de indivíduos utilizados na população inicial (Npop)
foram: 10, 20, 30, 40 e 66 (este último foi o adotado para a apresentação dos resultados da Seção
5.1.4.1). Os mesmos números de indivíduos foram adotados, respectivamente, para a formação
de pares (Notim). A taxa de mutação adotada foi de 25%. Na Tabela 5.9 é possível visualizar
quais métodos alcançaram, ou não, a solução ótima do problema para uma determinada popu-
lação inicial.
Nota-se que, os métodos GA - 1 e GA - 2 só alcançaram a resposta ótima com a popu-
lação inicial de 66 indivíduos. No caso do método GA - 3, a resposta ótima foi obtida com a
população inicial de 30, 40 e 66 indivíduos. O tempo de processamento para essas populações
foi, respectivamente, 1,56, 2,51 e 2,40 horas. Com o método GA - 4, a resposta ótima foi obtida
com a população inicial de 40 e 66 indivíduos e o tempo computacional foi 1,31 e 2,91 horas,
respectivamente.
Tabela 5.9 - Resultados a partir de diferentes quantidades de indivíduos na população inicial (Sim e Não
- solução ótima obtida e não obtida, respectivamente)
Métodos 10 20 30 40 66
GA - 1 Não Não Não Não Sim
GA - 2 Não Não Não Não Sim
GA - 3 Não Não Sim Sim Sim
GA - 4 Não Não Não Sim Sim
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A partir dos resultados obtidos com o método GA - 3, percebe-se que, como esperado,
o tempo computacional de processamento, no caso da população com 40 indivíduos, foi maior
em relação ao caso da população de 30 indivíduos. Porém, para o caso da população de 66
indivíduos, o tempo computacional foi menor, comparado ao tempo de processamento para a
população de 40 indivíduos. Isso pode ter acontecido, pois são métodos que utilizam definições
randômicas no momento em que ocorrem cruzamentos e/ou mutações.
No método GA - 4, como esperado, o tempo de processamento no caso em que a po-
pulação tinha 40 indivíduos foi menor, comparado ao tempo computacional do caso em que a
população tinha 66 indivíduos.
Quatro testes foram realizados, com relação à taxa de mutação, utilizando-se o método
GA- 3. As taxas de mutação testadas foram: 10%, 15%, 20% e 25%. Estes testes foram reali-
zados para uma população inicial Npop = 30, quantidade de indivíduos suficiente para que o
método GA - 3 alcançasse a solução ótima. Na Tabela 5.10 é possível visualizar os resultados
obtidos a partir das diferentes taxas de mutação.
Tabela 5.10 - Resultados a partir de diferentes taxas de mutação (Sim e Não - solução ótima obtida e não
obtida, respectivamente)
Métodos 10% 15% 20% 25%
GA - 3 Não Sim Sim Sim
Percebe-se que, com a taxa de mutação de 10%, o método não alcançou o resultado ótimo.
Porém, com as taxas de 15%, 20% e 25%, obteve-se a solução ótima. Nestes casos, os tempos de
processamento foram, respectivamente, 1,07 1,13 1,56 horas. Logo, nota-se que conforme a taxa
de mutação aumentou, o tempo computacional também aumentou. Isso pode ter acontecido,
pois com uma taxa de mutação alta, o algoritmo pode realizar mutações mais facilmente no
decorrer das iterações, e assim, o tempo de processamento pode ser maior.
Dessa forma, diante dos resultados obtidos, conclui-se que, dentre os métodos baseados
nos Algoritmos Genéticos, o método GA - 3 foi o mais eficaz para resolver o problema de alo-
cação de 2 atuadores e de 3 sensores. Sendo que, a partir dos parâmetros testados, a população
inicial de 30 indivíduos e a taxa de mutação de 15% são os parâmetros iniciais ideais.
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5.1.5.2 A influência do número de análises na vizinhança no método SA
Para o caso do SA, os testes realizados foram com relação ao número máximo de análises
na vizinhança (nvmax). Os números máximos de análises na vizinhança utilizados foram: 22, 32
(este último foi o adotado para a apresentação dos resultados da Seção 5.1.4.2) e 52. Na Tabela
5.11 é possível visualizar para quais números máximos de análises, o método SA alcançou ou
não, a resposta ótima.
Tabela 5.11 - Resultados a partir de várias configurações para números de análises na vizinhança (Sim e
Não - solução ótima obtida e não obtida, respectivamente)
Método 22 32 52
SA Não Sim Sim
O método alcançou a resposta ótima nos casos em que os números máximos de análises
na vizinhança foram 32 e 52. Nesses casos, o tempo de processamento foi, respectivamente,
6,50 e 9,33 horas. Assim, pode-se concluir que mesmo que um número grande de análises na
vizinhança possa garantir que o algoritmo convirja para a solução ótima do problema, o tempo
de processamento é maior, comparado ao tempo computacional utilizando-se um número menor
de análises.
5.1.6 Método GA - 5
O método GA - 5 foi aplicado no exemplo de 12 graus de liberdade com o objetivo de
posicionar no máximo 6 atuadores e 6 sensores.
No caso da utilização de um algoritmo de posicionamento puramente combinatorial, o
total de combinações que seriam avaliadas para posicionar 6 atuadores e 6 sensores é 853776.
Isto é, seria um processamento custoso.
A partir do gráfico da Figura 5.16, que apresenta a evolução da norma H∞ dividida pela
norma H∞ da primeira geração, em logaritmo, no decorrer das gerações, nota-se que o algo-
ritmo convergiu na geração 44. Porém, percebe-se que a partir da geração 12, o valor da norma
não se alterou significativamente.
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Figura 5.16 - Log da norma ||Tzw(s)||∞ em cada geração
Na Tabela 5.12, pode-se observar as configurações obtidas na geração 12 (aqui denomi-
nada de G12) e na geração 44 (aqui denominada de G44). Para que esses resultados fossem
obtidos, os valores para população inicial foi Npop = 80 e o mesmo número de indivíduos foi
sempre selecionado para seguir para a formação de pares (Notim = 80). A taxa de mutação
utilizada foi de 20%. Com esses parâmetros iniciais, o tempo total de processamento foi de 5,73
horas.
Tabela 5.12 - Resultados GA - 5 - máximo de 6 atuadores e de 6 sensores
Gerações Elementos ativos Avaliações NormaH∞
G12 6a e 3s 960 1,9772× 10
−8
G44 6a e 5s 3520 1,9580× 10
−8
Na geração G44, 6 atuadores foram posicionados nos graus de liberdade 3, 5, 6, 8, 9 e
12, e 5 sensores foram alocados nos graus de liberdade 1, 3, 6, 9 e 11. Para que este resultado
fosse obtido, a função objetivo foi avaliada 3520 vezes. A norma H∞ nessa configuração é
1,9580× 10−8.
Na geração G12, 6 atuadores foram alocados nos graus de liberdade 3, 4, 6, 7, 9 e 12,
e 3 sensores foram posicionados nos graus de liberdade 3, 6 e 9. Para que essa solução fosse
obtida, o número de avaliações da função objetivo foi 960. E a normaH∞ nessa configuração é
1,9772× 10−8.
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Logo, a partir dos resultados apresentados, percebe-se que é possível utilizar menos sen-
sores que o previsto, pois mesmo fixando a utilização de no máximo 6 atuadores e de 6 sensores,
com 6 atuadores e 3 sensores foi possível atenuar, de forma satisfatória, a vibração do sistema.
Portanto, neste exemplo, houve uma economia de 3 sensores.
5.2 Descrição geral do exemplo de 18 graus de liberdade
O segundo exemplo analisado nesta tese corresponde a um sistema massa, mola e amor-
tecedor de 18 graus de liberdade como o apresentado na Figura 5.17.
.   .   .m1 m2 m17 m18m3
c1 c2 c3 c4 c17 c18 c19
k1 k2 k3 k4 k17 k18 k19
Figura 5.17 - Sistema de 18 graus de liberdade
As matrizes de massa (M), de amortecimento (C) e de rigidez (K), do sistema descrito
na Figura 5.17, estão definidas no Apêndice A. Os parâmetros utilizados para o sistema, para
massas, coeficientes de amortecimento e rigidez de molas, foram os seguintes:
• m1 = m2 = . . . = m18 = 1 kg;
• c1 = c2 = . . . = c19 = 0,10 Ns/m;
• k1 = k2 = . . . = k19 = 10
4 N/m.
O sistema estudado nesta seção tem 18 graus de liberdade. Considerando os estados como
deslocamentos e velocidades, tem-se um modelo de espaço de estado com 36 estados. Neste
exemplo, o distúrbio foi considerado em todas as massas do sistema. As saídas de desempe-
nho são os deslocamentos e foram alocadas nos graus de liberdade m1, m2, m9, m10, m17 e
m18. Na Tabela 5.13, pode-se observar os autovalores (polos), os fatores de amortecimento e as
frequências naturais do sistema em malha aberta.
De acordo com as Equações (2.3), (2.4) e (2.5), as matrizes que representam o modelo
de espaço de estado do sistema aqui estudado estão indicadas nas Equações (5.5), (5.6), (5.7) e
(5.8). Nesta configuração, a norma H∞ do sistema em malha aberta é 10,8059. A Figura 5.18
apresenta o gráfico dos máximos valores singulares do sistema sem controle.
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Tabela 5.13 - Polos do sistema sem controle
Autovalores Fatores de amortecimento Frequências (rad/s)
−1,36× 10−3 + 1,65× 101i 8,26× 10−5 1,65× 101
−1,36× 10−3 − 1,65× 101i 8,26× 10−5 1,65× 101
−5,42× 10−3 + 3,29× 101i 1,65× 10−4 3,29× 101
−5,42× 10−3 − 3,29× 101i 1,65× 10−4 3,29× 101
−1,21× 10−2 + 4,91× 101i 2,45× 10−4 4,91× 101
−1,21× 10−2 − 4,91× 101i 2,45× 10−4 4,91× 101
−2,11× 10−2 + 6,49× 101i 3,25× 10−4 6,49× 101
−2,11× 10−2 − 6,49× 101i 3,25× 10−4 6,49× 101
−3,23× 10−2 + 8,03× 101i 4,02× 10−4 8,03× 101
−3,23× 10−2 − 8,03× 101i 4,02× 10−4 8,03× 101
−4,53× 10−2 + 9,52× 101i 4,76× 10−4 9,52× 101
−4,53× 10−2 − 9,52× 101i 4,76× 10−4 9,52× 101
−5,98× 10−2 + 1,09× 102i 5,47× 10−4 1,09× 102
−5,98× 10−2 − 1,09× 102i 5,47× 10−4 1,09× 102
−7,55× 10−2 + 1,23× 102i 6,14× 10−4 1,23× 102
−7,55× 10−2 − 1,23× 102i 6,14× 10−4 1,23× 102
−9,17× 10−2 + 1,35× 102i 6,77× 10−4 1,35× 102
−9,17× 10−2 − 1,35× 102i 6,77× 10−4 1,35× 102
−1,08× 10−1 + 1,47× 102i 7,36× 10−4 1,47× 102
−1,08× 10−1 − 1,47× 102i 7,36× 10−4 1,47× 102
−1,25× 10−1 + 1,58× 102i 7,89× 10−4 1,58× 102
−1,25× 10−1 − 1,58× 102i 7,89× 10−4 1,58× 102
−1,40× 10−1 + 1,67× 102i 8,37× 10−4 1,67× 102
−1,40× 10−1 − 1,67× 102i 8,37× 10−4 1,67× 102
−1,55× 10−1 + 1,76× 102i 8,79× 10−4 1,76× 102
−1,55× 10−1 − 1,76× 102i 8,79× 10−4 1,76× 102
−1,68× 10−1 + 1,83× 102i 9,16× 10−4 1,83× 102
−1,68× 10−1 − 1,83× 102i 9,16× 10−4 1,83× 102
−1,79× 10−1 + 1,89× 102i 9,46× 10−4 1,89× 102
−1,79× 10−1 − 1,89× 102i 9,46× 10−4 1,89× 102
−1,88× 10−1 + 1,94× 102i 9,69× 10−4 1,94× 102
−1,88× 10−1 − 1,94× 102i 9,69× 10−4 1,94× 102
−1,95× 10−1 + 1,97× 102i 9,86× 10−4 1,97× 102
−1,95× 10−1 − 1,97× 102i 9,86× 10−4 1,97× 102
−1,99× 10−1 + 1,99× 102i 9,97× 10−4 1,99× 102
−1,99× 10−1 − 1,99× 102i 9,97× 10−4 1,99× 102
A =

 018×18 I18×18
−M−1K −M−1C


36×36
; (5.5)
B1 = M
−1

 018×18
I18×18


36×18
; (5.6)
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Figura 5.18 - Resposta em frequência - sistema sem controle (σmax(w))
C1 =


I2×2 02×16 02×18
02×8 I2×2 02×26
02×16 I2×2 02×18


6×36
; (5.7)
D12 = D21 = [0]. (5.8)
Como citado no exemplo anterior, as matrizes B2 e C2 variam conforme a alteração dos
posicionamentos dos atuadores e dos sensores, isto é, essas matrizes variam a cada iteração dos
algoritmos de otimização. As posições possíveis para alocar os atuadores e os sensores são nas
massas m1, m2,...,m18. No exemplo citado nesta seção, somente o método GA - 5 foi aplicado.
O computador utilizado para a obtenção dos resultados apresentados foi um Intel Core
i7− 4790 @3.60 GHz com 32 GB de memória RAM.
No exemplo de 18 graus de liberdade, o método GA - 5 foi utilizado para alocar no
máximo 10 atuadores e 10 sensores.
No caso da utilização de um algoritmo de posicionamento puramente combinatorial, o to-
tal de combinações a serem avaliadas para alocar 10 atuadores e 10 sensores é aproximadamente
1,9148× 109. Ou seja, utilizar o método combinatorial seria extremamente demorado.
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A partir dos resultados obtidos e da Figura 5.19, nota-se que o algoritmo convergiu na ge-
ração 56. Entretanto, percebe-se que a partir da geração 31 a queda da norma ficou estabilizada.
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Figura 5.19 - Log da norma ||Tzw(s)||∞ em cada geração
Na Tabela 5.14, pode-se observar as configurações obtidas na geração 31 (aqui denomi-
nada de G31) e na geração 56 (denominada de G56). Para que esses resultados fossem obtidos,
os valores para população inicial foi Npop = 100 e o mesmo número de indivíduos foram sem-
pre selecionados para seguir para a formação de pares. A taxa de mutação utilizada foi de 25%.
Com esses parâmetros iniciais, o tempo total de processamento foi de 22,51 horas.
Na geração G56, 10 atuadores foram posicionados nos graus de liberdade 1, 2, 3, 6, 7, 9,
10, 14, 17 e 18, e 10 sensores foram alocados nos graus de liberdade 1, 2, 5, 6, 9, 10, 11, 15, 17
e 18. Para que este resultado fosse obtido, a função objetivo foi avaliada 5600 vezes. A norma
H∞ nessa configuração é 1,2267× 10−7.
Tabela 5.14 - Resultados GA - 5 - máximo de 10 atuadores e de 10 sensores
Gerações Elementos ativos Avaliações NormaH∞
G31 8a e 6s 3100 1,2364× 10
−7
G56 10a e 10s 5600 1,2267× 10
−7
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Na geração G31, 8 atuadores foram alocados nos graus de liberdade 1, 2, 3, 9, 10, 16, 17
e 18, e 6 sensores foram posicionados nos graus de liberdade 1, 2, 9, 10, 17 e 18. Para que essa
solução fosse obtida, o número de avaliações da função objetivo foi 3100. E a normaH∞ nessa
configuração é 1,2364× 10−7.
Portanto, a partir dos resultados apresentados, nota-se que é possível utilizar menos atu-
adores e menos sensores do que o previsto, pois mesmo fixando a utilização de no máximo
10 atuadores e de 10 sensores, com 8 atuadores e 6 sensores já foi possível atenuar, de forma
satisfatória, a vibração do sistema. Dessa forma, houve uma economia de 2 atuadores e de 4
sensores.
5.3 Interferência da entrada de controle na saída de desempenho do sistema
Nesta seção todos os algoritmos heurísticos implementados foram testados e avaliados no
sistema massa, mola e amortecedor de 12 graus de liberdade como o apresentado na Seção 5.1.
Entretanto, no caso aqui investigado, definiu-se que, além dos deslocamentos, as entradas de
controle também interferem na saída de desempenho do sistema.
Os parâmetros utilizados para o sistema, para massas, coeficientes de amortecimento e
rigidez de molas, foram os mesmos adotados na Seção 5.1.
De acordo com as Equações (2.3) e (2.5), a matriz dinâmica do sistema está representada
na Equação (5.1) e a matriz que indica as entradas de distúrbio está mostrada na Equação (5.2).
A partir da Equação (2.4), nota-se que a matrizC1 (deslocamentos e velocidades) e matriz
D12 (entradas de controle) podem interferir na saída de desempenho do sistema. No exemplo
aqui estudado, as saídas de desempenho foram definidas como os deslocamentos dos graus de
liberdadem3, m6 em9, porém, diferentemente do exemplo de 12 graus de liberdade investigado
anteriormente, a entrada de controle (matriz D12) foi definida como diferente de zero, ou seja,
aqui as entradas de controle interferem na saída de desempenho do sistema. Dessa forma, a
matriz C1 e matriz D12 foram adotadas como apresentadas nas Equações (5.9) e (5.10). Por
fim, a matriz D21 foi considerada como uma matriz de zeros (Equação (5.11)). A partir dessa
configuração, a normaH∞ do sistema em malha aberta é 4,0594.
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C1 =


01×2 I1×1 01×21
01×5 I1×1 01×18
01×8 I1×1 01×15
− 03×24 −


6×24
; (5.9)
D12 =

 03×3
I3×3


6×24
; (5.10)
D21 = [0]. (5.11)
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Figura 5.20 - Resposta em frequência - sistema com e sem controle (σmax(w))
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Figura 5.21 - Resposta em frequência - esforço de controle (σmax(w))
Para análise de resultados, o problema escolhido foi o de alocação de três atuadores e
de três sensores. Neste caso, a resposta ótima obtida com o método combinatorial completo
corresponde a atuadores nos graus de liberdade 6, 7 e 8, e sensores nos graus de liberdade 10,
11 e 12. Para que essa resposta fosse obtida, o método combinatorial teve que avaliar 48400
combinações. O tempo computacional de processamento foi de 47,86 horas. Com essa confi-
guração, a norma H∞ ótima do sistema em malha fechada é 1,4165. As curvas dos máximos
valores singulares do sistema com e sem controle são apresentadas na Figura 5.20, e o gráfico
que representa o máximo esforço de controle está representado na Figura 5.21.
5.3.1 Resultados do Método dos Cortes
Analogamente ao exemplo estudado na Seção 5.1.3.1, os cortes foram efetuados como
apresentado na Figura 5.12, ou seja, os cortes foram efetuados entre os graus de liberdade 4 e
5 e entre os graus de liberdade 8 e 9. Deste modo, os quatro primeiros graus de liberdade do
sistema foram fixados no primeiro problema combinatorial. Os graus de liberdade 5, 6, 7 e 8
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pertencem ao segundo problema combinatorial. E os graus de liberdade restantes pertencem ao
terceiro problema combinatorial.
No caso do algoritmo CC, a resposta obtida corresponde a atuadores nos graus de liber-
dade 4, 6 e 9 e os sensores nos graus de liberdade 1, 5 e 12. Para que essa resposta fosse obtida,
16 combinações foram avaliadas em cada corte. Assim, tem-se que, ao todo, a função objetivo
foi avaliada 48 vezes para que a resposta apresentada fosse obtida. Com essa configuração, a
normaH∞ do sistema em malha fechada é 1,5418. O tempo de processamento foi de 0,05 horas.
5.3.2 Resultados dos Algoritmos Genéticos
Para o caso de alocação de três atuadores e de três sensores, o número de indivíduos
na população inicial e o número de cromossomos para seguir para a formação de pares foram
considerados, analogamente, como na Seção 5.1.3.2 (Npop = Notim = 220). A taxa de muta-
ção adotada foi de 25%. Os resultados obtidos a partir dos quatro métodos de posicionamento
baseados nos Algoritmos Genéticos estão apresentados na Tabela 5.15.
Tabela 5.15 - Resultados GA - 3 atuadores e 3 sensores
Métodos Atuador Sensor Tempo (h) Avaliações
GA - 1 6, 7 e 8 1, 2 e 12 6,00 5940
GA - 2 6, 7 e 8 9, 10 e 12 2,63 2640
GA - 3 6, 7 e 8 10, 11 e 12 5,50 5500
GA - 4 6, 7 e 8 10, 11 e 12 4,37 4400
A partir dos parâmetros iniciais definidos anteriormente, os métodos GA-3, GA-4 alcan-
çaram a resposta ótima do problema de otimização. Para que essas respostas fossem obtidas, os
tempos de processamento foram, respectivamente, 5,50 e 4,37 horas. Os números de avaliações
da função objetivo realizadas pelos métodos foram, respectivamente, 5500 e 4400. No caso do
método GA - 1, a resposta subótima obtida corresponde a atuadores nos graus de liberdade 6,
7 e 8 e sensores nos graus de liberdade 1, 2 e 12 . O tempo de processamento do algoritmo foi
de 6,00 horas, e foram realizadas 5940 avaliações da função objetivo. Por fim, o método GA - 4
alcançou uma resposta subótima que corresponde a atuadores nos graus de liberdade 6, 7 e 8 e
sensores nos graus de liberdade 9, 10 e 12 . O tempo de processamento do algoritmo foi de 2,63
horas, e foram realizadas 2640 avaliações da função objetivo.
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Assim, para o problema de alocação de três atuadores e de três sensores, dentre os métodos
baseados nos Algoritmos Genéticos, o que apresentou a melhor solução com relação à resposta
ótima e ao tempo computacional, foi o método GA-4.
5.3.3 Resultados do Método de Recozimento Simulado
As análises de vizinhanças e os valores para temperatura inicial (T = 1), taxa de res-
friamento (α = 0.90) e número máximo de análises na vizinhança (nvmax = 72) foram aqui
adotados analogamente aos da Seção 5.1.3.3.
A partir dos parâmetros definidos, a resposta alcançada aloca atuadores nos graus de li-
berdade 5, 6 e 7 e os sensores nos graus de liberdade 1, 2 e 3, isto é, a solução ótima não foi
obtida. O tempo computacional, neste caso, foi de 3,60 horas. E o número de avaliações da
função objetivo foi 3535.
5.3.4 Comparação dos resultados
Nesta seção, os resultados obtidos a partir dos métodos de posicionamento de três atuado-
res e de três sensores são apresentados. Na Tabela 5.16 é possível observar as posições obtidas
(graus de liberdade) para atuadores e para sensores, além do tempo computacional de processa-
mento (em horas), número de avaliações da função objetivo, e os valores obtidos da normaH∞
do sistema em malha fechada.
Tabela 5.16 - Resultados - 3 atuadores e 3 sensores
Métodos Atuador (GDL) Sensor (GDL) Tempo (h) Avaliações NormaH∞
CO 6, 7 e 8 10, 11 e 12 47,86 48400 1,4165
CC 4, 6 e 9 1, 5 e 12 0,05 48 1,5418
GA - 1 6, 7 e 8 1, 2 e 12 6,00 5940 1,4165
GA - 2 6, 7 e 8 9, 10 e 12 2,63 2640 1,4165
GA - 3 6, 7 e 8 10, 11 e 12 5,50 5500 1,4165
GA - 4 6, 7 e 8 10, 11 e 12 4,38 4400 1,4165
SA 5, 6 e 7 1, 2 e 3 3,60 3535 1,4165
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Nota-se, pela Tabela 5.16, que, para todos os algoritmos heurísticos, o tempo computaci-
onal de processamento é menor que no caso do algoritmo combinatorial completo.
Os métodos que alcançaram a solução ótima foram o GA - 3 e o GA - 4, porém nota-se que
mesmo com diferentes configurações para o posicionamento de elementos ativos, a normaH∞
não alterou. Pequenas variações ocorreram somente a partir da sétima casa decimal. Portanto,
conclui-se que, todos os métodos heurísticos alcançaram uma boa solução para este problema
de posicionamento, exceto o Método dos Cortes.
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6 CONSIDERAÇÕES FINAIS
Neste trabalho, alguns métodos heurísticos discretos de otimização para problemas de
posicionamento discreto, a partir de uma quantidade fixa de elementos ativos, e para posicio-
namento discreto e determinação da quantidade de elementos ativos, foram implementados e
testados em sistemas mecânicos. O objetivo foi desenvolver técnicas discretas de otimização
que integrem o problema de posicionamento e de posicionamento e quantidade de atuadores e
de sensores com o projeto de controlador e, ao mesmo tempo, que, dependendo do computador,
sejam executáveis em tempo hábil.
A principal proposta deste trabalho envolve o posicionamento e a quantidade dos atuado-
res e dos sensores de forma já integrada a uma solução do problema de projeto do controlador.
Para isso, a norma H∞ da malha fechada foi considerada como função objetivo, procurando
evitar a dependência de análises que envolvam a interpretação física das formas modais de vi-
bração, o que pode ser uma vantagem para o caso de estruturas mais complexas, nas quais
apenas algumas posições específicas sejam candidatas a receber elementos ativos.
Aqui, os exemplos estudados foram divididos a partir de duas análises diferentes com
relação à saída de desempenho do sistema. No primeiro caso, somente deslocamentos foram
considerados como saídas de desempenho do sistema. Em seguida, além dos deslocamentos, as
entradas de controle também foram consideradas nas saídas de desempenho.
Primeiramente, seis métodos de posicionamento de elementos ativos, a partir de uma
quantidade fixa de atuadores e de sensores, foram implementados. A primeira técnica estudada
foi a técnica baseada em cortes geométricos. Em seguida, quatro técnicas baseadas nos Algo-
ritmos Genéticos foram implementadas, e um algoritmo baseado no método do Recozimento
Simulado foi estudado. Por fim, um método de posicionamento e de determinação da quanti-
dade de elementos ativos, baseados nos Algoritmos Genéticos, foi implementado.
Nesse tipo de enfoque, as questões da factibilidade da solução, particularmente nos Algo-
ritmos Genéticos, envolveu um controle específico na mutação evitando a geração de indivíduos
infactíveis, requerendo, para isso, uma implementação própria. Cinco métodos baseados em Al-
goritmos Genéticos foram implementados.
O mesmo tipo de verificação da factibilidade durante o processo de solução foi feito no
método SA, através da análise da vizinhança que também considerou apenas situações factí-
veis, requerendo, igualmente, uma implementação própria. A aplicação do método de SA para
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posicionamento de atuadores e de sensores em problemas discretos, usando a norma H∞ em
malha fechada pode ser considerada um aspecto original de acordo com a revisão bibliográfica
realizada.
A partir dos resultados obtidos, nota-se que apesar do Método dos Cortes não garantir
o resultado ótimo do problema de posicionamento de atuadores e de sensores, este pode obter
resultados satisfatórios com relação à minimização da normaH∞ do sistema, e com relação ao
número de avaliações da função objetivo. Além disso, o tempo computacional de processamento
é significativamente menor, comparado com o método puramente combinatorial. A limitação
desse método é que deve haver a mesma quantidade de atuadores e de sensores para que os
cortes sejam executados. A dificuldade encontrada para a utilização do método é escolher o
lugar apropriado para fazer a divisão do problema, ou seja, para definir os cortes em que as
otimizações combinatoriais serão realizadas. O Método dos Cortes pode ser utilizado como uma
heurística para encontrar soluções subótimas, pontos de partida, e, em seguida, a partir dessas
soluções, um outro método heurístico pode ser aplicado ao problema para que uma melhor
solução seja obtida.
Para utilizar os Algoritmos Genéticos, é necessário definir uma representação, denomi-
nada cromossomo, para as variáveis do problema. Nesse trabalho, três formulações binárias para
cromossomos foram propostas, sendo duas originalmente propostas neste trabalho, de acordo
com a revisão bibliográfica apresentada. A partir dos resultados obtidos para o posicionamento
de elementos ativos, pode-se concluir que os métodos GA - 3 e GA - 4 foram os que alcança-
ram os melhores resultados, com relação ao resultado ótimo, tempo computacional e número de
análises da função objetivo. Esses métodos foram implementados utilizando-se o Cromossomo
tipo 3. Dessa forma, pode-se concluir que as estruturas do Cromossomo tipo 1 e do Cromos-
somo tipo 2 não estão adequadas para o tipo de problema aqui estudado. Portanto, conclui-se
que essas estruturas de cromossomos precisam ser revistas e melhoradas.
O método de Recozimento Simulado também alcançou as soluções ótimas dos problemas
aqui propostos. Entretanto, o tempo computacional foi maior, comparado aos métodos baseados
nos Algoritmos Genéticos.
Uma das dificuldades encontradas com relação à utilização dos métodos heurísticos, ba-
seados nos Algoritmos Genéticos e no método do Recozimento Simulado, é a determinação dos
parâmetros iniciais dos algoritmos.
O objetivo desta tese foi obter a solução ótima, para o problema de posicionamento, com
todos os métodos heurísticos implementados. Dessa forma, diversos parâmetros iniciais foram
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testados para que todos os métodos baseados nos Algoritmos Genéticos e o método de Recozi-
mento Simulado fossem bem sucedidos.
Na seção 5.1.5, é possível analisar os resultados obtidos pelos algoritmos, para o posici-
onamento de dois atuadores e de três sensores no sistema de 12 graus de liberdade, a partir de
várias configurações de população inicial e de taxa de mutação (no caso dos Algoritmos Gené-
ticos) e de número de análises na vizinhança (no caso do método de Recozimento Simulado).
Diante dos testes realizados e dos resultados obtidos, no caso dos Algoritmos Genéticos, nota-
se que a determinação de uma população inicial, com muitos indivíduos, pode fazer com que
o algoritmo obtenha a resposta ótima mais facilmente, porém, como há mais indivíduos para
serem avaliados a cada iteração, o método pode ficar mais lento em termos computacionais.
Com relação à taxa de mutação, ao mesmo tempo que uma taxa de mutação alta pode ajudar na
busca da solução ótima, essa pode também aumentar o tempo computacional das iterações. No
método de Recozimento Simulado, o campo de soluções pode ser mais bem explorado a partir
de um grande número de análises na vizinhança, entretanto, esse número de análises pode exigir
um esforço computacional maior.
Visto o sucesso do método GA - 3 para com os resultados obtidos nos problemas de
posicionamento, para uma quantidade fixa de elementos ativos, este foi o método escolhido
para servir como base para o desenvolvimento do método de posicionamento e determinação
da quantidade máxima desejada de atuadores e de sensores. Como citado ao longo do texto, o
que diferencia o método GA - 5 do método GA - 3 é o controle de factibilidade de soluções. No
método GA - 5, indivíduos que possuem mais elementos ativos que o número máximo fixado
são substituídos aleatoriamente por indivíduos válidos. O objetivo do método denominado GA -
5 era obter uma configuração e uma quantidade de elementos ativos que fossem suficientes para
atenuar a vibração do sistema. Para isso, ao fim do processo de execução do algoritmo, a partir
de um gráfico em escala logarítmica, soluções intermediárias foram analisadas e comparadas.
O método GA - 5 foi aplicado nos dois (três??) exemplos estudados nesta tese. No caso do
sistema de 12 graus de liberdade, foi fixada a utilização de no máximo 6 atuadores e 6 sensores.
De acordo com os resultados obtidos, pode-se concluir que, neste caso, é possível fazer uma
economia de 3 sensores. No caso do sistema de 18 graus de liberdade, foi fixada a utilização
de no máximo 10 atuadores e 10 sensores. A partir dos resultados obtidos, fazendo uma eco-
nomia de 6 elementos ativos, mais especificamente de 2 atuadores e de 4 sensores, é possível
atenuar ainda de forma satisfatória, a vibração do sistema. Portanto, diante dos resultados obti-
dos, conclui-se que com a utilização do método GA - 5 é possível fazer economia de elementos
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ativos, e, ao mesmo tempo, obter soluções adequadas em um de tempo de processamento com-
putacional plausível.
6.1 Trabalhos futuros
Algumas perspectivas futuras para continuar com este trabalho de pesquisa são apresen-
tadas a seguir:
• Implementar algoritmos híbridos utilizando o Método dos Cortes. Ou seja, imple-
mentar algoritmos que possam ser desenvolvidos a partir de uma fusão de dois al-
goritmos heurísticos distintos, sendo um desses o algoritmo dos Cortes;
• Estudar a sensibilidade dos métodos baseados nos Algoritmos Genéticos e do mé-
todo de Recozimento Simulado com relação aos parâmetros iniciais;
• Estudar melhorias para a formulação dos cromossomos tipo 1 e tipo 2. Uma das
possibilidades é a utilização do Código de Gray (DORAN, 2007);
• Paralelização dos algoritmos. Esta paralelização pode ser feita na função responsá-
vel pelo cálculo da função objetivo;
• Utilização de outras funções objetivo, como por exemplo a normaH2;
• Utilizar LMI para resolver o problema de projeto de controlador, para que seja pos-
sível estudar sistemas com incertezas e/ou estudar sistemas lineares com parâmetros
variantes;
• Aplicar os algoritmos, aqui apresentados, em sistemas mais complexos, por exem-
plo em sistemas com incertezas paramétricas;
• Investigar a viabilidade de utilização de outros métodos heurísticos, por exemplo, o
método Tabu Search, Particle Swarm, entre outros, com o objetivo de se comparar
os resultados;
• Pesquisar a possibilidade de migrar os métodos apresentados nesta tese para uma
outra linguagem de programação que leve a resultados mais rápidos.
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APÊNDICE A - SISTEMA MECÂNICO DE N GRAUS DE LIBERDADE
Neste apêndice, o sistema massa, mola e amortecedor deN graus de liberdade, que serviu
como base para os exemplos escolhidos nesta tese, é modelado e apresentado. Além disso, as
matrizes de massa, de amortecimento e de rigidez de um sistema mecânico de 12 graus de
liberdade são apresentadas.
A.1 Modelagem - equações de movimento
As equações de movimento do sistema de N graus de liberdade, Figura A.1, podem ser
escritas como
m1d¨1(t) + (k1 + k2)d1(t) + (c1 + c2)d˙1(t)− k2d2(t)− c2d˙2(t) = 0;
m2d¨2(t)− k2d1(t)− c2d˙1(t) + (k2 + k3)d2(t) + (c2 + c3)d˙2(t)− k3d3(t)− c3d˙3(t) = 0;
m3d¨3(t)− k3d2(t)− c3d˙2(t) + (k3 + k4)d3(t) + (c3 + c4)d˙3(t)− k4d4(t)− c4d˙4(t) = 0;
.
.
.
mN d¨N(t)− kNdN−1(t)− cN d˙N−1(t) + (kN + kN+1)dN(t) + (cN + cN+1)d˙N(t) = 0;
tal que di(t), com i = 1,...,N , são os deslocamentos das massas, m1, m2,...,mN do sistema.
.   .   .m1 m2 mN−1 mNm3
c1 c2 c3 c4 cN−1 cN cN+1
k1 k2 k3 k4 kN−1 kN kN+1
Figura A.1 - Sistema de N graus de liberdade
As equações de movimento do sistema de N graus de liberdade podem ser escritas na
forma matricial, como a seguir
Md¨(t) + Cd˙(t) +Kd(t) = w(t);
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em que M é a matriz de massa, C é a matriz de amortecimento, K é a matriz de rigidez e w(t)
é o vetor de distúrbios externos.
No caso do sistema de N graus de liberdade representado pela Figura A.1, as matrizes de
massa, de amortecimento e de rigidez podem ser definidas como apresentado na Equação A.1,
na Equação A.2 e na Equação A.3, respectivamente.
M = diag(m1,m2,m3,...,mN−1,mN ); (A.1)
em que diag(·) representa a matriz diagonal.
C =


(c1 + c2) −c2 0 · · · · · · 0
−c2 (c2 + c3) −c3
.
.
.
.
.
.
0 −c3
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
. 0
.
.
.
.
.
.
.
.
.
.
.
. −cN
0 · · · · · · 0 −cN (cN + cN+1)


; (A.2)
K =


(k1 + k2) −k2 0 · · · · · · 0
−k2 (k2 + k3) −k3
.
.
.
.
.
.
0 −k3
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
. 0
.
.
.
.
.
.
.
.
.
.
.
. −kN
0 · · · · · · 0 −kN (kN + kN+1)


. (A.3)
A.2 Sistema mecânico de 12 graus de liberdade
Um dos exemplos estudados nesta tese corresponde a um sistema massa, mola e amorte-
cedor de 12 graus de liberdade. Neste caso, as matrizes de massa, de amortecimento e de rigidez
são definidas, a partir das Equações A.1, A.2 e A.3, respectivamente, da seguinte forma
M = diag(m1,m2,m3,...,m11,m12);
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C =


c1 + c2 −c2 0 0 0 0 0 0 0 0 0 0
−c2 c2 + c3 −c3 0 0 0 0 0 0 0 0 0
0 −c3 c3 + c4 −c4 0 0 0 0 0 0 0 0
0 0 −c4 c4 + c5 −c5 0 0 0 0 0 0 0
0 0 0 −c5 c5 + c6 −c6 0 0 0 0 0 0
0 0 0 0 −c6 c6 + c7 −c7 0 0 0 0 0
0 0 0 0 0 −c7 c7 + c8 −c8 0 0 0 0
0 0 0 0 0 0 −c8 c8 + c9 −c9 0 0 0
0 0 0 0 0 0 0 −c9 c9 + c10 −c10 0 0
0 0 0 0 0 0 0 0 −c10 c10 + c11 −c11 0
0 0 0 0 0 0 0 0 0 −c11 c11 + c12 −c12
0 0 0 0 0 0 0 0 0 0 −c12 c12 + c13


;
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K =


k1 + k2 −k2 0 0 0 0 0 0 0 0 0 0
−k2 k2 + k3 −k3 0 0 0 0 0 0 0 0 0
0 −k3 k3 + k4 −k4 0 0 0 0 0 0 0 0
0 0 −k4 k4 + k5 −k5 0 0 0 0 0 0 0
0 0 0 −k5 k5 + k6 −k6 0 0 0 0 0 0
0 0 0 0 −k6 k6 + k7 −k7 0 0 0 0 0
0 0 0 0 0 −k7 k7 + k8 −k8 0 0 0 0
0 0 0 0 0 0 −k8 k8 + k9 −k9 0 0 0
0 0 0 0 0 0 0 −k9 k9 + k10 −k10 0 0
0 0 0 0 0 0 0 0 −k10 k10 + k11 −k11 0
0 0 0 0 0 0 0 0 0 −k11 k11 + k12 −k12
0 0 0 0 0 0 0 0 0 0 −k12 k12 + k13


.
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A.3 Sistema mecânico de 18 graus de liberdade
Outro exemplo estudado nesta tese corresponde a um sistema massa, mola e amortece-
dor de 18 graus de liberdade. Neste caso, as matrizes de massa, amortecimento e rigidez são
definidas, respectivamente, como nas Equações A.4, A.5 e A.6.
M = diag(m1,m2,m3,...,m17,m18); (A.4)
C =


(c1 + c2) −c2 0 · · · · · · 0
−c2 (c2 + c3) −c3
.
.
.
.
.
.
0 −c3
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
. 0
.
.
.
.
.
.
.
.
.
.
.
. −c18
0 · · · · · · 0 −c18 (c18 + c19)


; (A.5)
K =


(k1 + k2) −k2 0 · · · · · · 0
−k2 (k2 + k3) −k3
.
.
.
.
.
.
0 −k3
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
. 0
.
.
.
.
.
.
.
.
.
.
.
. −k18
0 · · · · · · 0 −k18 (k18 + k19)


. (A.6)
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APÊNDICE B - CONTROLADORES H∞ - A FUNÇÃO hinfsyn
A técnica de controle H∞ foi abordada na Seção 2.2. O problema de minimização H∞
pode ser resolvido utilizando-se as equações de Riccati ou a teoria sobre LMI. Neste apên-
dice, o algoritmo de solução do problema H∞, utilizando equações de Riccati, é apresentado
((GEROMEL; KOROGUI, 2011), (SHAHIAN; HASSUL, 1993)).
B.1 Solução do problemaH∞ utilizando as equações do Riccati
Seja a equação de estado dada por
x˙ = Ax+Bu.
O problema LQR (Regulador Linear Quadrático) tem o objetivo de determinar um con-
trolador de realimentação completa de estado que minimiza o seguinte custo
J =
∫
∞
0
(xTQx+ uTRu) dt. (B.1)
Q e R são matrizes de ponderação tais que Q = QT ≥ 0 é uma matriz simétrica positiva
semidefinida e R = RT > 0 é uma matriz simétrica positiva definida.
O controlador ótimo LQR que minimiza o custo da Equação B.1 pode ser escrito como
K = R−1BTW ;
tal que W = W T é solução da seguinte equação algébrica de Riccati
ATW +WA− PBR−1BTW +Q = 0.
Quando o índice de desempenho passa a ser baseado na norma H∞, ou seja, quando
J = ||Tzw(s)||∞, é possível obter as equações de Riccati associadas a este custo.
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O problemaH∞ ótimo consiste em determinar o controladorK(s) que minimiza a norma
H∞ do sistema em malha fechada (Seção 2.2). Logo, o problema H∞ subótimo consiste em
determinar um controlador K(s) tal que ||Tzw(s)||∞ < γ. Neste caso, durante as iterações do
algoritmo, γ é reduzido até um valor factível.
Assim, as equações de Riccati associadas ao problema H∞ subótimo são escritas da se-
guinte forma
ATX +XA+X(γ−2B1B
T
1 − B2B
T
2 )X + C
T
1 C1 = 0;
Y AT + AY + Y (γ−2CT1 C1 − C
T
2 C2)Y +B1B
T
1 = 0.
A solução destas equações permite determinar um controlador regido por
ξ˙ = (A + γ−2B1B
T
1 X + ZLC2)ξ +B2u− ZLy;
tal que
u = Fξ;
com
F = −BT2 X ; L = −Y C
T
2 ; Z = (I − γ
−2Y X)−1; y = C2x+D21w.
Dessa forma, a malha fechada do sistema é escrita da seguinte forma
ξ˙ = (A+ γ−2B1B
T
1 X + ZLC2 +B2F )ξ − (ZLC2x+ ZLD21w).
Simplificando, tem-se
x˙ = Ax+B1w +B2Fξ;
z = C1x+D12Fξ.
Essas equações podem ser escritas na forma matricial, assim, tem-se a seguinte equação
de estados


x
ξ˙

 =

 A B2F
−ZLC2 (A+ γ
−2B1B
T
1 X + ZLC2 +B2F )




x
ξ

+

 B1
−ZLD21

w;
125
tal que a equação de saída é dada por


z
y

 =

 C1 D12F
C2 0




x
ξ

+

 0
D21

w.
Para o cálculo da matriz de transferência Tzw considera-se então
z =
[
C1 D12F
]

x
ξ

+ 0w.
O Algoritmo B.1 descreve como determinar o controlador H∞ através das equações de
Riccati.
Algoritmo B.1 ControladorH∞ via equação de Riccati
1. Definir γ0 (valor de partida grande).
2. Resolver as equações de Riccati.
3. Determinar o controlador.
4. Fechar a malha. Conexão da planta P (s) com o controlador K(s).
5. Verificar estabilidade em malha fechada.
6. Diminuir γ, γk+1 = γk − ǫ, ǫ > 0.
7. Voltar para o passo 2.
As iterações do Algoritmo B.1 se encerram quando não for possível obter uma solução
para as equações de Riccati, ou se a malha fechada do sistema for instável.
