A group of mobile entities is given a task to explore an edge-weighted tree T , i.e. every vertex of T has to be visited by at least one agent. There is no centralized unit to coordinate their actions, but they can freely communicate with each other and they know the structure of T in advance. The goal is to construct a deterministic strategy which allows robots to complete their task optimally.
we discuss the following approaches: exploration time, number of entities and energy optimization. Exploration time is the number of time units of the strategy with the assumption that a sliding along edge e move takes w(e) time, while energy is the maximum value taken over all robots traversed distances. In this work we introduce a new approach: we are looking for cost-optimal strategy, where cost is the sum of the total distances traversed by agents and a cost of invoking a new agent (which we refer to as the fuel and invoking costs respectively). We assume, for simplicity, that in one step only one robot can perform a move. † The subject of graph exploration has drawn a lot of attention for a some time now, previously in the off-line settings (studied in this paper), where a graph is known in advance, and more recently in the on-line ones, where robots have no a priori knowledge about the graph. Several studies have been undertaken, especially for exploration time minimalization [1, 2, 3, 7, 8, 9] , and also for the energy [5, 6] and number of robots [4] .
This work is constructed as follows: in the next Section we introduce necessary notation and we formally define the problem. In Section 3 the algorithm is presented, while Section 4 contains the analysis of the algorithm. We finish this work with the conclusion, where a future outlook and suggest areas of further research are presented.
Notation
Let T = (V, E) be a non-directed, edge-weighted, rooted in r tree with a set of vertices V and edges E, where n = |V | and a weight function w : E → N + . We refer to the sum of all weights between two vertices as to a distance and denote it by d(v, u), v, u ∈ V . The sum of all weights of a subgraph H of T is denoted by w(H) = e∈E(H) w(e), where E(H) is a set of all edges in H. For every v ∈ V we denote by T v a subtree of T rooted in v, c(v) list of its children and p(v) its parent vertex.
Let L(T ) be a set of all leaves in tree T ; we call a leaf u ∈ L(T ) v − terminating, where v is a predecessor of u, if d(u, v) > d(v, r) and non v-terminating otherwise. If an agent occupies a non v-terminating leaf u ∈ L(T ), then it is referred to as an available for v at level l, where l = d(u, v). One can notice that, if an agent is available for v it will also be available for its children, but not necessarily for its parent. Analogically, if an agent is not available for v, it will not be available for its parent, but might be for children.
We define a strategy S as a sequence of moves of the following two types: (1) † One may notice, that in order to minimize the number of time units of the algorithm robots moves, when possible, should be perform simultaneously.
sliding an agent along an edge and (2) invoking a new agent in the homebase. Let k ∈ N + be the number of robots used by S (notice that k is not fixed) and d i ∈ R + the distance that i − th robot traversed, i = 1, . . . , k. The invoking cost q ∈ R + is the cost connected to the robots: every time the strategy uses a new robot it has to 'pay' for it q. In other words, the strategy needs to decide when it is worth to invoke a new agent (and pay for it q) and when is better to use agents already present in the graph. We assume that an algorithm may invoke any number of agents. The goal is to find a cost-optimal strategy, where cost c is understood as the sum of invoking costs and the total distance traversed by entities, i.e., c = kq
To close this section we state the problem formally.
Problem Statement Given the graph T , the invoking cost q and homebase in the root of T , find a strategy of minimum cost.
The Algorithm
In this section we describe the algorithm with the assumption that there is no cost for invoking a new agent, i.e. q = 0. As we will show in the next Section 4, this algorithm, with little modification, can be extended to one for a non-zero agent cost, i.e. q > 0.
In order to simplify our algorithm we first perform a compressing operation on T , which is based on the following Observation 3.1.
Observation 3.1. If an agent occupies a non-decision vertex, it is always optimal for it to explore its child, regardless of the other agents' moves.
In other words, it is always optimal for agents to continue the exploration of the path they already entered, instead of returning to any of their predecessors. The compressing operation substitutes every path P (v, u) between two decision vertices or a decision vertex and a leaf with a single edge e = (v, u), where w(e) = w(P (v, u)). From now on, when the tree T notation is used, we refer to its compressed version. See Figure 1 for an example of the compressing operation.
For all vertices v we consider a labeling Λ v , which is a triple (k, u l , u c ), where k stands for the number of agents needed to explore the whole subtree T v . The second one, u l , is the furthest leaf (from v) and u c is the child of v, such that u l ∈ T uc . We will refer to this values using dot notation, e.g. the number of agents needed to explore tree rooted in vertex a v ∈ V is denoted by Λ v .k and the set of labels for all vertices is denoted by 
Procedures
The algorithm is built on principles of dynamic programming: first the number of needed agents and a strategy is set for leaves, then gradually for all other subtrees rooted in decision vertices and finally for the main root. In this Section we present three procedures: firstly, labeling Λ is calculated by SetLabeling, which is the main core of our algorithm. Once labels for all vertices are set, the procedure SetStrategy builds a strategy based on them. The main procedure CostExpl describes the whole algorithm.
Procedure SetLabeling
Procedure SetLabeling for every subtree T v , rooted in the decision vertex v, calculates and returns labeling Λ v . We give a formal statement of the procedure and its informal description followed by an example. Firstly, for every leaf v label Λ v = (1, v, ∅) is set, as one agent is sufficient to explore v. Then dynamically we set labels for their predecessors until the label for the main root r is set. Let us describe now the main loop for each child u ∈ c(v). First the number of needed agents for vertex v is increased by the number of needed agents for vertex u (line 10). Then if the distance between v and the furthest vertex of u (i.e., d(v, Λ u .u l )) is less or equal to the distance from root r to v, the number of required agents for k is reduced by 1 (lines 12 -13), because it is more efficient to reuse this agent, than to invoke a new one from r. Meanwhile the child of v, which is a parent of the furthest vertex is being set (lines 14 -16). See an example on Figure 2 .
Invoke Procedure SetLabeling for T, u and Λ (1, u 10 , u 10 )
(d) Two agents are required in order to explore this tree in the cost-optimal way. 
Procedure SetStrategy
Procedure SetStrategy builds a strategy for a given tree T and vertex v based on the labeling Λ. If v is not a leaf, then for each of its child u, first the required number of agents is sent to u (line 7). In the next step the strategy is set for u (line 8), and lastly, if T v is still not explored and it is efficient for the agent, who finished exploration of T u in Λ u .u l , to come back to v, then the appropriate sequence of moves is added (lines 10 -11). It is crucial that for every v the subtree T Λv.uc is explored as the last one, but the order of the remaining subtrees is not important. To summarize, we give a formal statement of the procedure. For the example from Figure 2 , the following list of moves is obtained:
Move an agent from r to u 2 .
Move an agent from u 2 to u 6 .
Move an agent from u 6 to u 9 .
Move an agent from u 9 back to u 6 .
Move an agent from u 6 to u 10 .
Move an agent from u 10 back to u 6 .
Move an agent from u 6 back to u 2 .
Move an agent from u 2 to u 5 .
Move an agent from r to u 1 .
Move an agent from u 1 to u 4 .
Move an agent from u 4 back to u 1 .
Move an agent from u 1 to u 3 .
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Move an agent from u 3 to u 8 .
Move an agent from u 8 back to u 3 .
Move an agent from u 3 to u 7 . if v == r then 3:
Procedure SetStrategy
Add a move to S: Invoke Λ r .k agents in r 4:
Let c 1 , . . . , c l be children of v, where c l = Λ v .u c 6:
for i = 1, . . . , l do 7:
Add a move to S: send Λ c i .k agents from v to c i 8:
Invoke Procedure SetStrategy for T, c i , Λ and S 9:
Add a sequence of moves to S: send an agent from Λ c i .u l to v
Procedure CostExpl
Procedure CostExpl consists of two procedures presented in the previous subsections. First SetLabeling is being invoked for the whole tree T . In the next step the strategy S is being calculated from labeling Λ by procedure SetStrategy. We can easily observe that our procedure finds a strategy in O(n) time. To summarize, we give a formal statement of the procedure.
Input: Tree T Result: Strategy S 1: Invoke Procedure SetLabeling for T, r and ∅; set Λ as an output 2: Invoke Procedure SetStrategy for T, r, Λ and ∅; set S as an output 3: Return S
Analysis of the Algorithm
In this section, we give a short analysis of the algorithm with the necessary lemmas, where proofs have been omitted. Also the case of non-zero invoking cost is considered and the lower and upper bounds given. Let T be a given tree rooted in r with a set of vertices V and T v a subtree of T , rooted in v ∈ V .
Lemma 4.1. It is not cost-optimal for any agent a to leave subtree T v , v = r, unless a visits all unexplored children of v.
There exist a cost-optimal solution for any tree T , where after exploring any subtree T v , containing at least one v-terminating leaf, no agent is available in it for v.
There exist a cost-optimal solution for any tree T , where in order to explore any subtree T v with no v-terminating leaves one agent is required, which finishes in the furthest leaf. Non-zero Cost of Invoking Agents Every tree T , rooted in r, can be searched by procedure CostExpl in a cost-optimal way with a significant invoking cost (i.e., q > 0) after applying following steps. Firstly new tree T * is obtained by adding vertex r * and edge e = (r * , r) of weight w(e) = q into tree T . Then CostExpl is being invoked for T * , rooted in r * , and strategy S * is set as the result. In order to obtain a strategy for T , all moves from r * to r have to be removed from S * .
Exploration Time Exploration time is out of scope of this article, while it can be significantly improved by parallelizing moves of agents. Nevertheless, it is upper bounded by 2w(T ) time units.
Lower and Upper Bounds A trivial lower bound is achieved on the path graph, where one agent traverses the total distance of w(T ). The upper bound can be obtained by performing DF S algorithm by one entity, which set it on 2w(T ). Let DF S be the modified version of DF S, such that the agent finishes exploration in the furthest leaf and does not return to the homebase. Then we get an improved upper bound of 2w(T ) − h, where h is the height of T , which is tight. Indeed,
CostExpl achieves it in the exploration of a star K 1,n with the root in one of the leaves for q = 0 and edges of the weight of 1.
It is worth to mention that although DF S performs well on some graphs, the gap between CostExpl and DF S can be arbitrary large. Let us consider the same star K 1,n rooted in the internal vertex. While DF S produces the cost of 2n − 1 units, our protocol achieves the optimal cost of n, which is twice better and the gap grows to infinite with the growth of n. 8 
Conclusion
In this work we propose a new cost of team exploration, which is the sum of total traversed distances by robots and the invoking cost. This model describes well the real life problems, where every traveled unit costs (e.g., used fuel or energy) and entities costs itself (e.g., equipping new machines or software license cost). The algorithm, which constructs the cost-optimal strategy for any given edge-weighted tree in O(n) time is presented. While there is nothing done in this area, a lot of new questions have been pondered. Firstly, it would be interesting to consider other graph classes as well as for edge-exploration as the vertex one (where not all edges has to be visited). Intuitively, for some of them the problem would be easy (e.g., cycles) and for some might be NP-hard (e.g., cliques). Another direction is to look into online settings (when the graph is not known in advance to agents), which is currently rapidly expanding due to its various application in many areas. It seems as for trees it is impossible to achieve anything lower than the competitive ratio (supremum taken over all networks of the results of the online strategy divided by the optimal one in the offline setting) of 2, which is our target bound set by DF S, though it would be highly interesting proving this hypothesis. Lastly, different variation of this model might be proposed, e.g., the invoking cost might increase/decrease with the number of agents in use or time might be taken under consideration as the third parameter.
