Hubble Space Telescope (HST) fine guidance sensor observations were used to obtain parallaxes of eight metal-poor ([Fe/H] < −1.4) stars. The parallaxes of these stars determined by the new Hipparcos reduction average 17% accuracy, in contrast to our new HST parallaxes which average 1% accuracy and have errors on the individual parallaxes ranging from 85 to 144 microarcseconds. This parallax data has been combined with HST ACS photometry in the F606W and F814W filters to obtain the absolute magnitudes of the stars with an accuracy of 0.02 to 0.03 magnitudes. Six of these stars are on the main sequence (with −2.7 < [Fe/H] < −1.8), and suitable for testing metal-poor stellar evolution models and determining the distances to metal-poor globular clusters. Using the abundances obtained by O'Malley et al. (2016) we find that standard stellar models using the VandenBerg & Clem (2003) color transformation do a reasonable job of matching five of the main sequence stars, with HD 54639 ([Fe/H] = −2.5) being anomalous in its location in the color-magnitude diagram. Stellar models and isochrones were generated using a Monte Carlo analysis to take into account uncertainties in the models. Isochrones which fit the parallax stars were used to determine the distances and ages of nine globular clusters (with −2.4 ≤ [Fe/H] ≤ −1.9). Averaging together the age of all nine clusters, leads to an absolute age of the oldest, most metal-poor globular clusters of 12.7 ± 1.0 Gyr, where the quoted uncertainty takes into account the known uncertainties in the stellar models and isochrones, along with the uncertainty in the distance and reddening of the clusters.
1. INTRODUCTION Stellar evolution models and isochrones are widely used in astrophysics to determine the properties of stars and integrated stellar populations. The predicted absolute magnitudes and colors of stars are frequently used, yet there are few tests of these basic properties of stellar models and isochrones for metal-poor stars. Stars on the main sequence provide a stringent test of stellar evolution models, as their properties vary little with age. In contrast, the properties of more evolved stars are sensitive to the age of the star, and stellar evolution models are typically assumed to be correct and used to determine the ages of stars which have evolved off the main sequence. To test metal-poor stellar models and isochrones, it is important to have high quality absolute magnitudes and colors of single, main sequence stars.
The Hipparcos catalog (Perryman & ESA 1997; van Leeuwen 2007) provided accurate parallaxes for a large number of stars and was used to investigate a large number of issues in stellar astrophysics, including the distances and ages of globular clusters (e.g. Reid 1997; Gratton et al. 1997; Pont et al. 1998; Chaboyer et al. 1998; Carretta et al. 2000; Grundahl et al. 2002; Gratton et al. 2003) . One of the key limitations of the Hipparcos catalog for studying metal-poor stars is that it only contained one single main sequence star with [Fe/H] < −1.5 whose parallax was known to a sufficient accuracy (∼ 10%) to provide a reasonable test of stellar models. To investigate the reliability of low metallicity stellar models prior to the Gaia data release, and to illustrate the types of studies enabled by high quality parallaxes, we have obtained HST fine guidance sensor (FGS) observations of nine metal-poor stars, and parallaxes of eight of these stars are presented in this paper. The HST observations started on Oct. 28, 2008 and were completed on June 3, 2013. In addition to illustrating the type of science possible with high quality parallaxes of metal-poor stars, this work provides accurate parallaxes which can be used to cross-check the Tycho-Gaia astrometric solution (TGAS) (Michalik, Lindegren & Hobbs 2015; Gaia Collaboration et al. 2016; Lindegren et al. 2016) , which was released after this paper was submitted for publication. The uncertainties in our parallaxes range from 85 to 144 µas, which are lower than the TGAS parallax uncertainties, which range from 220 to 860 µas for our target stars (Lindegren et al. 2016) .
The stars selected for HST observations were selected from various lists of metal-poor stars. The key criteria used to select stars for the HST observations were (a) estimated [Fe/H] < −1.5, (b) the star was not a known member of a multiple star system, and (c) that the star be on the main sequence. To determine if a star was on the main sequence, we selected stars which were relatively cool (V − I > 0.7) and which had high surface gravities (based upon estimates from high-resolution spectroscopy, or Stömgren photometry).
Details of our observations and data reductions are presented in §2. The derived parallaxes are discussed in §3, where we determine that two of the stars are in the main-sequence turn-off or sub-giant branch phase of evolution and so are not useful for testing stellar models. These two stars turned out to suffer from significant reddening and as a result were bluer than was assumed during our sample selection. The main sequence stars are compared to stellar isochrones in §4, and the isochrones which fit these calibrating stars are used to derive distances and ages of a number of metal-poor globular clusters in §5. Our key results are summarized in §6.
OBSERVATIONS

HST Photometry of Program Stars
In order to compare the magnitudes of our program stars with HST color-magnitude diagrams of globular clusters, each program star was observed with ACS/WFC in the F606W and F814W filters. The CTE-corrected ACS/WFC images for the program stars were retrieved from MAST. Each of them was multiplied by the geometric correction image, and the image quality file was applied in order to mask-out pixels of lower quality. Photometry with a 0.5 arcsec aperture was performed on the program stars in the resultant images. These instrumental magnitudes were corrected for exposure time, matched to form colors, and calibrated to the VEGAMag and ground-based VI systems using the Sirianni et al. (2005) photometric transformations. Ground based photometry for all of our program stars were obtained using the NMSU 1 m telescope, the MDM 1.3m telescope and the SMARTS 0.9 m telescope. Further details are provided in §A.1.
A summary of HST and ground based photometry of the program stars is presented in Table 1 . For each star, we list our own ground based measurements, along with photoelectric photometer observations from the literature. For several stars, there is a considerable range in the V and V − I measurements. We recommend averaging the V and V − I measurements to obtain the best estimate of the apparent magnitude and color of each star. Given the scatter in the data, an uncertainty of 0.01 mag in the observed V magnitudes and V − I colors of the stars seems appropriate. 
HST Astrometry Observations
We used HST FGS-1r, a two-axis interferometer, in position (POS) "fringe-tracking" mode 1 to make the astrometric observations. Nelan (2007) describes the FGS instrument. The reduction and calibration of the data is described in Benedict et al. (2007) . A new improved Optical Field Angle Distortion (OFAD) derived by McArthur, was used to reduce and calibrate the data which is available with the reduction pipeline. This astrometric data are available from the HST Program Schedule and Information website, in proposal numbers 11704 and 12320. Eighty-nine orbits of HST astrometric observations were made between December 2008 and June 2013. Every orbit contains several observations of the target and surrounding reference stars. The latest calibrations parameters and the two part pipeline used to reduce the raw data to the values used in this modeling is available from the Space Telescope Science Institute in IRAF STSDAS and in a standalone version available from one of the coauthors, the HST FGS Instrument Scientist at STSCI Ed Nelan.
With respect to its reference frame, an HST target parallax is relative, not absolute. For a conversion from a relative to and absolute frame, we can use a statistically-derived correction (c.f. van Altena et al. 1995) , or we can use the derived spectroscopic parallaxes of the reference frame stars as input to the model in a Bayesian approach. For finer accuracy, we use the Bayesian approach, in which we estimate the absolute parallaxes of the reference frame stars using spectra to classify the temperature and luminosity class of each star, and then combine these with U BV RIJHK photometry to determine their visual extinctions, as described in Harrison et al. (2013) . We require the absolute magnitude, M V , and V -band absorption, A V for the equation
Our modeling then produces not a relative parallax, but an absolute parallax.
Full details of our astrometric reductions are provided in the Appendix. Below, we summarize the key details. Each reference frame contained from 5 to 9 reference stars plus the target. The positions (x , y ) of the target and reference stars change with each observation set because HST rolls with the observations shown in Table A1 . We use parameters for scale, rotation, and offset in an overlapping plate model. We relate each plate's parameters to a master constrained plate, usually one of the central observations. The astrometric model also includes the time-dependent movements of each star, given by the absolute parallax π abs and the proper motion components, µ α and µ δ , which are transformed into the roll of the constraint plate. We also include instrumentally caused position shift parameters for lateral color. The standard coordinate catalog positions ξ and η are the result of modeling these equations of condition:
where x and y are the measured coordinates from HST; lc x and lc y are the lateral color corrections, and B − V are the B − V colors of each star. A, B, D, and E, are scale and rotation plate constants, and C and F are offsets. The constraint plate defines A and E equal to 1, B and D equal to 0, and C and F equal to 0. µ ξ and µ η are proper motions, ∆t is the epoch difference from the mean epoch, P ξ and P η are parallax factors, and π is the parallax. We get the parallax factors from a JPL Earth orbit predictor (Standish 1990, upgraded to version DE405) . We use a model in the GaussFit language (Jeffererys et al. 1988 ) utilizing robust estimation to derive a simultaneous solution for all parameters. The resulting astrometric catalogs from the combined modeling are shown in Table A8 . Condition equations relate an initial and final parameter value. All input data supplied to the equations of condition (such as reference star proper motions from catalogs and spectrophotometric parallaxes) are input to the model with errors. The lateral color term of all stars and the HST roll reported by the spacecraft of the constraint plate are also input with their errors in additional equations of condition. These additional equations of condition allow the χ 2 minimization process to adjust parameter values by amounts constrained by their input errors. In this quasiBayesian approach, prior knowledge is not input as a hardwired quantity known to infinite precision, but input as an observation with associated error. For all metal-poor target (not reference) stars no priors were used for parallax or proper motion.
HST PARALLAX AND PROPER MOTIONS OF THE TARGET STARS
The parallaxes of the metal-poor target stars are shown in Table 2 , including independently determined values from the updated Hipparcos catalogue (van Leeuwen 2007) for comparison. Our determination yielded uncertainties between 85 and 144 micro-arseconds, with an average uncertainty of 1% on the parallax, a very high accuracy. In contrast, the new Hipparcos reduction yielded uncertainties of 17%, while the recently released TGAS parallaxes typically have uncertainties a factor of two larger than the HST uncertainties. The proper motions shown in Table 3 agree with Hipparcos and URAT1 values, with HST motions having smaller uncertainties. HST proper motions are relative to the reference frame. No a priori values for proper motion and parallax were used as input for the target stars, only for the reference frame. The key properties of our target stars are summarized in Table 4 . High resolution spectroscopic abundances and reddening estimates are from O'Malley et al. (submitted) . The reddening estimates are based upon the strength of the interstellar Na I line in the high resolution spectra of the target stars. If no interstellar Na I lines were detected, then the reddening was estimated to be less than 0.001 mag, and was assumed to be zero for that star. For stars with non-zero reddening, an uncertainty of 10% in the reddening was added in quadrature with the uncertainty in the parallax to determine the uncertainty in the absolute magnitudes. No Lutz & Kelker (1973) corrections have been applied to Table 4 as the high accuracy of the parallaxes make these corrections negligible (less than 0.0008 mag). The stars are plotted in an color-absolute magnitude diagram in Figure 1 . Below we briefly comment on each of the target stars. Table 4 ).
HIP 46120 is typical main sequence star, with [Fe/H] = −2.24 and will serve as an excellent calibrator of the main sequence for the most metal-poor globular clusters. The HST, Hipparcos and TGAS parallaxes agree with each other for this star.
HIP 54639 is the reddest (and intrinsically faintest) star in the sample. This star has [Fe/H] = -2.5, and isochrones would prefer that this star be fainter by about 0.2 mag. The HST and TGAS parallaxes agree with each other, while the Hipparcos parallaxe agrees at the 1.6 σ level for this star. The Hipparcos parallax of 15.679 mas (this is a faint star for Hipparcos with high error) would make this star fainter by 0.7 mag, the HST parallax of 11.116 mas has the star closer to the theoretical isochrone than the Hipparcos value.
Initial observations of HIP 56291 had HST target acquisition failures. The first was because of incorrect target position and that was corrected, but then there were star acquisition failures, most likely because the reference stars in this field were all fainter than the catalogs indicated. New reference stars were chosen, but some proved to be double stars, which locked on to different components. It may be possible to recover enough data to get a parallax, but it would be of significantly lower quality and as a result, a parallax was not determined for this star.
The HST, TGAS and Hipparcos parallaxes for HIP 87062 are in agreement. High resolution spectra show the presence of interstellar Na I lines (O'Malley et al. submitted) indicating that this star has E(B − V ) = 0.06 magnitudes. As a result, the star is bluer than indicated by its colors, and the HST parallax indicate that the star is in the main sequence turn-off, region (with M v = 4.95) and hence not suitable to use for main sequence fitting, or to test the stellar evolution isochrones. The location of this star in a color-magnitude diagram differs considerably from the other stars, and from theoretical isochrones. This suggests that we have may be using an incorrect reddening for this star. The Strömgren photometry from Schuster et al. (2006) implies E(B − V ) = 0.12 suggesting that our reddening value could be in error. Using this reddening value puts the star's location in the color-magnitude diagram in better agreement with other stars.
HIP 87788 is the most metal-poor star in our sample, with [Fe/H] = −2.69. The HST, TGAS and Hipparcos parallaxes agree. This star is on the main sequence, and with no known reddening and an accurate parallax HIP 87788 is an excellent calibrator for the lowest metallicity stellar stellar models.
The parallax of the faintest star in our sample, HIP 98492 is discrepant at the 2.2 σ level between HST (3.49 mas) and Hipparcos (9.78 mas). This star is very faint for Hipparcos. The TGAS parallax (2.48 mas) is much closer to the HST value, but formally, the TGAS and HST parallaxes disagree 2.5 σ level. We note that Stassun & Torres (2016) have found that the TGAS parallaxes are too small by 0.25 mas (when compared to eclipsing binaries), and offsetting the TGAS parallax by this amount would reduce the discrepancy with the HST parallax to 1.9 σ. High resolution spectra show the presence of interstellar Na I lines (O'Malley et al. submitted) indicating that this star has E(B − V ) = 0.11 magnitudes. Silva et al. (2012) obtained Strömgren photometry of this star and also estimate E(B − V ) = 0.11. This star is in the main sequence turn-off or sub-giant branch region. As a result, it is not suitable for testing stellar evolution models. Its location in the color-magnitude diagram is somewhat anomalous, which could be due to an incorrect reddening estimate.
HIP 103269 is a relatively metal-rich main sequence star in our sample, with [Fe/H] = −1.85. The HST and Hipparcos parallaxes agree at the 0.6 σ level for this star and place it on the main sequence. The TGAS parallax agrees at the 1.5 σ level with the HST parallax. Offsetting the TGAS parallax by 0.25 mas, brings the TGAS and HST parallax into agreement at the 0.4 σ level. With no reddening, and a well determined absolute magnitude, HIP 103269 is another excellent calibrator for low metallicity stellar models.
HIP 106924 is a typical main sequence star, with [Fe/H] = −2.22 and will serve as an excellent calibrator of the main sequence for the most metal-poor globular clusters. The HST and Hipparcos parallaxes agree with each other at the 0.5 σ level for this star. This star is not in the TGAS catalogue.
HIP 108200 is another relatively metal-rich main sequence star in our sample (with [Fe/H] = −1.83). It has a small reddening of E(B − V ) = 0.02 mag based upon the interstellar Na I lines (O'Malley et al. submitted) .The HST and Hipparcos parallaxes agree at the 0.6 σ level for this star and place it on the main sequence. With a small reddening, and a well determined absolute magnitude, HIP 108200 is another good calibrator for low metallicity stellar models. This star is not in the TGAS catalogue.
COMPARISON TO THEORETICAL ISOCHRONES
The reliability of theoretical stellar models and isochrones is tested by comparison of these stars in color and magnitude to the Dartmouth isochrones (Dotter et al. 2008) . The theoretical uncertainty in stellar evolution models is estimated by constructing 2000 independent isochrones via a Monte Carlo analysis similar to Bjork & Chaboyer (2006) . This Monte Carlo analysis uses probability distributions for the various input parameters which have intrinsic uncertainties associated with their value. For example, a comparison between different opacity calculations suggests that current high temperature (T ≥ 10 7 K) opacities are uncertain at the 3% level and so when constructing the stellar models, the tabulated opacities are multiplied by a number randomly drawn from a Gaussian distribution with a mean of 1, and σ = 0.03. The probability density distributions of the stellar evolution parameters varied in the Monte Carlo simulation are provided in Table 5 . Starting with the probability density distributions used by Bjork & Chaboyer (2006) , we updated the nuclear reaction rates, helium abundance, and choice of model atmosphere to reflect more recent measurements/calculations. References for our choice of parameter distributions are given in Table 5 and our choice of the mixing length distribution merits further discussion. Canuto (1970) Note-As in Bjork & Chaboyer (2006) , parameters below Atmospheric T (τ ) are treated as multiplicative factors applied to standard tables and formulas.
The stellar models use a mixing length prescription to describe convection. This theory has two free parameters (the mixing length itself, α, and the degree of overshoot past the formal edge of the convective boundary), which are varied in the Monte Carlo simulation. Typically, the mixing length is determined by calibrating a solar model to match the observed properties of the Sun, and this solar calibrated mixing length is used for calculating metal-poor stellar models. However, recent interferometric observations of the radius of the metal poor ([Fe/H] = −2.2) star HD 140283 by Creevey et al. (2015) require that stellar models for this star use a mixing length which is substantially below the solar value. Astroseismic studies using Kepler data have found a systematic metallicity dependance of the mixing length, with lower metallicity stars requiring the use of a lower mixing length (Bonaca et al. 2012; Tanner et al. 2014) . To take this into account, the probability density distribution for the mixing length is taken to be a uniform distribution with 1.00 ≤ α ≤ 1.70, which is substantially below the solar calibrated mixing length (α 1.9) for our stellar models.
The Monte Carlo simulation allows for the variation of both [α/Fe] and [Fe/H]. Table 6 The stellar evolution tracks cover a stellar mass range of 0.30 to 1.00 M and provide the physical parameters for the simulated star from the zero age main-sequence through its evolution along the red giant branch. The stellar evolution tracks are used to produce isochrones in a standard fashion. The conversion from luminosities and effective temperatures to absolute magnitudes and colors used both synthetic color-temperature transformations from the PHOENIX model atmosphere grid (Hauschildt et al. 1999 ) and the semi-empirical color-temperature relations of VandenBerg & Clem (2003) . The PHOENIX transformation isochrones will be referred to as ISO-P, and the VandenBerg & Clem (2003) transformed isochrones will be referred to as ISO-VC in the remainder of this paper.
The location of the stars in the color-absolute magnitude plane were compared to the isochrones for the stellar [Fe/H] using a reduced χ 2 minimization analysis. The χ 2 for each MC isochrone is defined as: to Dartmouth stellar evolution isochrones. Shown here are the median isochrone (black solid), 1 σ (green dashed) and 2 σ (blue dot-dash) deviations for ISO-P (upper) and ISO-VC (lower). The color of HIP 103269 was over predicted by more than 95% of the ISO-P isochrones, while the color matches within 1 σ the ISO-VC isochrones. This is true for the four other main sequence stars, with the only exception being HIP 54639 whose color matches within 1 σ the ISO-P isochrones.
where d is the perpendicular distance between the target star and the main sequence (MS) of a 12 Gyr isochrone in a CMD and σ is the error associated with both the color and magnitude of our data. The reduced χ 2 for each model is
where K is the number of degrees of freedom, which in this case is K = 5 as HIP 54639 was discarded from the fit (see below) and so leaving five stars to fit to our models with zero fit parameters. A comparison of ISO-P versus ISO-VC fits to the field stars is shown for HIP 103269 in Figure 2 . The color of each field star was overestimated by the median ISO-P isochrone while underestimated by the ISO-VC distribution. This was a general trend found for all the stars, except for HIP 54639. The ISO-VC [Fe/H] = −2.50 models showed strong disagreement in their comparisons to HIP 54639, with the models being too red, while the ISO-P models gave an acceptable fit to this stars. This is not too surprising, as HIP 54639 is much redder compared the other main sequence stars in our sample. HIP 54639 is also the faintest star in our sample, however there is no indication from deep globular cluster color-magnitude diagrams (Sarajedini et al. 2007 ) that the main sequence becomes markable redder at these magnitudes. As a result, it is most likely that the position of HIP 54639 is anomalous, perhaps due to it being an unresolved binary. As a result, HIP 54639 was removed from subsequent analysis for both color-temperature transformations.
The median deviation of the ISO-P models from the stars was 8.5 σ, with 99.8% falling outside of 2 σ and 98% falling outside 3 σ. For the ISO-VC models, the median deviation from the stars was 2.1σ ,with 56% of the isochrones falling outside of 2σ and only 21% outside of 3σ. The distribution of χ 2 values is shown in Figure 3 for two isochrones sets. It is clear from this analysis that the VandenBerg & Clem (2003) color-transformation does a much better job of matching the observed properties of metal-poor main sequence stars, and is the preferred color-transformation. These isochrones and their construction parameters will be used in determining the distances and ages of several GCs. 
Stellar Parameters
To understand the relationship between the input parameters and the goodness of fit to the parallax stars, it is instructive to perform an analysis of covariance (ANCOVA) on our results. An ANCOVA was conducted with the statistical software R (The R Core Team 2005) to test the effects and interactions of the input parameters on the fit of the models to the very metal-poor field stars. Table 7 provides the results of this analysis in the form of the minimal adequate model, both for the entire isochrone set, and just the ICO-VC isochornes. As was obvious in our initial investigation into the model fits (see Figure 3 ), the choice of color temperature relation produces very different distributions of fits for the same model parameters. The ANCOVA confirms this result, but also finds the underlying effects due to the input parameters themselves. Of the 20 input parameters used in constructing these models, six individual parameters produce highly significant effects on the resulting reduced χ 2 fit. As an example, the mixing length has a very strong effect on the model fit (t = −30.5). The effect is clearly evident when we look at the reduced χ 2 as a function of mixing length as shown in Figure 4 , highlighting the advantages of the ANCOVA method of extracting this information from the complex dataset. Regardless of which isochrone set we adopt, the most important physical parameters in determining the goodness of fit to the parallax stars are the mixing length and the p + p reaction rate. These have been identified in previous studies as important uncertainties in lower mass, metal-poor stellar models (e.g. Chaboyer & Krauss 2002) . The only surprise result is that we find the uncertainty in the 3 He + 4 He → 7 Be + γ reaction has an important impact on our fits to metal-poor stars. This is the slowest reaction in the PP-II chain, which becomes important at higher temperatures. The significance of this result is much lower with the ICO-VC models, and it would be worth investigating this issue in more detail with dedicated models.
DISTANCES AND AGES OF GCS
Main sequence fitting, whereby the absolute magnitude of stars with well determined parallexes are compared to the apparent magnitude of the main sequence in distance star clusters, is a commonly used technique to determine the distances to star clusters. As mentioned in the introduction, a number of groups used Hipparcos parallaxes of metal-poor stars to determine the distances to globular clusters (e.g. Reid 1997; Gratton et al. 1997; Pont et al. 1998; Chaboyer et al. 1998; Carretta et al. 2000; Grundahl et al. 2002; Gratton et al. 2003) . Since these works, it has become clear than many, if not all globular clusters contain multiple stellar populations (e.g. see reviews by Piotto 2009; Gratton et al. 2012) . These different stellar populations are characterized by different chemical abundances, and it is likely that self-enrichment has occurred in many, if not all globular clusters. These multiple stellar populations have been identified using both spectroscopy (Gratton et al. 2012 ) and photometrically (Piotto 2009 ). It is unlikely that field stars experienced the same formation scenario, and the chemical composition of field stars is most similar to the primordial population of stars found in globular clusters. In order to use main sequence fitting to determine distances to GCs, it is important that one uses GC stars which have a primordial composition.
Photometric studies have found that when a blue filter is chosen (such as F225W or F336W) then the apparently tight principle sequences observed in ground based color-magnitude diagrams (CMDs) are often split into multiple sequences indicative of different stellar populations. For example, some globular clusters contain populations with enhanced helium abundances (e.g. Milone et al. 2012a; Milone 2015) , and the different populations trace slightly different main sequences, with the helium enriched stars being redder on the main sequence than the stars with a primordial helium abundance. However, these distinct main sequences are often just seen when using blue filters, and when using the F606W and F814W filters, all the stars within the globular clusters NGC 6397 (Milone et al. 2012a) and NGC 6752 (Milone et al. 2013 ) fall along the same main sequence. This is not always the case, and in 47 Tuc (Milone et al. 2012b ), NGC 2808 (Milone et al. 2015a ) and NGC 7089 (Milone et al. 2015b ) one sees a small offset on the main sequence between the helium enriched population and the primordial population when looking at the CMDs in the F606W and F814W filters.
The HST GC Treasury Project (Sarajedini et al. 2007) , which obtained deep CMDs of a 65 globular clusters, was conducted in the F606W and F814W filters. The photometry from this project was downloaded from MAST, and used to determine the median ridge-line along the main sequence and subgiant branches for a number of GCs. In order to determine if this ridge-line traces the primordial stars, one needs to examine UV photometry to identify the different stellar populations. Piotto et al. (2015) have obtained UV photometry for most of GCs observed by Sarajedini et al. (2007) . Careful analysis of this photometry has been used to identify multiple populations in most GCs studied (Milone et al. 2016 ). However, this photometry is not publicly available at this time, despite claims to the contrary in Piotto et al. (2015) . Without having access to the UV photometry, which can be used to determine which stars are primordial, we need to adopt another approach to determine the location of the primordial main sequence in the F606W-F814W CMD.
UV CMDs are available for the clusters at Piotto's website, http://groups.dfa.unipd.it/ESPG/treasury.php in graphical form. In looking at these diagrams, clusters which show an offset between the primordial and helium enhanced stars on the main sequence in their F606W-F814W CMDs (47 Tuc, NGC 2808 and 7089), clearly show multiple main sequence populations in their UV CMDs, while for those clusters whose main sequence multiple populations are all on the same ridge-line in their F606W-F814W CMDs (NGC 6397 and 6752) one does not see evidence for multiple main sequence populations in the graphical UV CMDs. To ensure that the median ridge-lines in the F606W-F814W CMDs are tracing the primordial population, UV CMDs of a number of metal-poor GCs were examined, and those which showed no obvious evidence for multiple main sequence populations in their graphical UV CMDs were used in our main sequence fitting study. The location of the principle sequences (main sequence and turn-off region) in these clusters F606W-F814W CMDs is not affected by the presence of multiple populations, and the observed location of the principal sequences is indicative of the primordial population.
The location of the main sequence (in all filters) is sensitive to the abundance of iron and the α−capture elements. To take this into account, distances will only be determined to GCs which have similar abundances to the HST parallax stars. The calibrating parallax stars have similar, although not identical, abundances to the primordial population of stars in our chosen GCs. To take into account the small differences in [Fe/H] and [α/Fe] between the HST parallax stars and the primordial GC stars, we do not directly compare the HST parallax stars to the main sequence stars in globular clusters. Instead, as described in the previous section, the HST parallax stars were used to determine what parameters yield theoretical isochrones which correctly predict the main sequence location of metal-poor stars. These same set of parameters, but with [Fe/H] and [α/Fe] values appropriate to a given GC are then used to generate isochrones and these isochrones are used to determine the distance and age of that GC. Harris reddening Figure 5 . GCs of similar metallicity expected to have comparable RGB colors and HB magnitudes when adjusted to same relative distance. Upper -Dereddened CMDs of NGC 5024 (black) and NGC 6101 (red) using Harris (1996 Harris ( , version 2010 adjusted to same relative distance. We do not see overlapping RGBs nor HBs, suggesting reddening of one or both may be incorrect. Bottom -Dedreddened CMDs with Dutra et al. (2000) FIR reddening show much better agreement.
Sample Clusters
A sample of nine metal-poor ([Fe/H] < −1.9) and relatively un-reddened (E(B − V ) ≤ 0.10 mag) GCs with photometry from the HST GC Treasury Project (Sarajedini et al. 2007) were selected from the Harris (1996 version 2010) GC catalog for the main sequence fitting analysis. The photometry for these clusters was obtained with the same filters on ACS/WFC as our target metal-poor field stars. Hence, the photometry of both the GCs and our field stars are on the exact same system, which removes one possible source of systematic error from our analysis.
In studying the photometry of similar metallicity GCs, the Harris (1996; version 2010 ) reddening values give inconsistent colors of the RGB. This is demonstrated in Figure 5 where the red giant branch (RGB) color of NGC 5024 (black, [Fe/H] = −2.10 is compared to to NGC 6101 (red, [Fe/H] = −1.98). The top panel of Figure 5 uses the Harris (1996 Harris ( , version 2010 reddening and a relative distance modulus of 0.75 mag such that the MSs overlap. GCs of similar metallicity are expected to have comparable RGB colors and HB magnitudes when adjusted to the same relative distance; the fact that this is not seen suggests the reddening of one or both of these clusters may be incorrect. Due to this issue, the Dutra & Bica (2000) far-infrared (FIR) reddening values (based on the reddening maps of Schlegel et al. (1998) with reddening errors of ±0.01 mag) were adopted for the MS fitting. The comparison of RGB colors for NGC 5024 and NGC 6101 using the FIR reddening values shows much better agreement in the bottom panel of Figure 5 using a relative distance modulus of 0.55 mag to match the MSs.
Some may question the use of FIR reddening for objects within the Milky Way due to the fact that FIR reddening values should represent the integrated dust column density throughout the whole Galaxy in any direction; therefore, FIR reddening values may over-estimate the reddening for nearby objects. However, the GCs used for this study are sufficiently far away and mostly out of the plane of the Galaxy that the reddening should not be over-estimated by the FIR reddening values. The FIR reddening values agree fairly well with the reddenings found by Dotter et al. (2010) and VandenBerg et al. (2013) who studied the cluster CMDs in detail to determine the cluster ages. Table 8 provides information on the clusters' locations and reddening from Dutra & Bica (2000) along with metallicity from Harris (1996; version 2010) and the metallicity bin used in this study. The Sirianni et al. (2005) reddening relation for ACS/WFC of E(F 606W − F 814W ) = 0.984 E(B − V ) was used to convert the Dutra & Bica (2000) reddening to the HST photometric system. 
MS-Fitting Distances
MS-fitting distances were determined for each cluster, taking into account observational uncertainty (including reddening errors). The best-fitting distance modulus was based on a fit of the median observed MS ridge-line shifted in both color and magnitude to the isochrone MS. For a given cluster, by visual inspection of the de-reddened CMD, the MS was defined in color and magnitude. The median MS ridge-line (within the color range of the field stars with parallaxes) was then calculated by determining the median color in 0.2 magnitude overlapping bins, therefore ensuring the median color found in each bin is not isolated. The median ridge-line was selected to ensure that the results are not affected by the red binary sequence found in GCs.
This median MS ridge-line is used to determine the distance modulus for each cluster using the 12 Gyr isochrones in our suite of models. The shape of the MS in the color range of field stars did not constrain the reddening. Shifting the median MS ridge-line in both color and magnitude led to equally well-fitting distance modulus for any color in the E(F 606W − F 814W ) range for that cluster. Therefore, we are able to calculate the distance modulus for the cluster based on the median E(F 606W − F 814W ) and propagate the uncertainty in the reddening to the uncertainty in the distance modulus using standard techniques. Since A v = 3.1 E(B − V ), the ±0.01 uncertainty in reddening corresponds to a ±0.03 uncertainty in the distance modulus for a given isochrone. The distance modulus determined with a given isochrone spans a range of ∼ 0.7 mag, in the case of M92 the distance modulus ranges from 14.90 to 15.61 mag using ISO-P or from 14.60 to 15.21 mag using ISO-VC.
Not all isochrones have the same goodness of fit to the calibrating field stars with parallaxes, and the resultant distance modulus need to be weighted to take into account their probability of correctly representing actual stars. Specifically, a p-value is calculated for each isochrone based on its χ 2 vaule using K = 5 degrees of freedom. The weight applied to each isochrone was obtained by normalizing the p-value distribution. Table 9 gives the weighted mean distance modulus for each cluster. Since the ISO-P isochrones gave very poor fits to the calibrating field stars, they have very little weight when combined with the ISO-V isochrones, and the combined result, which represents our best estimate for the distance modulus to each cluster, is heavily weighted in favor of the ISO-VC isochrones. The average uncertainty in distance modulus is σ DM = 0.10 mag which incorporates the photometric uncertainty and the uncertainty in stellar models. We see an offset of ∼0.15 mag between ISO-P and ISO-VC distance modulus determinations in the sense the ISO-P distance moduli are greater than the ISO-VC distance moduli. To illustrate the technique, Figure 6 compares data for M92 (NGC 6341) to the median ISO-VC isochrone and the calibrating field stars assuming the best fitting distance modulus shown in Table 9 . 
Cluster Ages
The cluster distance modulus given by each individual isochrone is used to determine a distribution of ages for the cluster. The location of the sub-giant branch (SGB) in the clusters is compared to the SGB of the isochrone at ages ranging from 8 Gyr to 15 Gyr. The magnitude of the SGB is defined in Chaboyer et al. (1996) as the point brighter than the main-sequence turn-off (MSTO) and 0.05 mag redder. Chaboyer et al. (1996) showed the SGB provides the same level of theoretical uncertainty as the MSTO but is easier to measure on observational CMDs which leads to lower observational uncertainty. We visually inspect the CMDs of the clusters to determine the SGB and use a linear . Probability distribution of the estimated age and distance modulus of M92 (on a relative scale) using ISO-VC isochrones. The inverse relationship between distance modulus and age is inherent in this analysis and is very clear.
regression of isochrone age vs. SGB magnitude to find the cluster age. The same weighting scheme is applied to this distribution of ages to derive our final ages based on the goodness of fit of each isochrone to the field star data. The ages for each GC are provided in Table 9 , with average uncertainties of ∼ 1.2 Gyr. The offset of ∼0.15 mag in distance modulus between ISO-P and ISO-VC plays directly into the 2.6 Gyr offset we see in the ages between these two isochrone sets. Note that the inverse relationship between the distance modulus and age determined for each cluster is inherent in this analysis and is shown very clearly for M92 in Figure 7 which plots the ISO-VC age and distance muduli distributions (on a relative scale).
Discussion
Several sources provide estimates of GC distances and ages using varying methods of analysis. The Harris (1996; version 2010) GC catalog, which was used to determine initial estimates of [Fe/H] and E(B − V ) in this study, also provides distance moduli based on the horizontal branch (HB) magnitude observed in the CMD. On average, our best estimates for the distance moduli (from the combined models) are 0.30 mag larger than those listed in Harris (1996; version 2010) . This difference is too large to be explained by simply the use of FIR reddening values. As shown earlier, a 0.01 mag increase in E(B − V ) corresponds to 0.03 mag increase in the distance modulus. The majority of our clusters used reddenings which are only 0.02 mag larger than listed by Harris (1996; version 2010) , with a few exceptions increasing to 0.05 mag, suggesting that the difference in reddening estimates only accounts for ∼ 0.08 mag of the difference in distance moduli. Dotter et al. (2010) determine distance moduli by fitting isochrones to same HST photometry from Sarajedini et al. (2007) used in our study. We are using the same stellar evolution code as Dotter et al. (2010) . On average, our distance moduli are 0.16 mag larger than those found by Dotter et al. (2010) . The key difference 2 with the current study is that Dotter et al. (2010) did not have field star parallaxes to constrain their isochrones, and hence just used isochrones constructed with the best estimates for the various input parameters. This would correspond to our 'median' Monte Carlo isochrones and since the median isochrones do not provide the best fit to the parallax stars, the isochrones we are effectively using differ from those used by Dotter et al. (2010) even though we are using the same stellar evolution code. Benedict et al. (2011) determined used HST FGS parallaxes for six RR Lyr stars and used RR Lyr stars as standard candles to determine distances to three GCs (NGC 4590, 6341 and 7078) in our sample. Using the same reddening values, the Benedict et al. (2011) distance moduli are, on average, smaller by 0.21 mag than the values determined in this paper. VandenBerg et al. (2013) (who adopted similar reddenings to those used in this study) fit theoretical zero-age horizontal branch models to determine the distance to six of the clusters in our sample and our distance moduli are on average 0.24 mag larger than the VandenBerg et al. (2013) values.
Most recently, Watkins et al. (2015) have combined dynamical modeling with measurements of proper motion dispersions and line of slight velocity dispersions to determine dynamical distances to 15 GCs. To compare to our distance determinations, we converted the Watkins et al. (2015) distances to distance moduli using our preferred reddening value for each cluster. Only two of the cluster in our sample are in the Watkins et al. (2015) sample. For NGC 6341, Watkins et al. (2015) have (m − M ) F 606W = 14.81 ± 0.07 mag, which is similar to our distance moduli of (m−M ) F 606W = 14.88±0.10 mag. In contrast, our distance modulus for NGC 7078 of (m−M ) F 606W = 15.74±0.10 mag disagrees strongly with that found by Watkins et al. (2015) (m − M ) F 606W = 15.39 ± 0.03 mag.
In contrast to our distance results, our age determinations largely agree with previous work. For example, Dotter et al. (2010) determined the age of GCs by isochrone fitting from the TO through the SGB and their ages are 0.1 to 1.2 Gyr older than the combined ages in this work for seven out of the nine clusters. The ages derived for NGC 5466 and 6101 in this work are both older that that found in Dotter et al. (2010) by 0.9 and 0.4 Gyr, respectively. On average, our ages are 0.4 Gyr younger than those found by Dotter et al. (2010) . VandenBerg et al. (2013) also use the photometry provided in Sarajedini et al. (2007) to derive ages. In this case they allow for larger observational errorbars, but utilize the same Schlegel et al. (1998) reddening maps. The authors use the stellar evolution models from VandenBerg et al. (2012) and find the distance moduli using the zero-age horizontal branch magnitude. They determine ages by fitting isochrones from the TO through the SGB. The difference between the VandenBerg et al. (2012) ages and our ages span a range of 1.4 Gyr younger to 1.1 Gyr older, with a mean age difference of 0.2 Gyr.
We note that both Dotter et al. (2010) and VandenBerg et al. (2013) used a solar calibrated mixing length in their stellar models, while we use a mixing length which is well below the solar value in our isochrones. Changing the mixing length will impact the shape of the isochrones, and so it is likely that the ages derived by Dotter et al. (2010) and VandenBerg et al. (2013) would change if they adopted a non-solar mixing length. The luminosity of the SGB is only minimally affected by the choice of the mixing length (Chaboyer et al. 1996) and so the ages which we derive are less sensitive to the choice of the mixing length. The fact that our ages agree with previous work is fortuitous, as it appears that the younger ages one would expect from adopting the larger distance moduli find in this study, is offset by using a smaller mixing length, which increases our derived stellar ages.
6. SUMMARY Accurate HST FGS1r parallaxes have been derived for 8 metal-poor stars. Six of these stars, with −2.7 < [Fe/H] < −1.8, are on the main sequence, and suitable for testing metal-poor stellar models and isochrones. These stars were also observed with ACS/WFC in the F606W and F814W filters, with uncertainties in their apparent magnitudes being less than 0.005 mag. Typical parallax uncertainties are of order 1%, leading to uncertainties of order ±0.02 mag in the absolute magnitude of the stars. Using a Monte Carlo approach to take into account the uncertainties in the stellar models and isochrones, we found that isochrones constructed with the VandenBerg & Clem (2003) color calibration provide a much better fit to the location of the stars in a color-absolute magnitude diagram than those isochrones constructed using the the color calibration based upon the PHOENIX model atmospheres (Hauschildt et al. 1999) .
Monte Carlo isochrones which provided an acceptable fit to the location of parallax stars were used to determine the distance (via main sequence fitting) and age (via the luminosity of the SGB) of nine metal-poor globular clusters (with −2.4 < [Fe/H] < −1.9) which have excellent ACS/WFC photometry from Sarajedini et al. (2007) . Our distance moduli are of order 0.2 mag larger than previous distance determinations to metal-poor clusters. Thus, just as main sequence fitting results using Hipparcos parallaxes of more metal-rich stars than in our sample led to the conclusion that globular clusters were more distant than found by previous work (e.g. Reid 1997; Gratton et al. 1997; Pont et al. 1998; Chaboyer et al. 1998; Carretta et al. 2000; Grundahl et al. 2002; Gratton et al. 2003) , we find that our HST parallaxes lead of metal-poor stars lead to main sequence fitting distances which are larger than previous work. The reason for this discrepancy is unclear, and warrants further study. In determining these main distances, we examined graphical UV CMDs in an attempt to only use GCs whose main sequences do not appear to show evidence for substantial helium enhancement (which would bias our results). Once the UV photometric data is publicly available, it would be useful to check that these results to ensure that location of the main sequence median ridge-line is reflective of the primordial stellar population.
Our absolute ages from these clusters range from 11.9 ± 1.4 Gyr to 13.9 ± 1.1 Gyr, in agreement with previous work. There is no convincing evidence that an intrinsic age difference exists between the different clusters. Averaging together the age of all nine clusters, leads to an absolute age of the oldest, most metal-poor globular clusters of 12.7 ± 1.0 Gyr, where the quoted uncertainty takes into account the known uncertainties in the stellar models and isochrones, along with the uncertainty in the distance and reddening of the clusters. Support for this work was provided by NASA through grants GO-11704 and GO-12320 from the Space Telescope Science Institute, which is operated by the Association of Universities for Research in Astronomy (AURA), Inc., under NASA contract NAS5-26555. This material is based upon work supported by the National Science Foundation Graduate Research Fellowship under Grant No. DGE-1313911. Any opinion, findings, and conclusions or recommendations expressed in this material are those of the authors(s) and do not necessarily reflect the views of the National Science Foundation. This publication makes use of data products from the Two Micron All Sky Survey, which is a joint project of the University of Massachusetts and the Infrared Processing and Analysis Center/California Institute of Technology, funded by NASA and the NSF. This research has made use of the SIMBAD database, operated at CDS, Strasbourg, France, and the NASA Astrophysics Data System Abstract Service. This work has made use of data from the European Space Agency (ESA) mission Gaia (http://www.cosmos.esa.int/gaia), processed by the Gaia Data Processing and Analysis Consortium (DPAC, http://www.cosmos.esa.int/web/gaia/dpac/consortium). Funding for the DPAC has been provided by national institutions, in particular the institutions participating in the Gaia Multilateral Agreement. Astrometric data from the FGS are retrieved by download from the HST online archival retrieval system and then processed through the two-part FGS pipeline system. The low-level calibration pipeline extracts the astrometry measurements (usually from 1 to 2 minutes of fringe position information that was acquired at a 40 Hz rate, yielding several thousand discrete measurements) and after outlier removal (from cosmic ray hits etc.) calculates the median and performs a per-observation error estimation. The high-level calibration pipeline corrects the observations with the time-variant OFAD, compensates the velocity aberration, processes the time tags, and calculates the parallax factors with the JPL Earth orbit predictor (Standish 1990) . The OFAD calibration is presented in several calibration papers (McArthur et al. 1997 (McArthur et al. , 2002 (McArthur et al. , 2006 and ongoing stability tests (LTSTABs) are used to maintain this calibration. FGS1R Instrumental systematics (such as intra-orbit drift and color and filter effects) are also corrected for. We have not found after 24 years of calibration additional systematics in our data at a level that is higher than our detection limit. Regression analysis between Hipparcos and HST parallax measurements has shown (with the exception of the Pleiades, Soderblom et al. (2005) ) not only good agreement between the parallaxes determined by the two instruments, but also an overestimation of error in HST astrometric measurements (Benedict et al. 2007; McArthur et al. 2010) .
The distribution of the reference stars in the field is shown in the Digital Sky Survey images in Figure A1 . The position of each star is measured by the FGS sequentially. Each epoch contains multiple visits, of the metal-poor target and reference stars, providing x(t) and y(t) positions. These positions are measured in the HST reference frame in seconds of arc. During an orbit, positional drift occurs and was corrected for with an adaptable polynomial fitting routine amplified to model the high intra-orbit drift seen in some of these observations. The F583W filter was used for all observations. The observation dates, the number of measurements per epoch of the target metal-poor stars, the HST orientation angles and the number of plate parameters are listed on Table A1 . Available only on-line as a machine-readable table (Table A2 ) is the HST astrometric data for the targets and their reference stars. The most current calibration the data should be retrieved from the HST online archival retrieval system and processed through the low and high level pipeline system.
HIP106924
HIP54639 HIP87062 HIP87788 HIP98492 HIP108200 HIP46120 HIP103269 Figure A1 . Metal-poor star fields with astrometric reference stars and target (T) labelled. The stars are listed in Table A8 . The DSS images were made using Aladin. Table A1 continued on next page Table A2 is published in its entirety in the electronic edition. The column descriptions and format are shown here for guidance regarding its form and content.
A.1. Reference Star Spectroscopy and Photometry
We obtained spectra of the reference frame stars for the northern targets using the Dual Imaging Spectrograph 2 ("DIS") on the 3.5 m telescope at the Apache Point Observatory. DIS simultaneously obtains spectra covering blue and red spectral regions, providing dispersions of 0.62Å/pix in the blue, and 0.58Å/pix in the red with the high resolution gratings (1,200 line/mm). For HIP46120 and HIP54639, we obtained spectra of the reference frame stars using the R−C Spectrograph 3 on the Blanco 4 m telescope at Cerro Tololo Interamerican Observatory (program 2009A-0009). The KPGL1 grating was used, and with the "Loral 3K" detector, provided a dispersion of 1.01Å/pix.
Optical photometry for the fields all of the program stars, except HIP46120, was procured using the robotic New Mexico State University (NMSU) 1 m telescope (Holtzman 2010) at Apache Point Observatory and the MDM 1.3 m telescope. The NMSU 1 m is equipped with an E2V 2048 sq. CCD camera, and the standard Bessell U BV RI filter set. THE MDM 1.3 m data was obtained with a STA-0500 4062 sq. CCD camera and a standard BVRI filter set. Photometry of the field of HIP46120 was obtained using the Tek2K CCD imager 4 on the SMARTS 0.9 m telescope at CTIO (program 2009A-0009) . The images of the program object fields, along with the appropriate calibration data, were obtained in the usual fashion, reduced using IRAF, and flux calibrated with observations of Landolt standards.
We use the transformations provided in Carpenter (2001) to convert the 2MASS JHK values to the Bessell & Brett (1988) system. Table A3 lists V JHK photometry for the target and reference stars indicated in Figures A1 . Figure A2 show the (J − K) vs. (V − K) color-color diagrams with reference stars and targets labeled. Table A3 . The dashed line is the locus of dwarf (luminosity class V) stars of various spectral types; the dot-dashed line is for giants (luminosity class III).
A.2. Spectroscopy, Luminosity Class and Reduced Proper Motion
The derived absolute magnitudes are crucially dependent on the assumed stellar luminosities, a parameter impossible to obtain for all but the latest type stars using only Figure A2 . To aid in the spectral classification of the reference stars we have compiled an extensive set of template spectra covering a large range of temperature and luminosity classes in support of our various FGS programs on both the APO 3.5 m, and the Blanco 4 m. We perform MK classification of each of the reference frame stars with respect to these templates, as well as use the temperature and luminosity classification characteristics listed in Yamashita et al. (1978) . For the DIS spectra, our temperature classifications are generally good to ± 1 subclass. For the lower resolution CTIO data, however, there is more uncertainty, and we generally obtain spectral classifications with uncertainties of ± 2 subclasses.
To confirm the luminosity classes we obtain PPMXL proper motions (Roeser et al. 2010 ) for a 1 • square field centered on the targets shown in Figure A3 , and then iteratively use the technique of reduced proper motion (Yong & Lambert 2003; Gould & Morgan 2003) to distinguish between giants and dwarfs.
A.3. Estimated Reference Frame Absolute Parallaxes
With the spectral classification of the reference stars complete, we combine the U BV RI photometry we have obtained with JHK photometry from 2MASS, to derive the visual extinction to the sources using the reddening relationships from Rieke & Lebofsky (1985) . Error bars on the visual extinction are of order 10%. Once determined, we estimate spectroscopic parallaxes using the absolute visual magnitude calibrations for main sequence stars listed in Houket al. (1997) , and for giant stars using Cox (2000) . These spectroscopic reference star parallaxes are input to our model with errors of 20%. The error bars on the V magnitudes are ± 0.02 mag, and are ± 0.04 mag for the (B − V ) colors. Table A4 lists all reference star absolute parallax estimates, spectral types and luminosities. Figure A3 . Reduced proper motion diagram for 5800 stars in a 1
• field centered on the metal-poor target stars. Star identifications are in Table A3 . For a given spectral type, giants and sub-giants have more negative HK values and are redder than dwarfs in (J − K). HK values are derived from 'Final' proper motions in Table A6 b The HST reference star parallaxes use spectroscopic priors and are not independent.
c Reference star not included in model
Two objects in Table A4 warrant mention. Ref-08 for HIP46120 has very weak metal lines, and appears to have a low metallicity. The photometry and spectral continuum are consistent with the temperature of an early K dwarf. HIP87788 Ref-01 appears to be a J-type carbon star.
A.4. Estimated Reference Frame Proper Motions
As priors, we test proper motion values when available from the SPM4 (Girard et al. 2011 ), URAT1 (Finch & Zacharias 2016) , or the PPMXL (Roeser et al. 2010 ) catalogs as observations with error in the model. The SPM4 catalog was only available for the HIP 46120 field, while the HIP 87788 and HIP 108200 fields did not have URAT1 values available. The catalogs used for input proper motions are listed in Table A5 . The input catalog proper motions and our final HST model values are found in Table A6 . 
A.5. Astrometric Reference Frame Residual Assessment
Without the target stars, the reference frame stars are modeled many times to assess various plate models, spectrophotometric parallaxes, catalog proper motions, and general stability as a reference star. We graphed reference frame x and y residuals against a number of spacecraft, instrumental, and astronomical parameters. These included x , and y position, radial distance from the center of the field-of-view, V magnitude and B -V color of the reference stars, and time of observation. We see no trends indicating systematic instrumental effects, except for the expected small upward trend in residuals with the faintest star.
A.6. Astrometric Catalog Residual Assessment HST FGS1r has raw distortions of more than an arcsecond, but the OFAD (McArthur et al. 2002) calibration reduces these distortions to around 1 mas in the center of the pickle and below 2 mas over much of the FGS 1r field. The goodness of fit is shown in the table of the astrometric residuals statistics (Table A7 ) which lists the average position errors and median average deviations of the positions 
