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Abstract
This paper serves to treat boundary conditions numerically with high order
accuracy in order to suit the two-stage fourth-order finite volume schemes for
hyperbolic problems developed in [J. Li and Z. Du, A two-stage fourth order
time-accurate discretization Lax–Wendroff type flow solvers, I. Hyperbolic con-
servation laws, SIAM, J. Sci. Comput., 38 (2016), pp. A3046–A3069]. As such,
it is significant when capturing small scale structures near physical boundaries.
Different from previous contributions in literature, the current approach con-
structs a fourth order accurate approximation to boundary conditions by only
using the Jacobian matrix of the flux function (characteristic information) in-
stead of its successive differentiation of governing equations leading to tensors
of high ranks in the inverse Lax-Wendroff method. Technically, data in sev-
eral ghost cells are constructed with interpolation so that the interior scheme
can be implemented over boundary cells, and theoretical boundary condition
has to be modified properly at intermediate stages so as to make the two-stage
scheme over boundary cells fully consistent with that over interior cells. This
is nonintuitive and highlights the fact that theoretical boundary conditions are
only prescribed for continuous partial differential equations (PDEs), while they
must be approximated in a consistent way (even though they could be exactly val-
ued) when the PDEs are discretized. Several numerical examples are provided
to illustrate the performance of the current approach when dealing with general
boundary conditions.
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1. Introduction
This study aims to develop high order accurate numerical approximations to
theoretical boundary conditions suitable for the two-stage fourth-order accurate
finite volume scheme based on the Lax–Wendroff type flow solvers in [14]. This
scheme differs from Runge–Kutta type schemes in the sense that second-order
Lax–Wendroff type flow solvers [14, 17] are used to achieve fourth-order tem-
poral accuracy through a two-stage temporal iteration. The numerical evidence
shows that it is less computational consuming, less dissipative near discontinu-
ities and more effective to resolve physical and multi-dimensional effects. Yet,
the numerical boundary conditions have not been constructed correspondingly
and in particular, the theoretical boundary data have to be modified at interme-
diate stages, analogous to other multi-stage methods [5, 18], through our detail
analysis.
There are a large number of contributions to numerical boundary condi-
tions for hyperbolic problems in literature and most of them are only first- or
second-order accurate. For example, second-order accurate finite difference ap-
proximations are constructed for the wave equation with Dirichlet or Neumann
boundary conditions in [11, 12] from which our basic idea comes. As is well-
known, a second order wave equation is equivalent to a system of first order
hyperbolic equations. Therefore the similar idea applies to approximate (theo-
retical) boundary conditions of hyperbolic conservation laws in [19]. We briefly
illustrate their idea in the finite difference framework by considering the initial
boundary value problem (IBVP) for a scalar conservation law


∂u
∂t
+
∂f(u)
∂x
= 0, x ∈ (0, 1), t > 0,
u(x, 0) = u0(x), x ∈ (0, 1),
u(0, t) = g(t), t > 0.
(1)
2
Assume that f ′(u) > 0 for all u ∈ R so that x = 0 is an inflow boundary
and x = 1 is an outflow boundary. We equally distribute M + 1 points {xj =
(j + 1/2)h : j = 0, 1, . . . ,M} in the computational domain (0, 1), as shown in
Figure 1. We use uj to denote the value of u at x = xj and suppress the index
for the time levels. Obviously at the inflow boundary, the solution value at the
x = 0
x−1 x0 x1
x = 1
xM−1 xM xM+1
x
Figure 1: The computational domain (0, 1). Set x0 = h/2 and xM = 1 − h/2. Then x−1 =
−h/2 and xM+1 = 1 + h/2 are ghost points.
ghost point x−1 is required in order to perform a second-order finite difference
at x0. For this purpose, a polynomial is constructed in the region around the
inflow boundary by using point-wise values u−1, u0 and u1,
L(x) = g−1(x)u−1 + g0(x)u0 + g1(x)u1, (2)
from which we want to find the value u−1. The Lagrangian interpolation tells
that
g−1(x) =
(x− x0)(x− x1)
2h2
,
g0(x) =
(x− x−1)(x− x1)
−h2
,
g1(x) =
(x− x−1)(x− x0)
2h2
.
(3)
Then u−1 can be obtained by solving the linear equation u(0, t) = L(0) where
u(0, t) = g(t). At the outflow boundary x = 1, we simply use the extrapolation
uM+1 = 2uM − uM−1 (4)
to obtain the value uM+1 since the signal goes out of the computational domain
at this end. Other works can be found e.g. in [4, 8, 7] on first- and second-order
accurate approaches for hyperbolic conservation laws in the finite volume frame-
work and in [13] on the body fitted boundary treatment for the discontinuous
Galerkin (DG) methods.
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In the present paper, we propose a fourth-order accurate boundary condition
treatment in order to suit the two-stage fourth-order finite volume scheme de-
veloped in [14]. This boundary condition treatment can be regarded as a fourth-
order extension of the methods developed in [11, 12, 19]. With the methodology
described above, a polynomial is constructed near the boundary to interpolate
the data in ghost cells with the information from both the interior cells and
the boundary condition u(0, t) = g(t). In order to reduce the number of the
interior cells used, first-order spatial derivatives of the conservative variables
are utilized in addition to their values at the boundary, for which we adopt the
inverse Lax-Wendroff (ILW) approach in [9, 20, 21, 15]. Recall that the original
ILW method makes successive differentiation of the governing equations in or-
der to calculate high order derivatives of the solution. A novelty of the current
approach is that just first order derivatives are used in the approximation and
governing equations themselves are used only once in the process of the substi-
tution of spatial derivatives by temporal derivatives. There is no need to make
the complicated successive differentiation procedure.
Another novelty is about the treatment of theoretical boundary data when
approximated as numerical boundary conditions. In analogy with other multi-
stage methods [5, 18], the theoretical boundary data needs modifying properly
at the intermediate stage for the two-stage approach in [14] so that fourth or-
der accuracy is achieved. Otherwise, the direct input of the boundary data
would lose accuracy by our detailed analysis. This seems quite counter-intuitive.
However, this highlights the fact that theoretical boundary conditions are pre-
scribed for continuous partial differential equations (PDEs). As the PDEs are
discretized for numerical purposes, the boundary data should be properly ap-
proximated, instead that their exact values are directly input. In other words,
the approximation of theoretical boundary data should be consistent with the
discretization of the associated governing equations.
This paper is organized as follows. After the introduction section, we will
have a brief review over the two-stage fourth-order scheme for hyperbolic con-
servation laws in Section 2. In Section 3, the basic idea and formulation are
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explained using the one-dimensional scalar equation. The system case is shown
in Section 4, with the specification to the compressible Euler equations. Several
numerical examples are shown in Section 5 to display the performance of the
current numerical boundary condition treatment.
2. A review over the two-stage fourth-order scheme
In [14], we proposed a two-stage fourth order accurate temporal discretiza-
tion based on Lax–Wendroff type flow solvers, particularly for hyperbolic con-
servation laws,
∂u
∂t
+
∂f(u)
∂x
= 0, x ∈ R, t > 0,
u(x, 0) = u0(x), x ∈ R,
(5)
where u is a conservative variable and f(u) is the associated flux function vector.
Given a computational mesh Ij = (xj− 1
2
, xj+ 1
2
) with the size h = xj+ 1
2
− xj− 1
2
,
we write (5) in the semi-discrete form
du¯j(t)
dt
= Lj(u) := −
1
h
[
f(u(xj+ 1
2
, t))− f(u(xj− 1
2
, t))
]
, (6)
where u¯j(t) is the average of the solution u(x, t) over the control volume Ij ,
u¯j(t) =
1
h
∫
Ij
u(x, t)dt, (7)
and u(xj+ 1
2
, t) is the solution of (6) in a certain sense. Thanks to the Lax–
Wendroff flow solvers, which is specialized as the GRP solver [3] in the current
study, Lj(u) is well-defined. We denote by t
n = nk, n = 1, 2, · · · , and by k the
time increment. Then the two-stage approach for (5) is summarized as follows.
Step 1. With cell averages u¯nj and interface values uˆ
n
j+ 1
2
at the time level
t = tn, reconstruct the initial data as a piece-wise polynomial u(x, tn) = un(x)
using the HWENO interpolation [6]. Then we compute instantaneous Riemann
solutions un
j+ 1
2
and time derivatives (∂u/∂t)n
j+ 1
2
using the GRP solver [3].
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Step 2. Compute intermediate cell averages u¯
n+ 1
2
j and interface values uˆ
n+ 1
2
j+ 1
2
at tn+
1
2 = tn + k2 using the following formulae,
u¯
n+ 1
2
j = u¯
n
j −
k
2h
[
f
(1)
j+ 1
2
− f
(1)
j− 1
2
]
,
f
(1)
j+ 1
2
= f(unj+ 1
2
) +
k
4
∂f
∂u
(unj+ 1
2
)
(
∂u
∂t
)n
j+ 1
2
,
uˆ
n+ 1
2
j+ 1
2
= unj +
k
2
(
∂u
∂t
)n
j+ 1
2
,
(8)
where k is the time increment constrained by the CFL condition, and ∂f/∂u is
the Jacobian matrix of f(u). With cell averages u¯
n+ 1
2
j and interface values uˆ
n+ 1
2
j+ 1
2
,
we use the HWENO interpolation again to construct a piece-wise polynomial
un+
1
2 (x) and continue to find Riemann solutions u
n+ 1
2
j+ 1
2
and time derivatives
(∂u/∂t)
n+ 1
2
j+ 1
2
at the intermediate stage tn+
1
2 = tn + k2 , as done in Step 1.
Step 3. Advance the solution to the next time level tn+1 = tn + k by
u¯n+1j = u¯
n
j −
k
h
[
f4thj+ 1
2
− f4thj− 1
2
]
,
f4thj+ 1
2
= f(unj+ 1
2
) +
k
2
[
1
3
∂f
∂u
(unj+ 1
2
)(
∂u
∂t
)nj+ 1
2
+
2
3
∂f
∂u
(u
n+ 1
2
j+ 1
2
)(
∂u
∂t
)
n+ 1
2
j+ 1
2
]
,
uˆn+1
j+ 1
2
= unj + k
(
∂u
∂t
)n+ 1
2
j+ 1
2
.
(9)
Remark 2.1. The HWENO reconstruction, based on the GRP solver, was de-
veloped in [6], to which is referred for details. In the smooth case, given cell
averages u¯j and x-differences ∆uj of the solution,
u¯j =
1
hj
∫
Ij
u(x, t)dx, ∆uj =
1
h
∫
Ij
ux(x, t)dx =
1
h
[
uˆ(xj+ 1
2
, t)− uˆ(xj− 1
2
, t)
]
,
(10)
cell boundary values are reconstructed as
uj− 1
2
,− =
1
120
(−23u¯j−2 + 76u¯j−1 + 67u¯j − 9h∆uj−2 − 21h∆uj),
uj− 1
2
,+ =
1
120
(67u¯j−1 + 76u¯j − 23u¯j+1 + 21h∆uj−1 + 9h∆uj+1),
(∂u/∂x)j− 1
2
,± =
1
12h
(u¯j−2 − 15u¯j−1 + 15u¯j − u¯j+1).
(11)
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In the presence of discontinuities, a WENO-type stencil selection is performed.
Details can be found in [6].
Remark 2.2. Riemann solutions un
j+ 1
2
, and time derivatives (∂u/∂t)n
j+ 1
2
in
Step 1 are defined as
un
j+ 1
2
= lim
t→tn+0
u(xj+ 1
2
, t),
(
∂u
∂t
)n
j+ 1
2
= lim
t→tn+0
∂u
∂t
(xj+ 1
2
, t) = lim
t→tn+0
−
∂f
∂u
(u(xj+ 1
2
, t))
∂u
∂x
(xj+ 1
2
, t).
(12)
The last equality explains the Lax-Wendroff methodology for which the governing
equation (5) is employed. In practice, due to the singularity of the initial data
un(x) at (xj+ 1
2
, tn), the GRP solver is applied to resolve the singularity so that
both values u
n+ 1
2
j+ 1
2
and (∂u/∂t)
n+ 1
2
j+ 1
2
are defined.
In [14], we did not touch the indispensable numerical boundary conditions.
In the coming sections, we will present numerical boundary conditions suitable
for the implementation of this two-stage scheme.
3. Numerical boundary condition treatment for one-dimensional scalar
conservation laws
Let’s consider (5) in the computational domain (0, 1) and assume that f(u)
to be scalar f(u) = f(u) with f ′(u) > 0 for all u ∈ R. Then x = 0 is an inflow
boundary and x = 1 is an outflow boundary. Thus a boundary condition is
required at x = 0. Denote by u(0, t) = g(t) the boundary condition for t > 0.
The resulting initial boundary value problem (IBVP) can be formulated as in
(1). The mesh {Ij = (xj− 1
2
, xj+ 1
2
) : xj− 1
2
= jh, j = 0, 1, . . . ,M} is used in our
computation. Notice that in order to place the left boundary at x = 0, our
mesh is a little different from Ij = ((j −
1
2 )h, (j +
1
2 )h) which is conventionally
used in the finite volume context.
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In computations, we need numerical boundary conditions at the inflow bound-
ary x = 0 corresponding to the boundary condition u(0, t) = g(t), t > 0. In this
section, we will make the numerical treatment for inflow boundary conditions
and present the modification at intermediate stages. The WENO-type extrap-
olation is introduced to deal with outflow boundary conditions in the last part
of this section, which is the same as that in [21].
3.1. Inflow boundary condition treatment
As far as the IBVP (1) is concerned with, several values outside of the com-
putational domain are needed. For the present case, u¯−1, u¯−2, ∆u−1 and ∆u−2,
defined over I−1 = (−h, 0) and I−2 = (−2h,−h) respectively, are needed in the
reconstruction procedure (11) for the values indexed by j = 0 and j = 1. We
call I−1 and I−2 ghost cells. In this subsection, we suppress all superscripts for
the time levels.
First of all, assume the solution to be smooth near the boundary x = 0. To
obtain the values mentioned above, a cubic polynomial,
p(x) = α3x
3 + α2x
2 + α1x+ α0, (13)
is constructed over I−2 ∪ I−1 ∪ I0 ∪ I1 = (−2h, 2h) to interpolate the solution
u(x, tn) such that
1
h
∫
Ii
p(x)dx = u¯i, i = −2,−1, 0, 1. (14)
Substitute the constraints (14) into (13) to determine the coefficients α0, α1, α2
and α3 as
α3 =
u¯1 − 3u¯0 + 3u¯−1 − u¯−2
6h3
, α2 =
u¯1 − u¯0 − u¯−1 + u¯−2
4h2
,
α1 =
−u¯1 + 15u¯0 − 15u¯−1 + u¯−2
12h
, α0 =
−u¯1 + 7u¯0 + 7u¯−1 − u¯−2
12
,
(15)
in which u¯−1 and u¯−2 are yet to be determined and they are obtained by eval-
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uating p(0) and p′(0) at the boundary x = 0,
p(0) =
1
12
(−u¯1 + 7u¯0 + 7u¯−1 − u¯−2) = g(t) +O(h
4),
p′(0) =
1
12h
(−u¯1 + 15u¯0 − 15u¯−1 + u¯−2) = −f
′(g(t))−1 g′(t) +O(h3).
(16)
The first equation results directly from the boundary condition u(0, t) = g(t) and
the interpolation accuracy p(0) = u(0, t)+O(h4); the second one is obtained by
using the inverse Lax-Wendroff approach [20] that expresses the spatial variation
through the temporal variation. The second equation in (16) is well-defined by
recalling that f ′(u) > 0 is assumed for all u ∈ R at the beginning of this section.
Solving (16) in terms of u¯−1 and u¯−2 yields (by ignoring high order terms)
u¯−1 =
1
4
(−6g + 6 h f ′(g)−1 g′ + 11u¯0 − u¯1),
u¯−2 =
1
4
(−90g + 42 h f ′(g)−1 g′ + 105u¯0 − 11u¯1).
(17)
Substituting (17) into (15), in turn, gives us the explicit expressions of αi,
i = 0, . . . , 3, and then the expression of p(x). Therefore we have (by ignoring
high order terms)
∆u−1 =
p(0)− p(−h)
h
=
1
8h
(66g − 34 h f ′(g)−1 g′ − 73u¯0 + 7u¯1),
∆u−2 =
p(−h)− p(−2h)
h
=
1
8h
(294g − 118 h f ′(g)−1 g′ − 331u¯0 + 37u¯1).
(18)
The errors of the above approximations are of order O(h3) due to the accuracy
of p(x). Thus (17) and (18) together provide the values in the ghost cells I−1
and I−2.
As there are discontinuities close to the inflow boundary, a WENO-type
stencil selecting procedure can be applied. Assume that there is a discontinuity
in either I0 or I1, we shorten the stencil cell by cell. Denote the stencils by
S(2) = {I−2, I−1, I0, I1}, S
(1) = {I−2, I−1, I0}, S
(0) = {I−2, I−1}. (19)
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Denote by p(r)(x) the interpolation polynomial on S(r), r = 0, 1, 2, just as the
polynomial p(x) constructed before. Then define
u¯
(r)
−1 =
1
h
∫
I
−1
p(r)(x)dx, u¯
(r)
−2 =
1
h
∫
I
−2
p(r)(x)dx,
∆u
(r)
−1 =
1
h
(p(r)(0)− p(r)(−h)), ∆u
(r)
−2 =
1
h
(p(r)(−h)− p(r)(−2h)).
(20)
The expressions of u¯
(r)
−1, u¯
(r)
−2, ∆u
(r)
−1 and ∆u
(r)
−2 for r = 0, 1, 2 will be listed in
Appendix A.1.
The smoothness indicators are defined in the same way as for the classical
WENO interpolation,
β(r) =
r+1∑
l=1
∫
I
−1
h2l−1
(
dlp(r)
dxl
)2
dx, r = 0, 1, 2, (21)
where p(r) is the interpolation polynomial of degree r + 1 on stencil S(r). Ex-
pressions of β(r) are put in Appendix A.2. With the Taylor expansion, we can
express them at the boundary as
β(2) = h2(
∂u
∂x
)
2
− h3
∂u
∂x
∂2u
∂x2
+ h4
[4
3
(
∂2u
∂x2
)
2
+
1
3
∂u
∂x
∂3u
∂x3
]
+O(h5),
β(1) = h2(
∂u
∂x
)
2
− h3
∂u
∂x
∂2u
∂x2
+ h4
[4
3
(
∂2u
∂x2
)
2
−
1
4
∂u
∂x
∂3u
∂x3
]
+O(h5),
β(0) = h2(
∂u
∂x
)
2
,
(22)
where ∂u/∂x, ∂2u/∂x2 and ∂3u/∂x3 are evaluated at x = 0. The linear weights
of each stencil are
d(0) = h2, d(1) = h, d(2) = 1− d(0) − d(1). (23)
Then, we calculate the weights of the stencils by
α(r) =
d(r)
(ε+ β(r))
2 , ω
(r) =
α(r)∑2
l=0 α
(l)
. (24)
Finally, we obtain
u¯−1 =
2∑
r=0
ω(r)u¯
(r)
−1, u¯−2 =
2∑
r=0
ω(r)u¯
(r)
−2,
∆u−1 =
2∑
r=0
ω(r)∆u
(r)
−1, ∆u−2 =
2∑
r=0
ω(r)∆u
(r)
−2.
(25)
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3.2. Inflow boundary condition treatment at intermediate stages
As pointed out by many researchers e.g., in [5, 18], the direct use of exact
boundary conditions at intermediate stages in the process of multi-stage time
discretizations will cause defects of the numerical accuracy. The same argument
applies in the current study. We need to treat the boundary condition properly
at the intermediate stage.
Our strategy is made as follows. We first specify to the advancing formula
(9) for the two-stage fourth-order scheme in the leftmost control volume I0 as
u¯n+10 = u¯
n
0 −
k
h
[
f4th1
2
− f4th
−
1
2
]
= u¯n0 −
1
h
{
k
[
f(un1
2
)− f(un
−
1
2
)
]
+
k2
6
[
f ′(un1
2
)(
∂u
∂t
)n1
2
− f ′(un
−
1
2
)(
∂u
∂t
)n
−
1
2
]
+
k2
3
[
f ′(u
n+ 1
2
1
2
)(
∂u
∂t
)
n+ 1
2
1
2
− f ′(u
n+ 1
2
−
1
2
)(
∂u
∂t
)
n+ 1
2
−
1
2
]}
.
(26)
Using the governing equation (5) to replace the temporal derivatives by the
corresponding spatial ones, we obtain
u¯n+10 = u¯
n
0 −
1
h
{
k
[
f(un1
2
)− f(un
−
1
2
)
]
−
k2
6
[
(f ′(un1
2
))2(
∂u
∂x
)n1
2
− (f ′(un
−
1
2
))2(
∂u
∂x
)n
−
1
2
]
−
k2
3
[
(f ′(u
n+ 1
2
1
2
))2(
∂u
∂x
)
n+ 1
2
1
2
− (f ′(u
n+ 1
2
−
1
2
))2(
∂u
∂x
)
n+ 1
2
−
1
2
]}
.
(27)
The difficulty results from the presence of (∂u/∂x)
n+ 1
2
1
2
and (∂u/∂x)
n+ 1
2
−
1
2
evalu-
ated at the intermediate stage t = tn+
1
2 . In fact, the interpolation are stated in
(11) and specified to this boundary control volume as,
(
∂u
∂x
)n+ 1
2
−
1
2
=
1
12h
(u¯
n+ 1
2
−2 − 15u¯
n+1
2
−1 + 15u¯
n+ 1
2
0 − u¯
n+ 1
2
1 ),
(
∂u
∂x
)n+ 1
2
1
2
=
1
12h
(u¯
n+ 1
2
−1 − 15u¯
n+1
2
0 + 15u¯
n+ 1
2
1 − u¯
n+ 1
2
2 ),
(28)
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where u¯
n+ 1
2
−1 and u¯
n+ 1
2
−2 are determined in (17). Substituting (17) into (28) gives
their direct reconstructions
(
∂u
∂x
)n+ 1
2
−
1
2
= −(f ′(g(tn+
1
2 )))−1g′(tn+
1
2 ),
(
∂u
∂x
)n+ 1
2
1
2
=
1
48h
[
−49u¯
n+1
2
0 + 59u¯
n+1
2
1 − 4u¯
n+ 1
2
2
−6g(tn+
1
2 ) + 6h(f ′(g(tn+
1
2 )))−1g′(tn+
1
2 )
]
.
(29)
The errors in the above formulae come from two sources: the interpolation error
and the truncation error carried by u¯
n+ 1
2
0 , u¯
n+ 1
2
1 and u¯
n+ 1
2
2 within second-order
accuracy. The latter one can be analyzed carefully as follows.
Recall the definition of the numerical flux f
(1)
j+ 1
2
in (8),
k
2
f
(1)
j+ 1
2
=
k
2
f(unj+ 1
2
) +
k2
8
(
∂f
∂t
)nj+ 1
2
=
∫ tn+12
tn
f(u(xj+ 1
2
, t))dt −
k3
48
∂2f
∂t2
(xj+ 1
2
, tn) +O(k4).
(30)
Then we find that the intermediate value u¯
n+ 1
2
j in (29) bears the truncation
error of order O(k3), compared to the exact solution, as
u¯
n+ 1
2
j = u¯
n
j −
k
2h
(
f
(1)
j+ 1
2
− f
(1)
j− 1
2
)
= u¯nj −
1
h
[ ∫ tn+12
tn
f(u(xj+ 1
2
, t))dt−
k3
48
∂2f
∂t2
(xj+ 1
2
, tn)
−
∫ tn+12
tn
f(u(xj− 1
2
, t))dt+
k3
48
∂2f
∂t2
(xj− 1
2
, tn) +O(k5)
]
= u(·, tn+
1
2 )j +
k3
48h
[∂2f
∂t2
(xj+ 1
2
, tn)−
∂2f
∂t2
(xj− 1
2
, tn)
]
+O(k4),
(31)
where the difference in the bracket provides an O(h) term and
u(·, tn+
1
2 )j =
1
h
∫
Ij
u(x, tn+
1
2 )dx, j = 0, 1, 2.
For j = 0, 1, 2, we replace the difference quotients in (31) by the corresponding
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differential quotients at x = 0 to further get
u¯
n+ 1
2
j = u(·, t
n+ 1
2 )j +
k3
48
∂3f
∂t2∂x
(0, tn) +O(k4)
= u(·, tn+
1
2 )j −
k3
48
∂3u
∂t3
(0, tn) +O(k4)
= u(·, tn+
1
2 )j −
k3
48
g′′′(tn) +O(k4)
= u(·, tn+
1
2 )j −
k3
48
g′′′(tn+
1
2 ) +O(k4),
(32)
where the second equality is derived by replacing the spatial derivative by the
corresponding temporal derivative through the governing equation in (1). Sub-
stituting (32) into (29) gives us
(
∂u
∂x
)n+ 1
2
−
1
2
= −(f ′(g(tn+
1
2 )))−1g′(tn+
1
2 ) =
∂u
∂x
(x− 1
2
, tn+
1
2 ),
(
∂u
∂x
)n+ 1
2
1
2
=
1
48h
[
− 49u(·, tn+
1
2 )0 + 59u(·, t
n+ 1
2 )1 − 4u(·, t
n+ 1
2 )2
−6g(tn+
1
2 ) + 6h(f ′(g(tn+
1
2 )))−1g′(tn+
1
2 )
−
6k3
48
g′′′(tn+
1
2 )
]
,
=
∂u
∂x
(x 1
2
, tn+
1
2 ) +O(h3)−
1
48h
6k3
48
g′′′(tn+
1
2 ).
(33)
The error O(h3) in the second equation in (33) comes from the interpolation
approximation while
1
48h
6k3
48
g′′′(tn+
1
2 ) is induced from (32). It is easy to see
that substituting (33) into (27) leads to
u¯n+10 =
1
h
∫
I0
u(x, tn+1)dx +O(k3),
which means that the numerical scheme is only third-order accurate if the exact
value of the boundary data is input directly in I0.
In order to restore the fourth-order accuracy of the two-stage fourth-order
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scheme, we need to eliminate the O(k2) error in (33). For this purpose, we use
(
∂u
∂x
)n+ 1
2
−
1
2
= −(f ′(g(tn+
1
2 )))−1(g′)n+
1
2 ,
(
∂u
∂x
)n+ 1
2
1
2
=
1
48h
[
−49u¯
n+1
2
0 + 59u¯
n+ 1
2
1 − 4u¯
n+ 1
2
2
−6gn+
1
2 + 6h(f ′(g(tn+
1
2 )))−1(g′)n+
1
2
]
,
(34)
to reconstruct (∂u/∂x)
n+ 1
2
±
1
2
instead of (29). Here the exact boundary values
g(tn+
1
2 ) and g′(tn+
1
2 ) used in (29) are replaced by
gn+
1
2 = g(tn+
1
2 ) + e(0)k3,
(g′)
n+ 1
2 = g′(tn+
1
2 ) + e(1)k2.
(35)
The terms e(0)k3 and e(1)k2 are introduced into gn+
1
2 and (g′)n+
1
2 to cancel
the truncation errors carried by u¯
n+ 1
2
0 , u¯
n+ 1
2
1 and u¯
n+ 1
2
2 and they are to be
determined in the following. By combining (32), (34) and (35), we have
(
∂u
∂x
)n+ 1
2
−
1
2
= −(f ′(g(tn+
1
2 )))−1(g′)
n+ 1
2
= −(f ′(g(tn+
1
2 )))−1g′(tn+
1
2 )− (f ′(g(tn+
1
2 )))−1e(1)k2
=
∂u
∂x
(x− 1
2
, tn+
1
2 )− (f ′(g(tn+
1
2 )))−1e(1)k2,
(36)
and
(
∂u
∂x
)n+ 1
2
1
2
=
1
48h
[
−49u¯
n+ 1
2
0 + 59u¯
n+ 1
2
1 − 4u¯
n+ 1
2
2
−6gn+
1
2 + 6h(f ′(g(tn+
1
2 )))−1(g′)
n+ 1
2
]
=
1
48h
[
−49u(·, tn+
1
2 )0 + 59u(·, t
n+ 1
2 )1 − 4u(·, t
n+ 1
2 )2
−6g(tn+
1
2 ) + 6h(f ′(g(tn+
1
2 )))−1g′(tn+
1
2 )
−
6
48
k3g′′′(tn+
1
2 )− 6e(0)k3 + 6(f ′(g(tn+
1
2 )))−1e(1)hk2
]
.
(37)
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This can be evaluated as
(
∂u
∂x
)n+ 1
2
1
2
=
∂u
∂x
(x 1
2
, tn+
1
2 ) +O(h3)
+
k3
48h
[
−
6
48
g′′′(tn+
1
2 )− 6e(0) + 6(f ′(g(tn+
1
2 )))−1e(1)
h
k
]
.
(38)
In order to eliminate the O(k2) terms in both (36) and (38), we require
f ′(g(tn+
1
2 ))−1e(1) = 0,
−
6
48
g′′′(tn+
1
2 )− 6e(0) + 6(f ′(g(tn+
1
2 )))−1e(1)
h
k
= 0.
(39)
Solving the above system of linear equations with respect to e(0) and e(1) pro-
vides
e(0) = −
1
48
g′′′(tn+
1
2 ),
e(1) = 0.
(40)
Therefore at the intermediate stage tn+
1
2 , the boundary values used in numerical
computations are modified as
gn+
1
2 = g(tn+
1
2 ) + e(0)k3 = g(tn+
1
2 )−
k3
48
g′′′(tn+
1
2 ),
(g′)
n+ 1
2 = g′(tn+
1
2 ).
(41)
Remark 3.1. The final intermediate boundary values (41) are consistent with
those given in [18] where the author indicates that the boundary values used at
the intermediate stage should have the same truncation errors as those in the
interior cells when multi-stage methods are used for initial and boundary value
hyperbolic problems.
3.3. Outflow boundary condition treatment
For the initial and boundary problem (1), we set xM+ 1
2
= 1 as an outflow
boundary, at which no boundary condition is required theoretically. However,
we have to interpolate it to obtain the required values u¯M+1, u¯M+2, ∆uM+1
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and ∆uM+2 in ghost cells in order to implement the scheme. Since the signal
propagates out of the computational domain through the boundary x = 1, the
extrapolation can be used to construct the data in the ghost cells IM+1 and
I,M+2. Here the extrapolation developed in [20] is briefly summarized.
In order to achieve the fourth-order accuracy, a cubic polynomial is con-
structed by using u¯M−3, u¯M−2, u¯M−1 and u¯M , which is
q(x) =
u¯M − 3u¯M−1 + 3u¯M−2 − u¯M−3
6h3
(x− 1)3
+
5u¯M − 13u¯M−1 + 11u¯M−2 − 3u¯M−3
4h2
(x − 1)2
+
35u¯M − 69u¯M−1 + 45u¯M−2 − 11u¯M−3
12h
(x − 1)
+
25u¯M − 23u¯M−1 + 13u¯M−2 − 3u¯M−3
12
.
(42)
This gives the values
u¯M+1 = 4u¯M − 6u¯M−1 + 4u¯M−2 − u¯M−3,
u¯M+2 = 10u¯M − 20u¯M−1 + 15u¯M−2 − 4u¯M−3,
∆uM+1 =
26u¯M − 57u¯M−1 + 42u¯M−2 − 11u¯M−3
6
,
∆uM+2 =
47u¯M − 114u¯M−1 + 93u¯M−2 − 26u¯M−3
6
.
(43)
If there is a discontinuity in either IM−3, IM−2, IM−1 or IM , a WENO-type
stencil selection can be applied. Details can be found in [21].
4. Numerical boundary condition treatment for hyperbolic systems
This section turns to investigate numerical treatment for boundary condi-
tions of hyperbolic systems. We focus on hyperbolic conservation laws. As far
as source terms are included, the corresponding extensions are automatically
made. Systems of hyperbolic conservation laws in one dimension read
∂u
∂t
+
∂f(u)
∂x
= 0, (44)
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where u has m components u = (u1, . . . , um)
⊤, x ∈ (0, 1) and t > 0, f(u) is
the associated flux vector function. In this section, all bold letters represent
vectors. In contrast with the scalar case in Section 3, the case of systems is
more complicated since inflow and outflow signals are coupled. The basic idea of
numerical treatments originates from [19, 20]. Inflow signals and outflow signals
are separated to be treated using the characteristic decomposition so that the
technique of inflow and outflow boundary condition treatments in Section 3 can
be applied, respectively.
Denote by q(k) :=
∂kq
∂xk
the k-th order spatial derivative of a certain quantity
q at the boundary, k = 0, 1, and denote by
∂f(u)
∂u
the Jacobian matrix of f(u).
Assume that there are m real eigenvalues of
∂f
∂u
(u(0))
λ1 ≤ · · · ≤ λr ≤ 0 < λr+1 ≤ · · · ≤ λm, (45)
and a complete set of corresponding left eigenvectors Li(u
(0)),
Li(u
(0))⊤
∂f
∂u
(u(0)) = λiLi(u
(0))⊤. (46)
Thus there arem−r out-going signals from the boundary x = 0 and the number
of boundary conditions should equal to the number of out-going characteristics,
symbolically denoted as
Bi(u(0, t)) = ψi(t), i = r + 1, . . . ,m. (47)
We refer to [10] for details. The similar boundary conditions can be imposed
when the right boundary is considered.
In the following part of this section, we first propose the general procedure
for one-dimensional conservation systems and then specify to several examples,
including the solid-wall boundary condition for the one-dimensional Euler equa-
tions, the subsonic inflow and the subsonic outflow boundary conditions involved
in computations of the nuzzle flow problem. In the last subsection, we extend
our boundary condition treatment to the two-dimensional case by implementing
it for the solid-wall boundary condition.
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4.1. General framework for hyperbolic systems
At first, introduce characteristic variables
(w¯i)j = Li · u¯j , i = 1, . . . , r, (48)
where u¯j is the cell average of u over the cell Ij . Theoretically, Li(u
(0)) should
be used here. However in practice, we can use Li(u¯0) in the expression (48)
if Li(u
(0)) is not available. Since w1, . . . , wr are out-going signals, the ex-
trapolation technique in Subsection 3.3 is applied to obtain w
(0)
i and w
(1)
i for
i = 1, . . . , r. For example, as the solution is smooth close to the boundary x = 0,
similar to (42), an interpolation polynomial with respect to wi near x = 0 can
be constructed which leads to
w
(0)
i =
1
12
[
− 25(w¯i)0 + 23(w¯i)1 − 13(w¯i)2 + 3(w¯i)3
]
,
w
(1)
i =
1
12h
[
− 35(w¯i)0 + 69(w¯i)1 − 45(w¯i)2 + 11(w¯i)3
]
.
(49)
Then we solve the system


L1 · u
(0) = w
(0)
1 ,
...
Lr · u
(0) = w
(0)
r ,
Br+1(u
(0)) = ψ˜r+1,
...
Bm(u
(0)) = ψ˜m,
(50)
to obtain u(0) := u(0, t). Here w
(0)
i is obtained by (49). For i ∈ {r+ 1, . . . ,m},
ψ˜i is the modified boundary data defined by ψ˜i = ψi(t
n+ 1
2 ) −
k3
48
ψ′′′i (t
n+ 1
2 ) at
the intermediate stage t = tn+
1
2 and ψ˜i = ψi(t
n) at t = tn.
In order to derive u(1) := ∂u/∂x(0, t), we carry out the following manipula-
tion. We take temporal derivatives on both sides of the boundary conditions in
(47) to yield
∇uBi(u
(0))⊤
∂u
∂t
(0, t) = ψ′i(t), i = r + 1, . . . ,m. (51)
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Then the governing equations (44) are adopted to convert temporal derivatives
to spatial ones as
∇uBi(u
(0))⊤
[
−
∂f
∂u
(u(0))
∂u
∂x
(0, t)
]
= ψ′i(t), i = r + 1, . . . ,m. (52)
Furthermore, we have
Li · u
(1) = w
(1)
i , i = 1, . . . , r, (53)
by taking spatial derivatives on both sides of the first r equations in (50). Thus
we derive the following linear system


L1 · u
(1) = w
(1)
1 ,
...
Lr · u
(1) = w
(1)
r ,
∇uBr+1(u
(0))⊤
∂f
∂u
(u(0)) u(1) = −ψ′r+1,
...
∇uBm(u
(0))⊤
∂f
∂u
(u(0)) u(1) = −ψ′m,
(54)
with u(1) as the unknown and w
(1)
i defined in (49).
After u(0) = [u
(0)
1 , . . . , u
(0)
m ]⊤ and u(1) = [u
(1)
1 , . . . , u
(1)
m ]⊤ are obtained by
solving linear systems (50) and (54), for each pair u
(0)
i and u
(1)
i , i = 1, . . . ,m,
we construct polynomials p
(r)
i on stencils S
(r)
i , r = 0, 1, 2, under the conditions
p
(r)
i (0) = u
(0)
i and [p
(r)
i ]
′
(0) = u
(1)
i , as in Subsection 3.1. Then (u¯i)−1, (u¯i)−2,
(∆ui)−1 and (∆ui)−2 are defined as in (25). Finally, we obtain
u¯−1 =


(u¯1)−1
...
(u¯m)−1

 , u¯−2 =


(u¯1)−2
...
(u¯m)−2

 ,
∆u−1 =


(∆u1)−1
...
(∆um)−1

 , ∆u−2 =


(∆u1)−2
...
(∆um)−2


(55)
for practical computations.
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4.2. Solid-wall boundary condition for the one-dimensional Euler equations
In this subsection, we will practically apply (50) and (54) for the solid-wall
boundary condition of the one-dimensional compressible Euler equations,
u = (ρ, ρv, ρE)⊤, f(u) = (ρv, ρv2 + p, v(ρE + p))⊤, (56)
where ρ, v, p are the density, velocity and pressure, E =
1
2
v2 + e is the total
energy with the internal energy e = e(p, ρ), which is given in terms of the
equation of state (EOS). In this paper, we just consider the case of polytropic
gases with e =
p
(γ − 1)ρ
, γ > 1. Then the Jacobian matrix of the flux function
in terms of the conservative variables u takes
∂f
∂u
=


0 1 0
γ − 3
2
v2 (3− γ)v γ − 1
γ − 2
2
v3 −
1
γ − 1
vc2
3− 2γ
2
v2 +
1
γ − 1
c2 γv

 . (57)
It has three eigenvalues λ1 = v− c, λ2 = v and λ3 = v+ c, where c =
√
γp/ρ is
the sound speed. The corresponding left eigenvectors are
L1 =
1
2c2
[
γ − 1
2
v2 + vc,−(γ − 1)v − c, γ − 1
]⊤
,
L2 = −
1
c2
[
γ − 1
2
v2 − c2,−(γ − 1)v, γ − 1
]⊤
,
L3 =
1
2c2
[
γ − 1
2
v2 − vc,−(γ − 1)v + c, γ − 1
]⊤
.
(58)
Assume that x = 0 is a solid wall, on which the flow velocity is zero, v(0, t) =
0 which leads to
u2(0, t) = ρ(0, t)v(0, t) = 0. (59)
So the system (50), when specified to the current case, is


L1 · u
(0) = w
(0)
1 ,
L2 · u
(0) = w
(0)
2 ,
w
(0)
2 = 0.
(60)
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The modification term in (50) is zero for the present case since ψ takes a constant
value at the boundary and therefore ψ′′′ is always zero.
Taking temporal derivatives on both sides of u
(0)
2 = 0 and converting tem-
poral derivatives into spatial ones, we obtain
0 = [0, 1, 0]
∂f
∂u
(u(0)) u(1)
= [
γ − 3
2
(v(0))2, (3− γ)v(0), γ − 1] u(1)
= [0, 0, γ − 1] u(1).
(61)
The last equality results from the boundary condition v(0) = 0. So (54) becomes,
for this specific case,


L1 · u
(1) = w
(1)
1 ,
L2 · u
(1) = w
(1)
2 ,
[0, 0, γ − 1] u(1) = 0.
(62)
The numerical example with the solid-wall boundary condition is presented
in Example 5 when dealing with the Woodward–Colella problem.
4.3. Inflow and outflow boundary conditions for the nozzle flow
The nozzle flow is ubiquitous in gas dynamics. See [1] and references therein.
The nozzle flow is an IBVP for the Euler equations with the geometry effect
resulting from the shape of the duct. The governing equations takes the form
∂
∂t


Aρ
Aρv
AρE

+
∂
∂x


Aρv
A(ρv2 + p)
Av(ρE + p)

 =


0
A′p
0

 , (63)
where A = A(x) is the sectional area of the duct. In Example 6 of the next
section, the duct occupies the computational domain x ∈ (0, 1). The fluid flows
into the duct at x = 0 and flows out of the duct at x = 1. Therefore three
kinds of boundary conditions are involved in the computations and they are the
subsonic inflow boundary condition, the subsonic outflow boundary condition
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and the supersonic boundary condition. As for the supersonic out-going flow
at x = 1, we can simply extrapolate u by using the WENO-type extrapolation
component-wise.
(I) Subsonic inflow boundary condition. As |v| < c at x = 0, the inflow
is subsonic. That is, v − c < 0, v + c > v > 0 at x = 0. Then two boundary
conditions are required at this end. In our computation, the inflow pressure and
the inflow density are given as
(γ − 1)
[
u3(0, t)−
1
2
u2(0, t)
2
u1(0, t)
]
= A(0)pin(t),
u1(0, t) = A(0)ρin(t).
(64)
These two equations and L1 ·u
(0) = w
(0)
1 together meet the form of (50) specif-
ically 

L1 · u
(0) = w
(0)
1 ,
(γ − 1)
[
u
(0)
3 −
1
2
u
(0)
2
2
u
(0)
1
]
= A(0)p˜in,
u
(0)
1 = A(0)ρ˜in,
(65)
where the notations are
ρ˜in = ρin(t
n+ 1
2 )−
k3
48
ρ′′′in(t
n+ 1
2 ), p˜in = pin(t
n+ 1
2 )−
k3
48
p′′′in(t
n+ 1
2 ),
at the intermediate stage t = tn+
1
2 and
ρ˜in = ρin(t
n), p˜in = pin(t
n),
at t = tn.
In order to get u(1), we take temporal derivatives on both sides of (64) and
obtain
[1
2
(v(0))3 −
1
γ − 1
(c(0))2v(0), −(v(0))2 +
1
γ − 1
(c(0))2, v(0)
]
u(1)
= −
A(0)p′in
γ − 1
−A′(0)p(0)v(0),
[0, 1, 0] u(1) = −A(0)ρ′in.
(66)
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The combination of them and L1 · u
(1) = w
(1)
1 possesses the structure of (54).
(II) Subsonic outflow boundary condition. At the exit of the nozzle
x = 1, the out-going flow is subsonic if v − c < 0 and v + c > v > 0. This
means that only the characteristics associated with v− c are impinging onto the
exit x = 1 from the exterior of the computational domain. Therefore just one
boundary condition is prescribed theoretically at this end. In the conventional
treatment, the outflow pressure at the exit is given, denoted by pex. So the
boundary condition is
(γ − 1)
[
u3(1, t)−
1
2
u2(1, t)
2
u1(1, t)
]
= A(1)pex(t). (67)
The above equation together with L2 · u
(0) = w
(0)
2 and L3 · u
(0) = w
(0)
3 satisfy
the form of (50) as


(γ − 1)
[
u
(0)
3 −
1
2
u
(0)
2
2
u
(0)
1
]
= A(1)p˜ex,
L2 · u
(0) = w
(0)
2 ,
L3 · u
(0) = w
(0)
3 ,
(68)
where p˜ex = pex(t
n+ 1
2 ) −
k3
48
p′′′ex(t
n+ 1
2 ) at the intermediate stage t = tn+
1
2 and
p˜ex = pex(t
n) at t = tn.
Once again, for the linear system of u(1), take temporal derivatives on both
sides of (67) and convert temporal derivatives to spatial ones to get
[1
2
(v(0))3 −
1
γ − 1
(c(0))2v(0), −(v(0))2 +
1
γ − 1
(c(0))2, v(0)
]
u(1)
= −
A(1)p′ex
γ − 1
−A′(1)p(0)v(0).
(69)
Then, we combine it with L2 ·u
(1) = w
(1)
2 and L3 ·u
(1) = w
(1)
3 meet the form of
(54).
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4.4. Solid-wall boundary condition for the two-dimensional Euler equations
In this subsection, we show how this boundary condition treatment deals
with the solid-wall boundary condition of the two-dimensional Euler equations
∂u
∂t
+
∂f(u)
∂x
+
∂g(u)
∂y
= 0 (70)
with
u =


ρ
ρvx
ρvy
ρE


f(u) =


ρvx
ρ(vx)2 + p
ρvxvy
vx(ρE + p)


g(u) =


ρvy
ρvxvy
ρ(vy)2 + p
vy(ρE + p)


,
(71)
where ρ, (vx, vy), p are the density, velocity and pressure, E =
1
2
((vx)2+(vy)2)+
e is the total energy with the internal energy e =
1
γ − 1
p
ρ
for polytropic gases.
Consider the computational domain Ω = {(x, y) : x > 0, y ∈ (ymin, ymax)} with
a solid wall Γ = {(x, y) : x = 0, y ∈ (ymin, ymax)}. Here f is the flux normal to
Γ and its Jacobian matrix is
∂f
∂u
=


0 1 0 0
(γ − 1)H − (vx)2 − c2 (3− γ)vx −(γ − 1)vy γ − 1
−vxvy vy vx 0
vy[(γ − 2)H − c2] H − (γ − 1)(vx)2 −(γ − 1)vxvy γvx


,
(72)
where c =
√
γp/ρ is the sound speed and H = E +
p
ρ
=
(vx)2 + (vy)2
2
+
c2
γ − 1
is the enthalpy. The Jacobian matrix ∂f/∂u has four eigenvalues λ1 = v
x − c,
λ2 = λ3 = v
x and λ4 = v
x + c and four associated left eigenvectors
Lx1 =
1
2c2
[
γ − 1
2
((vx)2 + (vy)2) + vxc, −(γ − 1)vx − c, −(γ − 1)vy, γ − 1
]⊤
,
Lx2 = −
1
c2
[
γ − 1
2
((vx)2 + (vy)2)− c2, −(γ − 1)vx, −(γ − 1)vy, γ − 1
]⊤
,
Lx3 =
[
− vy, 0, 1, 0
]⊤
,
Lx4 =
1
2c2
[
γ − 1
2
((vx)2 + (vy)2)− vxc, −(γ − 1)vx + c, −(γ − 1)vy, γ − 1
]⊤
.
(73)
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Along the boundary Γ, we have the solid-wall boundary condition vx(0, y, t) =
0, which gives us u
(0)
2 = 0. Combining this with L
x
i ·u
(0) = w
(0)
i , i = 1, 2, 3, will
specify the system (50) of u(0) for the current case as


Ly1 · u
(0) = w
(0)
1 ,
Ly2 · u
(0) = w
(0)
2 ,
Ly3 · u
(0) = w
(0)
3 ,
u
(0)
2 = 0.
(74)
By taking temporal derivatives on both sides of u
(0)
2 = 0 and converting temporal
derivatives to spatial ones, one obtains
[0, 1, 0, 0]
(
−
∂f
∂u
(u(0))
∂u
∂x
(0, y, t)−
∂g
∂u
(u(0))
∂u
∂y
(0, y, t)
)
= 0, (75)
and therefore
[0, 1, 0, 0]
∂f
∂u
(u(0)) u(1) = −[0, 0, 1, 0]
∂g
∂u
(u(0))
∂u
∂y
(0, y, t), (76)
where the Jacobian matrix of g is
∂g
∂u
=


0 0 1 0
−vxvy vy vx 0
(γ − 1)H − (vy)2 − c2 −(γ − 1)vx (3− γ)vy γ − 1
vy[(γ − 2)H − c2] −(γ − 1)vxvy H − (γ − 1)(vy)2 γvy


.
(77)
Then the right hand side of (76) is calculated as
−[0, 1, 0, 0]
∂g
∂u
(u(0))
∂u
∂y
(0, y, t)
= [(vx)(0)(vy)(0), −(vy)(0), −(vx)(0), 0]
∂u
∂y
(x, 0, t)
= (vx)(0)(vy)(0)
∂u1
∂y
(0, y, t)− (vy)(0)
∂u2
∂y
(0, y, t)− (vx)(0)
∂u3
∂y
(0, y, t)
= 0.
The last identity comes from the fact that (vx)(0) = 0 and
∂u2
∂y
(0, y, t) = 0.
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Hence we combine (76) with Lyi · u
(1) = w
(1)
i , i = 1, 2, 3 to obtain

Ly1 · u
(1) = w
(1)
1 ,
Ly2 · u
(1) = w
(1)
2 ,
Ly3 · u
(1) = w
(1)
3 ,[
γ − 1
2
((vy)(0))2, 0, −(γ − 1)(vy)(0), γ − 1
]
u(1) = 0,
(78)
which is the specific form of (54) in the present case.
The two-dimensional numerical examples with the solid-wall boundary con-
dition are presented in Examples 7 and 8 in the next section when dealing with
the double Mach reflection problem and the forward facing step problem.
5. Numerical examples
All examples displayed in this section are computed using the two-stage
fourth-order scheme on Cartesian grids with the GRP solver [3] as the repre-
sentative of the Lax–Wendroff type flow solvers. The fifth order Hermite-type
WENO reconstruction is used for the spatial reconstruction. We denote this
scheme by GRP4-HWENO5.
Example 1. Linear scalar equations with smooth solutions. We
use a linear equation as the first example to verify the accuracy order of the
current boundary condition treatment. Consider the scalar IBVP (1) with the
flux f(u) = u. The initial and boundary conditions are u0(x) = sin(2pix) and
g(t) = sin(−2pit), respectively. The setting of the initial data and the boundary
condition allows the solution to be periodic. The inflow and outflow boundary
condition treatments are applied at x = 0 and x = 1, respectively.
The CFL number is set to be 0.4. The computation stops at t = 5. The
numerical errors and orders are shown in Table 1, which confirms that the
computation attains the expected order of accuracy.
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Table 1: The numerical errors and orders of the linear scalar equation in Example 1.
m L1 error order L∞ error order
40 4.97e-07 4.32 1.75e-06 4.95
80 2.85e-08 4.13 8.64e-08 4.34
160 1.76e-09 4.02 5.66e-09 3.93
320 1.10e-10 4.00 3.60e-10 3.98
640 6.86e-12 4.00 2.27e-11 3.99
Example 2. Nonlinear scalar equations. This example purposes to see
the accuracy order for nonlinear equations. Consider the scalar IBVP (1) with
the flux f(u) = u2/2 and the initial value u0(x) = 0.5 + 0.25 sin(2pix). The
boundary condition g(t) is given to be consistent with the initial value problem
in which the initial data is periodically extend to x ∈ R. At x = 0, there
are no explicit expressions available for g(t) and its derivatives because of the
nonlinearity. However, the point-wise values of g could be obtained through the
characteristic method and g′′′(t) used in (41) can be approximated by
g′′′(t) =
1
2τ3
[
− 5g(t) + 18g(t+ τ )− 24g(t+ 2τ)
+14g(t+ 3τ)− 3g(t+ 4τ)
]
,
(79)
where τ is proportional to the time step k. For example, we set τ =
k
10
in our
computations.
The CFL number is set to be 0.4. The computation stops at t = 1/3pi. For
this example, x = 0 is always an inflow boundary while x = 1 is always an
outflow boundary. Therefore the inflow and outflow boundary condition treat-
ments are applied at x = 0 and x = 1, respectively. The numerical errors and
accuracy orders in Table 2 shows that the computation reaches the expected
order of accuracy.
Example 3. Scalar advection equations with discontinuous solutions.
In this example, we verify the capability of our boundary condition treatment
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Table 2: The numerical errors and orders of the Burgers equation in Example 2.
m L1 error order L∞ error order
40 6.00e-06 5.15 4.27e-05 4.07
80 1.49e-07 5.33 9.84e-07 5.44
160 7.63e-09 4.29 4.25e-08 4.53
320 4.77e-10 4.00 2.51e-09 4.09
640 2.95e-11 4.01 1.61e-10 3.96
to deal with the discontinuous boundary condition. The same example with
similar initial and boundary conditions was used in [20] for the same purpose.
Consider the IBVP (1) with the flux to be linear, f(u) = u. The initial data is
u0(x) = sin(4pix) and the boundary data is taken as
g(t) =


sin(−4pit), t < 0.25,
0, 0.25 < t < 0.5,
3, t > 0.5.
(80)
The inflow and outflow boundary condition treatments are applied at x = 0
and x = 1, respectively. We compare the result in the domain (0, 1) with the
exact one in Figure 2. The numerical solution matches the exact solution rep-
resented by the solid line perfectly.
Example 4. Linear systems, Consider the linearized Euler equations
∂
∂t


ρˆ
vˆ
pˆ

+


v¯ ρ¯ 0
0 v¯ 1/ρ¯
0 γp¯ v¯


∂
∂x


ρˆ
vˆ
pˆ

 = 0, x ∈ (0, 2), t > 0 (81)
with the background state (ρ¯, v¯, p¯) and the perturbation (ρˆ, vˆ, pˆ), where γ = 1.4
is the specific heat ratio. The eigenvalues of A¯ are λ1 = v¯ − c¯, λ2 = v¯ and
λ3 = v¯ + c¯ with c¯
2 = γp¯/ρ¯. In this example, we set ρ¯ = 1.4, v¯ = 1 and p¯ = 4,
which makes λ1 < 0 < λ2 < λ3. Therefore subsonic inflow and subsonic outflow
boundary conditions are prescribed at x = 0 and x = 2, respectively.
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Figure 2: The discontinuous solution in Example 3 with 80 computational cells (circles). The
exact solution is shown as a solid curve.
This example is designed to allow the solution to be a combination of three
sine waves carried by the three characteristics, i.e.

ρˆ(x, t)
vˆ(x, t)
pˆ(x, t)

 =
(
R1,R2,R3
)


α1 sin(k1pi(x − (v¯ − c¯)t))
α2 sin(k2pi(x − v¯t))
α3 sin(k3pi(x − (v¯ + c¯)t))

 , (82)
where ki and αi, i = 1, 2, 3 are parameters, and
R1 =
[
1, −
c¯
ρ¯
, c¯2
]⊤
, R2 =
[
1, 0, 0
]⊤
, R3 =
[
1,
c¯
ρ¯
, c¯2
]⊤
. (83)
For example, we set k1 = 1, k2 = 3, k3 = 2, α1 = 0.1, α2 = −0.1 and α3 = 0.08.
Following the instruction of the fluid dynamics [16], the inflow density ρin(t) =
ρˆ(0, t) and pressure pin(t) = pˆ(0, t) are given at x = 0 and the outflow pressure
pex(t) = pˆ(2, t) is given at x = 2. The initial condition is defined by setting
t = 0.
In the computation, subsonic inflow and subsonic outflow boundary condi-
tion treatments are applied at x = 0 and x = 2, respectively. The CFL condition
is 0.4 and the output time is t = 10. Table 3 shows the numerical errors and
orders.
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Table 3: The numerical errors and orders of the linear system in Example 4.
m L1 error order L∞ error order
40 1.87e-2 -0.12 2.11e-2 0.06
80 8.18e-4 4.52 1.01e-3 4.39
160 4.08e-5 4.33 4.54e-5 4.47
320 2.79e-6 3.87 3.04e-6 3.90
640 1.78e-7 3.97 1.89e-7 4.00
Example 5. The Woodward–Colella problem. This classical example
assumes that initially the gas is at rest and ideal with γ = 1.4 in the computation
domain [0, 1], the density is everywhere unit and the pressure is p = 1000 for
0 ≤ x < 0.1 and p = 100 for 0.9 < x ≤ 1.0, while it is only p = 0.01 for
0.1 < x < 0.9. The solid-wall boundary condition is prescribed at both ends.
Two numerical methods are used to deal with the boundary condition. The
first one is the traditional numerical treatment with which we symmetrically
extend the solution values into ghost cells. The second one uses the present
boundary condition treatment in the solid-wall case, with which the procedure
in Subsections 4.1 and 4.2 are applied. The CFL number is 0.6.
The numerical solutions using the present boundary condition treatments
are displayed in Figure 3 at output time t = 0.038, in comparison with those
using symmetric extension of interior information to ghost cells. The similar
results verifies the effectiveness of the current approach for the one-dimensional
solid-wall boundary condition.
Example 6. The nozzle flow. The problem of the nozzle flow is quasi one-
dimensional. A converging-diverging duct occupies the spatial interval x ∈ (0, 1)
and has a continuous cross-sectional area function A(x) given by
A(x) =


Ain exp[− log(Ain) sin
2(2pix)], 0 ≤ x ≤ 0.25,
Aex exp[− log(Aex) sin
2(
2pi(1− x)
3
)], 0.25 ≤ x ≤ 1,
(84)
with Ain = 4.864317646 and Aex = 4.234567901. The cross-sectional area
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Figure 3: The Woodward–Colella problem computed with the present boundary condition
treatment (squares) and the conventional reflection boundary condition treatment (dots) with
400 cells (200 are shown, left) and 800 cells (400 are shown, right). The numerical scheme
used is the GRP4-HWENO5 scheme. The solid lines are the reference solution computed with
4000 cells.
reaches its minimal value at x = 0.25, which is called the throat of the duct. The
governing PDEs of the nozzle flow are the Euler equations with the geometric
source term (63). The fluid flows from the left to the right. We set x = 0 as the
entrance of the duct and x = 1 as the exit. The flow in the duct should finally
reaches a steady state as the physics indicates.
There are two types of steady states: a continuous steady state and a dis-
continuous steady state containing a stationary shock. The initial conditions
for both cases take
(ρ(x, 0), v(x, 0), p(x, 0)) =


(ρ0, 0, p0), x < 0.25,
(ρ0(pex/p0)
1/γ , 0, pex), x > 0.25,
(85)
where γ = 1.4, ρ0 and p0 are parameters, determining if the steady state is
continuous or not. In the previous numerical studies of the nozzle flow [1, 2],
the inflow density, velocity and pressure are assigned as the inflow boundary
condition to the ghost cells out of the entrance, and the outflow pressure is
assigned as the outflow boundary condition to the ghost cell out of the exit.
In the present study, the approximation strategy of boundary conditions in
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Subsections 4.1 and 4.3 is applied.
For the first case, we set ρ0 = p0 = 1 and pex = 0.0272237 in (85). See [1].
This makes the steady solution a continuous isentropic one defined by
ρ(x) = ρ0
(
1 +
γ − 1
2
[M(x)]2
)− 1
γ−1
,
p(x) = p0
(
1 +
γ − 1
2
[M(x)]2
)− γ
γ−1
,
v(x) =M(x)
√
γ p(x)/ρ(x),
(86)
where M(x) is determined by the sectional area A(x) through the relation
[A(x)]2 =
1
[M(x)]2
[
1
γ + 1
(
1 +
γ − 1
2
[M(x)]2
)] γ+1
γ−1
. (87)
In this case, the flow is subsonic upstream to the throat and supersonic down-
stream to the throat. Thus the inflow boundary condition at the entrance x = 0
is prescribed as in (64) with,
pin := p0
(
1 +
γ − 1
2
[M(0)]2
)− γ
γ−1
,
ρin := ρ0
(
1 +
γ − 1
2
[M(0)]2
)− 1
γ−1
.
(88)
At the exit x = 1, the flow is supersonic and no boundary condition is required.
The numerical result is displayed in Figure 4 with the current method, using 22
computational cells. The output time is t = 5 and the CFL number is 0.6. The
solution converges to the expected steady one and attains a better agreement
with the steady solution compared with those given in [1, 2].
The other steady solution contains a stationary shock separating two pieces
of isentropic solutions defined as in (86) with separate pairs of (ρ0, p0). In this
case we set ρ0 = p0 = 1 and pex = 0.4 in (85) to get the initial data. The
shock stands downstream to the throat, and the flow jumps from supersonic to
subsonic after passing the shock. The exit x = 1 is subsonic for such a case. Now
we set the inflow boundary condition to be (64) and (88) with ρ0 = p0 = 1 at the
entrance x = 0 and the outflow boundary condition to be (67) with pex = 0.4
at the exit x = 1. Figure 5 shows the numerical results with 22 computational
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Figure 4: The isentropic flow throughout all the duct computed with the two-stage fourth-
order scheme. The density and the Mach number at t = 5 are shown (squares). 22 cells are
used. The solid line is the exact solution given by (86).
cells. The output time is t = 5 and the CFL number is 0.6. Once again, the
solution converges to the expected steady one and matches it better compared
with those given in [1, 2].
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Figure 5: The flow with a steady shock computed with the two-stage fourth-order scheme.
The density and the Mach number at t = 5 are shown (squares). 22 cells are used. The solid
line is the exact solution given by (86).
As the accuracy test is performed for such a case, we need to modify the
cross section a little bit, such as
A(x) = Ain exp[− log(Ain) sin
2(pix)], for 0 ≤ x ≤ 1, (89)
instead of (84), in order to guarantee the flow is smooth. This is because A′′(x)
in (84) is discontinuous, which leads to the solution formula in (86) has the
discontinuity in its first order derivative at the throat of the duct which can be
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seen in Figure 4. The initial data in this case is
(ρ(x, 0), v(x, 0), p(x, 0)) =


(ρ0, 0, p0), x < 0.5,
(ρ0(pex/p0)
1/γ , 0, pex), x > 0.5,
by setting ρ0 = p0 = 1 and pex = 0.021910717. The numerical errors and
accuracy orders of the momentum Aρv are shown in Table 4, which verifies the
numerical accuracy of the present boundary condition treatment.
Table 4: Numerical errors and accuracy orders for the case with the cross section (89)
m L1 error order L∞ error order
40 2.13e-04 2.04 2.59e-03 1.94
80 1.40e-06 7.25 1.22e-05 7.73
160 2.87e-08 5.61 3.34e-07 5.19
320 2.10e-09 3.77 2.12e-08 3.98
640 1.30e-10 4.02 1.34e-09 3.98
Example 7. The double Mach reflection problem. This is a standard
two-dimensional test problem for high resolution schemes. The computational
domain for this problem is [0, 4]× [0, 1], and [0, 3]× [0, 1] is shown. A reflective
wall lies at the bottom of the computational domain starting from x = 16 .
Initially a right-moving Mach 10 shock is positioned at x = 16 , y = 0 and makes
a pi3 angle with the x-axis. More details about this problem can be seen in [22].
Our computations use both the traditional and the present new numerical
boundary condition treatments to deal with the reflective boundary condition
along the wall {(x, 0) : x ∈ [1/6, 4]}. For the traditional boundary condition
treatment, we use the symmetrical extension for the ghost cells outside the
boundary. For the present new boundary condition treatment, we apply the
procedure in Subsections 4.1 and 4.4.
The computations are carried out by the GRP4-HWENO5 scheme with 960×
240 grids, using both numerical boundary condition treatments. The numerical
results are displayed in Figure 6 with 30 contours of the density at time 0.2. The
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CFL number is 0.6. The two numerical results are similar which indicates that
the present approach works well for the two-dimensional solid-wall boundary
condition.
0.5 1 1.5 2 2.5
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
0.5 1 1.5 2 2.5
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
Figure 6: The numerical results of the double mach reflection problem in Example 7 given
by the scheme GRP4-HWENO5 combined with the traditional reflection boundary condition
treatment (upper) and the current boundary condition treatment (lower). The contours of
density are shown. 960 × 240 cells are used.
Example 8. The forward facing step problem. This is also a standard
test problem for the two-dimensional computations proposed in [22]. The wind
tunnel is 1 length unit wide and 3 length units long. The step is 0.2 length units
high and is located 0.6 length units from the left-hand end of the tunnel. The
problem is initialized by a unit right-going Mach 3 flow with (ρ0, u0, v0, p0) =
(1.4, 3, 0, 1) in the tunnel. Reflective boundary conditions are applied along the
walls of the tunnel.
As in Example 7, both the traditional and the present new boundary condi-
tion treatments are applied to the reflective walls of the tunnel. The numerical
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results are shown in Figure 7, with 960× 320 cells. The computations stop at
the time t = 4 and the CFL number is 0.6. The two numerical results are similar
which once again verifies the effectiveness of the present approach.
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Figure 7: The numerical results of the forward facing step problem in Example 8 given by
the scheme GRP4-HWENO5 using the traditional boundary condition treatment (upper) and
the present one (lower). The contours of density are shown. 960× 320 cells are used.
6. Discussions
In this paper we provide a method to approximate boundary conditions
with fourth-order accuracy in order to suit the two-stage fourth order accu-
rate schemes for hyperbolic conservation laws that we proposed earlier [14].
The application is specified to the compressible Euler equations with several
commonly-used boundary conditions. We are certainly aware that there are
many issues waiting for investigation, such as moving boundary problems, solid
wall boundary conditions with curved geometry, small cut-cell problems, and
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moving boundary problems, which will be studied in a future paper.
Here we would like to emphasize that the inverse Lax-Wendroff approach is
fundamental in the sense that the governing equations are effectively adopted
to treat the boundary conditions [9, 20, 21, 15]. In the paper the inverse Lax-
Wendroff approach is used with the least complexity by taking advantage of the
two-stage method [14]. No successive differentiation of governing equations is
made. Nevertheless, the boundary conditions have to be carefully treated at
intermediate stages, analogous to any other multi-stage numerical methods.
Of course, just as the fact that the two-stage fourth order method in [14]
can be extended to higher order accurate multi-stage method in [17], the cur-
rent numerical boundary condition treatment can be extended to much higher
order accuracy in a straightforward way. The application to hyperbolic systems
beyond the compressible fluid flows can be treated similarly. We do not want
to repeat the technicality from the scientific viewpoint.
Appendix A. The interpolation results in subsection 3.1
This appendix is dedicated to list the interpolation results in Section 3.1.
Recall that we assume x = 0 and x = 1 are the inflow and outflow boundaries
for the IBVP (1) of the one-dimensional scalar conservation laws, respectively.
The stencils are denoted in (19).
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Appendix A.1. Cell averages and cell differences
The reconstructed average of u in I−1 and I−2 on those stencils are:
u¯
(2)
−1 =
1
4
(−6g + 6 h f ′(g)−1 g′ + 11u¯0 − u¯1),
u¯
(1)
−1 = h f
′(g)−1 g′ + u¯0,
u¯
(0)
−1 = g +
1
2
h f ′(g)−1 g′,
u¯
(2)
−2 =
1
4
(−90g + 42 h f ′(g)−1 g′ + 105u¯0 − 11u¯1),
u¯
(1)
−2 = −6gh+ 5 f
′(g)−1 g′ + 7u¯0,
u¯
(0)
−2 = g +
3
2
h f ′(g)−1 g′.
(A.1)
The reconstructed x-difference of u in I−1 and I−2 on those stencils are:
∆u
(2)
−1 =
1
8h
(66g − 34 h f ′(g)−1 g′ − 73u¯0 + 7u¯1),
∆u
(1)
−1 =
1
2h
(6g − 5 h f ′(g)−1 g′ − 6u¯0),
∆u
(0)
−1 = −f
′(g)−1 g′,
∆u
(2)
−2 =
1
8h
(294g − 118 h f ′(g)−1 g′ − 331u¯0 + 37u¯1),
∆u
(1)
−2 =
1
2h
(18g − 11 h f ′(g)−1 g′ − 18u¯0),
∆u
(0)
−2 = −f
′(g)−1 g′.
(A.2)
Appendix A.2. Smoothness indicators
The smoothness indicators on these stencils are listed as follows,
β(2) =
1
80
[
66516g2 + 9444(hf ′(g)−1g′)2 − 56348f ′(g)−1g′hu¯0
+85929u¯20 + 6644f
′(g)−1g′hu¯1 − 20694u¯0u¯1 + 1281u¯
2
1
+12g(4142f ′(g)−1g′h− 12597u¯0 + 1511u¯1)
]
,
β(1) = 48g2 + 54ghf ′(g)−1g′ + 16(hf ′(g)−1g′)2
−96gu¯0 + 48u¯
2
0 − 54hf
′(g)−1g′u¯0,
β(0) = (hf ′(g)−1g′)2.
(A.3)
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