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Suppose we sequentially put n balls into n bins. If we put each ball
into a random bin then the heaviest bin will contain ∼ logn/ log logn
balls with high probability. However, Azar, Broder, Karlin and Upfal
[SIAM J. Comput. 29 (1999) 180–200] showed that if each time we
choose two bins at random and put the ball in the least loaded bin
among the two, then the heaviest bin will contain only ∼ log logn
balls with high probability. How much memory do we need to im-
plement this scheme? We need roughly log log logn bits per bin, and
n log log logn bits in total.
Let us assume now that we have limited amount of memory. For
each ball, we are given two random bins and we have to put the ball
into one of them. Our goal is to minimize the load of the heaviest
bin. We prove that if we have n1−δ bits then the heaviest bin will
contain at least Ω(δ logn/ log logn) balls with high probability. The
bound is tight in the communication complexity model.
1. Introduction. Suppose we sequentially put n balls into n bins. If
we put each ball in a bin chosen independently and uniformly at ran-
dom, the maximum load (the largest number of balls in any bin) will be
∼ logn/ log logn with high probability. We can significantly reduce the max-
imum load by using the “power of two choices” scheme of Azar, Broder,
Karlin and Upfal [2]: if we put each ball in the least loaded of two bins
chosen independently and uniformly at random, the maximum load will be
∼ log logn with high probability. This scheme has numerous applications for
hashing, server load balancing and low-congestion circuit routing (see [1–8]).
As an example, consider an implementation of a hash table that uses the
“power of two choices” paradigm. We keep a table of size n; each table entry
can store multiple elements (say) in a doubly-linked list. We use two perfectly
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random hash functions h1 and h2 that map elements to table entries. To
insert an element e, we find two possible table entries h1(e) and h2(e),
and store the element in the table entry with fewer elements. To find an
element e, we search through all elements in entries h1(e) and h2(e). This
requires only O(log logn) operations for every element e w.h.p.; whereas if
we used only one hash function we would need to perform Ω(logn/ log logn)
operations for some elements w.h.p.
How many extra bits of memory do we need to implement this scheme?
We need roughly log log logn bits per bin (table entry) to store the number
of balls (elements) in the bin, and n log log logn bits in total.
Let us assume now that we have limited amount of memory. For each
ball, we are given two random bins (e.g., we are given two hash values) and
we have to put the ball into one of them. Can we still guarantee that the
maximum load is O(log logn) with high probability?
The correct answer is not obvious. One could assume that if the number
of memory bits is o(n) then the maximum load should be ∼ lognlog logn balls.
However, that is not the case as the following example shows. Let us group all
bins into n/ log logn clusters; each cluster consists of log logn bins. For each
cluster, we keep the total number of balls in the bins that form the cluster.
Now given a ball and two bins, we put the ball into the bin whose cluster
contains fewer balls. The result of Azar, Broder, Karlin and Upfal [2] implies
that w.h.p. each cluster will contain at most nn/ log logn +log logn= 2 log logn
balls. Therefore, each bin will also contain at most 2 log logn balls. This
scheme uses nlog logn log log logn= o(n) bits of memory.
In this paper, we show that if we have n1−δ bits of memory then the
maximum load is Ω(δ logn/ log logn) balls with high probability. We study
the problem in the “communication complexity model.” In this model, the
state of the algorithm is determined by M bits of memory. Before each step,
we choose the memory state m ∈ {1, . . . ,2M}. Then the algorithm gets two
bin choices i and j. It selects one of them based on m, i, j and independent
random bits. That is, the algorithm chooses i with a certain probability
f(m, i, j) and j with probability 1 − f(m, i, j); the choice is independent
from the previous steps.
Unlike the standard computational model, we do not require that the
memory state of the algorithm depends only on m, i, j and the random
bits in the communication complexity model. In particular, the state can
depend on the current load of bins. Hence, algorithms in our model are
more powerful than algorithms in the computational model. Consequently,
our lower bound (Theorem 1.1) applies also to the computational model,
whereas our upper bound (Theorem 1.2) applies only to the communication
complexity model.
First, we prove the lower bound on maximum load.
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Theorem 1.1. We are sequentially given n balls. We have to put each
of them into one of two bins chosen uniformly and independently at random
among n bins. We have only M = n1−δ bits of memory (δ > 0 may depend
on n); our choice where to put a ball can depend only on these memory
bits and random bits. Then the maximum load will be at least δ logn2 log logn with
probability 1− o(1).
Then we show that the bound is essentially tight in the communication
complexity model.
Theorem 1.2. There exists an algorithm that gets M = n1−δ bits of ad-
vice before each step and uses no other memory, and ensures that the heaviest
bin contains at most O( δ lognlog logn) balls w.h.p. [where δ ≥ 1/(logn)
1−Ω(1)].
In Section 2, we prove Theorem 1.1. In Section 3, we prove Theorem 1.2.
2. Proof of Theorem 1.1. We assume that δ logn2 log logn ≥ 1, as otherwise the
statement of the theorem is trivially true (there is a bin that contains at
least one ball).
Consider one step of the bins–and–balls process: we are given two bins
chosen uniformly at random, and we put the ball into one of them. Let
pi ≡ p
(m)
i be the probability that we put the ball into bin i given that the
memory state is m ∈ {1, . . . ,2M}. Let Fm ≡ F
ε
m = {i :p
m
i < ε/n}.
Claim 2.1. (1) For every set of bins S, the probability that we put a ball
in a bin from S is at least ε|S \ F εm|/n:
(2) |F εm| ≤ εn.
Proof. (1) The desired probability equals∑
i∈S
pi ≥
∑
i∈S\F εm
pi ≥
ε|S \ F εm|
n
.
(2) The probability that both chosen bins are in F εm is |F
ε
m|
2/n2. There-
fore, the probability t that we put the ball into a bin from F εm is at least
|F εm|
2/n2. On the other hand, we have
t=
∑
i∈F εm
pi <
ε|F εm|
n
.
We conclude that |F εm| ≤ εn. 
We divide the process into L consecutive phases. In each phase, we put
⌊n/L⌋ balls into bins. Let Si be the set of bins that contain at least i balls
at the end of the phase i; let S0 = {1, . . . , n}. Now we will prove a bound on
the size of Si that in turn will imply Theorem 1.1.
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Lemma 2.2. Let L = ⌈ δ2 logn/ log logn⌉, ε = 1/(2L) and β = 1/(4L).
For every i ∈ {0, . . . ,L}, let Ei be the event that for every m1, . . . ,mL−i ∈
{1, . . . ,2M}, ∣∣∣∣∣Si
∖ L−i⋃
j=1
Fmj
∣∣∣∣∣≥ (βε)
i
2
n.
Then for every i
Pr(Ei) = 1− o(1).
In particular, Pr(|SL| > 0) ≥ Pr(EL) = 1 − o(1), and therefore, in the end,
the heaviest bin contains at least L balls w.h.p.
Proof. First, note that the event E0 always holds,∣∣∣∣∣S0
∖ L⋃
j=1
Fmj
∣∣∣∣∣≥ n−Lεn= n/2.
Now we shall prove that Pr(E¯i|Ei−1) ≤ o(1/L) (uniformly for all i), and
thus
Pr(Ei)≥ Pr(E0 ∧ · · · ∧ Ei) = 1−
i∑
j=1
Pr(E0 ∧ · · · ∧ Ej−1 ∧ E¯j)−Pr(E¯0)
≥ 1−
i∑
j=1
Pr(E¯j ∧ Ej−1)≥ 1−
i∑
j=1
Pr(E¯j |Ej−1) = 1− o(1).
Assume that Ei−1 holds. Fix m1, . . . ,mL−i. We are going to estimate the
number of bins in Si−1 \
⋃L−i
j=1 Fmj which we put a ball into during the
phase i. All those bins are in the set Si \
⋃L−i
j=1 Fmj .
Consider one step of the process; we are given the tth ball (in the current
phase) and have to put it in a bin. Let Nt−1 be the set of bins in Si−1 \⋃L−i
j=1 Fmj where we have already put a ball into (during the current phase).
We are going to lower bound the probability of the event that we put the
ball into a “new bin,” that is, in a bin in Si−1 \
⋃L−i
j=1 Fmj \Nt−1. Denote the
indicator variable of this event by qt. Let m be the state of the memory at
time t. Since Ei−1 holds,∣∣∣∣∣
(
Si−1
∖ L−i⋃
j=1
Fmj
)∖
Fm
∣∣∣∣∣≥ (βε)
i−1n
2
.
Therefore, by Claim 2.1(1), the probability that qt = 1 is at least
ε|Si−1 \
⋃L−i
j=1 Fmj \ Fm \Nt−1|
n
≥
(
(βε)i−1
2
−
|Nt−1|
n
)
ε.
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Thus, if |Nt−1| ≤ (βε)
i−1n/4,
Pr(qt = 1|q1, . . . , qt−1)≥ (βε)
i−1 × ε/4
def
= µ.
Note that |Nt|= |Nt−1|+ qt and |Nt|= q1+ · · ·+ qt. Now we want to apply
the Chernoff bound to the random variables {qj}j . However, since they are
not necessarily independent, we will need an additional step. Define random
variables q˜j as follows.
If |Nt−1| ≤ (βε)
i−1n/4,

if qt = 1, let q˜t = 1 w.p.
µ
Pr(qt = 1|q1, . . . , qt−1)
;
if qt = 1, let q˜t = 0 w.p. 1−
µ
Pr(qt = 1|q1, . . . , qt−1)
;
if qt = 0, let q˜t = 0.
If |Nt−1|> (βε)
i−1n/4, {
let q˜t = 1 w.p. µ;
let q˜t = 0 w.p. 1− µ.
It is easy to see that in either case Pr(q˜t = 1|q˜1, . . . , q˜t−1) = µ. Therefore,
q˜1, . . . , q˜t are i.i.d. 0–1 Bernoulli random variables with expectation µ. By
the Chernoff bound, the probability that q˜1 + · · ·+ q˜n/L is at least
1
2
×E[q˜1 + · · ·+ q˜n/L] =
1
2
×
nµ
L
=
(βε)in
2
is at least 1− 2 · 2−(βε)
in/8. Since qt ≥ q˜t if |Nt−1|< (βε)
i−1n/4,
|Nt|= q1+ · · ·+ qt ≥min((βε)
i−1n/4, q˜1 + · · ·+ q˜t).
Finally, we have
Pr
(
|Nn/L| ≥
(βε)in
2
)
≥ Pr
(
min((βε)i−1n/4, q˜1 + · · ·+ q˜n/L)≥
(βε)in
2
)
= Pr
(
q˜1 + · · ·+ q˜n/L ≥
(βε)in
2
)
≥ 1− 2 · 2−(βε)
in/8.
Since Si \
⋃L−i
j=1 Fmj ⊃Nn/L,
Pr
(∣∣∣∣∣Si
∖ L−i⋃
j=1
Fmj
∣∣∣∣∣≥ (βε)
i
2
n
∣∣∣Ei−1
)
≥ 1− 2 · 2−(βε)
in/8
for fixed m1, . . . ,mL−i. By the union bound [recall that ε = 1/(2L) and
β = 1/(4L)]
Pr
(
for all m1, . . . ,mL−i :
∣∣∣∣∣Si
∖ L−i⋃
j=1
Fmj
∣∣∣∣∣≥ (βε)in/2
∣∣∣Ei−1
)
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≥ 1− 2 · (2M )L−i2−(εβ)
in/8 ≥ 1− 2ML−(1/(8L
2))Ln/8(1)
= 1− 2n
1−δL(1−nδL(1/(8L2))L+1).
Recall that L= ⌈ δ logn2 log logn⌉. We have,
(8L2)L+1 ≤ (8L2)2 · (8L2)δ logn/(2 log logn) ≤ (8L2)2 ·
(
logn
ω(1)
)δ logn/ log logn
≤ (8L2)2nδ2−ω(L) = nδ26+4 logL−ω(L) = o(nδ).
Therefore, expression (1) is 1− 2n
1−δL(1−ω(L)) = 1− o(1). 
3. Proof of Theorem 1.2. In this section, we will prove that our bound
is tight in the communication complexity model. Specifically, we present
an algorithm that gets M = n1−δ bits of advice before each ball is thrown,
and ensures that the maximum load is at most O( δ lognlog logn) w.h.p. when δ ≥
1/(log n)1−Ω(1).
Observe that no matter which of the two bins we choose at each step,
the probability pi that we put the ball in a bin i is at most 2/n. Therefore,
the probability that after n steps the total number of balls in the bin i
exceeds T = 2δ lognlog logn(1+
2 log(1/δ)
log(δ logn)) is asymptotically at most the probability
that a Poisson random variable with λ= 2 exceeds T , that is, it is at most
e−2 2
T
T ! (1 + o(1)) = o((
2e
T )
T ) = o(1/(nδ logn)). Thus the number of bins that
contain at least T balls is at most n1−δ/(2 logn) w.h.p. Before each step,
our algorithm receives the list L of such bins, and the number of balls in
each of them. Now if one of the two randomly chosen bins belongs to L and
the other does not, the algorithm puts the ball into the bin that is not in L;
if both bins are in L, the algorithm puts the ball into the bin with fewer
balls (let us say that we use the “always-go-left” tie breaking rule: if both
bins contain the same number of balls, we put the ball into the left of the
two bins); finally, if both bins are not in L, the algorithm puts the ball into
an arbitrary bin.
Let us estimate the maximum load. We say that a ball is an “extra ball”
if we put it into a bin that is in L (at the moment when we put the ball).
Then the total number of balls in a bin is at most T plus the number of
extra balls in the bin. Let us now count only extra balls. Note that every
time we get a ball, we either:
• “discard it,” put it into a bin that is not in L, and thus do not count it
as an extra ball, or
• put it into one of the two bins that contains fewer “extra balls.”
That is, we use a modified scheme of Azar, Broder, Karlin and Upfal, where
we sometimes put a ball into one of the two bins that contains fewer “extra
balls,” and sometimes discard it. We claim that each bin contains at most
BALANCED ALLOCATION: MEMORY PERFORMANCE TRADEOFFS 7
log logn extra balls as in the standard “power of two choices” scheme of
Azar, Broder, Karlin and Upfal.
Claim 3.1. Consider the balls and bins process. Suppose at step i we
are given the choice of two bins a1i and a
2
i . Let kij be the number of balls in
bin j after i steps when we use the standard “power of two choices” scheme.
Let k˜ij be the number of extra balls in bin j after i steps when we use our
modified “power of two choices” scheme. Assume that in both cases we use
the “always-go-left” tie breaking rule. Then k˜ij ≤ kij , for every 1≤ i, j ≤ n
(the statement holds for every sequence {a1i , a
2
i }i=1,...,n).
Proof. We prove that k˜ij ≤ kij by induction on i. Initially, all bins
contain no balls, k˜0j = k0j = 0, so the statement holds. Assume that the
statement holds for i < i0, we verify that k˜ij ≤ kij for i= i0. Fix j. Consider
several cases.
• First, suppose that we put the ball into the bin j at step i in both schemes.
Then k˜ij = k˜i−1,j + 1≤ ki−1,j +1 = kij .
• Now suppose that we put the ball into the bin j at step i in the modified
scheme, however, we put the ball into some bin j′ 6= j in the standard
scheme. Note that if j < j′ then k˜i−1,j ≤ k˜i−1,j′ and ki−1,j′ < ki−1,j thus
k˜ij = k˜i−1,j +1≤ k˜i−1,j′ + 1≤ ki−1,j′ + 1≤ ki−1,j = kij ;
if j′ < j then k˜i−1,j < k˜i−1,j′ and ki−1,j′ ≤ ki−1,j and thus
k˜ij = k˜i−1,j +1≤ k˜i−1,j′ ≤ ki−1,j′ ≤ ki−1,j = kij .
• Finally, suppose that in the modified scheme we put the ball into some
bin j′ 6= j or discard it at step i. Then k˜ij = k˜i−1,j ≤ ki−1,j ≤ kij . 
Note that if bins a1i and a
2
i are chosen uniformly at random, then maxj knj =
log logn+Θ(1) with high probability [2]. Therefore, by the claim, maxj k˜nj =
log logn+O(1), and each bin contains at most T+log logn+O(1) =O( δ lognlog logn)
balls w.h.p.
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