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1. ↪Ižanga
Didele˙s skiriamosios gebos spektro
↪
ivercˇiai naudojami sprendžiant akustikos, ryši
↪
u,












u panaudojimas praktiniuose taikymuo-






















a skaicˇiuoti rekurentiškai. Toks algoritmas apskaicˇiuoja




u parametrus, tode˙l jei jie reikalingi – nebu¯tini pa-
pildomi skaicˇiavimai. Spektr ↪a ↪ivertindami rekurentiškai, išsaugome didel ↪e skiriam ↪aj ↪a
geb
↪





2. Minimalios dispersijos spektro
↪
ivertis















u minimalios dispersijos spektro
↪
ivertinimas grindžiamas ribotos








bn(j)y(m − n + j), m = n + 1, . . . ,M, (2)
cˇia an(j) – tiesiogine˙s krypties filtro parametrai, bn(j) – atgaline˙s krypties filtro




krypties filtro prognoze˙s paklaida, n – filtr
↪
u eile˙; an(0) = bn(0) = 1. Filtr ↪u (1) ir (2)
iše˙jimus galime apskaicˇiuoti intervale n+1mM . Tiesiogine˙s krypties prognoze˙s



































cˇia eTn (f ) = (1,exp(j2πf T ), . . . ,exp(j2πf nT )), T – signalo diskretizavimo inter-
valas, f – dažnis (−1/2T  f  1/2T ), “H ” – ermito transponavimo ženklas, “T ” –
matricos transponavimo ženklas, Kn – kovariacine˙ matrica
Kn = YHn Yn =

kn(0,0) . . . kn(0,n). . . . . . . . .
kn(n,0) . . . kn(n,n)

 , (6)
cˇia kn(i, j ) =∑Mm=n+1 y∗(m − i)y(m − j), 0 i, j  n, “∗” – kompleksinio jungti-
numo ženklas; Kn = KHn ,
Yn =

y(n + 1) . . . y(1). . . . . . . . .
y(M) . . . y(M − n)

 .
Kovariacine˙ matrica Kn ne˙ra Tioplico, tacˇiau ji yra artima Tioplico matricai, nes
sudaryta iš dviej ↪u Tioplico matric ↪u sandaugos, tode˙l panaudosime ši ↪a savyb ↪e ir matri-
cos K−1n elementus apskaicˇiuosime rekurentiškai.
3. Spektro
↪
ivertinimo rekurentinio algoritmo ku¯rimas



















































y(m), . . . , y(m − n)).
Minimizuodami tiesiogine˙s krypties prognoze˙s filtro iše˙jimo paklaidos disper-














cˇia aTn = (an(1), . . . , an(n)), 0 – n-matis nuli ↪u stulpelis, o minimizuodami atgaline˙s


















cˇia bTn = (bn(1), . . . , bn(n)), 0 – p-matis nuli ↪u stulpelis, J – matrica, kurios nepa-
grindine˙je
↪

























































Iš (13) seka, kad













































cˇia δ = kn(n,n) − k′Hn K
′−1
n−1k′n = σgn , δ−1 = 1/σgn , nes iš (14) seka, kad −K
′−1
n−1k′n =
Jbn ir σgn = kn(n,n) + k′Hn Jbn.

















cˇia dn−1 = K−1n−1y∗n−1(n), dHn−1 = yTn−1(n)K−1n−1, dTn−1 = (dn−1(0), . . . , dn−1(n)),
βdn−1 = yTn−1(n)K−1n−1y∗n−1(n).


























n K−1n−1 + cn−1cHn−1/σ cn−1 + anaHn /σfn
)
, (19)
cˇia cn−1 = K−1n−1y∗n−1(M), cTn−1 = (cn−1(0), . . . , cn−1(n)), cHn−1 = yTn−1(M)K−1n−1 ,
σc
n−1 = 1 − βcn−1, βcn−1 = yHn−1(M)K−1n−1yn−1(M).
Pažyme˙kime matricos K−1n (i, j )- ↪aj↪i element ↪a vn(i, j ). Iš (18) seka, kad
vn(n,n) = 1/σgn , vn(n − i,n) = bn(i)/σgn ,
vn(n,n − j) = b∗n(j )/σgn , 1 i, j  n,
vn(i, j ) = vn−1(i, j ) + dn−1(i)d∗n−1(j )/σdn−1
+ bn(n − i)b∗n(n − j)/σgn , 0 i, j  n − 1. (20)
Iš (19) seka, kad
vn(0,0) = 1/σfn , vn(i,0) = an(i)/σfn , vn(0, j ) = a∗n(j )/σfn , 1 i, j  n,
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vn(i + 1, j + 1) = vn−1(i, j ) + cn−1(i)c∗n−1(j )/σ cn−1












vn(i + 1, j + 1) = vn(i, j ) + an(i + 1)a∗n(j + 1)/σfn − bn(n − i)b∗n(n − j)/σgn
+ cn−1(i)c∗n−1(j )/σ cn−1 − dn−1(i)d∗n−1(j )/σdn−1, 0 i, j  n − 1, (22)
kurioje an – tiesiogine˙s krypties modelio parametr ↪u ↪ivercˇiai, σfn – tiesiogine˙s krypties
paklaidos dispersijos
↪































(n − k − 2i + 1)an(k + i)a∗n(i)/σfn − ibn(i)b∗n(k + i)/σgn
+ (n − k − i)cn−1(k + i)c∗n−1(i)/σ cn
− (n − k − i)dn−1(i)d∗n−1(k + i)/σ dn
]
, 0 k  n,
(k) = ∗(−k), −n k −1. (24)
Išraiškos (23) vardikliui apskaicˇiuoti galima panaudoti greitosios Furje˙ transforma-






i skaicˇiuotume pagal (5) išraišk ↪a, reike˙t ↪u atlikti 23n3 + (N + 103 )n2 +
(M +3N +4)n+ (M +2N) kompleksine˙s daugybos operacijas ir 23n3 + (N +1)n2 +
(M + 2N − 23)n + M kompleksine˙s sude˙ties operacijas. Tuo tarpu, jei spektro ↪ivert↪i




u atlikti 3M + 232 n2 + (2M + 472 )n+N log2 N
kompleksine˙s daugybos operacijas ir M− 12n2+(5M+ 232 )n+N log2 N kompleksine˙s
sude˙ties operacijas. Šiose išraiškose n – prognoze˙s filtro eile˙, M – signalo atskait
↪
u
skaicˇius, N – greitosios Furje˙ transformacijos tašk
↪
u skaicˇius. Kai spektrui skaicˇiuoti
naudojame (5) išraišk
↪
a, reikalinga atmintis yra n2 +(M +4)n+M +N , o skaicˇiuojant
pagal (23) išraišk ↪a, reikalinga atmintis yra 5n + 13M +N .
1 pav. parodyti skaicˇiavimo pagal (5) išraišk
↪
a (ištisine˙s linijos) ir rekurentinio
(punktyrine˙s linijos) metod
↪
u skaicˇiavimo sude˙tingumo ir reikalingos atminties paly-




1 pav. Spektro apskaicˇiavimo sude˙tingumo ir atminties palyginimas. Ištisine˙s linijos – standartinis
algoritmas (5); punktyrine˙s linijos – rekurentinis algoritmas; 1 – M = 128; 2 – M = 1000.
grafikai, kai M = 1000, N = 128. Rekurentinis algoritmas, palyginus su spektro ap-
skaicˇiavimu pagal (5) išraišk
↪





bei reikalingos atminties dyd
↪
i, kai prognoze˙s filtro eile˙ n yra didele˙.
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SUMMARY
K. Kazlauskas, J. Kazlauskas, G. Petreikyte˙. A recurrent algorithm for spectrum estimation
A recurrent algorithm for spectrum estimation is proposed. The efficiency of the algorithm is investigated
and results of computational experiments are given.
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