ABSTRACT This paper presents an overview on different research activities that we did in the recent decade for developing reconfigurable discrete-event systems (RDESs) from initial high-level specification according to user requirements until final low-level deployment in target hardware components. A reconfiguration is any run-time scenario that adapts the system's behavior to any evolution in the related environment by adding or removing services or also configuring their parameters, i.e., their frequency, execution time, or also their location in the considered hardware architecture. Since the development of distributed RDESs under functional and extra-functional constraints is required by experts, we propose a complete methodology that deals first with their initial design with a new general profile named R-UML extending unified modeling language (UML) or also with new specific technology-oriented profiles, the validation of the related models with a new language R-OCL extending object constraint language (OCL), before their transformation to formal formalisms, such as Petri nets, timed automata, or B method for simulation or also formal verification of different properties. The checked models are transformed into OS reconfigurable tasks in the operational level, before applying a co-design methodology under functional, real-time, memory, and energy constraints for minimizing redundancies in tasks and for optimizing the composition of software and hardware parts together. We describe technology-oriented solutions for the scheduling of distributed RDESs by parameterizing tasks and their exchanged messages between multi-speed networked processors. We finish with the real low-level deployment on target hardware devices before applying useful software and hardware tests for checking the delivered system quality. These contributions, published in different journal and conference papers, are applied to different applications in medicine, wireless sensor networks, transportation systems, manufacturing industry, smart grids and microgrids, embedded technologies, and so on. We find significant gains in terms of the system reactivity and flexibility under related constraints.
I. INTRODUCTION
Automatic flexibility becomes a required criterion for dynamic system adaptability to any possible evolution in related environment. A reconfigurable system is considered in this paper as a discrete-event system (RDES) that adapts its behavior to recover faults or also improve required performance at run-time. It is a set of wired/wireless networked devices that run independent/dependent control software tasks exchanging messages on the network [1] , [2] .
These tasks and consequently the related messages should be executed under functional, memory, real-time, and energy constraints described in user requirements [3] - [5] . A reconfiguration is a dynamic constrained scenario for updating hardware-software architectures or also the related network. A software reconfiguration is an operation that adds, removes or also updates the parameters of software tasks in the system. A hardware reconfiguration is any scenario that activates-deactivates devices under well-defined conditions. A network reconfiguration is any operation for adding, removing or also updating messages' parameters under well-defined conditions.
Nowadays the reconfiguration becomes a main requirement for future flexible systems in various fields such as in internet of things [6] for optimizing the QoS, in smart grids [7] for improving QoS and increasing the use of renewable energy [8] , in transportation systems [9] for improving the control quality, in medical platforms [10] for high quality of surgery, in manufacturing industry for improving the production lines performance [11] , in intelligent platforms [12] for improving their reactivity or security [13] (Figure 1 ). The global problem of our research works in the recent decade is to develop reconfigurable discrete-event systems under related constraints described in user requirements. The question is how to guarantee feasible hardware, software and network reconfigurations [14] ? This problem is divided into different sub-problems: (i) how to manage predictible and possibly unpredictible reconfiguration scenarios [11] ? How can intelligence and security be considered together for perfect and safe adaptation of systems? How to design and validate reconfigurable software architectures? How to apply formal methods for verifying their correctness in worst cases after predictible or unpredictible reconfigurations [15] , [16] ? How to automatically implement reconfigurable threads while removing redundancies in their codes that belong to different implementations [17] ? How to co-design and compose these reconfigurable threads with target hardware architectures while meeting related constraints [18] ? In particular how to analyze the feasibility of threads in devices and the exchanged messages on the related network? How to deploy and apply perfect hardware and software tests of the system's components [19] ? Finally how to find useful applications of reconfigurable systems for applying all our research contributions and especially for showing the benefits of this theory of reconfiguration?
This paper gives an overview on the different conducted research works proposed by our research group in the last decade to answer these questions. We propose in this document a new methodology (Figure 2 ) for developing RDESs. This methodology combines the different obtained research results for realizing correct systems in software and hardware parts. From the specification described in user requirements, the system is designed according to a proposed general profile named R-UML reported in [20] or to specific technologies oriented profiles reported in [21] - [24] , before transforming the related models to deterministic or stochastic reconfigurable Petri nets denoted by R-TNCES as reported in [25] , or to reconfigurable timed automata as reported in [26] or also to B method as reported in [27] . These models are simulated or formally checked by using model checking as reported in [10] , [25] , and [28] . If the system is formally verified, then we validate the different models by using an extension of the OCL language named R-OCL reported in [29] . When the system design is completely validated, the whole architecture is automatically implemented as reported in [30] by reducing redundancies in different configurations or by improving the performance of generated tasks. We perform the test of reconfigurable tasks as reported in [31] before going to the co-design of the hardware and software parts where a methodology named Rco-design is reported in [32] . This approach performs the feasibility analysis of the real-time tasks and messages under energy constraints as reported in [33] - [36] . According to the specific used technology, the deployment is finally performed as reported in [9] , [10] , and [37] - [40] and the hardware test reported in [41] is applied for detecting physical faults in this distributed reconfigurable architecture. Once we finish this final step, the system becomes operational and able to be deployed with guaranteed quality.
We describe the different published papers in the following sections for (i) Design and ROCL validation of reconfigurable discrete-event systems, (ii) Formal modeling and verification, (iii) Implementation and software test, (iv) Co-Design and real-time scheduling, (v) Deployment and hardware test (Figure 2 ). The conducted research works composing this methodology are applied to different areas such as reconfigurable medical platforms [10] , reconfigurable wireless sensor networks [21] , [34] , [40] , adaptive controllers in smart grids [12] or in microgrids [8] , reconfigurable middleware for RT-Linux [34] , [42] - [44] , reconfigurable MP-SoC architectures [32] , [45] , reconfigurable embedded controllers in automotive [46] , reconfigurable automotive production lines [47] , reconfigurable platoons [9] , [37] , reconfigurable production lines in manufacturing industry [48] - [50] , adaptive embedded software in Android-based secured smartphones [13] , reconfigurable test devices of reconfigurable embedded hardware [41] , reconfigurable radar for traffic control [51] , reconfigurable baggage handling systems in airports [52] , reconfigurable controllers of irrigation systems [21] .
The current document does not detail the technical issues presented in our previous published papers. It only gives an overview that orients readers to follow the different steps of the proposed methodology. To the best of our knowledge, no one in all related projects deals with a complete development of reconfigurable discrete-event systems from initial specification until final deployment and the related required hardware test.
The organization of the paper is as follows. Section II formalizes RDESs and gives an overview on the considered software and hardware architectures as well as the related constraints. Section III gives an overview on their design and validation, and Section IV describes their formal modeling and verification. Section V describes an overview on the implementation and test of reconfigurable software, and Section VI gives an overview on the co-design and real-time scheduling of RDESs. Section VII presents an overview on the deployment and hardware test of reconfigurable devices. We finish with a discussion that gives an analysis of the conducted research works and a description of the future work.
II. OVERVIEW ON RELATED WORKS
Reconfigurable architectures have been studied in different research papers that clearly distinguish between static reconfigurations to be applied off-line [53] and dynamic reconfigurations performed at run-time [54] . We classically divide dynamic reconfigurations into two forms: manual reconfigurations to be manually applied by users [55] and automatic reconfigurations to be automatically executed at run-time [56] . Since reconfigurable systems are with too heavy behaviors, their development process is not too easy to perform.
When we started our research on reconfigurable systems in 2007, we did not find typical formalisms, languages, theories, or practices for developing these systems with the consideration of all reconfiguration forms (software, hardware or communication reconfigurations). In fact, developing reconfigurable systems requires design [57] - [59] or co-design [60] - [64] steps for describing the whole adaptive software and hardware architectures [65] , [66] . The unified modeling language (UML) is in this case the most used for describing software and hardware architectures [67] - [69] . The validation of these steps [70] - [72] is also a required step to be combined also with formal modeling and verification of some critical behaviors [73] - [77] . Nowadays, different formalisms are proposed to model discrete-event systems such as Petri nets [78] - [81] and timed automata [82] . We cite also the computation tree logic [83] which is the most used for describing functional and extra-functional properties to be respected by discrete-event systems. We note that the object constraint language (OCL) [84] , [85] is also used for describing constraints on the system's software and hardware components. The code generation [86] - [88] and the planning of execution models under real-time [89] - [95] and energy [96] - [99] constraints are also important steps to be considered. The configuration of the operating system for handling reconfiguration scenarios [100] - [102] , and VOLUME 7, 2019 the management of reconfigurable traffic in distributed architectures [103] - [106] are also required issues for guaranteeing feasible systems. Finally the deployment and tests of hardware architectures [107] - [111] is also an important issue before the final delivery to clients.
Although all related works that we found in literature since 2007 are interesting and useful, no one proposes a complete methodology from initial specification until final deployment and hardware test, that covers all possible reconfiguration scenarios in software, hardware and communication network, under functional [73] , [74] and extra-functional (in particular real-time and energy) constraints [92] . Moreover, no one considers both the case of predictable and unpredictable reconfigurations. Since 2007, we built in step by step a complete methodology encoded in different tools for developing reconfigurable systems under different constraints.
III. WHAT IS A RECONFIGURABLE SYSTEM?
We consider a discrete-event system that controls a related environment under well-defined functional and extra-functional constraints. It is composed of different dependent and independent software tasks that conduct this control. In fact, they can be under precedence constraints or can share hardware or software resources. Note that some of these tasks are under real-time, energy and memory constraints according to user requirements. These tasks are executed on networked devices each of which is based on (i) a mono or multi-core architecture [36] , (ii) limited memory size [34] , and (iii) rechargeable or harvesting energy to avoid the classic problem of limited life time of batteries [112] . We formalize in this section the software and hardware architecture of RDESs, then we discuss the considered functional and extra-functional constraints.
A. SYSTEM FORMALIZATION
We give an overview on the reconfigurable system architecture that we consider in our conducted projects. We denote by Sys a reconfigurable discrete-event system composed of N tasks such that
.N ]) can be specified in two forms: (i) In the first form, a task is a black computation software component with a worst case execution time C i , period P i , relative deadline D i , and worst case energy consumption En i , Pre i is the pre-condition to be considered before executing T i , Post i is the pre-condition to be considered after executing T i , Sec i is the security mechanism related to T i [33] , and (ii) In the second form, T i is direct acyclic graph G i = (Op i ,Tr i ) such that: (ii.a) Op i is a set of functional operations with precedence constraints to encode the task. We denote by ON i the number of operations encoding [35] . We denote by Cpath i a sequence of operations in the critical path of G i that encodes the biggest execution times of operations. Let ξ Res be the set of NR resources shared between the operations of the different tasks of Sys [10] . Let Handler(res i ) be the set of operations in Sys that share the resource res i . We denote by Sec(Sys) the set of security mechanisms related to all the services of Sys [13] .
The system Sys is distributed on M networked devices
is characterized by: CN i cores allowing the execution of tasks [36] , a memory Mem i of size SZ i [113] , and a battery Bttr i with a capacity Cap i [32] , [114] . If we consider a renewable energy source to supply the energy storage, then the incoming power received by the different storage units is supposed a constant along time. Let Ph(t) be the charging rate delivered at time t by the energy source and E(t) be the total delivered energy over [0, t] given by [35] 
is its maximal capacity and E min i is the minimal energy. Let us denote by EBttr i (t) the available energy in the storage Bttr i at time t [35] .
A reconfiguration is defined as an automatic run-time scenario at particular time t that adapts the behavior of Sys to its environment. It can be any addition-removalupdate of tasks, the addition-removal of resources, and the activation-deactivation of devices [49] . Let Serv Sys (t − ) and Serv Sys (t + ) be the services that encode Sys respectively before and after the application of a reconfiguration scenario at particular time t. Let ξ Res (t − ) and ξ Res (t + ) be respectively the list of resources shared by the tasks of Serv Sys (t − ) and Serv Sys (t + ) before and after a reconfiguration at t. Let Arch Sys (t − ) and Arch Sys (t + ) be respectively the sets of active devices before and after the application of a reconfiguration scenario at t [33] .
B. SYSTEM CONSTRAINTS
We aim to develop correct RDESs that should meet related functional and extra-functional constraints [33] defined in user requirements. Indeed, each reconfiguration scenario (i) should generate intelligently the perfect and best new software and hardware architecture of the system [21] , (ii) should not be too frequent to avoid any risk of being a destabilization cause [34] , (iii) should be low cost in time, memory and energy for required light adaptation of the system behavior [34] , (i) should be deadlock free after any addition or removal of software tasks or also of shared resources [10] , (ii) should not be real-time unfeasible where some system threads or exchanged messages on the considered network miss their deadlines [30] , (iii) should not violate power constraints if the available energy in batteries is not enough to accept new threads in devices or messages on the wired or wireless networks [33] , (iv) should not violate memory constraints if the free available space in memories cannot host new added threads or messages [34] , (v) should not also violate security constraints by adding unsecured threads or messages that will degrade the global security level of the system [13] , and (vi) should not be a scenario that activates faulty devices or networks that can degrade the quality of the planned services [8] . The different steps of the proposed methodology aim satisfying all these constraints for guaranteeing required QoS of the planned system.
IV. OVERVIEW ON DESIGN AND VALIDATION OF RDES
We describe in this section the different research works that we did for designing and validating reconfigurable discrete-event systems. We distinguish two parts for designing DESs: the configurations that specify different system behaviors, and the controller that handles the reconfiguration scenarios by switching from a configuration to another. These models can be validated with the object constraint language OCL [29] or with formal methods [28] (Figure 3 ). We define (i) A general profile R-UML extending UML for specifying hardware and software reconfiguration scenarios [115] extended to [116] , (ii) A general framework to adapt reconfigurable distributed intelligent systems under functional and real-time constraints [52] , (iii) A new specific event-triggered component named R-FB that extends Function Blocks in the industrial standard IEC61499 [24] , (iv) A new component named RA2DL extending the architecture analysis and design language (AADL) [22] , (v) A specific meta-model for reconfigurable wireless sensor networks for handling all possible reconfigurable forms [21] , (vi) A specific model for reconfigurable smart grids that react and cover possible faults in distribution lines [12] , and (vi) a specific model for reconfigurable microgrids to predict weather conditions for estimating the future energy availability [8] . 
A. GENERAL MODELS FOR RECONFIGURABLE DISCRETE-EVENT SYSTEMS
The work reported in [115] extended to [20] defines a new general UML profile named R-UML for designing RDESs implemented with tasks that share software and hardware resources. R-UML is based on reconfigurable class diagrams (R-ClD) and reconfigurable state-transition diagrams (R-STD) that specify the system flexibility. This profile is enriched with a solution based on priority ceiling protocol [117] for the correct resource sharing management. The automatic transformation from R-STD to R-TNCES is also provided in this research with different transformation rules reported in [115] . This transformation is useful to apply model checking of reconfigurable Petri nets and the related shared resources. The validation of class diagrams is also applied before their transformation to optimized OS threads under different constraints [118] , [119] .
The work reported in [120] defines a multi-level framework that handles the dynamic adaptation of discrete-event systems under functional and temporal constraints. This framework in composed of the acquisition level of reconfiguration requests, the controller level that effectively decides the new reconfiguration forms, the services level that gathers the different pools of tasks supporting the system behavior, and the communication level in coordination with remote frameworks. The work reported in [121] defines a context-aware meta-model for developing this adaptive architecture. The work reported in [52] proposes a new visual environment for designing and simulating these frameworks.
The work reported in [31] proposes Chameleon as a new general object-oriented class for reconfigurable software systems. We get a gain in memory and more flexibility with Chameleon compared to related object approaches. A metamodel of Chameleon is given with an evaluation of performance that shows the related benefits.
B. SPECIFIC MODELS FOR RECONFIGURABLE TECHNOLOGIES
The work reported in [122] extended to [23] defines Reconfigurable Function Block as a new stochastic event-triggered component extending the industrial standard IEC61499 for designing reconfigurable discrete-event systems. This component is modeled with stochastic Petri nets for formal verification of unpredictible reconfiguration scenarios. The work reported in [24] proposes a new visual environment named ZiZo v3 supporting the whole process: designing RFBs before their automatic transformation to RTNCESs, and their formal verification with the symbolic checker PRISM. The verification goal is to check the system's behavior related to stochastic events.
The work reported in [123] proposes a hierarchical multi-agent architecture to perform the self-healing of IEC 61499-based smart grids (SGs). Each electric substation ES is controlled by an agent. Furthermore, all ESs of a power transmission system are composed of high, medium, and low hierarchical voltage ESs. The agents are coordinated VOLUME 7, 2019 by a coordination IEC 61850-based protocol for required information switching. A meta-model of the architecture is given and a simulator is developed for checking the architecture correctness.
The work reported in [51] proposes the reconfiguration architecture analysis and design language (denoted by RA2DL) for developing adaptive discrete-event systems as networks of RA2DL components. A reconfiguration in RA2DL can be any activation or also deactivation of local algorithms and the related event input or outputs. The work reported in [22] defines a new Middleware for an RA2DL component for guaranteeing a correct composition with remote components in the system. This middleware composed on three layers: Synchronization layer for a required synchronization with related components, execution layer that accepts or rejects requests according to well defined conditions, and reconfiguration layer that effectively applies reconfigurations in the component. The work reported in [124] extended to [125] deals with the security in RA2DL by defining the concept of pools for gathering components inside under different mechanisms such as access control and authentication.
The work reported in [38] extended to [21] deals with designing reconfigurable wireless sensor networks (RWSNs). The nodes in an RWSN execute reconfigurable software tasks for monitoring of related sensors. A new design methodology named RWiN is defined for developing RWSN architectures. A meta-model of RWSN is proposed for modeling this architecture with a communication protocol for optimizing distributed reconfigurations. The work reported in [29] extended to [126] proposes an extension of OCL named Reconfigurable OCL for optimizing the constraints validation related to different execution scenarios of a reconfigurable system. The ROCL metamodel is defined with formal syntax and semantics.
The research reported in [127] and extended to [8] explores the forecasting and load shedding method for optimal energy consumption in microgrids by considering priority and criticality of loads. This work designs the microgrid with a multi-agent architecture for handling reconfiguration scenarios that aim to improve the required system reliability according to user requirements.
V. OVERVIEW ON FORMAL MODELING AND VERIFICATION OF RDES
We present in this section the research works that we did for formal modeling and verification of reconfigurable discrete-event systems. These works are done by using reconfigurable deterministic or stochastic Petri nets, timed automata, and B method.
A. MODELING WITH RECONFIGURABLE DETERMINISTIC PETRI NETS
The research reported in [128] models component-based architectures with timed net conditions-event systems (TNCESs) and uses the model checker SESA for verifying related properties described with computation tree logic (CTL). The work reported in [25] extends TNCESs to reconfigurable timed net condition/event systems (R-TNCES) for modeling RDESs. An R-TNCES is based on a behavior module that defines all possible reconfigurable models of the system, and a control module which is a switcher for handling reconfigurations from a model to another under well-defined conditions. An improved verification is provided by the authors to consider redundancies between models. The work reported in [48] considers the distribution of RDESs where a coordinator is developed for coordinating between communicating R-TNCESs. The work reported in [49] includes the energy constraints in R-TNCES for modeling and verifying reconfigurable manufacturing systems (REMSs) with concurrent reconfiguration events and normal events. The work reported in [117] considers shared resources between R-TNCESs where reconfigurable models based on the priority ceiling protocol (PCP) are proposed for formal verification with SESA. The research reported in [129] applies theses models to a medical platform named browser-based reconfigurable orthopedic surgery (abbrev. BROS). The work reported in [130] uses R-TNCESs for modeling and verifying reconfigurable MPSoC. The authors are interested in particular in modeling the traffic of the network-on-chip (NoC) under real-time constraints. The work reported in [45] verifies the temporal degradation of this traffic according to the (m,k)-firm degradation model. The work reported in [131] includes the energy constraints in the formal modeling and verification of reconfigurable MPSoC architectures under real-time and QoS constraints. Finally, the work reported in [132] a new methodology for formal verification of RDECSs to ensure the correctness of these systems with a reduced cost. The modeling with R-TNCESs is enriched with all reconfiguration forms, and the verification involves an improvement method that avoids any redundancy and cancels unnecessary calculations.
B. MODELING WITH RECONFIGURABLE STOCHASTIC PETRI NETS
The work reported in [133] extended to [28] extends R-TNCES to generalized reconfigurable timed net condition event systems (GR-TNCES) for formal modeling and verification of unpredictible reconfiguration scenarios characterized with probabilistic distributions. We characterize also the different system behaviors with probabilities. This work considers also the memory and energy constraints for systems with limited resources. The work reported in [47] uses GR-TNCESs for modeling and formal verification of stochastic assembly automobile production lines with degraded energy modes. The work reported in [134] adds new semantics to the computation tree logic (CTL) for improving the verification of stochastic GR-TNCESs.
C. MODELING WITH RECONFIGURABLE TIMED AUTOMATA
The work reported in [135] extended to [9] uses timed automata for modeling and verification of reconfigurable platoons under safety constraints. We consider two modes for controlling the platoon: the normal model that uses communication network between vehicles, and degraded mode with used sensors for local perception. We apply model checking for verifying different behavior in a platoon such as joining, splitting or the controller quality. The work reported in [38] uses also timed automata for modeling and formal verification of reconfigurable wireless sensor networks. The goal of this work is to check the reactivity of the different nodes when reconfiguration scenarios should be applied at run-time. The work reported in [136] uses timed automata for verifying a recovery protocol of faults in smart grids. The goal is to check the correct reconfigurability of the grid when any fault occurs in the distribution lines of electrical energy.
D. MODELING WITH B METHOD
The research reported in [27] extended to [137] and [138] proposes reconfigurable B (R-B) as an extension of B method. The authors apply R-B to a manufacturing production line and apply an improved verification by removing redundant verification of similar operations in different reconfigurable behaviors. The research reported in [50] considers distributed reconfigurable control systems where the authors apply R-B for formal modeling and verifying the coherence of distributed reconfigurable behaviors. The research reported in [139] proposes a new approach for transforming RDESs designed with UML to R-B for their formal verification. The research reported in [140] extends this transformation to distributed RDESs.
VI. IMPLEMENTATION AND TEST OF RECONFIGURABLE SOFTWARE
We describe in this section the different research works that we did for the implementation and test of reconfigurable discrete-event systems [141] . The implementation of RDESs includes the programming of the different behaviors of the system as well as the controller that switch from a configuration to another (Figure 4) . The problem is to remove redundancies is tasks that should meet related constraints.
A. OPTIMIZATION OF RECONFIGURABLE CODES UNDER REAL-TIME AND ENERGY CONSTRAINTS
The work reported in [142] proposes an execution model based on semaphores and the priority ceiling protocol for handling safe dynamic reconfigurations of OS communicating tasks under real-time constraints. The work reported in [143] extended to [30] uses multiobjective optimization approach for improved programming of RDESs with POSIX or RT-Java threads under read-time constraints. The goal is to generate implementations with optimal response times, memory allocation, and energy consumption. The paper reported in [30] is based on MILP for improved programming of multi-core RDESs with minimization of threads number and removal of redundancies between reconfigurable implementations (Figure 4) . 
B. IMPLEMENTATION OF RECONFIGURABLE CODES IN SPECIFIC TECHNOLOGIES
The work reported in [118] and extended to [10] deals with developing a reconfigurable medical platform for supracondylar humeral fracture treatment. A methodology named BROMETH is proposed for a complete development process from initial specification to final deployment ( Figure 5) . A real case of robot-assisted surgery is implemented and simulated for verifying the performances of this platform. The work reported in [26] generates the code of reconfigurable nodes following the STM32 technology for implementing reconfigurable wireless sensor networks. The work reported in [40] addresses the hardware reconfiguration in WSN under energy constraints by applying the resizing and mobility of nodes in WSN. The work reported in [37] deals with implementing reconfigurable platoons with normal and degraded modes. We implement also the variation of speeds as well as the braking and positioning controllers, and show significant results on the system accuracy. The research reported in [144] implements a protocol for coherent reconfiguration scenarios in networked STM32F4-based microcontrollers linked by a controller area network (CAN). The research reported in [42] implements RDESs under real-time and energy constraints in MPSoC architectures. This paper is interested in both scheduling of reconfigurable tasks in processors and of related exchanged messages on the network on chip. The work reported in [39] implements a complete multi-agent architecture for fault recovery in smart grids and smart home. This implementation applied on STM32F4 microcontrollers is applied to a case study. The research reported in [145] characterizes faults in smart grids in order to improve their detection. This work implements a complete architecture based on mobile agents for detecting faults. The work reported in [146] extended to [12] describes VOLUME 7, 2019 FIGURE 5. Verification of R-UML models.
a simulator, named FDIRSY (Fault Detection, Isolation and Recovery SYstem) for recovering faults by searching the best solutions with these agents. The work reported in [147] and extended to [7] proposes an approach for improving the performance in smart grids by increasing the rate of available loads and recoverable distribution energy lines. The research reported in [148] implements RDESs based on internet of things (IoT) and cloud computing (CC) with minimization of computing time and power consumption. The work reported in [149] deals with reconfiguring knowledge bases in intelligent RDESs for more performance and reaction to any evolution in the related environment. The work reported in [150] considers real-time and memory constraints for feasibility analysis of intelligent RDESs with reconfigurable knowledge bases.
VII. CO-DESIGN AND REAL-TIME SCHEDULING
We describe in this section the different research works that we did for the co-Design and real-time scheduling of reconfigurable discrete-event systems ( Figure 6 ). We define a middleware for managing feasible reconfiguration scenarios in the distributed devices under energy constraints and for constructing feasible messages on the network. This middleware is based on different solutions that we propose in the published papers. The co-design is addressed to both the hardware and software parts under real-time, energy and memory constraints.
A. MONOPROCESSOR SCHEDULING OF RECONFIGURABLE TASKS UNDER ENERGY AND REAL-TIME CONSTRAINTS
The work reported in [43] extended to [33] deals with a new RT-Linux-based middleware for managing independent or dependent reconfigurable real-time tasks in monoprocessor architectures. The work reported in [33] considers reconfigurable stochastic and deterministic real-time tasks under energy constraints. A proposed agent is deployed to dynamically modify the temporal parameters of tasks for their feasibility. The work reported in [151] extended to [152] proposes the concept packs for classifying the execution frequency of reconfigurable real-time tasks under energy constraints. The work reported in [153] defines a new middleware with a real-time execution model under energy constraints for real-time reconfigurable tasks. The work reported in [154] presents two tools for grouping the execution frequency of tasks in packs in order to meet related real-time and energy constraints after any reconfiguration scenario. These packs are used also in reconfigurable multi-core architectures with rechargeable battery as reported in [44] . The work reported in [36] deals with allocating tasks in multi-core real-time systems with minimization of the communication between cores. The research reported in [113] extended to [34] proposes a pipeline for adapting RDESs to their environment. This pipeline is based on four components: The manager of concurrent reconfigurations, the battery controller, the memory controller, and the scheduler. The work reported in [155] extended to [156] proposes reconfigurable priority ceiling protocol (denoted by RPCP) for arranging the priorities of dependent tasks with shared resources in order to minimize their response and blocking times and also to avoid any deadlock. The work reported in [157] proposes a new scheduling policy that calculates priorities of reconfigurable real-time independent tasks under energy constraints. The work reported in [158] extended to [159] uses a combinatorial optimization method that adjusts the dynamic voltage scaling (DVS) monoprocessor speed for feasible adaptive scheduling of synchronous real-time OS tasks under energy constraints. The work reported in [160] extended to [161] optimizes the execution frequency of tasks to meet related constraints. These solutions are encoded in a middleware above operating system as reported in [162] . The research reported in [163] proposes a new multi-agent architecture for securing reconfigurable systems. The work reported in [164] generates feasible execution models of reconfigurable real-time tasks with minimization of security mechanisms frequency. The work reported in [13] applies filtering and intrusion detection methods on reconfigurable mobile systems to detect malicious events. Finally the paper reported in [165] uses a hybrid genetic algorithm for feasibility after any reconfiguration scenario in a uniprocessor embedded system.
B. MULTIPROCESSOR SCHEDULING OF RECONFIGURABLE TASKS UNDER ENERGY AND REAL-TIME CONSTRAINTS
The research reported in [46] extended to [166] proposes to construct feasible reconfigurable messages on a controller area network under real-time and energy constraints. The work reported in [167] evokes the real-time scheduling in reconfigurable MPSoC embedded architectures. The work reported in [5] uses EDF for arranging the scheduling of reconfigurable sporadic tasks. The work reported in [168] minimizes the response time of reconfigurable real-time tasks in multiprocessor architectures. The research reported in [112] extended to [35] deals with the migration of reconfigurable real-time tasks under harvesting energy constraints. The work reported in [169] predicts the harvesting energy availability for improving the performance of real-time scheduling of reconfigurable tasks in multiprocessor architecture. The research reported in [170] deals with the real-time scheduling of reconfigurable sporadic tasks in a multiprocessor architecture. The work reported in [114] proposes a new POSIX-based middleware for handling feasible reconfigurations of real-time tasks under harvesting energy in multiprocessor architectures. The work reported in [171] optimizes the performance of a multiprocessor architecture under harvesting energy constraints by balancing the processors workload. The work reported in [172] extended to [153] optimizes the allocation of reconfigurable software on multiprocessor systems with energy constraints and dynamic voltage and frequency scaling (DVFS) capability.
C. CO-DESIGN OF RECONFIGURABLE TASKS UNDER ENERGY AND REAL-TIME CONSTRAINTS
The work reported in [173] deals with feasible assignment of stochastic reconfigurable tasks under real-time constraints to a target hardware architecture. The work reported in [174] extended to [175] develops a methodology named R-codesign for partitioning embedded real-time systems under inclusion/exclusion properties, memory and energy constraints and finally real-time constraints. These contributions are implemented in a codesign environment tool reported in [176] . The work proposed in [177] extended to [32] proposes a scheduling energy in the co-design process in order to optimize the energy consumption in a multiprocessor architecture.
VIII. DEPLOYMENT AND HARDWARE TEST
We describe in this section the different research works that we did for the deployment and hardware test of reconfigurable discrete-event systems. During the long research project that we had in the last decade for the development of reconfigurable systems, the proposed contributions are applied to different deployed systems under different constraints. The work reported in [10] develops a complete reconfigurable medical platform. The works reported in [33] , [43] , [46] , and [167] develop a reconfigurable controller area network under real-time and energy constraints for a didactics vehicle at university of Carthage in Tunisia. The work reported in [6] develops a reconfigurable embedded system based on wireless sensor networks for controlling an automobile journey. The works reported in [7] and [12] develop reconfigurable embedded systems for smart grids. The work reported in [123] and [136] develops reconfigurable IEC61499 controllers for reliable smart grids. The work reported in [8] develop a complete reconfigurable system for a real petroleum platform in Tunisia. The work reported in [13] develops a secured reconfigurable embedded system for smartphones. The work reported in [178] extended to [179] develops a reconfigurable application for irrigation systems. The work reported in [51] develops a reconfigurable radar by using a component-based approach. The work reported in [180] develops a reconfigurable system for automotive transport systems. The work reported in [153] develops a new reconfigurable operating system for future flexible architectures. The work reported in [120] develops a reconfigurable baggage handling system in airports. The work reported in [30] develops a mono processor reconfigurable mine drainage control system. The work reported [34] develops a reconfigurable embedded controller of temperature. The work reported in [138] develops with B method a reconfigurable production line. The work developed in [9] develops reconfigurable platoons.
The hardware test is a last of the proposed methodology once the reconfigurable system is correctly deployment. It is based on the definition of possible faults and the generation of test data to be injected by SCAN program for validating the reconfigurable hardware components composing the considered system (Figure 7) . The work reported in [181] optimizes the test of reconfigurable hardware components (RHCs) by defining new fault collapsing relationships. The research reported in [182] proposes a new approach for generating automatically the test data of RHCs. Two algorithms based on deducting or parallelization are proposed for validating these generated data. The work reported in [41] exposes a complete methodology that improves the test based on scan of RHCs that reduces the testing time and increasing its performance. A new tool named TnTEST is developed for supporting this methodology. 
IX. DISCUSSION AND FUTURE WORK
The reconfiguration is a useful technic for a required flexibility of discrete-event systems to any evolution in their environment. A reconfiguration scenario is any run-time operation allowing the activation-deactivation of hardware devices as well as the attached communication networks, addition-removal of software tasks as well as their shared resources, or the modification of system parameters according to user requirements. This paper describes the different research works that we did for the development of reconfigurable discrete-event systems, from the initial specification until the final deployment. We present in particular the proposed solutions for the design and validation of DESs, the proposed technics for formal modeling and verification, the proposed approaches for implementation as well as co-design and real-time scheduling under different constraints. Finally we describe the proposed works for the deployment and test of reconfigurable hardware components. These different solutions give a complete global methodology based on the defined theory of reconfiguration for adapting DESs to their environment. We plan in a future work to deal with ''big'' reconfigurable complex discrete-event systems where the design and validation as well as the formal modeling and verification is not obvious to do. We plan also to deal with the co-design and real-time scheduling of ''big'' distributed reconfigurable complex systems under energy constraints, and finally to deal with the deployment and test on complex hardware components.
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