













LEAVES DETECTION AND RECOGNITION METHOD FOR AUTOMATED PLANT DISEASE DIAGNOSIS 
 
川崎雄介 





  Accurate plant disease diagnosis requires experts' knowledge but is usually expensive and time-consuming. 
So, an easy and accurate method is highly demanded in Japanese agricultural fields. In this study, we propose 
some ideas of the integrated system for detecting leaf and diagnosing its disease type. Our system achieved 
84.0 % accuracy at the classification part under the 4-fold cross validation strategy. 




































ステムのパイプラインを図 1 として示す． 
 
 





























（１）Integral channel features 













C = Ω(I)                         (1) 
 
以下に変換例を図 2 として示す． 
 















Viola らが提唱した attentional cascade [2] は，AdaBoost
識別器を幾段にも重ねた構成された検出器である．この









ラインを図 3 として示す． 
 
 





















う[8]．以下に CNN のアーキテクチャを表 1 として示す．







表 1 CNN の構造表 
name type filter size output size 
Input   224×224×3 
Conv1 Conv. 5×5 110×110×48 
Conv2 
Conv. 4×4 107×107×48 
Pool. 3×3 53×53×48 
LRN 5×5 53×53×48 
Conv3 
Conv. 5×5 53×53×96 
Pool. 3×3 26×26×96 
LRN 5×5 26×26×96 
Conv4 
Conv. 5×5 24×24×192 
Pool. 3×3 12×12×192 
LRN 5×5 12×12×192 
















  研究では，論文[6]に従って，LUV 色空間(=3 チャンネ
ル)，15 ~ 165 度の角度を持つ直線フィルタ（=6 チャンネ
ル），勾配強度の合計 10 チャンネルを選択した．AdaBoost
識別器に入れる矩形特徴は，それらのチャンネル画像群
の 中から，16×16px.の領域をランダムに 50 個選択し，学
習に用いた．また，2 層からなる attentional casacde を構成
する AdaBoost 識別器には，それぞれ 1 層目は 10 個の，2




いた．以下に撮影した画像の例を図 4 として示す． 
 
 
図 4 畑の全体画像 
d）実験結果 






害感染葉および健全葉，合計 8 クラス 16,000 枚（各クラ
ス 2,000 枚）からなる葉画像データセットを利用した． 
各クラスに属する病変画像は，光や影の影響が少ない理
想条件下で撮影した画像( good condition ) 1,000 枚と，そ
うした明暗差の影響を大きく受けている画像 1,000枚(bad 
condition) から構成される．以下に，good condition および





図 5. (a) good condition 下のキュウリ葉画像 





は，good condition 画像群からサンプルした bag of visual 
words [10]（以下 BoVW）である．次に識別結果を表 2 と
して示す． 
表 2  good condition における識別結果 








condition および bad condition 各々において，学習データ
に微小な位置ずれを加えた画像 (×5) ，鏡面画像 (×2)，お
よび 10 度刻みで回転させた画像 (×36)を加えて，
augmentation を行った．その結果を以下表 3 として示す． 
 
表 3 condition 及び augmentation の有無による 
識別率の変化 
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