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Abstract
Since the famous contributions of Kalman at the middle of the last century, the state estimation
became a special issue related to the control theory. Countless modern control strategies, or state-
space control approaches, assume the partial or overall knowledge of the system state. However,
this is far to be found in practice, because the direct measurement of every state is not always
possible. The state estimators solve the previous issue by using tools form the control theory.
Roughly speaking, an state estimator uses both a system model and some measurements to build
the dynamical behaviour of the system state.
Regarding the type of dynamic system, there exists an important amount of state estimation de-
signs. For instance, the well-known Kalman filter solves the optimal state estimation problem of
a linear system with stochastic inputs modeled by white noises with known statistics. The opti-
mization is with respect to the minimization of the estimation error variance. Robust filters in turn,
solve a different problem. The most used assumptions are about the uncertainty of the disturbing
noises and the parameters of the system. However, there is not enough evidence of contributions
about robust filters using additional information in form of constraints.
The present contribution is about a novel estimation scheme robust to unknown inputs and able to
use a priori information of the system in form of constraints. The proposed scheme uses an alter-
native formulation of the MHE (moving horizon estimator) with the game-theoretical formulation
of the H∞ filtering. On one hand, the MHE-based scheme gives a way to address constraints. On
the other hand, a cost function in a form of a disturbance attenuation function offers a ‘worst-case’
framework. Following the classic MHE formulation, first the full information estimator based on
the H∞ theory is proposed, namely, the H∞-FIE. Then, an approximation is provided by means of
the H∞-MHE to avoid numerical feasibility problems. Different examples show the effectiveness
of the proposed filter. The filter is also compared with respect the classic MHE and some robust
schemes. A numerical approximation is used to provide a solution of the minimax optimization
associated to the constrained H∞-MHE.
Keywords: FIE, MHE, robust estimation, uncertain systems, minimax optimization
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Resumen
Desde las contribuciones que hiciera Kalman a principios de los an˜os 50’s del siglo pasado, la
estimacio´n de estados se ha convertido en un to´pico fundamental de la teorı´a de control moderna.
Innumerables estrategias de control moderno, o estrategias en el espacio de estados, suponen un
conocimiento total o parcial del estado del sistema. Sin embargo, esto esta´ lejos de ser posible
en la pra´ctica, dado que por diferentes razones la medicio´n directa de los estados no es siempre
posible. Los estimadores de estado resuelven el anterior inconveniente usando herramientas de la
teorı´a de control. En te´rminos generales, un estimador de estados usa conjuntamente un modelo
matema´tico del sistema dina´mico de intere´s y las mediciones de ciertas variables accesibles del
sistema para reconstruir el comportamiento dina´mico del estado.
Dependiendo del tipo de sistema dina´mico, existe una cantidad importante de alternativas para
disen˜ar estimadores de estado (tambie´n conocidos como observadores de estado o simplemente
filtros). Por ejemplo, el celebrado filtro de Kalman resuelve el problema de estimacio´n o´ptima
del estado de un sistema lineal sujeto a ruidos blancos con propiedades estadı´sticas conocidas. La
optimizacio´n de este filtro se lleva a cabo minimizando la varianza del error de estimacio´n. Los
filtros robustos por su parte, resuelven un problema diferente al planteado por Kalman. Las su-
posiciones ma´s comunes que se encuentran en el planteamiento de este problema se hacen acerca
del desconocimiento de los ruidos (incertidumbre de modelado y ruido de medicio´n) y de la incer-
tidumbre sobre los para´metros del sistema dina´mico. Sin embargo, existe una situacio´n de la cual
no se tiene suficiente evidencia en la literatura y esta´ relacionada con la sı´ntesis de filtros robustos
que incorporen restricciones sobre las variables del sistema dina´mico.
El aporte de esta tesis esta´ basado en la obtencio´n de una estrategia de estimacio´n de estados ro-
busta ante entradas desconocidas que a la vez incluya informacio´n a priori del sistema dina´mico
en forma de restricciones. En esta investigacio´n se obtiene una estrategia de estimacio´n de estados
basada en una formulacio´n alternativa del MHE (moving horizon estimator), combinada con la
aproximacio´n por teorı´a de juegos al filtrado H∞. Por un lado, el MHE provee una estructura en
la cual se hace un manejo directo de restricciones. Por otro lado, la formulacio´n de una funcio´n
de costo en la forma de una funcio´n de atenuacio´n de perturbaciones, permite modificar la formu-
lacio´n cla´sica del MHE orienta´ndolo hacia un esquema de ‘peor caso’. De manera dual al esquema
MHE cla´sico, se propone primero un filtro de informacio´n completa, robusto ante entradas de-
sconocidas, llamado H∞-FIE. Despue´s se presenta la aproximacio´n al filtro H∞-FIE mediante el
H∞-MHE para evitar problemas de factibilidad nume´rica. Diferentes ejemplos muestran la efec-
tividad de este u´ltimo filtro con respecto al MHE cla´sico y a otras estrategias robustas. Se presenta
una solucio´n nume´rica al problema de H∞-MHE con restricciones mediante la solucio´n aproxi-
mada de la optimizacio´n minimax que esta´ asociada a la formulacio´n del problema.
xiv
Palabras clave: FIE, MHE, estimacio´n robusta, sistemas con incertidumbre, optimizacio´n minimax.
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1 Introduction
In this chapter, the doctoral dissertation is introduced. Although the literature review is extensively
presented in Chapter 3, some important elements are highlighted in order to present the doctoral
contribution. Then, the research problem, the hypothesis and main objective, as in the proposal,
are recovered for the sake of illustration and completeness. Finally, an outline of the dissertation
is given once the contribution of the doctoral research is clearly stated.
1.1 Motivation to the reader
Optimal estimation is the process of finding the best estimate of the states of a dynamic system at
a given time, from the information available up to that instant of time. The ‘best’ is with respect to
some measure of performance [Banavar and Speyer, 1991].
The solution to the optimal estimation and smoothing problem for a linear dynamic system, subject
to exogenous signals whose spectral characteristics are known, is well established in the field of
control theory [Grewal and Andrews, 2001, Kalman, 1959, Simon, 2006a]. From a mathematical
point of view, the solution minimizes the covariance of the estimation error, which is equivalent
to minimize the H2 norm of the transfer function from the external signals to the estimation error.
As it was stated, the optimality of the filter is subject to the complete knowledge of the statistics
of the disturbing noises and the underlying model. If the covariances of the noises are not known,
there exist strategies to compute them [Mehra, 1970, Odelson et al., 2006a,b], and [Rajamani,
2007, Rajamani and Rawlings, 2006, 2009]. As main drawbacks of these schemes are the need
of excessive amount of real data, which in some cases are hard to acquire (for instance, in some
chemical processes) and the assumption of whiteness on the noises which is not fulfilled in every
single case. If no covariance estimation scheme is used, trial-and-error tuning is usually adopted.
From the beginning of the 80’s, the attention of control theorists are focused on linear systems
subject to significant uncertainty in parameters as well on external inputs [Banavar and Speyer,
1991]. The sensitivity of the Kalman-based filters to modelling errors has led to several works in
the literature on the development of robust state-space filters; robust in the sense that they attempt
to limit, in certain ways, the effect of model uncertainties on the overall filter performance. Three
distinctive approaches to state-space estimation in this regard are the H∞ filtering, the set-valued
estimation, and guaranteed-cost designs [Sayed, 2001]:
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• H∞-filtering: the minimization of the H∞ norm of the transfer function from the external
inputs to the estimation error is equivalent to impose an upper bound on the maximum gain of
the error signals over all frequencies. Then, as it was stated, this approach gives a framework
to deal with disturbances with unknown statistical properties in contrast with the Kalman-
based filters. Non-white noises and deterministic disturbances, parameter uncertainty, and
some types of nonlinearities are some examples of uncertainties that H∞-based filters have
proven to cope with [Banavar and Speyer, 1991, Khargonekar and Nagpal, 1989, Simon,
2006a, Sun and Packard, 2005, Tavathia and Doherty, 1994, Theodor and Shaked, 1994].
• Set-valued estimation: this approach is concerned with the construction of some ellipsoids
around state estimates that are consistent with the observations and subject to certain norm
constraints on the noise disturbances [Sayed, 2001].
• Guaranteed-cost paradigm: this approach is related with the construction of state-space es-
timators guaranteeing that the steady-state variance of the estimation error is upper bounded
by a certain constant value for all admissible uncertainties in the model [Sayed, 2001].
As it will be widely shown in Chapter 3, most of the available robust filtering strategies are based
on the H∞-norm approach. However, to the best of the author’s knowledge, a priori or additional
information in form of constraints is generally not used to improve these robust strategies1. One
way to deal with constraints on the system variables is by means of receding or moving horizon
approximations. Model predictive control (MPC) and moving horizon estimator (MHE) are exam-
ples of moving horizon approximations of the control and estimation problems viewed as dynamic
programs, respectively. These approximations were needed to avoid the “course of dimensional-
ity” as Bellman pointed out: the computational complexity scales exponentially in the problem
dimensions, and, as a result, limits the size of problems one can solve with modest computational
resources [Rao, 2000].
In what concerns with estimation and monitoring, moving horizon estimators became an interest-
ing alternative in order to cope with numerical feasibility and constraint handling [Allgo¨wer et al.,
1999], [Findeisen, 1997], [Rao, 2000, Rao and Rawlings, 2000, Rao et al., 2001, 2003]. The basic
strategy of MHE, regarding only the linear framework, reformulates the full information estimator
(FIE) by restating the estimation problem as a quadratic program using a moving, fixed-size esti-
mation window. The fixed-size window is needed to bound the computational effort to solve the
optimization problem. This is the principal difference of MHE with the batch estimation problem
(or full information estimator) [Allgo¨wer et al., 1999], [Findeisen, 1997], and [Rao, 2000, Rao and
Rawlings, 2000, Rao et al., 2001, 2003]; once a new measurement is available, the oldest one is
discarded, using the concept of window shifting, see Figure 1-1. As it was mentioned above, two
main features to be highlighted are the straight constraint handling inside the optimization prob-
lem and the possibility to propose the cost function. However, as MHE is a limited memory filter,
1A priori information, as understood in this dissertation, is some additional information about the system dynamics
in form of equality and/or inequality constraints involving the system variables.
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stability and convergence issues arise. Computational load and tuning strategies are continuously
pointed out in literature as common difficulties of this estimation approach [Allgo¨wer et al., 1999,
Rao, 2000, Rao and Rawlings, 2000].
Figure 1-1: Behaviour of estimation windows in the FIE andMHE: the optimization window scales
at least linearly with time in the FIE. On the other hand, the optimization window is
shifted in a MHE approach.
Nowadays, there are not clear methodologies for tuning the MHE-based strategies, even if the
disturbing noises are assumed to be white. When dealing with white-noises, the optimality of
the MHE is guaranteed, in the Kalman sense, if the inverse of the covariance matrices of the
disturbing noises are used as weighting factors in the objective function. However, optimality
is only guaranteed when no constraints are imposed over the optimization problem. When the
disturbing noises are assumed to be coloured and (or) deterministic, the classic MHE theory does
not fit properly.
A possible but unexplored scenario is given when uncertain models, unknown inputs, and a priori
information are found together. The literature review in Chapter 3 evidences the lack of maturity
of estimation strategies under the aforementioned scenario. From the previous statement, the main
willing of this doctoral contribution is focused towards the formulation of a novel state estimation
scheme, robust with respect to unknown noises, including constraints as additional information to
improve the estimates. The discrete-time, linear systems is the framework under which this thesis
is developed.
4 1 Introduction
In what follows, the research problem, hypothesis, and main objective of this thesis are presented
for the sake of the completeness.
1.2 Research problem, hypothesis, and main objective of
the thesis.
The research problem, hypothesis and main objective of the thesis are presented as in the approved
doctoral proposal.
Research problem: let consider a system generating the measurement sequence {yk} be modeled
by
xk+1 = Akxk+Gkwk
yk =Ckxk+νk
(1-1)
where Ak and Ck are the nominal matrices, wk and νk are the unknown model uncertainty and the
measurement noise, respectively. Further insight about the system dynamics is available in form
of equality and/or inequality constraints:
xk ∈ X, wk ∈W, and νk ∈ V (1-2)
Thus, the problem is stated as follows. Assuming a system is modeled by (1-1) and (1-2), find an
estimator robust to uncertain but bounded noises and able to address available additional informa-
tion in form of constraints to improve the estimates.
Research hypothesis: consider a dynamic system described in an acceptable way by an uncertain
discrete-time linear system like (1-1) and (1-2). Also, assume
1. Uncertainty is given in one of two ways: as additive uncertainty into the transition and
measurement matrices or uncertainty in the statistics of the model uncertainty and the mea-
surement noise.
2. Uncertainties are bounded by using a well-defined feature. Therefore, allowed uncertainties
belong to bounded sets.
3. There exist available insight about the real dynamics in form of equality and/or inequality
constraints.
Then, according to the problem statement and the presented evidences, it is possible to propose
a robust estimation scheme to estimate the state of a system described by means of (1-1) and
assumptions (1)-(3), such that, the performance of the proposed estimator is improved by the
addition of constraints.
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Main objective: provide a robust estimation scheme based on the moving horizon estimation
(MHE) approach for uncertain, discrete-time, linear systems with bounded uncertainties, such
that, the new scheme allows the use of additional insight about the system in form of constraints
to improve the performance of the estimator.
1.3 Contribution
To summarize, the main contributions of the thesis are:
• Chapter 3 provides a literature review on classic robust filters for estimating the state in a
linear system. Also, available moving horizon schemes are reviewed. These schemes are
shown to be in general cumbersome to be applied in a real environment.
• Two novel estimation approaches for uncertain, discrete-time, linear systems are presented
in Chapter 5. First, the robust estimation problem is formulated under an optimization-based
framework. The proposed estimation scheme is known as the H∞- Full Information Estima-
tor or in compact form as the H∞-FIE. A complete reformulation of the classic full informa-
tion estimation problem is provided by modifying the objective function to be a disturbance
attenuation function. The game-theory is used to formulate the problem as a zero-sum dy-
namic game between the initial condition of the state (player 1) and the disturbances entering
to the system (player 2). As H∞-FIE becomes infeasible at the time is growing up, a mov-
ing horizon approximation is provided, namely the H∞-Moving Horizon Estimator or the
H∞-MHE. The approximation is needed to bound the computational load generated by the
H∞-FIE. In order to provide such an approximation, a new arrival cost is defined by deriv-
ing a recursion over the estimation error matrix. This recursion results in a robust Riccati
equation. Analytic solutions are provided for both the H∞-FIE and the H∞-MHE.
• In order to include constraints into the H∞-MHE, the numeric minimax problem involved
into the proposed estimation scheme is solved by using an approximation. This approxi-
mation helps to solve the constrained, robust estimation problem by avoiding the numerical
solution of the involved minimax optimization. Instead, the solution is posed by solving two
constrained quadratic programs.
• A convergence or stability proof supporting the feasibility of the proposed estimation scheme
is also provided.
1.4 Publications
Part of this thesis is based on previously submitted material,
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• Garcia, J., Botero, H., and Angulo, F. State estimation for uncertain, linear systems: towards
a constrained estimation strategy. Submitted to the ISA Transactions, 2012.
• Garcia, J., Botero, H., and Angulo, H∞-Moving horizon estimation for linear systems with
uncertainties. Submitted to Optimal Control, Application, and Methods, 2012.
Also, two papers concerned with the main subject of the thesis were published:
• Garcia, J. and Espinosa, J. Moving Horizon Estimators for Large-Scale Systems. Journal of
Control Engineering and Applied Informatics, Special Issue on Large-scale systems, Vol 11,
No. 3 , pp. 49-56, Sep. 2009.
• Garcia, J. and Espinosa, J. On the state estimation in large-scale system using Moving Hori-
zon Observers. ACA conference (Asociacio´n Colombiana de Automa´tica). Cartagena de
Indias, Colombia. April 2009.
Moreover, two final works on estimation theory were co-supervised.
1.5 Dissertation overview
The dissertation is organized as follows. In Chapter 2, some of the needed background to address
the thesis is summarized. Elements from uncertainty modeling, the calculus of variations, and the
game-theory are presented.
In Chapter 3, a literature review on both classic estimation schemes and moving horizon approxi-
mations for uncertain, linear systems is presented. First, the classic schemes are classified accord-
ing to the tackled uncertainties. Robustness with respect to the disturbing noises, the parameters
of the model, or both parameters and noises are shown to be effectively guaranteed by the existent
schemes. On the other hand, existent receding horizon schemes are also shown. However, these
schemes are shown to deal with the solution of complex and cumbersome minimax optimization
problems that makes the available schemes infeasible to be applied in a real environment. The
game-theoretical approach to the H∞ filtering is highlighted as one way to guarantee a robust be-
havior in an estimation scheme. Then, some numerical examples are provided in order to know
how some robust estimation schemes behave.
In Chapter 4, the main elements of the classic moving horizon estimator are sketched. First, the
Full Information Estimator (FIE) is presented and then its moving horizon approximation, i.e., the
Moving Horizon Estimator (MHE). The importance of the arrival cost is highlighted as one of the
main elements of the MHE for guaranteeing a good approximation and at the same time numerical
feasibility. Some examples are presented to show how additional information in form of constrains
improve the estimates.
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The main contribution of the thesis is presented in Chapters 5 and 6. First in Chapter 5 is presented
a novel estimation scheme for uncertain, discrete-time, linear systems, namely the H∞-MHE. As
in the classic MHE, H∞-MHE results as an approximation of a precedent problem, the H∞-FIE.
As key points, an objective function in form of a disturbance attenuation function and a suitable
arrival cost are provided to reach a robust version of the MHE. Numerical examples are provided to
show the benefits of the proposed strategy if compared with some existent estimation schemes for
uncertain, linear systems. Finally in Chapter 6, an approximate numerical solution to theH∞-MHE
problem is addressed allowing the constraint handling. This prevents the use of complex numerical
methods to solve the minimax optimization problem. Then, the stability analysis made over the
H∞-FIE and the H∞-MHE is presented. A modified Lyapunov theory allows the inclusion of
constraints into the stability analysis. Finally, numerical results from two examples show both the
robustness against unknown noises and the improvement of the estimates by the use of appropriate
constraints.
Finally, the dissertation is concluded in Chapter 7. Important observations are condensed in this
chapter. Moreover, all the identified open issues are given.
2 Background
In this chapter, the needed background for the development of the contribution is provided. First,
the deterministic and stochastic frameworks are explored. These frameworks gives the way to
approach to the state estimation problem for uncertain, linear systems. Then, some selected topics
of both the game theory and the variational calculus are presented. The game theory has been used
in the robust estimation theory as an approximation to theH∞ filtering. Some elemental tools from
the calculus of variations are shown to be used later, in order to develop the so-called arrival cost
for the proposed filter.
2.1 Deterministic and stochastic approaches
When dealing with unknown noises, both control and estimation strategies use one of two choices,
the stochastic or the deterministic approach. The stochastic approach is mainly involved with zero-
mean white-noises with known covariance. Examples of this approach are the well-know Linear
Quadratic Gaussian (LQG) and the Kalman filter (KF). However, one of the main drawbacks of
the previous approach is about the complete knowledge of the statistics of the disturbing noises.
If the noises are not adequately described, then that theory will not be useful. On the other hand,
the deterministic approach assumes that the disturbances are square-integrable, or finite-energy,
deterministic signals. It might be more suitable if the disturbances are coloured noises, nonergodic
signals, or signals with non-zero mean.
In the particular case of an estimator for linear systems, if the disturbances are assumed to be
square-integrable signals, then there is a need to prevent the signals become larger as the L2 norm
of the disturbances increases. One way to avoid the previous issue is by means of the minimization
of a transfer function from the disturbances to the estimation error
‖ε‖
‖η‖
(2-1)
where ε is the estimation error and η the disturbances entering to the system. An interesting
formulation to that minimization is by posing an upper bound over the transfer function (2-1)
‖ε‖
‖η‖
≤ γ (2-2)
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2.2 Uncertainty modeling
In what is concerned with mathematical modeling, nonlinear models provide in most cases the
better way to describe the dynamic of a realistic system. However, although in most cases the
model quality is highlighted, the estimation and control tasks have proven to be harder to face in
this framework if compared with the linear counterpart.
Uncertainty is always present in modeling. The lack of knowledge about model parameters and
disturbances entering to the system, causes in most times, the malfunctioning of controllers and
filters. Modeling the uncertainty is a way improve such a controllers and filters. Even in the linear
framework, uncertainty continues being a research topic in the literature related with estimation
[Alessandri et al., 2012, George and Linares, 2010, Lu and Yang, 2009, Zhuk, 2010].
In what is concerned with linear systems, uncertainty deals on one hand with the parameters of
the model and, on the other hand, with the unknown disturbances entering to the system. Wrong
model parameters, i.e., systemmatrices, as well as poor knowledge of the statistics of the disturbing
noises are uncertainties that filter and controller designs must face on.
Given an uncertain, linear system as
xk+1 = (A+∆A)xk+Gwk
yk = (C+∆C)xk+νk
(2-3)
where xk is the system state, yk is the measurement, and wk and νk some unknown noises. The
matrices A and C are the nominal transition and measurement matrices which are affected by ∆A
and ∆C, respectively.
Given the model (2-3), it is possible to model the uncertainties on the matrices. One of the most
used assumption, for instance, allows to write this type of uncertainty as a function of a contraction
matrix: [
∆A ∆C
]
=
[
H1 H2
]
FE (2-4)
where H1,H2, and E are known matrices with appropriate dimensions, and F is a contraction
satisfying:
FTF ≤ I (2-5)
for time-invariant systems [Petersen and McFarlane, 1991, Shaked and de Souza, 1995, Wang
et al., 1997, Xie et al., 1992, Yang and Hung, 2000], and[
∆Ak ∆Ck
]
=
[
H1,k H2,k
]
FkEk (2-6)
10 2 Background
where H1,k,H2,k, and Ek are known matrices with appropriate dimensions, and Fk is a contraction
satisfying:
FTk Fk ≤ I, ∀k = 1, ...,Nh−1 (2-7)
for time-varying systems [Alessandri et al., 2005a, de Souza et al., 1995, Fu et al., 2001, Sayed
et al., 2002, Shi et al., 1993, Theodor and Shaked, 1994, Xie et al., 1991, 1994, Zhu et al., 2002].
The horizon Nh in (2-7) is referred to the horizon at which the estimation is performed: finite or
infinite horizon (Nh → ∞).
On the other hand, the disturbing noises are also bounded in order to perform some filter designs.
Among the most used assumptions:
• wk and νk are considered deterministic variables of an unknown kind [Alessandri et al., 2003,
2004, 2005a].
• wk,νk ∈L2 [0,T ], where L2 [0,T ] is the space of square-summable sequences on [0,T ] [Ba-
navar and Speyer, 1991, de Souza et al., 1995, Theodor and Shaked, 1994, Xuemin and
Deng, 1997]. It can be considered also the case: T → ∞, [Li and Fu, 1997, Lu and Yang,
2009, Shaked and Yaesh, 1991, Xie et al., 1991, 2003]. The later also implies that both wk
and νk are energy bounded input signals.
Alessandri et al., assume only the fact that ∆A ∈A and ∆C ∈ C , wk ∈ Ξ and νk ∈ Λ, , where A ,
C , Ξ, and Λ are compact sets [Alessandri et al., 2003, 2004, 2005a]. LMI-based schemes, assume
that system matrices belong to an uncertain polytope [Lu and Yang, 2009, Xie et al., 1991], i.e.,
given:
xk+1 = Axk+Gwk, x0 = 0
yk =Cxk+Dwk
zk = L1xk+L2wk
(2-8)
where zk is the signal to be estimated. The matrices A, G, C, D, L1, and L2 are appropriately
dimensioned with partially unknown parameters. They belong to an uncertainty polytope like:
Ω =
{
(A,G,C,D,L1,L2) | (A,G,C,D,L1,L2) =
Ni
∑
i=1
αi (Ai,Gi,Ci,Di,L1,i,L2,i) , αi ≥ 0,
Ni
∑
i=1
αi = 1
}
(2-9)
The noise, in this case represented by wk, is assumed to be in L2
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For the sake of completeness, some definitions of the zero-sum game theory are provided. This
will be used to show the game-theoretical approach to the H∞ filtering and finally to the estimation
approach to be proposed. First, static zero-sum games are considered. Then, dynamic (differential)
zero-sum games are discussed.
Definition 1. Let L(x0,w) be a functional defined on a product vector space X×W to be minimized
by x0 ∈ X⊂ X and maximized by w ∈W⊂W, where X and W are the constraint sets. The above
elements define a zero-sum game.
Two important quantities related with the game are the upper value and the lower value, respec-
tively, as:
L¯ := inf
x0∈X
sup
w∈W
L(x0,w) (2-10)
L := sup
w∈W
inf
x0∈X
L(x0,w) (2-11)
where the above equations respect the following inequality:
L¯≥ L (2-12)
If the equality is satisfied in (2-12), the common value
L∗ = L¯= L (2-13)
is known as the value of the zero-sum game, and therefore, if there exists a pair
(
x∗0 ∈ X,w
∗ ∈W
)
such that
min
x0∈X
L(x0,w
∗) = max
w∈W
L(x∗0,w) = L(x
∗
0,w
∗) = L∗ (2-14)
then the pair
(
x∗0,w
∗
)
is called a (pure-strategy) saddle-point solution. The saddle-point solution
will also satisfy the following inequality:
L(x∗0,w)≤ L(x
∗
0,w
∗)≤ L(x∗0,w),∀x0 ∈ X,∀w ∈W. (2-15)
Not every zero-sum game admits a saddle-point, or even a value Bas¸ar and Bernhard [1995].
On the other hand, consider a zero-sum dynamic game described by
xk+1 = fk(x0,xk,wk), k = 0, ...,N−1
yk = hk(xk,wk), k = 1, ...,N
(2-16)
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as the state equation with xk ∈ R
n, yk ∈ X⊂ R
p, wk ∈W ⊂ R
m, and a finite-horizon cost given by
L(x0,w) =
N−1
∑
k=0
gk(xk+1,xk,x0,wk) (2-17)
which needs to be minimized by Player 1 and maximized by Player 2, using x0 and {w}
N−1
k=0 , respec-
tively. Given the sets X and W where the policies x0 and {w}
N−1
k=0 belong, the triple {J;X ,W }
denotes the normal form of the zero-sum dynamic game. In this context, the saddle-point equilib-
rium is defined as
Definition 2. Given a zero-sum dynamic game {J;X ,W } in normal form, a pair of policies(
x∗0,{w}
∗) ∈X ×W constitutes a saddle-point solution if, for all (x0,{w}) ∈X ×W ,
L(x∗0,w)≤ L
∗ := L(x∗0,w
∗)≤ L(x∗0,w),∀x0 ∈ X,∀w ∈W.
The quantity L∗ is the value of the dynamic game.
2.4 Selected topics from the calculus of variations
Typically, the optimal control problem deals with the minimization (maximization) of a cost func-
tion subject to the system dynamics. Hence, the optimization problem must be formulated in
such a way the system dynamics are respected at the time goes forward. The previous problem
is also referred as the optimal control problem with soft constraints. One way to deal with the
previous problem is by means of the Lagrange multiplier method. In this method, the so-called
Lagrange multiplier vector is introduced to the cost function in order to transform the original soft-
constrained problem into a new problem without constraints. The Lagrangian and the Hamiltonian
formalisms provide two ways to rewrite the optimal problem and then provide a solution.
There are many ways to face the optimal control problem, e.g., by means of variational techniques.
In that sense, both Lagrangian and Hamiltonian formalisms could be used in order to provide such
a solution.
2.4.1 Definitions
Suppose that the scalar function J(x0,w) should be minimized with respect to x0 and w. x0 is a
n-dimensional vector, and w is an m-dimensional vector. Also, w is considered as an independent
variable whilst x0 is the dependent variable. Suppose the existence of a vector-valued constraint as
f (x0,w), where is also assumed that the dimension of f (x0,w) is equal to the dimension of x. The
problem is formulated as
min
x0,w
J(x0,w), s.t. f (x0,w) = 0 (2-18)
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Definition 3. Assume, it is desired to minimize J(x0,w) subject to g(x0,w) = 0. The Lagrange
function is defined as
Ja(x0,w,λ ) = J(x0,w)+λg(x0,w)
where λ is the so-called Lagrange multiplier.
The Lagrange multiplier method yields a necessary condition for optimality in stationary con-
strained problems. It provides a way to include soft-constraints to find local maxima and minima
of a function.
On the other hand, the Hamiltonian, in the control theory sense, comes from the minimum principle
introduced by Pontryagin. The original problem were formulated in such a way the control is
chosen so as to minimize the Hamiltonian.
Definition 4. The HamiltonianH , also called the PontryaginH function, at the optimal condition
is defined as
Hk = Lk+λ
T
k+1 fk
where Lk is the cost rate, λk the Lagrange multiplier at k, and fk the vector field in the system
dynamics.
2.4.2 Dynamic constrained optimization
One way to solve a constrained optimization with quadratic functional is by the Lagrange multi-
plier method [Nocedal and Wright, 2000, Simon, 2006a]. When a dynamic system is involved in
a constrained optimization, this problem turns out to be dynamic as well. To explain the above
problem in detail, let a discrete-time, linear system be modeled by
xk+1 = Akxk+wk, k = 0, ...,N−1 (2-19)
where xk ∈R
n is the state vector and N the size of the time window. The minimization of the scalar
function
J = ψ(x0)+
N−1
∑
k=0
Lk (2-20)
is expected. ψ(x0) is a known function of the initial state x0, andLk is a known function of the state
and the modeling disturbance xk andwk, respectively. This optimization is soft-constrained because
the optimization is subject to the system dynamics (2-19). Extending the Lagrange multiplier
method, an augmented functional, namely Ja, is introduced by the addition of the needed Lagrange
multipliers. The augmented cost function is written as
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Ja = ψ(x0)+
N−1
∑
k=0
[
Lk+λ
T
k (Akxk+wk− xk+1)
]
(2-21)
(2-21) can be rewritten as
Ja = ψ(x0)+
N−1
∑
k=0
[
Lk+λ
T
k (Akxk+wk)
]
−
N
∑
k=0
λTk xk+λ
T
0 x0 (2-22)
where λ0 is an additional term in the Lagrange multiplier sequence. The Hamiltonian is defined as
in Definition 4.
H = Lk+λ
T
k+1(Akxk+wk) (2-23)
The augmented cost function Ja can be rewritten in terms of the Hamiltonian as follows:
Ja = ψ(x0)+
N−1
∑
k=0
H −
N−1
∑
k=0
λTk xk+λ
T
0 x0
= ψ(x0)+
N−1
∑
k=0
H −
N−1
∑
k=0
λTk xk−λ
T
N xN +λ
T
0 x0
= ψ(x0)+
N−1
∑
k=0
(
H −λTk xk
)
−λTN xN +λ
T
0 x0
(2-24)
The conditions required for a constrained stationary point are:
∂Ja
∂xk
= 0, k = 0, ...,N
∂Ja
∂wk
= 0, k = 0, ...,N−1
∂Ja
∂λk
= 0, k = 0, ...,N
(2-25)
(2-25) is rewritten as
∂Ja
∂x0
= 0
∂Ja
∂xN
= 0
∂Ja
∂xk
= 0, k = 1, ...,N−1
∂Ja
∂wk
= 0, k = 0, ...,N−1
∂Ja
∂λk
= 0, k = 0, ...,N
(2-26)
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Taking into account the expression for Ja in (2-23), the above conditions are written as
λT0 +
∂ψ0
∂x0
= 0
−λTN = 0
λTk =
∂Hk
∂xk
∂Hk
∂wk
= 0, k = 0, ...,N−1
(2-27)
(2-27) gives the necessary conditions for a constrained stationary point of the dynamic optimization
problem.
We have discussed about the needed background to derive the novel estimation strategy to be pro-
posed. First the deterministic and stochastic approaches have been introduced. Many authors are
with the deterministic approach when uncertainty is present [Banavar and Speyer, 1991, Fu et al.,
1992, Grimble and Sayed, 1990, Sayed et al., 2002, Shaked, 1990, Shaked and Theodor, 1992,
Shen and Deng, 1995, 1997, Simon, 2006a, Tavathia and Doherty, 1994, Xie et al., 1991, 2003,
1992, Shaked and Yaesh, 1991]. They argue that the stochastic approach is more appropriate when
something is known about the statistics of the unknowns. Then, the sources of uncertainty in linear
systems were evidenced. We discussed the main assumptions of most of reviewed contributions.
Finally, some definitions from the game theory and the calculus of variations were also remarked as
the main tools to provide a H∞ setting to the proposed filter. The next chapter deals with the review
of many contributions around the state estimation for uncertain, linear systems. Two approaches
are addressed, the classic robust filtering and the optimization-based filtering for uncertain, linear
systems.
3 Robust Estimation for Uncertain,
Linear Systems: An Overview
The purpose of this chapter is to provide a descriptive overview of the existing state estimation
approaches for uncertain linear systems. Attention will be focused on estimation strategies that
allow a different statement of the estimation problem towards the implementation of hard con-
straints. To this end, the existing MHE-based schemes for uncertain linear systems are reviewed.
Moreover, key issues of the game-theoretical approach to the H∞ filtering will be exploited for a
future statement of an estimation approach based on the MHE philosophy.
3.1 State estimation for uncertain linear systems: the
classic approach
The solution to the optimal filtering problem for linear systems subject to known stochastic inputs
was only obtained due to the considerable contributions of Kalman and co-workers for discrete-
time and continuous-time linear systems [Kalman, 1960, Kalman and Bucy, 1961]. However, in
some cases, the parameters of the plant and/or the disturbing noises are not completely known.
Therefore, the assumptions on which the Kalman-based estimation strategies are built turn out to
be violated. Numerous contributions to the state estimation of uncertain linear systems are now
available. Fig.3-1 shows three main identified frameworks:
• State estimation for systems with unknown noises.
• State estimation in systems with plant uncertainties.
• State estimation in systems with both unknown noises and plant uncertainties.
When an estimator is designed to face both uncertainty in the form of disturbing noises and pa-
rameters, the filter is said to be robust. Otherwise the filter is named according to the estimation
approach to be used: H∞ filtering, set-valued approach, cost-guaranteed paradigm, mixedH2/H∞
filtering, or unknown input observers (UIO), etc. [Sayed, 2001, Xie et al., 1991]. In the remainder
of this section, the approaches in Fig. 3-1 will be discussed.
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Figure 3-1: Main frameworks for state estimation for uncertain linear systems
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Figure 3-2: State estimation approaches when only uncertain noises arise.
3.1.1 Systems with unknown noises.
First, consider the framework where the process model is known but the noises entering the system
wk and νk. As shown in Fig. 3-2, three main approaches were identified:
• The noises are assumed to be “white” with unknown covariances.
• Each noise is determined as a sum of an unknown disturbance and a “white” noise.
• The noises are assumed to be completely unknown, with a bounded feature, e.g., a bounded
energy or maximal amplitude.
There are some approaches to designing optimal and/or suboptimal state estimators as adaptive
Kalman-based filters, M-estimators, and others, where “white” noises with unknown covariances
are addressed [Darouach et al., 1995, Durovic and Kovacevic, 1999, Liang et al., 2004]. Moreover,
covariance estimation schemes are also available to determine the true covariances of the noises
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before the Kalman filter design [Mehra, 1970, Odelson et al., 2006a,b, Rajamani, 2007, Rajamani
and Rawlings, 2006, 2009]. Useful contributions from the fault diagnosis theory allow for the use
of unknown input observers (UIO) as an interesting alternative when noises are unknown [Chen,
1996, Hsu et al., 2001, Wang et al., 1975]. These observers assume that the state and measurement
uncertainties are each the sum of a “white” noise and an unknown disturbance.
If non-white noises are assumed, two subdivisions for designing robust estimators are recognized:
• The set-valued approach.
• The H∞ filtering theory
In the first approach, the main objective is to construct ellipsoids around the estimates that are
consistent with observations and with certain norm constraints on the disturbances [Sayed, 2001].
Contributions in this field are presented in [Bertsekas and Rhodes, 1971, Ra et al., 2004, Yang
and Li, 2009]. On the other hand, the H∞ filtering theory seeks to bound on the H∞-norm of the
transfer function from the unknown noises to the estimation error. In this context, there are some
ways to guarantee such a norm:
• The polynomial approach [Grimble and Sayed, 1990, Grimble, 2006].
• The interpolation theory [Fu, 1991].
• The Riccati-based approach.
Polynomial and interpolation approaches are mainly derived in the frequency domain. In a poly-
nomial approach, the estimator is obtained from the solution of a linear equation and a spectral
factorization calculation [Grimble, 2006]. To solve the optimal estimation in the polynomial ap-
proach, the original problem is transformed to be solved in an H2 setting. The objective is to
determine a weighting function such that, when substituted into a given H2 estimation problem, it
satisfies an equivalence with an H∞-filtering problem. The interpolation approach was found by
realizing that the problem statement of the filter turns out to be equivalent to the so-called optimal
loop transfer recovery problem [Fu, 1991]. The idea behind this approach is mainly focused on
finding an estimator as a function of the output instead of the state.
Pole-zero properties of the optimal estimators are more easily handled in those approaches due
to the use of the frequency domain. In the interpolation theory approach, the author states the
easy way where direct and simpler solutions are obtained for optimal estimators, the advantage of
adding and removing frequency weights on the estimation error and disturbances, and the fact of
avoiding unnecessary high observer gains [Fu, 1991].
On the other hand, to the knowledge of the authors, it is evident the predominant use of Riccati-
based schemes by means of different approaches: game-theory, Linear Matrix Inequalities (LMI),
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and frequency-domain tools [Banavar and Speyer, 1991, Simon, 2006a, Sayed, 2001, Khargonekar
and Nagpal, 1989, Li and Fu, 1997, Lu and Yang, 2009, Shaked, 1990, Shaked and Theodor, 1992,
Sun and Packard, 2005, Tavathia and Doherty, 1994, Shen and Deng, 1997, Shaked and Yaesh,
1991, Yaesh and Shaked, 1989, 1992, 1993]. These approaches will be discussed in detail later.
3.1.2 Systems with plant uncertainty.
The second framework addresses unknown plant models with known noises entering the system
dynamics. Particular approaches depend on the assumptions made over the uncertainty; see Fig.
3-3. For instance, two main approaches have been identified if non-Gaussian noises arise:
• The mixed H2/H∞ filtering.
• The cost-guaranteed approach.
H2/H∞ filtering takes advantage of both filtering paradigms. The filters are designed to minimize
the variance of the estimation error while respecting an upper bound over the frequency response
of the transfer function from the estimation error to the unknowns [Wang et al., 1997, Wang and
Unbehauen, 1999, Yang and Hung, 2000]. The cost-guaranteed approach, on the other hand, is
known to be similar to the mixed H2/H∞ filtering approach. However, there is a slight difference:
the filter design is based on guaranteeing an upper bound over the steady-state variance of the
estimation error (despite the variance itself) for all admissible uncertainties in the model [Milocco
andMuravchik, 2005, Petersen andMcFarlane, 1991, Shaked and de Souza, 1995, Xie et al., 2003].
Robust Kalman filters (RKF) are used when the plant uncertainties are modeled by noises with
Gaussian statistics. Although the statistics are assumed to be unknown, the problem is addressed
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Figure 3-4: State estimation with both parameter uncertainty and unknown disturbances.
by designing a linear filter such that the variance of the filtering error is guaranteed to be within a
certain bound for all admissible uncertainties [Xie et al., 1994, Zhu et al., 2002].
3.1.3 Systems with both unknown noises and plant uncertainties.
A more encouraging problem is found when both plant dynamics and noises entering the system
are completely unknown. Fig. 3-4 shows the identified approaches in this framework. These ap-
proaches differ in the way they assume the nature of the uncertainty. RKF and mixed H2/H∞
filters are useful when Gaussian uncertainties are assumed. On the other hand, the set-valued
approach and the H∞ theory are used when there is no assumption over the nature of the uncer-
tainties.
RKF are initially conceived based on the inability of the classic Kalman filter to overcome param-
eter uncertainties and disturbing noises with unknown statistics Simon [2006a]. Contributions on
RKF can be found in [Simon, 2006a, Shaked and de Souza, 1995, Xie et al., 1994, Fu et al., 2001,
Kosanam, 2000, Nahi, 1969]. In [Simon, 2006a], the author highlights some problems that have
been already solved by RKF: noises with heavier tails than usual, measurements consisting entirely
of noise, parameter uncertainty in the measurement and transition matrices, and uncertainty due to
unknown covariances in Gaussian noises. Meanwhile, mixed H2/H∞ filtering and the set-valued
approach were already mentioned.
The H∞ theory, as stated above, allows us to tackle the problem even when both unknown noises
and uncertain parameters arise. The approaches to be highlighted in this framework are the inter-
polation theory and the Riccati-based approach.
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Riccati-based approaches provide useful tools to tackle both model uncertainty and unknown
statistics of the disturbing noises. Roughly speaking, these schemes derive conditions for guar-
anteeing the existence of such a filters based on the existence of stabilizing solutions for some
Riccati equations. The use of the Bounded Real Lemma (BRL) provides a way to link the robust
filtering problem with the solution of an optimal estimation problem with unknown noises, which
in turn is easier to solve [de Souza and Xie, 1992, Vaidyanathan, 1985]. However, it is difficult
to enclose all Riccati-based approaches into a single way to solve the estimation problem. In fact,
there are many ways to get an H∞ performance related to Riccati equations; these include the
game-theory approach [Mangoubi et al., 1994b, Shi et al., 1993, de Souza et al., 1995, Theodor
and Shaked, 1994, Mangoubi, 1995], robust filtering using the LMI theory [Li and Fu, 1997, Xie
et al., 2003], robust filtering using frequency domain tools [Marquez, 2003], and others [Xie et al.,
1991, Fu, 1991, Xie et al., 1992].
Based on the above overview, each problem statement may be determined to allow the use of
the appropriate tools to provide a particular solution. The game-theory approach is highlighted
because it provides the robust estimation problem with a statement oriented to the optimization
theory. Therefore, this provides an appreciable insight to formulate an estimation scheme based on
an online optimization procedure, which in turn eases the implementation of hard constraints. The
game-theory approach will be discussed in detail in Section 3.3 In the next section, we describe the
problem statement of the state estimation for uncertain linear systems under the moving horizon
approach.
3.2 State estimation for uncertain linear systems: the
receding-horizon approach
Receding horizon estimation, known as moving horizon estimation (MHE), is an estimation proce-
dure that reformulates the optimal estimation problem in terms of a moving, fixed-size optimization
program. The MHE statement is formulated to give an alternative statement of the H2-optimal es-
timation problem to address constraints on the system variables. Therefore, the knowledge of the
statistics of the disturbing noises is expected.
Incipient attempts have been made to obtain a robust version of the MHE to estimate the state of a
system modeled by an uncertain linear system [Alessandri et al., 2003, 2004, 2005a,b, 2012].
In [Alessandri et al., 2003, 2004], a robust receding horizon estimator is presented in the discrete-
time linear framework. The filter design is addressed for time-invariant modeling uncertainties
on the transition and measurement matrices. Stability results are presented considering zero-input
noises. The problem is posed as an open minimax optimization problem:
min
xˆk−N,k
max
∆A∈A ,∆C∈C
Jk(x¯k−N,k,∆A,∆C) (3-1)
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where x¯k−N,k is a predicted (a priori) value of the state at the beginning of the time window, xˆk−N,k
is the parameter to be minimized, ∆A and ∆C are the uncertainties over the state and measurement
matrices, respectively that are to be maximized, and A and C are assumed to be compact sets
where ∆A and ∆C belong, respectively. The cost function is defined as follows:
Jk =‖ xˆk−N,k− x¯k−N ‖
2
M +
k
∑
i=k−N
‖ yi− (C+∆C)x¯i,k ‖
2 (3-2)
where yi is the i− th measurement and N is the size of the estimation window. As it is noticed.
There is a penalization term associated with the knowledge of the state at the beginning of the
time window and a penalization associated with the difference between the real and the estimated
measurements. As the problem (3-2) is not directly solvable, the authors reformulate it as a regu-
larized least-squares problem with uncertain data. This leads to a semi-explicit solution of the state
estimate, i.e., an explicit solution of the estimate as a function of a new parameter λ ok that needs
to be found by means of a new optimization problem. However, this new problem makes the filter
nonlinear and time-variant because of the dependence on this new parameter.
In [Alessandri et al., 2005b], Alessandri and co-workers improve the results presented in Alessan-
dri et al. [2003, 2004]. An alternative description of uncertainty allows the robust estimation
technique to address time-varying uncertainties,
[
∆Ak ∆Bk
]
= D∆k
[
E F
]
,
∆Ck = G∆¯kH.
(3-3)
where D, E, F , G, and H are known matrices, and ∆k and ∆¯k are arbitrary contractions:
‖ ∆k ‖≤ 1, ‖ ∆¯k ‖≤ 1 (3-4)
The statistics of x0, wk, and νk are assumed to be unknown deterministic variables. In an MHE
setting, the following cost function is proposed:
Jk = ‖ xˆk−N,k− x¯k−N ‖
2
M +
k−1
∑
i=k−N
‖ yi− (C+∆Ci)x¯i,k ‖
2
R
+
k−1
∑
i=k−N
‖ xˆi+1,k− (A+∆Ai)x¯i,k− (B+∆Bi)u¯i ‖
2
Q
(3-5)
where matrices M, Q, and R are assumed to be definite positive. Unlike previous contributions,
there is a new term penalizing the distance from the estimate to the state projection at each sample
in the timewindow. The problem is posed to find the optimal estimates xˆok−N,k, ..., xˆ
o
k,k that minimize
the maximum of cost (3-5) over all the possible uncertainties, i.e., the solutions of the minimax
optimization problem:
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min
xˆk
k−N
max
∆k−1
k−N ;∆ˆ
k
k−N
Jk(xˆ
k
k−N ,∆
k−1
k−N , ∆¯
k
k−N) (3-6)
fulfilling (3-4) for i= k−N, ...,k−1 and i= k−N, ...,k, respectively.
Remark 1. There is an important difference in the evolution of the work of Alessandri and co-
workers from [Alessandri et al., 2003, 2004] to [Alessandri et al., 2005b]: first, they consider only
the state at the beginning of the sliding window as a minimization parameter. On the other hand,
based on the above approach, they used the state sequence at the whole window as the minimization
parameter. This scheme differs from the basic MHE approach because the state at time k is not
computed from the state at the beginning of the receding window and the disturbances [Rao, 2000,
Rao and Rawlings, 2000]. Moreover, as the authors state, both the theoretical and numerical
solution of the scheme makes the filter nonlinear and hence cumbersome.
A general overview of state estimation schemes for uncertain linear systems has been provided
from two points of view: the classic approach and the moving horizon setting. Classic approaches
most often use estimation schemes based on the H∞-norm theory. Moreover, as we presented,
there exists a considerable number of ways to obtain this H∞ performance. In that sense, the
designer is free to choose the theoretical approach that suits their problem.
Two critical elements are useful to obtain a constrained estimation approach for uncertain linear
systems: the game-theory approach to the H∞ filtering and the moving horizon estimator. Here-
after, the game-theoretical approach to theH∞ filtering is discussed. On the other hand, the moving
horizon estimation scheme is widely presented and discussed in Chapter 4.
3.3 The game-theory approach to the H∞ filtering
Game theory addresses strategic interactions among multiple decision makers, called players and
in some contexts agents [Bas¸ar and Bernhard, 1995]. Each player has a preference among some
alternatives. The set of players must bargain among themselves to achieve the purpose required by
an objective function. In that context, game-theory fits quite well to the time-domain formulation
of the H∞ filtering because the estimation problem can be posed as a bargain among the state
estimation error and the worst-case disturbances of the dynamic system. Though game-theory is
quite vast, the zero-sum dynamical (differential) games will serve as a starting point to provide an
estimation strategy based on the H∞ theory. Game-theory formulations of H∞ filtering are found
in [Banavar and Speyer, 1991, Simon, 2006a, Mangoubi et al., 1994b, Mangoubi, 1995, Mangoubi
et al., 1994a, Shen and Deng, 1995, 1997, Theodor and Shaked, 1994] and references therein.
3.3.1 Problem statement
Consider a system that is modeled by the following uncertain, discrete-time, linear system:
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xk+1 = Akxk+Gkwk,
yk =Ckxk+νk.
(3-7)
where xk ∈ R
n is the system state. The initial state, x0, is an unknown random variable with
unknown statistics. wk ∈R
m is the uncertainty associated with the knowledge of the state equation,
yk ∈ R
p is the output or measured variable, νk ∈ R
p is the measurement noise, and Ak, Bk, and Ck
are known time-varying matrices. The subscript k signifies the current discrete time. Assume that
the estimation is made under a finite-horizon setting; measurements up to and including time T −1
are used. The filter is flexible enough to estimate a linear combination of the states zk = Lkxk.
To obtain an H∞ performance, an objective function in form of a disturbance attenuation function
is used:
J =
∑T−1k=0 ‖zk− zˆk‖
2
MT
k
Mk
‖x0− xˆ0‖
2
Π−10
+∑T−1k=0
(
‖wk‖
2
Q−1
k
+‖νk‖
2
R−1
k
) (3-8)
where Mk, Qk, Rk, and Π0 are used-defined knobs to change the filter performance. The goal
behind (3-8) is to find an estimate zˆk minimizing J at the same time that other player, let us say
nature, is trying to find the worst wk, νk, and x0 to maximize J. As the direct optimization of J in
(3-8) is not tractable, there is a need to select a performance bound, let us say γ , and look for an
estimation strategy fulfilling the following condition:
J < γ, γ > 0 (3-9)
which is rewritten as:
Ja =− γ‖x0− xˆ0‖
2
Π−10
+
T−1
∑
k=0
[
‖zk− zˆk‖
2
MT
k
Mk
− γ
(
‖wk‖
2
Q−1
k
+‖νk‖
2
R−1
k
)]
< 0
(3-10)
Then, the optimal point, i.e., the saddle-point, is found by solving the following minimax opti-
mization program:
J∗a =min
zk
max
x0,wk,νk
Ja (3-11)
3.3.2 Particular solutions
Different solutions can be listed around the problem stated previously. For instance, interesting
formulations are found in [Mangoubi, 1995] and [Simon, 2006a]. The equations of these filters
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are summarized here, for the sake of illustration. First, consider the filter design presented in
[Mangoubi, 1995] from the following model
xk+1 = Akxk+Gkrk
yk =Ckxk+Dkrk
ek =Mk (xk− xˆk)
(3-12)
and performance index
J∗m =min
xˆ
max
x0,r
1
2
N
∑
k=1
eTkM
T
k Mkek
s.t (3-12) and ‖r‖2+‖x0− xˆ0‖
2
P¯0
≤ 1
(3-13)
where x0 is the initial state and xˆ0 its estimate, rk = [wk νk]
T
is the input vector with wk and νk the
modeling and measurement noises respectively, ek an estimation error weighted by Mk, and N is
the estimation horizon. An a-priori one-step predictor estimator is given using a Kalman structure:
xˆk+1 = (Ak−KkCk)xk+Kkyk (3-14)
where the optimal Kk, namely K
∗
k , is given by
K∗k =
[
BkD
T
k +AkH
−1
k C
T
k
][
DkD
T
k +CkH
−1
k C
T
k
]−1
(3-15)
with Hk defined as
Hk = P
−1
k − γ
−2MTk Mk (3-16)
and Pk a Riccati equation of the form:
Pk = A˜kH
−1
k A˜
T
k + B˜kB˜
T
k , k = 0, ...,N−1
P0 = P¯0
(3-17)
A˜k and B˜k are closed-loop matrices defined as Ak−KkCk and Bk−KkDk, respectively. As Pk in
(3-17) is assumed to be positive definite by construction, the only concern about the existence of
the state estimate is reduced to guarantee that Hk is positive definite in (3-16).
In a similar way, consider the filter presented in [Simon, 2006a] which is derived assuming a model
xk+1 = Akxk+wk
yk =Ckxk+νk
(3-18)
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where wk and νk are unknown noise terms. A performance index is given to satisfy a performance
condition
Js =
∑N−1k=0 ‖zk− zˆk‖
2
Sk
‖x0− xˆ0‖
2
P−10
+∑N−1k=0
(
‖wk‖
2
Q−1
k
+‖νk‖
2
R−1
k
) < 1
θ
(3-19)
where P0, Qk, Rk, and Sk are symmetric, positive definite matrices and zk = Lkxk is the variable to
be estimated. Note that, if the system state needs to be estimated, then Lk is set to be the identity
matrix of corresponding order. Then, the objective is to provide an estimation of the state, xˆk, from
zˆk in the presence of the worst unknowns {x0,wk,νk}. Following a variational calculus setting,
the optimal filter respecting a performance bound 1/θ in the form of (3-14) is completed by the
following equations:
K∗k = Pk
[
I−θ S¯Pk+C
T
k R
−1
k CkPk
]−1
CTk R
−1
k
S¯k = L
T
k SkLk
Pk+1 = AkPk
[
I−θ S¯Pk+C
T
k R
−1
k CkPk
]−1
ATk +Qk
(3-20)
The following condition must be satisfied at each time step to guarantee the existence of such an
optimal estimate:
P−1k −θ S¯k+C
T
k R
−1
k Ck > 0 (3-21)
Remark 2. As it was shown, two performance indexes were defined, γ and 1/θ , respectively. At
this point, the designer must choice between robustness against unknown parameters or estimation
performance assuming small disturbances. Depending of that choice, γ and θ are selected. For
instance, if robustness is desired, then the minimum γ and 1/θ are needed for the above filters,
respectively. The way that these minimum values are found is by mean an iterative procedure
which is explained only for γ but easily extended for θ : first select the tuning parameters of the
filter and a seed value for γ , namely γi ≫ 0. Verify if the associated Riccati equation, i.e. (3-16)
in this case, has a feasible steady-state solution and condition (3-15) is fulfilled for all Pk. If the
above is satisfied, decrease the value of γ and verify again if the new Riccati equation also has
a steady-state solution and the condition (3-15) is still respected for all Pk. Repeat the procedure
until the Riccati equation does not converge to a feasible solution or the condition (3-16) is not
fulfilled. Select as γmin the last feasible γ .
3.4 Numerical examples
As it was argued, state estimators under a game-theory setting are investigated to provide robust-
ness to moving horizon estimators. The schemes presented in [Mangoubi, 1995] and [Simon,
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2006a] are tested to assess their performance with respect to unknown noises. For the sake of
comparison, let the robust-to-noise filters from [Mangoubi, 1995] and [Simon, 2006a] be called
RF1 and RF2, respectively.
3.4.1 Example: the spring-mass-damper system
The following example is taken from [Appleby, 1990]. Consider a spring-mass-damper system
represented by means of the following linear, time-invariant, discrete-time system

 x˙1
x˙2

=

 0 1
−k0
m0
−b0
m0



 x1
x2

+

 0 0
1
m0
0



 w
ν


x˙= Ax+Bw (3-22a)
y=
[
1 0
] x1
x2

+[ 0 1 ]

 w
ν


y=Cx+ν (3-22b)
where m0 is the nominal mass, b0 is the nominal viscous damping coefficient, k0 is the nominal
spring constant, r =
[
w ν
]T
with w the disturbance force. The displacement of the mass, x1,
is measured with an additive noise ν . The nominal parameters are known to be 1/m0 = 1.25,
b0 = 0.15, and k0 = 5. The objective is the estimation of x2 by measuring x1, taking into account
the unknown inputs. Because discrete-time designs are considered, the system is discretized with
a sampling time of Ts = 0.1s:
Ad =

 0.9691 0.0980
−0.6127 0.9507

 , Bd =

 0.0062 0
0.1225 0

 , Cd = [ 1 0 ] , Dd = [ 0 1 ] (3-23)
Using model (3-23), three filters are designed: the Kalman filter and the H∞ filters presented
in Mangoubi [1995] and Simon [2006a], hereinafter RF1 and RF2, respectively. The estimation
performance of these filters are tested by two scenarios: first the noises are assumed to be zero-
mean and white. Then, non-gaussian noises are assumed. The real initial state is assumed to be
x0 =
[
2 4
]T
. All of the estimators are initialized at the origin xˆ0 =
[
0 0
]T
because the initial
state is assumed to be unknown.
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Scenario 1
The noises wk and νk are set to be zero-mean, white noises with covariancesQw = 0.01I2 and Rν =
0.1, respectively. These noises are assumed to be Gaussian to obtain the optimal state estimation
of the KF1. The filters will be tested to estimate the complete state of the system, therefore Lk is
set to be the identity matrix in RF2. According to the number of tuning parameters, it is clear that
RF2 is harder to tune than RF1. However, this degree of freedom gives the possibility to reach
better filter performance.
Because there are no explicit strategies to tune the filters, they were tuned by a trial-and-error
procedure as follows: for RF1, the tuning parameters are M, P0, and γ . γ is found by an iterative
procedure involving the solution of a Riccati equation, once M and P0 are defined. M and P0 are
sought to minimize the mean square estimation error. Then, fixing M to be the identity matrix,
the best value of P0 is found to be αI2 with α = 2. Decreasing α from this value decreases γ and
vice versa. The variation of M does not affect the performance of the filter significantly; hence,
it is chosen to be the identity matrix. For RF2, the tuning parameters are Sk, Lk, Qk, Rk, P0, and
γ = 1/γs. Analogous to RF1, after fixing each parameter to a certain value, γs is found by an
iterative solution of a Riccati equation. Then, the parameters to be modified are in the order of
variation Qk, P0, Sk, and Lk. The final values for KF, RF1, and RF2 are presented in Table 3-1,
where N.A means “not applicable” and I2 represents the identity matrix of second order.
Table 3-1: Tuning parameters of KF, RF1, and RF2. Scenario 1.
Filter Qk Rk Po γ Mk Sk Lk
KF 0.01I2 0.1 I2 N.A N.A N.A N.A
RF1 I2 1 I2 2.98 I2 N.A N.A
RF2 diag(0.01,1×10−5) 1 10I2 12.5 N.A I2 0.05I2
Figures 3-5 and 3-6 show the time response of the three filters for the states x1 and x2, respectively.
The estimation errors for these filters are presented in Figure 3-7. As it is seen from the previous
figures, all the filters have an acceptable performance. Figure 3-8 shows the frequency response of
the transfer function from the unknown noises to the estimation error for the Kalman filter2, RF1,
and RF2. Note that, RF2 provides more robustness than RF1 and the KF for the aforementioned
tuning values.
1The optimality of the KF is with respect to the minimization of the variance of the estimation error
2RF1 and RF2 converge to the KF when the robustness bound tends to be infinite. Conversely, as the robustness
bound is getting close to zero, the filter tends to be more astringent and hence more robust.
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Figure 3-5: Estimation of the state x1. Black line is the real state. White line is from top to bottom
the estimate of the KF, RF1, and RF2, respectively.
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Figure 3-6: Estimation of the state x2. Black line is the real state. White line is from top to bottom
the estimate of the KF, RF1, and RF2, respectively.
30 3 Robust Estimation for Uncertain, Linear Systems: An Overview
−0.5
0
0.5
1
1.5
2
Er
ro
r x
1
 
 
0 5 10 15 20 25 30 35 40
−1
0
1
2
3
4
Sequence [k]
Er
ro
r x
2
 
 
KF
RF1
RF2
KF
RF1
RF2
Figure 3-7: Estimation errors of the three filters.
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Figure 3-8: Frequency response from noise to estimation error transfer functions: KF, RF2, and
RF1.
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Table 3-2: Tuning parameters of KF, RF1, and RF2. Scenario 2.
Filter Qk Rk Po γ Mk Sk Lk
KF I2 0.1 I2 N.A N.A N.A N.A
RF1 I2 1 2I2 3.43 I2 N.A N.A
RF2 diag(1×10−4,0.01) 1 0.1I2 0.8130 N.A I2 diag(0.1,0.1)
Scenario 2
At this point, an ideal scenario for the KF is neglected, to test the filters against unknown-type
disturbances. The noise νk is assumed to be a white-noise with mean of 0.5 and a covariance
of 0.1. The non-zero mean is assumed to emulate the behavior of a non-calibrated sensor. The
noise wk is assumed to be a zero-mean white noise with unit covariance after being filtered by the
following low-pass filter:
F(s) =
0.5
s+0.1
(3-24)
The filter is tuned as presented in Table 3-2. Figures 3-9 and 3-10 show the time responses of the
filters for states x1 and x2, respectively. The estimation errors are depicted in Figure 3-11. The
performance of the filters is completely assessed by means of the root mean square error index
(RMSE), as presented in Table 3-3. From the aforementioned elements, it can be stated that the
Kalman filter (KF) has the worst performance for the presented scenario. It can be explained from
the fact that the KF formulation only takes into account zero-mean white noises as disturbances to
the system. On the other hand, Both RF1 and RF2 behave considerably better if compared with
the KF. Under the presented conditions and tuning values RF1 has better transient response than
RF2. In fact, although the RF2 has more degrees of freedom to be tuned, it also makes harder
the tuning procedure. Moreover, there is an additional drawback related with the tuning of RF1
and RF2. Once the tuning parameters of the filters are chosen, the convergence of the associated
Riccati equations must be satisfied to guarantee the feasibility of the designs.
Table 3-3: Root mean square error of the filters
State KF RF1 RF2
RMSE x1 0.6473 0.1479 0.3701
RMSE x2 0.9455 0.3033 0.3898
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Figure 3-9: Estimation of the state x1. Black line is the real state. White line is from top to bottom
the estimate of the KF, RF1, and RF2, respectively.
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Figure 3-10: Estimation of the state x2. Black line is the real state. White line is from top to bottom
the estimate of the KF, RF1, and RF2, respectively.
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Figure 3-11: Estimation errors of the three filters.
3.5 Discussion
Many contributions on robust state estimation for uncertain, discrete-time, linear systems were
deeply discussed. Figures 3-1-3-4 showed a possible taxonomywhere these reviewed contributions
can be set. However, though useful contributions were reviewed, it was evidenced the lack of robust
estimation schemes handling additional information about the dynamics in form of constraints.
On the other hand, available MHE-based schemes for uncertain, linear systems were also dis-
cussed. Though MHE-based schemes have proven to be useful when a priori information is avail-
able, as it was exhibited, the reviewed MHE-based schemes for uncertain, linear systems, evidence
a lack of maturity in the area.
After presenting the literature review, the following issues are remarked:
• Classical robust estimation methods were mainly published from the beginning of the 60’s
until late the 90’s. No recent publications were found.
• It was evidenced that, the reviewed classic robust estimation schemes are not able to handle
useful insight about the dynamic in form of constraints.
• There is a need to bound the uncertainty in order to guarantee the feasibility of the robust
filters. In most cases, bounding the uncertainty gives a way to rewrite the estimation problem
and hence to provide a feasible solution.
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• Although some robust MHE-based schemes for uncertain, linear systems, have been pub-
lished recently, further research must be provided in order to face unsolved issues as com-
plexity and constraint handling.
• It was shown, by using a numerical example, an scenario where a specialized filter needs to
be designed.
• The game-theoretical approach to the H∞ filtering and the classic MHE formulation have
common features. For instance, the problem statement is quite similar. This will be used later
to propose a novel estimation scheme for uncertain, linear systems with constraint handling.
In the next chapter, the main elements of the classic moving horizon estimator are provided. As
it will be shown later, the core of the proposed estimation strategy is based on a moving horizon
setting. This will allow the direct constraint handling as one of the main objectives of the present
thesis.
4 Moving Horizon Estimation
A review of estimation strategies for uncertain, linear systems was provided in Chapter 3. It was
also shown how the game-theory approach to the H∞ filtering improves the estimation of the
state in the presence of unknown disturbances. Therefore, robustness against unknown noises are
shown to be handled. On the other hand, as it was also shown, hard constraints have not efficiently
addressed in the reviewed estimation schemes. Available MHE-based schemes does not provide
an easy way to include these constraints. Moreover, these schemes are mostly based on complex
optimization strategies.
Typically, state estimators use explicitly a model of the system of interest. As unexpected distur-
bances and model mismatches arise, the model itself needs to be corrected in some way that the
estimates remain as close as possible to the real system state. The corrective term is usually a func-
tion of the innovations and a gain as typical observers, Kalman-based filters, etc. Many decades
before, Jazwinski showed a way to rewrite the optimal H2 estimation problem as an optimization
problem in the least-squares sense [Jazwinski, 1970]. This formulation gives the possibility to
include hard constraints over the optimization parameters and hence additional insight is properly
addressed. However, this formulation prevents the use of recursive solutions.
From the state-space basics, to compute the state at any time, for instance xT , there is a need to
know the initial condition x0 and the sequence of inputs {uk} with k = 0, ...,T −1. The approach
presented by Jazwinski follows the above principle by projecting the optimal initial state and input
sequence throughout the system dynamics. Both the initial state and the input sequence are found
at each time step by the solution of an optimization program. Therefore, as the time grows up, the
estimation problem uses more data and hence the optimization problem becomes intractable.
In this chapter, a summary of the moving horizon estimation scheme is provided. The MHE
background will be used to derive an efficient estimation strategy for uncertain, linear systems
that addresses additional insight about the process in form of constraints to improve the estimates.
Most of the theoretical background of this chapter is found in detail in [Rao, 2000] and references
therein.
4.1 The full information estimator -FIE-
It was argued about the possibility to address the estimation problem in such a way that additional
insight about the system dynamics can be added in form of constraints. The key point behind the
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above idea is the formulation of the estimation problem using an optimization-based procedure.
The previous scheme is usually known as full information estimator (FIE) because as time grows
up it uses the complete set of data to solve a larger optimization program each time. In order to
explain the FIE problem in detail, let consider a constrained system generating the measurement
sequence {yk} be modelled by the following discrete-time, linear system:
xk+1 = Akxk+Gkwk
yk =Ckxk+νk
(4-1)
where xk ∈ R
n is the system state, wk ∈ R
m models the uncertainty on the state equation, and
νk ∈ R
p denotes the measurement noise. Both noises are statistically characterized by means of
zero-mean white noises with know variances Qw and Rv respectively. Moreover, the state and
noises are constrained as follows:
xk ∈ X, wk ∈W, and νk ∈ V (4-2)
with X, W, and V polyhedral and convex sets with 0 ∈W, and 0 ∈ V.
As stated by Rao and coworkers in [Rao, 2000, Rao et al., 2001], the constrained linear state
estimation problem is formulated as the solution to the following quadratic problem
φ∗t = min
x0,{wk}
t−1
0
t−1
∑
k=0
νTk R
−1νk+w
T
k Q
−1wk+(x0− xˆ0)
TΠ−10 (x0− xˆ0)
s.t xk ∈ X, wk ∈W, and νk ∈ V
(4-3)
where Q, R, and Π0 are symmetric positive definite matrices used as knobs to tune the estimator.
In this way, the estimate of xk denoted as xˆk is the result of the dynamic evolution of (4-1) using x
∗
0
as the initial condition and
{
w∗k
}t−1
0
as the disturbing sequence exciting the dynamic system.
4.2 The moving horizon estimator -MHE-
4.2.1 The MHE approximation to the FIE formulation
As it was stated, the main problem of the FIE is that it becomes intractable as time goes on. The
moving horizon estimator (MHE) arose to face this drawback. Roughly speaking, if concerned
to linear systems, the MHE is the result of reformulating the FIE as a quadratic program using a
moving, fixed size estimation window. The fixed-size estimation window is necessary to bound
the size of the quadratic program [Rao et al., 2001]. The approximation is made by rewriting (4-3)
as
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φˆ∗t = min
z,{wk}
t−1
k=t−N
t−1
∑
k=t−N
νTk Rνk+w
T
k Qwk+Ξt−N(z)
s.t xk ∈ X, wk ∈W, and νk ∈ V
(4-4)
where N is the estimation horizon, z and {wk}
t−1
t−N are the optimization variables: the state at the
beginning of the moving window and the model disturbance sequence from the time-step t−N to
the time-step t−1, respectively. t is the current time, and Ξt−N(z) is the well-known arrival cost
[Rao et al., 2001]. The arrival cost compactly summarizes the past information about the system
dynamics and is usually approximated as
Ξk−N(z) = (z− xˆk−N)
TΠ−1k−N(z− xˆk−N) (4-5)
where Πk−N is the matrix weighting the knowledge of the state at the beginning of the estimation
window. When no constraints are present, the equivalence of the MHE with the KF can be clearly
established. Hence, using the above arguments Πk−N turns out to be the well-known estimation
error covariance of the KF.
Remark 3. Note that in (4-4) the hat is used because an approximation is made with the arrival
cost. Hence, depending on how well the arrival cost is approximated φ∗t ≈ φˆ
∗
t .
With the above in mind, the estimation of xk, denoted by xˆ
mh
k , is computed as the dynamical evo-
lution of xˆmht−N = z by applying the optimal noise sequence {wˆk}
t−1
t−N to the model (4-1) [Rao et al.,
2001]. Given a system dynamic modelled by means of (4-1) s.t. (4-2), the MHE algorithm can be
summarized as:
1. Select the weighting matrices Q and R of (4-4) as close as possible to Qw and Rw, and N the
time-window length.
2. For k= 1,2...,N solve the FIE problem (4-3) using xˆ0=E(x0) andΠ0=E
[
(x0− xˆ0)
T (x0− xˆ0)
]
as initial conditions.
3. For k= N+1,N+2..., solve the MHE problem using xˆk−N , the projection of xˆk−N−1, as the
a priori guess of the state at the beginning of the time window, and
Πk−N = E
[
(xk−N− xˆk−N)
T (xk−N− xˆk−N)
]
(4-6)
as the weighting matrix for the arrival cost (4-5). Πk−N is computed recursively through the
well-known Kalman filter covariance formula (Riccati equation):
Πk = GQG
T +AΠk−1A
T −AΠk−1C
T (R+CΠk−1)
−1CΠk−1A
T (4-7)
subject to the initial condition Π0.
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4. Once x∗t−N and
{
w∗k
}t−1
k=0
are found by solving the constrained optimization program, x∗t is
found by using these parameters on (4-1).
4.2.2 The MHE as a quadratic program
One of the main advantages of the MHE-based schemes is the direct constraints handling as stated.
However, as the estimation problem is addressed in an optimization framework, then the solution
is highly dependent of the formulated optimization program. In this section is shown that, the
constrainedMHE can be solved as a quadratic program when the dynamics are modeled as a linear,
discrete-time model and constraints are in the form of linear equalities and/or linear inequalities.
In order to reformulate the MHE problem as a quadratic program, consider the stacked vectors:
Xk =
[
xT
k−N|k x
T
k−N+1|k · · · x
T
k|k
]T
Yk =
[
yT
k−N|k y
T
k−N+1|k · · · y
T
k|k
]T
w˜k =
[
wT
k−N|k w
T
k−N+1|k · · · w
T
k−1|k
]T
ν˜k =
[
νT
k−N|k ν
T
k−N+1|k · · · ν
T
k|k
]T
(4-8)
Then, the evolution of the state and output equations from the time-step k−N to the time-step k
can be written as a function of the initial state, i.e., the state at k−N as
Xk = Akxk−N +Gkw˜
Yk = Γkxk−N +Ξkw˜+ ν˜
(4-9)
where
Ak =


Ak
A2k
...
ANk

 , Gk =


Gk
AkGk Gk
...
...
. . .
AN−1k Gk A
N−2
k Gk · · · Gk

 ,
Γk =


CkAk
CkA
2
k
...
CkA
N
k

 , Ξk =


Ck
CkAk Ck
...
...
. . .
CkA
N−1
k CkA
N−2
k · · · Ck


(4-10)
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With the above in mind, the optimization involved in (4-4) can be rewritten in a matrix form as
follows
min
xt−N ,{wk}
t
k=t−N
ν˜Tt R¯νt + w˜
T
t Q¯wt +(xt−N− x¯t−N)
TΠ−1t−N(xt−N− x¯t−N) (4-11)
where Q¯ and R¯ are block diagonal matrices
Q¯=
N⊕
j=1
Q−1 =


Q−1
Q−1
. . .
Q−1

 , R¯=
N⊕
j=1
R−1 =


R−1
R−1
. . .
R−1


with
⊕
the operator (direct sum) denoting block diagonal matrices. Using the fact that the stacked
vector ν˜k can be rewritten in terms of the measurements as
ν˜t = Yt −Γtxt−N−Ξt w˜t (4-12)
(4-11) becomes
min
xt−N ,{wk}
t
k=t−N
(Yt −Γtxt−N−Ξt w˜t)
T R¯(Yt −Γtxt−N−Ξt w˜t)+ w˜
T
t Q¯wt
+(xt−N− x¯t−N)
TΠ−1t−N(xt−N− x¯t−N)
(4-13)
Making products and ordering terms by using some algebra, the optimization involved in the MHE
problem can finally be written as a quadratic program
min
xt−N ,{wk}
t−1
k=t−N
[
xk−N w˜t
] ΓTt R¯Γt +Π−1t−N ΓTt R¯Ξt
ΞTt R¯Γt Ξ
T
t R¯Ξt + Q¯



 xk−N
w˜t


+2
[
−Y Tt R¯Γ− x¯
T
t−NΠ
−1
t−N −Y
T
t R¯Ξt
] xk−N
w˜t


(4-14)
which in compact form is written as
min
x˜
x˜THx˜+2 f T x˜ (4-15)
where it is clear that x˜ is the stacked vector of xt−N and w˜.
Remark 4. Equations (4-14) and (4-15) show the way that the constrained MHE can be written
as a quadratic program. Specialized packages like MATLABr allows the direct writing of this
mathematical programs by means of the function quadprog.
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4.3 Numerical examples
In this section, a couple of numerical examples are provided to show the benefits of the MHE
procedure. First, a modified version of the example presented in [Alessandri et al., 2005a] is
considered. Then, a land-based vehicle example presented in [Simon, 2006a] is also used to test
the behavior of the MHE under different scenarios.
4.3.1 Example: unconstrained and constrained estimation
In this example, the performance of the classic MHE is tested under different scenarios. A very fair
performance comparison is made with the well-known Kalman filter since optimality conditions
are guaranteed for the last filter. The example is a modified version of the example presented in
[Alessandri et al., 2005a]. The equations describing the system dynamics are as in (4-1), with
A=


0.91 1 0.5 0.5
0 0.91 1 1
0 0 0.91 0
0 0 0 0.606

 , B=


0
0
0
0.00792


C =
[
1 0.5 0 0
]
(4-16)
Scenario 1
In this scenario, both filters are designed without constraints. The noises sequences {wk} and {νk}
are assumed to be independent, zero-mean, normally distributed random variables with covariances
Qw = 0.01 and Rw = 0.03, respectively. The initial state is also considered as a normally distributed
random variable with zero mean and covariance equal to the identity.
The unconstrained estimation problem is formulated by using R = Rw, Q = Qw, and Π0 = I4 in
(4-3). The initial condition of the plant and the filter are assumed to be respectively
x0 =
[
0.01 0.03 −0.02 0.05
]T
xˆ0 =
[
0.03 0 −0.03 0.04
]T (4-17)
For the MHE, N = 30 is chosen. As the real covariances are used in both the KF and the MHE as
tuning parameters, optimality in the Kalman sense is expected. Figures 4-1 and 4-2 show the time
response of both the Kalman filter and the MHE, respectively. Note that the filters behave in a very
similar way as expected. Table 4-1 supports the aforementioned results, where the mean square
errors (MSE) are provided for both filters.
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Figure 4-1: Time response of the optimal KF. The black line is the real state. The white line is the
Kalman estimate.
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Figure 4-2: Time response of the MHE. The black line is the real state. The white line is the MHE
estimate.
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Table 4-1: Mean square error of the filters
Index KF uMHE Index KF uMHE
MSE x1 7.73×10
−4 6.81×10−4 MSE x3 9.82×10
−5 9.82×10−5
MSE x2 1.87×10
−4 1.86×10−4 MSE x4 6.68×10
−6 6.68×10−6
Scenario 2
In this scenario, the main strength of the MHE filter is evidenced, i.e., the constraints handling. In
this case, the noise sequence {νk} is considered as in the previous scenario. In what concerns to
the modeling noise, it is assumed to be normally distributed but constrained to fulfil {wk} ≥ 1. As
the whiteness property of the noises is lost due to the constraint, new values of the tuning knobs are
sought. The values of Q and R in (4-3) are found to be Q= Qw and R= 0.01Rw, respectively. The
initial estimation error covariance, Π0, and the initial conditions for both the filter and the plant are
also assumed to be as in the previous scenario.
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Figure 4-3: Time response of the optimal KF. The black line is the real state. The white line is the
Kalman estimate.
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Figure 4-4: Time response of the constrained MHE. The black line is the real state. The white line
is the MHE estimate.
Figures 4-3 and 4-4 show the response of both filters for the present scenario. As it is shown in
Figure 4-3, the KF is not able to handle the additional information about the noise sequence {wk}.
On the other hand, the MHE has an improved estimation because the additional information was
properly addressed, as it is shown in Figure 4-4.
4.3.2 Example: the land-based vehicle
The following example is taken from [Simon, 2006b]. Consider a land-based vehicle which is
able to send measurements about its latitude and longitude. The dynamics of the vehicle can be
approximated by the following equations:
xk+1 =


1 0 Ts 0
0 1 0 Ts
0 0 1 0
0 0 0 1

xk+


0
0
Tssinθ
Tscosθ

uk+Bwk
y′k =

 1 0 0 0
0 1 0 0

xk+m′k
(4-18)
where the first two states are the latitude and longitude positions and the last two its velocities,
respectively. wk is a unity-variance process disturbance due to potholes and uk is the commanded
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acceleration. Ts is the sampling time of the estimator and θ is the heading angle, measured counter
clockwise from due east. The measurement y′k, as stated, consists of longitude and latitude, and m
′
k
is the corresponding measurement noise. Suppose the one-sigma measurement noises are known
to be σ1 and σ2. Then, the measurements are normalized to obtain a unity-variance noise. The
normalized measurement is defined as:
yk =

 σ1 0
0 σ2

−1 y′k (4-19)
The real covariances are identified as
Q=


4m2
4m2
1m2/s2
1m2/s2

 , R=

 σ21
σ22

=

 900m2
900m2

 (4-20)
With the above in mind, two scenarios are set to test the filters. On one hand, there may be
times when the vehicle is travelling off-road, in which case there is no constraints imposed to the
estimation scheme. On the other hand, it is known a priori that the vehicle follows a given path,
hence the estimation scheme must be constrained. For instance, it may be known that the vehicle is
travelling straight in a known angle. Then, the filter knows a priori the following relation between
the states: 
 1 −tanθ 0 0
0 0 1 −tanθ

xk = [ 0 0 ]T (4-21)
The sample period is assumed to be Ts = 1 and the heading angle θ = 60deg. The commanded ac-
celeration is alternatively set to±1, as if the vehicle was alternatively accelerating and decelerating
in traffic. The initial conditions are assumed to be
x0 =
[
0 0 17 10
]T
for both the filter and the plant. The unconstrained and constrained MHE’s were simulated for
120s.
In the first scenario, the states are estimated with an acceptable behavior as seen in Figure 4-5. The
estimation errors are depicted in Figure 4-6. The errors are around of 20m and 10m for latitude
and longitude positions, respectively. Although it seems to be large, similar errors were reported
in [Simon, 2006a]. (5-20) shows an equation to be fulfilled if an straight path is followed. As the
vehicle is let to ride free, Figure 4-7 shows that each equation of (5-20) is not fulfilled.
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Figure 4-5: Time response of the unconstrained MHE. The black line is the real state. The white
line is the MHE estimate.
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Figure 4-6: Estimation errors for the unconstrained MHE. Exi means the estimation error in the
i− th state.
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Figure 4-7: System constraints (unconstrained case).
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Figure 4-8: Time response of the constrained MHE. The black line is the real state. The white line
is the MHE estimate.
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Figure 4-10: System constraints.
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Figure 4-9: Estimation errors. Exi means the estimation error in the i− th state.
In the second scenario, the states are estimated with an acceptable behavior as seen in Figure 4-8.
The estimation errors are depicted in Figure 4-9. The errors are again around of 20m and 10m for
latitude and longitude positions, respectively. In this case, the vehicle is constrained to follow a
straight path. As it is shown in Figure 4-10, both constraints are satisfied.
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In this Chapter, the moving horizon estimator approximation to the constrained full information
estimator was discussed. The main issues of the MHE were presented because the main contribu-
tion of this thesis is devoted to this well-known filter. The performance of the classic MHE was
assessed by using two examples. In what follows, the contributions of the thesis will be presented.
5 Unconstrained Moving Horizon
Estimator based on the H∞-norm
The solution to the state estimation problem for uncertain, linear systems is widely known for
unknown noises, uncertain parameters, or both, as it was stated in Chapter 3. However, most of the
reviewed schemes fail to incorporate additional knowledge of the system in form of constraints.
Additional or a priori information in form of constraints is, in general, useful to improve the
quality of the estimates [Muske et al., 1993, Rao, 2000, Rao et al., 2001]. As it was widely stated
earlier, MHE has proven to be an interesting choice to include additional information in form
of constraints. Although MHE-based schemes have shown to be robust in some way, a MHE
formulation in a robust setting is still uncommon.
In this chapter, an understandable and clear path to achieve a constrained estimation strategy for
uncertain, linear systems under a H∞-norm sense is provided. Following the MHE philosophy,
the FIE in a H∞ setting is firstly presented, namely H∞-FIE in short. Then, using the concept of
window shifting, the MHE approximation to the aforementioned H∞-FIE is presented, namely the
H∞-MHE in short. The above MHE approximation is carefully presented by the right definition
of the arrival cost for the robust formulation. Finally, a numerical example is presented showing
the benefits of the proposed scheme in an unconstrained scenario.
5.1 Full information estimator based on the H∞ theory
The full information estimator was originally conceived as the solution of the constrained state
estimation problem in a least squares sense [Jazwinski, 1970]. Then, the moving horizon approxi-
mation was provided to make the solution feasible from the numerical point of view. In this section,
a robust version of the FIE, namely the H∞-FIE, is presented for the sake of completeness.
5.1.1 Problem statement
Consider the following uncertain, discrete-time, linear system
xk+1 = Axk+Gwk
yk =Cxk+νk
(5-1)
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where xk ∈ R
n is the state, yk ∈ R
p is the system output, and wk ∈ R
m and νk ∈ R
p are the model
uncertainty and the measurement noise, respectively. Instead of considering both wk and νk with
known statistical properties, the noises are assumed to be unknown with known bounds. From the
moving horizon point of view, the estimate of xk given a set of k−1 output data, denoted as xˆk|k−1,
is obtained by the solution of the state equation if the initial state condition x0|k−1 and the sequence
of inputs are known {w0, · · · ,wk−1}
xˆk|k−1 = A
kxˆ0|k−1+
k−1
∑
j=0
Ak− j−1Gwˆ j
One of the most important elements of the H∞-FIE is related to the definition of the objective
function. Known MHE-based schemes for uncertain, linear systems use the classic cost function
of the MHE or a slight variation of it [Alessandri et al., 2003, 2004, 2005a,b, 2012]. This type of
cost function is originally considered to make the model fit the available measurements in a least
squares sense [Muske et al., 1993, Rao, 2000]. However, worst-case formulations can be obtained
with positive definite cost functions as it has been mainly stated in robust formulations of the model
predictive controller [Bemporad and Morari, 1999, Gruber et al., 2008]. In what attains to the
present work, the performance index is not considered as in the classicMHE. Instead, a disturbance
attenuation function type of cost function is used to ease the formulation of the estimation scheme
in a H∞ setting.
An objective function in the form of a disturbance attenuation function also provides the elements
to formulate the estimation problem towards a worst-case framework [Banavar and Speyer, 1991,
Simon, 2006a]. This type of costs functions are common in the game-theoretical approach to the
H∞ filtering. Under this approach, two players are playing a game where each player is looking for
its own benefit. In fact, once an objective function is defined, the first player seeks the minimization
of such a performance index by means of the estimate of the state along a finite-time window, let
us say from x0 to xt , with t > 0. At the same time the opponent looks for a disturbance policy
such that the performance index is maximized. Although the game-theoretical approach to the H∞
filtering is taken into account, a new disturbance attenuation function is proposed to fit with the
moving horizon philosophy
ψt (x0,{wk} ,{νk}) =
‖x0− x¯0‖
2
Π−10
∑t−1k=0
(
‖wk‖
2
Q−1
+‖νk‖
2
R−1
) (5-2)
where ψt is the performance criterion at time t, x¯0 is the a priori guess of the initial state as in
the FIE approach and Π−10 , Q
−1, and R−1 are symmetric positive definite matrices. These matri-
ces reflect the knowledge that the designer has on the estimation of the initial condition and the
noises, respectively. {wk} and {νk} stand for the modeling uncertainty and the measurement noise
sequences in the time-window, respectively. An objective function such as (5-2) helps to obtain a
worst-case estimate, i.e., an estimate of x0 in the presence of the worst disturbances the process
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could offer. To obtain such an estimate of x0, a minimax optimization problem arises. The mini-
max formulation with an objective function such as (5-2) prevents the optimization problem from
using brute force to maximize the cost [Banavar and Speyer, 1991, Simon, 2006a]. In contrast,
the optimizer must find a clever choice of noise sequences to maximize (5-2). Because the direct
minimization of (5-2) is not tractable, a common practice is to force the transfer function (5-2) to
fulfill a performance bound [Banavar and Speyer, 1991, Simon, 2006a]:
ψt (x0,{wk} ,{νk})≤
1
γ
(5-3)
with γ > 0 the performance bound. The performance criterion (5-3) is transformed to a perfor-
mance index for a differential game, where one player uses the worst noise sequences against the
clever choice of the initial condition x0 by the other player:
ψ¯t (x0,{wk} ,{νk}) =
1
2
‖x0− x¯0‖
2
Π−10
−
1
2γ
t−1
∑
k=0
(
‖wk‖
2
Q−1
+‖νk‖
2
R−1
)
≤ 0 (5-4)
Remark 5. The assumption in (5-3) refers to the performance bound the designer is imposing over
the filter. Because γ → ∞ the quantity 1γ → 0, the designer is enforcing the filter to guarantee a
lower maximum overshoot in the frequency domain. Conversely, if γ → 0, the quantity 1γ → ∞
and the filter will gradually lose robustness because a greater maximum overshoot in the frequency
domain is allowed.
With the above elements in mind, the estimation problem for uncertain, linear systems, namely
H∞-Full Information Estimator (H∞-FIE in short) is defined as follows
Unconstrained H∞-FIE. Consider a system that is dynamically described by (5-1), where wk and
νk are unknown but bounded. Given a sequence of t−1 output data, the estimate of xt , denoted by
xˆt|t−1 is computed by means of
xˆt|t−1 = A
t xˆ0|t−1+
t−1
∑
j=0
At− j−1Gwˆ j|t−1 (5-5)
with xˆ0|t−1 = x
∗
0 and
{
wˆ0|t−1, wˆ1|t−1, · · · , wˆt−1|t−1
}
=
{
w∗0,w
∗
1, · · · ,w
∗
t−1
}
from the solution of the
following minimax problem:
ψ¯∗t =min
x0
max
{wk},{νk}
ψ¯t (x0,{wk} ,{νk}) (5-6)
with ψ¯t as in (5-4).
Remark 6. Note that the H∞-FIE behaves as a smoother for k ∈ [0, t−1] and as a filter for k = t
due to the data window used at each sample time. Also note that, although this is a full information
estimation problem, the robust setting is guaranteed by the redefinition of the cost function in the
form of a disturbance attenuation function.
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5.1.2 Analytic solution for the unconstrained H∞-FIE.
The unconstrained H∞-FIE problem has an analytic solution because constraints are not initially
assumed. To proceed with the explicit solution of the unconstrained H∞-FIE, the cost function is
rewritten by using the output equation:
ψ¯t (x0,{wk}) =
1
2
‖x0− x¯0‖
2
Π−10
−
1
2γ
t−1
∑
k=0
(
‖wk‖
2
Q−1
+‖yk−Cxk‖
2
R−1
)
(5-7)
Note that νk is a function of the acquired measurement yk and the system state. Hence, the opti-
mization program (5-6) becomes
ψ¯∗t =min
x0
max
{wk}
ψ¯t (x0,{wk}) (5-8)
Now, let us rewrite the cost (5-7) without sums, i.e., in matrix form. For this purpose, the cost
related to the measurement noise is rewritten as a function of the initial condition and the modeling
uncertainty sequence by using


y1|t−1
y2|t−1
...
yt|t−1


︸ ︷︷ ︸
Yt
=


CA
CA2
...
CAt−1


︸ ︷︷ ︸
Γt
x0+


CG 0 · · · 0
CAG CG
. . .
...
...
...
. . . 0
CAt−1G CAt−2G CG


︸ ︷︷ ︸
Ξt


w0
w1
...
wt−1


︸ ︷︷ ︸
w˜t
+


ν1
ν2
...
νt


︸ ︷︷ ︸
ν˜t
(5-9)
where Yt ∈ R
t·p×1, Γt ∈ R
t·p×n, Ξt ∈ R
t·p×t·m, w˜t ∈ R
t·m×1, and ν˜t ∈ R
t·p×1. Thus, the cost related
to the measurement can be rewritten as
t−1
∑
k=0
‖yk−Cxk‖
2
R−1
=
t−1
∑
k=0
(yk−Cxk)
T
R−1 (yk−Cxk)
= (Y −Γx0−Ξw˜)
T
R¯(Y −Γx0−Ξw˜)
(5-10)
where the indexes are omitted for simplicity. With the above equations in mind, the cost (5-7) is
rewritten in a more compact form as
ψ¯t (x0,{wk}) =
1
2
(x0− x¯0)
T Π−10 (x0− x¯0)
−
1
2γ
[
w˜T Q¯w˜+(Y −Γx0−Ξw˜)
T
R¯(Y −Γx0−Ξw˜)
] (5-11)
where Q¯ and R¯ are block diagonal matrices defined as
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Q¯=
t⊕
j=1
Q−1j =


Q−1
Q−1
. . .
Q−1

 , R¯=
j⊕
j=1
R−1j =


R−1
R−1
. . .
R−1


Making the products, ordering, and avoiding terms without optimization parameters, (5-7) is finally
rewritten as follows:
ψ¯t (x0,{wk}) =
1
2
xT0
(
Π−10 − γ
−1ΓT R¯Γ
)
x0−
1
2γ
w˜T
(
ΞT R¯Ξ+ Q¯
)
w˜+
1
γ
(
Y T R¯Γx0
+Y T R¯Ξw˜− w˜TΞT R¯Γx0
)
− x¯T0 Π
−1
0 x0
(5-12)
Note that (5-12) is written as a quadratic function of x0 and w˜, the parameters to be optimized.
Because there are no constraints, the critical point is found by taking the derivatives of ψ¯t (x0,{wk})
with respect to each optimization parameter:
∂ψ¯t
∂x0
= xT0
(
Π−10 − γ
−1ΓT R¯Γ
)
+
1
γ
(
Y T R¯Γ− w˜TΞT R¯Γ
)
− x¯T0 Π
−1
0 (5-13a)
∂ψ¯t
∂ w˜
=−
1
γ
w˜T
(
ΞT R¯Ξ+ Q¯
)
+
1
γ
(
Y T R¯Ξ− xT0 Γ
T R¯Ξ
)
(5-13b)
If each of the derivatives above is set equal to zero, a two-equation system is obtained:
∂ψ¯t
∂x0
= 0⇒ xT0 =
[
x¯T0 Π
−1
0 +
1
γ
(
w˜TΞT R¯Γ−Y T R¯Γ
)](
Π−10 − γ
−1ΓT R¯Γ
)−1
(5-14a)
∂ψ¯t
∂ w˜
= 0⇒ w˜T =
(
Y T R¯Ξ− xT0 Γ
T R¯Ξ
)(
ΞT R¯Ξ+ Q¯
)−1
(5-14b)
To obtain the critical point, the system of equations (5-14) is solved. Replacing (5-14b) in (5-14a):
(
xT0
)∗
=
(
γ x¯T0 Π
−1
0 −Y
T R¯Γ+Y T R¯ΞMΞT R¯Γ
)(
γΠ−10 −Γ
T R¯Γ+ΓT R¯ΞMΞT R¯Γ
)−1
(5-15)
whereM =
(
ΞT R¯Ξ+ Q¯
)−1
. Then, using (5-15), (5-14b) is rewritten as
(
w˜T
)∗
=
{
Y T R¯Ξ−
[(
γ x¯T0 Π
−1
0 −Y
T R¯Γ+Y T R¯ΞMΞT R¯Γ
)
×(
γΠ−10 −Γ
T R¯Γ+ΓT R¯ΞMΞT R¯Γ
)−1]
ΓT R¯Ξ
}
M
(5-16)
where xˆ0|t−1 = x
∗
0 and {wˆk|t−1}
t−1
k=0 = w˜
∗
t . To verify the nature of the pair (x0,{wk}), the second
derivatives of ψt with respect to x
T
0 and w˜
T are taken. Then, if this point is the critical point we
seek, they must constitute a saddle point solution. Therefore,
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∂ 2ψ¯t
∂x20
= Π−10 − γ
−1ΓT R¯Γ (5-17a)
∂ 2ψ¯t
∂ w˜2
=−γ−1
(
ΞT R¯Ξ+ Q¯
)
(5-17b)
Thus, the conditions the filter must fulfill are reduced to guarantee the positive and negative defi-
niteness of these second order derivatives:
Π−10 − γ
−1
(
ΓT R¯Γ
)
≻ 0 (5-18a)
−γ−1
(
ΞT R¯Ξ+ Q¯
)
≺ 0 (5-18b)
It is worth to note the relations among Π0, R¯, Q¯, and γ . The matrix Π0 must be big enough to
guarantee the positive definiteness of (5-18a). Moreover, γ could be increased to make the second
term lower than the former. In Chapter 6, (5-18a) will be shown as the condition of convexity of
the cost function (5-7) with respect to x0. In a similar way, (5-18b) will be shown as the condition
of concavity of the cost function (5-7) with respect to {wk} provided (5-18b) is always negative
definite if R¯ and Q¯ are both positive definite. Later, conditions (5-18a) and (5-18b) will be modified
to the moving horizon approximation of the H∞-FIE.
5.2 A moving horizon approximation of the H∞-FIE
An analytical solution to the full information estimator in a H∞ setting was already given, namely
the H∞-FIE. However, although a robust framework was provided for the estimation problem, the
size of the optimization problem grows with time as the estimator processes more data.
In this section, a moving horizon approximation to the H∞-FIE is provided, denoted as H∞-MHE.
This approximation reformulates the estimation problem for uncertain, linear systems to account
for a limited set of data at each sample time. Hence, the solution of a new problem based on a
fixed-size minimax optimization problem arise. As a result, the complexity of the scheme will
not grow with time as the full information solution. However, as a fixed-size estimation window
is taken into account, data losses arise. In order to guarantee a good approximation, the old data
needs to be continuously summarized in such a way the filter behavior is as close as possible to the
full information counterpart.
5.2.1 The arrival cost.
The arrival cost is an important concept in estimation theory [Rao, 2000]. It helps to approximate
the effect of the old data on the state at the beginning of the estimation window. The arrival cost
is an analogue concept of the cost to go which is widely used in the model predictive control
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formulation. To make the approximation, the arrival cost must be redefined to fit in the robust
statement of the estimation problem.
Consider the optimization problem associated with the H∞-FIE, i.e., (5-8). The associated objec-
tive function (5-7) can be rearranged by dividing it into two parts
ψ¯t
(
x0,{wk}
t−1
k=0
)
= ψ¯t−N
(
x0,{wk}
t−N−1
k=0
)
−
1
2γ
t−1
∑
k=t−N
(
‖wk‖
2
Q−1
+‖yk−Cxk‖
2
R−1
)
(5-19)
where N is the so-called estimation horizon. This parameter helps the estimation procedure to
bound the size of the optimization problem to be solved at each sample time. Note that, the first
term after the equal sign is the cost from k = 0 to k = t−N−1 and the remainder one is the term
acting from k = t−N to k = t− 1. The cost ψ¯t−N needs to be approximated by the arrival cost
to avoid the use of the complete set of data. The arrival cost summarizes the effect of old data
{yk}
t−N−1
k=0 on the state xt−N to obtain an estimation procedure based on a fixed-size optimization
problem unlike those in a FIE setting [Rao, 2000]. As a matter of clarity, consider the redefinition
of the optimization program (5-8) with cost (5-7) using the arrival cost:
min
x0
max
{wk}
ψ¯t
(
x0,{wk}
t−1
k=0
)
≡min
xt−N
max
{wk}
t−1
k=t−N
−
1
2γ
t−1
∑
k=t−N
(
‖wk‖
2
Q−1
+‖yk−Cxk‖
2
R−1
)
+Θt−N(xt−N)
(5-20)
with Θt−N(z), the arrival cost, defined as
Θt(z) :=min
x0
max
{wk}
t−1
k=0
{ψ¯t (x0,{wk}) : x(t;x0,{wk}) = z} (5-21)
where the indexes on wk are recovered, for the sake of clarity. One way to approximate (5-21) is
by means of
Θt(z) = (z− x¯t)
T Π−1t (z− x¯t)+ ψ¯
∗
t (5-22)
where Πk, k = 0, ..., t is a matrix weighting the confidence we have on the a priori estimation at
time k. This matrix is important for many reasons. First, the matrix provides a quantity of how
good is the H∞-MHE estimate
1. This weighting matrix is also a guarantee of convergence and
stability of the filter [Rao, 2000]. Moreover, as this weighting matrix is part of the arrival cost,
then it helps to summarize the old data to reach the moving horizon approximation.
At time t the arrival cost can be used to rewrite (5-20) as
1The importance of this weighting matrix sequence is reinforced by Jazwinski by means of the following statement:
“The knowledge of Πk is just as important as knowing the estimate xˆk itself. An estimate is meaningless unless
one knows how good it is” [Jazwinski, 1970].
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ψˆ∗t (xt−N ,{wk}) :=min
xt−N
max
{wk}
t−1
k=t−N
−
1
2γ
t−1
∑
k=t−N
(
‖wk‖
2
Q−1
+‖yk−Cxk‖
2
R−1
)
+
1
2
(xt−N− x¯t−N)
T Π−1t−N (xt−N− x¯t−N)+
1
2
ψ¯∗t−N
(5-23)
where ψˆ∗T is used instead of ψ¯
∗
T because of the approximation made by means of the arrival cost.
Unlike the H∞-FIE scheme, x¯t−N is the moving horizon estimate of the state at time t−N instead
an a priori estimation. The pair (x¯t−N ,Πt−N) summarizes the prior information at time t −N.
For t ≤ N, the H∞-MHE is equivalent to the H∞-FIE. With the above elements in mind, the
unconstrained H∞-MHE is defined:
Unconstrained H∞-MHE. Consider a system that is dynamically described by (5-1), where wk
and νk are unknown but bounded. Given a sequence of t−N output data, the estimate of xt , denoted
as xˆt|t−1, is computed by means of (5-5) but modified as
xˆt|t−1 = A
t−N xˆt−N|t−1+
t−1
∑
j=t−N
At− j−1Gwˆ j|t−1 (5-24)
where xˆt−N|t−1 = x
∗
t−N and
{
wˆt−N|t−1, wˆt−N+1|t−1, · · · , wˆt−1|t−1
}
=
{
w∗t−N ,w
∗
t−N+1, · · · ,w
∗
t−1
}
are
obtained from the solution of the following minimax problem:
ψˆ∗t =min
xt−N
max
{wk}
ψˆt (xt−N,{wk}) (5-25)
where ψˆt is
ψˆt (xt−N ,{wk}) =
1
2
‖xt−N− x¯t−N‖
2
Π−1t−N
−
1
2γ
t−1
∑
k=t−N
(
‖wk‖
2
Q−1
+‖yk−Ckxk‖
2
R−1
)
+
1
2
ψˆ∗t−N (5-26)
An explicit solution for this problem can be given in analogy with (5-15) and (5-16) as follows
(
xTt−N
)∗
=
(
γ x¯Tt−NΠ
−1
t−N−Y
T R¯Γ+Y T R¯ΞMΞT R¯Γ
)(
γΠ−1t−N−Γ
T R¯Γ+ΓT R¯ΞMΞT R¯Γ
)−1
(5-27)
(
w˜T
)∗
=
{
Y T R¯Ξ−
[(
γ x¯Tt−NΠ
−1
t−N−Y
T R¯Γ+Y T R¯ΞMΞT R¯Γ
)
×(
γΠ−1t−N−Γ
T R¯Γ+ΓT R¯ΞMΞT R¯Γ
)−1]
ΓT R¯Ξ
}
M
(5-28)
where xˆt−N|t−1 = x
∗
t−N and {wˆk|t−1}
t−1
k=t−N = w˜
∗
t . However, the matrix Πt−N is still unknown. A
recursion for Πt−N is explained below.
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5.2.2 Recursive computation of the estimation error weighting Πk.
According to the analysis above, it is clear that a MHE approximation to the H∞-FIE is possible if
the right matrix is chosen to weight the estimation error at time t−N. For deeper insight into the
topic, a variational approach to the minimax problem is used [Bas¸ar and Bernhard, 1995]. Consider
(5-4) is rewritten as
ψ¯t = ‖x0− x¯0‖
2
Π−10
−
1
γ
t−1
∑
k=0
(
‖wk‖
2
Q−1
k
+‖yk−Ckxk‖
2
R−1
k
)
= ϕ(x0)+
t−1
∑
k=0
Lk
(5-29)
where it is clear that
ϕ(x0) = ‖x0− x¯0‖
2
Π−10
and Lk =−
1
γ
(
‖wk‖
2
Q−1
k
+‖yk−Ckxk‖
2
R−1
k
)
Note that (5-29) is written in such a way that optimal control tools can be used to solve it [Bas¸ar
and Bernhard, 1995, Bryson and Ho, 1975, Kirk, 2004]. To do so, the properties of the stationarity
of ψ¯T with respect to x0 and wk are taken into account by means of the Hamiltonian procedure.
First, consider an augmented version of ψ¯t in (5-29), denoted as ψ¯
a
t , where the dynamics of the
system are considered to be a set of soft constraints:
ψ¯at = ϕ(x0)+
t−1
∑
k=0
[
Lk+2λ
T
k+1 (Akxk+Gkwk− xk+1)
]
(5-30)
where λ1, ...,λt are the Lagrange multipliers associated with the aforementioned constraints. Using
some algebra, (5-30) is rewritten in terms of the Hamiltonian as
ψ¯at = ϕ(x0)+
t−1
∑
k=0
(
Hk−2λ
T
k xk
)
−2λtxt +2λ0x0 (5-31)
where Hk, the Hamiltonian, is defined as
Hk = Lk+2λ
T
k+1 (Akxk+Gkwk) (5-32)
The conditions required for a constrained stationary point are [Bas¸ar and Bernhard, 1995]
∂ψ¯at
∂xk
= 0, k = 0, ..., t (5-33a)
∂ψ¯at
∂wk
= 0, k = 0, ..., t−1 (5-33b)
∂ψ¯at
∂λk
= 0, k = 0, ..., t (5-33c)
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Conditions (5-33) can be written as
∂ψ¯at
∂x0
= 0 (5-34a)
∂ψ¯at
∂xt
= 0 (5-34b)
∂ψ¯at
∂xk
= 0, k = 1, ..., t−1 (5-34c)
∂ψ¯at
∂wk
= 0, k = 0, ..., t−1 (5-34d)
∂ψ¯at
∂λk
= 0, k = 0, ..., t (5-34e)
Condition (5-34e) ensures the fulfilment of the soft constraints, i.e., the plant dynamics. Therefore,
the first four conditions imply the following equations:
∂ψ¯at
∂x0
= 0⇒ x0 = x¯0+Π0λ0 (5-35a)
∂ψ¯at
∂wk
= 0⇒ wk = γQkG
T
k λk+1 (5-35b)
∂ψ¯at
∂xt
= 0⇒ λTt = 0 (5-35c)
∂ψ¯at
∂xk
= 0⇒
∂H
∂xk
−2λTk = 0, k = 1, ..., t−1 (5-35d)
(5-35d) can be rewritten as the following condition:
λk =
1
γ
CTk R
−1
k (yk−Ckxk)+A
T
k λk+1 (5-36)
Replacing (5-35b) in the state equation (5-1) gives
xk+1 = Akxk+ γGkQkG
T
k λk+1 (5-37)
Consider the conditions (5-35a) and (5-35c). These equations are the boundary conditions of the
two-point boundary value problem (5-36) and (5-37)
 xk+1
λk

=

 Ak GkQkGTk
−γ−1CTk R
−1
k Ck A
T
k λk+1



 xk
λk+1

+

 0
γ−1CTk R
−1
k yk


Since the two-point value problem is linear, the solution is assumed to be of the form
xk = µk+Πkλk (5-38)
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where µk is a guess of the state at the time step k. Then, the evolution of the state is assumed to be
a function of the unknowns µk and Πk. Substituting (5-38) into (5-37) gives
µk+1+Πk+1λk+1 = Akµk+AkΠkλk+ γGkQkG
T
k λk+1 (5-39)
Substituting (5-38) into (5-36) produces
λk =
1
γ
CTk R
−1
k (yk−Ckµk)−
1
γ
CTk R
−1
k CkΠkλk+A
T
k λk+1 (5-40)
Rearranging (5-40) yields
λk =
[
I+
1
γ
CTk R
−1
k CkΠk
]−1[
ATk λk+1+
1
γ
CTk R
−1
k (yk−Ckµk)
]
(5-41)
Substituting this expression for λk into (5-39) gives
µk+1+Πk+1λk+1 = Akµk+ γGkQkG
T
k λk+1
+AkΠk
[
I+
1
γ
CTk R
−1
k CkΠk
]−1[
ATk λk+1+
1
γ
CTk R
−1
k (yk−Ckµk)
]
(5-42)
This equation can be rearranged as
µk+1+Akµk+AkΠk
[
I+
1
γ
CTk R
−1
k CkΠk
]−1[
1
γ
CTk R
−1
k (yk−Ckµk)
]
=
{
−Πk+1+AkΠk
[
I+
1
γ
CTk R
−1
k CkΠk
]−1
ATk + γGkQkG
T
k
}
λk+1
(5-43)
For (5-43) to hold for arbitrary λk, each side is set to be equal to the zero matrix of corresponding
order, resulting in
µk+1 = Akµk−AkΠk
[
I−
1
γ
CTk R
−1
k CkΠk
]−1[
1
γ
CTk R
−1
k (yk−Ckµk)
]
(5-44a)
Πk+1 = AkΠk
[
I+
1
γ
CTk R
−1
k CkΠk
]−1
ATk + γGkQkG
T
k (5-44b)
where (5-44b) reflects the variation of the estimation error weight in a recursive way.
5.2.3 The H∞-MHE algorithm.
The following algorithm summarizes the H∞-MHE procedure:
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Algorithm 1 Unconstrained H∞-MHE algorithm.
Require: x¯0, Π0, N, Q, and R.
1: if t ≤ N then
2: Compute x0 and w˜t using (5-15) and (5-16), respectively, i.e., under the H∞-FIE setting.
3: Compute xˆt|t−1 by means of (5-8).
4: Compute Πt from (5-44b).
5: else
6: Compute xˆt−N and {wˆk}
t−1
t−N with (5-27) and (5-28), respectively, using Πt−N saved from
previous iterations, under the H∞-MHE setting. x¯t−N is the a priori guess of xt−N , which is
given by its H∞-MHE estimation.
7: Compute xˆt|t−1 by means of (5-24).
8: Compute Πt from (5-44b).
9: end if
5.3 Numerical example: the spring-mass-damper system
revisited
The first numerical example of Section 3.4.1 is now revisited to compare the filters presented
in that section with the unconstrained H∞-MHE derived in this chapter. Hence, using model
(3-23), four filters are designed: a Kalman filter, the H∞ filter presented in [Mangoubi et al.,
1994a], the H∞ filter presented in [Simon, 2006a], and the proposed H∞-MHE. For the sake of
clarity, the filters presented in [Mangoubi et al., 1994a] and [Simon, 2006a] are referred as RF1 and
RF2, respectively. RF1 and RF2 are compared here because they provide a robust design against
unknown inputs using the H∞ theory by means of the game-theoretical approach.
The plant and the estimators are initialized, respectively, as follows:
x0 =
[
2 4
]T
, xˆ0 =
[
0 0
]T
In this work, an ideal scenario for the KF is neglected to test the filters against unknown-type
disturbances. The noise νk is assumed to be zero-mean white-noise with a covariance of 0.005.
The noise wk is not assumed to be a Gaussian noise but rather a zero-mean white noise with unit
covariance after being filtered by the following low-pass filter:
F(s) =
0.5
s+0.1
Moreover, at time k = 60, an impulse signal with a gain of 100 is added to wk. Because there are
no explicit strategies to tune the filters, they were tuned by a trial-and-error procedure as follows:
for RF1, the tuning parameters areM, P0, and γ . γ is found by an iterative procedure involving the
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solution of a Riccati equation, once M and P0 are defined
2. M and P0 are sought to minimize the
mean square estimation error. Then, fixingM to be the identity matrix, the best value of P0 is found
to be αI2 with α = 2. Decreasing α from this value decreases γ and vice versa. The variation ofM
does not affect the performance of the filter significantly in this example; hence, it is chosen to be
the identity matrix. For RF2, the tuning parameters are Sk, Lk, Qk, Rk, P0, and γ = 1/γs. Analogous
to RF1, after fixing each parameter to a certain value, γs is found by an iterative solution of a
Riccati equation 3. Then, the parameters to be modified are in the order of variation Qk, P0, Sk,
and Lk. Finally for the H∞-MHE filter, the parameters are Qk, Rk, P0, and γ . The weighting matrix
penalizing the estimation error term is found from the solution of a Ricatti equation (5-44b). The
order of tuning in this filter is P0, Qk, and Rk. The final values for KF, RF1, RF2, and H∞-MHE
are presented in Table 5-1, where N.A means “not applicable” and I2 represents the identity matrix
of second order.
Table 5-1: Tuning parameters of KF, RF1, and RF2
Filter Qk Rk Po γ Mk Sk Lk
KF I2 1 I2 N.A N.A N.A N.A
RF1 I2 1 2I2 3.43 I2 N.A N.A
RF2 diag(0.01,1×10−5) 0.1 10I2 12.5 N.A I2 I2
H∞-MHE 10I2 0.1 10I2 1 N.A Πk N.A
Figures 5-1 and 5-2 show the time responses of the filters for states x1 and x2, respectively. The
performance improvement of both the transient and steady-state responses of the H∞-MHE is
evident if compared to the other filters. The aforementioned statement is also supported by Figures
5-3 and 5-4, where the estimation errors are plotted. Moreover, the performance assessment of the
filters is completed by means of the mean square error index, as presented in Table 5-2.
2The Riccati equation is Pk+1 = A˜kH
−1
k A˜
T + B˜kB˜
T
k , k = 0, ...,N− 1, Hk = P
−1
k − γ
−2MTk Mk. A˜k = Ak−KkCk, B˜k =
Bk−KkDk, and Kk a Kalman-like gain. See [Mangoubi et al., 1994a] for further details
3The Riccati equation is Pk+1 = AkPk
[
I−θ S¯kPk+C
T
k R
−1
k CkPk
]−1
ATk +Qk. See [Simon, 2006a] for further details.
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Figure 5-1: Time response of xˆ1 in the four filters
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Table 5-2: Mean square error of the filters
State KF RF1 RF2 H∞-MHE
MSE x1 0.2723 0.2144 0.0662 0.0059
MSE x2 1.6132 1.3108 0.7030 0.5720
The Kalman filter and RF1 show a lack of robustness against the applied disturbances, which can
be explained easily for the Kalman filter because it was conceived to fulfill different assumptions.
RF1, on the other hand, gives a poor performance due to the lack of tuning knobs if compared
to RF2 and the H∞-MHE. Based on the foregoing analysis, the performances of RF2 and the
proposed H∞-MHE were significantly better. In addition, the H∞-MHE behaves better than RF2
for the presented scenario.
In this Chapter, a novel robust estimation scheme based on the MHE philosophy was presented.
Numerical results support the performance improvement of the proposed filter with respect to
filters for similar purposes and the well-known Kalman filter in an unconstrained scenario. In the
next Chapter, a numerical solution is provided to the H∞-MHE when constraints are available.
Moreover, the stability proof is provided.
6 Constrained Moving Horizon
Estimator based on the H∞-norm
In Chapter 5, a novel estimation scheme based on the moving horizon estimator and the game-
theoretical approach of the H∞ filtering was presented, namely the H∞-MHE. Robustness of the
proposed scheme against unknown disturbances was verified by means of a numerical example.
However, when there is additional information about the system dynamics in form of constraints,
the previous analytic formulation fails since there is no way to include the constraints in the for-
mulation. To overcome the above drawback, the minimax optimization problem must be solved
numerically by using an appropriate algorithm. Before presenting the numerical solution of the
minimax problem, let the constrained H∞-MHE problem be defined as:
Constrained H∞-MHE. Consider a system that is dynamically described by (5-1)
xk+1 = Axk+Gwk
yk =Cxk+νk
where xk ∈R
n is the system state and wk ∈ R
m and νk ∈ R
p are unknown but bounded noises. It is
known that the states and the disturbances satisfy the following constraints:
xk ∈ X, wk ∈W, and νk ∈ V (6-1)
where the sets X, W, and V are polyhedral and convex, i.e., X = {x :Dx≤ d} with 0 ∈W and
0 ∈ V. Given a sequence of t−N output data, the estimate of xt , denoted by xˆt|t−1, is computed by
means of (5-24)
xˆt|t−1 = A
t−N xˆt−N|t−1+
t−1
∑
j=t−N
At− j−1wˆ j|t−1
where xˆt−N|t−1 = x
∗
t−N and {wˆt−N , wˆt−N+1, · · · , wˆt−1} =
{
w∗t−N ,w
∗
t−N+1, · · · ,w
∗
t−1
}
are obtained
from the solution of the following minimax problem:
ψˆ∗t =min
xt−N
max
{wk}
ψˆt (xt−N ,{wk})
s.t (5-1) and (6-1)
(6-2)
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i.e., a minimax problem is solved subject to the fulfilment of hard constraints (6-1) and the system
model (5-1). The objective function was defined by (5-26), and repeated for the sake of conve-
nience
ψˆt (xt−N ,{wk}) =
1
2
‖xt−N− x¯t−N‖
2
Π−1t−N
−
1
2γ
t−1
∑
k=t−N
(
‖wk‖
2
Q−1
+‖yk−Ckxk‖
2
R−1
)
+
1
2
ψˆ∗t−N
The matrices R, Q and Π0 are assumed to be symmetric and positive definite. Π0 is the initial
condition of the recursion of Πk in (5-44b).
6.1 Approximate numerical solution of the constrained
H∞-MHE
In this section, a numerical solution to the constrained H∞-MHE is provided by means of an
approximation. To provide such a solution, consider the cost function (5-26) is rewritten in matrix
form as
ψˆt (xt−N,{wk}) =
1
2
(xt−N− x¯t−N)
T Π−1t−N (xt−N− x¯t−N)
−
1
2γ
[
w˜T Q¯w˜+(Y −Γxt−N−Ξw˜)
T
R¯(Y −Γxt−N−Ξw˜)
]
+
1
2
ψˆ∗t−N
(6-3)
where w˜= {wk}
t−1
k=t−N , x¯t−N is an a priori guess of the state provided by the H∞-MHE estimate of
the state at time t−N, and Q¯ and R¯ are block diagonal matrices defined as
Q¯=
t−1⊕
j=t−N
Q−1j =


Q−1
Q−1
. . .
Q−1

 , R¯=
t−1⊕
j=t−N
R−1j =


R−1
R−1
. . .
R−1


Making the products, ordering, and avoiding terms without optimization parameters, (6-3) is
rewritten as follows:
ψ¯t (xt−N ,{wk}) =
1
2
xTt−N
(
Π−1t−N− γ
−1ΓT R¯Γ
)
xt−N−
1
2γ
w˜T
(
ΞT R¯Ξ+ Q¯
)
w˜
+
1
γ
[(
Y T R¯Γ− γ x¯Tt−NΠ
−1
t−N
)
xt−N +Y
T R¯Ξw˜− w˜TΞT R¯Γxt−N
] (6-4)
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Note that the two first terms of the previous equation are quadratic with respect to the optimization
parameters. The pure linear terms associated with these parameters are also given. However, there
is only one term involving both the estimate of the state at the beginning of the window and the
disturbance sequence, i.e., xt−N and {wk}
t−1
k=t−N , respectively. Therefore, the minimax optimization
is not separable and hence the application of an specialized algorithm is needed. In order to avoid
the application of such a complex minimax optimization algorithm, an assumption is made:
Assumption I: the term w˜TΞT R¯Γx¯t−N is a good approximation of w˜
TΞT R¯Γxt−N .
Remark 7. Note that, at time t the estimate of the state at the beginning of the time window
xˆt−N|t−1 is sought from the solution of the minimax problem. However, from the past data, there
exist a H∞-MHE estimate of xt−N , i.e. xˆt−N|t−N−1. Therefore, xˆt−N|t−N−1 is a good guess of
xˆt−N|t−1.
By using the last assumption, the minimax optimization becomes separable and allows the compu-
tation of the disturbance sequence maximizing the cost function. Then, the disturbance sequence
is computed as follows
w˜∗ =argmax
{w}
−
1
2γ
w˜T
(
ΞT R¯Ξ+ Q¯
)
w˜+
1
γ
(
Y T R¯Ξ− x¯Tt−NΓ
T R¯Ξ
)
w˜
s.t wk ∈W
(6-5)
which can be solved as a constrained quadratic program. Once the disturbance sequence is found,
the approximation made by Assumption 2 is no longer needed and the problem is set as it was
originally stated. Therefore, the initial condition minimizing the original problem is computed as:
x∗t−N =argmin
xt−N
1
2
xTt−NM˜xt−N +
1
γ
[
Y T R¯Γ− γ x¯Tt−NΠ
−1
t−N− (w˜
∗)T ΞT R¯Γ
]
xt−N
s.t. xk ∈ X and νk ∈ V, with M˜ = Π
−1
t−N− γ
−1ΓT R¯Γ
(6-6)
6.2 Stability Analysis of the H∞-MHE filter
Stability is a very important issue to fulfil when both controllers and estimators are dealt with.
Almost every well-known controller and/or estimator must guarantee stability even in a very re-
stricted scenario. This gives a feasibility certificate among control theorists. In what is attained
with the ongoing contribution, it has been shown that an optimization-based estimator for uncer-
tain, linear systems works under some scenarios. However, a stability proof is needed in order to
generalize the functioning of the proposed filter.
As Rao and coworkers pointed out in [Rao et al., 2001], the implications of constraints are more
subtle than for the regulator, i.e., the model predictive controller. The difference is that the esti-
mator has no control over the behavior over the state of the system. A poor choice of constraints
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may prevent the convergence to the true state of the system [Rao et al., 2001]. Examples of how
constraints prevent the convergence of the MHE are given in [Rao, 2000].
Consider the H∞-FIE cost function (5-7) defined over X×W. Then by using the Definition 1, the
Equation (5-7), x0 ∈ X, and w0 ∈W define a static zero-sum game to estimate x1 in a H∞-FIE
setting. Related to the above, there are two values to be introduced:
ψ¯u := inf
x0∈X
sup
w∈W
ψ¯(x0,w) (6-7)
ψ¯ l := sup
w∈W
inf
x0∈X
ψ¯(x0,w) (6-8)
where ψ¯u and ψ¯ l stand for the upper and lower values of the zero-sum game, respectively. Using
(2-12), if the equality is satisfied for ψ¯ , then there exists ψ¯∗ known as the value of the zero-sum
game
ψ¯∗ = ψ¯u = ψ¯ l (6-9)
Therefore, if there exists a pair
(
x∗0 ∈ X,w
∗
0 ∈W
)
such that
min
x0∈X
ψ¯(x0,w
∗
0) = max
w0∈W
ψ¯(x∗0,w0) = ψ¯(x
∗
0,w
∗
0) = ψ¯
∗ (6-10)
then the pair
(
x∗0,w
∗
0
)
is called a (pure-strategy) saddle-point solution. The saddle-point solution
will also satisfy the following inequality:
ψ¯(x∗0,w0)≤ ψ¯(x
∗
0,w
∗
0)≤ ψ¯(x0,w
∗
0),∀x0,w0 ∈ X×W. (6-11)
The following theorems from [Bas¸ar and Bernhard, 1995] guarantee the existence of a saddle-point
solution of the H∞-FIE to estimate x1 from x0 .
Theorem 1. Let X, W be compact, and ψ¯ be continuous in the pair (x0,w0). Then there exists a
saddle-point solution in mixed policies.
Proof. See [Bas¸ar and Bernhard, 1995].
Theorem 2. In addition to the hypothesis of Theorem 1 above, letX andW be convex, ψ¯ is convex
in x0 ∈X for every w0 ∈W and concave for w0 ∈W for every x0 ∈X. Then, there exists a saddle-
point in pure policies. If, furthermore, ψ¯ is strictly convex-concave, the saddle-point solution is
unique.
Proof. See [Bas¸ar and Bernhard, 1995].
Remark 8. By definition, the concept of mixed strategy covers pure strategy [Bas¸ar and Bernhard,
1995].
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As the time goes forward, a zero-sum dynamic game needs to be solved at each sample time.
Unlike the zero-sum static games, the zero-sum dynamic games deal with the fulfiling of a system
dynamics. For the sake of completeness, consider (5-1) with (5-7) which is to be minimized by x0
and maximized by Player {wk}, respectively
xk+1 = Axk+Gwk
yk =Cxk+νk
ψ¯t (x0,{wk}) =
1
2
‖x0− x¯0‖
2
Π−10
−
1
2γ
t−1
∑
k=0
(
‖wk‖
2
Q−1
+‖yk−Cxk‖
2
R−1
)
where the state take values inX and each wk inW. Then, we refer to x0 and {wk}
t−1
k=0 as the policies
minimizing and maximizing ψ¯t , respectively. Let X =X andW be the spaces of the policies x0 and
{wk}
t−1
k=0, respectively
1. From Definition 2 in Chapter 2, a pair of policies
(
x∗0,{wk}
∗) constitutes
a saddle-point solution for the game {ψ¯ ;X ,W} if for all (x0,{wk}) ∈ X×W
ψ¯t(x
∗
0,w0)≤ ψ¯t(x
∗
0,w
∗
0)≤ ψ¯t(x0,w
∗
0),∀x0,w0 (6-12)
where ψ¯∗ denotes the value of the game.
Now, the monotonicity of the saddle-point value of the H∞-FIE is considered. Assume Π0, Q¯,
and R¯ are definite positive. Then, ψ¯t(x0,{wk}) in (5-7) is strictly convex in x0 and strictly concave
in {wk}
t−1
k=0 if conditions (5-18a) and (5-18b) are fulfiled. From Theorem 2, it follows that the
H∞-FIE admits a unique (pure-strategy) saddle-point. This solution is given by (5-15) and (5-16)
in the unconstrained case.
To show the saddle-point feasibility of the solution for the H∞-MHE, let the cost function (5-22)
be considered
ψˆt (xt−N ,{wk}) =
1
2
‖xt−N− x¯t−N‖
2
Π−1t−N
−
1
2γ
t−1
∑
k=t−N
(
‖wk‖
2
Q−1
+‖yk−Cxk‖
2
R−1
)
+ ψˆ∗t−N
The following lemma provides a necessary and sufficient condition for (5-22) to be strictly concave
in {wk}
t−1
k=t−N and strictly convex in xt−N .
Lemma 1. Assume Π0, Q and R are positive definite. For the quadratic two-person zero-sum
dynamic game described by (5-1) and (5-22), the functional ψˆt is strictly concave in {wk}
t−1
k=t−N
for all xt−N ∈ X and is strictly convex in xt−N , for all {wk}
t−1
k=t−N ∈W if, and only if,
Π−1k − γ
−1(ΓT R¯Γ)≻ 0 (6-13)
where Πk is given by (5-44b)
1W is the cartesian product of t− 1 timesW
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Πk+1 = AkΠk
[
I+
1
γ
CTk R
−1
k CkΠk
]−1
ATk + γGkQkG
T
k
Proof. Concavity of ψˆt is guaranteed by (5-18b)
γ−1(ΞT R¯Ξ+ Q¯)≻ 0
provided R¯ and R¯ positive definite. Since ψ¯t is a quadratic functional of x0, the requirement of
strict convexity is equivalent to the existence of a unique solution to the optimal control problem
min
xt−N∈X
ψˆt(xt−N,{w
∗
k}) (6-14)
subject to the dynamics and for each sequence {wk}
t−1
k=t−N ∈W . Furthermore, since the Hessian
matrix of ψˆt with respect to xt−N is independent of {wk}
t−1
k=t−N , the positive definiteness of (6-13)
guarantees what is claimed.
We showed that both the H∞-FIE and the H∞-MHE problems guarantee a saddle-point solution
at each sample time if conditions (5-18a), (5-18b) and (6-13), (5-18b) are fulfiled, respectively.
Then, a sequence of saddle-points are expected as time goes on. To prove stability of the filter,
the Lyapunov stability theory is used. In this case, as constraints are present, a modified Lyapunov
stability theory is needed [Keerthi and Gilbert, 1988, Rao, 2000]. The following definition gives
the guidelines towards the stability proofs.
Definition 5. [Rao et al., 2001]. The estimator is an asymptotically stable observer for the system
xk+1 = Axk, yk =Cxk (6-15)
if for any ε there correspond a number δ > 0 and a positive integer t¯ such that ‖x0− x¯0‖ ≤ δ and
x¯0 ∈ X, then ‖x¯t −A
tx0‖ ≤ ε for all t ≥ t¯ and x¯t → A
tx0 as t→ ∞.
At the end, the stability of the filter must be proven in the sense of Definition 5. A concern in
guaranteeing stability is how constraints are addressed. The following assumption gives a way to
handle the constraints in the stability proof [Rao et al., 2001].
Assumption II. Suppose the system (6-15) with initial condition x0 generates the data yk =CA
kx0.
It is assumed the existence of x0|∞ and {wk}
∞
k=0, and ρ > 0 such that
(
x0|∞− x¯0
)T
Π−10
(
x0|∞− x¯0
)
−
1
γ
(
∞
∑
k=0
wTk|∞Q
−1wk|∞ +ν
T
k|∞R
−1νk|∞
)
≤−ρ‖x0− x¯0‖
2
and
xk|∞ ∈ X,wk|∞ ∈W, andνk|∞ ∈ V
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where xk|∞ := x(k,x0|∞,
{
w j|∞
}
) and νk|∞ := yk−Cx(k,x0|∞,
{
w j|∞
}
).
Assumption II states the existence of a feasible state and disturbance sequence yielding bounded
cost if an infinite amount of data is considered. To establish asymptotic stability for both the
H∞-FIE and the H∞-MHE, we require the following lemma.
Lemma 2. Suppose (C,A) is observable and N ≥ n. If
t−1
∑
k=t−N
‖wk|t−1‖
2
Q−1
+‖νk|t−1‖
2
Q−1
→ 0
then ‖xˆt − xt‖→ 0
Proof. See the Appendix 6.4.
Proposition 1. AssumeQ, R, and Π0 positive definite, (C,A) observable, and Assumption II holds.
Then, the H∞-full information estimator is an asymptotically stable observer for the system (6-15).
Proof. Assume throughout the proof t > n, where n is the order of the system. Convergence is
demonstrated first. The existence of the solution to the H∞-FIE problem was already shown.
Moreover, Assumption II guarantees a feasible trajectory given the infinite set of data. By opti-
mality, ψ¯∗k ≥−ρ‖x0− x¯0‖
2 for all k, ρ > 0. Consider the cost function at times t and t+1
ψ¯∗t = ‖xˆ0|t−1− x¯0‖
2
Π0
−
1
γ
(
t−1
∑
k=0
‖wˆk|t−1‖
2
Q−1
+‖νˆk|t−1‖
2
R−1
)
ψ¯∗t+1 = ‖xˆ0|t − x¯0‖
2
Π0
−
1
γ
(
t
∑
k=0
‖wˆk|t‖
2
Q−1
+‖νˆk|t‖
2
R−1
)
= ‖xˆ0|t − x¯0‖
2
Π0
−
1
γ
(
t−1
∑
k=0
‖wˆk|t‖
2
Q−1
+‖νˆk|t‖
2
R−1
)
−
1
γ
(
‖wˆt|t‖
2
Q−1
+‖νˆt|t‖
2
R−1
)
where νˆk|t := yk−Cxˆk|t and xˆk|t = x(k; xˆ0|t ,{wˆk|t}). Let the difference between the optimal values
at times t+1 and t be written as
ψ¯∗t+1− ψ¯
∗
t =‖xˆ0|t − x¯0‖
2
Π0
−
1
γ
(
t−1
∑
k=0
‖wˆk|t‖
2
Q−1
+‖νˆk|t‖
2
R−1
)
−
1
γ
(
‖wˆt|t‖
2
Q−1
+‖νˆt|t‖
2
R−1
)
−
[
‖xˆ0|t−1− x¯0‖
2
Π0
−
1
γ
(
t−1
∑
k=0
‖wˆk|t−1‖
2
Q−1
+‖νˆk|t−1‖
2
R−1
)] (6-16)
Note that,
(
xˆ0|t ,
{
wˆ0|t−1, · · · , wˆt−1|t−1,wt|t
})
and
(
xˆ0|t ,
{
wˆk|t−1
}t−1
k=0
)
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are feasible at times t−1 and t, respectively, though not optimum (in the saddle-point sense). Also
note that the last disturbance component to be applied at time t is not optimized, i.e., it is a free
parameter. Using these solutions, (6-16) becomes an inequality as it is verified by means of (6-11),
ψ¯∗t+1− ψ¯
∗
t ≤ ‖xˆ0|t − x¯0‖
2
Π0
−
1
γ
(
t−1
∑
k=0
‖wˆk|t−1‖
2
Q−1
+‖νˆk|t−1‖
2
R−1
)
−
1
γ
(
‖wt|t‖
2
Q−1
+‖νt|t‖
2
R−1
)
−‖xˆ0|t + x¯0‖
2
Π0
+
1
γ
(
t−1
∑
k=0
‖wˆk|t−1‖
2
Q−1
+‖νˆk|t−1‖
2
R−1
)
=−
1
γ
(
‖wt|t‖
2
Q−1
+‖νt|t‖
2
R−1
)
(6-17)
Then, from the last inequality the sequence {ψ¯∗t } is non-increasing and bounded below by−ρ‖x0−
x¯0‖
2 which in turns implies the convergence of the sequence to {ψ¯∗∞}≥−ρ‖x0− x¯0‖
2 >−∞. Con-
vergence implies for some fixed N ≥ n,
ψ¯∗t − ψ¯
∗
t−N ≤−
1
γ
(
t−1
∑
k=t−N
‖wˆk|t−1‖
2
Q−1
+‖νˆk|t−1‖
2
R−1
)
→ 0 (6-18)
as t→ ∞. Then, by Lemma 2, it follows that the estimation error ‖xˆt −A
tx0‖→ 0 as t→ ∞.
Stability is proved in the sense of the Definition 5. Let ε > 0 and choose ζ as in the proof of
Lemma 2 in Appendix 6.4. If δ > 0 is chosen such that −ρδ 2 > −ζ , the following inequality is
obtained for all t ≥ n
−ρδ 2 ≤ ‖x∗0|t−1− x¯0‖
2
Π−10
−
1
γ
(
t−1
∑
k=0
‖wˆk|t−1‖
2
Q−1
+‖νˆk|t−1‖
2
R−1
)
≤ ‖xˆ0|t−1− x¯0‖
2
Π−10
−
1
γ
(
t−1
∑
k=t−N
‖wˆk|t−1‖
2
Q−1
+‖νˆk|t−1‖
2
R−1
)
The term ‖xˆ0|t−1− x¯0‖
2
Π−10
≥ 0 is dependent of the initial guess x¯0. If the initial guess is a good
approximation of the real initial state, then the above cost is close to zero. As it is expected, this
cost tends to a constant as time increases since the more data is available the better is the estimation
of the initial state. On the other hand, the term−1γ
(
∑t−1k=0 ‖wˆk|t−1‖
2
Q−1
+‖νˆk|t−1‖
2
R−1
)
≤ 0 is always
decreasing as more data is processed. Therefore the following inequality is also true
−ζ ≤−ρδ 2 ≤−
1
γ
(
t−1
∑
k=t−N
‖wˆk|t−1‖
2
Q−1
+‖νˆk|t−1‖
2
R−1
)
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By Lemma 2, if the above inequality holds, theH∞-FIE is an asymptotically stable observer for the
system (6-15) in the sense of Definition 5. Therefore, if the initial estimation error ‖x0− xˆ0‖ ≤ δ ,
then the estimation error ‖xˆt −A
tx0‖ ≤ ε for all t ≥ n as claimed.
Similarly to the classic MHE, the positive definiteness of the matrix Πt must be guaranteed. As
Πt is computed from a Riccati recursion, the positive definiteness of the unique solution is well
established by the following technical Theorem
Theorem 3. Subject to Π0> 0, then the detectability of (C,A) and the nonexistence of unreachable
modes of (A,GQ1/2) on the unique circle are necessary and sufficient conditions for
lim
t→∞
Πt = Π∞
where Π∞, with initial condition Π0, is the unique stabilizing solution of the Riccati equation
(5-44b).
Proof. The proof is provided in [de Souza et al., 1986].
If Π0 is chosen such that Π0 ≥ Π∞, then Πk is positive definite ∀k ≥ 0. As an alternative, if G is
nonsingular (GQGT positive definite), then Πk is also positive definite ∀k ≥ 0. Before proceeding
with the stability of the H∞-MHE, the following assumption is posed
Assumption III: the error weighting matrix Πt , defined by (5-44b), satisfies the following inequal-
ity for all p ∈Rt :
(p− xˆt)
TΠ−1t (p− xˆt)+ ψˆ
∗
t ≥min
xt−N
max
{wk}
{ψˆt(xt−N,{wk}) : x(N;xt−N ,{wk}) = p}
:= Θˆt(p)
where the minimization and the maximization are subject to the constraints (6-1). The following
Proposition guarantees the stability of the H∞-MHE.
Proposition 2. Suppose the matrices Q, R, and Π0 are positive definite, (C,A) is observable,
Assumption II holds, N ≥ 0, and either
1. The matrix G is nonsingular, or
2. (A,GQ1/2) is controllable and Π0 ≥Π∞.
Then the constrained H∞-MHE is an asymptotically stable observer for the system (6-15).
Proof. As in the H∞-MHE stability proof, convergence of the objective function is firstly demon-
strated. Then, the stability of the filter is shown in the sense of Definition 5. An optimal solution to
the constrained H∞-MHE problem exists as stated by Lemma 1 and Assumption II. By definition,
and stated by (6-18)
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ψ¯∗t − ψ¯
∗
t−N ≤−
1
γ
(
t−1
∑
k=t−N
‖wˆk|t−1‖
2
Q−1
+‖νˆk|t−1‖
2
R−1
)
→ 0
As the aim is to demonstrate that −ρ‖x0− x¯0‖
2 is a uniform bound, let an induction argument
be considered. The case when t ≤ N is equivalent to the H∞-FIE. It was already shown that
−ρ‖x0− x¯0‖
2 is indeed a lower bound to the associated objective function. By using Assumption
III
Θˆt(xt|∞)≤ (xt|∞− xˆt)
TΠ−1t (xt|∞− xˆt)+ ψˆ
∗
t
For the induction argument, assume that
Θˆt−N(xt−N|∞)≤ (xt−N|∞− xˆt−N)
TΠ−1t−N(xt−N|∞− xˆt−N)+ ψˆ
∗
t−N
By optimality, the induction assumption, and the properties related to the arrival cost, for all t ≥N,
min
xt−N
max
{wk}
{
−
1
γ
(
t−1
∑
k=t−N
‖wk‖
2
Q−1
+‖νk‖
2
R−1
)
+ Θˆt−N(xt−N) : x(N;xt−N ,{wk}) = xt|∞
}
≥−ρ‖x0− xˆ0‖
2
by Assumption I, because the solution to the estimation problem by using an infinite set of data is
feasible. Using the induction argument the following inequality also holds
min
xt−N
max
{wk}
{
−
1
γ
(
t−1
∑
k=t−N
‖wk‖
2
Q−1
+‖νk‖
2
R−1
)
+(xt−N− xˆt−N)
TΠ−1t−N(xt−N− xˆt−N)
+ ψˆ∗t−N : x(N;xt−N ,{wk}) = xt|∞
}
≥
min
xt−N
max
{wk}
{
−
1
γ
(
t−1
∑
k=t−N
‖wk‖
2
Q−1
+‖νk‖
2
R−1
)
+ Θˆt−N(xt−N) : x(N;xt−N ,{wk}) = xt|∞
}
≥−ρ‖x0− xˆ0‖
2
Finally by Assumption III
(xt − xˆt)
TΠ−1t (xt − xˆt)+ ψˆ
∗
t
≥ min
xt−N
max
{wk}
{
−
1
γ
(
t−1
∑
k=t−N
‖wk‖
2
Q−1
+‖νk‖
2
R−1
)
+ Θˆt−N(xt−N) : x(N;xt−N ,{wk}) = xt|∞
}
≥ −ρ‖x0− xˆ0‖
2
where is verified that
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ψˆ∗t ≥−ρ‖x0− xˆ0‖
2
with every optimization procedure fulfilling the constraints (6-1). Hence, the sequence {ψˆ∗t } is
monotone nonincreasing and bounded below by −ρ‖x0− xˆ0‖
2. As verified before, convergence
implies (6-18) as t → ∞. By Lemma 2, the estimation error ‖xˆt −A
tx0‖ → 0 as t → ∞. Now,
the stability proof follows a similar procedure as for the H∞-FIE. Let ε > 0 and choose ζ > 0
sufficiently small for t = N as specified in Lemma 2. Choose δ > 0 such that −ρδ 2 > −ζ , then
the following inequality holds for all t ≥ N
−ρδ 2 ≤ ‖xˆt−N|t−1− xˆt−N‖
2
Π−1t−N
−
1
γ
(
t−1
∑
k=t−N
‖wˆk|t−1‖
2
Q−1
+‖νˆk|t−1‖
2
R−1
)
+ ψˆ∗t−N
≤ ‖xˆt−N|t−1− xˆt−N‖
2
Π−1t−N
−
1
γ
(
t−1
∑
k=t−N
‖wˆk|t−1‖
2
Q−1
+‖νˆk|t−1‖
2
R−1
)
since ψˆ∗t−N < 0. Then, using a similar argument that for the H∞-FIE
−ζ <−ρδ 2 ≤−
1
γ
(
t−1
∑
k=t−N
‖wˆk|t−1‖
2
Q−1
+‖νˆk|t−1‖
2
R−1
)
Therefore using Lemma 2, if the initial estimation error ‖x0− xˆ0‖ ≤ δ , then the estimation error
‖xˆt−N−A
tx0‖ ≤ ε for all t ≥ N as claimed.
6.3 Numerical examples
For the sake of clarity, if the numerical approximation of Section 6.1 is applied to the H∞-MHE,
the estimator is denoted as H∞-aMHE.
6.3.1 The spring-mass-damper with constraints using the H∞-aMHE
In this example, the approximate numerical solution provided by the H∞-aMHE is tested into the
well-known spring-mass-damper system. Two scenarios are assumed.
Scenario 1
In this scenario, the analytical response of the H∞-MHE is compared with the unconstrained H∞-
aMHE. AlthoughH∞-aMHE is a numerical approximation ofH∞-MHE using quadratic programs,
it provides a numerical mean to deal with constraints in a straight way as the classic MHE. The
filters are compared to assess the approximation of the H∞-aMHE to the H∞-MHE in an uncon-
strained scenario. The tuning parameters for both filters are presented in Table 6-1.
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Table 6-1: Tuning parameters of the analytic H∞-MHE and the constrained H∞-aMHE
Filter N Qk Rk Po γ
H∞-MHE 8 diag(0.1,0.1) 10 diag(10,10) 100
H∞-aMHE 8 diag(0.1,0.1) 10 diag(0.01,0.01) 100
Figures 6-1 and 6-2 show the time response of the filters H∞-MHE and H∞-aMHE, respectively,
for the unconstrained case. The response of the H∞-aMHE is quite close to the response of the
H∞-MHE what reveals the goodness of the approximation. Figure 6-3 shows the estimation errors
for the aforementioned filters. H∞-aMHE has bigger errors than H∞-MHE but still shows an
acceptable performance. The previous statement is reinforced by Table 6-2, where the root mean
square value of the estimation errors are provided.
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Figure 6-1: Time response of the analytic H∞-MHE. The black line is the real state. The white
line is the estimate of the analytic H∞-MHE.
Scenario 2
In this scenario, although the modeling noise is assumed to be of an unknown type, it is known a
priori that wk > 1. This information is added to the filter to provide better estimates. Two filters
are used in this scenario, the analytic (and hence unconstrained) H∞-MHE and the constrained
H∞-aMHE. The tuning parameters of both filters are given in Table 6-3.
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Figure 6-2: Time response of the H∞-aMHE. The black line is the real state. The white line is the
estimate of the H∞-aMHE.
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Figure 6-3: Estimation errors of the filters. The black line is the estimation error of the analytic
H∞-MHE. The white line is the estimation error of the H∞-aMHE.
Figures 6-4 and 6-5 show the response of the filters in the constrained framework. Although a
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Table 6-2: Root mean square error of the filters. Scenario 1.
State Analytic H∞-MHE H∞-aMHE
MSE x1 0.0769 0.2154
MSE x2 0.7567 1.2625
Table 6-3: Tuning parameters of the analytic H∞-MHE and the constrained H∞-aMHE
Filter N Qk Rk Po γ
Analytic H∞-MHE 8 diag(0.1,0.1) 10 diag(10,10) 100
Constrained H∞-aMHE 8 diag(0.1,0.1) 10 diag(0.01,0.01) 100
strong approximation was made, the response of the H∞-aMHE is considerably better than the
analytic H∞-MHE. The later evidences a steady-state error since it has less information about the
modeling noise.
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Figure 6-4: Time response of the analytic H∞-MHE. The black line is the real state. The white
line is the estimate of the analytic H∞-MHE.
Figure 6-6 shows the estimation errors for both filters. It is clearly evidenced the steady-state
error of the H∞-MHE caused by the missing information. Table 6-4 shows the root mean square
error for both filters. From the figures and the table, it can be stated that the H∞-MHE presents
better transient response than H∞-aMHE possibly for the approximation, but at the same time is
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Figure 6-5: Time response of the constrained H∞-aMHE. The black line is the real state. The
white line is the estimate of the constrained H∞-aMHE.
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Figure 6-6: Estimation errors of the filters. The black line is the estimation error of the analytic
H∞-MHE. The white line is the estimation error of the constrained H∞-aMHE.
overshadowed by the steady-state error.
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Table 6-4: Root mean square error of the filters. Scenario 2.
State Analytic H∞-MHE H∞-aMHE
RMSE x1 0.0960 0.9744
RMSE x2 0.2048 0.5878
6.3.2 A Polymerization Process
Chemical processes are, roughly speaking, complex and cumbersome to be dealt with. A wide-
range of dynamic phenomena can be found when modeling chemical processes which implies the
design of more sofisticated controllers and estimators if compared with well-known electrical and
mechanical benchmarks.
In this example we show how the H∞-aMHE is a feasible estimator even for a complex chemical
process, a methyl methacrylate (MMA) polymerization reactor. This chemical benchmark has
been reported in [Silva-Beard and Flores-Tlacuahuac, 1999, Daoutidis et al., 1990, Shenoy et al.,
2010].
The polymerization of the free radical MMA is carried out using azo-bis-isobutyronitrile (AIBN)
as the initiator and toluene as the solvent. The reaction mechanism of MMA free-radical poly-
merization is given by the initiation, propagation, monomer transfer, addition termination, and
disproportionation termination steps:
I
ke−−→ 2R Initiation
R+M
kI−−→ P1
P+i M
kp
−−→ Pi+1 Propagation
P+i M
k fm
−−→ P+i Di Monomer transfer
P+i Pj
ktc−−→ Di+j Addition termination
P+i Pj
ktd−−→ D+i Dj Disproportionation termination
where I, P, M, R, and D refer to the initiator, polymer, monomer, radicals, and dead polymer,
respectively. The set of polymerization reactions takes place in a continuous stirred tank reactor
(CSTR) as in Figure 6-7. The assumptions taken into account to build the mathematical model are
as follows:
• The reactor is perfectly mixed.
• The density and heat capacity of the mixture are assumed to be constant.
• The density and heat capacity of the cooling fluid are assumed to be constant.
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• The temperature of the cooling fluid is considered uniform in the jacket of the reactor.
• The reactions take place inside the reactor.
• There is no gel effect (the conversion of monomer is low and the proportion of solvent in the
reaction mixture is very high).
• The level of the reactor is considered constant (controlled).
• The polymerization reactions occur by the free-radical mechanism.
Figure 6-7: Polymerization reactor flow sheet. Taken from [Silva-Beard and Flores-Tlacuahuac,
1999].
Then, if the above assumptions are fulfilled the following mathematical model describes the dy-
namic behavior of the MMA polymerization reactor:
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dCm
dt
=−(kp+ k f m)CmP0+
F(Cmin−Cm)
V
dCI
dt
=−kICI+
FICIin−FCI
V
dT
dt
=
(−∆H)kpCm
ρCp
P0−
UA
ρCpV
(T −Tj)+
F(Tin−T )
V
dD0
dt
= (0.5ktc+ ktd)P
2
0 + k f mCmP0−
FD0
V
dD1
dt
=Mm(kp+ k f m)CmP0−
FD1
V
dTj
dt
=
Fcw(Tw0−Tj)
V0
+
UA
ρwCpwV0
(T −Tj)
where
P0 =
√
2 f ∗CIkI
ktd + ktc
with ki = Aie
Ei/RT , i = p, fm, I, td, tc. The average molecular weight of the polymer is defined
as the ratio D1/D0. Note that, the state of the system is composed by the monomer composition,
the initiator composition, the temperature inside the reactor, the zero-order moment, the first-order
moment, and the temperature inside the jacket. From the state equations, it is evidenced that the
zero-order and first-order moments only appear in their respective differential equations. There-
fore, the remainder states are independent of these two states. The design and operator parameters
are taken literally from [Silva-Beard and Flores-Tlacuahuac, 1999] and these are reproduced in
Table 6-5.
As it is pointed out in [Silva-Beard and Flores-Tlacuahuac, 1999], the system has multiple equi-
libria. In this case, a stable operating point generating a conversion of 7.8% of polymer is used as
it is shown in Table 6-6.
Let the nonlinear model be linearized around the operation point shown in Table 6-7, since the
filter design is made using the linear framework. After, the linearized model is discretized with a
sampling time Ts = 0.006h,
xk+1 = Axk+Buuk+Bddk
yk =Cxk+νk
where xk ∈ R
6 is the state of the system, uk ∈ R
3 is the manipulated input, and dk ∈ R
4 the dis-
turbance entering to the system. The state, the control vector, and the disturbance vector are,
respectively:
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Table 6-5: Design and Operation Parameters for the MMA Polymerization Reactor
Parameter Value Units Parameter Value Units
F 1.0 m3/h Mm 100.12 kg/kgmol
FI 0.0032 m
3/h f ∗ 0.58
Fcw 0.1588 m
3/h R 8.314 kJ/(kgmol ·K)
Cmin 6.4678 kgmol/m
3 −∆H 57800 kJ/kgmol
CIin 8.0 kgmol/m
3 Ep 1.8283×10
4 kJ/kgmol
Tin 350 K EI 1.2877×10
5 kJ/kgmol
Tw0 293.2 K E f m 7.4478×10
4 kJ/kgmol
U 720 kJ/(h ·K ·m2) Etc 2.9442×10
3 kJ/kgmol
A 2 m2 Etd 2.9442×10
3 kJ/kgmol
V 0.1 m3 Ap 1.77×10
9 m3/(kgmol ·h)
V0 0.02 m
3 AI 3.792×10
18 1/h
ρ 866 kg/m3 A f m 1.0067×10
15 m3/(kgmol ·h)
ρw 1000 kg/m
3 Atc 3.8223×10
10 m3/(kgmol ·h)
Cp 2.0 kJ/(kg ·K) Atd 3.1457×10
11 m3/(kgmol ·h)
Cpw 4.2 kJ/(kg ·K)
Table 6-6: Steady-state values of the states, the controlled inputs, and disturbances at the operating
point.
State Steady-State Units
Cm 5.9651 kgmol/m
3
CI 0.0249 kgmol/m
3
T 351.41 K
D0 0.0020 kgmol/m
3
D1 50.329 kg/m
3
Tj 332.99 K
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xk =
[
x1,k x2,k x3,k x4,k x5,k x6,k
]T
=
[
Cm CI T Tj D0 D1
]T
uk =
[
u1,k u2,k u3,k
]T
=
[
F FI Fcw
]T
dk =
[
d1,k d2,k d3,k d4,k
]T
=
[
Cmin CIin Tin Tw0
]T
Matrices A, Bu, and Bd are from the linearization and matrix C is obtained by assuming T and Tj
measured.
First of all, let the responses of the analytic H∞-MHE and the H∞-aMHE be compared in stan-
dard conditions, i.e., around the operation point. The comparison is made to show how good the
approximation made by the H∞-aMHE is. The tuning parameters for both filters are presented in
Table 6-7.
Figures 6-8 and 6-9 show the time response of the filters H∞-MHE and H∞-aMHE for the states
Cm, CI , and T and Tj, D0, and D1, respectively. As stated for the first example, the response of the
H∞-aMHE is close to the response of the H∞-MHE what guarantees a feasible implementation of
the filter with constraints.
Table 6-7: Tuning parameters of the analytic H∞-MHE and the constrained H∞-aMHE for the
Polymerization Reactor.
Filter N Qk Rk Po γ
H∞-MHE 5 1×10
−7diag(1,1,1,1) 10−6diag(1,1) I6 1.1
H∞-aMHE 5 1×10
−7diag(1,1,1,1) 10−6diag(1,1) I6 1.1
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Figure 6-8: Time response of the analytic H∞-MHE and the H∞-aMHE. The black line is the real
state. the H∞-MHE and the H∞-aMHE estimates are plotted by white and grey lines,
respectively.
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Figure 6-9: Time response of the analytic H∞-MHE and the H∞-aMHE. The black line is the real
state. the H∞-MHE and the H∞-aMHE estimates are plotted by white and grey lines,
respectively.
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Once the feasibility of approximation is shown, the following scenario is proposed to test the
constrained filter. The filter is operating around the operation point given in Table 6-6. However,
although the disturbances are set in their respective steady-state values, these are corrupted by
uniform noises to emulate the real plant behavior. The uniform noises are characterized by their
boundary values, i.e.,
Cmin =Cmss+ξm, ξm ∼U(−0.1,−0.05)
CIin =CIss+ξI, ξI ∼U(−0.01,0.01)
Tin = Tss+ξT , ξT ∼U(−0.5,0.5)
Tjin = Tjss+ξTj , ξTj ∼U(−0.5,0.5)
With this constraints in mind, the H -aMHE filter is designed. Tuning parameters are again as in
Table 6-7. Constraints are imposed over the noises as it was pointed out in the above equation. The
filters are initialized at
x0 =
[
x1ss−0.1 x2ss+0.001 x3ss+3 x4ss+2 x5ss+0.0001 x6ss+2
]T
where x1ss, ...,x6ss are the steady-state values of the states as it was shown in Table 6-6. Fig-
ures 6-10-6-14 show the performance of both filters, i.e., the H -aMHE and the H -MHE. The
behaviour of the H -aMHE is shown by means of grey lines. The performance improvement is
evident since appropriate constraints on the noises were used. Although no considerable perfor-
mance improvement is obtained for T and Tj in Figure 6-12, it is obtained for D1 as it is shown in
Figure 6-13 and its zoomed figure, i.e., Figure 6-14. It is important to point out that, similar to the
first example, the performance deterioration at the beginning of the simulation is mainly given to
time window when the H -aMHE is equivalent to the H -aFIE. Once the moving horizon setting
is started, the filter behaves quite acceptable.
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Figure 6-10: Time response of the analytic H∞-MHE and the H∞-aMHE forCm andCI . The black
line is the real state. the H∞-MHE and the H∞-aMHE estimates are plotted by white
and grey lines, respectively.
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Figure 6-11: Zoom to the Figure 6-10.
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Figure 6-12: Time response of the analytic H∞-MHE and the H∞-aMHE for T and Tj. The black
line is the real state. the H∞-MHE and the H∞-aMHE estimates are plotted by white
and grey lines, respectively.
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Figure 6-13: Time response of the analyticH∞-MHE and theH∞-aMHE forD0 andD1. The black
line is the real state. the H∞-MHE and the H∞-aMHE estimates are plotted by white
and grey lines, respectively.
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6.4 Appendix: proof of Lemma 2
For the sake of completeness, the proof of Lemma 2 is presented as in [Rao, 2000].
Proof. Let x0 denote the initial condition of the system (6-15) generating the output sequence {yk},
i.e., yk =CA
kx0 and ε > 0. Using the state equation, for l ≤ N
‖xˆt −A
tx0‖= ‖A
N
(
xˆt−N|t−1−A
t−Nx0
)
+
N−1
∑
j=0
AN−1− jGwˆt−N+ j|t−1‖
≤ ‖A‖N‖xˆt−N|t−1−A
t−Nx0‖+
N−1
∑
j=0
‖A‖N−1− j‖G‖‖wˆt−N+ j|t−1‖
(6-19)
Let yˆk|t−1 :=Cxˆk|t−1. By using the inverse triangle inequality, the following inequality is obtained
N−1
∑
j=0
‖νˆt−N+ j|t−1‖=
N−1
∑
j=0
‖yt−N+ j− yˆt−N+ j|t−1‖
=
N−1
∑
j=0
‖yt−N+ j−CA
jxˆt−N|t−1+CA
jxˆt−N|t−1− yˆt−N+ j|t−1‖
≥
N−1
∑
j=0
‖yt−N+ j−CA
jxˆt−N|t−1‖−
N−1
∑
j=0
‖CA jxˆt−N|t−1− yˆt−N+ j|t−1‖
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The above inequality can be rearranged to produce
N−1
∑
j=0
‖νˆt−N+ j|t−1‖+
N−1
∑
j=0
‖CA jxˆt−N|t−1− yˆt−N+ j|t−1‖ ≥
N−1
∑
j=0
‖yt−N+ j−CA
jxˆt−N|t−1‖ (6-20)
Let define the observability matrix as
O =
[
CT ATCT · · · AN∗TCT
]T
then
N−1
∑
k=0
‖CA jx0−CA
jxˆ0‖
2 = (x0− xˆ0)
T
O
T
O(x0− xˆ0)
The following bound can be derived
N−1
∑
k=0
‖CA jx0−CA
jxˆ0‖
2 ≥
√
λmin(OTO)‖(x0− xˆ0)‖
The observability assumption guarantees that every eigenvalue of OTO is greater than zero, i.e.,
λmin(O
TO)> 0 for N ≥ n. Hence,
‖xt−N|t−1−A
t−Nx0‖ ≤ ϕ
N−1
∑
j=0
‖yt−N+ j−CA
jxˆt−N|t−1‖ (6-21)
where
ϕ =
1√
λmin(OTO)
Substituting (6-21) and (6-20) into (6-19)
‖xˆt −A
tx0‖ ≤ϕ‖A‖
N
(
N−1
∑
j=0
‖νˆt−N+ j|t−1‖+
N−1
∑
j=0
‖CA jxˆt−N|t−1− yˆt−N+ j|t−1‖
)
+
N−1
∑
j=0
‖A‖N−1− j‖G‖‖wˆt−N+ j|t−1‖
(6-22)
Using the state equation, the following inequality is obtained for j ≤ N:
‖CA jxˆt−N|t−1− yˆt−N+ j‖t−1‖ ≤ ‖C‖
j−1
∑
l=0
‖A‖ j−1−l‖G‖‖wˆt−N+l|t−1‖ (6-23)
Substituting (6-23) into (6-22) the following bound on the estimation error is derived:
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‖xˆt −A
tx0‖ ≤ ϕ‖A‖
N
(
N−1
∑
j=0
‖νˆt−N+ j|t−1‖+
N−1
∑
j=0
‖C‖
N−1
∑
l=0
‖A‖ j−1−l‖G‖‖wˆt−N+l|t−1‖
)
+
N−1
∑
j=0
‖A‖N−1− j‖G‖‖wˆt−N+ j|t−1‖
≤ ϕ‖A‖N
(
N−1
∑
j=0
‖νˆt−N+ j|t−1‖+
‖C‖
j−1
∑
l=0
‖A‖ j−1−l‖G‖‖‖wˆt−N+ j|t−1‖+
‖A‖N−1− j‖G‖
ϕ‖A‖N
‖wˆt−N+ j|t−1‖
)
≤ ϕ‖A‖N
N−1
∑
j=0
(
1+‖C‖
j−1
∑
l=0
‖A‖ j−1−l‖G‖+
‖A‖N−1− j‖G‖
ϕ‖A‖N
)
d∗
where
d∗ = max
j=t−N,...,t−1
{
‖νˆ j|t−1‖,‖wˆ j|t−1‖
}
Without loss of generality, it is assumed that A is not vacuous to generate the expressions of the
two inequalities above. Consider η =min
{
λmin(R
−1),λmin(Q
−1)
}
and choose ρ such that
ζ ≤ η

 ε
ϕ‖A‖N ∑N−1j=0
(
1+‖C‖∑
j−1
l=0 ‖A‖
j−1−l‖G‖+ ‖A‖
N−1− j‖G‖
ϕ‖A‖N
)

2
then ‖xˆt −A
tx0‖ ≤ ε when
t−1
∑
k=t−N
wˆTk|t−1Q
−1wˆk|t−1+ νˆ
T
k|t−1R
−1νˆk|t−1 ≤ ζ (6-24)
and the Lemma follows as claimed.
7 Conclusions and Future Work
In this dissertation, a moving horizon approximation of the constrained estimation problem for
uncertain, linear systems is investigated. Interesting elements were carefully set together to present
an estimation strategy robust to unknown disturbances which address additional information in
form of constraints in a moving horizon setting.
From the literature review, it was evidenced the lack of robust estimation strategies addressing
system constraints. Although considerably work has been made over robust model predictive
controllers, the results about robust moving horizon estimators are not as popular as it control
counterpart. Moreover, available MHE-based schemes for uncertain, linear systems are mainly
addressed by one research group. Their contributions are developed assuming that the uncertainty
is mainly due to unknown parameters but the disturbing noises entering to the system. Therefore,
there are no place for comparisons between their contributions with respect to ours.
The core of the contribution was presented in Chapters 5 and 6. First in Chapter 5 both the H∞-FIE
and the H∞-MHE were officially presented. For the sake of completeness, the H∞-FIE was pre-
sented as a direct solution to the robust state estimation problem. The game-theoretical approach
of the H∞ filtering was used to provide robustness to the optimization-based estimator against un-
known inputs. A different cost function was proposed in order to guarantee saddle-point properties
of the solutions of the posed optimization problem. The main differences with the classic FIE were
stated:
Classic FIE: the problem is to solve
φ∗t = min
x0,{wk}
φt
where
φt = ‖x0− x¯0‖
2
P−10
+
t−1
∑
k=0
‖wk‖
2
Q−1
+‖νk‖
2
R−1
P0 the initial condition of the Riccati equation associated with the estimation error covariance in
the Kalman sense.
H∞-FIE: the problem is to solve
ψ¯∗t =min
x0
max
{wk}
ψ¯t
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where
ψ¯t = ‖x0− x¯0‖
2
Π−10
−
1
γ
t−1
∑
k=0
‖wk‖
2
Q−1
+‖νk‖
2
R−1
Π0 the initial condition of the Riccati equation (5-44b).
To solve the computational infeasibility of the H∞-FIE, a moving horizon approximation was
proposed, namely the H∞-MHE. To that end, a new arrival cost for the robust estimation problem
was set by using a Riccati recursion of the estimation error weighting matrix obtained by means of
the calculus of variations. It was shown by means of numerical examples the improvement of the
estimates by the use of such a new technique when compared with estimation schemes for similar
purposes. Again comparing with respect to the classic MHE:
Classic MHE: the problem is to solve
φˆ∗t = min
xt−N ,{wk}
t−1
k=t−N
φˆt
where
φˆt = ‖xt−N− x¯t−N‖
2
P−1t−N
+
t−1
∑
k=t−N
‖wk‖
2
Q−1
+‖νk‖
2
R−1
+ φˆ∗t−N
Pt the solution at time step t of the Riccati equation associated with the estimation error covariance
in the Kalman sense.
H∞-MHE: the problem is to solve
ψˆ∗t =min
xt−N
max
{wk}
t−1
t−N
ψˆt
where
ψˆt = ‖xt−N− x¯t−N‖
2
Π−10
−
1
γ
t−1
∑
k=t−N
‖wk‖
2
Q−1
+‖νk‖
2
R−1
+ ψˆ∗t−N
Πt the solution at time step t of the Riccati equation (5-44b).
In Chapter 6, the constrained H∞-MHE was defined. A clever approximation was stated in order
to solve at each sample time the associated minimax problem. Two quadratic programs must
be solved instead of a complex minimax optimization scheme which reduces significantly the
computational burden associated with the latter. It was shown by means of two numerical examples
the feasibility of the approximation. Moreover the theoretical contribution was complemented with
the stability proof of both the H∞-FIE and the H∞-MHE schemes by using a modified Lyapunov
theory presented in previous contributions.
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7.1 Future Work
There are still many unsolved issues around the main subject of the thesis. A brief list of some of
them are described as follows:
• As it was stated in Chapter 3, there also may exist uncertainty in the parameters of the model.
The question is, how well the proposed scheme behave against this type of uncertainty. If
the proposed scheme is not able to overcome this type of uncertainty, what modifications are
needed to account for?.
• An open issue even for classic schemes based on receding horizon schemes is about tuning.
There is not clear methodologies to perform an efficient tuning of this type of estimation
strategies.
• Different less-conservative tools for guaranteeing robustness must be studied. As an exam-
ple, the LMI tools allow a rather direct formulation. It is widely known that numerical tools
for solving standard LMI’s are available.
• Nonlinear formulations of robust estimation schemes using the moving horizon philosophy
seems to be more appealing that these based in linear models even with the well-known
difficulties associated to nonlinear systems. The extension of the results presented in this
dissertation into a nonlinear framework would be extremely useful mainly for systems with
nonlinear and complex dynamics. Chemical, biochemical, and petrochemical processes are
clearly the examples to account for.
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