Abstract. The optimal transport problem is studied in the context of LorentzFinsler geometry. For globally hyperbolic Lorentz-Finsler spacetimes the first Kantorovich problem and the Monge problem are solved. Further the intermediate regularity of the transport paths is studied. These results generalize parts of [5] and [7] .
Introduction
This article studies optimal transportation in Lorentz-Finsler manifolds from a geometric point of view. Geometric in this context denotes, among others things taking the perspective of spacetimes according to the idea, basic to the theory of relativity, that there is no canonical isochronicity. Considering a transport problem on a space N and the interval [0, 1] is in geometric terms studying a problem on the product space N × [0, 1] with boundary values on N × {0} and N × {1} and the canonical projection N × [0, 1] → [0, 1] as the time parameter. The surfaces N × {t} are thus surfaces of isochronicity. In Lorentzian geometry this amounts to a special case since measures can be for example concentrated on achronal or nonsmooth sets, e.g. ∂J − (p). Seen the other way around one can say that measures relevant in Lorentzian geometry might not only be distributed in space, but in time as well.
The first one to take notice of the problem of optimal transportation in Lorentzian geometry was [6] . Therein a transportation problem is proposed, which only weakly disguised is the problem of transportation between parallel spacelike hyperplanes in Minkowski space with respect to the Lorentzian distance extended by ∞. Here a strong form of isochronicity is assumed for the support of each measure. Following this formulation [5] generalized the problem to a wider class of functions called relativistic costs, and gave inter alia a solution to the Monge problem while staying in the same basic geometric frame.
The early universe reconstruction problem, studied in [7] and [10] with methods of optimal transportation, asks whether one can construct the trajectories of masses from the big bang to their present day positions in Robertson-Walker spacetimes. A mathematical formulation for general globaly hyperbolic spacetimes would read as follows: Given two measures, one concentrated on a Cauchy hypersurface, the other on the past cone of a point. Then what can be said about the trajectories of the minimizers in a dynamical optimal coupling of the two measure? [10] gives a justification to why the problem can be studied with methods from optimal transportation.
The results in this article generalize the previous approaches to the problem of Lorentzian optimal transportation. Further new results on the structure of minimal couplings are given. In section 2 the setting and the theorems are described. Proofs are given in section 3.
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The results
Let M be a smooth manifold. Throughout the article a fixed choice of a complete Riemannian metric h on M is made. Consider a smooth and function L : T M \ 0 → R (here 0 denotes the zero section in T M ) positive homogenous of degree 2 such that the second fiber derivative is nondegenerate with index dim M − 1. A cone structure C on M is a subset of T M such that π T M (C) = M , R + · C = C and C p := C ∩ T M p convex for all p ∈ M . A causal structure C of (M, L) is then a choice of a cone structure C such that L| int C > 0 and ∂C \ 0 is a connected component of {L = 0}. Causal strutures are known to exist up to a finite cover, see [12] . Actually more is true: Every tangent space T M p is intersected by {L > 0} in a nonempty set. Further every connected component of T M p ∩ {L > 0} is a strictly convex cone and belongs to a unique causal structure up to a finite covering of M .
Fix a causal structure C for (M, L). Define a new Lagrangian L on C by setting
L is a fiberwise convex function, finite on its domain and positive homogeneous of degree one. Note that L is smooth on int C. The function L has the features of a Finsler metric of Lorentzian type. This justifies to call the pair (M, L) a LorentzFinsler manifold. The generality of Lorentz-Finsler geometry is chosen in view of recent developments in the area, see e.g. [11] , [12] , [13] , [14] , and the goal to achieve a scope comparable to the one of Tonelli-Lagrangian systems, see e.g. [3] , [4] and [9] . One calls an absolutely continuous curve γ : I → M (C-)causal ifγ ∈ C whenever the tangent vector exists. A causal curve γ : I → M is timelike if for all s ∈ I there exists ε, δ > 0 such that dist(γ(t), ∂C) ≥ ε|γ(t)|, for every t ∈ I for whichγ(t) exists and |s − t| < δ. Define the Lagrangian action relative to L:
else.
Denote with J + (p) the set of points q ∈ M such that there exists a causal curve with initial and terminal point p and q, respectively. J − (p) is defined with the roles of p and q exchanged as initial and terminal point. I + (p) and I − (p) have the same definition as J ± (p) with causal replaced by timelike. Define the set
For an open set U ⊆ M define J ± U and I ± U as before for the restriction (U, C| U ). A Lorentz-Finsler manifold is said to be causal if it does not admit a closed causal curve.
From [17] it follows that for globally hyperbolic Lorentz-Finsler spacetimes there exists a diffeomorphism (called a splitting) M ∼ = R × N such that the projection τ : R × N → R, (θ, v) → θ satisfies −dτ ≤ L. Note that this diffeomorphism is by far not unique. In the spirit of the present approach all results are formulated with as ittle reference to a splitting as possible. Note that for compactly supported measures all results are indeed independent of the splitting.
The following result is proven in the same fashion as in the Lorentzian case (see [13] for the results on local minimizers).
Proposition 2.2. Let (M, L) be globally hyperbolic. Then for every pair of points p, q with q ∈ J + (p) there exists a minimizer of A with finite action connecting the two points. The minimizer γ solves the Euler-Lagrange equation of L up to monotone reparameterization and one hasγ ∈ C everywhere.
For a globally hyperbolic Lorentz-Finsler manifold define the cost function relative to L:
The following proposition is a direct consequence of [18] , Theorem 4.1. Proposition 2.3. Let µ, ν be probability measures on M such that there exists a splitting with τ ∈ L 1 (µ) ∩ L 1 (ν). Then there exists a coupling π of µ and ν which minimizes the total cost c L dπ ∈ R ∪ {∞}.
Denote with C L (µ, ν) the minimal costs relative to c L of couplings between µ and ν, i.e.
The abstract existence result in Proposition 2.3 immediately raises the question: Under what assumptions does a finite coupling exists? The simplest case is that of two Dirac measures µ = δ x and ν = δ y . Then a finite coupling exists iff y ∈ J + (x) iff ν(J + (A)) ≥ µ(A) and µ(J − (A)) ≥ ν(A) for all measurable A ⊆ M where J ± (A) := {y| y ∈ J ± (x) for some x ∈ A}. The necessity of the condition was noticed in [5] for relativistic cost functions and general measures.
The problem though can be formulated in a more abstract setting. Let (X , d X ) and (Y, d Y ) be locally compact Polish spaces. Denote with π 1 : X × Y → X and π 2 : X × Y → Y the canonical projections and consider a closed set J ⊆ X × Y. For For X = Y = M , J := J + and two probability measures µ, ν ∈ P(M ) such that there exists a splitting with τ ∈ L 1 (µ) ∩ L 1 (ν) the J-relation is equivalent to the finiteness of the minimal cost, i.e. C L (µ, ν) < ∞. Further let µ ∈ P(X ), ν ∈ P(Y) be probability measures. Then the following are equivalent:
(1) µ and ν are J-related. After adressing the existence problem of minimal couplings attention turns towards the structure of the minimal couplings. Recall that a set
for all σ ∈ S(n). From [2] then follows:
Proposition 2.6. Let µ, ν be two J + -related probability measures on M such that there exists a splitting with τ ∈ L 1 (µ) ∩ L 1 (ν).
(1) One has
where the supremum is taken over the functions
Denote denote with Γ(τ ) the set of minimizers γ of A such that dτ (γ) ≡ const(γ). For (x, y) ∈ J + consider the subspace
Recall the definition of optimal dynamical coupling from [18] .
Definition 2.7.
A dynamical optimal coupling is a probability measure Π on Γ such that π := (ev 0 , ev 1 ) ♯ Π is a minimal coupling between µ 0 := (ev 0 ) ♯ Π and
Proposition 2.8. Let µ 0 and µ 1 be J + -related probability measures with τ ∈ L 1 (µ 0 ) ∩ L 1 (µ 1 ) for some splitting. Then there exists a dynamical optimal coupling Π for µ 0 and µ 1 with supp Π ⊆ Γ.
Define the map
where P T M denotes the projective tangent bundle. For the canonical projection P :
Theorem 2.9. Let µ, ν ∈ P(M ) be J + -related with disjoint supports such that τ ∈ L 1 (µ) ∩ L 1 (ν) for some splitting. Then every dynamical optimal coupling Π has the following property: The canonical projection P restricted to the image of Example. It is not difficult to construct examples that show the optimality of the Hölder continuity in the claim. Consider Minkowski space (R 3 , ., . 1 ), i.e. the Lorentz-Finsler metric L| C = − z 2 − x 2 − y 2 on the cone structure
The intersection of J + (x, 0, 0) ∩ {z = 1} for (x, 0, 0) are discs of radius 1 around The map P −1 in the theorem is always Lipschitz for dim M = 2, i.e. M is a surface. This is a well know fact for positive definite Lagrangians relying on the fact that trajectories (1) solve a differential equation with smooth coefficients and (2) have codimension 1 in a surface. These facts carry over readily to this case. Theorem 2.10. Let µ, ν ∈ P(M ) be J + -related with disjoint supports and τ ∈ L 1 (µ) ∩ L 1 (ν) for some splitting. Further let K be a compact subset of int C. Then the canonical projection P restricted to the image of [∂ t ev](supp Π×]0, 1[) ∩ K is Lipschitz for every dynamical optimal coupling Π.
Recall that a set X is called achronal if every timelike curve meets it at most once. Using a splitting one sees that X can be written as the graph of a function f X over a subset of N . With the same proof as for Proposition 14.25 in [15] , one sees that f X is locally Lipschitz. Now one can use a Lipschitz-continuous extension of f X to N to say that X is the subset of a locally Lipschitz hypersurface.
A locally Lipschitz hypersurface X has a tangent space almost everywhere and with the induced Riemannian metric defines a Lebesgue measure L X on X. 
for some splitting. Assume that µ and ν are concentrated on a locally uniformly spacelike hypersurface A and an achronal set B respectively. Further assume that µ is absolutely continuous with respect to the Lebesgue measure on A. Then there exists a unique optimal coupling π and a Borel map
The theorem becomes false if both A and B are allowed to be achronal only. E.g. consider subsets of ∂J − (p) in Minkowski space for some p ∈ R n+1 . For suitable choices of A and B not every minimal coupling is supported on a graph. More precisely every causal coupling has vanishing cost, but not every causal coupling is supported on a graph. Further the theorem is in general not true if µ is assumed to be absolutely continuous with respect to the Lebesgue measure on M . Again examples can be constructed in Minkowski space. Note that in the present formulation the problem bears greater resemblance to the classical Monge problem for distance functions. 
, the claim follows. The other inclusion is analogous.
(2)⇒(1): For this part of the proof one needs two lemmata.
Lemma 3.1. Let µ and ν be J-related. If there exists a measurable set A ⊆ X such that 0 < µ(A) = ν(J + (A)) < 1 then the pairs
and
satisfy the condition in Theorem 2.5 (2).
Proof. It suffices to consider the first case. The second case follows by exchange of X and Y. So assume µ(A) = ν(J + (A)) for some measurable set A ⊆ X with µ(A) ∈ (0, 1). First note that all four measures µ A , ν A , µ A c and ν A c are probability measures by the assumption. One has
Assume that there exists a measurable set
Then a contradiction follows from
for all measurable C ⊆ X . This shows the first set of inequalities.
It remains to show
This contradicts the first part. The inequality
Lemma 3.2. Consider the product {1, . . . , N } × {1, . . . , N } with the canonical projections π 1,2 onto the first and second factor, respectively. Let J ⊆ {1, . . . , N } × {1, . . . , N } have the property that
Proof. The proof is carried out by induction over N . If N = 1 the claim is trivial since J = {1} × {1}. Now assume that the claim has been shown for numbers less than N . First assume that ♯π 1 (π Define ρ 1 and ρ 2 to be the canonical projections from I onto the first and second factor, respectively. Since
2 (A) ∩ J) − 1 ≥ ♯A and vice versa for all A ⊆ {1, . . . , N − 1} one obtains a permutation o ∈ S(N − 1) whose graph is contained in I. o extends to a permutation σ ∈ S(N ) whose graph is a subset of J by setting σ(N ) := N and σ| {1,...,N −1} ≡ o.
If there exist a nonempty proper subset A of {1, . . . , N } with ♯π 1 (π
= ♯A the idea of the previous lemma (see below) reduces the problem to constructing two separate permutations on A and A c . Thus again the induction gives separate permutations on A and A c which together form a permutation σ whose graph is contained in J.
One only needs to consider the case ♯π 1 (π
The other case follows by exchanging the order. Further by renumbering one can assume that
and denote with π i,A and π i,A c the canonical projections onto A and A c for i = 1, 2. The goal is to show that J A and J A c satisfy the assumptions of the lemma.
It is clear that
2 (A∪C)∩J) < ♯(A∪C) which contradicts the initial assumption.
Assume now that there exists a set D ⊆ A with ♯π 2,A (π
Thus the sets are disjoint. It follows that
which clearly contradicts the first part of the argument. Now the same argument applies to subsets of A c .
Without loss of generality one can assume that the support of both µ and ν are finite. By covering supp µ and supp ν with sequences of locally finite, disjoint and measurable coverings one can approximate both measures in the weak- * topology by finite measures whose support is contained in a given neighborhood of the supports of µ and ν. By considering B ε (J) for ε > 0 instead of J gives at every step of the approximation a pair of finite measures satisfying the assumptions in (2) . Below it will be shown how to construct a finite coupling in this case. By construction the approximations of µ and ν form precompact sets in the weak- * topology. This implies that the set of couplings is precompact in the weak- * topology as well, see [18] , ch. 4. The claim follows when passing to the limit using that J ∩supp µ×supp ν is closed.
So far the problem has been reduced to the case of measures µ and ν having finite support, i.e. are a finite sum of weighted Dirac measures. Using an inductive argument one can assume by the Lemma 3.1 that ν(J + (A)) > µ(A) and µ(J − (B)) > ν(B) for all nonempty proper subsets A of supp µ and B of supp ν respectively. Thus one can assume by a slight perturbation that the weights for the points in the support of the measures are rational and still one has ν(J + 
Denote with π 1 and π 2 the canonical projections from {1, . . . , N } × {1, . . . , N } onto the first and second factor, respectively. Then the assumptions become
Proof. The argument is a slight modification of the proof to Proposition 7.16 (vi) in [18] . For every (x, y) ∈ J + the set Γ x→y is nonempty and compact in every C k -topology, i.e. nonempty and closed. The evaluation map ev 0 × ev 1 is Lipschitz. This implies that the correspondence (for the definition see [1] , page 4)
is weakly measurable in the sense of Definition 18.1. in [1] . Now Theorem 8.13 in [1] implies that (ev 0 × ev 1 ) −1 has a measurable selection S, i.e.
Proof of Proposition 2.8. The argument is taken from the proof of Theorem 7.21 in [18] . Let π be an optimal coupling with marginals µ 0 and µ 1 for the cost c L . Consider Π := S ♯ π. Since (ev 0 , ev 1 ) • S ≡ id, the claim follows from the definition of optimal dynamical couplings. is an optimal coupling of µ σ1 := (ev •(id ×σ 1 )) ♯ Π and µ σ2 := (ev •(id ×σ 2 )) ♯ Π. If furthermore (σ 1 , σ 2 ) = (0, 1) Π-almost everywhere then π σ1,σ2 is the unique optimal coupling of µ σ1 and µ σ2 .
Proof. By the triangle inequality for c L and the parameterization invariance of A one has
and C L is the minimal action, the three terms on the right hand sides must individually coincide. The second statement follows directly from the triangle inequality for c L .
Theorem 7.30 in [18] reformulates to the present case as the following statement.
Corollary 3.5. Let µ 0 and µ 1 be finitely separated and causally related probability measures. Further let Π be a dynamical optimal coupling. If Ξ is a measure on Γ 0,1 , such that Ξ ≤ Π and Ξ(Γ) > 0, set
Then Ξ ′ is a dynamical optimal coupling between ν 0 and ν 1 .
3.3.
Intermediate regularity of dynamical optimal couplings. For the splitting M ∼ = R × N choose a smooth vector field X τ with dτ (X τ ) ≡ 1. Define a Lagrange function
Denote with
. It is further smooth since ∂C (t,x) is smooth and ker dτ ∩ C = {0}. Finally the strict convexity follows from the fact that ∂ 2 v L is semidefinite at a nonzero boundary point with kernel equal to the radial direction, i.e. definite on any hyperplane transversal to the radial direction.
(ii) Recall the formula for the second fibre derivative of L
As before one has ∂ 2 v L| T ∂D×T ∂D > 0. Thus one can choose N < ∞ and δ 1 > 0 such that
on a neighborhood U of ∂D over K. This implies the claim on the i.g. smaller neighborhood U ∩ {L < 1/N }. For the remaining points outside of U ∩ {L < 1/N } note that
with kernel equal to the radial direction. Thus one can find δ 2 > 0 such that on Proof. Let η : I → N be a Φ τ -trajectory. Consider a smooth variation H Γ : I × (−ε, ε) → R × N of η Γ with fixed endpoints. Since H Γ is smooth one can assume, by diminishing ε if necessary, that ∂ t (τ • H Γ ) > 0 everywhere. Thus one can smoothly reparameterize H Γ to satisfy ∂ t (τ • H Γ ) = 1, i.e. H Γ consists of graphs of curves in N over the same interval I. This does not affect the value of A on the variation. Since any variation by graphs is a variation of the underlying curve, it follows that the first variation of η Γ vanishes, i.e. η Γ solves the Euler-Lagrange equations of L. The converse is obvious since any variation of η lifts to a variation of η Γ . 
Call a pair (t, y) ∈ R × N reachable from (s, x) if there exists an absolutely continuous curve η : [s, t] → N from x to y withη ∈ D τ whenever the tangent exists. Note that (t, y) is reachable from (s, x) if, and only if (t, y) ∈ J + (s, x) for the cone structure C. With this analogy one defines J ± (s, x) and I ± (s, x) according to the definitions for cone structures.
Lemma 3.9. For every (s, x) ∈ R × N exists a neighborhood U ⊆ R × N such that for every (t, y) ∈ U ∩ J + (s, x) the unique Φ τ -trajectory γ : [s, t] → N from x to y strictly minimizes A τ among all curves η : [s, t] → N from x to y.
Proof. This follows from Lemma 3.7 and the observation that solutions to the Euler-Lagrange equations of L reparameterize to solutions of the Euler-Lagrange equations of L, which minimize A among all causal curves, see [13] . 
there exist minimizers y i : (a, c) → N with y 1 (a) = x 1 (a), y 1 (c) = x 2 (c), y 2 (a) = x 2 (a), y 2 (c) = x 1 (c) and
Lemma 3.12. Let I × K ⊆ R × N be compact and ε > 0. Then there exists δ > 0 such that for all a ≤ b ≤ c ∈ I with b − a, c − b ≥ ε and causal minimizers
with (s, x) ∈ I × K consider the convex hull conv{v, w}. Note that the relative interior of conv{v, w} is contained in int D (s,x) . Parameterize conv{v, w} by
Next denote with L min the minimum of L • c and 0 ≤ λ 0 ≤ |v − w| the parameter achiving this minimum. Let Y be any point in the relative interior of conv{v, w}.
Denote with L
where the last two manupilations follow from the convexity of L • c. Cover I × K with finitely many neighborhoods U ⊂ R × N according to Lemma 3.9. Choose ε > ε ′ > 0 such that for every (s,
is contained in at least one U . It suffices to prove the claim for a c] only decreases the left hand side as well as increases the right hand side. The proof continues to use a and c instead of a ′ and c ′ though. For (t, y) ∈ I + (a, η(a)) ∩ V denote with Y t,y the tangent at t to the unique Φ τ -orbit from η(a) to y. Then one has
with equality if, and only ifγ(s) = Y s,γ(s) . Since the former is an affine function on T N γ(s) it must coincide with the tangent to L τ at Y s,γ(s) , i.e.
Denote with L min (s) the minimum of L τ on the convex hull ofγ(s) and Y s,γ(s) . Then one has
Assume that |L min (s)| ≥ C|L Y s,γ(s) | for C < ∞ sufficiently large on a set B ⊆ [b, c] of measure at least ε/2. Then from the first paragraph one has |L
≤ 0 for C sufficiently large since
) which is uniformly bounded from above on K. Consequently
This constitutes a contradiction for C sufficiently large. Therefore there exists a constant C 1 < ∞ and a subset B of [0, ε] of measure at least ε/2 such that
Consequently one has
Next note that the continuity of Φ τ and the invariance of
Note that again due to the continuity of Φ τ there exists C 3 < ∞ depending only on I × K such that for all b ≤ t ≤ c one has
Finally notice that Y b,γ(b) =η(b). This finishes the proof.
Proof of Proposition 3.11. Like in the preceeding proof one can assume that the curves are contained in a normal neighborhood.
(i) The first step is to show that
for 0 < C < ∞ sufficiently large. Using the local Lipschitz continuity of (s, x) → D (s,x) , which follows directly from local Lipschitz continuity of C, there exists C 0 < ∞ only depending on I × K such that one can chooseχ
With the smoothness of Φ τ this then implies
for some C 1 < ∞ only depending on I × K and ε. Now the triangle inequality yields
Recall from Remark 3.10 that
and that L 2 is smooth up to and beyond ∂D. Thus there exists δ 0 > 0, only depending on I × K and ε, such that
2 as a special case. With (2) one then obtains
for some δ 4 > 0 depending only on I × K and ε, since the fibre derivative of L 2 τ does not vanish anywhere on ∂D. Thus one has
With the convexity of S one then concludes
for some C 2 < ∞ depending only on I × K and ε. Finally one has
The first term on the right hand side is bounded from above by
according to Lemma 3.12 and the choice of χ 2 for some δ > 0. The second term is bounded from above by
according (3) . Finally the third term is bounded from above by
by the triangle inequality and (2). This implies that
for C < ∞ sufficiently large. Repeating the arguments for S (x 1 (a), x 1 c) 
c).
Proof of Theorem 2.9. Let Π be a dynamical optimal coupling. For k ∈ N consider the subcoupling
Since the supports of µ and ν are disjoint one knows that for every compact set
. Therefore one can assume that there exists ε 0 > 0 such that for every γ ∈ supp Π ⊆ Γ 0,1 one has ε 0 ≤ |γ|. Consider the reparameterization
Next let ε 2 > 0 be given and consider the dynamical optimal coupling restricted to [ε 2 , 1 − ε 2 ]. Then there exists ε 3 > 0 only depending on ε 0 and ε 2 such that |t−α|, |t−ω| ≥ 2ε 3 for all γ ∈ supp Π, η as above and
Since τ is Lipschitz on I × K with constant L < ∞ one has
With the smoothness of Φ τ one concludes that there exists a constant C 0 < ∞ depending only on ε 0 and ε 2 such that
Further the triangle inequality implies that
for some C 1 < ∞ depending only on I × K. Now choose δ, κ > 0 and C < ∞ for ε := ε 3 and I × K according to Proposition 3.11. For C 4 < ∞ sufficiently large assuming that
Then Proposition 3.11 implies that
With the triangle inequality for c L follows
clearly contradicting the cyclic monotonicity of the optimal coupling. Thus there exists D < ∞ with
showing the injectivity of the projection and the Hölder continuity of the inverse.
Proof of Theorem 2.10.
Then every L τ -minimizer γ withγ ∈ K is also a L 0 -minimizer. Now the claim follows from the classical regularity result for Tonelli-Lagrangians.
3.4. Proof of Theorem 2.11. The proof is essentially carried out via two propositions.
Proposition 3.13. Let µ, ν ∈ P(M ) be as in the assumptions of Theorem 2.11 and supp µ is ν-neglectable. Then for every minimal coupling π of µ and ν there exists a set R of full π-measure such that for all (x, y 1 ), (x, y 2 ) ∈ R there exists a minimizer γ containing x, y 1 , y 2 in its trace.
The proof of Proposition 3.13 needs a lemma proven in [8] for the case M = R n . The proof carries over mutatis mutandis to the present situation of manifolds.
Recall that x is a Lebesgue point of a set C if
Lemma 3.14. Let N be a manifold, µ, ν ∈ P 1 (N ), π ∈ Π(µ, ν) and Σ a σ-compact set such that π(Σ) = 1. Assume that µ is absolutely continuous w.r.t. to the Lebesgue measure on N . Then π is concentrated on a σ-compact set R(Σ) such that for all (x, y) ∈ R(Σ) the point x is a Lebesgue point of π 1 (Σ ∩ (N × B(y, r))) for all r > 0.
Proof of Proposition 3.13. Let π be a minimal coupling of µ and ν. One can assume that minimizers between points in supp µ and supp ν are unique up to parameterization. This can be seen as follows. By passing to a subtransport plan, according to Corollary 3.5, one can first assume that supp µ and hence supp ν is compact. Second choose a dynamical optimal coupling Π for π, i.e. π = (ev 0 , ev 1 ) ♯ Π. Then by Corollary 3.4 one can assume that the minimizers in supp Π are unique up to parmeterization by considering the transport between 0 and t > 0 for t sufficiently small. Note that
where △ denotes the diagonal in M × M . Thus Π-almost every minimizer is nonconstant. Therefore supp µ is (ev t ) ♯ Π-neglectable for all t > 0. Note that since µ and ν are supported on Lipschitz graphs over N one can consider both measures to be supported on N without losing the absolute continuity of µ with respect to the Lebesgue measure. Therefore one can apply Lemma 3.14 to µ and ν seen as measures on N and obtain a set R ⊆ A × B by revoking the identification via the graphs. Hence choose a set R = R(Σ) ⊆ A × B according to Lemma 3.14. Assume that there exist (x, y 1 ) and (x, y 2 ) ∈ R such that y i is not on the minimizer between x and y j for i = j. Then one knows that the tangent vectors at x to the minimizers γ i ∈ Γ(τ ) between x and y i are not parallel.
converges to L| Cx uniformly on compact subsets of int C in any C ktopology for δ → 0. Especially the minimizers of L δ converge uniformly to straight lines in B 1 (0).
Next choose sequences δ n , r n ↓ 0 such that
Since the distance from x to y 2 can be bounded from below and due to the structure of the ψ δ 's one concludes that the tangentsη at x converge toγ 2 at x for minimizers η : [0, 1] → M in Γ(τ ) connecting a point in imψ δn with a point B rn (y 2 ). Further by (4) one can choose points (w n , z n ) ∈ imψ δn × B rn (y 2 ) with (w n , z n ) ∈ supp π, dist(ψ
Thus the L xminimizer t → t ·γ 1 and t → v + t ·γ 2 intersect for some positive value of t. A simplified version of Proposition 3.11 now shows that this crossing can be shortenened by nonzero amount. Since the converges is uniform a fraction of this shortening survives when passing to L δn for n sufficiently large. This now contradicts the cyclic monotonicity of the optimal transport plan.
Consider the set I B of minimizers γ ∈ Γ(τ ) with τ • γ = id which intersect B in more than one points. Identify M with R × N via the temporal function τ as in Section 3.3. Then the curves in I B correspond one-to-one with Φ τ -orbits in N . Denote the set of these Φ τ -orbits also with I B . Proof. Since a countable union of neglectable sets is neglectable one can make a few simplifying assumptions. First one can assume that A is uniformly spacelike. Second one can assume that B is precompact. And third one can assume that the distance between the first and the last intersections of minimizers with B is uniformly bounded from below.
Let (y 1 , y 2 ) ∈ J + ∩ B × B and γ ∈ I B a minimizer between y 1 and y 2 . Choose δ > 0 such that τ (B δ (y 1 )) and τ (B δ (y 2 )) are disjoint. Choose b ∈ R between τ (B δ (y 1 )) and τ (B δ (y 2 )). Denote with S B the set of intersection of the γ ∈ I B with {b} × N .
Proof. Consider η ∈ Γ(τ ) with endpoints in B δ (y 1 ) ∩ B and B δ (y 2 ) ∩ B. Denote the intersection of η with {b} × N by z. Choose a convex neighborhood U around z disjoint from B δ (y 1 ) ∩ B and B δ (y 2 ) ∩ B. Denote with η α and η ω the initial and the terminal point on η in U respectively. Then one has
Thus there exists r > 0 such that for every point p ∈ S B there exist two balls B r and B ′ r in {b} × N with B r ∩ B ′ r = {p}. Therefore for every ε > 0 S B can be covered by at most ε n disjoint sets with volume less than ε n+1 . This shows that S B is L {b}×N -neglectable.
Lemma 3.17. The map S B → T N mapping z ∈ S B to the tangent vector in D z of a minimizer in I B intersecting z is well defined and Lipschitz.
Proof. The well-definedness is easy to see since if two minimizers γ 1 and γ 2 between points y 1 , y 2 , y 3 , y 4 ∈ B such that y 2 ∈ J + (y 1 ) and y 4 ∈ J + (y 3 ) meet at an intermediate point z with different tangent vectors then y 2 ∈ I + (y 3 ) and y 4 ∈ I + (y 1 ). Both induces a contradiction to the achronality of B.
Now let x, z ∈ S B and γ x , γ z ∈ I B containing x and z in their traces respectively. Choose y 1 , y 2 ∈ B such that γ z connects y 1 and y 2 . Then one has x ∈ I + (y 1 )
c by the achronality of B. Therefore
Recall that one has assumed that the distance between the intersections of minimizers with B is bounded from below. Therefore there exists ε > 0 such that
Then by Lemma 3.12 there exists
where Y w denotes the tangent to the unique minimizer
2 is Lipschitz up to the boundary of its domain there exists δ 2 > 0 with one concludes γ x (b + ε) ∈ I + (γ z (b − ε)). This in turn implies that the endpoint of γ x in B is contained in I + (y 2 ), clearly a contradiction to the achronality of B.
By Lemma 3.16 the intersection of the minimizers intersecting B at least twice is L {b}×N -neglectable. Further by Lemma 3.17 the map that assigns to each intersection point the tangent of the minimizer is Lipschitz. Choose a Lipschitz extension of this map to N according to Kirzbraun's Theorem (cf. Theorem 1.31 in [16] ). Then the unique intersection of minimizers in I B with A is the image under a Lipschitz map of a L {b}×N -neglectable set. Therefore it is L A -neglectable.
Proof of Theorem 2.11. To prove the theorem all one needs to show is that π is concentrated on the graph of a map F : M → M . Then F is measurable and unique. Measurabilty follows from fact that π is a Borel measure. Uniqueness follows from the observation that if two optimal plans exists, any convex combination of both is optimal as well. But any nontrivial convex combination of couplings that are concentrated on graphs is not concentrated on a graph unless they coincide.
Choose a dynamical optimal coupling Π. Denote with Π △ the restriction of Π to the set of constant minimizers and Π C := Π − Π △ . Further set µ △ := (ev 0 ) ♯ Π △ and µ C := (ev 0 ) ♯ Π C . Note that by construction one has µ = µ △ + µ C .
First one shows that supp µ △ ∩ supp µ C is a L A -neglectable set. To this end note that supp µ △ ⊆ supp ν since µ △ is induced by constant curves. Now if x ∈ supp µ △ ∩ supp µ C , x is contained in supp ν and there exists a y ∈ supp ν ∩ J + (x) \ {x}. So x lies on a minimizer that intersects the support of ν at least twice. The set consisting of such points was shown in Proposition 3.15 to be L A -neglectable which implies the initial claim.
Assume for the moment that π △ := (ev 0 , ev 1 ) ♯ Π △ and π C := (ev 0 , ev 1 ) ♯ Π C are separately concentrated on a graph. Then π is concentrated on the union of these graphs since π = π △ + π C . The overlap of these graphs lies in π −1 1 (supp µ △ ∩ supp µ C ). Since supp µ △ ∩ supp µ C is L A -neglectable it is also µ-neglectable and therefore π −1 1 (supp µ △ ∩ supp µ C ) is π-neglectable. Thus π is concentrated on a graph.
It remains to show that π △ and π C are concentrated separately on a graph. This claim is trivial for π △ since π △ is concentrated on the diagonal of M × M . For π C note that by construction π C (△) = 0. Since π C (△) ≥ ν(supp µ) one can apply Proposition 3.13 to the situation of µ C and ν C := (ev 1 ) ♯ Π C with the coupling π C .
Assume first that there exists a set S with µ C (S) > 0 such that for every x ∈ S there exist y 1 = y 2 ∈ supp ν C with (x, y i ) ∈ supp π C and no minimizer from x to y i meets y j for i = j. By the martingale property of π C one has π C (π −1 1 (S)) = µ C (S) > 0. Now for the set R constructed in Proposition 3.13 one has R∩π −1 1 (S) = ∅. But this contradicts the property of R given in Proposition 3.13. Therefore the set of points transported into two different directions is µ C -neglectable.
It remains to show that the set transported along one minimizer, but to at least two points in B is L A -neglectable. But this is the content of Proposition 3.15 since µ C is absolutely continuous with respect to L A . This follows directly from the assumption that µ is absolutely continuous with respect to L A .
