Abstract-In this study, first of all, six varieties (Demir-2000, Gün-91, İkizce-96, Mızrak, Seval, Tosunbey) of bread wheat are classified by using the common vector approach (CVA). For this purpose, five yield characters (length of spike, spikelet number per spike, grain number per spike, spike weight, plant height) of varieties are used. These characters include 20 plant samples which were obtained from field studies conducted during two years under dry farming. Secondly, five yield characters taken from six varieties are classified by using CVA. Satisfactory results were obtained especially in the training set.
Neural Network [15] [16] [17] , and cluster analysis [8] , [10] , [19] have been used in classification of wheat varieties.
Delwiche and Massie classified two wheat classes by using partial least squares and multiple linear regression analyses in order to develop binary decision model for various combinations of two wheat classes [6] . Instead of samples taken from wheats, image analysis was also used in the wheat classification with crush-force parameters [4] and with statistical filters [5] . Neuman and Bushuk [7] applied digital image analysis for objective classification of wheat cultivars according to kernel type and identity.
In this study, we considered six varieties which are Demir, Gün-91, İkizce-96, Mızrak, Seval, Tosunbey of bread wheat. Each variety was represented with five yield characters which are length of spike, spikelet number per spike, grain number per spike, spike weight, plant height. Each character includes 20 plant samples which were taken from field studies conducted during two years under dry farming. There are two main purposes of our study: one is the variety classification and the other is the character classification. That is, the varieties and characters were applied to classification process separately. The common vector approach (CVA) was used in classification process. CVA is a well-known subspace method which was used in the classification of speech, speaker, human faces and motor faults [20] [21] [22] [23] [24] . Classification rates of varieties and characters are given in tables for training and testing stages.
II. MATERIALS AND METHODS
Six bread wheat cultivars (Demir-2000, Gün-91, İkizce-96, Mızrak, Seval, Tosunbey are registered in Turkey) were planted in Eskisehir Osmangazi University research field, Turkey. The field experiment was conducted during growing season (2004/2005) , seeded in October and harvested in July. The experiment was set up as completely randomized block design with four replications and a plot size of six rows 10 m long and a distance between rows of 25 cm. The soils at site of the experiments and precipitation means were sandy-loam and 288 mm, low in organic matter, and moderate for CaCO 3 . At planting time, phosphorous and nitrogen were applied at a standard rate of 60 kg ha 
where the vector , u ,u ,...,u n be the orthonormal eigenvectors corresponding to these eigenvalues. The first (m-1) eigenvectors of the covariance matrix corresponding to the nonzero eigenvalues form an orthonormal basis for the difference subspace B [22] . The orthogonal complement, B┴, is spanned by all the eigenvectors corresponding to the zero eigenvalues. This subspace is called the indifference subspace and has a dimension of (n-m+1). The direct sum of two subspaces B and B┴ is the whole space, and the intersection of them is the null space. The common vector can be shown as the linear combination of the eigenvectors corresponding to the zero eigenvalues of Ф [22] , that is, , ,
From here, the common vector acom is the projection of any feature vector onto the indifference subspace B┴. The common vector represents the common properties or invariant features of the variety or character class C. The common vector is independent from index i. Therefore, the common vector is unique for each class and all the error vectors c i  would be zero.
During the classification stage, the following decision criterion is used:
 a -a u u (4) where x a is an unknown or test vector and S indicates the total number of classes. If the distance is minimum for any class C, the feature vector x a is assigned to class C.
III. RESULTS
In the first study, each of six varieties forms one class in the CVA method. Five characters each of which includes 20 samples for each wheat variety form five feature vectors of that variety. Therefore, there are six classes and each class has five feature vectors. When the feature vectors (characters) used in the training stage were tested, all classes (varieties) were correctly classified, i.e., 100% correct recognition rate was obtained. When the "leave-one-out" strategy was used in the testing stage, that is, when four feature characters were used in the training stage and remaining one character was tested, 36.7% correct recognition rate was obtained as average of "leave-one-out" steps. The results obtained from this study are given in Table 1 . The average score obtained in the test set is very low because samples included in the characters representing same variety are much different. In the second study, the characters were classified by using CVA. First of all, five characters were considered and each of five characters forms one class in the CVA method. Twenty samples taken from each variety for any character form one feature vector of that character. Therefore, there are five classes and each class has six feature vectors. When the feature vectors, each of them includes 20 samples, used in the training stage were tested, all classes (characters) were correctly classified, i.e., 100% correct recognition rate was obtained. When the "leave-one-out" strategy was used in the testing stage, that is, when five feature characters were used in the training stage and remaining one character was tested, 80% correct recognition rate was obtained as average of "leave-oneout" steps. The results obtained for this study are given in Table 2 .
International Secondly, last four characters (spikelet number per spike, grain number per spike, spike weight, plant height) were classified. All characters were correctly classified (100% correct recognition rate was obtained) in both the training and testing stages. These scores are remarkable because samples taken from varieties for each character are close to each other and well represent that character. These results are given in Table 3 . 
IV. DISCUSSION
It is known that varieties of different plants have been successfully classified by using various computer-based algorithms. Classification of wheat varieties with computer algorithms has been become popular in recent years [4] , [5] , [7] . Therefore in this study, first of all, six wheat varieties were classified by using CVA method. In spite of 100% correct recognition rate in the training set, very low recognition rate (36.7%) was obtained in the test set. The reason is that samples included in the characters representing same variety are much different. Thus, common properties or invariant features of each variety can not be extracted and indifference subspace can not be constructed efficiently.
Additionally, characters were classified by using CVA method. Initially, five characters are applied to the classification process and 100% and 80% recognition rates were obtained for the training and test set respectively. The reason of low score for the test set is that the samples of length of spike and spikelet number per spike characters are very close to each other. Therefore these two characters are confused. When the length of spike character is discarded, that is, when last four characters are classified, all characters are correctly classified (100% recognition rate is obtained) in both the training and test sets.
V. CONCLUSION
It is concluded that the CVA method was very successful in the classification of different varieties belonging to any plant and/or of different characters belonging to any variety. Such classifications can be very helpful in assignment of unknown varieties or unknown characters to correct plant. As a future work, number of varieties for any plant and the number of characters will be increased. Satisfactory results are also expected from this work.
