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ABSTRACT
ESSAYS IN FINANCIAL ECONOMICS
Mohammadjavad Pakdel, Ph.D.
Department of Economics
Northern Illinois University, 2016
Airu Cheng, Director
This dissertation consists of two self-contained essays. The first essay compares out-ofsample performance of asset allocation using forward-looking information and backwardlooking information. The existing literature processes forward-looking and backward-looking
information using different models and consequently different sets of assumptions. Therefore,
one might wonder if superior performance of portfolios using these two sources of information
should be attributed to superiority of sources of information or superiority of models underlying
them. In contrast, this study uses the identical stochastic volatility model to process both
forward-looking and backward-looking information. The empirical results of this study show that
the investor will be significantly better off when using the forward-looking information in her
asset allocation compared to using the backward-looking information.
In the second essay, I investigate the relationship between idiosyncratic risk at industry level
and stock prices. The Capital Asset Pricing Model (CAPM) predicts that idiosyncratic risk would
not be priced by investors, since investors can avoid it through portfolio diversification. In
contrast to CAPM’s prediction, the authors of existing literature usually conclude that this type
of risk is priced by investors at firm level. I hypothesized that risk at industry level, like risk at
firm level, is priced by investors. Surprisingly, I found some evidence that net industry-level
volatility innovations are contemporaneously positively correlated to respective industry excess
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returns in some industries. This positive relation is interpreted as lower prices for industries with
higher idiosyncratic risk, in contrast to my assumption.
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CHAPTER 1
INTRODUCTION

This dissertation consists of two empirical studies dealing with the financial economics topic
of asset allocation with stochastic volatility models: “A Comparison between Backward-looking
and Forward-looking Approaches” and “Does Risk at Industry Level Matter?’
The objective of the first essay is to compare out-of-sample performance of asset allocation
using option-implied distributions (forward-looking approach) and historical distributions
(backward-looking approach). The existing literature uses original implied distributions and
original historical distributions or moments as the inputs for the portfolio optimization. The
original implied and historical distributions or moments are calculated using different sets of
assumptions. Therefore, comparing the out-of-sample performance of asset allocation using these
two different types of estimators is similar to comparing apples to oranges. In contrast, this study
uses the identical stochastic volatility model to simulate both implied and historical expected
distributions. Out-of-sample performance of the optimal portfolio consisting of a risky asset
(S&P 500) and a risk-free asset (one-month treasury bonds), based on these two alternative
strategies, are then compared. The empirical results of this study show that the investor will be
significantly better off when using the forward-looking information in her asset allocation
compared to using the backward-looking information. The results are valid for a number of
robustness tests such as using different utility functions, using various evaluation criteria, and
using rolling windows varying in size to estimate the historical distributions.
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The second essay investigates the relationship between idiosyncratic risk at industry level and
stock prices. CAPM predicts that idiosyncratic risk should not be priced by investors because it
is an avoidable risk. In contrast to CAPM’s prediction, the authors of existing literature usually
conclude that this type of risk is considered by investors at firm level. I use the term net industrylevel risk as a similar concept to idiosyncratic risk at firm level and hypothesize that risk at
industry level, like risk at firm level, is priced in practice. Regression of monthly industry excess
returns on the lags of net industry-level volatility provides no evidence of a positive risk-return
trade-off. Surprisingly, I also found some evidence that net industry-level volatility innovations
are contemporaneously positively correlated to respective industry excess returns in some
industries. This positive relation is interpreted as indirect evidence of a negative relation between
expected industry excess returns and net industry-level volatility, in contrast to my hypothesis.
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CHAPTER 2
ASSET ALLOCATION WITH STOCHASTIC VOLATILITY MODELS: A COMPARISON
BETWEEN THE BACKWARD-LOOKING AND FORWARD-LOOKING APPROACHES

2.1

Introduction

The modern portfolio theory by Markowitz uses a mean-variance optimization as the most
popular framework to determine the optimal portfolio of an investor. This method simplifies the
maximization of the expected utility of one period-ahead wealth into maximizing a Taylor series
expansion up to the second order (Levy and Markowitz, 1979). However, the Markowitz asset
allocation framework and most of its sophisticated extensions underperform a naïve 1/N strategy
(in which investment is divided equally among all assets) due to the estimation error (Tu and
Zhou, 2007). Many studies addressed this problem by improving the quality of moments
estimated from the historical data. For instance, Tu and Zhou proposed a method to combine the
naïve 1/N strategy with the Markowitz model, or any of its more sophisticated versions, to show
that this mixed portfolio outperforms any of the sophisticated strategies or 1/N portfolio. The
authors explained how the representative investor with a concave utility function will be better
off by trade-off between bias and variance through choosing the optimal mixing strategy. In
another effort, Black and Litterman (1990) introduced an asset allocation model based on a
Bayesian approach. The Black-Litterman approach provides an investor with the CAPM
equilibrium market portfolio as the prior starting point for the estimated returns. The investor
then blends her views about the asset returns with the prior estimated returns. The portfolio made

4

by this mixing strategy usually has higher out-of-sample performance than either views or
CAPM model on their own.
Recently, and in a different approach, Kostakis, Panigirtzoglou, and Skiadopoulos (2009)
proposed an asset allocation between a risky asset (S&P 500) and a risk-free asset (one-month
LIBOR rates) using the forward-looking information included in option prices, rather than
traditional asset allocation with the historical prices. Kostakis et al. showed that the investor
would be significantly better off when using risk-adjusted implied distributions of returns in the
asset allocation compared to using the historical distributions of returns in her strategy. The
authors explained that by their nature, the implied distributions are forward-looking. As a result,
they convey information about the true unknown distributions/moments of asset returns more
precisely than the historical distributions/moments do. In another work, DeMiguel, Plyakha,
Uppal, and Grigory (2011) extended the idea of Kostakis et al. and used the option-implied
volatility to choose a portfolio of 561 stocks using a minimum variance framework. The authors
measured out-of-sample performance of the portfolio chosen by option-implied information
based on portfolio volatility, Sharpe ratio, certainty-equivalent return, and turnover. It is
extensively reported in the literature that the implied volatilities can predict stock returns
volatilities better than the historical volatilities (Blair, Poon, and Taylor, 2001; Jiang and Tian,
2005). Therefore, the expectation is that the portfolio made by option-implied volatility shows
better performance than the naïve 1/N portfolio or minimum variance portfolio. Surprisingly,
optimization based on the model-free implied volatility in the study of DeMiguel et al. did not
result in a significant decrease in the out-of-sample portfolio volatility or increase in the Sharpe
ratio or certainty-equivalent return compared with the naïve 1/N or minimum variance strategies.
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The authors showed that only portfolio choice using the volatility risk premium or implied
skewness (both obtained using option information) result in a better out-of-sample performance.
DeMiguel et al. (2011) explained that this failure of the optimal portfolio based on the
implied volatility can be attributed to two reasons. The first reason is that implied volatility is a
biased estimator of real-world volatility. As Chernov (2007) showed, implied volatility is the
sum of expected volatility and volatility risk premium. Therefore, DeMiguel et al. used the
realized volatility instead of the expected volatility to estimate the volatility risk premium, in line
with Bollerslev, Gibson and Zhou (2004), Carr and Wu (2009). The authors corrected this bias in
the implied volatility and made a new portfolio based on the new risk-premium-corrected
implied volatility. Surprisingly, even this new portfolio underperforms the naïve 1/N portfolio or
minimum variance portfolio most of the time. The authors then explained that the lower
performance of this new portfolio should be attributed to the larger variance of implied volatility
as an estimator since implied volatility is calculated based on the current option prices. In
contrast, historical volatility is obtained using a window of historical returns, and if the window
is big enough, then the observed estimator has a smaller variance. Highly volatile implied
volatility increases the changes in optimal portfolio weight in every period and therefore reduces
the advantages of having a better forecaster of stock return volatility.
In this paper, the existing literature is extended by use of the identical stochastic volatility
model to simulate both expected implied and historical distributions for the purpose of asset
allocation. The asset allocation problem considered in this study is the traditional allocation
problem between a risky asset (S&P 500) and a risk-free (one-month treasury bonds) asset. This
standard and basic setup is extensively used in the literature (Wachter, 2002; Chacko and
Viceira, 2005). The stochastic volatility model used here is the basic Heston model, which is one
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of the most used stochastic volatility models. Bakshi, Cao, and Chen (1997) showed the
superiority of the basic Heston stochastic volatility model, relative to its sophisticated versions,
allowing jumps for the purpose of forecasting.
In the first step, the Heston model is estimated using the historical prices (backward-looking
information). Then, the returns of the risky asset are simulated for the next 30 calendar days (or
equivalently, 21 trading days) with these estimated parameters. Finally, a portfolio optimization
through the maximization of the expected utility from investment in the risky asset (represented
by the simulated distributions) and the risk-free asset, for an investment horizon of 30 days, is
performed. In the second step, the Heston model is estimated using option prices (forwardlooking information). The estimated parameters are then used to simulate the risky asset returns
for the next 30 days. These risk-neutral simulated distributions are then converted into real-world
distributions through the method introduced by Bliss and Panigirtzoglou (2004), which is
justified by financial theory. Then, an asset allocation through the maximization of expected
utility from the risky asset (represented by the risk-adjusted distributions) and the risk-free asset,
for the investment horizon of one month, is performed. In the end, the out-of-sample
performance of these two alternative strategies are compared.
Using this framework, some of the problems ignored in the existing literature can be
addressed. The first issue in the existing literature is that the implied and historical estimators are
obtained using different sets of assumptions. Comparing out-of-sample performance of asset
allocation using these two alternative estimators is similar to comparing apples to oranges. For
instance, in DeMiguel et al.’s study, it is assumed that n continuously compounded returns (r) are
observed over a period of length T, in a way that h=T/n. Historical annual volatility is then equal
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1

to ℎ [𝑛−1 ∑𝑛𝑖=1 𝑟𝑖2 ] . Underlying assumptions are constant volatility and zero per-period mean. The
authors then use the model-free implied volatility, which is a nonparametric method obtained by
a chain of call, and put option prices. In Kostakis’s study (2009), the risk-neutral probability
distribution function was obtained assuming that all assumptions of the Black-Scholes formula
hold, since risk-neutral probability distribution function is the second derivative of option prices
with respect to strike prices. Then the authors used the Gaussian kernel method to estimate
historical probability distribution function, which is a nonparametric method. But still the choice
of suitable smoothing parameters needs to be addressed. In contrast, when the identical
stochastic volatility model is used to simulate both historical and implied distributions, although
different sources of information are used to estimate the parameters of the model, the
assumptions underlying both historical and implied distributions are the same.
Secondly, asset allocation requires forecasts of future asset returns at the investment horizon.
The type of estimator required is predicted and at the same time instantaneous. The focus is then
on the ex-ante expected estimator. The concept of expectation naturally calls for a model that can
be used to map the current information set into a distribution forecast. The framework proposed
in this paper provides the expected type of distribution at the investment horizon. On the other
hand, since this model is a continuous stochastic volatility one, the simulated distributions are
instantaneous. DeMiguel et al’s study (2009), in contrast, assumes that the ex-post historical
volatility is a reasonable proxy for the ex-ante expected volatility and therefore could be used to
be compared with the implied volatility. This is a valid assumption if volatility is constant and
the forecast interval is small. Obviously, when the volatility is stochastic, the ex-post historical
volatility will not correspond to the ex-ante expected volatility. Setting the competition between
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backward and forward-looking information in this way seems like an unfair contest, since
historical volatility in its original form is not a good predictor of realized volatility for big
forecast intervals. In contrast, in the proposed framework here, the simulated historical
distributions have backward-looking nature through the parameters estimated by historical
information. On the other hand, they are the predicted at the investment horizon. Therefore, for
the purpose of comparison with the forward-looking information, these simulated historical
distributions could be considered as better candidates than the original historical estimators used
in the existing literature.
To check the validity of the results of the study, a number of robustness tests are conducted.
First, for the purpose of asset allocation using direct maximization of expected utility, alternative
utility functions (exponential and power) are used for the representative investor. Second,
various absolute and relative risk-aversions (2, 4, 6, 8) are used to consider the existence of
investors with different attitudes towards risk. Third, out-of-sample performance of the two
alternative strategies is compared in terms of four metrics: Sharpe ratio, certainty-equivalent
return, turnover, and risk-adjusted returns net of transaction costs. Finally, rolling windows with
varying sizes (36, 48, 60, and 72 last observations) are used to estimate the historical
distributions. In line with Kostakis et al. (2009), and DeMiguel et al, (2011), the empirical results
of this study show that the portfolio made by the forward-looking information has a better outof-sample performance than the portfolio made by the backward-looking information. The
results hold under a number of robustness tests.
The remainder of this paper proceeds as follows. Section II explains the Heston model and its
estimation using the option and historical prices, converting the risk-neutral distribution to the
corresponding real-world distribution, asset allocation by direct maximization of the expected
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utility, the implementation, and the evaluation metrics. Section III describes the data used in the
study. Section IV presents empirical results of the study. Finally, section V concludes the study.

2.2

2.2.1

Methodology of the Study

Description of the Heston Stochastic Volatility Model

The Heston stochastic volatility model is defined by two separate stochastic differential
equations. In the Heston model, stock prices and the volatility process are defined by equations
(2.1) and (2.2) respectively.
𝑑𝑆𝑡 = 𝜇𝑆𝑡 𝑑𝑡 + √𝑣𝑡 𝑆𝑡 𝑑𝑤𝑡1

(2.1)

𝑑𝑣𝑡 = 𝑘(𝜃 − 𝑣𝑡 )𝑑𝑡 + 𝜎𝑣 √𝑣𝑡 𝑑𝑤𝑡2

(2.2)

Here 𝑆𝑡 and 𝑉𝑡 show the price and the instantaneous volatility, repectively. The variables, 𝑤𝑡1
and 𝑤𝑡2 , are two Brownian motions (Wiener process) correlated with the parameter 𝜌. The rate
of return of the stock and the mean reversion speed of the volatility process are shown by 𝜇 and
𝑘 respectively. 𝜃 shows the long term volatility and 𝜎v represents the volatility of volatility. In
fact, the Heston model assumes that the stock prices follow the same stochastic process used in
the Black-Scholes model. The extra assumtion in the Heston model is that the volatility is not
constant and follows the Cox-Ingersoll-Ross stochastic variance process. To prevent the
volatility process from hitting the negative values, Feller property, which dictates 2𝑘 𝜃 > 𝜎𝑣2
should be satisfied.
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2.2.2

Estimation of the Heston Model by Option Prices

In order to conduct the asset allocation, the distribution of the risky asset should be estimated
at the investment horizon. If the parameters of equations (2.1) and (2.2) are known, then these
equations could be be used to simulate the distribution of the asset at the investment horizon.
This section provides a brief explanation of the estimation of the Heston model with option
prices (forward-looking information), whereas the next section continues with the estimation of
this model using the historical prices (backward-looking information). Only a brief explanation
is provided here, and the reader is referred to Wilmot (1998) and Gatheral (2004) for further
details of the Heston model estimation with option prices. Price process in equation (2.1) is
similar to the process assumed to derive the Black-Scholes model. In the Black-Scholes model,
the only source of randomness is unexpected changes in the stock prices. In the Heston model, an
extra source of randomness, namely, random changes in volatility also exists. The goal is to
constitute a portfolio with the value 𝜋, which is hedged against both types of randomness. It is
assumed that this portfolio consists of an option whose value is denoted by 𝑈(𝑆𝑡 , 𝑉𝑡 , 𝑡), a
quantity –Δ of stock, and a quantity –𝛥1 of another imaginary asset whose value 𝑉1 only depends
on volatility. Therefore, the value of this portfolio is shown by equation (2.3).
𝜋 = 𝑈(𝑆𝑡 , 𝑉𝑡 , 𝑡) − 𝛥𝑆 − 𝛥1 𝑉1

(2.3)

To hedge this portfolio, the changes in it should be equal to the payoff of a risk-free portfolio
with the risk-free rate of 𝑟 𝑓 . This holds true when there is no change in the value of this portfolio
because of changes in the stock prices or changes in the volatility. The only way that this lack of
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changes can be is that the value of the option denoted by 𝑈(𝑆𝑡 , 𝑉𝑡 , 𝑡) satisfies the following
partial differential equation derived by Ito’s lemma.
1 2 𝜕2𝑈
𝜕2𝑈 1 2 𝜕2𝑈
𝜕𝑈
𝑉𝑆
+
𝜌𝜎
𝑆𝑉
+ 𝜎𝜈
+ 𝑟𝑓 𝑆
𝜈
2
2
2
𝜕𝑆
𝜕𝑆𝜕𝑉 2
𝜕𝑉
𝜕𝑆
+{ 𝑘(𝜃 − 𝑉) − 𝜆(𝑆, 𝑉, 𝑡) }

(2.4)

𝜕𝑈
𝜕𝑈
− 𝑟𝑓 𝑈 +
=0
𝜕𝑆
𝜕𝑡

Variable 𝜆(𝑆, 𝑉, 𝑡) is called market price of volatility and is not easy to estimate. The Heston
model assumes that 𝜆(𝑆, 𝑉, 𝑡) is proportional to the instantaneous volatility, i.e. 𝜆(𝑆, 𝑉, 𝑡) =
𝜆𝑉(𝑡) . Then, for a fixed value of 𝜆 in equation (2.4), equation (2.5) is derived.
1 2 𝜕2𝑈
𝜕2𝑈 1 2 𝜕2𝑈
𝜕𝑈
𝑓
𝑉𝑆
+
𝜌𝜎
𝑆𝑉
+
𝜎
+
𝑟
𝑆
𝜈
𝜈
2
𝜕𝑆 2
𝜕𝑆𝜕𝑉 2
𝜕𝑉 2
𝜕𝑆
+{ 𝑘 ∗ (𝜃 ∗ − 𝑉) }

(2.5)

𝜕𝑈
𝜕𝑈
− 𝑟𝑓 𝑈 +
=0
𝜕𝑆
𝜕𝑡

Here 𝑘 ∗ and 𝜃 ∗ are the risk-neutral versions of k and θ respectively. New 𝑘 ∗ and 𝜃 ∗ are
related to old 𝑘 and θ through the equations 𝑘 ∗ = 𝑘 + 𝜆 and 𝑘 ∗ 𝜃 ∗ = 𝑘𝜃. In fact, the partial
differential equation in (2.5) is equivalent to the stochastic differential equations of (2.6) and
(2.7).
𝑑𝑆𝑡 = 𝑟 𝑓 𝑆𝑡 𝑑𝑡 + √𝑉 (𝑡)𝑆𝑡 𝑑𝑤
̃𝑡1

(2.6)

𝑑𝑉 (𝑡) = 𝑘 ∗ (𝜃 ∗ − 𝑉 (𝑡))𝑑𝑡 + 𝜎𝑣 √𝑉(𝑡)𝑑𝑤
̃ 𝑡2

(2.7)

˂𝑑𝑤
̃ 𝑡1 𝑑𝑤
̃ 𝑡2 ˃ = 𝜌𝑑𝑡
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Note that equations (2.6) and (2.7) are exactly similar to equation (2.5) with two exceptions:
𝜆(𝑆, 𝑉, 𝑡) is eliminated in the above equation, and 𝑘 ∗ and 𝜃 ∗ are the risk-neutral coefficients.
Therefore, the estimation problem of 𝜆(𝑆, 𝑣, 𝑡) is resolved. According to Duffie, Pan, and
Singleton (2000), the solution of equations (2.6) and (2.7) simplifies to the theoretical price of an
option with strike price 𝐾 and expiration date 𝑇 in equation (2.8).
𝐶 (𝑆𝑡 , 𝑉𝑡 , 𝐾, 𝑇) = 𝑆𝑡 𝑃1 − 𝐾𝑒 − 𝑟

𝑓(𝑇−𝑡)

(2.8)

𝑃2

𝑒 −𝑖𝜑 𝑙𝑛(𝐾) 𝑓𝑗 (𝑥, 𝑉𝑡 , 𝑇, 𝜑)
1 1 ∞
𝑃𝑗 (𝑥, 𝑉𝑡 , 𝑇, 𝐾 ) = + ∫ 𝑅𝑒 (
) 𝑑𝜑
2 𝜋 0
𝑖𝜑
𝑥 = 𝑙𝑛𝑆𝑡
𝑓𝑗 (𝑥, 𝑉, 𝑇, 𝜑) = 𝑒 {𝐶(𝑇−𝑡,𝜑)+𝐷(𝑇−𝑡,𝜑)𝑉𝑡 +𝑖𝜑𝑥}
𝑓

𝑎
1 − 𝑔𝑒 𝑑 𝑟
)⦌
𝐶 (𝑇 − 𝑡, 𝜑) = 𝑟𝜑𝑖𝑟 + 2 ⦋(𝑏𝑗 − 𝜌𝜎𝜈 𝜑𝑖 + 𝑑)𝜏 − 2𝑙𝑛 (
𝜎𝜈
1−𝑔
𝑓

(𝑏𝑗 − 𝜌𝜎𝜈 𝜑𝑖 + 𝑑) 1 − 𝑔𝑒 𝑑 𝑟
(
)
𝐷 (𝑇 − 𝑡, 𝜑) =
𝜎𝜈 2
1−𝑔
𝑔=

𝑏𝑗 − 𝜌𝜎𝜈 𝜑𝑖 + 𝑑
𝑏𝑗 − 𝜌𝜎𝜈 𝜑𝑖 − 𝑑

𝑑 = √(𝜌𝜎𝜈 𝜑𝑖 − 𝑏𝑗 )2 − 𝜎𝜈 2 (2𝑢𝑗 𝜑𝑖 − 𝜑2 )2
for j=1, 2 where
1
1
𝑢1 = , 𝑢2 = − , 𝑎 = 𝑘 ∗ 𝜃 ∗ , 𝑏1 = 𝑘 ∗ − 𝜌𝜎𝜈 , 𝑏2 = 𝑘 ∗
2
2
The only part in the set of equations (2.8) that poses a little difficulty is the integral part. This
integral could be estimated using numerical methods such as the Gaussian-Quadratic method. A
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problem arises since this integral is an improper integral with an upper limit of infinity. A plot of
the integrand shows that it converges very quickly to zero. So if the upper limit is made large
enough, 100 for example, this integral is calculated with the required accuracy. Minimizing the
sum of the square of the differences between the observed call option prices in the market and
the theoretical option prices in equation (2.8) results in the estimation of the parameters of the
Heston model. These estimated parameters then could be used to simulate the stock price using
equations (2.1) and (2.2) for an investment horizon of one month. The number of simulations in
this study is 10,000.

2.2.3

Estimation of the Heston Model Using Historical Stock Prices

Estimation of the Heston model using historical prices is done through the Bayesian methods.
The Bayesian analysis of stochastic volatility models was introduced by Jacquier, Polson, and
Rossi (1994). For the sake of brevity, all model parameters are shown with 𝛩, where 𝛩 =
(𝑣0 , 𝑘, θ, 𝜎v , 𝜌). The chain of the volatility process and stock prices are shown with 𝑣1:𝑇 and 𝑠1:𝑇 ,
respectively, where 𝑣1:𝑇 = (𝑣1 , … , 𝑣 𝑇 ) and 𝑠1:𝑇 = (𝑠1 , … , 𝑠𝑇 ). The goal in the Bayesian
analysis is to draw samples from the posterior distribution 𝑝(𝑣1:𝑇 , 𝛩|𝑠1:𝑇 ). Sampling from the
posterior distribution is implemented using the Bayes rule, which is 𝑝(𝑣1:𝑇 , 𝛩|𝑠1:𝑇 ) ∝
𝑝(𝑠1:𝑇 |𝑣1:𝑇 , 𝛩 )𝑝(𝑣1:𝑇 , 𝛩). The problem arises because sometimes it is not possible to sample
independent draws from 𝑝(𝑣1:𝑇 , 𝛩|𝑠1:𝑇 ). To solve this problem, Monte Carlo Markov Chain
(MCMC) methods are implemented to draw samples that are slightly dependent (only depending
on the last draw) and approximately converging to the posterior distribution 𝑝(𝑣1:𝑇 , 𝛩|𝑠1:𝑇 ). The
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two most common MCMC methods are the Gibbs sampling and the Metropolis-Hasting
algorithms. The Gibbs sampler is used if the full conditional distribution of the parameters are
known. The conditional distribution of the parameters are not known in the case of the Heston
stochastic volatility model. Therefore, the Metropolis-Hasting algorithm is used.
The basic idea of the Metropolis-Hasting algorithm is that if the candidate draws result in
higher probability of observing the data compared with the current draws, then the current draws
should be replaced definitely. Even if the proposed draws decrease the probability of observing
data, the proposed draw is kept but with a positive probability 𝛼. In order to implement the
Metropolis-Hasting algorithm, the proposal distributions for the model parameters should be
defined prior to the implementation of the algorithm. The prior independence of all parameters
are assumed. The prior distributions assumed for 𝜌, 𝜎v , and k are Uniform (-1, 1), 𝐼𝑛𝑣𝑒𝑟𝑠𝑒Gamma (3, 0.27), and Normal (0.02, 0.01), respectively. Here, 𝑣0 and 𝜃 are assumed to follow
the identical Normal (0.9, 0.1), while truncated for the values below zero. The mean and variance
of the prior distribution for 𝜎v are 0.13 and 0.01, respectively. If the number of iterations is
shown by g then the proposed draws (𝛩∗ ) are related to the current ones( 𝛩 𝑔−1 ) through the
proposal distribution 𝑞(𝛩∗ | 𝛩 𝑔−1 ). Assumed proposal distributions for 𝜌, 𝑘 and 𝜎v are
respectively 𝑞(𝜌 ∗ |𝜌 𝑔−1 )~ Uniform (-1, 1), 𝑞(𝑘 ∗ |𝑘 𝑔−1 )~𝑁𝑜𝑟𝑚𝑎𝑙(𝑘 𝑔−1 , 0.01), and
𝑞(𝜎v ∗ |𝜎v 𝑔−1 )~𝑁𝑜𝑟𝑚𝑎𝑙(𝜎v 𝑔−1 , 0.04), while the latter is truncated for the values below zero.
Proposal distributions for 𝑣0 and 𝜃 are assumed to be the same where 𝑞(𝑣0 ∗ |𝑣0 𝑔−1 ) =
𝑞(θ∗ |θ𝑔−1 )~𝑁𝑜𝑟𝑚𝑎𝑙(𝜃 𝑔−1 , 0.3). The prior and proposal distributions are chosen to reﬂect
empirical results in the past literature (Eraker, Johannes, and Polson, 2003). The pseudo codes of

15

the Metropolis-Hasting algorithm for the specific interest are shown here. This algorithm is
performed for g=15,000 iterations.

Algorithm 1 – Metropolis-Hasting Sampler for the Heston Model Parameters
1. Initialize 𝛩0 , 𝑣1:𝑇 0
2. for g = 1, … , G
Sample 𝛩 ∗ based on the proposed distribution 𝑞(𝛩∗ |𝛩 𝑔−1 )
Sample v1:𝑇 ∗ using 𝛩∗ and based on the sampling importance resampling algorithm
𝛩∗
𝛩 𝑔−1

𝑤𝑖𝑡ℎ 𝑝𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦
𝛼
𝑤𝑖𝑡ℎ 𝑝𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦 1 − 𝛼
𝑝(𝛩∗ , 𝑣1:𝑇 ∗ |𝑆1:𝑇 )
𝑞(𝛩∗ |𝛩 𝑔−1 )
𝛼 = 𝑚𝑖𝑛(1,
)
𝑔−1
𝑝( 𝛩
, 𝑣1:𝑇 𝑔−1 |𝑆1:𝑇 )
𝑞 (𝛩 𝑔−1 |𝛩∗ )
𝛩𝑔 = {

Given that some of the proposal distributions are symmetric, they cancel out in the
calculation of the acceptance ratio. In the Metropolis-Hasting algorithm, one challenging step is
to sample the state variables 𝑣1:𝑇 . One solution is to use the Gibbs sampler. However, the speed
of convergence in the Gibbs sampler is slow when the parameters are highly correlated or when
the parameter space has high dimension (MacEachern, Clyde, and Liu, 1999). Moreover, since
the Gibbs sampler samples variables one at a time, it is possible that it is stuck in the local modes
and thus does not sample the entire parameter space. An alternative solution is to use particle
filter methods such as the sampling importance resampling (also called sequential importance
resampling), which estimates the posterior distribution of the state variables given the
observation variables. One advantage of particle filter methods is that they need no restrictive
assumption about the dynamics of the state variables or the distribution of the state and noise
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variables. The table below represents the pseudocode to draw samples from the volatility series
using the sampling importance resampling algorithm.

Algorithm 2 - Metropolis-Hasting Sampler for the Volatility Process
𝑗

1. Initiate {𝑣0 } for j=1…N
2. for t = 1, … , T
𝑗

Simulate 𝑣̃𝑡+1 ~𝑞(𝑣𝑡+1 |𝑣𝑡 𝑗 , 𝛩 𝑔−1 ) for j=1… N
𝑗

𝑗

Calculate the weights 𝑤𝑡+1 ∝ 𝑓𝑁 (𝑆𝑡+1 |𝑣̃𝑡+1 , 𝛩∗ ) for j=1… N
𝑗

𝑗

𝑗

Normalize the weights 𝑤
̃𝑡+1 = 𝑤𝑡+1 / ∑𝑁
𝑗=1 𝑤𝑡+1 for j=1… N
𝑗

𝑗

𝑗

Simulate 𝑣𝑡+1 from the empirical density{𝑤
̃𝑡+1 , , 𝑣̃𝑡+1 }𝑁
𝑗=1
𝑗

∗
Calculate 𝑣𝑡+1
as the median of {𝑣𝑡+1 } for j=1… N

After implementation of the MCMC algorithms, a distribution is obtained for each of the
parameters of the Heston model. The median of each distribution is assumed to represent the
entire distribution. These median parameters then could be used to simulate the distribution of
the risky asset at the investment horizon using equations (2.1) and (2.2). The number of
simulations of the stock prices in this study is 10,000.

2.2.4

From Risk-neutral to Real-world Distributions

After estimation of the parameters of the Heston model using option prices, the parameters
are used to simulate the prices of the underlying asset for an investment horizon of one month
(22 business days). However, the simulated density is in the risk-neutral world and should be
converted to the corresponding real-world distributions for the purpose of asset allocation. Bliss
and Panigirtzoglou (2004) showed that for a representative agent with utility function 𝑈(. ),
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where 𝑞𝑡 (𝑆𝑇 ) and 𝑝𝑡 (𝑆𝑇 ) show risk-neutral and statistical distributions of asset price 𝑆𝑇 at time T
(t < T) respectively, equations (2.9) and (2.10) hold.
𝑞𝑡 (𝑆𝑇 ) = 𝜁 (𝑆𝑇 ) 𝑝𝑡 (𝑆𝑇 )
𝜁 (𝑆𝑡 ) = 𝑒 −𝑟(𝑇−𝑡)

𝑈(́𝑆𝑇 )
𝑈(́𝑆𝑡 )

(2.9)
(2.10)

Here 𝜁 (𝑆𝑡 ) is called the pricing kernel. The latter equation is the result of the first-order
condition for the representative agent trying to maximize intertemporal expected utility. The
risk-adjusted density function then needs to be normalized to integrate to one using equation
(2.11).
𝑞𝑡 (𝑆𝑇 )
𝑞𝑡 (𝑆𝑇 )
𝑈(́𝑆𝑇 )
𝜁 (𝑆𝑇 )
𝑝𝑡 (𝑆𝑇 ) =
=
𝑞 (𝑥 )
𝑞 (𝑥 )
∫ 𝑡( ) 𝑑𝑥
∫ 𝑡 ́ 𝑑𝑥
𝜁 𝑥
𝑈(𝑥)

(2.11)

As can be seen, the adjustment to the risk-neutral density function is a nonlinear adjustment.
The two most common utility functions in the finance literature are (1) the power utility function
and (2) the negative exponential utility function. The power utility function is defined by
equation (2.12),
𝑊 1−𝛶 − 1
𝑈 (𝑊 ) =
,𝛶 ≠ 1
1−𝛶

(2.12)

Here 𝛶 is the coefficient of relative risk-aversion. The power utility function provides the
property of constant relative risk-aversion. In the standard model of one risk-free asset and one
risky asset, this means that the fraction of wealth optimally placed in the risky asset is
independent of the level of initial wealth. The second utility function considered in this study, the
negative exponential utility function, is defined by equation (2.13),
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𝑈(𝑤) = −𝑒𝑥𝑝(−ɳ𝑤)/ɳ

(2.13)

Here, ɳ shows the coefficient of absolute risk-aversion. The negative exponential utility
function implies constant absolute risk-aversion. This feature means that in the standard model of
one risky asset and one risk-free asset, the optimal holding of the risky asset is independent of the
level of initial wealth; thus any additional wealth would be totally invested in the risk-free asset.

2.2.5

Description of Portfolio Optimization Problem

Consider a risk-averse investor with concave utility function 𝑈(𝑤), where 𝑤 shows the
wealth of the investor. At any time t, the investor needs to decide on what proportion of her
wealth 𝑤𝑡 should be attributed to the risky asset and what proportion should go to the risk-free
asset, in a way that her expected utility at time t+1 (investment horizon of one month) is
maximized. Returns of the risky and risk-free assets between time t and time t+1 are shown with
𝑓

𝑟𝑡+1 and 𝑟𝑡+1 , respectively. The proportion of wealth in the risky and risk-free assets are shown
𝑓

𝑓

with 𝛼𝑡 and 𝛼𝑡 , respectively, where 𝛼𝑡 + 𝛼𝑡 = 1. The optimal portfolio at any time t can be
specified by maximization problem using equations (2.14) and (2.15).
max 𝐸[𝑈(𝑤𝑡+1 )]

(2.14)

𝛼𝑡

𝑓 𝑓

𝑤ℎ𝑒𝑟𝑒, 𝑤𝑡+1 = 𝑤𝑡 (1 + 𝛼𝑡 𝑟𝑡+1 + 𝛼𝑡 𝑟𝑡+1 )

(2.15)

Normalizing the initial wealth to one, i.e. 𝑤𝑡 = 1, equation (2.15) changes to equation (2.16).
𝑓 𝑓

𝑤𝑡+1 = (1 + 𝛼𝑡 𝑟𝑡+1 + 𝛼𝑡 𝑟𝑡+1 )

(2.16)

Therefore, the problem of maximizing the expected utility is summarized by equation (2.17)
or equivalently equation (2.18).
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𝑓 𝑓

max 𝐸[𝑈(𝑤𝑡+1 )] = max 𝐸[𝑈(1 + 𝛼𝑡 𝑟𝑡+1 + 𝛼𝑡 𝑟𝑡+1 )]
𝛼𝑡

(2.17)

𝛼𝑡

𝑓 𝑓

max ∫ 𝑈(1 + 𝛼𝑡 𝑟𝑡+1 + 𝛼𝑡 𝑟𝑡+1 )𝑑𝐹(𝑟𝑡+1 )

(2.18)

𝛼𝑡

𝑓

𝑠. 𝑡. 𝛼𝑡 + 𝛼𝑡 = 1
Here, F(•) shows the conditional cumulative distribution function (CDF) of the return of the
risky asset at time t+1 in the real-world distribution. The first-order condition of this problem is
summarized by equation (2.19).
𝜕𝐸[𝑈(𝑤𝑡+1 )]
𝑓
= 𝐸[𝑈′(𝑤𝑡+1 )(𝑟𝑡+1 − 𝑟𝑡+1 )]
𝜕𝛼𝑡
2.2.6

(2.19)

Implementation of Portfolio Choice Based on the Forward-looking
and the Backward-looking Approaches

For the purpose of asset allocation using direct maximization of the expected utility at any
time t, the probability distribution function (pdf) of the risky asset (S&P 500) at time t+1 (an
investment horizon of one month) should be estimated. Two alternative distributions are
compared. The first distribution is simulated at time t+1 -i.e. one month ahead based on the
estimated Heston model parameters obtained by the historical information up to time t. The
second distribution is simulated at time t+1, based on the estimated Heston model parameters
obtained by option prices at time t. Remember that here the unit of time corresponds to one
month.
Out-of-sample performance of the forward-looking and backward-looking approaches is
compared using the following rolling horizon. First, for the backward-looking approach, the
length of the estimation window τ<T is chosen, where T is the total number of daily returns in

20

the data set. At any given point in time t, the parameters of the Heston model are estimated using
the last τ historical returns. In this empirical study, estimation windows using the last 36, 48, 60,
and 72 historical returns are used. These estimated parameters are then used to simulate the pdf
of the risky asset at time t+1 –i.e. one month ahead. Optimal portfolio weights are then
calculated based on the backward-looking simulated distributions. Second, for the forwardlooking approach, at any given point in time t, all the available call option quotes with different
strike prices and expirations are used to estimate the parameters of the Heston model. These
estimated parameters are then used to simulate the distribution of returns of the risky asset at
time t+1. The distributions obtained in this way are in the risk-neutral world and should be
converted to the real-world distributions using the method introduced by Bliss and
Panigirtzoglou (2004) for a rolling window with sizes of 36, 48, 60, and 72. Optimal portfolio
weights are then computed based on these forward-looking distributions. Third, this rollingwindow procedure is repeated for the next day by including the data for the next day and
dropping the data for the earliest day. This process is continued until the end of the data set is
reached. Therefore, at the end of this process T- τ portfolio weights are produced for each
strategy at time t= τ,...T-1.
To find the optimal portfolio weights, two alternative utility functions are considered to
represent the preferences of the marginal investor. The optimal proportion of the investment in
the risky and risk-free assets are obtained using a grid search over possible values in accordance
with Jondeau and Rockinger (2006).
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2.2.7

Evaluation Measures

Out-of-sample performance of these two alternative approaches are evaluated using four
criteria: (1) out-of-sample portfolio Sharpe ratio, (2) out-of-sample portfolio certainty-equivalent
return, (3) out-of-sample portfolio turnover, and (4) out-of-sample risk-adjusted returns net of
transaction costs.
𝑠𝑡𝑟𝑎𝑡𝑒𝑔𝑦

If the optimal portfolio weight at day t is shown by 𝛼𝑡

and realized out-of-sample

return from time t to time t + 1 is shown by 𝑟𝑡+1 , then holding these portfolio weights from time
𝑠𝑡𝑟𝑎𝑡𝑒𝑔𝑦

t to time t+1 gives the realized out-of-sample return of 𝑟𝑡+1

𝑠𝑡𝑟𝑎𝑡𝑒𝑔𝑦

= 𝛼𝑡

𝑟𝑡+1 . The out-of-

sample mean and volatility after collecting the time series of T-τ returns are defined by equations
(2.20) and (2.21).
𝑇−1

µ̂

𝑠𝑡𝑟𝑎𝑡𝑒𝑔𝑦

1
𝑠𝑡𝑟𝑎𝑡𝑒𝑔𝑦
=
∑ 𝑟𝑡+1
𝑇−𝜏

(2.20)

𝑡=𝜏

𝑇−1

𝜎̂

𝑠𝑡𝑟𝑎𝑡𝑒𝑔𝑦

1
2
𝑠𝑡𝑟𝑎𝑡𝑒𝑔𝑦
=(
∑(𝑟𝑡+1
− µ̂𝑠𝑡𝑟𝑎𝑡𝑒𝑔𝑦 ) )1/2
𝑇−𝜏−1

(2.21)

𝑡=𝜏

Therefore, out-of-sample Sharpe ratio (𝑆𝑅) of each strategy is computed by equation (2.22).
(2.22)
µ̂𝑠𝑡𝑟𝑎𝑡𝑒𝑔𝑦
𝑠𝑡𝑟𝑎𝑡𝑒𝑔𝑦
̂
𝑆𝑅
= 𝑠𝑡𝑟𝑎𝑡𝑒𝑔𝑦
𝜎̂
The calculated Sharpe ratios are then multiplied by the square roots of the number of months
in one year (i.e., 12) in order to obtain annualized Sharpe ratios. Sharpe ratio as a measure of
performance evaluation is criticized since it considers only the first two moments: namely, mean
and volatility of the return distributions. Certainty-equivalent return (𝐶𝐸) is addressed as a more
comprehensive measure since it considers all moments of return distribution. Furthermore, it is
more intuitive to measure satisfaction in terms of returns for practitioners. The certainty-
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equivalent return of an allocation, which is the risk-free amount of return that would make the
investor as satisﬁed as the risky allocation, is preferred by practitioners for this reason. Certaintyequivalent return is defined by equation (2.23),
𝑠𝑡𝑟𝑎𝑡𝑒𝑔𝑦
̂ 𝑠𝑡𝑟𝑎𝑡𝑒𝑔𝑦 = 𝑈 −1 [ 1 ∑𝑇−1
𝐶𝐸
𝑢(𝑟𝑡+1
)]
𝑇−𝜏 𝑡=𝜏

(2.23)

Here, 𝑈 shows the investor’s utility function. Portfolio turnover (𝑃𝑇) is a criterion that
measures the degree of rebalancing required to implement a strategy. According to DeMiguel,
Garlappi, and Uppal (2009), portfolio turnover is defined by equation (2.24),
𝑠𝑡𝑟𝑎𝑡𝑒𝑔𝑦
̂ 𝑠𝑡𝑟𝑎𝑡𝑒𝑔𝑦 = 1 ∑𝑇−1
∑𝑁 (𝛼 𝑠𝑡𝑟𝑎𝑡𝑒𝑔𝑦 − 𝛼𝑗,𝑡
𝑃𝑇
)]
+
𝑇−𝜏−1 𝑡=𝜏 𝑗=1 𝑗,𝑡+1
𝑠𝑡𝑟𝑎𝑡𝑒𝑔𝑦

Here 𝛼𝑗,𝑡
𝑠𝑡𝑟𝑎𝑡𝑒𝑔𝑦

𝛼𝑗,𝑡 +

(2.24)

denotes the portfolio weight in asset j at time t under the chosen strategy,
𝑠𝑡𝑟𝑎𝑡𝑒𝑔𝑦

shows the portfolio weight before rebalancing at t +1, and 𝛼𝑗,𝑡+1

represents the

desired portfolio weight (based on the optimization of expected utility) after rebalancing at time t
+1. Then, turnover is in practice the average percentage of the portfolio value that should be
reallocated during the T - τ trading dates. For instance, in the standard case of the asset allocation
𝑠𝑡𝑟𝑎𝑡𝑒𝑔𝑦

between the risky and risk-free assets and using 1/N strategy, 𝛼𝑗,𝑡
𝑠𝑡𝑟𝑎𝑡𝑒𝑔𝑦

However, 𝛼𝑗,𝑡 +

𝑠𝑡𝑟𝑎𝑡𝑒𝑔𝑦

= 𝛼𝑗,𝑡+1

= 1/2.

may be different because of the changes in asset prices between t and t+1.

The last measure that is used to evaluate the out-of-sample performance of the historical and
implied distributions is the return-loss measure introduced by DeMiguel, Garlappi, and Uppal
(2009). This measure is risk-adjusted and net of transaction cost. In the calculation of this
measure, the proportional transaction costs generated by portfolio turnover are deducted from the
returns of the given strategy. If 𝑝𝑐 shows the proportional transaction costs, then the total
𝑠𝑡𝑟𝑎𝑡𝑒𝑔𝑦

proportional cost is given by 𝑝𝑐 × ∑𝑁
𝑗=1(|𝛼𝑗,𝑡+1

𝑠𝑡𝑟𝑎𝑡𝑒𝑔𝑦

− 𝛼𝑗,𝑡 +

|). In line with DeMiguel et al.
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(2009), the proportional transaction cost 𝑝𝑐 for the S&P 500 (risky asset) is assumed to be 50
basis points per transaction. For the risk-free asset, pc is assumed to be zero. This assumption is a
valid one because in practice investors are not charged when depositing or withdrawing from the
risk-free saving account. Then the net of transaction cost wealth (𝑁𝑊𝑡+1 ) is given by equation
(2.25).
𝑠𝑡𝑟𝑎𝑡𝑒𝑔𝑦
𝑓
𝑠𝑡𝑟𝑎𝑡𝑒𝑔𝑦
𝑠𝑡𝑟𝑎𝑡𝑒𝑔𝑦
̂
̂𝑡 𝑠𝑡𝑟𝑎𝑡𝑒𝑔𝑦 (1 + 𝑟𝑡+1
𝑁𝑊
= 𝑁𝑊
)[1 − 𝑝𝑐 × ∑𝑁
− 𝛼𝑗,𝑡 +
|]
𝑡+1
𝑗=1 |𝛼𝑗,𝑡+1

(2.25)

Then, the return net of transaction cost 𝑅𝑁𝑇𝐶𝑘,𝑡+1 for the strategy is shown by equation (2.26).
̂𝑡+1 𝑠𝑡𝑟𝑎𝑡𝑒𝑔𝑦 =
𝑅𝑁𝑇𝐶

𝑁𝑊𝑘,𝑡+1
−1
𝑁𝑊𝑘,𝑡

(2.26)

If 𝜇𝑖𝑚𝑝 and 𝜎𝑖𝑚𝑝 show the estimated mean and standard deviation of 𝑅𝑁𝑇𝐶 based on the
forward-looking approach, while 𝜇ℎ𝑖𝑠𝑡 and 𝜎ℎ𝑖𝑠𝑡 show the corresponding mean and standard
deviation of 𝑅𝑁𝑇𝐶 based on the backward-looking approach, then the return-loss from the
backward-looking approach is obtained by equation (2.27).
𝑟𝑒𝑡𝑢𝑟𝑛 − 𝑙𝑜𝑠𝑠 =

𝜇𝑖𝑚𝑝
× 𝜎ℎ𝑖𝑠𝑡 − 𝜇ℎ𝑖𝑠𝑡
𝜎𝑖𝑚𝑝

(2.27)

Overall, return-loss is defined as the additional return that is needed by the backward-looking
approach to have an out-of-sample performance as good as the forward-looking approach’s
performance. To measure the statistical significance of the difference in the Sharpe ratios of the
forward-looking and backward-looking portfolios, the p-values for these differences are provided
in the parentheses. The p-values are obtained by the GMM methodology proposed by Anderson
and Cheng (2016).
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2.3

The Data Set

The data set consists of S&P 500 call options monthly closing prices traded on the Chicago
Mercantile Exchange (CME) for the period of October 1, 2009, to October 31, 2014. S&P 500
options traded in CME are European-style options. There are a total of 1,281 trading days during
the sample period. The standard filtering constraints used in Kostakis (2009) are imposed. To
estimate the Heston model, only at-the-money and out-of-the-money call options are used
because they are more liquid than in-the-money options. Hence, the problem of measurement
errors caused by bid-ask spreads and non-synchronous trading is alleviated. Option prices
maturing in less than five working days are also eliminated since these options are extremely
volatile. Options with deltas greater than 0.99 are excluded since these options correspond to far
out-of-the-money call prices with low liquidity. Call options that fail the bound-test are also
removed. The bound-test validates option prices against the theoretical bounds. If 𝐶 shows the
asking price for the call option with strike price 𝐾 and maturity 𝑇 on an asset with spot price 𝑆,
𝑓

then the bound test dictates that 𝐶 ≥ max(0, 𝑆 − 𝐾𝑒 − 𝑟 𝑇 ). Variable 𝑟 𝑓 represents the risk-free
rate during the investment period. The risk-free rate used in this paper is the one-month yield rate
for the US treasury bonds obtained from the website of the US Department of the Treasury.

2.4

Results and Discussion

Table 2.1 shows the statistics of the estimated parameters of the Heston model for the period
10/01/2009 to 10/31/2014. Panel A shows the estimated parameters using option prices (forwardlooking information) whereas panel B shows the same parameters estimated using the historical
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prices (backward-looking information). The mean, median, first, and third quartiles are reported
for each of the parameters 𝑘, 𝜃, 𝑣0 , 𝜎𝑣 , and 𝜌. All the reported parameters in panel A are in the
risk-neutral world. As can be seen from panel A, the parameters that are estimated using option
prices show strong variability. This is because of the extensive day-to-day changes in option
prices.The most severe variability is observed for the parameters 𝜃 and 𝜌. The correlation
coeﬃcient 𝜌 shows a strong tendency to take the limiting values -1 and +1. The estimated values
of these parameters are different from the estimates previously reported in the literature. This
difference might be justified since the methodology and the time interval used in the study is
different from the existing literature. For instance, ρ is reported to be equal to −0.48 by Eraker,
Johannes, and Polson (2003), -0.46 by Chernov, Ghysels, Gallant, and Tauchen (2003). The
negative values for ρ confirms the existence of the leverage effect, based on which negative
(positive) shocks to the mean are followed with increases (decreases) in volatility.
Table 2.1
Estimation Results of the Heston Stochastic Volatility Model
1

𝑘
θ
𝑣0
𝜎v
𝜌

𝑘
θ
𝑣0
𝜎v
𝜌

Panel A: estimation of parameters of Heston model using option prices
Mean
Median
First Quartile
0.0249
0.0213
0.0027
2.2583
2.1659
0.9146
2.2583
2.1659
0.9146
0.2146
0.17297
0.1373
-0.5247
-0.54867
-0.7627
Panel B: estimation of parameters of Heston model using historical prices
Mean
Median
First Quartile
0.0356
0.0350
0.0315
1.2316
1.2049
1.1360
1.2316
1.2049
1.1360
0.1847
0.1938
0.1761
-0.5702
-0.5843
-0.6084

Third Quartile
0.0705
4.1054
4.1054
0.3567
-0.2804
Third Quartile
0.0406
1.3480
1.3480
0.2057
-0.5252
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In contrast, estimated parameters in panel B are in the real world and show smaller variance.
This table shows the estimated parameters using a rolling window of 36 historical monthly
returns. To check the robustness of the study, historical parameters are also estimated for the
rolling window of sizes 48, 60, and 72. However, to keep the table short, only the estimated
parameters for the rolling window of size 36 are reported. In line with expectations, as the
window size increases from 36 to 72, the estimated parameters show lower variablity. The mean
of the parameters estimated in panel B using 36 historical prices are close to the mean of the
estimated parameters in panel A. However, the variability of the estimated parameters, shown by
the first and third quartiles, is much smaller.
Table 2.2 shows the annualized Sharpe ratios (SRs) for the period 10/01/2009 to 10/31/2014.
Panels A and C show Sharpe ratios of an optimal strategy based on the forward-looking
approach (estimated with option prices). Whereas panel A uses an exponential utility function
with different levels of absolute risk-aversion (𝛶 = 2,4,6,8), panel C estimates Sharpe ratios
with a power utility function and different levels of relevant risk aversion (ɳ = 2,4,6,8). In
panels B and D, Sharpe ratios of an optimal strategy based on the backward-looking approach
(estimated with historical prices) and using exponential and power utility functions respectively
are reported. Different sizes of the rolling window, τ = 36, 48, 60, and 72 observations (with
corresponding SRs, SR_36, SR_48, SR_60, and SR_72) are used to calculate the historical
distributions. Panels A and C show two p-values in the parentheses to test the null hypothesis
that the SRs obtained under the forward-looking and benchmark strategies are equal. The first pvalues are relative to the backward-looking portfolio, and the second p-values in this table are
relative to the 1/N benchmark. In panels B and D, the p-values reported are related to the null
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hypothesis that the SRs obtained under the backward-looking approach and 1/N strategy are
equal.
Table 2.2
Sharpe Ratios Obtained through Direct Maximization of Expected Utility

2Panel A: Implied Distributions & Exponential Utility function
Sharpe Ratio

Sharpe Ratio_36
Sharpe Ratio_48
Sharpe Ratio_60
Sharpe Ratio_72

Sharpe Ratio_36

Sharpe Ratio_36
Sharpe Ratio_48
Sharpe Ratio_60
Sharpe Ratio_72

𝛶=2
𝛶=4
𝛶=6
0.68
0.65
0.61
(0.012),(0.035)
(0.014),(0.040)
(0.015),(0.041)
Panel B: Historical Distributions & Exponential Utility function
𝛶=2
𝛶=4
𝛶=6
0.35
0.32
0.31
(0.328)
(0.409)
(0.426)
0.33
0.28
0.26
(0.423)
(0.573)
(0.620)
0.30
0.26
0.25
(0.493)
(0.618)
(0.607)
0.25
0.22
0.23
(0.623)
(0.703)
(0.684)
Panel C: Implied Distributions & Power Utility function
ɳ=2
ɳ=4
ɳ=6
0.76
0.72
0.69
(0.011),(0.028)
(0.008),(0.031)
(0.013),(0.036)
Panel D: Historical Distributions & Power Utility function
ɳ=2
ɳ=4
ɳ=6
0.35
0.32
0.31
(0.319)
(0.410)
(0.429)
0.33
0.29
0.26
(0.424)
(0.552)
(0.617)
0.30
0.27
0.25
(0.496)
(0.610)
(0.612)
0.25
0.22
0.24
(0.625)
(0.707)
(0.671)

𝛶=8
0.59
(0.021),(0.045)
𝛶=8
0.31
(0.441)
0.30
(0.473)
0.28
(0.586)
0.25
(0.659)
ɳ=8
0.67
(0.010),(0.035)
ɳ=8
0.30
(0.442)
0.30
(0.471)
0.28
(0.582)
0.25
(0.657)

As can be seen in Table 2.2, the strategy based on the forward-looking approach outperforms
the strategies based on both backward-looking and 1/N strategies. The difference is statically
significant in most cases. These results hold for different utility functions, different levels of riskaversions, and even different rolling windows. In line with Kostakis et al., the greatest p-values
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are obtained for the case of risk-aversion equal to 2. At any given level of risk-aversion, Sharpe
ratios decrease as the sample size of the rolling window decreases. As mentioned by Kostakis,
this implies that recently arrived information should be weighted more heavily. While naïve 1/N
strategy underperforms the forward-looking approach, it still outperforms the backward-looking
approach in most cases. Overall, in line with the findings in the asset allocation literature
(Driessen and Maenhout, 2007; DeMiguel, Garlappi, and Uppal, 2009; Kostakis, Panigirtzoglou,
and Skiadopoulos, 2009) the conclusion is that the forward-looking approach outperforms both
the backward-looking and naïve 1/N strategies.
Table 2.3 shows the strategies’ certainty-equivalent returns for the period 10/01/2009 to
10/31/2014. Panels A and C use exponential and power utility functions with different levels of
risk-aversions (2, 4, 6, and 8), respectively based on the forward-looking approach. In panels B
and D, certainty-equivalent returns of an optimal strategy based on the backward-looking
approach, and using exponential and power utility functions, respectively are reported. Rolling
windows of size τ =36, 48, 60 and 72 (with corresponding Certainty-Equivalent _36, CertaintyEquivalent _48, Certainty_ Equivalent _60, and Certainty-Equivalent _72) are used to calculate
historical distributions.
From Table 2.3, superiority of the portfolio made based on the forward-looking approach
relative to the portfolios made based on the backward-looking approach is easily seen. The
results hold regardless of the degree of risk-aversion and size of the rolling window. This
outperformance is statistically significant in most cases. Again, the naïve 1/N strategy
outperforms the backward-looking strategy. In line with the conclusion based on the Sharpe
ratios, the investors will be better off by using forward-looking information rather than historical
information.
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Table 2.3
Certainty-equivalent Returns Obtained through Direct Maximization of Expected Utility
3

Certainty-equivalent

Panel A: Implied Distributions & Exponential Utility function
𝛶=2
𝛶=4
𝛶=6
0.147
0.146
0.143

𝛶=8
0.137

Panel B: Historical Distributions & Exponential Utility function
𝛶=2
𝛶=4
𝛶=6
Certainty-equivalent _36
0.123
0.119
0.110

𝛶=8
0.105

Certainty-equivalent _48

0.121

0.115

0.108

0.101

Certainty-equivalent _60

0.113

0.111

0.100

0.095

Certainty-equivalent _72

0.110

0.109

0.097

0.086

Certainty-equivalent

Panel C: Implied Distributions & Power Utility function
ɳ=2
ɳ=4
ɳ=6
0.151
0.156
0.150

ɳ=8
0.147

Certainty-equivalent _36

Panel D: Historical Distributions & Power Utility function
ɳ=2
ɳ=4
ɳ=6
0.122
0.119
0.109

ɳ=8
0.107

Certainty-equivalent _48

0.119

0.118

0.108

0.104

Certainty-equivalent _60

0.113

0.112

0.100

0.095

Certainty-equivalent _72

0.109

0.108

0.098

0.087

Table 2.4 shows the portfolio turnovers for the period 10/01/2009 to 10/31/2014. Panels A
and B (C and D) show the portfolio turnovers when the expected utility is maximized under an
exponential (power) utility function. Results are reported for different levels of risk-aversion (2,
4, 6, and 8). Moreover, different sizes of the rolling window (36, 48, 60, and 72 observations) are
used to estimate the historical distributions. While panels A and C use the forward-looking
information for the purposes of asset allocation, panels B and D use the historical information to
choose the optimal portfolio.
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Table 2.4
Turnovers Obtained through Direct Maximization of Expected Utility
4

Turnover

Turnover _36

Panel A: Implied Distributions & Exponential Utility function
𝛶=2
𝛶=4
𝛶=6
58.20%
46.76%
33.54%
Panel B: Historical Distributions & Exponential Utility function
𝛶=2
𝛶=4
𝛶=6
49.54%
38.64%
29.88%

𝛶=8
24.84%
𝛶=8
23.72%

Turnover _48

39.27%

29.97%

20.10%

17.62%

Turnover _60

33.80%

25.45%

17.96%

15.76%

32.45%
24.95%
18.60%
Panel C: Implied Distributions & Power Utility function
ɳ=2
ɳ=4
ɳ=6
61.52%
49.83%
37.94%
Panel D: Historical Distributions & Powerl Utility function
ɳ=2
ɳ=4
ɳ=6
49.94%
38.69%
33.52%

14.58%

Turnover _72

Turnover

Turnover _36

ɳ=8
26.73%
ɳ=8
24.72%

Turnover _48

39.21%

29.61%

31.73%

20.60%

Turnover _60

33.40%

25.22%

31.85%

15.29%

Turnover _72

32.12%

24.63%

31.76%

14.62%

From Table 2.4 it is seen that portfolio turnovers are slightly higher in case the forwardlooking information in maximization of expected utility is used rather than backward-looking
information. Moreover, as the degree of risk-aversion increases, the portfolio turnovers decrease
gradually. As DeMiguel et al. (2001) explained, the lower performance of this forward-looking
portfolio should be attributed to the larger variance of implied distribution because implied
distribution is calculated based on sole current option prices. In contrast, historical distribution is
obtained using a window of historical returns and if the window is big enough, an estimator with
smaller variance is observed. Highly volatile implied distribution increases the changes in
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optimal portfolio weights in every period and therefore reduces the advantages of having a better
forecaster of stock return distribution.
Table 2.5 shows the annualized return-loss for the period 10/01/2009 to 10/31/2014. Panel A
(B) shows the portfolio annualized return-loss when the expected utility is maximized under an
exponential (power) utility function. Results are reported for different levels of risk-aversion (2,
4, 6, and 8). Moreover, different sizes of the rolling window (36, 48, 60 and 72 observations) are
used to estimate the historical distributions. Table 2.5 shows that the investors will be better off
between 1 to 2 percent if she uses the forward-looking approach compared with the case where
she uses backward-looking approach, even after deducting the transaction costs. Hence, the
superiority of the forward-looking approach is again confirmed, even after penalizing higher
portfolio turnovers of the forward-looking approach.
Table 2.5
Annualized Return-loss Obtained through Direct Maximization of Expected Utility
5

Return_loss_ 36

Panel A: Implied Distributions & Exponential Utility function
𝛶=2
𝛶=4
𝛶=6
1.20%
1.33%
1.26%

𝛶=8
1.13%

Return_loss _48

1.46%

1.49%

1.31%

1.08%

Return_loss _60

1.73%

1.64%

1.47%

1.19%

1.89%
1.71%
1.58%
Panel B: Implied Distributions & Power Utility function
𝛶=2
𝛶=4
𝛶=6
1.25%
1.27%
1.30%

1.42%

Return_loss _72

Return_loss _36

𝛶=8
1.16%

Return_loss _48

1.58%

1.51%

1.27%

1.11%

Return_loss _60

1.71%

1.70%

1.61%

1.24%

Return_loss _72

1.94%

1.82%

1.85%

1.57%
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2.5

Conclusion

This paper compares out-of-sample performance of asset allocation using option-implied
distributions (forward-looking approach) and asset allocation using historical distributions
(backward-looking approach). While the existing literature uses the original implied and
historical distributions or estimates as the inputs of portfolio optimization, this paper uses the
identical stochastic volatility model to simulate both implied and historical distributions. The
reason behind this proposal is that the existing literature calculated historical and implied
distributions or estimates using different sets of assumptions. Therefore, comparing out-ofsample performance of asset allocation using these two different types of assumptions is similar
to comparing apples to oranges. In contrast, when the identical stochastic volatility model is used
to simulate both historical and implied distributions, although different sources of information
are used to estimate the parameters of the model, the assumptions underlying both historical and
implied distributions are identical. Secondly, asset allocation requires forecasts of future return
distributions at the investment horizon. The focus is then on ex-ante expected distributions. The
concept of expectation, naturally calls for a model that can be used to map the current
information set into a distribution forecast. The proposed framework in this study provides
expected type of estimation at the investment horizon. Therefore, for the purpose of comparison
between the forward-looking and backward-looking approaches, the methodology proposed here
presents better historical estimators than the original candidates used in the existing literature.
Out-of-sample performance of the optimal portfolio consisting of a risky (S&P 500) and a
risk-free asset (one-month treasury bonds) based on these two alternative strategies are then
compared in terms of four metrics: Sharpe ratio, certainty-equivalent return, turnover, and risk-
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adjusted returns net of transaction costs. In line with the existing literature, the empirical results
of this study confirm that the investor will benefit when using the forward-looking information in
her asset allocation compared with the case where she uses the backward-looking information.
The outperformance of the portfolio based on the forward-looking information is statistically
significant for different levels of risk-aversions and different sizes of rolling window. This is
obvious when the Sharpe ratio and certainty-equivalent return are considered as the criteria of
performance.
When considering the turnover as the measure of performance, the forward-looking
portfolio underperforms the backward-looking portfolio. This lower performance can be
attributed to the larger variance of implied distributions since implied distributions are calculated
based on sole current option prices. Highly volatile implied distributions increase the fluctuations
in optimal portfolio weights in every period and therefore reduce the advantages of having better
forecasters of stock return distributions. To penalize higher portfolio turnovers of the forwardlooking approach, risk-adjusted returns net of transaction costs are also estimated for both
forward-looking and backward-looking approaches. The superiority of the forward-looking
approach is confirmed again even after penalizing higher portfolio turnovers of the forwardlooking approach with higher transaction costs.
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CHAPTER 3
DOES RISK AT INDUSTRY LEVEL MATTER?

3.1 Introduction

Portfolio theory claims that investors in financial markets have portfolios of different stocks
in order to diversify and consequently avoid idiosyncratic risk. The CAPM model introduced by
Sharpe in 1964 claims that all investors hold the market portfolio in equilibrium. As a result,
investors are only rewarded for bearing systematic risk, while avoidable idiosyncratic risk is not
considered in pricing. Nevertheless, we can find considerable research that has tried to answer
this fundamental question of whether idiosyncratic risk is priced in practice for a representative
firm or not. Early research found mixed results for this question, but recent works usually
conclude that idiosyncratic risk is priced positively at firm level.
The innovation in this paper is that I looked at excess returns and idiosyncratic risk trade-off
at industry level. Here, I used the term net industry-level volatility to refer to the idiosyncratic
part of each industry’s volatility. In other words, I used the term net industry-level volatility for
idiosyncratic risk at industry level. I utilized the method introduced by French, Schwert, and
Stambaugh (1987) to measure monthly net industry-level volatility for each individual industry. I
then ran the predictive regression of industry excess returns on the lags of net industry-level
volatilities of the respective industry. Unlike the results of existing literature at firm level, I
found that for most of the industries, lags of net industry-level volatility cannot predict future
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industry excess returns. As a further investigation, I then examined the contemporaneous relation
between industry excess returns and innovations to net industry-level volatility. Again, in
contrast to extant literature at firm level, I showed that the number of industries in which there is
a positive relation between net industry-level volatility innovations and industry excess returns,
far exceeds the number of industries in which this relation is negative. In contradiction with my
initial hypothesis, this positive relation is an indirect evidence of a negative relation between
expected industry premium and net industry-level volatility.
The major goal of this paper is to investigate a cross-sectional relationship between the lags
of net industry-level volatility and realized excess returns. If investors keep well-diversified
portfolios, obviously they do not need to undergo idiosyncratic risk. For different reasons,
however, diversification may not be practiced by all investors. For instance, in a study by
Goetzman and Kumar (2002), in a sample of more than 62,000 household investors during a six
year period (1991-96), almost 25% of investors kept only one stock in their portfolio, and more
than half of them had a portfolio with less than three stocks. Additionally, this firm-level
volatility has increased considerably, relative to market-level volatility (Campbell, Lettau,
Malkiel, and Xu, 2001).
Considering the existence and increasing role of idiosyncratic risk, there is intensive
literature concluding that expected return should be positively related to idiosyncratic volatility
at firm level. For instance, Merton (1987) showed that investors should be compensated for
ownership of firms with larger firm-specific variance when there is information-segmented
market. Malkiel and Xu (2001) and Jones and Rhodes-Kropf (2003) pointed out that
idiosyncratic volatility is useful in explaining cross-sectional expected returns. Barberis and
Haung (2001) used a behavioral model to explain how idiosyncratic risk should result in a
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premium. Goyal and Santa Clara (2003) found that while average stock variance (largely
idiosyncratic) has forecasting power for the market returns, market variance cannot predict future
market returns. In a controversial paper, Ang, Hodrik, Xing, and Zhang (2006) found that in the
cross section of individual stocks, high idiosyncratic volatilities result in extremely low average
returns for the following month. This negative trade-off between risk and return is called a
substantive puzzle by the authors since their results appear to be at odds with most models.
Huang, Liu, Rhee, and Zhang (2007) pointed out that Ang et al.’s findings can be explained by
monthly stock returns reversal. They showed that negative relation between average stock
returns and lagged idiosyncratic volatility vanishes when someone controls the differences in
past month returns. In another paper, Fu (2009) pointed out that idiosyncratic volatility is time
varying, and therefore Ang et al.’s conclusion that there is a negative trade-off between
idiosyncratic risk and expected return is invalid. According to Fu’s findings, using the lagged
idiosyncratic volatility as a proxy for expected idiosyncratic risk may be misleading to derive
any risk return trade-off. To summarize, we see that the most recent empirical works conclude
that idiosyncratic risk is positively related to the expected stock returns in the cross section. In
other words, under-diversified investors demand a positive return compensation for bearing
idiosyncratic risk.
Despite the rich literature concerning idiosyncratic risk at firm level, when I look at
idiosyncratic risk from an industry perspective, the literature seems lacking. To my knowledge,
no paper has appeared to answer this fundamental question of whether net industry-level risk
(idiosyncratic risk at industry level) matters in pricing or not.
The second goal of this paper is to provide a systematic investigation of how net industrylevel volatility innovations affect the realized industry returns in the cross section. Empirical
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works in the era of volatility report the existence of Asymmetric Volatility Phenomenon (AVP)
at firm and market level (Cox and Ross, 1976; Black, 1976; and Christie, 1982). AVP addresses
the empirical evidence that negative return shocks result in more future volatility compared with
positive return shocks. AVP has also been explained as a negative correlation between
innovations in expected volatility and stock returns (Bekaert and Wu, 2000). The AVP literature
questions if this phenomenon is mostly caused by firm-level factors such as leverage (in this
view, negative return innovations result in increased volatility) or systematic market-level factors
such as volatility feedback (in this view, a positive market volatility shock results in a negative
return). French, Schwert, and Stambaugh (1986) argued that strong negative contemporaneous
relation between excess realized returns and unpredictable component of market volatility
indirectly implies a positive relation between expected risk premium and predictable volatility.
In another paper by Dennis, Mayhew, and Stivers (2006), the authors showed that while the
relation between stock returns and market risk innovation is negative, the relation between stock
returns and idiosyncratic volatility innovation is near zero. Consequently, the authors concluded
that AVP should be primarily attributed to systematic market-wide factors instead of aggregated
firm-level effects. Again, for the first time to my knowledge, I addressed the question of how
industry-level volatility innovations affect the cross-sectional industry returns.
The remainder of this paper proceeds as follows. In section 2, I present the method of
calculation of net industry-level risk using the existing literature about the idiosyncratic risk
decomposition. Section 3 describes the data and descriptive statistics. Section 4 presents the
empirical results on the relation between industry returns and lags of volatility, as well as
industry returns and volatility innovations. Finally, section 5 concludes the chapter.
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3.2

Methodology of calculation of industry-level risk

In order to clarify the decomposition method I used in this paper, I concisely present decomposition
method introduced by French, Schwert, and Stambaugh (1987) to decompose total volatility into marketlevel volatility and idiosyncratic-level volatility. This method is extensively used in the literatures by
Goyal and Santa-Clara (2003), Jiang and Lee (2006), and Ang et. al. (2006). Equal-weighted market
volatility (𝑉𝑀,𝑡 ) and equal-weighted average volatility (𝑉𝑡 ) can be constructed using equations (3.1) and
(3.2).
𝐷𝑡

𝐷𝑡

𝑉𝑀,𝑡 = ∑

2
𝑟𝑒𝑤,𝑑

𝑑=1
𝑁𝑡

𝐷𝑡

+ 2 ∑ 𝑟𝑒𝑤,𝑑 𝑟𝑒𝑤,𝑑−1
𝑑=2
𝐷𝑡

1
2
𝑉𝑡 = ∑ ∑ 𝑟𝑖,𝑑
+ 2 ∑ 𝑟𝑖,𝑑 𝑟𝑖,𝑑−1
𝑁
𝑖=1 𝑑=1

(3.1)

(3.2)

𝑑=2

Here, 𝑟𝑒𝑤,𝑑 is the equal-weighted stock return across the CRSP index on day d, 𝑁𝑡 is the
number of stocks in month t, 𝐷𝑡 is the number of days in month t, and 𝑟𝑖,𝑑 is the daily return of
stock i on day d (I could also construct value weighted market volatility and value weighted
average volatility by considering market capitalization in the same way). In equations (3.1) and
(3.2), the second term to the right hand side is added to adjust the autocorrelation in daily returns.
These scholars calculated equal weighted idiosyncratic volatility for a representative firm
(𝑉𝐹,𝑡 ) using equation (3.3).
𝑉𝐹,𝑡 = 𝑉𝑡 − 𝑉𝑀,𝑡

(3.3)

Following them, I propose a similar method to decompose the total volatility of a
representative industry into market-level and net industry-level volatilities. Consider that for a
particular stock, part of the total volatility of that stock is caused by systematic market-wide
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factors, while the rest of the total volatility is driven by firm-level factors. The latter part of
volatility is called idiosyncratic volatility or idiosyncratic risk, since it is only related to that
particular stock. Now, we can change our perspective and look at a particular industry, instead
of a particular stock. Part of the total volatility of each industry is driven by the market-level
factors, while the rest of the total volatility can be attributed to that specific industry. In fact, the
latter volatility is idiosyncratic risk of that particular industry, and I call it net industry-level
volatility. Consequently, I construct monthly total volatility of industry j for period t using
equation (3.4).
𝐷𝑡

𝑉𝐼𝑛𝑑,𝑗,𝑡 = ∑

𝐷𝑡
2
𝑟𝑣𝑤,𝑗,𝑑

(3.4)

+ 2 ∑ 𝑟𝑣𝑤,𝑗,𝑑 𝑟𝑣𝑤,𝑗,𝑑−1

𝑑=1

𝑑=2

Here, 𝑟𝑣𝑤,𝑗,𝑑 is the value weighted return of industry j on day d. Equal weighted average total
volatility for a representative industry over period t is obtained using equation (3.5).
𝑚

𝑉𝐼𝑛𝑑,𝑡

1
= ∑ 𝑉𝐼𝑛𝑑,𝑗,𝑡
𝑚

(3.5)

𝑗=1

Here, m is the number of industries in the sample. For this research, I used 49 industries from
Kenneth French’s website1. Total volatility of a representative industry includes both marketlevel volatility and net industry-level volatility. Net industry-level volatility for a representative
industry (𝑉𝑁𝑒𝑡_𝐼𝑛𝑑,𝑡 ) is constructed using equation (3.6).
𝑉𝑁𝑒𝑡_𝐼𝑛𝑑,𝑡 = 𝑉𝐼𝑛𝑑,𝑡 − 𝑉𝑀,𝑡

1

See the web page http://www.mba.tuck.dartmouth.edu/pages/faculty/ken.french/data_library.html

(3.6)
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Along with the traditional measure provided in equation (3.6), and in a fashion similar to
Dennis, Mayhew, and Stivers (2006), I propose a second measure (𝑉̅𝑁𝑒𝑡_𝐼𝑛𝑑,𝑡 ) in which net
industry-level volatility is expressed as a function of market volatility in equation (3.7).
𝑉̅𝑁𝑒𝑡_𝐼𝑛𝑑,𝑡 = 𝑉𝐼𝑛𝑑,𝑡 − 𝛽𝑗𝑚 2 𝑉𝑀,𝑡

(3.7)

Here, 𝛽𝑗𝑚 2 is squared market beta for industry j. To calculate industry j’s beta, monthly
industry returns are regressed on market returns using the observations of the last 60 months in
equation (3.8).
𝑅𝑗𝑡 = 𝛽𝑗𝑚 𝑅𝑚𝑡 +∊𝑗𝑡

3.3

(3.8)

Data Set and Descriptive Statistics

Table 3.1 represents descriptive statistics on returns and measures of volatility. The sample
period is August 1963 to Dec 2007. In this table, 𝑟𝑀 and 𝑟𝐼𝑛𝑑 respectively represents the monthly
returns for the market and an average weighted industry (533 monthly observations).
Variables 𝑉𝑀 , 𝑉𝐼𝑛𝑑,𝑡 , 𝑉𝑁𝑒𝑡_𝐼𝑛𝑑,𝑡 , 𝑉̅𝑁𝑒𝑡_𝐼𝑛𝑑,𝑡 stand for market volatility, total industry-level
volatility and first and second measure of net industry-level volatility respectively, obtained
using daily data. Variable 𝐴𝑅1 is the first autocorrelation, while 𝐴𝑅1:12 is the sum of the absolute
value of first twelve autocorrelation coefficients. ADF stands for the Augmented Dickey-Fuller
statistics with an intercept and 12 lags. The critical value for the rejection of null hypothesis
(presence of unit root) is -2.86 at five percent level. I used CRSP daily returns data to calculate
monthly market volatility. In order to construct monthly industry-level volatility for 49
industries, I use Kenneth French’s website for the same sample period as CRSP daily returns.
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Existing literature is conclusive that idiosyncratic volatility constitutes the major part of total
volatility of a representative stock. Based on the extant literature, 80%-90% of volatility of a
representative stock could be attributed to idiosyncratic factors. Unlike the idiosyncratic
volatility, net industry-level volatility is not the major part of total volatility. According to panel
A of Table 3.1, 46% of total volatility of a representative industry can be attributed to net
industry-level volatility based on the first criteria. Considering the second criteria, net industrylevel volatility constitutes an even a smaller percentage (38%) of total volatility. This finding
seems justifiable since investing in an industry is less risky than investing in an individual firm.
Therefore, net industry-level volatility makes up between 40-50% of total volatility of a
representative industry. Nevertheless, it is not a dominant part of total volatility unlike the
idiosyncratic volatility.
We can see that average industry-level volatility is measured more precisely than marketlevel volatility since it has a bigger mean and a smaller standard deviation at the same time.
Moreover, industry-level volatility, first and second measures of net industry-level volatility are
more persistent than market-level volatility. This can be shown by either the first-order
autocorrelation or the sum of the absolute values of the first 12 autocorrelations.
In panel B of Table 3.1, we can see that total volatility of a representative industry is
correlated up to a great extent with market-level volatility (0.85) while the magnitude of
correlation between market-level volatility and net industry-level volatility is smaller (0.64 and
0.29 based on the first and second criteria respectively). Periods of high net industry-level risk
are not necessarily the same as periods of high market-level risk. The industry-level volatility
calculated using equations (3.6) or (3.7) are highly correlated with each other (0.76), but these
two criteria show great difference in their correlation with other variables. Market returns, as
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well as the equal weighted industries’ returns, are negatively contemporaneously correlated with
the market volatility. Moreover, we can see that while market returns are negatively correlated
with average industry-level volatility and first measure of net industry-level volatility, average
industry returns are negatively correlated with average industry-level volatility and both
measures of net industry-level volatility.
Table 3.1
Descriptive Statistics of Returns and Industry-Level Volatility Measures
6

Panel A: Summary Statistics
Mean

Median

Std Dev

Min

Max

Skew

Kurt

𝐴𝑅1

𝐴𝑅1:12

ADF

𝑟𝑀

0.0047

0.0073

0.0437

-0.2324

0.1610

-0.4916

2.1198

0.0540

0.3980

-7.8622

𝑟𝐼𝑛𝑑

0.0058

0.0080

0.0467

-0.2651

0.1735

-0.5190

2.7591

0.1060

0.5370

-8.8244

𝑉𝑀

0.0020

0.0012

0.0036

0.0000

0.0689

3.2425

23.651

0.2717

3.4420

-5.8939

𝑉𝐼𝑛𝑑,𝑡

0.0039

0.0028

0.0025

0.0006

0.0819

3.2836

23.692

0.5100

6.5360

-5.2418

𝑉𝑁𝑒𝑡_𝐼𝑛𝑑,𝑡

0.0018

0.0015

0.0013

0.0004

0.1330

2.2932

8.5324

0.4850

6.2520

-3.8698

𝑉̅𝑁𝑒𝑡_𝐼𝑛𝑑,𝑡

0.0015

0.0012

0.0014

-0.0030

0.1307

2.1760

8.3124

0.6540

7.3423

-2.5929

Panel B: Cross Correlation
𝑟𝑀

𝑉𝑀

𝑟𝐼𝑛𝑑

𝑉𝐼𝑛𝑑,𝑡

𝑉𝑁𝑒𝑡_𝐼𝑛𝑑,𝑡

𝑉̅𝑁𝑒𝑡_𝐼𝑛𝑑,𝑡

𝑟𝑀

1

_

_

_

_

_

𝑉𝑀

-0.303

1

_

_

_

_

𝑟𝐼𝑛𝑑

0.956

-0.318

1

_

_

_

𝑉𝐼𝑛𝑑,𝑡

-0.295

0.854

-0.307

1

_

_

𝑉𝑁𝑒𝑡_𝐼𝑛𝑑,𝑡

-0.191

0.641

-0.191

0.7962

1

_

𝑉̅𝑁𝑒𝑡_𝐼𝑛𝑑,𝑡

0.074

0.297

-0.049

0.4570

0.7651

1
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3.4

Results and Discussion

In section 4.1, I examine whether the lags of industry-level volatility have any forecasting
power for future returns or not. In section 4.2 and 4.3 I focus on the contemporaneous
relationship between innovations in industry-level volatility and industry returns.

3.4.1

Trade-off between industry-level volatility and industry return

Now, I investigate how lags of different measures of volatility could predict the future
returns of industries or the market. I do not use my specification to show risk-return trade-off at
market or industry levels. Use of lags of volatility as a proxy of current period’s volatility needs
high persistence of volatility series. At market level, volatility is time varying and using first lag
of volatility in the predictive regression may be misleading. At industry level, although volatility
is more persistent, it is still not big enough to believe that first lag is a good measure of current
period’s volatility. Using several lags also can be problematic due to the strong serial correlation
of volatility. The only purpose of providing this section is to show how including only one lag of
volatility measures at market or industry levels provide a limited picture of the risk-return
relation.
In my first predictive regression, I regress the realized excess returns of market on the lags of
volatility measures. Thus, the forecasting regression could be expressed using equation (3.9).
𝑟𝑀,𝑡 = 𝛼 + 𝛹𝑘 𝑋𝑡−𝑘 + 𝜀𝑡

(3.9)

Here, 𝑟𝑀,𝑡 represents the monthly value-weighted excess returns of the market, and 𝑋𝑡−𝑘
refers to market volatility, average industry-level volatility, and finally first and second measures
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of average net industry-level volatilities. The variable 𝛹𝑘 shows the estimated coefficient when
we include only 𝑘 𝑡ℎ lag of volatility measure in the predictive regression. Table 3.2 represents
the results of this regression.
In the first row of panel A of table 3.2, we see the results of regressing market returns on the
first four lag of market volatility. Existing literature usually includes only the first lag of market
variance assuming the first lag is a good proxy for the expectation of the current period’s
volatility. This assumption can be justified if market volatility series is highly persistent. As we
can see in panel A of Table 3.1, the first autocorrelation of market variance is 0.27, which is not
big enough to believe that first lag of market volatility is an ideal proxy for the current period’s
volatility. The extant literature presents conflicting results on the sign of this first lag in the
predictive regression. Campbell (1987) and Glosten, Jagannathan, and Runkle (1993) found a
significantly negative relation, while Campbell and Hentschel (1992) and then French et al.
(1987) found a significantly positive relation. Goyal and Santa Clara (2003) found a negative but
insignificant coefficient. Goyal and Santa Clara then concluded that the variance of the market
has no forecasting power for the market return. Consistent with Goyal and Santa Clara, in first
row of Table 3.2, we find that the first lag of market volatility is negative but insignificant.
Although I found similar results with Goyal and Santa Clara for the first lag, this insignificant
coefficient should not be used to imply risk-return trade-off at market level. The reason is that
considering the low first autocorrelation of market volatility, including only one lag, can be
misleading. We find that although coefficient for the first lag in equation (3.9) is negative and
insignificant, the coefficients for lags two and three are positive and significant (see at first row
of panel A of Table 3.2). We cannot see any significant coefficient after lag four. Therefore, they
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are not shown here. To summarize, in contrast to Goyal and Santa Clara’s statement, I conclude
that lags beyond one of market volatility can forecast market returns.
Table 3.2
Forecasts of Market Returns Using Lags of Aggregate
Industry-Level Volatility Measures
7

𝑋𝑡−𝑘 = 𝑉𝑀,𝑡−𝑘
𝑋𝑡−𝑘 = 𝑉𝐼𝑛𝑑,𝑡
𝑋𝑡−𝑘 = 𝑉𝑁𝑒𝑡−𝑖𝑛𝑑,𝑡−𝑘
𝑋𝑡−𝑘 = 𝑉̅𝑁𝑒𝑡−𝐼𝑛𝑑,𝑡−𝑘

𝑋𝑡−𝑘 = 𝑉𝑀,𝑡−𝑘
𝑋𝑡−𝑘 = 𝑉𝐼𝑛𝑑,𝑡
𝑋𝑡−𝑘 = 𝑉𝑁𝑒𝑡−𝑖𝑛𝑑,𝑡−𝑘
𝑋𝑡−𝑘 = 𝑉̅𝑁𝑒𝑡−𝐼𝑛𝑑,𝑡−𝑘

𝑋𝑡−𝑘 = 𝑉𝑀,𝑡−𝑘
𝑋𝑡−𝑘 = 𝑉𝐼𝑛𝑑,𝑡
𝑋𝑡−𝑘 = 𝑉𝑁𝑒𝑡−𝑖𝑛𝑑,𝑡−𝑘
𝑋𝑡−𝑘 = 𝑉̅𝑁𝑒𝑡−𝐼𝑛𝑑,𝑡−𝑘

𝛽1
𝛽2
Panel A: August 1963 December 2007
-0.74
1.23
(-1.51)
(2.61)
-0.53
0.94
(-1.38)
(2.48)
-0.18
1.18
(-0.14)
(1.43)
1.51
0.46
(1.26)
(0.39)
Panel B: August 1963 December 1985
-1.69
2.44
(-0.43)
(1.94)
-0.07
1.57
(-0.09)
(1.76)
1.69
3.46
(0.69)
(1.41)
8.58
4.06
(2.36)
(1.12)
Panel C: January 1986 December 2007
-0.81
1.06
(1.53)
(2.05)
-0.66
0.76
(-1.56)
(1.99)
-1.60
0.65
(-1.01)
(0.41)
-0.41
-1.45
(-0.30)
(-1.05)

𝛽3

𝛽4

0.96
(1.97)
0.76
(1.99)
2.04
(1.55)
1.33
(1.10)

0.74
(1.54)
0.45
(1.19)
-0.09
(-0.07)
-1.00
(-0.82)

1.27
(2.59)
2.08
(2.31)
4.12
(1.67)
5.62
(1.55)

1.69
(1.34)
0.99
(1.12)
1.27
(0.51)
-0.34
(-0.09)

0.61
(1.73)
0.47
(1.70)
0.95
(0.61)
0.14
(0.10)

0.58
(1.12)
0.32
(0.77)
-0.77
(-0.50)
-1.90
(-1.39)

In the second row of panel A of Table 3.2, I use total volatility of a representative industry to
forecast the future market returns. Assuming that first lag is an ideal proxy for current period’s
expected volatility, is again misleading since autocorrelation is not big enough at 0.51. The
coefficients for first lag of total volatility are again insignificant, but coefficients of second and
third lags have almost the same forecasting power as lags of market volatility. This result seems
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reasonable when we consider that total volatility of a representative industry has 85% correlation
with the market volatility. I also used first and second measures of net industry-level volatility
for a representative industry in the third and fourth rows of panel A of table3.2, respectively.
Panel A shows that lags of net industry-level volatility have no forecasting power, regardless of
which measure is used. I also ran the regression over the 1963-1985 and 1986-2007 subperiods
and report summary results in panel B and C of Table 3.2. The subperiod results also confirm the
results of overall sample.
Table 3.2 shows evidence that second and third lags of industry-level volatility could forecast
future market returns. In order to have a more precise view, I also present Table 3.3 in which I
use different volatility measures in individual industries as regressors instead of using aggregate
volatility measures. Therefore, the forecasting regression could be expressed using equation
(3.10).
𝑟𝑀,𝑡 = 𝛼 + 𝛹𝑘 𝑋𝑗,𝑡−𝑘 + 𝜀𝑡

(3.10)

Here, 𝑟𝑀,𝑡 represents the monthly value-weighted excess returns of the market, and 𝑋𝑡−𝑘
refers to industry-level volatility, first and second measures of net industry-level volatilities for
industry j and lag k. Variable 𝛹𝑘 shows the estimated coefficient when we include only 𝑘 𝑡ℎ lag
of volatility measure in the predictive regression. Table 3.3 represents the results of this
regression. The numbers in brackets indicate the number of industries where the respective
coefficient is positive/negative and significant at a 5% p-value. Using table 3.3 and over the
sample period 1963-2007, first lags of total volatility of 3 industries are positively correlated
with market returns, while lags of 8 industries are negatively correlated. Therefore, consistent
with Table 3.2, we see that the first lag of total industry-level volatility does not give clear
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forecasting power for future market returns. For the second lag, total volatility of 33 out of 49
industries are positively correlated to market returns, while volatility of only one industry is
negatively correlated to market returns. Third lags of total volatility of individual industries, like
the second lags also have forecasting power. Since we cannot see significant coefficients for lags
after four, they are not shown in table 3.3. When we use lags of first and second measures of net
industry-level volatility, we cannot get a clear conclusion about whether these lags have
forecasting power for future market returns or not. I also ran the regression over the 1963-1985
and 1986-2007 subperiods and report summary results in panel B and C of Table 3.3. Again,
subperiod results are consistent.
Table 3.3
Forecasts of Market Returns Using Lags of Volatility of Separate Industries
8

𝑋𝑡−𝑘 = 𝑉𝐼𝑛𝑑,𝑡
𝑋𝑡−𝑘 = 𝑉𝑁𝑒𝑡−𝑖𝑛𝑑,𝑡−𝑘
𝑋𝑡−𝑘 = 𝑉̅𝑁𝑒𝑡−𝐼𝑛𝑑,𝑡−𝑘

𝑋𝑡−𝑘 = 𝑉𝐼𝑛𝑑,𝑡
𝑋𝑡−𝑘 = 𝑉𝑁𝑒𝑡−𝑖𝑛𝑑,𝑡−𝑘
𝑋𝑡−𝑘 = 𝑉̅𝑁𝑒𝑡−𝐼𝑛𝑑,𝑡−𝑘

𝑋𝑡−𝑘 = 𝑉𝐼𝑛𝑑,𝑡
𝑋𝑡−𝑘 = 𝑉𝑁𝑒𝑡−𝑖𝑛𝑑,𝑡−𝑘
𝑋𝑡−𝑘 = 𝑉̅𝑁𝑒𝑡−𝐼𝑛𝑑,𝑡−𝑘

𝛽1
𝛽2
𝛽3
Mean/Median
Mean/Median
Mean/Median
Panel A: August 1963 December 2007
-0.39/-0.44
0.62/0.69
0.60/0.58
[3/8]
[33/1]
[25/0]
-0.19/-0.18
0.19/0.42
0.37/0.27
[3/6]
[13/3]
[13/3]
-0.19/-0.18
-0.03/-0.04
0.26/0.15
[11/4]
[10/4]
[10/4]
Panel B: August 1963 December 1985
-0.15/-0.20
1.11/1.02
1.62/1.52
[1/0]
[17/0]
[26/0]
0.11/-0.01
0.43/0.57
0.54/0.62
[1/0]
[4/2]
[6/0]
0.38/0.50
0.26/0.29
0.21/0.25
[6/1]
[7/2]
[4/0]
Panel C: January 1986 December 2007
-0.48/-0.52
0.52/0.55
0.42/0.40
[1/7]
[18/1]
[5/0]
-0.21/-0.27
0.10/0.32
0.28/0.40
[3/7]
[9/5]
[7/2]
-0.08/-0.13
-0.45/-0.41
0.16/0.19
[7/9]
[3/8]
[5/2]

𝛽4
Mean/Median
0.35/0.35
[5/0]
-0.07/-0.19
[4/2]
-0.31/-0.26
[2/3]
0.70/0.62
[6/0]
-0.00/-0.01
[5/0]
-0.18/-0.31
[5/0]
0.28/0.32
[3/0]
-0.05/-0.01
[2/1]
-0.50/-0.42
[2/6]
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To answer the fundamental question of whether lags of net industry-level volatility could
predict future industry returns, I present Table 3.4. In this table, I use volatility measures of
individual industries to forecast future returns of the respective industries. Therefore my
forecasting regression would be shown using equation (3.11).
𝑟𝑗,𝑡 = 𝛼 + 𝛹𝑘 𝑋𝑗,𝑡−𝑘 + 𝜀𝑡

(3.11)

Here, 𝑟𝑗,𝑡 represents the monthly value-weighted excess returns of industry j. 𝑋𝑗,𝑡−𝑘 refers to
industry-level volatility for industry j and lag k in first row and net industry-level volatility based
on the first and second criteria in the second and third rows, respectively. Variable 𝛹𝑘 shows the
estimated coefficient when we include only 𝑘 𝑡ℎ lag of volatility measure in the predictive
regression. The numbers in brackets indicate the number of industries where the respective
coefficient is positive/negative and significant at a 5% p-value. In panel B and C, I also ran the
predictive regression over the sample periods 1963-1985 and 1986-2007 as a robustness test.
According to panel A of table 3.4, we see that lags two, three and even four of total volatility
have good forecasting power for the respective industry returns.
According to second and third rows of panel A of Table 3.4, different lags of net industryreturn volatilities do not give us strong forecasting power for individual industries, regardless of
whether we use first or second criteria. Again, subperiod results in panel B and C confirm the
results of overall period in panel A.
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Table 3.4
Forecasts of Industry Returns Using Lags of Volatility of Respective Industries
9

𝑋𝑡−𝑘 = 𝑉𝐼𝑛𝑑,𝑡
𝑋𝑡−𝑘 = 𝑉𝑁𝑒𝑡−𝑖𝑛𝑑,𝑡−𝑘
𝑋𝑡−𝑘 = 𝑉̅𝑁𝑒𝑡−𝐼𝑛𝑑,𝑡−𝑘

𝑋𝑡−𝑘 = 𝑉𝐼𝑛𝑑,𝑡
𝑋𝑡−𝑘 = 𝑉𝑁𝑒𝑡−𝑖𝑛𝑑,𝑡−𝑘
𝑋𝑡−𝑘 = 𝑉̅𝑁𝑒𝑡−𝐼𝑛𝑑,𝑡−𝑘

𝑋𝑡−𝑘 = 𝑉𝐼𝑛𝑑,𝑡
𝑋𝑡−𝑘 = 𝑉𝑁𝑒𝑡−𝑖𝑛𝑑,𝑡−𝑘
𝑋𝑡−𝑘 = 𝑉̅𝑁𝑒𝑡−𝐼𝑛𝑑,𝑡−𝑘

𝛽1
𝛽2
𝛽3
Mean/Median
Mean/Median
Mean/Median
Panel A: August 1963 December 2007
-0.45/-0.44
0.77/0.93
0.45/0.34
[0/6]
[26/0]
[11/0]
-0.19/-0.26
0.66/0.85
0.18/0.12
[1/2]
[18/1]
[4/0]
0.21/0.13
0.25/0.26
-0.08/-0.16
[4/3]
[8/3]
[3/4]
Panel B: August 1963 December 1985
-0.37/-0.47
1.23/1.06
1.59/1.82
[1/2]
[16/0]
[18/0]
-0.57/-0.61
0.28/1.07
0.46/0.36
[1/4]
[7/4]
[4/1]
0.56/0.48
0.29/0.28
0.12/0.35
[3/2]
[6/4]
[3/3]
Panel C: January 1986 December 2007
-0.52/-0.56
0.68/0.82
0.21/0.22
[0/6]
[20/1]
[5/0]
-0.02/0.02
0.71/1.01
0.04/-0.02
[1/5]
[13/2]
[4/3]
0.04/0.13
-0.12/-0.01
-0.26/-0.28
[4/5]
[5/6]
[3/4]

𝛽4
Mean/Median
0.51/0.56
[10/0]
0.30/0.50
[2/1]
-0.18/-0.14
[2/6]
0.89/0.90
[4/0]
0.15/0.08
[4/1]
-0.03/0.05
[3/1]
0.43/0.51
[8/0]
0.40/0.50
[7/5]
-0.29/-0.17
[4/5]

Finally, I can finish section 3.4.1 with the following conclusions. First, Goyal and Santa
Clara’s statement that the variance of the market has no forecasting power for the market return
should be treated carefully. Although first lag of market volatility has no forecasting power,
second and third lags could forecast market returns up to a great extent. Secondly, lags of
Industry-level volatility could predict respective industry returns very well. In the end, unlike the
idiosyncratic volatility at firm level, I did not find strong evidence that lags of realized net
industry-level volatility is priced by investors.
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3.4.2

The Dynamic Relation between Industry Returns and expected Volatility Innovations

I begin with computing the simple correlations between the monthly returns and innovations
in expected volatility at industry level. To obtain innovations in volatility, we need to obtain a
conditional estimate of volatility. The GARCH model introduced by Bollerslev in 1986 is an
attractive tool to estimate the volatility because it assumes that investors update their estimates of
the mean and variance every period using the recently revealed information. To consider the
asymmetric property of volatility, Nelson (1991) provided the EGARCH model. AVP has been
explained as a negative correlation between innovations in expected volatility and stock returns.
Pagan and Schwert (1990) used several models to provide a conditional estimate of volatility of
U.S. stocks. They realized that the EGARCH model is a better fit than other ARCH models. In
another paper by Engle and Chowdhury (1992), authors concluded that simple GARCH and
EGARCH models outperform others in estimation of implied volatility using option prices.
Following them, I use GARCH (q, p) or EGARCH (q, p) to provide conditional estimates of
volatility where p and q could take values of 1, 2, or 3. Therefore, at the end I have 18 estimates
of conditional volatility for each individual industry if the estimation process converges for all 18
ARCH models. The model that results in the lowest Akaike Information Criteria (AIC) is chosen
as the best fit of conditional volatility for industry. In equation (3.12) monthly industry return is
described by Fama-French three factor model.
𝑟𝑗,𝑡 = 𝛼𝑗 + 𝛽𝑗 𝑟𝑀,𝑡 + 𝑠𝑗 𝑆𝑀𝐵𝑡 + ℎ𝑗 𝐻𝑀𝐿𝑡 + 𝜀𝑗.𝑡

(3.12)

2
𝜀𝑗.𝑡 ~𝑁(0, 𝜎𝑗,𝑡

2
Here, 𝜀𝑗.𝑡 is taken from a normal distribution with the mean zero and variance 𝜎𝑗,𝑡
.Equation

(3.13) provides the conditional estimate of volatility where it is a function of the past p periods of
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residual variance and q periods of return shocks specified by a GARCH (q, p). Specification for
EGARCH (q, p) is also provided in equation (3.14).
𝑞

𝐸

𝐸 (ln(𝜎𝑗,𝑡

2

2
(𝜎𝑗,𝑡
⃒𝛺𝑡−1 )

= 𝛼𝑗 +

2
∑ 𝛼𝑗,𝑘 𝜀𝑗,𝑡−𝑘
𝑘=1

𝑝

(3.13)

2
+ ∑ 𝛽𝑗,𝑙 𝜎𝑗,𝑡−𝑙
𝑙=1

𝑝

𝑝

𝑘=1

𝑙=1

𝜀𝑗,𝑡−𝑘
𝜀𝑗,𝑡−𝑘
𝜀𝑗,𝑡−𝑘
2
)⃒𝛺𝑡−1 ) = 𝛼𝑗 + ∑[𝛼𝑗,𝑘
+ 𝛶𝑗,𝑘 (│
│ − 𝐸│
│)] + ∑ 𝛽𝑗,𝑙 𝜎𝑗,𝑡−𝑙
𝜎𝑗,𝑡−𝑘
𝜎𝑗,𝑡−𝑘
𝜎𝑗,𝑡−𝑘

(3.14)

Therefore, conditional volatility for industry j is estimated using equations (3.12) and (3.13)
or equations (3.12) and (3.14), whichever result in a lower AIC. Finally, innovations at industrylevel volatility (∆𝑉𝑗,𝑡 ) are computed as the difference between the realized volatility and
expected volatility chosen based on the lower AIC criterion in equation (3.19).
2
∆𝑉𝑗,𝑡 = 𝑉𝑗,𝑡 − 𝐸 (𝜎𝑗,𝑡
⃒𝛺𝑡−1 )

(3.15)

Again, we can decompose this total shock for industry j into two parts: One part is driven by
shocks at market level, while the other part is idiosyncratic shock of industry j. I name the latter
part by net industry-level volatility shocks. I calculate the net industry-level volatility shocks in
two ways, once in a simple way once through subtracting market volatility shocks in equation
(3.16), and once through considering the market β in equation (3.17).
∆𝑉𝑁𝑒𝑡_𝐼𝑛𝑑,𝑗,𝑡 =∆𝑉𝑗,𝑡 − ∆𝑉𝑀,𝑡

(3.16)

∆𝑉̅𝑁𝑒𝑡_𝐼𝑛𝑑,𝑗,𝑡 = ∆𝑉𝑗,𝑡 − 𝛽𝑗𝑚 2 ∆𝑉𝑀,𝑡

(3.17)

Here, ∆𝑉𝑀,𝑡 shows market-level volatility shocks where I used an EGARCH (1,1) to estimate
conditional market volatility. Again, 𝛽𝑗𝑚 2 is squared market beta for industry j using equation
(3.8). Table 3.5 represents descriptive statistics on different measures of volatility shocks at
industry level. The sample period is August 1963 to December 2007. In this table, 𝑟𝑀 and 𝑟𝐼𝑛𝑑
respectively represents the monthly returns for the market and an average weighted industry (533
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monthly observations). ∆𝑉𝑀,𝑡 , ∆𝑉𝑗,𝑡 , ∆𝑉𝑁𝑒𝑡_𝐼𝑛𝑑,𝑗,𝑡 , ∆𝑉̅𝑁𝑒𝑡_𝐼𝑛𝑑,𝑗,𝑡 stand for market-level volatility
shock, total industry-level volatility shock and first and second measure of net industry-level
volatility shocks respectively, obtained using daily data. Variable 𝐴𝑅1 is the first autocorrelation,
while 𝐴𝑅1:12 is the sum of the absolute value of first twelve autocorrelation coefficients. ADF
stands for the Augmented Dickey-Fuller statistics with an intercept and 12 lags. The critical
value for the rejection of null hypothesis (presence of unit root) is -2.86 at five percent p-value.
According to Table 3.5, market volatility innovations constitute about 3% of the market
expected volatility, while the average percentage of innovations at industry-level volatility across
49 industries is almost 6%. We see that almost a quarter of average net industry-level volatility
shocks, can be attributed to market-level volatility shocks, while the rest is due to industry factor
shocks.
In panel B of Table 3.5, first, we find that the correlation between the CRSP index returns
and the index volatility innovations is negative and almost large at -0.33. Average (median)
correlation between individual industry returns and the respective industry-level volatility
innovations is 0.20 (-0.22). Thus, the negative correlation at the index level is stronger than the
average value of correlation for individual industries.
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Table 3.5
Descriptive Statistics of Market and Industry-Level Volatility Shocks
10
Panel A: Summary Statistics
Mean

Median

Std Dev

Min

Max

Skew

Kurt

𝐴𝑅1

𝐴𝑅1:12

ADF

∆𝑉𝑀,𝑡

0.00006

-0.0004

0.00352

-0.0040

0.06684

13.445

26.943

0.102

0.354

-7.908

∆𝑉𝑗,𝑡

-0.00023

-0.0009

0.00439

-0.0072

0.07800

11.350

24.675

0.191

0.464

-7.740

∆𝑉𝑁𝑒𝑡_𝐼𝑛𝑑,𝑗,𝑡

-0.00029

-0.0005

0.00128

-0.0033

0.01099

3.258

19.233

0.303

0.734

-7.270

∆𝑉̅𝑁𝑒𝑡_𝐼𝑛𝑑,𝑗,𝑡

-0.00027

-0.0004

0.00124

-0.0032

0.01067

3.682

22.397

0.271

0.685

-6.060

Panel B: Cross Correlation
𝑟𝑀

𝑟𝐼𝑛𝑑

∆𝑉𝑀,𝑡

∆𝑉𝑗,𝑡

∆𝑉𝑁𝑒𝑡_𝐼𝑛𝑑,𝑗,𝑡

∆𝑉̅𝑁𝑒𝑡_𝐼𝑛𝑑,𝑗,𝑡

Mean/Median

Mean/Median

Mean/Median

Mean/Median

Mean/Median

Mean/Median

𝑟𝑀

1

_

_

_

_

_

𝑟𝐼𝑛𝑑

0.85/0.84

1

_

_

_

_

∆𝑉𝑀,𝑡

-0.3383

-0.26/-0.28

1

_

_

_

∆𝑉𝑗,𝑡

-0.26/-0.27

-0.20/-0.22

0.79/0.84

1

_

_

∆𝑉𝑁𝑒𝑡_𝐼𝑛𝑑,𝑗,𝑡

-0.06/-0.09

-0.05/-0.06

0.20/0.27

0.72/0.78

1

_

∆𝑉̅𝑁𝑒𝑡_𝐼𝑛𝑑,𝑗,𝑡

-0.01/-0.03

0.01/0.03

0.07/0.06

0.54/0.63

0.80/0.84

1

Second, we find that the average (median) correlation between individual industry returns
and the market-level volatility innovations is -0.26 (-0.28) across the 49 industries. The absolute
value of correlation between the individual industry returns and the market volatility innovations
is greater than the absolute value of correlation between the individual industry returns and
respective industry-level volatility innovations for 45 industries. With a logic similar to what was
used by Dennis, Mayhew, and Stivers (2006) at firm level, I claim these results suggest that the
negative correlation between returns and volatility innovations at industry level are more related
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to systematic, market-level factors rather than industry-level influences because: i) the
correlation between market returns and market volatility innovations is more negative than the
correlation between industry returns and respective industry-level volatility innovations, and ii)
the correlation between industry returns and market volatility innovations is more negative than
the correlation between industry returns and respective industry-level volatility innovations.
The notion that the negative correlation of returns and volatility shocks at industry level is
mostly attributed to market-level volatility innovations implies that the correlation between the
individual industry returns and net industry-level volatility shocks should be near zero. As
reported in rows 5 and 6 of panel B, the mean (median) of these correlations is near zero at only
-0.05 (-0.06) using the first criterion and 0.01 (0.03) using the second criterion.
Finally, in panel B of Table 3.5 we see the correlation between the various measures of
shocks. We see that the average (median) correlation between average total volatility shocks of
industries and volatility shocks of market is high at 0.79 (0.84). Given the low correlation of
average total volatility shocks with different measures of net industry-level volatility shocks, we
conclude that the relation between total volatility shocks of individual industries and respective
industry excess returns, is mostly dictated by relation between market volatility shocks and
individual industry excess returns.

3.4.3

Multivariate Analysis

In the next step, I examine the relation between industry returns and expected volatility
innovations at industry level. My specifications here are used to examine the reliability of the
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statistical relation between industry returns and industries’ volatility shocks, and I am not
implying any economic causality between my variables by this. Our general specification is
presented using equation (3.19).
𝑟𝑗,𝑡 = 𝛼 + 𝜓1 ∆𝑉𝑀,𝑡 + 𝜓2 ∆𝑉𝑗,𝑡 + 𝜓3 ∆𝑉𝑁𝑒𝑡𝐼𝑛𝑑 ,𝑗,𝑡 + 𝜓4 ∆𝑉̅𝑁𝑒𝑡𝐼𝑛𝑑 ,𝑗,𝑡 + 𝜀𝑗,𝑡

(3.18)

Here, 𝑟𝑗,𝑡 shows the excess returns of industry j, while ∆𝑉𝑀,𝑡 , ∆𝑉𝑗,𝑡 , ∆𝑉𝑁𝑒𝑡_𝐼𝑛𝑑,𝑗,𝑡 , ∆𝑉̅𝑁𝑒𝑡_𝐼𝑛𝑑,𝑗,𝑡
stand for market volatility shock, total industry-level volatility shock and first and second
measure of net industry-level volatility shocks respectively. Table 3.6 presents the estimated
coefficients of equation (3.18). The numbers in brackets indicate the number of industries where
the respective coefficient is positive/negative and significant at a 5% p-value. Every time I run
the regression in equation (3.18), I impose the constraint 𝜓𝑖 = 0 for some of my regressors. In
first row of panel A of Table 6, I set 𝜓2 , 𝜓3 and 𝜓4 equal to zeroes. Therefore, in practice I
regress excess returns of individual industries on market volatility shocks. We find that 𝜓1 , the
estimated coefficients on ∆𝑉𝑀,𝑡 is negative and statistically significant at a 5% p-value for 49 out
of the 49 industries. In the second row of panel A, I impose 𝜓1 = 0, 𝜓3 = 0 and 𝜓4 =0.
Therefore, my predictive regression reduces to regression of industry excess returns on
respective total volatility shocks. We find that the coefficient 𝜓2 is negative and significant for
46 out of 49 industries. We cannot conclude anything from regressions in the third row. In the
fourth row, when regressing industry returns on net industry-level volatility shocks based on the
second criterion, coefficient 𝜓4 turns out to be positive and significant for 21 industries.
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Table 3.6
Multivariate Analysis of Innovations in Industry-Level Volatility
11
ψ1
ψ2
ψ3
Mean/Median
Mean/Median
Mean/Median
Panel A: August 1963 December 2007
1.
2.

-4.96/-5.21
[0/49]
_

3.

_

-2.64/-2.88
[0/46]
_

4.

_

_

5.
6.

1.
2.
3.
4.
5.
6.

1.
2.
3.
4.
5.
6.

_

_

_

_

_

0.31/0.28
[16/12]
_

_

-6.81/-6.52
_
0.60/0.61
[0/49]
[17/8]
-6.84/-6.99
_
_
[0/49]
Panel B: January 1963 December 1985
-10.94/-10.87
_
_
[0/47]
_
-2.12/-2.59
_
[4/33]
_
_
2.66/1.78
[22/7]
_
_
_
-11.03/-11.22
_
3.96/3.27
[1/48]
[30/3]
-10.45/-10.49
_
_
[0/46]
Panel C: January 1986 December 2007
-5.65/-6.02
_
_
[0/49]
_
-2.94/-3.13
_
[1/46]
_
_
0.02/-0.12
[19/16]
_
_
_
-4.90/-4.55
[0/47]
-4.64/-4.74
[0/45]

ψ4
Mean/Median

_
_

2.07/2.58
[19/7]
_

1.25/0.67
[21/3]
_
0.84/0.81
[19/5]
_
_
_
4.88/4.33
[31/1]
_
3.79/3.18
[28/3]
_
_
_
1.05/1.09
[20/13]
_
1.64/2.52
[20/7]
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In fifth row of Panel A, when I run the regression of individual industry returns on both
market volatility shocks and total industry-level volatility shock, the results are at odds with the
existing literature at firm and market levels. We see that the coefficient 𝜓1 is even more
significantly negative for 48 industries, but the coefficient 𝜓3 turns out to be positively
significant for 20 industries and negatively significant for 6 industries. Coefficient 𝜓3 in fifth
row reflects part of total volatility shocks, which is idiosyncratic to the industry. In sixth row
when I set 𝜓2 and 𝜓3 equal to zeroes, coefficient 𝜓4 becomes significantly positive for 19
industries versus significantly negative for 5 industries. Results in panel B and C of table 3.6 are
again consistent with the results in panel A. Therefore, while the extant literature found that there
is a contemporaneous negative correlation between volatility shocks and excess returns at both
firm and market levels, we see that the number of industries in which there is a positive
contemporaneous relation between excess returns and net industry-level volatility shocks
exceeds the number of industries in which this relation is negative.
French, Schwert, and Stambaugh (1987) explained how a negative relation between volatility
shocks and excess holding period returns imply indirectly a positive relation between ex-ante
market-level volatility and expected risk premium. Suppose that volatility of this month is bigger
than expected volatility. In other words, we observe a positive volatility shock for this month.
But this means that we should revise expected volatility upward for all future periods. If we
assume that there is a positive relation between predicted risk and excess returns, we should
discount all future cash flows with a higher discount rate. This in turn reduces present value of
future cash flows and consequently current stock prices. Applying the same logic of French,
Schwert, and Stambaugh, I conclude that positive contemporaneous relation between industry
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excess returns and net industry-level volatility innovations for some industries, indirectly show a
negative relation between net industry-level risk and industry excess returns. This is in contrast
to my null hypothesis that net industry-level risk, like idiosyncratic risk at firm level, is
considered in pricing by investors.

3.5

Conclusion

In this chapter, I calculated various volatility measures for 49 industries from Kenneth
French’s website over the sample period 1963-2007. My empirical investigation yields new
evidence that promotes a better understanding of the relation between excess returns and
volatility at industry level.
My empirical findings may be broken down into five areas. First, net industry-level volatility
makes up between 40-50% of total volatility of a representative industry. Nevertheless, it is not a
dominant part of total volatility, unlike the idiosyncratic volatility. This result seems reasonable
since investing in an industry is less risky than investing in an individual firm. Second, Goyal
and Santa Clara’s statement that the variance of the market has no forecasting power for the
market returns should be treated carefully. In fact, I found some evidence that unlike the first lag,
higher lags of monthly market volatility have some forecasting power for the future market
returns. Third, for individual industry returns, market-level volatility is a better predictor than
industry-level volatility of the respective industry.
Fourth, I did not find strong evidence that lags of realized net industry-level volatility could
predict industry excess returns. This is in contrast to the results at firm level, where lags of
idiosyncratic volatility could forecast future returns. Fifth, while the extant literature found that

62

there is a contemporaneous negative correlation between volatility shocks and excess returns at
both firm and market level, we see that the number of industries in which there is a positive
contemporaneous relation between excess returns and net industry-level volatility shocks
exceeds the number of industries in which this relation is negative. This indirectly shows a
negative relation between net industry-level risk and industry excess returns.

63

BIBLIOGRAPHY

Ang, A., Hodrik R.J., Xing, Y., & Zhang, X. (2006). The cross-section of volatility and expected
returns. Journal of Finance, 61, 259-299.
Barberis, N., & Haung, M. (2001). Mental accounting, loss aversion, and individual stock
returns. Journal of Finance, 56, 1247-1292.
Bekaert, G., & Wu, G. (2000). Asymmetric volatility and risk in equity market. Review of
Financial Studies, 13, 1-42.
Black, F. (1976). Studies of stock price volatility changes. Proceeding of the 1976 Meetings of
the American Statistical Association, Business and Economic Statistics Section, 177-181.
Bollerslev, T. (1986). Generalized autoregressive conditional heteroskedacity. Journal of
Econometrics, 31, 307-328.
Campbell, J. Y. (1987). Stock returns and the term structure. Journal of Financial Economics,
18, 373-399.
Campbell, J., & Hentschel, L. (1992). No news is good news: An asymmetric model of changing
volatility in stock return. Journal of Financial Economics, 31, 281-318.
Campbell, J.Y., Lettau, M. , Malkiel, B. G., & Xu, Y. (2001). Have individual stocks become
more volatile? An empirical exploration of idiosyncratic risk. Journal of Finance, 56, 143.
Christie, A. (1982). The stochastic behavior of common stock variances: value, leverage and
interest rate effects. Journat of Financial Economics, 35, 407-432.
Cox, J., & Ross, S. (1976). The valuation of options for altemative stochastic processes. Journal
of Financial Economics, 3, 145-166.
Dennis, P., Mayhew, S., & Stivers, C. (2006). Stock returns, implied volatility innovations, and
the asymmetric volatility phenomena,. Journal of Financial and Quantitative Analysis,
41, 381-406.
Engle, R., & Chowdhury, M. (1992). Implied ARCH models from options prices. Journal of
Econometrics, 52, 289–311.

64

French, K.R., Schwert, W., & Stambaugh, R. F. (1987). Expected stock returns and volatility.
Journal of Financial Economics, 19, 3-29.
Fu, F. (2009). Idiosyncratic risk and the cross-cection of expected stock returns. Journal of
Financial Economics, 91, 24-37.
Glosten, L. R., Jagannathan R., & Runkle, D. (1993). On the relation between the expected value
and the volatility of the nominal excess return on stocks. Journal of Finance, 48, 17791801.
Goetzman, W.N., & Kumar, A. (2002). Equity portfolio diversification. Yale School of
Management.
Goyal, A. and P. Santa-Clara. (2003). Idiosyncratic Risk Matters! Journal of Finance, 58, 9751008.
Huang, W., Liu, Q., Rhee, G. & Zhang, L. (2011). Another look at idiosyncratic risk and
expected returns. Journal of Investment Management, 9, 26-51.
Jones, C. M., & Rhodes-Kropf, M. (2003). The Price of diversifiable risk in venture capital and
private equity. Working Paper, Columbia University.
Malkiel, B., & Xu, Y. (2001). Idiosyncratic rsk and security returns. AFA 2001 New Orleans
Meetings.
Merton, R. C. (1987). A simple model of capital market equilibrium with incomplete
information. Journal of Finance, 42, 483-510.
Nelson, D. (1991). Conditional heteroskedasticity in asset returns: a new approach.
Econometrica, 59, 347-370.
Pagan, A., & Schwert, G. (1990). Alternative models for conditional stock volatility. Journal of
Econometrics, 45, 267-290.
Sharpe, W. F. (1964, 19:3). Capital asset prices: A theory of market equilibrium under conditions
of risk. Journal of Finance, 9, 425-442.

66

CHAPTER 4
SUMMARY

This dissertation comprises of two independent studies on topics in financial economics. The
first essay compares out-of-sample performance of asset allocation using option-implied
distributions (forward-looking approach) and asset allocation using historical distributions
(backward-looking approach). While the existing literature uses the raw implied and historical
distributions or estimates as the inputs of portfolio optimization, this paper proposes to use the
identical stochastic volatility model to simulate both implied and historical distributions. The
reason behind this proposal is that the existing literature calculate historical and implied
distributions or estimates using different sets of assumptions. Therefore, comparing out-ofsample
performance of asset allocation using these two different types of assumptions is similar to
comparison of apples and oranges. In contrast, when the identical stochastic volatility model is
used to simulate both historical and implied distributions, although different sources of information
are used to estimate the parameters of the model, the assumptions underlying both historical and
implied distributions are the same. The empirical results of this study show that the investor will
be significantly better off when using the forward-looking information in her asset allocation
compared with the case where she uses the backward-looking information.
The second essay answers the fundamental question of whether idiosyncratic risk at firm level
is priced by investors or not. My empirical investigation yields new evidence that promotes a better
understanding of the relation between excess returns and volatility at industry level. I do not find
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strong evidence that lags of realized net industry-level volatility could predict industry excess
returns. However, we see that the number of industries in which there is a positive
contemporaneous relation between excess returns and net industry-level volatility shocks exceeds
the number of industries in which this relation is negative. This is while the extant literature find
that there is a contemporaneous negative correlation between volatility shocks and excess returns
at both firm and market level. This positive contemporaneous relation between excess returns and
net industry-level volatility shocks indirectly shows a negative relation between net industry-level
risk and industry excess returns. In other words, investors pay lower prices for industries with
higher risk.

