Affective Computing Model Using Source-temporal Domain  by Shams, Wafaa Khazaal et al.
 Procedia - Social and Behavioral Sciences  97 ( 2013 )  54 – 62 
1877-0428 © 2013 The Authors. Published by Elsevier Ltd. Open access under CC BY-NC-ND license.
Selection and/or peer-review under responsibility of the Universiti Malaysia Sarawak.
doi: 10.1016/j.sbspro.2013.10.204 
ScienceDirect
The 9th International Conference on Cognitive Science
Affective computing model using source-temporal domain
Wafaa Khazaal Shams*,Abdul Wahab, Imad Fakhri
Faculty of Information Technology and Communication, International Islamic University,Kuala lumpur, Malaysia
Abstract
This paper proposes a new Electroencephalographic (EEG) emotion recognition system (EEG-ER) that captures human emotion
dynamics. EEG signals are collected from ten healthy subjects, aged 5-6 years. Four basic emotions namely; happy, sad, neutral
and fear were induced from the participants using affective photographs of varying arousal from the Radbound faces database
(RaFD). The affective space model proposed by Russell (1980) was used for classifying the acquired signals into a 2-dimensional
structure of valence and arousal. Feature extraction method utilized was Time Difference of Arrival (TDOA) approach for
reconstructing the relative source domain of brain activity. Regularized Least Square (RLS) and Multi-Layer Perception (MLP)
neural network was used for classification process. The results were compared with wavelet coefficients (WC) method and
showed high accuracy around 96% for user independent classification and approximately100% for user dependent classification.
Overall the results reflect significant stability of accuracy rate among subjects using the proposed method.
© 2013 The Authors. Published by Elsevier Ltd.
Selection and/or peer-review under responsibility of the Universiti Malaysia Sarawak
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1. Introduction
The study on emotion recognition (ER) has gained increased attention from psychologists, physiologists and 
engineers. Emotion plays an important rule in our daily life, has strong influences on our mentalities and may affect 
our physical health. Decades of studies on emotion recognition have yielded numerous approaches for identifying
emotional state using facial expression, speech, skin temperatures and heart rate [1-5].  Recent studies related to
EEG-ER system show great potential in different field such as human computer interaction, monitoring emotion and
for mental therapy [6,7].   EEG is a non-invasive technique, has high temporal resolution and captures the signal
from the central nervous system (CNS) making it a suitable tool for studying human. In the past, a majority of 
research work on EEG has focused on EEG asymmetry at the frontal and pre-frontal regions.  For instance,
Davidson et al [8] found that positive emotion is associated with the decrease of alpha power in the left frontal 
region while negative emotion is linked with the attenuation of alpha in the right frontal region. More recent works
however, have shifted from focusing on activated brain regions during specific tasks towards the dynamics of 
human mental state and the interaction of distinct brain regions [9]. This is consistent with the distribution theory
where emotion is produced through interactions among brain regions rather than simply a function of a specific
brain location. Drawing from this premise, we hypothesize that the dynamic source domains can characterize the
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distributed brain pattern during emotional responses.  The current feature extraction methods in EEG-ER system are 
mostly based on the power spectrum of alpha band [10], Statistical methods [7], Wavelet transform [11] and Fourier 
transform [12]. All of these approaches do not consider the spatial resolution of EEG that is necessary in 
representing dynamic brain activities. We believe that the multidimensional presentation of EEG in the source space 
domain has important information. Thus our proposed model is based on Time difference of arrival approach [13], 
which considers both spatial and temporal resolution of EEG signal. One of the most crucial issues in the study of 
human emotion is how to induce and quantify specific emotion state from the participants. So far, different 
techniques have been used such as movie, sound and static facial emotion pictures. Each element in these methods is 
characterized by a varying degree of valance and arousal that has been validated in the medical and psychological 
field [14-16]. However, different subjects have different emotional responses that are influenced by their 
experiences.  Emotion has been modelled based on many psychologist and neurologist theories. One of the most 
widely used theory is the Russell model of affect [17]  that categorizes every kind of emotions in a two-dimensional 
model; valence (V) that reflect the cognitive perception and arousal (A) that reflect the physiological component. In 
this paper we use this Russell 2-D model of affect to quantify the dynamics of emotion. 
This paper examine children emotion states when they are looking at facial expression by others using EEG. 
Emotion response trails that are corresponding to specific emotion are captured and quantified by the proposed 
features extraction and other classification methods. Different non-linear classifiers are used named MLP and RLS 
to discriminate among emotion states. The result is compared with EEG-ER based wavelet. This study also concern 
on two type of implementation for EEG-ER system that is user depend and user independent. 
2. Data Collection 
Ten healthy subjects aged (5-6) years participated in this study. All participants were recruited from several pre-
schools in Malaysia. Parental consent was obtained prior to data collection The necessary EEG procedure was 
explained to them prior to the experiments. All measurements were carried out in the brain development lab, 
(Faculty of Information and Communication Technology, International Islamic University, Malaysia).  Stimuli 
consist of four tasks of emotion; happy, sad, neutral and fear. for each state of emotion , eight pictures of children 
faces with different valence and arousal was taken from Radbound faces database [16]. Each subject was asked to sit 
on a chair 75cm away from screen and watched sequence of pictures, shown through a LCD display. The sequence 
of emotion was happy, sad, neutral and fear, while EEG data collected for 1 min per emotion. 
EEG data was collected using eight channels located on scalp based on 10/20 International system using BMCI 
model device. The channels are C3, C4, F3, F4, P5, P6, T7, T8 with Cz as reference. Sampling rate was 250 and 
recorder frequency from 0.5-50 Hz. The collected data are filter using IIR filter to alpha band (7-13) Hz for RST 
model and filtered to the range (0.5-30) Hz for wavelet model.  
3. Feature Extraction Methods 
3.1. Relative source temporal based features (RST) 
The proposed model based on quantifying EEG signal to source-temporal domains using TDOA approach as 
proposed in [18]. Time Difference of Arrival (TDOA) approach is one of the known methods that used to estimate 
the location of emitter or the receivers in wireless and speech studies [10]. TDOA is based on estimating the time 
delay of received signal to two synchronized nodes hence its equal to the difference in distance between the source 
and the two nodes of receiver that can be represented as hyperboloids. The intersection of these hyperboloids is the 
estimated location of the source. To locate the source within three-dimensional (3D) space, three receivers must be 
used at least. In this study ,spherical head model of kayser [19] is used and the speed of alpha wave (v) is computed 
from the dielectric properties of head tissue as explained in [18] , and it was around 10.8 m/sec.  
 
 
 
56   Wafaa Khazaal Shams et al. /  Procedia - Social and Behavioral Sciences  97 ( 2013 )  54 – 62 
     Assume (x, y, z) is the location of the active source inside head model and (xi,yi ,zi) is the location of electrodes 
i the number of the receivers (electrodes). The difference in distance between the source and any 
receiver can be estimated as: 
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The distance between the source and electrodes in location 1 and 2 are given by: 
   
2
1
2
1
2
11 zzyyxxD   (2)     
2
2
2
2
2
22 zzyyxxD   (3) 
 
The difference between D1 and D2 can be computed from the speed of travelling signal and time delay between 
location 1 and 2. Thus we have: 
 
1221 *tvDD   (4)            
 
Hence t12 is the time delay of EEG signals between location 1 and 2 of the respective electrodes and v is the speed of 
the EEG signals. By finding (D1-D2) and (D1-D3) of equation (2), (3) and (4) we can then solve the equation for x, y 
and z variables. Thus we have: 
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where  x1, y1, z1 are the coordinates of the electrode in locations 1, x2, y2, z2  and x3, ,y3, z3 are the coordinates of the 
electrodes in  locations 2 and 3 respectively, t12 and t13 are the time delay between EEG signals at locations 1,2 and 
1,3 respectively.  By computing the difference of distance i.e. D1-D2, D3-D2, D1-D3, D1-D4, we get three linear 
equations.  This can be solved by using Gaussian elimination or iteration methods [20].  
3.2. Time difference of arrival estimation (TDOA)  
As mention above, TDOA is based on the time delay between two spatial receivers receive the same signal from 
the emitter. The most widely method used to measure TDOA is generalized cross correlation (CC) [21] ,  
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Hence Si , Sj  are the acquired signals at location i,j  during period T with  time delay. In this study, the signals 
are assumed to be real value and stationary. The time delay among EEG signals are expected to be in less than 
mille-second and because of our sampling rate was 250 Hz, time delay in some epoch cannot be capture within 1 
second interval. To solve this, we use regression model (polynomial function with order 3) to fit our CC data. 
The procedures of relative source-temporal features are can be explained as: 
 Initial four site electrode location and their x, y and z coordinates is taken from [19]. 
 Compute the time delay among the channels using Cross-Correlation [21]. One second movement window 
are used with 125 sample movement. Thus the time delays are computed for each one second sample 
within 50 sec. 
 Apply TDOA principle as explained in section 3.1.1, three linear equations are produced which can be 
solved using Gaussian elimination methods to get x, y and z variables. 
 Choose another 4 different electrodes site locations and repeat the previous procedures. 
This procedure is repeated 20 times with different electrodes sites each. At the end, 20 features with time samples 
are computed for three variables x, y and z that called in this work the virtual sources for the alpha wave activities.   
3.3. Wavelet Coefficients based features (WC) 
   For comparison reason, emotion recognition based wavelet transform are applied [11] . Wavelet transform 
decompose the signal to its component with different scale giving multi resolution analysis for EEG signal. Discreet 
wavelet transform with the Daubechies fourth order was applied to decompose the EEG signal to four frequencies 
band and the extracted coefficient (C) corresponding to alpha band (7-13) was used to compute energy (EN) and the 
entropy (ET).  
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4. Classification Methods 
4.1 Multi-layer perception (MLP) 
   MLP with back propagation [22] is used in this study . The network consists of three layers: input layer contain 
neurones with the same number of features, hidden layers and the output layer. The number of hidden layers and 
neurons is design based on the optimization process. The network consists of one input layer X with number of node 
 represent the features, one output layer represents the predicate value Y and two hidden layers. The number 
of nodes in each hidden layers is 10 nodes, learning rate is set to 0.1 and the goal 0.01 .The number of iteration is 
100000  iteration. The activation function for hidden layer is set to tan-sigmoid function. 
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4.2 Regularize Least Square (RLS)
Regularize Least Square (RLS) is applied to identify different classes.  RLS one of the machine learning
system that based on learning from the training set of the data then evaluate the model by using the test set. RLS is
considered as the Tikhonov regularization problem  with a square loss function that minimizes the given equation
[23]
2
1
21min
Ki iiHf
fXfY
t
(13)
where l is the number of samples or instances 2Kf , is the norm of f (the expected values ) in Hilbert space defined 
by kernel K, is the regularization parameter that computed from the kernel of the training data. X is the data 
samples of training sets and Y is the binary outcome vector. In this study we use Gaussian kernel K that is [23]:
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The solution of equation (13) is given by:
1 ,i ii XXKCXf (15)
Where YIKc 1 (16)
RI is the identity matrix. C values depend on the lambda. In this study the toolbox from (MIT) are utilized
[25] Lambda and sigma values are determined using leave out one cross validation for the training sets. After
computing C, the outcome predication values of the test data will be:
1 ,i itit XXKCXf (17)
4.3. Classification Setup
The classification process was done for user-independent case and user dependent case, including four classes;
happy, sad, neutral and fear. The label of each class is extracted from Russell model of valence and arousal shown 
in fig.1. 
Fig.1 the 2D affective model adapted from Russell
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5. Results and Discussion 
The classification process has been done for user-independent case by randomize all features then divided into
training and test sets using 10 fold cross validation, the ratio was 30 % test and 70 % training. The average accuracy
of each emotion states are shown in table 1 and 2 respectively.  Clearly the proposed approach shows high accuracy
compare to WC approach for both classifiers. The average classification rate is best with MLP while WC approach
is shown high accuracy using RLS.     
Table 1. Classification rate values in percentage of each emotion of the proposed RST features
compare with wavelet coefficient features using MLP classifier as RST-EC up and WC-EC down
Table 2. Classification   rate values in percentage of each emotion of the proposed RST features
compare with wavelet coefficient features using RLS classifier as RST-EC up and WC-EC down
For user dependent case, the classification process had down for each subject separately with ratio 70% training 
and 30 % test sets and averaged accuracy are computing over 10 fold cross validation. The results show significant
accuracy around 99% for subjects using RST features with MLP as shown in table 3 and Fig 2 also results indicate
stable rate accuracy among subjects using RST model with MLP hence the mean accuracy was 99.5 with 0.7
standard deviation while WC features show around 60% accuracy using RLS classifier with 16 standard deviation. 
Fig. 3 shows the classification rate for emotion of individual participant. The proposed features give high
discrimination among different emotion state.
Overall the dynamic source presentation of each emotion states shows strong ability to characterize them. The 
results are promising and are in line with our hypothesis that the dynamic source localization can characterize the 
distributed brain pattern during emotional responses. Moreover, MLP classifier shows high efficiently when 
implemented with RST features. MLP classifier does not need any prior knowledge of training data or to model it
while kernel classifier is based on model the data. However, both classifiers show acceptable range of accuracy.
Happy Sad Neutral Fear
99.28 0 0.6 0.1
Happy 67.78 7.95 9.98 14.26
5.29 92.96 1.73 0
Sad 9.99 60.03 16 13.9
5.29 0 94.7 0
Neutral 9.37 16.81 65.13 8.66
8.46 0 0.1 92.4
Fear 15.69 16.61 8.25 60.49
Happy Sad Neutral Fear
96.2 0 2.34 1.63
Happy 51.78 5.403 18.9 23.85
2.1 96.53 2.24 0.4
Sad 9.17 48.012 23.54 19.26
2.03 0.305 97.65 0
Neutral 12.23 16.51 64.4 6.78
3.56 0.61 0.71 95.22
Fear 17.94 18.34 8.55 54.88
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This study concern on induces emotions of children when they look at other stimuli faces. In the experiments
RaFD faces data were used since children are more influenced by faces of the same age group. In addition children
can be easily distracted thus all experiments must be carried out within a short time spent. Interesting enough the
results do not show any emotion disorder with any of the participant.
Table 3. Average classification   rate values in parentage of all emotion for each subject the proposed
RST features compare with wavelet coefficient features using RLS and MLP
Fig. 2 average classification rate of all emotions for all subjects 
Fig. 3 the classification rate of each emotion state for subject 2
Method
subjects RST, RLS (%) RST, MLP (%) WC, RLS (%) WC, MLP (%)
1 100 100 73.85 56.063
2 93.425 100 52.77 49.24
3 92.98 100 47.22 49.24
4 98.485 100 45.35 50.72
5 96.208 97.47 50.96 49.32
6 96.97 100 43.94 39.89
7 97.368 99.243 87.12 81.79
8 98.15 99.62 79.92 78.78
9 96.208 99.243 52.27 59.82
10 95.908 99.71 74.96 80.29
mean/std 96.5±2.1 99.5±0.78 60.8±16.22 59.5±15.2
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6. Conclusion 
This study presents new feature extraction method for EEG-based emotion recognition. The dynamic and 
distributed brain activity was proposed and presented based on the source temporal domain using TDOA approach. 
The proposed model shows promising and robust results for affective computing model. EEG data from eight 
channels were captured and features extracted using the RST model and two nonlinear classifiers (MLP, and RLS) 
were employed. The model was used to recognize four emotions; happy, sad, neutral and fear. The model was tested 
for user-dependent and user-independent cases. The best result for user dependent case was 96.2% using MLP 
classifier and the average accuracy for user independent case was 99.5%. The comparison of RST-EC method with 
another method WC-EC showed the robustness and efficiency of the RST to discriminate emotion states based EEG 
signal. The results shows potential of using the RST for features extraction in online EEG ER system. 
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