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Abstract 
A graph is said to be threshold if there exist real numbers ai associated with its vertices i and 
a real number b such that CiEsai < b holds if and only if S is a stable set of vertices. A vertex of 
a graph is said to couer itself, its neighboring vertices, and the incident edges. An edge is said to 
couer itself, its neighboring edges, and its endvertices. Alavi, Behzed, Lesniak-Foster and 
Nordhaus defined a total matching as a maximal set of vertices and edges that do not cover each 
other. A total covering is defined as a minimal set of vertices and edges that cover every vertex 
and edge. We determine the largest size of a total matching and the smallest size of a total 
covering in a threshold graph. Various related parameters are also found. 
1. Introduction 
A graph G = (V, E) consists of a nonempty set V = V(G) of vertices and a set 
E = E(G) of edges, which are two-element subsets of I’. See [3] for graph theory 
terminology not defined here. For W E V, the induced subgraph G [ WI is the graph 
(W, F), where F is the set of edges of G with both ends in W. The set of neighbouring 
vertices of a vertex u is denoted N(v). If N(u) = V - {II}, then v is a dominating vertex. 
A clique is a subset Q E V such that G[Q] is a complete graph. The clique number 
o(G) is the maximum size of a clique in G. An independent or stable set P of V is 
a subset of V such that G [P] is a graph without edges. The stability number cc(G) is the 
maximum size of a stable set in G. 
All the members of V(G) u E(G) are called elements of G. A vertex v of G is said to 
cover itself, all edges incident to v, and all vertices adjacent to v. Similarly an edge e of 
G covers itself, the two endvertices of e, and all edges adjacent to e. A set A, z V u E is 
called a total cover of G if every element of G is covered by some element of A,, and A, 
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is minimal. Following the notation of [l], we call the number 
Q(G) = min(IA,l: A, is a total cover of G) 
the total covering number of G, and the sets achieving the minimum are called minimum 
total covers. 
Two elements in G are called independent if neither one covers the other. A set 
M, G Vu E is called a total matching of G if the elements of M, are pairwise 
independent, and M, is maximal. The number 
P2(G) = max { (M,I: M, is a total matching of G} 
is called the total matching number of G, and the sets achieving the maximum are called 
maximum total matchings. 
In addition, two other related numbers are defined: 
a;(G) = max(IA,l: A, is a total cover of G}, 
P;(G) = min{ 1 M,j: M, is a total matching of G}. 
A graph G is said to be threshold if there exists a linear inequality whose solutions in 
0, 1 variables are precisely the characteristic vectors of the stable sets of G. Threshold 
graphs have been studied most thoroughly [2,4-161. We determine Q(G), P,(G), 
cc;(G), p;(G), and related parameters for a threshold graph G. 
We use Lx J and [xl to denote the greatest integer < x and the least integer b x, 
respectively. 
2. Main results 
We start with some useful results about total coverings, complete graphs, and 
threshold graphs. 
Fact 2.1 [l]. If G is a connected graph of order n 3 2, then 
1 d or,(G) d P;(G) Q P,(G) d 4(G) d n - 1, 
u,(G) d rni21. 
Lemma 2.2. Let G have an induced subgraph H with a dominating vertex. Let A be a set 
of elements of G that covers H. Then a,(H) < JAI. 
Proof. Construct a set B as follows. Start with B = A. Remove from B the elements 
that do not cover any element of H. If B has any vertices of V(G) - V(H), remove them 
from B and add to B a dominating vertex of H if B does not have one already. For 
each edge eeB, e not in H, do the following: the edge e has exactly one endvertex v in 
H; remove e from B and add v to B if it is not there already. Now B is contained in H, 
BcoversH,and~BJd~AJ.Hencea,(H)=SlBl<~Al. q 
Lemma 2.3. If G contains a clique K, then a,(G) 2 tlZ(GIK]). 
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Proof. Consider any total covering A, of G = (V, E). Denote by F the set of edges of A, 
joining K to V - K, and by L the set of vertices of K covered by F. We have ) LI < 1 F) 
because every vertex of L is covered by some edges of F, and every edge of F covers 
only one vertex of L. Also, F does not cover any elements of G[K - L], and therefore 
A, - F covers G[K - L]. Then by Lemma 2.2, (A, - F 1 > ci2(G[K - L]). Hence 
IAt1 B I FI + az(GCK - Ll) 3 ILI + G(GCK - Ll) 3 a,(GCKl), 
where the last inequality is true because if C is any total covering of G[K - L], then 
L u C covers G[K]. Therefore Q(G) 3 a,(G[K]). 0 
The following fact is mentioned in [l]. 
Fact 2.4. a,(K,) = [n/2], where K, is the complete graph on n vertices. 
Proof. A maximum matching of K,, supplemented for odd n by the only uncovered 
vertex, or an appeal to the more general Fact 2.1, shows that a2 (K,) d r n/2 1. To show 
the reverse inequality, consider any total covering A, = V, u E, of K, = (V, E). Since 
V, does not cover any edges of G [ V - V,], E, must span every vertex of V - V, except 
for one vertex for odd n. Therefore IE,J 3 L ) V - V,)/2 J, and consequently 
IAI = JEtI + I vtl 3 L (I VI + I vtIY21. 
If V, # 0, the right-hand side is at least r n/2 1. If V, = 0, then E, must span every vertex 
of V without exception, so I E,I 3 [n/2]. Cl 
From Fact 2.4 and Lemma 2.3, we can strengthen the inequality 1 d c(~(G) as 
follows: 
Corollary 2.5. For any graph G, [o(G)/21 < M*(G). 
Fact 2.6 [4]. A graph G = (V, E) is threshold if and only ifthere is a partition of V into 
disjoint sets P, Q, and an ordering ul, u2, . . . , uk of P, such that no two vertices in P are 
adjacent, every two vertices in Q are adjacent, and N(u,) 2 N(uZ) 2 ‘.. 2 N(u,J. 
Fact 2.7 [4,16]. For any threshold graph G, there exists a partition of V as in Fact 2.6 
such that IQ/ = o(G). This partition can be constructed in time O(n’), where n is the 
number of vertices of G. 
Now we are ready to prove the main results of this paper. 
Theorem 2.8. If G is a connected threshold graph, then 
az(G) = ro(G)/21. 
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Proof. By Corollary 2.5, we only need to show that cc,(G) d ro(G)/2]. Let P, Q be the 
partition of Vas in Fact 2.7. Since G is a connected threshold graph, Q has a vertex ur 
adjacent to every other vertex in I’. We distinguish two cases here. 
Case 1: w(G) is even. The set Q has a vertex vz without neighbors in P, for otherwise 
u1 could be added to Q. Put A, = V, u E,, where V, = (zli} and E, is a perfect 
matching of G[Q - { vl,u,)]. It is not hard to see that A, covers G and no proper 
subset of A, does, so A, is a total cover of G with ( A,( = ro(G)/21. 
Case 2: w(G) is odd. Put A, = V, u E,, where V, = {ur} and E, is a perfect matching 
of G[Q - {ui}]. Then A, covers G, and no proper subset of A, does, so A, is a total 
cover of G with [AtI = ro(G)/21. 
In both cases we have IA,\ = ro(G)/21, so CI~(G) d ro(G)/21. 0 
Since every threshold graph consists of isolated vertices and a connected threshold 
subgraph, we have the following: 
Corollary 2.9. Zf G is a threshold graph, then 
u*(G) = [w(G)/21 + number of isolated vertices in G. 
Theorem 2.10. If G = (V, E) is a threshold graph, then 
/L(G) = I VI - LdW 1. 
Proof. First we show that B2(G) 2 ) VI - Lw(G)/2]. Partition Pinto P, Q as in Fact 
2.7, and construct a total matching of size I VI - Lw(G)/2J as follows: 
Case 1: o(G) is odd. As before, there is a vertex V~EQ without neighbors in P. Put 
M, = V, u E,, where V, = P LJ {ul} and E, is a perfect matching of G[Q - {2r2)]. 
Then M, is a total matching of size I P I + (IQ I + 1)/2 = I I/( - Lu(G)/2]. 
Case 2: u(G) is even. Put M, = Vt u E,, where V, = P and E, is a perfect matching 
of G[Q]. Then M, is a total matching of size IPI + IQI/2 = I VI - Lo(G)/2 J. 
We now show that /j2(G) d ) VI - Lo(G)/2 J. C onsider any total matching M, of G. 
Let P, Q be the partition of V’ as in Fact 2.7, and let E,, be the set of edges of 
G between P and Q. Then I M, n (P u E&I d IPI, for otherwise some elements of M, 
cover each other. Also M, has at most r I Q l/2 1 e 1 ements of the clique G [Q]. Therefore 
IMrl d IPI + rlQlPl= I VI - L4WJ. q 
Theorem 2.11. If G is a threshold graph of order n with at least one edge, then 
c&(G) = n - 1. 
Proof. By Fact 2.1 applied to G without its isolated vertices, a;(G) < n - 1, SO we 
only need to show a;(G) > n - 1. G has a vertex vi adjacent to every other 
nonisolated vertex of G. Let A, = V(G) - {ul}. Obviously A, covers G, but no proper 
subset of A, covers G, so A, is a total cover with I A,[ = n - 1, and a;(G) 3 n - 1. Cl 
Theorem 2.12. If G is connected threshold graph of order n 2 2, then 
B;(G) = rdW21. 
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Proof. By Fact 2.1 and Theorem 2.8, we have B;(G) 2 Q(G) = rw(G)/21. Recall the 
proof of Theorem 2.8. It is not hard to see that the total covering constructed there is 
a total matching of size [o(G)/21 in G, so P;(G) = ro(G)/21. 0 
Corollary 2.13. If G is a threshold graph, then 
P;(G) = [w(G)/21 + number of isolated vertices of G. 
3. Related results 
By restricting the total coverings and matchings of G = (V, E) to subsets of V or E, 
we obtain the vertex and edge covering numbers, independence number, and max- 
imum matching. We give below the values of these parameters. The proofs are simple 
and are omitted. 
Let 
q,(G) = min{ IArl: A, is a total cover of G such that A, c V(G)}, 
p,(G) = max{ jM,J: M, is a total matching of G such that M, E V(G)}. 
Fact 3.1. Zf G = (V, E) is a threshold graph, then 
Q,(G) = o(G) - 1 + number of isolated vertices of G, 
B,(G) = ) VI - w(G) + 1. 
Let 
c&(G) = max(IA,j: A, is a total cover of G such that A, E V(G)}, 
PO(G) = min{ JM,J: M, is a total matching of G such that M, c V(G)}. 
Fact 3.2. If G is a connected threshold graph of order n 3 2, then 
c&(G) = n - 1, 
PO(G) = 1. 
Let 
a,(G) = min{ (A,[: A, is a total cover of G such that A, c E(G)}, 
P,(G) = max(IM,J: M, is a total matching of G such that M, s E(G)}. 
Fact 3.3. If G is a threshold graph, then the size of a maximum matching of G is 
PI(G) = L (w(G) + 1)/2 13 w h ere 1 is number of edges in a maximum matching of the 
bipartite graph obtained by dropping the edges of a maximum clique of G. Consequently, 
m,(G) = I J’-(WI - LMG) + WJ. 
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Corollary 3.4. If G is a threshold graph with partition V = P v Q as in Fact 2.7, then 
G has a perfect matching if and only if IN( > 1 PI - i + 1 for 1 < i < (PI, and 
o(G) = JPI (mod2). 
Let 
B;(G) = min{ 1 M,(: M, is a total matching of G such that M, E E(G)}, 
x’,(G) = max{ J&I: A, is a total cover of G such that A, c E(G)}. 
Corollary 3.5. If G = (V, E) is a connected threshold graph, then 
B;(G) = L4W_L 
a;(G) = I VI - L dW2 1. 
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