Smoothness of Gaussian local times beyond the local nondeterminism  by Boufoussi, Brahim & Guerbaz, Raby
Stochastic Processes and their Applications 119 (2009) 1001–1014
www.elsevier.com/locate/spa
Smoothness of Gaussian local times beyond the
local nondeterminismI
Brahim Boufoussi∗, Raby Guerbaz
Department of Mathematics, Faculty of Sciences Semlalia, Cadi Ayyad University, 2390 Marrakesh, Morocco
Received 20 September 2007; received in revised form 22 March 2008; accepted 21 April 2008
Available online 7 May 2008
Abstract
The joint continuity of Gaussian local times is investigated under conditions strictly weaker than the
local nondeterminism. Our conditions are given in terms of the interpolation variances only and they cover
the class of Gaussian Markov processes. A new order of infinitesimal in the tail probability of the local time
at the origin is obtained.
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1. Introduction
Let X = (X (t), t ∈ R+) be a real-valued separable random process with Borel sample
functions. For any Borel set B ⊂ R+, the occupation measure of X on B is defined as follows
µB(A) = λ{s ∈ B : X (s) ∈ A} for all A ∈ B(R),
where λ is the one-dimensional Lebesgue measure on R+. If µB is absolutely continuous with
respect to the Lebesgue measure on R, we say that X has a local time on B and define its local
time, L(x, B), to be the Radon–Nikodym derivative ofµB .Here x is the so-called space variable,
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and B is the time variable. Sometimes, we write L(x, t) in place of L(x, [0, t]), and which carries
the interpretation: the time spent at x during the time period [0, t].
The theory of local times for Gaussian processes has been initiated in Berman’s papers using
Fourier analysis, see [1] and the references therein. One of Berman’s central ideas to prove
the joint continuity of local times is the local nondeterminism, i.e. let X = (X (t), t ∈ R+)
be a separable Gaussian process with mean zero and let J ⊂ R+ be an interval. Assume that
E[X (t)2] > 0 for all t ∈ J and there exists δ > 0 such that
E[X (t)− X (s)]2 > 0, for all s, t ∈ J with 0 < |s − t | < δ. (1)
Then X is said to be locally nondeterministic if for every integer m ≥ 2, there exist positive
constants Km, δm such that
Var(X (tm)/X (t1), . . . , X (tm−1)) ≥ KmVar(X (tm)− X (tm−1)), (2)
for all ordered points 0 < t1 < · · · < tm in J such that 0 < tm − t1 < δm .
The local nondeterminism has been widely recognized to be a useful tool in studying several
sample path properties of Gaussian processes and their local times. We refer the reader to
the survey paper of Geman and Horowitz [7] for the results before 1980. Latter, Cuzick and
DuPreez [4] have proved the joint continuity of Gaussian local times by using the concept of
strong local nondeterminism (SLND), i.e. there exist a continuous increasing function φ and
positive constants δ0, C1 and C2 > 0, such that :
Var(X (t)/X (s), δ0 ≥ |t − s| ≥ r) ≥ C1φ(r), for any r ≤ min(δ0, |t |). (3)
For SLND Gaussian processes, Xiao (see [12,13] and the references therein) has obtained sharp
Ho¨lder conditions for the maximum local times and several related sample path properties. It is
clear that if in addition
Var(X (t)− X (s)) ≤ C2φ(t − s), for |t − s| ≤ δ0, (4)
then the LND condition is weaker than the SLND one. Otherwise, the formulation (3) is not
generally comparable to the classical LND assumption. Indeed, Cuzick [4] has given an example
of a SLND process which is not LND.
In this paper, we introduce a new dependence structure, strictly weaker than the local
nondeterminism, implying the joint continuity of Gaussian local times. Our conditions are framed
in terms of the interpolation variances only and, contrary to the LND case, our results cover
naturally the class of Gaussian Markov processes. In Section 3, the computations are refined to
precise upper bounds for the local and uniform moduli of continuity of local times L(x, t). In
the context of classical LND processes such results may be found in Davies [6], Koˆno [11] and
Cso¨rgo¨ et al. [3] for the local times of stationary Gaussian processes and those with stationary
increments satisfying (2) with Km independent of m. Recently, Boufoussi et al. [2] have studied
the same problem for the case of multifractional Brownian motion.
Note that in the LND and SLND cases the conditional variance is proportional to
the incremental variance. This link makes all computations, assumptions and conclusions
overwhelmingly formulated in terms of incremental variance, which hides the contribution
of the conditional variance in some applications. For example, if X is LND or SLND with
σ 2(t − s) = Var(X (t) − X (s)), is regularly varying at zero with exponent 0 < α < 1, then
Kasahara et al. [10] and Xiao ([13], Theorem 3.22) have proved that
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− logP (L(0, 1) > x)  1
σ−1(1/x)
as x →∞ (5)
where f  g denotes 0 < lim inf f (x)/g(x) < lim sup f (x)/g(x) < ∞ and σ−1 is the inverse
of σ .
In Section 4, we obtain a new order of infinitesimal in the tail probability of the local
time at the origin which asserts that the function σ appearing in (5) is the inverse of the
conditional variance Var(X (t)/X (s)), and not that of the incremental variance (see Theorem 4.1
and Remark 4.2).
We will use C, C1,C2, . . . , to denote unspecified positive finite constants that may not
necessarily be the same in each occurrence.
2. Joint continuity of local times
We introduce in this section a dependence structure which we call the moderate local
nondeterminism and we compare it to the classical local nondeterminism. As a consequence
we give new criterions for the joint continuity and the Ho¨lder regularity in time and space of the
local time beyond the LND case.
2.1. Moderate local nondeterminism
We shall require the following mild form of local nondeterminism.
Definition 2.1. Let X (t) be a jointly measurable Gaussian process on an interval J of R+ with
mean zero and bounded variance. Assume that there exists δ such that Var(X (t)/X (s)) > 0 for
all s, t ∈ J with 0 < t−s < δ. Then X is said to be moderately locally nondeterministic (MLND
for brevity) if for all m ≥ 2, there exist two positive constants Km, δm such that
Var(X (tm)/X (t1), . . . , X (tm−1))
Var(X (tm)/X (tm−1))
≥ Km, (6)
for all ordered points 0 < t1 < · · · < tm in J such that 0 < tm − t1 < δm .
To compare this notion with the classical LND condition, we give some familiar examples of
Gaussian processes which are not LND in Berman’s sense but they are MLND.
First note that if X is a Gaussian Markov process, then
E(X (tm)/X (t1), . . . , X (tm−1)) = E(X (tm)/X (tm−1)),
which implies
Var(X (tm)/X (t1), . . . , X (tm−1)) = Var(X (tm)/X (tm−1)).
Then Gaussian Markov processes are MLND with Km = 1 and arbitrary δm > 0. Nevertheless,
according to Theorem 3.1 in [1], a Gaussian Markov process is LND if and only if
lim
ε↘0 sup0<t−s≤ε
|Correlation[X (t)− X (s), X (s)]| < 1. (7)
Proposition 2.2. The moderate local nondeterminism is strictly weaker than the classical local
nondeterminism.
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Proof. Assume that X is LND, hence according to (2) there exist δ and K such that
Var(X (t)/X (s)) ≥ K Var(X (t)− X (s)), ∀ 0 < t − s < δ.
Then, assumption (1) implies that Var(X (t)/X (s)) > 0, for all 0 < t − s < δ. Moreover, since
Var(X (tm)− X (tm−1)) ≥ Var(X (tm)/X (tm−1)), then we have
Var(X (tm)/X (t1), . . . , X (tm−1))
Var(X (tm)/X (tm−1))
≥ Var(X (tm)/X (t1), . . . , X (tm−1))
Var(X (tm)− X (tm−1)) ≥ Km .
Consequently X is MLND.
Now, to prove that the implication is strict, we construct a MLND Gaussian process which
is not LND. To this end, consider a standard Brownian motion {W (t), t ∈ [0, 1]} defined on a
probability space (Ω ,F , P) and let { f (t), t ∈ [0, 1]} be the deterministic Weierstrass function
f (x) =
∑
n≥0
bn cos(an xpi),
with 0 < b < 1, a > 1 and ab > 1. According to Hardy [9], if ξ = log(1/b)log(a) , then
| f (x + h)− f (x)| = O(|h|ξ ) as h → 0.
Hence, for a = (1/b)3, i.e. ξ = 1/3, we have
lim
s→t+
| f (t)− f (s)|
(s − t)1/2 = +∞.
Furthermore, since f is continuous and f (0) = 11−b > 0, then there exists δ > 0 such that f > 0
on (0, δ).
The Gaussian process {X f (t) = f (t)W (t), t ∈ (0, δ)}, is MLND because it is a Markov
process. However, we will show that it is not LND by proving that for m ≥ 2 and 0 < t1 < · · · <
tm < δ, the relative prediction error,
Vm = Var{X f (tm)− X f (tm−1)/X f (t1), . . . , X f (tm−1)}Var{X f (tm)− X f (tm−1)} , (8)
converges to zero as tm − t1 tends to 0. Since X f is a Markov process,
Vm = Var{X f (tm)/X f (tm−1)}Var{X f (tm)− X f (tm−1)}
= Var{ f (tm)W (tm)/ f (tm−1)W (tm−1)}
Var{ f (tm)W (tm)− f (tm−1)W (tm−1)} .
Moreover, since f is a nonvanishing deterministic function, we have for all 0 < s < t
Var { f (t)W (t)/ f (s)W (s)} = f 2(t)Var{W (t)/W (s)}
= f 2(t)(t − s). (9)
The last equality follows from the independence of the increments of W . On the other hand,
Var{X f (t)− X f (s)} = Var{ f (t)W (t)− f (s)W (s)}
= f 2(t)Var{W (t)−W (s)} + s( f (t)− f (s))2
= f 2(t)(t − s)+ s( f (t)− f (s))2. (10)
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Combining (9) and (10) we obtain
Vm ≤ f
2(tm)(tm − tm−1)
f 2(tm)(tm − tm−1)+ tm−1( f (tm)− f (tm−1))2 .
Therefore, since lims→t+ ( f (t)− f (s))
2
s−t = +∞, then
lim
c↘0+
0<tm−t1≤c
Vm = 0.
Then the process X f (t) is not LND. 
Remark 2.1. The previous example is a particular case of a non-LND Gaussian Markov process.
Indeed, let {X (t); t ∈ [0, 1]} be a real-valued continuous Gaussian Markov process with mean
zero and covariance R(s, t) = E X (s)X (t) for 0 < s, t < 1. It is known that we can write
R(s, t) = f (min(s, t))g(max(s, t)) with f > 0, g > 0 and h = fg nondecreasing on the interval
(0,1). In addition, the process {X (t), t ∈ [0, 1]} has the following representation in law
{g(t)W (h(t)), t ∈ [0, 1]} ,
where W is the standard Wiener process.
Since X is a Markov process, it is MLND. Nevertheless, using the same arguments as above,
we can prove that if
lim
s→t+
(g(t)− g(s))2
h(s)− h(t) = +∞,
then X is not LND.
2.2. Local times
Now, we turn to the problem of studying the existence of jointly continuous local times of
MLND Gaussian processes. Throughout the remainder of the paper, we denote for any Borel set
Q of the real line,
Jγ,m(Q) =
∫
Qm
1
[det Cov(X (t1), . . . , X (tm))]1/2+γ
dt1 . . . dtm, (11)
for all 0 ≤ γ < 1 and m ≥ 1.
The two main results of this section extend Theorems 26.1 and 27.1 in [7] to the non-LND
case.
Theorem 2.3. Let X = {X (t), t ∈ [0, 1]} be a mean zero MLND Gaussian process. If
Jγ,k([0, 1]) < ∞ for some 0 ≤ γ < 1 and even integer k > 1/γ , then X has an occupation
kernel L(x, dt) which is almost surely jointly continuous. In addition, for each β < γ − 1/k,
any B ⊂ T with rational end points and any compact U ⊂ R:
sup
x,y∈U,x 6=y
|L(x, B)− L(y, B)|
|x − y|β <∞, a.s. (12)
Moreover, if Jγ,k(B) <∞ for any k ≥ 2 then we can choose any β < γ .
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Theorem 2.4. Let X = {X (t), t ∈ [0, 1]} be a MLND mean zero Gaussian process. If for some
0 < γ ≤ 1 and even integer k > 1/γ , there is a ξ = ξ(k, γ ) > 1 such that
Jγ,k(B) ≤ Ck |B|ξ ,
for every B of small length and for some constant Ck > 0. Then, for each compact U ⊂ R and
each ζ < (ξ − 1)/k, there is a constant C and a random variable ε = ε(ω) such that, a.s.
L(x, B) < C |B|ζ for all x ∈ U, (13)
for any B of length smaller than ε.
Remark 2.2. The conditions of Theorems 26.1 and 27.1 in Geman and Horowitz [7] are stated
in terms of the finiteness of the integral
Vγ,k(B) =
∫
Bk
k∏
j=1
dt j
[Var(X (t j )− X (t j−1))]1/2+γ .
However, if X is a LND then there exists a positive constant Cm such that
det Cov(X (t1), . . . , X (tm)) ≥ Cm
m∏
j=1
Var(X (t j )− X (t j−1)).
Therefore, Jγ,m(B) ≤ Cm Vγ,m(B) for some constant Cm . Consequently, the assumptions of our
theorems are weaker than those in [7].
The proofs of Theorems 2.3 and 2.4 rely on the following estimates of the moments of local
times.
Lemma 2.1. Assume that X = {X (t), t ∈ [0, 1]} is a mean zero MLND Gaussian process. Then,
for every integer m ≥ 1, there exist positive constants Cm and δm such that for any interval B ⊂ I
with length |B| ≤ δm , x ∈ R and 0 ≤ γ < 1, we have
E [L (x, B)]m ≤ Cm J0,m(B), (14)
and
E [L (y, B)− L (x, B)]m ≤ Cm |y − x |γm Jγ,m (B) . (15)
We need the following lemma due to Cuzick and DuPreez [5].
Lemma 2.2. Let Z1, . . . , Zm be mean zero Gaussian random variables which are linearly
independent and g be a measurable function such that
∫ +∞
−∞ g(v)e
−εv2dv < ∞, for all ε > 0.
Then ∫
Rm
g(v1) exp
[
−1
2
Var
(
m∑
j=1
v j Z j
)]
dv1 · · · dvm
= (2pi)
m−1
(det Cov(Z1, . . . , Zm))1/2
∫
R
g
(
v
σ1
)
e−v2/2dv,
where σ 21 = Var(Z1/Z2, . . . , Zm) is the conditional variance of Z1 given Z2, . . . , Zm and
det Cov(Z1, . . . , Zm) is the determinant of the covariance matrix of (Z1, . . . , Zm).
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Proof of Lemma 2.1. Let 0 ≤ t < t+h ≤ 1 and consider the interval B = [t, t+h]. According
to equations (25.5) and (25.7) in Geman and Horowitz [7], we have for any x, y ∈ R and any
m ≥ 2,
E [L(x, B)]m = 1
(2pi)m
∫
Bm
∫
Rm
e
−ix
m∑
j=1
u j
E
ei m∑j=1 u j X (s j )
 m∏
j=1
du j
m∏
j=1
ds j , (16)
and for every even integer m ≥ 2,
E [L(y, B)− L(x, B)]m
= 1
(2pi)m
∫
Bm
∫
Rm
m∏
j=1
[
e−iyu j − e−ixu j
]
E
ei m∑j=1 u j X (s j )
 m∏
j=1
du j
m∏
j=1
ds j . (17)
First, an easy application of Lemma 2.2 with g = 1, implies that (16) is dominated by
E [L(x, B)]m ≤ 1
(2pi)m
∫
Bm
∫
Rm
exp
(
−1
2
Var
(
m∑
j=1
u j X (s j )
))
m∏
j=1
du j
m∏
j=1
ds j ,
≤ (2pi)−m/2
∫
Bm
1
det Cov(X (s1), . . . , X (sm))1/2
ds1 . . . dsm
which proves (14).
Now, we turn to the estimation of (17). Using the elementary inequality |1− eiθ | ≤ 21−γ |θ |γ
for all 0 < γ < 1 and any θ ∈ R, we obtain
E [L(y, B)− L(x, B)]m
≤ |y − x |mγpi−m
∫
Bm
∫
Rm
m∏
j=1
|u j |γE
[
exp
(
i
m∑
j=1
u j X (t j )
)]
m∏
j=1
du j
m∏
j=1
dt j . (18)
According to Lemma 2.2 and a generalized Ho¨lder inequality (Hardy, Littelwood and Polya, [9],
Theorem 11), we obtain that (18) is dominated by,
Cm |x − y|mγ
∫
R
|v|mγ e−v2/2dv
∫
[t,t+h]m
1
det Cov(X (t1), . . . , X (tm))1/2
×
m∏
j=1
dt j
Var(X (t j )/X (ti ), i 6= j)γ /2 ,
≤ Cm |y − x |mγ (m!)γ+1
∫
t<t1<···<tm<t+h
1
det Cov(X (t1), . . . , X (tm))1/2
×
m∏
j=1
dt j
Var(X (t j )/X (ti ), i 6= j)γ /2 . (19)
Now we need to estimate the quantities Var(X (t j )/X (ti ), i 6= j). Let An be the covariance
matrix of a Gaussian vector {ζi ; 1 ≤ i ≤ n}. It is known that the conditional variance can be
written as
Var(ζi/ζl , l 6= i, 1 ≤ l ≤ n) = |An||A(i)n |
, (20)
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where A(i)n is the submatrix of An obtained by deleting the i th row and column. Moreover
det Cov (X (t1), . . . , X (tm))
= Var(X (t1))Var(X (t2)/X (t1))× · · · × Var(X (tm)/X (t1), . . . , X (tm−1)). (21)
Denote for simplicity F j = σ(X (tl), 1 ≤ l ≤ j) and F (i)j = σ(X (tl), 1 ≤ l ≤ j, l 6= i), for
j ≥ i + 2. Combining (20) and (21), we obtain
Var(X (ti )/X (tl), l 6= i)
≥ Var(X (ti )/Fi−1)Var(X (ti+1)/Fi ) · · ·Var(X (tm)/Fm−1)
Var(X (ti+1)/Fi−1)Var(X (ti+2)/F (i)i+1) · · ·Var(X (tm)/F (i)m−1)
.
Moreover, choosing 0 < h < δm and using the MLND assumption and the fact that
Var(X (t j )/X (t j−1)) ≥ Var(X (t j )/F (i)j−1) for all j ≥ i + 2, we obtain
Var(X (t j )/F j−1)
Var(X (t j )/F (i)j−1)
≥ Var(X (t j )/F j−1)
Var(X (t j )/X (t j−1))
,
≥ C j , for all j ≥ i + 2.
Therefore, for 1 ≤ i ≤ m − 2, we have
Var(X (ti )/X (tl), l 6= i) ≥
(
m∏
j=i+2
C j
)
Var(X (ti )/Fi−1)Var(X (ti+1)/Fi )
Var(X (ti+1)/X (t1), . . . , X (ti−1))
,
≥
(
m∏
j=i+2
C j
)
Var(X (ti )/Fi−1)Var(X (ti+1)/Fi )
Var(X (ti+1))
. (22)
For i = m − 1, the same arguments as above imply
Var(X (tm−1)/X (tm), X (tl), l ≤ m − 2) ≥ Var(X (tm−1)/Fm−2)Var(X (tm)/Fm−1)Var(X (tm)) .
(23)
Combining (22) and (23), since the variance of X is bounded by hypothesis, we obtain
m∏
j=1
Var(X (t j )/X (ti ), i 6= j) ≥ Cm det Cov(X (t1), . . . , X (tm))2 (24)
for some constant Cm > 0. Finally, (15) follows by combining (19) and (24).
Proof of Theorems 2.3 and 2.4. The joint continuity of local times follows from Lemma 2.1
and arguments similar to the proof of Theorem 2.8 in Geman et al. [8]. The Ho¨lder conditions in
time and space are obtained as in the proof of Theorem 26.1 and Theorem 27.1 in [7]. 
3. Modulus of continuity
Our purpose in this section is to derive finer results for the local times of MLND Gaussian
processes. In the context of classical LND Gaussian processes with stationary increments such
works can be found in Koˆno [11] and Cso¨rgo¨ et al. [3]. We shall require the following:
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Assumption. (H): There exist two constants K1 > 0 and δ > 0 and a continuous nondecreasing
function φ∗ such that for all m ≥ 2, we have
Var(X (tm)/X (t1), . . . , X (tm−1)) ≥ K1φ∗(tm − tm−1), (25)
for all 0 < t1 < t2 · · · < tm ≤ 1, with tm − t1 < δ.
Throughout the remainder of the paper we assume that φ∗ satisfies the doubling property
φ∗(2x) ≤ K2φ∗(x), for some constant K2 > 0, and there exist constants γ0 ∈ (0, 1) and K3 > 0
such that∫ 1
0
(
φ∗(a)
φ∗(as)
)1/2+γ0
ds ≤ K3 for all a ∈ (0, δ). (26)
We will prove the following theorems.
Theorem 3.1. Assume that X = {X (t), t ∈ [0, 1]} is MLND and satisfies (H). Then X has
almost surely a jointly continuous local time L(x, t) satisfying for all t ≥ 0:
lim sup
δ→0
L(X (t), t + δ)− L(X (t), t)
δ/φ
1/2∗ (δ/ log log 1/δ)
≤ C1, a.s. (27)
lim sup
δ→0
L(x, t + δ)− L(x, t)
δ/φ
1/2∗ (δ/ log log 1/δ)
≤ C2, a.s. (28)
for some positive and finite constants C1 and C2.
Theorem 3.2. The following law of the iterated logarithm holds under MLND and (H)
lim sup
T→∞
sup
0≤t≤bT
L(x, t + aT )− L(x, t)
aT /φ
1/2∗ (aT /γT )
≤ C <∞, a.s. (29)
where aT and bT are nonnegative functions in T ≥ 0 such that 1+bTaT → +∞ as T → +∞ and
we denote γT = log bTaT + log log(aT + 1/aT ).
Remark 3.1. If φ∗ is regularly varying and satisfies φ∗(at) ≥ aαφ∗(t), we retrieve the
formulation of Theorem 2.1 in [3] and now under the weaker condition of MLND. Note that
the hypothesis of stationarity of the increments required in the papers of Koˆno [11] and Cso¨rgo¨
et al. [3] is omitted here.
Observe that, similarly to the SLφN D condition considered in Cuzick and DuPreez [5], the
assumption (H) does not ensure the optimality of the upper bounds in Theorems 3.1 and 3.2.
The following corollary is now an immediate consequence
Corollary 3.3. Under the conditions of MLND and (H), there exists a constant C > 0 such that
lim sup
h→0
sup
t∈[0,1]
L(x, t + h)− L(x, t)
h/φ1/2∗ (h/ log 1/h)
≤ C. a.s. (30)
Crucial to the application of Theorems 3.1 and 3.2, we should ensure that the function φ∗(t − s)
plays the role of the conditional variance Var(X (t)/X (s)). In the LND case this role is assigned
to the incremental variance Var(X (t) − X (s)). The following example clarifies how our results
seem to be more tractable than the classical setting.
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Example 3.1. Consider the multifractional Brownian motion, B H = {B H(t)(t), t ∈ [0, 1]}
defined by the following moving average representation
B H(t)(t) =
∫ t
−∞
[
(t − u)H(t)−
1
2+ − (−u)H(t)−
1
2+
]
dW (u), for t ∈ [0, 1].
Let f : [0, 1] → R be a deterministic function bounded away from zero such that
lim
t→s
| f (t)− f (s)|√
Var(B H(t)(t)− B H(s)(s)) = +∞.
Then, the Gaussian process X = {X (t) = f (t)B H(t)(t), t ∈ [0, 1]} is not a LND. In addition,
it is difficult to prove that X is a two sided SLND, since the sufficient conditions given in
the paper of Xiao [13] cover only the cases of stationary Gaussian processes and those with
stationary increments. However, according to Boufoussi et al. [2], B H is a one sided LND, hence
it is MLND and satisfies (H), then the approach of the present paper asserts that X has jointly
continuous local time satisfying the results of Theorems 3.1 and 3.2.
Remark 3.2. The construction of the previous example gives rise to the fact that, contrary to
the LND and the one sided SLND, the MLND is not sensible to the multiplication by irregular
weight function f . More precisely, let Y be a one sided LND Gaussian process satisfying the
assumptions of Koˆno [11] and Cso¨rgo et al. [3] and consider a deterministic function f such that
lim
t→s
| f (t)− f (s)|√
Var(Y (t)− Y (s)) = +∞.
Then, X (t) = f (t)Y (t) is not LND, however it is MLND and, according to Theorems 3.1 and
3.2, it satisfies also the results of Koˆno [11] and Cso¨rgo et al. [3].
Proof of Theorem 3.1. It follows from (H) that
Jγ,k(B) ≤ k!
∫
{0<t1<···<tm }∩Bm
m∏
j=1
φ
−1/2−γ0∗ (t j − t j−1)dt1 . . . dtm
≤ k!hk
∫
0<s1+···+sm≤1
dU1(s1) . . . dU1(sm),
where the function U1(t) is defined by
U1(t) =
∫ min(t,1)
0
ds
φ
γ0+1/2∗ (hs)
, for all t ≥ 0.
Since φ∗ is nondecreasing then U1(2t) ≤ U1(t) for all t ≥ 0. Hence it follows from Lemma 3.19
in Xiao [13]
Jγ,k(B) ≤ k! hk
(
U1
(
1
k
))k
≤ Ckk! h
k
φ∗(h)γ0+1/2
where the last inequality follows from (26). Then Jγ,k(B) < ∞ for some 0 ≤ γ < 1 and any
Borel set B ⊂ [0, 1] with length h < δ. The existence of jointly continuous local time follows
now from Lemma 2.1 and Theorem 2.4.
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In the following, we prove only (27), since (28) follows from similar and easier arguments.
We have
I (m, h) = E [L(X (t), t + h)− L(X (t), t)]m
= 1
(2pi)m
∫
[t,t+h]m
∫
Rm
E
ei m∑j=1 u j (X (s j )−X (t))
 m∏
j=1
du j
m∏
j=1
ds j .
Denote Y (s j ) = X (s j )− X (t), for j = 1, . . . ,m and use once more Lemma 2.2, we obtain
I (m, h) ≤ m!(2pi)−m/2
∫
t<s1<···<sm<t+h
1
det Cov(Y (s1), . . . , Y (sm))1/2
ds1 . . . dsm .
Furthermore, since t < s1 < · · · < s j , it follows from (H) that
Var(Y (s j )/Y (s1), . . . , Y (s j−1))
= Var(X (s j )− X (t)/X (s1)− X (t), . . . , X (s j−1)− X (t))
≥ Var(X (s j )/X (t), X (s1), . . . , X (s j−1))
≥ K1φ∗(s j − s j−1).
Combining this with (21), we obtain that there exists a constant C > 0, such that
I (m, h) ≤ Cmm!
∫
t<s1<···<sm<t+h
m∏
j=1
ds j
φ
1/2∗ (s j − s j−1)
≤ Cmm!hm
∫
0<s1+···+sm≤1
dU2(s1) . . . dU2(sm),
where the function U2(t) is defined by
U2(t) =
∫ min(t,1)
0
ds
φ
1/2∗ (hs)
, for all t ≥ 0.
Since φ∗ is nondecreasing, then U2(2t) ≤ 2U2(t) for all t ≥ 0. Hence it follows from
Lemma 3.19 in Xiao [13] that
I (m, h) ≤ K mm!hm[U2(1/m)]m .
Moreover, using the change of variable s = tu, we obtain
U2(t) = t
∫ min(1,1/t)
0
du
(φ∗(thu))1/2
≤ t
(φ∗(th))1/2
∫ min(1,1/t)
0
(
φ∗(ht)
φ∗(thu)
)1/2
du. (31)
Since φ∗ is increasing and u ≤ 1, then
(
φ∗(ht)
φ∗(thu)
)
≥ 1. Hence,(
φ∗(ht)
φ∗(thu)
)1/2+γ0
≥
(
φ∗(ht)
φ∗(thu)
)1/2
.
Combining this fact with (26) we obtain that the right-hand side in (31) is dominated by
t
(φ∗(th))1/2
for all 0 ≤ t ≤ 1. Therefore,
I (m, h) ≤ K
mm!hm
mmφ∗(h/m)m/2
≤ K˜ m h
m
φ∗(h/m)m/2
, (32)
where the last inequality follows from Stirling’s formula.
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Now, for x sufficiently large and m an integer such that m ≤ x < m + 1, Tchebychev’s
inequality implies that for any C > 0
P
(
[L(X (t), t + h)− L(X (t), t)] ≥ K˜ e
2C h
φ
1/2∗ (h/x)
)
≤ P
(
[L(X (t), t + h)− L(X (t), t)] ≥ K˜ e
2C h
φ
1/2∗ (h/m)
)
≤ exp(−2mC) ≤ exp[−Cx]. (33)
The final statement follows from the Borel–Cantelli lemma by setting hn = exp[−n2/C ] and
x = log log(1/hn) in (33). 
Proof of Theorem 3.2. The proof is based on (33) together with a chaining argument similar to
that employed in the proof of Theorem 2.1 in Cso¨rgo¨ et al. [3]. Let θ > 1 and denote for any
−∞ < k <∞,
Ak = {T : θk < aT ≤ θk+1},
Ak, j =
{
T ∈ Ak : θ j ≤ bT + aT
θk
< θ j+1
}
, j ∈ N.
Then, for any T ∈ Ak, j , we have θk < aT ≤ θk+1 and
γT ≥ γk, j := log θ j + log log θ |k|.
Since φ∗ is increasing, we have
φ
1/2∗ (aT /γT )
aT
≤ φ
1/2∗ (θk+1/γk, j )
θk
.
Combining this fact with the monotonicity of L(x, t) in t , we obtain
lim sup
T→+∞
sup
0≤t≤bT
L(x, t + aT )− L(x, t)
aT /φ
1/2∗ (aT /γT )
≤ lim sup
|k|+ j→+∞
sup
l≥ j
sup
T∈Ak,l
sup
0≤t≤(θ l+1−1)θk
φ
1/2∗ (θk+1/γk,l)
θk
[
L(x, t + θk+1)− L(x, t)
]
≤ 2 lim sup
|k|+ j→+∞
sup
l≥ j
max
0≤m≤θ l
φ
1/2∗ (θk+1/γk,l)
θk
[
L(x, (m + 1)θk+1)− L(x,mθk+1)
]
. (34)
According to the inequality (33) with h = θk+1, we obtain
P
(
sup
l≥ j
max
0≤m≤θ l
φ
1/2∗ (θk+1/γk,l)
θk+1
[
L(x, (m + 1)θk+1)− L(x,mθk+1)
]
≥ K˜ e2θ
)
≤
∞∑
l= j
[θ l ]∑
m=0
exp[−θγk,l ]
≤ log log(θ)× θ j (1−θ)|k|−θ .
Combining this fact with (34) and the Borel–Cantelli lemma we obtain the result of Theorem 3.2.

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4. Tail probability of local times
In this section, we derive a new order of infinitesimal for the tail probability of the local times
of Gaussian processes refining the results of Kasahara et al. [10] and Xiao [13]. We require the
following assumption.
Assumption. (H′): There exist constants K1, K2, δ > 0 and a continuous nondecreasing
function φ∗ such that
Var(X (tm)/X (t1), . . . , X (tm−1)) ≥ K1φ∗(tm − tm−1), (35)
for all 0 < t1 < · · · < tm < 1 with (tm − t1) < δ, and
Var(X (t)/X (s)) ≤ K2φ∗(t − s), for all 0 ≤ t − s < δ. (36)
Remark 4.1. Under the assumption (H′), X has almost surely on [0, 1] a jointly continuous
local time satisfying the results of the previous sections. Indeed, (35) is just the assumption (H)
of the previous section. Furthermore, the assumption (H′) implies that
Var(X (tm)/X (t1), . . . , X (tm−1))
Var(X (tm)/X (tm−1))
≥ K1
K2
. (37)
Hence X is a MLND.
The main result of this section reads:
Theorem 4.1. Suppose that {X (t), t ∈ [0, 1]} satisfies the assumption (H′), then the local time
of X has the following property:
− logP (L(0, 1) > x)  1
σ−1∗ (1/x)
as x →∞ (38)
where σ−1∗ is the inverse of σ∗ = φ1/2∗ and f  g denotes 0 < lim inf f (x)/g(x) <
lim sup f (x)/g(x) <∞.
Remark 4.2. In the LND case σ(t− s) = Var(X (t)− X (s)) is proportional to φ∗(t− s), and we
retrieve the results in [10] and [13] stated in terms of σ . However, this is not the case in general.
Indeed, consider the Gaussian Markov process {X f (t) = f (t)W (t), t ∈ [0, 1]} with f > 0 such
that | f (t)− f (s)| = O(|t − s|1/3). We have for any s ≤ t ,
Var
(
X f (t)/X f (u), u ≤ s
) = f 2(t)(t − s) = O(|t − s|).
Hence, X f satisfies the assumptions of Theorem 4.1 with φ∗(u) = u. Moreover,
Var(X f (t)− X f (s)) = f 2(t)(t − s)+ s( f (t)− f (s))2 = O(|t − s|2/3),
which cannot be proportional to φ∗(t − s) = t − s. Therefore, the tail probability of the local
time should be framed, in general, in terms of the conditional variance and not in terms of the
incremental variance.
Proof of Theorem 4.1. The proof of this result is similar to the one of Theorem 3.22 in
Xiao [13], so we omit it here.
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