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We show that the two NP-complete problems of Dodgson Score and Young Score have
differing computational complexitieswhen thewinner is close tobeingaCondorcetwinner.
On the one hand, we present an efﬁcient ﬁxed-parameter algorithm for determining a
Condorcet winner in Dodgson elections by a minimum number of switches in the votes.
On the other hand, we prove that the corresponding problem for Young elections, where
one has to delete votes instead of performing switches, is W[2]-complete. In addition, we
study Dodgson elections that allow ties between the candidates and give ﬁxed-parameter
tractability aswell asW[2]-completeness resultsdependingon thecostmodel for switching
ties.
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1. Introduction
Computational social choice and, more speciﬁcally, the computational complexity of election systems has become an
increasingly important ﬁeld of interdisciplinary research [4,11]. The analysis of election systems has applications in compu-
tational politics; for example, preference aggregation via various election systems, and in multiagent systems when groups
of software agents have to make a joint decision. Election systems play a central role in planning (artiﬁcial intelligence in
general) and page ranking systems for Internet search engines.
We study the following classic scenario for election systems: a classic election system consists of a set of candidates and
a set of vote(r)s. Each voter chooses an order of preference (total order) among the candidates. The well-known Condorcet
principle from 1785 [6] then requires that a winner of an election is the candidate who is preferred to each other candidate
in more than half of the votes. Unfortunately, a Condorcet winner does not always exist. Hence, several voting systems have
been proposed which always choose the Condorcet winner if one exists, and, otherwise, pick a candidate that is in some
sense closest to being a Condorcet winner. In other words, these election systems deal with certain “editing problems”. In
this work, we focus on two classic editing problems from social choice theory [22], one due to Dodgson1 from 1876 [8] and
one due to Young from 1977 [26]. In Dodgson elections, the editing operation is to switch neighboring candidates in the
voters’ preference lists and the goal is to minimize the overall number of switches needed in order to result in a Condorcet
winner. In Young elections, the editing operation is to remove a vote, trying to minimize the number of removals in order to
end up with a Condorcet winner.

A preliminary version of this paper appears in Proceedings of the 11th Scandinavian Workshop on Algorithm Theory (SWAT’08), LNCS, vol. 5124, Springer,
pp. 403–412. Supported by the Deutsche Forschungsgemeinschaft, Emmy Noether research group PIAF (ﬁxed-parameter algorithms, NI 369/4), project
DARE (data reduction and problem kernels, GU 1023/1), and project PAWS (parameterized algorithmics for voting systems, NI 369-10).
∗
Corresponding author.
E-mail addresses: nadja.betzler@uni-jena.de (N. Betzler), jiong.guo@uni-jena.de (J. Guo), rolf.niedermeier@uni-jena.de (R. Niedermeier).
1 Also known as the writer Lewis Carroll.
0890-5401/$ - see front matter © 2009 Elsevier Inc. All rights reserved.
doi:10.1016/j.ic.2009.10.001
166 N. Betzler et al. / Information and Computation 208 (2010) 165–177
Table 1
Parameterized complexity of Dodgson Score and (Dual) Young Score with respect to different parameters. In case of ﬁxed-parameter tractability we
also give information about the (exponential terms of the) corresponding running times. Herein, “ILP” means that ﬁxed-parameter tractability follows by
an integer linear program and a result of Lenstra [19] implying impractical running times. Bold-faced results are new, the FPT-results for the parameter
“number of candidates” can be directly obtained from [1,26], and the FPT-results for the Young elections with respect to the number of votes are trivial.
Note that whereas the parameterized complexity of Dodgson Score with respect to the number of votes is open, it is solvable in polynomial time for a
constant number of votes [1].
Parameter Dodgson Score Dual Young Score Young Score
# votes n ? FPT (2n) FPT (2n)
# candidatesm FPT (ILP) FPT (ILP) FPT (ILP)
# steps k FPT (2k) W[2]-complete W[2]-complete
In their seminal work, Bartholdi et al. [1] initiated the study of the computational complexity of election systems.2 They
showed that to decide whether a distinguished candidate can be made a Condorcet winner by performing no more than a
given number of editing operations is NP-complete for both Dodgson and Young elections. In a further breakthrough, for
Dodgson elections Hemaspaandra et al. [16] and later for Young elections Rothe et al. [25] showed that the corresponding
winner and ranking problems are even complete for 
p
2, the class of problems that can be solved via parallel access to NP.
Faliszewski et al. [11] concluded that “since checking whether a given candidate has won should be in polynomial time
in any system to be put into actual use, these results show that Dodgson and Young elections are unlikely to be useful in
practice”. This conclusion is valid if analysis terminates once a problemhas been shown to beNP-complete. However, classical
analysis is only the beginning step for important computational problems. We propose the framework of parameterized
computational complexity theory [10,13,24] for studying election systems, offering the next step towards ﬁnding an optimal
solution.3
For Dodgson and Young elections, we consider the question of whether the NP-hard problems become ﬁxed-parameter
tractable (FPT) with respect to the parameter “number of editing operations”. In parameterized complexity [10,13,24] the
solution size typically is the standard parameter. Thus, we choose this standard parameterization as a natural ﬁrst step
towards a systematic (future) study using further parameterizations. As we can show, other than in the classical context,
the parameterized complexity of Dodgson and Young elections completely differs. Having n votes and m candidates, for
Dodgson elections we can determine in O(2k · nk + nm) time whether a distinguished candidate can be made a Condorcet
winner by performing at most k switches, that is, the problem is ﬁxed-parameter tractable with respect to the parameter
k. In contrast, for Young elections the corresponding problem with the parameter denoting either the number of deleted
votes or the number of remaining votes becomes W[2]-complete. Indeed, this “parameterized tractability gap” between
Dodgson and Young elections is not completely surprising in the sense that in the case of Young the allowed editing
operation is much more powerful than in the case of Dodgson. Our results imply that Dodgson elections can be put
into actual use whenever the input instances are close to having a Condorcet winner. This answers an open question of
Christian et al. [5]4 and refutes a parameterized hardness conjecture of McCabe-Dansted [20]. Other natural parameters
in the context of voting systems are the “number of votes n” and the “number of candidates m”. Regarding the parame-
ter m, for both voting systems there are integer linear programs that imply ﬁxed-parameter tractability [1,26]. Concerning
the parameter n there is a trivial 2n · poly(m, n)-time algorithm for Young elections. An overview of the parameterized
complexity with respect to the different parameters is given in Table 1. Our results complement recent work on a sim-
ple greedy heuristic for ﬁnding Dodgson winners with a guaranteed frequency of success [18] and some work on the
polynomial-time approximability of Dodgson and Young elections [3,21]. In particular, Caragiannis et al. [3] gave (ran-
domized) approximation algorithms for Dodgson elections and showed that it is hard to approximate Young elections by any
factor. Moreover, for Dodgson electionswe can show that allowing ties (that is, votesmay remain undecided between certain
candidates), depending on the choice between two switching mechanisms, we either obtain ﬁxed-parameter tractability or
W[2]-completeness.
2. Preliminaries
Throughout this work, an election (V , C) consists of a set V of n votes and a set C ofm candidates.5 A vote is a preference list
of the candidates, that is, for each voter the candidates are ordered by preference. For three candidates a, b, c, the ordering c >
b > ameans that candidate c is liked best and candidate a is liked least by this voter. In an election (V , C), a candidate c ∈ C
is called the Condorcet winner if cwins against every other candidate from C. That is, for each d ∈ C\{c}, candidate c is better
liked than d in at least n/2 + 1 votes. Observe that a Condorcet winner does not always exist. A switch is deﬁned to be the
swapping of two neighboring candidates in a vote. We now introduce the basic computational problems of this work:
2 In the meantime, there are many publications presenting classical complexity results for election systems, for example, see [7,15,17,23,27].
3 We remark that in parallel work a parameterized complexity study has been initiated for Kemeny elections as well [2]. Therein, a number of positive
algorithmic results are achieved.
4 Fellows et al. independently showed that Dodgson Score is ﬁxed-parameter tractable, but with a higher running time [12].
5 Note that we identify votes and voters.
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Dodgson Score:
Given: An election (V , C), a distinguished candidate c ∈ C, and an integer k ≥ 0.
Question: Can c be made a Condorcet winner by at most k switches?
In other words, for Dodgson Score, we ask whether the Dodgson score of c is at most k. The Young score is deﬁned by the
number of remaining votes:
Young Score:
Given: An election (V , C), a distinguished candidate c ∈ C, and an integer l ≥ 0.
Question: Is there a subset V ′ ⊆ V of size at least l such that (V ′, C) has the Condorcet winner c?
The dual Young score is deﬁned by the number of removed votes:
Dual Young Score:
Given: An election (V , C), a distinguished candidate c ∈ C, and an integer k ≥ 0.
Question: Is there a subset V ′ ⊆ V of size at most k such that (V\V ′, C) has the Condorcet winner c?
All three problems are NP-complete [1,25].
Finally, we brieﬂy introduce the relevant notions of parameterized complexity theory [10,13,24]. Parameterized algorith-
mics aims at a multivariate (at least two-dimensional) complexity analysis of problems. This is done by studying relevant
problem parameters and their inﬂuence on the computational complexity of problems. The hope lies in accepting the
seemingly inevitable combinatorial explosion for NP-hard problems, but to conﬁne it to a speciﬁc parameter. In our context,
the studied parameters will be the numbers k and l of allowed edit operations. Hence, the decisive question is whether
a given parameterized problem is ﬁxed-parameter tractable (FPT) with respect to the parameter, say k. In other words,
here we ask for the existence of a solving algorithm with running time f (k) · poly(n,m) for some computable function f .
Unfortunately, not all parameterized problems are ﬁxed-parameter tractable. Downey and Fellows [10] developed a theory
of parameterized intractability by means of devising a completeness program with complexity classes. The ﬁrst two levels
of (presumable) parameterized intractability are captured by the complexity classes W[1] and W[2]. We will show several
W[2]-completeness results. It is commonly believed that the corresponding problems thus are not ﬁxed-parameter tractable.
To this end, a reduction concept is needed. A parameterized reduction reduces a problem instance (I, k) in f (k) · poly(|I|) time
to an instance (I′, k′) such that (I, k) is a yes-instance if and only if (I′, k′) is a yes-instance and k′ only depends on k but not
on |I|.
3. Dodgson Score
In this section, we describe an efﬁcient ﬁxed-parameter algorithm based on dynamic programming for the problem
Dodgson Score parameterized by the score. This answers an open question of Christian et al. [5]. The algorithm not only
decideswhether a givenDodgson Score instance is a “yes”-instance, but for a “yes”-instance also constructs a set of atmost k
switches which lead to a modiﬁed input instance where the distinguished candidate c becomes a Condorcet winner.
An important tool to state the algorithms is the concept of the deﬁcit of a candidate d ∈ C\{c} against the distinguished
candidate c: let Nd denote the number of votes from V in which d defeats c, that is, in which d is better positioned than c.
Then, the deﬁcit of d is (Nd − (n − Nd))/2 + 1, that is, theminimumnumber of votes inwhich the relative order of c and d
has to be reversed such that c defeats d in strictly more than half of the votes.We call a candidate with a positive deﬁcit dirty.
The following two observations are used for the design of the algorithm:
Observation 1. It is easy to see (McCabe-Dansted [20, Lemma 2.19]) that there is always an optimal solution that considers
only switches such that every switchmoves the distinguished c in a vote to a better position.Making use of this, our algorithm
only considers switches of such kind.
Observation2. Since a switch never increases anydeﬁcit,we only consider candidateswith positive deﬁcit (dirty candidates).
With one switch, we can decrease the deﬁcit of exactly one candidate by one. Therefore, with at most k switches allowed,
in a yes-instance, the sum of the deﬁcits of the dirty candidates is upper-bounded by k. This fact is crucial for the analysis of
the algorithm when bounding the size of the dynamic programming table.
The basic idea of the algorithm is that a solution can be decomposed into subsolutions. In each subsolution the deﬁcit
of each dirty candidate is decreased by a certain amount, the partial decrement. More precisely, our dynamic programming
considers a linear number of subsets of votes, beginningwith the subset that contains only one vote and then extending it by
adding the other votes one by one. For each of these vote subsets, we consider all possible combinations of partial decrements
of deﬁcits. For each such combination, the computation of an optimal solution achieving the partial decrements is based on
the optimal solutions for the previously considered smaller subset. At the last vote, we can then construct an overall optimal
solution based on the “partial” optimal solutions computed before.
In the following, we ﬁrst describe a general version of the algorithm, which we also use to solve a generalized version of
Dodgson Score (see Section 3.3). Then we show how to further improve the running time of this algorithm for Dodgson
Score.
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Algorithm DodScore
Input: Set of votes V = {v1, . . . , vn}, set of candidates C, set of dirty candidates Cd = {c1, . . . , cp} ⊆ C, distinguished
candidate c, deﬁcit list D = (d1, . . . , dp) of dirty candidates, positive integer k with∑pi=1 di ≤ k
Output: Yes, if c can become a Condorcet winner with at most k switches
Initialization:
01 for all D′ = (d′1, . . . , d′p) with 0 ≤ d′j ≤ dj for 0 ≤ j ≤ p
02 for i = 1, . . . , n
03 T(vi,D
′) := +∞
04 for all S ⊆ {1, . . . , p}
05 if for each j ∈ S candidate cj defeats c in v1 then
06 T(v1,D − S) := switch(v1, best(S, v1))
Update:
07 for i = 2, . . . , n
08 for all D′ = (d′1, . . . , d′p) with 0 ≤ d′j ≤ dj for 0 ≤ j ≤ p
09 for all S ⊆ {1, . . . , p}
10 if for each j ∈ S candidate cj defeats c in vi then
11 T(vi,D
′) := min{T(vi,D′), T(vi−1,D′ + S) + switch(vi, best(S, vi))}
Output:
12 if T(vn, (0, 0, . . . , 0)) ≤ k then
13 return “Yes”
Fig. 1. Algorithm for Dodgson Score.
3.1. Deﬁnitions for the Algorithm
Let c be the distinguished candidate and let Cd = (c1, c2, . . . , cp) denote the list of candidates with positive deﬁcit in an
arbitrary but ﬁxed order. Let D = (d1, d2, . . . , dp) be the corresponding deﬁcit list.
The dynamic programming table is denoted by T , each row corresponding to a vote vi for i = 1, . . . , n and each column
corresponding to a partial deﬁcit list (d′1, d′2, . . . , d′p) with 0 ≤ d′j ≤ dj for 1 ≤ j ≤ p. The entry T(vi, (d′1, d′2, . . . , d′p)) stores
an integer equal to the minimum number of switches within the votes {vj | 1 ≤ j ≤ i} such that in a resulting instance the
deﬁcits of the p dirty candidates are at most d′1, d′2, . . . , d′p, respectively.6 If a deﬁcit list (d′1, d′2, . . . , d′p) cannot be achieved
by switching within the set of votes {vj | 0 ≤ j ≤ i}, we set T(vi, (d′1, d′2, . . . , d′p)) := +∞.
Let switch(vi, cj) denote the minimum number of switches needed such that in vote vi candidate c defeats candidate
cj . If c already defeats cj in vi, then switch(vi, cj) := 0. For a deﬁcit list D′ = (d′1, d′2, . . . , d′p) and a subset of indices S ⊆
{1, . . . , p}, we useD′ + S to denote a deﬁcit list (e1, . . . , ep)where ei := d′i + 1 for i ∈ S and d′i < di, and ei := d′i , otherwise.
Analogously, for the original deﬁcit list D = (d1, . . . , dp), D − S denotes the list (f1, . . . , fp) where fi := di − 1 if i ∈ S and
fi := di, otherwise. Let best(S, vi) denote the candidate cj with j ∈ S such that cj is liked better than each other candidate
in {cr | r ∈ S, r /= j} in vote vi.
3.2. Algorithm
The dynamic programming algorithm for Dodgson Score is given in Fig. 1. We assume that we already have the deﬁcits
of the candidates and that the sum of the deﬁcits of the dirty candidates is at most k as argued in Observation 2. In the
initialization of the ﬁrst row of the dynamic programming table (Fig. 1, lines 4–6), the algorithm considers all possible
combinations of deﬁcit decrements that can be achieved by switches within the ﬁrst vote, and stores an integer equal to
the minimum number of switches needed for each of them. In the update (lines 7–11), the subset of votes {v1, . . . , vi−1} is
extended by a new vote vi and for the new subset {v1, . . . , vi} a solution for all partial deﬁcit lists is computed by combining
a number of switches within the new vote vi with information already stored in the table T .
Lemma 1. The algorithm DodScore (Fig. 1) is correct.
Proof. Concerning the correctness of the initialization, note that the ﬁrst for-loop (lines 1–3) merely sets all table entries to
“+∞”. Hence it sufﬁces to show that DodScore assigns the correct number of switches to all entries of the ﬁrst row with
partial deﬁcit lists that can be achieved by switching within the ﬁrst vote v1 (lines 4–6). Since in one vote the deﬁcit of every
candidate can be reduced by at most one, it is sufﬁcient to iterate over all possible subsets S of {1, . . . , p} and to reduce
6 Using “at most” in the deﬁnition of table entries, we do not have to consider deﬁcit lists (d′1, . . . , d′p)where d′i < 0 for some i. In this way, the case that
an optimal solution may decrease the deﬁcit of a dirty candidate to a negative value is also covered.
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the original deﬁcits of the corresponding candidates by one. Thereby, an entry can only become less than +∞ if c can be
improved upon all candidateswith indices in S (line 5). Moreover, theminimumnumber of switches is obviously the number
of switches needed to improve c upon the candidate that is best in vote v1 among the candidates cj with j ∈ S, which is given
by switch(v1, best(S, v1)).
The computation of an entry T(vi,D
′) with i ≥ 2 is based on the fact that the decrement from D to D′ can be split into
two parts. One part needs to be achieved by switches in vote vi and the other one by switches in votes v1, . . . , vi−1. The
minimum number of switches needed for the corresponding splitting possibilities is stored in T(vi,D
′). Moreover, since
the switches in vi can decrease the deﬁcit of one dirty candidate by at most one, every possible way of splitting the deﬁcit
decrement can be represented by a subset S of {1, . . . , p}. Each subset S has the meaning that, by the switches in vi, the
deﬁcits of the dirty candidates with indices in S should be decreased by exactly one; the rest of the decrement from D to D′
has to be achieved by switches in v1, . . . , vi−1. According to the deﬁnition of the table T , the minimum number of switches
to achieve the latter is stored in the already computed (i − 1)th row of T , namely, in T(vi−1,D′ + S). As argued for the
initialization, switch(vi, best(S, vi)) returns the minimum number of switches to decrease the deﬁcit of the candidates with
indices in S. Therefore, lines 9–11 of DodScore compute T(vi,D
′) correctly.
Since DodScore computes the table T correctly, we can conclude that a given instance is a yes-instance if and only if
T(vn, (0, . . . , 0)) ≤ k (lines 12 and 13). 
Lemma 2. The algorithm DodScore (Fig. 1) runs in O(4k · nk + nm) time.
Proof. It is easy to see that the deﬁcit list D can be computed in O(nm) time by iterating over all votes and counting the
deﬁcits for all candidates. Now, we consider the size of the dynamic programming table.
A deﬁcit d′i can have values ranging from 0 to di. Hence, the number of partial deﬁcit lists, that is, the number of columns
in the table, is
∏p
i=1(di + 1). Clearly, for a potential “yes”-instance, we have the constraints p ≤ k and
∑p
i=1 di ≤ k (see
Observations 1 and 2). It is not hard to see that 2k is a tight upper bound on
∏p
i=1(di + 1). Thus, the overall table size is n · 2k .
For computing an entry T(vi,D
′), the algorithm iterates over all 2p subsets of {1, . . . , p}. For each such subset S, it computes
the “distance” in vi between the best of the dirty candidates with indices in S and c, that is, the number of switches needed
to make c better than this best dirty candidate. This distance can be computed in O(k) time and, hence, the computation
of T(vi,D
′) can be done in O(2k · k) time. The initialization of T clearly needs O(2k · n) time. Hence, table T can be computed
in O(2k · n · 2k · k + 2k · n) = O(4k · nk) time. 
By making use of a “monotonicity property” of the table, we can improve the running time of DodScore as shown in the
following theorem.
Theorem 1. Dodgson Score can be solved in O(2k · nk + nm) time.
Proof. The improvement compared to Lemma 2 is achieved by replacing the innermost for-loop (lines 9–11 in Fig. 1) of the
update step which computes a table entry and needs O(2k · k) time by an instruction running in time linear in k.
For d ∈ C\{c}, let Si(d) denote the set of the dirty candidates that are better than the distinguished candidate c but not
better than the candidate d in vote vi. Clearly, Si(d) is empty if d is worse than c in vi and, otherwise, Si(d) contains d. We
replace lines 9–11 in Fig. 1 by the recurrence
T(vi,D
′) := min
1≤r≤p{T(vi−1,D
′ + Si(cr)) + switch(vi, cr)}.
To prove the correctness of the recurrence, on the one hand, observe that, for every r with 1 ≤ r ≤ p, there exists a
subset S ⊆ {1, . . . , p} satisfying the if-condition in line 10 of DodScore such that S = Si(cr) and best(S, vi) = cr . Thus,
min
S⊆{1,... ,p}{T(vi−1,D
′ + S) + switch(vi, best(S, vi))} ≤ min
1≤r≤p{T(vi−1,D
′ + Si(cr)) + switch(vi, cr)}.
On the other hand, for every S ⊆ {1, . . . , p} satisfying the if-condition in line 10, there exists an r with 1 ≤ r ≤ p such
that S ⊆ Si(cr). For instance, let r be the index of the candidate in S that is the best in vi; we then have best(S, vi) = cr and,
thus, switch(vi, best(S, vi)) = switch(vi, cr). Moreover, from the deﬁnition of table entries, the following monotonicity of
the table T is easy to verify:
T(vi, (d1, . . . , di, . . . , dp)) ≥ T(vi, (d1, . . . , di + 1, . . . , dp))
Thus, fromS ⊆ Si(cr)weconclude thatT(vi,D′ + S) ≥ T(vi,D′ + Si(cr)). Clearly, Si(cr) ⊆ {1, . . . , p}and,bydeﬁnition,Si(cr)
satisﬁes the if-condition in line 10. It follows that
min
1≤r≤p{T(vi−1,D
′ + Si(cr)) + switch(vi, cr)} ≤ min
S⊆{1,... ,p}{T(vi−1,D
′ + S) + switch(vi, best(S, vi))}.
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The time for computing a table entry in the improved version is clearly O(k): before looking for the minimum, we can
compute Si(cr) for all 1 ≤ r ≤ p by iterating one time over vi. Then, based on Lemma 2, the overall running time becomes
O(2k · nk + nm). 
3.3. Allowing ties
Sometimes itmight be desirable to allow a voter to rank two ormore candidates equally. This leads to an election based on
votes with ties. As noted by Hemaspaandra et al. [16], there are (at least) two different natural models on how to generalize
Dodgson Score to the case with ties. The models differ in the “power” of one switch. In the ﬁrst model, transforming
a = b > c into c > a = b requires just one switch and in the secondmodel this requires two separate switches. The ranking
and the winner versions remain 
p
2-complete in both cases [16].
Formally, a vote with ties can be considered as a total order of disjoint sets of candidates. To ease the presentation, we
often write just “> c >” instead of “> {c} >”.
Recall that in the case of ties a candidate c is a Condorcet winner if for every other candidate d the number of votes in
which c is strictly preferred to d is higher than the number of votes in which d is strictly preferred to c. Hence, the deﬁcit of
a candidate d /= c is deﬁned as Nd − Nd + 1, where Nd is the number of votes in which d defeats c and Nd is the number of
votes in which c defeats d. In the following, we describe two switch operations, one for each model. In both models a switch
can now either break or build ties between the distinguished candidate c and other candidates.
For computing theDodgson scoreonly the relativeorder between thedistinguished candidate c and theother candidates is
relevant.Hence, tokeep themodels easy,we restrict themto the interesting casewhereeach switch involves thedistinguished
candidate.
In the ﬁrst model the distinguished candidate can improve upon a whole subset of candidates by one switch. More
precisely, for an appropriate subset B ⊆ C\{c}, we have one of the following two situations:
• “. . . > B > c > · · · ”: Such a vote can be transformed to “. . . > B ∪ {c} > · · · ” by applying one switch.
• “. . . > B ∪ {c} > · · · ”: Such a vote can be transformed to “. . . > c > B > · · · ” by applying one switch.
The problem of computing the Dodgson score for this model is denoted as Dodgson Tie Score 1 (DTS1).
In the second model, the switch operation becomes less powerful, that is, the distinguished candidate can only improve
upon one candidate by one switch. Here, one has to consider the following situations:
• “. . . > B > c > · · · ”: Such a vote can be transformed to “. . . > B\B′ > B′ ∪ {c} > · · · ” by |B′| switches for any B′ ⊆ B.
• “. . . > B ∪ {c} > · · · ”: Such a vote can be transformed to “. . . > (B\B′) ∪ {c} > B′ · · · ” by |B′| switches for any B′ ⊆ B.
The problem of computing the Dodgson score for this model is denoted as Dodgson Tie Score 2 (DTS2). The considered
model is very general in the sense that it allows to choose to improve the distinguished candidate only upon a subset of
equally ranked candidates and thus it is only “charged” to pay for this subset. A reasonable special case of this model is to
restrict B′ to be identical with B, that is, to allow only to switch the distinguished candidate with the whole subset. For this
case, we can directly use the improved version of the algorithm DodScore as described in the proof of Theorem 1 by treating
the whole set of tied candidates as one possibility. This yields an algorithm with running time O(2k · nk + nm).
Note that for both models, a switch as deﬁned for the case without ties can be simulated by two switches.
WhereasDTS1andDTS2 remainNP-complete (whicheasily follows fromtheNP-completenessof the casewithout ties [1]),
their parameterized complexity differs. The problem DTS2 is ﬁxed-parameter tractable while DTS1 is W[2]-complete.
To show the ﬁxed-parameter tractability of DTS2 one can use a slight modiﬁcation of algorithm DodScore from Fig. 1.
However, for DTS2 we obtain a slightly worse running time than for Dodgson Score without ties as given in Theorem 1.
Since we do not have a total ordering of candidates in the votes, we cannotmake use of themonotonicity property employed
in the proof of Theorem 1, thus, returning to the algorithm used for Lemma 1.
Theorem 2. Dodgson Tie Score 2 can be solved in O(6k · nk + nm) time.
Proof.We use a slight modiﬁcation of algorithm DodScore (Fig. 1) to solve DTS2. In the DTS2model, one switch can decrease
the deﬁcit of at most one candidate by at most one. Thus, it holds that the sum of all deﬁcits is bounded by the number
of total switches. In lines 05 and 10 of Fig. 1, we replace the phrase “cj defeats c” by “c does not defeat cj” to include the
possibility that c and cj are tied. Next, we redeﬁne the switch function for the update and initialization steps (used in lines 06
and 11 of Fig. 1). Let vi = S1 > S2 > · · · > Sr−1 > Sr ∪ {c} > · · · denote an arbitrary vote from V . Consider a non-empty
subset S ⊆ {1, . . . , p} in the computation of the entry T(vi,D′). The set S has non-empty intersections with some of the
candidate subsets Sj , j ∈ {1, . . . , r}. Let Sb denote the subset Sj , j ∈ {1, . . . , r}, with smallest index such that U := Sj ∩ S is
not empty. We distinguish two cases. First, b = r. In this case, we only have to break the ties of c with all candidates from U.
Hence, in this case, we can deﬁne
switch(vi, S) := |U|
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anddonotneedany furthermodiﬁcations. The secondcase is b < r. Here,wealsoneed todecrease thedeﬁcit of all candidates
of S by at least one. The way to achieve this with a minimum number of switches is to switch c so far that it is tied with all
candidates from U. This requires one switch for all candidates in U ∪ Sr and two switches for all candidates from⋃b<j<r Sj .
Hence, in this case, we set
switch(vi, S) := |U| + |Sr | + 2 ·
∣∣∣∣∣∣
⋃
b<j<r
Sj
∣∣∣∣∣∣ .
Further, in this case we have to adapt the deﬁnition of D + S used in line 10 such that one adds two for all candidates
from
⋃
b<j<r Sj . For the initialization, one has to adapt the deﬁnition of D − S appropriately as well (used in line 06). To have
a sufﬁcient initialization of the dynamic programming table, here we initialize all table entries corresponding to candidates
from
⋃
b<j<r Sj with decrease of the initial deﬁcit by all combinations of one and two. It may happen that in an optimal
solution the distinguished candidate is further improved upon a subset of Sr in vi. This can be realized by trying all subsets
of Sr and update the corresponding table entry. Altogether, the computation of an table entry T(vi,D) can be done in O(3
kk˙)
time. Tryingout all possible subsets S ⊆ {1, . . . , p}andappropriate subsets Sr ,weobviously consider all possiblepositionings
of c after some switches in a vote. Since we take the minimum number of switches over all these possibilities, the modiﬁed
DodScore algorithm works correctly. Since Observations 1 and 2 still hold, the running time bound follows similar to the
proof of Lemma 2; taking into account that an update step needs 3k · k time. 
In contrast to the ﬁxed-parameter tractability of DTS2, DTS1 is W[2]-complete. Intuitively, this may be explained by
the fact that in case of DTS1 a single edit operation can improve the distinguished candidate c upon, in principle, all other
candidates.
Lemma 3. Dodgson Tie Score 1 is W[2]-hard with respect to the parameter k.
Proof. We employ a parameterized reduction from the W[2]-complete Dominating Set problem [10]: given an undirected
graph G = (W , E) and a positive integer k, the task is to decide whether there exists a dominating set of size k, that is, a
subset of verticesW ′ ⊆ W with |W ′| ≤ k such that every vertex ofW either belongs toW ′ or has at least one neighbor in it.
The basic idea for the reduction is as follows. We associate a candidate with every vertex of the graph. In a ﬁrst set of
votes, for every vertex i of the graphwe construct a vote such that the candidates that correspond to the vertices of the closed
neighborhood of i are positioned better than the distinguished candidate c; these vertices are ranked equally such that one
can build a tie between c and all of them by one switch. Then, we add a second set of votes of same size in which c cannot
improve upon any of the “vertex candidates” with at most k switches. This is done by inserting dummy candidates. That is,
in total we achieve that for every vertex candidate the number of votes in which it is worse than c equals the number of
votes in which it is better than c. Then, the votes of the ﬁrst set that are affected by switches correspond to the vertices of a
dominating set.
In the following, we give the formal construction. Given aDominating Set instance (G = (W , E), k), we construct a DTS1-
instance (V , C, c, k) as follows: the set of candidates consists of one candidate for every vertex, the distinguished candidate c,
and 2k additional dummy candidates, that is, C := {ci | 1 ≤ i ≤ |W|} ∪ {c} ∪ {fj | 1 ≤ j ≤ 2k}. We denote the subset of
candidates that corresponds to the closed neighborhood of a vertex i by
NC[i] := {cj | {i, j} ∈ E} ∪ {ci},
and, the set of remaining vertex candidates by
NC[i] := C \ (NC[i] ∪ {c} ∪ {fj | 1 ≤ j ≤ 2k}).
We deﬁne the vote set V := V1 ∪ V2 as follows:
V1 :={NC[i] > c > NC[i] > f2k > · · · > f1 | 1 ≤ i ≤ |W|} and
V2 :={NC[i] > fk > · · · > f1 > c > f2k > · · · > fk+1 > NC[i] |
1 ≤ i ≤ |W| − 1}
∪ {NC[|W|] > f2k > · · · > fk+1 > c > fk > · · · > f1 > NC[|W|]}.
Clearly, c already defeats all of the dummy candidates f1, . . . , f2k . In addition, consider an arbitrary vertex candidate ci.
For every vote from V1 in which ci is better (worse) than c there is a vote from V2 in which ci is worse (better) than c. That
is, we have to decrease the deﬁcit of every vertex candidate by at least one.
We show that the distinguished candidate c can become the Condorcetwinner by k switches if and only if theDominating
Set instance has a solution of size k.
“⇐”: Given a dominating set W ′ of size k, we claim that applying exactly one switch to each vote of V1 that has its
corresponding vertex in W ′ is a solution for the DTS1 instance. This claim is correct since W ′ is a dominating set and one
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switch in a vote vi ∈ V1 leads to a tie with c and the whole closed neighborhood of vertex i. Therefore, the deﬁcits of all
candidates are decreased to at most zero after these switches.
“⇒”: Given a solution S using k switches for the DTS1 instance, we can assume that the votes in V2 are not affected by
the switches in S. This assumption is justiﬁed due to the fact that, by switching at most k times even within one vote in V2,
one can only improve upon dummy candidates. Furthermore, one switch within a vote in V1 decreases the deﬁcits of all
candidates that are better than c in this vote by one, since all these candidates are ranked equally. Since in every vote from V1
one can apply at most one switch, S affects exactly k votes from V1. Since all vertex candidates have deﬁcit 1, each of them
appears at least once better than c in the votes affected by S. Due to the above construction, the set of vertices {i | vi ∈ S} is
obviously a dominating set of size k in G. 
So far, we have proven the W[2]-hardness of DTS1. It remains to show its containment in W[2].
Lemma 4. Dodgson Tie Score is contained in W[2] with respect to the parameter k.
Proof. By the fact that the number of switches is a lower bound for the total switch cost, it sufﬁces to show containment in
W[2] with respect to the number of switches as the parameter. More precisely, we show containment in W[2] by giving a
parameterized reduction to a variant of the k-Weighted Circuit Satisﬁability (k-WCS) problem that deﬁnes W[2] [9]. The
k-WCS problem has as input a circuit and a positive integer k, and asks whether it has a weight-k satisfying assignment (an
assignment setting the values of exactly k input gates to 1). Here, we use that a parameterized problem is in W[2] if it is
parameterized reducible to k-WCS restricted to circuits satisfying the following two conditions [9]:
(1) On every input–output path, the number of gates with unbounded fan-in is at most two.
(2) The length of the longest input–output path is bounded by a function only depending on the parameter.
Given an election (V , C), a distinguished candidate c, and a positive integer k, we construct a corresponding Boolean
expression E as follows. Intuitively, the variables represent the positions that candidate c can take by switching within the
set of votes. Let ei denote the number of switches needed such that c becomes the best ranked candidate in vote vi. Having
a set of equally ranked candidates, c can improve with one switch upon all of them, and, in this case, the “position” of c is
increased by one. In addition, we have k copies of every variable that corresponds to a position in a vote. Thus, the set of
variables for E is
P = {p[i, j, s] | 1 ≤ i ≤ n, 1 ≤ j ≤ ei, and 1 ≤ s ≤ k}
A variable p[i, j, s] is true means that the information that in vote vi one has switched to position j is stored in copy s. For
a vote vi, we use C(i, j) to denote the set of candidates upon which c improves with the jth switch in vi.
We construct E = E1 ∧ E2 ∧ E3 ∧ E4 as follows:
(1) The expression E1 ensures that in each of the k copies of the positions variables exactly one position variable is true in
a satisfying assignment:
E1 :=
k∧
s=1
∧
i /=i′ or
j /=j′
(
(¬p[i, j, s] ∧ p[i′, j′, s]) ∨ (p[i, j, s] ∧ ¬p[i′, j′, s])).
Herein, the second “
∧
” quantiﬁes over all i, i′ ∈ {1, . . . , n} and the corresponding j, j′ ∈ {1, . . . , ei}.
(2) The expression E2 ensures that at most one copy of a variable can be true in a satisfying assignment:
E2 :=
∧
i,j
∧
s′ /=s
¬(p[i, j, s] ∧ p[i, j, s′])
(3) To switch the distinguished candidate c for the jth time in vote vi, we must have switched it j − 1 times in vi before.
This is simulated by the expression E3 as follows:
E3 :=
∧
i,j,s
j>1
⎛
⎝¬p[i, j, s] ∨ ∨
s′∈{1,... ,k}
p[i, j − 1, s′]
⎞
⎠
(4) Themost important part of the construction is to ensure that the deﬁcit of every candidate is decreased to zero or below
zero. For any candidate cx ∈ C, let dx denote its deﬁcit. Then, expression E4 ensures that at least dx variables p[i, j, s]
with cx ∈ C(i, j) must be set to 1. Let S(k, r) denote the set of all size-r subsets of {1, . . . , k}.
E4 :=
∧
cx∈C
∨
S′∈S(k,dx)
∧
s∈S′
∨
i,j with
cx∈C(i,j)
p[i, j, s].
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In E4, the two innermost quantiﬁcations range over sets whose sizes are bounded by functions depending only on k.
Therefore, the Boolean expression E can be easily transformed into conjunctive normal form (as required for the W[2]-
characterization [9]), making use of the fact that the middle Or- and And-quantiﬁers in E4 can be equivalently replaced by a
Or- and And-quantiﬁers with changed order.
Let the weight of a truth assignment denote the number of variables set to 1. The following claim completes the proof.
Claim: Formula E is satisﬁable by a weight-k satisfying truth assignment if and only if c can be made a Condorcet winner
by applying k switches.
“⇐”: Given a set of k switches that make c a Condorcet winner, construct a weight-k truth assignment as follows.
Number the switches from 1 to k and then set the “corresponding” variable to true. That is, if the switch with number q
brings candidate c in vote i into position j, then set p[i, j, q] := true. The remaining variables with s = q are set to false.
As for every q with 1 ≤ q ≤ k we set exactly one variable p[i, j, q] to true, the expression E1 is true. Since every two
distinct switches operate on distinct votes or they move the distinguished candidate to distinct positions in the same vote,
the expression E2 is true. As the switches within one vote have to be contiguous, E3 is true. Finally, for candidate cx wemust
have that c improves upon cx in at least dx votes. For this reason, there must be a size-dx subset of switches with cx ∈ C(i, j),
and E4 is true.
“⇒”: Given a weight-k satisfying truth assignment for E, construct a solution for DTS1 by choosing the corresponding
switches, that is, for every variable p[i, j, s] that is true move c in vote vi to position j. The expression E1 ensures that we
apply exactly k switches, E2 ensures that every switch is made only once, and E3 ensures that in one vote all switches are
contiguous. Finally, E4 makes sure that for every candidate the deﬁcit is sufﬁciently reduced. 
Combining Lemmas 3 and 4, one arrives at the following.
Theorem 3. Dodgson Tie Score 1 is W[2]-complete with respect to the parameter k.
4. Young Score
In this section, we show that Young Score andDual Young Score areW[2]-completewith respect to their corresponding
solution size bounds l and k, respectively. From a parameterized perspective Dual Young Score appears to be more natural
than Young Score because for Dual Young Score one may expect smaller parameter values.
For both problems, similar to Dodgson Score, it is helpful to consider a deﬁcit concept for a candidate d ∈ C\{c} against
the distinguished candidate c: let Nd denote the number of votes from V in which d defeats c, that is, in which d is better
positioned than c. Then, the Young deﬁcit is deﬁned as Nd − (n − Nd).
We start with a W[2]-hardness-proof for Dual Young Score, giving two parameterized reductions: the ﬁrst reduction
is from the W[2]-hard Red Blue Dominating Set (RBDS) [10] to an intermediate problem, which is a variant of Red Blue
Dominating Set, and then the second one is from the intermediate problem to Dual Young Score.
Red Blue Dominating Set (RBDS)
Given: A bipartite graph G = (R ∪ B, E), with R and B being the two disjoint vertex sets, and an integer k ≥ 0.
Question: Is there a subset D ⊆ R of size at most k such that every vertex in B has at least one neighbor in D?
The intermediate problem is deﬁned as follows:
k/2-Red Blue Dominating Set (k/2-RBDS)
Given: A bipartite graph G = (R ∪ B, E), with R and B being the two disjoint vertex sets, and an integer k ≥ 0.
Question: Is there a subset D ⊆ R of size at most k such that every vertex in B has at least k/2 + 1 neighbors in D?
Lemma 5. k/2-Red Blue Dominating Set is W[2]-hard.
Proof. We give a parameterized reduction from RBDS. For an RBDS instance (G = (B ∪ R, E), k), the corresponding in-
stance (G′ = (B′ ∪ R′, E′), k′) of k/2-RBDS is constructed as follows:
B′ :=B ∪ {bx},
R′ :=R ∪ {rnewj | 1 ≤ j ≤ k} ∪ {rx},
E′ :=E ∪ {{b, rnewj } | b ∈ B and 1 ≤ j ≤ k}
∪{{bx , rx}} ∪ {{bx , rnewj } | 1 ≤ j ≤ k}, and
k′ :=2k + 1. 
The following claim ﬁnishes the proof.
Claim: The considered RBDS-instance is a yes-instance if and only if the k/2-RBDS-instance is a yes-instance.
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“⇒”:One caneasily construct a solution for the k/2-RBDS-instanceby choosing the correspondingvertices of the size-≤ k
RBDS-solution D and additionally the k + 1 new red vertices. The size of the new solution then is at most 2k + 1 and every
blue vertex in B is dominated k times by the new red vertices and at least once by a vertex from D. The new blue vertex bx is
dominated by the k + 1 new red vertices. Therefore, every vertex is dominated at least k + 1 = k′/2 + 1 times.
“⇐”: Consider a size-≤ k′ solutionD of the k/2-RBDS-instance. Obviously,Dmust contain rx and the other k new red ver-
tices rnew1 , . . . , r
new
k to dominate bx . Therefore, all of the other blue vertices are dominated exactly k times by r
new
1 , . . . , r
new
k .
Since every blue vertex has to be dominated at least k′/2 + 1 = k + 1 times, the vertices in D \ {rx , rnew1 , . . . , rnewk }
dominate all other blue vertices in B′ \ {bx} = B and, thus, the subset of R corresponding to D \ {rx , rnew1 , . . . , rnewk } is a
size-≤ k solution of the RBDS-instance. 
Next, we give a parameterized reduction from k/2-RBDS to Dual Young Score.
Lemma 6. Dual Young Score is W[2]-hard.
Proof. Given a k/2-RBDS-instance (G = (B ∪ R, E), k) with B = {b1, . . ., bm} and R = {r1, . . ., rn}, we ﬁrst consider the case
that k is odd. The corresponding Dual Young Score instance is constructed as follows. We set C := {ci | bi ∈ B} ∪ {a, b, c}.
Let
NC(ri) := {cj ∈ C | {ri, bj} ∈ E}
and
NC(ri) := C \ ({a, b, c} ∪ NC(ri)),
that is, the candidates in NC(ri) correspond to the neighbors of ri in G and NC(ri) corresponds to the rest of the vertices in B.
Construct three disjoint subsets of votes, V1, V2, and V3:
• The votes in V1 correspond to the red vertices in R. For every red vertex ri, add a vote vi to V1 in which the candidates
in NC(ri) ∪ {a, b} are better than c and the candidates in NC(ri) are worse than c. More precisely,
V1 := {b > a > NC(ri) > c > NC(ri) | 1 ≤ i ≤ n}.
Note that, here and in the following, if there is a set in a vote, then the order of the elements in the set is irrelevant and
can be ﬁxed arbitrarily.
• The set V2 also contains n votes. These votes guarantee that in V1 ∪ V2 the deﬁcit of b is 2k − 2 whereas the deﬁcit of
each other candidate is zero.
V2 :={NC(ri) > c > NC(ri) > b > a | 1 ≤ i ≤ n − k + 1}
∪ {b > NC(ri) > c > NC(ri) > a | n − k + 2 ≤ i ≤ n}.
Later, it will become clear that the (2k − 2)-deﬁcit of bwill be used to argue that all votes in a solution of a Dual Young
Score instance have to come from V1.• The set V3 consists of k − 1 votes to adjust the deﬁcits of a and b so that in V1 ∪ V2 ∪ V3 both a and b have a deﬁcit of k − 1
and all other candidates have a deﬁcit of 0. Let CR := C \ {a, b, c}. The set V3 consists of k/2 votes with a > CR > c > b
and k/2 votes with a > c > CR > b.
Finally, the overall set V of votes is V1 ∪ V2 ∪ V3 and the upper bound for the solution size of the Dual Young Score
instance is set to k. The key idea behind the above construction is that to reduce the (k − 1)-deﬁcits of a and b by deleting
at most k votes, all solutions of the Dual Young Score instance actually contain exactly k votes from V1. The reason for this
is that the votes in V1 are the only votes whose deletion simultaneously reduces the deﬁcits of a and b against c.
In the following, we show that c can become the Condorcet winner by deleting at most k votes if and only if there is a
dominating set of size at most k for the (G, k).
“⇒”: Every solution V ′ of Dual Young Scoremust contain exactly k votes from V1 and, by the above construction, each
vote in V1 corresponds to a vertex in R. Denote the corresponding subset of R by D. Since V
′ is a solution, every candidate ci ∈
(C \ {a, b, c})must be better than c in at least k/2 + 1 of the votes in V ′. Therefore, choosing the corresponding red vertices
to form a dominating set implies that every blue vertex is dominated at least k/2 + 1 times.
“⇐”: Since every dominating set D ⊆ R of size at most k dominates each blue vertex at least k/2 + 1 times, we can
easily extend D to a dominating set D′ of size exactly k by adding k − |D| arbitrary red vertices to D. Since every red vertex
corresponds to a vote from V1, we thus obtain a size-k subset V
′ of V corresponding toD′. According to the above construction
ofV1, the removal ofV
′ results in anewvote setwhere thedeﬁcits ofa and b are both−1and thedeﬁcits of all other candidates
are ≤ −1. Therefore, c can become the Condorcet winner by deleting exactly k votes.
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Recall that in thedeﬁnitionofV3 it isdecisive thatk is odd.Now,weconsider thecase thatk is evenandgivea reduction from
Dual Young Scorewith an odd k toDual Young Scorewith an even k. Given aDual Young Score instance (V , C, c, k)with k
being odd, we add a new vote v to V that has the form: “C \ {c} > c” to get the new vote set V ′. Then (V ′, C, c, k′ := k + 1)
is a Dual Young Score instance with k′ being even. The correspondence between the solutions is easy to achieve. 
To prove that Dual Young Score is W[2]-complete, it remains to show its containment inW[2]. To this end, we construct
a parameterized reduction from Dual Young Score to the following W[2]-complete problem [5] also arising in the context
of election systems:
Optimal Lobbying
Given: An n × m 0/1-matrixM, a length-m 0/1-vector x, and an integer k ≥ 0.
Question: Is there a choice of at most k rows from M such that the selected rows can be edited in a way that, in the
resulting matrix, it holds that if x has a 0 in its ith entry, then there are more 0’s than 1’s in the ith column, and if x has
a 1 in its ith entry, then there are more 1’s than 0’s in the ith column?
By editing a row, wemean to change some 1’s in the row to 0’s and/or to change some 0’s to 1’s. We call x the target vector.
Lemma 7. Dual Young Score is in W[2].
Proof. We give a parameterized reduction to Optimal Lobbying. We focus on instances (V , C, c, k) of Dual Young Score
with n − 3k > 0 where n := |V |. The instances with n − 3k ≤ 0 can be trivially solved by enumerating all size-≤ k subsets
of V , which can be done in O
((
3k
k
)
· |C|
)
time. We rename the candidates such that C = (c1, c2, . . . , cm−1, cm)with cm = c.
The matrix of the Optimal Lobbying instance consists of two submatrices. First, observe that in the Dual Young Score
instance the exact ordering of the candidates in a vote is irrelevant, the key point here concerns the relative positions of the
candidates compared to the distinguished candidate c. Therefore, one can easily transform a vote into a length-(m − 1) 0/1-
vector where each candidate from C \ {c} has an entry. If a candidate ci for 1 ≤ i ≤ m − 1 is better than c in the vote, then
set the ith entry of the vector to 0; otherwise, set it to 1. Putting all these binary vectors together, one obtains an n × (m − 1)
0/1-matrix. Adding an all-0 column to this matrix as the mth column results in the ﬁrst submatrix M1 of the Optimal
Lobbying instance to be constructed.
Second, construct a size-(n − 2k + 1) × mmatrixM2 as follows. Set all entries of themth column ofM2 to 1’s. In each of
the otherm − 1 columns, set the ﬁrst (n − 3k)/2 entries to 1’s and the rest to 0’s.
Finally, combine M1 and M2 by putting them on top of each other. The target vector x is set to an all-1 vector. Moreover,
set the solution size bound of the Optimal Lobbying instance equal to k. It remains to show the equivalence between the
solutions of the original Dual Young Score instance and the constructed Optimal Lobbying instance.
“⇒”: Let S be a size-k solution of Dual Young Score. Choose the set S′ of corresponding rows from M1. The claim is that S′
is a solution of the Optimal Lobbying instance. This means that, after editing all 0’s in the rows from S′ to 1’s, every column
of the resulting matrix has more 1’s than 0’s, “justifying” the target vector. Obviously, the claim is true for the mth column,
since the mth column has n − 2k + 1 1-entries in M2 and only 0-entries in M1. In particular, the rows from S′ have 0’s in
the mth column. Therefore, after editing the 0’s in the rows from S′, one gets exactly n − k + 1 1’s and n − k 0’s in the mth
column.
Next, consider the ith column with 1 ≤ i ≤ m − 1. For a submatrix M′ of M let #1(M′[i]) denote the number of 1’s in
the ith column ofM′ and let #0(M′[i]) denote the number of 0’s in the ith column ofM′. LetM1\S′ denote the submatrixM1
without the rows of S′.
As the distinguished candidate c is a Condorcet winner after deleting S, it must be better than ci in more than half of the
votes of V\S. Thus, by construction, we have
#1(M1\S′[i]) ≥
⌊
n − k
2
⌋
+ 1.
Moreover, we additionally get k 1-entries by the edited entries of S′ and inM2 we have (n − 3k/2) 1-entries. Thus, for the
total number of 1’s in the matrixM′′ resulting from editing S′ inM, one gets that
#1(M
′′[i]) ≥
⌊
n − k
2
⌋
+ 1 + k +
⌈
n − 3k
2
⌉
= n − k + 1.
Since the number of rows of the matrixM′′ is 2n − 2k + 1, one gets that
#0(M
′′[i]) = 2n − 2k + 1 − (n − k + 1) = n − k < #1(M[i]).
Hence, the target vector (1, . . . , 1) is realized and editing S′ in the considered way gives a solution for the Optimal
Lobbying instance.
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“⇐”: In order to validate the all-1 target vector for themth column, all size-k solutions S′ of the Optimal Lobbying instance
contain only rows from M1. Hence, one can easily construct a size-k subset S ⊆ V by choosing the corresponding votes. To
show that S is a solution of theDualYoungScore instance, oneneeds to show that for every candidate ci with1 ≤ i ≤ m − 1,
in V ′ := V\S the distinguished candidate c is better than ci in at least (n − k)/2 + 1 votes, that is, inM1\S′ there must be
at least (n − k)/2 + 1 entries of the i’th column that are set to 1.
Assume that #1(M1\S′[i]) ≤ (n − k)/2. By editing the entries of S′, the number of rows which contain 1’s can be
increased at most by k. Thus, in total,
#1(M
′′[i]) ≤
⌊
n − k
2
⌋
+ k +
⌈
n − 3k
2
⌉
= n − k,
whereM′′ is the matrix resulting from editing S′ inM.
Since, there are 2n − 2k + 1 rows in total, #0(M′′[i])must be at least n − k + 1, and, therefore, #0(M′′[i]) > #1(M′′[i]).
As a consequence, S′ cannot be a solution for the Optimal Lobbying instance with target vector (1, . . . , 1). 
Combining Lemmas 6 and 7, we arrive at the main result of this section.
Theorem 4. Dual Young Score is W[2]-complete.
Using a similar reduction as the one in the proof of Lemma 7 (containment in W[2]) and a parameterized version of the
non-parameterized reduction from the W[2]-hard Set Packing problem to Young Score as presented by Rothe et al. [25,
Theorem 2.3] (W[2]-hardness), we can also derive the following theorem.
Theorem 5. Young Score is W[2]-complete.
5. Conclusion and outlook
Probably the most important general observation deriving from our work is that Dodgson and Young elections behave
differently with respect to the parameter “number of editing operations”. Whereas for Dodgson elections we achieve ﬁxed-
parameter tractability, we experience parameterized intractability in case of Young elections. This stands in sharp contrast
to traditional complexity analysis, where both election systems appear as equally hard [1,16,25], and complements results
on polynomial-time approximability [3]. Furthermore, we found that the complexities of Dodgson elections allowing ties
between the candidates strongly vary (ﬁxed-parameter tractability vsW[2]-completeness) depending on the cost model for
switching ties. Again, in the standard complexity framework these two cases cannot be differentiated because both lead to
NP-completeness.
We conclude with some speciﬁc open questions directly arising from our work. Regarding Dodgson Score, it would
be interesting to investigate the power of polynomial-time data reduction and the existence of (small) problem kernels
(see [14] for a survey on problem kernels which play a key role in parameterized algorithmics). Moreover, there are open
questions regarding other parameterizations (see also Table 1): Bartholdi et al. [1] gave an integer linear program which
implies the ﬁxed-parameter tractability of Dodgson Score with respect to the parameter “number of candidates” (also see
[20] for further results in this direction). Unfortunately, the corresponding running times are extremely high and a more
efﬁcient combinatorial algorithm would be desirable; the same holds for Young Score. The parameterized complexity of
DodgsonScorewith respect to theparameter “numberof votes” remainsopen—weconjectureW[1]-hardnessbasedon some
preliminary evidence. Finally, itwould be interesting to study typical values ofDodgson scores under reasonable distributions
for preference proﬁles. Thus, a subject of study could be to ﬁnd out what the probability of having a candidate with “low”
Dodgson score is. This would help to better assess the practical potential of the described ﬁxed-parameter algorithm for
Dodgson Score.
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