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ПЕРЕЛІК УМОВНИХ ПОЗНАЧЕНЬ ТА СКОРОЧЕНЬ 
𝑨𝑀×𝑁 – матриця розміром 𝑀 × 𝑁 елементів; 
𝒂𝑀×1 – вектор розміром 𝑀 × 1 елементів; 
𝐺  – ваговий параметр, що залежить від енергії приховуваних повідом-
лень; 
𝐷𝐻𝐻 – розмірність Хаусдорфа-Безиковича; 
𝐷𝑞  – узагальнена фрактальна розмірність; 
𝐸[∙]  – оператор усереднення; 
ℎ𝑞  – узагальнена експонента Херста; 
𝑰𝑥,𝑦 – вихідне (незаповнене) зображення-контейнер; 
𝐼𝑇𝑇  – навчальний пакет цифрових зображень; 
𝐼𝐸𝐸  – контрольний пакет цифрових зображень; 
𝐿𝐼  – потужність тестового пакету цифрових зображень 
𝑁ℎ  – кількість інтервалів розбиття діапазону значень коефіцієнтів 
блочного дискретного косинусного перетворення зображення; 
𝑺𝑥,𝑦 – стеганограма; 
𝑆𝐷𝐶𝐶−𝑃𝐸𝑃 – стегодетектор, налаштований з використанням статистичної моделі 
CC-PEV цифрових зображень; 
𝑆𝐷𝐶𝐶𝐶   – стегодетектор, налаштований з використанням статистичної моделі 
CDF цифрових зображень; 
𝑆𝐷𝑀𝐶𝑀  – стегодетектор, налаштований з використанням 
мультифрактального аналізу цифрових зображень; 
𝑆𝐷𝑀𝐶𝑀
𝑚𝑚𝑚𝑚𝑚 – модифікований стегодетектор, налаштований з використанням 
мультифрактального аналізу цифрових зображень; 
𝑆𝐷𝑀𝐶𝐶𝐶𝑀  – стегодетектор, налаштований з використанням 
мультифрактального флуктуаційного аналізу цифрових зображень; 
𝑆𝐷𝑀𝐶𝐶𝐶𝑀
𝑚𝑚𝑚𝑚𝑚  – модифікований стегодетектор, налаштований з використанням 
мультифрактального флуктуаційного аналізу цифрових зображень; 
𝑆𝐷𝑆𝑃𝑀𝑀 – стегодетектор, налаштований з використанням статистичної моделі 
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SPAM цифрових зображень; 
𝑆𝐷𝑃𝑉𝑀  – стегодетектор, налаштований з використанням варіограмного 
аналізу цифрових зображень; 
𝑆𝐷𝑃𝑉𝑀
𝑚𝑚𝑚𝑚𝑚 – модифікований стегодетектор, налаштований з використанням 
варіограмного аналізу цифрових зображень; 
𝛿𝐶(∙) – функція Дірака (дельта функція); 
𝛿𝐾(∙) – символ Кронекера; 
𝜏(𝑞)  – масштабуючий показник Реньї; 
∆𝐶  – ступінь заповнення зображення-контейнеру стегоданими; 
∆𝐺  – крок зміни вагового параметру 𝐺; 
⌊∙⌋ – операція округлення до меншого цілого числа; 
⌈∙⌉ – операція округлення до більшого цілого числа; [∙]𝐼 – нотація (дужка) Айверсона; 
AUC – Area under ROC-curve (площа під ROC-кривою); 
CC-PEV – Cartesian Calibration (model of Tomas) Pevny (статистична модель 
Томаса Певні з використанням декартового калібрування 
стеганограм); 
DBCM – Differential Box-Counting Method (диференційний метод підрахунку 
блоків розбиття напівтонового зображення); 
IDBCM – Improved Differential Box-Counting Method (вдосконалений 
диференційний метод підрахунку блоків розбиття напівтовного 
зображення); 
INs – Informedness (ступінь впливу використаного простору ознак на на 
ефективність стегодетектору); 
IQF – Image Quality Factor (показник якості зображення, графічний 
формат JPEG); 
LSB – Least Significant Bits (найменш значущі біти); 
MCC – Matthews Correlation Coefficient (коефіцієнт кореляції Метьюса); 




MSE – Mean Square Error (середньоквадратична помилка); 
NCC – Normalized Cross-Correlation (нормалізована функція взаємної 
кореляції сигналів); 
OVA – One-Agains-All method (метод налаштування багатокласового 
стегодетектору, що полягає у послідовному налаштуванні базових 
класифікаторів для виявлення окремих класів); 
PoV – Pairs-of-Value analysis; 
PSNR – Peak Signal-to-Noise Ratio (пікове відношення сигнал\завада); 
ROC – Receiver Operating Characteristic (робоча характеристика 
приймача); 
RS – Regular-and-Singular analysis; 
R/S – Rescaled Range analysis; 
SP – Sample-Pairs analysis; 
SPAM – Subtractive Pixel Adjacency Matrix (матриця сумісності різниць 
значень яскравості суміжних пікселів напівтонового зображення); 
SSIM – Structure Similarity (метрика структурної подібності зображень); 
TPR – True Positive Rate (частка правильно класифікованих стеганограм); 
WTMM – Wavelet Transform Modulus Maxima (аналіз локальних максимумів 
коефіцієнтів вейвлет-перетворення зображення); 
АК – ансамбль класифікаторів; 
АС – активний стегоаналіз; 
БК – базовий класифікатор; 
ВгА – варіограмний аналіз; 
ДДВП – двовимірне дискретне вейвлет-перетворення; 
ДДКП – двовимірне дискретне косинусне перетворення; 
ДМО – демаскуюча ознака (стеганограми); 
ЗК – зображення-контейнер; 
ІКС – інформаційно-комунікаційна система; 
КВ – ковзне вікно; 
КЛР – класифікатор на основі лінійної регресії; 
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ЛДФ – лінійний дискримінант Фішера; 
МД – мультимедійні дані; 
МЛ – марківський ланцюг; 
МНК – метод найменших квадратів; 
МФА – мультифрактальний аналіз; 
МФС – мультифрактальний спектр; 
МФФА – мультифрактальний флуктуаційний аналіз; 
МЯ – метрика якості; 
НЗБ – найменш значущий біт; 
ОДДВП – обернене двовимірне дискретне вейвлет-перетворення; 
ОДДКП – обернене двовимірне дискретне косинусне перетворення; 
ОПЗК – область перетворення зображення-контейнеру; 
ПА – перетворення Арнольда; 
ПС – пасивний стегоаналіз; 
ПХ – показник Херста; 
РХБ – розмірність Хаусдорфа-Безиковича; 
СД – стеганографічний детектор (стегодетектор); 
СМ – стеганографічний метод; 
СМК – статистична модель контейнеру; 
СР – сингулярний розклад; 
ССЗ – стеганографічна система зв’язку 
СУЕХ – спектр узагальнених експонент Херста; 
СУФР – спектр узагальнених фрактальних розмірностей; 
УСД – універсальний стегодетектор; 
УзСД – узагальнений стегодетектор; 





Все більшого розповсюдження набуває практика використання приватни-
ми корпораціями та державами методів несилового впливу на критичну інфра-
структуру конкурента (противника) – об’єкти, пошкодження або знищення яких 
матиме катастрофічні наслідки для життя та здоров’я населення, економічного 
добробуту, функціонування органів державної влади [1-3] – для досягення пере-
ваги у економічній, політичній або військовій сферах. Проведення атак на кри-
тичну інфраструктуру противника потребує використання криптографічних ме-
тодів для створення захищених каналів обміну даними між центрами керуван-
ня, агентами та botnet-мережами інфікованих комп’ютерів. Враховуючи правові 
обмеження в більшості держав на використання криптографічних методів для 
формування приватних каналів обміну даними [4], все більшого поширення на-
бувають стеганографічні системи зв’язку (ССЗ) [5], що засновані на вбудову-
ванні каналів передачі даних в існуючі інформаційні потоки в інформаційно-
комунікаційних системах (ІКС) – соціальних мережах, службах обміну та пере-
дачі мультимедійних даних (МД) тощо. 
Для протидії функціонуванню ССЗ при обробці трафіку, що передається у 
ІКС, використовуються методи пасивного та активного стегоаналізу [4, 6, 7]. 
Забезпечення високої імовірності виявлення прихованих повідомлень (стегано-
грам) потребує застосування обчислювально складних методів пасивного стего-
аналізу, заснованих на використанні статистичних моделей файлів-контейнерів 
[8, 9], що суттєво знижує швидкість обробки даних. Тому актуальною та важли-
вою задачею є пошук нових методів виявлення стеганограм, що дозволять ско-
ротити час обробки трафіку при забезпеченні високої імовірності виявлення 
прихованих повідомлень. 
Актуальність теми. Переважна більшість відомих ССЗ заснована на ви-
користанні мультимедійних даних, зокрема цифрових зображень (ЦЗ), в якості 
файлів-контейнерів [4, 6, 10, 11]. Це пояснюється широким поширенням ЦЗ у 
соціальних мережах, службах зберігання та обміну МД, а також можливістю 
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приховання значних об’ємів стегоданих при забезпеченні високої стійкості (ро-
бастності) отримуваних стеганограм до методів пасивного та активного стего-
аналізу [4].  
Для вбудовування стегоданих в зображення-контейнери (ЗК) були запро-
поновані методи, засновані на внесенні змін у стандартні процедури формуван-
ня зображень, а також прихованні повідомлень в просторовій області (LSB-ме-
тоди) та в області перетворення зображення-контейнеру (ОПЗК) [4, 6, 10-12]. 
Використання методів приховання повідомлень шляхом зміни стандартних про-
цедур обробки ЦЗ, наприклад, квантування значень яскравості пікселів, а також 
алгоритмів вбудовування стегоданих в просторовій області ЗК дозволяє прихо-
вувати значні об’єми даних при забезпеченні високої стійкості (робастності) от-
римуваних стеганограм до відомих методів пасивного стегоаналізу (ПС). Проте 
висока «чутливість» вбудованих стегоданих до будь-яких змін стеганограм при 
обробці, передачі та прийомі в ІКС обмежує практичне застосування даних ме-
тодів. 
В останній час все більшого поширення набувають методи приховання 
повідомлень в ОПЗК – наприклад, двовимірного дискретного косинусного пе-
ретворення (ДДКП) та двовимірного дискретного вейвлет перетворення 
(ДДВП) [4]. Це дозволяє враховувати особливості обробки цифрових зображень 
у поширених графічних форматах, зокрема JPEG та JPEG2000, та, відповідно, 
забезпечувати високу робастність стеганограм до методів пасивного та актив-
ного стегоаналізу. 
Розробка ефективних систем виявлення стеганограм та протидії роботі 
ССЗ спирається на такі напрямки наукових досліджень: інформаційні техноло-
гії та системи (Сергієнко І.В., Андон П.І., Теленик С.Ф., Ланде Д.В., Гроувер Д., 
Фіпсу Дж.), системний аналіз та моделювання інформаційної інфраструктури 
підприємств та організацій (Вінер М., Клір Дж., Згуровський М.З., Новіков 
О.М., Панкратова Н.Д., Томашевський В.М.), теорія управління багаторівне-
вими системами (Лебедев Д.В., Ролик О.І., Беллман Р., Ліберзон М.І.), методи 
криптографічного та стеганографічного аналізу даних (Fridrich J., Memon N., 
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Petitcolas F., Савчук М.М., Олексійчук А.М., Ковальчук Л.В., Скрипник Л.В., 
Аграновський А.В.), математичні методи дослідження складних сигналів (Пав-
лов О.А., Бідюк П.І., Кіріченко Л.О., Кузнецов М.Ю., Скляр Б., Mandelbrot B., 
Koller D., Meyer Y., Mallat S., Cressie N.), теорія штучного інтелекту (Хопфілд 
Д.Д., Голдберг Д., Зайченко Ю.П., Шлезінгер М.І., Гуляницький Л.Ф., Куссуль 
Н.М., Червоненкіс А.Я., Вапнік В.Н.) та інші.  
Пошуком ефективних методів виявлення факту приховання повідомлень 
в мультимедійних даних займаються відомі вітчизняні та закордоні вчені, зок-
рема Грибунін В.Г. [6, 7], Конахович Г.Ф. [10, 13, 14], Задірака В.К. [15], 
Лужецький В.А. [16, 17], Кобозева А.А. [18-20], Кошкіна Н.В. [21-23], Коро-
льов В.Ю. [24, 25], Кузнецов О.О. [26], Avcibas I. [27, 28], Böhme R. [29-31], 
Cox I. [11], Fridrich J. [4, 8], Katzenbeisser S. [12], Ker A. [32], Pevny T. [33, 34], 
Sullivan K. [35]. 
Забезпечення високої точності виявлення стеганограм з даними, вбудова-
ними в ОПЗК, незалежно від виду використаного перетворення ЗК потребує 
розробки стегодетекторів (СД) для кожного типу перетворень ЦЗ, що є нетри-
віальною задачею. У випадку приховання повідомлень у частотній області зоб-
раження-контейнеру з використанням ДДКП або ДДВП були запропоновані 
ефективні методи статистичного стегоаналізу, засновані на використанні ста-
тистичних моделей зображень-контейнерів (СМК). Проте вагомим обмеженням 
практичного застосування зазначених методів є значна кількість параметрів 
СМК – наприклад, моделі J+SRM (35263 параметрів) [9], maxSRM (34671 пара-
метрів) [36]. Це призводить до суттєвого зростання часу обробки цифрових зоб-
ражень та високої складності адаптації СМК для виявлення нових стеганогра-
фічних методів. Для зменшення часу обробки ЦЗ були запропоновані спрощені 
статистичні моделі зображення-контейнеру, зокрема моделі GFR (17000 пара-
метрів) [37] та PSRM (12870 параметрів) [38], проте кількість параметрів зазна-
чених СМК залишається відносно великою. 
Для детектування факту приховання повідомлень в ОПЗК незалежно від 
виду використаного перетворення ЗК були запропоновані універсальні стегоде-
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тектори (УСД), наприклад, стегодетектор Авкібаса [27] та стегодетектор на ос-
нові універсальної статистичної моделі CDF [39]. Використання відомих УСД 
дозволяє з високою точністю виявляти стеганограми з даними, вбудованими в 
просторовій та частотній області ЗК.  
Поява новітніх багатоетапних та комплексних стеганографічних методів, 
заснованих на використанні спеціальних перетворень зображення-контейнеру, 
наприклад, сингулярного розкладу (СР) матриць яскравості пікселів ЗК, та по-
передньої обробки стегоданих, зокрема з використанням перетворення Арно-
льда, суттєво ускладнює виявлення стеганограм з використанням як статистич-
них моделей ЦЗ, так і універсальних стегодетекторів. Тому важливою та актуа-
льною задачею є забезпечення надійного виявлення стеганограм незалежно від 
області вбудовування стегоданих у зображення-контейнер. 
Зв’язок роботи з науковими програмами, планами, темами. Дисерта-
ційну роботу виконано на кафедрі фізико-технічних засобів захисту інформації 
НТУУ «КПІ» у рамках наступних держбюджетних науково-дослідних робіт, в 
яких автор був виконавцем: 
1. НДР «Кета». «Дослідження та застосування методів криптографічного 
аналізу важкозворотних перетворень у сучасних криптографічних сис-
темах захисту інформації з урахуванням додаткових даних» (держ. 
реєстр. № 0114U004643, 2014-2015 рр.) – на основі запропонованих 
методів структурного стегоаналізу цифрових даних розроблено алго-
ритм локалізації місця додавання відкритого тексту до псевдовипадко-
вої бітової послідовності у симетричних потокових криптосистемах; 
2. «Комплекс синергетичної фізіотерапії з регулюванням параметрів за 
даними діагностики та моніторингу функціонального стану людини» 
(держ. реєстр. № 0114U00557, 2014-2015 рр.) – проведено порівняль-
ний аналіз стійкості сучасних методів приховання конфіденційних да-
них пацієнтів в області перетворення зображення-контейнеру (резуль-




Мета і завдання дослідження. Метою роботи є забезпечення високої 
вірогідності виявлення стеганограм незалежно від області вбудовування стего-
даних у зображення-контейнер. 
Для досягнення поставленої мети необхідно вирішити такі завдання: 
1. Виконати аналітичний огляд існуючих моделей, методів та засобів фор-
мування і виявлення стеганограм з даними, вбудованими у ЦЗ; 
2. Удосконалити відомі методи пасивного стегоаналізу ЦЗ для виявлення 
стеганограм з даними, вбудованими у різних областях перетворення зображен-
ня-контейнеру (ОПЗК);  
3. Запропонувати багаторівневу модель представлення ЦЗ, розробити мето-
ди вибору та визначення характеристик моделі для застосування у задачах ПС; 
4. Модифікувати відомі методи структурного аналізу цифрових сигналів 
для створення швидких алгоритмів оцінювання параметрів запропонованої мо-
делі ЦЗ; 
5. Розробити комплексний метод виявлення стеганограм незалежно від 
області приховання повідомлень з використанням запропонованої моделі та мо-
дифікованих методів структурного аналізу ЦЗ; 
6. На основі розроблених моделей і методів створити методику прове-
дення пасивного стегоаналізу ЦЗ та комплекс прикладних програм для підтрим-
ки її реалізації, виконати експериментальні дослідження точності виявлення 
стеганограм з використанням запропонованого комплексу. 
Об’єктом дослідження є процес виявлення стеганограм при обробці, збе-
ріганні та передачі цифрових зображень в інформаційно-комунікаційних сис-
темах. 
Предметом дослідження є методи, моделі та засоби пасивного стегоана-
лізу цифрових зображень, що оброблюються, зберігаються та передаються в 
ІКС. 
Методи дослідження. Для досягнення мети та вирішення завдань дисер-
таційного дослідження в роботі використано такі методи: 
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1. Методи спектрального аналізу – для формування стеганограм згідно 
одноетапних, багатоетапних та комплексних методів; 
2. Методи мультифрактального аналізу – для дослідження змін фракталь-
них характеристик зображень-контейнерів, обумовлених прихованням 
повідомлень в ОПЗК; 
3. Методи ієрархічного статистичного моделювання – для аналізу коре-
ляційних характеристик матриць яскравості пікселів стеганограм; 
4. Методи теорії розпізнавання образів – використовувалися для налаш-
тування та оцінки ефективності стегодетекторів; 
5. Методи об’єктно-орієнтованого програмування та комп’ютерного мо-
делювання – для програмної реалізації алгоритмів і модулів комплексу 
для проведення пасивного стегоаналізу ЦЗ та експериментального до-
слідження імовірності виявлення стеганограм при застосуванні струк-
турних, статистичних та універсальних стегодетекторів 
Дослідження точності виявлення стеганограм з даними, вбудованими в 
ОПЗК, при застосуванні відомих та розроблених методів пасивного стегоаналі-
зу цифрових зображень проводилося із застосуванням програмного комплексу, 
розробленого з використанням середовища розробки Continuum® Anaconda. 
Наукова новизна одержаних результатів.  
1. Вперше розроблено комплексний метод виявлення стеганограм з дани-
ми, вбудованими в ОПЗК, на основі багаторівневої моделі цифрових зображень 
та інтегрального застосування модифікованих методів структурного аналізу ЦЗ, 
який відрізняється використанням як традиційних статистичних, так і кореля-
ційних та фрактальних характеристик зображень і їх компонентів, що дозволяє 
зменшити вимірність простору демаскуючих ознак стегодетектору (СД) та, від-
повідно, скоротити тривалість оброблення ЦЗ при збереженні фіксованої точ-
ності виявлення стеганограм. 
2. Вперше запропоновано багаторівневу модель представлення цифрових 
зображень, яка відрізняється від поширених моделей ЗК, що використовуються 
при проведенні ПС, врахуванням не тільки власних шумів, а й контурів та текс-
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тур об’єктів на зображенні-контейнері. Це дає можливість представити процес 
формування стеганограм як внесення спотворень в декілька компонент ЗК та, 
відповідно, використовувати відомі методи структурного аналізу цифрових 
зображень для виявлення факту приховування повідомлень, визначення особли-
востей використаного стеганографічного методу (кількості етапів обробки ЗК, 
типу перетворень зображення-контейнеру та стегоданих), а також оцінювання 
ступеня заповнення ЗК стегоданими та енергії прихованих повідомлень. 
3. Удосконалено універсальний стегодетектор (УСД) Авкібаса шляхом 
комплексної обробки досліджуваних зображень з використанням гаусової, 
медіанної та вінеровської фільтрації, що дало можливість підсилити зміни ха-
рактеристик ЗК, обумовлені використанням спеціальних перетворень ЗК для 
вбудовування стегоданих, та підвищити точність виявлення стеганограм з дани-
ми, вбудованими в ОПЗК. 
4. Дістали подальшого розвитку варіограмний, флуктуаційний та мульти-
фрактальний методи структурного аналізу ЦЗ за рахунок раціонального поєд-
нання порядкового та поколонного розподілів кореляційних та фрактальних 
характеристик зображень, що дозволило виявити слабкі зміни параметрів 
зображення-контейнеру, обумовлені приховуванням повідомлень в ОПЗК. 
Практичне значення отриманих результатів.  
1. Встановлено межі практичного застосування відомих методів пасивно-
го стегоаналізу ЦЗ при вбудовуванні стегоданих в ОПЗК. Показано, що точ-
ність детектування стеганограм при використанні методів статистичного та уні-
версального стегоаналізу суттєво залежить від використаного каналу кольору 
досліджуваного зображення та виду прихованого повідомлення. 
2. Показано, що характер змін статистичних, кореляційних та фракталь-
них параметрів багаторівневої моделі ЗК, обумовлених вбудовуванням стегода-
них в ОПЗК, суттєво залежить від кількості етапів обробки та типу використа-
них перетворень ЗК та стегоданих, ступеня заповнення ЗК стегоданими ∆𝐶 та 
енергії прихованих повідомлень. Врахування зазначених залежностей при 
налаштуванні СД дозволяє підвищити точність виявлення стеганограм у най-
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більш складних випадках ПС – слабкого заповнення ЗК стегоданими та малої 
енергії прихованих повідомлень. 
3. Розроблено методику пасивного стегоаналізу ЦЗ, що заснована на 
інтегральному використанні розробленого методу та відомих алгоритмів стати-
стичного і універсального стегоаналізу ЦЗ. Показано, що проведення ПС згідно 
запропонованої методики дає можливість з високою точністю (більше 0.95) ви-
являти широкий клас стеганографічних методів незалежно від області прихо-
вання повідомлень, ступеня заповнення ЗК стегоданими та енергії вбудованих 
даних. 
4. Створено комплекс прикладних програм для підтримки реалізації за-
пропонованої методики пасивного стегоаналізу ЦЗ, який дозволяє автоматизу-
вати процес виявлення стеганограм, оцінювання їх параметрів (ступеня запов-
нення ЗК стегоданими, енергії прихованих повідомлень), визначення особливо-
стей використаного СМ (кількості етапів обробки і типу перетворень ЗК та сте-
годаних), а також вибору ефективних методів деструкції прихованих повідом-
лень. Комплекс розроблений під вимоги вітчизняних систем моніторингу і уп-
равління ресурсами ІКС, але може бути використаний як окремий програмний 
продукт. 
5. Результати дисертаційної роботи використано в Інституті кібернетики 
ім. В.М. Глушкова НАН України при виконанні науково-дослідних робіт щодо 
створення нових методів захисту інформації в телекомунікаційних та комп’ю-
терних системах. Запропоновані модифікації варіограмного, флуктуаційного та 
мультифрактального аналізу впроваджено у конструкторському бюро «Шторм» 
НТУУ «КПІ», що дозволило на 20% скоротити тривалість оцінювання статис-
тичних, кореляційних та фрактальних характеристик цифрових сигналів і зоб-
ражень. Розроблені методи визначення характеристик цифрових сигналів впро-
ваджено у навчальний процес кафедри фізико-технічних засобів захисту інфор-
мації НТУУ «КПІ». 
Особистий внесок здобувача. Усі результати, що виносяться до захисту, 
отримані автором особисто. У наукових працях опублікованих у співавторстві, 
20 
 
що висвітлюють питання дисертаційного дослідження, здобувачу належить ав-
торство на: 
1. Оригінальні результати порівняльного аналізу сучасних методів стега-
нографії та стегоаналізу цифрових зображень, отримані з використанням: 
a) Методики вбудовування стегоданих у просторовій області зобра-
ження-контейнеру, що дозволяє в широких межах варіювати зна-
чення параметрів методу приховання повідомлень [40]; 
b) Методів виявлення стеганограм з даними, вбудованими в ОПЗК з 
використанням пакету тестів NIST [41-43]; 
c) Методів виявлення та деструкції прихованих повідомлень при стис-
нені стеганограм [44-46]; 
d) Методів визначення ступеня деструкції стеганограм та оцінювання 
ефективності методів активного стегоаналізу ЦЗ [47-53]. 
e) Модифікації УСД Авкібаса для виявлення стеганограм з даними, 
вбудованими в різних областях перетворення ЗК [54-56]; 
2. Оригінальні результати дослідження ефективності використання мето-
дів структурного аналізу [57-59], аналізу спектру сингулярностей (метод SSA) 
[60] та моделей просторової кореляції [61] ЦЗ у задачах ПС; 
3. Математичне та методологічне забезпечення для оцінки кореляційних 
та фрактальних характеристик ЦЗ та їх окремих компонент з використанням 
варіограмного [62, 63], флуктуаційного [64, 65] та мультифрактального [58, 66, 
67] аналізу; 
4. Програмний комплекс, на основі якого проведено порівняльний аналіз 
імовірності виявлення стеганограм з даними, вбудованими в ОПЗК, при вико-
ристанні відомих та запропонованих СД [68-75]. 
Апробація результатів дисертації. Основні положення дисертації розг-
лядалися і обговорювалися на засіданнях кафедри фізико-технічних засобів за-
хисту інформацій Фізико-технічного інституту НТУУ «КПІ», семінару «Проб-
леми сучасної криптології», що проводиться під егідою НАН України, а також 
13 Міжнародних та 5 Всеукраїнських науково-практичних конференціях: II, III 
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та IV Міжнародна науково-технічна конференція «Захист інформації і безпека 
інформаційних систем» (Львів, Україна, 2013-2015 рр.); III, IV та V International 
Scientific Conference of Students and Young Scientist “Theoretical and applied 
aspects of cybernetics” (Київ, Україна, 2013-2015 рр.); Міжнародна науково-тех-
нічна конференція «Радіотехнічні поля, сигнали, апарати та системи» (Київ, 
Україна, 2014-2015 рр.); XVI та XVII Міжнародна науково-технічна конферен-
ція «System analysis and information technologies» (Київ, Україна, 2014-2015 рр.); 
VII Міжнародна науково-практична конференція «Сучасні проблеми і досяг-
нення в галузі радіотехніки, телекомунікацій та інформаційних технологій» (За-
поріжжя, Україна, 2014 р.); V Міжнародна науково-технічна конференція 
ITSEC-2015, (Київ, Україна, 2015 р.); II Міжнародна науково-практична конфе-
ренція «Інформаційні технології та взаємодії»  (Київ, Україна, 2015 р.); XI, XII 
та XIII  Всеукраїнська науково-практична конференція «Теоретичні і прикладі 
проблеми фізики, математики та інформатики» (Київ, Україна, 2013-2015 рр.); 
Всеукраїнська науково-практична конференція «Актуальні проблеми управ-
ління інформаційною безпекою держави», (Київ, Україна, 2015 р.); Всеукраїн-
ська науково-технічна конференція «Інформаційна безпека України», (Київ, 
Україна, 2015 р.). 
Публікації. За результатами дисертаційного дослідження опубліковано 
39 наукових праць, в тому числі: шість статей у фахових виданнях (з них чоти-
ри у міжнародних наукових журналах, що індексуються в наукометричних 
базах даних DOAJ, DOI, Google Scholar, Index Copernicus, ROAD), 33 публікації 
у збірниках матеріалів Міжнародних (16 матеріалів) та Всеукраїнських (17 ма-
теріалів) науково-практичних конференцій. 
Структура дисертації. Дисертаційна робота складається зі вступу, чоти-
рьох розділів, висновків, списку використаних джерел зі 211 найменувань (82 
робіт вітчизняних та 129 робіт закордонних вчених) та семи додатків. Загаль-
ний обсяг роботи становить 293 сторінок з яких 129 сторінок основного тексту, 
24 сторінок переліку використаної літератури та 59 сторінок додатків. В роботі 




1. ОГЛЯД СУЧАСНИХ МЕТОДІВ ПАСИВНОГО СТЕГОАНАЛІЗУ 
ЦИФРОВИХ ЗОБРАЖЕНЬ 
Стеганографія (грец. steganos (στεγανός) «прихований» та graphein 
(γράφειν) «пишу») – наука, що вивчає способи та методи приховання конфіден-
ційних даних [10]. Сучасна стеганографія пройшла довгий шлях розвитку від 
невидимих чорнил [76] та татуювання повідомлень на голові рабів у Давній 
Греції [12, 77], лінгвістичних методів в часи Середньовіччя та епохи Відрод-
ження [12, 78-80], мікроточок та семаграм в XIX-XX століттях [4, 12] до су-
часних систем вбудовування повідомлень (стегоданих) у цифрові файли. Сього-
дні стеганографія широко застосовується в різних областях науки та техніки, 
зокрема для: 
1. Введення водяних знаків у цифрові файли, наприклад МД, з метою 
протидії їх несанкціонованому копіюванню та розповсюдженню [6, 7, 
10, 11, 26]; 
2. Вбудовування в телевізійні та радіопрограми додаткової інформації, 
наприклад, посилання на web-ресурси, програми лояльності [81-84]; 
3. Прихованої анотації документів в медичних закладах, наприклад, згід-
но стандарту DICOM [85-87], та маркування ДНК-послідовностей у 
генетиці [12]; 
4. Захисту приватних каналів зв’язку між дисидентами [4, 11]. 
Крім зазначених прикладів, сучасні методи цифрової стеганографії вико-
ристовуються зловмисниками і терористами для формування прихованих кана-
лів передачі конфіденційних даних [88], розповсюдження дитячої порнографії 
[4, 11, 89, 90], а також несанкціонованої передачі промислових [88] та військо-





За способом формування каналів передачі даних існуючі ССЗ можуть 
бути розділеними на дві групи: 
1. З використанням особливостей обробки даних в ІКС та вразливостей 
операційних систем комп’ютерів [92] – зокрема, службових полів (ат-
рибутів) IP-датаграм [76], прихованих файлових систем [79] тощо; 
2. Шляхом вбудовування повідомлень (стегоданих) у файли-контейнери, 
що циркулюють в ІКС [88] – наприклад, текстові повідомлення, циф-
рові зображення, аудіо та відеодані, які передаються у соціальних ме-
режах, сервісах обміну МД. 
Стеганографічні системи зв’язку з першої групи, найбільш часто, викори-
стовуються зловмисниками для обміну повідомленнями при проведенні атак на 
інформаційні ресурси підприємств та організацій. Проте практичне застосу-
вання зазначених ССЗ має суттєві обмеження, оскільки зміни параметрів (атри-
бутів) файлів-контейнерів з високою імовірністю виявляються сучасними сис-
темами моніторингу та управління ресурсами мережі.  
За результатами досліджень відомих IT-компаній, зокрема Cisco [88, 92] 
та Facebook [93], встановлено, що найбільшого розповсюдження набули стега-
нографічні системи, що належать до другої групи. Це обумовлено високою 
стійкістю зазначених ССЗ до відомих методів пасивного стегоаналізу, що дося-
гається за рахунок мінімізації спотворень параметрів файлу-контейнеру [4] або 
вбудовування стегоданих у декілька файлів-контейнерів (пакетна стеганогра-
фія, batch steganography) [94, 95]. Для виявлення стеганографічних систем, які 
належать до другої групи, застосовуються методи ПС, що засновані на викорис-
танні обчислювально складних алгоритмів. 
Постійна модернізація існуючих ССЗ та поява нових підходів до вбудову-
вання стегоданих у мультимедійні файли-контейнери призводить до суттєвого 
зниження ефективності протидії несанкціонованій передачі даних стандартни-
ми методами контролю електроного документообігу в ІКС приватних корпора-
цій та державних установ [88]. Внаслідок цього актуальною та важливою зада-
чею є пошук нових методів виявлення стеганограм та внесення незворотних 
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спотворень (деструкції) у приховані повідомлення для забезпечення інформаці-
йної безпеки як державних підприємств, так і приватних корпорацій. 
Розробка ефективних методів виявлення стеганограм потребує апріорних 
даних щодо найбільш імовірних типів файлів-контейнерів, які можуть бути ви-
користаними для вбудовування стегоданих. Для визначення зазначених типів 
файлів-контейнерів розглянемо розподіли цифрових даних, які циркулюють в 
соціальних мережах, за величиною трафіку та стеганографічних програм за 
типом використовуваних файлів-контейнерів, наведені на рис. 1.1. 
 
 
Рисунок 1.1 – Розподіл типів файлів, що циркулюють в соціальних мережах, за 
величиною трафіку (за даними [93]) (а); розподіл стеганографічних програм за 
видом використовуваних файлів-контейнерів (за даними [4]) (б). 
Незважаючи на суттєвий об’єм текстових даних (посилання на електронні 
джерела та статуси користувачів), що передаються в ІКС  – близко 16% від за-
гального трафіку (рис. 1.1а) – зазначені файли використовуються лише у від-
носно малій частці (близько 8%) відомих стеганографічних програм (рис. 1.1б). 
Це пояснюється високою складністю методів лінгвістичної стеганографії [96, 
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97], обумовленою необхідністю використання складних систем комп’ютерної 
лінгвістики для створення стеганограм, синтаксично, семантично та стиліс-
тично подібних до текстів, підготовлених людиною. 
За результатами дослідження [4], встановлено, що переважна більшість 
відомих стеганографічних програм заснована на застосуванні в якості файлів-
контейнерів мультимедійних даних (рис.1.1б). Це пояснюється [4, 10]: 
1. Надлишковістю цифрового представлення МД, що дає можливість 
приховувати значні об’єми стегоданих або підвищувати стійкість 
(робастність) отримуваних стеганограм до відомих методів ПС; 
2. Наявністю у більшості МД областей, що мають шумоподібну струк-
туру, наприклад, зображення хмар, трави, піску. Застосування зазна-
чених областей дозволяє маскувати факт приховання повідомлень при 
формуванні стеганограм; 
3. Необхідністю використання обчислювально складних методів статис-
тичного моделювання МД для виявлення стеганограм. 
Найбільш розповсюдженим типом мультимедійних даних, які використо-
вуються у ССЗ в якості файлів-контейнерів, є цифрові зображення (рис.1.1б). 
Це обумовлено тим, що статистична модель цифрових зображень займає «про-
міжне» положення між відносно простою статистичною моделлю аудіофайлів 
та багатовимірною моделлю відеофайлів [4]. Внаслідок цього використання 
цифрових зображень в якості файлів-контейнерів у ССЗ дозволяє досягти комп-
ромісу між об’ємом приховуваних повідомлень та робастністю отримуваних 
стеганограм до методів пасивного стегоаналізу. 
В залежності від способу вбудовування стегоданих у зображення-контей-
нер відомі методи формування стеганограм можуть бути розділеними на три 
групи: методи приховання повідомлень шляхом модифікації стандартних етапів 
обробки ЗК, методи, засновані на прихованні повідомлень в просторовій об-
ласті ЗК та в області перетворення контейнеру. Найбільш відомим прикладом 
методів вбудовування стегоданих в ОПЗК є алгоритми приховання повідомлень 
в частотній області зображень-контейнерів, зокрема з використанням двовимір-
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ного дискретного косинусного перетворення [4] та двовимірного дискретного 
вейвлет перетворення [98]. Для кожної групи методів формування стеганограм 
можливо виділити кластери демаскуючих ознак – характеристики зображень-
контейнерів, що найбільше змінюються при вбудовуванні стегоданих. Викорис-
тання даних кластерів дозволить розробити ефективні методи виявлення прихо-
ваних повідомлень. 
1.1 Методи виявлення стеганограм, сформованих шляхом внесення 
змін у стандартні процедури формування цифрових зображень 
У перших відомих алгоритмах приховання повідомлень у ЦЗ формування 
стеганограм проводилося шляхом заміщення службових атрибутів зображень-
контейнерів на стегодані [4, 99]. Для виявлення стеганограм проводиться аналіз 
ЦЗ з використанням бази даних відомих демаскуючих ознак (сигнатур) стегано-
графічних методів [100, 101].  
Для підвищення стійкості (робастності) стеганограм до ПС були запропо-
новані модифіковані методи обробки цифрових зображень, засновані, зокрема, 
на квантуванні яскравості пікселів ЗК – наприклад, методи стохастичної моду-
ляції, модуляції індексу квантування, використання дизеризованих квантува-
телів [4, 102]. Виявлення стеганограм, сформованих згідно зазначених стегано-
графічних методів (СМ), проводиться з використанням ефективних методів ПС, 
заснованих на аналізі гістограм [103, 104] та характеристичних функцій гісто-
грам [105] розподілу значень яскравості пікселів ЦЗ, кореляції значень яскра-
вості суміжних пікселів ЦЗ на основі теорії марківських процесів [35].  
Поява значної кількості ефективних методів виявлення стегоданих, вбу-
дованих шляхом модифікації стандартних етапів обробки зображень-контей-
нерів [4], суттєво обмежила практичне застосування таких стеганографічних 
методів. Для підвищення робастності стеганограм було запропоновано прихо-
вувати повідомлення безпосередньо в просторовій області зображень-кон-
тейнерів [4, 6] шляхом модифікації найменш значущих біт (НЗБ) значень яскра-
вості пікселів ЦЗ (Least Significant Bits (LSB) методи).  
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1.2 Методи виявлення повідомлень, прихованих у просторовій 
області зображення-контейнеру 
Перші методи приховання повідомлень в просторовій області ЗК були 
засновані на заміні значень НЗБ яскравості пікселів зображення-контейнеру 
𝑰𝑥,𝑦, розмірами 𝑀 × 𝑁 пікселів, на біти стегоданих [4]:  
𝑺𝑥𝑖,𝑦𝑖[𝑛] = 𝑑𝑚 , 𝑖 ∈ [1;𝐿𝑀],𝑛 ∈ [1;𝐶𝐼], (1.1) 
𝑺𝑥𝑖,𝑦𝑖 = � 𝑺𝑥𝑖,𝑦𝑖[𝑘] × 2𝐶𝐼−𝑘𝐶𝐼
𝑘=1
,  
де 𝑑𝑚 − 𝑖 −тий біт приховуваного повідомлення 𝐷 довжиною 𝐿𝐶 (біт); 
𝐶𝐼 − розрядність бітового представлення яскравості пікселів ЗК; 𝑺𝑥𝑖,𝑦𝑖[𝑛] − зна-
чення 𝑛 −го біту двійкового представлення яскравості 𝑖 −го пікселю ЗК, вико-
ристаного при вбудовуванні стегоданих; 𝑺𝑥𝑖,𝑦𝑖 − десяткове представлення яск-
равості 𝑖 −го пікселя сформованої стеганограми.  
Вестфельдом (Westfeld) та Пфіцманом (Pfitzman) був запропонований 
перший ефективний метод виявлення факту використання LSB-методів – Pairs-
of-Value (PoV) аналіз [101, 102]. Метод заснований на аналізі виду гістограм 
розподілу значень яскравості пікселів зображень, що містили стегодані. Сут-
тєвим обмеженням практичного застосування PoV-аналізу є те, що виявлення з 
високою імовірністю стеганограм можливо лише у випадку сильного заповнен-
ня ЗК стегоданими (більше 50%). Для підвищення імовірності виявлення стега-
нограм у випадку слабкого заповнення ЗК стегоданими (менше 10%) було зап-
ропоновано використовувати 𝜒2 −тест [7, 106], RS-аналіз [107] та аналіз зміни 
центру мас характеристичної функції гістограми (histogram characteristic func-
tion center of mass) [105]. 
Для забезпечення високої робастності стеганограм до методів ПС на ос-
нові 𝜒2 −тесту та RS-аналізу був розроблений вдосконалений LSB метод (±1) 
вбудовування стегоданих в цифрові зображення [4]. Відмінністю методу (±1) 
від класичного LSB-методу (1.1) є те, що для приховання повідомлень зміню-
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ють значення яскравості лише тих пікселів зображення-контейнеру, НЗБ яких 
відрізняються від значення вбудованого стегобіту.  
Для зменшення об’єму бітового представлення стегоданих та, відповідно, 
кількості змінених пікселів ЗК при формуванні стеганограм згідно методу (±1) 
були запропоновані матричні LSB-алгоритми, засновані на використанні поши-
рених методів кодування, наприклад, алгоритму Хаффмана, треліс-кодів, LT-
кодів [4, 108]. Подальше зниження демаскуючих ознак стеганограм, сформова-
них згідно матричних LSB-алгоритмів, – мінімізація змін статистичних характе-
ристик ЗК при вбудовуванні окремих стегобіт – було досягнуто за рахунок ви-
користання методів статистичної фізики, наприклад, алгоритму Гіббса форму-
вання псевдовипадкових вибірок [109]. Це дало можливість суттєво збільшити 
робастність отримуваних стеганограм до відомих методів ПС. 
Для підвищення імовірності виявлення стеганограм, сформованих з вико-
ристанням матричних LSB-методів в роботі [110] був запропонований Sample-
Pairs (SP) аналіз послідовностей (кортежів) НЗБ яскравості пікселів ЗК з вико-
ристанням теорії марківських процесів. Проте можливість дослідження лише 
шумових компонентів зображення-контейнеру (НЗБ яскравості пікселів зобра-
жень) обмежує практичне застосування SP-аналізу у випадку використання су-
часних адаптивних LSB-методів, наприклад, алгоритмів HUGO [34, 111], S-
UNIWARD [98]. Для подолання зазначеного обмеження SP-аналізу Томасом 
Певні [112] було запропоновано використовувати статистичну модель SPAM 
(Subtractive Pixel Adjacency Matrix) зображень в просторовій області. Пасивний 
стегоаналіз ЦЗ з використанням моделі SPAM проводиться на основі оцінок ко-
реляції між різницями яскравості суміжних пікселів, що розраховані із застосу-
ванням марківських ланцюгів (МЛ) першого та другого порядку. Для оцінки па-
раметрів МЛ для напівтонового зображення 𝑰𝑥,𝑦, розмірами 𝑀 × 𝑁 пікселів ви-
користовуються матриці суміжності (co-occurrence matrix) різниць значень яск-
равості суміжних пікселів 𝑪∆𝑥,∆𝑦 [113]: 







де [𝑎]𝐼 = �1,𝑎 = 𝑇𝑇𝑇𝑇0,𝑎 = 𝐹𝑎𝐹𝐹𝑇; 
нотація (дужка) Айверсона; (𝑖, 𝑗) ∈ {[1;𝑍𝐼] × [1;𝑍𝐼]} − поточна позиція 
елемента матриці суміжності 𝑪∆𝑥,∆𝑦; ∆𝑥,∆𝑦 − просторовий зсув між пікселями 
ЦЗ; 𝑍𝐼 = (2𝑘 − 1) − діапазон значень яскравості пікселів ЦЗ; 𝑘 (біт) − глибина 
кольору зображення 𝑰𝑥,𝑦. 
Розрахунок матриці 𝑴∆𝑥,∆𝑦 імовірностей переходу між елементами МЛ 
(різниць значень яскравості суміжних пікселів) проводиться шляхом нормаліза-
ції отриманої матриці суміжності 𝑪∆𝑥,∆𝑦: 
𝑴∆𝑥,∆𝑦(𝑖, 𝑗) = 𝑪∆𝑥,∆𝑦(𝑖, 𝑗)
∑ ∑ 𝑪∆𝑥,∆𝑦(𝑖, 𝑗)𝑍𝐼𝑗=1𝑍𝐼𝑚=1 . (1.2) 
Для усередення параметрів моделі SPAM використовуються матриці 
𝑴∆𝑥,∆𝑦 для горизонтального (∆𝑥 ≠ 0,∆𝑦 = 0), вертикального (∆𝑥 = 0,∆𝑦 ≠ 0) 
та діагонального (∆𝑥 ≠ 0,∆𝑦 ≠ 0) напрямків, в яких розраховуються значення  
кореляції різниць яскравості суміжних пікселів. Загальна кількість параметрів 
моделі SPAM є рівною 𝑑𝑆𝑃𝑀𝑀 = 686. Алгоритм визначення параметрів моделі 
SPAM зображення 𝑰𝑥,𝑦 – значень елементів матриці 𝑴∆𝑥,∆𝑦 (1.2) імовірностей 
переходу між елементами МЛ – наведений у додатку Б.1. 
Використання моделі SPAM дало можливість суттєво підвищити точність 
виявлення стеганограм, сформованих згідно сучасних методів приховання пові-
домлень в просторовій області ЗК, та послужило поштовхом до розробки сучас-
них СМК (моделей SRM [8], J+SRM [9], CRM [114]) та алгоритмів UNIWARD 
[98], UED [115], MVN [116] і Synch [117]. Обмеженням практичного застосу-
вання відомих СМК є необхідність аналізу значної кількості тестових зобра-
жень для визначення елементів простору ознак великої розмірності – наприк-
лад, 12753 параметрів для SRM-Q1 моделі [8], 35263 ознак для J+SRM моделі 
[9] – що збільшує тривалість процедури налаштування СД та ускладнює адапта-
цію СМК для виявлення нових стеганографічних методів. 
30 
 
Для підвищення стійкості стеганограм до методів ПС Едвардом Кохом 
(Koch) [118, 119] було запропоновано проводити вбудовування стегоданих в об-
ласті перетворення контейнеру шляхом модифікацї коефіцієнтів  двовимірного 
дискретного косинусного перетворення зображення-контейнеру. Запропонова-
ний у роботі [118] метод заснований на розбитті вихідного ЗК на блоки розмі-
ром 8 × 8 (пікселів), що не перетинаються. До отриманих блоків яскравості 
пікселів зображення-контейнеру застосовується двовимірне дискретне коси-
нусне перетворення, в результаті чого отримуються відповідні блоки Ω коефі-
цієнтів ДДКП. Вбудовування окремих стегобіт 𝑑𝑚 приховуваного повідомлення 
𝐷 довжиною 𝐿𝐶 (біт) проводилося шляхом забезпечення фіксованої різниці 𝑃 
між значеннями коефіцієнтів ДДКП 𝑖 −го блоку Ω𝑚 зображення-контейнеру на 
позиціях (𝑥1,𝑦1) та (𝑥2,𝑦2): 
�
|Ω𝑚(𝑥1, 𝑦1)| − |Ω𝑚(𝑥2,𝑦2)| > 𝑃, 𝑑𝑚 = 1,|Ω𝑚(𝑥1, 𝑦1)| − |Ω𝑚(𝑥2,𝑦2)| < (−𝑃), 𝑑𝑚 = 0,  𝑖 ∈ [1; 𝐿𝐶], 𝑥1, 𝑥2 ∈ [1; 8],𝑦1,𝑦2 ∈ [1; 8]. 
Значення параметру 𝑃 визначає стійкість отримуваних стеганограм до ак-
тивного стегоаналізу, наприклад, стиснення зі втратами. Вибір позицій (𝑥1,𝑦1) 
та (𝑥2,𝑦2) коефіцієнтів ДДКП 𝑖 −го блоку Ω𝑚 зображення-контейнеру про-
водиться на основі вимог щодо стійкості стеганограм до пасивного (використа-
ння ВЧ-піддіапазону) та активного (використання НЧ-піддіапазону) стегоана-
лізу. Згідно рекомендацій [118, 119], для вбудовування стегоданих обираються 
позиції коефіцієнтів ДДКП (𝑥1,𝑦1) та (𝑥2,𝑦2), які відповідають середнім часто-
там, що дозволяє досягти компромісу між робастністю прихованих повідомлень 
до ПС та появою візуальних спотворень ЗК. 
1.3 Методи виявлення стеганограм з даними, вбудованими в області 
перетворення зображення-контейнеру 
 Детектування повідомлень, прихованих у частотній області 1.3.1
цифрових зображень 
Висока робастність стеганограм, сформованих згідно методу Коха [118], 
до методів пасивного стегоаналізу призвела до бурхливого розвитку алгоритмів 
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приховання у частотній області ЗК. Одними з найбільш відомих методів форму-
вання стеганограм із застосуванням ДДКП зображення-контейнеру є алгоритми 
JSteg [102], F5 [120], nsF5 (no-shrinkage F5) [4], OutGuess [121], YASS [122] та 
MB [123].  
Для детектування стеганограм з даними, вбудованими в частотній області 
ЗК були запропоновані методи виявлення характерних змін коефіцієнтів блоч-
ного ДДКП зображення-контейнеру, що призводили до появи візуальних спот-
ворень окремих блоків розбиття стеганограм при проведенні JPEG-стиснення 
(blockiness-ефект) [124], та аналізу гістограм розподілу значень коефіцієнтів 
ДДКП цифрового зображення (гістограмна атака) [4]. Обмеженнями даних ме-
тодів є велика кількість помилок першого роду (хибного віднесення зобра-
ження-контейнеру до класу стеганограм), обумовлена особливостями викорис-
тання JPEG-методу стисненням зображень [33]. 
Для підвищення імовірності виявлення стеганограм, сформованих згідно 
сучасних методів приховання повідомлень в частотній області ЗК з викорис-
танням ДДКП, наприклад, алгоритмів nsF5 (no-shrinkage F5) та YASS, було за-
пропоновано використовувати статистичні моделі зображень-контейнерів у час-
тотній області [4]. Однією з найбільш відомих СМК в спектральній області є 
модель CC-PEV [125]. При проведенні пасивного стегоаналізу ЦЗ на основі мо-
делі CC-PEV проводиться попередня обробка стеганограм для придушення 
спотворень характеристик ЗК, обумовлених послідовним JPEG-стисненням 
зображень з використанням методу калібрування контейнеру [33, 124]. Обробка 
ЦЗ згідно даного методу полягає у декомпресії JPEG-зображення, видаленні 
(кадруванні) перших чотирьох рядків та стовпців отриманого зображення та 
повторного JPEG-стиснення кадрованого ЦЗ з використанням заданої таблиці 
квантування. 
Визначення кореляційних характеристик зображення 𝑰𝑥,𝑦 розмірами 
𝑀 × 𝑁 пікселів проводиться у два етапи [125]. На першому етапі зображення 
𝑰𝑥,𝑦 розбивається на блоки розміром 𝐵 × 𝐵 пікселів, що не перетинаються, після 
чого до кожного блоку застосовується ДДКП [113]. У випадку, якщо розміри 
32 
 
зображення 𝑰𝑥,𝑦 не є кратними до розмірів блоку розбиття (𝑀mod𝐵 ≠ 0, 
𝑁mod𝐵 ≠ 0), зображення доповнюється 𝑀𝑎𝑚𝑚 рядками та 𝑁𝑎𝑚𝑚 стовпцями з 
нульовими елементами ((𝑀 + 𝑀𝑎𝑚𝑚)mod𝐵 = 0, (𝑁 + 𝑁𝑎𝑚𝑚)mod𝐵 = 0). Згідно 
рекомендацій [113, 125, 126], розміри блоків розбиття зображення 𝑰𝑥,𝑦 є рівни-
ми 𝐵 = 8 пікселів. 
На другому етапі проводиться розрахунок параметрів моделі CC-PEV, які 
можуть бути розділеними на дві підгрупи [125]: 
1. Статистичні характеристики коефіцієнтів ДДКП всередині блоків роз-
биття зображення: 
a. Локальні гістограми 𝒉𝑚𝑗 розподілу низькочастотних коефіцієнтів 
ДДКП – розраховуються для значень перших п’яти низькочастот-
них коефіцієнтів ДДКП по всім блокам розбиття ЦЗ; 
b. Матриці 𝑪𝑇𝑠 суміжності значень коефіцієнтів ДДКП, квантованих у 
діапазоні 𝑑 ∈ [−2; 2] з кроком ∆𝑚= 1, в блоках розбиття зобра-
ження 𝑰𝑥,𝑦; 
c. Матриця 𝑴�  імовірності переходу між елементами МЛ (коефіцієн-
тами ДДКП), квантованих у діапазоні 𝑑 ∈ [−4; 4] з кроком ∆𝑚= 1 – 
використовується для оцінки величини кореляції значень коефіцієн-
тів ДДКП всередині блоків розбиття зображення 𝑰𝑥,𝑦 з викорис-
танням МЛ першого порядку; 
2. Статистичні характеристики коефіцієнтів ДДКП між блоками розбиття 
зображення: 
a. Глобальна гістограма 𝑯 розподілу коефіцієнтів ДДКП – розрахо-
вується з використанням коефіцієнтів ДДКП по всім блокам роз-
биття зображення 𝑰𝑥,𝑦; 
b. Глобальні гістограми 𝒈𝑚𝑗𝑚 , 𝑖, 𝑗 ∈ [1; 8] розподілу коефіцієнтів ДДКП, 
квантованих у діапазоні 𝑑 ∈ [−5; 5] з кроком ∆𝑚= 1, на позиціях 
𝑖, 𝑗 ∈ {(1,2), (1,3),(1,4), (2,1), (3,1), (4,1), (2,2), (2,3), (3,2)}; 
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c. Усереднена варіація 𝑉 значень коефіцієнтів ДДКП у суміжних бло-
ках розбиття зображення; 
d. Функціонали 𝐵𝛼𝐷𝐷𝐷 ,𝛼𝐶𝐶𝑇 ∈ {1,2} – використовуються для оцінки ве-
личини blockiness-ефекту при JPEG-стиснені зображення 𝑰𝑥,𝑦. 
Для визначення наведених характеристик ЦЗ використовуються коефі-
цієнти ДДКП досліджуваного зображення, що належать інтервалу [𝜇𝐶𝐶𝑇 −3𝜎𝐶𝐶𝑇2 ;𝜇𝐶𝐶𝑇 + 3𝜎𝐶𝐶𝑇2 ], де 𝜇𝐶𝐶𝑇 ,𝜎𝐶𝐶𝑇2 − відповідно, середнє значення і дисперсія 
значень коефіцієнтів ДДКП. Для досягнення компромісу між точністю визна-
чення параметрів розподілу коефіцієнтів ДДКП досліджуваного зображення та 
обчислювальною складністю алгоритму обробки ЦЗ інтервал значень коефі-
цієнтів ДДКП розділюється на 𝑁ℎ = 11 піддіапазонів [33]. Для підвищення імо-
вірності виявлення стеганограм з даними, вбудованими в частотній області ЗК, 
локальні та глобальні характеристики значень ДДКП розраховуються як для ви-
хідного зображення 𝐹�𝑰𝑥,𝑦�, так і його каліброваної версії – 𝐹�𝑰𝑥,𝑦𝐶 �. Внаслідок 
цього кількість параметрів моделі CC-PEV є рівною 𝑑𝐶𝐶−𝑃𝐸𝑃 = 2 × (𝑁ℎ × 15 +109) = 548 [33]. Алгоритм визначення параметрів моделі CC-PEV зображення 
𝑰𝑥,𝑦 наведений у додатку Б.2. 
Стандартним підходом до виявлення стеганограм з даними, вбудованими 
у частотній області ЗК з використанням ДДКП, є розрахунок значень парамет-
рів статистичної моделі CC-PEV – статистичних характеристик коефіцієнтів 
ДДКП всередині та між блоками розбиття ЦЗ – для випадку JPEG-стиснення 
стеганограм без втрат (IQF = 100) та зі втратами (IQF = 90) [33], де Image 
Quality Factor (IQF) – коефіцієнт масштабування елементів таблиці квантування 
коефіцієнтів ДДКП при проведенні JPEG-стиснення ЦЗ [113, 127]. Це дозволяє 
виявляти характерні зміни статистичних характеристик коефіцієнтів ДДКП зоб-
раження, обумовлені вбудовуванням стегоданих. 
На основі моделі CC-PEV були розроблені сучасні статистичні моделі 
цифрових зображень у частотній області, зокрема, моделі СС-С300 [128], CC-
JRM [9] та J+SRM [9]. 
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Одним з найбільш складних випадків ПС цифрових зображень є вияв-
лення стегоданих, вбудованих в ОПЗК з використанням як спектральних (зок-
рема ДДКП та ДДВП), так і спеціальних (наприклад, сингулярного розкладу) 
перетворень матриць яскравості пікселів зображення-контейнеру. 
 Багатоетапні та комплексні методи приховання повідомлень в 1.3.2
області перетворення зображення-контейнеру 
Одними з найбільш поширених методів приховання повідомлень в ОПЗК 
є одноетапні методи Дея [129], Агарваля [130], багатоетапні методи Джозефа 
[131], Хана [132] та комплексні методи Елайона [133] і Гунджаля [134]. Висока 
робастність стеганограм, сформованих згідно одноетапним методам, до актив-
ного стегоаналізу – фільтрації, стиснення зображень зі втратами – забезпе-
чується шляхом застосуванням до ЗК і стегоданих двовимірного дискретного 
вейвлет перетворення та сингулярного розкладу. Використання декількох ета-
пів обробки ЗК у багатоетапних СМ дозволяє досягти компромісу між робаст-
ністю отримуваних стеганограм до ПС та стійкістю прихованих повідомлень до 
випадкових (вплив шумів каналу зв’язку) або навмисних (застосування методів 
АС) змін стеганограм. Для комплексних методів приховання повідомлень в 
ОПЗК характерна наявність етапу попередньої обробки стегоданих з метою 
наближення їх виду до псевдовипадкового сигналу, що ускладнює проведення 
ПС стеганограм. 
Формування стеганограм згідно одноетапних, багатоетапних та комплекс-
них методів проводиться шляхом вагового додавання коефіцієнтів розкладу 
зображення-контейнеру 𝑊(𝑰) та стегоданих 𝑊(𝑫), представлених у вигляді ЦЗ, 
в обраному базисі перетворення 𝑊(∙) з ваговим коефіцієнтом 𝐺, що залежить 
від енергії приховуваних повідомлень: 
𝑊(𝑺) = 𝑊(𝑰) + 𝐺 × 𝑊(𝑫), (1.3) 
де 𝑊(𝑺) − матриця коефіцієнтів заповненого ЗК. Обробка окремих мат-
риць (каналів кольору) зображення-контейнеру та стегоданих згідно одноетап-
них, багатоетапних та комплексних методів приховання повідомлень в ОПЗК 
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проводиться з використанням стандартних та спеціальних перетворень зобра-
жень – двовимірного дискретного вейвлет [113, 135] та косинусного [113] пере-
творень, а також сингулярного розкладу [136]. 
Для формування стеганограми в просторовій області до отриманих кое-
фіцієнтів 𝑊(𝑺) (1.3) застосовується обернене перетворення – 𝑊−1�𝑊(𝑺)�. Ви-
лучення (екстракція) стегоданих проводиться згідно наступного виразу: 
𝑊(𝑫) = �𝑊(𝑺) −𝑊(𝑰)� 𝐺⁄ .  
Формування стеганограм 𝑺𝑀×𝑁 згідно одноетапного методу Агарваля 
проводиться з використанням сингулярного розкладу матриць яскравості піксе-
лів зображення-контейнеру 𝑰𝑀×𝑁 та стегоданих 𝑫𝑀×𝑁, представлених у вигляді 
напівтонових ЦЗ розміром 𝑀 × 𝑁 пікселів [137, 138]: 
𝑰𝑀×𝑁 = 𝑼𝑀×𝑀(𝑰) × 𝑸𝑀×𝑁(𝑰) × 𝑽𝑁×𝑁𝑇 (𝑰), (1.4) 
𝑫𝑀×𝑁 = 𝑼𝑀×𝑀(𝑫) × 𝑸𝑀×𝑁(𝑫) × 𝑽𝑁×𝑁𝑇 (𝑫), (1.5) 
𝑽𝑁×𝑁(𝑺) = 𝑽𝑁×𝑁(𝑰) + 𝐺 × 𝑽𝑁×𝑁(𝑫),  
де 𝑼𝑀×𝑀(𝑰),𝑽𝑁×𝑁(𝑰) − відповідно, матриці лівих (правих) сингулярних 
векторів матриці 𝑰 × 𝑰𝑇 (𝑰𝑇 × 𝑰); 𝑸𝑀×𝑁(𝑰) = 𝑬𝑀×𝑁 × 𝚲(𝑰) − діагональна мат-
риця сингулярних чисел; 𝑬𝑀×𝑁 −одинична матриця; 𝚲(𝑰) = ��𝜆1,�𝜆2,⋯ ,�𝜆𝐾�, 
𝐾 = min(𝑀,𝑁) − вектор сингулярних чисел. 
Одночасна модифікація матриць лівих 𝑼𝑀×𝑀(𝑰) та правих 𝑽𝑁×𝑁(𝑰) сингу-
лярних векторів – зсув рядків 𝒖𝑚×𝑀(𝑰), 𝑖 ∈ [1;𝑀] та стовпців 𝒗𝑁×𝑗(𝑰), 𝑗 ∈ [1;𝑁] 
на ∆𝑥 позицій – не призводить до змін вихідного виду стеганограм 𝑺𝑀×𝑁 [137, 
138], що не дає можливості однозначно відновити стегодані на приймальній 
стороні ССЗ. Для забезпечення однозначності при виділенні стегоданих в ро-
боті була проведена модернізація алгоритму Агарваля, згідно якої приховання 
повідомлень 𝑫𝑥,𝑦, представлених у вигляді напівтонових ЦЗ розміром 𝑀 ×  𝑁 
пікселів, проводилося з застосуванням вектору сингулярних чисел 𝚲𝑁×1(𝑰), 
впорядкованих у порядку зменшення значень, зображення 𝑰𝑥,𝑦 розмірами 
𝑀 × 𝑁 пікселів: 
𝚲𝑁×1(𝑺) = 𝚲𝑁×1(𝑰) + 𝐺 × 𝚲𝑁×1(𝑫), (1.6) 
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𝚲𝑁×1(𝑫) = 1𝐺 × �𝚲𝑁×1(𝑺) − 𝚲𝑁×1(𝑰)�. (1.7) 
Перевагою запропонованої модифікації методу Агарваля (1.6) є стійкість 
отримуваних стеганограм до афінних перетворень [136, 138] – повороту, масш-
табування (дублювання рядків\стовпців), дзеркального відображення по гори-
зонталі та вертикалі (зміна порядку рядків\стовпців на протилежний), а також 
зменшення спотворень характеристик ЗК, у порівнянні з випадком викорис-
тання спектральних перетворень ЦЗ (дискретних косинусного та вейвлет перет-
ворень), за рахунок приховання повідомлень з використанням найбільших син-
гулярних чисел 𝜆𝑚 , 𝑖 ∈ [1;𝐾] зображення-контейнеру 𝑰𝑥,𝑦, що відповідають ком-
понентам ЦЗ з найбільшою дисперсією (енергією) [130]. 
Для мінімізації спотворень кольорів ЗК при прихованні повідомлень в 
комплексних СМ [133, 134] проводиться зміна системи кольору як зображення-
контейнеру (з RGB на YCbCr або YIQ), так і стегоданих, представлених у виг-
ляді кольорових ЦЗ (з RGB на Grayscale), згідно стандартних формул [113, 134, 
139]. Для вбудовування стегоданих використовуються Y-складова яскравості 
ЗК (метод Елайона) або різницева колірна I-складова (метод Гунджаля) зобра-
ження-контейнеру. 
Обробка стегоданих 𝑫𝑥,𝑦, представлених у вигляді напівтонових ЦЗ роз-
міром 𝑀𝐶 × 𝑁𝐶 (𝑀𝐶 =  𝑁𝐶) пікселів, згідно комплексних методів Елайона та 









� = mod �𝑹2×2−1 × �𝑥𝑚+1𝑦𝑚+1� ,𝑀𝐶� ,𝑹−𝟏 = � 2 −1−1 1 �. (1.9) 
де 𝑥, 𝑦 − відповідно, позиція елемента 𝑫𝑥,𝑦 (номер рядку, стовпця); mod(𝑎, 𝑏) − операція визначення залишку від ділення числа 𝑎 на 𝑏; 𝑖 − номер 
поточної ітерації перетворення Арнольда (ПА). Необхідно зазначити, що період 
ПА – кількість ітерацій (1.8) після яких відновлюється вихідний вид ЦЗ – нелі-
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нійно залежить від розмірів стегоданих 𝑫𝑥,𝑦 [140], що ускладнює оцінку пара-
метрів прихованих повідомлень при проведенні ПС. 
Для оцінки стійкості стеганограм з даними, вбудованими в ОПЗК, до ме-
тодів пасивного стегоаналізу в роботі було проведено дослідження стеганограм, 
сформованих згідно одноетапним, багатоетапним та комплексним методам при 
варіації в широких межах значення вагового параметру 𝐺. Оцінка змін вилуче-
них стегоданих 𝑫𝑥,𝑦𝑂𝑂𝑇 у порівнянні з приховуваним повідомленням 𝑫𝑥,𝑦𝐼𝑁 , предс-
тавлених в вигляді напівтонових ЦЗ, при зміні значення параметру 𝐺 проводи-
лася з використанням нормованої взаємокореляційної функції 𝑩𝑥,𝑦: 
𝑩𝑥,𝑦(𝑫𝐼𝑁 ,𝑫𝑂𝑂𝑇) = 1𝐸𝑛𝐸(𝑫𝐼𝑁) × � � �𝑫𝑥,𝑦𝐼𝑁 × 𝑫(𝑥+𝑚),(𝑦+𝑗)𝑂𝑂𝑇 �𝑁𝐷𝑗=(−𝑁𝐷)𝑀𝐷𝑚=(−𝑀𝐷) , 
де  




енергія вихідних стегоданих; 𝑀𝐶,𝑁𝐶 − розміри стегоданих. 
З міркувань компромісу між робастністю стеганограм до активного 
(𝐺 → 𝐺𝑚𝑎𝑥) і пасивного (𝐺 → 𝐺𝑚𝑚𝑛) стегоаналізів були визначені діапазони змін 
вагового параметру 𝐺. Значення 𝐺 = 𝐺𝑚𝑎𝑥 відповідає появі видимих спотворень 
ЦЗ при формуванні стеганограм, а  𝐺 = 𝐺𝑚𝑚𝑛 – неможливості відновлення ви-
хідного виду стегоданих на приймальній стороні ССЗ (𝑩𝑥,𝑦(𝑫𝐼𝑁 ,𝑫𝑂𝑂𝑇) ≤ 0.1).  
Етапи обробки зображення-контейнеру та стегоданих при формуванні 
стеганограм згідно одноетапних, багатоетапних та комплексних методів наве-




Таблиця 1.1 – Етапи обробки зображення-контейнеру та стегоданих при формуванні стеганограм згідно одноетапних, 
багатоетапних та комплексних методів приховання повідомлень в області перетворення контейнеру 
                             Автор 
Етапи обробки 






RGB → RGB RGB → YCbCr RGB → YIQ 





Перший етап ДДВП СР ДДВП ДДВП ДДВП ДДВП 
Другий етап – – СР ДДКП – ДДКП 




Перший етап ДДВП СР СР СР ПА ПА 
Другий етап – – – – ДДВП – 
Ваговий 
параметр 𝐺 
𝐺𝑚𝑚𝑛 0.02 0.02 0.10 0.50 1.00 5.00 
𝐺𝑚𝑎𝑥 0.08 0.08 2.00 4.00 12.00 14.00 
∆𝐺 0.02 0.02 1.00 1.00 3.00 3.00 
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Пасивний стегоаналіз одноетапних, багатоетапних та комплексних мето-
дів суттєво ускладнений тим, що приховання повідомлень відбувається у різних 
областях перетворення ЗК (табл. 1.1). Виявлення стеганограм, сформованих згі-
дно даних методів, потребує розробки спеціальних складних статистичних мо-
делей ЦЗ в кожній з областей приховання повідомлень, що є нетривіальною за-
дачею [38]. Тому для виявлення стеганограм незалежно від області приховання 
повідомлень найчастіше використовуються методи універсального (сліпого) 
стегоаналізу [4]. 
Один з найбільш відомих методів універсального стегоаналізу був запро-
понований Авкібасом (Avcibas) [27]. Метод Авкібаса заснований на дослі-
дженні відмінностей результатів обробки зображень-контейнерів та стегано-
грам з використанням функції калібрування – низькочастотній фільтрації ЦЗ із 
застосуванням фільтру Гауса (ФГ). 
Виявлення стеганограм з використанням універсального стегодетектору 
Авкібаса проводиться в декілька етапів (рис. 1.2). 
 
Рисунок 1.2 – Структурна схема блоку обробки цифрових зображень з 
використанням універсального стегодетектору Авкібаса. 
На першому етапі проводиться фільтрація заданого зображення 𝑰𝑥,𝑦 роз-
мірами 𝑀 × 𝑁 пікселів з використанням ФГ [27]: 
𝑰𝑥,𝑦𝑚𝑚𝑓𝑠 = � � 𝑰𝑥+𝑢,𝑦+𝐸 × 𝑮𝑢,𝐸𝑏
𝐸=(−𝑏)𝑎𝑢=(−𝑎) ,  
𝑮𝑥,𝑦 = 12𝜋𝜎2 𝑇�−𝑥2+𝑦22𝜎2 �, 𝑥 ∈ [−𝑎;𝑎],𝑦 ∈ [−𝑏; 𝑏],  
𝑎 = (𝑀𝐺 − 1) 2⁄ , 𝑏 = (𝑁𝐺 − 1) 2⁄ , (1.10) 
де 𝑰𝑥,𝑦𝑚𝑚𝑓𝑠 − оброблене зображення; 𝑮𝑥,𝑦 − ядро Гауса розмірами 𝑀𝐺 × 𝑁𝐺 
пікселів; 𝜎2(𝜎 ≠ 0) − рівень дисперсії ФГ. Для зменшення величини граничних  
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ефектів при застосуванні ФГ зображення  𝑰𝑥,𝑦 симетрично доповнюється 2𝑎 
рядками та 2𝑏 стовпцями (1.10). 
На другому етапі роботи УСД Авкібаса, для оцінки ступеня спотворення 
зображення 𝑰𝑥,𝑦 в просторовій та частотній областях, обумовленого викорис-
танням ФГ, розраховуються стандартні метрики якості (МЯ) [27]. 
Отримані значення метрик якості поступають до блоку класифікатору на 
основі лінійної регресії (КЛР) 𝑆𝐷𝑀𝐸𝐴𝑚𝑏𝑎𝑇 (рис. 1.2). Рішення 𝑦𝑰 щодо віднесення 
зображення 𝑰𝑥,𝑦 до класу незаповнених зображень-контейнерів або стеганограм 
приймається згідно наступної формули [27]: 
𝑦𝑰 = argmin
𝑚∈{𝐴𝑚𝐸𝑐𝑐,𝑇𝑠𝑐𝑉𝑚}��𝑦𝑚 −� 𝛽𝑗𝑥𝑗𝐿𝐹𝑗=1 ��, 
де 𝑦𝐴𝑚𝐸𝑐𝑐 ,𝑦𝑇𝑠𝑐𝑉𝑚 − відповідно, порогові значення для віднесення зобра-
ження до класу зображень-контейнерів або стеганограм; 𝑥𝑗 − значення 𝑗 −тої 
метрики якості ЦЗ; 𝜷 = �𝛽1,𝛽2⋯𝛽𝐿𝐹� − вектор вагів КЛР; 𝐿𝐶 − кількість вико-
ристаних МЯ. 
Визначення вектору 𝜷 проводиться на етапі налаштування КЛР шляхом 
мінімізації значення наступної цільової функції на пакеті тестових зображень та 
стеганограм [136]: 





, (1.11)  
де 𝑦𝑚 −рішення КЛР для 𝑖 −го досліджуваного зображення; 𝑥𝑗 − 𝑗 −тий 
регресор (метрика якості ЦЗ); 𝐿𝐶 , 𝐿𝑇𝑠�𝐿𝐶 ≤ 𝐿𝑇𝑠� − відповідно, розмірність прос-
тору ознак та потужність множини тестових ЦЗ; 𝑅𝑆𝑆(𝜷) −сума квадратів відхи-
лень (Residual Sum of Squares, RSS).  
Наразі у літературі відсутні відомості щодо ефективності використання 
методів ПС у випадку формування стеганограм із застосуваням спектральних, 
наприклад, ДДКП або ДДВП, та/або спеціальних, зокрема СР, перетворень ЗК і 
стегоданих. Тому актуальною задачею є проведення ПС стеганограм, сформо-
ваних згідно одноетапних методів Дея та Агарваля, багатоетапних методів 
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Джозефа та Хана, а також комплексних методів Елайона та Гунджаля, з викори-
станням сучасних методів ПС цифрових зображень, зокрема із застосуванням 
статистичних та універсальних стегодетекторів 
1.4 Пасивний стегоаналіз стеганограм з даними, вбудованими в 
області перетворення зображення-контейнеру 
Одними з основних задач при проведенні пасивного стегоаналізу цифро-
вих зображень у випадку приховання повідомлень в ОПЗК є визначення статис-
тичних характеристик ЗК та стеганограм, налаштування статистичних та уні-
версальних стегодетекторів, визначення метрики якості роботи СД та оцінка 
імовірності виявлення стеганограм з використанням стегодетекторів. 
Процедура налаштування статистчиних та універсальних стего-
детекторів 
Зважаючи на значну кількість параметрів статистичних моделей SPAM 
(𝑑𝑆𝑃𝑀𝑀 = 686) та CC-PEV (𝑑𝐶𝐶−𝑃𝐸𝑃 = 548) цифрових зображень, в роботі нала-
штування статистичних СД проводилося з використанням ансамблю класифіка-
торів (АК) згідно методу «випадкових лісів» (англ. Random forest) [141]. Особ-
ливістю АК є використання множини «простих» (базових) класифікаторів (БК) 
для забезпечення високої точності класифікації об’єктів (цифрових зображень) 
у випадку використання простору ознак великої розмірності (𝑑𝑚𝑚𝑚𝑐𝑓 ≫ 100), де 
застосування поширених методів класифікації, зокрема методу опорних векто-
рів (Support Vector Machine, SVM), має суттєві обмеження [136, 142]. Рішення 
щодо віднесення ЦЗ до класу зображень-контейнерів або стеганограм при вико-
ристанні АК приймається за «мажоритарним» принципом – порівняння суми 
рішень окремих (базових) класифікаторів з фіксованим пороговим значенням. 
Для забезпечення високої точності виявлення стеганограм при налашту-
ванні АК проводиться попередня обробка множини демаскуючих ознак та па-
кету тестових зображень [141]: 
1. Псевдовипадкове розбиття вихідної множини ознак СД розмірністю 
𝑑𝑀𝐿𝐿  на декілька підмножин однакової потужності 𝑑𝑇𝑢𝑏 (𝑑𝑇𝑢𝑏 ≪ 𝑑𝑀𝐿𝐿) 
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– для зменшення часу налаштування БК при забезпеченні фіксованої 
імовірності виявлення стеганограм; 
2. Створення 𝐿𝐻 вибірок тестових зображень з повтореннями згідно 
беггінг-методу (англ. bagging) – для забезпечення високої імовірності 
виявлення стеганограм у випадку використання пакету тестових зобра-
жень малої потужності [136, 142].  
В якості базового класифікатору АК був використаний лінійний диск-
римінант Фішера (ЛДФ), що широко застосовується при проведенні ПС циф-
рових зображень [141]. Параметри АК – кількості 𝐿𝐻 базових класифікаторів та 
розмірності 𝑑𝑇𝑢𝑏 простору ознак БК – визначаються згідно алгоритмів, наведе-
них у додатку Г.1.3-Г.1.4. Налаштування АК та ЛДФ проводилося з викорис-
танням алгоритмів, наведених, відповідно, в додатках Г.1.1 та Г.1.2. 
Налаштування УСД Авкібаса – визначення значень елементів вектору 𝜷 – 
виконувалося шляхом мінімізації цільової функції (1.11) згідно алгоритму, на-
веденому у додатку  Г.2. 
Метрики якості роботи стегодетекторів цифрових зображень 
Для інтегральної оцінки ефективності СД в роботі були використані нас-
тупні метрики якості [136, 143, 144]: 
1. Площа під ROC-кривою (Area under ROC curve, AUC): 
𝐴𝐴𝐶 = ∫ 𝑇𝑃𝑅(𝑇) × 𝑃0(𝑇)𝑑𝑇+∞−∞ ,𝐴𝐴𝐶 ∈ [0; 1]; (1.12) 
де 𝑇𝑃𝑅 (True Positive Rate) – визначає кількість вірно класифікованих 
стеганограм; 𝑃0 − імовірність хибного віднесення ЦЗ до іншого класу, 
наприклад, віднесення незаповнених зображень-контейнерів до класу 
стеганограм; 𝑇 − порогове значення, що використовується для відне-
сення зображень до класів незаповнених ЗК або стеганограм; 
2. Ступінь впливу використовуваного простору ознак на точність детек-
тування стеганограм (Informedness, INs): 
𝐼𝑁𝐹 = 𝑇𝑃 × 𝑇𝑁 − 𝐹𝑁 × 𝐹𝑃(𝑇𝑃 + 𝐹𝑁) × (𝐹𝑃 + 𝑇𝑁) , 𝐼𝑁𝐹 ∈ [−1; 1], (1.13) 
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де 𝑇𝑃,𝑇𝑁 − відповідно, кількість правильно класифікованих стегано-
грам та ЗК; 𝐹𝑃,𝐹𝑁 − відповідно, кількість помилок СД першого (хиб-
не спрацювання) та другого (пропуск стеганограми) роду; 
3. Ступінь впливу використовуваного класифікатора на ефективність СД 
(Markedness, MNs): 
𝑀𝑁𝐹 = 𝑇𝑃 × 𝑇𝑁 − 𝐹𝑁 × 𝐹𝑃(𝑇𝑃 + 𝐹𝑃) × (𝑇𝑁 + 𝐹𝑁) ,𝑀𝑁𝐹 ∈ [−1; 1], (1.14) 
4. Коефіцієнт кореляції Метьюса (Matthews Correlation Coefficient, MCC) 
– використовується для оцінки величини кореляції рішень СД та істин-
них міток класів досліджуваних зображень: 
𝑀𝐶𝐶 = 𝑇𝑃 × 𝑇𝑁 − 𝐹𝑃 × 𝐹𝑁
�(𝑇𝑃 + 𝐹𝑃)(𝑇𝑃 + 𝐹𝑁)(𝑇𝑁 + 𝐹𝑃)(𝑇𝑁 + 𝐹𝑁) ,𝑀𝐶𝐶 ∈ [−1; 1]. (1.15) 
Метрика 𝐴𝐴𝐶 (1.12) широко використовується для порівняння ефектив-
ності бінарних класифікаторів [136]. Значення метрики 𝐴𝐴𝐶 = 0 відповідає від-
несенню ЗК до класу стеганограм, а 𝐴𝐴𝐶 = 1 – випадку «ідеального» бінарного 
класифікатора (віднесення ЗК та стеганограм до відповідних класів з заданою 
точністю). Окремим випадком є значення 𝐴𝐴𝐶 = 0,5, що відповідає віднесенню 
зображень до класів ЗК або стеганограм випадковим чином. 
Значення метрик 𝐼𝑁𝐹 = 1 (1.13) та 𝑀𝑁𝐹 = 1 (1.14) відповідають випадку 
найбільш «повного» використання як простору ознак, так і класифікатора для 
виявлення стеганограм. При 𝐼𝑁𝐹 = (−1) або 𝑀𝑁𝐹 = (−1) використання задано-
го простору ознак або типу класифікатора призводить до хибного віднесення 
ЗК до класу стеганограм.  
Віднесення зображень до класів ЗК або стеганограм випадковим чином 
відповідає значенням метрик 𝐼𝑁𝐹 = 0 та 𝑀𝑁𝐹 = 0 – використанні ознак, що 
слабо змінюються при вбудовуванні стегоданих в ЦЗ (метрика INs), та вибору 
«слабкого» класифікатору (метрика MNs), що не дозволяє розділяти класи ЗК 




Вихідні дані при проведені пасивного стегоаналізу цифрових 
зображень 
В роботі була використана вибірка з 𝐿𝐼 = 2500 зображень зі стандартного 
пакету зображень MIRFlickr-25000 [145], що широко використовується для 
оцінки ефективності методів аналізу та класифікації ЦЗ провідними IT-компа-
ніями, зокрема Yahoo [146]. Формування навчального 𝐼𝑇𝑇(|𝐼𝑇𝑇| = 𝐿𝐼 2⁄ ) та конт-
рольного 𝐼𝐸𝐸(|𝐼𝐸𝐸| = 𝐿𝐼 2⁄ ) пакету ЦЗ проводилося згідно стандартної процеду-
ри тестування СД [141] – шляхом псевдовипадкового вибору зображень з 
вибірки, із використанням програмного генератору випадкових чисел, на основі 
алгоритму Мерсена (Mersenne twister). У випадку вибору однакових ЦЗ при 
формуванні навчального або тестового пакетів проводилася зміна вихідних па-
раметрів генератору Мерсена та повторна генерація послідовності псевдови-
падкових чисел. Для отримання усереднених значень точності детектування 
стеганограм, розбиття вихідного тестового пакету на навчальну 𝐼𝑇𝑇 і контроль-
ну 𝐼𝐸𝐸 вибірки повторювалися десять разів [141]. 
Стандартною практикою при проведенні ПС цифрових зображень є масш-
табування тестових ЦЗ до однакового розміру, що забезпечує рівну кількість 
даних (значень яскравості пікселів зображення) для оцінки статистичних пара-
метрів зображень [147]. Тому при формуванні навчального та контрольного па-
кетів ЦЗ було проведено масштабування ЦЗ до однакового розміру 512 × 512 
пікселів, що широко використовується при оцінці ефективності СД [8, 111]. 
Масштабування ЦЗ проводилося з використанням стандартного методу – бі-
кубічної інтерполяції [113]. 
В якості приховуваних повідомлень були використані повнокольорові ЦЗ 
з різним ступенем деталізації (рис. 1.3) – креслення (а), карта (б) та портрет (в). 
Параметри тестових ЦЗ та стегоданих наведені в табл. 1.2. 
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а)  б)  в)  
Рисунок 1.3 – Приклади стегоданих типу: (а) – креслення; (б) – карта;  
(в) – портрет. 
 





Креслення Карта Портрет 
Роздільна здатність, пікселів 512 × 512 567 × 463 800 × 800 565 × 850 
Система кольору RGB RGB RGB RGB 




BMP BMP BMP 
 
Для оцінки ефективності СД при варіації об’єму стегоданих, вбудованих 
у зображення-контейнер, в роботі проводилася зміна ступеня заповнення зобра-
ження-контейнеру стегоданими ∆𝐶: 
∆𝐶= �𝐿𝐴ℎ𝑎𝑛𝑉𝑐𝑚 𝐿𝑎𝑓𝑓⁄ � × 100%.  
де 𝐿𝐴ℎ𝑎𝑛𝑉𝑐𝑚 , 𝐿𝑎𝑓𝑓 − відповідно, частка змінених та загальна кількість кое-
фіцієнтів розкладу зображення-контейнеру в заданому базисі. 
Ступінь заповнення ∆𝐶 зображення-контейнеру стегоданими змінювалася 
від 5% до 25%, з кроком 5%, та від 25% до 95%, з кроком 10%. Вибір меншого 
кроку зміни ∆𝐶 в діапазоні від 5% до 25%  обумовлений тим, що зазначений діа-
пазон відповідає випадку слабкого заповнення ЗК стегоданими, який представ-
ляє особливий інтерес при проведенні ПС [8, 148]. 
Формування стеганограм з даними, вбудованими  ОПЗК згідно одноетап-
них методів Дея та Агарваля, багатоетапних методів Джозефа та Хана, а також 
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комплексних методів Елайона та Гунджаля, проводилося за алгоритмами, наве-
деними у додатку А. Згідно рекомендацій [129, 131-134], в якості базисних 
функцій ДДВП у методах Дея, Джозефа, Хана, Елайона  та Гунджаля  були ви-
користані вейвлет Хаара та відповідна йому скейлінг-функція. Значення ваго-
вого параметру 𝐺 при формуванні стеганограм згідно кожного методу прихо-
вання повідомлень змінювалися в діапазоні від 𝐺𝑚𝑚𝑛 до 𝐺𝑚𝑎𝑥 з кроком ∆𝐺 (табл. 
1.1). Кількість ітерацій ПА для комплексних методів Елайона [133] та Гунджаля 
[134] була обрана рівною 𝑁𝑀 = 23, що не є дільником розмірів стегоданих 
(табл. 1.2) та, відповідно, не призводить до зменшення періоду ПА [140]. 
Визначення стійкості стеганографічних методів приховання повідомлень 
в ОПЗК до відомих алгоритмів ПС потребує проведення досліджень імовірності 
виявлення стеганограм при різних способах налаштування стегокодеру – при-
ховання різних типів повідомлень, наприклад, стегоданих типу «Креслення», 
«Карта» та «Портрет» (табл. 1.2), використання всіх/окремих каналів кольору 
ЗК. Для прикладу, проведемо дослідження точності виявлення (метрика 𝐴𝐴𝐶) 
стеганограм, сформованих згідно методу Дея, при вбудовуванні стегоданих 
типу «Креслення», «Карта» та «Портрет» в різні канали кольору зображення-
контейнеру. Значення метрики 𝐴𝐴𝐶 при застосуванні стегодетектору 𝑆𝐷𝑆𝑃𝑀𝑀 
для виявлення сформованих стеганограм у у випадку слабкого заповнення ЗК 
стегоданими (∆𝐶= 5%) та малих значеннях параметру 𝐺, наведені у таблиці 1.3. 
 
Таблиця 1.3 Значення метрики 𝐴𝐴𝐶 при застосуванні стегодетектору 𝑆𝐷𝑆𝑃𝑀𝑀 
для виявлення стеганограм, сформованих згідно методу Дея з використанням 
різних каналів кольору ЗК та типів стегоданих, при слабкому заповненні ЗК 





















Креслення 0.806 0.883 0.802 
Карта 0.799 0.876 0.793 
Портрет 0.793 0.873 0.791 
 
При вбудовуванні стегоданих з використанням каналів червоного та си-
нього кольору ЗК спостерігається зниження імовірності виявлення прихованих 
повідомлень (метрика 𝐴𝐴𝐶) у порівнянні з випадком використання каналу зеле-
ного кольору (табл. 1.3). Це пояснюється нерівномірним розподілом енергії шу-
мів, наприклад, теплового та дробового шуму елементів матриці фоточутливих 
елементів, по окремим каналам кольору ЦЗ внаслідок використання спеціа-
льних фільтрів, зокрема фільтру Байера [113, 149], для розділення кольорових 
складових зображення на етапі формування ЦЗ [4]. 
Вбудовування різних типів стегоданих в ОПЗК не призводить до суттєвих 
змін точності детектування стеганограм (метрика 𝐴𝐴𝐶, табл. 1.3). Зростання 
імовірності виявлення прихованих повідомлень спостерігається лише у випадку 
використання всіх типів стегоданих при налаштуванні СД, що обумовлено 
врахуванням особливостей прихованих повідомлень при проведенні ПС – роз-
поділу енергії стегоданих в окремих частотних піддіапазонах, кореляційних ха-
рактеристик повідомлень.  
Використання апріорних даних щодо характеристик стегоданих, наприк-
лад, розподілу енергії приховуваних повідомлень в різних частотних піддіапа-
зонах, а також кореляції між каналами кольору зображення-контейнеру при на-
лаштуванні СД дозволяє підвищити точність виявлення стеганограм. Проте в 
загальному випадку проведення ПС зазначені дані є відсутніми, тому в роботі 
визначення стійкості одноетапних, багатоетапних та комплексних методів при-
ховання повідомлень в ОПЗК проводилося для найбільш складного випадку, 
для якого досягаються найменші значення імовірності виявлення стегоданих 
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(табл. 1.3) – приховання повідомлень типу «Портрет» у канал синього кольору 
ЗК. Значення метрики 𝐴𝐴𝐶 при проведенні пасивного стегоаналізу ЦЗ із засто-
суванням статистичних та універсальних стегодетекторів та вбудовуванні сте-
годаних типу «Креслення» та «Карта» у канали червоного та зеленого кольору 
ЗК наведені у додатках Д-Ж. 
 Виявлення стеганограм з використанням методів 1.4.1
статистичного стегоаналізу  
Для оцінки імовірності виявлення стеганограм з даними, вбудованими в 
ОПЗК згідно одноетапних, багатоетапних і комплексних методів, в роботі були 
використані стегодетектори 𝑆𝐷𝑆𝑃𝑀𝑀 та 𝑆𝐷𝐶𝐶−𝑃𝐸𝑃, налаштовані, відповідно, із 
застосуванням статистичних моделей цифрових зображень в просторовій (мо-
дель SPAM) та частотній (модель CC-PEV) областях. Сімейства залежностей 
значень метрики 𝐴𝐴𝐶 від ступеня заповнення ЗК стегоданими ∆𝐶 та вагового 
коефіцієнту 𝐺 для стеганограм з даними, вбудованими в ОПЗК, при викорис-
танні стегодекторів 𝑆𝐷𝑆𝑃𝑀𝑀 і 𝑆𝐷𝐶𝐶−𝑃𝐸𝑃  (IQF = 100) наведені на рис. 1.4-1.5. 
 
Рисунок 1.4 – Залежності значень метрики 𝐴𝐴𝐶 від ступеня заповнення контей-
неру стегоданими при варіації вагового параметру 𝐺 та використанні 
стегодетектору 𝑆𝐷𝑆𝑃𝑀𝑀 для виявлення стеганограм, сформованих згідно:  
(а) – методу Дея; (б) – методу Агарваля; (в) – методу Джозефа; (г) – методу 




Рисунок 1.5 – Залежності значень метрики 𝐴𝐴𝐶 від ступеня заповнення контей-
неру стегоданими при варіації вагового параметру 𝐺 та використанні 
стегодетектору 𝑆𝐷𝐶𝐶−𝑃𝐸𝑃 (IQF = 100) для виявлення стеганограм, сформованих 
згідно: (а) – методу Дея; (б) – методу Агарваля; (в) – методу Джозефа;  
(г) – методу Хана; (д) – методу Елайона; (е) – методу Гунджаля. 
Використання статистичної моделі SPAM дозволяє з високою точністю 
(𝐴𝐴𝐶 > 0.99) виявляти стеганограми, сформовані згідно багатоетапного методу 
Хана (рис. 1.4г) та комплексних методів Елайона (рис. 1.4д) та Гунджаля (рис. 
1.4е), незалежно від ступеня заповнення зображення-контейнеру стегоданими 
та значення вагового параметру 𝐺. Отриманий результат є неочікуваним, врахо-
вуючи, що дані методи вбудовування стегоданих в ОПЗК були запропоновані 
саме з метою підвищення стійкості стеганограм до методів статистичного сте-
гоаналізу. Відносно низька стійкість стеганограм, сформованих згідно зазначе-
них методів, до статистичного стегоаналізу пояснюється суттєвим зменшенням 
значень параметрів моделі SPAM – величини кореляції різниць значень яскра-
вості суміжних пікселів – в областях зображення, використаних при вбудову-
ванні стегоданих, у порівнянні зі значеннями параметрів моделі SPAM для ЗК. 
У випадку використання одноетапних методів Дея (рис. 1.4а) та Агарваля 
(рис. 1.4б) значення метрики 𝐴𝐴𝐶 суттєво зменшується при слабкому заповнен-
ні ЗК стегоданими (∆𝐶≤ 10%) та мінімальних значеннях вагового параметра 𝐺. 
Це пояснюється незначними змінами значень кореляції яскравостей суміжних 
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пікселів ЦЗ при вбудовуванні стегоданих з використанням спектральних та спе-
ціальних перетворень зображення-контейнеру, що не виявляються при викорис-
танні статистичної моделі SPAM. 
Найменші значення метрики 𝐴𝐴𝐶 для стегодетектору 𝑆𝐷𝑆𝑃𝑀𝑀  досягають-
ся у випадку використання двоетапного методу Джозефа – 𝐴𝐴𝐶𝑚𝑚𝑛 = 0.585 
(рис. 1.4в) – що практично відповідає віднесенню ЦЗ до класів зображень-кон-
тейнерів чи стеганограм випадковим чином. Суттєве зниження точності вияв-
лення стеганограм, сформованих при використанні як спектральних, так і спе-
ціальних перетворень ЗК (метод Джозефа), пояснюється прихованням повідом-
лень на рівні власних шумів зображення-контейнеру. 
Пасивний стегоаналіз зображень на основі статистичної моделі CC-PEV 
має низьку імовірність виявлення стеганограм, сформованих із застосуванням 
спектральних перетворень ЗК – одноетапного методу Дея та двоетапного 
методу Джозефа – особливо в області слабкого заповнення ЗК стегоданими 
(∆𝐶< 10%, рис. 1.5). Виявлене зниження точності детектування стеганограм по-
яснюється тим, що коефіцієнти ДДКП зображення отримуються лише для неве-
ликої частини ЦЗ (блоку розбиття), в межах котрої зміни статистичних характе-
ристик ЗК, внаслідок вбудовування стегоданих в ОПЗК, є відносно невеликими. 
Мінімальні зміни значень коефіцієнтів ДДКП у суміжних блоках розбиття ЦЗ, 
обумовлені прихованням повідомлень згідно методів Дея та Джозефа, обме-
жують використання статистичних характеристик коефіцієнтів ДДКП між бло-
ками розбиття зображень для виявлення стеганограм. 
Враховуючи зниження точності виявлення стеганограм, сформованих 
згідно одноетапних методів Дея та Агарваля, а також двоетапного методу Джо-
зефа, при застосуванні статистичних моделей SPAM та CC-PEV, становить 
інтерес використання універсальної статистичної моделі CDF для підвищення 
імовірності детектування стеганограм. Універсальна статистична модель CDF 
сформована на основі об’єднання основних елементів моделей SPAM (𝑑𝑆𝑃𝑀𝑀 =686) та CC-PEV (𝑑𝐶𝐶−𝑃𝐸𝑃 = 548) [39]. Перевагою використання моделі CDF є 
можливість виявлення стеганограм незалежно від області приховання повідом-
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лень. Розмірність моделі CDF складає 𝑑𝐶𝐶𝐶 = 𝑑𝑆𝑃𝑀𝑀 + 𝑑𝐶𝐶−𝑃𝐸𝑃 = 1234 пара-
метрів. 
Залежності імовірності виявлення стеганограм (метрика 𝐴𝐴𝐶) від ступеня 
заповнення ЗК стегоданими при варіації вагового параметру 𝐺 та використанні 
стегодетектору 𝑆𝐷𝐶𝐶𝐶  на основі статистичної моделі CDF для виявлення стега-
нограм з даними, вбудованими в ОПЗК згідно одноетапних, багатоетапних і 
комплексних методів, наведені на рис. 1.6. 
 
Рисунок 1.6 – Залежності значень метрики 𝐴𝐴𝐶 від ступеня заповнення контей-
неру стегоданими при варіації вагового параметру 𝐺 при використанні 
статистичної моделі CDF для виявлення стеганограм, сформованих згідно:      
(а) – методу Дея; (б) – методу Агарваля; (в) – методу Джозефа; (г) – методу 
Хана;  (д) – методу Елайона; (е) – методу Гунджаля. 
Незважаючи на суттєве зростання розмірності простору ознак СД при ви-
користанні універсальної статистичної моделі CDF (𝑑𝐶𝐶𝐶 = 1234) у порівнянні 
з моделями SPAM (𝑑𝑆𝑃𝑀𝑀 = 686) та CC-PEV (𝑑𝐶𝐶−𝑃𝐸𝑃 = 548), відповідне зрос-
тання значення метрики 𝐴𝐴𝐶 (табл. 1.4) є відносно малим – ∆𝑀𝑂𝐶≤ 0.055 (рис. 
1.6). Для порівняння, у таблиці 1.4 наведені значення імовірності виявлення 
стеганограм (метрика 𝐴𝐴𝐶), сформованих згідно одноетапних методів Дея та 
Агарваля, багатоетапних методів Джозефа та Хана, а також комплексних мето-
дів Елайона та Гунджаля, при використанні статистичних моделей зображення-
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контейнеру SPAM, CC-PEV та CDF у випадку слабкого заповнення контейнеру 
стегоданими (∆𝐶< 10%) та мінімальній енергії повідомлень 𝐺 = 𝐺𝑚𝑚𝑛. 
 
Таблиця 1.4 – Значення метрики 𝐴𝐴𝐶 при застосуванні стегодетекторів 𝑆𝐷𝑆𝑃𝑀𝑀, 
𝑆𝐷𝐶𝐶−𝑃𝐸𝑃 та 𝑆𝐷𝐶𝐶𝐶  для виявлення стеганограм, сформованих згідно одно-
етапних, багатоетапних та комплексних методів, при слабкому заповненні кон-
тейнеру стегоданими (∆𝐶= 10%) та малій енергії прихованих повідомлень  
 
Статистична модель зображення-контейнеру 
SPAM 
CC-PEV  
(IQF = 90) 
CC-PEV  
(IQF = 100) 
CDF 
Метод Дея 0.843 0.710 0.730 0.898 
Метод Агарваля 0.753 0.542 0.586 0.775 
Метод Джозефа 0.585 0.569 0.549 0.623 
Метод Хана 0.990 0.932 0.999 0.999 
Метод Елайона 0.999 0.622 0.984 0.999 
Метод Гунджаля 0.984 0.999 0.999 0.999 
 
Зменшення параметру IQF, що відповідає збільшенню ступеня JPEG-
стиснення ЦЗ, при використанні статистичної моделі CC-PEV (табл. 1.4) приз-
водить до зниження точності детектування стеганограм, сформованих згідно 
одноетапних методів Дея та Агарваля, багатоетапного методу Хана та комп-
лексних методів Елайона і Гунджаля. Це обумовлено тим, що вбудовування 
стегоданих у ЗК згідно зазначених методів проводиться з використанням ком-
понентів ЗК з найбільшою енергією – апроксимуючих коефіцієнтів ДДВП, най-
більших сингулярних чисел ЗК – які відповідають НЧ-коефіцієнтам ДДКП, а 
отже несуттєво змінюються при зміні ступеня JPEG-стиснення ЗК [113, 126]. 
Таким чином, можемо зробити висновок, що використання відомих ста-
тистичних моделей ЦЗ не дозволяє виявляти з високою точністю стеганограми, 
сформовані згідно одноетапних методів Дея та Агарваля, а також двоетапного 
методу Джозефа, особливо у випадку слабкого заповнення ЗК стегоданими 
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(∆𝐶≤ 10%) та мінімальних значень вагового параметру 𝐺. Зниження ефектив-
ності статистичних моделей ЦЗ у випадку використання одноетапних методів 
приховання повідомлень пояснюється відносно малими змінами величини коре-
ляції як яскравості суміжних пікселів ЗК, так і кореляції значень  коефіцієнтів 
ДДКП всередині та між блоками розбиття зображення. Тому представляє інте-
рес використання методів універсального стегоаналізу, зокрема УСД Авкібаса, 
для виявлення стеганограм незалежно від типу перетворень ЗК, використаних 
для вбудовування стегоданих. 
 Виявлення стеганограм з використанням універсального 1.4.2
стегодектору Авкібаса 
Для підвищення імовірності виявлення стеганограм з даними, прихова-
ними з використанням спектральних перетворень ЗК, згідно рекомендацій [47, 
54-56, 69], була проведена модифікація УСД Авкібаса – розширення переліку 
метрик якості ЦЗ групою метрик візуальної якості зображень. Внаслідок цього 
загальна кількість МЯ 𝑑𝑀𝐸𝐴𝑚𝑏𝑎𝑇, що використовувалися при налаштуванні УСД 
Авкібаса, рівна чотирнадцяти. Алгоритм обробки ЦЗ з використанням модифі-
кованого стегодетектору Авкібаса наведений у додатку Б.3.  
Приховання повідомлень ОПЗК з використанням спеціальних перетво-
рень зображення-контейнеру, зокрема сингулярного перетворення для методів 
Агарваля та Джозефа, призводить до перерозподілу енергії між компонентами 
зображення-контейнеру, що відповідають різним сингулярним числам матриць 
яскравості ЗК (1.6) – та, відповідно, підсилення власних шумів зображення-кон-
тейнеру. Тому перспективним є використання стандартних методів обробки 
зображень – медіанної [113, 135] та вінеровської [113] фільтрації ЦЗ – для при-
душення зазначених шумів та підвищення точності виявлення стеганограм, 
сформованих з використанням спеціальних перетворень ЗК. 
Значення метрики 𝐴𝐴𝐶 для випадків слабкого (∆𝐶= 10%,𝐺 = 𝐺𝑚𝑚𝑛) та си-
льного (∆𝐶= 85%,𝐺 = 𝐺𝑚𝑎𝑥) заповнення ЗК стегоданими при використанні 
УСД Авкібаса для виявлення стеганограм з даними, вбудованими в ОПЗК 





Рисунок 1.7 – Значення метрики 𝐴𝐴𝐶 для стегодететору Авкібаса при слабкому (а-в) та сильному (г-д) заповненні 
зображень-контейнерів стегоданими та використанні для обробки стеганограм: (а,г) – фільтру Гауса; (б,д) – медіанного 
фільтру; (в,е) – фільтру Вінера. Стеганограми сформовані згідно згідно одноетапних методів Дея та Агарваля, 
багатоетапного методу Хана та комплексних методів Елайона і Гунджаля
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Найбільший «вплив» на імовірність виявлення стеганограм (метрика 
𝐴𝐴𝐶, рис. 1.7) мають кореляційні характеристики зображень та метрики візуа-
льної якості ЦЗ. Це підтверджує зроблений раніше висновок, що приховання 
повідомлень в ОПЗК призводить до суттєвих змін кореляційних характеристик 
ЦЗ і параметрів шумових компонент. 
У випадку сильного заповнення ЗК стегоданими (∆𝐶= 85%,𝐺 = 𝐺𝑚𝑎𝑥) 
використання гаусової фільтрації ЦЗ та всіх груп метрик якості зображень при 
налаштуванні УСД Авкібаса дозволяє з високою точністю виявляти стеганогра-
ми, сформовані з використання багатоетапного методу Хана (𝐴𝐴𝐶 = 0.999) та 
комплексного методу Гунджаля (𝐴𝐴𝐶 = 0.943). Проте ефективність УСД Авкі-
баса суттєво знижується у випадку формування стеганограм згідно одноетап-
ного методу Агарваля (𝐴𝐴𝐶 = 0.646) та комплексного методу Елайона (𝐴𝐴𝐶 =0.720) (рис. 1.7). 
Застосування медіанної (рис. 1.7д) та вінеровської (рис. 1.7е) фільтрації, 
для обробки досліджуваних ЦЗ, дає можливість дещо збільшити точність вияв-
лення стеганограм у порівнянні з випадком використання фільтру Гауса (рис. 
1.7г) при вбудовуванні стегоданих згідно методу Агарваля (∆𝐴𝐴𝐶 ≅ 0.052), 
Джозефа (∆𝐴𝐴𝐶 ≅ 0.037) та Гунджаля (∆𝐴𝐴𝐶 ≅ 0.141) при сильному запов-
ненні ЗК стегоданими (∆𝐶= 85%). 
У випадку слабкого заповнення ЗК стегоданими (рис. 1.7а) значення мет-
рики 𝐴𝐴𝐶 для універсального стегодетектору Авкібаса є суттєво меншим за 
відповідні результати для статистичних моделей ЦЗ, зокрема моделі CDF, при 










Таблиця 1.5 – Значення метрики 𝐴𝐴𝐶 при застосуванні стегодетектору 𝑆𝐷𝐶𝐶𝐶  та 
УСД Авкібаса (використанні всіх груп метрик якості та обробці зображень з 
використанням гаусового, медіанного та вінеровського фільтрів)  для виявлення 
стеганограм, сформованих згідно одноетапних, багатоетапних та комплексних 
методів, при слабкому заповненні ЗК стегоданими (∆𝐶= 10%) та мінімальній 




Метод обробки зображень  







Метод Дея 0.898 0.551 0.515 0.526 
Метод Агарваля 0.775 0.514 0.520 0.510 
Метод Джозефа 0.623 0.507 0.505 0.504 
Метод Хана 0.999 0.997 0.897 0.821 
Метод Елайона 0.999 0.713 0.510 0.680 
Метод Гунджаля 0.999 0.671 0.640 0.655 
 
Вагомим обмеженням використання як статистичних моделей ЗК, так і 
УСД Авкібаса є низька імовірність виявлення стеганограм (метрика 𝐴𝐴𝐶), 
сформованих згідно методам Дея, Агарваля та Джозефа (табл. 1.5). Застосу-
вання спектральних (ДДВП та ДДКП) та спеціальних (сингулярний розклад) 
методів обробки зображення-контейнеру та стегоданих мінімально змінює ко-
реляційні характеристик як ЗК, так і його окремих компонентів, що потребує 
пошуку нових методів аналізу зображень, які дозволять з високою точністю 
виявляти слабкі зміни кореляційних характеристик окремих компонент ЦЗ, 
обумовлених прихованням повідомлень в ОПЗК. 
1.5 Постановка задачі дисертаційного дослідження 
Одним з методів підвищення точності оцінки кореляційних характерис-
тик ЦЗ є використання теорії марківських випадкових полів [150], зокрема ме-
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тоду імітування «відпалення» (annealing). Вагомим обмеженням практичного 
застосування даного підходу є необхідність попереднього аналізу зображення з 
метою визначення оптимальних розмірів околів для моделювання кореляції 
яскравості суміжних пікселів, що потребує використання обчислювально склад-
них методів [150]. 
Пошук оптимальних методів виділення шумових компонентів ЦЗ для по-
дальшого статистичного моделювання в задачах ПС є нетривіальною задачею, 
що потребує дослідження значної кількості відомих методів обробки ЦЗ, на-
приклад, алгоритмів нелінійної фільтрації [113, 135], використання методу го-
ловних компонент [136], застосування ДДВП з анізотропними базисними функ-
ціями [151] – ridgelets, curvelets, bandlets тощо. Внаслідок цього розробка нових 
методів статистичного стегоаналізу ЦЗ для виявлення стеганограм з даними, 
вбудованими в ОПЗК, є нетривіальною та обчислювально складною задачею. 
При проведенні ПС одним з найбільш відомих підходів до дослідження 
характеристик областей зображень є використання методів текстурного аналізу 
[152]. Незважаючи на відсутність узагальненого визначення поняття «текстура» 
[153], значна кількість дослідників [154] звертає особливу увагу на «багаторів-
невість» представлення текстур – наприклад, з використанням контурів об’єктів 
на зображенні, їх взаємного розташування та інформації про кольорову складо-
ву текстури. Врахування зазначених даних при формуванні стеганограм дозво-
ляє адаптивно обирати області зображення-контейнеру для вбудовування стего-
даних та, відповідно, мінімізувати спотворення статистичних параметрів ЗК.  
Враховуючи зазначені обмеження відомих методів аналізу зображень, 
становить інтерес розробка багаторівневої моделі представлення ЦЗ для вияв-
лення змін характеристик як зображення-контейнеру загалом, так і його окре-
мих складових (компонент) при прихованні повідомлень. Для дослідження ха-
рактеристик окремих компонентів ЦЗ перспективним є використання новітніх 
методів обробки сигналів, зокрема структурного аналізу. 
Структурний аналіз сигналів сьогодні широко використовується при рі-
шенні значної кількості прикладних задач: дослідження кореляційних характе-
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ристик сигналів [155], аналізу внутрішньої структури сигналів [156-157], інтер-
поляції [158] та моделювання [159-161] багатовимірних даних, за умови обме-
женості апріорних даних щодо їх статистичних характеристик, декомпозиції 
сигналів з врахуванням їх статистичних особливостей [138, 162, 163] тощо. 
Враховуючи, що використання спектральних та спеціальних перетворень ЗК та 
стегоданих мінімально змінює кореляційні характеристики зображень-контей-
нерів, становить інтерес використання спеціальних методів структурного ана-
лізу, зокрема варіограмного та флуктуаційного аналізів, на основі яких мож-
ливе виявлення слабких змін кореляційних характеристик зображень-кон-
тейнерів, обумовлених прихованням повідомлень в ОПЗК. Для виявлення змін 
фрактальних характеристик окремих компонент ЗК, обумовлених прихованням 
повідомлень в ОПЗК із застосуванням сингулярного розкладу каналів кольору 
зображення-контейнеру, перспективним є використання методів мультифракта-
льного аналізу. 
1.6 Висновки до розділу 1 
За результатами проведеного критичного аналізу сучасних методів стега-
нографії та стегоаналізу цифрових зображень встановлено: 
1. Переважна кількість сучасних алгоритмів приховання повідомлень в 
ЦЗ заснована на вбудовуванні стегоданих в просторовій та частотній областях 
зображень-контейнерів, що обумовлено наявністю розробленої теоретичної 
бази методів мінімізації змін характеристик зображень-контейнерів при форму-
ванні стеганограм. Для виявлення стеганограм були запропоновані методи ПС, 
засновані на використанні статистичних моделей цифрових зображень, а також 
універсальних стегодетекторів, наприклад, стегодетектору Авкібаса. Незважа-
ючи на значну кількість досліджень, присвячених підвищенню імовірності ви-
явлення стеганограм з даними, вбудованими в просторовій та частотній обла-
стях зображення-контейнеру, наразі відносно мала кількість публікацій 
присвячена розробці ефективних методів виявлення стеганограм, сформованих 
згідно одноетапним, багатоетапним та комплексним методам з використання 
спектральних та спеціальних перетворень ЗК та стегоданих;  
59 
 
2. Використання відомих статистичних моделей зображень в просторовій 
(модель SPAM) та частотній (модель CC-PEV) областях, а також універсальних 
статистичних моделей, зокрема моделі CDF, дає можливість виявляти з висо-
кою імовірністю лише стеганограми, сформовані з використанням багатоетап-
них та комплексних методів. У випадку використання одноетапних та двоетап-
них методів, заснованих на застосуванні спектральних та спеціальних перетво-
рень зображення-контейнеру, ефективність зазначених статистичних моделей 
суттєво знижується, особливо при слабкому заповненні контейнеру стегодани-
ми (∆𝐶≤ 10%) та малій енергії прихованих повідомлень (𝐺 = 𝐺𝑚𝑚𝑛); 
3. Застосування відомих універсальних стегодетекторів, зокрема стегоде-
тектору Авкібаса з гаусовою фільтрацією зображень, дозволяє з високою точ-
ністю виявляти стеганограми з даними, вбудованими в ОПЗК, лише у випадку 
сильного заповнення ЗК стегоданими (∆𝐶≥ 50%). У випадку слабкого запов-
нення ЗК стегоданими (∆𝐶≤ 10%)  ефективність УСД Авкібаса суттєво знижує-
ться внаслідок неможливості виявлення локальних змін параметрів зображень-
контейнерів, обумовлених вбудовуванням стегоданих в ОПЗК. Попередня 
обробка цифрових зображень в УСД Авкібаса з використанням медіанної та ві-
неровської фільтрацій дозволяє підвищити точність виявлення стеганограм при 
використанні одноетапних та комплексних методів приховання повідомлень в 
ОПЗК у порівнянні з випадком використання фільтра Гауса для обробки зобра-
жень; 
4. Низька імовірність виявлення стеганограм, сформованих з викорис-
танням спектральних (двовимірне дискретне вейвлет перетворення) та спе-
ціальних (сингулярний розклад) перетворень ЗК, при використанні статис-
тичних стегодетекторів 𝑆𝐷𝑆𝑃𝑀𝑀, 𝑆𝐷𝐶𝐶−𝑃𝐸𝑃 та 𝑆𝐷𝐶𝐶𝐶  свідчить про недостатність 
використання лише теорії маркіських процесів при проведенні пасивного стего-
аналізу зображень та потребує розробки багаторівневої моделі представлення 
ЦЗ. Становить інтерес використання відомих потужних методів структурного 
аналізу ЦЗ, зокрема варіограмного, флуктуаційного та мультифрактального 
аналізу, для оцінки статистичних, кореляційних та фрактальних характеристик 





2. СТРУКТУРНИЙ СТЕГОАНАЛІЗ ЦИФРОВИХ ЗОБРАЖЕНЬ 
Використання статистичних та універсальних стегодетекторів дозволяє з 
високою імовірністю виявляти стеганограми, сформовані згідно багатоетапного 
методу Хана, а також комплексних методів Елайона та Гунджаля. Проте ефек-
тивність таких стегодетекторів суттєво знижується у випадку приховання пові-
домлень в ОПЗК згідно одноетапних методів Дея і Агарваля, а також двоетап-
ного методу Джозефа, особливо при слабкому заповненні ЗК стегоданими 
(∆𝐶≤ 10%) та мінімальних значеннях енергії приховуваних повідомлень. Зни-
ження імовірності виявлення одноетапних та двоетапних методів вбудовування 
стегоданих в ОПЗК пояснюється суттєвим зменшенням змін кореляційних ха-
рактеристик ЗК при прихованні повідомлень з використанням декількох скла-
дових зображення-контейнеру, що відповідають різним сингулярним числам 
(1.6). Це потребує створення багаторівневої моделі представлення ЦЗ для вияв-
лення змін характеристик як зображення-контейнеру загалом, так і його окре-
мих складових (компонентів) при прихованні повідомлень, а також розробки 
методів вибору, оцінки і використання характеристик моделі у задачах ПС. 
Для виявлення слабких змін кореляційних характеристик зображень-кон-
тейнерів, обумовлених прихованням повідомлень в ОПЗК, перспективним є ви-
користання методів структурного аналізу ЦЗ. Методи варіограмного [155, 156] 
та флуктуаційного [164] аналізів, що широко використовуються для досліджень 
кореляційних характеристик складних сигналів різної природи, дозволять вияв-
ляти слабкі відмінності між зображеннями-контейнерами та стеганограмами, 
обумовленими вбудовуванням стегоданих в ОПЗК. Для виявлення слабких змін 
фрактальних параметрів окремих компонент зображень-контейнерів, обумовле-
них прихованням повідомлень, представляє інтерес використання мультифрак-
тального аналізу (МФА) [162, 163], що дозволяє проводити адаптивну декомпо-




2.1 Багаторівнева модель цифрових зображень 
Одним з сучасних підходів до моделювання багатовимірних даних, зокре-
ма цифрових зображень, є застосування ієрархічних статистичних моделей 
(ІСМ) – представлення заданого сигналу у вигляді композиції реалізацій декіль-
кох стохастичних процесів [155, 156, 159, 165]. Враховуючи високу обчислю-
вальну складність відомих методів оцінки параметрів зазначених процесів, при 
проведенні пасивного стегоаналізу ЦЗ в більшості випадків використовується 
спрощена ІСМ зображень, що враховує лише власні шуми зображення-контей-
неру [8]. Це дозволяє з високою точністю виявляти стеганограми з даними, вбу-
дованими згідно поширених СМ, проте суттєво знижує ефективність методів 
ПС у випадку приховання повідомлень в ОПЗК з використанням спеціальних, 
наприклад СР, перетворень зображення-контейнеру, або композиції декількох 
перетворень. 
Для підвищення точності виявлення стеганограм з даними, вбудованими 
в ОПЗК, запропоновано багаторівневу модель представлення ЦЗ, яка відрізняє-
ться від поширених моделей зображень-контейнерів [8, 150, 151], врахуванням 
не тільки власних шумів 𝜀𝐼, а й контурів 𝑌𝐶 та текстур 𝑌𝑇 об’єктів на ЗК. Це дає 
можливість представити процес формування стеганограм 𝑆(𝒔), як внесення 
спотворень 𝜀𝐶(𝒔) в декілька компонент зображення-контейнеру 𝐼(𝒔): 









де 𝜀𝐼 = ∑ 𝜀𝑘𝐼 (𝒔)𝑘 − суперпозиція теплового та дробового шумів матриці 
фоточутливих елементів, шумів квантування та обробки ЦЗ; 𝒔(𝒔 = {𝐹𝑚 , 𝑖 ∈[1,𝑛]}) − позиції пікселів зображення в межах 𝐷𝑇. 
Для спрощення статистичного аналізу моделі (2.1) приймемо стандартні 
припущення щодо просторової та внутрішньої стаціонарності статистичних ха-
рактеристик зображення [155, 156]: 
1. Просторова стаціонарність статистичних характеристик ЦЗ досягає-
ться при виконанні наступних умов: 
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a. Однорідності сигналу – шумові компоненти 𝜀𝑘(𝒔) мають однакові 
розподіли для кожного пікселю 𝐹𝑚(𝐹𝑚 ∈ 𝐷𝑇, 𝑖 ∈ [1,𝑛]); 
b. Ізотропії статистичних характеристик сигналу – сумісні розподіли 
шумових компонентів 𝜀𝑚𝐼(𝒔) та 𝜀𝑗𝐼(𝒔) залежать лише від відстані між 
пікселями; 
2. Внутрішня стаціонарність статистичних характеристик ЦЗ – значення 
коваріації яскравості пікселів зображення cov�𝐼(𝒗𝑵), 𝐼(𝒖𝑵)� = 𝐶(ℎ) за-
лежить тільки від позиції пікселів 𝒗𝑁 ,𝒖𝑁: |𝑣𝑚 − 𝑇𝑚| = ℎ, 𝑖 ∈ [1;𝑁]; 
3. Стаціонарність функції коваріації – є частковим випадком внутрішньої 
стаціонарності статистичних характеристик сигналу 𝐼(𝒔) (значень яск-
равості пікселів окремих каналів кольору ЗК) та забезпечується вико-
нанням наступних умов:  
𝐸[𝐼(𝒔)] = 𝜇 (𝜇 = 𝑐𝑐𝑛𝐹𝑐), cov�𝐼(𝒗𝑵), 𝐼(𝒖𝑵)� = 𝐶(ℎ)  (𝒗𝑁 ,𝒖𝑁: |𝑣𝑚 − 𝑇𝑚| = ℎ, 𝑖 ∈ [1;𝑁]), 
де 𝐸[∙] − оператор усереднення; 𝒗𝑁 ,𝒖𝑁 − просторове положення пік-
селів ЦЗ. 
Зазначені припущення є справедливими для зображення-контейнеру у ви-
падку відсутності прихованих повідомлень. Вбудовування стегоданих порушує 
стаціонарність статистичних характеристик ЗК, зокрема значень коваріації cov�𝐼(𝒗𝑵), 𝐼(𝒖𝑵)� яскравості пікселів ЦЗ, що може бути використаним для ви-
явлення сформованих стеганограм 𝑆(𝒔).  
2.2 Визначеня характеристик багаторівневої моделі зображень 
 Варіограмний аналіз цифрових зображень 2.2.1
Для виявлення змін значень коваріації яскравості пікселів ЦЗ, обумовле-
них прихованням повідомлень, представляє інтерес дослідження величини nug-




cov�𝐼(𝒔), 𝐼(𝒔 + ℎ)� = 𝐶𝐼(ℎ) = �𝜎𝑌2 + 𝜎𝜀2, ℎ ≠ 0,𝐶𝑌(ℎ), ℎ = 0,  lim
ℎ→0
�𝐶𝐼(0) − 𝐶𝐼(ℎ)� ≡ 𝐶𝐼(0+) = 𝜎02 + 𝜎𝜀2 = 𝑁𝐼 ≥ 0, (2.2) 
де  
𝜎𝑌
2 = 𝐶𝑌(0+) ≡ limℎ→0�𝐶𝑌(0) − 𝐶𝑌(ℎ)�  
коваріація значень яскравості суміжних пікселів компонент 𝑌(𝒔) зобра-
ження 𝐼(𝒔); 
𝜎𝜀
2 = 𝜎𝜀𝐼2 + 𝜎𝜀𝐷2 ,  
дисперсія шумів окремих каналів кольору ЦЗ, що включає власні шуми 
зображення 𝜀𝐼(𝒔) та шуми 𝜀𝐶(𝒔), обумовлені прихованням повідомлень; ℎ − 
відстань (лаг) між пікселями цифрового зображення. Для забезпечення корект-
ного (однозначного) відновлення прихованих повідомлень на приймальній сто-
роні ССЗ, енергія (дисперсія 𝜎𝜀𝐷
2 ) стегоданих не повинна бути меншою за енер-
гію 𝜎𝜀𝐼
2  власних шумів ЗК – 𝜎𝜀𝐼
2 ≤ 𝜎𝜀𝐷
2 . 
Для оцінки величини nugget-ефекту 𝑁𝐼 (2.2) зображень-контейнерів 𝐼(𝒔) 
необхідна обробка статистичних даних – дисперсії значень яскравості пікселів 
структурних компонентів 𝑌(𝒔) та власних шумів 𝜀(𝒔) ЦЗ – для пакету тестових 
зображень великої потужності, що є нетривіальною задачею. Для оцінки вели-
чини 𝑁𝐼 в роботі запропоновано використовувати варіограмний аналіз (ВгА) 
[155, 156], що заснований на дослідженні функції 2𝛾𝐼(ℎ) (варіограми) – залеж-
ності варіації значень яскравості пікселів зображення 𝐼(𝒔) від величини інтерва-
лу (лагу) ℎ між ними: 2𝛾𝐼(ℎ) = 2�𝐶𝐼(0) − 𝐶𝐼(ℎ)�.  
В більшості практичних застосувань ВгА використовується наступна 
оцінка варіограми 2𝛾𝐼(ℎ) [165]: 2𝛾�(ℎ) = 1|𝑁ℎ| � �𝐼(𝐹𝑚) − 𝐼�𝐹𝑗��2
𝑚,𝑗∈𝑁ℎ ,𝑁ℎ = �(𝑖, 𝑗): 𝐹𝑚 − 𝐹𝑗 = ℎ�, (2.3) 
де 𝑁ℎ −множина всіх можливих позицій елементів сигналу, відстань між 
якими є рівною ℎ. Використання оцінки варіограми 2𝛾�(ℎ) (2.3) дозволяє 
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суттєво спростити визначення кореляційних характеристик ЦЗ, оскільки не пот-
ребує використання апріорних даних щодо параметрів розподілу значень яскра-
вості пікселів, які відповідають структурним 𝑌(𝒔) та шумовим 𝜀(𝒔) компо-
нентам зображення. 
Варіограмний аналіз ЦЗ дозволяє визначити величину nugget-ефекту (N, 
Nugget) 
𝑁𝐼 = 2𝛾�(ℎ)|ℎ=1, (2.4) 
варіативність ряду (S, Sill), що характеризує максимальне значення дис-
персії яскравості пікселів зображення 𝐼(𝒔): 
𝑆𝐼 = 2𝛾�(ℎ)|ℎ→+∞ ≡ 𝜎𝐼2 = 𝜎𝑌2 + 𝜎𝜀2, 𝒔 ∈ 𝐷𝑇; (2.5) 
та інтервал кореляції (R, Range) значень яскравості пікселів досліджува-
ного зображення [166]: 
𝑅𝐼 = max �ℎ:�1 − 2𝛾𝐼(ℎ)𝑆𝐼 � ≥ 𝜀𝑅� , 𝜀𝑅 ∈ ℝ+. (2.6) 
Значення R-параметру зазвичай визначається для випадку, коли кореляція 
𝜌(𝒔 + ℎ) = 𝐶𝐼(ℎ) 𝐶𝐼(0)⁄  є менше 10% (𝜀𝑅 = 0,1) [165].  
Використання S та R-параметрів варіограм 2𝛾�(ℎ) дозволяє виявити зміни 
дисперсії та інтервалу кореляції значень яскравості пікселів ЦЗ, обумовлені 
вбудовування стегоданих в ОПЗК згідно одноетапних, багатоетапних та комп-
лексних методів, в окремих областях 𝐷𝑝𝑎𝑐𝑠�𝐷𝑝𝑎𝑐𝑠 ⊂ 𝐷𝑇� матриць зображення 
𝐼(𝒔). 
Визначення N, S та R-параметрів кольорового зображення 𝑰𝑥,𝑦 розмірами 
𝑀 × 𝑁 пікселів проводиться в декілька етапів [167]. На першому етапі проводи-
ться формування послідовностей 𝐸(𝜌,𝜃, 𝑥, 𝑦) яскравості пікселів окремих кана-
лів кольору зображення 𝑰𝑥,𝑦 з використанням «скануючої» прямої 𝑎𝐼(𝜌,𝜃, 𝑥,𝑦): 
𝐸(𝜌,𝜃, 𝑥,𝑦) = 𝑰𝑥,𝑦 × 𝛿𝐶�𝑎𝐼(𝜌, 𝜃, 𝑥,𝑦)�, (2.7) 
𝑎𝐼(𝜌,𝜃, 𝑥, 𝑦) = 𝑥 × cos(𝜃) + 𝑦 × sin(𝜃) − 𝜌,  
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де 𝜃,𝜌 − відповідно, кут нахилу та відстань прямої 𝑎𝐼(𝜌, 𝜃, 𝑥,𝑦) від полю-
са полярної системи координат; 𝛿𝐶(∙) −функція Дірака (дельта-функція). Поча-
ток координат полярної системи встановлений на позиції (𝑥,𝑦) = (1,1) зобра-
ження 𝑰𝑥,𝑦. Використання «скануючої» прямої (2.7) дозволяє досліджувати ко-
реляцію значень яскравості пікселів ЦЗ від просторового зсуву між ними та є 
аналогічним до відомого перетворення Радона [113]. 
Кількість елементів послідовності 𝐸(𝜌,𝜃, 𝑥, 𝑦) (2.7) є максимальною при 






𝑛,𝑛 ∈ ℤ� , 𝜌 = 𝑀×𝑁
√𝑀2+𝑁2
) та зменшується при зміні значень  𝜃 та 𝜌, що приз-
водить до зниження точності оцінки N, S та R параметрів. Для забезпечення 
фіксованої точності визначення зазначених параметрів в роботі запропоновано 
проводити розрахунок варіограм 2𝛾�(ℎ) при обробці окремих рядків (𝜃 ∈{𝜋𝑛,𝑛 ∈ ℤ},𝜌 ∈ [1;𝑀]) або стовпчиків (𝜃 ∈ �𝜋
2
+ 𝜋𝑛,𝑛 ∈ ℤ�, 𝜌 ∈ [1;𝑁]) каналів 
кольору зображення 𝑰𝑥,𝑦. 
На другому етапі, згідно формули (2.3), при заміні 𝐼(𝐹𝑚) та 𝐼�𝐹𝑗� на отри-
мані послідовності 𝐸(𝜌,𝜃, 𝑥, 𝑦) (2.7), розраховуються варіограми 2𝛾�(ℎ).  
На третьому етапі проводиться апроксимація варіограм 2𝛾�(ℎ) методом 
найменших квадратів (МНК) з використанням наступних моделей [156, 165, 
166]: 
1. Лінійна модель: 2𝛾�(ℎ,𝒗) = 𝑣1 + 𝑣2 × ℎ, (2.8) 
де 𝒗 = {𝑣𝑚:𝑣𝑚 > 0, 𝑖 ∈ [1; 2]} − вектор параметрів моделі; 
2. Сферична модель: 
2𝛾� = � 𝑣1, ℎ > 𝑣3,
𝑣1 + 𝑣2 × �32 × � ℎ𝑣3� − 12 × � ℎ𝑣3�3� , 0 ≤ ℎ ≤ 𝑣3, (2.9) 




3. Ступенева модель: 2𝛾�(ℎ,𝒗) = 𝑣1 + 𝑣2 × ℎ𝐸3 , (2.10) 
де 𝒗 = {𝑣𝑚:𝑣𝑚 > 0, 𝑖 ∈ [1; 2]; 𝑣3 ∈ [0; 2)} − вектор параметрів моделі; 
4. Експоненційна модель: 2𝛾�(ℎ,𝒗) = 𝑣1 + 𝑣2 × �1 − 𝑇−ℎ𝐸3�, (2.11)  
де 𝒗 = {𝑣𝑚:𝑣𝑚 > 0, 𝑖 ∈ [1; 3]} − вектор параметрів моделі; 
5. Гаусова модель: 
2𝛾�(ℎ,𝒗) = 𝑣1 + 𝑣2 × 𝑇�−(ℎ−𝐸3)𝐸42 �, (2.12)  
де 𝒗 = {𝑣𝑚:𝑣𝑚 > 0, 𝑖 ∈ [1; 4]} − вектор параметрів моделі; 
6. Хвильова (Wave) модель: 2𝛾�(ℎ,𝒗) = 𝑣1 + 𝑣2 × �1 − sin(ℎ 𝑣3⁄ )(ℎ 𝑣3⁄ ) �, (2.13) 
де 𝒗 = {𝑣𝑚:𝑣𝑚 > 0, 𝑖 ∈ [1; 3]} − вектор параметрів моделі; 
7. Модель Матерна: 2𝛾�(ℎ,𝒗) = 𝐶𝐼(0,𝒗) − 𝐶𝐼(ℎ,𝒗), (2.14) 
𝐶𝐼(ℎ,𝒗) = 𝑣12 × [ℎ = 0]𝐼 + 𝑣22 × �{ℎ 𝑣1⁄ }𝐸2 × 𝐾𝐸2(ℎ 𝑣1⁄ )2𝐸2−1 × Γ(𝑣2) �,  
Γ(𝑥) = � 𝑐𝑥−1𝑇−𝑠𝑑𝑐+∞
0
, 𝑥 ∈ ℂ: Re(𝑥) > 0,  
де 𝐶𝐼(ℎ,𝒗) − функція коваріації Матерна; 𝐾𝐸2(∙) − модифікована фун-
кція Бесселя другого типу порядку 𝑣2 [168]; Γ(∙) − гамма-функція; 
𝒗 = {𝑣𝑚:𝑣𝑚 > 0, 𝑖 ∈ [1; 4]} − вектор параметрів моделі;. 
На четвертому етапі, для кожної апроксимації варіограми 2𝛾�𝑎𝑝𝑝𝑐(ℎ) згід-
но формул (2.8)-(2.14) проводиться розрахунок відповідної середньоквадра-
тичної помилки 𝜀𝑀𝑆𝐸: 
𝜀𝑀𝑆𝐸 = �� �2𝛾�(ℎ) − 2𝛾�𝑎𝑝𝑝𝑐(ℎ)�2|𝑁(ℎ)|
ℎ=1
|𝑁(ℎ)|� . (2.15) 
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Використовуючи апроксимацію варіограми 2𝛾�𝑎𝑝𝑝𝑐(ℎ), для якої досягає-
ться мінімальне значення помилки 𝜀𝑀𝑆𝐸  (2.15), розраховуються значення N, S та 
R-параметрів для вибраної послідовності 𝐸(𝜌, 𝜃, 𝑥,𝑦) (2.7) згідно виразів (2.4)-
(2.6). 
На рисунку 2.1 зображений профіль яскравості псевдовипадково обраного 
рядку каналу зеленого кольору тестового зображення (табл. 1.2), оцінка варіо-
грами 2𝛾�(ℎ) цього рядку та гаусова апроксимація 2𝛾�𝑎𝑝𝑝𝑐(ℎ) варіограми 2𝛾�(ℎ). 
а)  
б)  
Рисунок 2.1 – Профіль яскравості псевдовипадково обраного рядку каналу зеле-
ного кольору тестового зображення (а); оцінка варіограми 2𝛾�(ℎ) цього рядку та 
гаусова апроксимація 2𝛾�𝑎𝑝𝑝𝑐(ℎ) варіограми 2𝛾�(ℎ) (б). 
При апроксимації варіограми 2𝛾�(ℎ) (рис. 2.1б) було встановлено, що міні-
мальне значення помилки 𝜀𝑀𝑆𝐸  (2.15) досягається при використанні гаусової 
моделі (2.12). Значення 2𝛾�𝑎𝑝𝑝𝑐(ℎ) при ℎ = 1 характеризує величину nugget-
ефекту (N-параметр); значення S-параметру визначається рівнем насичення 
варіограми 2𝛾�(ℎ) (рис. 2.1б) та характеризує варіативність значень яскравості 
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пікселів ЦЗ; значення R-параметру рівне довжині інтервалу кореляції значень 
яскравості пікселів на рівні 0.9 × 𝑆. 
 Значення N, S та R-параметрів, розраховані для гаусової апроксимації 2𝛾�𝑎𝑝𝑝𝑐(ℎ) варіограми згідно формул (2.4)-(2.6), є рівними 𝑁 = 21, 𝑆 = 511.5 та 
𝑅 = 3. (рис. 2.1б).  
Параметр S, що відповідає дисперсії значень яскравості елементів дослі-
джуваного рядка (рис. 2.1а), дозволяє оцінити середньоквадратичне відхилення 
значень яскравості пікселів 𝜎 = √𝑆 ≅ 22.62, що узгоджується з результатом 
безпосереднього розрахунку 
𝜎 = �𝐸 ��𝑰256,𝑥 − 𝑬�𝑰256,𝑥��𝟐� ≅ 22.38. 
Значення N та R параметрів (𝑁 = 21, 𝑅 = 3) знаходяться в межах ста-
тистичних характеристик для зображень-контейнерів. 
Враховуючи, що збільшення інтервалу значень лагу ℎ ≫ 𝑅 (ℎ ∈ [1;𝑀]) 
практично не впливає на точність оцінки дисперсії значень яскравості пікселів 
(S-параметру), важливим є визначення максимального значення лагу ℎ𝑚𝑎𝑥, ви-
користання якого дозволить знизити час аналізу ЦЗ при забезпеченні фіксова-
ної точності визначення S -параметру. 
Для визначення максимального значення лагу ℎ𝑚𝑎𝑥 було проведено дослі-
дження змін кореляції 𝜌(ℎ) яскравості суміжних по горизонталі пікселів, при 
варіації відстані (лагу) ℎ між ними для рядків всіх каналів кольору 2500 тесто-
вих зображень (табл. 1.2). Нормована залежність 𝜌(ℎ), наведена на рис. 2.2. 
 
Рисунок 2.2 – Нормована кореляційна функція 𝜌(ℎ) залежності значень 
яскравості пікселів від відстані (лагу) ℎ між ними для рядків всіх каналів 
кольору 2500 тестових зображень. 
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За результатами аналізу отриманих даних встановлено, що величина 𝜌(ℎ) 
зменшується в 𝑇 −разів вже для відстаней ℎ ∈ [96; 128] пікселів (рис. 2.2), а по-
дальше зростання значення ℎ не призводить до суттєвих змін значень нормова-
ної кореляції 𝜌(ℎ). Внаслідок цього при дослідженні зображень максимальне 
значення лагу ℎ𝑚𝑎𝑥 було обрано рівним ℎ𝑚𝑎𝑥 = 128. 
Для визначення N, S та R-параметрів всіх каналів кольору зображення  
𝑰𝑥,𝑦 в роботі, на основі ВгА, був розроблений алгоритм, наведений у додатку 
В.1. Алгоритм заснований на визначенні N, S та R-параметрів для кожного ряд-
ка (стовпця) ЦЗ та подальшого розрахунку стандартних характеристик розпо-
ділу значень даних параметрів для кожного каналу кольору зображення 𝑰𝑥,𝑦: 
1. Центральних моментів вищих порядків – середнього значення, дис-
персії, коефіцієнтів асиметрії та ексцесу; 
2. Оцінок середнього значення та дисперсії у випадку негаусового роз-
поділу значень N, S та R-параметрів – першого (𝐹0.25) та третього 
(𝐹0.75) квартилів, медіани (квартиля 𝐹0.50) та інтерквартильного роз-
маху; 
3. Параметрів варіативності – моди розподілу, розмаху варіації, коефі-
цієнтів осциляції та варіації, лінійного коефіцієнту варіації. 
В таблиці 2.1 наведені результати розрахунку N, S та R параметрів для 
каналу синього кольору незаповненого ЗК та стеганограми, сформованої згідно 
методу Дея при слабкому заповненні ЗК стегоданими (∆𝐶= 10%) та мінімаль-





Таблиця 2.1 – Характеристики розподілу значень N, S та R-параметрів для каналу синього кольору зображення-
контейнеру та стеганограми, сформованої згідно методу Дея, при ∆𝐶= 10% та 𝐺 = 𝐺𝑚𝑚𝑛. 
Характеристики розподілу значень 
Зображення-контейнер Стеганограма (за методом Дея) 
N-параметр S-параметр R-параметр N-параметр S-параметр R-параметр 
Середнє значення 136.762 5527.614 161.953 138.573 5622.602 162.0391 
Дисперсія 13419.010 10326283.0 6515.683 13824.878 10676157.0 6523.802 
Коефіцієнт асиметрії 1.019 0.245 -0.541 1.021 0.246 -0.542 
Коефіцієнт ексцесу -0.163 -0.963 -0.891 -0.160 -0.958 -0.893 
Перший 𝐹0.25 квартиль 65.053 2213.221 78.000 65.812 2252.697 78.000 
Медіана (квартиль 𝐹0.50) 91.267 5496.287 177.000 92.281 5597.450 177.000 
Третій 𝐹0.75 квартилі 199.413 8218.770 222.250 201.261 8357.867 222.250 
Інтерквартильний розмах 134.360 6005.548 144.250 135.449 6105.170 144.250 
Мода розподілу 93.710 1087.957 254.000 94.136 1107.904 254.000 
Розмах варіації 431.378 13533.470 253.000 437.736 13768.646 253.000 
Коефіцієнт осциляції 3.154 2.448 1.562 3.159 2.449 1.561 
Коефіцієнт варіації 0.847 0.581 0.498 0.849 0.581 0.498 
Лінійний коефіцієнт варіації 60.119370 2861.0962 77.000 60.888512 2903.614 77.000 
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Як видно з даних, наведених у табл. 2.1, приховання повідомлень у спект-
ральній області ЗК з використанням ДДВП згідно методу Дея призводить до 
сильних змін всіх характеристик розподілу значень N та S-параметрів зображе-
ння-контейнеру (табл. 2.1), що дозволяє використовувати для виявлення стега-
нограм прості порогові методи. 
Для оцінки імовірності виявлення стеганограм з даними, вбудованими в 
ОПЗК згідно одноетапних, багатоетапних та комплексних методів, на основі 
алгоритму В.1 був розроблений стегодетектор 𝑆𝐷𝑃𝑉𝑀. Загальна кількість ознак 
розробленого СД – параметрів розподілу значень N, S та R-параметрів для кож-
ного каналу кольору ЦЗ – склала 𝑑𝑃𝑉𝑀 = 13 × 3 = 39. Налаштування 𝑆𝐷𝑃𝑉𝑀 
було проведено аналогічно до стегодетекторів на основі статистичних моделей 
ЗК із застосуванням ансамблю класифікаторів. Згідно рекомендацій [141], в 
якості базових класифікаторів АК були використані ЛДФ. Визначення парамет-
рів АК – кількості базових класифікаторів та потужності множини ознак кожно-
го БК – проводилося згідно алгоритмів, наведених у додатку Г.1.3-Г.1.4. Нала-
штування АК та ЛДФ було проведено з використанням, відповідно, алгоритмів 
Г.1.1 та Г.1.2. 
Виявлення стеганограм, сформованих згідно одноетапних методів Дея та 
Агарваля, багатоетапних методів Джозефа та Хана, а також комплексних мето-
дів Елайона та Гунджаля, проводилося з використанням стегодетектору 𝑆𝐷𝑃𝑉𝑀 
на тестовому пакеті зі 2500 цифрових зображень, псевдовипадково вибраних зі 
стандартного пакету MIRFlickr-25000 (табл. 1.2). Сімейства залежностей значе-
нь метрики 𝐴𝐴𝐶 від ступеня заповнення ЗК стегоданими ∆𝐶 та вагового коефі-
цієнту 𝐺 для стегодетектору 𝑆𝐷𝑃𝑉𝑀, при вбудовуванні стегоданих типу «Кресле-
ння», «Карта» та «Портрет» (табл. 1.2) у різні канали кольору ЗК згідно одно-
етапних, багатоетапних та комплексних методів, мають однаковий характер та 
несуттєво різняться діапазоном значень метрики 𝐴𝐴𝐶 (додаток Ж.1). 
В якості прикладу на рис. 2.3 наведені сімейства залежностей значень ме-
трики 𝐴𝐴𝐶 від ступеня заповнення ЗК стегоданими ∆𝐶 та вагового коефіцієнту 
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𝐺 для стегодетектору 𝑆𝐷𝑃𝑉𝑀, при вбудовуванні стегоданих типу «Портрет» у ка-
нал синього кольору ЗК згідно одноетапних, багатоетапних та комплексних ме-
тодів. 
 
Рисунок 2.3 – Сімейства залежностей значень метрики 𝐴𝐴𝐶 від ступеня запов-
нення зображення-контейнеру стегоданими та вагового параметру 𝐺, одержані 
для стегодетектору 𝑆𝐷𝑃𝑉𝑀, при вбудовуванні стегоданих типу «Портрет» у 
канал синього кольору ЗК згідно: (а) – методу Дея; (б) – методу Агарваля;  
(в) – методу Джозефа; (г) – методу Хана; (д) – методу Елайона;  
(е) – методу Гунджаля. 
За результатами аналізу залежностей 𝐴𝐴𝐶(∆𝐶 ,𝐺) (рис. 2.3)  було встанов-
лено, що застосування варіограмного аналізу забезпечує високу імовірність 
(𝐴𝐴𝐶 ≈ 0.99) виявлення стеганограм з даними, вбудованими в спектральній об-
ласті ЗК згідно методу Дея, навіть у випадку мінімальної енергії стегоданих 
(рис. 2.3а). 
В роботі проведено порівняльний аналіз імовірності виявлення (метрика 
𝐴𝐴𝐶) стеганограм з даними, вбудованими в ОПЗК згідно одноетапних методів 
Дея та Агарваля, багатоетапних методів Джозефа та Хана, а також комплексних 
методів Елайона та Гунджаля, при використанні різних методів ПС цифрових 
зображень. В таблиці 2.2 наведені значення метрики 𝐴𝐴𝐶 та середня тривалість 
обробки 𝑇 стеганограм при застосуванні стегодетекторів 𝑆𝐷𝐶𝐶𝐶  та 𝑆𝐷𝑃𝑉𝑀, а та-
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кож УСД Авкібаса (при гаусовій фільтрації ЦЗ) для виявлення стегоданих типу 
«Портрет», вбудованих у канал синього кольору зображення-контейнеру згідно 
одноетапним, багатоетапним та комплексним методам, у випадках слабкого 
(𝐴𝐴𝐶𝑚𝑚𝑛, ∆𝐶= 5%) при 𝐺 = 𝐺𝑚𝑚𝑛 та сильного (𝐴𝐴𝐶𝑚𝑎𝑥, ∆𝐶= 85%) при 𝐺 =
𝐺𝑚𝑎𝑥 заповнення ЗК стегоданими. 
 
Таблиця 2.2 Значення метрики 𝐴𝐴𝐶 та середній час обробки 〈𝑇〉 зображення 
при застосуванні 𝑆𝐷𝐶𝐶𝐶  та 𝑆𝐷𝑃𝑉𝑀, а також УСД Авкібаса (гаусова фільтрація 
ЦЗ) для виявлення стегоданих типу «Портрет», вбудованих у канал синього 
кольору зображення-контейнеру згідно одноетапним, багатоетапним та 
комплексним методам, у випадку слабкого (𝐴𝐴𝐶𝑚𝑚𝑛) та сильного (𝐴𝐴𝐶𝑚𝑎𝑥) 










           𝐴𝐴𝐶𝑚𝑚𝑛 
0.999 
             0.725 
0.915 
             0.551 
0.999 
              0.778 
〈𝑇〉, сек 11.4 5.3 7.1 
Метод Агарваля 
 𝐴𝐴𝐶𝑚𝑎𝑥 
           𝐴𝐴𝐶𝑚𝑚𝑛 
0.993 
             0.724 
0.646               
0.514 
0.999 
              0.665 
〈𝑇〉, сек 11.8 5.8 7.4 
Метод Джозефа 
 𝐴𝐴𝐶𝑚𝑎𝑥 
           𝐴𝐴𝐶𝑚𝑚𝑛 
0.999 
             0.603 
0.859 
             0.507 
0.999 
              0.769 
〈𝑇〉, сек 11.3 5.5 7.2 
Метод Хана 
 𝐴𝐴𝐶𝑚𝑎𝑥 
           𝐴𝐴𝐶𝑚𝑚𝑛 
0.999 
             0.997 
0.999               
0.997 
0.999 
              0.703 
〈𝑇〉, сек 11.2 5.2 7.1 
Метод Елайона 
 𝐴𝐴𝐶𝑚𝑎𝑥 
           𝐴𝐴𝐶𝑚𝑚𝑛 
0.999 
             0.991 
0.720 
             0.713 
0.999 
              0.774 
〈𝑇〉, сек 11.0 5.3 7.2 
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           𝐴𝐴𝐶𝑚𝑚𝑛 
0.999 
             0.998 
0.943 
             0.671 
0.999 
              0.668 
〈𝑇〉, сек 11.1 5.2 7.1 
 
При слабкому заповненні зображення-контейнеру стегоданими (∆𝐶≤10%) застосування варіограмного аналізу ЦЗ дозволяє підвищити імовірність 
виявлення стеганограм (метрика 𝐴𝐴𝐶), сформованих згідно одноетапного мето-
ду Дея та двоетапного методу Джозефа, у порівнянні з відповідними результа-
тами для СД на основі статистичної моделі CDF та УСД Авкібаса (табл. 2.2). 
У випадку сильного заповнення ЗК стегоданими (∆𝐶= 85%) викорис-
тання варіограмного аналізу дає можливість досягти значень метрики 𝐴𝐴𝐶 
(табл. 2.2), співставних з відповідними результатами для стегодетектору 𝑆𝐷𝐶𝐶𝐶 , 
проте з використанням суттєво меншої кількості ознак – 𝑑𝐸𝑉𝑀 = 39 проти 
𝑑𝐶𝐶𝐶 = 1234.  
Також вагомою перевагою використання ВгА є скорочення середнього 
часу обробки окремих каналів кольору ЦЗ на 36% у порівнянні з випадком ви-
користання стегодетектору на основі статистичної моделі CDF – 〈𝑇𝑃𝑉𝑀〉 ≈ 7.2 
(сек) та 〈𝑇𝐶𝐶𝐶〉 ≈ 11.3 (сек) (табл. 2.2) – внаслідок використання простору ознак 
СД суттєво меншої розмірності. 
Формування стеганограм із застосуванням сингулярного розкладу мат-
риць яскравості пікселів зображення-контейнеру згідно методів Агарваля та 
Джозефа (табл. 1.1) призводить до мінімальних змін кореляційних характерис-
тик ЗК. Для виявлення слабких змін кореляційних характеристик шумів зобра-
ження-контейнеру, обумовлених вбудовуванням стегоданих згідно зазначених 
СМ, перспективним є використання спеціальних методів структурного аналізу, 




 Флуктуаційний аналіз цифрових зображень 2.2.2
Для дослідження кореляції між елементами дискретного сигналу широко 
використовується показник Херста (ПХ) [163, 169]. Значення ПХ сигналів змі-
нюється в інтервалі 𝐻 ∈ [0; 1], де випадку 𝐻 = 1 2⁄  відповідає відсутність коре-
ляції між елементами послідовності. У літературі прийнято, що належність по-
казника Херста інтервалу 𝐻 ∈ (1 2⁄ ; 1] відповідає позитивній кореляції значень 
суміжних елементів досліджуваного сигналу, а 𝐻 ∈ [0; 1 2⁄ ) − негативній коре-
ляції [163]. 
Один з найбільш відомих методів визначення ПХ – Rescaled Range (R/S) 
аналіз – був запропонований Гарольдом Е. Херстом [169]. Згідно R/S аналізу 
оцінка значення показника Херста 𝐻 проводиться з використанням середньо-
квадратичного відхилення 𝑆𝑋 та розмаху 𝑅𝑋 варіації значень заданої послідов-






𝐹𝐸[𝐾] , (2.16) 
𝑅𝑋(𝑐) = max � (𝑥𝑚 − 𝐸𝐾[𝑋])𝑠
𝑚=1
� − min � (𝑥𝑚 − 𝐸𝐾[𝑋])𝑠
𝑚=1
� , 𝑐 ∈ [1;𝐾], 
𝑆𝑋(𝑐) = �∑ (𝑥𝑚 − 𝐸𝐾[𝑋])𝑠𝑚=1 𝑐 , 𝑐 ∈ [1;𝐾], 
де 𝐸𝑚[𝑋] = 1𝑚∑ 𝑥𝑗𝑚𝑗=1 ,𝑚 ∈ [1;𝐾] − середнє значення, розраховане для 
перших m  елементів заданої послідовності.  
При визначенні ПХ згідно формули (2.16) робиться припущення, що при 
розбитті досліджуваного сигналу на окремі інтервали (фрагменти) значення по-
казника Херста залежить лише від ширини фрагменту 𝑤. Проте для більшості 
реальних сигналів, в тому числі і цифрових зображень, зазначене припущення 
не виконується внаслідок наявності як «короткотривалої» (при 𝑤 ≤ 10), так і 
«довготривалої» (при 𝑤 ≫ 10) кореляції між значеннями елементів досліджува-
ного сигналу. Оцінка величини зазначених кореляцій потребує переходу від по-
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казника Херста 𝐻 до спектру узагальнених експонент Херста (СУЕХ) ℎ𝑞 [164, 
170]: 
ℎ𝑞 ≈
𝐹𝐸 �𝐸��𝑋(𝑐 + 𝜏) − 𝑋(𝑐)�𝑞��
𝐹𝐸[𝜏] ,  
де 𝜏 −значення просторового зсуву (лагу) між пікселями досліджуваного 
зображення; 𝑞(𝑞 ∈ ℝ) − масштабуюча експонента. Варіація значення пара-
метру 𝑞 дає можливість оцінювати значення узагальненої експоненти ℎ𝑞 для 
флуктуацій значення яскравості пікселів ЦЗ малої (𝑞 < 0) та великої (𝑞 > 0) 
амплітуди. 
Для розрахунку спектру УЄХ використовуються модифікації відомих ме-
тодів визначення показника Херста [163, 169, 171-174], зокрема флуктуаційного 
аналізу з компенсацією тренду (Detrended Fluctuation Analysis, DFA) та аналізу 
локальних екстремумів дискретного вейвлет перетворення досліджуваного 
сигналу (Wavelet Transform Modulus Maxima, WTMM) [163, 175]. Особливістю 
даних методів є представлення шумів у сигналі 𝑋 як мультифракталу – супер-
позиції декількох монофрактальних компонент, статистичні характеристики 
яких є однаковими на різних масштабах дослідження сигналу 𝑋 [176]. Це дозво-
ляє використовувати зазначені методи для оцінки як кореляційних, так і фрак-
тальних характеристик шумових компонент досліджуваних сигналів, що предс-
тавляє особливий інтерес при проведенні пасивного стегоаналізу. 
Одним з найбільш відомих методів визначення як показника Херста, так і 
спектру узагальнених експонент Херста ℎ𝑞 є метод Wavelet Transform Modulus 
Maxima [163, 175]. Даний метод заснований на використанні узагальненої ста-
тистичної суми 𝑍(𝑞, 𝐹) для дослідження характеристик розподілу значень лока-
льних максимумів �𝑊𝑋
𝜓(𝐹, 𝑎)� вейвлет перетворення сигналу 𝑿(𝑛) на масштабі 𝐹 
та зсуві 𝑎 базисного вейвлету 𝜓(𝑛): 
𝑍(𝑞, 𝐹) = ��𝑊𝑋𝜓(𝐹,𝑎)�𝑞𝑗𝑚𝑚𝑚
𝑗=1
, (2.17) 
де 𝑗𝑚𝑎𝑥 − заданий максимальний рівень декомпозиції сигналу 𝑋.  
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Вагомим обмеженням застосування методу WTMM при проведенні ПС 
цифрових зображень є неможливість визначення кореляційних характеристик 
шумових компонент ЦЗ, що обумовлено використанням лише локальних мак-
симумів 𝑊𝑋
𝜓(𝐹,𝑎) коефіцієнтів дискретного вейвлет перетворення сигналу при 
розрахунку узагальненої статистичної суми 𝑍(𝑞, 𝐹) (2.17). Внаслідок цього кое-
фіцієнти вейвлет перетворення сигналу 𝑋 з малою амплітудою, на рівні яких 
проводиться приховання повідомлень, не приймаються до уваги. 
Для дослідження кореляційних та фрактальних характеристик сигналу 𝑋 
– профілю яскравості рядків (стовпчиків) ЦЗ – в роботі був використаний моди-
фікований метод флуктуаційного аналізу [164, 177] – мультифрактальний флук-
туаційний аналіз (МФФА). МФФА одновимірного сигналу 𝑿1×𝐿𝑋 довжиною 𝐿𝑋 
відліків проводиться в декілька етапів [164]. На першому етапі розраховується 
послідовність кумулятивних сум 𝑿𝐴𝑢𝑚𝑢𝑓(𝑛) значень елементів сигналу 𝑿: 
𝑿𝐴𝑢𝑚𝑢𝑓(𝑗) = ∑ 𝑿(𝑖)𝑗𝑚=1 , 𝑗 ∈ [1; 𝐿𝑋]. (2.18) 
Отримана послідовність 𝑿𝐴𝑢𝑚𝑢𝑓(𝑛) розбивається на інтервали, що не пе-
ретинаються, довжиною 𝑤 елементів – від початку сигналу до його кінця, та в 
зворотному напрямку. Це дозволяє підвищити потужність множини комбінацій 
елементів досліджуваного сигналу 𝑿(𝑛) та, відповідно, точність визначення 
узагальнених експонент Херста ℎ𝑞 у випадку аналізу відносно коротких сигна-
лів (𝐿𝑋 < 100).  
На другому етапі МФФА проводиться розрахунок дисперсії значень 








�{𝑿𝐴𝑢𝑚𝑢𝑓[(𝑣 − 1) × 𝑤 + 𝑖] − 𝒚𝐸𝑎𝑝𝑝𝑐(𝑖)}2𝑤
𝑚=1
, 𝑣 ∈ [1;𝑁𝑤],1
𝑤
�{𝑿𝐴𝑢𝑚𝑢𝑓[𝐿𝑋 − (𝑣 − 𝑁𝑤) × 𝑤 + 𝑖] − 𝒚𝐸𝑎𝑝𝑝𝑐(𝑖)}2𝑤
𝑚=1
, 𝑣 ∈ [𝑁𝑤 + 1; 2𝑁𝑤], (2.19) 
де 𝑁𝑤 = ⌊𝐿𝑋 𝑤⁄ ⌋ − кількість інтервалів розбиття сигналу 𝑿𝐴𝑢𝑚𝑢𝑓(𝑛), отри-
маних при розбитті послідовності 𝑿𝐴𝑢𝑚𝑢𝑓(𝑛) в одному напрямку (від початку 
сигналу до кінця або в зворотному напрямку); 𝒚𝐸
𝑛𝑚𝑎𝑎𝑎(𝑛) − поліном степені 
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𝑛𝑎𝑝𝑝𝑐, що використовується для компенсації детермінованих компонент (трен-
ду) в заданому інтервалі розбиття. 
Віднесення зображень до класу незаповнених ЗК або стеганограм потре-
бує дослідження нелінійних залежностей між значеннями яскравості суміжних 
пікселів досліджуваного зображення. Апроксимація детермінованих компонент 
послідовності 𝑿𝐴𝑢𝑚𝑢𝑓(𝑛) в окремих інтервалах розбиття з використанням полі-
номів високого ступеня (𝑛𝑎𝑝𝑝𝑐 ≫ 1) призводить до компенсації даних неліній-
них залежностей [178], що знижує точність виявлення стеганограм при прове-
денні ПС. Для мінімізації змін нелінійних залежностей між значеннями яскра-
вості суміжних пікселів досліджуваного зображення при компенсації детермі-
нованих компонент в окремих інтервалах розбиття послідовності 𝑿𝐴𝑢𝑚𝑢𝑓(𝑛) в 
роботі була використана лінійна апроксимація (𝑛𝑎𝑝𝑝𝑐 = 1). 
На третьому етапі, розраховується функція флуктуації 𝐹𝑞(𝑤) шляхом усе-













𝑞 , 𝑞 ∈ ℝ\{0},
exp� 14𝑁𝑤 � ln[𝐹2(𝑤,𝑣)]2𝑁𝑤
𝐸=1
� , 𝑞 = 0.  (2.20) 
Розрахунок функції флуктуації 𝐹𝑞(𝑤) повторюється при варіації значень 
ширини 𝑤 інтервалів розбиття послідовності 𝑿𝐴𝑢𝑚𝑢𝑓(𝑛) не менше трьох разів.  
На четвертому етапі МФФА проводиться побудова залежності усеред-
неної дисперсії 𝐹𝑞(𝑤) (2.20) від інтервалів 𝑤 блоків розбиття послідовності 
𝑿𝐴𝑢𝑚𝑢𝑓(𝑛) у логарифмічних координатах – 𝐹𝐸�𝐹𝑞(𝑤)� = 𝑓(𝐹𝐸[𝑤]). Значення уза-
гальненої експоненти Херста ℎ𝑞 є рівним тангенсу куту нахилу прямої, що ап-
роксимує залежність 𝐹𝑞(𝑤). 
79 
 
На п’ятому етапі, розраховувається мультифрактальний спектр (МФС) 
𝑓𝑞�𝛼𝑞� шляхом застосування до масштабуючих показників Реньї 𝜏(𝑞) = 𝑞 ×





⎧ 𝛼𝑞 = 𝑑𝜏(𝑞)𝑑𝑞 ,
𝑓𝑞�𝛼𝑞� = 𝑞 × 𝑑𝜏(𝑞)𝑑𝑞 − 𝜏(𝑞). 
(2.21) 
(2.22) 
Дискретні значення 𝑓𝑞�𝛼𝑞� відповідають фрактальній розмірності (роз-
мірності Хаусдорфа-Безиковича, РХБ) підмножини відліків досліджуваного 
сигналу 𝑿(𝑛), показник Ґельдера якого рівний 𝛼𝑞 [163]. Значення показника Ґе-
льдера варіюється від 𝛼𝑞 = 𝛼𝑞𝑚𝑚𝑛, що відповідає компонентам ЦЗ з найменшими 
флуктуаціями значень яскравості пікселів, до 𝛼𝑞 = 𝛼𝑞𝑚𝑎𝑥, яке відповідає най-
більш «нерегулярним» компонентам ЦЗ. 
На рисунку 2.4 наведені спектр узагальнених експонент Херста ℎ𝑞 (рис. 
2.4а) та відповідний мультифрактальний спектр 𝑓𝑞�𝛼𝑞�(рис. 2.4б) для псевдови-















Рисунок 2.4 – Спектр узагальнених експонент Херста ℎ𝑞 (а) та відповідний 
мультифрактальний спектр 𝑓𝑞�𝛼𝑞� (б) псевдовипадково обраного рядка 𝑿(𝑛) 
каналу зеленого тестового зображення 𝑰𝑥,𝑦. 
Взаємооднозначний зв’язок через пряме та обернене перетворення Ле-
жандра між спектром узагальнених експонент Херста ℎ𝑞 та мультифрактальним 
спектром 𝑓𝑞�𝛼𝑞� [162, 179] дозволяє визначити граничні значення показника 








𝑞→(−∞) = ℎ−∞ = 𝛼𝑞𝑚𝑎𝑥.  
За результатами проведених розрахунків були визначені як граничні 
значення УЄХ ℎ−∞ та  ℎ+∞, так і  значення показника Ґельдера 𝛼𝑞𝑚𝑚𝑛 та 𝛼𝑞𝑚𝑎𝑥 
(рис. 2.4): 
ℎ−∞ ≈ 1.749 ,ℎ+∞ ≈ 0.7096, 
𝛼𝑞
𝑚𝑎𝑥 ≈ 1.792,𝛼𝑞𝑚𝑚𝑛 ≈ 0.6657. 
Незначні відмінності між розрахованими значеннями ℎ−∞ (ℎ+∞) та 𝛼𝑞𝑚𝑎𝑥 
�𝛼𝑞
𝑚𝑚𝑛� пояснюються використанням кінцевого діапазону значень параметру 𝑞.  
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Перевагою застосування МФФА при проведенні пасивного стегоаналізу 
ЦЗ є висока точність оцінки ступеня «нерегулярності» та діапазону змін фрак-
тальної розмірності шумових компонент рядків (стовпчиків) 𝑿(𝑛) зображення 
при використанні ширини ∆𝛼𝑞 
∆𝛼𝑞= 𝛼𝑞𝑚𝑎𝑥 − 𝛼𝑞𝑚𝑚𝑛, (2.23) 
та розмаху ∆𝑚𝑞 
∆𝑚𝑞= 𝑓𝑞𝑚𝑎𝑥�𝛼𝑞� − 𝑓𝑞𝑚𝑚𝑛�𝛼𝑞�, (2.24) 
мультифрактального спектру 𝑓𝑞�𝛼𝑞� (рис. 2.4б).  
Теоретично, при проведенні МФФА зображень, значення масштабуючих 
параметрів 𝑞𝑚𝑚𝑛 та 𝑞𝑚𝑎𝑥 мають прямувати, відповідно, до 𝑞𝑚𝑚𝑛 → (−∞) і 
𝑞𝑚𝑎𝑥 → (+∞). Проте практична реалізація зазначених вимог є неможливою 
через обмеження кількості бітів, використовуваних для представлення дійсних 
чисел, при проведенні обчислень на комп’ютері. За результатами оцінки точ-
ності визначення СУЕХ та МФС при проведенні МФФА зображень з викорис-
тання тестового пакету ЦЗ (табл. 1.2) було встановлено, що граничні значення 
ℎ−∞ та  ℎ+∞ узагальнених експонент Херста при збільшенні абсолютного зна-
чення параметру 𝑞(|𝑞| > 20) змінювалися менше, ніж на 0.01. Внаслідок цього 
при виявленні стеганограм з даними, вбудованими в ОПЗК згідно одноетапним, 
багатоетапним та комплексним методам, значення масштабуючого параметру 𝑞 
змінювалися в діапазоні 𝑞 ∈ [−20; 20], з кроком ∆𝑞= 0.5. 
Для зменшення тривалості обробки ЦЗ з використанням МФФА при забе-
зпеченні фіксованої точності визначення спектру узагальнених експонент Херс-
та ℎ𝑞 в роботі було проведено дослідження залежності усередненої похибки 𝛿 
визначення значень узагальнених експонент Херста ℎ𝑞 від кроку вибору рядків 
∆𝑐𝑚𝑤 всіх каналів кольору 2500 зображень з тестового пакету (табл. 1.2) [58]: 
𝛿(𝑘) = 1
𝑁





де 𝑆1, 𝑆𝑘 − спектри узагальнених експонент Херста, усередненні по вибра-
ним рядкам ЦЗ, при, відповідно, ∆𝑐𝑚𝑤= 1 та ∆𝑐𝑚𝑤= 𝑘,𝑘 ∈ [1;𝑀]; 𝑀 = 512 − кі-
лькість рядків тестового зображення; 𝑁 = (𝑞𝑚𝑎𝑥 − 𝑞𝑚𝑚𝑛) ∆𝑞⁄ − кількість скла-
дових спектру УЄХ, що порівнювались. 
Залежність похибки 𝛿 від кроку ∆𝑐𝑚𝑤 вибору рядків тестових зображень 
наведена на рис. 2.5: 
 
Рисунок 2.5 – Залежність усередненої похибки 𝛿 та часу обробки каналів 
кольору зображення, розміром 512 × 512 пікселів, від кроку вибору рядків при 
використанні МФФА: величина відхилення 𝛿 (ліва вісь ординат, неперервна 
лінія); середній час обробки зображення (права вісь ординат, штрихова лінія) 
За результатами аналізу отриманих даних (рис. 2.5) значення кроку ∆𝑐𝑚𝑤 
вибору рядків ЦЗ було обрано рівним ∆𝑐𝑚𝑤= 4, що дало можливість забезпечи-
ти високу точність визначення СУЕХ (𝛿 ≈ 0.042) при скороченні часу обробки 
на 93% – від 335 (сек) при ∆𝑐𝑚𝑤= 1 до 24,47 (сек) при ∆𝑐𝑚𝑤= 4. 
Для визначення кореляційних та фрактальних характеристик шумових 
компонент цифрових зображень в роботі, на основі МФФА, був розроблений 
алгоритм обробки рядків (стовпчиків) ЦЗ, наведений у додатку В.3. Основними 
етапами роботи розробленого алгоритму є: 
1. Вибір рядків (стовпчиків) окремих каналів кольору досліджуваного 
зображення з кроком ∆𝑐𝑚𝑤 (∆𝐴𝑚𝑓𝑢𝑚𝑛); 
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2. Розрахунок спектрів узагальнених експонент Херста ℎ𝑞 та мульти-
фрактальних спектрів 𝑓𝑞�𝛼𝑞� рядків (стовпчиків) ЦЗ з використанням 
одновимірного МФФА згідно алгоритму, наведеному у додатку В.2; 
3. Розрахунок основних характеристик спектрів ℎ𝑞 та 𝑓𝑞�𝛼𝑞�: 
a) Показника Херста 𝐻 ≡ ℎ2; 
b) Граничних узагальнених експонент Херста ℎ−∞(ℎ+∞); 
c) Середніх (𝐸�ℎ́𝑞�) та максимальних (max�ℎ́𝑞�) значень похідних 
спектру узагальнених експонент Херста при зміні параметру 𝑞 у 
діапазонах 𝑞 ∈ [𝑞𝑚𝑚𝑛; 0] та 𝑞 ∈ [0;𝑞𝑚𝑎𝑥]; 
d) Максимального (𝑓𝑞𝑚𝑎𝑥�𝛼𝑞�, 𝛼𝑞𝑚𝑎𝑥) та мінімального (𝑓𝑞𝑚𝑚𝑛�𝛼𝑞�, 𝛼𝑞𝑚𝑚𝑛) 
значення розмірностей Хаусдорфа-Безиковича та показника Ґельде-
ра монофрактальних компонент шумів зображення; 
e) Середніх  (𝐸�𝑓?́?�𝛼𝑞��) та максимальних (max�𝑓?́?�𝛼𝑞��) значень похі-
дних МФС; 
4. Розрахунок стандартних характеристик розподілу значень параметрів 
СУЕХ та МФС по рядкам (стовпчикам) досліджуваного зображення: 
a) Центральних моментів вищих порядків – середнього значення, дис-
персії, коефіцієнтів асиметрії та ексцесу; 
b) Оцінок середнього значення та дисперсії у випадку негаусового ро-
зподілу значень N, S та R-параметрів – першого (𝐹0.25) та третього 
(𝐹0.75) квартилів, медіани (квартиля 𝐹0.50) та інтерквартильного роз-
маху; 
c) Параметрів варіативності – моди розподілу, розмаху варіації, коефі-
цієнтів осциляції та варіації, лінійного коефіцієнту варіації. 
Для оцінки імовірності виявлення стеганограм з даними, вбудованими в 
ОПЗК згідно одноетапних, багатоетапних та комплексних методів, на основі ал-
горитму В.3 був розроблений стегодетектор 𝑆𝐷𝑀𝐶𝐶𝐶𝑀. Загальна кількість ознак 
розробленого стегодетектору – параметрів розподілу значень параметрів спект-
ру узагальнених експонент Херста ℎ𝑞 та мультифрактального спектру 𝑓𝑞�𝛼𝑞� 
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кожного каналу кольору ЦЗ – склала 𝑑𝑀𝐶𝐶𝐶𝑀 = 14 × 13 = 182. Налаштування 
𝑆𝐷𝑀𝐶𝐶𝐶𝑀 було проведено аналогічно до стегодетектору 𝑆𝐷𝑃𝑉𝑀 із застосуванням 
ансамблю класифікаторів (розд. 2.1.1). Визначення параметрів АК – кількості 
базових класифікаторів (лінійних дискримінантів Фішера) та потужності мно-
жини ознак кожного БК – проводилося згідно алгоритмів, наведених у додатку 
Г.1.3-Г.1.4. Налаштування АК та ЛДФ було проведено з використанням алго-
ритмів Г.1.1 та Г.1.2. 
Виявлення стеганограм, сформованих згідно одноетапних методів Дея та 
Агарваля, багатоетапних методів Джозефа та Хана, а також комплексних мето-
дів Елайона та Гунджаля, проводилося з використанням 𝑆𝐷𝑀𝐶𝐶𝐶𝑀 на тестовому 
пакеті зі 2500 цифрових зображень (табл. 1.2). Сімейства залежностей значень 
метрики 𝐴𝐴𝐶 від ступеня заповнення ЗК стегоданими ∆𝐶 та вагового коефіці-
єнту 𝐺 для стегодетектору 𝑆𝐷𝑀𝐶𝐶𝐶𝑀, при вбудовуванні стегоданих типу «Крес-
лення», «Карта» та «Портрет» (табл. 1.2) у різні канали кольору ЗК згідно одно-
етапних, багатоетапних та комплексних методів, мають однаковий характер та 
несуттєво різняться діапазоном значень метрики 𝐴𝐴𝐶 (додаток Ж.2). 
В якості прикладу на рисунку 2.6 наведені сімейства залежностей значень 
метрики 𝐴𝐴𝐶 від ступеня заповнення ЗК стегоданими ∆𝐶 та вагового коефі-
цієнту 𝐺 для стегодетектору 𝑆𝐷𝑀𝐶𝐶𝐶𝑀, при вбудовуванні стегоданих типу 





Рисунок 2.6 – Сімейства залежностей значень метрики 𝐴𝐴𝐶 від ступеня запов-
нення зображення-контейнеру стегоданими та вагового параметру 𝐺, одержані 
для стегодетектору 𝑆𝐷𝑀𝐶𝐶𝐶𝑀, при вбудовуванні стегоданих типу «Портрет» у 
канал синього кольору ЗК згідно: (а) – методу Дея; (б) – методу Агарваля;  
(в) – методу Джозефа; (г) – методу Хана; (д) – методу Елайона;  
(е) – методу Гунджаля. 
Перевагою застосування мультифрактального флуктуаційного аналізу для 
виявлення стеганограм з даними, вбудованими в ОПЗК, у порівнянні з варіо-
грамним аналізом є розширення діапазону значень ступеня заповнення ЗК сте-
годаними, у якому забезпечується висока точність виявлення прихованих пові-
домлень – від ∆𝐶
𝑃𝑉𝑀∈ [10; 55] (рис. 2.3) до ∆𝐶𝑀𝐶−𝐶𝐶𝑀∈ [10; 85] (рис. 2.6).  
В роботі проведено порівняльний аналіз імовірності виявлення (метрика 
𝐴𝐴𝐶) стеганограм з даними, вбудованими в ОПЗК згідно одноетапних методів 
Дея та Агарваля, багатоетапних методів Джозефа та Хана, а також комплексних 
методів Елайона та Гунджаля, при використанні різних методів ПС цифрових 
зображень. Значення метрики 𝐴𝐴𝐶 та середня тривалість обробки 𝑇 стегано-
грам при застосуванні стегодетекторів 𝑆𝐷𝐶𝐶𝐶  та 𝑆𝐷𝑀𝐶𝐶𝐶𝑀, а також УСД Авкіба-
са (при гаусовій фільтрації ЦЗ) для виявлення стегоданих типу «Портрет», вбу-
дованих у канал синього кольору зображення-контейнеру згідно одноетапним, 
багатоетапним та комплексним методам, у випадках слабкого (𝐴𝐴𝐶𝑚𝑚𝑛, ∆𝐶=
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5%) при 𝐺 = 𝐺𝑚𝑚𝑛 та сильного (𝐴𝐴𝐶𝑚𝑎𝑥, ∆𝐶= 85%) при 𝐺 = 𝐺𝑚𝑎𝑥 заповнення 
ЗК стегоданими наведені у табл. 2.3. 
 
Таблиця 2.3 Значення метрики 𝐴𝐴𝐶 та середній час обробки 〈𝑇〉 зображення 
при застосуванні стегодетекторів 𝑆𝐷𝐶𝐶𝐶  та 𝑆𝐷𝑀𝐶𝐶𝐶𝑀, а також УСД Авкібаса 
(при гаусовій фільтрації ЦЗ) для виявлення стегоданих типу «Портрет», вбудо-
ваних у канал синього кольору зображення-контейнеру згідно одноетапним, ба-
гатоетапним та комплексним методам, у випадку слабкого (𝐴𝐴𝐶𝑚𝑚𝑛) та 









           𝐴𝐴𝐶𝑚𝑚𝑛 
0.999 
             0.725 
0.915               
0.551 
0.999 
              0.977 
〈𝑇〉, сек 11.4 5.3 9.7 
Метод Агарваля 
 𝐴𝐴𝐶𝑚𝑎𝑥 
           𝐴𝐴𝐶𝑚𝑚𝑛 
0.993 
             0.724 
0.646 
             0.514 
0.999 
              0.908 
〈𝑇〉, сек 11.8 5.8 10.1 
Метод Джозефа 
 𝐴𝐴𝐶𝑚𝑎𝑥 
           𝐴𝐴𝐶𝑚𝑚𝑛 
0.999 
             0.603 
0.859 
             0.507 
0.999 
              0.969 
〈𝑇〉, сек 11.3 5.5 9.8 
Метод Хана 
 𝐴𝐴𝐶𝑚𝑎𝑥 
           𝐴𝐴𝐶𝑚𝑚𝑛 
0.999 
             0.997 
0.999 
             0.997 
0.999 
              0.936 
〈𝑇〉, сек 11.2 5.2 9.5 
Метод Елайона 
 𝐴𝐴𝐶𝑚𝑎𝑥 
           𝐴𝐴𝐶𝑚𝑚𝑛 
0.999 
             0.991 
0.720 
             0.713 
0.999 
              0.756 




           𝐴𝐴𝐶𝑚𝑚𝑛 
0.999 
             0.998 
0.943 
             0.671 
0.999 
              0.975 
〈𝑇〉, сек 11.1 5.2 9.5 
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Застосування МФФА дало можливість підвищити значення метрики 𝐴𝐴𝐶 
у випадку слабкого заповнення зображення-контейнеру стегоданими (∆𝐶= 5%) 
та мінімальних значень вагового параметру 𝐺 для одноетапних методів Дея 
(∆𝐴𝐴𝐶 ≈ 0.199) та Агарваля (∆𝐴𝐴𝐶 ≈ 0.243), а також двоетапного методу 
Джозефа (∆𝐴𝐴𝐶 ≈ 0.2) приховання повідомлень в ОПЗК (табл. 2.3) у порів-
нянні з випадком використання варіограмного аналізу (табл. 2.2). 
Підвищення розмірності простору ознак – кореляційних та фрактальних 
характеристик шумових компонент цифрових зображень – для стегодетектору 
𝑆𝐷𝑀𝐶𝐶𝐶𝑀 (𝑑𝑀𝐶𝐶𝐶𝑀 = 182, 〈𝑇𝑀𝐶𝐶𝐶𝑀〉 ≈ 9.7 (сек)) призвело до відповідного зрос-
тання на 35% середнього часу обробки зображення у порівнянні зі стегодетек-
тором 𝑆𝐷𝑃𝑉𝑀 (𝑑𝑃𝑉𝑀 = 39, 〈𝑇𝑃𝑉𝑀〉 ≈ 7.2 (сек)), проте поступається середній три-
валості обробки зображення з використанням статистичного стегоаналізу 
(𝑇𝐶𝐶𝐶 ≈ 11.3 (сек), табл. 2.3).  
Використання декількох складових зображення-контейнеру, що відпові-
дають різним сингулярним числам (1.6), при формуванні стеганограм згідно ме-
тоду Агарваля, дозволяє зменшити імовірність виявлення прихованих повідом-
лень з використанням методів статистичного стегоаналізу та УСД Авкібаса, а 
також варіограмного (табл. 2.2) і мультифрактального флуктуаційного (табл. 
2.3) аналізу. Виявлення змін статистичних характеристик окремих компонент 
ЦЗ, обумовлених вбудовуванням стегоданих потребує використання спеціаль-
них методів структурного аналізу, зокрема мультифрактального аналізу ЦЗ. 
 Мультифрактальний аналіз стеганограм 2.2.3
В роботі Бенуа Мандельброта «Фрактальна геометрія природи» [176] бу-
ло вперше доведено, що більшості процесів у реальному світі, наприклад, зміні 
вартості цінних паперів на біржі, притаманна властивість самоподібності (фрак-
тальності) – зберігання статистичних характеристик на різних масштабах дослі-
дження реалізацій даних процесів. В літературі прийнято відносити сигнали, 
статистичні характеристики яких є однаковими на будь-якому масштабі дослі-
дження, до класу монофракталів [162]. В протилежному випадку сигнали є му-
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льтифрактальними та потребують використання декількох монофракталів для 
представлення досліджуваних сигналів із фіксованою точністю. 
Роботи Бенуа Мандельброта поклали початок напрямку мультифракталь-
ного аналізу складних сигналів, який сьогодні широко використовується в різ-
них галузях науки та техніки, зокрема комп’ютерній графіці [180], матеріалоз-
навстві [181, 182], стисненні ЦЗ [180, 183], обробці сигналів та зображень [184-
187], текстурному аналізі [188], аналізі стохастичних сигналів [189-191], дослі-
дженні життєвих показників людини [192-194]. Враховуючи високу «чутли-
вість» результатів мультифрактального аналізу до будь-яких змін досліджу-
ваних сигналів, перспективним є використання МФА для проведення пасивного 
стегоаналізу ЦЗ. 
Визначення мультифрактальних характеристик зображення 𝑰𝑥,𝑦 в деякій 
обмеженій області ℑ(ℑ ⊂ ℝ2) проведемо аналогічно до роботи [179]. Розгля-









ℑ − кількість блоків 𝐶𝑤, які покривають область ℑ. 
Для визначення імовірності 𝑝𝑚(𝑤), що випадковим чином вибране зна-
чення яскравості пікселю ЦЗ знаходиться в блоці 𝐶𝑤𝑚 , скористаємося узагальне-
ною статистикою [179]: 
𝑝𝑚(𝑤) = 𝑇−𝑏𝑖(𝑤), 𝑖 ∈ �1;𝑁𝐶𝑤ℑ �  
де 𝑏𝑚(𝑤) − середня яскравість пікселів зображення у блоці 𝐶𝑤𝑚 , 𝑖 ∈ �1;𝑁𝐶𝑤ℑ � 
з центром 𝒙(𝒙 ∈ ℝ2). Тоді «супроводжуючий» розподіл імовірностей 𝑃𝑚(𝑤, 𝑞) 
порядку 𝑞(𝑞 ∈ ℝ) можливо представити у наступному вигляді [179]: 
𝑃𝑚(𝑤, 𝑞) = 𝑝𝑚𝑞(𝑤)
∑ 𝑝𝑗
𝑞(𝑤)𝑁𝐷𝑤ℑ𝑗=1 , 𝑖 ∈ �1;𝑁𝐶𝑤ℑ �, (2.25) 
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«Супроводжуючий» розподіл (escort distribution) 𝑃𝑚(𝑤, 𝑞) використо-
вується для вивчення структури розподілу значень яскравості пікселів зображе-
ння 𝑰𝑥,𝑦 по окремим коміркам 𝐶𝑤𝑚 , 𝑖 ∈ �1;𝑁𝐶𝑤ℑ � шляхом варіації значень масшта-
буючого параметру 𝑞(𝑞 ∈ ℝ) [162]. При 𝑞 → (+∞) основний вклад в розподіл 
𝑃𝑚(𝑤, 𝑞) (2.25) вносять комірки, що мають велике значення середньої яскравості 
пікселів, в той час як вплив комірок з малим значенням середньої яскравості 
пікселів зростає при 𝑞 → (−∞).  
Шляхом послідовних еквівалентних перетворень виразу (2.25) можливо 
представити «супроводжуючий» розподіл 𝑃𝑚(𝑤, 𝑞) у формі канонічного розпо-
ділу Гіббса [179]: 





Ψ(𝑤, 𝑞) = {−ln[𝑍(𝑤, 𝑞)]},  
𝑃𝑚(𝑤, 𝑞) = 𝑇Ψ(𝑤,𝑞)−𝑞×𝑏𝑖(𝑤), 𝑖 ∈ �1;𝑁𝐶𝑤ℑ �  
де 𝑍(𝑤, 𝑞) − узагальнена статистична сума, Ψ(𝑤, 𝑞) − вільна енергія 
Гельмгольца. Тоді інформація (ентропія) Реньї 𝐼𝑞 порядку 𝑞 є рівною [179]: 
𝐼𝑞(ℑ,𝑤) = ln �∑ 𝑝𝑚𝑞(𝑤)𝑁𝐷𝑤ℑ𝑚=1 �𝑞 − 1 = �− 1𝑞 − 1� × Ψ(𝑤, 𝑞). (2.27) 
Ентропія Реньї 𝐼𝑞 є узагальненням класичної ентропії Шенона [162] та 
дозволяє визначати ступінь «випадковості» (стохастичності) розподілу значень 
яскравості пікселів зображення при варіації масштабуючого параметру 𝑞, що 
відповідає дослідженню компонент ЦЗ з різним рівнем середньої яскравості пі-
кселів у блоках розбиття 𝐶𝑤
𝑚 , 𝑖 ∈ �1;𝑁𝐶𝑤ℑ �. Проте обмеженням використання 
ентропії Реньї (2.27) при проведенні пасивного стегоаналізу ЦЗ є залежність 
значень 𝐼𝑞(ℑ,𝑤) від розмірів 𝑤 блоків розбиття 𝐶𝑤𝑚 , 𝑖 ∈ �1;𝑁𝐶𝑤ℑ �. Подолання да-
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ного обмеження потребує переходу від ентропії Реньї 𝐼𝑞(ℑ,𝑤) до спектру узага-
льнених фрактальних розмірностей (СУФР) 𝐷𝑞 [162, 179]: 
𝐷𝑞 = lim𝑤→0 𝐼𝑞(ℑ,𝑤)ln[𝑤] = lim𝑤→0 ln �∑ 𝑝𝑚𝑞(𝑤)𝑁𝐷𝑤
ℑ
𝑚=1 �(𝑞 − 1) × ln[𝑤]. (2.28) 
Спектр узагальнених фрактальних розмірностей 𝐷𝑞 (2.28) та спектр син-
гулярностей (мультифрактальний спектр) 𝑓(𝛼) є взаємооднозначно пов’яза-





𝜏(𝑞) = 𝛼 × 𝑑𝑓(𝛼)
𝑑𝛼




ln[𝑍(𝑞,𝑤)]ln[𝑤]  (2.29) 
масштабуючий показник Реньї [163], що визначає значення узагальненої 
статистичної суми 𝑍(𝑞,𝑤) при зменшенні розмірів комірок 𝐶𝑤𝑚  (𝑤 → 0), 𝑖 ∈
�1;𝑁𝐶𝑤ℑ �. 
Мультифрактальний спектр 𝑓(𝛼) може бути інтерпретований як спектр 
розмірностей Хаусдорфа-Безиковича 𝐷𝐻𝐻 компонент заданого зображення 𝑰𝑥,𝑦, 
що мають однакові імовірності заповнення окремих комірок –  𝑝(𝑤) ∝ 𝑤𝛼 
[162].  
На основі аналізу спектру узагальнених фрактальних розмірностей 𝐷𝑞 
(2.28) можливо визначити такі статистичні характеристики зображення 𝑰𝑥,𝑦 
[162, 179, 191]: інформаційну розмірність 𝐷1, кореляційну розмірність 𝐷2, гра-
ничні узагальнені фрактальні розмірності 𝐷−∞(𝐷+∞).  
Використання зазначених характеристик спектру узагальнених фракталь-
них розмірностей 𝐷𝑞 дає можливість досліджувати зміни ступеня «випадковос-
ті» (стохастичності) зображення (інформаційна розмірність 𝐷1) та ступеня коре-
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ляції навмання обраних пікселів ЦЗ (кореляційна розмірність 𝐷2), обумовлені 
прихованням повідомлень в ОПЗК, при проведенні ПС цифрових зображень. 
Також перспективним є використання граничних узагальнених фракталь-
них розмірностей 𝐷−∞(𝐷+∞), що відповідають розмірності Хаусдорфа-Безико-
вича для компонент зображення з найменшою (найбільшою) середньою яскра-
вістю значень пікселів в окремих блоках розбиття ЦЗ, для виявлення стегано-
грам, сформованих з використанням СР матриць яскравості пікселів ЗК згідно 
методу Агарваля (табл. 1.1). 
Інформаційна розмірність 𝐷1 відповідає випадку, коли ентропія Реньї 
(2.27) зводиться до ентропії Шенона 𝑆�𝑰𝑥,𝑦� та визначає кількість інформації, 









⎧ 11 − 𝑞 ln ��𝑝𝑚𝑞(𝑤)𝑁𝐷𝑤ℑ
𝑚=1
� , 𝑞 ≠ 1,
−�{𝑝𝑚(𝑤) × 𝐹𝑐𝐸2[𝑝𝑚(𝑤)]}𝑁𝐷𝑤ℑ
𝑚=1
, 𝑞 = 1, (2.30) 





Густина імовірності (взаємокореляційна функція) 𝐶(𝑇) знаходження двох 
випадковим чином вибраних значень яскравості пікселів на відстані 𝑇 може 
бути розрахованою згідно формули [162]: 




𝛼(𝑤,𝒙) = ln[𝑝𝑚(𝑤)]ln[𝑤] , 𝑖 ∈ �1;𝑁𝐶𝑤ℑ �, 
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відносна густина розподілу значень яскравості пікселів зображення 𝑰𝑥,𝑦 у 
блоці 𝐶𝑤
𝑚 ; 𝒙(𝒙 ∈ ℝ2) − центр окремого блоку (точка перетину діагоналей). 
Тоді кореляційна розмірність 𝐷2 – оцінка імовірності, що відстань 𝑇 між 
двома випадковим чином взятими значеннями яскравості пікселів зображення 
𝑰𝑥,𝑦 є меншою за 𝑤 – розраховується згідно виразу [162]: 
𝐶(𝑇) ∝ 𝑇−(𝐶𝐷−𝐶2), 
де 𝐷𝑇 − розмірність Лебега простору, в який вкладено область ℑ (у випад-
ку аналізу зображень – 𝐷𝑇 = 2). 
Для розрахунку спектру узагальнених фрактальних розмірностей 𝐷𝑞 та 
мультифрактального спектру 𝑓(𝛼) згідно формул (2.28) та (2.21)-(2.22) необхід-
ним є визначення розподілу значень яскравості пікселів зображення при варіа-
ції розміру блоків розбиття 𝐶𝑤
𝑚 , 𝑖 ∈ �1;𝑁𝐶𝑤ℑ � в широких межах, що є обчислюва-
льно складною процедурою. Тому при практичному застосуванні МФА широко 
використовуються швидкі методи визначення 𝐷𝑞 та 𝑓(𝛼), наприклад, метод 
BCM (Box-Counting Method) [195], метод ізаритмів [196], метод покриттів [113]. 
В останній час все більшої популярності набувають методи оцінки РХБ та 
узагальнених фрактальних розмірностей 𝐷𝑞, засновані на використанні вейвлет 
перетворення досліджуваного сигналу [173, 197], наприклад, метод WTMM 
[198], метод найбільших коефіцієнтів вейвлет-перетворення (Wavelet Leaders 
Method) [199]. Незважаючи на універсальність даного підходу, його практичне 
застосування для обробки складних сигналів потребує проведення декількох 
вейвлет-перетворень досліджуваного сигналу з різними базисними функціями 
для забезпечення високої точності визначення узагальнених фрактальних роз-
мірностей 𝐷𝑞, що є обчислювально затратною процедурою.  
Одними з найбільш поширених підходів до визначення РХБ цифрових 
зображень є клас методів DBCM (Differential Box-Counting Method) [200]. Особ-
ливістю даних методів є представлення досліджуваного напівтонового зобра-
ження як тривимірної поверхні – залежності значення яскравості пікселів від їх 




𝑚 , 𝑖 ∈ �1;𝑁𝐶𝑤ℑ � згідно методів DBCM використовується ковзне вікно 
(КВ) розміром 𝑤 × 𝑤 пікселів, що дозволяє забезпечити високу точністю 
оцінки РХБ при низькій обчислювальній складності методів обробки. 
Відомим обмеженням DBCM методів є залежність розрахованого зна-
чення розмірності Хаусдорфа-Безиковича 𝐷𝐻𝐻 від вибору розмірів 𝑤 блоків 
розбиття [195]. Для подолання даного обмеження був запропонований вдоско-
налений метод DBCM (Improved DBCM, IDBCM) [201], заснований на розбитті 
напівтонового зображення 𝑰𝑥,𝑦 на блоки розміром 𝑤 × 𝑤 та величиною перек-
риття суміжних блоків ∆𝑤 рядків (стовпчиків). В роботі була проведена модифі-
кація IDBCM методу для визначення спектру узагальнених фрактальних роз-
мірностей 𝐷𝑞 та мультифрактального спектру 𝑓(𝛼). Модифікація полягала у 
введенні додаткового етапу обробки ЦЗ – розрахунку узагальненої статистичної 
суми 𝑍(𝑤, 𝑞) (2.26) та ентропії Реньї 𝐼𝑞 (2.30) порядку 𝑞 для розподілу висот 
блоків розбиття 𝐶𝑤
𝑚 , 𝑖 ∈ �1;𝑁𝐶𝑤ℑ �. 
Обробка кольорового зображення 𝑰𝑥,𝑦, розміром 𝑀 × 𝑁 пікселів, з вико-
ристанням модифікованого методу IDBCM проводиться в декілька етапів [201]. 
На першому етапі матриці яскравості пікселів кожного каналу кольору заданого 
зображення розбиваються на блоки 𝐵𝑤 розміром 𝑤 × 𝑤 (пікселів), що перекри-
ваються (величина перекриття – ∆𝑤 рядків (стовпчиків). Для кожного блоку 𝐵𝑤 
яскравості пікселів зображення 𝑰𝑥,𝑦 розраховується відносна висота 𝑛𝑤(𝑖, 𝑗) 
[201]:  
𝑛𝑤(𝑖, 𝑗) = 𝐵𝑤𝑚𝑎𝑥(𝑖, 𝑗) − 𝐵𝑤𝑚𝑚𝑛(𝑖, 𝑗) + 1, 𝑖 ∈ [1; ⌊𝑀 𝑤⁄ ⌋], 𝑗 ∈ [1; ⌊𝑁 𝑤⁄ ⌋], (2.31) 
де  
𝐵𝑤
𝑚𝑎𝑥(𝑖, 𝑗) = �max{𝐵𝑤(𝑖, 𝑗)}
?́?𝑚𝑝𝑠
� ,𝐵𝑤𝑚𝑚𝑛(𝑖, 𝑗) = �min{𝐵𝑤(𝑖, 𝑗)}?́?𝑚𝑝𝑠 �, 
відповідно, номера блоків в які попадають максимальне та мінімальне 
значення яскравості пікселів для поточного блоку розбиття 𝐵𝑤; 
?́?𝑚𝑝𝑠 = � 𝑤1 + 2𝜎� ,𝜎 = �𝐷�𝑰𝑥,𝑦�,  
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поточне значення кроку розбиття блоків 𝐵𝑤 по висоті; 𝜎 − середньо-
квадратичне відхилення значень яскравості пікселів 𝑰𝑥,𝑦.  
Розбиття ЦЗ повторюється декілька разів (не менше трьох) при варіації 
величини блоку розбиття 𝑤. За результатами дослідження [201] встановлено, 
що мінімальна похибка визначення значення РХБ досягається при величині 
перекриття блоків 𝐵𝑤 рівній ∆𝑤= 1. 
На другому етапі, проводиться розрахунок узагальненої статистичної 
суми 𝑍(𝑤, 𝑞) та ентропії Реньї 𝐼𝑞 порядку 𝑞 згідно виразів (2.26) та (2.30) при 
заміні імовірності 𝑝(𝑤) на значення нормованого розподілу відносних висот 
𝑁𝑤
𝑛𝑚𝑐𝑚 блоків розбиття 𝐵𝑤: 
𝑁𝑤
𝑛𝑚𝑐𝑚 = 𝑛𝑤(𝑖, 𝑗)
∑ 𝑛𝑤(𝑖, 𝑗)𝑚,𝑗 . 
На третьому етапі, проводиться побудова залежності ентропії Реньї 𝐼𝑞 від 
розмірів блоків розбиття (1 𝑤⁄ ) у логарифмічних координатах – 𝐹𝐸�𝐼𝑞� =
𝑓(𝐹𝐸[1 𝑤⁄ ]). Значення узагальненої фрактальної розмірності 𝐷𝑞 визначається як 
тангенс кута нахилу прямої, отриманої шляхом лінійної апроксимації одержа-
ної залежності. Для побудови спектру узагальнених фрактальних розмірностей 
𝐷𝑞 другий та третій етап обробки каналів кольору зображення 𝑰𝑥,𝑦 згідно 
IDBCM методу повторюються при варіації масштабуючого параметру 𝑞(𝑞 ∈
ℝ). 
На четвертому етапі, розраховується мультифрактальний спектр 𝑓(𝛼) 
шляхом застосування до отриманого спектру узагальнених фрактальних розмір-
ностей 𝐷𝑞 прямого перетворення Лежандра (2.21)-(2.22). 
Для визначення граничних значень параметру 𝑞, аналогічно до флуктуа-
ційного аналізу (розд. 2.1.2), в роботі був проведений мультифрактальний ана-
ліз зображень з тестового пакету (табл. 1.2) при варіації мінімального 𝑞𝑚𝑚𝑛 та 
максимального 𝑞𝑚𝑎𝑥 значення параметру 𝑞 з кроком ∆𝑞= 0.5. За результатами 
аналізу отриманих даних було встановлено, що зміни граничних фрактальних 
розмірностей 𝐷−∞(𝐷+∞) при збільшенні абсолютних значень 𝑞(|𝑞| > 20) не пе-
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ревищують 0.01. Тому при проведенні МФА каналів кольору цифрових зобра-
жень значення масштабуючого параметру 𝑞 змінювалися в діапазоні 𝑞 ∈[−20; 20], з кроком ∆𝑞= 0.5. 
На рисунку 2.7 наведені спектр узагальнених фрактальних розмірностей 
𝐷𝑞 та мультифрактальний спектр 𝑓(𝛼), розраховані для псевдовипадково обра-
ного тестового зображення (табл. 1.2) згідно модифікованого методу IDBCM. 
а)  
б)  
Рисунок 2.7 – Спектри узагальнених фрактальних розмірностей 𝐷𝑞 (а) та відпо-
відні мультифрактальні спектри 𝑓(𝛼) (б), розраховані для окремих каналів 
кольору тестового зображення 𝑰𝑥,𝑦 згідно модифікованого методу IDBCM. 
Спектри узагальнених фрактальних розмірностей 𝐷𝑞 для окремих каналів 
кольору ЦЗ (рис. 2.6а) практично не відрізняються один від одного, що свідчить 
про близькість розподілу значень яскравості пікселів в кожному каналі кольору.  
На основі виразу (2.29) можливо встановити прямий зв’язок між гранич-
ними фрактальними розмірностями 𝐷−∞(𝐷+∞) та значеннями локальних 










𝑞→(−∞) = 𝐷−∞ = 𝛼𝑚𝑎𝑥.  
За результатами проведених розрахунків були визначені як граничні фра-
ктальні розмірності 𝐷−∞ (𝐷+∞), так і відносні густини 𝛼𝑚𝑎𝑥 (𝛼𝑚𝑚𝑛) розподілу 
значень яскравості пікселів окремих каналів кольру зображення  (рис. 2.7): 
𝐷−∞
𝑐𝑐𝑚 = 3.828,𝛼𝑚𝑎𝑥𝑐𝑐𝑚 = 3.912,𝐷+∞𝑐𝑐𝑚 = 1.624,𝛼𝑚𝑚𝑛𝑐𝑐𝑚 = 1.691; 
𝐷−∞
𝑉𝑐𝑐𝑐𝑛 = 3.822,𝛼𝑚𝑎𝑥𝑉𝑐𝑐𝑐𝑛 = 3.975,𝐷+∞𝑉𝑐𝑐𝑐𝑛 = 1.623,𝛼𝑚𝑚𝑛𝑉𝑐𝑐𝑐𝑛 = 1.690; 
𝐷−∞
𝑏𝑓𝑢𝑐 = 3.823,𝛼𝑚𝑎𝑥𝑏𝑓𝑢𝑐 = 3.860,𝐷+∞𝑏𝑓𝑢𝑐 = 1.627,𝛼𝑚𝑚𝑛𝑏𝑓𝑢𝑐 = 1.705. 
Відмінність у значеннях 𝐷−∞ (𝐷+∞) та 𝛼𝑚𝑎𝑥 (𝛼𝑚𝑚𝑛) пояснюється викорис-
танняс обмеженого інтервалу значень параметру 𝑞 (𝑞 ∈ [−20; 20]). 
Для визначення фрактальних характеристик цифрових зображень в робо-
ті, на основі модифікованого методу IDBCM, був розроблений алгоритм обро-
бки каналів кольору ЦЗ, наведений у додатку В.4. Розроблений алгоритм дозво-
ляє розраховувати узагальнений спектр фрактальних розмірностей 𝐷𝑞 та муль-
тифрактальний спектр 𝑓(𝛼), а також їх основні характеристики:  
1. Значення інформаційної 𝐷1 та кореляційної 𝐷2 розмірностей; 
2. Граничні узагальнені фрактальні розмірності 𝐷−∞(𝐷+∞); 
3. Середні (𝐸�?́?𝑞�) та максимальні (max�?́?𝑞�) значення похідних СУФР 
при зміні параметру 𝑞 в діапазонах 𝑞 ∈ [𝑞𝑚𝑚𝑛; 0] та 𝑞 ∈ [0; 𝑞𝑚𝑎𝑥]; 
4. Максимальне (𝑓𝑚𝑎𝑥(𝛼), 𝛼𝑚𝑎𝑥) та мінімальне (𝑓𝑚𝑚𝑛(𝛼), 𝛼𝑚𝑚𝑛) значення 
розмірностей Хаусдорфа-Безиковича та імовірностей заповнення бло-
ків розбиття ЦЗ для монофрактальних компонент ЦЗ; 
5. Середні (𝐸�?́?(𝛼)�) та максимальні (max�?́?(𝛼)�) значення похідних му-
льтифрактального спектру 𝑓(𝛼). 
Для визначення імовірності виявлення стеганограм з даними, вбудовани-
ми в ОПЗК згідно одноетапних, багатоетапних та комплексних методів, на ос-
нові алгоритму В.4 був розроблений стегодетектор 𝑆𝐷𝑀𝐶𝑀. Загальна кількість 
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фрактальних характеристик зображень-контейнерів, використаних при форму-
ванні кластеру ознак стеганограм, склала 𝑑𝑀𝐶𝑀 = 14. Налаштування 𝑆𝐷𝑀𝐶𝐶𝐶𝑀 
було проведено аналогічно до стегодетектору 𝑆𝐷𝑃𝑉𝑀 із застосуванням ансамблю 
класифікаторів (розд. 2.1.1) – лінійних дискримінантів Фішера. Визначення 
параметрів АК – кількості базових класифікаторів та потужності множини оз-
нак кожного БК – проводилося згідно алгоритмів, наведених у додатку Г.1.3-
Г.1.4. Налаштування АК та ЛДФ було проведено з використанням алгоритмів 
Г.1.1 та Г.1.2. 
Виявлення стеганограм, сформованих згідно одноетапних методів Дея та 
Агарваля, багатоетапних методів Джозефа та Хана, а також комплексних мето-
дів Елайона та Гунджаля, проводилося з використанням 𝑆𝐷𝑀𝐶𝑀 на пакеті зі 2500 
тестових цифрових зображень (табл. 1.2). Сімейства залежностей значень мет-
рики 𝐴𝐴𝐶 від ступеня заповнення ЗК стегоданими ∆𝐶 та вагового коефіцієнту 𝐺 
для стегодетектору 𝑆𝐷𝑀𝐶𝑀, при вбудовуванні стегоданих типу «Креслення», 
«Карта» та «Портрет» (табл. 1.2) у різні канали кольору ЗК згідно одноетапних, 
багатоетапних та комплексних методів, мають однаковий характер та несуттєво 
різняться діапазоном значень метрики 𝐴𝐴𝐶 (додаток Ж.3). 
В якості прикладу, на рисунку 2.8 наведені сімейства залежностей зна-
чень метрики 𝐴𝐴𝐶 від ступеня заповнення ЗК стегоданими ∆𝐶 та вагового 
коефіцієнту 𝐺 для стегодетектору 𝑆𝐷𝑀𝐶𝑀, при вбудовуванні стегоданих типу 






Рисунок 2.8 – Сімейства залежностей значень метрики 𝐴𝐴𝐶 від ступеня запов-
нення зображення-контейнеру стегоданими та вагового параметру 𝐺, одержані 
для стегодетектору 𝑆𝐷𝑀𝐶𝑀, при вбудовуванні стегоданих типу «Портрет» у 
канал синього кольору ЗК згідно: (а) – методу Дея; (б) – методу Агарваля;  
(в) – методу Джозефа; (г) – методу Хана; (д) – методу Елайона;  
(е) – методу Гунджаля. 
Використання МФА для виявлення стеганограм, сформованих згідно од-
ноетапних методів Дея та Агарваля, а також двоетапного методу Джозефа при-
ховання повідомлень в ОПЗК, дало можливість збільшити імовірність вияв-
лення факту приховання повідомлень (метрика 𝐴𝐴𝐶) в області слабкого запов-
нення ЗК стегоданими (∆𝐶= 5%) та мінімальній енергії стегоданих (𝐺 = 𝐺𝑚𝑚𝑛) у 
порівнянні з результатами для варіограмного (рис. 2.3) та мультифрактального 
флуктуаційного (рис. 2.6) аналізів.  
У випадку використання багатоетапного методу Хана та комплексних  
методів Елайона та Гунджаля (рис. 2.8г-е) формування стеганограм значення 
метрики 𝐴𝐴𝐶 для мультифрактального аналізу стеганограм є співставними з 
відповідними результатами для статистичних моделей SPAM (рис. 1.4), CC-
PEV (рис. 1.5) та CDF (рис. 1.6), проте використовуючи простір ознак суттєво 




Таблиця 2.4 – Кількість елементів простору ознак стегодетектору, налаштова-
ного з використанням методів структурного та статистичного аналізу 
зображень, а також універсального стегодетектору Авкібаса 
Тип використовуваного простору ознак 
Кількість 
елементів 
Кореляційні характеристик зображень (варіограмний аналіз) 39 
Кореляційні та фрактальні характеристики зображень  
(мультифрактальний флуктуаційний аналіз) 
182 
Фрактальні характеристики зображень (мультифрактальний аналіз) 14 
Статистична модель SPAM 686 
Статистична модель CC-PEV 548 
Статистична модель CDF 1234 
Метрики якості цифрових зображень (УСД Авкібаса) 14 
 
У таблиці 2.5 наведені значення метрики 𝐴𝐴𝐶 при використанні методів 
структурного та статистичного аналізу стеганограм, сформованих згідно мето-
ду Агарваля, у найбільш складному випадку ПС – слабкого заповнення ЗК сте-
годаними (∆𝐶= 5%) та малій енегії прихованих повідомлень (𝐺 = 𝐺𝑚𝑚𝑛). 
 
Таблиця 2.5 – Значення метрики 𝐴𝐴𝐶 при використанні методів структурного 
та статистичного аналізу стеганограм, сформованих згідно методу Агарваля,  у 
випадку слабкого ступеня заповнення ЗК стегоданими (∆𝐶= 5%) та мінімальній 




Методи структурного аналізу зображень 
ВгА МФФА МФА 
Метод Дея 0.875 0.729 0.977 0.986 
Метод Агарваля 0.774 0.665 0.910 0.971 
Метод Джозефа 0.603 0.770 0.969 0.962 
Метод Хана 0.999 0.712 0.937 0.955 
Метод Елайона 0.999 0.600 0.757 0.950 
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Методи структурного аналізу зображень 
ВгА МФФА МФА 
Метод Гунджаля 0.999 0.668 0.975 0.980 
 
Застосування МФА зображень дозволяє забезпечити високу імовірність 
виявлення стеганограм (метрика 𝐴𝐴𝐶) у найбільш складних випадках пасив-
ного стегоаналізу – слабкого заповнення ЗК стегоданими (∆𝐶= 5%) та викорис-
танні спеціальних перетворень ЗК, зокрема СР – де використання відомих мето-
дів ПС, зокрема статистичного стегоаналізу, є неефективним. Також перевагою 
використання МФА при проведені ПС цифрових зображень є відносно малий 
час визначення характеристик стеганограм з даними, вбудованими в ОПЗК – 
〈𝑇𝑀𝐶𝑀〉 ≈ 7.5 (сек) – що є співставним з часом обробки зображень з використан-
ням ВгА (〈𝑇𝑃𝑉𝑀〉 ≈ 7.2 (сек), табл. 2.2). 
Використання кореляційних та фрактальних характеристик ЦЗ при прове-
денні пасивного стегоаналізу дозволяє суттєво підвищити точність виявлення 
стеганограм, сформованих згідно одноетапних, багатоетапних та комплексних 
методів, у порівнянні з методами статистичного стегоаналізу, проте величина 
«впливу» зазначених характеристик цифрових зображень на імовірність виявле-
ння стеганограм (метрика 𝐴𝐴𝐶) є неоднаковою. В якості прикладу на рисунку 
2.9 наведені ROC-криві залежності частки виявлених стеганограм (True Positive 
Rate, TPR), сформованих згідно методу Дея, від значень помилок першого роду 
(False Positive Rate, FPR) при використанні груп кореляційних (параметри 
СУЕХ ℎ𝑞) та фрактальних (параметри МФС 𝑓𝑞�𝛼𝑞�) характеристик шумових 




Рисунок 2.9 – Залежність кількості виявлених стеганограм від значень помилок 
першого роду стегодетектору при використанні груп кореляційних (параметри 
СУЕХ ℎ𝑞) та фрактальних (параметри МФС 𝑓𝑞�𝛼𝑞�) характеристик шумових 
компонентів стеганограм, розрахованих із застосуванням МФФА. 
Побудова ROC-характеристики стегодетектору проводиться згідно нас-
тупних формул [136, 202]: 
𝐹𝑃𝑅(𝑇) = � 𝑃0(𝑇)𝑑𝑇+∞
𝑇
,𝑇𝑃𝑅(𝑇) = � 𝑃1(𝑇)𝑑𝑇+∞
𝑇
, 
де 𝑃0,𝑃1 −відповідно, імовірності віднесення стеганограм до класу неза-
повнених та заповнених зображень-контейнерів; 𝑇 − порогове значення для ви-
рішуючого правила стегодетектору, наприклад, відношення правдоподібності 
для ЛДФ. 
Об’єднання кореляційних та фрактальних характеристик шумових компо-
нент ЦЗ при проведенні ПС призводить до нелінійного збільшення величини 
𝑇𝑃𝑅 (рис. 2.9), що свідчить про нерівномірний «вплив» зазначених характерис-
тик на значення імовірності виявлення стеганограм (метрика 𝐴𝐴𝐶). Визначення 
кореляційних та фрактальних характеристки зображення-контейнеру, які мають 
найбільший «вплив» на точність виявлення стеганограм, дозволить зменшити 
розмірність простору ознак структурних стегодетекторів та, відповідно, час їх 
налаштування при забезпеченні фіксованої імовірності виявлення стеганограм. 
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2.3 Висновки до розділу 2 
Для підвищення імовірності виявлення стеганограм з даними, вбудовани-
ми з використанням спектральних (двовимірне дискретне вейвлет перетворен-
ня) та спеціальних (сингулярний розклад) перетворень матриць зображення-
контейнеру в роботі на основі статистичних (ієрархічні статистичні моделі), так 
і стохастичних (мультифрактальних) моделей зображень розроблено багаторів-
неву модель представлення ЦЗ. Це дозволяє з високою точністю виявляти 
слабкі відмінності кореляційних та фрактальних характеристик зображень-кон-
тейнерів та стеганограм з даними, вбудованими в ОПЗК, без необхідності за-
стосування обчислювально складних статистичних моделей ЦЗ. 
Для оцінки параметрів розробленої моделі ЦЗ запропоновано використо-
вувати методи структурного аналізу сигналів – варіограмний, флуктуаційний та 
мультифрактальний аналізи. На основі зазначених методів розроблені ефекти-
вні алгоритми визначення кореляційних (N, S та R-параметри, спектр узагаль-
нених експонент Херста ℎ𝑞) та фрактальних (спектр узагальнених фрактальних 
розмірностей 𝐷𝑞, мультифрактальні спектри 𝑓(𝛼) та 𝑓𝑞�𝛼𝑞�) характеристик ЦЗ. 
Перевагою розроблених алгоритмів є скорочення часу обробки цифрових зоб-
ражень від 14.2% (〈𝑇𝑀𝐶𝐶𝐶𝑀〉 ≈ 9.7 (сек)) до 42.5% (〈𝑇𝑀𝐶𝑀〉 ≈ 6.5 (сек)) у порів-
нянні з відомими методами визначення характеристик статистичних моделей 
ЦЗ (〈𝑇𝐶𝐶𝐶〉 ≈ 11.3 (сек)). 
На основі алгоритмів визначення кореляційних та фрактаьних характери-
стик ЦЗ були розроблені структурні стегодетектори 𝑆𝐷𝑃𝑉𝑀, 𝑆𝐷𝑀𝐶𝐶𝐶𝑀 та 𝑆𝐷𝑀𝐶𝑀. 
За результатами дослідження точності виявлення стеганограм з даними, вбу-
дованими в ОПЗК згідно одноетапних, багатоетапних та комплексних методів, 
із застосуванням стегодетекторів 𝑆𝐷𝑃𝑉𝑀, 𝑆𝐷𝑀𝐶𝐶𝐶𝑀 і 𝑆𝐷𝑀𝐶𝑀 встановлено: 
1. Використання варіограмного аналізу дозволяє підвищити точність ви-
явлення стеганограм (метрика 𝐴𝐴𝐶), сформованих згідно одноетапного методу 
Дея та двоетапного методу Джозефа, у порівнянні з відповідними результатами 
для СД на основі статистичної моделі CDF та УСД Авкібаса навіть у випадку 
103 
 
слабкого заповнення ЗК стегоданими (∆𝐶≤ 10%, табл. 2.2). Також перевагою 
ВгА є досягнення значень метрики 𝐴𝐴𝐶, співставних з відповідними результа-
тами для стегодетектору 𝑆𝐷𝐶𝐶𝐶  на основі статистичної моделі CDF, проте вико-
ристовуючи суттєво меншої кількості ознак – 𝑑𝐸𝑉𝑀 = 39 проти 𝑑𝐶𝐶𝐶 = 1234; 
2. Застосування мультифрактального аналізу дозволяє суттєво розширити 
діапазон значень ступеня заповнення ЗК стегоданими, у якому забезпечується 
висока точність виявлення прихованих повідомлень (𝐴𝐴𝐶 ≥ 0.9), у порівнянні з 
ВгА – від ∆𝐶
𝑃𝑉𝑀∈ [10; 55] (рис. 2.3) до ∆𝐶𝑀𝐶−𝐶𝐶𝑀∈ [10; 85]; 
3. Мультифрактальний аналіз ЦЗ дозволяє з високою точністю виявляти 
стеганограми, сформовані згідно одноетапних методів Дея та Агарваля, а також 
двоетапного методу Джозефа, у випадку слабкого заповнення ЗК стегоданими 
(∆𝐶= 5%) та мінімальній енергії стегоданих (𝐺 = 𝐺𝑚𝑚𝑛), де використання мето-
дів статистичного стегоаналізу є неефективним; 
4. Показано, що точність виявлення стеганограм з даними, вбудованими в 
ОПЗК, суттєво залежить від вибору кореляційних та фрактальних характерис-
тик ЦЗ. Тому актуальною є задача виявлення характеристик зображення-кон-
тейнеру, що найбільше змінюються при вбудовуванні стегоданих в ОПЗК. 
Рішення даної задачі дозволить зменшити розмірність простору ознак структур-
них стегодетекторів 𝑆𝐷𝑃𝑉𝑀, 𝑆𝐷𝑀𝐶𝐶𝐶𝑀 і 𝑆𝐷𝑀𝐶𝑀 та, відповідно, час їх налашту-








3. ВИЯВЛЕННЯ СТЕГАНОГРАМ З ДАНИМИ, ВБУДОВАНИМИ В 
ОБЛАСТІ ПЕРЕТВОРЕННЯ ЗОБРАЖЕННЯ-КОНТЕЙНЕРУ, З 
ВИКОРИСТАННЯМ МЕТОДІВ СТРУКТУРНОГО СТЕГОАНАЛІЗУ 
Використання методів структурного аналізу цифрових зображень – варіо-
грамного, флуктуаційного та мультифрактального аналізу – дозволяє підвищи-
ти точність виявлення стеганограм з даними, вбудованими в ОПУ із застосу-
ванням спектральних (двовимірного дискретного вейвлет перетворення) та спе-
ціальних (сингулярний розклад) перетворень ЗК, у порівнянні зі статистичними 
та універсальними стегодетекторами. Проте величина впливу кореляційних (N, 
S та R-параметрів ЦЗ, параметрів спектру узагальнених експонент Херста) та 
фрактальних (параметрів спектру узагальнених фрактальних розмірностей та 
мультифрактального спектру) характеристик стеганограм на значення імовірно-
сті виявлення прихованих повідомлень є неоднаковою. Тому важливою зада-
чею є формування кластеру демаскуючих ознак стеганограм – визначення коре-
ляційних та фрактальних характеристик ЦЗ, які найбільше змінюються внас-
лідок приховання повідомлень в ОПЗК – для одноетапних методів Дея та Агар-
валя, а також двоетапного методу Джозефа. Це дозволить скоротити розмір-
ність простору ознак структурних стегодетекторів 𝑆𝐷𝑃𝑉𝑀, 𝑆𝐷𝑀𝐶𝐶𝐶𝑀 та 𝑆𝐷𝑀𝐶𝑀 та, 
відповідно, спростити процедуру налаштування СД при забезпеченні фіксова-
ної точності виявлення стеганограм. 
3.1 Варіограмний аналіз стеганограм 
Для визначення кластеру ДМО стеганограм, сформованих згідно одно-
етапних методів Дея та Агарваля, багатоетапних методів Джозефа та Хана, а 
також комплексних методів Елайона та Гунджаля, на пакеті зі 2500 тестових зо-
бражень (табл. 1.2) було проведено дослідження кореляційних характеристик 
ЗК (N, S та R-параметрів) та стеганограм при варіації спупеня заповнення ЗК 
стегоданими ∆𝐶 та вагового параметру 𝐺. 
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Для порівняння величини змін кореляційних характеристик ЗК, обумов-
лених прихованням повідомлень в ОПЗК, була використана величина відносно-
го відхилення ∆𝜀: 
∆𝜀= �𝑎𝐴𝑚𝐸𝑐𝑐 − 𝑎𝑇𝑠𝑐𝑉𝑚𝑎𝐴𝑚𝐸𝑐𝑐 � × 100%, 
де 𝑎𝐴𝑚𝐸𝑐𝑐 ,𝑎𝑇𝑠𝑐𝑉𝑚 − відповідно, значення параметру 𝑎 для зображення-кон-
тейнеру та стеганограми. 
Значення N, S та R-параметрів, розрахованих згідно алгоритму В.1, для 
зображень-контейнерів та стеганограм, сформованих згідно одноетапних мето-
дів Дея і Агарваля, а також двоетапного методу Джозефа, при слабкому запов-
ненні ЗК стегоданими (∆𝐶= 10%) та мінімальній енергії прихованих повідо-
















Таблиця 3.1 – Характеристики розподілу значень N-параметру для каналу синього кольору зображень-контейнерів та 
стеганограм, сформованих згідно одноетапних методів Дея і Агарваля, а також двоетапного методу Джозефа, при слаб-






За методом Дея За методом Агарваля За методом Джозефа 
Значення ∆𝜀, % Значення ∆𝜀, % Значення ∆𝜀, % 
Середнє значення 185,09 177,71 3,99 186,15 0,57 191,33 3,37 
Дисперсія 16219,61 15000,82 7,51 17305,51 6,70 17351,90 6,98 
Коефіцієнт асиметрії 0,82 0,82 0,00 0,83 1,16 0,82 0,11 
Коефіцієнт ексцесу 0,22 0,22 0,44 0,26 17,31 0,22 0,65 
Перший 𝐹0.25 квартиль 68,37 65,77 3,81 69,96 2,33 70,54 3,17 
Медіана (квартиль 𝐹0.50) 144,73 139,12 3,88 143,75 0,68 148,17 2,37 
Третій 𝐹0.75 квартилі 254,60 244,38 4,01 261,85 2,85 262,61 3,15 
Інтерквартильний розмах 186,23 150,85 19,00 165,29 11,24 162,22 12,89 
Мода розподілу 8,52 8,04 5,56 7,03 17,50 6,97 18,16 
Розмах варіації 583,36 560,52 3,92 594,45 1,90 604,76 3,67 
Коефіцієнт осциляції 2,94 2,94 0,01 2,95 0,36 2,95 0,22 
Коефіцієнт варіації 0,70 0,70 0,01 0,70 0,12 0,70 0,34 






Таблиця 3.2 – Характеристики розподілу значень S-параметру для каналу синього кольору зображень-контейнерів та 
стеганограм, сформованих згідно одноетапних методів Дея і Агарваля, а також двоетапного методу Джозефа, при слаб-






За методом Дея За методом Агарваля За методом Джозефа 
Значення ∆𝜀, % Значення ∆𝜀, % Значення ∆𝜀, % 
Середнє значення 6230,61 6012,40 3,50 6367,93 2,20 6269,78 0,63 
Дисперсія 15477498 14300167 7,61 16424073 6,12 15640561 1,05 
Коефіцієнт асиметрії 0,70 0,70 0,04 0,71 1,69 0,69 0,62 
Коефіцієнт ексцесу -0,11 -0,12 4,65 -0,11 3,21 -0,12 5,38 
Перший 𝐹0.25 квартиль 2720,61 2609,03 4,10 2761,80 1,51 2746,14 0,94 
Медіана (квартиль 𝐹0.50) 5279,62 5058,81 4,18 5403,84 2,35 5303,78 0,46 
Третій 𝐹0.75 квартилі 8555,30 8242,09 3,66 8763,04 2,43 8585,26 0,35 
Інтерквартильний розмах 5834,69 4621,72 20,79 4862,09 16,67 4809,21 17,58 
Мода розподілу 325,26 312,74 3,85 329,45 1,29 327,14 0,58 
Розмах варіації 16192,90 15582,74 3,77 16771,17 3,57 16340,83 0,91 
Коефіцієнт осциляції 2,56 2,56 0,05 2,58 0,49 2,56 0,00 
Коефіцієнт варіації 0,66 0,66 0,36 0,66 0,28 0,66 0,31 






Таблиця 3.3 – Характеристики розподілу значень R-параметру для каналу синього кольору зображень-контейнерів та 
стеганограм, сформованих згідно одноетапних методів Дея і Агарваля, а також двоетапного методу Джозефа, при слаб-






За методом Дея За методом Агарваля За методом Джозефа 
Значення ∆𝜀, % Значення ∆𝜀, % Значення ∆𝜀, % 
Середнє значення 148,05 149,26 0,82 149,62 1,06 148,69 0,43 
Дисперсія 3993,69 3990,46 0,08 3934,28 1,49 3999,51 0,15 
Коефіцієнт асиметрії -0,06 -0,08 28,06 -0,08 30,23 -0,06 2,12 
Коефіцієнт ексцесу -1,03 -1,04 0,65 -1,04 0,64 -1,04 0,76 
Перший 𝐹0.25 квартиль 78,00 78,00 0,00 78,00 0,00 78,00 0,00 
Медіана (квартиль 𝐹0.50) 142,00 142,00 0,00 142,00 0,00 142,00 0,00 
Третій 𝐹0.75 квартилі 209,00 212,00 1,44 212,00 1,44 209,00 0,00 
Інтерквартильний розмах 131,00 116,00 11,45 116,00 11,45 116,00 11,45 
Мода розподілу 78,00 78,00 0,00 78,00 0,00 78,00 0,00 
Розмах варіації 176,00 176,00 0,00 176,00 0,00 176,00 0,00 
Коефіцієнт осциляції 1,38 1,35 1,66 1,35 1,66 1,37 0,54 
Коефіцієнт варіації 0,44 0,44 0,64 0,44 1,27 0,44 0,12 




Як видно із табл. 3.1-3.3, найбільших змін, при вбудовуванні стегоданих в 
ОПЗК з використанням як спектральних (двовимірного дискретного вейвлет пе-
ретворення), так і спеціальних (сингулярний розклад) перетворень ЗК згідно 
методів Дея, Агарваля та Джозефа, зазнають наступні характеристики розпо-
ділу значень N, S та R-параметрів по рядкам зображень-контейнерів: 
1. N-параметр цифрових зображень: 
a) Дисперсія – від ∆𝜀= 6,70% для методу Агарваля до від ∆𝜀= 7,51% 
для методу Дея; 
b) Інтерквартильний розмах – від ∆𝜀= 11,24% для методу Агарваля до 
від ∆𝜀= 19,00% для методу Дея; 
c) Мода розподілу – від ∆𝜀= 5,56% для методу Дея до від ∆𝜀= 18,16% 
для методу Джозефа; 
2. S-параметр цифрових зображень: 
a) Інтерквартильний розмах – від ∆𝜀= 16,67% для методу Агарваля до 
від ∆𝜀= 20,79% для методу Дея; 
3. R-параметр цифрових зображень: 
a) Інтерквартильний розмах – ∆𝜀≈ 11,45% для методів Дея, Агарваля 
та Джозефа. 
Зміни інших характеристик значень N, S та R-параметрів зображень-кон-
тейнерів – середнього та медіанного значень, коефіцієнтів асиметрії та ексцесу, 
першого та третього квартилів, розмаху варіації, коефіцієнтів варіації та осци-
ляції, а також лінійного коефіцієнту варіації – не перевищують 5% (табл. 3.1-
3.3). 
Для оцінки імовірності виявлення стеганограм з даними, вбудованими в 
ОПЗК згідно одноетапним, багатоетапним та комплексним методам, при вико-
ристанні скороченого переліку кореляційних характеристик ЦЗ була проведена 
модифікація стегодетектору 𝑆𝐷𝑃𝑉𝑀. Налаштування модифікованого стегодетек-
тору 𝑆𝐷𝑃𝑉𝑀
𝑚𝑚𝑚 проводилося аналогічно до 𝑆𝐷𝑃𝑉𝑀 з використанням ансамблю кла-
сифікаторів згідно алгоритму Г.1.1.  
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Порівняння точності виявлення стеганограм з даними, вбудованими в 
ОПЗК, при використанні стегодетекторів 𝑆𝐷𝑃𝑉𝑀 та 𝑆𝐷𝑃𝑉𝑀𝑚𝑚𝑚 проводилося на тес-
товому пакеті зі 2500 цифрових зображень (табл. 1.2). Значення метрики 𝐴𝐴𝐶 і 
середня тривалість обробки зображень 〈𝑇〉 при застосуванні 𝑆𝐷𝑃𝑉𝑀 та 𝑆𝐷𝑃𝑉𝑀𝑚𝑚𝑚, 
статистичного стегодектору 𝑆𝐷𝐶𝐶𝐶 , а також УСД Авкібаса для виявлення стего-
даних, вбудованих у канал синього кольору зображення-контейнеру згідно од-
ноетапним, багатоетапним та комплексним методам, у випадках слабкого 
(𝐴𝐴𝐶𝑚𝑚𝑛, ∆𝐶= 5%) при 𝐺 = 𝐺𝑚𝑚𝑛 та сильного (𝐴𝐴𝐶𝑚𝑎𝑥, ∆𝐶= 85%) при 𝐺 =
𝐺𝑚𝑎𝑥 заповнення ЗК стегоданими наведені у табл. 3.4. 
 
Таблиця 3.4 Значення метрики 𝐴𝐴𝐶 та середня тривалість обробки 〈𝑇〉 зобра-
ження при застосуванні стегодетекторів 𝑆𝐷𝑃𝑉𝑀 і 𝑆𝐷𝑃𝑉𝑀
𝑚𝑚𝑚𝑚𝑚, статистичного 
стегодектору 𝑆𝐷𝐶𝐶𝐶 , а також УСД Авкібаса (гаусова фільтрація стеганограм) 
для виявлення стегоданих, вбудованих у канал синього кольору зображення-
контейнеру згідно одноетапним, багатоетапним та комплексним методам, у 










𝐴𝐴𝐶𝑚𝑎𝑥                
      𝐴𝐴𝐶𝑚𝑚𝑛 
0.999 
            0.725 
0.915 
           0.551 
0.999                     
           0.778 
0.990                     
          0.731 
〈𝑇〉, сек 11.4 5.3 7.1 6.5 
Метод 
Агарваля 
𝐴𝐴𝐶𝑚𝑎𝑥                
      𝐴𝐴𝐶𝑚𝑚𝑛 
0.993 
            0.724 
0.646 
           0.514 
0.999 
          0.665 
0.961 
          0.640 
〈𝑇〉, сек 11.8 5.8 7.4 6.7 
Метод 
Джозефа 
𝐴𝐴𝐶𝑚𝑎𝑥                
      𝐴𝐴𝐶𝑚𝑚𝑛 
0.999 
           0.603 
0.859 
           0.507 
0.999 
           0.769 
0.989 
          0.701 
















𝐴𝐴𝐶𝑚𝑎𝑥                
      𝐴𝐴𝐶𝑚𝑚𝑛 
0.999 
            0.997 
0.999 
           0.997 
0.999 
           0.703 
0.999 
          0.698 
〈𝑇〉, сек 11.2 5.2 7.1 6.6 
Метод 
Елайона 
𝐴𝐴𝐶𝑚𝑎𝑥                
      𝐴𝐴𝐶𝑚𝑚𝑛 
0.999 
            0.991 
0.720 
           0.713 
0.999 
           0.774 
0.999 
          0.763 
〈𝑇〉, сек 11.0 5.3 7.2 6.5 
Метод 
Гунджаля 
𝐴𝐴𝐶𝑚𝑎𝑥                
      𝐴𝐴𝐶𝑚𝑚𝑛 
0.999 
            0.998 
0.943 
           0.671 
0.999 
           0.668 
0.999 
          0.641 
〈𝑇〉, сек 11.1 5.2 7.1 6.6 
 
Скорочення переліку кореляційних характеристик ЦЗ (N, S та R-парамет-
рів) на 87% – від 39 (𝑆𝐷𝑃𝑉𝑀) до 5 (𝑆𝐷𝑃𝑉𝑀
𝑚𝑚𝑚𝑚𝑚) параметрів – не призвело до суттє-
вого зниження значень імовірності виявлення стеганограм (метрика 𝐴𝐴𝐶), 
сформованих згідно одноетапних, багатоетапних та комплексних методів, у ви-
падку як сильного (∆𝐴𝐴𝐶𝑚𝑎𝑥 ≤ 0.038) так і слабкого (∆𝐴𝐴𝐶𝑚𝑚𝑛 ≤ 0.068) запов-
нення ЗК стегоданими (табл. 3.4).  
Перевагою використання скороченого переліку кореляційних характерис-
тик ЦЗ є зменшення середнього часу обробки зображень на 8% – від 7.1 (сек) до 
6.6 (сек). Внаслідок цього можемо рекомендувати використовувати модифіко-
ваний стегодетектор 𝑆𝐷𝑃𝑉𝑀
𝑚𝑚𝑚𝑚𝑚 для попереднього віднесення ЦЗ до класів зобра-
жень-контейнерів або стеганограм без необхідності використання складних ста-
тистичних стегодетекторів. 
Формування стеганограм згідно методів Агарваля та Джозефа з викорис-
танням декількох компонент ЗК, які відповідають різним сингулярним числам 
𝜆𝑚 , 𝑖 ∈ [1;𝑁] зображення-контейнеру (1.6), призводить до суттєвого зниження 
точності виявлення стеганограм при використанні ВгА (табл. 3.4). Виявлення 
сформованих стеганограм потребує використання обчислювано складного му-
льтифрактального флуктуаційного аналізу зображень (табл. 2.3). Тому важли-
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вою є задача модифікації МФФА – визначення кореляційних та фрактальних 
характеристик шумових компонентів ЗК, які найбільше змінюються при вбудо-
вуванні стегоданих з використанням СР зображення-контейнеру – рішення якої 
дозволить скоротити розмірність простору ознак стегодетектору 𝑆𝐷𝑀𝐶𝐶𝐶𝑀 та 
відповідно, зменшити час обробки ЦЗ. 
3.2 Аналіз фрактальних характеристик стеганограм 
 Мультифрактальний флуктуаційний аналіз шумових 3.2.1
компонент стеганограм 
Для виявлення ДМО стеганограм, сформованих згідно одноетапних, бага-
тоетапних та комплексних методів, було проведено дослідження змін кореляці-
йних та фрактальних характеристик шумових компонент ЗК при вбудовуванні 
стегоданих в ОПЗК. За результатами аналізу отриманих даних [58, 64], було 
встановлено, що найбільших змін при формуванні стеганограм зазнають похі-
дні ℎ𝑞
′ = 𝑑ℎ𝑞 𝑑𝑞⁄  спектру узагальнених експонент Херста ℎ𝑞, а також ширина 
∆𝛼𝑞 і розмах ∆𝑚𝑞 мультифрактального спектру 𝑓𝑞�𝛼𝑞� по рядкам зображення-
контейнеру. 
За результатами дослідження змін значень похідних ℎ𝑞
′  при вбудовуванні 
стегоданих в ОПЗК було встановлено, що найбільших змін при формуванні сте-
ганограм зазнає інтерквартильний розмах значень ℎ𝑞
′ , а зміни середніх 
(∆𝑚𝑐𝑎𝑛�ℎ𝑞′ � ≤ 0.05) та медіаних (∆𝑚𝑐𝑚𝑚𝑎𝑛�ℎ𝑞′ � ≤ 0.06) значень похідних є від-
носно малими незалежно від ступеня заповнення зображення-контейнеру стего-
даними ∆𝐶 та значення вагового параметру 𝐺 (табл. 1.1). 
На рисунку 3.1-3.2 наведені залежності інтерквартильного розмаху зна-
чень похідних ℎ𝑞
′  спектру узагальнених експонент Херста стеганограм, сформо-
ваних згідно одноетапних, багатоетапних та комплексних методів, від ступеня 
заповнення ЗК стегоданими ∆𝐶 при мінімальному (𝐺 = 𝐺𝑚𝑚𝑛) та максимальному 
(𝐺 = 𝐺𝑚𝑎𝑥) значенні вагового параметру 𝐺 для слабких (𝑞 ∈ [𝑞𝑚𝑚𝑛; 0]) та силь-





Рисунок 3.1 – Залежності інтерквартильного розмаху значень похідних ℎ𝑞′  від 
ступеня заповнення зображення-контейнера стегоданими ∆𝐶 при мінімальних 
𝐺 = 𝐺𝑚𝑚𝑛 (а) і максимальних 𝐺 = 𝐺𝑚𝑎𝑥 (б) значеннях вагового параметру 𝐺 для 
слабких (𝑞 ∈ [𝑞𝑚𝑚𝑛; 0]) флуктуацій значень яскравості пікселів стеганограм.  
а)  
б)  
Рисунок 3.2 – Залежності інтерквартильного розмаху значень похідних ℎ𝑞′  від 
ступеня заповнення зображення-контейнера стегоданими при мінімальних 
𝐺 = 𝐺𝑚𝑚𝑛 (а) і максимальних 𝐺 = 𝐺𝑚𝑎𝑥 (б) значеннях вагового параметру 𝐺 для 
сильних (𝑞 ∈ [0;𝑞𝑚𝑎𝑥]) флуктуацій значень яскравості пікселів стеганограм. 
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Найбільші зміни інтерквартильного розмаху значень похідних ℎ𝑞′  були 
виявлені для стеганограм, сформованих згідно багатоетапного методу Хана та 
комплексного методу Гунджаля, у випадку дослідження як слабких (рис. 3.1), 
так і сильних (рис.3.2) флуктуацій яскравості пікселів ЦЗ. Величина змін похід-
ної ℎ𝑞
′  суттєво залежить від значення вагового параметру 𝐺, пропорційного 
енергії стегоданих, що дає можливість використовувати прості порогові методи 
для визначення наявності прихованих повідомлень, а таож оцінки їх енергії. 
Демаскуючою ознакою стеганограм, сформованих згідно двоетапного ме-
тоду Джозефа, є суттєве зниження значення ℎ𝑞
′  для слабких флуктуацій значень 
яскравості пікселів ЗК (𝑞 < 0, рис.3.4б). Це дозволяє використовувати прості 
порогові методи для виявлення стеганограм навіть при слабкому заповненні ЗК 
стегоданими (∆𝐶≤ 10%). 
Формування стеганограм з використанням спеціальних методів обробки 
ЗК згідно методу Агарваля не призводить до суттєвих змін значень похідної ℎ𝑞′  
для слабких (рис. 3.1) та сильних (рис. 3.2) флуктуацій значень яскравості пік-
селів ЦЗ. Це обумовлено мінімальними змінами кореляційних характеристик 
шумів ЗК при вбудовуванні стегоданих, що не виявляються при використанні 
спектру узагальнених експонент Херста ℎ𝑞. Тому становить інтерес дослі-
дження змін фрактальних характеристик шумів ЦЗ (ширини ∆𝛼𝑞 та розмаху ∆𝑚𝑞 
мультифрактального спектру 𝑓𝑞�𝛼𝑞�), обумовлених прихованням повідомлень в 
ОПЗК з використанням СР зображення-контейнеру. 
Залежності середніх значень ширини ∆𝛼𝑞 (2.23) та розмаху ∆𝑚𝑞 (2.24) му-
льтифрактального спектру 𝑓𝑞�𝛼𝑞� від ступеня заповнення зображення-контей-
неру стегоданими ∆𝐶 при мінімальному (𝐺 = 𝐺𝑚𝑚𝑛) та максимальному (𝐺 =
𝐺𝑚𝑎𝑥) значенні вагового параметру 𝐺 для слабких (𝑞 ∈ [𝑞𝑚𝑚𝑛; 0]) та сильних 








Рисунок 3.3 – Залежності середніх значень ширини ∆𝛼𝑞 (а,б) та розмаху  ∆𝑚𝑞 
(в,г) мультифрактального спектру 𝑓𝑞�𝛼𝑞� стеганограм від ступеня заповнення 
зображення-контейнера стегоданими при мінімальних 𝐺 = 𝐺𝑚𝑚𝑛 (а,в) і 




Вбудовування стегоданих в ОПЗК з використанням сингулярного розкла-
ду матриць ЦЗ згідно методів Агарваля та Джозефа призводить до стрибкопо-
дібного зростання розмаху ∆𝑚𝑞 мультифрактального спектру 𝑓𝑞�𝛼𝑞� при слаб-
кому заповненні ЗК стегоданими (∆𝐶= 5%) та мінімальній енергії приховува-
них повідомлень 𝐺 = 𝐺𝑚𝑚𝑛 (рис. 3.3в). Це свідчить про нерівномірний розподіл 
енергії стегоданих між компонентами шумів ЦЗ, що дозволяє обрати ефективні 
методи деструкції стеганограм, наприклад, шляхом додавання до ЦЗ фракталь-
ного шуму. 
Також було виявлено, що формування стеганограм згідно одноетапних 
методів Дея та Агарваля, багатоетапних методів Джозефа та Хана, а також 
комплексних методів Елайона та Гунджаля призводить до різніх змін ширини 
∆𝛼𝑞 та розмаху ∆𝑚𝑞 МФС (рис. 3.3). Це дозволяє використовувати прості поро-
гові методи для виявлення факту приховання повідомлень в ОПЗК, а також 
оцінки кількості етапів обробки ЗК. 
Таким чином, при проведенні ПС стеганограм з даними, вбудованими в 
ОПЗК, можливо скоротити загальну кількість кореляційних та фрактальних ха-
рактеристик шумів ЦЗ на 85% – від 182 до 27 параметрів. Для оцінки точності 
виявлення стеганограм, сформованих згідно одноетапним, багатоетапним та 
комплексним методам, при використанні скороченого переліку кореляційних та 
фрактальних характеристик шумів ЦЗ була проведена модифікація стегодетек-
тору 𝑆𝐷𝑀𝐶𝐶𝐶𝑀. Налаштування модифікованого стегодетектору 𝑆𝐷𝑀𝐶𝐶𝐶𝑀
𝑚𝑚𝑚  прово-
дилося аналогічно до 𝑆𝐷𝑃𝑉𝑀 з використанням ансамблю класифікаторів згідно 
алгоритму Г.1.1. 
Порівняння імовірності виявлення стеганограм з використанням вихід-
ного 𝑆𝐷𝑀𝐶𝐶𝐶𝑀 та модифікованого 𝑆𝐷𝑀𝐶𝐶𝐶𝑀
𝑚𝑚𝑚𝑚𝑚  стегодетекторів проводилася на па-
кеті зі 2500 тестових зображень (табл. 1.2). Значення імовірності виявлення 
стеганограм (метрика 𝐴𝐴𝐶) та середня тривалість обробки 〈𝑇〉 стеганограм при 
застосуванні стегодетекторів 𝑆𝐷𝑀𝐶𝐶𝐶𝑀 і 𝑆𝐷𝑀𝐶𝐶𝐶𝑀
𝑚𝑚𝑚𝑚𝑚 , статистичного стегодектору 
𝑆𝐷𝐶𝐶𝐶 , а також УСД Авкібаса для виявлення стегоданих, вбудованих у канал 
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синього кольору ЗК згідно одноетапним, багатоетапним та комплексним мето-
дам, у випадках слабкого (𝐴𝐴𝐶𝑚𝑚𝑛, ∆𝐶= 5%) при 𝐺 = 𝐺𝑚𝑚𝑛 та сильного 
(𝐴𝐴𝐶𝑚𝑎𝑥, ∆𝐶= 85%) при 𝐺 = 𝐺𝑚𝑎𝑥 заповнення ЗК стегоданими наведені у 
таблиці 3.5. 
 
Таблиця 3.5 Значення метрики 𝐴𝐴𝐶 та середня тривалість обробки 〈𝑇〉 зображе-
ння при застосуванні стегодетекторів 𝑆𝐷𝑀𝐶𝐶𝐶𝑀 і 𝑆𝐷𝑀𝐶𝐶𝐶𝑀
𝑚𝑚𝑚𝑚𝑚 , статистичного 
стегодектору 𝑆𝐷𝐶𝐶𝐶 , а також УСД Авкібаса (гаусова фільтрація стеганограм) 
для виявлення стегоданих, вбудованих у канал синього кольору зображення-
контейнеру згідно одноетапним, багатоетапним та комплексним методам, у 










𝐴𝐴𝐶𝑚𝑎𝑥                
      𝐴𝐴𝐶𝑚𝑚𝑛 
0.999 
            0.725 
0.915 
           0.551 
0.999 
           0.977 
0.982 
          0.911 
〈𝑇〉, сек 11.4 5.3 9.7 7.1 
Метод 
Агарваля 
𝐴𝐴𝐶𝑚𝑎𝑥                
      𝐴𝐴𝐶𝑚𝑚𝑛 
0.993 
            0.724 
0.646 
           0.514 
0.999 
           0.908 
0.978 
          0.889 
〈𝑇〉, сек 11.8 5.8 10.1 7.3 
Метод 
Джозефа 
𝐴𝐴𝐶𝑚𝑎𝑥                
      𝐴𝐴𝐶𝑚𝑚𝑛 
0.999 
           0.603 
0.859 
           0.507 
0.999 
           0.969 
0.995 
          0.902 
〈𝑇〉, сек 11.3 5.5 9.8 6.9 
Метод 
Хана 
𝐴𝐴𝐶𝑚𝑎𝑥                
      𝐴𝐴𝐶𝑚𝑚𝑛 
0.999 
            0.997 
0.999 
           0.997 
0.999 
           0.936 
0.993 
          0.928 
〈𝑇〉, сек 11.2 5.2 9.5 7.0 
Метод 
Елайона 
𝐴𝐴𝐶𝑚𝑎𝑥                
      𝐴𝐴𝐶𝑚𝑚𝑛 
0.999 
            0.991 
0.720 
           0.713 
0.999 
           0.756 
0.998 
          0.717 















𝐴𝐴𝐶𝑚𝑎𝑥                
      𝐴𝐴𝐶𝑚𝑚𝑛 
0.999 
            0.998 
0.943 
           0.671 
0.999 
           0.975 
0.997 
          0.943 
〈𝑇〉, сек 11.1 5.2 9.5 7.1 
 
Використання модифікованого стегодетектору 𝑆𝐷𝑀𝐶𝐶𝐶𝑀
𝑚𝑚𝑚𝑚𝑚  дозволило змен-
шити середню тривалість обробки ЦЗ на 27% – від 9.7 (сек) до 7.1 (сек) – без 
суттєвого зниження точності виявлення стеганограм. Зміни імовірності детек-
тування прихованих повідомлень (метрика 𝐴𝐴𝐶) при використанні стегодетек-
торів 𝑆𝐷𝑀𝐶𝐶𝐶𝑀 і 𝑆𝐷𝑀𝐶𝐶𝐶𝑀
𝑚𝑚𝑚𝑚𝑚  є рівним ∆𝐴𝐴𝐶𝑚𝑎𝑥 ≈ 0.009 (∆𝐴𝐴𝐶𝑚𝑚𝑛 ≤ 0.067) у випа-
дку сильного (слабкого) заповнення ЗК стегоданими (табл. 3.5). 
Враховуючи високу імовірність виявлення стеганограм з використанням 
стегодетектору 𝑆𝐷𝑀𝐶𝐶𝐶𝑀
𝑚𝑚𝑚𝑚𝑚  в широкому діапазоні значень ступеня заповнення ЗК 
стегоданими (∆𝐶∈ [10; 85]) та енергії прихованих повідомлень (коефіцієнт 𝐺, 
табл. 1.1), можемо рекомендувати використовувати даний стегодетектор в 
якості стандартного при проведенні ПС цифрових зображень. 
Зниження імовірності виявлення стеганограм з даними, вбудованими в 
ОПЗК, у випадку слабкого заповнення ЗК стегоданими (∆𝐶≤ 10%) та мініма-
льній енергії стегоданих (𝐺 = 𝐺𝑚𝑚𝑛) при використанні стегодетектору 𝑆𝐷𝑀𝐶𝐶𝐶𝑀𝑚𝑚𝑚𝑚𝑚  
(табл. 3.4) обумовлено мінімальними змінами кореляційних та фрактальних ха-
рактеристик ЗК, що не можуть бути виявленими при використанні мультифрак-
тального флуктуаційного аналізу. Тому перспективним є застосування спеціа-
льних методів структурного аналізу, зокрема мультифрактального аналізу для 
підвищення імовірності виявлення стеганограм в найбільш складних випадках 
ПС цифрових зображень. 
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 Мультифрактальний аналіз стеганограм  3.2.2
За результатами дослідження фрактальних характеристик ЗК та стегано-
грам, сформованих згідно одноетапних, багатоетапних та комплексних методів, 
було виявлено, що найбільших змін при вбудовуванні стегоданих зазнають гра-
ничні фрактальні розмірності 𝐷−∞(𝐷+∞), а також ширина ∆𝛼 
∆𝛼= 𝛼𝑚𝑎𝑥 − 𝛼𝑚𝑚𝑛 
і розмах ∆𝑚 
∆𝑚= 𝑓𝑚𝑎𝑥(𝛼) − 𝑓𝑚𝑚𝑛(𝛼) 
мультифрактального спектру 𝑓(𝛼) [59]. 
Залежності значень граничних фрактальних розмірностей 𝐷−∞(𝐷+∞) сте-
ганограм з даними, вбудованими в ОПЗК згдіно одноетапним, багатоетапним та 
комплексним СМ, від ступеня заповнення зображення-контейнеру стегоданими 
∆𝐶 при мінімальному (𝐺 = 𝐺𝑚𝑚𝑛) та максимальному (𝐺 = 𝐺𝑚𝑎𝑥) значенні ваго-
вого параметру 𝐺 наведені на рисунку 3.4-3.5. 
а)  
б)  
Рисунок 3.4 – Залежності значень граничної фрактальної розмірності 𝐷−∞ для 
стеганограм з даними, вбудованими в області перетворення зображення-
контейнеру, від ступеня заповнення ЗК стегоданими  при мінімальних (а) та 





Рисунок 3.5 – Залежності значень граничної фрактальної розмірності 𝐷+∞  для 
стеганограм з даними, вбудованими в області перетворення зображення-
контейнеру, від ступеня заповнення ЗК стегоданими  при мінімальних (а) та 
максимальних (б) значеннях вагового параметру 𝐺. 
Демаскуючою ознакою стеганограм, сформованих згідно методу Агарва-
ля є суттєве зростання граничної фрактальної розмірності 𝐷−∞ (рис. 3.4) зобра-
ження-контейнеру навіть у випадку слабкого заповнення ЗК стегоданими 
(∆𝐶= 5%) та мінімальній енергії стегоданих 𝐺 = 𝐺𝑚𝑚𝑛.  
Різний характер змін граничних фрактальних розмірностей 𝐷−∞(𝐷+∞) 
стеганограм, при використанні спектральних (двовимірного дискретного вейв-
лет перетворення), та спеціальних (сингулярного розкладу) перетворень зобра-
ження-контейнеру для приховання повідомлень згідно методів Дея та Хана, а 
також Агарваля та Джозефа (рис. 3.4-3.5) дає можливість не тільки виявляти 
факт вбудовування стегоданих, а й визначати тип перетворень ЗК, використа-
них при формуванні стеганограм. 
Відносно малі зміни граничних фрактальних розмірностей 𝐷−∞(𝐷+∞) для 
стеганограм, сформованих згідно методу Елайона (рис. 3.4-3.5), суттєво усклад-
нюють їх виявлення з використанням лише спектру узагальнених фрактальних 
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розмірностей 𝐷𝑞. Тому становить інтерес використання параметрів мульти-
фрактального спектру 𝑓(𝛼) – ширини ∆𝛼 та розмаху ∆𝑚 МФС – для підвищення 
імовірності виявлення стегоданих, вбудованих в ОПЗК згідно методу Елайона. 
Залежності ширини ∆𝛼 та розмаху ∆𝑚 мультифрактального спектру 𝑓(𝛼) 
стеганограм з даними, вбудованими в ОПЗК згідно одноетапних методів Дея та 
Агарваля, багатоетапних методів Джозефа та Хана, а також комплексних мето-
дів Елайона та Гунджаля, від ступеня заповнення ЗК стегоданими ∆𝐶 та зна-






Рисунок 3.6 – Залежності ширини ∆𝛼 (а-е) та розмаху ∆𝑚 (ж-м) мультифрактального спектру 𝑓(𝛼) від ступеня заповнення 
зображення-контейнеру стегоданими та значення вагового параметру 𝐺 стеганограм, сформованих згідно: (а,ж) – методу 
Дея; (б,з) – методу Агарваля; (в,и) – методу Джозефа; (г,к) – методу Хана; (д,л) – методу Елайона;  
(е,м) – методу Гунджаля. 
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Як видно  з рис. 3.6г,к, характер розмаху ∆𝑚 мультифрактального спектру 
𝑓(𝛼) стеганограм, сформованих згідно багатоетапного методу Хана, суттєво за-
лежить від значення вагового параметру 𝐺: зменшення 𝐺 (𝐺 → 𝐺𝑚𝑚𝑛) призво-
дить до зростання ∆𝑚 (збільшення нерівномірності розподілу енергії між окре-
мими монофрактальними компонентами ЗК), а при 𝐺 → 𝐺𝑚𝑎𝑥 – наближення 
стеганограми до монофрактального сигналу (∆𝑚→ 0). Це дає можливість вико-
ристовувати прості порогові методи для виявлення стеганограм, а також оцінки 
енергії стегоданих. 
Формування стеганограм згідно методу Елайона призводить до стрибко-
подібного збільшення ширини ∆𝑚 мультифрактального спектру ЗК (рис. 3.6д), 
що відповідає появі нових монофрактальних компонент ЗК, а не перерозподілу 
енергії між існуючими (наявними) компонентами. Отриманий результат є не-
очікуваним та може бути поясненим використанням перетворення Арнольда 
(1.8) для обробки приховуваних приховуваних повідомлень з метою набли-
ження їх виду до псевдовипадкового фрактального сигналу [203]. Це призводи-
ть до  появи нових монофрактальних компонент ЗК при вбудовуванні модифі-
кованих стегоданих в ОПЗК та дозволяє використовувати методи порогової 
обробки ширини ∆𝑚 мультифрактального спектру 𝑓(𝛼) для виявлення стегано-
грам, сформованих згідно методу Елайона. 
Таким чином, використання лише граничних фрактальних розмірностей 
𝐷−∞(𝐷+∞), а також ширини ∆𝛼 та розмаху ∆𝑚 мультифрактального спектру 
𝑓(𝛼) довзоляє скоротити кількість фрактальних характеристик, що використо-
вуються при проведенні ПС цифрових зображень, на 29% – від 14 до 10 харак-
теристик. 
Для оцінки імовірності виявлення стеганограм з даними, вбудованими в 
ОПЗК, з використанням вихідного та скороченого переліку фрактальних харак-
теристик ЦЗ була проведена модифікація стегодетектору 𝑆𝐷𝑀𝐶𝑀. Налаштування 
модифікованого стегодетектору 𝑆𝐷𝑀𝐶𝑀
𝑚𝑚𝑚𝑚𝑚 проводилося аналогічно до статис-
тичних стегодетекторів 𝑆𝐷𝑆𝑃𝑀𝑀, 𝑆𝐷𝐶𝐶−𝑃𝐸𝑃 та  𝑆𝐷𝐶𝐶𝐶  з використанням АК. 
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Порівняння точності виявлення стеганограм при використанні вихідного 
𝑆𝐷𝑀𝐶𝑀 та модифікованого 𝑆𝐷𝑀𝐶𝑀
𝑚𝑚𝑚𝑚𝑚 стегодетекторів проводилася на тестовому 
пакеті зі 2500 зображень (табл. 1.2). Значення імовірності виявлення стегано-
грам (метрика 𝐴𝐴𝐶) та середня тривалість обробки 〈𝑇〉 стеганограм при засто-
суванні стегодетекторів 𝑆𝐷𝑀𝐶𝑀 і 𝑆𝐷𝑀𝐶𝑀
𝑚𝑚𝑚𝑚𝑚, статистичного стегодектору 𝑆𝐷𝐶𝐶𝐶 , а 
також УСД Авкібаса для виявлення стегоданих, вбудованих у канал синього 
кольору зображення-контейнеру згідно одноетапним, багатоетапним та комп-
лексним методам, у випадках слабкого (𝐴𝐴𝐶𝑚𝑚𝑛, ∆𝐶= 5%) при 𝐺 = 𝐺𝑚𝑚𝑛 та 
сильного (𝐴𝐴𝐶𝑚𝑎𝑥, ∆𝐶= 85%) при 𝐺 = 𝐺𝑚𝑎𝑥 заповнення ЗК стегоданими 
наведені у таблиці 3.6. 
 
Таблиця 3.6 Значення метрики 𝐴𝐴𝐶 та середня тривалість обробки 〈𝑇〉 зобра-
ження при застосуванні стегодетекторів 𝑆𝐷𝑀𝐶𝑀 і 𝑆𝐷𝑀𝐶𝑀
𝑚𝑚𝑚𝑚𝑚, статистичного 
стегодектору 𝑆𝐷𝐶𝐶𝐶 , а також УСД Авкібаса для виявлення стегоданих, вбудова-
них у канал синього кольору зображення-контейнеру згідно одноетапним, бага-
тоетапним та комплексним методам, у випадках слабкого (𝐴𝐴𝐶𝑚𝑚𝑛) при 










𝐴𝐴𝐶𝑚𝑎𝑥                
      𝐴𝐴𝐶𝑚𝑚𝑛 
0.999 
            0.725 
0.915 
           0.551 
0.999 
           0.986 
0.981 
          0.941 
〈𝑇〉, сек 11.4 5.3 7.7 7.4 
Метод 
Агарваля 
𝐴𝐴𝐶𝑚𝑎𝑥                
      𝐴𝐴𝐶𝑚𝑚𝑛 
0.993 
            0.724 
0.646 
           0.514 
0.991 
           0.971 
0.979 
          0.964 
〈𝑇〉, сек 11.8 5.8 7.5 7.4 
Метод 
Джозефа 
𝐴𝐴𝐶𝑚𝑎𝑥                
      𝐴𝐴𝐶𝑚𝑚𝑛 
0.999 
           0.603 
0.859 
           0.507 
0.999 
           0.962 
0.985 
          0.959 















𝐴𝐴𝐶𝑚𝑎𝑥                
      𝐴𝐴𝐶𝑚𝑚𝑛 
0.999 
            0.997 
0.999 
           0.997 
0.999 
           0.955 
0.991 
          0.950 
〈𝑇〉, сек 11.2 5.2 7.5 7.3 
Метод 
Елайона 
𝐴𝐴𝐶𝑚𝑎𝑥                
      𝐴𝐴𝐶𝑚𝑚𝑛 
0.999 
            0.991 
0.720 
           0.713 
0.970 
           0.950 
0.963 
          0.942 
〈𝑇〉, сек 11.0 5.3 7.4 7.2 
Метод 
Гунджаля 
𝐴𝐴𝐶𝑚𝑎𝑥                
      𝐴𝐴𝐶𝑚𝑚𝑛 
0.999 
            0.998 
0.943 
           0.671 
0.999 
           0.980 
0.994 
          0.976 
〈𝑇〉, сек 11.1 5.2 7.5 7.2 
 
Використання модифікованого стегодетектору 𝑆𝐷𝑀𝐶𝑀
𝑚𝑚𝑚𝑚𝑚 дозволило досяг-
ти співставної імовірності виявлення стеганограм (метрика 𝐴𝐴𝐶) з випадком 
використання вихідного стегодетектору 𝑆𝐷𝑀𝐶𝑀 – зміни значення метрики 𝐴𝐴𝐶 
не перевищують ∆𝐴𝐴𝐶𝑚𝑚𝑛 ≤ 0.045 у випадку слабкого заповнення ЗК стегода-
ними, та ∆𝐴𝐴𝐶𝑚𝑎𝑥 ≤ 0.018 у випадку сильного заповнення (табл. 3.6). Скоро-
чення переліку фрактальних характеристик ЦЗ на 29% (від 14 до 10 характе-
ристик) дозволило зменшити середню тривалість обробки ЦЗ з використанням 
модифікованого стегодетектору 𝑆𝐷𝑀𝐶𝑀
𝑚𝑚𝑚𝑚𝑚 на 4% – від 7.5 (сек) до 7.2 (сек). 
Таким чином, можемо рекомендувати використовувати модифікований 
стегодетектор 𝑆𝐷𝑀𝐶𝑀
𝑚𝑚𝑚𝑚𝑚 для виявлення стеганограм в найбільш складних випад-
ках пасивного стегоаналізу – слабкого заповнення ЗК стегоданими (∆𝐶≤ 10%) 
та мінімальній енергії стегоданих 𝐺 = 𝐺𝑚𝑚𝑛. 
За результатами проведених досліджень змін кореляційних та фракта-
льних характеристик стеганограм та їх шумових компонент з використанням 
методів варіограмного (розд. 3.1), мультифрактального флуктуаційного (розд. 
3.2) та мультифрактального (розд. 3.3) аналізів, були сформовані кластери ДМО 
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для одноетапних, багатоетапних та комплексних СМ. У табл. 3.7 наведені кіль-
кості кореляційних та фрактальних параметрів для вихідного та модифікова-
ного простору ознак стегодетектору на основі методів структурного аналізу ЦЗ, 
а також відповідні розмірності простору ознак для статистичних стегодетек-
торів 𝑆𝐷𝑆𝑃𝑀𝑀, 𝑆𝐷𝐶𝐶−𝑃𝐸𝑃 і 𝑆𝐷𝐶𝐶𝐶   та УСД Авкібаса. 
 
Таблиця 3.7 – Кількість елементів простору ознак стегодетектору, 
налаштованого з використанням методів структурного та статистичного аналізу 
зображень, а також універсального стегодетектору Авкібаса 
Тип використовуваного простору ознак 
Кількість елементів у 
вихідному/модифікованому 
просторві ознак 
Кореляційні характеристик зображень  
(варіограмний аналіз) 
39/5 
Кореляційні та фрактальні  
характеристик зображень  
(мультифрактальний флуктуаційний аналіз) 
182/27 
Фрактальні характеристик зображень  
(мультифрактальний аналіз) 
14/10 
Статистична модель SPAM 686/- 
Статистична модель CC-PEV 548/- 
Статистична модель CDF 1234/- 
Метрики якості цифрових зображень  
(універсальний стегодетектор Авкібаса) 
14/- 
 
Формування кластерів ДМО дало можливість скоротити загальну кіль-
кість кореляційних та фрактальних характеристик зображень, які використо-
вуються при проведенні структурного стегоаналізу ЦЗ, на 82% – з 235 до 42 ха-
рактеристик (табл. 3.7).  
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Враховуючи суттєве скорочення потужності кластеру ДМО для стегано-
грам, сформованих згідно одноетапним, багатоетапним та комплексним мето-
дам, актуальною є задача порівняння впливу використовуваного простору ознак 
структурних стегодетекторів 𝑆𝐷𝑃𝑉𝑀
𝑚𝑚𝑚𝑚𝑚, 𝑆𝐷𝑀𝐶𝐶𝐶𝑀
𝑚𝑚𝑚𝑚𝑚  і 𝑆𝐷𝑀𝐶𝑀
𝑚𝑚𝑚𝑚𝑚, статистичного стего-
детектору 𝑆𝐷𝐶𝐶𝐶  та УСД Авкібаса 𝑆𝐷𝑀𝐸𝐴𝑚𝑏𝑎𝑇. 
Для дослідження впливу використовуваного простору ознак (метрика 
INs) на точність виявлення стеганограм з даними, вбудованими в ОПЗК, при 
використанні методів структурного та статистичного стегоаналізу, а також УСД 
Авкібаса було проведено тестування модифікованих стегодетекторів 𝑆𝐷𝑃𝑉𝑀
𝑚𝑚𝑚𝑚𝑚, 
𝑆𝐷𝑀𝐶𝐶𝐶𝑀
𝑚𝑚𝑚𝑚𝑚  і 𝑆𝐷𝑀𝐶𝑀
𝑚𝑚𝑚𝑚𝑚, а також 𝑆𝐷𝐶𝐶𝐶  та 𝑆𝐷𝑀𝐸𝐴𝑚𝑏𝑎𝑇 на тестовому пакеті зі 2500 
зображень при використанні стегоданих типу «Портрет» (табл. 1.2).  
Значення метрики INs при використанні методів структурного та статис-
тичного стегоаналізу, а також універсального стегодетектору Авкібаса для ви-
явлення стеганограм з даними, вбудованими в ОПЗК, у випадках слабкого 
(𝐼𝑁𝐹𝑚𝑚𝑛, ∆𝐶= 5%) при 𝐺 = 𝐺𝑚𝑚𝑛 та сильного (𝐼𝑁𝐹𝑚𝑎𝑥, ∆𝐶= 85%) при 𝐺 = 𝐺𝑚𝑎𝑥 
заповнення ЗК стегоданими наведені у таблиці 3.8. 
 
Таблиця 3.8 – Значення метрики INs при використанні методів структурного та 
статистичного стегоаналізу, а також універсального стегодетектору Авкібаса 
для виявлення стеганограм з даними, вбудованими в ОПЗК, у випадках 
слабкого (𝐼𝑁𝐹𝑚𝑚𝑛) та сильного (𝐼𝑁𝐹𝑚𝑎𝑥) заповнення ЗК стегоданими 






𝐼𝑁𝐹𝑚𝑎𝑥                
             𝐼𝑁𝐹𝑚𝑚𝑛 
0.986 
      0.582 
0.829 
      0.108 
0.999 
      0.283 
0.999 
      0.854 
0.996 
      0.874 
Метод 
Агарваля 
𝐼𝑁𝐹𝑚𝑎𝑥                
            𝐼𝑁𝐹𝑚𝑚𝑛 
0.917 
      0.312 
0.305 
      0.026 
0.999 
      0.198 
0.999 
      0.680 
0.941 
      0.782 
Метод 
Джозефа 
𝐼𝑁𝐹𝑚𝑎𝑥                
            𝐼𝑁𝐹𝑚𝑚𝑛 
0.998 
      0.144 
0.721 
      0.005 
0.999 
      0.472 
0.999 
      0.841 
0.994 




Продовження табл. 3.8 






𝐼𝑁𝐹𝑚𝑎𝑥                
            𝐼𝑁𝐹𝑚𝑚𝑛 
0.999 
       .987 
0.999 
      0.994 
0.999 
      0.256 
0.999 
      0.734 
0.988 
        0.86 
Метод 
Елайона 
𝐼𝑁𝐹𝑚𝑎𝑥                
            𝐼𝑁𝐹𝑚𝑚𝑛 
0.993 
      0.982 
0.459 
      0.437 
0.999 
      0.195 
0.999 
      0.475 
0.893 
      0.817 
Метод 
Гунджаля 
𝐼𝑁𝐹𝑚𝑎𝑥                
            𝐼𝑁𝐹𝑚𝑚𝑛 
0.999 
      0.997 
0.891 
      0.342 
0.999 
      0.167 
0.999 
      0.800 
0.968 
      0.895 
 
Виключення кореляційних та фрактальних характеристик зображень-кон-
тейнерів, що несуттєво змінюються при вбудовуванні стегоданих в ОПЗК, дало 
можливість досягти високих значень метрики INs для стегодетекторів 𝑆𝐷𝑃𝑉𝑀
𝑚𝑚𝑚𝑚𝑚, 
𝑆𝐷𝑀𝐶𝐶𝐶𝑀
𝑚𝑚𝑚𝑚𝑚  і 𝑆𝐷𝑀𝐶𝑀
𝑚𝑚𝑚𝑚𝑚 у випадку як сильного (∆𝐶= 85%), так і слабкого (∆𝐶= 5%) 
заповнення ЗК стегоданими (табл. 3.8).  
У випадку формування стеганограм згідно одноетапних методів Дея та 
Агарваля, а також двоетапного методу Джозефа використання сформованих 
кластерів ДМО відносно малої потужності (𝑑𝑃𝑉𝑀
𝑚𝑚𝑚𝑚𝑚 = 5, 𝑑𝑀𝐶𝐶𝐶𝑀𝑚𝑚𝑚𝑚𝑚 = 27, 𝑑𝑀𝐶𝑀𝑚𝑚𝑚𝑚𝑚 =10) дає можливість суттєво підвищити значення метрики INs (табл. 3.8) у порів-
нянні з випадком використання статистичних моделей ЦЗ високої розмірності 
(𝑑𝐶𝐶𝐶 = 1234, табл. 3.7). Це дає можливість значно скоротити час налаштуван-
ня стегодетекторів та вимоги щодо об’єму пакету тестових зображень, що є ва-
гомою перевагою методів структурного аналізу стеганограм. 
3.3 Висновки до розділу 3 
За результатами досліджень кореляційних та фрактальних характеристик 
стеганограм з даними, вбудованими в ОПЗК з використання спектральних 
(ДДВП) та спеціальних (СР) перетворень зображення-контейнеру, сформовані 
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кластери демаскуючих ознак для одноетапних методів Дея та Агарваля, а також 
двоетапного методу Джозефа: 
1. Демаскуючою ознакою стеганограм, сформованих згідно методу Дея, є 
суттєва зміна інтерквартильного розмаху та дисперсії значень N, S та R-пара-
метрів для рядків зображень-контейнерів при вбудовуванні стегоданих (табл. 
3.1), а також значення похідної ℎ𝑞
′  в області флуктуацій яскравості пікселів ЦЗ 
значної амплітуди (𝑞 ∈ [0; 𝑞𝑚𝑎𝑥], рис. 3.2); 
2. Застосування спеціальних перетворень зображень-контейнерів, зокрема 
СР, при формуванні стеганограм згідно одноетапного методу Агарваля, призво-
дить до стрибкоподібна зміни розмаху ∆𝑚𝑞 мультифрактального спектру 𝑓𝑞�𝛼𝑞� 
(рис. 3.3в,г), а також шрини ∆𝛼 мультифрактального спектру 𝑓(𝛼) (рис. 3.5б) 
навіть у випадку слабкого заповнення ЗК стегоданими (∆𝐶≤ 10%) та малої 
енергії стегоданих (𝐺 = 𝐺𝑚𝑚𝑛); 
3. Вбудовування стегоданих в ОПЗК згідно двоетапного методу Джозефа 
призводить до суттєвого зниження значення ℎ𝑞
′  для слабких флуктуацій значень 
яскравості пікселів ЗК (𝑞 ∈ [𝑞𝑚𝑚𝑛; 0], рис.3.4б), а також зростання розмаху ∆𝑚𝑞 
мультифрактального спектру 𝑓𝑞�𝛼𝑞� (рис. 3.3в). 
Застосування сформованих кластерів демаскуючих ознак стеганограм з 
даними, вбудованими в ОПЗК, дало можливість скоротити загальну кількість 
кореляційних та фрактальних характеристик зображень, які використовуються 
при проведенні структурного стегоаналізу ЦЗ, на 82% – з 235 до 42 характерис-
тик (табл. 3.7).  
Використовуючи сформовані кластери ДМО, проведена модифікація сте-
годетекторів 𝑆𝐷𝑃𝑉𝑀, 𝑆𝐷𝑀𝐶𝐶𝐶𝑀 та 𝑆𝐷𝑀𝐶𝑀. За результатами дослідження імовір-
ності виявлення (метрика 𝐴𝐴𝐶) стеганограм з даними, вбудованими в ОПЗК, з 
використанням модифікованих стегодетекторів 𝑆𝐷𝑃𝑉𝑀
𝑚𝑚𝑚𝑚𝑚, 𝑆𝐷𝑀𝐶𝐶𝐶𝑀
𝑚𝑚𝑚𝑚𝑚  і 𝑆𝐷𝑀𝐶𝑀
𝑚𝑚𝑚𝑚𝑚 
встановлено, що скорочення кількості кореляційних та фрактальних характери-
стик ЦЗ (табл. 3.7) дозволило зменшити середню тривалість обробки цифрових 
зображень від 4% (𝑆𝐷𝑀𝐶𝑀
𝑚𝑚𝑚𝑚𝑚) до 27% (𝑆𝐷𝑀𝐶𝐶𝐶𝑀
𝑚𝑚𝑚𝑚𝑚 ) при збереженні фіксованої точ-
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ності виявлення стеганограм у випадку як сильного (∆𝐴𝐴𝐶𝑚𝑎𝑥 ≤ 0.045) так і 
слабкого (∆𝐴𝐴𝐶𝑚𝑚𝑛 ≤ 0.068) заповнення ЗК стегоданими. 
Також було виявлено, що приховання повідомлень в ОПЗК згідно одно-
етапних методів Дея та Агарваля, а також двоетапного методу Джозефа призво-
дить до різних змін фрактальних характеристик зображень-контейнерів – шири-
ни ∆𝛼 та розмаху ∆𝑚 мультифрактальних спектрів 𝑓(𝛼) і 𝑓𝑞�𝛼𝑞� (рис. 3.3-3.5). 
Це дозволяє не тільки визначати наявність прихованих повідомлень у ЦЗ, а й 
оцінювати енергію стегоданих та тип використаних перетворень зображення-
контейнеру при формуванні стеганограм, що є особливо важливим для визна-
чення ефективних методів деструкції прихованих повідомлень. Тому актуаль-
ною задачею є розробка узагальненого структурного стегодетектору для вияв-
лення прихованих повідолень, а також визначення особливостей використаного 





















4. КОМПЛЕКС ПРИКЛАДНИХ ПРОГРАМ ДЛЯ ПРОВЕДЕННЯ 
ПАСИВНОГО СТЕГОАНАЛІЗУ ЦИФРОВИХ ЗОБРАЖЕНЬ 
За результатами дослідження змін кореляційних та фрактальних характе-
ристик зображень-контейнерів, обумовлених вбудовуванням стегоданих згідно 
одноетапних, багатоетапних та комплексних методам, були сформовані класте-
ри демаскуючих ознак для кожного СМ. Відносно мала потужність даних клас-
терів ознак (табл. 3.7) стеганограм дозволяє скоротити час налаштування СД та 
знизити вимоги щодо об’єму пакету тестових зображень при забезпеченні ви-
сокої імовірності виявлення стеганограм з даними, вбудованими в ОПЗК. 
Використанням спектральних (двовимірне дискретне вейвлет перетво-
рення) та спеціальних (сингулярний розклад) перетворень матриць ЗК при фор-
муванні стеганограм призводить до різних змін кореляційних та фрактальних 
характеристик зображень-контейнерів. Врахування характеру даних змін при 
проведенні пасивного стегоаналізу ЦЗ дає можливість не тільки виявляти факт 
приховання повідомлень, а й визначати особливості використаного стеганогра-
фічного методу, зокрема, тип перетворення ЗК, кількість етапів обробки зобра-
ження-контейнеру та стегоданих, енергію прихованих повідомлень. Це дозво-
ляє розробити ефективні методи деструкції вбудованих стегоданих при забезпе-
ченні мінімальних візуальних змін зображень-контейнерів. Тому актуальною є 
задача розробки узагальненого стегодетектору (УзСД) для цифрових зобра-
жень, що дозволить не тільки виявляти факт приховання повідомлень в ОПЗК, а 
й надавати рекомендації щодо деструкції стегоданих. 
Інтеграція розроблених структурних стегодетекторів 𝑆𝐷𝑃𝑉𝑀
𝑚𝑚𝑚, 𝑆𝐷𝑀𝐶𝐶𝐶𝑀𝑚𝑚𝑚  та 
𝑆𝐷𝑀𝐶𝑀
𝑚𝑚𝑚, а також УзСД в єдиний програмний комплекс дозволить автоматизува-
ти процес виявлення стеганограм з даними, вбудованими в ОПЗК з викорис-
танням спектральних (ДДВП та ДДКП) та спеціальних (сингулярний розклад) 
перетворень матриць яскравості пікселів зображення-контейнеру. Розробкою 
програмних комплексів ПС цифрових зображень займаються провідні іноземні 
IT-компанії, зокрема корпорація Cisco [88, 92]. Проте використання даних ком-
плексів для забезпечення інформаційної безпеки об’єктів критичної інфра-
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структури України – наприклад, систем комунікації, систем керування вироб-
ництвом небезпечних матеріалів та компонентів – є неможливим через правові 
обмеження щодо продажу та використання програмних комплексів державам, 
що не є учасниками військово-політичного альянсу NATO (North Atlantic Treaty 
Organization). Внаслідок цього розроблений комплекс прикладних програм для  
пасивного стегоаналізу цифрових зображень може бути використаним в якості 
складової частини вітчизняних систем моніторингу та контролю ІКС. 
4.1 Узагальнений стегодетектор цифрових зображень 
 Розробка узагальненого стегодетектору 4.1.1
Значна кількість відомих методів пасивного стегоаналізу ЦЗ заснована на 
використанні двокласових (бінарних) стегодетекторів, що відносять ЦЗ до 
класу зображень-контейнерів або стеганограм, шляхом порівняння параметрів 
досліджуваного зображення з апріорно відомими характеристиками зазначених 
класів. У випадку наявності апріорних даних щодо особливостей 𝐾(𝐾 > 2) сте-
ганографічних методів, наприклад, кількості етапів обробки ЗК та стегоданих, 
пасивний стегоаналіз ЦЗ може бути представлений як задача віднесення дослі-
джуваного зображення до одного з 𝐾 + 1 класів – зображення-контейнеру або 
стеганограм, сформованих згідно відомих СМ. Вирішення даної задачі потре-
бує переходу від бінарного до узагальненого (багатокласового) стегодетектору.  
Налаштування узагальненого стегодетектору є нетривіальною задачею, 
зважаючи на необхідність використання обчислювально складних методів кла-
сифікації, для побудови розділяючих гіперплощин між класами [136, 142]. В 
роботі для налаштування узагальненого СД був використаний One-Agains-All 
(OVA) метод [136, 204, 205], що полягає у послідовному налаштуванні «базо-
вих» класифікаторів для виявлення лише окремих класів (методів формування 
стеганограм) з використанням методів структурного аналізу ЦЗ. Структурна 
схема системи налаштування узагальненого структурного стегодетектору наве-






Рисунок 4.1 – Структурна схема системи налаштування узагальненого структурного стегодетектору цифрових 
зображень згідно методу OVA. 
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Обробка пакету тестових зображень з використанням узагальненого 
структурного стегодетектору проводиться в декілька етапів [204, 205]. На пер-
шому етапі, на вхід блоку №1 (рис. 4.1) передаються тестові цифрові зображен-
ня, стегодані та параметри налаштування стегокодеру (методу приховання пові-
домлень, поступінь заповнення ЗК стегоданими, значення вагового параметру 
𝐺) для формування стеганограм. 
Зображення-контейнери та сформовані стеганограми передаються до 
блоку №2 (рис. 4.1). В блоці №2 визначаються кореляційні на фрактальні харак-
теристики даних зображень з використанням розроблених алгоритмів структур-
ного аналізу – варіограмного (алгоритм В.1), флуктуаційного (алгоритм В.3) та 
мультифрактального (алгоритм В.4) аналізів. 
Розраховані кореляційні та фрактальні характеристики зображень-контей-
нерів та стеганограм подаються на вхід блоку №3 (рис. 4.1). Дані характерис-
тики використовуються для налаштування базового класифікатору – віднесення 
заданих зображень до класу зображень-контейнерів або стеганограм. Налашту-
вання базового класифікатору УзСД та модуля класифікаторів для СМ (рис. 
4.1) проводилося з використанням АК аналогічно до структурних стегодетек-
торів 𝑆𝐷𝑃𝑉𝑀
𝑚𝑚𝑚, 𝑆𝐷𝑀𝐶𝐶𝐶𝑀𝑚𝑚𝑚  та 𝑆𝐷𝑀𝐶𝑀𝑚𝑚𝑚. 
У випадку класифікації досліджуваного ЦЗ як зображення-контейнеру, 
відповідне рішення передається на вихід УзСД. В протилежному випадку, коре-
ляційні та фрактальні характеристики зображень, віднесених базовим класифі-
катором до класу стеганограм, передаються на вхід класифікаторів №1-6 (рис. 
4.1). Дані класифікатори використовуються для виявлення стеганограм, сфор-
мованих згідно одноетапним методам Дея та Агарваля (класифікатори №1-2), 
багатоетапних методів Джозефа та Хана (класифікатори №3-4) та комплексних 
методів Елайона та Гунджаля (класифікатори №5-6). 
Результати роботи класифікаторів – імовірність 𝑅𝑗 , 𝑗 ∈ [1; 6] віднесення 
зображення до 𝑗 −го класу (методу вбудовування стегоданих в ОПЗК) – пере-
даються до вирішуючого пристрою (рис. 4.1). Рішення щодо віднесення зобра-
ження до класу стеганограм, сформованих згідно одноетапних, багатоетапних 
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чи комплексних методів, приймається шляхом вибору найбільшого значення 
імовірності 𝑅𝑚𝑎𝑥. 
Згідно рішення УзСД щодо віднесення досліджуваного ЦЗ до класів сте-
ганограм додатково формується перелік рекомендацій щодо налаштування ме-
тодів АС для забезпечення деструкції прихованих повідомлень при фіксова-
ному рівні візуальних змін зображення-контейнеру [50, 51, 206, 207]. 
 Виявлення стеганограм з використанням узагальненого 4.1.2
стегодетектору 
Для оцінки імовірності віднесення зображення до класів зображень-кон-
тейнерів та стеганограм було проведено налаштування та тестування УзСД з 
використанням псевдовипадкової вибірки без повторень 770 зображень з тесто-
вого пакету (табл. 1.2). Сформована вибірка була псевдовипадковим чином роз-
ділена на навчальний та контрольний пакети що включали зображення-контей-
нери та стеганограми, сформованих згідно одноетапних, багатоетапних та 
комплексних методів (700 «навчальних» та 70 «тестових» зображень). 
Налаштування УзСД проводилося з використанням системи, наведеної у 
розд. 4.1.1. Для визначення параметрів окремих класифікаторів УзСД на вхід 
системи проводилася послідовна подача зображень, що належать кожному з 
семи класів – зображення-контейнери (клас №0) та стеганограми, сформованих 
згідно одноетапних методів Дея (клас №1) та Агарваля (клас №2), багатоетап-
них методів Джозефа (клас №3) та Хана (клас №4), а також комплексних мето-
дів Елайона (клас №5) та Гунджаля (клас №6). При тестуванні налаштованого 
УзСД на вхід блоку №2 (рис. 4.1) подавалася псевдовипадковим чином перемі-
шана вибірка зображень-контейнерів з контрольного пакету та стеганограм, 
сформованих згідно одноетапних, багатоетапних та комплексних методів. 
Значеня міжкласової помилки –  імовірності віднесення зображення, що 
належить 𝑖 −му класу, до 𝑗 −го класу (𝑖 ≠ 𝑗) – для випадку слабкого (∆𝐶=10%,) при 𝐺 = 𝐺𝑚𝑚𝑛 та сильного (∆𝐶= 85%) при 𝐺 = 𝐺𝑚𝑎𝑥 заповнення зобра-
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ження-контейнеру стегоданими та прихованні стегоданих типу «Портрет» в 
канал синього кольору ЗК наведені у таблиці 4.1. 
 
Таблиця 4.1 – Імовірності віднесення ЦЗ до класів незаповнених контейнерів 
(№0) та стеганограм (№1-6) УзСД у випадку слабкого (∆𝐶= 10%,) при 𝐺 =
𝐺𝑚𝑚𝑛 та сильного (∆𝐶= 85%) при 𝐺 = 𝐺𝑚𝑎𝑥 заповнення ЗК стегоданими 
Істинні мітки  
                  класів 
Рішення  
УзСД 
№0 №1 №2 №3 №4 №5 №6 
∆𝐶= 10%,𝐺 = 𝐺𝑚𝑚𝑛 
№0 0.935 0.055 0.001 2.77e-4 4.85e-5 3.18e-6 1.33e-7 
№1 0.053 0.883 0.061 0.003 5.34e-4 9.63e-5 0.99e-6 
№2 0.002 0.060 0.860 0.074 0.004 6.90e-4 6.36e-6 
№3 3.54e-4 0.003 0.073 0.853 0.067 0.004 2.52e-4 
№4 2.21e-5 5.35e-4 0.004 0.076 0.859 0.058 0.002 
№5 1.34e-6 3.26e-5 6.74e-4 0.003 0.057 0.912 0.028 
№6 0.93e-6 6.96e-6 2.39e-6 1.85e-4 0.002 0.028 0.970 
∆𝐶= 85%,𝐺 = 𝐺𝑚𝑎𝑥 
№0 0.998 0.001 0.001 2.77e-4 5.33e-5 4.41e-6 1.12e-7 
№1 0.001 0.995 0.002 0.003 1.11e-4 7.12e-5 2.63e-6 
№2 1.13e-4 0.002 0.992 0.002 0.004 4.89e-4 5.38e-6 
№3 1.94e-5 0.002 0.001 0.991 0.005 0.001 1.74e-4 
№4 9.82e-6 1.12e-4 0.001 0.001 0.996 0.001 0.001 
№5 6.85e-6 1.63e-5 8.29e-4 0.002 0.001 0.994 0.003 
№6 0.54e-6 5.47e-6 1.45e-6 1.58e-4 0.001 0.002 0.997 
 
Як видно з табл.4.1 використання УзСД дозволяє з високою імовірністю 
визначати приналежність ЦЗ до класів незаповненого ЗК (клас №0) та стегано-
грам, сформованих згідно одноетапних методів Дея та Агарваля (клас №1-2), 
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багатоетапних методів Джозефа та Хана (клас №3-4) та комплексних методів 
Елайона та Гунджаля (клас №5-6) у випадку як сильного, так і слабкого  запов-
нення ЗК стегоданими. 
Також був розглянутий випадок обробки УзСД стеганограм, сформова-
них згідно методу, апріорно невідомого на етапі налаштування універсального 
структурного стегодетектору – адаптивного методу UNIWARD [98]. Даний ме-
тод заснований на вбудуванні стегоданих в ОПЗК шляхом зміни значень яскра-
вості пікселів ЗК та мінімізації цільової функції 𝐷(∙,∙) – оцінки відмінностей 
між зображенням-контейнером 𝑰𝑥,𝑦 та стеганограмою 𝑺𝑥,𝑦 розмірами 𝑀 × 𝑁 
(пікселів) [98]: 
𝐷�𝑰𝑥,𝑦 ,𝑺𝑥,𝑦� = � ���𝑊𝑢,𝐸(𝑘)�𝑰𝑥,𝑦� −𝑊𝑢,𝐸(𝑘)�𝑺𝑥,𝑦��




𝑢=1𝑘∈{ℎ,𝐸,𝑚} , (4.1) 
де 𝑊𝑢,𝐸(𝑘)�𝑰𝑥,𝑦�,𝑊𝑢,𝐸(𝑘)�𝑺𝑥,𝑦� −відповідно, деталізуючі коефіцієнти однорів-
невого ДДВП зображення-контейнеру та стеганограми; 𝜃𝑇𝑠(𝜃𝑇𝑠 > 0) − констан-
та, що використовується для забезпечення стійкості розрахунку значення цільо-
вої функції (4.1) у випадку малих значень коефіцієнтів ДДВП зображення-кон-
тейнеру (𝑊𝑢,𝐸(𝑘)�𝑰𝑥,𝑦� ≅ 0,𝑘 ∈ {ℎ,𝑣,𝑑}); 𝑘(𝑘 ∈ {ℎ,𝑣,𝑑}) − вид деталізуючих кое-
фіцієнтів ДДВП зображення-контейнеру, що відповідають обробці рядків 
(𝑘 = ℎ), стовпчиків (𝑘 = 𝑣) або рядків і стовпчиків (𝑘 = 𝑑) з використанням 
фільтру високих частот (базисного вейвлету). 
При оцінці величини міжкласової помилки з використанням УССЛ сту-
пінь заповнення ЗК стегоданими була рівною ∆𝐶= 20%. В якості стегоданих 
було використане ЦЗ типу «Портрет» (табл. 1.2), а в якості базисної функції 
ДДВП – вейвлет Хаара та відповідна йому скейлінг-функція. Для забезпечення 
найбільшої робастності отримуваних стеганограм до сучасних методів статис-
тичного стегоаналізу ЦЗ, значення константи 𝜃𝑇𝑠 було обрано рівним 𝜃𝑇𝑠 = 1 
[208].  
За результатами обробки стеганограм, сформованих згідно алгоритму 
UNIWARD, з використанням УзСД були отримані імовірності віднесення стега-
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нограми до кожного з класів (табл. 4.2) – зображення-контейнеру, методів при-
ховання повідомлень в ОПЗК згідно одноетапних методів Дея та Агарваля, 
багатоетапних методів Джозефа та Хана, а також комплексних методів Елайона 
та Гунджаля. 
 
Таблиця 4.2 – Імовірності 𝑃𝑚 віднесення стеганограми, сформованої згідно 
адаптивного методу UNIWARD (∆𝐶= 20%) до 𝑖 −го класу при використанні 















iP  0,0825 0,0682 0,0743 0,9899 0,0066 0,3818 0,0035 
 
Застосування УзСД дає можливість не тільки з високою імовірністю де-
тектувати наявність в ЦЗ стегоданих (табл. 4.2), а й встановити, що приховання 
повідомлень проводилося з використаням ДДВП та застосуванням додаткових 
перетворень стегоданих для мінімізації спотворень характеристик зображення-
контейнеру (метод Джозефа, клас №3).  
За результатами роботи УзСД були сформовані рекомендації щодо 
деструкції стеганограм, сформованих згідно даного методу – жорсткої порого-
вої обробки коефіцієнтів ДДВП за алгоритмом Бірге-Массарта [151, 209]. 
Результати деструкції стеганограм при використанні як поширених мето-
дів АС (медіанний фільтр та фільтр Гауса (𝜎2 = 0.5) розміром 3 × 3 пікселів), 
так і рекомендованого методу (вейвлет-стиснення згідно алгоритмому Бірге-
Массарта при використанні в якості базисної функції трирівневого ДДВП вейв-










а) б)  
в)  г)  
д)  е)  
ж)  з)  
Рисунок 4.2 – Вихідний вид зображення-контейнеру (а) та стегоданих (б); резу-
льтати обробки стеганограм та вилучені стегодані при використанні: (в, г) – 
медіанної фільтрації; (д, е) – гаусової фільтрації; (ж, з) – вейвлет-стиснення ЦЗ 
згідно алгоритму Бірге-Массарта. 
 За результатами порівняння вихідного виду зображення-контейнеру (рис. 
4.2а) та стегоданих (рис. 4.2б), результатів застосування поширених методів АС 
(рис. 4.2в-е) та рекомендованого методу деструкції стеганограми (рис. 4.2ж-з), 
сформованої згідно методу UNIWARD, можемо зробити висновок, що викорис-
тання УзСД дозволяє визначити оптимальний метод деструкції стеганограми – 
максимізувати ступінь спотворення стегоданих при мінімальних візуальних 
змінах зображення-контейнеру.  
Враховуючи неможливість візуального розрізнення результатів обробки 
зображеня-контейнеру та стеганограми, для кількісної оцінки ступеня спотво-
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рення ЗК та стегоданих були розраховані стандартні МЯ цифрових зображень 
(табл. 4.3) – MSE, NCC, PSNR та SSIM (додаток Б.3). 
 
Таблиця 4.3 – Значення метрик якості цифрових зображень для стеганограм та 
прихованих повідомлень при використанні методів активного стегоаналізу 
Метрики якості зображень 
Методи  
обробки зображень 
MSE NCC PSNR SSIM 
Без обробки 0.000 1.000 + ∞ 1.000 
Стеганограма 
Медіаний фільтр 169.248 0.975 25.846 0.978 
Фільтр Гауса 37.287 0.995 32.417 0.994 
Вейвлет стиснення 26.105 0.998 34.014 0.997 
Стегодані 
Медіаний фільтр 148.967 0.966 26.406 0.967 
Фільтр Гауса 177.631 0.962 25.683 0.962 
Вейвлет стиснення 1281.3 0.647 7.055 0.550 
 
Суттєві зміни значень метрик якості цифрових зображень для стегано-
грами, сформованої згідно методу UNIWARD, при використанні стандартних 
методів АС (табл. 4.4), свідчать про появу візуальних спотворень ЗК, що демас-
кує факт проведення атаки на ССЗ. Застосування вейвлет-стиснення для обро-
бки стеганограми дало можливість суттєво підвищити спотворення прихованих 
повідомлень при забезпеченні відносно малих змін значень МЯ для зобра-
ження-контейнеру (рис. 4.4).  
Таким чином, можемо зробити висновок, що використання УзСД дозво-
ляє спростити процедуру вибору оптимальних методів деструкції прихованих 
повідомлень – максимізувати ступінь спотворення стегоданих при мінімальних 
візуальних змінах зображення-контейнеру – що представляє особливий інтерес 
при проведенні потокової обробки цифрових зображень у системах моніто-
рингу та контролю ІКС. 
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4.2 Розробка комплексу прикладних програм для проведення 
пасивного стегоаналізу цифрових зображень 
Для автоматизації дослідження ефективності СД, налаштованих з викори-
станням структурних, статистичних та універсальних стегодетекторів, був роз-
роблений комплекс прикладних програм. Структурна схема комплексу наве-
дена на рис. 4.3. 
 
Рисунок 4.3 – Структурна схема розробленого комплексу прикладних програм 
для пасивного стегоаналізу зображень. 
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Обробка цифрових зображень з використанням розробленого комплексу 
проводиться в декілька етапів (рис. 4.3). На першому етапі у блоці вибору ре-
жиму роботи програмного комплексу обирається спосіб обробки ЦЗ: 
1. Режим налаштування СД – використовується для визначення парамет-
рів СД із застосуванням заданого тестового пакету ЦЗ та стеганограм, сформо-
ваних згідно одноетапних, багатоетапних та комплексних методів; 
2. Режим тестування СД – використовується для оцінки імовірності вияв-
лення стеганограм, сформованих згідно заданих або апріорно невідомих мето-
дів приховання повідомлень; 
3. Режим виявлення стеганограм – використовується при обробці інфор-
маційних потоків у ІКС для визначення наявності повідомлень, вбудованих в 
зображення-контейнери. 
В залежності від вимог користувача, в якості стегодетекторів можуть ви-
користовуватися структурні, статистичні або універсальні СД, а також узагаль-
нений структурний стегодетектор. 
На другому етапі, задані ЦЗ 𝑰𝑥,𝑦 та стегодані 𝑫𝑥,𝑦, представлені у вигляді 
кольорових зображень, поступають до модуля імпорту даних (рис. 4.3). У 
модулі імпорту проводиться декомпресія заданих зображень-контейнерів (блок 
завантаження ЦЗ) та стегоданих (блок завантаження стегоданих), представле-
них у графічних форматах стиснення зі втратами. Отримані матриці яскравості 
пікселів зображення-контейнеру 𝑰𝑥,𝑦 та стегоданих 𝑫𝑥,𝑦, а також параметри СМ 
(ступінь заповнення ЗК стегоданими ∆𝐶, ваговий параметр 𝐺) передають до 
блоку формування стеганограм. Зображення-контейнери 𝑰𝑥,𝑦 та отримані стега-
нограми 𝑺𝑥,𝑦 передаються до блоку калібрування ЦЗ, в якому згідно методу 
Фрідріх розраховуються калібровані зображення [33, 124] – відповідно, 𝑰𝑥,𝑦𝐶  та 
𝑺𝑥,𝑦𝐶 .  
У випадку проведення пасивного стегоаналізу ЦЗ з використанням струк-
турних СД та узагальненого структурного стегодетектору не проводиться ка-
лібрування 𝑰𝑥,𝑦 зображення-контейнеру та стеганограми 𝑺𝑥,𝑦.  При використан-
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ні УзСД, зображення-контейнери передаються до блоку узагальненого струк-
турного стегодетектору в якому проводиться їх подальша обробка згідно алго-
ритму, наведеному на рис. 4.1. 
На третьому етапі, зображення-контейнери (𝑰𝑥,𝑦, 𝑰𝑥,𝑦𝐶 ) та стеганограми 
(𝑺𝑥,𝑦, 𝑺𝑥,𝑦𝐶 ) передаються до модуля визначення характеристик ЦЗ (рис. 4.3). До 
складу даного модуля входять блоки розрахунку кореляційних, фрактальних та 
статистичних характеристик цифрових зображень. Визначення кореляційних та 
фрактальних характеристик ЦЗ проводиться з використанням розроблених ал-
горитмів варіограмного, мультифрактального флуктуаційного та мультифрак-
тального аналізів, наведених у додатку В. Статистичні характеристик цифрових 
зображень визначаються з використанням статистичних моделей зображень в 
просторовій (модель SPAM) та частотній (модель CC-PEV) областях, а також 
універсальній моделі CDF. Алгоритми обробки ЦЗ із застосуванням даних ста-
тистичних моделей наведені у додатку Б. 
На четвертому етапі, розраховані кореляційні, фрактальні та статистичні 
характеристик зображення-контейнери (𝑰𝑥,𝑦, 𝑰𝑥,𝑦𝐶 ) та стеганограми (𝑺𝑥,𝑦, 𝑺𝑥,𝑦𝐶 ) 
подаються до модуля стегодетекторів (рис. 4.3). Даний модуль складається зі 
структурних стегодетекторів 𝑆𝐷𝑃𝑉𝑀
𝑚𝑚𝑚, 𝑆𝐷𝑀𝐶𝐶𝐶𝑀𝑚𝑚𝑚  та 𝑆𝐷𝑀𝐶𝑀𝑚𝑚𝑚, статистичних стегоде-
текторів 𝑆𝐷𝑆𝑃𝑀𝑀, 𝑆𝐷𝐶𝐶−𝑃𝐸𝑃 та 𝑆𝐷𝐶𝐶𝐶 , універсального стегодетектору  Авкібаса 
𝑆𝐷𝑀𝐸𝐴𝑚𝑏𝑎𝑇 та узагальненого структурного стегодетектору. В залежності від обра-
ного режиму роботи програмного комплексу, проводиться: 
1. Налаштування зазначених стегодетекторів з використанням пакету тес-
тових зображень та стеганограм згідно алгоритмів, наведених у додатку Г; 
2. Визначення імовірності виявлення стеганограм, сформованих згідно 
заданих або апріорно невідомих стеганографічних методів. 
Для інтегральної оцінки ефективності СД в роботі були використані нас-






1. Загальна похибка класифікації (Classification Accuracy, CA) [136, 141]: 
𝐶𝐴 = 𝑇𝑃 + 𝑇𝑁
𝑁𝑀𝐿𝐿
,𝐶𝐴 ∈ [0; 1],  
де 𝑇𝑃,𝑇𝑁 − відповідно, кількість правильно класифікованих стегано-
грам та незаповнених ЗК; 𝑁𝑀𝐿𝐿 = (𝑁+ + 𝑁−) − загальна кількість стега-
нограм (𝑁+) та незаповнених зображень-контейнерів (𝑁−) в тестовому 
пакеті; 
2. Чутливість стегодетектора (Sensitivity, True Positive Rate, TPR) – визна-
чає кількість вірно класифікованих СД стеганограм відносно загальної 
ЦЗ, що відносяться до класу стеганограм: 
𝑇𝑃𝑅 = 𝑇𝑃
𝑇𝑃 + 𝐹𝑁 ,𝑇𝑃𝑅 ∈ [0; 1],  
де 𝐹𝑃,𝐹𝑁 − відповідно, кількість помилок першого (хибне спрацю-
вання) та другого (пропуск стеганограми) роду; 
3. Специфічність стегодетектора (Specifity, True Negative Rate, TNR) – 
характеризує точність класифікації СД незаповнених ЦЗ: 
𝑇𝑁𝑅 = 𝑇𝑁
𝐹𝑃 + 𝑇𝑁 ,𝑇𝑁𝑅 ∈ [0; 1];  
4. Імовірність правильної класифікації стеганограм (Precision, Positive 
Predictive Value, PPV) – характеризує імовірність правильного відне-
сенням стегодетектором ЦЗ до класу стеганограм: 
𝑃𝑃𝑉 = 𝑇𝑃
𝑇𝑃 + 𝐹𝑃 ,𝑃𝑃𝑉 ∈ [0; 1];  
5. Імовірність правильної класифікації незаповнених контейнерів (Negati-
ve Predictive Value, NPV) – використовується для оцінки імовірності 
вірного віднесення зображень СД до класу незаповнених ЗК: 
𝑃𝑁𝑉 = 𝑇𝑁
𝑇𝑁 + 𝐹𝑁 ,𝑃𝑁𝑉 ∈ [0; 1];  
6. Площа під ROC-кривою (Area under ROC, AUC) – є інтегральною ха-
рактеристикою точності класифікації ЦЗ стегодетектором та розрахо-
вується згідно виразу (1.12); 
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5. Ступінь впливу використовуваного простору ознак на точність детек-
тування стеганограм (Informedness, INs) – розраховується згідно фор-
мули (1.13); 
6. Ступінь впливу використовуваного класифікатора на ефективність СД 
(Markedness, MNs) – розраховується згідно виразу (1.14) 
7. Коефіцієнт кореляції Метьюса (Matthews Correlation Coefficient, MCC) 
– використовується для оцінки величини кореляції рішень СД та істин-
них міток класів досліджуваних зображень та розраховується згідно 
формули (1.15). 
На п’ятому етапі, отримані метрики якості роботи структурних, статис-
тичних та універсальних стегодетекторів, а також результати роботи УзСД 
(визначений клас методів формування стеганограм, рекомендації щодо деструк-
ції прихованих повідомлень) передаються до блоку обробки результатів ПС 
цифрових зображень (рис. 4.3). В даному блоці відбувається агрегація результа-
тів роботи двокласових (бінарних) стегодетекторів, наприклад, метрик якості 
роботи СД, та узагальненого структурного стегодетектору та формується звіт 
щодо обробки заданого пакету тестових зображень. 
Модулі розробленого програмного комплексу були реалізовані на мовах 
програмування MATLAB та Python в середовищі розробки Anaconda IDE. Про-
грамний комплекс використовувася при проведенні досліджень за темою дисер-
таційної роботи: 
1. Аналізу точності виявлення стеганограм з даними, вбудованими в 
ОПЗК згідно одноетапних, багатоетапних та комплексних методів, при 
використанні статистичних та універсальних стегодетекторів; 
2. Дослідження змін кореляційних та фрактальних характеристик цифро-
вих зображень при вбудовуванні стегоданих в ОПЗК з використанням 
варіограмного, мультифрактального флуктуаційного та мультифракта-
льного аналізів – за результатами проведених досліджень були сфор-
мовані кластери демаскуючих ознак для одноетапних, багатоетапних 
та комплексних СМ; 
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3. Оцінці імовірності виявлення стеганограм з даними, вбудованими в 
ОПЗК, з використанням сформованих кластерів ДМО та структурних 
стегодетекторів 𝑆𝐷𝑃𝑉𝑀
𝑚𝑚𝑚, 𝑆𝐷𝑀𝐶𝐶𝐶𝑀𝑚𝑚𝑚  та 𝑆𝐷𝑀𝐶𝑀𝑚𝑚𝑚; 
4. Аналізі точності визначення класу методів приховання повідомлень з 
використанням узагальненого структурного стегодетектору; 
5. Дослідження ступеня деструкції стегодених, вбудованих в області пе-
ретворення зображення-контейнеру, при використанні відомих методів 
активного стегоаналізу, наприклад, гаусовій, медіанній та вінерівській 
фільтрацій, вейвлет-стисненні тощо. 
Оцінка імовірності виявлення стеганограм з даними, вбудованими в 
ОПЗК, при використанні статистичних та універсальних СД проводилася з ви-
користанням персональної робочої станції з наступними характеристиками: 
HexaCore Intel Core i7-3930K @ 3.50 ГГц, ASRock X79 Professional Mother-
Board, 16 GB DDR3-RAM, nVidia GeForce GTX680, Windows Ultimate x64 SP1). 
Загальна тривалість дослідження – визначення статистичних параметрів ЗК та 
стеганограм (2 місяці), налаштування СД (0.5 місяця) та оцінка імовірності 
виявлення стегоданих (0.5 місяця) – склала 3 місяці роботи персональної робо-
чої станції. 
Дослідження змін кореляційних та фрактальних характеристик ЗК, внас-
лідок вбудовування стегоданих в ОПЗК, проводилося з використанням розроб-
леного комплексу (додаток Г) та пакету тестових зображень (табл. 1.2). Зважа-
ючи на значну потужність тестового пакету (2500 кольорових зображень), при 
проведенні дослідження використовувалися обчислювальні потужності класте-
ру центру суперкомп’ютерних обчислень НТУУ «КПІ» (64 обчислювальні вуз-
ли з двома двоядерними процесорами Intel Xeon 5160 @ 3.00ГГц та 4 ГБ опера-
тивної пам’яті у кожному). Загальна тривалість набору статистики з викорис-
танням варіограмного (2 місяць), мультифрактального (1,5 місяця) та мульти-
фрактального флуктуаційного (3 місяці) аналізів склала 6,5 місяців безперерв-
ної роботи кластеру НТУУ «КПІ». 
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4.3 Висновки до розділу 4 
Вбудовування стегоданих в області перетворення зображення-контейнеру 
згідно одноетапних, багатоетапних та комплексних методів призводить до ха-
рактерних змін кореляційних та фрактальних характеристик зображень-контей-
нерів. Враховуючи зазначені особливості стеганографічних методів, в роботі 
був розроблений та програмно реалізований узагальнений структурний стегоде-
тектор. Особливістю розробленого УзСД є використання декількох класів сте-
ганографічних методів при обробці досліджуваних зображень, що дозволяє виз-
начати особливості нових стеганографічних методів (наприклад, кількість та 
тип перетворень зображення-контейнеру та стегоданих) без необхідності пов-
торного налаштування стегодетектору. Це дає можливість суттєво підвищити 
ефективність методів активного стегоаналізу стеганограм за рахунок вибору 
оптимальних методів деструкції прихованих повідомлень. 
УзСД характеризується високою точністю класифікації зображень-кон-
тейнерів та стеганограм, сформованих згідно одноетапних, багатоетапних та 
комплексних методів, як у випадку сильного (імовірність помилки ∆𝜀 не пере-
вищує 0.076), так і слабкого (∆𝜀≤ 0.005) заповнення ЗК стегоданими. Це доз-
воляє використовувати запропонований узагальнений структурний стегодетек-
тор в якості універсального модулю пасивного стегоаналізу в сучасних систе-
мах моніторингу та контролю ІКС. 
Для автоматизації виявлення стеганограм при передачі цифрових зобра-
жень у ІКС був розроблений програмний комплекс для проведення пасивного 
стегоаналізу ЦЗ в режимі реального часу або наближеного до нього. До складу 
комплексу входять як відомі двокласові (бінарні) статистичні та універсальні 
стегодетектори, так і розроблені структурні та узагальнений структурний стего-
детектори. Модульна структура комплексу дозволяє налаштовувати його як для 
визначення особливостей використаних стеганографічних методів, так і для 
дослідження робастності відомих стеганографічних алгоритмів до методів па-




У дисертаційній роботі розв’язана актуальна науково-прикладна задача 
забезпечення надійного виявлення стеганограм незалежно від області вбудову-
вання стегоданих у зображення-контейнер. Отримано наукові результати, що 
мають істотні переваги перед існуючими рішеннями:  
1. Виявлено суттєві обмеження відомих моделей і методів пасивного 
стегоаналізу ЦЗ, обумовлені врахуванням змін характеристик лише власних 
шумів ЗК внаслідок приховування повідомлень, що призводить до вагомого 
зниження імовірності виявлення стеганограм у випадку вбудовування стегода-
них з використанням декількох компонентів ЗК. Для забезпечення високої віро-
гідності виявлення стеганограм незалежно від області приховання повідомлень 
запропоновано нову концепцію виявлення стеганограм, що заснована на вико-
ристанні багаторівневої моделі зображення-контейнеру та потужних методів 
структурного аналізу для виявлення слабких змін як зображення-контейнеру за-
галом, так і його окремих компонентів, обумовлених вбудовуванням стего-
даних. 
2. Враховуючи суттєве зниження імовірності виявлення стеганограм з да-
ними, вбудованими в ОПЗК, при використанні сучасних стегодетекторів, удос-
коналено універсальний стегодетектор Авкібаса шляхом комплексного калібру-
вання досліджуваних зображень на основі гаусової, медіанної та вінеровської 
фільтрації, що дало можливість підсилити зміни характеристик ЗК, обумовлені 
використанням спеціальних перетворень ЗК для вбудовування стегоданих, та 
підвищити на 12% точність виявлення стеганограм з даними, вбудованими в 
області перетворення зображення-контейнеру, у випадку сильного заповнення 
ЗК стегоданими. 
3. На основі методів статистичного та стохастичного моделювання ЦЗ 
розроблено багаторівневу модель зображень, яка відрізняється від відомих 
моделей ЗК, що використовуються при проведенні ПС, врахуванням не тільки 
власних шумів, а й контурів та текстур об’єктів на зображенні-контейнеру. Це 
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дає можливість представити процес формування стеганограм, як внесення спот-
ворень в декілька компонент ЗК, та, відповідно, використовувати відомі методи 
структурного аналізу цифрових сигналів для виявлення факту приховування 
повідомлень, визначення особливостей використаного стеганографічного мето-
ду (кількості етапів обробки ЗК, типу перетворень зображення-контейнеру та 
стегоданих), а також оцінювання ступеня заповнення ЗК стегоданими та енергії 
прихованих повідомлень. 
4. Виходячи з вимог щодо обчислювальної складності методів ПС для за-
стосування у системах моніторингу та контролю ІКС реального часу, проведено 
модифікацію відомих методів структурного аналізу ЦЗ для створення швидких 
алгоритмів оцінювання параметрів запропонованої моделі ЦЗ. Дістали подаль-
шого розвитку варіограмний, флуктуаційний та мультифрактальний методи 
структурного аналізу ЦЗ за рахунок раціонального поєднання порядкового та 
поколонного розподілів кореляційних та фрактальних характеристик зобра-
жень, що дозволило виявити слабкі зміни параметрів ЗК, обумовлені прихову-
ванням повідомлень в ОПЗК. 
5. Шляхом інтегрального застосування запропонованої багаторівневої мо-
делі цифрових зображень та модифікованих методів структурного аналізу ЦЗ 
розроблено комплексний метод виявлення стеганограм з даними, вбудованими 
в ОПЗК, що відрізняється використанням як традиційних статистичних, так і 
кореляційних та фрактальних характеристик як зображень, так і їх компонентів, 
що дозволяє зменшити вимірність простору демаскуючих ознак стегодетектору 
та, відповідно, скоротити тривалість оброблення зображень при збереженні фік-
сованої точності виявлення стеганограм. 
6. На основі запропонованих моделей і методів розроблено методику про-
ведення пасивного стегоаналізу ЦЗ та комплекс прикладних програм для підт-
римки реалізації методики. Проведені експериментальні дослідження підтвер-
дили високу точність детектування наявності прихованих повідомлень у ЦЗ 
(похибка віднесення ЦЗ до хибного класу не перевищує 5% навіть у випадку 
слабкого заповнення ЗК стегоданими) та ефективність застосування запропоно-
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ваної методики для вибору цільових методів деструкції стеганограм, що дало 
можливість у 4 рази зменшити відношення стегодані/контейнер при мінімаль-
них візуальних змінах (не більше 2%) стеганограм. 
7. Результати дисертаційної роботи використано в Інституті кібернетики 
ім. В.М. Глушкова НАН України при виконанні науково-дослідних робіт щодо 
створення нових методів захисту інформації в телекомунікаційних та комп’ю-
терних системах. Запропоновані модифікації варіограмного, флуктуаційного та 
мультифрактального аналізу впроваджено у конструкторському бюро «Шторм» 
НТУУ «КПІ», що дозволило на 20% скоротити тривалість оцінювання статис-
тичних, кореляційних та фрактальних характеристик цифрових сигналів і зоб-
ражень. Розроблені методи визначення кореляційних і фрактальних характерис-
тик цифрових сигналів впроваджено у навчальний процес кафедри фізико-тех-
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АЛГОРИТМИ ПРИХОВАННЯ ТА ВИЛУЧЕННЯ СТЕГОДАНИХ З 
ЦИФРОВИХ ЗОБРАЖЕНЬ 
А.1 Одноетапний метод Дея вбудовування та екстракції стегоданих з 
зображень-контейнерів 
Блок-схема алгоритму Дея вбудовування стегоданих у частотній області 
зображення-контейнеру з використанням ДДВП матриць яскравості пікселів ЗК 
наведена на рисунку А.1. 
 
Рисунок А.1 – Блок-схема алгоритму Дея вбудовування стегоданих  
в області перетворення зображення-контейнеру. 
На вхід алгоритму формування стеганограм згідно методу Дея посту-
пають кольорове зображення-контейнер 𝑰𝑥,𝑦, розмірами 𝑀 × 𝑁 пікселів, та сте-
годані 𝑫𝑥,𝑦, представлені у вигляді кольорових ЦЗ розмірами 𝑀𝐶 × 𝑁𝐶 пікселів 




На першому етапі формування стеганограм, стегодані 𝑫𝑥,𝑦 передаються 
до блоку масштабування, в якому проводиться бікубічна інтерполяція (𝑀𝐶 ≥ 𝑀, 
𝑁𝐶 ≥ 𝑁) або апроксимація (𝑀𝐶 < 𝑀, 𝑁𝐶 < 𝑁)) 𝑫𝑥,𝑦 до розміру 𝑀 × 𝑁 пікселів. 
На другому етапі, зображення-контейнер 𝑰𝑥,𝑦 та масштабовані стегодані 
𝑫𝑥,𝑦𝑇𝐴𝑎𝑓𝑐𝑚  поступають на вхід блоку обробки окремих каналів кольору (рис. А.1). 
До 𝑘 −го каналу кольору (𝑘 ∈ [1; 3]) 𝑰𝑥,𝑦 та 𝑫𝑥,𝑦𝑇𝐴𝑎𝑓𝑐𝑚 застосовується однорівневе 
ДДВП. Апроксимуючі 𝑾𝜑 та деталізуючі 𝑾𝜓 коефіцієнти ДДВП матриць яск-
равості пікселів 𝑰𝑥,𝑦(𝑘) та 𝑫𝑥,𝑦𝑇𝐴𝑎𝑓𝑐𝑚(𝑘), розмірами 𝑀 × 𝑁 пікселів, розрахо-
вуються згідно формул [113, 135]: 
𝑾𝜑
𝑰 (𝑗0,𝑚,𝑛) = 1
√𝑀𝑁














𝑰 (𝑖, 𝑗,𝑚,𝑛) = 1
√𝑀𝑁




, 𝑖 ∈ {𝐻,𝑉,𝐷}, (А.3) 
𝑾𝜓
𝑫(𝑖, 𝑗,𝑚,𝑛) = 1
√𝑀𝑁




, 𝑖 ∈ {𝐻,𝑉,𝐷}, (А.4) 
де  
𝝋𝑗,𝑚,𝑛(𝑥,𝑦) = 2𝑗 2⁄ × 𝝋�2𝑗𝑥 − 𝑚� × 𝝋�2𝑗𝑦 − 𝑛�, 
𝝍𝑗,𝑚,𝑛𝐻 (𝑥,𝑦) = 2𝑗 2⁄ × 𝝍�2𝑗𝑥 − 𝑚� × 𝝋�2𝑗𝑦 − 𝑛�, 
𝝍𝑗,𝑚,𝑛𝑃 (𝑥,𝑦) = 2𝑗 2⁄ × 𝝋�2𝑗𝑥 − 𝑚� × 𝝍�2𝑗𝑦 − 𝑛�, 
𝝍𝑗,𝑚,𝑛𝐶 (𝑥, 𝑦) = 2𝑗 2⁄ × 𝝍�2𝑗𝑥 − 𝑚� × 𝝍�2𝑗𝑦 − 𝑛�, 
двовимірні скейлінг-функція (𝝋𝑗,𝑚,𝑛) та вейвлети (𝝍𝑗,𝑚,𝑛𝑚 ); 𝝋(𝑥),𝝍(𝑥) − 
одновимірні скейлінг-функція та вейвлет; 𝑗0, 𝑗 − початковий та поточний рівень 
декомпозиції ЦЗ; 𝑚,𝑛 − параметри просторового зсуву 𝝋𝑗,𝑚,𝑛 та 𝝍𝑗,𝑚,𝑛𝑚 . 
Згідно рекомендацій [129], в якості базисних функцій ДДВП використо-
вуються вейвлет Хаара та відповідна йому скейлінг-функція. Це призводить до 
кусочно-лінійною апроксимації перепадів яскравості суміжних пікселів ЦЗ, на-
приклад, на контурах об’єктів, що дає можливість забезпечити високу робаст-
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ність отримуваних стеганограм до методів АС, наприклад, стиснення зі втрата-
ми, фільтрації. 
Приховання повідомлень проводиться шляхом додавання коефіцієнтів 
𝑾𝜑 та 𝑾𝜓 зображення-контейнеру та стегоданих з ваговим коефіцієнтом 𝐺: 
𝑾𝜑
𝑺 = 𝑾𝜑𝑰 + 𝐺 × 𝑾𝜑𝑫 ,  
𝑾𝜓
𝑺 (𝑖) = 𝑾𝜓𝑰 (𝑖) + 𝐺 × 𝑾𝜓𝑫(𝑖), 𝑖 ∈ {𝐻,𝑉,𝐷},  
де 𝑾𝜑
𝑺 ,𝑾𝜓𝑺 − відповідно, апроксимуючі та деталізуючі коефіцієнти стега-
нограми (заповненого ЗК). Для представлення 𝑘 −го каналу кольору сформова-
ної стеганограми у просторовій області до отриманих коефіцієнтів 𝑾𝜑
𝑺  та 𝑾𝜓𝑺  




𝑺 (𝑗0,𝑚,𝑛) × 𝝋𝑗0,𝑚,𝑛(𝑥,𝑦)𝑁
𝑛=1
𝑀





𝑗=𝑗0𝑚∈{𝐻,𝑃,𝐶} �. (А.5) 
Результатом роботи алгоритму вбудовування стегоданих є стеганограма 
𝑺𝑥,𝑦 (рис. А.1) – кольорове зображення розмірами 𝑀 × 𝑁 пікселів. 
Блок-схема алгоритму Дея вилучення стегоданих з цифрових зображень 
наведена на рисунку А.2. 
 
Рисунок А.2 – Блок-схема алгоритму Дея вилучення стегоданих  
з цифрових зображень. 
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На вхід алгоритму вилучення стегоданих зі стеганограм, сформованих 
згідно методу Дея, поступають кольорове зображення-контейнер 𝑰𝑥,𝑦 та стега-
нограма 𝑺𝑥,𝑦, розмірами 𝑀 × 𝑁 пікселів (рис. А.2). Зображення-контейнер та 
стеганограма представлені у системі кольору RGB. 
На першому етапі, зображення-контейнер 𝑰𝑥,𝑦 та стеганограма 𝑺𝑥,𝑦  пос-
тупають на блоку обробки окремих каналів кольору (рис. А.2). До 𝑘 −го каналу 
кольору (𝑘 ∈ [1; 3]) 𝑰𝑥,𝑦 та 𝑺𝑥,𝑦 застосовується однорівневе ДДВП згідно фор-
мул (А.1)-(А.4).  
Розрахунок апроксимуючих 𝑾𝜑
𝑫�  та деталізуючих 𝑾𝜓𝑫
�  коефіцієнтів ДДВП 
прихованих повідомлень 𝑫𝑥,𝑦 проводиться згідно наступних виразів: 
𝑾𝜑
𝑫� = �𝑾𝜑𝑺 −𝑾𝜑𝐼 � 𝐺⁄ ,  
𝑾𝜓
𝑫� (𝑖) = �𝑾𝜓𝑺 (𝑖) −𝑾𝜓𝑰 (𝑖)� 𝐺⁄ , 𝑖 ∈ {𝐻,𝑉,𝐷},  
де 𝐺 − ваговий коефіцієнт, що залежить від енергії стегоданих. Для отри-
мання 𝑘 −го каналу кольору вилучених стегоданих 𝑫�𝑥,𝑦 у просторовій області 
до отриманих коефіцієнтів 𝑾𝜑
𝑫�  та 𝑾𝜓𝑫
�  застосовується ОДДВП згідно формули 
(А.5).  
Результатом роботи алгоритму вилучення стегоданих є кольорове зобра-
ження (стегодані) 𝑫�𝑥,𝑦 розмірами 𝑀 × 𝑁 пікселів (рис. А.2). 
А.2 Одноетапний метод Агарваля вбудовування та екстракції 
стегоданих з зображень-контейнерів 
Блок-схема алгоритму Агарваля вбудовування стегоданих в ОПЗК з вико-
ристанням сингулярного розкладу матриць яскравості пікселів зображення-кон-




Рисунок А.3 – Блок-схема алгоритму Агарваля вбудовування стегоданих в 
області перетворення зображення-контейнеру. 
На вхід алгоритму формування стеганограм згідно методу Агарваля пос-
тупають кольорове зображення-контейнер 𝑰𝑥,𝑦, розмірами 𝑀 × 𝑁 пікселів, та 
стегодані 𝑫𝑥,𝑦, представлені у вигляді кольорових ЦЗ розмірами 𝑀𝐶 × 𝑁𝐶 піксе-
лів (рис. А.3). Зображення-контейнер та стегодані представлені у системі кольо-
ру RGB. 
На першому етапі формування стеганограм, стегодані 𝑫𝑥,𝑦 передаються 
до блоку масштабування, в якому проводиться бікубічна інтерполяція (𝑀𝐶 ≥ 𝑀, 
𝑁𝐶 ≥ 𝑁) або апроксимація (𝑀𝐶 < 𝑀, 𝑁𝐶 < 𝑁)) 𝑫𝑥,𝑦 до розміру 𝑀 × 𝑁 пікселів. 
На другому етапі, зображення-контейнер 𝑰𝑥,𝑦 та масштабовані стегодані 
𝑫𝑥,𝑦𝑇𝐴𝑎𝑓𝑐𝑚  поступають на вхід блоку обробки окремих каналів кольору (рис. А.3). 
До 𝑘 −го каналу кольору (𝑘 ∈ [1; 3]) 𝑰𝑥,𝑦 та 𝑫𝑥,𝑦𝑇𝐴𝑎𝑓𝑐𝑚 застосовується сингулярний 
розклад згідно формул (1.4)-(1.5). Результатом СР є матриці лівих та правих 
сингулярних векторів 𝑼𝑀×𝑀(𝑰),𝑽𝑁×𝑁(𝑰), а також вектор сингулярних чисел 
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𝚲𝑁×1(𝑰) зображення-контейнеру і масштабованих стегоданих (𝚲𝑁×1(𝑫𝑇𝐴𝑎𝑓𝑐𝑚), 
𝑼𝑀×𝑀(𝑫𝑇𝐴𝑎𝑓𝑐𝑚),𝑽𝑁×𝑁(𝑫𝑇𝐴𝑎𝑓𝑐𝑚)). 
Приховання повідомлень проводиться шляхом вагового додавання векто-
рів сингулярних чисел зображення-контейнеру 𝚲𝑁×1(𝑰) та стегоданих 𝚲𝑁×1(𝑫) 
згідно виразів (1.6)-(1.7). Для уникнення неоднозначності відновлення стегода-
них на приймальній стороні ССЗ, вектори 𝚲𝑁×1(𝑰) та 𝚲𝑁×1(𝑫) впорядковані у 
порядку зменшення значень сингулярних чисел. 
Для забезпечення коректності відновлення стеганограм при обробці сте-
ганограм на приймальній стороні стеганографічної системи зв’язку, матриці лі-
вих 𝑼𝑀×𝑀(𝑫𝑇𝐴𝑎𝑓𝑐𝑚) та правих 𝑽𝑁×𝑁(𝑫𝑇𝐴𝑎𝑓𝑐𝑚) сингулярних векторів стегоданих 
𝑫𝑥,𝑦𝑇𝐴𝑎𝑓𝑐𝑚 передаються окремими (сторонніми) каналами (side-informed stegano-
graphy). 
Для представлення 𝑘 −го каналу кольору сформованої стеганограми у 
просторовій області проводиться реконструкція ЦЗ згідно формули  
𝑺𝑀×𝑁 = 𝑼𝑀×𝑀(𝑰) × 𝑸𝑀×𝑁(𝑺) × 𝑽𝑁×𝑁𝑇 (𝑰),  
де 𝑸𝑀×𝑁(𝑺) = 𝑬𝑀×𝑁 × 𝚲(𝑺) − діагональна матриця сингулярних чисел 
заповненого зображення-контейнеру.  
Результатом роботи алгоритму вбудовування стегоданих є стеганограма 
𝑺𝑥,𝑦 (рис. А.3) – кольорове зображення розмірами 𝑀 × 𝑁 пікселів. 
Блок-схема алгоритму Агарваля вилучення стегоданих з цифрових зобра-




Рисунок А.4 – Блок-схема алгоритму Агарваля вилучення стегоданих  
з цифрових зображень. 
На вхід алгоритму вилучення стегоданих зі стеганограм, сформованих згі-
дно методу Агарваля, поступають кольорове зображення-контейнер 𝑰𝑥,𝑦 та сте-
ганограма 𝑺𝑥,𝑦, розмірами 𝑀 × 𝑁 пікселів, а також матриці лівих𝑼𝑀×𝑀(𝑫𝑇𝐴𝑎𝑓𝑐𝑚) 
та правих 𝑽𝑁×𝑁(𝑫𝑇𝐴𝑎𝑓𝑐𝑚) сингулярних векторів вихідних стегоданих 𝑫𝑥,𝑦𝑇𝐴𝑎𝑓𝑐𝑚 
(рис. А.4). Зображення-контейнер та стеганограма представлені у системі ко-
льору RGB. 
На першому етапі, зображення-контейнер 𝑰𝑥,𝑦 та стеганограма 𝑺𝑥,𝑦  пос-
тупають на блоку обробки окремих каналів кольору (рис. А.4). До 𝑘 −го каналу 
кольору (𝑘 ∈ [1; 3]) 𝑰𝑥,𝑦 та 𝑺𝑥,𝑦 застосовується СР згідно формул (1.4)-(1.5). 
На другому етапі, проводиться розрахунок сингулярних чисел прихова-
них повідомлень 𝑫𝑥,𝑦 згідно виразу (1.7). Для отримання 𝑘 −го каналу кольору 
вилучених стегоданих 𝑫�𝑥,𝑦 у просторовій області проводиться реконструкція 
ЦЗ згідно формули:  
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𝑫�𝑀×𝑁 = 𝑼𝑀×𝑀(𝑫) × 𝑸𝑀×𝑁�𝑫�� × 𝑽𝑁×𝑁𝑇 (𝑫), (А.6) 
де 𝑸𝑀×𝑁�𝑫�� = 𝑬𝑀×𝑁 × 𝚲�𝑫�� − діагональна матриця сингулярних чисел 
вилучених стегоданих.  
Результатом роботи алгоритму вилучення стегоданих є кольорове зобра-
ження (стегодані) 𝑫�𝑥,𝑦 розмірами 𝑀 × 𝑁 пікселів (рис. А.4). 
А.3 Двоетапний метод Джозефа вбудовування та екстракції 
стегоданих з зображень-контейнерів 
Блок-схема алгоритму Джозефа вбудовування стегоданих в ОПЗК з вико-
ристанням ДДВП та сингулярного розкладу матриць яскравості пікселів зобра-
ження-контейнеру наведена на рисунку А.5. 
 
Рисунок А.5 – Блок-схема алгоритму Джозефа вбудовування стегоданих в 
області перетворення зображення-контейнеру 
183 
 
На вхід алгоритму формування стеганограм згідно методу Джозефа пос-
тупають кольорове зображення-контейнер 𝑰𝑥,𝑦, розмірами 𝑀 × 𝑁 пікселів, та 
стегодані 𝑫𝑥,𝑦, представлені у вигляді кольорових ЦЗ розмірами 𝑀𝐶 × 𝑁𝐶 піксе-
лів (рис. А.5). Зображення-контейнер та стегодані представлені у системі кольо-
ру RGB. 
На першому етапі формування стеганограм, стегодані 𝑫𝑥,𝑦 передаються 
до блоку масштабування, в якому проводиться бікубічна інтерполяція (𝑀𝐶 ≥(𝑀 2⁄ ), 𝑁𝐶 ≥ (𝑁 2⁄ )) або апроксимація (𝑀𝐶 < (𝑀 2⁄ ), 𝑁𝐶 < (𝑁 2⁄ )) 𝑫𝑥,𝑦 до роз-
міру (𝑀 2⁄ ) × (𝑁 2⁄ ) пікселів. 
На другому етапі, зображення-контейнер 𝑰𝑥,𝑦 та масштабовані стегодані 
𝑫𝑥,𝑦𝑇𝐴𝑎𝑓𝑐𝑚  поступають на вхід блоку обробки окремих каналів кольору (рис. А.5). 
До 𝑘 −го каналу кольору (𝑘 ∈ [1; 3]) 𝑰𝑥,𝑦 зображення-контейнеру застосовує-
ться двовимірне ДДВП, а до стегоданих 𝑫𝑥,𝑦𝑇𝐴𝑎𝑓𝑐𝑚 − однорівневе ДДВП згідно 
формулам (А.1)-(А.4).  
Необхідно зазначити, що внесення змін в апроксимуючі 𝑾𝜑
𝑰  коефіцієнти 
ДДВП зображення-контейнеру, які відповідають контурам навколо об’єктів на 
зображенні, призводить до суттєвих змін статистичних характеристик ЗК та, 
відповідно, зниження робастності отримуваних стеганограм до ПС. Приховання 
повідомлень з використанням деталізуючих коефіцієнтів 𝑾𝜓𝑰 (𝐷) ДДВП зобра-
ження-контейнеру, що відповідають шумовим компонентам ЗК, знижує стій-
кість отримуваних стеганограм до методів АС, наприклад, фільтрації зобра-
ження. Внаслідок цього вбудовування стегоданих згідно методу Джозефа про-
водиться із застосуванням деталізуючих коефіцієнтів ДДВП зображення-
контейнеру (𝑾𝜓𝑰 (𝐻),𝑾𝜓𝑰 (𝑉)) та стегоданих 𝑾𝜓𝑫(𝐻),𝑾𝜓𝑫(𝑉). 
До отриманих деталізуючих коефіцієнтів 𝑾𝜓
𝑰 (𝑖), 𝑖 ∈ {𝐻,𝑉} зображення-
контейнеру та 𝑾𝜓
𝑫(𝑖), 𝑖 ∈ {𝐻,𝑉} стегоданих застосовується сингулярний розк-
лад згідно формул (1.4)-(1.5). Результатом СР є матриці лівих та правих сингу-
лярних векторів 𝑼𝑀×𝑀(𝑰),𝑽𝑁×𝑁(𝑰), а також вектор сингулярних чисел 𝚲𝑁×1(𝑰) 
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зображення-контейнеру і масштабованих стегоданих (𝚲𝑁×1(𝑫𝑇𝐴𝑎𝑓𝑐𝑚), 
𝑼𝑀×𝑀(𝑫𝑇𝐴𝑎𝑓𝑐𝑚),𝑽𝑁×𝑁(𝑫𝑇𝐴𝑎𝑓𝑐𝑚)). 
Приховання повідомлень проводиться шляхом вагового додавання векто-
рів сингулярних чисел зображення-контейнеру 𝚲𝑁×1(𝑰) та стегоданих 𝚲𝑁×1(𝑫) 
згідно виразів (1.6)-(1.7). Для уникнення неоднозначності відновлення стегода-
них на приймальній стороні ССЗ, вектори 𝚲𝑁×1(𝑰) та 𝚲𝑁×1(𝑫) впорядковані у 
порядку зменшення значень сингулярних чисел. 
Для забезпечення коректності відновлення стеганограм при обробці сте-
ганограм на приймальній стороні стеганографічної системи зв’язку, матриці лі-
вих 𝑼𝑀×𝑀(𝑫𝑇𝐴𝑎𝑓𝑐𝑚) та правих 𝑽𝑁×𝑁(𝑫𝑇𝐴𝑎𝑓𝑐𝑚) сингулярних векторів, а також ап-
роксимуючі 𝑾𝜑
𝑫 та деталізуючі 𝑾𝜓𝑫(𝐷) коефіцієнти ДДВП стегоданих 𝑫𝑥,𝑦𝑇𝐴𝑎𝑓𝑐𝑚 
передаються окремими (сторонніми) каналами. 
Для представлення 𝑘 −го каналу кольору сформованої стеганограми про-
водиться реконструкція ЦЗ згідно формули (А.6). Для формування стеганорами 
у просторовій області до модифікованих коефіцієнтів 𝑾𝜑
𝑺  та 𝑾𝜓𝑺  застосовується 
ОДДВП згідно формули (А.5). 
Результатом роботи алгоритму вбудовування стегоданих є стеганограма 
𝑺𝑥,𝑦 (рис. А.5) – кольорове зображення розмірами 𝑀 × 𝑁 пікселів. 
Блок-схема алгоритму Джозефа вилучення стегоданих з цифрових зобра-




Рисунок А.6 – Блок-схема алгоритму Джозефа вилучення стегоданих  
з цифрових зображень. 
На вхід алгоритму вилучення стегоданих зі стеганограм, сформованих згі-
дно методу Джозефа, поступають кольорове зображення-контейнер 𝑰𝑥,𝑦 та сте-
ганограма 𝑺𝑥,𝑦, розмірами 𝑀 × 𝑁 пікселів, а також матриці лівих𝑼𝑀×𝑀(𝑫𝑇𝐴𝑎𝑓𝑐𝑚) 
та правих 𝑽𝑁×𝑁(𝑫𝑇𝐴𝑎𝑓𝑐𝑚) сингулярних векторів, апроксимуючі (𝑾𝜑𝑫) та деталі-
зуючі (𝑾𝜓
𝑫(𝐷)) коефіцієнти ДДВП вихідних стегоданих 𝑫𝑥,𝑦𝑇𝐴𝑎𝑓𝑐𝑚 (рис. А.6). 
Зображення-контейнер та стеганограма представлені у системі кольору RGB. 
На першому етапі, зображення-контейнер 𝑰𝑥,𝑦 та стеганограма 𝑺𝑥,𝑦  пос-
тупають на блоку обробки окремих каналів кольору (рис. А.6). До 𝑘 −го каналу 




На другому етапі, до отриманих деталізуючих коефіцієнтів 𝑾𝜓
𝑰 (𝑖), 𝑖 ∈{𝐻,𝑉} зображення-контейнеру та 𝑾𝜓𝑺 (𝑖), 𝑖 ∈ {𝐻,𝑉} стеганограм застосовується 
сингулярний розклад згідно формул (1.4)-(1.5). Результатом СР є матриці лівих 
та правих сингулярних векторів (𝑼𝑀×𝑀(𝑰),𝑽𝑁×𝑁(𝑰)), а також вектор сингуляр-
них чисел (𝚲𝑁×1(𝑰)) зображення-контейнеру  і стеганограм (𝚲𝑁×1(𝑺), 𝑼𝑀×𝑀(𝑺), 
𝑽𝑁×𝑁(𝑺)). 
На третьому етапі, проводиться розрахунок сингулярних чисел для дета-
лізуючих коефіцієнтів 𝑾𝜓
𝑫(𝐻),𝑾𝜓𝑫(𝑉) ДДВП прихованих повідомлень 𝑫𝑥,𝑦 
згідно виразу (1.7). Для отримання 𝑘 −го каналу кольору вилучених стегоданих 
𝑫�𝑥,𝑦 у просторовій області проводиться реконструкція 𝑾𝜓𝑫(𝐻),𝑾𝜓𝑫(𝑉) згідно 
формули (А.6). До отриманих апроксимуючі 𝑾𝜑𝑫 та деталізуючі 𝑾𝜓𝑫(𝑖), 𝑖 ∈{𝐻,𝑉,𝐷} коефіцієнти ДДВП стегоданих застосовується ОДДВП згідно формули 
(А.5). 
Результатом роботи алгоритму вилучення стегоданих є кольорове зобра-
ження 𝑫�𝑥,𝑦 розмірами (𝑀 2⁄ ) × (𝑁 2⁄ ) пікселів (рис. А.6). 
А.4 Триетапний метод Хана вбудовування та екстракції стегоданих з 
зображень-контейнерів 
Блок-схема алгоритму Хана вбудовування стегоданих в області перетво-




Рисунок А.7 – Блок-схема алгоритму Хана вбудовування стегоданих  
в області перетворення зображення-контейнеру. 
На вхід алгоритму формування стеганограм згідно методу Хана посту-
пають кольорове зображення-контейнер 𝑰𝑥,𝑦, розмірами 𝑀 × 𝑁 пікселів, та сте-
годані 𝑫𝑥,𝑦, представлені у вигляді кольорових ЦЗ розмірами 𝑀𝐶 × 𝑁𝐶 пікселів 




На першому етапі формування стеганограм, стегодані 𝑫𝑥,𝑦 передаються 
до блоку масштабування, в якому проводиться бікубічна інтерполяція (𝑀𝐶 ≥ 𝑀, 
𝑁𝐶 ≥ 𝑁) або апроксимація (𝑀𝐶 < 𝑀, 𝑁𝐶 < 𝑁) 𝑫𝑥,𝑦 до розміру 𝑀 × 𝑁 пікселів. 
На другому етапі, зображення-контейнер 𝑰𝑥,𝑦 та масштабовані стегодані 
𝑫𝑥,𝑦𝑇𝐴𝑎𝑓𝑐𝑚  поступають на вхід блоку обробки окремих каналів кольору (рис. А.7). 
До 𝑘 −го каналу кольору (𝑘 ∈ [1; 3]) 𝑰𝑥,𝑦 зображення-контейнеру та стегоданих 
𝑫𝑥,𝑦𝑇𝐴𝑎𝑓𝑐𝑚 застосовується однорівневе ДДВП згідно формулам (А.1)-(А.4). Для 
підвищення робастності стеганограм до методів ПС для вбудовування стегода-
них використовуються деталізуючі коефіцієнти 𝑾𝜓
𝑰 (𝐻) ДДВП зображення-кон-
тейнеру. 
На третьому етапі, до отриманих деталізуючих коефіцієнтів 𝑾𝜓
𝑰 (𝐻) зоб-
раження-контейнеру та 𝑾𝜓𝑫(𝐻) стегоданих застосовується двовимірне дискрет-
не косинусне перетворення [113]: 











𝒓(𝑚, 𝑛,𝑇, 𝑣) = 𝛽(𝑇) × 𝛽(𝑣) × cos�(2𝑚 + 1)𝑇𝜋2𝑀 � × cos�(2𝑛 + 1)𝑣𝜋2𝑁 �, 
ядро прямого ДДКП, а  
𝛽(𝑇) = � �1 𝑀⁄ ,𝑇 = 0
�2 𝑀⁄ ,𝑇 ∈ [1; (𝑀 − 1)] ;𝛽(𝑣) = � �1 𝑁⁄ , 𝑣 = 0�2 𝑁⁄ ,𝑣 ∈ [1; (𝑁 − 1)] ; 
відповідні нормуючі множники. 
Отримані коефіцієнти 𝑻𝑰 зображення-контейнеру впорядковуються згідно 
ZigZag-впорядкування – «сканування» матриці коефіцієнтів ДДКП від низько-
частотних (лівий-верхній кут) до високочастотних (правий-нижній кут) –  що 
широко використовується при проведенні JPEG-стиснення ЦЗ [113]. До впоряд-
кованих коефіцієнтів ДДКП зображення-контейнеру 𝑻𝑍𝑰  та стегоданих застосо-
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вується сингулярний розклад згідно формул (1.4)-(1.5). Результатом СР є мат-
риці лівих та правих сингулярних векторів (𝑼𝑀×𝑀(𝑰), 𝑽𝑁×𝑁(𝑰)), а також вектор 
сингулярних чисел (𝚲𝑁×1(𝑰)) зображення-контейнеру і масштабованих стегода-
них (𝚲𝑁×1(𝑫𝑇𝐴𝑎𝑓𝑐𝑚), 𝑼𝑀×𝑀(𝑫𝑇𝐴𝑎𝑓𝑐𝑚), 𝑽𝑁×𝑁(𝑫𝑇𝐴𝑎𝑓𝑐𝑚)). 
Приховання повідомлень проводиться шляхом вагового додавання векто-
рів сингулярних чисел зображення-контейнеру 𝚲𝑁×1(𝑰) та стегоданих 𝚲𝑁×1(𝑫) 
згідно виразів (1.6)-(1.7). Для уникнення неоднозначності відновлення стегода-
них на приймальній стороні ССЗ, вектори 𝚲𝑁×1(𝑰) та 𝚲𝑁×1(𝑫) впорядковані у 
порядку зменшення значень сингулярних чисел. 
Для забезпечення коректності відновлення стеганограм при обробці сте-
ганограм на приймальній стороні стеганографічної системи зв’язку, матриці лі-
вих 𝑼𝑀×𝑀(𝑫𝑇𝐴𝑎𝑓𝑐𝑚) та правих 𝑽𝑁×𝑁(𝑫𝑇𝐴𝑎𝑓𝑐𝑚) сингулярних векторів, а також ап-
роксимуючі 𝑾𝜑
𝑫 та деталізуючі 𝑾𝜓𝑫(𝐷),𝑾𝜓𝑽 (𝐷) коефіцієнти ДДВП стегоданих 
𝑫𝑥,𝑦𝑇𝐴𝑎𝑓𝑐𝑚 передаються окремими (сторонніми) каналами. 
Для представлення 𝑘 −го каналу кольору сформованої стеганограми про-
водиться реконструкція модифікованих коефіцієнтів ДДКП зображення-кон-
тейнеру 𝑻𝑍
𝑺  згідно формули (А.6). До отриманих коефіцієнтів послідовно засто-
совується застосовується обернене ZigZag-упорядкування [113] та обернене 
двовимірне дискретне косинусне перетворення (ОДДКП) [113]: 
𝑾𝜓






𝒔(𝑚,𝑛,𝑇, 𝑣) = 𝛽(𝑇) × 𝛽(𝑣) × cos�(2𝑚 + 1)𝑇𝜋2𝑀 � × cos�(2𝑛 + 1)𝑣𝜋2𝑁 �, 
ядро оберненого ДДКП, а  
𝛽(𝑇) = � �1 𝑀⁄ ,𝑇 = 0
�2 𝑀⁄ ,𝑇 ∈ [1; (𝑀 − 1)] ;𝛽(𝑣) = � �1 𝑁⁄ , 𝑣 = 0�2 𝑁⁄ ,𝑣 ∈ [1; (𝑁 − 1)] ; 
відповідні нормуючі множники. 
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Для формування стеганограми в просторовій області до розрахованих де-
талізуючих коефіцієнтів ДДВП стеганограми 𝑾𝜓
𝑺  застосовується ОДДВП згід-
но формули (А.5). 
Результатом роботи алгоритму вбудовування стегоданих є стеганограма 
𝑺𝑥,𝑦 (рис. А.5) – кольорове зображення розмірами 𝑀 × 𝑁 пікселів. 
Блок-схема алгоритму Хана вилучення стегоданих з цифрових зображень 
наведена на рисунку А.8. 
 
Рисунок А.8 – Блок-схема алгоритму Хана вилучення стегоданих  
з цифрових зображень. 
На вхід алгоритму вилучення стегоданих зі стеганограм, сформованих згі-
дно методу Хана, поступають кольорове зображення-контейнер 𝑰𝑥,𝑦 та стегано-
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грама 𝑺𝑥,𝑦, розмірами 𝑀 × 𝑁 пікселів, а також матриці лівих 𝑼𝑀×𝑀(𝑫𝑇𝐴𝑎𝑓𝑐𝑚) та 
правих 𝑽𝑁×𝑁(𝑫𝑇𝐴𝑎𝑓𝑐𝑚) сингулярних векторів, апроксимуючі 𝑾𝜑𝑫 та деталізуючі 
𝑾𝜓
𝑫(𝐷), 𝑾𝜓𝑫(𝑉)  коефіцієнти ДДВП вихідних  стегоданих 𝑫𝑥,𝑦𝑇𝐴𝑎𝑓𝑐𝑚 (рис. А.8). 
Зображення-контейнер та стеганограма представлені у системі кольору RGB. 
На першому етапі, зображення-контейнер 𝑰𝑥,𝑦 та стеганограма 𝑺𝑥,𝑦  пос-
тупають на блоку обробки окремих каналів кольору (рис. А.8). До 𝑘 −го каналу 
кольору (𝑘 ∈ [1; 3]) 𝑰𝑥,𝑦 та 𝑺𝑥,𝑦 застосовується однорівневе ДДВП згідно фор-
мулам (А.1)-(А.4). 
На другому етапі, до отриманих деталізуючих коефіцієнтів 𝑾𝜓
𝑰 (𝐻) зобра-
ження-контейнеру та 𝑾𝜓𝑺 (𝐻) стеганограм застосовується ДДКП згідно форму-
ли (А.7). Отримані коефіцієнти двовимірного дискретного косинусного перет-
ворення зображення-контейнеру 𝑻𝑰 та стеганограм 𝑻𝑺 впорядковуються згідно 
ZigZag-порядку [113].  
На третьому етапі, до модифікованих коефіцієнтів ДДКП зображення-
контейнеру 𝑻𝑍
𝑰  та стеганограм 𝑻𝑍𝑺  застосовується сингулярний розклад згідно 
формул (1.4)-(1.5). Результатом СР є матриці лівих та правих сингулярних век-
торів 𝑼𝑀×𝑀(𝑰),𝑽𝑁×𝑁(𝑰), а також вектор сингулярних чисел 𝚲𝑁×1(𝑰) зображен-
ня-контейнеру  і стеганограм (𝚲𝑁×1(𝑺), 𝑼𝑀×𝑀(𝑺), 𝑽𝑁×𝑁(𝑺)). 
На четвертому етапі, проводиться розрахунок сингулярних чисел для 
коефіцієнтів 𝑻𝑍𝑫 ДДКП прихованих повідомлень 𝑫𝑥,𝑦 згідно виразу (1.7). Для 
отримання 𝑘 −го каналу кольору вилучених стегоданих 𝑫�𝑥,𝑦 проводиться зво-
ротнє ZigZag-впорядкування отриманих коефіцієнтів 𝑻𝑍𝑫 [113] та застосування 
ОДДКП згідно формули (А.8). 
Для представлення вилучених повдіомлень 𝑫�𝑥,𝑦 у просторовій області до 
отриманих коефіцієнтів  𝑾𝜓𝑫(𝐻) застосовується ОДДВП згідно формули (А.6). 
Результатом роботи алгоритму вилучення стегоданих є кольорове зображення 
𝑫�𝑥,𝑦 розмірами 𝑀 × 𝑁 пікселів (рис. А.8). 
192 
 
А.5 Комплесний метод Елайона вбудовування та екстракції 
стегоданих з зображень-контейнерів 
Блок-схема алгоритму Елайона вбудовування стегоданих в області перет-
ворення зображення-контейнеру наведена на рисунку А.9. 
 
Рисунок А.9 – Блок-схема алгоритму Елайона вбудовування стегоданих в 
області перетворення зображення-контейнеру. 
На вхід алгоритму формування стеганограм згідно методу Елайона посту-
пають кольорове зображення-контейнер 𝑰𝑥,𝑦, розмірами 𝑀 × 𝑁 пікселів, та сте-
годані 𝑫𝑥,𝑦, представлені у вигляді кольорових ЦЗ розмірами 𝑀𝐶 × 𝑁𝐶 пікселів 
(рис. А.9). Зображення-контейнер та стегодані представлені у системі кольору 
RGB. В якості стегоключа використовуються параметри генератору псевдови-
падкових чисел, наприклад, генератору Мерсена. 
На першому етапі формування стеганограм, стегодані 𝑫𝑥,𝑦 передаються 
до блоку масштабування, в якому проводиться бікубічна інтерполяція (𝑀𝐶 ≥(𝑀 2⁄ ), 𝑁𝐶 ≥ (𝑁 2⁄ )) або апроксимація (𝑀𝐶 < (𝑀 2⁄ ), 𝑁𝐶 < 𝑁)) 𝑫𝑥,𝑦 до розміру 
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�𝑀�∆𝐶𝑘� × �𝑁�∆𝐶𝑘� пікселів, де ∆𝐶 − ступінь заповнення ЗК стегоданими, 
𝑘 −глибина кольору стегоданих (біт/піксель). 
На другому етапі, проводиться перетворення системи кольору зображен-





𝑪𝒓𝑥,𝑦� = � 0.299000 0.587000 0.114000−0.168736 −0.331264 0.5000000.500000 −0.418688 −0.081312�× �
𝑹𝑥,𝑦
𝑮𝑥,𝑦
𝑩𝑥,𝑦� + � 0128128�, (А.9) 
та перетворення системи кольору стегоданих з RGB на Grayscale (градації 
сірого кольору) згідно наступного виразу [113, 139]: 
𝒀𝑥,𝑦 = 0.299 × 𝑹𝑥,𝑦 + 0.587 × 𝑮𝑥,𝑦 + 0.114 × 𝑩𝑥,𝑦 , (А.10) 
де 𝑹𝑥,𝑦 ,𝑮𝑥,𝑦 ,𝑩𝑥,𝑦 − відповідно, канали червоного, зеленого та синього ко-
льору ЦЗ; 𝒀𝑥,𝑦,𝑪𝑪𝑥,𝑦,𝑪𝒓𝑥,𝑦 −відповідно, компонента яскравості ЦЗ та різницеві 
колірні компоненти цифрового зображення. 
Також проводиться формування послідовності псевдовипадково обраних 
чисел 𝑍 = {𝑧𝑚 ∈ [1,𝑚𝑖𝑛(𝑀,𝑁)], 𝑖 ∈ [1; (𝑀𝑁∆𝐶𝑘)]}, де 𝑘 −глибина кольору сте-
годаних (біт/піксель). 
На третьому етапі, до компоненти яскравості 𝒀𝑥,𝑦 зображення-контейнеру 
застосовується трирівневе ДДВП згідно виразів (А.1)-(А.4). Використання Y-
компоненти дає можливість мінімізувати спотворення кольорів ЗК при форму-
ванні стеганограми [133].  
Для ускладення пасивного стегоаналізу у методі Елайона [133] проводи-
ться попередня обробка стегоданих з використанням 𝑁𝑀 ітерацій перетворення 
Арнольда (1.8), що дозволяє наблизити вид приховуваного повідомлення до 
псевдовипадкового сигналу.  
На четвертому етапі, модифіковані стегодані 𝑫�𝑥,𝑦 перетворюються на бі-
товий потік 𝑏𝑫 довжиною 𝑀𝑁∆𝐶𝑘 (біт) шляхом представлення значення яскра-
вості пікселів модифікованих стегоданих 𝑫�𝑥,𝑦 у двійковому вигляді (𝑘 біт/пік-




Формування стеганограм проводиться шляхом вагового додавання сте-
гобіт 𝑏𝑫(𝑖), 𝑖 ∈ [𝑀𝑁∆𝐶𝑘 ] до апроксимуючих коефіцієнтів 𝑾𝜑�𝒀𝑥,𝑦� ДДВП зоб-
раження-контейнеру згідно виразу (1.3). Коефіцієнти 𝑾𝜑�𝒀𝑥,𝑦� для приховання 
стегобіт обираються з використанням послідовності 𝑍 псевдовипадково обра-
них чисел (абсциси та ординати коефіцієнту ДДВП). 
Для отримання стеганограми в просторовій області до модифікованих 
коефіцієнтів 𝑾𝜑�𝒀�𝑥,𝑦� застосовується ОДДВП, згідно формули (А.5), та прово-




𝑩𝑥,𝑦� = �1.00000 0.00000 1.402001.00000 −0.34414 −0.714141.00000 1.77200 0.00000 � × �
𝒀𝑥,𝑦
𝑪𝑪𝑥,𝑦 − 128
𝑪𝒓𝑥,𝑦 − 128�.  
Результатом роботи алгоритму вбудовування стегоданих є стеганограма 
𝑺𝑥,𝑦 (рис. А.9) – кольорове зображення розмірами 𝑀 × 𝑁 пікселів. 
Блок-схема алгоритму Елайона вилучення стегоданих з цифрових зобра-
жень наведена на рисунку А.10. 
 
Рисунок А.10 – Блок-схема алгоритму Елайона вилучення стегоданих  
з цифрових зображень. 
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На вхід алгоритму вилучення стегоданих зі стеганограм, сформованих згі-
дно методу Елайона, поступають кольорове зображення-контейнер 𝑰𝑥,𝑦 та сте-
ганограма 𝑺𝑥,𝑦, розмірами 𝑀 × 𝑁 пікселів, а також стегоключ – параметри гене-
ратору псевдовипадкових чисел, використані при вбудовуванні стегоданих в 
ОПЗК. Зображення-контейнер та стеганограма представлені у системі кольору 
RGB. 
На першому етапі проводиться зміна системи кольору зображення-кон-
тейнеру 𝑰𝑥,𝑦 та стеганограми 𝑺𝑥,𝑦  з RGB на YCbCr згідно формули (А.9). 
На другому етапі до каналу яскравості зображення-контейнеру 𝒀𝑥,𝑦𝑰  та 
стеганограм 𝒀𝑥,𝑦𝑫  застосовується ДДВП згідно формул (А.1)-(А.4). Також прово-
диться формування послідовності псевдовипадково обраних чисел 𝑍 ={𝑧𝑚 ∈ [1,𝑚𝑖𝑛(𝑀,𝑁)], 𝑖 ∈ [1; (𝑀𝑁∆𝐶𝑘)]}, де 𝑘 −глибина кольору стегоданих 
(біт/піксель). 
На третьому етапі проводиться вилучення стегобіт прихованого повідом-
лення шляхом порівняння значень апроксимуючих коефіцієнтів ДДВП зобра-
ження-контейнеру 𝑾𝜑𝑰  та стеганограми 𝑾𝜑𝑫: 
�
𝑾𝜑
𝑰 (𝑧𝑚) ≤ 𝑾𝜑𝑫(𝑧𝑚), 𝑏𝑫(𝑖) = 1,
𝑾𝜑
𝑰 (𝑧𝑚) > 𝑾𝜑𝑫(𝑧𝑚), 𝑏𝑫(𝑖) = 0,  𝑖 ∈ [1; (𝑀𝑁∆𝐶𝑘)]. 
На четвертому етапі проводиться формування матриці яскравості пікселів 
прихованих повідомлень 𝑫�𝑥,𝑦 шляхом перетворення інтервалів послідовності 
𝑏𝑫 довжиною 𝑘 на відповідні значення яскравості. До матриці 𝑫�𝑥,𝑦 застосо-
вується обернене перетворення Арнольда (1.9) для відновлення вихідного виду 
стегоданих. 
Результатом роботи алгоритму вилучення стегоданих є кольорове зобра-
ження 𝑫�𝑥,𝑦 розмірами (𝑀 2⁄ ) × (𝑁 2⁄ ) пікселів (рис. А.10). 
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А.6 Комплексний метод Гунджаля вбудовування та екстракції 
стегоданих з зображень-контейнерів 
Блок-схема алгоритму Гунджаля вбудовування стегоданих в області 
перетворення зображення-контейнеру наведена на рисунку А.11. 
 
Рисунок А.11 – Блок-схема алгоритму Гунджаля вбудовування стегоданих в 
області перетворення зображення-контейнеру. 
На вхід алгоритму формування стеганограм згідно методу Елайона посту-
пають кольорове зображення-контейнер 𝑰𝑥,𝑦, розмірами 𝑀 × 𝑁 пікселів, та сте-
годані 𝑫𝑥,𝑦, представлені у вигляді кольорових ЦЗ розмірами 𝑀𝐶 × 𝑁𝐶 пікселів 
(рис. А.11). Зображення-контейнер та стегодані представлені у системі кольору 
RGB. В якості стегоключа використовуються параметри генератору псевдови-
падкових чисел, наприклад, генератору Мерсена. 
На першому етапі формування стеганограм, стегодані 𝑫𝑥,𝑦 передаються 
до блоку масштабування, в якому проводиться бікубічна інтерполяція (𝑀𝐶 ≥(𝑀 2⁄ ), 𝑁𝐶 ≥ (𝑁 2⁄ )) або апроксимація (𝑀𝐶 < (𝑀 2⁄ ), 𝑁𝐶 < 𝑁)) 𝑫𝑥,𝑦 до розміру 
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�𝑀�∆𝐶𝑘� × �𝑁�∆𝐶𝑘� пікселів, де ∆𝐶 − ступінь заповнення ЗК стегоданими, 
𝑘 −глибина кольору стегоданих (біт/піксель). 
На другому етапі, проводиться перетворення системи кольору зобра-





𝑸𝑰𝑥,𝑦� = �0.299 0.587 0.1140.596 −0.274 −0.3220.211 −0.522 0.311 � × �𝑹𝑥,𝑦𝑮𝑥,𝑦𝑩𝑥,𝑦�, (А.11) 
де 𝑹𝑥,𝑦 ,𝑮𝑥,𝑦 ,𝑩𝑥,𝑦 − відповідно, канали червоного, зеленого та синього ко-
льору ЦЗ; 𝒀𝑥,𝑦, 𝑰𝑰𝑥,𝑦 ,𝑸𝑰𝑥,𝑦 −відповідно, компонента яскравості ЦЗ та різницеві ко-
лірні компоненти цифрового зображення. Перетворення системи кольору стего-
даних з RGB на Grayscale (градації сірого кольору) проводиться згідно виразу 
(А.10).  
Також проводиться формування послідовності псевдовипадково обраних 
чисел 𝑍 = {𝑧𝑚 ∈ [1,𝑚𝑖𝑛(𝑀,𝑁)], 𝑖 ∈ [1; (𝑀𝑁∆𝐶𝑘)]}, де 𝑘 −глибина кольору сте-
годаних (біт/піксель). 
На третьому етапі, до компоненти яскравості 𝑰𝑰𝑥,𝑦 зображення-контейне-
ру застосовується трирівневе ДДВП згідно виразів (А.1)-(А.4). Внаслідок знач-
ної кореляції між каналами кольору системи RGB використання різницевих ко-
льорових компонент, зокрема І-компоненти, для приховання повідомлень дає 
можливість підвищити стійкість отримуваних стеганограм до можливих змін 
окремих каналів кольору ЗК при передачі зображення по каналу зв’язку [134]. 
Використання горизонтальних деталізуючих коефіцієнтів ДДВП зображення-
контейнеру обумовлено порівняно низькою чутливістю системи зору людини 
до слабких змін горизонтальних елементів ЦЗ [134]. 
Для ускладення пасивного стегоаналізу у методі Елайона [133] прово-
диться попередня обробка стегоданих з використанням 𝑁𝑀 ітерацій перетво-
рення Арнольда (1.8), що дозволяє наблизити вид приховуваного повідомлення 
до псевдовипадкового сигналу.  
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На четвертому етапі, матриця деталізуючих коефіцієнтів 𝑾𝜓
𝑰 (𝐻) зобра-
ження-контейнеру розбивається на блоки 𝛀𝑰 розміром 𝐾 × 𝐾 пікселів, що не пе-
ретинаються, після чого до кожного блоку застосовується ДДКП згідно фор-
мули (А.7).  
На п’ятому етапі, модифіковані стегодані 𝑫�𝑥,𝑦 перетворюються на біто-
вий потік 𝑏𝑫 довжиною 𝑀𝑁∆𝐶𝑘 (біт) шляхом представлення значення яскраво-
сті пікселів модифікованих стегоданих 𝑫�𝑥,𝑦 у двійковому вигляді (𝑘 біт/піксе-
лів) та подальшого об’єднання отриманих бітових послідовностей по рядкам 
зображення. 
Формування стеганограм проводиться шляхом вагового додавання сте-
гобіт 𝑏𝑫(𝑖), 𝑖 ∈ [𝑀𝑁∆𝐶𝑘 ] до коефіцієнтів 𝛀𝑰 блочного ДДКП зображення-кон-
тейнеру згідно виразу (1.3). Позиції коефіцієнтів всередині блоків 𝛀𝑰 (абсциса 
та ордината) для приховання стегобіт обираються з використанням послідовно-
сті 𝑍 псевдовипадково обраних чисел. 
Для отримання стеганограми в просторовій області до модифікованих 
блоків 𝛀𝑺 послідовно застосовується ОДДКП та ОДДВП, відповідно, згідно ви-
разів (А.8) та (А.5). 
На шостому етапі проводиться зміна системи кольору стеганограми з YIQ 








Результатом роботи алгоритму вбудовування стегоданих є стеганограма 
𝑺𝑥,𝑦 (рис. А.11) – кольорове зображення розмірами 𝑀 × 𝑁 пікселів. 
Блок-схема алгоритму Гунджаля вилучення стегоданих з цифрових зобра-




Рисунок А.12 – Блок-схема алгоритму Гунджаля вилучення стегоданих  
з цифрових зображень. 
На вхід алгоритму вилучення стегоданих зі стеганограм, сформованих згі-
дно методу Гунджаля, поступають кольорове зображення-контейнер 𝑰𝑥,𝑦 та сте-
ганограма 𝑺𝑥,𝑦, розмірами 𝑀 × 𝑁 пікселів, а також стегоключ – параметри гене-
ратору псевдовипадкових чисел, використані при вбудовуванні стегоданих в 
ОПЗК. Зображення-контейнер та стеганограма представлені у системі кольору 
RGB. 
На першому етапі проводиться зміна системи кольору зображення-кон-
тейнеру 𝑰𝑥,𝑦 та стеганограми 𝑺𝑥,𝑦  з RGB на YIQ згідно формули (А.11). 
На другому етапі до каналу яскравості зображення-контейнеру 𝒀𝑥,𝑦𝑰  та 
стеганограм 𝒀𝑥,𝑦𝑫  застосовується ДДВП згідно формул (А.1)-(А.4). Також прово-
диться формування послідовності псевдовипадково обраних чисел 𝑍 ={𝑧𝑚 ∈ [1,𝑚𝑖𝑛(𝑀,𝑁)], 𝑖 ∈ [1; (𝑀𝑁∆𝐶𝑘)]}, де 𝑘 −глибина кольору стегоданих 
(біт/піксель). 
На третьому етапі матриця деталізуючих коефіцієнтів ДДВП зображення-
контейнеру 𝑾𝜓
𝑰 (𝐻) та стеганограми 𝑾𝜓𝑺 (𝐻) розбивається на блоки 𝛀𝑰 та 𝛀𝑺 
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розміром 𝐾 × 𝐾 пікселів, що не перетинаються, після чого до кожного блоку 
застосовується ДДКП згідно формули (А.7). 
На четвертому етапі проводиться вилучення стегобіт прихованого пові-
домлення шляхом порівняння значень коефіцієнтів блоків 𝛀𝑰 та 𝛀𝑺. Позиції 
коефіцієнтів (абсциса та ордината) обираються з використанням послідовності 
𝑍 псевдовипадково обраних чисел. 
�
𝛀𝑰(𝑧𝑚) ≤ 𝛀𝑺(𝑧𝑚), 𝑏𝑫(𝑖) = 1,
𝛀𝑰(𝑧𝑚) > 𝛀𝑺(𝑧𝑚), 𝑏𝑫(𝑖) = 0,  𝑖 ∈ [1; (𝑀𝑁∆𝐶𝑘)]. 
На четвертому етапі проводиться формування матриці яскравості пікселів 
прихованих повідомлень 𝑫�𝑥,𝑦 шляхом перетворення інтервалів послідовності 
𝑏𝑫 довжиною 𝑘 на відповідні значення яскравості. До матриці 𝑫�𝑥,𝑦 застосо-
вується обернене перетворення Арнольда (1.9) для відновлення вихідного виду 
стегоданих. 
Результатом роботи алгоритму Гунджаля вилучення стегоданих є кольо-
рове зображення 𝑫�𝑥,𝑦 розмірами �𝑀�∆𝐶𝑘� × �𝑁�∆𝐶𝑘� пікселів, де ∆𝐶 − сту-













ДОДАТОК Б  
АЛГОРИТМИ ВИЗНАЧЕННЯ ХАРАКТЕРИСТИК ЦИФРОВИХ 
ЗОБРАЖЕНЬ З ВИКОРИСТАННЯМ МЕТОДІВ СТАТИСТИЧНОГО ТА 
УНІВЕРСАЛЬНОГО СТЕГОАНАЛІЗУ 
Б.1 Алгоритм визначення параметрів статистичної моделі SPAM 
напівтонового цифрового зображення 
Для досягнення компромісу між точністю моделювання досліджуваного 
ЦЗ з використанням моделі SPAM та кількістю ненульових параметрів зазначе-
ної моделі, в алгоритмі використовується порогове значення 𝑇(𝑇 ∈ ℕ) для різ-
ниць яскравості суміжних пікселів зображення. Згідно рекомендацій [112], для 
підвищення точності виявлення стеганограм з даними вбудованими в ОПЗК в 
роботі використовувалася SPAM модель із МЛ другого порядку та значенням 
параметру 𝑇 = 3.  
Вхідні дані: напівтонове зображення 𝑰𝑥,𝑦 розмірами 𝑀 × 𝑁 (пікселів); по-
рогове значення 𝑇(𝑇 ∈ ℕ) для різниць яскравості суміжних пікселів зображення 
𝑰𝑥,𝑦. 
1. Розрахувати значення різниць яскравості між сусідніми пікселями 𝑰𝑥,𝑦: 
𝑫𝑚,𝑗→ = 𝑰𝑚,𝑗 − 𝑰𝑚,𝑗+1, 𝑖 ∈ [1;𝑀], 𝑗 ∈ [1; (𝑁 − 1)],  
𝑫𝑚,𝑗← = 𝑰𝑚,𝑗 − 𝑰𝑚,𝑗−1, 𝑖 ∈ [1;𝑀], 𝑗 ∈ [2;𝑁], 
𝑫𝑚,𝑗↑ = 𝑰𝑚,𝑗 − 𝑰𝑚−1,𝑗 , 𝑖 ∈ [2;𝑀], 𝑗 ∈ [1;𝑁],  
𝑫𝑚,𝑗↓ = 𝑰𝑚,𝑗 − 𝑰𝑚+1,𝑗 , 𝑖 ∈ [1; (𝑀 − 1)], 𝑗 ∈ [1;𝑁], 
𝑫𝑚,𝑗↘ = 𝑰𝑚,𝑗 − 𝑰𝑚+1,𝑗+1, 𝑖 ∈ [1; (𝑀− 1)], 𝑗 ∈ [1; (𝑁 − 1)], 
𝑫𝑚,𝑗↖ = 𝑰𝑚,𝑗 − 𝑰𝑚−1,𝑗−1, 𝑖 ∈ [2;𝑀], 𝑗 ∈ [2;𝑁], 
𝑫𝑚,𝑗↙ = 𝑰𝑚,𝑗 − 𝑰𝑚+1,𝑗−1, 𝑖 ∈ [1; (𝑀 − 1)], 𝑗 ∈ [2;𝑁],  




2. Розрахувати матриці суміжності 𝑪 (co-occurrence matrix) різниць значе-
нь яскравості суміжних пікселів зображення 𝑰𝑥,𝑦: 
𝑪→(𝑇,𝑣) = � � ��𝑫𝑚,𝑗→ = 𝑇�𝐼 × �𝑫𝑚,𝑗+1→ = 𝑣�𝐼�𝑁−1𝑗=1𝑀𝑚=1 ; 
𝑪←(𝑇, 𝑣) = � � ��𝑫𝑚,𝑗← = 𝑇�𝐼 × �𝑫𝑚,𝑗−1← = 𝑣�𝐼�𝑁𝑗=2𝑀𝑚=1 ; 
𝑪↑(𝑇,𝑣) = � � ��𝑫𝑚,𝑗↑ = 𝑇�𝐼 × �𝑫𝑚−1,𝑗↑ = 𝑣�𝐼�𝑁𝑗=1𝑀𝑚=2 ; 
𝑪↓(𝑇, 𝑣) = � � ��𝑫𝑚,𝑗↓ = 𝑇�𝐼 × �𝑫𝑚+1,𝑗↓ = 𝑣�𝐼�𝑁𝑗=1𝑀−1𝑚=1 ; 
𝑪↘(𝑇, 𝑣) = � � ��𝑫𝑚,𝑗↘ = 𝑇�𝐼 × �𝑫𝑚+1,𝑗+1↘ = 𝑣�𝐼�𝑁−1𝑗=1𝑀−1𝑚=1 ; 
𝑪↖(𝑇, 𝑣) = � � ��𝑫𝑚,𝑗↖ = 𝑇�𝐼 × �𝑫𝑚−1,𝑗−1↖ = 𝑣�𝐼�𝑁𝑗=2𝑀𝑚=2 ; 
𝑪↙(𝑇,𝑣) = � � ��𝑫𝑚,𝑗↙ = 𝑇�𝐼 × �𝑫𝑚+1,𝑗−1↙ = 𝑣�𝐼�𝑁𝑗=2𝑀−1𝑚=1 ; 
𝑪↗(𝑇,𝑣) = � � ��𝑫𝑚,𝑗↗ = 𝑇�𝐼 × �𝑫𝑚−1,𝑗+1↗ = 𝑣�𝐼�𝑁−1𝑗=1𝑀𝑚=2 ; 
𝑪→(𝑇, 𝑣,𝑤) = � � ��𝑫𝑚,𝑗→ = 𝑇�𝐼 × �𝑫𝑚,𝑗+1→ = 𝑣�𝐼 × �𝑫𝑚,𝑗+2→ = 𝑤�𝐼�𝑁−2𝑗=1𝑀𝑚=1 ; 
𝑪←(𝑇,𝑣,𝑤) = � � ��𝑫𝑚,𝑗← = 𝑇�𝐼 × �𝑫𝑚,𝑗−1← = 𝑣�𝐼 × �𝑫𝑚,𝑗−2← = 𝑤�𝐼�𝑁𝑗=3𝑀𝑚=1 ; 
𝑪↑(𝑇, 𝑣,𝑤) = � � ��𝑫𝑚,𝑗↑ = 𝑇�𝐼 × �𝑫𝑚−1,𝑗↑ = 𝑣�𝐼 × �𝑫𝑚−2,𝑗↑ = 𝑤�𝐼�𝑁𝑗=1𝑀𝑚=3 ; 
𝑪↓(𝑇,𝑣,𝑤) = � � ��𝑫𝑚,𝑗↓ = 𝑇�𝐼 × �𝑫𝑚+1,𝑗↓ = 𝑣�𝐼 × �𝑫𝑚+2,𝑗↓ = 𝑤�𝐼�𝑁𝑗=1𝑀−2𝑚=1 ; 
𝑪↘(𝑇, 𝑣,𝑤) = � � ��𝑫𝑚,𝑗↘ = 𝑇�𝐼 × �𝑫𝑚+1,𝑗+1↘ = 𝑣�𝐼 × �𝑫𝑚+2,𝑗+2↘ = 𝑤�𝐼�𝑁−2𝑗=1𝑀−2𝑚=1 ; 
𝑪↖(𝑇, 𝑣,𝑤) = � � ��𝑫𝑚,𝑗↖ = 𝑇�𝐼 × �𝑫𝑚−1,𝑗−1↖ = 𝑣�𝐼 × �𝑫𝑚−2,𝑗−2↖ = 𝑤�𝐼�𝑁𝑗=3𝑀𝑚=3 ; 
𝑪↙(𝑇,𝑣,𝑤) = � � ��𝑫𝑚,𝑗↙ = 𝑇�𝐼 × �𝑫𝑚+1,𝑗−1↙ = 𝑣�𝐼 × �𝑫𝑚+2,𝑗−2↙ = 𝑤�𝐼�𝑁𝑗=3𝑀−2𝑚=1 ; 
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𝑪↗(𝑇,𝑣,𝑤) = � � ��𝑫𝑚,𝑗↗ = 𝑇�𝐼 × �𝑫𝑚−1,𝑗+1↗ = 𝑣�𝐼 × �𝑫𝑚−2,𝑗+2↗ = 𝑤�𝐼�𝑁−2𝑗=1𝑀𝑚=3 , 
де [∙]𝐼 − нотація (дужка) Айверсона; 𝑇,𝑣,𝑤(𝑇,𝑣,𝑤 ∈ [−𝑇;𝑇]) − значе-
ння елементів марківського ланцюга (різниць яскравості суміжних пікселів 
зображення 𝑰𝑥,𝑦); 
3. Визначити параметри МЛ першого порядку – матриці 𝑴𝑢,𝐸 імовірнос-
тей переходу між елементами марківського ланцюга: 
𝑴𝑢,𝐸→ = 𝑪→(𝑢,𝐸)∑ ∑ 𝑪→(𝑢,𝐸)𝐷𝑣=(−𝐷)𝐷𝑢=(−𝐷) , 𝑴𝑢,𝐸← = 𝑪←(𝑢,𝐸)∑ ∑ 𝑪←(𝑢,𝐸)𝐷𝑣=(−𝐷)𝐷𝑢=(−𝐷) , 
𝑴𝑢,𝐸↑ = 𝑪↑(𝑢,𝐸)∑ ∑ 𝑪↑(𝑢,𝐸)𝐷𝑣=(−𝐷)𝐷𝑢=(−𝐷) , 𝑴𝑢,𝐸↓ = 𝑪↓(𝑢,𝐸)∑ ∑ 𝑪↓(𝑢,𝐸)𝐷𝑣=(−𝐷)𝐷𝑢=(−𝐷) , 
𝑴𝑢,𝐸↗ = 𝑪↗(𝑢,𝐸)∑ ∑ 𝑪↗(𝑢,𝐸)𝐷𝑣=(−𝐷)𝐷𝑢=(−𝐷) , 𝑴𝑢,𝐸↙ = 𝑪↙(𝑢,𝐸)∑ ∑ 𝑪↙(𝑢,𝐸)𝐷𝑣=(−𝐷)𝐷𝑢=(−𝐷) , 
𝑴𝑢,𝐸↘ = 𝑪↘(𝑢,𝐸)∑ ∑ 𝑪↘(𝑢,𝐸)𝐷𝑣=(−𝐷)𝐷𝑢=(−𝐷) , 𝑴𝑢,𝐸↖ = 𝑪↖(𝑢,𝐸)∑ ∑ 𝑪↖(𝑢,𝐸)𝐷𝑣=(−𝐷)𝐷𝑢=(−𝐷) ; 
4. Визначити параметри МЛ другого порядку – матриці 𝑴𝑢,𝐸,𝑤 імовірнос-
тей переходу між елементами марківського ланцюга: 
𝑴𝑢,𝐸,𝑤→ = 𝑪→(𝑢,𝐸,𝑤)∑ ∑ ∑ 𝑪→(𝑢,𝐸,𝑤)𝐷𝑤=(−𝐷)𝐷𝑣=(−𝐷)𝐷𝑢=(−𝐷) , 𝑴𝑢,𝐸,𝑤← = 𝑪←(𝑢,𝐸,𝑤)∑ ∑ ∑ 𝑪←(𝑢,𝐸,𝑤)𝐷𝑤=(−𝐷)𝐷𝑣=(−𝐷)𝐷𝑢=(−𝐷) , 
𝑴𝑢,𝐸,𝑤↑ = 𝑪↑(𝑢,𝐸,𝑤)∑ ∑ ∑ 𝑪↑(𝑢,𝐸,𝑤)𝐷𝑤=(−𝐷)𝐷𝑣=(−𝐷)𝐷𝑢=(−𝐷) , 𝑴𝑢,𝐸,𝑤↓ = 𝑪↓(𝑢,𝐸,𝑤)∑ ∑ ∑ 𝑪↓(𝑢,𝐸,𝑤)𝐷𝑤=(−𝐷)𝐷𝑣=(−𝐷)𝐷𝑢=(−𝐷) , 
𝑴𝑢,𝐸,𝑤↗ = 𝑪↗(𝑢,𝐸,𝑤)∑ ∑ ∑ 𝑪↗(𝑢,𝐸,𝑤)𝐷𝑤=(−𝐷)𝐷𝑣=(−𝐷)𝐷𝑢=(−𝐷) , 𝑴𝑢,𝐸,𝑤↙ = 𝑪↙(𝑢,𝐸,𝑤)∑ ∑ ∑ 𝑪↙(𝑢,𝐸,𝑤)𝐷𝑤=(−𝐷)𝐷𝑣=(−𝐷)𝐷𝑢=(−𝐷) , 
𝑴𝑢,𝐸,𝑤↘ = 𝑪↘(𝑢,𝐸,𝑤)∑ ∑ ∑ 𝑪↘(𝑢,𝐸,𝑤)𝐷𝑤=(−𝐷)𝐷𝑣=(−𝐷)𝐷𝑢=(−𝐷) , 𝑴𝑢,𝐸,𝑤↖ = 𝑪↖(𝑢,𝐸,𝑤)∑ ∑ ∑ 𝑪↖(𝑢,𝐸,𝑤)𝐷𝑤=(−𝐷)𝐷𝑣=(−𝐷)𝐷𝑢=(−𝐷) , 
5. Усереднити отримані матриці імовірностей переходу між елементами 
марківського ланцюга першого (𝑭𝐼) та другого (𝑭𝐼𝐼) порядків: 
𝑭𝐼 = �𝑴𝑇,𝑣→ + 𝑴𝑇,𝑣← + 𝑴𝑇,𝑣↑ + 𝑴𝑇,𝑣↓ + 𝑴𝑇,𝑣↘ + 𝑴𝑇,𝑣↖ + 𝑴𝑇,𝑣↙ + 𝑴𝑇,𝑣↗ � 8⁄ , 
𝑭𝐼𝐼 = �𝑴𝑇,𝑣,𝑤→ + 𝑴𝑇,𝑣,𝑤← + 𝑴𝑇,𝑣,𝑤↑ + 𝑴𝑇,𝑣,𝑤↓ + 𝑴𝑇,𝑣,𝑤↘ + 𝑴𝑇,𝑣,𝑤↖ + 𝑴𝑇,𝑣,𝑤↙ + 𝑴𝑇,𝑣,𝑤↗ � 8⁄ . 
Результат: усереднені матриці імовірностей переходу між елементами 
марківського ланцюга першого (𝑭𝑆𝑃𝑀𝑀 = 𝑭𝐼, кількість параметрів 𝑑𝑆𝑃𝑀𝑀 = 2 ×(2𝑇 + 1)2) та другого (𝑭𝑆𝑃𝑀𝑀 = 𝑭𝐼𝐼, кількість параметрів 𝑑𝑆𝑃𝑀𝑀 = 2 × (2𝑇 +1)3) порядків. 
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Б.2 Алгоритм визначення параметрів статистичної моделі CC-PEV 
напівтонового цифрового зображення 
Вхідні дані: напівтонове зображення 𝑰𝑥,𝑦 розмірами 𝑀 × 𝑁 (пікселів). 
1. Стиснути ( 𝐽�𝑰𝑥,𝑦�) вихідне зображення 𝑰𝑥,𝑦 згідно алгоритму JPEG 
[113, 126]. У випадку, якщо розміри 𝑰𝑥,𝑦 не кратні 8 (𝑀𝑚𝑐𝑑8 ≠0, 𝑁𝑚𝑐𝑑8 ≠ 0), то доповнити 𝑰𝑥,𝑦 строками (стовпцями) з нульовими 
елементами до необхідного розміру;  
2. Провести декомпресію стиснутого зображення 𝑰�𝑥,𝑦 = 𝐽−1 �𝐽�𝑰𝑥,𝑦��. От-
римати каліброване зображення 𝑰𝑥,𝑦𝐶  шляхом видалення перших чо-
тирьох рядків та чотирьох стовпців зображення 𝑰�𝑥,𝑦; 
3. Розбити матриці яскравості пікселів зображень 𝑰𝑥,𝑦 та 𝑰𝑥,𝑦𝐶  на блоки 
розміром 8 × 8 пікселів, що не перетинаються, після чого до кожного 
блоку застосувати ДДКП згідно формули (А.7). Внаслідок цього отри-
муються блоки коефіцієнтів ДДКП  
𝒅𝑚𝑗(𝑘),𝒅𝑚𝑗𝐶 (𝑘), 𝑖, 𝑗 ∈ [1; 8],𝑘 ∈ [1; 𝐿𝐻], 
 де 𝐿𝐻 = (𝑀 8⁄ ) × (𝑁 8⁄ ) − кількість блоків розбиття зображення 𝑰𝑥,𝑦 
та 𝑰𝑥,𝑦𝐶 ; 
4. Розрахувати глобальну гістограму 𝑯 розподілу значень елементів 
блоків 𝒅𝑚𝑗(𝑘),𝒅𝑚𝑗𝐶 (𝑘), 𝑖, 𝑗 ∈ [1; 8],𝑘 ∈ [1; 𝐿𝐻]: 
𝑯 = �𝑯𝑓�𝑰𝑥,𝑦� − 𝑯𝑓�𝑰𝑥,𝑦𝐶 ��𝐹 ∈ [−5; 5]�, 𝐹 ∈ ℤ, 
𝑯�𝑰𝑥,𝑦� = (𝐻𝐿,𝐻𝐿+1,⋯ ,𝐻𝑅−1,𝐻𝑅),𝐿 = min𝑚,𝑗,𝑘 𝒅𝑚𝑗(𝑘) ,𝑅 = max𝑚,𝑗,𝑘 𝒅𝑚𝑗(𝑘), 
𝑯�𝑰𝑥,𝑦𝐶 � = �𝐻𝐿𝐷 ,𝐻𝐿𝐷+1,⋯ ,𝐻𝑅𝐷−1,𝐻𝑅𝐷�, 𝐿𝐶 = min𝑚,𝑗,𝑘 𝒅𝑚𝑗𝐶 (𝑘) ,𝑅𝐶 = max𝑚,𝑗,𝑘 𝒅𝑚𝑗𝐶 (𝑘), 
де 𝐿, 𝐿𝐶 ,𝑅,𝑅𝐶 − відповідно, мінімальні (𝐿, 𝐿𝐶) та максимальні (𝑅,𝑅𝐶) 





5. Розрахувати гістограми 𝒉𝑚𝑗 розподілу значень елементів блоків 
𝒅𝑚𝑗(𝑘),𝒅𝑚𝑗𝐶 (𝑘), 𝑖, 𝑗 ∈ [1; 8],𝑘 ∈ [1;𝐿𝐻] для окремих позицій (мод): 
𝒉𝑚𝑗 = �𝒉𝑓𝑚𝑗�𝑰𝑥,𝑦� − 𝒉𝑓𝑚𝑗�𝑰𝑥,𝑦𝐶 ��𝐹 ∈ [−5; 5]�, 𝐹 ∈ ℤ, 
𝒉𝑓
𝑚𝑗�𝑰𝑥,𝑦� = �ℎ𝐿𝑚𝑗 ,ℎ𝐿+1𝑚𝑗 ,⋯ ,ℎ𝑅−1𝑚𝑗 ,ℎ𝑅𝑚𝑗�,𝒉𝑓𝑚𝑗�𝑰𝑥,𝑦𝐶 � = �ℎ𝐿𝐷𝑚𝑗 ,ℎ𝐿𝐷+1𝑚𝑗 ,⋯ ,ℎ𝑅𝐷−1𝑚𝑗 ,ℎ𝑅𝐷𝑚𝑗 �, 
де 𝑖, 𝑗 ∈ {(1,2), (2,1), (3,1), (2,2), (1,3)} −позиції елементів блоків 
𝒅𝑚𝑗(𝑘) та 𝒅𝑚𝑗𝐶 (𝑘); 
6. Розрахувати гістограми 𝒈𝑚𝑗𝑚 , 𝑖, 𝑗 ∈ [1; 8] розподілу значень елементів 
блоків 𝒅𝑚𝑗(𝑘),𝒅𝑚𝑗𝐶 (𝑘) на позиціях 𝑖, 𝑗 ∈ {(1,2), (1,3), (1,4), (2,1), (3,1), (4,1), (2,2), (2,3), (3,2)}: 
𝒈𝑚 = �𝒈𝑚𝑗𝑚 �𝑰𝑥,𝑦� − 𝒈𝑚𝑗𝑚 �𝑰𝑥,𝑦𝐶 ��𝑑 ∈ [−5; 5]�,𝑑 ∈ ℤ, 
𝒈𝑚𝑗
𝑚 �𝑰𝑥,𝑦� = � 𝛿𝐾 �𝑑,𝒅𝑚𝑗(𝑘)�𝐿𝐵
𝑘=1
,𝒈𝑚𝑗𝑚 �𝑰𝑥,𝑦𝐶 � = � 𝛿𝐾 �𝑑,𝒅𝑚𝑗𝐶 (𝑘)�𝐿𝐵
𝑘=1
, 
𝛿𝐾(𝑖, 𝑗) = �1, 𝑖 = 𝑗,0, 𝑖 ≠ 𝑗, 
де 𝛿𝐾(𝑖, 𝑗) −символ Кронекера; 
7. Розрахувати усереднену варіацію значень елементів блоків 𝒅𝑚𝑗(𝑘), 𝑗 ∈[1; 8],𝑘 ∈ [1; 𝐿𝐻]: 
𝑉 = ∑ ∑ �𝒅𝑚𝑗�𝑰𝑐(𝑘)� − 𝒅𝑚𝑗�𝑰𝑐(𝑘 + 1)��|𝑰𝑎|−1𝑘=18𝑚,𝑗=1 + ∑ ∑ �𝒅𝑚𝑗�𝑰𝐴(𝑘)� − 𝒅𝑚𝑗�𝑰𝐴(𝑘 + 1)��|𝑰𝑐|−1𝑘=18𝑚,𝑗=1|𝑰𝑐| + |𝑰𝐴|  
де 𝑰𝑐 , 𝑰𝐴 ∈ [1;𝐿𝐻] − вектори з позиціями блоків розбиття 𝒅𝑚𝑗(𝑘) при об-
робці зображення 𝑰𝑥,𝑦 по рядкам (𝑰𝑐) та по стовпчикам (𝑰𝐴); 
8. Розрахувати значення 𝐵𝛼 ,𝛼 ∈ {1; 2} для оцінки величини blockiness-
ефекту: 
𝐵𝛼 = ∑ ∑ �𝑰8𝑚,𝑗𝑚𝑐𝐴 − 𝑰8𝑚+1,𝑗𝑚𝑐𝐴 �𝛼𝑁𝑗=1⌊(𝑀−1) 8⁄ ⌋𝑚=1 + ∑ ∑ �𝑰𝑚,8𝑗𝑚𝑐𝐴 − 𝑰𝑚,8𝑗+1𝑚𝑐𝐴 �𝛼⌊(𝑁−1) 8⁄ ⌋𝑗=1𝑀𝑚=1𝑁 × ⌊(𝑀− 1) 8⁄ ⌋ + 𝑀 × ⌊(𝑁 − 1) 8⁄ ⌋ , 
де 𝑰𝑚,𝑗𝑚𝑐𝐴 − значення яскравості (𝑖, 𝑗) пікселя ЦЗ після застосування до 




9. Розрахувати матриці суміжності значень елементів блоків 𝒅𝑚𝑗(𝑘), 𝑗 ∈[1; 8],𝑘 ∈ [1; 𝐿𝐻]: 
𝑵00 = 𝑪0,0�𝑰𝑥,𝑦� − 𝑪0,0�𝑰𝑥,𝑦𝐶 �, 
𝑵01 = 𝑪0,1�𝑰𝑥,𝑦� − 𝑪0,1�𝑰𝑥,𝑦𝐶 � + 𝑪1,0�𝑰𝑥,𝑦� − 𝑪1,0�𝑰𝑥,𝑦𝐶 � + 𝑪−1,0�𝑰𝑥,𝑦� − 𝑪−1,0�𝑰𝑥,𝑦𝐶 �+ 𝑪0,−1�𝑰𝑥,𝑦� − 𝑪0,−1�𝑰𝑥,𝑦𝐶 �, 
𝑵11 = 𝑪1,1�𝑰𝑥,𝑦� − 𝑪1,1�𝑰𝑥,𝑦𝐶 � + 𝑪1,−1�𝑰𝑥,𝑦� − 𝑪1,−1�𝑰𝑥,𝑦𝐶 � + 𝑪−1,1�𝑰𝑥,𝑦� − 𝑪−1,1�𝑰𝑥,𝑦𝐶 �+ 𝑪−1,−1�𝑰𝑥,𝑦� − 𝑪−1,−1�𝑰𝑥,𝑦𝐶 �, 
де  
𝑪𝑇,𝑠 = ∑ ∑ 𝛿𝐾 �𝐹,𝒅𝑚𝑗�𝑰𝑐(𝑘)�� 𝛿𝐾 �𝑐,𝒅𝑚𝑗�𝑰𝑐(𝑘 + 1)��|𝑰𝑎|−1𝑘=18𝑚,𝑗=1 |𝑰𝑐| + |𝑰𝐴| + 
+∑ ∑ 𝛿𝐾 �𝐹,𝒅𝑚𝑗�𝑰𝐴(𝑘)�� 𝛿𝐾 �𝑐,𝒅𝑚𝑗�𝑰𝐴(𝑘 + 1)��|𝑰𝑐|−1𝑘=18𝑚,𝑗=1 |𝑰𝑐| + |𝑰𝐴| , (𝐹, 𝑐) ∈ {[−2; 2] × [−2; 2]}, 𝐹, 𝑐 ∈ ℤ; 
10. Провести об’єднання блоків зображень 𝑰𝑥,𝑦 та 𝑰𝑥,𝑦𝐶 : 
𝑭𝑰(𝑇� ,𝑣�) = �𝒅𝑚𝑗(𝑘)�
𝑢�,𝐸� ,𝑭𝑰𝐷(𝑇� ,𝑣�) = �𝒅𝑚𝑗𝐶 (𝑘)�𝑢�,𝐸� , 
𝑇� = mod(𝑘 − 1,𝑀 8⁄ ) + 1,𝑣� = �𝑘 − 1
𝑀 8⁄ � + 1,𝑘 ∈ [1; 𝐿𝐻], 
де mo𝑑(𝑣, 𝑝) − залишок від ділення числа 𝑣 по модулю 𝑝; ⌊∙⌋ − опера-
ція округлення до меншого цілого числа; 
11. Розрахувати значення різниць 𝑭𝑰(𝑇,𝑣),𝑭𝑰𝐷(𝑇,𝑣) коефіцієнтів ДДКП 
зображень 𝑰𝑥,𝑦 та 𝑰𝑥,𝑦𝐶  по горизонталі (𝑭ℎ), вертикалі (𝑭𝐸), головній (𝑭𝑚) та побічній (𝑭𝑚) діагоналях: 
𝑭ℎ
𝑰 (𝑇, 𝑣) = 𝑭𝑰(𝑇, 𝑣) − 𝑭𝑰(𝑇 + 1,𝑣);𝑭ℎ𝑰𝐷(𝑇𝐶 ,𝑣𝐶) = 𝑭𝑰𝐷(𝑇𝐶 , 𝑣𝐶) − 𝑭𝑰𝐷(𝑇𝐶 + 1,𝑣𝐶); 
𝑭𝐸
𝑰 (𝑇, 𝑣) = 𝑭𝑰(𝑇, 𝑣) − 𝑭𝑰(𝑇, 𝑣 + 1);𝑭𝐸𝑰𝐷(𝑇𝐶 , 𝑣𝐶) = 𝑭𝑰𝐷(𝑇𝐶 , 𝑣𝐶) − 𝑭𝑰𝐷(𝑇𝐶 ,𝑣𝐶 + 1); 
𝑭𝑚
𝑰 (𝑇, 𝑣) = 𝑭𝑰(𝑇,𝑣) − 𝑭𝑰(𝑇 + 1,𝑣 + 1);𝑭𝑚𝑰𝐷(𝑇𝐶 , 𝑣𝐶) = 𝑭𝑰𝐷(𝑇𝐶 , 𝑣𝐶) − 𝑭𝑰𝐷(𝑇𝐶 + 1,𝑣𝐶 + 1); 
𝑭𝑚
𝑰 (𝑇,𝑣) = 𝑭𝑰(𝑇 + 1, 𝑣) − 𝑭𝑰(𝑇, 𝑣 + 1);𝑭𝑚𝑰𝐷(𝑇𝐶 , 𝑣𝐶) = 𝑭𝑰𝐷(𝑇𝐶 + 1,𝑣𝐶) − 𝑭𝑰𝐷(𝑇𝐶 , 𝑣𝐶 + 1); 
де  (𝑇, 𝑣) ∈ {[1;𝑀] × [1;𝑁]}, (𝑇𝐶 ,𝑣𝐶) ∈ {[1; (𝑀 − 4)] × [1; (𝑁 − 4)]}, 
207 
 
відповідно, позиції поточних коефіцієнтів ДДКП зображень 𝑰𝑥,𝑦 та 
𝑰𝑥,𝑦𝐶 ; 
12. Розрахувати матриці імовірностей 𝑴 переходів між значеннями 
𝑭𝑰(𝑇, 𝑣), 𝑭𝑰𝐷(𝑇,𝑣) по горизонталі (𝑴ℎ), вертикалі (𝑴𝐸), головній (𝑴𝒅) 
та побічній (𝑴𝑚) діагоналях: 
𝑴ℎ
𝑰 (𝑖, 𝑗) = ∑ ∑ ([𝑭ℎ𝑰 (𝑇, 𝑣) = 𝑖]𝐼 × [𝑭ℎ𝑰 (𝑇 + 1, 𝑣) = 𝑗]𝐼)𝑁𝐸=1𝑀−2𝑢=1
∑ ∑ [𝑭ℎ𝑰 (𝑇, 𝑣) = 𝑖]𝐼𝑁𝐸=1𝑀−1𝑢=1 , (Б.1) 
𝑴𝐸
𝑰 (𝑖, 𝑗) = ∑ ∑ ([𝑭𝐸𝑰 (𝑇, 𝑣) = 𝑖]𝐼 × [𝑭𝐸𝑰 (𝑇, 𝑣 + 1) = 𝑗]𝐼)𝑁−2𝐸=1𝑀𝑢=1
∑ ∑ [𝑭𝐸𝑰 (𝑇, 𝑣) = 𝑖]𝐼𝑁−1𝐸=1𝑀𝑢=1 , (Б.2) 
𝑴𝑚
𝑰 (𝑖, 𝑗) = ∑ ∑ ([𝑭𝑚𝑰 (𝑇, 𝑣) = 𝑖]𝐼 × [𝑭𝑚𝑰 (𝑇 + 1, 𝑣 + 1) = 𝑗]𝐼)𝑁−2𝐸=1𝑀−2𝑢=1
∑ ∑ [𝑭𝑚𝑰 (𝑇, 𝑣) = 𝑖]𝐼𝑁−1𝐸=1𝑀−1𝑢=1 , (Б.3) 
𝑴𝑚
𝑰 (𝑖, 𝑗) = ∑ ∑ ([𝑭𝑚𝑰 (𝑇 + 1, 𝑣) = 𝑖]𝐼 × [𝑭𝑚𝑰 (𝑇, 𝑣 + 1) = 𝑗]𝐼)𝑁−2𝐸=1𝑀−2𝑢=1
∑ ∑ [𝑭𝑚𝑰 (𝑇 + 1, 𝑣) = 𝑖]𝐼𝑁−1𝐸=1𝑀−1𝑢=1 , (Б.4) 
де [∙]𝐼 −нотація (дужка) Айверсона; (𝑖, 𝑗) ∈ {[−4; 4] × [−4; 4]} − по-





𝑰𝐷 для 𝑭𝑰𝐷(𝑇,𝑣) розраховуються аналогічно до 
виразів (Б.1)-(Б.4); 
13. Розрахувати калібровані матриці 𝑴ℎ, 𝑴𝐸, 𝑴𝑚 і 𝑴𝑚:  
𝑴ℎ = 𝑴ℎ𝑰 −𝑴ℎ𝑰𝐷 ,𝑴𝐸 = 𝑴𝐸𝑰 −𝑴𝐸𝑰𝐷 ,𝑴𝑚 = 𝑴𝑚𝑰 −𝑴𝑚𝑰𝐷 ,𝑴𝑚 = 𝑴𝑚𝑰 −𝑴𝑚𝑰𝐷 , 
та усереднити їх 
𝑴� = (𝑴ℎ + 𝑴𝐸 + 𝑴𝑚 + 𝑴𝑚) 4⁄ . 
Результат: глобальна 𝑯 та локальні 𝒉𝑚𝑗 ,𝒈𝑚 гістограми розподілу значень 
коефіцієнтів ДКП; усереднена варіація 𝑉 значень коефіцієнтів ДКП; функціо-
нали 𝐵𝛼 ,𝛼 ∈ {1; 2}; матриці суміжності 𝑵00,𝑵01,𝑵11; усереднена матриця 
імовірностей 𝑴� . 
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Б.3 Алгоритм визначення метрик якості цифрових зображень з 
використанням універсального стегодетектору Авкібаса 
На першому етапі визначення МЯ для напівтонового зображення 𝑰𝑥,𝑦 роз-
мірами 𝑀 × 𝑁 (пікселів) проводиться обробка 𝑰𝑥,𝑦 з використанням наступних 
функцій калібрування: 
1. Обробка ЦЗ із застосуванням фільтру Гауса розміром 𝑀𝐺 × 𝑁𝐺 пікселів 
[27]: 
𝑹𝑥,𝑦 = � � 𝑰𝑥+𝑢,𝑦+𝐸 × 𝑮𝑢,𝐸𝑏
𝐸=(−𝑏)𝑎𝑢=(−𝑎) , (Б.5) 
𝑮𝑥,𝑦 = 12𝜋𝜎2 𝑇�−𝑥2+𝑦22𝜎2 �, 𝑥 ∈ [−𝑎;𝑎], 𝑏 ∈ [−𝑏; 𝑏], 
𝑎 = (𝑀𝐺 − 1) 2⁄ , 𝑏 = (𝑁𝐺 − 1) 2⁄ , (Б.6) 
де 𝑹𝑥,𝑦 − результати обробки зображення; 𝜎2(𝜎 ≠ 0) − дисперсія ФГ; 
2. Обробка ЦЗ з використанням медіанного фільтру [27, 135]: 
𝑹𝑥,𝑦 = 𝑚𝑇𝑑𝑖𝑎𝑛 ��𝑰𝑥+∆𝑚,𝑦+∆𝑦� ∆𝑥∈ [−𝑎;𝑎],∆𝑦∈ [−𝑏; 𝑏]��, (Б.7) 
𝑎 = (𝑀𝑀 − 1) 2⁄ , 𝑏 = (𝑁𝑀 − 1) 2⁄ , (Б.8) 
де 𝑹𝑥,𝑦 − результати обробки зображення; 𝑰𝑥+𝑎,𝑦+𝑏 −поточне поло-
ження КВ розмірами 𝑀𝑀 × 𝑁𝑀 (пікселів); 𝑚𝑇𝑑𝑖𝑎𝑛(∙) − операція виз-
начення медіани (квартиля рівня 0.5) заданої послідовності чисел; 
3. Обробка ЦЗ з використанням фільтру Вінера проводилася шляхом мі-
німізації середньоквадратичного відхилення 𝜀2 між вихідним зобра-









Рішення задачі (Б.9) для випадку, коли шум та вихідне зображення є не-




𝑭�(𝑇,𝑣) = � 1
𝑯(𝑇, 𝑣) × |𝑯(𝑇, 𝑣)|2|𝑯(𝑇, 𝑣)|2 + 𝑺𝜂(𝑇,𝑣) 𝑺𝑅(𝑇,𝑣)⁄ � × 𝑮(𝑇, 𝑣), (Б.10) 
де 𝑯(𝑇,𝑣), |𝑯(𝑇, 𝑣)|2 − відповідно, Фур’є-спектр та енергетичний спектр 
стегоданих; 𝑺𝜂(𝑇,𝑣),𝑺𝑅(𝑇, 𝑣) − відповідно, енергетичний спектр шума та ви-
хідного (неспотвореного) зображення 𝑹𝑥,𝑦; 𝑮(𝑇,𝑣) − Фур’є-спектр зображення 
заданого зображення 𝑰𝑥,𝑦. 
В роботі розглянутий стандартний випадок, коли завадою є адитивний бі-
лий гаусів шум (𝑺𝜂(𝑇,𝑣) = 𝑐𝑐𝑛𝐹𝑐). В цьому випадку можливе наступне спро-
щення виразу (Б.10) [211]: 
𝑭�(𝑇,𝑣) = � 1
𝑯(𝑇,𝑣) × |𝑯(𝑇, 𝑣)|2|𝑯(𝑇,𝑣)|2 + 𝜎2� × 𝑮(𝑇, 𝑣), (Б.11) 
𝜎2 = 1
𝑀𝑊𝑁𝑊
� � �𝑰𝑥+𝑢,𝑦+𝐸 − 𝜇�2𝑏
𝐸=(−𝑏)
𝑎
𝑢=(−𝑎) ,𝜇 = 1𝑀𝑊𝑁𝑊 � � 𝑰𝑥+𝑢,𝑦+𝐸𝑏𝐸=(−𝑏)𝑎𝑢=(−𝑎) , 
𝑎 = (𝑀𝑊 − 1) 2⁄ , 𝑏 = (𝑁𝑊 − 1) 2⁄ , (Б.12) 
де 𝜇,𝜎2 − відповідно, локальна оцінка середнього значення та дисперсії 
яскравості пікселів зображення 𝑰𝑥,𝑦 для поточного положення КВ розмірами 
𝑀𝑊 × 𝑁𝑊 пікселів. 
Згідно рекомендацій [27], розміри КВ для кожного типу тестових функцій 
були однаковими та рівними 𝑀𝑊 = 𝑁𝑊 = 3 пікселі. Для зменшення граничних 
ефектів при обробці ЦЗ із застосуванням зазначених фільтрів, зображення 𝑰𝑥,𝑦 
симетрично доповнювалося 2𝑎 рядками та 2𝑏 стовпцями згідно формул (Б.6), 
(Б.8) та (Б.12), що дзеркально відображають ЗК відносно меж (границь) зобра-
ження. У випадку обробки кольорових ЦЗ тестові функції (Б.5), (Б.7) та (Б.11) 
використовуються до окремих каналів досліджуваного зображення. 
Метрики якості ЦЗ, що використовувалися при налаштуванні УСД Авкі-
баса, в залежності від виду виявлених спотворень незаповненого зображення-





1. Спотворення ЦЗ в просторовій області: 
a. Максимальна попіксельна різниця (Maximum Difference, MD): 
𝑀𝑁 = max
𝑥,𝑦 �𝑰𝑥,𝑦 − 𝑺𝑥,𝑦� ; (Б.13) 
b. Усереднена абсолютна різниця (Normalized Average Absolute Diffe-
rence, NAD): 








� ; (Б.14) 
c. Середньоквадратичне відхилення (MSE) – характеризує попіксе-
льне середньоквадратичне відхилення між заданими ЦЗ:  
𝑀𝑆𝐸 = 1
𝑀𝑁





d. Лапласове середньоквадратичне відхилення (Laplacian Mean Square 
Error, LMSE) – використовується для оцінки змін контурів об’єктів 
на зображенні: 








� , (Б.16) 
∇2𝑰𝑥,𝑦 = 𝜕𝑰𝜕𝑥2 + 𝜕𝑰𝜕𝑦2 = 𝑰𝑥+1,𝑦 + 𝑰𝑥−1,𝑦 + 𝑰𝑥,𝑦+1 + 𝑰𝑥,𝑦−1 − 4 × 𝑰𝑥,𝑦 ,  
де ∇2(∙) − оператор Лапласа; 
2. Спотворення ЦЗ в спектральній області: 
a. Нормалізована різниця амплітудних спектрів (Normalized Spectrum 
Magnitude Distortion, NSMD): 
𝑁𝑆𝑀𝐷 = 1
𝑀𝑁





де 𝑨𝑰,𝑨𝑺 − відповідно, амплітудні спектри дискретного перетво-
рення Фур’є зображень 𝑰𝑥,𝑦 та 𝑺𝑥,𝑦; 
b. Нормалізована різниця фазових спектрів (Normalized Spectrum 
Phase Distortion, NSPD): 
𝑁𝑆𝑀𝐷 = 1
𝑀𝑁







де 𝝋𝑰,𝝋𝑺 −відповідно, фазові спектри дискретного перетворення 
Фур’є зображень 𝑰𝑥,𝑦 та 𝑺𝑥,𝑦; 
3. Кореляційні характеристики ЦЗ: 
a. Нормований коефіцієнт кореляції (Normalized Cross Correlation, 
NCC) – визначає коефіцієнт кореляції заданих ЦЗ, нормований на 
енергію ЗК xyI : 








� , (Б.19) 
b. Відстань Ченаковського (Czenakowski Distance, CD) – є мірою по-
піксельної кореляції кольорових зображень: 
𝐶𝐷 = 1
𝑀𝑁
� � �1 − 2∑ min𝑥,𝑦 �𝑰𝑥,𝑦(𝑘),𝑺𝑥,𝑦(𝑘)�3𝑘=1
∑ �𝑰𝑥,𝑦(𝑘) + 𝑺𝑥,𝑦(𝑘)�3𝑘=1 �𝑁𝑦=1𝑀𝑥=1 , (Б.20) 
 де 𝑰𝑥,𝑦(𝑘) − 𝑘 −тий канал кольору ЦЗ, представленого в системі 
кольорів RGB; 
c. Усереднені спотворення кольору (Mean Angular Difference, MAD) – 
характеризують середні зміни кольору ЦЗ: 





× arccos � 〈𝑰𝑥,𝑦;𝑺𝑥,𝑦〉
�𝑰𝑥,𝑦�2 × �𝑺𝑥,𝑦�2��𝑁𝑦=1𝑀𝑥=1 , (Б.21) 
〈𝑰𝑥,𝑦;𝑺𝑥,𝑦〉 = � �𝑰𝑥,𝑦(𝑘) × 𝑺𝑥,𝑦(𝑘)�3
𝑘=1
,�𝑰𝑥,𝑦�2 = �〈𝑰𝑥,𝑦; 𝑰𝑥,𝑦〉, 
де 𝑰𝑥,𝑦(𝑘) − 𝑘 −тий канал кольору ЦЗ, представленого в 
системі кольорів RGB; 
 
4. Метрики візуальної якості зображень: 
a. Пікове відношення сигнал\шум (PSRN) – визначає відношення амп-
літуди вихідного ЗК до попіксельної різниці ЗК та стеганограми: 
𝑃𝑆𝑁𝑅 = 10 × lg[(2𝑘 − 1)2 𝑀𝑆𝐸⁄ ], (Б.22) 
де 𝑘 − розрядність значень яскравості пікселів ЦЗ; 
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b. Міра структурної подібності (SSIM) – є інтегральним показником, 
що характеризує ступінь кореляції досліджуваних зображень, а 
також відмінності у яскравості та контрасту зображень: 
𝑆𝑆𝐼𝑀 = � 𝜎𝑰,𝑺
𝜎𝑰 × 𝜎𝑺� × � 2 × 𝑰�𝑥,𝑦 × 𝑺�𝑥,𝑦�𝑰�𝑥,𝑦�2 + �𝑺�𝑥,𝑦�2�× �2 × 𝜎𝑰 × 𝜎𝑺𝜎𝑰2 + 𝜎𝑺2 �, (Б.23) 
  де 
𝑰�𝑥,𝑦 = 1𝑀𝑁� � 𝑰𝑥,𝑦𝑁𝑦=1𝑀𝑥=1 ,𝑺�𝑥,𝑦 = 1𝑀𝑁� � 𝑺𝑥,𝑦𝑁𝑦=1𝑀𝑥=1 , 
𝜎𝑰
2 = 1(𝑀− 1)(𝑁 − 1)� � �𝑰𝑥,𝑦 − 𝑰�𝑥,𝑦�2𝑁𝑦=1𝑀𝑥=1 , 
𝜎𝑺
2 = 1(𝑀− 1)(𝑁 − 1)� � �𝑺𝑥,𝑦 − 𝑺�𝑥,𝑦�2𝑁𝑦=1𝑀𝑥=1 , 
𝜎𝑰,𝑺 = 1(𝑀− 1)(𝑁 − 1)� � ��𝑰𝑥,𝑦 − 𝑰�𝑥,𝑦� × �𝑺𝑥,𝑦 − 𝑺�𝑥,𝑦��𝑁𝑦=1𝑀𝑥=1 ; 
c. Якість зображення (Image Fidelity, IF) – показує енергетичну відмін-
ність між зображеннями: 
𝐼𝐹 = 1 − ∑ ∑ �𝑰𝑥,𝑦 − 𝑺𝑥,𝑦�2𝑁𝑦=1𝑀𝑥=1
∑ ∑ 𝑰𝑥,𝑦2𝑁𝑦=1𝑀𝑥=1 ; (Б.24) 
d. Структурний зміст (Structural Content, SC) – використовується для 
оцінки відношення енергій досліджуваних зображень: 
𝑆𝐶 = ∑ ∑ 𝑺𝑥,𝑦2𝑁𝑦=1𝑀𝑥=1
∑ ∑ 𝑰𝑥,𝑦2𝑁𝑦=1𝑀𝑥=1 ; (Б.25) 
e. Подібність гістограм (Histogram similarity, HS) – характеризує 
близькість розподілу значень яскравості пікселів ЦЗ: 
𝐻𝑆 = � |𝑓𝑰(𝑞) − 𝑓𝑺(𝑞)|2𝑘−1
𝑏=0
, (Б.26) 
де 𝑓𝑰(𝑞) − кількість пікселів зображення 𝑰𝑥,𝑦, яскравість котрих рів-
на 𝑞; 𝑘 − розрядність значень яскравості пікселів ЦЗ. 
Дискретне перетворення Фур’є зображення 𝑰𝑥,𝑦 розмірами 𝑀 × 𝑁 пікселів 
при використанні метрик NSMD (Б.17) та NSPD (Б.18) проводилося згідно нас-
тупної формули [113]: 
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,𝑇 ∈ [0; (𝑀− 1)],𝑣 ∈ [0; (𝑁 − 1)], 
де 𝑗 = �(−1) −уявна одиниця. 
Необхідно зазначити, що метрики CD (Б.20) та MAD (Б.21) можуть засто-
совуватися тільки до кольорових ЦЗ, в той час як інші метрики (Б.13)-(Б.19) та 
(Б.22)-(Б.26) можуть використовуватися для досліджень змін як напівтонових 


























ДОДАТОК В  
АЛГОРИТМИ ВИЗНАЧЕННЯ КОРЕЛЯЦІЙНИХ ТА ФРАКТАЛЬНИХ 
ХАРАКТЕРИСТИК ЦИФРОВИХ ЗОБРАЖЕНЬ  
В.1 Алгоритм визначення N, S та R параметрів окремих каналів 
кольору цифрового зображення 
Вхідні дані: напівтонове зображення 𝑰𝑥,𝑦, розмірами 𝑀 × 𝑁 (пікселів); 
крок вибору рядків зображення ∆𝑐𝑚𝑤; діапазон значень параметру ℎ ∈[ℎ𝑚𝑚𝑛;ℎ𝑚𝑎𝑥]. 
1. Встановити лічильник поточної строки зображення 𝑖 = 1; 
2. Вибрати 𝑖 −тий рядок зображення 𝑰𝑥,𝑦; 
3. Розрахувати варіограму 2𝛾�(ℎ) для вибраного рядку згідно виразу (2.3) 
при варіації параметру ℎ в діапазоні від ℎ𝑚𝑚𝑛 до ℎ𝑚𝑎𝑥; 
4. Провести апроксимацію отриманої варіограми 2𝛾�(ℎ) з використанням 
МНК та апроксимуючих моделей (2.8)-(2.14); 
5. Визначити апроксимацію варіограм для якої досягається мінімальне 
значення середньоквадратичної помилки 𝜀𝑀𝑆𝐸  (2.15); 
6. Визначити 𝑁𝐼, 𝑆𝐼 та 𝑅𝐼 параметри для апроксимованої варіограми 2𝛾�𝑎𝑝𝑝𝑐(ℎ) згідно виразів (2.4), (2.5) та (2.6); 
7. Збільшити значення лічильника 𝑖 = 𝑖 + ∆𝑐𝑚𝑤; 
8. Якщо 𝑖 ≤ 𝑀 повторити п.2-6, в іншому випадку перейти до пункту 8; 
9. Для отриманих послідовностей 𝑁𝑚, 𝑆𝑚 та 𝑅𝑚, 𝑖 ∈ {1,∆𝑐𝑚𝑤 + 1,2∆𝑐𝑚𝑤 +1,⋯ , ⌈𝑀 ∆𝑐𝑚𝑤⁄ ⌉} розрахувати наступні статистичні параметри: 
a. Середнє значення: 
〈𝑿〉 = 𝐸[𝑿]; (В.1) 
b. Дисперсію значень: 





c. Коефіцієнт асиметрії: 
𝐴𝐹[𝑿] = 𝐸[(𝑿 − 𝐸[𝑿])3] 𝐷3 2� [𝑿]⁄ ; (В.3) 
d. Коефіцієнт ексцесу: 
𝐸𝐹[𝑿] = 𝐸[(𝑿 − 𝐸[𝑿])4]
𝐷2[𝑿] − 3; (В.4) 
де доданок (-3) введний для забезпечення рівності коефіцієнта екс-
цесу нулю для нормального (гаусова) розподілу; 
e. Розмах варіації: 
𝑅𝑿 = max(𝑿) − min(𝑿); (В.5) 
f. Коефіцієнт осциляції: 
𝜌𝑿 = 𝑅𝑿 〈𝑿〉⁄ ; (В.6) 
g. Лінійний коефіцієнт варіації: 
𝑚𝑿 = 1|𝑿|∑ |𝑋𝑚 − 〈𝑿〉||𝑿|𝑚=1〈𝑿〉 ; (В.7) 
де |𝑿| = ⌈𝑀 ∆𝑐𝑚𝑤⁄ ⌉ − кількість оброблених рядів зображення 𝑰𝑥,𝑦; 
h. Коефіцієнт варіації: 
𝑉𝑿 = �𝐷[𝑿] 〈𝑿〉� ; (В.8) 
i. Медіану розподілу значень: 
𝑚𝑇𝑑𝑖𝑎𝑛(𝑿) = 𝐹0.5(𝑿); (В.9) 
𝐹𝛼(𝑿) = � 𝑃�𝑿 ≤ 𝐹𝛼(𝑿)� ≥ 𝛼,𝑃�𝑿 > 𝐹𝛼(𝑿)� ≤ 1 − 𝛼, 
де 𝛼 − квантіль розподілу значень послідовності 𝑿; 
j. Моду розподілу – 𝑀𝑿; 
k. Перший та третій квантілі: 
𝑄1(𝑿) = 𝐹0.25(𝑿),𝑄3(𝑿) = 𝐹0.75(𝑿); (В.10) 
l. Інтерквартильний розмах: 
𝐼𝑄𝑅(𝑿) = 𝑄3(𝑿) − 𝑄1(𝑿). (В.11) 
Результат: статистичні характеристики розподілу значень N, S та R-
параметрів по рядкам зображення 𝑰𝑥,𝑦. 
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Отримані характеристики розподілу значень N, S та R-параметрів по ряд-
кам ЦЗ використовуються в якості елементів простору ознак структурних сте-
годетекторів 𝑆𝐷𝑃𝑉𝑀 та 𝑆𝐷𝑃𝑉𝑀𝑚𝑚𝑚. 
В.2 Алгоритм розрахунку спектру узагальнених експонент Херста та 
мультифрактального спектру одновимірного сигналу 
Вхідні дані: одновимірний сигнал 𝑋(𝑛) довжиною 𝐿𝑋 відліків, ступінь ап-
роксимуючого поліному 𝑛𝑎𝑝𝑝𝑐; послідовність розмірів боків розбиття 𝒘(𝒘 ={2,3,⋯⌊𝐿𝑋 2⁄ ⌋}); діапазон значень [𝑞𝑚𝑚𝑛; 𝑞𝑚𝑎𝑥] та крок зміни ∆𝑞 параметру 𝑞. 
1. Розрахувати кумулятивну суму 𝑋𝐴𝑢𝑚𝑢𝑓(𝑛) значень елементів сигналу 
𝑋(𝑛) згідно виразу (2.18); 
2. Встановити значення параметру 𝑞 рівним 𝑞 = 𝑞𝑚𝑚𝑛; 
3. Встановити лічильник поточного розміру 𝑤𝑚 блоку розбиття 𝑖 = 1; 
4. Розділити сигнал 𝑋𝐴𝑢𝑚𝑢𝑓(𝑛) на 𝑁𝑤 = ⌊𝐿𝑋 𝒘𝑚⁄ ⌋  інтервалів, що не пере-
тинаються. Розділення провести в два етапи – від початку сигналу 
𝑋𝐴𝑢𝑚𝑢𝑓(𝑛) до його кінця та в зворотному напрямку. Внаслідок цього 
отримується 2𝑁𝑤 блоків розбиття; 
5. Провести апроксимацію тренду в 𝑣 −тому блоці розбиття сигналу 
𝑋𝐴𝑢𝑚𝑢𝑓(𝑛) поліномом  𝒚𝐸𝑛𝑚𝑎𝑎𝑎(𝑛) степеня 𝑛𝑎𝑝𝑝𝑐 з використанням МНК; 
6. Розрахувати дисперсію 𝐹2(𝑤,𝑣) в 𝑣 −тому блоці розбиття сигналу 
𝑋𝐴𝑢𝑚𝑢𝑓(𝑛) після компенсації тренду з використанням поліному 
𝒚𝐸
𝑛𝑚𝑎𝑎𝑎(𝑖) згідно виразу (2.19); 
7. Розрахувати функцію флуктуації 𝐹𝑞(𝑤) порядку 𝑞 шляхом усереднен-
ня дисперсій 𝐹2(𝑤,𝑣) для всіх блоків розбиття згідно формули (2.20); 
8. Повторити п.4-7 для всіх значень параметру 𝒘; 
9. Побудувати залежність 𝐹𝑞(𝑤) у логарифмічних координатах та провес-
ти її лінійну апроксимацію з використанням МНК. Визначити зна-




10. Повторити п. 3-9 при варіації параметру 𝑞 в діапазоні від 𝑞𝑚𝑚𝑛 до 𝑞𝑚𝑎𝑥 
з кроком ∆𝑞; 
11. Розрахувати масштабуючий показник Реньї 𝜏(𝑞) = 𝑞 × ℎ𝑞 − 1; 
12. Отримати мультифрактальний спектр 𝑓𝑞�𝛼𝑞� шляхом застосування до 
масштабуючого показника Реньї 𝜏(𝑞) прямого перетворення Лежандра 
(2.21)-(2.22);  
Результат: спектр узагальнених експонент Херста розмірностей ℎ𝑞 та му-
льтифрактальний спектр 𝑓𝑞�𝛼𝑞� одновимірного сигналу 𝑋(𝑛). 
Сегментація кумулятивного сигналу 𝑋𝐴𝑢𝑚𝑢𝑓(𝑛) в два етапи є аналогом до 
відомого методу бутстрепінгу (bootstrapping) в статистиці та дозволяє підвищи-
ти потужність множини комбінацій елементів досліджуваного сигналу 𝑋(𝑛) та, 
відповідно, точність визначення узагальнених експонент Херста ℎ𝑞 у випадку 
аналізу відносно короткого сигналу (𝐿𝑋 < 100).  
В.3 Алгоритм визначення характеристик спектру узагальнених екс-
понент Херста та мультифрактального спектру окремих каналів 
кольору цифрового зображення 
Вхідні дані: напівтонове зображення 𝑰𝑥,𝑦, розмірами 𝑀 × 𝑁 (пікселів); 
крок вибору рядків зображення ∆𝑐𝑚𝑤; ступінь апроксимуючого поліному 𝑛𝑎𝑝𝑝𝑐; 
послідовність розмірів боків розбиття 𝒘(𝒘 = {2,3,⋯⌊𝐿𝑋 2⁄ ⌋}); діапазон значень [𝑞𝑚𝑚𝑛; 𝑞𝑚𝑎𝑥] та крок зміни ∆𝑞 параметру 𝑞. 
1. Встановити лічильник поточної позиції строки зображення 𝑖 = 1; 
2. Вибрати 𝑖 −тий рядок зображення 𝑰𝑥,𝑦; 
3. Отримати спектр УЄХ ℎ𝑞 та МФС 𝑓𝑞�𝛼𝑞� для вибранного рядку з ви-
користанням алгоритму Д.2; 
4. Визначити основні параметри отриманих спектрів УЄХ ℎ𝑞 та мульти-
фрактального спектру 𝑓𝑞�𝛼𝑞� (табл. 2.2); 
5. Перейти до рядка 𝑖 = 𝑖 + ∆𝑐𝑚𝑤; 
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6. Якщо 𝑖 ≤ 𝑀 повторити п. 2-5, в іншому випадку перейти до пункту 7; 
7. Визначити стандартні параметри розподілу значень характеристик 
спектрів ℎ𝑞 та 𝑓𝑞�𝛼𝑞� згідно формул (В.1)-(В.11). 
Результат: статистичні характеристики розподілу значень параметрів 
спектру УЄХ ℎ𝑞 та мультифрактального спектру 𝑓𝑞�𝛼𝑞� зображення 𝑰𝑥,𝑦. 
Отримані характеристики розподілу значень параметрів спектру УЄХ ℎ𝑞 
та мультифрактального спектру 𝑓𝑞�𝛼𝑞� цифрових зображень використовуються 
в якості елементів простору ознак структурних стегодетекторів 𝑆𝐷𝑀𝐶𝐶𝐶𝑀 та 
𝑆𝐷𝑀𝐶𝐶𝐶𝑀
𝑚𝑚𝑚 . 
В.4 Модифікований алгоритм визначення спектру узагальнених 
фрактальних розмірностей та мультифрактального спектру 
окремих каналів кольору цифрового зображення 
Вхідні дані: напівтонове зображення 𝑰𝑥,𝑦, розмірами 𝑀 × 𝑁 (пікселів); по-
слідовність розмірів боків розбиття 𝒘(𝒘 = {2,3,⋯ , min(⌊𝑀 2⁄ ⌋, ⌊𝑁 2⁄ ⌋)}); значе-
ння коректуючого параметру 𝑎; величина ∆𝑤 перекриття блоків розбиття 𝑰𝑥,𝑦 по 
рядкам (стовпцям); діапазон значень [𝑞𝑚𝑚𝑛; 𝑞𝑚𝑎𝑥] та крок зміни ∆𝑞 параметру 𝑞. 
1. Розрахувати середньоквадратичне відхилення 𝜎 = �𝐷�𝑰𝑥,𝑦� значень 
яскравості пікселів 𝑰𝑥,𝑦; 
2. Встановити значення параметру 𝑞 рівним 𝑞 = 𝑞𝑚𝑚𝑛; 
3. Встановити лічильник поточного розміру 𝑤𝑚 блоку розбиття 𝑖 = 1; 
4. Провести розбиття зображення 𝑰𝑥,𝑦 на блоки 𝐵𝑤 розміром 𝑤𝑚 × 𝑤𝑚  пік-
селів, що перетинаються (величина перекриття – ∆𝑤 стовпців (рядків)); 
5. Розрахувати поточне значення кроку 𝑤𝑚′ розбиття блоків 𝐵𝑤 по висоті 
згідно виразу: 
𝑤𝑚
′ = 𝑤𝑚1 + 2𝜎 ; 
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6. Розрахувати відносну висоту 𝑛𝑤(𝑖, 𝑗) кожного блоку розбиття 𝐵𝑤(𝑖, 𝑗) 
згідно формули (2.31); 
7. Розрахувати узагальнену статистичну суму 𝑍(𝜀, 𝑞) згідно формули 
(2.26); 
8. Розрахувати ентропію Реньї 𝐼𝑞 порядку 𝑞 згідно виразу (2.30); 
9. Повторити п.3-6 для всіх значень параметру 𝒘 (не менше трьох разів); 
10. Побудувати залежність 𝐼𝑞(1 𝑤⁄ ) у логарифмічних координатах та про-
вести її лінійну апроксимацію з використанням МНК. Визначити уза-
гальненої фрактальної розмірності 𝐷𝑞 як тангенс кута нахилу апрокси-
муючої прямої; 
11. Повторити п. 3-9 при варіації параметру 𝑞 в діапазоні від 𝑞𝑚𝑚𝑛 до 𝑞𝑚𝑎𝑥 
з кроком ∆𝑞; 
12. Отримати мультифрактальний спектр 𝑓(𝛼) шляхом застосування  до 
спектру узагальнених фрактальних розмірностей 𝐷𝑞 прямого перетво-
рення Лежандра (2.21)-(2.22). 
Результат: спектр узагальнених фрактальних розмірностей 𝐷𝑞 та мульти-
фрактальний спектр 𝑓(𝛼) зображення 𝑰𝑥,𝑦. 
Згідно рекомендацій [201], при дослідженні ЦЗ з використанням алгорит-
му Д.4 величина перекриття s∆  рядків (стовпців) була рівною ∆𝑇= 1, що дозво-
лило досягти компромісу між точністю визначення фрактальних характеристик 
зображення та обчислювальною складністю алгоритму. 
Отримані характеристики спектру узагальнених фрактальних розмірнос-
тей 𝐷𝑞 та мультифрактального спектру 𝑓(𝛼) ЦЗ зображень використовуються в 








ДОДАТОК Г  
АЛГОРИТМИ НАЛАШТУВАННЯ СТЕГОДЕТЕКТОРУ 
Г.1 Процедура налаштування статистичних та структурних 
стегодетекторів з використанням ансамблю класифікаторів 
При проведенні налаштування стегодетекторів широко використовуються 
різні види класифікаторів, зокрема засновані на методі опорних векторів (Sup-
port Vector Machine, SVM) [112]. Вагомим обмеженням даних класифікаторів є 
суттєве зростання часу налаштування СД у випадку використання простору оз-
нак високої розмірності – наприклад, 12753 параметрів для SRM-Q1 моделі [8], 
35263 ознак для J+SRM моделі [9]. Для подолання зазначеного недоліку в робо-
ті [141] було запропоновано використовувати ансамбль класифікаторів до скла-
ду якого входять «слабких» (базових) класифікатори, що характеризуються 
низькою обчислюваною складністю налаштування. Перевагою застосування АК 
при проведенні ПС є суттєве скорочення часу налаштування СД, навіть у ви-
падку використання простору ознак високої імовірності [141], при забезпеченні 
фіксованої точності виявлення стеганограм. Внаслідок цього АК широко вико-
ристовується при налаштуванні сучасних статистичних та структурних стегоде-
текторів. 
Налаштування АК потребує послідовного налаштування окремих «слаб-
ких» класифікаторів з використанням псевдовипадкової вибірки ознак з вихід-
ного простору ознак стегодетектору [136, 141]. Метод налаштування АК наве-
дений у розділі Г.1.1. Визначення кількості 𝐿𝐻
𝑚𝑝𝑠 базових класифікаторів АК та 
розмірності 𝑑𝑇𝑢𝑏
𝑚𝑝𝑠  підмножин ознак, використовуваних при налаштуванні базо-
вих класифікаторів АК, в роботі проводилося згідно алгоритмів, наведених у 
додатках Г.1.3-Г.1.4 [29, 141]. 
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Г.1.1 Процедура налаштування ансамблю класифікаторів 
Налаштування АК в роботі проводилося з використанням окремого блоку 
[136, 141], структурна схема якого наведена на рисунку Г.1. 
 
Рисунок Г.1 – Структурна схема блоку налаштування стегодетектору з 
використанням ансамблю класифікаторів. 
При проведенні налаштування АК формуються 𝐿𝐻 підмножин ознак роз-
мірністю 𝑑𝑇𝑢𝑏 шляхом псевдовипадкового вибору елементів з вихідного прос-
тору ознак стегодетектору розмірністю 𝑑𝑀𝐿𝐿(𝑑𝑇𝑢𝑏 ≪ 𝑑𝑀𝐿𝐿), наприклад, парамет-
рів статистичних моделей цифрових зображень (рис. Г.1). Отримані підмно-
жини ознак використовуються для налаштування відповідних базових класифі-
каторів 𝐵𝑚 , 𝑖 ∈ [1;𝐿𝐻] шляхом мінімізації наступної цільової функції [141]: 
𝑃𝐸 = min𝑃𝐹𝐹 12 �𝑃𝐶𝑀 + 𝑃𝑀𝐶(𝑃𝐶𝑀)�,  
де 𝑃𝐸 −загальна похибка класифікації ЦЗ; 𝑃𝐶𝑀,𝑃𝑀𝐶 −відповідно, імовірно-
сті похибок стегодетектору першого (хибне спрацювання СД) та другого (про-
пуск стеганограми) роду.  
Результатом роботи кожного БК є відображення ℝ𝑚𝑠𝑢𝑠 → {0; 1}, де рішен-
ня «0» відповідає віднесенню заданого зображення до класу зображень-контей-
нерів, а «1» – до класу стеганограм. Згідно рекомендацій [141], в якості БК в ро-
боті був використаний лінійний дискримінант Фішера. Налаштування ЛДФ 
проводилося згідно алгоритму, наведеного в додатку Г.1.2. 
Об’єднання рішень окремих БК проводиться, використовуючи принцип 
більшості – незважену суму рішень всіх ЛДФ (рис. Г.1). Отримана сума рішень 
БК порівнюється з заданим пороговим значенням 𝑇𝐻(𝑇𝐻 ∈ [0;𝐿𝐻]) при переви-
щенні котрого робиться висновок щодо віднесення заданого ЦЗ до класу стега-
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нограм. Варіація значень порогу 𝑇𝐻 дозволяє досягти компромісу між похибка-
ми першого (хибне спрацювання) та другого (пропуск стеганограми) роду та 
визначити базову характеристику бінарних класифікаторів – Receiver Operating 
Characteristic (ROC) криву [141]. В роботі було використано значення 𝑇𝐻 =
𝐿𝐻 2⁄ , яке є стандартним значенням для оцінки ефективності АК [141]. 
Г.1.2 Алгоритм налаштування базового класифікатору 
Налаштування базового класифікатору АК – лінійного дискримінанту Фі-
шера – проводилося з використанням вибірки тестових зображень 𝐴𝑇𝑇: 
𝐴𝑇𝑇 = �𝒙1×𝑁𝑙𝑠(𝑫𝑙) ,𝒙�1×𝑁𝑙𝑠(𝑫𝑙) �,  
де 𝒙,𝒙� − відповідно, вектори значень характеристик елементів класів 
зображень-контейнерів та стеганограм; 𝑫𝑓(𝑫𝑓 ⊂ {1,2,⋯ ,𝑑𝑀𝐿𝐿}, |𝑫𝑓| = 𝑑𝑇𝑢𝑏) − 
підмножина ознак розмірністю 𝑑𝑇𝑢𝑏 з вихідного простору ознак АК розмірніс-
тю 𝑑𝑀𝐿𝐿(𝑑𝑇𝑢𝑏 ≪ 𝑑𝑀𝐿𝐿); 𝑁𝑓𝑏��𝑁𝑓𝑏� = 𝐿𝑇𝑇� − кільксть тестових ЦЗ у вибірці 𝐴𝑇𝑇.  
При використанні ЛДФ віднесення цифрового зображення до класів зоб-
ражень-контейнерів або стеганограм проводиться згідно наступного вирішую-
чого правила 𝑅(𝒙) [136]: 







𝐹𝑛(2𝜋)�,  (Г.1) 
𝝁1 = 1𝐿𝑇𝑇� 𝒙𝑚(𝑫𝑙)𝑚∈𝑁𝑙𝑠 ,𝝁2 = 1𝐿𝑇𝑇� 𝒙�𝑚(𝑫𝑙)𝑚∈𝑁𝑙𝑠 , 
𝚺1 = 1𝐿𝑇𝑇� �𝒙𝑚(𝑫𝑙) − 𝝁1� �𝒙𝑚(𝑫𝑙) − 𝝁1�𝑇𝑚∈𝑁𝑙𝑠 ,  
𝚺2 = 1𝐿𝑇𝑇� �𝒙�𝑚(𝑫𝑙) − 𝝁2� �𝒙�𝑚(𝑫𝑙) − 𝝁2�𝑇𝑚∈𝑁𝑙𝑠  
де 𝒙 −вектор значень характеристик заданого зображення; 𝑌1,𝑌2 − відпо-
відно, мітки класів зображень-контейнерів та стеганограм; 𝜌𝑦 −ваговий коефі-
цієнт (величина «штрафу» за хибне віднесення зображення до класу 𝑦); 𝑃𝑦 − ап-
ріорна імовірність появи елементів класу 𝑦 (частка зображень-контейнерів або 
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стеганограм у тестовій вибірці); 𝝁1,𝝁2 −відповідно, середні значення характе-
ристик елементів класів ЗК та стеганограм; 𝚺 − оцінка матриці коварації харак-
теристик елементів класів ЗК та стеганограм.  
При налаштуванні ЛДФ приймається стандартне припущення, що функції 
густини імовірності 𝑝(𝒙|𝑦 = 𝑦1) та 𝑝(𝒙|𝑦 = 𝑦2) мають нормальний розподіл з 
параметрами (𝝁1,𝚺1) та (𝝁2,𝚺2), а також гомоскедастичністю варіації значень 
характеристик ЦЗ (𝚺0 = 𝚺1 = 𝚺2) [136]. Тоді вирішуюче правило (Г.1) може 
бути представлено у наступному вигляді: 
𝑅(𝒙) = �𝑦 ∈ 𝑌1, 𝝎 ∙ 𝒙 < 𝑰,𝑦 ∈ 𝑌2, 𝝎 ∙ 𝒙 > 𝑰,  
де  
𝝎 = 𝚺0−1(𝝁2 − 𝝁1), (Г.2) 
направляючий вектор розділяючої гіперплощини між класами зображень-
контейнерів та стеганограм та порогове значення 
𝑰 = 12 (𝑇 − 𝝁1𝑇𝚺1−1𝝁1 + 𝝁2𝑇𝚺2−1𝝁2).  
Значення порогу 𝑇(𝑇 ∈ ℝ) в роботі обиралося для забезпечення мінімаль-
них значень помилок другого роду стегодетектору (пропуск стеганограми) при 
фіксованій кількості хибних спрацювань СД. 
Для забезпечення позитивної визначеності матриці 𝚺0
−1 та, відповідно,  
підвищення стабільності обчислень, в роботі була використана наступна моди-
фікація виразу (Г.2): 
𝝎 = (𝚺0−1 + 𝜉𝐈)(𝝁2 − 𝝁1),  
де 𝜉(𝜉 ∈ ℝ+) −стабілізуюча константа для забезпечення позитивної виз-
наченості матриці (𝚺0−1 + 𝜉𝐈); 𝐈 −одинична матриця. 
Г.1.3 Алгоритм визначення кількості базових класифікаторів 
Вхідні дані: тестова вибірка 𝐼𝑇𝑇 зображень потужністю 𝐿𝑇𝑇; діапазон по-
шуку кількості базових класифікаторів АК 𝑛 ∈ [𝑛𝑚𝑚𝑛;𝑛𝑚𝑎𝑥]; множина ознак 
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вихідного класифікатору розмірністю 𝑑𝑀𝐿𝐿; максимально допустика кількість 
ітерацій алгоритму 𝑛𝑚𝑠𝑐𝑐
𝑚𝑎𝑥; параметри 𝐾,𝜇 та 𝜀 (𝐾,𝜇, 𝜀 ∈ ℝ+). 
1. Сформувати навчальні вибірки 𝐴𝑇𝑇(𝑖), 𝑖 ∈ [1;𝑛] для кожного БК: 
𝐴𝑇𝑇 = �𝑥𝑚(𝐶𝑙), 𝑥�𝑚(𝐶𝑙)�𝑖 ∈ 𝑁𝑓𝑏�,  
де 𝑥, 𝑥� − відповідно, елементи класів незаповнених ЗК та стеганограм; 
𝐷𝑓(𝐷𝑓 ⊂ {1,2,⋯ ,𝑑𝑀𝐿𝐿}, |𝐷𝑓| = 𝑑𝑇𝑢𝑏) − підмножина ознак розмірністю 
𝑑𝑇𝑢𝑏 з простору ознак вихідного класифікатору розмірністю 𝑑𝑀𝐿𝐿 (𝑑𝑇𝑢𝑏 ≪ 𝑑𝑀𝐿𝐿); 𝑁𝑓𝑏�𝑁𝑓𝑏 ⊂ {1,2,⋯ , 𝐿𝑇𝑇}� − вибірка с повтореннями тес-
тових ЦЗ з навчальної вибірки ((1 − 1 𝑇⁄ ) ≅ 63.21%  унікальних ЦЗ та, 
відповідно, 1 𝑇⁄ ≅ 36.79% зображень, що повторюються); 
2. Провести налаштування 𝑛 базових класифікаторів згідно виразу 
(В.10); 
3. Для кожної навчальної вибірки отримати рішення ансамблю класифі-
каторів 𝐵(𝑛)(𝑥) ∈ {0; 1}  шляхом об’єднання 𝑛 𝑇⁄ ≅ 0.37 × 𝑛 псевдови-
падково обраних рішень БК, де 𝐵(𝑛) = 0 відповідає незаповненому ЗК, 
а 𝐵(𝑛) = 1 − стеганограмі; 
4. Розрахувати незміщену оцінку похибки класифікації (Out-of-Bag Error, 
OOB): 
𝐸𝑂𝑂𝐻
(𝑛) = 12𝐿𝑇𝑇� �𝐵(𝑛)(𝑥𝑚) − 𝐵(𝑛)(𝑥�𝑚) + 1�𝐿𝐷𝑠𝑚=1 ; (Г.3) 
5. Повторити п.2-3 при зміні параметру 𝑛 в інтервалі [𝑛𝑚𝑚𝑛;𝑛𝑚𝑎𝑥] з кро-
ком ∆𝑛= 1. Критерієм зупинки роботи алгоритму є зменшення модулю 
зміни значення 𝐸𝑂𝑂𝐻





𝑚∈𝑃𝑘(𝑛)𝑀𝜇(𝑖) − max𝑚∈𝑃𝑘(𝑛)𝑀𝜇(𝑖) − 𝜀� ,𝑀𝜇(𝑖) = 1𝜇 � 𝐸𝑂𝑂𝐻(𝑗)𝑚
𝑗=𝑚−𝜇+1
, 
де 𝑃𝑘(𝑛) = {𝑛 − 𝐾,𝑛 − 𝐾 + 1,⋯ ,𝑛}.  
У випадку, якщо кількість ітерацій алгоритму 𝑛𝑚𝑠𝑐𝑐 перевищила максима-
льно допустиме значення 𝑛𝑚𝑠𝑐𝑐




використовується кількість базових класифікаторів 𝑛, отримана на останній іте-
рації роботи алгоритму. 
Вихід: кількість 𝐿𝐻
𝑚𝑝𝑠 базових класифікаторів АК. 
Параметри 𝐾,𝜇 та 𝜀 в алгоритмі В.1 використовувалися для компромісу 
між точністю визначення 𝐿𝐻
𝑚𝑝𝑠 та обчислювальною складністю алгоритму. 
Згідно рекомендаціям [141], в роботі були використані наступні значення пара-
метрів в алгоритмі В.1: 𝐾 = 50,𝜇 = 5 та 𝜀 = 5 × 10−3. 
Г.1.4 Алгоритм визначення розмірності простору ознак для базового 
класифікатору  
Вхідні дані: тестова вибірка 𝐼𝑇𝑇 зображень потужністю 𝐿𝑇𝑇; параметри 𝜏, 
∆𝑚 , 𝜀𝑚 та 𝜀∆𝑑 (𝜏,∆𝑚 , 𝜀𝑚 , 𝜀∆𝑑 ∈ ℝ+). Параметр 𝜏 встановлює відносну похибку виз-
начення діапазону для пошуку мінімального значення 𝐸𝑂𝑂𝐻; ∆𝑚 визначає почат-
ковий крок наближення до шуканого значення 𝑑𝑇𝑢𝑏
𝑚𝑝𝑠; 𝜀𝑚 та 𝜀∆𝑑 використовують-
ся для визначення близькості (точності) отриманого значення 𝑑𝑇𝑢𝑏
𝑚𝑝𝑠  до істиного. 
1. Встановити вихідні значення змінних: крок 𝑘 = 1, незміщена оцінка 
похибки класифікації (Out-of-Bag Error, OOB) 𝐸𝑂𝑂𝐻∗ = 1 та оптимальна 
розмірність підмножини ознак базових класифікаторів АК 𝑑𝑇𝑢𝑏
∗ = 0; 
2. Провести налаштування ансамблю класифікаторів та визначити поточ-
не значення помилки класифікації 𝐸𝑂𝑂𝐻(𝑘∆𝑚) згідно формули (Г.3); 
3. Якщо 𝐸𝑂𝑂𝐻(𝑘∆𝑚) < 𝐸𝑂𝑂𝐻∗ , то оновити значення змінних: 
𝐸𝑂𝑂𝐻
∗ = 𝐸𝑂𝑂𝐻(𝑘∆𝑚), 𝑑𝑇𝑢𝑏∗ = 𝑘∆𝑚; 
4. Оновити значення змінної 𝑘 = 𝑘 + 1; 
5. Повторити п. 2-4, поки 𝐸𝑂𝑂𝐻(𝑘∆𝑚) > (𝐸𝑂𝑂𝐻∗ + 𝜀𝑚); 
6. Встановити значення змінних: 
𝐸1 = 𝐸𝑂𝑂𝐻(𝑑𝑇𝑢𝑏∗ − ∆𝑚),𝐸2 = 𝐸𝑂𝑂𝐻(𝑑𝑇𝑢𝑏∗ ),𝐸3 = 𝐸𝑂𝑂𝐻(𝑑𝑇𝑢𝑏∗ + ∆𝑚); 
7. Якщо (1 − 𝜏) < 2𝐸2
𝐸1+𝐸3
≤ 1 або ∆𝑚< 𝜀∆𝑑, то 𝑑𝑇𝑢𝑏𝑚𝑝𝑠 = 𝑑𝑇𝑢𝑏∗  і завершити 




∗ = min{𝐸1,𝐸2,𝐸3},𝑑𝑇𝑢𝑏∗ = {𝑑𝑇𝑢𝑏𝐴𝑢𝑐𝑐:𝐸𝑂𝑂𝐻(𝑑𝑇𝑢𝑏𝐴𝑢𝑐𝑐) = 𝐸𝑂𝑂𝐻∗ },∆𝑚= ∆𝑚 2⁄ ; 
8. Повторити п.6-7. 
Вихід: оптимальне значення розмірності 𝑑𝑇𝑢𝑏
𝑚𝑝𝑠 . 
Варіація значень параметрів 𝜏, ∆𝑚 , 𝜀𝑚 та 𝜀∆𝑑 дає можливість встановити 
компроміс між точністю визначення 𝑑𝑇𝑢𝑏
𝑚𝑝𝑠  та обчислювальною складністю алго-
ритму. Згідно рекомендацій [141], в роботі були використані наступні значення 
параметрів: 𝜏 = 0.02, ∆𝑚= 200, 𝜀𝑚 = 𝜀∆𝑑 = 5 × 10−3. 
Г.2 Процедура налаштування універсального стегодетектору Авкібаса 
з використанням класифікатора на основі лінійної регресії 
Рішення щодо віднесення об’єкту 𝑥𝑚 до класу 𝑦𝑚  при вирішенні задачі 
класифікації з використанням апарату лінійної регресії прийняття проводиться 
з використанням лінійної комбінації параметрів (ознак) об’єктів 𝑿, взятих з від-
повідними вагами 𝜷: 
𝑦𝑚 = 𝛽1𝑥1 + 𝛽2𝑥2 + ⋯+ 𝛽𝐿𝐹𝑥𝐿𝐹 , 𝑖 ∈ �1;𝐿𝑇𝑠�, 𝐿𝐶 ≤ 𝐿𝑇𝑠 , (Г.4) 
де 𝐿𝐶 −розмірність простору ознак; 𝐿𝑇𝑠 −потужність множини тестових 
ЦЗ.  
У випадку 𝐿𝐶 = 𝐿𝑇𝑠  задача (Г.4) зводиться до рішення системи лінійних 
алгебраїчних рівнянь з використанням відомих методів Гауса-Жордана, Кра-
мера, Якобі тощо. У випадку 𝐿𝐶 < 𝐿𝑇𝑠  система рівнянь (Г.4) є перевизначеною, 
тому можливе застосування МНК для пошуку вектору 𝜷, що мінімізує наступну 
цільову функцію (1.11) [136]: 





→ min,  
де 𝑅𝑆𝑆(𝜷) −сума квадратів відхилень (Residual Sum of Squares, RSS).  
Для спрощення подальшого аналізу представимо (1.11) у наступному виг-
ляді: 




𝒀 = �𝑦1, 𝑦2,⋯ , 𝑦𝐿𝐷𝑠� ,𝜷 = �𝛽1,𝛽2,⋯ ,𝛽𝐿𝐹�,  
𝑿 = � 𝑥1,1 ⋯ 𝑥1,𝐿𝐹⋮ ⋱ ⋮
𝑥𝐿𝐷𝑠 ,1 ⋯ 𝑥𝐿𝐷𝑠 ,𝐿𝐹�.  
Враховуючи квадратичний характер залежності (1.11), мінімізація виразу 




= 0 ⇒ 𝜕
𝜕𝜷
�𝜷𝑇(𝑿𝑇𝑿)𝜷− 𝜷𝑇(𝑿𝑇𝒀)� = 0,  
звідки отримуємо [136]: 
∇(𝜷) = (𝑿𝑇𝑿+ 𝑿𝑿𝑇)𝜷− 𝑿𝑿𝑇𝜷 − 𝑿𝑇𝒀 = 𝑿𝑇𝑿𝜷 + 𝑿𝑿𝑇𝜷 − 𝑿𝑿𝑇𝜷 − 𝑿𝑇𝒀, 
∇(𝜷) = 𝑿𝑇𝑿𝜷 − 𝑿𝑇𝒀 = 𝟎. (Г.6) 
Мінімізація виразу (Г.6) еквівалентна до 
𝑿𝑇𝑿𝜷 = 𝑿𝑇𝒀,  
Звідки  













ДОДАТОК Д  
РЕЗУЛЬТАТИ ПАСИВНОГО СТЕГОАНАЛІЗУ СТЕГАНОГРАМ З 
ДАНИМИ, ВБУДОВАНИМИ В ОБЛАСТІ ПЕРЕТВОРЕННЯ 
ЗОБРАЖЕННЯ-КОНТЕЙНЕРУ, ПРИ ВИКОРИСТАННІ 
СТАТИСТИЧНИХ СТЕГОДЕТЕКТОРІВ 
Для оцінки робастності стеганограм з даними, вбудованими в ОПЗК згід-
но одноетапних методів Дея та Агарваля, багатоетапних методів Джозефа та 
Хана, а також комплексних методів Елайона та Гунджаля, до методів статис-
тичного стегоаналізу ЦЗ було проведено налаштування стегодетекторів 𝑆𝐷𝑆𝑃𝑀𝑀, 
𝑆𝐷𝐶𝐶−𝑃𝐸𝑃 та 𝑆𝐷𝐶𝐶𝐶  з використанням пакету зі 2500 тестових зображень (табл. 
1.2).  
В якості стегоданих були використані повнокольорові зображення з 
різним ступенем деталізації – «Креслення», «Карта» та «Портрет» (табл. 1.2). 
Ступінь заповнення ∆𝐶 зображення-контейнеру стегоданими змінювалася від 
5% до 25%, з кроком 5%, та від 25% до 95%, з кроком 10%. Значення вагового 
параметру 𝐺 при формуванні стеганограм згідно кожного методу приховання 
повідомлень змінювалися в діапазоні від 𝐺𝑚𝑚𝑛 до 𝐺𝑚𝑎𝑥 з кроком ∆𝐺 (табл. 1.1). 
Кількість ітерацій ПА для комплексних методів Елайона та Гунджаля була 
рівною 𝑁𝑀 = 23, що не є дільником розмірів стегоданих (табл. 1.2) та, відповід-
но, не призводить до зменшення періоду ПА [140]. 
Налаштування статистичних стегодетекторів 𝑆𝐷𝑆𝑃𝑀𝑀, 𝑆𝐷𝐶𝐶−𝑃𝐸𝑃 та 𝑆𝐷𝐶𝐶𝐶  
проводилося з використанням параметрів статистичних моделей зображень в 
просторовій (модель SPAM) та частотній (модель CC-PEV) областях, а також 
універсальної статистичної моделі CDF.  
В роботі розглянуто випадок налаштування стастичних СД із застосуван-
ням параметрів СМК, отриманих як для окремих (червоний, зелений, синій ка-
нали), так і всіх каналів кольору зображення-контейнеру, представленого з ви-
користанням системи кольору RGB. Для визначення статистичних характерис-
тик заповнених ЗК були використані стеганограми зі стегоданими типу «Крес-
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лення», «Карта» та «Портрет», вбудованими в ОПЗК згідно одноетапних, бага-
тоетапних та комплексних методів. 
Для інтегральної оцінки ефективності статистичних стегодетекторів в ро-
боті були використані наступні метрики якості: площа під ROC-кривою (Area 
under ROC curve, 𝐴𝐴𝐶), ступінь впливу використовуваного простору ознак на 
точність детектування стеганограм (Informedness, 𝐼𝑁𝐹), ступінь впливу вико-
ристовуваного класифікатора на ефективність СД (Markedness, 𝑀𝑁𝐹), коефі-
цієнт кореляції Метьюса (Matthews Correlation Coefficient, 𝑀𝐶𝐶). Значення мет-
рик якості роботи стегодетекторів розраховувалися згідно формул (1.12)-(1.15). 
З метою визначення середніх значень та дисперсії значень метрик якості 
𝐴𝐴𝐶, 𝑀𝐶𝐶, 𝐼𝑁𝐹 і 𝑀𝑁𝐹 налаштування та тестування стегодетекторів 𝑆𝐷𝑆𝑃𝑀𝑀, 
𝑆𝐷𝐶𝐶−𝑃𝐸𝑃 та 𝑆𝐷𝐶𝐶𝐶  повторювалося 10 разів з псевдовипадковим розбиттям ви-
хідного пакету тестових ЦЗ потужністю з 𝐿𝐼 = 2500 на навчальну 𝐼𝑇𝑇(|𝐼𝑇𝑇| =
𝐿𝐼 2⁄ ) та контрольну 𝐼𝐸𝐸(|𝐼𝐸𝐸| = 𝐿𝐼 2⁄ ) вибірки.  
Середні значення метрик 𝐴𝐴𝐶, 𝑀𝐶𝐶, 𝐼𝑁𝐹 і 𝑀𝑁𝐹 для випадків слабкого 
(∆𝐶= 5%, 𝐴𝐴𝐶𝑚𝑚𝑛, 𝑀𝐶𝐶𝑚𝑚𝑛, 𝐼𝑁𝐹𝑚𝑚𝑛, 𝑀𝑁𝐹𝑚𝑚𝑛) при 𝐺 = 𝐺𝑚𝑚𝑛 та сильного 
(∆𝐶= 85%, 𝐴𝐴𝐶𝑚𝑎𝑥, 𝑀𝐶𝐶𝑚𝑎𝑥, 𝐼𝑁𝐹𝑚𝑎𝑥, 𝑀𝑁𝐹𝑚𝑎𝑥) при 𝐺 = 𝐺𝑚𝑎𝑥 заповнення ЗК 
стегоданими, а також середньоквадратичне відхилення 𝑆𝑇𝐷 значень метрик при 
використанні статистичних стегодетекторів 𝑆𝐷𝑆𝑃𝑀𝑀 (табл. Д.1), 𝑆𝐷𝐶𝐶−𝑃𝐸𝑃 (табл. 
Д.2) та 𝑆𝐷𝐶𝐶𝐶  (табл. Д.3) для виявлення стеганограм з даними, вбудованими в 
ОПЗК згідно одноетапних методів Дея та Агарваля, багатоетапних методів 
Джозефа та Хана, а також комплексних методів Елайона та Гунджаля, наведені 






Д.1 Результати дослідження точності виявлення стеганограм з даними, вбудованими в області перетворення 
зображення-контейнеру, при використанні статистичної моделі SPAM цифрових зображень 
Таблиця Д.1а – Значення метрик 𝐴𝐴𝐶, 𝑀𝐶𝐶, 𝐼𝑁𝐹 і 𝑀𝑁𝐹 для стегодетектору 𝑆𝐷𝑆𝑃𝑀𝑀 при використанні окремих\всіх 
каналів кольору стеганограм з даними, вбудованими в ОПЗК згідно одноетапного методу Дея 
Використані типи  
Використані           стегоданих 
канали кольору ЦЗ 






MAX MIN STD MAX MIN STD MAX MIN STD MAX MIN STD 
Метрика 
AUC 




Червоний 0.998 0.817 0.049 0.998 0.806 0.005 0.999 0.799 0.016 0.998 0.793 0.048 
Зелений 0.997 0.890 0.037 0.999 0.883 0.030 0.999 0.876 0.005 0.999 0.873 0.012 
Синій 0.999 0.821 0.017 0.999 0.802 0.024 0.999 0.791 0.031 0.999 0.793 0.034 
Метрика 
MCC 




Червоний 0.976 0.487 0.005 0.960 0.451 0.035 0.967 0.438 0.021 0.957 0.433 0.034 
Зелений 0.982 0.632 0.045 0.973 0.631 0.032 0.978 0.593 0.005 0.973 0.575 0.035 
Синій 0.984 0.495 0.044 0.969 0.458 0.002 0.974 0.436 0.013 0.966 0.438 0.003 
Метрика 
INs 




Червоний 0.976 0.487 0.013 0.960 0.451 0.016 0.967 0.438 0.014 0.957 0.433 0.011 
Зелений 0.982 0.632 0.030 0.973 0.633 0.027 0.978 0.595 0.022 0.973 0.577 0.033 
Синій 0.984 0.495 0.001 0.969 0.458 0.033 0.974 0.436 0.026 0.966 0.440 0.042 
Метрика 
MNs 




Червоний 0.976 0.487 0.016 0.960 0.450 0.041 0.967 0.438 0.044 0.957 0.433 0.039 
Зелений 0.982 0.632 0.008 0.973 0.630 0.036 0.978 0.592 0.026 0.973 0.573 0.034 




Таблиця Д.1б – Значення метрик 𝐴𝐴𝐶, 𝑀𝐶𝐶, 𝐼𝑁𝐹 і 𝑀𝑁𝐹 для стегодетектору 𝑆𝐷𝑆𝑃𝑀𝑀 при використанні окремих\всіх 
каналів кольору стеганограм з даними, вбудованими в ОПЗК згідно одноетапного методу Агарваля 
Використані типи  
стегоданих 
Використані  
канали кольору ЦЗ 






MAX MIN STD MAX MIN STD MAX MIN STD MAX MIN STD 
Метрика 
AUC 




Червоний 0.985 0.752 0.019 0.991 0.742 0.030 0.988 0.735 0.034 0.977 0.743 0.042 
Зелений 0.988 0.730 0.046 0.992 0.726 0.010 0.991 0.723 0.032 0.982 0.719 0.013 
Синій 0.984 0.707 0.018 0.992 0.696 0.037 0.989 0.687 0.047 0.979 0.697 0.031 
Метрика 
MCC 




Червоний 0.888 0.369 0.021 0.911 0.343 0.046 0.892 0.338 0.035 0.846 0.362 0.027 
Зелений 0.900 0.335 0.023 0.920 0.341 0.013 0.918 0.309 0.012 0.863 0.320 0.043 
Синій 0.893 0.302 0.039 0.906 0.298 0.038 0.901 0.266 0.006 0.855 0.285 0.013 
Метрика 
INs 




Червоний 0.889 0.374 0.039 0.911 0.347 0.014 0.892 0.349 0.023 0.847 0.374 0.006 
Зелений 0.900 0.340 0.024 0.920 0.348 0.005 0.919 0.310 0.023 0.863 0.326 0.047 
Синій 0.893 0.303 0.002 0.907 0.299 0.029 0.901 0.266 0.033 0.855 0.286 0.032 
Метрика 
MNs 




Червоний 0.888 0.364 0.036 0.911 0.339 0.027 0.892 0.327 0.018 0.846 0.350 0.032 
Зелений 0.900 0.330 0.024 0.920 0.334 0.021 0.918 0.307 0.033 0.862 0.314 0.027 






Таблиця Д.1в – Значення метрик 𝐴𝐴𝐶, 𝑀𝐶𝐶, 𝐼𝑁𝐹 і 𝑀𝑁𝐹 для стегодетектору 𝑆𝐷𝑆𝑃𝑀𝑀 при використанні окремих\всіх 
каналів кольору стеганограм з даними, вбудованими в ОПЗК згідно двоетапного методу Джозефа 
Використані типи  
стегоданих 
Використані  
канали кольору ЦЗ 






MAX MIN STD MAX MIN STD MAX MIN STD MAX MIN STD 
Метрика 
AUC 




Червоний 0.999 0.586 0.040 0.999 0.615 0.004 0.999 0.529 0.019 0.999 0.522 0.037 
Зелений 0.998 0.598 0.022 0.999 0.639 0.012 0.999 0.542 0.012 0.999 0.529 0.032 
Синій 0.999 0.585 0.046 0.999 0.602 0.006 0.999 0.548 0.020 0.999 0.525 0.023 
Метрика 
MCC 




Червоний 0.989 0.128 0.013 0.995 0.150 0.012 0.994 0.039 0.007 0.989 0.030 0.015 
Зелений 0.988 0.140 0.007 0.996 0.176 0.021 0.996 0.055 0.047 0.986 0.044 0.037 
Синій 0.992 0.115 0.007 0.996 0.159 0.002 0.996 0.055 0.048 0.988 0.035 0.009 
Метрика 
INs 




Червоний 0.989 0.129 0.029 0.995 0.151 0.047 0.994 0.039 0.003 0.989 0.030 0.009 
Зелений 0.988 0.140 0.027 0.996 0.177 0.025 0.996 0.055 0.012 0.986 0.044 0.018 
Синій 0.992 0.115 0.007 0.996 0.159 0.024 0.996 0.056 0.018 0.988 0.035 0.031 
Метрика 
MNs 




Червоний 0.989 0.128 0.031 0.995 0.150 0.045 0.994 0.038 0.001 0.989 0.030 0.004 
Зелений 0.988 0.139 0.018 0.996 0.175 0.018 0.996 0.054 0.002 0.986 0.043 0.046 






Таблиця Д.1г – Значення метрик 𝐴𝐴𝐶, 𝑀𝐶𝐶, 𝐼𝑁𝐹 і 𝑀𝑁𝐹 для стегодетектору 𝑆𝐷𝑆𝑃𝑀𝑀 при використанні окремих\всіх 
каналів кольору стеганограм з даними, вбудованими в ОПЗК згідно багатоетапного методу Хана 
Використані типи  
стегоданих 
Використані  
канали кольору ЦЗ 






MAX MIN STD MAX MIN STD MAX MIN STD MAX MIN STD 
Метрика 
AUC 




Червоний 0.999 0.988 0.022 0.999 0.991 0.029 0.999 0.991 0.049 0.999 0.988 0.013 
Зелений 0.999 0.991 0.022 0.999 0.993 0.010 0.999 0.992 0.022 0.999 0.991 0.040 
Синій 0.999 0.989 0.015 0.999 0.993 0.015 0.999 0.991 0.006 0.999 0.989 0.001 
Метрика 
MCC 




Червоний 0.999 0.954 0.026 0.999 0.952 0.012 0.999 0.944 0.020 0.999 0.939 0.037 
Зелений 0.999 0.962 0.041 0.999 0.956 0.042 0.999 0.941 0.030 0.998 0.942 0.024 
Синій 0.999 0.959 0.040 0.999 0.957 0.010 0.999 0.960 0.013 0.998 0.936 0.029 
Метрика 
INs 




Червоний 0.999 0.955 0.019 0.999 0.952 0.009 0.999 0.944 0.036 0.999 0.939 0.023 
Зелений 0.999 0.962 0.041 0.999 0.957 0.011 0.999 0.942 0.011 0.998 0.943 0.048 
Синій 0.999 0.959 0.027 0.999 0.958 0.022 0.999 0.960 0.006 0.998 0.936 0.027 
Метрика 
MNs 




Червоний 0.999 0.954 0.047 0.999 0.951 0.046 0.999 0.943 0.016 0.999 0.938 0.012 
Зелений 0.999 0.962 0.044 0.999 0.956 0.022 0.999 0.941 0.021 0.998 0.942 0.024 






Таблиця Д.1д – Значення метрик 𝐴𝐴𝐶, 𝑀𝐶𝐶, 𝐼𝑁𝐹 і 𝑀𝑁𝐹 для стегодетектору 𝑆𝐷𝑆𝑃𝑀𝑀 при використанні окремих\всіх 
каналів кольору стеганограм з даними, вбудованими в ОПЗК згідно комплексного методу Елайона 
Використані типи  
стегоданих 
Використані  
канали кольору ЦЗ 






MAX MIN STD MAX MIN STD MAX MIN STD MAX MIN STD 
Метрика 
AUC 




Червоний 0.999 0.994 0.020 0.999 0.997 0.039 0.999 0.997 0.029 0.999 0.998 0.005 
Зелений 0.999 0.996 0.018 0.999 0.997 0.036 0.999 0.996 0.009 0.999 0.995 0.041 
Синій 0.999 0.995 0.049 0.999 0.997 0.045 0.999 0.997 0.012 0.999 0.997 0.041 
Метрика 
MCC 




Червоний 0.979 0.962 0.044 0.975 0.952 0.017 0.972 0.951 0.001 0.977 0.952 0.007 
Зелений 0.978 0.968 0.046 0.978 0.962 0.035 0.977 0.961 0.024 0.975 0.962 0.033 
Синій 0.984 0.975 0.040 0.978 0.968 0.010 0.978 0.967 0.008 0.978 0.967 0.026 
Метрика 
INs 




Червоний 0.979 0.962 0.013 0.975 0.952 0.037 0.972 0.951 0.036 0.977 0.952 0.032 
Зелений 0.978 0.968 0.017 0.978 0.962 0.025 0.977 0.961 0.025 0.975 0.962 0.040 
Синій 0.984 0.975 0.034 0.978 0.968 0.024 0.978 0.967 0.024 0.978 0.967 0.023 
Метрика 
MNs 




Червоний 0.979 0.962 0.036 0.975 0.952 0.030 0.972 0.951 0.034 0.977 0.952 0.041 
Зелений 0.978 0.968 0.005 0.978 0.962 0.031 0.977 0.961 0.002 0.975 0.962 0.004 






Таблиця Д.1е – Значення метрик 𝐴𝐴𝐶, 𝑀𝐶𝐶, 𝐼𝑁𝐹 і 𝑀𝑁𝐹 для стегодетектору 𝑆𝐷𝑆𝑃𝑀𝑀 при використанні окремих\всіх 
каналів кольору стеганограм з даними, вбудованими в ОПЗК згідно комплексного методу Гунджаля 
Використані типи  
стегоданих 
Використані  
канали кольору ЦЗ 






MAX MIN STD MAX MIN STD MAX MIN STD MAX MIN STD 
Метрика 
AUC 




Червоний 0.998 0.982 0.020 0.999 0.984 0.010 0.999 0.983 0.027 0.999 0.984 0.043 
Зелений 0.992 0.964 0.042 0.991 0.957 0.024 0.992 0.957 0.035 0.992 0.956 0.032 
Синій 0.998 0.983 0.040 0.998 0.987 0.017 0.998 0.988 0.033 0.999 0.987 0.019 
Метрика 
MCC 




Червоний 0.983 0.918 0.020 0.979 0.905 0.046 0.978 0.905 0.006 0.978 0.911 0.021 
Зелений 0.939 0.804 0.026 0.935 0.775 0.003 0.939 0.770 0.050 0.936 0.777 0.024 
Синій 0.989 0.919 0.021 0.982 0.911 0.037 0.984 0.914 0.009 0.986 0.917 0.006 
Метрика 
INs 




Червоний 0.983 0.918 0.031 0.979 0.905 0.021 0.978 0.905 0.028 0.978 0.911 0.011 
Зелений 0.939 0.804 0.015 0.936 0.775 0.027 0.940 0.770 0.044 0.936 0.777 0.019 
Синій 0.989 0.919 0.022 0.982 0.911 0.047 0.984 0.914 0.033 0.986 0.918 0.029 
Метрика 
MNs 




Червоний 0.983 0.918 0.049 0.978 0.905 0.049 0.978 0.905 0.018 0.978 0.910 0.015 
Зелений 0.938 0.803 0.008 0.935 0.774 0.015 0.939 0.770 0.023 0.936 0.777 0.031 





Д.2 Результати дослідження точності виявлення стеганограм з даними, вбудованими в області перетворення 
зображення-контейнеру, при використанні статистичної моделі CC-PEV цифрових зображень 
Таблиця Д.2а – Значення метрик 𝐴𝐴𝐶, 𝑀𝐶𝐶, 𝐼𝑁𝐹 і 𝑀𝑁𝐹 для стегодетектору 𝑆𝐷𝐶𝐶−𝑃𝐸𝑃 (JPEG Quality Factor = 100) при 
використанні окремих\всіх каналів кольору стеганограм з даними, вбудованими в ОПЗК згідно одноетапного методу Дея 
Використані типи  
Використані            стегоданих 
канали кольору ЦЗ 






MAX MIN STD MAX MIN STD MAX MIN STD MAX MIN STD 
Метрика 
AUC 




Червоний 0.955 0.697 0.049 0.969 0.686 0.005 0.979 0.698 0.016 0.915 0.624 0.048 
Зелений 0.961 0.707 0.037 0.973 0.695 0.030 0.988 0.717 0.005 0.929 0.639 0.012 
Синій 0.954 0.696 0.017 0.965 0.683 0.024 0.984 0.698 0.031 0.924 0.635 0.034 
Метрика 
MCC 




Червоний 0.796 0.283 0.005 0.810 0.263 0.035 0.851 0.280 0.021 0.673 0.173 0.034 
Зелений 0.820 0.297 0.045 0.831 0.280 0.032 0.885 0.310 0.005 0.710 0.195 0.035 
Синій 0.788 0.281 0.044 0.800 0.263 0.002 0.874 0.294 0.013 0.700 0.189 0.003 
Метрика 
INs 




Червоний 0.796 0.283 0.013 0.811 0.263 0.016 0.852 0.280 0.014 0.674 0.173 0.011 
Зелений 0.820 0.297 0.030 0.832 0.280 0.027 0.885 0.310 0.022 0.710 0.195 0.033 
Синій 0.788 0.281 0.001 0.800 0.263 0.033 0.874 0.294 0.026 0.700 0.189 0.042 
Метрика 
MNs 




Червоний 0.796 0.283 0.016 0.810 0.263 0.041 0.851 0.280 0.044 0.673 0.173 0.039 
Зелений 0.820 0.297 0.008 0.831 0.280 0.036 0.885 0.310 0.026 0.710 0.195 0.034 




Таблиця Д.2б – Значення метрик 𝐴𝐴𝐶, 𝑀𝐶𝐶, 𝐼𝑁𝐹 і 𝑀𝑁𝐹 для стегодетектору 𝑆𝐷𝐶𝐶−𝑃𝐸𝑃 (JPEG Quality Factor = 100) при 
використанні окремих\всіх каналів кольору стеганограм з даними, вбудованими в ОПЗК згідно  
одноетапного методу Агарваля 
Використані типи  
стегоданих 
Використані  
канали кольору ЦЗ 






MAX MIN STD MAX MIN STD MAX MIN STD MAX MIN STD 
Метрика 
AUC 




Червоний 0.932 0.555 0.019 0.945 0.536 0.030 0.935 0.543 0.034 0.883 0.537 0.042 
Зелений 0.938 0.558 0.046 0.947 0.540 0.010 0.949 0.537 0.032 0.888 0.533 0.013 
Синій 0.935 0.556 0.018 0.947 0.545 0.037 0.945 0.535 0.047 0.890 0.536 0.031 
Метрика 
MCC 




Червоний 0.708 0.075 0.021 0.740 0.056 0.046 0.710 0.055 0.035 0.598 0.045 0.027 
Зелений 0.728 0.085 0.023 0.751 0.055 0.013 0.747 0.053 0.012 0.605 0.041 0.043 
Синій 0.721 0.083 0.039 0.747 0.062 0.038 0.743 0.044 0.006 0.610 0.052 0.013 
Метрика 
INs 




Червоний 0.708 0.076 0.039 0.740 0.056 0.014 0.711 0.055 0.023 0.598 0.046 0.006 
Зелений 0.728 0.085 0.024 0.752 0.055 0.005 0.747 0.053 0.023 0.605 0.041 0.047 
Синій 0.721 0.083 0.002 0.748 0.063 0.029 0.743 0.044 0.033 0.610 0.052 0.032 
Метрика 
MNs 




Червоний 0.708 0.075 0.036 0.740 0.055 0.027 0.710 0.055 0.018 0.598 0.045 0.032 
Зелений 0.728 0.084 0.024 0.751 0.055 0.021 0.747 0.053 0.033 0.605 0.041 0.027 





Таблиця Д.2в – Значення метрик 𝐴𝐴𝐶, 𝑀𝐶𝐶, 𝐼𝑁𝐹 і 𝑀𝑁𝐹 для стегодетектору 𝑆𝐷𝐶𝐶−𝑃𝐸𝑃 (JPEG Quality Factor = 100) при 
використанні окремих\всіх каналів кольору стеганограм з даними, вбудованими в ОПЗК згідно  
двоетапного методу Джозефа 
Використані типи  
стегоданих 
Використані  
канали кольору ЦЗ 






MAX MIN STD MAX MIN STD MAX MIN STD MAX MIN STD 
Метрика 
AUC 




Червоний 0.999 0.539 0.036 0.999 0.545 0.007 0.999 0.508 0.038 0.999 0.500 0.021 
Зелений 0.999 0.541 0.026 0.999 0.539 0.035 0.999 0.506 0.012 0.999 0.503 0.044 
Синій 0.999 0.537 0.050 0.999 0.538 0.005 0.999 0.511 0.022 0.999 0.497 0.020 
Метрика 
MCC 




Червоний 0.987 0.059 0.005 0.998 0.066 0.027 0.999 0.011 0.018 0.979 0.006 0.020 
Зелений 0.990 0.058 0.005 0.997 0.059 0.043 0.998 0.006 0.037 0.983 0.008 0.040 
Синій 0.988 0.051 0.003 0.998 0.058 0.024 0.998 0.021 0.020 0.984 0.011 0.038 
Метрика 
INs 




Червоний 0.987 0.059 0.022 0.998 0.066 0.034 0.999 0.011 0.035 0.979 0.006 0.011 
Зелений 0.990 0.058 0.018 0.997 0.059 0.037 0.998 0.006 0.022 0.983 0.008 0.040 
Синій 0.988 0.051 0.038 0.998 0.058 0.026 0.998 0.021 0.001 0.984 0.011 0.047 
Метрика 
MNs 




Червоний 0.987 0.059 0.039 0.998 0.066 0.007 0.999 0.011 0.021 0.979 0.006 0.034 
Зелений 0.990 0.058 0.047 0.997 0.058 0.029 0.998 0.006 0.014 0.983 0.008 0.022 





Таблиця Д.2г – Значення метрик 𝐴𝐴𝐶, 𝑀𝐶𝐶, 𝐼𝑁𝐹 і 𝑀𝑁𝐹 для стегодетектору 𝑆𝐷𝐶𝐶−𝑃𝐸𝑃 (JPEG Quality Factor = 100) при 
використанні окремих\всіх каналів кольору стеганограм з даними, вбудованими в ОПЗК згідно 
багатоетапного методу Хана 
Використані типи  
стегоданих 
Використані  
канали кольору ЦЗ 






MAX MIN STD MAX MIN STD MAX MIN STD MAX MIN STD 
Метрика 
AUC 




Червоний 0.999 0.998 0.008 0.999 0.999 0.007 0.999 0.998 0.043 0.999 0.998 0.031 
Зелений 0.999 0.997 0.043 0.999 0.998 0.034 0.999 0.999 0.031 0.999 0.999 0.033 
Синій 0.999 0.998 0.049 0.999 0.998 0.025 0.999 0.998 0.049 0.999 0.998 0.036 
Метрика 
MCC 




Червоний 0.999 0.977 0.044 0.999 0.982 0.025 0.999 0.976 0.024 0.998 0.967 0.049 
Зелений 0.999 0.978 0.029 0.999 0.980 0.007 0.999 0.978 0.040 0.999 0.970 0.038 
Синій 0.999 0.980 0.008 0.999 0.981 0.003 0.999 0.976 0.011 0.999 0.965 0.029 
Метрика 
INs 




Червоний 0.999 0.977 0.020 0.999 0.982 0.028 0.999 0.976 0.045 0.998 0.967 0.029 
Зелений 0.999 0.978 0.037 0.999 0.980 0.046 0.999 0.978 0.029 0.999 0.970 0.001 
Синій 0.999 0.980 0.041 0.999 0.981 0.035 0.999 0.976 0.042 0.999 0.965 0.006 
Метрика 
MNs 




Червоний 0.999 0.977 0.016 0.999 0.982 0.041 0.999 0.976 0.029 0.998 0.967 0.024 
Зелений 0.999 0.978 0.027 0.999 0.980 0.044 0.999 0.978 0.012 0.999 0.970 0.042 





Таблиця Д.2д – Значення метрик 𝐴𝐴𝐶, 𝑀𝐶𝐶, 𝐼𝑁𝐹 і 𝑀𝑁𝐹 для стегодетектору 𝑆𝐷𝐶𝐶−𝑃𝐸𝑃 (JPEG Quality Factor = 100) при 
використанні окремих\всіх каналів кольору стеганограм з даними, вбудованими в ОПЗК згідно 
комплексного методу Елайона 
Використані типи  
стегоданих 
Використані  
канали кольору ЦЗ 






MAX MIN STD MAX MIN STD MAX MIN STD MAX MIN STD 
Метрика 
AUC 




Червоний 0.998 0.983 0.031 0.998 0.978 0.025 0.998 0.979 0.007 0.998 0.979 0.020 
Зелений 0.998 0.981 0.002 0.998 0.976 0.027 0.998 0.976 0.008 0.998 0.976 0.007 
Синій 0.998 0.982 0.031 0.998 0.978 0.022 0.998 0.979 0.031 0.998 0.977 0.002 
Метрика 
MCC 




Червоний 0.966 0.884 0.002 0.960 0.846 0.025 0.958 0.849 0.003 0.960 0.847 0.015 
Зелений 0.965 0.874 0.024 0.955 0.837 0.043 0.955 0.835 0.047 0.957 0.838 0.015 
Синій 0.968 0.891 0.010 0.961 0.852 0.044 0.959 0.851 0.036 0.960 0.848 0.017 
Метрика 
INs 




Червоний 0.966 0.884 0.010 0.960 0.846 0.010 0.958 0.849 0.003 0.960 0.847 0.032 
Зелений 0.965 0.874 0.007 0.955 0.837 0.028 0.955 0.835 0.043 0.957 0.838 0.001 
Синій 0.968 0.891 0.009 0.961 0.852 0.032 0.959 0.851 0.047 0.960 0.849 0.042 
Метрика 
MNs 




Червоний 0.966 0.884 0.032 0.960 0.846 0.010 0.958 0.849 0.043 0.960 0.847 0.043 
Зелений 0.965 0.874 0.014 0.955 0.837 0.047 0.955 0.834 0.039 0.957 0.838 0.017 





Таблиця Д.2е – Значення метрик 𝐴𝐴𝐶, 𝑀𝐶𝐶, 𝐼𝑁𝐹 і 𝑀𝑁𝐹 для стегодетектору 𝑆𝐷𝐶𝐶−𝑃𝐸𝑃 (JPEG Quality Factor = 100) при 
використанні окремих\всіх каналів кольору стеганограм з даними, вбудованими в ОПЗК згідно 
комплексного методу Гунджаля 
Використані типи  
стегоданих 
Використані  









MAX MIN STD MAX MIN STD MAX MIN STD MAX MIN STD 
Метрика 
AUC 




Червоний 0.999 0.999 0.009 0.999 0.999 0.018 0.999 0.999 0.015 0.999 0.999 0.017 
Зелений 0.999 0.999 0.033 0.999 0.999 0.003 0.999 0.999 0.007 0.999 0.999 0.015 
Синій 0.999 0.999 0.017 0.999 0.999 0.026 0.999 0.999 0.011 0.999 0.999 0.003 
Метрика 
MCC 




Червоний 0.999 0.998 0.006 0.999 0.996 0.009 0.999 0.995 0.004 0.999 0.995 0.002 
Зелений 0.996 0.988 0.049 0.996 0.982 0.010 0.997 0.982 0.012 0.998 0.983 0.025 
Синій 0.999 0.996 0.027 0.999 0.995 0.045 0.999 0.995 0.003 0.999 0.995 0.038 
Метрика 
INs 




Червоний 0.999 0.998 0.050 0.999 0.996 0.023 0.999 0.995 0.001 0.999 0.995 0.004 
Зелений 0.996 0.988 0.014 0.996 0.982 0.046 0.997 0.982 0.045 0.998 0.983 0.004 
Синій 0.999 0.996 0.021 0.999 0.995 0.005 0.999 0.995 0.010 0.999 0.995 0.039 
Метрика 
MNs 




Червоний 0.999 0.998 0.038 0.999 0.996 0.037 0.999 0.995 0.015 0.999 0.995 0.027 
Зелений 0.996 0.988 0.041 0.996 0.982 0.028 0.997 0.982 0.023 0.998 0.983 0.005 





Таблиця Д.2ж – Значення метрик 𝐴𝐴𝐶, 𝑀𝐶𝐶, 𝐼𝑁𝐹 і 𝑀𝑁𝐹 для стегодетектору 𝑆𝐷𝐶𝐶−𝑃𝐸𝑃 (JPEG Quality Factor = 90) при 
використанні окремих\всіх каналів кольору стеганограм з даними, вбудованими в ОПЗК згідно одноетапного методу Дея 
Використані типи  
стегоданих 
Використані  
канали кольору ЦЗ 






MAX MIN STD MAX MIN STD MAX MIN STD MAX MIN STD 
Метрика 
AUC 




Червоний 0.971 0.664 0.015 0.984 0.648 0.017 0.980 0.623 0.007 0.958 0.620 0.018 
Зелений 0.975 0.674 0.037 0.983 0.664 0.030 0.991 0.624 0.036 0.964 0.633 0.034 
Синій 0.975 0.651 0.001 0.985 0.649 0.037 0.990 0.606 0.006 0.965 0.622 0.030 
Метрика 
MCC 




Червоний 0.850 0.231 0.033 0.858 0.202 0.006 0.846 0.166 0.032 0.774 0.159 0.018 
Зелений 0.868 0.260 0.030 0.874 0.229 0.027 0.914 0.167 0.016 0.800 0.194 0.010 
Синій 0.861 0.217 0.026 0.875 0.212 0.024 0.893 0.158 0.033 0.806 0.179 0.004 
Метрика 
INs 




Червоний 0.850 0.232 0.035 0.858 0.202 0.040 0.846 0.166 0.029 0.775 0.159 0.010 
Зелений 0.868 0.260 0.039 0.874 0.229 0.037 0.914 0.167 0.037 0.800 0.194 0.019 
Синій 0.861 0.217 0.014 0.875 0.212 0.003 0.893 0.158 0.012 0.806 0.179 0.028 
Метрика 
MNs 




Червоний 0.850 0.231 0.028 0.858 0.202 0.004 0.846 0.166 0.049 0.774 0.159 0.032 
Зелений 0.867 0.259 0.020 0.874 0.229 0.040 0.914 0.167 0.043 0.800 0.194 0.024 






Таблиця Д.2з – Значення метрик 𝐴𝐴𝐶, 𝑀𝐶𝐶, 𝐼𝑁𝐹 і 𝑀𝑁𝐹 для стегодетектору 𝑆𝐷𝐶𝐶−𝑃𝐸𝑃 (JPEG Quality Factor = 90) при 
використанні окремих\всіх каналів кольору стеганограм з даними, вбудованими в ОПЗК згідно  
одноетапного методу Агарваля 
Використані типи  
стегоданих 
Використані  
канали кольору ЦЗ 






MAX MIN STD MAX MIN STD MAX MIN STD MAX MIN STD 
Метрика 
AUC 




Червоний 0.750 0.546 0.005 0.714 0.509 0.033 0.725 0.506 0.016 0.743 0.517 0.007 
Зелений 0.746 0.545 0.015 0.711 0.516 0.005 0.719 0.510 0.039 0.749 0.527 0.008 
Синій 0.750 0.538 0.012 0.727 0.515 0.047 0.703 0.508 0.035 0.744 0.511 0.010 
Метрика 
MCC 




Червоний 0.369 0.063 0.005 0.322 0.019 0.013 0.327 0.010 0.007 0.344 0.024 0.016 
Зелений 0.364 0.059 0.020 0.317 0.021 0.040 0.312 0.014 0.005 0.374 0.019 0.011 
Синій 0.377 0.056 0.005 0.335 0.021 0.024 0.300 0.010 0.018 0.363 0.005 0.013 
Метрика 
INs 




Червоний 0.371 0.063 0.039 0.322 0.019 0.020 0.327 0.010 0.033 0.344 0.024 0.035 
Зелений 0.364 0.059 0.015 0.317 0.021 0.014 0.312 0.014 0.036 0.375 0.019 0.028 
Синій 0.377 0.056 0.030 0.336 0.021 0.002 0.300 0.010 0.027 0.363 0.005 0.009 
Метрика 
MNs 




Червоний 0.368 0.063 0.022 0.322 0.019 0.021 0.326 0.010 0.032 0.343 0.024 0.004 
Зелений 0.364 0.059 0.035 0.317 0.021 0.023 0.312 0.014 0.006 0.372 0.019 0.046 





Таблиця Д.2и – Значення метрик 𝐴𝐴𝐶, 𝑀𝐶𝐶, 𝐼𝑁𝐹 і 𝑀𝑁𝐹 для стегодетектору 𝑆𝐷𝐶𝐶−𝑃𝐸𝑃 (JPEG Quality Factor = 90) при 
використанні окремих\всіх каналів кольору стеганограм з даними, вбудованими в ОПЗК згідно  
двоетапного методу Джозефа 
Використані типи  
стегоданих 
Використані  
канали кольору ЦЗ 






MAX MIN STD MAX MIN STD MAX MIN STD MAX MIN STD 
Метрика 
AUC 




Червоний 0.999 0.548 0.016 0.999 0.557 0.038 0.999 0.510 0.021 0.999 0.511 0.023 
Зелений 0.999 0.551 0.008 0.999 0.558 0.044 0.999 0.517 0.006 0.999 0.505 0.011 
Синій 0.999 0.551 0.031 0.999 0.554 0.018 0.999 0.531 0.001 0.999 0.503 0.005 
Метрика 
MCC 




Червоний 0.989 0.066 0.009 0.999 0.076 0.015 0.998 0.015 0.016 0.985 0.005 0.009 
Зелений 0.991 0.072 0.013 0.999 0.086 0.027 0.999 0.015 0.033 0.987 0.008 0.008 
Синій 0.993 0.068 0.020 0.999 0.078 0.042 0.999 0.039 0.048 0.990 0.004 0.033 
Метрика 
INs 




Червоний 0.989 0.066 0.034 0.999 0.076 0.017 0.998 0.015 0.023 0.985 0.005 0.026 
Зелений 0.991 0.072 0.020 0.999 0.086 0.015 0.999 0.015 0.012 0.987 0.008 0.035 
Синій 0.993 0.068 0.049 0.999 0.078 0.023 0.999 0.040 0.038 0.990 0.004 0.008 
Метрика 
MNs 




Червоний 0.989 0.066 0.031 0.999 0.076 0.018 0.998 0.015 0.037 0.985 0.005 0.027 
Зелений 0.991 0.071 0.008 0.999 0.086 0.028 0.999 0.015 0.037 0.987 0.008 0.034 





Таблиця Д.2к – Значення метрик 𝐴𝐴𝐶, 𝑀𝐶𝐶, 𝐼𝑁𝐹 і 𝑀𝑁𝐹 для стегодетектору 𝑆𝐷𝐶𝐶−𝑃𝐸𝑃 (JPEG Quality Factor = 90) при 
використанні окремих\всіх каналів кольору стеганограм з даними, вбудованими в ОПЗК згідно 
багатоетапного методу Хана 
Використані типи  
стегоданих 
Використані  
канали кольору ЦЗ 






MAX MIN STD MAX MIN STD MAX MIN STD MAX MIN STD 
Метрика 
AUC 




Червоний 0.999 0.906 0.037 0.999 0.882 0.029 0.999 0.861 0.043 0.999 0.847 0.021 
Зелений 0.999 0.909 0.006 0.999 0.879 0.022 0.999 0.851 0.025 0.999 0.844 0.009 
Синій 0.999 0.922 0.026 0.999 0.882 0.013 0.999 0.884 0.032 0.999 0.861 0.036 
Метрика 
MCC 




Червоний 0.999 0.663 0.027 0.999 0.605 0.011 0.999 0.573 0.022 0.999 0.531 0.042 
Зелений 0.999 0.669 0.020 0.999 0.598 0.003 0.999 0.544 0.003 0.999 0.520 0.037 
Синій 0.999 0.684 0.021 0.999 0.592 0.038 0.999 0.595 0.043 0.999 0.562 0.029 
Метрика 
INs 




Червоний 0.999 0.663 0.013 0.999 0.605 0.036 0.999 0.573 0.018 0.999 0.531 0.048 
Зелений 0.999 0.669 0.001 0.999 0.598 0.032 0.999 0.544 0.050 0.999 0.520 0.013 
Синій 0.999 0.685 0.046 0.999 0.592 0.021 0.999 0.595 0.011 0.999 0.562 0.046 
Метрика 
MNs 




Червоний 0.999 0.663 0.047 0.999 0.605 0.041 0.999 0.572 0.030 0.999 0.531 0.019 
Зелений 0.999 0.669 0.008 0.999 0.598 0.016 0.999 0.544 0.019 0.999 0.520 0.004 





Таблиця Д.2л – Значення метрик 𝐴𝐴𝐶, 𝑀𝐶𝐶, 𝐼𝑁𝐹 і 𝑀𝑁𝐹 для стегодетектору 𝑆𝐷𝐶𝐶−𝑃𝐸𝑃 (JPEG Quality Factor = 90) при 
використанні окремих\всіх каналів кольору стеганограм з даними, вбудованими в ОПЗК згідно 
комплексного методу Елайона 
Використані типи  
стегоданих 
Використані  
канали кольору ЦЗ 






MAX MIN STD MAX MIN STD MAX MIN STD MAX MIN STD 
Метрика 
AUC 




Червоний 0.990 0.617 0.002 0.986 0.563 0.012 0.987 0.569 0.044 0.986 0.565 0.038 
Зелений 0.989 0.583 0.036 0.989 0.530 0.023 0.988 0.523 0.045 0.988 0.530 0.017 
Синій 0.990 0.615 0.017 0.988 0.562 0.011 0.990 0.568 0.031 0.990 0.568 0.033 
Метрика 
MCC 




Червоний 0.899 0.167 0.019 0.865 0.099 0.049 0.874 0.108 0.011 0.875 0.102 0.015 
Зелений 0.909 0.113 0.031 0.893 0.042 0.001 0.888 0.024 0.009 0.894 0.037 0.034 
Синій 0.906 0.164 0.001 0.898 0.087 0.027 0.891 0.088 0.002 0.901 0.096 0.026 
Метрика 
INs 




Червоний 0.899 0.167 0.040 0.866 0.100 0.040 0.875 0.108 0.031 0.875 0.103 0.030 
Зелений 0.909 0.114 0.037 0.893 0.043 0.049 0.888 0.024 0.047 0.894 0.037 0.038 
Синій 0.906 0.164 0.041 0.898 0.087 0.003 0.891 0.089 0.018 0.901 0.096 0.029 
Метрика 
MNs 




Червоний 0.899 0.167 0.031 0.865 0.098 0.001 0.874 0.108 0.049 0.874 0.102 0.029 
Зелений 0.909 0.113 0.029 0.893 0.042 0.034 0.888 0.024 0.047 0.894 0.037 0.026 





Таблиця Д.2м – Значення метрик 𝐴𝐴𝐶, 𝑀𝐶𝐶, 𝐼𝑁𝐹 і 𝑀𝑁𝐹 для стегодетектору 𝑆𝐷𝐶𝐶−𝑃𝐸𝑃 (JPEG Quality Factor = 90) при 
використанні окремих\всіх каналів кольору стеганограм з даними, вбудованими в ОПЗК згідно  
комплексного методу Гунджаля 
Використані типи  
стегоданих 
Використані  
канали кольору ЦЗ 






MAX MIN STD MAX MIN STD MAX MIN STD MAX MIN STD 
Метрика 
AUC 




Червоний 0.999 0.999 0.050 0.999 0.999 0.039 0.999 0.999 0.009 0.999 0.999 0.005 
Зелений 0.999 0.999 0.018 0.999 0.999 0.002 0.999 0.999 0.005 0.999 0.999 0.020 
Синій 0.999 0.999 0.049 0.999 0.999 0.019 0.999 0.999 0.024 0.999 0.999 0.003 
Метрика 
MCC 




Червоний 0.999 0.999 0.044 0.999 0.999 0.036 0.999 0.999 0.045 0.999 0.999 0.022 
Зелений 0.998 0.982 0.023 0.997 0.976 0.011 0.998 0.973 0.005 0.999 0.975 0.050 
Синій 0.999 0.999 0.021 0.999 0.999 0.013 0.999 0.999 0.002 0.999 0.997 0.041 
Метрика 
INs 




Червоний 0.999 0.999 0.006 0.999 0.999 0.024 0.999 0.999 0.039 0.999 0.999 0.045 
Зелений 0.998 0.982 0.015 0.997 0.976 0.031 0.998 0.973 0.016 0.999 0.975 0.007 
Синій 0.999 0.999 0.036 0.999 0.999 0.012 0.999 0.999 0.009 0.999 0.997 0.020 
Метрика 
MNs 




Червоний 0.999 0.999 0.035 0.999 0.999 0.041 0.999 0.999 0.011 0.999 0.999 0.046 
Зелений 0.998 0.982 0.018 0.997 0.976 0.038 0.998 0.973 0.026 0.999 0.975 0.036 





Д.3 Результати дослідження точності виявлення стеганограм з даними, вбудованими в області перетворення 
зображення-контейнеру, при використанні статистичної моделі CDF цифрових зображень 
Таблиця Д.3а – Значення метрик 𝐴𝐴𝐶, 𝑀𝐶𝐶, 𝐼𝑁𝐹 і 𝑀𝑁𝐹 для стегодетектору 𝑆𝐷𝐶𝐶𝐶  при використанні окремих\всіх 
каналів кольору стеганограм з даними, вбудованими в ОПЗК згідно одноетапного методу Дея 
Використані типи  
Використані            стегоданих 
канали кольору ЦЗ 






MAX MIN STD MAX MIN STD MAX MIN STD MAX MIN STD 
Метрика 
AUC 




Червоний 0.999 0.873 0.047 0.998 0.831 0.021 0.999 0.818 0.033 0.998 0.814 0.024 
Зелений 0.999 0.922 0.006 0.999 0.896 0.025 0.999 0.891 0.002 0.999 0.882 0.044 
Синій 0.999 0.875 0.037 0.999 0.838 0.035 0.999 0.835 0.017 0.998 0.820 0.018 
Метрика 
MCC 




Червоний 0.980 0.582 0.042 0.958 0.509 0.016 0.970 0.483 0.012 0.958 0.468 0.048 
Зелений 0.988 0.689 0.020 0.977 0.625 0.042 0.982 0.615 0.036 0.970 0.591 0.002 
Синій 0.986 0.595 0.037 0.968 0.519 0.037 0.974 0.514 0.043 0.966 0.490 0.049 
Метрика 
INs 




Червоний 0.980 0.582 0.016 0.958 0.510 0.002 0.970 0.483 0.037 0.958 0.469 0.033 
Зелений 0.988 0.689 0.028 0.977 0.626 0.018 0.982 0.616 0.007 0.970 0.592 0.029 
Синій 0.986 0.595 0.049 0.968 0.521 0.033 0.974 0.515 0.042 0.966 0.491 0.034 
Метрика 
MNs 




Червоний 0.980 0.582 0.017 0.958 0.509 0.012 0.970 0.483 0.029 0.958 0.468 0.031 
Зелений 0.988 0.689 0.031 0.977 0.623 0.036 0.982 0.614 0.018 0.970 0.590 0.041 




Таблиця Д.3б – Значення метрик 𝐴𝐴𝐶, 𝑀𝐶𝐶, 𝐼𝑁𝐹 і 𝑀𝑁𝐹 для стегодетектору 𝑆𝐷𝐶𝐶𝐶  при використанні окремих\всіх 
каналів кольору стеганограм з даними, вбудованими в ОПЗК згідно одноетапного методу Агарваля 
Використані типи  
стегоданих 
Використані  
канали кольору ЦЗ 






MAX MIN STD MAX MIN STD MAX MIN STD MAX MIN STD 
Метрика 
AUC 




Червоний 0.993 0.766 0.049 0.994 0.738 0.017 0.992 0.740 0.040 0.983 0.746 0.018 
Зелений 0.995 0.739 0.033 0.995 0.725 0.037 0.994 0.721 0.014 0.985 0.715 0.039 
Синій 0.993 0.724 0.012 0.994 0.701 0.040 0.993 0.698 0.027 0.981 0.701 0.039 
Метрика 
MCC 




Червоний 0.917 0.394 0.006 0.927 0.350 0.034 0.914 0.337 0.036 0.868 0.356 0.007 
Зелений 0.930 0.330 0.013 0.931 0.320 0.045 0.928 0.321 0.042 0.868 0.297 0.001 
Синій 0.917 0.311 0.013 0.921 0.279 0.003 0.920 0.270 0.022 0.859 0.302 0.028 
Метрика 
INs 




Червоний 0.917 0.402 0.008 0.927 0.355 0.002 0.914 0.342 0.028 0.868 0.361 0.047 
Зелений 0.930 0.331 0.017 0.931 0.322 0.010 0.928 0.324 0.013 0.868 0.300 0.049 
Синій 0.917 0.312 0.006 0.921 0.282 0.036 0.920 0.271 0.037 0.859 0.307 0.014 
Метрика 
MNs 




Червоний 0.917 0.386 0.005 0.927 0.346 0.044 0.914 0.333 0.032 0.868 0.350 0.045 
Зелений 0.930 0.330 0.047 0.931 0.317 0.029 0.928 0.318 0.015 0.868 0.294 0.030 
Синій 0.917 0.310 0.020 0.921 0.275 0.004 0.920 0.269 0.007 0.858 0.297 0.044 
Зелений 0.999 0.617 0.004 0.999 0.632 0.002 0.999 0.542 0.046 0.999 0.529 0.024 




Таблиця Д.3в – Значення метрик 𝐴𝐴𝐶, 𝑀𝐶𝐶, 𝐼𝑁𝐹 і 𝑀𝑁𝐹 для стегодетектору 𝑆𝐷𝐶𝐶𝐶  при використанні окремих\всіх 
каналів кольору стеганограм з даними, вбудованими в ОПЗК згідно двоетапного методу Джозефа 
Використані типи  
стегоданих 
Використані  
канали кольору ЦЗ 






MAX MIN STD MAX MIN STD MAX MIN STD MAX MIN STD 
Метрика 
AUC 




Червоний 0.999 0.607 0.027 0.999 0.608 0.010 0.999 0.534 0.039 0.999 0.524 0.020 
Зелений 0.999 0.617 0.036 0.999 0.632 0.033 0.999 0.542 0.044 0.999 0.529 0.014 
Синій 0.999 0.603 0.029 0.999 0.615 0.004 0.999 0.554 0.046 0.999 0.527 0.036 
Метрика 
MCC 




Червоний 0.998 0.146 0.022 0.999 0.146 0.033 0.999 0.058 0.030 0.995 0.032 0.045 
Зелений 0.998 0.158 0.032 0.999 0.199 0.047 0.999 0.050 0.007 0.999 0.040 0.041 
Синій 0.997 0.144 0.026 0.999 0.160 0.041 0.999 0.083 0.045 0.997 0.036 0.020 
Метрика 
INs 




Червоний 0.998 0.147 0.047 0.999 0.146 0.038 0.999 0.058 0.010 0.995 0.032 0.035 
Зелений 0.998 0.159 0.041 0.999 0.199 0.021 0.999 0.050 0.045 0.999 0.040 0.042 
Синій 0.997 0.144 0.042 0.999 0.160 0.049 0.999 0.083 0.038 0.997 0.036 0.030 
Метрика 
MNs 




Червоний 0.998 0.146 0.030 0.999 0.146 0.043 0.999 0.058 0.014 0.995 0.032 0.016 
Зелений 0.998 0.157 0.044 0.999 0.198 0.019 0.999 0.050 0.034 0.999 0.040 0.023 





Таблиця Д.3г – Значення метрик 𝐴𝐴𝐶, 𝑀𝐶𝐶, 𝐼𝑁𝐹 і 𝑀𝑁𝐹 для стегодетектору 𝑆𝐷𝐶𝐶𝐶  при використанні окремих\всіх каналів 
кольору стеганограм з даними, вбудованими в ОПЗК згідно багатоетапного методу Хана 
Використані типи  
стегоданих 
Використані  
канали кольору ЦЗ 






MAX MIN STD MAX MIN STD MAX MIN STD MAX MIN STD 
Метрика 
AUC 




Червоний 0.999 0.999 0.036 0.999 0.999 0.033 0.999 0.999 0.043 0.999 0.999 0.041 
Зелений 0.999 0.999 0.001 0.999 0.999 0.048 0.999 0.999 0.049 0.999 0.999 0.044 
Синій 0.999 0.999 0.034 0.999 0.999 0.036 0.999 0.999 0.029 0.999 0.998 0.047 
Метрика 
MCC 




Червоний 0.999 0.987 0.022 0.999 0.986 0.042 0.999 0.985 0.028 0.999 0.980 0.013 
Зелений 0.999 0.990 0.006 0.999 0.984 0.007 0.999 0.983 0.026 0.999 0.981 0.045 
Синій 0.999 0.990 0.041 0.999 0.982 0.003 0.999 0.982 0.017 0.999 0.977 0.030 
Метрика 
INs 




Червоний 0.999 0.987 0.012 0.999 0.986 0.008 0.999 0.985 0.025 0.999 0.980 0.031 
Зелений 0.999 0.990 0.017 0.999 0.984 0.016 0.999 0.983 0.004 0.999 0.981 0.041 
Синій 0.999 0.990 0.019 0.999 0.982 0.015 0.999 0.982 0.044 0.999 0.977 0.027 
Метрика 
MNs 




Червоний 0.999 0.987 0.028 0.999 0.986 0.027 0.999 0.985 0.022 0.999 0.980 0.023 
Зелений 0.999 0.990 0.020 0.999 0.984 0.005 0.999 0.983 0.041 0.999 0.981 0.021 






Таблиця Д.3д – Значення метрик 𝐴𝐴𝐶, 𝑀𝐶𝐶, 𝐼𝑁𝐹 і 𝑀𝑁𝐹 для стегодетектору 𝑆𝐷𝐶𝐶𝐶  при використанні окремих\всіх 
каналів кольору стеганограм з даними, вбудованими в ОПЗК згідно комплексного методу Елайона 
Використані типи  
стегоданих 
Використані  
канали кольору ЦЗ 






MAX MIN STD MAX MIN STD MAX MIN STD MAX MIN STD 
Метрика 
AUC 




Червоний 0.999 0.999 0.035 0.999 0.999 0.022 0.999 0.999 0.025 0.999 0.999 0.045 
Зелений 0.999 0.999 0.036 0.999 0.999 0.035 0.999 0.999 0.011 0.999 0.999 0.005 
Синій 0.999 0.999 0.017 0.999 0.999 0.047 0.999 0.999 0.029 0.999 0.999 0.026 
Метрика 
MCC 




Червоний 0.991 0.982 0.028 0.989 0.972 0.035 0.988 0.970 0.034 0.986 0.972 0.028 
Зелений 0.987 0.979 0.008 0.985 0.969 0.005 0.985 0.965 0.030 0.986 0.964 0.018 
Синій 0.993 0.987 0.028 0.990 0.980 0.019 0.988 0.980 0.003 0.990 0.979 0.038 
Метрика 
INs 




Червоний 0.991 0.982 0.021 0.989 0.972 0.023 0.988 0.970 0.008 0.986 0.972 0.046 
Зелений 0.987 0.979 0.042 0.985 0.969 0.003 0.985 0.965 0.001 0.986 0.964 0.049 
Синій 0.993 0.987 0.037 0.990 0.980 0.011 0.988 0.980 0.022 0.990 0.979 0.025 
Метрика 
MNs 




Червоний 0.991 0.982 0.023 0.989 0.972 0.001 0.988 0.970 0.031 0.986 0.972 0.005 
Зелений 0.987 0.979 0.019 0.985 0.969 0.043 0.985 0.965 0.026 0.986 0.964 0.025 






Таблиця Д.3е – Значення метрик 𝐴𝐴𝐶, 𝑀𝐶𝐶, 𝐼𝑁𝐹 і 𝑀𝑁𝐹 для стегодетектору 𝑆𝐷𝐶𝐶𝐶  при використанні окремих\всіх каналів 
кольору стеганограм з даними, вбудованими в ОПЗК згідно комплексного методу Гунджаля 
Використані типи  
стегоданих 
Використані  
канали кольору ЦЗ 






MAX MIN STD MAX MIN STD MAX MIN STD MAX MIN STD 
Метрика 
AUC 




Червоний 0.999 0.999 0.004 0.999 0.999 0.029 0.999 0.999 0.015 0.999 0.999 0.007 
Зелений 0.999 0.999 0.033 0.999 0.999 0.043 0.999 0.999 0.021 0.999 0.999 0.030 
Синій 0.999 0.999 0.026 0.999 0.999 0.020 0.999 0.999 0.006 0.999 0.999 0.045 
Метрика 
MCC 




Червоний 0.999 0.997 0.047 0.999 0.995 0.022 0.999 0.995 0.035 0.999 0.995 0.011 
Зелений 0.998 0.987 0.030 0.997 0.983 0.015 0.998 0.981 0.012 0.998 0.982 0.024 
Синій 0.999 0.997 0.022 0.999 0.994 0.020 0.999 0.994 0.039 0.999 0.994 0.019 
Метрика 
INs 




Червоний 0.999 0.997 0.033 0.999 0.995 0.020 0.999 0.995 0.020 0.999 0.995 0.013 
Зелений 0.998 0.987 0.023 0.997 0.983 0.020 0.998 0.981 0.013 0.998 0.982 0.003 
Синій 0.999 0.997 0.042 0.999 0.994 0.018 0.999 0.994 0.011 0.999 0.994 0.022 
Метрика 
MNs 




Червоний 0.999 0.997 0.028 0.999 0.995 0.013 0.999 0.995 0.009 0.999 0.995 0.001 
Зелений 0.998 0.987 0.034 0.997 0.983 0.004 0.998 0.981 0.007 0.998 0.982 0.048 
Синій 0.999 0.997 0.018 0.999 0.994 0.021 0.999 0.994 0.013 0.999 0.994 0.022 
254 
 
ДОДАТОК Е  
РЕЗУЛЬТАТИ ПАСИВНОГО СТЕГОАНАЛІЗУ СТЕГАНОГРАМ З 
ДАНИМИ, ВБУДОВАНИМИ В ОБЛАСТІ ПЕРЕТВОРЕННЯ 
ЗОБРАЖЕННЯ-КОНТЕЙНЕРУ, ПРИ ВИКОРИСТАННІ 
УНІВЕРСАЛЬНОГО СТЕГОДЕТЕКТОРУ АВКІБАСА 
Для оцінки робастності стеганограм з даними, вбудованими в ОПЗК згід-
но одноетапних методів Дея та Агарваля, багатоетапних методів Джозефа та 
Хана, а також комплексних методів Елайона та Гунджаля, до методів універса-
льного стегоаналізу ЦЗ було проведено налаштування УСД Авкібаса 𝑆𝐷𝑀𝐸𝐴𝑚𝑏𝑎𝑇 з 
використанням пакету зі 2500 тестових зображень (табл. 1.2).  
В якості стегоданих були використані повнокольорові зображення з 
різним ступенем деталізації – «Креслення», «Карта» та «Портрет» (табл. 1.2). 
Ступінь заповнення ∆𝐶 зображення-контейнеру стегоданими змінювалася від 
5% до 25%, з кроком 5%, та від 25% до 95%, з кроком 10%. Значення вагового 
параметру 𝐺 при формуванні стеганограм згідно кожного методу приховання 
повідомлень змінювалися в діапазоні від 𝐺𝑚𝑚𝑛 до 𝐺𝑚𝑎𝑥 з кроком ∆𝐺 (табл. 1.1). 
Кількість ітерацій ПА для комплексних методів Елайона та Гунджаля була 
рівною 𝑁𝑀 = 23, що не є дільником розмірів стегоданих (табл. 1.2) та, відповід-
но, не призводить до зменшення періоду ПА [140]. 
Налаштування універсального стегодетектору Авкібаса 𝑆𝐷𝑀𝐸𝐴𝑚𝑏𝑎𝑇 прово-
дилося з використанням наступних функцій калібрування – фільтру Гауса, ме-
діанного фільтру, фільтру Вінера. Для порівняння вихідного та обробленого 
зображення використовувалися стандартні метрики якосі ЦЗ, розділені на чо-
тири групи (додаток Б.3): спотворення зображень в просторовій та частотній 
областях, кореляційні характеристики зображень та метрики візуальної якості 
ЦЗ.  
В роботі розглянуто випадок налаштування УСД Авкібаса із застосу-
ванням метрик якості ЦЗ, отриманих як для окремих (червоний, зелений, синій 
канали), так і всіх каналів кольору зображення-контейнеру, представленого з 
255 
 
використанням системи кольору RGB. Для визначення статистичних характе-
ристик заповнених ЗК були використані стеганограми зі стегоданими типу 
«Креслення», «Карта» та «Портрет», вбудованими в ОПЗК згідно одноетапних, 
багатоетапних та комплексних методів. 
Для інтегральної оцінки ефективності статистичних стегодетекторів в ро-
боті були використані наступні метрики якості: площа під ROC-кривою (Area 
under ROC curve, 𝐴𝐴𝐶), ступінь впливу використовуваного простору ознак на 
точність детектування стеганограм (Informedness, 𝐼𝑁𝐹), ступінь впливу вико-
ристовуваного класифікатора на ефективність СД (Markedness, 𝑀𝑁𝐹), коефі-
цієнт кореляції Метьюса (Matthews Correlation Coefficient, 𝑀𝐶𝐶). Значення мет-
рик якості роботи стегодетекторів розраховувалися згідно формул (1.12)-(1.15). 
З метою визначення середніх значень та дисперсії значень метрик якості 
𝐴𝐴𝐶, 𝑀𝐶𝐶, 𝐼𝑁𝐹 і 𝑀𝑁𝐹 налаштування та тестування стегодетекторів 𝑆𝐷𝑆𝑃𝑀𝑀, 
𝑆𝐷𝐶𝐶−𝑃𝐸𝑃 та 𝑆𝐷𝐶𝐶𝐶  повторювалося 10 разів з псевдовипадковим розбиттям ви-
хідного пакету тестових ЦЗ потужністю з 𝐿𝐼 = 2500 на навчальну 𝐼𝑇𝑇(|𝐼𝑇𝑇| =
𝐿𝐼 2⁄ ) та контрольну 𝐼𝐸𝐸(|𝐼𝐸𝐸| = 𝐿𝐼 2⁄ ) вибірки.  
Середні значення метрик 𝐴𝐴𝐶, 𝑀𝐶𝐶, 𝐼𝑁𝐹 і 𝑀𝑁𝐹 для випадків слабкого 
(∆𝐶= 5%, 𝐴𝐴𝐶𝑚𝑚𝑛, 𝑀𝐶𝐶𝑚𝑚𝑛, 𝐼𝑁𝐹𝑚𝑚𝑛, 𝑀𝑁𝐹𝑚𝑚𝑛) при 𝐺 = 𝐺𝑚𝑚𝑛 та сильного 
(∆𝐶= 85%, 𝐴𝐴𝐶𝑚𝑎𝑥, 𝑀𝐶𝐶𝑚𝑎𝑥, 𝐼𝑁𝐹𝑚𝑎𝑥, 𝑀𝑁𝐹𝑚𝑎𝑥) при 𝐺 = 𝐺𝑚𝑎𝑥 заповнення ЗК 
стегоданими, а також середньоквадратичне відхилення 𝑆𝑇𝐷 значень метрик при 
використанні УСД Авкібаса 𝑆𝐷𝑀𝐸𝐴𝑚𝑏𝑎𝑇 та обробці зображень із застосуванням 
фільтру Гауса (табл. Е.1), медіанного фільтру (табл. Е.2) та фільтру Вінера 
(табл. Е.3) для виявлення стеганограм з даними, вбудованими в ОПЗК згідно 
одноетапних методів Дея та Агарваля, багатоетапних методів Джозефа та Хана, 






Е.1 Результати дослідження точності виявлення стеганограм з даними, вбудованими в області перетворення 
зображення-контейнеру, при використанні УСД Авкібаса (гаусова фільтрація стеганограм) 
Таблиця Е.1а – Значення метрик 𝐴𝐴𝐶, 𝑀𝐶𝐶, 𝐼𝑁𝐹 і 𝑀𝑁𝐹 для стегодетектору 𝑆𝐷𝑀𝐸𝐴𝑚𝑏𝑎𝑇 при використанні фільтру Гауса для 
обробки окремих\всіх каналів кольору стеганограм з даними, вбудованими в ОПЗК згідно одноетапного методу Дея 
Використані типи  
стегоданих 
Використані  
канали кольору ЦЗ 






MAX MIN STD MAX MIN STD MAX MIN STD MAX MIN STD 
Метрика 
AUC 




Червоний 0.931 0.586 0.048 0.932 0.573 0.042 0.932 0.583 0.023 0.932 0.608 0.046 
Зелений 0.940 0.594 0.027 0.941 0.585 0.029 0.943 0.585 0.001 0.940 0.614 0.008 
Синій 0.915 0.551 0.007 0.915 0.543 0.027 0.914 0.549 0.017 0.916 0.564 0.041 
Метрика 
MCC 




Червоний 0.860 0.174 0.013 0.865 0.142 0.014 0.863 0.167 0.040 0.867 0.216 0.050 
Зелений 0.881 0.188 0.042 0.881 0.169 0.038 0.885 0.171 0.016 0.879 0.227 0.004 
Синій 0.829 0.107 0.013 0.831 0.087 0.038 0.824 0.089 0.026 0.832 0.129 0.022 
Метрика 
INs 




Червоний 0.860 0.176 0.012 0.865 0.143 0.028 0.863 0.168 0.030 0.867 0.217 0.048 
Зелений 0.881 0.190 0.046 0.881 0.170 0.004 0.885 0.172 0.013 0.879 0.227 0.018 
Синій 0.829 0.108 0.017 0.831 0.089 0.003 0.824 0.090 0.033 0.832 0.130 0.039 
Метрика 
MNs 




Червоний 0.860 0.173 0.013 0.865 0.141 0.039 0.863 0.166 0.037 0.866 0.216 0.043 
Зелений 0.881 0.186 0.031 0.880 0.168 0.047 0.885 0.170 0.023 0.878 0.226 0.004 




Таблиця Е.1б – Значення метрик 𝐴𝐴𝐶, 𝑀𝐶𝐶, 𝐼𝑁𝐹 і 𝑀𝑁𝐹 для стегодетектору 𝑆𝐷𝑀𝐸𝐴𝑚𝑏𝑎𝑇 при використанні фільтру Гауса для 
обробки окремих\всіх каналів кольору стеганограм з даними, вбудованими в ОПЗК згідно  
одноетапного методу Агарваля 
Використані типи  
стегоданих 
Використані  
канали кольору ЦЗ 






MAX MIN STD MAX MIN STD MAX MIN STD MAX MIN STD 
Метрика 
AUC 




Червоний 0.692 0.516 0.045 0.673 0.512 0.046 0.699 0.521 0.002 0.708 0.520 0.038 
Зелений 0.681 0.514 0.006 0.659 0.509 0.040 0.694 0.515 0.005 0.701 0.515 0.014 
Синій 0.646 0.514 0.046 0.626 0.507 0.048 0.661 0.515 0.041 0.662 0.514 0.034 
Метрика 
MCC 




Червоний 0.383 0.032 0.005 0.345 0.018 0.002 0.397 0.029 0.016 0.418 0.029 0.008 
Зелений 0.363 0.026 0.014 0.316 0.008 0.042 0.388 0.025 0.048 0.407 0.022 0.006 
Синій 0.300 0.026 0.027 0.256 0.009 0.047 0.328 0.021 0.002 0.333 0.015 0.025 
Метрика 
INs 




Червоний 0.383 0.032 0.048 0.345 0.012 0.038 0.398 0.029 0.019 0.420 0.029 0.017 
Зелений 0.364 0.027 0.008 0.317 0.008 0.037 0.390 0.025 0.038 0.411 0.022 0.029 
Синій 0.304 0.026 0.049 0.258 0.009 0.020 0.333 0.022 0.040 0.340 0.016 0.011 
Метрика 
MNs 




Червоний 0.382 0.032 0.024 0.345 0.018 0.009 0.396 0.029 0.024 0.416 0.029 0.013 
Зелений 0.362 0.026 0.040 0.316 0.008 0.035 0.387 0.025 0.022 0.404 0.022 0.025 





Таблиця Е.1в – Значення метрик 𝐴𝐴𝐶, 𝑀𝐶𝐶, 𝐼𝑁𝐹 і 𝑀𝑁𝐹 для стегодетектору 𝑆𝐷𝑀𝐸𝐴𝑚𝑏𝑎𝑇 при використанні фільтру Гауса для 
обробки окремих\всіх каналів кольору стеганограм з даними, вбудованими в ОПЗК згідно двоетапного методу Джозефа 
Використані типи  
стегоданих 
Використані  
канали кольору ЦЗ 






MAX MIN STD MAX MIN STD MAX MIN STD MAX MIN STD 
Метрика 
AUC 




Червоний 0.831 0.505 0.040 0.922 0.508 0.004 0.926 0.505 0.019 0.798 0.502 0.037 
Зелений 0.848 0.506 0.022 0.928 0.508 0.012 0.940 0.503 0.012 0.815 0.503 0.032 
Синій 0.859 0.507 0.046 0.933 0.509 0.006 0.943 0.507 0.020 0.826 0.503 0.023 
Метрика 
MCC 




Червоний 0.661 0.002 0.013 0.848 0.000 0.012 0.853 0.005 0.007 0.594 0.002 0.015 
Зелений 0.697 0.000 0.007 0.859 0.000 0.021 0.882 0.003 0.047 0.627 0.002 0.037 
Синій 0.719 0.005 0.007 0.869 0.001 0.002 0.886 0.003 0.048 0.651 0.002 0.009 
Метрика 
INs 




Червоний 0.661 0.002 0.029 0.850 0.000 0.047 0.854 0.005 0.003 0.594 0.002 0.009 
Зелений 0.698 0.000 0.027 0.861 0.000 0.025 0.884 0.003 0.012 0.628 0.002 0.018 
Синій 0.721 0.005 0.007 0.871 0.001 0.024 0.888 0.003 0.018 0.652 0.002 0.031 
Метрика 
MNs 




Червоний 0.660 0.002 0.031 0.846 0.000 0.045 0.851 0.005 0.001 0.593 0.002 0.004 
Зелений 0.697 0.000 0.018 0.857 0.000 0.018 0.879 0.003 0.002 0.627 0.002 0.046 






Таблиця Е.1г – Значення метрик 𝐴𝐴𝐶, 𝑀𝐶𝐶, 𝐼𝑁𝐹 і 𝑀𝑁𝐹 для стегодетектору 𝑆𝐷𝑀𝐸𝐴𝑚𝑏𝑎𝑇 при використанні фільтру Гауса для 
обробки окремих\всіх каналів кольору стеганограм з даними, вбудованими в ОПЗК згідно багатоетапного методу Хана 
Використані типи  
стегоданих 
Використані  
канали кольору ЦЗ 






MAX MIN STD MAX MIN STD MAX MIN STD MAX MIN STD 
Метрика 
AUC 




Червоний 0.999 0.997 0.022 0.999 0.996 0.029 0.999 0.996 0.049 0.999 0.997 0.013 
Зелений 0.999 0.997 0.022 0.999 0.997 0.010 0.999 0.997 0.022 0.999 0.997 0.040 
Синій 0.999 0.997 0.015 0.999 0.997 0.015 0.999 0.997 0.006 0.998 0.997 0.001 
Метрика 
MCC 




Червоний 0.999 0.994 0.026 0.999 0.993 0.012 0.999 0.994 0.020 0.997 0.993 0.037 
Зелений 0.999 0.995 0.041 0.999 0.994 0.042 0.999 0.994 0.030 0.998 0.995 0.024 
Синій 0.999 0.994 0.040 0.999 0.993 0.010 0.999 0.993 0.013 0.997 0.993 0.029 
Метрика 
INs 




Червоний 0.999 0.994 0.019 0.999 0.993 0.009 0.999 0.994 0.036 0.997 0.993 0.023 
Зелений 0.999 0.995 0.041 0.999 0.994 0.011 0.999 0.994 0.011 0.998 0.995 0.048 
Синій 0.999 0.994 0.027 0.999 0.993 0.022 0.999 0.993 0.006 0.997 0.993 0.027 
Метрика 
MNs 




Червоний 0.999 0.994 0.047 0.999 0.992 0.046 0.999 0.994 0.016 0.997 0.993 0.012 
Зелений 0.999 0.995 0.044 0.999 0.994 0.022 0.999 0.994 0.021 0.998 0.995 0.024 






Таблиця Е.1д – Значення метрик 𝐴𝐴𝐶, 𝑀𝐶𝐶, 𝐼𝑁𝐹 і 𝑀𝑁𝐹 для стегодетектору 𝑆𝐷𝑀𝐸𝐴𝑚𝑏𝑎𝑇 при використанні фільтру Гауса для 
обробки окремих\всіх каналів кольору стеганограм з даними, вбудованими в ОПЗК згідно комплексного методу Елайона 
Використані типи  
стегоданих 
Використані  
канали кольору ЦЗ 






MAX MIN STD MAX MIN STD MAX MIN STD MAX MIN STD 
Метрика 
AUC 




Червоний 0.738 0.729 0.020 0.739 0.732 0.039 0.738 0.731 0.029 0.739 0.732 0.005 
Зелений 0.728 0.723 0.018 0.732 0.728 0.036 0.733 0.727 0.009 0.732 0.727 0.041 
Синій 0.720 0.713 0.049 0.721 0.715 0.045 0.720 0.714 0.012 0.720 0.714 0.041 
Метрика 
MCC 




Червоний 0.486 0.467 0.044 0.490 0.473 0.017 0.495 0.469 0.001 0.489 0.474 0.007 
Зелений 0.470 0.460 0.046 0.480 0.465 0.035 0.479 0.465 0.024 0.480 0.465 0.033 
Синій 0.449 0.429 0.040 0.455 0.435 0.010 0.453 0.438 0.008 0.453 0.439 0.026 
Метрика 
INs 




Червоний 0.498 0.479 0.013 0.502 0.485 0.037 0.506 0.481 0.036 0.501 0.485 0.032 
Зелений 0.484 0.473 0.017 0.492 0.478 0.025 0.493 0.478 0.025 0.493 0.477 0.040 
Синій 0.458 0.437 0.034 0.463 0.445 0.024 0.462 0.447 0.024 0.462 0.448 0.023 
Метрика 
MNs 




Червоний 0.475 0.456 0.036 0.479 0.461 0.030 0.485 0.457 0.034 0.478 0.462 0.041 
Зелений 0.457 0.446 0.005 0.468 0.453 0.031 0.467 0.453 0.002 0.468 0.452 0.004 






Таблиця Е.1е – Значення метрик 𝐴𝐴𝐶, 𝑀𝐶𝐶, 𝐼𝑁𝐹 і 𝑀𝑁𝐹 для стегодетектору 𝑆𝐷𝑀𝐸𝐴𝑚𝑏𝑎𝑇 при використанні фільтру Гауса для 
обробки окремих\всіх каналів кольору стеганограм з даними, вбудованими в ОПЗК згідно  
комплексного методу Гунджаля 
Використані типи  
стегоданих 
Використані  
канали кольору ЦЗ 






MAX MIN STD MAX MIN STD MAX MIN STD MAX MIN STD 
Метрика 
AUC 




Червоний 0.932 0.672 0.020 0.929 0.675 0.010 0.927 0.675 0.027 0.935 0.676 0.043 
Зелений 0.872 0.637 0.042 0.870 0.636 0.024 0.870 0.636 0.035 0.877 0.636 0.032 
Синій 0.943 0.671 0.040 0.942 0.673 0.017 0.940 0.673 0.033 0.948 0.672 0.019 
Метрика 
MCC 




Червоний 0.868 0.349 0.020 0.859 0.345 0.046 0.859 0.353 0.006 0.873 0.348 0.021 
Зелений 0.747 0.276 0.026 0.741 0.273 0.003 0.734 0.273 0.050 0.747 0.273 0.024 
Синій 0.888 0.342 0.021 0.886 0.348 0.037 0.885 0.344 0.009 0.900 0.350 0.006 
Метрика 
INs 




Червоний 0.871 0.350 0.031 0.863 0.346 0.021 0.863 0.355 0.028 0.876 0.349 0.011 
Зелений 0.747 0.277 0.015 0.741 0.274 0.027 0.734 0.273 0.044 0.748 0.274 0.019 
Синій 0.891 0.342 0.022 0.890 0.348 0.047 0.888 0.345 0.033 0.903 0.350 0.029 
Метрика 
MNs 




Червоний 0.865 0.347 0.049 0.856 0.344 0.049 0.856 0.352 0.018 0.869 0.347 0.015 
Зелений 0.747 0.275 0.008 0.741 0.272 0.015 0.734 0.272 0.023 0.747 0.273 0.031 





Е.2 Результати дослідження точності виявлення стеганограм з даними, вбудованими в області перетворення 
зображення-контейнеру, при використанні УСД Авкібаса (медіанна фільтрація стеганограм) 
Таблиця Е.2а – Значення метрик 𝐴𝐴𝐶, 𝑀𝐶𝐶, 𝐼𝑁𝐹 і 𝑀𝑁𝐹 для стегодетектору 𝑆𝐷𝑀𝐸𝐴𝑚𝑏𝑎𝑇 при використанні медіанного 
фільтру для обробки окремих\всіх каналів кольору стеганограм з даними, вбудованими в ОПЗК згідно  
одноетапного методу Дея 
Використані типи  
Використані            стегоданих 
канали кольору ЦЗ 






MAX MIN STD MAX MIN STD MAX MIN STD MAX MIN STD 
Метрика 
AUC 




Червоний 0.706 0.518 0.049 0.694 0.521 0.005 0.707 0.519 0.016 0.717 0.519 0.048 
Зелений 0.702 0.519 0.037 0.686 0.520 0.030 0.706 0.518 0.005 0.712 0.519 0.012 
Синій 0.686 0.515 0.017 0.672 0.517 0.024 0.690 0.515 0.031 0.701 0.516 0.034 
Метрика 
MCC 




Червоний 0.434 0.037 0.005 0.403 0.021 0.035 0.437 0.022 0.021 0.465 0.018 0.034 
Зелений 0.423 0.039 0.045 0.390 0.026 0.032 0.441 0.027 0.005 0.448 0.026 0.035 
Синій 0.388 0.030 0.044 0.353 0.021 0.002 0.398 0.008 0.013 0.421 0.023 0.003 
Метрика 
INs 




Червоний 0.457 0.037 0.013 0.421 0.021 0.016 0.462 0.022 0.014 0.495 0.018 0.011 
Зелений 0.445 0.039 0.030 0.407 0.026 0.027 0.469 0.027 0.022 0.475 0.026 0.033 
Синій 0.403 0.030 0.001 0.367 0.021 0.033 0.416 0.008 0.026 0.442 0.023 0.042 
Метрика 
MNs 




Червоний 0.412 0.037 0.016 0.386 0.021 0.041 0.414 0.022 0.044 0.437 0.018 0.039 
Зелений 0.402 0.039 0.008 0.374 0.026 0.036 0.415 0.027 0.026 0.423 0.026 0.034 




Таблиця Е.2б – Значення метрик 𝐴𝐴𝐶, 𝑀𝐶𝐶, 𝐼𝑁𝐹 і 𝑀𝑁𝐹 для стегодетектору 𝑆𝐷𝑀𝐸𝐴𝑚𝑏𝑎𝑇 при використанні медіанного 
фільтру для обробки окремих\всіх каналів кольору стеганограм з даними, вбудованими в ОПЗК згідно  
одноетапного методу Агарваля 
Використані типи  
стегоданих 
Використані  
канали кольору ЦЗ 






MAX MIN STD MAX MIN STD MAX MIN STD MAX MIN STD 
Метрика 
AUC 




Червоний 0.669 0.526 0.019 0.656 0.520 0.030 0.675 0.528 0.034 0.687 0.532 0.042 
Зелений 0.657 0.521 0.046 0.640 0.519 0.010 0.666 0.526 0.032 0.672 0.525 0.013 
Синій 0.654 0.521 0.018 0.637 0.515 0.037 0.660 0.523 0.047 0.668 0.522 0.031 
Метрика 
MCC 




Червоний 0.344 0.051 0.021 0.314 0.013 0.046 0.358 0.053 0.035 0.385 0.066 0.027 
Зелений 0.319 0.043 0.023 0.280 0.008 0.013 0.334 0.046 0.012 0.351 0.045 0.043 
Синій 0.314 0.043 0.039 0.274 0.018 0.038 0.324 0.041 0.006 0.345 0.041 0.013 
Метрика 
INs 




Червоний 0.351 0.053 0.039 0.317 0.013 0.014 0.366 0.055 0.023 0.395 0.067 0.006 
Зелений 0.325 0.044 0.024 0.282 0.008 0.005 0.340 0.047 0.023 0.361 0.046 0.047 
Синій 0.320 0.044 0.002 0.277 0.018 0.029 0.329 0.042 0.033 0.356 0.042 0.032 
Метрика 
MNs 




Червоний 0.337 0.050 0.036 0.311 0.013 0.027 0.351 0.052 0.018 0.375 0.064 0.032 
Зелений 0.313 0.042 0.024 0.277 0.008 0.021 0.328 0.045 0.033 0.342 0.044 0.027 





Таблиця Е.2в – Значення метрик 𝐴𝐴𝐶, 𝑀𝐶𝐶, 𝐼𝑁𝐹 і 𝑀𝑁𝐹 для стегодетектору 𝑆𝐷𝑀𝐸𝐴𝑚𝑏𝑎𝑇 при використанні медіанного 
фільтру для обробки окремих\всіх каналів кольору стеганограм з даними, вбудованими в ОПЗК згідно  
двоетапного методу Джозефа 
Використані типи  
стегоданих 
Використані  
канали кольору ЦЗ 






MAX MIN STD MAX MIN STD MAX MIN STD MAX MIN STD 
Метрика 
AUC 




Червоний 0.837 0.504 0.036 0.921 0.506 0.007 0.916 0.504 0.038 0.816 0.502 0.021 
Зелений 0.848 0.503 0.026 0.924 0.505 0.035 0.934 0.504 0.012 0.832 0.502 0.044 
Синій 0.847 0.505 0.050 0.924 0.506 0.005 0.929 0.504 0.022 0.833 0.503 0.020 
Метрика 
MCC 




Червоний 0.676 0.001 0.005 0.845 0.001 0.027 0.837 0.001 0.018 0.636 0.001 0.020 
Зелений 0.700 0.003 0.005 0.853 0.001 0.043 0.869 0.002 0.037 0.668 0.000 0.040 
Синій 0.702 0.000 0.003 0.851 0.004 0.024 0.864 0.002 0.020 0.672 0.001 0.038 
Метрика 
INs 




Червоний 0.681 0.001 0.022 0.849 0.001 0.034 0.840 0.001 0.035 0.639 0.001 0.011 
Зелений 0.705 0.003 0.018 0.857 0.001 0.037 0.872 0.002 0.022 0.672 0.000 0.040 
Синій 0.709 0.000 0.038 0.856 0.004 0.026 0.867 0.002 0.001 0.678 0.001 0.047 
Метрика 
MNs 




Червоний 0.672 0.001 0.039 0.841 0.001 0.007 0.833 0.001 0.021 0.633 0.000 0.034 
Зелений 0.696 0.003 0.047 0.850 0.001 0.029 0.866 0.002 0.014 0.664 0.000 0.022 





Таблиця Е.2г – Значення метрик 𝐴𝐴𝐶, 𝑀𝐶𝐶, 𝐼𝑁𝐹 і 𝑀𝑁𝐹 для стегодетектору 𝑆𝐷𝑀𝐸𝐴𝑚𝑏𝑎𝑇 при використанні медіанного 
фільтру для обробки окремих\всіх каналів кольору стеганограм з даними, вбудованими в ОПЗК згідно  
багатоетапного методу Хана 
Використані типи  
стегоданих 
Використані  
канали кольору ЦЗ 






MAX MIN STD MAX MIN STD MAX MIN STD MAX MIN STD 
Метрика 
AUC 




Червоний 0.965 0.892 0.008 0.991 0.888 0.007 0.986 0.889 0.043 0.949 0.893 0.031 
Зелений 0.965 0.894 0.043 0.989 0.890 0.034 0.990 0.890 0.031 0.953 0.892 0.033 
Синій 0.959 0.897 0.049 0.991 0.895 0.025 0.989 0.894 0.049 0.951 0.897 0.036 
Метрика 
MCC 




Червоний 0.930 0.785 0.044 0.982 0.777 0.025 0.973 0.777 0.024 0.901 0.784 0.049 
Зелений 0.932 0.787 0.029 0.979 0.779 0.007 0.980 0.780 0.040 0.906 0.782 0.038 
Синій 0.920 0.795 0.008 0.981 0.788 0.003 0.978 0.787 0.011 0.904 0.794 0.029 
Метрика 
INs 




Червоний 0.930 0.785 0.020 0.982 0.778 0.028 0.973 0.777 0.045 0.902 0.784 0.029 
Зелений 0.932 0.787 0.037 0.980 0.780 0.046 0.981 0.780 0.029 0.907 0.782 0.001 
Синій 0.920 0.795 0.041 0.981 0.788 0.035 0.979 0.787 0.042 0.905 0.795 0.006 
Метрика 
MNs 




Червоний 0.930 0.785 0.016 0.982 0.777 0.041 0.973 0.777 0.029 0.900 0.784 0.024 
Зелений 0.932 0.787 0.027 0.979 0.779 0.044 0.980 0.779 0.012 0.905 0.781 0.042 





Таблиця Е.2д – Значення метрик 𝐴𝐴𝐶, 𝑀𝐶𝐶, 𝐼𝑁𝐹 і 𝑀𝑁𝐹 для стегодетектору 𝑆𝐷𝑀𝐸𝐴𝑚𝑏𝑎𝑇 при використанні медіанного 
фільтру для обробки окремих\всіх каналів кольору стеганограм з даними, вбудованими в ОПЗК згідно  
комплексного методу Елайона 
Використані типи  
стегоданих 
Використані  
канали кольору ЦЗ 






MAX MIN STD MAX MIN STD MAX MIN STD MAX MIN STD 
Метрика 
AUC 




Червоний 0.524 0.510 0.031 0.525 0.509 0.025 0.525 0.508 0.007 0.525 0.508 0.020 
Зелений 0.523 0.506 0.002 0.526 0.505 0.027 0.525 0.505 0.008 0.526 0.505 0.007 
Синій 0.527 0.510 0.031 0.526 0.509 0.022 0.526 0.510 0.031 0.524 0.510 0.002 
Метрика 
MCC 




Червоний 0.052 0.004 0.002 0.051 0.002 0.025 0.051 0.009 0.003 0.049 0.007 0.015 
Зелений 0.052 0.000 0.024 0.052 0.005 0.043 0.051 0.007 0.047 0.053 0.003 0.015 
Синій 0.053 0.015 0.010 0.052 0.003 0.044 0.052 0.002 0.036 0.049 0.008 0.017 
Метрика 
INs 




Червоний 0.053 0.004 0.010 0.052 0.002 0.010 0.052 0.009 0.003 0.050 0.007 0.032 
Зелений 0.053 0.000 0.007 0.053 0.005 0.028 0.052 0.007 0.043 0.054 0.003 0.001 
Синій 0.054 0.015 0.009 0.053 0.003 0.032 0.052 0.002 0.047 0.049 0.008 0.042 
Метрика 
MNs 




Червоний 0.051 0.004 0.032 0.050 0.002 0.010 0.050 0.009 0.043 0.048 0.007 0.043 
Зелений 0.051 0.000 0.014 0.051 0.004 0.047 0.050 0.007 0.039 0.052 0.003 0.017 





Таблиця Е.2е – Значення метрик 𝐴𝐴𝐶, 𝑀𝐶𝐶, 𝐼𝑁𝐹 і 𝑀𝑁𝐹 для стегодетектору 𝑆𝐷𝑀𝐸𝐴𝑚𝑏𝑎𝑇 при використанні медіанного 
фільтру для обробки окремих\всіх каналів кольору стеганограм з даними, вбудованими в ОПЗК згідно  
комплексного методу Гунджаля 
Використані типи  
стегоданих 
Використані  
канали кольору ЦЗ 






MAX MIN STD MAX MIN STD MAX MIN STD MAX MIN STD 
Метрика 
AUC 




Червоний 0.899 0.637 0.009 0.899 0.634 0.018 0.896 0.633 0.015 0.908 0.634 0.017 
Зелений 0.868 0.629 0.033 0.864 0.628 0.003 0.863 0.626 0.007 0.871 0.628 0.015 
Синій 0.914 0.640 0.017 0.912 0.637 0.026 0.912 0.638 0.011 0.921 0.638 0.003 
Метрика 
MCC 




Червоний 0.801 0.277 0.006 0.800 0.269 0.009 0.791 0.271 0.004 0.814 0.273 0.002 
Зелений 0.732 0.259 0.049 0.727 0.261 0.010 0.719 0.263 0.012 0.743 0.260 0.025 
Синій 0.829 0.281 0.027 0.824 0.275 0.045 0.824 0.277 0.003 0.843 0.280 0.038 
Метрика 
INs 




Червоний 0.802 0.280 0.050 0.802 0.272 0.023 0.793 0.275 0.001 0.816 0.277 0.004 
Зелений 0.732 0.262 0.014 0.727 0.264 0.046 0.720 0.267 0.045 0.744 0.264 0.004 
Синій 0.832 0.283 0.021 0.827 0.278 0.005 0.826 0.281 0.010 0.846 0.283 0.039 
Метрика 
MNs 




Червоний 0.799 0.275 0.038 0.798 0.266 0.037 0.788 0.268 0.015 0.812 0.270 0.027 
Зелений 0.732 0.256 0.041 0.726 0.258 0.028 0.717 0.259 0.023 0.742 0.256 0.005 





Е.3 Результати дослідження точності виявлення стеганограм з даними, вбудованими в області перетворення 
зображення-контейнеру, при використанні УСД Авкібаса (вінерівська фільтрація стеганограм) 
Таблиця Е.3а – Значення метрик 𝐴𝐴𝐶, 𝑀𝐶𝐶, 𝐼𝑁𝐹 і 𝑀𝑁𝐹 для стегодетектору 𝑆𝐷𝑀𝐸𝐴𝑚𝑏𝑎𝑇 при використанні фільтру Вінера 
для обробки окремих\всіх каналів кольору стеганограм з даними, вбудованими в ОПЗК згідно одноетапного методу Дея 
Використані типи  
стегоданих 
Використані  
канали кольору ЦЗ 






MAX MIN STD MAX MIN STD MAX MIN STD MAX MIN STD 
Метрика 
AUC 




Червоний 0.916 0.547 0.015 0.915 0.536 0.017 0.918 0.544 0.007 0.915 0.558 0.018 
Зелений 0.925 0.560 0.037 0.925 0.553 0.030 0.929 0.562 0.036 0.924 0.567 0.034 
Синій 0.880 0.526 0.001 0.881 0.525 0.037 0.881 0.524 0.006 0.881 0.537 0.030 
Метрика 
MCC 




Червоний 0.831 0.090 0.033 0.833 0.078 0.006 0.836 0.089 0.032 0.829 0.120 0.018 
Зелений 0.852 0.124 0.030 0.850 0.107 0.027 0.860 0.129 0.016 0.851 0.136 0.010 
Синій 0.758 0.053 0.026 0.758 0.038 0.024 0.755 0.052 0.033 0.762 0.074 0.004 
Метрика 
INs 




Червоний 0.832 0.092 0.035 0.834 0.081 0.040 0.837 0.091 0.029 0.830 0.122 0.010 
Зелений 0.852 0.126 0.039 0.851 0.109 0.037 0.861 0.132 0.037 0.852 0.138 0.019 
Синій 0.758 0.055 0.014 0.758 0.040 0.003 0.755 0.054 0.012 0.762 0.076 0.028 
Метрика 
MNs 




Червоний 0.830 0.088 0.028 0.832 0.076 0.004 0.835 0.088 0.049 0.828 0.117 0.032 
Зелений 0.852 0.122 0.020 0.850 0.104 0.040 0.860 0.125 0.043 0.850 0.134 0.024 




Таблиця Е.3б – Значення метрик 𝐴𝐴𝐶, 𝑀𝐶𝐶, 𝐼𝑁𝐹 і 𝑀𝑁𝐹 для стегодетектору 𝑆𝐷𝑀𝐸𝐴𝑚𝑏𝑎𝑇 при використанні фільтру Вінера 
для обробки окремих\всіх каналів кольору стеганограм з даними, вбудованими в ОПЗК згідно  
одноетапного методу Агарваля 
Використані типи  
стегоданих 
Використані  
канали кольору ЦЗ 






MAX MIN STD MAX MIN STD MAX MIN STD MAX MIN STD 
Метрика 
AUC 




Червоний 0.627 0.511 0.005 0.614 0.506 0.033 0.633 0.513 0.016 0.641 0.511 0.007 
Зелений 0.628 0.513 0.015 0.610 0.505 0.005 0.637 0.515 0.039 0.643 0.512 0.008 
Синій 0.613 0.510 0.012 0.592 0.507 0.047 0.622 0.511 0.035 0.622 0.512 0.010 
Метрика 
MCC 




Червоний 0.260 0.014 0.005 0.228 0.007 0.013 0.264 0.021 0.007 0.289 0.014 0.016 
Зелений 0.257 0.021 0.020 0.222 0.001 0.040 0.280 0.017 0.005 0.295 0.021 0.011 
Синій 0.232 0.016 0.005 0.190 0.005 0.024 0.251 0.017 0.018 0.253 0.016 0.013 
Метрика 
INs 




Червоний 0.262 0.014 0.039 0.229 0.007 0.020 0.267 0.022 0.033 0.294 0.014 0.035 
Зелений 0.260 0.022 0.015 0.223 0.001 0.014 0.283 0.017 0.036 0.302 0.021 0.028 
Синій 0.236 0.016 0.030 0.191 0.005 0.002 0.256 0.018 0.027 0.263 0.017 0.009 
Метрика 
MNs 




Червоний 0.257 0.014 0.022 0.227 0.007 0.021 0.260 0.021 0.032 0.283 0.013 0.004 
Зелений 0.254 0.021 0.035 0.220 0.001 0.023 0.276 0.017 0.006 0.288 0.020 0.046 





Таблиця Е.3в – Значення метрик 𝐴𝐴𝐶, 𝑀𝐶𝐶, 𝐼𝑁𝐹 і 𝑀𝑁𝐹 для стегодетектору 𝑆𝐷𝑀𝐸𝐴𝑚𝑏𝑎𝑇 при використанні фільтру Вінера 
для обробки окремих\всіх каналів кольору стеганограм з даними, вбудованими в ОПЗК згідно  
двоетапного методу Джозефа 
Використані типи  
стегоданих 
Використані  
канали кольору ЦЗ 






MAX MIN STD MAX MIN STD MAX MIN STD MAX MIN STD 
Метрика 
AUC 




Червоний 0.821 0.504 0.016 0.916 0.507 0.038 0.917 0.503 0.021 0.795 0.503 0.023 
Зелений 0.834 0.505 0.008 0.923 0.506 0.044 0.943 0.504 0.006 0.805 0.503 0.011 
Синій 0.841 0.504 0.031 0.923 0.505 0.018 0.938 0.504 0.001 0.809 0.503 0.005 
Метрика 
MCC 




Червоний 0.643 0.000 0.009 0.837 0.001 0.015 0.834 0.001 0.016 0.595 0.001 0.009 
Зелений 0.671 0.000 0.013 0.850 0.005 0.027 0.887 0.003 0.033 0.612 0.004 0.008 
Синій 0.684 0.001 0.020 0.850 0.004 0.042 0.879 0.001 0.048 0.623 0.003 0.033 
Метрика 
INs 




Червоний 0.644 0.000 0.034 0.841 0.001 0.017 0.837 0.001 0.023 0.596 0.000 0.026 
Зелений 0.673 0.000 0.020 0.853 0.005 0.015 0.889 0.003 0.012 0.613 0.004 0.035 
Синій 0.687 0.001 0.049 0.853 0.004 0.023 0.882 0.001 0.038 0.625 0.003 0.008 
Метрика 
MNs 




Червоний 0.641 0.000 0.031 0.833 0.001 0.018 0.831 0.001 0.037 0.594 0.001 0.027 
Зелений 0.668 0.000 0.008 0.848 0.005 0.028 0.885 0.003 0.037 0.611 0.004 0.034 





Таблиця Е.3г – Значення метрик 𝐴𝐴𝐶, 𝑀𝐶𝐶, 𝐼𝑁𝐹 і 𝑀𝑁𝐹 для стегодетектору 𝑆𝐷𝑀𝐸𝐴𝑚𝑏𝑎𝑇 при використанні фільтру Вінера 
для обробки окремих\всіх каналів кольору стеганограм з даними, вбудованими в ОПЗК згідно  
багатоетапного методу Хана 
Використані типи  
стегоданих 
Використані  
канали кольору ЦЗ 






MAX MIN STD MAX MIN STD MAX MIN STD MAX MIN STD 
Метрика 
AUC 




Червоний 0.971 0.818 0.037 0.997 0.821 0.029 0.994 0.819 0.043 0.964 0.818 0.021 
Зелений 0.972 0.820 0.006 0.997 0.822 0.022 0.997 0.820 0.025 0.964 0.819 0.009 
Синій 0.975 0.821 0.026 0.996 0.821 0.013 0.996 0.820 0.032 0.964 0.820 0.036 
Метрика 
MCC 




Червоний 0.944 0.641 0.027 0.993 0.647 0.011 0.988 0.639 0.022 0.930 0.638 0.042 
Зелений 0.944 0.643 0.020 0.993 0.653 0.003 0.994 0.642 0.003 0.927 0.638 0.037 
Синій 0.949 0.647 0.021 0.993 0.644 0.038 0.991 0.645 0.043 0.933 0.641 0.029 
Метрика 
INs 




Червоний 0.944 0.646 0.013 0.993 0.651 0.036 0.988 0.643 0.018 0.930 0.642 0.048 
Зелений 0.944 0.647 0.001 0.993 0.656 0.032 0.994 0.645 0.050 0.927 0.642 0.013 
Синій 0.949 0.651 0.046 0.993 0.649 0.021 0.991 0.649 0.011 0.933 0.646 0.046 
Метрика 
MNs 




Червоний 0.943 0.637 0.047 0.993 0.643 0.041 0.988 0.635 0.030 0.929 0.634 0.019 
Зелений 0.944 0.638 0.008 0.993 0.649 0.016 0.994 0.639 0.019 0.927 0.634 0.004 





Таблиця Е.3д – Значення метрик 𝐴𝐴𝐶, 𝑀𝐶𝐶, 𝐼𝑁𝐹 і 𝑀𝑁𝐹 для стегодетектору 𝑆𝐷𝑀𝐸𝐴𝑚𝑏𝑎𝑇 при використанні фільтру Вінера 
для обробки окремих\всіх каналів кольору стеганограм з даними, вбудованими в ОПЗК згідно  
комплексного методу Елайона 
Використані типи  
стегоданих 
Використані  
канали кольору ЦЗ 






MAX MIN STD MAX MIN STD MAX MIN STD MAX MIN STD 
Метрика 
AUC 




Червоний 0.727 0.707 0.002 0.727 0.710 0.012 0.729 0.710 0.044 0.728 0.710 0.038 
Зелений 0.733 0.713 0.036 0.733 0.717 0.023 0.735 0.717 0.045 0.734 0.715 0.017 
Синій 0.689 0.680 0.017 0.690 0.682 0.011 0.690 0.683 0.031 0.691 0.683 0.033 
Метрика 
MCC 




Червоний 0.460 0.425 0.019 0.462 0.428 0.049 0.469 0.428 0.011 0.463 0.430 0.015 
Зелений 0.476 0.431 0.031 0.476 0.443 0.001 0.476 0.441 0.009 0.478 0.440 0.034 
Синій 0.387 0.364 0.001 0.389 0.368 0.027 0.392 0.372 0.002 0.388 0.369 0.026 
Метрика 
INs 




Червоний 0.469 0.433 0.040 0.471 0.436 0.040 0.478 0.437 0.031 0.471 0.438 0.030 
Зелений 0.486 0.439 0.037 0.486 0.452 0.049 0.485 0.448 0.047 0.488 0.448 0.038 
Синій 0.394 0.372 0.041 0.396 0.375 0.003 0.400 0.379 0.018 0.396 0.376 0.029 
Метрика 
MNs 




Червоний 0.451 0.417 0.031 0.454 0.419 0.001 0.460 0.420 0.049 0.456 0.421 0.029 
Зелений 0.467 0.423 0.029 0.468 0.435 0.034 0.467 0.434 0.047 0.468 0.432 0.026 





Таблиця Е.3е – Значення метрик 𝐴𝐴𝐶, 𝑀𝐶𝐶, 𝐼𝑁𝐹 і 𝑀𝑁𝐹 для стегодетектору 𝑆𝐷𝑀𝐸𝐴𝑚𝑏𝑎𝑇 при використанні фільтру Вінера 
для обробки окремих\всіх каналів кольору стеганограм з даними, вбудованими в ОПЗК згідно  
комплексного методу Гунджаля 
Використані типи  
стегоданих 
Використані  
канали кольору ЦЗ 






MAX MIN STD MAX MIN STD MAX MIN STD MAX MIN STD 
Метрика 
AUC 




Червоний 0.934 0.657 0.050 0.932 0.655 0.039 0.931 0.655 0.009 0.938 0.657 0.005 
Зелений 0.857 0.637 0.018 0.852 0.635 0.002 0.854 0.635 0.005 0.858 0.635 0.020 
Синій 0.941 0.655 0.049 0.938 0.653 0.019 0.938 0.653 0.024 0.946 0.653 0.003 
Метрика 
MCC 




Червоний 0.869 0.316 0.044 0.864 0.306 0.036 0.865 0.310 0.045 0.881 0.311 0.022 
Зелений 0.717 0.273 0.023 0.697 0.272 0.011 0.713 0.263 0.005 0.714 0.272 0.050 
Синій 0.882 0.314 0.021 0.881 0.308 0.013 0.879 0.311 0.002 0.893 0.317 0.041 
Метрика 
INs 




Червоний 0.871 0.318 0.006 0.867 0.307 0.024 0.867 0.311 0.039 0.883 0.313 0.045 
Зелений 0.717 0.275 0.015 0.697 0.273 0.031 0.714 0.265 0.016 0.715 0.273 0.007 
Синій 0.884 0.315 0.036 0.882 0.309 0.012 0.881 0.312 0.009 0.895 0.318 0.020 
Метрика 
MNs 




Червоний 0.867 0.315 0.035 0.862 0.305 0.041 0.862 0.309 0.011 0.879 0.310 0.046 
Зелений 0.716 0.271 0.018 0.697 0.270 0.038 0.713 0.261 0.026 0.714 0.270 0.036 




ДОДАТОК Ж  
РЕЗУЛЬТАТИ ПАСИВНОГО СТЕГОАНАЛІЗУ СТЕГАНОГРАМ З 
ДАНИМИ, ВБУДОВАНИМИ В ОБЛАСТІ ПЕРЕТВОРЕННЯ 
ЗОБРАЖЕННЯ-КОНТЕЙНЕРУ, ПРИ ВИКОРИСТАННІ СТРУКТУРНИХ 
СТЕГОДЕТЕКТОРІВ 
Для оцінки робастності стеганограм з даними, вбудованими в ОПЗК згід-
но одноетапних методів Дея та Агарваля, багатоетапних методів Джозефа та 
Хана, а також комплексних методів Елайона та Гунджаля, до методів структур-
ного стегоаналізу ЦЗ було проведено налаштування стегодетекторів 𝑆𝐷𝑃𝑉𝑀
𝑚𝑚𝑚𝑚𝑚, 
𝑆𝐷𝑀𝐶𝐶𝐶𝑀
𝑚𝑚𝑚𝑚𝑚  та 𝑆𝐷𝑀𝐶𝑀
𝑚𝑚𝑚𝑚𝑚 з використанням пакету зі 2500 тестових зображень (табл. 
1.2).  
В якості стегоданих були використані повнокольорові зображення з 
різним ступенем деталізації – «Креслення», «Карта» та «Портрет» (табл. 1.2). 
Ступінь заповнення ∆𝐶 зображення-контейнеру стегоданими змінювалася від 
5% до 25%, з кроком 5%, та від 25% до 95%, з кроком 10%. Значення вагового 
параметру 𝐺 при формуванні стеганограм згідно кожного методу приховання 
повідомлень змінювалися в діапазоні від 𝐺𝑚𝑚𝑛 до 𝐺𝑚𝑎𝑥 з кроком ∆𝐺 (табл. 1.1). 
Кількість ітерацій ПА для комплексних методів Елайона та Гунджаля була 
рівною 𝑁𝑀 = 23, що не є дільником розмірів стегоданих (табл. 1.2) та, відповід-
но, не призводить до зменшення періоду ПА [140]. 
Налаштування статистичних стегодетекторів 𝑆𝐷𝑃𝑉𝑀
𝑚𝑚𝑚𝑚𝑚, 𝑆𝐷𝑀𝐶𝐶𝐶𝑀
𝑚𝑚𝑚𝑚𝑚  і 𝑆𝐷𝑀𝐶𝑀
𝑚𝑚𝑚𝑚𝑚 
проводилося з використанням кореляційних та фрактальних характеристик ЦЗ, 
визначених з використанням розроблених алгоритмів варіограмного (додаток 
В.1), мультифрактального флуктуаційного (додаток В.3) та мультифрактально-
го (додаток В.4) аналізу ЦЗ. 
В роботі розглянуто випадок налаштування структурних СД із застосува-
нням кореляційних та фрактальних характеристик, отриманих як для окремих 
(червоний, зелений, синій канали), так і всіх каналів кольору зображення-кон-
тейнеру, представленого з використанням системи кольору RGB. Для визна-
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чення кореляційних та фрактальних характеристик заповнених ЗК були вико-
ристані стеганограми зі стегоданими типу «Креслення», «Карта» та «Портрет», 
вбудованими в ОПЗК згідно одноетапних, багатоетапних та комплексних 
методів. 
Для інтегральної оцінки ефективності статистичних стегодетекторів в ро-
боті були використані наступні метрики якості: площа під ROC-кривою (Area 
under ROC curve, 𝐴𝐴𝐶), ступінь впливу використовуваного простору ознак на 
точність детектування стеганограм (Informedness, 𝐼𝑁𝐹), ступінь впливу викори-
стовуваного класифікатора на ефективність СД (Markedness, 𝑀𝑁𝐹), коефіцієнт 
кореляції Метьюса (Matthews Correlation Coefficient, 𝑀𝐶𝐶). Значення метрик 
якості роботи стегодетекторів розраховувалися згідно формул (1.12)-(1.15). 
З метою визначення середніх значень та дисперсії значень метрик якості 
𝐴𝐴𝐶, 𝑀𝐶𝐶, 𝐼𝑁𝐹 і 𝑀𝑁𝐹 налаштування та тестування стегодетекторів 𝑆𝐷𝑃𝑉𝑀
𝑚𝑚𝑚𝑚𝑚, 
𝑆𝐷𝑀𝐶𝐶𝐶𝑀
𝑚𝑚𝑚𝑚𝑚  та 𝑆𝐷𝑀𝐶𝑀
𝑚𝑚𝑚𝑚𝑚 повторювалося 10 разів з псевдовипадковим розбиттям ви-
хідного пакету тестових ЦЗ потужністю з 𝐿𝐼 = 2500 на навчальну 𝐼𝑇𝑇(|𝐼𝑇𝑇| =
𝐿𝐼 2⁄ ) та контрольну 𝐼𝐸𝐸(|𝐼𝐸𝐸| = 𝐿𝐼 2⁄ ) вибірки.  
Середні значення метрик 𝐴𝐴𝐶, 𝑀𝐶𝐶, 𝐼𝑁𝐹 і 𝑀𝑁𝐹 для випадків слабкого 
(∆𝐶= 5%, 𝐴𝐴𝐶𝑚𝑚𝑛, 𝑀𝐶𝐶𝑚𝑚𝑛, 𝐼𝑁𝐹𝑚𝑚𝑛, 𝑀𝑁𝐹𝑚𝑚𝑛) при 𝐺 = 𝐺𝑚𝑚𝑛 та сильного 
(∆𝐶= 85%, 𝐴𝐴𝐶𝑚𝑎𝑥, 𝑀𝐶𝐶𝑚𝑎𝑥, 𝐼𝑁𝐹𝑚𝑎𝑥, 𝑀𝑁𝐹𝑚𝑎𝑥) при 𝐺 = 𝐺𝑚𝑎𝑥 заповнення ЗК 
стегоданими, а також середньоквадратичне відхилення 𝑆𝑇𝐷 значень метрик при 
використанні структурних стегодетекторів 𝑆𝐷𝑃𝑉𝑀
𝑚𝑚𝑚𝑚𝑚 (табл. Ж.1), 𝑆𝐷𝑀𝐶𝐶𝐶𝑀
𝑚𝑚𝑚𝑚𝑚  (табл. 
Ж.2) та 𝑆𝐷𝑀𝐶𝑀
𝑚𝑚𝑚𝑚𝑚 (табл. Ж.3) для виявлення стеганограм з даними, вбудованими 
в ОПЗК згідно одноетапних методів Дея та Агарваля, багатоетапних методів 
Джозефа та Хана, а також комплексних методів Елайона та Гунджаля, наведені 





Ж.1 Результати дослідження точності виявлення стеганограм з даними, вбудованими в області 
перетворення зображення-контейнеру, при використанні варіограмного аналізу цифрових зображень 
Таблиця Ж.1а – Значення метрик 𝐴𝐴𝐶, 𝑀𝐶𝐶, 𝐼𝑁𝐹 і 𝑀𝑁𝐹 для стегодетектору 𝑆𝐷𝑃𝑉𝑀
𝑚𝑚𝑚𝑚𝑚 при використанні окремих\всіх 
каналів кольору стеганограм з даними, вбудованими в ОПЗК згідно одноетапного методу Дея 
Використані типи  
Використані            стегоданих 
канали кольору ЦЗ 






MAX MIN STD MAX MIN STD MAX MIN STD MAX MIN STD 
Метрика 
AUC 




Червоний 0.999 0.731 0.014 0.999 0.780 0.026 0.999 0.785 0.009 0.999 0.780 0.019 
Зелений 0.999 0.743 0.028 0.999 0.793 0.049 0.999 0.803 0.006 0.999 0.787 0.041 
Синій 0.999 0.728 0.044 0.999 0.788 0.024 0.999 0.788 0.041 0.999 0.770 0.009 
Метрика 
MCC 




Червоний 0.999 0.224 0.045 0.999 0.238 0.021 0.999 0.272 0.001 0.999 0.238 0.044 
Зелений 0.999 0.249 0.007 0.999 0.271 0.002 0.999 0.304 0.045 0.999 0.277 0.002 
Синій 0.999 0.239 0.042 0.999 0.264 0.015 0.999 0.265 0.026 0.999 0.262 0.034 
Метрика 
INs 




Червоний 0.999 0.283 0.046 0.999 0.321 0.017 0.999 0.355 0.030 0.999 0.337 0.022 
Зелений 0.999 0.325 0.007 0.999 0.364 0.004 0.999 0.415 0.038 0.999 0.374 0.019 
Синій 0.999 0.298 0.025 0.999 0.350 0.026 0.999 0.355 0.043 0.999 0.358 0.049 
Метрика 
MNs 




Червоний 0.999 0.177 0.009 0.999 0.177 0.037 0.999 0.208 0.004 0.999 0.169 0.022 
Зелений 0.999 0.192 0.029 0.999 0.202 0.026 0.999 0.223 0.037 0.999 0.198 0.008 




Таблиця Ж.1б – Значення метрик 𝐴𝐴𝐶, 𝑀𝐶𝐶, 𝐼𝑁𝐹 і 𝑀𝑁𝐹 для стегодетектору 𝑆𝐷𝑃𝑉𝑀
𝑚𝑚𝑚𝑚𝑚 при використанні окремих\всіх 
каналів кольору стеганограм з даними, вбудованими в ОПЗК згідно одноетапного методу Агарваля 
Використані типи  
стегоданих 
Використані  
канали кольору ЦЗ 






MAX MIN STD MAX MIN STD MAX MIN STD MAX MIN STD 
Метрика 
AUC 




Червоний 0.999 0.645 0.045 0.999 0.674 0.028 0.999 0.671 0.011 0.999 0.665 0.038 
Зелений 0.999 0.641 0.012 0.999 0.684 0.045 0.999 0.673 0.011 0.999 0.675 0.021 
Синій 0.999 0.665 0.016 0.999 0.687 0.021 0.999 0.688 0.026 0.999 0.695 0.003 
Метрика 
MCC 




Червоний 0.999 0.180 0.035 0.999 0.259 0.024 0.999 0.247 0.037 0.999 0.234 0.009 
Зелений 0.999 0.198 0.007 0.999 0.267 0.013 0.999 0.247 0.004 0.999 0.273 0.036 
Синій 0.999 0.208 0.044 0.999 0.270 0.046 0.999 0.269 0.042 0.999 0.290 0.027 
Метрика 
INs 




Червоний 0.999 0.198 0.023 0.999 0.270 0.013 0.999 0.260 0.007 0.999 0.268 0.046 
Зелений 0.999 0.216 0.002 0.999 0.280 0.022 0.999 0.256 0.043 0.999 0.316 0.038 
Синій 0.999 0.223 0.038 0.999 0.285 0.035 0.999 0.285 0.010 0.999 0.315 0.044 
Метрика 
MNs 




Червоний 0.999 0.164 0.011 0.999 0.248 0.009 0.999 0.230 0.027 0.999 0.202 0.009 
Зелений 0.999 0.181 0.034 0.999 0.254 0.043 0.999 0.237 0.008 0.999 0.224 0.037 






Таблиця Ж.1в – Значення метрик 𝐴𝐴𝐶, 𝑀𝐶𝐶, 𝐼𝑁𝐹 і 𝑀𝑁𝐹 для стегодетектору 𝑆𝐷𝑃𝑉𝑀
𝑚𝑚𝑚𝑚𝑚 при використанні окремих\всіх 
каналів кольору стеганограм з даними, вбудованими в ОПЗК згідно двоетапного методу Джозефа 
Використані типи  
стегоданих 
Використані  
канали кольору ЦЗ 






MAX MIN STD MAX MIN STD MAX MIN STD MAX MIN STD 
Метрика 
AUC 




Червоний 0.999 0.774 0.025 0.999 0.786 0.007 0.999 0.820 0.035 0.999 0.800 0.025 
Зелений 0.999 0.766 0.021 0.999 0.781 0.004 0.999 0.828 0.031 0.999 0.794 0.024 
Синій 0.999 0.769 0.031 0.999 0.789 0.013 0.999 0.834 0.023 0.999 0.806 0.011 
Метрика 
MCC 




Червоний 0.999 0.437 0.034 0.999 0.447 0.021 0.999 0.474 0.047 0.999 0.457 0.003 
Зелений 0.999 0.432 0.026 0.999 0.446 0.017 0.999 0.485 0.004 0.999 0.468 0.044 
Синій 0.999 0.444 0.015 0.999 0.473 0.027 0.999 0.496 0.014 0.999 0.478 0.012 
Метрика 
INs 




Червоний 0.999 0.472 0.019 0.999 0.490 0.015 0.999 0.516 0.029 0.999 0.503 0.036 
Зелений 0.999 0.474 0.028 0.999 0.492 0.017 0.999 0.532 0.044 0.999 0.517 0.044 
Синій 0.999 0.486 0.044 0.999 0.518 0.043 0.999 0.545 0.023 0.999 0.522 0.047 
Метрика 
MNs 




Червоний 0.999 0.404 0.045 0.999 0.407 0.007 0.999 0.435 0.037 0.999 0.416 0.020 
Зелений 0.999 0.393 0.047 0.999 0.404 0.025 0.999 0.442 0.023 0.999 0.424 0.049 






Таблиця Ж.1г – Значення метрик 𝐴𝐴𝐶, 𝑀𝐶𝐶, 𝐼𝑁𝐹 і 𝑀𝑁𝐹 для стегодетектору 𝑆𝐷𝑃𝑉𝑀
𝑚𝑚𝑚𝑚𝑚 при використанні окремих\всіх 
каналів кольору стеганограм з даними, вбудованими в ОПЗК згідно багатоетапного методу Хана 
Використані типи  
стегоданих 
Використані  
канали кольору ЦЗ 






MAX MIN STD MAX MIN STD MAX MIN STD MAX MIN STD 
Метрика 
AUC 




Червоний 0.999 0.700 0.024 0.999 0.729 0.044 0.999 0.736 0.033 0.999 0.725 0.014 
Зелений 0.999 0.703 0.001 0.999 0.745 0.012 0.999 0.749 0.043 0.999 0.722 0.033 
Синій 0.999 0.703 0.031 0.999 0.744 0.018 0.999 0.751 0.004 0.999 0.723 0.024 
Метрика 
MCC 




Червоний 0.999 0.220 0.026 0.999 0.246 0.007 0.999 0.250 0.002 0.999 0.238 0.037 
Зелений 0.999 0.220 0.036 0.999 0.245 0.044 0.999 0.256 0.042 0.999 0.272 0.028 
Синій 0.999 0.236 0.030 0.999 0.274 0.005 0.999 0.249 0.042 0.999 0.263 0.015 
Метрика 
INs 




Червоний 0.999 0.256 0.022 0.999 0.287 0.030 0.999 0.298 0.027 0.999 0.285 0.044 
Зелений 0.999 0.256 0.012 0.999 0.294 0.029 0.999 0.312 0.047 0.999 0.307 0.022 
Синій 0.999 0.266 0.021 0.999 0.318 0.033 0.999 0.296 0.016 0.999 0.307 0.041 
Метрика 
MNs 




Червоний 0.999 0.188 0.030 0.999 0.205 0.022 0.999 0.210 0.030 0.999 0.200 0.043 
Зелений 0.999 0.190 0.048 0.999 0.204 0.007 0.999 0.208 0.039 0.999 0.221 0.001 






Таблиця Ж.1д – Значення метрик 𝐴𝐴𝐶, 𝑀𝐶𝐶, 𝐼𝑁𝐹 і 𝑀𝑁𝐹 для стегодетектору 𝑆𝐷𝑃𝑉𝑀
𝑚𝑚𝑚𝑚𝑚 при використанні окремих\всіх 
каналів кольору стеганограм з даними, вбудованими в ОПЗК згідно комплексного методу Елайона 
Використані типи  
стегоданих 
Використані  
канали кольору ЦЗ 






MAX MIN STD MAX MIN STD MAX MIN STD MAX MIN STD 
Метрика 
AUC 




Червоний 0.999 0.735 0.040 0.999 0.829 0.075 0.999 0.829 0.015 0.999 0.820 0.030 
Зелений 0.999 0.792 0.078 0.999 0.795 0.091 0.999 0.843 0.025 0.999 0.821 0.061 
Синій 0.999 0.774 0.067 0.999 0.813 0.038 0.999 0.834 0.082 0.999 0.817 0.044 
Метрика 
MCC 




Червоний 0.999 0.246 0.056 0.999 0.250 0.039 0.999 0.298 0.045 0.999 0.283 0.081 
Зелений 0.999 0.266 0.017 0.999 0.313 0.051 0.999 0.335 0.081 0.999 0.302 0.023 
Синій 0.999 0.275 0.084 0.999 0.305 0.019 0.999 0.311 0.045 0.999 0.293 0.075 
Метрика 
INs 




Червоний 0.999 0.302 0.072 0.999 0.321 0.058 0.999 0.374 0.043 0.999 0.341 0.038 
Зелений 0.999 0.371 0.048 0.999 0.383 0.008 0.999 0.452 0.076 0.999 0.417 0.068 
Синій 0.999 0.325 0.051 0.999 0.395 0.053 0.999 0.396 0.045 0.999 0.365 0.085 
Метрика 
MNs 




Червоний 0.999 0.202 0.020 0.999 0.196 0.074 0.999 0.212 0.035 0.999 0.200 0.027 
Зелений 0.999 0.207 0.058 0.999 0.234 0.033 0.999 0.269 0.074 0.999 0.248 0.045 






Таблиця Ж.1е – Значення метрик 𝐴𝐴𝐶, 𝑀𝐶𝐶, 𝐼𝑁𝐹 і 𝑀𝑁𝐹 для стегодетектору 𝑆𝐷𝑃𝑉𝑀
𝑚𝑚𝑚𝑚𝑚 при використанні окремих\всіх 
каналів кольору стеганограм з даними, вбудованими в ОПЗК згідно комплексного методу Гунджаля 
Використані типи  
стегоданих 
Використані  
канали кольору ЦЗ 






MAX MIN STD MAX MIN STD MAX MIN STD MAX MIN STD 
Метрика 
AUC 




Червоний 0.999 0.591 0.006 0.999 0.590 0.018 0.999 0.589 0.028 0.999 0.593 0.018 
Зелений 0.999 0.594 0.049 0.999 0.592 0.033 0.999 0.597 0.034 0.999 0.594 0.038 
Синій 0.999 0.668 0.025 0.999 0.668 0.047 0.999 0.662 0.019 0.999 0.683 0.006 
Метрика 
MCC 




Червоний 0.999 0.150 0.003 0.999 0.149 0.014 0.999 0.141 0.023 0.999 0.144 0.022 
Зелений 0.999 0.152 0.007 0.999 0.150 0.010 0.999 0.152 0.002 0.999 0.151 0.037 
Синій 0.999 0.292 0.045 0.999 0.294 0.022 0.999 0.302 0.037 0.999 0.308 0.013 
Метрика 
INs 




Червоний 0.999 0.167 0.028 0.999 0.164 0.044 0.999 0.157 0.048 0.999 0.164 0.023 
Зелений 0.999 0.176 0.025 0.999 0.168 0.031 0.999 0.170 0.037 0.999 0.172 0.032 
Синій 0.999 0.342 0.003 0.999 0.349 0.010 0.999 0.359 0.047 0.999 0.373 0.007 
Метрика 
MNs 




Червоний 0.999 0.135 0.014 0.999 0.136 0.003 0.999 0.127 0.012 0.999 0.127 0.033 
Зелений 0.999 0.132 0.013 0.999 0.135 0.043 0.999 0.136 0.013 0.999 0.132 0.041 






Ж.2 Результати дослідження точності виявлення стеганограм з даними, вбудованими в області 
перетворення зображення-контейнеру, при використанні мультифрактального флуктуаційного аналізу 
цифрових зображень 
Таблиця Ж.2а – Значення метрик 𝐴𝐴𝐶, 𝑀𝐶𝐶, 𝐼𝑁𝐹 і 𝑀𝑁𝐹 для стегодетектору 𝑆𝐷𝑀𝐶𝐶𝐶𝑀
𝑚𝑚𝑚𝑚𝑚  при використанні окремих\всіх 
каналів кольору стеганограм з даними, вбудованими в ОПЗК згідно одноетапного методу Дея 
Використані типи  
Використані            стегоданих 
канали кольору ЦЗ 






MAX MIN STD MAX MIN STD MAX MIN STD MAX MIN STD 
Метрика 
AUC 




Червоний 0.999 0.983 0.029 0.999 0.985 0.030 0.999 0.987 0.041 0.999 0.987 0.043 
Зелений 0.999 0.982 0.029 0.999 0.986 0.008 0.999 0.987 0.028 0.999 0.986 0.049 
Синій 0.999 0.977 0.043 0.999 0.982 0.009 0.999 0.982 0.013 0.999 0.981 0.046 
Метрика 
MCC 




Червоний 0.999 0.878 0.044 0.999 0.877 0.016 0.999 0.874 0.012 0.999 0.878 0.012 
Зелений 0.999 0.875 0.020 0.999 0.886 0.038 0.999 0.890 0.023 0.999 0.883 0.027 
Синій 0.999 0.852 0.002 0.999 0.857 0.012 0.999 0.858 0.019 0.999 0.859 0.010 
Метрика 
INs 




Червоний 0.999 0.879 0.008 0.999 0.878 0.035 0.999 0.875 0.050 0.999 0.879 0.016 
Зелений 0.999 0.876 0.007 0.999 0.887 0.041 0.999 0.891 0.038 0.999 0.884 0.005 
Синій 0.999 0.854 0.030 0.999 0.859 0.041 0.999 0.859 0.049 0.999 0.860 0.037 
Метрика 
MNs 




Червоний 0.999 0.877 0.016 0.999 0.876 0.015 0.999 0.874 0.026 0.999 0.877 0.027 
Зелений 0.999 0.874 0.020 0.999 0.886 0.026 0.999 0.890 0.003 0.999 0.882 0.017 




Таблиця Ж.2б – Значення метрик 𝐴𝐴𝐶, 𝑀𝐶𝐶, 𝐼𝑁𝐹 і 𝑀𝑁𝐹 для стегодетектору 𝑆𝐷𝑀𝐶𝐶𝐶𝑀
𝑚𝑚𝑚𝑚𝑚  при використанні окремих\всіх 
каналів кольору стеганограм з даними, вбудованими в ОПЗК згідно одноетапного методу Агарваля 
Використані типи  
стегоданих 
Використані  
канали кольору ЦЗ 






MAX MIN STD MAX MIN STD MAX MIN STD MAX MIN STD 
Метрика 
AUC 




Червоний 0.999 0.917 0.048 0.999 0.929 0.045 0.999 0.920 0.011 0.999 0.929 0.029 
Зелений 0.999 0.919 0.045 0.999 0.927 0.012 0.999 0.918 0.020 0.999 0.929 0.040 
Синій 0.999 0.908 0.018 0.999 0.918 0.006 0.999 0.913 0.017 0.999 0.920 0.016 
Метрика 
MCC 




Червоний 0.999 0.691 0.017 0.999 0.705 0.018 0.999 0.682 0.047 0.999 0.701 0.016 
Зелений 0.999 0.686 0.031 0.999 0.694 0.014 0.999 0.662 0.034 0.999 0.702 0.029 
Синій 0.999 0.674 0.040 0.999 0.671 0.046 0.999 0.649 0.048 0.999 0.680 0.041 
Метрика 
INs 




Червоний 0.999 0.695 0.006 0.999 0.708 0.030 0.999 0.685 0.047 0.999 0.706 0.020 
Зелений 0.999 0.691 0.041 0.999 0.699 0.008 0.999 0.667 0.014 0.999 0.705 0.043 
Синій 0.999 0.680 0.001 0.999 0.679 0.042 0.999 0.657 0.031 0.999 0.685 0.031 
Метрика 
MNs 




Червоний 0.999 0.686 0.037 0.999 0.703 0.025 0.999 0.680 0.012 0.999 0.697 0.010 
Зелений 0.999 0.681 0.039 0.999 0.690 0.050 0.999 0.657 0.047 0.999 0.698 0.041 






Таблиця Ж.2в – Значення метрик 𝐴𝐴𝐶, 𝑀𝐶𝐶, 𝐼𝑁𝐹 і 𝑀𝑁𝐹 для стегодетектору 𝑆𝐷𝑀𝐶𝐶𝐶𝑀
𝑚𝑚𝑚𝑚𝑚  при використанні окремих\всіх 
каналів кольору стеганограм з даними, вбудованими в ОПЗК згідно двоетапного методу Джозефа 
Використані типи  
стегоданих 
Використані  
канали кольору ЦЗ 






MAX MIN STD MAX MIN STD MAX MIN STD MAX MIN STD 
Метрика 
AUC 




Червоний 0.999 0.976 0.050 0.999 0.979 0.003 0.999 0.983 0.006 0.999 0.978 0.023 
Зелений 0.999 0.974 0.033 0.999 0.980 0.045 0.999 0.980 0.049 0.999 0.981 0.023 
Синій 0.999 0.969 0.005 0.999 0.976 0.017 0.999 0.975 0.042 0.999 0.975 0.028 
Метрика 
MCC 




Червоний 0.999 0.855 0.031 0.999 0.849 0.006 0.999 0.868 0.023 0.999 0.849 0.035 
Зелений 0.999 0.857 0.028 0.999 0.848 0.016 0.999 0.870 0.016 0.999 0.859 0.044 
Синій 0.999 0.840 0.048 0.999 0.843 0.011 0.999 0.850 0.032 0.999 0.842 0.003 
Метрика 
INs 




Червоний 0.999 0.856 0.033 0.999 0.850 0.003 0.999 0.869 0.029 0.999 0.850 0.023 
Зелений 0.999 0.858 0.026 0.999 0.850 0.014 0.999 0.870 0.030 0.999 0.861 0.048 
Синій 0.999 0.841 0.013 0.999 0.844 0.014 0.999 0.852 0.030 0.999 0.843 0.040 
Метрика 
MNs 




Червоний 0.999 0.854 0.027 0.999 0.847 0.022 0.999 0.867 0.002 0.999 0.847 0.017 
Зелений 0.999 0.855 0.002 0.999 0.846 0.038 0.999 0.869 0.026 0.999 0.857 0.003 






Таблиця Ж.2г – Значення метрик 𝐴𝐴𝐶, 𝑀𝐶𝐶, 𝐼𝑁𝐹 і 𝑀𝑁𝐹 для стегодетектору 𝑆𝐷𝑀𝐶𝐶𝐶𝑀
𝑚𝑚𝑚𝑚𝑚  при використанні окремих\всіх 
каналів кольору стеганограм з даними, вбудованими в ОПЗК згідно багатоетапного методу Хана 
Використані типи  
стегоданих 
Використані  
канали кольору ЦЗ 






MAX MIN STD MAX MIN STD MAX MIN STD MAX MIN STD 
Метрика 
AUC 




Червоний 0.999 0.940 0.010 0.999 0.951 0.009 0.999 0.951 0.004 0.999 0.945 0.042 
Зелений 0.999 0.942 0.021 0.999 0.947 0.046 0.999 0.950 0.003 0.999 0.941 0.039 
Синій 0.999 0.936 0.008 0.999 0.947 0.003 0.999 0.941 0.031 0.999 0.933 0.014 
Метрика 
MCC 




Червоний 0.999 0.729 0.018 0.999 0.715 0.032 0.999 0.734 0.035 0.999 0.690 0.016 
Зелений 0.999 0.741 0.047 0.999 0.724 0.033 0.999 0.727 0.017 0.999 0.695 0.041 
Синій 0.999 0.724 0.001 0.999 0.710 0.043 0.999 0.703 0.047 0.999 0.674 0.041 
Метрика 
INs 




Червоний 0.999 0.740 0.031 0.999 0.730 0.041 0.999 0.745 0.048 0.999 0.710 0.029 
Зелений 0.999 0.752 0.027 0.999 0.737 0.026 0.999 0.740 0.004 0.999 0.714 0.014 
Синій 0.999 0.734 0.033 0.999 0.726 0.035 0.999 0.716 0.010 0.999 0.693 0.035 
Метрика 
MNs 




Червоний 0.999 0.718 0.005 0.999 0.700 0.027 0.999 0.721 0.046 0.999 0.670 0.022 
Зелений 0.999 0.730 0.044 0.999 0.711 0.035 0.999 0.714 0.039 0.999 0.677 0.022 






Таблиця Ж.2д – Значення метрик 𝐴𝐴𝐶, 𝑀𝐶𝐶, 𝐼𝑁𝐹 і 𝑀𝑁𝐹 для стегодетектору 𝑆𝐷𝑀𝐶𝐶𝐶𝑀
𝑚𝑚𝑚𝑚𝑚  при використанні окремих\всіх 
каналів кольору стеганограм з даними, вбудованими в ОПЗК згідно комплексного методу Елайона 
Використані типи  
стегоданих 
Використані  
канали кольору ЦЗ 






MAX MIN STD MAX MIN STD MAX MIN STD MAX MIN STD 
Метрика 
AUC 




Червоний 0.999 0.768 0.034 0.999 0.778 0.033 0.999 0.776 0.031 0.999 0.784 0.030 
Зелений 0.999 0.761 0.045 0.999 0.773 0.045 0.999 0.772 0.029 0.999 0.773 0.006 
Синій 0.999 0.756 0.045 0.999 0.778 0.027 0.999 0.762 0.035 0.999 0.764 0.040 
Метрика 
MCC 




Червоний 0.999 0.462 0.013 0.999 0.454 0.049 0.999 0.450 0.026 0.999 0.451 0.004 
Зелений 0.999 0.475 0.034 0.999 0.455 0.002 0.999 0.457 0.002 0.999 0.458 0.003 
Синій 0.999 0.456 0.007 0.999 0.454 0.016 0.999 0.442 0.041 0.999 0.444 0.007 
Метрика 
INs 




Червоний 0.999 0.478 0.010 0.999 0.471 0.018 0.999 0.467 0.042 0.999 0.467 0.005 
Зелений 0.999 0.506 0.007 0.999 0.478 0.015 0.999 0.480 0.012 0.999 0.483 0.012 
Синій 0.999 0.475 0.029 0.999 0.471 0.006 0.999 0.458 0.029 0.999 0.459 0.012 
Метрика 
MNs 




Червоний 0.999 0.446 0.041 0.999 0.438 0.007 0.999 0.434 0.002 0.999 0.435 0.043 
Зелений 0.999 0.446 0.036 0.999 0.434 0.017 0.999 0.435 0.003 0.999 0.435 0.035 






Таблиця Ж.2е – Значення метрик 𝐴𝐴𝐶, 𝑀𝐶𝐶, 𝐼𝑁𝐹 і 𝑀𝑁𝐹 для стегодетектору 𝑆𝐷𝑀𝐶𝐶𝐶𝑀
𝑚𝑚𝑚𝑚𝑚  при використанні окремих\всіх 
каналів кольору стеганограм з даними, вбудованими в ОПЗК згідно комплексного методу Гунджаля 
Використані типи  
стегоданих 
Використані  
канали кольору ЦЗ 






MAX MIN STD MAX MIN STD MAX MIN STD MAX MIN STD 
Метрика 
AUC 




Червоний 0.999 0.959 0.026 0.999 0.963 0.038 0.999 0.963 0.040 0.999 0.964 0.010 
Зелений 0.999 0.958 0.016 0.999 0.963 0.045 0.999 0.958 0.025 0.999 0.960 0.006 
Синій 0.999 0.975 0.033 0.999 0.977 0.036 0.999 0.977 0.033 0.999 0.977 0.015 
Метрика 
MCC 




Червоний 0.999 0.798 0.007 0.999 0.802 0.047 0.999 0.796 0.012 0.999 0.795 0.021 
Зелений 0.999 0.804 0.001 0.999 0.796 0.013 0.999 0.803 0.030 0.999 0.791 0.016 
Синій 0.999 0.859 0.048 0.999 0.858 0.027 0.999 0.853 0.006 0.999 0.855 0.035 
Метрика 
INs 




Червоний 0.999 0.800 0.006 0.999 0.803 0.013 0.999 0.798 0.042 0.999 0.798 0.020 
Зелений 0.999 0.805 0.023 0.999 0.798 0.013 0.999 0.803 0.046 0.999 0.793 0.015 
Синій 0.999 0.861 0.033 0.999 0.860 0.046 0.999 0.855 0.025 0.999 0.856 0.015 
Метрика 
MNs 




Червоний 0.999 0.796 0.038 0.999 0.800 0.015 0.999 0.794 0.033 0.999 0.793 0.030 
Зелений 0.999 0.802 0.028 0.999 0.794 0.030 0.999 0.802 0.046 0.999 0.788 0.014 






Ж.3 Результати дослідження точності виявлення стеганограм з даними, вбудованими в області 
перетворення зображення-контейнеру, при використанні мультифрактального аналізу цифрових зображень 
Таблиця Ж.3а – Значення метрик 𝐴𝐴𝐶, 𝑀𝐶𝐶, 𝐼𝑁𝐹 і 𝑀𝑁𝐹 для стегодетектору 𝑆𝐷𝑀𝐶𝑀
𝑚𝑚𝑚𝑚𝑚 при використанні окремих\всіх 
каналів кольору стеганограм з даними, вбудованими в ОПЗК згідно одноетапного методу Дея 
Використані типи  
Використані            стегоданих 
канали кольору ЦЗ 






MAX MIN STD MAX MIN STD MAX MIN STD MAX MIN STD 
Метрика 
AUC 




Червоний 0.999 0.987 0.022 0.999 0.988 0.034 0.999 0.993 0.020 0.999 0.996 0.025 
Зелений 0.999 0.989 0.035 0.999 0.988 0.036 0.999 0.989 0.014 0.999 0.993 0.032 
Синій 0.999 0.986 0.013 0.999 0.986 0.033 0.999 0.990 0.008 0.999 0.998 0.011 
Метрика 
MCC 




Червоний 0.999 0.873 0.027 0.998 0.875 0.019 0.999 0.904 0.019 0.999 0.932 0.049 
Зелений 0.999 0.877 0.014 0.998 0.878 0.029 0.999 0.886 0.007 0.999 0.904 0.042 
Синій 0.997 0.874 0.047 0.998 0.870 0.006 0.999 0.893 0.022 0.998 0.943 0.025 
Метрика 
INs 




Червоний 0.999 0.874 0.020 0.998 0.878 0.049 0.999 0.905 0.031 0.999 0.933 0.037 
Зелений 0.999 0.878 0.001 0.998 0.880 0.014 0.999 0.887 0.001 0.999 0.905 0.012 
Синій 0.997 0.875 0.034 0.998 0.872 0.030 0.999 0.894 0.029 0.998 0.943 0.048 
Метрика 
MNs 




Червоний 0.999 0.872 0.049 0.998 0.872 0.009 0.999 0.903 0.012 0.999 0.932 0.030 
Зелений 0.999 0.876 0.003 0.998 0.876 0.010 0.999 0.886 0.022 0.999 0.903 0.009 




Таблиця Ж.3б – Значення метрик 𝐴𝐴𝐶, 𝑀𝐶𝐶, 𝐼𝑁𝐹 і 𝑀𝑁𝐹 для стегодетектору 𝑆𝐷𝑀𝐶𝑀
𝑚𝑚𝑚𝑚𝑚 при використанні окремих\всіх 
каналів кольору стеганограм з даними, вбудованими в ОПЗК згідно одноетапного методу Агарваля 
Використані типи  
стегоданих 
Використані  
канали кольору ЦЗ 






MAX MIN STD MAX MIN STD MAX MIN STD MAX MIN STD 
Метрика 
AUC 




Червоний 0.989 0.940 0.038 0.992 0.944 0.045 0.995 0.941 0.028 0.994 0.934 0.027 
Зелений 0.999 0.963 0.018 0.996 0.971 0.030 0.999 0.970 0.014 0.999 0.976 0.022 
Синій 0.992 0.970 0.034 0.993 0.969 0.017 0.996 0.975 0.012 0.997 0.967 0.014 
Метрика 
MCC 




Червоний 0.909 0.775 0.032 0.920 0.777 0.022 0.928 0.754 0.008 0.931 0.714 0.038 
Зелений 0.967 0.859 0.028 0.957 0.861 0.045 0.978 0.853 0.048 0.980 0.849 0.038 
Синій 0.942 0.855 0.011 0.932 0.828 0.002 0.947 0.848 0.047 0.947 0.825 0.029 
Метрика 
INs 




Червоний 0.910 0.782 0.011 0.920 0.783 0.036 0.928 0.764 0.036 0.931 0.725 0.032 
Зелений 0.968 0.862 0.019 0.957 0.864 0.009 0.978 0.857 0.009 0.980 0.855 0.006 
Синій 0.942 0.858 0.045 0.932 0.832 0.017 0.947 0.853 0.018 0.947 0.829 0.025 
Метрика 
MNs 




Червоний 0.909 0.769 0.020 0.920 0.771 0.016 0.927 0.744 0.018 0.930 0.704 0.005 
Зелений 0.967 0.856 0.016 0.957 0.858 0.020 0.977 0.849 0.016 0.980 0.843 0.007 






Таблиця Ж.3в – Значення метрик 𝐴𝐴𝐶, 𝑀𝐶𝐶, 𝐼𝑁𝐹 і 𝑀𝑁𝐹 для стегодетектору 𝑆𝐷𝑀𝐶𝑀
𝑚𝑚𝑚𝑚𝑚 при використанні окремих\всіх 
каналів кольору стеганограм з даними, вбудованими в ОПЗК згідно двоетапного методу Джозефа 
Використані типи  
стегоданих 
Використані  
канали кольору ЦЗ 






MAX MIN STD MAX MIN STD MAX MIN STD MAX MIN STD 
Метрика 
AUC 




Червоний 0.999 0.968 0.043 0.999 0.992 0.041 0.999 0.979 0.032 0.999 0.989 0.016 
Зелений 0.999 0.969 0.046 0.999 0.984 0.043 0.999 0.976 0.013 0.999 0.975 0.007 
Синій 0.999 0.962 0.035 0.999 0.979 0.039 0.999 0.979 0.004 0.999 0.969 0.034 
Метрика 
MCC 




Червоний 0.998 0.805 0.011 0.999 0.903 0.023 0.999 0.832 0.029 0.999 0.893 0.008 
Зелений 0.999 0.800 0.029 0.999 0.854 0.038 0.999 0.837 0.047 0.999 0.835 0.007 
Синій 0.997 0.817 0.041 0.999 0.835 0.005 0.999 0.850 0.003 0.999 0.797 0.024 
Метрика 
INs 




Червоний 0.998 0.808 0.049 0.999 0.905 0.013 0.999 0.835 0.014 0.999 0.894 0.028 
Зелений 0.999 0.804 0.004 0.999 0.855 0.026 0.999 0.839 0.041 0.999 0.836 0.002 
Синій 0.997 0.817 0.016 0.999 0.837 0.049 0.999 0.851 0.010 0.999 0.798 0.003 
Метрика 
MNs 




Червоний 0.998 0.803 0.003 0.999 0.901 0.016 0.999 0.829 0.020 0.999 0.893 0.023 
Зелений 0.999 0.797 0.036 0.999 0.853 0.015 0.999 0.836 0.041 0.999 0.834 0.019 






Таблиця Ж.3г – Значення метрик 𝐴𝐴𝐶, 𝑀𝐶𝐶, 𝐼𝑁𝐹 і 𝑀𝑁𝐹 для стегодетектору 𝑆𝐷𝑀𝐶𝑀
𝑚𝑚𝑚𝑚𝑚 при використанні окремих\всіх 
каналів кольору стеганограм з даними, вбудованими в ОПЗК згідно багатоетапного методу Хана 
Використані типи  
стегоданих 
Використані  
канали кольору ЦЗ 






MAX MIN STD MAX MIN STD MAX MIN STD MAX MIN STD 
Метрика 
AUC 




Червоний 0.999 0.962 0.027 0.999 0.969 0.050 0.999 0.975 0.028 0.999 0.958 0.050 
Зелений 0.999 0.963 0.036 0.999 0.969 0.040 0.999 0.974 0.009 0.999 0.964 0.048 
Синій 0.999 0.955 0.044 0.999 0.967 0.021 0.999 0.970 0.025 0.999 0.960 0.027 
Метрика 
MCC 




Червоний 0.988 0.860 0.033 0.998 0.873 0.025 0.996 0.852 0.050 0.985 0.843 0.006 
Зелений 0.991 0.874 0.049 0.996 0.887 0.040 0.997 0.866 0.043 0.989 0.851 0.003 
Синій 0.986 0.865 0.004 0.998 0.865 0.018 0.997 0.869 0.048 0.980 0.846 0.015 
Метрика 
INs 




Червоний 0.988 0.860 0.021 0.998 0.874 0.030 0.996 0.852 0.020 0.985 0.844 0.027 
Зелений 0.991 0.874 0.015 0.996 0.888 0.046 0.997 0.866 0.047 0.989 0.852 0.045 
Синій 0.986 0.865 0.013 0.998 0.866 0.010 0.997 0.869 0.024 0.980 0.846 0.027 
Метрика 
MNs 




Червоний 0.988 0.860 0.050 0.998 0.873 0.037 0.996 0.852 0.020 0.984 0.842 0.027 
Зелений 0.991 0.873 0.009 0.996 0.887 0.002 0.997 0.866 0.035 0.989 0.849 0.036 






Таблиця Ж.3д – Значення метрик 𝐴𝐴𝐶, 𝑀𝐶𝐶, 𝐼𝑁𝐹 і 𝑀𝑁𝐹 для стегодетектору 𝑆𝐷𝑀𝐶𝑀
𝑚𝑚𝑚𝑚𝑚 при використанні окремих\всіх 
каналів кольору стеганограм з даними, вбудованими в ОПЗК згідно комплексного методу Елайона 
Використані типи  
стегоданих 
Використані  
канали кольору ЦЗ 






MAX MIN STD MAX MIN STD MAX MIN STD MAX MIN STD 
Метрика 
AUC 




Червоний 0.980 0.954 0.007 0.983 0.954 0.042 0.981 0.954 0.027 0.982 0.955 0.036 
Зелений 0.971 0.924 0.024 0.977 0.938 0.031 0.973 0.938 0.027 0.976 0.940 0.018 
Синій 0.973 0.950 0.013 0.983 0.954 0.019 0.980 0.956 0.016 0.979 0.950 0.039 
Метрика 
MCC 




Червоний 0.898 0.824 0.033 0.894 0.820 0.039 0.896 0.817 0.009 0.896 0.821 0.022 
Зелений 0.877 0.785 0.008 0.879 0.785 0.023 0.871 0.785 0.005 0.875 0.783 0.002 
Синій 0.885 0.816 0.014 0.894 0.820 0.041 0.883 0.821 0.023 0.887 0.816 0.002 
Метрика 
INs 




Червоний 0.898 0.825 0.010 0.894 0.821 0.021 0.896 0.817 0.046 0.896 0.821 0.030 
Зелений 0.878 0.785 0.016 0.880 0.785 0.017 0.871 0.785 0.032 0.875 0.783 0.012 
Синій 0.885 0.817 0.044 0.894 0.821 0.030 0.883 0.822 0.015 0.887 0.817 0.042 
Метрика 
MNs 




Червоний 0.898 0.824 0.020 0.893 0.820 0.035 0.896 0.816 0.010 0.896 0.821 0.048 
Зелений 0.877 0.784 0.009 0.879 0.784 0.019 0.871 0.784 0.023 0.874 0.782 0.024 






Таблиця Ж.3е – Значення метрик 𝐴𝐴𝐶, 𝑀𝐶𝐶, 𝐼𝑁𝐹 і 𝑀𝑁𝐹 для стегодетектору 𝑆𝐷𝑀𝐶𝑀
𝑚𝑚𝑚𝑚𝑚 при використанні окремих\всіх 
каналів кольору стеганограм з даними, вбудованими в ОПЗК згідно комплексного методу Гунджаля 
Використані типи  
стегоданих 
Використані  
канали кольору ЦЗ 






MAX MIN STD MAX MIN STD MAX MIN STD MAX MIN STD 
Метрика 
AUC 




Червоний 0.999 0.983 0.027 0.999 0.986 0.040 0.999 0.984 0.024 0.999 0.985 0.041 
Зелений 0.992 0.970 0.038 0.991 0.968 0.050 0.992 0.961 0.043 0.994 0.966 0.031 
Синій 0.999 0.980 0.017 0.999 0.981 0.049 0.999 0.982 0.002 0.999 0.984 0.037 
Метрика 
MCC 




Червоний 0.967 0.895 0.032 0.971 0.896 0.012 0.969 0.893 0.049 0.969 0.894 0.003 
Зелений 0.917 0.835 0.046 0.917 0.827 0.001 0.911 0.830 0.014 0.929 0.833 0.048 
Синій 0.972 0.897 0.008 0.971 0.897 0.030 0.974 0.890 0.007 0.973 0.900 0.025 
Метрика 
INs 




Червоний 0.967 0.895 0.029 0.971 0.896 0.020 0.969 0.893 0.045 0.969 0.895 0.037 
Зелений 0.917 0.836 0.022 0.917 0.828 0.044 0.911 0.831 0.031 0.929 0.834 0.042 
Синій 0.972 0.898 0.044 0.971 0.898 0.027 0.974 0.891 0.045 0.973 0.901 0.008 
Метрика 
MNs 




Червоний 0.967 0.894 0.009 0.971 0.895 0.010 0.969 0.892 0.038 0.969 0.894 0.031 
Зелений 0.917 0.835 0.032 0.916 0.826 0.022 0.910 0.829 0.017 0.928 0.832 0.047 
Синій 0.971 0.896 0.031 0.971 0.896 0.048 0.974 0.889 0.021 0.973 0.899 0.042 
 
