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PLANIFICACIO´N DE INTELIGENCIA ARTIFICIAL Y
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Nu´mero de pa´ginas: 119.
OBJETIVOS Y ME´TODO DE ESTUDIO: En este proyecto de investigacio´n se plantea y
desarrolla un problema de generacio´n de rutas de aprendizaje para estudiantes y se anali-
zan los me´todos de solucio´n. Se realiza el ana´lisis de complejidad de nuestro problema,
demostrando que el problema de planificacio´n educativa es NP-completo. Para generar
las rutas de aprendizaje representamos el plan de estudios, ası´ como la informacio´n del
estudiante, en modelos de planificacio´n de inteligencia artificial que utilizan para su so-
lucio´n, algoritmos de propo´sito especial llamados planificadores ası´ como, la realizacio´n
XIV
RESUMEN XV
de un modelo de programacio´n matema´tica para conocer las soluciones o´ptimas de las
instancias generadas. Los planificadores seleccionados para dar solucio´n a los modelos de
planificacio´n son SGPLAN y LPG. El solver utilizado para resolver los modelos de pro-
gramacio´n matema´tica es GAMS utilizando CPLEX. Se realiza una metodologı´a hı´brida
la cual combina planificacio´n de IA y programacio´n matema´tica para obtener mejores
soluciones.
CONTRIBUCIONES Y CONCLUSIONES: Disen˜o de un modelo de planificacio´n en PDDL
y un modelo de programacio´n matema´tica para representar el problema de planificacio´n
educativa (generacio´n de rutas de aprendizaje). Realizacio´n de un ana´lisis de comple-
jidad de nuestro problema, demostrando que el problema de planificacio´n educativa es
NP-completo. Ana´lisis de dos algoritmos de planificacio´n (LPG y SGPLAN) para la re-
solucio´n del problema de planificacio´n educativa. Combinacio´n de dos metodologı´as de
solucio´n: planificacio´n de IA y programacio´n matema´tica para la generacio´n de rutas de
aprendizaje. Como conclusio´n podemos decir que: la realizacio´n de comprobacio´n de la
complejidad de nuestro problema nos permite inferir en la importancia y relevancia de
resolucio´n del mismo. El disen˜o del modelo de planificacio´n en PDDL representa correc-
tamente el problema de generacio´n de rutas de aprendizaje, sin embargo, los algoritmos de
planificacio´n presentan ciertas limitantes en la calidad de solucio´n de los planes, presen-
tando un GAP muy grande. Por su parte, el disen˜o del modelo de programacio´n matema´ti-
ca nos permite conocer las soluciones o´ptimas de las instancias generadas en cuanto a la
seleccio´n de actividades de aprendizaje que minimicen el tiempo total (funcio´n objetivo
establecida en la experimentacio´n), olvidando la ordenacio´n de dichas actividades. Com-
binando ambas metodologı´as (planificacio´n de IA y modelacio´n matema´tica) nos permite
obtener mejores soluciones.
Firma del asesor:




Las trayectorias de aprendizaje son lo que la IMS (Instructional Management Sys-
tem Proyect)[39] define como Disen˜o de aprendizaje (Learning Design) que son ba´si-
camente un plan de actividades educativas que se llevan a cabo con cierto orden con la
finalidad de cumplir ciertos objetivos de aprendizaje.
En este proyecto de investigacio´n se plantea un problema de generacio´n de trayec-
torias de aprendizaje para estudiantes y se analizan los me´todos de solucio´n.
Se realiza el ana´lisis de complejidad de nuestro problema, demostrando que el pro-
blema de planificacio´n educativa es NP-completo.
Para generar las trayectorias aprendizaje representamos el plan de estudios, ası´ como
la informacio´n del estudiante, en modelos de planificacio´n de inteligencia artificial que
utilizan para su solucio´n, algoritmos de propo´sito especial llamados planificadores.
En experimentaciones previas hemos observado que estos algoritmos de planifica-
cio´n tienen dificultad para calcular las trayectorias de aprendizaje (serie de actividades
de aprendizaje o planes educativos) automatizadas para estudiantes [29]. Ası´ que reali-
zamos experimentaciones adicionales (vea la seccio´n de experimentacio´n) para encontrar
aquellas propiedades que dificultan la resolucio´n de los modelos de planificacio´n. En es-
ta experimentacio´n se sen˜alan tres propiedades importantes: el taman˜o de las instancias,
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la presencia de relaciones habilitantes (representan la precedencia) y la consideracio´n de
acumulacio´n de me´tricas en los modelos de planificacio´n.
Con la finalidad de conocer la calidad de las soluciones obtenidas por los algorit-
mos de planificacio´n se desarrollo´ un modelo matema´tico. Dicho modelo no contempla
el o´rden de las actividades de aprendizaje, so´lo la seleccio´n de aquellas que minimizen
el tiempo total (consideramos esta funcio´n objetivo para la experimentacio´n). Adema´s de
lo anterior se omitio´ la estructura jera´rquica, considerando que la acumulacio´n de calidad
so´lo es en el nivel de los subtemas de una materia y se modela una sola materia (veremos
a detalle en la seccio´n de metodologı´a). Los resultados del modelo matema´tico bajo estas
condiciones fueron muy buenos.
Tomando en cuenta que este modelo matema´tico nos permite conocer las soluciones
o´ptimas de las instancias, en cuanto a la seleccio´n de aquellas actividades de aprendizaje
que minimizan el tiempo total que el estudiante puede dedicar a ellas, consideramos estas
soluciones como entrada a los modelos de planificacio´n. La intencio´n es ayudar a los
algoritmos de planificacio´n para que obtengan mejores soluciones.
En las siguientes secciones se describe el problema, su relevancia y objetivos. En los
siguientes capı´tulos se vera´ el estado del arte, marco teo´rico, el planteamiento de ambos
modelos desarrollados (modelo de planificacio´n de IA y modelo matema´tico), compleji-
dad y la experimentacio´n realizada.
1.2 DESCRIPCIO´N DEL PROBLEMA
Considerando que se tiene un programa acade´mico, queremos generar una secuencia
ordenada de actividades de aprendizaje para el estudiante que le permitan minimizar el
tiempo total que puede dedicar a dichas actividades. Es decir, queremos generar planes
de estudio que el estudiante pueda realizar de manera que lo guı´en durante su trayectoria
escolar teniendo una medida de desempen˜o mı´nima-ma´xima y considerando optimizar el
tiempo total. A este problema le llamamos Problema de Planificacio´n Educativa(PPE)
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El objetivo general de nuestros modelos es representar el plan de estudios y los ob-
jetivos de aprendizaje que los estudiantes deben cumplir tal que los algoritmos de plani-
ficacio´n de dominio independiente puedan generar planes educativos personalizados que,
en la cantidad mı´nima de tiempo, permita a los estudiantes alcanzar con e´xito los obje-
tivos de aprendizaje curricular. El disen˜o de nuestros modelos nos permite incluir en el
objetivo las preferencias del usuario. Por ejemplo, podemos requerir calcular un plan que
alcanza la nota mı´nima aprobatoria en la cantidad mı´nima de tiempo, donde el nivel de
logro es definida por el usuario. Tal grado de libertad nos permite codificar las preferen-
cias del usuario en te´rminos de requisitos de objetivos, por tanto la personalizacio´n de las
trayectorias de aprendizaje.
1.3 RELEVANCIA DEL PROBLEMA
Investigaciones recientes reportan la importancia de personalizar el entorno de apren-
dizaje de los estudiantes[13], de administrar su propio estudio [38] y de utilizar las aplica-
ciones tecnolo´gicas sosteniendo que el alumno tiende aprender mejor cuando e´stas esta´n
directamente relacionadas al curriculum que tienen que cubrir [45].
Se ha observado que los problemas de aprendizaje no son situaciones que surgen de
forma inesperada ([35]), por lo que creemos que es importante analizar las trayectorias de
aprendizaje de los estudiantes para implementar acciones preventivas y promover ha´bitos
de estudio. De hecho, el Instituto de Ciencias de la Educacio´n (Institute of Education
Sciences (IES)) de Estados Unidos recomienda personalizar el entorno acade´mico y el
proceso de instruccio´n de los estudiantes ([13]).
La tecnologı´a podrı´a desempen˜ar un papel crucial para lograr tales recomendacio-
nes. Tecnologı´as que otorgan a los estudiantes un mayor acceso al plan de estudios, que
les permiten establecer sus propios objetivos de aprendizaje teniendo en cuenta sus pre-
ferencias de aprendizaje y las limitaciones de tiempo, y que consideran los recursos del
sistema escolar ([45]) podrı´a facilitar el proceso de aprendizaje a trave´s del tiempo.
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Para promover el progreso de tal tecnologı´a, nuestro trabajo presenta un formalismo
de Planificacio´n de Inteligencia Artificial (IA) flexible que define los conceptos necesa-
rios para construir y organizar las trayectorias de aprendizaje personalizadas (es decir, los
planes de aprendizaje). La Planificacio´n de IA es, en general, el proceso de sintetizar un
curso de acciones que, si se ejecutan desde un estado inicial especı´fico, se obtendra´n un
conjunto de objetivos ([42, 21]. Tenga en cuenta que el disen˜o de trayectorias de apren-
dizaje podrı´a ser visto como un problema de planificacio´n de IA, donde los objetivos de
aprendizaje se correlacionan con los objetivos de planificacio´n y las actividades de apren-
dizaje a las acciones. El problema es entonces generar planes (trayectorias de aprendizaje)
que permitan alcanzar los objetivos de aprendizaje que los estudiantes deben completar
en el cumplimiento de las restricciones del sistema y las preferencias de los usuarios.
Codificamos nuestros modelos utilizando un formalismo esta´ndar de representacio´n
del conocimiento de IA, el lenguaje de definicio´n de dominios de Planificacio´n (PDDL -
[15]), esto significa que podemos aprovechar los algoritmos de planificacio´n disponibles y
el apoyo fuerte y activo de la comunidad de investigacio´n en el a´rea. Obviamente, necesi-
tamos herramientas que pueden facilitar la generacio´n de nuestros modelos para el usuario
final. Afortunadamente, podemos aprovechar el trabajo sobre la validacio´n y verificacio´n
de los dominios de planificacio´n (Orlandini et al. 2013), e ingenierı´a del conocimiento de
la planificacio´n (Vaquero et al. 2013) para apoyar tal tarea.
En este trabajo se presentan los conceptos teo´ricos que apoyan nuestros modelos
de planificacio´n. Desarrollamos un ejemplo de co´mo es que nuestro formalismo genera
las trayectorias de aprendizaje. Realizamos un estudio para demostrar la complejidad de
nuestro problema. Desarrollamos un modelo de programacio´n matema´tica para evaluar la
optimalidad de las trayectorias de aprendizaje generadas por los modelos de planificacio´n.
Analizamos las propiedades de nuestros modelos para identificar aquellas que aumentan
la complejidad de solucio´n. Llevamos a cabo un ana´lisis del comportamiento de los algo-
ritmos de planificacio´n para dar solucio´n a los modelos. Y con el objeto de mejorar las
solciones dadas por los algoritmos de planificacio´n, utilizamos las soluciones del modelo
matema´tico en el modelo de planificacio´n.
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1.4 OBJETIVOS
El objetivo de esta investigacio´n es el estudio de un problema de generacio´n de
trayectorias de aprendizaje para estudiantes ası´ como sus me´todos de solucio´n. Desa-
rrollando dos modelos: un modelo de planificacio´n de inteligencia artificial y un modelo
matema´tico. Presentando un ana´lisis de dos algoritmos de planificacio´n que se utilizan
para dar solucio´n a los modelos de planificacio´n. Ası´ como una metodologı´a hı´brida que
utiliza las soluciones del modelo mate´matico para incluirlas en el modelo de planificacio´n
con la finalidad de obtener mejores soluciones.
1.4.1 OBJETIVOS ESPECI´FICOS
Desarrollo de un modelo de planificacio´n de Inteligencia Artificial en el lenguaje
PDDL que representa el problema de planificacio´n educativa con la finalidad de
obtener las trayectorias de aprendizaje.
Realizacio´n de un estudio para demostrar la complejidad de nuestro problema.
Experimentacio´n del comportamiento de dos algoritmos de planificacio´n seleccio-
nados para dar solucio´n al modelo de planificacio´n.
Ana´lisis de las propiedades de nuestros modelos que aumentan la complejidad de
solucio´n.
Analizamos las propiedades de nuestros modelos para identificar aquellas que au-
mentan la complejidad de solucio´n.
Desarrollo de un modelo matema´tico de programacio´n lineal entera mixta para la
seleccio´n de actividades de aprendizaje que minimicen el tiempo total. Se utiliza
para conocer la calidad de las soluciones de los modelos de planificacio´n en cuanto a
la seleccio´n de aquellas actividades que cumplan con la funcio´n objetivo (minimizar
el tiempo total).
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Realizar una metodologı´a hı´brida en la cual se considere la utilizacio´n de la progra-
macio´n matema´tica y la planificacio´n de inteligencia artificial. Dicha metodologı´a
explotarı´a las bondades de ambas ramas de la investigacio´n. En donde se puede uti-
lizar la programacio´n matema´tica para la seleccio´n de actividades y la planificacio´n




La generacio´n de trayectorias de aprendizaje (es decir, secuencias de actividades de
aprendizaje) a trave´s de materiales de aprendizaje se ha estudiado de manera diferente por
varios campos de investigacio´n y aplicacio´n, tales como los Sistemas Tutores Inteligentes
(ITS - Intelligent Tutoring Systems) ([47],[48], [49]), Sistemas Adaptativos Educativos
Hipermedia (AEHS-Adaptive Educational Hypermedia Systems) ([25], [4]), Inteligencia
Artificial (IA) ([12],[14], [6, 7], [19, 17], [32]), Sistemas Gestores de Aprendizaje (LMS)
([26, 27], [5]), y los Entornos Virtuales de Aprendizaje (VLE-Virtual Learning Environ-
ments) ([33]), entre otros. Aunque estas a´reas de aplicacio´n son diferentes, tienen un obje-
tivo en comu´n: personalizar la generacio´n de trayectorias de aprendizaje para estudiantes.
Podemos utilizar las caracterı´sticas homoge´neas de estas a´reas para disen˜ar modelos que
generen rutas de aprendizaje o secuencias cada vez mejores y ma´s personalizadas.
Para poner nuestro trabajo en contexto, no pretendemos vincular nuestro trabajo a un
ambiente de aprendizaje especı´fico, como las a´reas mencionadas anteriormente. De hecho,
presentamos un formalismo de un modelo flexible que podrı´a soportar la generacio´n de
trayectorias de aprendizaje en diferentes a´reas de aplicacio´n. Utilizamos PDDL como un
medio para modelar el conocimiento pedago´gico necesario para generar planes de apren-
dizaje. Aunque planificacio´n de IA ha sido u´til para modelar problemas complejos a partir
de un estado inicial, una representacio´n objetivo, y un conjunto de transiciones de accio´n
(([42, 21]); es so´lo recientemente que el problema de generacio´n de trayectorias de apren-
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dizaje es visto como un problema de planificacio´n [12]. La principal motivacio´n detra´s
de la utilizacio´n de modelos de planificacio´n para representar trayectorias de aprendizaje
radica en que permite la personalizacio´n y optimizacio´n del proceso de aprendizaje.
Los trabajos relacionados encontrados que utilizan la planificacio´n para generar tra-
yectorias de aprendizaje esta´n estrechamente vinculados a la realizacio´n de modelos de
planificacio´n a trave´s de la recopilacio´n de la informacio´n contenida en los Sistemas Ges-
tores de Aprendizaje (LMS), los cuales hacen uso de esta´ndares de E-learning para repre-
sentar la informacio´n del curso ([1]. Estos modelos al igual que nuestro trabajo conside-
ran propiedades que deben existir para generar correctamente trayectorias de aprendizaje,
tales como el tiempo ([31, 32], [7, 6]), me´tricas de optimizacio´n y restricciones en los
recursos del sistema ([19, 17, 18], utilidades en las actividades de aprendizaje (score)
([14]), y jerarquı´a de tareas ([12]). Por otra parte, muchas de las propiedades de nuestros
modelos tambie´n son consideradas por autores de otras a´reas de aplicacio´n, por ejemplo:
estructuras jera´rquicas para el aprendizaje ([47, 46]), composicio´n de cursos adaptados
([49, 48, 47]), relaciones entre los conceptos de aprendizaje ([49, 5]), y la posibilidad de
utilizar diferentes algoritmos para la generacio´n de planes ([46]).
Asimismo, las a´reas de investigacio´n fuera de Planificacio´n de IA han hecho gran-
des avances en las implicaciones de generar trayectorias de aprendizaje. Por ejemplo, en
la replanificacio´n dina´mica de cursos de acuerdo al progreso del estudiante ([49, 48], [46],
[33]), la generacio´n de planes parciales con diferentes estados iniciales para estudiantes
([46], [5]), y la total integracio´n de las te´cnicas de planificacio´n a LMS como Moodle
([5]). Tenga en cuenta que nuestro formalismo tambie´n podrı´a utilizarse para hacer frente
a esas implicaciones. Podemos intercalar la planificacio´n y ejecucio´n de nuestros modelos
para adaptarse al progreso del estudiante. Adema´s, mediante el uso de PDDL, podemos
construir fa´cilmente modelos con diferentes estados iniciales de los estudiantes represen-
tando posibles situaciones acade´micas.
Por otro lado, nuestro enfoque encapsula un valor de utilidad/recompensa a trave´s
del uso de las Funciones de Acumulacio´n de Calidad (QAFs -[11]). Hemos disen˜ado tres
clases diferentes de QAFs en nuestros modelos para representar la satisfaccio´n del obje-
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tivo total y la satisfaccio´n me´trica parcial de conceptos de aprendizaje. Estas QAFs nos
permiten asignar un valor me´trico a cada componente del modelo, que luego se pueden
utilizar para especificar las restricciones del usuario, preferencias, funciones de acumu-
lacio´n mu´ltiples y relaciones de o´rden entre los componentes del modelo para producir
trayectorias de aprendizaje ma´s personalizadas. Sin embargo, estamos de acuerdo en que
algunos conceptos pedago´gicos podrı´an ser difı´ciles de cuantificar nume´ricamente.
Con respecto a la modelacio´n matema´tica, los trabajos relacionados a entornos edu-
cativos han orientado sus esfuerzos hacia la estimacio´n de la gestio´n de recursos en las
instituciones educativas ([44, 34, 3]), la asignacio´n de profesores a los cursos en las uni-
versidades ([?, 28]), la asignacio´n de personal a las actividades acade´micas diarias ([36]),
ası´ como salas y los horarios a eventos de ensen˜anza (clases/ cursos que se ofrecen, tuto-
riales, seminarios ([2]). Algunos estudios consideran las restricciones presupuestales para
la planificacio´n y la toma de decisiones ([50, 44]), y la vinculacio´n de las reglas especı´ficas
a las trayectorias de aprendizaje en primaria en el a´rea de matema´ticas ([9]).
El trabajo ma´s cercano al modelo matema´tico que nosotros desarrollamos es pre-
sentado en [14]. Ellos dirigen el disen˜o de cada curso como una variacio´n del problema
de sobresuscripcio´n y utilizan la programacio´n lineal para asistir a un planificador en la
generacio´n del disen˜o que se adapte mejor a los estudiantes. Nuestro enfoque en cambio,
considera el conjunto total de los datos de aprendizaje en el modelo de planificacio´n para
generar los planes, pero utiliza las QAFs para decidir que´ objetivos de aprendizaje vale la
pena probar. En este sentido, nuestro problema tambie´n puede verse como un problema de
sobresuscripcio´n, ya que no es necesario llevar a cabo todas las actividades de aprendizaje
en el modelo para satisfacer requerimientos de la solucio´n.
2.2 A´REAS DE OPORTUNIDAD
Los trabajos encontrados a la fecha para generar trayectorias de aprendizaje consi-
deran la personalizacio´n de un solo curso/materia para el estudiante, dejando de lado que
un estudiante quisiera obtener la planeacio´n de todos los cursos o materias que cursa. Por
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esta razo´n, nosotros consideramos la modelacio´n de varias materias. Aunado a lo anterior
queremos analizar el desempen˜o de los algoritmos de planificacio´n para dar solucio´n a
estos modelos cuando tienen que resolver.
Hasta donde se tiene conocimiento, el estudio de trayectorias de aprendizaje para
estudiantes tomando en cuenta la optimizacio´n del tiempo total (me´trica a optimizar en
la experimentacio´n, sin embargo hay otras que pueden considerarse), la acumulacio´n de
utilidad mı´nima-ma´xima en la unidad de aprendizaje, relaciones de precedencia entre las
actividades (lo que llamamos relaciones habilitantes), ası´ como la utilizacio´n de un me´to-
do de solucio´n efectivo para dicho problema que se propone en este trabajo, no se ha
abordado como tal en la literatura especializada. Por lo tanto, el desarrollo de este trabajo
presenta una contribucio´n relevante para el estado del arte en el campo de aplicacio´n de
la Planificacio´n de Inteligencia Artificial, ası´ como en el de Investigacio´n de Operacio-
nes (programacio´n matema´tica). Es decir, el trabajo como tal, no ha sido abordado en la




3.1 PLANIFICACIO´N DE INTELIGENCIA ARTIFICIAL
Partiendo de la necesidad de generar trayectorias de aprendizaje personalizadas que
nos permitan cubrir un conjunto de objetivos de aprendizaje emplearemos te´cnicas de
Planificacio´n de Inteligencia Artificial.
Russell y Norvig en [42] definen la Inteligencia Artificial (IA) como el “estudio
de la accio´n racional”, lo que significa que la Planificacio´n - la elaboracio´n de un plan de
accio´n para alcanzar un objetivo - es una parte crı´tica y racional para la consecucio´n de un
conjunto de objetivos.
La Planificacio´n en Inteligencia Artificial (IA) es la disciplina que centra su proce-
so de solucio´n de problemas en“la bu´squeda y articulacio´n de una secuencia de acciones
que permiten alcanzar un objetivo” [41]; es decir, permite al agente utilizar creencias
sobre acciones y sus consecuencias para buscar una solucio´n dentro del ma´s abstracto
espacio de los planes, no en el de situaciones [40]. Ası´, los algoritmos de planificacio´n
se pueden considerar como demostradores de teoremas de propo´sito especial capaces de
razonar de manera eficiente con los axiomas que describen las acciones.
La planificacio´n de IA cla´sica tiene en cuenta entornos que son completamente
observables, deterministas, finitos, esta´ticos (los cambios suceden so´lo cuando los agentes
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actu´an) y discretos (en tiempo, acciones, objetos y efectos).
3.1.1 SOLUCIO´N
Al resultado del proceso de Planificacio´n se llama “solucio´n”. El te´rmino solucio´n
segu´n [40] es un plan que un agente puede ejecutar y garantiza el logro de la meta. Es
decir, una secuencia de acciones que, ejecutada en el estado inicial, da como resultado un
estado final que satisface el objetivo.
Decimos que una solucio´n es un plan completo y consistente. Un plan completo es
aquel en el que cada condicio´n previa de todas las acciones se logra mediante otra ac-
cio´n. Una accio´n logra una condicio´n si e´sta es uno de los efectos producidos por otra
accio´n, y si ningu´n otra accio´n tiene posibilidad de eliminar la condicio´n. Un plan con-
sistente es aquel en el que no hay contradicciones en las restricciones de ordenamiento o
enlazamiento.
3.2 LENGUAJE DE DEFINICIO´N DE DOMINIOS DE
PLANIFICACIO´N (PDDL)
La Planificacio´n en Inteligencia Artificial utiliza un lenguaje de modelacio´n el cua´l
es llamado PDDL (acro´nimo de Planning Domain Definition Language), el cual es el
lenguaje esta´ndar para la codificacio´n de los dominios de planificacio´n dado a conocer
por Drew McDermott en la International Planning Competition (IPC) de 1998 [30]
(IPC se describe en una seccio´n posterior).
PDDL es un lenguaje centrado en las acciones inspirado en las formulaciones “Strips”
de problemas de planificacio´n. E´ste es una estandarizacio´n de la sintaxis para expresar
acciones utilizando precondiciones y post-condiciones para describir la aplicabilidad y
efectos de las acciones [15]. La sintaxis esta´ inspirada en Lisp [51] (acro´nimo de LISt
Processing), ası´ que gran parte de la estructura de la descripcio´n del dominio es una lista
como Lisp de las expresiones entre pare´ntesis.
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3.2.1 ESTRUCTURA DE LOS MODELOS DE PLANIFICACIO´N EN PDDL
Un modelo de planificacio´n en PDDL esta´ organizado en dos partes principales:
el dominio de planificacio´n y el problema de planificacio´n. Siendo el dominio la cons-
truccio´n del modelo como tal y el problema una instancia a resolver de ese dominio. Sin
embargo, es comu´n utilizar el te´rmino dominio de planificacio´n para referirse en sı´ al
modelo de planificacio´n.
A continuacio´n se describe co´mo esta´ organizado el modelo de planificacio´n en
PDDL:
1. Dominio de planificacio´n.- El cual describe las reglas de actuacio´n y esta´ compues-
to por:
Predicados: Estos representan relaciones entre los objetos. Nos ayudan a des-
cribir un problema del mundo real tratando de representar los conceptos de
nuestro problema a trave´s de relaciones entre los objetos que lo conforman.
Fluents: Funciones que nos permiten manejar valores nume´ricos.
Acciones / Operadores: Maneras de cambiar el estado del mundo.
2. Problema de planificacio´n.- Describe el estado del mundo circundante y las metas.
Esta´ compuesto por:
Objetos: Las cosas en el mundo que nos interesan.
Estado inicial: El estado del mundo en el que se empieza. Es decir, el punto
de partida de la bu´squeda.
Especificacio´n Objetivo: Comprueba si el estado actual corresponde a una
solucio´n del problema.
ELEMENTOS DE LAS ACCIONES
Las acciones forman parte del dominio de planificacio´n en PDDL y son las maneras
de cambiar el estado del mundo. A continuacio´n se mencionan sus componentes:
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Especificacio´n de la accio´n: es lo que de hecho devuelve el agente al ambiente para
ası´ proceder a hacer algo. Cuando esta´ dentro del planificador sirve como nombre
de la accio´n.
La condicio´n previa: es una conjuncio´n de a´tomos (literales positivas) o funciones
(fluents) que dice que´ debe existir (ser verdad) antes de poder aplicar el operador.
El efecto de un operador: es una conjuncio´n de literales (positivas o negativas) o
funciones (fluents) que dice de que´ manera cambia la situacio´n al aplicar el opera-
dor.
Es decir, todo lo que hay en la condicio´n previa implı´citamente se refiere a la situa-
cio´n inmediatamente previa a la accio´n ası´ como todo lo que hay en el efecto implı´cita-
mente se refiere a la situacio´n resultante de la accio´n.
Las acciones pueden ser de dos tipos: acciones que tienen duracio´n, esto es, que
involucra la consideracio´n del tiempo en la ejecucio´n de la misma y las que no. A las
acciones que tienen en cuenta la duracio´n de la misma son llamadas acciones durativas.
Estas acciones durativas adema´s de tener los componentes cla´sicos de las acciones, des-
crito anteriormente, incluyen el te´rmino de duracio´n de la accio´n. Nota: En las acciones
durativas la condicio´n previa es llamada precondicio´n.
3.2.2 EJEMPLO DEL LENGUAJE PDDL
A continuacio´n se muestra el ejemplo tı´pico de planificacio´n, el mundo de los
bloques [41]. Este dominio consiste en un conjunto de bloques con forma de cubo situados
en una mesa. Los bloques pueden ser amontonados, pero u´nicamente podemos situar uno
sobre otro. Un brazo meca´nico puede cambiar bloques de sitio, tanto sobre la mesa como
sobre otros bloques. El brazo puede tomar so´lo un bloque por cada instante de tiempo, de
modo que no puede tomar uno si au´n no ha soltado otro anterior. El objetivo sera´ construir
una o ma´s configuraciones de bloques, que quedara´n especificados en te´rminos de cua´ntos
bloques esta´n sobre cua´ntos otros bloques.
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En el ejemplo del mundo de los bloques supo´ngase que el estado inicial es como
sigue: tenemos cuatro objetos que son los bloques A, B, C, D y todos los bloques esta´n
sobre la mesa, figura3.1.
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(:INIT (CLEAR C) (CLEAR A) (CLEAR B)
(CLEAR D) (ONTABLE C) (ONTABLE A)
(ONTABLE B) (ONTABLE D)(HANDEMPTY))
Estado Inicial




Figura 3.1: Ejemplo del mundo de los bloques- Estado inicial
El objetivo es que los bloques este´n apilados de la siguiente manera: el bloque A es
el u´nico que esta´ sobre la mesa, luego el bloque B esta´ apilado sobre el bloque A, el C
sobre el B, y el D sobre C respectivamente, figura 3.2, esto es lo que conocemos como el
estado final.
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(:INIT (CLEAR C) (CLEAR A) (CLEAR B)
(CLEAR D) (ONTABLE C) (ONTABLE A)
(ONTABLE B) (ONTABLE D)(HANDEMPTY))
Estado Inicial




Figura 3.2: Ejemplo del mundo de los bloques- Estado final
DOMINIO
Empezamos definiendo el dominio. E´ste consta de un nombre, en la figura 3.3 se
muestra la sintaxis. Los requerimientos en este ejemplo sencillo es STRIPS, figura 3.4.
Los predicados, figura 3.5, representan los conceptos de nuestro problema a trave´s de re-
laciones entre los objetos que lo conforman, por ejemplo, en el caso del predicado on(a,b)
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estoy estableciendo una relacio´n entre a y b, en este caso es que el bloque a se encuentra
encima del bloque b.
En el ejemplo tenemos 5 predicados:
(on ?x ?y) hace referencia a que el objeto x se encuentra sobre el objeto y,
(ontable ?x) indica que el objeto x esta´ sobre la mesa,
(clear ?x) indica que el objeto x esta “limpio”, es decir que no tiene ningu´n objeto apilado,
(handempty) indica que el brazo meca´nico esta´ disponible,
(holding ?x) contrario al predicado anterior, indica que el brazo meca´nico tiene sostenido un
objeto.
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Nombre del Dominio: Requerimientos:
Figura 3.3: Ejemplo del mundo de los bloques- Nombre de Dominio
08 de Marzo de 2012Lic. Cristina Maya / Dr. Romeo Sánchez















Nombre del Dominio: Requerimientos:
Figura 3.4: Ejemplo del mundo de los bloques- Requerimientos del Dominio
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Nombre del Dominio: Requerimientos:
Figura 3.5: Ejemplo del mundo de los bloques- Predicados del Dominio
Una vez definido lo anterior, se procede a modelar las acciones posibles a ejecu-
tar. En el ejemplo tenemos cuatro acciones que son: “pick up”, “put down”, “stack” y
“unstack” que describimos a continuacio´n.
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Accio´n: “pick-up”. Esta accio´n hace referencia a “levantar un bloque de la mesa”.
En la figura 3.6 se observa co´mo se representa esta accio´n, tanto en sintaxis como en
imagen para ilustrar. No´tese que la accio´n debe tener un nombre. Los componentes de
esta accio´n son:
para´metros: aquı´ solo necesita un bloque.
precondicio´n: es para indicar los requisitos que se deben cubrir para poder aplicar
esta accio´n, los cuales se definen con los predicados: “clear”, que dice que el objeto
no tiene nada encima, “ontable” que el objeto esta´ sobre la mesa y “handempty” que
indica que el brazo meca´nico esta libre.
efectos: son las consecuencias de aplicar esta accio´n, y al igual que en las pre-
condiciones se utilizan los predicados que definimos anteriormente, ası´ como sus
negaciones. En este ejemplo sencillo los predicados utilizados son “holding” que
indica que el objeto esta siendo tomado, y las negaciones de los predicados “clear”,
“ontable”, “handempty”.
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:effect
(and (not (ontable ?x))     (not (clear ?x))








:precondition (and (clear ?x) 
(ontable ?x) (handempty))
Precondición Efecto
Figura 3.6: Ejemplo del mundo de los bloques- Accio´n pick up y su componentes.
Accio´n: “put-down”. Esta accio´n hace referencia a “dejar un bloque sobre la me-
sa”, en la figura 3.7 se observa co´mo se representa esta accio´n, tanto en sintaxis como en
imagen para ilustrar. Los componentes de esta accio´n son:
para´metros: aquı´ solo necesita un bloque.
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precondicio´n: es estar sosteniendo el bloque x, los predicados para indicar esto son:
“holding”.
efectos: como la precondicio´n era estar sosteniendo el bloque x, en efectos se hace
la negacio´n de que el bloque esta´ sostenido “holding”, y ahora decimos que el brazo
meca´nico esta disponible con el predicado “handempty”, decimos adema´s que el
bloque x esta´ “clear” y “ontable” .
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Ejemplo del Mundo de los Bloques
:effect
(and (not (holding ?x))  (clear ?x)










Figura 3.7: Ejemplo del mundo de los bloques- Accio´n Put-down y su componentes
Accio´n: “stack” que hace referencia a “apilar un bloque”, en la figura 3.8 se ob-
serva co´mo se representa esta accio´n, tanto en sintaxis como en imagen para ilustrar. Los
componentes de esta accio´n son:
para´metros: aquı´ necesita dos bloques, el que sera´ apilado y sobre el cual se apilara´.
precondicio´n: que el bloque y sobre e cual se quiere apilar, este´ sin nada encima, es
decir, “clear”, y el bloque x este´ siendo sostenido por el brazo meca´nico “holding”.
efectos: la negacio´n de toda la precondicio´n, es decir, que el bloque x ya no esta
sostenido la negacio´n de “holding”, y ya que e´ste se apilo´ en el bloque y, y ya no
esta´ “clear”. Ahora el bloque que esta´ “clear” es el apilado, el bloque x, tambie´n
esta´n los predicados del brazo vacı´o “handempty” y el predicado “on” que indica
que un bloque esta en otro.
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Ejemplo del Mundo de los Bloques
:effect
(and (not (holding ?x))      (not (clear ?y))












Figura 3.8: Ejemplo del mundo de los bloques- Accio´n stack y su componentes
Accio´n: “unstack” esta es la accio´n contraria a “stack”. Se intenta quitar un bloque
que esta apilado en otro, en la figura 3.9 se observa co´mo se representa esta accio´n, tanto
en sintaxis como en imagen para ilustrar. Los componentes de esta accio´n son:
para´metros: aquı´ necesita dos bloques: “x” y “y”.
precondicio´n: como la accio´n es “desapilar” un bloque de otro, necesitamos tener
algo “apilado”, ası´ que la precondicio´n es que el bloque “x” este´ en “y” (on), que
el bloque “x” no tenga nada encima (clear) y que el brazo meca´nico este´ disponible
(handempty).
efectos: el brazo meca´nico sostiene al bloque “x”, “y” no tiene nada encima, se
agregan la negacio´n de que el bloque “x” no tiene nada encima (clear), la negacio´n
de que el brazo este´ disponible (handempty) y la negacio´n de que este´ el bloque “x”
en “y”.
PROBLEMA
Una vez que tenemos el dominio, procedemos a definir el problema, cabe aclarar
que una vez que tenemos el dominio definido, podemos modelar varios problemas, es
decir, diferentes instancias o escenarios que utilizan el mismo conjunto de operadores
para solucionarlos. En el ejemplo el problema tiene cuatro objetos, y el objetivo es que
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Ejemplo del Mundo de los Bloques
:effect
(and (holding ?x)  (clear ?y)  (not (clear ?x))






:precondition  (and (on ?x ?y) 






Figura 3.9: Ejemplo del mundo de los bloques- Accio´n unstack y su componentes
este´n apilados uno sobre el otro siguiendo el orden A, B, C, D. Esto serı´a un escenario,
pero podrı´amos tener ma´s o´ menos bloques, pudiera ser que en lugar de estar todos los
bloques apilados uno encima del otro, solo se quieran dos, o en un orden distinto, etc.
Al igual que en el dominio, el problema tiene un “nombre” como se ve en la figura
3.10, es importante definir adema´s, a que dominio pertenece, figura 3.11 y los objetos a
modelar, en el ejemplo son cuatro, ve´ase figura 3.12.
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A que dominio pertenece
(:objects D B A C )
Objetos
D B AC
Figura 3.10: Ejemplo del mundo de los bloques- Nombre de Problema
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A que dominio pertenece
(:objects D B A C )
Objetos
D B AC
Figura 3.11: Ejemplo del mundo de los bloques- A que dominio pertenece el Problema
Es en el problema en donde definimos elestado inicial y el estado final (objetivo).
En el ejemplo de los bloques tenemos que el estado inicial es que los cuatro bloques esta´n
sobre la mesa (ontable), estos mismos bloques no tienen nada apilado (clear) y el brazo
meca´nico esta di ponible. La figura 3.13 mu stra como se define este estado inicial en
pddl.
Asimismo el estado final que queremos modelar es que los bloques este´n apilados
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A que dominio pertenece
(:objects D B A C )
Objetos
D B AC
Figura 3.12: Ejemplo del mundo de los bloques- Objetos del problema
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Ejemplo del Mundo de los Bloques








(:INIT (CLEAR C) (CLEAR A) (CLEAR B)
(CLEAR D) (ONTABLE C) (ONTABLE A)
(ONTABLE B) (ONTABLE D)(HANDEMPTY))
Estado Inicial




Figura 3.13: Ejemplo del mundo de los bloques- Estado Inicial definido en pddl
en el siguiente orden, D sobre C, C sobre B, B sobre A. Esto lo mostramos en la figura
3.14
SOLUCIO´N
Una vez que tenemos el modelo de planificacio´n (dominio y problema) del mun-
do de los bloques, se procede a obtener soluciones del mismo. Esto se logra utilizando
cualquier planificador que soporte STRIPS.
Una solucio´n para este problema serı´a el plan mostrado en la tabla 3.1.
3.2.3 PDDL 2.1
Para PDDL se han desarrollado varias versiones en donde se han ido agregando
mejoras. Despue´s de la versio´n original por McDermott, Maria Fox and Derek Long ex-
tendieron la versio´n para permitir variables nume´ricas y la ejecucio´n concurrente de ac-
ciones durativas, la cual es PDDL 2.1 [15]. Esta versio´n se utilizo´ como el lenguaje de la
competencia IPC del 2002.
Se mencionan las siguientes garantı´as de compatibilidad con versiones anteriores:
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Ejemplo del Mundo de los Bloques








(:INIT (CLEAR C) (CLEAR A) (CLEAR B)
(CLEAR D) (ONTABLE C) (ONTABLE A)
(ONTABLE B) (ONTABLE D)(HANDEMPTY))
Estado Inicial




Figura 3.14: Ejemplo del mundo de los bloques- Estado Final definido en pddl
Paso 0: Pick-up D
Paso 1: Stack D C
Paso 2: Pick-up B
Paso 3: Stack B A
Paso 4: Unstack D C
Paso 5: Put-down D
Paso 6: Pick-up C
Paso 7: Stack C B
Paso 8: Pick-up D
Paso 9: Stack D C
Tabla 3.1: Plan del modelo del “mundo de los bloques”
Todos los dominios existentes PDDL (de uso comu´n) son va´lidos en dominios
PDDL 2.1. Esto es importante para permitir que bibliotecas existentes de proble-
mas de referencia sigan siendo va´lidas.
Los planes va´lidos en PDDL son va´lidos en planes PDDL 2.1.
Adema´s de la compatibilidad con las versiones anteriores, PDDL 2.1 tiene tres cara-
terı´sticas importantes en relacio´n con las versio´n original. Las caracterı´sticas principales
de PDDL 2.1 son:
Tratamiento de (un conjunto finito de) fluents con valores nume´ricos.
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Representacio´n explı´cita de tiempo y duracio´n.
Especificacio´n de la me´trica del plan como parte de la instancia del problema de
planificacio´n.
CARACTERI´STICAS DE PDDL 2.1
A continuacio´n detallamos y desglozamos las caracterı´sticas de PDDL 2.1.
Nume´ricas En PDDL 2.1 se propuso una sintaxis definitiva para las expresiones de fluentes
nume´ricos (fluents). Las expresiones nume´ricas se construyen utilizando operadores
aritme´ticos de expresiones nume´ricas primitivas, los cuales son valores asociados
con la tupla de los objetos de dominio por las funciones de dominio. Cabe mencio-
nar que la sintaxis que se utiliza es prefija para todos los operadores aritme´ticos,
incluyendo los predicados de comparacio´n, con el fin de simplificar el ana´lisis.
Condiciones Las condiciones en las expresiones nume´ricas son siempre las comparaciones entre
pares de expresiones nume´ricas. Los efectos pueden hacer uso de una seleccio´n de
las operaciones de asignacio´n con el fin de actualizar los valores de las expresiones
nume´ricas primitivas. Estos incluyen la asignacio´n directa y asignaciones relativas
(tales como aumento y disminucio´n). Los nu´meros no se distinguen en sus posibles
funciones, por lo que los valores pueden representar, por ejemplo, las cantidades de
recursos, acumulacio´n de servicios pu´blicos, ı´ndices o contadores. En esta versio´n
se decidio´ so´lo permitir funciones con valores nume´ricos.
Me´tricas del Plan Las me´tricas del plan especificara´n la base sobre la cual se evaluara´ un plan para un
problema particular. Los mismos estados iniciales y finales pueden producir planes
o´ptimos totalmente diferentes dadas diferentes me´tricas del plan. Por supuesto, un
planificador podrı´a no optar por utilizar la me´trica para orientar su desarrollo de una
solucio´n, so´lo para evaluar una solucio´n post hoc. Este enfoque podrı´a dar lugar a
planes sub-o´ptimos, e incluso de mala calidad, pero es un enfoque pragma´tico para
el manejo de me´tricas, las cuales han sido ampliamente utilizadas en las competi-
ciones.
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Una de las me´tricas ma´s utilizadas es el valor total de tiempo (total-time) que puede
ser usado para referirse a la duracio´n temporal de todo el plan. Otros valores deben
ser construido a partir de expresiones nume´ricas primitivas definidas dentro de un
dominio y manipulados por las acciones del dominio. Como consecuencia de ello,
los indicadores del plan so´lo puede expresar me´tricas no-temporales en PDDL2.1
utilizando expresiones nume´ricas en el dominio.
Cualquier expresio´n aritme´tica puede ser utilizada en la especificacio´n de una me´tri-
ca, no hay ningu´n requisito de que la expresio´n sea lineal. Es responsabilidad del
disen˜ador de dominio asegurarse de que la me´trica del plan este´ bien definida (por
ejemplo, no realizar una divisio´n por cero). Se muestra a continuacio´n un ejemplo
de la sintaxis de una me´trica: el ejemplo de gasto de gasolina. (: metric minimize (+
(* 2 (fuel-used car)) (fuel-used truck)))
.
Acciones durativas Para manejar los trabajos recientes de planificacio´n temporal se han desarrollado
dos formas de accio´n durativa que permiten la especificacio´n de formas restringidas
de condiciones de tiempo y efectos en su descripcio´n. Las dos formas son acciones
durativas discretas y acciones durativas continuas.
El modelado de las relaciones temporales en una accio´n durativa discreta se realiza
por medio de condiciones y efectos anotados temporalmente. Todas las condiciones
y los efectos de las acciones durativas debe ser anotadas temporalmente. La anota-
cio´n de una condicio´n se hace explı´cita si la proposicio´n asociada se debe mantener
al inicio del intervalo (el punto en el que se aplica la accio´n), el final del intervalo
(el punto en el que los efectos finales de la accio´n se afirman) o en el intervalo del
inicio y el fin (invariable durante la duracio´n de la accio´n). La anotacio´n de un efecto
se hace explı´cito si el efecto es inmediato (lo que sucede en el inicio del intervalo)
o tardı´o (si sucede al final del intervalo). Ningu´n otro punto en el tiempo es accesi-
ble, por lo que toda la actividad discreta se realiza en los puntos identificados inicio
(start) y final (end) de las acciones del plan. Si se requiere mantener un intervalo
que este´ abierto en ambos extremos (start y end) se utiliza la construccio´n over all.
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Por otro lado, si uno desea especificar que un hecho p se mantiene en el intervalo
cerrado durante la duracio´n de una accio´n durativa, entonces son requeridas las tres
condiciones: (at start p), (over all p) y (at end p).
SEMA´NTICA DE PDDL2.1
En PDDL 2.1 se an˜adieron cuatro extensiones significativas con respecto a la plani-
ficacio´n cla´sica y la sema´ntica Lifschitz desarrollado para STRIPS. Estos son:
La introduccio´n del tiempo, de manera que los planes describen el comportamiento
con respecto a una lı´nea de tiempo real;
Relacionada con la primera extensio´n, el tratamiento de la concurrencia, acciones
que se pueden ejecutar en paralelo, que pueden conducir a planes que contienen
procesos concurrentes que interactu´an (aunque estos procesos se encapsulan en ac-
ciones durativas en PDDL2.1);
Una extensio´n para manejar valores nume´ricos fluents;
El uso de efectos condicionales, tanto solos como en combinacio´n con todos las
extensiones anteriores.
La sema´ntica se basa en un conocido modelo de transicio´n de estados. Los requisitos
de la sema´ntica pueden reducirse a cuatro elementos esenciales:
1. Para definir lo que es un estado. La introduccio´n de tiempo y valores nume´ricos
complican la definicio´n usual de un estado como un conjunto de a´tomos.
2. Para definir cuando un estado satisface una fo´rmula proposicional que representa
una condicio´n o requisito objetivo de una accio´n. Una extensio´n de la interpretacio´n
habitual de un estado como una valoracio´n en la que un a´tomo es verdadero si y
so´lo si el a´tomo esta´ en el estado (la suposicio´n del mundo cerrado) es necesario
para controlar los valores nume´ricos en el estado.
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3. Para definir la transicio´n de estado inducido por la aplicacio´n de una accio´n. La
regla de actualizacio´n para el estado lo´gico debe complementarse con una explica-
cio´n de las consecuencias para la parte nume´rica del estado.
4. Para definir cua´ndo dos acciones se pueden aplicar simulta´neamente y co´mo su
aplicacio´n concurrente afecta a la aplicacio´n de dichas acciones de forma individual.
3.3 COMPETENCIAS INTERNACIONALES DE
PLANIFICACIO´N
En la actualidad existen organizaciones que se encargan de fomentar el campo de la
planificacio´n y la programacio´n automa´tica. Tal es el caso de ICAPS (The International
Conference on Automated Planning and Scheduling).
La Conferencia Internacional sobre Planificacio´n y Programacio´n Automa´tica (ICAPS)
es el principal foro para investigadores y profesionales en la planificacio´n y programacio´n
- dos tecnologı´as que son fundamentales para a´reas como la manufactura, sistemas de
espacio, ingenierı´a de software, robo´tica, educacio´n y entretenimiento. La conferencia
ICAPS es resultado de la fusio´n de dos conferencias bianuales, la Conferencia Interna-
cional sobre Planificacio´n y Programacio´n de Inteligencia Artificial (AIPS por sus siglas
en ingle´s de International Conference on Artificial Intelligence Planning and Scheduling)
y la Conferencia Europea de Planificacio´n (ECP por sus siglas en ingle´s de European
Conference on Planning) [24].
Los objetivos principales de ICAPS son fomentar el campo de la planificacio´n y
la programacio´n automa´tica mediante la organizacio´n de reuniones te´cnicas, incluida la
conferencia anual ICAPS, a trave´s de la organizacio´n de escuelas de verano, cursos y ac-
tividades de capacitacio´n en varios eventos, a trave´s de la organizacio´n de competencias de
planificacio´n y la programacio´n, la evaluacio´n comparativa y otros medios de promocio´n
y evaluacio´n del estado del arte en el campo, mediante la promocio´n de la participacio´n
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de jo´venes cientı´ficos en el campo a trave´s de becas y otros medios, y mediante la promo-
cio´n y difusio´n de publicaciones, los sistemas de planificacio´n y programacio´n, dominios,
simuladores, herramientas de software y material te´cnico.
3.3.1 COMPETENCIA INTERNACIONAL DE PLANIFICACIO´N (IPC)
La Competencia Internacional de Planificacio´n (IPC, por sus siglas en ingle´s de
International Planning Competition) es un evento bi-anual organizado en el marco de
ICAPS, el cual tiene varios objetivos, incluyendo el ana´lisis y el avance del estado del
arte en los sistemas de planificacio´n automatizada; proporcionando nuevos conjuntos de
datos para ser utilizados por la comunidad cientı´fica como puntos de referencia para la
evaluacio´n de diferentes enfoques para la planificacio´n automatizada; haciendo hincapie´
en los nuevos temas de investigacio´n en planificacio´n; promoviendo la aceptacio´n y apli-
cabilidad de la tecnologı´a de planificacio´n.
La IPC se divide en tres partes:
La parte determinista, que tiene en cuenta la planificacio´n totalmente determinista
y observable (anteriormente llamada tambie´n la planificacio´n c¸la´sica”),
La parte de incertidumbre que considera acciones no deterministas y probabilı´sti-
cos en dominios totalmente observables, parcialmente observables o no observables,
La parte de aprendizaje, donde los planificadores explotan el conocimiento depen-
diente del dominio que ha sido extraido de forma automa´tica durante un periodo de
entrenamiento offline.
3.4 ALGORITMOS DE PLANIFICACIO´N (PLANIFICADORES)
Para dar solucio´n a los modelos de planificacio´n se utiliza un planificador de IA, el
cual es un algoritmo de propo´sito especial que utiliza un lenguaje de planificacio´n formal,
como PDDL, con una sintaxis, sema´ntica y teorı´a de la demostracio´n bien definidas [40].
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La teorı´a de la demostracio´n especifica que´ es lo que se puede inferir de los resultados de
las secuencias de accio´n y, por lo tanto, cua´les son los planes legales.
Estos planificadores a menudo son llamados planificadores independientes del do-
minio, esto es porque independientemente del modelo de planificacio´n de que se trate,
sea un modelo educativo, de scheduling, compras, manufactura, etc., pueden obtener una
solucio´n (un plan) a dicho modelo.
El desarrollo ma´s sobresaliente de planificadores es presentado en el ICAPS, especi-
ficamente en las Competencias Internacionales de planificacio´n (IPC), en donde compiten
para ver el desempen˜o de estos planificadores en dominios de planificacio´n (modelos de
planificacio´n) que presenta la IPC.
No pretendemos detallar todos los planificadores que han participado en las Compe-
tencias Internacionales de Planificacio´n (IPC), sino aquellos que nosotros consideramos
para la resolucio´n de nuestro modelo de planificacio´n. El criterio de seleccio´n, adema´s que
fueron de los ma´s sobresalientes en la IPC, es que soportan los requerimientos de nuestro
modelo de planificacio´n, tales como acciones durativas, tipos (types), me´tricas nume´ricas
(fluents), igualdades y constantes.
3.4.1 SGPLAN
Uno de los planificadores seleccionados para la resolucio´n de nuestro modelo de
planificacio´n es SGPLAN que quedo´ en el primer lugar en la IPC del 2006 en la parte
determinı´stica de la competencia [23]. SGPlan particiona un problema de planificacio´n
grande en subproblemas, cada uno con sus propios sub-objetivos.
La particio´n de sub-objetivos es eficaz porque cada subproblema particionado im-
plica un espacio de bu´squeda sustancialmente menor que el del problema original. SGPlan
desarrollo´ me´todos para la deteccio´n de ordenamiento razonables entre sub-objetivos, un
ana´lisis de agenda de objetivos intermedios para descomponer jera´rquicamente cada sub-
problema, un algoritmo de reduccio´n de espacios de bu´squeda para eliminar acciones irre-
levantes en subproblemas, y una estrategia para llamar al mejor planificador para resolver
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cada subproblema del nivel inferior [8].
3.4.2 LPG
El otro planificador seleccionado es LPG [20] que ha participado en la IPC y fue pre-
miado como mejor planificador automatizado en el 2003 y posteriormente en la IPC 2004
fue premiado como mejor desempen˜o en dominios que implican Timed Initial Literals y
en la calidad del plan (satisficing planning track).
Es un planificador estoca´stico basado en un algoritmo de mejor primero similar al
que usa FF [22]. FF es el planificador independiente del dominio que se basa en bu´squedas
en el espacio de estados hacia adelante. LPG es recomendado para dominios que tienen
cantidades nume´ricas y duraciones [10].
LPG produce planes de calidad multicriterio. El nu´cleo del sistema se basa en un
me´todo de bu´squeda local estoca´stica y una representacio´n basada en grafos llamada
“Temporal Action Graphs” (TA-graphs). Dentro de las caracterı´sticas de LPG es que so-
porta el lenguaje PDDL2.1 que soporta “acciones durativas” y “cantidades nume´ricas”.
La bu´squeda local esta´ emergiendo como un me´todo poderoso para tratar la plani-
ficacio´n totalmente automatizada, aunque en principio este enfoque no garantiza la gene-
racio´n de planes o´ptimos. El esquema de bu´squeda general de este planificador es Walk-
plan, un procedimiento de bu´squeda local estoca´stica similar a la conocida Walk-sat. Dos
de las ma´s importantes extensiones en este planificador son el uso de grafos de accio´n
temporal (TA-graphs) y algunas nuevas te´cnicas para guiar el proceso de bu´squeda local.
En un grafo-TA los nodos de las acciones esta´n marcados con valores temporales que
estiman el tiempo ma´s corto cuando la accio´n correspondiente termina, mientras que los
nodos hechos son marcados con valores temporales estimando el tiempo mas corto cuando
el hecho correspondiente se convierte en verdadero. Un conjunto de restricciones de orden
se mantienen durante la bu´squeda para manejar las acciones mutuamente excluyentes y
representar las restricciones temporales implı´citas en las relaciones “causales” entre las
acciones y el plan actual.
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La nueva heurı´stica explota alguna informacio´n de accesibilidad para sopesar los
elementos (grafo-TA) en la bu´squeda del vecindario que resuelven inconsistencias selec-
cionadas de un grafo-TA actual. La evaluacio´n de estos grafos-TA se basa en la estimacio´n
del nu´mero de pasos de bu´squeda necesarios para alcanzar una solucio´n (un plan va´lido),
el makespan estimado, y la estimacio´n del costo de ejecucio´n. El LPG es un planifica-
dor incremental, en el sentido de que produce una secuencia de planes va´lidos cada uno
de lo que mejora la calidad de los anteriores. La calidad del plan se modela mediante la
ejecucio´n y costos temporales de una manera flexible (el usuario puede determinar la im-
portancia relativa del criterio de la calidad del plan).
3.5 INVESTIGACIO´N DE OPERACIONES Y LOS MODELOS
DE PROGRAMACIO´N MATEMA´TICA
La Investigacio´n de Operaciones (IO) (conocida tambie´n como teorı´a de la toma
de decisiones o programacio´n matema´tica) es una rama de las matema´ticas que consiste
en el uso de modelos matema´ticos, estadı´stica y algoritmos con objeto de realizar un pro-
ceso de toma de decisiones.
Entre los me´todos utilizados por la IO, los administradores utilizan las matema´ticas
y las computadoras para tomar decisiones racionales en la resolucio´n de problemas.
En el enfoque cientı´fico de toma de decisiones, se requiere el uso de uno o ma´s
modelos matema´ticos. E´stos son representaciones matema´ticas de situaciones reales que
se podrı´an usar para tomar mejores decisiones, o bien, simplemente para entender mejor
la situacio´n actual.
Un modelo de este tipo dicta el comportamiento para una organizacio´n que le per-
mitira´ alcanzar mejor su(s) meta(s).
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Entre los elementos de un modelo esta´n:
Funcion(es) objetivo: En la mayorı´a de los modelos hay una funcio´n que deseamos
maximizar o minimizar.
Variables de decisio´n: Son variables cuyos valores esta´n bajo nuestro control e
influyen en el desempen˜o del sistema.
Restricciones: En la mayor parte de las situaciones, so´lo son posibles ciertos valores
de las variables de decisio´n.
Existen diferentes modelos matema´ticos que pueden realizarse, esto es segu´n la na-
turaleza de las variables de decisio´n y co´mo se defina la funcio´n objetivo y restricciones.
Entre los diferentes tipos de modelos matema´ticos esta´n:
Modelos lineales y no lineales: Supo´ngase que siempre que las variables de deci-
sio´n aparecen en la funcio´n objetivo y en las restricciones de un modelo de opti-
mizacio´n, esta´n multiplicadas por constantes y acomodadas en forma de suma. Un
modelo de esta forma es un modelo lineal. Si un modelo de optimizacio´n no es
lineal, entonces es un modelo no lineal.
Modelos enteros y no enteros: Si una o ma´s variables de decisio´n deben ser enteros,
entonces se dice que un modelo de optimizacio´n es un modelo entero. Si todas
las variables de decisio´n son libres para asumir valores fraccionarios, entonces el
modelo de optimizacio´n es un modelo no entero.
Modelos binario y entero mixto: Si las variables de decisio´n so´lo pueden tomar
valores 0 o´ 1, entonces el correspondiente modelo lineal entero es llamado mode-
lo lineal binario. Si en un modelo lineal so´lo algunas variables son restringidas a
enteros, entonces tenemos un modelo lineal entero mixto.
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Modelos determinı´sticos y estoca´sticos: Supo´ngase que para cualquier valor de
las variables de decisio´n, se conoce con certeza el valor de la funcio´n objetivo y si
las restricciones se cumplen o no. Entonces se tiene modelo determinı´stico; de no
ser ası´, se tiene un modelo estoca´stico. Considere como ejemplo la incertidumbre
respecto a la demanda futura de un producto, quiere decir que para un programa de
produccio´n dado, no se sabe si se cumplira´ a tiempo con la demanda. Esto lleva a
pensar que es necesario un modelo estoca´stico para modelar la situacio´n.
Modelos esta´ticos y dina´micos: Un modelo esta´tico es uno en el cual las variables
de decisio´n no requieren sucesiones de decisiones para periodos mu´ltiples. Un mo-
delo dina´mico es uno en el cual las variables de decisio´n sı´ requieren sucesiones de
decisiones para periodos mu´ltiples. En esencia, en el modelo esta´tico se resuelve un
problema luego de un solo intento, cuyas soluciones dictan valores o´ptimos de las
variables de decisio´n en todos los puntos del tiempo.
Una vez que se han descrito los diferentes modelos de programacio´n matema´tica,
como conclusio´n de esta seccio´n, mencionamos que nosotros desarrollamos un mo-





La metodologı´a utilizada para la generacio´n de trayectorias de aprendizaje es la
siguiente:
1. Se propone una metodologı´a que considera la utilizacio´n de planificacio´n de
inteligencia artificial para obtener trayectorias de aprendizaje. Esta metodo-
logı´a consiste en:
• El desarrollo de un modelo de planificacio´n que represente el problema
de la generacio´n de trayectorias de aprendizaje.
• Seleccio´n de algoritmos de planificacio´n para dar solucio´n a dicho mode-
lo.
• Utilizacio´n de los dos algoritmos de planificacio´n seleccionados, en es-
te caso son SGPLAN y LPG, para dar solucio´n (generar planes) de los
modelos de planificacio´n. El ana´lisis del comportamiento de estos dos
algoritmos para dar solucio´n a los modelos de planificacio´n se ve en la
seccio´n de experimentacio´n.
2. Se utiliza la programacio´n matema´tica para ayudar a conocer la calidad de las
soluciones arrojadas por los planificadores. Para esto se desarrolla un modelo
matema´tico de programacio´n lineal entera mixta que realiza la seleccio´n de
actividades que minimicen el tiempo total (me´trica utilizada en la experimen-
tacio´n).
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3. Posteriormente, se realiza una metodologı´a hı´brida para la obtencio´n de me-
jores soluciones. Esto es, se incluyen las soluciones del modelo matema´tico a
los modelos de planificacio´n.
4.2 PLANIFICACIO´N DE INTELIGENCIA ARTIFICIAL
La Planificacio´n se define como el proceso de bu´squeda y articulacio´n de una se-
cuencia de acciones que permitan alcanzar un objetivo [41].
Aunque las te´cnicas de planificacio´n inteligente han sido u´tiles para sintetizar pro-
blemas complejos dado un estado inicial, una representacio´n de objetivos y un con-
junto de transiciones de estados posibles [12], es hasta muy recientemente, que se
ha visto la generacio´n de trayectorias de aprendizaje para estudiantes como un pro-
blema de Planificacio´n.
El resultado de la aplicacio´n de la planificacio´n en los modelos educativos son pla-
nes (secuencia de acciones) que comprenden una programacio´n de actividades a
realizar en donde se han seleccionando aquellas que vayan de acuerdo a la me´trica
a optimizar y considerando su objetivo.
En la figura 4.1 mostramos el proceso de planificacio´n que utilizamos para obte-
ner las trayectorias de aprendizaje usando laplanificacio´n de inteligencia artificial.
En primer lugar, se desarrolla un modelo de planificacio´n en el lenguaje PDDL, se
utilizan algoritmos de planificacio´n para obtener soluciones de los modelos de pla-
nificacio´n, y por u´ltimo, como resultado del proceso de planificacio´n se obtienen los
planes, que son las trayectorias de aprendizaje.
4.2.1 BENEFICIOS DE UTILIZAR PLANIFICACIO´N DE IA
La Planificacio´n de IA puede satisfacer de una manera mas robusta las necesidades
de generacio´n de trayectorias de aprendizaje, ya que:
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Figura 4.1: Proceso de planificacio´n de inteligencia artificial.
• Recaba una gran cantidad de informacio´n acerca del mundo circundante para
definir un estado inicial del entorno del problema con el cual habra´ de enfren-
tarse.
• Define un conjunto de reglas de actuacio´n en base a determinadas condiciones,
precondiciones que una vez que se cumplen, permiten llevar a cabo una o
varias acciones que generan efectos sobre el estado del mundo, es decir, definir
el dominio por medio del cua´l sera´ posible cambiar el estado inicial de un
problema para llegar hasta un estado que lo solucione.
• Establece una meta que suele representarse como una accio´n o conjunto de
acciones que se quieran llevar a cabo, adema´s de una serie de condiciones que
debe cumplir el mundo circundante una vez que se hayan ejecutado dichas
acciones meta.
4.3 PROBLEMA DE PLANIFICACIO´N EDUCATIVA
El problema de planificacio´n educativa (PPE) puede definirse como la geneneracio´n
de una secuencia ordenada de actividades de aprendizaje para el estudiante (que
llamamos trayectoria de aprendizaje) que permiten optimizar una me´trica.
Necesitamos disen˜ar y formalizar un modelo de planificacio´n con el fı´n de generar
trayectorias de aprendizaje o planes educativos. Para esto consideramos formalizar
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nuestros modelos educativos directamente con PDDL [15]. La motivacio´n para uti-
lizar PDDL es doble: En primer lugar para explorar un conjunto ma´s amplio de las
propiedades del dominio de planificacio´n (modelo) con el fin de identificar aquellas
que podrian incrementar la complejidad de encontrar una solucio´n, y en segundo lu-
gar para aprovechar los algoritmos de planificacio´n de IA disponibles para generar
las trayectorias de aprendizaje.
  























































Figura 4.2: Una plantilla del modelo de tarea de aprendizaje para el problema de planifi-
cacio´n educativa (PPE).
Uno de los principales objetivos del disen˜o de nuestro modelo de planificacio´n es
que sea simple. Queremos que el modelo sea fa´cil de codificar, pero al mismo tiem-
po lo suficientemente general para expresar un amplio conjunto de propiedades y
diferentes tipos de plantillas de aprendizaje para el problema de planificacio´n edu-
cativa (PPE). Una plantilla de aprendizaje es una descripcio´n general estructurada
de co´mo se interrelacionan los objetivos de aprendizaje para capturar el plan de
estudios que los estudiantes deben completar.
Representamos una plantilla de aprendizaje para el problema de planificacio´n edu-
cativa como un grafo de descomposicio´n de tareas, en donde las tareas pueden ser
descompuestas en subtareas y nodos hoja. Podemos ver en la figura 4.2 un ejemplo
gra´fico de una plantilla general para representar el plan de estudios con nuestro mo-
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delo. Un nodo hoja de la red (es decir, un nodo que no tiene hijos) corresponde a
una actividad de aprendizaje; esto es, una actividad que el estudiante puede realizar
para lograr los objetivos de aprendizaje. Por otro lado un nodo que no tiene padre
corresponde a una tarea raiz de la estructura, es decir, el concepto de aprendizaje
del nivel superior de la jerarquı´a de tareas. Esto podrı´a representar a la materia o
asignatura del plan de estudios del estudiante.
En la figura 4.2 tenemos un grafo de cuatro niveles que representan la materia(unidad
de aprendizaje), temas (objetivos generales de la materia), subtemas (objetivos es-
pecı´fico) y actividades a realizar para cumplir esos objetivos. Sin embargo, no es la
u´nica estructura que puede modelarse. Esto se logra mediante la aplicacio´n de rela-
ciones IsPartOf entre las subtareas. La idea es facilitar la construccio´n de plantillas
de aprendizaje para tener en cuenta diferentes escenarios.
En el modelo cada nodo tarea esta´ asociado con una funcio´n de acumulacio´n de
calidad (QAF) esto es, una funcio´n de evaluacio´n que evalu´a la recompensa (es de-
cir, valor de calidad) del nodo. Utilizamos las relaciones IsPartOf para propagar la
recompensa de un nodo padre desde la calidad de sus hijos. El concepto de calidad
aquı´ es abstracto, podrı´a relacionarse al score de los estudiantes, satisfaccio´n, mo-
tivacio´n, preferencias, o incluso connotaciones negativas (por ejemplo sanciones)
como costo, tiempo o el uso de recursos. Esto debe ser definido por el disen˜ador del
contenido del modelo. Estamos conscientes de que algunos conceptos pedago´gicos
no pueden ser cuantificados nume´ricamente. Sin embargo, el uso de QAFs permite
aislar el proceso de calcular la informacio´n de recompensa, por lo que los educa-
dores podrı´an codificar la estimacio´n del valor. Para ejemplificar lo anterior, en una
plantilla del problema EPP consideramos que cada actividad tiene una utilidad y
que deseamos que la suma de estas utilidades este´ entre un rango mı´nimo satisfac-
torio (que podrı´a ser la calificacio´n mı´nima aprobatoria) y un rango mayor, para no
realizar actividades de ma´s, por ası´ decirlo. O´ como en trabajos relacionados que
consideran la suma del tiempo de cada actividad como su QAF de manera que no
exceda un tiempo lı´mite determinado.
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Como no es posible representar todos los escenarios posibles, nos enfocamos en uno
para representar nuestro modelo de planificacio´n que representa el problema PPE.
En e´ste tenemos una jerarquı´a de cuatro niveles, como ya vimos en la figura 4.2.
Aquı´ representamos tres clases de QAFs que nosotros disen˜amos: la suma QAF∑ y
las conjunciones QAF∧ y QAF∧
Kmin
. La suma QAF es uitlizada por los subtemas en
el ejemplo gra´fico, aquı´ agrega la recompensa al subtema por medio de las activi-
dades (nodos hijos). Por otro lado, las conjunciones QAFs evalu´an la recompensa
a una decisio´n binaria utilizando una cla´sula lo´gica. Siguiendo el ejemplo, nuestro
modelo puede agregar recompensa de las actividades a los subtemas, a partir de ahı´
para los temas y materia considerar la satisfaccio´n total del objetivo dada por la acu-
mulacio´n de recompensa de los nodos hijos. Esto significa que el modelo requiere
satisfacer una cla´usula condicio´n para considerar que el tema ha sido aprobado; es
decir, que todos sus subtemas han acumulado suficiente recompensa por encima de
una calificacio´n o nota satisfactoria mı´nima. De manera que podemos ver que el
modelo proporciona flexibilidad, ya que los QAFs se pueden combinar en cualquier
nivel de la jerarquı´a de la red.
Existen relaciones adicionales que habilitan a otros nodos de la red. Estas relaciones
las llamamos enables, la cual se especifican por medio de links direccionales entre
un nodo fuente y una tarea objetivo. Representan el conjunto mı´nimo de requeri-
mientos que un nodo fuente tiene que satisfacer con el objeto de considerar el nodo
objetivo para la planificacio´n. Estas relaciones pueden ser utilizadas para definir un
conjunto parcial o total de precondiciones entre los nodos, y puedan ocurrir en cual-
quier nivel de la jerarquı´a. Por ejemplo se pueden utilizar para especificar que una
materiax determinada no esta´ disponible para un estudiante hasta que la materiay ha
sido llevada por el estudiante y aprobada; para definir que un subtema dado requiere
conocimientos previos de un tema; o para declarar que una actividad de aprendiza-
je especı´fica requiere que un estudiante complete una o mu´ltiples actividades de
aprendizaje. Estas relaciones enables pueden ser utilizadas para especificar las res-
tricciones de precedencia entre los nodos en la jerarquı´a para generar trayectorias
de aprendizaje personalizadas que cumplan con los planes de estudio.
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Aunque PDDL no soporta como tal las QAFs y la jerarquı´a de tareas, hemos sido
capaces de modelarlas calculando explı´citamente las relaciones entre las tareas a
trave´s de predicados relacionales entre las acciones y objetos en el modelo de pla-
nificacio´n; y mediante el uso de funciones en las acciones, calculamos la calidad de
una manera similar al TAEMS (Task Analysis, Environment Modeling, and Simula-
tion) que se utiliza para modelar sistemas basados en agentes complejos ([11]). Las
relaciones enables son modeladas mediante predicados o´ el uso de precondiciones
temporales me´tricas en las acciones ([15]).
El objetivo general de nuestros modelos es representar el plan de estudios y objeti-
vos de aprendizaje que los estudiantes deben cumplir, tal que los algoritmos de pla-
nificacio´n independientes del dominio (que llamamos planificadores o´ simplemente
algoritmos de planificacio´n) puedan generar planes educativos personalizados que,
en la cantidad mı´nima de tiempo permita a los estudiantes completar satisfactoria-
mente su plan de estudios. El disen˜o del modelo nos permite incluir las preferencias
del usuario, por ejemplo, podemos pedir que se genere un plan que alcance una
nota mı´nima aprobatoria en la menor cantidad de tiempo, donde el nivel de logro
(nota mı´nima) es definida por el usuario. Este grado de libertad permite codificar
preferencias del usuario en te´rminos de requerimientos objetivo, por lo tanto la per-
sonalizacio´n de las trayectorias de aprendizaje. Aunque esto no es lo u´nico que
define la personalizacio´n, para esto tambien influye el estado inicial de un estudian-
te, es decir, si ya ha aprobado una materia determinada, ha realizado actividades
anteriormente o´ si desea realizar solo un conjunto de objetivos de aprendizaje.
4.4 FORMALIZACIO´N DEL MODELO
PPE es modelado como una plantilla de una red de tareas de aprendizaje LT .
Definition 1 Una plantilla de una red de tareas de aprendizaje LT es una 6-tupla:
LT = 〈R,N,A,Q,E,Kmin〉, donde
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R es un conjunto de recursos educativos. Para cada r ∈ R, MAX(r) representa la
cantidad de recursos r disponibles en el sistema educativo, como por ejemplo,
nu´mero de computadoras, nu´mero de licencias de software, nu´mero de libros
de texto de un tema en particular, etc.
N es un conjunto de nodos de tareas que representan los objetivos de aprendizaje
del programa de estudio. N = T ∪LA es el conjunto de todos los nodos tarea,
donde T es el conjunto de todas las tareas de aprendizaje que tienen subtareas
en la jerarquı´a de la red, mientras LA es el conjunto de actividades de aprendi-
zaje (es decir, los nodos de hoja) en la red. Adicionalmente, S ⊂ T especifica
el subconjunto de nodos raı´z para el modelo. Sea C(n) ⊂ N el conjunto de
hijos para el nodo n. Por lo tanto, C(n) = /0 si y solo si n ∈ LA. Adema´s, si
n 6∈ C(n′)∀n′∈N entonces n ∈ S; es decir, n es un nodo raı´z. Como se menciono´
anteriormente, las actividades de aprendizaje l ∈ LA representan las actividades
que los estudiantes pueden realizar para acumular una utilidad o recompensa
(por ejemplo, score) durante el proceso de aprendizaje. Cada actividad l tiene
tres mapeos u,d, y r, como se puede ver en la figura 4.2:
u representa el mapeo u : LA −→ N∗, donde u(l) representa el valor de uti-
lidad dada a la actividad de aprendizaje l en el modelo. Miden la contri-
bucio´n de las actividades de aprendizaje en el score global de sus nodos
padres. Tenga en cuenta que este mapeo es una funcio´n de utilidad o re-
compensa, pero como mencionamos anteriormente la recompensa puede
relacionarse con diferentes valores de utilidad. En nuestro ejemplo rela-
cionamos u con el score, por lo tanto {0≤ u≤ 100}.
d representa el mapeo d : LA −→N∗, donde d(l) representa la duracio´n que
la actividad de aprendizaje l toma para ser completada.
r representa el mapeo r : LA −→ N∗, donde r(l) representa la cantidad de
recurso r necesario para realizar con e´xito la actividad l.
Nuestros modelos consideran la inclusio´n de actividades de aprendizaje obli-
gatorias M ⊂ LA (vea por ejemplo la actividad A7 de la figura 4.2), donde se
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pueden considerar tareas (por ejemplo, examenes) que son requeridas durante
el curso. Estas actividades pueden ser vistas como restricciones duras en los
planes educativos generados.
A es un conjunto de relaciones jera´rquicas (IsPartO f ). Un arco ai, j entre dos
nodos tarea i y j existe i f f i es parte de la tarea de aprendizaje j en el plan de
estudios, y a j,i 6∈ A. Esto implica que i pertenece a la subjerarquı´a inmediata
de j, ası´ i ∈ C( j).
Q es un conjunto de Funciones de Acumulacio´n de Calidad (QAFs) ([11]), que
definen co´mo las utilidades (score) se agregan y evalu´an a trave´s de la red.
Aunque cada actividad de aprendizaje l ∈ LA tiene un valor de utilidad, to-
davı´a tenemos que estimar la ganancia de utilidad al considerar este tipo de
actividades en el resto de las tareas de aprendizaje en la jerarquı´a de la red.
Nosotros presentamos tres QAFs en la versio´n actual de nuestro modelo:
QAF∑(n) =






















La definicio´n recursiva de la equacio´n 4.1 para QAF∑ establece que la utilidad
de un nodo n se agrega a partir de las utilidades de sus hijos considerados pa-
ra la ejecucio´n del PLAN (Vea la definicio´n 2). Las ecuaciones 4.2 y 4.3 son
cla´usulas de satisfaccio´n de objetivo (es decir, QAFs conjuntivas). La primera
garantiza que la utilidad para los nodos esta´ por encima de un cierto valor de
CAPI´TULO 4. METODOLOGI´A 42
preferencia mı´nimo, mientras que la segunda marca los nodos como aproba-
dos o no aprobados dando valores binarios de sus hijos.
E es el conjunto de condiciones habilitantes (enabling) entre nodos tarea (acti-
vidades de aprendizaje) en nuestra red. Un enlace directo ei, j pertenece a E
si el nodo tarea i habilita (proporciona un subconjunto de los requisitos nece-
sarios por) la tarea j. En la versio´n actual de nuestro modelo, consideramos
condiciones Satisfaccio´n de Objetivos (gS) y Satisfaccio´n de Me´tricas (mS):
1) gS(ei, j)⇐⇒ j⇒ i : i, j ∈ LA, las condiciones de satisfaccio´n de objetivos
implican que para considerar la actividad de aprendizaje j para su ejecu-
cio´n, debera´ ser el caso que la actividad i se ha completado con e´xito. Una
actividad de aprendizaje j puede necesitar ma´s de una condicion enabling,
en ese caso cada uno de sus habilitadores debera´n ser completados antes
de j. Esta condicio´n obliga la satisfaccio´n total de los habilitadores pa-
ra modelar situaciones donde ciertas trayectorias de aprendizaje imponen
restricciones educativas duras.
2) mS(ei, j)⇐⇒ j⇒QAF∧Kmin(i) : i, j ∈ N, las condiciones de satisfacio´n de
me´tricas implica que para considerar la actividad de aprendizaje j para su
ejecucio´n, debera´ ser el caso que un nodo en particular i en la jerarquı´a
de la red, ha acumulado una cantidad mı´nima de utilidad, la cual es una
preferencia del usuario proporcionada al modelo. Esta condicio´n permite
la satisfaccio´n parcial de objetivos, ya que no requiere completar todas
las actividades de aprendizaje en la subjerarquı´a de i para soportar j. De
hecho, esta condicio´n proporciona flexibilidad al modelo para soportar
la generacio´n de planes educativos bajo diferentes niveles requeridos de
rendimiento.
Kmin representa la calificacio´n aprobatoria mı´nima que los planes educativos
tendra´n que cumplir. Podemos ajustar este para´metro en el modelo para
generar planes educativos con diferentes niveles de rendimiento.
Definition 2 Una solucio´n a una instancia del problema de planificacio´n educativa
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es un <PLAN >, que es una secuencia de actividades de aprendizaje {l1, l2, ..., ln}∈





d(li), li ∈ PLAN (4.4)
tal que:
1. ∀s ∈ S,∧QAF(s) ≥ 1, el estudiante pasa cada materia (nodos raiz) del plan
de estudios , y
2. ∀li ∈PLAN,∀l j ∈PLAN si li < l j en la secuencia del PLAN, entonces gS(e j,i) 6∈
E, no viola ninguna de las condiciones de satisfaccio´n objetivo en el modelo.
Nuestra definicio´n de solucio´n implica una secuencia de actividades de aprendizaje,
junto con los recursos necesarios para llevarlas a cabo, que a lo largo del tiempo per-
mitan alcanzar un conjunto de objetivos de aprendizaje. En otras palabras, estamos
tratando de encontrar el plan de duracio´n ma´s corta que garantice a los estudiantes
avanzar en su aprendizaje dada una evaluacio´n de calidad, un objetivo importan-
te para estudiantes con horarios limitados. Nuestro enfoque no esta limitado a la
optimizacio´n de trayectorias de aprendizaje con respecto al tiempo. Los modelos
podrı´an maximizar o minimizar QAFs definidas por el usuario. Recordemos que las
QAFs permiten encapsular y agregar utilidad, e´stas definen como la utilidad es pro-
pagada en la jerarquı´a de red. En consecuencia, podemos directamente optimizarlas.
Para el propo´sito de este estudio, evaluamos nuestro modelo con la definicio´n 2 que
presentamos anteriormente.
4.4.1 EJEMPLO DEL MODELO DE Planificacio´n Y SU
REPRESENTACIO´N EN PDDL
Podemos ver un ejemplo gra´fico de la plantilla del modelo presenta-
do en la figura 4.2, la cual contiene la informacio´n de una materia en
la figura 4.3. En este ejemplo, el conjunto de tareas de aprendizaje es



















































Figura 4.3: Plantilla de un modelo de tareas de aprendizaje instanciada con datos educati-
vos.
N = {EstructuradeDatos&Algs, Arboles, Clasi f icacio´n, Binario, Ro jo −
Negro, Ordenacio´nRa´pida, Ordenacio´nArboles, A1, ..., A12}. El conjun-
to de relaciones jera´rquicas IsPartO f es A = {(A1,Binario),(A2,Binario),
(A3,Binario), (A4,Ro jo − Negro), (A5,Ro jo − Negro), (A6,Ro jo − Negro),
(A7,Ordenacio´nRa´pida), (A8,Ordenacio´nRa´pida), (A9,Ordenacio´nRa´pida),
(A10,Ordenacio´nArboles), (A11,Ordenacio´nArboles), (A12,Ordenacio´nArboles),
(Binario,Arboles), (Ro jo−Negro,Arboles), (Ordenacio´nRa´pida,Clasi f icacio´n),
(Ordenacio´nArboles,Clasi f icacio´n), (Arboles,EstructuradeDatos&Algs),
(Clasi f icacio´n,EstructuradeDatos&Algs)}. Los QAFs del modelo son re-







(Clasi f icacio´n), QAF∧(EstructuradeDatos&Algs)}. Finalmen-
te, el conjunto de relaciones habilitantes (enabling) esta´ compuesto de
E = {gS(A1,A4),g S(A3,A9),g S(A9,A10)}. Por simplicidad asumimos que hay
cuatro diferentes tipos de recursos educativos, esto es R = {r0,r1,r2,r3}, y la
disponibilidad es ilimitada. Podemos ver en la figura 4.3 los valores de duracio´n y
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utilidad para cada actividad de aprendizaje. La calificacio´n mı´nima para aprobar en
este ejemplo es de Kmin = 70.
Utilizamos la plantilla del modelo instanciado, la cual representa nuestra estructura
del modelo de tareas de aprendizaje, con los datos del plan de estudios por parte del
usuario para codificar el modelo de planificacio´n en PDDL. Como se menciono´ an-
teriormente, PDDL es un lenguaje centrado en las acciones que representa la fı´sica
de un problema a trave´s de la definicio´n de pre y post-condiciones que describen la
aplicabilidad y efectos de las acciones. Por lo tanto, existe una correspondencia uno
a uno entre las tareas de aprendizaje en nuestra estructura del modelo y acciones
PDDL. Utilizamos los modelos de planificacio´n en PDDL generados y los algorit-
mos de planificacio´n (Planificadores) para generar las trayectorias de aprendizaje
(es decir, planes) para PPE.
Se pueden distinguir dos clases diferentes de actividades de aprendizaje en nuestros
modelos; actividades con y sin condiciones habilitantes. La plantilla PDDL para
modelar las actividades sin condiciones habilitantes se puede ver en la figura 4.4.
La plantilla de la accio´n tiene 4 para´metros de entrada. El estudiante s que realiza
la actividad de aprendizaje l que es parte de (isPartOf) el subtema o, y requiere de
recursos r. La duracio´n de la actividad de aprendizaje l se especifica en la lı´nea 2
de la descripcio´n de la plantilla mediante el uso de funciones PDDL (por ejemplo,
laDuration es una funcio´n que toma la actividad l como un para´metro de entrada
y devuelve la duracio´n de l). La cla´usula de condicio´n, que comprende las lı´neas
4 a 11, define las condiciones necesarias que deben ser verdaderas para que la ac-
cio´n sea aplicable. La lı´nea 5 identifica a la actividad l que pertenece a la clase de
actividades que no tienen habilitadores. Las lı´neas 6 y 7 validan que el estudiante s
esta´ libre (es decir, s no esta´ ocupado realizando otra actividad), y que la actividad
l no se ha realizado anteriormente. La lı´nea 8 identifica la relacio´n isPartOf de la
actividad de aprendizaje, que es necesaria para calcular la suma de los valores score
en la tarea padre correspondiente o (es decir, un subtema en nuestro ejemplo). Las
lı´neas 9 y 10 determinan el tipo de recurso que la actividad requiere, y comprueba la
disponibilidad de recursos. La u´ltima lı´nea de la cla´usula de condiciones establece
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1 : ( : d u r a t i v e−a c t i o n EXEC−LA−noReqs
2 : : p a r a m e t e r s ( ? s − s t u d e n t ? l − LA ? o − subtheme ? r − r e s o u r c e )
3 : : d u r a t i o n (= ? d u r a t i o n ( l a D u r a t i o n ? l ) )
4 : : c o n d i t i o n ( and
5 : ( a t s t a r t ( noReqs ? l ) )
6 : ( a t s t a r t ( f r e e ? s ) )
7 : ( a t s t a r t ( n o t ( done ? l ? s ) )
8 : ( a t s t a r t ( i s P a r t O f S u b t h e m e ? l ? o ) )
9 : ( a t s t a r t ( n e e d s R e s o u r c e ? l ? r ) )
1 0 : ( a t s t a r t (> ( q u a n t i t y−r e s o u r c e ? r ) 0 ) )
1 1 : ( a t s t a r t (> ( maxgrade−subtheme ? o ) ( valueLA ? l ) ) ) )
1 2 : : e f f e c t ( and
1 3 : ( a t s t a r t ( n o t ( f r e e ? s ) ) )
1 4 : ( a t s t a r t ( d e c r e a s e ( q u a n t i t y−r e s o u r c e ? r ) 1 ) )
1 5 : ( a t end ( i n c r e a s e ( q u a n t i t y−r e s o u r c e ? r ) 1 ) )
1 6 : ( a t end ( i n c r e a s e ( s c o r e ? o ? s ) ( valueLA ? l ) ) )
1 7 : ( a t end ( d e c r e a s e ( maxgrade−subtheme ? o ) ( valueLA ? l ) ) )
1 8 : ( a t end ( done ? l ? s ) )
1 9 : ( a t end ( f r e e ? s ) ) )
2 0 : )
Figura 4.4: Plantilla PDDL para las actividades de aprendizaje sin condiciones habilitan-
tes.
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que para que una actividad de aprendizaje sea aplicable su valor de utilidad debe ser
capaz de contribuir en la utilidad agregada de su subtema. Para esta versio´n de nues-
tros modelos, ponemos un lı´mite de 100 en la cantidad de utilidad que cada subtema
puede adquirir. No hay ninguna razo´n para seguir trabajando en un subtema del plan
de estudios, si el estudiante ha demostrado competencia en e´l.
Las lı´neas 12 a la 19 especifican los efectos de la realizacio´n de la actividad de
aprendizaje. Puesto que, se trata de una actividad temporal, al inicio del intervalo
de ejecucio´n del estudiante se convierte en ocupado y disminuye de disponibilidad
de recursos (ve´ase [15] para una descripcio´n completa de la sema´ntica de acciones
temporales en PDDL). Al final del intervalo de ejecucio´n, aumenta la disponibilidad
de recursos. Por otra parte, el valor de la utilidad de la actividad de aprendizaje se
agrega al subtema (reward) (lı´nea 16), y se utiliza para disminuir la cantidad de
utilidad que todavı´a se puede adquirir en el subtema (lı´nea 17). Observe que los
valores quedan agregados a los subtemas porque en nuestro ejemplo tales nodos
requieren funciones de acumulacio´n QAF∑ . Por u´ltimo, la actividad de aprendizaje
esta´ marcado como completada, y el estudiante es establecido libre (disponible) para
poder participar en otra actividad.
Para los casos en que las actividades de aprendizaje son habilitadas mediante la sa-
tisfaccio´n objetivo o condiciones de satisfaccio´n me´trica, sus para´metros de entrada
y cla´usula de precondiciones cambian tomando en cuenta las tareas de aprendiza-
je habilitadoras. En nuestro ejemplo de la figura 4.3, hay una relacio´n habilitante
de la actividad de aprendizaje A1 a la A4. Para representar dicha relacio´n, la plan-
tilla PDDL de la figura 4.4 considerarı´a un para´metro de entrada adicional l′ (es
decir, el habilitador) para instanciar con el valor de A1. Entonces, serı´a verificar si
dicho habilitador se ha completado con e´xito antes de comenzar l (instanciado con
A4). La verificacio´n se lleva a cabo con una cla´usula de condicio´n previa adicional
(done ?l′ ?s). Si hay ma´s de un habilitador para una determinada actividad l, so´lo
tenemos que an˜adir las variables necesarias, y las cla´usulas de condiciones previas
para la verificacio´n. Como se puede ver, los modelos de planificacio´n propuestos
son muy flexibles y pueden ser modificados fa´cilmente para capturar las restriccio-
CAPI´TULO 4. METODOLOGI´A 48
1 : : d u r a t i v e−a c t i o n PASS−Theme−T r e e s
2 : : p a r a m e t e r s ( ? s − s t u d e n t )
3 : : d u r a t i o n (= ? d u r a t i o n 1 )
4 : : c o n d i t i o n ( and
5 : ( a t s t a r t (>= ( s c o r e B i na ry ? s ) ( Kmin D a t a S t r u c t u r e s A l g s ) ) )
6 : ( a t s t a r t (>= ( s c o r e Red−Black ? s ) ( Kmin D a t a S t r u c t u r e s A l g s ) ) ) )
7 : : e f f e c t ( and
8 : ( a t end ( passed−Theme T r e e s D a t a S t r u c t u r e s A l g s ? s ) ) )
9 : )
Figura 4.5: Accio´n PDDL para evaluar si un tema en particular ha sido aprobado en nues-
tro ejemplo.
nes del plan de estudios.
Recordemos que las condiciones de satisfaccio´n me´trica de la forma mS(ei, j) se co-
difican utilizando funciones QAF∧
Kmin
. Modelamos esta condicio´n en nuestro mo-
delo de planificacio´n con la instroduccio´n de una cla´usula adicional en la definicio´n
de precondiciones de una actividad de aprendizaje j. Especı´ficamente, la siguiente
cla´usula es insertada (at start (> (score ?i ?student) (Kmin))). La variable i, la
cual representa una tarea, se pasa como un para´metro de entrada, y Kmin es una
constante (dada por el usuario) que establece el score lı´mite que requiere una acti-
vidad de aprendizaje particular para ser ejecutada.
Podemos ver en la figura 4.5 la implementacio´n PDDL de la funcio´n QAF∧
Kmin
para
una determinada tarea t. Siguiendo nuestro ejemplo, t toma el valor de Arboles, que
es un tema de nuestro plan de estudios. La accio´n garantiza, a trave´s de sus cla´usu-
las conjuntivas de precondiciones, que cada subtarea en la jerarquı´a de Arboles ha
acumulado un valor de utilidad mı´nimo de Kmin. Si ese es el caso, la tarea se marca
como aprobada por el estudiante. La descripcio´n PDDL de QAF∧ para evaluar la
satisfaccio´n objetivo es muy similar a la representacio´n QAF∧
Kmin
. Un ejemplo de la
accio´n PDDL correspondiente se puede ver en la figura 4.6. La accio´n evalua si cada
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1 : : d u r a t i v e−a c t i o n PASS−D a t a S t r u c t u r e s A l g s
2 : : p a r a m e t e r s ( ? s − s t u d e n t )
3 : : d u r a t i o n (= ? d u r a t i o n 1 )
4 : : c o n d i t i o n ( and
5 : ( a t s t a r t ( passed−Theme T r e e s D a t a S t r u c t u r e s A l g s ? s ) )
6 : ( a t s t a r t ( passed−Theme S o r t i n g D a t a S t r u c t u r e s A l g s ? s ) )
7 : : e f f e c t ( and
8 : ( a t end ( passed−S u b j e c t D a t a S t r u c t u r e s A l g s ? s ) )
9 : )
Figura 4.6: Accio´n PDDL para evaluar si una materia en particular ha sido aprobada.
subtarea (es decir, temas en nuestro ejemplo) en la jerarquı´a ha sido aprobada, si ese
es el caso, el nodo padre (por ejemplo, una materia) es marcada como aprobada por
el estudiante.
En la figura 4.7 se muestra un plan solucio´n de nuestro ejemplo. El plan satisface
la condicio´n de satisfaccio´n objetivo QAF∧ de la definicio´n 2, es decir, el nodo
raı´z (una materia) es aprobada porque sus subtareas son marcadas como aprobadas.
Esta condicio´n es representada con la accio´n PDDL de la figura 4.6. Observe que
el apoyo a esta decisio´n se basa en los valores de las subtareas en la jerarquı´a. En
nuestro ejemplo, los valores de las subtareas son calculados con funciones QAF∧
Kmin
(vea la descripcio´n PDDL en la figura 4.5), la cual garantiza que el plan acumula
suficiente utilidad de recompensa (en este ejemplo en particular, mayor o igual a
70).
Podemos observar en este ejemplo lo flexible que es nuestro modelo. El disen˜ador
puede combinar cualquiera de los QAFs soportados en la jerarquı´a de la red para
evaluar el desempen˜o de los estudiantes, lo que facilita la representacio´n de escena-
rios realistas. Para el ejemplo presentado, la solucio´n se calcula utilizando el sistema
de planificacio´n SGPLAN ([?]), un planificador independiente de dominio greedy
que considera la particio´n de sub-objetivos. Dada la naturaleza greddy de SGPLAN,


















































Figura 4.7: Ejemplo de una solucio´n (plan) de la trayectoria de aprendizaje.
su solucio´n no es o´ptima. La duracio´n del plan o´ptimo es de 330 unidades de tiempo
en este ejemplo. Para darnos cuenta de la optimalidad de los planes, desarrollamos
un modelo de programacio´n matema´tica para la solucio´n de PPE, omitiendo la je-
rarquı´a y ordenacio´n de actividades.
En la seccio´n de evaluacio´n, ofrecemos nuestro ana´lisis y comparacio´n del com-
portamiento de los algoritmos de planificacio´n y nuestro modelo de programacio´n
matema´tica para la solucio´n del problema.
4.5 MODELO MATEMA´TICO
Dado que estamos interesados en conocer la diferencia de optimalidad en las so-
luciones obtenidas por los algoritmos de planificacio´n, desarrollamos un modelo
de programacio´n lineal entera mixta. En e´ste relajamos las restricciones de ordena-
miento de las actividades. No considera la jerarquı´a de la red, u´nicamente realiza la
seleccio´n de aquellas actividades que optimicen la me´trica seleccionada, en nues-
tro caso es minimizar el tiempo total (utilizado en la experimentacio´n). Adema´s de
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que considera las actividades que son obligatorias, y si existe una relacio´n de pre-
cedencia entre actividades, se asegura que ambas actividades este´n incluidas en el
plan.
Presentamos a continuacio´n el modelo matema´tico desarrollado.
4.5.1 SUPOSICIONES
• Las actividades se realizan una sola vez.
• De acuerdo con la me´trica a optimizar habra´ actividades que no sean seleccio-
nadas.
• Todas las actividades cuentan con una duracio´n y utilidad (score).
• No se considera la secuenciacio´n (o´rden) de actividades.
4.5.2 PARA´METROS
1. ui j: Valor de utilidad dada a la actividad de aprendizaje i del subtema j.
2. di j: Duracio´n de la actividad de aprendizaje i del subtema j.
3. Kmin: Calificacio´n aprobatoria mı´nima que los planes educativos tendra´n que
cumplir en cada subtema.
4. Kmax: Calificacio´n ma´xima que un estudiante puede obtener por subtema.
4.5.3 CONJUNTOS
1. M: Conjunto de actividades de aprendizaje obligatorias, tal que mi j ∈ M si la
actividad de aprendizaje i del subtema j es obligatoria.
2. Ω: Matriz binaria de taman˜o n×n actividades de aprendizaje, donde ωii′=1 si
la actividad de aprendizaje i habilita la actividad de aprendizaje i′, and ωii′=0
en otro caso.
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4.5.4 VARIABLE DE DECISIO´N Y VARIABLE AUXILIAR
1. xi j =
 1 si la actividad i del subtema j esta completada0 en otro caso
2. y j: Variable auxiliar que representa el score acumulado obtenido en el subtema
j.
i ∈ N, i = 1, ...,n actividades de aprendizaje
























ui jxi j j = 1,2, . . . ,α (4.8)
xi′ j′ ≤ ωii′xi j i, i′ = 1,2, . . . ,n; j, j′ = 1,2, . . . ,α (4.9)
xi j = 1 ∀mi j ∈M (4.10)
xi j ∈ {0,1} i = 1,2, . . . ,n; j = 1,2, . . . ,α (4.11)
y j ≥ 0 j = 1,2, . . . ,α (4.12)
CAPI´TULO 4. METODOLOGI´A 53
La funcio´n objetivo (4.5) es minimizar el tiempo total de las actividades a reali-
zar. El conjunto de restricciones (4.6) asegura que la suma del valor de utilidad
de las actividades de aprendizaje seleccionadas son mayor o igual que una califi-
cacio´n aprobatoria mı´nima por subtema. Las restricciones de (4.7) son similares a
las anteriores, pero para el lı´mite superior de la calificacio´n por cada subtema. Este
conjunto de restricciones pudiera parecer trivial para la funcio´n objetivo z, ya que
en ella consideramos el tiempo, pero es importante tener en cuenta que el conjunto
de actividades seleccionadas, que minimicen el tiempo total, consideren que e´stas
aseguren un score o utilidad por subtema. El conjunto de restricciones (4.8) propor-
ciona informacio´n sobre la calificacio´n acumulada obtenida en cada subtema. Las
restricciones (4.9) garantizan que cada relacio´n habilitante entre las actividades de
aprendizaje sean consideradas en la solucio´n, es decir, si existe una relacio´n de pre-
cedencia entre dos actividades, aunque no se considere cual se presenta primero y
cual despue´s, sı´ que si una es seleccionada para estar en el plan, la otra tambien. Por
otro lado, las restricciones (4.10) aseguran que cada actividad de aprendizaje obli-
gatoria sea incluida en el plan. Por u´ltimo las restricciones (4.11, 4.12) establecen




Un problema es un conjunto de instancias al cual corresponde un conjunto de so-
luciones, junto con una relacio´n que asocia para cada instancia del problema un
subconjunto de soluciones (posiblemente vacı´o) [43].
Los problemas pueden ser clasificados en:
• Problemas de decisio´n: La respuesta es “sı´” o “no”. La tarea es decidir “sı´”
o “no” la relacio´n entre instancias y soluciones asigna un subconjunto vacı´o a
una instancia dada. Por lo que si existen soluciones, la respuesta a la pregunta
del problema es “si”; y si el subconjunto es vacio, la respuesta es “no”.
Es decir, un problema de decisio´n es aquel en el que las respuestas posibles
son “si” o “no”.
• Problemas de optimizacio´n: La pregunta es del tipo: “cua´l es el mejor valor
posible” o “con que´ configuracio´n se obtiene el mejor valor posible”.
Para problemas de optimizacio´n, la instancia esta´ compuesta por un conjunto
de configuraciones, un conjunto de restricciones, y una funcio´n objetivo que
asigna un valor (real) a cada instancia. Si las configuraciones son discretas,
el problema es combinatorial. La tarea es identificar cua´l de las configura-
ciones factibles (las que cumplen con todas las restricciones) tiene el mejor
valor de la funcio´n objetivo. Depende del problema si el mejor valor es el
mayor (problema de maximizacio´n) o el menor (problema de minimizacio´n).
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La configuracio´n factible con el mejor valor se llama la solucio´n o´ptima de la
instancia.
Si deseamos conocer cual es la complejidad de un problema, debemos tener co-
nocimiento acerca de las Ma´quinas de Turing (TM) y las clases de complejidad
computacional que existen.
La Ma´quina Turing es un modelo formal de computacio´n. Puede simular cualquier
algoritmo con pe´rdida de eficiencia insignificante utilizando una sola estructura de
datos. Esa estructura es una sucesio´n de sı´mbolos escrita en una cinta (infinita) que
permite borrar e imprimir sı´mbolos.
Definicio´n formal de una TM
M = (K,Σ,δ ,s)
• un conjunto finito de estados K, s ∈ K,
• un alfabeto finito de sı´mbolos Σ ası´ que unionsq, . ∈ Σ (unionsq es un espacio vacio y . es
el inicio de la cinta),
• una funcio´n de transicio´n
δ :K× Σ→ (K∪ {“alto”, “si”, “no”}) × Σ × { →,←, − },
• los estados “alto”, “sı´” y “no”
• direcciones del puntero:→ (derecha),← (izquierda) y − (sin mover).
Resolver un problema de decisio´n por una TM es decidir un lenguaje que consiste
de representaciones de las instancias del problema que corresponden a la respuesta
“sı´”.
Una ma´quina Turing M decide el lenguaje L si y so´lo si para toda sucesio´n x ∈ (Σ \
{ unionsq }) aplica que si x ∈ L, M(x) =“si” y si x 6 ∈ L, M(x)=“no”.
Debemos distinguir adema´s entre:
• Ma´quina de Turing Determinista: Para cada par (estado, sı´mbolo), existe como
ma´ximo una transicio´n a otro estado.
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• Ma´quina de Turing No Determinista: Existe al menos un par (estado, sı´mbolo),
con ma´s de una transicio´n a estados diferentes.
La complejidad computacional estudia el orden de complejidad de un algoritmo
que resuelve un problema decidible. Para ello, considera 2 tipos de recursos reque-
ridos durante el co´mputo para resolver un problema:
• Tiempo: Nu´mero de pasos base de ejecucio´n de un algoritmo para resolver un
problema.
• Espacio: Cantidad de memoria utilizada para resolver un problema.
La complejidad de un algoritmo se expresa como funcio´n del taman˜o de entrada del
problema, n
En esta seccio´n se presenta el ana´lisis de complejidad de nuestro problema (PPE), es
decir, se realiza una reduccio´n de un problema del cual ya se conoce su complejidad
y se comprueba que nuestro problema es al menos igual de difı´cil que el problema
conocido.
5.2 ANA´LISIS DE COMPLEJIDAD
Dado un problema en NP, todo lo que necesitamos hacer es mostrar que algu´n pro-
blema NP-completo conocido puede ser transformado a e´l.
Entonces podemos decir que el Problema de Planificacio´n Educativa (PPE) es al
menos tan difı´cil como el problema Subset Sum (SS) si SS se reduce a PPE. Deci-
mos que SS se reduce a PPE si hay una transformacio´n R que, para cada entrada x
de SS, produce una entrada equivalente R(x) de PPE.
En [16] y [37] menciona el proceso de elaboracio´n de una prueba de NP-completitud
para un problema de decisio´n. Estos pasos son los siguientes:
• Mostrar que nuestro problema (PPE) esta´ en NP,
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• Seleccionar un problema NP-completo conocido, nosotros seleccionamos el
problema Subset Sum,
• Construir una reduccio´n del problema SS al problema PPE, y
• Demostrar que la reduccio´n se lleva a cabo en espacio logarı´tmico.
Una vez mencionados estos pasos, procedemos a realizar la prueba para demostrar
que nuestro problema en su versio´n de decisio´n es NP-Completo, y por tanto el
problema de optimizacio´n es NP-Duro.
5.2.1 DESCRIPCIO´N DE AMBOS PROBLEMAS EN SU VERSIO´N DE
DECISIO´N
[Problema Subset Sum (SS)]
INSTANCIA: Tenemos un conjunto finito O, con taman˜o e(o) ∈Z + para cada o ∈
O y un nu´mero entero positivo b.
PREGUNTA: Hay un subconjunto O’ ⊆ O tal que la suma de sus taman˜os de los
elementos en O’ es exactamente b?.
[Problema de Planificacio´n Educativa (PPE)]
INSTANCIA: Tenemos un conjunto de Materias, un conjunto de temas, conjunto
de subtemas y conjunto de actividades de aprendizaje que forman cada subtema.
Cada materia esta´ compuesta de una cierta cantidad de temas, cada tema esta´
compuesto de una cierta cantidad de actividades. Cada actividad tiene un score r(a)
y una duracion d(a). Sea U una cota superior y L una cota inferior que representan
el score que se debe acumular por subtema.
PREGUNTA: ¿Hay una seleccio´n de actividades tal que la suma de los scores
de las actividades seleccionadas sea mayor o igual a L y menor o igual a U para
CAPI´TULO 5. COMPLEJIDAD DEL PROBLEMA 58
cada subtema y en donde el tiempo total de la suma de la duracio´n de todas las
actividades seleccionadas sea menor o igual a c?.
5.2.2 Theorem
Problema de Planificacio´n Educativa es NP-completo:
Prueba: Es fa´cil ver que el problema PPE esta´ em NP, debido a que un algoritmo
no determinista necesita solo “adivinar” una seleccio´n de actividades y checar
en tiempo polinomial que la suma de los score de las actividades seleccionados
de cada subtema esta´n entre U y L y que la suma de la duracio´n de todas las
actividades seleccionadas es menor o igual que c.
Construimos una instancia del problema PPE en el cual consideramos una sola
materia, la cual tiene un u´nico tema y un u´nico subtema. Dicho subtema esta´
compuesto por un conjunto de actividades. Sea A un conjunto de actividades con
score r(a) y sea establecida la duracio´n de cada actividad en cero (d(a) = 0).
Debido a que so´lo se tiene un u´nico subtema no hay relaciones de precedencia
entre los subtemas y actividades de otros subtemas. Sea A′ un subconjunto de A. La
suma de los scores de las actividades del subconjunto A′ es igual a L =U , donde se
asume que esta cantidad es igual a b. 5.1
5.2.3⇒ “Si” EN EL PROBLEMA SS ES UN “Si” EN EL PROBLEMA
PPE
.
Dada una ma´quina de Turing TM la cual decide si a una instancia del problema
SS significa que existe un subconjunto O′ tal que la suma de los taman˜os de los
elementos en O′ es igual a b entonces significa que hay un subconjunto A′ para el
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Instancia problema SS Instancia problema PPE
O Conjunto finito de elementos, A Conjunto finito de actividades de
aprendizaje,
n elementos, n actividades de aprendizaje,
ei taman˜o de elementos i=1,2,...,n, ri score de actividades i=1,2,...,n,
b suma de taman˜os de elementos en O′ ∈ O b suma de score de las actividades
en A′ ∈ A sujeto a que L=U
Tabla 5.1: Instancias de ambos problemas
cual la suma de los score de los elementos de A′ es igual a b.
5.2.4⇐ “NO” EN EL PROBLEMA PPE ES UN “NO” EN EL
PROBLEMA SS
Dada una ma´quina de Turing TM la cual decide no a una instancia del problema
PPE significa que no existe un subconjunto A’ tal que la suma de sus score sea igual
a b entonces significa que no existe un subconjunto O’ para el cual la suma de los
taman˜os de los elementos de O’ es igual a ”b”.
5.2.5 LA REDUCCIO´N DEL PROBLEMA SS AL PROBLEMA PPE ES
EN ESPACIO LOGARI´TMICO
Nosotros necesitamos tener en memoria: La cantidad de elementos en setO, el
nu´mero entero b, el elemento actual o ∈ O, el taman˜o e(o). Teniendo ası´ 4logn
espacio, O (logn).
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5.2.6 CONCLUSIONES DE LA COMPLEJIDAD
Presentamos un ana´lisis de complejidad que permite demostrar que el Problema de
Planificacio´n Educativa en su versio´n de decisio´n es NP-Completo y por lo tanto el
problema de optimizacio´n es NP-Duro.
CAPI´TULO 6
EXPERIMENTACIO´N
Realizamos varios experimentos con el fin de observar el desempen˜o de los algorit-
mos de planificacio´n, el modelo matema´tico y la conjuncio´n de ambas soluciones.
De manera que dividimos en tres secciones las experimentaciones realizadas. En la
primer seccio´n veremos los resultados obtenidos con u´nicamente el modelo de pla-
nificacio´n, ası´ como el desempen˜o de los algoritmos de planificacio´n para obtener
soluciones (planes). En la segunda seccio´n veremos el GAP de las soluciones de los
algoritmos de planificacio´n vs las soluciones obtenidas por un modelo matema´ti-
co que desarrollamos. En la tercer seccio´n veremos los resultados de mezclar las
soluciones del modelo matema´tico a los modelos de planificacio´n.
6.1 SECCIO´N 1: EXPERIMENTACIO´N CON LOS
MODELOS DE PLANIFICACIO´N
La experimentacio´n se realizo´ en un servidor HP DL360P G8 con dos Procesadores
Intel E5-2630 de 6 nu´cleos a 2.3Ghz y 16GB de RAM. Se generaron automa´tica-
mente modelos de planificacio´n de Inteligencia Artificial por medio de un genera-
dor de instancias programado en Ansi C. Posteriormente se utilizaron algoritmos de
propo´sito especial (planificadores) para dar solucio´n a los modelos.
Las caracterı´sticas de los modelos de planificacio´n generados son: la funcio´n obje-
tivo establecida en los modelos educativos propuestos es minimizar el tiempo total
(makespan) de la solucio´n (plan). Es decir, obtener la trayectoria de aprendizaje que,
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en el menor tiempo posible, le garantice al estudiante la aprobacio´n de los objetivos
de aprendizaje contenidos en el modelo educativo. Se asumio´ para el proceso de
modelacio´n un u´nico estudiante, y que los recursos asociados a las actividades de
aprendizaje son ilimitados.
Se seleccionaron dos planificadores para dar solucio´n a los modelos de planificacio´n
generados: Son LPG [20] y SGPLAN [23].
SGPLAN soporta todas las propiedades de nuestros modelos educativos, y fue el
algoritmo que mejor se comporto´ en nuestras pruebas. SGPLAN particiona un pro-
blema grande de planificacio´n (como el nuestro) en subproblemas. Cada subproble-
ma contiene sus propios subobjetivos que tienen que satisfacerse, pero al particio-
nar el espacio de bu´squeda se reduce exponencialmente la complejidad de solucio´n
con respecto al problema original [8]. Esta propiedad del planificador es importan-
te porque nuestros modelos esta´n compuestos de materias independientes. Aunque
existen relaciones entre actividades de una misma materia, estas son independientes
con respecto a actividades de otras materias.
El otro planificador seleccionado es LPG, el cual es un planificador estoca´stico ba-
sado en un algoritmo de mejor primero. LPG es recomendado para dominios que
tienen cantidades nume´ricas y duraciones [10], caracterı´sticas que tienen nuestros
modelos de planificacio´n.
Nosotros utilizamos estos dos planificadores como un medio para validar nuestros
modelos, y para obtener soluciones, y de esta manera tratar de analizar los lı´mites
que estos puedan tener en resolver nuestros tipos de modelos.
En esta seccio´n se realizaron tres tipos de experimentacio´n. El primer tipo esta´ enfo-
cado a evaluar el taman˜o de las instancias (modelos) y la existencia o no de relacio-
nes de precedencia (habilitadores entre las acciones). El segundo tipo de experimen-
tacio´n esta´ orientada a identificar cual elemento del a´rbol jera´rquico dificulta ma´s la
resolucio´n de los modelos. El tercer tipo de experimentacio´n se dirige a analizar si la
existencia de las me´tricas de evaluacio´n en el modelo de planificacio´n influyen en la
complejidad de resolucio´n de los modelos. Considera´ndose solo las clases mediana
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y grande de los dominios generados en el segundo tipo de experimentacio´n.
En los primeros dos tipos de experimentacio´n esta´ implı´cita la acumulacio´n de
me´tricas ya que forman parte del modelo para permitir la progresio´n de activida-
des. En el u´ltimo tipo, el modelo es modificado de manera que no tome en cuenta
estas me´tricas, esto para observar el comportamiento del algoritmo de planificacio´n
cuando no esta´n presentes.
6.1.1 TIPO 1 DE LA EXPERIMENTACIO´N
La experimentacio´n esta´ enfocada a evaluar dos de las caracterı´sticas, que creemos
ma´s importantes, si deseamos que la tecnologı´a escale a problemas del mundo real.
La primera es la densidad de actividades de aprendizaje. La segunda es la densidad
en las relaciones de precedencia entre las actividades de aprendizaje y los nodos de
la red educativa.
Se definieron tres clases de problemas basadas en el taman˜o de la red. La clase pe-
quen˜a comprende de 1 a 3 temas, 1 a 3 subtemas y 1 a 3 actividades de aprendizaje.
La clase mediana considera de 4 a 5 el nu´mero de hijos en la jerarquı´a de los nodos
en la red, y la grande eleva el nu´mero de hijos de entre 6 a 7. Se modelaron 1, 2,
3, 4 y 5 materias para cada clase. Es decir, 1 materia de clase pequen˜a, 1 materia
clase mediana, ... , 5 materias clase grande. Esto nos da como resultado, en un a´rbol
jera´rquico completo, con una sola materia, un total de 27 actividades de aprendizaje
para la clase pequen˜a, 125 para la clase mediana y 343 para la grande, para el valor
ma´ximo de los rangos que comprenden las clases por materia. Teniendo la clase
grande con 5 materias, 1715 actividades de aprendizaje.
Se generaron 30 instancias (modelos) por materia, y se consideraron hasta 5 ma-
terias por clase. Los modelos se generan con y sin requerimientos de precedencia
(relaciones habilitantes) para evaluar las dos caracterı´sticas principales de nuestro
disen˜o de experimentos: densidad en la jerarquı´a de la red y densidad en las re-
laciones internodos. En total se generaron 900 modelos de prueba siguiendo esta
metodologı´a.
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Clase Materias Temas Subtemas Actividades
Pequen˜a 1 1 a 3 1 a 3 1 a 3
Pequen˜a 2 1 a 3 1 a 3 1 a 3
Pequen˜a 3 1 a 3 1 a 3 1 a 3
Pequen˜a 4 1 a 3 1 a 3 1 a 3
Pequen˜a 5 1 a 3 1 a 3 1 a 3
Mediana 1 4 a 5 4 a 5 4 a 5
Mediana 2 4 a 5 4 a 5 4 a 5
Mediana 3 4 a 5 4 a 5 4 a 5
Mediana 4 4 a 5 4 a 5 4 a 5
Mediana 5 4 a 5 4 a 5 4 a 5
Grande 1 6 a 7 6 a 7 6 a 7
Grande 2 6 a 7 6 a 7 6 a 7
Grande 3 6 a 7 6 a 7 6 a 7
Grande 4 6 a 7 6 a 7 6 a 7
Grande 5 6 a 7 6 a 7 6 a 7
Tabla 6.1: Clasificacio´n de instancias por clases
Las relaciones de precedencia esta´n al 100% por cada materia. Esto nos da a´rboles
jera´rquicos totalmente interconectados. Es decir, en una materia, todos los temas,
(excepto el primero) tiene relacio´n de precedencia a los anteriores. Las activida-
des de aprendizaje esta´n completamente relacionadas ya sea a las actividades del
subtema anterior o actividades anteriores.
En la figura 6.1 se muestran los porcentajes de instancias resueltas por ambos plani-
ficadores. Separamos las instancias en dos: con requerimientos, esto es, que tienen
relaciones habilitantes en toda la red; y aquellas que no tienen ninguna dependencia
entre los nodos de la red.
Podemos observar que a medida que los modelos crecen en nu´mero de materias, la
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Sheet1
Page 1
%LPG %SGPLAN %LPG %SGPLAN
1 77 97 77 97
2 83 93 80 93
3 83 90 73 90
4 40 83 40 93
5 17 70 17 83
1 87 90 93 93
2 73 83 67 87
3 17 90 13 90
4 0 3 3 93
5 0 7 0 77
1 93 90 97 97
2 10 67 23 87
3 0 70 0 80
4 0 7 0 57
5 0 3 0 77
Clase Materias













Figura 6.1: Concentrado del porcentaje de instancias resueltas por los planificadores SG-
PLAN y LPG. Modelando con o sin requerimientos
efectividad de los planificadores para resolver dichos modelos disminuye. En SG-
PLAN la te´cnica de particionamiento por objetivos que funciona relativamente bien
en nuestros modelos sin requerimientos, donde en teorı´a cada subtema en el modelo
pudiera ser resuelto independientemente, sufre drama´ticamente cuando se introdu-
cen requerimientos a los modelos. Cuando esto sucede, los subproblemas que el
modelo introduce ya no son independientes, debido a las interconexiones entre no-
dos. Podemos observar entonces que SGPLAN se desempen˜a muy mal en estos
casos, sobre todo en instancias grandes, en donde para 5 materias solamente pudo
resolver el 3% de los modelos generados. A pesar de que SGPLAN resuelve un
porcentaje mayor de instancias en comparacio´n con LPG. La calidad de los planes
generados por SGPLAN no son muy buenos, ya que con el fı´n de generar un plan
se violan algunas restricciones de las acciones.
En el caso de LPG se observa que el taman˜o de las instancias afecta en su desempen˜o
ya que en instancias grandes con 3, 4 y 5 materias no pudo resolver nada. Y parece
no afectarle tanto si las instancias tienen o no requerimientos, ya que el porcentaje
de instancias resueltas sin requerimientos no es significativo.
Por lo anterior se concluye que el taman˜o de las instancias afecta el desempen˜o de
los planificadores para resolver una cantidad mayor de instancias, sobre todo en las
instancias grandes que son las que ma´s se asemejan a la realidad. Adema´s de lo ante-
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rior, el hecho de que los modelos tengan relaciones de precedencia (requerimientos)
afecta a la resolucio´n de los mismos en ambos planificadores, pero acentua´ndose
ma´s en el planificador SGPLAN.
6.1.2 TIPO 2 DE LA EXPERIMENTACIO´N
El disen˜o de este tipo 2 de experimentos esta´ enfocado a analizar que elementos de
la red jera´rquica, es decir, temas, subtemas y actividades de aprendizaje, afectan la
resolucio´n de los problemas. Lo anterior es porque deseamos tener ma´s claridad con
respecto a las caracterı´sticas que dificultan la resolucio´n de los modelos.
Se definieron cinco clases de problemas basadas en el taman˜o de la red, fijando
entre cada catergorı´a la cantidad de elementos que lo conforman. En cada clase lo
u´nico que se varia es la cantidad de actividades de aprendizaje, esto para identificar
de una manera ma´s eficiente que´ elementos pudieran afectar su resolucio´n. La clase
pequen˜a esta´ comprendida de 1 materia, 3 temas y 3 subtemas. La clase mediana
considera 3 materias, 5 temas y 5 subtemas y la grande considera 5 materias, 7
temas, 7 subtemas. Tenemos adema´s dos clases que son una combinacio´n de las
anteriores, la clase combinada mediana tiene 1 materia, 5 temas y 5 subtemas y la
combinada grande 1 materia, 5 temas, 7 subtemas. En todas las clases se varia la
cantidad de actividades de aprendizaje (de 1 a 3, de 4 a 6 y de 7 a 9). Esto nos
da como resultado, en un a´rbol jera´rquico completo, un total de 81 actividades de
aprendizaje para la clase pequen˜a, 675 para la clase mediana, 2205 para la grande,
225 para la combinada mediana y 315 para la combinada grande como el valor
ma´ximo de los rangos que comprenden las clases.
Se generaron 50 instancias (modelos) para cada una de las clases pequen˜a, mediana
y grande variando en cada clase el taman˜o de actividades de aprendizaje; adema´s
de 100 instancias para cada clase combinada (combinada-mediana, combinada-
grande). Los modelos se generan con y sin requerimientos (de precedencia). En
total se generaron 2100 modelos de prueba siguiendo esta metodologı´a.
Como en la experimentacio´n anterior el planificador SGPLAN resolvio´ una mayor
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Clase Materias Temas Subtemas Actividades
Pequen˜a 1 3 3 1 a 3
Pequen˜a 1 3 3 4 a 6
Pequen˜a 1 3 3 7 a 9
Mediana 3 5 5 1 a 3
Mediana 3 5 5 4 a 6
Mediana 3 5 5 7 a 9
Grande 5 7 7 1 a 3
Grande 5 7 7 4 a 6
Grande 5 7 7 7 a 9
CombinadaMediana 1 5 5 1 a 3
CombinadaMediana 1 5 5 4 a 6
CombinadaMediana 1 5 5 7 a 9
CombinadaGrande 1 5 7 1 a 3
CombinadaGrande 1 5 7 4 a 6
CombinadaGrande 1 5 7 7 a 9
Tabla 6.2: Clasificacio´n de instancias del tipo 2
cantidad de instancias, se decidio´ probar con solo este planificador los experimentos.
En la figura 6.2 se muestran los porcentajes de instancias resueltas por SGPLAN.
Podemos observar que la efectividad de SGPLAN disminuye conforme aumenta la
cantidad de nodos en las clases. Se observa adema´s que, como en la experimentacio´n
anterior, los modelos sin requerimientos tienen un mayor porcentaje de resolucio´n.
Y dado el taman˜o de la cantidad de elementos en la clase grande de los modelos con
requerimientos, SGPLAN no pudo resolver ninguno.
Se puede observar adema´s un patro´n en las clases, en donde cuando e´stas tienen de
4 a 6 actividades de aprendizaje existe un mayor porcentaje de modelos resueltos.
Esto podrı´a deberse a que se tiene una mejor opcio´n de seleccionar las actividades






























































































































Figura 6.2: Concentrado del porcentaje de instancias resueltas por el planificador SG-
PLAN. Modelando con o sin requerimientos
de aprendizaje que satisfagan las relaciones de precedencia y una mejor acumula-
cio´n de las me´tricas. En relacio´n a cuando se tiene menor nu´mero de actividades de
aprendizaje pareciera que el problema se ha restringido mucho, por lo que podrı´a
darse el caso de que el planificador este´ combinando todas las actividades para en-
contrar una potencial solucio´n. El espacio de soluciones puede estar muy pequen˜o.
Caso contrario cuando se tienen muchas actividades, ya que incrementa la combi-
natoria al considerar un mayor nu´mero de actividades.
Podemos concluir que cuando el taman˜o de la red jera´rquica es grande afecta la
resolucio´n de los modelos, au´n cuando tienen de 1 a 3 actividades. Tambien que
au´n siendo de una misma clase, si la cantidad de actividades es muy pequen˜a y muy
grande tiene dificultad al resolver, en comparacio´n cuando las actividades varian de
entre 4 y 6.
Creemos que el principal problema con modelos educativos densos, no es nada ma´s
el nu´mero de actividades de aprendizaje que estos contienen, y las relaciones de
precedencia, sino el proceso de propagacio´n de la calidad de las actividades en la
red jera´rquica del modelo educativo ϒ. Teniendo en consideracio´n esto realizamos
el tercer tipo experimentacio´n.
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6.1.3 TIPO 3 DE LA EXPERIMENTACIO´N
Considerando el comportamiento de los modelos en las etapas anteriores en donde
se observa que afecta el taman˜o de las intancias y las relaciones de precedencia en
la resolucio´n de los modelos, se tenı´a la intuicio´n de que el proceso de propaga-
cio´n de nuestras me´tricas vuelve ma´s complejos lo modelos por el incremento en la
combinatoria del problema.
Realizamos un ejemplo para poder visualizar la propagacio´n de las me´tricas. Te-
nemos una red jera´rquica de tareas la cual representa a la materia de Estructura de
Datos, e´sta tiene so´lo 2 temas (conceptos ba´sicos y algoritmos de ordenamiento) los
cua´les a su vez tienen 2 subtemas cada uno, con 3 actividades de aprendizaje.
Esto lo podemos ver en la figura 6.3.
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50% 50% 50% 50%
Figura 6.3: Ejemplo de una materia de Estructura de datos con dos temas y dos subtemas
para cada tema.
Si el plan para cumplir el objetivo de aprobar esa materia es seleccionar las acti-
vidades de aprendizaje que se muestran en la figura 6.4. Podemos observar que al
realizar la actividad A01 del subtema “array” que tiene un score de 90 satisfarı´a
el score requerido de ese subtema, asumamos que el score requerido por subtema
es 70. Posteriormente en el siguiente subtema podrı´a realizar cualquier actividad,
considerando que existen una relacio´n de dependencia entre la actividad S01 con el
score de 30 y la actividad anterior A01 con score de 90, ası´ que puede realizar esa
CAPI´TULO 6. EXPERIMENTACIO´N 70
actividad en combinacio´n con cualquier otra de manera que cuando se acumule a
nivel de subtema cumpla con el score requerido. Para seleccionar una actividad del
subtema “Insertion sort” las u´nicas combinaciones posibles son las actividades I01
e I02 con el score de 40 y 30 respectivamente, ya que la actividades I03 tiene una
relacio´n de precedencia con la actividad A03 que no fue´ seleccionada. Por u´ltimo
en el subtema “Quicksort” tambie´n puede realizar so´lo las actividades Q02 y Q03
ya que Q01 tiene una relacio´n de precedencia con la actividad del subtema anterior
I03. Con esta combinacio´n de actividades se tiene que el estudiante obtendrı´a un
score total de 75.
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Figura 6.4: Ejemplo de seleccio´n de actividades.
Sin embargo se pudieron haber seleccionado las actividades que se muestran en si-
guiente figura 6.5. En la cual en el primer subtema son seleccionadas las actividades
A02 y A03 que no son las de mayor score en el subtema. Posteriormente las u´ni-
cas combinaciones que se pudieran seleccionar son las actividades S02 y S03 del
subtema “Set” ya que la actividad S01 tiene una relacio´n de precedencia con el su-
brema S01 el cual no fue seleccionado. En el siguiente subtema se seleccionan las
actividades I01 y I03, en donde vemos que la actividad I03 tiene una relacio´n con
A03, pero esto no nos preocupa puesto que esa actividad ya fue´ seleccionada. En el
u´ltimo subtema podemos seleccionar cualquier actividad del subtema puesto que si
queremos realizar la Q01 que tiene una relacio´n con la I03 del subtema anterior ya
esta´ satisfecha en el subtema anterior. Esta combinacio´n de actividades nos da un
score total de 87.50, 12.5 puntos ma´s que la combinacio´n anterior. Con esto vemos
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que no necesariamente el seleccionar las actividades con mayor score en un inicio
nos da un score mayor total.
90
Data Structure






























50% 50% 50% 50%
Figura 6.5: Ejemplo de seleccio´n de actividades (opcio´n dos).
Esto es un problema para determinar el impacto que tiene un score de una actividad
de aprendizaje en el resto de la red por parte de los algoritmos, es decir, cua´les
son las actividades de aprendizaje que generan un mayor beneficio (impacto) a la
calidad total de la trayectoria de aprendizaje.
Para esta etapa de experimentos se modifican los dominios de planificacio´n de las
clases mediana y grande generados en la etapa anterior de manera que no se con-
sidere la me´trica de acumulacio´n de calidad entre los nodos, e´sta se sustituyo´ por
un predicado PDDL. Lo anterior es para realizar una comparacio´n entre los domi-
nios y observar si realmente afecta e´sto en el desempen˜o. Solo se consideraron los
dominios que tienen requerimientos.
Se desarrollo´ un programa en lenguaje C el cual toma los dominios y los modifi-
ca, quitando la me´trica de acumulacio´n de score. Siendo 50 instancias de la clases
mediana y grande en cada taman˜o de actividades de aprendizaje con requerimien-
tos de precedencia. En total se modificaron 300 modelos de prueba siguiendo esta
metodologı´a.
En la figura 6.6 se muestran los porcentajes de instancias resueltas por el planifica-
dor SGPLAN.
Podemos observar que aumenta la cantidad de modelos resueltos al ser quitada la
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me´trica de acumulacio´n de score y que aunque la efectividad de SGPLAN disminu-
ye conforme aumenta la cantidad de nodos en las clases, se tiene un mejor desem-
pen˜o. En la clase mediana con 1 a 3 actividades de aprendizaje aumento´ mas del
50% los modelos resueltos al ser quitada esta me´trica. Y aunque tuvo un muy bajo
porcentaje de modelos resueltos en la clase grande se pudo observar que al menos
resolvio´ algunas instancias en comparacio´n con el 0% de los modelos con la me´trica






































































Figura 6.6: Concentrado del porcentaje de instancias resueltas por el planificador SG-
PLAN. Modelando con restricciones y considerando acumulacio´n de me´trica y sin ella.
6.2 SECCIO´N 2: EXPERIMENTACIO´N CON EL MODELO
MATEMA´TICO
En esta seccio´n se presenta la experimentacio´n realizada con los modelos de pla-
nificacio´n y matema´tico. De manera que representen el problema de planificacio´n
educativa. Desarrollamos un generador en Ansi C que genera 450 instancias del
modelo de planificacio´n y del modelo matema´tico de la plantilla de aprendizaje que
presentamos en el capı´tulo de metodologı´a.
El disen˜o de las instancias considera tres clases de modelos diferentes, representa-
dos en la tabla 6.3. Las clases del modelo varı´an en el nu´mero de tareas de aprendi-
zaje que representan. Para esto establecimos una sola materia y variamos la cantidad
de temas, subtemas y actividades de aprendizaje. Consideramos que se modela un
solo estudiante, los recursos son ilimitados y la funcio´n objetivo es minimizar el
tiempo total.
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Materias Temas Subtemas Actividades de Aprendizaje
Pequen˜a 1 1 2 5
Mediana 1 3 4 5
Grande 1 5 6 5
Tabla 6.3: Clases del modelo de evaluacio´n
Cada clase considera los siguientes para´metros de entrada:
a) El primer para´metro es la densidad de las relaciones habilitantes (enabling) en-
tre las tareas de aprendizaje. En base a la experimentacio´n de la primer seccio´n,
estas relaciones aumentan la complejidad de encontrar solucio´n de los algorit-
mos de planificacio´n y creemos que reducen la calidad de solucio´n. Recor-
dando el ejemplo de solucio´n que presentamos en la seccio´n de metodologı´a
(Figura 4.7), la solucio´n encontrada por SGPLAN tenı´a una utilidad promedio
por subtema de 77.5 y el tiempo total de 340. Corrimos la misma instancia
con LPG ([20]), que es otro planificador, el cual esta´ basado en bu´squeda lo-
cal y grafos de planificacio´n, y obtuvimos una solucio´n similar (es decir, una
utilidad promedio de 75 y un tiempo total de 340). Sin embargo, al ver el ejem-
plo, existe la siguiente solucio´n PLAN = {A2,A3,A5,A6,A8,A9,A10}, con una
utilidad promedio de 85 y un tiempo total de 325. Incluso para este ejemplo
sencillo, los algoritmos de planificacio´n parecen tener problemas para estimar
el impacto de las me´tricas (por ejemplo, la duracio´n, utilidad, etc) en la cadena
de condiciones habilitantes en la red de tareas. Consideramos tres valores de
densidad 0% (es decir, no existen relaciones), 20%, y 80% del total de numero
de tareas.
b) El segundo criterio es el tipo de condiciones habilitantes (enabler). Para esta
evaluacio´n consideramos solo condiciones de Satisfaccio´n objetivo, uno-uno
(1:1) y 2-1 (2:1). Es decir, uno y dos habilitadores para las actividades de
aprendizaje. Por lo tanto, de la cantidad total de condiciones habilitantes pre-
sentadas en el modelo, variamos los valores entre 20% y 80% para cada tipo
de condicio´n.
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c) El tercer para´metro para el disen˜o de evaluacio´n es el nu´mero de actividades
de aprendizaje obligatorias. Las actividades de aprendizaje obligatorias son
importantes porque restringen el conjunto soluciones posibles, actuando como
restricciones duras durante la sı´ntesis de la solucio´n. Se consideran tres grupos
de valores: 0% (actividades no obligatorias), 10%, y 20% del nu´mero total de
actividades de aprendizaje presentes en los modelos.
d) El u´ltimo para´metro de entrada para la evaluacio´n es el rango de valor de uti-
lidad asignado a las actividades de aprendizaje. Estos valores son importantes
porque nuestros QAFs los utilizan para evaluar el progreso en el plan de es-
tudios. Consideramos dos rangos de valores: Uniformes (UF), and Aleatorios
(RD). Los valores UF son calculados primero encontrando la media µ entre el
valor de utilidad ma´ximo (por ejemplo, en nuestra evaluacio´n) y el nu´mero de
actividades de aprendizaje n para un subtema en particular, esto es µ = 100n .
Entonces, cada una de las n−1 actividades de aprendizaje se les asigna el va-
lor que varı´a aleatoriamente entre +−5 puntos de µ . El valor nth se le asigna
a diferencia entre la utilidad ma´xima y la suma de los valores n−1 asignados
previamente. Por otro lado, los valores de utilidad RD se construyen toamndo
valores aleatorios en el rango [10,70], generando actividades de aprendizaje
con una diferencia de utilidad amplia.












0% 0% [0%, 10%, 20%] [UF, RD] 3 (param. c) x 2 (pa-
ram. d) = 6
20% 1:1 (20%), [0%, 10%, 20%] [UF, RD] 3x 2 = 6
2:1 (80%)
1:1 (80%), [0%, 10%, 20%] [UF, RD] 6
2:1 (20%)
80% 1:1 (20%), [0%, 10%, 20%] [UF, RD] 6
2:1 (80%)
1:1 (80%), [0%, 10%, 20%] [UF, RD] 6
2:1 (20%)
Nu´mero total de casos de prueba por clase del modelo 30
Nu´mero total de casos de prueba 30x 3 (clases) = 90
Tabla 6.4: Configuracion de evaluacio´n
Podemos ver la combinacio´n completa de los para´metros que se utilizan para gene-
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rar los casos de prueba para la evaluacio´n en la Tabla 6.4. Hay 30 casos de prueba
por clase. Por lo tanto, tenemos 90 casos de prueba en total porque tenemos tres
clases del modelo. Generamos cinco diferentes instancias del modelo por caso de
prueba, lo que nos da un total de 450 instancias del modelo para ser evaluados para
planificacio´n y programacio´n matema´tica.
Todas las instancias del modelo evaluan la misma funcio´n objetivo, la cual considera
la minimizacio´n del tiempo total de las trayectorias de aprendizaje (planes). En otras
palabras, estamos buscando la trayectoria de aprendizaje que, en la mı´nima cantidad
de tiempo, garantice al estudiante el cumplimiento de los objetivos de aprendizaje
requeridos por el plan de estudios. Para la evaluacio´n, tenemos so´lo un estudiante,
el cual decimos que e´ste cumple con el plan de estudios si acumula una utilidad
mayor o igual a 70 por subtema.
Los algoritmos de planificacio´n seleccionados para la evaluacio´n son SGPLAN ([?])
y LPG ([20]). SGPLAN fue el ganador de la parte me´trica temporal subo´ptima en el
2004 ([?]) y el ganador de la parte determinista de satisfaccio´n de planificacio´n en
el 2006 [?] en la Competencia de Planificacio´n Internacional (IPC) 1. La razo´n por
la cual seleccionamos SGPLAN no es so´lo porque es compatible con todas las pro-
piedades del dominio PDDL de nuestros modelos de planificacio´n, sino porque es el
algoritmos que mostro´ un mejor rendimiento en las pruebas preliminares. SGPLAN
se basa en la idea de particionar los subobjetivos y la resolucio´n de conflictos. Po-
demos ver que las estructuras del modelo que presentamos se ajustan bien con la
descripcio´n del algoritmo ya que los subtemas podrı´an tratarse como subproblemas
independientes.Obviamente, en las redes de tareas con una gran densidad de con-
diciones habilitantes el algoritmo puede sufir debido a que los subobjetivos no son
independientes.
En el caso del planificar LPG fue premiado como mejor planificador automatiza-
do en el 2003 por la IPC y posteriormente en el 2004 como mejor desempen˜o en
dominios que implican Timed Initial Literals y en la calidad del plan en la parte
1see http://www.icaps-conference.org/index.php/Main/Competitions
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de satisfaccio´n de planificacio´n. LPG es un planificador estoca´stico basado en un
algoritmo de mejor primero, utilizando una bu´squeda local estoca´stica que le per-
mite encontrar planes con mejor calidad. LPG es recomendado para dominios que
tienen cantidades nume´ricas y duracio´n, como es el caso de nuestro modelo de pla-
nificacio´n. Y aunque en experimentaciones previas ha tenido menor cantidad de
problemas resueltos, en comparacio´n con SGPLAN, los planes que arroja respetan
las me´tricas y precondiciones establecidas.
Para resolver de manera o´ptima nuestros modelos de programacio´n matema´tica se
utiliza el Sistema de Modelacio´n Algebraica General (GAMS, por sus siglas en
ingle´s de General Algebraic Modeling System) ([?]) versio´n 24.2.3. GAMS es un
sistema de modelado de alto nivel para programacio´n matema´tica y optimizacio´n.
Se compone de un compilador de lenguaje y un conjunto de solvers de alto rendi-
miento integrados. GAMS se adapta para aplicaciones de modelacio´n compleja y
a gran escala. El solver utilizado para nuestra evaluacio´n fue GAMS/CPLEX. El
optimizador CPLEX esta´ disen˜ado para reolver problemas grandes y difı´ciles ra´pi-
damente con una intervencio´n mı´nima del usuario. CPLEX es un software de alto
rendimiento para problemas de Programacio´n lineal y Programacio´n lineal entera
mixta (LP/MIP). La versio´n que utilizamos es CPLEX 12.6.0.0.
6.2.1 EVALUACIO´N DE LA CALIDAD DE LA SOLUCIO´N
La resolucio´n de nuestros modelos de programacio´n matema´tica nos proporcionan
las soluciones o´ptimas en todas las instancias generadas. Con el fin de identificar la
diferencia entre las soluciones de los algoritmos de planificacio´n para los modelos
de planificacio´n de IA, a las soluciones o´ptimas del modelo matema´tico (en cuan-
to a la seleccio´n de las actividades de aprendizaje que minimicen el tiempo total
- funcio´n objetivo establecida en la experimentacio´n-) calculamos el GAP. En la
Figura 6.7 se muestra el GAP encontrado organizado por clases del modelo y algo-
ritmo de planificacio´n (Figura 6.7a) y de todas las instancias del modelo (450) por
planificador (Figura 6.7b).














































(b) GAP de todas las instancias
Figura 6.7: GAP de ambos planificadores
En la Figura 6.7a es fa´cil observar que en promedio, SGPLAN tiene un GAP ma´s
grande en comparacio´n con LPG. SGPLAN tiene un GAP entre 15% y 25%, y LPG
entre 10% y 15% en promedio por clase. Por clase el GAP de ambos algoritmos de
planificacio´n aumenta, teniendo SGPLAN en la clase Pequen˜a: 15.68%, Mediana:
24.36% y Grande: 25.14% en promedio, por su parte LPG tiene 10.97% en la clase
pequen˜a, 14.86% mediana y 14.95% en promedio para la clase Grande.
Mostramos el GAP promedio para todas las instancias (450) en la Figura 6.7b. Po-
demos observar que SGPLAN presenta un GAP entre 16.98% y 27.25% y LPG
entre 7.51% y 19.41%. Teniendo en promedio un GAP de 21.66% para SGPLAN
y 13.59% para LPG.
SGPLAN pudo encontrar la solucio´n o´ptima en alrededor de 4.89% y LPG en al-
rededor de 8.22% siendo, en ambos casos, instancias de la clase pequen˜a. Por otro
lado, el porcentaje de instancias resueltas tanto por el modelo matema´tico como por
los algoritmos de planificacio´n es alto. Tenemos que GAMS resolvio´ el 100% de
las instancias, SGPLAN el 97.78% y LPG 99.11%; siendo todas las instancias no
resueltas de las clases mediana y grande. Recordemos que solo estamos modelando
una sola materia.
El tiempo de procesamiento para obtener las soluciones puede ser visto en la Figura
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6.8, en donde mostramos el tiempo promedio por clase por tipo de solucio´n. El
tiempo que toman para resolver los modelos es despreciable, teniendo en cuenta
que todas las soluciones se encuentran en microsegundos. Sin embargo, podemos
observar que GAMS toma en promedio ma´s tiempo para resolver las instancias,
LPG es el segundo ma´s tardado, considerando que en las intancias grandes el tiempo





























Figura 6.8: Tiempo de solucio´n tomado en microsegundos para resolver modelos ma-
tema´ticos vs modelos de planificacio´n de IA
Es evidente que el modelo de programacio´n matema´tica mientras minimiza el tiem-
po total de la solucio´n (funcio´n objetivo), acumula menor cantidad de utilidad para
satisfacer la calificacio´n mı´nima aprobatoria en el modelo (es decir, 70 en nuestra
experimentacio´n). Es interesante ver en la Figura 6.9 la utilidad acumulada prome-
dio por subtema obtenida por los algoritmos de planificacio´n y el modelo matema´ti-
co. Los datos, que esta´n en orden ascendente por clase, muestran que aunque los
algoritmos de planificacio´n vienen con un GAP grande, sus trayectorias de aprendi-
zaje garantizan mejores calificaciones para un estudiante. Se observa que SGPLAN
da utilidades alrededor de 85, LPG alrededor de 80 y GAMS alrededor de 75.























































Figura 6.9: Utilidad acumulada promedio por subtema
6.2.1 EVALUACIO´N DE LOS PARA´METROS
CONDICIONES HABILITANTES
De los para´metros de entrada vemos que las condiciones habilitantes -enablers-
(para´metro a) parecen tener un ligero impacto en la calidad de los planes tanto en
el modelo matema´tico, como en los algoritmos de planificacio´n. Recordemos que
con calidad del plan nos referimos a la funcio´n objetivo, que en este caso de la ex-
perimentacio´n es la minimizacio´n del tiempo total (la duracio´n del plan), de manera
que los valores ma´s bajos son mejores.
Consideramos las instancias con valor cero en el para´metro c (actividades obliga-
torias), para evitar que e´stas interfieran en los otros para´metros, fijamos adema´s el
para´metro d en datos uniformes y variamos el nivel de condiciones habilitantes en
0, 20 y 80%.
En la Figura fig:DT-PU se observa la clase pequen˜a evaluando los tres tipos de
solucio´n. Se observa que en el caso de GAMS a medida que aumentan las condi-
ciones habilitantes crece la funcio´n objetivo, aunque en el caso de 20 y 80% no
parece haber mucha diferencia. Para SGPLAN parecerı´a que le beneficia tener el
80% de condiciones habilitantes, ya que su funcio´n objetivo es mejor. Incluso su
funcio´n objetivo es peor cuando tiene 20% de condiciones habilitantes, poco mayor
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que cuando tiene el 0%. En el caso de LPG la funcio´n objetivo mejora cuando no
tiene condiciones habilitantes. Y no hay mucha diferencia cuando hay entre 20 y
80%. Parece ser que se tienen peores soluciones en promedio cuando hay 20% de























Figura 6.10: Evaluacio´n de las Condiciones habilitantes en la calidad del plan - Clase
Pequen˜a
En la clase mediana (ve´ase Figura fig:DT-MU), los valores de la funcio´n objetivo
con 20% de condiciones habilitantes son peores en los tres me´todos de solucio´n.
So´lo en el caso de GAMS la funcio´n objetivo es ma´s pequen˜a cuando no existen
condiciones habilitantes. SGPLAN sigue teniendo mejores resultados con el 80%
de condiciones habilitantes y en el caso de LPG los valores de la funcio´n objetivo
cuando tiene 80 y 20% son muy similares (diferencia de 3).
En la figura fig:DT-GU se muestra la clase grande. Podemos observar que otra vez,
la funcio´n objetivo en promedio es peor cuando se tiene el 20% de condiciones
habilitantes. GAMS mantiene una pequen˜a diferencia cuando hay 80 y 20% de
condiciones habilitantes (diferencia de 6.5). SGPLAN tiene mejores soluciones con
el 80% de condiciones habilitantes y una diferencia de 5.9 cuando hay 20 y 0%
de condiciones habilitantes. LPG mantiene valores ma´s pequen˜os cuando no hay
condiciones habilitantes, pero no existe mucha diferencia cuando tiene 80% y sus
peores soluciones es cuando tiene 20% de condiciones habilitantes.























Figura 6.11: Evaluacio´n de las Condiciones habilitantes en la calidad del plan- Clase Me-
diana
En conclusio´n podemos ver que las instancias con peores soluciones en los tres
me´todos de solucio´n es en promedio cuando hay un 20% de condiciones habilitan-
tes, y los mejores es cuando existen el 80% de condiciones habilitantes.
TIPOS DE CONDICIONES HABILITANTES 20-80,80-20
En la subsection anterior observamos que cuando hay un 20% de condiciones ha-
bilitantes los valores de la funcio´n objetivo eran peores. De ese porcentaje, clasi-
ficamos en los tipos de condiciones habilitantes (para´metro b). En donde vemos
que podemos tener dependencia a una actividad de aprendizaje o a dos, variando el
porcentaje en 20-80 y 80-20 respectivamente.
Consideramos las instancias con valor cero en el para´metro c (actividades obligato-
rias), para evitar que e´stas interfieran en los otros para´metros, fijamos el para´metro
d en datos uniformes y en 20% el total de las condiciones habilitantes, variando
entre tener 20% de DLA1 y 80% DLA2 (20-80) y 80% de DLA1 y 20% de DLA2
(80-20).
En la Figura fig:DLA-ClasesU se muestran las tres clases. Podemos observar que
cuando la clase es pequen˜a los valores de la funcio´n objetivo son mejores en la com-
binacio´n 20-80 para los tres me´todos de solucio´n. En la clase mediana la diferencia

























Figura 6.12: Evaluacio´n de las Condiciones habilitantes en la calidad del plan-Clase Gran-
de
entre ambas combinaciones es mı´nima para todos los me´todos y en la clase grande
se invierte en comparacio´n con la clase pequen˜a, en donde los mejores valores son





























































Figura 6.13: Evaluacio´n de tipos de condiciones habilitantes en la calidad del plan
En conclusio´n podemos ver que, cuando hay un 20% de condiciones habilitantes,
a medida que aumentan las actividades de aprendizaje, esto es, crecen las clases,
la combinacio´n 80-20 (80% dependencia a una actividad de aprendizaje y 20% a
dos actividades de aprendizaje) tiene mejor valor de funcio´n objetivo en los tres
me´todos de solucio´n.
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Para el caso en el que el total de las condiciones habilitantes sea de 80%. En la
Figura fig:DLA80-ClasesU se muestran todas las clases. Vemos que en el caso de
GAMS y LPG se obtienen mejores soluciones con la combinacio´n 80-20 en las tres
clases. SGPLAN tiene igual, mejores soluciones en esta combinacio´n en la clase
























































Figura 6.14: Evaluacio´n de tipos de condiciones habilitantes en la calidad del plan
En conclusio´n podemos ver que en promedio cuando existe un 80% de condiciones
habilitantes los mejores valores de la funcio´n objetivo se encuentran en la combina-
cio´n 80-20.
ACTIVIDADES OBLIGATORIAS
La cantidad de actividades obligatorias (para´metro c) tienen un ligero impacto en
la calidad de los planes tanto en el modelo matema´tico, como en los algoritmos de
planificacio´n. Consideramos las instancias con valores cero en los para´metros a y
b (condiciones habilitantes), fijamos el para´metro d en datos uniformes y variamos
las actividades obligatorias en 0, 10 y 20%.
En la Figura fig:ActOblig-PU se observa la clase pequen˜a evaluando los tres tipos de
solucio´n. Se observa que en GAMS y LPG es claro que a medida que aumentan las
actividades obligatorias crece la funcio´n objetivo. En el caso de SGPLAN hay una
diferencia de 4.2 entre los valores promedio de la funcio´n objetivo con 0 y 10% de
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actividades obligatorias. Sin embargo en todos los me´todos de solucio´n la funcio´n

























Figura 6.15: Evaluacio´n de las Actividades Obligatorias en la calidad del plan - Clase
Pequen˜a
En la clase mediana (ve´ase Figura fig:ActOblig-MU), aunque siguen siendo mejor
los valores de la funcio´n objetivo con cero porciento de actividades obligatorias en
los tres me´todos de solucio´n, esta diferencia no es mayor cuando las actividades
obligatorias esta´n entre el 10 y 20%. GAMS tiene un promedio de 911.4 con 10%
obligatorias y 908.2 con 20% obligatorias (una diferencia de 3.2). Por su parte LPG
tiene en promedio 994.0 con 10% obligatorias y 997.8 con 20% obligatorias (3.8
en promedio ma´s cuando pasa de 10 a 20%). En el caso de SGPLAN cuando hay
un 10% obligatorias el valor de la funcio´n objetivo es mayor en comparacio´n con el
20% (una diferencia de 24.8).
En la figura fig:ActOblig-GU mostramos la clase grande. Vemos que en GAMS y
LPG a medida que la cantidad de actividades obligatorias aumenta, se incrementa
el valor de la funcio´n objetivo. SGPLAN por su parte, en esta clase, parece tener
problemas con y sin actividades obligatorias, ya que la diferencia entre tener 0, 10
o´ 20% es mı´nima, siendo incluso mayor el valor de la funcio´n objetivo cuando no
tiene actividades obligatorias (so´lo una diferencia de 11.6 con 20% obligatorias).
Sin embargo, en comparacio´n con GAMS y LPG sus valores de la funcio´n objetivo




























































Figura 6.17: Evaluacio´n de las Actividades Obligatorias en la calidad del plan-Clase Gran-
de
Como conclusio´n decimos que en el caso de GAMS y LPG a medida que aumenta
la cantidad de actividades obligatorias la funcio´n objetivo crece. Cuando no hay
actividades obligatorias GAMS y LPG mantienen mejores soluciones. En el caso
de SGPLAN tiene problema con o sin actividades obligatorias, ya que en promedio
los valores de su funcio´n objetivo, son altos.
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DATOS UNIFORMES(UF) Y ALEATORIOS (RD)
En la Figura fig:DatosUV mostramos el impacto en la funcio´n objetivo de los valo-
res asignados a las actividades de aprendizaje. Estos valores son: uniformes (UF),
es decir que los valores esta´n alrededor del promedio, y aleatorios (RD) que los
valores esta´n en un rango de [10,70]. Se consideraron todas las instancias, solo se
clasifico´ en datos UF y RD.
Podemos observar que independientemente de la clase, los valores UF tienen una
funcio´n objetivo mayor que los datos con valores RD en GAMS y SGPLAN.En el
caso de LPG sucede lo contrario, los valores con valores RD tienen un mayor valor































































Figura 6.18: Evaluacio´n de los tipos de valores en los datos
Como conclusio´n decimos que en promedio los datos con valores RD dan mejores
valores de la funcio´n objetivo.
6.2.2 EXPERIMENTACIO´N CON MA´S DE 1 MATERIA
Anexo a la experimentacio´n anterior, corrimos un conjunto de experimentos con
redes de tarea ma´s grandes. Consideramos la clase grande (5 temas por materia, 6
subtemas por tema y 5 actividades por subtema) variando la cantidad de materias
a modelar (de 1 a 6 materias). Consideramos so´lo tres tipos de instancias: las que
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no tienen condiciones habilitantes, ni actividades obligatorias (les llamaremos sin
requerimientos); las que tienen el 80% de condiciones habilitantes con una com-
binacio´n 20-80 y 10% de actividades obligatorias (llamaremos grupo 20-80); y las
que tienen el 80% de condiciones habilitantes con una combinacio´n 80-20 y 10%
de actividades obligatorias (grupo 80-20). Se consideraron los valores de las activi-
dades de aprendizaje con datos uniformes (UF).
Los resultados mostraron que en estas redes los algoritmos de planificacio´n resol-
vieron en promedio 62.22% para el caso de SGPLAN y 88.88% en el caso de LPG.
En la Figura 6.19 se muestra el GAP de ambos algoritmos de planificacio´n. LPG
mantiene un GAP entre 10.60 y 12.10. Por su parte, SGPLAN esta´ entre 25.22 y
27.50. Por lo que podemos decir que claramente LPG tiene mejores soluciones que
SGPLAN.






















Figura 6.19: Presentacio´n del GAP por algoritmo de planificacio´n
Aunque vemos que LPG tiene un mayor porcentaje de instancias resueltas y mejor
GAP, el tiempo de solucio´n es en promedio mayor. En la Figura 6.20 se muestra
el tiempo de solucio´n en segundos. Se observa que LPG tiene mayor tiempo de
solucio´n a medida que aumenta la cantidad de materias, pero se dispara cuando
tiene 5 materias. En el caso de GAMS y SGPLAN el tiempo es mucho menor.
Co´mo en la figura anterior no se aprecia la diferencia de tiempos entre GAMS y
SGPLAN, se muestra a continuacio´n una gra´fica con so´lo estos dos me´todos de
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Figura 6.20: Tiempo promedio de solucio´n para los tres me´todos de solucio´n
solucio´n. En la Figura 6.21 se puede apreciar que a medida que aumenta la cantidad
de materias, aumenta el tiempo de solucio´n (se presenta en microsegundos).




























Figura 6.21: Tiempo promedio de solucio´n para GAMS y SGPLAN
Como conclusio´n decimos que a medida que aumenta la cantidad de materias a mo-
delar el tiempo de solucio´n es mayor, pero en el caso de LPG, e´ste se dispara. Sin
embargo, LPG parece ser ma´s eficiente en cuanto a la cantidad de instancias resuel-
tas y en cuanto al GAP en comparacio´n con SGPLAN. En el caso de GAMS muestra
un buen rendimiento, pero recordemos que so´lo realiza la seleccio´n de actividades
que minimicen el tiempo total, y no considera la secuencia de actividades.
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6.3 SECCIO´N 3: EXPERIMENTACIO´N CONSIDERANDO
SOLUCIONES DEL MODELO MATEMA´TICO COMO
ENTRADA EN EL MODELO DE PLANIFICACIO´N.
El modelo matema´tico nos proporciona soluciones exactas con respecto a la selec-
cio´n de actividades de aprendizaje que minimicen el tiempo total (funcio´n objetivo),
sin considerar la secuencia (ordenamiento) de las actividades de aprendizaje. El al-
goritmo de planificacio´n busca realizar ambas cosas, pero arroja GAPs muy grandes.
Por lo que consideramos las soluciones del modelo matema´tico y las incluimos en
los modelos de planificacio´n (para que e´ste no tenga que realizar la seleccio´n de
aquellas actividades que optimicen la funcio´n objetivo) para que los algoritmos de
planificacio´n realicen el ordenamiento y obtenga mejores soluciones (En cuanto al
GAP).
Para la experimentacio´n consideramos las mismas instancias de la seccio´n anterior
(experimentacio´n con el modelo matema´tico) modificando los modelos de planifi-
cacio´n con la solucio´n del modelo matema´tico. Pedimos resolver con los algoritmos
de planificacio´n SGPLAN y LPG.
La modificacio´n en los modelos de planificacio´n es dejar en dichos modelos so´lo
las actividades de aprendizaje seleccionadas por el modelo matema´tico. Adema´s de
lo anterior, existen dos formas en las que podemos modificar el objetivo (goal) en
el modelo de planificacio´n: la primera es poner como objetivo: aprobar la materia,
dejando el ca´lculo de las me´tricas igual. La otra forma es poner como objetivo: que
aprueba cada una de las actividades de aprendizaje seleccionadas por el modelo
matema´tico, y, quitar el ca´lculo de la me´trica del maxgrade por subtema, es decir,
aquella que calcula la cantidad de actividades que se pueden realizar por subtema.
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OBJETIVO: APROBAR LA MATERIA
En esta seccio´n presentamos los resultados de la experimentacio´n, modificando los
modelos de planificacio´n con las soluciones del modelo matema´tico, estableciendo
como objetivo que se apruebe la materia. Permitiendo a los algoritmos realizar las
acciones necesarias para cumplir con ese objetivo, e´sto en teorı´a debe ser ma´s fa´cil,
porque ahora so´lo tiene las actividades que optimizan el tiempo total.
Incluyendo u´nicamente las actividades de aprendizaje a los modelos de planifica-
cio´n, hacemos que que las soluciones reporten un GAP de cero, es decir, tenemos
ahora soluciones exactas en cuanto a la funcio´n objetivo.
Con respecto al porcentaje de instancias resueltas tenemos que, SGPLAN y LPG
encontraro´n solucio´n del 98.44% de las instancias. Esto no es muy diferente al
porcentaje de la experimentacio´n anterior (sin soluciones exactas). Sin embargo, el
tiempo de solucio´n es menor en ambos algoritmos de planificacio´n. En la Figura
6.22 se muestran los tiempos de solucio´n de ambos planificadores en ms. Se mues-
tran los resultados antes (leyendas SGPLAN, LPG) y despue´s de mezclar ambas
soluciones (leyendas SGPLAN-M, LPG-M). Se puede ver que los tiempos de solu-






























Figura 6.22: Tiempo promedio de solucio´n de los algoritmos de planificacio´n
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OBJETIVO: REALIZAR CADA ACTIVIDAD SELECCIONADA
En esta seccio´n presentamos los resultados de la experimentacio´n, modificando los
modelos de planificacio´n con las soluciones del modelo matema´tico, estableciendo
como objetivo que se realicen cada una de las actividades de aprendizaje selecciona-
das por el modelo matema´tico. Quitando el ca´lculo de la me´trica de maxgrade por
subtema. Permitiendo a los algoritmos realizar las acciones necesarias para cumplir
con ese objetivo, sin realizar ca´lculos de me´tricas adicionales.
Al igual que con las soluciones del objetivo de aprobar la materia, tenemos ahora
soluciones exactas en cuanto a la funcio´n objetivo.
Con respecto al porcentaje de instancias resueltas tenemos que, SGPLAN y LPG
encontraron solucio´n del 100% de las instancias. Presentando un mayor porcentaje
de instancias resueltas tanto en la experimentacion sin soluciones exactas, como en
la experimentacio´n con el objetivo de aprobar la materia.
De la misma manera, se observa que el tiempo de solucio´n disminuye en ambos al-
goritmos de planificacio´n. En la Figura 6.23 se muestran los tiempos de solucio´n de
ambos planificadores en ms. Se muestran los resultados antes (leyendas SGPLAN,
LPG) y despue´s de mezclar ambas soluciones (leyendas SGPLAN-M, LPG-M). Se
puede ver que los tiempos de solucio´n mejoran con respecto a la experimentacio´n
anterior, incluso disminuyen con respecto a la experimentacio´n con el objetivo de
aprobar la materia.
SGPLAN tuvo una reduccio´n de tiempo de solucio´n del 38.70% en la clase mediana
y 49.54% en la clase grande. Mientras que LPG tuvo una reduccio´n del 33.78%
en la clase mediana y 39.66% en la clase grande. Esto en comparacio´n con los
resultados sin soluciones exactas.
6.3.1 EXPERIMENTACIO´N CON MA´S DE 1 MATERIA
En esta parte de la experimentacio´n consideramos las instancias de la seccio´n ante-
rior (sin soluciones exactas) con ma´s de una materia (de 1 hasta 6 materias). Modifi-






























Figura 6.23: Tiempo promedio de solucio´n de los algoritmos de planificacio´n
camos los modelos de planificacio´n con las actividades de aprendizaje seleccionadas
por el modelo matema´tico.
Al igual que en la seccio´n anterior, realizamos modificaciones en el modelo de pla-
nificacio´n considerando dos tipos de objetivos. En el primero es establecer como
objetivo: aprobar la materia, dejando el ca´lculo de las me´tricas igual. La otra for-
ma es poner como objetivo: que aprueba cada una de las actividades de aprendizaje
seleccionadas por el modelo matema´tico, y, quitar el ca´lculo de la me´trica del max-
grade por subtema, es decir, aquella que calcula la cantidad de actividades que se
pueden realizar por subtema.
OBJETIVO: APROBAR LA MATERIA
Con respecto al porcentaje de instancias resueltas SGPLAN paso´ de 62.22% (ins-
tancias sin soluciones exactas) a 64.44%, por el contrario LPG paso´ de 88.88% a
82.22% (una diferencia de 6 instancias no resueltas). Y aunque LPG ha tenido me-
jores resultados en general, vemos que en esta parte de la experimentacio´n con ma´s
de una materia, el porcentaje de instancias resueltas disminuye con la inclusio´n de
las soluciones del modelo matema´tico.
En la figura 6.24 se muestran los tiempos de solucio´n en ms. En el caso de SGPLAN
(Figura 6.24a el tiempo de solucio´n disminuye cuando modificamos los modelos de
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(a) Tiempo de solucio´n de SGPLAN (ms)








































(b) Tiempo de solucio´n de LPG (s)
Figura 6.24: Tiempo promedio de ambos planificadores
planificacio´n con la informacio´n del modelo matema´tico, teniendo un 27.84% en
promedio de disminucio´n del tiempo. En el caso de LPG, no hay una condicio´n
clara al respecto, ya que el tiempo es muy similar en las primeras tres materias,
crece en la cuarta y quinta materia y disminuye en la sexta materias.
OBJETIVO: REALIZAR CADA ACTIVIDAD SELECCIONADA
En esta parte de la experimentacio´n, con respecto al porcentaje de instancias resuel-
tas, SGPLAN paso´ de 62.22% a 64.44% y LPG quedo´ igual en 88.89%. Y aunque
LPG ha tenido mejores resultados, vemos que con la inclusio´n de las soluciones
del modelo matema´tico, no aumenta la cantidad de instancias resueltas. Sin embar-
go al menos se mantiene igual y no disminuye, en comparacio´n con el objetivo de
aprobar la materia.
En la figura 6.25 se muestran los tiempos de solucio´n. En el caso de SGPLAN
(Figura 6.25a el tiempo de solucio´n aumenta cuando modificamos los modelos de
planificacio´n con la informacio´n del modelo matema´tico y el objetivo de realizar
cada una de las actividades seleccionadas. A medida que aumenta la cantidad de
materias a modelar, aumenta el tiempo de solucio´n. Y aunque se esperarı´a que al te-
ner u´nicamente las actividades de aprendizaje que selecciono´ el modelo matema´tico
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(a) Tiempo de solucio´n de SGPLAN (ms)








































(b) Tiempo de solucio´n de LPG (s)
Figura 6.25: Tiempo promedio de ambos planificadores
tardara menos tiempo, no fue ası´. Esto puede deberse a la naturaleza del algoritmo
de solucio´n, que al dividir sus objetivos, e´stos no empaten sobre todo en actividades
que tienen relacio´n de precedencia.
En el caso de LPG (6.25b), parece que los tiempos son ma´s estables en comparacio´n
con los resultados de la experimentacio´n en donde no se consideraban las soluciones
del modelo matema´tico. Y aunque el tiempo es ligeramente mayor en dos, tres y
cuatro materias, el resto esta´ por debajo.
Como conclusio´n podemos decir, que a diferencia de cuando so´lo tenemos una ma-
teria, los tiempos en promedio de solucio´n aumentan cuando se realiza la inclusio´n
de las soluciones del modelo matema´tico a los modelos de planificacio´n. Sin embar-








(:requirements :durative-actions :typing :fluents :equality)
(:types student resource - object
























(available-subject ?subj - subject ?s - student)
(free ?s - student)
(pass-degree ?subj - subject ?s - student)
(enrollment ?s - student ?subj - subject)
(done-Theme ?t - Theme ?subj -subject ?s - student)
(done-subject-LA ?subj - subject ?s - student)
(not-done-LA ?oa - LA ?subj - subject ?s - student)
(not-approved ?subj - subject ?s - student)
(isPartOfSubtheme ?oa - LA ?subt - subtheme)
(isPartOfTheme ?subt - subtheme ?t - Theme)
(isPartOfSubject ?t - Theme ?subj - subject)
(KindResourceLO ?oa - LA ?eq - resource)
(not-has-reqs ?oa - LA)
(has-reqs ?oa - LA ?req - LO)
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(has-multiple-reqs ?oa - LA ?req - LO)
(done ?oa - LA)
)
(:functions
(credits-subject ?subj - subject)
(total-credits-subject-gain ?s - student)
(available-credits ?s - student)
(score ?req - LO ?s - student)
(quantity-resource ?eq - resource)
(valueLA ?oa - LA)
(mingrade ?subj - subject)
(DurationLA ?oa - LA)
(maxgrade-subtheme ?subt - subtheme)
(amount-in-subtheme ?oa - LA)
)
(:durative-action enroll-subject Materia1
:parameters (?s - student)
:duration (= ?duration 0)
:condition (and
(at start (available-subject Materia1 ?s))
(at start (not-approved Materia1 ?s))
(at start (<(credits-subject Materia1)(available-credits ?s)))
)
:effect (and
(at end (enrollment ?s Materia1))
(at end (decrease (available-credits ?s)(credits-subject Materia1)))
(at end (not (available-subject Materia1 ?s)))
)
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)
(:durative-action CHOOSE-LA-nothasreqs
:parameters (?s - student ?oa - LA ?subt - subtheme ?t - Theme ?subj - subject ?eq
- resource)
:duration (= ?duration (DurationLA ?oa))
:condition (and
(at start (free ?s))
(at start (enrollment ?s ?subj))
(at start (not-done-LA ?oa ?subj ?s))
(at start (isPartOfSubtheme ?oa ?subt))
(at start (isPartOfTheme ?subt ?t))
(at start (isPartOfSubject ?t ?subj))
(at start (KindResourceLO ?oa ?eq))
(at start (> (quantity-resource ?eq) 0))
(at start (not-has-reqs ?oa))
(at start (> (maxgrade-subtheme ?subt)(valueLA ?oa)))
)
:effect (and
(at start (not(free ?s)))
(at start (decrease (quantity-resource ?eq) 1))
(at end (increase (quantity-resource ?eq) 1))
(at end (not (not-done-LA ?oa ?subj ?s)))
(at end (increase (score ?subt ?s) (valueLA ?oa)))
(at end (free ?s))
(at end (decrease (maxgrade-subtheme ?subt)(valueLA ?oa)))
(at end (done ?oa))
)
)
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(:durative-action CHOOSE-LA-hasreqsSubtheme
:parameters (?s - student ?oa - LA ?subt - subtheme ?t - Theme ?subj - subject ?eq
- resource ?req - LO)
:duration (= ?duration (DurationLA ?oa))
:condition (and
(at start (free ?s))
(at start (enrollment ?s ?subj))
(at start (not-done-LA ?oa ?subj ?s))
(at start (isPartOfSubtheme ?oa ?subt))
(at start (isPartOfTheme ?subt ?t))
(at start (isPartOfSubject ?t ?subj))
(at start (KindResourceLO ?oa ?eq))
(at start (> (quantity-resource ?eq) 0))
(at start (has-reqs ?oa ?req))
(at start (> (score ?req ?s) (amount-in-subtheme ?oa)))
(at start (> (maxgrade-subtheme ?subt)(valueLA ?oa)))
)
:effect (and
(at start (not(free ?s)))
(at start (decrease (quantity-resource ?eq) 1))
(at end (increase (quantity-resource ?eq) 1))
(at end (not (not-done-LA ?oa ?subj ?s)))
(at end (increase (score ?subt ?s) (valueLA ?oa)))
(at end (free ?s))
(at end (decrease (maxgrade-subtheme ?subt)(valueLA ?oa)))
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:parameters (?s - student ?oa - LA ?subt - subtheme ?t - Theme ?subj - subject ?eq
- resource ?req - LA)
:duration (= ?duration (DurationLA ?oa))
:condition (and
(at start (free ?s))
(at start (enrollment ?s ?subj))
(at start (not-done-LA ?oa ?subj ?s))
(at start (isPartOfSubtheme ?oa ?subt))
(at start (isPartOfTheme ?subt ?t))
(at start (isPartOfSubject ?t ?subj))
(at start (KindResourceLO ?oa ?eq))
(at start (> (quantity-resource ?eq) 0))
(at start (has-reqs ?oa ?req))
(at start (done ?req))
(at start (> (maxgrade-subtheme ?subt)(valueLA ?oa)))
)
:effect (and
(at start (not(free ?s)))
(at start (decrease (quantity-resource ?eq) 1))
(at end (increase (quantity-resource ?eq) 1))
(at end (not (not-done-LA ?oa ?subj ?s)))
(at end (increase (score ?subt ?s) (valueLA ?oa)))
(at end (free ?s))
(at end (decrease (maxgrade-subtheme ?subt)(valueLA ?oa)))




:parameters (?s - student ?oa - LA ?subt - subtheme ?t - Theme ?subj - subject ?eq
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- resource ?req1 - LA ?req2 - LA)
:duration (= ?duration (DurationLA ?oa))
:condition (and
(at start (not(= ?req1 ?req2)))
(at start (free ?s))
(at start (enrollment ?s ?subj))
(at start (not-done-LA ?oa ?subj ?s))
(at start (isPartOfSubtheme ?oa ?subt))
(at start (isPartOfTheme ?subt ?t))
(at start (isPartOfSubject ?t ?subj))
(at start (KindResourceLO ?oa ?eq))
(at start (> (quantity-resource ?eq) 0))
(at start (done ?req1))
(at start (done ?req2))
(at start (has-multiple-reqs ?oa ?req1))
(at start (has-multiple-reqs ?oa ?req2))
(at start (> (maxgrade-subtheme ?subt)(valueLA ?oa)))
)
:effect (and
(at start (not(free ?s)))
(at start (decrease (quantity-resource ?eq) 1))
(at end (increase (quantity-resource ?eq) 1))
(at end (not (not-done-LA ?oa ?subj ?s)))
(at end (increase (score ?subt ?s) (valueLA ?oa)))
(at end (free ?s))
(at end (decrease (maxgrade-subtheme ?subt)(valueLA ?oa)))
(at end (done ?oa))
)
)
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(:durative-action PASS-Theme-Tema1 Materia1
:parameters (?s - student)
:duration (= ?duration 0)
:condition (and
(at start (enrollment ?s Materia1))
(at start (>= (score Subtema1 ?s)(mingrade Materia1)))
(at start (>= (score Subtema2 ?s)(mingrade Materia1)))
)
:effect (and




:parameters (?s - student)
:duration (= ?duration 0)
:condition (and
(at start (enrollment ?s Materia1))
(at start (done-Theme Tema1 Materia1 ?s))
)
:effect
(at end (done-subject-LA Materia1 ?s))
)
(:durative-action take-subject-pass
:parameters (?s - student ?subj - subject)
:duration (= ?duration 0)
:condition (and
(at start (enrollment ?s ?subj))
(at start (done-subject-LA ?subj ?s))
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)
:effect (and
(at end (not (not-approved ?subj ?s)))
(at end (increase (total-credits-subject-gain ?s) (credits-subject ?subj)))
(at end (not (available-subject ?subj ?s)))












(= (total-credits-subject-gain student1) 0)
(= (available-credits student1) 48)
(available-subject Materia1 student1)
(= (credits-subject Materia1) 8)
(= (mingrade Materia1) 70)
(not-approved Materia1 student1)
(not-done-LA LA1 Materia1 student1)
(not-done-LA LA2 Materia1 student1)
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(not-done-LA LA3 Materia1 student1)
(not-done-LA LA4 Materia1 student1)
(not-done-LA LA5 Materia1 student1)
(= (score Subtema1 student1) 0)
(not-done-LA LA6 Materia1 student1)
(not-done-LA LA7 Materia1 student1)
(not-done-LA LA8 Materia1 student1)
(not-done-LA LA9 Materia1 student1)
(not-done-LA LA10 Materia1 student1)
(= (score Subtema2 student1) 0)
(= (quantity-resource rec0)100000)
(= (quantity-resource rec1) 20)
(= (quantity-resource rec2) 30)
(= (quantity-resource rec3) 40)
(= (valueLA LA1) 8)
(= (valueLA LA2) 25)
(= (valueLA LA3) 38)
(= (valueLA LA4) 26)
(= (valueLA LA5) 57)
(= (valueLA LA6) 9)
(= (valueLA LA7) 34)
(= (valueLA LA8) 28)
(= (valueLA LA9) 39)
(= (valueLA LA10) 31)
(= (DurationLA LA1) 19)
(= (DurationLA LA2) 24)
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(= (DurationLA LA3) 22)
(= (DurationLA LA4) 36)
(= (DurationLA LA5) 54)
(= (DurationLA LA6) 17)
(= (DurationLA LA7) 30)
(= (DurationLA LA8) 30)
(= (DurationLA LA9) 39)



































(= (maxgrade-subtheme Subtema1) 100)
(= (maxgrade-subtheme Subtema2) 100)
)









A.1.3 PLAN DADO POR EL ALGORITMO DE PLANIFICACIO´N LPG
; Version LPG-td-1.0
; Seed 119933079
; Command line: ./lpg -o domain1m-1t-2s-5a-0000V-1.pddl -f problem1m-1t-2s-
5a-0000V-1.pddl -n 1 -cputime 1800
; Problem problem1m-1t-2s-5a-0000V-1.pddl
; Time 0.00
; Search time 0.00
; Parsing time 0.00
; Mutex time 0.00
; MakeSpan 151.00
0.0003: (ENROLL-SUBJECT MATERIA1 STUDENT1) [0.0000]
0.0005: (CHOOSE-LA-NOTHASREQS STUDENT1 LA3 SUBTEMA1 TEMA1
MATERIA1 REC1) [22.0000]
22.0008: (CHOOSE-LA-NOTHASREQS STUDENT1 LA2 SUBTEMA1 TEMA1
MATERIA1 REC2) [24.0000]
46.0010: (CHOOSE-LA-NOTHASREQS STUDENT1 LA1 SUBTEMA1 TEMA1
MATERIA1 REC1) [19.0000] ;; InputAct
65.0012: (CHOOSE-LA-NOTHASREQS STUDENT1 LA9 SUBTEMA2 TEMA1
MATERIA1 REC1) [39.0000] ;; InputAct
104.0015: (CHOOSE-LA-NOTHASREQS STUDENT1 LA8 SUBTEMA2 TE-
MA1 MATERIA1 REC2) [30.0000]
134.0017: (CHOOSE-LA-NOTHASREQS STUDENT1 LA6 SUBTEMA2 TE-
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MA1 MATERIA1 REC1) [17.0000]
151.0020: (PASS-THEME-TEMA1 MATERIA1 STUDENT1) [0.0000]
151.0023: (PASS-MATERIA1 STUDENT1) [0.0000]
151.0025: (TAKE-SUBJECT-PASS STUDENT1 MATERIA1) [0.0000]







; PlanningTechnique Modified-FF(enforced hill-climbing search) as the subplanner
0.001: (ENROLL-SUBJECT MATERIA1 STUDENT1) [0.0000]
0.002: (CHOOSE-LA-NOTHASREQS STUDENT1 LA9 SUBTEMA2 TEMA1
MATERIA1 REC1) [39.0000]
39.003: (CHOOSE-LA-NOTHASREQS STUDENT1 LA7 SUBTEMA2 TEMA1
MATERIA1 REC1) [30.0000]
69.004: (CHOOSE-LA-NOTHASREQS STUDENT1 LA5 SUBTEMA1 TEMA1
MATERIA1 REC3) [54.0000]
123.005: (CHOOSE-LA-NOTHASREQS STUDENT1 LA3 SUBTEMA1 TEMA1
MATERIA1 REC1) [22.0000]
145.006: (PASS-THEME-TEMA1 MATERIA1 STUDENT1) [0.0000]
145.007: (PASS-MATERIA1 STUDENT1) [0.0000]
145.008: (TAKE-SUBJECT-PASS STUDENT1 MATERIA1) [0.0000]
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(= (total-credits-subject-gain student1) 0)
(= (available-credits student1) 48)
(available-subject Materia1 student1)
(= (credits-subject Materia1) 7)
(= (mingrade Materia1) 70)
(not-approved Materia1 student1)
(not-done-LA LA1 Materia1 student1)
(not-done-LA LA2 Materia1 student1)
(not-done-LA LA3 Materia1 student1)
(not-done-LA LA4 Materia1 student1)
(not-done-LA LA5 Materia1 student1)
(= (score Subtema1 student1) 0)
(not-done-LA LA6 Materia1 student1)
(not-done-LA LA7 Materia1 student1)
(not-done-LA LA8 Materia1 student1)
(not-done-LA LA9 Materia1 student1)
(not-done-LA LA10 Materia1 student1)
(= (score Subtema2 student1) 0)
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(= (quantity-resource rec0)100000)
(= (quantity-resource rec1) 20)
(= (quantity-resource rec2) 30)
(= (quantity-resource rec3) 40)
(= (valueLA LA1) 8)
(= (valueLA LA2) 34)
(= (valueLA LA3) 30)
(= (valueLA LA4) 38)
(= (valueLA LA5) 45)
(= (valueLA LA6) 24)
(= (valueLA LA7) 28)
(= (valueLA LA8) 19)
(= (valueLA LA9) 29)
(= (valueLA LA10) 64)
(= (DurationLA LA1) 11)
(= (DurationLA LA2) 28)
(= (DurationLA LA3) 37)
(= (DurationLA LA4) 31)
(= (DurationLA LA5) 51)
(= (DurationLA LA6) 22)
(= (DurationLA LA7) 35)
(= (DurationLA LA8) 9)
(= (DurationLA LA9) 30)
(= (DurationLA LA10) 70)
(isPartOfSubtheme LA1 Subtema1)



































(= (maxgrade-subtheme Subtema1) 100)
(= (maxgrade-subtheme Subtema2) 100)
)
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