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Abstract
Short-distance digital communication links, between chips on a circuit board, or between dif-
ferent circuit boards for example, have traditionally been built by using electrical interconnects
– metallic tracks and wires. Recent technological advances have resulted in improvements in
the speed of information processing, but have left electrical interconnects intact, thus creat-
ing a serious communication problem. Free-space optical interconnects, made up of arrays of
vertical-cavity surface-emitting lasers, microlenses, and photodetectors, could be used to solve
this problem.
If free-space optical interconnects are to successfully replace electrical interconnects, they
have to be able to support large rates of information transfer with high channel densities. The
biggest obstacle in the way of reaching these requirements is laser beam diffraction. There
are three approaches commonly used to model the effects of laser beam diffraction in opti-
cal interconnects: one could pursue the path of solving the diffraction integral directly, one
could apply stronger approximations with some loss of accuracy of the results, or one could
cleverly reinterpret the diffraction problem altogether. None of the representatives of the three
categories of existing solutions qualified for our purposes.
The main contribution of this dissertation consist of, first, formulating the mode expansion
method, and, second, showing that it outperforms all other methods previously used for mod-
elling diffraction in optical interconnects. The mode expansion method allows us to obtain the
optical field produced by the diffraction of arbitrary laser beams at empty apertures, phase-
shifting optical elements, or any combinations thereof, regardless of the size, shape, position,
or any other parameters either of the incident optical field or the observation plane. The mode
expansion method enables us to perform all this without any reference or use of the traditional
Huygens-Kirchhoff-Fresnel diffraction integrals.
When using the mode expansion method, one replaces the incident optical field and the
diffracting optical element by an effective beam, possibly containing higher-order transverse
modes, so that the ultimate effects of diffraction are equivalently expressed through the complex-
valued modal weights. By using the mode expansion method, one represents both the incident
iii
and the resultant optical fields in terms of an orthogonal set of functions, and finds the un-
known parameters from the condition that the two fields have to be matched at each surface
on their propagation paths. Even though essentially a numerical process, the mode expansion
method can produce very accurate effective representations of the diffraction fields quickly
and efficiently, usually by using no more than about a dozen expanding modes.
The second tier of contributions contained in this dissertation is on the subject of the anal-
ysis and design of microchannel free-space optical interconnects. In addition to the proper
characterisation of the design model, we have formulated several optical interconnect perfor-
mance parameters, most notably the signal-to-noise ratio, optical carrier-to-noise ratio, and
the space-bandwidth product, in a thorough and insightful way that has not been published
previously. The proper calculation of those performance parameters, made possible by the
mode expansion method, was then performed by using experimentally-measured fields of the
incident vertical-cavity surface-emitting laser beams. After illustrating the importance of the
proper way of modelling diffraction in optical interconnects, we have shown how to improve
the optical interconnect performance by changing either the interconnect optical design, or by
careful selection of the design parameter values. We have also suggested a change from the
usual ‘square’ to a novel ‘hexagonal’ packing of the optical interconnect channels, in order to
alleviate the negative diffraction effects.
Finally, the optical interconnect tolerance to lateral misalignment, in the presence of mul-
timodal incident laser beams was studied for the first time, and it was shown to be acceptable
only as long as most of the incident optical power is emitted in the fundamental Gaussian
mode.
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Chapter 1
Introduction
Light, practically synonymous with life, has been used for communication throughout human
history: from the fire beacons and relay stations used by the ancient civilisations, via the op-
tical telegraph of Claude Chappe, to our current golden age of laser-powered systems. We
have witnessed upheavals, as mere prospects of a ‘fibre revolution’ started making and break-
ing millionaires, driving economies, and transforming our lives. Whether we like it or not,
our business wants have swayed to the point where, in many applications, optical technology
can no longer be viewed just as an entrepreneurial dream, but as the very means of progress.
One particular area of application are the high-speed, short-distance communication intercon-
nections between information-processing centres, such as electronic chips on a motherboard,
traditionally built by using metallic wires.
In Sec. 1.1 of this chapter we identify what in particular is wrong with the current approach
to building communication links, and what benefits and difficulties we can expect from optical
solutions. As the transportation of any research idea into a design routine is only as good as the
tracks of tested theories, we turn our attention in Sec. 1.2 to the research that has been carried
out into the ways of modelling these novel devices. In particular, we examine the issues of
modelling laser beam propagation and diffraction, and conclude that there is scope for a novel
approach and invigoration. In Sec. 1.3 we present the program of this dissertation, and state
exactly what we intend to contribute to the body of knowledge.
1
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1.1 Electrical versus optical interconnects
The continuous improvements in the size, speed, and sophistication of digital information-
processing devices, very well characterised by Moore’s Law [4], have not been closely fol-
lowed by corresponding improvements in the performance of information-processing systems.
As the strength of a chain is determined by its weakest link, the primary cause for this im-
balance lies in poor communication links within the systems. The communication links, or
interconnects, have traditionally been built by using metallic strips (wires), through which the
information is transferred by electromagnetic waves with ‘electrical frequencies.’ The numer-
ous problems associated with the traditional electrical interconnects, mainly due to unforgiving
losses at high frequencies, have resulted in that nowadays all telecommunication links are built
by using optical interconnects. Optical interconnects are in principle the same as the traditional
electrical interconnects; the main difference between the two concepts is that the frequency of
electromagnetic radiation used to transfer information is considerably higher in optical inter-
connects. Nonetheless, this seemingly small difference has resulted in numerous physical,
technical, and technological advantages of optical over electrical interconnects. While ubiq-
uitous in telecommunications and becoming wide-spread in medium-distance applications,
optical solutions to the communication bottleneck problem caused by electrical interconnects
are relatively slowly gaining entry at the short-distance end of the scale. Our understanding
of ‘the short-distance end of the scale’ is the set of applications where the communication
distances range from several millimetres to several tens of centimetres; these communication
links would typically be used for building on-chip, chip-to-chip and PCB-to-PCB (printed cir-
cuit board) communication links. As we shall see later, the reasons for the delayed diffusion
of optical interconnects into the small-scale arena are many, some of which will successfully
be addressed in this study.
The study of optical interconnects started with a paper by Goodman et al. [5], and was
continued by examination of potential benefits and limitations that would result from using
optics for interconnection [6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17], analysing the relative
benefits of optics over electronics [6, 18, 19, 20, 21, 22, 23, 7, 24, 25, 26, 27], and comparing
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Figure 1.1: Schematic diagram of an electrical interconnect.
the different kinds of approaches against one another [28, 29, 30, 31]. The findings of an
excellent and very thorough paper by D. A. B. Miller [32], on the rationale and challenges
for optical interconnects to electronic chips, are used here as the backbone of the introductory
argument. Following the fashion of Ref. [32], the benefits of future optical interconnects, given
the present status of electrical interconnects, can be grouped into several categories, each of
which can sometimes be further subdivided:
Scaling benefits. The scaling benefits of optical over electrical interconnects stem from the
aspect ratio limitation of electrical interconnects. Given an electrical interconnect, as
shown in Fig. 1.1 (whose actual shape, assumed to be square in Fig. 1.1 is not very
important in general considerations), it has been shown [6] that the rate of information
transfer that the interconnect can support is intimately related to its length, `, and cross-
sectional area, A. For capacitive-resistive (RC) lines, the limit to the total number of
bits per second that can be communicated, B, depends on the ratio of the length of
the interconnect to the square of the total cross-sectional area, the ratio known as the
‘aspect ratio’. As a rough approximation, B ≈ B0 A/`2, where B0 is a constant of
proportionality roughly equal to 1016 bit/s for unequalised lines. For inductive-capacitive
(LC) lines formula is the same, the only difference being that B0 is slightly smaller
(about 1015 bit/s) due to further skin-effect limits.
Clock distribution and synchronisation benefits. There are fewer problems with clocking
and synchronisation in optical interconnects, than there are in electrical interconnects,
for two main reasons. First, the predictability of timing in optical interconnects is much
better than in electrical interconnects, due to the nonexistent temperature dependence of
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signal and clock paths in optical interconnects (as opposed to a very strong dependence
in electrical interconnects). Second, the power and area used for clock distribution in
optical interconnects is much smaller that those used in electrical interconnects. Because
of this predictability of timing of optical signals, it could even be physically possible to
altogether eliminate the synchronising circuits [32].
Design simplification benefits. As clock speed and communication requirements increase,
the process of designing electrical interconnects becomes more complex. One of the
more implied benefits of optics is that the process of designing optical interconnects
could end up being much simpler than the process of designing electrical interconnects.
There are two main reasons for this:
1. Absence of ‘electrical’ electromagnetic phenomena. Most of the difficulties associ-
ated with impedance matching and wave reflections in electrical interconnects can
be avoided in optical interconnects (by using antireflection coatings for example);
the problems are further alleviated due to the phenomenon of quantum impedance
conversion, which is intrinsic to all optoelectronic devices. Quantum impedance
conversion allows optoelectronic devices to match their impedance for wave ab-
sorption, while still being matched to the impedance of electronic devices [21].
Finally, optical interconnects are immune to radio-frequency signals and interfer-
ence, in stark contrast to electrical interconnects.
2. Frequency independence of optical interconnects. As the carrier frequency in op-
tical interconnects is so high, there is essentially no degradation or change in the
propagation of signals, since the modulation frequency is only a small fraction of
the carrier frequency. This allows for using the same optical interconnect design,
regardless of the modulation frequency.
Other performance benefits. Other performance benefits of optical interconnects can be di-
vided into six groups, as follows:
1. Architectural advantages. The physical properties of optical interconnects allow
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for altering the traditional communication architectures. If we define a ‘synchronous
zone’ [32] as an area in a system in which the clock time delay is predictable, then it
follows that larger synchronous zones may be achieved in the system where optical
interconnects are used. It has also been shown [33] that, due to the parallel optical
interface, an improvement of two to three orders of magnitude in the throughput
performance is possible by using optical interconnects, compared to all-electronic
solutions. Other examples of how optical interconnects can be used in the imple-
mentation of advanced computing concepts are given in Refs [34, 35, 36, 37]. The
relevance of introducing optical interconnects in monoprocessors and multiproces-
sors has been thoroughly studied from an architectural point of view in Ref. [38].
2. Reduction of power dissipation. Because of the effect of quantum impedance con-
version, and as confirmed by various studies of power dissipation in optical inter-
connects [19, 24, 31], power dissipation in optical interconnects is reduced. The
role of re-synchronisation circuits is optical interconnects, as discussed previously,
is not as important as in electrical interconnects, hence resulting in further power
savings. Numerous analyses of the ‘break-even’ interconnection lengths at which
optical interconnects are favourable over electrical interconnects have been per-
formed [39], and, depending on the assumptions made, the break-even lengths vary
from tens of micrometres to tens of centimetres.
3. Voltage isolation. The dielectric nature of interconnect channels, optical sources
and detectors results in the fact that optical interconnects intrinsically provide volt-
age isolation between the different parts of the system.
4. Larger interconnection density. In an experimental study [40], with 4000 commu-
nication channels in an area of 49 mm2, it was confirmed that optics can offer very
large overall interconnection densities. Electrical interconnects, while still able to
provide denser links on ultra-short distances, are ultimately limited by the number
of multiple pins in each interconnect. In optical interconnects, however, the ulti-
mate limit on the channel density is very likely to be the power dissipation in the
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receiver and transmitter circuitry [23].
5. Testing benefits. Testing of optically-interconnected chips is easier than the same
sort of testing performed on electrically-interconnected chips, as optical implemen-
tations can be tested in a non-contact optical test set.
6. Benefits of short optical pulses. Using optical interconnects for building chip-to-
chip and other short-distance communication links opens up the possibility of using
short optical pulses to power optical interconnects. Using short pulses also offers a
radically new method for making wavelength-division-multiplexed communication
links [41, 42, 43].
One could attempt to solve the problems intrinsically associated with electrical intercon-
nects by using methods other than changing the physical means of interconnection. For ex-
ample, architectures could be changed to minimise interconnection length, design approaches
could pay special attention to the interconnection layout, or signalling on wires could be im-
proved by using techniques such as equalisation [44, 45, 6]. Furthermore, the resistance in
information-processing chips and circuits could be decreased by using cryogenic cooling, for
example, the number of metal levels could be increased, off-chip wiring layers could be used
in addition to the on-chip wiring, or the information-processing centres could be stacked ver-
tically. Even with considerable technological and practical challenges, such as the bulkiness
of cooling equipment, additional power consumption in intricate coding schemes, and cooling
difficulties in exotic architectures, each of these quick-fix approaches do not address compre-
hensively all of the electrical interconnect deficiencies in the way an optical approach does.
Even with issues that still have to be solved, such as low power dissipation, small latency
and physical size, and integrability with mainstream silicon devices, an optical solution to the
growing communication bottleneck problem seems imminent.
In addition to the technological and cost-derived issues noted above, Miller also notes two
other very important challenges that face optical interconnects [32]. First, the systems that
could make the most advantage of optics currently have architectures very different to the ar-
chitectures that need to be built around the strengths of optical interconnects; this is mostly
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due to the fact that designers of current systems may not necessarily be on top of most recent
developments in optical technologies. Second, the advantages and disadvantages of optics are
frequently misinterpreted by those who are not involved in the most recent research work, as
is often the case for a new technology. Both of these bad habits are partly to blame on two
trends: a rapid generation of an enormous amount of written material in any ‘hot’ research
field, and an insistence on using familiar concepts and tools, which may not necessarily be the
most suitable ones, to acquaint oneself with the behaviour of new devices and systems. Each
of these two trends can be redirected by constructing simple yet accurate, suitable models of
optical interconnects. In addition to the information presented here, numerous other exam-
inations of the idea of using optics for communication have been performed, both formally
and informally [46, 47, 48, 49, 50, 51, 52, 53]. However, there has not been a single study
which seriously warned against optical interconnects, highlighted an important limitation or
problem with optical-interconnection technology, or used a fundamentally different argument
in favour of using optics for interconnecting electronic devices. In addition to the theory
and experience-based arguments, many experimental investigations into the performance of
optical interconnects, in various configurations and for various purposes were successfully
performed [54, 55, 56, 57, 58, 59, 60, 61, 62].
We shall start our consideration of optical interconnects from a conceptual block diagram,
as shown in Fig. 1.2, rather than from a specific optical interconnect considered theoretically or
experimentally before. The labels in Fig. 1.2 were purposefully written in plural, to allow for
the fact that an optical interconnect will almost exclusively consists of many densely-packed
communication channels. An optical interconnect, in its simplest form, consists of three ele-
ments: optical source, medium, and destination. The function of the source is to generate an
optical field which contains, in some predetermined way, the information that is to be trans-
mitted by the interconnect. The functions of the propagation medium is to guide the optical
field, with as little interaction as possible, all the way to its intended destination. At the desti-
nation, the optical field is detected and the encoded data is retrieved, and passed on for further
processing. An optical interconnect could be one-directional or two-directional. In most cases
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Figure 1.2: Conceptual block diagram of an optical interconnect.
a two-way communication link will be required between the information-processing centres,
and either two one-directional interconnects, or one two-directional interconnect with different
channels transmitting in different directions could be used. We shall assume that the numer-
ous optical sources and detectors are arranged in two-dimensional arrays, and that there is a
predetermined way in which data is directed to the appropriate channel by the driving elec-
tronic circuitry. The purpose of the driving circuitry, with one driver most probably attached
to each optical source it to translate the electrical signals presented to it into the language
that can change the operational characteristics of the optical source. Similarly, the purpose of
the receiving circuitry is to interpret the results of the photodetection process as meaningful
information.
The most likely candidate for the role of the optical source in an optical interconnect is the
vertical-cavity surface-emitting laser (VCSEL), whose characteristics have improved signifi-
cantly over the past few years, with sub-mA threshold currents [63], and arrays of devices [64]
readily achievable. Rather than dwelling on the good characteristics of VCSELs for too long,
we shall mention several of its characteristics that may turn out to be sources of problems in
future optical interconnects. Dense arrays of VCSELs with high current densities may have
thermal problems. Furthermore, it is likely necessary to achieve threshold currents of tens of
micro amperes in order to avoid the turn-on delay problems [63]. On the other hand, low-
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threshold VCSELs will produce very small beams, thus making the alignment and optome-
chanical design more difficult. As it will be elaborated upon later, the presence of higher-order
transverse lasing modes in VCSELs is undesirable in optical interconnects, as it contributes
to the generation of noise. Similarly, the ability to control VCSELs’ polarisation properties,
an area that still remains a subject of research [65, 66, 67], is important as it may also further
contribute to the generation of noise. Finally, separate bias supplies may be required for VC-
SELs, as there are likely to be problems in achieving low power supply voltages required in
a complementary metal-oxide (CMOS) environment. In spite of the mentioned possible dif-
ficulties VCSELs are still the preferred source in optical interconnects, partially due to their
rich heritage in telecommunication applications.
The choice of a suitable photodetector in optical interconnects is not so straightforward.
Analyses on the basis of several different assumptions [23, 30] have shown that the receiver
power dissipation may well turn out to be the largest in the whole interconnect. Hence, in-
tegration of photodetectors with receivers is very important for the receiver performance, if
the problem of power dissipation is to be contained. In particular, it is highly desirable to ob-
tain receivers with low capacitances, which would ensure that both the receiver circuits and the
power dissipation remain small. While photodetectors made in silicon qualify for the detection
task in optical interconnects, an alternative solution is to use GaAs detectors, as this material
is a good absorber at 850 nm. With GaAs it is also possible to obtain very fast responses,
with the internal quantum efficiency being close to unity. Metal-semiconductor-metal (MSM)
photodetectors would also lead to fast, efficient, and low-capacitance photodetectors.
Study of the interaction of the optical field with the medium, or optical system, used to
guide and support the propagation of the optical field in an optical interconnect, defined as
being everything between the logical points A and B in Fig. 1.2, is the main subject of this
thesis. The main function of the optical system between A and B is to ensure that most of the
signal power emitted by each VCSEL in the optical source array is detected by its associated
photodetector in the optical detector array. In doing so, the optical system generally has to be
such that:
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• the distance between the two ends of the interconnect (the transmitting and the receiving
end) is long enough to satisfy the application requirements
• the density of channels in the optical interconnect is large enough
• it does not interfere with the optical field in any way that could compromise the correct
decoding of the messages communicated
• it does not further complicate neither the alignment, nor the optomechanical design of
the interconnect.
In a chip-to-chip communication application, the interconnect would have to satisfy the fol-
lowing typical ‘physical layer’ requirements [68]: interconnection distances of at least about
4 cm, communication channel counts of about 16 to 512 channels, connection densities of up
to 1250 channels/cm2, and data rates of up to 1 Gbit/s/channel. The actual way in which the
optical system is built primarily depends on the nature and the requirements of the intended
application. However, elements such as microlens and minilens arrays, fibre image guides,
optomechanical holders, beam splitters, prisms, as well as macro and compound lenses are
likely to be found. We note here that our perception of the role of the optical interconnect in
a system is purely constrained to a communication role, as opposed to some views where data
manipulation is also allowed in the optical layer.
Two main categories of optical systems used in optical interconnects can readily be iden-
tified: the free-space category and the guided-wave category. In a free-space optical intercon-
nect, the optical field travels through a physically unconfined (as far as the spatial character-
istics of the field are concerned) region between the optical source and detector planes in the
interconnect. The region may be filled with air or some dielectric material, and it may also
feature free-space optical elements such as lenses; the important fact is that the way in which
the optical field propagates through the interconnect is determined by the propagation charac-
teristics of the free space. On the other hand, in guided-wave optical interconnects, such as in
an optical fibre array or optical fibre image guide, the propagation characteristics of the optical
field are determined by the physical characteristics of the waveguiding medium. The ultimate
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Figure 1.3: Macrochannel free-space optical interconnect.
purpose of both categories of optical systems, however, is the same: it is to periodically relay,
refocus, and direct the beam so that most of the power emitted by the optical sources reaches
the appropriate photodetectors.
Among the numerous schemes that can be used to implement the point-to-point free-space
optical interconnects [69, 46], three distinct approaches are evident: macro-optical, micro-
optical, and clustered, or mini-optical approach. In the macro-optical approach [70, 71], il-
lustrated in Fig. 1.3, there is only one aperture stop in the entire optical system. The plane
of the optical sources is simply inverted and imaged, with unit magnification, onto the optical
detector plane. Although simple to design and build with standard components, the macro-
optical approach has several disadvantages, such as the lack of scalability [69, 72], aberration
problems, frequent need to use compound lens elements, as well as bulkiness of the resulting
system, especially if larger interconnection distances are required. The problems associated
with the macro-optical approach can to some extent be alleviated by using gradient refractive
index lenses [73, 74], however, they too may become excessively long for larger source and
detector arrays. In the micro-optical approach [75, 76], as illustrated in Fig. 1.4, one pair of
microlenses is used in each channel. The main advantage of this approach is that each lens
operates with the field of view of a single source, rather than the entire array. Also, the number
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Figure 1.4: Microchannel free-space optical interconnect.
of optical interconnect channels can be increased easily, without the need to revise the overall
optical design. The main disadvantage of the micro-lens approach is the issue of increased
diffraction of incident laser beams by the microlens pair, which may lead to limits in the in-
terconnection distances attainable, as well as to corruption of the information carried by the
laser beams. The second disadvantage of the microchannel system is its poor tolerance to
misalignment.
A good balance between macro-optical and micro-optical approach can be achieved by
using the hybrid mini-optical approach [77, 78, 69, 79]. As illustrated in Fig. 1.5, in the opti-
cal systems of this type, optical sources and detectors are arranged in clusters, each of which
is imaged by a single lens (minilens). This type of system seeks to combine the relatively
long optical throw and misalignment tolerance of the macro-optical approach with the scala-
bility and moderate field-of-view requirements of the microchannel systems. The most notable
disadvantage of this approach is a more complicated design process in which the additional
parameters, due to a larger number of degrees of freedom (such as the size of each individual
minilens, their focal lengths, etc), need to be balanced carefully.
The common characteristic of the free-space optical interconnect category is that they al-
ways require a mechanical structure that cross-references the imaging arrays. This charac-
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Figure 1.5: Minichannel free-space optical interconnect.
teristic hence makes them unsuitable in applications where the physical location of the opti-
cal sources and detectors spans several different mechanical subsystems, within the common
information-processing infrastructure. Typical examples would include the situations where
different frames, shelves, or boxes would need to be interconnected. In these situation an em-
bodiment of the guided-wave optical interconnect category [80, 71, 81, 82, 83, 84, 85] may
be more suitable. However, the two main problems associated with the guided-wave optical
interconnect category — the problems that make them unsuitable for our purpose — are their
inherent bulkiness, and the inability to scale to a large number of channel densities that would
be required of an optical interconnect.
Soon after the commencement of research into optical interconnects, and in parallel with
the studies of benefits and performance characteristics of various optical interconnection schemes,
there has been a very important line of inquiry into appropriate methods and techniques for
analysis, design, and optimisation of optical interconnects [86, 87, 88, 89]. One of the first
attempts at a formalised analysis and design methodology was presented in Ref. [86]. The
author considers a point-to-point interconnection scheme, and investigates the effects of free-
space beam expansion and optical alignment on the optical interconnect system parameters
such as the optical crosstalk, channel density, optical power, and bit error rate; the final out-
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come of this particular work is one instance of the design model for a board-to-board optical
interconnect. This relatively simple treatment was further expanded in Ref. [90], where the
basic framework was further enriched, most notably by adding models of optical elements that
could be used in an optical interconnect, but that were not considered previously. The analysis
and design of a more complicated (hologram-based, but with otherwise the same characteris-
tics as considered before) optical interconnect architecture was performed in [91], while the
original analysis performed by Kostuk was extended in Ref. [92] to include the space-time
optimisation of the interconnect, as well as the consideration of the possibility of using clever
coding techniques to improve the interconnect performance. Of the more recent vintage, we
deem Ref. [93, 94, 95, 96] as appropriate to illustrate the way in which the process of optical
interconnect design was approached. Among all the early works on the optical interconnect
modelling process, the most notable one is the work of McCormick et al. [75, 76]; therein the
issue of laser beam diffraction in the context of optical interconnects, both due to the free-space
propagation, and due to the interaction with optical elements, was formally addressed for the
first time. Since then the issue of laser beam diffraction was further explored in Refs [97, 3], as
well as in a substantial part of the literature nominally dealing with the problems of alignment
in optical interconnects [98, 99, 100]. The problem of laser beam diffraction, particularly in
free-space optical interconnects using microlenses (microchannel free-space optical intercon-
nects) where it has an important effect on the performance of the device, has also been in-
cluded, with varying degrees of depth, in the overall process of design and analysis [101, 102].
In some cases, the problem of laser beam diffraction was intentionally completely ignored,
most likely due to the non-existence of tools appropriate in the case where designers do not
have time to refresh their knowledge of the diffraction theory, but still need to know its effect
on their devices.
Given that the problem of laser beam diffraction in microchannel free-space optical in-
terconnects was identified, fairly early on, as an important factor affecting the overall perfor-
mance of the device, the apparent lack of an appropriate ‘black box’ model is striking. By
studying all of the above cases where diffraction is taken into account in the process of de-
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signing a microchannel free-space optical interconnect, two clear approaches are evident. In
the first case the designers are happy to quote some of the well-known diffraction equations
based on the Huygens principle, but without furnishing great many details on the specifics of
their calculations. In the second case the calculations are performed by using one (and the
same) approximate method whose ease of application was obtained by trading off some of
the theoretical rigour and numerical accuracy. As an elaborate mathematical prelude is neces-
sary before the characteristics of these two methods become clear, their detailed examination
is deferred until Ch. 2, where the problem of laser beam diffraction in optical interconnects
is formally defined. Despite the importance of proper modelling of laser beam diffraction in
optical interconnects, there has been, to the best of the author’s knowledge, no attempt so
far to examine and evaluate the (very numerous) existing ways of modelling diffraction, and
come up with a method most appropriate in the context of microchannel free-space optical
interconnects.
1.2 Diffraction in optical interconnects
As we have seen, the design of a particular embodiment of the generic optical interconnect
shown in the (repeated) Fig. 1.6 is a task flavoured electrically, optically, as well as mechani-
cally. First, the designer must be aware of the electrical characteristics of the optical sources
and the associated circuitry; in particular, his responsibility is to know how the VCSELs’
electrical characteristics will affect the production and modulation of the high-frequency laser
beam. Second, once the laser beam is produced and emitted into the optical system (point A
in Fig. 1.6), the designer has to switch into the ‘optical mode’ and ensure that the optical field
inside the system does not get corrupted. Third, once the laser beam exits the optical system
(point B in Fig. 1.6), the designer has to switch back into the ‘electrical mode’ of thinking,
in order to be able to properly deal with the process of extracting electrical signals from the
optical laser beam carrier. The two processes of electrical and optical modelling, inherently
present in designing any interconnect, are very different from each other in both their signifi-
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Figure 1.6: Schematic diagram of a generic optical interconnect.
cance and methodology. However, it is possible to perform them separately and then integrate
the findings into an overall performance equation, with a varying level of detail. Finally, an
optoelectrically well conceived optical interconnect can only be made if its mechanical proper-
ties are sound; it will work successfully only if no violations of the mechanical common sense
are made.
In most general terms, the process of optical modelling of optical interconnects consists of
knowing the quality of the optical field produced by the laser in any part of the optical system
between the logic points A and B in Fig. 1.6. Given the characteristics of the laser beam
produced by each VCSEL in the interconnect, as well as the organisation and characteristics
of all of the optical elements, the designer has to be able to predict the evolution of the field
as it carries information through the interconnect. In the most ideal case possible, the laser
beam will be such that it does not change whatsoever once it exits the VCSEL resonator.
The particular laser beam profile recorded at the plane of the VCSEL output window would
remain the same at any arbitrary plane perpendicular to the beam’s direction of propagation,
regardless of the distance from the VCSEL. By using this very ideal VCSEL beam we would
be able to transmit information as far away as we wish, just by having the optical energy
travel through free space, without the need for any correcting optical elements. In other words,
the electromagnetic field detected by the photodetector, in this ideal case, would always be
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Figure 1.7: Schematic diagram of the lensless free-space optical interconnect [1].
a perfect image of the information-enhanced electromagnetic field produced by the VCSEL.
If this was the case, if we had these laser beams whose energy always remained focussed
around the axis of propagation, we would not need to look for any other elements or clever
schemes for optical interconnect implementation. This idea of a lensless free-space optical
interconnect, whose quality of operation primarily depends on the good behaviour of laser
beams is illustrated in Fig. 1.7 [93]. The performance of this optical interconnect configuration
has been studied previously [93] and, not surprisingly, it was found that it falls short of the
envisaged ideal interconnect. The performance of the interconnect was not only found to
deteriorate as the interconnection length was increased even after several millimetres, but it
was also found to deteriorate due to any undesirable changes in the quality of the VCSEL
beams.
The principle behind this discrepancy between the desired performance and the practical
reality is found everywhere in the Nature: nothing will stay focussed and orderly if no constant
care and energy is dedication to it. Left unattended, laser beams will tend to disperse, seem-
ingly aimlessly, into the surrounding space, thus resulting in the photodetector seeing only a
cropped version of the original laser beams. We will refer to this general process of dilution
of the beam power, illustrated in Fig. 1.8, as laser beam diffraction. The process illustrated
in Fig. 1.8, which ultimately limits the performance of the lensless free-space optical inter-
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Figure 1.8: Illustration of laser beam diffraction [1].
connect, is, more precisely, laser beam diffraction during propagation. Laser beams diffract
not only during propagation, but also while interacting with obstacles in their way, such as
microlenses, mirrors, or prisms. However, while the situation in which it appears may be dif-
ferent, the process of laser beam diffraction is phenomenologically and effectively always the
same. In the context of optical interconnects, the phenomenon of diffraction, regardless of
how it is caused, always acts in such a way as to remove the practical optical interconnect far
from its ideal archetype.
In the hope of alleviating the negative effect of diffraction on the performance of the lens-
less free-space optical interconnect, we can use microlenses to refocus the incident laser beams
before they spread too far and disappear into ‘thin air’, as shown in Fig. 1.9. By using the mi-
crochannel configuration of Fig. 1.9 we can defer the dilution of laser beam power for some
time and hence increase the total interconnection distance. However, this luxury of a decreased
laser beam diffraction during propagation is paid by the requirement to dedicate special at-
tention to the size, shape, position, and other characteristics of the microlenses; solving the
problem of laser beam diffraction by introducing another potential source of diffraction makes
no sense. If the microlenses are too small, positioned too far away from the laser beam source,
misaligned, or improperly placed with respect to each other, the incident laser beam suffers
greater diffractive distortions than those the microlenses are meant to prevent. After acknowl-
edging that the main imaging function of a microlens is also a byproduct of the diffractive
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Figure 1.9: Schematic diagram of a microchannel free-space optical interconnect.
interaction of the incident laser beam with the element, then the optical part of designing opti-
cal interconnects primarily consists of determining how the process of diffraction, in its various
forms, will affect the performance of the optical interconnect. If we wish to constructively use
microlenses to fix the problem of propagative diffraction, we may need to consider putting
the interconnect channels further apart, or placing special requirements on the quality of the
beams produced by the VCSELs. This, in turn, will change the overall performance character-
istics of the optical interconnect, as well as the operational benefits it is meant to bring into an
information-processing system.
The problem of diffraction, and of laser beam diffraction specifically, has been considered
previously at great lengths. Despite the existence of this large volume of literature, very few of
the findings where used for the purpose of modelling laser beam diffraction in microchannel
free-space optical interconnects. From the original consideration of the effect of laser beam
diffraction [75, 76], the subsequent publications have either simply propagated the method
used before them, or hinted at some numerical scheme, without delving deeply into the prac-
tical implementation details. The issue is not the one of there not existing a way to somehow
calculate how diffraction would change the performance of an optical interconnect; the issue
lies in how to formulate a method that is most suitable given the requirements of modelling
diffraction in optical interconnects. This discrepancy by no means negates or diminishes the
quality of the work published so far, but it rather highlights an important characteristic of the
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problem of diffraction in optical interconnects. The problem is highly complex and there are
many different formalisms and mind sets which can be used to approach and rationalise it.
This leads to difficult research situations where the work carried out in one particular manner
cannot easily be related to the work started from another perspective. The level of theoretical
and mathematical complexity of the general diffraction problem rarely allows, and especially
in the case of optical interconnects, for a derivation of a set of simple ‘rules’ that could easily,
if not completely accurately, help us achieve the cost and time-constrained aims of the modern
industrial world.
1.3 Dissertation outline
The explicit aim of this dissertation is twofold, it is to
1. present the concept and the construction of a new method of modelling diffraction in
optical interconnects; and to
2. illustrate the application of the method in the evaluation of the overall performance of
an optical interconnect.
By the general term ‘optical interconnect’ here we mean the microchannel free-space optical
interconnect, as the effect of diffraction is most significant, and most easily understood, in the
context of that particular optical interconnect configuration. Our findings, however, can easily
be extended to any other optical interconnect configuration. In further text, we will also use the
term ‘channel modelling’ in optical interconnects to hint at the broader meaning an importance
of diffraction, as indicated before, in order to allow for breaking away from the usual negative
overtones associated with diffraction.
The introduction to the problem of diffraction in optical interconnects presented in Sec. 1.2
is extended in Ch. 2 in which the problem of laser beam diffraction is placed on a firm math-
ematical basis, and the existing approaches are examined in more detail. The problem that is
solved in this dissertation is essentially a mathematical problem rooted deeply in the theory of
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diffraction; as such, a complete chapter is necessary for its presentation, as well as for the pre-
sentation of the way it affects us today. The solution of the problem of laser beam diffraction
in optical interconnects, in the form of the mode expansion method, is presented in Ch. 3. The
application of the mode expansion method with the aims of evaluating the performance of an
optical interconnect, and establishing the foundations for future designs, is presented in Ch. 4.
Chapter 5 concludes this work.
Chapter 2
The problem of diffraction in optical
interconnects
In a stark contrast to the understanding of the basic principles of electromagnetism, their prac-
tical application, especially in most ‘real-life’ situations, can be quite complicated. Thus the
image, appeal, and usefulness of the theory are reduced. On the other hand, even though simu-
lations of electromagnetic problems in sophisticated programs usually lead to correct solutions,
they provide little insight into the behavioural intricacies of the considered configuration. The
most suitable approach in the application of the theory is half-way between the two extremes.
It consists of, first, applying the basic principles in the old-fashioned way until the problem be-
comes very specific, and, second, of using novel, and possibly computer-aided ways of solving
it.
In this chapter we apply the first principles of the electromagnetic theory to the problem
of channel modelling in optical interconnects, and end up with a very accurate description of
the problem that we have to solve. Starting from the presentation of the mathematical basis in
Sec. 2.1, we proceed to, in Sec. 2.2, formulate our problem. In Sec. 2.3 we review the most rel-
evant existing solutions of our problem, and in particular the three categories of solutions that
we identified; a representative from each category is considered in Sec. 2.3.1, 2.3.2, and 2.3.3,
respectively. Section 2.4 concludes the chapter.
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2.1 Mathematical basis
The problem of channel modelling in optical interconnects consists of being able to determine
the electromagnetic field at any point in the device, given its particular initial distribution. The
two fundamental principles governing the behaviour of the field are given as [103]
∇×E = −Jm − ∂B
∂t
, (2.1)
and
∇×H = J + ∂D
∂t
, (2.2)
where E is the electric field vector, B is the magnetic field vector, D is the electric displace-
ment vector, and H is the auxiliary magnetic field vector. J and Jm represent the (electric)
and magnetic current densities respectively. A basic summary of consequences of Eqs (2.1)
and (2.2) is given in Sec. A.1 and A.2 of App. A. The principles of the electromagnetic theory
presented here are based primarily on the material presented in Ref. [103], which, in turn, was
based on the work previously done by J. A. Stratton [104].
In an isotropic, linear, and homogeneous medium, with all time variations assumed to be
harmonic, Eqs (2.1) and (2.2) simplify to
∇×E + jωµH = −Jm, (2.3)
and
∇×H − jωE = J , (2.4)
where ω is the angular frequency of the electromagnetic field,  is the electric permittivity, and
µ is the magnetic permeability. After a lengthy sequence of manipulations, it can be shown
that Eqs (2.3) and (2.4) can be transformed into a pair of so-called vector Helmholtz equations,
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given by
∇×∇×E − k2E = −jωµJ −∇× Jm, (2.5)
and
∇×∇×H − k2H = −jωµJm +∇× J , (2.6)
where the propagation constant k is given by
k = ω
√
µ =
2pi
λ
. (2.7)
The last equality in Eq. (2.7) holds only in lossless media, which we consider our optical
interconnects are composed of. In a source-free medium, the vector Helmholtz equations
become
∇
2E + k2E = 0, (2.8)
and
∇
2H + k2H = 0. (2.9)
As written above, Eqs (2.8) and (2.9) imply that each rectangular component of the field vec-
tors, U , satisfies the scalar Helmholtz equation:
∇2U + k2U = 0. (2.10)
Solutions of the scalar Helmholtz equation tell us what sort of an optical field could be
present in a ‘continuous’ region of space, filled with an isotropic, linear, homogeneous, and
source-free medium. They do not, however, contain any information relating to the ultimate
2.1. MATHEMATICAL BASIS 25
sources of that field. Let S be a surface that encloses all the sources of the electromagnetic
field relevant to a particular situation. The two components of the field at any point P , due to
the field inside S are given by
EP =
1
4pi
∫
S
[−jωµ(n×H)ψ + (n×E)×∇ψ + (n ·E)∇ψ] dS
= − 1
4pi
∫
S
(
ψ
∂E
∂n
−E∂ψ
∂n
)
dS, (2.11)
and
HP =
1
4pi
∫
S
[jω(n×E)ψ + (n×H)×∇ψ + (n ·H)∇ψ] dS
= − 1
4pi
∫
S
(
ψ
∂H
∂n
−H ∂ψ
∂n
)
dS, (2.12)
where n is a positive unit vector normal to S, integration is performed over S, and ψ is an
auxiliary function used in the application of the Green’s theorem, as shown in Sec. A.2:
ψ =
e−jkρ
ρ
. (2.13)
ρ in Eq. (2.13) represents the distance between a point on S, denoted by (x0, y0, z0), and the
observation point P = (x, y, z), as shown in Fig. 2.1:
ρ =
√
(x− x0)2 + (y − y0)2 + (z − z0)2. (2.14)
As in the case of the scalar Helmholtz equation, each of the rectangular components of vectors
E andH , denoted by U , must obey the scalar relation
UP = − 1
4pi
∫
S
(
ψ
∂U
∂n
− U ∂ψ
∂n
)
dS. (2.15)
Equations (2.11) and (2.12) can be interpreted as the mathematical formulation of the Huygens-
Kirchhoff diffraction principle for electromagnetic waves. Equation (2.15) can be interpreted
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Figure 2.1: In order to find the characteristics of the electromagnetic field at the observa-
tion point P , the contributions from all the sources within S must be integrated, by applying
Eqs (2.11) and (2.12).
as the mathematical formulation of the same principle for scalar waves. We shall concentrate
on Eq. (2.15) for two reasons. First, the added mathematical cost of a full vectorial treatment
does not necessarily justify the information benefits in the context of interconnect channel
modelling. Second, an insight into the vectorial behaviour is gained more easily once we
ascertain the behaviour of the field in the scalar domain.
Equation (2.15) states that the field amplitude at P can be expressed as a sum of con-
tributions from all elements dS of surface S. The first part of the integral in Eq. (2.15) is
a summation of amplitudes of isotropic spherical wavelets arising from sources of strength
proportional to (∂U/∂n) dS. For the second part of the integral we note that:
∂ψ
∂n
=
d
dρ
(
e−jkρ
ρ
)
cos(n,eρ) = −
(
jk +
1
ρ
)
e−jkρ
ρ
cos(n,eρ), (2.16)
where eρ is a unit vector in the direction of ρ. Hence, the second part of the integral in
Eq. (2.15) can be interpreted as a summation of anisotropic wavelets arising from sources
of strength proportional to u dS. The remaining factor cos(n,eρ) = n · eρ represents the
directivity of the sources for both parts of the integral. With Eq. (2.16) substituted in Eq. (2.15),
our formulation of the diffraction principle for scalar waves becomes:
UP = − 1
4pi
∫
S
e−jkρ
ρ
[
U
(
jk +
1
ρ
)
n · eρ + ∂U
∂n
]
dS. (2.17)
Given a field distribution at surface Sn, Eq. (2.17) allows us to calculate the optical field
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Figure 2.2: Given a field distribution at surface Sn, Eq. (2.17) allows us to calculate the optical
field distribution at any subsequent surface Sn+1.
distribution at any subsequent surface Sn+1, as shown in Fig. 2.2. Given a field distribution at
Sn+1 we can calculate the field at Sn+2, and so on. As illustrated in Fig. 2.3, an interconnect
channel can be perceived as a set of surfaces, S1, S1 . . . , Sn, with different material properties.
The problem of channel modelling then consists of finding accurate and effective ways of
evaluating Eq. (2.17) for each Sn.
Let us be more specific with what we mean by ‘the given field distribution’ U and ‘the
enclosing surface’ S. U will generally be of the form
U =M exp(−jk0φ), (2.18)
whereM represents the field magnitude, φ = const. represent equiphase surfaces, k0 = 2pi/λ0
is the free-space propagation constant, and λ0 is the free-space wavelength of the scalar field.
U will also satisfy the scalar Helmholtz equation. Note that:
∂U
∂n
= n ·∇U = −jk0Un ·∇φ+ U 1
M
∂M
∂n
. (2.19)
If the free-space wavelength, λ0, is short, k0 is large and the second term in Eq. (2.19) may be
neglected compared to the first term:
∂U
∂n
≈ −jk0Un ·∇φ. (2.20)
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Figure 2.3: The complete optical interconnect channel (and hence the whole optical intercon-
nect) can be represented as a collection of surfaces with different material properties. The
surfaces are best interpreted as parts of spheres, as shown in (a). If we allow the radii of the
spheres to increase to infinity, the surfaces become practically flat and orthogonal to the axis
of propagation, as shown in (b).
Furthermore, if we write:
k0∇φ = ks, (2.21)
then
∂U
∂n
≈ −jkUn · s, (2.22)
where
s = sxex + syey + szez, (2.23)
sx =
1
k
∂φ
∂x0
, (2.24)
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sy =
1
k
∂φ
∂y0
, (2.25)
and
sz =
√
1− s2x − s2y. (2.26)
Vectors ex, ey, ez represent unit vectors in the x, y, and z direction respectively. The above
consideration make Eq. (2.17) become
UP =
1
4pi
∫
S
e−jkρ
ρ
[
U
(
jk +
1
ρ
)
n · eρ + jkUn · s
]
dS. (2.27)
Let us fix now the z axis so as to go right through the centre of the interconnect channel. If
each surface S is taken to be the surface of a sphere of radius sufficiently large to effectively
make z⊥S, as illustrated in Fig. 2.3, Eq. (2.27) becomes
UP =
1
4pi
∫
S
U · e
−jkρ
ρ
[(
jk +
1
ρ
)
ez · eρ + jk ez · s
]
dS, (2.28)
where we noted that now n = ez.
The surface of an infinitely large sphere centred on z, in a region close to z, can effectively
be represented by the surface of a square. Hence, the integration in Eq. (2.28) need only be
performed over a rectangular surface:
UP =
1
4pi
∫
S
U · e
−jkρ
ρ
[(
jk +
1
ρ
)
ez · eρ + jk ez · s
]
dxdy. (2.29)
It is generally not required to painstakingly perform the integration at every single infinitesi-
mally thin surface that makes up the interconnect. In homogeneous regions it is sufficient to
examine the field at the bounding surfaces only; in the homogeneous region itself we always
know that the field will satisfy the Helmholtz equation. We also know that the effect of a col-
lection of surfaces may be equivalently represented by its ‘action’ at only one representative
surface. The action of the surface is usually taken to be such as to affect the phase of U . Typi-
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cal examples of such compound surfaces would be apertures, lenses and mirrors. If we denote
the action of a surface by ϕ(x, y) Eq. (2.29) becomes:
U(x, y, z) =
1
4pi
∫
∞
−∞
∫
∞
−∞
U(x0, y0, z0)ϕ(x0, y0)
·e
−jkρ
ρ
[(
jk +
1
ρ
)
ez · eρ + jk ez · s
]
dx0dy0, (2.30)
where we used zero subscripts to clearly distinguish values at the surface in question. While
more user-friendly than Eq. (2.17), Eq. (2.30) is still a very general statement about the be-
haviour of the optical field in an interconnect. In the following section we shall reformulate it
into a concrete objective by specifying each of the terms in Eq. (2.30) more precisely.
2.2 Problem formulation
In an optical interconnect the field produced by the VCSEL will always be emitted into a
homogeneous medium, such as the free space or a substrate, where we know that it has to
obey the scalar Helmholtz equation. A suitably chosen solution of the wave equation in the
destination medium can hence be used to give us the initial optical field distribution in the inter-
connect. Once the distribution at the initial surface is known, the fields at all other surfaces can
be determined, by following the process described in the previous section. Very suitable solu-
tions have been found in terms of the free space modes, given either in rectangular coordinates
by the Hermite-Gaussian functions, or in polar coordinates by the Laguerre-Gaussian func-
tions. Experimental measurements have shown that in small-diameter VCSELs, such as the
ones used in optical interconnects, it is far more common to observe Hermite-Gaussian modes
in the output beam rather than Laguerre-Gaussian modes. For a laser to support Laguerre-
Gaussian modes its resonator must possess a high degree of circular symmetry [105]. This
requirement is made difficult by birefringence and astigmatism of the lasing medium, as well
as by the device structural anisotropy. In large-diameter VCSELs, however, both families of
modes are frequently observed [106].
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Hermite-Gaussian modes of the free space, are given by [107]
ψHGnm(x, y, z) =
1
w
√
1
2n+m−1 pi(n!)(m!)
· exp
[
−j(n+m+ 1) arctan z − zs
zR
]
·Hn
[√
2 x
w
]
Hm
[√
2 y
w
]
· exp
[−(x2 + y2)
w2
+
jk(x2 + y2)
2R
]
, (2.31)
where
zR =
kw2s
2
(2.32)
is the beam Rayleigh range, and ws is the laser beam waist located at z = zs. At any observa-
tion plane, the laser beam radius and the radius of curvature are given by
w = w(z) = ws
{
1 +
[
λ(z − zs)
piz2s
]2}
, (2.33)
and
R = R(z) = z
{
1 +
[
piω2s
λ(z − zs)
]2}
. (2.34)
Hν(x) represents the Hermite polynomials of order ν, given by [108]
Hν(x) = (−1)ν exp(x2) d
ν
dxν
exp(−x2). (2.35)
Each member of the Hermite-Gaussian family of functions has a different shape, but they all
share the same beam waist size and position. These two values distinguish one set of Hermite-
Gaussian functions from another. This pair of values will in further text frequently be referred
to as the set of beam parameters, and denoted by p = {ws, zs}.
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In further discussion, mainly for mathematical purposes, we shall frequently make use of
an alternative formulation of the Hermite-Gaussian modes [109]. The alternative formulation,
with exactly the same meaning as the formulation given by Eq. (2.31), is given by [110]
ψHGnm(x, y, z) =
η√
2n+m pi(m!)(n!)
· exp[−jk(z − zs)]
· exp[j(n+m+ 1) arctan ξ]
·Hn(ηx)Hm(ηy)
· exp
[
−1
2
η2σ2(x2 + y2)
]
, (2.36)
where
ξ =
2(z − zs)
kw2s
, (2.37)
η =
√
2
ws
√
1 + ξ2
, (2.38)
and
σ2 = 1 + jξ. (2.39)
The set of all Hermite-Gaussian modes, {ψHGnm(x, y, z)}, forms an orthonormal set of func-
tions:
∫
∞
−∞
∫
∞
−∞
ψHGnm(ψ
HG
pl )
∗ dxdy = δnpδml, (2.40)
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where δnp and δml are Kronecker delta functions, given by
δµν =

 1 if µ = ν0 otherwise. (2.41)
On the other hand, the Laguerre-Gaussian modes of the free space are given by
ψLGnm(r, θ, z) =
2 exp [−jk(z − zs)]
w
√
pi(1 + δ0m)
√
n!
(n+m)!
(
r
√
2
w
)m
· exp
[
j(2n+m+ 1) arctan
(z − zs)
zR
]
· exp
(
− r
2
w2
− j kr
2
2R
)
L(m)n
(
2r2
w2
) {
cos(mθ)
sin(mθ)
}
=
2 exp [−jk(z − zs)]
w
√
pi(1 + δ0m)
√
n!
(n+m)!
(
r
√
2
w
)m
· exp
[
j(2n+m+ 1) arctan
(z − zs)
zR
]
· exp
(
− r
2
w2
− j kr
2
2R
)
L(m)n
(
2r2
w2
)
cos(mθ), (2.42)
where L(m)n (x) is the generalised Laguerre polynomial with radial number n and azimuthal pa-
rameterm, and where we have indicated our preference for the cosinusoidal form of Laguerre-
Gaussian modes. [111] Again, an alternative formulation of Eq. (2.42) will frequently be found
to be mathematically more beneficial [110]:
ψLGnm(r, θ, z) = exp [−jk(z − zs)]
√
2(n!)
pim(n+m)!
· exp [j(2n+m+ 1) arctan ξ]
· exp
[
−1
2
η2σ2r2
]
η (ηr)m L(m)n (η
2r2) cos(mθ), (2.43)
where
m =

 2 for m = 01 for m 6= 0, (2.44)
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all other symbols have the same meaning as before, and p = {ws, zs} is still referred to as the
beam parameter set. The generalised Laguerre polynomials are given by [108]
L(m)n (x) =
n∑
i=0
(
n+m
n− i
)
(−x)i
i!
, (2.45)
where
(
n+m
n−i
)
is the binomial coefficient. The family of Laguerre-Gaussian functions, {ψLGnm(r, θ, z)},
also forms an orthonormal set:
∫ 2pi
0
∫
∞
0
ψLGnm(ψ
LG
pl )
∗ rdrdθ = δnpδml. (2.46)
Since both sets of modes form complete sets, one can easily express one in terms of the other,
as has been shown in the general case [111]. Recently [112], the third complete family of exact
and orthogonal solutions of the paraxial wave equation was presented. The transverse shape of
these modes is described by the Ince polynomials, and is structurally stable during propagation.
Ince-Gaussian modes constitute the exact and continuous transition modes between Laguerre-
Gaussian and Hermite-Gaussian modes.
The optical field produced by the laser will not generally be perfectly equal to just one
Hermite-Gaussian or Laguerre-Gaussian mode. Hence, we will always have to express the
field as a weighted sum of the member functions:
Ψ($, z) =
∞∑
n=0
∞∑
m=0
Wnmψnm($, z), (2.47)
where $ is used to denote either (x, y) or (r, θ) (as required), Wnm are the complex weight-
ing coefficients, and ψnm($, z) denote member function of either the Hermite-Gaussian,
ψHGnm(x, y, z), or Laguerre-Gaussian, ψLGnm(r, θ, z), mode set. The dominant mode in the beam
of a small-diameter VCSEL is the fundamental Gaussian TEM00 mode, ψ00($, z) = ψHG00 (x, y, z) =
ψLG00 (r, θ, z). In literature it is frequently assumed that it is the only mode present, i.e. that
Ψ($, z) = ψ00($, z). The presence of higher-order modes (HOMs) in the laser beam, in
addition to the fundamental one, affects the performance of an optical interconnect greatly. In
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Sec. 4.2 we present the results of experimental measurement of transverse mode content in a
laser beam, and use the measured composition to study diffraction in optical interconnects.
The action of a compound surface Σ, denoted by ϕ(x0, y0), as shown in Eq. (2.30), is given
as
ϕΣ(x0, y0) =

 fΣ(x0, y0) if (x0, y0) ∈ Σ00 otherwise, (2.48)
where Σ0 is used to denote the optically transparent part of the infinitely large Σ, which may
consist of a number of disjoint surfaces. In the case of a simple aperture, the action is given as
ϕA(x0, y0) =

 1 if (x0, y0) ∈ A0 otherwise, (2.49)
where A could stand for a circle, rectangle, or any other shape that the aperture may have.
With S assumed to be an empty aperture of arbitrary shape, Eq. (2.30) becomes
U(x, y, z) =
1
4pi
∫∫
A
Ψ(x0, y0, z0)
e−jkρ
ρ
·
[(
jk +
1
ρ
)
ez · eρ + jkez · s
]
dx0dy0, (2.50)
where we have noted that now U(x0, y0, z0) = Ψ(x0, y0, z0). Without a loss of generality we
shall first consider the (simpler) case of diffraction at common aperture shapes, such as circles.
Once we reach a solution we shall turn our attention to more complicated situations.
Before attempting to solve Eq. (2.50), we ought to contemplate what is it that we are
seeking to obtain. We should also examine, based on typical optical interconnect parameter
values, which factors in Eq. (2.50) will affect the solution most. Some factors are bound to have
more bearing than others, and some will become more adaptable or altogether dispensable. It
is generally accepted that the solution of Eq. (2.50) can be divided into three regions, based
on the position of the observation plane relative to the diffraction plane. The three zones
are determined by the nature of approximations that can be made to the factors making up
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Eq. (2.50). The boundaries between the zones are very blurry and vary from one scenario to
another, but the diffraction field features clearly distinguish one region from another.
The first zone is the near-field region in the immediate neighbourhood of the aperture. To
obtain the field in this region no simplifying assumptions in the diffraction integral can be
made. In the process of derivation of Eq. (2.50) we have already made, in Eq. (2.20), the
assumption that the wavelength of the incident optical field is small, as compared to the di-
mensions of the diffracting aperture. A small wavelength implies a large propagation constant,
k, hence making all terms multiplied by k dominant. Given that, due to a large k, we have
already written:
−jk0Un ·∇φ+ U 1
M
∂M
∂n
≈ −jkUn · s, (2.51)
it seems logical to attempt to simplify the integrand of Eq. (2.50) by writing:
(
jk +
1
ρ
)
≈ jk. (2.52)
However, in the near field even this approximation may not be appropriate, since there is an
appreciable area of the aperture where 1/ρ term is not negligible compared with k. This region
extends several wavelengths outward from the aperture, and hence the variation of ez ·eρ must
also always be taken into account in this first zone.
Numerical explorations of the diffraction field in the near region are not many; the diffi-
culties associated with evaluating Eq. (2.50) are acknowledged by many not to be worth the
new insights. From the knowledge gained so far, it can safely be assumed that the near field is
determined by geometrical propagation of incident light rays through the aperture. The mean
value of the field intensity has been found to differ little from that of the geometrically propa-
gated field, with a very distinct boundary between the near field and the geometrical shadow.
As typical wavelength of laser beams in an optical interconnect is about λ = 850 nm, sev-
eral wavelengths from the aperture takes us negligibly little into the interconnect to be of any
practical importance.
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After the near-field zone, we pass into the Fresnel region of the diffraction field. The Fres-
nel region is by far the most important one in the study of diffraction, and the approximations
made are such that the handling of calculations is considerably simplified. On the other hand,
the approximations made are not strong in the sense that the meaning that we can draw from
the results is heavily restricted. It should be noted, however, that by simplifying Eq. (2.50)
in any way, we still introduce errors in numerical results, and that the order of magnitudes of
those error have to be examined in each case separately. Based on typical optical interconnect
parameter values, the origin of which will be considered in more detail in Ch. 4, we shall now
consider the approximations characteristic of the diffraction field in the Fresnel region.
As mentioned, we fix the wavelength of VCSEL laser beams to λ = 850 nm; this automat-
ically results in a large wavenumber value of k ≈ 7.4 ·106 m−1. Based on an optical argument,
that will be considered in more detail in Chapter 4 (and that is closely related to the action of
a thin microlens assumed to be located in the aperture A), the distance from the laser beam
waist ws to aperture A, denoted by `, will be in the range:
f ≤ ` ≤ f + zR, (2.53)
where f is fixed to the range from about 600 to 1000 µm, with typically f ≈ 800 µm. The
Rayleigh range, given defined by Eq. (2.32), with the laser beam waist to a typical value of
ws = 3 µm is equal to zR = 33.3 µm. The distance from aperture A to the observation plane,
denoted here by d, will be (again based on the action of a fictitious microlens) in the range
f ≤ d ≤ 4
(
f +
f 2
2zR
)
. (2.54)
The radial distance from the beam propagation axis to the observation point, r =
√
x2 + y2,
is closely related to the spacing between the individual interconnect channels, and will be in
the range
0 ≤ r ≤ 3∆, (2.55)
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where the array pitch ∆ is taken to be from about 100 to 300 µm.
Due to quite a large value of the wavenumber k, the most obvious approximation target
is the jk + 1/ρ term in Eq. (2.30); we suspect that jk + 1/ρ ≈ jk. The 1/ρ term will be
maximum when ρ is minimum. Remembering that ρ =
√
(x− x0)2 + (y − y0)2 + d2, we
have ρmin = dmin = f = [600 µm, 1000 µm] ≈ 800 µm. Hence, (1/ρ)max ≈ 1250 m−1. This
is most certainly negligible when compared to k ≈ 7.4 · 106 m−1.
The second approximation concerns the ρ term itself. Note that ρ can be written as
ρ =
√
(x− x0)2 + (y − y0)2 + d2
= d ·
√
1 +
(
x− x0
d
)2
+
(
y − y0
d
)2
= d ·
[
1 +
(
x− x0√
2d
)2
+
(
y − y0√
2d
)2
+
+
(
x− x0√
3d
)3
+
(
y − y0√
3d
)3
+ . . .
]
= d+
(x− x0)2
2d
+
(y − y0)2
2d
+
+
(x− x0)3
3d2
+
(y − y0)3
3d2
+ . . . (2.56)
where the square root was replaced with the sum [108]:
√
1 + b2 = 1 +
b2
2
+
b3
3
+ . . . , (2.57)
which holds true for all |b| < 1. In our case this assumption holds true since (x − x0)max =
(y − y0)max = 3
√
2 · ∆ ≈ 1.1 mm = 0.0011 < 1. The actual approximation (the ‘Fresnel
approximation’) consists of retaining terms only up to the second order in Eq. (2.56):
ρ ≈ d+ (x− x0)
2
2d
+
(y − y0)2
2d
= d+ %. (2.58)
If the observation plane is far from the diffracting aperture, we could go even one step further
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and assume that
ρ ≈ d, (2.59)
but this step has to be taken cautiously. We will be on the safe side if we use first approxima-
tion, given by Eq. (2.58), in the exponential term, while the second one, given by Eq. (2.59),
in the ratio. The exponential term is much more sensitive to small variations in its exponent,
and that is why we will leave the stricter case as the working one.
With the above approximations, Eq. (2.50) becomes
U(x, y, z) =
jk exp [−jk(z − z0)]
4pi(z − z0)
∫∫
A
Ψ(x0, y0, z0) exp (−jk%)
· [cos (α) + ez · s] dx0dy0, (2.60)
where
cos(α) = ez · eρ = z − z0
ρ
=
z − z0
z − z0 + % ≈
z − z0
z − z0 = 1. (2.61)
This last approximation is justified by the same argument used for simplifying the ρ in the
ratio. The diffraction field given by Eq. (2.60) generally differs from the expressions for the
Fresnel field generally found in the literature in the presence of the term ez · s which arises
from a nonuniform phase distribution over the aperture. A phase distribution widely deviate
from a constant phase has a highly dispersed system of rays associated with it. Under such
conditions the assumption that the energy in the diffraction field is concentrated around the
z axis is not valid and the approximations made previously may not be justified. Hence, the
phase distribution of the incident field over the diffracting aperture, Ψ(x0, y0, z0), has to be
examined more closely.
Since we do not really know what the exact modal composition of the field is, but since we
are aware that most of the power is contained in the fundamental mode, we will assume that
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Ψ(x0, y0, z0) = ψ00(x0, y0, z0). Note that we have ψLG00 = ψHG00 , and it does not matter which
one take into consideration. So we have
φ0 = φ00(x0, y0, z0) = arctan
z0
zR
− k(x
2
0 + y
2
0)
2R0
, (2.62)
sx =
1
k
∂φ0
∂x0
=
−x0
R0
, (2.63)
and
sy =
1
k
∂φ0
∂y0
=
−y0
R0
, (2.64)
from which it follows that
sz =
√
1− x
2
0 + y
2
0
R20
. (2.65)
With typical values, (x20 + y20)max ≈ 22.5 nm; from Eq. (2.32), R20,min ≈ 642.2 nm. Hence we
have
sz ≈ 1. (2.66)
With this final approximation, Eq (2.60) becomes
U(x, y, z) =
jk exp[−jk(z − z0]
2pi(z − z0)
·
∫∫
A
Ψ(x0, y0, z0) exp(−jk%) dx0dy0. (2.67)
In polar coordinates, more suitable in the case when the Laguerre-Gaussian functions are
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used, Eq. (2.60) takes the form
U(r, θ, z) =
jk
2pi(z − z0) exp[−jk(z − z0)]
·
∫ 2pi
0
∫ a
0
exp
{
−jk[r
2 + r20 − 2rr0 cos(θ − θ0)]
2(z − z0)
}
·Ψ(r0, θ0, z0) r0dr0dθ0. (2.68)
We shall refer to Eqs (2.67) and (2.68) as the Fresnel diffraction integral, in rectangular and
polar coordinates, respectively.
The solution of Eq. (2.50) in the third, Fraunhofer region is obtained by making several
other approximations in addition to the Fresnel approximations. As the Fraunhofer diffraction
integral is obtained by further simplifying the Fresnel diffraction integral, it represents only a
special case of Eqs (2.67) and (2.68). We shall consider these additional approximations in
a later section, but here we point out that we will not be interested in solving the Fraunhofer
diffraction integral per se. This is due to the fact that the conditions needed to validate the far
field (Fraunhofer) approximations can be very restrictive in the case of application of the theory
in the design of optical interconnects, as illustrated in Sec. 2.3.2. Our primary concern, in the
context of modelling diffraction in optical interconnects, is solving the (Fresnel) diffraction
integral.
An ideal solution of the diffraction integral, the one that we are seeking and that will
ultimately be found, has the following characteristics:
• Accurate description of the diffraction field can be obtained with little numerical effort,
and with no knowledge of the subtleties of the diffraction theory;
• The solution is such that the results it produces can easily be incorporated into the gen-
eral expressions used for evaluating the overall optical interconnect performance;
• The method of solution could be used in the same way in all situations of interest in
the design and analysis of optical interconnects: diffraction at apertures of perfect or
imperfect (serrated) shape, diffraction in the presence of thin lenses, and diffraction at
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multiple apertures;
• The method of solution could easily be used to calculate the optical interconnect per-
formance parameters of practical importance, such as tolerance to misalignment, or the
effect of the presence of higher-order modes in the laser beams on the optical intercon-
nect performance.
2.3 Existing solutions
The subject of optical diffraction has been treated exhaustively in numerous publications, since
the 17th century, when Christiaan Huygens (1629-1695) proposed what we today refer to as
the Huygens’ principle. Today, one would start any serious study of the subject from any of
a number of ‘classical’ texts [113, 114, 115]. One of the problems with the textbook-level
approach to the subject of diffraction is that the results are almost exclusively developed for
the case of planar or spherical-wave incidence, sometimes even without explicit mention. As
laser beams are very different from those simple waves [116], most of the easily-recognisable
results have to be handled very cautiously. We shall (considerably) limit our review of existing
solutions only to that subset which specifically deals with the problem of diffraction of laser
beams, where special care was taken to properly represent the field of the incident beams. As
far as the planar and spherical-wave diffraction goes, an excellent in-depth treatment can be
found in Ref. [117].
Most of the publications on the topic of laser beam diffraction can be traced back to the
early works of Kogelnik and Li [107], Campbell and DeShazer [118], Olaofe [119], and Dick-
son [120]. The primary aim of Refs. [118, 119, 120] was to investigate the behaviour of
a diffracted Gaussian beam in the Fresnel region, given the previous studies where diffrac-
tion in the Fraunhofer diffraction was the primary focus. The driving force behind both
types of studies was the facilitation of laser development. Most of the earlier work on laser
beam diffraction was performed in the practical context of laser and maser resonator analy-
sis [121, 122, 123, 107]. Investigations of ‘optical beam wave guides,’ which today are not
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really used in their original form, established good foundations for the tools used to describe
the laser beams [110, 124].
The early work on laser beam diffraction, performed in conjunction with the development
of numerous laser-based applications, adequately addressed the most important aspects of the
problem. Finer aspects, such as examination of the validity of various approximation made in
the process of stating the laser beam diffraction problem [125, 126, 127, 128], and diffraction-
caused focal shift (relative to the position of the focus predicted by geometrical optics, as well
as focal shift due to aperturing of the incident beam) [129, 130, 131, 132, 133]. Similar issues
were considered in the case of incidence of not only the fundamental mode, but also higher-
order laser beam modes [134, 135, 136], and experimental investigations confirmed all of the
theories that they were tested against [137, 138, 139, 140, 141]. Very interesting (and still very
much inviting) excursions were also made into the field of applying the traditional techniques
on previously-unexplored diffracting structures of fractal nature [142, 143, 144, 145, 146].
In order to be able to process the large amounts of published information effectively, and
select the most likely candidate theories for application in optical interconnects, we have iden-
tified three categories that most of the existing literature can be classified into. The approach
taken in a great portion of the literature, including most of the works cited so far in this sec-
tion, is very like the approach we started in Sec. 2.2. Namely, the diffraction problem is first
stated as a mathematical problem in the form of one of the equations in the hierarchical chain
spanning the principal electromagnetic equations and the Fresnel diffraction integral. An at-
tempt is then made to solve the problem analytically, or at least evolve it to a more transparent
and informative form, so that the meaning it carries becomes clear. The outcomes of the pro-
cess of solving the diffraction problem, in this first approach, hugely depend on the chosen
starting point in the consideration, as well as the parameters of the problem being considered
(such as the type and characteristics of the incident optical field, aperture characteristics, etc).
Small deviations at the beginning of the process, and differences in the assumptions made
often mean that the final results obtained will be applicable only to the particular situation
considered, rather than a more general situation that the reader is usually interested in. The
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development of the diffraction problem presented in Sec. 2.2 is by no means the only correct
path that we could have taken; it is a valid option that is suitable given the characteristics of
our problem. Due to the nature of the diffraction problem and the existing solutions of the first
kind, it is frequently easier to set up the infrastructure for one’s particular problem from the
first principles, rather than to try to adapt solutions worked out for other situations.
We have termed the procedures using this first approach as ‘solutions by direct integration,’
due to the characteristic sequence of setting up the diffraction problem as an integral, and
then attempting to solve it analytically. In addition to the publications cited so far, for the
sake of completeness, we include several other works typical for this category; first the ones
performed with the aim of obtaining only the on-axis intensity of the diffraction field [147,
148, 149], and then the more traditional considerations of diffraction problems [150]. The
constantly-expanding list of all relevant works in this category is much longer than the one
included here. However, due to the incompatibility problems caused by the noted lack of
standardisation, the sheer quantity does not indicate a user-friendly quality; it even makes
it easier to loose one’s way deciphering the intricacies of each individual work, as well as
comparing the merits of one work against all the others. Mainly for this reason, we have
selected, fairly early on in the research process, the collected work of Tanaka et al. as a very
suitable, accurate and comprehensive representative of all solutions by direct integration [151,
152, 153, 154, 155, 156, 157]. The work of Tanaka et al., fully compatible with our formulation
of the laser beam diffraction problem presented in this chapter, provided excellent starting and
reference material for our considerations of the problem of laser beam diffraction in optical
interconnects. However, as we shall see in Sec. 2.3.1, it is also not the optimal way of solving
our problem.
The second category of approach that we frequently encountered in searching the relevant
literature, termed ‘solutions by further approximation,’ is very similar to the first category.
Namely, the process of first mathematically formulating the diffraction problem, and then
trying to solve it analytically is still present. The difference lies in the fact that further approx-
imations, in addition to the type of approximations presented in Sec. 2.2, are made at various
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stages in the process. The most significant characteristic of this method is that the inaccu-
racies and limitations introduced by those approximations are readily accepted in exchange
for the benefits of easy computation and increased transparency. The typical example of this
kind of approach, which will be examined in more detail in Sec. 2.3.2, used specifically to
model diffraction in optical interconnects, is the one of Ref. [3]. Other examples of this cate-
gory include, most notably, the earlier attempts to find a compromise between the geometrical
and wave interpretations of the phenomenon of diffraction [158, 159], as well as all of the
(simplified) studies of the diffraction field in the far field [160, 161, 162].
The third category of approaches to solving the problem of diffraction in optical intercon-
nects is characterised by the fact that the procedure encountered in the previous two approaches
is no longer present. The main characteristic of this approach is that the original incident laser
beam and diffracting aperture are replaced by an effective laser beam which has the same
functional form but different parameter values. In that way the effects of diffraction are inter-
preted, to some extent, as changes in the parameters of the incident laser beam. The principal
representative of this approach, given in Ref. [163], is reviewed in detail in Sec. 2.3.3; the rep-
resentatives of the previous two approaches are reviewed in Sec. 2.3.1 and 2.3.2, respectively.
The results of Ref. [163], even though not particularly much better than any of other results
from the same category, were almost exclusively used in the published literature discussing
diffraction in optical interconnects. One reason for this is in the fact that, in the case where no
clear choice for a particular task is evident, previous choices made in similar situations tend to
prevail. Another very interesting solution of the diffraction problem that falls under this cate-
gory, and that has been exploited very little, includes the solution by expansion in Chebyshev
polynomials [164].
Our review of existing solutions of the problem of diffraction cannot be complete if we do
not mention the numerous numerical solutions that have been proposed over the years, even
though we do not intend to consider them for our purposes. Various approaches based on
the Hankel transform were proposed [165, 166, 167, 168, 169, 170]. Also, a range of other
methods were considered with varying ranges of success [171, 172, 173, 174, 175, 176, 177,
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178, 179, 180]. However, in the context of our modern times and priorities, a numerical in-
vestigation of diffraction will yield much better results if started from an existing commercial
simulator (whose algorithms are based on the accepted works of others), rather than if started
independently ‘from scratch.’
An evaluation of proposed solutions of the problem of diffraction would not be complete with-
out mentioning the approach based on a completely different theory. All of the solutions
mentioned so far are based on the classical electromagnetic view of the world, which, after
all, is just a model that helps us rationalise our experiences. While it has been shown over the
years to be very useful, the electromagnetic paradigm should by no means be considered to be
the only possible or perfectly complete one; by changing our first principles we could end up
with easier solutions of a whole group of practical problems. The more practical answers we
can obtain, given the same amount of invested effort, the better the model is, no matter how
wildly different from the classical electromagnetic interpretation it may be. A set of different
principles that could be applied to the general problem of diffraction of light can be found in
the context of quantum mechanics, and the path integrals in particular [181]. We have exam-
ined the characteristics of this approach, primarily based on the very practical and noteworthy
work presented in Ref. [2]. We shall summarise here the basic idea of path integrals, on the
basis of the material contained in Ref. [2].
The basic statement of Feynman’s path-integral formulation is that the probability ampli-
tude for a particle starting at one location, say point a, to arrive at another location, say point b,
is the sum of all the phasors corresponding to each possible path from a to b. Each phasor, on
the other hand, is a complex number with a magnitude inversely proportional to the (physical)
path length and a phase equal to the action of the (same) path, divided by h¯ = h/2pi, where h
in the Planck’s constant. Mathematically, this can be written as
K(b, a) = C
∑
[b,a]
exp jS[b,a]
h¯
[b, a]
, (2.69)
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Figure 2.4: Illustration of the path-integral approach to solving diffraction problems [2]. All
possible paths that the photon can take from the source to the destination are considered (with
the shape of the obstacle taken into consideration), the action of the path given by Eq. (2.71)
is calculated, and the phasors associated with each path are added up, as shown by Eq. (2.69).
The result of the process in the probability of a source photon going to the destination.
where C is a normalising constant, [b, a] represents a path from point a to point b, [b, a] is the
(physical) length of [b, a], and the action S [b, a] is defined by a line integral on [b, a]:
S [b, a] =
∫
[b,a]
L dt, (2.70)
where L is the Lagrangian for the particles in question, which, in our case, are photons of
wavelength λ originating from a single point. As the photons have no rest mass, and as their
potential energy is nearly unchanged during propagation, their total energy is equal to their
kinetic energy, so L = hc/λ, where c is the speed of light in vacuum. After using dt = ds/c,
we have
S [b, a] =
hc
λ
∫
[b,a]
ds
c
=
2pih¯
λ
∫
[b,a]
ds =
2pih¯
λ
[b, a], (2.71)
which which is a very simple expression and can readily be substituted into the starting
Eq. (2.69). Equation (2.69) now gives us the probability amplitude of a photon of wavelength
λ getting from one point in space to another. The situation is illustrated in Fig. 2.4.
Our initial perception of the path-integral approach to diffraction was a refreshingly posi-
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tive one; it seemed that most of the practical diffraction problems, such as the ones in optical
interconnects, could be solved by repeating the procedure outlined by Eqs (2.69) to (2.71)
over and over again, until the solution is reached. As the principle behind this method is very
simple and easy to understand, it seemed that the obstacles would come from the numerical
perspective, rather than from complicated concepts and mathematics. The fact is that a very
large number of paths needs to be considered if an accurate solution is sought, and that this
could pose a big problem in the practical application of path integrals. Some of the issues
associated with the numerical aspect of the path-integral approach are addressed in Ref. [2],
where a novel and more efficient algorithm for automatically finding paths given an arbitrary
aperture shape was also proposed. However, our main reason for abandoning the path-integral
approach is not due to the numerical intensity of the process; our main problem was caused
by uncertainties of how to relate the standard electromagnetic concepts to the results obtained
by Feynman’s method, and vice versa. The only solid point of reference is the fact that the
probability of a photon going from a to b can be related to the concept of light intensity at point
b due to the source at a. However, none one the numerous very important practical issues were
ever addressed in the literature. For example, how does one take into account the fact that our
sources are not point sources, but that they have, at best, a Gaussian distribution? How does
one account for the presence of a phase-shifting element in the aperture? How do we relate
all this to the concepts of power and phase? While everything was clear in principle, it was a
big gamble, which we did not dare to take, to leave everything else and flesh out the details
required for a practical application of the method. It is still the belief of the author that, given
enough time and support, this is a very promising method that could be used to further explore
into the phenomenon of diffraction.
2.3.1 Solution by direct integration
After substituting the expressions for the incident field, given by Eq. (2.43), into our starting
diffraction integral given by Eq. (2.68), and after integration with respect to dθ0, the diffraction
2.3. EXISTING SOLUTIONS 49
field assumes the form
Unm(r, θ, z) =
√
2n!
pi(1 + δ0m)(n+m)!
· cos(mθ)
· kj
m+1
2η0(z − z0) · exp [−jk(z − zs)]
· exp
[
j(2n+m+ 1) arctan ξ0 − jkr
2
2(z − z0)
]
·
∫ a
0
(η0r0)
m+1L(m)n (η
2
0r
2
0)
· exp
(−η20τ 20 r20
2
)
· Jm
(
krr0
z − z0
)
dr0, (2.72)
where
ξ0 =
2(z0 − zs)
kw2s
, (2.73)
η0 =
√
2
ws
√
1 + ξ20
, (2.74)
and
τ 2 = 1 + jξ0 +
jk
η20(z − z0)
. (2.75)
After expanding the Bessel and Laguerre functions into their power series, given by [108]
Jν(x) =
xν
2ν
∞∑
µ=0
(−1)µ x
2µ
22µ · µ! · (ν + µ)! , (2.76)
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and Eq. (2.45), respectively, Eq. (2.72) becomes
Unm(r, θ, z) =
√
2n!
pi(1 + δ0m)(n+m)!
exp[−jk(z − zs)]
· kj
m+1
2η0(z − z0) cos(mθ)
[
kr
2η0(z − z0)
]m
· exp
[
j(2n+m+ 1) arctan ξ0 − jkr
2
2η0(z − z0)
]
·
∞∑
p=0
n∑
q=0
(
n+m
n− q
)
(−1)p+q(p+ q +m)!
p!q!(p+m)!
·
[
kr
2η0(z − z0)
]2p(
2
τ 2
)p+q+m+1
·
[
1− exp
(−η20τ 2a2
2
) p+q+m∑
s=0
1
s!
(
η20τ
2a2
2
)s]
. (2.77)
Equation (2.77) constitutes our first complete solution for the diffraction integral. While easily
obtainable, Eq. (2.77), however, does not meet the requirements set before us in Sec. 2.2. The
reasons are as follows:
• unless we provide a proper proof, based on l’Hospital’s rule for example, we do not
know for certain if the infinite sum in Eq. (2.77) converges or diverges; hence we cannot
be fully confident in the results that it gives us
• given that the sum converges (following a qualitative power-conservation argument, for
example) we still do not know what would be a minimum number of its terms required
to obtain accurate results in any particular situation; we suspect that the number of terms
increases with decreasing a, increasing r, and increasing order of the incident mode,
(n,m)
• given the field distribution at a surface Sn, in interconnect modelling we are required to
find the field distribution at any subsequent surface Sn+1 ; this implies a very dreadful
prospect of feeding Eq. (2.77) back into Eq. (2.68), as the expression for the starting
field, and solving the resulting integral over and over again for each surface Sn+1
• Eq. (2.77) is only valid for a simple circular aperture; the weight of the previous three
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statements would only increase if we attempted to consider a more complicated forms
of ϕ(x0, y0), such as irregular shapes or thin lenses
• finally, Eq. (2.77) is not transparent; we cannot easily deduce the qualitative information
about the effect of the diffracting surface on the incident beam.
In order to get around these difficulties it is common to attempt further simplification of
Eq. (2.68) in a way similar to the one carried out in Sec. 2.2. With the expectation that the
solution of a simplified Eq. (2.68) would also end up less cumbersome, we pursue this inquiry
in the following section.
2.3.2 Solution by further approximation
In the process of derivation of Eq. (2.68),
U(x, y, z) =
jk exp[−jk(z − z0)]
2pi(z − z0)
·
∫∫
A
Ψ(x0, y0, z0) exp(−jk%) dx0dy0, (2.78)
we made the assumption that ρ ≈ %, where
% =
(x− x0)2
2d
+
(y − y0)2
2d
=
(x2 + y2)
2d
+
(x20 + y
2
0)
2d
− 2(x · x0 + y · y0)
2d
. (2.79)
Since the first term in Eq. (2.79) does not depend on the integration variables, it can be taken
outside of the integral. Now, if we assume that the position of the observation plane, z, is such
that
d = (z − z0) k ·max(x
2
0 + y
2
0)
2
, (2.80)
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then the second term in Eq. (2.79) will become ignorably small:
x20 + y
2
0
2d
≈ 0. (2.81)
The value of d required for Eq. (2.81) to hold true needs to be examined in each particular
scenario. In our case, based on the values discussed previously, we need to have
d k ·max(x
2
0 + y
2
0)
2
≈ 7.4 · 10
6 m−1 · 125 · 10−6 m2
8
= 115.625 m, (2.82)
where max(x20 + y20) represents the maximum radial extent of the diffracting aperture, which
we related in Eq. (2.82) to typical channel spacing in optical interconnects. (Note that in the
case of a circular aperture of radius a, we have max(x20 + y20) = a2.) Equation (2.82) is also
known as the Fraunhofer condition. Assuming that it holds, and thus evaluating Eq. (2.78),
would give us the field in the Fraunhofer region behind the diffracting aperture. As observed
previously, diffraction field in the Fraunhofer region is not really what we need to properly
model optical interconnect channels.
Equation (2.82) is sometimes in the literature expressed less stringently by the ‘antenna
designer’s formula’, which we formulate here for an a-radius circular diffracting aperture:
d >
8a2
λ
, (2.83)
where the sign was intentionally replaced by the > sign. With the same typical values used,
the antenna designer’s condition translates to the observation plane having to be approximately
14.7 cm away from the diffracting plane. The condition given by Eq. (2.83) is certainly more
forgiving than the original Fraunhofer condition. However, it still puts us just outside the
region of the diffraction field that we are most interested in.
Fraunhofer diffraction patterns are known to have been observed at distances much closer
than implied by Eqs (2.82) and (2.83) [114]. The far-field condition can be met by having the
diffracting aperture illuminated by a spherical wave converging towards the observer, or by
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having a positive lens properly situated between the observer and the aperture. While suitable
in many important practical situations, these two reformulations of the Fraunhofer condition
still fall short of reaching the aim set before us. Despite the apparent inferiority, however, we
shall persist in finding out what happens to Eq. (2.78) if we assume that the relation given by
Eq. (2.81) is valid. The resulting Fraunhofer diffraction integral may not give us the precise
distribution of the diffraction field, but it will endow us with a reasonable qualitative insight.
Furthermore, as we already noted, this approach has been previously used to study the effects
of diffraction in optical interconnects, and hence qualifies for an investment of our efforts.
Assuming that Eq. (2.81) holds, ‘our best result so far’ becomes
Unm(x, y, z) =
jk
2piz
exp
[
−jk
(
z +
x2 + y2
2z
)]
·
∫∫
A
Ψ(x0, y0, z0)
· exp
[
jk(xx0 + yy0)
z
]
dx0dy0, (2.84)
in rectangular coordinates; in polar coordinates it becomes
Unm(r, θ, z) =
jk
2piz
exp
[
−jk
(
z +
r2
2z
)]
·
∫∫
A
Ψ(r0, θ0, z0)
· exp
[
jkrr0 cos(θ − θ0)
z
]
r0dr0dθ0. (2.85)
After substituting the laser beam formula given by Eq. (2.43) into Eq. (2.85), and after ex-
panding the Bessel and Laguerre functions into their power series, as was done in Sec. 2.3.1,
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Eq. (2.85) transforms to
Unm(r, θ, z) =
√
2n!
pi(1 + δ0m)(n+m)!
exp[−jk(z − zs)]
· kj
m+1
2η0(z − z0) cos(mθ)
[
kr
2η0(z − z0)
]m
· exp
[
j(2n+m+ 1) arctan ξ0 − jkr
2
2η0(z − z0)
]
·
∞∑
p=0
n∑
q=0
(
n+m
n− q
)
(−1)p+q(p+ q +m)!
p!q!(p+m)!
·
[
kr
2η0(z − z0)
]2p(
2
σ20
)p+q+m+1
·
[
1− exp
(−η20σ20a2
2
) p+q+m∑
s=0
1
s!
(
η20σ
2
0a
2
2
)s]
, (2.86)
where
σ20 = 1 + jξ0. (2.87)
The only mathematical difference between Eq. (2.86) and Eq. (2.77) is that each τ 2 in Eq. (2.77)
is replaced by σ20 in Eq. (2.86) [182].
Equation (2.86) is our second solution of the Huygens-Kirchhoff formula, and it gives us
the diffraction field in the Fraunhofer region behind the diffracting aperture. Unfortunately, all
the problems that plagued our first solution, given by Eq. (2.77), continue to plague Eq. (2.86).
In order to obtain at least some sensible results we proceed here to make yet another assump-
tion. It is common, especially in introductory texts on diffraction and beam propagation, to
assume that the field at the diffracting plane is planar, i.e. that Ψ(r0, θ0, z0) = 1 · exp(j 0).
While it is clear that laser beams are not planar, this assumption makes sense if we remember
that any arbitrary field distribution can be expressed as a sum of planar waves. Summing up
such a representation in practice, however, is a completely different matter. With all ψnm now
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eliminated from considerations, Eqs (2.84) and (2.85) become
U(x, y, z) =
jk
2piz
exp
[
−jk
(
z +
x2 + y2
2z
)]
·
∫∫
A
exp
[
jk(xx0 + yy0)
z
]
dx0dy0, (2.88)
and
U(r, θ, z) =
jk
2piz
exp
[
−jk
(
z +
r2
2z
)]
·
∫∫
A
exp
[
jkrr0 cos(θ − θ0)
z
]
r0dr0dθ0. (2.89)
Both Eq. (2.88) and (2.89) are easily solvable, for instance by straight-forward invoca-
tion of Mathematica’s symbolic integration command [183]. Assuming that A is a rectangle
whose end points, in an anticlockwise fashion starting from the lower left corner, are given by
{(x1, y1), (x2, y1), (x1, y2), (x2, y2)}, Eq. (2.88) concludes to
U(x, y, z) =
jz
2pikxy
exp
[
−jk
(
z +
r2
2z
)]
·
[
exp
(
jkxx1
z
)
− exp
(
jkxx2
z
)]
·
[
exp
(
jkyy2
z
)
− exp
(
jkyy1
z
)]
; (2.90)
assuming that A is a circle of radius a, Eq. (2.89) concludes to
U(r, θ, z) =
jak
4r
· J1
(
2ar
z
)
· exp
[
−jk
(
z +
r2
2z
)]
. (2.91)
Diffraction field intensity, obtained from Eq. (2.91), and given by
I(r, θ, z) = |U(r, θ, z)|2 =
[
ak
4r
· J1
(
2ar
z
)]2
. (2.92)
is probably the best known, and most frequently quoted solution of the diffraction integral. It is
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referred to as the Airy pattern — a pattern of dark and bright rings around a very pronounced
central lobe, where the first dark ring is located at a distance of 1.22λz/a from the axis of
propagation. We note here that Eq. (2.92) is exactly the same as Eq. (4-31) in [114]. Given
that all occurrences of ‘j’ are replaced by ‘−j’, Eq. (2.92) would correspond precisely to
Eq. (4-30) in Ref. [114]. Equations (2.91) and (2.92) can respectively be interpreted as the
Fourier and Fourier-Bessel, or Hankel, transforms of the field over the aperture.
From Ref. [114], the expression for the diffraction field in the Fraunhofer region from a
unit-amplitude incident field is given as
U(r, θ, z) = exp (jkz) · exp
(
jkr2
2z
)
· pia
2
jλz
·
[
2 · J1(kar/z)
kar/z
]
, (2.93)
and the intensity is given as
I(r, θ, z) =
(
pia2
λz
)2
·
[
2 · J1(kar/z)
kar/z
]2
. (2.94)
In the work of Tang et al. [3], it is assumed that the optical wave emitted from the VCSEL
diode can be assumed to be a plane wave diffracted by an output window of finite extent.
They are also using the diffraction integral in the Fraunhofer approximation and hence need to
have lens in the aperture, and the laser needs to be positioned at the focal length, i.e. ` = f .
The schematic diagram of the situation is shown in Fig. 2.5. The normalised amplitude of the
electrical field distribution is given by the Bessel-Fourier transform of the incident laser field,
evaluated at spatial frequency of r0/λf , and given by
E(r0) = B {E(rtx)} = J1(katxr0/`)
katxr0/`
, (2.95)
where
E(rtx) = circ
(
rtx
atx
)
=

 1 if rtx ≤ atx0 otherwise, (2.96)
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Figure 2.5: Schematic diagram that aids the understanding of the way in which the the solution
by further approximation was applied in Ref. [3].
B stands for the Bessel-Fourier transformation, circ(rtx/atx) accounts for the finite extent
of the laser output window with radius atx, and rtx and r0 are the radii in polar coordinates
in the plane of the laser output window and the plane of microlens, respectively. All other
symbols have the same meaning as before. Note that only the amplitude of the resulting field
is considered, and that the phase is ignored. Also, in Ref. [3], the amplitude of the incident
field is assumed to be (2pia2tx)−1. Such choice of the amplitude results in the total power that
goes through the laser output window to be normalised to 1/2.
The point of the above considerations was to find the shape of the incident laser beam;
now we have to consider the effect of diffraction at the microlens. The field at the microlens
is modified slightly to account for the finite size of the microlens aperture, a0, to give
E(r0) = E(r0) · circ
(
r0
a0
)
. (2.97)
The final field in the observation (diffraction) plane is obtained by Bessel-Fourier-transforming
Eq. (2.97):
E(rrx) = B {E(r0)} = `dλ
2
2piatxrrx
· J1
(
2pia0atx
`λ
)
· J1
(
2pia0rrx
dλ
)
, (2.98)
where all the symbols have the same meaning as before. The above equation was not actually
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explicitly given in the paper of Tang et al. What is given, the reason for which will become
clear in Chapter 4, are the powers encircled by the diffracting microlens, and an a circular
aperture in the observation plane. As pointed above, only one normalisation was done in the
above calculations, and that was the normalisation of the amplitude of the plane electric used
to model the laser beams. After that all other electric field amplitudes are obtained as explained
above. However, in the paper of Tang et al. all field amplitudes are normalised by adding a
constant in front of the expressions so that the total power in the diffraction field equals to 1.
If the laser field is diffracted by a microlens aperture of radius a0, at a distance of ` from
the laser, the power encircled by a receiver of radius arx at distance d away from the aperture
is given by [3]
P (arx) = P (a0)
{
1−
[
J0
(
ka0arx
d
)]2
−
[
J1
(
ka0arx
d
)]2}
, (2.99)
where
P (a0) = 1−
[
J0
(
katxa0
`
)]2
−
[
J1
(
katxa0
`
)]2
, (2.100)
and all other symbols have the same meaning as before. Equation (2.100) also represents the
power contained in a microlens aperture of radius a0.
Solutions by ‘further approximation’ are probably the most familiar type of solutions of
diffraction problems; anyone with a basic knowledge of physics and mathematics would be
comfortable in applying them in a practical situation. The main reason for such high status
and popularity of solutions by further approximation is primarily due to the simplicity of the
relations expressing these solutions. For example, Eqs (2.90) and (2.91) can be applied straight
away in any software package in a practical context. However, as we have seen at the begin-
ning of this section, Eqs (2.90) and (2.91) are true only in the case when the plane at which
we observe the diffraction field is at a large (very large) distance from the diffracting aperture,
and when the incident optical field is a plane wave. As soon as we try to improve the situation
by using the more complicated laser beam functions (while still believing that our observation
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plane is very far away from the diffracting plane), the benefits of easy expressions are lost
immediately, as can be seen from Eq. (2.86). Hence, the main advantage of the solutions by
further approximation is that they are easy to understand and apply. Their main disadvantage
is the environment of heavy restrictions that surrounds them. In the case of the optical in-
terconnect design, one could perhaps tolerate these heavy approximations in order to quickly
estimate the order of importance of diffraction effects. Anything else than an estimate cannot
be guaranteed, and a more appropriate model needs to be used; using strong approximations
without constantly checking their validity could also turn out to lead to faulty designs. The
inability to be fully confident in the results obtained through ‘solutions by further approxima-
tion’ is the main reason why they are inappropriate to use in modelling diffraction in optical
interconnects, and why it is worthwhile to go on looking for more suitable solutions.
We close this section by remembering that the diffraction field in the Fraunhofer region is
only a subset of the diffraction field in the Fresnel region. While making the Fraunhofer as-
sumption allowed us to make a breakthrough in obtaining a useable formulation of the diffrac-
tion field, our primary concern is still the solution in the Fresnel region; the Fraunhofer solution
is contained in the Fresnel solution. If we are successful in solving the problem of diffraction
in optical interconnects in the general case, modifying it to cover particular subsets of the
problem space is trivial.
2.3.3 Solution by equivalent representation
The ‘equivalent representation’ approach undertaken by Belland and Crenn, as detailed in
Ref. [163], is fundamentally different than the top-down approach we used to obtain the first
and second solution of the diffraction equation. The difference stems from the fact that Belland
and Crenn aimed to identify the changes in the incident laser beam due to diffraction at an
aperture, rather than to work out the full form of the diffraction field.
In the method due to Belland and Crenn, laser beams are are assumed to be purely Gaus-
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sian, and they are characterised by their transverse intensity profile, given by:
I(r, z) = I0 exp(−r2/ω2), (2.101)
where I0 is the on-axis intensity, r is the radial coordinate, and ω is the local 1/e beam intensity
radius. The 1/e intensity radius is related to the 1/e field radius, w, by ω = w/
√
2. The
minimum value of the beam intensity radius, the beam waist, is denoted by ωs, while the beam
divergence characteristic, θs is defined by
θs ' tan θs = 1/kωs. (2.102)
With this notation, the total beam power is given as
P =
∫ 2pi
0
∫
∞
0
I0 exp(r
2/ω2)rdrdφ
= piω2I0 = piω
2
s Is, (2.103)
where Is represents the beam on-axis intensity at the beam waist plane. The two values, beam
waist size and on-axis intensity at the beam waist plane, constitute the beam parameter set,
pBC = (ws, Is).
Belland and Crenn have considered what happens to the laser beam given by Eq. (2.101)
passing through and being diffracted by a coaxial, planar, and circular aperture A of radius a.
In order to represent the extent of diffraction at A, they define the clipping ratio, κ, as
κ =
a
w(z0)
=
a
w0
, (2.104)
where w0 represents the beam waist radius at the aperture plane, z = z0. Apart from few
special cases, their results can be summarised as follows:
Case 1: κ > 2.12 Diffraction effects are negligible, and the characteristics of the Gaussian
beam are unchanged behind the aperture.
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Figure 2.6: Schematic diagram that aids the understanding of the way in which the method of
Belland and Crenn works.
Case 2: 1.13 < κ < 2.12 The weakly diffracted Gaussian beam, in the far field, looks like
a Gaussian beam, with a different set of parameter values, p = (ws, Is)
Case 3: κ < 1.13 Diffraction effects become large, so that the diffracted profile is no longer
Gaussian, and the new set of parameter values is no longer valid.
The new parameter values can be obtained by
ws
ws
= 1− exp
{
−a2
w2s
[
1 + (2`/kw2s)
2]
}
cos
{
ka2
2`
[
1 + (kw2s/2`)
2]
}
, (2.105)
and
Is
Is
= 1− 2 exp
{
−a2
w2s
[
1 + (2`/kw2s)
2]
}
cos
{
ka2
2`
[
1 + (kw2s/2`)
2]
}
, (2.106)
where ` represents the distance from the plane of the laser beam waist to the plane of the
diffracting aperture, ` = z0 − zs, all other symbols have the same meaning as before, and
the process is illustrated in Fig. 2.6. Note that the position of the beam waist in the effective
beam remains the same as in the incident beam. Belland an Crenn have also found that with
a relative power loss of only 1% only through the aperture (equivalent to a clipping ratio of
κ ≈ 1.56), diffraction effects can already modify the angular beam divergence by about 10%.
Consequently, the criterion of small losses of beam power through the aperture is not sufficient
to assume that the beam has not suffered any modification.
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The two most important positive characteristics of the method by Belland and Crenn, as
related to optical interconnect modelling are:
• it is numerically simple and easily applicable, even in the case of diffraction of a se-
quence of circular apertures
• it expresses the effect of diffraction on the incident beam in terms of changes in pBC, the
set of incident beam parameters.
The list of negative characteristics is, unfortunately, somewhat longer:
• the method is very inflexible since only the intensity of the incident and diffraction fields
are considered
• diffraction of higher-order modes, ψnm($, z), cannot be considered, as we would gen-
erally like to in optical interconnects
• since the method relies on a particular direct solution of the diffraction integral, any
possible extensions to situations involving more complex diffracting surfaces cannot
easily be made
• the method only provides solution for a limited range of κ, which may not necessarily
be sufficient for our purposes.
The method of Belland and Crenn should not, however, be completely dismissed. The whole
idea of equivalent representation, as we shall see in Ch. 3, will play a crucial role in the
formulation of an appropriate method for optical channel modelling.
2.4 Summary and conclusion
We applied two fundamental principles of electromagnetic theory, as given by Eqs (2.1) and (2.2),
to the problem of channel modelling in optical interconnects. The result is the diffraction for-
mula, given by Eq. (2.30). After consideration of typical parameter values, we concluded that
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the diffraction equation need only be solved in the Fresnel region, where it assumes the form
of Eq. (2.67) in cartesian coordinates, and the form of Eq. (2.68) in polar coordinates. Suitable
and numerically efficient solution of the Eq. (2.67), and the equivalent Eq. (2.68), is the key to
successful channel modelling in optical interconnects.
Existing solutions of Eq. (2.68) abound, yet we were able to identify three classes: di-
rect, approximate, and effective-beam solutions. The prototype of the direction solution is
given by Eq. (2.77), and the prototype of the approximate solution is given by Eq. (2.98). The
most notable example of solution by equivalent representation is summarised in Eqs (2.105)
and (2.106). While accurate and important in their own right, all of the three classes of solu-
tions were found to be lacking; they did not meet the requirements of channel modelling in
optical interconnects.
While not perfectly aligned with our aim, the approach by Belland and Crenn, however,
offers an alternative to the algebra-dominant solutions first considered. It is also the method
that has most frequently been used to model the optical performance of interconnects. Its main
strength lies in a radically different and more natural formulation of the diffraction field; its
primary deficiency is the limited range of possible application. In the following chapter we
shall examine an even more general equivalent solution which will turn out to be very suitable
for modelling diffraction in optical interconnects.
Chapter 3
Novel way of modelling diffraction
The aim of this thesis is to formulate a suitable method for modelling diffraction in optical
interconnects. As we saw in the previous chapter, this translates into finding a most optimal
way of solving the diffraction formula in the Fresnel region. While none of various existing
solutions were found to fully meet our requirements, the effective-representation approach of
Belland and Crenn has been identified as the most promising one. In this chapter we shall
pursue this effective-representation line of inquiry, as it seems to be the one most suitable for
optical interconnect channel modelling. However, while our approach may conceptually be
similar to the method of Belland and Crenn, it is technically very different. Our approach
is based on an orthogonal, or modal expansion of the direct solution found in the previous
chapter. The orthogonal expansion not only expedites the numerical evaluation of the direct
solution, but it allows us to altogether reinterpret the meaning of the diffraction integral and
hence reach the thesis goal. While the idea of using modal expansion to reformulate and ratio-
nalise a difficult problem is not a freshly conceived one, the way in which we have connected
it with the diffraction problem, especially in the context of optical interconnects, is novel. The
structure of this chapter is as follows. In Sec. 3.1 we present the process of modal expansion
and comment on the results. In Sec. 3.2 we present an alternative and more insightful approach
to the expansion. In Sec. 3.3 we formalise our findings as the mode expansion method, and in
Sec. 3.4 we verify and illustrate its performance.
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3.1 Modal expansion of the exact solution
We can express any diffraction field U($, z) by a set of normal functions {ψn($)}:
U($, z) =
∞∑
n=0
Cn ψn($, z), (3.1)
where $ = (x, y), or $ = (r, θ), depending which coordinate system is more appropriate,
and where Cn are the expansion coefficients. As the Hermite-Gaussian and Laguerre-Gaussian
families of functions were noted to be orthogonal, diffraction field of each particular free-space
mode, Unm($, z), may be written as:
Unm($, z) =
∞∑
nˆ, mˆ=0
Cnˆmˆ ψˆnˆmˆ($, z), (3.2)
where Cnˆmˆ are the expansion coefficients, and ψˆnˆmˆ is the set of modes used to decompose
the diffracted field, and ψnm is the set of modes used to decompose the incident field. (Note
that Unm($, z) represents the diffraction field of each incident beam ψnm($, z) and that the
whole diffraction field is given by:
U($, z) =
∞∑
n,m=0
Wnm Unm($, z), (3.3)
where Wnm are the weights representing each mode ψnm($, z) in the complete laser beam
Ψ($, z), as Eq. (2.47) shows.) The expanding set of functions may either be taken to be
Hermite-Gaussian, {ψˆnˆmˆ($, z)} = {ψˆHGnˆmˆ(x, y, z)}, or it may taken to be Laguerre-Gaussian,
{ψˆnˆmˆ($, z)} = {ψˆLGnˆmˆ(r, θ, z)}. The choice primarily depends on the nature and geometry of
the diffraction problem in question. Any other set of orthogonal functions may be considered,
however, we expect quick convergence of the sum in Eq. (3.2) if the incident and the expanding
set of functions have the same form.
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Continuing our established preference for Laguerre-Gaussian modes we write
Unm(r, θ, z) =
∞∑
nˆ, mˆ=0
Cnˆmˆ ψˆ
LG
nˆmˆ(r, θ, z)
=
∞∑
nˆ=0
∞∑
mˆ=0
Cnˆmˆ ψˆnˆmˆ(r, θ, z), (3.4)
where the second line in the above equation indicates that we will drop the LG superscript in
later equations, for practical reasons, and where the direct solution of the diffraction integral
in the Fresnel region is given by Eq. (2.77), which we repeat here for easier reference:
Unm(r, θ, z) =
√
2n!
pi(1 + δ0m)(n+m)!
exp[−jk(z − zs)]
· kj
m+1
2η0(z − z0) cos(mθ)
[
kr
2η0(z − z0)
]m
· exp
[
j(2n+m+ 1) arctan ξ0 − jkr
2
2η0(z − z0)
]
·
∞∑
p=0
n∑
q=0
(
n+m
n− q
)
(−1)p+q(p+ q +m)!
p!q!(p+m)!
·
[
kr
2η0(z − z0)
]2p(
2
τ 2
)p+q+m+1
·
[
1− exp
(−η20τ 2a2
2
) p+q+m∑
s=0
1
s!
(
η20τ
2a2
2
)s]
, (3.5)
and the set of Laguerre-Gaussian laser beam functions is given by Eq. (2.43), which we also
repeat for easier reference:
ψˆnˆmˆ(r, θ, z) = exp [−jk(z − zˆs)]
√
2(nˆ!)
pimˆ(nˆ+ mˆ)!
· exp
[
j(2nˆ+ mˆ+ 1) arctan ξˆ
]
· exp
[
−1
2
ηˆ2σˆ2r2
]
ηˆ (ηˆr)mˆ L
(mˆ)
nˆ (ηˆ
2r2) cos(mθ). (3.6)
As indicated by the hats in Eq. (3.6), the beam parameters of the expanding beam set, pˆ =
{wˆs, zˆs}, do not generally coincide with the parameters of the incident beam set.
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The expansion coefficients can be evaluated by inverting Eq. (3.4):
Cnˆmˆ(z) =
∫ 2pi
0
∫
∞
0
Unm(r, θ, z) ψˆ
∗
nˆmˆ(r, θ, z) rdrdθ, (3.7)
where the asterisk denotes complex conjugation. If we substitute Eqs. (3.5) and (3.6) into
Eq. (3.7), the coupling coefficients assume the first the form of
Unm(r, θ, z) =
√
2n!
pi(1 + δm0)(n+m)!
exp[−jk(z − zs)] kj
m+1
(z − z0)
· exp
[
j(2n+m+ 1) arctan ξ0 − jkr
2
2(z − z0)
]
· cos(mθ) ·
∫ a
0
(η0r0)
m+1L(m)n (η
2
0r
2
0)
· exp
(
−1
2
η20τ
2r20
)
Jm
(
krr0
z − z0
)
dr0, (3.8)
and then the form of
Cnˆmˆ =
√
n!
(n+m)!
√
nˆ!
(nˆ+m)!
exp[−jk(zs − zˆs)]δmmˆ
· exp[j(2n+m+ 1) arctan ξ0 − j(2nˆ+m+ 1) arctan ξˆ]
· kj
m+1
2η0(z − z0)
∞∑
p=0
n∑
q=0
nˆ∑
t=0
(−1)p+q(p+ q +m)!
p!q!(p+m)!
·
(
n+m
n− q
)(
2
τ 2
)p+q+m+1 [
k
2η0(z − z0)
]m
·
[
kr
2η0(z − z0)
]2p
ηˆm+1
(
nˆ+m
nˆ− t
)
(−ηˆ2)t
t!
·2m+p+t(Bηˆ2)−1−m−p−t(m+ p+ t)!
·
[
1− exp
(−η20τ 20a2
2
) p+q+m∑
s=0
1
s!
(
η20τ
2
0a
2
2
)s]
, (3.9)
where
τ 2 = 1 + jξ20 +
jk
η20(z − z0)
(3.10)
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B = 1− jξˆ + jk
(z − z0)ηˆ2 . (3.11)
The orthogonal reformulation of Eq. (3.5) was performed in the hope that the resulting
expression for the weighting coefficients would turn out to be simpler and more suitable for
application in modelling diffraction in optical interconnects. However, the coefficients given
by Eq. (3.9) suffer from the same problems as the direct solution of the diffraction integral
given by Eq. (3.5). The most important issues are:
• without an explicit proof we cannot assume that the infinite sum in Eq. (3.9) will con-
verge; the issue of convergence is more important in Eq. (3.9) than in Eq. (3.5) due to
the fact that an infinite number of modes is summed up to obtain the diffraction field
• the coefficients given by Eq. (3.9) are only valid for diffraction at a circular aperture;
if any parameter of the diffraction problem changes we need to re-derive the weighting
coefficients
• if any parameter of the diffraction problem changes, weighting coefficients can be ex-
plicitly found only if an analytic expression for the solution of the diffraction integral
for that particular case exists
• since B is a function of z, the value of each coefficient depends on the position of the
observation plane, and hence needs to be recalculated frequently.
On the other hand, the problem of sequential-aperture diffraction is handled much easier by
the orthogonally-expanded solution. Once each Cnˆmˆ is calculated it can be combined with
Wnˆmˆ to form the weighting factor, Wˆnˆmˆ, for each mode in the ‘new’ incident beam at each
subsequent aperture. The initial disappointment notwithstanding, we shall continue our pursuit
of an optimal way of equivalent representation in the next section, with the hope that a craftier
mathematical insight will result in a better solution of our modelling problem.
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3.2 Alternative approach to modal expansion
Orthogonal expansion of the diffraction field has been considered previously, particularly by
Tanaka et al. [182]. The approach undertaken in Ref. [182] differs from our conventional
approach assumed previously in the fact that a special relationship between the Bessel and
Laguerre functions is used, rather than each one of them being directly expanded into an
infinite sum. This special relationship is given as [108]:
Jm(2
√
tx) = exp(−t)
∞∑
p=0
L
(m)
p (x)tp
(p+m)!
(√
tx
)m
. (3.12)
If in Eq. (3.12) we let
x = A2r2, (3.13)
and
t =
k2r20
4A2(z − z0)2 , (3.14)
the Bessel function becomes
Jm
(
krr0
z − z0
)
= exp
[ −k2r20
4A2(z − z0)2
] [
krr0
2(z − z0)
]m
·
∞∑
p=0
L
(m)
p (A2r2)
(p+m)!
[
k2r20
4A2(z − z0)2
]p
, (3.15)
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where A is an arbitrary constant. After substituting Eq. (3.15) into Eq. (3.7) the solution of the
diffraction integral becomes
Unm(r, θ, z) =
√
2n!
pi(1 + δ0m)(n+m)!
exp[−jk(z + zs)] kj
m+1
2η0(z − z0)
· cos(mθ) exp
[
j(2n+m+ 1) arctan ξ0 − jkr
2
2(z − z0)
]
·
[
kr
2η0(z − z0)
]m ∞∑
p=0
n∑
q=0
L
(m)
p (A2r2)
(p+m)!
[
k2
4A2η20(z − z0)2
]p
·
(
n− q
n+m
)
(−1)q(p+ q +m)!
q!
(
2
B
)p+q+m+1
·
[
1− exp
(
−1
2
η20a
2B
) p+q+m∑
s=0
1
s!
(
η20a
2B
2
)s]
, (3.16)
where all the symbols have the same meaning as before. Equation (3.16) is equivalent to
Eq. (3.7), given that A is large enough.
After substituting Eq. (3.16) into Eq. (3.8), and after performing the dθ part of integration,
the coefficients are given by
Cnˆmˆ =
√
2n!
(n+m)!
√
2nˆ!
(nˆ+m)!
kjm+1
2η0(z − z0)δmmˆ
· exp[−jk(zs − zˆs) + j(2n+m+ 1) arctan ξ0
−j(2nˆ+m+ 1) arctan ξˆ]
·
∞∑
p=0
n∑
q=0
(−1)q(p+ q +m)!
(p+m)!q!
(
n+m
n− q
)
·
(
2
B
)p+q+m+1 [
k2
4A2η20(z − z0)2
]p
·
[
1− exp
(−η20a2B
2
) p+q+m∑
s=0
1
s!
·
(
η20a
2B
2
)s] ∫ ∞
0
[
kr
2η0(z − z0)
]m
(ηˆr)m+1
· exp
(−ηˆ2Cr2
2
)
L(m)p (A
2r2) L
(m)
nˆ (ηˆ
2r2) dr. (3.17)
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After rewriting the integral in Eq. (3.17) as
I1 =
∫
∞
0
[
kr
2η0(z − z0)
]m
(ηˆr)m+1
· exp
(−ηˆ2Cr2
2
)
L(m)p (A
2r2) L
(m)
nˆ (ηˆ
2r2) dr
=
1
2ηˆ
[
k
2η0ηˆ(z − z0)
]m(
2
C
)m+1
·
∫
∞
0
exp(−x)xmL(m)p
(
2A2x
ηˆ2C
)
L
(m)
nˆ
(
2x
C
)
dx, (3.18)
setting the arbitrary constant A to
A2 =
Cηˆ2
2
, (3.19)
and by using the formula
L(m)n (xy) =
n∑
t=0
(
n+m
t
)
(1− x)txn−tL(m)n−t(y), (3.20)
the coupling coefficients are transformed to
Cnˆmˆ =
√
n
(n+m)!
√
nˆ
(nˆ+m)!
exp[−jk(zs − zˆs)δmmˆ
+j(2n+m+ 1) arctan ξ0 + j(m+ 1)
pi
2
−j(2nˆ+m+ 1) arctan ξˆ]
·
nˆ∑
p=0
n∑
q=0
(−1)q(p+ q +m)!
p!q!
(
n+m
n− q
)
·
(
nˆ+m
nˆ− p
)(
2
B
)p+q+m+1(
2
C
)p+m+1
·
(
C − 2
C
)nˆ−p [
k2
4η20A
2(z − z0)2
]p
·
[
k
2η0ηˆ(z − z0)
]m+1 [
1− exp
(−η20a2B
2
)
·
p+q+m∑
s=0
1
s!
(
η20a
2B
2
)2]
. (3.21)
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By noting that:
C =
k
ηˆ0ηˆ(z − z0) exp
{
−j arctan
[
ξˆ − k
ηˆ2(z − z0)
]}
, (3.22)
and
arctan ξˆ − arctan
[
ξˆ − k
ηˆ2(z − z0)
]
= arctan
k
ηˆ2(z − z0)(1 + ξˆ2)− kξˆ
= − arctan
(
1
ξˆ0
)
, (3.23)
the final expression can be simplified to
Cnˆmˆ(z) =
√
n!
(n+m)!
√
nˆ!
nˆ+m)!
exp[−jk(zs − zˆs)δmmˆ
+j(2n+m+ 1) arctan ξ0
−j(2nˆ+m+ 1) arctan ξˆ0
·
nˆ∑
p=0
n∑
q=0
(−1)p + q(p+ q +m)!
p!q!
(
n+m
n− q
)
·
(
nˆ+m
nˆ− p
) (
2
B
)p+q+m+1 (
ηˆ0
η0
)2p+m+1
·
[
1− exp
(−η20a2B
2
) p+q+m∑
s=0
1
s!
(
η20a
2B
2
)2]
, (3.24)
where all the symbols have the same meaning as before.
The expression for the coupling coefficients given by Eq. (3.24) is mathematically equiv-
alent to the expression given by Eq. (3.9). However, the infinite sum present in Eq. (3.9) is
eliminated from Eq. (3.24), thus clearing up any convergence doubts (and hence implicitly
proving that the infinite sum in Eq. (3.9) does indeed converge). Unfortunately, Eq. (3.24)
inherited all other problems originally associated with Eq. (3.9). Nonetheless, a crucial devel-
opment presented in the next section will finally allow us to make a break-through in our quest
for the most optimal way of working out the expansion coefficients in any given scenario.
3.3. MODE EXPANSION METHOD 73
3.3 Mode expansion method
3.3.1 Derivation of the method
The z dependence of the coupling coefficients, as given by Eq. (3.24), comes throughB, which
was defined by Eq. (3.11):
B = 1 +
k2
2A2η20(z − z0)2
+ j
[
ξ0 +
k
η20(z − z0)
]
, (3.25)
where A was assumed to be an arbitrary constant. Since A has subsequently been defined by
Eq. (3.19):
A2 =
1
2
ηˆ20 − j
[
1
2
ξˆ0ηˆ
2
0 −
k
2(z − z0)
]
, (3.26)
B is more accurately given by
B =
η20 + ηˆ
2
0
η20
+ j
ξ20η
2
0 − ξˆ20 ηˆ20
η20
. (3.27)
Equation (3.27) is quite remarkable since we see that B was wrongly interpreted to be a func-
tion of z. As B is independent of the position of the observation plane, so are the weighting
coefficients given by Eq. (3.24). This not only eliminates one of the problems listed at the end
of Sec. 3.1, but also opens up a new avenue for interpretation of the diffraction phenomenon.
We now turn to the idea of modal expansion with the aim of reformulating the direct solu-
tion of the diffraction integral in the Fresnel region, Unm(r, θ, z), in a more suitable way:
Unm(r, θ, z) =
∞∑
nˆ=0
∞∑
mˆ=0
Cnˆmˆ(z) ψˆnˆmˆ(r, θ, z), (3.28)
where the coefficients were supposed to be obtained by inverting the above equation:
Cnˆmˆ(z) =
∫ 2pi
0
∫
∞
0
Unm(r, θ, z) ψˆ
∗
nˆmˆ(r, θ, z) rdrdθ. (3.29)
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In Eqs. (3.28) and (3.29) z represents the position of the observation plane. Mathematical
formalism and initial results indicated that the weighting coefficients,Cnˆmˆ, changed depending
on where we wanted to observe the diffraction field. This meant that we had to solve Eq. (3.29)
at each observation plane. Since the z dependence of weighting factors was eliminated by a
proper choice of A, Eq. (3.29) need only be worked out once, on one arbitrary surface inside
the interconnect (as there is no z dependence it does not matter which surface). Let that
arbitrary surface be the surface just to the right of the diffracting element, located at z = z0.
In that case Eq. (3.29) becomes:
Cnˆmˆ =
∫ 2pi
0
∫
∞
0
Unm(r, θ, z
+
0 ) ψˆ
∗
nˆmˆ(r, θ, z
+
0 ) rdrdθ, (3.30)
where ‘just to the right of’ was indicated by the ‘+’ in the superscript. As we defined each
surface within the interconnect to be infinitesimally thin, it follows that the diffraction field
distribution just after the diffracting surface is the same as the field distribution exactly over
the diffracting surface:
Unm(r, θ, z
+
0 ) = Unm(r0, θ0, z0). (3.31)
The same reasoning allows us to conclude that the field distribution exactly over the diffracting
surface is given as the incident field distribution just before it, multiplied by the action of the
surface. As our diffracting element is still an empty aperture, we have
Unm(r0, θ0, z0) = ψnm(r, θ, z
−
0 ) ϕA(r0, θ0), (3.32)
where ϕA(r0, θ0) was first introduced in Ch. 2, and is also given by Eq. 3.45. Substitution of
Eqs. (3.31) and (3.32) into Eq. (3.30) leads to
Cnˆmˆ =
∫ 2pi
0
∫
∞
0
ψnm(r, θ, z
−
0 ) ϕA(r0, θ0) ψˆ
∗
nˆmˆ(r, θ, z
+
0 ) rdrdθ. (3.33)
If we extend our thin-surface reasoning to both the incident field as well as the expanding
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functions:
ψnm(r, θ, z
−
0 ) = ψnm(r, θ, z
+
0 ) = ψnm(r0, θ0, z0), (3.34)
ψˆnˆmˆ(r, θ, z
+
0 ) = ψˆnˆmˆ(r, θ, z
−
0 ) = ψˆnˆmˆ(r0, θ0, z0), (3.35)
and
ψˆ∗nˆmˆ(r, θ, z
+
0 ) = ψˆ
∗
nˆmˆ(r, θ, z
−
0 ) = ψˆ
∗
nˆmˆ(r0, θ0, z0), (3.36)
Eq. (3.29) finally becomes:
Cnˆmˆ =
∫ 2pi
0
∫
∞
0
ψnm(r0, θ0, z0) ϕA(r0, θ0) ψˆ
∗
nˆmˆ(r0, θ0, z0) rdrdθ
=
∫ 2pi
0
∫ a
0
ψnm(r0, θ0, z0) ψˆ
∗
nˆmˆ(r0, θ0, z0) r0dr0dθ0. (3.37)
The message of Eq. (3.37) is extremely pleasant and central to our solution of the problem
of channel modelling in optical interconnects. By substituting Eq. (3.37) into Eq. (3.28) we
obtain
Unm(r, θ, z) =
∞∑
nˆ=0
∞∑
mˆ=0
ψˆnˆmˆ(r, θ, z)
·
∫ 2pi
0
∫ a
0
ψnm(r0, θ0, z0) ψˆ
∗
nˆmˆ(r0, θ0, z0) r0dr0dθ0, (3.38)
which means that the optical field at any point in the interconnect can be obtained without any
use of the previously-formulated diffraction formula or any of its solutions. Equation (3.38)
tells us that the diffraction field can be found from the incident field distribution and the knowl-
edge of the expanding modes. Before analysing the consequences of this finding, let us confirm
it by a reverse procedure; let us see if the evaluation Eq. (3.37) will lead us back to the result
given by Eq. (3.24).
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After substituting the modal expressions into Eq. (3.37), and after integrating with respect
to dθ0 we obtain
Cnˆmˆ =
√
2n!
(n+m)!
√
2nˆ!
(nˆ+m)!
exp[−jk(zs − zˆs)]
·(η0ηˆ0)m+1 exp[j(2n+m+ 1) arctan ξ0 − j(2nˆ+m+ 1) arctan ξˆ0]
·
∫ a
0
r2m+1 Lmn (η
2
0r
2) Lmn (ηˆ
2
0r
2) exp[−ςr2] dr, (3.39)
where
ς =
η20 + ηˆ
2
0
2
+ j
η20ξ0 − ηˆ20 ξˆ0
2
. (3.40)
Integration with respect to dr0 yields
Cnˆmˆ =
√
2n!
(n+m)!
√
2nˆ!
(nˆ+m)!
exp[−jk(zs − zˆs)]
· exp[j(2n+m+ 1) arctan ξ0 − j(2nˆ+m+ 1) arctan ξˆ0]
·
nˆ∑
p=0
n∑
q=0
(
n+m
n− p
) (
nˆ+m
nˆ− p
)
(−1)p+q
p!q!
·η
2p+m+1
0 ηˆ
2q+m+1
0
ςm+p+q+1
γ(m+ p+ q + 1, a2ς). (3.41)
If we note that
ς =
η20B
2
(3.42)
and that [108]
γ(m+ p+ q + 1, a2ς) = (m+ p+ q)![
1− exp
(
−1
2
η20a
2B
) p+q+m∑
s=0
1
s!
(
η20a
2B
2
)s]
, (3.43)
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Eq. (3.37) assumes the form
Cnˆmˆ =
√
n!
(n+m)!
√
nˆ!
(nˆ+m)!
exp[−jk(zs − zˆs)
+j(2n+m+ 1) arctan ξ0
+j(2nˆ+m+ 1) arctan ξˆ0]
nˆ∑
p=0
n∑
q=0
(−1)p+q(p+m+ q)!
p!q!
(
n+m
n− q
)
(
nˆ+m
nˆ− q
)(
2
B
)p+q+m+1(
ηˆ0
η0
)2p+m+1
[
1− exp
(
−1
2
η20a
2B
) p+q+m∑
s=0
1
s!
(
η20a
2B
2
)s]
. (3.44)
The fact that Eq. (3.44) is identical to Eq. (3.24) completes our reverse-engineered proof.
The benefits of finding the optical field due to diffraction at an aperture by using Eq. (3.38)
over any other method examined so far are many. In addition to the benefits of the modal
expansion approach in general, we note that:
• the diffraction field can be found just by calculating the coupling coefficients and sum-
ming up the weighted expanding modes; there is no need to solve or numerically evaluate
the diffraction formula
• the position, size, or shape of the diffracting aperture makes no difference in the calcula-
tion process since the evaluation of the coupling coefficients takes place over the whole
diffracting surface
• the coupling coefficients can be found either by using the explicit expression given by
Eq. (3.44), or by straightforward numerical integration.
The mode expansion method, as given by Eq. (3.38), however, still does not posses all the
characteristics of a method suitable for channel modelling in optical interconnects. Its most
notable drawback is that it still does not offer any insight into how to deal with diffracting
elements different from simple apertures. Let us therefore consider the case in which the
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diffracting aperture A considered so far is replaced by a circular and coaxial thin lens of radius
a, denoted by L. While the action of a diffracting aperture was given by
ϕA(r0, θ0) =

 1 if (r0, θ0) ∈ A0 otherwise, (3.45)
where A represented the aperture region, the action of a diffracting thin lens is given by
ϕL(r0, θ0) =

 fL(r0, θ0) if (r0, θ0) ∈ L0 otherwise, (3.46)
where L represents the thin lens region (for now assumed to be a coaxial circle of radius a),
and
fL(r0, θ0) =
kr20
2f
. (3.47)
In Eq. (3.47), f represents the lens focal length. Since we changed the form of the element
action, the formulation for the diffraction integral in the Fresnel region also changes from
UAnm(r, θ, z) =
jk
2pi(z − z0) exp[−jk(z − z0)]
·
∫ 2pi
0
∫
∞
0
ψnm(r0, θ0, z0) ϕA(r0, θ0)
· exp
{
−jk[r
2 + r20 − 2rr0 cos(θ − θ0)]
2(z − z0)
}
·r0dr0dθ0 (3.48)
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in the case of an aperture, to
ULnm(r, θ, z) =
jk
2pi(z − z0) exp[−jk(z − z0)]
·
∫ 2pi
0
∫
∞
0
ψnm(r0, θ0, z0) ϕL(r0, θ0)
· exp
{
−jk[r
2 + r20 − 2rr0 cos(θ − θ0)]
2(z − z0)
}
·r0dr0dθ0 (3.49)
in the case of a thin lens.
The initial solution of Eq. (3.48) was obtained relatively easily by direct integration, and is
given by Eq. (3.5). That may not necessarily be the case for Eq. (3.49), due to its additional r0
and θ0 dependence introduced through ϕL(r0, θ0). Instead of first attempting to solve Eq. (3.49)
by direct integration, as we did in the case of Eq. (3.48), we immediately assume that the
resulting solution can be written in terms of functions of an orthogonal set:
ULnm(r, θ, z) =
∞∑
nˆ,mˆ=0
Qnˆmˆ ψˆnˆmˆ($, z), (3.50)
where Qnˆmˆ now represent the expansion coefficients. As before, the expansion functions are
the Laguerre-Gaussian functions:
ψˆnˆmˆ($, z) = ψˆ
LG
nˆmˆ(r, θ, z) = ψˆnˆmˆ(r, θ, z), (3.51)
and the expansion coefficients can be found by inverting Eq. (3.50):
Qnˆmˆ(z) =
∫ 2pi
0
∫
∞
0
ULnm(r, θ, z) ψˆ
∗
nˆmˆ(r, θ, z) rdrdθ. (3.52)
While we were able to find the analytic expressions for the expansion coefficients in the
aperture-diffraction case, we may not necessarily be able to do so for thin-lens diffraction.
However, the whole point of finding the expression for the expansion coefficients in the previ-
ous section turned out to be just a stepping stone; we only needed the explicit expressions for
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the coupling coefficients until we realised that they did not have any z dependence. Once we
realised that, it was relatively simple to show how the same coefficients can be obtained in an
alternative and much easier way. As long as we can prove that the Q’s, worked out by solving
Eq. (3.52), do not depend on z we can apply the same reasoning as in the case of the C’s.
The proof turns out to be much simpler than expected. We note that the only difference
between Eq. (3.48) and Eq. (3.49) is in the element action. As ϕL(r0, θ0) does not depend on
z, there is no new z dependence introduced by going from Eq. (3.48) to Eq. (3.49). Hence, the
expansion coefficients given by Eq. (3.52) will also not depend on z, and can easily be worked
out as
Qnˆmˆ =
∫ 2pi
0
∫ a
0
ψnm(r0, θ0, z0) ϕL(r0, θ0) ψˆ
∗
nˆmˆ(r0, θ0, z0) rdrdθ, (3.53)
without any need for explicit integration. By responsibly substituting Eq. (3.6) into Eq. (3.53)
we can find an expansion coefficient expression in the same way as we obtained Eq. (3.44).
Similarly, the alternative equivalent formulation of Laguerre-Gaussian laser beams, given by
Eq. (2.42), and repeated here for convenience:
ψnm(r, θ, z) =
2 exp [−jk(z − zs)]
w
√
pi(1 + δ0m)
√
n!
(n+m)!
(
r
√
2
w
)m
· exp
[
j(2n+m+ 1) arctan
(z − zs)
zR
]
· exp
(
− r
2
w2
− j kr
2
2R
)
L(m)n
(
2r2
w2
)
cos(mθ) (3.54)
could be used to obtain the expression for the coupling coefficients. By substituting Eq. (3.54)
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into Eq. (3.53) we obtain:
Qnˆmˆ = Anm(z0)Knm Aˆ
∗
nˆmˆ(z0) Kˆnˆmˆ
·(βγ)m/2 δmmˆ (1 + δ0m) pi
·
n∑
p=0
nˆ∑
q=0
(−1)p+q β
p γq
p! q!
·
(
n+m
n− p
) (
nˆ+ mˆ
nˆ− q
)
·σ
−1−m−p−q
2
γ(m+ p+ q + 1, a2σ), (3.55)
where
Anm(z0) = exp
{
j
[
(2n+m+ 1) arctan
[
λ(z0 − zs)
piw2s
]
− k(z0 − zs)
]}
, (3.56)
Aˆ∗nˆmˆ(z0) = exp
{
−j
[
(2nˆ+m+ 1) arctan
[
λ(z0 − zˆs)
piwˆ2s
]
− k(z0 − zˆs)
]}
, (3.57)
Kνµ =
√
ν!
(ν + µ)!
, (3.58)
β =
2
w20
, (3.59)
γ =
2
wˆ20
, (3.60)
σ =
1
w20
+
1
wˆ20
+
jk
2R0
− jk
2Rˆ0
− jpi
λf
, (3.61)
and all other symbols have the same meaning as before. Hence, the same mode expansion
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method can be applied regardless of what the element action is, as long as it does not intro-
duce any new z dependence. Also, by setting f → ∞ Eq. (3.55) becomes an alternative
equivalent expression for the expansion coefficients in the case of an empty circular aperture.
Let us formulate the mode expansion method formally. Due to the equivalence of the Laguerre-
Gaussian and Hermite-Gaussian modes, we shall formulate the equations in a general form
that is applicable to both. The specific coefficient expressions for the most important element
functions, in the case that the incident and expanding modes are Hermite-Gaussian, are given
in Sec. B.1 of App. B. The central two statements of the mode expansion method are as
follows. Given a general incident laser beam
Ψnm($, z) =
∞∑
n=0
∞∑
m=0
Wnm ψnm($, z), (3.62)
and a diffracting surface Σ located at z = z0 whose action is given by ϕ($), the resulting
optical field is given by
U($, z) =
∞∑
n=0
∞∑
m=0
Wnm Unm($, z), (3.63)
where the diffraction field of each individual mode is given by
Unm($, z) =
∞∑
nˆ=0
∞∑
mˆ=0
´Cnˆmˆ ψˆnˆmˆ($, z), (3.64)
and where the general coupling coefficients, ´Cnˆmˆ, are given as
´Cnˆmˆ =
∫∫
Σ
ψnm($0, z0) ϕ($0) ψˆ
∗
nˆmˆ($0, z0) d$0. (3.65)
In any practical calculations the number of modes used to represent the laser beam, and the
number of modes used to represent the diffraction field will be finite. The complete diffraction
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field then becomes:
U($, z) =
N∑
n=0
M∑
m=0
Wnm ·
Nˆ∑
nˆ=0
Mˆ∑
mˆ=0
´Cnˆmˆ ψˆnˆmˆ($, z)
=
Nˆ∑
nˆ=0
Mˆ∑
mˆ=0
(
N∑
n=0
M∑
m=0
Wnm
)
´Cnˆmˆψˆnˆmˆ($, z)
=
Nˆ∑
nˆ=0
Mˆ∑
mˆ=0
(
N∑
n=0
M∑
m=0
Wnm ´Cnˆmˆ
)
ψˆnˆmˆ($, z)
=
Nˆ∑
nˆ=0
Mˆ∑
mˆ=0
Wˆnˆmˆ ψˆnˆmˆ($, z), (3.66)
where
Wˆnˆmˆ =
N∑
n=0
M∑
m=0
Wnm ´Cnˆmˆ, (3.67)
for each expanding mode (nˆ, mˆ). In the case of compound diffracting elements that consist of
more than one surface, we can simply repeat the whole process at each surface, thus ending up
with
U (p)(r, θ, z) =
Nˆ∑
nˆ=0
Mˆ∑
mˆ=0
Wˆ
(p)
nˆmˆ ψˆnˆmˆ(r, θ, z) , (3.68)
where
Wˆ
(p)
nˆmˆ =
N∑
n=0
M∑
m=0
W (p−1)nm ´Cnˆmˆ . (3.69)
Equations (3.62) to (3.69) form the mode expansion method (MEM). MEM allows us to treat
any problem related to channel modelling in optical interconnects. We can examine diffrac-
tion at apertures of any size, position, or shape, even including composite apertures that con-
sist of several disjoint regions. This is due to the fact that the coupling coefficients, given by
Eq. (3.65), are found by integration over the whole of the diffracting surface Σ, whose char-
acteristics are hence irrelevant. The MEM is not just capable of dealing with empty apertures,
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but it also allows for the action of the surface to be specified through ϕ($). In that way the
effect of thin lenses, graded-index structures, or various aberrations may be examined. Even
with the action of the diffracting surface is specified, the MEM still allows us to construct
and move it around as we please. The process of application of the MEM does not depend
on the number, or relative position of the diffracting surfaces. Hence, multiple diffraction, or
diffraction at compound elements containing a number of surfaces may be examined.
3.3.2 Guidelines for practical application
One final issue, however, needs to be examined before we can start applying the MEM in
practical situations. The set of modes used to decompose the diffraction field, {ψˆnˆmˆ($, z)},
was always assumed to have the same functional form as the modes used to represent the
incident laser field, {ψnm($, z)}. The only difference, as indicated by the hats, is in the beam
parameters of the two sets: p = {ws, zs} for the incident modes and pˆ = {wˆs, zˆs} for the
expanding modes. While we can safely assume that the incident beam parameters are known,
the process of choosing the set of expanding beam parameters needs to be examined in more
detail. Theoretically, any choice of pˆ would suffice and is not necessarily an issue; in the first
testing case one is most likely to take pˆ = p. Practically, however, the choice of pˆ is closely
related to the minimum number of expanding modes required to use in order to accurately
represent the diffraction field. In Eq. (3.66), the order of the highest expanding mode was
denoted by (Nˆ , Mˆ), we shall write ˆNM to denote the actual number of the expanding modes
needed. A proper choice of pˆ results in minimum ˆNM . Exactly the same observations can
be made regarding the relation between p, the set of incident beam parameters, and NM , the
minimum number of modes needed to represent the incident laser field. After all, the nature
of the two problems is common. We assume that the modal composition of the incident field
and its parameter values are known either a priori, or by experimental measurement (as indeed
will be the case in Ch. 4).
Let a diffraction field obtained by experimental measurement (or perhaps numerical inte-
gration of one of the solutions of the diffraction integral) be denoted by U($, z). Let the same
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field be approximated by the MEM, and denoted by M($, z). The difference between these
two functions, and hence the quality of the representation by the mode expansion method, can
be defined in numerous ways. For example, the simple difference at each point at a particular
observation plane is given by
D1($, z) = U($, z)−M($, z), (3.70)
while the difference in the intensities of the two fields, also at each point at a particular obser-
vation plane, is given by
D2($, z) = |U($, z)|2 − |M($, z)|2. (3.71)
For either of the above two definitions, the total difference at the given observation plane Σ is
given as
D(z) =
∫∫
Σ
D<1, 2>($, z) d$. (3.72)
One could also go a step further and find the total difference over entire interconnect space by
performing a dz integration. Other similar definitions could also be formulated. However, the
problem with each goodness-of-fit criterion of the type given by Eqs. (3.70) and (3.71) is that
they require an a priori knowledge of the resulting diffraction field, which we will generally not
have. What we have is the incident field, description of each diffracting surface, and the MEM
representation of the diffraction field. Let us see if we can develop a qualitative argument
around the knowledge of those three values.
Our alternative efforts start by first noting that in our practical application of the MEM we
will primarily be concerned with approximating the intensity of the diffraction field, as well as
the closely-related encircled power, as (i) they are most relevant in the study of optical inter-
connects, and (ii) they can relatively easily be determined experimentally. However, the same
reasoning could be applied to approximating other quantities, such as the field amplitude or
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phase. Second, we note that the integral in Eq. (3.72) will always have to be replaced by a sum
calculated at a finite number of points in the observation plane, mainly in order to simplify
the calculation of the total approximation error. Finally, we note that our considerations will
be made easier if we restrict the incident optical field to axially (θ-wise) symmetric modes.
This is due to the fact that the resulting expression will be clearer, as there is only one inde-
pendent variable in the observation plane (the radial distance of the observation point from the
propagation axis, r =
√
x2 + y2). Generalisation to the incidence of any mode can easily be
made in all equations, by simply summing up with respect to the other spatial variable. Given
the above conditions, a simple but very stringent criterion could be used to compare the two
diffraction fields (one obtained by numerical integration or experimental measurement, and
the other by the MEM) at each point on the observation plane. According to this criterion, the
total difference as an average percentile difference per point is given as
Eint = ∆r · 100%
rmax − rmin ·
rmax∑
r=rmin
|Im(r, z)− I(r, z;N)|
Im(r, z)
, (3.73)
where Im(r, z) represents the intensity of the ‘measured’ diffraction field U($, z), I(r, z) is
the intensity of the diffraction field obtained by the mode expansion method, z remains fixed
as the position of the observation plane, and the interval [rmin, rmax] represents the region of
interest in the observation plane, through which r is swept in steps of ∆r:
r = rmin, rmin +∆r, rmin + 2∆r, rmin + 3∆r, . . . , rmax. (3.74)
We use ˆNM here to indicate the number of modes used by the MEM. The number of test
points, (rmax − rmin)/∆r is increased if the step ∆r is made finer. As indicated by Eq. (3.73),
at each test point we calculate the percentage of how different the approximate diffraction in-
tensity is from the ‘measured’ intensity, ignoring the sign of the difference as irrelevant. We
then add up all those percentile differences and divide by the total number of points considered
in order to obtain an average difference per point. If we pick any observation point in the inter-
val [rmin, rmax], a particular numerical value of Eint tells us what is the most probable difference
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between the measured and approximated diffraction fields at that particular observation point.
The main problem with Eint(N), as defined by Eq. (3.73), is, still, the need for an a priori
knowledge of Im(r, z). As we shall see later, in the case of fundamental-mode incidence we
have the benefit of knowing the measured distribution, but in the case that other modes are
incident, or that a different diffraction configuration is considered, we may not have the same
information at our disposal. Hence, in order to work out when to stop adding modes, we can
only use the information provided by the MEM, and hence an adaptive criterion may be more
suitable:
Cint( ˆNM +∆ ˆNM) = ∆r · 100%
rmax − rmin
·
rmax∑
r=rmin
|I(r, z; ˆNM)− I(r, z; ˆNM +∆ ˆNM)|
I(r, z; ˆNM)
. (3.75)
In Eq. (3.75), we are also determining the average percentile difference per point as in Eq. (3.73),
but now between the approximate intensity obtained by the MEM with ˆNM , and ˆNM +
∆ ˆNM number of modes. By using Eq. (3.75) we want to determine how big a difference
would adding a few modes make in the already existing approximation. Assuming that each
new mode contributes to the approximation in the best possible way, then a small value of
C( ˆNM + ∆ ˆNM) indicates that the fit with ˆNM modes is already good, and that adding an
additional ∆ ˆNM modes does not improve the situation considerably. Hence, the approxima-
tion could relatively safely stop at ˆNM modes.
In the same way as we defined Eint( ˆNM) and Cint( ˆNM, ˆNM + ∆ ˆNM) for intensity, we
can define them for the purpose of approximating the encircled power, however without the
need for the ‘per point’ refinement:
Eep( ˆNM) = |Pm(r, z)− P (r, z;
ˆNM)|
Pm(r, z)
· 100%, (3.76)
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and
Cep( ˆNM, ˆNM +∆ ˆNM) = |P (r, z;
ˆNM)− P (r, z; ˆNM +∆ ˆNM)|
P (r, z; ˆNM)
· 100%. (3.77)
In our original goodness-of-fit criteria, we assumed that the difference in the MEM ap-
proximation at each point in the observation plane is equally important. In frequent cases,
such as in the design of optical interconnects, this may prove to be too strict, as we are gener-
ally more concerned by fitting the portions of the diffraction field that carry more power. We
may then choose to weigh the contribution of each test point to the total error, which results in
the following reformulations:
Eint, w( ˆNM) = ∆r · 100%
rmax − rmin ·
rmax∑
r=rmin
|Im(r, z)− I(r, z; ˆNM)|
Im(r, z)
· exp
(−r2
wˆ2
)
, (3.78)
and
Cint, w( ˆNM +∆ ˆNM) = ∆r · 100%
rmax − rmin · exp
(−r2
wˆ2
)
·
rmax∑
r=rmin
|I(r, z; ˆNM)− I(r, z; ˆNM +∆ ˆNM)|
I(r, z; ˆNM)
, (3.79)
where wˆ = wˆ(z) represents the spot size of the effective beam at the observation plane, and the
subscript ‘w’ indicates that a weighted criterion is used. We choose the Gaussian weighting
function since it emphasises the error close to the axis of propagation, at the expense of the
laterally removed points, which is exactly what we were after.
Alternatively to all the previous criteria, the most intuitive way to determine the number
of expanding modes needed is to consider an energy conservation argument. The total power
that goes through a diffracting surface is given by
Pin =
∫∫
Σ
|Ψ($0, z0)|2 ϕˆ($0, z0) d$0, (3.80)
where Σ represents the whole area of the surface, and ϕˆ($0, z0) represents the shape of the
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transparent portion of the surface, regardless of the type of action of the transparent portion
(we indicated this by using ϕˆ($0, z0) rather than ϕ($0, z0), the complete surface action). On
the other hand, the total power contained in the MEM representation of the diffraction field is
given by
Pout =
∫∫
Σ
|M(d$, z)|2 d$
=
∫∫
Σ
∣∣∣∣∣∣
Nˆ∑
nˆ=0
Mˆ∑
mˆ=0
´Cnˆmˆ ψˆnˆmˆ($, z)
∣∣∣∣∣∣
2
d$, (3.81)
where Σ represents the observation plane. Note that, even though not specifically stated, the
limits of integration in Eqs. (3.80) and (3.81) cover the whole area of Σ. Our energy conser-
vation argument is that we expect to have
lim
ˆNM→∞
(Pin − Pout) = 0. (3.82)
As we will never have an infinite number of expanding modes, there will always be a difference
between Pin and Pout:
D( ˆNM) = Pin − Pout. (3.83)
For each given number of expanding modes, ˆNM , there always exists an optimal set of pa-
rameters of expanding modes, pˆ, which will result in the smallest difference (as the pool from
which we can choose pˆ is infinite):
Dmin = min
pˆ
D( ˆNM). (3.84)
The principles of choosing the expanding parameter set on the basis of Eq. (3.84) in practice
will be illustrated in the following section.
Given that the incident laser beam is the fundamental Gaussian, and diffracting aperture is
infinitely-large the beam will propagate through the aperture unchanged and we will simply
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have Pin = Pout for pˆ = p. If the aperture is slightly decreased, most of the incident power
will remain in the effective fundamental mode, and the rest of the power will be redistributed
among the higher-order effective modes. The more the aperture size is decreased, the less
power will remain in the fundamental mode. So, the nature of the problem is such that most of
the power will always be coupled into the expanding mode of the same order as the incident
mode, and finding pˆ then consists of maximising the incident-to-incident coupling coefficient
as a function of pˆ. In the case of empty-aperture diffraction, this condition translates into
solving simultaneously [182]
ξ0η
2
0a
2 = ξˆ0ηˆ
2
0a
2, (3.85)
and
(η20a
2 − ηˆ20a2)
{
1− exp
[
−1
2
(η20a
2 + ηˆ20a
2)
]}
+ηˆ20a
2(η20a
2 + ηˆ20a
2) exp
[
−1
2
(η20a
2 + ηˆ20a
2)
]
= 0, (3.86)
for ξˆ and ηˆ (by first solving for ξˆ0 and ηˆ0). Equations (3.85) and (3.86) can actually be analyt-
ically solved [182], and pˆ can explicitly be found to be
wˆs =
√
2
ηˆ0
√
1 + ξˆ20
, (3.87)
and
zˆs =
kξˆ0a
2
ηˆ20a
2(1 + ξˆ20)
− z0. (3.88)
Similarly, when we are considering diffraction at a microlens the optimal parameter set can
be found by minimising (or equivalently maximising its negative)
L = 2 exp(−ϑa
2) cos(ζa2) + exp(−2ϑa2)− 1
(βγ)−1(ϑ2 + ζ2)
, (3.89)
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where
ϑ =
1
w20
+
1
wˆ20
, (3.90)
ζ =
k
2R0
− k
2Rˆ0
− pi
λf
, (3.91)
and all other symbols have the same meaning as before. While we were able to derive the
expression for some simple cases analytically, a numerical approach is best suited in other
situations.
3.3.3 Other approaches to modal expansion
The original method of beam mode expansion of Tanaka et al. [182] was developed in the
context of diffraction of (principally) Laguerre-Gaussian and (secondary) Hermite-Gaussian
laser beams by an empty aperture. The main objective of the work was to show how to refor-
mulate the obtained analytic solution for the diffraction field by using modal expansion, and
not to explicitly illustrate how to solve any (related) diffraction problems by using the same
technique. While there are some indications of how the method should be developed further,
the general impression is that the authors stopped short of formally generalising their con-
clusions. Also, no attempts were initially made to apply the method in a variety of practical
situations, test its efficiency, and formulate guidelines for its practical application. Slightly
modified groups of authors did, however, perform further studies of the workings of the mode
expansion method. First [151, 184], the mode expansion method was applied to study the
transmission of a laser beam through a system of two apertures. The main aim of the study
was to establish the conditions for optimum transmission (through the two aperture stops) of
the power carried by the fundamental Gaussian beam. However, the diffraction fields behind
both of the apertures were represented by using only one (fundamental Gaussian) expanding
mode. Second [185], the same modal expansion idea was used to study the transmission and
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reflection of a Gaussian beam at oblique incidence on a dielectric slab. The main objective of
the study was to find out the differences in the transmission and reflection of Gaussian beams
(with finite spot sizes), and the transmission and reflection of plane waves (with infinite spot
sizes). While the nature of this work is not exactly aligned with our present purposes, it is still
worthwhile mentioning as further proof of the usefulness of the mode expansion method. Fi-
nally [186, 153, 154, 155, 156, 187, 157], the mode expansion method was applied in a range
of situations closely aligned with our present aim.
The mode expansion method was found to approximate the diffraction field, in the Fraun-
hofer region, due to a fundamental-mode laser beam passing through a circular aperture very
well [154]. Again, only one expanding mode (the fundamental Gaussian beam) was used.
The diffraction field due to focussing a Gaussian beam through a finite aperture lens was also
well approximated by the mode expansion method [186]. However, the procedure used in
Ref. [186] was different than the procedure proposed in Sec. 3.3.1. Namely, in Ref. [186] the
diffraction field was found in two steps: first, the effect of an empty-aperture diffraction was
considered by using the mode expansion method and an effective multimodal beam was ob-
tained; second, the effective beam obtained in the first step was imaged (by using the ABCD
law [188]) by the lens now assumed be of infinitely large diameter. While this alternative pro-
cedure is likely to also lead to correct results, the additional efficiency and insights obtained by
using the procedure of Sec. 3.3.1 are lost. The applicability of the (single-expanding-mode)
mode expansion method in the cases of empty-aperture diffraction was also experimentally
confirmed [156]. The method presented in Sec. 3.3.1 and the studies mentioned in this section
so far all share the same root: the results contained in Ref. [182]. However, the method pre-
sented in this thesis has a more general character, higher flexibility, and improved numerical
efficiency.
Interestingly, and in a sharp contrast to the work based on Ref. [182], essentially the same
formulations of the expanding coefficients were found without any explicit mention of the
diffraction equation [189]. The coefficients presented in Ref. [189] were derived for the pur-
pose of calculating the efficiency with which laser beam power can be coupled from one prop-
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agation structure to another, and not for the explicit purpose of studying their diffraction fields.
An especially fertile ground for application of the idea of modal expansion was found in the
domain of quasi optics [190], with the most illustrative examples of application in the study
of millimetre-wave systems [191, 192, 193, 194]. However, in all these works, as is the case
in Ref. [189], the emphasis was placed on using the effective beams to study the transfer of
power, and not the approximation of the diffraction field as such. The details of the great
number of other cases where modal expansion was used, ranging from acoustical problems to
atmospheric propagation of laser beams, have the same philosophical thrust behind them, but
fall outside the scope of our present concerns.
3.4 Numerical illustration and verification
The application of the mode expansion method is illustrated in Fig. 3.1. As it is shown in
Fig. 3.1, the mode expansion method consists of replacing the incident laser beam and the
diffracting surface by an effective laser beam. The optical field due to the effective laser beam
at any observation plane is the same as the field due to the interaction of the incident laser
beam and the diffracting surface. Modelling the propagation of light in an optical channel
hence consists of ‘working through’ each diffracting surface that makes up the interconnect.
The effect of each consecutive surface is incorporated into the effective beam, which is then
simply propagated to the final observation plane.
Let us now apply the mode expansion method to diffraction at an empty aperture, in a
situation illustrated in Fig. 3.1(a). The wavelength of the incident laser beam is λ = 850 nm,
the beam waist size is ws = 3 µm, the beam waist is located at zs = 0, and the beam is
travelling toward the diffracting surface at a distance of d ≈ 800 µm away. With the given
laser beam parameters and the input distance d, the diffracting aperture A has to have a radius
of a = 100 µm in order to give a relatively ‘weak’ clipping ratio of κ = 1.5, while it has
to have a radius of a = 50 µm to give a ‘strong’ clipping ratio of κ = 1.0. (The clipping
ratio κ is the ratio of the radius of the diffracting aperture and the beam radius at the plane
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Figure 3.1: Illustration of application of the mode expansion method: the incident laser beam
and the diffracting surface, as shown in (a), are replaced by an effective laser beam, as shown
in (b). The parameters of the effective laser beam are written in bold. In this particular example
the diffracting surface was assumed to consist of a circular aperture A, of radius a.
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Figure 3.2: The behaviour of the magnitude of the first four expansion coefficients assuming
that the incident laser beam is a Laguerre-Gaussian (0, 0) mode. The inset on the left shows the
the intensity profile of the TEM00 mode at the plane of the diffracting aperture, assuming the
usual parameter values. (Note the difference in the coordinate range in Figs 3.2, 3.3, and 3.4.)
of the aperture, as first defined by Eq. 2.104 in Ch. 2.) All of the above parameter values,
were chosen since they represent typical parameter values in an optical interconnect. We shall
use them for illustration and verification purposes in the rest of this chapter. The reasons for
choosing those particular values are discussed in more detail in the following Ch. 4. We use
the equations presented in Sec. 3.3.2 to find the optimal set of beam waist size and position
for the expanding modes. In the case of the situation shown in Fig. 3.1(a), and with the given
parameter values, it turns out that the the least number of expanding modes is required when
p = pˆ.
The behaviour of the expansion coefficients, assuming that the incident laser beam consists
of only the fundamental Gaussian TEM00 mode, is shown in Fig. 3.2. If the diffracting aperture
is more than roughly twice the beam spot size at the diffracting surface, resulting in κ > 2,
the only expansion coefficient present is the fundamental-to-fundamental coupling coefficient
C00. This means that the incident beam goes through the aperture unaffected. As the extent of
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Figure 3.3: The behaviour of the magnitude of the first four expansion coefficients assuming
that the incident laser beam is a Laguerre-Gaussian (1, 1) mode. The inset on the left shows the
the intensity profile of the TEM00 mode at the plane of the diffracting aperture, assuming the
usual parameter values. (Note the difference in the coordinate range in Figs 3.2, 3.3, and 3.4.)
diffraction increases, |C00| decreases and other modes start figuring more prominently. Note
that the number of expanding modes is always infinite; we have only shown the most prominent
ones. Furthermore, note that each combination of parameter values that leads to the same κ,
in the scenario depicted in Fig. 3.1(a), will result in the same coefficient behaviour. This fact
may be used to reduce the number of times that each coefficient needs to be evaluated.
Figures 3.3 and 3.4 show the behaviour of the coefficients assuming that the incident laser
beam consists of only one Laguerre-Gaussian mode of order (1, 1) and (2, 2), respectively.
From the results shown in Figs. 3.3 and 3.4 we see that the minimum κ required for unperturbed
transmission of the wider incident modes is larger than 2. Hence, in the case of multimode
laser beams, the condition for diffraction-free travel through circular apertures must carefully
be examined. It may not be sufficient to assume that diffraction effects are negligible as long
as κ > 2. There are several other interesting features of the results presented in Fig. 3.3.
First, we note that no coupling coefficient magnitude goes to zero when κ is in the vicinity of
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Figure 3.4: The behaviour of the magnitude of the first four expansion coefficients assuming
that the incident laser beam is a Laguerre-Gaussian (2, 2) mode. The inset on the left shows the
the intensity profile of the TEM00 mode at the plane of the diffracting aperture, assuming the
usual parameter values. (Note the difference in the coordinate range in Figs 3.2, 3.3, and 3.4.)
κ = 2.0; this is in stark contrast to Fig. 3.2 where both |C20| and |C30| disappear in the region
where κ ≈ 1. This indicates that any sort of ‘modal filtering’ would become more complicated
in the presence of higher-order modes in the laser beam. Second, if the incident laser mode
is ψ11(r, θ, z), higher expansion coefficients, such as C12 and C13 gain prominence quicker
than lower coefficients such as C00. This means that in the determination of the number of
required modes we always need to start from the order of the (most prominent) incident mode.
Furthermore, while ψ00(r, θ, z) is always the dominant effective mode in Fig. 3.2, ψ11(r, θ, z)
gives way to ψ10(r, θ, z) at the (seemingly characteristic) κ = 1 point. Finally, coefficient
variations were much ‘neater’ in Fig. 3.2; there seems to be no obvious trend in Fig. 3.3. Most
of the statements relating to Fig. 3.3 apply to Fig. 3.4 as well, the most notable exception being
the fact that |C20| = 0 at one point. This only confirms overly general statements about the
behaviour of the coefficients should not be made. Their characteristics should be examined on
a case-by-case basis.
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Figure 3.5(a) shows how the mode expansion method can be used to successfully calculate
the intensity of the diffraction field on a screen located a distance d = 10.4 mm away from
the diffracting surface. The overall setup is still the same as shown in Fig. 3.1(a); we fixed
the clipping ratio to κ = 1.6 (with a = 120.3 µm), and we used 20 expanding modes in
both cases. The incident laser beam was taken to be the ψ00(r, θ, z) mode. We compared our
values to the solution obtained by numerical evaluation of the Huygens-Kirchhoff diffraction
integral, by using the procedure outlined in Ref. [186]. The number of expanding modes that
need to be used varies depending on the desired outcome of the approximation. If we desire to
approximate the diffraction field close to the diffracting surface, at large radial distances (away
from the propagation axis), or with low κ values, the number of required modes increases. In
layman’s terms, the more ripples there are in the desired region of the field distribution, the
more modes we need to employ. The results obtained with the MEM will never be completely
incorrect, they always give us some information about the distribution of the diffraction field.
For example, Fig. 3.5(b) shows how the MEM approximates the diffraction field when only one
mode is used. When few modes are used the intensity profiles are clearly different, however,
the power (the area underneath the curves) that they deliver to a particular area is exactly
the same. If we wish to approximate the diffraction field in the encircled power sense, as is
frequently the case in optical interconnects, not more than about a dozen expanding modes are
required in the expanding beam, as shown in Fig. 3.6.
We now compare the performance of the mode expansion method against the method of
Tang et al. (an example of a ‘solution by further approximation’ presented in Sec. 2.3.2),
and the method of Belland and Crenn (an example of ‘solution by equivalent representation’
presented in Sec. 2.3.3). We compare the methods by considering how they approximate the
encircled power in the diffraction field. There are two encircling areas we are interested in:
a circle coaxial with the propagation axis (the signal receiver S), and an offset circle (the
noise receiver N ), as shown in Fig. 3.7(b). Radii of both circles are aS,N = 125 µm, and the
distance between their centres is 2
√
2 × aS,N. All other values are same as before. We first
consider the case of where apertureA remains empty, and then we look into the situation where
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Figure 3.5: Approximating the diffraction field (solid line) by the mode expansion method
(large dots): in the profile-matching sense (a), and in the encircled power sense (b). If the
profile of the intensity in the diffraction field is to be approximated, generally more modes are
required; fewer modes are required if only the encircled power in the diffraction field is to be
found.
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Figure 3.6: Encircled power calculated directly and by the mode expansion method, with dif-
ferent number of modes in the expanding beam. Using one expanding mode only approximates
the encircled power in the diffraction field well only in the cases of weak diffraction; if more
modes are added to the effective beam, the approximation becomes progressively better.
aperture A contains a thin lens with focal length f = 800 µm. The S and N encircled powers
obtained by the four different methods are compared in Fig. 3.8. The mode expansion method
approximates both the signal and noise powers very well over the whole range of κ values,
i.e. from the case of diffraction-free operation to the case of very strong diffraction effects.
The method of Tang et al. overestimates the signal power and underestimates the noise power
over the whole clipping range. The method of Belland and Crenn provides rapidly-oscillating
values for the signal power in the region of strong diffraction, but the values converge as
diffraction effects weaken. However, the method of Belland and Crenn clearly overestimates
the noise power over the whole clipping range. The mode expansion method hence evaluates
the encircled power of interest in optical interconnects much better. The conclusions for the
thin-lens case, as shown in Fig. 3.9 (when aperture A contains a thin lens) are the same as for
Fig. 3.8. The method of Belland and Crenn provides rapidly-oscillating values for the signal
power which disappear as diffraction effects weaken, but it underestimates the noise power
completely. The mode expansion method models both the signal and noise powers very well
over the whole range of clipping ratio values.
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Figure 3.7: Similarly to Fig. 3.1, this figure illustrates the application of the mode expan-
sion method. The stress here is, however, on the fact that we want to calculate power in the
diffraction field, both on the on-axis encircling area S, as well as the off-axis area N .
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Figure 3.8: Encircled power calculated using different methods on (a) receiver S, and (b) on
receiver N : direct integration (solid line), mode expansion method (large dots), the method of
Belland and Crenn (small dots), and the method of Tang et al. (broken line). Aperture A is
empty and the distance to the from A to the observation plane is d = 2.6 mm.
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Figure 3.9: Encircled power calculated using different methods on (a) receiver S, and (b) on
receiver N : direct integration (solid line), mode expansion method (large dots), the method of
Belland and Crenn (small dots). Aperture A contains a thin lens with f = 800 µm, and the
distance from A to the observation plane is d = 10.4 mm.
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Figure 3.10 also shows encircled power calculations, but as the encircling radius of the sig-
nal receiver S is changed. In the diffraction-free mode of operation (κ = 2.0, Fig. 3.10(a)) both
the method of Belland and Crenn and the mode expansion method approximate the directly-
calculated curve well. Some deviations start occurring in the method of Belland and Crenn
in the weak diffraction region (κ = 1.5, Fig. 3.10(b)). However, considerable difference is
present in the strong diffraction region (κ = 1.0, Fig. 3.10(c)). The mode expansion method,
on the other hand, approximates the encircled power well over the whole clipping-ratio range.
In all of the above cases when a thin lens was present in aperture A, the beam parame-
ters, pˆ were found by maximising the expression given by Eqs (3.89)—(3.91), at the end of
Sec. 3.3.2. As shown in Fig. 3.11, the maximisation step turns out not to be a difficult one,
as there is only one clearly prominent maximum present. The unique and prominent max-
imum value occurs when wˆs = 50.97 µm, and zˆs = 9.54 mm, which we worked out by
using Mathematica’s FindMinimum [183] numerical optimisation routine. Due to the effect of
diffraction, the obtained values are clearly different from the values of zˆs,ABCD = 11.25 mm
and wˆs,ABCD = 51.02 µm, obtained by the ABCD Law. The value of the fundamental expan-
sion coefficient, for different values of wˆs and zˆs is shown in Fig. 3.11. The optimal value of pˆ
changes with decreasing clipping ratio, as shown in Fig. 3.12. As shown in Fig. 3.12, when κ
is sufficiently large, pˆ becomes identical to pˆABCD. As we decrease κ, and increase the extent
of diffraction, the effective beam waist first comes to a maximum, only to then monotonically
decrease, at the same time moving closer to the diffracting aperture. The phenomenon where
the focus of the diffraction field, produced by an incident field being imaged and diffracted
by a lens, has been studied previously, and, depending on the definition of the focus, various
quantifications of the phenomenon exist. One possible interpretation of the phenomenon by
using the mode expansion method could be proposed. To the best of our knowledge, this inter-
pretation of the diffraction-caused focal shift has not been considered so far. We consider this
idea as far-reaching, as the process of working out the focal shift would be the same regardless
of the diffraction conditions, or the order of the incident mode, unlike the methods proposed
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Figure 3.10: Calculations of encircled power vs. receiver radius aS for 0 ≤ aS ≤ 125 µm and
for three different clipping ratios calculated by: direct integration (solid line), mode expansion
method (large dots), and the method of Belland and Crenn (broken line). Aperture A is empty
and d = 10.4 mm.
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Figure 3.11: Illustration of the way in which the optimal parameters of the expanding beam
set, pˆ are found. In the case of TEM00 mode incidence, the optimal wˆs and zˆs are the ones that
maximise the fundamental-to-fundamental coupling coefficient. The expanding set almost
always has to be found numerically, but in some cases simple analytic expressions may be
used.
previously.
In Fig. 3.13 we give some indication of how the MEM approximates the intensity of the
diffraction field with an increasing number of expanding modes, in the case when a thin lens
is present in the aperture. Our reference, ‘measured’ diffraction field was obtained by numeri-
cally solving the diffraction integral, by using the procedure outlined in Ref. [186]. Essentially,
the diffraction integral was reformulated so that any possible numerical difficulties are avoided:
Vm(r, z) =
1
a
√
2
pi
jF
α(1−M)
· exp
[
−jk(z − zs) + j arctanχ− jFR
2
2(1−M)
]
·
∫ 1
0
R1 exp
(
− τ
2
α2
R21
)
J0
(
FRR1
1−M
)
dR1, (3.92)
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Figure 3.12: Changes in pˆ (wˆs is shown in (a), and zˆs is shown in (b) above), due to changes
in the clipping ratio at the diffracting aperture. Broken lines in both (a) and (b) represent the pˆ
values obtained by the application of the ABCD Law.
where
χ =
2(z0 − zs)
kw2s
, (3.93)
R =
r
a
, (3.94)
α =
w0
a
, (3.95)
F =
ka2
f
, (3.96)
M =
f − z
f
, (3.97)
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and
τ 2 = 1 + jχ+
jα2FM
2(1−M) . (3.98)
We note straight away that Eq. (3.92) is formulated specifically for the fundamental-mode in-
cidence, and it cannot be used to calculate the diffraction field in any other cases. Even in
extreme situations, as shown in Fig. 3.15, the mode expansion method still works very well,
given that a few more modes are added to the sum. We have also used the mode expansion
method to approximate the diffraction field in the case that the incident field is not the fun-
damental Gaussian beam, as shown in Fig. 3.14. In this case we do not have a reference
‘measured’ value, but have to use another criterion, in this case the one given by Eq. (3.79), to
determine when a sufficient number of expanding modes were included in the approximation.
As shown in Fig. 3.13, with the fundamental Gaussian mode present in the effective beam,
only the central lobe in the diffraction field is correctly fitted, but none of the other inten-
sity variations are followed. With a sufficient number of modes, the MEM approximation
converges to the ‘measured’ value, in the given observation region. The results shown in
Figs. 3.13 and 3.15 suggest a simple, but somewhat crude pattern: the more ripples there are
in the diffraction field, the more modes are required in the approximate expression. Hence,
in the cases of strong diffraction, when the lateral observation distance is large, or when the
observation plane is close to the diffraction plane, we expect to have to use a larger number of
modes, ˆNM , in the effective beam.
In the verification of the mode expansion method performed so far, we have had the luxury
of knowing the expected result, and we just added a sufficient number of modes, depending
on what we wanted to achieve. Frequently, we will not be in the same situation, and we will
not know what the outcome of the approximation should be. In that case we can use one of
the criteria presented in the previous section. Figure 3.16 shows the behaviour of Eint( ˆNM),
as given by Eq. (3.73), and Cint( ˆNM, ˆNM + ∆ ˆNM), as given by Eq. (3.75). The results
show that with less than about a dozen modes in the effective beam the average error is more
3.4. NUMERICAL ILLUSTRATION AND VERIFICATION 109
Figure 3.13: Approximating the diffraction field with an increasing number of effective modes,
in the case when κ = 1.0, the observation distance is 20.8 mm: (a) 1 mode, (b) 4 modes, (c) 6
modes, and (d) 12 modes.
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Figure 3.14: Diffraction field of an incident TEM20 produced by the mode expansion method.
There are two most notable differences in the profiles of the diffraction field in the case of
TEM00 and TEM20 incidence: (i) the TEM20 diffraction field carries less energy close to the
propagation axis(and the first local minimum of the field occurs at a smaller radial distance),
and (ii) the second local maximum is much more pronounced than in the case of incidence of
the TEM00 mode.
Figure 3.15: Given a sufficient number of expanding modes, the mode expansion method is
capable of approximating even extreme diffraction situations. This figure shows the diffraction
field in the case when κ = 0.1, and the observation distance, measured from the diffracting
aperture is 0.1 mm (a 10th of its usual value). 33 modes were used to construct the expanding
beam.
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Figure 3.16: Plots of the ‘direct’ approximation difference, Eint( ˆNM), as given by Eq. (3.73),
and the ‘adaptive’, or ‘change’ difference, Cint( ˆNM, ˆNM + ∆ ˆNM), as given by Eq. (3.75).
Eint measures the average relative difference between the measured and approximated diffrac-
tion field, while Cint measures the change in the approximated field resulting from adding more
modes.
than 50% at each point. Increasing the number of modes from 20 to 50 results in the error
dropping from 3% to 1%, while the minimum of 0.3% (with no more than 100 modes ever
used) is reached at about 80 modes in the effective beam. On the other hand, as also shown
in Fig. 3.16, the local minima of Cint( ˆNM, ˆNM +∆ ˆNM) coincide with the local minima of
Eint( ˆNM), hence reinforcing the validity of the assumption underlying Eq. (3.75). Namely,
when the approximation is relatively good (indicated by a local minimum of Eint( ˆNM)), the
change in the approximation (indicated by a local minimum in Cint( ˆNM, ˆNM + ∆ ˆNM)) is
also minimal. Hence, we can determine the number of required modes in any situation by
looking for the local minima of Cint( ˆNM, ˆNM + ∆ ˆNM). Depending on required accuracy,
the smallest or the largest local minimum can be used.
We also note, in relation to Fig. 3.16, that the approximation error E( ˆNM) decreases in a
very characteristic spiral fashion. At the beginning, as we add more modes, the decrease in the
error is very sharp and rapid. However, we soon reach a point where the approximation is good,
except for a particularly stubborn peak or a valley (probably far away from the propagation axis
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Figure 3.17: Plots of the ‘direct’ approximation difference, Eep( ˆNM), as given by Eq. (3.76),
and the ‘adaptive’, or ‘change’ difference, Cep( ˆNM, ˆNM + ∆ ˆNM), as given by Eq. (3.77),
in the case of approximating the encircled power in the diffraction field. This is different from
the results shown in Fig. 3.16 where we were examining the error that occurs in approximating
the intensity of the diffraction field.
for which modes of much higher order are required). Once those modes are incorporated into
the effective beam, the problematic region is fixed. However, all the other approximations,
previously correct, are now disturbed. The ensuing disturbances are fixed by adding even
more modes, until another problematic fold is reached, at which point the process is repeated
but at a much lower error scale.
In the case that we are interested in approximating the encircled power in the diffraction
field, we can use Eqs. (3.76) and (3.77), in the same way as we used Eqs. (3.73) and (3.75).
The results are shown in Fig. 3.17. While the previously-exhibited trend of the minima of E
following the minima of C is no longer present, we see that even with only one or two modes
present in the effective beam, the error is less than 10%. It seems reasonable to say that as soon
as the adaptive change drops below 1%, the number of modes are sufficient, as the overall error
is less than 1% too. By adding no more than 20 or 30 modes, the error can be decreased to
even below 1%.
The criteria used to produce Figs. 3.16 and 3.17 are, as noted in the previous section,
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Figure 3.18: The results presented here are exactly the same in principle as the ones pre-
sented in Fig. 3.17; the only difference is that the weighted goodness-of-fit criteria, given by
Eqs. (3.78) and (3.79) are used. The important messages conveyed by Fig. 3.18 are the same as
the ones conveyed by Fig. 3.17, the main difference is the lower overall level of approximation
error.
very strict, as they assign the same importance both to the points close and far away from the
propagation axis in the observation plane. As a way of remedying that problem we introduced,
in Eqs. (3.78) and (3.79), the weighted approximation criteria. As we can see from the results
shown in Fig. 3.18, using a weighted fitting function results in the same overall behaviour of
the approximation error, but with intrinsically smaller errors. Finally, if we use the simplest
energy-conservation criterion given by Eq. (3.83), as shown in Fig. 3.19, we see that indeed
very few modes are needed to make sure that nearly all of the incident power is carried through
by the modes used to approximate the diffraction field.
We conclude this chapter by noting that, as indicated by Fig. 3.5, and confirmed by Fig. 3.20,
even only one expanding mode can be used to properly represent the power contained in the
diffraction field, given that the diffraction situation is not too harsh.
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Figure 3.19: The results of the simplest, energy-conversion argument, given by Eq. (3.83), is
used to estimate how many expanding modes need to be used in order to account for all the
power that carried by the light beam that goes through the diffracting aperture.
Figure 3.20: The number of modes required, at each different clipping ratio κ, to properly
account for 99% of the power in the diffraction field.
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3.5 Summary and conclusion
The aim of this chapter was to further investigate the equivalent-representation solution of
the diffraction integral formulated in the previous chapter. This particular way of solving the
diffraction integral, in the context of channel modelling in optical interconnects, was identified
in Ch. 2 as the most promising one. Our particular aim was to examine the idea of modally
expanding the direct solution of the diffraction integral, thus not only expediting its numerical
evaluation, but also better understanding the effect of diffraction. The process was started, in
Sec. 3.1, by a ‘blind’ orthogonal expansion, which did not produce the result we needed. In
Sec. 3.2 we turned to a conceptually equivalent, but technically different orthogonal expansion,
first performed by Tanaka et al. This new technique, whose main feature is the establishment
of a relationship between the Bessel and Laguerre functions, led us to the crucial observation
that the expansion coefficients were independent of the position of the plane at which the
diffraction field was observed. In Sec. 3.3 we cashed-in on this finding and formulated the
mode expansion method, defined succinctly by Eqs. (3.62) to (3.69). In Sec. 3.4 we illustrated
the application of the MEM in the context of optical interconnect channel modelling, and
we also successfully verified its numerical performance. The mode expansion method was
also found to outperform all other methods previously used to model diffraction in free-space
optical interconnects. We have hence reached the goal of our quest, as defined in Ch. 2. All
that remains to be done now is to use this novel method to study the old problem of diffraction
and channel modelling in optical interconnects.
Chapter 4
Application in optical interconnects
In the previous chapter we have creatively solved the problem of laser beam diffraction, and
thus the problem of channel modelling in optical interconnects. The mode expansion method
was shown to be accurate, easy to use, as well as to outperform other methods previously used
for the same purpose. In this chapter we use the mode expansion method with the aim of
evaluating the optical interconnect performance. Based on experimentally-measured and typi-
cal parameter values, we use the mode expansion method to calculate the optical interconnect
performance parameters, such as the maximum achievable length, density, space-bandwidth
product, signal-to-noise ratio, and the optical carrier-to-noise ratio.
To this end, in Sec. 4.1 we present our optical interconnect design model, specify the scope
of our inquiry, and the way in which the mode expansion method is applied. In Sec. 4.2 we
present the experimental setup and measured parameter values. In Sec. 4.3 we quantify the
effect of diffraction and examine the device performance with various combinations of param-
eter values; tolerance to misalignment is examined in Sec. 4.4. In Sec. 4.5 we summarise our
findings, and draw conclusions about the optical interconnect design process. The significance
of this chapter is twofold: first, we illustrate how the mode expansion method can be applied
in a practical situation and used to obtain important parameter values; second, we present and
evaluate an interconnect design model that facilitates their design process, as well as shows
that optical interconnects are feasible and well suited for practical deployment.
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Figure 4.1: Schematic diagram of the interconnect configuration whose performance is evalu-
ated by using the mode expansion method.
4.1 Design model
The schematic diagram of the optical interconnect that we are going to use throughout this
chapter is shown in Fig. 4.1. We have only shown three representative channels, denoted
by C0, C2, and C6. The three dots above and below each plane indicate that the rest of the
channels were omitted from the diagram. Furthermore, we have only shown the longitudinal
cross-sectional profile of the three-dimensional interconnect.
While we allow for each channel in the interconnect to operate independently, we assume
that all channels are identical and that it is sufficient to study the operation and performance of
only one representative channel. Channel C0, as shown in Fig. 4.1, is chosen as the represen-
tative channel. It is outside the scope of this dissertation to examine in detail the way in which
information is encoded onto laser beams. We shall simply assume that a modulation scheme
with direct intensity modulation is employed. In our interconnect, in most general terms, each
of the VCSELs will be electrically biased to the midpoint of its linear output region, and its
output optical power will be modulated by varying the current around that bias point.
With laser clipping eliminated, the most dominant source of electrical noise within the
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VCSEL is the relative intensity noise (RIN). RIN is caused by the coupling of spontaneous
emission from the VCSEL into the stimulated emission. This coupling causes unwanted fluc-
tuations in the optical power level, and hence generates a noise current in the receiver circuit.
RIN is usually measured in a finite optical bandwidth, and expressed in dB/Hz. Because of the
extremely high reflectivity of the VCSEL mirrors, RIN is generally very low, typically around
-125 dB/Hz [195, 196]. However, RIN is known to increase by about 10—20 dB by having
the VCSEL light reflected back into the cavity. Even though in our interconnect configuration,
as shown in Fig. 4.1, there is a possibility of laser light reflecting back into the VCSEL from
the transmitter microlens, we shall assume that the reflected power is negligible, and that it
does not affect the RIN. In our considerations we are primarily interested in the optical side
of interconnect design; the electrical parameters are included for completeness and to obtain a
relative sense of values, not to open up another avenue of in-depth research.
The most important VCSEL-related characteristic required for a comprehensive intercon-
nect analysis is the laser beam modal content. A VCSEL is essentially a high finesse Fabry-
Perot resonator with two high reflectivity distributed Bragg reflector (DBR) mirrors [1]. The
mirrors are separated by a multiple of λ/2, typically by one whole wavelength, and an active
medium, such as multiple quantum wells, fills the cavity. Due to the shortness of the cavity,
only one longitudinal resonant mode of the cavity spectrally overlaps with the gain spectrum
of the active medium. This leads to the VCSEL producing only one longitudinal mode of
operation. As the length of the cavity is λ, and the diameter of the DBR mirrors is about 10
to 100λ, it is reasonable to assume that the DBR mirrors have infinite diameter. A Fabry-
Perot resonator with infinite-diameter plane mirrors should support no transverse modes of
oscillation. The VCSEL should ideally emit light in only one of the transverse cavity modes.
However, since the very inception of VCSELs, the presence of more than one transverse mode
in the output beam was observed experimentally. This is believed to be due to several different
phenomena, such as: diffraction effects on DBR mirrors, reflection, absorption, and spatial
gain distribution. It is also known that the transverse modal spectrum not only depends on the
resonator structure, but also on the temperature and carrier distribution in the cavity. Due to
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Figure 4.2: Schematic diagram of the representative channel C0.
the fact that the laser beam consists of many modes, as we have assumed throughout Chs 2
and 3, we describe the emitted laser beams as a weighted sum of modes of the free space:
Ψ($, z) =
∞∑
n=0
∞∑
m=0
Wnm ψnm($, z)
=
∞∑
n=0
∞∑
m=0
Wnm ψnm(x, y, z), (4.1)
where Ψ($, z) is the field distribution of the emitted laser beam, ψnm($, z) are modes of the
free space, and Wnm are the modal weights. As indicated by Eq. (4.1), it is most likely that
the laser beams will be easier to describe in terms of the Hermite-Gaussian, rather than the
Laguerre-Gaussian functions, as already indicated in Ch. 2. Experimental measurements, in-
cluding the ones presented in Sec. 4.2, have shown that in small-diameter VCSELs, it is much
more common to observe Hermite-Gaussian modes in the output beam rather than Laguerre-
Gaussian modes. For a laser to support Laguerre-Gaussian modes its resonator must possess
a high degree of circular symmetry. This requirement is made difficult by birefringence and
astigmatism of the lasing medium, as well as by the device structural anisotropy.
Now that we have identified which VCSEL parameters we consider important and relevant
to the design of optical interconnects, we turn our attention to the issues of channel modelling
in optical interconnects. We have already assumed that all interconnect channels are equivalent
in their characteristics and operation, and that it is sufficient just to consider one representative
channel. Our representative channel, denoted by C0, is shown in more detail in Fig. 4.2.
The optical interconnect is situated in such a way that the ‘absolute’ z axis coincides with
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the optical propagation axis of C0, as shown in Fig. 4.2. The laser beam waist ws is located at
z = zs, which is taken as the ‘beginning’ of the interconnect. We also assume that the vertical
plane containing the beam waist coincides with the plane of the VCSEL top mirror. From its
beam waist position, the laser beam travels to the transmitter microlens, located at z = z0,
where its beam radius, increased due to diffractive spreading during propagation, is denoted
by w0. The transmitter microlens images the incident beam to the new beam waist wˆs, located
at z = zˆs. From the position of its new beam waist, the laser beam continues travelling to the
receiver microlens located at z = zˆ0, which focuses is onto its final beam waist w′s, located at
z = z′s. From w′s the laser beam travels to the photodetector, located at z = z′0, where its beam
waist assumes the final value of w′0. In many situations, the interconnect may be designed so
that the position of the photodetector will coincide with the position of the final beam waist
(z′0 = z′s).
Depending on the characteristics of the laser beam, the size and the position of each ele-
ment in C0, a particular portion of the power emitted by the VCSEL will reach the photodetec-
tor. If the radii of the transmitter and receiver microlenses are large enough, all of the incident
power is collected by the microlenses, and transferred into a new beam whose parameters can
be calculated by the ABCD law. Since the microlens radii are finite, and sometimes such that
they clip the incident beam considerably, the structure of the imaged beam changes and the
size and position of its beam waist cannot be determined by the simple ABCD law any longer.
Hence, the mode expansion method needs to be used to determine the optimal placement of
the planes so that most of the power emitted by the VCSEL reaches the photodetector. The
situation is complicated further by the fact that an interconnect consists of an array of chan-
nels, as shown in the (repeated) Fig. 4.3. As illustrated in Fig. 4.3, the transverse profile of
laser beams is generally such that a considerable portion of their power crosses over into the
neighbouring channels, both at the transmitter and the receiver microlens planes. The portion
of power that crosses over into the neighbouring channels is the optical crosstalk noise (OCN),
and its presence further complicates the process of optical interconnect design. The portion of
the OCN power that crosses over into the neighbouring channels at the transmitter microlens
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Figure 4.3: The optical crosstalk noise, indicated by cross-hatching, and made up of the stray-
light crosstalk noise (introduced at the transmitter microlens plane) and the diffraction-caused
crosstalk noise (introduced at the receiver microlens plane), is a major limiting factor in the
design of optical interconnects.
plane is the stray-light crosstalk noise (SLCN), and the portion of the OCN power that crosses
into neighbouring channels at the receiver microlens plane is the diffraction-caused crosstalk
noise (DCCN).
The origin of the term ‘stray-light crosstalk noise’ comes from the fact that the light that
crosses over at the transmitter microlens plane is always imaged in such a way that it never
returns back to its original channel. As illustrated in Fig. 4.4, and as shown by simulations
in Code V [197], the light that crosses over from one channel into another at the transmitter
microlens plane will always stray away from its original channel, and thus always contribute
to the OCN.
The origin of the term ‘diffraction-caused crosstalk noise’ is due to the diffractive spreading
of laser beams during propagation. Once the laser beam is imaged to its intermediate beam
waist, wˆs at z = zˆs, and the SLCN is accounted for, the beam continues propagating to the
receiver microlens plane. As illustrated in Fig. 4.3 forC0, the cross-sectional profile of the laser
beam spreads during propagation, and a part of its power ends up on the receiver microlenses
of the surrounding channels. The microlenses then focus that power onto their receivers in the
122 CHAPTER 4. APPLICATION IN OPTICAL INTERCONNECTS
L
A
S
E
R
A
R
R
A
Y
P
H
O
T
O
D
E
T
E
C
T
O
R
A
R
R
A
Y
C0
C2
C6
TRANSMITTER
MICROLENS
ARRAY
RECEIVER
MICROLENS
ARRAY
Figure 4.4: The portion of the incident laser power that crosses over into neighbouring chan-
nels at the transmitter microlens plane (the stray-light crosstalk noise) is always imaged in
such a way that it never ends up on the photodetector for which it was intended.
same way they focus the proper signal power for that channel, and hence the communication
quality is degraded. There are several factors that determine how much of the incident laser
power in a particular channel ends up as the DCCN:
• Size of the transmitter microlens, its focal length, and the distance between the
VCSEL and the transmitter microlens plane. The smaller the transmitter microlens
is, the more the incident beam is diffracted, and more higher-order modes are present in
the effective beam. Higher-order modes are laterally wider than the fundamental mode,
they spread more during propagation, and their contribution to the DCCN is larger. Mi-
crolens characteristics, such as its focal length and relative position, have a big role in
determining wˆs and zˆs, as well as the modal structure of the imaged beam. Small zˆs indi-
cates that the imaged beam has a longer distance to travel to the receiver microlens plane,
and hence it will diffract more; small wˆs indicates that the rate of diffractive spreading
is larger.
• Modal content of the incident laser beam. Higher-order modes present in the incident
laser beam will diffract differently than the fundamental TEM00 mode. Higher-order
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modes in the incident beam will produce even more higher-order modes in the effective
beam, and hence increase the DCCN.
• Spacing between the channels and the position of the receiver microlens plane.
Clearly, the closer the channels are spaced, the easier it is for the laser beam to cross
over. The effect of the location of the receiver microlens plane is the same as the effect
of zˆs: the farther the plane is, the more ‘time’ the beam has to diffract.
• Size of the receiver microlens, its focal length, and the distance from the receiver
microlens to the photodetector plane. In the same way as for the transmitter microlens,
this will determine how the beam will finally be imaged onto the photodetector. How-
ever, as the photodetector is in most cases positioned so that z′0 ≈ z′s, the crosstalk noise
introduced at the photodetector plane can generally be ignored. In our considerations,
we will simply assume that all the power that falls on a particular receiver microlens will
duly be focused onto its associated photodetector.
In the case when the optical interconnect consists of one channel only, as shown in Fig. 4.2,
the design problem consists of positioning the optical elements so that most of the laser beam
power emitted by the VCSEL is collected by the photodetector. However, as we add more
channels the design problem complicates, since we have to take into consideration the optical
crosstalk noise as well.
The plane of output mirrors of all VCSELs, transmitter microlens plane, receiver microlens
plane, and the plane of the photodetector will have the same overall layout, as shown in
Fig. 4.5. The elements in each plane (VCSELs, microlenses, and photodetectors) are arranged
in ‘square’ arrays as Fig. 4.5 depicts. Each channel is designated an area of ∆2, where ∆
represents the spacing between the channel centres (the array pitch). All elements in each of
the arrays are circular, with the generic radius denoted by a. In particular, we shall denote the
radius of the VCSEL output window by as, radius of the transmitter microlens by a0, radius of
the receiver microlens by aˆ0, and the photodetector radius by a′0, all in correspondence with the
symbols used in Fig. 4.2. All radii within an array will be assumed to be identical, and ∆’s for
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Figure 4.5: Schematic diagram indicating the arrangement of elements (VCSELs, receiver and
transmitter microlenses, and photodetectors) in the planes making up the interconnect. The
footprint of all elements is circular; while ∆ (array pitch) has to be the same for all planes, a
(generic element radius) can vary from plane to plane, but not within one.
all arrays of course have to be the same. As in Fig. 4.3, we only showed a section of the array,
centred around the representative channel C0. The way in which the channels are numbered,
which may have been unclear previously is now more evident. Starting from C0, and looking
in the direction of beam propagation, the first channel up and to the right of C0 is named C1.
The layer of channels immediately surrounding C0 is numbered in an anti-clockwise manner,
starting from C1. The next layer of channels is numbered in an anti-clockwise spiral fashion
starting from C9, which is immediately up and to the right of C1.
At each plane we can define the fill factor υ, a ratio of element diameter to the array pitch,
that indicates how much of the available channel area each array element occupies. For the
VCSEL array we have
υs =
2as
∆
, (4.2)
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for the transmitter microlens plane we have
υ0 =
2a0
∆
, (4.3)
for the receiver microlens plane we have
υˆ0 =
2aˆ0
∆
, (4.4)
and for at the photodetector plane we have
υ′0 =
2a′0
∆
, (4.5)
where the nomenclature is consistent with our previous definitions. A fill factor of less than
unity not only results form the production requirements, but it may also be used as another
degree of freedom in the design process. In addition to the fill factors, we also define clipping
ratios at both the transmitter and the receiver microlens plane, κ and κˆ. The two clipping ratios
are useful measures of the extent to which the incident laser beam is diffracted at each plane,
and have already been introduced in Ch. 3. At the transmitter microlens plane we have
κ =
a0
w(z0)
=
a0
w0
, (4.6)
while at the receiver microlens plane we have
κˆ =
aˆ0
wˆ(z0)
=
aˆ0
wˆ0
, (4.7)
where the w’s represent the beam radii at the respective microlens planes. In the context of
this dissertation (and as is the commonly-accepted practice in the literature), ‘beam radius’ will
always represent the beam radius of the fundamental TEM00 mode, as defined by Eq. (2.33).
As such, is not equivalent with the beam radius of any higher-order mode, which is generally
larger, and for which exist numerous definitions [116].
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The total amount of the crosstalk noise that enters our representative channel C0 from all
the neighbouring channels can be calculated as the sum of the total stray-light crosstalk noise
and the total diffraction-caused crosstalk noise:
N = Nsl +Ndc, (4.8)
where N represents the total OCN, Nsl represents the total SLCN, and Ndc represents the
total DCCN. In our present considerations, as indicated previously, we assume that the optical
field that falls onto a particular receiver microlens will duly be focussed onto the associated
photodetector. This practically means that we ignore the relatively small contribution to the
crosstalk noise introduced at the photodetector plane. Nsl is given by
Nsl = Nsl,1 +Nsl,2 +Nsl,3 + · · ·+Nsl,ℵ (4.9)
where Nsl,n represents the amount of power from channel Cn that crosses over into C0 at the
transmitter microlens plane, and ℵ is the total number of channels surrounding C0. In turn,
each Nsl,n can be calculated as the integral of the intensity of the laser beam from channel Cn
over the surface of the C0 transmitter microlens (C0TML):
Nsl,n =
∫∫
C0TML
|Ψn(u, v, z0)|2 dudv. (4.10)
The explicit usage of the ordered pair (u, v) instead of the rectangular coordinates (x, y) indi-
cates a coordinate transform may need to be used in integration, as the common z axis goes
only through the centre of C0. The diffraction-caused crosstalk noise can be found in exactly
the same way:
Ndc = Ndc,1 +Ndc,2 +Ndc,3 + · · ·+Ndc,ℵ, (4.11)
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Figure 4.6: Illustration of the equivalence principle used for calculation of the SLCN and the
DCCN. The crosstalk noise from any channel Cn that ends up in C0, as shown in (a), can
equivalently be calculated as the noise from C0 that ends up in Cn, as shown in (b).
where
Ndc,n =
∫∫
C0RML
| Ψn(u, v, zˆ0)|2 dudv, (4.12)
where C0RML denotes the area of the C0 receiver microlens.
Fortunately, the fact that we treat all of the interconnect channels as identical may be used
to facilitate the evaluation of Eqs. (4.10) and (4.12). Since all channels in the interconnect
are equivalent, then the amount of (both stray-light and diffraction-caused) crosstalk noise in-
troduced from Cn into C0 is equivalent to the amount of the crosstalk noise introduced from
C0 into Cn [93]. This equivalence principle is illustrated in Fig. 4.6. Note that the principle
holds for all channels, even though only the channels immediately surrounding C0 are shown.
Fig. 4.6(a) shows the OCN interpreted as being the portion of power from surrounding chan-
nels that ends up in C0; Fig. 4.6(b) shows the crosstalk noise equivalently interpreted as being
the portion of power from C0 that ends up in the surrounding channels. The interpretation
shown in Fig. 4.6(b) is more suitable for calculating the crosstalk noise in an interconnect as
there is no need for any coordinate transformation. As before, we write
N = Nsl +Ndc, (4.13)
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where
Nsl = Nsl,1 +Nsl,2 +Nsl,3 + · · ·+Nsl,ℵ, (4.14)
and
Ndc = Ndc,1 +Ndc,2 +Ndc,3 + · · ·+Ndc,ℵ. (4.15)
However, now we have
Nsl,n =
∫∫
CnTML
|Ψ(x, y, z0)|2 dxdy, (4.16)
and
Ndc,n =
∫∫
CnRML
|Ψ(x, y, zˆ0)|2 dxdy. (4.17)
In the same way as Eqs. (4.13)—(4.17) prescribe the way in which the optical noise can be
calculated, we can write an equation for calculating the optical signal power that is successfully
transmitted from the VCSEL to the photodetector in C0:
S =
∫∫
C0PD
|Ψ(x, y, zˆ′0)|2 dxdy, (4.18)
where the only difference is that the integration is performed over the area of the C0 photode-
tector (C0PD). In Eq. (4.18) we have not used the simplifying assumption that we used in the
calculation of the total optical crosstalk noise. Even though the more accurate Eq. (4.18) will
not change the numerical results considerably, it will aid in the illustration of the principle
should our original assumption be found not to be suitable in some situations.
We are in a position now to define several optical interconnect performance parameters.
The parameter easiest to calculate is the interconnect distance, L, defined as the distance be-
4.1. DESIGN MODEL 129
tween the VCSEL plane and the photodetector plane:
L = z′0 − zs. (4.19)
The second parameter is the channel density, D, given as the number of interconnect channels
per unit area:
D =
1
∆2
. (4.20)
Given a particular required data transfer rate, as well as all other interconnect parameters, the
most general optical interconnect design goal is to maximise its length, L, and channel density,
D. Laser beam diffraction, quantified as the optical channel crosstalk noise, is the main factor
that limits both L and D. As noted previously, there are three main factors affecting the OCN:
spacing between channels (channel density), spacing between microlens planes (interconnect
length), and the way in which the incident laser beams are imaged by the microlenses. Small
channel spacings and large inter-planar distances result in more OCN, as the beams stray
and diffractively spread more. While intrinsically related to the channel density, the effect
of imaging on OCN is, however, much more subtle. Given that a microlens aperture is large
enough, the incident beam is, according to the ABCD law, transformed into a beam with the
same functional form as the incident beam, but with different beam parameters. The purpose
of the microlens transformations is to periodically re-focus the beam and hence allow it to
travel a greater distance. As the size of the microlens aperture is decreased, and as it starts
to ‘clip’ more of the incident beam power, the incident beam is not only imaged but also
diffracted by the microlens. Depending on the extent of diffraction, the diffraction field will
generally have a wider starting lateral power distribution, and it will spread diffractively more,
thus unequivocally resulting in more OCN. Ultimately, however, the effect of imaging and
diffraction results in limitation of the maximum interconnect length and density.
L and D are closely related and dependent on each other: given a very large channel
spacing (and hence wasteful interconnect design), the beams will travel long distances; given
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a short required length (and hence an inflexible design), the channel density can be made very
large. Having in mind a particular receiver bandwidth, closely related to the main information-
transfer purpose of the interconnect, it therefore makes sense to combine L and D into one
performance parameter, the space-bandwidth product, SBP:
SBP = B · L ·D. (4.21)
SBP gives us an indication of the information transfer rate, measured in Hz, per unit area, mea-
sured in metres, and unit channel density, measured by the number of interconnect channels
per square metre.
Further interconnect performance parameters may be defined, one of them being the optical
carrier-to-noise ratio (OCNR), defined as
OCNR =
S
N
, (4.22)
where S is calculated by using Eq. (4.18) and N is calculated by using Eq. (4.13). The OCNR
measures the importance of the OCN relative to the useful received signal power, and hence
gives an indication of the interconnect optical performance. However, our most important and
most comprehensive performance parameter is the (complete) signal-to-noise ratio (SNR), in
which both the optical and electrical characteristics of the interconnect are taken into account.
The interconnect signal-to-noise ratio is given as [195, 198]
SNR =
X(RSˆ)2
H
, (4.23)
where
H = RIN · (R · Sˆ +R · Nˆ)2 ·B + 2 · e · (R · Sˆ +R · Nˆ + Id) ·B
+(4 · kB · T/Req) ·B · Ft +X · (R · Nˆ)2, (4.24)
and where:
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• X is the ‘modified’ extinction ratio, defined by X = (ER− 1)/(ER+1), where ER is
the ‘real’ extinction ratio [198]
• R is the photodiode responsivity [W/A]
• Sˆ is the optical signal average power [W]
• RIN is the VCSEL relative intensity noise [dB/Hz]
• Nˆ is the optical crosstalk noise power [W]
• B is the receiver bandwidth [Hz]
• e is the charge on an electron, e = 1.60218 · 10−19 C
• Id is the photodiode dark current [A]
• kB is the Boltzmann’s constant, 1.3807 · 10−23 J/K
• T is the operating temperature [K]
• Req is the equivalent resistance of the photodetector load and preamplifier [Ω]
• Ft is the preamplifier noise figure [dB].
The signal-to-noise ratio, commonly used to measure the performance of communication sys-
tems, is essentially the ratio of the modulated power (which carries the transmitted informa-
tion) and the total noise power. The first term in the denominator in Eq. (4.23) represents the
RIN portion of the noise in the received signal (which is due to both the optical signal and
crosstalk noise incident powers). The second term accounts for the photodiode noise, the third
term is due to the preamplifier noise, while the final term accounts for the current produced
due to the optical crosstalk noise. In practical calculation of the SNR, as given by Eq. (4.23),
the most important issue is the calculation of the (real) signal and noise powers, Sˆ and Nˆ .
These powers are obtained from the ‘normalised’ optical signal and crosstalk noise powers, S
and N . It is in the way that S and N are calculated that the relevance and strength of the mode
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expansion method comes to prominence; without MEM the calculation of S, N , and hence the
complete SNR would be very difficult and impractical.
For the sake of generality and rigour, and as will be confirmed by the experimental mea-
surements presented in Sec. 4.2, we have to assume that the beam produced by the VCSEL
will contain an unknown number of modes. The modal weights which determine the modal
make-up of the incident beam, as introduced in Eq. (4.1), can be organised in the vector form
as follows
W = (W00,W01, . . . ,W0µ,W10,W11, . . . ,W1µ, . . . ,Wν0,Wν1, . . . ,Wνµ) (4.25)
where the order of the highest-order mode is now represented by νµ (sinceN is already taken),
and the modes are ordered first with respect to ν, and then with respect to µ. The total number
of modes, as in Ch. 3 is denoted by νˆµ. Theoretically, each Wnm has to be a complex value in
order to account for the relative phase differences between the modes emitted by the VCSEL.
Practically, we can (easily) only measure the relative power carried by each mode, |Wnm|2;
special procedures need to be employed if the phase differences are to be measured. While the
mode expansion method is capable of dealing with complex-valued Wnm’s, we will simplify
our considerations and assume that for each Wnm we have:
Wnm =
√
|Wnm|2. (4.26)
If we denote the total optical power emitted by the VCSEL as Ptot, and the vector containing
the watt power in each mode as
P = (P00, P01, . . . , P0µ, P10, P11, . . . , P1µ, . . . , Pν0, Pν1, . . . , Pνµ) , (4.27)
then each Pnm is given as
Pnm = Ptot · |Wnm|2, (4.28)
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where both Ptot and Wnm =
√
|Wnm|2 are experimentally measured. As our expression for
the modes of the free space, ψnm($, z), are power-normalised, it also follows that
||W ||2 = (||W ||2)2 = 1, (4.29)
where || · || represents the vector norm.
We can use similar notation for the values of the stray-light crosstalk noise. If the stray-
light crosstalk noise, Λnm, of each pure mode, ψnm(x, y, z), is in the manner of Eq. (4.16),
given by
Λnm =
ℵ∑
q=0
∫∫
CqTML
|ψnm(x, y, z0)|2 dxdy, (4.30)
then the set {Λnm} can also be written in vector form as
Λ = (Λ00,Λ01, . . . ,Λ0µ,Λ10,Λ11, . . . ,Λ1µ, . . . ,Λν0,Λν1, . . . ,Λνµ) . (4.31)
The normalised SLCN of the multimodal incident beam is then given as
Nsl = |W |2 ·ΛT , (4.32)
where T signifies the transpose operation, and | · |2 is performed on each individual element of
W . The real, watt SLCN is given by
Nˆsl = P ·ΛT , (4.33)
where we have, as before, used the hat to distinguish between the normalised optical power
and the received watt power.
Similarly, the normalised DCCN can be calculated as
Ndc = |Wˆ |2 ·ΥT , (4.34)
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and the DCCN in watts can be calculated as
Nˆdc = Pˆ ·ΥT . (4.35)
In Eqs. (4.34) and (4.35), vector Υ,
Υ = (Υ00,Υ01, . . . ,Υ0µ,Υ10,Υ11, . . . ,Υ1µ, . . . ,Υν0,Υν1, . . . ,Υνµ) , (4.36)
denotes the diffraction-caused crosstalk noise of each pure laser beam mode, ψnm(x, y, z),
with
Υnm =
ℵ∑
q=0
∫∫
CqRML
|ψˆnm(xˆ0, yˆ0, zˆ0)|2 dxˆ0dyˆ0, (4.37)
in the manner of Eq. (4.17) and similarly to Eq. (4.30). However, the key thing in the proper
calculation of the DCCN is the determination of Wˆ and Pˆ , which we can do by using the
mode expansion method. Wˆ , explicitly given as
Wˆ =
(
Wˆ00, Wˆ01, . . . , Wˆ0µ, Wˆ10, Wˆ11, . . . , Wˆ1µ, . . . , Wˆν0, Wˆν1, . . . , Wˆνµ
)
, (4.38)
contains the complex-valued modal coefficients of the diffracted and imaged laser beam, in the
same way as W describes the modal composition of the incident laser beam. Wˆ is worked
out as
Wˆ T = Q ·W T , (4.39)
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whereQ,
Q =
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, (4.40)
represents the modal expansion coefficients used to account for the effects of imaging and
diffraction. As shown in Ch. 3, each coefficient can be worked out as:
Qnˆmˆnm =
∫∫
C0ML
ψnm(x0, y0, z0) · φ(x0, y0, z0) · ψˆ∗nˆmˆ(x0, y0, z0) dx0dy0, (4.41)
where (n,m) indicates the order of the incident mode, and (nˆ, mˆ) the order of the expand-
ing mode. If we denote the total number of incident modes by νµ, and the total number of
expanding modes by νˆµ, the the dimension of each matrix is given as:
dim(W ) = νµ× 1, (4.42)
dim(Q) = νˆµ× νµ, (4.43)
and
dim(Wˆ ) = νˆµ× 1. (4.44)
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In our calculations, somewhat at the expense of modelling diffraction of higher-order incident
modes, we assume that the total number of expanding modes is fixed, for example at νˆµ = 20.
This number of expanding modes, as shown in Ch. 3 is usually sufficient. Finally, Pˆ is given
as
Pˆ =
(
Pˆ00, Pˆ01, . . . , Pˆ0µˆ, Pˆ10, Pˆ11, . . . , Pˆ1µˆ, . . . , Pˆνˆ0, Pˆνˆ1, . . . , Pˆνˆµˆ
)
, (4.45)
with each coefficient explicitly given as
Pˆnm = Ptot · |Wˆnm|2. (4.46)
Needless to say, whileP is a physically measurable quantity, the physical existence of Pˆ , even
though also measured in watts, should be meditated upon with caution. It is a strong belief of
the author that Pˆ does exist physically; its elements, however, may not necessarily be given
by Eq. (4.46) as our chosen orthonormal set may not be the most optimal one.
By combining Eqs. (4.33) and (4.35),
Nˆ = Nˆsl + Nˆdc, (4.47)
we solve the first problem associated with the practical calculation of the SNR; the remaining
problem involves the calculation of Sˆ. Following the logic and conventions used to find Nˆ , we
have:
S = |Wˆ ′|2 ·ΦT , (4.48)
where
Φ = (Φ00,Φ01, . . . ,Φ0µˆ,Φ10,Φ11, . . . ,Φ1µˆ, . . . ,Φνˆ0,Φνˆ1, . . . ,Φνˆµˆ) , (4.49)
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Φnm =
∫∫
C0RML
|ψˆnm(xˆ0, yˆ0, zˆ0)|2 dxˆdyˆ, (4.50)
and
Sˆ = Pˆ ′ ·ΦT = Ptot · S. (4.51)
Instead of Pˆ and Wˆ , we now have Pˆ ′ and Wˆ ′, due to the fact that diffraction occurs at two
consecutive apertures. Wˆ ′ is calculated by repeating the process used to calculate Pˆ :
(Wˆ ′)T = Qˆ · Wˆ T , (4.52)
where each Qˆnˆmˆ can be calculated by using Eq. (4.41), with the only difference that the inte-
gration is performed at the receiver microlens plane. Each element of Pˆ ′, on the other hand is
given as
Pˆ ′nm = Ptot · |Wˆ ′nm|2. (4.53)
With the framework for a application of the mode expansion method in place, we can now
commence the task of finding appropriate parameter values, so that reasonable performance
estimates can be obtained.
4.2 Experimental details
The following three measurements were performed in order to obtain realistic parameter values
to be used in Eq. (4.23):
• measurement of the VCSEL light-current characteristic
• measurement of the laser beam spectrum and modal composition
• measurement of the VCSEL relative intensity noise.
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All measurements were performed on a Mode 8085-2020 laser. The primary tools employed
in laser characterisation were [199]:
• Agilent 84140B Optical Spectrum Analyser
• Hewlett Packard 8565E RF and Microwave Spectrum Analyser
• Agilent 86100A Oscilloscope
• Anritsu ML9001A Power Metre
• Hewlett Packard 8510C Network Analyser
• Newport Model 8000 Laser Driver
• Agilent 8133A Pattern Generator
• Various optical components (as shown in experimental setup diagrams) and LabView,
National Instruments’ graphical programming language used to interface with the mea-
suring equipment.
The experimental setup used to measure the VCSEL light-current (LIV) curve is shown in
Fig. 4.7, where the laser power and input voltage were measured at intervals of 0.05 mA. The
measurement results are shown in Fig. 4.8. Figure 4.8 also shows how the measured data was
fitted to a simplified form of the rate equations, that is known to be a reasonable approximation
of a laser’s actual light-current curve, given by [200]
Φ2 P 2 − Φ (I − Ith − Is)− Is I = 0, (4.54)
where
Φ =
2 · e · λ
h · c · η , (4.55)
e is the charge of an electron, λ is the wavelength of laser light (the actual value used for fitting
was λ = 850 nm), h = 6.626068 ·10−34 Js is the Planck’s constant, c = 2.99793 ·108 m/s is the
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Figure 4.7: Schematic diagram of the experimental setup used for measuring the VCSEL’s
light-current characteristic.
Figure 4.8: Experimentally-measured and numerically-fitted results of the VCSEL’s light-
current characteristic.
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Figure 4.9: Schematic diagram of the experimental setup used for measuring the VCSEL
beam’s modal and spectral characteristics.
speed of light in vacuum, and η represents the laser efficiency. The measured data was fitted
to Eq. (4.54) by using a nonlinear fitting function in Mathematica [183], and the following
parameter values were extracted: Ith = 4.47 mA, Is = 6.73 µA, and η = 0.715 W/A.
The fitting of the measured data to Eq. (4.54) is valid if the laser is considered to emit light
in the fundamental mode only, which is generally not the case. In reality, the light-current
characteristic shown in Fig. 4.8 is the result of activity and combination of multiple modes,
with each mode having its own threshold current and efficiency. The presence of higher-order
modes is hinted to in Fig. 4.8 by the gradient discontinuities evident in the measured results.
In particular, the gradient discontinuities can be found at 6 mA and 14 mA, and hence we
suspect that higher-order modes appear at those currents. However, this can only be confirmed
by further spectral measurements of the laser beam.
The experimental setup used for modal and spectral measurements is shown in Fig. 4.9. As
in the case of light-current measurements, laser spectra were sampled and examined at various
currents, as shown in Fig. 4.10. As we see from the presented results, the laser started single-
mode operation right after the threshold current, but more efficient modes of higher order
appeared at 6 mA and 14 mA, as first guessed by observing the light-current characteristic.
By the time the current reached 16 mA, four different higher-order modes were present in
the laser beam. While the light-current and spectral measurements enabled us to confirm the
presence of higher-order modes in the laser beam, they cannot yet be used to identify those
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Figure 4.10: Experimentally-measured VCSEL’s modal and spectral characteristics.
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Figure 4.11: Modally resolved VCSEL’s light-current characteristic.
modes. Moreover, multiple transverse modes may exist at the same frequency. In addition to
confirming the presence of higher-order modes in the laser beam, the spectral measurements
shown in Fig. 4.10 also show the symptoms of adiabatic chirp. Adiabatic chirp consists of
the lasing frequency of each higher-order mode being shifted at higher drive currents, due to
a change in the refractive index of the material [201]. The effect of the adiabatic chirp on an
optical communication system is twofold. First, the cavity and material gain peaks become
unaligned, resulting in power roll-off for the fundamental mode, and higher gain for higher-
order modes. Second, when directly modulated, adiabatic chirp results in dispersion penalties
due to the different optical wavelengths that are transmitted for high and low pulses.
The magnitude and position of the peaks shown in Fig. 4.10 was extracted automatically at
every current, and a modally-resolved light-current curve was constructed. The curve is shown
in Fig. 4.11. In Fig. 4.11, the power content of each mode (calculated by integrating the area
beneath the spectral peaks) was first found. Then the power content of each mode was added
and compared to a scaled version of the light current measurement. If the two curves resemble
each other, we can conclude that the laser modal behaviour was correctly interpreted. The
adiabatic chirp was constant for all modes, and it was determined to be 0.3 nm/mA. However,
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Figure 4.12: Wavelength of each laser beam mode, obtained from the data presented in
Fig. 4.10.
in our further considerations we shall ignore the effect of adiabatic chirping on the performance
of the optical interconnect.
Figure 4.11 still does not offer us a full insight into the modal behaviour of the laser beams.
While we are able to establish the presence of higher-order modes in the laser beam, we still
are not able to identify which modes they are, in terms of our standard Hermite-Gaussian or
Laguerre-Gaussian modes of the free space. In order to analyse the modes further, we have to
capture the incident beam by a CCD camera, process it by a beam profiler, and examine the
obtained beam profile. The experimental setup is shown in Fig. 4.9. By analysing the captured
beam profiles, and comparing their changes to that of the spectrum, it is possible to determine
which transverse modes are present. Most of the modes can be identified in this manner, but
not all of them as multiple modes sometimes lase simultaneously. Alternatively, a scanning
spectrum analyser probe could be used instead of the CCD camera, as shown in Fig. 4.13. The
wavelength of each mode, as it changes with the drive current, is shown in Fig. 4.12.
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Figure 4.13: Schematic diagram of the experimental setup used for spectrally-resolved modal
measurements.
In Fig. 4.13, computer controlled actuators are used to scan a two-dimensional area, record
the spectrum at each point, and in this way reconstruct a spectrally-resolved near-field image
of the laser beam. Such image could consequently be analysed easily, and the modal distri-
bution would be established more precisely [202, 203, 204, 205, 206, 207, 208, 209, 196].
Furthermore, laser beam spot size and divergence would also be easier to analyse by using this
technique.
Figures 4.14, 4.15, and 4.16 show laser beam profiles taken at various drive currents, and
with various polarisations, by using the experimental setup shown in Fig. 4.13. By comparing
the changes in the beam profiles to the changes in the spectrum, the following transverse
higher-order (Hermite-Gaussian) modes were identified:
• TEM00, which appears at threshold,
• TEM01 and TEM10, which appear simultaneously, with different polarisations, at ap-
proximately 6 mA,
• TEM20, which appears at approximately 14 mA.
From Figs 4.14, 4.15, and 4.16 it can be seen that the identification of a particular mode
by a camera is not easy, especially if the mode is not dominant at least in polarisation at a
particular current. In addition to the highest identified mode (TEM20) there probably exist, at
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Figure 4.14: Profiles of VCSEL transverse modes, with the polariser set to 15◦ polarisation.
the same wavelength, other degenerate modes that cannot be isolated due to their low power.
However, regardless of their shortcomings, the laser light-current and spectral measurements
have enabled us to establish the modal properties of the laser beam, as relevant to the design
and analysis of optical interconnects.
The experimental setup used to measure the final parameter needed, the relative intensity
noise, is shown in Fig. 4.17. A laser driven with a perfectly stable source will still exhibit
fluctuations in its output power, which are mainly due to the variations in photon density. In
the experimental procedure used to measure the RIN, the photodetector output is first separated
into DC and AC streams that represent the laser power and laser noise respectively. Then, a
high quality electrical amplifier and spectrum analyser are used to amplify and measure the
noise over a large range of frequencies. As in the case of spectral measurements, the presence
of the optical isolator prevents the undesired back-reflections which significantly alter laser
performance [210, 211]. The results of RIN measurements are shown in Fig. 4.18.
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Figure 4.15: Profiles of VCSEL transverse modes, with the polariser set to 15◦ polarisation.
The following conclusions, in relation to the evaluation of the SNR Eq. (4.23), can be
drawn from our experimental measurements:
• The total laser output power, Ptot, ranges from 0 mW to 6 mW, for the laser drive current
ranging from 4 mA to 16 mA, as shown in Fig. 4.8. The middle of the linear output re-
gion occurs for the drive current of about 10 mA, for which the VCSEL produces output
power of about 3.0 mW. We choose the ordered pair (Id, Ptot) = (10 mA, 3.0 mW) as
our operating point.
• Depending on the particular drive current, as shown in Fig. 4.11, one or more transverse
modes may be present in the laser beam. Generally, the probability of finding a higher-
order mode in the laser beam is higher when the laser is producing more power. At the
drive current of 10 mA, there are two modes present in the VCSEL beam: the fundamen-
tal mode and the first higher-order mode. As noted previously, the fundamental mode
can be modelled by the TEM00 Hermite-Gaussian mode of the free space, while the first
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Figure 4.16: Profiles of VCSEL transverse modes, with the polariser removed from the setup.
Figure 4.17: Schematic diagram of the experimental setup used for the relative intensity noise
measurements.
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Figure 4.18: The results of relative intensity noise measurements.
HOM can be modelled as a combination of the TEM01 and TEM10 Hermite-Gaussian
modes.
• At the drive current of 10 mA, as shown in Fig. 4.11, the power carried by the fun-
damental mode is equal to 1.13 mW (37% of the total emitted power), while the power
carried by the first order mode is 1.92 mW (63% of the total optical power emitted by the
VCSEL). Furthermore, we assume that the total power carried by the first higher-order
mode is split equally between the TEM01 and TEM10 modes. According to our general
model, explained in Sec. 4.1, we have: W00=0.37, W01 =0.315, and W10=0.315.
• Depending on the value of the drive current, each mode will lase at a slightly different
wavelength, as shown in Fig. 4.12. At our chosen drive current of 10 mA, we see that
all of our modes will have, approximately, a wavelength of λ=845 nm.
• An average value of RIN = −130 dB/Hz, as indicated in Fig. 4.18, will be used for the
laser relative intensity noise.
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In addition to the above experimentally-measured values, the following conclusions will
also be taken into account in the evaluation of Eq. (4.23):
• The photodiode responsivity used is the typical responsivity of the Emcore’s 8485-1400
four-channel Gallium Arsenide PIN photodiode, namely R = 0.5 A/W (given assuming
that the incident power level will be between 3 and -26 dBm, and for the light wavelength
of 850 nm).
• The dark current for the same photodiode is Id = 0.3 nA.
• Typical (matched) equivalent resistance of the photodetector load and preamplifier is
Req = 50 Ω, while a typical preamplifier noise figure is Ft = 3 dB.
• A typical receiver bandwidth is B = 1 GHz.
• The operating temperature can safely be assumed to be equal to the room temperature
of 290 K.
The following values were taken quite arbitrarily, as typical representative values, and can
easily be changed, depending on the design requirements at hand:
• modified extinction ratio, X = 0.125
• array pitch, ∆ = 250 µm
• transmitter and receiver microlens array fill factors, υ0 = υˆ0 = 0.95
• microlens focal length, f = 800 µm.
The final, and probably the most important ‘geometrical’ factor are the relative positions of
the planes inside the optical interconnect. As indicated earlier, the position of the laser plane
will be taken as the reference plane. Based on the ABCD law, there are two limiting cases in
which the microlens can be placed, where Fig. 4.19 is provided for better reference:
1. d = z0 − zs = f
In this case the position of the imaged beam waist is given as ` = zˆs − z0 = f , while
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Figure 4.19: The graph for explaining the choice of the input distance.
the size of the imaged beam waist is given as wˆs = ws|f |/
√
d2 + z2R. In the setup
where both the input and the output distances are the same, the imaged beam waist has
the maximum size, and hence the minimum rate of increase during propagation further
along z.
2. d = z0 − zs = f + zR
In this case the position of the imaged beam waist is given as ` = f + f 2/2zR, while
the size of the imaged beam waist is given as wˆs = ws|f |/
√
d2 + z2R. If we move the
transmitter microlens away from the focal length by a relatively small distance, the effect
is that of the ‘maximum throw’ whereby the position of the imaged beam waist, relative
to the position of the transmitter microlens, is greatest.
The first configuration will generally be referred as the ‘maximum waist configuration’, while
the second one will be referred to as the ‘maximum throw configuration’.
The position of the other planes in the interconnect may be determined in several different
ways. The simplest approach would be to position the rest of the optical elements symmet-
rically. Namely, if we set the receiver microlens array so that dˆ = zˆ0 − zˆs = `, then, given
that diffraction does not occur, the distance from the receiver microlens to the final beam waist
image is ˆ` = z′s − zˆ0 = d. As dˆ = ` and ˆ` = d the system is rightly called symmetrical. The
particular choice of the input distance does not make any difference in symmetrical systems,
i.e. either the limiting case (1), (2), or any other combination in between, could be used. The
problem with systems that rely on their symmetry for proper operation lies in the difficulties
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associated with the maintenance of the symmetry. Alternatively, as we shall see in the follow-
ing section, the planes may be positioned in such a way as a particular optical interconnect
performance parameter, most likely the overall SNR, is optimised.
In the next section, where we evaluate the optical interconnect performance, the ‘standard’
set of parameter values consists of all the parameter values listed above, with the geometrical
configuration taken to be the maximum-throw configuration.
4.3 Evaluation of optical interconnect performance
Our first aim in this section is to demonstrate the importance of the proper modelling of
diffraction in the calculation of the overall optical interconnect performance. Figure 4.20
shows the OCNR for an optical interconnect with standard parameter values, and a symmet-
rical maximum-waist configuration. In order to change the extent to which the incident laser
beam is diffracted (i.e. in order to change κ), we change the fill factor of the C0 transmitter
microlens, while all other values, including the fill factors of all other elements are kept the
same. While, for purposes of easier calculations, we assumed that the incident laser beam was
the fundamental TEM00 mode, our conclusions can easily be extended to the case when the in-
cident laser beam contains HOMs too. Due to their wider cross-sectional profiles, HOMs will
diffract more than the fundamental mode, and hence a proper modelling of their diffraction is
even more important. We first calculate the interconnect OCNR by assuming that the incident
laser beam was only ‘clipped’, i.e. that, regardless of κ, it always remains a Gaussian. The
beam parameters of the imaged beam were calculated by using the ABCD law, again regard-
less of κ, and the total power of the imaged beam was taken to be equal to the power of the
incident beam that passes through the transmitter microlens aperture. With this relation, and
with the knowledge of the imaged laser beam parameters we are able to fully reconstruct the
imaged beam.
As it can be seen from Fig. 4.20, this fairly naive interpretation of diffraction in optical
interconnects leads to a prediction that the OCNR will not drop by more than about 10%
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Figure 4.20: Proper modelling of diffraction in the design of optical interconnects is very
important. The topmost solid line (labelled ‘clipping’) shows the expected OCNR when the
incident laser beam is assumed only to be clipped by the transmitter microlens aperture; the
top broken line (labelled ‘1 mode’) shows the calculated OCNR when MEM with only one
expanding mode is used; the bottom broken line (labelled ‘6 modes’) shows the calculated
OCNR when MEM with 6 expanding modes is used; and the bottom solid line (labelled ‘12
modes’) shows the calculated OCNR when MEM with 12 expanding modes is employed.
Standard parameter values, maximum-waist configuration, and fundamental-mode incidence
were assumed. The OCNRs were normalised to the diffraction-free value of 54 dB.
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even in the cases of extremely strong diffraction. Choosing to model diffraction in this way
would hence lead to an overestimation in the expected interconnect performance. We now
consider using the MEM to model diffraction, but with only one expanding mode. As shown
in Fig. 4.20, this leads to an improved estimate of interconnect performance in the region of
strong diffraction, and an reiteration of the clipping-only results in other diffraction regions.
Considering the minimal operational change brought by the one-mode MEM, as compared
to the clipping-only model, the resulting improvement is very significant. Let us, as before,
denote the fundamental-mode incident laser beam as ψ00(x, y, z;ws, zs), and the diffracted
and imaged fundamental-mode beam as C · ψˆ00(x, y, z; wˆs, zˆs), where C is a complex-valued
constant. In both the clipping-only and one-mode MEM methods we model diffraction by
assigning appropriate values to C, wˆs, and zˆs. In the clipping-only method we do this by
stating that:
wˆs = wˆs,ABCD, (4.56)
zˆs = zˆs,ABCD, (4.57)
and that
∫∫
∞
−∞
|C ψˆ00(x, y, z; wˆs, zˆs)|2 dA =
∫∫
C0TML
|ψ00(x, y, z0;ws, zs)|2 dA
⇐⇒ |C|2 =
∫∫
C0TML
|ψ(x, y, z0;ws, zs)|2 dA, (4.58)
where the ‘ABCD’ subscript indicates that the values were calculated by the ABCD law, z can
take on any value in between the transmitter and the receiver microlens arrays, z = z0 is the
location of the transmitter microlens array, dA = dxdy, and C0TML represents the area of the
central channel (C0) transmitter microlens. As we can see from Eq. (4.58), in the clipping-only
method we can only work out the absolute value of C, rather than its full complex value. On
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the other hand, the same parameter values in the one-mode MEM are worked out as follows:
wˆs = wˆs, opt, (4.59)
zˆs = zˆs, opt, (4.60)
and
C = Q00, (4.61)
where wˆs, opt and zˆs, opt are the two ‘optimal’ values that maximise |C00|2, and all other values
have the same meaning as before; note that Eq. (4.61) gives us now the complete value of C,
not just its absolute value. While the operational characteristics of both methods are the same,
as we are in both cases perceiving the diffracted and imaged beam as a fundamental mode,
the way in which we chose to calculate the characteristics of that beam have clearly made a
considerable difference in the final results. This subtle difference already demonstrates the
strength of the mode expansion method, even in the case that just one mode is used to model
the diffraction field.
In relation to Fig. 4.20, we finally note that adding more modes to the effective beam, in
the way described in Ch. 3, quickly makes the OCNR curve converge to shape that closely
resembles the one obtained by using a dozen modes in the effective beam. In the diffraction-
free region, i.e. when κ ≥ 2.0, all four lines converge to the same OCNR value, as there
diffraction is practically nonexistent. As soon as we get out of the diffraction-free region, the
diffraction effects affect the OCNR greatly, in such a way that both the clipping-only and one-
mode MEM methods lead to gross over-estimations. The results obtained even with only six
expanding modes are remarkably close to the results obtained by using twice the number of
expanding modes, hence indicating that a proper inclusion of diffraction effects in the optical
interconnect design can easily be obtained by the MEM.
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Next we examine the performance of the whole interconnect, as measured by the signal-to-
noise ratio, given by Eq. (4.23). Figure 4.21 shows the optical interconnect SNR as a function
of both L, the interconnect distance, and D, the channel density. In producing Fig. 4.21 we
assumed all the typical parameter values, a symmetrical maximum-throw configuration, and a
fundamental-mode incidence. The position of the transmitter microlens plane relative to the
laser plane, as well as the position of the photodetector plane relative to the receiver microlens
plane, were always kept fixed at the prescribed value of d = f + zR. The position of the
transmitter microlens plane relative to the receiver microlens plane, however, was increased
irrespectively of the original maximum-throw prescription, in order to increase L. As noted
previously, this does open up the possibility of introducing small errors in the calculation
of the optical crosstalk noise, as the position of the photodetector is not actively adjusted
depending on the position of the receiver microlens array. The channel density was increased
by changing ∆ for all arrays, while keeping all fill factor values the same. As noted previously,
L and D are the two most important optical interconnect design parameters. The interconnect
distance, usually approximated as being simply the distance from the transmitter to the receiver
microlens arrays, determines how far apart can the two communication ends be. This will
ultimately determine the design of the components that the interconnect is meant to connect.
The further apart the two planes are, i.e. the longer the interconnect distance is, the more
will the laser beams be allowed to spread and more optical crosstalk noise will be introduced
in the system. The spacing between the individual channels, which solely determines the
interconnect channel densityD, has the same sort of importance as L. A close channel spacing
will result in small and compact interconnects, with a large capacity for data communication.
However, as the channels are brought closer together, the laser beams need travelling smaller
distances before crossing over into the neighbouring channels, and thus contributing to the
optical crosstalk noise.
Figure 4.21 clearly shows that there is a nearly linear trade-off between the maximum
attainable channel density, for any given interconnect distance, and vice versa. Practically,
almost any L can be achieved, given that the channel spacing is large enough. As we increase
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Figure 4.21: Design curves of the optical interconnect signal-to-noise ratio as a function of
the interconnect density and distance. Given a particular required SNR we can use this graph
to estimate what sort of a device we can make. The SNR contours are all 3 dB less than
the previous one, starting from the 33 dB contour. Typical parameter values, symmetrical
maximum-throw configuration, and the fundamental-mode incidence were assumed.
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the density of channels, we need to sacrifice some of the interconnect distance, and bring the
transmitter and receiver arrays closer together. Similar argument could be presented for any
interconnect density: practically any value of D may be obtained given that L can be set to
arbitrarily small values. Finding an optimal balance between L andD, given a particular target
performance value, is the key task of a successful optical interconnect design; the purpose of
the mode expansion method is to allow the designer to accurately and efficiently determine the
relationship between the two most important values. All other interconnect parameter values,
such as various fill factors and very precise optical layouts, play a much less important role
in the process of interconnect design for two main reasons. First, as will be shown later, fine
adjustments of the remaining parameter values only leads to very small improvements in the
overall interconnect performance. Second, the problems associated with practical realisations
of those fine adjustments easily outweigh their benefits.
The relationship between L andD values resulting in the same SNR, as shown in Fig. 4.21,
is nearly perfectly linear. For example, if the desired SNR is 30 dB, the maximum interconnect
density that can be achieved is given by
D ≈ −1.23 · L+ 54.21, (4.62)
where L is measured in mm, and D in channels per mm2. If L is increased by 1 mm, D has to
be decreased by 1.23 channels/mm2, in order to keep the same SNR of 30 dB.
Our other performance measure, the space-bandwidth product (SBP), builds up on the spe-
cial relationship between L and D. SBP is the product of the receiver bandwidth B, measured
in Hz and taken to indicate the electrical information-handling capability of the whole inter-
connect, and of L and D, for a particular value of the interconnect SNR. SBP gives us an
indication of the overall interconnect information-handling capability. The ‘space’ factor is
L · D, where L and D regulate each other in the manner indicated before. The ‘bandwidth’
factor is the utilised portion of the total receiver bandwidth. If we aim to increase the inter-
connect spatial characteristics, such as to increase its length or density, and if we have to keep
the same overall value, we have to decrease the utilised receiver bandwidth. A reduction in
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Figure 4.22: For any given required SNR, an optimal balance betweenL andD can be obtained
by maximising the optical interconnect space-bandwidth product. In this figure, the required
SNR was set to 10 dB, the channel density to 4 channels/mm2, and L was changed to fine-tune
the design. The incident optical field was assumed to be the fundamental Gaussian beam.
the bandwidth will result in a decreased rate at which the interconnect transfers information.
Alternatively, if we wish to improve the transfer of information, we have to relax either of the
two spatial interconnect characteristics. As the SBP essentially represents a balance of two
competing factors, there must be a particular set of values, B, L, and D that results in an opti-
mal SBP. In Fig. 4.22 we show the behaviour of the SBP for the same interconnect described
by Fig. 4.21. While keeping the SNR at 10 dB, and the channel density at 4 channels/mm2, we
changed the interconnect distance L and observed the change in SBP, as shown in the resulting
Fig. 4.22. As expected, there exists a maximum SBP value of 50.8 THz·mm·channels/mm2,
that occurs when L = 48.7 mm. The value of L = 48.7 mm does not represent the maximum
interconnect distance attainable, as shown by the results in Fig. 4.21 (this can be seen by vi-
sually extending the second-last contour in Fig. 4.21 to the point when D = 4 channels/mm2,
which certainly occurs for an L that is much larger than 48.7 mm.).
The SBP offers an alternative way of reaching the optimal choice of parameters when de-
signing an optical interconnect. In Fig. 4.21 we examined the relationship between the two
most important parameters, the interconnect length L and density D, and found that they are
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related in a very special way. Given a particular value of D, there exists one particular maxi-
mum value of L that will result in the required SNR, and vice versa. However, this approach to
the design of optical interconnects handles only the spatial interconnect characteristics, with-
out any considerations their temporal, or information-transfer characteristics. Using the space-
bandwidth product as the measure of interconnect performance, as shown in Fig. 4.22, allows
us to choose such a set of parameter values that results in an optical interconnect designed to
support the maximum possible rate of information transfer.
However, both in Figs. 4.21 and 4.22 we accepted the widely-made assumption that the
incident laser beam consists of only the fundamental Gaussian TEM00 mode, which is not sup-
ported by the experimental results presented in Sec. 4.2. We recalculate the SNR, in the same
way as we did in the production of Fig. 4.21, but now assuming that the incident laser beam
has a particular modal composition, as explained in Sec. 4.2. The resultant values are shown
in Fig. 4.23. The results shown in Fig. 4.23 follow the trend set by the results of Fig. 4.21; the
most notable distinction being that the contours in Fig. 4.21 are shifted up and to the left. This
indicates that an optical interconnect with the same SNR can be designed even if the lasers
emit multimodal beams, but that the resulting maximum interconnect lengths and densities are
much smaller. The compromise between L and D, in the case of a multimodal laser beam and
for the same value of SNR is still roughly linear. However, the slope of the contour lines is
much greater in the multimodal regime of operation, indicating that a higher price in density
needs to be paid for each increase in the interconnect length. For the previously-examined
SNR of 30 dB, the maximum interconnect density that can be achieved is given by
D ≈ −1.44 · L+ 56.88, (4.63)
where L is still measured in mm, and D in channels/mm2. So, if L is increased by 1 mm, D
has to be decreased by 1.44 channels/mm2. Finally, the equi-SNR contours are much closer in
Fig. 4.23 than in Fig. 4.21, indicating that an optical interconnect operating in the multimodal
regime is much more sensitive to variations in L and D.
Figure 4.24 shows the relationship between the SBP and L, in the case of multimodal laser
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Figure 4.23: Design curves of the optical interconnect signal-to-noise ratio as a function of
the interconnect density and distance. Given a particular required SNR we can use this graph
to estimate what sort of a device we can make. The SNR contours are all 3 dB less than
the previous one, starting from the 33 dB contour. Typical parameter values, symmetrical
maximum-throw configuration, and the measured laser beam composition were used (with
VCSEL drive current of 10 mA, modal weights W00 = 0.37, W01 = 0.315, W10 = 0.315, and
the wavelength of 845 nm, as per the findings of Sec. 4.2).
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Figure 4.24: For any given required SNR, an optimal balance betweenL andD can be obtained
by maximising the optical interconnect space-bandwidth product. In this figure, the required
SNR was set to 10 dB, the channel density to 4 channels/mm2, and L was changed to fine-tune
the design. The incident optical field was measured laser beam modal composition.
operation, in the same way as Fig. 4.22 illustrates the SBP behaviour in the case of single-
mode operation. As shown in Fig. 4.24, the maximum SBP occurs at L ≈ 42.6 mm, and
SBP ≈ 37.9 THz·mm·channels/mm2. The maximum space-bandwidth product has decreased
significantly, compared to the single-mode case, indicating that a multimodal VCSEL reduces
the interconnect information-carrying capacity.
We turn our attention now to other, slightly less significant parameters that, nonetheless,
affect the optical interconnect performance, as measured by the SNR. The first issue that we
concentrate on is the issue of the relative placement of various arrays in the interconnect.
As we discussed previously, the most important value is the distance from the laser array to
the transmitter microlens array, as that distance will determine most of the other distances
in the interconnect. We also noted that there were two limiting cases: the maximum-waist
configuration, where d = f , and the maximum-throw configuration, where d = f + zR. So
far we have mainly been concerned only with one of those two limiting values, most notably
the maximum-throw configuration, as it is directly related to our desire for larger values of
interconnect distances, L. However, it may be interesting to see if there was a particular
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Figure 4.25: The maximum attainable interconnect length and density can be increased even
further if the placement of the transmitter microlens array relative to the VCSEL array is
allowed to depart from the two limiting cases (indicated by the vertical dashed lines).
distance d = z0 − zs, such that f < d < f + zR, that would allow us to obtain a longer
interconnect distance L, or a larger density D, for the same value of the SNR. By a longer L,
or a larger D, we mean L and D values greater than the ones obtained by assuming one of the
two conventional situations, as shown in Figs. 4.21 and 4.23.
Figure 4.25 shows the effect of changing the first input distance d, on the maximum attain-
able interconnect length L, and density D. When calculating the results shown in Fig. 4.25
we used the typical parameter values, except for the input distance, and we also assumed the
fundamental-mode incidence. As the limiting values for the input distance are effectively de-
termined by another parameter, the focal length f , we normalised d by dividing it by f , in order
to get a more general result that would not depend on the particular choice for the numerical
value of the focal length. As shown by the two vertical lines in Fig. 4.25, the maximum-waist
configuration corresponds to d/f = 1, while the maximum-throw configuration is found at
d/f ≈ 1.04. Note that the two lines shown together in Fig. 4.25 were calculated separately,
but shown together only for easier comparison. When calculating L, for each particular d/f
value we moved the receiver microlens array as far as possible, in very small steps, until the
SNR dropped to our desired value of 15 dB. The interconnect distance L which resulted in the
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15 dB SNR was recorded on the graph. We used a similar procedure when calculating D: for
each value of d/f we assumed a symmetrical configuration of other planes, and decreased the
channel spacing until the SNR dropped to 15 dB, at which point the maximum channel density
was recorded.
Several conclusion may be drawn from the results shown in Fig. 4.25. Indeed there is a
particular value of d/f that lies in between the two conventional values and that allows us to
slightly increase the total interconnection distance. Assuming either one of the two conven-
tional configurations is employed, we would have L ≈ 44 mm. By tweaking the input distance
slightly, to the point where d/f ≈ 1.017, we see from Fig. 4.25 that an interconnection distance
of L ≈ 48 mm can be achieved. Similarly, by setting d/f ≈ 1.038 we see that we can obtain
a channel density of D ≈ 18 channels/mm2, which is only slightly higher than the value of
D ≈ 17.5 channels/mm2, which can be obtained in the maximum-throw configuration. How-
ever, the fact that in both cases there exists an optimal value of d/f , that lies in between the
two known configurations, is important as it proves our initial assumption. We are now in a
position to hypothesise that for any other performance parameter value, such as for example
the SNR, or the SBP, there are yet other d/f values that would lead to the optimisation of those
performance parameters. However, the practical gains obtained by assuming an optimal d/f
value (in particular a gain in L of about 4 mm, and a gain in D of about 0.5 channels/mm2)
are very small in comparison to the problems potentially arising from trying to place the trans-
mitter microlens plane at a distance of d = 1.1017f , or d = 1.1038f away from the laser
array. Any disturbances in the precise position, possibly due to temperature or manufacturing
tolerances, would quickly lead to losses of the benefits gained through optimisation. Note,
however, that the sensitivities of the interconnect length and/or density to changes in d/f are
smallest for d = 1.1017f , or d = 1.1038f ; this may be turn out to be the strongest reason for
using those values in practice.
Figure 4.25 contains yet another feature that deserves additional attention. Namely, it is in-
teresting to realise that the maximum interconnect distance that is obtained in the two limiting
configurations is roughly the same, L ≈ 44 mm, contrary to the popular expectation that the
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Figure 4.26: The density of optical interconnect channels can be increased if the wavelength
of laser light is decreased, or if the incident beam waist is increased. Both of these changes,
however, can be interpreted by the corresponding changes in the clipping ratio κ.
maximum-throw configuration would always lead to a larger overall L. While the intermediate
beam waists are well placed in the maximum-throw configuration, they are relatively small,
thus resulting in the imaged beam spreading quickly, and hence soon reaching the maximum
interconnect distance. In the case of the maximum-waist configuration, on the other hand, the
beam waists are imaged closer to the transmitter microlens, but they spread slower and reach
larger interconnection distances due to their large beam waists. On the other hand, Fig. 4.25
shows that a larger interconnect density can be obtained in the maximum-throw configuration,
which effectively makes it the preferred arrangement.
Figure 4.26 shows the effect of the incident laser beam wavelength and beam waist size
on the interconnect channel density. Similarly to the case of d/f these two parameters would
be very difficult to change in a practical situation, and hence their manipulation does not have
much importance in the design process. We briefly examine their effect so that a better overall
insight into the interconnect behaviour can be obtained. All other parameter values used in
drawing Fig. 4.26 were standard, the maximum-throw configuration was used, and the channel
density was increased by decreasing the spacing between the channels. As Fig. 4.26 shows,
we see that using laser beams with larger beam waists increases the maximum channel density
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that can be achieved. If the beam waist is doubled from its current value of 3 µm to to about
6 µm, the maximum achievable channel density also doubles from 15 channels/mm2 to about
35 channels/mm2. Similarly to the case of the maximum-waist configuration, larger laser beam
waists indicate that the beams diffractively spread slower as they propagate, thus contributing
less to the total optical crosstalk noise, and allowing for higher densities to be reached. It is
interesting to notice in Fig. 4.26 that the relationship between the beam waist value and the
channel density is roughly linear.
Figure 4.26 also shows that the effect of changing the laser beam wavelength on the max-
imum channel density attainable is very similar to the effect of changing the beam waist size.
As the laser wavelength is decreased (and their frequency increased) the channel density in-
creases, but at a slightly less rate than the one for changing the size of the beam waist. As
the radiation frequency increases, the beams become more directional and spread less as they
propagate. The relationship between the channel density and beam wavelength is also nearly
linear. This means that changing either the beam waist size, or the wavelength will have the
same effective result, and hence it would make sense to introduce a normalised beam param-
eter ws/λ, or λ/ws, and hence decrease the total number of design parameters. This comes
as no surprise as both ws and λ figure in κ, our overall measure of the extent of diffraction,
although not necessarily as a ratio. Changing either one of these two parameters, or one of
their combinations, given that all other parameter values stay the same, effectively amounts to
simply changing κ. Larger values of κ, regardless of how they are obtained, always indicate
less diffraction at any one particular aperture, hence allowing the whole interconnect to be
configured for a better overall performance.
The final point of interest in this section is the illustration of the effect that changing one
small geometrical parameter of the interconnect can have on the overall performance of the
device. So far we have intuitively assumed that the arrangement of the elements in each of
the arrays making up the interconnect is very regular and ‘square’, as shown in Fig. 4.27.
However, we could assume that the elements are arranged in a different pattern, such as the
hexagonal one, as also shown in Fig. 4.27. In order to cover a wider range of possible element
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Figure 4.27: So far, we have assumed that the arrangement of elements in arrays follows a
‘square’ pattern. By sliding each of the columns with respect to each other we can ultimately
reach the ‘hexagonal’ arrangement, decrease the amount of the optical crosstalk noise, and
hence improve the performance of the interconnect.
arrangements within the arrays (each array, of course, has to have the same configuration),
we have interpreted the hexagonal arrangement as being the result of sliding one column of
elements with respect to the reference one. The reference column can be taken to be the one
that contains C0. The amount that one column is shifted with respect to the reference one, can
be measured by the value of ‘offset’, which is the shift introduced between the channel centres,
as shown in Fig. 4.28, and the offset can either be positive or negative.
Figure 4.29 shows the effect of changing the array configuration on the OCNR, assuming
that the incident beam is a pure fundamental Gaussian mode. All standard parameters and a
maximum-throw arrangement were used, as in the case of Fig. 4.20. If the array configuration
is changed fully from the rectangular to a hexagonal one, an increase of about 5% in the OCNR
can be achieved. The change in the OCNR is fairly monotonic, which is understandable since
the cross-sectional profile of the fundamental mode does not contain any unusual geometric
features.
The effect of changing the column offset proves to be more interesting if we assume that the
incident beam is a higher-order mode, with more complex cross-sectional profiles. Figure 4.30
shows the improvement in the OCNR if we assume that the incident beam is the Hermite-
Gaussian TEM11 mode. We purposefully chose this mode, and assumed that it was the only
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Figure 4.28: The relative sliding of the columns illustrated in Fig. 4.27 is measured by the
amount that the element centres are offset with respect to each other. The square arrangement
corresponds to 0 % offset, while the hexagonal arrangement corresponds to 100 % offset. Slid-
ing the columns upwards results in a positive offset value, while sliding the columns down-
wards results in a negative offset value. In both cases, offsetting the columns by more than
∆/2 (half the array pitch) can be interpreted by changing the offset sign.
Figure 4.29: In the case of the TEM00 mode incidence a better optical interconnect perfor-
mance is obtained (by about 5 %) if a hexagonal arrangement of array elements is used.
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Figure 4.30: In the case of the TEM11 mode incidence a better optical interconnect perfor-
mance is obtained (by about 6 %) if a hexagonal arrangement of array elements is used.
one present in the laser beam, in order to accentuate the illustration of the offset phenomenon.
Again, the best OCNR, some 7% better than the ‘rectangular’ OCNR, is achieved if we assume
a fully hexagonal element configuration. In contrast to Fig. 4.29 we see that the change of
OCNR in Fig. 4.30 is not monotonic at all. The rectangular configuration does not result in
the lowest OCNR, which occurs for an offset of about 30%.
Finally, Fig. 4.31 shows the effect of changing the column offset in the case that the
Hermite-Gaussian TEM22 mode is assumed to be the only one present in the incident laser
beam. The trend displayed in Fig. 4.30 is similar to the trend shown in Fig. 4.31. The OCNR
is again about 5% higher in the hexagonal than in the rectangular array configuration. Further-
more, the rectangular configuration again does not result in the worst OCNR, which occurs
when two adjacent columns are 50% offset. Some general conclusions can be drawn from
the results presented in Figs 4.29—4.31. First, it is clear that, depending on the geometrical
properties of the incident beam, the array configuration could be adjusted so as to maximise
(or even minimise) the interconnect OCNR. So far we have observed that hexagonal configura-
tions almost exclusively lead to improvements of about 5—7% in the OCNR. Second, in order
to observe even a slightest change in the OCNR, the presence of HOMs in the laser beams,
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Figure 4.31: In the case of the TEM22 mode incidence a better optical interconnect perfor-
mance is obtained (by about 5 %) if a hexagonal arrangement of array elements is used.
unfortunately, has to be very pronounced. The whole idea of offsetting the array columns is
based on the exploitation of the geometrical shape of cross-sectional profiles of various modes.
Finally, the practical significance of column offsets is not particularly great, as the small gains
obtained may easily be cancelled out by variations in other parameter values, not to mention an
inherent decrease in channel density. While the channel density is easily calculated in the case
of a rectangular array configuration, it not only drops in a hexagonal configuration, but it is
also quite difficult to precisely calculate. As we shall see in Sec. 4.4, for example, even small
changes in the alignment of the arrays in the interconnect can wipe out the offset benefits.
Nonetheless, we should not forget that so far we have only examined the effects of parameter
variations independently of all other changes. It may well be the case that best-performance
interconnect design can be reached when an optimal combination of parameter values is used,
and this can only be verified by including global optimisation in the design process.
In this section we have examined the effect of various design parameters on the perfor-
mance of the optical interconnect, as measured by the OCNR, SNR, or the SBP. The mode
expansion method, derived and presented in Ch. 3 has enabled us to do these calculations,
which otherwise would be very difficult to accurately perform. The examination of the optical
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interconnect performance behaviour allows us to gain a better insight into the way in which
we should go about the design and global optimisation of these devices. However, before at-
tempting to precisely formulate an optical interconnect design procedure, we have to consider
the variations in its performance due to yet another parameter: the misalignment between the
arrays. Once an optical interconnect is designed with particular global characteristics, such as
its length, density, and the space-bandwidth product, careful relative placement of arrays, or
adjustment of elements arrangements, could lead to improvements in its overall performance.
However, all those improvements can very easily be lost if improper regard is given to the
commercial aspects of the design, such as the manufacturing, assembly, or temperature toler-
ances.
4.4 Tolerance to misalignment
The issue of tolerance of optical interconnects to misalignment has been a subject of many
studies [100, 99, 212, 62, 47, 98]. This particular tolerance has been identified as the most
important factor preventing a mass production and deployment of optical interconnects, in a
range of practical systems. In these studies, apart from one treatment employing the M2 for-
malism [99], the VCSEL beam has been assumed to have the fundamental Gaussian intensity
profile. While theoretical and experimental agreements were found to be in relatively good
agreement (with the Gaussian-beam assumption) [100], in some practical systems the optical
crosstalk noise was measured to be substantially higher than expected, possibly due to the
presence of higher-order modes [62]. Here we examine the optical interconnect tolerance to
misalignment when the properly measured beam composition is used. We shall restrict our
examination of the effect of tolerance to the case of diagonal lateral misalignment, as illus-
trated in Fig. 4.32. In our calculations we assumed that the VCSEL array and the transmitter
microlens array were always properly aligned, and that the receiver microlens array and the
photodetector arrays were also always properly aligned. Hence, the misalignment considered
was the misalignment between the transmitter and receiver microlens arrays. All other pa-
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Figure 4.32: Schematic diagram of the misalignment mechanism in optical interconnects. Here
we assume that the lateral misalignment occurs between the two sides of the interconnect, and
that the VCSEL and transmitter microlens array, as well as the receiver microlens array and
the photodetector array are, respectively, aligned.
rameter values were standard. As a measure of misalignment we take the ratio of the actual
misalignment distance δ and channel spacing ∆:
Lateral Misalignment =
δ
∆
· 100%. (4.64)
In order to illustrate the mode-dependent behaviour of the interconnect misalignment tol-
erance we first assumed that the incident beam consisted of either only a TEM00, or a TEM11
mode, and calculated the SNR. The result is shown in Fig. 4.33. If the VCSEL beam is as-
sumed to be purely the fundamental Gaussian mode, our optical interconnect has been shown
to tolerate lateral misalignment of up to about 10% very well. However, if the incident beam is
assumed to be the TEM11 mode, the interconnect can virtually tolerate no misalignment at all.
Figure 4.33 also shows that assuming the TEM11 incidence dramatically worsens the overall
interconnect performance, as well. TEM11 mode has a very different cross-sectional profile
than the TEM00 mode, and it is hence imaged and diffracted very differently. Furthermore, the
172 CHAPTER 4. APPLICATION IN OPTICAL INTERCONNECTS
Figure 4.33: The effect of lateral misalignment on the signal-to-noise ratio of the optical inter-
connect in two cases: when the fundamental Gaussian beam is incident, and when the TEM11
higher-order mode is incident. As soon as the incident field distribution is changed from the
smooth Gaussian function, the tolerance to misalignment dramatically decreases. The amount
of lateral misalignment is defined by Eq. (4.64).
amount of the optical crosstalk noise introduced by the TEM11 mode, for the same channel
spacing, is significantly larger. An improvement in the misalignment tolerance and the overall
interconnect performance, in the presence of HOMs, can be obtained by increasing the channel
spacing, and hence decreasing the interconnect density.
Following our initial experiment, we study the interconnect misalignment tolerance by
using the measured beam composition, as shown in Fig. 4.34. Figure 4.34 was produced by
using the same data used for Fig. 4.11, the only difference being that the power was normalised
to the total output power, and the particular drive current values were replaced by ‘Beam
Composition Numbers’. Beam Composition Numbers describe the laser pumping level, and
are proportional to (I − Ith), where I is the laser driving current, and Ith is the laser threshold
current. Normalisation by the total output power helps us to see the relative relationships
between the modes, and beam composition identifiers help us to easily address each particular
composition.
The interconnect tolerance to misalignment in the case when the measured beam compo-
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Figure 4.34: The measured modal composition of the incident laser beam, represented in terms
of the amount of power that each mode carries relative to the power carried in the fundamental
mode. Beam Composition Numbers describe the laser pumping level, and are proportional to
(I − Ith), where I is the laser driving current, and Ith is the laser threshold current.
sition is used in calculations is shown in Fig. 4.35. The interconnect parameter values used in
the production of Fig. 4.35 were the standard ones, including a symmetrical maximum-throw
configuration. The only difference is that the channel spacing was increased from the standard
value of ∆ = 250 µm to a slightly higher value of ∆ = 300 µm. This was done so that
relatively reasonable SNR values can be obtained in the presence of higher-order modes in the
laser beam. We first assume that the two parts of the interconnect were properly aligned, and
observed what happens to the SNR. The result is shown by the top (SNR) curve in Fig. 4.35.
The SNR value then slowly decreases from its maximum value of 34 dB, as the power in the
fundamental mode diminishes (as the Beam Composition Number increases), and the power
in the first transverse mode increases. This trend continues to the point when the fundamen-
tal mode is no longer present in the laser beam; by this time the SNR only dropped several
decibels, to about 30 dB. As soon as the second transverse mode appears in the laser beam,
the SNR drops sharply by about 3dB, and continues dropping at a much higher rate than pre-
viously, as the modal composition is changed further. For the highest drive current, the SNR
is roughly half of its original value. Differences in the beam profiles are hence sufficient to
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Figure 4.35: Changes in the SNR resulting from the changes in the incident beam modal
composition (empty circles, associated with the vertical axis on the right), and the amount of
lateral misalignment that can be tolerated before the SNR drops to 10 % of its misalignment-
free value.
completely ruin a particular interconnect design. It should be noted that the higher laser output
power associated with higher drive currents is not sufficient to neutralise the decrease in the
SNR due to the presence of higher-order modes.
As seen from Fig. 4.35, when almost all of the VCSEL power is emitted in the TEM00
mode, the SNR decreases by 10% when the planes are misaligned by about 18% (note that
different channel spacings were used in Fig. 4.35 than in Fig. 4.33). As soon as the amount
of VCSEL power emitted in the TEM00 mode drops to about 80%, the misalignment tolerance
is halved. With just less than a half of the optical power emitted in the fundamental mode
(Beam Composition Number 75 in Fig. 4.34) the misalignment tolerance is only about 7%.
Figure 4.35 also shows that the interconnect misalignment tolerance primarily depends on the
portion of the total power emitted in the fundamental mode. Any subtle change in the TEM00
power is faithfully reflected in the misalignment tolerance, as can be seen by comparing the
features of the curves shown in Figs 4.34 and 4.35. The general trend of decreasing SNR
values with decreases in the power emitted in the fundamental Gaussian mode can also be
noticed in Fig. 4.35 (values indicated by empty circles). However, all values are above the
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relatively-standard good-performance value of about 12 dB. With the proper knowledge of the
tolerance of optical interconnects to misalignment, the design process will lead to working
devices much quicker.
4.5 Summary and conclusion
In this chapter we have presented a practical optical interconnect design model, and success-
fully evaluated the device performance. The achievements of this chapter are built on the
strong foundations of the mode expansion method, developed in the previous chapter. Our op-
tical interconnect design model is very comprehensive, as we have accounted for both optical
and electrical parameter values. In the process of evaluation of optical interconnect perfor-
mance, we have established the following facts:
• proper modelling of diffraction in optical interconnects is very important, and the best
way to model diffraction is to use the mode expansion method; using any other method,
or using the mode expansion method with too few expanding modes leads to erroneous
results
• the basic and most common approach to the design of optical interconnects consists of
determining the maximum possible interconnect length L, or channel density D, given
a set of particular parameter values and the required overall performance characteristic;
the mode expansion method allows us to draw optical interconnect design curves from
which it is easy to work out possible combinations of L and D, given a required value
of the signal-to-noise ratio
• the optical interconnect design can be simplified by using the space-bandwidth product
as the main performance parameter; the spatial (length and density) and temporal (band-
width) optical interconnect characteristics are combined in the SBP, which has been
shown to be a maximum only for one set of optical interconnect parameter values
• both approaches to the design of optical interconnects (the design curves, and the SBP
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approach) are complicated in the case when the VCSEL beam contains higher order
modes; due to their increased diffraction, the presence of higher-order modes results in
a diminished quality of optical interconnect performance
• the optical interconnect performance can be fine-tuned by adjusting any one of a number
of parameter values, or combinations thereof, such as d1/f , ws/λ, or column offset; the
improvements are generally not large and their exploitation has to be weighted carefully
against the increased difficulty of production
• the tolerance of optical interconnects to lateral misalignment has been found to be
strongly related to the portion of the VCSEL power emitted in the fundamental Gaus-
sian mode; in the case that the fundamental mode is dominant, the optical interconnect
is reasonably immune to misalignment, in the case that most of the power is emitted in
higher-order modes, the tolerance to misalignment is practically lost.
The above findings can best interpreted in the context of a general optical interconnect design
procedure, which we have employed throughout this chapter. This general procedure can be
summarised as follows:
1. set up a design model, denote all the parameters, identify which phenomena are most
likely to affect the optical interconnect performance, and determine the measure of op-
tical interconnect performance (such as the OCNR, SNR, or the SBP)
2. experimentally measure or otherwise procure parameter values
3. calculate the optical interconnect performance, and calculate its tolerance to misalign-
ment; if the resultant values are not acceptable, relax the performance requirements, or
change some of parameter values
4. while keeping the interconnect performance and tolerance above the required level, vary
the less fixed set of parameters to see if the chosen performance measure can be opti-
mised; critically evaluate the benefit of the obtained improvement over the production
complications that it may cause.
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In this chapter we have gone through each of the above four steps, and suggested a way in
which the steps can practically be executed. The way in which the optical interconnect design
model and the measure of performance are set up could vary from one case to another, depend-
ing on the design aims that need to be achieved. However, the essence of the procedure is the
same in each case, and the benefits of the mode expansion method are evident.
Chapter 5
Conclusion
The continuing exponential development of information-processing systems, in terms of their
processing power, size, and cost, depends not only on the continuing development of individ-
ual information-processing centres, but also on the development of the communication links
between them. While the development of integrated electronic circuits, according to industrial
assessments, is likely to continue unabated, the electrical interconnects used for communica-
tion between chips at medium and short distances have been identified as being in need of
urgent improvement. Currently, the most effective solution for the communication bottleneck
caused by the poor performance of electrical interconnects is a radical shift to a technology
utilising a higher frequency band, in the form of optical interconnects. Numerous theoretical
and experimental studies of optical interconnection schemes performed so far indicate a bright
future for these new devices.
While the humanity has a reasonably good grasp of the principles of electromagnetism, a
lot of work still remains to be done on devising and organising procedures for trouble-free and
independent application of those principles. It was noted, early on in the research on optical
interconnects, that the problem of laser beam diffraction will need to be dealt with decisively
if an optimum in the performance of optical interconnects is to be attained. However, even
though diffraction has been investigated ad nauseam, accessible tools for solving practical
diffraction problems still have not been produced. This dissertation rectifies this.
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5.1 Summary of dissertation findings
We formulated the problem of diffraction in optical interconnects as essentially a mathemati-
cal problem of appropriately solving the laser beam diffraction integral in the Fresnel region.
This diffraction integral is a direct consequence of application, manipulation, simplification
and approximation of the first principles of electromagnetism in the microchannel optical in-
terconnect configuration. While the way from the first principles to the specific diffraction
formula is well known in principle, we have followed it with typical optical interconnect pa-
rameters in mind; we have shown the reasoning behind and the significance of each approx-
imation. The treatment of this process is sometimes very sketchy, or altogether omitted in
many textbook-level publications dealing with diffraction. However, its proper understanding
and verification is necessary in order to obtain a proper perspective of the problem that needs
to be solved. Furthermore, by showing how to do it in the case of the microchannel optical
interconnect configuration, we have made the commencement of the treatment of diffraction
in other interconnect configurations easier.
After formulating the problem specifically, we turned our attention to the existing ways
of solving it. The first problem that we encountered was how to deal with the vast amount
of literature that has been published on the subject. The problem of optical diffraction, after
all, is older even than the theory of electromagnetism itself. Judging by the mere number of
publications we expected to straight away find a procedure, or ready software packages, that
anyone working at the ‘system level,’ equipped with a computer and the basic knowledge of
the field, would be able to implement easily. However, that was not the case. Perhaps our
‘basic knowledge’ was not extensive enough, or the evaluation methodology and the overall
approach were ill conceived and poorly planned. Whatever the reason, the attainment of the
enabling power that the results presented in the previous chapters gave us, ultimately rewarded
the efforts motivated by this initial failure.
In an attempt to rationalise the current state of the art in the area of optical diffraction,
we decided to divide the existing approaches into three different categories. This division
is by no means overwhelmingly general, and it may not be applicable to other projects of
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similar kind; it was inspired by the nature of the problem of diffraction in optical interconnects,
as well as the nature of the publications that we originally encountered. The first approach
consists of ‘direct solutions.’ The studies of this kind start from somewhere in the deductive
chain spanning the first principles and one of many mathematical formulations of the scalar
diffraction principle. The starting point is very much like the mathematical formulation of our
problem presented in Ch. 2. However, as several equally valid mathematical arguments can be
used to arrive at the diffraction formula, the results in the papers of this first category frequently
appear incompatible with each other. Quite a bit of insight is frequently needed to establish the
relationships between different mathematical formulations of the same meaning, especially if
the normalising and other factors are omitted. This was initially considered an obstacle in our
project, but after a while clear trends emerged. After choosing a suitable starting point, all
direct solutions proceed to analytically solve the diffraction problem. Depending on how the
problem was mathematically formulated, as well as on the choice of the formulation of the
incident optical field, various integration techniques are applied in order to get to a meaningful
and useful result, which is then numerically implemented to show behavioural trends. The
main problem with this type of approach is that the results obtained are usually only valid for
the specific situation considered, not to mention the numerical traps that are associated with
them. If we desire to change any of the parameters of the problem, including the incident
optical field formulation, or the characteristics of the diffracting plane, the whole procedure
needs to be repeated.
The second category of solutions that we identified are the solutions obtained by further
approximation of the diffraction formula that we chose as our starting point in Ch. 2. The
motivation behind this approach is that the simplification of the mathematics associated with
diffraction problems is frequently worth the benefits gained in the transparency and the ease
of application. In this category of solutions we included all the solutions of the diffraction
problem in the far field, also known as the Fraunhofer diffraction. While we acknowledged
that these solutions are excellent for preliminary considerations, our main fear was that the
further approximations made to the diffraction formula are too strong in the optical intercon-
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nect context. The primary goal of the first-category solutions is to maintain a suitable level of
accuracy in the derivations all the way through to the final result, and as such are not much
used at the system level. On the other hand, the simplified second-category approach might
be attractive from the engineering perspective, but then one can never be sure what exactly is
missing. In the sense of the mathematical approach and the tools used, the solutions belonging
to this category are very similar to the solutions that belong to the first category. The process
of integration is still pursued, and the outcome depends on the chosen starting point, all the
approximations, and the choice of the representation of the incident optical field.
The third category of solutions that we identified, termed ‘solutions by equivalent repre-
sentation,’ consisted of all the solutions that followed a philosophy radically different from
the first two. Instead of trying to ‘formulate and integrate,’ the solutions in this category were
found to utilise unusual mathematical equalities, as well as to premeditate the characteristics
of the expected solutions. This approach very much fitted in with what we desired, and was by
far the approach most used in earlier studies on modelling diffraction in optical interconnects.
While it possessed the easy-going nature of the solutions obtained by further approximation, it
lacked the accuracy and the rigour associated with the first category. In this class of solutions,
the main focus was on understanding and modelling the effects of diffraction, as they may be
relevant in a practical device, and trying to achieve those same effects by alternative means.
Out of all the solutions in each of the three categories, we selected and reviewed a class
representative that could have and has been used to model diffraction in optical interconnects.
The first category of solutions was represented by the work of Tanaka et al., the second cat-
egory was represented by the work of Tang et al., and the third category was represented by
the work of Belland and Crenn. In the work of Tanaka et al. laser beams were represented
by Laguerre-Gaussian functions and full analytic integrations were performed with the result
being an infinite-sum representation of the diffraction field; in the work of Tang et al. the laser
beam was represented by a plane wave diffracted by an apertures, and the simplified Fraun-
hofer diffraction field was obtained; in the work of Belland and Crenn the laser beam was
represented by Gaussian functions, and the (weak) diffraction was interpreted as consisting of
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changes in the parameters of that incident Gaussian beam. None of those approaches qualified
as appropriate for modelling diffraction in optical interconnects.
The most significant contributions of this dissertation are the formulation of the mode
expansion method, and its validation as the optimal tool for modelling diffraction in optical
interconnects. The derivation of the mode expansion method was approached from the philo-
sophical point of the third-category solutions described above. Rather than plunging straight
into the intricate manipulation of equations, we started from the assumption that the resultant
diffraction field, regardless of how it was produced can be interpreted as a weighted sum of
functions of an orthonormal set. This idea, mathematically and in principle, is not new, but
the full credit for its first formal pursuit in the context of laser beam diffraction has to be given
to the work of Tanaka et al. Furthermore, as we have seen in Ch. 3, the application of the
modal-expansion principle is not a straight-forward matter; one has to resort to some clever
tactics if a truly new meaning is to be unveiled.
The mode expansion method enables us to model diffraction effects without solving the
traditional diffraction integral, or evaluating one of its existing solutions. The crux of the
method consists of, first, representing the the optical field, both behind and after the diffracting
aperture, in terms of weighted sums of suitably chosen sets of orthogonal functions; second,
the two field representations are matched at the diffracting surface, thus allowing us to work out
the unknown coefficients and parameters. The mode expansion method was formulated with
the intrinsic assumption that the diffracting aperture is infinitesimally thin, and that it can be
accounted for through its ‘action.’ However, the method can equally well be applied to the case
of any composite aperture. The strengths of the mode expansion method are many, especially
in the context of modelling diffraction in optical interconnects. Namely, the incident optical
field is not constrained to any predefined form, such as planar, spherical, or purely Gaussian
beams; the aperture shape, size, position, and the transmission function are also irrelevant, as
the derivation of the mode expansion method was not related to any particular kind of aperture.
Most importantly, however, the diffraction field obtained by the mode expansion method is
given by using the same functional forms used to represent the incident optical field. Hence,
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the phenomenon of diffraction can be interpreted in terms of changes in the parameters of
the incident beam, rather than in terms of new functional forms. As such, the mode expansion
method allows us to investigate diffraction at multiple and wildly different diffraction surfaces,
by simply repeating the same process over and over again.
While the ideas of modal expansion have been investigated previously by researchers in
various fields closely related to the subject of laser beam diffraction, we point out that the
true novel contribution of this dissertation lies in the fact that we formally showed how to
arrive at the mode expansion method, starting from the beginning of the theory. We proved
that the mode expansion method truly gives the same results as the direct application of the
diffraction integral, and that the mode expansion method can be applied regardless of the
choice of incident beam functions, or the diffraction surface.
The final set of contributions detailed in this dissertation was made in the area of optical
interconnect design. We have proposed the microchannel optical interconnect configuration,
identified the parameters important in the design, as well as formulated appropriate parameters
that can be used to evaluate the device performance. The ideas of the signal-to-noise ratio,
optical signal-to-noise ratio, and the space-bandwidth product are certainly not new, but they
have not been applied in the case of optical interconnect design in the way that we have applied
them here. This is especially true in the case of the space-bandwidth product which was
introduced to the study of optical interconnect performance in the present volume. By applying
the mode expansion method in the design of optical interconnects we were able to precisely
quantify the effect of laser beam diffraction, evaluate the device performance, and establish the
performance limitations caused by the diffraction phenomena. We have also used the mode
expansion method to investigate other important aspects of optical interconnect performance,
such as its sensitivity to misalignment. We have, in this dissertation, indicated clearly, in
all of its details, how the mode expansion method is to be applied in a microchannel optical
interconnect configuration.
For the first time to the best of our knowledge, we considered the effects of diffraction of
experimentally measured VCSEL’s higher-order modes on the performance of optical inter-
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connects; without the mode expansion method this outcome would not be possible. We also
examined, for the very first time, the effects of diffraction of higher-order modes on the space-
bandwidth product, as well as the tolerance of optical interconnects to misalignment. In all
of the cases we found that diffraction effects, especially if higher-order modes are present in
the laser beam, played an important role in the performance of optical interconnects. None of
these findings would have been possible without the mode expansion method.
5.2 Further goals and direction
The true value of the mode expansion method will be realised only through its further devel-
opment and application in practical situations. The first steps in the acquisition of any new
technique are usually the hardest; however, the time invested in laying the foundations pays
off manyfold when it comes to applying the technique in new and exciting cases, that may not
even be evident now.
Several directions may be pursued in terms of incremental contributions in the develop-
ment of the mode expansion method, as each aspect of the method may be further probed and
refined. For example, one could look at more exotic ways of representing laser beams, investi-
gate ways of representing diffraction-free beams, or look into the situation where the incident
optical field is produced and emitted by several sources. Diffraction caused by non-clinical
diffracting surfaces, such as aberration-prone thick lenses, mirrors, or other compound and
multiple elements. Finally, the produced diffraction field could be examined diagnostically
and the relationships between the characteristics of the diffraction field, on one hand, and the
incident field and the diffracting surface, on the other hand, could be sought.
The more exciting applications of the mode expansion method has to be connected with
promising new devices and systems, such as the free-space optical interconnects; one always
has to look for the situations where diffraction is likely to occur, and where it is likely to have
some effect on the overall performance. Luckily, with the constant trend of device minia-
turisation, as well as with the penetration of optical technologies in our daily lives, this will
5.2. FURTHER GOALS AND DIRECTION 185
become increasingly easier. The ultimate triumph of the mode expansion method, regardless
of the practical situation in which it is used, would be to allow the designer to come up with
novel and unusual physical structures and combinations which would allow him to neutralise
the negative effects of diffraction, and capitalise on the positive.
Appendix A
Electromagnetic considerations
The electromagnetic considerations presented here are based primarily on the material pre-
sented in Ref. [103].
A.1 Review of fundamentals
The electromagnetic principles, in their differential form, can be written as
∇×E = −Jm − ∂B
∂t
, (A.1)
and
∇×H = J + ∂D
∂t
, (A.2)
where E is the electric field vector, D is the electric displacement vector, B is the magnetic
field vector, and H is the auxiliary magnetic field vector. J represents the (electric) current
density, and Jm represent the magnetic current density.
By taking the divergence of Eqs (A.1) and (A.2), and having in mind the two equations of
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continuity,
∇ · J + ∂ρ
∂t
= 0, (A.3)
and
∇ · Jm + ∂ρm
∂t
= 0, (A.4)
two immediate consequences of Eqs (A.1) and (A.1) are:
∇ ·B = ρm (A.5)
and
∇ ·D = ρ. (A.6)
In the above equations, ρ and ρm represent the (electric) and magnetic charge density per
unit volume respectively. Magnetic current density, Jm, and magnetic charge density, ρm, are
introduced as mathematical formalisms, not necessarily existing in nature, with the aim of
facilitating further derivation.
The relationships between the two pairs of field vectors, E and D, and B and H , are
determined on the basis of the medium wherein the field exists. Straight away we assume
that all media of interest in the context of our problem are isotropic; we assume that vectors
E and D, and B and H have the same direction at any point in the interconnect. Ratios of
magnitudes of these two pairs of vectors:
 =
D
E
, (A.7)
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and
µ =
B
H
, (A.8)
generally in function of field intensity and frequency, form the constitutive parameters of the
medium. In Eq. (A.7),  represents the permittivity of the medium, and in Eq. (A.8), µ repre-
sents the permeability of the medium. The constitutive parameters are frequently normalised
to their constant values in vacuum:
0 = (1/36pi) · 10−9 F/m,
µ0 = 4pi · 10−7 H/m, (A.9)
and termed the relative permittivity (or dielectric constant):
r =

0
, (A.10)
and the relative magnetic permeability:
µr =
µ
µ0
. (A.11)
While µr ≈ µ for practically all materials of interest in optical interconnects,  is generally
assumed to be a complex number,
 = re − jim, (A.12)
in order to keep track of the relative phase difference betweenE andD. The phase difference
is due to the molecular structure of the medium.
Values of  and µ at any point in a medium are generally dependent of the strength of
the field at that point, as well as on the relative position of the observation point. In case
that the constitutive parameters are independent of the field strength, all relations between the
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field vectors become linear, and the superposition principle may be used. If the constitutive
parameters do not depend on the relative position within the medium, the medium is said to be
homogeneous, and the constitutive parameters can be treated as constants. We assume that all
materials of interest in optical interconnects are both linear and homogeneous.
Assuming that only conduction currents are be present in the medium, without any con-
vection currents, the electric field vector can be related to the current density vector:
J = σE, (A.13)
where σ, in general frequency dependent, is the conductivity of the medium.
In order to be able to properly define an electromagnetic field in R3, apart from the field
and source equations, we also must know the relations that exist at a boundary where the
properties of the medium change discontinuously. Consider two adjoining media, M1 and
M2, with two sets of constitutive parameters: p1 = {1, µ1, σ1}, and p2 = {2, µ2, σ2}. The
boundary surface between M1 and M2 is denoted by S12, and the positive unit vector, n,
normal to S12, is directed from medium M1 into medium M2. The boundary conditions that
must be satisfied on the boundary between M1 and M2 are as follows.
Boundary condition 1: The tangential component of the electric field is continuous across
the boundary:
n× (E2 −E1) = 0. (A.14)
In general, the electric fieldE penetrates into a conducting medium a distance inversely
proportional to
√
σ, the square root of the conductivity of the medium. Hence, if M1 is
a perfect conductor (σ1 = ∞), E1 must be zero. Boundary condition 1 in that case can
be reduced to:
n×E2 = 0. (A.15)
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Boundary condition 2: There is a discontinuity in the normal component ofD at the bound-
ary if there exists a surface layer of charge:
n · (D2 −D1) = n · (2E2 − 1E1) = η, (A.16)
where η represents charge density per unit area. Generally, layers of charge occur when
one of the media has infinite conductivity.
Boundary condition 3: The normal component ofB varies continuously across a boundary:
n · (B2 −B1) = n · (µ2H2 − µ1H1) = 0. (A.17)
Boundary condition 4: A discontinuity in the tangential component ofH occurs only where
there is a surface-current sheet on the boundary:
n× (H2 −H1) =K, (A.18)
whereK is the surface-current density. Generally, current sheets exist only if one of the
media is infinitely conducting. In that case, from Boundary Condition 1, it follows that
the field cannot penetrate the medium, and hence that:
H1 = 0, (A.19)
from which it follows that
n×H2 =K, (A.20)
and
n ·B2 = 0. (A.21)
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Note that Eqs (A.19), (A.20), and (A.21) are written assuming that M1 is infinitely con-
ducting, i.e. that σ1 =∞.
We proceed now to derive several other expressions that will be useful in further consid-
erations of the electromagnetic field. By taking the curl of Eq. (A.1), and by eliminating the
magnetic field vectorB by means of Eqs (A.2) and (A.8), we obtain
∇×∇×E + µ∂
2E
∂t2
= −µ∂J
∂t
−∇× Jm. (A.22)
Similarly, by interchanging the roles of Eqs (A.1) and (A.2), we get
∇×∇×H + µ∂
2H
∂t2
= −∂Jm
∂t
+∇× J . (A.23)
By using the vector identity
∇×∇× P =∇ (∇ · P )−∇2P , (A.24)
and after replacing∇ · E with ρ/, and∇ ·H with ρm/µ, Eqs (A.22) and (A.23) become
∇
2E − µ∂
2E
∂t2
= µ
∂J
∂t
+∇× Jm + 1

∇ρ, (A.25)
and
∇
2H − µ∂
2H
∂t2
= 
∂Jm
∂t
−∇× J + 1
µ
∇ρm. (A.26)
Equations (A.25) and (A.26) still have the same general meaning as the starting Eqs (A.1)
and (A.2). Very frequently, as indeed is the case in the study of optical interconnects, we have
to deal with electromagnetic fields in a medium different to the one where they were produced.
Assuming that the medium of interest contains no sources, Eqs (A.25) and (A.26) reduce to
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the homogeneous vector wave equations:
∇
2E − µ∂
2E
∂t2
= 0, (A.27)
and
∇
2H − µ∂
2H
∂t2
= 0. (A.28)
So far, no restrictions were placed on the time dependence of any of the quantities. An
arbitrary function can always be represented by a combination of functions with harmonic time
dependence. With the harmonic-time assumption, expressed through the (suppressed) factor
ejωt = cos(ωt) + j sin(ωt), the vector relations, given by Eqs (A.25) and (A.26), simplify to a
pair of vector Helmholtz equations:
∇×∇×E − k2E = −jωµJ −∇× Jm, (A.29)
and
∇×∇×H − k2H = −jωµJm +∇× J , (A.30)
where the propagation constant, k, is given by
k2 = ω2µ. (A.31)
Again, in a source-free medium, Eqs (A.29) and (A.30) simplify to a pair of homogeneous
vector Helmholtz equations:
∇
2E + k2E = 0, (A.32)
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and
∇
2H + k2H = 0. (A.33)
As written above, Eqs (A.32) and (A.33) imply that each rectangular component of the field
vectors, U , satisfies the scalar Helmholtz equation:
∇2U + k2U = 0. (A.34)
This equation is usually solved by making the paraxial assumption, i.e. that the power
carried by ψ is concentrated along the axis of propagation, here taken to be the z axis. When
dealing with the behaviour of electromagnetic fields in optical interconnects, we will always
assume that they do not extend laterally much past a small circle around the axis of propaga-
tion. The most well-known waveforms satisfying Eq. (A.34) are the plane, cylindrical, and
spherical waves, all described by a family of equiphase surfaces.
A.2 Derivation of the diffraction formula
The field equations presented in the previous section apply in regions of space free of charge
and current distributions; they do not contain information about their ultimate sources, which
are exist outside of their domain of validity. Solving the problem of laser beam diffraction
consists of the more general task of characterising the electromagnetic field, the diffraction
field, due to a known field distribution associated with the diffracting surface. The application
of electromagnetic equations in this more general case consists of utilising the vector Green’s
theorem. We Consider a volume V , bounded by surfaces S1, S2, . . . , Sn, as shown in Fig. A.1,
and introduce F andG as two vector functions of position in V . Both F andG are considered
to be continuous and to have continuous first and second derivatives in V , as well as on the
boundary surfaces. As shown in Fig. A.1, n represents unit vectors normal to the bounding
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Figure A.1: Notation used in the application of Green’s theorem.
surfaces, and directed into V . According to the vector Green’s theorem, we then have:
∫
V
(F ·∇×∇×G−G ·∇×∇× F ) dV
= −
∫
S1+S2+...+Sn
(G×∇× F − F ×∇×G) · n dS. (A.35)
The ultimate purpose of applying the Green’s theorem is to express the field at an arbitrary
point P in the volume V in terms of the field sources within this volume and the values of the
field over the boundaries of the region. After assuming that
G =
e−jkr
r
= ψa, (A.36)
where r is the distance from P to any other point in the region, and a is an arbitrary but
otherwise constant vector, and after a very lengthy sequence of manipulations, we obtain the
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field at P as
EP = − 1
4pi
∫
V
(
jωµψJ + Jm ×∇ψ − ρ

∇ψ
)
dV
+
1
4pi
∫
S1+S2+...+Sn
jωµψ (n×H) dS
+
1
4pi
∫
S1+S2+...+Sn
(n×E)×∇ψ dS
+
1
4pi
∫
S1+S2+...+Sn
(n ·E)∇ψ dS, (A.37)
and
HP = − 1
4pi
∫
V
(
jωψJm + J ×∇ψ − ρm
µ
∇ψ
)
dV
+
1
4pi
∫
S1+S2+...+Sn
jωψ (~n×E) dS
+
1
4pi
∫
S1+S2+...+Sn
(n×H)×∇ψ dS
+
1
4pi
∫
S1+S2+...+Sn
(n ·H)∇ψ dS, (A.38)
where all symbols have the same meaning as before. The fields at observation point P have
thus been expressed as the sum of contributions from the sources distributed through region
V and from fields existing on the bounding surfaces. Equations (A.37) and (A.38) describe
radiation fields in their direct relation to the sources. However, we are frequently interested
in a simpler problem, as is indeed the case in our consideration of the laser beam diffraction
problem. The simple problem is this: Given the values of the electric and magnetic field
vectors over an equiphase surface, how can we determine the field vectors at a specified point?
Let the fields be specified over an equiphase surface S which encloses all sources of the
field, and let P be the field point at which the vectors E and H are to be determined. The
solution to our simplified problem can be obtained by application of Eqs (A.37) and (A.38) to
the region bounded by S and infinity. Since the sources of the field lie outside this region, the
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two volume integrals vanish as follows:
EP =
1
4pi
∫
S
−jωµ (n×H)ψ
+(n×E)×∇ψ + (n ·E)∇ψ dS, (A.39)
and
HP =
1
4pi
∫
S
−jω (n×E)ψ
+(n×H)×∇ψ + (n ·H)∇ψ dS. (A.40)
Equations (A.39) and (A.40) may be regarded as an analytical formulation of the Huygens-
Fresnel diffraction principle, which serves generally as a basis for the study of wave propa-
gation. The Huygens-Fresnel principle states that each point on a given wavefront can be
regarded as a secondary source which gives rise to a spherical wavelet; the wave at a field
point is to be obtained by superposition of these elementary wavelets, with due regard to their
phase differences when they reach the observation point.
Given that surface S is completely closed, Eqs (A.39) and (A.40) can be rewritten as
EP = − 1
4pi
∫
S
(
ψ
∂E
∂n
−E∂ψ
∂n
)
dS, (A.41)
and
HP = − 1
4pi
∫
S
(
ψ
∂H
∂n
−H ∂ψ
∂n
)
dS. (A.42)
If U stands for any rectangular component of E or H , we may also write a scalar relation
corresponding to Eqs (A.39) and (A.40):
UP = − 1
4pi
∫
S
(
ψ
∂U
∂n
− U ∂ψ
∂n
)
dS. (A.43)
Equation (A.43) may be regarded as the mathematical expression of the Huygens’ principle
A.2. DERIVATION OF THE DIFFRACTION FORMULA 197
for a scalar wave, and is practically taken as the starting point for our considerations of laser
beam diffraction in optical interconnects.
Appendix B
Additional expressions
B.1 Hermite-Gaussian coefficients
So far we have derived the expansion coefficients only in terms of the Laguerre-Gaussian
modes. Generally, due to the equivalence between the two sets of modes we expect that all the
results we can simply express the Laguerre-Gaussian functions in terms of Hermite-Gaussian
functions, and hence obtain the Hermite-Gaussian formulations. We present here, for the sake
of completeness, the expansion coefficients for an empty square aperture of length a in terms
of the Hermite-Gaussian laser beam modes. All the symbols have the same meaning as before,
the only difference is that the diffracting aperture is a square rather than a circle. As before,
the diffraction field can be approximated as
Unm(x, y, z) =
Nˆ∑
nˆ=0
Mˆ∑
mˆ=0
Cnˆmˆ ψˆnˆmˆ(x, y, z), (B.1)
with coefficients given by inverting Eq. (B.1)
Cnˆmˆ =
∫
∞
−∞
∫
∞
−∞
Unm(x, y, z) ψˆ
∗
nˆmˆ(x, y, z) dxdy
= Cnˆ Cmˆ. (B.2)
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Assuming that a → ∞, each of the ‘half-coefficients’ Cnˆ and Cmˆ is given by one of the
Eqs (B.3)–(B.5), depending on the values of n andm (where we have assumed that the incident
mode is ψnm(x, y, z), and < ν, µ > means ‘a choice of either ν or µ’):
(1) if 〈n,m〉+ tˆ = odd,
Ctˆ = 0, (B.3)
(2) if 〈n,m〉 = 2ν and tˆ = 2µ,
Ctˆ =
(−1
2
)ν+µ(
2
w0wˆ0s
)1/2
·(2ν + 2µ)!(s− β)
ν(s− γ)µ
sν+µ(ν + µ)!
√
2ν!2µ!
·F
[
−ν;−µ;−ν − µ+ 1
2
,
s(s− β − γ)
(s− β)(s− γ)
]
, (B.4)
(3) if 〈n,m〉 = 2ν + 1 and tˆ = 2µ+ 1,
Ctˆ =
(−1
2
)ν+µ(
2
w0wˆ0s
)3/2
· (2ν + 2µ+ 1)!(s− β)
ν(s− γ)µ
sν+µ(ν + µ)!
√
(2ν + 1)!(2µ+ 1)!
·F
[
−ν;−µ;−ν − µ− 1
2
,
s(s− β − γ)
(s− β)(s− γ)
]
, (B.5)
where
s =
1
w20
+
1
wˆ20
+
jk
2R0
− jk
2Rˆ0
, (B.6)
the hypergeometric series is given by [108]
F (a, b; c, z) = 1 +
ab
c
z +
a(a+ 1)b(b+ 1)
c(c+ 1)2!
z2 + · · · , (B.7)
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and all other symbols have the same meaning as before. The coefficients for the case that the
aperture contains a thin lens are best obtained numerically (since the action of a square thin
lens is not exactly the same as the action of a circular thin lens of the same focal length), but
an estimate can be obtained by changing s to σ in the above equations.
The optimal parameter set of the expanding Hermite-Gaussian modes (the parameter set pˆ
that maximises the incident-to-incident coupling coefficient), assuming that the incident opti-
cal field is the fundamental Gaussian beam, can be found by simultaneously solving Eqs (B.8)
and (B.9), given by [182]
ξ0η
2
0a
2 = ξˆ0ηˆ
2
0a
2, (B.8)
(η20a
2 − ηˆ20a2)
√
pi(η20a
2 + ηˆ20a
2)
2
Φ
(
1
2
√
η20a
2 + ηˆ20a
2
)
+ηˆ20a
2(η20a
2 + ηˆ20a
2) exp
[
−1
2
(η20a
2 + ηˆ20a
2)
]
= 0, (B.9)
where the error function is given by [108]
Φ(x) =
1√
2pi
∫ x
0
exp(−y2)dy. (B.10)
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