Abstract-Cloud radio access network (Cloud-RAN) is expected to be a promising architecture for next generation access network. In this architecture, the functionalities of conventional Baseband Units (BBUs) are shifted to a BBU pool by using cloud computing technology, which enables coordinated multipoint transmission through the low-cost low-power remote radio heads (RRHs) to improve spectrum and energy efficiency. However, with the dense deployment of RRHs, the huge network power consumption has become a great challenge for green Cloud-RAN, and multiuser downlink beamforming has been proposed as a promising solution. Moreover, the increasing number of mobile users (MUs) causes that admission control (AC) is essential for Cloud-RAN with limited fronthaul capacity and predefined power budget from system design perspective. In this paper, we consider the problem of joint multiuser downlink beamforming and admission control (JBAC) to enhance the admitted MUs in the network and reduce the network power consumption, while taking into account the Quality of Service (QoS) requirements of the MUs, the power budget constraints and fronthaul limitation. It is shown that the JBAC problem is a mixed integer nonlinear problem (MINLP), and still non-convex even though the continuous relaxation is adopted. Therefore, we first transform the JBAC problem into a Mixed-Integer Semidefinite Program (MI-SDP). Then, we propose a bound improving Branch and Bound (BnB) algorithm to yield the near-optimal solution. For practical application, a polynomial-time heuristic algorithm is proposed to derive the sub-optimal solution. Extensive simulations are conducted with different system configurations to show the effectiveness of the proposed two schemes. Furthermore, simulation results also show that the performance of the heuristic algorithm is very close to that of bound improving BnB algorithm, while the complexity of the former algorithm is much lower than the latter one.
I. INTRODUCTION AND MOTIVATIONS
To address high volume of wireless traffic and high data rate demand driven by applications of smart equipments, the traditional single-layer network architecture has shift to heterogeneous one with more densely deployed access points (APs) [1] . However, the increasing number of APs will present great challenges to the design of 5G wireless communication networks in terms of capital expenditure (CAPEX), operating expenditure (OPEX), and interference management [2] . Therefore, to meet the data demand of mobile users (MUs) in an efficient way, a paradigm shift is required to develop 5G wireless networks. The cloud radio access network (Cloud-RAN) [3] , leveraging cloud computing to accomplish large-scale coordinated multipoint (CoMP) communication, is regarded as a promising technology to address the key challenges in 5G wireless networks [4] . In a Cloud-RAN, baseband data and channel state information (CSI) are processed in a cloud data processor, called Baseband Unit (BBU) pool, and shared among the densely deployed remote radio heads (RRHs) via fronthaul links, which allows the RRHs to cooperatively transmit the data to the MUs. As a result, significant CAPEX and OPEX reduction can be achieved due to centralized signal processing, collaborative radio, real-time cloud computing [5] .
However, as there are more and more RRHs deployed in Cloud-RAN, the overall network power consumption, including both transmission and circuit power consumption [6] , will increase enormously. Therefore, green C-RAN has quickly attracted wide attention. The authors in [7] researched the problem of downlink beamforming to improve energy efficiency of C-RANs by using weighted mixed norm minimization. A three-stage algorithm based on the group-sparsity inducing norm was presented to minimize the power consumption for multicast Cloud-RANs [8] . Combining virtualized network resources and virtualized functional entities of baseband processing, the authors in [9] proposed an energy-saving scheme for C-RANs based on formation of Virtual Base Station. The authors in [10] studied the problem of joint MU-AP association and beamforming design to implement downlink and uplink energy minimization. Nevertheless, these excellent works do not take into account limitation of fronthaul links, which is becoming the a bottleneck for realizing the potential performance gain of Cloud-RANs [11] . Moreover, with the huge number of MUs involved in the network, enormous baseband signals and signaling overheads are required to be transmitted in fronthaul links, which incurs that the limited fronthaul problem becomes more severe. Hence, finding a solution of network power consumption minimization problem under limited fronthaul is critical to achieve green communication and commercial deployment of Cloud-RANs.
Some works have been done on energy saving with constrained fronthaul/backhaul links in wireless networks. The authors in [12] investigated the tradeoff between total trans-mission power and sum backhaul capacity over all BSs in a network MIMO system. To minimize downlink transmission power, a low complexity algorithm with constraints on fronthaul capacity was presented in [13] . Nevertheless, these works assume that all the RRHs are involved to cooperatively transmit data to MUs, i.e., the RRH selection mechanism is not considered. Therefore, the schemes proposed by these works can not efficiently reduce the circuit power consumption, which accounts for a large part of network power consumption [14] .
Furthermore, all the works mentioned above do not take into account admission control (AC), which is very important for downlink beamformer design in Cloud-RAN due to the fact that some MUs may be dropped when there are too many MUs in the networks with limited power budget and fronthaul links. In fact, joint AC and downlink beamforming for green communication in wireless systems has been a research topic of many works in literature. The authors in [15] proposed two computationally efficient convex approximation algorithms to maximize the number of users and minimize the transmission power in a single-cell MISO network. Three algorithmic schemes based on the levels of coordination between the macrocell base station and femtocell base stations were presented to perform AC and beamforming optimization for heterogeneous networks [16] . The authors in [17] proposed a holistic sparse optimization framework which considered the power minimization and user admission control for a multicast Cloud-RAN. However, since these excellent works assume that the capacity of fronthaul/backhaul is big enough to serve all the MUs, the proposed schemes can not apply to green Cloud-RAN with limited fronthaul. A joint resource allocation and AC framework for an orthogonal frequency division multiple access (OFDMA)-based two-tier Cloud-RAN with limited fronthaul is presented to reduce the transmission power consumption [18] , however, the circuit power consumption, which is very important for green Cloud-RAN design, did not be taken into account.
In this paper, we will study the network power consumption (including both transmission and circuit power consumption) minimization problem in Cloud-RAN, subject to the power budget constraints, the quality-of-service (QoS) requirements of MUs and limited fronthaul constraints. Since the problem may be infeasible when there are too many MUs accessing to the networks, we consider the problem of joint multiuser downlink beamforming and admission control (JBAC) for Cloud-RAN. In particular, we also take into account RRH selection and MU association in the JBAC problem formulation to reduce the circuit power consumption and meet the constraints of the fronthaul links, respectively, which is not considered in the previous works [7] - [17] . The major contributions of this paper can be summarized as follows:
• We first research joint multiuser downlink beamforming and admission control problem in Cloud-RAN with limited fronthaul from energy saving perspective, which can achieve admitted MUs maximization and the associated network power consumption minimization. In addition, we also consider switching off the RRHs and associating the admitted MUs and active RRHs in the JBAC problem formulation.
• Since the JBAC problem is mixed combinatorial and nonconvex, we transform the problem into a Mixed-Integer Semidefinite Program (MI-SDP) which is a Lagrangian bidual of the JBAC problem when all the binary variables are fixed.
• We propose a bound improving Branch and Bound (BnB) algorithm with some complexity reduction mechanisms to derive the optimal solution of the MI-SDP problem.
Based on these results, we extract the near-optimal beamforming vector through randomization method. Furthermore, we propose a polynomial-time heuristic algorithm to yield a suboptimal solution with low computational complexity, which is suitable for practical application.
• Extensive simulations are conducted with different system configurations to verify the effectiveness of the proposed scheme. Specifically, it is shown that the performance of proposed heuristic algorithm is close to that of the near-optimal algorithm, while the runtime of the former algorithm is significantly lower than that of the latter one. The rest of this paper is organized as follows. In Section II, we presents the system, power model. The joint multiuser downlink beamforming and admission control problem is formulated in Section III. In Section IV, we transform the JBAC problem into a MI-SDP. We then introduce bound improving BnB algorithm and randomization method to derive the near-optimal solution in Section V. In Section VI, a low complexity heuristic algorithm is proposed. Simulation results are discussed in Section VII. Finally, we conclude the paper in Section VIII.
Notation: Throughout this paper, boldface lower case and upper case letters represent vectors and matrices, respectively. R and C denote respectively the sets of real and complex numbers. The transpose and trace operators are denoted by (·) H and T r(·), respectively. Im{·} represents the imaginary part of a complex variable. We denote |S| as the cardinality of a set S. Finally, the notations I n and e n m denote, respectively, the n × n identity matrix and the n-th unit vector in R m .
II. SYSTEM MODEL A. Network Model
We consider a downlink Cloud-RAN with L remote radio heads (RRHs) and K mobile users (MUs), where each RRH is connected to a BBU Pool by a limited fronthaul link, as shown in Fig.1 . Let L = {1, 2, . . . , L} and K = {1, 2, . . . , K} denote the set of RRH and MU indices, respectively. We assume that RRH l, l ∈ L, is equipped with n l ≥ 1 antennas, and all MUs are equipped with single antenna. In this network architecture, the centralized signal processing is performed at the BBU pool, which results in efficient cooperation of downlink transmission among all the RRHs. Let w l,k ∈ C n l ×1 be the transmission beamforming vector at RRH l for transmitting data to MU k. Then the transmitted signal of RRH l can be generally expressed as where s k ∈ C denotes the data symbol for MU k with unit power, i.e. E[|s k | 2 ] = 1. In this paper, we consider a quasi-static fading environment, and denote h l,k ∈ C n l ×1 as the channel vector from RRH l to MU k. Then, the received baseband signal at MU k is given by
where z k ∈ C is the additive Gaussian noise at the MU k, with mean zero and variance σ
We assume that the data symbols and noise for different MUs are mutually statistically independent and single user detection is adopted at the MUs, i.e., the interference in (2) is treated as noise. Then, the corresponding signal-tointerference-plus-noise ratio (SINR) at MU k is given by
B. Power Model
When we design coordinated beamforming vectors of RRHs for green Cloud-RAN, it is critical to consider not only the transmission power consumption but also the circuit power consumption which is dominated by the states of RRHs. According to [6] , [14] , [19] , [20] , there are two states for each RRH, which are sleeping and transmitting. Generally, we can know that the RRH is in sleeping if and only if there is no MUs associated with it. We denote the binary variable a l as the state indicator of RRH l. Specifically, if some MUs are served by RRH l, we set a l = 1, which means RRH l is active. Otherwise, a l = 0 stands for that the RRH l is sleeping, i.e., there is no MUs served by this RRH. Moreover, since the state of RRH is determined by the association states of MUs, we define b l,k as the RRH-MU association indicator: b l,k = 1 means that the MU k is served by the RRH l, and b l,k = 0 otherwise, ∀k ∈ K, ∀l ∈ L. Then, according to the relationships among a l , b l,k and w l,k , we have the following constraints:
The equivalent form of (4) can be written as:
According to [21] , the power consumption of RRH l in transmitting, denoted by P T l , comprises both circuit power consumption and transmission power consumption. With (4), P T l can be expressed as
where P C l and η l denote the circuit power consumption in transmitting and the efficiency of the radio frequency power amplifier for RRH l, respectively. In addition, let the constant P S l denote the power consumption of RRH l when this RRH is in sleep. For Pico base station, the typical values are P C l = 6.8W , P S l = 4.3W , and η l = 0.25 [21] . With (4) and (6), the power consumption of RRH l, denoted by P l , can be expressed as
where
We denote Φ as the parameter tuple {a l , b l,k , w l,k , ∀l ∈ L, ∀k ∈ K}. As a result, the network power consumption of the Cloud-RAN, denoted by F 0 (Φ), is given by
Then, since the term
l is a constant if the network architecture is given, we redefine the network power consumption function F 1 (Φ) by omitting the constant term P S l :
III. PROBLEM FORMULATION Based on the power consumption model, we will formulate the network power consumption minimization problem for Cloud-RAN, and take into account admission control to ensure that the formulated problem is feasible.
A. Network Power Consumption Minimization for Cloud-RAN with Limited Fronthaul
As previously mentioned, we jointly consider the following constraints in Cloud-RAN: the QoS requirement of each MU, power budget and the fronthaul limitation of each RRH.
Similar to [10] , [22] - [24] , we employ the QoS constraints for MUs as follows
where γ k > 0 denotes the target SINR of MU k. Furthermore, since the phases of w l,k have no impact on the network power consumption and the QoS constraints, i.e. (9) and (10), the QoS constraints could be rewritten as the following second order cone (SOC) constraints [22] :
For power budget constraint, since the transmission power of RRH l is equal to
according to (1) . We assume that the transmission power of RRH l has to meet the following constraint:
represents the power budget of RRH l. To quantify the fronthaul cost, one obvious metric is the average bits/sec. However, considering that the information exchanged in the fronthaul includes not only user data but also signaling overhead, this metric reveals too much detail, and the associated problem is highly combinatorial [25] . Hence, similar to [18] , [26] and [27] , we adopt the number of MUs served by each RRH which gives a first order measurement of fronthaul load as the metric of fronthaul cost instead. Then, we have the following constraints:
where S l denotes the maximum number of MUs that RRH l can serve.
With the constraints of the QoS requirement, the maximum power budget and the limitted fronthaul and (4), the network power consumption minimization problem can be formulated as follows:
We note that constraints (14f) and constraints (14g) are not closed form, which make problem P 1 hard to be solved. As a result, according to our previous work ( [28] , Theorem 1), problem P 1 can be reformulated as follows:
where ζ is a positive constant with ζ → 0.
B. Considering Admission Control for Downlink Beamforming
As shown in [29] , the problem P 2 is in fact a MixedInteger Second-Order Cone Program (MI-SOCP), which can be efficiently solved by the method proposed in [28] . However, according to the literatures [15] - [18] which focus on the downlink beamformer design for green communication, problem P 2 can easily become infeasible, since not all QoS requirements of MUs can be satisfied when the number of MUs served by the network is much larger than the total number of the antennas of RRHs or the fronthaul capacity. Accordingly, some of the users should be temporarily dropped via user admission control to guarantee that the desired QoS at each admitted MU is attainable. In such scenarios, it makes sense to require the network power consumption minimization problem to maximize the number of MUs that can be served, while support these MUs with the minimum network power consumption.
As a result, the problem of interest can be described in two stages. In the first stage, we will select subsets of the MUs with largest number of elements, which is given by
where c k ∈ {1, −1} denotes MU access indicator: c k = 1 represents that the MU k is admitted to access the network, and c k = −1 otherwise, ∀k ∈ K. In addition, the Ψ is denoted as the parameter tuple
It is worth note that the constraints (16d) and (15e) guarantee that
In the second stage, with the fixed MU access indicators, we solve the following problem to minimize the network power consumption
Despite the second stage problem is also a MI-SOCP which can be efficiently solved like the problem P 2 , we have to first obtain the optimal set of admitted MUs by solving the first stage problem. Unfortunately, the first stage problem is obviously mixed combinatorial and non-convex due to the constraints (16e) and (16c), respectively, which make the two-stage above problem intractable. As a result, we will reformulate the two-stage problem as a convenient form in the following subsection.
C. Joint Multiuser Downlink Beamforming and Admission Control
In this subsection, inspired by the literature [15] , we reformulate the two-stage problem mentioned above as a joint multiuser downlink beanforming (JBAC) problem by introducing two suitably small positive constants α, β, which are used as penalty factor for MU dropped and feasibility guarantee factor. Specifically, the JBAC problem can be expressed as follows:
Clearly, when the MU k is refused to access the network, i.e.,
, the objective function value will increase due to the penalty factor α, and the QoS requirement constraint of MU k will be satisfied if we set a proper feasibility guarantee factor β.
holds, problem P 3 is always feasible. Proof : Please refer to the Appendix A.
, solution of problem P 3 can achieve the maximum number of MUs served by the network and the associated minimum network power consumption.
Proof : Please refer to the Appendix B.
Theorem1 shows that problem P 3 is a single stage optimization reformulation of the two-stage problem. Furthermore, it is worth to note that the main advantage of problem P 3 is that it allows a convenient convex relaxation which will be shown in the following section.
IV. MI-SDP TRANSFORMATION
Although we reformulate the two-stage problem as JBAC problem with a simple form, we note that problem P 3 is still a MINLP non-convex problem. As a result, we will transform problem P 3 into a Mixed-Integer Semidefinite Program (MI-SDP) in this section.
For ease of presentation, we assume that the all RRHs are equipped with the identical number of antennas and efficiency of power amplifier, denoted as n and η, respectively. Note that the algorithms proposed in this paper can be easily extended to the scenario with different number of antennas and power amplifier efficiency for each RRH. Then, we denote by
H ∈ C nL×1 the aggregative channel vector for MU k. Let w ∈ C nLK×1 denote the aggregative beamforming vector, which can be written as follows:
We introduce a new variable W = ww H which is a rankone positive semidefinite (PSD) matrix. In addition, we define some constant matrices, such as
, ∀l ∈ L, ∀k ∈ K, and set them as follows:
where ⊗ means Kronecker product.
According to matrix theory, we know that x H Cx = T r(x H Cx) = T r(Cxx H ) holds for any matrix C and vector x with proper dimensions. In addition, it can be shown that (c k − 1)
2 in problem P 3 is equivalent to (2 − 2c k ) under the constraint c k ∈ {1, −1}. Thus, with W and the constant matrices defined in (20) , we can rewrite problem P 3 as
where Γ denotes a parameter tuple {a l , c k , b l,k , W, ∀l ∈ L, ∀k ∈ K}, and we use W 0 to indicate that W is PSD. Although problem P 4 is also mixed integer and nonconvex like problem P 3 , we note that the objective function and all constrains of problem P 4 are convex if {a l , c k , b l,k , ∀l ∈ L, ∀k ∈ K} are continuous variables, except the rank constraint rank(W) = 1 in constraints (21h). Therefore, we will drop the rank constraint to obtain the following problem:
We note that problem P 5 is the semidefinite relaxation (SDR) of problem P 4 which can be interpreted as a Lagrangian bidual of problem P 4 (or problem P 3 ) [30] if all the binary variables are fixed. In the following, we will derive the near-optimal solution of problem P 3 according to the optimal solution of problem P 5 .
V. NEAR-OPTIMAL BEAMFORMER DESIGN
In this section, we first solve the optimal solution of problem P 5 , denoted by W * , by using bound improving branch and bound (BnB) algorithm. Then, we adopt randomization method to obtain the the near-optimal solution of problem P 3 , denoted by w * , based on W * .
A. Bound improving BnB Algorithm
We first take solving minimization problem as a example to overview BnB algorithm. A typical BnB algorithm consists of two main parts namely branching and bounding, respectively. In branching part, we will divide a large problem into a few smaller ones according to some rules which will be introduced in the following. In bounding part, we will estimate how good a solution we can get for each smaller problem. To do this, we may have to divide the problem further, until we get a problem that we can handle. Then, we will update the best-known objective value (i.e., the smallest upper bound for minimization problem) of the original problem. In BnB algorithm, some of the branches can be efficiently removed from the search tree if one of the following pruning conditions is satisfied:
(1) The smaller problem corresponding to the branch is infeasible.
(2) The optimal objective value of the smaller problem of the branch is larger than the best-known objective value.
According to the above two pruning conditions, we will present two approaches to potentially reduce the complexity of BnB algorithm. For the first pruning condition, we add three linear redundant constraints which can be removed without loss of generality, and then problem P 5 can be expressed as follows:
For the second pruning condition, we will carefully select branch of the tree and the search direction to obtain a good best-known objective value as soon as posible, which will be presented in further detail in the following. For ease of presentation, we define B as a set which is composed of all the RRH-MU pairs in the CRAN, i.e. B = {(l, k)|∀l ∈ L, ∀k ∈ K}, and introduce another two RRH-MU pair sets which can be expressed as:
We note that a l = 1 and c k = 1 hold if (l, k) ∈ B 1 . With B 1 and B 2 , the integer constraints of problem P 6 (constraints (21g)) are equivalent to:
(25d) Then, we can transform problem P 6 as follows:
In addition, when B 1 and B 2 are fixed, the continuous relaxation of problem P 7 can be expressed as the following SDP:
Clearly, in CRANs with multiples MUs served jointly by cooperating RRHs in CoMP transmission, the optimal objective value of problem P 8 is the lower bound of problem P 7 . We denote problem P 7 and problem P 8 as the parameter tuples (z, B 1 , B 2 ) and (z, B 1 , B 2 ) CR , respectively, where z represents the optimal objective value of the problem P 8 , i.e. the lower bound of problem P 7 .
The pseudo code of the proposed bound improving BnB algorithm is outlined in Algorithm 1, in which some notation have been introduced above. Here, we will explain the other notations: Q is the set of problems (or branches); z b is the bestknown objective value, and B 2 ), which is also the optimal solution of problem P 5 . What is more, we can easily deduce the optimal binary variables of problem (4) and (24) . In the following, we will present the main steps of Algorithm 1. 1)Branching: At each iteration, the problem that achieves the minimum lower bound, denoted as (ẑ,B 1 ,B 2 ), is selected to branch. This rule is known to be the bound improving [31] . Then, the RRH-MU pair with the maximal priotiy is selected, and the problem is divided into two smaller problems according to the value of the user association indicator corresponding to the chosen RRH-MU pair is zero or one. It is obvious that how to select the proper RRH-MU pair is critical to reduce the complexity of the bound improving BnB algorithm, since many problems may be pruned if we obtain a best-known objective value soon. Thus, we defineθ l,k as the priority of a RRH-MU pair for problem (ẑ,B 1 ,B 2 ) which can be expressed as:θ
When the network is fixed, we note that the priority level θ l,k is a function ofŴ which is the solution of problem (ẑ,B 1 ,B 2 ) CR . The first part of (28) can be interpreted as the contribution of this RRH-MU pair to the network performance. Specifically, the numerator represents the power of the desire signal, and the denominator stands for the power of interference caused by the RRH-MU pair. The second part of (28) contains the key system parameter of RRHs. Clearly, the RRH-MU pair belonging to a RRH with higher energy efficiency and fronthaul capacity has higher priority level.
2)Bounding and P runing: Based on the chosen branch and search direction, we update the user association sets, such as B According toŴ, compute the priority levelθ l,k of each (l, k) ∈ B\(B 1 ∪B 2 ) by (28).
5:
Set n = n + 1.
7:
Set B n,1 1
2 ) CR is infeasible, i = 1, 2. 
end if 16: end if 17: if z n,2 < z b , then 18: if B == B n,2
2 , then 19 : 2 ) CR , by solving the corresponding problem P 8 , respectively. According to [31] , global convergence will be guaranteed with the simple bound. After finding the lower bounds (z n,1 , z n,2 ) and updating the current best-known objective value z b , the problem whose lower bound is smaller than z b can be added to the problem set Q, otherwise, the problem will be dropped. This step is refereed to as pruning.
B. Randomization Method for Near-optimal Solution Extracting
When the Algorithm 1 has been done, we can obtain an optimal solution of problem P 5 which contains a PSD matrix W * . However, W * may not be a feasible solution of problem P 4 , since the rank of W * may not be equal to one. As a result, we now discuss how to extract the near-optimal aggregative beamforming vector w * by randomization method [32] . If the W * is rank-one, the optimal solution of problem P 3 can be achieved. Specifically, we apply the eigenvalue decomposition to W * as W * = λ e w e w H e , and take w * = √ λ e w e . Otherwise, we first generate a set of candidate beamforming
We then need to do scaling to yield the beamforming vector which can meet the constraints of problem P 3 . For the vector v m , the scaling problem can be formulated as follows:
Clearly, the problem above is a linear program, and we can easily solve the optimal solution, denoted by x m . Then, we calculate the aggregative beamforming vector by w m = √ x m v m , m = 1, 2, . . . , M , and have the following theorem.
Proof : Please refer to the Appendix C. With Theorem 2, we find w * = min{w 1 , w 2 . . . , w M }, and set w * as the aggregative beamforming vector. According to [32] , the aggregative beamforming vector w * can achieve near optimality if M ≥ 15.
VI. SUBOPTIMAL BEAMFORMER DESIGN
Despite the bound improving BnB algorithm presented in section V can obtain the near-optimal solution of problem P 3 , the computational complexity required may be prohibitive for large network. For practical application, we propose a polynomial-time heuristic algorithm which is numerically shown to yield a suboptimal solution of problem P 3 .
The pseudo code of the proposed low complexity heuristic algorithm is outlined in Algorithm 2. The main idea of Algorithm 2 is to divide the suboptimal beamformer design problem into two phases. In the first phase, we assume that all the RRHs are active, and the admission control procedure is implemented, which corresponds to the top six steps of Algorithm 2. Specifically, Step 3, Step 6 and constraints (21c) guarantee that there is at least one point satisfying the QoS constraints, the fronthaul limitation constraints and the power budget constraints of problem P 2 , respectively. Thus, when the six step have been done, problem P 2 with admitted MUs set K is feasible. In the second phase, since problem P 2 is feasible, we can use the inflation algorithm presented in our previous work [28] to solve the suboptimal solution, which may further reduce the overall network power consumption by sleeping the idle RRH. Because of the space constraint, the details of the inflation algorithm are omitted here. Furthermore, since the result of Algorithm 2 is a suboptimal solution of problem P 3 , we can set it as the initialization of z b to reduce the complexity of Algorithm 1.
In the following, we will analysis the computational complexity of Algorithm 2. For each of SDP problem P 8 , the computational complexity is O(D
3.5
SDP log(1/ǫ)) by using a custom-built interior-point algorithm [33] with a solution accuracy ǫ > 0, where D SDP represents the dimension of Algorithm 2 Polynomial-time Heuristic Algorithm 1: Initialization: Set K = {1, 2, . . . , K}. 2: Solve problem P 8 with B 1 = ∅, B 2 = ∅ and K, and denote byW the solution.
3: Check whether
If so, go to step 4; else, remove the MUk with largest gap to its target SINR, i.e.k = argmax
, from the set K, and go to step 2. 4: Compute priority level θ l,k = Θ(W) for ∀l ∈ L, ∀k ∈ K.
5: For each l ∈ L, sort θ l,k , ∀l ∈ L, ∀k ∈ K in the descending order, and set the RRH-MU association indicators (b l,k ) corresponding to the S l largest priorities as 1 and the others as 0; compute a l , ∀l ∈ L according to b l,k , ∀l ∈ L, ∀k ∈ K and (4). 6: Check whether problem P 2 with fixed a l , b l,k , ∀l ∈ L, ∀k ∈ K is feasible or not; if so, go to step 7; else, remove the MU with largest gap to its target SINRk from the set K and go to step 2. 7: With K, adopt the inflation algorithm proposed in [28] to compute the suboptimal solution of problem P 2 .
the positive semidefinite cone of problem P 8 , i.e.
Since there are K iterations at most, the worst-case computational complexity of the top six steps is polynomial. In addition, according to [28] , the inflation algorithm is a polynomial-time algorithm also. Therefore, Algorithm 2 is a polynomial-time algorithm, meanwhile, it converges in finite iterations.
VII. NUMERICAL RESULTS
In this section, we present numerical results to verify the two proposed algorithms from three perspectives: ensuring feasibility by adopting admission control; serving more MUs for downlink transmissions in Cloud-RAN; and achieving network power saving with proper user association and downlink beamforming. We consider a network with L = 4 multiantenna RRHs and some single-antenna MUs uniformly and independently distributed in the square region [−100 100] × [−100 100] meters. Similar to the existing works [34] [7], we adopt the following channel model: (i) the path-loss (PL) at distant d(km): P L = 148.1 + 37.6log 10 d (dB), (ii) lognorm shadowing with zero mean, 8dB variance, (iii) smallscale fading distribution: CN (0, 1), (iv) transmission antenna power gain 9dB and noise power σ k = −104dBm [35] . In addition, for the RRH l, we use homogeneous setting: the power budget P M l = 0.13W , the power amplifier efficiency η l = 0.25, circuit power consumption P C l = 6.8W , and power consumption in sleep P S l = 4.3W [21] . The small constant ζ in the objective function of problem P 2 is set to 10 −3 . The algorithms proposed in this paper is also suitable for the heterogeneous setting scenarios. Each point of the simulation results is averaged over 100 randomly generated network realization.
A. Network Performance versus Target SINR
In this subsection, we evaluate the performance of the proposed bound improving BnB algorithm (PB-Algorithm) and polynomial-time heuristic algorithm (PP-Algorithm), where the number of antennas is two or four, i.e., n = 2 or n = 4. In addition, we set the total number of MUs and the fronthaul capacity as 10 and 6, respectively.
In Fig.2 and Fig.3 , we compare the various performance of the two proposed algorithms, such as the number of served MUs and network power consumption. As shown in these figures and table, PB-Algorithm always outperforms PPAlgorithm. This is because the later algorithm can derive suboptimal solution, while the former one is able to yield nearoptimal solution. Even so, the performance of PP-Algorithm are very close to that of PB-Algorithm, which confirms the effectiveness of the proposed PP-Algorithm with only polynomial-time complexity. Furthermore, we also observe that the number of antennas has great impact on the various network performance, since more antennas can obtain greater diversity gain.
Specifically, as shown in Fig.2 , the number of served MUs decreases sharply with the growth of target SINR. Because excessive target SINR will lead to few users' requirements can be satisfied under the limitations of maximum transmission power and fronthaul capacity. In addition, Fig.3 depicts the variation in network power consumption versus target SINR. As we have seen, the network power consumption increases with the fronthaul capacity. This is due to that more active RRHs and higher transmission power are needed to meet the growing QoS requirements of MUs. Moreover, the curves ascends slowly when the target SINR is hight, since the power budget is limited for each RRH. This figure demonstrates that the performance gap between PP-Algorithm and PB-algorithm becomes larger when the target SINR is low. Because more RRHs can be in sleep mode in PP-Algorithm, and more circuit power consumption can be saved when the target SINR is low. 
B. Network Performance versus Fronthaul Capacity
From Fig.4 and Fig.5 , we evaluate the effect of fronthaul capacity on the number of served MUs and the network power consumption, respectively. We consider that there are 10 MUs deployed in the network, and the target SINR is 6dB. Based on the reasons mentioned above, we can easily explain that PB-Algorithm outperform PP-Algorithm, and the advantages of more antennas are also obvious. Specifically, in Fig.4 , we have observed that the slopes of the curves are decreasing with the fronthaul capacity. This is due to that the number of served MUs is limited by the power budget of each RRH. Moreover, Fig.5 depicts the network power consumption is increasing with fronthaul capacity. Because the RRHs have to enhance their transmission power to serve more MUs when the fronthaul capacity is high. In particular, different from the trend of the curves in Fig.4 , the network power consumption with 4 antennas is decreasing when the fronthaul capacity is high. This is because that not all the RRHs need to be switched on in that scenario. As a result, we can decrease the circuit power consumption.
C. Network Performance versus Total Number of MUs
In this subsection, we first evaluate the network performance of the two proposed schemes by comparing with the scheme presented in [13] (EL-Algorithm). In EL-Algorithm, the authors focus on implement transmission power consumption minimization for Cloud-RAN with fronthaul capacity limitation, and they assume that the total MUs in the network can be cooperatively served by all the RRHs. Then, we compare the run-time of general BnB algorithm (GB-Algorithm), PBAlgorithm and PP-Algorithm. In particular, the target SINR and fronthaul capacity are configured as 6dB and 6, respectively.
From Fig.6 , Fig.7 and Table I , we can also observe that the three kinds of performance of PB-Algorithm is better than those of PP-Algorithm, since the former algorithm can derive better solution. Fig.6 shows that the number of served MUs is proportional to total number of MUs in the network. With more and more MUs deployed in the network, the growth of the number of admitted MUs becomes slow, since some MUs have to be temporarily dropped. In particular, from this figure, we can easily know that the maximal number of admitted MUs of the proposed algorithms with 2 and 4 antennas is almost eight and ten, respectively. Moreover, this figure also demonstrates that EL-Algorithm can not be applied in the scenario with too many MUs (e.g., 8 MUs with n = 2 and 10 MUs with n = 4), even though this algorithm can serve all the MUs when total number of MUs is small. This is due to that EL-Algorithm do not consider admission control in downlink beamforming problem. Fig.7 depicts the variation in network power consumption versus the number of MUs. As we have seen, the performance of the proposed algorithms is better than that of EL-Algorithm, especially when total number of MUs is small. Because our proposed schemes take into account both transmission power consumption and circuit power consumption. According, we can switch off some RRHs to save circuit power, while all the RRHs are always active in EL-Algorithm. Furthermore, we also notice that the network power consumption of the proposed algorithm with 4 antennas is significantly smaller than other cases. From Table I , we can know that even few active RRHs are able to serve the total MUs in the network with the limitations of maximum transmission power and fronthaul capacity. Fig.8 shows the average algorithm run-time versus total number of MUs in the network. As shown in this figure, the slope of PP-Algorithm is significantly smaller than that of the other two algorithms, since the computation complexity of the former algorithm is polynomial, which is demonstrated in Section V. In addition, the run-time of PB-Algorithm is much shorter than that of GB-Algorithm. This is because that we introduce some complexity reduction mechanisms into PB-Algorithm, such as adding linear redundant constraints, selecting proper branch and improving initial point.
VIII. CONCLUSIONS AND FUTURE WORK
In this paper, we investigated joint multiuser downlink beamforming and admission control problem for the CloudRANs with limited fronthaul capacity, which was aiming to minimize the network power consumption and ensure the feasibility of the problem. Since JBAC problem is mixed combinatorial and non-convex, we transformed the original problem into a MI-SDP which is a SDP when the integer variables are relaxed to continuous ones. Then, we proposed a bound improving BnB algorithm with some complexity reduction methods to get the near-optimal solution. To further lower the computational complexity, a polynomial-time heuristic algorithm was proposed to derive the sub-optimal solution. Simulation results depicted that our proposed algorithms can significantly enhance the number of served MUs and reduce the network power consumption. It was also shown that the performance of the proposed heuristic algorithm is very close to that of the near-optimal algorithm, while the complexity of the former algorithm is much smaller. In addition, simulation results demonstrated that the circuit power consumption dominated by the RRH mode (active or sleep) can not be ignored when designing green Cloud-RAN. Future work is in progress to consider the impact of imperfect CSI on our proposed schemes.
guarantees that constraints (18c) are always satisfied even when c k = −1, w l,k = 0, ∀l ∈ L for every k ∈ K, which is equivalent to
, ∀k ∈ K.
According to Cauchy-Schwartz inequality, we have
||w l,i || 2 2 ). Then, the following inequations hold:
(31) The last inequation is based on constraints (15c).
Then, if β ≤ min
holds, we have the following inequations:
which means that constraints (18c) are met even though c k = −1, w l,k = 0, ∀l ∈ L, ∀k ∈ K. Therefore, we can come to the conclusion that there is always at least one solution of problem P 3 with β ≤ min
, i.e., {a l = 0, c k = 0, b l,k = 0, w l,k = 0, ∀l ∈ L, ∀k ∈ K}.
APPENDIX B PROOF OF THEOREM 1
According to Lemma1, we know that problem P 3 is always feasible if β ≤ min
holds.
Hence, we denote Ψ o = {a , ∀l ∈ L, ∀k ∈ K} as the optimal solution and a arbitrary feasible solution of problem P 3 , respectively. In addition, we assume that the number of served MUs by using solution Ψ f is more than that by using solution Ψ f , i.e., , we can drive that
which contradicts the assumption that
, ∀l ∈ L, ∀k ∈ K} is the optimal solution of problem P 3 . Therefore, we can deduce that there is no other solution that serves more MUs for problem P 3 .
We denoteǨ as the set of MUs served by the network, i.e., K = {k|c o k = 1, k ∈ K}. In addition, we defineΨ o as the parameter tuple {a l , c k , b l,k , w l,k , ∀l ∈ L, ∀k ∈Ǩ}. Recalling the constraints of problem P 3 , it is easy to know thatΨ o is a feasible solution of problem P 2 , as Ψ o is feasible in problem o is the optimal solution of problem P 3 ,Ψ o is also the optimal solution of problem P 2 , i.e.,Ψ o can achieve minimum network power consumption with the served MUs setǨ.
APPENDIX C PROOF OF THEOREM 2
Since {a * l , c * k , b * l,k , ∀l ∈ L, ∀k ∈ K} is feasible in problem P 7 , we can easily know that these binary variables satisfy the constraints (15d),(16d) and (16e) of problem P 3 . From constraints (29b) and constraints (29c), we can deduce that the vector w m meets the constraints (15c) and (18c) of problem P 3 . Therefore, we just need to prove that w m is feasible in constraint (15e).
On the one hand, if b
