In this paper, we introduce a simulation-based algorithm for solving the single-period Inventory Routing Problem (IRP) with stochastic demands. Our approach, which combines simulation with heuristics, considers different potential inventory policies for each customer, computes their associated inventory costs according to the expected demand in the period, and then estimates the marginal routing savings associated with each customer-policy entity. That way, for each customer it is possible to rank each inventory policy by estimating its total costs, i.e., both inventory and routing costs. Finally, a multi-start process is used to iteratively construct a set of promising solutions for the IRP. At each iteration of this multi-start process, a new set of policies is selected by performing an asymmetric randomization on the list of policy ranks. Some numerical experiments illustrate the potential of our approach.
INTRODUCTION
Today, one of the most important concepts in supply chain management is that of replacing sequential decision making with global decision making, where all parties in the supply chain determine the best policy for the entire system. Inventory and transportation systems are good examples of sequential decision making. However, driven by business practices such as vendor managed inventory (VMI), integrated inventory and transportation systems have received much recent attention (Kleywegt et al. 2004) . VMI is a supply chain centralized control initiative where the supplier is authorized to manage inventories of the retailers and to make decisions such as when and how much inventory to ship to the retailer. VMI is seen as an effective means of managing inventory through the strategic use of technologies which enable the flow of information throughout the entire supply chain. Despite the potential benefits, and probably due to its complexity, only a relatively small number of articles have analytically approached the issue of integrating decisions. This issue is known in the literature as the Inventory Routing Problem or IRP (Campbell et al. 2002) . Therefore, model formulations with exact or approximate solution procedures are still needed to assist with the widespread adoption of VMI and use of synchronized inventory and transportation systems.
In this paper, a hybrid approach is proposed. Our approach combines Monte Carlo simulation (MCS) with a multi-start asymmetric randomization of a classical routing heuristic. We consider a single-period IRP consisting of multiple retailers with stochastic demands and a single distribution depot. Since final demands at the retailer centers are assumed to be random variables, potential stock-outs are considered in our model. In the centralized version of this problem that we are addressing, no assumption is made about the inventory policy at an individual retailer. The distribution depot will analyze the inventory position of the retailers and make joint inventory and routing decisions that minimize the total cost to the system, which consists of treated individually retailers.
Another aspect to notice is that most of the existing literature has considered the IRP as a long-term, multi-period problem (Campbell and Savelsbergh 2002) . This is especially the case when the final demands at the retailer centers are assumed to be deterministic. However, we feel that it is also important to study the singleperiod problem, particularly in those scenarios characterized by: (a) information and communication tools that are able to efficiently monitor and report retailers' stock levels at the end of each period; and (b) random demands with a high variability, which makes it difficult to forecast future inventory levels.
The remainder of the article is structured as follows: Section 2 briefly describes the IRP with stochastic demands and reviews some related work; Section 3 gives an overview explanation of our approach; Section 4 presents and discusses some numerical experiments that serve to both illustrate and validate our approach; and finally, Section 5 summarizes the main contributions and results of this work.
THE IRP WITH STOCHASTIC DEMANDS AND RELATED WORK
The IRP with stochastic demands, which is an NP-hard problem, can be described as follows: consider a Capacitated Vehicle Routing Problem (CVRP) with n nodes or retailing centers (RC), plus the depot. Each RC owns an inventory, which is managed by the central depot. For each RC, the inventory level at the end of a period depends on the initial stock level and also on the end-clients' demands during that period. These end-clients' demands are stochastic in nature. In our approach, we will assume that, for each RC, it has been possible to use historical data to model end-clients' demands through a theoretical or empirical probability distribution. Notice that no particular assumption is made on the type of distribution used to model these demands. Therefore, at the end of each period there might be some costs associated with inventory holding and inventory stock-outs. These costs might be incorporated into the decisionmaking process and integrated with (added to) the distribution or routing costs, which are usually based on traveling distances and/or times. At the end of each period, inventory levels are registered by the RC and updated in the central depot, so that a new routing strategy is defined for the new period taking into account the new data. Our goal is to minimize total expected costs (distribution plus inventory-related costs) in each single-period scenario. Some of the first work on the IRP with stochastic demands is due to Federgruen and Zipkin (1984) . They address the single-period combined problem of "allocating a scarce resource available at some central depot among several locations, each experiencing a random demand pattern". They propose a mathematical model and design a modified interchange heuristic as well as an exact algorithm to solve some randomly generated instances with up to 75 nodes. In Bard et al. (1998) , the authors study the IRP with satellite facilities (depots geographically scattered throughout the service area). Interestingly, the authors use a randomized version of the classical Clarke and Wright Savings (CWS) heuristic (Clarke and Wright 1964) to solve routing instances with up to 500 nodes in about two hours. They show that this randomized heuristic outperforms other algorithms, including a Greedy Randomized Adaptive Search Procedure (GRASP). The GRASP procedure consists in successive constructions of a greedy randomized solution and subsequent iterative improvements of it using local search procedures Resende 1989, 1995) . While the randomness process they propose is based on a uniform (symmetric) distribution, in this paper we make use of an asymmetric distribution. Berman and Larson (2001) focus on the problem associated with the distribution of industrial gases to replenish customer tanks with random demands. They propose four dynamic-programming algorithms for solving the associated problem. In Jarugumilli et al. (2006) , the authors make use of a modified version of the A* algorithm (originally used in path-finding in graphs) to solve the stochastic IRP with a single vehicle. Hvattum et al. (2009) address the stochastic IRP with an infinite horizon as a Markov process. They formulate a scenario tree in order to examine a finite horizon as a good approximation to the infinite horizon model. Again, since solving stochastic IRP cases with a Markov process is impractical for all but the smallest instances, they proposed to employ a GRASP heuristic. Finally, Bertazzi et al. (2011) undertake a stochastic IRP with stock-outs and a finite horizon. They assume an order-to-level policy i.e., "the quantity sent to each retailer is such that its inventory level reaches the maximum level". They present a dynamic programming model and propose a hybrid rollout algorithm. The authors use a randomly generated set of instances with up to 50 nodes and 6 periods.
The approach we present in this paper is similar to with some of the previous work, especially with those considering stochastic demands, stock-outs, and rollout periods. However, our approach has some significant differences: (a) we consider several replenishment policies; (b) we use a hybrid algorithm combining simulation with a metaheuristic, which allows us to obtain 'good' solutions to large-size instances in a reasonable time; (c) we promote the use of asymmetric randomization of heuristics; and (d) we propose a completely described set of instances (not a randomly generated one).
AN OVERVIEW OF OUR APPROACH
Our approach focuses on solving the single-period IRP with stochastic demands and possible stock-outs. In this context, we propose a hybrid approach which combines MCS with an efficient CVRP heuristic. MCS can be defined as a set of techniques that make use of random numbers and statistical distributions to solve certain stochastic and deterministic problems (Law 2007) . When properly combined with heuristic techniques, MCS has proved to be extremely useful for solving stochastic VRPs (Juan et al. 2011a ). Our approach is also based on the SR-GCWS-CS randomized algorithm proposed by Juan et al. (2011b) for solving the CVRP. This algorithm makes use of a pseudo-geometric distribution to induce an asymmetric randomization process into the CWS heuristic; and it also employs a memory-based local search. In this paper we consider five different service policies or inventory levels for each customer. Specifically, given a customer, we consider the following policies: (a) no refill for that customer; (b) refill up to one quarter of its capacity; (c) refill up to half of its capacity; (d) refill up to three quarters of its capacity; and (e) full refill. The flow diagram of our algorithm is depicted in Figure 1 and described next as a fivestep procedure. In fact, our methodology could consider more intermediate policies if necessary, which makes it quite flexible. Of course, considering more intermediate policies can lead to slightly better solutions, but will also increase somewhat the computational effort. Thus, for each combination of customerservice policy, MCS is used to obtain estimates of the inventory costs associated with it -"including both surplus and shortage costs". As with any other approximate approach, this method is unlikely to produce an optimal solution, but it can produce near-optimal solutions in a reasonable amount of time.
First, for each customer in the problem, the expected inventory costs associated with each eligible policy are estimated throughout by MCS. Here, both potential surpluses and shortages (stock-outs) are considered for each of the refill policies described in the previous section. In the second step of the procedure, we consider the worst-case scenario from a distribution point of view, i.e., all customers receive a full refill. In this scenario, a fast heuristic is used to obtain a 'good' solution for the associated CVRP. This solution will provide an estimate of the total distribution costs under the full-refill policy. In the third step, we estimate for each customer the routing "marginal savings", i.e., the reduction in distribution costs associated with each non-full-refill policy. In order to do this, a fast heuristic is used to solve a large set of CVRPs. A fast heuristic should be employed here since this step requires us to solve one CVRP for each customer-policy combination, i.e., for each customer and for each non-full-refill policy. Once these marginal costs have been estimated, for each customer an approximated value for the total costs associated with each eligible policy can be obtained by simply adding up estimated routing and inventory costs. Thus, for each customer, the associated eligible policies can be sorted from lower to higher total costs, thus defining a priority policy rank for each customer. In the fourth step, the 'top' policy for each customer (i.e., the one showing the lowest total cost) is selected, and a pseudo-optimal solution is obtained for the corresponding CVRP by using an efficient algorithm, e.g., the SR-GCWS-CS (Juan et al. 2011b) . Finally, in the fifth step, a multi-start process is carried out. At each iteration of this multi-start process, a new policy is randomly selected for each customer and, in a similar way as in the previous step, a new pseudo-optimal solution is obtained for the corresponding CVRP. The best solution found so far is recorded. Notice, however, that the random selection process uses an asymmetric distribution (like the geometric). With this, we aim at assigning more probabilities of being selected to those policies which are located at the top positions of each customer's ranking of policies. Using a multi-start approach makes it difficult for the algorithm to get trapped in a local minimum. 
NUMERICAL EXPERIMENTS
In the CVRP literature, there exists a classical set of well-known benchmarks commonly used to test new CVRP algorithms. However, this is not the case for the single-period IRP with stochastic demands and stock-outs. For this reason, and with the goal of providing complete information about the set of benchmarks employed so that other researchers can use them, we have developed our own set of data by generalizing the well-known datasets A and B from the CVRP literature (Augerat et al. 1995 
Finally, regarding the inventory costs, these must be of the same order of magnitude as the routing costs in order to reach a proper balance between those two costs. In fact, this helps to make sense of not serving some customers under certain conditions, e.g., high inventory levels and low stock-out costs. In order to attain this goal, we have used the following expression to define the inventory costs, IC i , associated with each customer: if 0 (surplus) cost of a round trip from to depot if 0 (shortage),
where surplus i = L i + q i -D i . Notice that λ represents the cost per unit of stock at the end of the period. In the numerical experiments, we have used a value of λ = 0.01. This value was chosen in order to balance routing and inventory costs in such a way that it might be not worthwhile to serve some of the customers. Thus those nodes with a low probability of suffering a stock-out, or those with low penalty costs in case they suffer from a stock-out are being adequately considered in our approach.
Our algorithm was implemented as a Java application and used to run the 27 instances described above on an Intel Xeon E5603 at 1.60 Ghz and 8 GB of RAM. For each instance, a single run with a total maximum time of 3 minutes was employed. Table 1 shows the results obtained in our experiments for the following policies:
(a) Full-refill policy, i.e., all customers are served up to their maximum capacity. (b) Top policy, i.e., each customer is served according to the 'best' policy in its sorted priority list of policies (notice that this top policy could imply that the customer does not need to be served). (c) Asymmetrically-randomized policy, i.e., as explained in our approach, each customer is served according to a policy which has been asymmetric-randomly selected from its sorted policies list. Additionally, Table 1 also shows the percentage gaps between the solution obtained using each policy and our best solution, i.e., the one obtained with the asymmetric-randomized process. Positive gaps imply that the total cost obtained with the asymmetric-randomized process is lower (and therefore better) than the total cost obtained with the alternative method. From Table 1 , it is clear that the best results are obtained using our asymmetric-randomization approach (average gap of almost 80% with respect to the full refill policy), i.e., using a different refill strategy for each node according to different factors such as distance from the depot, current inventory level, expected demand, demand variability, etc. Notice also that using the top strategy for each node as proposed in an intermediate stage of our approach provides a competitive solution for most instances (average gap of 1.37% with respect to our best solution). However, using non-personalized refill strategies -"i.e., using the same refill strategy for all the customers as proposed in most existing articles" -is not a good methodology since it results in considerably higher costs. Finally, Figure 2 illustrates two different routing solutions obtained with the two different refill policies proposed in our algorithm ('top' and 'asymmetric-randomization') for the A-n32-k5 instance. Squares (■) represent customers receiving a full-refill. Diamonds (♦) show customers receiving a ¾-refill. Triangles (▲) represent customers receiving a ½-refill. Circles (•) represent customers receiving a ¼-refill. Finally, stars (*) represent non-served customers. On the left side, the top policy solution proposes to visit some nodes with a specific inventory refill strategies and a routing configuration. While, on the right side, the asymmetrically-randomized policy applies some other inventory policies to some nodes. Thus the subset of served nodes are distinct. Both solutions propose three routes but the compositions of each is different thanks to the application of dissimilar refill policies to each node. The asymmetrically-randomized policy allows to find a better and balanced configurations with individual policies for each node. 
CONCLUSIONS
In this paper, we have presented a hybrid approach for solving the Inventory Routing Problem with Stochastic Demands (IRPSD) and with stock-outs. The IRPSD is a challenging research area because it introduces random behavior into a problem combining two steps of supply chain management -"inventory control and distribution planning". The proposed approach integrates Monte Carlo simulation into different key phases of a heuristic approach. One of the main contributions of our methodology is that it can consider personalized refill policies for each customer, which contributes to significantly to reduce total costs over other approaches using standard refill policies. A set of benchmarks for the IRPSD were developed and a realistic expression to model inventory costs was also proposed. A complete set of tests have been performed to illustrate the methodology and analyze its efficiency as well as its potential benefits.
