Symmetric Graph Convolutional Autoencoder for Unsupervised Graph
  Representation Learning by Park, Jiwoong et al.
Symmetric Graph Convolutional Autoencoder
for Unsupervised Graph Representation Learning
Jiwoong Park1 Minsik Lee2 Hyung Jin Chang3 Kyuewang Lee1 Jin Young Choi1
1ASRI, Dept. of ECE., Seoul National University 2Div. of EE., Hanyang University
3School of Computer Science, University of Birmingham
{ptywoong,kyuewang,jychoi}@snu.ac.kr, mleepaper@hanyang.ac.kr, h.j.chang@bham.ac.uk
Abstract
We propose a symmetric graph convolutional autoen-
coder which produces a low-dimensional latent represen-
tation from a graph. In contrast to the existing graph au-
toencoders with asymmetric decoder parts, the proposed
autoencoder has a newly designed decoder which builds
a completely symmetric autoencoder form. For the recon-
struction of node features, the decoder is designed based
on Laplacian sharpening as the counterpart of Laplacian
smoothing of the encoder, which allows utilizing the graph
structure in the whole processes of the proposed autoen-
coder architecture. In order to prevent the numerical in-
stability of the network caused by the Laplacian sharpen-
ing introduction, we further propose a new numerically sta-
ble form of the Laplacian sharpening by incorporating the
signed graphs. In addition, a new cost function which finds a
latent representation and a latent affinity matrix simultane-
ously is devised to boost the performance of image cluster-
ing tasks. The experimental results on clustering, link pre-
diction and visualization tasks strongly support that the pro-
posed model is stable and outperforms various state-of-the-
art algorithms.
1. Introduction
A graph, which consists of a set of nodes and edges,
is a powerful tool to seek the geometric structure of data.
There are various applications using graphs in the machine
learning and data mining fields such as node clustering [26],
dimensionality reduction [1], social network analysis [15],
chemical property prediction of a molecular graph [7], and
image segmentation [30]. However, conventional methods
for analyzing a graph have several problems such as low
computational efficiency due to eigendecomposition or sin-
gular value decomposition, or only showing a shallow rela-
tionship between nodes.
In recent years, an emerging field called geometric deep
learning [2], generalizes deep neural network models to
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Figure 1: Architectures of existing graph convolutional au-
toencoders and proposed one. A, X , H and W denote the
affinity matrix (structure of graph), node attributes, latent
representations and the learnable weight of network respec-
tively.
non-Euclidean domains such as meshes, manifolds, and
graphs [14, 24, 20]. Among them, finding deep latent repre-
sentations of geometrical structures of graphs using an au-
toencoder framework is getting growing attention. The first
attempt is VGAE [13] which consists of a Graph Convo-
lutional Network (GCN) [14] encoder and a matrix outer-
product decoder as shown in Figure 1 (a). As a variant of
VGAE, ARVGA [27] has been proposed by incorporating
an adversarial approach to VGAE. However, VGAE and
ARVGA were designed to reconstruct the affinity matrix
A instead of node feature matrix X . Hence, the decoder
part cannot be learnable, therefore, the graphical feature
cannot be used at all in the decoder part. These facts can
degrade the capability of graph learning. Following that,
MGAE [35] has been proposed, which uses stacked single
layer graph autoencoder with linear activation function and
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marginalization process as shown in Figure 1 (b). However,
since the MGAE reconstructs the feature matrix of nodes
without hidden layers, it cannot manipulate the dimension
of the latent representation and performs a linear mapping.
This is a distinct limitation in finding a latent representation
that clearly reveals the structure of the graph.
To overcome the limitation of the existing graph con-
volutional autoencoders, in this paper, we propose a novel
graph convolutional autoencoder framework which has
symmetric autoencoder architecture and uses both graph
and node attributes in both the encoding and decoding pro-
cesses as illustrated in Figure 1 (c). Our design of the de-
coder part is motivated from the analysis in a recent paper
[19], that the encoder of VGAE [13] can be interpreted as a
special form of Laplacian smoothing [32] that computes the
new representation of each node as a weighted local aver-
age of neighbors and itself. This interpretation has inspired
us to design a decoder to perform Laplacian sharpening,
which is a counterpart of Laplacian smoothing. To realize
a decoder to do Laplacian sharpening, we express Lapla-
cian sharpening in the form of Chebyshev polynomial and
newly reformulate it in a numerically stable form by utiliz-
ing a signed graph [18].
In computer vision fields, there is a popular assump-
tion that, even though image datasets are high-dimensional
in their ambient spaces, they usually reside in multiple
low-dimensional subspaces [34]. Thus, especially for image
clustering tasks, we apply the concept of subspace cluster-
ing, which has such an assumption about the input data in
its own definition, to our graph convolutional autoencoder
framework. Specifically, to find a latent representation and a
latent affinity matrix simultaneously, we merge a subspace
clustering cost function into the reconstruction cost of the
autoencoder. Contrary to the conventional subspace cluster-
ing cost function [11, 39], we could derive a computation-
ally efficient cost function.
The main contributions of this paper are summarized as
follows:
• We propose the first completely symmetric graph con-
volutional autoencoder which utilizes both the struc-
ture of the graph and node attributes through the whole
encoding-decoding process.
• We derive a new numerically stable form of decoder pre-
venting the numerical instability of the neural network.
• We design a computationally efficient subspace cluster-
ing cost to find both latent representation and a latent
affinity matrix simultaneously for image clustering tasks.
In experiments, the validity of the proposed components
is shown by doing ablation experiments on our architec-
ture and cost function. Also, the superior performance of
the proposed method is validated by comparing it with the
state-of-the-art methods and visualizing the graph clustered
by our framework.
2. Preliminaries
2.1. Basic notations on graphs
A graph is represented as G = (V, E , A), where V de-
notes the node set with vi ∈ V and |V| = n, E denotes the
edge set with (vi, vj) ∈ E , andA ∈ IRn×n denotes an affin-
ity matrix which encodes pairwise affinities between nodes.
D ∈ IRn×n denotes a degree matrix which is a diagonal
matrix with Dii =
∑
j Aij . Unnormalized graph Laplacian
∆ is defined by ∆ = D − A [5]. Symmetric graph Lapla-
cian L and random walk graph Laplacian Lrw are defined
by L = In −D− 12AD− 12 and Lrw = In −D−1A respec-
tively, where In ∈ IRn×n denotes an identity matrix. Note
that the ∆, L and Lrw are positive semidefinite matrices.
2.2. Spectral convolution on graphs
A spectral convolution on a graph [31] is the multipli-
cation of an input signal x ∈ IRn with a spectral filter
gθ = diag(θ) parameterized by the vector of Fourier co-
efficients θ ∈ IRn as follows:
gθ ∗ x = UgθUTx, (1)
where U is the matrix of eigenvectors of the symmetric
graph Laplacian L = UΛUT . UTx is the graph Fourier
transform of the input x, and gθ is a function of the eigen-
values of L, i.e., gθ(Λ), where Λ is the diagonal matrix of
eigenvalues of L. However, this operation is inappropriate
for large-scale graphs since it requires an eigendecompo-
sition to obtain the eigenvalues and eigenvectors of L. To
avoid computationally expensive operations, the spectral fil-
ter gθ(Λ) was approximated by Kth order Chebyshev poly-
nomials in previous works [10]. By doing so, the spectral
convolution on the graph can be approximated as
gθ ∗ x ≈ U
K∑
k=0
θ′kTk(Λ˜)U
Tx =
K∑
k=0
θ′kTk(L˜)x, (2)
where Tk(·) and θ′ denote the Chebyshev polynomials and
a vector of the Chebyshev coefficients respectively. Λ˜ is
2
λmax
Λ− In, λmax denotes the largest eigenvalue of L and
L˜ is U Λ˜UT = 2λmaxL−In. The approximated model above
is used as a building block of a convolution on graphs in [6].
In the GCN [14], the Chebyshev approximation model
was simplified by setting K = 1, λmax ≈ 2 and θ = θ′0 =
−θ′1. This makes the spectral convolution simplified as fol-
lows:
gθ ∗ x ≈ θ(In +D− 12AD− 12 )x. (3)
However, repeated application of In + D−
1
2AD−
1
2 can
cause numerical instabilities in neural networks since the
spectral radius of In+D−
1
2AD−
1
2 is 2, and the Chebyshev
polynomials form an orthonormal basis when its spectral
radius is 1. To circumvent this issue, the GCN uses renor-
malization trick:
In +D
− 12AD−
1
2 → D˜− 12 A˜D˜− 12 , (4)
where A˜ = A + In and D˜ii =
∑
j A˜ij . Since adding self-
loop on nodes to an affinity matrix cannot affect the spectral
radius of the corresponding graph Laplacian matrix [9], this
renormalization trick can provide a numerically stable form
of In+D−
1
2AD−
1
2 while maintaining the meaning of each
elements as follows:
(In +D
− 12AD−
1
2 )ij =
{
1 i = j
Aij/
√
DiiDjj i 6= j
(5)
(D˜−
1
2 A˜D˜−
1
2 )ij =
{
1/(Dii + 1) i = j
Aij/
√
(Dii + 1)(Djj + 1) i 6= j.
(6)
Finally, the forward-path of the GCN can be expressed by
H(m+1) = ξ(D˜−
1
2 A˜D˜−
1
2H(m)Θ(m)), (7)
where H(m) is the activation matrix in the mth layer and
H(0) is the input nodes’ feature matrix X . ξ(·) is a nonlin-
ear activation function like ReLU(·) = max(0, ·), and Θ(m)
is a trainable weight matrix. The GCN presents a computa-
tionally efficient convolutional process (given the assump-
tion that A˜ is sparse) and achieves an improved accuracy
over the state-of-the-art methods in semi-supervised node
classification task by using features of nodes and geometric
structure of graph simultaneously.
2.3. Laplacian smoothing
Li et al. [19] demystify GCN [14] and show that GCN
is a special form of Laplacian smoothing [32]. Laplacian
smoothing is a process that calculates a new representation
of the input as a weighted local average of its neighbors and
itself. When we add a self-loop on the nodes, the affinity
matrix becomes A˜ = A+In and the degree matrix becomes
D˜ = D + In. Then, the Laplacian smoothing equation is
given as follows:
x
(m+1)
i = (1− γ)x(m)i + γ
∑
j
A˜ij
D˜ii
x
(m)
j , (8)
where x(m+1)i is the new representation of x
(m)
i , and γ
(0 < γ ≤ 1) is a regularization parameter which con-
trols the importance between itself and its neighbors. We
can rewrite the above equation in a matrix form as follows:
X(m+1) = (1− γ)X(m) + γD˜−1A˜X(m)
= X(m) − γ(In − D˜−1A˜)X(m) (9)
= X(m) − γL˜rwX(m).
If we set γ = 1 and replace L˜rw with L˜, then Eq. (9) is
changed into X(m+1) = D˜−
1
2 A˜D˜−
1
2X(m) and this equa-
tion is the same as the renormalized version of spectral
convolution in Eq. (7). From the above interpretation, Li
et al. explain that the superior performance of GCN in
semi-supervised node classification task is due to Laplacian
smoothing which makes the features of nodes in the same
clusters become similar.
3. The proposed method
In this section, we propose a novel graph convolutional
autoencoder framework, named as GALA (Graph convolu-
tional Autoencoder using LAplacian smoothing and sharp-
ening). In GALA, there are M layers in total, from the first
to M2 th layers for the encoder and from the
(
M
2 + 1
)
th to
M th layers for the decoder where M is an even number.
The encoder part of GALA is designed to perform the com-
putationally efficient spectral convolution on the graph with
a numerically stable form of Laplacian smoothing in the Eq.
(7) [14]. Along with this, its decoder part is designed to be a
special form of Laplacian sharpening [32], unlike the exist-
ing VGAE-related algorithms. By this decoder part, GALA
reconstructs the feature matrix of nodes directly, instead of
yielding an affinity matrix as in the existing VGAE-related
algorithms whose decoder parts are incomplete. Further-
more, to enhance the performance of image clustering, we
devise a computationally efficient subspace clustering cost
term which is added to the reconstruction cost of GALA.
3.1. Laplacian sharpening
Because the encoder performs Laplacian smoothing that
makes the latent representation of each node similar to those
of its neighboring nodes, we design the decoder part to per-
form Laplacian sharpening as the counterpart of Laplacian
smoothing. Laplacian sharpening is a process that makes
the reconstructed feature of each node farther away from
the centroid of its neighbors, which accelerates the recon-
struction along with the reconstruction cost and is governed
by
x
(m+1)
i = (1 + γ)x
(m)
i − γ
∑
j
Aij
Dii
x
(m)
j , (10)
where x(m+1)i is the new representation of x
(m)
i , and γ is
the regularization parameter which controls the importance
between itself and its neighbors. The matrix form of Eq.
(10) is given by
X(m+1) = (1 + γ)X(m) − γD−1AX(m)
= X(m) + γ(In −D−1A)X(m) (11)
= X(m) + γLrwX
(m).
Analogous to the encoder, we set γ = 1 and replace Lrw
with L. Similar to Eq. (3), we can express Laplacian sharp-
ening in the form of Chebyshev polynomial and simplify
it with K = 1, λmax ≈ 2, and θ = 12θ′0 = θ′1. Then, a
decoder layer can be expressed by
H(m+1) = ξ((2In −D− 12AD− 12 )H(m)Θ(m)), (12)
where H(m) is the matrix of the activation in the mth layer,
2In −D− 12AD− 12 is a special form of Laplacian sharpen-
ing, ξ(·) is the nonlinear activation function like ReLU(·)
= max(0, ·), and Θ(m) is a trainable weight matrix. How-
ever, since the spectral radius of 2In − D− 12AD− 12 is 3,
repeated application of this operator can be numerically
instable. Hence, as GCN finds a numerically stable form
of Chebyshev polynomials, we have to find a numerically
stable form of Laplacian sharpening while maintaining its
meaning.
3.2. Numerically stable Laplacian sharpening
To find a new representation of Laplacian sharpening
whose spectral radius is 1, we use a signed graph [18]. A
signed graph is denoted by Γ = (V, E , Aˆ) which is in-
duced from the unsigned graph G = (V, E , A), where each
element in Aˆ has the same absolute value with A, but its
sign is changed into minus or keeps plus. The degree matrix
of the signed graph Γ is denoted by Dˆ which is obtained
from Aˆ. In the signed graph, a problem occurs when cal-
culating the degree matrix Dˆ by the conventional way that
may cancel the mixed signed weights in summation and so
fails to yield the degree value representing the connectivity
of a node to its neighbors. Thus, by following the practice
for signed graphs, we calculate the degree of each node by
Dˆii =
∑
j |Aˆij | that has the same value (degree of connec-
tivity) as in the unsigned graph. By using Aˆ and Dˆ, we can
construct an unnormalized graph Laplacian ∆ˆ = Dˆ − Aˆ
and symmetric graph Laplacian Lˆ = In − Dˆ− 12 AˆDˆ− 12
of the signed graph. From Theorem 1 of [18], the range
of the eigenvalue of Lˆ is [0, 2], thus the spectral radius of
Dˆ−
1
2 AˆDˆ−
1
2 is 1 for any choice of Aˆ. Using this result, in-
stead of Eq. (12), we use a numerically stable form of Lapla-
cian sharpening with spectral radius of 1, given by
H(m+1) = ξ(Dˆ−
1
2 AˆDˆ−
1
2H(m)Θ(m)). (13)
The remaining issue is to choose Aˆ induced from A so
that Dˆ−
1
2 AˆDˆ−
1
2 maintains the meaning of each element of
2In −D− 12AD− 12 in Eq. (12). To achieve this, we map all
weights of the unsigned A to negative weights and adding
a self-loop with a weight value 2 to each node, that is,
Aˆ = 2In − A and Dˆ = 2In + D. Then, each element
of Dˆ−
1
2 AˆDˆ−
1
2 is obtained by
(Dˆ−
1
2 AˆDˆ−
1
2 )ij =
{
2/(Dii + 2) i = j
−Aij/
√
(Dii + 2)(Djj + 2) i 6= j,
(14)
Table 1: Effectiveness of various decoders
Cora Citeseer
ACC NMI ARI ACC NMI ARI
Eq. (7) 0.5628 0.4074 0.3289 0.5296 0.2588 0.2437
Eq. (12) 0.5999 0.4274 0.3775 0.5915 0.3177 0.3126
Eq. (16) 0.7459 0.5767 0.5315 0.6932 0.4411 0.4460
which has the same meaning with the original one given by
(2In −D− 12AD− 12 )ij =
{
2 i = j
−Aij/
√
DiiDjj i 6= j.
(15)
From Eqs. (13), (14) and (15), the numerically stable de-
coder layer of GALA is given as
H(m+1) = ξ(Dˆ−
1
2 AˆDˆ−
1
2H(m)Θ(m)), (m = M
2
, ...,M − 1),
(16)
where Aˆ = 2In − A and Dˆ = 2In + D. The encoder part
of GALA is constructed by using Eq. (7) as in GCN [14] as
H(m+1) = ξ(D˜−
1
2 A˜D˜−
1
2H(m)Θ(m)), (m = 0, ..., M
2
− 1),
(17)
where H(0) = X is the feature matrix of the input nodes,
A˜ = In +A and D˜ = In +D. The complexity of propaga-
tion functions, Eqs. (16) and (17), are both O(mpc), where
m is the cardinality of edges in the graph, p is the feature
dimension of the previous layer, and c is the feature dimen-
sion of the current layer. Since the complexity is linear in
the number of edges in the graph, the proposed algorithm
is computationally efficient (given the assumption that A is
sparse). Also, from Eq. (17), since GALA decodes the la-
tent representation using both the graph structure and node
features, the enhanced decoder of GALA can help to find
more distinct latent representation.
In Table 1, we show the reason why the Laplacian
smoothing is not appropriate to the decoder and the ne-
cessity of numerically stable Laplacian sharpening by node
clustering experiments (the higher values imply the more
correct results). Laplacian smoothing decoder (Eq. 7) shows
the lowest performances, since Laplacian smoothing which
makes the representation of each node similar to those of its
neighboring nodes conflicts with the purpose of reconstruc-
tion cost. A numerically instable form of Laplacian sharp-
ening decoder (Eq. 12) shows higher performance com-
pared to smoothing decoder because the role of Laplacian
sharpening coincide with reconstructing the node feature.
The performance of proposed numerically stable Laplacian
sharpening decoder (Eq. 16) significantly higher than oth-
ers, since it solves instability issue of neural network while
maintaining the meaning of original Laplacian sharpening.
The basic cost function of GALA is given by
min
X¯
1
2
‖X − X¯‖2F , (18)
(a) YALE (b) COIL20 (c) MNIST
Figure 2: Sample images of three image datasets
where X¯ is the reconstructed feature matrix of nodes, the
column of X¯ corresponds to the output of the decoder for
an input feature of a node, and ‖ · ‖F denotes the Frobenius
norm.
3.3. Subspace clustering cost for image clustering
It is a well-known assumption that image datasets are
often drawn from multiple low-dimensional subspaces, al-
though their data dimensions are high. Accordingly, sub-
space clustering, which has such an assumption about the
input data in its own definition, has shown prominent clus-
tering performance on various image datasets. Hence, we
add an element of subspace clustering to the proposed
method in the case of image clustering tasks. Among the
various subspace clustering models, we add Least Squares
Regression (LSR) [22] model for computational efficiency.
Then the cost function for training of GALA becomes
min
X¯,H,AH
1
2
‖X − X¯‖2F +
λ
2
‖H −HAH‖2F +
µ
2
‖AH‖2F ,
(19)
where H ∈ IRk×n denotes the latent representations (i.e.,
the output of the encoder),AH ∈ IRn×n denotes the affinity
matrix which is a new latent variable for subspace cluster-
ing, and λ, µ are the regularization parameters. The second
term of Eq. (19) aims at the self-expressive model of sub-
space clustering and the third term of Eq. (19) is for regular-
izing AH . If we only consider minimizing AH , the problem
becomes:
min
AH
λ
2
‖H −HAH‖2F +
µ
2
‖AH‖2F . (20)
We can easily obtain the analytic solution A∗H = (H
TH +
µ
λIn)
−1HTH by the fact that LSR model is quadratic on the
variable AH . By using this analytic solution and singular
value decomposition, we derive a computationally efficient
subspace clustering cost function as follows (The details are
reported in the supplementary material):
min
X¯,H
1
2
‖X − X¯‖2F +
µλ
2
tr((µIk + λHH
T )−1HHT ),
(21)
where tr(·) denotes the trace of the matrix. The above prob-
lem can be solved by k×k matrix inversion instead of n×n
matrix inversion. Since the dimension of latent representa-
tion (k) is much smaller than the number of nodes (n), this
simplification can reduce the computational burden signifi-
cantly from O(n3) to O(k3).
3.4. Training
We train GALA to minimize Eq. (18) by using the
ADAM algorithm [12]. We train GALA deterministically
by using the full batch in each training epoch and stop when
the cost is converged, so the number of epochs of each
dataset varies. Note here that using the full batch during
training is a common approach in neural networks based
on spectral convolution on graph. Specifically, we set the
learning rate to 1.0 × 10−4 for training and train GALA
in an unsupervised way without any cluster labels. When
the subspace clustering cost is added to reconstruction cost
for image clustering tasks, we use pre-training and fine-
tuning strategies similar to the ones in [11] to train GALA.
First, in the pre-training stage, the training method is the
same as that of minimizing Eq. (18). After pre-training, we
fine-tune GALA to minimize Eq. (21) using ADAM. As in
the pre-training, we train GALA deterministically by using
full batch in each training epoch, and we set the number of
epochs of the fine-tuning stage as 50 for all dataset. We set
the learning rate to 1.0× 10−6 for fine-tuning.
After the training process are over, we construct k-
nearest neighborhood graph using attained latent represen-
tations H∗. Then we perform spectral clustering [26] and
get the clustering performance. In the case of image clus-
tering, after all training processes are over, we construct the
optimal affinity matrix A∗H noted in the previous subsec-
tion by using the attained latent representation matrix H∗
from GALA. Then we perform spectral clustering [26] on
the affinity matrix and get the optimal clustering with re-
spect to our cost function.
4. Experiments
4.1. Datasets
We use four network datasets (Cora, Citeseer, Wiki, and
Pubmed) and three image datasets (COIL20, YALE, and
MNIST) for node clustering and link prediction tasks. Ev-
ery network dataset has the feature matrixX and the affinity
matrix A and every image dataset has the feature matrix X
only. The summary of each dataset are presented in Table 3
and details are reported in the supplementary material. Also,
the sample images of each image dataset are described in
Figure 2.
4.2. Experimental settings
To measure the performance of node clustering task, we
use three metrics: accuracy (ACC), normalized mutual in-
Table 2: Experimental results of node clustering
Cora Citeseer Wiki
ACC NMI ARI ACC NMI ARI ACC NMI ARI
Kmeans[21] 0.4922 0.3210 0.2296 0.5401 0.3054 0.2786 0.4172 0.4402 0.1507
Spectral[26] 0.3672 0.1267 0.0311 0.2389 0.0557 0.0100 0.2204 0.1817 0.0146
Big-Clam[38] 0.2718 0.0073 0.0011 0.2500 0.0357 0.0071 0.1563 0.0900 0.0070
DeepWalk[28] 0.4840 0.3270 0.2427 0.3365 0.0878 0.0922 0.3846 0.3238 0.1703
GraEnc[33] 0.3249 0.1093 0.0055 0.2252 0.0330 0.0100 0.2067 0.1207 0.0049
DNGR[3] 0.4191 0.3184 0.1422 0.3259 0.1802 0.0429 0.3758 0.3585 0.1797
Circles[17] 0.6067 0.4042 0.3620 0.5716 0.3007 0.2930 0.4241 0.4180 0.2420
RTM[4] 0.4396 0.2301 0.1691 0.4509 0.2393 0.2026 0.4364 0.4495 0.1384
RMSC[36] 0.4066 0.2551 0.0895 0.2950 0.1387 0.0488 0.3976 0.4150 0.1116
TADW[37] 0.5603 0.4411 0.3320 0.4548 0.2914 0.2281 0.3096 0.2713 0.0454
VGAE[13] 0.5020 0.3292 0.2547 0.4670 0.2605 0.2056 0.4509 0.4676 0.2634
MGAE[35] 0.6844 0.5111 0.4447 0.6607 0.4122 0.4137 0.5146 0.4852 0.3490
ARGA[27] 0.6400 0.4490 0.3520 0.5730 0.3500 0.3410 0.3805 0.3445 0.1122
ARVGA[27] 0.6380 0.4500 0.3740 0.5440 0.2610 0.2450 0.3867 0.3388 0.1069
GALA 0.7459 0.5767 0.5315 0.6932 0.4411 0.4460 0.5447 0.5036 0.3888
Table 3: Summary of datasets
# Nodes Dimension Classes # Edges
Cora[29] 2708 1433 7 5429
Citeseer[29] 3312 3703 6 4732
Wiki[37] 2405 4973 17 17981
Pubmed[29] 19717 500 3 44338
COIL20[25] 1440 1024 20 −
YALE[8] 5850 1200 10 −
MNIST[16] 10000 784 10 −
formation (NMI), and adjusted rand index (ARI) as in [35].
We report the mean values of the three metrics for each al-
gorithm after executing 50 times, and the higher values im-
ply the more correct results. For link prediction task, we
partitioned the dataset following the work of GAE [13], and
reported mean scores and standard errors of Area Under
Curve (AUC) and Average Precision (AP) with 10 random
initializations. The implementation details such as hyperpa-
rameters are reported in the supplementary material.
4.3. Comparing methods
We compare the performance of 15 algorithms. Com-
pared algorithms can be categorized into four groups as de-
scribed below:
• i) Using features only. ‘Kmeans’ [21] is the K-means
clustering based on only the features of the data, which is
the baseline clustering algorithm in our experiment.
• ii) Using network structures only. ‘Spectral’ [26] is
a spectral clustering algorithm using eigendecomposi-
tion on graph Laplacian. ‘Big-Clam’ [38] is a large-scale
community detection algorithm utilizing a variant of non-
negative matrix factorization. ‘DeepWalk’ [28] learns the
latent social representation of nodes using local informa-
tion through a neural network. ‘GraEnc’ [33] is a graph-
encoding neural network derived from the relation be-
tween autoencoder and spectral clustering. ‘DNGR’ [3]
generates a low-dimensional representation of each node
by using a graph structure and a stacked denoised autoen-
coder.
• iii) Using both. ‘Circles’ [17] is an algorithm which dis-
covers social circles through a node clustering algorithm.
‘RTM’ [4] presents a relational topic model of documents
and links between the documents. ‘RMSC’ [36] is a ro-
bust multi-view spectral clustering algorithm which can
handle noises in the data and recover transition matrix
through low-rank and sparse decomposition. ‘TADW’
[37] interprets DeepWalk from the view of matrix fac-
torization and incorporates text features of nodes.
• iv) Using both with spectral convolution on graphs.
‘GAE’ [13] is the first attempt to graft the spectral convo-
lution on graphs onto autoencoder framework. ‘VGAE’
[13] is the variational variant of GAE. ‘MGAE’ [35] is
an autoencoder which combines the marginalization pro-
cess with spectral convolution on graphs. ‘ARGA’ [27]
learns the latent representation by adding an adversarial
model to a non-probabilistic variant of VGAE. ‘ARVGA’
[27] is an algorithm which adds an adversarial model to
VGAE.
4.4. Node clustering results
The experimental results of node clustering are pre-
sented in Table 2. It can be observed that for every dataset,
the methods which use features and network structures
simultaneously show better performance than the meth-
ods which use only one of them. Furthermore, among
the methods which use both features and network struc-
tures, algorithms with neural network models which ex-
ploit spectral convolution on graphs present outstanding
Table 4: Experimental results of image clustering
COIL20 YALE MNIST
ACC NMI ARI ACC NMI ARI ACC NMI ARI
Kmeans[21] 0.6118 0.7541 0.5545 0.7450 0.8715 0.7394 0.5628 0.5450 0.4213
Spectral[26] 0.6806 0.8324 0.6190 0.5793 0.7202 0.4600 0.6496 0.7204 0.5836
GAE[13] 0.6632 0.7420 0.5514 0.8520 0.8851 0.8122 0.7043 0.6535 0.5534
VGAE[13] 0.6847 0.7465 0.5627 0.9157 0.9358 0.8873 0.7163 0.7149 0.6154
MGAE[35] 0.6507 0.7889 0.6004 0.8203 0.8550 0.7636 0.5807 0.5820 0.4362
ARGA[27] 0.7271 0.7895 0.6183 0.9309 0.9394 0.8961 0.6672 0.6759 0.5552
ARVGA[27] 0.7222 0.7917 0.6240 0.8727 0.8803 0.7944 0.6328 0.6123 0.4909
GALA 0.8000 0.8771 0.7550 0.8530 0.9486 0.8647 0.7384 0.7506 0.6469
GALA+SCC 0.8229 0.8851 0.7579 0.9933 0.9860 0.9854 0.7426 0.7565 0.6675
Table 5: Experiment results on Pubmed dataset
ACC NMI ARI
Kmeans[21] 0.5952 0.3152 0.2817
Spectral[26] 0.5282 0.0971 0.0620
GAE[13] 0.6861 0.2957 0.3046
VGAE[13] 0.6887 0.3108 0.3018
MGAE[35] 0.5932 0.2822 0.2483
ARGA[27] 0.6807 0.2757 0.2910
ARVGA[27] 0.5130 0.1169 0.0777
GALA 0.6939 0.3273 0.3214
performance since they can learn deeper relationships be-
tween nodes than the methods which do not use spec-
tral convolution on graphs. In every experiments, GALA
shows superior performance to other methods. Especially,
for the Cora dataset, GALA outperforms VGAE, which
is the first graph convolution autoencoder framework, by
about 24.39%, 24.75% and 27.68%, and MGAE, which is
the state-of-the-art graph convolutional autoencoder algo-
rithm, by about 6.15%, 6.56% and 8.68% on ACC, NMI
and ARI, respectively. The better performance of GALA
comes from the better decoder design based on the numeri-
cally stable form of Laplacian sharpening both and full uti-
lizing of graph structure and node attributes in the whole
autoencoder framework.
Furthermore, we conduct another node clustering exper-
iment on a large network dataset (Pubmed), and the results
are reported in Table 5. We can observe that GALA outper-
forms every baselines and state-of-the-art graph convolution
algorithms. Although Kmeans clustering, a baseline algo-
rithm, shows higher performance over several graph convo-
lution algorithms on NMI and ARI, the proposed method
presents better performances.
4.5. Image clustering results
The experimental results of image clustering are pre-
sented in Table 4. We report both GALA’s performance of
reconstruction cost only case and the subspace clustering
cost added case (GALA+SCC). It can be seen that GALA
outperforms several baselines and the state-of-the-art graph
convolution algorithms for most of the cases. Also, for ev-
ery case, the proposed subspace clustering cost term con-
tributes to improve the performance of the image clustering.
On the YALE dataset, notably, we can observe that the pro-
posed subspace clustering cost term significantly enhances
the image clustering performance and achieves nearly per-
fect accuracy.
4.6. Ablation studies
We validate the effectiveness of the proposed stable de-
coder and the subspace clustering cost by image clustering
experiments on the three image datasets (COIL20, YALE
and MNIST). There are four configurations as shown in Ta-
ble 6. We would like to note that the reconstruction cost only
(Eq. 18) is a subset of subspace clustering cost (Eq. 21), thus
the last configuration is the full proposed method. Reported
numbers are mean values after executing 50 times. It can be
clearly noticed that the numerically stable form of Lapla-
cian sharpening and subspace clustering cost are helpful to
find the latent representations which reflect the graph struc-
tures certainly and using both components can boost the
performance of clustering. In addition, it can be seen that
the stable decoder with the reconstruction cost only outper-
forms the state-of-the-art algorithms in most cases because
GALA can utilize the graph structure in the whole processes
of the autoencoder architecture.
4.7. Link prediction results
We provide some results on link prediction task on Cite-
seer dataset. For link prediction task, we minimized the be-
low cost function that added link prediction cost of GAE
[13] to the reconstruction cost, where H is the latent repre-
sentation, Aˆ = sigmoid(HHT ) is the reconstructed affinity
matrix and γ is the regularization parameter.
min
X¯,H
1
2
‖X − X¯‖2F + γEH [log p(Aˆ|H)]. (22)
The results are shown in Table 7, and our model outper-
forms the compared methods in terms of the link prediction
task as well as the node clustering task.
Table 6: Effects of stable decoder and subspace clustering cost
COIL20 YALE MNIST
ACC NMI ARI ACC NMI ARI ACC NMI ARI
Unstable decoder and reconstruction cost only
(Eq. 12 and Eq. 18) 0.5961 0.7986 0.5492 0.7205 0.9028 0.7530 0.6589 0.7397 0.5983
Unstable decoder and subspace clustering cost
(Eq. 12 and Eq. 21) 0.7104 0.8074 0.6429 0.7810 0.8710 0.7130 0.6734 0.7211 0.6028
Stable decoder and reconstruction cost only
(Eq. 16 and Eq. 18) 0.8000 0.8771 0.7550 0.8530 0.9486 0.8646 0.7384 0.7506 0.6469
Stable decoder and subspace clustering cost
(Eq. 16 and Eq. 21) 0.8229 0.8851 0.7579 0.9933 0.9860 0.9854 0.7426 0.7565 0.6675
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fFigure 3: The two-dimensional visualizations of raw features of each node and the latent representations of compared methods
and GALA for Cora, Citeseer and YALE are presented. The same color indicates the same cluster.
Table 7: Experimental results of link prediction on Citeseer
AUC AP
GAE[13] 89.5 ± 0.04 89.9 ± 0.05
VGAE[13] 90.8 ± 0.02 92.0 ± 0.02
ARGA[27] 91.9 ± 0.003 93.0 ± 0.003
ARVGA[27] 92.4 ± 0.003 93.0 ± 0.003
GALA 94.4 ± 0.009 94.8 ± 0.010
4.8. Visualization
One of the key ideas of the proposed autoencoder is that
the encoder makes the feature of each node becomes sim-
ilar with its neighbors, and the decoder makes the features
of each node distinguishable with its neighbors using the
geometrical structure of the graphs. To validate the pro-
posed model, we visualize the distribution of learned la-
tent representations and the input features of each node in
two-dimensional space using t-SNE [23] as shown in Figure
3. From the visualization, we can see that GALA is well-
clustering the data according to their corresponding labels
even though GALA performs in an unsupervised manner.
Also, we can see through the red dotted line in embedding
results of the latent representation on YALE that GALA em-
beds the representation of nodes better than the compared
methods by minimizing inter-cluster affinity and maximiz-
ing intra-cluster affinity.
5. Conclusions
In this paper, we proposed a novel autoencoder frame-
work which can extract low-dimensional latent representa-
tions from a graph in irregular domains. We designed a sym-
metric graph convolutional autoencoder architecture where
the encoder performs Laplacian smoothing while the de-
coder performs Laplacian sharpening. Also, to prevent nu-
merical instabilities, we designed a new representation of
Laplacian sharpening with spectral radius one by incorpo-
rating the concept of the signed graph. To enhance the per-
formance of image clustering tasks, we added a subspace
clustering cost term to the reconstruction cost of the au-
toencoder. Experimental results on the network and image
datasets demonstrated the validity of the proposed frame-
work and had shown superior performance over various
graph-based clustering algorithms.
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