This paper describes a method for assessing contaminant time-series when contaminant levels vary with some covariate and the contaminant-covariate relationship changes over time. At each time point, the contaminant data are split into two groups according to whether the corresponding values of the covariate are smaller or larger than some specified value, leading to two contaminant time-series, for small and large values of the covariate respectively. Smoothers are then used to model the small and large time-series, and to construct analyses of variance that test for any change over time, any covariate effect, and whether the pattern of temporal change in the small time-series is the same as in the large time-series. The smoothers can also be displayed graphically, allowing easy interpretation of the results. The method is applied to four time-series of mercury concentrations in fish muscle from monitoring sites around the UK.
Introduction
Contaminant levels in marine time-series have often been found to vary with some covariate. For example, heavy metal concentrations in fish muscle are often related to total body length (Phillips, 1980; MacCrimmon et al., 1983; ICES, 1989; Dixon and Jones, 1994) . Assessing temporal trends in contaminant levels can then be problematic, because it is necessary to disentangle changes over time from changes due to the covariate. A common solution is to adjust for the covariate using analysis of covariance (Fisher, 1932) . For example, trend assessments of heavy metals in fish muscle have been based on length-adjusted mean (log-) concentrations (ICES, 1989; Jensen and Cheng, 1987; Evans et al., 1993; Jorgensen and Pedersen, 1994) . Similar analyses have been made adjusting for tissue, shell, and body weight (ICES, 1990; Allard and Stokes, 1989; Rees and Nicholson, 1989; Nicholson et al., 1991) .
Although analysis of covariance can be very effective, the results can be difficult to interpret if the slope of the contaminant-covariate relationship changes over time. In this case, any temporal trend will depend on the value of the covariate to which the contaminant levels have been adjusted. Various biological (Braune, 1987) and genetic (Misra et al., 1990) explanations for variation in slope have been suggested. Indeed, statistical arguments suggest that such variation should always be present (Nester, 1996) , although whether it can be detected depends on how much the slopes vary, the volume of available data, and so on. Methods for dealing with variation in slope include adjusting contaminant levels to an average covariate-value, using either an estimate of some ''average'' slope (Misra et al., 1990) , or using the individual slopes themselves (McMurtry et al., 1989; Jorgensen and Pedersen, 1994) . However, trends constructed in this way have been criticised as misleading or meaningless unless the average covariate-value has some a priori significance, since choosing some other value would reveal a different trend (Magnusson, 1989) . Other methods adopt a stochastic model for the variation in slope. For example, linear mixed models (Hocking, 1996) can be used to model the slopes as random realisations from some statistical distribution. An alternative is to place some constraints on the slopes, for example by using a state-space framework (Jones, 1993) that allows the slope to evolve stochastically over time. This approach was used by Warren (1995) and naturally leads to covariate-dependent temporal trends, which can be displayed and assessed graphically. Unfortunately, our experience from analysing the many time-series generated in regional monitoring programmes is that the methods described above are not particularly suited to routine assessments, tending to get bogged down by questions of data quality and model assumptions. For example, what should be done with concentrations reported as below the limit of detection of the analytical method, or with a few unexplained, very high concentrations? And what happens when a linear contaminant-covariate relationship is adequate at most time points, but not at others? Addressing these questions is always time consuming, and sometimes fails to lead to a satisfactory resolution. But more importantly, a disproportionate amount of time is spent investigating what is going on within each time point, when the important management questions are generally concerned what is going on between time points. These considerations are particularly relevant to assessment meetings where many time-series are assessed in a short space of time, and statistical resources are often limited.
Here, we present a simpler approach that circumvents many problems of data quality and model assumptions, accounts for contaminant-covariate relationships that vary over time, and correctly describes and tests for temporal trends. The method is based on smoothers (e.g. Cleveland, 1979) , and extends the work described in Fryer and Nicholson (1999) , where smoothers are used to assess contaminant time-series in the absence of a covariate. At each time point, the contaminant data are split into two groups according to whether the corresponding values of the covariate are smaller or larger than some specified value. This leads to two contaminant time-series, for small and large values of the covariate respectively. Smoothers are then used to model the small and large time-series, and to construct analyses of variance that test for any change over time, any covariate effect, and whether the pattern of temporal change in the small time-series is the same as in the large time-series. The smoothers can also be displayed graphically, allowing easy interpretation of the results. In essence, detailed modelling of the contaminant-covariate relationships is replaced by the simpler comparison of contaminant levels in two groups. The main technical difficulty remaining is to model appropriately any correlations between the small and large time-series.
The next section describes the theory behind the construction and statistical comparison of the small and large time-series. We present the theory in terms of an annual monitoring programme of contaminant concentrations in a marine organism. However, the methodology is more generally applicable and might be used for assessing other quantities (e.g. contaminant loads, biological effects measurements, fish catches-at-age) measured in other matrices (e.g. sediments, fish stocks) that satisfy the statistical assumptions below. The following section uses the methodology to assess four time-series of mercury concentrations in fish muscle from monitoring sites around the UK. Finally, we discuss various issues related to model assumptions and performance.
Theory
This section describes the theory for using smoothers to assess contaminant time-series for data that have been split into two groups according to some covariate. Two groups are often sufficient to capture the important features of covariate effects in contaminant data, and lead to simple and accessible results. However, in some contexts more groups may be appropriate, and Appendix 1 generalises the theory to data that are split into any number of groups. Background information can be found in Fryer and Nicholson (1999) , where smoothers are used for assessments when there is no covariate. Hastie and Tibshirani (1990) give a more general description of smoother methodology.
Data and construction of annual indices
Consider an annual monitoring programme running through years t i , i=1 . . . T. Suppose that each year we measure the contaminant concentration and an associated covariate in a fixed number of organisms. For example, each year we might collect 25 fish, and measure the contaminant concentration and length of each. Further, suppose that the organisms each year can be split into two groups, labelled small and large, according to whether the covariate is smaller or larger than some specified value, so that: (i) there are approximately the same number of organisms in each group; (ii) the distribution of the covariate in each group is approximately constant over time.
Now let the contaminant concentrations in each group be summarised by y small,i and y large,i , annual indices of the contaminant concentrations observed in the small and large groups respectively in year t i . Constructing annual indices in this way means that we have simplified the problem of assessing trends in the presence of a covariate, to that of assessing and comparing trends in two, possibly correlated, time-series. Some consideration should be given to the choice of annual index. With data unlikely to be affected by outliers, extreme values, and less-than values, an appropriate index might be the mean (log-)concentration. With less well behaved data, the median or some other robust measure of location would be more suitable. Using a robust measure allows us to focus on the trends in the indices, rather than being unduly concerned about the distributions of the individual contaminant concentrations within a year.
Model and error structure
Assume that:
where f small (.), f large (.) are smooth functions of time describing systematic changes in the small and large indices, respectively; the errors i represent random variation common to both groups; and the errors small,i represent random variation specific to the small group and large,i represent random variation specific to the large group.
For example, common variation might arise from a temperature fluctuation in a specific year that has an effect on both groups. Specific variation might arise from sampling variation within a group, or from some group specific effect such as a cohort effect. We assume that i , small,i and large,i are mutually independent, and normally distributed with zero mean. Further, we assume the common errors i have constant variance These distributional assumptions are equivalent to compound symmetry in repeated measures (e.g. Hand and Crowder, 1996) .
Estimation and comparisons of trends in the small and large groups We estimate f small (.) and f large (.) by separately fitting smoothers to:
the vectors of small and large indices respectively. Let:
denote the corresponding values of f small (.) and f large (.). We then estimate f small and f large by
where S is a known T T matrix that depends on the sampling times, the choice of smoother, and the amount of smoothing. Assuming an appropriate amount of smoothing is used, f | small and f | large are approximately unbiased with covariance matrix:
The fitted smoothers can be displayed graphically and the covariance matrices can be used to place confidence bands around the fitted curves. Further, the fitted curves can be projected forward in time and compared against environmental reference values, as described in Fryer and Nicholson (1999) .
Inference about f small (.) and f large (.) is straightforward if we are only interested in one of them at a time. For example, to investigate temporal trends in the small group say, we could simply compare the fit of the smoother to y small with a linear fit and a null fit (i.e. fitting only a mean) as described in Fryer and Nicholson (1999) . This would lead to an analysis of variance with a series of null (H 0 ) and alternative (H 1 ) hypotheses corresponding to a:
Time effect H 0 : no temporal trend in small index H 1 : temporal trend in small index which is partitioned into Linear effect H 0 : no temporal trend in small index H 1 : linear trend in small index Non-linear effect H 0 : linear trend in small index H 1 : non-linear trend in small index We could investigate temporal trends in the large group in exactly the same way.
Joint inference about f small (.) and f large (.) is more complicated because the small and large indices are not mutually independent (unless =0). In particular, this makes it difficult to compare the two patterns of change. The way round this is to transform the small and large time-series, by defining:
These transformed variables are (scaled) measures of the average of the small and large indices, and the difference between the large and small indices respectively. They can be written:
Thus, the y mean,i are independent and normally distributed with mean:
and constant variance 2 s +2 2 c . Similarly, the y diff,i are independent and normally distributed with mean:
and constant variance 2 s . However, the important thing about the y mean,i and the y diff,i is that they are mutually independent.
We can now make independent inferences about the transformed time-series y mean,i and y diff,i by fitting smoothers to each. This leads to an analysis of variance of the form 
Analyses of variance and tests of significance
The analysis of variance is formally constructed as follows. First, let:
Let K be the T T matrix with all elements equal to 1/T, and let L=X(X X) 1 X where:
Further, let
where A is any T T square matrix, I is the T T identity matrix, and tr(.) denotes the trace of a matrix. Finally, let =T tr(R S ). The analysis of variance is then given in Table 1 . To test for any particular effect, we follow the usual procedure and compute an F-statistic which is the ratio of the effect mean sum of squares to the corresponding residual mean sum of squares. We then compare the observed F-statistic to an appropriate reference F-distribution. However, some care is needed in doing this because the analysis of variance table has two columns of degrees of freedom. The uncorrected degrees of freedom are used to calculate the means sums of squares. These could also be used as the degrees of freedom of the reference F-distributions in the tests of significance. However, as discussed in Hastie and Tibshirani (1990) , the computed significance levels will be more accurate if we use a reference F-distribution based on the corrected degrees of freedom.
The analysis of variance also looks unusual in having three different residual sums of squares. Residual 1 is used to test for temporal trends in the average of the small and large indices; residual 2 is used to test for the Group effect and the Time · Group interaction; and residual 3 is used to test for temporal trends in the small and large indices. For example, to test the Time · Group interaction using the corrected degrees of freedom, we would refer the statistic:
to an F-distribution on (R K R S ) and (R S ) degrees of freedom.
The corrected degrees of freedom are all standard (see e.g. Hastie and Tibshirani, 1990) , except for the degrees 
Large Time of freedom for residual 3, which are derived in Appendix 2. These depend on the correlation between the small and large indices , varying from (R S ) when =1, to 2 (R S ) when =0. This makes sense intuitively, since when =1, the small and large indices give the same information about residual variation, whereas when =0, they give two independent pieces of information. In practice is unknown, and hence so are the degrees of freedom for residual 3. A conservative procedure is to always use (R S ) degrees of freedom. An alternative approach is to estimate from the sums of squares for residual 1 and residual 2 by and plug this estimate into the formula for the degrees of freedom for residual 3 in Table 1 . Some justification for this procedure is given later. Occasionally, this approach gives negative estimates for , in which case we simply take =0, since a consequence of the assumed error structure is that must be non-negative.
Alternative tests of significance
An alternative to using the reference F-distributions is to simulate appropriate significance levels. This still assumes normality of the errors i , small,i , large,i , but avoids having to make any assumptions about the distributions of the F-statistics. To do this we first estimate 2 s and 2 c from the sums of squares for residual 1 and residual 2. We then use these to simulate a ''null'' set of small and large indices in which there are no Time or Group effects, and calculate each of the test statistics. We repeat this many times, and thus generate the null distribution of each test statistic. The simulated significance levels are the proportion of these null realisations that exceed the observed test statistic.
If we wish to relax our distributional assumptions still further, then we can calculate bootstrap significance levels (Efron and Tibshirani, 1993) . Here, we first calculate the T pairs of residuals:
We then bootstrap a null data set:
where ( ˆ* 1 , . . ., ˆ* T ) is a random sample with replacement from the set of residual pairs ( ˆ1, . . ., ˆT), calculate each of the test statistics, and repeat this process many times. This generates the bootstrap null distribution of each test statistic. The bootstrap significance levels are the proportion of these bootstrap null realisations that exceed the observed test statistic. Bootstrapping pairs of residuals maintains any correlation between the corresponding indices in the small and large groups. However, the correlation does not need to be of the form assumed in our model above. Further, the errors do not need to be normally distributed, and the variances do not need to be the same for the small and large groups. The only assumptions are that the pairs of residuals are independent and identically distributed over time.
Application
We now use the methodology described above to assess four time-series of mercury concentrations in fish muscle, collected by the UK under the OSPAR Joint Assessment and Monitoring Programme (OSPAR, 1995) . The time-series are of concentrations in whiting (Merlangius merlangus) and plaice (Pleuronectes platessa) in the Irish Sea, and in cod (Gadus morhua) and plaice in the North Sea. The locations of the monitoring sites are shown in Figure 2 of Fryer and Nicholson (1999) . The sampling protocol for each time-series was to collect 25 fish each year from a log-length stratified design. That is, five fish were taken at random from each of five length classes, the width of the length classes being approximately equal on a log-scale. Each fish was then analysed individually, with mercury concentrations reported on a wet weight basis. Mercury concentrations in fish muscle have often been shown to vary with fish length (Philips, 1980; ICES, 1989) , and preliminary investigations of the current data revealed that this was also the case here. We therefore grouped the data by calculating the geometric mean length of the middle length class and allocating fish to small or large according to whether they were below or above this length. This meant that there were always 10-15 small fish and 10-15 large fish each year. For example, the five length classes for plaice in the North Sea were 22.0-25.9, 26.0-30.9, 31.0-36.9, 37.0-43.9, and 44.0-51.9 cm. The geometric mean of 31.0 and 36.9 is 33.8, so North Sea plaice were classified as small if they were less than or equal to 33.8 cm and large otherwise. The small and large length classifications for the four time-series are given in Table 2 .
The small and large annual indices were calculated as robust (bisquare) estimates of mean log-concentration; see Fryer and Nicholson (1999) for details. Although we used log-concentrations for analysis, we back-transform results for presentation, and Table 3 gives the backtransformed indices for each time-series. Note that in 1993, it was only possible to catch two small Irish Sea whiting. For this time-series, we therefore include the 1993 indices for presentation, but exclude them from any analysis. Figure 1 plots the four mercury time-series using the symbols ''s'' and ''l'' for small and large respectively. The small and large indices have been smoothed using a locally weighted regression smoother (Cleveland, 1979 (Cleveland, , 1993 , with a fixed window width of seven years, as described by Fryer and Nicholson (1999) . The Figure shows the fitted smoothers (thick continuous line), with approximate 95% pointwise confidence intervals (thin broken lines). The thin horizontal line corresponds to an environmental reference value of 0.5 mg kg 1 , the European Communities' maximum limit on the mean mercury concentration in the edible parts of fishery products (European Communities, 1993) . Table 4 gives the analysis of variance for each timeseries. We have included all four sets of significance levels produced using the corrected and uncorrected degrees of freedom, simulation, and bootstrapping. The corrected degrees of freedom for residual 3 were calculated using the plug-in estimate of . Looking at the significance levels based on the corrected degrees of freedom, we see that for North Sea cod, there is no evidence of a Time · Group interaction (F=0.10, p=0.972), there is a very strong Group effect (F=60.64, p<0.001) with large cod having greater mercury concentrations than small cod, and no evidence of any change in concentrations over time (F=2.61, p=0.120 Figure 1 , reveal that in the Irish Sea, mercury concentrations in large plaice have remained relatively constant over time (F=0.16, p=0.934). However, concentrations in small plaice have declined (F=5.09, p=0.014), and this decline has been linear on the log-scale (F=14.90, p=0.002). In the North Sea, concentrations in small plaice have also declined (F=6.11, p=0.007), and again this decline has been linear on the log-scale (F=14.54, p=0.002). However, the significant trend in concentrations in large plaice (F=4.77, p=0.018) is non-linear (F=7.36, p=0.007), with concentrations tending to decrease until the late 1980s and then increase again, although levels are still well below the European Communities' limit.
We draw similar conclusions using either the uncorrected significance levels, or the simulated or bootstrapped significance levels based on 10 000 realisations. The uncorrected, corrected, and simulated significance levels are similar throughout, although the corrected significance levels are generally closer to the simulated significance levels than the uncorrected significance levels. The bootstrapped significance levels are often similar to the other three significance levels, although there are some larger differences for the small and large Time effects for Irish Sea whiting and Irish Sea plaice. Here, the bootstrap significance levels indicate a greater significance for the small Time effects, and a lesser significance for the large Time effects. This is possibly because the residual variance of the small indices might be less than that of the large indices for these time-series (cf. Figure 1 ).
Discussion and conclusions Grouping procedures
For trend assessments, the approach described here is particularly attractive and simple when the data are collected according to some stratified sampling scheme, as with the mercury time-series. However, constructing groups from a covariate can also be used with other sampling schemes. For example, suppose that each year we take a simple random sample of fish (above some minimum length, say). Then we could categorise fish as small or large according to their size relative to the median length of fish sampled throughout the entire monitoring period. However, care would be needed, since we would be likely to get more variation in both the numbers of individuals and the length distribution within a group. For example, if a population is dominated by occasional strong year classes, the distribution of length and the numbers of small and large fish might vary considerably between years. An alternative would be to categorise fish according to their size relative to the median length of fish sampled at each time point. This would guarantee an equal number of individuals in each group, but would tend to increase the correlation between the time-series. Again, care would be needed when interpreting the results in case there was a trend in the median length of sampled fish over time.
Note that comparing smoothers for grouped data does not require the groups to be defined in terms of some continuous covariate. For example, we could group individuals by sex. Indeed, the method would be useful for comparing trends in any correlated multiple timeseries.
Extension to multiple groups
Although both our theoretical development and our application have dealt with trends in two groups, this The thin horizontal solid line shows an environmental reference value of 0.5 mg kg 1 , the European Communities' maximum limit on the mean mercury concentration in the edible parts of fishery products (European Communities, 1993) . Note that the 1993 indices for Irish Sea whiting are included for presentation, but not for analysis, because the small index is based on only two fish. can, of course, be extended to multiple groups as described in Appendix 1. For example, instead of categorising our data in terms of small and large fish, we could have computed summary indices for the data in each of the five length categories defined in the stratified sampling protocol. We have tried this approach with the mercury data, but found that it provided little extra information. This was partly because, for our data, log mercury concentration was approximately linearly related to log length, so most of the covariate information was captured by splitting fish into small and large (see below). In addition, having only five data points in each group (as opposed to 10-15) reduced the precision of the summary indices. We also felt that having multiple groups reduced the interpretability and the accessibility of the results. However, multiple groups would have considerable attractions if there was a non-monotonic covariate relationship, or if a dichotomous grouping was not meaningful.
Power
The power of the method to detect a common or parallel Time effect is likely to be similar to the power of a smoother applied to a single time-series, as quantified in Fryer and Nicholson (1999) . However, one disadvantage of the grouping procedure is the loss of information about the contaminant-covariate relationship. For example, the analyses above would not enable us to predict mercury concentrations as a function of length.
Further, there will be a decrease in the power of detecting a covariate effect. However, in practice, this loss of power might be relatively small. Some heuristic support for this view is as follows. For simplicity, suppose each year we sample fish of lengths 1,2, . . . L, and that concentration is linearly related to length with slope . Using two groups of equal width, the length effect is measured by the difference between the average concentrations in each group, and tested using the mean difference over T years and a t-test with T 1 degrees of freedom. The non-centrality parameter for this test is: where 2 is the residual standard deviation. Similarly, we might estimate in each year using linear regression, and test the significance of the mean of these estimates, again using a t-test on T 1 degrees of freedom. The non-centrality parameter is now:
Thus, in this stylised case, the length effect tested using two groups is approximately 75% efficient compared with linear regression. Clearly, if detailed information about the covariate is required, then so is some more explicit modelling. Note, however, that the method was sufficiently powerful for the length effect to be highly significant in all four analyses of variance in Table 4 .
The importance of and choice of degrees of freedom for residual 3
It is possible to formally test whether 2 c =0, or equivalently =0, by comparing the mean sums of squares for residual 1 and residual 2 using an F-test. In our application, none of these tests are significant (the most significant result is for Irish Sea plaice, where ˆ=0.52 with a p-value of 0.16). It is arguable that we could therefore simplify the analyses by treating the small and large time-series as independent with pooled residual sums of squares and degrees of freedom. However, ignoring real but non-significant correlations between small and large levels will lead to a tendency to detect spurious trends.
We quantified this effect by considering the test for the small Time effect at the nominal 5% significance level using four candidate degrees of freedom for residual 3:
(R S ), the conservative degrees of freedom behaving as if =1, 2 (R S ), the liberal degrees of freedom behaving as if =0, 2 (R S )/(1+ 2 ), the theoretical corrected degrees of freedom, 2 (R S )/(1+ ˆ2), the plug-in estimate of the corrected degrees of freedom. Table 5 shows the corresponding empirical significance levels based on 200 000 realisations for three different values of , and T=10 and 20 years. Behaving as if is zero (i.e. the liberal test) works well for small values of , but inflates the size of the test for both T=10 and T=20 when is large. Behaving as if =1 is a very conservative procedure. The plug-in estimate 2 (R S )/ (1+ ˆ2) works quite well overall, consistently giving a slightly conservative test, as does the theoretical value.
Note that, for the lengths of time-series we consider here, our tests for non-zero 2 c will have low power compared to tests based on models aimed specifically at estimating variance components, such as linear mixed models (Hocking, 1996) . An approach using mixed models would be worth developing, but at present the theory for incorporating smoothers is still somewhat incomplete and software is not yet generally available. Further, we would lose the simplicity and accessibility of the model described here.
Choice of method for testing significance
Although the four methods we have described for testing significance gave similar conclusions about the mercury time-series, they each have advantages and disadvantages. The uncorrected significance levels are simple to compute and performed reasonably well in simulations reported by Fryer and Nicholson (1999) . The corrected significance levels are more accurate, but require more computation. The simulated significance levels avoid the problem of using reference F-distributions, but are computer intensive. The bootstrap significance levels are also computer intensive, but have the big advantage that they provide protection against model misspecification, making no assumptions other than that the pairs of residuals are independent and identically distributed over time.
Mercury results
Our approach confirmed the expected higher mercury concentrations in large fish in all four data sets. It also detected various patterns of change over time. In particular, there were different temporal trends in the small and large groups for plaice, both from the North Sea and the Irish Sea, that could be clearly seen in Figure 1 . This confirms our experience of varying contaminantcovariate relationships, and suggests that these relationships were not fluctuating randomly, but were evolving in some smooth way over time. Our method provided a simple way of capturing these changes and a formal way of assessing their significance. The corrected degrees of freedom are obtained from a two moment correction as described in Hastie and Tibshirani (1990) . These are all standard apart from the degrees of freedom for residual 3 which are derived below. For generality, we assume there are G groups, and use the notation of Appendix 1. First, we need the following result. Suppose u has a multivariate normal distribution with zero mean and variance , written uN(0, ). Further, suppose we are interested in the distribution of the sums of squares Q=u u. Assuming is positive definite, there exists a non-singular matrix V such that =VV . Letting x=V 1 u gives xN(0,I), a standardised multivariate normal variable. Then Q=x V Vx, so that: (Stuart and Ord, 1987, p.488) . Further, approximately Qtr( ) 2 / , where 2 is a chi-squared distribution on degrees of freedom, and ={tr( )} 2 /tr( 2 )= ( ) is chosen to make the first two moments agree.
The sums of squares for residual 3 are given by:
Q= y g R S y g = y g (I S) (I S)y g =y A Ay
where Table A1 . 
