A "role set" is the set of classes in a class hierarchy where an object may reside simultaneously. A "migration pattern" is a sequence of role sets that an object can migrate through. We define a "migration inventory", which is a set of migration patterns, as a dynamic integrity constraint on object migration. We consider three update languages: SL which has five operators, CSL + which extends SL with positive conditionals, and CSL which allows both positive and negative conditionals. Three subclasses of migration patterns of transactions are studied which are immediate-start, proper, and lazy patterns. It is shown that the family of all (immediate-start, proper, or lazy) migration patterns of every set of SL transactions is a regular set and the converse also holds. In particular, testing "satisfiability" of an inventory by a set of transactions is decidable. For the extended languages, we give a weaker characterization. The family of all (immediate-start, proper, or lazy) migration patterns of every set of CSL (CSL + ) transactions is recursively enumerable (r.e.). However, every r.e. inventory can be the family of all migration patterns of some set of CSL + (CSL) transactions and be a left quotient of the family of immediate-start migration patterns of another set of CSL + (CSL) transactions by a regular set. Although the exact characterizations of immediate-start, proper, lazy migration patterns of CSL + (CSL) transactions are still open, it is proved that every context-free inventory can be the family of proper and immediate-start migration patterns of some CSL + (CSL) transactions. Testing satisfiability of an inventory by a set of CSL (CSL + ) transactions is unfortunately undecidable.
Introduction
Database applications are becoming more and more complex. Consequently, techniques to model, organize and manipulate behavior, and to systematically incorporate behavior into databases, are increasingly desired. The growing popularity of objectoriented databases (OODBs) is an evidence of this trend. Important work on dynamic aspects of databases includes practically-oriented research on behavior modeling and transaction design [9] [10] [11] 24, 27, 28] , encapsulating both structural and behavior data, e.g., object-oriented databases including Gemstone [15] , Vbase [6] , O 2 [25, 26] , IRIS [7] , etc.; and also includes theoretical studies on transactions as specification languages [2, 4] and on dynamic integrity constraints [13, 16, 32, 33] . Previous studies on modeling database behavior can be roughly categorized into two approaches. One uses behavioral constructs to describe semantic information in a way similar to the use of data constructs in modeling structural data. Examples are the transaction composition operators [10, 11] , the inflow schemas of INSYDE [24] , and the scripts in TAXIS [27, 28] . The other specifies database behavior using dynamic integrity constraints. Temporal logic is a typical example of this approach [13, 14, 16] . In this paper, we study database behavior specification from the perspectives of both transactions and dynamic integrity constraints and explore the relationships between them.
In an object-oriented database, objects belong to classes in a hierarchy. An object in a class can be viewed as playing the role of that class [31] . Hence it is quite natural to allow objects to dynamically change their roles during their presence in a database. For example, an object initially in the class PERSON may later be "migrated" to classes STUDENT and EMPLOYEE and it then have the roles of all three classes; when an interest checking account is changed into a regular checking (without interest), the object representing the account stops playing the role of INTEREST-CHECKING and starts a new role of REGULAR-CHECKING. Recently, the notion of "object migrations" is emerging as an important functionality that should be supported by objectoriented database systems [1, 17, 19, 22, 23, 29, 30] .
We use a simple semantic data model which includes object identifiers (OIDs), classes, inheritance hierarchies, and attributes ranging over printable values. The model can be viewed as a proper subset of many semantic models such as IFO, SDM, TAXIS, GSM (see [23] ), etc. In a class hierarchy, an object can belong to several classes simultaneously and objects can migrate between classes. The set of classes in which an object lives at a time instant forms a "role set". A "migration pattern" is a sequence of role sets through which an object can pass in its life cycle, and a "migration inventory" is a set of such migration patterns (the set is closed under taking prefixes).
In this paper, we initiate a theoretical investigation on object migration. Specifically, we consider migration inventories as dynamic integrity constraints which specify the "good" migration patterns. Such constraints are similar to "path expressions" used to control concurrent operations [5, 12] . We focus on the problems of characterizing object migration patterns under a given set of (parameterized) transactions and testing (in)consistency of transactions with respect to a set of specified migration patterns. The framework and techniques developed here provide part of the basis for type checking of dynamic types on transactions [22] , transaction design [9, 11, 24] , and the study of methods in OODBs. They lead to a new view of behavior specification and dynamic constraints which extends the work in [2, 4, 32, 33] . More recently, the interplay between transactions and dynamic constraints has been further explored in the context of relational transactions augmented with regular expressions and "dynamic algebraic dependencies" [8] .
Three transaction languages are considered in the present paper. The simplest language (SL) among them has five operators to support data manipulations: the create and delete operators create and delete objects in the database (respectively); the modify operator updates the attribute values of objects; generalize removes specified objects from a class, but those objects are not completely deleted from the database (it cannot be applied to objects in "root" classes); and finally specialize adds a set of specified objects into a (nonroot) class. Two extensions CSL + , CSL of SL allow positive, positive and negative (respectively) testing conditions before each of the above five kinds of operations. Operators and transactions are parameterized, i.e., they may have variables. The variables are assigned constants before an operation (or a transaction) can be applied. The five operators in SL are natural adaptations of a relational transaction language (which consists of insert, delete, and modify operators) studied by Abiteboul and Vianu [3, 4] . The major difference between their relational language and the one studied here is that the languages here include extensions to incorporate objects and allow object-based manipulations.
We consider migration inventories as a new dynamic integrity constraints, which are sets of migration patterns that database objects have to follow. A set of (parameterized) transactions "satisfies" a migration inventory if it produces only migration patterns in the inventory; it "generates" the inventory if it can produce all patterns in it. A fundamental problem in studying transactions and migration inventories is to characterize the migration patterns of a (finite) set of transactions of an update language.
Given a set of parameterized transactions, we consider four families of migration patterns associated with it: the families of all migration patterns as well as "immediate-start", "proper", and "lazy" migration patterns. Immediate-start patterns focus only on patterns in which objects are created at the first step starting from the empty database. Properness requires that at each transaction application, the object producing the pattern must be properly updated. In other words, proper migration patterns focus only on updates that are relevant to the objects in question. Finally the notion of lazy patterns further restricts that the role sets should be different after each update. Lazy migration patterns focus on the changes in role sets of the objects.
The following results are obtained. For the language SL, the families of migration patterns generated by a finite set of SL transactions is always a regular language for each kind of pattern. As a consequence, it is decidable whether the set of transactions obeys and generates a migration inventory given by a regular expression. Conversely, for each regular migration inventory there is a set of SL transactions which both satisfies and generates it. In addition, the transactions can be effectively constructed. For the extended languages, the set of migration patterns of a finite set of CSL (and hence CSL + ) transactions is r.e. (recursively enumerable) for each kind of pattern. For the other direction, for each r.e. migration inventory, we can construct a finite set of CSL + (CSL) transactions which satisfies and generates it for the general kind of migration patterns. In addition, we show that (1) every r.e. inventory can be a left quotient of the family of immediate-start migration patterns of some finite set of CSL + (CSL) transactions; in other words, each pattern can be generated with a padding, (2) Every context-free migration inventory is the family of immediate-start and proper migration patterns of some finite set of CSL + (CSL) transactions (where padding is not allowed). The exact characterizations for these kinds of migration inventories of CSL and CSL + transactions are left open. As a consequence of these, it is not decidable whether a set of transactions obeys (generates) a migration inventory. Finally, we apply the obtained results and techniques to analyzing a behavior modeling construct similar to transaction design methodologies of [9, 24, 28] . The construct imposes a (precedence) relation on the transactions so that only sequences of transactions defined by the relation can be executed. It is shown that this construct does not yield richer expressiveness in terms of migration patterns. This paper is organized as follows. Section 2 introduces the simple semantic model and the language SL. The formal notion of migration patterns is given in Section 3, and the characterization of SL transactions is provided. In Section 4, the two extensions CSL + and CSL are formally defined, and the results concerning them are presented. The application of the techniques is discussed in Section 5.
The Data Model and A Simple Manipulation Language
In this section, we introduce the formal data model and the associated update language, SL, used in the paper. The model is object-based and a proper subset of many existing semantic data models such as IFO [1] , SDM [20] , GSM [23] , etc. The data model includes classes and class hierarchies, and attributes which range over atomic values. The update language SL extends the transaction language of [4] to incorporate objects and their manipulations. There are two major differences between SL and the language of [4] :
1. SL is object-based and allows to manipulate "object identifiers" while [4] used the relational model and operations focus on tuple manipulations. For example, the object creation operation in SL always creates an object with an identifier, but the insertion operation of [4] creates a tuple only when the tuple is not present in the database. 2. SL has two new operators to support object migration. We start with the following definitions, assuming the reader's familiarity with "graphs".
Let G = (V; E) be a directed graph where V is a (finite) set of vertices and E V V . A pair of vertices in V is weakly connected if there is an undirected path between them. A subgraph G 0 = (V 0 ; E 0 ) of G, where V 0 V and E 0 E, is maximal weakly connected if 1. each pair of vertices in V 0 is weakly connected in G, 2. for each v 2 V ? V 0 , v is not weakly connected to any vertex in V 0 in G, and 3. E 0 = E \ (V 0 V 0 ).
Based on the above notion of a maximal weakly-connected subgraph, we next define "specialization-graphs", which constrain and represent class hierarchies. Intuitively, a specialization graph is acyclic and consists of several maximal weakly connected subgraphs, each of which is rooted acyclic graph. This notion is motivated by the ISA Rules of IFO schemas [1] . Formally, a directed graph G = (V; E) is a specialization-graph if 1. G is acyclic, and 2. for each pair of weakly connected vertices u; v 2 V , there exists a vertex w 2 V which has directed paths from both u and v.
For simplicity, we assume a universal domain of constants, though the results obtained here are generalizable to models having more than one domain. Formally, we assume the existence of the following pairwise disjoint and countably infinite sets: U = fa;b;c;:::g of constants; C = fP;Q;R;:::g of class names; A = fA;B;C;:::g of attribute names; O = fo 1 ; o 2 ; o 3 ; :::g of abstract objects, with a total order < O such that o i < O o j if and only if i < j; V = fx;y;z;:::g of variables.
Intuitively, a database schema consists of a (finite) set of classes, subclass relationships, and attributes with range U. Due to inheritance, the set of all attributes defined on a class P is the set of all attributes defined on ancestors of P. In this model, multiple inheritance is allowed. To avoid the conflicts of attributes inherited from different ancestors, the attribute sets of classes are required to be pairwise disjoint.
Definition 2.1
A database schema is a triple D = hC;isa;Ai where:
1. C C is a finite set of class names; 2. isa C C such that (C; isa) is a specialization-graph. The reflexive and transitive closure of isa is denoted by isa ; 3. A : C ! powerset n (A) is a total mapping such that A(P) \ A(Q) = ?
whenever P 6 = Q.
Under Definition 2.1, the set of attributes defined on a class P is the union A (P ) = S P isa Q A(Q). Also, the condition 2 "A(P ) \ A(Q) = ? whenever P 6 = Q" for assigning attributes to classes stated prevents conflicts of attributes through inheritance.
A database schema thus may consist of k (> 1) disjoint directed acyclic graphs each of which is weakly-connected and has a single root.
Let D = hC;isa;Ai be a schema. A class P 2 C is an isa-root if there does not exist a class Q 2 C such that P isa Q.
Informally, a database instance consists of a finite set o(P) of abstract objects for each class P, a value a(o;A) for each object o in class P and attribute A of P, and a "next" abstract object o such that no object > O o occurs in any class. The object assignment o always maps a subclass to to a subset of abstract objects, and maps non-weakly-connected classes to disjoint sets of abstract classes. While the former condition partially reflects the inheritance hierarchy, the latter forbids an object to be a member of two unrelated classes in the isa hierarchy (e.g. STUDENT and COURSE) which we believe is a natural constraint. The object o is used when new object(s) are 2 The condition is also chosen for technical simplicity since we could have used a less restricted condition: A(P) \ A(Q) = ? whenever 9R; R isa P and R isa Q. A(PERSON) = fSSN;Nameg A(EMPLOYEE) = fSalary;Works-Ing A(STUDENT) = fMajor;First-Enrollg A(GRAD-ASSIST) = f%-Appointg An instance of the schema D which contains five objects appears in Fig. 2 .
We now introduce the manipulation language SL which consists of five essential operators for creating, deleting, modifying, and migrating objects. Before we intro- [4] , with two major differences: 1. Our operations manipulate "object identifiers" since SL is object-based, while [4] used the relational model and their operations focused on tuple manipulations. For example, the "create" operator in SL always creates an object with a (new) identifier, regardless of whether there already exists an object which has exactly the same attribute values and belongs to the same set of classes. The "insert" operator in the language of [4] , however, creates a tuple only when the requested tuple does not already exist in the relation. 2. SL provides two new operators, "specialize" and "generalize", to support object migration. On the other hand, SL does not allow the user to directly manipulate or "grasp" object identifiers. Objects are manipulated by a process of selecting the relevant objects according to their attribute values and then performing update operations (changing attribute values, deleting, or migrating objects). The following notion of a "condition" is used to select relevant objects.
An atomic condition is an expression of one of the following forms: We now discuss operations in SL. "Atomic updates" are defined with respect to a database schema. Each atomic update performs a single operation on database instances. There are five atomic updates in SL which are briefly explained below: the operator create creates an object using a new object identifier and assigns attribute values specified by a condition; delete eliminates from the database all objects which satisfy a specified condition; modify first selects all objects satisfying one condition and then change their attribute values according another condition. The last two operator generalize and specialize are used to support object migration: generalize cancels the membership of the specified class and its descendant classes of all the objects currently in the class which satisfy a given condition; specialize adds objects satisfying a condition into a specified class, with new attribute values specified by another condition. Using the five operators, a "transaction" is then defined as a sequence of these operations. 
The semantics of the specialize operator is defined such that all objects in class P satisfying the condition ? will be added to a subclass Q with their new attribute values provided by ? 0 . However, if an object satisfying ? has already been in Q, it will be left "untouched" (rather than have some of its attribute values changed). The decision does not affect the technical results.
The semantics of (ground, parameterized) transactions is now easily defined as follows. 
Object Migration
In this section, we initiate the theoretical study of "object migration" in objectbased models. By object migration, we mean to allow objects to change class memberships during their life span. Such novel operations are unique for object-oriented databases and application examples naturally justifies the need to support object migration. Indeed, implementation techniques have been considered for object-oriented database systems [17, 19, 22, 29, 30] .
In a class hierarchy, an object may belong simultaneously to a set of classes, called the "role set" of the object; it may also be "migrated" to a different role set later on. Under a fixed transaction schema, an object may pass through a sequence of role sets during its life span. Such a sequence of role sets is called a "migration pattern" of the object. It can be imagined that under a given transaction schema over a database schema, only a subset of such migration patterns can possibly occur for objects. We call such a subset a family of migration patterns of the transaction schema. We also consider three subclasses of migration patterns, "immediate-start", under which objects are created into the database at the very beginning (the empty database), "proper", under which objects have to be properly updated at each step, and "lazy", under which objects have to be properly migrated at each step.
The main theorem of the section, Theorem 3.2, shows that the family of (immediatestart, proper, or lazy) migration patterns of each SL transaction schema is a regular set, whose equivalent regular expressions can be effectively constructed; and conversely, any regular set of migration patterns can be "generated" by some SL transaction schema (as immediate-start, proper, or lazy migration patterns).
On the other hand, we also use a set of migration patterns as dynamic constraints on database updates. In such a case we call the set a "migration inventory". Under this view, the essential issues are to determine "satisfiability" of a migration inventory by a transaction schema and whether a transaction schema "generates" a given migration inventory. Theorem 3.2 implies the decidability of whether an SL transaction schema satisfies a migration inventory; whether it generates a migration inventory.
We formally introduce necessary notions and then present the results. We first define the notions of a "role set" and a "migration pattern". The formal definition of a migration inventory is then given and three subclasses of inventories are discussed. These notions are illustrated through examples.
We note that in the language SL, operations on objects in one class do not depend on the "content" of other unrelated classes. Moreover, objects cannot migrate to classes which are not weakly connected. Consequently, we assume without loss of generality that the schema graph (i.e., the class hierarchy) is weakly connected. The assumption is similar to focusing on a single relation in [4] . The assumption will be relaxed when we consider richer languages in Section 4.
Informally, a "role set" is a set of classes where an object could possibly reside at the same time. Due to inheritance induced by the class hierarchy, each role set is closed under isa. Definition 3.1 Let D = hC;isa;Ai be a database schema such that (C; isa) is weakly connected. A role set (over D) is a subset ! of C satisfying the following condition:
for each class P in C, S fQ 2 C j P 2 ! and P isa Qg !, i.e., P 2 ! implies that all ancestors of P are also in !. The empty role set is denoted by ?. The set of all role sets over D is denoted by D , or simply when D can be inferred from the context. The set of non-empty role sets is denoted by + (= ? f?g). We now consider "object migration patterns", which are sequences of role sets through which objects can pass in their life cycles, in the context of a fixed transaction schema. Migration patterns are viewed as words over the alphabet . In this paper, we focus on patterns starting from the empty database d ? = h?;?;o 1 i. In general, an object's migration pattern may start with an element in 5 ? (before being created), be followed by an element in + (while in the database), and end in an element in ? again (after being deleted).
Definition 3.2
Let D be a database schema and the set of all role sets over D. An object migration pattern is a word over the alphabet which is in the set ? + ? .
In many applications, databases may have to satisfy (static) integrity constraints (such as functional dependencies) and database updates to satisfy dynamic constraints specified by temporal logic or by a specified set of update operations. In this paper, we focus on object migrations and consider dynamic constraints defined by a set of permitted migration patterns. In other words, updates on objects are only allowed if the migration patterns of the objects are within the permissible set. Thus, the set of patterns reflects the behaviors of the objects in the databases.
Let L be a language (set of words) over an alphabet . The initial words of L, denoted by Init(L), is the set fx j 9y 2 ; xy 2 Lg. 
We now formalize the notion of a dynamic constraint defined by permissible migration patterns. We call it a "migration inventory". In concurrent programming, operations on shared resources have to be synchronized to ensure correctness. One mechanism to control concurrent operations is based on "path expressions" [12] . Intuitively, path expressions are regular expressions (over the set of operations) specifying the order in which operations are executed without causing inconsistency of resources. The next example illustrates that the path expressions can be modeled by inventories at the conceptual level.
Example 3.3
Let B be an abstract data type with four operations p; q; r, and s. A path expression is a regular expression over the alphabet fp;q;r;sg. A requested operation is executed if the sequence of executed operations followed by this operation is a prefix of a word in the language defined by . Representing four operations 6 a + = aa . by four subclasses of the root class R (Figure 3 ), each path expression can be converted into a migration inventory. For example, suppose (p(q r)s) is a path expression of the four operations. Then, the inventory L = Init(? (! p (! q ! r )! s ) ? ) specifies the restriction that each transaction which simulates one operation has to satisfy the path expression, where ! x = fx;Rg is a role set for each x 2 fp;q;r;sg.
We now define migration patterns produced by transaction schemas. Informally, a migration pattern is generated by a transaction schema if there exists a sequence of transaction applications on the empty database h?;?;o 1 i and an object o such that the the migration pattern is the same sequence of role sets that the object o has passed through. To further examining the changes of role sets, we consider three kinds of migration patterns: "immediate start", "proper" and "lazy". Intuitively, immediate-start patterns focus on objects which are created on the first update on the empty database (i.e., the first role set is not empty). Since objects not changed by an application of a transaction will certainly stay in the set role set, it is useful to focus on only sequences of transaction applications that change objects of interest on each update. The proper migration patterns focus exactly on that. As a more refined notion, we could also focus on transaction applications that the change the role sets on each update. This notion is captured by lazy migration patterns. 
, L lazy (T)) denote the family of (respectively immediate-start, proper, lazy) object migration patterns of T.
We can also focus on role (class) changes of objects by removing repeated role sets from migration patterns. Formally, we define a function f rr (`r' emove`r' epeats) mapping from to recursively as:
f rr (a) = a if either a 2 or a = f rr (waa) = f rr (wa) if a 2 ; w 2 f rr (wab) = f rr (wa)b if a; b 2 ; w 2 ; a 6 = b:
If L is a set of migration patterns, we define L nr = f rr (L). The following can be
A migration inventory L can then be defined as a dynamic integrity constraint on database updates which restricts the migration patterns of transactions schemas to be contained or equal to L. 
and generates L (with respect to immediate-start, proper, lazy patterns).
We present examples in the following concerning migration inventories and transaction schemas. Intuitively, T 1 enrolls a student; T 2 assigns an assistantship to the student identified by the provided social security number; T 3 cancels the graduate assistantship of the specified student; and finally T 4 deletes a student (who leaves or has graduated) from the database.
Suppose that these are the only transactions. It is easily seen that each object will be initially created as a student, may get several assistantships from time to time, and will finally be deleted. Hence, the families of migration patterns of T are: L(T) = Init(? ( 
The following example shows that for a regular expression on role sets, it is possible to design a transaction schema whose migration patterns are prefixes of the words in the regular language. Example 3.5 The Ph.D. program in a department has screening and qualifying examinations, which divide students into three sequential phases: unscreened, screened, and candidate (see Fig. 4(a) ). Suppose the schema includes a class for each phase as shown in Fig. 4(b) and the attribute ID defined on the class G-STUDENT uniquely identifies each student. A transaction schema T can be subsequently designed to preserve the sequential order. In particular, T consists of the following parameterized transactions to migrate objects in the class G-STUDENT.
T 1 (sid) = create(G; fID=sidg); specialize(G; U; fID=sidg): T 2 (sid) = generalize(U; G; fID=sidg); specialize(G; S; fID=sidg): T 3 (sid) = generalize(S; G; fID=sidg); specialize(G; C; fID=sidg): Here class names are abbreviated. It is easy to verify that L pro = ( ?) Init(USC?).
In Example 3.3 a path expression can be transformed to a migration inventory. The following example illustrates that transactions can be designed to satisfy automatically the migration inventory (path expression). (Conversely, it will be shown in the section that given a set of concurrent processes or transactions, it is also possible to figure out the corresponding path expression.) Example 3.6 A database schema containing three classes P; Q; R and two attributes A; B is shown in Fig. 5 . Consider the regular expression P(QQP) , where P (Q) represents the role set fP;Rg (fQ; Rg). Let L = Init(? P(QQP) ? ) be the corresponding migration inventory.
We now design a transaction schema T to generate the inventory L. Specifically, T consists of one transaction T(x) = T 0 (x); T 1 (x); T 2 ; T 3 ; T 4 (x), where Here a; a 0 ; b; c; d are constants in U, which are used to "control" object migration. Intuitively, T 4 creates an object in the class P. T 3 then migrates object(s) in the class P to Q and T 2 lets object(s) stay in Q. T 1 finally migrates those objects whose attribute B values are not equal to x to P to enter another migration cycle. For those objects having x as the value of attribute B, T 0 simply deletes them from the database. The parameter x is used to "randomly" determine whether objects will continue to migrate or to be deleted. Hence, L(T) = L and, in addition, L imm (T) = L + ? , and L pro (T) = ( ?) L + , where L + = Init(P (QQP ) ? ).
As another example, consider the regular expression ? (P Q QP )? . The transaction schema T = fTg will generate the initial language of the regular expression, where T(x) = delete (R; fB=xg); generalize (Q; fA=1g); specialize (R; P; fA=1g;?); generalize (P; fA6 =1g); specialize (R; Q; fA6 =1g; ?); create (R; fA=x;B=xg); specialize (R; P; fA6 =1g; ?); specialize (R; Q; fA=1g;?):
Intuitively, T creates an object with the attribute values provided by the parameter x. Depending on whether x = 1, the object created will follow the migration pattern QP or PQ (respectively). The attribute B is again used to delete objects "randomly".
We now present the main results concerning migration inventories of transaction schemas. In particular, the family of (immediate-start, proper, lazy) migration patterns of each SL transaction schema is a regular set and a regular expression of the set can be also be effectively determined from the transaction schema. As a consequence of the main results, it can be decided if a transaction schema T satisfies (generates, or characterizes) an inventory defined by a regular expression.
We first state the main theorem and a corollary and then discuss the proof of the theorem in the remainder of the section. The remainder of the section is devoted to the proof of Theorem 3.2, which is accomplished through several lemmas. We first define the notion of "migration graph" and present a lemma showing that each regular set can be characterized by a single SL transaction. Part (2) of Theorem 3.2 easily follows from this lemma. 2. E (V ? fv t g) (V ? fv s g) is a set of (directed) edges; and 3. L is a total mapping from V ? fv s ; v t g to + . The proof is to construct such a transaction T. The construction consists of two steps. We first build a migration graph G from the expression . From G , T is then obtained.
Lemma 3.4
The construction of the migration graph G of is very similar to constructing a nondeterministic finite state automaton for , except that the vertices are labeled.
For the reader's convenience, we present the construction of G . Specifically, for any regular expression over + , its migration graph G is built inductively as follows. where
Example 3.7 Consider the regular expression P(QQP) from Example 3.6. The migration graph for P(QQP) is shown in Fig. 6 . Now let G = (V; E; L) be the migration graph of the regular expression . Let h : (V ?fv t g) ! U be a one-to-one and total mapping. For each vertex u 2 V ?fv t g, we define an atomic condition u : "A = h(u)". Intuitively, values of attribute A are used to identify vertices in the migration graph.
We assume that U contains the natural numbers N = f0;1;:::g. For each vertex u 2 V ? fv t g which has at least one outgoing edge, define V u = fv j (u; v) 2 Eg to be the set of vertices reachable from u by one edge in E. Let g u be a one-to-one and total mapping from V u to the initial segment of N ? f0g, i.e., g u : V u ! f1;:::;card(V u )g where card(S) denotes the cardinality of a set S. A(R), we can define a sequence of operations which migrate all objects satisfying the condition ? from a role set ! to another role set ! 0 , and modify the attribute values according to ? 0 . We denote this sequence as mig(!; ! 0 ; ?; ? 0 ).
We first construct a transaction T 0 as follows to establish the first two equations of item (1) in Lemma 3.4 and then argue that T 0 can be modified into T which satisfies all three equations about T in item (1) of the lemma.
T 0 (x) = create(R; f vs ; B=x; C=0g); T 00 (x); modify(R; fC=1g;fC=0g) where x is a variable and T 00 is a sequence of the following operations. For each vertex u 2 V ? fv t g such that u has at least one outgoing edge, T 00 (x) includes a sequence of operations T u (x) defined as follows: Intuitively, the attribute A is used to determine which vertex in the migration graph G the current object is with regard to. If there are several outgoing edges at a vertex, the attribute B is used to choose some edge based on the value of the parameter x. And finally, the attribute C is used to mark the objects already been migrated or updated so they will not be migrated again within the same transaction. Note that the last operation of T is to clear all marks. Instead of using G , we need to construct a graph G l from G such that for each edge (u; v) in G l , there is a path u = v 0 ; v 1 ; :::; v n = v (n > 1) in G , the labels (role sets) of v i (0 6 i < n) are identical and the labels of u and v are distinct. Using the same construction for T, T l can be constructed to satisfy item (2) in the lemma. This concludes the proof for Lemma 3.4.
The proof of Part (1) The following lemma (proof omitted) can be easily shown by an induction on the length of transactions.
Lemma 3.5 If d 2 inst(D), T is a ground transaction, and I O such that every object in I occurs in d, then T] ](dj I ) = ( T] ](d))j I .
Lemma 3.5 allows us to focus on individual objects when studying migration patterns. Since each object behaves independent of the others, it is easy to see that if an object o has a migration pattern ? i u generated by a sequence of transactions T 1 ; :::; T n (with assignments 1 ; :::; n ) where n > i, then the sequence of transactions T i+1 ; :::; T n (with i+1 ; :::; n ) will generate the migration pattern u for some object o 0 . Therefore, the following holds, which implies that if L imm (T) is regular then L(T) is regular. Corollary 3.6 For each transaction schema T, L(T) = ? L imm (T) ? .
We define a function (`r' emove`e' mpty`i' nitial) f rei : ! recursively as: 
We now show that L imm (T), L pro (T), and L lazy (T) are regular sets. We present a proof that L imm (T) is regular and indicate that the proof can be modified to establish L pro (T) and L lazy (T) being regular.
For each transaction T, we construct a migration graph G T = (V; E; L) such that each immediate-start migration pattern of T is the sequence of node labels spelled by a walk in G T and vice versa. We call such a graph G T the migration graph of T (with respect to immediate-start migration patterns).
The set of nodes V in G T is the union V T fv s ; v t g, where V T is formed from all possible role sets and "separators" corresponding to the database schema D and transaction schema T, and v s ; v t are two new symbols not in V T . Intuitively, given a (finite) set S of attributes and a (finite) set C of constants, a separator defines a partition of the set Tuple(S) (of all tuples over S) using an extension of the notion of a "hyperplane" [4] . Moreover, if S is the union of the sets of attributes of classes in a role set !, then a separator for S (and some set C of constants) partitions all objects having the role set !. When C is the set of constants occurring in T, we later show that objects belonging to the same element in the partition cannot be distinguished by any transactions in T.
We now proceed with the technical development.
Suppose S = fA 1 ; :::; A n g is a set of n attributes and C = fa 1 ; :::; a k g a set of constants. We introduce the notion of "hyperplane" to partition Tuple(S). Formally, a hyperplane on S with respect to C is a set 16i6n i , where for each 1 6 i 6 n, i is one of the following conditions fA i =a 1 g; : : : ; fA i =a k g; fA i 6 =a j j 1 6 j 6 kg:
Seemingly, the number of hyperplanes on S with respect to C is (k+1) n . Let ? be a hyperplane on S with respect to C. We define Att 6 = (?) = fA j 816i6k;A6 =a i 2 ?g.
When Att 6 = (?) has at least two attributes, say A and B, it is conceivable that a transaction might include a condition fA=x;B6 =xg. Therefore different operations can be applied to different objects belonging to the same hyperplane. To overcome this problem, we augment each hyperplane with an equivalence relation over Att 6 = (?), which specifies the equalities among values of these attributes. Thus, the set of equivalence relations yields a partition over a hyperplane. A separator C (S) with respect to S and C is defined as a set C (S) = f(?; r]) j ?
is a hyperplane on S with respect to C, and r] an equivalence class of relations E ? g f(?;?) j ? is a hyperplane on S and Att 6 = (?) = ?g. Intuitively, C (S) is obtained from hyperplanes on S by attaching to each hyperplane an equality relation on those attributes which are not equated to any a i 's in the hyperplane. Also, C (S) partitions the object space according to the values under a set of attributes S.
Let C T be the set of all constants occurring in T. We define V T = f(!;p) j ! 2 + ; p 2 CT (A ! )g where A ! = S Q2! A (Q). For constructing the migration graph G T = (V T fv s ; v t g;E;L) of T, let L((!;p)) = ! for each (!; p) 2 V T . We shall show that the edge set E can be constructed. Intuitively, this is possible because T cannot distinguish objects "corresponding" to the same vertex. In the following, we formalize the notion "correspondence" between objects and vertices and then present the construction of E. From the construction, the following lemma (proof omitted) is straightforward and hence V T forms a partition of the object space. By the above claim, there are only finitely many assignments that need be considered. The decidability result of the theorem easily follows. We now prove the claim.
Proof of the Claim. The direction (2) to (1) Since the constructions for these cases are similar to the case discussed, we briefly state how the edges are obtained.
Edges emanating from v s correspond to objects created by transactions in T. To determine these edges, we consider each vertex u 2 V T , whether the database d ? = h?;?;o 1 i can be updated to a database which has an object matching u. By an approach similar to the proof of Lemma 3.9, this construction can be shown. Let E s = f(v s ; u) j there exist an assignment , and a transaction T in T such that some 
Extended Manipulation Languages
In this section, we introduce two extensions of the language SL and study migration inventories of transactions in these extensions. The main addition is conditionals. Namely, we extend the atomic operators to include "testing" conditions, which allows to "peek" at the current database. The operation is executed if the conditions are satisfied; otherwise, it has no effect. For example, it is now possible to delete objects in a class P if there exist objects in class Q. Essentially, the testing conditions allowed for operations are conjunctions of positive and negative conditions, defined in Section 2. Two extensions are studied: CSL + , which allows only positive conditions, and CSL, which allows both positive and negative conditions.
The focus here is again on the interrelationship between transaction schemas and inventory constraints. Our approach is to characterize migration patterns generated by CSL and CSL + transaction schemas. It is shown that the set of migration patterns of each CSL or CSL + transaction schema is r.e. On the other hand, every r.e. inventory can be characterized by some CSL + (hence CSL) transaction schema; for immediate-start patterns, every r.e. inventory is the left quotient of the family of migration patterns of some CSL + (hence CSL) transaction schema by a regular set. That is, the inventory can be generated by padding with a regular set. The exact characterizations of the families of proper or lazy inventories, or immediate-start patterns without padding of CSL + (CSL) transaction schemas remain open. It is shown, however, that all context-free inventories can be generated as proper and immediate-start patterns without padding. As a consequence of the above results, there are CSL + (CSL) transaction schemas whose sets of migration patterns are nonrecursive. This implies that it is not decidable if a transaction schema satisfies and/or generates some given inventory.
We first define two languages CSL + and CSL and then present the main results on characterizations of migration inventories of transaction schemas in the languages. To incorporate testing conditions before updating a database, the notion of "literal" is introduced and used to define "conditional atomic update". Let D = hC;isa;Ai be a database schema, P 2 C, and ? a condition that Att(?) A (P ). A positive literal on P is an expression "P (?)" and a negative literal on P an expression ":P (?)". A literal on P is either a positive literal or a negative literal on P. 
D.
The conditional atomic update is positive if 81 6 i 6 n; i is positive, ground if is ground and 81 6 i 6 n; i does not contain any variables.
Intuitively, a conditional update is executed if all literals are satisfied by the database. The conditional updates defined here are very restricted since variables local to one conditional update are disallowed, i.e., all variables are global within a transaction.
Definition 4.2 A conditional transaction on a database schema D is a sequence T =
The conditional transaction T is empty if n = 0; positive if 81 6 i 6 n; i is a positive conditional or an atomic update. T is ground if 81 6 i 6 n; i is ground and parameterized if it is not ground. Let CSL (CSL + ) be the set of all (positive) conditional transactions. A CSL (or CSL + ) transaction schema is a finite set of CSL (respectively CSL + ) transactions.
The semantics for conditional transactions is defined in the natural manner. Speaking informally, the semantics of each ground conditional atomic update is a mapping from database instances to database instances such that if the database "satisfies" all literals, then the atomic update is executed (as defined in Section 2); otherwise, leave the database unchanged. The semantics of a ground conditional transaction is the composition of each update. Parameterized conditional transactions are functions from assignments to mappings from instances to instances.
We now formally define the semantics for conditional transactions. Let D = hC;isa;
Ai be a database schema and d = ho;a;o i i an instance of D. Suppose P 2 C and ? is a condition that Att(?) A (P ). We say d satisfies the positive literal P(?), In the languages CSL + and CSL, isolated classes in a schema can be "connected" by testing literals. For example, if P; Q are two classes not weakly connected, the conditional update "P (?) ! modify(Q; ? 0 ; ? 00 )" modifies the objects in class Q only if there is an object in class P satisfying ?. Clearly, the testing literals add expressive power to the language SL. Moreover, such "communication" between classes does not allow us to concentrate only on weakly-connected schemas in studying transactions. The assumption of weak connectivity of schemas used in the previous section is no longer made in this section.
The property similar to Lemma 3.5 that behaviors of individual objects are independent under SL transactions does not hold for conditional transactions. This is easily shown by the following update on the class R, assumed to be an isa-root of a schema:
:R(fB = yg) ! create(R; fA = x; B = yg):
It creates an object if no objects in R have the value y for the attribute B. (This, for instance, can be used to enforce the functional dependency A ! B upon an update and without changing the existing database.)
Our focus here is to extend the study of migration inventories to conditional transactions. Since objects cannot migrate between non-weakly-connected classes, our investigation focuses on inventories with respect to some weakly-connected component. We now extend the relevant definitions presented in Section 4 to the current context. Since operations in CSL and CSL + are executed only when testing literals are satisfied, it is possible that some transaction applications do not change the database at all. In terms of migration patterns, it means that a role set can simply repeat because some "null" transaction(s) can always be applied (e.g., a transaction consists of only conditional atomic updates whose testing literals are not satisfiable). To distinguish these situations from the real impact of conditional transactions on migration inventories, we modify the definition of "a migration pattern of a transaction schema," by requiring that each transaction application must change the database. Note that the above definition is different from proper migration patterns defined in Section 3. Here, the consecutive databases must be different, while proper migration patterns require the object (generating the pattern) must be changed by each update.
The families of immediate-start, proper, and lazy migration patterns of T are defined in the analogous way. Since the sets of objects for two non-weakly-connected classes are disjoint and objects can not migrate between non-weakly-connected classes, the following fact states that migration patterns do not cross weakly-connected components. The main results concerning families of migration patterns of CSL + (CSL) are now presented. Theorem 4.2 states that the family of migration patterns of each CSL (or CSL + ) transaction schema is r.e. Theorem 4.3 shows that each r.e. inventory can be generated by some CSL + (or CSL) transaction schema. Using a similar proof, each r.e. inventory, when padded with some regular language, can be generated by some CSL + (CSL) transaction as its family of immediate-start migration patterns (Theorem 4.4). Finally we consider proper and lazy inventories where padding is not allowed. Theorem 4.8 shows that each context-free inventory can be captured by some CSL + (CSL) transaction schema as its family of proper (lazy) migration patterns. We now show that the converse is also true, that is, each r.e. inventory can be captured by some CSL + (CSL) transaction schema. The proof is to construct a set of transactions which simulate a Turing machine that accepts L. Objects in the class S are used to store the encoding of a configuration of the computation of M. The transactions first generate an input word, and then simulate the moves of M. If the word is accepted, an object is created into G and migrated according to the word. The detail proof is provided in the Appendix. The only difference is that an object is created by the transaction T init into the component G and has the role set ! 1 . If computation halts, the object is migrated to ! 2 first and then follows the pattern specified by the accepted word. Hence, the migration inventory of T is padded with ! 1 ! 2 . 2 Since it is undecidable if a Turing machine accepts exactly words from a fixed language, e.g., the empty language, the following can be concluded.
Theorem 4.2 For each CSL
+ (CSL) transaction schema T, L(T), L imm (T), L pro (T),
Corollary 4.6 There exists a CSL + (CSL) transaction schema such that the family of its migration patterns is not recursive.
The above results imply that it is undecidable to check consistency of CSL + (CSL) transactions schemas with respect to inventories as dynamic constraints. Finally we consider proper and lazy migration patterns. Note that in the case of immediate-start patterns, padding with some regular patterns is used while simulating Turing machines. Thus each word in the r.e. inventory can be produced (with padding). However, for proper and lazy patterns, padding is not permitted. In the remainder of the section, we provide a partial answer to the characterization of these inventories and immediate-start inventories without padding. We show that each context-free inventory can be captured by some CSL + transaction schema without padding. The exact characterizations of expressive power remain open.
We first present an example and then generalize the argument to arbitrary contextfree inventories. Init(L) are context free [21] . Suppose the database schema has four classes R; P a ; P b ; S where P a isa R, P b isa R, and S has two attributes A; B. A; B are used to hold a chain serving as a counter. We now construct a CSL + transaction schema T which generates Init(L) as its immediate-start migration patterns. T consists of the following transactions:
1. The transaction T start clears the database and creates an object into P a . Note that T shrink deletes an object each time it is executed and changes the database.
Since the number of objects in S is at most the number of times the object stays in P a , it can be verified that Init(L) is generated.
We now present the result on proper and immediate-start migration inventories. 
. That is, every production rule has the form: N ! a , where a is a terminal and a string of nonterminals. It is assumed that the terminals and nonterminals of G L are all constants in U.
The transaction schema consists of the following two kinds of transactions.
1. For every production rule p = N 0 ! cN 1 N k , we construct a transaction T p .
T p has variables x i (1 6 i 6 k) representing a chain of length k (to be inserted into the database). The attribute in G is used to ensure that each application of the transaction will properly change the objects in G. For example, each transaction flips the attribute between two values. It is then straightforward to verify that the transaction schema T generates the initial words of L. The construction for T 0 is similar except that the grammar for Init(L) is used instead. 2
Applications
In this section, we illustrate through two examples how the techniques and results obtained above on object migration can be applied to some practical problems. The two examples are motivated by the transaction design methodology of the INSYDE model [24] and the notion of "scripts" of the TAXIS data model [27, 28] . The essential ingredient in both frameworks is to introduce an ordering on updates to the databases.
In the spirit of INSYDE, we define a transaction schema with information flow (inflow) to be a graph where nodes are transactions and edges represent orders in which transaction applications should satisfy. Within this framework, it is interesting to answer questions such as "will a student currently majoring in history work in business office with salary > 35K in the future?" and "will an airplane which belongs to the Traveler's World Airlines be in the repair depot at Green Lake International Airport?" In some situations such information can be used to detect mistakes in the data to be added into a database.
Example 5.1 Consider a database system used by an office of Immigration Service in country X. According to the immigration law, before a person entering the country with a type C visa can be allowed to immigrate, she has to go back to her own country (defined as the country she was a citizen of just before she entered the country X) and stay for at least 3 years. The transactions designed for this application have to guarantee that no one can directly change his or her status from visa type C to an immigrant.
In the formal setting, we present the following definition. The questions discussed above can now be formulated as the "reachability" problem. We now show that the reachability problem is decidable for SL inflow schemas but undecidable for CSL or CSL + inflow schemas.
Theorem 5.1 (1) The reachability problem is decidable for SL inflow schemas.
(2) The reachability problem is undecidable for CSL or CSL + inflow schemas.
Proof:
The proof is based on extending the techniques used in proving Theorem 3.2 (for SL) and Theorem 4.3 (for CSL and CSL + ). Let P; Q be two classes in a database schema D and p ; q two assertions over the classes P; Q (respectively).
(1) To show that the reachability problem is decidable for any SL inflow schema T inf = (T; E), we present a construction similar to the construction of the migration graph of T with a slight modification to incorporate the ordering E on the transactions. Specifically, if P; Q are not weakly connected, the two assertions are not reachable from each other. Now suppose P; Q are in the same weakly-connected component G of D. Let C be the set of all constants occurring in T, p , and q . We construct the set of vertices V T = f(!;p) j ! 2 G ; p 2 C (Att(!))g in the same way as in the proof of Theorem 3.2, except that the set C is used (instead of C T ).
We can also use the algorithm described there to determine edges between vertices and, in addition, the name of the transaction contributed to the edge if it exists. Note that for each vertex in the graph and each of p ; q , either all objects matching the vertex satisfy the assertion, or none, since the constants in the properties are used in constructing the vertices. It is now straightforward to construct a cross product of this graph and the graph (T; E) and check if there is a path between a vertex satisfying p to a vertex satisfying q .
(2) To show that the reachability problem is undecidable for CSL + (CSL) inflow schemas, a reduction is performed from the halting problem (of Turing machines) to this problem. The reduction is obtained by modifying the construction used in the proof of Theorem 4.3. Let M be a Turing machine that the alphabet of M is (or corresponds to) the role sets of some weakly-connected component G in D. Suppose further that G has at least two different nonempty role sets ! 1 ; ! 2 . (In the case of G having only one nonempty role set, two different attribute values are used and the proof can be modified to suit this case.) The inventory L = f! 1 g f! 1 ! 2 j M halts on the empty input g is now considered. Obviously L is r.e. Now let the CSL + transaction schema T be the schema constructed in the proof of Theorem 4.3.
Consider the CSL + inflow schema T inf = (T; T T). Since ! 1 6 = ! 2 , there is a class Q 2 ! 2 ? ! 1 (or ! 1 ? ! 2 , in which case the role sets are switched). Let P be a class in ! 1 and define p = q = ?. It is straightforward that q is reachable from p if and only if M halts on the empty input. 2
Although an inflow schema allows the specification of a precedence relationship between transactions, it is not desirable to require updates on different objects to respect the order. In the following, a refined model is considered, which permits the specification of relationships on updates on each object. The model is motivated by the construct of "script" in TAXIS. Here the focus is still on the reachability problem.
Syntactically, a script schema is the same as an inflow schema: a set of transactions with an ordering. The difference lies in their semantics. For inflow schemas, the ordering is interpreted globally. For script schemas, however, it is interpreted at the level of objects. o in n ? 1 S j a n ?
(b) the objects in S The class S is used to store an encoded configuration of M. Specifically, the attributes of S store the encoding in the following manner:
1. A 1 ; A 2 of some objects in S form a chain; 2. A 3 of each object holds a tape symbol; and 3. A 4 of the objects represents the position of the head and the current state.
An example of a "pure" encoding is shown in Figure 7 . In an actual simulation, the class S may contain some "unusable" portions of encodings, created during the phase of generating an input word. This is due to the fact that in the language CSL + it is impossible to test whether a variable has a value which does not appear in the database.
The transaction schema T consists of a collection of transactions performing three phases of simulation: (1) to "randomly" generate a word, (2) to simulate the computation of M on the input word, and finally (3) to generate the migration pattern according to the word if it is accepted by M. A flag will be used to indicate the current phase. The flag is represented by an object in the class S, which has the value a w , a c , or a m (in U ? ) for attributes A i (1 6 i 6 4) to indicate the three phases.
Briefly speaking, T has the following transactions:
We define the conditions ? = fA i =a j 1 6 i 6 4g for each =`w' ,`c' , and`m' . modify(S; ( j j#j ); ( j jx; c 1 j )); ; modify(S; ( j j#j ); ( j jx; c n j )): If the value of the parameter x is a nonblank tape symbol in , then the value is stored into the chain by a modify operation. If x holds a value other than nonblank tape symbols, the symbol`#' is stored. (Note that at most one of the modify operations will have real effect and this occurs only if the value of x is in ;G .) 2. T expand has three variables: x; y, and z, where x is to be matched to the first element in the chain, y adds to expand the chain, and z decides the symbol on the tape: if z holds a nonblank tape symbol, then it is simply stored, otherwise the symbol`#' is stored. T expand (x; y; z) consists of the following conditional . . . The above syntax is an abbreviation for repeating the same testing literals for every update. Since only the last operation in the above sequence will change the testing condition, the abbreviation does not change the semantics. The condition ? w (:x; :yj j j ) ensures that x 6 = a w and y 6 = a w . The condition S(c j;:x;:yjx;:yj j ) is satisfied only if x and y do not have the same value, neither has the value`c j', and x matches the first element in the existing chain.
Ideally, y's value should not be used by any existing objects in S. This can be expressed in CSL as: :S(yj j j ); :S( jyj j ). In CSL + this is impossible since negative literals are not allowed. However, since the main task is to avoid forming cycles in the chain, we use two delete operations to delete any objects whose value for either attributes A 1 ; A 2 is the value held by y. This could result in shortening the chain and leave some unusable portions of the chain. The unusable portions will not interfere with the simulation. Also, repeatedly applying T expand will possibly create more than one word in the encoding of the tape.
However, only the first of these words will be the actual word used as the input for M. The symbol`#' is used as the delimiter between words. 3. T start M simply sets the flag for the simulation phase and inserts the starting state and the blank symbol at the beginning of the chain which serves as the left boundary for the tape:
T start M = modify(S; ? w ; ? c ); modify(S; (c jj j j ); ( j j= bjs)): We also need to consider when the head is reading the first square (the symbol = b). This can be identified by the`c j' at the chain start and the construction is similar.
5. After M halts, the transaction T start mig will be the only applicable transaction.
It creates an object in the component G and migrates it to the role set specified by the first symbol of the accepted word. (Recall that M is assumed not to erase the input word.) T start mig has four variables: x 1 ; x 2 ; x 3 , matching the first three elements in the chain, and y matching the symbol in the second tape square (the to the second object so it becomes the first.
T mig (x 1 ; x 2 ) = S(? m ); S(cjjx 1 jc 1 j ); S(x 1 jx 2 j j ) ! migto(!(c 1 ));
. . . S(? m ); S(cjjx 1 jc n j ); S(x 1 jx 2 j j ) ! migto(!(c n )); S(? m ); S(cjjx 1 j = bj ); S(x 1 jx 2 j j ) ! delete(R; ?); S(? m ); S(cjjx 1 j j ); S(x 1 jx 2 j j ) ! modify(S; (x 1 jx 2 j j ); (c jjx 2 j j )); S(? m ); S(cjjx 1 j j ); S(cjjx 2 j j ) ! delete(S; (c jjx 1 ; :x 2 j j )):
From the construction, it is easy to verify that the only migration patterns generated by T for objects in the component G are words accepted by the Turing machine M; and conversely, for every word accepted by M, there is a sequence of applications of transactions in T which will produce a migration pattern being the accepted word with a prefix ? k for some k. 2
