that memory ability across individuals can be indexed by increased neural signal complexity. 48 Introduction or less complexity in the signal. Similarity is measured using the Chebyshev distance between the two sub-sequences. 201 A smaller value of SampEn denotes greater repetitiveness and less complexity in a given signal. 202 For an embedding dimension m and a tolerance r, the formal equations for the calculation of sample entropy for 203 a given time series of total length N are as follows (Sokunbi et al., 2013; Vakorin and McIntosh, 2012) :
where,
and,
where || · || refers to the maximum norm, x m (i) is a vector {x i , x i+1 , ..., x i+m−1 } within our time series, and H 205 is the Heaviside step function. B i is the number of m-dimensional vectors that are within a tolerance of r from a 206 given template x m (i), excluding self-matches. B i is normalized by the number of possible matches, N − m − 1, and 207 averaged over the N − m possible template vectors to get U m , the probability of any two m dimensional vectors in 208 a series being within a Chebyshev distance r. 209 An embedding dimension m of 2 and a tolerance r of 0.2 * std(x(t)) were used in all analyses. Of note, the number 210 of 3 element matching template sequences is necessarily less than or equal to the number of 2 element matching 211 template sequences, implying that the ratio U m+1 U m in Equation 1 is bounded between 0 and 1. Therefore, the range of 212 SampEn is [0, ∞). For computational considerations, we down-sampled all iEEG signals to 250 Hz for this analysis, 213 making our sampling period in between points in x 4 ms. We excluded the few trials with zero matching samples of 214 length 3 to avoid infinite values.
215
Commonality Analysis
216
In order to understand whether the metrics of power, spectral slope, and sample entropy uniquely account for 217 variance in memory performance across participants or if they are redundant, we performed a commonality analysis 218 (Nimon et al., 2008; Ray-Mukherjee et al., 2014) which partitions variance (R 2 ) into parts that are unique to each 219 predictor variable and those that are shared between all possible combinations of the predictors. n order to remain 220 consistent with our rank based analyses used throughout the text and to remain sensitive to non-linear relationships, 221 commonality analysis was performed on the ranks of our neural and performance measures. The unique contribution 222 of a predictor is calculated as the proportion of variance attributed to it when it is entered last in a regression 223 analysis. For example, consider a hypothetical case where dependent variable y is explained by two predictors i and 224 j, the total variance in y explained jointly by both variables is R 2 y.ij , while the variance in y that is explained by i is 225 R 2 y.i , and the variance explained by j is R 2 y.j . The unique contribution of a given variable is obtained by subtracting 226 the contribution of the other variable from the joint contribution R 2 y.ij . Therefore, the variance uniquely explained by i and j respectively are:
The common variance in y explained by i and j is equal to the total variance explained jointly less the unique 229 contributions of i and j:
230
simplifying to:
Commonality analysis decomposes explained variance into 2 k − 1 independent effects for k predictor variables.
231
Therefore the number of effects increases exponentially with the number of predictors. We used the R package yhat 232 (Nimon et al., 2013) to perform commonality analysis.
233

Anatomic visualization 234
To visualize how the relation between spectral power and task performance is spatially distributed, we created 1441 235 regions of interest (ROI) evenly spaced across a 1 cm x 1 cm grid covering the pial surface of a population average 236 brain. In each participant, we identified all electrodes located within 12.5 mm of each ROI. We designated the raw 237 power for each ROI in each participant as the average raw power across all electrodes assigned to that ROI. For each 238 ROI that included electrodes from at least six participants, we determined the Spearman's correlation between raw 239 power and task performance across the participants with electrodes contributing to that ROI. We therefore generated 240 a value for the correlation between raw power and task performance for each ROI. Any ROI that contained electrodes 241 from fewer than six participants was excluded from statistical analyses.
242
We generated cortical topographic plots of the anatomic distribution of these correlations by assigning each vertex 243 in the 3D rendered image of the standard brain a weighted average of the mean value of each ROI that includes that 244 vertex. Weighted values for each vertex were assigned by convolving a three dimensional Gaussian kernel (radius = 245 12.5 mm; σ =4.17 mm) with center weight 1 with the values of surrounding ROIs. We projected these vertex values 246 onto the standard brain. Intensity varied as a function of the statistic metric in question, either Fisher-transformed 247 correlation or t-score, in each ROI and with the standard deviation of the Gaussian kernel, which was used purely 248 as a visualization technique.
249
All statistical tests were assessed for significance using two-tailed distributions. As most of our distributions, including 251 accuracy and raw power were not normally distributed, we utilized Spearman's rank correlation when evaluating 252 the monotonic relationship between two variables. Spearman's correlation utilizes only the order of data points 253 and is thus not biased by outliers as with Pearson's correlation. We made an exception, however, when examining 254 the relation between sessions within individual participants. Because we analyzed session counts as low as three,
255
Spearman's correlation is prone to produce extreme values of ±1 which cannot be analyzed with cohort level statistics, 256 necessitating the use of Pearson's correlation in this instance.
257
To compare correlations across participants, we used a Fisher z-transformation on the correlation coefficients 258 calculated for each participant. The transformation stabilizes the variance of these correlations, reduces bias towards 259 lower correlations, and results in a normalized distribution of coefficients. For each correlation, we therefore calculated 260 the Fisher z-transform: z = 1 2 ln 1+r 1−r where r is the correlation coefficient. We utilized the mathematically 261 equivalent formula, z = arctanh(r) in our calculations.
262
To determine whether any anatomic region exhibited a significant correlation across participants, we used a 263 nonparametric spatial clustering procedure (Maris and Oostenveld, 2007) . This procedure identifies contiguous ROIs
264
where the distribution of correlation coefficients across participants significantly deviates from chance correlation 265 while controlling for the family-wise error rate. Briefly, for each ROI, we calculated the true Fisher-transformed 266 correlation coefficient between memory performance and raw spectral power across participants. We then generated 267 1000 permuted values for each ROI. In each permutation, we randomly assigned each participant a level of task 268 performance drawn from the original distribution of task performance across participants without replacement. In 269 this manner, each permutation involves a random pairing between task performance and raw spectral power. We 270 then determined a z-score for each true value and each permuted value in each ROI by comparing that value to the 271 distribution of permuted values. For the true data and for each permutation, we identified contiguous spatial clusters 272 of ROIs, exhibiting z-scores with a magnitude greater than 1.96 (corresponding to a two-tailed p-value less than 273 0.05). For each cluster, we computed the cluster statistic as the sum of all z-scores in that cluster. In this manner, 274 large magnitude cluster statistics can arise from large deviations in the distributions of correlation coefficients across 275 participants extending over a small spatial region, or moderate deviations that extend over larger regions. We 276 then calculated the exact two-tailed p-value for each cluster observed in the true dataset by comparing its cluster 277 statistic to the distribution of largest cluster statistics drawn from each permutation. Clusters were determined to 278 be significant and corrected for multiple comparisons if their p value calculated in this manner was less than 0.05.
279
To assess whether the relation between sample entropy and performance at different time scales was significantly 280 from zero when summarizing across participants, we used a similar permutation procedure. In this case, for every 281 ROI, we used a two-tailed t-test to compare the distribution of values to zero. This generates a t-statistic for the 282 true data. Then, during every permutation, we randomly inverted the sign of the metric and produced a permuted 283 distribution of t-statistics. We compared the true t-statistic to the permuted distribution to generate a p-value and 284 z-score for every ROI. As above, we used a clustering procedure to identify contiguous ROIs with p < 0.05, assigned 285 each contiguous cluster a cluster statistic based on the sum of the corresponding t-statistics, and then calculated 286 the exact two-tailed p-value for each cluster observed in the true dataset by comparing its cluster statistic to the 287 distribution of largest cluster statistics drawn from each permutation.
288
Manual Inspection for Artifacts
289
To evaluate the influence of pathological activity on our results, a board-certified clinical epileptologist evaluated 290 a subset of our recordings for the presence of interictal epileptiform discharges (IEDs), allowing us to examine the 291 effects of this pathological activity on theta power in a given electrode or during a given trial, as well as on the average 292 theta power for a given participant. For each participant, we selected and analyzed the five electrodes and ten trials 293 exhibiting both the highest and the lowest magnitude theta power. Using custom viewing software, and blinded to 294 the method of selecting trials or electrodes, the epileptologist was asked to evaluate whether a given trial did or 295 did not contain epileptiform activity, and subsequently to identify the number of IEDs of any amplitude present in 296 a specified bipolar electrode channel in a given two minute sample. To determine if IEDs were more likely during 297 high theta power events or trials, we compared the two groups within each participant. There was no significant 298 difference in the number of IEDs observed in a two minute period between low, 1.12 ± 1.39, and high 0.88 ± 1.72 299 theta power electrodes across ten participants (t(9) = 0.707, p = 0.50, paired t − test). There was also no significant 300 difference between the percent of events exhibiting IEDs anywhere between low 45.0 ± 31.0 and high 61.0 ± 31.8 301 theta power trials t(9) = −0.97, p = 0.36. Lastly, to determine if IEDs were biased with respect to average power 302 for each participant, we correlated total number of IEDs in our examined electrodes with average theta power and 303 found there was not a significant correlation (r s = 0.40, p = 0.26, N = 10).
304
Results 305 43 participants with drug resistant epilepsy who underwent surgery for placement of intracranial electrodes for seizure 306 monitoring participated in a verbal paired associates task ( Figure 1A) . Participants studied 294.2 ± 20.0 (mean ± 307 SEM) word pairs, split across multiple experimental sessions, and successfully recalled 40.1 ± 3.2% (mean ± SEM) 308 words with a mean response time of 1837 ± 65 ms. Response accuracy across participants exhibited a bimodal 309 distribution ( Figure 1B) . On 14.9 ± 1.7% of trials, participants responded with an incorrect word (intrusions) with a 310 mean response time of 2687 ± 83 ms. For the remaining 44.9 ± 2.6% of trials, participants either made no response 311 to the cue word, or vocalized the word 'pass' with a mean response time of 3494 ± 176 ms. We designated all trials 312 in which a participant successfully vocalized the correct word as correct, and all other trials as incorrect. Recordings
313
were included from all electrode contacts (number of participants with contacts in each cortical location shown in 314 Figure 1C ).
315
We measured full scale IQ (FSIQ) in 35 participants before electrode implantation as part of the routine clinical 316 pre-operative evaluation. Participants had an average pre-operative FSIQ of 98.5 ± 2.9 (mean ± SEM). Across all 317 sessions for each participant, we found that preoperative FSIQ significantly correlated with accuracy during the task 318 r s = 0.51, p = .0017, N = 35; Figure 1D ), suggesting that task performance is related to normal psychometric 319 measurements.
320
Raw power is negatively correlated with performance 321 Raw intracranial EEG (iEEG) power can reflect the extent of overall neural activity in each participant's brain 322 and has occasionally been shown to relate to a participant's abilities (Hanslmayr et al., 2007) . We were therefore 323 interested in examining whether the raw overall power in each participant as captured by iEEG was related to 324 their task performance. As typical spectral analysis involves examining changes in z-scored power relative to an 325 individual's baseline activity, this relation between raw power and task performance would be unexplored in most 326 planned analyses.
327
In each participant, we extracted the raw spectral power contained in the signal during a baseline time window 328 before word pair presentation and during the encoding period. To generate an overall level of broadband power for 329 each participant, we averaged the extracted spectral power over all frequencies between 3 and 180 Hz (broadband complexity in mesial temporal lobe epilepsy: a noisy brain is a healthy brain. Archives Italiennes De Biologie, 771 148(3):289-297. Total R 2 = 0.3821. Unique + Common = 100% of R 2 . 
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