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Re´sume´
Nous pre´sentons un mode´le ite´ratif inspire´ du mode`le CIFS (Controlled Iterative Function System) de
PRUSINKIEWICZ [PH94] - encore appele´ RIFS (Recurrent Iterative Function System) par BARNSLEY
ou MRIFS (Mutually Recursive Iterative Function System) par CULIK [CD93] -. Le principe de ces
mode`les est de de´finir des familles de figures ge´ome´triques avec des re`gles de production et des syste`mes
d’e´quations. Dans cet article, nous en pre´sentons deux ge´ne´ralisations, qui permettent de controˆler la
ge´ome´trie et la topologie des formes produites.
Mots-cle´s : architecture, mode`le ite´ratif, automate, sche´ma de subdivision, topologie, courbe, surface.
FIG. 1 – Application en architecture : panneau d’ombrage fractal en carton de´coupe´, EPFL 2006
1 Introduction
Dans le cadre du projet de recherche “La ge´ome´trie fractale et ses applications dans la construction
en bois” nous e´tudions un formalisme mathe´matique ge´ne´ral qui permette la repre´sentation de formes
ge´ome´triques abstraites (voir figure 1). Ces formes sont destine´es a` l’architecture selon deux aspects
principaux : design/architecture inte´rieure ou structure constructive et porteuse [BRS90] [WEI04]. Tre`s
sche´matiquement, le premier aspect exige surtout une maıˆtrise de la ge´ome´trie des formes, alors que le
second exige un controˆle supple´mentaire, celui de la topologie - ces formes doivent eˆtre munies d’une
structure car elles doivent eˆtre constructibles-. Nous proposons un mode`le ite´ratif qui permet d’aborder
ces deux aspects de manie`re comple´mentaire.
2 Controˆle de la ge´ome´trie
Dans le mode`le CIFS, un automate controle les ite´rations d’un IFS [PH94]. En nous basant sur l’aspect
langage de ce mode`le, appele´ LRIFS (Langage-Restricted Iterated Function System), nous avions de´fini
des ope´rations sur les figures fractales [THO97]. Par ailleurs, nous avions de´veloppe´ un mode`le d’IFS
projete´ qui permettait de de´finir des formes a` poˆles et de retrouver les formes CAO classiques [ZT96]. Le
principe de ce mode`le e´tait de distinguer deux espaces : l’espace de mode´lisation et l’espace d’ite´ration
(ou de “me´lange”). En utilisant une famille de figures et en associant a` chaque figure son propre espace
de de´finition, le mode`le CIFS peut eˆtre ge´ne´ralise´ et inte´grer les formes a` poˆles.
2.1 Description
2.1.1 Automate
Le principe de repre´sentation est le suivant. ´Etant donne´ un automate (Q ,Σ,δ), chaque e´tat de Q cor-
respond a` une figure - note´es s,t,a,b, f ,g, ... - chaque symbole de l’alphabet Σ de´signe un ope´rateur de
subdivision ; les mots finis de´signent les composantes d’une figure. L’e´tat initial \ correspond a` la figure
globale.
La fonction de transition exprime des re`gles de de´composition : δ(x, i) = y signifie qu’un ope´rateur
e´le´mentaire indexe´ par i fait passer d’une figure de type x a` sa composante de type y. L’automate se
met sous forme d’un graphe oriente´. Chaque nœud correspond a` un e´tat x, chaque arc correspond a` une
transition (x, i), son origine est l’e´tat de de´part x et son extre´mite´ est l’e´tat d’arrive´e y = δ(x, i). `A chaque
nœud x est associe´ le sous-ensemble de symboles sur lequel δ est de´finie : Σx = {i ∈ Σ/∃y δ(x, i) = y}.
2.1.2 Description ge´ome´trique
`A chaque nœud - ou e´tat - x est associe´ un espace affine Ex de´fini par des coordonne´es barycentriques :
Ex =B(RJ
x
) = {(λ j) j∈Jx/ ∑
j∈Jx
λ j = 1}.
`A chaque arc - ou transition - (x, i) avec y = δ(x, i), est associe´ un ope´rateur affine T xi qui permet de
passer d’un espace a` l’autre : T xi est une fonction de Ey dans Ex, note´e T xi : Ex← Ey.
Les ope´rateurs T xi sont identifie´s a` des matrices Jx× Jy ve´rifiant ∀k ∈ Jy ∑ j∈Jx Tjk = 1.
Les classes d’ope´rateurs sont de´termine´s par les espaces Ex et Ey :
– si Ex = Ey - ce qui est en particulier vrai si y = x - T xi ope`re sur Ex et la matrice est carre´e ;
– si Ex 6= Ey - ce qui implique que y 6= x - on a en ge´ne´ral dim(Ex)> dim(Ey), et T xi est un plongement
de Ey dans Ex qui positionne une composante dans une figure plus grande.
Mais on peut avoir dim(Ex)< dim(Ey) et T xi est une projection de Ey sur Ex.
2.2 Calculs
`A partir d’une famille initiale de figures (segments, facettes, polygones, polye´dres, ...) vont eˆtre calcule´es
des suites de figures. Ces suites sont destine´es a` produire des formes ge´ome´triques utilisables pour
re´aliser des objets (voir figure 1). Sur un plan the´orique, ce sont des approximations de solutions d’un
syste`me d’e´quations : des maillages de plus en plus fins convergent vers des figures lisses ou fractales.
Ces calculs ont deux aspects comple´mentaires : un aspect nume´rique avec le calcul de produits de
matrices, un aspect formel avec le calcul de transition d’e´tats dans un automate.
2.2.1 Syste`me ite´ratif
L’automate de´crit un syste`me ite´ratif ge´ne`rant une suite de familles de figures Kn = (Kxn)x∈Q a` partir
d’une famille initiale de figures. La famille intiale K0 = (Kx)x∈Q sera compose´e de primitives gra-
phiques. Les figures ge´ome´triques que nous utilisons sont des compacts de l’espace me´trique Ex - c.a.d.
des ensembles de points ferme´s et borne´s : Kx ∈ H (Ex).
FIG. 2 – Figure ge´ne´re´e par automate.
`A chaque nœud x est associe´e une e´quation de passage d’un niveau de subdivision a` l’autre :
Kxn+1 =
[
i∈Σx
T xi K
δ(x,i)
n (1)
L’automate de´crit e´galement un syste`me d’e´quations. `A chaque nœud x est associe´e la figure Ax ∈H (Ex)
ve´rifiant l’e´quation :
Ax =
[
i∈Σx
T xi Aδ(x,i) (2)
La famille A = (Ax)x∈Q correspond au passage a` la limite de la suite Kn = (Kxn)x∈Q . Sous re´serve de
certaines hypothe`ses sur les ope´rateurs de subdivision (graphe a` circuits contractants), cette limite existe.
2.2.2 Composantes ge´ome´triques
Tout mot fini θ tel que δ(x,θ) = y de´crit une suite d’ope´rations e´le´mentaires θ = θ1...θn permettant de
produire une composante de type y a` partir d’une figure de type x.
Ces mots sont regroupe´s dans les langages suivants :
– Lx = {θ/∃y δ(x,θ) = y} ensemble des mots obtenus a` partir de x ;
– L(n)x = {θ ∈ Lx/|θ|= n} ensemble des mots de longueur n.
Tout couple (x,θ) avec θ ∈ Lx, note´ x.θ dans la suite, de´signe un chemin dans le graphe associe´ a`
l’automate. Son origine est x et son extre´mite´ est y = δ(x,θ). Sur chaque chemin est calcule´ un ope´rateur
T xθ : E
x← Ey de´fini par re´currence :
T xε = I et T xθi = T
x
θ T
δ(x,θ)
i .
`A chaque chemin x.θ est associe´e une composante : Kxθ = T xθ Kδ(x,θ).
`A chaque niveau de subdivision n, les Kxθ sont les composantes de la figure Kxn :
Kxn =
[
θ∈L(n)x
Kxθ (3)
La visualisation de Kxn se fait a` travers celle de chacune de ses composantes Kxθ , c’est-a`-dire a` travers
l’affichage de la primitive Kδ(x,θ) dans un repe`re calcule´ a` partir de T xθ (voir figure 2).
La mode´lisation ite´rative que nous proposons est base´e sur l’adressage formel des composantes des
figures. Chaque composante ge´ome´trique Kxθ est identifie´e par le chemin x.θ, son espace de de´finition
est Ex, son type ge´ome´trique est δ(x,θ) et son positionnement est T xθ .
2.3 Exemples
2.3.1 Attracteur a` condensation
Etant donne´es les re`gles de production :
f
→
f g
f f et
g
→
g
l’automate et le syste`me ite´ratif sont :{
δ( f ,0) = f ,δ( f ,1) = f ,δ( f ,2) = f ,δ( f ,3) = g;
δ(g,0) = g. ⇒
{
K fn+1 = T
f
0 K
f
n ∪T f1 K
f
n ∪T f2 K
f
n ∪T f3 K
g
n ,
Kgn+1 = K
g
n .
FIG. 3 – Attracteur a` condensation.
Le re´sultat est un attracteur a` condensation [BAR88] :{
A f = A (T f )∪ (T f )∗T f3 Ag,
Ag = Kg0 .
avec A (T f ) attracteur associe´ a` l’IFS T f = {T f0 ,T
f
1 ,T
f
2 } ; dans ce cas, il s’agit d’un triangle de SIER-
PINSKI (voir figure 3).
2.3.2 Figure a` pentagone de controˆle
La famille de figures - figure “pentagonale” projete´e, attracteur dans l’espace barycentriqueB(R5) - est
de´finie par le syste`me ite´ratif :{
δ(\,0) = a ,
δ(a, i) = a pour i ∈ Σ. ⇒
{
K\n+1 = T
\
0 K
a
n ,
Kan+1 =
S
i∈Σ T ai Kan .
Le pentagone de controˆle donne la forme ge´ne´rale de la figure :
T \0 = (p0, p1, p2, p3, p4) avec p j ∈R
2
ouR
3
.
L’IFS de subdivision (T ai )i∈Σ est compose´ de matrices dont les colonne T ai e j sont des combinaisons
convexes des sommets du pentagone. Certaines colonnes sont choisies sur les areˆtes du polygone de
controˆle : T ai e j = (1− r)ek + rel avec 0 < r < 1. Cette proprie´te´ de convexite´ donne une structure
FIG. 4 – Figure pentagonale.
d’emboitement (voir figure 1). En posant conv(Taθ ) = conv{Taθ e j/ j = 0, ...,4} enveloppe convexe des
colonnes de T aθ = T aθ1 ...T
a
θn , on a les inclusions : conv(T
a
θi)⊆ conv(T
a
θ ).
Pour avoir un controˆle ge´ome´trique plus pre´cis de cet emboitement, nous identifions certaines colonnes
(voir figure 4) : T ai e j = T ak el . La donne´e de l’IFS est alors e´quivalente a` la donne´e d’une grille de points
de subdivision : T a÷ = (q0, ...,qm) avec q j ∈B(R
5
) dont on extrait les matrices T ai = (qνi(0), ...,qνi(4)).
3 Controˆle de la topologie
Pour controˆler la topologie des figures de´finies par subdivision, il faut partir d’une famille de figures
munie d’une structure topologique (complexe cellulaire), et utiliser des ope´rateurs qui modifie cette
structure de manie`re cohe´rente (ope´rateurs d’EULER).
Les sche´mas de subdivision classiques ge´ne`rent des figures dont le type topologique est donne´ par la
figure initiale (courbes ou surfaces d’un certain genre), l’ajout de nouveaux points aux maillages per-
mettant de raffiner la ge´ome´trie. Mais la de´composition en cellules n’est pas connue. Or a` chaque e´tape,
la figure globale est compose´e de “pie`ces” (carreaux, arcs, singletons) raccorde´es entre elles selon une
certaine relation d’incidence. En pre´cisant les re`gles de production, il est possible d’associer a` chaque
e´tape de raffinement un complexe cellulaire.
Nous avions montre´ que le controˆle de la topologie passe par des contraintes sur les matrices de subdi-
vision [TOS99] [TOS04]. Nous montrons ici que ces contraintes sont le reflet de la relation d’incidence
exprime´e dans un automate. Ceci est obtenu en inte´grant au mode`le CIFS une Brep (Boundary repre-
sentation). Nous obtenons alors un nouveau mode`le, que nous appelons BCIFS (Boundary Controlled
Iterative Function System).
3.1 Principe du mode`le BCIFS
La relation d’incidence entre composantes peut s’exprimer ge´ome´triquement au moyen d’ope´rateurs
analogues aux ope´rateurs de subdivision. Pour la repre´senter de manie`re formelle, il suffit d’ajouter a`
l’automate de subdivision des symboles supple´mentaires.
3.1.1 Automate
L’automate ge´ne´ral (Q ,Σ,δ) est la superposition des deux automates :
1. L’automate “ge´ome´trique” (Q ,Σ÷,δ) de´crivant un sche´ma de subdivision, c.a.d. le raffinement
de la ge´ome´trie et le changement de re´solution. `A chacun de ses arcs est associe´ un ope´rateur de
subdivision : x.i ∈ Q ×Σx÷→ Rxi = T xi .
2. L’automate “topologique” (Q ,Σ∂,δ) de´crivant une structure Brep, c.a.d. une relation d’incidence
entre composantes. `A chacun de ses arcs est associe´ un ope´rateur repre´sentant le coˆte´ d’une figure :
x.u ∈ Q ×Σx∂→ Rxu = Pxu
Les e´tats sont type´s suivant la classe topologique des figures associe´es. Sont distingue´s :
– les e´tats correspondant aux cellules :
– Q S = {s,t, ...} sommets ;
– QA = {a,b, ...} areˆtes ;
– QF = { f ,g, ...} faces triangulaires ou quadrangulaires ;
– les e´tats initiaux correspondant aux figures compose´es : courbes ou surfaces.
Les symboles de subdivision sont type´s par la classe topologique d’arrive´e : iX avec X = S,A,F et
i = 0,1,2, ... : Σ÷ = ΣS∪ΣA∪ΣF .
`A chaque e´tat x sont associe´s les sous-ensemble de symboles : Σx∂ et Σx÷ = ΣxS∪ΣxA∪ΣxF .
Dans cet automate, les chemins x.β s’interpre`tent comme des expressions : les composantes sont cal-
cule´es par RxβK
δ(x,β) avec β mot me´langeant les symboles de subdivision et de coˆte´. Deux chemins -
deux expressions - x.β et x.γ, seront dites e´quivalents, - note´ x.β≡ x.γ - si elles ont la meˆme e´valuation,
c.a.d. le meˆme type et le meˆme positionnement et par suite la meˆme composante :
δ(x,β) = δ(x,γ) et Rxβ = Rxγ ⇒ RxβKδ(x,β) = RxγKδ(x,γ) ⇒ Kxβ = Kxγ .
Cette relation d’e´quivalence va permettre de formuler les contraintes sur les e´tats et les matrices pour
que l’automate (Q ,Σ,δ) produise des figures a` topologie controˆle´e.
3.1.2 Expression formelle de la relation d’incidence
Les coˆte´s des cellules classiques peuvent eˆtre formellement nume´rote´s :
– pour les areˆtes, Σa∂ = {0∂,1∂} et δ(a, i∂) ∈ Q S ;
– pour les faces, si f est a` m coˆte´s Σ f ∂ = {i∂/i = 0, ...m−1} et δ( f , i∂) ∈ QA.
La relation d’adjacence reliant sommets, areˆtes et faces type´s :
s −−a−− t
u −− c−− t
| |
d f b
| |
r −−a−− s
peut eˆtre repre´sente´e par le graphe :
a.0∂ ←− a −→ a.1∂
f .2∂
↑
f .3∂←− f −→ f .1∂
↓
f .0∂
Le premier de´crit un complexe cellulaire comportant une areˆte a.ε et deux sommets a.0∂,a.1∂. Le second
de´crit un complexe cellulaire comportant une face f .ε, quatre areˆtes f .i∂ pour i = 0,1,2,3 et quatre
sommets donne´s par les expressions f .i∂0∂ et f .i∂1∂. Pour de´crire ces sommets, il faut introduire les
e´quivalences d’expression suivantes :
c
u −→ t
d ↑ f ↑ b
r −→ s
a
⇒
f .3∂1∂ ≡ f .2∂0∂ ← f .2∂→ f .2∂1∂ ≡ f .1∂1∂
↑ ↑ ↑
f .3∂ ←− f −→ f .1∂
↓ ↓ ↓
f .3∂0∂ ≡ f .0∂0∂ ← f .0∂→ f .0∂1∂ ≡ f .1∂0∂
Les e´quivalences f .vw≡ f .v′w′ vont se traduire par les contraintes :
δ( f ,vw) = δ( f ,v′w′) et P fv Paw = P fv′Pbw′ (4)
3.1.3 Expression ge´ome´trique de la relation d’incidence
Les figures cellulaires sont des formes parame´tre´es Hx : Dx→ Ex dont les domaines de parame´trisation
sont des polytopes standard :
– singletons de domaine Ds = {0} ;
– arcs de courbe de domaine Da = [0,1] ;
– carreaux quadrangulaire de domaine D f = [0,1]2 ;
Les coˆte´s de ces domaines sont repre´sente´s par des ope´rateurs affines :
– Les extre´mite´s de l’intervalle Da = [0,1] sont donne´s par les plongements ˘Pau : {0}→ [0,1]
-
˘Pa0∂ 0 = 0, ˘P
a
1∂ 0 = 1
– Les coˆte´s du pave´ D f = [0,1]2 sont donne´s par les plongements ˘P fu : [0,1]→ [0,1]2
-
˘P f0∂t = (t,0), ˘P
f
1∂t = (1,t), ˘P
f
2∂t = (t,1), ˘P
f
3∂t = (0,t) .
Les cellules “gauches” s’expriment comme des images des polytopes standard par des fonctions conti-
nues Hx controˆle´es par des grilles de controˆle. Dans le cas ou` il y a interpolation des sommets, ces grilles
sont :
– le singleton de controˆle Js = {0} ;
– le polygone de controˆle a` m+1 sommets : Ja = {0, ...,m} ;
– la grille de controˆle a` (m+1)× (n+1) sommets : J f = {0, ...,m}×{0, ...,n}.
La relation d’incidence de ces cellules s’exprime a` travers les grilles de controˆle. Les coˆte´s des grilles
de controˆle sont donne´s par des suites extraites d’indices :
– pour les arcs, les singletons de controˆle des extre´mite´s sont les extre´mite´s du polygone de controˆle :
Pa0∂ e
s
0 = e
a
0 et P
a
1∂ e
s
0 = e
a
m.
– pour les carreaux, les polygones de controˆle des coˆte´s sont les coˆte´s de la grille de controˆle :
P f0∂ e
a
j = e
f
j0, P
f
1∂e
a
j = e
f
m j, P
f
2∂ e
a
j = e
f
jn, P
f
3∂e
a
j = e
f
0 j.
Dans les deux cas, les ope´rateurs ˘P fi∂ , ˘P
a
j∂ ve´rifient les contraintes (4).
3.2 Subdivision et relation d’incidence
Les maillages obtenus par subdivision se raccordent de manie`re automatique. Nous explicitons et ge´ne´ralisons
cette proprie´te´. Grace a` une re`gle formelle, la relation d’incidence des composantes est de´finie a` chaque
niveau.
3.2.1 Relation d’incidence entre composantes
La famille des composantes est munie de la relation d’incidence formelle suivante :
x.θ est incidente a` x.ϑ si en posant y = δ(x,θ) il existe un coˆte´ v ∈ Σy∂ tel que x.θv≡ x.ϑ, c.a.d. :
δ(x,θv) = δ(x,ϑ) et T xθ P
δ(x,θ)
v = Pxϑ.
Sous de bonnes hypothe`ses de raccord, la composante Kxθ = T xθ Ky est alors borde´e par les composantes :
Kxθv = R
x
θvK
δ(y,v) = T xθ P
y
vK
δ(y,v).
Grace a` une re`gle de subdivision que doit ve´rifier l’automate, la relation d’incidence de niveau n+1 se
de´duit de la relation de niveau n.
f
u
→ a
i ↓ ↓ j
g
v
→ | b
f
i ↓
c
g
u
f −→ a
i ↓ ↓ j
g −→ b
v
P fu
E f ←− Ea
T fi ↑ ↑ T aj
Eg ←− Eb
Pgv
f
i ↓ ↘ k
g −→ c
w
E f
T fi ↑ ↖ T
f
k
Eg ←− Ec
Pgw
FIG. 5 – En haut : a` gauche subdivision d’un coˆte´, a` droite insertion d’une nouvelle composante ; en
bas : les contraintes correspondantes sur les e´tats et les matrices.
3.2.2 Re`gle de subdivision
Le passage d’un niveau de subdivision a` l’autre s’exprime formellement par une re`gle de commutation
entre symboles de subdivision et symboles de coˆte´.
Au cours d’une subdivision de y, la composante y.i ne peut posse´der que deux types de coˆte´s (voir figure
5) :
– Soit c’est une subdivision d’un composant existant : il y a he´ritage du niveau pre´ce´dent et transport
de la relation d’incidence :
∃(u, j) ∈ Σ∂×Σ÷ y.iv≡ y.u j ⇔ δ(y, iv) = δ(y,u j) et T yi Pδ(y,i)v = PyuT δ(y,u)j .
– Soit c’est un nouveau composant : il y a cre´ation par rapport au niveau pre´ce´dent et ajout d’un raccord
interne a` la relation d’incidence :
∃k ∈ Σ÷ y.iw≡ y.k ⇔ δ(y, iv) = δ(y,k) et T yi P
δ(y,i)
w = T yk .
4 Etude de cas
4.1 Singletons
Dans la subdivision des singletons, un seul arc est issu de chaque nœud, on a Σs = Σs÷ = {0S}.
Le cas le plus simple est celui d’un sommet qui est le point fixe de l’ope´rateur de subdivision :
δ(s,0S) = s ⇒ ps = T s0S p
s.
Si l’ope´rateur T s0S est une fonction constante, le sche´ma est interpolant sur le sommet. On a : J
s =
{0}, Es = {1} et T s0S = (1). Si l’ope´rateur n’est pas constant, on a autour de p
s
, un comportement
“diffe´rentiel” commun aux areˆtes et faces incidentes.
4.2 Arcs
4.2.1 Subdivision et relation d’incidence
`A un arc est associe´ un complexe cellulaire compose´ d’une areˆte a.ε borde´e par deux sommets a.0∂,a.1∂ :
a.0∂←− a.ε−→ a.1∂
La subdivision de cet arc en deux donne un nouveau complexe cellulaire. Il est compose´ de cellules
internes - deux areˆtes a.0A,a.1A et un sommet a.1S - et de deux sommets externes issus de la subdivision
de sa bordure a.0∂0S,a.1∂0S. Ces cellules sont lie´es par la relation d’incidence :
a.0∂0S← a.0A→ a.1S← a.1A→ a.1∂0S
Le passage d’une relation d’incidence a` l’autre s’exprime dans le graphe :
a.0∂ ←−−−− −−−−−a.ε−−−−− −−−−→ a.1∂
↓ ↙ ↓ ↘ ↓
a.0∂0S ≡ a.0A0∂ ← a.0A→ a.0A1∂ ≡ a.1S ≡ a.1A0∂ ← a.1A→ a.1A1∂ ≡ a.1∂0S
Ces e´quivalences de chemins se traduisent par des contraintes sur les e´tats et les matrices.
4.2.2 Contraintes
En supposant a autosimilaire, c.a.d. en prenant δ(a,0A) = a et δ(a,1A) = a, on a :
s ←−− a −−→ t
↓ ↙ ↓ ↘ ↓
s ← a→ t = s ← a→ t
La famille de figures - arc, singleton - est de´finie par le syste`me d’e´quations :{
δ(a,0A) = a, δ(a,1A) = a;
δ(s,0S) = s. ⇒
{
Aa = T a0AA
a∪T a1A A
a;
As = T sAs.
La relation d’incidence se traduit par les contraintes suivantes sur les matrices de subdivision :
T a0A P
a
0∂ = P
a
0∂ T
s
0S ,
T a0AP
a
1∂ = T
a
1A P
a
0∂ = T
a
1S ,
T a1A P
a
1∂ = P
a
1∂ T
t
0S .
Avec ces contraintes, l’arc parame´tre´ est en ge´ne´ral non diffe´rentiable. L’“ordre de raccord” des sommets
e´tant dim(Es), on retrouve les sche´mas de subdivision classiques de courbes fractales avec dim(Es) = 0
et des sche´mas analogues a` ceux des B-splines avec dim(Es)> 0.
4.2.3 Sche´ma fractal classique
Le sche´ma classique de de´finition d’un arc fractal par subdivision est donne´ par la figure 6.
Les espaces associe´s aux composantes sont :
– singleton : Es =< es0 >= {es0} ;
– arc : Ea =< ea0,e
a
1,e
a
2 >, coˆte´s : P
a
0∂ = (e
a
0) et P
a
1∂ = (e
a
2).
´Etant donne´s les points de subdivision :
T a÷ = (e
a
0,q1,q2,q3,e
a
2) avec qi =

 risi
ti

 et ri + si + ti = 1;
→ ⇒
FIG. 6 – Raccord simple d’arc.
les matrices de subdivision sont :
– singleton : T s = (es0) ;
– arc : T a0A = (e
a
0,q1,q2) et T
a
1A = (q2,q3,e
a
2) ;
et la relation d’incidence est :
T a0AP
a
0∂ = P
a
0∂T
s = (ea0),
T a0AP
a
1∂ = T
a
1A P
a
0∂ = T
a
1S = (q2),
T a1AP
a
1∂ = P
a
1∂T
s = (ea2).
4.2.4 Sche´ma type B-spline
La famille de figures - arc, singleton - est de´finie par le syste`me d’e´quations :
{
δ(a, i) = a pour i = 0A,1A,2A;
δ(s,0S) = s . ⇒
{
Aa = T a0A A
a∪T a1AA
a∪T a2AA
a,
As = T sAs.
En prenant pour ordre de raccord des sommets dim(Es) = 2, et pour “degre´” des areˆtes dim(Ea) = 3,
les espaces associe´s sont :
– singleton : Es =< es0,es1,ea2 > ;
– arc : Ea =< ea0,e
a
1,e
a
2,e
a
3 >, coˆte´s : P
a
0∂ = (e
a
0,e
a
1,e
a
2) et P
a
1∂ = (e
a
1,e
a
2,e
a
3).
´Etant donne´s les points de subdivision :
T a÷=(q0,q1,q2, qˆ0, qˆ1, qˆ2) avec qi =

 risi
ti

 , qi = Pa0∂ qi =


ri
si
ti
0

 , qˆi = Pa1∂ qi =


0
ri
si
ti

 et ri+si+ti = 1,
les matrices de subdivision sont :
– singleton : T s = (q0,q1,q2) ;
– arc : T a0A = (q0,q1,q2, qˆ0), T
a
1A = (q1,q2, qˆ0, qˆ1), T
a
2A = (q2, qˆ0, qˆ1, qˆ2) ;
et la relation d’incidence est :
T a0A P
a
0∂ = P
a
0∂ T
s = (q0,q1,q2),
T a0AP
a
1∂ = T
a
1AP
a
0∂ = T
a
1S = (q1,q2, qˆ0),
T a1AP
a
1∂ = T
a
2AP
a
0∂ = T
a
1S = (q2, qˆ0, qˆ1),
T a2A P
a
1∂ = P
a
1∂ T
s = (qˆ0, qˆ1, qˆ2).
Les courbes de la figure 7 sont obtenues avec r0 = 724 ,s0 =
16
24 ,t0 =
1
24 ;r1 =
9
24 ,s1 =
6
24 ,t1 =
9
24 ;r2 =
1
24 ,s2 =
16
24 ,t2 =
7
24 .
FIG. 7 – Courbes fractales : a` gauche courbe ferme´e, a` droite arc compose´.
4.3 Surfaces
4.3.1 Subdivision et relation d’incidence
`A un carreau quadrangulaire est associe´ un complexe cellulaire compose´ d’une face f .ε ; quatres areˆtes
f .i∂ avec i = 0,1,2,3 et quatres sommets f .i∂0∂ avec i = 0,1,2,3.
u c t
d f b
r a s
u ← c→ t
↑ ↑ ↑
d ← f → b
↓ ↓ ↓
r ← a→ s
La subdivision de ce carreau en quatre donne un nouveau complexe cellulaire. Il est compose´ de cellules
internes - quatre faces f .0F , f .1F , f .2F , f .3F ; quatres areˆtes f .0A, f .1A, f .0B, f .1B et un sommet f .1S -
et de cellules de bordure - huit areˆtes f .i∂0A, f .i∂1A avec i = 0,1,2,3 ; et huit sommets f .i∂0∂0S, f .i∂1S
avec i = 0,1,2,3 - . Ces cellules sont lie´es par la relation d’incidence :
f →
f .1F f .3F
f .0F f .2F
u.0S ← c.0A→ c.0S ← c.1A→ t.0S
↑ ↑ ↑ ↑ ↑
d.1A ← f .1F → f .1B ← f .3F → b.1A
↓ ↓ ↓ ↓ ↓
d.0S ← f .0A→ f .1S ← f .1A→ b.0S
↑ ↑ ↑ ↑ ↑
d.0A ← f .0F → f .0B ← f .2F → b.0A
↓ ↓ ↓ ↓ ↓
r.0S ← a.0A→ a.0S ← a.1A→ s.0S
4.3.2 Contraintes
Si f est autosimilaire, c.a.d. δ( f , iF ) = f , on a deux types d’areˆtes et un type de sommets :
s −c− −s− −c− s
| | |
d f b = d f b
| | |
s a = c −s− a = c s
| | |
d f b = d f b
| | |
s −a− −s− −a− s
Les contraintes de bordure externe sont :

T f0F P
f
0∂ = P
f
0∂ T
a
0A ,
T f2F P
f
0∂ = P
f
0∂ T
a
1A ;
T f1F P
f
2∂ = P
f
2∂ T
a
0A ,
T f3F P
f
2∂ = P
f
2∂ T
a
1A ;


T f2F P
f
1∂ = P
f
1∂ T
b
0A ,
T f3F P
f
1∂ = P
f
1∂ T
b
1A ;
T f0F P
f
3∂ = P
f
3∂ T
b
0A ,
T f1F P
f
3∂ = P
f
3∂ T
b
1A .
Les contraintes de raccord interne sont :

T f0F P
f
2∂ = T
f
1F P
f
0∂ = T
f
0A ,
T f2F P
f
2∂ = T
f
3F P
f
0∂ = T
f
1A ;
T f2F P
f
3∂ = T
f
0F P
f
1∂ = T
f
0B ,
T f3F P
f
3∂ = T
f
1F P
f
1∂ = T
f
1B ;
{
T f0A P
a
1∂ = T
f
1AP
a
0∂ = T
f
1S ,
T f0B P
b
1∂ = T
f
1BP
a
0∂ = T
f
1S .
FIG. 8 – Grille de subdivision quadrangulaire.
4.3.3 Sche´ma de DE CASTELJAU
Dans le sche´ma de DE CASTELJAU, le maillage de controˆle est une subdivision du complexe cellulaire.
Aux sommets de chaque chaque cellule sont ajoute´s des sommets supple´mentaires :
Js = •, Ja = •−−◦−−•, J f =
• − ◦ − •
| | |
◦ − ◦ − ◦
| | |
• − ◦ − •
.
Les contraintes de raccord interne se traduisent par les identifications de colonnes donne´es par la figure
8. La description d’un sche´ma a` 3× 3 points de controˆle se rame`ne a` une grille a´ 5× 5 points de
subdivision. Les contraintes de bordure se traduisent par le plongement sur les coˆte´s des points de
subdivision des arcs : (q fj0,q
f
j1,q
f
j2,q
f
j3,q
f
j4) = P
f
0∂(e
a
0,q
a
1,q
a
2,q
a
3,e
a
2) ...
FIG. 9 – Carreau quadrangulaire.
4.3.4 Sche´ma de CATMULL-CLARK
Dans le sche´ma de CATMULL-CLARK, il y a une bijection entre sommets du maillage de controˆle et
sommets du complexe cellulaire. La grille de controˆle de chaque cellule correspond a` son voisinage
dans le complexe cellulaire : Js = , Ja = , J f = .
FIG. 10 – Tore fractal obtenu par un sche´ma de CATMULL-CLARK. .
Comme il y a correspondance entre types de figures -s,a,b, f - et masques d’interpolation -µs,µa,µb,µ f -
la grille des points de subdivision est donne´e par les masques a` partir du complexe cellulaire :
T f÷ =
f − b − f − b − f
| | | | |
a − s = a = s − a
| ‖ 1F | 3F ‖ |
f − b − f − b − f
| ‖ 0F | 2F ‖ |
a − s = a = s − a
| | | | |
f − b − f − b − f
Les matrices de subdivision sont extraites de cette grille :
– singleton : T s =
f − b − f
| | |
a − s − a
| | |
f − b − f
;
– arcs : T a0A =
f − b − f − b
| | | |
a − s = a − s
| | | |
f − b − f − b
, T a1A =
b − f − b − f
| | | |
s − a = s − a
| | | |
b − f − b − f
, ... ;
– carreau : T f0F =
a − s − a − s
| | | |
f − b = f − b
| ‖ 0F ‖ |
a − s = a − s
| | | |
f − b − f − b
, T f1F =
f − b − f − b
| | | |
a − s = a = s
| ‖ 1F ‖ |
f − b = f = b
| ‖ | |
a − s − a − s
, ...
La relation d’incidence est :
T f0F P
f
0∂ = P
f
0∂ T
a
0A =
f − b − f − b
| | 0F | |
a − s = a − s
| | | |
f − b − f − b
, ...;
T f0F P
f
2∂ = T
f
1F P
f
0∂ = T
f
0A =
a − s − a − s
| | 1F | |
f − b = f − b
| | 0F | |
a − s − a − s
, ...
4.3.5 Sche´ma tridimensionnel
Un sche´ma de subdivision peut eˆtre de´crit dans R3. Les ope´rateurs de subdivision sont des cisaille-
ments verticaux. Pour l’exprimer, il est plus aise´ d’utiliser des coordonne´s mixtes : tout point peut se
de´composer dans un repe`re (e f0 ,e
f
1 ,e
f
2 ,~e
f
3) avec e
f
0 ,e
f
1 ,e
f
2 points inde´pendants du plan horizontal et ~e
f
3
vecteur vertical : q = re f0 + se
f
1 + te
f
2 +h~e
f
3 avec r+ s+ t = 1.
FIG. 11 – Composition triangulaire.
Avec un carreau triangulaire (figure 11), les espaces associe´s aux cellules sont :
– singleton : Es =< es0,~ea1 > ;
– arc : Ea =< ea0,e
a
1,~e
a
2 >, coˆte´s : P
a
0∂ = (e
a
0,~e
a
2) et P
a
1∂ = (e
a
1,~e
a
2) ;
– carreau : E f =< e f0 ,e
f
1 ,e
f
2 ,~e
a
3 >, coˆte´s : P
f
0∂ = (e
f
0 ,e
f
1 ,~e
f
3), P
a
1∂ = (e
f
1 ,e
f
2 ,~e
f
3) et P
a
2∂ = (e
f
2 ,e
f
0 ,~e
f
3).
En prenant r = s = 12 , h ∈R,0 < ∆h < 1, les matrices de subdivision sont :
– singleton : T s = (es0,~u) avec~u = ∆?h~es1 ;
– arc : T a0A = (e
a
0, p,~v), T
a
1A = (p,e
a
1,~v) avec p = re
a
0 + se
a
1 +h~ea2, ~v = ∆?h~ea2 ;
– carreau : T f0F = (e
f
0 ,q
a,qc,~w), T f1F = (q
a,e
f
1 ,q
b,~w), T f2F = (q
c,qb,e f2 ,~w), T
f
3F = (q
b,qc,qa,~w) avec
qa = re f0 + se
f
1 +h~e
f
3 , q
b = re f1 + se
f
2 +h~e
f
3 , q
c = re
f
2 + se
f
0 +h~e
f
3, ~w = ∆h~e
f
3 ;
La relation d’incidence s’exprime avec une mise en commun de la direction verticale :
– arc :
T a0A P
f
0∂ = P
a
0∂ T
s = (ea0,~v),
T a0AP
f
1∂ = T
a
1A P
f
0∂ = T
a
0S = (p,~v),
T a1A P
f
1∂ = P
a
1∂ T
s = (ea1,~v);
– carreau :
T f0F P
f
0∂ = P
f
0∂ T
a
0A = (e
f
0 ,q
a,~w),
T f0F P
f
1∂ = T
f
3F P
f
1∂S
a = (qa,qc,~w),
T f0F P
f
2∂ = P
f
1∂ T
c
1A = (q
c,e
f
0 ,~w).
5 Conclusion
Nous avons ramene´ la description d’un mode`le ite´ratif a` une formulation en terme d’automate. Dans
l’avenir nous pensons proposer une “grammaire de formes”, c.a.d. un syste`me de re`gles de production de
figures avec un controˆle au choix de la ge´ome´trie ou de la topologie. Pour cela nous devrons e´laborer un
langage qui de´crive cette grammaire. Cette formulation permet e´galement d’envisager une classification
des sche´mas de subdivision.
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