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Abstract
Sodium magnetic resonance imaging (MRI) can quantify directly and non-invasively tis-
sue sodium concentration levels in vivo. Tissue sodium concentration levels are tightly
regulated and have been shown to be directly linked to cell viability. The intracellular
sodium concentration is an even more specific parameter. The triple-quantum filtering
(TQF) technique for sodium MRI has been suggested to detect the intracellular sodium
only. Despite their huge potential, only few studies with sodium MRI have been carried
out because of the long acquisition times of sodium MRI techniques, their susceptibility
to static field inhomogeneities and their limited signal-to-noise ratio compared to proton
MRI.
Three novel techniques that address these limitations are presented in this thesis: (a) a
sodium MRI sequence that acquires simultaneously both tissue sodium concentration maps
and TQF images, (b) a phase-rotation scheme that allows for the acquisition of static field
inhomogeneity insensitive TQF images, and (c) the combination of the two aforementioned
techniques with optimised parameters at the ultra-high field strength of 9.4T in vivo.
The SISTINA sequence - simultaneous single-quantum and triple-quantum filtered imag-
ing of 23Na - is presented. The sequence is based on a TQF acquisition with a Cartesian
readout and a three-pulse preparation. The delay between the first two pulses is used for
an additional ultra-short echo time 3D radial readout. The method was implemented on
a 4T scanner. It is validated in phantoms and in healthy volunteers that this additional
readout does not interfere with the TQ preparation. The method is applied to three cases
of brain tumours. The tissue sodium concentration maps and TQF images are presented
and compared to 1H MR and positron emission tomography images.
The three-pulse TQF preparation is sensitive to static field inhomogeneities. This prob-
lem is caused by destructive interference of different coherence pathways. To address this
problem, a phase-rotation scheme is presented. It simultaneously acquires all coherence
pathways and separates them via Fourier transform. This technique has the advantage
that destructive interference is completely removed without a compromised signal-to-noise
efficiency compared to the common six-step phase cycling. This method is demonstrated
in phantom experiments at 9.4T.
The increased MR signal associated with ultra-high static field strengths is especially
beneficial for low-concentration nuclei such as sodium. An improved SISTINA scheme
with more efficient twisted projection imaging readouts and the phase rotation scheme
is demonstrated. The optimisation of radio-frequency pulse durations and readout and
delay times are presented. The optimised sequence is demonstrated in vivo at 9.4T on five
human volunteers.
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Zusammenfassung
Natrium - Magnetresonanztomografie (MRT) kann direkt und nichtinvasiv die Natrium-
konzentration in Gewebe In-Vivo quantitativ bestimmen. In der Literatur wurde gezeigt,
dass dieser eng regulierte Parameter direkt mit der Lebensfähigkeit von Zellen zusam-
menhängt. Die Methode der Tripelquantenfilterung (TQF), die als Möglichkeit zur Se-
lektion des intrazellulären Signals gesehen wird, erlaubt die Aufnahme eines noch spezi-
fischeren Signals. In dieser Arbeit werden drei neuartige Techniken vorgestellt: (a) eine
Natrium-Bildgebungssequenz, die gleichzeitig Gewebe-Natriumkonzentrationskarten und
TQF Bilder aufnimmt, (b) ein Phasenrotations-Schema, mit dem TQF Bilder aufgenom-
men werden können, die unempfindlich gegen Variationen des statischen Magnetfeldes sind
und (c) die Kombination der vorherigen Methoden und ihre Anwendung bei der ultrahohen
Feldstärke von 9.4T In-Vivo mit optimierten Parametern.
Die SISTINA Sequenz - Simultane Einzelquanten- und Tripelquantengefilterte Bildge-
bung von 23Na - wird gezeigt. Diese Sequenz basiert auf einer Tripelquantenakquisition
mit kartesischer Bildgebung und drei-Puls Präparation. Das Intervall zwischen erstem und
zweitem Puls wird für die Aufnahme eines zusätzlichen Bildes mit einer radialen 3D Date-
naufnahme mit ultrakurzer Echozeit genutzt. Die Methode wurde für einen 4T Tomografen
implementiert. Es wird mit Phantomen und mit gesunden Probanden verifiziert, dass die
Aufnahme des zusätzlichen Bilder nicht mit der Tripelquantenpräparation interferiert. Die
Methode wird auf drei Fälle von Hirntumoren angewandt. Es werden die Natriumkarten
und die TQF-Bilder gezeigt und mit Bildern von 1H MR und Positronenemissionstomo-
grafie verglichen.
Die drei-Puls TQF Präparation wird durch Inhomogenitäten des statischen Feldes neg-
ativ beeinflusst. Dieses Problem wird durch destruktive Interferenz der verschiedenen
Kohärenzpfade erzeugt. Es wird eine Phasenrotation gezeigt, die dieses Problem löst.
Sie akquiriert gleichzeitig alle Kohärenzpfade und separiert sie durch eine Fouriertrans-
formation. Diese Technik hat den Vorteil, dass die destruktive Interferenz vollständig
verhindert wird, ohne die Signal-zu-Rausch Effizienz verglichen mit dem Standard 6-
Schritt-Phasenzyklus zu reduzieren. Diese Methode wird in Phantomexperimenten bei
9.4T demonstriert.
Das erhöhte MR-Signal bei ultrahohen Feldstärken ist besonders für Atomkerne mit
niedriger In-Vivo Konzentration, wie Natrium, geeignet. Ein verbessertes SISTINA-Schema
mit effizienter gewundener Projektionsbildgebung (TPI) und der Phasenrotation wird de-
monstriert. Die Optimierung der Dauer der Radiofrequenzpulse, der Auslesedauer und der
Intervalle zwischen den Pulsen werden präsentiert. Die so optimierte Sequenz wird zur
Bildgebung an fünf gesunden Probanden bei 9.4T gezeigt.
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Introduction
2
Magnetic resonance imaging (MRI) is a widely used technology in modern clinics. In
Germany, 96.5 out of 1000 people have had an MR scan at least once in their life, in the
USA 91.2 out of 1000 [27]. Its non-invasiveness and richness of possible contrasts, such as
angiography, fluid suppressed imaging, perfusion imaging, and anatomical imaging, makes
it a valuable tool for diagnostics and therapy monitoring. All clinical applications are based
on the signal obtained from the 1H nucleus. However, MRI with other nuclei - so-called
x-nuclei - such as 39K, 31P, 23Na, 17O, and 13C is also possible. While suffering from low
in vivo concentration, these nuclei potentially provide information that is not accessible
otherwise.
The 23Na nucleus is the second most abundant nucleus in the human body that is de-
tectable by nuclear magnetic resonance (NMR) [29]. It plays a pivotal role in human
physiology and is hence tightly regulated. Any deviation from the healthy concentra-
tion indicates pathology. Therefore, sodium MRI is able to access a very specific marker
for pathologies [9, 59]. In the eighties and early nineties, sodium NMR spectroscopy was
performed mainly on ex vivo samples [15, 75]. Next to quantifying the total sodium con-
centration [58], the access to the intracellular sodium concentration [71] received special
attention because it provided more direct approach to cell viability. Different methods for
signal separation were explored: diffusion [88], inversion recovery [74], shift reagents [37]
and multiple-quantum filtering (MQF) [48, 63]. Of these four approaches, only inversion
recovery and MQF are suited for human in vivo studies. Diffusion approaches suffer from
long echo times and require extreme gradient moments while available shift reagents are
toxic.
With the advent of high-field MRI systems in the clinics with static magnetic field
strengths of 1.5T and 3T some of the sensitivity problems of x-nuclei were solved and
increasing attention was put on the adaptation of existing methods for in vivo use [7, 22,
30,73,79,80,85]. Recently, an increasing number of applications in pre-clinical studies were
published, underlining the potential of sodium imaging. Among the applied diseases were
Huntington's disease [68], multiple sclerosis [35,93], muscle channelopathies [53] and brain
tumours [22,42]. However, the methodology is still not ready for clinical use. In particular,
the acquisition of the intracellular-sodium weighted MQF images still suffers from a low
sensitivity, resulting in long acquisition times and poor spatial resolution. One possibility
to address these issues is the use of ultra-high field MR scanners. With field strengths
of 4T, 7T and 9.4T becoming available for human use, the increased magnetisation may
help to overcome present limitations. Still, the changed physics at high fields needs to
be addressed as well. The aim of this thesis was to develop sequences that increase the
sensitivity of in vivo sodium MR acquisitions at 4T and 9.4T.
In part I, the basics of NMR are explained. The creation and relaxation of magnetisation
are described. The NMR signal creation using RF pulses, and further the manipulation and
evolution into MQ coherences will be introduced. The mathematical framework needed
for proper description of these techniques, the density matrix formalism and the spherical
irreducible tensor basis, are also covered.
In the part II, the principle of MR image formation and the imaging sequences used in
this work will be presented. The general principle of frequency encoding and k-space is
introduced. This principle is generalised to non-Cartesian sampling for the description of
sequences with ultra-short echo time (UTE) such as projection imaging (PI) and twisted
projection imaging (TPI).
Part III explains the acquisition strategy that enables the acquisition of both single-
quantum and triple-quantum filtered MR images of sodium in a single-sequence (SISTINA).
The method is validated in theory and with phantom and in vivo experiments. The benefit
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of the method is then shown for the case of three tumour patients at 4T.
Part IV introduces a novel phase-rotation scheme. It separates all coherences created by
an MQ filter. This enables the analysis of sodium in a multitude of contrasts. Further, the
triple-quantum images can be acquired without signal drop-outs even in inhomogeneous
fields.
Part V shows the in vivo application of the techniques shown in the third and fourth
chapter at 9.4T. Highly efficient TPI waveforms are employed to maximise sensitivity. The
nature of the TQF signal is explained. In vivo results of healthy volunteers are presented.
4
Part I.
Nuclear Magnetic Resonance -
from nucleus to signal
The first part covers the basic physics of the
NMR signal. The structure of the nucleus is de-
scribed. The interaction with a static magnetic
field causes magnetisation to build up - the dy-
namics of this process are described in terms of
relaxation rates. The signal excitation by RF
waves and detection using coils is also covered.
Further, mathematical tools for the description
of spin-3/2 physics - the density matrix formal-
ism and irreducible spherical tensors - are intro-
duced.
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1. General Theory
1.1. Overview
This chapter introduces the basic physics of NMR signal creation. First, the structure of
matter is explained in a qualitative way. There are certain properties that are uniquely
linked to its structure. By observing these properties, one can reconstruct the structure
itself. The key to the observation is the use of the angular momentum - both rotational as
well as the non-classical spin angular momentum. It will be shown that the NMR signal
depends on the angular momentum. The creation of magnetisation in magnetic field, the
angular momenta associated with it, and the ways of manipulation of the magnetisation
using radio-frequency (RF) waves will be explained.
1.2. Angular Momentum
1.2.1. Classical and Quantum-Mechanical Rotational Angular Momentum
The world around us is made of atoms. Atoms consist of a hull, made up of negatively
charged electrons, and a nucleus. The nucleus consists of two types of nucleons - protons,
positively charged, and neutrons which carry no charge. The nucleus carries almost all
of an atom's mass, but the chemical properties of an atom are due to the number and
the configuration of the electrons in the hull. Still, probing the nucleus with magnetic
resonance does reveal information about the structure of the atom, about the molecules
the atoms are in, and even about the macroscopic structure of the substance. The window
to access the information is the spin of the nucleons.
The spin is a purely quantum mechanical phenomenon, and, as such, difficult to explain.
Formally, a spin is an angular momentum - and angular momentum does have a classical
analogue: Any rotating object possesses an angular momentum, which is a vector quantity.
The direction of this vector can be determined using a right-hand rule: If the fingers of
the right hand point in the direction of the rotation, the thumb points into the direction
of the angular momentum vector. The magnitude of the momentum (the length of the
vector) is determined by the rotation frequency and the mass distribution relative to the
centre of rotation. In classical mechanics, the angular momentum may take any value.
The quantum mechanical angular momentum can only take certain values (it is quantised
- hence the name quantum mechanics). In a simple object, such as a diatomic molecule,
the total angular momentum, Ltot, has one of the values:
Ltot =
√
J (J + 1)~. (1.2.1)
J takes integer values only (J = 0, 1, . . .) and ~ is Planck's constant divided by 2pi. The
exact value of J depends on the object's history and its environment. The total angular
momentum is associated with a rotational energy, EJ :
EJ = BJ (J + 1) . (1.2.2)
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Therefore, the rotational energy is also quantised, and proportional to the rotational con-
stant B (which is determined by the properties of the rotating object). Compared to the
classical angular momentum, the quantum mechanical total angular momentum says some-
thing about how fast the object is rotating, but nothing about the direction of the rotation.
The direction may be fixed by introducing an additional quantum number, MJ . Its values
are integer in the range −J,−J + 1, . . . , J − 1, J , so there are 2J + 1 values in total. These
values do not contribute to the rotational energy, as can be seen from Equation 1.2.2. Each
of the 2J + 1 states have the same energy; they are said to be degenerate. However, this
changes in the presence of a magnetic field. Then, the degeneracy is split, and each level
has a slightly different energy. The splitting of the energy levels is called Zeeman effect,
the energy separation is called Zeeman splitting.
1.2.2. Spin Angular Momentum
As mentioned earlier, spin is also an angular momentum. However, it is not associated with
an actual rotation of the particle or molecule, but it is an intrinsic property. Analogously
to Equation 1.2.1, the total angular momentum Ltot of a particle due to spin only can be
defined as
Ltot =
√
S (S + 1)~. (1.2.3)
Here, the quantum number S is used to stress that the total angular momentum is down
to spin and not rotation. The direction of the spin may again be specified with a second
quantum number MS , taking one of 2S + 1 possible values. These are also degenerate
in the absence of a magnetic or electric field. Contrary to J , S may be an integer or a
half-integer value. For example, the photon has S = 1, and the electron has S = 1/2.
Integer-valued particles are referred to as bosons, half-integer particles as fermions. At
this point it is worth stressing that spin is a property of the particle. S does not depend on
the environment of the particle - even at 0◦K an electron simply has a spin. The rotational
motion would disappear at absolute zero, and hence J = 0. However, an electron may
posses both - its intrinsic spin 1/2 and an angular momentum due to motion, e.g. orbital
angular momentum due to circulating motion around the nucleus. The result of a particle
carrying several angular momenta is discussed in the next subsection.
1.2.3. Combining Angular Momenta
To illustrate the outcome of multiple angular momenta, a system with two parts is con-
sidered. Each part contributes an angular momentum. Irrespective of its origin - spin or
rotational motion - it is called J1 and J2, respectively. The total angular momentum of
the entire system is then given by
Ltot =
√
J3 (J3 + 1)~, (1.2.4)
where J3 is the angular momentum quantum number of the entire system and can take
values of
J3 ∈ {|J1 − J2| , |J1 − J2|+ 1, . . . , |J1 + J2|} . (1.2.5)
The simplest but also common example is a system containing two spin-1/2 particles, hence
J1 = J2 =
1
2 . The system may have either J3 = 0 or J3 = 1. In the first case, the two
spins cancel out - this is often termed the spins are antiparallel. In the second case,
the spin are said to be parallel. The antiparallel configuration allows only one state for
the MJ3 quantum number, namely MJ3 = 0. This is called a singlet state. The parallel
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configuration allows for MJ3 = {−1, 0, 1}, a triplet state. Again, the three states are
degenerate, unless a magnetic or electric field is applied.
1.3. Nuclear Spin
1.3.1. Nuclear Spin States
An important example of a system with many angular momenta is the nucleus. The nucleus
carries a spin quantum number that is conventionally denoted I. The possible values for I
are given by Equation 1.2.5. Nuclei consist of the spin-1/2 particles protons and neutrons.
The nucleus consisting of exactly one proton and one neutron is 2H deuterium, and it
serves as a simple example. The addition of two spin-1/2 particles results in either spin-0
or spin-1, as outlined in subsection 1.2.3. The energy difference between the two states is
found to be ≈ 1011 kJ/mol, a figure that largely exceeds the thermal energy, ≈ 2.5 kJ/mol,
and also common electrical and chemical energies. For NMR experiments, excited nuclear
states may be ignored, and only ground state nuclear spin (the spin state with the lowest
energy) be considered - simply termed the nuclear spin. For deuterium, the nuclear spin
is therefore I = 1.
Large nuclei, consisting of many protons and neutrons, possess a large number of possible
spin states. The ground spin state cannot be predicted with a simple rule in general.
However, some properties may be derived from these three rules:
1. Isotopes with odd mass numbers have half-integer spin, and isotopes with even mass
numbers integer spin. This is a direct consequence of equation 1.2.5.
2. The nuclear spin is I = 0 if the number of both neutrons and protons are even, e.g.
16O, 8 protons and 8 neutrons, and 12C, 6 protons and 6 neutrons.
3. The nuclear spin is an integer larger than zero if the the number of neutrons and
protons are both odd, e.g. 40K, 19 protons and 21 neutrons, I = 4.
1.3.2. Nuclear Zeeman Splitting
For all nuclei with nuclear spin I there is a (2I + 1)-fold degeneracy of the ground state.
As with any angular momentum, the Zeeman effect will occur when the nuclei are exposed
to a magnetic field. The Zeeman splitting, i.e. the energy gap between the energy levels,
depends on the magnetic properties of the nucleus. The gap between the two energy levels
of 1H, for example, is much larger than that of 15N. The spectroscopy technique that probes
the nuclear Zeeman splitting is called Nuclear Magnetic Resonance, NMR.
Note that the Zeeman splitting is much smaller than the energy gaps between the ground
nuclear state and the excited nuclear state. In fact, the excited nuclear states are not
encountered in ordinary chemistry and spectroscopy. The spectroscopy that probes the
energy gaps between ground state and excited states is called Mössbauer spectroscopy.
1.3.3. Spin-X nuclei
The periodic table lists 118 elements. Only a small fraction of these are not NMR visible,
i.e. have a nuclear spin of I = 0. Unfortunately, the most common nuclei in organic
substances, namely 12C, 16O, and 32S, belong to this group. For in vivo spectroscopy,
other nuclei have to be used, for example 1H, 13C, and 31P. These are spin-1/2 nuclei.
Especially 1H is of major importance, standard clinical applications of NMR and MRI are
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based on signal from the hydrogen nucleus. Spin-1/2 nuclei are typically found on the
right-hand side of the periodic table, alkali and alkaline metals do not possess spin-1/2
isotopes. However, these metals do posses isotopes with half-integer spin > 1/2, e.g. 133Cs
with I = 7/2, 25Mg with I = 5/2, and 23Na with I = 3/2. The sodium isotope has
a natural abundance of more than 99%. It is a crucial ion in living organisms and this
makes it an interesting target for in vivo NMR and MRI. There are also integer spin >1/2,
however, the number of these in the periodic table is limited. Two examples are the 14N
and the 2H isotopes. The highest spin, I = 7, is found in 176Lu. All spins > 1/2 are
called quadrupolar nuclei. They have a special properties that make them interesting and
complicated at the same time.
1.4. Magnetism
1.4.1. Electromagnetic Fields
In classical physics, electromagnetic fields are represented by two vector fields, ~E (~r) and
~B (~r). The electric field ~E interacts with electrical charges, e.g. the negative charge of the
electron. The magnetic field ~B interacts with magnetic moments. The treatment on NMR
in terms of ~E and ~B fields is convenient. The quantum mechanical treatment, in which
a field is described as a collection of photons, is difficult to use. Therefore, the classical
description is preferred whenever possible.
1.4.2. Macroscopic Magnetism
In general, all substances are able to interact with magnetic fields. The interaction can
be described by their associated magnetic moment, ~µ. Some substances are permanently
magnetic, such as a bar magnet, others possess the magnetic moment only in the presence
of a magnetic field. The magnetic energy, Emag, of a small object in a magnetic field, ~B,
is given by:
Emag = −~µ · ~B. (1.4.1)
The magnetic energy of a large object is obtained by integrating over the whole object.
From Equation 1.4.1 it is obvious that the magnetic energy is lowest if magnetic moment
and magnetic field are parallel.
In substances with induced magnetic moments, the moment itself may be a function of
the applied magnetic field:
µinduced =
V χ
µ0
~B. (1.4.2)
Here, V is the volume of the object, µ0 is the vacuum permeability
1 and χ is the magnetic
susceptibility. The susceptibility may be positive or negative. A positive susceptibility is
a property of paramagnetic substances, a negative of diamagnetic. Empirically one finds
that most substances are diamagnetic, e.g. for pure water χ = −9.05 · 10−6. Paramag-
netic substances draw magnetic fields in, i.e. the magnetic field at the position of the
object is stronger if the substance is present. The opposite happens when the substance is
diamagnetic, then the magnetic field is pushed aside.
1.4.3. Microscopic Magnetism
The magnetism of a substance has three different origins:
1The vacuum permeability, or magnetic constant, is a physical constant [29]: µ0 = 4pi · 10−7 N/A2
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Isotop spin nat. abundance [%] γ
[
106 rads−1T−1
]
1H 1/2 ≈ 100 267.522
2H 1 0.015 41.066
13C 1/2 1.1 67.283
17O 5/2 0.04 -36.281
19F 1/2 ≈ 100 258.815
23Na 3/2 ≈ 100 251.815
31P 1/2 ≈ 100 108.394
129Xe 1/2 24.4 -74.521
Table 1.1.: Properties of nuclei commonly employed for in vivo NMR and MRI. [29,44]
1. Electric currents circulating in the substance.
2. Magnetic moments contributed by the electrons.
3. Magnetic moments contributed by the nucleus.
The first two contributions are the dominant factors, as they are several magnitudes larger
than the third. The first contribution always adds negative susceptibility, the second and
third positive.
The first contribution may be understood quite simply from the motion of the electrons
in their atomic orbits. Moving charges create magnetic fields, and these interact with
the external field. The second and third contribution are intrinsic properties. Similar to
the fact that electrons intrinsically have a spin, they also intrinsically have a magnetic
momentum. In fact, from quantum mechanics 2 it can be shown that their operators
(indicated by a hat) are proportional to each other:
~ˆµ = γ ~ˆS. (1.4.3)
The proportionality factor, γ, is called gyromagnetic ratio. It can have either sign, and is
in the order of MHz/T for nuclei. Table 1.1 lists the gyromagnetic ratio of common nuclei
employed in in vivo NMR and MRI.
1.4.4. Spin Precession
Any particle with spin has an associated angular momentum. The direction of this angular
momentum vector is arbitrary; it may point into any direction in space. The direction is
also referred to as spin polarisation axis. In equilibrium the spin polarisation axes are
randomly oriented in space, the sample exhibits isotropic representation of the directions.
When an external magnetic field is applied, the spin polarisation axis rotates around the
field. This rotation is called precession. It has a classical analogue: When a spinning top's
rotation axis is not parallel to the earth's gravitational field, it will not fall over, but its
axis will precess around the direction of gravity. The precession frequency of a particle
with angular momentum is found to be
ω0 = −γB0. (1.4.4)
Here, B0 is the magnetic field at the site of the particle, γ the gyromagnetic ratio and ω0
is called the Larmor frequency. It is proportional to the magnetic field strength. For NMR
2Specifically, the Wigner-Eckart theorem can be used.
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purposes, the consequence is that different magnetic field strengths require different RF
hardware. And similarly, since γ is an intrinsic property of the nucleus, different hardware
is required for different nuclei at the same field strength.
1.4.5. Spin-Lattice Relaxation: Nuclear Paramagnetism
The simple model of 1H nuclei in a sample of water is considered as a model. The nuclei
in the sample have spin polarisation axes that point into random orientations. Since there
are typically very many nuclei in an NMR sample, the total mangetic moment vanishes.
For any spin polarisation axis it is very likely that there is another one pointing in exactly
the opposite direction.
All spins will start Larmor precession when a magnetic field is turned on. This pre-
cession alone does not change the total magnetic moment of the sample, it remains zero.
However, each nucleus is part of a larger molecule, containing other charged particles.
The electrons and neutrons carry a magnetic field. At room temperature, all molecules
undergo violent translational and rotational motion. Yet, the motion of the nuclear spins
is largely unaffected by this motion3. Only the small (compared to the external magnetic
field) contribution from the environment influences the spins. The environmental influence
leads to the case that every spin sees a slightly different magnetic field. The deviations
can influence both direction and magnitude. Every spin will therefore change its polari-
sation axis. This change is slow (on the order of seconds) compared to the precessional
motion (order of microseconds). The wandering of the precession axis is not completely
isotropic. Since the sample is at finite temperate, the spin precession axis is slightly more
likely to turn towards an orientation with a smaller energy, i.e. parallel to the magnetic
field. After sufficient time, the sample is in a stable anisotropic state. The direction of
the anisotropy is that of the direction of lowest energy, for protons parallel to the external
magnetic field. The magnetisation is said to be longitudinal. The temporal evolution of
the nuclear magnetisation, MnucZ , may be described as
MnucZ (t) = M
nuc
eq (1− exp {− (t− ton) /T1}) , (1.4.5)
assuming the magnetic field is turned on at ton. T1 is a time constant of the sample. It is
called longitudinal relaxation constant or spin-lattice constant, where the latter is slightly
misleading, as liquids and gases do not have a lattice.
1.4.6. Transverse Magnetisation and Transverse Relaxation
The nuclear magnetisation that a substance in a magnetic field in equilibrium exhibits, the
longitudinal magnetisation, is too small to be detected. Therefore, in NMR and MRI the
transverse component of magnetisation is detected. However, such a transverse magneti-
sation does not exist initially. When the spin system is rotated instantly by 90◦, by virtue
of a radio-frequency (RF) pulse, the anisotropy that was along the magnetic field is now
perpendicular to it, i.e. it is transverse. The spins continue their Larmor precession around
the external magnetic field. However, as the bulk magnetisation Mnuc is now transverse
(indicated by the subscript xy) it also precesses at Larmor frequency:
Mnucxy = M
nuc
eq · eiω0t · e−
t
T2 . (1.4.6)
3The spin is not connected to the orientation of the nucleus - an interpretation of spin as revolving
around its own axis would be misleading in this case, and has no physical basis in any case.
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The equilibrium magnetisation Mnuceq precesses in the xy-plane with Larmor frequency ω0,
expressed by the first, complex exponential function. The second exponential describes the
decay of the transverse magnetisation. The time constant T2 is the transverse relaxation
time or spin-spin relaxation time constant. The latter implies that interactions between
spins must take place, however, this is not the case. The decay of transverse magnetisation
is a loss of the coherence of precession of the individual spins. Just after the RF pulse,
all spins precess in phase. As every spin experiences a slightly different field and therefore
precesses slightly faster or slower, the coherence is gradually lost over time. It is not
recoverable. Given that the mechanism of relaxation is limited to the case just described,
one would expect T1 = T2, which is indeed the case, e.g. in liquids or small molecules.
Other mechanisms, such as interactions between spins, may occur additionally. Then T2
might be on the order of milliseconds, even if T1 is considerably longer.
1.4.7. NMR Signal
The precessing transverse magnetisation can induce a current in a coil that is placed near
the sample. The principle is similar to a dynamo, where a rotating magnet induces a current
in a surrounding coil. The currents induced are very small. However, since their frequency
is well-known (the Larmor frequency), it may be well separated from noise sources. The
receiver chain, i.e. the hardware components that convert the received signal to digital
data, consists of several filter steps in order to maximise the signal-to-noise ratio from the
sample.
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2.1. Overview
The general basics of NMR were introduced in the first chapter. Now, a more quantitative
introduction is given. The mathematical description of spin systems is presented in terms
of their Hamiltonian. While not necessary for clinical imaging applications, i.e. imaging of
non-interacting spins-1/2, the use of multiple-quantum coherences in sodium, i.e. spins-3/2
systems, requires the use of quantum mechanics. The Hamiltonian is calculated for several
different environments with their respective interactions.
2.2. Chemical Shift
The resonance frequency of a nucleus depends on its gyromagnetic ratio and the local
magnetic field, see Eq. 1.4.4. The local magnetic field has two components, the applied
external magnetic field B0, and a contribution from the electrons of the molecule around
the nucleus. The static magnetic field causes the electrons to flow, i.e. it induces currents
in the molecule. This current is associated with a magnetic field that changes the total
field experienced by the nucleus. Therefore, the chemical shift, δ, depends on the geometry
of the molecule, on the surrounding molecules (especially in crystals), and on the applied
field strength B0. The Larmor frequency ω0 is then given as [44]:
ω0 = −γB0 (1 + δ) . (2.2.1)
The observation of the chemical shift benefits from higher magnetic fields - in vivo spec-
troscopy, for example. The larger chemical shifts enables the observation of more metabo-
lites in the human or animal body. In human applications, each metabolite is associated
with a unique chemical shift. This simple relationship holds true for this application, how-
ever chemical shift in general is more complicated. This shall only be covered very briefly
here.
The chemical shift is a tensorial entity. This implies that the induced currents are not
perpendicular to the static magnetic field. This effect is caused by the geometry of the
molecule. The chemical shift tensor can be diagonalised. Then, the three diagonal values
can be associated with three principal axes, for which applied field and chemical shift are
parallel. The case that the three values are not identical is called chemical shift anisotropy.
It is a common phenomenon in any larger molecule. However, since biomolecules are in
liquid solution in the human body, only the motionally averaged chemical shift is accessible
in in vivo NMR experiments. If the structure of the molecule (and not its concentration)
is of concern, special experimental measures have to be taken to measure the complete
chemical shift tensor.
2.3. Electric Quadrupole Coupling
The electric quadrupole moment, a property of nuclei with spin greater than 1/2, interacts
strongly with gradients of the electric fields caused by the electron cloud. The relaxation
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Isotop spin nat. abundance [%] El. quadrupole moment
[
10−28 m2
]
2H 1 0.015 0.2860
14N 1 99.6 2.044
17O 5/2 0.04 -2.558
23Na 3/2 ≈ 100 10.4
Table 2.1.: Quadrupole moments of nuclei commonly employed for in vivo NMR and MRI.
times of quadrupolar nuclei are generally dominated by quadrupolar interactions. The
quadrupole moments of common nuclei are summarised in Table 2.1 [44].
The first order quadrupolar coupling, ωQ, vanishes in isotropic liquids. Therefore, the
peak position of NMR spectra is not influenced by quadrupole effects. However, the relax-
ation times are strongly influenced.
In anisotropic liquids and solids, the quadrupolar interaction does influence the resonance
frequency of the nucleus. The resonance spectrum becomes broader (powder pattern) or
even splits into several peaks (central transition and satellites). In in vivo environments,
the latter is generally not the case.
2.4. Quadrupole Hamiltonian
2.4.1. Classical Quadrupole Term
The derivations of the classical and the quantum-mechanical quadrupole terms follow the
book of Slichter [76].
In classical physics, the interaction energy E can be written as
E =
∫
ρ (~r)V (~r) dτ, (2.4.1)
where ρ is the charge density of the nucleus and V its potential. V can be expanded into
a Taylor series about the origin:
V (~r) = V (0) +
∑
α
xα
∂V
∂xα
∣∣∣∣
r=0
+
1
2!
∑
α,β
xαxβ
∂2V
∂xαxβ
∣∣∣∣
r=0
+ ... (2.4.2)
xα (α = 1, 2, 3) stands for x, y, or z, respectively. Short-hand notations for the potential
can be introduced:
Vα =
∂V
∂xα
(2.4.3)
Vαβ =
∂2V
∂xαxβ
. (2.4.4)
Thus the expression for the interaction energy simplifies to:
E = V (0)
∫
ρdτ +
∑
α
Vα
∫
xαρdτ +
1
2!
∑
α,β
Vαβ
∫
xαxβρdτ + ... (2.4.5)
It is convenient to choose the origin at the center of mass of the nucleus. The first term
is the electrostatic energy of the nucleus, if the nucleus is assumed to be a point charge.
The second term of E - the dipole moment - vanishes, if the centre of mass and the centre
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of charge coincide. It can be proven experimentally that this is indeed the case. More
generally still, every second term of the series vanishes [44]. The third term is of special
interest in this chapter. It is called electrical quadrupole term. The expression for the
partial derivatives of the potential, Vαβ , can be simplified. It is always possible to choose
the principal axes such that
Vαβ = 0, if α 6= β, (2.4.6)
i.e. to diagonalise the tensor. The potential must also satisfy Laplace's equation:
∇2V = 0. (2.4.7)
This leads to ∑
α
Vαα = 0. (2.4.8)
For further calculations, quantities Qαβ are introduced:
Qαβ =
∫ (
3xαxβ − δαβr2
)
ρdτ. (2.4.9)
These help to simplify the electrical quadrupole term which will now be called E(2):
E(2) =
1
2
∑
α,β
Vαβ
∫
xαxβρdτ. (2.4.10)
First, the integral is expressed in terms of Qαβ :∫
xαxβρdτ =
1
3
(
Qαβ +
∫
δαβr
2ρdτ
)
(2.4.11)
Second, this expression is introduced into E(2):
E(2) =
1
6
∑
αβ
(
VαβQαβ + Vαβδαβ
∫
r2ρdτ
)
(2.4.12)
The second term on the right of 2.4.12 vanishes, as δαβ is zero for α 6= β and Vαβ is zero
for α = β (see Eq. 2.4.7).
2.4.2. Quantum Mechanical Quadrupole Term
The classical expression for the electrical quadrupole interaction energy, E(2), as defined
in 2.4.12, can be transferred to a quantum mechanical expression in a few steps. First, the
charge density, ρ, must be replaced by its operator ρop:
ρop (~r) =
∑
k
qkρ (~r − ~rk). (2.4.13)
In this equation, the sum over all particles k, k = 1, ..., N , of charge qk must be evaluated.
Nuclei consist of protons with charge e and neutrons without charge, hence the sum runs
over all protons only:
ρop (~r) = e
∑
protons
δ (~r − ~rk). (2.4.14)
15
2. Internal Hamiltonian
The quantum mechanical expression for the quadrupole operator, Qopαβ , is then obtained
by substituting the above equation into 2.4.9:
Qopαβ =
∫ (
3xαxβ − δαβr2
)
ρop (~r) dτ (2.4.15)
= e
∑
protons
(
3xαkxβk − δαβr2k
)
. (2.4.16)
The classical expression for the energy, 2.4.12, then becomes the quadrupole Hamiltonian:
HQ =
1
6
∑
α,β
VαβQ
op
αβ. (2.4.17)
This expression for the quadrupole Hamiltonian contains a sum over all particles. This
makes the use of the equation very difficult, as many particle systems are generally com-
plicated to treat. However, it is not necessary to look at individual particles for all cases.
As stated in the introduction, the re-orientation energy is of interest here. This energy
may be obtained by evaluation of matrix elements〈
Imη
∣∣∣Qopαβ∣∣∣ Im′η〉 , (2.4.18)
that is, matrix elements diagonal in I and η. I is the total angular momentum of each
eigenstate of the system, with m = 2I + 1 components of angular momentum, and a set
of other quantum number, η, that are not specified further at this point. By using the
Wigner-Eckart theorem,〈
Imη
∣∣∣Qopαβ∣∣∣ Im′η〉 = C (Im ∣∣∣∣32 (IαIβ + IβIα)− δαβI2
∣∣∣∣ Im′) (2.4.19)
can be obtained with
C =
eQ
I (2I − 1) . (2.4.20)
The difficult sum over all protons is reduced to a single nuclear constant Q, the quadrupole
moment of the nucleus. A detailed derivation of the Wigner-Eckart theorem, its applica-
tion to the quadrupole Hamiltonian and the lengthy calculation in detail can be found in
(citation Abragam, Slichter). Here, only the result will be used. Using this in 2.4.17, the
quadrupole Hamiltonian can be further simplified, if the axes are chosen such that the
tensor Vαβ is diagonalised, i.e. Vαβ = 0 if α 6= β:
HQ =
eQ
6I (2I − 1)
[
Vxx
(
3I2x − I2
)
+ Vyy
(
3I2y − I2
)
+ Vzz
(
3I2z − I2
)]
(2.4.21)
=
eQ
4I (2I − 1)
[
Vzz
(
3I2z − I2
)
+ (Vxx − Vyy)
(
I2x − I2y
)]
, (2.4.22)
where in the last step Laplace's equation
∑
α Vαα = 0 has been used. Commonly, the
asymmetry parameter, η, and the field gradient, q, are introduced:
eq = Vzz (2.4.23)
η =
Vxx − Vyy
Vzz
(2.4.24)
The quadrupole Hamiltonian is finally expressed as
HQ =
e2qQ
4I (2I − 1)
[(
3I2z − I2
)
+ η
(
I2x − I2y
)]
. (2.4.25)
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The quadrupole Hamiltonian, expressed as a function of the potential in specifically selected
axes, is an extremely useful tool for any calculation of properties of quadrupolar substances.
Calculations of relaxation times are especially problematic, as the axes might be functions
of time, if rotational motion is considered. While this is mainly an issue for crystals, use
of this is also made by J.R.C van der Maarel for his calculations of relaxation of organic
substances [87].
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3.1. Overview
The quadrupolar Hamiltonian was introduced in the previous chapter. Now, the temporal
characteristics of spin-3/2 systems are evaluated. The degeneracy of the energy levels is
lifted by the Zeeman effect, and a radio-frequency pulse can be used to tip the magneti-
sation to the transverse plane. All calculations are now fully quantum mechanical, unless
stated otherwise. All entities are represented by their operators. This chapter follows the
book of Levitt [44].
3.2. Zeeman Eigenstates
A single spin 1/2 in a magnetic field has two eigenstates of angular momentum along the
axis of the external magnetic field, by convention the z-axis. Denoting these states |α〉 and
|β〉, these can be written as
|α〉 =
∣∣∣∣12 ,+12
〉
(3.2.1)
|β 〉 =
∣∣∣∣12 ,−12
〉
. (3.2.2)
The ket vectors |I,M〉 contain the quantum numbers of total angular momentum I and
angular momentum along the z-axis, M . |α〉 and |β〉 are the Zeeman eigenstates to Iz, the
angular momentum operator along the z-axis, with eigenvalues M :
Iz |α〉 = +1
2
|α〉 (3.2.3)
Iz |β〉 = −1
2
|β〉 (3.2.4)
The two eigenstates are said to be polarised along the z-direction - |α〉 is polarized along
the positive z-semiaxis, or spin-up, and |β〉 along the negative z-semiaxis, or spin-down.
3.3. Energy Levels
The energy of the two Zeeman eigenstates is different. To calculate the energy, the Hamil-
tonian must be applied to the states. In a magnetic field with strength B0, the Hamiltonian
H0 can be written as
H0 = γB0(1 + δ)Iz = ω0Iz, (3.3.1)
where a chemical shift δ was included in the Larmor frequency. The two Zeeman states
are eigenstates of the Hamiltonian, and hence:
H0 |α〉 = +1
2
ω0 |α〉 (3.3.2)
H0 |β〉 = +1
2
ω0 |β〉 . (3.3.3)
18
3.4. Superposition States
E
ω0
β
α
Figure 3.1.: Zeeman energy levels for the two Eigenstates. The energy levels, α and β, are
separated by an energy gap that corresponds to a frequency of ω0.
The energies of the states are their respective eigenvalues ±12ω0. The energies can be
conveniently displayed in an energy level diagram, see Figure 3.1.
3.4. Superposition States
3.4.1. General spin states
In general, any spin 1/2 particle may take a state |Ψ〉 that is a linear combination of the
two states |α〉 and |β〉, with complex coefficients cα,β :
|Ψ〉 = cα |α〉+ cβ |β〉 . (3.4.1)
The coefficients must be normalised:
|cα|2 + |cβ|2 = 1. (3.4.2)
3.4.2. Vector Notation and some Particular States
Equation 3.4.1 can be written in vector form:
|Ψ〉 =
(
cα
cβ
)
. (3.4.3)
This vector notation is a useful shorthand for the following important states. Consider the
state
Ix |+x〉 = 1√
2
(
1
1
)
. (3.4.4)
This is the eigenstate to the operator Ix:
Ix |+x〉 = 1
2
(
0 1
1 0
)
1√
2
(
1
1
)
=
1
2
|+x〉 . (3.4.5)
Similarly,
|−y〉 = 1
2
(1− i) |β〉 (3.4.6)
is eigenstate to the operator Iy:
Iy |−y〉 = −1
2
|−y〉 . (3.4.7)
The interpretation of |−y〉 is a spin state polarised along the negative y-semiaxis, |x〉
along the x-axis, analogue to |α〉 being polarised along the z-axis. It is possible to create
operators and associated eigenstates with any polarisation axis, however this is not shown
here.
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3.5. Spin Precession
The consideration about spin states so far neglected the evolution of the spin state with
time - the spin precession.
The evolution of a spin in state |Ψ〉 is given by the time-dependent Schrödinger equation:
d
dt
|Ψ〉 (t) = −iH |Ψ〉 (t) . (3.5.1)
In the absence of an RF field, the Hamilonian is H = ω0Iz, and hence
d
dt
|Ψ〉 (t) = −iω0Iz |Ψ〉 (t) . (3.5.2)
This equation may easily be solved with an exponential function:
|Ψ〉 (t) = exp [−iω0( t− t0 )Iz] |Ψ〉 (t0) = Rz (ω0 (t− t0)) |Ψ〉 (t0) , (3.5.3)
where the rotation operator R has been introduced. It is possible to state from this result
that the spin rotates by an angle of ω0 (t− t0) around the z-axis.
3.5.1. Dynamics of the Eigenstates
The eigenstates are stationary. When the Hamiltonian is applied to a system in its eigen-
state, it merely acquires a phase factor, i.e. a factor of the form exp (iφ), φ being any
angle. The phase factor changes neither the state nor the eigenvalue [17].
3.5.2. Dynamics of Mixed States
If the spin is not in an eigenstate, the outcome is different. Supposing the spin was in the
state |+x〉 at t0, the state after a time t = pi/ (2ω0) is
|Ψ〉 (t) = Rz (−pi/2) |Ψ〉 (t0) = Rz (−pi/2) |+x〉 = |−y〉 . (3.5.4)
This is a rotation by 90◦. For longer time intervals, the rotation angle increases - the
spin precesses about the z-axis. The precession frequency is the Larmor frequency. The
spin precession, derived here using quantum mechanics, has many classical equivalents
(spinning top, etc.) It is also possible to derive the spin precession classically, see e.g. [29].
To summarise, spins in eigenstates (spin polarisation axis parallel or antiparallel to the
z-axis) accumulate a phase factor only, while superposition states precess around the z-axis.
3.6. Rotating Frame
So far, calculations were carried out in the laboratory frame, where the spin precess at
Larmor frequency. Many phenomena are unnecessaryly difficult when viewed from the lab
frame. It is convenient to introduce a frame that rotates at a certain frequency (usually the
Larmor frequency) - the rotating frame. Viewed from the rotating frame, spin axes along
the x-axis remain constant in their orientation, and RF fields applied along the y-axis are
also constant. The physics can be accurately described without needless mathematics.
Formally, a spin state |Ψ〉, as seen from the lab frame, is related to the same state
∣∣∣Ψ˜〉,
as seen from the rotating frame, by∣∣∣Ψ˜〉 = Rz(−φ(t)) |Ψ〉 , (3.6.1)
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The rotation angle φ is given by
φ (t) = ωref t+ φref, (3.6.2)
where ωref is the frequency of the rotating frame and φref its phase. The phase is arbitrary
and is usually chosen such that it simplifies calculations for a given problem.
Now, the Schrödinger equation can be re-written in rotating frame coordinates:
d
dt
∣∣∣Ψ˜〉 = −iH˜ ∣∣∣Ψ˜〉 , (3.6.3)
where the Hamiltonian is now given as
H˜ = Rz(−φ)HRz(φ)− ωrefIz. (3.6.4)
Substitution of the spin Hamiltonian H = ω0Iz into the above equation yields
H˜ = (ω0 − ωref) = Ω0Iz. (3.6.5)
In the last step, the relative Larmor frequency Ω0 was introduced. Using this instead of the
lab-frame Larmor frequency, all formulas may be used by just replacing Larmor frequency
and Hamiltonian by rotating frame Hamiltonian and relative Larmor frequency.
3.7. Radio-Frequency Pulse
Radio-frequency pulses change the spin polarisation axis in the sample. They are an essen-
tial tool for magnetic resonance experiments. The fact that the RF pulses are on resonance
with the sample is essential - the magnitude of the RF pulses is orders of magnitude smaller
than the static magnetic field. That changes occur is only due to the resonance effect. The
rotation of the spin axis occurs only after several hundreds of Larmor periods.
3.7.1. Rotating Frame Hamiltonian
To calculate the effect of resonant RF pulses, the Hamiltonian in the rotating frame must
first be found. An RF pulse of frequency ωref with phase φp is considered. The non-resonant
component of the RF pulse (rotating in the opposite sense as the spin polarisation) is
neglected - it has no influence until the RF field is of the same order of magnitude as the
static field, which can be ruled out for any in vivo application. The spin Hamiltonian in
the presence of static and RF field in the lab frame is then given by
H(t) = ω0Iz +HRF(t) , (3.7.1)
where the RF Hamiltonian is
HRF(t) = −1
2
γ BRF sin θRF [ cos(ωreft+ φp) Ix + sin(ωreft+ φp) Iy ] . (3.7.2)
After a lengthy calculation that can be found, for example, in [44], this equation can be
transformed to the rotating frame. Here, only the result is shown:
H˜ = Ω0Iz + ωnut (Ix cosφp + Iy sinφp) (3.7.3)
where the nutation frequency
ωnut =
∣∣∣∣12γBRF sin θRF
∣∣∣∣ (3.7.4)
was introduced. Since γ is typically given in rad/T (cf. Table 2.1), ωnut is expressed in
rad/s. This expression for the Hamiltonian is much more convenient to use, as the time
dependence has vanished. The RF pulse appears static in the rotating frame.
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RF t t
τp
ωnut
1 2 t
Figure 3.2.: A rectangular RF pulse. The duration, τp, is given by t2 − t1; the amplitude
is ωnut.
3.7.2. X-Pulse
The simplest form of an RF pulse is the rectangular pulse. If the phase is chosen to be
zero, φp = 0, it is called x-pulse. Figure 3.2 shows a pulse diagram for this pulse. The
amplitude of the pulse is given by the nutation frequency. If the pulse is applied directly
on resonance, i.e. ωref = ω0, the rotating-frame Hamiltonian reads
H = ωnutIx. (3.7.5)
Substitution of this Hamiltonian into the rotating-frame Schrödinger equation (Equation
3.6.3), the relation
|Ψ〉(t2) = Rx(βp) |Ψ〉(t1) (3.7.6)
is found. Here, the pulse propagator Rx (βp) is introduced:
Rx(βp) = exp (−iβpIx) . (3.7.7)
The angle βp is called the flip angle of the pulse and is given by
βp = ωnutτp. (3.7.8)
The effect of an RF pulse is therefore a rotation of the spin polarisation axis by the flip
angle about the axis of the pulse.
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4.1. Overview
In chapter 1 the concept of a magnetisation vector as a result of many individual spin axes
was introduced. The dynamics of individual spins were examined in the previous chapter.
Now, the dynamics of many spins - a spin ensemble - is evaluated. Statistical quantum
mechanics, i.e. the density matrix formalism, are used for all calculations. This chapter
follows the book of Levitt [44].
4.2. Spin Density Operator
In this section, the spin density operator is introduced. To illustrate several properties, a
sample containing non-interacting spins-1/2 is considered, such as a protons in pure water.
The spin polarisation vectors are distributed randomly, pointing into any direction. Most
of the spins are in superposition states, some may be in the states |α〉 or |β〉. The nuclear
magnetisation of the sample is the sum over all protons in the sample. Calculating the
contribution of every spin is not possible, since there are too many in a sample (≈ 1022).
However, this is not necessary. In NMR we are concerned with the total magnetisation
only, and not with individual spins. Just like it is not necessary to know about the energy
of every water molecule to predict the temperature, it is not necessary to know every spin
polarisation to know the magnetisation. The use of statistical quantum mechanics and its
major tool, the density operator, provide powerful tools.
Starting from a general mixed state |Ψ〉:
|Ψ〉 =
(
cα
cβ
)
, (4.2.1)
the expectation value of the operator Q is given by
〈Q〉 = 〈Ψ |Q|Ψ〉 (4.2.2)
=
(
c∗α, c
∗
β
)( Qαα Qαβ
Qβα Qββ
)(
cα
cβ
)
(4.2.3)
= cαc
∗
αQαα + cαc
∗
βQαβ + cβc
∗
αQβα + cβc
∗
βQββ (4.2.4)
= Tr
{(
cαc
∗
α cαc
∗
β
cβc
∗
α cβc
∗
β
)(
Qαα Qαβ
Qβα Qββ
)}
(4.2.5)
= Tr {|Ψ 〉〈Ψ|Q} (4.2.6)
= Tr {ρQ} . (4.2.7)
The last step is correct, if the ket-bra product in the one but last step is the average over
all possible states |Ψ〉 in the sample. Then, the density operator ρ can be introduced. The
density operator carries information about the expected outcome of a measurement. For
the spins-1/2 considered here, the density matrix has four elements:
ρ =
(
ραα ραβ
ρβα ρββ
)
. (4.2.8)
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The diagonal elements are called the populations while the off-diagonal elements are called
the coherences.
The density matrix is a convenient tool for the calculation of NMR pulse sequences.
Next to this mathematical property, it also has a direct link to the observable magneti-
sation. The population difference, i.e. the difference ραα − ρββ , is proportional to the
longitudinal magnetisation. The coherence ρβα is proportional to the transverse magneti-
sation. The coherence ραβ has no physical equivalence. It is the complex conjugate of the
ρβα-element, since the density matrix is symmetrical, but plays no role in the evaluation
of NMR experiments.
4.2.1. Orders of Coherence
Consider two energy eigenstates of a system, |r〉 and |s〉, and their associated angular
momentum quantum number Mr and Ms:
Iz|r〉 = Mr|r〉 (4.2.9)
Iz|s〉 = Ms|s〉 . (4.2.10)
The order of the coherence, lrs, is then given by
lrs = Mr −Ms. (4.2.11)
For the example in this chapter of uncoupled spins-1/2, there are the two states |α〉 and
|β〉. The coherence orders are then:
lαβ =
1
2 −
(−12) = 1 (4.2.12)
lβα = −12 − 12 = −1 (4.2.13)
The coherence order of the populations is zero. Therefore, there are three different coher-
ence orders for non-interacting spins-1/2: -1,0, and 1. For quadrupolar nuclei (or coupling
spins-1/2), higher coherences are possible.
4.3. Thermal Equilibrium
If a probe is put inside the static magnetic field and allowed to rest for a sufficiently long
time, it will approach the thermal equilibrium state. This state can be calculated using
statistical quantum mechanics. The results are the following:
1. The coherences between all states are zero. This corresponds to no transverse mag-
netisation.
2. The populations of the energy eigenstates are distributed according to the Boltzmann
distribution:
ρeqrr =
exp (−~ωr/kBT )∑
s exp (−~ωs/kBT )
. (4.3.1)
kB is Boltzmann's constant, and the sum runs over all eigenstates (2 for spin-1/2, 4
for spin-3/2).
At room temperature, the available thermal energy is four orders of magnitude larger than
the energy difference between the Zeeman eigenstates. This leads to a small difference in
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population levels, and hence to a small degree of magnetisation. The expression above can
be simplified if the constants are collected into a single variable B, the Boltzmann factor:
B =
~γB0
kBT
. (4.3.2)
Using this abbreviation, the density matrix can be written as
ρˆeq =
(
1
2 +
1
4B 0
0 12 − 14B
)
, (4.3.3)
or in angular momentum operators
ρˆeq =
1
2
1ˆ +
1
2
BIˆz. (4.3.4)
4.4. Rotating Frame Density Operator
Most calculations are easiest to perform in the rotating frame. Hence, an expression for
the density operator in the rotating frame must be found. The transition from lab frame to
rotating frame is performed by a time-dependent rotation about the z-axis. In equilibrium,
there is no transverse component, and longitudinal components are identical under these
transformations. The equilibrium density operator is hence identical in fixed and rotating
frame:
ˆ˜ρeq = ρˆeq =
1
2
1ˆ +
1
2
BIˆz. (4.4.1)
The relations for the coherences are:
ρ˜αβ = ραβ exp (+iφ (t)) (4.4.2)
ρ˜βα = ρβα exp (−iφ (t)), (4.4.3)
where φ (t) is the angle of the rotating frame with respect to the fixed frame.
4.5. Magnetisation Vector
The state of an ensemble of spins-1/2 may be represented by a vector in the three-
dimensional space that indicates the magnitude and the direction of the net magnetisation.
The magnetisation vector, ~M , has three components:
~M = Mx~ex +My~ey +Mz~ez (4.5.1)
Mz =
2
B
(ραα − ρββ) (4.5.2)
Mx =
4
B
Re (ρβα) (4.5.3)
My =
4
B
Im (ρβα) . (4.5.4)
The magnetisation vector is a great tool to visualise the behaviour of magnetisation during
a pulse sequence. Especially in proton MRI, where one deals with almost ideal non-
coupling spins-1/2, the trajectory of the magnetisation vector explains the experiment
very well and is widely used. While it always displays the available magnetisation, it
cannot show all information. Higher quantum coherences, for example, are not evident
from a magnetisation vector depiction.
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4.6. Strong Radio-Frequency Pulse
In order to excite detectable coherence, a radio-frequency excitation must be applied to
a system in equilibrium. The pulse can be described by its duration τp = t2 − t1, its
amplitude ωnut and its phase φp. The effect of the pulse is a rotation of the magnetisation
by a flip angle βp. The effect of this RF pulse on a single state was already discussed
in chapter 3.7.2. Now, an expression for the effect of an RF on a spin ensemble must be
found. Starting with the expressions for RF pulses acting on bra and ket states:
|Ψ〉 (t2) = Rˆφp (βp) |Ψ〉 (t1) (4.6.1)
〈Ψ| (t2) = 〈Ψ| (t1) Rˆφp (−βp) . (4.6.2)
Then, the spin density operator after the pulse is given by
ρˆ (t2) = |Ψ〉 (t2) 〈Ψ| (t2) = Rˆφp (βp) ρˆ (t1) Rˆφp (−βp) (4.6.3)
A hard RF pulse is calculated by multiplying the density matrix by two rotation operators
with opposite rotation angles.
4.6.1. Excitation of Coherence
The expression for the hard RF pulse, Equation 4.6.3, is now applied to the equilibrium
density matrix given by Equation 4.3.4. A 90◦ pulse about the x-axis is chosen:
ρˆ (t2) = Rˆx (pi/2)
(
1
2
1ˆ +
1
2
BIˆz
)
Rˆx (pi/2) (4.6.4)
=
1
2
1ˆ +
1
2
BIˆy. (4.6.5)
The result is the transfer of all magnetisation to the y-axis: The longitudinal magnetisation
is zero (12 − 12) and the transverse magnetisation is 12B.
4.7. Spherical Irreducible Tensors
4.7.1. Cartesian Tensors
In general, any Cartesian vector ~v can be expressed as linear combination of the Cartesian
basis vectors ~xi:
~v =
∑
vi~xi. (4.7.1)
Similarly, any matrix M can be expressed as linear combination of the basis tensors Xij :
⇒M =
∑
MijXij =
∑
Mij~xi ⊗ ~xj , (4.7.2)
where ⊗ denotes the tensor product. This concept can be generalised to n vectors ~u,~v, . . . ~w
constructing a rank n tensor:
T = ~u⊗ ~v . . . ~w (4.7.3)
⇔ Tij...k = uivj . . . wk. (4.7.4)
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4.7.2. Irreducible Tensors
Rotations mix the Cartesian components of matrices. However, not all rotations mix all
individual components. Consider this example: A matrixMij can be expressed as the sum
of three terms:
Mij = M
Tr
ij +M
A
ij +M
S
ij (4.7.5)
MTrij =
1
3
Tr (M) δij (4.7.6)
MAij =
1
2
(Mij −Mji) (4.7.7)
MSij =
1
2
(
Mij +Mji − 1
3
δijTr (M)
)
. (4.7.8)
Then, these three components are invariant under rotations (the rotated matrix is indicated
by an asterisk):
Tr
(
M∗ij
)
= (Tr (Mij))
∗ (4.7.9)(
MAij
)∗
=
(
M∗ij
)A
(4.7.10)(
MSij
)∗
=
(
M∗ij
)S
(4.7.11)
4.7.3. Spherical Tensors
As stated above, any vector may be expressed as linear combination of the Cartesian
basis vectors. However, some problems are solved more conveniently in other coordinate
systems such as spherical coordinates. These are favourable when dealing with rotations.
Now, analogously to vectors, tensors may also be expressed in spherical coordinates. These
are then called spherical tensors.
4.7.4. Spherical Irreducible Tensors
Summarising the results from above, spherical irreducible tensors (SITs) are tensors ex-
pressed in spherical coordinates that do not mix under rotations. The explicit form of the
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SITs are found, for example, in [14]:
T 00 = 1 (4.7.12)
T 10 = Iz (4.7.13)
T 1±1 = ∓
√
1
2
I± (4.7.14)
T 20 =
√
1
6
[
3I2z − I (I + 1)
]
(4.7.15)
T 2±1 = ∓
1
2
[Iz, I±]+ (4.7.16)
T 2±2 =
1
2
I2± (4.7.17)
T 30 =
√
1
10
[
5I3z − {3I (I + 1)− 1} Iz
]
+
(4.7.18)
T 3±1 = ∓
1
2
√
3
10
1
2
[{
5I2z − I (I + 1)−
1
2
}
, I±
]
+
(4.7.19)
T 3±2 =
√
3
4
1
2
[
Iz, I
2
±
]
(4.7.20)
T 3±3 = ∓
1
2
√
1
2
I3± (4.7.21)
28
5. Physical Properties of Sodium in
organic environments
The previously described effects of spin 3/2 are of interest in vivo NMR and MRI pri-
marily for the 23Na nucleus. It is the second most abundant nucleus in the human body
after 1H. Its concentration is different for intra- and extracellular space. In the intracellu-
lar space, the concentration is approx. 12mmol/l, and in the extracellular space approx.
150mmol/l [68]. This concentration gradient is essential for the cell viability. The gradient
is maintained by the sodium potassium pump. Most of the total energy needed by the
brain is used by this pump. Since the mechanism is so crucial, sodium levels are tightly
monitored in the human body. A global hypo- or hypernatraemia is a life-threatening
condition. A local deviation from the sodium levels also indicates pathology. Therefore,
the spatially resolved detection of sodium levels is highly desirable. Of primary interest
is the intracellular concentration, because it is the marker for the cell's health. However,
because the intracellular concentration is so low compared to the extracellular one, it is
difficult to differentiate between the two, especially since they are not spatially well sep-
arated. A mechanism for suppression of the extracellular contributions would therefore
be highly desirable. While shift reagents, i.e. resonant-frequency changing chemicals that
are present in the extracellular space only, are invasive and toxic, a separation of the
compartments using their NMR parameters is also possible. Two different methods have
been proposed: inversion recovery and triple-quantum filtering. The former uses the dif-
ference in T1 to separate the two compartments while the latter makes use of the fact that
multiple-quantum coherences can only evolve in the intracellular space. The quadrupolar
sodium ion is sensitive to electric field gradients. A mathematical treatment of this fact
is given in section 2.4. The time dependence of the quadrupolar interaction frequency
determines the spectrum of the sodium nuclei. Four different dependencies and resulting
spectra were introduced in [70], termed type a, b, c, and d. Figure 5.1 shows the temporal
characteristics of the quadrupolar frequency, ωQ, that leads to the spectral types. The
corresponding schemes are shown schematically in Figure 5.2. Both Figures were adapted
from [70]. In type a spectra, the tumbling motion of the sodium ions is so fast, that any
electric field gradient is averaged out over one Larmor period, i.e. the reciprocal value of
the Larmor frequency. The spectrum looks like a delta-peak. It should be noted, however,
that the quadrupolar gradients are existent and influence the relaxation time significantly.
Sodium ions in aqueous solutions have T1 ≈ T2 ≈ 50 ms, which is much shorter than the
relaxation times for water protons (T1 ≈ T2 ≈ 5000 ms). In substances with type a spectra,
no multiple-quantum coherences can evolve.
In substances exhibiting type b spectra, ωQ is still fluctuating fast, the average over a
long period of time is still zero, but not over short periods of time. During these periods,
the ions exhibit bi-exponential relaxation behaviour and multiple-quantum coherences may
evolve. The spectrum has a Lorentzian lineshape. In type c spectra, ωQ is still fluctuating,
but the long-term average is not equal to zero. These spectra have a super Lorentzian
lineshape, i.e. a superposition of at least two Lorentzians. Type d spectra have a non-
fluctuation, non-zero ωQ value. The spectrum consists of a large central peak with two
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satellite peaks; their amplitude ratio is 3:4:3.
Type a spectra are typically found in aqueous solutions, such as CSF. Type b and c
is typical for intracellular sodium ions in vivo in brain parenchyma. Type d spectra are
typical of long-range symmetry typically exhibited by (liquid) crystals. Though there is a
little evidence that such long range symmetries may exist in the human brain [78], this is
still to be confirmed.
The electric field gradients that the sodium ions interact with come from different
sources. Large macromolecules carry (partial) charges, channels and cell membranes may
hold or reflect the motion of the ions. Since interaction with these sources is also possible
outside of the cell, the separation of intra- and extracellular sodium is not clean. Early
spectroscopy studies have shown non-vanishing multiple-quantum signal from extracellular
compartments using shift reagents. However, the fraction is generally small and is stronger
for long preparation times. For the human head the contrast tends to be dominated by
the intracellular signal, especially with regard to the ventricles. A quantification of this
effect, however, has not been carried out so far.
The properties of sodium are summarised in Table 5.1. For comparison, these values are
also given for protons in water.
Property 1H 23Na
gyromagnetic ratio 42.58MHz/T 11.26MHz/T
natural abundance 99.99 % 100 %
rel. sensitivity to 1H 100 % 9.25 %
average in vivo conc. 10000mmol/l 50mmol/l
rel. total in vivo signal 100 % 0.00463 %
Table 5.1.: Comparison of properties of 23Na and 1H. The values are taken from [61].
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Figure 5.1.: Scheme of temporal characteristics of the quadrupolar frequency ωQ for the
four spectral types. Current values are fluctuating fast due to thermal motion.
Mean values, corresponding to an average over a Larmor period, influence the
NMR spectrum. For type a, the mean is constant and zero, for type b, the
mean is changing slowly around zero, for type c, the mean is changing slowly
around a non-zero value, and for type d, the mean value is constant non-zero.
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Figure 5.2.: Schematic NMR spectra corresponding to the mean quadrupolar frequency
values illustrated in Figure 5.1. Axis are normalised and show arbitrary units.
The y-axis represents signal intensity, I, and the x-axis represents frequency,
ω. Type a is a narrow, Lorentzian line, type b a superposition of a narrow
and a broad Lorentzian, type c a central Lorentzian with two broad satellite
Lorentzians superimposed and type d three narrow, separated Lorentzians.
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Part II.
Magnetic Resonance Imaging -
from signal to image
The second part covers the spatial encoding of
the NMR signal. The basic idea of using gradi-
ent fields to encode the spatial information is
introduced. The frequency space, or k-space,
principle is explained and Cartesian as well as
non-Cartesian sampling strategies are explained.
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6.1. Introduction
In the previous chapter, the basics of signal creation and reception were introduced. If one
wants to acquire spatially resolved data, i.e. images, the magnetisation must be encoded
with spatial information. The basic principle is the dependency of the resonance frequency
on the field strength. By changing the resonance frequency systematically, the spatial
information may be gained from the data by a Fourier transformation.
6.2. Frequency Encoding
We assume the magnetisation has been flipped from its original, longitudinal orientation to
the transverse plane. To make calculations easier, we assume that there is no longitudinal
magnetisation left, i. e. a perfect 90◦ excitation. Then, the signal can be described as
s (t) =
∫
ρ (~r) exp {i [ωt+ φ (~r, t)]} d3r. (6.2.1)
Here, ρ (~r) is the effective spin density that combines all relevant parameters such as number
of spins, temperature, magnitude of the static magnetic field, etc. ω is the resonance
frequency of the system and φ (t) contains any chemical shift, off-resonance effects, or
gradients. To simplify calculations, the signal is demodulated by the exact resonance
frequency. No inhomogeneities or chemical shifts are assumed to be present, φ will later
contain contributions from applied gradients only. Then, there is no effective precession in
this equation, and ω = 0. Further, the dimensionality is reduced to the z-dimension, i.e.
~r → z:
s (t) =
∫
ρ (z) exp (iφ (z, t)) dz. (6.2.2)
Now, a linear gradient is switched on, and φ will change. Since the dimension is restricted
to the z-direction, the parameter φ (z, t) contains only the phase accumulated by the linear
z-gradient:
φ (z, t) =
∫ t
0
−γzGz
(
t′
)
dt′ =
∫ t
0
ωG
(
z, t′
)
dt′. (6.2.3)
The above equation does not take advantage of the linearity of the gradient. If explicit
linearity is assumed, the signal equation can be rewritten as
s (k) =
∫
dzρ (z) exp (−2piikz), (6.2.4)
where the time dependence has been moved to the spatial frequency k = k (t):
k (t) =
γ
2pi
∫ t
0
G
(
t′
)
dt′. (6.2.5)
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6.3. Multi-dimensional signal equation
The expression 6.2.4 is remarkable as it shows that the signal, s(k), is the Fourier transform
of the spin density, ρ. The linear gradient Fourier encodes the spin density along the z-
direction. Given that the signal s(k) has been acquired properly (the exact requirements
of proper sampling will be treated later), the spin density can be found by inverse Fourier
transform:
ρ (z) =
∫
s(k) exp(+2piikzz) dk. (6.2.6)
The data one acquires from the scanner and the images that one are interested in are
therefore easily obtained using a Fourier transform. Since the beginnings of these tech-
niques (Mansfield and Grannel published the pioneering work in 1973 [49] and k-space
was introduced by Ljunggren [46] and Twieg [86] in 1983) the fast evolution of computer
systems and the excellent implementation of the fast Fourier transform (fft) algorithm the
calculation of images usually takes only a few seconds (nb: does not apply if data is not
Cartesian and fft cannot be used). Further, the simplification of the acquisition to filling a
k-space, the position in it is given by the gradient has enabled a large variety of sequences
and analytic tools for their design to emerge.
To obtain information about the spatial distribution of spin density, the Fourier trans-
form of data acquired during a linear gradient must be evaluated. The sampling duration
and bandwidth must be chosen accordingly, if an artefact-free image is to be acquired.
Further, the SNR of the images is influenced by the choice of parameters. Finally, to
acquire two or three-dimensional images, the one-dimensional scheme has to be extended.
The extension to the acquisition of a multidimensional k-space is addressed first.
6.3. Multi-dimensional signal equation
The one-dimensional signal equation, Eq. 6.2.4, can easily be extended to two and three
dimensions:
s
(
~k
)
=
∫ ∫
ρ (y, z) exp [−2pii (kyy + kzz)] dy dz (6.3.1)
s
(
~k
)
=
∫ ∫ ∫
ρ (x, y, z) exp [−2pii (kxx+ kyy + kzz)] dx dy dz. (6.3.2)
To simplify calculations, the two-dimensional case will be considered.
6.4. K-Space
As introduced in the previous section, the signal can be described in terms of a time-
dependent vector, ~k. When sufficient signal values at different ~k positions have been
collected, i.e. the k-space is sufficiently covered, an image may be obtained by an inverse
Fourier transformation of the k-space. The question that needs to be answered is, how
much data and which k-space values need to be covered to reconstruct an image with
given properties? The data acquisition in modern MRI scanners is performed using com-
puters, i.e. the data acquired are discrete. The fft algorithm is also based on discrete,
equidistant data points. This is an advantage in terms of processing, but it has conse-
quences in terms of the maths behind the Fourier transform. Discrete sampling in k-space
will result in appearance of mirror images in image space. To avoid that these mirror
images interfere with the desired image, some requirements in terms of the discretisation,
namely the distance between the discretely sampled points, must be met. The extent of
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Figure 6.1.: Sampling pattern in 2D Cartesian imaging. Two important k-space values,
kmax and ∆k, are indicated.
k-space - the highest frequency sampled - also has an influence on the final image. It
determines its resolution.
In practise, k-space is sampled as shown in Figure 6.1. The circles indicate k-space
locations at which complex data points are taken. The distance between two points is
regarded as ∆k, the maximum k-value sampled is labelled kmax. The discretisation of
the sampling and the truncation of k-space has implications for the image formation. To
analyse this, the discrete sampling is expressed mathematically by a multiplication with a
shah, or comb, function W (x). The truncation is expressed by a step function, Π:
Π (x) =
{
1, if |x| ≤ 1/2
0, otherwise
(6.4.1)
W (x) =
∞∑
i=−∞
δ (x− i) (6.4.2)
The Fourier transformed spin density ρ (kx, ky) is then related to the sampled spin density
ρˇ (kx, ky) by
ρˇ (kx, ky) = ρ (kx, ky) ·
(
1
∆kx∆ky
)
·W
(
kx
∆kx
,
ky
∆ky
)
·Π
(
kx
wkx
,
ky
wky
)
, (6.4.3)
where the widths traversed in k-space are denoted w:
wkx = 2
(
kmaxx +
∆kx
2
)
(6.4.4)
wky = 2
(
kmaxy +
∆ky
2
)
. (6.4.5)
After Fourier transformation into image space, the spin density is expressed as:
ρˇ (x, y) = ρ (x, y) ∗W (∆kxx,∆kyy) ∗ (wkxwky) sinc(wkxx)sinc(wkyy), (6.4.6)
where '∗' denotes convolution. This equation is the basis for the discussion of field-of-view
(FOV) and resolution.
36
6.4. K-Space
x
y
FOVy
1/Δkx
1/Δky
FOVx
Figure 6.2.: The object (grey fill) is replicated (white fill) due to finite sampling in k-space.
6.4.1. Field-of-View
Starting from Equation 6.4.6 and assuming an infinite sampling extent, i.e. kmax =∞, the
equation then simplifies to:
ρˇ (x, y) = ρ (x, y) ∗W (∆kxx,∆kyy) . (6.4.7)
Here, a general property of the Fourier transformation is found. If the sampling frequency
is finite in the frequency domain, i.e. k-space, replication in image domain will occur.1
From Eq. 6.4.7 it can be seen that these replications occur at distances of 1/∆kx and
1/∆ky, respectively. Therefore, the FOV can be written as:
FOVx =
1
∆kx
= sampling rate along kx (6.4.8)
FOVy =
1
∆ky
= sampling rate along ky. (6.4.9)
6.4.2. Spatial Resolution
Starting again from Equation 6.4.6, the sampling frequency is assumed to be infite, but
the sampling extent is limited. The equation then reads:
ρˇ (x, y) = ρ (x, y) ∗ (wkxwky) sinc(wkxx)sinc(wkyy). (6.4.10)
The image of the spin density is convoluted with a sinc function. This convolution causes
blurring. It depends on the widths traversed in k-space, wkx and wky, respectively; in
other words, the highest spatial frequency sampled determines the resolution of the final
image. Therefore, a simple definition of resolution is:
δx =
FOVx
Nx
=
1
wkx
(6.4.11)
δy =
FOVy
Ny
=
1
wky
. (6.4.12)
1The same is of course true vice versa - finite sampling in object domain leads to replication in frequency
domain; however, in MRI only the other case is relevant.
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The resolution in a given direction, δx and δy, is the quotient of FOV and the number of
sampling points, N . For common resolutions in MRI, N is typically large, and a simplified
expression can be found:
δx ≈ 1
2kmaxx
(6.4.13)
δy ≈ 1
2kmaxy
. (6.4.14)
6.4.3. Field-of-View and Spatial Resolution in non-Cartesian Sequences
The same statements about the field-of-view and spatial resolution that are true for Carte-
sian sequences also apply to non-Cartesian sequences. However, due to the different acqui-
sition scheme some different considerations apply. When sampling is not fixed to a grid,
the aliasing pattern becomes more complex. The function that describes the distribution
of signal in the image given a single point in real space is called point spread function
(PSF). For Cartesian sequences, the PSF includes the resolution (coarse resolution leads
to a blob instead of a point) and aliasing (the PSF is repeated in image space at FOV
distances). Further, it is of course influence by the actual measured data - relaxation, mis-
match between sampled and assumed k-space position, and chemical shift also influence
the PSF.
In non-Cartesian sequences, the PSF looks different. Usually, there is no equidistant
sampling pattern, and hence there is no sharp mirror image, but rather a blurred ghost.
To avoid the interference of this ghost, the Nyquist criterion must be fulfilled in all direc-
tions. As an example, for a 2D radial acquisition these directions are the radial, ∆kr, and
tangential, ∆kϕ, direction. This is illustrated in Figure 6.3. Accordingly, there is also a
FOV in these directions. Note that in practise it is usually possible to violate Nyquist to
a certain degree in non-Cartesian images. The ghosting produced is in general much lower
in intensity than the desired image, and therefore ghosting can be tolerated up to a certain
degree. This can used to save time in non-Cartesian acquisitions, but depends, of course,
on the degree of artefacts tolerable.
In general, non-Cartesian sequences are chosen such that both FOVs are equal and
isotropic in k-space. This is mostly due to the fact that the trajectories consist of loops
of varying diameter, e.g. spirals or cones, and changes in diameter would exceed the
gradient slew rate available. In Cartesian imaging, due to the simpler sequence design, non-
isotropic FOVs, e.g. 200x140mm, are straightforward to implement, simply by choosing the
correct number of phase-encoding steps. In non-Cartesian imaging, this is also possible,
but requires significantly more complex trajectories, e.g. [19,40].
For 3D sequences, especially for multi-shot trajectories, there are many different FOVs,
not only in radial and tangential direction as in the above example. Further, points do not
necessarily have the same distance in one direction. The artefacts that occur when Nyquist
is violated are mostly identical to those from various other sources (e.g. off-resonance or
trajectory deviations) - there is some blurring. This makes sequence debugging for non-
Cartesian sequences - compared to Cartesian sequences - very difficult.
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Δkr
Δkφ
kx
ky
Figure 6.3.: K-space distances indicated for a radial acquistion. The Nyquist criterion must
be fulfilled in all directions to prevent aliasing. The density of the sampling
is deliberately chosen low for clarity. In real image acquisitions the density is
much higher.
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7.1. Sequence Diagrams
Sequence diagrams are a useful tool to depict pulse sequences. In complex sequences,
many RF and gradient pulses are used, and attempting to describe them in text form
would be exceedingly cumbersome. The constituent parts of the diagram are explained
using the basic gradient echo sequence shown in Figure 7.1. In general, sequence diagrams
are built up like sheet music. Different instruments, in this case RF and gradients, are
shown, each having its own axis. Time runs along this axis. The notes, i.e. the shapes
of the pulses that are played out, are drawn onto the axis at the respective times. Almost
all sequences are built up in a loop structure - repeating the same sequence steps with
only one parameter varied, e.g. the phase encode gradient to acquire the next line in
k-space, or pulse phases in phase cycling. The variable phase encode gradients are also
referred to as phase encode tables, and are usually marked with an arrow. The rewinder
gradients are shown with an arrow in the opposite direction. Spoiler gradients dephase all
remaining magnetisation, such that it does not interfere with the acquisition of the next
k-space line. In the example, they are filled dark grey to distinguish them from the imaging
gradients. Important parameters of the sequence may also be indicated in the sequence
diagram. In Figure 7.1 the duration of the analog-to-digital converter (ADC), i.e. the time
of data acquisition, the echo time (TE) and the repetition time (TR) are indicated. The
repetition time is usually implied by including the whole diagram as shown, plus a delay to
allow for relaxation, if appropriate. Unless cited otherwise, the description of the following
techniques follows the handbook of MRI pulse sequences [4].
7.2. Gradient Echo
The gradient echo sequence is a routine clinical imaging sequence because it is robust
and simple. There are many varieties and extensions for the gradient echo sequence that
decrease the acquisition time for an image with a given weighting. Some of the techniques
are shown here, as they may also be used in non-Cartesian imaging and are useful for
x-nuclei.
7.2.1. Multiple echoes
In the basic gradient echo sequence, see Figure 7.2 a), a single echo, i.e. a single k-space
line, is acquired at a single echo time. It is possible to acquire the same k-space line at
several echo times in a single shot. The resulting sequence diagram is shown in Figure 7.2
b). This sampling scheme results in two images with two different T2* weightings. The
scheme is not limited to the three echoes shown here; if a sufficient number of echoes is
acquired, T2* maps may be calculated from the image series.
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Figure 7.1.: Sequence diagram of a 3D gradient echo sequence. The echo time (TE) and
the duration of data acquisition (ADC) are indicated. Phase encode tables are
indicated by arrows, their rewinders with arrows in opposite direction. Spoiler
gradients are filled dark grey.
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Figure 7.2.: Variations of the gradient echo sequence. a) The standard sequence. b) Mul-
tiple echoes are acquired - the same k-space line is covered at different echo
times. c) The asymmetric echo omits the first part of the k-space line, reducing
the echo time.
7.2.2. Asymmetric echo
Figure 7.2 c) shows a single line of k-space that is incompletely sampled. The first part of
the line is omitted. Hence, the prephaser as well as the read gradient are shortened and
the echo time is reduced. This technique is especially useful if short-lived species, such as
sodium, are to be imaged.
7.2.3. K-Space Sampling Schemes
Shortening acquisition time is generally desirable. There are two major schemes to reduce
acquisition time by omitting parts of the k-space that may also be combined: Partial
Fourier acquisition and elliptical scanning.
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Partial Fourier Acquisition
The k-space is symmetric. In theory, only half of the k-space has to be acquired in order
to obtain a complete image. However, artefacts will occur if sampling is sparse because of
static field inhomogeneities. The more homogeneous the field is, the more partial Fourier
acquisition is tolerable, e.g. in spin-echo sequences typically only 5/8 of k-space are ac-
quired. Additionally, a phase correction may be used to reduce the influence of artefacts.
Partial Fourier techniques may be used in 2D sequences for the phase encode direction,
in 3D for phase and partition encoding, and also in non-Cartesian spiral acquisitions [64].
Figure 7.3 illustrates the technique for Cartesian sampling. 7.3a shows a 2D k-space. The
fully sampled k-space is square, using partial Fourier acquisition, only the grey area is
acquired. 7.3b shows the same technique for a 3D acquisition, where only a part of k-space
is covered in both phase-encode directions. This technique is primarily a Cartesian one,
but Wilm et al. [91] have also demonstrated it for spiral trajectories.
a b
kx
kykx
ky
kz
Figure 7.3.: Partial Fourier acquisition of k-space in a 3D (a) and 2D (b) k-space. Only
the solid grey part of the complete k-space is acquired.
Elliptical Scanning
Most information in k-space is localised in the centre. It is noticable that very little
information is in the corners of k-space. One idea is to omit the corners of a 3D k-space
and acquire a cyclindrical k-space, with an ellipse as base of the cylinder. This is called
elliptical scanning. Typically, 30% of the acquisition time can be saved without noticable
artefacts or losses in SNR or resolution. Figure 7.4 illustrates the partial acquisition of
a 3D k-space. The central grey area is acquired. In this image the frequency encoding
direction runs from bottom to top. Any phase encode steps outside the grey area are not
acquired, and hence the acquisition time is shortened.
7.3. 3D Projection Imaging
While Cartesian imaging is today's most widespread choice for imaging, it was not the
first suggested method [76]. The initial idea was to collect projections through k-space,
and then do a reconstruction similar to computed tomography. If these projections start
in the centre of k-space the technique is also referred to as 3D radial imaging. Figure 7.5
shows the resulting k-space. The advantage of radial imaging is the short echo time. Since
every projection starts in the centre of k-space, the echo time is only given by hardware
parameters such as the coil ring-down time. Today's use of this technique is largely due
to the short echo time and simple implementation of this sequence (compared to other
short echo time techniques). The major drawback of this method is that it is necessary to
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kx ky
kz
Figure 7.4.: Sampling scheme for elliptical scanning. Of the complete k-space (transparent
blue cuboid) only the central part (grey cylinder) is acquired.
acquire many projections for a Nyquist-sampled k-space - many more than for Cartesian
imaging. In numbers, the minimum number of projections (=lines) needed for a Cartesian
image is
Nmin,Cart =
FOVy
RESy
× FOVz
RESz
=
(
FOV
RES
)2
, (7.3.1)
where FOVx,y is the field of view in y- and z-direction, respectively, RESx,y is the voxel
size in this direction, and the last equality holds for isotropic resolution and FOV. For 3D
radial imaging, the number of projections is
Nmin,3DPI = 4pi
(
FOV
2RES
)2
= piNmin,Cart. (7.3.2)
Hence, 4pi times as many projections are needed. In this sequence, the possibility to achieve
short echo times is traded for the need for many projections and hence a longer acquisition
time.
7.4. Density Adapted 3D Projection Imaging (DA3D)
It can be shown that the best SNR is achieved when sampling takes place homogeneously
in k-space [45], i.e. in equidistant k-space points. The image space variance σ2i is given by
σ2i ∝
∫ Vk σ2
D (k)
dVk, (7.4.1)
where σ2 is the variance of an acquired k-space point, Vk the k-space volume, and D(k) the
local k-space density. In 3DPI, distance between k-space samples increases quadratically.
This leads to an inefficiency factor η,
η =
σi,hom.
σi,inhom.
, (7.4.2)
with the standard deviations in image space of homogeneous, σi,hom., and inhomogeneous
sampling, σi,inhom., of 0.745 for 3D radial imaging [52]. Nagel et al. [52] therefore suggested
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Figure 7.5.: K-space sampling in 3D projection imaging. For clarity of display, only few
radial projections are shown and axes are normalised.
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Figure 7.6.: K-space sampling of 3D density adapted radial imaging. The k-space sampling
density is kept constant, hence the sampling points in the periphery of k-space
are closer together.
to slow down in k-space and take samples equidistantly. This technique is called density
adapted 3D radial (DA3D). Figure 7.6 shows the k-space of a DA3D acquisition. The
lower sampling density in the central part of k-space compared to Figure 7.5 is obvious.
This improves the SNR of the 3DPI technique significantly, but requires the calculation
of dedicated gradient shapes. Therefore, it is more difficult to implement. For proton
imaging, this technique is usually not applied. For sodium imaging it has found several
applications [18, 90]. Having improved 3DPI in terms of sampling density, the technique
still lacks sampling efficiency. The number of projections required for a complete k-space
is identical to that of 3DPI, which is not desirable if high resolution is to be achieved.
While parallel imaging or constrained reconstruction may be used to solve this problem,
they also require multi-channel receiver coils or complex reconstruction software.
7.5. Twisted Projection Imaging (TPI)
When the periphery of k-space is acquired in DA3D, dkdt is low. Hence the gradients are
neither operating at maximum slew rate nor amplitude. This potential may be used to
reduce the need for many projections. The idea is to twist the otherwise straight trajectory
such that a longer line through k-space is acquired per acquisition. Since this is done on
twisted trajectories, the technique is named twisted projection imaging (TPI) [7]. In TPI,
a spherical k-space is divided into cones. Each of these cones is then Nyquist-sampled.
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The requirement of a constant sampling density can be expressed mathematically in two
differential equations [7]:
k˙ =
α
k2
(7.5.1)
and
k˙2 + k2
(
θ˙ + sin2 (θ) φ˙2
)
= γ2G2. (7.5.2)
Here, k is the k-space position, α is a constant, and θ and φ are the polar and azimuthal
angles in spherical coordinates, respectively. The first equation is readily solved by
k(t) =
(
3γGk20t+ k
3
0
)1/3
. (7.5.3)
Here, k0 is the k-space position at t=0 to be chosen 6= 0. The second equation is solved
best by choosing a constant polar angle. Then,
φ(t) =
1
2 sin θ0
(
χ(t) + arctan
(
1
χ(t)
))
+ φ0 (7.5.4)
with
χ(t) =
√
k4
k40
− 1, (7.5.5)
φ0 = φ(t = 0) and θ0 = θ(t = 0). The parameters k0 and G must be chosen according to
the gradient hardware and the desired imaging resolution and field-of-view. The number of
projections per cone depends on the opening angle of the cone, the length of the trajectory,
the maximum gradient slew rate, and the desired resolution, i.e. kmax. Figure 7.7 shows
typical sodium TPI trajectories as they are used in the SISTINA sequence at 9.4T.
The required number of projections can easily be retained by a simple formula [51]:
Nmin,TPI = 4pip
(
FOV
2RES
)2
= pNmin,3DPI = pipNmin,Cart. (7.5.6)
Here, p is the fraction of the trajectory at which it starts twisting, i.e. |k0| / |kmax|. For
typical sodium acquisitions, p = 0.3, and hence only 30% of the 3DPI projections are
needed. This is useful for fast acquisitions, and may even further be combined with parallel
acquisition techniques for even greater speedup ( [65]).
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kx
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kz
Figure 7.7.: Projections of a TPI sequence. Each of these projections covers a part of a
different cone. Only one projection per cone is shown for clarity - the other
projections are obtained by rotating the shown one.
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8. Imaging Considerations
8.1. Readout Duration
The duration of a readout is an important choice for the resulting image. A short readout
will be beneficial for the point spread function but a long readout will increase the SNR.
These two facts need to be balanced against each other and are described in more detail
in this section.
During the readout, i.e. the data acquisition, the magnetisation changes. The magnitude
is changing due to relaxation, it decreases exponentially with T∗2. The phase changes due
to off-resonance. The former effect, multiplication of k-space with an exponential function,
is effectively a filter function that decreases the resolution of the final image. The latter
effect is more difficult to treat. In the simplest case, off-resonances have no effect (local
off-resonance, Cartesian acquisition, magnitude image only). For non-Cartesian sequences,
8.2. Imaging Artefacts
8.2.1. Aliasing
Aliasing artefacts occur, when the sampling in k-space is not sufficiently dense. In Cartesian
imaging, the replications of the object interfere with the main image of the object. In non-
Cartesian imaging, the outcome of aliasing depends on the exact k-space sampling pattern,
yet in general the artefacts will take the shape of radial stripes. Figure 8.1 shows aliasing
for both types of sequences. Fold-in artefacts can generally be avoided if the FOV is
sufficiently large and placed properly.
8.2.2. Truncation
The k-space truncation induces artefacts. These artefacts typically show as ringing in the
images. This is a direct consequence of the properties of the Fourier transform, and the
truncation artefacts are also known as Gibb's ringing. The ringing occurs within the object
(see Figure 8.2(a)) as well as outside the object (see Figure 8.2(b)). Truncation artefacts
are independent of the k-space sampling and occur in non-Cartesian as well as Cartesian
images.
8.2.3. Off-Resonances
Off-resonances are frequently encountered in MRI. Off-resonances due to static field inho-
mogeneities are common to all nuclei.
Chemical shift
The chemical shift is a systematical off-resonance. It commonly occurs in proton MRI,
where water and fat are separated by 3.5ppm. 23Na is not bound within chemical com-
pounds in the human body, and hence no chemical shift occurs. The effects of chemical shift
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a b
Figure 8.1.: Aliasing artefacts. (a) In this 3T 1H MP-RAGE image the nose (white arrow)
is outside the FOV, hence it folds in at the opposite side. (b) This 9.4T
23Na TPI image shows streaking artefacts due to an insufficient number of
projections.
a b c
Figure 8.2.: Gibb's ringing in imaging. (a) In vivo images (23Na, TPI, 9.4T) show ringing
from the CSF into brain matter. (b) The phantom image (23Na, TPI, 4T)
shows ringing outside the phantom. (c) This phantom image (23Na, TPI,
9.4T) shows ringing within the saline phantom.
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Figure 8.3.: Susceptibility artefacts in TPI acquisition (23Na, TPI, τRO 25 ms, RES 2mm,
9.4T).
depend largely on the k-space acquisition scheme. In Cartesian gradient echo sequences,
a chemical shift causes a shift of the image along the readout direction. Depending on
the sign of the chemical shift and the readout polarity, the ghost image may be shifted
to left or right. The distance between image and ghost depends on the magnitude of the
chemical shift and the bandwidth of the read gradient used. In non-Cartesian images the
outcome is usually a twisted ghost that is superimposed on the on-resonant image. The
degree of distortion depends on the magnitude of the chemical shift, the bandwidth and the
trajectory - the more twisted the trajectory is, the more severe is the distortion. Ringing
also occurs as an effect of off-resonance.
Susceptibility
Large susceptibility gradients distort the main magnetic field. Usually, the distortions can
only partly be corrected by shimming. The remaining field gradients shorten the local
T∗2 and cause image distortions. These are especially prominent in EPI images, where the
readout duration is long and the bandwidth in phase encode direction is low. Non-Cartesian
images are also very susceptible to static field inhomogeneities. The same distortions that
were discussed for chemical shift also apply to susceptibility artefacts - the more twisting,
the more distortions occur. Typical susceptibility artefacts are shown in Figure 8.3.
Metal Artefacts
If ferromagnetic metals are taken into an MR scanner, they will be attracted and drawn into
the bore. This can be highly dangerous because of the high speeds these objects achieve.
Non-ferromagnetic metals do not fly into the scanner, but they also distort the magnetic
field heavily - they are the extreme case of susceptibility artefacts. The consequences
are signal loss due to extremely shortened T∗2 and image distortions. Figure 8.4 shows
the signal dropout due to a retainer wire. The images were acquired with an MP-RAGE
sequence. Comparing the images from two volunteers, one without (a) and one with (b) a
retainer wire, the signal dropout in the mouth is obvious.
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a b
Figure 8.4.: Metal artefacts in MP-RAGE images. (a) Image from a healthy volunteer
shows no artefacts in the mouth. (b) The retainer wire of this volunteer causes
signal dropout and distortions in the mouth.
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Part III.
Simultaneous Single-quantum and
Triple-Quantum-Filtered Imaging
of 23Na (SISTINA)
Parts of this chapter were published as [22]. This is the abstract from
[22]: The low MR sensitivity of the sodium nucleus and its low con-
centration in the human body constrain acquisition time. The use of
both single-quantum and triple-quantum sodium imaging is, therefore,
restricted. In this work, we present a novel MRI sequence that interleaves
an ultra-short echo time radial projection readout into the three-pulse
triple-quantum preparation. This allows for simultaneous acquisition of
tissue sodium concentration weighted as well as triple-quantum filtered
images. Performance of the sequence is shown on phantoms. The method
is demonstrated on six healthy informed volunteers and is applied to
three cases of brain tumors. A comparison with images from tumour
specific O-(2-[18F]fluoroethyl)-L-tyrosine positron emission tomography
and standard MR images is presented. The combined information of the
triple-quantum-filtered images with single-quantum images may enable a
better understanding of tissue viability. Future studies can benefit from
the evaluation of both contrasts with shortened acquisition times.
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9. Introduction
All standard clinical MRI studies rely on the observation of the signal coming from the
water protons in tissue. Since these are mainly made up of water, the resulting high
signal that can be used for high spatial resolution at short acquisition times. However, to
address specific clinical questions, certain contrasts have to be achieved. For example, T1
weighted acquisitions prove to be useful to answer anatomical questions while T2 weighted
images typically yield information on the presence of oedema. However, not all diseases
are accessible with the standard techniques. The pursuit of specific markers present at an
early stage of a disease explored techniques such as magnetization transfer, diffusion tensor
imaging [43] and the observation of metabolites with magnetic resonance spectroscopy [44].
Another approach is to look at other MR visible nuclei. The second most abundant
nucleus in the human body is 23Na. It plays a significant role in the creation of action
potentials in the nervous system. Therefore, the tissue sodium concentration (TSC) in the
human body is regulated to about 140mmol/l in extracellular and 10 mmol/l in intracellular
space [11]. A disruption of the mechanism that maintains these levels is shown to be
correlated with cell viability [9]. Studies have shown abnormal sodium levels in cancer [2],
muscle channelopathy [89] and stroke [34].
The non-invasive measurement of TSC is possible using single-quantum (SQ) sodium
MRI [84]. The aforementioned studies employed this modality to gain access to the total
sodium levels. However, measurement of the intracellular sodium levels would be of primary
interest because diseases affect cells and leave the extracellular space largely unchanged
(until very late in the disease). The extracellular signal may be suppressed by application
of a triple-quantum filter (TQF) [28, 54]. This technique employs an altered MR pulse
sequence to obtain signal from slowly tumbling ions only. In non-human primate in vivo
imaging of focal brain ischemia [30,41] this method was successfully applied.
These methods are not applied in widespread clinical studies yet because of the lower
in vivo concentration of the sodium nucleus and an additional lower sensitivity to MR
measurements. The latter is caused by the structure of the 23Na nucleus. This leads
to a signal that is 100,000 times smaller than that of protons (see part I). Additionally,
the nucleus is a spin 3/2 system with a non-negligible quadrupolar moment. This causes
fast relaxation rates that make the detection of the sodium signal challenging. Hence,
all sodium imaging experiments need dedicated sequences and specialized hardware. This
applies especially to the TQF methods, where the signal is reported to be only 1/10th
of the SQ signal. Additionally, the TQ filtering requires the use of three (instead of
one) RF pulses and is therefore limited by specific absorption rate (SAR) restrictions.
Matters are further complicated by the high sensitivity to radiofrequency field and static
field inhomogeneities that require specific corrections [30, 82]. All these aforementioned
problems lead to complexity past clinical feasibility and long imaging times. If, however,
the clinical value of sodium acquisitions is proven, this might readily pave the way to clinical
application. Both sodium contrasts, SQ and TQ, provide valuable and complementary
information. To obtain a full overview over cell viability in the brain, both contrasts are of
interest. However, the long acquisition times usually restrict human in vivo measurements
to either of the two contrasts. This is especially true for patient measurements, who
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cannot lie in the scanner for long. In this chapter, a new method, termed SISTINA
(Simultaneous Single-quantum and Triple-quantum-filtered imaging of 23Na) for the single-
sequence acquisition of both SQ and TQF images is presented. By splicing a UTE-readout
for SQ acquisition into the TQ preparation, high quality SQ images can be acquired in the
same sequence as TQF images. It is shown theoretically as well as experimentally that this
readout does not interfere with the TQ preparation when the readout moment is refocused.
The sequence is tested on healthy volunteers and applied to three cases of brain tumour.
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The sodium nucleus is quadrupolar in nature. In aqueous solution, where the tumbling
motion of sodium ions is much faster than the Larmor period, sodium MR can be well
described by the classical Bloch equations. Outside this extreme narrowing limit, when
tumbling motion is restricted, the anisotropy of the environment influences the sodium
MR spectrum [70]. Consequently, non-classical, bi-exponential relaxation behaviour and
the evolution of multiple-quantum coherences can be observed. To create an image with
triple-quantum contrast, a filter consisting of three RF pulses as shown in Fig. 11.1a is
needed [13]. The first RF pulse creates transverse magnetisation. During the first evolution
period, τ , higher-order coherences evolve. The second RF pulse creates triple-quantum
magnetisation. During the second evolution period, δ, this desired magnetisation relaxes
back to equilibrium. The third RF pulse converts triple-quantum magnetisation back to the
observable transverse magnetisation. Unfortunately, pure triple-quantum signal cannot be
created in a single experiment [14]. Rather, phase cycling is needed in order to filter out the
desired triple-quantum signal [10]. In a quantum-mechanical description, an ensemble of
sodium ions represented by its density operator σ can be expressed in terms of orthonormal
spherical irreducible tensor operators (SITs) Tˆlm, with rank l and order m, where σlm is
Fano's statistical tensor [21]:
σlm = Tr
[(
Tˆlm
)†
σ
]
. (10.0.1)
It is useful to define symmetric and anti-symmetric combinations, respectively, as:
Tˆlm (s) =
1√
2
(
Tˆl−m + Tˆlm
)
(10.0.2)
and
Tˆlm (a) =
1√
2
(
Tˆl−m − Tˆlm
)
. (10.0.3)
To describe a spin-3/2 system, 16 different SITs are necessary. The tensors and their
physical meaning are listed in [38] and [31]. In equilibrium, all tensors are zero except
Tˆ00 (the identity), and Tˆ10 (longitudinal magnetisation). An RF pulse (represented in this
notation by its operator H1 of phase φ and amplitude ω1)
H1 = cos (φ)ω1
√
5Tˆ11 (a) + sin (φ)ω1
√
5iTˆ11 (s) (10.0.4)
creates transverse magnetisation (Tˆ11 (s) and Tˆ11 (a)). This transverse magnetisation then
evolves into rank-two (Tˆ21) and rank-three (Tˆ31) single-quantum magnetisation. Assuming
the RF pulse to be applied along the y-axis, and hence σ = Tˆ11 (s), the evolution after a
time t can be expressed as:
σ (t) =
i
5
Tˆ11 (s) [3 cos (ωt) + 2]+
1√
2
Tˆ21 (a) sin (ωQt)+
2i√
15
Tˆ31 (s) [cos (ωQt)− 1] (10.0.5)
where ωQ is the quadrupolar interaction frequency. It is easy to see that only single-
quantum terms (m=1) are present in this equation. The insertion at this point of a readout
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gradient into the TQ preparation (Fig 1.b) is equivalent to introducing a spatially varying
frequency modulation, or in other words, a spatial varying off-resonance, ω (~r). The effect
of this off-resonance at a given point can be described in terms of the Zeeman Hamiltonian
HZ = Tˆ10. The effect of any Hamiltonian H on the density operator σ(t) can be evaluated
by calculating the commutator [14]:
d
dt
σ (t) = [H,σ (t)] . (10.0.6)
For the terms present in Equation 10.0.5, the results are:
d
dt
Tˆ11 (s) = −ωTˆ11 (a) (10.0.7)
d
dt
Tˆ21 (a) = −ωTˆ21 (s) (10.0.8)
d
dt
Tˆ31 (s) = −ωTˆ31 (a) , (10.0.9)
where the commutator relationship [
Tˆ10, Tˆlm
]
= mTˆlm (10.0.10)
was used [14]. From these equations it can be seen that all coherences present precess at the
same rate ω. Magnetisation is transferred between symmetric and anti-symmetric terms of
the same rank and order. This is the equivalent to the classical rotation of magnetisation
in the transverse plane. Therefore, rewinding the total readout gradient moment leaves
the system unchanged, even if the rank of the magnetisation changes during gradient
application.
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11. Materials and Methods
11.1. Sequence
Figure 11.1a shows the standard three-pulse TQF sequence. Three hard RF pulses with
90◦ flip angle, separated by two delays, τ and δ, create a signal consisting of mixed co-
herences that is read out by a Cartesian readout with five echoes. Echoes are of equal
polarity to assure image alignment. Residual magnetisation is spoiled after the fifth echo.
Figure 1b shows the SISTINA sequence diagram. Its novel feature is the additional UTE-
readout between the first two RF pulses. A prephasor prewinds the magnetisation to avoid
ramp-sampling. Then, radial spokes are acquired and then rewound. The spokes are dis-
tributed in k-space using the DISCOBALL scheme [77] which provides very good sampling
homogeneity for an arbitrary number of directions. One spoke is acquired per Cartesian
line, but unlike the TQF readout, no averaging is performed. Instead, more directions are
acquired. This way SNR improves and Nyquist undersampling is avoided [57].
11.2. Phase Cycling
To specifically select the TQF signal from the mixed coherences created by the three RF
pulses, a two-times-six step phase cycling was used in all experiments: In the first six steps,
θ1 is cycled through 30
◦, 90◦, 150◦, 210◦, 270◦ and 330◦, θ2 = θ1+90◦, whilst alternating
the receiver phases of all Cartesian readouts between 0◦ and 180◦. In the second six steps,
θ1 = 210
◦, 270◦, 330◦, 390◦, 450◦, 510◦, θ2 = θ1+90◦ and the receiver phase is shifted by
180◦ compared to the first six steps. In the phantom experiment, 12 additional steps were
used to recover signal lost from off-resonances [25,50]: θ1 = 120
◦, 180◦, 240◦, 300◦, 0◦, 60◦,
300◦, 0◦, 60◦, 120◦, 180◦, 240◦ and θ2 = θ1, the receiver phase is again alternated between
0◦ and 180◦.
11.3. Phantom Experiments
The performance of the sequence was investigated using a phantom comprising six com-
partments. These were filled with gels made from two agarose concentrations, 2% and 6%
w/w, in combination with three different sodium concentrations, 50mmol/l, 120mmol/l,
and 150mmol/l. However, the sodium concentration was found to deviate from its nominal
values over time. Therefore, an MR calibration measurement was performed, yielding the
values shown in Figure 12.1. The sequence parameters for the SISTINA phantom exper-
iments were: FOV 256x256x160mm, matrix size 64x64x8, TR 150ms, TE 0.3, 7.0, 16.6,
26.2, 35.8, 45.4 ms, bandwidth 240Hz/px (UTE), 80Hz/px (Cartesian), 45960 projections
(UTE), 120 averages, τ = 6 ms, δ = 40µs, RF duration 400µs, elliptical scanning, acquisi-
tion time 120min. A second run with identical parameters but without the UTE gradients
gradients was performed to assess the influence of the gradients upon the image intensity.
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Figure 11.1.: Sequence diagram of the standard TQF sequence (a) and SISTINA (b). The
TQF signal is created by the three RF pulses, phase encoded and read into
images at five echo times. Afterwards, the magnetisation is rewound and
spoiled. In the SISTINA scheme, an additional, radial readout is placed
between the first two RF pulses. The transverse magnetisation is prewound,
read out and rewound.
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11.4. In vivo Experiments
In vivo measurements were performed on six healthy volunteers and three tumour pa-
tients at 4T (sodium imaging) and 3T (proton imaging), respectively. Written, informed
consent was given prior to the measurements and the study was approved by the lo-
cal Ethics Committee. The SISTINA parameters for these measurements were: FOV
320x240x220mm, matrix size 32x24x22, TR 100ms, TE 0.26, 7.0, 16.2, 25.4, 34.6, 43.8ms,
bandwidth 210Hz/px (UTE), 120Hz/px (Cartesian), 13500 projections (UTE), 36 aver-
ages, τ = 6ms, δ = 40µs, RF duration 500µs, elliptical scanning, acquisition time 24min.
The control measurement with UTE gradients switched off was performed on five volun-
teers, the sixth volunteers was scanned using SISTINA twice. Proton MR images were
acquired on the three tumour patients. The protocol included a T1-weighted MP-RAGE
scan and a T2-weighted FLAIR.
11.5. Imaging Hardware
Proton imaging was performed on a Siemens (Siemens Healthcare, Erlangen, Germany)
3T TIM TRIO scanner. The body coil was used for excitation and an eight-channel head
coil for signal reception. Shimming was performed using the "standard" shim procedure
provided by the manufacturer. All sodium experiments were carried out on a 4Tesla home-
assembled Siemens whole-body MR scanner using a dual 1H/23Na birdcage coil (Rapid
Biomed, Würzburg, Germany). Shimming was performed using the automatic shim on the
proton signal. The automatic shim was run twice on the "standard" setting and once on
the "advanced" setting before measurements.
11.6. B1 Corrections
The TQF signal shows a strong dependence upon the flip angle. To homogenise the images,
B1 mapping was performed utilising the Bloch-Siegert shift mapping method (22). This
method uses two RF pulses followed by a readout. The first RF pulse creates transverse
magnetisation. The second RF pulse is applied off-resonant such that it does not flip
the magnetisation further. However, it does change the phase of the previously created
magnetisation. The change in phase is proportional to the B1 field of the off-resonance
pulse, allowing for exact B1 determination. In this study, a Cartesian sequence (TR 150ms,
TE 12.2ms, FOV and resolution identical to SISTINA) was equipped with a 2 kHz off-
resonant Fermi pulse (5ms duration). The B1 map was calculated from two acquisitions
with alternated signs of the Fermi pulse. Total duration of the acquisition was 2.5minutes.
11.7. PET imaging
Positron emission tomography (PET) employing radiolabelled amino acids was also per-
formed as part of the study. This imaging modality enables precise imaging of the extent of
cerebral gliomas. It was shown to be superior to MRI for treatment planning and for biopsy
guidance [36]. The clinical value of 18F-FET PET has been proven in a number of studies,
aiding treatment planning, biopsy guidance and detection of tumour recurrence [20].
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11.8. Image Reconstruction and Analysis
Raw data were acquired from the scanner and copied to a standard PC. Image reconstruc-
tion was performed using Matlab (The Mathworks, Natick, Na, USA). Cartesian readouts
were reconstructed with a standard inverse Fourier transform. Non-Cartesian UTE raw
data were reconstructed using Jeff Fessler's (University of Michigan) toolbox. The density
compensation was calculated using Pipe's algorithm [95]. The reconstruction time was
approximately five minutes. The cross-correlation coefficient was obtained using Matlab's
built-in corrcoeff function. Inputs are the TQF image acquired without and with the UTE
gradients. The whole 3D datasets are evaluated. The outputs are the cross-correlation
coefficient and the significance value.
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Figure 12.1.: Results from the phantom experiment. The scheme (a) indicates sodium con-
centration in mmol/l and agarose w/w. The SISTINA UTE image (b)shows
depency on the concentration only. The plot (c) confirms the linear relation.
The SISTINA TQF image (e) displays dependency on both concentration and
agarose, as shown in graph (f). When flip angle (d) and off-resonance (g) are
corrected for, the signal attenuation at the edge can be corrected (h). The
difference between the SISTINA TQF (e) and a standard TQF (not shown)
is displayed in (i).
Figure 12.1 shows the results of the phantom measurements. Figure 12.1b and Figure
12.1e show the SISTINA SQ and TQF images, respectively. From these images the mean
intensity of the six compartments are plotted against their sodium concentration (Figure
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Figure 12.2.: In vivo results from a healthy volunteer. The MP-RAGE image (a) shows
the anatomy. Sodium SQ and TQF images from SISTINA and the standard
TQF sequence are shown in (b), (c) and (d), respectively. The difference
between the two TQF acquisitions in the same scale is displayed in (e).
Figure 12.3.: In vivo results from three tumour patients. Proton MP-RAGE (a) and PET
images (b) are shown in the two top rows. The SISTINA SQ image (c) is
calibrated to mmol/l. Sodium TQF images and proton FLAIR images are
shown at the bottom.
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12.1c) and agarose concentration (Figure 12.1f). Figure 12.1d shows the flip angle map
used for correction of the image intensities. Figure 12.1g shows the B0 field map with
off-resonances in Hz. The image including all corrections is shown in Figure 12.1h. The
difference between the SISTINA TQF and the standard TQF is shown in Figure 12.1i.
Figure 12.2 shows the results from the volunteer measurements. Figure 12.2a shows
the anatomy of the head in an MP-RAGE image. Figure 12.2b shows SISTINA SQ and
Figure 12.2c SISTINA TQF acquisition. CSF is bright in the SQ and dark in the TQF
images. Figure 12.2d shows the same slice TQF image of the same volunteer acquired with
the standard TQF sequence. The difference image between the two is displayed in Figure
12.2d.
The cross-correlation coefficient of standard and SISTINA TQF images resulted in a
value of r = 0.947 ± 0.004 (P < 0.0001) (mean ± standard deviation of five volunteers).
The images of the sixth volunteer (correlation between two SISTINA acquisitions) yielded
r = 0.951 and P < 0.0001.
Figure 12.3 displays the results obtained from the three patients. Post-operative histo-
logical analysis showed that tumour I was a meningioma WHO grade 1, and tumours II and
III were oligodendroglioma of grade 2. Figure 12.3a and Figure 12.3e show the MP-RAGE
and the FLAIR scan, respectively. FET-PET images are shown in Figure 12.3b. Figure
12.3c and Figure 12.3d show SISTINA images. An abnormal region can be recognised in all
contrasts. In the proton acquisitions, there are hypointensities (MP-RAGE) and hyperin-
sities (FLAIR). The PET images clearly show an increased uptake within the areas marked
by the MR. Sodium SQ images display large hyperintense regions whereas the same areas
are hypointense in the TQF images. In cases I and III, areas of abnormal contrast of all
modalities are aligned. In case II, MP-RAGE, FLAIR and TQF areas coincide, while PET
marks an area more frontal. SQ is hyperintense in both areas.
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The feasibility of single-sequence SQ and TQF acquisition using the SISTINA scheme is
shown in this study. This can be performed by the acquisition of SQ images using a UTE
readout during the TQ preparation if the readout gradient is completely rewound. This
method is especially beneficial for in vivo applications as two separate acquisitions are
necessary otherwise. Phantom measurements are used for the validation of SISTINA. A
phantom comprising six agarose gels was employed. The difference image shows clearly
that the rewound waveform does not interfere with the TQ preparation. The acquisition
of B0 corrections was necessary in phantom experiments, but not in vivo. Also, the long
acquisition time would lead to very long acquisition times. The B1 map acquisition is short
and fits into the in vivo measurement time easily. The volunteer measurements confirmed
the findings of the phantom measurements. Differences of a few percent are likely due
to movement. The contrast of the TQF images show as expected - the CSF signal from
mobile ions is well suppressed, hence ventricles show dark. Sodium in the brain parenchyma
is reduced in mobility and contributes TQF signal. The quantification of the TSC was
possible using the reference probes, but the statistics were limited. The method could be
improved, if larger reference probes are imaged before or after the measurements [47]. A
clear change in contrast was observed on all modalities in the tumour patients. While the
tumours themselves were only distinguishable from the surroundings in the PET images,
the presence of a pathology was obvious in all contrasts. The TQF images showed a clear
decrease of signal in the tumour areas, suggesting absence of slowly tumbling ions. This
is in accordance with the increased proton T1 and T2 as seen on the MP-RAGE and
FLAIR images, respectively, and also with the increase in signal on the SQ sodium images.
The change is most likely due to oedema and necrosis associated with the tumour. In
case II, in the sagittal view, tumour as outlined by PET, and oedema, as outlined by
SQ sodium, do not coincide; the TQF images also show normal signal intensities. The
combined information of both contrasts may confirm the pathology in such cases, but
further investigations and statistics are clearly needed. Potentially, the access to sodium
levels may reveal impaired functionality of the Na, K-ATPase and/or altered ion exchange
mechanisms of the tumour cells [16,39,94]. The limited resolution and SNR does not allow
for tumour analysis from SISTINA images alone. Significant improvements may be gained
by either increase in field strength and therefore increased signal strength, but also from
more SNR efficient waveforms, such as twisted projection imaging [7] and density adapted
3d radial imaging [52]. Still, the low in vivo concentration inherently limits the resolution
of the method. The strength of the sodium images is the specificity for cell viability
while being non-invasive. An interesting application would therefore be the application
to patients who show symptoms but pathologies are not detectable with routine clinical
imaging.
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14. Conclusion
We have demonstrated a novel acquisition scheme for the single-sequence acquisition of
single-quantum and triple-quantum filtered sodium images. Verification in phantom and
in vivo volunteer measurements show no cutback of TQF signal intensity by the additional
readout. The acquisition of tumour images shows a reduction of TQF signal in the ma-
lignant areas, suggesting more mobile ions. The findings are supported by the contrast
change in the proton images. The combined information of both sodium contrasts may
therefore provide more information for the analysis of pathologies and can be acquired
with SISTINA within the timeframe of a TQF acquisition.
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Part IV.
B0 Insensitive Multiple-quantum
filtered sodium imaging using a
phase-rotation scheme
Parts of this chapter were published as [23]. This is the abstract from
[23]: Triple-quantum filtering has been suggested as a mechanism to dif-
ferentiate signals from different physiological compartments. However,
the filtering method is sensitive to static field inhomogeneities because
different coherence pathways may interfere destructively. Previously sug-
gested methods employed additional phase-cycles to separately acquire
pathways. Whilst this removes the signal drop-outs, it reduces the signal-
to-noise per unit time. In this work we suggest the use of a phase-rotation
scheme to simultaneously acquire all coherence pathways and then sep-
arate them via Fourier transform. In doing so, destructive interference
is circumvented whilst maintaining full signal-to-noise efficiency. The
phase-rotation requires a minimum of 36 instead of six cycling steps.
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Hydrogen is the most abundant NMR visible nucleus in the human body. Many other
abundant nuclei, such as 12C and 16O, have spin I = 0 and therefore are NMR invisible. The
second most abundant NMR visible nucleus in the human body is 23Na. The homeostasis
of sodium concentration between intra- and extracellular compartments is essential for
cell viability and function [9] and it is therefore highly regulated in the human body.
The gradient between extracellular (140mmol/l) and intracellular (10mmol/l) creates the
potential to drive membrane transport process and trigger action potentials [11]. This
makes sodium NMR and MRI very interesting tools to understand mechanisms of cell
malfunction or to monitor disease progression. Single-quantum acquisition methods, i.e.
imaging of the total sodium content, showed their ability to quantify the total tissue sodium
concentration (TSC) [1,9,35,47,52,60,69,83]. However, these can only provide a weighted
measure of both intra- and extracellular concentrations. This may be of limited use if the
intracellular volume fraction is unknown. Of greater interest is the quantification of the
intracellular sodium only. The use of multiple-quantum filtering techniques (MQF) was
shown to enable the separation of the signals from the two compartments [62,63]. Several
different pulse schemes exist, each one using a different number of refocusing pulses [55,67].
Of these, the three-pulse triple-quantum filter (TQF) showed the best results for in vivo
application [30]. The method has been applied to tumours in rat experiments [2], and
recently the estimation of the intracellular sodium concentration has been shown to be
feasible [24]. In part III a new method for simultaneous acquisition of single-quantum and
triple-quantum filtered signals was described [22].
While the triple-quantum filtered signal is an interesting goal to pursue, the mathemat-
ical description of its time evolution and the sequence needed are complicated. This might
be one of the reasons why the development of new techniques for TQ signal detection
has not received much attention. The quadrupolar nature of the 23Na nucleus forces a
quantum-mechanical treatment of the description of NMR experiments. Common pulse-
sequence design and analysis tools, such as the extended phase graph formalism [32], are
based on the Bloch equations [6] and cannot be applied. Yet, it is the quantum-mechanical
nature that gives the signal its unique properties. Direct consequences of the quadrupolar
behaviour are bi-exponential relaxation and the ability to develop multiple-quantum co-
herences. Multiple-quantum coherences themselves are not NMR observable [44]. They do
not induce an electromotive force into the receiver coils in NMR experiments. Therefore,
conversion from triple-quantum to single-quantum coherence is necessary. However, this
has a major drawback: once converted, the small TQ signal mixes with the large SQ sig-
nals present. It is not possible to create a pure TQ state [14]; thus other means of signal
separation must be found.
The technique of phase cycling has been used for this purpose since the early days of
NMR [10]. In phase-cycling, the same experiment is carried out several times - the only
parameters that are varied are the phases of the RF pulses and of the receiver. This
procedure makes use of the complex signal detected in NMR - signals may be added as
vector-like quantities. When the phases are varied properly, the desired signals are summed
coherently. All other signals are summed destructively. Therefore, in an experiment which
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involves N steps, the resulting signal is N times the signal of the individual experiment. No
other signals are present. However, the technique comes at the cost of having to perform
the same experiment N times, which might be long when N becomes large. Another
drawback of the phase-cycling method is that it relies on stable signal phases between the
steps. Off-resonance caused by static field inhomogeneities can change the phase of a signal
and therefore lead to signal cancellation where signal summation is desired.
The TQF sequence which is best suited for the use in whole-body MRI scanners consists
of three pulses [30]. However, this makes the sequence sensitive to the B0 inhomogeneities
[67] outlined above. This severely inhibits the usability of this method, especially at high
field strengths. Notwithstanding the above, the use of high static field strengths is still
desirable, due to the low TQ signal intensity, which has been reported to be 1/10 of the
single-quantum signal [30].
Thus far, two methods have been suggested to solve the off-resonance problem. Tanase et
al. [82] used four different phase-cycling acquisitions in which different combinations of the
four TQ signals were recorded. In post-processing, an unbiased image was reconstructed
with the aid of a field map. The major drawback of this method is the necessity of
additional acquisitions that do not contribute to increase the final SNR, as compared to a
fully on-resonant acquisition of all four signals. The second method, proposed almost at
the same time by Matthies et al. [50] and Fleysher et al. [25], acquires two pairs of signals.
The sensitivity of this method was a factor of
√
2 times higher than Tanase's method, but is
still a factor of
√
2 times lower than the standard on-resonant method. This is also because
additional steps are required to obtain the complete image, but not all steps contribute to
the SNR in every voxel.
Instead of using a phase cycling scheme that relies upon the cancellation of unwanted
coherence pathways, a phase-rotation scheme can be used [33]. In a phase-rotation scheme,
each coherence pathway is given a unique phase increment along the cycling dimension.
A Fourier transformation along the phase-stepping dimension then separates all coherence
pathways.
This method is suited to separate signals of different orders of magnitude and provides
a greater robustness against artefacts than the common phase cycling. In this chapter,
the phase-rotation scheme is presented. It is shown theoretically that is possible to assign
unique phase increments to the coherence pathways. The individually obtained signals
can then be re-combined to yield the full signal. The method is demonstrated in phantom
experiments and shown to yield identical results compared to the existing methods whilst
providing a higher sensitivity.
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Figure 16.1.: Sequence diagram of the three-pulse sequence. Three hard RF pulses of du-
ration Tp and flip angle θ are interleaved by two delays, τ1,2. The coherences
are phase-encoded in k steps in cycling direction by the phases, ϕ
(k)
1,2,3, of
the RF pulses. The resulting signals are encoded in a Cartesian fashion and
received at time t, starting at echo time TE, with receiver phase Ψ(k).
16.1. Phase-cycling
Figure 16.1 shows the three-pulse sequence. We assume that the signal comes from a
volume characterised by a unique B0 and B1. The signal measured during the ADC at a
time t is the superposition of 21 individual signals that are uniquely characterised by their
intermediate quantum numbers m1 and m2 [81]:
S(t) =
1∑
m1=−1
3∑
m2=−3
Sm1,m2(t). (16.1.1)
However, the transitions m1 = 0 to m2 = ±2,±3 are quantum-mechanically forbidden,
leaving only 17 non-zero coherences. In practise, S(t) will be dominated by the FID and
spin-echo contributions. Therefore, it is necessary to separate the desired TQF signal from
the other signals. This can be achieved by making use of the phase dependence of the
coherences. Following [82], we can rewrite Eq. 16.1.1 as
S(t) =
1∑
m1=−1
3∑
m2=−3
Φm1m2Am1m2e
−iδt. (16.1.2)
This decomposes the signal into the product of an amplitude factor, Am1m2 , a sequence
dependent phase factor, Ψm1m2 , and an off-resonance factor, δ. δ is the difference between
the Larmor frequency in the observed volume, ω0, and the applied RF frequency, ω:
δ = ω − ω0. (16.1.3)
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In practise, there is a distribution of off-resonance values in any given volume, especially
in the areas of the head close to the ears and nasal cavities. However, treatment of the
signal using integrals over distributions is cumbersome, and shall therefore be omitted.
The sequence dependent phase term is given by:
Φm1,m2 = exp(i(m1ϕ1 + (m2 −m1)ϕ2 + (1−m2)ϕ3 + Ψ)). (16.1.4)
ϕ1,2,3 are the phases of the RF pulses and Ψ is the receiver phase (Figure 16.1). The
general idea for coherence separation is to repeat the experiment N times while varying
RF and ADC phases. In a phase-cycling approach, the phases would be chosen such that
the complex phases of the desired coherences are identical for each step k, k = 0, . . . , N−1,
while the undesired are not. Upon summation, the desired coherences add up while other
coherences cancel out. In a phase-rotation approach, the phases are chosen such that each
coherence has a unique phase increment from one step to the next - a "`phase encoding"'
in k-direction. A Fourier transform then separates the coherences in post processing.
A phase-cycling commonly employed for MRI is [30,85,92]:
ϕ1 =
pi
6
+
pi
3
k; ϕ2 =
pi
2
+
pi
3
k; ϕ3 = 0; Ψ = kpi; k = 0, ..., N − 1; N = 6. (16.1.5)
The resulting signal leaves only the four TQ coherence pathways from Eq. 16.1.1 [82]:
STQm1,m2(t) =
∑
m1={−1,1}
∑
m2={−3,3}
Sm1,m2(t). (16.1.6)
A major problem for this approach arises when the desired signals are not coherent and
cancel out instead of building up. For TQ filtering, this is known to occur in the presence
of off-resonance, i.e. δ 6= 0. The TQ signal is modulated by off-resonance dependent
terms [50]:
STQm1,m2(t, δ) = S
TQ
m1,m2(t) cos (τ1δ) cos (3τ2δ) . (16.1.7)
The factor of three in the second cosine comes from the tripled Larmor frequency of triple-
quantum coherences. Three approaches for correction have been presented in the literature.
Tanase et al. [82] suggested the acquisition of N = 4× 6 = 24 steps, effectively measuring
each of the four signals separately. This approach leads to four times longer imaging time.
Fleysher et al. [25], and Matthies et al. [50], improved this scheme to N = 2 × 6 = 12
steps. Their phase-cycles differ slightly, but effectively two pairs of signals are acquired for
a complete image in both approaches. While this is an improvement, the method does not
remove the τ2 dependence completely, which is an issue at ultra-high fields due to higher
off-resonances and longer RF pulses.
16.2. Phase-rotation
Instead of phase-cycling, we suggest the use of the following 36-step phase-rotation scheme:
ϕ1 = 2pik/N (16.2.1)
ϕ2 = 4pik/N (16.2.2)
ϕ3 = −2pik/N (16.2.3)
Ψ = (k + 1)pi (16.2.4)
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where, k = 0, 1, . . . , N − 1, N = 36, is the stepping parameter. Substituting this into Eq.
16.1.4 and simplifying, we find:
Φ(k)m1,m2 = exp
(
−2pii
k
N
(
m1 − 3m2 + 1− N
2
))
. (16.2.5)
The term N2 is the result of the receiver phase alternation. It has the same effect as
application of the fftshift function in post-processing [5]. The signal for the kth step is
found by inserting Eq. 16.1.4 into Eq. 16.1.2. The position n of a specific signal Sm1,m2
in the Fourier-transformed data, Sˆ, can now be found. The N step Fourier transform of
Sm1,m2 reads:
Sˆn =
1
N
N∑
k=0
exp
(
−2piikn
N
)
S(k)m1,m2 . (16.2.6)
Comparing Eq. 16.2.5 and 16.2.6 we find
n = m1 − 3m2 + 1− N
2
. (16.2.7)
This equation clearly shows that the TQF signals are in different Fourier components and
cannot interfere destructively. There might be Gibb's ringing in k-direction, leading to
signal spillover from the strong signal pathways (characterised by m2 = 0, 1). Therefore
this phase-rotation is designed such that the high signal pathways are in the central Fourier
elements and the low signal triple-quantum filtered signals are located in the very low and
very high elements, see also Figure 18.3.
16.3. RF-field dependence
To evaluate the B1 dependence of the four TQF components, consider the amplitude factor
Am1,m2 of Eq. 16.1.2:
Am1,m2 = F (t, τ1, τ2)Dm1,m2(θ). (16.3.1)
It is decomposed into the product of a relaxation term, F , and a flip-angle dependent term,
Dm1,m2 . The latter term reads [81]:
D−1,−3 (θ)
D−1,+3 (θ)
D+1,−3 (θ)
D+1,+3 (θ)
 = sin5 (θ)

cos2 (θ/2) sin2 (θ/2)
cos2 (θ/2) sin2 (θ/2)
− sin4 (θ/2)
− cos4 (θ/2)
 (16.3.2)
This equation allows for the evaluation of flip angle dependencies. The six-step phase-
cycling acquires the complex sum of all four signals in Eq. 16.1.6. For on-resonant acqui-
sitions (δ = 0), this leads to the sum over Eq. 16.3.2:
Asumm1,m2 = F (t, τ1, τ2) (D−1,−3 +D−1,+3 −D+1,−3 −D+1,+3) (16.3.3)
⇒ Asumm1,m2 = F (t, τ1, τ2) sin5 (θ) . (16.3.4)
This is the familiar result already presented in [30]. However, Eq. 16.3.4 assumes that the
amplitude functions F (t, τ1, τ2) are identical for all four pathways. In general, this is the
case for homogeneous fields where the approximation T2 = T
∗
2 holds true. However, as
noted by Tanase [82], only D−1,±3 form spin echoes, located at TED−1,±3 = Tp/2 + τ ∓ 3δ.
Hence, if the sequence echo time does not meet this condition, a T∗2 weighting is introduced
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in these two signals. The signals D+1,±3 are FID-like and are always T∗2-weighted. In the
extreme case only the spin echo signals remain and the flip angle dependency becomes:
Asumm1,m2 = F (t, τ1, τ2) (D−1,−3 +D−1,+3) (16.3.5)
⇒ Asumm1,m2 = F (t, τ1, τ2) sin5 (θ) sin2 (θ) . (16.3.6)
This issue is especially complicated for non-zero δ. Then, the echo times of the two spin
echoes are different, and only one - if any - of the four signals will be T2-weighted, the
others being T∗2-weighted.
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All experiments were performed on a 9.4T human whole-body scanner (Siemens Medical
Solutions, Erlangen, Germany) using a 16-rung birdcage coil (Affinity.Imaging, Jülich,
Germany). The phantom was a cylinder (outer height 11.5 cm and outer diameter 20 cm)
comprising six compartments. The compartments were filled with 2% and 6% w/w agarose
gels each having 30, 100, and 150mmol/l sodium concentration. Gels were prepared by
dissolving NaCl (Sigma Aldrich) and agarose in deionised water and heated under constant
stirring until the agarose dissolved. The clear, homogeneous gel was then filled into the
plastic phantom compartments. The concentration of the sodium compartments was found
to have changed over time, most likely due to evaporation of water out of the phantom.
An MR calibration measurement was performed, yielding the concentrations shown in
Figure 18.2. The phantom was placed in the centre of the coil in the isocentre of the
magnet. Shimming was performed using field maps created with a double-echo gradient
echo sequence. The field map was calculated from the measured data using a vendor
supplied reconstruction software. The shim currents were then calculated from the field
map using a vendor pre-installed routine. This procedure was iterated three times until the
shim values converged. The parameters for the gradient echo sequence were: FOV 220 ×
220× 112mm, matrix size 32x32x16, TR 30ms, flip angle 30 ◦, bandwidth 120Hz/Px, TE
2.6ms and 3.1ms. In the second and third run the bandwidth was increased to 300Hz/Px
and the echo times chosen as 2.6ms and 4.6ms, respectively.
Figure 16.1 shows the sequence diagram of the TQF sequence. Sequence parameters
were: FOV 220×220×100mm; matrix size 44×44×20; TE 12ms; TR 150ms; 2 averages
of the phase rotation scheme; acquisition time (TA) 160mins; bandwidth 80Hz/Px. The
pulse duration was 1.5ms to account for SAR constraints at the high field, as would be
needed in in vivo acquisitions. The 36-step phase rotation scheme, see Eq. 16.2.4 was
employed for the imaging experiments. Theoretically, a 17-step rotation scheme would
also suffice. However, using more steps is beneficial to avoid artefacts in cycling direction
such as system imperfections and Gibb's ringing (see also [33] for a detailed analysis of
artefacts and noise in cycling-direction).
For comparison, images were acquired in the same TA employing a twelve-step phase
cycling [50]. The six-step phase cycled images are obtained by using the first six of the
twelve steps only.
Data were exported from the scanner and reconstructed off-line in Matlab (Mathworks,
Natick, MA, USA) using the built-in functions for inverse Fourier transformation.
An accurate B0 field map was calculated from a gradient echo sequence with two echo
times of 7.1ms and 7.6ms with 16 averages each, TA 27mins. An accurate flip angle map
was also obtained using the Bloch-Siegert shift B1 mapping approach [72]. It employed
a 5ms Fermi off-resonance pulse with 2 kHz off-resonance, TE 12.6ms, TR 150ms, TA
55mins. For the field map and flip angle map acquisitions the same FOV, matrix size
and bandwidth as in the TQF acquisitions were used. The Bloch-Siegert shift method was
demonstrated to work for spin 1/2 nuclei. Here, it is used for spin 3/2 nuclei. Previously
conducted phantom experiments (data not shown) indicate that the method works for
agarose phantom and in vivo experiments. This can be justified for two reasons: First,
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the off-resonance is large compared to any quadrupolar splitting. Unintended excitation
can therefore be excluded. Second, Ramsey [66] has analysed the frequency shift of four-
energy-level-systems. He has shown that the resonance frequency shift for the satellite
transitions is identical to that of the central transition (if their resonance frequencies were
identical). Hence, the problem is identical to that of chemical shifts. This is taken care of
by the application of the Fermi pulse on both sides of the resonance frequency [72].
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Figure 18.1.: Comparison of filter schemes. The field map in Hz (a) predicts signal dropouts
in the six-step phase-cycling (b). Artefacts are less severe using the twelve-
step phase-cycling (c). The phase-rotation scheme (d) removes B0 influences.
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Figure 18.2.: Montage of the 21 coherence pathways. The images corresponding to the 21
coherence pathways are shown, each image is normalised to its own maxi-
mum intensity. The numbers in the images are the positions in the Fourier-
transformed vector. The sketch in the top left corner indicates sodium con-
centration in mmol/l and agarose concentration in %w/w.
Figure 18.1 shows the results of the different TQ filtering schemes. The field map
indicates that off-resonances of up to 30Hz are present (18.1a). These lead to signal
dropouts if the six-step phase cycle alone is employed (18.1b). The dropouts disappear
upon sum-of-squares combination with the complementary image of the twelve-step phase
cycling (18.1c), but signal reductions remain visible, as indicated by the arrows. The sum-
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Figure 18.3.: Plot of the relative signal intensity vs. cycling index k. The difference in
magnitude of the individual signals can be appreciated. The low-signal and
high-signal coherences are well separated to avoid signal spillover.
76
a10 12 14 16 18 200.2
0.4
0.6
0.8
1.0
pixel position
TQ
F s
ign
al 
int
en
sity
 [a
.u.
]
S S S S
S
meas
−1,−3
theo
−1,−3S
meas
−1,+3
theo
−1,+3S
meas
+1,−3
theo
+1,−3 S
meas
+1,+3
theo
+1,+3
b
10 20
S+1,-3 S-1,-3 S+1,+3 S-1,+3
0.0
0.2
0.4
0.6
0.8
1.0
Figure 18.4.: Flip angle dependency of the four TQ pathways. (a) The top row shows the
measured images normalised to the maximum intensity over all four images.
The bottom row shows the intensity predicted by the flip angle map and
Eq. 16.3.4. Images and predictions are normalised. The line plot shows the
variation of the four measured signals compared to the prediction within one
compartment (b).
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of-squares combination of the phase rotation signals does not show signal attenuation due
to off-resonance (18.1d).
Figure 18.2 shows the 21 images obtained from the phase-rotation scheme. For clarity,
the other 15 zero-intensity images (see Figure 18.3) have been omitted. Each image,
normalised to its maximum value, is a result of unique coherence pathways. Differences in
contrast depending upon m1 and m2 are now clearly visible. All contrasts show a specific
dependence upon the flip angle variations across the phantom. The components influenced
by all three RF pulses, m1,2 6= 0, generally show stronger variations. In particular, three
of the four DQF images show the characteristic vanishing of the signal for the magic angle,
θ = 54.7◦ [44]. Figure 18.3 shows a histogram of the mean total signal from the phantom
versus the index of the Fourier-transformed image series. The relative strength of the
individual signals can be seen. The single-quantum, |m2| ≤ 1, signals show a far higher
intensity than double-quantum, |m2| = 2, and triple-quantum, |m2| = 3 signals.
Figure 18.4a shows the images from the four TQ signal pathways and signal variation
predicted from the flip angle map and Equation 16.3.4. The signal variations within com-
partments follow the predictions. Figure 18.4b shows the line plot through the brightest
compartment of all four pathways (solid lines) and the corresponding predictions (dashed
lines). To match the intensities, data and predictions were normalised. S±1,+3 match their
predictions very well. The two other signals follow the trend of the theoretical prediction,
but their amplitudes are different.
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Figure 18.2 clearly shows that good separations between single- and higher-quantum co-
herences were achieved. If signal leakage along the cycling dimension were to occur, the
single-quantum signal would dominate the image contrast, as can be recognised from the
relative signal magnitudes in Figure 18.3. The signal intensity of the double-quantum fil-
tered images closest to the single-quantum images (k = 14, 24) has approximately the same
intensity as the double-quantum filtered elements two indices further away (k = 12, 26),
see Figure 18.3. Although an even better separation would minise spillover, this is not nec-
essary for these phantom experiments. The amount of Gibb's ringing may be estimated
from Figure 18.2, where there is some signal visible in the quantum-mechanically forbidden
transition m1 = 0 to m2 = ±3. Clearly, spillover is present, but its magnitude is negligible.
When comparing the off-resonance behaviour of the different phase-cycling steps (Figure
18.1), one finds that signal dropouts using the six-step phase cycle are severe (Figure 18.1a).
The dropouts follow a certain off-resonance value, as predicted by the field map, very well.
The acquisition of the complementary image restores most of the signal (Figure 18.1b).
Only slight signal decrease is visible in the areas pointed out by the arrows. The phase-
rotation (Figure 18.1c) further increases the image homogeneity. The use of all four signal
contributions leads to this homogenisation. Due to use of the rather long pulses in these
experiments (1.5 ms), the precession during τ2 is clearly not negligible. When combining
the signals obtained from the phase rotation, the B0 dependence vanishes. The residual
spatial intensity modulation can be explained by the flip angle variations, considering that
each voxel contains the average signal over B0 and B1 distributions. It should be noted
that while the signal dropouts due to B0 are removed, the signal loss due to T
∗
2 effects
cannot be removed.
The individual flip angle dependency of the four coherence pathways can be seen from
the images. The more detailed analysis via the line plots shows a deviation from the
theoretically predicted magnitude. However, the relative trend is preserved. One reason
for this might be the presence of different flip angles within one voxel that does not allow
for a correct amplitude prediction. Additionally, a distribution of B0 values, i.e. a T
∗
2
effect, may cause a significant signal attenuation since the two signals that show lower
amplitude are those that do not form a spin echo (see theory section). There is also a
significant attenuation due to the finite pulse length [31]. The strength of B1 varies across
the sample, and accordingly the relaxation rate in the presence of B1 field may also vary
with the flip angle [87].
The possibility to reconstruct all signal pathways also opens new horizons for multi-
contrast analysis. With the present technique the simultaneous acquisition of TQF and
DQF is possible, and differences in contrast may indicate anisotropy [55] of the objects
under investigation on a subvoxel level. Further, free induction decays, spin-echo and
stimulated-echo pathways could be evaluated without additional measurement time. Re-
cently, a method called single-quantum filtering [3] was introduced. The use of the phase-
rotation scheme could essentially simplify the method and create additional contrasts.
As a proof of principle, the images in this chapter were acquired from a phantom with a
high resolution and long TA protocol. In vivo, resolution would be sacrificed for shorter TA.
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The advantages of the phase-rotation over previously suggested methods [25,50,82], i.e. the
robustness against B0 inhomogeneities and the increased sensitivity, and the advantages
of phase-rotation methods in general [33] should make this technique the first choice for
in vivo application. However, the acquisition of one triple-quantum-filtered image needs
to be fast in order to achieve 36 averages in a suitable acquisition time. Therefore, the
use of efficient sequences such as echo planar imaging or twisted projection imaging [7, 8]
is required.
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In this chapter, the use of a phase-rotation scheme to differentiate the signal emerging
from different coherence pathways through the three-pulse sequence was evaluated. The
four different coherence pathways are acquired simultaneously and then split by a Fourier
transform. By sum-of-squares re-combination, triple-quantum filtered images free of B0
related signal dropouts were created. These are superior in image homogeneity to the
previously suggested twelve-step phase-cycling. Furthermore, an improvement of the sen-
sitivity of the phase-rotation method was shown. Additionally, no field map is required to
reconstruct the TQF images. The acquisition of multiple-quantum filtered images using a
phase-rotation scheme should therefore increase the applicability of sodium imaging for in
vivo applications.
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Part V.
Single-Sequence Single-Quantum
and Triple-Quantum-Filtered
Imaging of Sodium at Ultra-High
Field Strengths
The specificity of triple-quantum-filtered sodium magnetic resonance
imaging has long been demonstrated. However, the low in vivo signal
has hindered its widespread use in human studies. To overcome these
limitations, the use of ultra-high field strengths has been suggested. In
this part, the application of the SISTINA scheme incorporating highly
efficient TPI waveforms and a phase-rotation scheme at 9.4T is demon-
strated in vivo. The physics of the MR signal is affected by inhomo-
geneities of the static and transmit fields. These are analysed and eval-
uated in detail. The performance of the sequence improves significantly
by shortening the duration of the third RF pulse of the TQF scheme.
The optimised methodology is demonstrated on five human volunteers.
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21. Introduction
Sodium (23Na) concentration levels in the human body are tightly regulated; a constant
gradient between intra- and extracellular space is maintained. The intracellular concentra-
tion is about 10mmol/l and the extracellular 140mmol/l [11]. This concentration gradient
is necessary for several vital processes, e.g. the creation of action potentials [59].
The different physiological compartments, i.e. intra- and extracellular spaces, present
environments that influence the behaviour of the sodium nucleus [70]. While the ex-
tracellular space is an environment similar to aqueous solution, the large abundance of
charged macromolecules and confined space inside the cell create electric field gradients.
The sodium nucleus is quadrupolar and therefore sensitive to these gradients [76] when
the tumbling motion of the ions is sufficiently low. Slowly tumbling sodium ions are found
largely, but not exclusively, in the intracellular space [54]. The relaxation of sodium in
the presence of electric field gradients becomes bi-exponential, in contrast to the mono-
exponential behaviour in aqueous solution. Further, the creation of multiple-quantum
coherences is possible when electric field gradients are present. Gupta et al. [28] also found
evidence that Electric field gradients are present in the extracellular space and suggested
the presence of macromolecules, such as ion channels, on the outside of the cell as the
source for the gradients.
The tight regulation of sodium levels makes it a good indicator of cell viability [9].
Any disruption of the cell membrane or the function of the sodium-potassium pump are
reflected in the intracellular sodium concentration. The direct observation of sodium is
possible with MRI. Measurement of the single-quantum (SQ) signal enables access to the
total sodium concentration. The observation of the signal from the slowly tumbling ions
only is also possible with MRI when a sequence with a triple-quantum filter (TQF) is used.
Studies have shown the value of both SQ and TQF sodium imaging in diseases such as
cancer, channelopathy and stroke [2, 34,69,89].
However, the number of studies employing sodium MRI is, to date, limited, [59]; there
are several reasons for this. Since the gyromagnetic ratio of sodium is different to that of
hydrogen, standard clinical RF hardware cannot be used and must be replaced by dedicated
sodium coils, amplifiers etc. The low concentration and the fast relaxation necessitate the
use of non-standard sequences with ultra-short echo times and a high signal-to-noise ratio
(SNR) efficiency, such as projection imaging [56], density adapted radial imaging [52], or
most favourably TPI [7, 8]. These sequences and the accompanying data reconstruction
routines need to be implemented separately. The signal strength also benefits from high
static magnetic field strengths, preferably beyond the current clinical standard of 3T. Even
if these needs are met, resolution is compromised compared to proton-based acquisitions,
and long acquisition times are usually required, especially if both sodium contrasts are to
be included in a study. To avoid the need for two long acquisitions, we have demonstrated
the single-sequence acquisition of SQ and TQF sodium images at 4T [22]. However, the
method presented suffered from compromised SNR and resolution because of the 4T field.
The aim of this work is to show the feasibility of single-sequence single-quantum and
triple-quantum-filtered sodium imaging of 23Na (SISTINA) at ultra-high field strengths
(9.4 Tesla). We employ an improvement of the original acquisition scheme by using two
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specifically designed TPI waveforms that maximise the SNR efficiency. The problems
associated with the high magnetic field, i.e. increased inhomogeneity of static and transmit
fields, are countered by the use of a suitable phase-rotation scheme [23] and careful choice
of pulse duration. The method presented here is validated on phantom measurements and
preliminary results from six healthy volunteers are also demonstrated.
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22. Methods
22.1. Spectroscopy
RF
G
t
τ
TE
δ
t
ADC
t
R  (α  ,ɸ  )
3 3 3
R  (α  ,ɸ  )
2 2 2
R  (α  ,ɸ  )
1 1 1
ADC (θ)Tp
Figure 22.1.: Schematic diagram of the spectroscopic sequence. Three RF pulses are fol-
lowed by a readout. Only spoiler gradients are applied.
Figure 22.1 shows the sequence diagram for the spectroscopic data acquisition. The
three-pulse preparation is followed by an acquisition period. No gradients are applied
during τ or the readout. 128 points were acquired with a dwelltime of 0.5ms. In order to
achieve full relaxation, TR was chosen to be at least 250ms. In experiments with short
RF pulses, TR was prolonged to meet SAR restrictions. To avoid ring-down artefacts, a
long TE of 1.5ms was employed. All flip angles were 90◦.
The first measurement was conducted with τ = 6 ms, δ = 0.04 ms, and Tp = 500µs,
600µs, . . . , 1500µs, and 2000µs.
In the second measurement, δ = 0.04 ms and Tp = 2000µs were kept constant. The
preparation time was varied: τ = 2ms, 3ms, . . . , 15ms, 17.5ms, 20ms, 22.5ms, 25ms,
27.5ms, 30ms, 35ms, and 40ms.
22.2. Sequence Diagram
Figure 22.2 shows the improved SISTINA scheme. It consists of the standard three-pulse
TQF preparation separated by two delays, τ and δ, in which two readouts are inserted. The
first readout is played out after the first RF pulse and it reads the SQ signal. The gradient
waveform is 7.61ms long. A SQ image is formed after 1240 projections that are acquired
in homogeneously distributed k-space directions. The second TPI readout is played out
after the third RF pulse. Its duration is 35ms. An image of mixed quantum coherences is
obtained with 204 projections. The gradient moments of both readouts are rewound (light
grey areas) to avoid interference with the creation of TQ coherences. This is especially
important for the SQ readout. The nominal resolution, corresponding to the highest k-
space frequency sampled, is 5.8mm isotropic for both images. The limited resolution, given
the high static field strength, is 1) in case of the SQ acquisition due to the short readout
duration and 2) in case of the TQ acquisition due to the low strength of the TQF signal.
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Figure 22.2.: Sequence diagram of the SISTINA scheme. The first readout acquires the
SQ signal during the preparation time and is rewound. The second readout
acquires the triple-quantum filtered signal after the third RF pulse. It is
considerably longer than the first readout to maximise SNR of the TQF
image.
Further, a higher resolution would require more projections to fulfil the Nyquist criterion
and therefore further prolong the total acquisition time.
22.3. Phase-Rotation
It is impossible to create pure TQ states [14]. The signal after the third RF pulse is a
mixture of signal from all possible coherences and is generally dominated by the spin-echo
and FID contributions. In order to select the desired TQF signal we employ a phase-
rotation scheme (part IV, [23]):
ϕ1 = 2pik/N (22.3.1)
ϕ2 = 4pik/N (22.3.2)
ϕ3 = −2pik/N (22.3.3)
Ψ = (k + 1)pi, (22.3.4)
where k = 0, 1, . . . , N − 1, N = 36, is the stepping parameter. This scheme acquires 36
images, in which the phases of RF pulses and ADC are cycled such that a 36-step Fourier
transform will separate the coherences. The four TQ coherences can then be identified.
Their amplitudes are given by [81]:
Sm1,m2 = F (t, τ1, τ2)

D−1,−3 (θ)
D−1,+3 (θ)
D+1,−3 (θ)
D+1,+3 (θ)
 = F (t, τ1, τ2)

cos2 (θ/2) sin2 (θ/2)
cos2 (θ/2) sin2 (θ/2)
− sin4 (θ/2)
− cos4 (θ/2)
 (22.3.5)
Additionally, all other coherence pathways may be obtained and evaluated. To obtain
an image of all four TQ coherence pathways combined, Stot, the four contributions, S±1,±3
are added up as sum-of-squares (SOS):
Stot =
√√√√ 4∑
i=1
S2i . (22.3.6)
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22.4. B1 and B0 mapping
B1 mapping was performed using the Bloch-Siegert-shift technique [72]. The method uses
a change in the phase of the transverse magnetisation to assess the strength of the RF
field. The relative stability of the phase compared to the magnitude makes it suitable for
in vivo sodium experiments.
22.5. Volunteer Measurements
Experiments approved by the local IRB were carried out on six healthy volunteers. Written,
informed consent was obtained before each session. Measurements were carried out using
a SIEMENS (Siemens Healthcare, Erlangen, Germany) 9.4T whole-body scanner. An
eight-rung birdcage coil (Affinity.Imaging, Jülich, Germany) was used for signal excitation
and reception. Shimming was performed on the sodium channel using a two-echo gradient
echo sequence. From these data, field maps were calculated off-line using MATLAB (the
Mathworks, Natick, Ma, USA). From these data, shim currents were calculated and applied.
Three iterations of shimming were performed prior to each measurement. The reference
voltage was calibrated globally using hard pulses of increasing voltages. A Bloch-Siegert
shift [72] gradient echo sequence was used for acquisition of flip-angle maps. The total time
needed for calibration, shimming, and acquisition of B0 and B1 maps was approximately
15min. SISTINA measurements were always performed using the minimum TR permitted
by the SAR limit. The acquisition time varied between 15 and 18 minutes, depending upon
the reference voltage of the volunteer. The preparation time, τ , was estimated for each
volunteer with a global spectrum. A value of 6ms was suitable for all volunteers.
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23. Results
23.1. RF pulse optimisation
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Figure 23.1.: The effect of off-resonance on the signal intensity of the four coherence path-
ways. Each diagram shows curves for different pulse durations.
In a recent paper by Tsang et al. [85], it was shown that the sensitivity of TQF sodium
imaging can be increased if long RF pulses and short repetition times are used. However,
long pulses have a reduced bandwidth that makes them sensitive to off-resonances. The
result is a changed phase of the magnetisation and a reduced flip angle [26]. The effective
flip angle, θ, is proportional to [12]:
θ = arccos
(
1− α
2∆2
)
(23.1.1)
where γ is the gyromagnetic ratio, Tp is the pulse duration, α = γB1Tp is the nominal flip
angle , δ = γB0Tp, and ∆ =
√
α2+δ2
2 . The flip angle dependencies of the four TQF signals
are shown in Eq. 22.3.5.
Figure 23.1 shows a plot of the three different flip angle dependencies of the four coher-
ence pathways as a function of pulse length for a nominal flip angle of α = 90◦. In this
plot, the relaxation terms F (t, τ1, τ2) of Eq. 22.3.5 are assumed to be one for all signals.
The two echo-like components show little signal loss for off-resonance of 50Hz. For off-
resonances larger than 100Hz, a significant (>10%) influence on the signal intensity can be
seen for long pulses. The S+1−3 component shows an increased sensitivity to off-resonance.
Considerable loss of signal starts around 50Hz. The S+1−3 component favours small flip
angles and is therefore increasing in amplitude for off-resonance effects.
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Figure 23.2.: The four coherence pathways and their SOS for typical in vivo acquisition
parameters (τ = 6 ms, δ = 0.04 ms, Tp = 2000µs.)
23.2. In vivo parameter optimisation
Figure 23.2 shows the four TQF signal pathways and their SOS combination. S+1−3 and
S+1+3 have an identical echo time, while the echo of the S−1+3 pathway occurs earlier and
that of S−1−3 significantly later. S+1−3 and S+1+3 are non-echo components, i.e. they
do not form a spin echo after the third RF pulse [81]. The amplitudes of the echo-like
components is roughly twice that of the non-echo components. When combined, the four
signals result in an approx. 15ms long plateau before dropping exponentially.
Figure 23.3 shows the SOS combination of the four signal pathways for different pulse
lengths Tp. The magnitude is normalised to the maximum of all spectra. For long Tp,
there is a broad plateau with an amplitude of approx. 0.4ms. For shorter pulse durations,
the amplitude increases and the plateau shortens. Additionally, the shape of the plateau
changes into a double-peak.
Figure 23.4 shows the FIDs of the four coherence pathways for different preparation
times τ . The total signal maximum of S−1+3 occurs for τ = 10 ms. The time at which the
echo occurs becomes longer with increasing preparation time. The total signal maximum
of the second echo-like component, S−1−3 occurs for a shorter preparation time, τ = 4 ms
and the echoes also occur earlier than in signal S−1+3. The signal maxima of the two
non-echo components are half the amplitude of the other two. Their maximum intensity
occurs for τ = 6 ms and is not a function of τ .
Figure 23.5 shows the FIDs of the four TQF coherence pathways as a function of pulse
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Figure 23.3.: The SOS of the four coherence pathways as a function of pulse duration Tp.
All other parameters were kept constant (τ = 6 ms, δ = 0.04 ms).
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Figure 23.4.: Dependency of the signal strength on the preparation time τ . The four TQF
signals are shown separately. Each diagram shows FIDs for different prepa-
ration times τ . The signal was normalised to the maximum value of all four
signals. The time axis is displayed reversed for clarity.
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Figure 23.5.: Dependency of the signal amplitude on the RF pulse duration Tp. The four
TQF signals are displayed in separate diagrams. FIDs are shown for different
pulse lengths Tp. The signal was normalised to the maximum value of all four
signals. The time axis is displayed reversely for clarity.
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duration Tp. The shape of the S−1+3, S+1+3 and S+1−3 pathways is very similar and
resembles the familiar shape of the difference of two exponentials. S−1−3 shows an almost
linear increase with time towards its maximum before dropping more steeply than the other
three. The echo occurs later than in the other pathways. The amplitude is highest and
almost equal for the echo-like components S−1+3 and S−1−3. The amplitude of the FIDs
is halved from Tp = 500 us to Tp = 2000 us. The S+1+3 amplitude is also halved but its
maximum is only half of that of the echo-like coherences. S+1−3 has the lowest amplitude
and does not suffer from increased pulse duration as much as the other coherence pathways.
The non-echo components always have their maximum amplitude at the same time while
the echo-like components vary their maximum intensity.
23.3. In vivo results
Figure 23.6 shows the central slice from one healthy volunteer. The 17 coherence pathways
are shown, characterised by their intermediate quantum numbers m1 and m2 [81]. All
images were normalised to their own maximum value.
The nine coherence pathways that can be described by classical spin 1/2-physics, i.e.
the Bloch Equations, |m2| ≤ 1, display very different contrasts.
There are three FIDs: m1,m2=+1,+1,0,+1 and 0,0 corresponding to the first, second and
third RF pulse, respectively. The images are T∗2-weighted. The first image has a stronger
CSF-weighting than the last two. They have almost identical free precession times (δ is
very short) and, the difference in contrast is due to their B1-dependencies.
An image that is very similar in contrast is the spin echo formed by the second and third
RF pulse, 0,-1. The contrast between matter and CSF is small. The image echo time does
not meet the echo time of the spin echo (which would occur at TE = δ), hence this image
is also T∗2-weighted.
The spin echoes formed by the first and second, -1,1, and first and third RF pulse, -1,-1,
are almost identical in contrast. Interestingly, the stimulated echo, -1,0, displays the same
image contrast. All three images are dominated by CSF contributions. These images are
to a good approximation T2-weighted, since TE≈ τ . Small deviations occur, since δ and Tp
also have to be taken into account, but should not compromise image contrast significantly.
The anti-stimulated echo, 1,0, is also dominated by CSF, but shows matter brighter than
the spin echoes. The coherence pathway is identical to 1,1 but for the brief duration of δ,
where the magnetisation is longitudinal in the anti-stimulated echo and transverse in the
FID. Hence this image is also T∗2-weighted.
The spin echo formed by the first and second RF pulses and refocused by the third,
1,-1, shows a contrast that is similar to the spin echoes. This image is also T∗2-weighted
(and not T2-weighted), because the intervals between the RF pulses are not matched for
refocusing this pathway at the echo time of the readout.
There is only very little DQF signal, |m2| = 2, observable; this can be seen in the 1,-2
image. The signal is faint and no structure can be resolved from the images. The four
TQF images, |m2| = 3, are all visible, but are not homogeneous. The non-echo images,1,-3
and 1,3, show signal dropouts in the frontal parts of the brain. Signal from CSF and the
skin is not visible in any of the TQF images.
Figure 23.7 shows three slices of the simultaneously acquired UTE image. The central
slice is identical to the montage shown in Figure 23.6. Notably, the skin is visible in the
UTE images while it is barely visible in any image of the montage. There are artefacts
located near the ears in the slice where the eyes can be seen.
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Figure 23.8 shows the SOS reconstruction of the four TQF images taken from the phase-
rotation. Again, the central slice matches the one shown in the montage; the other two
match the slices in Figure 23.7. There are signal drops near the edge of the head. There is
no CSF visible in any of the images; however, the images appear blurry in the sense that
no CSF structure fingerprints are visible.
The field map in Figure 23.9 shows off-resonances of up to 50 Hz inside the brain. The
slices shown match those of Figure 23.7 and Figure 23.8. The field map has been masked
to avoid unrealistic results. It was not possible to obtain reliable data in the areas at the
edge of the skin.
−3 −2 −1 0 1 2 3
−1
0
1
m1
m2
Figure 23.6.: Montage of the 17 different coherence pathways of a central slice of a single,
representative volunteer.
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Figure 23.7.: Three slices of the UTE image. The slices are identical to those in Fig. 23.8
and Fig 23.9. The central slice is identical to the montage.
Figure 23.8.: Three slices of the TQF image. The four individual signals were combined
as SOS. The slices are identical to Figure 23.7 and Figure 23.9. The central
slice is identical to the montage.
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Figure 23.9.: Field map in Hz. The same three slices are identical to those in Fig. 23.8
and Fig.23.7 are shown.
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24. Discussion
In this chapter, the in vivo application of the SISTINA imaging technique was demon-
strated.
The theoretical results show that long RF pulses are less effective in the presence of
off-resonances. This is a problem for TQF acquisitions since the signal is proportional to
sin5 (α), the spin echo components even to sin7 (α). Additionally, relaxation during the
RF pulses further reduces the signal intensity [31]. On the other hand, the SAR restric-
tions at UHF favour the use of long RF pulses to maintain a short TR. The simulations
performed by Tsang et al. [85] favoured long pulses and short TR over relaxation during
RF pulses, but two important effects were neglected. First, the reduction in flip angle in
the presence of off-resonance was omitted. Second, the effect of intravoxel dephasing (i.e.
T∗2 presence) was neglected. From the spectroscopy experiments that were performed it
can be concluded that the second effect is clearly present in the head at 9.4T because the
echo-like components are significantly larger than the non-echo components and the shape
of the FID is dominated by the occurrence of the spin echo. Hence, the RF pulse duration
must be restricted in order to avoid signal loss.
The domination of the TQF signal by the echo-like components gives rise to a second
consideration. The echo times of the two spin echoes are different. Hence, it is difficult to
choose the echo time of the imaging sequence appropriately. The difference in echo time is
determined by the delay between the second and third pulse as well as the pulse duration.
For short pulses, the two echoes are closer together, resulting in higher peak amplitude
and therefore higher SNR in the images.
To maintain a moderately short TR and address the double-peak problem, the pulse
duration was set to 2000µs for the first and second pulse and 1000µs for the third pulse.
Hence, SAR restrictions may be met with a TR of less than 150ms and the two peaks
move close together to maximise SNR.
The preparation time was found to yield the maximum amplitude of the TQF signal
when it was 6ms. This is in accordance with previous findings [24, 30,85].
The montage in Fig. 23.6 confirms the different T1, T2 and T
∗
2 weightings of the 17
coherence pathways. This leads to different contrasts. In particular, the coherences that
are created by the second and third pulse only display little tissue-CSF contrast. There is
no double-quantum signal for the chosen parameters in the brain, contrary to findings in
agarose gel (see part IV). The faint signal visible is most likely Gibb's ringing from the
adjacent images. Gibb's ringing is likely to occur, since the discrete Fourier transform in
k-direction consists of 36 steps only.
In the SOS combined TQF images the lack of signal from the skin is remarkable. Even
at very low resolution at 4T the skin is visible in TQF images. The reasons are most likely
the B0 inhomogeneities that cause short T
∗
2 outside the brain. The ventricles are clearly
delineated in the SQ images, but not in the TQF images. One problem is head movement
during the rather long acquisition time. Another problem is the motion of CSF and the
brain itself that may interfere with the phase-rotation and hence the CSF suppression is
not as good as intended. With a six-step phase-cycling, a single TQF k-space projection
can be obtained after about 6 ·150 ms = 0.9 s, while the phase-rotation requires about 5.4 s.
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In conclusion, we have shown that the SISTINA sequence with dual TPI readouts yields
high-resolution, high SNR images that are robust to the problems specific to ultra-high
field. Acquisition robustness is achieved by using a phase-rotation scheme for B0 robust-
ness. The off-resonances encountered in the brain at 9.4T and the large flip angle variations
due to transmitter inhomogeneity were analysed and parameters optimised accordingly.
Furthermore, the pulse duration was limited to reduce B1 inhomogeneity induced by off-
resonance effects. The use of a short third RF pulse to mitigate echo time difference effects
was introduced. It was shown, that both sodium contrasts can be acquired in a single
sequence using ultra-high static field strengths.
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Sodium MRI directly observes the tightly regulated 23Na ions in vivo. It has shown
promising results in early disease detection, progression monitoring, and therapy response
monitoring in animal studies. First human studies have confirmed these results. However,
the low in vivo concentration of sodium and the limited sensitivity of the imaging methods,
especially of the TQF, has hindered the widespread inclusion of the technique in clinical
studies. The potential of ultra-high field strengths has also not been fully made use of so
far.
In this thesis, novel approaches to ultra-high field TQF and SQ imaging have been
presented. Especially with regard to sequence design and optimisation, pioneering work is
presented.
The SISTINA acquisition scheme, presented in part III, allows for the time-efficient
acquisition of both contrasts within the timeframe of the TQ acquisition. Intrinsic co-
registration of the resulting images can be used to statistically evaluate the findings. The
sequence was implemented on a 4T system. The sequence was validated in phantom and
in vivo measurements and successfully applied to three tumour cases. The multi-modal
nature of the technique demonstrated the power to detect tumours in the human brain.
The phase-rotation approach for the separation of signals acquired from a three-pulse
experiment was demonstrated in part IV. It allows for the SNR efficient acquisition of
TQF images free of cancellation artefacts arising from inhomogeneous fields and therefore
answers two important questions for TQF imaging at ultra-high field strengths. Next to the
observation of the TQF signal, it also reveals a rich diversity of contrasts coming from free
induction decays, spin and stimulated echoes at different echo times, providing a wealth of
additional information previously inaccessible.
The application of the aforementioned techniques is demonstrated in part V. The imaging
is carried out employing two different efficient TPI trajectories in the SISTINA acquisition
scheme. The incorporation of the phase-rotation signal separation technique is demon-
strated to be feasible in vivo. The results underline the need for these advanced techniques
and dedicated parameter optimisation to meet the requirements for volunteer experiments.
For the first time, TQF images from 9.4T are shown.
In this work, novel techniques were developed and implemented ready for volunteer
and patient use. The use of sodium imaging at ultra-high fields can overcome present
limitations and open the horizon for better disease detection, monitoring and curing.
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