The present meta-analysis provides the first meta-analysis of research on stand-alone neurocognitive feigning tests since publication of the preceding paper by Vickery, Berry, Inman, Harris & Orey (2001) . Studies of dedicated neurocognitive feigning test performances in adults appearing in published or unpublished (theses and dissertations) sources through October 2010 were reviewed and subjected to stringent inclusion criteria to maximize the validity of results. Neurocognitive feigning tests were included only if at least three contrasts of criterionsupported honest patient groups and feigners were available. 
Introduction
A meta-analysis published by Vickery and colleagues (2001) in the edition of Archives of Clinical Neuropsychology examined the state of research support for tests dedicated to identifying neurocognitive feigning. The goal of that review was not to crown a "gold standard," but to provide a quantitative analysis of how well the available measures might meet clinicians' needs. Fourteen feigning tests were identified at that time, of which only a few were well-studied. In fact, just five (variations on the Hiscock and Hiscock Digit Memory Test [DMT; Hiscock & Hiscock, 1989] , the Portland Digit Recognition Test [PDRT; Binder, 1993; Binder & Willis, 1991 , the Dot Counting Test, 15-Item Test [both Lezak, 1976 and the 21-Item Test [Iverson, Franzen & McCracken, 1991] ) supported coding of at least three independent effect sizes, the minimal requirement for inclusion set by Vickery and colleagues. Using rather broad-based criteria of evaluations comparing one or more groups of individuals at least inferred to be responding honestly with another group at least inferred to be exaggerating or fabricating, Vickery and colleagues' analysis demonstrated that three measures were particularly useful at separating the groups. The DMT was found to distinguish probably honest and probably feigning individuals by approximately two pooled standard deviations, the best of the measures examined. The 21-Item Test and PDRT, however, also demonstrated strength in separating groups by almost 1.5 SD each, with the mean effect size across all five tests of 1.15. Although this aspect of the measures' performances can be viewed as "good news," clinical choice of measures is more directly affected by test's operating characteristics-sensitivity for detecting a feigning individual, specificity for classifying an honest performer, and overall hit rate. At the time of Vickery and colleagues' assessment, the literature reviewed suggested that, as a group, these measures classified honest individuals with statistically equivalent specificity, at a mean value of 95.7%. Sensitivity was more variable however (overall mean value ¼ 56.0%), ranging from 22.0% for the 21-Item Test to 83.4% for the DMT. Thus, although clinicians and clients could be confident that effortful performance would only rarely be misclassified using a single instrument, a distinct limitation demonstrated by most of these instruments was modest sensitivity to feigning.
In the decade since completion of the Vickery and colleagues meta-analysis, interest in the development and validation of effort measures has grown, as evidenced by substantial additional publications in the literature. Further, a position paper published by the National Academy of Neuropsychology (Bush et al., 2005) urged that "the assessment of symptom validity is an essential part of a neuropsychological evaluation," and "the clinician should be prepared to justify a decision not to assess symptom validity as part of a neuropsychological evaluation" (p. 421). The use of these measures has also been spurred by the 1993 Daubert federal rulings on the admissibility of expert scientific opinion (Daubert v. Merrell Dow Pharmaceuticals Inc., 509 U.S. 579, 1993) . Finally, the need for these tests has also been heightened by increasing evidence for fairly high base rate estimates of suboptimal effort in clinical practice, ≥40% in some settings (see Larrabee, 2003; Mittenberg, Patton, Canyock, & Condit, 2002) . In fact, these prevalence rates may be an underestimate, as most tests for neurocognitive feigning emphasize high specificity as the cost of sensitivity, as demonstrated in the Vickery and colleagues (2001) results detailed above.
The goals of the present study were 2-fold. The first was to provide clinicians with an updated evaluation of stand-alone effort measures either unavailable or not well-studied enough to be included in the earlier Vickery and colleagues meta-analytic review. As with that study, the meta-analytic technique was employed, because it is well-supported for use in neuropsychological research (Demakis, 2006) and allows the statistical combination of test results across multiple studies. Combined results possess greater power to detect differences than individual studies. Moreover, the resulting aggregate scores can be statistically adjusted for biasing factors such as small sample size. Further, the effect size estimates and test parameters can be subjected to analyses to determine how well the tests perform relative to each other.
This second goal of this study was to provide clinicians and researchers with a better understanding of the variables that affect test performance across studies. Such factors, called moderators, may include the type of research design employed, the preparation or coaching of feigners, participants' history of clinical "experience," or even the provision of payments to motivate simulators. Meta-analysis can provide quantitative description of variables affecting test performance at a group level. Understanding the effect of moderators on effect size is essential for knowing how reflective various studies' results are of a tool's performance in the real world.
Several modifications were made from the Vickery and colleagues meta-analysis in order to reflect changes in malingering research methodologies since completion of that study and to increase the clinical generalizability of findings. Broadly speaking, inclusion criteria were greatly tightened relative to the Vickery and colleagues review. The use of a well-defined exclusion criterion set is important in meta-analysis (see Lipsey & Wilson, 2001 ) and has been employed by recent researchers in this field (see Nelson, Sweet, & Demakis, 2006 , for an example). The "restrictive criteria" procedure mitigates two common criticisms of meta-analysis: the "apples and oranges" criticism (Sharp, 1997) , which argues that data combined may come from studies too dissimilar to yield a valid generalization, and the "garbage in-garbage out" criticism, which suggests that data from methodologically poor studies may contaminate the overall findings. In addition to using more restrictive inclusion criteria, the present review imposed a modified list of "methodological (strength) characteristics" quantitatively combined to shed light on possible contributions to reported results.
Methods
The present review sought "stand-alone" (non-embedded) procedures designed with the primary intent of detecting inadequate motivation to perform well on neuropsychological tests. A search of the PsycInfo database through October 2010, as well as a review of reference sections in obtained sources, was used to identify tests and papers meeting the following criteria:
(1) presented results from a study investigating the performance of at least one stand-alone (non-embedded) test intended to detect neurocognitive feigning; (2) not reviewed by Vickery and colleagues (2001) except for the Victoria Symptom Validity Test (VSVT; see below); (3) published in a professional journal or appearing in a thesis or dissertation study in English; (4) included only adult participants; (5) included a clinical honest control group of neurological or psychiatric patients; (6) proved compelling evidence for the accuracy of assignment to honest or feigning groups, such as use of the Slick, Sherman, and Iverson (1999) criteria for known-group (KG) studies. In the case of a simulated feigning design, objective evidence for honesty of a patient control group is required; (7) enough data available to code at least three contrasts of honest versus feigning groups.
Studies Meeting Inclusion Criteria
As noted above with one exception, tests reviewed in the Vickery and colleagues meta-analysis were not reconsidered here. The exception made was for the VSVT (Slick, Hopp, Strauss, & Spellacy, 1996) , which resembles a computerized version of the original Hiscock and Hiscock DMT evaluated by Vickery and colleagues. In that study, the group of Hiscock variations was noted to have the highest sensitivity to detect feigning, as well as the largest effect size to separate groups of individuals believed to be honest or feigning. Thus, it was intended that including VSVT data would serve as an "anchor" to approximate comparisons of the present to previously reviewed tests. It should be noted that, with the exception of the Slick and colleagues (1996) publication, no VSVT data presented in this paper were included in the previous meta-analysis. Table 1 presents a synopsis of the initial literature review, illustrating the large number of available stand-alone effort measures and those meeting inclusion criteria. In total, 306 papers were reviewed, with contrasts from only 41 meeting the stringent inclusion criteria outlined above. Ten of these provided data for multiple feigning measures included in this paper. The vast majority of studies excluded from this review either provided only specificity data for test performance in new populations, compared performance of groups with uncertain criterion status (e.g., differential prevalence design), or did not provide any control patient data. In addition to the VSVT, tests meeting inclusion criteria included the Letter Memory Test (LMT; Inman et al., 1998) , the Medical Symptom Validity Test (MSVT; Green, 2004) , the Test of Memory Malingering (TOMM; Tombaugh, 1997) , and the Word Memory Test (WMT; Green, 2003) .
Data Extraction
Articles and theses/dissertations meeting the above characteristics were coded to obtain several characteristics. Eligible studies were classified as either KG, in which patients undergoing evaluation were independently and objectively classified as honest or feigning during testing, simulation designs including patients instructed to feign deficits or answer honestly (Sim:PTFGN), or simulation designs contrasting normals instructed to feign deficits with patients answering honestly (Sim:NLFGN). Also coded were patient or normal characteristics used in each comparison (e.g., mild mental retardation, head injury, non-patient students, etc.); group demographic variables (e.g., age, education, gender); the means and standard deviations for each group on the measure of interest; and the sensitivity and specificity of each test at the recommended cutting score. Lastly, several methodological characteristics of each study were coded in order to rate the strength of each study. Methodological characteristics (provided in Supplementary material online, Appendix A) were used to gauge the strength of each study and closely match those of Vickery and colleagues (2001) while including more recent suggestions for maximizing the reliability and validity of studies' results (see Berry et al., 2002; Berry & Schipper, 2007) . A total methodological strength score was obtained and divided by the number of possible points for each design type in order to create a proportion that was independent of research design type and more directly comparable with the other values. Higher scores represent methodologically stronger studies. Following coding of descriptive and test score data, effect sizes for the separation of honest and feigning groups were calculated, using the DSTAT meta-analytic software (Johnson, 1993) . Effect size extraction was done in a manner that sought to maximize the number of sample-independent contrasts. When a study provided data from multiple honest and feigning samples (e.g., honest psychiatric patients, honest brain-injured community volunteers, normal coached feigners, and normal naïve feigners), multiple independent effect sizes were extracted. When multiple clinical honest samples were available with only one feigning sample, clinical data were aggregated in order to use all available data. As noted earlier, only contrasts that included feigners and an honest clinical group were included in analyses.
Because statistical comparisons were derived from each study, consideration of the independence of contrasts is warranted. Here, two points must be noted. First, some studies provided data on multiple tests using the same participant samples. In this case, sample non-independence was allowed. It was felt that test comparisons within the same study were more valuable than the risk of correlated effect sizes. The second point is that several feigning measures include multiple subscales. The VSVT provides three indices, and the percent correct "Hard" trial was chosen for analysis. In the case of the TOMM Trial 2 and Retention Trial, indices are typically highly correlated, thus a decision was made to include only Trial 2 data in analyses as more data were available for that index. For the WMT and the MSVT, the smaller number of eligible studies and variability in combining indices for a determination of individual feigning status dictated the calculation of an aggregate effect size, collapsed across each index within the test.
In order to ascertain coding accuracy, all effect sizes were calculated twice for verification purposes. Additionally, 15 sources were cross-coded by a second rater. Inter-rater reliabilities were found to be acceptable for demographic characteristics (r ¼ 1.0), test means and standard deviations (r ¼ .98), methodological characteristics (r ¼ .99), and classification rate data (sensitivity [r ¼ .95], specificity [r ¼ 1.0]).
Results
After applying the above-noted criteria to the selection of studies and their contributing data, 49 contrasts were identified. Seven of these came from studies evaluating multiple feigning measures. Sensitivity and specificity data were available for two additional studies meeting inclusion criteria. The tests, contributing studies, and index means for each study are summarized in Table 2 .
Calculation of effect sizes was completed using Hedges' d, just as with the Vickery and colleagues meta-analysis. The metric d is an unbiased estimate of Hedges' g that corrects for sample size by using the inverse variance of g (see Hedges & Olkin, 1985; Lipsey & Wilson, 2001; Rosenthal, 1991) and, though often similar in magnitude, is not to be confused with Cohen's d (see any of the previously cited references for a review). As previously noted, the meta-analytic software "DSTAT" (Johnson, 1993) was used for effect size extraction and subsequent analyses. In addition to the information mentioned above, Table 2 also presents d scores along with data describing the study and samples of origin, test data, classification accuracy, and methodological strength score of each study.
The data set was then examined for homogeneity and effect sizes that might skew the results of subsequent analyses. Using the box-and-whiskers method (see Lipsey and Wilson, 2001) , one outlier (Tombaugh, 1997) was identified. This effect size was .3 SD above the mean, suggesting that it was probably not appropriate for inclusion in analyses.
The remaining effect sizes ranged from d ¼ 0.46 to 3.75. A mean d of 1.55 (95% confidence interval [CI] ¼ 1.48 -1.63) was found for the 48 remaining independent contrasts. This indicates that honest individuals provided higher percent-correct scores (and thus greater effort), on average, than feigning individuals. It also indicates that, as a group, the LMT, MSVT, TOMM T2, VSVT, and WMT separated participants providing suboptimal effort from those providing adequate effort by about 1.5 pooled standard deviations, a significant effect size that can be considered large. In fact, compared with the mean d score reported by Vickery and colleagues (2001) , the present findings are significantly higher (Vickery's d ¼ 1.13, 95% CI ¼ 1.04 -1.22). This may be due to an increase in the effectiveness of more recently developed feigning instruments or to the more stringent inclusion criteria used in the present study.
Statistical Considerations
An important issue in meta-analytic reviews involves the "file-drawer problem," whereby available data may not be representative of the entire set from all studies conducted. It has historically been argued that peer-reviewed journals are more inclined to publish "significant" results; thus, a number of non-significant or small effects may be left in researchers' files and unavailable for meta-analysis. Calculating a fail-safe number (Rosenthal, 1991) provides an estimate of the number of null findings that would be necessary to overturn the results of the combined significance test. The fail-safe N for the The manuscript presents a value of 96%, which is not possible given the malingering group size of 8. The value is assumed to be a typo. g These demographics come from the initial pool of participants (N ¼ 96) who were later assigned to feign (the N ¼ 48 included here) or to perform honestly (N ¼ 48, not included in these analyses). h These demographics come from the initial pool of participants (N ¼ 41) who were later assigned to feign (the N ¼ 20 included here) or to perform honestly (N ¼ 21, not included in these analyses). subset of independent effects, excluding the earlier noted outlier, resulted in an estimate of 832 unpublished null findings that would be necessary to render results non-significant (p . .05), a seemingly unlikely number. Two other issues are also of interest in evaluating this data set. First to be considered here is whether there is a relationship between methodological quality of the study and the associated d scores. The obtained correlation between methodological strength score noted earlier and d scores was non-significant (r ¼ 2.07; p ¼ .34). A second concern is whether there is a difference between data reported in published versus unpublished studies. Although there was a trend toward higher d scores for unpublished studies (M ¼ 2.31, SD ¼ 0.99) than for published studies (M ¼ 1.76, SD ¼ 0.88), this difference did not reach statistical significance-F(1,46) ¼ 3.2, p ¼ .067.
Another potential concern when evaluating meta-analytic summary statistics is how representative the overall effect size is of the underlying data points. This was addressed by calculating the statistic Q, which tests whether all included studies have the same population effect size (Hedges & Olkin, 1985) . For the 48 independent effect sizes corrected for sample size, a significant amount of variability was found, Q(47) ¼ 377.93, p , .001. Thus, an overall d-value does not adequately represent the data set as a whole. Further exploration of sources of variability was therefore warranted.
Comparing Malingering Indices
The first source of variability considered in light of the overall heterogeneity was between-test differences. Separate effect sizes were calculated for each test, as displayed in Table 3 . All indices demonstrated very strong mean effects in separating groups of individuals believed to be feigning impairment from those believed to be performing honestly (mean d range ¼ 0.94 -2.77). Contrasts were next performed to test for between-measure differences in the ability to separate feigning and honest groups. The Q B statistic was first used to test an omnibus difference between all five (non-independent) indices. Q B is a between-class goodness-of-fit statistic analogous to the F-test of whether class means are the same (Hedges & Olkin, 1985) . It uses the Scheffé method to protect against Type I error. Results revealed significant differences among the five measures, Q B (4) ¼ 53.55, p ¼ .001 suggesting reliable differences in effect sizes across the measures. Post hoc comparisons across tests indicated the following hierarchy of effect sizes: the mean d for the VSVT is significantly higher than all other measures here; the WMT, TOMM, and LMT have comparable effect sizes; the MSVT has a significantly lower d score than all the other tests.
Effect Size Moderators
Having identified variability in index performance, it is appropriate to explore factors that may have contributed to, or moderated, these differences. However, the small number of studies evaluated for the VSVT and MSVT statistically precluded more focused evaluations. Instead, an examination of moderator variables on the sample-independent data set as a whole may provide some additional information about malingering research variables that may contribute to effect sizes in general.
Comparability of Research Designs
Considering possible differences between malingering research designs examined here (Sim:PTFGN, Sim:NLFGN, or KG), questions arose regarding whether the type of design used to derive each effect size affected the results. Specifically, the relationship between simulation and KG effect sizes may shed light on the interpretive utility of simulation research where KG research is absent. Examining the moderating effects of research design also allows exploration of whether experimental manipulation leads to an inflation of effect size. Thus, attention was turned next to evaluating the moderation of d-values by research design. 
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Effect sizes were found to vary as a factor of research design, Q B (2) ¼ 41.61, p , .001. As depicted in Table 4 , post hoc comparisons showed that the largest mean effect size was obtained from the Sim:PTFGN contrast, which was significantly greater than that of the KG contrast and the Sim:NLFGN contrast. However, there was not a significant difference between the mean Sim:NLFGN and KG contrast effect sizes.
Design-Specific Methodologies
A number of specific experimental design moderators were included in the methodological strength ratings (Supplementary material online, Appendix A). Focusing on the simulation designs, these included provision of symptom-specific coaching, allowing use of outside resources to prepare feigning strategy, warning simulators not to fake too blatantly (see Viglione et al., 2001; Youngjohn et al., 1999) , and the provision of financial compensation offered for successful feigning (Binder & Willis, 1991) , to name a few. Table 5 presents results that compare d-scores for contrasts from simulation designs with and without these characteristics present. In considering these data, it might be helpful to keep in mind that moderators that reduce the d score differences here reflect decreased ability to discriminate honest from feigning groups. Coaching participants specifically on symptoms of the disorder, they were asked to dissimulate occurred in 20 of 38 simulation contrasts, and resulting in significantly reduced effect sizes for studies that coached simulators. Likewise, providing access to outside resources, the Internet, or other preparation materials was associated with a significantly lower effect size for simulation studies with prepared feigners. Warning participants to feign believably, without over-exaggerating and being caught, was surprisingly associated with significantly increased effect sizes than for those studies that did not include this warning. Lastly, provision of financial motivators to "successful feigners" was associated with a trend toward decreased effect size. Looking specifically at those simulation studies that did provide financial incentive, the amount of money offered was significantly related to effect size (Stouffer's Z ¼ 6.47, p , .001), where higher incentive was associated with a smaller effect size. Of note, the mean total incentive for those provided it was $48.14 (although in many studies this was awarded by lottery to what amounted to a subset of successful feigners). 
Accuracy of Tests for Individual Classification Decisions
Having explored the ability of each test to separate groups of honest and feigning individuals, and the within-study factors that may moderate differences in group separation across indices, the accuracy of each test's classification decisions for individual participants was evaluated. All research designs studied here allowed computation of sensitivity, specificity, and overall hit rate values at recommended cutting scores. These can be calculated from the passing rates of all known honest individuals (specificity) and failure rates of all known feigning individuals (sensitivity) in a study. Thus, sensitivity, specificity, and the aggregated hit rate values provide the proportion of those individuals accurately classified by the test at a given cutting score. These values are relevant for clinicians when selecting a test for use, because they suggest how likely it is that the true population of honest or feigning individuals will be correctly classified by a test. In actual clinical application, sensitivity, specificity, and estimated base rate of feigning may be used to determine what proportion of a test's positive (feigning) and negative (honest) determinations are accurate (e.g., positive and negative predictive powers or PPP and NPP). Because PPP and NPP vary with base rates, only the more stable sensitivity and specificity parameters are evaluated here. Table 6 provides classification accuracy rates by measure. All 48 of the usable contrasts contributed sensitivity and specificity values, after re-including the outlier for the TOMM noted above. The mean sensitivity value across all five tests was 0.69, with a 95% CI of 0.63 -0.75. There were no significant differences across tests for this variable-F(4,42) ¼ 0.556, p ¼ .703. The present mean sensitivity value was higher than that reported by Vickery and colleagues (0.56) . However, given that CIs were not reported for this value by Vickery and colleagues, it is not possible to evaluate statistical significance. For specificity, the mean value across tests here was 0.90, with a 95% CI of 0.86 -0.94. Specificity was significantly different across tests-F(4,42) ¼ 5.42. In this case, the specificity value of the WMT (0.69) was significantly lower than that of the TOMM and the LMT. For Vickery and colleagues, the mean specificity value was 0.96, although once again a lack of CIs from the previous study precludes determination of a significant difference between the two meta-analyses. The mean hit rate across tests was 0.79, with a 95% CI of 0.76-0.83. There were no significant differences in this parameter across tests-F(4,42) ¼ 1.87, p . .05. The mean hit rate across tests here of 0.79 was comparable with the value reported by Vickery and colleagues of 0.77.
Test parameters were also examined by research design (i.e., Sim:NLFGN, Sim:PTFGN, and KG), collapsing across all tests examined here. Results are shown in Table 7 . For sensitivity, significant differences were found across design-F(2,44) ¼ 6.77, p ¼ .003. Pairwise contrast using Tukey's HSD indicated that the Sim:PTFGN produced significantly higher sensitivity estimates than KG studies, but no other contrasts were statistically significant. Analyses of variance for specificity and hit rate were not significant across research design.
Discussion
This meta-analysis provides a review of selected tests dedicated to the detection of feigned deficits during neuropsychological examinations and is the first update since Vickery and colleagues (2001) . Using tightened inclusion criteria, five tests were identified for review. In terms of aggregate effect sizes, the mean d collapsed across tests was 1.55, which is significantly larger than that reported by Vickery and colleagues (2001) . Although all five tests had large effect sizes, a hierarchy was identified, such that Table 6 . Test-wise contrasts of classification rates (M, SD) at various cutting scores (Greub and Suhr, 2006) Measure ANOVA p-value VSVT . WMT ¼ TOMM ¼ LMT . MSVT. Effect sizes were related to study design, with ds for Sim:PTFGN . KG ¼ Sim:NLFGN. Several features of simulation designs moderated effect sizes with reduced ds associated with symptom-specific coaching of feigners, availability of outside resources for feigners to prepare, and higher contingent monetary bonuses offered for successful feigning. Unexpectedly, inclusion in instructions of a warning to feigners to fake believably was associated with increased effect sizes. Considering classification parameters, mean sensitivity across tests was 0.69, specificity was 0.90, and hit rate was 0.79. There were no significant differences across tests in sensitivity or hit rate. However, the WMT had significantly lower specificity than the TOMM and the LMT. Research design was not related to specificity or hit rate values, although sensitivity was significantly higher for Sim:PTFGN designs than for KG methodologies. Overall, these findings indicate that there are multiple well-validated tests for detecting neurocognitive feigning during neuropsychological examinations. All the procedures reviewed here had generally strong classification characteristics with the possible exception of the WMT's specificity. However, it should be noted that the WMT has robust support from a number of published studies that did not meet the inclusion criteria for the present meta-analysis (Green, 2007) .
Effect size moderators were only examined for studies using simulation designs (Sim:PTFGN and Sim:NLFGN). Most of the findings here were intuitively clear, including the reduction in effect size differences for coaching feigners on specific symptoms, for making outside resources such as internet information available for feigners and for higher monetary incentives for successful feigning. One unexpected finding was that effect size differences increased when feigners were warned not to be too blatant in their approach to test-taking. There does not seem to be an obvious explanation for this finding, and it may be worthwhile to explore this issue further with additional experimental studies on the effects of various manipulations of instructions in simulated feigning designs.
One issue that has been of interest in the area of research on detection of neurocognitive feigning has been the question of the extent to which simulation studies of feigning produce ecologically valid results. The present meta-analysis does provide information on this issue, but in a nuanced way. Considering d scores as the dependent variable, simulation designs that included patients instructed to exaggerate their problems as well as patients instructed to answer honestly (Sim:PTFGN) produced significantly higher values than found in KG designs. However, d scores from KG studies were not significantly different from the simulation designs that contrasted normals instructed to feign deficits with patients independently verified as responding honestly. This pattern of results might have occurred because patients instructed to feign have fewer cognitive resources due to pathology to fake realistically. Alternatively, as instruction sets for patients who are to feign often request that they exaggerate their actual problems, these participants may have overdramatized their cognitive deficits during testing, as requested. Overall, results from d score analyses suggest that Sim:PTFGN may overestimate effect sizes relative to KG designs, although there was not a significant difference between Sim:NLFGN and KG findings.
The generalizability of results from simulation designs may also be addressed at the level of classification accuracy statistics. Here, the results were also mixed. No significant differences across research designs were seen for specificity and hit rate values. There was a significant difference across designs for sensitivity. This was accounted for by a significantly higher sensitivity rate for the Sim:PTFGN than for the KG studies. However, there was not a statistically significant difference between the Sim:NLFGN and KG studies for sensitivity rates. Although more data addressing the question of the generalizability of results from simulation studies would be desirable, at present it appears that only the Sim:PTFGN design might generate results of questionable generalizability, whereas the available evidence points to seemingly adequate ecological validity for Sim:NLFGN designs as they do not produce d scores or classification accuracy estimates that are significantly different from those found in KG studies. In considering the question of research designs used to investigate the effectiveness of tests designed to detect neurocognitive feigning, it may be helpful to take an alternate perspective to the issue of which design is "best." In fact, both simulation and KG designs have significant strengths and weaknesses. KG designs, by virtue of including actual patients in real-world evaluations, clearly have strong external validity. However, because this methodology does not utilize random assignments to groups and an experimental manipulation, internal validity is less robust. For example, differences between those identified as feigning and those classified as honestly responding are typically attributed to the presence or the absence of a malingering response set. However, the possibility that the two groups were different in important ways prior to decisions to feign or respond honestly cannot be ruled out as a partial determinant of any findings. Additionally, it is possible that only incompetent malingerers end up classified as feigners in KG studies, which ironically may raise questions about generalizability of findings. Of course, there are also weaknesses in simulation designs. Even the closest attention to instructions, monetary incentives, tests included in the battery, debriefing and elimination of non-compliant participants, and so forth, cannot capture the constellation of experiences and incentives present in real-world settings. However, simulation studies do have high internal validity when appropriate methodological steps are taken. It may be most useful to consider simulation and KG methodologies as complementary, with the highest confidence placed in tests that demonstrate converging support from both types of investigations.
There are important limitations to the present report that should be carefully considered. The mean sensitivity and specificity values presented here must be translated into predictive powers by incorporating estimated base rates of feigning in local settings. In KG results summarized here, symptom validity tests were typically an important component in assigning individuals to feigning or honest groups; although no study that used a test summarized here as both a criterion and a dependent variable in the report was included, some concern about circularity might potentially be raised. Consistent with current practice in this area, all of the KG procedures studied here used a norm-based cutting score to classify individuals as feigning or honest, and this is ultimately a probabilistic exercise, meaning that some errors in classification are likely present.
In summary, this meta-analysis demonstrated that there are a number of well-validated procedures for identifying neurocognitive feigning during evaluations. Given the modest sensitivity of most of the tests reviewed here, it is important to note that clinicians should not rely on a single procedure to address the possibility of feigned deficits. Instead, several procedures tapping different domains and administered across the evaluation should be employed (Boone, 2007) . Additionally, given concerns about possibly compromised validity of existing feigning tests, it will continue to be important to develop novel, well-validated additional tests in this area.
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