Stochastic models of electricity spot prices depend on price spikes and long-term seasonality. Therefore it is crucial to determine suitable methods for the identification of price spikes and the modeling of long-term seasonal components (LTSC). Following recent studies (Janczura and Weron, 2010; Janczura et al., 2013), we compare the proportion of observations identified as outliers for five different outlier detection methods and three approaches to long-term seasonality modeling. After removing the effects of outliers, we compare the out-of-sample forecasting performance for three categories of long-term seasonality models: dummies, Fourier series, and wavelet-based methods. We consider various combinations of each approach and perform a comprehensive backtesting comparison at different forecasting horizons for the recently liberalized Turkish electricity market.
3 application of various models on different electricity markets.
The choices of method for detecting price spikes and modeling long-term seasonal components have strong consequences for the parameter estimates and the fit of the stochastic models. There are different methodologies in the literature to model the trend of the seasonal component of electricity spot prices. One commonly used simple method is the application of piecewise constant functions (or dummies) for the months (see Fanone et al., 2013 , Fleten et al., 2011 Haldrup et al. 2010; Higgs and Worthington, 2008) . Another method is the use of sums of sinusoidal functions of different frequencies (see Keleş et al., 2012; Erlwein et al., 2010; Koopman et al., 2007; Cartea and Figueroa, 2005) . Another way to model the long term seasonal component is the applicaiton of wavelet decomposition and smoothing techniques (see Conejo et al., 2005; Weron, 2010, 2012; Schlueter, 2010; Stevenson, 2001; Stevenson et al., 2006; Weron, 2006 Weron, , 2009 Weron et al., 2004a,b) .
In this study we consider a wide range of outlier detection methods and long-term seasonality models which have not yet been considered for Turkish spot electricity prices. Based on our analysis, we then provide recommendations for the modeling of spot electricity prices in Turkey.
[1] Our findings can also provide guidance for other energy markets that were recently liberalized or which are in the process of liberalization.
Data
Our dataset consists of 1509 observations of daily electricity spot prices in Turkey from December 1, 2009 to February 13, 2014. There are two ways to represent electricity prices for stochastic models. We can either model the spot price p t directly or the log price time series, i.e. ln(p t ). In the first approach, we have p t = T t + s t + X t , where T t is the long-term trend component, s t is the short term seasonality component, and X t is the stochastic component. For the second approach, we write p t = exp(T t + s t + X t ), which is in multiplicative form and ensures non-negativity of spot prices. In some datasets, the spot price of electricity can be negative since it is usually costly for power companies to shut down and restart production. However, though uncommon, we have no negative prices in our dataset. Notwithstanding, we still prefer to use the multiplicative form which guarantees positive prices. The dataset of spot electricity prices, displayed in Figure 1 , exhibits spikes and seasonality.
Detecting Price Spikes
The proper identification of spikes is a crucial part of models for electricity spot prices since spikes can significantly influence the deterministic and stochastic components of a model. In the literature, the following spike identification methods have been applied: (1) fixed price thresholds where all prices exceeding some suitably chosen price level are classified as spikes (e.g. see Boogert and Dupont, 2008) ; (2) Variable price thresholds [1] A large set of MATLAB functions for different outlier and long-term seasonality models are provided by R. Weron on the website: http://ideas.repec.org/e/pwe42.html, which we used in our study.
where a certain percentage of the highest (and/or lowest) prices, e.g., the upper 1% of prices are classified as outliers (see Mayer et al., 2012) ; (3) Fixed price change thresholds where price increments or price returns exceeding some threshold are classified as outliers (Bierbrauer et al., 2004) ; (4) Variable price change thresholds, more commonly known as the "recursive filter" technique, where prices corresponding to the price increments (or returns) exceeding three standard deviations of all returns are removed one by one in an iterative procedure (c.f. Weron, 2006) ; (5) Wavelet filtering where the signal (the price series) is first decomposed using the wavelet transform, then reconstructed up to a certain level of detail (c.f. Trück et al., 2007) ; (6) Thresholds implied by the Gaussian 90% prediction intervals (see Borovkova and Permana, 2006) ; (7) Thresholds yielding the best model in terms of matching kurtosis (see Geman and Roncoroni, 2006) ; (8) Markov regime switching model (see Weron, 2008) ; and (9) Recursive seasonal models where at each step the number of outliers is reduced based on the marginal reduction of the mean squared error (MSE) obtained from fitting a seasonal pattern to the new series (Janczura and Weron, 2010) . In this study we apply the methods (1), (2), (4), (6), (9). We did not apply (3) since we are not working with log-returns or price returns for our time series. We also did not employ (5) since we eliminate long term seasonality with wavelet filtering. The other methods applied in this paper are the most common methods used in the literature. In Janczura and Weron (2010) , which is the inspiration for this study, they employ fixed price thresholds, variable thresholds, recursive filters, recursive seasonal and Markov regime switching methods for the identification of spikes. Since all of the above methods are explained in detail and our procedure is exactly the same as in Janczura and Weron (2010) we only present our results. The identification of spikes has a direct impact on the long-term and the stochastic components. If the outlier detection method produces too few spikes, then the forecasting performance of the long-term mean component will be poor and will fluctuate more often, thus overshooting or undershooting the correct level. However, if too many spikes are observed, the long-term component will be too smooth and the stochastic component will underestimate the variation in prices.
Figure 2
Detecting price spikes/outliers using the following methods: Fixed Price Threshold; Variable price threshold; Recursive filter on prices; Gaussian prediction interval; Recursive seasonal model. The deseasonalization approach used here is a wavelet approximation for the LTSC.
As can be seen in Table 1 and Figure 2 , different outlier detection methods yield significantly different results in terms of both the number of spikes and drops and also the average magnitude of spikes and drops. Figure 2 illustrates the results for a wavelet long-term seasonality model. However as Table 1 indicates, the results are generally the same across the sin-EWMA long-term seasonality models. According to the wavelet LTSC in Table 1 , FPT1 (fixed price threshold with deseasonalized log-prices exceeding the range of (-0.5,0.5)) produces the smallest number of price spikes (0.32%); and VPT2 (variable price threshold with 10% highest and 10% lowest deseasonalized log-prices treated as outliers) yields the highest number of price spikes (10.03%). Following VPT2, VPT1 (variable price threshold with 2.5% highest and 2.5% lowest deseasonalized logprices treated as outliers) classifies 2.47% of the observations as spikes. FPT1 (thresholds determined by the mean-excess function as (-0.32,0.32)) and GPI produce similar results and RFP and RM identify the same number of price spikes. We expect that the model that identified the highest number of the price spikes produced the lowest average value of a spike. For example, VPT2 has the lowest average value of 5.03 while FPT1 has the highest value with 5.72. For the other methods, the average log-price spike lies between TL 5.12 and TL 5.47. The results for price drops are similar to the price spikes. According to the wavelet based modeling, FPT1 yields the smallest number of price drops while VPT2 produces the highest number of drops. The lowest average log-price drop (3.94) is captured by FPT1 and the highest (4.45) comes from VPT2 as predicted. 
Modeling Long-Term Seasonality
We decompose the log-spot prices into three components: the stochastic part X t , the short term component s t , and the long-term seasonality component T t . We investigate three approaches to modeling the log-term seasonality T t : 1) dummies or piecewise constant functions, 2) sine/cosine functions, and 3) wavelets. As in Janczura et al. (2013) , we apply the same set of models to test the forecasting performance of different long-term seasonality models in each of the three approaches.
In the first approach, each month is fitted to the data. Forecasting using this approach is straightforward, however it does not yield a smooth seasonal component and therefore smoothing techniques may be necessary. In the second approach, log-prices are modeled as linear combinations of sine and cosine functions. Sine and cosine functions yield periodic results, however, electricity prices often do not show periodic behavior. Therefore, multiple sine and cosine terms at different frequencies are utilized. The wavelet decomposition is more robust for outliers and is a less periodic alternative to the Fourier series approach. As in Janczura et al. (2013) , we consider a variety of wavelet models that differ from each other in terms of the way the signal is extrapolated before applying the Discrete Wavelet Transform (DWT) and in the choice of the input signal.
The details of these methods are given in Janczura et al. (2013) . A total of 152 models are considered using the three approaches described above. We follow exactly the same model codes as given in Table 1 of [25] .
In Tables 2 and 3 , we present a classification of the models used in this study. Table 2 The six digit codes of the 152 models tested in this study, part I. A star (*) indicates that a certain digit can take one of a few values and is used to represent subgroups of models. A square cup (' ') identifies the digit of interest.
8 BOGAZICI JOURNAL Table 3 The six digit codes of the 152 models tested in this study, part II. A star (*) indicates that a certain digit can take one of a few values and is used to represent subgroups of models. A square cup (' ') identifies the digit of interest.
Empirical Results
We compute three measures of forecasting accuracy for each model and for each forecast horizon, namely the mean absolute error (MAE), the mean squared error (MSE), and the mean absolute percentage error (MAPE). Then, we rank the models from 1 to 152 based on the values of MAE, MSE, and MAPE for the various forecasting horizons. In Table 4 , the top twenty models together with the best models from each family are listed according to the three measures of forecast accuracy. We use the indices a, b, c, d, e for MAE; 1, 2, 3, 4, 5 for MSE; and A, B, C, D, E for MAPE to indicate the best five models in terms of each measure. According to MAPE, four out of the top five models are from the 6**** wavelets group with an exponential decay to the median fitted to spike-filtered prices. In particular, these four models differ only in the choice of the wavelet family ( ) and in the choice of the approximation level (62221 e,E ). Surprisingly, the best model in terms of MAPE comes from the simple models, i.e. 10004 a,A . However, it is also consistent with the other wavelet based models in the sense that both models support exponential decay to the median with the decay parameter λ = 1/30.
The first three models ranked according to MSE also appear in the list of MAPE and the fourth best model (63121 4 ) is also from the same wavelet family. The fifth model is again from the wavelet family, but fitted to raw prices (without filtering spikes).
The models in the top twenty list are dominated by two sets of models. Eleven of them are from the 6**** family and another eight of them belong to 4**** family according to all three measures, MSE, MAE, and MAPE. The best models from the other families lag far behind the top models, ranking near the middle of the list. The best models from the 7**** and 5**** families are ranked at 71 and 94 for MAE (and MAPE), and 76 and 100 for MSE, respectively. Following them, the median based monthly dummy models rank at 113 for MAE (and MAPE) and 103 for MSE. Sine based models fitted to raw and spike filtered prices (2**** and 3****) are listed with ranks at 121 and 115 for MAE (and MAPE) and at 117 and 114 for MSE, respectively.
Among the top 20 models, models 6**** with wavelets with an exponential decay to the median provide a better fit to the data if the spikes are replaced by the upper/ lower 2.5% quantiles of the deseasonalized prices (models with '2' as the fourth digit). We also observe that for the models 4**** generally S 6 approximation performs better than the S 7 approximation level. It is also clear from Table 4 that for all the models in the top twenty, the models with exponential decay to the median with decay parameter λ = 1/30 are far superior to models with decay parameter λ = 1/180.
In Figure 6 , we use histograms to plot the number of times models from a given family are ranked in the top five (which roughly corresponds to the top 3.2%), top ten (or 6.5%) and top fifty (or 32.8% ) of all 152 models according to MAE h , MSE h , and MAPE h for each of the six forecast horizons h = 1, 2,..., 6. The expected number of models from a given family is represented by the white bars in Figure 6 with the assumption that all model families are proportionately represented in the "top ..." models. For example, the expected number of the 6**** models in the "top 5" is equal to (48/152)·5·6 = 9.47 where '6' represents the number of forecast horizon h. Figure 6 provides results consistent with our observations from Table 4 . Models from the 6**** family perform much better than the ones in the other families and significantly better than the number of expected values. Models from the families 4****, 7****, 5****, and 1**** come in order after the 6**** models. There is clear evidence in Figure 6 that sin-based models do not perform well for modeling long-term seasonality. Table 5 and Table 6 contain lists of the top five models according to the three error measures MAE h , MSE h , and MAPE h for h = 1,.., 6. We observe that two models among the overall best performing models (emphasized in bold in Table 4 ) are listed in the top five for the 1-7 day forecasting horizon. Similarly three of the best performing models are ranked in the list of the top five for the 8-30 day, 31-90 day, and 91-182 day forecasting horizons.
None of the overall best performing models appear in the top five list for the third and fourth quarters of the one-year forecasting window. As expected, the forecasting power of the overall best performing models decreases as the time horizon increases. The results show that the third and fourth quarters of the one-year forward curve require different models.
1-7 Day Forecasting Horizon
For the 1-7 day forecasting horizon, 6**** type models (wavelets with an exponential decay to the median fitted to spike-filtered prices) dominate the other models. It is important to note that all 6**** models come from an S 6 approximation level which is a more sensitive approximation. This result is consistent with the belief that a more sensitive approximation level provides a better local calibration and in turn a better short term estimation. Among the 6**** models, the ones from the Daubechies wavelet family of order 12 perform better than other Daubechies and Coiflets models.
8-30 Day and 31-90 Day Forecasting Horizons
For the 8-30 day forecasting horizon, there is no model other than 6**** in the top five list. This result underlines the superior forecasting power of the wavelets family with an exponential decay to the median fitted to spike-filtered prices to the one month period. We also observe that for both the 8-30 day and the 31-90 day periods, all of the 6**** models also belong to the S 6 approximation level. It is also interesting to note that all of the models in the 8-30 day, 31-90 day, and 91-182 day periods exhibit relatively fast exponential decay to the median with λ = 1/30. Furthermore, consistent with our previous results, the only simple model which appears in the top five lists of different forecasting horizons is 10004, i.e. exponential decay to the median with the decay parameter λ = 1/30.
91-182 Day and 183-274 Day Forecasting Horizons
For the 2nd quarter (91-182 day), although there are two 6**** models from the overall best performing models, 4**** types of family (wavelets with an exponential decay to the median fitted to raw prices) dominate the top five lists according to the three different error measures. Surprisingly, although the best forecasting model (42101) comes from the family which is fitted to raw prices, the second best model (62121) comes from the family which is fitted to spike filtered prices. Good performance of the 4**** models continues also into the 3rd quarter (i.e. 183-274 day forecasting horizon) as they are ranked among the best three models. For this period, all of the 4**** and 6**** models show slow exponential decay to the median with λ = 1/180. 
275-365 Day Forecasting Horizon
It is clear from the 3rd and 4th quarter panels that, towards the very end of the forward curve, electricity prices require a different kind of modeling. For instance, although 7**** models perform poorly for the forecasting period of a whole year, they are ranked in the top five lists for the 3rd and 4th quarter forecasting horizons. Surprisingly, no 4**** or 6**** type models exist in the 4th quarter. Apparently, linear decay to the median is superior to the exponential decay to the median for the long end of the forward curve.
If one searches for the best performing models, then few candidates exist. Three models, namely 61121, 62121, and 64121, which appear in the top five models (emphasized in bold) in Table 4 also enter into the list of the best five models of 1-7 day, 8-30 day, 31-90 day, and 91-182 day forecasting horizons. In other words, appropriate models for up to a 182 day forecasting horizon are the wavelet-based, S 6 approximation level with spikes replaced by the upper/lower 2.5% quantiles of the deseasonalized prices and with exponential decay to the median with decay parameter λ = 1/30 models. These best performing models differ only in the choice of the wavelet family. Table 6 Top Five Models According to the Three Error Measures and over All Six Datasets. The models are ranked with respect to MAPE h,, independently for each of the three longer forecasting horizons: 91-182 days, 182-
Figure 6
Histograms show how many times models from a given family (1****, 2****, 3****, 4****, 5****, 6****, 7****) are ranked in the top 5 (top row), top 10 (center row) and top 50 (bottom row) of all 152 models according to MAE, MSE, and MAPE, (in columns, from left to right) for each of the six forecast horizons h = 1,..., 6
Conclusion
Spot electricity prices are often characterized by price spikes and seasonality. The prices observed in the Turkish electricity market are no exception. Therefore, it is important to find an appropriate outlier detection method and then model long-term seasonality in prices. We apply different outlier detection methods following Janczura and Weron (2010) . For modeling the long-term seasonality component, we consider three approaches following Janczura et al. (2013) , namely, (1) Fourier decomposition, (2) piecewise constant functions or dummies, and (3) wavelet decomposition. After removing the long-term seasonality in the price time series under three different approaches, we remove price spikes and compare different outlier detection methods. We observe that FPT1 (fixed price threshold with deseasonalized log-prices exceeding the range of (-0.5,0.5) ) produces the smallest number of price spikes (0.32%), and VPT2 (variable price threshold with 10% highest and 10% lowest deseasonalized log-prices treated as outliers) yields the highest number of price spikes (10.03%). Forecasting performance of long-term seasonality models are compared at six different forecast horizons with a maximum forecasting horizon of one year. We replace the spikes by the mean of the deseasonalized prices, or, alternatively, we replace spikes by the upper/lower 2.5% quantiles of deseasonlized prices. In these three approaches to modeling long-term seasonality, we utilize a total of 304 models and find that the models based on wavelet decomposition perform best in forecasting spot electricity prices in Turkey. On the other hand, Fourier decomposition models tend to overshoot or undershoot. To the best of our knowledge, this is the first study that offers a comprehensive comparison of different long-term seasonality and outlier detection models for spot electricity prices in Turkey.
