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The main result of this paper is a structure theorem for continuous inter- 
twining bilinear forms on the Frechet spaces of (?-vectors of two Banach 
space representations of a Lie group. Using elliptic regularity theory it is shown 
that such forms can be identified with a certain class of closed densely defined 
intertwining operators. As an application of this result it is shown that all the 
usual criteria for equivalence and irreducibility of unitary representations 
remain valid for the corresponding differentiable representations on the spaces 
of Cm-vectors. The results are used to study families of representations having 
a common space of Cm-vectors, and the theory is illustrated by some examples. 
The spaces of Cm-vectors of the regular representations in L”(G) are described, 
and the result is used to characterize a certain class of closed translation 
invariant operators from L”(G) to L*(G). The same technique is used to 
characterize the space of Cm-vectors of an arbitrary induced representation of 
a Lie group. 
Let U be a continuous unitary representation of a Lie group G in 
a Hilbert space H. Let /3(*, *) b e a continuous sesquilinear form on 
the FrCchet space Dm( U) of Cco-vectors for U such that 
P(Wd% W)Y) = PC? Y) for all g E G, x, y E Dm( U). 
If U is irreducible we show that /3(*, *) has to be a multiple of the 
scalar product on H: 
Rx, y) = const(x, Y> for all x, y ED,(U). 
*After August 1, 1971: Matematisk Institut, Aarhus Universitet, Aarhus C, 
Denmark. 
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On the other hand, assuming that the scalar product is essentially the 
only continuous group invariant sesquilinear form on Dm( U), it is 
easy to show that U is irreducible in H (Corollary 3.4). 
In [28, Section 31 Segal proved an analogous result for the action 
of a quantum process on the space of Coo-vectors for the energy 
operator. The result of Corollary 3.4 was conjectured by Segal in [28] 
on the basis of the many similarities between quantum field theory 
and the theory of group representations. 
If the representation U is not irreducible it is still possible to give 
a nice description of all continuous group invariant sesquilinear forms 
on DJU). Specifically, we prove that p has the form /3(x, y) = 
(TX, y), where T is a group invariant closed linear operator in H 
which maps Dco( U) into itself continuously (Corollary 2.1). The 
operator T is unique, and in case T is formally normal on Da(U) 
we show that T is automatically normal (Corollary 2.4). 
The proof is based on elliptic regularity theory, and our methods 
allow us to study continuous intertwining bilinear forms on the spaces 
of Coo-vectors of two arbitrary Banach space representations. As the 
main result of Section 2 we establish a bijective correspondence 
between such forms and certain closed densely defined intertwining 
operators (see also the introduction of Section 2). 
Section 1 contains some general results on Coo-vectors for a repre- 
sentation of a Lie group. Using a method due to Goodman we 
characterize the space of Cco-vectors of the contragredient representa- 
tion. We prove a general density theorem (Theorem 1.3) which is of 
some independent interest because it shows that for many purposes 
the choice of (group invariant) domain is immaterial (see e.g. Corol- 
lary 1.2). As a simple application of this result we identify the 
infinitesimal generator of the heat equation semigroup constructed 
by Nelson. 
In Section 3 we prove some results on irreducibility and equivalence. 
Originally, it was the author’s hope that a detailed structure theorem 
for intertwining bilinear forms would lead to a better notion of (weak) 
equivalence of representations of Lie groups. We give an example 
which shows that this hope was too optimistic (even for representations 
in Hilbert spaces). For unitary representations the results of Section 2 
give new criteria for irreducibility and equivalence. We show that all 
the usual Hilbert space conditions remain valid for the associated 
representations on the FrCchet spaces of Cm vectors. 
In Section 4 we study families of Banach space representations 
having a common space of Coo-vectors. In case the family contains an 
irreducible unitary representation we get some additional information 
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about various types of irreducibility and equivalence of all representa- 
tions in the family. 
Section 5 contains some examples. First we consider various Banach 
space representations of the Heisenberg group to illustrate the theory 
developed in Section 4. We characterize the space of Coo-vectors for 
the regular representations of a Lie group G in Lp(G). The result is 
used to describe a certain class of translation invariant operators from 
Lp(G) to L*(G). 
Using elliptic operators Blattner proved that a Coo-vector for an 
induced representation UL (of a Lie group) is a continuous function 
in case the representation L of the subgroup is finite dimensional. 
In Section 5 we use our density theorem to give a complete charac- 
terization of the space of Cco-vectors of an arbitrary induced repre- 
sentation. In particular, we prove that a Coo-vector is actually an 
infinitely differentiable function, and an analytic vector is an analytic 
function. Also, we establish the fact that point evaluation always 
defines a continuous linear mapping on the space of Coo-vectors. 
The results of the present paper are essentially contained in the 
author’s Ph. D. Thesis [21], written under direction of Professor 
I. E. Segal. The author is indebted to Professor Segal for many 
helpful discussions on the theory of group representations. 
1. GENERAL RESULTS ON Cm VECTORS 
In order to establish the notation it is convenient to recall some 
results on representation theory [5, 11, 20, 251. 
Let G be a Lie group with Lie algebra g and let g --+ V(g) be a 
strongly continuous representation of G in a Banach space B. A vector 
x E B is called a C” vector for V if the mapping g + V(g)x is Cm 
from G to B or equivalently if the function g + (V(g)x, x*) is Cm 
on G for each continuous linear functional x* E B*. The set of Coo 
vectors is clearly a linear subspace of B which we will denote by D, 
or Dou(V). 
On D, we have a representation v of g defined by 
v(x)% = 1 V(exp(tX))x ItsO for X E g, x ED, . 
The mapping X + v(X) is a representation of g as a Lie algebra of 
operators having D, as a common invariant dense domain, and v has 
a unique extension to a representation, also denoted by v, of the 
universal enveloping algebra U(g). 
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Let {Xr , X, ,..., X,} be a basis for g, and let v~(X,) denote the 
infinitesimal generator of the one-parameter group t + V(exp(tX,)). 
Then D, can be characterized in the following way [ 11, Theorem 1. I] 
where D,l(,k,, denotes the domain of z)~(X~)~. In particular, D, 
coincides with “the maximal domain for Y” employed by Segal 
[26, 271. 
Following Goodman [ 1 I] we topologize D, by the following family 
of seminorms pn: 
for n = 0, 1, 2... (with the interpretation p&x) = [I x 11). Then D, is 
a FrCchet space [ 1 l] and for g E G the restriction V,(g) of V(g) to D, 
is a continuous linear operator on D, . Using the relation 
g . exp(tX) . g-l = exp(Ad( g) . tX) 
this can be seen directly, but it is also an immediate consequence 
of the closed graph theorem. 
For x E B and 4 E C,,“(G) we let 
where da is some left invariant Haar measure on G. Then I’(+), is 
a C” vector for V, and we have 
(X#)@) = $+(exP(--tx) * 4 ltzo 
for a E G. 
The linear subspace spanned by vectors of the form V(+)x (x E B, 
4 E COW(G)) is usually called the Girding space for V, and D&V) can 
also be described as the completion of this space (cf. Theorem 1.3 
below). 
Now let p denote the contragredient representation of V in the 
sense of Bruhat [5, p. 1131; i.e., p(g) = V(g-l)* /h where B is the 
(strongly closed) linear subspace of elements x* E B* for which the 
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mapping g ---t V(g-1)*x* is strongly continuous. For X E g we let 
&(X) denote the infinitesimal generator of the one-parameter group 
t + p(exp(tX)). The p roof of the following simple result is left to 
the reader. 
LEMMA 1.1. For all XE g we have DG~(,, = (9 E B j 2 ED~,J~)* 
and q(X)*4 E B) and 6,(X)2 = --v,(X)*&fo~ 2 E DqX) . 
Let B denote the associated representation of U(g) on Dm( p). Then 
for x E Doc( V), A! E D,J p), and L E U(g) we get 
(v(L)x, a> = (x, f&5*)4), 
where L + L* denotes the usual *-operation in U(g). In particular, 
we note that v(L)* > v^(L*), and since D=(P) is w*-dense in B* [5} 
it follows that v(L) is closable for each L E U(g). 
In order to characterize the C” vectors for P we need the following 
lemma. 
LEMMA 1.2. Let I _C [w be an open subset and let f be a mapping 
from I into B* such that the function t + (x, f (t)) is of class C2(I) 
for each x E B. Then f is of class Cl in the norm topology. 
Proof. For each t E I there exists an element f ‘(t) E B* such that 
~%f’W = fj$ <x, h-Yf(t + h) -“WI> 
for all x E B. By the principle of uniform boundedness 
llf(t + h) -f(t)11 < const I h I 
for 1 h 1 sufficiently small. Hence f is strongly continuous, and the 
same argument shows that the mapping t +,f’(t) is strongly contin- 
uous. We have to show that f’ is also the derivative in the norm 
topology. For x E B we have 
(x, h-W + h) -f(t)1 -f’(t)> = $ ,:,h (O’(S) -f’(t)> ds 
for 1 h 1 sufficiently small. Hence (for h > 0) 
II Wf(t + h) -f(t)1 -f’W 
s 
tih 
IIf’ -f’(t) ds-t 0 as h-+0, 
t 
since the integrand is continuous. Q.E.D. 
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PROPOSITION 1.1. Let x* E B*. Then x* is a Cw vector fw P z# 
the mapping g + <V(g) x, x*) is C” for each x E B. 
Proof. Let (X1 ,..., X6f be a basis for g and let 
~(4 = exp(hXd ... exp(tdW for t = (tl , t, ,..., td) E Rd. 
Then, the mapping g(t) -+ t is an analytic coordinate system in a 
neighborhood of e in G [12, Ch. II]. For t, E R we let F,Jtk) = 
V(exp( -tkXk))*. Suppose x* E B* has the property that g -+ 
(V(g)x, x*) is Cm for each x E B. If K C Rd is a compact neighborhood 
of 0 we have 
and 
(1 V(g(t)-1)” x* - x* (! 
< II qt,) “. Fd-l(h--1)[F&d) x* - x*l!I 
+ /I F,(t,) ... F~-z(td-z)[Fd-l(r,-l) x* - x*111 ... + Ii F&J x* - J* II 
< M i II F,(h) x* - x* II for all t E K. 
l&l 
By Lemma 1.2 the mapping t, --)r P,(t&* is C” in the norm topology; 
so x* E B. Then x* E Dco( 1’) by Lemma 1 .I and Goodman’s charac- 
terization of the C’“O vectors. QED. 
THEOREM I .l . Let L E U(g) be elliptic and let A = v(L). Then 
D&P) = fi Dta*)” 
7L=O 
Proof. Suppose x E B and xx E Dca*)n for all n E N. We want to 
show that the functionf(a) = (V( a ) x, x*), a E G is a weak solution of 
an elliptic equation of arbitrarily high order. For $ E C,““(G) we have 
J (L”+)(u)f(a) da = (V(L”$)x, x*) = (A”V(~)X, x*) G 
= (I/($)x, (A*)” x*) = 1, +(u)f,(a) da, 
wheref,(a) = (V(a)x, (A*)“x*) f or a E G. Since each f, is continuous 
it follows from the elliptic regularity theorem [2, 1901 thatfis Cm on G. 
Then by Proposition 1 .l x* E DJ p). Q.E.D. 
Similar arguments give the following result. 
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COROLLARY 1 .l. 1f {Xi ,..., X,} is a basis for g, then 
Now we return to the study of the representation V. In Section 2 
we shall find it convenient to use a different description of the topology 
on Dao( V). The following characterization of Dm( V) is due to Goodman 
(unpublished). For a special case see [19, Corollary 9.31. 
THEOREM 1.2. Let L E U(g) be elliptic and let A = u(L). Then 
Da(V) = fi DAn. 
V-0 
Furthermore, the topology on DQ)( V) de$ned by the seminorms x -+ 11 A”x 11, 
n = 0, 1, 2,... is identical with the topology defined by the family (p,}. 
Proof. Again the nontrivial inclusion follows from the elliptic 
regularity theorem (see also the proof of Theorem 1.1 in [ll]). To 
prove the last part we note that each seminorm 11 * jjn is continuous in 
the topology defined by the family {p,}, and since D, is a FrCchet 
space in both topologies they must coincide (the closed graph 
theorem). Q.E.D. 
PROPOSITION 1.2. For each x ED, , the mapping g -+ V,(g)x is 
Cm from G to D, . 
Proof. Let x ED, and let L = X2 .-* X2 E U(g) where 01 = 
(a i , 01~ ,..., ad) is a set of nonnegative integers. It suffices to show that 
the mapping g + v(L) V(g) x f rom G to B is Cm in a neighborhood of 
the identity e in G. Let g(t) + t denote the analytic coordinate system 
used in the proof of Proposition 1.1. Then the mapping (s, t) + 
V(g(s) . g(t))x is C* from R2d to B, but since 
74) %wx = (G)“’ ... (G,“” W(s) &Nx /a=O 
this completes the proof. Q.E.D. 
It is clear that the topology onD, depends only on the behavior of V 
on the connected component GO of the identity of G. This is reflected 
in the following result. 
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THEOREM 1.3. Let D be a dense linear subspace of B which is 
contained in D, and invariant under the V(g), g E G, . Then D is dense 
in D, (in the D,-topology). 
Proof. Since each V,(g) is continuous on D, we can assume that D 
is a closed subspace of D, , and, hence, that D is complete in the 
D,-topology. Then for x ED and 4 E C,“O(G,) we have V(C$)X ED 
[4, Chapter III, Section 31, and we want to show that each vector in D, 
is a limit of a sequence of vectors of this form. 
If x ED, there exists a sequence {xn} _C D such that x, + x in B. 
Then for L E U(g) we have 
in B. This means exactly that V(4) x, + V($)x in the D,-topology; 
so V($)x ED for all 4 E Cam(G,,). Since v(L) is continuous on D, 
we have 
v(L) V(+)x = 1 #(a) v(L) V(a)x da. 
Therefore, if -k&l C CoYG,) with 6, > 0, J&(a) da = 1, and 
svp A l. (4 P51, we get 
in B for all L E U(g). S ince we always assume V(e) = I this shows 
that V(‘(9& -+ x in D, . Q.E.D. 
The following result is a generalization of Theorem 1 in [27]. 
COROLLARY 1.2. Let D be a dense subspace of B which is contained 
in D, and invariant under the V(g), g E G, . Then 
for aZZL E U(g). 
@) = +) ID 
Proof. Obvious, since v(L) is continuous on D, . 
Remark. Theorem 1.3 has a natural analog in case t -+ V(t) 
is a strongly continuous semigroup in a Banach space. A simple 
modification of the proof gives the following useful result (which is 
well known in the case of a one-parameter unitary group in a Hilbert 
space). 
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COROLLARY 1.3. Let t --t V(t) be a strongly continuous semigroup 
in a Banach space B, and let A be the injinitesimal generator. Let D be 
a dense subspace of B which is contained in DA,, for some n E N and such 
that V(t)D C D for t E (0, co). Then D is a core for A”, i.e., 
Proof. Since A has a nonvoid resolvent set, An is a closed densely 
defined operator (see, e.g., p. 602 and p. 648 of [S]). Therefore, DA,, 
is a Banach space in the graph norm, and it is easily seen that D is dense 
in this space. Q.E.D. 
Now again let V be a continuous representation of G in a Banach 
space B. 
A vector x E B is called an analytic vector for V if the mapping 
g + V(g)x is analytic from G to B, or equivalently if the function 
g + (V(g)x, x*> is analytic on G for each x* E B*. The subspace of 
analytic vectors is clearly contained in D, , and Nelson [19, Lemma 
7. I] showed that a C” vector x is analytic for V iff C,“=, sn/n!(p,(x)) < CKI 
for some s > 0. 
The following fundamental result is also due to Nelson [19, 
Theorem 41. 
Let {X1 ,..., X,} be a basis for g and let d = C Xkz. Let (t, a) -pi(a) 
be the fundamental solution of the corresponding heat equation on the 
connected component of the identity G, of G. For t > 0 let 
Ptx = 
I’ G, P(4 v(a)x da 
for ZCEB 
Then P% is an analytic vector for V, and Ptx -+ x as t + 0. 
It follows from Nelson’s investigations (see [19] for details) that 
t + Pt is a strongly continuous semigroup of continuous linear 
operators in B. We have the following result. 
THEOREM 1.4. v(A) is the injinitesimal generator of the semigroup 
t + Pt. 
Proof. Let the infinitesimal generator be denoted by A. For 
4 E C,,~(GJ and x E B we have 
P”V(+)x = j- (p” *4)(u) Q)x da. 
GO 
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By the theory of the heat equation in L2( G,) we have 
$0” * w4 = 0” * 4)(4 
for all a E G, , t > 0. Thus (for h > 0) 
h-y -I] P”V($Iqx = ; f+, Pv(dtj)x ds. 
t 
Since the integrand is continuous this gives PV(4)x E DA and 
APV($A)x = PV(A$)x. 
Letting t + 0 we get V(+)x E DA , and 
AV(r#)x = V(A#)x = v(d) V(#)x. 
Then, by Corollary 1.2 v(d) C A. 
On the other hand P6 maps B into the space of analytic vectors, 
and by Corollary 1.3 this space is a core for A. Hence A C v(d). 
Q.E.D. 
For related results we refer to [15] and [20]. 
If X > 0 is sufficiently large the operator A1 - u(d) has a bounded 
inverse. Using Theorem 1.2 we get that each continuous linear 
functionalf on Dm( V) can be represented as a “distribution derivative” 
of some element x* E B*. 
COROLLARY 1.4. Let f E D,J V)*. Then there exist x* E B* and a 
nonnegative integer n such that 
f(x) = ((XI - v(d))” x, x”) 
for alZ x E Dm( V). 
2. INTERTWINING BILINEAR FORMS 
Let U and V be continuous representations of a Lie group G in 
Banach spaces H and K respectively. The corresponding infinitesimal 
representations of U(g) on the spaces of P vectors are denoted by u 
and o. Suppose /3(., *) is a (separately) continuous bilinear form on 
Dco( U) x D,J V) which is group invariant: 
B(U(g)x, VAY) = B(%Y) 
for all (x, y) E Dco( U) x Dm( V), g E G. 
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The importance of the study of such intertwining forms was 
established by Bruhat [5], and in this section we shall study the 
structure of /3 from a different point of view. As observed by Bruhat, 
there exists a unique continuous linear mapping T : Dcc( U) + Doj( V)* 
such that p(x, y) = (TX, y), and we have TU,(g) = V,(g-l)*T 
for all g E G. We have the following natural injections 
D&P) C K _C K” C Dm( V)*, 
and it is of interest to know when T actually maps Dm( U) into one of 
these subspaces. 
We prove that this is always the case and in fact T maps Dcc( U) 
into Dm( P) continuously. The method is based on regularity properties 
of the resolvent of the elliptic operator v(d); a technique which is 
well known in the theory of partial differential operators. 
THEOREM 2.1. Let U, V, and /3(., a) be as before. Then there exists 
a closed linear operator T from H to B with D, 2 Dm( U) and such that 
(1) T maps Dcc( U) into Dcc( P) continuously; 
(2) TU(g) = p(g)Tfor alZgE G; 
(3) P(x, y) = (TX, y> for all (x, y) E k(U) x k(V). 
Proof. Let {X, ,..., X,} be a basis for the Lie algebra g of G, and let 
d = x:;I=r XId2. By Theorem 1.4, the operators u(d) and v(d) are 
infinitesimal generators of continuous semigroups in H and K 
respectively. Since the spectrum of an infinitesimal generator is 
contained in a left halfplane we can choose a real number h > 0 such 
that the operator A = hl - u(d) has a bounded inverse in H. 
This has the advantage that x + /I A”x I/ is a norm on Dm( U) for 
n = 0, 1, 2 ,..., and we have 
for all x E Dm( U). By Theorem 1.2, this family of norms defines the 
topology on Dm( U). W e note that D,.p is a Banach space in the norm 
I/ x 11% = II &x II, and by Corollary 1.3 Dm( U) is dense in this space. 
We can assume that h is chosen such that the operator B = AI - v(d) 
has a bounded inverse in K. Then the corresponding statements hold 
for the family of norms y -+ 11 Bny 11 on Dm( V). 
Now, p(., .) is automatically continuous because we work with 
FrCchet spaces (see e.g. [24, p. 881). Hence for some integers m and n 
+/9/I-7 
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for all (x, y) E Dm( U) x DJ V). By the properties of the norms we 
can take m z: n. It follows that the mapping 
has a unique extension to a continuous bilinear form on H x K. 
In other words, there exists a continuous linear mapping S from H 
into K* such that 
for all (x, y) E Dm( U) x Dm( V). 
Let (x, y) E IL(U) x &(V and X E g. By Proposition 1.2 the 
mapping 
t - P( ~(expW))x, y) = /TX, V(exp(--tXN Y) 
is a C” function on IL!. By differentiation and use of the invariance of 
P(*, *> we get 
P(A”x, Y) = B(.% BY) forall mEN. 
For m = n this gives 
(SAznx, Bny) = (SAnx, B”ny). 
Since A maps Don(U) onto itself and B maps D&V) onto itself we get 
(SAnx, y) = (Sx, B”y) 
for all (x, y) E Dm( U) x DJ V). Then, for x E Dm( U) it follows that 
Sx E DcBn)* and (B”) *Sx = SA %. On the other hand, it is easily seen 
that (B*)‘” = (B”)* for all m E N, so SAnx = (B*)aSx. Since A 
leaves Doc( U) invariant, the left side of this equation is an element of 
DcB*)“; hence Sx E DcB*)ln . Repeating the argument we find that S 
maps Da(U) into Dco( v) = nr==, DtB+, (cf. Theorem 1.1). Thus, 
SAnx = 6(A1 - 0)“s~ for all x E: Doo( U), and it follows that S maps 
DJ U) into Dm( P) continuously. Now let 
To = SA2” IDwcrr) . 
Since S is continuous the operator (B*)2nS is closed, and T, C (B*)2nS. 
Therefore, T,, has a closure T, and it is easily checked that T has the 
desired properties. Q.E.D. 
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Using the notation introduced in the proof of Theorem 2.1 we have 
THEOREM 2.2. The operator T of Theorem 2.1 is unique, and it has 
the form T = ( 5’Azn). 
Proof. Suppose T is a closed linear mapping from H into K with 
D, 2 Dco( U) and such that 
(1) TU(g) = P(g)T for all g E G; 
(2) B(x, Y) = (Tx,Y) for (x,Y) ED,(U) x &(V>. 
Then, clearly TX = T,,x for all x ED,,,(U). Since a closed operator 
commutes with integration, we have TU(+) I p(4) T for all I$ E C,,“O(G) 
(In fact, if x E D, and z E DTt we have 
(T*x, U(#)x) = j- +(a)(T*z, U(a)x) da = (z, &#) TX). 
Since T is the adjoint of T* [24, p. 1561, we get U(+)x ED, and 
TU(+)x = p(4) TX.) If x E Dr. and {&} is an approximate identity 
we have U(+Jx + x and TOU($,)x = r(&) TX + TX. Hence 
T C To C (SP). 
On the other hand, let x E D,z, . By Corollary 1.3, there exists a 
sequence {A$ in Dm( U) such that x, + x and LI~~x, -+ A2n~. Then 
SAznxk = Toxk + SA2nx; so x E D, and SA2n~ = TX. Q.E.D. 
Remark. If G is connected it is easily seen that /3(*, -) is group 
invariant if and only if 
for all X E g, (x, y) ED,(U) x Da(V). 
Suppose K is a Hilbert space. Then it is natural to let p(g) = 
V(g--l)*, where * now denotes the Hilbert space adjoint relative to 
the scalar product (*, -> on K. In this case it is more convenient to 
consider sesquilinear forms, and we get the following result. 
COROLLARY 2.1. Let U be as before and let V be a continuous 
representation in a Hilbert space K. Suppose p( *, -) is a continuous group 
invariant sesquilinear form on Dm( U) x Dm( V). Then there exists a 
unique closed linear mapping T from H to K such that 
(1) D, 1 Da(U) and T maps Dm( U) into D,(P) continuously; 
(2) P(x, Y) = (TX, y> for all (x7 Y) E R(U) x Dm( V); 
(3) TU(g) = p(g)Tfor allg E G. 
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Remark. If V is unitary (or normal), we have Dm( P) = D&V), 
but in general this is not the case. In fact, simple examples show that 
we can have Dm( V) n Dco( p) = (0). 
THEOREM 2.3. Let U be a continuous unitary representation of G 
in a Hilbert space H, and let /3( *, a) b e a continuous Hermitian sesquilinear 
form on Dm( U) which is group invariant: 
B(u( g)x, u(g) Y) = B(x, Y) for all g E G, x, Y E Dm . 
Then there exists a unique closed symmetric operator T in H such that 
P(x, Y) = <TX, Y> for all x, Y E JL . 
This operator has the following properties: 
(1) T is self adj.oint and D, is a core for T. 
(2) T leaves D, invariant, and the restriction is a continuous linear 
operator on D, . 
(3) TU(g) = U(g)Tfor all g E G. 
Proof. Using the notation introduced in the proof of Theorem 2.1 
we have: A = Al - u(d)is a self adjoint operator in H and A > hL [20]. 
Since /I(*, *) is Hermitian, it follows from the construction of 5’ that S 
is a bounded self-adjoint operator. Since SA2” _C A2nS it follows that 
SA2n is essentially self adjoint. Therefore, we must have 
(SA2”) = To = A2nS; 
so the operator To has the desired properties. If T is any closed 
symmetric operator such that p(x, y) = (TX, y> for x, y ED, , 
we have To _C T and hence F0 = T. Q.E.D. 
COROLLARY 2.2. Let U be a continuous unitary representation of G 
in a Hilbert space H, and suppose T is a symmetric operator in H such 
that 
(1) D, 2Dm; 
(2) TU(g) 2 U(g)Tfor allg E G. 
Then T is essentially self-adjoint. 
Proof. By the closed graph theorem T maps DJU) into H 
continuously; so it suffices to take /3(x, y) = (TX, y> for x, y ED, . 
Then T has all the properties stated in Theorem 2.3. Q.E.D. 
The following result is a generalization of Corollary 2.4 in [20]. 
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COROLLARY 2.3. Suppose T is a symmetric operator on Dm( U) 
such that Tu(L) = u(L)T f or some elliptic element L E U(g). Then T is 
essentially self adjoint. 
Proof. The operator A = m is self adjoint [20], and we let 
V(t) = eitA for t E R. By Theorem 1.2, D,(V) = Dm( U) as topological 
vector spaces, and since T leaves Dm( U) invariant T is automatically 
continuous on this space. Then /3(x, y) = (TX, y) is a continuous 
Hermitian form on Dco( V), and 
P(k Y) = Bk AY) for all x, y E Dm( V). 
Therefore, p is also invariant under the V(t), t E R, so the result 
follows from Corollary 2.2. Q.E.D. 
A linear operator T on Dco( U) is called formally normal on D, if 
there exists a linear operator T’ on D, such that 
T’C T* and TT’ = T’T. 
COROLLARY 2.4. Let T be formally normal on Dm( U) and suppose 
either 
(1) TU(g) = U(g)Tforg E G; OY 
(2) Tu(L) = u(L)T for some symmetric elliptic element 
L = L* E U(g). 
Then T is essentially normal. 
Proof. We have T = A + iB and T’ = A - iB, where A and B 
are symmetric operators on D, such that AB = BA. Since 
(A2 + B2) u(L) = u(L)(A2 + B2) 
the operator A2 + B2 is essentially self adjoint by Corollary 2.3. 
Then, by Nelson’s general criterion [19, Corollary 9.21, the operator 
TI = 2 + 8 is normal. Since ri commutes with the unitary group 
generated by iu(L), we get TI = T by previous arguments. Q.E.D. 
Remark. The normality of TI can also be established by more 
direct arguments. In fact, since A and B commute with u(L) they are 
essentially self adjoint, and the unitary group t --j U(t) generated by 
ix commutes with the unitary group generated by iuTLT Then each 
U(t), t E Iw leaves D, invariant, and for each x ED, the mapping 
t --f U(t)x is differentiable from R to D, . Since B is continuous on 
D, the function f : t + U(t) BU( - t)x is differentiable, and 
f’(t) = U(t)[iA, B] U(-t)x = 0 for all t 6 R. 
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Therefore, U(t) SU(--t)x = Bx for all t E R, x E D, , and we get 
U(t)B c m(t) for all t E R. 
It follows that A and B are commuting self-adjoint operators. Q.E.D. 
If 2 E U(g) is a central element, then the operator T = u(Z) is 
formally normal on D, . In this case the normality of u(Z) has been 
established by Segal[27, Theorem 21. 
We close this section with a simple example which shows the rather 
special nature of the spaces of C” vectors for unitary representations. 
EXAMPLE 2.1. Let Y denote the Schwartz space of rapidly 
decreasing Cm functions on R. Let X E R and define 
(W)fM =f(x + t) 
(V(t)f )(x) = e”““f(x). 
for fE1SP, tE[W 
Then t -+ U(t) and t -+ V(t) are infinitely differentiable representa- 
tions of R in the Frechet space 9, and they form restrictions of 
continuous unitary representations in P(R). Let /3( *, *) be a con- 
tinuous sesquilinear form on 9’ such that 
PC Vt)f, Vt)g) = B(f, g) for tclR, f,gEY. 
On the basis of Corollary 2.1 one would maybe expect that p(*, *) 
has the form 
B(f, g) = (Tf9 gh 
where T is a closed intertwining operator in L2(R) which maps 9 
into Y continuously. In order to see that this is not the case we can take 
B(f, g) = A4 g(0) for f,gEy, 
where f denotes the Fourier transform off. Then p( a, *) is continuous 
and group invariant, but there is no linear operator T in L2(R) such 
that B(f,d = GY.f&. 
It is easy to construct intertwining operators for U and V. For 
example, let K E 9’ and take Tf = f’(h) * K for f E 9. Then T maps Y 
into 9 continuously and TU(t) = V(t)T, but T is not closable in 
L2(iR). In fact, U and V have no nonzero closed densely defined 
intertwining operators in L2( R). 
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3. IRREDUCIBILITY AND EQUIVALENCE 
Let U and Fr be continuous representations of a Lie group G in 
Banach spaces H and K respectively. We recall some general 
definitions. 
DEFINITION 3.1. A representation U is called topologically 
irreducible if there is no closed linear subspace of H which is invariant 
under the U(g), g E G, other than (0) and H. 
DEFINITION 3.2. A representation U is called operator irreducible 
in case it has the following property: If T is a closed densely defined 
linear operator in H such that 
Wg) = U(g)T for all g E G, 
then T = AI for some h E @. 
DEFINITION 3.3. U and I’ are called weakly equivalent if there 
exists a closed densely defined injective operator T with a dense range 
such that 
=w = %dT for all g E G. 
If there is a continuous isomorphism T of H onto K with this property, 
U and I’ are called equivalent. 
Remark. The notion of weak equivalence of representations was 
introduced by Naimark in connection with this work on the Lorentz 
group (see [18,29] f or references). Further investigations can be found 
in the work of zelobenko on complex semisimple groups [30, 311. 
A general discussion of “Naimark related” pairs of representations 
was given by Fell [9]. This paper also contains some interesting 
examples. 
The notion of operator irreducibility adopted in the present paper 
is a special case of a definition proposed by Gelfand, Graev and 
Vilenkin in their book which also contains some examples [lo]. 
We remark that some of the results of the present section are also 
valid for representations in more general spaces, but here we are 
mainly concerned with Hilbert space representations. 
Before the discussion of equivalence and irreducibility we establish 
some general properties of closed intertwining operators. Suppose T 
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is a closed linear operator from H to K. We Iet T, denote the restric- 
tion of T to the following domain 
DTm = {x ED,(U) 1 x ED~ and TX ED,(V)}. 
Then T, is a closed linear operator from Dco( U) to D=(V). 
THEOREM 3. I. Let T be a closed (densely defined) linear mapping 
from H to K such that 
TU(g) = V(g)T for alf g6 G. 
Then, T, is a closed (densely-defined) linear mapping from Dm( U) to 
D&V) and 
Tmum(g) = Vdg) Tm for all g E G. 
If, furthermore, Dr > Dm( U), then T, is a continuous linear mapping 
of D,J U) into Dm( I’). 
PYOOJ? Since a closed linear operator commutes with integration 
we have 
TV& 1 V(4F’ for all 4 E C,,“(G). 
Thus, U(+)x E Drm for all x E D, , 46 E Cow(G). By Theorem 1.3 
T, is densely defined in Dm( U) if and only if T is densely defined in H. 
Also T, has a dense range in Dm( V) if and only if T has a dense range 
in K. Suppose D, > DW( U). By the closed graph theorem T maps 
Dm( U) into K continuously. Then for x ED,( U), the mapping 
g -+ TU,(g)x is Cm from G to K by Proposition 1.2. Since T inter- 
twines the representations, this shows that TX is a Cw vector for V; 
so T, is defined on all of DoD( U). Q.E.D. 
THEOREM 3.2. Let S be a closed linear operator from Dm(U) 
to Dm( V) such that 
SU,(g) = V& g)S for all g E G. 
Then S has a closed extension S from H to K which intertwines U and V. 
Proof. In order to see that the closure in H x K of the graph of S 
is the graph of a linear operator we assume 
hz> C Ds , x, - 0 in H and Sx,+yinK. 
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Then we have to show y = 0. Since U(4) is a continuous linear 
mapping from H into Dm( U) for each 4 E Co”(G), we get U(4) x, + 0 
in Doo( U) and SU,(+) x, = V&4) Sx, + V(4) y in Da(V). Since S 
is closed, we have V(4) y = 0 for all+ E Co”(G); hencey = 0. Q.E.D. 
Remark. It was seen in Example 2.1 that the previous result does 
not necessarily hold if Dm( U) and Dco( V) are replaced by some other 
nice FrCchet spaces. However, the smoothing arguments used here 
are also valid in some of the other “natural topological spaces” of 
differentiable vectors. 
COROLLARY 3.1. U and V are weakly equivalent ;f and only if U, 
and VC are weakly equivalent. 
Proof. We have already established the bijective correspondence 
T + T, between closed intertwining operators. A simple smoothing 
argument shows T is injective if and only if T, is injective. Q.E.D. 
Similar arguments give the following result, the first part of which 
is due to Bruhat [5, Proposition 2.61. 
COROLLARY 3.2. 
(1) U is topologically irreducible if and only rf U, is topologically 
irreducible. 
(2) U is operator irreducible zf and only if U, is operator irreducible. 
THEOREM 3.3. Let T be a continuous linear mapping of Dm( U) into 
Dm( V). Then 
Tu(X) = v(X)7 .for all X E 9 
$ and only if 
TU(g) = V(g)T for all g E G, 
(as usual G, denotes the connected component of the identity of G.) 
Proof. Suppose Tu(X) = v(X)T for X E g. Let x E Dcc( U) and 
define 
F(t) = V(exp(tX)) TU(exp(--tX))x for tE[W. 
By Proposition 1.2 F is a differentiable mapping from R into DJ V), 
and we have 
F’(t) = V(exp(tX))[v(X)T - TV(X)] U(exp(-tX))x 
-= 0 for all t E R. 
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Therefore F must be constant, so 
Y(exp(tX)) TU(exp( - tX))x = TX for tElR. 
Using the coordinate system g(t) -+ t from the proof of Proposition 1.1 
we get V(g)T = TU(g) f or all g in a neighborhood of e in G. Since 
G0 is generated by any such neighborhood this relation holds for all g 
in G, . The other implication is immediate by Proposition 1.2. 
Q.E.D. 
COROLLARY 3.3. If G is connected the following statements are 
equivalent 
(1) U, and V, are equivalent; 
(2) there exists a continuous linear isomorphism T of D& U) onto 
Dm( V) such that 
Tu(X) = v(X)T for al2 XE g. 
It is well known that the notion of weak equivalence of two 
representations U and V is unsatisfactory in general, and one could 
try to restrict it by requiring the intertwining operator T to have 
D,J U) in its domain. By Theorem 3.1 this makes the relation 
transitive, but unfortunately it loses symmetry. (Of course, we could 
furthermore require T to have Dm( V) in its range. Then U and V 
would be “equivalent” . if and only if U, and V, are equivalent.) 
In case V is a unitary representation it follows from Corollary 2.1 
that U is “equivalent to” V if and only if the representations U, and 
V, are “form equivalent”. The definition seems very reasonable 
for certain types of representations, but the following example shows 
that this is not the case in general. 
EXAMPLE 3.1. Let G be the group of all 2 x 2 matrices of the form 
g = (; ;) s, tE R. 
Take K = L2(0, co) and let 
(V(g) f )(x) = eiS”et/2f(etx) for ~EK. 
Then g + V(g) is a continuous irreducible unitary representation 
of G in K. 
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Let H = {f E L2(0, GO) / f’ E L2(0, co)} (here f’ denotes the distri- 
bution derivation off [23]). Then H is a Hilbert space in the norm 
11 * jl defined by 
It is clear that each V(g) leaves H invariant, and we let U(g) denote 
the restriction to H of V(g) for all g E G. Then g + U(g) is a con- 
tinuous representation of G in H, and if T denotes the natural injection 
of H into K we have 
TQ!) = J%v for all g E G. 
In particular, U and V are weakly equivalent, and T maps Dm( U) 
into DJ V) continuously. It is easy to see that there is no closed linear 
operator S (+ 0) f rom K to H such that Ds I Dm(V) and SV(g) = 
U(g)& for all g E G. This shows that the restricted notion of weak 
equivalence is not symmetric. We remark that the representation U 
is not topologically irreducible. In fact, {f E H 1 f(0) = 0} is a closed 
subspace of H which is invariant under the U(g), g E G. It seems to be 
difficult to show that U is operator irreducible, but U does have the 
following (weaker) property. If T is a continuous linear operator on H 
such that TU(g) = U(g)T f or all g E G, then T = Al for some h E C. 
THEOREM 3.4. Suppose U and V are continuous unitary representa- 
tions of G. Then the following statements are equivalent. 
(1) U and V are unitarily equivalent; 
(2) U, and V, are equivalent; 
(3) There exists a continuous nondegenerate sesquilinear form 
P( a, -1 on Dm( u) x D&V) such that B( u(g)x, V(g) y) = B(x, Y) for all 
g E G, (x, y) E Dm( u) x DJV). 
(4) U and V are weakly equivalent. 
Proof. The implications (1) * (2) * (3) are obvious. Here /3(*, .) 
is said to be nondegenerate in case it has the following two properties: 
(i) If /3(x, y) = 0 for all x E Dm( U), then y = 0. 
(ii) If /3(x, y) = 0 for all y E Da(V), then x = 0. 
If ,3( a, .) is such a form, it follows from Corollary 2.1 that U, and V, 
are weakly equivalent. By Corollary 3.1 this implies (4). Suppose T 
defines a weak equivalence between U and V (see Definition 3.3), 
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and let T = W 1 T 1 be the polar decomposition. Since T is injective, 
W is an isometry, and because T has a dense range W is surjective. 
In other words, W is a unitary mapping of H onto K and we have 
[29, Proposition 21 
f,wd = VdW for all g E G. 
We note that / T 1 = (T*T)lj2 is a self-adjoint operator in H and 
/ T I U(g) = U(g) I T 1 for all g E G. Q.E.D. 
It is well known that a continuous unitary representation U is 
topologically irreducible if and only if the cornmutant Lr(G)’ is 
trivial [6]. Using the polar decomposition this is easily seen to be 
equivalent to operator irreducibility. 
COROLLARY 3.4. Let U be a continuous unitary representation of G 
in a Hilbert space H. The following statements are equivalent. 
(1) U is operator irreducible. 
(2) U, is topologically irreducible. 
(3) If p(., .) is a continuous group invariant sesquilinear form on 
Q.,(U), then B(x, y) = const.(x, y) for all x, y E D, . 
COROLLARY 3.5. If G is a connected Lie group the following state- 
ments are equivalent. 
(1) U is irreducible. 
(2) If T is a continuous linear operator on D&U) such that 
Tu(X) = u(X)T for all X E g, then T = XI for some X E C. 
(3) If /3(*, *) is a continuous sesquilinear form on D, such that 
P(u(X)x, y) + B(x, u(X) y) = Ofor all x, y E D, , X E 9, then B(x, Y> = 
h(x, y) for some X E C. 
Proof. By Theorem 3.3 (or Proposition 1.2) /3(*, *) is G-in;ra;t 
if and only if it is g-invariant. . . . 
Remark. It is not true in general that the representation u of U(g) 
is topologically irreducible in Da(U). For example, let U be the 
irreducible unitary representation of Example 5.1 and take 
D = {f~ Y If(“)(x) = 0 for / x 1 < 1, n = 0, 1, 2 ,... }. 
Then D is a closed g-invariant subspace of 9, but D is not dense in 9 
(or in L2). 
If D contains analytic vectors, this can no longer happen. In fact, 
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let U be a continuous representation of a connected Lie group in a 
Banach space. Then it is easy to show that U is topologically irreducible 
if and only if each nonzero analytic vector x for U is cyclic for u in D, 
(i.e., {u(L)x / L E U(g)) is dense in Dm). 
4. SOME SPECIAL BANACH SPACE REPRESENTATIONS 
In this section we study families of Banach space representations 
having a common space of C”O vectors. If the family contains an 
irreducible unitary representation, the results in Section 3 give some 
additional information about irreducibility of all representations in 
the family. 
THEOREM 4.1. Let g + V(g) be a continuous representation of 
a Lie group G in a Banach space B. Let 11 . 11’ be a continuous norm on 
Dm( V) (i.e., in the D,-topology) and suppose there exists a nonnegative 
real valued function c(a) on G which is bounded on some neighborhood of 
e E G and such that 
Ii K&b II’ G c(g) IIx II’ for all g E G, x ED, . 
Let B’ denote the completion of D, in the norm 11 * /I’, and let V’(g) 
be the extension to B’ of V,(g) forg E G. Theng ---f V’(g) is a continuous 
representation of G in B’, and Dm( V’) 2 Dm( V). 
Proof. For eachg E G, V,(g) h as a unique extension to a continuous 
linear operator Y(g) on the Banach space B’, and 11 V(g)]1 < c(g) 
for g E G. In particular, 11 v’(g)lj’ < const for all g in a neighborhood 
of e in G. It is easily seen that v’ has the group property v’(g,g,) = 
v’(gr) V’(ga); so in order to prove the continuity it suffices to show 
that the mapping g -+ V’(g)x is continuous at e E G for each x E D, . 
By the continuity of I/ * 11’ there exists a k > 0 such that (for some 
n > 0) 
II x II’ < k i Pm(X) for all x ED, . 
WL=O 
Here pm denotes the seminorm determined by V as defined in Section 1. 
For each x ED, , v’(g)x = Vco(g) x; so the continuity is clear from 
Proposition 1.2. In fact, the mapping g -+ V’(g)x is Cm from G to B’. 
Therefore, Dm(V’) 1 D, , and if v’ denotes the infinitesimal repre- 
sentation on Dm( V’) it is easily seen that 
v’(L)x = v(L)x for x E Dm( V) and L E WI)* 
@49/r-8 
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COROLLARY 4.1. Let V be an irreducible representation, and let 
jj . 11’ be a norm on D, which satis$es the hypothesis of Theorem 4.1. 
Suppose that the topology on D, dejined by the seminorms x + // v(L)x 11’) 
L E U(g) is equivalent to the original one. Then v’ is an irreducible 
representation in B’ and Dm( V’) = Dm( V). 
Proof. The original topology on D, is defined by the seminorms 
x --j I/ v(L)x 11, L E U(g). In th e p roof of Theorem 4.1 we noticed that 
v(L)x = v’(L)x for x E D,; hence it follows that D, is a closed subspace 
of D=( V’). On the other hand, Theorem 1.3 shows that DJ V) is dense 
in DK( V’); so they must coincide. By Corollary 3.2, V’ is topologically 
(operator) irreducible if and only if V is topologically (operator) 
irreducible. Q.E.D. 
Now let U be a continuous irreducible unitary representation of G 
in a Hilbert space H. Suppose I/ . l/i and // . lj2 are two (not necessarily 
distinct) norms on Dm( U) each of which satisfies the conditions of 
Corollary 4.1, and let V, and V, denote the corresponding irreducible 
representations in B, and B, , respectively. With this notation we have 
the following result. 
COROLLARY 4.2. 
(a) The vector space of continuous intertwining sesquilinear forms 
for V, and Vz is at most one-dimensional. 
(b) If V, and V, has a nonxero intertwining operator T, then 
B, _C B, and there exists a X f 0 such that TX = Ax for all x E B, . 
Proof. Let p be an intertwining sesquilinear form for V, and V, . 
Then the restriction of p to D, is continuous and it is invariant under 
the U,(g), g E G. By Corollary 3.4 
PC? Y) = vx, Y> for all X, y ED, . 
Since p is uniquely determined by its values on D, this proves (a). 
Suppose T : B, + B, is an intertwining operator for V, and V, . 
I/ TX /I2 < c II x II1 for all x E B, . Then, by Theorem 3.1, T leaves D, 
invariant, and the restriction of T to D, is a continuous linear operator 
on this space. By Corollary 3.4, there exists a X E @ such that TX = Xx 
for XED,. Hence / h I /I x II2 < c II x jli on D, , and, if T # 0, we 
have X # 0. Therefore, B, C B, and the inclusion map is continuous. 
Clearly, TX = Ax for x E B, . 
Note that if T maps B, onto B, the spaces coincide and the two 
norms are equivalent. Q.E.D. 
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5. EXAMPLES 
It is known that many of the spaces used in the theory of partial 
differential operators have a natural connection with group representa- 
tions. As an illustration of the theory in Section 4 we choose some of 
these spaces as examples. 
EXAMPLE 5.1. Let G be the Heisenberg group [22], i.e., the group 
of all real 3 x 3 matrices of the form 
1 a c 
g= i 0 1  0 b. 1 1 
The Lie algebra is generated by elements X, Y, and 2 satisfying the 
commutation relations 
[X Yl = z [X, Z] = [Y, Z] = 0. 
The standard representation (or Schrodinger representation) of G is 
realized in L2(R) in the following way 
(U(g)f)(x) = eiceibzf(x + a), f EL2(R). 
Using Goodman’s theorem (cf. Section 1) it is easily seen that the 
space of C” vectors for the representation g -+ U(g) is exactly the 
Schwartz space 9. On 9’ the infinitesimal representation u is given by 
u(X) = iP = & , u(Y) = iQ = ix, u(Z) = il, 
where we have introduced the conventional operators P and Q, and the 
topology on Y can be defined by the seminorms 
45 - II Q-Y 112 3 n, m = 0, 1,2 ,... . 
The following discussion is easily modified to include the case 
p = + CO, but for simplicity we will assume 1 < p < GO. 
It is well known that the D-norm 11 * (ID is continuous on 9, and 
using a Sobolev lemma it is easily seen that the topology on Sp can be 
defined by the seminorms 
4 - II P-4 112, T n, m = 0, 1,2 ,... . 
By Theorem 4.1 and Corollary 4.1 the representation U, in Y has 
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an extension to a continuous (topologically and operator) irreducible 
representation V, in U(R) and Dm( V,) = Y. 
If p is a nonzero intertwining sesquilinear form for V, and V4 we 
get from Corollary 4.2 that (for some h # 0) 
This is possible if and only if l/p + l/q = 1. 
If T is a continuous intertwining operator for VP and V, it follows 
from Corollary 4.2 that T = 0 or p = q in which case T = Xl for 
some X E C. 
If T is a closed densely defined intertwining operator for VP and V, 
(1 < p, q < CO), we get T,c$ = X$ for all 4 E 9’. Therefore T+ = A+ 
for all 4 E D, . By construction, the representations V, , 1 < p < 00, 
are all weakly equivalent, but they are far from being equivalent in 
the classical sense. The example could be generalized by introducing 
a tempered weight function in the definition of the Lp-norm. Instead 
of doing this we consider a slightly different situation. 
Let k be a tempered weight function on R in the sense of Hormander 
[13, pp. 34-371, i.e., k is a positive real function and there exist 
constants C and N such that 
k(x + y) < (1 + C I x I)” k(Y) for x,yER. 
For 1 < p < co we let Bp,k denote the space of all tempered distribu- 
tions f such that the Fourier transformed 3 is a function and 
Then BP k is a Banach space with the norm /I . j/P,k , and .Y is dense 
in this spade. The norm 11 * Ijp,k is continuous on 9, and in fact the 
topology on 9’ can be defined by the seminorms: 
4 - II QnW Ilnlc , n, m = 0, I, 2,... . 
For d E y we have II urn(g)+ 1lp.k < (1 + c I b I)” II d lIp,k . 
It follows from Theorem 4.1 and Corollary 4.1 that the representa- 
tion in Y has an extension to a continuous irreducible representation V 
in BP,! and Dm( V) = 9’. 
Again, one can compare the different representations. Properties of 
the spaces Bp,k can be found in [13]. 
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The same results hold for all the different irreducible representations 
of G [22], and they remain valid for any (finite) number of degrees of 
freedom. For other examples of a similar nature see [7]. 
EXAMPLE 5.2. Let G be a Lie group and let 1 < p < 00. We 
form D(G) for some right invariant Haar measure dx on G. The 
regular representations UP and V, of G in D(G) are defined by 
(U,(df)(4 =.f(g-‘4; (V,MXx) = f(x . d 
for g E G, f E Lp(G). Each X E g is identified with the right invariant 
differential operator 
and the corresponding left invariant differential operator X is 
defined by 
for all differentiable functionsf on G. Le (Xr ,..., X,) be a basis for g. 
We use the multi-index notation X@ = X,ul **. X2 (3 = X> ***X2 
respectively) if 01 = (CL~, 01~ ,..., Q) is a set of nonnegative integers. 
As usual j (y. / = a1 + 01~ + *c + old . We let 6 denote the modular 
function on G. Specifically, 6 is defined by the equation 
jG 4(g .x) dx = %F1 j-, VW dx 
for all g E G, r$ E C,,“(G). W e h ave the following Sobolev lemma. 
LEMMA 5.1. Let 1 < p < 0~) and let s be an integer with s > d/p. 
For each compact neighborhood K of the identity e of G there exists a 
constant C such that 
for all diferentiable functions f on G. 
Proof. If Q 2 Rd is a suitably nice domain, the Sobolev space 
LP$“(fi) contains only continuous functions by Sobolev’s theorem 
(see e.g. [S, p. 16861). A simple application of the closed graph 
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theorem shows that point evaluation is a continuous linear functional 
on LP,s(&J), and using local coordinates we get the desired inequality. 
Q.E.D. 
Remark. For p = 1 (and hence for all p) we can take s = d in 
Lemma 5.1 (see [21] f or a simple proof which does not make use of 
Sobolev’s theorem). 
By Theorem 1.3, C,“(G) ’ d is ense in Dm( UP), and using Lemma 5.1 
it is easy to prove the following results. (The proof is similar to the 
proof of Theorem 5.1 (below); so we omit the details.) We have 
D&UP) = {fc Cm(G) 1 X~ELP(G) for all 01}, 
and again the spaces are well known. (For the case G = Rd we refer 
to Schwartz [23, p. 1991 for details.) For all f ED,( U,) we have 
llfllco \< C’ Cl‘+&- II XYllp and X=f vanishes at infinity for all a. For 
Q > p 11 * lip is a continuous norm on D,JUP), and the representation 
given in Theorem 4.1 is just U, . We have Dcc( UP) C DOG( U,), and the 
inclusion mapping is continuous. 
Each continuous linear functional F on Dm( U,) is a distribution of 
finite order. In fact, by Corollary 1.4, F has the form (1 - d)% 
where h ELP’ (l/p + l/p’ = 1). Supp ose T is a closed linear mapping 
from Lp(G) to L*(G) such that Dr > Dm( Up) and TU,(g) = U,(g)T 
for g E G. By Theorem 3.1, T maps Dco( Up) into D%( U,) continuously, 
and D,J Up) is a core for T. Let F ED),( Up)* such that (Tf)(e) = 
(f, F) for all f E Dm( U,). Using the traditional notation we have 
(m(g) = Jf(g .4 w4 for all g E G, 
so T is a “convolution operator” (see also [I] or [23, p. 1971). Similarly, 
we get Dm( rP) = {f E Cm(G) 1 X”~E Lp(G) for all a) and 11 al/p *film < 
CC lolGs 11 Xaf/l, for all f E Dm( VP). We do not know whether such 
functions are necessarily bounded on G, but P/p * (Xy) vanishes at 
infinity for all 0~. Finally we remark that each analytic vector f for VP 
(or Up) is an analytic function on G (cf. Corollary 5.2). 
As our final example we characterize the space of Cm vectors of an 
induced representation. Since we use some definitions and results 
from Blattner’s paper, it is convenient to follow Blattner’s notation [3]. 
EXAMPLE 5.3. Let G be a Lie group and let H be a closed sub- 
group. We choose some right invariant Haar measures on G and H 
and we let d and 6 denote the respective modular functions. Let 
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M = G/H denote the right coset space and let 7r be the projection 
of G onto M. 
Suppose L is a continuous unitary representation of H in a Hilbert 
space V, and let F* be the set of functions f from G to V satisfying the 
following conditions: 
(i) f (-) is measurable. 
(ii) f(c * x) = O([)-lj2 8(@/2L(c)f(x) for 5 E H and x E G. 
(iii) ilf( .)]I2 is locally integrable. 
Each such function f defines a Radon measure pr on M via the equation 
where + E C,(G) and (~+)(r(x)) = JH$(c * x) d[. We set 11 f I/ = 
pl(M)l/2 and F = {f E F* 1 11 f 11 < CKJ}. If we identify functions in F 
which are equal locally almost everywhere (1.a.e.) we get a Hilbert space 
HL, and the representation UL of G is defined in the following way: 
( UL( df )(x) = fb . .&A for ~EH~. 
Let C”(G, V) d enote the space of infinitely differentiable functions 
from G to V. Then we have the following result: 
THEOREM 5.1. 
D&UL) = {f~ Cm(G, V) j X’“fe HL for a22 a}. 
Proof. Let f E C*( G, V) and X E g and suppose f E HL and xf E HL. 
Then for t # 0 
1 [f (y . ev(W> -f(~)l = f 11 -?f (y . expWN ds. 
Hence, by Holder’s inequality (suppose t > 0): 
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If 4 E C,+(G), we get 
j-, /I f [f(Y . exPw;tl)) -f(Y)1 - -v(Y) //2b(Y) dY 
< I s G i 1 II gf(r * exp(sXi)) - ~f(r)ll” ds+(Y) dy 
1 t =- 
t ss II -NY * exp&V) - -V(r)ll” 4(Y) 4 ~2. 0 G 
By definition of the norm in HL this gives 
jl t [ WexpW)f - fl - % /I2 
< f 1” jj W(exp(sX)) xf - xf II2 ds --f 0 as t+ 0, 
0 
since the integrand is a continuous function of s. 
In other words, Xj is in the domain of the infinitesimal generator 
z+(X) of the one-parameter group t -+ U”(exp(tX)) and ui(X)f = Xf. 
If xaf E HL for all 01, it follows that f is in the domain of all powers 
of the operators q(X), X E g. Then, by Goodman’s theorem we have 
f E D, and u(D) f = Df for all D E U(g) (For D E U(g), we let fi 
denote the corresponding left invariant differential operator on G.) 
In order to prove the other inclusion we introduce the functions 
44, u), 4 E Cow(G) an d z, E V [3, p. 821 defined as follows: 
+$, +) = s, #if . 4 &Y’2 43”2L(5-1)v dt, 
and we let D = span{E($, U) I+ E COW(G), ZJ E V}. 
Then D _C D, [3, Lemma 61 and clearly D is invariant under the 
U”(g), g E G. On the other hand D is dense in HL [3, Lemma 21, so 
by Theorem 1.3 we get that D is dense in D, . 
It is easy to see that ~(4, v) E C”(G, V) for all (b E Cam(G) and z, E V, 
so all functions in D are infinitely differentiable. To complete the 
proof we need the following result (which obviously is not the best 
possible but good enough for our present purposes): 
LEMMA 5.2. For each compact subset K C G there exists a constant 
C, such that 
for all f E D. 
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The proof will be given later. 
Let f E Dm( UL). Then there exists a sequence {f,} C D such that 
for all D E U(g): 
/I Bfn - u(D)fll+O as n--+ co. 
It follows from the proof of Proposition 1 in [3] that for each D E U(g) 
there exists a subsequence {fn,} (depending on D) such that 
13fm, + u(D) f 1.a.e. 
Let G(G, V) d enote CW(G, V) as a topological vector space (with 
the usual topology). By Lemma 5.2 {f,} is a Cauchy sequence in 
G(G, V); so there exists a unique function f. E b(G, V) such that 
f, +fo; i.e., Dfn --f Df uniformly on compact sets for all D E U(g). 
Then Bfo = U(D) f 1.a.e.; so we may assume f = f. . Hence, f is 
infinitely differentiable and Bf = u(D) f for all D E U(g). 
Proof of Lemma 5.2. Let U be a compact neighborhood of e in 
G. By Lemma 5.1 there exists a constant C such that 
for all differentiable functions f from G to V. Let rj E C,,+(G) such 
that 4 = 1 on U. Then 
By the left invariance of xa we get 
= 44-1’2 c , g, 1 j, II -w(Y)l12~(~-1Y) dYy. 
a-. 
If xaf E HL for all 01 with 1 (Y / < d this gives 
for all x E G, where (L(x)+)(y) = 4(x-‘y). Because L is a continuous 
representation of G in C,(G) and r is a continuous linear mapping 
from C,(G) to C,(M) (see [4, Chapter VII, Section 2]), it follows that 
the functions T(L(x)$), x E K, are uniformly bounded. Since A-1 is 
bounded on K this completes the proof. Q.E.D. 
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COROLLARY 5.1. For each compact subset K c G there exists a 
constant C, such that 
llf(-g < c, c II pf 
I4Gd 
for all x E K, f ED,(W). 
In particular, for each jixed x E G, f + f (x) is a continuous linear 
mapping from D, to V. 
COROLLARY 5.2. If f is an analytic vector for UL, then f is an 
analytic function from G to V. 
Proof. By Nelson’s characterization of the analytic vectors 
(cf. Section 1) there exists a constant C > 0 such that 
/I xg?;., .. Xi,fII < C” . n! for all n. 
Let K C G be any compact set. By Corollary 5.1 we have 
for all 01. 
Therefore there exists a constant C, > 0 such that 
sup 11 Pf(z)ll < ck”’ 1 a! I! 
XEK 
for all 0~. 
This completes the proof (see e.g. [l] or [19, Theorem 21). Q.E.D. 
Remark. The “converse” is not true. There exists an analytic 
function f on R such thatf’%’ l L2(R) for n = 0, I, 2,..., butf is not an 
analytic vector for the regular representation. (For example one can 
show that the function F given in [14, p. 1771 has these properties.) 
Remark. There seems to be a gap in the proof of Lemma 5.3 in 
[21]. The present Lemma 5.2 and Corollary 5.1 should be substituted 
for the corresponding statements in [21]. 
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