Abstract. We address a new blind equalizer incorporating both the good initial convergence characteristic of the dual-mode modified constant modulus algorithm (MCMA) and the low residual error characteristic after convergence of the decision-directed (DD) algorithm. In the proposed scheme, a convergence detector is employed to help switching from the dual-mode MCMA to the DD algorithm. We have observed that the proposed scheme exhibits a good overall performance in comparison with the CMA, MCMA, and dual-mode MCMA.
Introduction
In many modern communication systems including digital mobile and digital TV systems, data is often transmitted through unknown channels and is thus subject to intersymbol interference (ISI), mostly due to the channel dispersion characterized by the non-ideal nature of the channel. The ISI is a primary cause degrading the performance of digital communication systems. Thus minimizing ISI in digital communication channel is crucial for the improvement of system performance at high speed transmission rate.
Being an efficient tool to extract the transmitted symbol sequence by counteracting the effects of ISI, an equalizer increases the probability of correct symbol detection. Data-aided algorithms initialize and adjust equalizer coefficients with a known training sequence from the transmitter before information-bearing data transmission. Use of a training sequence, however, reduces the bandwidth efficiency and may become impractical when updating of the coefficients should be performed frequently at the receiver end.
It is therefore desirable to equalize a channel without the aid of a training sequence, resulting in the self-recovering, blind, or non-data aided equalization [1] - [3] . Among the major advantages of blind equalization techniques is that no training sequence is necessary to start-up or restart the equalization system when the communication breaks down unpredictably. Blind equalization methods also offer potential improvement in system capacity by eliminating the training overhead.
Numerous studies on blind equalization can be found in the literature. For example, normalized sliding-window constant-modulus and decision-directed (DD) algorithms have been proposed in [4] , establishing a link between blind equalization and classical adaptive filtering. A minimum-disturbance technique was proposed in [5] to avoid the gradient noise amplification problem and achieve improved stability and robustness with low computational complexity. The multimodulus algorithm (MMA) introduced in [6] takes advantage of the symbol statistics of such signal constellations as nonsquare and very dense constellations.
Among the various adaptive blind equalization algorithms, the Godard algorithm [1] is one of the best known and simplest adaptive blind equalization algorithms. This algorithm was also developed independently and extended as the constant modulus algorithm (CMA) in [2] . Since the CMA is phase-blind, the equalizer output has an arbitrary phase rotation after convergence. Some performance improvement of DD algorithm has also been achieved in [7] by controlling the step size parameter according to the regions in which the equalized output lies in a constellation.
A particular problem of the CMA and modified CMA (MCMA) is that the residual mean square error (MSE) in the steady state is sometimes not sufficiently small for the system to exhibit adequate performance. Minimizing the residual MSE and/or speeding up the convergence rate, the dual-mode algorithms such as those considered in [8] are possibly a plausible solution to improving the overall performance. The dual-mode algorithms possess a faster convergence rate and lower residual MSE than the CMA and MCMA at a small additional complexity to detect the convergence and/or an open eye pattern. The concurrent CMA and soft DD adaptation proposed in [9] has lower computational requirements than the concurrent CMA and DD algorithm.
In this paper, we propose a new blind equalization algorithm employing the dual-mode MCMA with modified parameters in the blind mode to improve the convergence rate and the DD algorithm in the steady state mode to reduce the residual MSE.
The Channel and Equalizer Models
Assume that the transmitted data {a n } are an independent and identically distributed (i.i.d.) zero-mean sequence with independent real and imaginary parts derived from a quadrature amplitude modulation (QAM) constellation. Let the causal and linear time-invariant channel has coefficients {h(0), h (1) , · · · , h(L−1)} with L the length of the channel impulse response, channel memory, or channel order. Then, the received signal at time index n is
where v n is an i.i.d. additive white Gaussian noise (AWGN) and * denotes complex conjugate.
To recover {a n }, the received signals {x n } are passed through an equalizer modelled as an N -tap FIR filter with coefficients {w(0),
The output is then
where
T is the vector of the received signals,
T is the vector of the equalizer tap weights (coefficients), and the superscript H denotes the complex conjugate transpose.
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Dual-Mode MCMA
Let the error signal of the dual-mode MCMA be
where γ n and β n are adaptive parameters,
and
with i = √ −1. Here, y n,R and y n,I are the real and imaginary parts of the equalizer output y n , respectively, and the hard decision outputâ n of y n is an estimate of a n . The real quantities R 2,R and R 2,I in (4) are obtained as
by setting the derivative of a non-convex cost function with respect to the equalizer tap weights to be zero to minimize the cost function. Using a stochastic gradient algorithm as the updating rule, the vector W n is adapted by
where µ is the step size. The dual-mode MCMA is known to have good performance in terms of the convergence rate and residual MSE when it uses a sigmoid function in the construction of the relation between γ n and β n . Note that the sigmoid function (11) is the cumulative distribution function (cdf) of the logistic pdf [10] , one of the well-known heavy-tailed pdf's.
To illustrate simply and clearly a drawback of the dual-mode MCMA, let us consider the adaptive parameters
of the dual-mode MCMA with the sigmoid function
From (3), (9) , and (11), it is obvious that the component γ sigmoid n e MCMA n of the error signal (3) will not be zero in the steady state since γ sigmoid n is not zero even when the channel is perfectly equalized. This results in a large output error level (relative to the case where e n = β sigmoid n e DD n ) in the steady state after the equalizer has converged completely. In addition, the parameter a in (11) has some restriction on its range due to a tradeoff relationship that a large value of a increases the convergence rate but results in a large error signal in the steady state, and vice versa.
The Proposed Algorithm for Blind Equalization
To overcome the drawback of the dual-mode MCMA, we propose a method in which only the DD algorithm operates in the steady state thereby improving the residual MSE performance of the dual-mode MCMA in the steady state. The proposed equalization algorithm consists of the dual-mode MCMA, DD algorithm, and a convergence detector as shown in Figure 1 . The combination proposed in Figure 1 basically attempts to utilize the advantages of the dualmode MCMA and DD algorithm, thereby improving both the convergence rate and the residual MSE in the steady state. Blind Mode: At the beginning of the equalization process, the blind mode error e DD n will tend to be large. Thus, based on the simplification (9) and (10), we propose to use
where α 1 and α 2 are positive numbers,
with η 0 = 0. When the present output error level (represented approximately by η n ) has a larger value with respect to the previous output error level (represented approximately by η n−1 ), γ prop n has a large value while β prop n is small, and vice versa. Since we consider only the convergence rate but not the residual MSE in the blind mode, we have more flexibility at the expense of some more complexity for the tuning of the parameters α 1 , ψ, and α 2 . Because of this advantage, we can use larger values of both γ prop n and β prop n in the blind mode. Consequently, the convergence is expected to be faster in the proposed method than in the dual-mode MCMA using (9) and (10).
Steady State Mode:
In our context, the steady state means a state after an initial convergence has been attained during the training period with the dual mode MCMA. Once the proposed equalizer begins to converge, the dualmode MCMA is switched into the DD algorithm by a convergence detector. The convergence rate after the shift from the dual-mode MCMA to the DD algorithm gets lower and lower while the residual MSE gets smaller and smaller. Since only the DD algorithm is employed in the steady state mode, the residual MSE is expected to be reduced more compared with the dual-mode MCMA.
Let the error signal of the proposed algorithm in the steady state mode be
where the adaptive gain λ n is given by
Note that e prop n = |e
Normally a larger λ n results in a faster convergence at the cost of less residual MSE reduction, and vice versa; the ubiquitous tradeoff between the convergence rate and residual MSE reduction. We are to select λ n considering this tradeoff between the convergence rate and residual MSE reduction. The choice (17) of λ n essentially allows us to change smoothly from the dual-mode MCMA to the DD algorithm and has been found to cope effectively with variant SNR and channels in simulations also.
Convergence Detector:
If the DD algorithm is triggered too early before the proposed scheme converges, the convergence will be slow, and if it starts too late after the convergence, the equalizer may converge to a different state. It is therefore highly important to adequately determine the instant of the switching to the DD algorithm.
To derive a measure for the detection of convergence, let us consider Figure 2 , where S t denotes a time interval of length C and
We assume d 1 = 1 and the superscripts 'before' and 'after' refer to before and after the convergence, respectively. Since the time interval S before t would be located on the steep slope and S after t on the convergence floor, we can find the (approximate) time instant of the convergence by computing the value of d t and comparing it with a reference value.
It is clear that d t is small also at the beginning of the blind mode where the output error level is large. If we judge the convergence solely on the basis of the value of d t , we might therefore end up with an undesirable result. In [8] , by noting that an open eye condition can be expressed as |e DD | = |y n − a n | < and consequently making the detector less dependent on the problem, we propose to use the average
of the output errors in S t in addition to d t in the decision of the convergence. In summary, the steps of the detection algorithm are as follows:
, where d is a positive constant. iii) If the results in ii) are both positive, the convergence detector switches dualmode MCMA into DD algorithm at 50 * t + 1. Otherwise, we repeat ii) and iii) with t = 3, 4, · · ·.
The DD algorithm is known [4] , [8] to converge surely when an initial convergence has already been obtained during a training period, which occur for example when the eye pattern of the signal is initially open. By using (19) with the threshold guaranteeing the eye to open (i.e.,
) except for a severe distortion case, the convergence detector can be used to switch from the dual MCMA to DD algorithm.
Step Size of the Proposed Algorithm: Using the methods similar to the normalized least mean square (NLMS) algorithm [11] , we can derive the stability criterion for the proposed algorithm. The NLMS adjusts the step size µ such that the updated filter coefficients would produce zero error with the current data vector.
First, let us adjust the step size µ in (8) such that the updated coefficients would achieve the desired modulus when applied to X n . That is, we select µ
From (8), we have
after some algebraic manipulations. Substituting (2) and (20) into (21) gives
The solution to the equation (22) can be shown to be
for the real and imaginary parts of µ MCMA n , respectively. Similarly, the step size for the DD algorithm is obtained to be
Finally, let us derive the step size of the proposed algorithm using the results (23)-(25). Multiplying both sides of (22) , and then adding the results, we get
after some algebraic manipulations using (3). Comparing (22), (27), and (28), it looks reasonable at the first glance to choose the step size as
Unfortunately, we have observed in preliminary simulations that the step size (29) is sometimes too large and the algorithm may fail to converge when ||X n || 2 is too small. One simple solution is clearly to use the modified step size
where σ is a small positive number. The proposed algorithm converges in the mean-square sense if the step size µ satisfies the condition
Simulation Results
In all the simulations herein, we have assumed that the clock of the received signal is perfectly recovered and a carrier phase offset does not affect the equalizer. A simple 16-QAM constellation has been chosen and the signal to noise ratio (SNR) at the input of the equalizer is defined as SNR = 10 log 10
n is the variance of the AWGN. As a measure of the performance, the residual MSE defined as
is used. All the simulated residual MSE values are averaged over 200 trials with the step size µ = 0.00008. The proposed algorithm has four parameters, α 1 , α 2 , ψ, and d which need to be set only at the initial stage. We have chosen the value of the parameters as α 1 = 20, α 2 = 1.5, ψ = 0.9, D /4 = 0.5 and d = 0.008 and used these values in all the following simulations to make the residual MSE smaller than −10dB: the values of the parameters can be chosen appropriately in other channels also.
For a 22-tap channel impulse response adopted from [9] , Figure 3 shows the constellations of the equalized outputs, and Figures 4 and 5 depict the MSE trajectories when SNR=30dB and SNR=40dB, respectively. The CMA exhibits a slow convergence while the MCMA converges faster with less residual MSE than the CMA. It is evident that the dual-mode MCMA achieves some performance improvement in terms of the convergence rate and residual MSE compared with CMA and MCMA. The proposed algorithm presents the best performance (the convergence rate and residual MSE) irrespective of the SNR.
It is clearly observed that the proposed algorithm achieves the best residual MSE, although the proposed algorithm sometimes exhibits a slightly slower convergence than the dual-mode MCMA. This is due to the inherent characteristics of the DD algorithm which, after the convergence, reduces the residual MSE more while converges slowly with a very small adaptive gain when the SNR is high. The proposed algorithm always has a lower residual MSE than the dualmode MCMA and the difference of convergence rate between the two algorithms in the blind mode is negligible.
Conclusion
In this paper, we have proposed a new blind equalizer allowing reduced residual error level and faster convergence compared with the CMA, MCMA, and dual-mode MCMA. The proposed algorithm makes use of both the good initial convergence characteristic of the dual-mode MCMA and the low residual error characteristic of the DD algorithm after convergence. The proposed algorithm, in exchange for a slightly higher complexity when compared to other conventional algorithms, offers improved equalization performance. Simulation results have supported the performance advantages of the proposed algorithm in general.
