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Abst rac t - -A  parallel algorithm for the class of two-point boundary value problems y" = f(z, y), 
y(0) ---- A, y(1) = B with ~ > 0 and ~ continuous on [0, 1] × (-oo, oc) is presented. Using an idea 
similar to that in [1], we divide [0, 1] into p different divisions, each division consisting of N or (N+ 1) 
(N small) unequal intervals. A high-order finite difference scheme developed for general nonuniform 
mesh is now applied to the above class of TPBVP's on each of the p divisions and leads to an N x N 
or (N - 1) × (N - 1) system of linear or nonlinear equations which is solved on p processors (p a 
power of 2) simultaneously. 
Keywords---Boundary value problems, Parallel chopping algorithm, Hypercube, Discretization, 
Convergence. 
I .  INTRODUCTION 
We consider the class of two-point boundary value problems: 
y" = f (x,  y), y(0) = A, y(1) = B, (1) 
where ~ > 0 and ~ is continuous on [0,1] x (-cx3,c~). It is well known that (1) has a unique 
solution [2]. 
A number of papers have recently appeared in the literature which have considered the solution 
of (1) on parallel computers; see, e.g., [3-5]. Most of these, however, consider parallelizing the 
matrix computations which arise when (1) is replaced by its equivalent finite difference scheme. 
A parallel chopping algorithm is considered in [1] where on a computer with p processors, the 
BVP is solved numerically at each stage on p meshes using a code based on COLNEW [6,7]. 
In the following, we present a parallel algorithm to solve (1) on a computer with p processors, 
p a power of 2. Using an idea similar to that in [1], we consider p different divisions of [0,1], each 
division consisting of N or (N % 1) (N small) unequally spaced abscissas. This is achieved by the 
use of a certain chopping algorithm discussed in Section 2. A high-order finite difference scheme 
developed for general nonuniform mesh is now applied to the above class of TPBVP 's  on each of 
the p divisions which leads to the solution of an N x N or (N - 1) x (N - 1) system of linear or 
nonlinear equations which are then solved on p processors. 
We are extremely indebted to the referee for his constructive comments and suggestions. Part of the research of 
the first author was supported in part by the DST program under Grant Number DST/MS(I)-003/93. 
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2. THE CHOPP ING ALGORITHM 
For the sake of convenience, we assume that a -= 0, b = 1. We also assume that we have 
available p processors which can operate simultaneously. Indeed, our algorithm and analysis in 
the following would be more relevant o hypercube type architectures wherein the number of 
processors are a power of 2. In the following, we assume that p = 2 k for a fixed positive integer k. 
The procedure is the following. 
1. Divide [0, 1] into N equal parts such that h = 1 /N;  Xk = kh,  k = 1, 2 , . . . ,  N .  We solve 
the (N - 1) x (N - 1) system in N - 1 unknowns Y l ,Y2 , . . .  ,y~r-1 arising out of finite 
difference discretization of (1) on the above abscissas on Processor 1. 
2. Next subdivide ach interval [Xk-1, Xk] into two equal parts such that x~ is the midpoint 
of [Xk- l ,Xk] .  Then x~ = x0 + (h/2); x~ - x~¢_ 1 = h; k = 2,3, . . .  ,N ;  xN -x~ = h i2 .  As 
in Stage 1, we apply the finite difference discretization at the abscissas Xl,X2; ' . .  . ,  x~ and 
solve the N x N system in N unknowns ' ' Yl, Y2,.-., Y~v on Processor 2. 
3. Proceeding as in Stage 1, we further subdivide the intervals [xk-1, x~] and [x~, xk] into 
two equal parts and denote their midpoints by x['k_ 1 and x"2k, k = 1, 2,. .. , N. As in 
Stage 2, we solve an algebraic N x N system in unknowns yl', y~',... ,  Y~- I  at the abscissas 
x'l~,. .  x "  = h i4 ,  x~-  x '  1' = h, x"  x"  = h, , 2N-1 on Processor 3. Note that x~' -x0  2~v-1 - -  2N-3 
Xl~ -- X" = 3h/4 .  2N-1  
4. On Processor 4, solve the N × N system in N unknowns y~', y~',.. . ,  y~'~. Note that 
x~ - xo = 3h/4 ,  x~ - x[' . . . . .  X~N - X~'N_ 2 = h, XN - X~N = h/4 .  
The p (p = 4) different divisions of [0,1] with h = 1 IN  = 1/4 are depicted in Figure 1. 
Processor 1 
I h I h I h I h I 
Processor 2 
[ h/2 I h I h I h [ h/2 I 
Processor 3 
Ih/4l h I h I h I 3h/4 I 
Processor 4 
I 3h/4 [ h I h ] h l h/41 
I I 
Xo Xt 
I I I I I I I I I I I I I I I 
X2 X3 X4 X5 X6 X7 X$ X9 XIO Xl! Xl2 XD Xl4 XIS XI6 
Figure 1. The case when p -- 4 and h = 1/4 is depicted. Processor 1 solves the 
algebraic 3 × 3 system, and Processors 2 to 4 solve the 4 × 4 algebraic system, at the 
abscissas as shown. The final solution is available at x l ,x2 , . . .  ,x15. 
The above procedure can be generalized as follows: we wish to find the solution of (I) on 
[0, 1] at n given points x0,xl,... ,xn which are equally spaced. The p processors would then 
solve an N x N system each in N unknowns concurrently (except Processor 1 which solves an 
(N - 1) × (N - 1) system). Thus, 
n = Np.  (2) 
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Number the p processors in the order 1 ,2 ,3 , . . . ,p  = 2 k (k fixed). For the processor j ,  2 <_ 
j <_ p = 2 k, we write j uniquely as j = j (d ,m)  = 2 d-1 q-m, 1 < m < 2 d- l ,  d = 1 ,2 , . . . , k .  
The processor j then solves the N x N system in unknowns Yao, Y;~I,. . . ,  Y~N-1 at the abscissas 
x~o,xa l ,x&, . . .  ,X~N_ ~ C {X0,... ,Xn}, where 
~ = 2k-d(2m- -  1) + i2  k, i = O, I , . . . ,N -  1. (3) 
Also for processor j ,  
Processor 1 solves (N  - 1) x (N  - 1) system Yd,, di = 2k(1 + i), i = 0, 1 ,2 , . . .  ,N  - 2. 
(4) 
3. F IN ITE  D IFFERENCE METHOD 
We consider the application of a high-order method for the solution of (1) on [0, 1]. As in 
Section 2, suppose that [0, 1] is subdivided as 0 = x0 < Xl < x2 < .-. < XN < XN+I -- 1. Denote 
xj - x j - i  = hi, xj+x - xj = hj+l and the mesh ratio aj = h j+ l /h j .  A third-order method 
and the local truncation errors are given in [8]. We show that for hi = ah, hlv+i = (1 - a)h, 
a = constant, and hk = h, ak = 1, k = 2, . . . ,  N, the above scheme reduces to a fourth-order 
finite difference method for solving (1). We obtain the following discretization: 
(h2i~ 1) f2 + (al + 1)(a 2 + 3al + 1) fi us - ( i  + ~ l )y ,  +~ly0  = \12)  [(~ +~' - 
-F (71 (1 Jc~l--0"2 ) f0] "{- tl, (5) 
~k+~ - 2yk + yk-~ = ~ [I~+1 + 10/~ +. fk_ , l  + tk, k = 2 , . . . ,N  - 1, (6) 
YN+I -- (1 + aN)yN + aNYN-X = i-2 [(a~r + aN -- 1) fN+l + (aN + 1) (a~r + 3aN + 1) SN 
q- (7" N (1 "~ (7 N - -  U 2)  IN - l ]  "~- tN,  (7) 
where 
tk= ~ (9) 
~- NYN + O(h6), and (10) 
h2 1 hN+l 
. . . .  aN = = (1 -- a). 
az hx oL ' hN 
It is convenient to write (5)-(7) in the matrix form for further convergence analysis. Thus, setting 
D N = (do)~j= 1, 
where  
dll = 1 + al ,  d12 = -1 ,  d,¢ -- 2, dNN = 1 -Jr aN, dN,N-1 = --aN (11) 
and 
G = G(Y)  = (gz , . . - ,gN)  T, 
124 C .P .  KATTI AND S. GOEL 
where 
(a2h2 
gl = \ ' -1-2-] [(a12 + 0.1 -- 1) f2 + (al + 1) (al 2 + 3al + 1) fl + 0.1 (1 + 0.1 -- O'12) f0 ] ,  (12) 
gk = ~ [fk+l + lOfk + fk-1], k=2,a , . . . ,N -1 ,  (13) 
g~= ~ [(0"~+0"N-1) IN+~+(o,,+1)(0.~+ao~,+1)/,,+0",,(1+0",,+0"~)I,,_l], 
(14) 
we may write (5)-(7) as 
DY + G(Y) + Q = T. (15) 
Let Y be an approximation to Y. Then 
(16) 
Subtracting (16) from (15) and setting Y -  1~ = E = (el ,e2, . . . ,eN) T, we obtain the error 
equation 
(D + MU)E = T, (17) 
where 
and 
U = diag(ul , . . . ,  U,N) , Ui= N M N = (mij)i,j=l, 
mn= \ - iT ]  (al + 1) (a~ + 3al + 1), m12 k-i-ft- ] (at ~ + at - 1), 
mii= 10, i = 2(1)N - 1, mi,i4-1 = 1, 1 = 2(1)N - 1, 
~,,,, = (1+ ~N) (~ + a~N + 1), mN.~_l= o~ ( I+~N-~) .  
Now, D + MU is monotone provided 
(a2h2 
-1+\ - -~- ] [ (~)+(1) -1 ]<0,  
h 2 
- -1+~<0,  
-(1-oI)+ ~ C~N(I+aN--a2N) <0. 
Among this, the second condition is automatically satisfied since we are in the interval [0, 1]. 
Also, since U >_ O, M > O, D + MU >_ D, and D + MU and D are M-matrices, from (17) we 
obtain 
(D + MU) -1 <_ 0 -1. (18) 
We next proceed to find D -1 -1 g = (dij)id--1 explicitly. Since D is tridiagonal, following the 
arguments as given in [2], we obtain 
( (N -a - i+ l ) (a+j -1 )  
N , i>_ j , j~tN,  (19) 
d~t = (N-  a - j  + 1)(a + i -  1) 
N , i< j , j~tg ,  (20) 
d-1 (Or -- 1 + i) 
N (21) 
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Using (19)-(21) from (17) and (18), we obtain 
N N- I  
led < ~d,-jXltjl = d~llt l l  + ~ d~llt31 + dT~vltNI 
j= l  i f2  
N -1  
< (N - 1 + 2a - ot 2) max{ltxl ' itNi } -t- ~ d~jXlt#l. 
- N j=2 
(22) 
(23) 
~-~N-1 d-1 t To find the max imum of z_~j=2 0 j ,  we proceed as follows. Since, 
~ - ) ~~j=i+l (N - c~ - j + 1)] N-1 (n--a-i+l)~, =2(a+j--1)+(a+i 1 N-I 
E d~ lltj[ = N 
jffi2 
< ( 2~ ) {i2(-N) + i(N2 + 2N(1- a) + 4cl - 2) + N2(a -1) 
- N(2a  2 - a + 1) + 4c~ 2 - 6a + 2]. 
and the max imum value of i occurs at i = {N 2 - 2N(c~ - 1) + 4a  - 2}/2N, 
N-1 < {N 2 + (4a - 4a  2 - 4) + (1/N2)(16c~ 2 - 16a + 4} 
max ~ d~l l t j l  _ .. 8 (24) 
From (23) and (24), we obtain 
where 
and 
C 1 ~ 
IIElloo ~_ Clh 4 + C2h 5, 
M2 
1920' C2 = M1 max{max(A~, Av)} 
(25) 
(1) 
A.  = ~ [o"1(o"1 - 1)(2o"i - 1)(2o"1 + 5ai + 2)o~], 
Av= ( ~-~ ) [aN(aN--1)(2CN--1)(2CN + 5aN + 2)(1--CO], 
Mi = max[y(4+0(x)[,  i = 1,2, 
z 
4.  NUMERICAL  ILLUSTRATIONS 
For the numerical i l lustration, we first consider the following linear two-point boundary  value 
problem: 
y,,= { (l-x) } + 1 y(O) 1, y(1) (26) (1 + z)2 V (1 + :~)"'--'-~' - -  = ~ '  
with exact solution y(x) = I/(i +x). We solved (26) using classical second-order method and the 
fourth-order method given by (5)-(7). The computations were carried out on ICL 3980 at lIT 
Delhi. CPU time was computed by the use of version 14 of NAG (Numerical Algorithms Group) 
library. 
Let 
Tj,N = time taken to solve the N x N algebraic system on the jth processor using the fourth- 
order scheme, 
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Tp,N 
Tl,n 
IIEIl  j) 
-- max{Tj,N }, 
---- time taken for solving the (n -  1) × (n - 1) system to obtain Yl, Y2,..., Yn-1 at (n -  1) 
abscissas xl, x2, . . . ,  xn- 1, respectively, using the classical second-order method, 
-- maximum of absolute rror obtained while solving N × N system on jth processor 
using fourth-order method, 
IIEII(~F) = max{HEH~J)}, 
I[EI]~ ) = maximum of absolute rror obtained while solving (n - 1) × (n - 1) system using 
classical second-order method. 
The p (p = 8, 16, 32, 64) N × N systems for N = 8, 16, 32, and 64, respectively, were solved, 
in parallel, each on a single processor and the CPU time noted against each. Speed-up was 
calculated by comparing TI,n (obtained by using classical second-order method as benchmark) 
and Tp,N for the values of IIEH~ ) and HEII(~ F) satisfying IIEI](~ F) < I[E[I~ ) such that HEI[(~ F) is as 
close to HEI~ ) as possible and satisfying (2). 
The results are presented in Table 1. We note that as the system of algebraic equations becomes 
large (n = 1024, 4096), the speed-up is considerably improved and is very nearly equal to the 
number of processors used. 
Table 1. 
IIEI[~), IIEII(F ) Classical Fourth-Order Speed-Up 
Second-Order Method Method (Sp -- TI,n/Tp,N) 
n=64 N=8,  p=8 
1.13(-5), 8.4(-6) TI,,~ ---- 2.9(-2) Tp,N ---- 5.0(--3) 5.8 
n=256 N----16, p----16 
7.09(--7), 6.2(--7) Tl,n = 1.1(-1) Tp,N = 9.0(-3) 12.2 
n----1024 N=32,  p=32 
4.4(-8), 3.9(-8) Tl,n = 4.4(-1) Tp,N = 1.5(--2) 29.3 
n=4096 N=64,  p=64 
2.7(-9), 2.4(-9) TI,,, = 1.7 Tp,N = 3.0(--2) 56.6 
Note: a.b(-c) means a.b x 10 c. 
Also, we note that, for a fixed n, the speed-ups hown in Table 1 are maximum. If the 
number of processors available are less, then the speed-up obtained can be substantially less, 
e.g., considering row 3 of Table 1 for n = 1024, if only 16 processors are available, then N -- 64, 
Tl,n = 0.444, T16,64 -- 3.0(-2) and thus Sp ~ 14.8. Thus, in this case, [[E[[~ ) = 4.4(-8) and 
HE[[(oo F) -- 2.49(-9) and IIE[[~ ) is less than [[EH~ ) by a factor of 16. Hence, the speed-up is 
sacrificed at the expense of accuracy. 
As a second problem, we consider the following nonlinear TPBVP: 
y"=2y(21ogey+l), y(0) = 1, y(1)=e, (27) 
with the exact solution y(x) = exp(x2). 
We again solved (27) using the classical second-order and fourth-order methods for p = 8, 16, 
and 32. The results are presented in Table 2. 
We note that for p = 8 and  p = 16 ( i .e.,  the first two rows of the table), the speed-up is less 
as compared to the number of processors involved, since the iterations required for convergence 
to IIE[l(oo F) are 9 and 8, respectively, whereas the number of iterations required for convergence 
of method (S) is only 4. The speed-ups considerably improve as the algebraic system becomes 
large and the number of iterations decreases to ~ 4 as depicted in the last two rows of the table. 
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TI,, = 2.88(-1) 
6.8(-5), 6.5(-5) 
n = 256, I=4  
4.3(-6), 2.9(-6) TI,,, = 1.10 
n=1024, I=4  
2.7(-7), 1.8(-7) 
Tl,n = 4.38 
n=4096, I=4  
1.6(-9), 8.0(-10) 
T1,n = 17.52 
Fourth-Order 
Method (F) 
N=8, p=8, 1=9 
Tp,N = 9.0(--2) 
Speed-Up 
( Sp = T1/Tp,N ) 
Note: I indicates number of iterations performed. 
3 
N=16, p=16, I=7  
8 TI.N = 0.13 
N=32, p=32, I=6  
24 
T1,N = 1.8(-1) 
N=128, p=32, 1=4 
30.1 Tp,N = 5.7(--1) 
5. THEORETICAL  ESTIMATES 
We next calculate theoretically the speed-up of the linear and nonlinear two-point boundary 
value problem given by 
y" = f ix)y + gix), y(O) = A, y(1) = B, 
y" = f(x,y),  y(O) = A, y(1) = B, 
and 
as attempted by our algorithm using fourth-order method for nonuniform eshes. Suppose 
k = time for evaluating f(x, y) at any (x, y) E [0, 1] x (-c¢, oo), 
kl = time for evaluating f(x) at any x E [0, 1], 
k2 = time for evaluating (x) at any x e [0, 1], 
~f = time for single addition, 
# = time for single multiplication, 
v = time for single division, 
i = number of iterations required by method (S) for convergence, 
I = number of iterations required by method (F) for convergence. 
Then the time taken for solving (1) by classical second-order method is given by: 
TI,, = (47 + 5# + 2v + kl + k2)n (28) 
and the time taken by parallel algorithm is 
Tp,N = (87 + 7# + 2v + kl + k2)N. (29) 
Thus, the speed is given by 
T1 (47 + 5# + 2v + kl + k2)n 
Sp = ~ = (87 + 7# + 2v + kl + k2)N" 
(30) 
For our linear TPBVP (26), the following estimates were observed: 
kt+k2=l .3x  10 -4 , #=u=3.0x  10 -5 , 7 - - -3 .0×10 -6, k=6.0x  10 -4 . 
Thus, for (n, N) -- (64, 8), (256, 16), (1024, 32), and (4096, 64), the speed-up given by (30) is 6.7, 
13.3, 27.0, and 53.0. In case f(x, y) is nonlinear, then 
Tl,n = (8~/+ 6# + 2v + k)ni, Tp,N = (11"y + 7# + 2v + k)NI,  (31) 
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and speed-up is given by 
T1 (87 + 6# + 2u + k)ni  
Sp - Tp - (117 + 7# + 2~, + k)N I "  (32) 
For (n, N, i, I) = (64, 8, 4, 9), (256, 16, 4, T), (1024, 32, 4, 6), and (4096, 128, 4, 4), the speed-ups 
obtained are 3.5, 8.7, 24.5, and 30.6, respectively. Both confirm to the results of Section 4. 
It is interesting to note that although the speed-up in both the cases is nearly equal to the 
number of processors, ideal speed, however, cannot be achieved since for an equal number of 
mesh points of the interval [0, 1], the number of arithmetic operations required for the solution of 
the algebraic system by fourth-order scheme is more than that of classical second-order method, 
as seen from (28), (29), and (31). 
6. CONCLUSION 
In the above paper, a high accuracy finite difference method developed for TPBVP's  on a 
nonuniform mesh [8] has been used in conjunction with our chopping algorithm for solving a 
class of TPBVP and achieving a substantial speed-up. Our algorithm is extremely versatile 
in the sense that the same algorithm can be used to obtain, in parallel, solution for general 
TPBVP's  y(n) x ' .. = f (  , y, y ,  ., y(n-1)), n > 2, with appropriate boundary conditions, provided a 
high-order finite difference method on a nonuniform mesh is available. An interesting feature of 
our algorithm is that no communication is needed between the processors until the end. When 
all the processors have finished their task, the results are communicated to a preassigned node 
and Yl , - . . ,  Yn obtained as the solution of the TPBVP. 
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