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Abstract
Motion segmentation is currently an active area of research in com-
puter Vision. The task of comparing different methods of motion seg-
mentation is complicated by the fact that researchers may use subtly
different definitions of the problem. Questions such as ”Which objects
are moving?”, ”What is background?”, and ”How can we use motion
of the camera to segment objects, whether they are static or moving?”
are clearly related to each other, but lead to different algorithms, and
imply different versions of the ground truth.
This report has two goals. The first is to offer a precise definition
of motion segmentation so that the intent of an algorithm is as well-
defined as possible. The second is to report on new versions of three
previously existing data sets that are compatible with this definition.
We hope that this more detailed definition, and the three data sets
that go with it, will allow more meaningful comparisons of certain
motion segmentation methods.
1 Introduction
The general idea of using motion of the camera and motions of objects to
break the world into segments is a fundamental area of research in computer
vision. There are many basic approaches to this idea including the following.
• With a static camera, one can analyze parts of the image that change
from frame to frame as ”foreground”. This technique often goes by the
name of background subtraction or background modeling.
• When a camera is moving, then different parts of the world move in
different ways within the image, whether they are actually in motion
themselves or not. Reconstructing the geometry of a static world using
the motion of a camera is typically called structure from motion, and
while this problem is usually considered distinct from motion segmen-
tation, we can see elements of structure from motion that appear in
works on motion segmentation.
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• When a camera is moving and elements of the environment are also
moving, it can be challenging to separate the world into parts. This is
the general area of motion segmentation, but there are many different
ways to define it. For example, should an object that is moving in one
frame and still in the next frame be segmented by such an algorithm
in the still frame? Or, should an object like a person, part of which is
moving, and part of which is not moving be fully segmented, or should
we only segment the piece of the object which is moving? Different
answers to these questions lead to different ground truths, and hence
to different algorithm goals.
There is, of course, no single correct definition of motion segmentation.
However, despite the lack of a universal definition, it is still important to
have good agreement between the definition one has accepted as a research
problem and the ground truth of the data set that it will be evaluated on.
In our research, we have identified the need for new versions of the ground
truth of several published data sets, based upon our working definition of
motion segmentation. In this report, we give a highly detailed definition and
discussion of our definition of motion segmentation, and offer new versions
of the ground truth of three pre-existing data sets. These data sets are
• FBMS-59,
• Complex Background,
• Camouflaged Animals.
Of course, the original versions of these data sets will still be useful for the
original purposes put forward by the authors, but these new versions will
allow more accurate comparisons for the specific problem definition we are
putting forward.
In addition to the topics discussed above, there is also the cross-cutting
area of video segmentation. While this does not mention motion explicitly,
it is clearly closely related to motion segmentation since moving objects are
natural to segment in videos. A clear difference is that in video segmentation,
it is reasonable to segment objects that are not moving, like a statue, while
in motion segmentation, this would not fit the definition. Thus, while these
problems are clearly related on the surface, they lead to different ground
truths, and thus it is important to be clear on which problem one is address-
ing.
The new versions of the ground truth accordingly to our problem defini-
tion can be downloaded http://vis-www.cs.umass.edu/motionSegmentation/
reportDef/report.html.
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2 Data Sets
In this section we will briefly review the most popular data sets which are
widely used for motion segmentation and closely related problems. The in-
tention of the provided ground truth might differ quite a lot even though the
problem seams to be similar. Often the selected ground truth to evaluate
a specific approach doesn’t match the addressed problem which is intended
to solve exactly. If the addressed problem doesn’t match the intention of
the ground truth used for evaluation an accurate evaluation gets impossible.
Therefore being aware of the problem definition, what one tries to solve, and
the specific goal of the ground truth which is used for evaluation is critical.
Freiburg-Berkeley Motion Segmentation Dataset (FBMS-59)[10]
The data set consists of 59 video sequences, containing 12 traffic scenes, 13
short extracts of the series Mrs. Marple, 7 indoor scenes showing cats or
rabbits and 32 other outdoor scenes showing mostly horses, dogs and people.
The traffic scenes are a subset of the large Hopkins 155 data set with new an-
notations. 720 frames are annotated. The typical frame size varies between
350x288 pixel and 960x540 pixel. FBMS-59 is split into a training set and
a test set. Typical challenges appear in both sets. The FBMS-59 addresses
the problem of segmenting moving objects. Their understanding of moving
object segmentation is based on the Gestalt principle of ”common fate” [7].
Pixels which share the same motion are grouped together. This approach
incorporates principles of motion perception studied in psychology and cover
fundamental problems, however it still comes with a lot of uncertainties for
practical applications in computer vision. What exactly does same motion
mean? Does that mean same motion direction? The provided ground truth
shows a depth dependent segmentation. The ground truth of the videos
marple2 and marple10 shows segmented walls in the foreground labeled as
moving objects. This suggests a depth dependent understanding of motion
segmentation. This is not what matches the definition of motion segmenta-
tion provided in Section 3.2. We don’t want to segment walls, since they
are not moving in 3D. The given ground truth requires a non-causal system,
since an object is segmented as moving even when it is actually not moving
but will move in future or moved in the past. This does not correspond
to mechanisms of the causal human vision system and thus human motion
perception. This non causal approach is not solvable in real time. The en-
tire video has to be analyzed before segmenting the first frame. However a
consistent object segmentation over time might be of importance for some
applications for example in computer graphics and video editing. However
this is a slightly different problem; Segmenting an object which has moved
3
(a) cars2 (b) ducks01 (c) marple10 (d) people05 (e) rabbits01
Figure 1: FBMS-59, five video frames of the training data set
(a) cars10 (b) goats01 (c) marple2 (d) people2 (e) rabbits03
Figure 2: FBMS-59, five video frames of the test data set
at some point in the video is not considered as the fundamental motion seg-
mentation problem.
This database can be viewed and downloaded at http://lmb.informatik.
uni-freiburg.de/resources/datasets/
Complex Background Dataset [9] The complex background data set
contains five video sequences. A ground truth is provided for every fifth
frame. A frame is always segmented into two segments, static background
and freely moving objects. The ground truth does not provide multiple
segments for different freely moving objects. This data set focuses especially
on the difficulty of having a high variance in depth, such as a forest sequence.
Trees grow at every depth level. Other videos like traffic show large objects
which dominate the foreground, so that we have a high change in depth.
This data set can be viewed and downloaded at http://vis-www.cs.
umass.edu/~narayana/motionsegmentation.html
Camouflaged Animals Dataset [5] The camouflaged animals data
set includes nine video sequences extracted from YouTube videos [1, 2, 3,
4] and a ground truth for every fifth frame for each video. The ground
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(a) drive (b) forest (c) parking (d) store (e) traffic
Figure 3: Complex Background Dataset
(a)
chameleon
(b) gl.-beetle (c) scorpion1 (d) scorpion2 (e) stickinsect
Figure 4: Camouflaged Animals Dataset
truth contains multiple segments, the static background and one segment for
every independently moving object. This data set addresses the problem of
pure motion segmentation. It shows well-camouflaged animals in different
surroundings. They are hard to detect in a static image, because of their
excellent adaptation to their environment. In these cases, appearance is a
weak feature which is not sufficient to detect camouflaged animals. The goal
of this data set is to highlight the importance of motion as a feature for
detecting objects that move differently from the camera.
This data set can be viewed and downloaded at http://vis-www.cs.
umass.edu/motionSegmentation/
VSB100 (motion subtask) [6] VSB100 is a general video segmentation
data set. It contains a lot of different videos, sequences of the animated video
”up”, short sequence of a music video ”beyonce” and a lot of natural scenes
showing sports activities or animals. Not every scene shows a dominant object
or moving object. Every 20th frame is annotated. Four different human anno-
tations are provided, to measure the natural level of ambiguity of video seg-
mentation. Multiple persons were asked to segment the video - objects, per-
sons, animals, image parts etc. that describe the video sequence. More details
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(a) rolling
pin
(b) dominoes (c) guitar (d) roller
coaster
(e) see turtle
Figure 6: VSB100 motion subtask, five video frames of the training set
for segmentation were not provided. Such that the goal of the segmentation
is not defined precisely and the manually annotation shows the expected high
ambiguity.
Figure 5: From the
video segmentation task
to the motion subtask.
Additionally to the general video segmentation task,
VSB100 provides a motion subtask (Figure 7 and
Figure 6). For the motion subtask, non-moving
objects are ignored in the evaluation (Figure 5).
Details regarding the motion segmentation prob-
lem are not provided. Questions like how are in-
dependently moving objects segmented? When do
they form an own label, when are segments la-
beled together? Are moving objects segmented
even if they are not moving? are not addressed.
Addressing these questions are critical to solve
the motion segmentation problem. This data set
can be viewed and downloaded at http://lmb.
informatik.uni-freiburg.de/resources/datasets/vsb.en.html
Densly Annotated VIdeo Segmentation (Davis) [11] This data set
consists of 50 high quality, Full HD video sequences. Every frame is anno-
tated. Beside a new accuracy measurement this data set comes with a very
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(a) bicycle
race
(b) freight
train
(c) beyonce (d) up trailer (e) planet
earth 1
Figure 7: VSB100 motion subtask, five video frames of the test set
detailed analysis of challenges and attributes covered in each video such as
appearance changes, camera shake, dynamic background etc. The data sets
goal is to segment the most dominant object. Since all videos clearly show
a dominant object it’s pretty clear which object is the dominant object.
However a lot of general videos, film sequences, sequences of a series, traffic
sequences do not show a clear dominant object. In those situations it’s not
quite clear what is understood as the most dominant object. The provided
ground truth of the data set shows the most dominant object. Thus the
ground truth always has two labels - one for the dominant object and one for
background. Despite the fact, that just a binary segmentation is provided,
they describe how to evaluate approaches generating multiple segments per
frame in an accurate manner. It is suggested to pick the region with maxi-
mum region similarity to select the most similar object to the target object
[11]. This makes it possible to evaluate also more complex motion segmenta-
tion approaches, which segments all motion components in a frame, on this
DAVIS data set.
SegTrack v2 [8] is a small video segmentation data set, which comprises
a 14 video sequences. This data set is an extension of the SegTrack Dataset
[12]. Compared to the SegTrack data set SegTrack v2 provides multiple
object segments. Each frame is annotated. The image quality is not any
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(a) black-
swan
(b) break-
dance
(c) bus (d) goat (e) rollerblade
Figure 8: Densly Annotated VIdeo Segmentation (Davis)
(a) chasedeer (b) monkey-
dog
(c) girl (d) parachute (e) worm
Figure 9: SegTrack v2
more representative for current computer vision problems. Frame size varies
between 640x360 pixel and 320x240 pixel. Its goal is to segment the object
of interest. The number of objects of interest is not limited.
This data set can be viewed an downloaded at http://web.engr.oregonstate.
edu/~lif/SegTrack2/index.html
All those data sets are addressing the video segmentation problem. How-
ever their goal is often not well defined. The idea of segmentation always
comes with a criterion like motion, color, object etc. The motion segmen-
tation problem alone is quite ambiguous like [6] and the provided data set
shows. Therefor a clear definition of the criterion is essential for segmentation
as well as evaluation.
In the following sections we’ll address the video segmentation problem
under the aspect of motion segmentation. We start with a binary motion
segmentation approach, extend this to the motion segmentation approach,
which distinguishes between different independently moving objects. We con-
clude with prospects based on the fundamental motion segmentation problem
which can finally lead to a better object understanding.
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Data Set Goal videos size
(in px)
annotated frames
total frames
multiple labels
FBMS-59 motion segm. 59 ∼640x480 0.05 3
Complex Background motion segm. 5 640x480 0.2
Camouflaged Animals motion segm. 9 640x360 0.2 3
VSB100 video segm. with
motion subtask
100 ∼1280x720 0.05 3
Davis most dominant
object segm.
50 854x480,
1920x1080
1
SegTrack v2 object of interest
segm.
14 ∼320x240 1 3
Table 1: Overview, the six reviewed video segmentation data sets
3 Motion Segmentation
Image segmentation is a general problem in the area of computer vision and
machine learning. The overall goal is to produce k connected regions by
pooling pixels, which share one or multiple common criteria. Those criteria
might be color, texture or motion for example. Motion segmentation groups
pixels which share the same motion.
3D motion or the displacement of a point in 3D, is observed as a pixel
displacement in 2D on the image plane. However it is hard to distinguish for
tiny motions whether they are moving or not. Motion magnification makes it
possible for example to magnify tiny motions such as a bridge wiggling in the
wind such that even ’invisible’ motion become visible. The boarder between
stationary objects and moving objects is fluent. If a person is walking there
is mostly a short time period where one foot is moving, but the other foot
stands still. Do we want to segment just the part of the person, which is
moving or the entire moving person? Those difficulties (1) are those pixels
moving or not? and (2) Is just part of the object moving or the entire object?
turns creating a ground truth into a challenging problem.
Since the criterion ”motion” alone is hard to evaluate we will refer to
object motion instead of the motion of a single pixel. This is a useful and
practical simplification. Using this simplification the entire object needs to
be segmented even if just part of it is moving. If just one foot of a walking
person is moving, we’ll segment the entire object or if just the shovel of a
digger is moving, we’ll segment the entire digger - not the shovel only.
In the following we’ll address the problem of motion segmentation as a
binary segmentation problem and extend this task to the more general task
of motion segmentation with a flexible amount of motion components.
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3.1 Definition: Binary Motion Segmentation
Figure 10: Two Labels Every
pixel is given one of two labels:
static environment or moving ob-
jects. Left to Right: original im-
age, correct binary segmentation
Binary motion segmentation segments each video frame into two com-
ponents. It is distinguished between (1) static environment and (2) inde-
pendently moving objects moving differently than the camera motion. The
environment itself is not moving, however the pixels describing static envi-
ronment can show a displacement from frame t to t + 1 due accordingly to
the camera motion. We define motion segmentation as follows:
(I) Every pixel is given one of two labels: static environment or moving
objects.
(II) If only part of an object is moving (like a moving person with a sta-
tionary foot), the entire object should be segmented.
(III) All freely moving objects (not just one) should be segmented, but
nothing else. We do not considered tethered objects such as trees to
be freely moving.
(IV) Stationary objects are not segmented, even when they moved before
or will move in the future. We consider segmentation of previously
moving objects to be tracking. Our focus is on segmentation by motion
analysis.
Figure 11: Entire Object If only
part of an object is moving (here
a moving person with a station-
ary foot), the entire object should
be segmented. Left to Right: cor-
rect segmentation, wrong segmen-
tation.
3.2 Definition: Motion Segmentation
It is critical to be aware that motion Segmentation, is a segmentation task
which groups pixels which share the same motion. Just in sense of motion it’s
often not possible to distinguish between different objects, since they share
the same motion. Since they share the same motion they form a common
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Figure 12: All Freely Moving
Objects (not just one) should be
segmented, but nothing else. We
do not considered tethered objects
such as this rose bush to be freely
moving. Left to Right: correct seg-
mentation, wrong segmentation.
pixel group which is segmented together. Segmenting a video into k inde-
pendently moving objects is clear if the moving objects a not touching in 3D
and clearly move independently like the four cars shown in Figure 13. How-
ever there are a few cases where segmenting a frame into k independently
moving objects is challenging: (1) two persons walking hand in hand, (2)
a person jumping onto a carriage, which is pulled by a horse or (3) laun-
dry fluttering in the wind. After defining motion segmentation as a general
segmentation problem of a video into k moving objects, we’ll take a closer
look at those boarder cases. We build upon our previous definition of binary
Figure 13: k Labels Every pixel is
given one of k labels: k is the num-
ber of independently moving ob-
jects and static environment. Left
to right: original image, motion
segmentation
motion segmentation:
(I) Every pixel is given one of k labels. k is the number of observed
independently moving objects and static environment.
(II) If only part of an object is moving (like a moving person with a sta-
tionary foot), the entire object should be segmented.
(III) All freely moving objects (not just one) should be segmented, but
nothing else. We do not considered tethered objects such as trees to
be freely moving.
(IV) Stationary objects are not segmented, even when they moved before
or will move in the future. We consider segmentation of previously
moving objects to be tracking. Our focus is on segmentation by motion
analysis.
(V) If objects are moving together and are connected in 3D, they should
be segmented together since they share the same motion. A person
carrying a basket - here the person and the basket are forming one
common motion component.
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(VI) If objects are connected in 3D but move independently from each other,
they should be segmented separately since they do not share the same
motion. A person walking with a leashed dog. The person and the dog
are connected in 3D, but move independently from each other. Thus
the person and the dog get their own motion segment.
(VII) An object which is not moving (but could be connected in 3D with an
other moving object) should be not segmented unless it is considered
an integral part of an other object. Is a person sitting on a stationary
chair, then the chair should not be segmented. However if the chair is
moving with that person (for example a wheelchair), then the person
should be segmented together with the chair following rule (V).
Figure 14: Objects moving to-
gether and connected in 3D like
man and phone should be segmented
together since they share the same
motion. The chair however was
moved before by the man, in this
frame the chair is not moving any-
more such that it should not get
a separate motion component here.
Left to Right: correct motion seg-
mentation, wrong motion segmenta-
tion.
Based on the provided definition (I-VII) of motion segmentation, we discuss
the three previously mentioned challenging cases.
• Two persons walking hand in hand The two persons are connected in
3D and move pretty much independently even if there might be some
influence from one person to the other. Basically there are two indepen-
dent ”motion sources” thus we observe two independent motions and
label both persons separately according to (VI). This is a challenging
case since as long the persons are connected in 3D it is hard to judge
based on the video whether this is one complex motion component or
two simpler and probably similar motion components.
• A person jumping onto a carriage, which is pulled by a horse We start
with carriage and horse. This situation corresponds to (V). The horse
is pulling the carriage such that the carriage is moving with the horse.
Carriage and horse form together one independently moving objects.
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Now we consider the man jumping onto the carriage. This situation
gets significantly more tricky. The man is for sure moving indepen-
dently at the beginning thus rule (VI) can be applied however in the
later run if the man doesn’t move significantly independent anymore
- sitting on the carriage, the man can be considered to be segmented
with the carriage and horse (V). This is a very difficult case and can be
interpreted differently, however we consider together moving objects as
one moving object, if they move as a whole independently.
• laundry fluttering in the wind. Even though laundry does not belong
to a tethered object such as the leaves of a tree, which a wiggling in
the wind, we do not consider laundry as an independently moving ob-
ject. This situation is quite similar as described in (III). Thus laundry
fluttering in the wind is not considered to be a freely moving object.
3.2.1 Motion based Object Understanding
By looking on the motion segmentation problem from a higher level it be-
comes clear, that motion is a very informative criterion, regarding object
understanding - understanding our environment we move and live in. The
object is a very abstract description of an entity. The concept of an object
depends of the observers perception and interest as well as the context. We
might see an house as one object, but we could also become more detailed
and recognize window, door and roof as independent objects. If I am driving
a car I recognize a pedestrian with its bag, gloves, shoes etc. as one object
however if this person goes into a fashion store all the clothes might be of
interest and might be perceived as separate objects by the vendor. An object
is the perception of an entity. Subobjects form the simplified entire object by
putting all the subobjects into relation with each other. Motion is a property
which is able to join subobjects to one entire object (def. V), but also to sep-
arate objects as soon as objects get disconnected in 3D and follow different
motion patterns. Without any previous object knowledge I can step into a
room perceiving a desk, with monitor, laptop, pencils and a book as a single
very complex object. As soon as I move parts of the bigger object, like the
book, I learn that the book is an independent object not connected to the
desk. Without any previous knowledge about books, monitors or pencils I
am able to understand that those are unknown independent objects. Mo-
tion, our own motion as well as the motion of objects, is incredible helpful
for understanding our environment we move and live in. Such that a detailed
motion analysis is critical for orientation in 3D and surviving in nature.
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(a) original frame (b) FBMS-59 (c) new gt
Figure 15: new motion segmentation ground truth of FBMS-59 accord-
ing to our motion segmentaiton definition, 8 videos of the FBMS-59 data
set. Top to Bottom: cars3, cars9, marple2, marple10, marple12, marple13, goats
and lion01
14
4 Conclusion
The ambiguity of video segmentation is a current problem in computer vi-
sion. There are several data sets addressing the video segmentation problem.
However the lack of a precise problem definition leads to ambiguous seg-
mentations and inaccurate evaluations. It is critical that the ground truth
matches the addressed problem. It’s not possible to evaluate object segmen-
tation methods on a motion segmentation data set and the other way around
and obtaining a meaningful evaluation. By reviewing current data sets, pro-
viding a detailed definition of motion segmentation with several examples
and a discussion of critical cases, where the definition of motion segmenta-
tion might still be not obvious at the first glance, we hope to clarify the video
segmentation problem under the aspect of motion segmentation.
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