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Abstract.
We construct a basis of free unital generalized Poisson superalgebras and a basis of free unital super-
algebras of Jordan brackets. Also, we prove the analogue of Farkas’ Theorem for PI unital generalized
Poisson algebras and PI unital algebras of Jordan brackets. Relations beetwen generic Poisson superal-
gebras and superalgebras of Jordan brackets will be studied.
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1. Introduction.
Many interesting and important results have been obtained about the structure of polynomial algebras,
free associative algebras, and free Lie algebras. Although free Poisson algebras are closely connected
with these algebras, only a few results on their structure are known. Free Poisson superalgebras were
introduced in [1]. For example, the free Poisson algebra of rank three and Poisson brackets were used
recently in [2, 3] to prove that the Nagata automorphism of the polynomial algebra F [x, y, z] over a
field F of characteristic 0 is wild. Systematic study of free Poisson algebras was initiated in [4], and
subsequently continued in [5]-[8]. Generic Poisson algebras were studied in [9]. Other generalizations of
Poisson superalgebras are generalized Poisson superalgebras and superalgebras of Jordan brackets. As
follows from [10, 11], every Poisson superalgebra is a superalgebra of Jordan brackets. In [12, 13] all
identities whose define unital superalgebras of Jordan brackets was described, and in [14] analogue for
non-unital case was obtained. Superalgebras of Jordan brackets play important role in classification of
simple finite-dimensional Jordan superalgebras [15]. The Kantor construction gives interesting relations
between Novikov-Poisson algebras and Jordan superalgebras [16].
Recall the notion of Kantor’s Double [11]. Let A = A0 ⊕ A1 be an associative supercommutative
superalgebra and { , } : A × A → A — super-anticommutative multiplication, which we shall call a
bracket. Using superalgebra A and bracket {, } we can construct superalgebra K(A). Consider the
following direct sum of spaces K(A) = A ⊕ Ax, where Ax is an isomorphic copy of the space A. Let a
and b are homogeneous elements in A. Then multiplication ∗ on J(A, {, }) is defined by the relations
a ∗ b = ab, a ∗ bx = (ab)x,
ax ∗ b = (−1)|b|(ab)x, ax ∗ bx = (−1)|b|{a, b}.
We set K(A)0 = A0 ⊕A1x,K(A)1 = A1 ⊕A0x, so K(A) is a Z2-graded algebra.
That is, superalgebra JB is called a superalgebra of Jordan brackets, if the Kantor Double is a
Jordan superalgebra. As follows from [12, 13], every superalgebra JB with associative-supercommutative
multiplication · and superanticommutative multiplication {, } satisfies
{a, bc} = {a, b}c+ (−1)|a||b|b{a, c} −D(a)bc, (1)
{a, {b, c}} = {{a, b}, c}+ (−1)|a||b|{b, {a, c}}+
D(a){b, c}+ (−1)|a||bc|D(b){c, a}+ (−1)|c||ab|D(c){a, b}, (2)
where D(a) = {a, 1}, is a superalgebra of Jordan brackets. Note that D is an even derivation of superal-
gebra (JB, ·). If D = 0, then superalgebra (JB, ·, {, }) is a Poisson superalgebra [10].
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2V. Kac and N. Cantarini studied linearly-compact simple superalgebras of Jordan brackets [17], I.
Kaygorodov and V. Zhelyabin studied δ-superderivations of simple superalgebras of Jordan brackets
[18], the relation between Jordan brackets and Poisson brackets was studied in [19] by E. Zelmanov, I.
Shestakov and C. Martinez, and in [18, 20] special superalgebras of Jordan brackets were considered. As
follows from [17], we can consider new multiplication {a, b}D = {a, b}+
1
2 (aD(b)−D(a)b) and DD =
1
2D,
and we obtain new superalgebra with following identities
{a, bc}D = {a, b}Dc+ (−1)
|a||b|b{a, c}D −DD(a)bc, (3)
{a, {b, c}D}D = {{a, b}D, c}D + (−1)
|a||b|{b, {a, c}D}D. (4)
It is a generalized Poisson superalgebra.
All vector spaces are considered over fields with characteristic zero.
2. A basis of free Generalized Poisson superalgebra.
The description of a basis of a free algebraic structure is one of the main problems in modern alge-
bra. Researchers constructed bases for free Lie algebras [21, 22], free Lie superalgebras [23], partially
commutative Lie algebras [24] and so on.
Let us now consider free unital generalized Poisson superalgebras. Let DX be a free non-associative
super-dialgebra over field k with set of even and odd generators X = X0 ∪X1 = {1, x1, . . . , xn}, and two
multiplications · and {, }.
We consider ideal I of super-dialgebra DX , generated by{
{a, b}+ (−1)|a||b|{b, a}, a · b− (−1)|a||b|b · a, 1 · a− a,
{a, b} · c+ (−1)|a||b|b · {a, c} −D(a) · b · c− {a, b · c},
{{a, b}, c}+ (−1)|a||b|{b, {a, c}} − {a, {b, c}}| a, b, c ∈ DX0 ∪DX1
}
,
where D(a) = {a, 1}.We say, that super-dialgebraDX/I is a free unital generalized Poisson superalgebra.
Let GenP be a free unital generalized Poisson superalgebra with a set of generators X . We assume,
that X is a linearly ordered set and 1 < x1 < . . . < xn. All elements from X are good words. Let we
defined all good words with length less than n. The word w with length n in alphabet X is a good word,
if:
1) w = {u, v}, where u, v are good words and u > v;
2) if w = {{u1, u2}, v}, then u2 ≤ v.
We define the order on good words with length less or equal n such that it be consistent with order to
correct for existing words, and satisfy the conditions if word w is a good and w = {u, v}, then w > u, v.
Define the set M as
M =
{
u, {v, v}|u, v are good words in alphabet X, v ∈ GenP1
}
.
We define a linear order on the set M . Let u > v, if deg(u) > deg(v); if deg(u) = deg(v), then for
u = {u1, u2}, v = {v1, v2} (where u1 > u2, v1 > v2) we say u > v if u1 > v1, and if u1 = v1 we say u > v
if u2 > v2. The elements of set M we denote as ei, where ei < ej if i < j.
Let LX be a free non-associative superalgebra over field k with set of generators X and multiplication
{, }L. Consider the ideal J of superalgebra LX , generated by{
{a, b}+ (−1)|a||b|{b, a},
{{a, b}, c}+ (−1)|a||b|{b, {a, c}}− {a, {b, c}}| a, b, c ∈ LX0 ∪ LX1
}
.
Superalgebra LX/J is a free Lie superalgebra [25]. As proved in [25], the set M is a basis of the free Lie
superalgebra LX/J .
Let K be an ideal in DX generated by elements with type {x · y|x, y 6= 1}. It is easy to see, that
(DX/I)/K ≅ LX/J .
Let
U = {ek1i1 . . . e
kn
in
|ei1 6= 1, eim ∈M, i1 < . . . < in} ∪ {1}.
The set U is closed under multiplication ·. The multiplication · is a supercommutative, and we can
consider elements of M as ek1i1 . . . e
kn
in
, where ki 6= 0, and if eij ∈ GenP1, then kj = 1.We say that element
3ek1i1 . . . e
kn
in
has degree dege =
∑
ki. For element ei ∈ M we define degL as the length of word ei with
generators X . The degree of element f is the number of generator elements in word f .
The main goal of this chapter is a description of the basis of free unital generalized Poisson superalge-
bras. We will prove that set U is a basis of free unital generalized Poisson superalgebras.
Lemma 1. The set U is a basis of free superalgebra GenP as a vector space.
Proof. We consider word w with degree 2. It is easy to see that w has type xixj , or {xi, xj}, or
{1, xi}, and w ∈ U . We prove that every word with degree n is a linear combination of elements from
U . That is every element of superalgebra GenP is a linear combination of elements from U . We will
use induction. Let every word with degree less than n be a linear combination of elements from U. Then
w = w1w2 or w = {w1, w2}, where w1, w2 are words with degree less than n, that is, w1 and w2 are linear
combinations of elements from U .
First case: w1 =
∑
i α1im1i and w2 =
∑
i α2im2i, where m1i,m2i ∈ U, α1i, α2i ∈ k. That is, w =∑
i,j α1iα2jm1im2j and using closed U under multiplication ·, we can say that w is a
∑
i αimi,mi ∈
U, αi ∈ k.
Second case: w1 =
∑
i α1im1i and w2 =
∑
i α2im2i, where m1i,m2i ∈ U, α1i, α2i ∈ k. That is,
w =
∑
i,j αiαj{mi,mj}. We consider arbitrary summand {mi,mj}. If we can consider mi or mj as
n1n2, where ni ∈ U, ni 6= 1, then, we can say that mj has type n1n2. Using the relation
{mi, n1n2} = {mi, n1}n2 + (−1)
|mi||n1|n1{mi, n2} −D(mi)n1n2,
and note that degrees of elements {mi, n1}, {mi, n2}, D(mi) less than n and n1, n2 ∈ U, we can say
that elements {mi, n1}, {mi, n2}, D(mi) are linear combinations of elements from U , and w is a linear
combination of elements from U .
If mi and mj is not of type n1n2, where n1, n2 ∈ U and n1, n2 6= 1, then mi,mj ∈ M. That is, if
mi = mj ∈ GenP1, then {mi,mj} ∈ M. In the other case, mi 6= mj and we can say that mi > mj and
if mi = {m1i,m2i},m1i ≥ m2i then for m2i ≤ mj it follows that {mi,mj} ∈ M, for m2i > mj it follows
that
{mi,mj} = {{m1i,mj},m2i}+ (−1)
|m1i||mj|{m1i, {m2i,mj}},
where {{m1i,mj},m2i} ∈ M. If {m1i, {m2i,mj}} ∈ M , then we obtained that {mi,mj} is a linear
combination of elements from U , or we can consider m1i as {, }-multiplication of elements m11i and m21i.
After that, we can continue the process, using identity (4). Note that, degree of mi is greater than degree
of m1i, degree of m1i is greater than degree of m11i, and so on. This process will be finite. That is, the
lemma is proved.
For element b = Πnk=1e
tk
k we say
b
em
= et11 · · · e
tm−1
m−1 e
tm−1
m e
tm+1
m+1 · · · e
tn
n .
It is easy to see that
{a, etkk } = {a, e
tk−1
k }ek + (−1)
|a||e
tk−1
k
|etk−1k {a, ek} −D(a)e
tk
k =
{a, etk−2k }e
2
k + (−1)
|a||e
tk−2
k
|etk−2k {a, ek}ek + (−1)
|a||e
tk−1
k
|etk−1x {a, ek} − 2D(a)e
tk
k =
. . .
= tk{a, ek}e
tk−1
k − (tk − 1)D(a)e
tk
k .
Using this notations, we can conclude
{a, b} = {a,Πnk=1e
tk
k } =
{
a,
b
etnn
}
etnn + (−1)
|a|
∣
∣
∣
∣
b
e
tn
n
∣
∣
∣
∣ b
etnn
{
a, etnn
}
−D(a)b =
{
a,
b
e
tn−1
n−1 e
tn
n
}
e
tn−1
n−1 e
tn
n + (−1)
|a|
∣
∣
∣
∣
∣
b
e
tn−1
n−1
e
tn
n
∣
∣
∣
∣
∣ b
e
tn−1
n−1 e
tn
n
{
a, e
tn−1
n−1
}
etnn +
(−1)
|a|
∣
∣
∣
∣
b
e
tn
n
∣
∣
∣
∣ b
etnn
{
a, etnn
}
− 2D(a)b =
. . .
4=
n∑
k=1
(−1)|e
t1
1
···e
tk−1
k−1
||e
tk
k
|tk{a, ek}
b
ek
− (
n∑
k=1
tk − 1)D(a)b.
We define linear mapping ∗ : U → U as:
1) if w ∈ X , then w∗ = w;
2) if w ∈M , then w∗ = w;
3) if a = Πnk=1e
ak
k , b = Π
n
k=1e
bk
k , then
(ab)∗ = (−1)
∑n
i=1
|e
ai
i
||e
bi+1
i+1
···ebnn |Πnk=1e
ak+bk
k .
4) if we defined mapping ∗ for all words with length less than n, then word w = {w1, w2}, where
w1, w2 ∈ M , we can consider as element of free Lie superalgebra (M, {, }) and can define w
∗ as a linear
combination of basis elements of superalgebra (M, {, }), that is w be a linear combination of elements of
M .
5) if we defined mapping ∗ for all words with length less than m, then for word w = {w1, w2} with
length m, where w1 or w2 is an element of U \M , we can say that w2 ∈ U \M and w2 = Π
n
k=1e
tk
k , then
({w1, w2})
∗ =
n∑
k=1
(−1)|e
t1
1
···e
tk−1
k−1
||e
tk
k
|tk
(
{w1, ek}
∗w2
ek
)∗
−
(
n∑
k=1
tk − 1
)
(D(w1)
∗w2)
∗,
where in the right part of expression elements with type {x, y}∗ was defined above.
Theorem 2. The set U is a basis of free superalgebra GenP.
Proof. We consider set U as a basis of a vector space and define two new multiplications ∗ and {, }∗
by: u ∗ v = (uv)∗ and {u, v}∗ = ({u, v})∗. It is a superalgebra (U, ∗, {, }∗).
We want to prove that superalgebra (U, ∗, {, }∗) is a generalized Poisson superalgebra. After that we
can say that U is a basis of free generalized Poisson superalgebra GenP.
It is easy to see that multiplication ∗ is associative and supercommutative, and multiplication {, }∗ is
superanticommutative. We want to prove that superalgebra (U, ∗, {, }∗) satisfies
{a, b ∗ c}∗ = {a, b}∗ ∗ c+ (−1)|a||b|b ∗ {a, c}∗ −D(a)∗ ∗ b ∗ c. (5)
We say that a, b, c ∈ U and will prove by induction on dege(a) + dege(b) + dege(c).
Note that
{1, ei ∗ ej}
∗ = {1, ei}
∗ ∗ ej + ei ∗ {1, ej}
∗,
{ek, ei ∗ ej}
∗ = {ek, ei}
∗ ∗ ej + (−1)
|ek||ei|ei ∗ {ek, ej}
∗ −D(ek)
∗ ∗ ei ∗ ej
by the definition of mapping ∗. That is, if dege(a) + dege(b) + dege(c) < 4, then identity (5) is true.
Let dege(a) + dege(b) + dege(c) > 3. We can say that b = Π
n
k=1e
bk
k , c = Π
n
k=1e
ck
k and define new
notations:
γ(b, c) =
n∑
i=1
|ebii ||e
ci+1
i+1 · · · e
cn
n | and µ(b, c, k) = |e
b1+c1
1 · · · e
bk−1+ck−1
k−1 ||e
bk+ck
k |.
That is,
D(a) ∗ b ∗ c = (−1)γ(b,c)D(a) ∗Πnk=1e
bk+ck
k . (6)
We can see that
(−1)γ(b,c){a, b ∗ c}∗ = (7)
5n∑
k=1
(−1)µ(b,c,k)(bk + ck){a, ek}
∗ ∗
Πnm=1e
bm+cm
m
ek
−
(
n∑
k=1
(bk + ck)− 1
)
D(a)∗ ∗Πnm=1e
bm+cm
m .
It is easy to see that
{a, b}∗ ∗ c =
n∑
k=1
(−1)|e
b1
1
···e
bk−1
k−1
||e
bk
k
|bk{a, ek}
∗ ∗
b
ek
∗ c−
(
n∑
k=1
bk − 1
)
D(a)∗ ∗ b ∗ c =
n∑
k=1
(−1)|e
b1
1
···e
bk−1
k−1
||e
bk
k
|+
∑n
i=1
|e
bi
i
||e
ci+1
i+1
···ecnn |−|ek||e
c1
1
···e
ck−1
k−1
|bk{a, ek}
∗ ∗
Πnm=1e
bm+cm
m
ek
−(−1)
∑
n
i=1 |e
bi
i
||e
ci+1
i+1
···ecnn |
(
n∑
k=1
bk − 1
)
D(a)∗ ∗Πnm=1e
bm+cm
m .
That is,
{a, b}∗ ∗ c = (8)
(−1)γ(b,c)
(
n∑
k=1
(−1)µ(b,c,k)bk{a, ek}
∗ ∗
Πnm=1e
bm+cm
m
ek
−
(
n∑
k=1
bk − 1
)
D(a)∗ ∗Πnm=1e
bm+cm
m
)
.
Note that,
(−1)|c||b|{a, c}∗ ∗ b = (−1)|c||b|
n∑
k=1
(−1)|e
c1
1
···e
ck−1
k−1
||e
ck
k
|ck{a, ek}
∗ ∗
c
ek
∗ b−
(
n∑
k=1
ck − 1
)
D(a)∗ ∗ b ∗ c =
n∑
k=1
(−1)|e
ck
k
||b|+|ek||e
c1
1
···e
ck−1
k−1
|+
∑n
i=1
|e
bi
i
||e
ci+1
i+1
···ecnn |−|ek||e
bk+1
k+1
···ebnn |bk{a, ek}
∗ ∗
Πnm=1e
bm+cm
m
ek
−(−1)
∑
n
i=1 |e
bi
i
||e
ci+1
i+1
···ecnn |
(
n∑
k=1
ck − 1
)
D(a)∗ ∗Πnm=1e
bm+cm
m .
That is,
(−1)|c||b|{a, c}∗ ∗ b = (9)
(−1)γ(b,c)
(
n∑
k=1
(−1)µ(b,c,k)ck{a, ek}
∗ ∗
Πnk=1e
bm+cm
m
ek
−
(
n∑
k=1
ck − 1
)
D(a)∗ ∗Πnm=1e
bm+cm
m
)
.
In the end, summing (6) and (7) and subtracting (8) and (9), we can obtain that superalgebra
(U, ∗, {, }∗) satisfies (5).
We want to prove that the superalgebra satisfies the identity
{a, {b, c}∗}∗ = {{a, b}∗, c}∗ + (−1)|a||b|{b, {a, c}∗}∗. (10)
If a, b, c ∈M , then identity (10) is true, because (M, {, }∗) is a free Lie superalgebra.
Let a = a1 ∗ a2, where a1, a2 6= 1 and a1, a2 ∈ U , then using (5), we can obtain
{{a1 ∗ a2, b}
∗, c}∗ + (−1)|a||b|{b, {a1 ∗ a2, c}
∗}∗ =
−(−1)|b||a|{{b, a1}
∗ ∗ a2 + (−1)
|b||a1|a1 ∗ {b, a2}
∗ −D(b)∗a, c}∗−
(−1)|a|(|b|+|c|){b, {c, a1}
∗ ∗ a2 + (−1)
|c||a1|a1 ∗ {c, a2}
∗ −D(c)∗ ∗ a1 ∗ a2}
∗ =
6(−1)|b||a|+|c|(|a|+|b|)({c, {b, a1}
∗}∗ ∗ a2 + (−1)
(|b|+|a1|)|c|{b, a1}
∗ ∗ {c, a2}
∗ −D(c)∗ ∗ {b, a1}
∗ ∗ a2)+
(−1)|b||a|+|c|(|b|+|a|)+|b||a1|({c, a1}
∗ ∗ {b, a2}
∗ + (−1)|c||a1|a1 ∗ {c, {b, a2}
∗}∗ −D(c)∗ ∗ a1 ∗ {b, a2}
∗)+
(−1)|b||a|+|c|(|a|+|b|)({c,D(b)∗}∗ ∗ a+ (−1)|c||b|D(b)∗ ∗ {c, a}∗ −D(c)∗ ∗D(b)∗ ∗ a)−
(−1)|a|(|b|+|c|)({b, {c, a1}
∗}∗ ∗ a2 + (−1)
|b|(|c|+|a1|){c, a1}
∗ ∗ {b, a2}
∗ −D(b)∗ ∗ {c, a1}
∗ ∗ a2)−
(−1)|a|(|b|+|c|)+|c||a|({b, a1}
∗ ∗ {c, a2}
∗ + (−1)|b||a1|a1 ∗ {b, {c, a2}
∗}∗ −D(b)∗ ∗ a1 ∗ {c, a2}
∗)−
(−1)|a|(|b|+|c|)({b,D(c)∗}∗ ∗ a+ (−1)|b||c|D(c)∗ ∗ {b, a}∗ −D(b)∗ ∗D(c)∗ ∗ a) =
−(−1)|a|(|b|+|c|)({{b, a1}
∗, c}∗ + (−1)|b||a1|{b, {c, a1}
∗}∗) ∗ a2
+(−1)(|b|+|c|)|a1|a1 ∗ ({{b, a2}
∗, c}∗ + (−1)|b||a2|{b, {c, a2}
∗}∗)− {D(b)∗, c}∗ ∗ a− {b,D(c)∗}∗ ∗ a =
−(−1)|a||bc|({{b, c}∗, a1}
∗ ∗ a2 + (−1)
|bc||a1|a1 ∗ {{b, c}
∗, a2}
∗ −D({b, c}∗)∗ ∗ a = {a1 ∗ a2, {b, c}
∗}∗.
If a ∈M , b ∈ U \M or c ∈ U \M , then designating a, b, c, we can use the given calculations. That is,
the superalgebra satisfies (10) and it follows that the theorem is proved.
Let GenP (n) be a space of multi-homogeneous components of free generalized Poisson algebra GenP
with n+ 1 generators 1, x1, . . . , xn. Then
Theorem 3. dim(GenP (n)) = n · n!.
Proof. Note that, we consider the vector space of free algebra GenP [1, x1, . . . , xn] as a subspace
in the free Poisson algebra P [1, x1, . . . , xn] with n + 1 generators. It is well-known that the dimension
of the space of multi-homogeneous components of the free Poisson algebra with n + 1 generators is a
(n + 1)!. Using the description of basis of free generalized Poisson algebra (Theorem 2), we can define
the structure of the basis of the space of multi-homogeneous components. That is, the basis of the space
of multi-homogeneous components of the free generalized Poisson algebra with generators 1, x1, . . . , xn
and the basis of the space of multi-homogeneous components of the free Poisson algebra with generators
1, x1, . . . , xn, has distinction only for elements 1 · y, where y is an arbitrary element from the basis of the
free Poisson algebra with generators x1, . . . , xn. That is, dim(GenP (n)) = (n + 1)! − n! = n · n!. The
Theorem is proved.
3. A basis of free superalgebra of Jordan brackets.
Let us now consider free superalgebras of Jordan brackets. Let DX be a free non-associative super-
dialgebra over field k with set of even and odd generators X = X0 ∪ X1 = {1, x1, . . . , xn}, and two
multiplications · and {, }.
We consider ideal I of super-dialgebra DX , generated by{
{a, b}+ (−1)|a||b|{b, a}, a · b− (−1)|a||b|b · a, 1 · a− a,
{a, b} · c+ (−1)|a||b|b · {a, c} −D(a) · b · c− {a, b · c},
{{a, b}, c}+ (−1)|a||b|{b, {a, c}} − {a, {b, c}}−D(a){b, c} − (−1)|a||bc|D(b){c, a} − (−1)|c||ab|D(c){a, b}|
a, b, c ∈ DX0 ∪DX1
}
,
where D(a) = {a, 1}.We say, that super-dialgebra DX/I is a free unital superalgebra of Jordan brackets.
Let JB be a free unital superalgebra of Jordan brackets with set of generators X . We assume, that
X is a linearly ordered set and 1 < x1 < . . . < xn. All elements from X are good words. Let we defined
all good words with length less than n. The word w with length n in alphabet X is a good word, if:
1) w = {u, v}, where u, v are good words and u > v;
2) if w = {{u1, u2}, v}, then u2 ≤ v.
The order on good words with length less or equal n, we define as that it be consistent with order to
correct for existing words, and satisfy the conditions if word w is a good and w = {u, v}, then w > u, v.
Define the set M as
M =
{
u, {v, v}|u, v are good words in alphabet X, v ∈ JB1
}
.
7We define a linear order on the set M . Let u > v, if deg(u) > deg(v); if deg(u) = deg(v), then for
u = {u1, u2}, v = {v1, v2} (where u1 > u2, v1 > v2) we say u > v if u1 > v1, and if u1 = v1 we say u > v
if u2 > v2. The elements of set M we denote as ei, where ei < ej if i < j.
Let LX be a free non-associative superalgebra over field k with set of generators X and multiplication
{, }L. Consider ideal J of superalgebra LX , generated by{
{a, b}+ (−1)|a||b|{b, a},
{{a, b}, c}+ (−1)|a||b|{b, {a, c}}− {a, {b, c}}| a, b, c ∈ LX0 ∪ LX1
}
.
Superalgebra LX/J is a free Lie superalgebra [25]. As proved in [25], the set M is a basis of a free Lie
superalgebra LX/J .
Let K be an ideal in DX generated by elements with type {x · y|x, y 6= 1}. Easy to see, that
(DX/I)/K ≅ LX/J .
Let
U = {ek1i1 . . . e
kn
in
|ei1 6= 1, eim ∈M, i1 < . . . < in} ∪ {1}.
The set U is closed under multiplication ·. The multiplication · is a supercommutative, and we can
consider elements of M as ek1i1 . . . e
kn
in
, where ki 6= 0, and if eij ∈ JB1, then kj = 1. We say that element
ek1i1 . . . e
kn
in
has degree dege =
∑
ki. For element ei ∈M we define degL as length of word with generators
X . The degree of element f is a number of generator elements in word f .
The main goal of this chapter is a description of basis of free superalgebra of Jordan brackets. We will
prove that set U is a basis of free superalgebra of Jordan brackets.
Lemma 4. The set U is a basis of free superalgebra JB as a vector space.
Proof. Similar to proof of Lemma 1.
We define linear mapping ∗ : U → U as:
1) if w ∈ X , then w∗ = w;
2) if w ∈M , then w∗ = w;
3) if a = Πnk=1e
ak
k , b = Π
n
k=1e
bk
k , then
(ab)∗ = (−1)
∑n
i=1
|e
ai
i
||e
bi+1
i+1
···ebnn |Πnk=1e
ak+bk
k .
4) if we defined mapping ∗ for all words with length less than n and for all elements u with u < w. Then
word w = {w1, w2} with w1 = {w11, w12}, where w1, w2, w11, w12 ∈ M and {w11, w12} = w1, w11, w12 >
w2, we can consider as element of superalgebra (M, {, }) and using (2) we define w
∗ as a linear combination
of elements from
W =
{
{{w11, w2}, w12}, {w12, w2}, w11}, D(w2) · {w11, w12}, D(w11) · {w2, w12}, D(w12) · {w2, w11}
}
,
where either u ∈ W and u < w or u ∈ W and u = u1 · u2, where u1, u2 < w. It means, that for every
u ∈W we can define u∗.
5) if we defined mapping ∗ for all words with length less than m, then for word w = {w1, w2} with
length m, where w1 or w2 is an element of U \M , we can say that w2 ∈ U \M and w2 = Π
n
k=1e
tk
k , then
({w1, w2})
∗ =
n∑
k=1
(−1)|e
t1
1
···e
tk−1
k−1
||e
tk
k
|tk
(
{w1, ek}
∗w2
ek
)∗
−
(
n∑
k=1
tk − 1
)
(D(w1)
∗w2)
∗
,
where in the right part of expression elements with type {x, y}∗ was defined above.
Theorem 5. The set U is a basis of free superalgebra JB.
Proof. Similar to proof of Theorem 2.
Let JB(n) be a space of multi-homogeneous components of free unital algebra of Jordan brackets JB
with n+ 1 generators 1, x1, . . . , xn. Then
Theorem 6. dim(JB(n)) = n · n!.
8Proof. Similar to proof of Theorema 3.
Using Theorem 2 and 5 and [17], we can conclude
Theorem 7. The unital superalgebra of Jordan brackets (A, ·, {, }) is a free (or a simple) if and only if
the unital generalized Poisson superalgebra (A, ·, {, }D) is a free (or a simple).
4. Analogues of Farkas’ Theorem for PI algebras.
The celebrated Amitsur-Levitsky Theorem says that Mk(R), the k × k matrices over a commutative
ring R, satisfies the identity s2k = 0. The analogue of Amitsur-Levitsky Theorem for matrix superalgebras
was proved in [26]. Furthermore, by a well-known theorem of Amitsur, any associative PI algebra satisfies
the condition that some l-th power of some k-th standard polynomial sk is zero: (sk)
l = 0. Poisson PI
algebras were studied in [27, 28, 29, 30, 31]. D. Farkas defined
g =
∑
σ∈Sm
cσ{xσ(1), xσ(2)} . . . {xσ(2i−1), xσ(2i)}
as customary polynomials and proved that every Poisson PI algebra satisfies some customary identity
[27]. Note that, in [9] was proved the Theorem of Farkas for generic Poisson algebras. For generalized
Poisson algebras and algebras of Jordan brackets, the analogue of the customary identities is
g∗ =
[m/2]∑
i=0
∑
σ∈Sm
cσ,i〈xσ(1), xσ(2)〉 . . . 〈xσ(2i−1), xσ(2i)〉D(xσ(2i+1)) . . . D(xσ(m)), (11)
where
〈x, y〉 := {x, y} − (D(x)y − xD(y)).
It is easy to see that algebra (JB, ·, 〈, 〉) satisfies identities
〈x, y〉 = −〈y, x〉,
〈x, y · z〉 = 〈x, y〉 · z + y · 〈x, z〉,
〈〈x, y〉, z〉+ 〈〈y, z〉, x〉+ 〈〈z, x〉, y〉 = D(x){y, z}+D(y){z, x}+D(z){x, y}.
That is, (JB, ·, 〈, 〉) is not a Poisson algebra, but it is a generic Poisson algebra (see [?]). In [20] it
was proved that if Kantor’s double of superalgebra (JB, ·, {, }) is a special Jordan superalgebra, then
(JB, ·, 〈, 〉) satisfies identity
〈〈a, b〉, c〉 = D(a)〈b, c〉+ (−1)|a||b|D(b)〈a, c〉.
Using ideas from [27], we will prove an analogue of Farkas’ Theorem. Namely, that every PI unital
generalized Poisson algebra and PI unital algebra of Jordan brackets satisfies some special identity like
(11).
For homogeneous Lie word f with letters x1, x2, . . . , xn we define degree as associative monomial
x
degx1 (f)
1 . . . x
degxn (f)
n . Introduce additional useful notation
{x1, x2, . . . , xn} := {. . . {x1, x2}, . . . , xn},
Following [22, 23], it is easy to see that:
Lemma 8. Let L be a free Lie algebra with generators 1, y, x1, . . . , xn. The basis of the space with
components with degree 1kyx1 . . . xn is a set of elements with type
{y, yσ(1), . . . , yσ(n+k)},
where yi = xi, 0 < i < n+ 1, yi = 1, n < i < n+ k + 1.
9Lemma 9. With notation as above,
{yz, w1, . . . , wn} =∑
±{y, wi1(1), . . . , wi1(k1)}{z, wi2(1), . . . , wi2(k2)}{1, wi3(1), . . . , wi3(k3)} . . . {1, wil(1), . . . , wil(kl)},
summed over all possibilities for which each subscript appears exactly once in each summand and all se-
quences {i1(1), . . . , i1(k1)}, . . . , {il(1), . . . , il(kl)} are monotone increasing, all elements ij(t) are different
and 1 ≤ ij(t) ≤ n, also k1 + . . .+ kl = n. (In the case of p = 0, the singleton {x} is identified as x.)
Proof. Easy to see by induction.
Lemma 10. With notation as above,
{w1, . . . , wr , yz, wr+1, . . . , wr+n} =∑
( ± {w0, y, wi1(1), . . . , wi1(k1)}{z, wi2(1), . . . , wi2(k2)}{1, wi3(1), . . . , wi3(k3)} . . . {1, wil(1), . . . , wil(kl)}
± {y, wi1(1), . . . , wi1(k1)}{w0, z, wi2(1), . . . , wi2(k2)}{1, wi3(1), . . . , wi3(k3)} . . . {1, wil(1), . . . , wil(kl)}
± {y, wi1(1), . . . , wi1(k1)}{z, wi2(1), . . . , wi2(k2)}{D(w0), wi3(1), . . . , wi3(k3)} . . . {1, wil(1), . . . , wil(kl)}),
where w0 = {w1, . . . , wr}.
Proof. If r = 0 this lemma follows immediately from the previous one. So we assume that r ≥ 1 and
for β = {yz, w0, wr+1, . . . , wr+n} we apply the previous lemma formally to this new expression. Easy
calculations give the proof of the lemma.
Lemma 11. Assume f is a multi-linear Lie polynomial in the letters x,w1, . . . , wm, and f is an asso-
ciative algebraic derivation in x when considered as a Poisson polynomial. Then deg(f) = 2.
Proof. Let f have a degree 1kxw1 . . . wm. Set wi = 1,m < i < m+k+1 and x = wm+k+1. By Lemma
8, we may write
h =
∑
cσ{w1, wσ(2), . . . , wσ(m+k+1)},
where σ runs over permutations of 2, . . . ,m + k + 1 and cσ is a scalar. We compute the derivation
difference of h with respect to wm+k+1 → yz.
One of the many summands will be the product of cσ and
{w1, wσ(2), . . . , wσ(t−1), y}{z, wσ(t+1), . . . , wσ(m+k+1)}.
And one of the many others summands will be product of cσ and yzD{w1, wσ(2), . . . , wσ(m+k)}. But this
expressions determines σ; it does not appear in the derivation difference for any other permutation. If
we specify an ordering of the variables
y < z < w1 < . . . < wn,
then these special expressions are linearly independent for deg(f) > 2 by the application following Lemma
8. The Lemma is proved.
For polynomial f(x, . . .) we define
∆xyz(f) := f(yz, . . .)− yf(z, . . .)− zf(y, . . .).
It is easy to see, that if ∆xyz(f) 6= 0 and algebra A satisfies identity f , then A also satisfies identity
∆xyz(f).
For Poisson polynomial f we define x-height(f) as maximal length of {, }-subword with x.
Lemma 12. If multi-linear Poisson polynomial f is an associative derivation in any letter x, then x-
height(f) < 3.
Proof. Let f =
∑
γ fγγ, where fγ be a Lie polynomials with degree 1
kxt for any t. We consider
fγ =
∑
k f
k
γ , where the degree of polynomial f
k
γ is 1
kxt. On polynomials fkγ we choose a polynomials with
maximum deg(t) and after that polynomial with the maximum k. Let it is f∗ with degree 1kxx1 . . . xn.
Continuing the argument similar to that of Lemma 11, we obtain that if deg(f∗) > 2, then ∆xyz(f) 6= 0.
Following, deg(fγ) < 3 and x-height(f) < 3. The Lemma is proved.
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The main result of this chapter is following theorem.
Theorem 13. If unital generalized Poisson algebra A satisfies polynomial identity g0, then A satisfies
polynomial identity g∗ of type (11).
Proof. Using ideas from [27], we consider three steps.
Step 1. Let x-height(g0) > 2. Then algebra A satisfies identity g1 = ∆
x
yz(g0). By Lemma 12, g1 6= 0.
Note that x-height(g0) > y-height(g1), z-height(g1). If polynomial g1 has letter w with w-height(g1) > 2,
then we will continue the process. That is, in the end we can obtain that algebra A satisfies some identity
f , where arbitrary letter v has v-height(f) < 3.
Step 2. Let algebra A satisfy identity f and x-height(f) < 3 for arbitrary letter x from f . Assume
that f is not an associative derivation for any letter x. Then
f = xT +D(x)T0 +
∑
{x, xi}Ti.
We consider
∆xyz(f) = −yzT + yz
∑
D(xi)Ti 6= 0.
It is easy to see that unital algebra A will satisfy identity f∗ = −T +
∑
D(xi)Ti, with less letters than
identity f . That is, if identity f∗ is not a derivation for any letter t, then we can continue this process.
The process is finite, and algebra A satisfies some identity g with x-height(g) < 3, and g is an associative
derivation on every letter.
Step 3. For polynomial g with letters x1, . . . , xn, every associative subword with type {x, y} we can
consider as 〈x, y〉+(D(x)y−xD(y)). It follows that polynomial g we can consider as g∗+D(x1)T1+x1R1,
where g∗ has type (11). It is easy to see that g∗ is an associative derivation on every letter, then algebra
A will satisfy identity R1. It follows that A satisfies identity g∗ +D(x1)T1. We will consider D(x1)T1 as
D(x2)T2 + x2R2. That is, algebra A satisfies an identity g∗ +D(x1)D(x2)T1,2. Continuing this process,
we find that algebra A satisfies identity g∗ of the form (11). The Theorem is proved.
As follows, we can obtain
Corollary 14. Every PI generalized Poisson algebra satisfies an identity of the following type
f∗ =
[m/2]∑
i=0
∑
σ∈Sm
cσ,i
i∏
k=1
[xσ(2k−1);xσ(2k); z2k−1; z2k] ·
m−2i∏
k=1
{xσ(2i+k); z2i+2k−1; z2i+2k} ·
2i∏
k=1
z2m−2i+k, (12)
where
[u1;u2;w1;w2] =
{u1, u2}w1w2 + {u1, w1w2}u2 + u1{w1w2, u2}+
∑
σ1,σ2∈S2
{uσ1(1), wσ2(1)}uσ1(2)wσ2(2),
{t1; t2; t3} = {t2t3, t1} − {t2, t1}t3 − {t3, t1}t2.
Proof. By theorem 13, every PI generalized Poisson algebra satisfies an identity g∗ of type (11).
Multiplying g∗ and Π
2m
k=1zk, note that
w1w2〈u1, u2〉 = [u1;u2;w1;w2] and t2t3D(t1) = {t1; t2; t3}.
It is easy to see the corollary is proved.
Also, we can prove an analogue of Farkas’ Theorem for PI algebras of Jordan brackets:
Theorem 15. If unital algebra of Jordan brackets A satisfies polynomial identity g0, then A satisfies
polynomial identities of types (11) and (12).
Proof. We consider generalized Poisson algebra AD with vector space A and multiplications · and
{, }D. It is easy to see, that algebra AD is a PI algebra. Using Theorem 13, we can obtain that algebra
AD satisfies a polynomial identity g of type (11). Noted that, 2DD = D and
{x, y}D + xDD(y)−DD(x)y = {x, y}+ xD(y)−D(x)y,
we conclude that algebra A satisfies a polynomial identity of type (11). And using proof of Corollary 14,
we find that algebra A satisfies polynomial identity of type (12). The Theorem is proved.
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5. Kantor’s Double for generic Poisson superalgebras.
Let us give the definition of a generic Poisson superalgebra [9]. We consider a vector space GP
with associative supercommutative multiplication x · y and superanticommutative multiplication {x, y}.
If superalgebra (GP, ·, {, }) satisfies the Leibniz identity, i.e.,
{x, y · z} = {x, y} · z + (−1)|x||y|y · {x, z}, (13)
then GP is a generic Poisson superalgebra (GP superalgebra). It is easy to see that if (GP, {, }) is a Lie
superalgebra, then (GP, ·, {, }) is a Poisson superalgebra. It is well-known that Kantor’s Double of a
Poisson superalgebra is a Jordan superalgebra [10]. There naturally arises a
Question. When is Kantor’s double of a generic Poisson superalgebra a Jordan superalgebra?
We gave the answer on this question in following
Theorem 16. Let A be a GP superalgebra over field F with characteristic 6= 2, 3, then K(A) is a Jordan
superalgebra if and only if A satisfies special identity
({{a, b}, c} − (−1)|b||c|{{a, c}, b}− {a, {b, c}})d = 0 (14)
for homogeneous elements a, b, c, d ∈ GP0 ∪GP1.
Proof. In [14] it was proved that if (B, ·) is an associative supercommutative superalgebra and
(B, {, }) is a superanticommutative superalgebra, then K(B) is a Jordan superalgebra if and only if for
homogeneous elements superalgebra B satisfies following identities
(−1)(k+j)i({hkkl, gj}fi − hkkl{gj , fi}) =
(−1)(l+j)k({klfi, gj}hk − klfi{gj, hk}), (15)
(−1)(i+j)l({fihkgj , kl} − fihk{gj, kl}) =
(−1)(k+j)i({hkkl, gj}fi − {hkkl, gjfi})+
(−1)(l+j)k({klfi, gj}hk − {klfi, gjhk}), (16)
(−1)(i+j)l{{fi, hk}gj, kl}+ (−1)
(k+j)i{{hk, kl}gj, fi}+
(−1)(l+j)k{{kl, fi}gj, hk} = (−1)
(i+j)l{fi, hk}{gj, kl}+
(−1)(k+j)i{hk, kl}{gj, fi}+ (−1)
(l+j)k{kl, fi}{gj, hk}, (17)
where ki, hi, gi, fi ∈ Bi.
It is easy to see that if an algebra satisfies identity (13), then it satisfies identities (15, 16). Using
identity (13) for (17), we get (14). The Theorem is proved.
Corollary 17. If A is a unital GP (non-Poisson) superalgebra, then K(A) is not a Jordan superalgebra.
Corollary 18. If A is a GP (non-Poisson) superalgebra and (A, ·) is an algebra with trivial annihilator
(for example, prime algebra), then K(A) is not Jordan superalgebra.
Example 19. Let A be a non-Lie anticommutative algebra with multiplication {, } (for example, a Malcev
or a binary-Lie algebra). We define new multiplication x · y = 0. Then, algebra (A, ·, {, }) is a GP (non-
Poisson) algebra, and satisfies identity (14), and K(A) is a Jordan superalgebra.
Acknowledgments: I am grateful to Prof. Dr. Ivan Shestakov (IME-USP, Brazil) for the idea of
this work and some interesting comments.
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