We study the loss surface of neural networks equipped with a hinge loss criterion and ReLU or leaky ReLU nonlinearities. Any such network defines a piecewise multilinear form in parameter space, and as a consequence, optima of such networks generically occur in non-differentiable regions of parameter space. Any understanding of such networks must therefore carefully take into account their non-smooth nature. We show how to use techniques from nonsmooth analysis to study these non-differentiable loss surfaces. Our analysis focuses on three different scenarios: (1) a deep linear network with hinge loss and arbitrary data, (2) a one-hidden layer network with leaky ReLUs and linearly separable data, and (3) a one-hidden layer network with ReLU nonlinearities and linearly separable data. We show that all local minima are global minima in the first two scenarios. A bifurcation occurs when passing from the second to the the third scenario, in that ReLU networks do have non-optimal local minima. We provide a complete description of such sub-optimal solutions. We conclude by investigating the extent to which these phenomena do, or do not, persist when passing to the multiclass context.
INTRODUCTION
Empirical practice tends to show that modern neural networks have relatively benign loss surfaces, in the sense that training a deep network proves less challenging than the non-convex and non-smooth nature of the optimization would naïvely suggest. Many theoretical efforts have attempted to explain this phenomenon and, more broadly, the successful optimization of deep networks in general ( [8, 4, 9] ). The properties of the loss surface of neural networks remain poorly understood despite these many efforts. Developing of a coherent mathematical understanding of them is therefore one of the major open problems in deep learning.
We focus on investigating the loss surfaces that arise from feed-forward neural networks where rectified linear units (ReLUs) σ(x) := max(x, 0) or leaky ReLUs σ α (x) := α min(x, 0) + max(x, 0) account for all nonlinearities present in the network. We allow the transformations defining the hidden-layers of the network to take the form of fully connected affine transformations, convolutional transformations or some other combination of structured affine maps. These tranformations produce the outputŷ of the network. For the network criterion we elect to use the binary hinge loss (1) (ŷ, y) := σ 1 − yŷ or the multiclass hinge loss
depending on the type of classification problem at hand. For binary classification the target y ∈ {−1, 1}, whereas in the multiclass case the target y ∈ {0, 1} R encodes the desired class. We use the criteria (1, 2) for two reasons. First, hinge loss criteria are natural choices if we wish to maintain ReLU or leaky ReLUs nonlinearities throughout the network. With these criteria each input simply flows through a succession of affine and piecewise linear transformations until it produces the loss. This rather homogeneous structure allows us to derive results concerning the loss surface of such networks. Second, these choices also allow us to avoid certain pathologies that arise with other objectives; global minimizers generally do not exist, for instance, when using a logistic loss instead of the hinge loss. To see the type of structure that emerges in these networks, let Ω denote the space of network parameters and let L(ω) denote the loss. We say a nonlinearity (a ReLU or leaky ReLU) is active if σ α (x) > 0 and that (a) Loss Surface L(ω) (b) Parameter Space Ω (c) Loss Surface L(ω) FIGURE 1. The loss surface corresponding to a piecewise multilinear form. In (a): Local minima are located in the interior of the flat cells Ω 3 and Ω 5 (type I), on the boundary between cells Ω 1 and Ω 2 (type II) and the boundary between cells Ω 4 and Ω 5 (type II). In (b): Parameter space Ω = R 2 decomposes into a partition of five cells. The loss L on each cell is a sum of multilinear forms. In (c): A rotation of (a) shows the saddle-like surface of the nontrivial forms on cells Ω 1 , Ω 2 and Ω 4 .
it is inactive otherwise. This dichotomy leads to a partition of the parameter space
into cells, where each cell Ω u corresponds to a given activation pattern of the nonlinearities. Crossing the boundary of a cell Ω u corresponds to a nonlinearity switching from active to inactive, or vice-versa. The loss L(ω) is therefore smooth in the interior of cells and (potentially) non-differentiable on cell boundaries. In this way the decomposition (3) provides a description of the smooth and non-smooth regions of parameter space. We begin by using this decomposition to show that, when restricted to a fixed cell Ω u , the loss L is a sum of multilinear forms. Thus the loss L(ω) is a piecewise multilinear form 1 , and different multilinear forms characterize the loss on different cells. To see the significance of this structure, recall that a multilinear form is a function φ : R d 1 × . . . × R dn → R which is linear with respect to each of its inputs when the other inputs are fixed. That is, each of the n linear relations φ(v 1 , . . . , cv k + dw k , . . . , v n ) = cφ(v 1 , . . . , v k , . . . , v n ) + dφ(v 1 , . . . , w k , . . . , v n ) hold. The functions φ(x, y) = xy or φ(x, y, z) = xyz provide canonical examples of multilinear forms, and both of these functions clearly have a saddle like structure. In fact any nontrivial multilinear form has such a saddle-type structure, for the Hessian matrix of a nontrivial multilinear form always has at least one strictly positive and one strictly negative eigenvalue. Consequently, the graph of a nontrivial multilinear form always has at least one direction of positive curvature and at least one direction of negative curvature. We therefore have the following picture for the loss surface L(ω) of a piecewise multilinear form: inside each cell Ω u the loss is either flat, linear or has a saddle-like structure; see figure 1 for a visual example. It is therefore impossible for a local minima to occur in the interior of a cell on which the loss has a linear or saddle-like structure, and so neural networks with ReLU nonlinearities and hinge loss criterion have only two types of local minima - We state this result precisely in section 2, theorem 1, but figure 1 already shows the presence of these two types of local minima. This observation has several consequences. A (continuous time) gradient decent algorithm can never reach a type I local minimum. As soon as the algorithm enters a flat cell it must stop since the gradient vanishes at such points. The descent therefore terminates on the boundary of the cell, and so only non-smooth local minima arise when using a local, gradient-based algorithm. Moreover, this structure has implications for other various optimization algorithms. An off-the-shelf Newton method provides a very simple example. Such algorithms are inappropriate for multilinear networks since the Hessian of L is never positive definite and typically is indefinite. To put it succintly, any study of algorithms for such a loss must take into account both the nonsmooth structure and the indefinite structure of the loss surface. Local minimizers simply cannot be studied using second-order (i.e. Hessian) information.
In section 3 we leverage the multilinear structure of the loss to prove results concerning the critical points of various networks under various assumptions on the data. Since local minima generically occur in the nonsmooth region of the parameter space, these results require an invocation of machinery from non-smooth analysis. One of the main contributions of this paper is to show how apply these techniques to study the loss surface of non-smooth networks. Specifically, we consider the following three scenarios to illustrate how nonlinearity and data complexity change the loss surface of multilinear networks -• Scenario 1: A deep linear network with binary hinge loss (1) and arbitrary data. • Scenario 2: A one-hidden layer network with leaky ReLU, binary hinge loss (1) and linearly separable data. • Scenario 3: A one-hidden layer network with standard ReLU, binary hinge loss (1) and linearly separable data.
We show that all local minimizers are global minimizers (c.f. theorem 4) in the first two cases, but that suboptimal local minimizers exist in the third case. Our analysis also provides an explicit description of these non-optimal local minima (c.f. theorem 5). These results combine to clearly illustrate how degeneracy in the nonlinearities induces a bifurcation wherein sub-optimal local minima occur in the loss surface. Moreover, sub-optimal solutions of this type typically persist in deep networks as well as shallow ones. Finally, in section 4 we conclude by investigating the extent to which these phenomena do, or do not, persist when passing to the multiclass context. Our main observation is that the loss surface of a multilinear network with the multiclass hinge loss (2) is fundamentally different than that of a binary classification problem. In particular, the picture that emerges from our two-class results does not extend to the multiclass hinge loss. Nevertheless, by employing an appropriate modification to the multiclass problem we show how to obtain a similar understanding of critical points in the above scenarios. Previous work also address the loss surface of ReLU neural networks, c.f. [12] and [4] . The first reference uses ReLU nonlinearities to partition the parameter space into basins that, while similar in spirit, are different from our notion of cells. They estimate the probability of initializing the network in a basin containing a good local minimum under various assumptions on the distribution of data points. However, as noted by the authors, there is no reason to believe that a descent algorithm initialized inside such a basin will actually converge to the local minimum within it. The second reference investigates "randomized" ReLU networks. It provides a description of the quality and asymptotic distribution of the local minima under the assuption that the ReLU activations are independent Bernoulli variables. Similar ideas were pursued in [5] and [9] . In a different vein, the loss surface of fully connected neural networks with smooth nonlinearities (i.e, sigmoid or tanh) and 2 loss have also received attention. The dominant strand of this line of work focuses on a search for situations wherein local minima and global minima coincide. For example, if the weight matrices and features at a given layer of the network satisfy certain structural assumptions (e.g. full rank conditions and linear independence) then such a "local equals global" result holds, c.f. [8, 6, 13, 7, 11] . A similar result was proven in [7] for a smooth version of the hinge loss, smooth nonlinearities and separable data. Deep linear networks represent the extreme case of this line of work. It is shown in [1, 2, 9] that these networks do not have sub-optimal local minimizers. The techniques required to handle the non-smooth case however are fundamentally different due to the non-differentiable nature of the critical points.
PIECEWISE MULTILINEAR STRUCTURE
We begin by describing the precise manner in which ReLU networks with hinge loss criterion give rise to piecewise multilinear forms. This will entail both a precise formulation of the decomposition of parameter space into cells as well as an explicit description of the multilinear structure of the loss on each cell. We shall employ the following notation when accomplishing these two tasks. Bold-face Roman and Greek letters such as x, y, λ, ε denote vectors in standard Euclidean space, with x, y := x T y the usual innerproduct and x ⊗ y := xy T the standard outer-product of vectors. Their light-face Roman counterparts with sub-scripts x i , y i , λ j , ε k denote individual entries. Capital Roman letters such as U, V, W will always refer to matrices while the corresponding lower-case letters u ij , v ij , w ij will denote the corresponding matrix entries. We reserve Id for the identity matrix, 0 = (0, . . . , 0) t for the zero vector, 1 = (1, . . . , 1) t for the constant vector, and e k = (0, . . . , 0, 1, 0, . . . , 0) for the one-hot vector with a one in its k th entry. We use [k] as a shorthand for a range {1. . . . , k} of indices, and we reserve parenthetical super-scripts such as x (i) or W ( ) for enumerating a collection of vectors or matrices over such a range. We view a collection of N labelled data points as a set of ordered pairs (x (i) , y (i) ) with the x (i) representing generic points belonging to R d and y (i) ∈ R R representing one-hot vectors coding for the class of the i th data point.
All the results in this section will be derived for the multiclass hinge loss (2), however they extend in a straightforward way to the case of the binary hinge loss. Let us start by rewriting (2) as
and consider a neural network with L hidden layers,
where x (i, ) denotes the feature vector of the i th data point at the th layer (with the convention that x (i,0) = x (i) ),ŷ (i) denotes the output of the network for the i th datum andẑ (i) ∈ R R describes the loss of data point x (i) associated with each of the R classes. As the parameter α decreases from α = 1 to α = 0 the network transitions from a deep linear architecture to a standard ReLU network. The matrices W ( ) and vector b ( ) define the affine transformation at layer of the network, and V and c denote the weights and bias of the output layer. We allow for fully-connected as well as structured models, such as convolutional networks, by imposing the assumption that each W ( ) is a matrix-valued function that depends linearly on some set of parameters ω ( ) -
∈ Ω represents the parameters of the network and Ω denotes parameter space, i.e. a vector space. We let d denote the dimension of the features at layer of the network, with the convention that d 0 = d (dimension of the input data) and d L+1 = R (number of classes). We use D = d 1 + . . . + d L+1 for the total number of pointwise nonlinearities and N p := dim(Ω) for the total number of parameters. We then finally arrive at the expression
for the total loss over all data points and all classes. The positive weights µ (i) > 0 sum to one, say µ (i) = 1/N in the simplest case, but we allow for other choices to handle those situations, such as an unbalanced training set, in which non-homogeneous weights could be beneficial.
2.1.
Partitioning Ω into Cells. The lack of differentiability of the nonlinearity σ α (x) induces a subsequent lack of differentiability of L(ω), but we may still characterize differentiable regions of the loss precisely. This characterization will prove essential for our analysis. Given a data point x (i) let us define the collection of functions
where sign(x) stands for the signum function that vanishes at zero. Thus s (i, ) : Ω → {−1, 0, 1} d , ∈ [L + 1], and by collecting all of these functions into a single signature function
we obtain a function S : Ω → {−1, 0, 1} N D since there are a total of D nonlinearities and N data points. The signature function S describes how each nonlinearity in the network activates. These activations take one of three possible states, the fully active state (encoded by a one), the fully inactive state (encoded by a minus one), or an in-between state (encoded by a zero). If none of the N D entries of S(ω) equal zero then all of the nonlinearities are differentiable near ω, and so the loss L is smooth near such points. With this in mind, for a given u ∈ {−1, 1} N D we define the cell Ω u as the (possibly empty) set into smooth and potentially non-smooth regions. The set N contains those ω for which at least one of the N D entries of S(ω) takes the value 0, which implies that at least one of the nonlinearities is nondifferentiable at such a point. Thus N consists of points at which the loss is potentially non-differentiable.
The following lemma collects the various properties of the cells Ω u and of N that we will need in the rest of the paper. Finally, we define the collection of functions
which obviously remain constant on each cell. We may therefore refer unambiguously to these functions by referencing a given cell Ω u instead of a point ω in parameter space. We shall therefore interchangably use the more convenient notation
when referring to these constants.
Piecewise Multilinear
Structure. Let us briefly assume for the sake of exposition that instead of (5) we have a simplified model without any bias parameters and homogeneous weights, and so
for T (i) := Id − 1 ⊗ŷ (i) . By definition, inside a cell Ω u each nonlinearity σ α (x) acts as a linear function, i.e. matrix multiplication by a diagonal matrix. More precisely, restricted to the cell Ω u the loss takes the form
and so up to the constant factor −1 + 1, E (i,u) 1 /N (which simply counts the average number of errors on the cell) it is clear that L| Ωu is a multilinear form of its arguments. As a consequence, the loss is a piecewise multilinear form up to constants and it is therefore smooth in the interior of each cell. As nonzero multilinear forms do not have local minima, it is clear that a local minimum of the loss can only occur (i) in the interior of cells where the loss is constant, or (ii) on the boundary of one or more cells. Going back to our case of interest (5) , the presence of bias parameters complicates the picture slightly -the loss on a cell is now a sum of multilinear form rather than a single multilinear form. However, the overall conclusions regarding local minima remain unchanged. The following theorem describes the precise result.
Theorem 1 (Multilinear Structure of the Loss). (1) , ω (2) , ω (3) , ω (4) . . . , ω (L) , V ) +φ u 1 (b (1) , ω (2) , ω (3) , ω (4) . . . , ω (L) , V ) +φ u 2 (b (2) , ω (3) , ω (4) . . . , ω (L) , V ) +φ u 3 (b (3) , ω (4) . . . , ω (L) , V ) . . .
is the weighted average of the errors on the cell. (ii) The loss L is smooth on each cell Ω u . Moreover, if ω ∈ Ω \ N and the Hessian matrix HL(ω) does not vanish then it must have at least one strictly positive and one strictly negative eigenvalue. (iii) Local minima and maxima of L occur only on cell boundaries (i.e. on N ) or on those cells Ω u where the loss is constant. In the latter case, L| Ωu (ω) = φ u L+2 for all ω ∈ Ω u .
CRITICAL POINT ANALYSIS
In this section we use machinery from non-smooth analysis (see chapter 6 of [3] for a good reference) to study critical points of the loss surface of such piecewise multilinear networks. We consider three scenarios by traveling from the deep linear case (α = 1) and passing through the leaky ReLU case (α ∈ (0, 1)) before arriving at the most common case (α = 0) of ReLU networks. We intend this journey to highlight how the loss surface changes as the level of nonlinearity increases. A deep linear network has a trivial loss surface, in that local and global minima coincide. If we impose further assumptions, namely linearly separable data in a one-hidden layer network, this benign structure persists into the leaky ReLU regime. When we arrive at α = 0 a bifurcation occurs, and sub-optimal local minima suddenly appear in classical ReLU networks.
To begin, we recall that for a Lipschitz but non-differentiable function f (ω) the Clarke subdifferential ∂ o f (ω) of f at a point ω ∈ Ω provides a generalization of both the gradient ∇f (ω) and the usual subdifferential ∂f (ω) of a convex function. For a Lipschitz function f we may employ the following definition (c.f. page 133 of [3] ).
Definition 1 (Clarke Subdifferential and Critical Points). Assume that a function f : Ω → R is locally Lipschitz around ω ∈ Ω, and differentiable on Ω \ M where M is a set of Lebesgue measure zero. Then the convex hull
then ω is a critical point of f in the Clarke sense.
The definition of critical point is a consistent one, in that (9) must hold whenever ω is a local minimum (c.f. page 125 of [3] ). Thus the set of all critical points contains the set of all local minima.
Deep Linear Networks (α = 1):
We begin by using these tools to analyze the loss
associated to a deep linear network with binary hinge loss. If we definev := (W (L) · · · W (1) ) T v then (10) corresponds to a convex loss E(v, c) whose first argument is parametrized as a multilinear product. Under no assumptions on the data or the number L of layers we have Theorem 2 (Deep Linear Networks). Consider the loss (10) with arbitrary data and assume that ω is any critical point in the Clarke sense. Then the following hold -(i) Ifv = 0 then ω is a global minimum.
(ii) If the µ (i) weight both classes equally weighted and ω is a local minimum withv = 0 then it is a global minimum.
In other words, if the equal-weight hypothesis holds then all local minima of (10) are in fact global minimizers. When α = 1 the loss surface is therefore trivial, in the sense that it consists entirely of saddle points and global optima.
From Linear to Leaky (0 < α < 1):
We now take 0 < α < 1 and consider the corresponding loss
associated to a fully connected network with one hidden layer. We shall also assume the data {x (i) } are linearly separable. Let w k , k ∈ [K] denote the rows of the linear transformation W defining the hidden layer. If we redefine
then theorem 1 remains true. In fact, we may specify the multilinear forms in theorem 1 more precisely via a straightforward computation.
.
furnish the multilinear forms defining the loss on Ω u .
With this description in hand, we may now explore the consequences of this decomposition under the assumption of linearly separable data. Our first theorem along these lines is Theorem 3 (Critical Points with 0 < α < 1). Consider the loss (11) with α > 0 and data x (i) , i ∈ [N ] that are linearly separable. Assume that ω = (W, v, b, c) is any critical point of the loss in the Clarke sense. Then either v = 0 or ω is a global minimum.
The above theorem shows that the loss has two type of critical points, namely critical points with v = 0 and global minima. Critical points of the first kind correspond to trivial networks in which all data points are mapped to a constant. If we make the additional assumption that each class is equally weighted then any point with v = 0 cannot define a local minimum. In other words, all local minima are global minima.
Theorem 4 (Local Minima with 0 < α < 1). Consider the loss (11) with α > 0 and data
that are linearly separable. Assume that the µ (i) weight both classes equally. Then every local minimum of L(ω) is a global minimum.
From Leaky to
ReLU and the α = 0 Bifurcation: We have now arrived at the case of paramount interest. When passing from α > 0 to α = 0 a structural bifurcation occurs in the loss surface -ReLU nonlinearities generate non-optimal local minima even in a one hidden layer network with separable data. Our analysis provides an explicit description of all the critical points of such loss surfaces, which allows us to precisely understand the way in which sub-optimality occurs.
In order to describe this structure let us briefly assume that we have a simplified model with two hidden neurons, no output bias c, and uniform weights. We therefore have the loss
for such a network. Each hidden neuron has an associated hyperplane w k , · + b k as well as a scalar weight v k used to form the output. Figure 2 shows three different local minima of such a network. The first panel, figure 2 (a), shows a global minimum where all the data points have zero loss. Figure 2 (b) shows a suboptimal local minimum. All unsolved data points, namely those that contribute a non-zero value to the loss, lie on the "blind side" of the two hyperplanes. For each of these data points the corresponding network outputŷ (i) vanishes and so the loss is σ( 1 − y (i)ŷ(i) ) = 1 for these unsolved points. Small perturbations of the hyperplanes or of the values of the v k do not change the fact that these data points lie on the blind side of the two hyperplanes. Their loss will not decrease under small perturbations, and so the configuration is, in fact, a local minimum. The same reasoning shows that the configuration in figure 2(c) is also a local minimum. All data points have loss equal to one, and so this local minimum is also a global maximum.
Despite the presence of sub-optimal local minimizers, the local minima depicted in figure 2 are somehow trivial cases. They simply come from the fact that, due to inactive ReLUs, some data points are completely
Three different local minima of the loss L(ω) for a network with two hidden neurons and standard ReLU nonlinearities. Points belonging to class +1 (resp. -1) are denoted by stars (resp. squares). Data points for which the loss is zero (solved points) are colored in green, while data points with non-zero loss (unsolved points) are in red.
ignored by the network, and this fact cannot be changed by small perturbations. We show that for binary classification tasks with linearly separable data these are, in fact, the only possible local minima that occur. More precisely, let us say that a hyperplane w k , · + b k is active if the corresponding v k is non-zero. Then at any critical point a data point with nonzero loss must lie in the blind side of all active hyperplanes.
Moreover, local minima of this sort generically exist in ReLU networks of any depth. We now return from the simplified model (13) to the case (11) of interest. If we let (i) (ω) denote the contribution of the i th data point x (i) to the total loss, so that L(ω) = i µ (i) (i) (ω), then we may conclude Theorem 5 (Critical Points with α = 0). Consider the loss (11) with α = 0 and data x (i) , i ∈ [N ] that are linearly separable. Assume that ω = (W, v, b, c) is any critical point of the loss in the Clarke sense. Then
Essentially, this theorem says that critical points (including local minima) obey the property sketched in figure 2 . If a data point x (i) has non-zero loss one of v k or σ( w k , x (i) + b k ) must vanish for all hidden neurons. We therefore have a dichotomy. Either x (i) lies in the blind side of the hyperplane w k , x (i) + b k or else v k = 0. In the latter case the k th feature is not used when forming network predictions and so the corresponding hyperplane is inactive. Succinctly, theorem 2 states that if a data point x (i) is unsolved it must lie on the blind side of every active hyperplane.
EXACT PENALTIES AND MULTI-CLASS STRUCTURE
Unfortunately, the result of theorem 2 and 3 does not extend naïvely to the multi-class case. To the contrary, counter-examples show that there exist non-trivial critical points for linearly separable data whenever the number of classes exceeds two. In other words, in the presence of three or more classes a critical point may contain active yet unsolved data points (c.f. figure 3 ). This phenomenon poses the question of whether some variant of theorem 3 holds in the multi-class context. A first attempt might simply modify the loss itself, since the naïve guess is that the binary hinge loss¯ is primarily responsible for the structure that emerges in for binary classifications. We might hope that substituting the multi-class hinge loss (4) with its one-versus-all variant
would restore the two-class structure of critical points. Yet similar counter-examples dash this hope as well, for non-trivial critical points persist for network with modified loss (14) and one hidden layer. The inherent difficulty comes from the fact that all of the parameters ω in the network still couple through the joint nonlinear minimization of (14), and so simply modifying the hinge loss does not restore the two-class structure.
Four-way classification with multiclass hinge loss (2) . At left -a global minimizer. At right -a sub-optimal local minimizer where the analogue of theorem 5 fails.
We may, however, introduce a sufficient amount of decoupling if we modify both the loss as well as the algorithm used in its optimization. Let us begin this process by recalling that
denote the features and predictions of the network with L hidden layers, respectively. The sub-collection of parametersω
therefore determine a common set of features x (i,L) while the parameters V, c determine R one-versus-all classifiers utilizing these features. We may write the loss for the r th class as
and then form the sumL(ω) := (L (1) + · · · + L (R) )(ω) to recover the total objective. Thus each classifier inL shares a common set of features, and the joint minimization over features and classifiers couples the R one-versus-all problems together. We may then seek to minimizeL by applying a soft-penalty approach. We introduce the R replicates ω (r) = ω (1,r) , . . . , ω (L,r) , b (1,r) , . . . , b (L,r) 1 ≤ r ≤ R of the hidden-layer parametersω and include a soft 2 -penalty
to enforce that the replicated parameters ω ( ,r) , b ( ,r) remain close to their corresponding means (ω ( ) ,b ( ) ) across classes. We then proceed by minimizing the penalized loss
for γ > 0 some parameter controlling the strength of the penalty. Remarkably, performing this process yields Theorem 6 (Exact Penalty and Recovery of Two-Class Structure). If γ > 0 then the following hold for (15) -
The penalty is exact, that is, at any critical point ω (1) , . . . , ω (R) of E γ the equalities
hold for all ∈ [L]. (ii) At any critical point of E γ the two-class critical point relations
In other words, applying a soft-penalty approach to minimizing the coupled problemL actually yields an exact penalty method. By (i), at critical points we obtain a common set of features x (i,L) for each of the R binary classification problems. Moreover, by (ii) these features simultaneously yield critical points
for all of these binary classification problems. The fact that (16) may fail for critical points ofL is responsible for the presence of non-trivial critical points in the context of a network with one hidden layer. We may therefore interpret (ii) as saying that the penalty avoids pathological critical points where 0 ∈ ∂ 0L (ω) but (16) does not.
In this way the penalty approach provides a path forward for studying multi-class problems. Regardless of the number L of hidden layers, it allows us to form an understanding of the family of critical points (16) by reducing to a study of critical points of binary classification problems. This allows us to extend the analyses of the previous section to the multi-class context. We shall accomplish this by traveling along the same path that we followed for binary classification.
We begin at α = 1 and study the deep linear problem
using the soft penalty approach. The features x (i,L) := W (L) · · · W (1) x (i) result from a deep linear network, and so if we definev (r) := (W (L) · · · W (1) ) T v r then we may once again view (17) as a convex loss
with over-parametrized arguments. If the positive weights µ (i,r) > 0 satisfy
then we say that the µ (i,r) give equal weight to all classes. Directly appealing to the critical point relations (16) gives our first simple corollary using this approach. In other words, if a critical point of the penalized loss E γ corresponds to a sub-optimal solution then at least one of thev r must vanish. As with theorem 2 we may rule out such sub-optimal solutions by turning our attention from critical points to local minimizers.
Corollary 2 (Multiclass Deep Linear Networks II). Consider the loss (17) and its corresponding penalty (15) with γ > 0, L = 1 and arbitrary data. Assume that ω = (ω (1) , . . . , ω (R) ) is a local minimum of E γ withv (r) = 0 for some r ∈ [R]. If the µ (i,r) give equal weight to all classes then ω is a global minimum of L and of E γ .
Under the equal weight hypothesis, these two corollaries combine to yield a similar picture for critical points of E γ that obtains in the two class context. In a deep linear network with one hidden layer, any critical point of E γ is either a global minimizer or is trivial for at least one class in the sense that at least onev r must vanish. In the latter case, such trivial solutions are either global minimizers or saddle points; they cannot correspond to sub-optimal local minimizers.
In the leaky regime 0 < α < 1 we obtain a similar structure if, as in the two class case, we impose the assumption of linear separability. That is, if each of the R data/label pairings {(x (i) , y (i,r) )}, i ∈ [N ] are separable then E γ has no sub-optimal local minimizers. To make this precise, we recall the loss
that results from the features x (i,1) = σ α (W x (i) + b) of a ReLU network with one hidden layer. The following corollary then states the precise structure that emerges from the leaky regime with separable data. Finally, when arriving at the standard ReLU nonlinearity α = 0 a bifurcation occurs. Sub-optimal local minimizers of E γ can exist, but once again the manner in which these sub-optimal solutions appear is easy to describe. We let (i,r) (ω) denote the contribution of the i th data point x (i) to the loss L (r) for the r th class, so that L (r) (ω) = i µ (i,r) (i,r) (ω) gives the total loss. Appealing directly to the family of critical point relations 0 ∈ ∂ 0 L (r) ω, v r , c r furnished by theorem 6 yields our final corollary in the multiclass setting.
Corollary 4 (Multiclass with α = 0). Consider the loss (18) and its corresponding penalty (15) with γ > 0, α = 0 and data x (i) , i ∈ [N ] that are linearly separable. Assume that ω = (ω (1) , . . . , ω (R) ) is any critical point of E γ in the Clarke sense. Then Theorem (Theorem 1).
APPENDIX: PROOFS OF LEMMAS AND THEOREMS
(i) For each cell Ω u there exist multilinear forms φ u (1) , ω (2) , ω (3) , ω (4) . . . , ω (L) , V ) +φ u 1 (b (1) , ω (2) , ω (3) , ω (4) . . . , ω (L) , V ) +φ u 2 (b (2) , ω (3) , ω (4) . . . , ω (L) , V ) +φ u 3 (b (3) , ω (4) . . . , ω (L) , V ) . . .
is the weighted average of the errors on the cell. 
where T (i) := Id − 1 ⊗ŷ (i) . For part (ii) it suffices to note that a multilinear form φ : R d 1 × . . . × R dn → R can always be written as
. . .
dn jn=1
A j 1 ,...,jn v 1,j 1 . . . v n,jn for some tensor {A j 1 ,...,jn : 1 ≤ j k ≤ d k }, with v k,j denoting the j th component of the vector v k . From (20) it is clear that
and therefore the trace of the Hessian matrix of φ vanishes. Thus the (real) eigenvalues of the (real, orthogonally diagonalizable) Hessian sum to zero, and so if the Hessian is not the zero matrix then it has at least one strictly positive and one strictly negative eigenvalue. To prove part (iii), note part (ii) implies that for anyω ∈ Ω u there exists a small neighborhood
must hold for all ω and all δ small enough. Now use part (i) and multilinearity to expand the left-hand-side into powers of δ:
is, in fact, the highest-order term is a consequence of the multilinear decomposition from part (i). Since (21) must hold for all δ small enough, all like powers must vanish f k (ω) = 0 and φ u 0 + φ u 1 (ω) = 0. Now take any ω with b (1) = 0 to conclude φ u 0 (ω (1) , ω (2) , ω (3) , ω (4) . . . , ω (L) , V ) = 0 for all ω ( ) , V . But then φ u 0 + φ u 1 (ω) = 0 for all ω implies φ u 1 (b (1) , ω (2) , ω (3) , ω (4) . . . , ω (L) , V ) for all ω ( ) , V, b (1) as well. Thus φ u 0 + φ u 1 is the zero function, and so φ u 2 is the highest-order multilinear form in the decomposition from part (i). This implies that
, . . . , ω (L) , V ), but f L must vanish by (21). Thus φ u 2 is the zero function as well. Continuing in this way shows that each φ u is the zero function for 0 ≤ ≤ L + 1, and so in fact
as claimed.
Theorem (Theorem 2). Consider the loss (10) with arbitrary data and assume that ω is any critical point in the Clarke sense. Then the following hold -(i) Ifv = 0 then ω is a global minimum.
Proof. Recall that the loss takes the form
for a deep linear network, where x (i,L) = W (L) · · · W (1) x (i) denote the features from the linear network at the L th hidden layer. Let W := W (L) · · · W (1) andv := W T v, and recall that on a cell Ω u the expression
then furnish the gradient of L with respect to the parameters (W (1) , c) on the cell. By definition, it therefore follows that
a critical point, where the non-negative constants θ (u) ≥ 0 sum to one. In particular, the coefficients λ 
both hold. Moreover, for each i ∈ [N ] the coefficients λ (i) obey
as well. This follows from the observation that ε (i,u) = 1 for all cells u ∈ I(ω) in the first case, while ε (i,u) = 0 for all cells u ∈ I(ω) in the last case. Now for each i ∈ [N ] define the functions
which are clearly convex. The subdifferential ∂f (i) (w, d) of f (i) (w, d) at a point (w, d) is easily computed as
and so (22,23) imply that the inclusion
holds. As each f (i) (w, d) is Lipschitz, the composite function
obeys the calculus rule w, d) (c.f. [3] 
and moreover if c / ∈ [−1, 1] then the convex function E(0, c) attains its minimum in the unit interval. This follows from the equal mass hypothesis
on the weights. At a local minimum ω wherev vanishes the parameter c must therefore lie in the unit interval. It therefore suffices to assume that c ∈ (−1, 1) without loss of generality. But then the loss L is differentiable (in fact smooth) near ω, and so theorem 1 from [10] yields the result in this case.
Lemma (Lemma 2). Let
denote the loss on a cell Ω u . For k ∈ [K] define a (u)
Proof. Restricted to a cell Ω u the loss can be written as
Expanding this expression leads to
Now let w k denote the k th row of the matrix W and note that v
A similar argument reveals
The proof of theorem 3 relies on the following auxiliary lemma that computes the Clarke subdifferential in terms of the decomposition of parameter space into cells.
Lemma 3 (Subdifferential Calculation). Fix a point ω ∈ Ω and let I(ω) denote its incidence set. Then the convex hull
is the Clarke subdifferential of the loss L at ω. In particular, if
Proof. For a given point ω ∈ Ω recall that I(ω) denotes the set of indices of the cells that are adjacent to the point ω,
where Ω u stands for the closure of the cell Ω u . Assume ω k → ω and ω k / ∈ N . As I(ω) is clearly finite it suffices to assume, by passing to a subsequence if necessary, that ω k ∈ Ω u for some u ∈ I(ω) and all k sufficiently large. But then ∇L(ω k ) = ∇L| Ωu (ω k ), and since ∇L| Ωu is a continuous function (i.e. a sum of multilinear gradients) the limit ∇L(ω k ) → ∇L| Ωu (ω) follows. As N has measure zero definition 1 reveals that the convex hull 
If there exists a k for which v k = 0 then an interchange of summations reveals
The claim then follows since (30,31) cannot hold unless all the (i) k vanish. To see this, note that if the
and upon dividing by Q the equality (30) implies
In other words a convex combination of data points of class 1 equals a convex combination of data points of class −1, a contradiction since the data points are linearly separable. The theorem then easily follows. If v k = 0 for some k then all 
inside the cell Ω u 0 , and so ε (i,u 0 ) = 0 for all i ∈ [N ] implies that
for all i ∈ [N ] as well. Thus L| Ωu 0 = 0, and since ω ∈ Ω u 0 the continuity of the loss implies L(ω) = 0 as well.
The proof of theorem 4 relies on the following four auxiliary lemmas. Let f (t) be a function defined by f (t) = P j (t) if t ∈ I j , where the P 1 (t), . . . , P N (t) are polynomials. Then there exists t 0 > 0 such that the function t → sign(f (t)) is constant on (0, t 0 ).
Proof. First note that there exists a t * such that the interval (0, t * ) is contained in one of the intervals I j . On this interval (0, t * ) the function f (t) is simply the polynomial P j (t). If P j (t) is the zero polynomial, then sign(f (t)) = 0 for all t ∈ (0, t * ) and choosing τ = t * leads to the claimed result. If P j (t) is a non-trivial polynomial, it has either no roots on (0, t * ) or a finite number of roots on (0, t * ). In the first case sign(f (t)) is clearly constant on (0, t * ) and so choosing τ = t * gives the claim. In the second case simply choose τ to be the first root of P j (t) that is larger than 0.
Before turning to the remaining three auxiliary lemmas it is beneficial to recall the decomposition
for the loss on a cell, as well as the constants a (u)
used to define the decomposition. By assumption the data x (i) , i ∈ [N ] are linearly separable and so there exists a unit vector q ∈ R d , a bias β ∈ R and a margin m > 0 such that the family of inequalities
hold. Combining (34) with (36) gives the estimate
that will be used repeatedly when proving the remaining auxiliary lemmas. 
For t ∈ R let ω(t) := (W + tW , v, b + tb, c) denote a corresponding perturbation of ω. Then (i) There exists t 0 > 0 and u ∈ I(ω) such that ω(t) ∈ Ω u for all t ∈ [0, t 0 ).
Proof. To prove (i) let ω(t) = (W + tW , v, b + tb, c) = (W (t), v, b(t), c) denote the perturbation considered in the lemma. Without loss of generality, it suffices to consider the case k = 1. Then the first row of W (t) and the first entry of b(t) are given by
whereas the other rows and entries remains unchanged,
Define the constants A
so that the signature functions can be written as:
The functions appearing inside the sign functions are clearly piecewise defined polynomials, and therefore lemma 4 implies that there exists t 0 > 0 such that t → S(ω(t)) is constant on (0, t 0 ). This implies that for t ∈ (0, t 0 ), ω(t) either remains in a fixed cell Ω u (if none of the entries of S(ω(t)) are equal to 0) or on the boundary of a fixed cell Ω u (if some of the entries of S(ω(t)) are equal to 0). In both cases we have that ω(t) ∈ Ω u for all t ∈ (0, t 0 ). Since ω(t) is continuous and since Ω u is closed, ω(t) ∈ Ω u for all t ∈ [0, t 0 ) and so (i) holds. To prove (ii), first note that due to the continuity of the loss, equality (32) holds not only for ω ∈ Ω u , but also for any ω ∈ Ω u . By part (i), ω(t) remains in some fixed Ω u for all t small enough. Thus (32-33) apply. The bilinearity of φ u 0 and φ u 1 then yield
k β , which combined with (37) proves (ii). Proof. To prove (i), note that v = 0 implies the equalities
for the signature function. But then 1 − cy (i) = 0 since c / ∈ {+1, −1}, and so there exists an interval (−t 0 , t 0 ) on which all the functions s (i,2) (ω(t)) do not change. Obviously the functions s (i,1) (ω 2 (t)) do not change as well since W and b are not perturbed. So the signature S(ω(t)) does not change on (−t 0 , t 0 ), which yields (i). To prove (ii), choose an arbitrary u ∈ I(ω). Since ω(t) remains in Ω u for all t ∈ (−t 0 , t 0 ) the relations (32)-(33) imply
, which is the desired result. 
The fact that v(t) = te 1 then gives
1 t) for the signature functions. As in the proof of part (i) of lemma 5, the arguments of the sign functions are piecewise defined polynomials and so lemma 4 gives the claim. To prove (ii), note that since ω(t) remains in a fixed cell Ω u for all t ∈ (0, t 0 ) the formulas (32)-(33) apply. Expanding the bilinear forms gives
, and v = 0 the first order terms are
for second order terms, giving the claim.
Theorem (Theorem 4). Consider the loss (11) with α > 0 and data x (i) , i ∈ [N ] that are linearly separable. Assume that the µ (i) weight both classes equally. Then every local minimum of L(ω) is a global minimum.
Proof. The proof is in two steps. The first step shows that a sub-optimal local minimizer must necessarily be of the form ω = (W, 0, b, ±1), while the second step shows that such a sub-optimal minimizer cannot exist if the two classes are equally weighted. STEP 1: Assume that ω = (W, v, b, c) ∈ Ω is a suboptimal local minimum. Then (i) (ω) > 0 for some data point x (i) . Take an arbitrary u ∈ I(ω). By continuity of the loss, there existsω ∈ Ω u such that Since ω is a local minimum, v k must necessary be equal to zero, otherwise the considered perturbation would lead to a strict decrease of the loss. Thus v = 0 since k was arbitrary. Assume that c / ∈ {−1, +1} for the sake of contradiction. The perturbation described in lemma 6 gives
which combines with (38), (39) and the perturbation described in lemma (7) to give a strict decrease in the loss. This contradicts the fact that ω is a local minimum, and so in fact c ∈ {−1, 1}. STEP 2. By step 1 a sub-optimal local minimizer must be of the form ω = (W, 0, b, ±1). Assume c = 1, as the argument for the case c = −1 is similar. Thus ω = (W, 0, b, 1). Consider the perturbation ω(t) = (W, 0, b, 1 − t). For t ∈ [0, 2] it then follows that
where the equal mass hypothesis
justifies the last two equalities. Therefore L(ω) = L(ω(t)) = 1 for t small enough. But if t = 0 then ω(t) cannot be a local minimizer by stem 1. Thus the point ω = (W, 0, b, 1) ∈ Ω has arbitrarily close neighbors ω(t) ∈ Ω that have same loss and that are not local minima. This implies that ω can not be a local minimum.
Theorem (Theorem 5). Consider the loss (11) with α = 0 and data x (i) , i ∈ [N ] that are linearly separable. Assume that ω = (W, v, b, c) is any critical point of the loss in the Clarke sense. Then
Proof. The proof of theorem 3 shows
whenever ω is a critical point. If The proof of theorem 6 requires modifying the notion of a cell. This modification is straightforward; it simply accounts for the fact that the penalized loss
has the R-fold Cartesian product Ω × · · · × Ω as its parameter domain. The notion of a cell Ω u for the model (40) consists of sets (Cartesian products) of the form
where each u (r) ∈ {−1, 1} N D denotes a signature for the individual two-class losses. Thus a binary vector of the form
defines a signature for the full model. That sets of the form (41) cover the product space Ω × · · · × Ω up to a set of measure zero follows easily from the fact that if ω (1) , . . . , ω (R) / ∈ Ω u for all u then at least one of the u (r) (say u (1) WLOG) lies in the set
  which has measure zero in Ω. Thus u must lie in the set N × Ω × · · · × Ω which has measure zero in the product space Ω × · · · × Ω, and so the union of the R measure zero sets of the form Ω × · · · × N × · · · × Ω contains all parameters ω (1) , . . . , ω (R) that do not lie in a cell. The proof also relies following auxiliary lemma. (r) for all r ∈ {1, . . . , R}
Proof. By relabelling if necessary, it suffices to assume x (1) has largest norm amongst the x (r) . Thus x (1) ≥ x (r) for all 1 ≤ r ≤ R. If x (1) = 0 then there is nothing to prove. Otherwise apply Cauchy-Schwarz and the hypothesis of the lemma to find
The latter inequality implies x (1) = · · · = x (R) since x (1) has largest norm. Thus
by the hypothesis of the lemma. The latter equality implies cos θ r = 1 for all r, and so the lemma is proved.
Theorem (Theorem 6). If γ > 0 then the following hold for (15) -(i) The penalty is exact, that is, at any critical point ω (1) , . . . , ω (R) of E γ the equalities
Proof. Let ω (1) , . . . , ω (R) denote any critical point. For each ( , r) the equalities
follow from a straightforward calculation. By definition of a critical point, for each cell Ω u adjacent to the critical point there exist corresponding constants θ (u) ≥ 0 with u θ (u) = 1 so that the equalities
hold for all ∈ [L] and r ∈ [R], where the final equalities in the second and third line follow from the fact that R is smooth and so its gradients do not depend upon the cell. Now on any cell Ω u the loss L (r) decomposes into a sum of multilinear forms
by theorem 1. For any multilinear form φ(v 1 , . . . , v n ) the equality
holds for all k ∈ [n] by Euler's theorem for homogeneous functions. Taking the inner-product of (42) with v r , ω (L,r) and b (L,r) then shows Using this in the second and third equations in (43) then shows that
for all r ∈ [R] as well. Now take the inner-product of (42) with ω (L−1,r) and b (L−1,r) to find
Adding these equations and using (44) . Now consider (45) for r = 1. Any cells appearing in the sum (45) satisfy either (ω, v 1 , c 1 ) ∈ Ω u (1) or (ω, v 1 , c 1 ) ∈ ∂Ω u (1) . If (ω, v 1 , c 1 ) ∈ Ω u (1) for some u (1) then (45) must consist only of gradients on the single cell Ω u (1) and so (ω, v 1 , c 1 ) ∈ Ω u (1) is a critical point of L (1) in the classical sense. If (ω, v 1 , c 1 ) ∈ ∂Ω u (1) for some u (1) in the sum then (ω, v 1 , c 1 ) ∈ ∂Ω u (1) for all cells u the sum. Thus (45) consists of a positive combination of gradients of L (1) on cells adjacent to (ω, v 1 , c 1 ), and so (ω, v 1 , c 1 ) defines a critical point of L (1) in the extended Clarke sense. Applying this reasoning for r = 2, . . . , R then yields part (ii) and proves the theorem.
Corollary (Corollary 1). Consider the loss (17) and its corresponding penalty (15) with γ > 0 and arbitrary data. Assume that ω = (ω (1) , . . . , ω (R) ) is any critical point of E γ in the Clarke sense. Ifv (r) holds since each E (r) is Lipschitz. Thus 0 ∈ ∂E(v 1 , c 1 , . . . ,v R , c R ), and as γ > 0 it follows that ω is a global minimizer.
Corollary (Corollary 2). Consider the loss (17) and its corresponding penalty (15) with γ > 0, L = 1 and arbitrary data. Assume that ω = (ω (1) , . . . , ω (R) ) is a local minimum of E γ withv (r) = 0 for some r ∈ [R].
If the µ (i,r) give equal weight to all classes then ω is a global minimum of L and of E γ .
Proof. Any local minimum (ω (1) , . . . , ω (R) ) of E γ is necessarily a critical point, and so each ω (r) takes the form ω (r) = (W, v r , c r )
for some common weight matrix W . Moreover, 0 ∈ L (r) (W, v r , c r ) for all r ∈ [R] as well. Consider any r ∈ [R] for whichv (r) = 0. By relabelling if necessary it suffices to take r = 1 without loss of generality. Then as a function of c 1 the convex function E (1) obeys
due to the equal weight hypothesis. Thus E γ can only attain a local minimum if c 1 lies in the unit interval −1 ≤ c 1 ≤ 1, and moreover E(0, c 1 ) ≡ 1 is constant on the unit interval. It therefore suffices to assume that −1 < c 1 < 1 without loss of generality, and so in particular, that the function E (1) is differentiable (in fact smooth) near ω. For a given matrix X and a given vector w 1 define the perturbationω of ω = (ω (1) , . . . , ω (R) ) asW where the δ (1) , δ (0) are small scalars. Then the energy E γ becomes E γ (ω) − E γ (ω) = E (1) (W (1) ) Tṽ 1 , c 1 − E (1) (0, c 1 ) + γ δ (1) 2 X 2 .
Define z := N i=1 µ (i,1) y (i,1) x (i) , and note that
for all δ (0) , δ (1) sufficiently small. As ω is a local minimizer,
must hold for all δ (0) , δ (1) sufficiently small as well. Thus v 1 = 0 and z ∈ ker(W ) must hold, and so for any X, w 1 the inequality γ(δ (1) ) 2 X 2 ≥ δ (0) δ (1) z, X T w 1 must hold for all δ (0) , δ (1) sufficiently small. Taking δ (1) = δ (0) 2 then shows γ(δ (0) ) 2 X 2 ≥ δ (0) z, X 
