Abstract. For symmetric continuous time Markov chains, we obtain some formulas on total occupation times and limit theorems of additive functionals by using large deviation theory.
Introduction
In [11] , we extended Donsker-Varadhan's type large deviation of symmetric Markov processes with finite lifetime and established the full large deviation principle; let M = (P x , X t , ζ) be an m-symmetric Markov process on a locally compact separable metric space X. Here ζ is the lifetime of M and m is a Radon measure with full support. If the process M explodes rapidly in the sense that the 1-resolvent of the identity function 1, R 1 1(x)(= 1−E x (exp(−ζ))), belongs to C ∞ (X), the space of continuous functions vanishing at infinity, then the full large deviation principle is derived (Theorem 3.1 and Theorem 4.4 in [11] ). As a corollary, the following variational formula on the lifetime ζ is obtained:
X u 2 dm = 1 (1) for any x ∈ X, where (E, F ) is the Dirichlet form on L 2 (X; m) generated by M. As an application of formula (1), we considered in [12] tail probabilies of A τD , where A t is a positive continuous additive functional of the Brownian motion and τ D is the exit time from a regular domain D.
In this paper, we shall treat the same problem for symmetric continuous time Markov chains. Our results are also formulated as an application of formula (1) but contain the accurate calculations of its exponential decay rates represented by Dirichlet forms. Let I be a countable set with the discrete topology. Let Q = (q ij ) be an I × I matrix such that m i q ij = m j q ji for some strictly positive function m i on I. Denote by M = (P i , X t ) the minimal Q-process with lifetime ζ, ζ = inf{t > 0 : X t = ∆}. Here ∆ is the one-point compactification of I. We shall show our main theorem in section 2.
Theorem 1.1. Let µ be a non-negative function on I such that
We have for any i ∈ I,
where (E, F ) is the Dirichlet form associated with the Markov chain M.
In section 3, we shall consider concrete examples as an application of Theorem 1.1, and extend D. Freedman's theorem on stochastic interpretation of q ij in our setting.
Let us consider the discontinuous additive functional of the form
where A µ t is the positive continuous additive functional of the form (5) below for a non-negative function µ on I. Under certain conditions on M and F , we can see from [7] that
where E µ,F is the symmetric form on L 2 (I; m) generated by the semigroup
In section 4, we obtain the large deviation principle for A µ,F t /t by combining (3) with the Gärtner and Ellis theorem ( [3] ). In particular, we shall show that
Proof of the main theorem
Let I be a countable set with the discrete topology. Let Q = (q ij ) be an I × I matrix such that
and m i q ij = m j q ji for some strictly positive function m i on I. Let E be the Dirichlet form on L 2 (I; m) defined by
Denote by F r the collection of functions u on I such that E(u, u) < ∞. Let F be the set of L 2 (I; m)-functions u in F r for which there exists u n (n = 1, 2, . . . , ) with finite support such that
Then (E, F ) becomes a regular Dirichlet form on L 2 (I; m). Denote by M = (Ω, X t , P i , ζ) the Hunt process generated by (E, F ), which is nothing but the minimal Q-process constructed by W. Feller (Theorem 17.2 in [10] ). Here Ω is the space of all right continuous maps of [0, ∞) into I ∪ {∆}, the one-point compactification of I. When I is finite, ∆ is regarded as an isolated point. ζ is the lifetime of M, ζ = inf{t > 0 : X t = ∆}. Let us denote by {p t } t≥0 and {R α } α>0 the semigroup and resolvent of M respectively, i.e.,
We then make following assumption:
Let B + be the set of all non-negative functions on I. We introduce the subspace
where A µ t is the positive continuous additive functional of the form [6] and Theorem 65.9 in [9] ). Set
Here F e stands for the extended Dirichlet space of (E, F ) (Theorem 6.2.1 in [6] 
Then by the definition of the time changed process and the fact that A µ ζ is the lifetime of Y µ t , we have the following:
and (7), the process Y µ t is irreducible. Moreover, equation (8) says that for µ ∈ K, the 1-resolvent G µ 1 of the identity function 1 F vanishes at infinity ∆. Therefore, we obtain Theorem 1.1 by exactly the same argument as Theorem 3.1 in [12] .
Remark 2.1. (i) We can easily see that the statement of Theorem 4.1 in [11] still holds even if P x is replaced by sup x∈X P x . As a result, we see that
(ii) For µ ∈ B + , assume that the support of µ is a finite set. Then µ belongs to the class K.
(iii) If lim i→∆ E i A µ ζ = 0, then µ belongs to the class K.
Examples
For a Borel subset B of I × I, let J B be the terminal time defined by
and X B t the killed process defined by
The process X B t is then a Hunt process on the state space
Note that X B t is not always symmetric; however, we see from Theorem 3.10 in [13] that it is nearly symmetric. More precisely, let us define the bilinear form (
is the non-symmetric Dirichlet form generated by the process X with respect to
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use 
Now, let us consider some concrete examples of (9), for which we mainly concentrate on the calculations of exponential decay rates represented by Dirichlet forms.
t is irreducible, then the assumptions in Proposition 3.1 are fulfilled. Hence, we have
for any j ∈ I \ D. In particular, let K be a one point set {a}. Then, since
and Cap
where Cap I\D ({a}) is the 0-order capacity defined by Cap
). Indeed, let G(i, j) be the green function of the part process on I \ D and F (a) = P a (σ {a} < ∞), σ {a} = inf{t > σ I\{a} : X t = a}. Denote by R(a) the expected number of visits to a with respect to P a . Then, since
and Cap I\D ({a}) = 1 G (a, a) ,
Hence, equation (11) can also be derived from Proposition (5.3) in [1] .
Assume that X B t is irreducible and K is a one point set {a}. We then have
, we see that the right-hand side of (12) is equal to
Here Cap is 0-order capacity associated with the Dirichlet form (E, F ). If X t is recurrent, then Cap({a}) = 0 and P j (σ {a} < ∞) = 1. Moreover, since JB 0 I {a} (X s )ds is a random variable with the exponential distribution with respect to P a , we see that As a result, we rediscover D. Freedman's probabilistic interpretation of the component q ij (Theorem (2) in [5] ) through the large deviation theory. Example 3.3. Let I = {0, 1, 2, . . . } and X be a birth and death process with birth rate φ i and death rate ϕ i on I. We denote by
Then the corresponding Dirichlet form on L 2 (I; m) of X is as follows:
Let B = I ×{n} and K = {a, a+1, . . . , a+ k − 1} (0 ≤ a < a+ k − 1 < n). Then the terminal time J B is the hitting time σ {n} of {n}. By observing P i σ K < σ {n} = 1 for 0 ≤ i ≤ a + k − 1 and
Consequently, the right-hand side of (9) is the extremum problem of (14) with condition
and
Then by (15)
Hence we conclude that
where
The large deviation principle for additive functionals
In this section, we further assume that the state space I is finite and the lifetime of M is infinity, P i (ζ < ∞) = 0. Let us consider the discontinuous additive functional A
where F is a Borel function on I × I such that
can be written as
and we have from [7] lim
Let us denote by u θ the function attaining the infimum of the right-hand side above, that is, the first eigenfunction with eigenvalue −C(θ). Now, let us express E θµ,θF as a power series
Then E (1) is written as
We see from [8] that C(θ) is differentiable with respect to θ and C (θ) = E (1) (u θ , u θ ). In particular, since u 0 = 1/ m(I) (constant), we see that 
where Λ • and Λ are the interior and closure of Λ respectively, and I(Λ) stands for I(Λ) = inf{I(λ) : λ ∈ Λ}. Therefore, we obtain that A µ,F t /t converges to C (0) exponentially as t → ∞ (cf. [3] ); for any > 0, there exist constants k 1 , k 2 > 0 such that
