As more and more students fail in course studies, higher education is now facing challenges regarding increasingly lower course completion rates as well as overall graduation rates. However, failures in course studies is a comprehensive result of various factors, which is characterized by uncertainty. To deal with this issue, fuzzy sets theory and fuzzy logic are advantageous compared with traditional methods. In this study, based on dynamic student study process data, a fuzzy synthetic evaluation method for dynamic early warning student study failure risk is provided. For each student, three specific early warning factors: 1) student course participation, 2) assignment earned points, and 3) student attendance record, are selected as risk indicators, and the overall risk level is determined by a fuzzy synthetic evaluation approach, which can dynamically give the situation of risk as the evaluation time point changes. Finally, our obtained results show that the employed method is good for identifying at-risk students and exploring the risk reasons by showing the degrees of each early warning factors to the overall risk level. It is of significance for educators to timely apply corresponding strategic pedagogical interventions to help at-risk students avoid academic failure.
Introduction
Currently, along with the large-scale enrollment expansion of higher education, the quality of student study has begun to drop greatly. Early warning of student study failure has become a basic need of college and university education, but quantifying failure risk is a very difficult issue. Fortunately, with the development and application of modern information technology in education, varieties of educational data about student study process have been gradually collected in colleges and universities, so further study on early warning methods based on data science and machine learning technologies [1] is becoming feasible.
There have been some related researches in recent years. Chen et al. [8] and Ma et al. [16] used decision trees and association rules in identifying students who are potentially weak in learning. Minaei et al. [20] and Morris et al. [22] used discriminant analysis for predicting online course completion success and student final outcome grades. Campbell [6] , Bravo et al. [5] and Leah et al. [17] detected underperforming students using a method combining factor analysis and logistic regression. Barber and Sharkey [4] and Sandeep et al [25] reported predictive models to identify academically at-risk students. Baker et al. [3] and Jay et al. [2] studied early indicators of student success and failure. Douglas et al. [10] and Geraldine et al. [12] predicted student failing risk based on interaction data. Kris et al. [7] used the naive bayes algorithm to predict academic performance based on intelligence, motivation and study habits factors. Madhavi et al. [26] , Mollica et al. [21] , and Khalaf et al. [13] used the bayes classification to determine student study performance. Martin et al. [18] and Kevin et al. [14] used a classification system to identify poor performers during current course studying. Yang et al. [29] and Mi et al. [19] applied an artificial neural network approach to student grade prediction and learning failure risk early warning. Yang et al. [30] used principal component analysis and multiple linear regression for predicting student academic performance. All these researches covered many machine learning methods, but there is little report about fuzzy set method application in education. These attempts provide valuable inspirations for this study. Most of the current researches mainly focus on assessment or prediction of static risk result rather than dynamic risk analysis during the student studying process, and the risk reason constitution analysis is also insufficient. Since the warning information that can be collected and used in the very early stage of student study is very little and uncertain, it is difficult to use conventional methods to do early warning in this study. The fuzzy comprehensive method is good at dealing with such problems, and it is feasible for early assessment of student study failure risk. We can also easily explore the risk reasons with fuzzy synthetic evaluation based on dynamic student study process data.
Therefore, in order to better deal with the problems existing in current early warning management in college and university education, which include: 1) very late warning times, usually long after the final examinations, 2) one single evaluation factor (often only focus on evaluation of the final grades), and 3) lack of dynamic analysis and risk reason analysis (only doing static descriptive analysis but without dynamic analysis and going back to the cause of the problem). The objective of this study is to establish a dynamic method for student study failure risk analysis and early warning based on fuzzy synthetic evaluation, which can timely identify the at-risk students in different course progresses before the final examination and easily explore the risk reasons contributed by different factors. It is very valuable for improving the efficiency and effectiveness of early warning education management in current colleges and universities.
Materials and Methods

Data Description
In this study, a total of 87 students during the course of "Introduction to Computer Science" with a 17-week time span in the Fall semester of 2016-2017 were chosen as our study sample. They were from three majors including, computer science and technology, software engineering, and network engineering. For each student, daily study process data during the course were collected from an online study system named BDedu developed by ourselves. These data were used to calculate the value of evaluation factors, which affect study outcome performance. Besides, in order to validate our obtained calculation results, the course final outcome grade point data was also collected from the educational administration management system, which uses the hundred percentage point system with 60 points as the passing grade.
The accuracy of study failure risk assessment depends on the significance of the chosen factors, with respect to their effects on course final outcome grade. There are many factors related to student study outcome performance in a course, of which student participation is the most important one that reflects the students' attention to the course. In addition, the assignment points can reflect student mastery of course knowledge points, and the attendance record is related to the time that student spent in the course. Therefore, in this study, we chose the following three specific factors to assess student study failure risk: 1) student course participation (denoted as SCP); 2) assignment earned points (denoted as AEP); and 3) student attendance record (denoted as SAR).
Data Calculation
In order to make dynamic risk evaluation, a time point variable ti was set up, where i is the course week number that is used to control the dynamic assessment progress. Then for each student, in order to calculate the value of factor SCP(ti), we collected his or her visiting logs from the online study system, and counted the times that he or she accessed the specific course resources before time point ti, which was long before the final examination. It could be a proxy to reveal the student's effort, and so, it can be used to quantify factor SCP. The calculation was shown in Equation (1), where B is the begin date of the course, Eti is an end time point of our calculation before the final examination, and Td is the total visiting times that the student accessed the specific course at date d.
In order to quantify AEP(ti) and SAR(ti) of each student, the percentage points earned scheme was used. AEP(ti) was determined by Equation (2) and (3), where Pi is the points earned in the ith assignment, K is the full points of the ith assignment, and Nti is the total number of assignments during the specific course time period before time point ti. SAR(ti) was similarly calculated according to Equation (4) and (5), where Rj is the jth attendance record, and Mti is the full attendance number during the specific course time period before time point ti. educators can dynamically determine this time point variable ti, the it, and then the dynamic early warning can be realized.
Based on these equations, the values of factors SCP(ti), AEP(ti) and SAR(ti) were calculated using a program developed by Python 3.6. In order to illustrate the modelling process, in the following sections, we take ti =17, which is the last week of the course as an example, and the descriptive statistics of the obtained calculated results are shown in Table 1 . 
Risk Determination based on Fuzzy Synthetic Evaluation
The fuzzy set theory was first introduced by Zadeh in 1965 [32] . Because it is good at dealing with uncertainty and imprecision decision boundaries, nowadays fuzzy synthetic evaluation models have been used in many areas [9, 15] . In this study, for each student, study failure risk assessment using fuzzy synthetic evaluation includes the following steps. In each step, the calculations are illustrated with ti =17 as an example.
Determination of Evaluation Factor and Criteria
The evaluation factor set U = { ui }, i = 1, 2, . , n, where n is factors number. In our study, as described in above section, we specifically chose n = 3 and U = {SCP, AEP, SAR}. For each evaluation factor, the evaluation criteria set V = {vj}, j = 1, 2, . , m, where m is criteria categories number, vj is the jth criteria threshold value. In our study, a three-level risk classification scheme of red (R), yellow (Y), and green (G) was developed. So, the outputs of study failure risk assessment were classified into three levels (categories): level 1 (R, serious risk), level 2 (Y, moderate risk), and level 3 (G, no risk). So, in this study V = {v1, v2, v3}, and m = 3 were chosen. However, there is no uniform method to determine the value of vi, and it should refer to the context of specific issue. In the education domain, the number 60 (points) is usually used as the passing grade. For factor AEP, we chose 60% as the no risk threshold, and made v3=60%, v2=40%, and v1=20% respectively. In the university where the first author works, there is a regulation that says if a student's total absence percent during a course is higher than 30% (namely the percentage points earned is lower than 70%), then his or her final examination qualification of the course will be cancelled. So, for factor SAR, we chose 70% as the serious risk threshold, and made v1=70%, v2=80%, and v3=90% respectively. At last, for factor SCP, we chose a statistic method, namely the quantile method, to determine vj for factor SCP, and made v1=1st quartile (25% in this study), v2=median (50%), and v3=3rd quartile (75%) respectively, according to the theory of statistics. At last, all determined criteria values are shown in Table 2 . 
Determination of Membership Functions and Fuzzy Relationship Matrix
In the fuzzy set theory, for each criteria of each factor, set A = {(fA(x)), x∈ X, fA(x)∈ [0, 1]}, where X is a domain, x is a concrete value of X, f is a membership function mapping X into [0,1]. fA(x)=1 means x is a full member in set A, fA(x)=0 means x is not a member in set A, and fA(x)∈ (0, 1) means x is a partial member in set A. There are many shapes for membership function fA, such as S curve, Gauss curve, and half trapezoid curve. In our study, according to the domain expert's experience, the half trapezoid curve and triangle curve were chosen. So, on the basis of determined evaluation criteria thresholds shown in Table 2 , the membership functions of each factor at each criteria level can be determined using the following Equations (6), (7), and (8), where fij(xi) is the calculated membership degree value of evaluation factor i at criteria level j (in this study i = 1, 2, 3; j = 1, 2, 3). Then, the fuzzy relationship matrix D can be determined as Equation (9) by substituting the calculated value of each evaluation factor and the determined criteria threshold values into the above determined membership functions, where dij=fij(xi). 
Determination of Evaluation Factor Weights and the Relative Importance Set
The evaluation factor weights set W = {wi}, i = 1, 2, . , n, where n is factors number (in this study n=3), and wi is the relative importance of factor i. In multi-factor analysis, the determination of factor weights is a very important issue. There are some frequently used subjective methods, like analytic hierarchy process, expert experience method, and so on. There are also some frequently used objective methods, such as coefficient of variation, factor analysis, and information entropy method. In student study failure risk construction, different factors have different contributions. In order to make it as objective and precise as possible, the weight set here was determined by a coefficient of variation (CV for short) method combined with an expert experience method. At first, the CVs of factor SCP, AEP, and SAR were calculated, and the values of 0.50, 0.23, and 0.12 were obtained respectively. Then, combining them with education domain expert's experience, we made some fine tuning and chose W = {wSCP, wAEP, wSAR} = {0.5, 0.3, 0.2} for this study. Then, the relative importance set B = W * D = (b1, b2, . , bj, . . . , bm), where * is an operator of fuzzy composite, and bj is determined by Equation (10) . Therefore, in this study the relative importance set B can be concretely determined by Equation (11). 
Obtainment of Final Evaluation Risk Result
For each student, the final result of study failure risk evaluation is determined by Equation (12), where the maximum value of the three relative importance values (b1, b2, b3) determines the final risk level of the student. If there are two or three equal maximum values, the first one is chosen.
Final-Risk-Level = Lj subject to bj = max {b1, b2, b3} (12)
Results and Discussion
When all data were calculated and ready, by the procedure described above, the result of student study failure risk evaluation could be obtained for each student. Randomly taking one student for example, when time point ti =17, his factor data value {SCP, AEP, SAR} = {23%, 24%, 86%}, and his actual final outcome grade was 33 points (hundred percentage point system). Our fuzzy evaluation model included 3 factors {SCP, AEP, SAR} and 3 criteria levels {v1, v2, v3} for each factor. Based on Equations (6) - (8), membership functions of factor SCP, AEP, and SAR at 3 criteria levels were established, with factor SCP at level 1 as an example shown in Equation (13) . Then, by substituting the student's factor data into the membership functions of each factor at each level, the fuzzy matrix D was obtained for this student, which is shown in Equation (14) .
1, ≤ 25% From Figure 1 , we can see that in the observed, there were 17 R students, 11 Y students, and 59 G students, while the model resulted in 23 R students, 6 Y students, and 58 G students. Generally speaking, the model used in our study accurately placed students in the 'R', 'Y' or 'G' category 82.8% (=(14+3+55)/87) of the time, which is shown in the light blue background in Figure 2 . Besides, the model resulted in 'Type II' errors (classifying an R student as Y or G, or classifying a Y student as G) at a rate of only 5.7%: 5 students out of 87 were predicted to be performing well, while their final course grade placed them in the R or Y category, which is shown in the red diagonal background in Figure 2 . However, of these 5 students, only 3 actually failed the course (achieving a final grade <60 points), indicating a 'predictive failure' rate of only 3.4 % (three students out of 87). The model used in our study also resulted in 11.5% 'Type I' errors by placing 10 students in the R or Y category even though these students actually passed the course (achieving grade >60 points), which is shown in the yellow dotted background in Figure 2 . However, considering the importance of identifying students at risk of failure early in their course study process, the Type I error is of relatively less concern. In other words, it is relatively better to mistakenly identify a student as at risk of failure than to neglect a student who is in needing of additional help and learning support. So, in general our model is promising in evaluating student study failure risk.
During the process of fuzzy synthetic evaluation, we cannot only get the final risk level of each student, but can also reveal some other important concerned information, like the contribution of each evaluation factor to the final risk result. For the same student described above, we can not only see that his synthetic evaluated risk level is level 1, but can also see what the contributions of the three factors are {wSCP·d11, wAEP·d21, wSAR·d31} = {0.5·1.00, 0.3·0.78, 0.2·0.00} = {0.50, 0.23, 0.00}. From here, we can see that the major risk factor for this student is fewer course participation since the contribution of SCP is the largest one (0.50). Besides, from the relative importance set B = W*D = {b1, b2, b3} = {0.73, 0.16, 0.11}, we can see the membership degree values to other levels. This information is very useful in understanding the construction of student failure risk, and it is also very valuable for educators to apply corresponding teaching interventions in advance.
In order to explore the dynamic effectiveness of our model used in this study, we further examined the Type I errors and Type II errors as time point ti changed. Since at the very beginning of the course there are very few processes and behaviour data about student study, we begin at time point ti =5. The obtained results are shown in Figure 3 , from which we can see that at the very beginning, the total accuracy is very low (just nearly 40%) and the Type I error and Type II error are both very high (about nearly 30%). This is due to fewer information data at the very beginning. As time goes on, there are more and more procedural data about student study behaviour, so the total accuracy becomes higher and higher, and the Type I error and Type II error become lower and lower. But, 13 weeks later, namely, when time point ti is bigger than 13, the growth trend of the overall accuracy has become relatively gentle, and the drop in the Type I error and Type II error also shows the same trend. So, we can see that the 13th week is a time critical point, after which the early warning model has a high credibility. This also tells us that the more data about student study behaviour we can collect, the more accurate the result is, and that at least 13 weeks of procedural data is needed to make a relatively reliable risk assessment result. 
Conclusions
The obtained results showed that this dynamic early warning method based on fuzzy synthetic evaluation is promising when the time point is later than 13 weeks in identifying the majority of the at-risk students who failed or almost failed the course. Fuzzy synthetic evaluation of the overall study failure risk of a student gives us a clear detailed picture of risk situation by showing the membership degree values of each factor and which is the major risk factor. With such important information, educators can give a timelier corresponding strategic teaching intervention to help students avoid academic failure, which is very significant in early earning education practice. The model is also dynamically adaptive as time point variable changes. For early warning practice, the earlier the time is, the greater the warning meaning is. But, for the early warning model, the later the time is, the higher the warning accuracy is. So, it is very important to find a balanced time point that is not late for early warning practice, but also has relatively high accuracy. Through empirical research in this study, we find that the 13th week is an important point in assessing student failure risk in course study, which has important academic significance in the dynamic early warning field.
However, to improve the model and get better risk assessment results, further study is still needed [23] . For example, student background data and some more implicit indicator factors [24] in the very early stage of student course study could be considered based on more experiments. Secondly, in addition to external behavioural data about student studying process, some internal psychological data about student studying emotion such as eye movement data [31, 33, 34] could be integrated into the model. At last, the combination of different data mining algorithms [11, 27, 28] can be considered in order to enhance the accuracy. In sum, the obtained results of this study show that the dynamic early warning method based on fuzzy synthetic evaluation is not only a promising approach for assessing student study failure risk, but is also of practice significance for improving early warning education management and early warning research.
