Abstract-As Facial Recognition technology is finding its way to our daily lives, we are constantly looking for technology that is quick and effective. This paper presents the use of Fuzzy Logic for the same task. Images in the database are taken in an uncontrolled environment. The degree of uncertainty that fuzzy logic presents is exploited here. Same people with different expressions are also detected, proving that with the help of the right features extracted, Fuzzy Logic can be used as a robust Facial Recognition technique.
I. INTRODUCTION
Biometric data is unique to every human being. Fingerprint and facial recognition are the most popular. Face Recognition can be used on a small scale to personalize a guest's experience while using a website or to authenticate payments. On the other hand it can be used on a large scale to make a database of the whole population and study its demographics [1] [2] [3] .
Facial Recognition is affected by external factors like lighting, camera angle etc. Most databases are specifically made in a controlled environment to test algorithms. The camera and subject are placed at a fixed location. There might be multiple cameras set up in a manner that the subjects images can be taken from different angles so that more measurements are obtained. The subject's facial expressions are constant and labelled. But this is not the case in real life. In order to make the algorithm more viable in unconstrained environments, one of the most important necessities for a face recognition algorithm is making it more robust. The technique explained in this paper requires no changes that are to be made on the data. Thus, it can be applied to any Facial recognition dataset.
The subsequent section II is the overview of the whole process. Section III is about the BioID dataset and how necessary features are extracted with the help of Landmark points and processed. It is followed by an approach derived from Fuzzy logic used while searching. Simulation and results are towards the end, followed by conclusion.
II. OVERVIEW
The block diagram of the system is shown in Figure 1 . First when an image is captured, the face of the individual is detected, i.e., the presence of a human face is confirmed then the landmark points on the face are detected. Landmark points are markers specifying the positions of the lips, eyes, eyebrows etc. The dlib detector plots 68 points on the facealong the jaw from one temple to another, along the eyebrows, nose and around the eyes and lips. Each point corresponds to the physical placement of the pixel represented by the point. These points are used in the second block which is Feature extraction. It includes taking the areas of eyes, eyebrows, nose and lips and the coefficients of the polynomial which defines the curvature of the jaw. Other features like relative positions and angles of face parts can be calculated. The distance formula is used to calculate the smallest distance between two points represented by rectangular coordinates. The data is stored in pandas dataframes. All the measurements are normalized and scaled. Once a test image is received, it goes through step one and two as specified in the previous paragraph and then a Pandas database search leads to the group which best matches the profile of the incoming image. After being linked with the right group, the crisp values of the respective measurements are compared. A scoring technique where every feature is weighted, is incorporated for better results. Weights are tuned according to results obtained since every feature has a different effect on the results. The first 2 best matches are displayed as results. Further sections explain these blocks shown in Figure 1 in more details.
III. DATASET AND FEATURE EXTRACTION
This section includes description of the dataset and the techniques used for extracting information.
A. The Raw Dataset
The BioID dataset was selected in this project. It is an unsupervised database containing 1521 image files in .PGM format. All images have the same resolution and are captured in an uncontrolled environment. Either one or more of the camera-to-subject distance varies or facial expressions of the subject are not constant. This makes the dataset more realistic and ideal for testing Face Recognition algorithms. These images belong to 23 different individuals. The individual in every image was identified manually and the dataset was supervised.
Apart from the 1521 images. There are two other databases. Both are manually marked by the authors of the BioID database. The first one is the position of the eyes and the second one is the position of 20 landmark points. The former is used to find the interpupillary distances for all the images. These distances will be used later.
B. Feature Extraction
As stated earlier, the feature extraction technique used in this article uses landmark points. Landmark points are markers denoting the boundaries of eyes, nose, lips etc. All the 68 landmark points that are used in this project are shown in Figure 2 . All the figures in this section belong to the same person.
Each point represents a pixel on the image, which is one element of the PGM matrix. Eyes, nose and lips approximated as polygons are shown in Figure 3 . Their area was calculated using the shoelace formula and selected as a metric since its unaffected by rotation and expression of the person (except for eyes). figure 6 then cropped out as shown in Figure 7 . The landmark points denoting eyebrows are known which makes it possible to crop out. The cropped out grayscale image is converted to a binary image after adaptive thresholding as shown in Figure 8 . Since these images are not taken in an environment with even lighting, adaptive thresholding is more desirable compared to thresholding with a single cutoff. The shape of the eyebrows obtained after thresholding has errors. These errors can be cancelled off with the help of Morphological operations like Erosion and Dilation as shown in Figure 9 and 10 respectively. The actual shape of the part is considered, rather than it being estimated as a polygon. Area is found out by taking the ratio of black pixels to total pixels. 
C. Preprocessing
Preprocessing is an important step since all the data needs to be conditioned before operations are carried out on it for best results [4] . All the areas obtained are made to go through preprocessing before recognition.
The first step involved was normalizing all the distances. With the help of given eye positions, interpupillary distances were calculated. All the data was divided by the square of the corresponding interpupillary distances as shown in Figure  [11 ]. An example of marker eye positions is shown in Figure  10 . Eye positions corresponding to every image are stored as .PTS files. The effect of variable camera-to-subject distance was cancelled by this technique. All the normalized areas were then scaled between 0 and 1. 
D. Supervising Data
As stated previously, all the 1521 images belonged to one of 23 people. They were distributed as shown in Figure 12 . Uniformity in this bar graph would have been a plus, that way every person would have had an equally strong "profile."
E. Fuzzy Search and Matching
A fuzzy search was carried out for two reasons: to find the right match would be faster since the test image has to be tested on a few 'groups' only rather than the whole dataset.
Uncertainties can be caused by any expressions, for example. It could either be one person with different expressions or two people with the same expression. The program has to tell the difference correctly. The membership function used is shown in Figure 13 for three linguistic variables. The triangular shape of the membership function is the same for all the face parts (eyes, nose, lips etc.), but its spread varies according to the mean and standard deviation of that part. So to plot the membership function, first all the training data (90% of all data) was set aside. 90% images of all images of one person were considered as training data. If the number of images of that person was less than 10, then 1 image was in the training data set. The remaining data was testing data, training data was used to plot membership functions. The center of the three triangles are the mean, mean + standard deviation and meanstandard deviation. The spread of the triangles are one third of the standard deviation on both sides of the center. Each set of membership functions divided the training data into three parts.
Once the data is divided into respective linguistic variables, all the persons with the same set of linguistic variables for the same face parts are put in one group. This means, people with similar features were grouped together. An example is shown in Figure 13 . Here person B and H belong to the same 'group.' That means, that these two people have the same facial features. This is evident from Figure 14 . They both have large eyes, large nose and large lips. In this example, their facial expressions are also similar. Images in the group and the input image are compared on the basis of these crisp values (actual measurements). A score is calculated based on the amount of matching of each part. The better the match, the higher the score. Using a scoring system ensures that all parts are given importance. Weights are also assigned to each part. Nose, Lips and eyebrows all have a weightage of 1 and eyes have a weightage of 0.5. In this way, a person with two different expressions in two images will be matched as one person even though the area of different face parts in those two images would be different.
IV. SIMULATION AND RESULTS
During simulation, one profile is selected from the testing dataset. An image of the person's profile is labelled as the "input image." It is the image in upper row in the output dialog box. The lower row has two images--the best match and the second closest match. The image labelled as ``Best Match" should belong to the person whose picture is the input image. Two best matches are shown along with the test image to show similarities in the result. This also shows that fuzzy logic can also be used to show similarities between the results. Figure 15 has images of persons B and H. H is at the input which is selected from the testing dataset. Then the proposed method is run on the training dataset which comprises of 90% of the whole dataset. The best match made here is the same person H. This is a case of successful recognition, despite having different lip movements and changes in eye positions. Thus because of the use of fuzzy logic, the program is able to identify and capture these differences as similarities. The two similar faces at the output--B and H have similar sized eyes, nose and lips. Figure 16 has person U as the input and U as the right match. The facial expressions are almost the same. Here the distance between the camera and subject changes. However despite that, due to data normalization and scaling, the program was able to correctly recognize the right face. These results also show that eyewear doesn't affect results. This first two results represent 70% of the cases where results are accurate. The next simulated result, Figure 17 is an example where a similar face is incorrectly interpreted as the best match. The program sees similar facial features without realizing that the person in the `Best Match' image has their chin tilted towards the camera.
V. CONCLUSION AND FUTURE SCOPE
This paper presents the use of Fuzzy Logic for face recognition [16] , [17] . Images in the database are taken in an uncontrolled environment. The degree of uncertainty that fuzzy logic presents is exploited here. Same people with different expressions are also detected, proving that with the help of the right features extracted, Fuzzy Logic can be used as a robust Facial Recognition technique.
The idea presented in this paper can also be used for detecting expressions, micro-expressions or emotions of a person. The concept can be further extended to recognize gesture inputs and lip-reading which can be used for generating automatic subtitles as a part of speech and gesture recognition systems.
The same method can be extended to larger systems with more images with more features -like distance between eyebrows, distance between eyes, height of the face etc. can be used similarly.
Further improvement would be the inclusion a more diverse dataset with more variations in face parts and skin color which capture different ethnicities and genders. 
