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Abstract-A Monte Carlo method is described for computing the backscattering of radiation 
from a sphere situated above an emitting plane. Numerical results are given and compared 
with analytic bounds for this problem which were previously reported in this journal. 
1. INTRODUCTION 
In an earlier paper in this journal,’ a class of problems was considered involving radiative transfer 
in a halfspace consisting of emitting, absorbing and scattering matter, and occupying - 00 < z < 0. 
The adjoining halfspace was vacuum, except for a sphere located some distance above the matter 
surface at z = 0. The question was posed as to whether the influence of the sphere is sufficiently 
strong to substantially affect the radiative transfer in the matter. In that paper, an idealized version 
of this class of problems was studied to partially quantify the answer to this question. Specifically, 
the problem treated was the infinite x-y (or r-4) plane located at z = 0, emitting a time-indepen- 
dent axisymmetric flux, FE(r), into a vacuum. The emitted radiation was assumed to be isotropic 
(obey Lambert’s law). A purely scattering sphere of radius R was located above the plane, with 
the center of the sphere at x = y = 0 and z = h, with h > R. The scattering interaction was assumed 
to be isotropic and characterized by a scattering cross section 0 which was taken to be uniform 
throughout the sphere. The quantity of interest, as a function of the radial coordinate r, was FR(r), 
the radiative flux reflected by the sphere back to the plane at z = 0. 
In the earlier paper,’ we defined the reflectance ratio T(r) by the expression 
r(r) = &(r)/F~(r), (1) 
and decomposed T(r) into a collisional factor l+xp( -t) and a geometric factor G(r), according 
to 
T(r) = [ 1 - exp( - z)]G(r). (2) 
Here exp( -r) is defined as the fraction of the photons impinging upon the sphere which pass 
through the sphere without making a collision. It was argued that to a reasonable approximation 
z could be computed using the simple Dirac expression for the mean chord length,2 i.e., 
t LU 7D =&R/3. (3) 
The geometric factor G(r) arises from the details of transporting the photons from the plane 
through the vacuum to the sphere via viewfactors, accounting for the multiple scattering collisions 
in the sphere, and then transporting the photons back to the plane, again via viewfactors. The 
complexity of this problem, in particular the details of the transport in the sphere, precludes an 
analytic solution for G(r) in any generality. In the earlier paper, G(r) was bounded at r = 0 by 
analytic considerations corresponding to two limiting cases of an optically thin sphere (t + 1) 
and an optically thick sphere (T $ 1). These two bounds for G(0) are roughly a factor of two 
apart. 
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In the present paper we revisit this problem and develop a Monte Carlo method for computing 
exactly, aside from statistical errors, the reflectance ratio, T(r). Decomposing our results according 
to Eq. (2), we can then compare essentially exact results for G(0) with the previously reported 
bounds. Our Monte Carlo results also give an indication of the accuracy of using Eq. (3) to estimate 
the noncollision probability, exp( - z). Section 2 of this paper gives the details of the Monte Carlo 
method, including several biasing schemes employed to reduce the statistical error. Representative 
numerical results are given in Sec. 3. A short Appendix is included which develops an interpolation 
model to estimate G(0) from the analytic bounds for optically thin and thick spheres. 
2. MONTE CARLO METHODOLOGY 
In principle, simple analog Monte Carlo could be used in an entirely straightforward manner 
to solve the problem of interest here. However, such a technique would in general involve a 
prohibitive amount of computational time even on the most powerful computers. Accordingly, we 
have introduced several variance reduction techniques which we discuss here. Also discussed in this 
section are the sampling and particle tracking techniques we have used, as well as a tallying strategy 
involving a point detector estimator for computing the reflectance ratio, T(r), at the point Y = 0 
(directly under the sphere). As in the earlier paper,’ we take r(O) to be the primary quantity of 
interest since T(r) should be in general be a maximum at r = 0. 
The first item we discuss is source biasing. In general, it is desirable to emit photons from the 
plane surface in the direction of the sphere to maximize the number of important trajectories. In 
doing this, however, the photon weight must be adjusted accordingly. If we define w0 to be the 
analog weight and assume photons are only sampled from the solid angle element Aa, the adjusted 
weight w of the sampled photon is given by 
w = w,P(AS2), (4) 
where P(An) is the probability that the AR phase space volume would have been selected in the 
analog simulation. In the present application, photons are emitted uniformly, i.e., according to 
Lambert’s law, into the upper hemisphere (z > 0). To implement this, we consider the sphere of 
radius R located a height h above the plane z = 0, and define a coordinate system such that the 
coordinates of the center of the sphere are x = 0, y = y,, and z = h. Here the position y, is sampled, 
and thus every photon is tracked in a local coordinate system with its origin at the point of 
emission, This choice of the coordinate system, shown in Fig. 1, simplifies the subsequent algebraic 
considerations. 
In this coordinate system, it is easily shown that the sphere subtends a polar angle range [e,, e,], 
where 
with A58 given by 
A0 = 2 coss’[l/(y; + /z~)“~], (6) 
where L is the tangential distance to the sphere according to 
L2=y;+h2-R2. 
The corresponding range for p = cos6 subtended by the sphere is ,u, < ,U < p2, with 
(7) 
PI = W - y,R)/(y; + h2), p2 = ji, + Ap, (8) 
A/J = 2y,R/(y; + h2>. (9) 
where 
Backscattering of radiation from a sphere to a plane 117 
X 
Fig. 1. The geometry of the sphere over the plane. 
If y, < R, p2 in Eq. (8) is replaced by /.L~ = 1. To find the range in azimuthal angle, 4, < 4 < 42, 
subtended by the sphere, we note that the sphere is centered over the y axis. This gives 
6, = (71/2) - (A$ )/2; 42 = (7r/2) + (A4)/29 (10) 
where 
A4 = 2 sin’(R/y,). (11) 
To sample p and 4, the probability density distribution functions must be normalized according 
to the above limits on the variables. Since the emitted intensity is isotropic, p(p) is linear in p and 
p(4) is uniform in 4 according to, applying the normalizations, 
P(P)=2P/(P:-P:); P($)=(&-&)-I. (12) 
Using these density functions, the corresponding cumulative distribution functions are formed and 
then inverted to obtain the sampled p and 4 as a function of the random number < drawn uniformly 
on 0 < 5 < 1. This gives 
P = [P;+(P:- P:)~PI"~; 4 =A +tW (13) 
The corresponding weight w of the sampled photon emitted into (p, 4) is given by Eq. (4), where 
R(AR) is the probability that the photon would have been emitted from the solid angle element 
AR. This is clearly given by 
&AR) = (PL: - P:)(& - 6,)/(2x). (14) 
The use of this source-biasing technique, i.e., sampling ,u and 4 from Eq. (13), ensures that all 
photons emitted from the z = 0 plane will hit the sphere. 
This source biasing technique works very well in the present application, saving a substantial 
amount of computational time over a simple analog Monte Carlo for most cases. As we shall see 
in the next section, this saving is roughly between a factor of 1 and 10. However, it will tend to 
favor particles sampled far from the origin in some cases, since all photons emitted, no matter what 
the point of origin, will hit the sphere. This is evident by noting that the emitted intensity of 
radiation in an annulus of width dr located at r is given by (2xrdr)F,(r). Thus if FE(r) falls off 
with distance slower than l/r, source biasing forces most collisions with the sphere to occur with 
photons originating at large r. Although the source biasing method is unbiased in that the mean 
is preserved by adjusting the weight, this preferential treatment of large r may increase the statistical 
error in the result. To adjust for this potential problem, Russian roulette was considered as a way 
of rejecting some particles emitted far away from the sphere. This rejection was done, somewhat 
arbitrarily, with a probability proportional to the solid angle subtended by the sphere at that 
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distance. Specificially, we introduce the ratio of the subtended solid angle at r to the subtended 
solid angle at r = 2R, i.e., 
ratio(r) = P,(AR)/P,,(An). (15) 
We reject any particle emitted at r if a random number 5 > ratio(r). If the particle is not rejected, 
its weight is multiplied by l/ratio(r). For r < 2R, no Russian roulette is used. This simple strategy 
introduces a computational saving of, roughly speaking, another factor between 1 and 10 as we 
shall see in the next section. 
The next item we discuss is sampling (in physical space) of the photons emitted by the plane. 
In the earlier paper,’ three spatial distributions were considered for the emitted radiation, namely 
Fg’(r) = C,, (16) 
Fg’(r) = C,h/(h* + r’)“‘, (17) 
FE’(r) = C, R/(R* + r2)“2, (18) 
where the C, are constants. We note that p,(r) E rF(E)(r) is just the probability density function for 
emittance of a source photon at radial coordinate r. (The factor r in this product accounts for the 
factor r in the area factor 2mdr.) if we assume, as the earlier paper did, that Eqs. (16)-(18) hold 
in the interval 0 < r < Kh with K a specified constant, and take F’;)(r) identically zero for r > Kh, 
we can impose the required condition that the integral of p,(r) over all r is unity by a proper choice 
of the constants C,. We find 
l/C, = (K/z)~/~, (19) 
l/C, = h*[(l + K2)“2 - 11, (20) 
l/C, = R*[(l + K’II~/R*)‘:~ - 11. (21) 
For the numerical calculations summarized in the next section, we chose K = 10 as in the previously 
reported results.’ As noted earlier, we use these pi(r) to sample the position of the sphere rather 
than the emitted particle. 
Forming the cumultative distribution functions corresponding to the p,(r) and inverting these 
expressions gives, in the usual way, the sampled radial coordinates as a function of 4, a random 
number uniformly distributed in the interval 0 < 5 & 1. In our three cases we find 
r, = (25 /C, )I/*, (22) 
r2 =1(25/C,) + 52/(C2h)21"2, (23) 
r3 = [(25/C,) + 52/(C3R)21”2. (24) 
This distance ri is taken as y,, the y coordinate of the center of the sphere as seen by a photon 
at the origin. 
The difficulty associated with particle tracking in Monte Carlo simulations is determining the 
intersection of a straight line particle trajectory with interfaces between materials. In our case this 
is particularly simple since the only interface of concern is that between the sphere and the vacuum. 
Given a starting point of a trajectory either on the surface of or within the sphere, it is a simple 
matter to find the intersection of this trajectory with the surface of the sphere. One need only find 
the roots of a simple quadratic. The distance to collision, x, is given in terms of a random number 
5 by the standard formula 
x = -0-l ln(1 - 5). (25) 
If the point of collision corresponding to x is within the sphere, the photon is scattered and starts 
a new trajectory in a random direction corresponding to an isotropic scattering phase function. 
If the distance x is beyond the surface of the sphere, the photon has left the sphere and travels 
unimpeded in the vacuum either back to the surface z = 0 or into deep space. Only those photons 
which strike the z = 0 surface are of interest since only these contribute to FR(r). 
It is clear that for optically thin spheres (r e 1) only a very few photons incident upon the sphere 
will suffer a collision within the sphere. This causes very large statistical fluctuations, which can 
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be alleviated by using a forced collision technique for the first flight path. This variance reduction 
strategy is based upon the observation that the probability for a collision within a distance x can 
be written as the product of two probabilities according to 
P(x) = P(xlD)P(D). (26) 
Here P(D) is the unconditional probability of a collision within a distance D, and P(xID) is the 
conditional probability for a collision within a distance x, given that a collision has occurred within 
O<x<D. Noting that P(x\D) is a cumulative distribution function and that 
P(D) = 1 - exp( - oD), we find in the usual way that the sampled distance to collision x is given 
in terms of a random number 5 according to 
x = -G-’ ln(1 - c[l -exp(-oD)]). (27) 
This is implemented in an unbiased fashion by adjusting the weight accordingly. To do this, the 
source photon is split into two photons, one of which collides inside the sphere, and one which 
passes through the sphere without a collision. These two photons have weights determined by the 
probabilities of these events, namely 
W unc=~Oexp(-oD); w,=w,[l-exp(-oD)], (28) 
where D is the distance to the sphere boundary and w0 is the photon weight prior to the splitting. 
These two separate photons would normally be followed, each with its own weight. Since we apply 
this forced collision technique only to the first flight path, the uncollided photon can never 
contribute to the reflected flux FR(r); hence we need not follow this photon. This forced collision 
technique can give a computational saving of up to a factor of 100, as we shall see in the next 
section. 
Since we are interested in the reflected flux directly under the sphere (r = 0), we consider a small 
circular area in the z = 0 plane centered at r = 0 (the tally surface), and compute W, the total weight 
of all photons which cross this surface. This gives an estimate of the reflected flux (per unit area) 
at r = 0 in the z = 0 plane as 
FR (0) = W/VA ), (29) 
where A is the area of the tally surface and N is the total number of photons emitted from the 
z = 0 source plane. We note that for resolution purposes, one would want to take A to be very 
small. However, if this were done not many photons would cross the tally surface, resulting in large 
statistical errors. Thus there are conflicting requirements in the definition of the tally area. For our 
numerical calculations summarized in the next section, we chose A = rrR2/100. 
The problem of conflicting requirements in the size of the tally surface can be alleviated by 
employing a point detector estimator. This scheme is based upon the observation that the product 
of the speed of light c and the photon density p at point r due to a unit isotropic point source 
at r’ is given by the well known point source kernel 
q,,(r) = (4ns’))’ exp[ -cc(s)], (30) 
where s = Ir - r’l and LX(S) is the number of photon mean free paths between the source point r’ 
and the detector point r. The Monte Carlo simulation is creating the collision source within the 
sphere, and each collision can be viewed as an isotropic point source with the potential of 
contributing to the density (and flux) at point r. Noting that a given photon may constitute more 
than one point source due to multiple collisions, we define F,(r) as the total (over all collisions) 
contribution to the flux at point r due to photon n. We have, taking the point of interest to be 
r = 0 (r = z = 0), 
F, (0) = CWn 1 Ppt, i COSOi 9 (31) 
where w, is the weight of the n th photon colliding in the sphere, and the summation over i is a 
summation over collisions. The factor c co&Ii, where ei is the angle between the vector r’ and a 
normal to the plane at z = 0, accounts for the fact that our quantity of interest is the one way flux, 
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FR(0), rather than the photon density p. Finally, we need sum F,,(O) over all contributing photons 
to obtain the reflected flux, i.e., 
FR (0) = c Fn (0). 
n 
This point detector estimator is ideally suited to our application since we are interested in the 
reflected flux, FR(r), at a specific position, namely r = 0. In our numerical calculations, the use of 
this point estimator rather than a tally surface achieved computational savings of a factor as large 
as 2500. 
An indication of the statistical error in our Monte Carlo simulations can be achieved by applying 
the usual formula for the standard deviation to FR (0). Denoting this standard deviation by AFR (0) 
we have 
1 
[AFa(0)12=~(N- 1) 2 F:(O)-A[$, F,(O)]2}> n=, (33) 
where N is the number of histories (source particles emitted by the z = 0 plane). 
Thus our Monte Carlo methodology has the capability of employing four different variance 
reduction techniques, namely source biasing, Russian roulette, forced first collision, and a point 
detector estimator. Using all of these variance reduction techniques, N in Eq. (32) the number of 
histories, is of the order of lo4 to achieve a 1% SD, although this number varied substantially 
depending upon the parameters CJ, R, and h of the problem under consideration. 
3. NUMERICAL RESULTS 
The reflected flux directly under the sphere, r = 0, was computed using the Monte Carlo 
techniques described in the last section. The reflectance ratio, I(O), was then formed according to 
Eq. (1) and subsequently decomposed into a first collision probability, 1 - exp( -r), and a 
geometric factor, G(O), according to Eq. (2). To make this decomposition, we considered three 
choices for the optical depth r. These are the simple Dirac optical chord length value given by 
Eq. (3); an average value of r defined as 
r,, = & 2 (34) 
where ZBy is an average geometric chord length, computed as the weighted (photon weight) average 
over the first flights for all photons which impinge upon the sphere; and an effective value of r 
defined as 
r&T = -ln(exp(-t)), (35) 
where (exp( - z)), the average exponential, is the weighted average again taken over all first flights 
of photons which strike the sphere. The use of z,a for z in Eq. (2) gives the actual value for the 
first flight collision probability. Both raV and ~~~ were computed as part of the Monte Carlo 
simulations, and can be compared to the simple Dirac formula given by Eq. (3) as we shall do later 
on in this section. Once the emittance function, FE(r), is specified, there are three parameters which 
define a particular problem, namely e, R, and h. Thus there are two independent dimensionless 
parameters, and we take these to be aR and h/R. 
To test the accuracy of the optically thin bound for G(0) proposed earlier by analytic 
considerations,’ we performed Monte Carlo calculations for a very thin sphere, aR = 0.01, as a 
function of h/R. These calculations used all four of the variance reduction techniques discussed 
in the last section to compute FR(0), and hence I(0) according to Eq. (1). To obtain G(O), we used 
Eq. (3) with r given by reff as defined by Eq. (34). The resulting G(0) then accounts for the first 
flight collision probability in an exact (except for statistical errors) way. The results for the 
geometric factor directly under the sphere, G(O), are shown in Table 1. We see that for a constant 
emittance function as given by Eq. (16), the Monte Carlo results agree, to within 1 SD, with the 
analytic thin sphere bound for all values of h/R. This agreement demonstrates, more than anything 
else, that the Monte Carlo calculations are being performed correctly since one can easily argue 
that for this constant emittance function the analytic result must be exact as oR becomes 
vanishingly small. This argument is based upon the observation that the photon density in the 
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Table 1. Comparison of the thin sphere 
analytic bound with Monte Carlo simulations 
for oR = 0.01. 
Table 2. Comparison of the thick sphere 
analytic bound with Monte Carlo simula- 
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vacuum above the emitting plane is, in the absence of the presence of the sphere, independent of 
position if the emittance from the plane is a constant according to Eq. (16). Since the sphere has 
a vanishingly small optical size, its presence does not affect this uniform photon density. Hence 
the collision density (scattering source) within the sphere is spatially uniform, and this implies that 
the flux of photons leaving the spherical surface is independent of position on the sphere. This is 
precisely the assumption made to incorporate a simple viewfactor treatment into the computation 
of the analytic bound.’ The same argument cannot be made when the emittance function, FE(r), 
depends upon the spatial coordinate r. In this case, the viewfactor treatment used to obtain the 
analytic result represents an approximation. Thus the Monte Carlo (exact) results in Table 1 do 
not, nor should they, agree with the analytic estimate. The analytic result appears in general to 
be slightly lower than the Monte Carlo result, of the order of a few percent. However, as h/R 
increases, the analytic estimate increases in accuracy. 
Table 2 gives analogous results for oR = 50, and tests the accuracy of the optically thick sphere 
analytic bound. In this case, the use of simple viewfactors to produce the analytic result is, for all 
emittance functions, an approximation’ (the intensity leaving the sphere is not isotropic), and we 
should not expect this analytic result to agree with the Monte Carlo simulations in any case. We 
see that this is indeed confirmed in Table 2; the analytic estimate is consistently high compared 
to the Monte Carlo (exact) result, with the discrepancy again quite small, of the order of a few 
percent. Thus we conclude that the analytic results for the geometric factor, G(O), reported in an 
earlier paper’ are quite accurate in both the optically thin and optically thick limits. 
The next item we consider is the efficiency of the variance reduction techniques discussed in the 
last section. We performed a series of calculations using various combinations of these techniques 
to assess the computational time saving associated with each. All combinations employed the point 
detector estimator and are labeled O-4 according to: 0 = none (except point detector estimator), 
1 = source biasing, 2 = source biasing + Russian roulette, 3 = source biasing + forced collision, 
4 = source biasing + forced collision $ Russian roulette. We found it absolutely necessary to 
employ the point detector estimator to achieve acceptable results in a reasonable amount of 
Table 3. Efficiency of variance reduction for 
aR = 0.01 and h/R = 2. 
Table 4. Efficiency of variance reduction for 
aR = 0.01 and h/R = 8. 
Bias Percent CPU Estimated 
Option G(O) Error Time (s) CPU Time (s) 
0 0.113 5.7 89 2900 
1 0.113 2.8 96 750 
2 0.119 3.0 57 500 
3 0.116 1.8 8 25 





Time (s) CPU Time (s) 
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Table 5. Efficiency of variance reduction for 
ISR = 10 and h/R = 2. 
4 0.208 2.5 11 70 
Table 6. Efficiency of variance reduction for 
oR = 10 and h/R = 8. 
computational time. We did perform a few calculations in a completely analog fashion, without 
employing the point detector estimator or any other variance reduction technique, to estimate the 
total importance of variance reduction, in particular that achieved using the point detector 
estimator. We discuss these results shortly. All of our calculations to test variance reduction 
strategies were performed using a constant plane emittance function given by Eq. (16). Further, 
all employed z,~ as given by Eq. (34) to compute G(0) according to Eq. (2). Our results are 
summarized in Tables 3-6. The column labeled “Percent Error” is the error corresponding to 1 
SD, and the CPU time, in seconds, is for execution on a Cray XMP. The absolute times are not 
particularly important; the relative times associated with each biasing option are of most interest. 
The column labeled “Estimated CPU Time” is the estimated execution time required to obtain a 
standard deviation corresponding to a 1% fractional error. This was estimated from actual 
computational times by assuming that the CPU time is inversely proportional to the square of the 
percentage error. It is this estimated CPU time which gives the estimated time saving factors 
associated with each biasing option. 
Table 3 gives results for aR = 0.01 and h/R = 2. This can be characterized as an optically thin 
sphere close to the emitting plane. By comparing the estimated CPU times, we can conclude that 
source biasing alone (option 1) yields an improvement of a factor of 4, and that the subsequent 
use of Russian roulette (option 2) has a small effect beyond that. We also see that the forced 
collision technique coupled with source biasing (option 3) gives a factor of 30 improvement over 
source biasing alone (option l), and that the subsequent use of Russian roulette (option 4) yields 
another factor of 3. The overall computational savings from using all variance reduction techniques 
(option 4) over using none except the point detector estimator (option 0) is close to a factor of 400. 
Table 4 gives results for oR = 0.01 and h/R = 8. This can be characterized as an optically thin 
sphere far from the emitting plane. We see that source biasing (option 1) yields a factor of 90 
improvement, and Russian roulette (option 2) had little effect. This small effect, however, actually 
was in the direction of worse performance. Forced collisions (option 3) yielded another factor of 
50 improvement, and again Russian roulette (option 4) had little effect. The overall computational 
savings from using all variance reduction techniques (option 4) over using none except the point 
detector estimator (option 0) is approximately a factor of 3500. For this problem we considered 
a complete analog simulation, not using the point detector estimator. Rather we used a simple tally 
surface as described in the last section. This problem could not be run anywhere near the length 
of time required to obtain 1% statistical error because of the inefficiency of using a small tally 
surface. From our partial results, we estimated that 4 x lOI histories would be required to achieve 
a 1% SD. This translates into about 3 yr of Cray computational time, as contrasted with 11 set 
using the point detector estimator and our other variance reduction techniques. Comparing this 
estimated 3 yr with the 38,000 set in Table 4, we see the absolute necessity of using the point 
detector estimator for our problem; it alone gives an estimated computational savings for this 
problem of a factor of 2500. 
Table 5 gives results for aR = 10 and h/R = 2. This can be characterized as an optically thick 
sphere close to the emitting plane. We see that source biasing without Russian roulette (option 1) 
degrades performance, because of the fact that the sphere is close to the emitting plane and large 
fluctuations are caused by preferentially following photons generated far from the sphere. This 
degradiation is not seen for thin spheres close to the emitting plane (see Table 3), probably because 
of the fact that the location of a first collision is not as important for thin spheres as for thick 
spheres. We also see that the use of Russian roulette in conjunction with source biasing (option 
Backscattering of radiation from a sphere to a plane 123 
2) yields an improvement factor of nearly 3 over using no variance reduction other than the point 
detector estimator (option 0). For a thick sphere, the use of forced collisions should have virtually 
no affect since nearly all of the photons hitting the sphere suffer a collision with no forcing. This 
is born out in Table 5 by comparing the entries corresponding to options 2 and 4. 
Table 6 gives results for OR = 10 and h/R = 8. This can be characterized as an optically thick 
sphere far from the emitting plane. For this problem we did not use the forced collision technique 
(options 3 and 4) since it would be expected to have no effect, and this was demonstrated in the 
prior problem (see Table 5). We see that source biasing alone (option 1) yields a factor of 6 
improvement, and the subsequent use of Russian roulette (option 2) contributes another factor of 
7. Source biasing is more effective here than in the problem summarized in Table 5 because of the 
decreased solid angle subtended by the sphere. 
Based upon the results summarized here and other simulations we have run, the range of 
observed performance gains are roughly given as follows: source biasing, l-10; Russian roulette, 
l-10; forced collisions, l-100; point-detector estimator, l-2500. In general, the use of the 
point-detector estimator is the most effective variance-reduction technique. The exception to this 
statement is when h/R ‘Y 1; i.e., when the sphere is nearly touching the emitting plane. In this case, 
the well known large variance for this estimator due to collisions close to the detector comes into 
play. 
The next item we consider is the comparison of ‘tn and rav as given by Eqs. (3) and (34) with 
z,~ as defined by Eq. (35). It is the use of z,~ for r in Eq. (2) that gives the exact treatment of the 
first collision probability. On the other hand, one would hope to be able to use, with acceptable 
accuracy, 7D for 7 in Eq. (2) since 7,B can only be found from a Monte Carlo simulation or a very 
complex analytic formulation involving multiple numerical integrations.’ The numerical results we 
give here are for a constant emittance function given by Eq. (16). The results for the other two 
emittance functions given by Eqs. (17) and (18) are very much the same. Table 7 gives typical 
results, with the numbers in parentheses indicating the corresponding values for the first collision 
probability 1 - exp( - 7). The statistical errors in the values of 7av and teK reported in Table 7 are 
of the order of 1%. We see that for optically thin spheres (oR = 0.1) all three values of 7 are 
essentially identical. For optically thick spheres (oR = lo), 7,, and 7,” agree very well, but both are 
substantially different from 7eR, as is to be expected. However, in this case the quantity of interest, 
1 - exp( - 7), is essentially unity since 7 is large according to all three prescriptions. The first flight 
collision probability shows the greatest variation for spheres of intermediate optical thickness 
(OR = 1). In this case we see that the use of 7D to compute 1 - exp( -7) yields a value 4 parts out 
of 70 greater than the true value computed with 7eff. 
conclude that the use of the IXrac result, 7D, 
Based upon this table and other results, we 
to compute the first collision probability is very 
accurate in both limits of optically small and large spheres, and overestimates the true values by 
a maximum of no more than 10% for spheres of intermediate optical size. 
The final item we consider is that which motivated this paper. We wished to ascertain, via exact 
(except for statistical errors) Monte Carlo simulations which of the two previously reported bounds 
Table 7. The accuracy of using ho 
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Table 8. The accuracy of an interpolation model 



















































(thin and thick spheres) for G(0) is closest to the true value for a given optical size, CR, of 
the sphere. Typical Monte Carlo results for G(0) are given in Table 8 for two values of h/R, 
namely 2 and 6, and for three values of aR, namely 0.1 (thin), 1.0 (intermediate), and 10.0 
(thick). The statistical errors in these results are of the order of 1% (varying from 0.5 to 1.5% 
for different cases). A comparison of these results with the bounds given in Tables 1 and 2 
shows that the optical size of the sphere must be quite large for G(0) to approach the thick sphere 
bound. That is, except for oR very large, the true value of G(0) is closer to the thin limit than the 
thick limit. 
It would be very useful to have an interpolation formula for G(0) of the form 
G(0) = aGN(O) + (1 - cx)GK(O), (36) 
where G,.,(O) denotes the thin limit and GK(0) denotes the thick limit. The parameter CI here is an 
interpolation parameter which is a function of aR and approaches unity as aR approaches zero, 
and approaches zero as aR increases without bound. In the Appendix, a simple model gives the 
result 
c1 =2{[+(T)]+)[f-E,(T)]-~K(~)} 
(21 + +-E,(T)] ’ 
(37) 
where T = 2oR/3, 1 = 0.7104 (the Milne problem extrapolation distance2), and E,(z) is the nth 
order exponential integral. Typical values of o! according to Eq. (37) are CI = 0.998 (aR = O.l), 
D! = 0.930 (oR = l.O), and CI = 0.340 (aR = 10.0). We see from these values that the thin limit is 
emphasized in Eq. (36) except for very large spheres. 
The results of using Eqs. (36) and (37) to estimate G(0) are also given in Table 8. We see 
that this model is reasonably, but not spectacularly, successful, generally underestimating the 
true value of G(0). If the accuracy predicted by Eqs. (36) and (37) is acceptable, one then has a 
very simple way of estimating the reflected flux directly under the sphere. One uses the thin and 
thick bonds previously reported,’ together with Eqs. (36) and (37), to compute G(0). This 
result is used in Eq. (2), with T taken as the Dirac estimate as given by Eq. (3), to compute r(O). 
We note that z,, was used to compare the Monte Carlo values of G(0) in Table 8, and hence 
the approximation of using zD was factored into the rest of the interpolation formula given 
in Eqs. (36) and (37). Finally, FR(0), the reflected flux directly under the sphere, follows from 
Eq. (1). 
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APPENDIX 
An Interpolation Model 
To model the interpolation parameter given in Eq. (37), we consider a purely isotropically 
scattering, sourcefree sphere of radius R and constant cross section 0 as in the main body of the 
text. We first transform this sphere into an “equivalent” slab of thickness T,. The equivalence is 
achieved by maintaining the same Dirac chord length for the slab as for the sphere. For a body 
of volume V and surface area S, the Dirac chord length In is given by2 
which yields 
In = 4v/s, (Al) 
Z,,(sphere) = 4R/3; &,(slab) = 2T,, (42) 
and hence equivalence is established by taking T, = 2R/3. If we envisage an isotropic intensity 
incident upon the left-hand edge of the slab, taken as x = 0, the first collision source in the slab 
will have a spatial dependence proportional to E2(0x), where x is the slab spatial coordinate and 
E,,(z) is the nth order exponential integral. We approximate the solution of the equation of transfer 
with this source by using the diffusion approximation. 
If we introduce z = ox as an optical depth coordinate, the diffusion equation is simply2,3 
1 d*+(z) 
- --=E2(z), O<z <T, 
3 dz2 643) 
where T = aT, is the optical thickness of the slab. The Milne boundary conditions corresponding 
to no intensity incident upon the slab surfaces are given by3 
[4(z) - ~d4(zWl,=, = 0, (A4) 
[~(z)+~d~(z)/dzlZ=r=O, (A% 
where 1 = 0.7104 . . . is the Milne extrapolation distance .’ The dependent variable 4(z) in 
Eqs. (A3)-(A5) is proportional to the photon density arising from the first collision source. These 
equations are easily solved for 4(z), and one can subsequently compute the photon flux F(z) from 
Fick’s law given by 
1 W(z) 
F(z)= - j7’ 
In particular, one finds that the fluxes leaving the slab through each surface are given by 
F,“,(O) = (l/2) - /% (A7) 
F,,,(T) = B -E,(T), (AS) 
where 
B = ([(l/3) - &VII + W/2) + J%U')I)/W + T). (‘49) 
We associate the outgoing flux at z = T, F,,,(T), and an equal amount at z = 0 with the thin sphere 
(slab) limit. The remainder of the flux exiting the slab at z = 0 is associated with the thick sphere 
(slab) limit. If we define a as the thin limit fraction, we then have 
a = 2J’,,, (T)I[&,, (0) + &,, (TN9 (A101 
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or, using Eqs. (A7) and (A8), 
a =XP - ~3GY/U/2) -&(a. (All) 
Using Eq. (A9) for p in Eq. (Al l), we find the expression for o! given by Eq. (37) in the main body 
of the text. It is easily verified that cz has the proper limiting behaviors, namely 
M-l; a-0. (AW 
