Abstract. Extended affine Weyl groups are the Weyl groups of extended affine root systems. Finite presentations for extended affine Weyl groups are known only for nullities ≤ 2, where for nullity 2 there is only one known such presentation. We give a finite presentation for the class of simply laced extended affine Weyl groups. Our presentation is nullity free if rank > 1 and for rank 1 it is given for nullities ≤ 3. The generators and relations are given uniformly for all types, and for a given nullity they can be read from the corresponding finite Cartan matrix and the semilattice involved in the structure of the root system.
Introduction
Extended affine Weyl groups are the Weyl groups of extended affine root systems which are higher nullity generalizations of affine and finite root systems. In 1985, K. Saito [S] introduced axiomatically the notion of an extended affine root system, he was interested in possible applications to the study of singularities.
Extended affine root systems also arise as the root systems of a class of infinite dimensional Lie algebras called extended affine Lie algebras. A systematic study of extended affine Lie algebras and their root systems is given in [AABGP] , in particular a set of axioms, different from those given by Saito [S] , is extracted from algebras for the corresponding root systems. In [A2] , the relation between axioms of [S] and [AABGP] for extended affine root system's is clarified.
Let R be an extended affine root system of nullity ν (see Definition 2.5) and V be the real span of R which by definition is equipped with a positive semi-definite bilinear form I. We consider R as a subset of a hyperbolic extensionṼ of V, whereṼ is equipped with a non-degenerate extensionĨ of I (see Section 1). Then the extended affine Weyl group W of R is by definition the subgroup of the orthogonal group ofṼ generated by reflections based on the set of non-isotropic roots R × of R.
This work is the first output of a three steps project on the presentations of extended affine Weyl groups and its application to the study of extended affine Lie algebras. In the first step, we study finite presentations for extended affine Weyl groups, where in this work we restrict ourself to the simply laced cases. In the second step the results of the current work will apply to investigate the existence of the so called a presentation by conjugation for the simply laced extended affine Weyl groups (see [Kr] and [A3] ).
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Finally, in the third step, we will apply the results of the second step to investigate validity of certain classical results for the class of simply laced extended affine Lie algebras. There is only a little known about the presentations of extended affine Weyl groups. In fact if ν > 2, there is no known finite presentation for this class and for ν = 2 there is only one known finite presentation called the generalized Coexter presentation (see [ST] ).
We give a finite presentation, for simply laced extended affine Weyl groups, which is nullity free if rank > 1 and for rank = 1 it is given for nullities ≤ 3 (see Theorem 4.2). Our presentation highly depends on the classification of semilattices (see Definition 2.1), up to similarity, which appears in the structure of extended affine root systems (see (2.7)). Since for types A ℓ (ℓ ≥ 2), D ℓ , E ℓ for arbitrary nullity and for type A 1 for nullity ≤ 3 this classification is known (see [AABGP, Chapter II] ), our presentation is explicit for the mentioned types and nullities.
The paper is arranged as follows. In Section 1, we obtain several results regarding the structure of certain reflection groups. The results of this section are similar but more general than those in [MS] and [A4] , and are applicable to a wide range of reflection groups including extended affine Weyl groups. In Section 2, we introduce a notion of supporting class for the semilattices involved in the structure of extended affine root systems. This notion plays a crucial role in our work. Also we study an intrinsic subgroup H of an extended affine Weyl group W which we call it a Heisenberg-like group. The center of H is fully analyzed in terms of the supporting class of the root system. This a basic achievement which distinguishes the results of this section from those in [A4] and [MS] (See Corollary 2.25). In particular it, together with other results, provides a unique expression of Weyl group elements in terms of the elements of a finite Weyl group, certain well-known linear transformations belonging to the corresponding Heisenberg-like group and central elements (see Proposition 2.26). We encourage the reader to compare this with its similar results in [MS] and [A4] . The main results are given in Sections 3 and 4 where we give our explicit presentations for the extended affine Weyl group W and the Heisenberg-like group H.
The presentation is obtained as follows. First by analyzing the semilattice involved in the structure of R, we obtain a finite presentation for H. The generators and relations depend on nullity, the supporting class of the involved semilattice and the Cartan matrix of the corresponding finite type. Next using the fact that W =Ẇ ⋉ H, whereẆ is a finite Weyl group of the same type of R, we obtain our presentation for W. So this presentation consists of three parts, a presentation for H, the Coxeter presentation for the finite Weyl groupẆ and the relations imposed by the semidirect product (see Theorems 3.7 and 4.2).
For a systematic study of extended affine Lie algebras and their root systems we refer the reader to [AABGP] . For the study of extended affine Weyl group we refer the reader to [S] , [MS] , [A1,2,3,4] , [ST] and [T] .
REFLECTIONS GROUPS
Let V be a finite dimensional real vector space equipped with a non-trivial symmetric bilinear form I = (·, ·) of nullity ν. An element α of V is called nonisotropic (isotropic) if (α, α) = 0 ((α, α) = 0). We denote the set of nonisotropic elements of a subset A with A × . If α is non-isotropic, we set α ∨ = 2α/(α, α). Let V 0 be the radical of the form andV be a fixed complement of V 0 in V of dimension ℓ. Throughout this section we fix a basis {α 1 , . . . , α ℓ } ofV, a basis {σ 1 , . . . , σ ν } of V 0 and a basis {λ 1 , . . . , λ ν } of (V 0 ) * . We enlarge the space V to a ℓ + 2ν-dimensional vector space as follows. Set
where (V 0 ) * is the dual space of V 0 . Now we extend the from (·, ·) on V to a nondegenerate form, denoted again by (·, ·), onṼ as follows:
• (., .) | V×V := (., .),
The pair (Ṽ, I) is called a hyperbolic extension of (V, I). Let O(Ṽ, I) be the orthogonal subgroup of GL(Ṽ), with respect to I = (·, ·). We also set FO(Ṽ,
For α ∈ V × , the element w α ∈ FO(Ṽ, I) defined by
is called the reflection based on α. It is easy to check that
For a subset A of V, the group
The basic properties of the linear maps T σ α are listed in the following lemma. The terms of the form [x, y] appearing in the lemma denotes the commutator x −1 y −1 xy of two elements x, y in a group.
Proof. The proof of each statement can be seen using the definition of the maps T σ α and straightforward computations. 2
Part (vii) of Lemma 1.6 has been in fact our motivation for defining the maps T σ α . If we denote by Z(G) the center of a group G, then we have from parts (iii), (vi) and (vii) of Lemma 1.6 that for α ∈ V, σ, δ ∈ V 0 ,
Proof. For 1 ≤ r ≤ ν, set δ r := ν i=r n i σ i . Using Lemma 1.6 (ii)-(iii) and (1.7), we have
For a subset A of V, consider the subgroup
. We recall that a group H is called two-step nilpotent if the commutator [H, H] is contained in the center Z(H) of H. We also recall that in a two-step nilpotent group H, the commutator is bi-multiplicative, that is
(1.10)
for all x i , y j ∈ H.
Proof. (i) If w α w α+σ and w β w β+δ are two generators of H(A), α, β ∈ A × , α+σ, β+δ ∈ A, then by Lemma 1.6(vii),(iv), we have
Now the result follows from (1.7). (ii) is an immediate consequence of (i) and (1.10).2
Proof. From parts (iii) and (vii) of Lemma 1.6 and Lemma 1.8 we see that H(V) is a subset of the right hand side. Conversely, it follows from Lemma 1.6(vii) and (iv) that the right hand side is a subset of H(V).
2
, where
Proof. Let 1 ≤ j ≤ ν andα ∈V. Then from (1.5) and (1.2), it follows that
and so using (1.7) and Lemma 1.6(ii)-(iii), we have
Lemma 1.14. Each element h ∈ H(V) has a unique expression in the form
From (1.7), Lemmas 1.12 and 1.6(iv) it follows that h has an expression in the form (1.15). Now let h(n ′ i,r , m ′ r,s ) be another expression of h in the form (1.15). Then by acting these two expressions of h on λ j 's, 1 ≤ j ≤ ν, we get from Lemma 1.13 that n i,r = n 
(ii) For any fixed nonzero real numbers m r,s , 1 ≤ r < s ≤ ν, the group T mr,sσs σr | 1 ≤ r < s ≤ ν is free abelian of rank
Proof. (i) By (1.7), Lemmas 1.6(vii) and 1.12, it is clear that the right hand side in the statement is a subset of the left hand side. To show the reverse inclusion, let h ∈ Z(H(V)). Consider an expression h(n i,r , m r,s ) of h in the form (1.15). We must show that n i,r = 0, for all 1 ≤ i ≤ ℓ and 1 ≤ r ≤ ν. Since H(V) is a two-step nilpotent group, we have from (1.10) and Lemmas 1.12 and 1.6(iv) that for all 1 ≤ j ≤ ℓ and 1 ≤ s ≤ ν,
Therefore by Lemma 1.14,
Rα i and the form restricted toV is non-degenerate, so n i,r = 0 for all
(ii) We show that {T mr,sσs σr | 1 ≤ r ≤ s ≤ ν} is a free basis for the group under consideration. Let ν 1≤r<s≤ν T nr,smr,sσs σr = 1, n r,s ∈ Z for 1 ≤ r < s ≤ ν. Then by Lemma 1.14, n r,s m r,s = 0 for all r, s. The result now follows as m r,s 's are nonzero.
(iii) Let h ∈ H(V) and assume h n = 1 for some n ∈ N. Let h = h(n i,r , m r,s ) (see (1.15)). Since H(V) is two-step nilpotent, we have
where c is a central element. By part (i), 1 = h n = h n (nn i,r , m ′ r,s ) for some real numbers m ′ r,s . By Lemma 1.14, n i,r = 0 for all i, r. Thus h is central and so c = 1. Now it follows again from Lemma 1.14 that m r,s = 0 for all r, s.
Recall that we have fixed a complementV of V 0 in V. Now for a subset A of V, we setȦ
Proof. Let α ∈ A, σ ∈ V 0 , α + σ ∈ A and w ∈ W A . By assumption w(α) and
and consider an expression of h in the form (1.15). Since h ∈ WV, we have from (1.2) that h(λ j ) = λ j , 1 ≤ j ≤ ν and so it follows from Lemma 1.13 that h = 1.
To complete the proof, we must show W A = WȦH(A). Let α ∈Ȧ and σ ∈ V 0 such thatα + σ ∈ A. By assumption, wα +σ wα ∈ H(A) W A and wα +σ ∈ W A , therefore wα = wα +σ wα +σ wα ∈ W A and so WȦ ⊆ W A . This shows that WȦH(A) ⊆ W A . To see the reverse inclusion, let w α , α ∈ A × , be a generator of W A . Then α =α + σ wherė α ∈Ȧ × and σ ∈ V 0 . Since wα ∈ WȦ and since by assumption wαwα +σ ∈ H(A), we have w α = wα +σ = wα(wαwα +σ ) ∈ WȦH(A). This completes the proof. 2
EXTENDED AFFINE WEYL GROUPS
In this section, we study Weyl groups of simply laced extended affine root systems. We are mostly interested in finding a particular finite set of generators for such a Weyl group and its center (see Proposition 2.24). Since the semilattice involved in the structure of an extended affine root system plays a crucial role in our study, we start this section with recalling the definition of a semilattice from [AABGP, II. §1] and introducing a notion of supporting class for semilattices. For the theory of extended affine root systems the reader is referred to [AABGP] . In particular, we will use the notation and concepts introduced there without further explanations. Definition 2.1. A semi-lattice is a subset S of a finite dimensional real vector space V 0 such that 0 ∈ S, S ± 2S ⊆ S, S spans V 0 and S is discrete in V 0 . The rank of S is defined to be the dimension ν of V 0 . Note that the replacement of S ± 2S ⊆ S by S ± S ⊆ S in the definition gives one of the equivalent definitions for a lattice in V 0 . Semilattices S and S ′ in V 0 are said to be similar if there exist ψ ∈ GL(V 0 ) so that
Let S be a semilattice in V 0 of rank ν. The Z-span Λ of S is a lattice in V 0 , a free abelian group of rank ν which has an R-basis of V 0 as its Z-basis. By [AABGP, II.1.11], S contains a subset B = {σ 1 , . . . , σ ν } of S which forms a basis for Λ. We call such a set B, a basis for S. Then
Zσ r with σ r ∈ S for all r.
ConsiderΛ := Λ/2Λ as a Z 2 -vector space with ordered basisB, the image of B iñ Λ. For σ ∈ Λ and 1 ≤ r ≤ ν, let σ(r) ∈ {0, 1} be the unique integer such that σ = 
is called the supporting class of S, with respect to B. Since δ j = r∈supp B (δj ) σ r (mod 2Λ), the supporting set determines S uniquely. Therefore, we may write Next we recall the definition of an extended affine root system. Definition 2.5. A subset R of a non-trivial finite dimensional real vector space V, equipped with a positive semi-definite symmetric bilinear form (·, ·), is called an extended affine root system if R satisfies the following 8 axioms:
× and β ∈ R, there exist non-negative integers d, u such that β + nα ∈ R, n ∈ Z, if and only if −d ≤ n ≤ u, moreover (β,
The dimension ν of the radical V 0 of the form is called the nullity of R, and the dimension ℓ of V := V/V 0 is called the rank of R. Sometimes, we call R a ν-extended affine root system. Corresponding to the integers ℓ and ν, we set J ℓ = {1, . . . , ℓ} and J ν = {1, . . . , ν}.
Let R be a ν-extended affine root system. It follows that the form restricted to V is positive definite and thatR, the image of R in V, is an irreducible finite root system (including zero) in V ([AABGP, II.2.9]). The type of R is defined to be the type of the finite root systemR. In this work we always assume that R is an extended affine root system of simply laced type, that is it has one of the types X ℓ = A ℓ , D ℓ , E 6 , E 7 or E 8 .
According to [AABGP, II.2 .37], we may fix a complementV of V 0 in V such thaṫ
is a finite root system inV, isometrically isomorphic toR, and that R is of the form
where S is a semilattice in V 0 . Here X ℓ denotes the type ofṘ. It is known that if ℓ > 1, then S is a lattice in V 0 . Throughout our work, we fix two sets Π = {α 1 , . . . , α ℓ } and B = {σ 1 , . . . , σ ν }, where Π is a fundamental system forṘ with (α i , α i ) = 2 for all i ∈ J ℓ , and B is a basis for S. In particular, S has the expression as in (2.3). Since B is fixed, we write supp(S) instead of supp B (S) . From S ± 2S ⊆ S, it follows that Zσ r ⊆ S for r ∈ J ν , and so we have from (2.7) that
* , whereV is the real span ofṘ. With respect to the basis B, we extend the from (·, ·) on V to a non-degenerate form, denoted again by (·, ·), onṼ by (1.2). We recall from (1.4) and (1.9) that
is a subgroup of FO(Ṽ, I) and
Definition 2.10. The groups W R and H(R) are called the extended affine Weyl group and the Heisenberg-like group of R, respectively. SinceṘ ⊆ R, we may identify the finite Weyl group ofṘ with the subgroupẆ = w α | α ∈Ṙ × of W R . When there is no confusion we simply write W and H instead of W R and H(R) respectively.
Proof. Forα ∈Ṙ and σ ∈ S, we have from Lemma 1.6(vii) and (2.7) that T σ α = wα +σ wα ∈ H. Also if α ∈ R × , σ ∈ V 0 and α + σ ∈ R, then α =α + τ , whereα ∈Ṙ and by (2.7), τ, σ, τ + σ ∈ S. Then w α+σ w α = wα +τ +σ wαwαwα +τ = T
We next want to find certain finite sets of generators for both W and H and their centers. For r, s ∈ J ν , we set c r,s := T σs σr and C := c r,s | 1 ≤ r < s ≤ ν .
(2.12)
Then by (1.7) and Lemma 1.6(viii) for all r, s ∈ J ν , we have c r,r = c s,r c r,s = 1 and C ≤ Z FO(Ṽ, I) . (2.13)
Moreover from (2.12) and Lemma 1.16(ii), it follows that C is a free abelian group of rank ν(ν − 1)/2. (2.14)
Also for (i, r) ∈ J ℓ × J ν , we set t i,r := T , for i, j ∈ J ℓ , r ∈ J ν .
Proof. Let i, j ∈ J ℓ , r ∈ J ν and α = w αi (α j ) = α j − (α j , α i )α i . We have from Lemma 1.6(vi) that w αi t j,r w αi = T σr αi = t j,r t
In order to describe the centers Z(H) and Z(W), we use the notion of supporting class of S (with respect to B) by assigning a subgroup of C to S as follows. We set
where
(2.19) (Here we interpret the product on an empty index set to be 1.) Our goal is to prove that Z(W) = Z(H) = F (S). Note that if {r, s} ⊆ supp(S), then z {r,s} = c r,s . In particular, if S is a lattice then the second condition in the definition of z J is surplus and so F (S) = z {r,s} | 1 ≤ r < s ≤ ν = C. Also from the way z {r,s} is defined and (2.16) we note that
Proof. Using Lemma 1.8 and Lemma 1.6(iii), we have
For a subset J = {i 1 , . . . , i n } of J ν with i 1 < i 2 < · · · < i n and a group G we make the convention
Proof. Let T be the group in the right hand side of the equality. We proceed with the proof in the following two steps.
(1) T ⊆ H. By (2.16), it is enough to show that z J ∈ H for any set J ⊆ J ν . First, let J ∈ supp (S) . Then by the definition of z J , we have z J = {r,s∈J|r<s} c r,s . Now it follows from Lemma 1.8 that But since α i + τ J ∈ R (by (2.3) and (2.7)), it follows from Lemma 2.11 and (2.16) that
Finally, suppose J = {r, s} ∈ supp(S) where 1 ≤ r < s ≤ ν. Then from the definition of z J and (2.16) we have
This completes the proof of step (1).
(2) H ⊆ T . We have from Lemmas 2.11, 1.6(ii) and (2.3) that
We get from Lemma 2.11 and the facts that 2Λ ⊆ S and τ J ∈ S for J ∈ supp (S) , that
Now we show that each generator of H of the form
, n s ∈ Z and J ∈ supp (S) . Then it follows from Lemma 1.8, Lemma 2.21, the definition of z J and the fact that c 2 r,s ∈ z {r,s} ⊆ T , for all 1 ≤ r, s ≤ ν that
Finally,
From steps (1)- (2), the result follows.
Corollary 2.23. If ℓ ≥ 2 or S is a lattice, then
Proof. This an immediate consequence of Proposition 2.22 and the fact F (S) = C. 2
The remaining results of this section are new only for type A 1 . In fact for types different from A 1 , one can find essentially the same results in [MS] and [A4] . However, for completeness we provide a short proof of them, where the proofs now are easy consequences of our results in Section 1.
Proof. (i) is an immediate consequence of Proposition 1.18 and Lemma 2.11. From (i), Corollary 2.23, Proposition 2.22 and the fact thatẆ is generated by w αi , . . . , w α ℓ , it follows that (ii) and (iii) hold. (iv) and (v) follow from Lemma 1.11 and Corollary 1.17. From (2.18) and Proposition 2.22 we have F (S) ⊆ Z(W). So to prove (vi) it is enough to show that Z(W) ⊆ Z(H) ⊆ F (S). Let w ∈ Z(W). By (i), w =ẇh for somė w ∈Ẇ and h ∈ H. Since for all (i, r) ∈ J ℓ × J ν , t i,r ∈ H we have from Lemma 1.6 that
This gives α i − w(α i ) ∈ V 0 . Since w =ẇh and h(α i ) = α i , mod V 0 , it follows thaṫ w(α i ) = α i for all i ∈ J ℓ . Thusẇ = 1 and so w = h ∈ H ∩ Z(W). This gives Z(W) ⊆ Z (H) . Next let h ∈ Z(H). From Proposition 2.22 and (2.20), it follows that
Then by (v), (1.10) and (2.16) we have that
Therefore from (2.14), it follows that ( ℓ i=1 m i,r α i , α j ) = 0 for all j ∈ J ℓ . Since the form on V restricted toV = ℓ i=1 Rα i is positive definite we get m i,r = 0 for all i ∈ J ℓ and r ∈ J ν . Then h = z ∈ F (S) and so (vi) holds. By (2.20) and the fact that c 2 r,s = [t 1,r , t 1,s ], we see that the group in the statement is squeezed between two groups c 2 r,s : 1 ≤ r < s ≤ ν and C. Since C is free abelian on generators c r,s , 1 ≤ r < s ≤ ν, then (vii) follows.
The following important type-dependent result gives explicitly the center Z(W) = Z(H) in terms of the generators c r,s .
Corollary 2.25. (i) If
In particular if S is a lattice, then Z(H) = c r,s | 1 ≤ r < s ≤ ν .
(
Proof. Both (i) and (ii) 
A PRESENTATION FOR HEISENBERG-LIKE GROUP
We keep all the notations as in Section 2. In particular, R is a simply laced extended affine root system and H is its Heisenberg-like group.
We recall from Proposition 2.24 that F (S) = Z(H). For 1 ≤ r < s ≤ ν, we define n(r, s) = min{n ∈ N : c n r,s ∈ F (S)}. (3.1)
Remark 3.2. It is important to notice that we may consider C = c r,s : 1 ≤ r < s ≤ ν as an abstract free abelian group (see Lemma 1.16(ii)) and F (S) as a subgroup whose definition depends only on the semilattice S. It follows that the integers n(r, s) are uniquely determined by S (and so by R).
We note from (2.19) that if 1 ≤ r < s ≤ ν, then depending on either {r, s} is in supp (S) or not we have z {r,s} = c r,s or z {r,s} = c 2 r,s . Thus we have the following lemma. Lemma 3.3. (i) n(r, s) ∈ {1, 2}, 1 ≤ r < s ≤ ν.
(ii) If {r, s} ∈ supp (S) for all 1 ≤ r < s ≤ ν, then n(r, s) = 1 for all such r, s and
In particular, this holds if S is a lattice.
Let A = (a i,j ) 1≤i,j≤ℓ be the Cartan matrix of type X ℓ , that is
∈ F (S) for all r, s ∈ J ν and i, j ∈ J ℓ . Now the result follows by the way n(r, s) is defined.
2 By Lemma 3.5, we have a i,j n(r, s)
Note that the integer n(r, s) appears only in type A 1 as in other types n(r, s) = 1.
Theorem 3.7. Let R = R(X ℓ , S) be a simply laced extended affine root system of type X ℓ and nullity ν with Heisenberg-like group H. Let A = (a i,j ) be the Cartan matrix of type X ℓ , n(r, s)'s be the unique integers defined by (3.1) and m = ind (S) . If 9) and relations 
From (3.6) and the fact that c n(r,s) r,s ∈ Z(H), for 1 ≤ r < s ≤ ν, it is clear that there exists a unique epimorphism ϕ : H −→ H such that ϕ(y i,r ) = t i,r and ϕ(z r,s ) = c n(r,s) r,s . We now prove that ϕ is a monomorphism. Letĥ ∈ H and ϕ(ĥ) = 1. By (3.10),ĥ can be written asĥ . Now it follows from Proposition 2.26 and (2.14) that m i,r = n r,s = 0, for all i, r, s and soĥ = 1. Next let ℓ > 1. By [AABGP, Proposition II.4 .2] the involved semilattice S in the structure of R is a lattice and so by Lemma 3.3(ii), n(r, s) = 1 for all r, s. Finally, let ℓ = 1. According to [AABGP, Proposition II.4 .2], any extended affine root system of type A 1 and nullity ≤ 3 is isomorphic to an extended affine root system of the form R = R(A 1 , S) where supp(S) is given in Table 2 .4. The result now follows immediately from this table and Lemma 3.3(ii)-(iii). 2
A PRESENTATION FOR EXTENDED AFFINE WEYL GROUPS
We keep the same notation as in the previous sections. As before R = R(X ℓ , S) is a simply laced extended affine root system of nullity ν, W is its extended affine Weyl group and and H is its Heisenberg-like group. Using the Coxeter presentation for the finite Weyl groupẆ, Theorem 3.7 and the semidirect productẆ ⋉ H, we obtain a finite presentation for W. Let A = (a i,j ) 1≤i,j≤ℓ be the Cartan matrix of type X ℓ .
We recall from [Ka, Proposition 3.13] thatẆ is a Coxeter group with generators w α1 , . . . , w α ℓ and relations Therefore from (4.5) and Propositions 2.26, it follows that m i,r = 0, n r,s = 0 for all i, r, s andŵ = 1. Thusŵ = 1 and so W ∼ = W. Now an argument similar to the last paragraph of the proof of Theorem 3.7 complets the proof. 2
