Abstract. We put forward a modern version of the 'developmental' view of government-owned banks which shows that the combination of information asymmetries and weak institutions creates scope for such banks to play a growth-promoting role. We present new cross-country evidence consistent with our theoretical predictions. Specifically, we show that during 1995-2007 government ownership of banks has been robustly associated with higher long run growth rates. Moreover, we show that previous results suggesting that government ownership of banks is associated with lower long run growth rates are not robust to conditioning on more 'fundamental' determinants of economic growth.
Introduction
In their attempt to prevent financial meltdown in the autumn of 2008, governments in many industrialised countries took large stakes in major commercial banks. While many countries in continental Europe, including Germany and France, have had a fair amount of experience with government owned banks, the UK and the US have found themselves in unfamiliar territory. It is, therefore, perhaps not surprising that there is deeply ingrained hostility in these countries towards the notion that governments can run banks effectively. 1 We show in this paper that such views are not well founded. Our empirical findings which utilise cross-country data for [1995] [1996] [1997] [1998] [1999] [2000] [2001] [2002] [2003] [2004] [2005] [2006] [2007] suggest that, if anything, government ownership of banks has, on average, been associated with higher growth rates.
Hostility towards government owned banks reflects the hypothesis-known as the 'political view of government banks'-that these banks are established by politicians who use them to shore up their power by instructing them to lend to political supporters and government-owned enterprises. In return, politicians receive votes and other favours. This hypothesis also postulates that politically motivated banks make bad lending decisions, resulting in non-performing loans, financial fragility and slower growth. The political view of government banks was purportedly backed by empirical evidence in a paper by La Porta, Lopez-de-Silanes and Shleifer (2002)-henceforth LLS-which utilises cross-country regressions that uncover a negative association between government ownership of banks and average growth rates. LLS predict a 0.23 percentage point increase in the annual long run growth rate for every reduction in government ownership of banks by 10 percentage points, which is a very sizeable effect. These econometric findings have been used by the Bretton Woods institutions to back calls for privatising banks in developing countries (see, for example, World Bank (2001) ). 2 World Bank (2001, p. 127) elaborates on the LLS results as follows: "...the fitted regression line suggests that had the share of government ownership in Bangladesh been at the sample mean (57 percent) throughout the period from 1970 instead of at 100 percent, annual average growth would have risen by about 1.4 percent, cumulating to a standard of living more than 50 percent higher than it is today."
The second step in our analysis, which is empirical in nature, is two-pronged. Firstly, we show that the LLS results, which pertain to an earlier period, are fragile to extending the set of conditioning variables to include more 'fundamental' determinants of economic growth such as institutional quality / quality of governance (Acemoglu, Johnson and Robinson 2005) , which previous empirical literature has found to be significant (Knack and Keefer 1995 , Hall and Jones 1999 , Acemoglu, Johnson and Robinson 2001 , Rodrik, Subramanian and Trebbi 2004 , Demetriades and Law 2006 . These new findings suggest that the support which the 'political' view of government banks has previously received from cross-country regressions is fragile. 5 We then proceed to the second-and main-empirical contribution of this paper, which is to show that government ownership of banks has been associated with higher average growth rates during 1995-2007. Because this is such a surprising finding, we provide numerous robustness checks, including an extensive search for omitted variable bias using Extreme Bounds Analysis (EBA) and possible endogeneity bias using two alternative sets of instruments. We show that our main finding is robust, suggesting that the 'developmental' view of government owned banks remains relevant today.
The paper is structured as follows. Section 2 puts forward our theoretical contribution, which can be considered as a modern version of the developmental view of government banks. Section 3 summarises the two data sets we utilise and their sources. Section 4 contains our empirical contribution, which provides robust evidence of a positive association between government ownership of banks and economic growth. Section 5 summarises and offers some ideas for further research.
A modern version of the 'developmental' view of government banks
The traditional 'developmental' view of government-owned banks emphasises co-ordination failures and 'big-push' phenomena, which can create scope for government owned banks to play a growth-enhancing role. This view, however, predates the economics of information literature, 5 We hasten to add that this does not necessarily invalidate case studies which provide support to this view (World Bank 2001) , although one must also acknowledge case studies which provide support to the developmental view.
which can provide an additional rationale for government-owned banks, particularly when the institutions that are aimed at containing moral hazard in private banking are weak.
In what follows, we put forward a new version of the 'developmental' view of government-owned banks, drawing on the implications of imperfect information for bank behaviour and (the reality of) varying effectiveness of financial regulation. Specifically, we extend the model of governmentowned banks in Andrianova et al (2008) in a direction that allows us to explore the effects of opportunistic behaviour by banks on growth-promoting investment.
The informational problem that we focus on is the inability of depositors to observe the risks taken by banks. 6 When deposit contract enforcement is weak, banks can take excessive risks with depositors' money; at the extreme they could engage in looting behaviour. This is precisely the set-up in Andrianova et al. (2008) , which analyses the problems faced by depositors when deposit contract enforcement is weak and some banks behave opportunistically. Andrianova et al. (2008) assume that opportunistic banks will appropriate depositors' money if they obtain a higher expected payoff from doing so. Because that paper focuses on the implications of such behaviour for savings mobilisation, the investment side of the model is a very simple one. Specifically, there is no difference between an honest bank and an opportunistic bank when it comes to their investments.
Thus, Andrianova et al. (2008) is silent on the implications of banks' behaving opportunistically for economic growth (other than any indirect effects through financial development).
Here we model opportunistic behaviour by banks in a more natural way, by ruling out outright appropriation of depositors' money and instead allowing opportunistic banks to engage in speculation. Specifically, the opportunistic bank chooses between a 'sound' investment available to all banks and a speculative one that has a much higher payoff in the good state but fails completely in the bad state. In this setting, depositors can still lose all their money although we now introduce deposit insurance that compensates them with probability less than one. There can, therefore, be a divergence between the (expected) private and social returns of the speculative investment, as a result of which this investment can, in general, be considered growth-reducing. These assumptions accord well with many of the stylised facts surrounding the recent financial crisis, such 6 There are of course many other informational failures in banking that can provide a rationale for other forms of government intervention including financial regulation, deposit insurance, lender of last resort services and even deposit rate ceilings. See, for example, Goodhart (1995) , Goodhart (1988) , Stiglitz (1993) or Hellmann, Murdock and Stiglitz (2000) .
as the compounding of agency problems by complex financial products, lack of transparency and unreliable risk assessments by rating agencies. The assumption that some banks can engage in speculative investments that can enrich bankers in the good state but would impose a burden on the rest of society in the bad state is plausible. The anatomy of the recent crisis suggests that some investments by banks were opaque and complex by design, in order to effectively deceive investors who lacked the information and skills to evaluate them. It is, therefore, not unreasonable to postulate that such uncontained moral hazard will be growth-reducing. Besides the gross expected social return being low or even negative once the costs in the bad state of the world are taken into account, there is the additional cost that moral hazard induced financial innovation requires talented individuals to implement it; in itself this represents an additional important distortion that is likely to reduce long run growth rates. 7 We introduce a risky investment as a reason for deposit contract breach in the theoretical setting of Andrianova et al. (2008) which in itself is an extended version of the "circular city" model of product differentiation in banking.
8 As in Andrianova et al. (2008) , we have private banks and a continuum of risk-neutral depositors located along a circle of unitary length. Depositors are uniformly distributed with unitary distribution density. A depositor incurs a positive transportation cost α which is proportional to the distance between the depositor and the bank.
In the centre of the circle, a single government-owned and operated bank is assumed to have been in existence for some time, and as a result has equal appeal to all depositors. 9
The depositors are endowed with 1 unit of cash but do not have direct access to this technology:
they could choose to put their cash holdings in a bank in order to earn a return. The money collected from private depositors can be invested into a safe technology with a constant rate 7 See, for example, Hakenes and Schnabel (2006) for a similar argument. Recent evidence utilising data from 44 countries during 1973-2005 in fact shows that wages in the financial sector relative to the technology sector had a negative and strongly significant impact on technological innovation measured by the stock of patents (Ang 2010) , providing empirical support for our conjecture. See also Acemoglu (1995) for a theoretical exposition of the possibility that society may get trapped in a rent-seeking steady state equilibrium in which talent is misallocated.
of return r. All banks, private and government-owned, have access to this "sound banking" technology. A proportion γ ∈ (0, 1) of private banks have, in addition, access to a risky technology which returns R with probability ρ ∈ (0, 1) or zero with probability 1 − ρ. We call these private banks "opportunistic" to distinguish them from the banks that do not have access to the gambling technology (the latter are called "honest"): an opportunistic bank choses whether to invest safely or to gamble with depositors' money. The type of private bank is its private information, while the value of γ is common knowledge. Because of the riskiness of the gambling technology, an opportunistic bank fails to honour its deposit contract whenever the return on the investment is zero. We think of this investment as speculative and socially unproductive. As such, it is outlawed by the regulator: a private bank that chose to gamble is found out with probability λ and if additionally the positive return from gambling is realised, the bank is fined by the amount f > 0 per depositor contract. Investments in the risky technology that return zero are sunk and in such case, depositors lose their deposit but with probability λ ∈ (0, 1) are compensated by the amount 0 < d ≤ 1 through a deposit insurance scheme. 10
The government bank offers a net deposit rate of r s = r 0 s −α/(2π) > 0 to all depositors. Private banks are located anywhere along the circle with bank i offering deposit rate r i (i = 1, . . ., n) which is set up so as to maximise profits. There are potentially many identical private banks that can enter the industry at a positive fixed cost, F , and with free entry n banks will enter.
The timing of events is as follows.
(1) Private banks decide whether to enter; n banks enter.
(2) Private bank i (i = 1, . . ., n) sets its deposit rate r i .
(3) Each depositor chooses the bank in which to place the deposit of 1 monetary unit.
(4) Opportunistic banks choose whether to invest in a safe or risky technology.
(5) Risky investments are discovered with probability λ.
(6) Returns on investments are realized. Payoffs are realized.
10 The depositor compensation probability does not have to be the same as the bank punishment probability.
Nevertheless, as the two measure different aspects of government effectiveness, they are likely to be highly correlated and in the model we treat both as λ for expositional convenience.
The model is solved by backward induction. Firstly, for a given strategy of opportunistic banks (namely, safe or risky investment), depositors choose which bank (private or government owned) to deposit their money. Secondly, given the realised deposit demand, each bank sets the deposit rate at the level which maximizes its profits. Finally, for a given level of demand and profit maximizing deposit rate, each private bank decides whether to enter.
Let κ ∈ {0, 1} represent an opportunistic bank's decision to invest into the safe technology (κ = 0) or invest in the risky technology (κ = 1). The expected payoffs of the depositor located at distance x i from a private bank i and depositing his money in bank i is
where κ is set by the bank to maximize its profits. If the depositor, instead, puts his money into the government bank, then his payoff is
because every depositor is one radius away from the state bank and r s = r 0 s − α/(2π). The expected payoffs of an honest bank and an opportunistic bank are, respectively:
The government bank's expected payoff is
There is an assumed bias against the government owned bank:
(A1) states that in the absence of speculative investments, private banking is more efficient than government banking.
Assumption 2 αF > 1 and f ≥ R − r (A2) (A2) states that the costs borne by private banks and depositors (set up and transportation) are higher than an individual deposit, and also that the punishment on a bank found by the regulator to have invested in the risky technology is higher than the excess return from the risky technology.
The assumption is a technical one and makes the model set up interesting.
Three types of (pure strategy) equilibria are possible in this model. "High" equilibrium (HE)
where there is no demand for the government bank and no speculative investment by the private banks; "intermediate" equilibrium (IE) with both the government and private banks having positive demand for deposit contracts, and "low" equilibrium (LE) where there is positive demand only for the government bank and no private bank enters. For expositional convenience, define the following bounds:
Proposition 1 Assume (A1) and (A2). A unique (pure strategy) equilibrium exists and it is of
type:
. ., n), and n = 0.
Remark 1 The depositors' demand for private banking is greater when the institutional quality is higher and the proportion of opportunistic banks is lower.
This is easily verified by noting that in IE the demand for a private bank i, D i , is an increasing function of λ and a decreasing function of γ.
Remark 2 When private and government banking co-exist, the productivity of capital is increasing with institutional quality, decreasing with the proportion of opportunistic banks and (consequently) increasing with the share of deposits in the government bank.
This immediately follows from the observation that in IE, the only equilibrium in which there is positive demand for both private and government deposit contracts, the productivity of capital is inversely related to the total capital invested in the speculative activity. The latter happens to be γ · n(γ, λ) · D i (γ, λ), and it is rising with λ and falling with γ.
Data and Sources
For the first set of regressions aimed at examining the robustness of the LLS results we use the original database from LLS. We first reproduce results from Table V and Table VI in LLS; we then add two additional conditioning variables from the LLS database, which capture "institutional quality": the index measuring bureaucratic quality and its insulation from political intervention (bqualitt) and the index of property rights (prop hf9), which measures how well private property rights are protected. (2005) Quality of Governance dataset. We create the average value of each institutional quality variable from all the available databases spanning 1998-2005. 11 Both transition economies and many oil exporting countries have seen above average growth during the period. We therefore include two dummy variables in the regressions. The first is a "transition dummy" for all former members of the Warsaw Pact and the former Soviet republics. 12 The second is a dummy for all net oil exporters: we use the Fearon (2005) pirmary commodity export measure and construct a dummy for all countries were on average oil exports exceed 20% of exports. This is to control for countries which have grown fast after their transitional recessions or on the basis of oil exploitation over the period, regardless of economic instability, institutional quality or regulatory structures.
The government ownership of banks variables are from the various World Bank datasets on banking regulation and financial structure (Caprio, Levine and Barth (2008) -henceforth, CLB).
We supplement the CLB dataset with Cambodia, China, Vietnam, Myanmar, Iran, Iraq and Yemen. These countries did not respond to the World Bank questionnaire on government ownership, but we assume due to the political situation that 100% of banks in these countries take political orders. These variables measure the "percentage of (the) banking system's assets in 11 The table of pair-wise correlations in the Data Appendix shows a correlation of average regulatory quality and government ownership of banks of −0.325. As in our previous paper, better regulatory quality is associated with a lower share of government owned banks. The LLS regressions include a variable for the average years of secondary schooling in the labour force. We collect data on educational attainment from the World Development Report, which records the percentage of the labour force with at least secondary education. We use the first available entry for secondary and tertiary education between 1995 and 2007 to maximise data availability. The series is highly correlated with the Barro and Lee (2000) dataset on the average number of years of schooling. For both variables the number of observations for the final regression specification is low (80 observations or below) and there are no statistically significant effects for the education variable. The results reported below therefore mostly exclude this variable.
More details on the variables we utilise and their sources, as well as summary statistics and the list of countries on which the reported results are based are provided in the Data Appendix. Table 1 demonstrates the fragility of the LLS results when (their own) institutional controls are introduced in the equations. The first and second columns are the original LLS regressions (from LLS Table V and Table VI respectively) that we replicated and are reporting for comparison purposes. Columns 3 and 4 introduce bureaucratic quality and the index of property rights simultaneously in the equations, both of which enter with positive coefficients and are significant at the 5% level. The consequence of this is that the government ownership variable loses significance. In the third column-which contains few other controls-its sign remains negative but the magnitude of its coefficient declines by more than three quarters. Specifically, it decreases from just under 2.0 percentage points to under half a percentage point. In the fourth column which contains additional controls the LLS coefficient changes sign i.e. it is now positive. It is also noteworthy, that the introduction of the institutional variables increases the adjusted R-square of the regressions from 0.34 to 0.54 in the first instance and from 0.50 to 0.64 in the second instance.
Empirical Analysis

Fragility of LLS results
Besides the results reported in Table 1 , we have ran numerous other models that are not reported here for brevity but which confirm the fragility of the LLS results. These include running the regression with one institutional quality indicator at a time and using alternative institutional variables. 13 To summarise, government ownership of banking in LLS had a negative and almost always statistically significant coefficient in the published model specifications. However, the LLS models excluded institutional quality indicators which are widely considered the more fundamental determinants of long run growth. As argued in Andrianova et al. (2008) , government ownership of banks is a symptom of weak institutions. If institutional quality is omitted from growth regres-13 Some of these can be found in the discussion paper version of our paper (Andrianova, Demetriades and Shortland 2009). sions, government ownership acts as a proxy for the missing fundamental variable. This explains the LLS results. Once, however, institutional quality indicators are added alongside government ownership of banking, government ownership of banks is no longer significant and the main LLS finding evaporates. "Governance" matters, while bank ownership does not. The widely publicised negative effect of government ownership of banks was clearly the result of omitted variable bias, rather than the true effect of government owned banks on the long-run average growth rate. Table 2 presents the estimation results of the baseline model with different samples of countries.
Government Ownership of Banks and Economic Growth: 1995-2007
The first column provides the estimates using the entire data set of 128 countries. The coefficient on government ownership is positive and significant at the 1% level. Its magnitude of 0.036 size is quite large, suggesting that countries with 50% government ownership grew by 1.8% per annum higher than countries without government owned banks, all other things equal. Moreover, the remaining coefficients have the expected signs and are statistically significant. The second column excludes seven countries with 100% government ownership of banks (China, Vietnam, Cambodia, Myanmar, Iran, Iraq, Yemen) to check whether the main result is driven by these countries. While the coefficient on government ownership declines to 0.029, it remains sizeable and highly significant, suggesting that a 50% government share in the banking system resulted in nearly 1.5% higher growth p.a. The third column excludes countries with population less than 4 million, which results in a reduction in the number of countries to 92. Nonethelss, the coefficient of interest, if anything rises slightly compared to the first column, suggesting that small countries are not driving the results.
Column 4 restricts the sample to the LLS countries in order to examine whether the difference between our results and the LLS ones is due to the addition of 'new' countries in the later period.
Once again the coefficient of interest remains positive and significant at the 1% level. If anything, it rises slightly compared to the baseline sample. Column 5 utilises the LLS measure of government ownership of banks (which is not available for the larger group of countries). This time the coefficient of interest declines to about half its size but remains positive and highly significant.
Even with this smaller coefficient, the effect of a 50% government share is economically large: it is associated with a nearly 0.9% higher growth rate during the sample period. Table 3 reports regression results with additional control variables as a first check for possible omitted variable bias. These variables include an oil dummy, inflation, banking concentration, FDI and bank privatisation, added one at a time. Of these additional control variables, only two appear significant: FDI and the oil dummy, although the latter is significant only at the 10% level.
Notwithstanding the significance or not of these additional controls, the coefficient on government ownership remains positive and significant throughout. Its estimated coefficient is rather large suggesting that 50% government ownership of banks is associated with 1.6-1.9 higher growth p.a.
Extreme Bounds Analysis
Additional robustness checks are reported in Table 4 , which summarises the results of an Extreme Bounds Analysis (EBA), designed to check whether the main result is robust to the inclusion of all possible linear combinations of an additional group of conditioning variables.
14 The baseline regression includes the variable of interest and a group of 'focus' variables which in our case include initial GDP per capita, regulatory quality and a transition dummy. Initial GDP per capita is an uncontroversial variable to include in the focus group as it is intended to capture convergence. The inclusion of the transition dummy in the focus group is intended to avoid potential upward bias of the coefficient of the variable of interest. Most transition countries experienced fast growth during the period under investigation while their banking systems remained at least partially under government control; not including a transition dummy could bias the coefficient of interest upwards as government ownership of banks may then to some extent act as a proxy for transition.
Including regulatory quality in the focus group can be rationalised by alluding to the literature that emphasises institutions as a fundamental determinant of economic growth, and is consistent with the uniformly highly significant coefficients found for institutional quality in Tables 1, 2 and 3. The group of 'doubtful' variables that we include in our EBA comprises (i) the average inflation rate; (ii) trade openness, defined as the ratio of exports plus imports to GDP; (iii) liquid liabilities as a ratio of GDP; (iv) Foreign Direct Investment as a ratio of GDP; (v) banking concentration;
(vi) small country dummy and (vii) oil exporter dummy. Thus, the results presented in Table 4 are the summary outcome of running 256 regressions in the EBA (our fixed set and 7 additional 14 Extreme bounds analysis has its origins in the pioneering work of Leamer (1983) and has been applied extensively in the growth literature. See for example, Bougheas, Demetriades and Mamuneas (2000) .
variables). The extreme bounds reported in Table 4 are the upper and lower bounds of the estimated coefficient of the variable of interest, plus or minus two standard errors, respectively.
As can be seen, the range between the lower and upper bounds does not include zero, which suggests that the main result is robust.
Instrumental Variable Estimation
Considerable caution needs to be exercised when deriving policy implications from findings obtained from cross-country regressions. The implicit assumption that is frequently made when interpreting such results is that the long run relationship between the variables of interest is homogeneous across countries. This need not be the case if, for example, countries have differential access to technology. If the relationship is heterogeneous across countries, the average relationship estimated from cross-country regressions cannot be used to carry out policy experiments such as "What is the effect on country X's long run growth if country X's share of government ownership increased by Z%?" Even if the long run relationship is homogenous across countries, it does not necessarily follow that the direction of causality is the same across countries. The above analysis suggests that an important final check of robustness of our results would be to isolate the effect of the 'exogenous' component of government ownership of banks on economic growth in so far as this is feasible. To this end, Table 5 reports results from Instrumental Variable regressions designed to shed further light on this issue. We utilise two alternative instrument sets for government ownership of banks. This is partly because our preferred instrument set results in a much smaller group of countries due to data availability. The second set of instruments enables us to estimate the model on the entire data set, although the trade off is a less than ideal instrument set.
Our preferred instrument for government ownership of banks is the black market premium which is, by definition, a good indicator of the extent of market failure and/or institutional weakness. This variable correlates well with government ownership of banks and much less so with economic growth, making it an ideal instrument for government ownership.
17 As an additional instrument we also use bank failures at the beginning of the estimation period, which provide another form of evidence on financial market failure which frequently necessitates takeovers of banks by government. In the regressions in which regulatory quality is treated as endogenous, we additionally utilise latitude and regional dummies as additional instruments. The first instrument is in line with a large literature searching instruments for institutional quality which emphasises the disease environment encountered by settlers from colonising powers as one of the primary determinants that shaped the nature of a countrys institutions (Acemoglu et al. 2005) . In similar vein, regional dummies can proxy different cultural attitudes towards institutions that govern economic interactions such as, for example, property rights or economic and financial regulation.
The downside of using the aforementioned instruments is that the sample is reduced to 58 countries, because the black market premium is missing for many countries. For this reason, in order to check robustness further, we also utilise legal origin dummies as an alternative set of instruments for government ownership of banks. These variables, which are available for the entire 16 See, for example, Rodrik (2005) who has argued that we can learn nothing from regressing economic growth on policies largely because the latter may reflect an optimal government response to market failure that is negatively correlated to growth.
data set, are plausible instruments for government ownership of banks since legal origin is widely believed to be a good predictor of financial structure. 18 Countries of Anglo-Saxon legal origin are less likely to have government owned banks than countries of French legal origin. Similarly, countries with socialist legal origin are more likely to have retained some government owned banks than others, for historical reasons. However, pair-wise correlations between legal origin dummies and government ownership of banks show that these variables are less strongly correlated with government ownership than the black market premium. Moreover, they are not uncorrelated with GDP growth, which suggests that they may be weaker instruments than the black market premium.
The results of fitting the baseline model to the data using the first set of instruments are presented in the first and second columns of Starting with column 1 in Table 5 , it can be noted the coefficient of interest remains positive and highly significant. If anything, it is slightly higher than in the corresponding OLS estimate. This is, of course, not very surprising because, as explained above, endogeneity is more likely to bias the coefficient on government ownership downwards. Regulatory quality remains significant at the 5% level, while initial income remains negative but is significant at only the 10% level.
The estimated coefficients of both these variables are very similar to those obtained with OLS.
Importantly, the over-identifying restrictions cannot be rejected, suggesting that the instruments are not invalid. Moreover, the hypothesis of weak instruments is strongly rejected. The results in column 2, in which regulatory quality is also treated as an endogenous variable, are very similar to those reported in column 1. Both the endogenous variables remain positive and are significant at the 5% level. Although their coefficients change somewhat, the estimates are not too dissimilar 18 There is, however, some recent literature by legal scholars that questions widely held views in economics about the relationship between legal origins and financial market structure (Armour, Deakin, Lele and Siems 2009) , which is the main reason we are slightly sceptical of its ability to predict financial structure.
from those obtained with OLS. Moreover, the over-identifying restrictions cannot be rejected at the 5% level and the diagnostics from both the first stage regressions indicate that the instruments are not weak.
In the third column, in which government ownership is instrumented with legal origin dummies, the coefficient of interest remains positive and significant; its magnitude is about 1.0 percentage point higher than the corresponding OLS estimates. The remaining variables remain significant and have the expected signs. Moreover, the over-identifying restrictions cannot be rejected suggesting that the instruments are valid, while the hypothesis of weak instruments can once again be rejected. Finally, the results in column 4, in which regulatory quality is also treated as an endogenous variable, reveal that both the endogenous regressors retain their positive coefficients and are now sigtnificant at the 1% level. The coefficient of government ownership is somewhat higher than the one obtained with OLS while the coefficient on regulatory quality doubles compared to the corresponding OLS estimate. The remaining coefficients have the expected signs and are statistically significant. Furthermore, the over-identifying restrictions cannot be rejected and the diagnostic statistics do not indicate that the instruments are weak.
The Trade-off between Regulation and Government Ownership
If government ownership of banks is indeed an answer to weak regulation, its positive effects on growth may well diminish as the quality of regulation improves. We test this corollary of our analysis by introducing an interaction term between regulatory quality and government ownership of banks in the baseline regression.
The results, which are obtained using both OLS and IV estimation, are reported in Table 6 Panel A. We also report the corresponding estimates of the baseline model without the interaction term for comparison purposes. The OLS estimates suggest that the interaction term is negative and highly significant. The level terms remain positive and significant, although with slightly changed coefficients. Government ownership has a slightly smaller coefficient of 0.0287 compared to 0.0359 in the baseline model, while regulatory quality has a slightly higher coefficient of 0.0153 compared to 0.0112 in the baseline. These results suggest that at the world average of regulatory quality (which is standardised at 0), a 50% government ownership of banks is associated with 1.4
percentage points of higher growth per year.
Panel B in Table 6 uses the OLS estimates to report the partial derivatives of growth with respect to government ownership of banks at different levels of regulatory quality. These derivatives decrease in regulatory quality. At the 10 th percentile of regulatory quality the derivative is 0.0448
and is significant at the 1% level. It declines to 0.0371 at the 25 th percentile and then to 0.0309 at the median level, remaining significant at the 1% level. At the 75 th percentile, the derivative declines to 0.0189 and is significant at the 5% level. At the 90 th percentile of regulatory quality it declines to 0.01 and is no longer significant. These results, therefore, suggest that government ownership of banks has its greatest impact in countries with weak regulation. They also indicate that even in countries with above average regulation, government ownership of banks is associated with higher growth. It ceases to have an impact on growth when regulation reaches one standard deviation above the mean.
However, these conclusions must be treated with some caution because the IV estimates reported in panel A indicate that the interaction term is not significant. These estimates have, however, been obtained treating not only government ownership as endogenous but also regulatory quality and the interaction term. To obtain these estimates we used the legal origin instruments and regional dummies and latitude set to start with, adding interactions between the legal origins and latitude to instrument the interaction term. The results are not sensitive to adding additional interaction terms to the instrument set. They do nevertheless continue to provide strong support to the hypothesis that government ownership of banks and regulatory quality are drivers of economic growth during 1995-2007, since both these variables enter with positive and highly significant coefficients. We cannot therefore be confident that the positive association between government-owned banks and growth weakens with better regulation.
Summary
To sum up, the evidence we have presented in this section suggests that government ownership of banks during 1995-2007 has been robustly associated with higher economic growth. Extreme
Bounds Analysis shows that this finding does not appear to be the result of omitting other potentially important determinants of growth, such as openness, inflation, overall financial development or FDI. Moreover, we have shown that it is not the result of omitting bank privatisation from the regressions. 19 IV estimations show that the main result does not reflect reverse causality or common driving factors, although the latter, if important, would likely have biased the relevant OLS coefficient downwards. Finally, we have explored the possibility that the effect of government ownership on growth declines with the degree of regulation. We have found strong support to this hypothesis from OLS regressions, which suggest that the effect is very sizeable in weak regulatory environments but becomes insignificant when regulation reaches the top 10% international standard. If true, this result suggests that government owned banks could be an effective substitute for good regulation.
Concluding Remarks
Our empirical findings suggest that government ownership of banks has, if anything, been as- World Bank (2001, p. 127) ). Our results certainly suggest that such anecdotal evidence cannot and should not be generalised. Indeed, a growing body of evidence suggests that publically owned banks are no less efficient than privately owned banks and have helped to promote economic growth (Altunbas et al. 2001 , Karas et al. 2008 , Rousseau and Xiao 2007 . 21 19 In the discussion paper version of the paper we show that privatisation has a positive effect only when the transition dummy is omitted when it acts as a rather crude proxy for transition. 20 In the sense that, all other things equal, these countries did not have lower growth rates than countries without government owned banks. It can, of course, be argued that countries with government owned banks and high growth rates, like China, India and Taiwan, could have grown even faster if they had privatised their banking systems. This is of course something that cannot be tested directly, although the evidence presented in this paper and elsewhere (Demetriades et al. 2008, Rousseau and Xiao 2007) does not provide much support to this view.
There are a number of avenues for future research emanating from this paper. It could be fruitful to re-examine the political view of government owned banks in light of our results. Our conjecture is that the view can be turned on its head because corrupt politicians in democracies might find it easier to extract rents from poorly regulated private banks than from government owned ones. New empirical research could be fruitful if longitudinal data on government ownership of banks could be made available. Such data would allow exploiting the time dimension to arrive at more precise estimates of the parameters of interest and could provide the basis for more in-depth policy analysis. Notes:
* denotes significance at the 10% level; ** denotes significance at the 5% level; *** denotes significance at the 1% level.
Figures in parentheses are robust standard errors. Notes:
Figures in parentheses are robust standard errors. * denotes significance at the 10% level; ** denotes significance at the 5% level; *** denotes significance at the 1% level.
Figures in parentheses are robust standard errors. 
