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Abstract
A simple geometric condition that deﬁnes the class of classical (stereographic, conic and cylindrical) conformal mappings from a
sphere onto a plane is derived. The problem of optimization of computational grid for spherical domains is solved in an entire class
of conformal mappings on spherical (geodesic) disk. The characteristics of computational grids of classical mappings are compared
for different spherical radii of geodesic disk. For a rectangular computational domain, the optimization problem is solved in the
class of classical mappings and respective area of the spherical domain is evaluated.
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1. Introduction
Many processes of the geophysical ﬂuid dynamics are of a large scale; consequently we must account for the earth’s
spherical shape, which implies formulation of related mathematical models in a spherical geometry. Variations of the
temperature, pressure and wind, which deﬁne the weather phenomena, global atmospheric and ocean circulations are
examples of such kind of problems. Due to the complexity of the mathematical models only a few particular solutions
are known and, in the general case, approximated solutions can be found by the application of numerical methods.
Therefore, their quality depends on principal properties of numerical schemes: accuracy, stability and efﬁciency.
Generation of the computational grids is an important step for the deﬁnition of the scheme properties. In this paper
we are mainly concerned with the structured grids for ﬁnite-difference schemes, which are used in the majority of the
models of geophysical ﬂuid dynamics. Therefore, some of our considerations and conclusions cannot be extended to
other frameworks, such as unstructured grids or mesh-free approach, which emerged in the geophysical ﬂuid modeling
in the last decade (e.g., [1,15]).
Computational grids based on the spherical coordinates are highly nonuniform, especially in the polar regions,
which causes the problems for both dynamical and physical parts of the numerical schemes. In fact, the accuracy of
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any scheme depends on the largest physical mesh size in the chosen domain and, therefore, the use of nonuniform
physical grids leads to the loss of accuracy in the subdomains of the greatest mesh size or unnecessary reﬁnement
in the subdomains of the smallest mesh size. Furthermore, absolute majority of the schemes used in the atmosphere
and ocean dynamics are explicit or semi-implicit and, therefore, their time steps must be proportional to the space
mesh size in order to satisfy the Courant–Friedrichs–Lewy criterion. Hence, excessive reﬁnement of spatial resolution
can impose physically unjustiﬁed restriction on the allowable time step. Other problems of nonuniform resolution are
related to physical parameterizations used in a model. The choice of the parameterization scheme could be problem-
atic because of the different deﬁnition of subgrid scales in the regions with different physical mesh sizes. Thus, a
smaller difference among physical mesh sizes in the considered domain results in a more efﬁcient numerical scheme
with more reliable solutions. Of course, these considerations cannot be applied if nonuniform resolution is a desir-
able property of the scheme resulting from the simulation goals (for example, when local reﬁnement of solution is
needed in some subregions) or from the nature of physical processes (for example, when the space variability of phys-
ical parameters is highly nonuniform). In such cases other approaches can be more promising such as unstructured
grid generation or mesh-free approach. Some models based on unstructured grids have been recently developed for
ocean modeling, showing that an efﬁcient unstructured mesh adaptation strategy may produce meshes with a ratio
greater than 50 between the smallest and the greatest elements [4,11], but their discussion is out of scope of our
research.
One of the most widespread approaches to grid generation for problems in spherical geometry is a mapping of a
spherical domain onto a plane. Usually, these mappings are conformal, which assures three important properties: a
more simple form of the primitive hydrodynamic equations, locally isotropic treatment of derivatives and smoothness
of physical mesh size variation (due to analyticity of transformation functions). In atmospheric and ocean dynamics, the
most used conformal mappings are stereographic, conic and cylindrical, also called the classical projections. The ﬁrst
two projections are usually applied to the regions of high and middle latitudes and the last mapping is commonly used
for tropical regions. Different examples of their application can be found in the regional and meso-scale atmospheric
models used in operational practice and research (e.g., [2,3,12,14,16,19,22]). All these mappings can be tangent or
secant depending on the type of intersection between sphere and the respective projection surface (plane, cone or
cylinder). If conformal mappings are based on geographical (polar) latitude–longitude coordinates then they are called
polar projections, otherwise, they are called rotated or oblique projections [7,18]. The rotated spherical coordinates
can be obtained from the polar ones by moving the pole to the chosen point and the rotated projections are derived
from the rotated spherical coordinates in the same way as polar mappings are derived from geographical spherical
coordinates.
Even though conformal projections from a sphere onto a plane have been known in different ﬁelds of science for
centuries, they still give rise to various problems. As far as we know, the problem of the generation of the most uniform
grids for spherical domains has not been completely solved neither for the whole class of the conformal mappings nor
for the subclasses of the classical mappings.
In this study we consider a geometric characterization of classical mappings and derive analytical solutions for some
spherical domains of speciﬁc geometry. The text is structured as follows. In Section 2 we show that the classical polar
mappings form a class of all conformal projections whose mapping factor does not depend on the longitude. In Section
3, considering the problem for a spherical (geodesic) disk, we employ the Chebyshev–Milnor theory to show that the
“best” stereographic mapping is the “best possible” projection in the entire set of conformal mappings and compare
the degree of the distortion caused by different projections of a sphere onto a plane. In Section 4 we ﬁnd the “best”
classical mapping for the spherical domain with a rectangular image and evaluate the spherical area corresponding to
the “best” mapping. Final remarks are presented in the last section.
2. Geometric characterization
For subsequent references, let us recall some basic deﬁnitions of the speciﬁc conformal mappings. Using spherical
coordinates  (radius),  (longitude) and  (colatitude) one canwrite the formulas of the stereographic tangent projection
of the sphere = a onto a plane provided with polar coordinates r, in the form [7,18,22]:
= , r = 2a tan 
2
,  ∈ [0, 2),  ∈ [0, ). (2.1)
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The set of the conic conformal projections tangent to the sphere at the points of colatitude 0 ∈ (0, /2) is deﬁned as
follows [7,18]:
= n, r = a sin 0
n
(
tan

2
/
tan
0
2
)n
,  ∈ [0, 2),  ∈ (0, ), (2.2)
where n = cos 0 ∈ (0, 1) is the parameter specifying the mapping of this set. The cylindrical conformal mapping
tangent to the sphere at the points of the equator has the form [7,18,22]:
x = a, y = a ln cot 
2
,  ∈ [0, 2),  ∈ (0, ), (2.3)
where x, y are Cartesian coordinates of the projection plane.
The important characteristic of a conformal mapping is its mapping factor (scale function) m deﬁned as the ratio
between the elementary arc lengths along a planar curve and respective spherical curve. For the above mappings the
respective mapping factors can be expressed as follows [7,18,22]:
mstr = 21 + cos  , (2.4)
mcon = sin 0
sin 
(
tan

2
/
tan
0
2
)n
(2.5)
and
mcyl = 1
sin 
. (2.6)
To evaluate the degree of distortion caused by a projection of the sphere surface onto a plane, we use the following
variation coefﬁcient:
= mmax
mmin
, (2.7)
which is one of the standard measures of distortion in cartography [13,17]. In Section 3 we derive this coefﬁcient as a
natural measure of efﬁciency of computational grids for numerical schemes. Two projections are considered equivalent
on chosen domain if they produce the same variation coefﬁcient.
To deduce a geometric property of the class of classical (i.e., stereographic, conic and cylindrical) conformal
mappings, we consider any conformal mapping as a composition of two conformal transformations: the ﬁrst is the
stereographic projection of a primitive spherical domain onto an auxiliary planar domain and the second maps the last
domain onto a speciﬁc ﬁnal domain.
Before application of the second mapping it is suitable to cut the complex stereographic w-plane (w=u+ iv=ei	)
along the positive real axis. It corresponds to the cut of the primitive sphere along the meridian = 2 (or = 0) and
makes possible application of all mappings to be considered in this section on the auxiliary domain
D = {w = ei	, 0<	< 2}.
The second conformal mapping
z = x + iy = f (w)
transforms the domain D onto E = f (D). Obtained composition of two mappings is the conformal transformation
which maps the chosen domain on the sphere onto the domain E. The mapping factor of this composition is
m = 2
1 + cos  |f
′(w)|. (2.8)
Hereinafter we use standard notations for the ﬁrst f ′(w) and second f ′′(w) derivatives of a complex function f (w).
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Obviously, the tangent stereographic projection (2.1) is generated by the function
z = f (w) = w.
Let us note that the functions
f (w) = Aw + B, A,B ∈ C (A = 0) (2.9)
do not change the values of the variation coefﬁcient (2.7), and therefore all these functions belong to the same equivalence
class.
The conic mappings can be generated by the functions
z = fn(w) = wn, 0<n< 1, (2.10)
which establish a one-to-one correspondence between the domain D and the inﬁnite sector with central angle 2n.
Using polar coordinates in z-plane z = x + iy = rei, the respective composite transformations and the ﬁnal domains
can be written as follows:
= n, r = n = (2a)n
(
tan

2
)n
, (2.11)
E = {z = rei, 0<< 2n}.
Each function fn with speciﬁc value of n generate their own equivalence class, which contains also all the functions
f (w) = Awn + B, A,B ∈ C (A = 0). (2.12)
If
A = a
n · (2a)n tan 0 ·
(
tan
0
2
)−n
, B = 0,
then (2.11) represents the conformal conic mappings (2.2).
Finally, using the function
z = f (w) = −ia ln w
2a
, (2.13)
which maps the domain D onto the inﬁnite vertical strip
E = {z = x + iy, 0<x < 2a},
we obtain the cylindrical mapping (2.3). This mapping generates one more equivalence class including all the functions
f (w) = A lnw + B, A,B ∈ C (A = 0). (2.14)
Now let us consider conformal mappings whose scale factor (2.8) does not depend on the longitude . Using the
derivative in polar coordinates
f ′(w) = − i
w
(
x
	
+ i y
	
)
, (2.15)
the above condition gives
|f ′(w)|

= 1


√
(x/	)2 + (y/	)2
	
= 1
 · |f ′(w)|
(
x
	
2x
	2
+ y
	
2y
	2
)
= 0. (2.16)
Since f (w) is a conformal mapping, f ′(w) = 0, ∀w ∈ D. The second derivative of f (w) has the following form in
polar coordinates:
f ′′(w) = − 1
w2
(
2x
	2
+ i 
2y
	2
)
− 1
w
f ′(w),
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that is,
2x
	2
+ i 
2y
	2
= −w2f ′′(w) − wf ′(w). (2.17)
Besides, (2.15) implies
x
	
+ i y
	
= iwf ′(w). (2.18)
Using (2.17) and (2.18), one can rewrite condition (2.16) as follows:
x
	
2x
	2
+ y
	
2y
	2
= Re{(−w2f ′′(w) − wf ′(w))(iwf ′(w))} = |w|2|f ′(w)|2 Re
{
iw
f ′′(w)
f ′(w)
}
= 0. (2.19)
Since f (w) is a regular function and f ′(w) = 0, ∀w ∈ D, the function
F(w) = iwf
′′(w)
f ′(w)
= g(w) + ih(w)
is regular too. Therefore the Cauchy–Riemann conditions hold
g
u
= h
v
,
g
v
= −h
u
.
Eq. (2.19) means that g(w) = 0 and, consequently, h/u = 0, h/v = 0, that is, h(w) = n, n = const ∈ R, or, in
terms of the function f ,
w
f ′′(w)
f ′(w)
= n. (2.20)
If n = 0, then it follows from (2.20) that f ′′(w) = 0, that is, one obtains functions (2.9)
f (w) = Aw + B, A,B ∈ C (A = 0).
If n = 0, then (2.20) implies that
f ′(w) = Awn, A ∈ C (A = 0). (2.21)
The last equation generates two sets of functions. In the case n=−1 one obtains functions (2.14) of cylindricalmappings
f (w) = A lnw + B, A,B ∈ C (A = 0). (2.22)
Otherwise, Eq. (2.21) results in
f (z) = A
n + 1w
n+1 + B = A1wn+1 + B, A1, B ∈ C (A1 = 0), (2.23)
that is, conic mappings are generated.
Remark 1. Let us note that functions (2.23) correspond to conic mappings (2.12) if 0<n + 1< 1; in the case
−1<n + 1< 0, these functions represent conic mappings located above the South Pole, which are symmetric to
the mappings of the ﬁrst group with respect to the equator; otherwise (|n + 1|> 1) transformations (2.23) are not
one-to-one on the entire domain D. However, if one considers only a part of the domain D, for example, a sector with
vertex at the origin and opening 2k, 0<k< 1, then functions (2.23) will represent conformal mappings for some
values of |n + 1|> 1, namely, for 1< |n + 1|< 1/k.
Thus, all projections with the mapping factor independent from the longitude consist of stereographic (2.9), conic
(2.12) and cylindrical (2.14) projections. Of course, the same is true for oblique projections except for the independence
of their mapping factor from a new “non geographical” longitude.
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3. Minimization problem for spherical disk
To formulate the minimization problem, we ﬁrst introduce a quantitative measure for evaluation of the efﬁciency
of the computational grid. Let us consider a ﬁxed spherical domain and different computational grids based on the
conformal mapping of this domain onto a plane. If the desired spatial mesh size is h0, then the ideal grid is uniform with
respect to physical mesh size h0. A real grid is uniform in computational coordinates with a computational mesh size
h1. First, let us consider the choice of the computational mesh size with respect to the desired physical accuracy. Actual
(physical) approximation is better (that is, the physical mesh sizes are smaller) in such regions of the computational
grid where the mapping factor m has the maximum values (mmax) and actual discretization is worse in the regions with
the minimum mapping factor (mmin). Assuming that general accuracy of numerical scheme is deﬁned by regions with
the greatest physical mesh size, the computational mesh size should be chosen in such a way that h1 ≈ h0 · mmin to
assure an approximation equivalent to that with physical mesh size h0.
Another important characteristic of the numerical scheme, which inﬂuences on the choice of the computational
mesh size, is its stability. To understand better a situation one can specify the primitive equations in the form of the
shallow water system, which is the characteristic model for atmosphere and ocean dynamics. The totality of actual
numerical models have a certain degree of explicitness, which usually implies some stability constraint on time step
size. In fact, the time step of the majority of the used schemes is subject to numerical stability restriction (called
Courant–Friedrichs–Lewy condition) that can be approximately expressed in the form

max ≈ h1
mmax · s =
mmin
mmax
· h0
s
= 1

· h0
s
, (3.1)
where s is the maximum velocity of the physical processes approximated in an explicit way. For instance, s is equal
to velocity of gravity waves for an explicit scheme (such as leap-frog scheme); s is equal to the maximum wind speed
(that is, the maximum advective speed) if one uses a semi-implicit scheme (for example, Robert’s scheme); ﬁnally,
s represents the modulus of the maximum wind gradient if a semi-Lagrangian semi-implicit method is employed
[9,10,20]. Therefore, the number of time steps increases  = mmax/mmin times as compared with an ideal physical
grid (with m ≡ 1). Consequently, the same scheme considered on the computational grid requires  times more
calculations than that on the ideal grid (where =1). If the form of the primitive equations is of the same level as of the
complexity in different coordinates, then the problem of computational grid optimization can be formulated as ﬁnding
such mapping of the spherical domain that assures the minimum value of the variation coefﬁcient . This is the case of
the shallow water equations (and generally the three-dimensional hydrodynamic equations) because they have a similar
structure in the geographical spherical coordinates and in the Cartesian coordinates of arbitrary conformal mapping
[21,22].
Besides, in the models of real simulation of atmosphere and ocean dynamics, there are a number of physical blocks
for parameterization of subgrid scale processes (vertical convection, turbulence, clouds and condensation, radiation,
etc.). If each of these processes is related to a certain space scale (which is a frequent situation in atmospheric dynamics),
then computational grids with a greater physical uniformity will assure more uniform deﬁnition of subgrid scales over
the entire spherical domain, and, consequently, the used parameterizations will be more reliable [9,19].
Therefore, the minimization of the variation coefﬁcient  (2.7) over a given spherical domain  is important for
efﬁciency of both dynamical and physical blocks of the numerical hydrodynamic scheme. Obviously, two equivalent
conformal mappings generate equivalent grids. The equivalence of such projections has clear physical meaning: one
of these projections can be obtained from another one by a change of measure unit for distance.
Now we can solve the minimization problem for spherical disk  of the spherical radius a ( ∈ (0, ) ) consisting
of all sphere points P = (a, , ) whose spherical (geodesic) distance from the centerpoint P0 = (a, 0, 0) is less than
a: dS(P0, P )a. By deﬁnition, the distance between sphere points P0 and P is the length of the shortest great circle
arc joining these points. Since the spherical disk  is symmetric with respect to rotation around its central point, it
is natural to expect that the solution of the minimization problem should be found in the class of conformal mappings
with the mapping factor independent of the longitude in rotated coordinates.
In what follows we need the following two results, presented, for example in [13,17].
Chebyshev–Milnor Theorem. If  is a simply connected open spherical domain bounded by a twice differentiable
curve, then there exists one and, up to a similarity transformation of the plane, only one conformal mapping which
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Fig. 1. The variation coefﬁcient plotted as a function of the spherical radius a given in km. The solid line is for the stereographic mapping, the
dashed is for the cylindrical, and the dotted is for conic.
minimizes the variation coefﬁcient (2.7). The “best possible” conformal mapping is characterized by the property that
its scale function m is constant along the boundary of .
Chebyshev–Milnor Lemma. A given positive real-valued function m on  is the mapping factor associated with
some conformal mappingf if, and only if, m is twice differentiable and satisﬁes the differential equation a2 lnm= 1
in , where  is the Laplace operator.
A direct application of this theorem shows that the stereographic projection tangent to the spherical disk  at the
centerpoint P0 is the “best possible” projection in the entire class of conformal mappings. In fact, since the spherical
disk is of required geometry and smoothness, the theorem assures the existence of the “best possible” mapping. With no
loss of generality we can consider the centerpoint P0 be the North Pole (otherwise, it is sufﬁcient to apply the theorem
in rotated spherical coordinates). Evidently, the above chosen stereographic mapping has the smooth mapping factor
with constant value m = 2/(1 + cos ) on the disk boundary . Therefore, this mapping is the “best possible”. Any
other “best possible” mapping can be obtained from this one by a similarity transformation, that is, applying conformal
mapping (2.9) to the domain obtained after the “best” stereographic mapping.
In Fig. 1, the variation coefﬁcient of the classical conformal mappings is plotted as a function of the spherical
radius a. The “best” conic and cylindrical mappings were found using the results in [5]. It can be seen that the “best”
stereographic mappings assure visibly better uniformity than two others for spherical radius greater than 4000 km. If
the spherical radius is smaller than 2000 km, then the differences between projections can be ignored.
4. Minimization problem for computational rectangle
Since the computational domains are usually rectangular, it is of practical interest to ﬁnd out what happens if a
spherical domain has rectangular image in the plane. Using the Chebyshev–Milnor theorem one can immediately
conclude that neither of the classical mappings (stereographic, conic, or cylindrical) minimizes the variation coefﬁcient
in the class of conformal mappings if a domain  is different from the spherical disk. Nevertheless, it is natural
to expect that the “best” classical mapping should be close to the “best” conformal one because the nonuniformity
of spherical coordinates is the consequence of the change of the physical mesh size along the latitude when one is
moving in the equator-pole direction. If the displacement is in the west-east direction then the mesh size does not
change. Moreover, the physical mesh size along the longitude is the same for any location on the sphere. Therefore,
it is natural to look for solutions of the problem of uniform grid generation within the set of mappings that do not
change the physical mesh size along the longitude, that is, the mappings with the scale factor independent from the
longitude.
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In [5,6] it was shown that the variation coefﬁcients of the “best” stereographic, cylindrical and conic mappings satisfy
the following inequality:
str < cyl < con.
Therefore, it is sufﬁcient to minimize the variation coefﬁcient in the class of stereographic mappings in order to ﬁnd
the “best” projection among the classical ones.
In this section we consider the problem of optimization of computational rectangular domain with respect to the
choice of its location. Naturally, we associate the centerpoint of computational gridwith the centerpoint of the respective
spherical domain. This problem has two equivalent interpretations: ﬁrst, one should ﬁnd the “best” oblique projection
for a ﬁxed location of the computational grid centered regarding the origin of Cartesian coordinates; second, one should
ﬁnd the “best” location of computational grid for speciﬁc stereographic mapping, for example, for the polar one. The
last approach is used in the following considerations. It should be note that the original spherical domain corresponding
to the computational rectangle has a rather complex geometry in spherical coordinates and its area (“true” area) depends
on the location of the computational domain. Evidently, the mapping with the minimal  could be not optimal one if
the respective “true” area is smaller than that for other mappings. Therefore, to optimize the computational grid we
should parallely consider the problem of minimization of the variation coefﬁcient and maximization of the “true” area.
In order to restrict a set of mappings to be considered, we note that any secant stereographic projection has an
equivalent tangent projection located on a plane parallel to the secant one. Therefore, it is sufﬁcient to study only the
tangent projections. Let us consider the polar stereographic projection provided with the Cartesian coordinates (x, y)
whose origin coincides with the North Pole. Location of computational domain in the form of a rectangle R with
sides of the ﬁxed length 2b and 2c can be deﬁned by the only parameter if we make an assumption that the rectangle
sides are parallel to coordinate axis (this is quite a natural assumption because of the invariance of the properties of
the stereographic mapping regarding rotation about the pole axis). The abscissa s of the points of the left side can be
chosen as such a parameter (see Fig. 2). Due to symmetry with respect to the axis oy we can only consider the values
s − b.
First we evaluate the spherical area (“true” area) corresponding to the chosen rectangle. The standard formula for
calculation of area of a surface deﬁned parametrically has the form [8]:
A =
∫
R
∫ √
EG − F 2 dx dy, (4.1)
where
E =
(
X
x
)2
+
(
Y
x
)2
+
(
Z
x
)2
, G =
(
X
y
)2
+
(
Y
y
)2
+
(
Z
y
)2
,
F = X
x
X
y
+ Y
x
Y
y
+ Z
x
Z
y
(4.2)
and X, Y,Z are the Cartesian space coordinates.
Using the formulas (2.1) of stereographic mapping together with the polar coordinate relations
x = r cos , y = r sin 
and the sphere equations
X = a sin  cos , Y = a sin  sin , Z = a cos 
we can express the coefﬁcients (4.2) in the form
E = G = 16a
4
(4a2 + x2 + y2)2 , F = 0. (4.3)
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Fig. 2. (a) Rectangle R in stereographic plane, the case −b s0. (b) Rectangle R in stereographic plane, the case s > 0.
Substituting (4.3) in (4.1) and applying some algebra, we obtain
A =
∫
R
∫ 16a4
(4a2 + x2 + y2)2 dxdy =
∫ s+2b
s
dx
∫ c
−c
16a4
(4a2 + x2 + y2)2 dy
= 4a2 s + 2b√
4a2 + (s + 2b)2
arctan
c√
4a2 + (s + 2b)2
−4a2 s√
4a2+s2 arctan
c√
4a2+s2 +4a
2 c√
4a2+c2
[
arctan
s + 2b√
4a2+c2 − arctan
s√
4a2 + c2
]
. (4.4)
The ﬁrst derivative of function A(s):
A′(s) = 16a
4
(4a2 + (s + 2b)2)3/2 arctan
c√
4a2 + (s + 2b)2
− 16a
4
(4a2 + s2)3/2 arctan
c√
4a2 + s2
+ 16a
4c
(4a2 + (s + 2b)2)(4a2 + c2 + (s + 2b)2) −
16a4c
(4a2 + s2)(4a2 + c2 + s2)
is negative for any s > − b, because the differences between the ﬁrst two terms and the second pair of the terms are
negative in this case. Therefore, function A(s) is strictly decreasing on the whole interval s ∈ [−b,+∞), that is, the
maximum true area are covered when domain R is centered at the pole point and it is deﬁned by the formula:
Amax = 8a
2b√
4a2 + b2 arctan
c√
4a2 + b2 +
8a2c√
4a2 + c2 arctan
b√
4a2 + c2 . (4.5)
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If we rewrite (4.4) in the form
A = 4a2 s + 2b√
4a2 + (s + 2b)2
arctan
c√
4a2 + (s + 2b)2
− 4a2 s√
4a2 + s2 arctan
c√
4a2 + s2
+ 4a2 c√
4a2 + c2 arctan
2b
√
4a2 + c2
4a2 + c2 + s(s + 2b) , (4.6)
then it becomes clear that the “true” area tends to 0 as s approaches inﬁnite, that is, the area vanishes as the centerpoint
approaches the South Pole.
Now we evaluate the variation parameter (2.7):
= mmax
mmin
, m = 2
1 + cos  . (4.7)
If the point O (the image of the North Pole) lays within the rectangle R or on its left boundary (that is, s ∈ [−b, 0]),
then the mapping factor (4.7) has the minimum value at the point O and the maximum value at the points B and B ′,
which are the images of two spherical points the most distant from the North Pole (see Fig. 2a):
mmin = m(O) = m(= 0) = 1, mmax = m(B) = m(B ′).
Since
tan
B
2
=
√
c2 + (2b + s)2
2a
(4.8)
(see Fig. 2a), we obtain
(s) = mmax = 1 + c
2 + (2b + s)2
4a2
.
Evidently,  is an increasing function on [−b, 0] and, consequently,
min = (−b) = 1 + c
2 + b2
4a2
.
If the rectangle R does not contain the image point of the North Pole (that is, s ∈ (0,+∞)), then the point D is
the image of the nearest point to the North Pole and the points B and B ′ are the images of the most distant points
(see Fig. 2b):
mmin = m(D), mmax = m(B) = m(B ′).
The angle D can be deﬁned by the formula (see Fig. 2b)
tan
D
2
= s
2a
and B is given by (4.8) as before. Therefore,
(s) = 4a
2 + c2 + (2b + s)2
4a2 + s2 = 1 +
c2 + 4b2 + 4bs
4a2 + s2 . (4.9)
Since
′(s) = −4bs
2 − 2s(c2 + 4b2) + 16a2b
(4a2 + s2)2 ,
function (4.9) is strictly increasing on the interval (0, s0) and strictly decreasing on the interval (s0,+∞), where
s0 = −(c
2 + 4b2) +
√
(c2 + 4b2)2 + 64a2b2
4b
.
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Fig. 3. The variation coefﬁcient plotted as a function of the square half-side length given in km. The solid line is for the stereographic mapping, the
dashed is for the cylindrical, and the dotted is for conic.
Using the limit points 0 and +∞ in (4.9), we obtain
(0) = 1 + c
2 + 4b2
4a2
and
(+∞) = 1.
However, as it was shown above, the last result is referred to the zero area spherical domain. It can be shown that
0<s0 < 2a − b
and
(2a − b)> (0).
That is, the point s = 0 is the global minimum point of function (4.9) over the whole interval [0, 2a − b]. On the other
hand, it can be shown that the “true” area of the rectangle R at the point s = 2a− b is more than two times smaller than
the maximum area (4.5). Note that the point s = 2a − b deﬁnes the rectangle R with the centerpoint corresponding
to the spherical point at the equator. Therefore, there is no sense to use the centerpoints from the South Hemisphere
because the “true” area function decreases much faster than the alpha function.
Thus, the most uniform grid is that centered at the North Pole. Besides, this grid covers the maximum spherical area.
Consequently, if the centerpoint of the spherical domain does not coincide with the North Pole, then the most uniform
stereographic grid is obtained by using oblique mapping with the pole located at the given centerpoint and the rectangle
R centered at that point in the same way as in the polar coordinates. Numerical evaluations of the variation coefﬁcient
for classical mappings on the computational square are presented in Fig. 3. One can see that the curves are similar to
those shown in Fig. 1, except that the variation coefﬁcients of the cylindrical and stereographic mappings in Fig. 3
are much closer than in the case of the spherical disk. It is because a square in the cylindrical projection reproduces a
square in spherical coordinates, while stereographic and conic squares represent images of the spherical domains with
curvilinear boundaries.
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5. Conclusions
In this study we have considered the problem of the generation of computational grids for limited area geophysical
ﬂuid models. The following results have been demonstrated: a conformal projection of sphere surface is classical if,
and only if, its mapping factor is independent from the longitude; among all the conformal mappings of the spherical
disk, the stereographic projection tangent to the spherical disk at its center assures the minimum possible distortion;
among the classical projections, the most uniform computational rectangular domain is obtained by the stereographic
projection tangent to the sphere at the domain center.
The obtained results can be used for the construction of more uniform structured grids for regional and meso-
scale models of the atmosphere and ocean. The application is straight forward for any model already designed in
conformal coordinates: the only changes to be made consist of the recalculation of the mapping factor according to the
formulas of the best stereographic projection and the appropriate deﬁnition of the initial ﬁelds (pressure, temperature,
velocity components, etc.) and the requiredmodel parameters (Coriolis parameter, topography, etc.) at the stereographic
grid points. All these modiﬁcations should be made only once, before the start of the main loop of the scheme. All
computations during the scheme execution remain the same, except that the time step can be increased due to the
advantage of the best stereographic mapping over other conformal mappings.
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