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Abstract
In this note, a classical extension result for BV functions due to Yu.D. Burago and V.G. Maz’ja [Yu.D. Burago, V.G. Maz’ja,
Potential Theory and Function Theory for Irregular Regions, Seminars in Math., vol. 3, V.A. Steklov Math. Inst., Leningrad, 1969
(translated from Russian)] is generalized to the abstract setting of doubling metric measure spaces endowed with a differentiation
structure called D-structure.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
In the last few years, there has been an increasing interest in the analysis in metric spaces and, in particular, in the
study of function spaces as Sobolev or BV spaces defined on metric measure spaces supporting Poincaré inequalities.
Motivating examples come from various subject such as Carnot–Carathéodory geometries, hypoelliptic PDE’s, fractal
geometries, singular Riemannian manifolds, analysis on graphs, etc. We shall refer the reader, for instance, to [1,3,4,
12,17,18,20,24,25,27,29], for a general setting. For more specific classes like Carnot–Carathéodory spaces or metric
induced by doubling metric measures we mention [6–8,11,13,15,16,19,23,32], but of course this list is not complete.
Nevertheless, despite the progress in the understanding of the Sobolev space theory in the general setting of metric
spaces, the development of Geometric Measure Theory is far from being exhaustive. In this note we would like to give
a little contribution in this direction.
More precisely, we are interested in the problem of the continuation to the whole space of a metric BV function
defined on an open subset and, particularly, in the geometric characterization of those subsets of the metric space that
allow this continuation property. In the Euclidean setting a sharp characterization of domains with such a continuation
property for BV functions was proved by Yu.D. Burago and V.G. Maz’ja [10]; see also §6.3 in [28].
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in terms of differential properties of the boundary, but instead in purely geometric terms that have a natural counterpart
in any metric space where a BV function theory can be carried out.
For a precise definition of BV functions and their properties we refer the reader to Section 2 where we shall follow
the axiomatic approach introduced by Troyanov in [20] for the theory of Sobolev spaces, and then used by Ambrosio
in [2] to investigate some fine properties of BV functions in this abstract setting (generalizing some previous results
by Miranda [29]).
As explicitly mentioned by Grigor’yan in the paper [22], a beautiful feature of the mathematical work of Maz’ya is
that the methods of proof of many of his results does not use specific properties of the Euclidean space, and therefore,
can easily be adapted even in any Riemannian manifold. The same remark fits very well to the aforementioned paper
by Burago and Maz’ja [10], whose arguments make a systematic use of isoperimetric inequalities and coarea formula.
Similar tools are also available in our abstract metric setting; see [1,3,29].
Let now (X,d) denote a doubling metric space. Our first result is given in Theorem 3.3 where we shall state the
equivalence between the existence of an extension of a BV function defined in an open set Ω ⊂ X and the validity of
the following “isoperimetric-type inequality”:
τ(E,Ω)KP(E,Ω) for all Borel sets E ⊂ Ω, (1)
where the constant K is independent of E. Here P(E,Ω) is the perimeter of the set E in Ω and the set function
τ(·,Ω) :E → τ(E,Ω) is defined by
τ(E,Ω) := inf
B∩Ω=E P
(
B,Ωc
)
for all Borel sets B ⊂ X. A local version of this extension result will be given in Theorem 3.8. A useful reformulation
of Theorem 3.3 is stated in Corollary 3.9 which says that, given an open set Ω ⊂ X, there exists a bounded linear
operator EΩ : BV(Ω) → BV(X) if and only if Ω satisfies the isoperimetric condition (1) for some constant K .
We would like to remark that, unlike the Euclidean case, in our metric setting a global isoperimetric inequality
does not make sense in general. Hence, some of our proofs follow different lines with respect to the corresponding
results proved in [10]. In particular, throughout the proof of Theorem 3.8, we shall overcome the lack of a global
isoperimetric inequality by means of a relative isoperimetric inequality together with the reverse doubling condition
(see Proposition 2.8).
After this paper was written, similar extensions results for Sobolev functions in metric measure spaces have been
obtained in [9,26,34]. In these works the extension property is connected with a regularity property of the extension
domains Ω formulated in terms of volume. More precisely, a set Ω ⊂ X is said to satisfy the measure density condition
if there is a constant C > 0 such that
μ
(
Ω ∩B(x, r))Cμ(B(x, r)) (2)
for all balls B(x, r) with x ∈ Ω and 0 < r  1.
In those papers, the authors show the relation between the measure density condition for a bounded open set Ω and
the existence of an extension operator E : M1,p(Ω) → M1,p(X) for 1 p < ∞ (here M1,p(X) denotes the class of
Hajłasz–Sobolev spaces; see [24]). For the case 1 p < ∞ there are similar results for Newtonian spaces N1,p(X)
defined in [33].
On the other hand, we stress again that, in our setting, the geometric property of the extension domain is formu-
lated in terms of the perimeter measure instead of the volume one. At present, it is not completely understood the
relationship between the measure density condition (2) and the isoperimetric-type property (1) and, in our opinion,
this is an interesting problem, even in the Euclidean case.
Finally, we should also mention that, in the case of Carnot–Carathéodory spaces or homogeneous groups, results
of this type have been proved for Sobolev spaces defined in special classes of domains such as NTA domains (i.e.
non-tangential accessible domains), (, δ)-domains, also known in literature as uniform domains, or John domains.
Some of these characterizations can be found in [13,14,21,30,31].
2. Some preliminary results
Let (X,d) be a complete metric space. If r > 0, let Br(x) denote the open ball {y ∈ X: d(x, y) < r} and let B(X)
denote the Borel σ -algebra of X.
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finite on bounded subsets of X and satisfying
μ
(
B2r (x)
)
 CD μ
(
Br(x)
) ∀x ∈ X, r > 0, (3)
for some positive constant CD . We remind that the doubling property implies the following density lower bound
μ(Bρ(x))
μ(BR(y))
 c
(
ρ
R
)s
∀0 < ρ R < ∞, x ∈ BR(y), (4)
for some constant c depending on s and CD , where s satisfies s  log2 CD ; see [2]. In a sense, the number s defines a
“dimension” of the ambient space which is called the homogeneous dimension of X.
We should also notice that, since the balls are totally bounded, then closed balls are compact. This implies that the
notion of doubling metric space is somehow finite-dimensional.
Along the lines of [2,20], we shall equip the metric space X with a differentiation structure, the so-called D-
structure. To this end, we introduce below the axioms that the set of pseudo-gradients of a locally Lipschitz function
must satisfy. More precisely, if u ∈ Liploc(X) (i.e. the vector space of real-valued Lipschitz functions on bounded
subsets of X) let D[u] denote the set of non-negative Borel functions satisfying the following six axioms:
(A0) Axiom 0. (Non-triviality) 0 ∈ D[u] for any constant function u.
(A1) Axiom 1. (Upper linearity) If g1 ∈ D[u1], g2 ∈ D[u2] and g  |α|g1 + |β|g2 μ-a.e., then g ∈ D[αu1 + βu2].
(A2) Axiom 2. (Leibniz rule) If g ∈ D[u] then supϕg + Lip(ϕ)|u| belongs to D[ϕu] whenever ϕ is a bounded
Lipschitz function.
(A3) Axiom 3. (Lattice property) If g1 ∈ D[u1], g2 ∈ D[u2] and u = min{u1, u2}, then max{g1, g2} ∈ D[u].
(A4) Axiom 4. (Locality) If A ⊂ X is an open set and g ∈ D[u], then the function
g′ =
{
g on X \A,
h on A
belongs to D[u] whenever h ∈ D[v] and u ≡ v on A.
(A5) Axiom 5. (Weak Poincaré inequality) For any g ∈ D[u] and any ball Br(x) we have∫
Br(x)
∣∣u(y) − ux,r ∣∣dμ(y) CP r ∫
Bλr (x)
g(y) dμ(y) (5)
where ux,r denotes the mean value of u in Br(x), i.e.
ux,r := 1
μ(Br(x))
∫
Br (x)
u(y) dμ(y).
Definition 2.1. The set valued map u → D[u] is called a D-structure if the axioms (A0)–(A4) hold. We say that the
D-structure satisfies the weak (1,1)-Poincaré inequality if the axiom (A5) holds with λ > 1. Finally, we say that the
D-structure satisfies the (1,1)-Poincaré inequality if (5) holds with λ = 1.
As noticed in [2], condition (5) in the last axiom (A5) could also be replaced by the following weaker one:
min
m∈R
∫
Br(x)
∣∣u(y) −m∣∣dμ(y) Cr ∫
Bλr(x)
g(y) dμ(y). (6)
Actually, it can be proved that (6) implies (5) with CP = 2C (see [2]).
By using D-structures and a quite standard relaxation procedure, we shall define, along the lines of [2,29], the
perimeter measure, the class of sets of finite perimeter and the class of metric BV functions.
Definition 2.2. Let Ω ⊂ X be open. Then, for any u ∈ L1loc(Ω) we shall set
|Du|(Ω) := inf
{
lim inf
h→+∞
∫
gh dμ: (uh) ⊂ Liploc(Ω), uh
L1loc(Ω)−−−−→ u, gh ∈ D[uh]
}
.Ω
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that |Du|(Ω) < +∞. The vector space BV(Ω) is naturally equipped with the norm ‖u‖BV(Ω) := ‖u‖L1(Ω)+|Du|(Ω).
Furthermore if E ∈ B(X), the perimeter of E in Ω , denoted by P(E,Ω), is defined by
P(E,Ω) := inf
{
lim inf
h→+∞
∫
Ω
gh dμ: (uh) ⊂ Liploc(Ω), uh
L1loc(Ω)−−−−→ χE, gh ∈ D[uh]
}
.
We say that E has finite perimeter in Ω if P(E,Ω) < +∞.
Obviously, the same definitions hold in the case that Ω = X. Notice, in particular, that P(E,Ω) = |DχE |(Ω).
We now state an Anzellotti–Giaquinta’s density-type theorem (see [5]) for our setting. This result is an immediate
consequence of Definition 2.2.
Theorem 2.3. Let Ω ⊂ X be open and u ∈ BV(Ω). Then there exists a sequence (uh)h∈N ∈ Liploc(Ω)∩L1loc(Ω) and
there exists gh ∈ D[uh] such that
uh
L1loc(Ω)−−−−→ u,
∫
Ω
gh dμ → |Du|(Ω) as h → ∞.
In the next proposition we collect some properties of the perimeter measure which can be found in [29] and [2].
Proposition 2.4. Let Ω ⊂ X be open. Then the following properties hold:
(i) (Locality) P(E,Ω) = P(F,Ω) whenever (E  F)∩ Ω is μ-negligible, where E  F := (E \ F)∪ (F \E);
(ii) (Lower semicontinuity) E → P(E,Ω) is lower semicontinuous with respect to the L1loc(Ω) topology;
(iii) (Subadditivity) P(E ∪ F,Ω)+ P(E ∩ F,Ω) P(E,Ω)+ P(F,Ω);
(iv) (Complementation) P(E,Ω) = P(Ec,Ω).
Theorem 2.5. Let E be a set of finite perimeter in X. Then we have:
(i) The set function P(E, ·) :A → P(E,A) is the restriction to the open subsets of X of a finite regular Borel
measure P(E, ·) in X, defined by
P(E,B) := inf{P(E,A): A ⊃ B, A open} ∀B ∈ B(X). (7)
(ii) If D supports the weak (1,1)-Poincaré inequality (5), then the following weak (1∗,1)-Poincaré inequality holds(
1
μ(Br(x))
∫
Br(x)
∣∣u(y) − ux,r ∣∣s/(s−1) dμ(y))(s−1)/s  C r
μ(Br(x))
∫
B2λr (x)
g dμ
for every u ∈ Lip(B2λr (x)) and every g ∈ D[u], where s > 1 is any exponent satisfying the density lower
bound (4). Moreover, the following relative isoperimetric inequality holds
min
{
μ
(
E ∩ Br(x)
)
,μ
(
Ec ∩Br(x)
)}
 CI
[
P
(
E,B2λr (x)
)]s/(s−1)
, (8)
where CI = CI (s, x, r) = c( rsμ(Br (x)) )1/(s−1) and c = (2C)
s
s−1
.
(iii) Let Ω ⊂ X be open and u ∈ L1loc(Ω). Then we have the following coarea formula:
|Du|(Ω) =
∫
R
P
({u > t},Ω)dt. (9)
Furthermore if u ∈ BV(Ω), then the set {x ∈ Ω: u > t} has finite perimeter for L1-a.e. t ∈R.
This theorem can be proved repeating the same arguments used in [29] (see also [2]).
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(i) Let E1,E2 ∈ B(X) be such that E1 ∩Ω = E2 ∩Ω . Then
P(E1,Ω) = P(E2,Ω). (10)
This follows from (i) of Proposition 2.4, since (E1 E2)∩Ω = ∅.
(ii) If P(E,X) < ∞, then
P(E,Ω)+ P (E,Ωc)= P(E,X). (11)
This immediately follows from (i) of Theorem 2.5. We explicitly note that the quantity P(E,Ωc) in (11) is defined
by (7) of the previous Theorem 2.5.
We would stress that, using the set of axioms (A0)–(A5), the following connectivity property for the space X can
be proved (see [2,12,25]):
Theorem 2.7 (Quasi-convexity). For every x, y ∈ X, there exists a Lipschitz curve γ joining them with length at most
Cd(x, y). Here C is a constant depending only on the constants CD , λ and CP which appear in the axioms (A0)–(A5).
Finally, we recall the following useful consequence of the doubling condition whose proof can be found in [35].
Proposition 2.8 (Reverse doubling condition). There exist α,β > 1 such that
μ
(
Bαρ(x)
)
 βμ
(
Bρ(x)
) ∀x ∈ X, ρ > 0.
Proof. We just have to notice that in [35] the metric space X satisfies the further hypothesis that every annulus
B(x,R) \ B(x, r) (x ∈ X, 0 < r < R < +∞) is nonempty. This condition is easily seen to hold in our setting, for
instance, by applying Theorem 2.7. 
Remark 2.9. Let x ∈ X and δ ∈]0,1]. By a quite elementary argument one can show that the reverse doubling
condition implies the following inequality:
μ
(
Bδρ(x)
)
 βδlogα βμ
(
Bρ(x)
)
. (12)
We also stress that from (12) it follows immediately that μ(X) = +∞ if we assume that the diameter diam(X) of the
ambient space X is not finite, where we have set diam(X) := sup{d(x, y): x, y ∈ X, x = y}. Indeed, to this aim, put
δ = 1/ρ in formula (12) and let ρ to +∞. More generally, it can be showed that the measure of any doubling metric
space is finite if and only if its diameter is finite; see also Remark 2.3 in [3].
3. Main results: Extension of BV functions
In the sequel Ω ⊂ X will denote an open set. Moreover, we recall that, for any B ∈ B(X), P(B,Ωc) is defined by
(7) of Theorem 2.5.
Definition 3.1. Let Ω ⊂ X be open. To any E ⊂ Ω , E ∈ B(X), we associate the set function τ(·,Ω) :E → τ(E,Ω)
defined by
τ(E,Ω) := inf
B∩Ω=E P
(
B,Ωc
) ∀B ∈ B(X).
Remark 3.2. We stress that τ(E,Ω) = τ(Ω \ E,Ω). Indeed, by applying (iv) of Proposition 2.4 to any open set
A ⊃ Ωc and then by using (7) of Theorem 2.5, we get that P(B,Ωc) = P(Bc,Ωc) for every B ∈ B(X). Hence, the
claim follows by noting that B ∩Ω = E if and only if Bc ∩Ω = Ω \E.
Now we are in a position to state our main result connecting the existence of an extension to the whole space X for
a BV(Ω) function to an “isoperimetric-type inequality” involving the set function τ(·,Ω) associated with Ω .
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the sequel we will try to stress the differences due to our abstract setting.
Theorem 3.3. Let Ω ⊂ X be open. If for any function u ∈ BV(Ω) there exists an extension uˆ ∈ BV(X) such that
|Duˆ|(X)C|Du|(Ω), (13)
where C is a constant independent of u, then
τ(E,Ω) (C − 1)P (E,Ω) (14)
for all Borel sets E ⊂ Ω . Conversely, if for all Borel sets E ⊂ Ω inequality (14) is true with a constant C that is
independent of E, then for any u ∈ BV(Ω) there exists an extension uˆ ∈ BV(X) such that (13) holds.
Proof of the necessity of condition (14). Inequality (14) is trivial if P(E,Ω) = +∞. So let us assume that
P(E,Ω) is finite. By hypothesis there exists an extension χˆE of the characteristic function χE such that |DχˆE |(X)
CP(E,Ω). This fact, together with the coarea formula (9) of Theorem 2.5, implies the following chain of inequalities:
CP(E,Ω) |DχˆE |(X)
∫
R
P
({χˆE > t},X)dt 
1∫
0
P
({χˆE > t},X)dt.
Since for every t ∈]0,1[ one has {χˆE > t}∩Ω = E, we have P({χˆE > t},X) infB∩Ω=E P (B,X) where B ∈ B(X),
and hence C P(E,Ω) infB∩Ω=E P (B,X). By using (11) and (10) we get
CP(E,Ω) inf
B∩Ω=E P (B,X) infB∩Ω=E P (B,Ω) + infB∩Ω=E P
(
B,Ωc
)
 P(E,Ω)+ τ(E,Ω). 
In order to prove the sufficiency of condition (14), we have to state some preliminary lemmas.
Lemma 3.4. If N ⊂ Ω, τ(N,Ω) < ∞ and P(N,Ω) < ∞, then there exists a set E ⊂ X such that E ∩ Ω = N and
P
(
E,Ωc
)= τ(N,Ω). (15)
Proof. The proof of this fact is based on the same argument as the Euclidean one (see Lemma 1 in [10]). However,
for the reader’s convenience, we report it below.
Let {Ei}i∈N ⊂ X be a sequence of subsets of X such that Ei ∩ Ω = N and limi→∞ P(Ei,Ωc) = τ(N,Ω). In
particular,
sup
i∈N
P
(
Ei,Ω
c
)
< ∞.
Now since, by locality, P(Ei,Ω) = P(N,Ω), we get that supi∈NP(Ei,X) < ∞. Thus, by the compact embedding of
the space BV loc(X) in L1loc(X) (see Theorem 3.7 in [29]) there exists a subsequence, still denoted by {Ei}, converging
to some subset E of X. By lower semicontinuity of the perimeter measure we have
P(E,X) lim inf
i→∞ P(Ei,X).
Moreover, since E ∩Ω = N and P(Ei,Ω) = P(N,Ω), we get
P(E,Ω) + P (E,Ωc) P(N,Ω) + lim
i→∞P
(
Ei,Ω
c
)= P(E,Ω)+ τ(N,Ω).
Hence P(E,Ωc) τ(N,Ω) and from very definition of τ(N,Ω) we get (15). 
In Proposition 2.4 the subadditivity property of the perimeter measure with respect to an open set Ω ⊂ X was
stated. We need now to extend this property to the case of the closed set Ωc.
Lemma 3.5. If E1,E2 ∈ B(X), then we have
P
(
E1 ∩E2,Ωc
)+ P (E1 ∪E2,Ωc) P (E1,Ωc)+ P (E2,Ωc). (16)
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follows that there exist open sets Uε , Vε such that Uε ⊃ Ωc, Vε ⊃ Ωc and for which P(E1,Ωc) P(E1,Uε)− ε and
P(E2,Ωc) P(E2,Vε)− ε. By monotonicity of the perimeter measure and (iii) of Proposition 2.4, we get
P
(
E1 ∩E2,Ωc
)+ P (E1 ∪ E2,Ωc) P(E1 ∩E2,Uε ∩ Vε)+ P(E1 ∪E2,Uε ∩ Vε)
 P(E1,Uε ∩ Vε)+ P(E2,Uε ∩ Vε) P(E1,Uε)+ P(E2,Vε)
 P
(
E1,Ω
c
)+ P (E2,Ωc)+ 2ε
and (16) follows. 
Lemma 3.6. Let E1,E2 ∈ B(X) be such that P(Ek,Ωc) < ∞ (k = 1,2). We set Bk := Ek ∩Ω (k = 1,2). If B1 ⊂ B2
and P(Ek,Ωc) = τ(Bk,Ω) (k = 1,2), then
P
(
E1 ∩E2,Ωc
)= P (E1,Ωc), P (E1 ∪ E2,Ωc)= P (E2,Ωc).
Proof. We stress that this proof mimics the corresponding Euclidean one (see Lemma 3 in [10]).
Since E1 ∩ E2 ∩Ω = B1 and (E1 ∪ E2)∩Ω = B2, by the very definition of τ(·,Ω) we get that
τ(B1,Ω) P
(
E1 ∩E2,Ωc
)
, τ (B2,Ω) P
(
E1 ∪ E2,Ωc
)
. (17)
By hypothesis, P(Ek,Ωc) = τ(Bk,Ω) (k = 1,2) and so using (16) yields
P
(
E1 ∩E2,Ωc
)+ P (E1 ∪ E2,Ωc) τ(B1,Ω)+ τ(B2,Ω),
which together with (17) proves the lemma. 
In the next lemma we prove an isoperimetric-type inequality.
Lemma 3.7. Let Br(x) ⊂ X be the open ball of radius r centred at the fixed point x ∈ X and let ε > 0. Then we have
that
μ(E)(s−1)/s  C(r, ε)P
(
E,B2λr (x)
) (18)
holds for any Borel set E contained in Br(x) such that μ(E) (1 − ε)μ(Br(x)), where s is any exponent satisfying
the density lower bound (4) and λ 1.
Proof. First notice that if E is not of finite perimeter in B2λr (x) then (18) is trivial. So let us assume that E has finite
perimeter in B2λr (x). Moreover, let us remark that by means of Theorem 2.3 we can prove that the weak (1∗,1)-
Poincaré inequality (see (ii) of Theorem 2.5) holds for every function u ∈ BV(B2λr (x)). So we can apply the weak
(1∗,1)-Poincaré inequality with u = χE and we easily get that
εμ(E)(s−1)/s 
(∫
Br
∣∣∣∣χE − μ(E)μ(Br(x))
∣∣∣∣s/(s−1) dμ
)(s−1)/s
 C
(
rμ(Br(x))
(s−1)/s
μ(Br(x))
)
P
(
E,B2λr (x)
)
. 
Proof of the sufficiency of condition (14). First, let us set
Nt :=
{
x ∈ Ω: u(x) t}.
We claim that there exists a family of sets Bt such that:
(1) Bt ∩ Ω = Nt, (2) P
(
Bt ,Ω
c
)= τ(Nt ,Ω), (3) Bt ⊂ Bτ for t > τ.
Below, we shall divide the proof of the existence of such a family into three steps. In the first step we will
construct Bt for a countable family of numbers {ti}i∈N which is dense in R and then, in the second step, we will
prove that this fact holds for every t ∈ R. Finally, in the third step, we will introduce a function uˆ(x) defined as
uˆ(x) := sup{t ∈R: x ∈ Bt } and show that uˆ satisfies (13).
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χ{x: u(x)t} = L1 − lim
k→∞χ{x: u(x)>t− 1k } for L
1
-a.e. t ∈R,
by lower semicontinuity of the perimeter and by Fatou’s Lemma we get∫
R
P
({
x: u(x) t
}
,Ω
)
dt 
∫
R
lim inf
k→∞ P
({
x: u(x) > t − 1
k
}
,Ω
)
dt.
Making the change of variable s := t − 1
k
, by the coarea formula (9) we get∫
R
P
({
x: u(x) t
}
,Ω
)
dt 
∫
R
P
({
x: u(x) > s
}
,Ω
)
ds = |Du|(Ω).
In particular, P(Nt ,Ω) < ∞ for L1- a.e. t ∈R. Thus, we can choose a countable set {ti : i ∈N}, ti = tj if i = j , which
is everywhere dense in R and such that P(Nti ,Ω) < ∞. The hypothesis (14) implies that τ(Nti ,Ω) < ∞. Then, we
may construct a sequence of sets {Bti }i∈N such that:
(1) Bti ∩Ω = Nti , (2) P
(
Bti ,Ω
c
)= τ(Nti ,Ω), (3) Bti ⊂ Btj for ti > tj .
The proof of the last claim can be carried out with no substantial changes from [10], by making use of Lemmas 3.4
and 3.6.
Step 2. If t /∈ {ti}, from the set {ti} we extract two monotone sequences {ai} and {bi} such that ai < t < bi and
limi→∞ ai = limi→∞ bi = t . Since P(Nt ,Ω) < ∞ and τ(Nt ,Ω) < ∞, according to Lemma 3.4, there exists a set
B
(0)
t such that B
(0)
t ∩Ω = Nt and P(B(0)t ,Ωc) = τ(Nt ,Ω). We consider the sequence of sets B(k)t = B(0)t ∩Bak (k =
1,2, . . .). Since t > ak for x ∈ Nt , then x ∈ Nak for all k and so B(k)t ∩Ω = (B(0)t ∩Ω)∩ (Bak ∩Ω) = Nt . Obviously
B
(k+1)
t ⊂ B(k)t . Applying Lemma 3.6 we get P(B(k)t ,Ωc) = τ(Nt ,Ω) for every k = 1,2, . . . . We now introduce the
set B˜t :=⋂∞k=1 B(k)t . We have P(B˜t ,Ω) < ∞ and P(B˜t ,Ωc) < ∞ and hence P(B˜t ,X) < ∞. Since B(k)t → B˜t as
k → ∞, then by lower semicontinuity of the perimeter measure we get P(B˜t ,X) lim infk→∞ P(B(k)t ,X).
Now we have to prove that the same inequality holds for Ωc. To this end we make use of the decomposition formula
(11) and of the locality property of the perimeter (see (i) in Proposition 2.4) which gives us P(B(k)t ,Ω) = P(B˜t ,Ω).
So we have:
P
(
B˜t ,Ω
c
)= P(B˜t ,X)− P(B˜t ,Ω) lim inf
k→∞
(
P
(
B
(k)
t ,X
)− P(B˜t ,Ω))
= lim inf
k→∞
(
P
(
B
(k)
t ,X
)− P (B(k)t ,Ω))= lim inf
k→∞ P
(
B
(k)
t ,Ω
c
)= τ(Nt ,Ω).
To obtain the converse inequality it suffices to recall that B˜t ∩ Ω = Nt . Thus P(B˜t ,Ωc) = τ(Nt ,Ω). The rest of the
proof is essentially the same as the corresponding one in [10]. In particular, we may construct Borel sets Bt which
satisfy the conditions:
(1) Bt ∩Ω = Nt, (2) P
(
Bt ,Ω
c
)= τ(Nt ,Ω), (3) Bτ ⊂ Bt for t < τ.
Step 3. Following [10] (see Item 4, p. 48), let us set uˆ(x) := sup{t : x ∈ Bt }. In order to show that uˆ is locally
summable one needs the isoperimetric-type inequality (18) stated in Lemma 3.7. To be more precise, let Bδ be any
closed ball contained in Ω and let Br be another ball such that Br ⊃ Bδ . By making use of (18) applied to μ(E \Bδ),
where E ⊂ Br is any Borel set, we get
μ(E) = μ(E ∩ Bδ)+ μ(E \Bδ) μ(E ∩Bδ)+C(r, δ)P (E,B2λr )s/(s−1)
 μ(E ∩ Bδ)+ C˜(r, δ)P (E,B2λr ) Ĉ(r, δ)
(
μ(E ∩Bδ)+ P(E,X)
)
.
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inequality, using the fact that P(Bt ,Ωc) = τ(Nt ,Ω) and inequality (14), we can argue again as in [10] and, explicitly,
we get that∫
Br
|uˆ|dμ Ĉ(r, δ)
(
C|Du|(Ω) +
∫
Bδ
|u|dμ
)
,
which implies the local summability of uˆ. Finally, as in [10], we may prove that uˆ ∈ BV(X) and that inequality (13)
holds true by applying the coarea formula (9) and the inequality (14). The proof of the theorem is complete. 
We have to emphasize that the “geometric condition” (14) required in the above Theorem 3.3 is global, in the
sense that, for instance, it is not satisfied if Ω is not connected. However, this difficulty can easily be overcome by
requiring a weaker condition. The next result generalizes Theorem 2 in [10]. Nevertheless, we stress that the proof of
the necessity condition stated below requires a different argument with respect to the Euclidean one where the proof
is shortly achieved by means of the global isoperimetric inequality. Actually, in our proof we shall make use of the
relative isoperimetric inequality and of the reverse doubling condition (see Proposition 2.8), since in our metric setting
a global isoperimetric inequality does not make sense, in general.
Theorem 3.8. Let Ω ⊂ X be a bounded open set. Then the following conditions are equivalent:
(i) for any function u ∈ BV(Ω) there exists an extension uˆ ∈ BV(X) satisfying
|Duˆ|(X)K1‖u‖BV(Ω), (19)
where K1 is independent of u;
(ii) there exists δ > 0 such that for every Borel set E ⊂ Ω satisfying diam(E) δ one has
τ(E,Ω)K2P(E,Ω), (20)
where K2 is independent of E.
Proof. (i) ⇒ (ii). Let E ⊂ Ω be a set of finite perimeter in Ω and let χˆE denote the extension of χE satisfying (19).
Then
I := K1
(
P(E,Ω)+μ(E)) |DχˆE |(X)
1∫
0
P
({x ∈ X: χˆE  t},X)dt.
Since E = {x ∈ X: χˆE  t} ∩Ω whenever t ∈ ]0,1[, we also get
I  inf
B∩Ω=E P (B,X), (21)
where B ∈ B(X) is any set of finite perimeter in X.
Step 1. We have
I  CI
1−s
s min
{(
μ(E)
) s−1
s ,
(
μ(Ω \E)) s−1s }. (22)
To prove this assertion, let us fix x ∈ E and let ρ > 0 be such that Ω ⊂ Bρ(x). Moreover, let B be a set of finite
perimeter in X such that B ∩ Ω = E. Clearly we have that E ⊂ B ∩ Bρ(x) and that (Ω \ E) ⊂ Bc ∩ Bρ(x). By
applying the relative isoperimetric inequality (8) to the set B and to the ball Bρ(x), we get
II := min{μ(B ∩Bρ(x)),μ(Bc ∩Bρ(x))}CI [P (B,B2λρ(x))]s/(s−1) CI [P(B,X)]s/(s−1). (23)
So if II = μ(B ∩ Bρ(x)), we get that μ(E) μ(B ∩ Bρ(x)). On the other hand, if II = μ(Bc ∩ Bρ(x)), we get that
μ(Ω \E) μ(Bc ∩ Bρ(x)). Thus, in any case, (22) follows by using (23) and (21).
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1
s−1
.
Since μ(Bρ(x))minx∈Ω μ(Bρ(x)) (here Ω denotes the closure of the set Ω) we get
C∗I := c
(
ρs
minx∈Ω μ(Bρ(x))
)1/(s−1)
 CI ,
where we stress that C∗I turns out to be independent of the set E. By arguing exactly as in Step 1 we therefore get
I  C∗I
1−s
s min
{(
μ(E)
) s−1
s ,
(
μ(Ω \E)) s−1s }. (24)
Step 3. We claim that: there exists δ > 0 such that μ(E)  P(E,Ω) for every Borel set E ⊂ Ω such that
diam(E) < δ.
Let us fix a point x ∈ E and let ρ > 0 be such that Ω ⊂ Bρ(x). Without loss of generality, we may assume
that Bdiam(E)(x) ⊂ Bρ(x). So we have μ(E)  μ(Bdiam(E)(x))  μ(Bρ(x)). By the reverse doubling condition (see
Remark 2.9), there exist α,β > 1 such that
μ
(
Bdiam(E)(x)
)
 β
(
diam(E)
ρ
)logα β
μ
(
Bρ(x)
)
. (25)
Set now
δ0 := ρ
(
μ(Ω)
2β maxx∈Ω μ(Bρ(x))
) 1
logα β
.
If diam(E) δ0, from (25) it follows that μ(E) 12μ(Ω), and therefore that
μ(E) μ(Ω \E). (26)
At this point, let us set γ := C∗I
1−s
s
K1
. From Step 2 it follows that the constant γ does not depends on E. Moreover, by
means of the inequality (21), we can conclude Step 3 by showing that there exists δ  δ0 such that
μ(E)−
1
s  2
γ
(27)
for every Borel set E such that diam(E) < δ. Indeed, by (27), and by using (24) and (26), we obtain
P(E,Ω) +μ(E) γ (μ(E)) s−1s  2μ(E),
that is what we claim in Step 3. Now we prove (27). Consider again condition (25); then (27) follows by choosing
δ min{δ0, δ1}, where we have set
δ1 := ρ
(
1
β maxx∈Ω μ(Bρ(x))
(
γ
2
)s) 1logα β
.
Finally, to achieve the proof of the first part of the theorem we just have to notice that by inequality (21), by Step 3,
together with the very definition of τ(·,Ω), it follows that
2K1P(E,Ω) inf
B∩Ω=E P (B,X) τ(E,Ω).
(ii) ⇒ (i). The proof of this implication proceeds similarly as the original one of [10]. The main ingredient that
we have to adapt to our setting is a partition of unity. So let us choose a covering {B∗i } of Ω by balls of radius δ
and with the property that 15B
∗
i are pairwise disjoint. We now set Bi = 2B∗i . By the doubling condition it is easy to
check that there exists a number n such that no point of Ω belongs to more than n balls B∗i . Let {ψi} be a Lipschitz
partition of unity associated to {Bi}. This means that ψi ∈ Liploc(X),
∑
i ψi = 1, 0  ψi  1, suppψi ⊂ Bi and all
functions can be chosen with the same Lipschitz constant L = n/δ. An explicit construction of a family of functions
ψi satisfying these requirements can be found, for example, in [16]. Since Ω is bounded, without loss of generality,
we may assume that the covering is finite and that m is the cardinality of {Bi}. Now let u ∈ BV(Ω) and set ui := ψiu.
A. Baldi, F. Montefalcone / J. Math. Anal. Appl. 340 (2008) 197–208 207Using Definition 2.2, Leibniz rule (see axiom (A3)) and the properties of ψ one can easily check that ui ∈ BV(Ω)
and that
|Dui |(Ω) |Du|(Ω) +L‖u‖L1(Ω).
Set now Nt := {x ∈ X: ui(x) t}. Clearly, for every t = 0 we have diamNt < δ and so
τ(Nt ,Ω)K2P(Nt ,Ω).
At this point we may apply the same proof as the one of the sufficiency of condition (14) of Theorem 3.3. So we
obtain the existence of a finite family of functions {uˆi} such that uˆi ∈ BV(X), uˆi |Ω = ui and satisfying
|Duˆi |(X) (K2 + 1)|Dui |(Ω) (K2 + 1)L‖u‖BV(Ω).
Finally, let uˆ :=∑mi=1 uˆi . It is immediate to see that uˆ|Ω = u and that
|Duˆ|(X)m(K2 + 1)|Dui |(Ω) (K2 + 1)L‖u‖BV(Ω)
which is the thesis. 
Finally, we could also restate Theorem 3.3 in terms of an extension linear operator denoted as EΩ : BV(Ω) →
BV(X) which associates to every function u ∈ BV(Ω) its extension uˆ ∈ BV(X). More precisely, we have the following
Corollary 3.9. If Ω ⊂ X is open, we set
|Ω| := inf{k ∈R: τ(E,Ω) kP (E,Ω) ∀E ⊂ Ω}.
Then there exists a bounded linear operator EΩ : BV(Ω) → BV(X) if and only if |Ω| is finite. Moreover, for any
extension operator EΩ one has
1 + |Ω| ‖EΩ‖
and, in particular, there exists an extension operator E˜Ω satisfying ‖E˜Ω‖ = 1+|Ω|. Here ‖ · ‖ denotes the usual norm
of a linear operator.
Proof. It is just a restatement of Theorem 3.3. 
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