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Abstract
Though extensively documented, the exact mechanism responsible for pattern formation on insect
bristles and scales is not completely understood. Using both scanning and transmission electron
microscopy, we assemble a rough time series of pattern formation on butterfly wing scales. We also
perform a numerical simulation of the Swift-Hohenberg equation via finite difference analysis to develop
an understanding of the phase space of this novel geometry and compare the patterns observed to
patterns found on insect bristles. Our work shows that pattern development on wing scales occurs
hierarchically and that, during the entire process, extracellular procuticle coats the surface of the growing
cell, variations in which align with modulation of the plasma membrane. In simulation, we find a rich
phase space of patterns, parameterized by opening angle and cone length, which agree with observed
patterns in literature. Our results, though not comprehensive, suggest that a great deal of pattern
formation on bristles and wing scales may be the result of a phase transition of extracellular procuticle
coupled with modulations in the underlying cellular membrane, in alignment with recent research on
similar patterns found elsewhere in nature.
The Math Epistemic Games Survey is a diagnostic instrument for gathering information on student
sensemaking in introductory physics course, noted for its length and rigor. Previous research has
suggested that student effort (and therefore the fidelity of results) may be improved by shortening the
instrument. Through an exploratory factor analysis on MEGS data, we identify 10 key factors and divide
each to produce two, half length, mutually exclusive tests. We then administer these half tests to a group
of ~600 undergraduate introductory physics students at the University of Pennsylvania as pretests and
posttests and compare student performance. Our results show that student performance on each test is
distributed extremely similarly and that average performance is slightly above that found in previous
studies. We therefore conclude that our proposed split administration produces a reliable instrument,
which preserves the original validity of the MEGS, and may improve on some of the identified
shortcomings of the full MEGS.
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ABSTRACT
AN EXPERIMENTAL AND COMPUTATIONAL STUDY OF PATTERN FORMATION IN INSECT
CUTICLE AND A NOVEL ADMINISTRATION OF A SENSEMAKING INSTRUMENT IN PHYSICS
EDUCATION
Stephen Hackler
Dr. Alison Sweeney
Though extensively documented, the exact mechanism responsible for pattern formation
on insect bristles and scales is not completely understood. Using both scanning and transmission
electron microscopy, we assemble a rough time series of pattern formation on butterfly wing
scales. We also perform a numerical simulation of the Swift-Hohenberg equation via finite
difference analysis to develop an understanding of the phase space of this novel geometry and
compare the patterns observed to patterns found on insect bristles. Our work shows that pattern
development on wing scales occurs hierarchically and that, during the entire process,
extracellular procuticle coats the surface of the growing cell, variations in which align with
modulation of the plasma membrane. In simulation, we find a rich phase space of patterns,
parameterized by opening angle and cone length, which agree with observed patterns in
literature. Our results, though not comprehensive, suggest that a great deal of pattern formation
on bristles and wing scales may be the result of a phase transition of extracellular procuticle
coupled with modulations in the underlying cellular membrane, in alignment with recent research
on similar patterns found elsewhere in nature.
The Math Epistemic Games Survey is a diagnostic instrument for gathering information
on student sensemaking in introductory physics course, noted for its length and rigor. Previous
research has suggested that student effort (and therefore the fidelity of results) may be improved
by shortening the instrument. Through an exploratory factor analysis on MEGS data, we identify
10 key factors and divide each to produce two, half length, mutually exclusive tests. We then
administer these half tests to a group of ~600 undergraduate introductory physics students at the
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University of Pennsylvania as pretests and posttests and compare student performance. Our
results show that student performance on each test is distributed extremely similarly and that
average performance is slightly above that found in previous studies. We therefore conclude that
our proposed split administration produces a reliable instrument, which preserves the original
validity of the MEGS, and may improve on some of the identified shortcomings of the full MEGS.
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1 Introduction
1.1 Pattern Formation
Patterns in Insect Cuticle

1 cm

65 µm

2 mm

20 µm

150 µm

2 µm

20 µm

Figure 1.1.1: Hierarchy of structure seen in painted lady (V. cardui) wing
scales, from the whole organism (A) to SEM (F) (Dinwiddie, et al., 2014)
Intricate patterns on the surfaces of unicellular structures are ubiquitous in
biology, with some of the most striking examples occurring on the cuticular
surface of insect bodies. A particularly elaborate set of these patterned, cuticular
structures is that of butterfly wing scales. Wing scales are a specialized type of
bristle cell (Ghiradella & Butler, 2009), and as such are composed of chitin, the
1

polysaccharide complex that is the major component of the insect exoskeleton,
and are the source of the color patterns seen on butterfly wing. The patterns
seen in wing scales tend to be both periodic and hierarchical (see Figure 1.1.1),
meaning that we observe multiple kinds of patterns with different frequencies at a
variety of length scales. Furthermore, the wing scales from different species,
though frequently visually distinct, usually have the same architectural scheme
present, just with different features emphasized to different extents. In many
species, scale colors are structural in nature, meaning they arise from light
interference within the regular structure of these wing scales (Ghiradella, 1974).
Optical phenomena produced by butterfly wing scales, including color and
polarization, are critical for intra-species signaling surrounding mating, further
reinforcing the need for wing structures to be precisely controlled (Sweeney, et
al., 2003). There are a variety of different patterns that generate different optical
phenomena that are present in different butterfly species, but all of them rely on
interference within wing scale structures (Ghiradella, 2010). Given that the wing
scale ground plan is generally evolutionarily conserved, it is not well-understood
in all cases how various optical effects arise from subtle tunings of the ground
plan.
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Figure 1.1.2: Insect bristles displaying regular, organized patterns, notably
hexagonal mesh on the antennal sensillum of L. striatellus (left; Fu, et al.,
2012) and longitudinal striping on the antennal sensillum of S. mosellana
(right; Wang, et al., 2019).
Stepping back from butterflies and focusing more generally on all
arthropods (Ghiradella & Butler, 2009) reveals another structure on which one
can observe a library of regular patterns: insect setae, or bristles. Much like
butterfly wings, insect bristles are secreted cuticular material deposited by a
single cell, supported by a socket in the organism’s body tissue. Like wing
scales, they present a number of well-defined patterns, though the degree of
hierarchy present in those patterns is typically less than that found in wing scales
(as shown in Figure 1.1.2). While the exact purpose of patterning on bristle cells
is not well understood, there have been numerous studies characterizing
different varieties of bristle (based primarily on shape and surface texture) and
analyzing differences in bristle subtype distribution between sexes. Some
proposed functions of these bristles include the reception of sex pheromones
(Awad, et al., 2014), hostplant detection (Awad, et al., 2015), or reception of
3

chemical signals related to oviposition (Spänhoff, et al., 2003). It stands to
reason that the intricate patterning on some insect bristles, the distribution of
which are meaningfully correlated with essential function of the organisms, plays
a role in the performance of said essential functions.

Figure 1.1.3: Falsecolor SEM images showing geometric patterns found on
mature pollen grains from a variety of species (Radja, 2020).
A third biological system that shows a remarkably similar library of
structures is pollen granules. Although these cells are generally spherical, we
observe strikingly similar patterns to those found on insect bristles, including very
well-defined hexagonal meshes and longitudinal striping (see Figure 1.1.3).
Recent research into the development of patterns on pollen grains has
4

suggested that many of the observed patterns may be the result of a coupling
between the phase separation of a secreted mix of polysaccharides (or
“primexine”) and buckling of the elastic plasma membrane of developing pollen
cells (Radja, et al., 2019). In short, the research by Radja and colleagues
suggests that the fundamental ingredients of pattern formation are an inherently
phase-unstable polysaccharide material secreted to the extracellular space while
in mechanical confinement with the plasma membrane, ingredients which we
hypothesize are reflected in the development of insect bristles and wings.
Much like the procuticle secreted by bristle-forming and wing scaleforming cells, pollen primexine eventually cross links and cures to form the rigid
patterned outer layer of the pollen grain eventually is reinforced with a second
polymer, sporopollenin, that hardens and forms the tough outer coat of a pollen
grain (Blackmore, et al., 2007). Chemical analysis of insect cuticle reveals that it
is comprised largely of a complex mix of chitin, proteins, and lipids (Hackman,
1974), and comparison between the lipids found in arthropod cuticle and plant
cuticle have found them to be compositionally similar (Hadley, 1981). It stands to
reason then, that the physical phase separation which has been shown to
recapitulate many of the patterns on mature pollen cells may play a role in the
development of surface patterns on insect bristles and scales.

5

Swift-Hohenberg Equation

𝜕𝜓
= 𝜀𝜓 − ∇* − 1 𝜓 + 𝑔𝜓 * − 𝜓 .
𝜕𝑡
The Swift-Hohenberg (SH) equation was first derived by its namesakes to
explain patterns seen in convective fluid flow (Swift & Hohenberg, 1977). This
fourth order partial differential equation (shown above) has been demonstrated to
explain patterns formed in fluid convection (specifically, Rayleigh-Bénard
convection) (Hohenberg & Swift, 1992), but also appears in a myriad of other
systems, including oscillatory chemical reactions (Kozyreff & Tlidi, 2007),
patterns and defects in large aperture lasers (Lega, et al., 1994), electrical
excitations in nervous membranes (Kozyreff & Tlidi, 2007), and, of most interest
to the present investigation, pattern development on pollen grains (Radja, et al.,
2019). We propose that the insect bristle system can be modeled by a SH
equation process on a narrow cone. Analytical solutions to the SH equation on
geometries other than planes are particularly challenging. However, numerical
solutions have been found for the SH equation in flat geometries (Sánchez
Pérez-Moreno, et al., 2014) via finite difference analysis (FDA). Meshless FDA
has also been performed to find solutions to the SH equation in 2D and 3D
Cartesian space (Abbaszadeh, et al., 2019), but it has yet to be fully explored on
cones.
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1.2 Problem Solving Diagnostics
Diagnostic Instruments
Diagnostic tools are one of the most straightforward methods of gathering
information from students in a classroom setting. Quality education requires
engaging with students’ current understanding, not only of course content, but of
how a field develops and communicates knowledge, of the value of the field, and
of the methods used to operate within the field. Diagnostic instruments ideally
provide structured, reliable, and quantitative tools to both learn about your
students’ prior experience and understanding (when utilized as a pretest) and
measure the efficacy of your teaching practices (when utilized as a posttest).
There are a great many instruments like this in physics pedagogy (McDermott &
Redish, 1999), with some notable examples being the Force Concept Inventory
(FCI) (Hestenes & Swackhammer, 1992), the Maryland Physics Expectations
Survey (MPEX) (Redish, et al., 1998), and, of most interest to our investigation,
the Math Epistemic Games Survey (MEGS) (Eichenlaub, 2018).
There are two key qualities that characterize these instruments’
performance: validity and reliability. Validity is, simply put, whether the instrument
measures what it intends to measure. Validity can be assessed in a number of
ways. For content-based instruments, this may frequently involve comparing
student performance on the instrument to other metrics of assessing student
knowledge of the corresponding content (Heale & Twycross, 2015). In other
words, we might expect that a student’s performance on the FCI would correlate
7

strongly to their grades on course assignments in a course on Newtonian
mechanics. Reliability is a measurement of the stability of a given student’s
responses over time or across different students of similar ability (Heale &
Twycross, 2015). In other words, reliability is a measure of how similar a given
student’s performance on a given instrument would be if a student were asked to
complete the instrument multiple times. There are many methods of determining
instrument reliability. The methods of most interest to this investigation are splithalves reliability (how correlated are a subject’s performances on two different
subsets of a full instrument) and test-retest reliability (how correlated are a
subject’s performances on the same instrument administered twice but after a
significant time delay). Published diagnostic instruments are generally assessed
for reliability and validity before the instrument is finalized and put into
widespread use.
Math Epistemic Games Survey
Designed by the Physics Education Research Group at the University of
Maryland (UMD), the Math Epistemic Games Survey (MEGS) is “a 30-question,
multiple-choice concept inventory of mathematical questions set in the context of
sensemaking, especially for physics for the life sciences” (Eichenlaub, 2018). It
was designed as a tool to assess the students’ use of a few select problemsolving strategies (so-called “epistemic games”). Specifically, the MEGS
questions seek to examine if and how students consider extreme cases of a
given problem, consider dimensional/scaling analysis, accurately estimate
8

relatable real-life quantities, and map variables in equations to physical concepts.
Through assessment of the use of these four epistemic games, the MEGS seeks
to quantify the extent to which a given student “thinks like a physicist.” The
MEGS is a somewhat unique endeavor, as most published surveys that serve as
physics education diagnostics are focused on general content themes (such as
Newtonian mechanics, in the case of the FCI), as opposed to problem-solving
approaches. The MEGS was developed with the intention of administering it as a
pretest and posttest at the beginning and end of a semester.
During the validation work during development of the MEGS (principally a
series of interviews with students where they were given MEGS questions to
solve and discuss with an instructor), it was discovered that students recalled
questions from the pretest when completing the posttest, contrary to conventional
wisdom about pretest-posttest administrations for diagnostic instruments.
Furthermore, it was determined that a significant factor in student performance
on the MEGS is student effort, which was negatively impacted by the length and
rigor of the MEGS. The initial publication discusses the prospect of shortening
the MEGS to address some of these concerns, but such an attempt has not yet
been published. We seek to address both concerns by dividing the MEGS into
two mutually-exclusive subtests, each of which can be used as a pretest or
posttest. Similar work has been done on other such instruments (Han, et al.,
2015). The main focuses of our investigation are devising an appropriate division

9

of MGES questions and then assessing the reliability of the proposed split-MEGS
administration.
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2 Visualization of Patterns in Nature
2.1 Butterfly Culture
Housing Preparation
Thorough research into the development of butterfly wing microstructure
requires ample supply of organisms from which to harvest tissue. To avoid the
somewhat time consuming and expensive process of regularly ordering
organisms from a supplier, substantial effort was made to create a self-sustaining
butterfly culture at the University of Pennsylvania. Previous attempts at this by
prior members of the lab group were unsuccessful, which was largely assumed
to be an issue of scale. The necessary minimum population needed to prevent
inbreeding was presumed to be larger than it was feasible to keep in the limited
laboratory space available. Additionally, butterflies require live host plants on
which to lay their eggs, meaning any enclosure would need to be large enough to
enclose one or more living host plants. As butterfly larvae, especially first and
second instar, are extremely small, and a rigid air-tight container would be
infeasible, secondary containment would also be needed to house the larvae as
they grew and pupated. The main challenges were therefore (1) create large
enough housing for adults and host plants, (2) create secondary housing for
larvae growth and pupation, (3) acquire suitable host plants, and (4) acquire
initial stock of larvae.

11

The housing was constructed from a framework of 1.5” diameter PVC
piping (held together by unglued PVC elbows) and a flexible plastic mesh (all
supplies ordered from McMaster-Carr). The housing dimensions were three feet
wide by three feet deep by six feet tall, providing space for host plants to sit in
pots on the ground and enough space for a researcher to enter and collect eggs
and interact with the butterfly population. The mesh was sewn together to create
walls and a floor, with a double panel on the front face. This double panel was
left unsewn on opposite edges (i.e. the inner panel was unsewn on the left edge
and the outer panel was unsewn on the right edge), with the unsewn edges held
shut with 5’ long zippers. This enabled a sort of rudimentary airlock, whereby a
researcher could unzip the first zipper, step between the panels, unzip the
second zipper, and enter the housing, closing the first zipper behind them. This
enabled entry into and exit out of the housing without risking the escape of any
butterflies. The housing was kept in The University of Pennsylvania Department
of Biology greenhouse, to maintain appropriate temperature and humidity for the
larvae, the butterflies, and the host plants.
Larval containment was constructed from a series of 1-qt plastic
containers. Approximately 4” diameter holes were cut in the lids, with patches of
the same mesh used to create the adult housing sewn to cover the opening (a
heavy duty Singer sweing machine was used to sew through the plastic of the
container lids). These openings allowed for air flow, provided a surface for larvae
to securely pupate, and allowed for investigators to view and record the larvae as
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they pupated (necessary for precise identification of pupation times, the need for
which will be discussed later). These containers were then kept on heavy duty
fiberglass trays lined with a bead of tanglefoot to prevent ants or other predatory
insects from entering the larval containment.
Food and Maintenance
Though they are commonly considered generalists, painted lady butterflies
have been shown to have a preference for plants from the family Malvacea
(Schäpers, et al., 2016). Adult hibiscus and mallow plants were purchased from a
local supplier (Greensgrow West), which were stored in the greenhouse and
maintained by the greenhouse staff.
The initial stock of larvae was purchased from Carolina Biological
(Burlington, North Carolina). Approximately 90 larvae were purchased, which
came with approximately two cups of “culture medium,” a nutrient paste supplied
by Carolina to feed larvae. The 90 larvae were evenly divided among 15
containers, fed daily, and moved to clean housing every other day. Initially, the
larvae were divided into three groups and fed hibiscus leaves, mallow leaves,
and culture medium, to assess any sense of collective preference. Ultimately,
there was little preference shown, and due to availability of host leaves, most
were transitioned to a diet of 3 hibiscus leaves and a tablespoon of culture
medium every day. After about two weeks, larvae began pupating. Upon
pupation, the pupae were removed from the larval containment, attached to the
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roof of a larger container (also stored in the greenhouse), and labeled with their
pupation date.
Propagation
The majority of organisms from the first culture were allowed to develop to
adulthood and were transferred to the adult housing, along with two mature
mallow plants on which the adults could lay eggs. Every few days, new sugar
water was added to the housing to serve as a food source for the adults, in
addition to flowers on the host plants. After the eggs were laid, they were
removed from the host plants and transferred to larval containers until they
hatched. All-in-all, this totaled in excess of 1,500 painted lady eggs. Of these,
approximately 200 were kept to sustain the colony and the remaining 1,200+
were released into a local meadow. The 200 larvae that were kept were raised in
largely the same conditions as the first generation (albeit with more organisms
per container). The adults from this generation were similarly transferred to the
adult containment, but for unknown reasons did not produce any eggs, thus
ending the attempts at a stable colony. It is unclear why this next generation did
not produce any eggs, though some possibilities include too small of a
population, or not enough control over which pairs mated and subsequent
tracking of their offspring. For the rest of the duration of the project, when more
samples were required, live larvae were simply purchased from Carolina
Biological, and they were raised until pupation in a 5-gallon tank stored in a
climate controlled lab and fed culture medium.
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2.2 Sample Preparation
Pupa Dissection
As the development of wing microstructure over time was of chief interest,
it was necessary to dissect pupae at specific known developmental timepoints
after pupation. This required careful monitoring of the larval containment, such
that pupation times were known with sub-hour granularity. This was achieved
with a mounted GoPro Hero 4, set on constant time lapse, which took one
photograph every minute. Every day once larvae began pupating, this camera
was checked, the pupation times of new pupae recorded, and the memory card
cleared. During various stages of this project, different lighting setups were used
to ensure that the larvae were constantly illuminated so that there were no gaps
in the ongoing time lapse. Through some preliminary trials, it was identified that
the majority of first and second order wing scale pattern development completed
between 32 and 80 hours post-pupation, so that was the period of main interest.
This timing window shifted somewhat, depending on the ambient temperature.
The 32- to 80-hour window given refers to larvae cultured in the greenhouse,
during the summer. Pupae were dissected approximately every eight hours
within this window of interest.
During pupation, the position of developing wings in many lepidopteran
species (painted ladies included) is visible outside of the pupa. In many cases,
features of the eventual mature wing pattern are mirrored by patterns on the
outermost layer of the developing pupa (Nijhout, 1980). Numerous in vivo studies
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have been carried out, whereby the forewing is removed (Kusaba & Otaki, 2008)
or inverted (Iwata, et al., 2014) to observe the wing tissue as it develops. Our
investigation sought to extract samples of these tissues for fixing and eventual
microscopy, which began with removal of the entire envelope of developing
forewing and hindwing tissues. Wing envelopes were separated from the main
body of the pupa with the use of tweezers and microdissection scissors, though it
is worth noting that the scissors were only needed to separate the wing envelope
at the “shoulder,” as there is no mechanical connection to the main body of the
pupa at the distal end of the wing envelope.
At early stages in development, butterfly wing tissue is extremely fragile
and of an almost mucous-like texture. Before being fixed, samples could not be
readily handled with tweezers without significantly deforming the tissue. As such,
the wing envelope was largely dissected in a dish containing ~1” of Phosphate
Buffered Saline (PBS), allowing the delicate tissue to be separated from the rest
of the pupal cuticle with minimal damage. This was accomplished by using
microdissection scissors to cut around the perimeter of the wing envelope,
allowing the forewing and hindwing tissues to be easily separated. The wing
tissues themselves sank in PBS, while the pupa cuticle and other separating
membrane layers floated, enabling easy removal of the latter. The wing tissue
was then taken into a wide-diameter (~ 1 cm) pipette along with a small amount
of the PBS, where it was then deposited into a glass vial for fixing and storage.
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Samples were then fixed in 4% Glutaraldehyde in PBS for at least 24 hours
before preparation continued.
SEM Preparation
As electron microscopy requires high vacuum, samples must be carefully
dried before they are imaged. The most common process for drying biological
samples without damaging cellular structure is critical point drying (CPD). To
prepare wing samples for CPD, the wings were added to nitex bags and heat
sealed, before undergoing a 6-step PBS:ethanol series, which entailed five
minute soaks in 30%, 50%, 70%, 80%, 90%, and 90% ethanol solutions in PBS,
before the samples were transferred to 100% ethanol. These samples then
underwent CPD in CO2 using a CO2 in a Tousimi Autosamdri-850.
Samples were removed from their nitex bags and attached to ½” SEM
stubs using double sided carbon tape. They were sputter coated with goldpalladium to a thickness of approximately 10 nm using an SPI Module Sputter
Coater. Copper tape was then applied over an edge of the sample to increase
overall conductivity. The samples were then imaged under high-vac with an FEI
Strata DB235 scanning electron microscope.
In addition to the previously-discussed dissected samples, some mature
wing scales were harvested from adult painted ladies, sputter coated, and
imaged as well. These samples did not require drying, as mature scales are
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essentially dry cuticle material and are themselves extremely hydrophobic (Chen,
et al., 2018).
TEM Preparation
In preparation for TEM, we begin with the wings fixed in glutaraldehyde
and PBS as described above. These samples were then rinsed in DI water and
transferred to fresh PBS, then stained with osmium tetroxide for 30 minutes. The
dehydration and embedding procedure was based on the procedure described
by Spurr (Spurr, 1969) with some modifications to allow the resin to fully
penetrate the wing structure. After dehydration in ethanol, the sample was
transferred to acetone and let to soak for up to one week. The subsequent
infiltration steps took the form of a 5-step acetone-resin series, where each
subsequent step was carried out for an increasingly long time (starting at 8 hours
for the first step, increasing to 24 hours for the final 100% resin soak) and were
gently agitated for the entire series using a lab rotator. Samples were then placed
under vacuum and cured at 70ºC in accordance with manufacturer instruction.
Blocks of embedded tissue were then sectioned into ultrafine 100 nm
transverse sections using a Reichart Ultramicrotome and glass knife. These
sections were placed on copper mesh grids and individually stained with uranyl
acetate (Watson, 1958) and lead citrate (Reynolds, 1963), each for
approximately 8 minutes. Sections were then imaged using as JEOL1010
transmission electron microscope.
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2.3 Results and Discussion
SEM Images

Figure 2.3.1: SEM of mature V. cardui wing scales. Not the presence of
ridges, lamellae, crossribs, and microribs, the main expected structural
hierarchy for mature wing scales.
Figure 3.2.1 shows the structural components seen on most mature
painted lady wing scales. Most painted lady scales do not produce structural
color (though there are some small regions of iridescence in the eye spots) (Day,
et al., 2019), so we do not expect any of the normal features to be exceptionally
pronounced, as we see in genera such as Morpho (Giraldo & Stavenga, 2016).
The main focus of this investigation is creating a timeline of wing structure
development at the sub-micron level, beginning with barely protruding scaleforming cells and ending with close to mature microstructure. Such timelines
have been produced for other species but have largely focused on TEM imaging
of transverse sections (Greenstein, 1972) and/or the photonic crystal
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development found in the bodies of some species’ wing scales (Ghiradella,
1989), rather than the surface texture development that is of chief interest to us.

Figure 2.3.2: 32 hours post-pupation for greenhouse-raised V. cardui. Note
the semi-regular array of protruding scale-forming cells (left), and their
relatively small size and lack of surface texture (right), compared to their
mature counterparts.
Figure 2.3.2 shows the first stage of development during which individual
wing scale-forming cells can be identified. Though they have not grown to their
full size or shape yet, and lack any meaningful surface texture, their regular
arrangement across the body of the wing is observed. In our warm-raised culture
of painted ladies, this step was 32 hours after pupation. A similar stage has been
documented for other species (Greenstein, 1972), though the developmental
timeline is somewhat accelerated in V. cardui, likely due to their relatively short
pupation time.
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Figure 2.3.3: 40 hours post-pupation for greenhouse-raised V. cardui. The
scale cells have grown dramatically, though they are still an order of
magnitude smaller than their mature dimensions (left). The surface of the
wing appears covered in largely isotropic wrinkling.
Figure 2.3.3 shows the previously-identified scale-forming cells beginning
to elongate and approach their mature aspect ratio. The surfaces of scale cells at
this stage are largely unpatterned, save for the aforementioned isotropic
wrinkling.
Figure 2.3.4 shows the wrinkling identified in Figure 2.3.3 having
coarsened and taken on a slight longitudinal order. This is significant, as it has
long been proposed that some amount of butterfly wing scale structure may be
due to mechanical buckling during development (Ghiradella, 1974). Indeed,
research into the presence and dynamics of F-actin cytoskeletal structures (the
most commonly proposed agents of compressive or tensile forces required for
membrane buckling) during V. cardui development has been closely investigated
(Dinwiddie, et al., 2014) and the process by which in-plane compressive and
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extensive forces can produce a variety of buckling patterns in flower petal cuticle
has been documented (Antoniou Kourounioti, et al., 2013). These images
suggest that, during the same time window as the high levels of F-actin
organization and growth previously mentioned, the surface of the growing cell is
experiencing significant buckling, which is seemingly growing more anisotropic
with time.

Figure 2.3.4: 48 hours post-pupation for greenhouse-raised V. cardui. The
scale cells have continues growing though not as significantly as the preceding
8 hours. The wrinkling seen in Figure 2.3.3 has coarsened significantly,
potentially taking on a slight longitudinal order (left). This order is even more
pronounced on some other scales visible during this stage (right).
Figure 2.3.5 shows the wing scales a further eight hours later, at 56 hours
post-pupation. The wing scales are now close to their final size and the buckling
identified previously has given rise to parallel longitudinal striping, much like the
ridges seen in mature scales. Figure 2.3.5 also demonstrates an important
property of wing scale development: the scales grow to mature size while still
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significantly overlapped. As the wing tissue grows (and ultimately inflates with
meconium upon eclosion), the wing scales’ size stays largely the same, they
simply overlap each other less and less as the wing tissue expands.

Figure 2.3.5: 56 hours post-pupation for greenhouse-raised V. cardui. The
scales continue to grow, at this point approximately reaching their mature width
(their length is hard to ascertain, given the significant overlap) (left). The
longitudinal order discussed previously has developed even further, closely
resembling the ridges seen on mature wing scales (right).
Figure 2.3.6 shows the wing scale 64 hours after pupation. Here, the
ridges seen previously have further developed, becoming more parallel and welldefined. Additionally, for the first time in our timeline, lamellae can be seen atop
the ridges. Lamellae are not especially prominent in V. cardui, especially when
compared to wing scales from Morpho species (Giraldo & Stavenga, 2016) or C.
eurytheme (Ghiradella, 1974), but they are present in mature scales. Unlike the
ridges, it is unclear what any lamellae development prior to this stage may have
looked like.
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Figure 2.3.6: 64 hours post-pupation for greenhouse-raised V. cardui. At this
stage, the ridges seen previously have become even more clear and welldefined. Despite the crumpled state of the scale pictured, this stage shows the
first appearance of lamellae which sit atop the ridges.
Figure 2.3.7 shows the wing scale 72 hours post-pupation. As expected,
the features present in Figure 2.3.6 (ridges and lamellae) continue to become
sharper and more well-defined. Additionally, we see the emergence of microribs
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on the sides of the previously-developed ridges and crossribs running transverse
to the major axis of the scale, between the ridge. Interestingly, we see two

Figure 2.3.7: 72 hours post-pupation for greenhouse-raised V. cardui. This
stage introduces two features of mature wing scales that have thus far been
absent: microribs (left) and crossribs (left and right). Though the expected
windows between the crossribs have not yet opened, their characteristic shape
and spacing is certainly present.
different stages of crossrib development. The left figure shows relatively uniform,
parallel, evenly spaced crossribs as we see in mature wing scales. The right
image, however, shows substantially less uniform crossribs. At many locations,
rather than parallel crossribs, we see three ribs meeting at approximately 120˚
angles. These defects are rarely seen in mature wing scales (of this species),
suggesting perhaps that the right image shows an intermediate step in the
development of crossribs, where initially disordered and intersecting stripes
eventually become parallel and regular.
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Figure 2.3.8: 80 hours post-pupation for greenhouse-raised V. cardui. This
stage further defines the previously-discussed structures. Save for the opening
of windows between the crossribs, all features seen in the mature wing scales
are present at this stage.
Figure 2.3.8 shows the final stage of our time sequence, 80 hours postpupation. We see all features of a mature wing scale, very closely resembling
their final structure and scale. The only feature missing is the windows which
form between the crossribs.
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Figure 2.3.9: Surface texture on butterfly wing bristle in mature V. cardui.
Unlike the other images presented, this image was taken under low vacuum
environmental mode on an FEI Quanta 600 ESEM.
While not part of the formal presented timeline, Figure 2.3.9 showcases a
well-documented (Ghiradella, 2010) feature of some butterfly wings: bristles. As
mentioned in the introduction, butterfly wing scales are a particular specialization
of arthropod bristles, so it is not wholly surprising that bristles can be found on
butterfly wings, bearing very similar surface textures as the scales that have
been the primary focus of our discussion. These highly patterned bristles further
emphasize the parallel between bristle development and wing development.
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Somewhat expectedly, our findings indicate that the various hierarchies of
structure seen in mature V. cardui wing scales develop in descending order of
feature size, beginning with the dominant longitudinal ridges. These ridges
appear to develop continuously from isotropic buckling that is present from very
early on in the scale-forming cell growth, before the scale has even reached its
final dimensions. This buckling coarsens and aligns over the course of the next
24 hours. Lamellae superimposed the ridges seem to develop much more
rapidly, going from absent to nearly fully developed over the span of
approximately 8 hours. Microribs and crossribs are the next features to develop,
with microribs appearing on a seemingly similar timescale to the appearance of
lamellae. Crossribs, on the other hand, appear to have an intermediate stage of
striping between ridges that does not resemble the final parallel pattern, but
rather is more evocative of a coarsening hexagonal mesh. It is therefore
reasonable to imagine that a hexagonal network could initially emerge before
growing to the ridge boundaries, becoming frustrated because the crossrib
wavelength in mature painted lady wing scales is on the same order as the
spacing between ridges, and before settling into a more favorable phase of
parallel striping. It is known that, at small length scales relative to local order,
tight boundary conditions can dominate the eventual equilibrium states, thus
potentially explaining the emergence of parallel striping observed.
Throughout this analysis, the discussion of potential pattern formation via
surface buckling included the caveat that, because SEM samples require the
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previously-discussed thorough drying, that the wrinkling observed in Figures
2.3.3 and 2.3.4 may be an artifact of that process, rather than reflective of the
developing scale in vivo. To investigate this possibility, developing wing scales
were imaged under low vacuum environmental mode on an FEI Quanta 600
ESEM. Environmental SEM (ESEM) involved both a lower vacuum and a water
vapor source, so that biological samples may be observed without critical point
drying. While a full time series was not completed under ESEM, Figure 2.3.10
shows two images of wing scales at a similar stage in development as seen in
Figure 2.3.3, showing almost identical surface wrinkling. This suggests that the
wrinkling observed throughout this time series is not an artifact of the drying
procedure, but rather an accurate reflection of the real surface texture of
developing wing scales.

Figure 2.3.10: 82 hours post-pupation for lab-raised V. cardui. This sample
was not subject to critical point drying before being imaged under ESEM, yet
shows extremely similar surface wrinkling to those samples which were
critically point dried.
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Throughout this investigation, there is a level of uncertainty as to the
nature of the material being imaged. It is known that, during lepidopteran wing
scale development, cuticle is secreted by the cell which forms the mature wing
scale structure (Greenstein, 1972). As this series of SEM images provides
predominantly edge contrast, and the sample is sputter coated before imaging,
identification of tissue type is nearly impossible without additional special
treatments (Makita & Sandborn, 1971). It is therefore unclear what the behavior
and timing of newly secreted cuticular material is in these images. We seek to
address some of this uncertainty by comparison with TEM results.
TEM Images
TEM allows transverse visualization of the wing scales during
development, providing an additional opportunity to observe correlated structures
inside the cell with the surface aspect visible in SEM. We will discuss the
appearance of a few notable features in the context of both the previouslyestablished developmental timeline and current literature on wing scale
development.
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Figure 2.3.11: Mature wing scale TEM in Morpho (left, Potyrailo, et al., 2007)
and C. rubi (right, Ghiradella & Radigan, 1976). In both images, “R” denotes
the longitudingal ridges on the mature scale. The Morpho scale’s dominant
feature is its dense lamellae, whereas the C. rubi scale has relatively few
lamellae, but dense gyroid in the scale body.
Figure 2.3.11 shows two TEM images from the literature (Potyrailo, et al.,
2007; Ghiradella & Radigan, 1976) of transverse sections of mature wing scales,
which can serve as something of a baseline for what the anticipated final
structure could look like. As previously discussed, the wing scales of different
species accentuate different features, and the examples presented in Figure
2.3.11 showcase fairly opposite ends of the spectrum. Given the density of
lamellae seen in V. cardui SEM, we may expect the ridges to more closely
resemble the C. rubi scale. Note in both scales the lack of any visible intercellular
material. This is because, by the time scales reach full maturity, the scaleforming cells have retracted back into the wing tissue socket, leaving the
extracellular cuticle behind (Ghiradella, 1991).
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Figure 2.3.12: Light microscopy of 1 µm sections of lab-raised V. cardui wing
tissue, stained with methylene blue. The main central body is the bulk wing
tissue itself, while the disconnected segments surrounding it are the stacked
developing wing scales. Top left shows the wing tissue 64 hours post-pupation.
Note the significant number of overlapping scales seen in a given section. Top
right and bottom show the wing tissue 5 days post-pupation. Note the increased
order in the arrangement of wing scales and the development of ridges on the
scale surfaces. This figure acts as a large-scale presentation of the wing tissue
at different stages in development, which can be used to contextualize the
figures later in this chapter.
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Figure 2.3.13: Microtubules and microfibrils in the developing wing scales
of V. cardui. Note the bundles of dense material (~200 nm in diameter)
spaced periodically along the surface of the developing scales. These
structures are present when the scale is largely smooth (top left) and
maintain even periodicity with the plasma membrane undulations as the
surface becomes buckled (top right, bottom left, bottom right).
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Figure 2.3.13 shows TEM images of butterfly wing scales early in their
development. Due to seasonal differences in pupation rate, clock time is a poor
metric to compare between different data sets and we instead will establish
points of comparison by the length scales of certain developing structures. As
these scales are approximately 20 µm wide, we estimate that the corresponding
surface texture resembles that seen in the 48 hour stage from the previous
section (Figure 2.3.4). In all images, we see dark, electron-dense bundles,
approximately, spaced periodically along the edge of the developing scale,
separated by a distance of the same order as the wavelength of the membrane
undulations. Previous research suggests that these bundles are cytoskeletal
components which stiffen and potentially generate force in the growth of the cell
(Overton, 1966; Dinwiddie, et al., 2014). As can be seen in the top left image,
these structures and their periodic separation seem to exist before the
membrane buckling seen in the other images, suggesting that their presence
contributes to the formation of the membrane fluctuations. Comparison with the
previously-discussed SEM images leads us to hypothesize that the undulations
seen in the membrane in Figure 2.3.13 will eventually become the ridges of the
mature wing scale.
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Figure 2.3.14: Extracellular material in the developing wing scales of V. cardui.
In the top images, there has been little substantial ridge development, but the
plasma membrane curvature matches that of the secreted procuticle. The
bottom images show much more significant ridge formation and the plasma
membrane continuing to reflect the same geometry as that of the extracellular
material.
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TEM images are interpreted by identifying the plasma membrane, a
feature with a thickness of ~2 nm that can be near the resolution limit of the
images. However, published images of butterfly wing scale development
(Ghiradella, 1994) and insect embryonic development (Konopová & Zrzavý,
2005) show similar features to those seen in Figure 2.3.14, and similarly identify
the faint line (indicated by red arrows) as the plasma membrane and the thicker
line in the top images as nascent extracellular cuticle material. Furthermore,
studies in developing plant tissue (Heide-Jørgensen, 1991) show that
extracellular procuticle has a high osmium affinity when initially secreted. It is
also known that insect cuticle and plant cuticle are compositionally similar
(Hadley, 1981), further supporting the interpretation that the thicker line observed
around the developing wing scales is in fact secreted procuticle. The bottom
images show a later stage in development, during which the ridges are much
more defined and the plasma membrane extends into the developing ridge, at
least to some extent. At this stage, no lamellae development is observed, which
suggests that the corresponding surface texture is pictured in Figure 2.3.5.
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Figure 2.3.15: Lamellae formation in the developing wing scales of V.
cardui. We observe the formation of small undulations on the ventral side
of the wing scale and on either side of the ridge (top). Note the
substantially more developed extracellular cuticle, where lamellae have
become visible (indicated in purple; bottom). The plasma membrane
identified before is still observed, substantially below the maximum
extension of the ridge.
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Figure 2.3.15 shows scales after substantial development of cuticle
structure has already taken place. The top images are from roughly the same
time point as Figures 2.3.6 and 2.3.7. The bottom image is from a near-mature
wing scale. As in Figure 2.3.14, the plasma membrane is noted to be contained
within the extracellular cuticle, and does not reflect the shape of the newlyformed lamellae (marked by the purple arrows in the bottom image). Given the
presence of the plasma membrane and significant disordered material still visible
within the scale cell, it is likely that the observed pattern has not reached its final
shape.
In order to draw meaningful conclusions from the TEM data set, we would
ideally have more samples taken at time points which can more closely be
matched to the presented SEM data, thereby providing a complete timescale of
both surface texture, membrane activity, and pattern development. With the data
we have collected, it seems to be the case that the vast majority of the surfaces
observed in the SEM data set are procuticle and eventually cured cuticle, rather
than plasma membrane. The observations we can make from our dataset show a
cellular developmental process that is broadly consistent with that recently
described for pollen grains (Radja, et al., 2019). Recent work investigating the
development of pollen grain patterning has indicated that most of the patterns
observed on mature pollen grains may be caused by the mechanical coupling of
a phase separation of secreted extracellular material with buckling of the plasma
membrane of the underlying cell (Radja, et al., 2019). More generally, given that
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insect cuticle is a similarly complex mixture of biomaterials that must selforganize in the extracellular space apart from cellular metabolism, it is plausible
that similar phase-separation processes are at work in this system as well.
Developing insect cuticle has been speculated to be capable of self-organization
(Moussian, 2010), lending credence to the suggestion. In the next section, we
investigate this system using numerical simulation to assess whether a coupled
phase-separation process could potentially generate the patterns observed on
butterfly bristles and wing scales.
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3 Swift-Hohenberg Patterns on Cones
3.1 Introduction
Recent research into another regularly patterned biological cell type, the
surface texture of pollen grains, has provided a potential explanation for the
origin of such patterning. When viewed with an electron microscope, the surface
texture of pollen grains bears a striking resemblance to that of butterfly wing
scales. Pollen exhibits a library of observed patterns, ranging from spikes, to
striping, to foam-like patterns, which resembles many of the features of butterfly
wing scales. It has been shown that one can reproduce much of the library of
possible pollen patterns by simply considering how the primexine could phase
separate when confined, and therefore mechanically coupled, to the surface of
an elastic spherical shell, i.e. the cell membrane (Radja, et al., 2019). The
process of pollen development is well-documented, and essentially consists of
the cells secreting a complicated mix of polysaccharides (the so-called
primexine), which eventually forms part of the pollen grain cell wall. Still, pollen
grains and butterfly wing scales are very different evolutionarily, calling into
question why we might expect the observed patterns to form from similar
mechanics. Furthermore, the development of butterfly wing scales is less welldocumented than pollen development, so it is unknown whether a key patternforming aspect of this phenomenon in pollen development (the secretion of some
phase separating material) is present in wing scale development as well.
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As a test case, we used a cell type with a similar array of patterns, but a
simpler underlying cell geometry: insect setae, also called bristles. Bristles are
found throughout the phylum arthropoda, and display an array of surface patterns
resembling those found on pollen grains; butterfly wing scales are ultimately a
specialized type of bristle cell (Ghiradella & Butler, 2009). It is also known that
rough biochemical process which occurs in the development of insect bristles
(Hackman, 1974) is very similar to the analogous process pollen grains
(Blackmore, 2007): a complex mix of lipids and polysaccharides polymerize and
harden. Therefore, we hypothesize that the same fundamental process may be
at play in the development the of patterns on both. The fundamental ingredients
of an inherently phase-unstable polysaccharide material secreted to the
extracellular space while in mechanical confinement during molting are present in
the insect system, as in the pollen system. Therefore, we have strong reason to
believe that the biophysical ingredients that allow for pattern formation in the
pollen system are also present in the insect bristle system.

𝜕𝜓
= 𝜀𝜓 − (𝛻 * + 1)* 𝜓 + 𝑔𝜓 * − 𝜓 .
𝜕𝑡
The numerical study of pattern formation requires an equation that
describes the process underlying the formation of those patterns. In our case, we
consider the Swift-Hohenberg (SH) equation, a fourth-order differential equation
(shown above) for which the equilibrium states are patterned. Here, 𝜓 is some
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order parameter (one might think of this as concentration or thickness of the
secreted material) that describes the evolution of the pattern. The parameter 𝜀
roughly corresponds to the willingness of the pre-chitin material to phase
separate (some function of its chemical composition, as well as external
parameters like environmental temperature), and the parameter 𝑔 controls the
relative strength of the quadratic, symmetry breaking term. The SH equation
describes the pattern-forming behavior of many systems inside and outside of
biology. For example, in the study of Reyleigh-Bénard convection in nonBoussinesq fluids, 𝜀 is the reduced Rayleigh coefficient and 𝑔 is a measurement
of the strength of non-Boussinesq effects (Boyer & Mondragón-Palomino, 2018).
In this system, the precise physical or biochemical interpretation of the 𝜀 and 𝑔 is
not precisely known. The real physical mechanics at play are such that the
competition between chemical phase separation and membrane bending rigidity
prescribes a characteristic pattern wavelength (Lavrentovich, et al., 2016). The
equation parameters 𝜀 and 𝑔 are then functions of the relevant material and
biochemical properties of the system and this characteristic wavelength, such
that the simulated wavelength is normalized to unity and 𝜀 and 𝑔 are
dimensionless.
The steady-state solutions of the Swift-Hohenberg equation on a flat,
infinite sheet, are known to be either parallel stripes (so-called “rolls”) or
hexagonally close packed spheres (i.e. a hexagonal mesh) (Hohenberg & Swift,
1987). A recent study of pollen showed some of the patterns that emerge on
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spherical geometries (in this case, an array of patterns) emerge from the
accommodation of defects that result from wrapping hexagons or stripes on a
sphere (Radja, et al., 2019). The nature of the steady states that emerge in other,
non-planar, non-spherical geometries are not known. Given our interest in insect
bristles, we will seek to model the solutions to the SH equation on the surface of
narrow cones. We seek a numerical solution via finite difference analysis, a
computational technique whereby continuous derivatives are approximated using
differences between points on a mesh grid. In this way, an initial state can be
evolved through time in accordance with a particular differential equation. Using
this technique, we can find the steady-state solutions to the Swift-Hohenberg
equation on a wide array of non-planar geometries; we use cones as the simplest
geometry resembling an insect bristle cell.
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3.2 Methods
Mesh Description
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= 𝜀𝜓 − ∇* + 1 * 𝜓 + 𝑔𝜓 * − 𝜓 .

(1)

Figure 3.2.1: Conical coordinates and the discretized conical
mesh.

In order to discretize the Swift-Hohenberg (SH) equation (Equation 1) on
the surface of a cone, we first need the continuous expression for the spatial
derivatives in conical coordinates. We consider these coordinates to be 𝑟 and 𝜃,
the polar angle, where 𝛼, the azimuthal angle, is fixed by the size of cone being
simulated. Both 𝑟 and 𝜃 were discretized to form a normal mesh spanning the
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surface of the cone. This schematic is shown in Figure 3.2.1. Equation 2 shows
the notation for our order parameter 𝜓 at discrete mesh points.

@
𝜓 𝑟, 𝜃, 𝑡 → 𝜓 𝑖∆𝑟, 𝑗∆𝜃, 𝑛∆𝑡 = 𝜓>,?

(2)

Discrete Approximations
The discrete approximation for the time derivative in the SH equation is
taken in the method of Sánchez Pérez-Moreno (Sánchez Pérez-Moreno, et al.,
2014), with a small correction to the n-1 term (Equation 3).
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The nonlinear terms from the SH were similarly taken from Sánchez PérezMoreno (Sánchez Pérez-Moreno, et al., 2014), and are shown explicitly in
Equation 4.

𝑔𝜓 * − 𝜓 . ≈ 2𝑔 𝜓>,@FM
?

*

− 2 𝜓>,@FM
?

.

− 𝑔 𝜓>,@F*
?

*

+ (𝜓>,@F*
).
?

(4)

It is important to note that the nonlinear terms are written entirely in terms of
values from past time steps, meaning that our eventual final discretization can be
written as a linear matrix-vector multiplication.
Deriving the discretized Laplacian and ∇G terms requires first deriving
the continuous expression for the Laplacian on a conical surface, which can be
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done by considering the metric tensor for a cone (Equation 5) and the general
equation for the Laplacian in terms of the metric (Equation 6).
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Combining Equations 5 and 6 yields Equation 7.
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Let us suppose that the Laplacian at a given mesh point can be
written as a linear combination of the values for 𝜓 at adjacent mesh points. We
select 𝑁 nearest neighbors to include in the summation, where 𝑐> is the stencil
coefficient of the 𝑖 4X neighbor and 𝑖 = 0 corresponds to the central point
(Equation 8). We then perform a Taylor series out to 𝑁 terms and match the
appropriate coefficients with their corresponding terms in the continuous conical
Laplacian (Equation 9). For our simulation, we selected 𝑁 = 8, corresponding to
the eight immediately adjacent points on our lattice. We will therefore seek nine
stencil coefficients, corresponding to the central point and its immediately
surrounding lattice points.

∇* 𝜓 𝑟, 𝜃 ≈

Z
>[" 𝑐> 𝜓
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(8)
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Now by matching terms in the continuous conical Laplacian with the sums of their
Taylor coefficients and by changing the continuous differences in the Taylor
expansion for discrete differences between neighboring mesh points, we can
calculate the stencil coefficients for the discrete Laplacian operator (Equation
10).
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(10)

The ∇G stencil is then created by weighting each neighbor’s Laplacian stencil by
the corresponding coefficient in the main Laplacian stencil.
Simulation Details
The full, discrete SH equation was then formulated as a single matrixvector multiplication of the form 𝐴𝜓 = 𝑏, where 𝑏 is a function of previous timesteps and the matrix 𝐴 represents all combined stencil coefficients for the linear
terms and spatial derivatives. Two initial conditions (corresponding to 𝑛 = −1, −2)
were randomly generated vectors, populated with values between ±5×10F` and
the simulation was carried out for 300 time steps, with ∆𝑡 = 0.05 steps. Where
needed, successive over-relaxation was used to manage instability, with
relaxation factor 𝜔 = 1.3.

48

3.3 Results and Discussion
Results
Figure 3.3.1 shows the phase diagram for the SH equation on a flat
surface, for which the possible solutions are everted hexagons, inverted
hexagons, or stripes. We fully explored this same SH parameter space on a
conical surface with cone opening angles ranging from 15˚ to 5˚. This angular
range encapsulates many of the bristle angles found in literature. These results
are shown in Figures 3.3.2-3.3.5. For all figures, the differences in color scale are
due to random variation in initial conditions.

Figure 3.3.1: Phase Diagram for the Swift Hohenberg equation on a
planar surface.
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Figure 3.3.2a: Partial phase diagram for a 15˚ cone, for 𝜀 = [0,1] and 𝑔 = [0,1].
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Figure 3.3.2b: Partial phase diagram for a 15˚ cone, for 𝜀 = [0,1] and 𝑔 = [−1,0].
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Figure 3.3.3a: Partial phase diagram for a 10˚ cone, for 𝜀 = [0,1] and 𝑔 = [0,1].
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Figure 3.3.3b: Partial phase diagram for a 10˚ cone, for 𝜀 = [0,1] and 𝑔 = [−1,0].
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Figure 3.3.4a: Partial phase diagram for a 8˚ cone, for 𝜀 = [0,1] and 𝑔 = [0, 1].
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Figure 3.3.4b: Partial phase diagram for a 8˚ cone, for 𝜀 = [0,1] and 𝑔 = [−1,0].

55

Figure 3.3.5a: Partial phase diagram for a 5˚ cone, for 𝜀 = [0,1] and 𝑔 = [0,1].
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Figure 3.3.5b: Partial phase diagram for a 5˚ cone, for 𝜀 = [0,1] and 𝑔 = [−1,0].
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Across all cones of all opening angle, shown in Figures 3.3.2-3.3.5, we
observed generally two regions on each cone: a region of transverse, concentric
stripes near the cone tip, and a region of hexagons or anisotropic striping closer
to the cone base. The boundary between these two regions is not always
obvious and there seems to be some dependence between the location of this
boundary and the cone angle and equation parameters. We discuss both regions
in detail below. The region of the phase space near 𝜀 = 0 represents the
unpatterned region of the phase space, and presumably represents the
occurrence of smooth, featureless cuticle in the biological system.
Near Base
In general, departures from the planar case of the SH equation when it is
instantiated on a cone will arise from the topological interaction of patterning
elements on the 3D geometry. As the patterning elements of stripes and
hexagons on a plane interact on the cone, topological defects will arise; the
prevalence of defects for a given set of parameters can potentially dominate the
overall pattern. For all cones of all angles, patterning near the base resembled
the expected solutions of the SH equation on a flat sheet, which is to say
hexagons (inverted and otherwise) or stripes.
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Figure 3.3.6: Selected plots highlighting various states of striping
seen in the simulation. Cone angles from left to right are 15˚, 10˚
and 8˚.
On cones dominated by hexagons, the pattern was generally very regular
over the whole cone, fairly uniformly covering the whole region of the cone from
the base to the region of concentric striping near the tip. Cones dominated by
striping had much less uniform patterning over the surface of any single cone,
with the most common pattern being a mix of longitudinal and latitudinal stripes.
These cones had patches of shorter-range collective order, like the longitudinal
striping seen near the base of the plot for 𝜀 = 0.6, 𝑔 = 0.2 in Figure 3.3.2a or the
transverse striping seen in the plot for 𝜀 = 0.4, 𝑔 = 0.4 in Figure 3.3.3a (both
highlighted in Figure 3.3.6). In the vast majority of cases, these patches are
somewhat small and the bulk of the pattern is some mixing of longitudinal and
transverse striping. As cone angle decreases, this region seems to become
dominated with transverse (though not necessarily concentric) striping (see
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Figure 3.3.5). Patterns of long-range longitudinal striping are comparatively more
common on wider cones (see Figure 3.3.2). Close to the phase boundary
between hexagons and striping, there are some cones showing mixed states of
hexagons and stripes, as seen in the plot for 𝜀 = 0.4, 𝑔 = −1.0 in Figure 3.3.4b
(also highlighted in Figure 3.3.6).
Near Tip
For most cones in Figures 3.3.2-3.3.5, there is a region of transverse
striping close to the cone tip. In Figures 3.3.2 and 3.3.3 (cone opening angles of
15˚ and 10˚ respectively), the transverse stripes take the form of concentric
circles around the tip. This domain continues down the cone until some transition
radius, whereupon the pattern changes to hexagons or differently-oriented
stripes (as discussed above). This transition radius seems to decrease
significantly with increasing 𝜀 and decrease slightly with increasing 𝑔 . Figure
3.3.7 shows a series of tip-down views of selected 15˚ cones of various 𝜀 and 𝑔
which showcase both the concentric striping and the decreasing of threshold
radius with increasing equation parameters.
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Figure 3.3.7: Tip-down view of 15˚ cones, showing the region of concentric
circles around the tip and the dependence between the size of that and the
equation parameters 𝜀 and 𝑔.
Helical Striping
For narrower cones, this region showed the emergence of regions of
helical striping near the cone tip for some parameters (one such example is
shown in the center plot of Figure 3.3.8). It seems that these helical stripes can
occupy the region between the two more distinct regions of concentric striping
and bulk hexagons/mixed striping present on wider cones. In fact, there are
helical sections on some narrower cones which can be found much closer to the
tip than might otherwise be expected, indicating that regions near the tip in which
only concentric striping could form in wider cones seem to also allow for the
formation of helical striping in narrow cones. In general, narrower cones show a
much higher propensity for transverse striping across the entire cone surface
than wider cones do, making analysis of a threshold radius challenging because
any division between a “near tip” region and a “near base” region is much less
apparent. Figure 3.3.8 shows a series of tip-down views of selected 5˚ cones,
which show cones with regions of concentric striping towards around the tip (for
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both large and small 𝜀 and 𝑔 ), cones with helical striping in the near tip region,
and cones with of helical striping in the near base region.

Figure 3.3.8: Tip-down view of 5˚ cones showing regions of concentric
striping near the tip (left, right) as was seen in Figure 3.3.7, as well as helical
striping near the tip (center) not seen in wider cones. All plots also show
larger patches of helical striping at considerably larger radii than were seen
on wider cones.
Discussion
There are a number of noteworthy trends seen in Figures 3.3.2-3.3.5.
Most immediately, we see the two canonical solutions to the SH equation on a
flat plane expressed in various regions of phase space for all cone opening
angles. There is significant variation in the nature of the striped phase as it wraps
a conical geometry, with some stripes being concentric near the cone tip, some
being longitudinal down the cone length, and some displaying little long-range
pattern. This lack of order is not entirely unexpected, however, as equilibrium
states of the planar case display a similar lack of order (Cross & Hohenberg,
1993; Abbaszadeh, et al., 2019). Considering the planar phase boundaries
shown in Figure 3.3.1, we see that the conical phase boundary between
hexagons and stripes follows a similar pattern, except that it is stretched in the 𝑔
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dimension. Note, for example, that in Figure 3.3.1, for sufficiently large positive or
negative 𝑔, hexagons and inverted hexagons may be found for any value of 𝜀 in
the given range. For any angle of cone, hexagons of any kind are not seen for
𝜀 > 0.4. This is very likely not fundamental to the SH equation on cones, but
rather due to the lengths of cone that we simulated. As cone height increases,
even for extremely narrow cones, the radius of curvature at the base of the cone
approaches infinity (i.e. the well-characterized flat case). Put another way, as we
travel down a cone, away from its tip, the ratio of radius to pattern wavelength
(fixed in this simulation) increases. Far enough down any cone, we would expect
that ratio to be so great that we recover the results from the flat case. In general,
the aspect ratios found on various types of insect bristles range from midway
down our simulated cones to beyond the base. We also observe that bristles
tend to be a shape intermediate between a cone and a cylinder, with a pointed tip
but a relatively constant radius down the shaft of the bristle. Therefore, for this
discussion, we focus less on direct matching between our simulation and real
bristles and more on examining the limiting ranges of 𝛼, 𝜀, and 𝑔 for which
various pattern types are found in our simulation and contextualizing real images
of patterned bristles within those ranges.
When comparing the results of our simulation to biology, the most
meaningful parameter for comparison seems to be the pattern wavelength
relative to the cone radius. In a similar study on pollen pattern formation, Radja
and colleagues found that fluctuations in the concentration of extracellular
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material (which give rise to final mature patterns) are coupled to undulations in
the plasma membrane of the cell. This coupling means that there is a minimum
wavelength allowable in nature due to the mechanical properties of plasma
membranes (Radja, et al., 2019). As our simulation contains no physical
constants and thus no real spatial scale, we seek a dimensionless parameter to
quantify the relationship between the pattern’s

Angle

𝑙"

wavelength and the cone circumference at the point

15˚

21.3

of the pattern. We will follow Radja and colleagues

10˚

17.4

8˚

15.6

5˚

12.4

in calling this quantity 𝑙" and defining it as the
model cell circumference divided by the pattern
wavelength. This parameter will serve as a means

Table 3.3.1: 𝑙" values at
bases of simulated
cones.

of comparing bristles in nature to simulation results,
where the bristle angle prescribes the appropriate cone angle and the 𝑙" value
prescribes how far up or down the cone we are examining a simulated cone for
comparison to nature. The maximum 𝑙" that was within the bounds of our
simulation results (i.e. 𝑙" at the base of each cone) is given in Table 3.3.1. What
follows is a discussion of three common patterns found in insect bristles,
hexagons, longitudinal striping, and helical striping, and whether the predicted
parameter space of those patterns in simulation contains the real bristles on
which those patterns are found in nature (at least to the extent that this is
possible without biochemical interpretations of 𝜀 and 𝑔).
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Hexagons
A
1

A
2

B
2

B
1

Figure 3.3.9: Comparison between SEM images of hexagonally-patterned
insect bristles (Fu, et al., 2012) and simulation results for two different cone
angles (~4˚ for A, 10˚ for B). Note also that similar defects (which are
necessary to cover a conical surface without changing the pattern’s
wavelength) are present in all images.
There are numerous examples in insect bristle literature of hexagonal
patterning on insect bristles (Fu, et al., 2012; Yi, et al., 2016). This pattern was
one of the most frequent features of the phase space of our simulation, showing
up on all cone angles for plots of sufficiently high 𝑔 and low 𝜀. As hexagons are
also a major feature of the planar solution for the SH equation (and thus the
expected high radius limit for the conical case), it stands to reason that, were any
of the cones displaying a hexagonal pattern elongated arbitrarily, we would
expect to continue seeing the same pattern seen in our simulation data on the
entire surface of the cone. Put another way, our data suggest that, above some
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𝑙" threshold (i.e. far enough away from the cone’s tip), there will always be a
suitable set of equation parameters that allow for inverted or everted hexagons.
In our simulations, that threshold 𝑙" ranges from 3.8 (5˚, 𝑔 = 1.0, 𝜀 = 0.2) to 10.5
(15˚, 𝑔 = 0.6, 𝜀 = 0.2). Our simulation therefore predicts that on cones less than
15˚, far enough from the cone’s tip that the ratio of the cone circumference to
pattern wavelength is greater than 10.5, hexagonal patterning can emerge that is
purely the result of a phase transition of extracellular material.
A brief survey of published insect bristle SEM shows that there are many
occurrences that fall well within this regime. A paper by Fu (Fu, et al., 2012),
shows images of bristles with a ~3˚taper, with 𝑙" values ranging from 13 to 19, all
well above the 3.8-7.8 cutoff range for similarly-scaled cones in our simulation. In
that same paper, they present another hexagonally-patterned bristle with a ~10˚
taper with an with 𝑙" value of approximately 36.5, once again well-above the
predicted 𝑙" threshold range on 10˚ cones from our simulation of 8.1-10.3. Figure
11 shows the SEM images discussed alongside simulation results for cones of
similar angle. Figure 3.3.9 also shows that pattern defects found in nature (a
necessary feature of a hexagonal mesh of fixed wavelength on a surface with
changing curvature) are also represented in our simulation.
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Longitudinal Striping

Figure 3.3.10: Comparison between SEM images of longitudinally striped
insect bristles (Top Left: Wang, et al., 2019; Bottom Left: da Silva, et al.,
2019) and simulation results showing patches of similar patterning. 𝑙" for
both SEM images is ~16. 𝑙" for the bases of the simulation cones are 21.3
(Top Center), 17.4 (Bottom Center), and 15.6 (Right).
Longitudinal striping seems to be one of the most common patterns seen
on insect bristles in nature. However, long range, regular longitudinal striping is
relatively rare in our simulated phase space. While patches of local longitudinal
striping can be found on most cone angles that were simulated, they lack the
long range order that is seen on many bristles in nature. Figure 3.3.10 shows a
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comparison of longitudinal striping on insect bristles alongside a few notable
examples from our simulation. It is worth recognizing that most examples of
longitudinal striping in the simulation data are found close to the base of the
cones and are more common on wider cones, potentially indicating that
longitudinal striping generally only appears in simulation for 𝑙" values which are
at the high end of the range of 𝑙" values captured in these plots.
A brief survey of insect bristle SEM images featuring longitudinal striping
show that the typical range of 𝑙" values seen in nature is between 12 and 40 and
generally occurs on very narrow cones (in a survey of bristle literature, the widest
striped bristle had an opening of 10˚, with most less than 5˚). This combination of
small angle and large 𝑙" was not well-explored by our simulation due to
computational runtime constraints, though we predict that longer cones would
display long range longitudinal striping in regions where the 𝑙" value falls more
squarely within the range of such patterns in nature.
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Helical Striping

Figure 3.3.11: Comparison between a helically striped SEM image (Wang,
et al., 2019) and a simulation result for a 5˚ cone showing helical striping.
The 𝑙" value in the SEM image is approximately 7 and 𝑙" at the base of the
simulated cone is 12.4. Similar defects (one stripe branching into two) are
circled in red.

Helical striping was largely absent from all but the narrowest cones
simulated, save for a few small regions. The 5˚ cones however showed multiple
cones with large sections on helical striping both near and far from the tip. We
obsreve that, for narrow-enough cone angles, helical striping is associated with
very small 𝑙" values (the center plot in Figure 3.3.8 showing one such example,
where helical striping begins ~2 wavelengths from the cone’s tip), and persists up
to 𝑙" ≈ 10. Helical striping may be possible for even greater value of 𝑙" on narrow
cones, but that space was not meaningfully explored. Our results suggest that
helical striping requires very narrow cones and can exist at arbitrarily small 𝑙"
values (meaningfully smaller than hexagons or longitudinal striping) but may also
be found up to and beyond 𝑙" ≈ 10. Figure 3.3.11 shows an SEM image from
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Wang (Wang, et al., 2019) showing helical striping, as well as an example from
our simulation showing an especially large region of helical striping and a tipdown view of that same cone.
While the striping on the SEM image in Figure 3.3.11 has some
meaningful features that are not captured by the simulation (changing angle of
striping and overall bristle curve), the exceptionally low 𝑙" value is represented,
as is the notable defect in the striping pattern.

3.4 Conclusion
There are a few features of real biological bristle geometry that are not
captured by our simulation. Firstly, as previously discussed, there are ranges of
𝑙" that are explored in nature but are not spanned by the size of our simulated
cones, as well as smaller angles of cone than are simulated in our investigation.
Secondly, our simulation assumes the cone surface is does not grow during the
pattern coarsening process, which may not be the case in nature. Butterfly wing
scales have been shown to increase in length during the extracellular pattern
formation process (Dinwiddie, et al., 2014), which may be the case for bristle
development as well. This could change the material properties of the membrane
during any extracellular phase separation, leading to the production of patterns
not produced by the current version of our simulation. Finally, there is an obvious
geometric discrepancy, as bristles in nature are not perfect cones. Indeed in
many situations, they are closer to cylinders, which could allow for the formation
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of the large scale order that is found in nature but not recapitulated by our current
simulation.
Simulation

Literature

Observed
Angles

Minimum
Observed
𝑙"

Maximum
Observed
𝑙"

Observed
Angles

Minimum
Observed
𝑙"

Maximum
Observed
𝑙"

Hexagons

15˚
10˚
8˚
5˚

10
7
6
4

21+
17+
16+
12+

1.5˚ to
10˚

13

36

Longitudinal
Stripes

15˚
10˚
8˚

15
14
13

21+
17+
16+

1.3˚ to
10˚

12

40

Helical
Stripes

5˚

0

12+

0.5˚ to
2.5˚

7

30

Table 3.4.1: Cone angles and 𝑙" values for which discussed patterns are
observed in simulation and in literature. The maximum observed 𝑙" values in
simulation are marked with a “+” to indicate that the patterns are observed at
the cone base, meaning they may continue to higher 𝑙" values if the cone were
elongated.
Though our simulation cannot perfectly replicate all of the patterns found
on bristles in nature, it can generate some natural patterns globally and others
locally, giving creedence to the hypothesis that some of the patterning found on
insect bristles arises from phase transition of extracellular material coupled to the
mechanics of an underlying membrane. We find that biological patterns are often
in and beyond the wide cone limit of 𝑙" , where the dominant equilibrium states
closely resemble those found in the planar case. However, 𝑙" ranges and angle
restrictions seen in simulation for the three pattern types discussed are
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congruent with SEM images of insect bristles which bear those same patterns.
These findings are summarized in Table 3.4.1.
Another relevant finding presented in Table 3.4.1 is that the 𝑙" range for
these patterns in literature extends above that of most of the species of pollen
discussed by Radja and colleagues (Radja, et al., 2019). A key feature of their
findings were that some patterns were heavily defect-dominated due to the
constrained nature of a comparitively low 𝑙" on a sphere. Due to the
comparatively large 𝑙" observed in many natural bristle patterns, and the
geometric fact that cones are primarily confined only along one dimension, not
two, there seem to be few cases where a long-range pattern is dominated by the
presence of a few defects.
For all patterns, the observed parameter (angle and 𝑙" ) ranges
documented in literature are either within the ranges found in our simulation or
are extended outside the current range of our data set. In other words, we find no
examples in literature which are explicitly incongruous with the results of our
simulation.
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4 Reliability of Split-MEGS
4.1 Introduction
Research into student learning in the physical sciences has produced
numerous diagnostic instruments to assess some of the many factors which
contribute to student understanding. These factors range from knowledge
acquisition, to problem solving techniques, to student attitudes about science
(McDermott & Redish, 1999). Perhaps the most popular physics education
instrument of this kind is the Force Concept Inventory (FCI), which seeks to “help
teachers probe and assess the commonsense beliefs of their students” by asking
a series of questions about various topics in Newtonian mechanics (Hestenes,
1992). Comparatively fewer instruments have been developed to investigate
more nuanced elements of students’ learning and understanding of physics.
Among them, and of chief interest to this investigation, is the Math Epistemic
Games Survey (MEGS).
Designed by the Physics Education Research Group at the University of
Maryland, the MEGS is “a 30-question, multiple-choice concept inventory of
mathematical questions set in the context of sensemaking, especially for physics
for the life sciences” (Eichenlaub, 2018). It was designed as a tool to assess the
students’ use of a few select problem-solving strategies (so-called “epistemic
games”) that one might typically associate with “thinking like a physicist”.
Specifically, the MEGS questions seek to examine if and how students consider
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extreme cases of a given problem, consider dimensional/scaling analysis,
accurately estimate relatable real-life quantities, and map variables in equations
to physical concepts. In this way, the MEGS was designed to specifically
measure how students understand and approach problems, rather than
measuring content knowledge. Like the FCI, the intention was to develop a tool
which could be administered as a pretest and a posttest at the beginning and end
of a semester to assess changes in student utilization of the aforementioned
problem solving strategies.
In the development of diagnostic tools like the MEGS or the FCI, it is
critical to assess their reliability and validity. Essentially, this means confirming
that the instrument reliably produces the same result when given to the same
student (i.e. the instrument is accurately capturing something real and can do
some consistently) and that the stated purpose of the survey is valid, that
whatever the survey is capturing is what it claims to be testing. There are a
variety of standard ways to measure an instrument's performance, many of which
were part of the original design of the MEGS. Generally speaking, these methods
involve statistical analysis of initial student data to examine things like question
difficulty, the degree to which a given response discriminates between high and
low achieving students, and more generally, internal consistency between survey
questions (Eichenlaub, 2018).
One difficulty that was identified in the development of the MEGS is that
students tend to remember questions from the pretest when it comes time to take
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the posttest. Another difficulty is that, compared to its peer surveys, the MEGS is
difficult. It takes a long time for students to complete (averaging about half an
hour) and requires substantial effort from the students, leading to student fatigue
and diminishing effort being very real obstacles to quality data collection. These
observations center around the idea that student performance is closely tied to
student effort, which may wane over the course of a long and challenging test
like the MEGS. The length of the MEGS can also make it challenging to
administer to students, as it takes a significant amount of class time or requires
significant out of class investment from students to administer. During MEGS
development, the idea of a shortened MEGS was briefly discussed to help
mediate some of these challenges, though no such shortening has thus far been
proposed.
In this project, we plan to pursue a division of the MEGS into two mutually
exclusive subtests, such that one can be used as a pretest and the other a
posttest. If successful, the split MEGS will eliminate any issues of pretestposttest recollection and halve the time required to administer, which we hope
will make the MEGS easier to administer and less draining for students (thereby
increasing student effort and improving the fidelity of the results). We will first
administer the full, unchanged MEGS v1.1 as originally published to attain a
baseline data set, which will be used to propose an appropriate split of test
questions. We will then administer the two resultant tests as a pretest and
posttest, and assess the resulting reliability of split administration.
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4.2 Methods
Full Administration
The MEGS was formulated as a Qualtrics project, with the question order
and wording exactly matching the most recent published version (Eichenlaub
2018). With the exception of multi-part questions, the test was formatted with one
question per page to allow recording of the time spent on each question.
With lead instructor permission, students in a subset of introductory
physics sections (PHYS101 and PHYS150) at the University of Pennsylvania
were given the opportunity to complete the MEGS in its entirety. Administration
took place in person, usually during the normal class period for the course, with
students being given 45 minutes to complete the test. The incentive to make the
effort to complete the full test varied between different courses (based on
individual instructor preference) but ranged from no incentive provided for
approximately 90% of students to an additional dropped homework grade for the
semester offered to the remaining 10%. No identifying information about the
participants was recorded or stored, though data from each section surveyed
was collected separately.
There was insignificant variation between the different sections and
courses that were surveyed, and so these data were simply aggregated together.
Responses were filtered to ensure that only genuine responses were considered.
This entailed discarding any individual test that answered the decoy question
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incorrectly, that selected “I don’t know” for more than 40% of questions, or that
left more than 40% of questions blank.
Factor Analysis
As the main performance metric for both pretests and posttests is
percentage of correct responses, the aggregate data were transformed into an
array of incorrect/correct responses to each question for each student (as
opposed to the particular response chosen for a given question). These data
were then filtered again to remove any question with greater than 95% or less
than 5% accuracy across all students. Following this, two tests were performed
to judge the data’s fitness for analysis via factor analysis. First, Bartlett’s test of
sphericity compared the correlation matrix to the identity matrix, essentially
computing a measure of how related or unrelated the data are. P-values less
than 0.05 indicate data that are well-suited to factor analysis. Second, a KaiserMeyer-Olkin measure of sampling adequacy was computed, to evaluate what
proportion of the data’s variance could be due to underlying factors. In the case
of the MEGS, we expect any underlying factors to have some connection with the
four principles around which the MEGS was designed. Proportions greater than
0.5 indicate that the data is well-suited to factor analysis.
An exploratory factor analysis was then performed using the Python
FactorAnalyzer package, using a promax rotation and principal factor extraction.
The number of factors to be used was determined by examining the associated
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scree plot and using factors with an eigenvalue greater than 1. The MEGS
questions were then sorted into whichever factor corresponded to their highest
loading.
Using the resultant factors to create two mutually exclusive subtests was
then a relatively simple process of dividing the given factors as evenly as
possible between the two subtests, keeping together multi-part questions, and
ensuring that subtest length, mean score, score variance, and time to complete
were as similar as possible between the two tests. In cases where there were
factors with an odd number of questions, investigators identified similar themes
among the remaining questions and split them between the subtests.
Split Test Administration
The split tests were administered the following semester to all students
enrolled in introductory physics laboratory courses at the University of
Pennsylvania (PHYS101, PHYS 102, PHYS 150, PHYS 151, and PHYS171).
The two subtests (called Test A and Test B) that were generated from the output
of the factor analysis described above were formulated as Qualtrics surveys just
as the full MEGS was, with original question order and grouping preserved. All
meta-questions from the full MEGS were included at the end of both subtests. All
eligible students were randomly split into two groups, one of which received Test
A as a pretest and Test B as a posttest (Group 1) and the other of whom
received the opposite order (Group 2). Each test was distributed via unique link
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so that participation could be tracked. The pretest was distributed three and a
half weeks into the semester (so as to minimize participation of students who
would eventually drop the course) and the posttest was distributed one week
before the last day of classes. Students were given approximately one week to
complete each test.
Completion of the survey was required for passing the laboratory section,
however responses were not analyzed until after the semester had concluded or
shared with any laboratory instructors except in aggregate. Students were given
the opportunity on the posttest to opt into or out of their responses being included
in a research study and/or publication. If a student opted out, their responses
were removed from both the pretest and posttest. All identifying information was
stripped from the data before any further analysis.
The same filtering that was applied to the full MEGS data (removal of
responses which answered the decoy question incorrectly or responses with high
percentages of “I don’t know” or blank answers) was applied to all four subtest
data sets. (hereafter referred to as G1A, G1B, G2A, and G2B).
Comparative Analysis
The data from the full MEGS administration was divided into two subsets
reflecting the responses and timing for questions that comprised each subtest.
These subsets of the full administration data were used to compare student
performance on an identical set of questions across the two administrations. This
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procedure yielded seven total data sets of interest: full MEGS (Full), Test A
questions from the full MEGS (Full-A), Test B questions from the full MEGS (FullB), pretest A from the split administration (G1A), pretest B from the split
administration (G2B), posttest B from the split administration (G1B), and posttest
A from the split administration (G2A).
Aggregate statistics and reported metadata (self-reported effort, selfassessed accuracy, timing, etc.) were compared between the different tests.
Cronbach’s alpha, a measure of an instrument’s internal consistency that is often
used to assess reliability, was calculated for each of the seven data sets.
Kolmogorov-Smirnov goodness-of-fit tests (KS tests) were also performed
between all six subtest data sets. KS tests are used to compare two different sets
of values and determine how likely they were to have been sampled from the
same underlying probability distribution. Though it can be used to compare a
measured data set to a known distribution, we exclusively used KS tests to
determine whether two subtest data sets were sampled from the same
distribution as each other, rather than to determine the exact nature of that
underlying distribution. KS tests have four relevant parameters: a significance
level (𝛼), a critical value (𝐷oR>4 ), a KS statistic (𝐷), and a p-value (𝑝). The
significance level for this investigation was chosen to be 5%. The critical value is

80

a threshold for the KS statistic that

𝐷oR>4 = 𝐶(𝛼)r

corresponds to the chosen
significance level (i.e. if the data sets
are likely sampled from the same
distribution, the KS statistic will be
lower than the critical value). The

𝑁s + 𝑁t
𝑁s 𝑁t

Equation 4.2.1: 𝑁s,t are the sizes of the
data sets being compared. The
coefficient 𝐶(𝛼) depends on 𝛼, the
chosen significance level. For 𝛼 = 0.05,
𝐶(𝛼) = 1.36.

expression for the critical value is given in Equation 4.2.1. The p-value for the KS
test relates to the likelihood that the two data sets are sampled from the same
distribution. All told, if the KS statistic is greater than the critical value or if the pvalue is less than the significance level, the data sets are likely sampled from
different distributions.

4.3 Results and Discussion
Results
The full administration of the MEGS produced 182 (pre-filtering)/177 (postfiltering) responses. The four tests from the split administration produced 286/261
(G1A), 293/260 (G2A), 286/260 (G1B), and 293/272 (G2B) responses.
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Figure 4.3.1: Scree plot for full MEGS administration. The red line
indicates the chosen eigenvalue cutoff of 1.0.
The Barlett’s test for the full MEGS administration yielded a p-value of
6×10F*_ and the KMO test produced a KMO score of 0.699, both of which
indicate that the data is well-suited for factor analysis. The filtering for questions
of excessively high or low accuracy removed questions 16 (accuracy = 3.39%)
and question 25, the decoy question. Figure 4.3.1 shows the result of the factor
analysis for the remaining 28 questions. Using the selected threshold, it was
determined that 10 was the appropriate number of factors to consider. These 10
factors accounted for 61.5% of the variance in the data set. The list of questions
that were assigned to each of the two subtests can be found in the Appendix.
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Figure 4.3.2: Grade distributions for the full MEGS administration and for
sub-samples corresponding to each subtest.

Figure 4.3.3: Grade distributions for the four tests administered during the split
administration. The left plot compares student performance on TestA between
the pretest for group 1 (G1A) and the post test for group 2 (G2A). The right plot
compares student performance on TestB between the pretest for group 2 (G2B)
and the post test for group 1 (G1B).
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G1A (PreA)

G2B (PreB)

G2A
(PostA)

𝐷oR>4 = 0.119
𝐷 = 0.072
𝑝 = 0.471

0.118
0.053
0.826

G1B
(PostB)

0.119
0.054
0.810

0.118
0.058
0.826

Table 4.3.1: KS-test results for comparisons of split administration grade
distributions. The listed values are critical value, KS statistic, and p-value,
respectively.

Full
TestA

Full
TestB

G1A (PreA)

G2A (PostA)

𝐷oR>4 = 0.132

0.133

𝑫 = 0.150

0.182

𝒑 = 0.0150

0.0016

G1B (PostB)

G2B (PreB)

𝐷oR>4 = 0.133

0.131

𝑫 = 0.260

0.207

𝒑 =9.42e-7

0.000164

Table 4.3.2: KS-test results for comparisons between the full administration
subtests and the corresponding split administration tests. Bolded KS statistic
values indicate that they are above the critical KS coefficient. Bolded p-values
indicate that they are below the chosen significance threshold.
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In the interest of comparing the two subtests, student responses from the
full administration were split into responses corresponding to questions on each
subtest. Their distributions, as well as the score distribution for the full MEGS,
are shown in Figure 4.3.2. The distributions for each subtest were also compared
via Kolmogorov-Smirnov test (KS-test) to evaluate whether student performance
on each subtest were sampled from the same score distribution. The critical
value for this test was 0.145, the KS statistic was 0.096, and the p-value was
0.389, all of which indicate that each student’s scores on the two subtests were
likely sampled from the same overall distribution.
The four tests from the split administration were analyzed similarly, with
their distributions shown in Figure 4.3.3 and the results of their KS-tests shown in
a table in Table 4.3.1. In all cases, the KS statistic is less than the critical value
and the p-value is greater than the significance level.
Data for the subsets of the full administration and the corresponding pre
and posttest from the split administration were also compared via KS-test, shown
in Figure 4.3.2. Contrary to the previous KS-test results, it was found that the full
test subset and either corresponding split administration test were not sampled
from the same distribution. For all cases, the KS statistic exceeded the critical
value and the p-value was less than the significance level.
Timing data for each administration was also compared. In the full
administration, about an equal amount of time was spent on questions that
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ended up on each test, with subtest A having a median completion time of 12
minutes and 7 seconds, and subtest B having a median completion time of 10
minutes and 18 seconds. From the split administration, pretest A (G1A) had a
median completion time of 13 minutes and 9 seconds and pretest B (G2B) had a
median completion time of 10 minutes and 24 seconds, posttest A (G2A) had a
median completion time of 12 minutes and 32 seconds, while posttest B (G1B)
had a median completion time of 9 minutes and 33 seconds.
The final metric that was compared

Cronbach’s 𝛼
Full MEGS

0.754

Full TestA

0.661

Cronbach’s alpha. The table of resultant values

Full TestB

0.541

is given in Table 4.3.3. The typical cutoff for an

G1A
(PreA)

0.750

G2A
(PostA)

0.705

found in the full administration, and all four split

G1B
(PostB)

0.764

administration tests, but not seen in either subset

G2B
(PreB)

0.721

between all MEGS administrations was

instrument being reasonably internally consistent
is an alpha value greater than 0.7, which was

of the full test data corresponding to either
subtest.
Discussion

Table 4.3.3: Cronbach’s
Alpha values for all
MEGS administrations.
Red values are below
the usual 0.7 threshold.

The suitability of the proposed MEGS split will be assessed in three ways.
First, the comparisons between the full administration and subtest data will be
considered to determine if the proposed split was reasonable given student
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performance on the full test. Put another way, we seek to answer the question,
“given our data from the full administration, was the split that we proposed as
effective as possible?” Secondly, we will consider comparisons between tests
from the split administration to compare the reliability of the two proposed
subtests across the four different administrations. In this way, we seek to answer
the question, “are the proposed tests, when administered individually, a reliable
survey instrument?” Finally, we compare statistics between administrations to
examine the co-reliability of the two administrations. We will speculate about the
potential causes for any systematic differences in student performance in the
context of the current literature on the MEGS and its strengths and weaknesses
as an instrument. Through this, we will seek to answer the question, “do students
perform differently when answering the same questions across the two
administrations, and if so, how likely is it that that difference is due to the split
administration improving on some of the identified weaknesses of the full
MEGS?” We will then comment on the use of Cronbach’s alpha in our analysis,
the validity of the proposed split administration of the MEGS, and finally discuss
the limitations of our findings.
Full Administration Subtests
The grade distributions for the full MEGS administration and the two
divided subtests indicate that the distributions of student grades are very similar
between the two subtests and the full MEGS. Indeed, the KS-test results confirm
that student performance on each subtest were likely drawn from the same
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distribution, suggesting that performance on either subtest is largely independent
of which test a given student takes (which should be the goal for a pretestposttest style of administration). Furthermore, we see that each test took
students an approximately equal amount of time to complete, which further aligns
with the objective of a split administration. Cronbach’s alpha is intended as a
measure of internal consistency, which is somewhat challenging to apply to the
MEGS, as it is an instrument built on four separate approaches, so we would
expect alpha values to be relatively low. While the full administration is above the
typical 0.7 threshold for reasonably internally consistent, the two subtests fall
slightly short of that, which may suggest that each subtest, in still trying to
measure all four approaches in half of the questions, results in a somewhat less
consistent test.
All in all, these results all suggest that the factor analysis was successful
ins dividing the full MEGS into two, given the results of the full administration.
The questions on TestA took approximately the same amount of time as the
questions on TestB and the score distributions are extremely similar to each
other and to the full test data. Given these data, the proposed split seems to
result in two subtests which perform close to equally across all metrics of
interest.
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Split Administration Tests
When considering the split administration tests, it is important to
contextualize the results with current literature on MEGS scores and gains
across a semester. Eichenlaub found that, across a variety of courses and
administrations, “the mean score on the MEGS is 17.7” (equating to 59%
accuracy), and gains in MEGS performance between a pretest and a posttest
were “often negative, and usually small” (Eichenlaub, 2018). This is reflected in
our data as well, with both groups showing gains of 1.3% between the pretest
and posttest. G1A had a mean score of 62.5% as compared to G1B’s mean
score of 63.8% and G2B had a mean score of 62.9% as compared to G2A’s
mean score of 64.2%. Furthermore, the distributions in Figure 4.3.3 show that for
both TestA and TestB, student performance on the pretest administration is
distributed extremely similarly to student performance on the posttest. The KStest results in Table 4.3.1 extend this further, showing in fact that all four
administrations are likely sampled from the same distribution. This indicates that
the proposed division and administration has produced tests which can be
considered co-reliable (i.e. performance on both tests is likely highly correlated).
While this administration does not precisely measure test-retest reliability or split
halves reliability, the results of this project suggest that the proposed division
between test A and test B produces two tests on which students reliably score
similarly, independent of which test they are given and independent of when in
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the course of a single semester the test is administered. These are all traits that
are desired from a pretest-posttest administration of a diagnostic instrument.
All comparisons between split administration tests suggest that the two
tests, when administered in the described format, act as a reliable instrument.
These data all indicate that the proposed split administration creates an internally
consistent and reliable instrument, suitable for use as a pretest-posttest
diagnostic.
Administration Comparison
Though grade distributions look similar by eye between the two
administrations, the KS-test results show that, for both pretests and posttests,
student performance on the full administration subtests was differently distributed
than performance on the corresponding split tests. This is likely due in large part
to the difference in average score between the different administrations. From
the full administration, subtest A had a mean score of 57.4% and subtest B had a
mean score of 56.5%, approximately 6% lower than their split administration
counterparts. During the original development of the MEGS, Eichenlaub found
that almost all students were able to solve almost all problems in a one-on-one
setting with little substantive input (beyond so-called “metacognitive prompts”)
from the instructor (Eichenlaub, 2019). This suggests that student performance
on the MEGS is less about raw physics knowledge (though that is obviously
essential) and more about students effectively considering and evaluating their
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approach as they work through a problem. In this way, a lower score on any
iteration of the MEGS may be seen as indicative of a lessened ability to assess a
problem’s correctness, which is heavily tied to student effort. There is little reason
to believe that students’ mastery of the approaches that the MEGS seeks to
examine would have increased substantially between the full administration and
the split administration, so it’s highly likely that the sharp increase seen in
average score (even surpassing the published average for the full MEGS) is due
to an increase in student effort in completing the split administration as compared
to the full administration. As previously discussed, the MEGS is a hard test, and
student effort may be the single greatest factor influencing student scores. The
increase in average student score in the split administration suggests that this
format meaningfully increases student effort while decreasing both student time
and class time needed to apply the instrument.
Cronbach’s Alpha
The discussion of Cronbach’s 𝛼 in this investigation is somewhat
complicated. In no small part, this is because the use of Cronbach’s 𝛼 for
instruments like the MEGS is a very complicated topic. Specifically, Cronbach’s 𝛼
is typically cited as a measure of internal consistency, but has been shown to
sometimes be very large for multi-scale instruments (like the MEGS, which is
based on four distinct approaches) (Taber, 2018). Taber also identifies that the
original intention of Cronbach’s 𝛼 was as a measure of “equivalence,” referring to
whether the questions on an instrument could be randomly divided in two and still
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yield similar results. Cronbach’s 𝛼 is a single value which calculates the average
split-half coefficient over all possible divisions of the original instrument
(Cronbach, 1951). This is somewhat at odds with the initial purpose of this
investigation, which was to seek an optimal split of questions from the full MEGS.
We are therefore less concerned with the relatively low values of Cronbach’s 𝛼
for the full MEGS, as we are interested in assessing the quality of our single
proposed split, rather than assessing how many possible splits are of similar
quality. In short, Cronbach’s 𝛼 is ultimately not an especially useful metric to
interpret our results, and we are satisfied that the four tests from the split
administration have similar 𝛼 values to the full MEGS.
Validity
This investigation focuses almost entirely on the reliability of the split
administration of the MEGS. The other aspect of instrument quality which is
typically discussed is validity, or how well the instrument measures what it seeks
to measure. This is not a focus of this investigation for two principal reasons.
Firstly, the wording and ordering of questions on the two split tests is identical to
that of the full MEGS (obviously excluding questions that are omitted from one
test because they appear on the other). This means that a student’s
understanding of an individual question (based on the reading of the question),
should be unchanged, and any impact that a given question had on motivating
student understanding on subsequent questions would either be preserved (if
they are on the same test) or eliminated. This latter effect, if significant at all in
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the full MEGS, would likely serve to increase student performance by
encouraging recollection of previous similar questions and motivating student
reflection. The increase in average student performance would therefore seem to
suggest that any impact is minimal on the test validity. Given all this, we presume
that the split administration of the MEGS preserves the original validity of the full
MEGS.
Limitations and Further Study
Above, we discuss our proposed split administration in two contexts: its
qualities as a standalone instrument and its comparison to data from the full
MEGS administration and published MEGS literature. In the former context, the
administration techniques controlled for many potential complicating factors and
involved suitably large sample sizes that we have high confidence in our findings.
In other words, the described administration technique and question split
produces a reliable diagnostic instrument. The latter context very likely involves
the effect of some factors not accounted for in our study. The number of students
involved in the full administration was relatively small, allowing for random
fluctuations in student performance to have a bigger impact in aggregate data.
The distribution of students from different levels of introductory physics were not
consistent between the two semesters (PHYS150 students, the midlevel
sequence, were overrepresented in the full administration data), complicating
comparisons between the two administrations.
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Potentially the most significant differences between the two
administrations are the incentive structure offered and the testing environment.
For the full administration, participation was entirely voluntary, with no incentive
offered to 90% of students and a small extra credit given to the remaining 10%
and all testing took place in a classroom in real time. All communication between
students and investigators was conducted over email or in class by invitation of
the professor. By contrast, the split administration was treated as part of a
course, where completion of each test was mandatory, the tests were completed
remotely with no time limit, and communication between students and
investigators took place largely over official course websites. In order to separate
the influence of those factors on student performance, more controlled
administration approaches would be necessary. That being said, it is important to
keep in mind the intended use of the split MEGS: a diagnostic instrument to
assess student problem solving gains across a semester. That context is much
closer to the split administration than the full administration in our investigation,
meaning we would expect whatever influence the aforementioned factors have
had on our split administration data, would likely also be present in real data
collected by instructors making use of the split MEGS in their classes.

4.4 Conclusion
Our results suggest that splitting the full MEGS test into the proposed
subtests results in two mutually exclusive tests that can be administered at
different points across the semester and be mutually reliable. Performance on
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the split tests is in line with the performance on the full MEGS, and fact that the
tests are mutually exclusive may address one of the previously-identified
weaknesses of the full MEGS: students recalling pretest questions during the
posttest. All in all, the proposed split does not sacrifice reliability or validity and
improves on many of the shortcomings of the full MEGS, ultimately producing an
instrument that is well-suited for use as a pretest-posttest diagnostic.

95

5 Conclusion
5.1 Pattern Formation
It has long been theorized that some aspects of the formation of patterns
in insect cuticle are the result of a physical transition rather than one mediated by
cellular action (for example, proposed buckling in butterfly wing scales). Recent
research has shown that exactly such a mechanism may be behind pattern
development on pollen grain cell walls, whereby the cells secrete a phaseunstable material, the concentration gradients of which couple to the elastic
plasma membrane of the cell, and this coupling results in the formation of stable,
regular patterns on the eventual hardened cell wall. This process was
hypothesized to be governed by the Swift-Hohenberg equation. Research has
also shown that the composition of procuticle in plant cell walls bears meaningful
compositional resemblance to that of insect procuticle, perhaps suggesting that a
similar coupling could occur in the development of unicellular patterned insect
body parts.
We performed an experimental investigation of the development of
butterfly wing scales and found that, indeed, we see a similar process. Early on
in wing scale development, before meaningful ordered surface pattern has
formed, extracellular procuticle is secreted which eventually hardens into the final
patterned shape. During this process, the plasma membrane of the developing
scale cell buckles, forming ridges which mirror the eventual mature cuticle. The
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various levels of pattern hierarchy seen in mature wing scales develop more-orless sequentially in order of longest to shortest wavelength, much of which
happens after the cell has reached its mature dimensions.
As a simpler test case, we sought to computationally investigate this
process for the development insect bristles, structures. Wing scales are a
member of this broader insect cell type. These develop almost identically to wing
scales and bear patterns very closely resembling those found on mature pollen
grains. To do this, we derived a finite difference approximation for the SwiftHohenberg equation on a conical surface and simulated to pattern stability over
long simulation times for a full range of equation parameters and a range of cone
angles that recapitulate the real bristle angles found in nature. We assembled
these results into a rough phase diagram, showing the different phases found at
various lengths down cones of different angles for different 𝜀 and 𝑔 values. The
predicted ranges, in both real and parameter space, for each of the patterns
found are commensurate with the observed real space parameters associated
with those same pattern types in published SEM of insect bristles.
There remains work to be done, both experimentally and computationally
to further explore this system. Experimentally, a more complete and granular
TEM timeline could be produced, which, alongside our corresponding SEM
timeline, would provide more insight into the actual dynamics of the cell
membrane and the secreted procuticle throughout the full development of the
wing scale. A similar process could be completed for bristle development, both
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ensuring that the process is as analogous as assumed in our work, and providing
a less geometrically intricate example to understand. Furthermore, biochemical
analysis of the procuticle would provide insight into the nature of its phaseinstability and inform future computational work by providing bounds on 𝜀 and 𝑔.
Computationally, we previously identified that many 𝑙" values observed in
nature fall outside of the cone length modeled in our simulation, meaning our
comparison and picture of the phase space would be expanded simply by
simulating longer cones. Additionally, our simulation is general enough to
incorporate some scheme for bristle growth during pattern coarsening, which
could be a critical factor in forming some of the patterns observed on real bristles
in nature.
All-in-all this thesis adds to the growing body of research surrounding the
formation of patterned structure on insect cuticle, borrowing some insight from
pollen patterning research in the process. We determined the evolution of
surface patterning in butterfly wing scales and confirmed that extracellular
material covers the surface of scale-forming cells for the duration of that
development. We developed a general and robust computational tool for the
simulation of pattern formation according to the Swift-Hohenberg Equation on
conical surfaces, which can be extended to many other geometries. Our analysis
of the phase space produced by our simulation is in agreement with the observed
ranges of the patterns that we observe in real images of insect bristles.
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5.1 Problem Solving Diagnostics
Among the myriad diagnostic instruments used to enhance understanding
of student learning and provide feedback on instructional efficacy, the Math
Epistemic Games Survey (MEGS) is somewhat unique. It is focused specifically
on assessing students’ utilization of four problem solving strategies that are
typically associated with “thinking like a physicist.” Due in large part to its rigor
and length, one key challenge associated with administration of the MEGS is that
student effort is challenging to solicit and maintain. Furthermore, the length of the
MEGS places a burden on would-be administrators, in that it requires a
significant amount of class time to administer, especially if it is being used as a
pretest and posttest.
We sought to address both of these concerns by devising a division of
MEGS questions into two equal length and mutually exclusive subtests. In doing
so, we developed a repeatable framework to make similar divisions amongst
other groups which may have different patterns of performance than the students
examined in this study. After the two subtests were created, they were
administered to a new group of students to assess the reliability of this
administration. It was found that performance on both tests is extremely similar,
regardless of whether administered as a pretest or a posttest. Both
administration groups (pretestA-posttestB and pretestB-posttestA) demonstrated
approximately the same gains in performance across the semester, though these
gains were negligible (as was expected given previous data on the MEGS).
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These two subtests now serve as an alternative administration for the MEGS,
which take steps to address some of the original confounding factors with MEGS
administration.
There is still much work to be done with the split administration that we
propose. Another administration of both the full and split MEGS which
standardizes all other aspects of the administration would enable more definitive
statements about the advantages or disadvantages of the split administration.
Additionally, more acute metrics for assessing student effort (rather than selfreported effort or overall score as a proxy for effort applied) could be utilized to
determine if the split MEGS is indeed effective at diminishing student fatigue.
This would also enable researchers to ascertain if more work/redesign is needed
to sufficiently minimize student fatigue.
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APPENDIX
Split MEGS TestA
Student Performance Using Math:
The Math Epistemic Games Survey (MEGS) V.0.10
This survey is part of a research project seeking to investigate problem-solving
approaches used in the introductory physics sequence at the University of
Pennsylvania. Your performance on this survey will help us better understand
how you are engaging with the material and create course materials that are
appropriate to the level of you and other students in your class. Your results on
this survey will not affect your grade in the class, though completion of this
survey is a course requirement.
Please answer each question to the best of your ability, but if you do not fully
understand or do not know how to answer a question, do not just guess. The
best thing to do is to select the “I don’t know” response.
There are 15 questions. You may use a calculator and loosleaf paper.
For questions 1 and 2: When you inject a small blob of a dye in a fluid, it will start
spreading out due to the random jiggling at the molecular scale. If x is the radius
of the blob and t is time, the radius is approximated by the equation:
where D depends on the particular type of dye and fluid.
Q1. After 1 minute you observe the once-small drop has now expanded into a
blob with a radius of 0.10 mm. What will the radius of the blob be after 100
minutes?

o 0.01 mm
o 0.10 mm
o 1.0 mm
o 10 mm
o 100 mm
o I don’t know
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Q2. How does the blob’s expansion rate change as you increase D?

o It increases
o It decreases
o It stays the same
o None – the expansion depends on t, not D
o I don’t know
Q3. Which expression could represent the surface area of a solid object?
Variables A, B, and C represent lengths, such as the length of the side of an
object or the diameter of a circular object.

o
o
o
o
o None of these could be a surface area
o I don’t know
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Q4. The endoplasmic reticulum has a highly-convoluted structure in order to
maximize its surface area. Phillips, Kondev, Theriot, and Garcia estimated its
surface area with the equation:
where d is the distance between folds of the endoplasmic reticulum, RER is the
radius of the endoplasmic reticulum, and Rnuc is the radius of the cell nucleus
(which the endoplasmic reticulum surrounds). When would
approximation to this estimate?

be a close

o When the endoplasmic reticulum is about as large as the nucleus
o When the endoplasmic reticulum is more than 1 micron
o When the endoplasmic reticulum is much larger than the nucleus
o When the endoplasmic reticulum is much smaller than the nucleus
o Never
o Always
o I don’t know
Q5. Estimate the thickness of a page in a typical textbook.

o 101 m
o 10-2 m
o 10-4 m
o 10-6 m
o 10-8 m
o I don’t know
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Q6. In times of distress, individual single-celled Dictyostelium discoideum
amoeba combine to form a small slug a fraction of a millimeter long. Scientists
measured the area one such slug under a microscope and estimated the number
of amoeba in it, guessing that a typical amoeba had a radius of 3 microns. If the
typical radius is actually 6 microns, how far off was the scientists’ estimate?

o Their estimate will be too big by a factor of 8
o Their estimate will be too big by a factor of 4
o Their estimate will be too big by a factor of 2
o Their estimate will be too small by a factor of 2
o Their estimate will be too small by a factor of 4
o Their estimate will be too small by a factor of 8
o I don’t know
Q7. Cassabanana plants defensively extrude a waxy substance when attacked
by aphids. The amount of waxy substance extruded for different numbers of
aphids has been measured over a range from 5 to 20 aphids, and the rate of
extrusion is known to be linear in that range. When 5 aphids attack, a particular
plant extrudes 0.50 ± 0.05 grams/day. For 20 aphids, the rate is 2.1 ± 0.1
grams/day, and for 35 aphids, 2.5 ± 0.1 grams/day. Does the rate wax is
extruded continue to follow a linear trend through 35 aphids?

o No, the amount extruded at 35 aphids is significantly less than a linear
trend predicts

o Yes, a linear trend held within the measurement accuracy
o No, the amount extruded at 35 aphids is significantly more than a linear
trend predicts

o I don’t know
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Q8. A certain gene is expressed at a nominal rate in an in vitro preparation of
cells. When the cells are treated with a certain agent, they first increase the
expression of the gene and then decrease the expression. The plot below
exhibits the measured rate of expression with treatment.

How does the total amount of gene expression over 24 hours with treatment
compare to the nominal rate?

o It is lower
o It is the same
o It is higher
o There is not enough information to decide
o I don’t know
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Q9. You buy 0.26 pints of olive oil for two dollars at the farmer’s market. You plan
next week to buy P pints of olive oil. Which expression gives how much this will
cost?

o $(2*P)/0.26
o $P/0.26
o $(2*0.26)/P
o $(P*0.26)/2
o $0.26/(2*P)
o I don’t know
For questions 10 and 11, consider the following statement: “There are twelve
times as many students as professors.” Some students were asked to write an
equation to represent this statement, using s for the number of students and p for
the number of professors. Four of the students wrote the following: Student 1
wrote: 12s/p Student 2 wrote: 12s = p Student 3 wrote: 12s + p Student 4
wrote: s = 12p
Q10. Which student(s) is (are) correct?

o Only Student 1
o Only Student 2
o Only Student 3
o Only Student 4
o Students 1 and 2 are both correct
o Students 1 and 4 are both correct
o None of the students are correct
o I don’t know
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Q11. If the ratio of students to professors remains the same, how does the
number of students vary as we increase the number of professors?

o It increases
o It decreases
o It stays the same
o None - this question does not make sense
o I don’t know
Q12. This question may be used for survey validation purposes. Please select
answer "d" to have your responses validated.

oa
ob
oc
od
oe
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Q13. Here are some items and their values per kilogram:
Item
Gem-quality diamond

Value per kilogram
$5,000,000

Printer Ink

$5,000

Silver

$450

Crude Oil

$0.20

Where would US $100 bills fit on this chart?

o less than crude oil
o between crude oil and silver
o between silver and printer ink
o between printer ink and gem-quality diamond
o more than gem-quality diamond
o I don’t know
Q14. You step on a moving sidewalk moving forward at speed s. After going a
little way, you realize you dropped your wallet before stepping on, so you turn
around and run back to the beginning of the sidewalk. Your running speed is r.
How fast would an observer standing on the ground next to the sidewalk see you
moving?

or + s
or - s
or * s
os / r
o I don’t know
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Q15. In mitosis, a single cell divides into two. If the combined volume of the
daughter cells is the same as the volume of the parent cell, is the total area of the
daughter cells’ membranes more or less than the area of the parent cell’s
membrane? Assume the daughter cells have the same shape as the parent cell.

o The daughter cells would have half as much total membrane area as the
parent.

o The daughter cells would have less total membrane area, but more than
half as much.

o The daughter cells would have the same total membrane area as the
parent cells.

o The daughter cells would have more total membrane area, but less than
twice as much.

o The daughter cells would have twice as much total membrane area as the
parent cells.

o I don’t know
How much effort did you put into this test?

o I gave it my best effort
o A lot
o A medium amount
o Only a little
o No effort
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What percent of your answers do you think are correct?

o 80% to 100%
o 60% to 80%
o 40% to 60%
o 20% to 40%
o 0% to 20%
In order to track individual performance across a semester but maintain
anonymity, each student must have a unique ID. To generate this ID, please
enter [the day of your birthday] + [the last 4 digits of your Penn ID number] + [last
2 digits of your cellphone number]. For example, if I were born on February 1st,
my Penn ID were 12345678, and my cellphone number was (555) 999-4321, I
would enter 01567821.
________________________________________________________________
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Split MEGS TestB
Student Performance Using Math:
The Math Epistemic Games Survey (MEGS) V.0.10
This survey is part of a research project seeking to investigate problem-solving
approaches used in the introductory physics sequence at the University of
Pennsylvania. Your performance on this survey will help us better understand
how you are engaging with the material and create course materials that are
appropriate to the level of you and other students in your class. Your results on
this survey will not affect your grade in the class, though completion of this
survey is a course requirement.
Please answer each question to the best of your ability, but if you do not fully
understand or do not know how to answer a question, do not just guess. The
best thing to do is to select the “I don’t know” response.
There are 15 questions. You may use a calculator and loosleaf paper.

Q1. There are many old English units for volume, only a few of which are familiar
today. For example:
1 dram = 60 minim
1 teaspoon = 80 minim
1 pony = 6 dram1 tablespoon = 3 teaspoon
How many drams were in a tablespoon?

o 12.25
o4
o6
o 15
o 14,400
o I don’t know
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Q2. 1 cubic centimeter of water has a mass of 1 gram. What is the mass of 1
cubic meter of water?

o 10-6 kg
o 10-3 kg
o 1.0 kg
o 100 kg
o 1000 kg
o 10,000 kg
o I don’t know
Q3. If we redefined the length of an hour so there were 10 hours in a day, how
would we need to change speed limit signs, assuming we don’t want to change
how fast we actually drive (and assuming we update all speedometers correctly)?

o The signs should be changed to higher numbers of miles per hour
o The signs should be changed to lower numbers of miles per hour
o The signs should stay the same
o I don’t know
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Q4. Approximately how many breaths does an average person take in their
lifetime?

o one thousand
o one million
o one billion
o one trillion
o I don’t know
Q5. The surface area of a cylinder of radius r and length l is 2πr(r+l). Which of
these would be the best approximation to the surface area of a long, thin
cylinder?

o 2πr2
o 2πl
o 2πrl
o 2πl2
o I don’t know
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Use for the following three questions:
Neuroscientists have found that an enzyme, denoted enzyme A, increases neural
activity and another, denoted enzyme B, inhibits neural activity. The rates of
production of A and B depend on the concentrations of various precursors,
denoted P1, P2, and P3. Specifically, the rate of production of enzyme A is
proportional to P1 * P2 / P3. The rate of production of B is proportional to P2 *
P3.
Q6. If P1 is increased, holding the other Pi constant, is the neural activity
increased or decreased?

o Increased
o Decreased
o Remains the same
o There is not enough information to decide
o I don’t know
Q7. Same question for P2, holding the other Pi constant.

o Increased
o Decreased
o Remains the same
o There is not enough information to decide
o I don’t know
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Q8. Same question for P3, holding the other Pi constant.

o Increased
o Decreased
o Remains the same
o There is not enough information to decide
o I don’t know
Q9. A patient ingests a radioactive substance before a PET scan. The equation
for the amount of radioactive substance remaining, S, at a time t, is:

If you want the amount of radioactive substance to diminish very little over the
course of an hour-long period, how should you choose which radioactive
substance to use?

o Choose the substance with the highest value of τ
o Choose the substance with the lowest value of τ
o Choose the substance with τ = t
o Choose the substance with τ = 1/2
o I don’t know
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Q10. Estimate: Which of these is closest to how fast an average person’s hair
grows?

o 5*10-11 cm/s
o 5*10-9 cm/s
o 5*10-7 cm/s
o 5*10-5 cm/s
o 5*10-3 cm/s
o I don’t know
Consider the ellipse below for questions 11 and 12.
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Q11. Which of these is the formula for the area of an ellipse?

o
o
o
o
o
o I don't know
Q12. How does the area of the ellipse change as you increase b?

o It increases
o It decreases
o It stays the same
o None - the area depends on a, not b
o I don’t know
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Q13. This question may be used for survey validation purposes. Please select
answer "d" to have your responses validated.
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Q14. The reduced mass of a two-body system is:

If m1 represents the mass of the earth and m2 represents the mass of a small
satellite, what would be a good approximation for μ?

o m1
o m2
o m1+m2
o m1m2
o I don’t know
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Q15. A certain model for a small spherical object moving through a fluid says that
the sphere experiences two resistive forces that tend to slow it down. These are
inertial drag force, which is proportional to the square of the object’s speed (v),
and the viscous drag force, which is directly proportional to the object’s speed.
These are each represented by the equations:

where Cd, ρ, μ, π, and R can be treated as constants for a given object. Is there
ever a speed when these two forces have the same magnitude?

o Yes
o No
o Maybe - it depends on the values of the constants.
o The answer cannot be determined with the information provided.
o I don’t know
How much effort did you put into this test?

o I gave it my best effort
o A lot
o A medium amount
o Only a little
o No effort
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What percent of your answers do you think are correct?

o 80% to 100%
o 60% to 80%
o 40% to 60%
o 20% to 40%
o 0% to 20%
In order to track individual performance across a semester but maintain
anonymity, each student must have a unique ID. To generate this ID, please
enter [the day of your birthday] + [the last 4 digits of your Penn ID number] + [last
2 digits of your cellphone number]. For example, if I were born on February 1st,
my Penn ID were 12345678, and my cellphone number was (555) 999-4321, I
would enter 01567821.
________________________________________________________________
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