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Estimation of the direction and magnitude of trends in surface water quality remains a problem of great
scientiﬁc and practical interest. The Weighted Regressions on Time, Discharge, and Season (WRTDS)
method was recently introduced as an exploratory data analysis tool to provide ﬂexible and robust es-
timates of water quality trends. This paper enhances the WRTDS method through the introduction of the
WRTDS Bootstrap Test (WBT), an extension of WRTDS that quantiﬁes the uncertainty in WRTDS-
estimates of water quality trends and offers various ways to visualize and communicate these un-
certainties. Monte Carlo experiments are applied to estimate the Type I error probabilities for this
method. WBT is compared to other water-quality trend-testing methods appropriate for data sets of one
to three decades in length with sampling frequencies of 6e24 observations per year. The software to
conduct the test is in the EGRETci R-package.
Published by Elsevier Ltd. This is an open access article under the CC BY license (http://creativecommons.
org/licenses/by/4.0/).Software
The statistical procedures presented here are all based on the
Weighted Regressions on Time, Discharge, and Season (WRTDS)
approach to water quality data analysis. The WRTDS is imple-
mented in the EGRET (Exploration and Graphics for RivEr Trends),
R-package (open source) available from the Comprehensive R
Archive Network http://cran.r-project.org/web/packages/. The new
software that implements the WRTDS Bootstrap Test (WBT)
described in this paper is also an R-package called EGRETci, also
available from the Comprehensive R Archive Network.1. Introduction
More than 40 years after the passage of the Clean Water Act in
the United States, large public investments and signiﬁcant regula-
tory actions continue to be made in order to continue making
progress towards the goals set forth in the Act (Knopman and
Smith, 1993; Copeland, 2006). Public ofﬁcials, land owners, and
the general public express concern over perceived deterioration of
water quality and seek to determine the magnitude of the impact
that public and private investments and regulatory actions areHirsch), sarch@usgs.gov
access article under the CC BY licehaving on the attainment of water quality goals (Broussard et al.,
2012; National Research Council, 2011; Mehan, 2012) in order to
decide about investing in further actions. On-going evaluations of
the direction and magnitude of water quality trends remains an
important task to support the achievement of water quality goals.
Various statistical methods have been used for more than 30
years to explore and analyze temporal trends inwater quality. More
recently, these methods have advanced as a result of several fac-
tors: increased lengths of consistent data sets, improvements in
statistical methods, improvements in computer software and
hardware, observations of a wide range of multidecadal trends in
water quality, and improved understanding of watershed-based
and in-channel processes affecting water quality. Examples of
some of these methods include: Richards and Baker (2002),
Langland et al. (2007), Ryberg et al. (2014), and Corsi et al. (2015).
A part of these advancements has been the introduction of new
approaches that stem from exploratory data analysis and smooth-
ing concepts, including adaptation of locally weighted scatterplot
smoothing (LOESS) (Cleveland and Devlin, 1988), and generalized
additive models (GAMs) (Wood, 2006) to surface water quality data
(see for example Reckhow and Qian, 1994; Langan et al., 2001;
Morton and Henderson, 2008; and Hirsch et al., 2010). These
methods are primarily aimed at a desire to characterize the timing,
magnitude, and general nature of the trends observed.
Not surprisingly, there is an interest among many water quality
professionals to have descriptions of trends be accompanied by
statements of statistical signiﬁcance, including conﬁdence intervalsnse (http://creativecommons.org/licenses/by/4.0/).
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interest is very legitimate. For example, the analysis may say that
the mean concentration of nitrogen at a given monitoring site has
increased by 1mg/L over the past 30 years. Recognizing that typical
monitoring strategies may only sample 6 to 12 times per year, one
can expect that the estimate of 1 mg/L change is highly uncertain. If
the analyst can state that the 90 percent conﬁdence interval around
that value ranges from 0.9 to 1.1 mg/L this relatively narrow range
of uncertainty should provide a much stronger basis for action as
compared to a result which states that the 90 percent conﬁdence
interval runs from 0.5 mg/L to 2.5 mg/L. This latter result suggests
that although the likely direction of change is positive, there is
actually a non-trivial chance that concentrations have not increased
over the 30-year period. In this case, decision-makers may be in-
clined to exercise more caution in committing public or private
resources to remedy the situation.
Whereas the need for such conﬁdence interval estimates and
associated statements of attained signiﬁcance levels is great, it is
not a simple matter to provide such estimates when the method of
analysis is an exploratory approach that makes very few as-
sumptions about the statistical properties of the data. This paper
delivers an approach to adding uncertainty analysis to one
particular exploratory data analysis method: Weighted Re-
gressions on Time, Discharge, and Season (WRTDS) (Hirsch et al.,
2010). We use a bootstrap (Diaconis and Efron, 1983; Efron and
Tibshirani, 1994) procedure to provide complimentary uncer-
tainty information along with the graphical and numerical outputs
already provided by the WRTDS method. We call this the WRTDS
Bootstrap Test (WBT). This paper brieﬂy reviews the WRTDS
method, and then describes the WBT. The bootstrap procedure
used here is a new type of block bootstrap designed to account for
the inﬂuence of serial correlation on the test results without
attempting to explicitly model the correlation structure. Modeling
the serial correlation of these kinds of water quality data sets can
be very problematic given the relatively sparse and often irregular
sampling that is common to such data sets. The block bootstrap
approach introduced here approximately preserves the serial
correlation for lags on the order of weeks to months and thus
achieves Type I error rates that are relatively close to the nominal
Type I error rate.
The block bootstrap approach is evaluated using a set of Monte
Carlo simulations to estimate the Type I error probability (prob-
ability of detecting a trend when a trend was not present) as
compared to the nominal signiﬁcance level for this method under
the null hypothesis that water quality conditions have not changed
over the period of analysis. Type II error (the probability that a
trend is present but not detected), although of great importance,
was not evaluated here because of the multitude of different
possible manifestations of departures from the null hypothesis
that are possible. These include different rates of change, step
functions versus ramp functions, and trends driven by point
source changes versus those driven by non-point sources. WRTDS
is designed to be sensitive to a variety of different types of trend
scenarios, whereas most of the more common types of trend tests
assume a simple and rather rigid model of the trend. Thus it is
reasonable to assume that the WRTDS method will have an
advantage in terms of Type II errors for a wide range of trend
scenarios, but some disadvantage when the trend scenario
postulated adheres closely to the assumptions around which other
tests were designed. The wide range of trend scenarios would add
greatly to the complexity of this study and may not be very illu-
minating. Thus, we kept our inquiry to the narrower question: is
the WBT test accurate in terms of Type I error? The Monte Carlo
simulations are based on three different generating models for
discharge and concentration that are designed to replicate thestatistical properties seen in actual water quality records. The Type
I error probability resulting from the WBT is compared to the Type
I error probability resulting from three common alternative trend
analysis procedures: these are a multiple regression approach, the
Seasonal Kendall test on residuals from a ﬂoweconcentration
relationship, and the Seasonal Kendall test adjusted for serial
correlation. These Monte Carlo simulations are further used to
provide a suggested block-length for the test. Lastly, an example
data set is evaluated using the WBT and several approaches for
communicating uncertainty are presented. Because the WRTDS
method is fundamentally an exploratory data analysis method,
software that is relatively fast and interactive is crucial to the
effective use of the method. Addition of the WBT analysis to deﬁne
uncertainties has the potential to slow down that rapid interactive
process. The desire to obtain the uncertainty information in a
timely manner motivates the particular pathway this software
development follows: aimed at providing useful uncertainty in-
formation without greatly slowing the overall analytical process.
Hence the WBT uses some novel approaches to maximize
computational speed. An important aim of this paper is to
demonstrate (through Monte Carlo testing) that these approaches
do not signiﬁcantly compromise the validity of the test.
2. Overview of WRTDS method
The motivations for the WRTDS method and details of its
computational techniques are described in Hirsch et al. (2010) and
Hirsch and De Cicco (2014); many implementation details are
omitted here in the interest of brevity. New notation and expla-
nations of the method not published previously are presented
throughout Section 2 in order to provide the concepts and
mathematical symbology needed to explain the uncertainty
analysis presented in Section 3. The WRTDS method has been
implemented within an R package, know as EGRET (Exploration
and Graphics for RivEr Trends) and is available on the Compre-
hensive R Archive Network (CRAN) at http://cran.r-project.org/
web/packages/.
Major features of WRTDS include the following:
 It can detect and describe temporal trends that may not conform
to linear or quadratic functional forms.
 It is suitable for use with irregularly spaced data.
 It does not assume that the discharge versus concentration
relationship has the same shape throughout the period of
record.
 It does not assume that the concentration residuals are
homoscedastic.
 It does not assume that the seasonal pattern remains the same
over the period of record.
 It can assess both concentrations and ﬂuxes, recognizing that
the trends in each of these measures of water quality can be
quite different and even of different sign.
 It can not only provide estimates of the time series of annual
mean concentrations and ﬂuxes, but also time series of “ﬂow-
normalized” mean concentrations and ﬂuxes which integrate
over the probability distribution of discharge to remove the
effect of interannual streamﬂow variability.2.1. WRTDS estimation of daily concentration
The WRTDS model utilizes the sampled water quality data from
an individual sampling site, along with the daily mean discharge at
that site for the sampling dates, to develop an estimate of the
concurrent daily mean concentration given by:
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
cij
 ¼ wQ ; TQij; Tij (1)
where
E[cij] is the expected value of concentration (in mg/L), on day i of
year j
w(Q,T) is a smooth continuous function of two variables,
discharge (Q) in m3/s, and time (T) in years,
wðQ ; TQij; TijÞ is the function w(Q,T) evaluated at Qij the
observed daily mean discharge value for day i of year j, and Tij
the time value associated with day i of year j
The function w(Q,T) can never be known exactly, but it can be
estimated using the weighted regression approach of WRTDS. This
estimate is denoted as bwðQ ; TÞ. Note that Q is the daily mean
discharge on the day the sample was collected and not the
instantaneous discharge at the time of sampling. One can use that
function and the actual history of Q values over the period of record
to estimate concentrations for every day.
bcij ¼ bwQij; Tij (2)
Where bcij is theWRTDS estimate of concentration for day i of year j.
It is designed to be an unbiased estimate and experience has shown
it to be very nearly unbiased over many applications. The period of
record is deﬁned here as the period over which there are a set of
water quality samples (typically with no time gaps greater than two
years and at least 200 observations) and for which there are daily
mean discharge values for every day.
This function bw can be visualized as a contour plot such as the
example shown in Fig. 1.
This function is evaluated at a set of regularly spaced grid points
on a surface deﬁned by time and log(Q), extending just beyond the
observed range of Q and T values that were observed in the period
of record. A large portion of that surface is depicted in Fig. 1. Indi-
vidual estimates of concentration for a speciﬁc day and year, and
the discharge that occurred that day, denoted bcij, are determined by
bilinear interpolation from this surface.
The estimation of this surface is accomplished through the use
of weighted least-squares regressions of the form:
ln

cij
 ¼ bo þ b1 lnQijþ b2Tij þ b3 sin2pTijþ b4 cos2pTij
þ εij
(3)
where:
ln(c) ¼ natural log of concentration in mg/L
ln(Q) ¼ natural log of daily mean discharge in m3/s
T ¼ Time in yearsFig. 1. WRTDS estimates of chloride concentration as a function of discharge and time,
for the Milwaukee River at Milwaukee, WI. Concentrations are expressed in mg/L.b0, b1, b2, b3, and b4, are the regression coefﬁcients
εij is the error term, which is assumed to be normal with mean
equal to zero and variance, s2, that varies smoothly across all of
the values of ln(Q) and T.
There is a separate weighted regression model for each grid
point (Q,T) where the weight on each observation in the data set is
the product of three separate weights related to the “distance” of
the sample point from the grid point in dimensions of time, log(Q),
and season of the year. Note that the “grid points” are a regular
array of combinations of Q and T values, equally spaced in the ln(Q)
and T dimensions. The “sample points” are deﬁned in terms of the
same set of coordinates, but are located at the particular values of
ln(Q) and T at which the sample was taken. The estimates at the
grid points use equation (3) and a weighted subset of the sample
data points where the subset and the weights are determined by
the “proximity” of the sample point to the selected grid point. The
method is implemented in a manner that accommodates censored
data by using weighted Tobit regression (Tobin, 1958) as an alter-
native to weighted least squares regression regardless of the
presence of censoring in the given data set. Note that the regression
coefﬁcients (the 4 bb values and bs) are smooth functions of Q and T,
but for notational brevity this functional dependence is not
explicitly indicated.
The estimate of c for any given value of Q and T is:
bc ¼ bwðQ ; TÞ ¼ exp
8><
>:cbo þcb1lnðQÞ þcb2T þcb3sinð2pTÞ
þcb4cosð2pTÞ þcs22
9>=
>;
(4)
The last term in equation (4) is needed to prevent the problem of
re-transformation bias.2.2. WRTDS estimation of ﬂow-normalized concentration
The portion of the variation in concentration that is due to
streamﬂow variation creates a great deal of noise in the annual time
series of average annual estimated concentrations, making it very
difﬁcult to accurately assess changes that represent true progress
(or lack of progress) in improving water quality. The particular
sequence of discharges during the period of record can also intro-
duce spurious trends, which can come about due to a persistent
period of either high or low ﬂow at either the beginning or end of a
water quality record. WRTDS uses an approach called ﬂow
normalization (FN) that ﬁlters out the inﬂuence of the inter-annual
variations in streamﬂow to produce a time series of “ﬂow
normalized concentrations” (FNC). FNC is a representation of con-
centration that integrates over the probability distribution of
discharge in order to remove the effect of year-to-year variation in
discharge.
The FNC for day i of year j (denoted here as c*ij) is deﬁned as:
c*ij ¼
Z∞
0
w

Q ; Tij

$gijðQÞdQ (5)
where gij(Q) is the probability density function (pdf) of Q
(discharge) speciﬁc to day i of year j.
Neither of the two functions in this equation can ever be known
exactly, so both must be estimated. The estimate of w (called bw) is
estimated by the WRTDS weighted regression method described
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ﬂow-normalization process depends on an assumption that
discharge for any given day of the calendar year is stationary over
the period of record. Thus, it should not be applied where man-
agement actions that substantially modify streamﬂow have taken
place over the period of the water quality record. These actions
could include building or removing a large dam, major changes in
consumptive water use, major changes in baseﬂow due to
groundwater depletion, or major changes in land drainage. Human-
induced climate change is another potential source of non-
stationarity in streamﬂow, but at present the magnitude and di-
rection of this change is highly uncertain. Future versions of the
WRTDS method will consider streamﬂow as a nonstationarity
random variable, but for now, the FN method should be restricted
to situations where any such changes are relatively minor
compared to the other drivers of water-quality change and sources
of uncertainty.
The estimate used for the pdf of discharge is denoted as bgiðQÞ. It
is not indexed by year (j) because of the assumption of stationarity
of discharge. But it is indexed by day (i), because it is speciﬁc to the
day of the year. Rather than using a complex statistical model to
represent the distribution of discharge for a given day, a non-
parametric approach is used. The estimate bgiðQÞ, for day i is
deﬁned by the observed values of Q for that day of the calendar
year, and the probability of each of those values is equal to 1/ny
where ny is the number of years of observed discharge values for
that day of the year. The entire daily discharge record (for example
in a 20-year record this would be about 7300 values) is used to
estimate the daily frequency distributions.
Using the estimates bw and bgðQÞ, we can compute the set of
estimates, bc*ij, of the ﬂow-normalized concentration for each day of
the period of record.
bc*ij ¼
Z∞
0
bwQ ; Tij$bgiðQÞdQ (6)
Equation (6) could be expressed as a sum rather than an integral
because the bgiðQÞ function is represented as a set of point masses
rather than a continuous function. However we express it as an
integral to emphasize its relationship to equation (5), which is
properly expressed as an integral. Before proceeding further, a
comment should be made about the notation with respect to day
and year. The simplifying assumption being made here in the
description of the method is that all years are 365 days long and the
time period being analyzed is the calendar year. The actual
computational method used in the EGRET R code accommodates
leap years, see (Hirsch and De Cicco, 2014, Appendix 2, page 18).
Also in EGRET, the time period for which averages and totals are
computed are not required to be calendar years. They can be water
years (the default in EGRET), or seasons made up of contiguous
months, or even individual months. For simplicity of presentation
in this paper the time period considered is calendar years, and in
the Monte Carlo simulations presented later in the paper they are
water years.2.3. Trend characterization in WRTDS
The period being evaluated for trend covers a set of years
starting with ys, the starting year, and ending with ye, the ending
year. The full period of record can extend prior to ys and extend
beyond ye or it can be just limited to the time span from ys to ye.
The true mean value of FNC for ys is:FNCs ¼ 1365$
X365
i¼1
c*is (7)
and the true mean value of FNC for ye is:
FNCe ¼ 1365$
X365
i¼1
c*ie (8)
where c*is and c
*
ie are the true values of FNC on day i of years ys and ye
respectively.
Using the approach described above, we can make estimates of
FNC for each day in the period of record (bc*ij), and these estimates
can be substituted for true concentrations in (7) and (8) to obtain
estimated mean FNC values dFNCs and dFNCe.
The true change in FNC over the trend period is D*c:
D*c ¼ FNCe  FNCs (9)
Placing this in the context of classical hypothesis testing, the null
hypothesis (Hc0) is that there is no change in FNC between year s
and year e. Formally, we could say:
Hc0 : D
*
c ¼ 0 (10)
The alternative hypothesis, Hc1, is that they are not equal,
Hc1 : D*cs0. Note that the alternative is two-sided, FNC can either
have increased or decreased over the trend period.
Using the WRTDS method the estimate of the change over the
trend period is deﬁned as:
bD*c ¼ dFNCe  dFNCs (11)
The obvious, but not unique, circumstance under which Hc0
could be true would be the case where both the w function for ys
and ye are identical and the g functions for any given day of the year
in year ys is identical to the g function for that same day of the year
in ye for all 365 days of the year. For the purposes of theMonte Carlo
simulations of the null hypothesis (described in section 5.1) these
two functions are simulated as stationary throughout the simulated
period, not just equal at the start year and end year.
The WRTDS method not only considers trends in concentration,
but also trends in ﬂux. The two variables (concentration and ﬂux)
are tightly related, and the computations for both in WRTDS are
tightly linked. However, the changes that take place in one variable
may be quite different from changes in the other. Annual average
concentration is a time average of daily concentrations and hence
the concentration on the days of very high discharge have the same
inﬂuence on the average as do days of moderate or low discharge.
In contrast, annual average ﬂux is dominated by conditions that
happen on the days of the highest discharge and the concentrations
on days of very low discharge are relatively inconsequential to the
annual average ﬂux. It is entirely possible that average concentra-
tions could decline over a period of years, because of reductions in
point source contributions of a pollutant, but average ﬂuxes could
rise because of increases in non-point source inputs that happen
primarily on high ﬂow days. Given the potential for different results
for ﬂux trends as compared to concentration trends, the WRTDS
model explicitly models ﬂux but does so in a manner that is
consistent with its approach to concentration.
The ﬂow-normalized ﬂux (FNF) in kg/d for day i of year j
(denoted here as fij*) is deﬁned as:
R.M. Hirsch et al. / Environmental Modelling & Software 73 (2015) 148e166152f *ij ¼ 86:4$
Z∞
0
Q$w

Q ; Tij

$gijðQÞdQ (12)
which is the same as the deﬁnition for FNC for that day and year,
except that the integrand is multiplied by discharge and by a unit
conversion factor (86.4).
The true mean value of FNF for ys is:
FNFs ¼ 1365$
X365
i¼1
f *is (13)
and the true mean value of FNF for ye is:
FNFe ¼ 1365$
X365
i¼1
f *ie (14)
where f *is and f
*
ie are the true values of FNF on day i of years ys and ye
respectively.
In a similar manner to FNC, deﬁne the true change in FNF over
the trend period is D*f :
D*f ¼ FNFe  FNFs (15)
And the null hypothesis (Hf0) that there is no change in FNF
between ys and ye is:
Hf0 : D
*
f ¼ 0 (16)
The alternative hypothesis, Hf1, is that they are not equal.
Hf1 : D
*
fs0.
Using the WRTDS method, the estimate of the change over the
trend period is bD*f , which is deﬁned as:
bD*f ¼ dFNFe  dFNFs (17)
If the w functions for ys and ye are identical and the g functions
for ys and ye are identical, then it follows that both Hc0 and Hf0 are
true. However, because the strength of statistical evidence for trend
in FNC can be quite different from the strength of the statistical
evidence for trend in FNF it is appropriate to conduct hypothesis
tests on both. There are a number of possible outcomes that can
arise from such testing: (a) rejecting both null hypotheses, with
both of them indicating increase, both indicating decrease, or one
indicating an increase and the other a decrease; (b) rejecting one of
the null hypotheses and not the other; or (c) rejecting neither.
3. Estimation of uncertainty and hypothesis testing in WRTDS
Here we consider how we might evaluate the two hypotheses
and estimate the uncertainty in the estimates of change in FNC and
FNF over the trend period.
3.1. Application of the bootstrap to WRTDS
When statistical methods are complex, such as the smoothing
procedure applied in WRTDS, it is generally not feasible to make
statements about the uncertainty of results using simple mathe-
matical expressions such as those that apply to ordinary regression.
Bootstrapping is a common approach to the problem of describing
the uncertainty of these more complex analyses. This approach was
ﬁrst introduced by Efron (1979) and is discussed in general terms by
Diaconis and Efron (1983) and in detail in by Efron and Tibshirani
(1994). The latter text (pages 70e80) as well as (Efron, 2005)speciﬁcally describe the application of the bootstrap to weighted
least-squares regression smoothing algorithms such as loess
(locally weighted scatterplot smoothing). Similar principles can be
used in applying it to WRTDS, which is a speciﬁc multidimensional
application, similar in many respects to loess. Bootstrap techniques
have been used previously in studies of hydrologic processes, see
for example: Rajagopalan and Lall (1999) and Ames (2006),
including studies of constituent transport in rivers, see for example:
Aulenbach and Hooper (2006), Rustomji and Wilkinson (2008), Ide
et al. (2012), and Vigiak and Bende-Michl (2013). It has also been
applied to water quality trend analysis by Darken et al. (2000,
2002).
Given the complexity of the processes that give rise to the time
series of concentrations observed in a river, we assume, just as with
all bootstrap applications, that the observed data provides a
reasonable representation of the population behavior for the period
over which the null hypothesis will be evaluated. In bootstrapping,
we re-use our data many times over to represent the kind of vari-
ability that we can expect in the real population. In the simplest
form of bootstrapping, if we have N observations of concentration
over our period of record, we would use a random sampling algo-
rithm to select bootstrap replicates from the data set. A bootstrap
replicate has the same number of observations as the actual data
set (N observations) and they are selected from the sample data set,
with replacement. That means that in any one of the bootstrap
replicates wemay ﬁnd that the actual observation from a given day
might, or might not, be present in that replicate, or it may be
present multiple times. To be used with theWRTDSmodel wemust
select the observations in our bootstrap replicates to preserve their
particular location both in time (year and season) and in discharge.
In other words, every sample selected is a vector of values
(c, T, and Q).
The bootstrap method used here is a type of block bootstrap
which has the effect of approximately maintaining the short term
serial correlation structure that exists in the data set but without
having to attempt to model that serial correlation structure. The
serial correlation structure of concern here is that of the residuals
(εij in equation (3)). Residuals fromWRTDSmodels when plotted as
a function of time, tend to have runs of positive (or negative) values
that persist for several days to several weeks. See Hirsch and De
Cicco, 2014, (ﬁg. 34) for an example of this tendency for residuals
to have long sequences of positive (or negative) residuals. In some
cases these runs may reﬂect “event-related” characteristics
wherein a particular high discharge event has high concentrations,
more than would be expected from the overall model estimates,
and another high discharge event has lower than expected con-
centrations. Estimating the correlation structure of the residuals is
a difﬁcult problem because most water quality data sets are irreg-
ularly spaced in time and when viewed as a daily time series the
majority of the days are missing values. In those instances where
there are daily time series that are either complete or have only a
small number of missing values, we typically ﬁnd that there is a
modest amount of serial correlation in the residuals out to lags of a
month or two. Darken et al. (2002) provides some examples of the
serial correlations observed at one or two month lags for eight
analytes at about ten sampling sites in the eastern US (after removal
of seasonal and discharge related sources of variation). The overall
mean of the lag 1-month correlation coefﬁcients in their study was
approximately 0.10 and at lag 2-months it was 0.07. Examples of
lag-1 day correlations were investigated by Lettenmaier (1976) who
showed correlations for a number of sites and variables on the
order of 0.85 and demonstrated that the auto-correlation function
shows more persistence than would be expected from an AR(1)
model at a daily time step. A common approach to accounting for
serial correlation, but without the need to estimate a speciﬁc time
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Tibshirani, 1994; and Politis and Romano, 1994). Therefore, rather
than treating each observation in the record as if it were an inde-
pendent event, the samples are treated in groups that may be many
weeks in duration.
Our block bootstrap method uses a sampling block that is based
on an interval of time and not based on a number of samples. It is
the time-domain analogy to the spatial “Grid-based block boot-
strap” method proposed by Lahiri and Zhu (2006) which was
designed for irregularly spaced samples. This approach is used
because many water quality sample records have periods of dense
and sparse sampling. The approach prevents the bootstrapping
procedure from oversampling of the denser sampled periods of the
record but tends to keep intact the set of samples from individual
high or low discharge events (because their residuals are likely to
show substantial serial correlation). This time-based, rather than
sample-based block bootstrap was developed for the WBT out of
concerns about highly unequal sampling frequencies (and a focus
on intensive event sampling) that are common to these types of
records. This method preserves the dependent nature of these
closely spaced samples.
The time-based block bootstrap resampling algorithm used here
works as follows:
1) A block length (B), such as 100 days, is selected by the analyst.
The choice of block length is discussed in section 4.1.3.
2) A time frame of days that serve as potential starting dates for
individual blocks is established. This time frame starts with the
day that is B  1 days before the ﬁrst sample in the data set and
runs to and includes the last sampled day in the data set. For
example, if B ¼ 100, and the ﬁrst sample were 1979-10-05 and
the last sample were 1987-09-27 then the days in this time
frame would be the days 1979-06-28 through 1987-09-27.
3) Randomly select (with replacement) a day (call it day G) from
this time frame.
4) Establish a time window that runs from day G through day
G þ B  1 (inclusively) and select all of the sample values in that
time window for use in constructing the bootstrap replicate.
Note that some of thesewindowsmay include no sample values.
Also note that some of the days within the timewindowmay fall
before the start of the record or after the end, and thus for those
parts of the record no samples are selected (because they do not
exist). In the case described in step 2, if G were 1979-10-03, then
there would only be 98 possible sample dates considered in
selecting water quality samples and the group of samples taken
would be only those samples from the ﬁrst 98 days of the
sampled period.
5) Repeat steps 3 and 4, adding samples to the bootstrap replicate.
Call the total number of samples in the replicateNr. WhenNrN
(where N is the number of samples in the true data set) stop
taking bootstrap replicates and trim the set of replicates by
deleting enough from the end of the last selected group so that
Nr ¼ N.3.2. Hypothesis testing using the block bootstrap in WRTDS
Each time a bootstrap replicate (of N observations) is selected it
can then be subjected to the same WRTDS analysis that the
observed data set was subjected to, and a set of bootstrap replicate
trend results can be computed and saved. Of course, because of the
bootstrapping process the data that are used to estimate the
WRTDS model for the replicate may have some sample values
repeated two or more times (the same concentration on the same
date) while other sample values are not used to estimate themodel.To improve computational efﬁciency, the WBT only requires that
thew(Q,T) function be estimated for the two years, ys and ye, so that
the difference between the two years can be computed. However,
all of the concentration and daily discharge data from the entire
bootstrap replicate are used in the estimation. For purposes of this
discussion, we will consider only the estimate of the trend in the
FNF between a particular pair of years (e.g. the difference between
the FNF estimate from 1992 and from 2012), but the exact same
steps are undertaken with FNC using the same bootstrap replicates
that are used for the calculation of FNF. The estimate of trend in FNF
between any two years is a standard output of the existing WRTDS
procedure. TheWBT determines, using the bootstrapmethod, a 90%
conﬁdence interval on the magnitude of that trend in FNF, and
decides if Hf0, the null hypothesis that the trend in the expected
value of FNF is zero, should be rejected. Our test is designed to have
a probability of Type I error of 0.1, hence the use of the 90% conﬁ-
dence interval. The conﬁdence interval computations use the
approach described by Davison and Hinkley (1997) known as “basic
bootstrap conﬁdence limits.” This particular type of bootstrap
conﬁdence interval was selected because of its computational
simplicity and its accuracy in the face of highly asymmetric data
distributions.
For the kth replicate the difference in FNF between the ye and ys
is denoted Dfk. It is computed from the bootstrap sample in the
same manner as bD*f is computed from the actual sample (using
equation (17)). The kth bootstrap estimate of change in ﬂux is Dfk
where
Dfk ¼ 2$bD*f  Dfk (18)
This equation is derived from Davison and Hinkley (1997,
equation (5.6), p. 194).
Using the kth bootstrap replicate, we also make similar com-
putations for concentration resulting in the kth bootstrap estimate
of change in concentration, denoted Dck. The bootstrap sampling is
repeated M times and for each bootstrap replicate the values of Dck
and Dfk are computed.
3.3. An adaptive Bayesian approach to determine the number of
bootstrap replicates (M)
In many bootstrap applications, the analyst determines in
advance the number of bootstrap replicates that will be selected.
Because WRTDS is computationally intensive it is helpful to the
analyst to bring the bootstrap replicates process to a rapid
conclusion when it is clear that having more replicates will be
unlikely to change our decision to reject or not reject the null hy-
pothesis. To accomplish that goal of minimizing the number of
replicates, the following adaptive Bayesian approach is used to
determine the number of bootstrap replicates (M).
This adaptive bootstrap procedure is designed to produce two
classical hypothesis testing results: 1) reject or, fail to reject,Hc0 and
2) reject or, fail to reject, Hf0. Each test provides a two-sided p-value
associated with the null hypothesis and conﬁdence intervals for D*c
and for D*f . The algorithm uses an a level of 0.1 for each of the tests,
corresponding to a Type I error probability of 0.1. The value of a
equal to 0.1, rather than the more common choice of 0.05, was
selected for two reasons. The ﬁrst is that we are concerned about
the power of the test, meaning that we want to have a high prob-
ability of identifying real trends when they exist and we are willing
to trade off a somewhat higher risk (larger a value) that we might
declare that there is a trend (reject H0) even when no trend exists.
The other is a practical consideration for this bootstrap procedure.
Setting the Type I error rate (a) to a lower value, such as 0.05 or
0.01, would greatly increase the computational burden for the test.
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shortcuts that allow us to stop running additional bootstrap repli-
cates when they don't materially add value to the result. This in-
cludes two kinds of conditions. One is the case where the statistical
support for rejecting both of the null hypotheses is very weak. The
other is the case where the statistical support for rejecting both of
the null hypotheses is very strong.
We use an adaptive Bayesian approach to iteratively provide a
metric of the support for the null hypotheses after each new
bootstrap replicate is created and evaluated. We will start the dis-
cussion of this approach exploring the hypothesis trend for FNF. In
the test, this analysis is simultaneously carried out for FNC. Then,
using results from the accumulated bootstrap replicate results for
FNC and FNF, a set of criteria are used to determine if another
bootstrap replicate should be generated or if there is sufﬁcient in-
formation to stop the procedure. There is extensive literature on
stopping rules. See for example, Sanborn and Hills (2014) and the
many references therein. The stopping rule used here is designed
for the casewhere two hypotheses are being tested andwhere their
test statistics are correlated with each other (in this case the test for
trends in FNC and FNF). The Monte Carlo experiments described in
Section 4 provide a demonstration that the adaptive stopping rule
results in a Type I error rate for the WBT that is approximately
correct.
Let us deﬁne pf as the fraction of bootstrap replicates in an
inﬁnite number of bootstrap replicates for which the estimated
change in FNF from ys to ye is positive (Dfk > 0). Of course, under the
null hypothesis, Hf0, E[pf] ¼ 0.5. That is, the expected number of
replicates showing an increase in FNF is half of the total number of
replicates.
At any stage in the bootstrap process, we can make an estimate
of pf, which we can denote as bpf . It is deﬁned as the mean of the
Bayesian posterior distribution of pf using a non-informative prior.
We use the commonly-implemented Jeffreys' prior (Jeffreys, 1998),
which is a Beta distribution having both shape parameters equal to
0.5. The Beta distribution is a commonly used prior distribution in
Bayesian analysis for binomial proportions (Congdon, 2007), which
is precisely the application in use here. This value of 0.5 for the
shape parameters is the standard value used for the non-
informative prior (see Gelman et al., 2014, p. 53). Of interest is
the proportion of the replicates that are positive, indicative of an
upward trend. Using this prior, it follows that the posterior mean isbpf ¼ ðxf þ 0:5Þ=ðM þ 1Þwhere xf is the number of positive changes
(the number of bootstrap replicates for which Dfk > 0) andM is the
number of bootstrap replicates. Based on the resulting posterior
distribution determined from M replicates, we can estimate a
credible interval for the true value, pf. Wewill denote the lower and
upper bounds of this Bayesian credible interval as pfL and pfU
respectively such that Prob(pfL < pf< pfU) ¼ 1  ap. Thus, ap is the
probability of a Type I error for the true value of pf, falling outside
the speciﬁed credible interval. It should not be confused with a
which is the probability of a Type I error regarding the trend in FNF.
The credible interval used here is a central interval, which means
that the tail areas of the posterior distribution are equal. The pos-
terior probability distribution of pf given the observed values of xf
and M is a Beta function with the ﬁrst shape parameter equal to
xf þ 0.5 and the second shape parameter equal toM  xf þ 0.5. The
central interval is based on this posterior Beta function deﬁned so
that Prob(pf < pfL) ¼ ap/2 and Prob(pf > pfU) ¼ ap/2. The estimates of
pfL and pfU are provided by the binom.bayes function in the binom
R-package. Based on a set of Monte Carlo experiments ap was set
equal to 0.3. Using this value means that there is a probability of 0.7
that the true value of pf lies within the interval and a 0.15 chance
that it lies above and a 0.15 chance that it lies below the interval.
This ap value was chosen based on the goals of achieving theapproximately correct overall a level (a ¼ 0.1) for each of the two
tests (one for FNC and one for FNF) and also limiting the average
number of replicates required to complete the test under the null
hypothesis. Monte Carlo experiments were used during the
development of the WBT to aid in selecting an appropriate value of
ap. Using smaller values of ap added to computational time but had
a negligible effect on accuracy of the overall test.
3.3.1. First stopping criteria
This Bayesian approach is used to guide the stopping criteria for
the bootstrap procedure. One possible outcome of this adaptive
bootstrap procedure is that after some number of replicates we ﬁnd
that the entire credible interval lies between 0.05 and 0.95. That is,
the bootstrap results (which are that there are xf positive values in
M replicates) indicates that 0.05  pf  0.95 with probability
(1  ap) or greater. For example, we may have carried out only 10
replicates and we ﬁnd that among the 10 estimates of change (Dfk)
there are 6 with a positive value and 4 with a negative value. Given
this information, we can state with a very high level of certainty
that pf is not less than 0.05 and not greater than 0.95 and we can
stop the bootstrap replicate process and decide that we should not
reject Hf0. For this example, if ap ¼ 0.3 the credible interval for pf
would be (0.44, 0.74) and this would be sufﬁcient basis to conclude
that we should not reject the null hypothesis, Hf0. Even if we chose
to be very risk adverse about this decision and set ap ¼ 0.01 the
credible interval for p would be (0.23, 0.90) suggesting that it is
highly unlikely that pf > 0.95 or that pf < 0.05. The algorithm en-
ables the process to end when the evidence suggests that pf is not
close to 0 or 1.
The procedure, as implemented, also imposes a minimum
number (Mmin) of replicates requirement. The procedure will only
stop if M  Mmin. The lowest value allowed for Mmin in the WBT
software is 9. This value ofMmin is used in the simulations described
in this paper unless otherwise noted. The user is free to setMmin > 9
and generally doing so will increase the precision of some of the
other results of the process beyond the simple decision to reject or
not reject the null hypothesis, but at a cost of increased computer
time. The suggestion that Mmin > 9 is based on simulations that
indicated that the selection of a lower minimum creates an un-
necessarily large probability of Type II error. We return to discus-
sions of the inﬂuence of Mmin in Sections 5.2 and 5.4.
3.3.2. Second stopping criteria
In addition to having a stopping criterion for cases where pf
clearly lies between 0.05 and 0.95, there is a stopping criterion for
cases where pf clearly lies well below 0.05 or well above 0.95. If
pfL > 0.95 or pfU < 0.05 the bootstrap process should stop. This
procedure also imposes a minimum number of replicates require-
ment, M  31. An example of a situation where this rule gets
applied could be the following: if ap ¼ 0.3 and there are 0 positive
values of Dfk in 31 replicates. In this situation the credible interval
for pf would be (0, 0.017) and this would be sufﬁcient basis to stop
the process because it is highly unlikely that additional replicates
would cause us to conclude that pf > 0.05. Another example would
be 1 positive value in 53 replicates, the credible interval would be
(0.007, 0.049) and this would also be sufﬁcient basis to stop the
process. The minimum value of 31 was selected based on the
recognition that when H0 is rejected it is likely the case that the
analyst will be asked to provide an approximate p-value for the test
result. The p-values computed (as discussed in Section 3.4) will be
highly imprecise with sample sizes smaller than 31.
3.3.3. Simultaneous testing of FNF and FNC
The two stopping criteria for FNF (described above) are also
applied to FNC after each bootstrap replicate is run. The algorithm
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ping criteria is met for both FNF and FNC. If one of the stopping
criteria is met for only one (FNF or FNC) or for neither, then the
bootstrap replicates process continues and both the FNC and FNF
criteria are reevaluated until both of themmeet one of the stopping
criteria. Computationally there is very little burden to computing
both FNC if FNF is being computed because the bulk of the
computation is related to estimating w(Q,T) which is required for
estimates of both. So, both statistics are computed in subsequent
iterations even though the stopping criterion for that statistic has
been met. Experience using the test indicates that the estimates of
pf and pc at any given stage of the bootstrap process are often quite
different from each other (meaning that the strength of statistical
support for stationarity of ﬂux can be quite different from that for
concentration). This observation suggests that ap does not need to
be as low as 0.1 or 0.05 in order to assure that the overall test
procedure has a Type I error probability close to 0.1. The results of
the Monte Carlo experiment (discussed below) demonstrate that
this combination of parameters used in the stopping criteria result
in a reasonably accurate Type I error rate.
3.3.4. Maximum number of replicates to be drawn
Finally, there is an additional rule that whenM reachesMmax the
bootstrap process will stop. The default value in the code is
Mmax¼ 100 but users are free to increase or decrease it. Increasing it
will improve the precision of the results, again at a cost in terms of
computer time. If M ¼ Mmax the algorithm will stop when that
replicate is completed, regardless of the other criteria described
above. The selection of all of the parameters involved in the stop-
ping rule is a trade-off between speed of computation and reli-
ability of the results. If the analyst is runningmany analyses and has
the time and computer resources, then setting Mmin ¼ Mmax ¼ 100
will provide results that are much more reproducible and precise
than ifMmin and/ or Mmax were set to lower values. But, if the test is
viewed as an extension of an interactive EDA process, then smaller
values of these parameters may be warranted. As an example, in a
data set of 776 observations, and a trend period for which the data
do not provide strong evidence of a trend in either concentration or
ﬂux, the choice of using Mmin ¼ 9 versus Mmin ¼ 100 (along with
Mmax ¼ 100) resulted in computational times of about 1.2 min and
9.2 min respectively (on a Macintosh OS X version 10.9.5, with a
2.5 GHz Intel Core i5).
3.4. Determination of conﬁdence intervals in WBT
The conclusions about the existence of a trend and the sign of
the trend are determined on the basis of the 90% conﬁdence in-
terval. This process is used regardless of the criteria that led to
stopping the bootstrap replications. The 90% conﬁdence interval on
the trend in FNF is computed by interpolating the 5% and 95%
quantiles of the sample cumulative distribution function of the
bootstrap estimates, Dfk, using the Weibull plotting position
(Stedinger et al., 1993). The lower bound of this conﬁdence interval
is DfL and the upper bound is DfU. The conclusion that there is a
trend is based on the following rule: if (DfL$DfU) > 0, then we
conclude that there is a trend (reject Hf0). In other words, if the
lower and upper conﬁdence limits are of the same sign, we
conclude that there is a trend. If they are of opposite signs (meaning
that they straddle the value of 0), then we regard the test as
inconclusive. The direction of the trend is based on the sign of the
WRTDS FNF trend estimate (bD*f ). The analogous computation is
made for concentration: including estimates of the upper and lower
bounds on the 90% conﬁdence interval (DcL, DcU), conclusions about
the existence of a trend (rejecting Hc0), and conclusions about the
direction of the trend, based on the sign of the WRTDS FNC trendestimate (bD*c). Note that it is possible for the sign of the trend in FNC
can be opposite that for FNF.
In null-hypothesis signiﬁcance testing it is common to report
the p-value alongside the decision to reject or not reject H0. The p-
value gives an immediate sense of the strength of the evidence in
support of this decision and provides a measure of the analyst's
conﬁdence in the result. The WBT can produce a statistic that is
the functional equivalent to the p-value. For the set of bootstrap
replicates (Dfk, k ¼ 1, 2, … M), we use the sample cumulative
distribution function of the Dfk values evaluated at Df ¼ 0 to
determine p0f. Linear interpolation is used to compute a pof value at
Df ¼ 0. The two-sided p-value for FNF is then computed as
Pf ¼ 2$min(pof,1  pof). In those cases where all Dfk > 0 or all Dfk < 0,
then we state the result as Pf < 2/(m þ 1). This provides a way to
express the results of the WBT in terms of a p-value in addition to
statements of the 90% conﬁdence interval and the decision to reject
or fail to reject Hf0. The two-sided p-value for FNC is computed in
the samemanner, based on the bootstrap replicate values Dck, k¼ 1,
2, … M.
4. Using Monte Carlo experiments to evaluate the WRTDS
Bootstrap Test (WBT)
The discussion of the WBT to this point has not considered the
effect of the block-length (B). In this section we develop a Monte
Carlo experiment used to guide the selection of B. In addition, the
results of this Monte Carlo experiment are used to evaluate how
well the attained signiﬁcance level of the test corresponds to the
nominal signiﬁcance level (f ¼ 0.1). This Monte Carlo experiment
also considers three other common trend analysis techniques and
determines how well their attained signiﬁcance level corresponds
to their nominal signiﬁcance level. Ultimately, the decision to use
any given trend test procedure depends on two major consider-
ations: One is the extent to which the test outputs can describe the
nature and magnitude of the trend that may have occurred. The
other is the degree to which it can accurately represent the level of
uncertainty in the results, in the face of some of the complexities
that exist in the data sets being analyzed. The Monte Carlo exper-
iment applied here is designed to both provide guidance on the
selection of B, and also provide a basis for assessing the accuracy of
the Type I error rate for the WBT in comparison to some other
common tests. At the end of this section we brieﬂy consider the
accuracy of the Type I error in the face of varying amounts of
censoring in the data set.
4.1. Design of the Monte Carlo experiment
4.1.1. Water quality and streamﬂow data sets
The experiment is based on three stationary stochastic simula-
tion models with a range of characteristics that are representative
of some of the important properties of water quality data in large
watersheds. The models are designed using three actual data sets
that have daily or close to daily sampling for a period of a decade or
more. This high frequency of sampling is needed to provide a basis
for reasonable deﬁnition of the serial correlation properties of the
concentration data in conjunction with the seasonality and co-
variation of concentration with discharge.
The three models are based on the following actual data sets:
1. The chloride record for the Cuyahoga River at Independence, OH
(designated here as CUYA). At the data collection site, this is a
1836 km2 watershed. It is estimated to have been 34% urban in
1992, and 40% urban in 2006 (Corsi et al., 2015). Chloride is an
important pollutant in this watershed because of the extensive
use of sodium chloride tomelt snow and ice on pavement in this
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collected by the National Center for Water Quality Research at
Heidelberg University in Tifﬁn, OH and downloaded from their
web site http://www.heidelberg.edu/academiclife/distinctive/
ncwqr/data/data. The discharge data are from the USGS, sta-
tion 04208000. The data used are from the version of this
database as updated on 2014-10-08. The portion of the record
used to develop the model covers water years 2004e2013 and
the stationary model used in the Monte Carlo simulations is
based on conditions for calendar year 2008. The water quality
record used consists of 4087 samples collected over this 3653-
day period (2004e2013). The data set was thinned to contain
no more than one sample per day (by deleting all but the last
sample of the day). The resulting chloride data set consists of
3359 samples, which means that there are 294 days with no
data (92% of the days had at least one sample). The chloride
concentrations in these 3359 samples had a minimum of
27.6 mg/L, a maximum of 1170 mg/L, and a median of 146 mg/L.
The USEPA chronic water quality criterion for chloride is
230 mg/L.
2. The second is the dissolved nitrate record from the Vermilion
River, at Pontiac, IL, (designated here as VERM) a highly agri-
cultural watershed of 1500 km2. The water quality data set was
collected at a frequency of one sample per day for over 12 years
by the Northern Illinois Water Company and provided to us by
Professor Momcilo Markus, University of Illinois and Illinois
State Water Survey. The discharge data used are from USGS
station 05554500. The watershed and data set are described by
Sogbedji and McIsaac (2006). For purposes of developing the
model the period of 2769 consecutive days from 1991-10-01 to
1999-04-30 were used. The nitrate record is representative of
nitrate issues faced in many watersheds in the corn-belt region
of the US due to the contributions of reactive nitrogen to the
rivers and reservoirs of the region and ultimately to the Gulf of
Mexico. The nitrate concentrations in the record range from
0.1 mg/L to 26.0 mg/L, with a median value of 8.8 mg/L. These
concentrations are somewhat typical of the corn-belt region of
the US and are much higher than levels observed in non-
agricultural areas or areas with other cropping patterns
(Dubrovsky et al., 2010).
3. The third data set is total phosphorus for the Maumee River at
Waterville, OH (designated here as MAUM). The watershed at
this site is 16,400 km2 and the land use is 90% agriculture, 1%
urban and the remainder largely woodland. The water quality
data were collected by the National Center for Water Quality
Research at Heidelberg University in Tifﬁn, OH and down-
loaded from their web site http://www.heidelberg.edu/
academiclife/distinctive/ncwqr/data/data. The data used are
from the version of this database as updated on 2014-10-08.
The discharge data are from the USGS, station 04193500.
The watershed is a major source of water and phosphorus to
the western basin of Lake Erie and it has been well docu-
mented (Han et al., 2012; International Joint Commission,
2014) that the phosphorus derived from this river is crucial
to the creation of cyanobacter blooms in Lake Erie which
can result in the presence of algal toxins in the Lake. The data
used to create the MAUM model consists of 4165 concentra-
tion values from samples collected during water years
2006 through 2013. For purposes of estimating the relation-
ship of concentration to discharge and time, all 4165 con-
centrations were used. For estimating the serial correlation
structure only one observation per day was used (the last
observation of the day) and this resulted in a data set of 2780
days of observations out of a total of 2922 possible days. Themedian concentration was 0.183 mg/L and the maximum was
1.182 mg/L.4.1.2. Stochastic streamﬂow and water quality models
These three data sets provide the basis for creating the three
stochastic stationary models that are used in the Monte Carlo
experiment. In all three cases it is likely that the actual data sets are
non-stationary, but the process of building themodel is designed to
create a realistic but stationary model based on the behavior
observed in the data. The stochastic model developed from each of
these data sets consists of four parts: 1) a stationary model of the
seasonality of discharge (representing the log of discharge as a
function of sine and cosine of time of year), 2) a model of the serial
correlation structure of the daily residuals from this stationary
discharge model (represented by a low order ARMA model), 3) a
stationary model of water quality concentrations as a function of
discharge and time of year (represented in the same form as a
WRTDSmodel), and 4) a model of the serial correlation structure of
the daily residuals from this water quality model (using a low order
ARMA model).
The stationary models were created to provide realistic coupled
time series of discharge and water quality data. They are not
intended to be the best possible statistical characterizations of the
discharge and concentration data for each case. They are intended
to create reasonable stationary data sets for testing the true Type I
error rate of the WBT. In each case, the model is deﬁned by the
following: (The actual values of the various model coefﬁcients are
presented in appendix A and the properties of the models are
represented graphically there as well).
A time series of simulated log daily discharges for each day
(i ¼ 1, 2, …, Ns) is generated as follows:
lnðQiÞ ¼ bo þ b1$sinð2pTiÞ þ b2$cosð2pTiÞ þ s$εi (19)
Where
Ns is the number of days in the simulation period
ln(Qi) is the natural log of discharge (m3/s) on day i in the
simulation period
Ti is the decimal value of time, in years, associated with day i.
s is the standard deviation of the log discharge around its
seasonally varying mean value.
b0, b1, and b2 are model coefﬁcients, estimated by linear
regression.
εi is generated from an ARMA(p,q) process, with mean ¼ 0,
standard deviation ¼ 1, and normally distributed, with one
value for each of the Ns days of the simulation period.
Based on examination of the actual data sets, the order of the
ARMA process was established as the ARMAmodel with the lowest
residual error variance, for which all of the parameters were
signiﬁcantly different from zero (based on the ratio of the param-
eter estimate to its standard error being greater than 2 in absolute
value). One additional adjustment was made to the discharge
values generated by this process. The ln(Qi) values are subjected to a
linear transformation that is designed so that the minimum and
maximum generated discharge values in the simulated record are
equal to the minimum and maximum discharge values in the
observed record that was used to ﬁt the water quality simulation
model (described below). This step is included so that the ﬁtted
water quality model can be used without having to extrapolate
beyond the range of the observed data.
The water quality simulation model has the same structure as
the WRTDS model, except that it is forced to be stationary. The way
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sentation of the expected value of ln(c) as a function of Q and T.
Then, a particular calendar year near the center of the period of
record is selected and a stationary (but seasonal) model m*(Q,T) is
created by repeating that one year's segment of the function for all
of the years in the simulation period. Thus, for any given Q and any
given time of year (the fractional part of T) the expected value of
ln(c) is always the same. Similarly, the function l(Q,T) is estimated.
It is a representation of the standard deviation of ln(c) around the
estimated mean m(Q,T). Using the same selected calendar year, the
function l*(Q,T) is created by repeating l(Q,T) from that selected
year for all of the years in the simulation period. The two functions
m(Q,T) and l(Q,T) are estimated from the full data set using the
method described by Hirsch and De Cicco (2014).
A time series of ln(c) values of length Ns days is generated as:
lnðciÞ ¼ m*ðQi; TiÞ þ l*ðQi; TiÞ$ei (20)
where the ei values are generated from an ARMA(p,q) process, with
mean ¼ 0, standard deviation ¼ 1, and normally distributed, with
one value for each of the Ns days of the simulation period. This
ARMA(p,q) process is different from the one described above for
discharge simulation. It is estimated from the time series of stan-
dardized residuals from the estimation of the functions m(Q,T) and
l(Q,T) from the actual data set. But, because some of the data sets
used did not have a sample on every day, there are a small number
of missing values in the time series of standardized residuals. One
additional step is added to the simulation, which is a linear
adjustment to the time series of ei values so that their mean and
standard deviation match those from the actual data set.
4.1.3. Approach to the selection of B, the block length
In the description of theWBT in section 3.2, the parameter Bwas
introduced. It is the block length, expressed in days. If Bwere set to
1 day, then the procedure would be identical to a standard boot-
strap approach in which individual samples are drawn, with
replacement. If B were set to a very large value (say a thousand or
more days in a data set with the length of 10 or 20 years) then it
would greatly limit the variability of the bootstrap trend estimates.
Note that in the limit, if B were set equal to the length of the total
record of sampled days, the bootstrap replicates would be nearly
identical to each other because the ﬁrst randomly selected starting
datewould result in selecting a very large fraction of thewhole data
set and the next starting datewould be very likely to be sufﬁcient to
obtain the necessary sample of size N. The ideal is to set B to a value
that approximates the time-scale of the correlation structure
observed in the water quality data. Because most long-term water
quality records are very sparsely sampled (for example one sample
every 30 or even 60 days) and are usually irregularly spaced in time,
meaningful estimates of this structure is very difﬁcult at best. The
topic of the serial correlation structure of water quality data is an
area that is beginning to see increased attention, particularly as the
use of continuous water-quality sensors become more common
(Kirchner, 2006; Kirchner and Neal, 2013). Sorting out the roles of
seasonal variation, discharge-driven variation, and a wide range of
possible forms of trend along side the role of serial correlation
structure is a very challenging problem. The problem of selecting an
appropriate block length for bootstrap methods on time series data
is a difﬁcult one, even with uniformly spaced data where serial
correlation structure can be evaluated reasonably well (Efron and
Tibshirani, 1994). Against this backdrop of issues, we used Monte
Carlo simulations runwith various values of B in order to determine
the inﬂuence that the choice of B may have on the observed Type I
error rate.We use these results to provide guidance on the selection
of B by observing the extent to which the observed Type I error ratedeparts from the nominal Type I error rate.
The simulations used to evaluate the effect of block length (B)
were done as follows. For each of the three models (CUYA, VERM,
and MAUM) three record lengths were considered (10 years, 20
years, and 30 years). For the 20 and 30 year simulations three
different sampling frequencies were simulated with uniform
spacing: 6 per year, 12 per year, and 24 per year. For the 10-year
record lengths only the frequencies 12 and 24 per year were
considered. For a 10-year record, a 6 sample per year frequency
would only result in 60 observations, which is a sample size for
which WRTDS would not be an appropriate choice as a trend
testing method. For each of these 24 combinations of models, re-
cord lengths and sampling frequencies 500 simulated records were
produced. Each one of these recordswas tested for trend in FNC and
FNF using 6 different block lengths (B values of 25, 50, 100, 200,
300, and 400 days). The observed overall Type I error rate for that
individual case is denoted RW, which is the sum of the cases where
Hc0 was rejected plus the number of cases where Hf0 was rejected,
divided by 1000 (the total number of tests conducted, 500 for FNC
and 500 for FNF). The desired outcome is for RWy awhere a ¼ 0.1.
Note that for this number of iterations, if we assume that E
[RW] ¼ 0.1, the observed value of RW would be in the interval
(0.085e0.116) with a 90 percent probability assuming the tests for
FNC and FNF are independent. If the two trend results were
perfectly correlated this interval would be (0.078e0.122).4.1.4. Use of three other trend tests in the Monte Carlo experiment
For purposes of evaluation of the attained signiﬁcance level of
the WBT, three other common tests used for water quality trends
were also considered.
The ﬁrst of these tests is referred to here as “ESTIMATOR”
(denoted ESTIM). It is based on the ESTIMATOR model, which is a
linear regression-based test that uses a quadratic representation of
trend. This model has been used for many years to evaluate water
quality trends at monitoring sites that are at the downstream ends
of the major rivers draining to the Chesapeake Bay (Langland et al.,
2007) and has been used in other studies such as an overview of
water quality trends in the Missouri River Basin (Sprague et al.,
2006). This test ﬁts a regression model of the form:
lnðcÞ ¼ b0 þ b1$lnðQÞ þ b2$ðlnðQÞÞ2 þ b3T þ b4T2
þ b5$sinð2pTÞ þ b6$cosð2pTÞ þ ε
The null hypothesis is that b3 ¼ b4 ¼ 0 and the test is based on
the magnitudes and the degree of uncertainty about the two ﬁtted
coefﬁcients b3 and b4 in relation to the overall unexplained varia-
tion. Details about the test are present in Langland et al. (2007, p.
17e19). Rejection of the null hypothesis is considered to be a
conclusion that there is a “trend in ﬂow-adjusted concentration”
comparing ys to ye. Rejecting the null hypothesis indicates that for
any given combination of time of year and discharge the condi-
tional distribution of concentration has changed over time. In fact,
the model is predicated on the assumption that the trend in ln(c) is
a quadratic function of time, and that function applies for any value
of Q and for any time of year. The observed Type I error rate for this
test is denoted RE. This test is conducted 500 times for on the same
data sets that were tested byWBT. If E[RE] ¼ 0.1, the observed value
of RE would be in the interval (0.078e0.122) with a 90 percent
probability.
The second test is the Seasonal Kendall Test on residuals from
the log concentration versus log discharge relationship (Hirsch
et al., 1982). It is denoted here as SEAKEN and it was imple-
mented using the rkt package in R. It applies the Seasonal Kendall
test for trend using 12 “seasons”, except in the case where there are
Fig. 2. Results of Monte Carlo simulation (500 iterations) using the MAUMmodel, with
a record length of 20 years and a sampling frequency of 24 samples per year, showing
frequency of Type I error as a function of block size (B). The black line shows the Type I
error rate for FNC, the blue line is the result for FNF, the brown line is the average of the
rates for FNC and FNF (RW). The red line shows the Type I error rate for ESTIM, green is
for SEAKEN, and dashed green is for SEAKENA. Note that the methods ESTIM, SEAKEN,
and SEAKENA do not involve the use of block bootstrapping and thus the results are
shown as horizontal lines on this ﬁgure, for purposes of comparison with the WBT (For
interpretation of the references to color in this ﬁgure legend, the reader is referred to
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the case of 24 samples per year the year is divided into 12 seasons
of equal length and the test is based on the median of the two
values for each season of each year, rather than all 24 values for the
year. In the implementation of the SEAKEN test used here, the
Seasonal Kendall test is conducted on the residuals from a regres-
sion of the form:
lnðcÞ ¼ b0 þ b1$lnðQÞ þ b2$ðlnðQÞÞ2 þ ε:
The test is an intrablock method, (van Belle and Hughes, 1984)
designed under an assumption that the form of the ﬁtted discharge
versus concentrationmodel applies across seasons and across years
and that the direction and magnitude of the trend is the same in all
seasons.
Neither ESTIM nor SEAKEN take into account any serial cor-
relation in the residuals from their respective models. As such,
one can anticipate that for them the observed Type I error rate
for this test (denoted RS) and for ESTIM (RE) will be greater than
0.10.
Finally the Seasonal Kendall Test on residuals, adjusted for
serial correlation (SEAKENA) (Hirsch and Slack, 1984) is applied.
The procedure is the same as for SEAKEN, but the computation of
the variance of the Seasonal Kendall test statistic is modiﬁed
based on the correlation in the ranks of the data across the various
seasons. If all of the underlying assumptions are met (regarding
the nature of the discharge versus concentration relationship and
consistency of the trends across seasons) this test has been shown
to have an observed Type I error rate (denoted RSA) that is very
close to a for data sets of 10-years or greater (Hirsch and Slack,
1984).the web version of this article.).4.2. Results of simulation experiments
Consider ﬁrst the MAUM model, with a record length of 20
years, and a sampling frequency of 24 samples per year (for a total
of 480 samples). Fig. 2 depicts the results from the Monte Carlo
simulation. What Fig. 2 indicates is that there is some difference in
the observed Type I error rates for the tests of trend in FNC and FNF.
Exploring these differences over the 24 simulations did not reveal
any consistent relationship between their differences and the block
length (B). The RW values as a function of B are shown as the brown
line in Fig. 2. The block length (B) which results in the RW value
closest to the desired level of 0.10 is at B ¼ 50, but the differences
across the B values from 50 through 400 are relatively minor. Any
one of them results in a RW value between 0.12 and 0.132. In
contrast, RE is much higher (0.154), RS is similar to RW, and ﬁnally RSA
is much closer to a, with a value of 0.09.
Overall, the results of this one case suggest the following: If
we could, in fact, know that the record we wanted to evaluate for
trend had properties similar to the MAUM model, then we could
attain a reasonably accurate (in terms of Type I error) test using
the WBT with B at any value in the range of 50e400 (and perhaps
greater than 400). From the standpoint of accuracy of the Type I
error rate, WBT it is a good deal better than ESTIM, slightly worse
than SEAKEN and a good deal worse than SEAKENA. However,
accuracy of Type I error rates should not be the only deciding
factor in selecting a trend test. The WRTDS method, in
conjunction with the WBT, offers several additional advantages
over the other tests. These include the ability to distinguish be-
tween cases where trend in concentration may be weakly indi-
cated while trend in ﬂux is strongly indicated (or the opposite).
This can be of critical importance based on the water quality
objectives (instream quality versus delivery to a downstream
water body) and in terms of distinguishing between probablecauses of the water quality changes (those dominant at low ﬂow
versus those dominant at high ﬂow). WRTDS also provides a
ﬂexible characterization of the temporal pattern of the trend. In
contrast, the ESTIM method can only describe the temporal
pattern as a quadratic equation, which may or may not be truly
representative of the temporal pattern of change. SEAKEN and
SEAKENA make no attempt to deﬁne the temporal pattern, but
simply provide a single valued indicator of trend slope, based on
the Seasonal Sen Slope estimator (Hirsch et al., 1982). Thus, we
are faced with a trade-off, with SEAKENA providing the most
accurate Type I error rate but a very simpliﬁed and constrained
description of the trend, versus WRTDS in conjunction with WBT
providing a slightly biased Type I error rate but a much richer
description of the nature of the trend, including the ability to
distinguish between the trend in concentration and trend in ﬂux.
It is our conclusion that on balance, the better choice is WRTDS/
WBT although conﬁrmation of results using SEAKENA could be a
useful check on the WRTDS/WBT results.
A second example is shown in Fig. 3. It is for the Monte Carlo
simulation using the CUYA model with a record length of 30 years
with 24 samples per year. In this case the value of RW closest to a is
at B¼ 100, and for that B value, RW is 0.11. The value of RE is 0.18 and
RS is 0.15, indicating rather large inaccuracies of the Type I error
rates for the ESTIM and SEAKEN tests. The SEAKENA test performed
very will with RSA¼ 0.10. Overall theWBT performed quitewell and
that is true over a broad range of block lengths from 100 to at least
300 days.
4.2.1. Use of the Monte Carlo experiments to provide general
guidance to the selection of B and evaluation of the WBT
The approach we used is this: For any of the 8 experimental
designs (deﬁned by record length and sampling frequency) we
Fig. 3. Monte Carlo simulation (500 iterations) using the CUYA model, showing fre-
quency of Type I error as a function of block size (B). The black line shows the Type I
error rate for FNC, the blue line is the result for FNF, the brown line is the average of the
rates for FNC and FNF (RW). The red line shows the Type I error rate for ESTIM, green is
for SEAKEN, and dashed green is for SEAKENA. Note that the methods ESTIM, SEAKEN,
and SEAKENA do not involve the use of block bootstrapping and thus the results are
shown as horizontal lines on this ﬁgure, for purposes of comparison with the WBT (For
interpretation of the references to color in this ﬁgure legend, the reader is referred to
the web version of this article.).
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is a graphical representation of these results in this case for a record
length of 20 years with 12 samples per year. Each symbol repre-
sents the value of one of the three simulations (CUYA, VERM or
MAUM) for the given B value for a total of 18 points (3 models by 6Fig. 4. Results of Monte Carlo simulation for record length 20 years, 12 samples per
year. Each circle represents the observed Type I error rate (Rw) for the WRTDS Boot-
strap Test for the three cases (CUYA, VERM, MAUM) and a speciﬁc bootstrap block
length (B).block lengths). A full set of these ﬁgures (8 in total, one for each
experimental design) is provided in the supplemental material
(Appendix B). Our working assumption is that the analyst will not
have sufﬁcient density of data to determine which of our three
models best approximates their data set (in terms of serial corre-
lation) so the guidance is based on ﬁnding the value of B that
produces the most robust results across the set of models used.
These results were examined to see if therewas a clearly optimal
value of B for a given experimental design (record length and
sampling frequency). We found no systematic differences in the
shape of the relationship of B to RW as a function of record length
and/or sampling frequency. Thus, we lumped all of the simulation
results and computed mean values of RW (across all models, all
record lengths, and all sampling frequencies) for each value of B.
These values were 0.166, 0.149, 0.137, 0.132, 0.133, and 0.134 for B
values of 25, 50, 100, 200, 300, and 400 respectively. Realistically,
the mean values for block lengths of 200, 300, and 400 cannot be
considered to differ from each other (they are based on 24,000
trials of the test, and with that sample size the width of the 95
percent conﬁdence interval on the true value RW is approximately
0.004). Given these results we have adopted 200 days as our choice
for block length. But, no strong argument can bemade against other
values such as 300 or 400 days. Given the fact that the correlation
time scale in our simulations (and presumably in actual concen-
tration residuals) is about 100 days, then any block length greater
than about 100 should be adequate.
4.2.2. Use of Monte Carlo experiment results to compare trend tests
Table 1 provides a summary of results for all of the tests applied
for each experimental design (table entries are the mean value of
the observed Type I error rates over all three models for each
design). What Table 1 shows is that the WBT, using B ¼ 200
generally has a Type I error rate that is slightly above the nominal
rate of 0.10. This departure is somewhat larger for the longer record
lengths. When compared against the other tests we see that the
WBT error rate is closer to the nominal rate than is the ESTIMATOR
test for the sampling frequencies of 12 and 24 per year and mark-
edly so at 24 per year. Comparing with SEAKEN, WBT also has an
error rate closer to the nominal rate for frequencies of 24 samples
per year but for a frequency of 12 samples per year the results were
mixed. At 30 years and 12 samples per year SEAKEN was notably
closer to a than WBT, but at lower sampling frequencies the two
tests had similar error rates. Finally, we see that SEAKENA consis-
tently had the error rate closest to a and was, in all cases, not
signiﬁcantly different from 0.1.
As discussed above, if accuracy of Type I error rates were the
only consideration in the selection of a test, then SEAKENA would
be the preferred test overall. But, if the exploratory features of
WRTDS are of interest to the user (representation of changingTable 1
Results of Monte Carlo simulations. Mean values of observed Type I error rates across
all three simulation models. Tests used are: WBT (RW), ESTIM (RE), SEAKEN (RS), and
SEAKENA (RSA).
Record length Frequency samples per year
Observed Type I error rates
Rw RE RS RSA
10 12 0.12 0.13 0.13 0.11
10 24 0.13 0.22 0.17 0.10
20 6 0.12 0.11 0.11 0.10
20 12 0.14 0.15 0.15 0.11
20 24 0.13 0.22 0.17 0.10
30 6 0.13 0.12 0.12 0.10
30 12 0.15 0.14 0.12 0.09
30 24 0.14 0.21 0.17 0.11
All eight cases 0.13 0.16 0.14 0.10
Table 2
Deﬁnitions for descriptive statements of likelihood of increasing trends
for WRTDS Bootstrap Test (WBT) as a function of bp, the posterior mean
estimate of the probability of an increasing trend.
Range of bp values Descriptors
0.95 and 1.0 Highly Likely
0.90 and <0.95 Very Likely
0.66 and <0.90 Likely
>0.33 and <0.66 About as Likely as Not
>0.1 and 0.33 Unlikely
>0.05 and 0.1 Very Unlikely
0 and 0.05 Highly Unlikely
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concentration versus trends in ﬂux) then WRTDS in conjunction
with the WBT is a preferable approach.
4.3. Monte Carlo experiment to consider censored sampling
One additional Monte Carlo experiment was conducted to
determine if the WBT is robust in the presence of censoring (i.e.
where sample values are reported as less than some analytical
limit). The Monte Carlo simulation was run using the MAUM case,
with a sampling frequency of 12 samples per year for 20 years. The
test was run 500 times using reporting limits that would result in
an average of 5%,10%, 25%, and 50% of the values as censored as well
as a control run that had no censoring. The WBT estimated p-value
for the no censoring case was 0.132. For the four censoring levels
considered, the WBT estimated p-values were 0.135, 0.131, 0.130,
and 0.134, respectively. The differences across censoring levels are
not substantial. Therefore, one can conclude that the method is
quite robust (in terms of Type I error probability) against even large
amounts of censoring. This suggests that theWBT is appropriate for
use with censored data, at least to the 50% censoring level and
sample sizes of 240 or more observations.
5. Considerations regarding the presentation of uncertainty
information from the WBT
There are a number of decisions for the analyst to make
regarding how to conduct theWBTand how the outputs of theWBT
results should be presented. These include: a likelihood-based
approach to reporting results as an alternative to the null-
hypothesis signiﬁcance testing approach, consideration of the
tradeoff between repeatability of results and the choice of numbers
of replicates to run (which are a function of the Mmin, and Mmax
values selected). The options for outputs include the use of
graphical representation of the conﬁdence region around the trend
line, and the presentation of the distribution of bootstrap replicate
outcomes to evaluate the probability of the true trend exceeding
some selected magnitude (other than a magnitude of zero).
5.1. Communication of uncertainty results
The WBT described above follows the general approach known
as Null-Hypothesis Signiﬁcance Testing (NHST). NHST is considered
bymany to be a standard requirement for publication of almost any
type of scientiﬁc result (such as the analysis of trend), but at the
same time it has been subject to considerable criticism (see for
example, Nicholls, 2001; Cohn and Lins, 2005; or Vogel et al., 2013)
and adherence to the NHST approach varies across scientiﬁc disci-
plines. One concern relates to the arbitrary nature of the selected
value of a, the signiﬁcance level. Another concern is related to the
highly constrained nature of the null hypothesis. Cohn and Lins
(2005) characterized this by noting that rejection of the null hy-
pothesis can arise because of a wide range of possible ways in
which the natural systemmay depart from the null hypothesis, not
just the existence of trend. This includes the potential for trend-like
behavior to arise as a result of long-term persistence. Vogel et al.
(2013) focus their criticism of NHST on the degree to which it is
ﬁxated on Type I error (the probability of rejecting the null hy-
pothesis if it were actually true) versus concerns over Type II error.
Type II error can be thought of as failure to recognize an important
signal, when that signal should provide the basis for taking action.
Consider three examples. In one case a set of environmental
actions have been put in place over a decade and we wish to know
if, under those actions, progress is being made towards agreed-
upon goals. The evidence provided by the data may not beconvincing in the sense that it allows us to reject the null hy-
pothesis in favor of the alternative that the trend in concentration
(or ﬂux) is downwards, and yet the evidence may be strong enough
such that one could make a statement such as, “Even though we
cannot reject the null hypothesis, we have high conﬁdence that the
data are indicating that water quality is improving and given the lag
times involved in fully realizing the beneﬁts of the actions taken,
staying the course with the existing policies that have adopted are
appropriate at this time and warrants a check back in a couple of
years to re-evaluate if conditions are truly improving.” The second
example is one where the evidence shows that, under current
policies, concentrations (or ﬂuxes) have been rising in recent years
even though the data do not provide sufﬁcient evidence to allow us
to reject the null hypothesis. A third case is one in which there is
virtually no indication in the data that conditions are either
improving or deteriorating and we wish to convey that there is no
substantial support for any conclusion about the direction of the
change.
What is needed is a lexicon that can be used to describe the
degree of statistical support that the data set and the associated
analysis provides, regarding the likelihood that the direction of
change has been positive (or negative) over some speciﬁed period
of time. We propose here a set of terminology partly based on
language used by the Intergovernmental Panel on Climate Change
(see Mastrandrea and Mach, 2011). The descriptive statements we
propose are presented in Table 2. Adopting our terminology, one
might say, for example: “it is highly likely that the trend in nitrate
between 1990 and 2010 was upward” and this wouldmean that we
believe that there is at least a 95 out of 100 chance that the di-
rectionwas upward. Similarly in a case wherewe believe that there
is at least a 66 out of 100 chance that the trend was upward we
could say that it “is likely that the trend over the 1990 to 2010
period was upward.” We argue here that these types of statements
may bemore suitable to the types of decisions that need to bemade
with respect to water quality. It provides decision makers with a
formal, rather than subjective, evaluation of decisions to take an
action or not, as they consider the tradeoffs involving the risks,
costs, and beneﬁts of various outcomes.
Making this type of statement is a very natural approach to the
presentation of uncertainty information. For example, the decision
makers may conclude that there is sufﬁcient evidence that the
current strategy is not working and that stronger action is war-
ranted. Consider an example where WRTDS estimates a positive
trend over some period of interest and the WBT results show an
upward trend in 80 out of 100 cases. If the analyst used only a
classical statistical NHST approach, they might report “we cannot
reject the null hypothesis of no trend at a ¼ 0.1, and furthermore,
the two sided p-value in this case is 0.4, suggesting very weak
evidence of trend.” However, using the likelihood descriptors pro-
posed here, bp ¼ 0:8 which is in the range of 0.66e0.9 we could
conclude that “it is likely that there is an increasing trend”. The
former classical type of statement would typically lead to
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of a growing problem” while the latter likelihood-style presenta-
tion says “we are pretty sure that conditions are not improving, and
thus we need to step up our actions if we wish to improve water
quality.” The alternative approach proposed here is commonly
associated with debate about the Bayesian versus frequentist views
of the world (Press and Press, 1989).
The likelihood approach is more akin to what people actually
use in their daily decisionmaking process. Theywant to know if it is
likely that something is true. Then, using that likelihood informa-
tion along with an evaluation of the consequences of action or no
action, they can make an informed decision about taking action.
Seeking a very low p-value as a pre-requisite to action is not
necessarily the most rational approach. However, it is a standard
that has been used in science for many years. It may be appropriate
for making claims that some “treatment” is actually efﬁcacious in
achieving the desired outcome (say in consideration of medical
treatment or an agricultural practice designed to increase crop
yields). These kinds of studies have the advantage that the exper-
imenters can select a large sample size in order to give a high de-
gree of certainty about the efﬁcacy or lack of efﬁcacy of a given
treatment. But, in the context of evaluating the evolving state of
environmental conditions it may be more appropriate to rely on
statements such as “it is highly likely that concentrations of nitrate
has been rising over the past decade.” If our interest is in the trend
that has occurred over some past time period, we can't go back and
increase the sample size, and even prospectively, there are limits to
the effective sample size that can be achieved even by very frequent
sampling, because of the inﬂuence of serial correlation. Likelihood
statements give decision-makers a clear picture of the degree of
certainty that the analyst can give regarding the trends. This is the
kind of information they need to take with them as they decide
about future actions.
The likelihood of an upwards or downward trend in FNF or FNC
can be computed and expressed using the results from the adaptive
Bayesian approach described in Section 3.3. For the proposition that
FNF is positive, the likelihood, denoted as Lþf , is determined from
the bootstrap replicates as Lþf ¼ ðxf þ 0:5Þ=ðMþ 1Þ, which is the
mean of the posterior distribution of pf after M replicates.
Conversely, the likelihood that the true trend in FNF is negative is
Lf ¼ 1 Lþf . Similarly, the likelihood that the true trend in FNC is
positive is Lþc , where Lþc ¼ ðxc þ 0:5Þ=ðM þ 1Þ. The likelihood that
the true trend in FNC is negative is Lc ¼ 1 Lþc . The EGRETci R-
package, which implements the WBT computes these values and
also translates them into descriptive statements, in accordance
with the deﬁnitions given in Table 2.
5.2. Variability of the bootstrap conﬁdence intervals
A bootstrap approach to determining signiﬁcance levels or
conﬁdence intervals will not yield results that are perfectly
repeatable because the results are based on the use of random re-
sampling of the data set. Re-running the WBT will result in differ-
ences in conﬁdence intervals for trend magnitudes, and may, in
some cases result in a different conclusion about rejecting the null
hypothesis. This latter problem will typically be restricted to situ-
ations inwhich the computed p-value for the test is close to 0.1. The
general concern with the binary nature of the test outcome (reject
or fail to reject) that is typical for all NHST procedures, is of even
greater concern with a bootstrap procedure because of the poten-
tial for successive applications of the test to the same data set to
lead to different outcomes. This problem is one of the motivators
for using the likelihood statements discussed in Section 4.
Expression of the uncertainty results using a likelihood approach
treats the test results more as a continuum, ranging from strongindication that there is a trend to a conclusion that the likelihood of
an upwards trend is virtually equal to the likelihood of a down-
wards trend.
The precision with which conﬁdence intervals are determined
in theWBT is a function of the number of replicates. The user faces a
trade-off between repeatability of results and computational time.
Users of the WBT method are free to establish their own comfort
level in establishing the degree of repeatability desired. To explore
the issue we use as an example the USGS data set for dissolved
orthophosphate for the Choptank River, near Greensboro, MD
(USGS site 01491000). It consists of 642 sample values over the
period of water years 1984e2013. The data are shown in Fig. 5.
The analysis of the concentration record usingWRTDS estimates
that for the period 2000 through 2013 the FNC increased by
0.0173 mg/L, from 0.0201 mg/L to 0.0374 mg/L, an 86 percent in-
crease over that period. The WRTDS analysis estimates an increase
in FNF of 2400 kg/yr (expressed as a change in yield that is 8.4 kg/
km2/yr). This is an increase of 67 percent over the 2000 to 2013
period. Ten repetitions of the WBT were runwithMmin ¼Mmax ¼ 9.
In each case Hc0 and Hf0 were rejected at a ¼ 0.1, and in all cases
indicating upwards trend in FNC and FNF. Then 10 repetitions were
then done with Mmin ¼ Mmax ¼ 40, and then another 10 with
Mmin¼Mmax¼ 100. Fig. 6 shows the computed conﬁdence intervals
in each of these cases. What is clear is that the variability of the end
points of the conﬁdence intervals diminishes substantially as the
number of replicates increases. It is also clear that FNC conﬁdence
intervals are less variable than those for FNF, which is reasonable
given the fact that FNF trend results can be strongly inﬂuenced by
the few observations that were taken at the highest discharges.
These six panels provide a qualitative impression of the differing
degree of repeatability of the conﬁdence intervals.
From this example, and others considered during the develop-
ment of theWBT, we can say the following. If a highly reproducable
90 percent conﬁdence interval is considered important to the user
of the information, then 9 replicates is clearly insufﬁcient, 40 gives
a more consistent result (particularly for FNC), and with 100 rep-
licates the CIs become rather stable. Having said that, it is also clear
that the fundamental conclusions in this case do not change as the
number of replicates increase. The FNC trend is clear, and evenwith
only 9 replicates it is clear that the trend is positive and in some of
the 10 repetitions it appears that the trend is in the range of 60e85
percent and in others may be as high as 70 to 110 percent. Even
with 100 replicates (an 11 fold increase in computational time) the
results indicate a trend of 60e110 percent in some cases and also
results as extreme as about 40e120 percent. The analyst needs to
ask the question, how accurately do we feel we need these conﬁ-
dence intervals need to be in order to convey policy relevant in-
formation. The WBT provides the computational resources to
estimate these conﬁdence intervals, but the determination of the
desired level of precision must come from the analyst's under-
standing of the information user's needs.
5.3. Visualization of uncertainty in WBT through the depiction of a
conﬁdence band
One type of output that provides a very helpful visual impres-
sion of the trend and the degree of certainty about that trend is to
use the WBT methodology to produce a conﬁdence band around
the estimated trend. It is conceptually similar to a graphical output
from a linear regression analysis, showing the ﬁtted line and a set of
conﬁdence intervals around that line. For purposes of demonstra-
tion we use the 90% conﬁdence band, but the software allows for
other intervals. The interpretation of the 90% conﬁdence band is
this: For year j in the record, the conﬁdence band depicts a range of
FNF values for which we believe that the probability that FNFj falls
Fig. 5. Concentration of orthosphosphate for the Choptank River near Greensboro, MD, 1984e2013. Vertical lines denote censored values.
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and a 5% probability that it lies below it. The computational process
for producing this result is simply to run the WBT process a large
number of times (for example,100 replicates), ﬁt theWRTDSmodel
for every year, and use the ﬁtted model to compute the FNF value
for each year for that replicate. Thus, if the number of replicates is
100, then for each year, there are 100 values of FNF computed. The
upper and lower bounds for that year are computed by ranking
those 100 values and then by interpolating the 5% and 95% quan-
tiles of the sample cumulative distribution function in the same
manner as described in section 3.4. Graphically, these limits areFig. 6. Repeatability of 90 percent conﬁdence intervals (based on 10 repetitions of the WBT t
Flux (bottom three panels), Orthophosphate, Choptank River at Greensboro MD, from 2000 t
for each of the 10 repetitions of the WBT test. Left panels, show results based on 9 bootstrap
on 100 bootstrap replicates. The vertical red lines indicate the WRTDS estimate of the trend
panels) (For interpretation of the references to color in this ﬁgure legend, the reader is refshown alongwith the ordinaryWRTDS estimates of the annual FNF.
The identical process is carried out for the conﬁdence band for FNC
using the same set of bootstrap replicates and the same estimates of
w(Q,T) that are used for FNF. No formal statistical inferences
regarding trend can be made from the resulting graph but the band
presents a useful visual means of depicting the “signal” and the
“noise” fromwhich to develop a general understanding of whether
the changes are large or small in relation to the uncertainty about
them.
One feature that is common to these graphs is that at the ﬁrst
few years and last few years the conﬁdence bands can widenest) for trend in Flow Normalized Concentration (top three panels) or Flow Normalized
o 2013. Each horizontal black line indicates the WBT estimate of the conﬁdence interval
replicates, the, center panels are based on 40 replicates and the right panels are based
in Flow Normalized Concentration (upper panels) and Flow Normalized Flux (bottom
erred to the web version of this article.).
Fig. 7. Susquehanna River at Conowingo, MD results for total nitrogen concentration,
showing the 90% conﬁdence band. Calculations use a block length of 200 days and 100
bootstrap replicates. Solid green line shows the annual ﬂow normalized concentrations
and the dashed green lines show the 5th and 95th percentiles of the annual ﬂow
normalized concentrations. The black dots are the estimated annual mean concen-
trations (For interpretation of the references to color in this ﬁgure legend, the reader is
referred to the web version of this article.).
Fig. 8. Susquehanna River at Conowingo, MD, results for total nitrogen ﬂux, showing
the 90% conﬁdence band. Calculations use a block length of 200 days and 100 boot-
strap replicates. Solid green line shows the annual ﬂow normalized ﬂux and the
dashed green lines show the 5th and 95th percentiles of the annual ﬂow normalized
ﬂux. The black dots are the estimated annual mean ﬂux (For interpretation of the
references to color in this ﬁgure legend, the reader is referred to the web version of this
article.).
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we would expect, because near the ends there is much more un-
certainty about the underlying relationships represented byw(Q,T).
This same widening is also observed in graphs of conﬁdence in-
tervals around a regression line, but in the case of regression the
uncertainty is constrained by the fact that it is assumed that the
relationship is linear. Because no such assumption is used in
WRTDS, the conﬁdence intervals can diverge to a substantially
greater extent than what would be seen in a linear regression
model. Also, unlike a linear regression approach, there can be time
periods during the record when the width of the bands becomes
larger than the years before or after it. This situation is indicative
that something happened during that period which increased the
inherent variability of the estimates (either a process change or a
change in sample density).
The computations needed to produce these conﬁdence bands
are much greater than for the otherWTB outputs. This is due to two
factors. For conﬁdence bands the WRTDS model is estimated for
every year in the record on each replicate, but for the other WBT
outputs it is only computed for two years, ys and ye (recall from
section 3.2, that the WBT computations do not require bootstrap
estimates of w(Q,T) for the entire record but only for these two
years, ys and ye). Thus, for a 30-year record, this can result in a 15-
fold increase in computing time over the standard WBT outputs. In
addition, the computations for the WBT use the adaptive stopping
rule, which is designed speciﬁcally for reaching conclusions about
two speciﬁc hypothesis tests (about FNC and FNF) rather than an
overall characterization of uncertainty over all the years of the re-
cord. This fact can result in a further increase of 2 or 3 fold in
computational time. The EGRETci package provides a script for
these computations that employs parallel processing in the R-
environment and this greatly speeds up the elapsed time for the
computations; however, it can occupy a large part of the computer's
processing capacity while it is operating. Because the output is only
designed for a visual (and not a numerical) use, the number of
repetitions can be fairly small (say <80) and still provide plausibly
smooth and reasonably accurate representations of the uncertainty.
The example used here is for total nitrogen for the Susquehanna
River at Conowingo, Maryland, USA. The drainage area at this
location is 70,200 km2. This monitoring site is immediately up-
stream of the Chesapeake Bay. The Susquehanna River is the largest
single input of fresh water to Chesapeake Bay, thus these nitrogen
inputs are of great importance to ecological conditions in Ches-
apeake Bay. The data set used covers water years 1985e2013 and
consists of 851 samples with a minimum value of 0.557 mg/L, a
mean of 1.75 mg/L and a maximum of 20.065 mg/L Fig. 7 shows the
conﬁdence band output for FNC and Fig. 8 shows it for FNF.
Both of these ﬁgures convey the idea that the overall trend in
FNC or FNF has been generally downwards over this period. How-
ever, from about 1998 to about 2006, there is an indication of a
leveling off or even increasing trend, followed by a continuation of
the downward trend in the last seven years of the record. We can
see that in both graphs the width of the conﬁdence band was
relatively wide at the start and the end of the record, but there was
also a period with a wide conﬁdence band from about 2001 to
2006. This appears to be closely related to more extreme variability
in the data during that period. Note that many of the individual
yearly estimates (shown as the black dots) in these ﬁgures lie
outside the conﬁdence band. This is not a surprising result. The
individual years (particularly for ﬂux) exhibit a great deal of tem-
poral variability due to the variability of discharge. The FN values
are computed after removing the year-to-year variability due to
discharge. As such they are much less variable. This is again anal-
ogous to conﬁdence regions in regression. Many individual obser-
vations can lie outside the conﬁdence band.Subjectively, looking at these two ﬁgures, one can draw a gen-
eral conclusion that certainly over the full period of 1985e2013
there has been a signiﬁcant amount of downward trend (both in
FNC and FNF). If we just focus on the period 1995 to 2013 wewould
be inclined to say that the FNC is trending downwards, but for FNF
the answer is rather ambiguous, although the indications of
downward trend in FNF is moderately clear over the last decade of
this period.5.4. Representation of the distribution of trend magnitudes
Another type of output that can be generated by WBT is a rep-
resentation of the uncertainty about the trend, expressed as a fre-
quency distribution. Interested parties who wish to evaluate
progress towards some established goals might ﬁnd this repre-
sentation quite useful. Up to this point in this paper it has simply
been assumed that the null hypothesis is that there was no trend.
However, managers may be interested in knowing if the improve-
ment was at least as large as some pre-speciﬁed goal (e.g. they may
R.M. Hirsch et al. / Environmental Modelling & Software 73 (2015) 148e166164have stated that the goal is a 20% reduction in ﬂux over a decade).
We can re-express the trends as a percentage change between the
starting year and the ending year and show these percentage
changes as a histogram. This is accomplished by conducting the
WBT (Mmin should be at least 50 for this application), and saving the
computed trend values from each bootstrap replicate, and then re-
expressing that trend in terms of a percentage change from the
starting year to the ending year (or alternatively they could be
shown in actual units such as mg/L or kg/year). Fig. 9 presents
histograms for FNC trends and FNF trends as percentage changes
from 2000 to 2012 using the same data set presented in Figs. 7 and
8. For these ﬁguresMminwas set to 200 to create a relatively smooth
histogram. Note that both ﬁgures indicate strong evidence for a
downward trend, but the evidence is slightly weaker in the case of
FNC (left panel, likelihood of a downwards trend is 0.78) than for
FNF (right panel, likelihood of a downwards trend is 0.89). It is also
worth noting that the probability of a large downward trend (say a
decrease of more than 10 percent) is much greater for FNF than for
FNC even though the standard WRTDS estimate of trend in percent
is virtually equal for FNC and FNF (slightly less than a 5 percent
decrease).
Consider the following example of a way this information could
be used. Parties involved in a Total Maximum Daily Load (TMDL)
implementation may establish statements such as this: “our goal is
to reduce loadings of nitrogen by 15% from 2000 to 2012.” In terms
of WRTDS this could be stated as FNF2012  0.85$FNF2000. For this
application, one might conduct 100 bootstrap replicates. From each
replicate we compute DRi ¼ (FNF2012i  FNF2000i)/FNF2000i, the dif-
ference between the two years' FNF values expressed as a ratio to
the starting year value. Then, the empirical distribution of these
100 values of DRi can be explored in various ways. Themost directly
relevant to the goal is this: What is the likelihood that FNF of ni-
trogen has declined by 15 percent over this time period? The
answer would be determined by evaluating the fraction of the
DRi < 0.85. In this case it is 4 out of 100 replicates so we could say
that the likelihood is 4 percent that the trend from 2000 to 2012
was a decrease of 15 percent or greater (the area to the left of15 in
the right panel histogram). We can also say that the likelihood is 50
percent that the trend over this period was a decrease of 5 percent
or more (the area to the left of5 in the right panel histogram). The
software also makes it possible to compute the likelihood that the
change between any pair of years is greater than some magnitudeFig. 9. Histograms of estimated trend magnitudes in percent, 2000e2012, for total nitroge
centration. Right panel is trend in ﬂow-normalized ﬂux. In both cases the standard WRTDS(e.g. a decrease of 6$106 kg/yr).
6. Summary and conclusions
The WRTDS method was developed as a tool for exploratory
data analysis to be used with data sets of water quality sample
concentration values and continuous daily discharge values. The
method facilitates insights about a number of features of water
quality records: including the temporal patterns of trends
(including identifying non-monotonic trends), seasonal differences
in trend characteristics, difference in the trends for high ﬂow versus
low ﬂow, and it provides for an internally consistent method for
evaluating the changes in concentration and changes in ﬂux. The
original method and associated software (Hirsch and De Cicco,
2014) lacked any capability of describing the uncertainties associ-
ated with the WRTDS outputs. This paper describes the theory and
implementation of the WRTDS Bootstrap Test (WBT), which en-
hances WRTDS by adding the capability to quantify the uncertainty
of estimated trends and produce graphical representations of the
computed uncertainties.
The full set of computations related to uncertainty of trend re-
sults is called the WRTDS Bootstrap Test (WBT). Trend is deﬁned by
the change between two selected years of a record (ys and ye). The
WBT provides four types of outputs: 1) hypothesis tests for trend in
FNC and FNF (reject or do not reject the null hypothesis at a ¼ 0.1),
2) p-values for those tests, 3) 90% conﬁdence intervals for the
magnitude of the trend in FNC and FNF, 4) likelihood statements (in
numerical form and as descriptive statements) about both
increasing trends and decreasing trends in FNC and FNF. The R-code
for the WBT is available from CRAN. The package is named EGRETci
and is dependent upon the EGRET R-package, which houses the R-
code for WRTDS analysis.
Using simulated data sets that are realistic statistical models of
water quality and discharge time series, the WBT has been shown
to result in Type I error rates for a null hypothesis of no trend that
are slightly higher than the nominal Type I error rate. It should be
noted that other common methods of trend analysis also depart
from the nominal Type I error rate by amounts that can be as much
ormore than theWBTapproach. One test, the Seasonal Kendall Test
Adjusted for Serial Correlation (SEAKENA) on residuals from the log
concentration to log discharge quadratic model, shows perfor-
mance that is better able to achieve the desired Type I error rate. Ifn, Susquehanna River at Conowingo, MD. Left panel is trend in ﬂow-normalized con-
estimate of trend is shown by the dashed vertical line.
R.M. Hirsch et al. / Environmental Modelling & Software 73 (2015) 148e166 165the objective of an analysis were solely to report a highly accurate
p-value for a hypothesis test for monotonic trend, then SEAKENA
would be a good choice. But, if the intent is to have amore complete
and ﬂexible method of describing the evolving nature of water
quality conditions (both concentration and ﬂuxes) and reasonably
accurate metrics of uncertainty, then the WRTDS method in
conjunction with WBT would be an appropriate choice. Testing of
various stochastic models of streamﬂow and water quality showed
that a bootstrap block length of 200 days is appropriate. The Type I
error rate was also found to be insensitive to the level of censoring
when up to 50% of the water-quality data was censored.
Analysis of long-term water quality data continues to make
progress and future enhancements will come from the develop-
ment of new methods that combine more deterministic aspects of
water quality along with the statistical aspects. Enhancements will
also come from new understanding of the temporal properties of
water quality time series as new high-frequency data sets (Pellerin
et al., 2014) become more common. Water quality statistical anal-
ysis has long suffered from the serious challenges in estimating the
time-series structure of residuals from statistical models based on
discharge, season and time. As longer high frequency data sets
become more commonly available these will help to enhance our
ability to make more deﬁnitive statements about the nature of the
non-stationarity of water quality and help us clearly articulate our
uncertainties. Ultimately this will facilitate tests better than the one
introduced here.
The processes that inﬂuence water quality in a river, over pe-
riods of multiple decades necessitate a highly ﬂexible representa-
tion of relationships of concentration to time, to discharge, and to
season. The primary goal of the WRTDS method remains the same
as when introduced in 2010: to describe the evolving nature of the
changes that are taking place in the system. The addition of the
WBT to theWRTDSmethod provides the added dimension of being
able to quantify and communicate to stakeholders the degree of
uncertainty that should be attached to ﬁndings about trend that
emerge from the WRTDS analysis.
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