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Resumen
Una de las caracterı´sticas ma´s importantes de un conjunto de ecuaciones en deriva-
das parciales, que pretendan describir fı´sica, es que posean una formulacio´n de valores
iniciales bien puesta. Es decir, dados ciertos datos iniciales para algun tiempo inicial, las
soluciones del sistema deben cumplir las siguientes tres condiciones: existir localmente,
ser u´nicas y continuas en esos datos iniciales. Esta propiedad es fundamental en proble-
mas fı´sicos, debido a que garantiza el poder de predictibilidad de la teorı´a.
Dentro de la clase de sistemas bien puestos, se encuentran los fuertemente hiperbo-
licos [1], estos son los que estudiaremos en esta tesis. Consideraremos teorı´as en de-
rivadas parciales de primer orden, cuasi-lineales y con vı´nculos diferenciales. En estos
casos, el nu´mero de ecuaciones es ma´s grande que el nu´mero de campos a resolver, por
lo que no pueden aplicarse los me´todos standard para hiperbolicidad fuerte de la teorı´a
de Kreiss. Para lidiar con este problema se introduce un nuevo tensor, llamado reduccio´n.
Este selecciona un subconjunto de ecuaciones con el objetivo de usarlas como ecuacio-
nes de evolucio´n para los campos a resolver. Cuando las mismas resultan fuertemente
hiperbo´licas llamamos a esa reduccio´n hiperbolizador. Es de intere´s, tanto a nivel teo´rico
como nume´rico, construir una teorı´a general que nos permita comprender que´ condiciones
garantizan la existencia (o la no existencia) de hiperbolizadores y obtener me´todos para
construirlos. Es por ello que en esta tesis se responde parcialmente esa incognita.
Es conocido que el tensor que acompan˜a a las derivadas primeras, llamado sı´mbolo
principal, juega un papel importante en la teorı´a. Por lo que gran parte de la tesis es el
estudio de sus propiedades, que nos permite obtener informacio´n sobre como construir
hiperbolizadores.
Como primer resultado [2], hemos encontrado que para teorı´as cuasi-lineales, una
condicio´n necesaria para que exista un hiperbolizador es que los valores singulares de
ciertas familias mono-parame´tricas (ε) de perturbaciones del sı´mbolo principal, sean solo
de orden O
(
ε0
)
o O
(
ε1
)
. Por lo que hemos desarrollado un mecanismo que permite
identificar, de un modo muy sencillo, teorı´as mal puestas. Usando esta herramienta, hemos
mostrado que las ecuaciones que describen la electrodina´mica de Force Free en su versio´n
de potenciales de Euler y los fluidos cargados con conductividad finita, son de´bilmente
hiperbo´licas.
Como nuestro segundo resultado [3], hemos estudiado las teorı´as con coeficientes
constantes, y concluimos que una condicio´n necesaria y suficiente para hiperbolicidad
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fuerte, es que exista un a´ngulo ma´ximo 0 ≤ ϑ < pi2 , tal que los a´ngulos principales
de ciertos subespacios vectoriales asociados al kernel por derecha y por izquierda del
sı´mbolo principal, este´n acotados superiormente por el mismo. Este resultado es alcan-
zado considerando la descomposicio´n de Kronecker de la parte principal y construyendo
explı´citamente los hiperbolizadores. Esto es posible debido a que en teorı´as hiperbo´licas
(no necesariamente fuertemente hiperbo´licas), esta descomposicio´n queda limitada a so-
lo dos tipos de bloques: bloques de Jordan y bloques que llamaremos de vı´nculos. Por
otro lado, cuando la condicio´n de a´ngulo ma´ximo se cumple, es posible observar que los
bloques de Jordan se vuelven diagonales y usar las mismas expresiones de la descompo-
sicio´n para encontrar explı´citamente los hiperbolizadores punto a punto. Como ejemplo de
aplicacio´n estudiamos la teorı´a de Klein Gordon, mostrando su estructura de Kronecker y
sus hiperbolizaciones.
Como tercer resultado [3], estudiamos teorı´as electrodina´micas no lineales, surgidas
de lagrangianos arbitrarios en te´rmino de los invariantes electromagne´ticos. Estas teorı´as
presentan relaciones de dispersio´n definidas en te´rminos de dos me´tricas lorentzianas
efectivas. Hemos probado que estas teorı´as son sime´tricas hiperbo´licas (una clase dentro
de las fuertemente hiperbo´licas) si y solo si, los conos temporales de esas me´tricas efecti-
vas tienen interseccio´n no vacı´a. Para ello hemos construidos hiperbolizadores explı´citos,
llamadas simetrizadores [4]. Adema´s hemos aplicado este resultado a ejemplos de interes
fı´sico: a las teorı´as electromagne´ticas de Born-Infeld, Gauss-Bonnet y Euler-Heisenberg.
Estas resultan sime´tricas hiperbo´licas cuando ciertas restricciones sobre los campos elec-
tromagne´ticos son impuestas. Por ultimo, hemos construido una teorı´a electrodina´mica
de juguete, que resulta sime´trica hiperbo´lica, pero cuyos conos de propagacio´n no tienen
interseccio´n con los conos de la me´trica de fondo.
Para finalizar, estudiamos la teorı´a de vı´nculos y su conexio´n con la descomposicio´n
de Kronecker del sı´mbolo principal. En los casos mas simples de la descomposicio´n, obte-
nemos ecuaciones de evolucio´n para el sistema subsidiario de vı´nculos y condiciones de
integrabilidad necesarias para que los vı´nculos se conserven. Estas ecuaciones parecen
ser naturalmente fuertemente hiperbo´licas si el sistema original es hiperbolizable, por lo
que en estos casos los vı´nculos se mantienen satisfechos. Por otro lado, cuando la des-
composicio´n de Kronecker se vuelve mas compleja, aparecen vı´nculos ocultos de mayores
derivadas. Debido a que no hay una teorı´a asociada a estos casos, no es posible asegurar
que los mismos se conservan durante la evolucio´n.
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evolucio´n - Hiperbolizadores - Descomposicio´n en valores singulares - Descomposicio´n de
Kronecker - Sistema subsidiario de vı´nculos - Vı´nculos ocultos - Force Free y potenciales
de Euler - Fluidos cargados con conductividad finita - Electrodina´mica no lineal - Born-
Infeld - Gauss-Bonnet - Euler-Heisenberg.
VI
I´ndice general
1 Introduccio´n 1
2 Sistemas de ecuaciones en derivadas parciales. 7
2.1 Introduccio´n. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.2 Vı´nculos de Geroch . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.3 Sistemas de coeficientes constantes sin vı´nculos. . . . . . . . . . . . . . 12
2.4 Sistemas de coeficientes constantes con vı´nculos. . . . . . . . . . . . . . 16
2.5 Sistemas cuasi-lineales. . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.6 Modos y velocidades caracterı´sticas. . . . . . . . . . . . . . . . . . . . . 19
3 Condicio´n necesaria para Hiperbolicidad Fuerte. 23
3.1 Introduccio´n. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
3.2 Resultados. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
3.3 Pruebas de los teoremas 10 y 11. . . . . . . . . . . . . . . . . . . . . . 26
3.3.1 Operadores cuadrados. . . . . . . . . . . . . . . . . . . . . . . . 27
3.3.2 Operadores rectangulares. . . . . . . . . . . . . . . . . . . . . . 32
3.4 Aplicaciones y ejemplos. . . . . . . . . . . . . . . . . . . . . . . . . . . 33
3.4.1 Ejemplo 2× 2. . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
3.4.2 Electrodina´mica de Force Free en la forma de potenciales de Euler 35
3.4.3 Fluidos cargados con conductividad finita . . . . . . . . . . . . . 38
3.4.3.1 Caso sin conductividad σ = 0. . . . . . . . . . . . . . 41
3.5 Conclusiones. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
4 Condiciones Necesarias y suficientes para hiperbolicidad fuerte. 43
4.1 Introduccio´n . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
4.2 Resultados . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
4.3 Prueba del teorema 21. . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
4.3.1 Descomposicio´n de Kronecker de penciles. . . . . . . . . . . . . 47
4.3.2 Condicio´n necesaria para hiperbolicidad fuerte. . . . . . . . . . . 48
4.3.3 Construyendo reducciones. . . . . . . . . . . . . . . . . . . . . 50
4.3.4 Eligiendo los autovalores extras. . . . . . . . . . . . . . . . . . . 56
4.3.5 Cota inferior uniforme e hiperbolicidad fuerte. . . . . . . . . . . . 57
4.4 Klein Gordon. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
VII
4.5 Conclusiones. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
5 Electrodina´mica no lineal. 65
5.1 Introduccio´n. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
5.2 Aspectos generales de la teorı´a. . . . . . . . . . . . . . . . . . . . . . . 66
5.2.1 Lagrangianos y ecuaciones de movimiento. . . . . . . . . . . . . 66
5.3 Estructura caracterı´stica y me´tricas efectivas. . . . . . . . . . . . . . . . 67
5.3.1 Estructura geome´trica: conos y coconos. . . . . . . . . . . . . . 68
5.3.1.1 Fab no degenerado (F 2 +G2 6= 0) . . . . . . . . . . . 68
5.4 Resultados principales. . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
5.5 Pruebas de los teoremas 27 y 28 . . . . . . . . . . . . . . . . . . . . . . 74
5.6 Ejemplos. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
5.6.1 Born-Infeld. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
5.6.2 Elctrodina´mica de la teorı´a de Kaluza-Klein. . . . . . . . . . . . . 78
5.6.2.1 Electrodina´mica de Gauss-Bonnet. . . . . . . . . . . . 78
5.6.2.2 Euler-Heisenberg . . . . . . . . . . . . . . . . . . . . 79
5.6.3 Teorı´a de juguete. . . . . . . . . . . . . . . . . . . . . . . . . . . 80
5.7 Conclusiones. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
6 Vı´nculos y bloque LTm. 83
6.1 Introduccio´n. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
6.2 Integrabilidad de los vı´nculos LT0 y L
T
1 . . . . . . . . . . . . . . . . . . . . 84
6.3 Vı´nculos ocultos y bloques LTm con m ≥ 2. . . . . . . . . . . . . . . . . 88
6.4 Conclusiones. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
7 Conclusiones y trabajo futuro. 91
A Descomposicio´n en valores singulares 95
B Invariancia de los ordenes de los valores singulares. 99
C Prueba del teorema 20. 101
D Descomposicio´n de Kronecker de sistemas hiperbo´licos. 105
Bibliografı´a 109
VIII
Capı´tulo 1
Introduccio´n
La mayorı´a de los modelos fı´sicos vienen dados en te´rminos de ecuaciones en de-
rivadas parciales. Una pregunta importante es si cada uno de estos modelos tiene una
formulacio´n de valores iniciales que sea bien puesta o well posed en ingles. Esta condi-
cio´n es la raı´z de la fı´sica, ya que garantiza el poder de predictibilidad de la teorı´a. Un
conjunto de ecuaciones diferenciales se dice bien puesto si: existe localmente alguna so-
lucio´n, esta es u´nica y es continua en el dato inicial [5]. Notemos que la primer condicio´n
solo requiere la existencia local. En la segunda, cuando decimos que una solucio´n es ”u´ni-
ca”, nos referimos a que la misma es u´nica dentro de una cierta clase de funciones. En
principio consideraremos funciones suaves en L2 y con soporte compacto. La tercera sig-
nifica que si producimos pequen˜as perturbaciones en el dato inicial (pequen˜as en la norma
L2), la solucio´n se mantendra´ cercana a la solucio´n original, un requerimiento que espe-
ramos las teorı´as fı´sicas cumplan. De no ser asi, no podrı´amos corroborar que tal teorı´a
corresponde a un dado feno´meno, puesto que cualquier medicio´n fı´sicas siempre conlleva
errores y no podrı´amos decidir con que solucio´n comparar. Por otro lado, si trata´ramos de
resolver el problema nume´ricamente los errores nume´ricos implicarı´an que paso a paso
vamos cambiando de solucio´n, pero estas se alejan las unas de las otras, por lo tanto
cualquier resultado nume´rico representarı´a una mezcla de soluciones distantes las unas
de las otras, sin ningu´n sentido fı´sico.
En esta tesis estudiamos sistemas de ecuaciones diferenciales no lineales de primer
orden en derivadas parciales que incluyen vı´nculos diferenciales (tambie´n de primer orden
en derivadas) y que pretenden describir fı´sica. A estos sistemas los llamamos sistemas ge-
nerales de primer orden. Estas teorı´as son de intere´s ya que la mayorı´a de las ecuaciones
de la fı´sicas pueden llevarse a esta forma. En particular estudiamos teorı´as fuertemente
hiperbolicas. Esta clase de sistemas se encuentra dentro de la clase de teorı´as bien pues-
tas y estables ante te´rminos de menores ordenes en derivadas (sin derivadas, en nuestro
caso) [6], [7]. Un sistema particular, es fuertemente hiperbo´lico dependiendo de su com-
portamiento en altas frecuencias. A grandes rasgos (profundizaremos la definicio´n en el
capı´tulo 2) si toda perturbacio´n de alta frecuencia posee velocidades de propagacio´n fi-
nita y reales, entonces diremos que el sistema es hiperbo´lico. Si adema´s, cualquiera de
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esas perturbaciones, puede ser expandida punto a punto, en te´rminos de ondas planas,
entonces el sistema es fuertemente hiperbo´lico. Cuando el sistema solo sea hiperbo´lico y
no fuerte, diremos que es de´bilmente hiperbo´lico. Estos sistemas no son bien puesto an-
te cualquier tipo de perturbaciones de menores ordenes en las derivadas, por lo que son
llamados mal puestos o ill posed.
Generalmente, en fı´sica, estos sistemas aparecen como un conjunto de e ecuaciones
diferenciales, sobre una variedad M de dimensio´n n+ 1, para ciertos u campos descono-
cidos, tal que el nu´mero de ecuaciones es mayor o igual que el numero de campos e ≥ u.
La forma en la que se trata esta clase de problemas es dividir este conjunto en dos sub-
conjuntos, el de ecuaciones de evolucio´n (u ecuaciones) y el de vı´nculos (c ecuaciones),
tal que e = u + c. En donde, dada una cierta foliacio´n Σt local de M , parametrizada en
te´rminos del para´metro t que llamamos tiempo, el problema de valores iniciales radica en
resolver las u ecuaciones de evolucio´n para los u campos en t > 0, con dato inicial (en
L2) sobre Σt=0 . Si este conjunto de ecuaciones de evolucio´n es fuertemente hiperbo´lico,
entonces decimos que el sistema es fuertemente hiperbo´lico (notese que los vı´nculos son
dejados de lado por el momento). La teorı´a para sistemas de evolucio´n ya ha sido desarro-
llada, ver [6], [7], un ana´lisis mas completo puede encontrarse en [8], y un par de reviews
sobre estos temas desde un enfoque mas fı´sico en [9], [10].
Por otro lado, el papel que juegan los vı´nculos es el de restringir los datos iniciales (pa-
ra los u campos), que podemos seleccionar sobre Σt=0, de tal forma que estos cumplan
las ecuaciones de vinculo. Sin embargo, podrı´a suceder que las soluciones obtenidas (de
las ecuaciones de evolucio´n) cumpliendo los vı´nculos en tiempo t = 0, fallen en cumplirlos
para tiempos posteriores. Por lo que parte del problema es probar que el sistema subsidia-
rio de vı´nculos tambie´n evoluciona de manera fuertemente hiperbo´lica, de este modo, dado
que los vı´nculos se cumplen sobre Σt=0 ellos permanecera´n ası´ para tiempos posteriores
por unicidad de la solucio´n.
Una pregunta que surge es: ¿quienes son las ecuaciones de evolucio´n y de vı´nculos?.
Geroch en [4] muestra una forma geome´trica y covariante de definir las ecuaciones de
vı´nculos de forma u´nica. Sin embargo esto no puede hacerse con las ecuaciones de evo-
lucio´n. Ya que, dado un sistema de ecuaciones de evolucio´n arbitrario, siempre podemos
combinarlo linealmente con los vı´nculos (a esto proceso lo llamamos elegir una reduccio´n
del sistema) y obtener un nuevo sistema de evolucio´n. En principio, esperamos que las
soluciones de ambos sistemas sean las mismas, ya que sumar te´rminos de vı´nculos a
la evolucio´n es como sumar “ceros”. Sin embargo, esto no necesariamente es cierto, y
en general sucede que diferentes reducciones pueden llevar a ecuaciones de evolucio´n
fuerte o de´bilmente hiperbo´licas. Esta ambigu¨edad ocurre debido a que en las ecuaciones
de evolucio´n hay mas grados de libertad que los fı´sicamente relevantes. De este modo,
una reduccio´n no fuertemente hiperbo´lica, indica que la evolucio´n de los grados fı´sicos es
intrı´nsecamente mal puesta, y por lo tanto, no existe ninguna reduccio´n fuertemente hi-
perbo´lica; o que la evolucio´n de los grados de libertad extras, a sido mal elegida. Posibles
consecuencias de este segundo caso son: que los vı´nculos dejen de cumplirse fuera de
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la superficie inicial y por lo tanto no obtenemos soluciones del sistema completo; o que
las soluciones, de estos grados de libertad extras, no sean continuas en el dato inicial, y
por lo tanto, comparando soluciones obtenidas de datos iniciales que cumplen los vı´ncu-
los, inicialmente y en la evolucio´n, y datos cercanos a cumplirlos inicialmente (eligie´ndolos
de frecuencias altas), estas se alejan las unas de las otras tan ra´pido como queramos.
En todos estos casos, adema´s de la cuestio´n teo´rica, es claro que no es posible plantear
ninguna implementacio´n nume´rica.
Todo lo anterior muestra que es de suma importancia encontrar un conjunto de ecua-
ciones de evolucio´n fuertemente hiperbo´licas para cada teorı´a. Cuando esto sucede llama-
mos a esas reducciones hiperbolizaciones o hiperbolizadores. Por otro lado, este feno´meno
a dado lugar a un sin fin de trabajos en fı´sica, en donde para cada teorı´a se elije una
hiperbolizacio´n especial, construida para el problema especifico. Algunos ejemplos son:
Ecuacio´n de onda [4], Electrodina´mica [4], Electrodina´mica de Force Free [11],[12], Elec-
trodina´mica no lineal [13], Klein Gordon [4], Relatividad General en sus distintas formula-
ciones [14], [15], [16], [17], etc.
Sin embargo no hay una teorı´a general sobre reducciones, ni sobre los sistemas sub-
sidiarios de vı´nculos que nos permita conocer de antemano, cuando existe una reduccio´n,
o no existe ninguna, y si esas reducciones preservan los vı´nculos o no. Por este motivo,
esta tesis responde parcialmente a la primer parte de este problema, es decir, a la cons-
truccio´n de una teorı´a general asociada a las reducciones. Y comentamos que sucede con
los sistemas subsidiarios en los casos mas simples.
En general este problema se traduce en un problema algebraico en primera instancia,
pasando despue´s a un problema de suavidad de los campos. Nosotros nos concentrare-
mos mayormente en la parte algebraica. Mostrando, por ejemplo, en el caso de coeficientes
constantes criterios necesarios y suficientes que permiten decidir cuando un sistema tie-
ne una hiperbolizacio´n y cuando no. Estas condiciones se vuelven necesarias en el caso
cuasi-lineal.
Un esquema de la tesis es el siguiente:
En el capitulo 2, introducimos la notacio´n que usaremos a lo largo de la tesis. Presenta-
mos los resultados conocidos sobre hiperbolicidad fuerte. Se introducen las reducciones y
las ecuaciones de evolucio´n. Se definen los vı´nculos de Geroch. Y se define hiperbolicidad
fuerte para el caso de coeficientes constantes, en te´rminos del teorema de Matrices de
Kreiss. Se generalizan estas ideas para el caso cuasi-lineal. Por ultimo se define sistemas
sime´tricos hiperbo´licos.
En el capitulo 3, empezamos con nuestro primer resultado, este trabajo es de mi autorı´a
[2]. Usando la descomposicio´n en valores singulares para matrices no cuadradas, obtene-
mos una condicio´n necesaria para la existencia de una hiperbolizacio´n en el caso cuasi-
lineal. Hemos probado que si algu´n valor singular de ciertas familias monoparame´tricas
(ε) de perturbaciones, del sı´mbolo principal (termino con derivadas primeras del sistema
de ecuaciones), es de orden O
(
εl
)
con l ≥ 2, entonces no existe ninguna hiperbolizacio´n
del sistema. Esta condicio´n puede ser chequeada sin la necesidad de calcular los valores
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singulares, sino de forma simple e invariantes usando bases de los nu´cleos por derecha
y por izquierda del sı´mbolo principal. Por otro lado mostramos ejemplos de aplicacio´n: se
observa como las perturbaciones de los valores singulares definen la descomposicio´n de
Jordan de una matriz de 2 × 2 y en lo que respecta a ejemplos fı´sicos, se muestra que
tanto la Electrodina´mica de Force Free en termino de los potenciales de Euler, como los
fluidos cargados, con conductividad finita, son de´bilmente hiperbo´licos.
En el capitulo 4, introducimos nuestro segundo resultado [3], este trabajo se realizo con
el Dr. Oscar Reula. En el mismo estudiamos sistemas generales de primer orden con coefi-
cientes constantes y mostramos una condicio´n necesaria y suficiente, para decidir cuando
el sistema es fuertemente hiperbo´lico y encontrar reducciones explı´citamente. Esta condi-
cio´n se da en te´rmino de los a´ngulos principales entre los nu´cleos por derecha e izquierda
del sı´mbolo principal. Por otro lado, las reducciones resultan del tipo pseudo-diferencial o
diferencial dependiendo de cada teorı´a. Y son construidas usando la descomposicio´n de
Kronecker del sı´mbolo principal. Esta descomposicio´n tambie´n muestra como es la estruc-
tura algebraica de los vı´nculos. En el caso cuasi-lineal, estos resultados se vuelven una
condicio´n necesaria. Como ejemplo de aplicacio´n mostramos la teorı´a de Klein Gordon.
En el capitulo 5, presentamos nuestro tercer trabajo [13], el mismo se realizo con
la colaboracio´n de los Doctores Federico Carrasco, Erico Goulat y Oscar Reula. En es-
te capı´tulo estudiamos teorı´as non lineales electromagne´ticas, surgidas de lagrangianos
completamente arbitrarios construidos con los invariantes electromagne´ticos de la teorı´a.
Mostramos que la teorı´a es sime´trica hiperbo´lica si y solo si los conos temporales, surgidos
de su relacio´n de dispersio´n, tiene interseccio´n. Para ello construimos explı´citamente los hi-
perbolizadores/simetrizadores. Para cerrar este capitulo, mostramos algunos ejemplos de
aplicacio´n, ellos son: la electrodina´mica de Born-Infeld, Gauss-Bonnet, Euler-Heisenberg
y una teorı´a de juguete. Aunque este fue el primer trabajo realizado, el mismo se ubica en
este capı´tulo debido a que es un ejemplo concreto de aplicacio´n, que puede ser explicado
en te´rminos de la teorı´a general desarrollada en los capı´tulos previos.
En el capitulo 6, introducimos la relacio´n entre vı´nculos y la estructura de Kronecker
del sı´mbolo principal. Siguiendo las ideas de Reula y Geroch [18, 4], conectamos algunos
de sus resultados con la descomposicio´n de Kronecker presentada en el capı´tulo 4. Cuan-
do el sistema es hiperbolizable y solo tiene vı´nculos de Geroch, encontramos las ecua-
ciones de evolucio´n del sistema subsidiario de vı´nculos. Estas parecen ser naturalmente
fuertemente hiperbo´licas. Adema´s aparecen condiciones de integrabilidad que involucran
te´rminos de menores ordenes en derivadas del sistema general. Aunque no es conclusivo,
cuando estas se satisfacen, los vı´nculos parecen conservarse durante la evolucio´n. Tam-
bie´n se generaliza la definicio´n de Geroch de vı´nculos, y se observa que cuando estos
nuevos vı´nculos son parte del sistema, los mismos acarrean vı´nculos ocultos de mayores
derivadas. Todos ellos deben satisfacerse para obtener soluciones del sistema completo.
Ejemplos de estos casos son las ecuaciones de Killing y de tensores de Killing.
En el capitulo 7 se presenta un conclusio´n general de la tesis y se comenta sobre las
lineas de trabajo que quedan abiertas.
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Por u´ltimo, en el ape´ndice A se presenta la descomposicio´n en valores singulares y se
explica como realizarla. En el ape´ndice B se demuestra la invariancia de los ordenes de
los valores singulares perturbados ante diferentes elecciones de los productos internos y
se muestra un teorema para el calculo del primer orden de perturbacio´n de los mismos. En
el ape´ndice C se prueba el teorema 20 del capı´tulo 4, que incluye una equivalencia mas
al teorema matricial de Kreiss. Para finalizar, en el ape´ndice D se explica como realizar la
descomposicio´n de Kronecker de un matriz pencil.
6 Capı´tulo 1. Introduccio´n
Capı´tulo 2
Sistemas de ecuaciones en
derivadas parciales.
2.1. Introduccio´n.
Resolver un conjunto de ecuaciones diferenciales sujetas a un dato inicial o una con-
dicio´n de contorno, es comu´nmente llamado el problema de Cauchy. Estamos interesados
en el primer caso, es decir, el problema de valores iniciales. En particular estudiaremos
teorı´as hiperbo´licas con vı´nculos diferenciales. Es por ello, que en esta seccio´n, siguiendo
los trabajos [4, 9, 2, 3], introducimos las nociones de hiperbolicidad fuerte para las teorı´as
cuasi-lineales de la forma
NAaγ (x, φ)∇aφγ = JA (x, φ) (2.1)
Con dato inicial
φα|Σ0 = φα0 (2.2)
sobre alguna hipersuperficie Σ0.
Consideramos las ecuaciones (2.1) sobre una variedad real M (espacio tiempo), con
xa puntos en la misma y tal que dimM = n + 1. Los campos φγ son secciones de un
fibrado vectorial b
pi→ M , estos son los que deseamos encontrar. Para cada xa ellos son
un elemento de la fibra1 ΦR, este espacio vectorial tiene dimensio´n dim(ΦR) = u. Los
sı´mbolos NAaα y J
A son tensores sobre b dados por cada teorı´a fı´sica en estudio; cuando
NAaα es contraı´do con un co-vector la es llamado sı´mbolo principal del sistemaN
Aa
α la. Las
letras minu´scula de imprenta a, b, c, ... representan ı´ndices de espacio-tiempo, las letras
griegas α, β, γ, ... representan ı´ndices de campos, tal que |α| := dim (”α”) = u y es-
tamos usando la notacio´n de Einstein donde ı´ndices repetidos se suman. Por u´ltimo, las
letras mayu´sculas de imprenta A,B, ... esta´n asociadas a un espacio vectorial no comple-
tamente especificado que llamaremos el espacio de ecuaciones. Este espacio en general
es un producto multi-tensorial que incluye tensores en M y b, es decir una combinacio´n
1La dependencia en xa es suprimida, ya que siempre estaremos considerando elementos xa enM gene´ri-
cos. Lo mismo sucede para el espacio ΨL definido a continuacio´n.
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de ı´ndices minu´sculos de imprenta e ı´ndices griegos. Denotamos a este espacio por ΨL ,
cuya dimensio´n es dim(ΨL) = |A| = dim (”A”) = e.
Ejemplo: Presentamos las ecuaciones de Maxwell sin fuentes, con espacio tiempo
(M, gab) y tal que dimM = 4
∇dFdc = 0
∇[fFbc] = 0
Donde (xa, Fde) ∈ b, , Fde = F[de] 2. En este caso φα = Fde, por lo que α = [de] y
u = 6. Estamos considerando que todos los ı´ndices se bajan y suben con la me´trica y su
inversa respectivamente.
Estas ecuaciones pueden escribirse como
NAaα ∇aφα =
(
ga[dδ
e]
c
δa[fδ
d
b δ
e
c]
)
∇aFde = 0 (2.3)
Donde
NAaα =
(
ga[dδ
e]
c
δa[fδ
d
b δ
e
c]
)
, (2.4)
con el ı´ndice A = (c, [fbc]), tal que e = 4 + 4 = 8 y JA = 0.
En esta tesis consideramos casos en que el nu´mero de ecuaciones es mayor o igual
al numero de campos, esto significa que e ≥ u (como sucede en el caso de Maxwell
e = 8 ≥ 6 = u). De este conjunto de ecuaciones seleccionaremos u ecuaciones, que
llamaremos de evolucio´n, y las restantes como veremos seran vı´nculos diferenciales, que
debera´n cumplirse durante la evolucio´n. Introducimos la definicio´n de vı´nculos en la sec-
cio´n siguiente.
Fijemos un sistema de coordenadas xa =
(
t, x1, ..., xn
)
, donde llamamos tiempo a
la coordenada t, tal que la misma define una foliacio´n local de M por hipersuperficies
Σt = {t = cte}; estas hipersuperficies tienen normal na := ∇at. Asociado al sistema de
coordenadas, tenemos el vector ta := (∂t)
a que por construccio´n cumple que tana = 1.
Esto nos permite definir el proyector mab; = δ
a
b − tanb (donde δab es el mapeo identidad),
tal que, mabt
b = 0 = mabna. De este modo, podemos reescribir la ecuacio´n (2.1) en su
versio´n en 3+1
NAaγ nat
b∂bφ
γ +NAaγ m
b
a∂bφ
γ = JA (x, φ) (2.5)
donde tb∂b = ∂t representa la derivada temporal, ymba∂b → ∂i con i = 1, ..., n represen-
ta derivadas que no tiene proyeccio´n en las direccio´n temporal, es decir, derivadas sobre
Σt (para cada t). Notemos que los te´rminos de menor orden en las derivadas, surgidos
2Los corchetes [ ] significan anti-simetrizacio´n y los pare´ntesis ( ) simetrizacio´n. Ejemplo [ab] =
1
2!
(ab− ba).
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de la conexio´n de las derivadas covariantes, fueron absorbidos en JA. La expresio´n (2.5)
puede reescribirse en el sistema de coordenadas elegido como
NA0γ ∂tφ
γ +NAiγ ∂iφ
γ = JA (x, φ) (2.6)
Supongamos que podemos encontrar hαˆA (x, φ), lo que de ahora en adelante llamare-
mos reduccio´n, tal que hαˆAN
Aa
γ na es invertible. El ı´ndice αˆ es un ı´ndice multi-tensorial, tal
que dim ”αˆ” = dim ”α”. Esta reduccio´n permite seleccionar linealmente un conjunto de
ecuaciones de (2.5) contrayendo por ejemplo con
(
(hNn)−1
)α
δˆ
hδˆA y obtener
tb∇bφα = −
(
(hNn)−1
)α
δˆ
hδˆAN
Aa
γ m
b
a∂bφ
γ +
(
(hNn)−1
)α
δˆ
hδˆAJ
A, (2.7)
donde
(
(hNn)−1
)α
δˆ
es la inversa de hδˆAN
Aa
γ na.
Llamamos a este conjunto de u ecuaciones, “ecuaciones de evolucio´n”, las mismas
son ecuaciones para cada uno de los campos φα.
Ejemplo: Reduccio´n hαˆA de las ecuaciones de Maxwell.
Sea qab := gab− 1
(−gab∇at∇bt)n
anb el proyector ortogonal a na, una posible reduccio´n
para las ecuaciones de Maxwell es
hαˆA =
(
qlc 0
0 qrsε fbcs
)
3donde α = (l, r). Notemos que la dim l = dim r = 3, ya que qab proyecta ortogonal a
na.
Por lo que contrayendo (2.3) con hαˆA obtenemos
qlc∇dFdc = 0
qrsε fbcs ∇fFbc = 0
estas son 3 + 3 = 6 ecuaciones de evolucio´n, para los 6 grados de libertad de Fab. Este
sistema es fuertemente hiperbo´lico usando la definicio´n 5, cuando na es elegido temporal,
es decir, las hipersuperficies Σt son espaciales. Estas ecuaciones pueden multiplicarse
por hδˆAN
Aa
γ na una vez elegida la foliacio´n.
Escribiendo Fab en te´rminos de los campos ele´ctricos y magne´ticos Ea y Ba y consi-
derando una me´trica plana obtenemos las ecuaciones de Maxwell en su versio´n cla´sica.
∂tB = −∇× E (2.8)
∂tE = ∇×B
En esta tesis respondemos parcialmente en que casos existe hαˆA para que las ecua-
ciones (2.7) sean un conjunto de ecuaciones fuertemente hiperbo´licas (con la definicio´n
3Donde εbcfq es el tensor de Levi Civita.
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5); cuando esto sucede llamamos a hαˆA “hiperbolizacio´n o hiperbolizador”. En el caso
de coeficientes constantes el programa esta completo, ya que mostraremos condiciones
necesarias y suficientes y la forma explı´cita de construir hαˆA para que el sistema sea fuer-
temente hiperbo´lico (capı´tulo 4) y por lo tanto bien puesto. En el caso cuasi-lineal solo
mostraremos condiciones necesarias, en particular, una condicio´n clave, ver eq. (3.18) en
el capitulo 3, que permite descartar sistemas no hiperbolizables.
Para cerrar esta seccio´n, hacemos un comentario sobre la notacio´n. Debido a que
dim ”αˆ” = dim ”α”, de ahora en adelante identificaremos sus correspondientes espa-
cios vectoriales (aunque no necesariamente exista una identificacio´n natural), por lo que
escribiremos a las reducciones como hαA, suprimiendo el sombrero del ı´ndice α.
2.2. Vı´nculos de Geroch
Supongamos que existe un tensor CqA en κ ∈ b, tal que en κ
C
(q
AN
|A|a)
α = 0 (2.9)
Si multiplicamos la ecuacio´n (2.5) por nqC
q
A obtenemos
nqC
q
AN
Aa
γ m
b
a∂bφ
γ = nqC
q
AJ
A, (2.10)
el termino nqC
q
AN
Aa
γ na se anula por (2.9). La ecuacio´n resultante no tiene derivadas en la
direccio´n de nq, es decir, derivadas temporales ∂t. Solamente aparecen derivadas ∂i con
i = 1, ...n sobre las hipersuperficies Σt , es decir, esta ecuacio´n solo involucra los valores
de φα sobre Σt. Por este motivo llamamos a este tipo de ecuaciones (2.10), ecuaciones
de vı´nculo.
Notemos que CqA es independiente de la normal na, ya que se define por la ecuacio´n
(2.9). De este modo, la expresio´n (2.10), es una expresio´n sobre cualquier hipersuperficie
con normal na.
Es importante resaltar que estos tensores CqΓA forman un espacio vectorial, en cada
punto κ, donde ahora agregamos el ı´ndice Γ para denotar los diferentes elementos de
alguna base de este espacio.
Por ultimo decimos que los vı´nculos esta´n completos, si para cada κ ∈ b y cada na no
nulo en pi (κ) ∈M se cumple que
e = u+ c
donde c = dim ”Γ”.
Combinando las ecuaciones (2.7) y las (2.10), esta condicio´n de completitud dice que
el nu´mero de ecuaciones del sistema es tal que para cada φγ tenemos una ecuacio´n
de evolucio´n (estas pueden estar acopladas) y el resto de las ecuaciones son vı´nculos
diferenciales.
El procedimiento que elegimos para resolver el sistema (2.1) es: elegir un dato inicial
φα| = φα0 que cumpla las ecuaciones de vı´nculos (2.11) para todo Γ en la hipersuperficie
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Σ0,
nqC
q
ΓAN
Aa
γ m
b
a∇bφγ0 = nqCqΓAJA, (2.11)
y utilizar las ecuaciones de evolucio´n (2.7) (nume´ricamente o analı´ticamente) para obtener
los valores de φα en las hipersuperficies Σt para 0 < t ≤ T hasta algu´n tiempo T . Por
u´ltimo, chequear que en cada hipersuperficie Σt se siguen cumpliendo los vı´nculos (2.11).
Para este u´ltimo punto existen me´todos analı´ticos como veremos en el capitulo 6, aunque
nume´ricamente suele ser un problema difı´cil de tratar.
Ejemplo: Vı´nculos diferenciales en las ecuaciones de Maxwell
nqC
q
1A = nq (g
cq, 0)
nqC
q
2A = nq
(
0, εbcfq
)
Contrayendo con (2.4) y simetrizando en el ı´ndice q y a obtenemos
C
(q
1AN
|A|a)
γ =
(
gc(q, 0
)( ga)[dδe]c
δ
a)
[f δ
d
b δ
e
c]
)
=
1
2
(
ga[dge]q + gq[dge]a
)
= 0
C
(q
2AN
|A|a)
γ =
(
0, εbcf(q
)( ga)[dδe]c
δ
a)
[f δ
d
b δ
e
c]
)
= εde(aq) = 0
Entonces, los vı´nculos de las ecuaciones de Maxwell son
nqC
q
1AN
Aa
γ m
b
a∇bφγ = nq (gqc, 0)
(
gadδec
δa[fδ
d
b δ
e
c]
)
∇aFde
= ne∇aFde = 0
nqC
q
2AN
Aa
γ m
b
a∇bφγ = nq
(
0, εbcfq
)( gadδec
δa[fδ
d
b δ
e
c]
)
∇aFde
= nqε
adeq∇aFde = 0
escribiendo Fab en te´rminos de los campos ele´ctricos y magne´ticos y con me´trica plana,
estas expresiones resultan en
∇.E = 0 (2.12)
∇.B = 0
Es posible mostrar que si las ecuaciones de evolucio´n paraE yB son (2.8), y elegimos
un dato inicial cumpliendo las ecuaciones de vı´nculos (2.12), estas se cumplira´n durante
la evolucio´n.
Notemos que en principio podemos sumar te´rminos de vı´nculos a las ecuaciones de
evolucio´n obtenidas anteriormente, sin cambiar las soluciones, ya que si los vı´nculos se
conservan el sistema es el mismo. Por ejemplo
∂tB = −∇× E + χ1∇.E + χ2∇.B
∂tE = ∇×B + χ3∇.E + χ4∇.B
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Donde χi con i = 1, 2, 3, 4 son coeficientes a elegir. Estas ecuaciones pueden obtenerse
simplemente tomando una reduccio´n diferente hα2A (χi), sin embargo, malas elecciones
de los coeficientes χi podrı´a significar reducciones no fuertemente hiperbo´licas. Y por lo
tanto que el conjunto de ecuaciones de vı´nculos dejen de cumplirse durante la evolucio´n.
2.3. Sistemas de coeficientes constantes sin vı´nculos.
Para el desarrollo de esta seccio´n seguimos los trabajos [6, 7, 9]. Consideramos el
sistema simplificado
NAaγ ∂aφ
γ +BAγφ
γ = 0 (2.13)
tal que NAaγ y B
A
γ son constantes. Notemos que en este caso, e = dimA = dimα = u
por lo tanto tenemos el mismo nu´mero de ecuaciones que de campos. Utilizando na y mba
podemos realizar la misma descomposicio´n que antes
NAaγ na∂tφ
γ +NAaγ m
b
a∂bφ
γ +BAγφ
γ = 0. (2.14)
Otra vez mba∂b son las derivadas espaciales, es decir, derivadas sobre Σt, por lo
que reemplazamos mba∂b → ∂i con i = 1, .., n. Si adema´s multiplicamos por la inversa
de NAaγ na (elegimos na para que N
Aa
γ na tenga inversa), que llamamos
(
(Nn)−1
)α
A
y
definimos
Aαaγ :=
(
(Nn)−1
)α
A
NAaγ (2.15)
Bαγ :=
(
(Nn)−1
)α
A
BAγ (2.16)
obtenemos el sistema de evolucio´n para los campos φα
∂tφ
α +Aαiγ∂iφ
γ +Bαγφ
γ = 0. (2.17)
Que esperamos resolver con dato inicial
φα|Σt=0 = fα
(
xi
)
(2.18)
con fα campos en L2 4.
Tomando transformada de Fourier de (2.17) en xi obtenemos su forma pseudo-diferencial
∂tφˆ
α + iAαiγ kiφˆ
γ +Bαγφˆ
γ = 0. (2.19)
Llamamos “parte principal de las ecuaciones de evolucio´n” al termino Aαiγ ki.
Podemos escribir el dato inicial en te´rminos de su transformada de Fourier
fα
(
xi
)
=
1
(2pi)n/2
∫
Σ0
eikix
i
fˆα (ki) d
nk
4Diremos que un campo fα esta en L2 (Σ) si ‖f‖2G =
∫
Σ
fα (xi)Gαβf
β
(
xi
)
dnx < ∞ donde la barra
significa conjugar y Gαβ es una forma Hermı´tica (Gαβ = G¯βα), definida positiva sobre Σ que no depende de
xi.
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por lo que la u´nica solucio´n en L2 de (2.19) es (ver [6] o [9])
φˆα (t, ki) = e
−i(Aαiγ ki+Bαγ)t fˆγ (ki) (2.20)
y de (2.17) es
φα
(
t, xi
)
=
1
(2pi)n/2
∫
Σ0
eikix
i
e−i(A
αi
γ ki+B
α
γ)t fˆγ (ki) d
nk (2.21)
Definicio´n 1 Decimos que el sistema (2.17) es bien puesto en L2 y estable ante te´rminos
de menor orden en las derivadas (es decir, para cualquier matriz Bαγ), si existe una ve-
cindad de Σ0, tal que el sistema tiene solucio´n en L2, esta es u´nica y continua en el dato
inicial;
Esto es equivalente5 a que existan constantes C y κ tal que
‖φα (t, ·)‖2 ≤ Ceκt ‖fα‖2 (2.22)
donde C y κ son independientes de fα.
Mostramos un par de ejemplos que nos permiten entender esta definicio´n.
Ejemplo 1: Consideramos el sistema
∂tφ = ∂xφ
con φ : R2 → R y dato inicial φ (t = 0, x) = f (x) ∈ L2. Tomando la transformada de
Fourier en x, obtenemos
∂tφˆ = ikφˆ
(en este caso Aαiγ ki → −k) cuya solucio´n es (ver 2.20)
φˆ (t, k) = eiktfˆ (k) .
Usando la identidad de Parseval6 vemos que el sistema es bien puesto,
‖φ (t, ·)‖2 =
∥∥∥eik(t)fˆ (k)∥∥∥
2
=
∣∣∣eikt∣∣∣ ∥∥∥fˆ∥∥∥
2
=
∥∥∥fˆ∥∥∥
2
= ‖f‖2 ,
ya que con C = 1 y κ = 0 cumplen la ecuacio´n (2.22). Notemos que estos coeficientes
son independientes de la frecuencia del dato inicial.
Ejemplo 2: Consideramos el sistema
∂tφ = −i∂xφ
Igual que antes φ : R2 → R y φ (t = 0, x) = f (x) ∈ L2. Este ejemplo es mal puesto,
como se muestra a continuacio´n.
5Para la demostracio´n de la equivalencia, ver [6].
6〈φ, ψ〉 = ∫ φα (t, xi)Gαβψβ (t, xi) dnx = ∫ φˆα (t, ki)Gαβψˆβ (t, ki) dnk = 〈φˆ, ψˆ〉.
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La solucio´n del mismo en Fourier es
φˆ (t, k) = ektfˆ (k)
(con Aαiγ ki → ik). Supongamos que las frecuencias en f (x) esta´n acotadas, es decir,
existe una constante κ > 0 tal que fˆ (k) = 0 para todo k ≥ κ. Entonces ∣∣ekt∣∣ ≤ eκt
y por lo tanto ‖φ (t, ·)‖2 ≤ eκt ‖f‖2. Sin embargo, esta desigualdad no puede obtenerse
con κ independiente de las frecuencias, para datos iniciales arbitrarios. En particular, si
perturbamos el dato inicial con amplitudes pequen˜as pero con frecuencias cada vez mas
altas, la solucio´n no puede ser acotada como en (2.22).
Este ejemplo muestra que el efecto de que un conjunto de ecuaciones diferenciales
sea bien puesto o no, se manifiesta para altas frecuencias, ya que para bajas frecuencias
siempre podemos encontrar las cotas necesarias.
Ejemplo 3: Consideramos el sistema
∂tφ =
(
1 1
0 1
)
∂xφ
donde φ =
(
φ1
φ2
)
tal que φi : R2 → R con i = 1, 2. Debido a que
∣∣exp{−i (Aαiγ ki) t}∣∣→
∣∣∣∣∣exp
{
i
(
1 1
0 1
)
kt
}∣∣∣∣∣
=
∣∣∣∣∣
(
1 ik
0 1
)∣∣∣∣∣ ≈ (1 + |k| t) ,
no pueden existir C y κ, independientes de k, tal que (1 + |k| t) ≤ Ceκt. Esto prueba
que el sistema no es bien puesto. Como veremos a continuacio´n, el problema del mismo
es que Aαγ (k) no es diagonalizable.
Por otro lado, debido a que las ecuaciones para φ1 y φ2 esta desacopladas, este
sistema podrı´a resolverse primero para φ2; y despue´s para φ1, usando la solucio´n explicita
de φ2 como fuente. De este modo podrı´amos encontrar las cotas requeridas para φ1 y
φ2 por separado. El problema de este mecanismo es que estamos buscando sistemas
estables ante termino de menores ordenes en las derivadas. Por ejemplo, si la ecuacio´n
original es cambiada por ∂tφ =
(
1 1
0 1
)
∂xφ +
(
0 1
1 0
)
φ el sistema deja de estar
desacoplado y no se puede encontrar una cota como (2.22). Por lo que mismo no es bien
puesto.
Retomamos la teorı´a. Usando la solucio´n explı´cita (2.21), la desigualdad entre normas
de matrices y vectores |Qφ| < |Q| |u| y la identidad de Parseval concluimos que para que
(2.22) sea cierto, tiene que suceder que:∣∣∣e−i(Aαiγ ki+Bαγ)t∣∣∣ ≤ Ceκt
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para todo t > 0. Notemos que si consideramos t → t|k| y tomamos |k| → ∞, esto nos
lleva a la expresio´n ∣∣∣e−i(Aαiγ kˆi)t∣∣∣ ≤ C (2.23)
donde kˆi es tal que
∣∣∣kˆ∣∣∣ = 1. Si esta condicio´n es cierta, es posible probar (ver [9]) que∣∣∣e−i(Aαiγ ki+Bαγ)t∣∣∣ ≤ CeC|B|t ∀k ∈ Rn y t ∈ R
Por lo que concluimos que el sistema es bien puesto si y solo si se cumple la ecua-
cio´n (2.23), que resulta en una condicio´n sobre la parte principal de las ecuaciones de
evolucio´n, donde Bαγ no juega ningu´n papel. Antes de presentar condiciones necesarias y
suficientes que garanticen la ecuacio´n (2.23) vamos a introducir la definicio´n de hiperboli-
cidad.
Definicio´n 2 El sistema (2.13) se dice hiperbo´lico si existe na tal que
1- NAaγ na no tiene kernel.
2- Todos los autovalores de Aαiγ ki son reales, para todo |ki| = 1.
Cuando el sistema es hiperbo´lico, las velocidades de propagacio´n de la teorı´a son
reales y no se esperan crecimientos exponenciales en te´rminos de las frecuencias, sin
embargo si son posibles crecimientos polinomiales. Esto no alcanza para garantizar que
la teorı´a sea bien puesta, ni estable, sin embargo es una condicio´n necesaria. Es por ello
que usando el teorema de matrices de Kreiss [19] y el trabajo de Strang [20], introducimos
la definicio´n de hiperbolicidad fuerte, estableciendo una serie de condiciones equivalentes.
De todas estas, la condicio´n 4 es exactamente la eq. (2.23), por lo que si el sistema es
fuertemente hiperbo´lico es bien puesto.
Definicio´n 3 El sistema (2.13) es fuertemente hiperbo´lico si alguna de las siguientes cua-
tro condiciones equivalentes se cumple:
1- Sistema (2.13) es hiperbo´lico en alguna direccio´n na y Aαiγ kˆi
7 es uniformemente
diagonalizable: esto significa que para todo kˆi existe Sαρ
(
kˆ
)
y C > 0 tal que Aαaγ kˆa =
Sαρ
(
kˆ
)
Λρτ
(
kˆ
) (
S−1
)τ
γ
(
kˆ
)
con Λρτ
(
kˆ
)
diagonal y tal que
∣∣∣S (kˆ)∣∣∣ ∣∣∣S−1 (kˆ)∣∣∣ ≤ C.
2- Para todo ki y todo s ∈ C con Im s > 0, existe una constante C > 0 tal que∣∣∣(Aαaγ ka − sδαγ)−1∣∣∣ ≤ CIm s (2.24)
3- Para todo kˆi, existe una forma Hermitiana H(kˆ)αβ y una constante C > 0 tal que
i) H(kˆ)ηαA
αi
γ kˆi es una forma Hermı´tica, es decir, H(kˆ)ηαA
αi
γ kˆi = H(kˆ)γαA
αi
η kˆi
ii) 1C H
0
δγ ≥ H(kˆ)αδ ≥ CH0δγ > 0 ∀ka,
donde H0δγ es una forma Hermı´tica que no depende de kˆ.
4-Para todo kˆi y t ≥ 0 existe C > 0 tal que
∣∣∣e−i(Aαaγ kˆa)t∣∣∣ ≤ C.
7Usamos el sombrero kˆi para denotar que
∣∣∣kˆi∣∣∣ = 1. Esta notacio´n sera usada a lo largo de todo el trabajo,
salvo que se mencione lo contrario.
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Cuando Aαiγ kˆi es real, la Hermiticidad debe ser entendida como simetricidad.
Es importante mencionar que el simetrizador H(kˆ)αη, de la condicio´n 3, se constru-
ye usando los autoespacios de Aαiγ kˆi, es decir, la matriz S
α
ρ
(
kˆ
)
. Su forma explicita es
H(kˆ)αη =
(
S−1
)β
α
Gβγ
(
S−1
)γ
η
donde Gβγ es una forma Hermitiana definida positiva,
tal que GβγΛ
γ
τ tambie´n es una forma Hermitiana. Con esta eleccio´n de H(kˆ)αη puede
probarse fa´cilmente que la condicio´n i) en 3, se cumple, sin embargo, debe elegirse Gβγ
convenientemente para cumplir ii).
A partir de ahora, llamaremos “de´bilmente hiperbo´licos” a los sistemas hiperbo´licos
pero no fuertemente hiperbo´licos.
Dentro de la clase de sistemas fuertemente hiperbo´licos, se encuentran los sime´tricos
hiperbo´licos.
Definicio´n 4 Decimos que el sistema (2.13) es sime´trico hiperbo´lico si se cumple la con-
dicio´n 3 y tal que Hαβ no depende de kˆ.
En el caso que el sistema (2.13) tiene una fuente JA (t, x) ∈ C∞ acotada y con
derivadas acotadas, las definiciones anteriores no cambian.
2.4. Sistemas de coeficientes constantes con vı´nculos.
Consideramos ahora un sistema del tipo (2.1), es decir, con vı´nculos, pero mucho mas
simplificado,
NAaγ ∂aφ
γ = 0 (2.25)
con NAaγ constante y tal que e ≥ u. Ya hemos visto en la seccio´n anterior que para
decidir la hiperbolicidad fuerte del sistema solo es relevante el sı´mbolo principal, donde
los te´rminos de menor orden no tienen ninguna injerencia, es por esto que ahora no los
agregamos.
En su versio´n en 3+1 esta ecuaciones pueden escribirse como (2.14)
NAaγ na∂tφ
γ +NAaγ m
b
a∂bφ
γ = 0
Tomando una transformada de Fourier en las coordenadas xi obtenemos
NAaγ na∂tφˆ
γ + iNAaγ kaφˆ
γ = 0 (2.26)
donde kata = 0 (o mbakb = ka)
8.
Elegimos un dato inicial φα|Σ0 = fα ∈ L2 (Σ0) tal que k.t = 0, que en su versio´n en
Fourier es φˆα
∣∣∣
Σ0
= fˆα (k). Ya que la frecuencia en el dato inicial es arbitraria, buscamos
soluciones de (2.26) para toda frecuencia ka sin proyeccio´n en la direccio´n de na.
8Es por esto que ka → ki con i = 1, ..., n.
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Consideramos una reduccio´n hαA
(
n, kˆ
)
tal que hαAN
Aa
γ na es invertible (con inversa(
(hNn)−1
)α
β
) y definimos las ecuaciones de evolucio´n del sistema como
hαAN
Aa
γ na∂tφˆ
γ + ihαAN
Aa
γ kaφˆ
γ = 0 (2.27)
o lo que es lo mismo
∂tφˆ
α = −i
(
(hNn)−1
)α
β
hβAN
Aa
γ kaφˆ
γ
Este sistema es ana´logo al sistema (2.19) con Nαaγ reemplazado por h
α
AN
Aa
γ y no
tiene vı´nculos. En este caso
Aαaβ ka :=
(
(hNn)−1
)α
γ
hγAN
Aa
β ka. (2.28)
Dado que estamos en la forma (2.19), damos lo siguiente definicio´n de hiperbolicidad fuer-
te, para sistemas con vı´nculos.
Definicio´n 5 Decimos que el sistema (2.25) es fuertemente hiperbo´lico si existe na y
hαA
(
n, kˆ
)
tal que Aαaβ ka (definido en (2.28)) cumple cualquiera de las condiciones equi-
valentes de la definicio´n 3.
Debemos mencionar que en esta definicio´n, la reduccio´n hαA
(
n, kˆ
)
puede depender
explı´citamente de kˆ, cuando esto sucede decimos que la reduccio´n es pseudo-diferencial.
En el caso de coeficientes constantes, la transformada de Fourier toma la forma simple
(2.26) y por lo tanto las ecuaciones de evolucio´n de los campos (2.27) tienen sentido
pseudo-diferencial. Esto no genera ningu´n conflicto a la hora de interpretar y resolver el
sistema reducido. Por otro lado, en el caso cuasi-lineal la transformada de Fourier es mas
compleja (ya que aparecen convoluciones), por lo cual no es claro cuales son las ecua-
ciones de evolucio´n si hαA es pseudo-diferencial. En estos casos creemos que podemos
encontrar normas de energı´a pseudo-diferenciales de forma tal de obtener los estimados
necesarios (ver [9, 21, 22]). Ver como extrapolar los resultados de esta tesis a esta clase
de casos es una linea de trabajo que esperamos afrontar en algu´n momento.
2.5. Sistemas cuasi-lineales.
Siguiendo los trabajos [9] y [4] introducimos la definicio´n de fuertemente hiperbo´lico
y sime´trico hiperbo´lico en el caso cuasi-lineal. Previamente comentaremos sobre un caso
intermedio, el de coeficientes variables.
Consideremos las ecuaciones (2.13)9 con NAaγ
(
t, xi
)
, BAγ
(
t, xi
)
dependientes de
las coordenadas y sin vı´nculos (e = u). Este caso es llamado el de coeficientes variables.
Como explicamos antes, que el sistema sea bien puesto, es una propiedad que puede
9Tambie´n se puede incluir una fuente JA
(
t, xi
)
al sistema.
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chequearse mirando soluciones de altas frecuencias (o longitud de ondas cortas). De este
modo, asumiendo algunas condiciones de suavidad en NAaγ
(
t, xi
)
, BAγ
(
t, xi
)
, los mis-
mos pueden ser considerados constantes (por entornos), para esas soluciones de altas
frecuencias. Es decir, se aproxima el sistema de coeficientes variables con sistemas de co-
eficientes constantes, evaluando NAaγ y B
A
γ en puntos
(
t0, x
i
0
)
de M . Esto es llamado el
congelamiento de coeficientes. Entonces, si todos los casos congelados son fuertemente
hiperbo´licos, el sistema de coeficientes variables es fuertemente hiperbo´lico. Donde ahora
fuertemente hiperbo´lico es definido usando la condicio´n 3 de la definicio´n 3 y adema´s son
requeridas ciertas cotas y condiciones de suavidad en el simetrizador Hαβ
(
t, xi, k
)
y en
Aαβ
(
k, t, xi
)
, que no mencionaremos.
En el caso cuasi-lineal, ecuacı´on (2.29), con NAaγ (x, φ) y J
A (x, φ), tambie´n cum-
pliendo algunas condiciones de suavidad y de cotas. Linealizamos el problema al rededor
de una solucio´n φ0 y aplicamos la condicio´n de hiperbolicidad fuerte del caso de coeficien-
tes variables. Entonces el sistema es bien puesto en φ0 si los sistemas linealizados son
fuertemente hiperbo´licos.
Explı´citamente, consideremos el sistema cuasi-lineal, con e ≥ u,
NAaγ (x, φ) ∂aφ
γ = JA (x, φ) (2.29)
donde los te´rminos de menor orden en derivadas han sido absorbidos en JA. Ana´loga-
mente a (2.5), en su forma en 3+1 esta ecuacio´n es
NAaγ na∂tφ
γ +NAaγ (x, φ)m
b
a∂bφ
γ = JA (x, φ) con 0 ≤ t ≤ T y x ∈ Rn (2.30)
con NAaγ (x, φ) , J
A (x, φ) ∈ Cm, donde Cm es la clase de funciones C∞, acotadas y
con derivadas acotadas, en todos sus argumentos10. Donde T es alguna constante tal
que podemos encontrar soluciones suaves de la ecuacio´n entre 0 ≤ t ≤ T , es decir,
consideramos tiempos finitos. Y con algu´n dato inicial fα ∈ C∞, con soporte compacto,
para t = 0.
Como mencionamos antes, linealizamos las ecuaciones alrededor de una solucio´n φγ0 ,
obteniendo el sistema
NA0γ (x, φ0) ∂tϕ
γ +NAiγ (x, φ0) ∂iϕ
γ +Bηγ (x, φ0)ϕ
γ = 0.
La forma explicita de Bηγ (x, φ0) no es importante en este punto (ver [9]). Por lo que
definimos fuertemente hiperbo´lico, como sigue.
Definicio´n 6 Decimos que el sistema (2.30) es fuertemente hiperbo´lico en φ0 ∈ C∞,
si existe na, hαA (x, φ0, na) y Hαβ
(
t, x, φ0, kˆ
)
∈ Cm una forma Hermitiana tal que, si
Aαaβ (t, x, φ0, na) ka ∈ Cm es definida como en (2.28), se cumplen las siguientes condi-
ciones para todo (t, x) ∈ [0, T ]× Rn y
∣∣∣kˆ∣∣∣ = 1:
1- HαηAαaγ kˆa es una forma Hermitica
10Para una definicio´n mas precisa, ver [6].
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2- 1C H
0
δγ ≥ Hαδ ≥ CH0δγ > 0
donde H0δγ es una forma Hermı´tica que no depende de
(
t, x, kˆ
)
.
En principio esta definicio´n es muy parecida a la condicio´n 3 de la definicio´n (3), la
gran diferencia es que se requiere que Hαβ sea infinitamente diferenciable, acotada y con
derivadas acotadas.
Por otro lado, si Hαδ no depende de kˆ, el sistema es llamado sime´trico hiperbo´lico.
Sin embargo presentamos esta definicio´n en el mismo modo que Geroch lo hace en [4],
donde se asume que las condiciones de suavidad y cotas se satisfacen, por lo que no son
mencionadas en la definicio´n.
Definicio´n 7 El sistema (2.1) se dice sime´trico hiperbo´lico en φ0 ∈ C∞, si existe na y
hαA (x, φ0) tal que
1- para todo la ∈ T ∗M se cumple que hαANAaβ la es Hermitiana en αβ
2- hαANAaβ na es definida positiva.
Notemos que hαA, con el ı´ndice α abajo, es exactamente
hαA = Hρα
(
(hNn)−1
)α
γ
hγA
Un estudio detallado de los casos cuasi-lineales puede verse en [23].
2.6. Modos y velocidades caracterı´sticas.
Guiados por la idea de que las altas frecuencias controlan cuando la teorı´a es bien
puesta. En esta seccio´n consideramos el sistema cuasi-lineal (2.30) y perturbamos una
solucio´n de fondo, tal que esa perturbacio´n es de baja amplitud y alta frecuencia. El re-
sultado de este proceso es la ecuacio´n de la Eikonal, que nos permite definir la estructura
caracterı´stica del sistema y nos indica las velocidades de propagacio´n ma´ximas posibles
de una teorı´a.
Consideramos una solucio´n φβ0 de la ecuacio´n (2.30) y con una perturbacio´n en forma
de onda plana, de pequen˜a amplitud y alta frecuencia
φβ = φβ0 + εδφ
βei
S(xa)
ε . (2.31)
El efecto de pequen˜a amplitud y alta frecuencia viene dado tomando ε→ 0.
Desarrollando en serie de Taylor a primer orden en ε
NAaβ (φ, x) = N
Aa
β (φ0, x) +
∂NAaβ (φ0, x)
∂φγ
εδφγe
iS(xa)
ε +O
(
ε2
)
∂a
(
φβ0 + εδφ
βei
S(xa)
ε
)
=
(
∂aφ
β
0 + εe
i
S(xa)
ε ∂aδφ
β + iδφβei
S(xa)
ε ∂aS (x
a)
)
JA (φ, x) = JA (φ0, x) + ε
∂JA (φ0, x)
∂φβ
δφβei
S(xa)
ε +O
(
ε2
)
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Por lo que
0 = NAaβ (φ, x) ∂aφ
β − JA (φ, x)
=
(
NAaβ (φ0, x) ∂aφ
β
0 − JA (φ0, x) + iNAaβ (φ0, x) δφβei
S(xa)
ε ∂aS (x)
)
+ ε
(
NAaβ (φ0, x) ∂aδφ
β + i
∂NAaβ (φ0, x)
∂φγ
δφγδφβei
S
ε ∂aS − ∂J
A (φ0, x)
∂φβ
δφβ
)
ei
S(xa)
ε
+ ε2
(
∂NAaβ (φ0, x)
∂φγ
δφγ∂aδφ
βei
2S(x)
ε
)
+O
(
ε2
)
.
Usando que φ0 es solucio´n del sistema original y tomando el limite de ε → 0 obtenemos
la llamada ecuacio´n de la Eikonal para sistemas con vı´nculos
0 = NAaβ (φ0, x) laδφ
β, (2.32)
donde la := ∂aS (x). Si elegimos l (λ)a = −λna + ka con kata = 0, esta ecuacio´n es(−λNAaβ (φ0, x)na +NAaβ (φ0, x) ka) δφβ = 0 (2.33)
Notemos que estamos usando na y ka, la misma notacio´n que en el caso de coefi-
cientes constantes, esto es ası´ ya que en ese caso, la perturbacio´n (2.31) es una solucio´n
exacta del sistema (2.27).
Llamamos a las soluciones λi (k) de (2.33), velocidades caracterı´sticas del sistema
general o autovalores generalizados; a los co-vectores solucio´n l (λi (k))a co-vectores
caracterı´sticos; y a las soluciones δφβ modos caracterı´sticos del sistema general o kernel
por derecha de NAaβ (φ0, x) la.
Asumamos que existe una hipebolizacio´n hαA, si contraemos (2.33) con(
(Nn)−1
)γ
α
hαA obtenemos (−λδαβ +Aαaβ ka) δφβ = 0. (2.34)
De donde concluimos que las soluciones τi (k), de esta ecuacio´n de la Eikonal reducida,
son autovalores de Aαaβ ka y δφ
β autovectores. Las llamamos velocidades caracterı´sticas
de las ecuaciones de evolucio´n y modos de propagacio´n de las ecuaciones de evolucio´n
respectivamente. Es facil ver que {λi (k)} es un subconjunto de {τi (k)}, es decir, al
reducir el sistema agregamos mas velocidades de propagacio´n. Adema´s, por condiciones
de hiperbolicidad los τi (k) son reales, por lo que los λi (k) deben serlo tambie´n. Lo mismo
sucede con los modos de propagacio´n, los generales esta´n incluidos en los de evolucio´n.
Es posible probar que la ma´xima velocidad de propagacio´n de las soluciones viene dada
por el autovalor mas grande del conjunto {τi (k)} (ver [9, 24]). Por lo que es claro como las
reducciones pueden introducir velocidades de propagacio´n mayores que las fı´sicamente
relevantes. Estas, en principio, debera´n estar asociadas a propagaciones de los vı´nculos.
De este modo, si ellos se mantiene satisfechos durante la evolucio´n, esas velocidades
propagan amplitudes nulas, por lo tanto la velocidades de los grados de libertad fı´sicos
vienen dadas por los λi (k).
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Notemos que cuando el sistema es fuertemente hiperbo´lico tenemos en cada punto
x ∈ M una base completa de modos caracterı´sticos del espacio vectorial ΦR para cada
direccio´n kˆa. Por lo que toda solucio´n puede escribirse punto a punto como una combina-
cio´n de ondas planas.
Gran parte de toda esta tesis es el estudio de la ecuacio´n (2.33), es decir, entender su
estructura para ası´ poder elegir reducciones especificas.
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Capı´tulo 3
Condicio´n necesaria para
Hiperbolicidad Fuerte.
3.1. Introduccio´n.
Este capı´tulo esta basado en nuestro trabajo [2], donde se muestra una condicio´n
necesaria para que un sistema cuasi-lineal (ver seccio´n 2.5)
NAaγ (x, φ) ∂aφ
γ = JA (x, φ) , (3.1)
con e ≥ u, tenga una reduccio´n fuertemente hiperbo´lica. Para ello usamos la descompo-
sicio´n en valores singulares (SVD, por sus siglas en ingles) de NAaβ la (ver ape´ndice A) en
una vecindad de co-vectores caracterı´sticos y concluimos que la forma en la que esos va-
lores singulares tienden, cuando nos acercamos a los covectores caracterı´sticos, permite
detectar cuando no existe ningu´n hiperbolizador hαA del sistema. Es decir, permite detectar
sistemas de´bilmente hiperbo´licos o mal puestos. En el ape´ndice A describimos la teorı´a
SVD en detalle. Incluimos este ape´ndice ya que nuestro enfoque es un poco diferente al
esta´ndar, encontrado en la literatura.
Introducimos notacio´n y un par de definiciones que son pertinentes en este capı´tulo y
en los que siguen.
En cada punto del fibrado el sı´mbolo principal es un mapeo entre los espacios vecto-
riales
NAaβ la : ΦR −→ ΨL
δφβ −→ (NAaβ la) δφβ
de campos y de ecuaciones. Para poder definir su descomposicio´n en valores singula-
res, necesitamos dotar con productos internos a cada uno de estos espacios. Por lo que
llamamos G2αβ y G1AB a los mismos 1 en ΦR y ΨL respectivamente.
Por otro lado, consideremos el conjunto de planos SCna = {l (λ)a = −λna + ka} para
todo ka tal que kata = 0, con |k| = 1 y λ ∈ C.
1Formas Hermitianas definidas positivas.
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Mas especı´ficamente nos concentraremos en vecindades de lineas reales de esos
planos. Esas lineas reales pertenecen a Sna y son las mismas lineas que en S
C
na pero con
λ ∈ R. La condicio´n kata = 0 dice que ka y na no son proporcionales, lo que implica que
esas lineas y planos no pasan por el origen para ningu´n λ. Cada plano depende de algu´n
ka, pero nosotros los llamamos gene´ricamente l (λ)a para no complicar la notacio´n.
Adema´s, llamamos kernel por derecha al subespacio de vectores δφγ tal que(
NAaβ la
)
δφβ = 0 y kernel por izquierda a el subespacio de co-vectores XA tal que
XA
(
NAaβ la
)
= 0 2.
Siguiendo los lineamiento del capı´tulo 2 definimos.
Definicio´n 8 El sistema (2.29) es llamado hiperbo´lico si existe na tal que
1- NAaβ na no tiene kernel por derecha.
2- Para cada plano l (λ)a ∈ SCna , si NAaβ l (λ)a tiene kernel por derecha no trivial
entonces λ es real.
La condicio´n 1 es necesaria para que pueda existir hαA tal que h
α
AN
Aa
β na sea inverti-
ble. Y tambie´n implica que la dimensio´n del kernel por izquierda de NAaβ na es c = e− u,
igual al nu´mero de vı´nculos.
La condicio´n 2 es necesaria, ya que como explicamos en la seccio´n 2.6, los autovalores
generalizados λi
(
kˆ
)
, soluciones de la ecuacio´n de la Eikonal (2.33), son un subconjunto
de los autovalores de Aαaγ kˆa, que por la condicio´n de hiperbolicidad del sistema reducido
tienen que ser reales.
3.2. Resultados.
Como veremos mas adelante en este capı´tulo (ver Lema 13), NAaβ l (λ)a tiene kernel
por derecha cuando al menos uno de sus valores singulares se anula. Esto sucede cuando
Lema 9 Consideramos l (λ)a ∈ SCna , y G2αβ , G1AB cualquier par de productos internos
en ΦR y ΨL respectivamente, entonces el sı´mbolo principal NAaβ l (λ)a tiene kernel por
derecha si y solo si
p (l (λ)a) =
√
det
(
Gαγ2 N
Aa
γ l (λ)aG1ABN
Bb
β l (λ)b
)
= 0 (3.2)
donde Gαγ2 es la inversa de G2αβ .
Notemos que este resultado no depende del par G2αβ , G1AB que hayamos elegido.
Esta expresio´n nos permite conocer cuando la ecuacio´n de la Eikonal (2.33) tiene solu-
cio´n. De este modo, podemos calcular los autovalores generalizados de la teorı´a para cada
punto
(
x, φ, kˆ
)
. Para ello, seleccionamos l (λ)a = −λna + kˆa, por lo que la expresio´n
2El subespacio Kernel por derecha esta compuesto por vectores que contraen con el ı´ndice bajo en el
operador, y el de kernel por izquierda por co-vectores que contraen con el ı´ndice alto.
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(3.2), se transforma en una ecuacio´n polino´mica para λ y λ¯, donde su solucio´n define los
diferentes autovalores generalizados λj
(
kˆa
)
.
Por otro lado, consideramos cualquier θ ∈ [0, 2pi] fijo y una linea l (λ)a ∈ Sna , para
algu´n na, y definimos las lineas dos-perime´tricas extendidas lε,θ (λ)a = −εeiθna + l (λ)a
con ε real y 0 ≤ |ε| << 1. De este modo, el sı´mbolo principal perturbado resulta
NAaβ lε,θ (λ)a =
(−λNAaβ na +NAaβ ka)− ε(eiθNAaβ na) . (3.3)
Moro et. al. [25] y Soderstrom [26] probaron que los valores singulares de este ope-
rador perturbado admiten una expansio´n de Taylor al menos hasta orden dos en |ε| y
tambie´n mostraron formas explicitas para calcular el orden uno. Nosotros vamos a usar
estos resultados para probar los nuestros.
Consideremos primero el caso donde no hay vı´nculos. Es decir e = u y todas las
ecuaciones del sistema (3.1) deben ser consideradas como de evolucio´n. Llamamos a es-
te caso, el “caso cuadrado” ya que el sı´mbolo principal mapea entre espacios de igual
dimensio´n, u = dim (ΦR) = dim (ΨL) = e, y por lo tanto, fijando bases en los respecti-
vos espacios, es una matriz cuadrada.
En este caso, como vimos en la seccio´n 2.3, la introduccio´n o no de hαA, no modifica
el kernel por derecha de NAaβ l (λ)a, por lo que no consideraremos ninguna reduccio´n. Por
otro lado, del inciso 1 en la definicio´n 3, una condicio´n necesaria para que el sistema sea
fuertemente hiperbo´lico es que Aαaβ kˆa sea diagonalizable
3 con autovalores reales, por lo
que el siguiente teorema muestra una forma de garantizar esta condicio´n.
Teorema 10 El sistema (3.1) con e = u tiene Aαaβ kˆa diagonalizable y con autovalores
reales si y solo si las siguientes condiciones se cumplen
1- Existe na tal que el sistema es hiperbo´lico
2- Para cada linea l (λ)a ∈ Sna , consideramos la linea extendida lε,θ (λ)a entonces el
sı´mbolo principal perturbado NAaβ lε,θ (λ)a tiene solo valores singulares de orden O
(
ε0
)
y
O
(
ε1
)
.
En general, la primer condicio´n suele cumplirse, y la segunda suele fallar, por lo que es
donde mas cuidado se debe tener. Notemos que para el caso de coeficientes constantes,
adema´s de que estas dos condiciones se cumplan, necesitamos la condicio´n de diago-
nalizacio´n uniforme y en el caso cuasi-lineal condiciones de suavidad sobre Hαβ . Estas
restricciones no son consideradas en este capitulo, ya que solo estamos buscando una
condicio´n necesaria.
En la seccio´n 3.4 mostramos ejemplos de aplicacio´n: una matriz de 2×2, vemos como
los valores singulares controlan su diagonalizacio´n y un ejemplo fı´sico, fluidos cargados
con conductividad fı´nita, mostramos que estos son de´bilmente hiperbo´licos.
Consideremos ahora el caso de e > u. Llamamos a este caso, el “caso rectangular ” ya
que ahora el sı´mbolo principal mapea entre espacios vectoriales de diferente dimensio´n.
3Cuando decimos diagonalizable, nos referimos a que en la descomposicio´n de Jordan el operador es
diagonal. Tambie´n usaremos el nombre Jordan diagonalizable.
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Como fue observado en la seccio´n 2.6, en general si consideramos cualquier l (λ)a ∈ Sna
y sumamos la dimensio´n del kernel por derecha deNAaβ l (λ)a al recorrer sobre todo λ ∈ R,
vemos que este numero es menor que u. Es por esto que necesitamos la introduccio´n
de alguna reduccio´n hαA para aumentar el conteo del kernel hasta u y obtener A
αa
β kˆa
diagonalizable. El pro´ximo teorema da una condicio´n necesaria para que esto suceda.
Teorema 11 Cuando consideramos el sistema (3.1) las condiciones 1 y 2 del teorema 10
todavı´a son necesarias.
Como ya mencionamos, esta condicio´n tiene importancia practica, ya que permite des-
cartar con simple ca´lculos, aquellas teorı´as que no cumplen la condiciones requeridas por
el teorema. En la seccio´n 3.4 mostramos como ejemplo, que la Electrodina´mica de Force-
Free en su versio´n de potenciales de Euler es de´bilmente hiperbo´lica, ya que no cumple la
condicio´n 2 del teorema y por lo tanto no admite ningu´n hiperbolizador. Adema´s mostramos
lo simple que resulta concluir que alguno de los valores singulares del sı´mbolo principal es
orden O
(
εl
)
con l ≥ 2, usando el teorema 19.
3.3. Pruebas de los teoremas 10 y 11.
Para probar nuestros resultados estudiaremos el sı´mbolo principalNAaα (x, φ) l (z)a =
−zNAaα na + NAaα ka con l (z)a ∈ SCna (el cambio de λ por z, es solo para recordar que
z ∈ C), para algu´n na, tal que NAaα na no tiene kernel por derecha. Y usaremos la si-
guiente notacio´n EA+α (x, φ, n) := N
Aa
α na y B
A
α (x, φ, k) := N
Aa
α ka. Notemos que esos
operadores cambian con los puntos del fibrado (x, φ, n) y (x, φ, k) respectivamente. Pero
como las condiciones que estamos buscando son algebraicas, ellas valen punto a punto,
por lo que a partir de ahora asumiremos que EA+α y B
A
α esta´n evaluados en algu´n punto
particular y suprimiremos la dependencia explicita en los mismos. Por u´ltimo, definimos
TAα (z) := N
Aa
α (x, φ) l (z)a donde
TAα (z) = −zEA+α +BAα : ΦR −→ ΨL (3.4)
Llamaremos σi [T (z)] a sus valores singulares para alguna eleccio´n de las formas Hermı´ti-
cas G1AB y G2αβ . Y usaremos barras TAαpara denotar conjugacio´n.
Como ya mencionamos antes, en esta seccio´n vamos a perturbar el operador (3.4),
como en (3.3), y estudiar los valores singulares perturbados. Algunas referencias son [25],
[26], [27] y [28].
Nuestros primeros dos resultados son para operadores cuadrados. Vamos a mostrar
que un operador es Jordan diagonalizable si y solo si cada uno de sus valores singulares
perturbados es de orden O
(
ε0
)
y O
(
ε1
)
. Adema´s, vamos a extender este resultado y
mostrar que: un valor singular perturbado es de orden O
(
εl
)
si y solo si el operador tiene
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un l−bloque de Jordan4 (asociado a algu´n autovalor), en su descomposicio´n de Jordan.
En el caso de operadores rectangulares, mostraremos que si un valor singular del
sı´mbolo principal perturbado es orden O
(
εl
)
con l ≥ 2 entonces el sistema no puede
ser reducido a un operador diagonalizable, es decir, la hiperbolicidad fuerte solo admite
ordenes O
(
ε0
)
y O
(
ε1
)
. Por otro lado, concluiremos que si un valor singular es de orden
O
(
εl
)
entonces cualquier reduccio´n conduce a sistema reducido con un l−bloque de
Jordan o mayor.
3.3.1. Operadores cuadrados.
Consideremos espacios de igual dimensio´n e = u. Por simplicidad identificaremos ΨL
con ΦR, pero en general no hay una identificacio´n natural. Sea el operador Tαβ (z) =
−zEα+β + Bαβ : ΦR −→ ΦR con z ∈ C y Eα+β invertible (sin kernel por derecha).
Llamamos λi con i ∈ F := {1, ..., w} a los diferentes autovalores de
(
E−1+
)α
γ
Bγβ; qi, ri
a sus multiplicidades geome´tricas y algebraicas (qi ≤ ri) respectivamente, y Dλ := {λi
con i ∈ F}.
En el siguiente lema, usamos la SVD de Tαβ (z) y mostramos para que z, el operador,
tiene valores singulares nulos y cuantos son
Lema 12 1) Tαβ (λi) tiene exactamente qi valores singulares nulos, los u − qi restantes
son positivos.
2) σi
[
Tαβ (z)
]
> 0 ∀i = 1, ..., u si y solo si z /∈ Dλ.
3) Consideremos cualquier conjunto L ⊂ C, entonces
σi
[
Tαβ (z)
]
> 0 ∀z ∈ C y ∀i = 1, ..., u
si y solo si Dλ ∩ L = φ.
Prueba. 1) Notemos que
Tαβ (z) = E
α
+γ
(
E−1+
)γ
δ
Tδβ (z) = E
α
+γ
(
zδγβ −
(
E−1+
)γ
δ
Bγβ
)
.
De donde concluimos que ker der
(
Tαβ (z)
)
= ker der
(
zδγβ −
(
E−1+
)γ
δ
Bγβ
)
, por lo
tanto Tαβ (z) tiene kernel solo cuando z es un autovalor de E
−1
+ B.
Por otro lado, la SVD de T (z) es
Tαβ (z) = U
α
α˜ (z) Σ
α˜
γ˜ (z)
(
V −1
)γ˜
β
(z) .
donde las matrices U , Σ y V −1 depende de z. Pero adema´s de las condiciones de or-
togonalidad (A.1) y (A.2) vemos que U y V son invertibles para todo z ∈ C. Enton-
ces Σ (z) controla la dimensio´n del kernel de T (este argumento es valido para el caso
4Llamamos un l−bloque de Jordan a la matriz Jl (λ) =

λ 1 0 0
0 ... ... 0
0 0 λ 1
0 0 0 λ
 ∈ Cl×l con autovalor λ.
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rectangular tambie´n). Consideremos ahora z = λi, sabemos de la definicio´n de qi que
dim (ker der (T (λi))) = qi, pero por corolario 32, dim (ker der (T (λi))) es el nu´mero
de valores singulares nulos.
2) y 3) son casos particulares de 1).
El operador E−1+ B es Jordan diagonalizable cuando qi = ri ∀i, por lo que, del lema
anterior, vemos que esto solo es posible cuando la dimensio´n del kernel por derecha de
Tαβ (λi) ∀i es ma´xima, es decir, ri. Veremos que condiciones garantizan esta situacio´n,
pero primero necesitamos un Lema previo.
El punto 1 del siguiente Lema es valido para operadores rectangulares tambie´n. Este
punto y el resultado anterior justifican el lema 9.
Lema 13 1) Dado P : ΦR −→ ΨL un operador rectangular con dim ΨL ≥ dim ΦR.
Entonces √
det (P ∗ ◦ P ) =
u∏
i=1
σˆi [P ] (3.5)
2) Consideremos el operador cuadrado Tαβ (z) = −zEα+β + Bαβ : ΦR −→ ΦR.
Entonces
√
det (T∗ ◦ T) =
u∏
i=1
σˆi
[
Eα+β
] |λ1 − z|r1 ... |λw − z|rw = u∏
i=1
σi
[
Tαβ (z)
]
(3.6)
Prueba. 1) Consideremos la SVD de PAα = (UP )
A
A˜
(ΣP )
A˜
α˜
(
V −1P
)α˜
α
. Donde (UP )
A
A˜
∈
Ce×e, (ΣP )A˜α˜ ∈ Re×u y
(
V −1P
)α˜
α
∈ Cu×u (ver teorema 31). Entonces
(P ∗ ◦ P )βα = Gβα22
(
V¯ −1P
)α˜2
α2
(ΣP )
A˜2
α˜2
(
U¯P
)A2
A˜2
G1A2A1 (UP )
A1
A˜1
(ΣP )
A˜1
α˜1
(
V −1P
)α˜1
α
= (VP )
β
α˜3
δα˜3α˜22 (ΣP )
A˜2
α˜2
δ1A˜2A˜1 (ΣP )
A˜1
α˜1
(
V −1P
)α˜1
α
donde hemos usado la condicio´n de ortogonalidad (U¯P )
A2
A˜2
G1A2A1(UP )
A1
A˜1
= δA˜2A˜1 y
Gβα22
(
V¯ −1P
)α˜2
α2
= V βα˜1δ
α˜1α˜2
2 .
Tomando determinante y raı´z cuadrada
√
det
(
(P ∗ ◦ P )βα
)
=
√
det
(
(VP )
β
α˜3
δα˜3α˜22 (ΣP )
A˜2
α˜2
δ1A˜2A˜1 (ΣP )
A˜1
α˜1
(
V −1P
)α˜1
α
)
=
√
det
(
δα˜3α˜22 (ΣP )
A˜2
α˜2
δ1A˜2A˜1 (ΣP )
A˜1
α˜1
)
=
u∏
i=1
σi
[
PAα
]
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2) Similarmente, tomando determinante de T∗ ◦ T obtenemos,√
det (T∗ ◦ T) =
√
det
(
Gηβ2 T
α
β (z)G1αγT
γ
β (z)
)
=
√
det
(
Gαρ2
(
z¯δµρ −
(
E−1+
)µ
γ
Bγρ
)
Eυ+µG1υγE
γ
+η
(
zδηβ −
(
E−1+
)η
γ
Bγβ
))
=
√
det
(
Gαµ2 E
υ
+µG1υγE
γ
+η
)×√
det
(
z¯δµρ −
(
E−1+
)µ
γ
Bγρ
)
det
(
zδηβ −
(
E−1+
)η
γ
Bγβ
)
=
√
det
(
Gαµ2 E
υ
+µG1υγE
γ
+η
) |λ1 − z|r1 ... |λw − z|rw
= σ1 [E+] ...σu [E+] |λ1 − z|r1 ... |λw − z|rw
En la cuarta linea hemos usado que
det
(
zδηβ −
(
E−1+
)η
γ
Bγβ
)
= (λ1 − z)r1 ... (λw − z)rw
y en la u´ltima linea, el inciso 1 del Lema para E+. Por lo tanto, concluimos(
u∏
i=1
σi [E+]
)
|λ1 − z|r1 ... |λw − z|rw =
√
det (T∗ ◦ T) = σ1 [T] ...σu [T]
Notemos que si ponemos z = λ1 + ε (con ε real y pequen˜o) en la ecuacio´n (3.6),
entonces el producto de los valores singulares es orden O (εr1). Ya que esos valores sin-
gulares tienen expansio´n de Taylor en ε, si todos los valores singulares son orden O
(
ε0
)
y O
(
ε1
)
, entonces necesitamos que r1 de ellos se anulen cuando ε → 0, es decir, nece-
sitamos que r1 de ellos sean orden O
(
ε1
)
. Por lo tanto, por el Lema 12, vale que q1 = r1.
Si adema´s, esto es cierto para todo λi (qi = ri) entonces
(
E−1+
)η
γ
Bγβ es diagonalizable.
El siguiente teorema es una formalizacio´n de esta idea. Notemos que los ordenes de
los valores singulares son invariantes bajo diferentes elecciones de las formas Hermı´ticas
G1AB , G2αβ , sin embargo, los valores singular no lo son. La prueba de esto se encuentra
en el ape´ndice B.
Teorema 14 Las siguientes condiciones son equivalentes:
1)
(
E−1+
)η
γ
Bγβ es Jordan diagonalizable.
2) Tαβ (λi) = −zEα+β +Bαβ tiene ri valores singulares nulos para cada λi con i ∈ F .
3) Para cualquier θ ∈ [0, 2pi] y 0 ≤ |ε| << 1 con ε real, los valores singulares del
operador perturbado Tαβ
(
λi + εe
iθ
)
= Tαβ (λi)− εeiθEα+β son de la siguientes forma
σj
[
Tαβ
(
λi + εe
iθ
)]
= σj
[
Tαβ (λi)
]
+ ξjε+O
(
ε2
)
con σj
[
Tαβ (λi)
] 6= 0 o
σj
[
Tαβ
(
λi + εe
iθ
)]
= ξj |ε|+O
(
ε2
)
con ξj 6= 0 (3.7)
5para todo λi ∈ Dλ, es decir, ninguno de ellos es de la forma σ
[
Tαβ
(
λi + εe
iθ
)]
=
O
(
εl
)
con l ≥ 2.
5Notemos que los ordenes de los valores singulares perturbados son independientes de θ.
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Prueba. 1) ⇐⇒ 2) Esto es cierto, debido a que para cada autovalor, las multiplicidades
geome´tricas y algebraicas son iguales qi = ri ∀i = 1, ..., w .
3)⇐⇒ 1) Usando el lema 13(
u∏
i=1
σi [E+]
)
|λ1 − z|r1 ... |λw − z|rw = σ1 [−zE+ +B] ...σu [−zE+ +B] . (3.8)
Consideremos z = λi + εeiα con ε menor que la distancia entre cualesquiera dos autova-
lores λi
ε < mı´n {|λi − λj | con i, j = 1, ..., w y i 6= j} . (3.9)
Por lema 12, sabemos que qi valores singulares tienen que anularse para z = λi y ε = 0.
Supongamos que ellos son los primeros qi, los llamaremos (σλi)j [−zE+ +B], con j =
1, ..., qi entonces podemos reescribir la ecuacio´n (3.8) del siguiente modo,
εri = (σλi)1[(−λiE++B)−ε(eiθE+)]...(σλi)qi [(−λiE++B)−ε(eiθE+)] p(z)|z=λi+εeiθ
(3.10)
donde
p (z)|z=λi+εeiα =
σqi+1[−zE++B]...σu[−zE++B]|z=λi+εeiθ u∏
i=1
σi[E+]
|λ1−λi−εeiα|r1 ...|λi−1−λi−εeiα|ri−1 |λi+1−λi−εeiα|ri+1 ...|λw−λi−εeiα|rw
.
Notemos que p (z)|z=λi+εeiα no se anula, por Lema 12, y no diverge para ε suficien-
temente pequen˜os debido a la condicio´n (3.9).
Sabemos del punto 2 en el teorema 34 (en el ape´ndice B), que para |ε| << 1 los σ′s
pueden ser expandidos como
(σλi)j
[
(−λiE+ +B) + ε(−eiθE+)]
]
= (σλi)j
[
(−λiE+ +B) + ε(−eiθE+)]
]
= |ε| ξj +O
(
ε2
)
Donde los ξj vienen dados por la ecuacio´n (B.4).
Si reemplazamos la ultima expresio´n en (3.10), obtenemos
|ε|ri−qi = ξ1...ξqi p (z)|z=λi+εeiθ +O (ε) (3.11)
Por lo tanto :
 3) =⇒ 1) Por hipo´tesis ξj 6= 0 para j = 1, ..., qi; entonces la ecuacio´n (3.11) solo
puede ser valida si qi = ri ∀i = 1, ..., k (tomando ε suficientemente chico). Por lo tanto(
E−1+
)η
γ
Bγβ es diagonalizable.
 1) =⇒ 3) Si (E−1+ )ηγ Bγβ es diagonalizable, entonces ri = qi por lo que tomando
ε→ 0, obtenemos 1 = ξ1...ξqi p (z)|z=λ1 . Esto implica que ξj 6= 0 para todo j = 1, ..., qi.
Debido ri = qi para todo i, concluimos la prueba del teorema.
Una interpretacio´n de la condicio´n 3 del teorema anterior, es la siguiente, para toda
matriz cuadrada no Jordan diagonalizable, siempre es posible encontrar un autovector por
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derecha, tal que la contraccio´n de este con todos los autovectores por izquierda es nula.
Esto es imposible si el operador es diagonalizable.
Veamos un ejemplo.
Bαβ = P
α
α˜

λ1 0 0 0
0 λ1 1 0
0 0 λ1 1
0 0 0 λ1

α˜
β˜
(
P−1
)β˜
β
(3.12)
y tal que Eα+β = δ
α
β es la matriz identidad. Los autovectores por derecha son
(v1)
α = Pαα˜

1
0
0
0

α˜
(v2)
α = Pαα˜

0
1
0
0

α˜
y por izquierda
(u1)α =
(
1 0 0 0
)
α˜
(
P−1
)α˜
α
(u2) α =
(
0 0 0 1
)
α˜
(
P−1
)α˜
α
de donde, como dijimos
(u1,2)α (v2)
α = 0 (3.13)
Por otro lado, podemos usar la ecuacio´n B.4 para calcular el primer orden de perturba-
cio´n de Tαβ
(
λ1 + εe
iθ
)
=
(
−λ1Eα+β +Bαβ
)
− εeiθEα+β que viene dado por los valores
singulares de Ljk con
Ljk :=
(
(u1)α
(u2)α
)
δαβ
(
(v1)
β , (v2)
β
)
=
(
1 0
0 0
)
,
es decir, ξi = σi
[
Ljk
]
.
Dado que
(
0
1
)
es kenel de Ljk, concluimos ra´pidamente que ξ2 = 0. Por lo tanto
Tαβ
(
λ1 + εe
iθ
)
tiene un valor singular de ordenO
(
ε2
)
, lo que significa que
(
E−1+
)η
γ
Bγβ =
Bηβ no es diagonalizable, como claramente podemos ver de su expresio´n (3.12).
En el capitulo 4, introduciremos la nocio´n de a´ngulos entre subespacios, y veremos
que la ecuacio´n (3.13), refleja el hecho de que uno de esos a´ngulos es pi2 , condicio´n que
no puede suceder en un sistema fuertemente hiperbo´lico.
Cuando los autovalores de
(
E−1+
)η
γ
Bγβ son reales, podemos escribir el siguiente co-
rolario del teorema anterior.
32 Capı´tulo 3. Condicio´n necesaria para Hiperbolicidad Fuerte.
Corolario 15 Las siguientes condiciones son equivalentes
1)
(
E−1+
)η
γ
Bγβ es Jordan diagonalizable con autovalores reales.
2) Todos los valores singulares satisfacen
σj
[
Tαβ (x+ iy)
]
> 0 con x, y ∈ R y y 6= 0 (3.14)
Para cualquier θ ∈ [0, 2pi] y 0 ≤ |ε| << 1 con ε real,
σj
[
Tαβ
(
x+ iεeiθ
)]
= σj
[
Tαβ (x)
]
+ ξjε+O
(
ε2
)
con σj
[
Tαβ (x)
] 6= 0 o
σj
[
Tαβ
(
x+ iεeiθ
)]
= ξj |ε|+O
(
ε2
)
con ξj 6= 0 (3.15)
para cualquier x ∈ R, es decir, ninguno de ellos es de la forma σ
[
Tαβ
(
x+ iεeiθ
)]
=
O
(
εl
)
con l ≥ 2.
Prueba. 1) =⇒ 2). Se sigue directamente del teorema 14.
2) =⇒ 1). Debido a que σi
[
Tαβ (z)
]
> 0 ∀i y ∀z ∈ S = {z ∈ C / Im(z) 6= 0},
entonces por Lema 12, S ∩Dλ = φ. Por lo tanto los autovalores son reales. La segunda
parte tambie´n se sigue del teorema 14.
Para terminar esta seccio´n, probamos el siguiente teorema
Teorema 16 Tαβ
(
λi + εe
iθ
)
tiene un valor singular de orden O
(
εl
)
si y solo si(
E−1+
)η
γ
Bγβ tiene un l−bloque de Jordan, con autovalor λi, en su descomposicio´n de
Jordan.
Prueba. Consideramos una base en la que
(
E−1+
)η
γ
Bγβ este en su forma de Jordan. En
esta base elegimos las formas Hermı´ticasG1AB = diag (1, ..., 1) yG2αβ = diag (1, ..., 1).
Entonces el calculo de σi
[
Tαβ (λ)
]
con i = 1, .., u se desacopla por bloques. Por lo tanto,
solo tenemos que estudiar los valores singulares de un l−bloque de Jordan. Es fa´cil ver
de la ecuacio´n (3.6), con z = λ + eiθε, que Jl (λ) tiene un u´nico valor singular de orden
O
(
εl
)
y que los otros son de orden O
(
ε0
)
. Esto completa la prueba.
3.3.2. Operadores rectangulares.
En esta seccio´n consideramos e ≥ u y mostramos el teorema 18; este provee una con-
dicio´n necesaria para reducir un operador rectangular a uno cuadrado, tal que el operador
resultante es Jordan diagonalizable. Este resultado, es tambie´n la prueba del teorema 11.
Necesitamos primero introducir un Lema (para una prueba ver [29]).
Lema 17 Consideremos los operadores TAβ (z) = −zEA+β +BAβ : ΦR −→ ΨL
haA : ΨL → ΦR y Hαβ := hαATAβ : ΦR → ΦR entonces
0 ≤ σi[Hαβ] ≤ σi[TAβ] ma´x {σj [hαA]} , (3.16)
6donde los valores singulares han sido ordenados de mayor a menor para cada operador.
6Los valores singulares son σi[Hαβ ] =
√
λi
[
G−12 ◦ H¯ ′ ◦G2 ◦H
]
, σi[TAβ ] =
√
λi
[
G−12 ◦ T′ ◦G1 ◦ T
]
y σi[haA] =
√
λi
[
G−11 ◦ h¯′ ◦G2 ◦ h
]
. Donde λi [K] son los autovalores de K.
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Consideremos una reduccio´n suryectiva hαA : ΨL → ΦR, que no depende de z,
del operador TAβ (z) = −zEA+β + BAβ : ΦR −→ ΨL, tal que EA+β no tiene kernel por
derecha7 y hαAE
A
+β es invertible. Entonces, el teorema principal es:
Teorema 18 Supongamos que al menos uno de los valores singulares de TAβ
(
λ+ εeiθ
)
,
con λ ∈ C, cumple que
σ
[
TAβ
(
λ+ εeiθ
)]
= O
(
εl
)
con l ≥ 2,
entonces, para cualquier reduccio´n hαA (definido previamente), existe al menos un valor
singular de hαAT
A
α
(
λ+ εeiθ
)
tal que
σ
[
hαAT
A
β
(
λ+ εeiθ
)]
= O (εm) con m ≥ l ≥ 2.
Entonces
(
(hE+)
−1
)α
γ
hγAB
A
β no es diagonalizable, con
(
(hE+)
−1
)α
γ
la inversa de
hαCE
A
+γ .
Prueba. Usamos el Lema 17 para TAβ
(
λ+ εeiθ
)
y hαAT
A
β
(
λ+ εeiθ
)
,
sea 1C := ma´x{σj [hαA]} (no se anula, ya que hαA 6= 0 y no depende de λ), entonces por
la ecuacio´n (3.16)
0 ≤ σi[hαATAβ
(
λ+ εeiθ
)
] ≤ σi[TAβ
(
λ+ εeiθ
)
]
1
C
.
Debido a que para algu´n i , σi[TAβ
(
λ+ εeiθ
)
] = O
(
εl
)
con l ≥ 2., concluimos
σi[h
α
AT
A
β
(
λ+ εeiθ
)
] = O (εm) con m ≥ l ≥ 2. Ya que Cεm ≤ εl para 0 ≤ ε << 1 es
solo posible si m ≥ l.
Aplicando el teorema 14 a
T˜αβ = h
α
AB
A
β − z
(
hαAE
A
+β
)
y recordando que hαAE
A
+β es invertible por hipo´tesis, concluimos que
(
(hE+)
−1
)α
γ
hγAB
A
β
no es diagonalizable.
Este resultado considera perturbaciones de los valores singulares alrededor de los
valores singulares nulos. Como vimos en el ape´ndice B, los ordenes de la perturbacio´n
permanecen invariantes bajo cualquier cambio de las Formas Hermı´ticas. Entonces el re-
sultado no depende de las particularidades de la SVD.
3.4. Aplicaciones y ejemplos.
En esta seccio´n mostraremos como chequear las condiciones 1 y 2 del teorema 11, en
ciertas teorı´as.
7Notemos que, como en el caso cuadrado, un operador rectangular TAβ tiene kernel por derecha cuando al
menos un valor singular se anula (ver prueba del Lema 12). Pero esto es equivalente a que se anule la ecuacio´n
(3.5). Por lo tanto, EA+β no tiene kernel por derecha si y solo si det (E
∗
+ ◦ E+) = σ1 [E+] ...σu [E+] 6= 0.
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Condicio´n 1: Como vimos anteriormente el sistema es hiperbo´lico si las raı´ces de√
det
(
GαγNAaγ l (λ)aGABN
Bb
β l (λ)b
)
= 0 (3.17)
para λ, son reales. Donde l (λ)b = −λna + kˆa ∈ SCna para algu´n na tal que NBbβ nb no
tiene kernel por derecha. De este modo, las raı´ces λm
(
kˆ
)
son los autovalores generali-
zados8 y l (λm)b los co-vectores caracterı´sticos. Notemos que explı´citamente ponemos la
dependencia en kˆ en λm.
Condicio´n 2: en general no es fa´cil calcular los valores singulares de una matriz y
menos hacer una expansio´n en Taylor en ε. Afortunadamente el siguiente teorema 19,
muestra una forma simple de realizar el calculo.
Asumiendo que la condicio´n 1 ya fue chequeada para na. Entonces el sı´mbolo principal
NBbβ l
(
λm
(
kˆ
))
b
tiene kernel por derecha y por izquierda. Llamemos V γi
(
λm
(
kˆ
))
and
U jA
(
λm
(
kˆ
))
with i = 1, ...,dim
(
ker izq
(
NAaγ l (λm)a
))
y j = 1, ...,
dim
(
ker der
(
NAaγ n (λm)a
))
a cualquier base de esos espacios respectivamente9.
Teorema 19 Una condicio´n necesaria para que el sistema (3.1) sea fuertemente hiperbo´li-
co es que la siguiente matriz
Lji (λm) := U
j
A (λm)
(
NAaγ na
)
V γi (λm) (3.18)
no tenga kernel por derecha.
La definicio´n de Lji (λm) es equivalente a
L˜A˜γ˜ := δ
A˜B˜
1 (0, U1, U3)
C
B˜
δ1CDN
Da
α na (0, V1)
α
γ˜ , (3.19)
en la ecuacio´n (B.4), en el ape´ndice B. En esta u´ltima expresio´n tanto U como V esta´n
ortonormalizados, en las me´tricas G1AB = diag (1, .., 1) y G2αβ = (1, ..., 1), siguiendo
las ecuaciones (A.1) y (A.2). Sin embargo esta normalizacio´n no es necesaria ya que
L˜A˜γ˜ tiene kernel por derecha, si y solo si, L
j
i lo tiene. Y si L˜
A˜
γ˜ tiene kernel por derecha,
significa que uno de sus valores singulares es nulo, por lo tanto algun valor singular de
σi
[
NAaγ l
(
λm + εe
iθ
)
a
]
es de orden O (εp) con p ≥ 2. Cuando esto sucede, concluimos
usando el teorema 11, que el sistema en cuestio´n no tiene ninguna reduccio´n fuertemente
hiperbo´lica.
Mostramos algunos ejemplos.
3.4.1. Ejemplo 2× 2.
Consideramos la matriz
T (z) = −zE+ +B := −z
(
1 0
0 1
)
+
(
λ1 κ
0 λ2
)
∈ C2×2 (3.20)
8Recordamos que kˆa es tal que takˆa = 0 y
∣∣∣kˆ∣∣∣ = 1, en alguna norma definida positiva.
9Ellos son un conjunto de vectores linealmente independientes tal que NAaγ l (λm)a V
γ
i (λm) = 0 y
U jA (λm)N
Aa
γ l (λm)a = 0.
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tal que λ1, λ2 y κ son constantes. Considerando los productos escalares G1,2 = δ1,2 =
diag (1, 1) , los valores singulares de T (z) son
σ1 [T (z)] =
√
ω (z) +
√
ω2 (x)− |z − λ1|2 |z − λ2|2
σ2 [T (z)] =
√
ω (z)−
√
ω2 (x)− |z − λ1|2 |z − λ2|2
con
ω (z) =
1
2
(
|z − λ1|2 + |z − λ2|2 + |κ|2
)
una funcio´n de z con valores positivos o nulos. Notemos que σ1 [T (z)] se anula solo
cuando λ1 = λ2 y κ = 0.
La expansio´n de Taylor de σ2 centrada en λ1,2 es10:
σ2 (λ1,2 + ε) ≈ 0 + |λ1 − λ2|√
|λ1 − λ2|2 + |κ|2
|ε|+O (ε2)
Siguiendo el teorema 14
• B no es diagonalizable cuando λ1 = λ2 y κ 6= 0. En ese caso σ2 (λ1,2 + ε) =
O
(
|ε|2
)
.
• B es diagonalizable para cualquier otro caso, en donde los valores singulares tienen
ordenes O
(
ε0
)
u O
(
ε1
)
.
3.4.2. Electrodina´mica de Force Free en la forma de potenciales de Euler
Es esta subseccio´n estudiamos la electrodı´namica de Force Free en la forma de po-
tenciales de Euler [30, 31]. Cuando escribimos el sistema en su versio´n en primer orden,
este es un sistema con vı´nculos diferenciales. Veremos que es un sistema de´bilmente
hiperbo´lico.
El mismo resultado fue obtenido en primera instancia por Reula y Rubio [32]. Ellos
llegaron a esta conclusio´n usando los potenciales como campos; obteniendo un sistema
de segundo orden en derivadas, que despue´s es llevado a primer orden de forma pseudo-
diferencial, sin producir vı´nculos extras; y finalmente chequeando la falta de hiperbolicidad
fuerte usando los criterios de Kreiss [1].
La ventaja de nuestra te´cnica es que usa los gradientes de los potenciales como cam-
pos, por lo que directamente obtenemos un sistema de primer orden en derivadas parciales
pero con vı´nculos. A este sistema, le aplicamos el teorema 11 y vemos que la condicio´n 2
falla, por lo que concluimos que no existe ningu´n hiperbolizador.
En este sistema el tensor electromagne´tico Fab es degenerador Fabjb = 0 y magne´ti-
camente dominado F := FabF ab > 0. Esas condiciones nos permites descomponer
10Para calcular la expansio´n de Taylor usamos la identidadX−√X2 − Y 2 = 1
2
(√
X + Y −√X − Y )2
para X,Y reales y tal que X + Y,X − Y > 0
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Fab = l1[al2b], (ver [33, 34]) en termino de dos uno-formas lia con i = 1, 2. Para trabajos
mas detallados de la Electrodina´mica de Force Free recomendamos [35, 36, 12, 34].
Un paso mas puede ser dado, Carter 1979 [30] y Uchida 1997 [31] probaron que exis-
ten dos potenciales φ1 y φ2 tal que lia = ∇aφi.
Con todo lo anterior, las ecuaciones de Force Free en su versio´n de gradientes de
potenciales de Euler resultan
lka∇b
(
lai l
b
jε
ij
)
= 0
∇[al|i|b] = 0
con me´trica de fondo gab. De donde el sı´mbolo principal es
NAaα (x, φ)maδφ
α =

(l1a (l2.m)− (l1.l2)ma) ((l1.l1)ma − l1a (l1.m))
(l2a (l2.m)− (l2.l2)ma) ((l1.l2)ma − l2a (l1.m))
m[bδ
c]
a 0
0 m[bδ
c]
a

(
δla1
δla2
)
Recordemos que cuando esta ecuacio´n se anula, es la ecuacio´n de la Eikonal (2.32).
El espacio de campos, es 8−dimensional y viene dado por δφα =
(
δla1
δla2
)
. El es-
pacio de ecuaciones es 14−dimensional con co-vectores δXA = (δW, δX, δYbc, δZbc)
donde δYbc = δY[bc] y δZbc = δZ[bc].
1) Chequeemos primero que el sistema es hiperbo´lico: consideremos na temporal y
normalizado nana = −1, ya que los lia pueden ser elegidos ortogonales (vı´a una trans-
formacio´n de gauge), definimos un frame ortonormal {eia i = 0, 1, 2, 3} con e0a = na y
lia = lieia i = 1, 2 y tal que gab = (−1, 1, 1, 1). Consideremos los planos m (λ)a =
−λe0a + ka ∈ SCe0a con λ = n0 ∈ C, ka = kieia para i = 1, 2, 3 con ki reales y con
G1AB = diag (1, ..., 1), G
αβ
2 = diag (1, ..., 1). Usando la ecuacio´n (3.17) la estructura
caracterı´sticas del sı´mbolo principal esta dada por
0 =
√
det
(
Gαγ2 N
Aa
γ m¯ (λ)aG1ABN
Bb
β m (λ)b
)
=
(
|n0|2 + k21 + k22 + k23
)2 ∣∣(−n20 + k23)∣∣ ∣∣∣magabmb∣∣∣ l21l22. (3.21)
Notemos que NAbα es real. Por lo que, la estructura caracterı´stica viene dada en te´rminos
de la me´trica de fondo y una me´trica gab1 := diag (−1, 0, 0, 1), es decir
0 = mag
abmb y 0 = magab1 mb (3.22)
Notemos que la introduccio´n de las me´tricas G1 y G2 (no naturales a la teorı´a) se
refleja en la aparicio´n de la me´trica Euclidia gab2 mamb = |n0|2 + k21 + k22 + k23.en (3.21).
De este modo, las velocidades de propagacio´n del sistema general son
λ1± (k) = n0 = ±
√
k21 + k
2
2 + k
2
3,
λ2± (k) = n0 = ±k3,
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todas reales, por lo que el sistema es hiperbo´lico.
2) Chequeemos que la condicio´n 2, en el teorema 11 falla. Para este sistema, es posi-
ble calcular los valores singulares. Solo mostramos el relevante (con n0 real )
σ1
[
NBbβ nb
]
:=
1√
2
∣∣∣∣√N + 2 (n20 − k23) l22 −√N − 2 (n20 − k23) l22∣∣∣∣
N := k21 + k
2
2 +
(
n20 + k
2
3
) (
1 + l42
)
Notemos que este se anula cuando n20 − k23 = 0.
Consideremos ahora la linea m (λ)a = −λe0a + ka ∈ Se0a con λ real, tal que
ka = k1e1a y con autovalores caracterı´sticos λ = 0, es decir, m (λ)a g
ab
1 m (λ)b
∣∣
λ=0
= 0.
Perturbando el valor singular en una vecindad de este co-vector
mε,θ(λ = 0)a = −εeiθe0a − λe0a + ka
∣∣∣
λ=0
θ=0
obtenemos
σ1 (ε) ≈ 1√
2
ε2
 (1 + 3l42)√
k21 + ε
2
(
1 + 3l42
) − (1− l42)√
k21 + ε
2
(
1− l42
)

Este valor singular es de orden O
(
ε2
)
, por lo que, usando el teorema 11, no existe un
hiperbolizador y el sistema es de´bilmente hiperbo´lico.
Como mencionamos antes, en general no es simple calcular los valores singulares
explı´citamente. Por lo que tambie´n vamos a usar el teorema 19 para llegar al mismo resul-
tado.
Consideremos la misma linea m (λ)a, entonces el sı´mbolo principal resulta
NAaα m (λ)a = −λNAaα e0a +NAaα ka
= −λ

0 l21e0a
−l22e0a 0
e
[b
0 δ
c]
a 0
0 e
[b
0 δ
c]
a
+

0 0
l22k1e1a −l1l2k1e2a
k1e
[b
1 δ
c]
a 0
0 k1e
[b
1 δ
c]
a

Definimos Lji como en la ec. (3.18), para ello necesitamos calcular el kernel por iz-
quierda y derecha de NAaα m (λ = 0)a. El mismo resulta

δW
δX
δYbc
δZbc
 =
〈

1
0
0
0
 ,

0
0
e0[be2a]
0
 ,

0
0
e0[be3a]
0
 ,

0
0
e2[be3a]
0

,

0
0
0
e0[be2a]
 ,

0
0
0
e0[be3a]
 ,

0
0
0
e2[be3a]

〉
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(
δla1
δla2
)
=
〈(
0
ea1
)〉
respectivamente.
Por lo que
Lji =

0
0
0
0
0
0
0

(3.23)
que trivialmente se anula y por lo tanto tiene kernel derecho. Entonces, como dijimos antes,
hay un valor singular de orden al menos cuadra´tico en la perturbacio´n, y no existe ningu´n
hiperbolizador.
Notemos que, si hacemos otra eleccio´n de na fuera del cono de la me´trica de fon-
do, entonces existira´n autovalores caracterı´sticos complejos y el sistema no sera´ siquiera
hiperbo´lico y por lo tanto, el sistema no sera hiperbolizable.
3.4.3. Fluidos cargados con conductividad finita
En esta subseccio´n, estudiamos fluidos cargados con conductividad finita en su forma
en primer orden en derivadas, donde el bloque que sera´ relevante para nosotros en el
sı´mbolo principal no tiene vı´nculos. Veremos que este sistema es de´bilmente hiperbo´lico si
la conductividad es no nula, y fuertemente hiperbo´lico cuando esta se anula. Este resultado
esta de acuerdo con [37] capı´tulo IX.
El sistema es
um∇mn+ n∇mum = 0
ua∇aρ+ (ρ+ p)∇aua = ubJaF ba
(ρ+ p)ua∇aub +Dbp = −hbcJaF ca
um∇mq + q∇mum + σF ma ∇mua = σuaJa
∇aF ab = Jb
∇aF ∗ab = 0
Ja = qua + σubF
ba
con me´trica de fondo gab y hbc :=
(
δbc + u
buc
)
, uaua = −1, Db := hbc∇a, p = p (n, ρ).
Aca´ ρ es la densidad de energı´a propia del sistema, n la densidad de masa propia, ua la
cuadri-velocidad, q la densidad carga propia, p la presio´n del fluido y σ la conductividad.
Para ejemplos de estos sistemas ver [38, 39, 40].
Las variables del sistema a evolucionar son
(
n, ρ, ua, q, F ab
)
. Este es un sistema
cuasi-lineal, por lo que el sı´mbolo principal en su versio´n linealizada y de alta frecuencia
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resulta en
(Nfluid)
Aa
α (x, φ) laδφ
α =
u.l 0 n lb 0
0 u.l (p+ ρ)nb 0
pnh
amlm pρh
amlm (ρ+ p) δ
a
b (u.l) 0
0 0 (qδmb + σF
m
b ) lm u.l


δn
δρ
δub
δq
 = 0
(NElectro)
Aa
α (x, φ) laδφ
α =
(
la
lcε
c
dab
)
δF ab = 0
con uaδua = 0. Notemos que a nivel del sı´mbolo principal, la parte de los fluidos, desaco-
pla de la parte electrodina´mica. Por lo que solo estudiaremos la parte de los fluidos, ya que
es aquı´ donde la hiperbolicidad fuerte se rompe. Esta parte del sistema no tiene vı´nculos.
El espacio de campos es 6−dimensional y viene dado por δφα =

δn
δρ
δub
δq
; el espa-
cios de ecuaciones es 6−dimensional tambie´n, con co-vectores
δXA =
(
δW δX δYa δZ
)
, tal que δYaua = 0
La estructura caracterı´stica de la parte de los fluidos es
det
(
NAafluid αla
)
= − (ρ+ p)4 (laua)4 gab1 lalb = 0 (3.24)
Esto significa que
lau
a = 0 y gab1 lalb = 0
con gab1 :=
(
n
(ρ+p)pn + pρ
)
hab − uaub (esta me´trica es lorentziana mientras se cumpla
n
(ρ+p)pn + pρ > 0).
Por otro lado, la estructura caracterı´stica de la parte electrodina´mica es
gablalb = 0
La ecuacio´n laua = 0 corresponde a ondas materiales, gab1 lalb = 0 a ondas acu´sticas
y gablalb = 0 a ondas electromagne´ticas.
1) Chequeemos la condicio´n 1 del teorema 10. Consideremos una linea l (λ)a =
−λna + ka ∈ Sna con na = ua y ka espacial, tal que kaua = 0. Notamos en la ec. (3.24)
que NAafluid αna no tiene kernel por derecha cuando (ρ+ p) 6= 0, adema´s, el sistema es
hiperbo´lico para na = ua si n(ρ+p)pn + pρ ≥ 0. Esto significa que las velocidades de
las ondas acu´sticas v :=
√
n
(ρ+p)pn + pρ son reales. Las velocidades caracterı´sticas del
sistema general son
λ1 (k) = 0
λ2± (k) = ±
√(
n
(ρ+ p)
pn + pρ
)
|k|
λ3± (k) = ± |k|
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donde hemos elegido un frame ortonormal {eia i = 0, 1, 2, 3} tal que e0a = ua y e1a =
1√
kaka
ka, e2a, e3a son espaciales. En este frame, la me´trica de fondo luce como gab =
diag (−1, 1, 1, 1) .
2) Veamos que la condicio´n 2 del teorema 10 falla. Usando el mismo frame anterior
y eligiendo el autovalor caracterı´stico λ1 = 0, el sı´mbolo principal a lo largo de la linea
l (λ)a = −λna + ka ∈ Sna es
NAaα l (λ)a = −λNAaα na +NAaα ka
= −λ

−1 0 nub 0
0 −1 (p+ ρ)ub 0
0 0 − (ρ+ p) gab 0
0 0 qub + σF
m
b um −1
+
+ |k|

0 0 ne1b 0
0 0 (p+ ρ) e1b 0
pne
a
1 pρe
a
1 0 0
0 0 qe1b + σF
m
b e1m 0

Calculamos el kernel por derecha e izquierda de NAaα l (λ = 0)a, este es
δW
δX
δYa
δZ
 =
〈
0
0
e2a
0
 ,

0
0
e3a
0
 ,

− (p+ ρ)
n
0
0

〉

δn
δρ
δub
δq
 =
〈
0
0
0
1
 ,

−pρ
pn
0
0
 ,

0
0
δub
0

〉
con e1bδub = 0 y δubF mb e1m = 0. Entonces, siguiendo la ecuacio´n (3.18) tenemos
Lji =
 0 0 − (ρ+ p) δu
ae2a
0 0 − (ρ+ p) δuae3a
0 − (rpρ + npn) 0

Claramente Lji
 10
0

i
= 0. Por lo tanto el sistema es de´bilmente hiperbo´lico y no
existe ningu´n hiperbolizador.
Para realizar este calculo elegimos na = ua, es fa´cil ver que la condicio´n 2 todavı´a
falla para cualquier eleccio´n temporal de na, donde por temporal nos referimos, a temporal
en las dos me´tricas gabnana < 0 y gab1 nana < 0. Adema´s, si elegimos na fuera de
alguno de esos conos, los autovalores generalizados se vuelven complejos y perdemos la
hiperbolicidad. Por lo que este sistema no admite ninguna hiperbolizacio´n.
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3.4.3.1. Caso sin conductividad σ = 0.
Finalmente, cuando la conductividad se anula σ = 0, el kernel del sistema cambia
y el mismo se vuelve fuertemente hiperbo´lico. No realizaremos el calculo completo de
hiperbolicidad fuerte. Solo comprobaremos que el problema del caso con conductividad
finita desaparece. Para ello calcularemos Lji sobre la misma linea l (λ)a, del caso anterior,
y verificando que ahora Lji no tiene kernel.
Considerando esta linea l (λ)a en λ = 0, las nuevas bases de los kernels por izquierda
y derecha son

δW
δX
δYa
δZ
 =
〈
0
0
e2a
0
 ,

0
0
e3a
0
 ,

− (p+ ρ)
n
0
0
 ,

0
q
0
− (p+ ρ)

〉

δn
δρ
δub
δq
 =
〈
0
0
0
1
 ,

−pρ
pn
0
0
 ,

0
0
ea2
0
 ,

0
0
ea3
0

〉
Notemos que estos kernels, aumentan en 1 su dimensio´n con respecto al caso anterior.
De este modo
Lji =

0 0 − (ρ+ p) 0
0 0 0 − (ρ+ p)
0 − ((p+ ρ) pρ + npn) 0 0
− (p+ ρ) −pnq 0 0

Calculando su determinante, vemos que
detLji = − (p+ ρ)4
(
n
(ρ+ p)
pn + pρ
)
6= 0
Por lo tanto p+ρ 6= 0 y n(ρ+p)pn+pρ 6= 0. Como explicamos antes, la primer condicio´n
es una condicio´n necesaria para queNAafluid αna no tenga kernel por derecha y la segunda
limita la posibilidad que la velocidad de propagacio´n de las ondas acu´sticas se anulen.
Para concluir completamente el resultado de hiperbolicdad fuerte, debemos completar el
calculo de kernels y chequear algunas condiciones de suavidad en el simetrizador, que no
haremos aquı´. Por lo que concluimos la prueba.
3.5. Conclusiones.
En este capitulo hemos presentado una condicio´n necesaria que una teorı´a cuasi-
lineal de primer orden en las derivadas y con vı´nculos diferenciales, debe cumplir para que
el sistema admita un hiperbolizador. Si esta condicio´n, que es fa´cil de computar, no se
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cumple, entonces la misma no tiene un conjunto de ecuaciones de evolucio´n fuertemente
hiperbo´licas.
Para encontrar esta condicio´n introducimos la descomposicio´n en valores singulares
de familias 1-parame´tricas del sı´mbolo principal y estudiamos perturbaciones al rededor
de puntos donde el sı´mbolo tiene kernel. Probamos que si esas perturbaciones, que se
anulan en esos puntos, son de orden 2 o mas grandes, entonces no existe hiperbolizador
para el sistema, ver teorema 11. Hemos observado que esta idea se relaciona con alguna
condicio´n de ortogonalidad entre ciertos espacios vectoriales (ver ejemplo a continuacio´n
de la prueba del teorema 14), en el siguiente capı´tulo formalizaremos esta idea.
Como un resultado extra, mostramos que una matriz cuadrada tiene un l−bloque de
Jordan si y solo si, su versio´n perturbada en el para´metro ε tiene un valor singular de orden
O
(
εl
)
, ver teorema 16. Este resultado puede ser extendido a matrices rectangulares. En
el pro´ximo capı´tulo introduciremos la descomposicio´n de Kronecker y veremos como un
valor singular de orden O
(
εl
)
permite detectar la presencia de un l−bloque de Jordan
dentro de esta nueva descomposicio´n.
Tambie´n mostramos que aunque la SVD depende de dos productos internos, los orde-
nes asinto´ticos de sus valores singulares son independientes de estos productos internos,
por lo tanto, esos ordenes capturan intrı´nsecamente la estructura del sistema.
Cuando el sistema tiene vı´nculos diferenciales, su sı´mbolo principal es un operador
rectangular, por lo que en principio no es simple calcular su estructura caracterı´stica. He-
mos propuesto una forma de calcularla, conectando el kernel del operador con la nulidad
de sus valores singulares, ver Lema 9.
Hemos aplicado esos resultados a algunos ejemplos: una matriz de 2 × 2 para la
cual hemos estudiado su forma de Jordan usando los valores singulares perturbados. El
segundo ejemplo es la electrodina´mica de Forces Free en te´rminos de los potenciales de
Euler, escrita en primer orden en derivadas y con vı´nculos diferenciales. Usando nuestros
resultados hemos comprobado que no existe una hiperbolizacio´n para el sistema, siendo el
mismo de´bilmente hiperbo´lico. Realizamos este calculo de dos formas diferente. Primero
calculamos sus valores singulares y mostramos que en un punto en particular, uno de
ellos es de orden O
(
ε2
)
. Como segunda opcio´n, calculamos el termino de primer orden
en la expasio´n de Taylor usando los kenels por derecha e izquierda del sı´mbolo principal,
ver teorema 19. Con esta segunda opcio´n solo podemos concluir que el valor singular
perturbado es de ordenO
(
εl
)
con l ≥ 2. Sin embargo, esto es suficiente para decir que el
sistema es de´bilmente hiperbo´lico. En general, es difı´cil calcular los valores singulares, por
lo tanto la segunda opcio´n simplifica de manera considerable el estudio de hiperbolicidad
fuerte.
El u´ltimo ejemplo es un fluido cargado con conductividad finita. En este caso, es sufi-
ciente considerar la parte de los fluidos que desacopla (por lo menos a nivel de sı´mbolo
principal) de la parte electromagne´tica. Mostramos que el sistema no admite una hiperboli-
zacio´n cuando la conductividad esta presente. Sin embargo el sistema resulta fuertemente
hiperbo´lico en el caso de conductividad nula.
Capı´tulo 4
Condiciones Necesarias y
suficientes para hiperbolicidad
fuerte.
4.1. Introduccio´n
En este capı´tulo estudiamos el sistema de coeficientes constantes descripto en la sec-
cio´n 2.4. Todo este capı´tulo esta basado en nuestro trabajo [3]. Consideremos el sistema
(reescribiremos algunas expresiones)
NAaγ ∂aφ
γ = 0 (4.1)
conNAaγ constante y tal que e ≥ u. Donde fijando las coordenadas xa =
(
t, xi
)
y tomando
su transformada de Fourier en las coordenadas espaciales obtenemos
NAaγ na∂tφˆ
γ + iNAaγ kaφˆ
γ = 0 (4.2)
con na = ∇at.
En este capı´tulo damos condiciones necesarias y suficientes (teorema 21) para que
exista una hiperbolizacio´n hαA de tal forma que el sistema
hαAN
Aa
γ na∂tφˆ
γ + ihαAN
Aa
γ kaφˆ
γ = 0 (4.3)
o lo que es lo mismo
∂tφˆ
α = −iAαaβ kaφˆβ (4.4)
con
Aαaβ ka :=
(
(hNn)−1
)α
γ
hγAN
Aa
β ka (4.5)
sea fuertemente hiperbo´lico segu´n la definicio´n 3. Adema´s mostramos como construir
explı´citamente hiperbolizaciones hαA. Debido a que estamos en la versio´n en Fourier, ec.
(4.3), permitimos reducciones que no solo sean combinaciones lineales de las ecuacio´nes
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originales, sino aquellas que son pseudo-diferenciales, es decir, reducciones hαA
(
kˆ
)
que
dependen explı´citamente de la direcciones de Fourier kˆ. Existe en la literatura una muy
amplia gama de referencias sobre operadores pseudo-diferenciales, algunas de ellas son
[8, 21, 41, 42, 23, 43, 44, 45, 46, 47, 48, 49, 50, 51, 52], etc
La teorı´a que vamos a desarrollar aca´ puede ser mas general, pero nos restringimos
al caso de coeficientes constantes ya que nos permite hacer afirmaciones y pruebas mas
simples. Sin embargo todo lo desarrollado en este capı´tulo aplica a sistemas cuasi-lineales.
Es decir, solo lidiamos con los problemas algebraicos, las condiciones de suavidad extras
necesarias para una teorı´a mas general no son consideradas.
Como se explico en la seccio´n 2.3, en esta clase de sistema esperamos solucio-
nes en te´rminos de exponenciales (onda planas). Por lo que si proponemos φˆγ (t, x) =
δφγei(−λna)t como solucio´n de (4.2), obtenemos el sistema
0 = NAaγ l (λ)a δφ
γ =
(−λNAaγ na +NAaγ ka) δφγ (4.6)
1con l (λ)a = −λna + ka ∈ Sna . Donde −λNAaγ na +NAaγ ka es llamado el matriz pencil
[53]. La estructura de esta ecuacio´n (y por lo tanto de las ecuaciones diferenciales) y sus
soluciones son simplificadas usando la descomposicio´n de Kronecker (ver [54], [55]). Es
decir, esta descomposicio´n, nos permite reconocer bloques asociados a la evolucio´n de
los campos fı´sicamente relevantes, bloques de Jordan, y bloques asociados a los vı´nculos
diferenciales, llamados LTm con m ≥ 0. Estos u´ltimos admiten diferentes reducciones,
que nos permiten elegir las velocidades caracterı´sticas que queramos para los modos
asociados. Una te´cnica similar a la nuestra es usada en [56] para el caso 1+1.
En general, La descomposicio´n de Kronecker tiene mas de dos tipos de bloques, pero
las condiciones de hiperbolicidad (ver definicio´n 8) los limitan a los dos mencionados. Por
otro lado veremos que el teorema 10 restringe los bloques de Jordan a solo versiones
diagonales de los mismos.
Por ultimo, para ilustrar el poder de nuestra teorı´a, presentamos como ejemplo de
aplicacio´n (ver seccio´n 4.4), la teorı´a de Klein Gordon en su forma en derivadas primeras.
Obtendremos su descomposicio´n de Kronecker y mostraremos sus hiperbolizadores.
4.2. Resultados
En esta seccio´n presentamos dos teoremas. El primero se incorpora al mencionado
teorema de Kreiss (caso sin vı´nculos) y agrega una equivalencia ma´s a la lista de la de-
finicio´n 3. La caracterı´stica nueva que se incorpora en el mismo, es que se introduce la
nocio´n de a´ngulos entre subespacios vectoriales, tambie´n llamados a´ngulos cano´nicos o
a´ngulos principales (introducciones a este tema puede verse en [57] y [58]). Estos a´ngulos
principales son cantidades geome´tricas que miden la cercanı´a entre dos subespacios vec-
toriales. El segundo teorema es una generalizacio´n de esta idea al caso con vı´nculos, en
1Notemos que esta ecuacio´n tambie´n fue obtenida tomando un limite de alta frecuencia, para sistemas
cuasi-lineales, en la seccio´n 2.6.
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donde se presentan condiciones necesarias y suficientes para garantizar la hiperbolicidad
fuerte del sistema.
Arrancamos considerando el caso sin vı´nculos donde Aαaγ ka viene dado por la ecua-
cio´n (2.15). Llamamos τi (k) con i ∈ F(k) =
{
1, ..., w(k)
}
a los diferentes autovalores de
Aαaγ ka, y Φ
τi(k)
R ,
(
Υ
τi(k)
L
)′
a sus correspondientes autoespacios2 por derecha e izquier-
da3. Finalmente llamamos Υτi(k)L al subespacio que se obtiene de subir los ı´ndices de los
co-vectores de
(
Υ
τi(k)
L
)′
con la me´trica Gαβ . Ya que Υτi(k)L y Φ
τi(k)
R son ahora subespa-
cios de ΦR, y tenemos la me´trica Gαβ positiva definida, podemos introducir a´ngulos entre
estos subespacios. Los mismos se encargan de medir que tan cerca se encuentran el uno
del otro. La cantidad de a´ngulos es igual a la menor dimensio´n entre los dos subespacios
involucrados. En este caso hay rτi(k) a´ngulos principales entre Υ
τi(k)
L y Φ
τi(k)
R , ya que
rτi(k) := dim Υ
τi(k)
L = dim Φ
τi(k)
R .
Introducimos el primer teorema, cuya prueba se encuentra en el ape´ndice C. Un resul-
tado de Strang [20] sobre cotas de los autoespacios es necesario para probarlo.
Teorema 20 El sistema (2.17) es fuertemente hiperbo´lico si y solo si este es hiperbo´lico
con respecto a algu´n na, y para todo i ∈ F(k) y todo ka tal que kata = 0, con |k| = 1,
existe una constante ϑ < pi2 tal que los a´ngulos entre Υ
τi(k)
L y Φ
τi(k)
R son menores a este.
La forma en la que se calculan los a´ngulos es la siguiente. Para cada τi (k), los cose-
nos de esos a´ngulos son los rτi(k) valores singulares
4 de la matriz cuadrada(
T τi(k)
)i
j
= υiαGαγδφ
γ
j (4.7)
donde {υiα ∈ Υτi(k)L } y {δφγj ∈ Φτi(k)R }, con i, j ∈ F(k), son bases ortonormales de cada
subespacio.
Usando este resultado previo como guı´a, retomamos el caso con vı´nculos e ≥ u. Con-
sideraremos el kernel por izquierda del sı´mbolo principal NAaγ l (λi)a, y lo proyectaremos
usandoNAaγ naG
γβ para poder compararlo con el kernel por derecha, es decir, calcular los
a´ngulos entre estos dos subespacios.
Fijemos un na tal que el sistema es hiperbo´lico y consideremos la linea l(λ)a ∈ Sna .
El nu´mero y la multiplicidad geome´trica (la dimensio´n del kernel por derecha) de los au-
tovalores generalizados depende de ka. Entonces, para cada ka llamamos λi (k) con
i ∈ D(k) :=
{
1, 2, ..., q(k)
}
a los diferentes autovalores generalizados y rλi(k) a la multi-
plicidad geome´trica5 correspondiente a cada λi (k). Notemos que en el caso cuasi-linear
λi (k), q(k) y rλi(k) pueden depender del los puntos del espacio tiempo x y de los campos
φα; ya que estamos en el caso de coeficientes constantes esta dependencia no aparece.
2De ahora en adelante el espacio dual a algu´n espacio vectorial es denotado con el sı´mbolo ′.
3δφγ es autovector por derecha, asociado al autovalor τi, si
(−τiδαγ +Aαaγ ka) δφγ = 0 y Xα es auto-
vector por izquierda, tambie´n asociado al autovalor τi, si Xα
(−τiδαγ +Aαaγ ka) = 0.
4La me´trica que usamos para definir los valores singulares es G2ij = diag(1, ..., 1) y su inversa.
5Obse´rvese que se cambio la notacio´n con respecto al capitulo anterior.
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Llamamos Ψλi(k)L y Φ
λi(k)
R a los kernels por izquierda y derecha del sı´mbolo principal,
asociados a los autovalores generalizado λi (k). Ellos tienen dimensiones dim Ψ
λi(k)
L =
rλi(k) + e − u y dim Φλi(k)R = rλi(k). Usando NAaα na mapeamos Ψλi(k)L en Φ′R (el es-
pacio dual a ΦR), y lo llamamos
(
Φ
λi(k)
L
)′
. No es posible saber, en forma gene´rica, su
dimensio´n. Pero ya que dim
(
ker izq
(
NAaα na
))
= e − u podemos acotarla rλi(k) ≤
dim
(
Φ
λi(k)
L
)′ ≤ e− u+ rλi(k).
Con estas definiciones, el teorema 11 de la seccio´n anterior es resumido de la siguiente
forma6 (
Φ
λi(k)
L
)′∣∣∣∣
Φ
λi(k)
R
=
(
Φ
λi(k)
R
)′
. (4.8)
Consideremos ahora el subespacio obtenido de subir los ı´ndices de los co-vectores de(
Φ
λi(k)
L
)′
con Gαγ , y llamemos a ese subespacio Φλi(k)L . Notemos que Φ
λi(k)
L ⊂ ΦR por
lo que es posible definir a´ngulos entre Φλi(k)L y Φ
λi(k)
R . Para cada λi (k) y ka llamamos
θ
λi(k)
j con j ∈ Iλi(k) :=
{
1, ..., rλi(k)
}
a esos a´ngulos. Estas cantidades geome´tricas son
la respuesta a nuestro problema.
Teorema 21 El sistema de coeficientes constantes (4.1) es fuertemente hiperbo´lico (ad-
mite al menos un hiperbolizador), si y solo si, este es hiperbo´lico con respecto a alguna
direccio´n na, y para todo i ∈ D(k), todo ka, con taka = 0 y |k| = 1, existe un a´ngulo
constante ma´ximo ϑ < pi2 entre Φ
λi(k)
L y Φ
λi(k)
R .
La condicio´n (4.8) implica que para cada ka existe una me´trica tal que los a´ngulos
principales entre Φλi(k)L y Φ
λi(k)
R son todos nulos, esto nos garantiza que podemos en-
contrar una reduccio´n hαA tal que A
αa
β ka definido como en la ec. (4.5) es diagonalizable y
con autovalores reales. Sin embargo, esto no es suficiente para garantizar hiperbolicidad
fuerte, ya que para ello necesitamos garantizar la diagonalizacio´n uniforme de Aαaβ ka. La
forma en la cumplimos esta condicio´n es pidiendo que los a´ngulos principales θλi(k)j este´n
acotados superiormente por ϑ donde los mismos son definidos con un producto interno
global Gαβ (independiente de k).
Escrito en terminos de los cosenos de los a´ngulos, esto es una cota inferior
mı´n
i∈D(k) j∈Iλi(k) |k|=1
cos θ
λi(k)
j ≥ cosϑ > 0 (4.9)
para todo k tal que taka = 0.
Los a´ngulos principales se calculan igual que antes. Usando bases ortonormales de los
espacios Φλi(k)L y Φ
λi(k)
R construimos la matriz
(
T τi(k)
)I
j
que resulta de la contraccio´n de
esas bases con la me´trica Gαβ y sus valores singulares7 son los cosenos de los a´ngulos.
6Sea {uαi } base de Φλi(k)R y
{
Xjα = X
j
AN
Aa
α na
}
base de Φλi(k)L . Dado que por teorema 19,
Lji := X
j
AN
Aa
α nau
α
i no tiene kernel por derecha, podemos cambiar las bases de modo tal que L
j
i =(
δmn
0
)
, donde δmn ∈ Rrλi(k)× rλi(k) es la matriz identidad (esto se puede hacer de forma simple usando
la SVD de L). En estas bases Gαβ = diag (1, .., 1) y concluimos la ecuacio´n (4.8).
7Usando me´tricas G1IJ = diag(1, ..., 1) y G2ij = diag(1, ..., 1) para definir la adjunta.
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Notemos que la matriz es en general rectangular, ya que una base de Φλi(k)L tiene rλi(k) o
mas elementos.
Asumiendo que la condiciones del teorema 21 valen, mostraremos como construir re-
ducciones hαA de tal forma que la degeneracio´n de los autovalores generalizados no cam-
bie, y los nuevos autovalores ( introducidos por hαA) puedan ser elegidos simples y dife-
rentes a los del sistema completo. Esas reducciones estara´n de acuerdo con las hipo´tesis
del teorema y nos permitira´n concluir la prueba.
4.3. Prueba del teorema 21.
La prueba del teorema esta dividida en 5 subsecciones. En la subseccio´n 4.3.1 intro-
ducimos la descomposicio´n de Kronecker del sı´mbolo principal. En la subseccio´n 4.3.2,
probamos el lema 22. El mismo asegura que las hipo´tesis de nuestro teorema 21 impli-
can la valides del teorema 10 (del capitulo anterior). En la subseccio´n 4.3.3, probamos
el Lema 23. Este es conjunto de equivalencias de condiciones necesarias y suficientes
para la existencia de reducciones hαA que conduzcan a A
αa
γ ka diagonalizables, donde se
muestra explı´citamente las posibles formas de hαA. En la subseccio´n 4.3.4 presentamos el
Lema 24. Este muestra que es posible encontrar reducciones tal que los autovalores extras
(agregados por la reduccio´n) de Aαaγ ka, las velocidades de propagacio´n de los vı´nculos,
pueden ser elegidos simples y diferentes a las velocidades de propagacio´n fı´sicas de todo
el sistema. Finalmente en la subseccio´n 4.3.5, restringimos el tipo de reducciones para
que los a´ngulos entre Φλi(k)L , Φ
λi(k)
R y Υ
λi(k)
L , Φ
λi(k)
R sean los mismos. De este modo,
aplicando el teorema 20 a el sistema reducido concluimos la prueba.
4.3.1. Descomposicio´n de Kronecker de penciles.
Consideremos el sı´mbolo principal o matriz pencil
NAbη l (λ)b = λ
(
−NAbη nb
)
+
(
NAbη kb
)
(4.10)
para na fijo y tal que l (λ)b = −λna + ka ∈ Sna con kata = 0 y |k| = 1. En todo lo
que sigue, siempre consideraremos ka de este modo. La estructura de este matriz pencil
viene dada como mencionamos antes por la descomposicio´n de Kronecker [54], [55]. Esta
consiste de cambios de bases del espacio de campos y del espacio de ecuaciones, que
dependen de ka y na, pero que son independientes del para´metro λ. Estas nuevas bases
transforman el sı´mbolo (4.10) en bloques simples. Debido a que NAbη nb no puede tener
kernel por derecha por la condicio´n de hiperbolicidad (definicio´n 8), los bloques permitidos
son solo dos, llamados:
a) Jm (λi)−bloques de Jordan:
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Jm (λi) =

λ− λi 1 0 0
0 λ− λi ... 0
0 0 ... 1
0 0 0 λ− λi
 ∈ Cm×m
con λi los autovalores generalizados del sistema;
b) LTm− bloque con m ≥ 0:
LTm =

m︷ ︸︸ ︷
λ 0 0 0
1 λ 0 0
0 1 ... 0
0 0 ... λ
0 0 0 1

∈ Cm+1×m
c) el caso LT0 es una fila nula, lo incluimos como uno de los L
T
m para simplificar nota-
cio´n. Adema´s, una fila LT0 representa que los vı´nculos no son todos independientes, por lo
menos a nivel de parte principal.
Un ejemplo simple
NAbη l (λ)b =

J1 (λ1) 0 0 0
0 J3 (λ2) 0 0
0 0 L2 0
0 0 0 L1
0 0 0 0
0 0 0 0

∈ C11×7 (4.11)
En general la descomposicio´n de Kronecker incluye otros bloques (ver ape´ndice B de
[3]), que aparecen cuando NAbη nb tiene kernel por derecha. Creemos que estos bloques
esta´n relacionados a libertades de gauge.
La estructura de Kronecker es u´nica, sin embargo, en general existen diferente bases
que conducen a la misma estructura. En el ape´ndice D mostramos como encontrar los
diferentes bloques de NAbη l (λ)b.
Es importante mencionar que la mayorı´a de los sistemas fı´sicos tiene solo bloques
LT1 y L
T
0 . Algunos ejemplos son la Electrodina´mica de Maxwell, Electrodina´mica no li-
neal, Electrodinamica de Force Free, fluidos ideales, relatividad general, etc. De hecho,
la definicio´n de los campos de Geroch CaA (ver seccio´n 2.2) son todos del tipo L
T
0 y L
T
1 .
Comentaremos mas sobre esto en el capı´tulo 6.
4.3.2. Condicio´n necesaria para hiperbolicidad fuerte.
La descomposicio´n de Kronecker deNBbη l (λ)b (para cada l (λ)b = −λna+ka ∈ Sna )
muestra que el kernel por izquierda del mismo, llamado ΨλL, es expandido por un conjunto
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de c = e− u vectores χsA (λ) donde s ∈ Cχ = {1, .., e− u} para cualquier λ, y que este
aumenta cuando λ = λi (k). Llamamos autovectores generalizados a los nuevos rλi(k)
vectores
{(
υlλi
)
A
}
con l ∈ Iλi(k) :=
{
1, ..., rλi(k)
}
necesarios para completar una base
de ΨλiL . Entonces, para cada λ = λi (k),
Ψ
λi(k)
L = expan{(χsλi)A, (υlλi)A} con s ∈ Cχ y l ∈ Iλi(k) (4.12)
donde
(
χsλi
)
A
:= χsA (λi (k)).
Por otro lado, NBbη l (λ)b solo tiene kernel por derecha cuando λ = λi (k), este subes-
pacio es llamado Φλi(k)R y es tal que
Φ
λi(k)
R = expan{(δφλij )α} con j ∈ Iλi(k) (4.13)
Notemos que dim Ψλi(k)L = e− u+ rλi(k) y dim Φλi(k)R = rλi(k).
Como fue estudiado en el capı´tulo anterior, si consideraremos las lineas dos parame´tri-
ca lε,θ (λ)a = −εeiθna + l (λ)a con ε real, θ ∈ [0, 2pi], 0 ≤ ε << 1 tenemos que
σu+1−j
[
NAbα lε,θ (λi (k))a
]
=
(
ξλi(k)
)
j
ε+O
(
ε2
)
con j ∈ Iλi(k) (4.14)
8donde
(
ξλi(k)
)
j
son los valores singulares de
(
L˜λi(k)
)I
m
=
( (
υˆlλi
)
A(
χˆsλi
)
A
)
NAbα nb
(
δ˜φ
λi
m
)α
(ver ec. 3.19) con I = (l, s), y
{(
υˆlλi
)
A
,
(
χˆsλi
)
A
}
es una base ortonormalizada con
respecto a GAB = diag (1, ..., 1), de Ψλi(k)L y
{(
δ˜φ
λi
m
)α}
es una base ortonormalizada
con respecto a Gαγ = diag (1, ..., 1), de Φ
λi(k)
R .
Como vimos en el Teorema 10 una condicio´n necesaria para la hiperbolicidad fuerte
del sistema es que los valores singulares de NAbα lε,θ (λi (k))a sean de orden O
(
ε0
)
o
O
(
ε1
)
, esto es equivalente a que ninguno de los
(
ξλi(k)
)
j
se anule. Por lo que en el Lema
siguiente mostramos que la hipo´tesis (4.9), en el teorema 21, implica que los
(
ξλi(k)
)
j
> 0
para todo j.
Lema 22 Para todo i ∈ D(k), j ∈ Iλi(k), con ka tal que kata = 0 y |k| = 1, si la ecuacio´n
(4.9) vale, entonces
(
ξλi(k)
)
j
> 0.
Prueba. Recordemos que Φλi(k)L es el mapeo de Ψ
λi(k)
L en ΦR, usandoN
Aa
α naG
αγ , por lo
que este subespacio es expandido por el siguiente conjunto
(
χˆsλi
)γ
:=
(
χˆsλi
)
A
NAaα naG
αγ
y
(
υˆlλi
)γ
:=
(
υˆlλi
)
A
NAaα naG
αγ , es decir,
Φ
λi(k)
L = expan{
(
χˆsλi
)γ
,
(
υˆlλi
)γ} con s ∈ Cχ y l ∈ Iλi(k). (4.15)
8Recordemos que los valores singulares son ordenados tal que σ1
[
NAbα lε,θ (λi (k))a
] ≥
σ2
[
NAbα lε,θ (λi (k))a
] ≥ ... ≥ σu [NAbα lε,θ (λi (k))a].
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Notemos que pueden haber vectores linealmente dependientes entre los
(
χˆsλi
)γ
, por lo que
ellos deberı´an ser removidos hasta obtener una base. Sin embargo, vamos a asumir que
todos los
(
χˆsλi
)γ
son linealmente independientes y despue´s trataremos el otro caso. Para
calcular los a´ngulos principales θλi(k)k entre Φ
λi(k)
L y Φ
λi(k)
R necesitamos ortonormalizar
(en la me´trica Gαγ) la base mostrada en (4.15), llamamos
{(
χ˜sλi
)γ
,
(
υ˜lλi
)γ}
a esta nueva
base. Dado que es un cambio de base, existe una matrizQJ I , con J = (s, l) y I = (m,n),
invertible, tal que conecta las dos bases del siguiente modo( (
χ˜sλi
)γ(
υ˜lλi
)γ
)
= QJI
( (
χˆmλi
)γ(
υˆnλi
)γ
)
De este modo, los cosenos de los a´ngulos cos θλi(k)k entre Φ
λi(k)
L y Φ
λi(k)
R son los
valores singulares de la matriz
(
T λi(k)
)J
j
=
( (
χ˜sλi
)γ(
υ˜lλi
)γ
)
Gγη
(
δ˜φ
λi
m
)η
= QJI
(
L˜λi(k)
)I
j
(4.16)
Ya que estos cosenos no se anulan por hipo´tesis (eq. (4.9)), entonces los valores singula-
res de L˜λi(k) no pueden anularse (tendrı´a kernel por derecha de ser ası´), como querı´amos
mostrar.
Si ahora los vectores
{(
χˆsλi
)γ}
son linealmente dependientes, y elegimos un subcon-
junto linealmente independiente de ellos, y realizamos el mismo proceso de recie´n. Encon-
tramos una ecuacio´n equivalente a (4.16), donde ahora existe una nueva matriz QJI que
ya no es cuadrada (dim I ≥ dim J ). Usando el mismo argumento que antes concluimos
la prueba.
4.3.3. Construyendo reducciones.
En esta seccio´n probamos el Lema 23 que tiene una serie de condiciones equiva-
lentes y adema´s mostramos explı´citamente como construir, usando la descomposicio´n de
Kronecker del sı´mbolo principal, reducciones generales hαA que llevan a A
αa
β ka diagona-
lizables. Es importante notar que si NAbη l (λ)b tiene un Jm−bloque de Jordan con m ≥ 2,
entonces el sistema es intrı´nsecamente mal puesto (si es hiperbo´lico, entonces sera´ de´bil-
mente hiperbo´lico). Sin embargo, si esos bloques no aparecen, esta condicio´n todavı´a no
es suficiente ya que otros problemas pueden aparecer. Uno de ellos, es que la reduccio´n
de los bloques Lm puede introducir bloques de Jordan no diagonales. En general esta cla-
se de reducciones dan un sistema subsidiaro de los vı´nculos mal puesto. El otro problema
ya lo mencionamos y es queAαaβ ka no sea uniformemente diagonalizable. En esta seccio´n
solo lidiamos con el primer problema.
Lema 23 Sea el sistema (4.1) hiperbo´lico en na, entonces las siguientes condiciones son
equivalentes: Para cada linea l (λ)b = −λna + ka ∈ Sna
i) Existe una reduccio´n hαA, tal que A
αa
γ ka es diagonalizable.
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ii) La descomposicio´n de Kronecker del sı´mbolo principal NAaα l (λ)a tiene todos sus
bloques de Jordan de dimensio´n 1.
iii) La SVD de NAaα lε,θ (λ)a a lo largo de las lineas extendidas lε,θ (λ)a (ver seccio´n
3.2) solo tiene valores singulares de ordenesO
(
ε0
)
yO
(
ε1
)
. Es decir,
(
ξλi(k)
)
j
> 0 para
todo i ∈ D(k) = {1, 2, ..., q(k)}, y j ∈ Iλi(k) = {1, 2, ..., rλi(k)}.
Prueba. La descomposicio´n de Kronecker del sı´mbolo principal es
NAbη l (λ)b = λ
(
−NAbη nb
)
+
(
NAbη kb
)
(4.17)
= Y AB (x, φ, n, k)K
B
α (λ)W
α
η (x, φ, n, k) (4.18)
donde l (λ)b = −λnb + kb ∈ Sna . Y , W son operadores invertibles9 y
KBα (λ) := λI
B
α +M
B
α
es la matriz de Kronecker. Esta es una matriz con Jm (λi)−bloques de Jordan,LTi −bloques
y LT0−filas nulas. Las matrices I y M son u´nicas (salvo reacomodamientos de los blo-
ques), pero en general pueden cambiar para diferentes valores de (n, k) 10, sin embargo
esto no suele suceder en los ejemplos fı´sicos esta´ndar. Por otro lado, para (n, k) fijos, ge-
neralmente Y y W no son u´nicos. Adema´s, ninguna de las matrices Y,W, I,M depende
de λ. Notemos que
−NAbη nb = Y ABIBαWαη y NAbη kb = Y ABMBαWαη.
ii⇒ i
Proponemos la siguiente reduccio´n
hρC = S
ραW δαHδC
(
Y −1
)C
D
(4.19)
con S cualquier forma bilineal invertible yH otra forma bilineal que depende explı´citamente
de K. Mostramos como elegirla a continuacio´n.
El sistema reducido queda
hρCN
Cb
η l (λ)b = λ
(
SραW δαHδCI
C
γW
γ
η
)
+
(
SραW δαHδCM
C
γW
γ
η
)
.
Asumiendo por un momento
a) HδCICα es una forma Hermitiana definida positiva y,
b) HδCMCα es una forma Hermitiana.
9Los ı´ndices B y α de Y AB y W
α
η respectivamente, deberı´a ser ı´ndices α˜ y B˜, ya que ellos solo rotulan
elementos de alguna base en sus respectivos espacios vectoriales. Sin embargo, los vamos a identificar con
los ı´ndices sin sombrero (aunque no necesariamente exista una identificaicio´n natural) ya que dimα = dim α˜
y dimB = dim B˜. Esto no juega un papel importante en lo que sigue.
10(x, φ, n, k) en el caso cuasi-lineal.
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Concluimos que W δαHδCI
C
γW
γ
η, y W δαHδCM
C
γW
γ
η son formas Hermitianas donde
la primera es definida positiva. Invirtiendo SραW δαHδCI
C
γW
γ
η y llamando a su inversa((
SW HIW
)−1)υ
τ
vemos que
Aυaη ka = −
((
SW HIW
)−1)υ
τ
(
SταW δαHδCM
C
γW
γ
η
)
= − (W−1)υ
γ
((
HδCI
C
γ
)−1)γρ
HδCM
C
γW
γ
η. (4.20)
Entonces Aυaη ka es Hermitizable (o simetrizable en el caso real) y por lo tanto diagona-
lizable y con autovalores reales. Notemos que S introduce grados de libertad en hρC , ya
que en principio es libre, pero no juega ningu´n papel relevante en Aυaη ka, puesto que se
cancela.
Entonces, si asumimos la hipo´tesis ii (que no lo hicimos hasta ahora) y encontramos
H tal que se satisfagan a) y b) habremos probado que ii⇒ i.
Construyamos HδC . Proponemos un H para cada uno de los bloques de KAη (λ).
Consideremos los bloques de Jordan diagonales primero, con autovalores reales por la
condicio´n de hiperbolicidad. Si tenemos un Jm (λi)−bloque de Jordan elegimos HIdm de
m×m como cualquier matriz Hermı´tica definida positiva.
Consideremos ahora los bloques
(
LTm
)i
j
con i = 1, ...,m+ 1, j = 1, ....,m y m ≥ 1.
Proponemos
(
HLTm
)
si
con s = 1, ...,m de la siguiente forma
(
HLTm
)
si
(
LTm
)i
j
(λ) =

a1 a2 ... am am+1
a2 ... am am+1 am+2
... am am+1 am+2 ...
am am+1 am+2 ... a2m


λ 0 0 0
1 λ 0 0
0 1 ... 0
0 0 ... λ
0 0 0 1

(4.21)
con todas sus componentes reales. Veamos que funciona.
Observemos que LTm puede ser dividida en dos partes L
T
m =
(
λILTm +MLTm
)
con
ILTm =

1 0 0 0
0 1 0 0
0 0 ... 0
0 0 0 1
0 0 0 0
 y MLTm =

0 0 0 0
1 0 0 0
0 1 0 0
0 0 ... 0
0 0 0 1
 .
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entonces(
HLTm
)
si
(
LTm
)i
j
(λ)
=

a1 a2 ... am am+1
a2 ... am am+1 am+2
... am am+1 am+2 ...
am am+1 am+2 ... a2m

(
λILTm +MLTm
)
= λ

a1 a2 ... am
a2 ... am am+1
... am am+1 ...
am am+1 ... a2m−1
+

a2 ... am am+1
... am am+1 am+2
am am+1 am+2 ...
am+1 am+2 ... a2m

= λ (gm)δα + (lm)δα
con
(gm)δα =

a1 a2 ... am
a2 ... am am+1
... am am+1 ...
am am+1 ... a2m−1
 (4.22)
(lm)δα =

a2 ... am am+1
... am am+1 am+2
am am+1 am+2 ...
am+1 am+2 ... a2m
 (4.23)
Notemos la forma en cascada deHLTm y que tanto gm como lm son sime´tricas. Esto es
la eleccio´n mas general deHLTm . Para cumplir la condiciones a) y b) solo resta mostrar que
gm puede ser elegida definida positiva, seleccionando los coeficientes de ai. Probaremos
esto por induccio´n enm. Cuandom = 1 la condicio´n de positividad es a1 > 0. Asumiendo
la hipo´tesis inductiva: gm es positivo definido, agrandamos la matriz Hermı´tica a gm+1
agregando una nueva columna y una nueva fila
(gm+1)δα =

a1 a2 ... am am+1
a2 ... am am+1 ...
... am am+1 ... a2m−1
am am+1 .... a2m−1 a2m
am+1 .... a2m−1 a2m a2m+1
 .
Aparecen solo dos nuevos coeficientes a2m y a2m+1, que no estaban en gm. Entonces,
tenemos que mostrar que los podemos seleccionar de tal forma que gm+1 sea definido
positivo. Ya que gm si lo es, y usando el criterio de Sylvester, solo tenemos que mostrar
que det (gm+1) > 0. Expandiendo el mismo a lo largo de la u´ltima columna obtenemos
det (gm+1) = a2m+1 det (gm) + f (a1, ..., a2m) > 0
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donde f es alguna funcio´n que no depende de a2m+1. Seleccionando a2m la funcio´n
f (a1, ..., a2m) queda definida, y ya que det (gm) > 0, la condicio´n de positividad de
gm+1 se garantiza eligiendo a2m+1 tal que
a2m+1 > −f (a1, ..., a2m)
det (gm)
.
Finalmente, para las filas nulas LT0 , podemos elegir columnas de H arbitrarias. Es-
tas no juegan ningu´n rol en las ecuaciones de evolucio´n, sin embargo si lo hacen en la
reduccio´n hαA.
Un simple ejemplo de H es:
(H)δAK
A
η (λ)
=

HIdm3 0 0 0 A1 B1
0 HIdm4 0 0 A2 B2
0 0 HLTm2
0 A3 B3
0 0 0 HLTm1
A4 B4

×

Idm3 (λ− λ1) 0 0 0
0 Idm4 (λ− λ2) 0 0
0 0 LTm2 0
0 0 0 LTm1
0 0 0 0
0 0 0 0

(4.24)
=

HIdm3 Idm3 (λ1) 0 0 0
0 HIdm4 Idm4 (λ2) 0 0
0 0 HLTm2
LTm2 0
0 0 0 HLTm1
LTm1
 (4.25)
donde Idmi son matrices identidades de mi×mi, HLTm1 , HLTm2 elegidas como en (4.21),
HIdm3 ,HIdm4 matrices Hermitianas arbitrarias definidas positivas yAi,Bi con i = 1, 2, 3, 4
bloques arbitrarios.
Como mencionamos antes, en el formalismo de Geroch que incluye a la mayorı´a de
los ejemplos fı´sicos, no hay LTm con m ≥ 2, solo aparecen LT1 y LT0 . Estos tipos de
bloques permiten adema´s la introduccio´n de reducciones mas generales, como mostramos
a continuacio´n. Consideremos un conjunto de bloques LT1

LT1 0 0 0
0 LT1 0 0
0 0 ... 0
0 0 0 LT1
 = λ

1 0 0 0
0 0 0 0
0 1 0 0
0 0 0 0
... ... ... ...
0 0 0 0
0 0 0 1
0 0 0 0

+

0 0 0 0
1 0 0 0
0 0 0 0
0 1 0 0
0 0 0 0
... ... ... ...
0 0 0 0
0 0 0 1

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En estos casos, el H mas general posible tiene la forma,
(
HLT1
)
δA
=

b1 0 b¯2 0 ... 0 b¯s 0
b2 0 bs+1 0 ... 0 b¯2s−1 0
... 0 ... 0 ... 0 ... 0
bs 0 b2s−1 0 ... 0 b s(s+1)
2
0

+

0 c1 0 c¯2 0 ... 0 c¯s
0 c2 0 cs+1 0 ... 0 c¯2s−1
0 ... 0 ... 0 ... 0 ...
0 cs 0 c2s−1 0 ... 0 c s(s+1)
2

donde,
(
HLT1
)
δA

LT1 0 0 0
0 LT1 0 0
0 0 ... 0
0 0 0 LT1
 = λ (g1)δα + (g2)δα ,
tal que
(g1)δα =

b1 b¯2 ... b¯s
b2 bs+1 ... b¯2s−1
... ... ... ...
bs b2s−1 ... b s(s+1)
2
 (g2)δα =

c1 c¯2 ... c¯s
c2 cs+1 ... c¯2s−1
... ... ... ...
cs c2s−1 ... c s(s+1)
2
 .
Ya que ambas son Hermitianas, eligiendo g1definida positiva concluimos la prueba.
ii⇔ iii
Como mostramos en el ape´ndice B, el orden de perturbacio´n de los valores singulares
de NAaα lε,θ (λi)a es invariante ante cambios de base y elecciones de productos internos.
Por lo que podemos elegir bases en las que NAbη l (λ)b = K
B
α (λ). Si en esas bases
consideramos productos internos GAB = (1, ..., 1) y Gαγ = (1, ..., 1) el ca´lculo de los
valores singulares se desacopla en bloques. Por lo que solo necesitamos chequear la
forma de los valores singulares perturbados de Jl (λ) y LTm.
Los l−bloques de Jordan son de orden O (εl) por teorema 16, por lo tanto los valores
singulares son de orden O
(
ε1
)
si y solo si los bloques de Jordan son de dimensio´n 1.
Por otro lado, los bloques LTm no tiene kernel por derecha para ningu´n λ, es decir,
sus valores singulares perturbados son siempre de orden O
(
ε0
)
. Para ver esto usamos la
ecuacio´n (3.5)
det
((
(LTm)
∗)s
i
(
LTm
)i
j
)
= σ21
[
LTm
]
...σ2m
[
LTm
]
=
(
|λ|2
)m
+
(
|λ|2
)m−1
...+ |λ|2 + 1 > 0
donde los σj
[
LTm
]
son los valores singulares de LTm, que nunca se anulan por la expresio´n
anterior.
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Como ejemplo
det
( λ¯ 1 0
0 λ¯ 1
) λ 01 λ
0 1

 = (|λ|2)2 + (|λ|2)+ 1 > 0.
i⇒ iii)
Esta implicacio´n es exactamente el teorema 11. Con esto concluimos la prueba del
Lema.
4.3.4. Eligiendo los autovalores extras.
En la prueba anterior hemos construido familias de reducciones que hacen el sistema
Hermitizable, tal que
Aγbη kb =
((
hεCN
Ca
δ na
)−1)γ
α
hαBN
Bb
η kb (4.26)
es diagonalizable con autovalores reales para todo ka con kata = 0 y |k| = 1.
Notemos que si hρC es una de esas reducciones, entonces tambie´n lo es h˜
γ
B =(
(hNn)−1
)γ
α
hαB , ya que dan la misma matriz (4.26) (en este caso h˜
γ
BN
Ba
α na = δ
γ
α,
con δγα la matriz identidad). Cuando h˜
γ
B es escrita en te´rminos de la descomposicio´n de
Kronecker (4.18) obtenemos
h˜γB = −
(
W−1
)γ
ρ
(
(HI)−1
)ρδ
HδC
(
Y −1
)C
B
, (4.27)
con
(
(HI)−1
)ρδ
la inversa de HδCICγ .
Este h˜γB no depende de la matriz S, mostrando que esos grados de libertad no juegan
ningu´n rol en las reducciones. Vamos a usar reducciones h˜γB de ahora en adelante
11. Re-
cordemos que cuando una reduccio´n es aplicada, el kernel del sı´mbolo principal aumenta,
este aumenta en m su dimensio´n por cada bloque LTm. Denotamos a los nuevos autovalo-
res introducidos como {pii (k)}. En principio, no podemos saber cuantos de ellos introdu-
cimos. Adema´s dado que los LTm pueden cambiar cada cada ka, los nuevos autovalores
tambie´n pueden hacerlo. Sea como sea, esto siempre sucede con Aγbη kb diagonalizable y
autovalores reales.
Lema 24 Asumamos que se cumple cualquiera de las condiciones del Lema 23, entonces
existe h˜γB como en la ecuacio´n (4.27) tal que:
Para cada ka, todos los pii (k) son diferentes entre ellos y diferentes de los autovalores
generalizados λi (k), es decir, son autovalores simples, de multiplicidad algebraica igual a
1.
11El problema de estas reducciones h˜γB es que puede ser mas complicado (que con h
γ
B) entender si
produce ecuaciones de evolucio´n covariantes.
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Prueba. Consideremos la forma de h˜γB en la ec. (4.27). El bloque H˜LTm asociado a L
T
m en
este caso es
H˜LTm =

1 0 ... 0 a˜m+1
0 1 ... 0 a˜m+2
... ... ... 0 ...
0 0 0 1 a˜2m

con 
a˜m+1
a˜m+2
...
a˜2m
 = g−1m

am+1
am+2
...
a2m

donde gm y ai fueron definidos en la ec. (4.22). Entre todas las reduccio´nes posibles
estamos buscando aquellas para las cuales los autovalores de cada bloque son diferen-
tes. Solo debemos elegir a˜i de forma conveniente para que esto suceda. Notemos que
si encontramos alguna reduccio´n de este tipo, obtendremos que cada bloque reducido es
diagonalizable. Esto significa que existen coeficientes ai satisfaciendo la condicio´n de po-
sitividad requerida en la subseccio´n previa. Por lo que ya no los necesitaremos para el
resto de la construccio´n.
Observemos que si NCbη l (λ)b tiene un bloque L
T
m en su descomposicio´n de Kronec-
ker, entonces,
det
(
h˜ρCN
Cb
η l (λ)b
)
∝ det
(
H˜LTmL
T
m
)
= det


1 0 ... 0 a˜m+1
0 1 ... 0 a˜m+2
... ... ... 0 ...
0 0 0 1 a˜2m


λ 0 0 0
1 λ 0 0
0 1 ... 0
0 0 ... λ
0 0 0 1


= det

λ 0 0 a˜m+1
1 ... 0 a˜m+2
0 ... λ ...
0 0 1 λ+ a˜2m

= λm + a˜2mλ
m−1 − a˜2m−1λm−2 + ...− a˜m+3λ2 + a˜m+2λ− a˜m+1
Eligiendo cualquier conjunto con m nu´meros reales diferentes, es fa´cil seleccionar los co-
eficientes a˜i tal que esos nu´meros sean raı´ces del polinomio anterior. Esto concluye la
construccio´n.
4.3.5. Cota inferior uniforme e hiperbolicidad fuerte.
Finalmente, con la ayuda de las reducciones h˜γB (ec. (4.27)), vamos a usar el teorema
20 para concluir la prueba. Notemos que la reduccio´n h˜ρC depende de las bases usadas
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en la descomposicio´n de Kronecker, ya que depende deW e Y . Esas bases no son u´nicas,
por lo que usaremos esta libertad para seleccionar h˜ρC apropiadas.
El sistema reducido es
h˜ρCN
Cb
η l (λ)b = −λδρη+Aρaη ka = −λδρη−
(
W−1
)ρ
γ
(
(HI)−1
)γδ
HδCM
C
αW
α
η, (4.28)
donde todavı´a tenemos la libertad de elegir W para nuestra conveniencia.
Este sistema tiene kernel cuando λ = pii (k) y λ = λi (k). Para poder aplicar el teo-
rema 20, necesitamos calcular los cosenos de los a´ngulos cos θpii(k), cos θλi(k)j entre los
kernels Υpii(k)L , Φ
pii(k)
R y Υ
λi(k)
L , Φ
λi(k)
R respectivamente y mostrar que ellos esta´n unifor-
memente acotados por debajo.
Ya que cada pii (k) es un autovalor simple de A
ρa
η ka, usando el teorema de la funcio´n
implı´cita es posible mostrar que cos θpii(k) es continuo en ka, y ya que ka pertenece a
conjunto compacto (|k| = 1), entonces cos θpii(k) alcanza su mı´nimo en ese conjunto.
Estos son autovalores simples, por lo que sus cosenos no pueden anularse para ningu´n
j (los correspondientes valores singulares perturbados deben ser de orden O
(
ε1
)
), por
lo tanto el mı´nimo posible tiene que ser positivo. Notemos que para esta conclusio´n no
necesitamos informacio´n acerca de W .
Para finalizar la prueba, solo necesitamos calcular cos θλi(k)j para cada λi(k). Note-
mos que si un λi es simple, entonces podemos usar el mismo argumento de arriba, por lo
que los casos interesantes son cuando no tenemos bloques triviales. Dado que pii 6= λj , el
kernel por derecha Φλi(k)R es invariante ante la aplicacio´n de la reduccio´n. Sin embargo el
kernel por izquierda de (4.28), Υλi(k)L , depende de W . Por lo que necesitamos acomodar
W , para que los a´ngulos que estamos buscando coincidan con los a´ngulos de la versio´n no
reducida. Para ello, miramos el kernel por izquierda del sistema completo (de NCbη l (λi)b)
llamado ΨλiL . Este kernel tiene un subespacio invariante cuya dimensio´n es independiente
de λ, y lo llamamos ∆(λ). Este subespacio esta u´nicamente definido, y es el espacio ge-
nerado por un conjunto de vectores combinados linealmente con potencias de λ, que son
introducidos en el ape´ndice D. El kernel aumenta su dimensio´n en ri cuando λ = λi y para
cada i. Por otro lado, el subespacio ∆(λi) tiene la propiedad que cuando es proyectado
con NAbη nbG
ηγ , es ortogonal al kernel por derecha Φλi(k)R (esta prueba se encuentra en
el ape´ndice E del trabajo [3]). Esta proyeccio´n es llamada ∆N(λ) y la proyeccio´n de Ψ
λi
L
en ΦR (usando NAbη nbG
ηγ) es llamada ΦλiL . Por lo que usando la me´trica Gαβ podemos
escribir ΦλiL = ∆N(λi)⊕ (ΦλiL )⊥ como suma directa de ∆N(λi) y su espacio perpendicu-
lar dentro de ΦλiL , llamado (Φ
λi
L )
⊥. Ya que ∆N(λi) es perpendicular a Φ
λi(k)
R y a (Φ
λi
L )
⊥,
los a´ngulos entre (ΦλiL )
⊥ y ΦλiR son los mismos que los a´ngulos entre Φ
λi
L y Φ
λi
R , que son
lo que aparecen en la hipo´tesis de nuestro teorema y por lo tanto sus cosenos esta´n aco-
tados con una cota positiva. Queremos ahora elegir un W tal que ΥλiL (con sus vectores
proyectados con Gαγ) coincide con (ΦλiL )
⊥ y por lo tanto sus respectivos a´ngulos. Para
hacer eso, elegimos un conjunto linealmente independiente de ri vectores {vlA} en ΨλiL
tal que expan{vlANAbη nbGηγ} = (ΦλiL )⊥. Tomando ahora una base cano´nica de e − u
vectores {χiA} de ∆(λi), obtenemos una base para ΨλiL = expan{χiA, vlA} (esta base
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defineW , ver ape´ndice D). Veamos que este conjunto de vectores es realmente linealmen-
te independiente. Supongamos que un vector en ∆(λi) es combinacio´n lineal de los otros
χA = alv
l
A. Contrayendo con N
Ab
η nbG
ηγ obtenemos χANAbη nbG
ηγ = alv
l
AN
Ab
η nbG
ηγ
y podemos notar que el lado izquierdo es un elemento de ∆N(λi) y el lado derecho de
(ΦλiL )
⊥. Esto es absurdo ya que esos espacios son perpendiculares, por lo que ambos
lados deben anularse. Pero debido a que asumimos que los {vlANAbη nbGηγ} son lineal-
mente independientes, los al deben anularse.
Usando esta base es fa´cil ver que el W resultante tiene la propiedad que (ΦλiL )
⊥ es
el kernel por izquierda del sistema reducido (bajando los ı´ndices con Gαγ), por lo que
este coincide con ΥλiL y por lo tanto tienen los mismos a´ngulos con respecto a Φ
λi
R . Esto
concluye la prueba.
Para cerrar esta subseccio´n mostramos como aplicar este proceso en ejemplos pra´cti-
cos. Dado un sı´mbolo principal realizamos su descomposicio´n de Kronecker, de donde
obtenemos una base
χsA (λ) y
(
υlλi
)
A
(4.29)
con χsA (λ) :=
((
θsms
)
A
− λ (θsms−1)A + λ2 (θsms−2)A − ...− λm1θs0A), un conjunto de
vectores que pertenecen al kernel por izquierda del sı´mbolo principal, para todo λ. Y los(
υlλi
)
A
son tales que completan la base cuando λ = λi. El subespacio expandido por
{χsA (λ)} es lo que arriba llamamos ∆(λ). Entonces, para cada λi el kernel por izquier-
da del sistema completo es ΨλiL = expan{χsA (λi) ,
(
υlλi
)
A
}. Esta base no es u´nica,
por lo que vamos a cambiar los elementos {(υlλi)A} por una nueva base {(υ˜lλi)A} para
encontrar reducciones h˜αA. De la ecuacio´n (4.27) vemos que una vez fijado el conjun-
to {(υlλi)A} la reduccio´n es tambie´n fijada, ya que Y y W dependen de esos vectores.
Como mencionamos arriba para i ∈ Iλi(k) elegimos rλi(k) nuevos vectores {
(
υ˜lλi
)
A
}
tal que cuando ellos son proyectados en ΦR, expanden (Φ
λi(k)
L )
⊥. La nueva base de
ΨλiL = expan{χsA (λi) ,
(
υ˜lλi
)
A
} es usada ahora para escribir h˜αA como en la ecuacio´n
(4.27).
4.4. Klein Gordon.
En esta seccio´n consideramos un espacio tiempo de Minkowski y estudiamos las ecua-
ciones de Klein Gordon sobre el mismo. Mostramos que la descomponsicio´n de Kronecker
del sı´mbolo principal tiene bloques 2×J1, 3×LT1 y 3×LT0 con autovalores generalizados
±1. Como fue mostrado en [4], este sistema es sime´trico hiperbo´lico, por lo que existen
reducciones fuertemente hiperbo´licas. Mostraremos algunas de ellas.
La ecuacio´n de Klein Gordon es
gab∇b∇aφ = 0.
La misma, puede ser escrita en primer orden, introduciendo nuevas variables
φa := ∇aφ. (4.30)
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Obtenemos un sistema de nueve ecuaciones para cinco variables, (φ, φa). Estas son
∇bφ− φb = 0
∇bφb = 0
∇[aφb] = 0
La ecuacio´n del kernel por derecha del sı´mbolo principal (ecuacio´n de la Eikonal) es, δ
d
a 0
0 gdl
0 δd[bδ
l
c]
 l (λ)d
(
δφ
δφl
)
= 0
Eligiendo un co-vector temporal na y lineas la (λ) = −λna + ka ∈ SCna , obtenemos la
forma del matriz pencil del sı´mbolo principal,
−λ
 δ
d
a 0
0 gdl
0 δd[bδ
l
c]
nd +
 δ
d
a 0
0 gdl
0 δd[bδ
l
c]
 kd
estamos considerando n.n = −1, k.k = 1, y n.k = 0.
Siguiendo el ape´ndice D, el kernel por izquierda es expandido por los co-vectores
{
(
θˆ
)
0A
,
(
θ˜i
)
0A
,−λθ0A + θ1A,−λ
(
θ˘i
)
0A
+
(
θ˘i
)
1A
} con i = 1, 2, que expanden el
subespacio ∆(λ), y los autovectores generalizados {υ1A, υ2A} asociados a los autovalo-
res generalizados λ± = ±1 respectivamente. La base de Kronecker por izquierda viene
dada por, (
θˆ
)
0A
=
(
0 0 εk1bcdndkk1
)
→ 1(
θ˜i
)
0A
=
(
εk1adend (li)e kk1 0 0
)
→ 2
θ0A =
(
εk1adel1dl2enk1 0 0
)
→ 1
θ1A =
(
εk1adel1dl2ekk1 0 0
)
→ 1(
θ˘i
)
0A
=
(
0 0 εk1kla (li)a nk1
)
→ 2(
θ˘i
)
1A
=
(
0 0 εk1kla (li)a kk1
)
→ 2
υiA =
(
0 −12λi n[bkc]
)
→ 2
donde li.k = li.n = 0 y li.lj = δij con i, j = 1, 2
Con este conjunto, construimos la descomposicio´n de Kronecker como en la ecuacio´n
(4.18)
Y AB (n, k) = 0 0 0 0 0 0 na −ka −l1a l2a 0−1 1 0 0 0 0 0 0 0 0 0
−n[bkc] −n[bkc] n[bl1c] −k[bl1c] −n[bl2c] k[bl2c] 0 0 0 0 l1[bl2c]

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KBα (λ) =

λ− 1 0 0 0 0
0 λ+ 1 0 0 0
0 0 λ 0 0
0 0 1 0 0
0 0 0 λ 0
0 0 0 1 0
0 0 0 0 λ
0 0 0 0 1
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0

Wαη (n, k) =

0 12
(
nl + kl
)
0 12
(−nl + kl)
0 −ll1
0 ll2
−1 0

Siguiendo la ecuacio´n (4.27) las reducciones son:
h˜ = W−1

1 0 0 0 0 0 0 0 e1 d1 f1
0 1 0 0 0 0 0 0 e2 d2 f2
0 0 1 a1 0 a2 0 a3 e3 d3 f3
0 0 0 a¯2 1 b1 0 b2 e4 d4 f4
0 0 0 a¯3 0 b¯2 1 c3 e5 d5 f5
Y
−1
donde los coeficientes en h˜γB son funciones complejas arbitrarias de n y k, con la excep-
cio´n de a1, b1 y c3 que son reales.
Las ecuaciones pseudo-diferenciales de evolucio´n (parte principal) son(
∂tφˆ
∂tφˆl
)
= −
(
−c3 kbnaR¯cεmbac
kbnaRcε lbac −klnm + nlkm − ia2Iε bmal nbka + Sml
)(
φˆ
φˆm
)
con a2 = a2R + ia2I , Sml = −a2R (l1llm2 − l2llm1 ) + a1l1llm1 + b1l2llm2 , y Rc cualquier
vector complejo.
Es instructivo escribir las reducciones diferenciales posibles. En coordenadas Carte-
sianas adaptadas el sistema es original es,
∂tφ = φ0
∂tφ0 = −∂iφi
∂tφi = ∂iφ0
Ci := ∂iφ− φi = 0
Cij := ∂[iφj] = 0,
Donde las u´ltimas dos ecuaciones claramente son vı´nculos diferenciales.
De este modo, las hiperbolizaciones diferenciales mas generales son obtenida toman-
do Sml = 0 y c3 = L
iki. Las ecuaciones para la parte principal resultan,
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∂tφ = L
i∂iφ− R¯kεijk∂iφj = LiCi − R¯kεijkCij
∂tφ0 = −∂iφi
∂tφi = ∂iφ0 +Rkε
jk
i ∂jφ− ia2Iε mjl ∂jφm = ∂iφ0 +Rkε jki Cj + ia2Iε ijl Cij
Esta expresio´n claramente muestra que la libertad viene de agregar te´rminos de vı´nculos
al conjunto original.
4.5. Conclusiones.
En este capı´tulo encontramos condiciones necesarias y suficientes que un sistema
de primer orden en derivadas, con vı´nculos diferenciales, tiene que satisfacer para tener
una hiperbolizacio´n (ver teorema 21). En el caso de coeficientes constantes, se explico
como construir esas reducciones/hiperbolizaciones tal que las ecuaciones de evolucio´n
(surgidas de las mismas), tienen una formulacio´n de valores iniciales bien puesta. Contrario
al tratamiento cla´sico, el sistema reducido no es un sistema en derivadas parciales, este
es un sistema pseudo-diferencial en general. Sin embargo, la teorı´a usual aplica como se
explico en la seccio´n 2.3.
Para alcanzar este resultado se introdujo el concepto de a´ngulos principales entre
subespacios vectoriales y se mostro´ que toda la informacio´n de la hiperbolicidad fuerte del
sistema queda caracterizada por los mismos. Los subespacios pertinentes son el kernel
por derecha del sı´mbolo principal y el kernel por izquierda (proyectado con NAbη nbG
ηγ ,
sobre ΦR). De este modo, vimos que el resultado principal del capı´tulo 4 es equivalente a
que estos a´ngulos (θλi(k)j ) sean menores que
pi
2 . Esta condicio´n, nos permite construir re-
ducciones, pero no es suficiente para concluir la hiperbolicidad fuerte del sistema reducido.
Para ello, en el teorema principal de este capitulo (teorema 21), agregamos una condicio´n
de uniformidad extra, que si garantiza la hiperbolicidad fuerte. Esta condicio´n es la exis-
tencia una constante ϑ, tal que para todo ka, los a´ngulos esta´n uniformemente acotados
0 ≤ θλi(k)j < ϑ < pi2 .
Es importante mencionar que una vez que el dato inicial es dado, la solucio´n del siste-
ma reducido es u´nica, por lo que si el sistema completo tiene solucio´n, debe ser la misma
que la obtenida del sistema reducido. En general, esta situacio´n no ocurre, ya que si el dato
inicial se da cumpliendo los vı´nculos, la solucio´n obtenida puede no cumplirlos en tiempos
posteriores. Por lo que todavı´a resta mostrar que los vı´nculos se propagan consistente-
mente. Algunas ideas sobre la hiperbolicidad fuerte del sistema subsidiario de vı´nculos
son presentadas en el capı´tulo 7.
El hecho que el sistema reducido sea pseudo-diferencial puede traer un problema.
No es claro cuando el sistema tiene una propagacio´n causal, es decir, cuando existe una
velocidad ma´xima de propagacio´n. Claramente los autovalores deAαaβ ka son todos finitos,
pero esto no necesariamente significa que dado un dato inicial con soporte compacto esto
se mantenga para tiempos posteriores. De hecho, si el sistema reducido no es analı´tico
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en ka, entonces la solucio´n no puede tener soporte compacto. Es decir, asumamos que
elegimos un dato inicial con soporte compactoφα0 , entonces su transformada de Fourier
φˆα0 es analı´tica. Escribiendo el sistema como
dφˆα
dt
= iAαβ(k)φˆ
β,
su solucio´n es
φˆα(k, t) = eiA(k)tφˆα0 (k),
pero si Aαβ(k) es no analı´tica, tampoco puede serlo la solucio´n para tiempos finitos t.
Entonces, para reducciones no analı´ticas, la solucio´n no puede tener soporte compacto en
tiempos posteriores al inicial o saliendo de la superficie inicial. Creemos que la causalidad
debe venir de reducciones analı´ticas, una forma de ver esto es usando las ideas de [24].
En cualquier caso, es importante desarrollar una teorı´a requiriendo condiciones necesarias
y suficientes para la existencia de estas reducciones.
Por otro lado, para encontrar reducciones no pseudo-diferenciales en el caso de co-
eficientes variables o cuasi-lineales, podemos aplicar el esquema desarrollado en este
capı´tulo, del siguiente modo: trabajando en el fibrado cotangente (x, k), realizar la des-
composicio´n de Kronecker del sı´mbolo principal, proponer reducciones del tipo (4.27), y
usando las libertades en sus para´metros tratar de cancelar la dependencia en ka. Si esto
es posible, obtendremos reducciones diferenciales h˜γB (x, φ). Esas posibles reducciones
seleccionara´n un conjunto de ecuaciones de evolucio´n
h˜γBN
Aa
α (x, φ)∇aφα = h˜γBJA (x, φ) , (4.31)
que asumimos cumplen la condiciones de suavidad necesarias (ver seccio´n 2.5). Por otro
lado, este sistema tiene el simetrizador natural Hαη := W δαHδCI
C
γW
γ
η que automa´ti-
camente cumple las condiciones 1 y “2”12 de la definicio´n 6, si adema´s cumple las con-
diciones de suavidad en sus variables (x, φα, ka), entonces el sistema (4.31) es fuer-
temente hiperbo´lico. Por otro lado, si h˜γB (x, φ0) es una reduccio´n diferencial y Hαη =
W δαHδCI
C
γW
γ
η es independiente de ka y suave en sus variables, el sistema es sime´trico
hiperbo´lico. En este u´ltimo caso, el simetrizador de Geroch del sistema completo, toma la
forma hαA := W δαHδC
(
Y −1
)C
A
.
12Sabemos que el simetrizador es definido positivo por construccio´n, pero no necesariamente uniforme-
mente positivo, por lo que esta condicio´n podrı´a fallar. Adema´s tampoco podemos asegurar que este acotado
superiormente.
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Capı´tulo 5
Electrodina´mica no lineal.
5.1. Introduccio´n.
En este ca´pitulo estudiamos teorı´as electrodina´micas no lineales (NLED, por sus siglas
en ingles) surgidas de lagrangianos arbitrarios, definidos en te´rminos de los invariantes
electromagne´ticos. Las ecuaciones diferenciales que describen a estas teorı´as son cuasi-
lineales y tienen vı´nculos diferenciales. Mostramos que las mismas son hiperbolizables y
que resultan en sistemas sime´tricos hiperbo´licos. Aunque es el primer trabajo que reali-
zamos en el doctorado [13], este se ubica en el capı´tulo 5 de esta tesis, ya que es un
ejemplo de aplicacio´n, que se podrı´a haber analizado con la teorı´a de los capı´tulos 3 y 4.
Sin embargo, el ana´lisis usado para el mismo es previo al desarrollo de esta teorı´a.
Las teorı´as NLED son relevantes en varias a´reas de la fı´sica. Por ejemplo, en QED,
en donde la polarizacio´n de vacı´o conduce naturalmente a efectos no lineales efectivos
descriptos por lagrangianos del tipo de Euler-Heisenberg [59, 60, 61, 62, 63, 64, 65]. En
algunos diele´ctricos y cristales, la interaccio´n entre las mole´culas y los campos electro-
magne´ticos pueden ser descriptos por teorı´as no lineales electromagne´ticas [66, 67]. Po-
sibles consecuencias de NLED tambie´n han sido exploradas en cosmologı´a y astrofı´sica.
En particular, se cree que las no linealidades juegan un rol importante en la descripcio´n
del sector oscuro del universo [68, 69, 70, 71, 72, 73]; para evitar singularidades cuando
son acopladas a las ecuaciones de Einstein [74, 75, 76]; en la fı´sica de agujeros negros
cargados [77, 78, 79]. En teorı´as de mas dimensiones, el modelo no lineal de Born-Infeld
[80, 81, 82] tiene conexiones matema´ticas con la teorı´a de cuerdas [83]. Por u´ltimo, las
teorı´as NLED tambie´n atraen la atencio´n, ya que ellas pueden responder algunas pregun-
tas relativistas de la propagacio´n de la luz, experimentales y teo´ricas.
Usando el formalismo geome´trico de Geroch encontramos las hiperbolizaciones ad-
mitidas por las teorı´as NLED y mostramos que ellas esta´n parametrizadas por un vector
tq(x) (como sucede en el caso lineal). Esta construccio´n nos permitio´ encontrar condicio-
nes necesarias y suficientes (que la teorı´a y sus campos deben satisfacer), para que las
mismas tengan una formulacio´n de valores iniciales bien puesta. La respuesta encontrada
fue: el sistema es sime´trico hiperbo´lico, si y solo si, los dos conos surgidos de la relacio´n de
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dispersio´n de las dadas teorı´as NLED tienen interseccio´n no vacı´a. Cabe destacar que es-
te resultado es independiente de la me´trica de fondo y que estos conos esta´n asociados a
dos metricas lorentzianas gab1 y g
ab
2 (soluciones de la ecuacio´n de la Eikona). Por otro lado
nuestra construccio´n tambie´n nos permite encontrar los conos de causalidad (las ma´ximas
velocidades de propagacio´n) para cada hiperbolizacio´n. En general estos conos dependen
de la hiperbolizacio´n elegida, sin embargo, hemos encontrado que en estos casos los mis-
mos vienen dado por los conos de g1ab (inversa de g
ab
1 ), es decir, toda la informacio´n de la
propagacio´n puede obtenerse de la relacio´n de dispersio´n.
Por u´ltimo, mostramos cuatro ejemplos de aplicacio´n: las teorı´as electrodina´micas de
Born-Infeld, Gauss-Bonnet, Euler Eisenberg y un modelo de juguete. Encontramos que
todos ellos son sime´tricos hiperbo´licos ante ciertas restricciones sobre sus campos. Y
que algunas de estas teorı´as permiten velocidades de propagacio´n superluminicas. En
particular, en el ejemplo de juguete, vemos que el cono de propagacion es espacial para
la me´trica de fondo gab. Es decir, esta clase de teorı´as tienen su evolucio´n en direcciones
espaciales para gab, implicando que no las podrı´amos acoplar con teorı´as con causalidad
relativista.
5.2. Aspectos generales de la teorı´a.
5.2.1. Lagrangianos y ecuaciones de movimiento.
Consideremos un espacio tiempo (M, g) con dimM = 4, signatura (+,−,−,−) para
la me´trica, y el tensor electromagne´tico Fab, antisime´trico en sus ı´ndices. Definimos
F := F abFab = 2(H
2 − E2) G := F ab
∗
Fab = 4 ~E. ~H (5.1)
estas son cantidades invariantes antes cambios de coordenadas, los llamamos invariantes
electromagne´ticos. Adema´s
∗
Fab =
1
2ηabcdF
cd donde ηabcd es el tensor de Levi-Civita, y
( ~E, ~H) los campos electromagne´ticos.
Consideremos ahora modelos no lineales electrodina´micos en vacio´, dados por la ac-
cio´n,
S =
∫
L(F,G)√−g d4x, (5.2)
donde la densidad lagrangiana L(F,G) es una funcio´n suave arbitraria de los invariantes
F y G, y donde g := det(gab). Las ecuaciones de movimiento asociadas a este sistema
son
∇a
(
LFF ab + LG
∗
F ab
)
= 0, ∇[aFbc] = 0. (5.3)
∇ representa una derivada covariante asociada a la me´trica g y LX := ∂L∂X . La primer
ecuacio´n es obtenida via un principio variacional, mientras que la segunda es introducida
desde afuera. Esta u´ltima garantiza la existencia de un potencialAa tal que Fab = ∇[aAb].
Tambie´n definimos las siguientes cantidades
ξ1 := 2LFF /LF , ξ2 := 2LFG/LF , ξ3 := 2LGG/LF . (5.4)
Capı´tulo 5. 5.3. ESTRUCTURA CARACTERI´STICA Y ME´TRICAS EFECTIVAS. 67
que son de utilidad en todo el capı´tulo.
5.3. Estructura caracterı´stica y me´tricas efectivas.
Consideremos la ecuacio´n de la Eikonal (2.32) para las ecuaciones (5.3), esta es una
perturbacion de alta frecuencia sobre una solucio´n de fondo suave. Es conocido que la
estructura caracterı´stica obtenida de la misma esta controlada por dos me´tricas efectivas.
Este resultado fue obtenido en los 70 [84, 85], aunque recientemente Obukhov y Rubilar
[86] obtuvieron el mismo resultado interpretando a las ecuaciones (5.3) como ecuaciones
electrodina´micas dentro de un medio material con leyes constitutivas no lineales. Ellos
mostraron que si Σ es una superficie caracterı´stica descripta por S(xa) = const, los
vectores normales la =: ∂mS vienen dados por las soluciones de la siguiente ecuacio´n
cuartica en la
P∗(x, φ, l) := Gabcd(x, φ) lalblcld = 0. (5.5)
DondeGabcd(x, φ) depende de la solucio´n de fondo φ y de los puntos x deM . Fı´sica-
mente, (5.5) juega el rol de la relacio´n de dispersio´n para soluciones de onda de la versio´n
linealizada, y da lugar a un tipo de “ecuacio´n de Fresnel” covariante [87, 88].
Para las teorı´as NLED consideradas aquı´, vemos que debido a propiedades algebrai-
cas, el polinomio (5.5) se reduce a la forma simple
P∗(x, φ, l) = al4 +Qk2p2 +Rp4 (5.6)
con l2 = gablalb, p2 = F acF
bclalb, y
a :=
(
1 + ξ2G− ξ3F −RG2/16
)
, (5.7)
Q :=2 (ξ1 + ξ3 −RF/4) , (5.8)
R :=4
(
ξ1ξ3 − ξ22
)
. (5.9)
Es posible factorizar (5.6) en un producto de dos superficies de segundo orden (super-
ficies caracterı´sticas), dadas en te´rminos de las formas cuadra´ticas
gab1 (x)lalb = 0, g
ab
2 (x)lalb = 0, (5.10)
con las me´tricas efectivas
gab1 :=ag
ab + b1F
a
cF
bc, (5.11)
gab2 :=g
ab + (b2/a)F
a
cF
bc, (5.12)
Cuyos para´metros son1
1Notemos que si a→ 0 entonces b1 → 0 o b2 → 0 y que si estas me´tricas dejan de tener sentido porque
algu´n coeficiente diverge o se anula, siempre podemos rescalerarlas como g˜ab1 =
1
x
gab1 g˜
ab
2 = xg
ab
2 donde x
es lo que haga falta para que las mismas tengan sentido. Los resultados que presentamos a continuacio´n son
independientes de este rescaleo.
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b1 :=
Q+
√
∆
2
, b2 :=
Q−√∆
2
, ∆ := Q2 − 4aR. (5.13)
Como fue mostrado por Boillat [89], el discriminante ∆ nunca es negativo, ya que
∆ = 4(N21 +N
2
2 ) con
N1 := (ξ1 − ξ3)−RF/4, N2 := 2ξ2 −RG/4. (5.14)
por lo que las raı´ces en los bi son siempre reales.
Por otro lado Obukhov y Rubilar mostraron que gab1 y g
ab
2 son siempre Lorentzianas
mientras que gab lo sea. Sin embargo, pueden existir combinaciones de los coeficientes
(5.13) que vuelvan a estas me´tricas degeneradas (no invertibles). El sistema no es sime´tri-
co hiperbo´lico en estos casos, por lo que los mismos no son considerados (ver ape´ndice
B de [13] para una prueba).
Definimos las correspondientes inversas de las me´tricas efectivas como g1ab y g
2
ab tal
que gac1 g
1
cb = δ
a
b y g
ac
2 g
2
cb = δ
a
b.
5.3.1. Estructura geome´trica: conos y coconos.
Las me´tricas efectivas esta´n definidas ante transformaciones conformes. Sin embargo,
las propiedades geome´tricas de las mismas esta´n en sus conos, que no dependen de es-
tas redefiniciones. Llamamos Cgi al cono de gi, este es el conjunto de vectores temporales
(futuros dirigidos)2 con respecto a la me´trica gi. Y C∗gi := int({na ∈ T ∗pM| nava > 0,
∀va ∈ Cgi})3 sus coconos duales. Es importante mencionar que dado que Cgi esta defi-
nido por la me´trica giab. El conjunto C
∗
gi resulta de la coleccio´n de covectores obtenidos de
bajar el ı´ndice a los vectores de Cgi con g
i
ab (puede haber un signo global de diferencia).
Estudiaremos sus propiedades geome´tricas, ya que ellos van a jugar un papel importante
en la descripcio´n de hiperbolicidad.
Debido a que estas me´tricas dependen explı´citamente de los campos electromagne´ti-
cos Fab, haremos dos distinciones que se corresponden a diferentes estructuras geome´tri-
cas: i) el caso no degenerados F 2 + G2 6= 0 y ii) el caso degenerado F = G = 0 (ver
[90]). Sin embargo no explicitaremos los resultados para el caso degenerado, los detalles
se encuentran en [13].
5.3.1.1. Fab no degenerado (F 2 +G2 6= 0)
En cada punto x ∈ M una dos forma Fab tiene dos direcciones nulas principales lb
y kb ([91, 92, 93]), estas son autovectores de F ab tal que F
a
bl
a = ±
√
−F+√F 2+G2
4 l
a
2Para los sistemas sime´tricos hiperbo´licos, una vez que el simetrizador es dado, adoptamos la convencio´n
que los conos futuros de las me´tricas efectivas, son aquellos que tienen interseccio´n no vacı´a con los conos
de propagacio´n. En el caso que el sistema no sea sime´trico hiperbo´lico consideramos todos los conos, dos
por cada me´trica, y nos referimos a ellos como conos.
3Elegimos solo el interior para hacer los coconos duales un conjunto abierto y ponerlos en igualdad de
condiciones que los conos Cgi .
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y F abk
a = ±
√
F+
√
F 2+G2
4 k
a (ver ape´ndice A de [13]). ka y la son vectores nulos con
respecto a las tres me´tricas gab, g1ab y g
2
ab, por lo que las clausuras de todos los conos los
contienen. Estas direcciones nos permiten encontrar un frame ortonormal, donde ~E ‖ ~H ,
tal que gab se reduce a ηab := diag (+,−,−,−) y las me´tricas efectivas a
giabt
atb := α−1i
(
t20 − t23
)− β−1i (t21 + t22) gabi nanb := αi (n20 − n23)− βi (n21 + n22)
(5.15)
con i = 1, 2 y
α1 := a+ b1
1
4
(
F −√F 2 +G2
)
β1 := a+ b1
1
4
(
F +
√
F 2 +G2
)
α2 := 1 +
b2
a
1
4
(
F −√F 2 +G2
)
β2 := 1 +
b2
a
1
4
(
F +
√
F 2 +G2
) (5.16)
Notemos que estos coeficientes esta definidos covariantemente ya que solo depende
de los invariantes F y G.
A partir de ahora no consideraremos casos donde αi o βi se anulen, ya que como
mencionamos antes, en estos casos las me´tricas no son invertibles y el sistema no es
sime´trico hiperbo´lico (ver ape´ndice B de [13]). Entonces, dado que αi, βi no se anulan, ve-
mos que los conos efectivos esta´n caracterizados por sus signos, por lo que introducimos
dos cantidades u´tiles
Ωi := αiβi con i = 1, 2
y presentamos una tabla mostrando todas las posibles combinaciones.
signo (αi) signo (βi) signatura de gi Vector temporal giabt
atb Signo(Ωi)
i) + + (+,−,−,−) ta = (1, 0, 0, 0) α−11 > 0 +
ii) − − (−,+,+,+) ta = (1, 0, 0, 0) α−11 < 0 +
iii) + − (+,+,+,−) ta = (0, 0, 0, 1) −α−11 < 0 −
iv) − + (−,−,−,+) ta = (0, 0, 0, 1) −α−11 > 0 −
Notemos que la signatura de las me´tricas efectivas no necesariamente es comparti-
da con la me´trica de fondo. En particular la norma de los vectores temporales depende
de los campos de fondo Fab y no tiene un signo preferido. Los conos por otro lado, son
independientes de como sea la signatura.
Enunciamos la siguiente proposicio´n que se puede concluir de la tabla.
Proposicio´n 25 (i) Si Ωi > 0, entonces Cgi∩Cη 6= ∅. (con ηab := diag (1,−1,−1,−1)).
(ii) Si Ωi < 0, entonces Cgi ∩ Cσ 6= ∅. (con σab := diag (−1,−1,−1, 1)).
Por lo tanto, hay solo tres posibles configuraciones para los conos efectivos en TpM .
Los tres conos se intersecan (Fig.5.1a); ellos no se intersecan (Fig.5.1b); los dos conos
efectivos se intersecan entre ellos, pero no lo hacen con el cono de fondo (Fig.5.1c).
Adema´s, cuando ellos se intersecan, es siempre posible ver que uno se encuentra incluido
en el otro. El Lema siguiente muestra esto
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(a) Ω1 > 0 y Ω2 > 0 (b) Ω1 < 0 y Ω2 > 0 (c) Ω1 < 0 y Ω2 < 0
Figura 5.1: Caso no degenerado F 2 +G2 6= 0. Posibles conos nulos de las me´tricas :
g1ab (rojo); g
2
ab (azul); ηab (gris).
Proposicio´n 26 Cuando los conos se intersecan Cg1 ∩ Cg2 6= ∅ es decir signo (Ω1) =
signo (Ω2), entonces
(i) C∗g1 ⊆ C∗g2
(ii) Cg2 ⊆ Cg1
Prueba. Primero vamos a probar la siguiente desigualdad
α1β2 ≤ 1 ≤ α2β1 (5.17)
la misma surge como una consecuencia algebraica de las definiciones (5.16).
Empecemos escribiendo los productos,
α1β2 = 1 +
1
2
(
(FN1 +GN2)−
√
N21 +N
2
2
√
F 2 +G2
)
, (5.18)
α2β1 = 1 +
1
2
(
(FN1 +GN2) +
√
N21 +N
2
2
√
F 2 +G2
)
,
es trivial concluir de los mismos que α2β1 ≥ α1β2. De estas expresiones adema´s es
posible probar que,
− (1− α1β2) (1− α2β1) = 1
4
(GN1 − FN2)2 ≥ 0. (5.19)
Por lo que la positividad del lado derecho, junto con la condicio´n α2β1 ≥ α1β2, fuerzan a
la desigualdad (5.17).
Definimos ahora dos cantidades auxiliares
γi :=
√
|αi/βi|, (5.20)
que ayudan a capturan la nocio´n de “cuan abierto se encuentra un cono (o cocono) en
una determinada direccio´n”, en particular nosotros miraremos en la direccio´n ortogonal al
plano definido por las direcciones nulas.
Aunque, el ca´lculo siguiente se hace en un frame particular, la conclusio´n de cual es el
cono interior y cual es el exterior, tiene un sentido geome´trico y directamente se extrapola
a cualquier frame.
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Asumamos que Cg1 ∩ Cg2 6= ∅, es decir,
signo(Ω1) = signo(Ω2) (5.21)
esto es equivalente a
0 < Ω1Ω2 = α1β2α2β1
que junto con (5.17), implica que α1β2 > 0 y por lo tanto que γ1 ≤ γ2.
Supongamos que Ω1 > 0 y Ω2 > 0 y consideremos una transicio´n continua de un
co-vector temporal a uno espacial (con respecto a las me´tricas efectivas) parametrizado
por x ∈ [0, 1], en la forma
na (x) = (1− x) (1, 0, 0, 0) + x (0, cosφ, sinφ, 0) (5.22)
con φ ∈ [0, 2pi). La idea es encontrar x1 y x2 tal que los co-vectores se vuelven nulos, es
decir, gabi na(xi)nb(xi) = 0 con i = 1, 2. La soluciones viene dadas por
xi =
1
1 + γ−1i
(5.23)
que determina que x1 ≤ x2.
Asumiendo ahora que Ω1 < 0, Ω2 < 0 y considerando
na(x) = (1− x) (0, 0, 0, 1) + x (0, cosφ, sinφ, 0)
obtenemos exactamente la misma conclusio´n x1 ≤ x2.
Estos dos u´ltimos resultados nos permiten concluir que C∗g1 ⊆ C∗g2 como es afirmado
en (i). La prueba de (ii) es completamente ana´loga.
Comentamos brevemente el caso degenerado F = G = 0. En este caso, para cada
punto x ∈ M existe una u´nica direccio´n principal nula (nula con respecto a las tres me´tri-
cas). Por lo que es posible probar que las me´tricas efectivas siempre tienen interseccio´n
Cg1 ∩ Cg2 ∩ Cη 6= φ y C∗g1 ∩ C∗g2 ∩ C∗η 6= φ, inclusive con la me´trica de fondo, y la inclu-
siones vienen dadas por (i) C∗g1 ⊆ C∗g2 y (ii) Cg2 ⊆ Cg1 (ver [13], para una prueba). En la
figura 5.2 presentamos como lucen estas me´tricas en algu´n frame particular.
5.4. Resultados principales.
Usando la definicio´n 7 de Geroch, mostraremos bajo que condiciones las teorı´as elec-
tromagne´ticas no lineales son sime´tricas hiperbo´licas.
Una vez que un hiperbolizador existe, como en la definicio´n mencionada, sabemos
que dado cualquier dato inicial suave en una hipersuperficie (tal que na es normal a ella),
una solucio´n local de las ecuaciones diferenciales de evolucio´n existe. Adema´s, ya que el
conjunto de co-vectores na para el cual el hiperbolizador es definido positivo es abierto,
siempre podemos elegirlos, en la vecindad de un punto, tal que ellos forman hipersuper-
ficies. Denotamos por C∗H la coleccio´n de todos los co-vectores na que satisfacen la
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(a) 0 < b2 ≤ b1 (b) b2 < 0 < b1 (c) b2 ≤ b1 < 0
Figura 5.2: Caso degenerado F = G = 0. Posibles conos nulos de las me´tricas :
g1ab (rojo); g
2
ab (azul); ηab (gris).
condicio´n (2) de la definicio´n 7. Por lo que, C∗H es un cono abierto, convexo
4 y no vacı´o. Es
de esperar, y en los ejemplos fı´sicos conocidos sucede, incluido este, que ese cono esta
relacionado a la estructura caracterı´stica dada por la ecuacio´n (3.2), sin embargo las posi-
bles hiperbolizaciones pueden modificarlos. Introducimos la nocio´n de propagacio´n fı´sica
en este contexto. Las sen˜ales de propagacio´n fı´sicas son el conjunto de vectores pa, tal
que pana > 0 para todo na ∈ C∗H . Este conjunto de pa vectores tambie´n es un cono,
convexo, cerrado y no vacı´o, que denotados CH , el cono dual a C∗H . Igual que antes este
cono puede depender en principio de la hiperbolizacio´n elegida.
Consideremos el sı´mbolo principal del esta teorı´a, sobre una solucio´n de fondo Fab y
con me´trica de fondo gab,
NAmη →
(
−
[
g ma bc + F
m
a
(
ξ1Fbc + ξ2
∗
Fbc
)
+
∗
F ma
(
ξ2Fbc + ξ3
∗
Fbc
)
,
1
2
η ma bc
])
con gabcd := 12 (gacgbd − gadgbc).
Siguiendo la definicio´n 7, buscamos un simetrizador hαA tal que δφαhαANAmη δφ˜
η es
sime´trico en δφα y δφ˜η. Si llamamos Xab = δφα y Y ab = δφ˜η tenemos que
NAmβ δφ˜
β =
(
−
[
Y ma +AY F
m
a +BY
∗
F ma
]
,
∗
Y ma
)
donde
AY := [ξ1(F.Y) + ξ2(
∗
F.Y)] BY := [ξ2(F.Y) + ξ3(
∗
F.Y)] (5.24)
tal queX.Y ≡ XabYab.
En el caso lineal, cuando la teorı´a es la de Maxwell AY = BY = 0, el simetrizador
resulta
hαAδφ
α =
(
Xaq , −
∗
Xaq
)
tq, (5.25)
4Un conjunto C es convexo si para todo u, v ∈ C, los elemento entre u y v pertenecen a C, es decir,
tu+ (1− t) v ∈ C para todo t ∈ [0, 1].
Capı´tulo 5. 5.4. RESULTADOS PRINCIPALES. 73
donde ta es vector un temporal y futuro dirigido que parametriza las posibles hiperboliza-
ciones. El simetrizador general tambie´n depende de un vector ta, el mismo es
hαAδφ
α =
(
Xaq , −
∗
Xaq −AX
∗
F aq +BXF
a
q
)
tq. (5.26)
Notemos que recuperamos el simetrizador de Maxwell (5.25) cuando se apagan los te´rmi-
nos no lineales AY = BY = 0.
Usando (5.26), calculamos
δφαhαAN
Am
η δφ˜
η =
(
M mq +N
m
q + L
m
q
)
tq, (5.27)
con5
M mq = +(X
a
q Y
m
a + Y
a
q X
m
a ) +
1
2
(X.Y)δ mq ,
N mq = −(AYX aq +AXY aq )F ma − (BYXaq +BXY aq)
∗
F ma ,
L mq = +{ξ1(F.X)(F.Y) + ξ2[(
∗
F.X)(F.Y) + (
∗
F.Y)(F.X)] + ξ3(
∗
F.X)(
∗
F.Y)}δ mq /2,
Esta expresio´n resulta sime´trica en X e Y como querı´amos mostrar. Notemos que el
resultado no depende del lagrangiano elegido.
Para concluir que hαA es un hiperbolizador nos resta encontrar algu´n par (na, ta) tal
que
Hαη(t, n) := hαA (t)N
Am
η nm > 0 (5.28)
es definido positivo (condicio´n 2 en la definicio´n 7). Debido a que Hαη depende de la
solucio´n de fondo φ, existira´n pares (na, ta) tal que la ecuacio´n (5.28) es valida, cuando
ciertas restricciones sobre φ se cumplan. Como muestra el siguiente teorema.
Teorema 27 El sistema (5.3) es sime´trico hiperbo´lico, si y solo si, los conos efectivos (co-
conos tambie´n) tienen interseccio´n no vacı´a, es decir, Cg1 ∩ Cg2 6= ∅ (C∗g1 ∩ C∗g2 6= ∅).
Esta condicio´n se cumple si y solo si
α1β2 = 1 +
1
2
(
(FN1 +GN2)−
√
N21 +N
2
2
√
F 2 +G2
)
> 0 (5.29)
Este resultado revela un interesante aspecto geome´trico de las teorı´as NLED respec-
to de la hiperbo´licidad y adema´s nos proveen una herramienta algebraica para monitoriar
cuando esa propiedad geome´trica se cumple. Cabe mencionar que la condicio´n encontra-
da nos permite elegir o restringir los posibles lagrangianos (a traves de los ξi) y por lo tanto
las teorı´as. Por ejemplo, tanto en el caso de Maxwell como Born-Infeld N1 = N2 = 0 por
lo condicio´n se cumple trivialmente, mostrando que ambas teorı´as son sime´tricas hiperbo-
licas.
5Para obtener estas expresiones usamos las identidades
∗
Xaq
∗
Yam = − 12 (X.Y)δ qm + XamY aq y
Xaq
∗
Yam =
1
2
(
∗
X.Y)δ qm −
∗
XamY
aq .
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Observemos que este resultado es independiente de la me´trica de fondo, ya que su
orientacio´n con respecto a las me´tricas efectivas no juega ningun rol en la conclusio´n.
El pro´ximo teorema muestra que cuando (5.29) es va´lido, no solo existe un par (na, ta)
sino todo un rango de posibles elecciones.
Teorema 28 Una teorı´a satisfaciendo (5.29) admite una coleccio´n de hiperbolizadores
(5.27) parametrizados por un vector ta, tal que ta ∈ Cg1 ∩ Cg2 = Cg2 . Independiente
de la eleccio´n particular de ta, el cono de propagacio´n CH es dado por la clausura de la
unio´n de los conos efectivos, es decir, CH = C¯g1 ∪ C¯g2 = C¯g1 .
Veremos en la prueba que el cono para na es C∗g1 ∩C∗g2 = C∗g1 , de este modo, usando
la definicio´n para el cono de propagacio´n concluiremos queCH = C¯g1 como es enunciado
en el teorema.
5.5. Pruebas de los teoremas 27 y 28
Notemos que Hαβ(t, n) es linear en ta y na. Por lo que, dado un par (tao, n
o
a) sa-
tisfaciendo Hαβ(to, no) > 0, si mantenemos fijo por ejemplo tao , va a existir un entorno
alrededor de noa para el cual Hαβ es definido positivo. Como ya mencionamos, ese en-
torno es un conjunto abierto y convexo. El mismo razonamiento puede hacerse para los
entornos de ta. Este resultado nos permitira´ descartar algunas opciones posteriormente.
Solo probaremos los teoremas en el caso no degenerado F 2 + G2 6= 0. El caso
degenerado F = G = 0 resulta siempre sime´trico hiperbo´lico, debido a que los conos
efectivos siempre tiene interseccio´n no vacı´a. El esquema de la prueba es ana´logo al caso
no degenerado (ver [13]).
Empezamos escribiendo a Hαβ(t, n) en una representacio´n conveniente. Dado que
δφα = Xab es una 2-forma, tiene 6 grados de libertad, por lo que podemos identifica el
espacio de los ı´ndices griegos con R6, de este modo Hαβ : R6 × R6 → R. Para hacer
esto usamos alguna eleccio´n conveniente de las bases. Un teorema conocido (ver [94])
asegura que si
Hαβ = GαγT
γ
β
donde Gαγ es un producto interno definido positivo en R6, entonces Hαβ es definido
positivo si y solo si T γβ tiene todos sus autovalores positivos.
Es por esto que calculando los autovalores de T γβ podemos encontrar los pares (t
a
o, n
o
a).
Sin embargo, no podemos realizar este calculo para ta y na gene´ricos. Pero si es posible
hacerlo cuando ellos pertenecen a los planos definidos por las direcciones nulas principa-
les. En el frame elegido estos son:
tao = (t0, 0, 0, t3) ; n
o
a = (n0, 0, 0, n3) .
Tomando Gαβ = diag (1, .., 1), es posible calcular los 6 autovalores usando Mathe-
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matica, ellos son:
λ1,2 = (n0 − n3) (t0 + t3)
λ3,4 = (n0 + n3) (t0 − t3)
λ5 = (n0t0 + n3t3)α1α2
λ6 = (n0t0 + n3t3)β1β2
Notemos que para que λ5 y λ6 sean positivos tiene que suceder que signo(α1α2) =
signo(β1β2). Equivalentemente,
0 < α1α2β1β2 = Ω1Ω2 (5.30)
Esa relacio´n implica que: i) signo(Ω1) = signo(Ω2), es decir, que los conos tiene in-
terseccio´n no vacı´as; ii) recordando que α1β2 ≤ 1 ≤ α2β1 (de la prueba de la proposicio´n
26) y por (5.30), concluimos que α1β2 > 0. Que es exactamente la expresio´n (5.29).
Asumiendo (5.30), solo hay dos casos para analizar: Ω1,Ω2 > 0, que corresponde a
la imagen 5.1a; y Ω1,Ω2 < 0, que corresponde a la imagen 5.1c.
Esos dos casos son considerados a continuacio´n,
a. Si Ωi > 0 con i = 1, 2, elegimos tao = (1, 0, 0, 0), n
o
a = (1, 0, 0, 0) y obtenemos,
λ1,2,3,4 = 1 ; λ5 = α1α2 > 0 ; λ6 = β1β2 > 0
b. Si Ωi < 0 con i = 1, 2, elegimos tao = (0, 0, 0, 1), n
o
a = (0, 0, 0, 1) y obtenemos
(una vez que el simetrizador es multiplicado por (−1)),
λ1,2,3,4 = 1 ; λ5 = −α1α2 > 0 ; λ6 = −β1β2 > 0
Esto nos lleva a concluir que (5.29) es una condicio´n suficiente para que el sistema
sea sime´trico hiperbo´lico. Para probar que es necesaria, debemos justifica que (tao, n
o
a)
pertenezcan al plano definidos por las direcciones principales nulas, que llamaremos pi.
Retomaremos esta parte de la prueba despue´s. Ahora nos concentraremos en estudiar
cuales son las vecindades de (tao, n
o
a) donde la condicio´n de positividad todavı´a se preser-
va. Descartamos las opciones espaciales (con respecto a las me´tricas efectivas) dentro de
pi, ya que en este caso algunos autovalores se vuelven negativos.
Por otro lado, es posible calcular el determinante de Tαβ (con Mathematica), para na y
ta generales. Este resulta
det
(
Tαβ
)
= Ω1Ω2
(
gab1 nanb
)(
gab2 nanb
)
(nat
a)2
(
g1abt
atb
)(
g2abt
atb
)
(5.31)
= λ1λ2...λ6
La siguiente discusio´n se basa en este resultado. Notemos primero que el par encon-
trado arriba (tao, n
o
a) cumple que t
a
o ∈ Cg1 ∩ Cg2 y noa ∈ C∗g1 ∩ C∗g2 . En este caso todos
los λi son positivos y por lo tanto tambie´n el determinante (5.31). Si empezamos a mover
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(tao, n
o
a) a partir de los originales, los λi permanecera´n positivos, por continuidad, hasta
que alguno se anule, que solo puede suceder cuando (5.31) se anule. Las casos en los
que esto ocurre son: (a) na se vuelve nulo en gab1 o g
ab
2 ; (b) t
a se vuelve nulo en g1ab o g
2
ab;
(c) tana = 0. Esto nos lleva a la siguiente proposicio´n.
Proposicio´n 29 Si ta ∈ Cg1 ∩ Cg2 y na ∈ C∗g1 ∩ C∗g2 , entonces tana > 0.
Prueba. Usando los resultados de la proposicio´n 26 vemos que C∗g1 ⊆ C∗g2 y Cg2 ⊆ Cg1 ,
por lo que
Cg1 ∩ Cg2 = Cg2
C∗g1 ∩ C∗g2 = C∗g1 ⊆ C∗g2
Resulta simple, recordando la definicio´n de cono dual, comprobar que si na ∈ C∗g1 ⊆ C∗g2
y ta ∈ Cg2 se satisface que tana > 0.
De este resultado concluimos que si ta ∈ Cg2 y na ∈ C∗g1 entonces Hαβ (n, t) es
definido positivo. Por otro lado, esto nos lleva a concluir que el cono de propacio´n de los
campos fı´sicos es
CH = C¯g1 = C¯g1 ∪ C¯g2
Nos resta mostrar que (5.29) es una condicio´n necesaria. Lo hacemos por contradic-
cio´n, asumamos que Cg1 ∩ Cg2 = ∅ y que existe un par (tao, noa) tal que se satisface
λi > 0 , ∀i = 1, 2, .., 6. Si tao (o noa) no pertenecen a ninguno de los conos (o coconos),
entonces existe un entorno de ellos donde la positividad se mantiene. Usando el mismo
razonamiento del determinante (5.31), vemos que ese entorno no forma un cono convexo,
por lo que tenemos una contradiccio´n. La misma vino de suponer que existı´a (tao, n
o
a) tal
que λi > 0. Esto concluye la prueba.
5.6. Ejemplos.
En esta seccio´n presentamos cuatro ejemplos que ilustran el poder de los resultados
presentados (para mas ejemplos ver [13]). En cada ejemplo, presentamos el lagrangiano
asociado a cada teorı´a y usando los teoremas 27 y 28, chequeamos cual son las con-
diciones para que estas sean bien puestas (sime´tricas hiperbo´licas). Adema´s mostramos
cuales son los conos de propagacio´n de los campos fisicos. Estos u´ltimos sera´n clasifi-
cados en termino de γ1 para el caso no degenerado F 2 + G2 = 0 y b1 para el caso
degenerado F = G = 0. Como muestra el teorema 28 las velocidades de propagacio´n
vienen dadas por C¯g1 , y pueden dividirse en los siguientes casos cuando el sistema es
no degenerados: (a) super-lumı´nicas γ1 < 1 donde C¯η (o C¯σ) ⊆ C¯g1 ; lumı´nicas γ1 = 1
donde C¯g1 = C¯η (o C¯σ); sub-lumı´nicas γ1 > 1 donde C¯g1 ⊆ C¯η (o C¯σ).
Para el caso degenerado la propagacio´n es: (a) sub-lumı´nicas, b1 < 0 donde C¯g1 ⊆
C¯η; (b) lumı´nicas b1 = 0 donde C¯η = C¯g1 ; (c) super-lumı´nicas 0 < b1 donde C¯η ⊆ C¯g1
Para todos los ejemplos considerados, estamos usando un frame donde ~E ‖ ~H , tal
que
√
F 2+G2−F
4 = E
2 y
√
F 2+G2+F
4 = H
2.
Capı´tulo 5. 5.6. EJEMPLOS. 77
5.6.1. Born-Infeld.
La teorı´a de Born-Infeld es un ejemplo de electrodina´mica no lineal que fue propuesto
para remover las divergencias de auto energı´a del electro´n a nivel cla´sico. La idea fue usar
generalizaciones no lineales de la teorı´a de Maxwell, que se desvı´en de la misma para
campos grandes. Esto naturalmente introduce un cut off β limitando el campo ele´ctrico
ma´ximo al rededor de un carga esta´tica, de este modo se evita la singularidad cuando
r → 0. La expresio´n lagrangiana para esta teorı´a es
L = β2
(√
1 +
F
2β2
− G
2
16β4
+ 1
)
Una de las propiedades importantes de la misma, es la ausencia de birrefringencia, ya
queN1 = N2 = 0, [86]. Las dos me´tricas efectivas son ide´nticas por lo que la interseccio´n
de los conos es obvia, concluyendo que el sistema es sime´trico hiperbo´lico. Adema´s, la
propagacio´n de los modos fı´sicos esta contenida en el cono de luz de la me´trica de fondo,
por lo que las velocidades de propagacio´n son menores o iguales a la de la luz.
• Caso no degenerado F 2 +G2 6= 0
Antes de empezar el analisis de hiperbolicidad es importante notar que cuando
β2 →
√
F 2+G2−F
4 ,
∂L
∂F → ∞ y si β2 <
√
F 2+G2−F
4 , L se vuelve complejo. Esto
restringe el rango del campo ele´ctrico
√
F 2+G2−F
4 = E
2 < β2, que es consistente
con la idea original.
Por otro lado, las me´tricas efectivas estan conformemente relacionadas
donde gab2 =
(
(β2+H2)(β2−E2)
(β2+H2−E2)2
)
gab1 , con α1 =
β2+H2−E2
(β2−E2) y β1 =
β2+H2−E2
(β2+H2)
definiendo gab1 .
Es fa´cil ver que 0 < α1β2 = 1, (y 0 < α1α2β1β2 = 1) por lo que la teorı´a es
sime´trica hiperbo´lica.
Adema´s, Ω1 = 1Ω2 = 4
(2β2+F)
2
16(β2+H2)(β2−E2) > 0 entonces cuando E
2 < β2, las
me´tricas efectivas tienen interseccio´n con la me´trica de fondo, resultado que coincide
(como mencionamos mas arriba) con la condicio´n de un lagrangiano real.
Por otro lado
γ21 =
∣∣∣∣∣∣
(
1 + H
2
β2
)
(
1− E2
β2
)
∣∣∣∣∣∣
de donde concluimos que 1 < γ21 , es decir, este es un caso sub-luminico y solo
esta´n permitidas velocidades de propagacio´n menores a la de la luz.
• Caso degenerado F = G = 0
Estos casos son siempre sime´tricos hiperbo´licos, podemos comprobar la intersec-
cio´n de los conos observando que gab1 = g
ab
2 , con b1 = − 1β2 < 0. Las velocidades
de propagacio´n tambie´n son menores a la de la luz.
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5.6.2. Elctrodina´mica de la teorı´a de Kaluza-Klein.
Analizamos dos ejemplos introducidos en [95]. Empezando con una me´trica de Kaluza
Klein en 5 = d + 1 dimensiones, y agregando un termino de Gauss-Bonet (que en cinco
dimensiones no es un invariante topolo´gico) a la accio´n de Einstein-Hilbert, concluyendo
una teorı´a efectiva electrodina´mica en d = 3 + 1 dimensiones.
El lagrangiano resultante es
L = −1
4
F +
1
16
γ
(
(b− 1)F 2 − 3
2
G2
)
(5.32)
donde γ es un para´metro de perturbacio´n del Lagrangiano, asociado al te´rmino de Gauss-
Bonet, este es interpretado como una funcio´n de las cantidades fı´sicas (e,me, }, c) y b un
para´metro asociado a te´rminos en la accio´n cuadra´tica en el escalar de Ricci. Este ultimo,
es elegido para evitar la propagacio´n de fantasmas.
La condicio´n de sime´trico hiperbo´lico (5.29) α1β2 > 0 es equivalente a α1α2β1β2 > 0,
usaremos esta u´ltima ya que es mas fa´cil de calcular.
α1α2β1β2 =
(
(F (1− 4b) γ + 4)2 − (5γ − 2bγ)2 (F 2 +G2))
(2Fγ − 2Fbγ + 4) .2 > 0
Veremos bajo que condiciones esta desigualdad se cumple para diferentes elecciones de
γ y b asociadas a las teorı´as.
5.6.2.1. Electrodina´mica de Gauss-Bonnet.
En esta teorı´a b = 1 y es interpretado como el primer orden de correccio´n a la relativi-
dad general dado por la teorı´a de cuerdas [96].
Con b = 1, la condicio´n de sime´trico hiperbo´lico se simplifica
α1α2β1β2 =
(
1− 3H2γ) (1 + 3γE2) > 0 (5.33)
Debido a que el signo (γ) no esta definido, esto da lugar a diferentes posibilidades.
• Si γ > 0 la ecuacio´n (5.33) implica H2 < 13γ
• (i) Caso no degenerado.
• En este caso la me´trica efectiva gab1 queda definida por los coeficientes
α1 = 1−3H2γ y β1 = 1+3γE2 y la me´trica gab2 = ηab es igual a la de fondo.
Esto muestra que la condicio´n de hiperbolicidad
Ω1 =
(
1− 3H2γ) (1 + 3γE2) > 0
es tambie´n una condicio´n para que el cono de ηab este incluido en el de gab1 .
Ya que
1 > γ1 =
√
|α1|
|β1| =
√
1− 3H2γ
1 + 3γE2
> 0
permitiendo velocidades de propagacio´n fı´sicas super-lumı´nicas.
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• (ii) Caso degenerado.
b1 = 3γ > 0
Por lo que tambie´n esta´n permitidas velocidades de propagacio´n super lumı´ni-
cas.
• Si γ < 0 la condicio´n de energı´a dominantes se satisface y (5.33) implica que E2 <
1
3|γ| , resultado que esta de acuerdo con Gibbons y Herdeiro [95].
La me´trica efectiva g1 es conforme a la de fondo, por lo que tienen el mismo cono
• (i) Caso no degenerado:
gab1 = (1− 3γ
(
H2 − E2))ηab
• Por lo que la propagacio´n fı´sica viene dada por la me´trica de fondo. Y gab2
queda definida por los coeficientes α2 = 1 − 3γ E2(1−3γ(H2−E2)) y β2 = 1 +
3γ H
2
(1−3γ(H2−E2)) .
• (ii) Caso degenerado:
gab1 = η
ab
5.6.2.2. Euler-Heisenberg
La teorı´a de Euler-Heisenberg tiene b = 17 y γ ∝ α la constante de estructura fina.
Esta teorı´a es un lagrangiano efectivo para QED debido a correcciones de Loops [60]
• Caso no degenerado.
α1α2β1β2 = 270
(
6
5 −
(7+3γH2)
(7−3γE2)
)(
(7+3γH2)
(7−3γE2) − 56
)
(
6
(
(7+3γH2)
7−3γE2 + 1
)
− 63
7−3γE2
)2 > 0
El sistema es sime´trico hiperbolico cuando:
5
6
<
(
7 + 3γH2
)
(7− 3γE2) <
6
5
El ana´lisis de la velocidades de propagacio´n resulta muy complejo, por lo que no se
presenta.
• Caso degenerado
b1 =
33
14
γ +
9
14
|γ|
Si γ > 0 entonces b1 > 0 y tenemos propagaciones mayores a la de la luz.
Si γ = 0 recuperamos la teorı´a de Maxwell
Si γ < 0 entonces b1 < 0 y solo son permitidas propagaciones menores a la de la
luz.
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5.6.3. Teorı´a de juguete.
El siguiente ejemplo, asi como Born-Infeld, tieneN1 = N2 = 0, por lo que sus me´tricas
efectivas son conformes entre ellas, y por lo tanto el sistema es sime´trico hiperbo´lico para
cualquier valor de los campos. Por otro lado, esta teorı´a tiene la extran˜a propiedad, que los
conos de las me´tricas efectivas no se intersecan con el cono de la me´trica de fondo. Su
lagrangiano es
L = F
G
La teorı´a no esta definida para G = 0 por lo que no consideramos el caso degenerado.
Como mencionamos gab1 = −4F
2
G2
gab2 donde los coeficientes de g
ab
1 son
α1 = 1− H2E2 β1 = 1− E
2
H2
Notemos que
Ω1 = α1β1 = −
(
H2 − E2)2
H2E2
= −4F
2
G2
< 0
es negativo para todos los valores de los campos, por lo queC∗g1∩C∗η = φ yC∗g1∩C∗σ 6= φ.
Esto significa que los datos iniciales para los campos deben darse en hipersuperficies
temporales con respecto a la me´trica de fondo, pero espaciales con respecto a las me´tricas
efectivas, la evolucio´n ocurre en direcciones temporales con respecto a estas ultimas.
Por otro lado
γ1 =
∣∣∣∣HE
∣∣∣∣
por lo que los casos super-lumı´nicos ocurren cuando |H| < |E|.
5.7. Conclusiones.
En este capı´tulo se estudiaron las ecuaciones cuasi-lineales de la electrodina´mica no
lineal y se encontro´ bajo que condiciones las mismas pueden reducirse a un conjunto de
ecuaciones sime´tricas hiperbo´licas. Este resultado se encuentra en el teorema 27, cuyo
enunciado es: el sistema es sime´trico hiperbo´lico si y solo si los conos temporales (C∗g1 )
de las dos me´tricas efectivas gab1 y g
ab
2 , surgidas de la relacio´n de dispersio´n, tienen inter-
seccio´n no vacı´a, es decir, C∗g1 ∩ C∗g1 6= φ. Para demostrar el mismo, estudiamos primero
las me´tricas efectivas usando las direcciones principales nulas de Fab. Estas direcciones
nos permitieron elegir frames particulares donde las mismas lucen extremadamente sim-
ples y parametrizadas en te´rminos de los coeficientes α1, β1 y α2, β2 que depende de los
campos electromagne´ticos Fab (ver ecuaciones (5.16)). Encontramos cuando estas me´tri-
cas tienen interseccio´n con la me´trica de fondo ηab y cuando ellas tienen interseccio´n entre
ellas en termino de condiciones algebraicas simples para sus coeficientes (ver proposicio´n
25). Vimos que cuando los conos efectivos tienen interseccio´n, estos se encuentran in-
cluidos entre ellos del siguiente modo C∗g1 ⊆ C∗g2 y Cg2 ⊆ Cg1 (ver proposicio´n 26). Por
otro lado construimos simetrizadores para las ecuaciones diferenciales del sistema, que
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no dependen del espacio de fase (no depende de ka). Y probamos que la condicio´n de
positividad del simetrizador se cumple si y solo si C∗g1 ∩ C∗g2 6= φ. Esta condicio´n resulta
en una expresio´n algebraica simple α1β2 > 0; que puede ser monitoreada en cada teorı´a,
confirmando en que caso si la hiperbolicidad se cumple o no. Tambie´n, usando la definicio´n
de Geroch, en el teorema 28 se mostro´ que el cono de propagacio´n fı´sica de cada teorı´a
NLED viene dado por la clausura del cono temporal futuro de su me´trica efectiva g1 (C¯g1 ).
Todas estas herramientas se aplicaron a cuatro ejemplos fı´sicos: la teorı´a electro-
dina´mica de Born-Infeld, la de Gauss-Bonnet, la de Euler-Heisenberg y un ejemplo de
juguete. En todas estas, encontramos restricciones sobre los campos electromagne´ticos
para que las mismas sean sime´tricas hiperbo´licas. Y obtuvimos que en las tres primeras
sus me´tricas efectivas tienen interseccio´n con la me´trica de fondo ηab, pero que esto no
sucede para el caso del modelo de juguete. En este u´ltimo, la propagacio´n de los campos
fı´sicos tiene la particularidad que se produce en una direccio´n espacial con respecto a
la me´trica ηab. Sin embargo, esta teorı´a por si sola es perfectamente causal y tiene una
formulacio´n de valores iniciales bien puesta, cuyos datos iniciales deben ser elegidos a lo
largo de hipersuperficies temporales para la me´trica de fondo. Por otro lado, se pudo com-
probar que en estos ejemplos hay casos donde los conos de g1ab (los de la propagacio´n
fı´sica), contienen al cono de la me´trica de fondo y por lo tanto tenemos permitido propaga-
ciones con velocidades mayores a la de la luz, y casos donde el cono de fondo los incluye,
solo permitiendo propagaciones sub-lumı´nicas (causalidad relativista).
Notemos que ninguna condicio´n de energı´a fue usada, ya que la condicio´n de sime´trico
hiperbo´lico depende de derivadas segundas del lagrangiano, mientras que las condiciones
de energı´a suelen depender solo de derivadas primeras. Hasta cierto punto, las condicio-
nes de energı´a (a trave´s de la conservacio´n de energı´a-momento) esta´n relacionadas con
la condicio´n de causalidad. Por lo que su imposicio´n probablemente hubiera reducido el
conjunto teorı´as, a solo aquellas donde los conos efectivos tienen interseccio´n con el cono
del espacio tiempo.
Por ultimo comentamos que en el articulo [13], pueden encontrarse todas las pruebas
no presentadas en este capı´tulo. En el mismo, tambie´n se muestra que en esta clase de
teorı´as NLED, el sistema de vı´nculos es integrable, es decir, si ellos se cumplen inicialmen-
te, y el sistema de evolucio´n es sime´trico hiperbo´lico, entonces ellos se siguen cumpliendo
durante la evolucio´n. Tambie´n se muestran mas ejemplos de aplicacio´n.
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Capı´tulo 6
Vı´nculos y bloque LTm.
6.1. Introduccio´n.
En este capı´tulo comentaremos sobre los avances realizados y sobre el trabajo en
curso, asociado al estudio de los vı´nculos y su conexio´n con los bloques LTm.
Consideremos el caso cuasi-lineal
NAaγ (x, φ) ∂aφ
γ = JA (x, φ) (6.1)
tal que este sistema tiene un tensor de Geroch CqA, con la siguiente propiedad
C
(q
AN
|A|a)
γ = 0. (6.2)
Usando las mismas coordenadas
(
t, xi
)
, que en los capı´tulos anteriores, con na :=
∇at y ta = (∂t)a. La expresio´n
nqC
q
AN
Aa
γ ∂aφ
γ − nqCqAJA = C0ANAiγ ∂iφγ − C0AJA = 0 (6.3)
es una ecuacio´n de vı´nculo puesto que solo tiene derivadas ∂i (con i = 1, ..., n) de los
campos (ya que nqC
q
AN
Aa
γ na = 0). Esta ecuacio´n solo necesita los valores de φ
γ sobre
la hipersuperficie Σt = {t = cte} (ver seccio´n 2.2).
Por otro lado, usando la identidad (6.2), vemos que, si l (λ)a = −λna + ka ∈ Sna ,
entonces
CqAl (λ)q = −λCqAnq + CqAkq (6.4)
es kernel por izquierda de NAaγ l (λ)a. Recordando que el grado en λ de los vectores del
kernel por izquierda del sı´mbolo principal (ver ec. (D.5)) define los tipos de bloques LTm
en su descomposicio´n de Kronecker, y observando que (6.4) es lineal en λ, concluimos
que CqA representa un bloque L
T
1 en la descomposicio´n de N
Aa
γ l (λ)a. O tambie´n puede
ser un bloque LT0 , ya que si C
q
Anq = 0 (o C
q
Akq = 0), el vector C
q
Al (λ)q se vuelve de
orden 0 en λ. Esto nos permite generalizar la idea, para introducir tensores Cq1...qmA que
se correspondan con bloques LTm con m ≥ 2 como sigue. Definimos Cq1...qmA sime´trico en
todos sus ı´ndices,
Cq1...qmA = C
(q1...qm)
A (6.5)
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tal que
C
(q1...qm
A N
|A|a)
γ = 0 (6.6)
Entonces Cq1...qmA representa un bloque L
T
m cuando C
q1...qm
A nq1 ...nqm 6= 0, ya que
Cq1...qmA l (λ)q1 ...l (λ)qm es de ordenm en λ y tambie´n es kernel por izquierda deN
Aa
γ l (λ)a.
Adema´s
nq1 ...nqmC
q1...qm
A
(
NAaγ ∂aφ
γ − JA) = C0..,0A (NAiγ ∂iφγ − JA) = 0 (6.7)
es la ecuacio´n de vı´nculo asociada.
Del mismo modo que CaA puede estar asociado a bloques L
T
1 o L
T
0 , el tensor C
q1...qm
A
puede representar bloques LTl con 0 ≤ l ≤ m.
A continuancio´n presentamos dos secciones, en la primera estudiamos la integrabi-
lidad de los vı´nculos cuando todos ellos son del tipo LT1 o L
T
0 . Estos es la generalidad
de los casos de los problemas fı´sicos. En la segunda, mostramos como cuando tenemos
bloques LTm aparecen vı´nculos “ocultos”.
6.2. Integrabilidad de los vı´nculos LT0 y L
T
1 .
Consideremos un sistema como (6.1) tal que solo tiene tensores de Geroch CqΓA co-
rrespondientes a bloques LT1 y L
T
0 en la descomposicio´n de Kronecker del sı´mbolo princi-
pal. El ı´ndice Γ rotula los diferentes tensores.
Introducimos la siguiente notacio´n
CbaΓα := C
b
ΓAN
Aa
α →
C
(ba)
Γα = 0
CbaΓα = C
[ba]
Γα
JbΓ := C
b
ΓAN
Aa
α
de este modo, los vı´nculos del sistema, ec. (6.3), pueden escribirse como
ψΓ := C
0j
Γα∂jφ
α − J0Γ = 0. (6.8)
Donde hemos introducido los camposψΓ, tal que si ellos son nulos en la hipersuperficie
Σt, las ecuaciones de vı´nculos se cumplen sobre la misma.
A continuacio´n presentamos las ecuaciones de evolucio´n que los gobiernan. En fun-
cio´n de ellas obtenemos criterios para decidir cuando los mismos son conservados durante
la evolucio´n de φα.
Este resultado es una combinacio´n “nueva” de las ideas presentadas por Reula en [18]
y Geroch en [4].
Afirmacio´n 30 Cuando el sistema (6.1) es fuertemente hiperbo´lico con una hiperboliza-
cio´n hαA y en la direccio´n na, el sistema subsidiario de vı´nculos tiene la siguiente ecuacio´n
de evolucio´n
∂tψΓ = Y
i∆
Γ ∂iψ∆ +
(
∂aC
ab
Γα∂bφ
α − ∂aJaΓ
)
(6.9)
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Si adema´s para cada l (λ)a ∈ Sna , el sı´mbolo principal NAaγ l (λ)a:
(i) Solo tiene bloques LT1 en su descomposicio´n de Kronecker, entonces Y
i∆
Γ es dia-
gonalizable con autovalores reales y queda definido por la ecuacio´n
kiC
i0
ΓβA
βj
αkj = kiY
i∆
Γ C
0j
∆αkj (6.10)
Con Aβjαkj definido como en la ec. (2.28).
Si (pi (k) , υα) son un par autovalor, autovector deAβjαkj , entonces
(
pi (k) ,C0j∆αkjυ
α
)
son el correspondiente par de Y i∆Γ ki. Adema´s, todos los autovalores de Y
i∆
Γ surgen de
la reduccio´n de los bloques LT1 , y como vimos en el Lema 24, ellos pueden ser elegidos
diferentes a los autovalores generalizados λi (k) de todo el sistema.
(ii) Solo tiene bloques LT1 y L
T
0 , entonces Y
i∆
Γ queda definido por las ecuaciones
Y i∆Γ J
0
∆ = C
i0
Γγ
((
hN0
)−1)γ
β
hβAJ
A − JiΓ (6.11)
Ci0ΓγA
γj
α = Y
i∆
Γ C
0j
∆α + C
ij
Γα (6.12)
o no esta completamente definido.
Antes de probar esta afirmacio´n comentaremos sobre la misma. Decimos que la “con-
dicio´n de integrabilidad” es valida, cuando, on shell se cumple la ecuacio´n
∂aC
ab
Γα∂bφ
α − ∂aJ = 0, (6.13)
obse´rvese que es el termino entre pare´ntesis en (6.9). Es posible que en el caso off shell
la expresio´n sea proporcional a las ecuaciones de evolucio´n hαAN
Aa
β ∂aφ
β − hαAJA o a los
vı´nculos ψ∆.
Asumiendo todas las condiciones de suavidad necesarias en el sistema (6.9) y que la
condicio´n de integrabilidad es valida, concluimos que: en el caso (i), el sistema subsidiario
de vı´nculos es fuertemente hiperbo´lico y por lo tanto la u´nica solucio´n de los vı´nculos es
ψΓ = 0 (dado que φα|t=0 es elegido para que ψΓ|t=0 = 0 inicialmente). En el caso (ii)
no es posible asegurar que Y i∆Γ sea diagonalizable, por lo que no podemos concluir nada
en principio. Sin embargo, suele suceder que Y i∆Γ no es u´nico y que tenemos una cierta
libertad para elegirlo (como se explica en la prueba a continuacio´n), permitiendo elegirlo
diagonalizable y con autovalores reales, de modo tal que el sistema resulta fuertemente
hiperbo´lico y los vı´nculos son bien comportados.
Notemos que en el caso (i) y debido a la ecuacio´n (6.10), las velocidades de propa-
gacio´n de los vı´nculos (autovalores de Y i∆Γ ki) son un subconjunto de las velocidades de
propagacio´n del sistema de evolucio´n de φα (autovalores de Aβjαkj). Los modos carac-
terı´sticos tambie´n son heredados como se explica en (i).
Prueba. Probaremos primero la ecuacio´n (6.9). Debido a que el espacio de ecuaciones
de evolucio´n Eα := hαAN
Aa
β ∂aφ
β − hαAJA y el espacio de vı´nculos ψ∆ := C0jΓα∂jφα− J0Γ
expanden el espacio de ecuaciones. Cualquier combinacio´n lineal de las ecuaciones (6.1),
debe ser combinacio´n lineal deEα y ψ∆. En particular, si contraemos (6.1) conCiΓA deben
existir P iΓα y Y
i∆
Γ tal que (off shell)
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P iΓαE
α − Y i∆Γ ψ∆ = Ci0Γα∂tφα + CijΓα∂jφα − JiΓ (6.14)
Por lo que expresando ψ∆ como en (6.8) concluimos que
P iΓαE
α = Ci0Γα∂tφ
α +
(
Y i∆Γ C
0j
∆α + C
ij
Γα
)
∂jφ
α − Y i∆Γ J0∆ − JiΓ (6.15)
Consideramos esta expresio´n on shell (el lado izquierdo se anula) y derivando respecto
de ∂i
0 = ∂iC
i0
Γα∂tφ
α+Ci0Γα∂t∂iφ
α+∂iC
ij
Γα∂jφ
α+CijΓα∂j∂iφ
α+∂iY
i∆
Γ ψ∆ +Y
i∆
Γ ∂iψ∆−∂iJiΓ
usando la antisimetrı´a de CijΓα en i, j, tenemos que
0 = ∂iC
i0
Γα∂tφ
α + Ci0Γα∂t∂iφ
α + ∂iC
ij
Γα∂jφ
α + ∂iY
i∆
Γ ψ∆ + Y
i∆
Γ ∂iψ∆ − ∂iJiΓ
= ∂iC
i0
Γα∂tφ
α + ∂t
(
Ci0Γα∂iφ
α
)− ∂tCi0Γα∂iφα + ∂iCijΓα∂jφα + ∂iY i∆Γ ψ∆
+ Y i∆Γ ∂iψ∆ − ∂iJiΓ
dado que Ci0Γα = −C0iΓα y ψΓ := C0jΓα∂jφα − J0Γ,
0 = ∂iC
i0
Γα∂tφ
α−∂t
(
ψΓ + J
0
Γ
)−∂tCi0Γα∂iφα+∂iCijΓα∂jφα+∂iY i∆Γ ψ∆+Y i∆Γ ∂iψ∆−∂iJiΓ
por lo que
∂tψΓ = Y
i∆
Γ ∂iψ∆ + ∂iY
i∆
Γ ψ∆ + ∂iC
i0
Γα∂tφ
α − ∂tCi0Γα∂iφα + ∂iCijΓα∂jφα − ∂aJaΓ
Solo resta probar que ∂a
(
CabΓα∂bφ
α
)
= ∂iC
i0
Γα∂tφ
α − ∂tCi0Γα∂iφα + ∂iCijΓα∂jφα para
concluir (6.9). Veamos que esto es ası´.
∂a
(
CabΓα∂bφ
α
)
= ∂a
(
CabΓα∂bφ
α
)
= ∂t
(
C00Γα∂0φ
α + C0jΓα∂jφ
α
)
+ ∂i
(
Ci0Γα∂tφ
α + CijΓα∂jφ
α
)
= ∂t
(
C0jΓα∂jφ
α
)
+ ∂i
(
Ci0Γα∂tφ
α + CijΓα∂jφ
α
)
= ∂tC
0j
Γα∂jφ
α + C0jΓα∂t∂jφ
α + ∂iC
i0
Γα∂tφ
α + Ci0Γα∂i∂tφ
α + ∂iC
ij
Γα∂jφ
α + CijΓα∂i∂jφ
α
= −∂tCj0Γα∂jφα + C0jΓα∂t∂jφα + ∂iCi0Γα∂tφα + Ci0Γα∂i∂tφα + ∂iCijΓα∂jφα
= −∂tCj0Γα∂jφα + ∂iCi0Γα∂tφα + ∂iCijΓα∂jφα
donde usamos que C00Γα = 0, C
0j
Γα = −Cj0Γα y CijΓα∂i∂j = 0.
Comprobemos ahora que (6.10), (6.11) y (6.12) son correctas. Para ello considera-
mos la ecuacio´n off shell (6.15) y dado que Eα = P iΓαh
α
AN
A0
β ∂tφ
β − P iΓαhαAJA +
P iΓαh
α
AN
Aj
β ∂jφ
β , concluimos que
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P iΓαh
α
AN
A0
β = C
i0
Γα
P iΓαh
α
AN
Aj
β = Y
i∆
Γ C
0j
∆α + C
ij
Γα
−P iΓαhαAJA = −Y i∆Γ J0∆ − JiΓ
De la primera ecuacio´n podemos despejar P iΓα invirtiendo h
α
AN
A0
β ,
P iΓα = C
i0
Γβ
(
(hNn)−1
)β
α
,
reemplazando esta expresio´n en la tercera concluimos (6.11) y reemplazando en la segun-
da
Ci0ΓγA
γj
α = Y
i∆
Γ C
0j
∆α + C
ij
Γα,
que es (6.12). Donde usamos que
Aγjα :=
(
(hNn)−1
)γ
β
hγAN
Aj
α
Por lo que contrayendo con kikj obtenemos (6.10).
Probemos (i): si todos los bloques de Kronecker de NAaγ l (λ)a son L
T
1 eso significa
que no existe WΓ tal que WΓCiΓAki = 0, ya que si existiera
1
λ
WΓCqΓAl (λ)q = −C0ΓA +
1
λ
WΓCiΓAki = −C0ΓA
pertenecerı´a al kernel por izquierda de NAaγ l (λ)a, puesto que es combinacio´n lineal de
elementos del kernel. Pero−C0ΓA no depende de λ, por lo que definirı´a un bloque LT0 , que
por hipo´tesis no puede estar. Esto indica que CiΓAki tiene rango ma´ximo, debido a que
NA0α tambie´n tiene rango ma´ximo, concluimos que C
0j
∆αkj = −CiΓAkiNA0α tiene rango
ma´ximo y por lo tanto la ecuacio´n (6.10) define completamente a kiY i∆Γ .
Por otro lado, si (pi (k) , υα) son un par autovalor y autovector de Aβjαkj entonces
contrayendo (6.10) con υα, tenemos que
kiY
i∆
Γ C
0j
∆αkjυ
α = kiC
i0
ΓβA
βj
αkjυ
α
kiY
i∆
Γ C
0j
∆αkjυ
α = pi (k) kiC
i0
Γβυ
β
Mostrando que
(
pi (k) ,Ci0Γβυ
β
)
son el correspondiente par para kiY i∆Γ . Considere-
mos ahora un par (λi (k) , δφα) autovalor, autovector generalizados del sistema completo.
Es decir (−λi (k)NA0α +NAiαki) δφα = 0,
contrayendo esta expresio´n con C0ΓA obtenemos(−λi (k)C00Γα + C0iΓαki) δφα = C0iΓαkiδφα = 0
Mostrando que C0iΓαkiδφ
α es nulo, por lo que no puede ser un autovector de Y i∆Γ ki.
Concluimos que
(
pi (k) ,Ci0Γβυ
β
)
son el par surgido de la reduccio´n de los bloques LT1 .
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(ii) De la prueba (i) vemos que cuando el sı´mbolo principal tiene alguna fila LT0 , el ter-
mino C0j∆αkj no tiene rango ma´ximo. Supongamos que tenemos Y
i∆
Γ ki cumpliendo (6.10)
y existe W i∆Γ ki tal que W
i∆
Γ kiC
0j
∆αkj = 0 entonces Y
i∆
Γ ki + W
i∆
Γ ki tambie´n cumple
(6.10). Por lo que esta ecuacio´n, no define unı´vocamente a Y i∆Γ ki. En general esta liber-
tad es usada para elegir Y i∆Γ ki diagonalizable, ver ejemplo 2 en [18].
Sin embargo, puede suceder que las expresiones (6.11) y (6.12) si definan completa-
mente a Y i∆Γ ki (las mismas fueron probadas mas arriba). O que no lo hagan.
6.3. Vı´nculos ocultos y bloques LTm con m ≥ 2.
Consideremos solo la parte principal de la ecuacio´n de Killing ∂(aξb) = 0 en R2 y
estudiemos su problema de valores iniciales. Escribie´ndola en coordenadas ∂t 0∂x ∂t
0 ∂x
( ξ0
ξ1
)
= 0 (6.16)
Observando el sı´mbolo principal de esta ecuacio´n vemos que su descomposicio´n de
Kronecker es un bloque LT2 . Aunque el calculo involucra el uso del kernel por izquierda del
sı´mbolo, haciendo los reemplazos ∂t → λ y ∂x → 1 podemos reconocer el bloque LT2 .
Por otro lado, si t define la direccio´n de evolucio´n, vemos de (6.16) que ψ1 := ∂xξ1 = 0
es un vı´nculo del sistema. Notemos que, derivando la segunda ecuacio´n respecto de ∂x,
la tercera respecto de ∂t y resta´ndolas obtenemos
ψ2 := ∂
2
xξ0 = 0
Este termino es un vı´nculo oculto del sistema, puesto que corresponde a una variable
diferente a la que aparece en ψ1. Es posible generalizar esta idea y comprobar que en
general los bloques LT2 tienen vı´nculos ocultos de orden 2 en las derivadas. Y que los
sistemas con bloques LTm tienen vı´nculos ocultos de hasta orden m en las derivadas. De
algu´n modo, esto justifica que en sistemas fı´sicos no aparezcan esta clase de bloques con
m ≥ 2.
Por otro lado, aunque no es necesario que la ecuacio´n de killing tenga una evolucio´n
fuertemente hiperbo´lica, elijamos una de este modo y veamos que sucede con el sistema
subsidiario de vı´nculos.
En particular, elegimos la evolucion sime´trica hiperbo´lica(
∂t ∂x
∂x ∂t
)(
ξ0
ξ1
)
= 0 (6.17)
sumando un termino de vinculo ψ1 a la primera ecuacio´n de (6.16). Por lo que tomando
derivadas temporales de ψ1 y ψ2, y usando (6.17), es simple comprobar que el sistema
subsidiario para los vı´nculos es
∂tψ1 = −ψ2
∂tψ2 = ∂
2
xψ1
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Derivando la segunda expresio´n respecto de ∂t obtenemos una ecuacio´n de onda para ψ2
∂2t ψ2 = −∂2xψ2
De donde concluimos que si ψ1|t=0 = ψ2|t=0 = 0 entonces ambos se mantienen
nulos durante la evolucio´n (6.17).
6.4. Conclusiones.
En este capı´tulo hemos estudiado la conexio´n entre los bloques LTm, surgidos de la
descomposicio´n de Kronecker del sı´mbolo principal, con los vı´nculos. Vimos que cuando
los vı´nculos son del tipo de Geroch, los bloques son del tipo LT0 y L
T
1 . En este caso, ob-
tuvimos una expresio´n explicita para la evolucio´n del sistema subsidiario de vı´nculos ec.
(6.9). Probamos que cuando los bloques son solo del tipo LT1 y las condiciones de integra-
bilidad (6.13) se cumplen, el sistema de vı´nculos subsidiario parece tener una evolucio´n
fuertemente hiperbo´lica y por lo tanto los vı´nculos se conservan durante la evolucio´n. Aun-
que no mostramos los ca´lculos en esta tesis, es posible probar que las ecuaciones ADM,
linealizadas, densitizadas y pseudo-diferenciales en el mismo formato que las trabajadas
en [41], tienen la siguiente estructura de Kronecker 8× J1, 4×LT1 , donde el sistema sub-
sidiario de vı´nculos es fuertemente hiperbo´lico y las ecuaciones de integrabilidad vienen
garantizadas por la identidad de Bianchi.
Cuando aparecen filas LT0 , como en caso de Klein Gordon, estudiado en la seccio´n
4.4. El sistema subsidiario de vı´nculos tiene un sı´mbolo principal que no necesariamente
esta completamente definido, por lo que debe estudiarse en cada ejemplo particular, si
con sus libertades extras, se puede concluir una evolucio´n fuertemente hiperbo´lica. En el
caso de BSSN, tambie´n siguiendo los lineamientos de [41], la estructura de Kronecker es
8×J1, 7×LT1 , 6×LT0 . En este caso, tambie´n es posible ver que los vı´nculos se mantienen
durante la evolucio´n.
Es interesante mencionar que en el caso de las teorı´as electrodina´micas no lineales,
como las estudiadas en el capı´tulo anterior, la conservacio´n de los vı´nculos se hizo com-
probando la valides de la condicio´n de integrabilidad (6.13), ver [13].
Por u´ltimo, tambie´n se generalizo´ la definicio´n de Geroch para vı´nculos, introduciendo
los tensores (6.5), asociados a bloques LTm con m ≥ 2. Se observo, usando un ejemplo,
que cuando el sistema tiene estos bloques LTm, aparecen vı´nculos ocultos de hasta orden
m en derivadas. Ejemplos de estos casos son la ecuaciones de Killing y de tensores de
Killing. En dos dimensiones es fa´cil observar esta estructura. Aunque los ca´lculos no fueron
presentados aquı´, es posible probar que en mayores dimensiones estos bloques aparecen
combinados con otros bloques LT1 .
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Capı´tulo 7
Conclusiones y trabajo futuro.
En esta tesis hemos estudiado la teorı´a de ecuaciones diferenciales de primer orden en
derivadas parciales, en sistemas que tienen vı´nculos diferenciales. Mas especı´ficamente,
nos hemos enfocado en encontrar criterios para decidir cuando este conjunto de ecuacio-
nes diferenciales tiene alguna reduccio´n, tal que el conjunto de ecuaciones de evolucio´n
surgidas de la misma, es fuertemente hiperbo´lico y por lo tanto bien puesto. En el caso
cuasi-lineal hemos encontrado una condicio´n necesaria: los valores singulares perturba-
dos (en un para´metro ε), del sı´mbolo principal de la teorı´a, deben ser solo de ordenes
O
(
ε0
)
yO
(
ε1
)
. Hemos mostrado que esta condicio´n es muy facil de chequear, por lo que
es una herramienta poderosa para descartar teorı´as. La misma nos a permitido mostrar
que la teorı´a electrodina´mica de Force Free escrita en su versio´n de potenciales de Euler
y los fluidos cargados con conductividad finita son de´bilmente hiperbo´licos.
Por otro lado, en el caso de coeficientes constantes hemos encontrado una condicio´n
necesaria y suficiente para que el sistema tenga un hiperbolizador. Esta es, que los a´ngu-
los principales entre ciertos subespacios asociados al kernel por derecha y por izquierda
del sı´mbolo principal este´n acotados entre 0 y algu´n a´ngulo ma´ximo menor que pi2 . Cuan-
do esto sucede, hemos mostrado como construir explı´citamente reducciones, tal que las
velocidades de propagacio´n de los vı´nculos pueden ser elegidas arbitrariamente. Para ello
usamos la descomposicio´n de Kronecker del sı´mbolo principal, que en estos casos, solo
presenta bloques de Jordan de dimensio´n 1 y bloques LTm. Esto nos permitio´, encontrar
reducciones para estos bloques y culminar con hiperbolizadores. Como ejemplo de apli-
camos, usando estas herramientas encontramos hiperbolizaciones para la teorı´a de Klein
Gordon.
Hemos estudiado la electrodina´mica no lineal surgida de lagrangianos arbitrarios de
los invariantes electromagne´ticos. Y hemos probado que estos sistemas son sime´tricos
hiperbo´licos (construyendo explı´citamente el hiperbolizador), si y solo si, los conos tem-
porales de sus dos me´tricas efectivas, surgidas de la relacion de dispersion, tienen inter-
seccio´n no vacı´a. Esta condicio´n puede garantizarse monitoreando una cantidad escalar
que depende de los campos y nos permite conocer en que sectores el sistema es sime´tri-
co hiperbo´lico y en cuales no. Hemos aplicado esta herramienta a diferentes ejemplos de
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intere´s fı´sico.
Por u´ltimo, hemos estudiado la conexio´n entre vı´nculos y bloques LTm. Observamos
que los problemas fı´sicos, solo presentan vı´nculos del tipo de Geroch, es decir, solo con
bloques LT0 y L
T
1 . Esto tiene sentido, ya que tambie´n hemos mostrado que la aparicion de
bloques LTm con m ≥ 2, introduce vı´nculos ocultos (que no aparecen en los problemas
fı´sicos) al sistema, de hasta m derivadas. Estos vı´nculos ocultos deben satisfacerse en el
dato inicial y en la evolucio´n, de cualquier solucio´n del sistema. De algu´n modo, los 1’s en
estos bloques LTm se corresponden a vı´nculos y los λ’s representan derivadas temporales.
Por otro lado, en los casos LT1 y L
T
0 hemos encontrado ecuaciones de evolucio´n para el
sistema subsidiario de vı´nculos, que parecen tener una evolucio´n fuertemente hiperbo´lica
siempre que el sistema completo tenga una hiperbolizacio´n. Adema´s, hemos encontrado
una condicio´n de integrabilidad asociada a te´rminos de menor orden en derivadas. Es
necesario que la misma se cumpla para que los vı´nculos se mantengan satisfechos fuera
de la superficie inicial.
El desarrollo de esta teorı´a, asociada a reducciones y a vı´nculos, todavı´a no esta com-
pleto. Por lo que tenemos varias preguntas y nuevas lineas de trabajo, mencionamos algu-
nas:
Estudiar las condiciones de suavidad y analiticidad en las reducciones, que generali-
cen nuestros resultados al caso cuasi-lineal. ¿Es realmente necesaria la analiticidad para
probar que las velocidades de propagacı´on son fı´nitas?.
Estudiar los vı´nculos ocultos asociados a bloques LTm con m ≥ 2 y desarrollar una
formulacio´n de valores iniciales para los sistemas subsidiarios de vı´nculos. Calcular cuales
son las condiciones de integrabilidad en esos casos y comprender cuando tienen evolucio-
nes fuertemente hiperbo´licas. ¿Existen teorı´as fı´sicas relevantes que tengan esta clase de
bloques y por lo tanto vı´nculos ocultos?
Estudiar la ventaja de introducir vı´nculos artificiales en teorı´as particulares que simpli-
fique los problemas y permitan obtener soluciones analı´ticas y/o nu´mericas. Lo interesante
de esta idea, es comprender como elegir estos vı´nculos para que solo produzcan bloques
LT1 yL
T
0 (que no generan vı´nculos ocultos) y con condiciones de integrabilidad satisfechas.
Estudiar la formulacio´n de valores iniciales del sistema Gab [g] = 0 y∇(aξb) = 0, para
las variables gab y ξa, donde Gab es el tensor de Einstein, ξb un vector de Killing y gab
la me´trica del sistema. Obtener ecuaciones de evolucio´n para el sistema subsidiario de
vı´nculos y condiciones de integrabilidad. Realizar el mismo estudio con tensores de Killing.
En el desarrollo de esta tesı´s, siempre estamos considerando que las libertades de
Gauge ya han sido fijadas antes de realizar nuestro ana´lisis. De este modo, obtenemos
que la descomposicio´n de Kronecker del simbolo principal se simplifica. Un resultado in-
teresante serı´a, entender como se relacionan las libertades de gauge de una teorı´a con
los otros bloques de Kronecker no incluidos aquı´.
Estudiar como realizar extensiones de las teorı´as, incluyendo campos extras, a sis-
temas sin vı´nculos y fuertemente hiperbo´licos. De modo tal que cuando estos campos
evolucionan trivialmente nulos, obtenemos soluciones del sistema original. Dos ejemplos
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conocidos de este mecanismo son el divergence cleaning para la electrodina´mica de Max-
well [97], y el Z4 en el caso de las ecuaciones de Einstein [98]. Contamos con un esquema
propuesto por nosotros para realizar extensiones de forma gene´rica. Para ello usamos la
descomposicio´n de Kronecker del sı´mbolo principal, y vemos que cuando solo aparecen
bloques LT0 o L
T
1 , el esquema parece funcionar. Por otro lado, es posible probar (usando
las herramientas del capı´tulo 3), que para poder extender un sistema, el mismo tiene que
ser hiperbolizable, de otro modo, no es extendible. Por lo que toda la tecnologı´a desarro-
llada hasta aquı´, sigue siendo necesaria.
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Ape´ndice A
Descomposicio´n en valores
singulares
En este ape´ndice vamos a introducir la descomposicio´n en valores singulares (SVD)
para operadores que mapean entre dos espacios vectoriales de dimensio´n finita, tal que el
espacio de llegada tiene dimensio´n mayor o igual al de partida.
NAβ : ΦR −→ ΨL
δφβ −→ NAβδφβ
con e := dim ΨL ≥ dim ΦR =: u. Para una introduccio´n en el tema ver [53], [99],
[100], [29]. La caracterı´stica de esta descomposicio´n que mas aprovecharemos en este
trabajo, es que nos permite conocer las dimensiones de la imagen y del kernel de un
operador en termino de cantidades llamadas valores singulares. Adema´s, en el caso de
matrices cuadradas, nos da informacio´n acerca de la descomposicio´n de Jordan, como es
mostrado en la seccio´n 3.3 y en el caso de matrices rectangulares de la descomposicio´n
de Kronecker, como veremos en el capitulo 4.
Un problema de la SVD es que necesitamos introducir estructura extra al operador, es
decir, productos internos que llamaremos G2αβ y G1AB en ΦR y ΨL respectivamente 1.
Definimos la adjunta de un operador
N∗ = G−12 ◦ N¯′ ◦G1 : ΨL −→ ΦR
(N∗)αA =
(
G−12 ◦ N¯′ ◦G1
)α
A
= Gαβ2 N¯
B
βG1BA
donde Gαβ2 G2βγ = δ
α
γ y G
AB
1 G1BC = δ
A
C . Estos u´ltimos son los operadores identidad
en ΦR y ΨL respectivamente.
Combinando el operador y su adjunta, calculamos:
N∗ ◦N=G−12 ◦ N¯′ ◦G1 ◦N : ΦR −→ ΦR
δφγ −→ Gαβ2 N¯BβG1BANAγδφγ
1Un problema que suele aparecer con su introduccio´n cuando ellos son usados en espacios vectoriales
sobre variedades con me´tricas lorentzianas, es que estos pueden introducir expresiones no covariates.
95
96 Capı´tulo A. APE´NDICE A. DESCOMPOSICIO´N EN VALORES SINGULARES
N ◦N∗=N ◦G−12 ◦ N¯′ ◦G1: ΨL −→ ΨL
lC −→ NAαGαβ2 N¯BβG1BC lC
Ya que G2 ◦ N∗ ◦N y G1 ◦ N ◦N∗ son formas Hermı´ticas semipositivas, N∗ ◦N y
N ◦N∗ son diagonalizables con autovalores reales y semipositivos (positivos o nulos). La
raı´z cuadrada de esos autovalores son los valores singulares de N y N∗ respectivamente.
Con esas definiciones, presentamos la descomposicio´n en valores singulares. De aho-
ra en adelante los ı´ndices mayu´sculas de imprenta con sombrero A˜, B˜, ... son ı´ndices
que corren de 1, ..., e y los griegos con sombrero α˜, β˜, ... de 1, ..., u a menos que se es-
pecifique lo contrario. Esos ı´ndices etiquetaran diferentes autovectores dentro de alguna
base.
Teorema 31 Consideremos N, N∗, G1 y G2 como antes y tal que e ≥ u. Supongamos
que rango (N) = r (por lo que dim (ker der (N)) = u− r), entonces la descomposicio´n
en valores singulares de N es
NAα = U
A
A˜
 Σ+ 00 0
0 0

A˜
β˜
(
V −1
)β˜
α
donde
 Σ+ 00 0
0 0

A˜
β˜
∈ Re×u con Σ+ = diag (σ1, ..., σr) ∈ Rr×r, tal que σ1 ≥ σ2 ≥
... ≥ σr > 0 y σr+1 = ... = σu = 0. Donde todos σl con l = 1, .., u son reales, y
son llamados valores singulares de N, ellos son las raı´ces cuadrada de los autovalores de
N∗ ◦N.
Adema´s, las columnas de U y V son autovectores de las autobases de N ◦N∗ y
N∗ ◦N respectivamente tal que ellas son ortogonales
U¯A
A˜
G1ABU
B
B˜
= δA˜B˜ = diag (1, ..., 1, 1, ..., 1) (A.1)
V¯ αα˜G2αβV
β
β˜
= δα˜β˜ = diag (1, ..., 1) (A.2)
Vamos a discriminar V αα˜ = (V2, V1)
α
α˜ y U
A
A˜
= (U2, U1, U3)
A
A˜
donde V2 son las
primeras r columnas y V1 las siguientes u− r de V ; U2 son las primeras r columnas, U1
las siguientes u− r y U3 las e− u restantes de U .
El proceso para realizar la descomposicio´n consiste en calcular las columnas de V
como autovectores de N∗ ◦N y ortogonalizarlas de tal forma que cumplan (A.2). En ese
calculo tambie´n se obtiene Σ+. Despue´s definimos U2 como
(U2, 0, 0)
A
A˜
 Σ+ 00 0
0 0

A˜
β˜
:= NAαV
α
β˜
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y completamos U1 y U3 tal que cumplan (A.1) y sean autovectores asociados al autovalor
nulo de N ◦N∗.
Una forma sencilla de entender la SVD es pensar que las me´tricas G1 y G2 definen un
conjunto de transformaciones (“rotaciones”) dadas por las ecuaciones (A.1) y (A.2). Por lo
que la SVD resulta en encontrar aquellas “rotaciones” U y V tal que
(
U−1
)A˜
A
NAβV
β
β˜
=
 Σ+ 00 0
0 0

A˜
β˜
. (A.3)
Ası´ como en el caso de matrices cuadradas, las bases que llevan una matriz a su des-
composicio´n de Jordan no son u´nicas, las bases U y V que realizan la SVD tampoco lo
son. Es decir, para productos internos fijos G1,2 podemos elegir diferentes bases ortogo-
nales de los autoespacios asociados a un mismo valor singular y obtener diferentes U y V .
Sin embargo los valores singulares permanecen invariantes mientras que G1,2 lo hagan.
Las dimensiones y la forma de los kernels, en termino de esta descomposicio´n, vienen
dadas por el siguiente corolario.
Corolario 32 En las condiciones del teorema anterior
dim (ker der (N)) = u− r
dim (ker izq (N)) = e− r
dim (rango Col (N)) = dim (rango filas (N)) = r.
Formulas de los kernel por derecha e izquierda
NAα (0, V1)
α
α˜ = 0 con α˜ = r + 1, ..., u
δC˜A˜ (0, U1, U3)
A
A˜
GABN
B
α = 0 con A˜, C˜ = r + 1, ..., e
donde δC˜A˜ = diag (1, .., 1).
La SVD es similar a la descomposicio´n de Jordan para operadores cuadrados. En
particular, ellos coinciden cuando el operador es diagonalizable con autovalores reales,
semipositivos y usando G1,2 particulares.
Supongamos Aαβ : ΦR −→ ΦR diagonalizable, tal que Aαβ = Pαα˜Λα˜β˜
(
P−1
)β˜
β
con Λα˜
β˜
= diag (λ1, ..., λu) con λi ≥ 0 reales. Si consideramos G1αβ = G2αβ :=
(P−1)α˜αδα˜β˜
(
P−1
)β˜
β
entonces
(A∗ ◦A)αβ = Gαγ2 AηγG1ηϕAϕβ
=
(
Pαα˜1δ
α˜1β˜1P¯ γ
β˜1
)(
P¯ ηα˜2 Λ¯
α˜2
β˜2
(
P¯−1
)β˜2
γ
)((
P¯−1
)α˜3
η
δα˜3β˜3
(
P−1
)β˜3
ϕ
)
(
Pϕα˜4Λ
α˜4
β˜4
(
P−1
)β˜4
β
)
= Pαα˜1
(
δα˜1β˜1Λα˜2
β˜1
δα˜2β˜2Λ
β˜2
γ˜
) (
P−1
)γ˜
β
= Pαα˜
(
Λ2
)α˜
γ˜
(
P−1
)γ˜
β
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De donde concluimos que los autovalores de A∗ ◦A son λ2i , y por lo tanto los valores
singulares de A son λi. Adema´s U = V = P y la condicio´n de ortogonalidad se cumple
ya que Pαα˜G2αβP
β
β˜
= δα˜β˜ .
2
Notemos que la deduccio´n fue hecha usando que δα˜1β˜1Λα˜2
β˜1
δα˜2β˜2Λ
β˜2
γ˜ =
(
Λ2
)α˜
γ˜
,
ya que A es diagonalizable con autovalores reales. Pero si Λ tiene bloques de Jordan,
entonces los valores singulares de A son las raı´ces cuadradas de los autovalores de
δα˜1β˜1Λα˜2
β˜1
δα˜2β˜2Λ
β˜2
γ˜ , cuyo calculo explicito se vuelve complicado incluso para bloques de
Jordan no muy grandes. En la seccio´n 3.4 se muestra el ana´lisis de una matriz de 2× 2.
2El resultado esta´ndar en libros de texto es G1αβ = G2αβ = δαβ = (P−1)
α˜
αδα˜β˜
(
P−1
)β˜
β
que significa
que (P )αi′ es ortogonal, y la matriz A
α
β es ”sime´trica”.
Ape´ndice B
Invariancia de los ordenes de los
valores singulares.
En el capitulo 3 estudiamos perturbaciones de los valores singulares en te´rminos de
algu´n para´metro pequen˜o ε y usamos los ordenes en ε (cuando ε→ 0), para decidir cuan-
do una teorı´a, puede o no, ser fuertemente hiperbo´licas. Pero como vimos en el ape´ndice
A (cuya notacio´n tambie´n es usada en este ape´ndice), los valores singulares dependen
de dos formas Hermı´ticas o productos internos, por lo que necesitamos mostrar que los
ordenes (en ε) de esos valores singulares, permanecen invariantes cuando los elegimos
diferentes productos internos. Esto es probado en el Lema 33. Por otro lado en el teorema
34, vemos como calcular expresiones explı´citas para el primer orden en la perturbacio´n
cuando ciertas bases particulares son elegidas.
Consideremos ahora dos pares de productos internos G1AB , G2αβ y Ĝ1AB , Ĝ2αβ en
los espacios ΨL y ΦR respectivamente. Ya que son positivos definidos, estos son equiva-
lentes, es decir, existen U : ΨL −→ ΨL y V : ΦR −→ ΦR invertibles, tal que
U¯CAĜ1CDU
D
B = G1AB (B.1)
V¯ γαĜ2γηV
η
β = G2αβ. (B.2)
Consideraremos ahora el operador linea TAα : ΦR −→ ΨL con e := dim ΨL ≥
dim ΦR =: u tal que TAα = N
A
α + εe
iθEAα para algu´n θ ∈ [0, 2pi] y donde εeiθEAα
representa un termino de perturbacio´n. Usamos la siguiente notacio´n, llamamos σˆi
[
TAα
]
los valores singulares de TAα definidos usando Ĝ1CD, Ĝ2αβ y σi
[
TAα
]
usando G1AB ,
G2αβ .
Lema 33 El operador TAα = N
A
α + εe
iθEAα : ΦR −→ ΨL tiene valores singulares
σi
[
TAα
]
= O
(
εli
)
con i = 1, .., u para algunos li si y solo si σˆi
[
TAα
]
= O
(
εli
)
.
Prueba. Si llamamos λi [T∗ ◦ T] a los autovalores de T∗ ◦ T entonces
σˆi [T] =
√
λi [T∗ ◦ T] =
√
λi [V −1 ◦ T∗ ◦ T ◦ V ] = σi
[
U−1 ◦ T◦V ] . (B.3)
La u´ltima igualdad es fa´cil de probar.
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Consideremos rango
(
TAα
)
= r, recordamos que de la deficio´n de los valores singu-
lares
σ1 [T] ≥ σ2 [T] ≥ ... ≥ σr [T] > 0 = σr+1 [T] = ... = σu [T]
En [29] se prueban las siguientes desigualdades
σe
[
U−1
]
σu [V ]σi [T] ≤ σi
[
U−1 ◦ T◦V ] ≤ σi [T]σ1 [U−1]σ1 [V ] ∀i = 1, ..., u
notemos que σu [V ] , σe
[
U−1
]
> 0 (no nulos) ya que V y U son invertibles.
Con esta expresio´n, fa´cilmente concluimos que si σi [T] = O
(
εli
)
entonces
σi
[
U−1 ◦ T◦V ] = O (εli) ∀i por lo que usando la expresio´n B.3 vemos que σˆi [T] =
σi
[
U−1 ◦ T◦V ] = O (εli).
Teorema 34 Sea TAα = N
A
α+ εe
iθEAα para algun θ ∈ [0, 2pi], tal que 0 ≤ ε << 1, con ε
real y rango (N) = r. Consideramos T en una base en la cual G1AB = diag (1, .., 1) =
δ1AB , G2αβ = diag (1, .., 1) = δ2αβ , y tal que en esta base la SVD de N es
NAα = (U2, U1, U3)
A
A˜
 Σ+ 00 0
0 0

A˜
β˜
δβ˜γ˜2 (V2, V1)
ρ
γ˜ δ2ρα
= (U2, 0, 0)
A
A˜
 Σ+ 00 0
0 0

A˜
β˜
δβ˜γ˜2 (V2, 0)
ρ
γ˜ δ2ρα
Entonces
1) Si σi [N] > 0 con i = 1, ..., r son los valores singulares no nulos deN, los primeros
r valores singulares de T pueden ser expandidos como
σi [T] = σi [N] + |ε| ξi +O
(
ε2
)
con i = 1, ..., r
para algunos ξi (ver [26]).
2) Si σi [N] = 0 con i = r + 1, ..., u son los valores singulares nulos de N, los u− r
restantes valores singulares de T pueden ser expandidos como
σi
[
N+ εeiθE
]
= 0 + |ε|σi
[
δA˜B˜1 (0, U1, U3)
C
B˜
δ1CDE
D
α (0, V1)
α
γ˜
]
+O
(
ε2
)
(B.4)
con A˜ = r + 1, ..., e; B˜ = 1, ..., e; γ˜ = r + 1, ..., u.
1No´tese que la ecuacio´n (B.4) no depende de θ.
1Esos valores singulares no son diferenciables respecto de ε, en ε = 0, debido a la presencia del modulo,
pero pueden ser derivados respecto de |ε|.
Ape´ndice C
Prueba del teorema 20.
Consideremos la condicio´n resolvente de Kreiss ec. (2.24). En su forma equivalente es
1
C
ε ≤ mı´n
j∈{1,..,u}
σj
[
Aαaγ ka − λRδαγ − iεδαγ
]
(C.1)
donde s = λR + iε y estamos usando que para cualquier matriz invertible B ∈ Cu×u ,∣∣B−1∣∣ = 1mı´n
j∈{1,..,u}
σj [B]
, con σj [B] los valores singulares de B (ver [29]).
Vamos a probar que la ecuacio´n (C.1) vale para todo λR ∈ R y todo ε > 0 si y solo si
todos los autovalores τi (k) de Aαaγ ka son reales y para todo i ∈ F(k) =
{
1, ..., w(k)
}
y
todo ka tal que kata = 0, con |k| = 1, y los a´ngulos principales θτi(k)l entre Υτi(k)L y Φτi(k)R
esta´n acotados como sigue
cos θ
τi(k)
l ≥ cosϑ > 0 (C.2)
⇐=) Consideremos el lado derecho de (C.1), con λR = τi (k) y 0 ≤ ε << 1. Como
vimos en el capitulo anterior, el orden de los valores singulares viene dado por:
σu−rτi(k)+l
[
Aαaγ ka − τi (k) δαγ − iεδαγ
]
= ε σl
[
T τi(k)
]
+O
(
ε2
)
= ε cos θ
τi(k)
l +O
(
ε2
)
(C.3)
con l ∈ Iτi(k) :=
{
1, .., rτi(k)
}
y
(
T τi(k)
)i
j
como en la ecuacio´n (4.7). Con, σl
[
T τi(k)
]
=
cos θ
τi(k)
l , donde θ
τi(k)
l son los a´ngulos principales entre los subespacios Υ
τi(k)
L y Φ
τi(k)
R .
Ya que por la hipo´tesis de arriba (ec. C.2) esos cosenos esta´n acotados por debajo, para
todo τi (k), l y ka, esto significa que los valores singulares deAαaγ ka−τiδαγ−iεδαγ son de
orden O
(
ε0
)
u O
(
ε1
)
. Entonces por teorema 14 la matriz Aαaγ ka es diagonalizable para
todo kata = 0 con |k| = 1. Por lo que la ec. (C.1) vale para 1C = cosϑ y 0 ≤ ε << 1.
Extendemos la prueba para todo ε. Para hacer eso, tomamos el limite cuando ε → 0
en la ec. (2.24), (de dos formas diferentes) obteniendo una cota superior para los auto
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proyectores de Aαaγ ka (ver [20]), que nos lleva a concluir la implicacio´n. Primero tomamos
l´ım
ε→0
∣∣∣(Aαaγ ka − τi (k) δαγ − iεδαγ)−1∣∣∣ ε (C.4)
= l´ım
ε→0
ε
mı´n
j∈{1,..,u}
σj
[
Aαaγ ka − τi (k) δαγ − iεδαγ
]
=
1
mı´n
l∈Iτi(k)
cos θ
τi(k)
l
. (C.5)
Por otro lado, ya que sabemos que Aαaγ ka es diagonalizable, esta puede ser escrita en
terminos de los auto-proyectores
(
P j (k)
)α
γ
como
Aαaγ ka =
∑
i∈F(k)
τj (k)
(
P j (k)
)α
γ
donde
(
P i (k)
)α
γ
(
P j (k)
)γ
η
=
∑
j∈F(k)
δij
(
P j (k)
)α
η
y
∑
j∈F(k)
(
P j (k)
)α
γ
= δαγ . Por lo que
l´ım
ε→0
∣∣∣(Aαaγ ka − τi (k) δαγ − iεδαγ)−1∣∣∣ ε = l´ım
ε→0
∣∣∣∣∣∣
∑
j∈F(k)
ε
(τj (k)− τi (k)− iε)
(
P j (k)
)α
γ
∣∣∣∣∣∣
=
∣∣∣(P i (k))αγ∣∣∣
de donde concluimos que, ∣∣∣(P i (k))αγ∣∣∣ = 1
mı´n
l∈Iτi(k)
cos θ
τi(k)
l
Debido a la eq. (C.2), los P j resultan acotados∣∣∣(P j (k))αγ∣∣∣ ≤ 1cosϑ = C
Entonces, para cualquier ε > 0∣∣∣(Aαaγ ka − λRδαγ − iεδαγ)−1∣∣∣ ε =
∣∣∣∣∣∣
∑
j∈F(k)
ε
(τj (k)− λR − iε)
(
P j (k)
)α
γ
∣∣∣∣∣∣
≤
∑
j∈F(k)
∣∣∣∣ ε(τj (k)− λR − iε)
∣∣∣∣ ∣∣∣(P j (k))αγ∣∣∣
≤
∑
j∈F(k)
∣∣∣(P j (k))αγ∣∣∣
≤ uC
donde en la tercer linea usamos que |ε||(τj(k)−λR−iε)| ≤ 1.
=⇒) Si la condicio´n de Kreiss vale, sabemos por la definicio´n 3, que Aαaγ ka es dia-
gonalizable con autovalores reales para todo ka. Ya que ahora la ec. (C.4) es acotado por
arriba por C, concluimos, usando ec.. (C.5), que
1
mı´n
l∈Iτi(k)
cos θ
τi(k)
l
≤ C
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para todo i ∈ F(k) y todo ka. Esto concluye la prueba del teorema.
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Ape´ndice D
Descomposicio´n de Kronecker de
sistemas hiperbo´licos.
En este ape´ndice mostramos como construir las bases de la descomposicio´n de Kro-
necker del sı´mbolo principal. Vamos a usar el kernel por izquierda de NAbη l (λ)b (con
l (λ)a ∈ SCna para algu´n na), llamado ΨλL ⊆ ΨL, para construir estas bases. Estos vecto-
res son XA tales que
XAN
Ab
η l (λ)b = XA
[
λ
(
−NAbη nb
)
+
(
NAbη kb
)]
= 0. (D.1)
Consideramos sistemas hiperbo´licos por lo que NAbη nb no tiene kernel por derecha, esto
implica que el sistema solo admite dos tipos de bloques, de Jordan y LTm. Por otro lado por
Lema 23 solo vamos a considerar bloques de Jordan de dimensio´n 1.
Ya que esta descomposicio´n se hace punto a punto, de ahora en adelante llamamos a
EAη :=
(−NAbη nb) BAα := (NAbη kb)
y estamos pensando que ambas esta´n evaluadas en puntos gene´ricos (x, φ, n, k).
Consideremos primero el caso e = u, donde e = dim“A”= dim“α”= u. En este caso
NAbη l (λ)b tiene solo bloques de Jordan, es decir
NAbη l (λ)b
=
u∑
i=1
υiA
(
υiAE
A
α
)
(λ− λi) (D.2)
= υ1A
(
υ1AE
A
α
)
(λ− λ1) + υA2
(
υ2AY
A
α
)
(λ− λ2) + ...+ υuA
(
υuAE
A
α
)
(λ− λu)
=
(
υ1A υ2A ... υuA
)

λ− λ1 0 0 0
0 λ− λ2 0 0
0 0 ... 0
0 0 0 λ− λu


υ1AE
A
α
υ2AE
A
α
...
υuAE
A
α
 (D.3)
Aquı´ el conjunto {υjA con j = 1, ..., u} expande ΨL, esos elemento pertenecen a ΨλL
para distintos λ = λi y son tales que ellos completan una base. Es decir
υiAN
Ab
η l (λi)b = 0, (D.4)
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y {υiA} son las co-bases,
υjAυiA = δ
j
i
En la ec. (D.3) los vectores {υjA} esta´n puestos en forma de columnas y los co-vectores
υ1AE
A
α en forma de filas. Notemos que
u∑
i=1
υiA
(
υiAE
A
α
)
=
(
−NAbη nb
)
,
u∑
i=1
υiA
(
υiAE
A
α
)
λi =
(
NAbη kb
)
.
Recordemos que en este caso es posible calcular los λi resolviendo la ecuacio´n polinomial
det
(
NAbη l (λ)b
)
= 0 para λ.
En el caso e > u la descomposicio´n (punto a punto) tiene adema´s de los bloques de
Jordan, bloques LTm adicionales. Debido a que N
Ab
η nb tiene rango ma´ximo, esto evita la
aparicio´n de otros bloques.
Como antes, vamos a usar el kernel por izquierda para realizar la descomposicio´n.
Para λ arbitrarios,NAbη l (λ)b tiene kernel por izquierda de dimensio´n fija c = e−u, llamado
∆(λ). Este depende polinomialmente de λ y es generado por un conjunto de co-vectores
independientes {χiA (λ)} con i = 1, ..., e − u tal que χiA (λ)NAbη l (λ)b = 0 ∀λ ∈ C.
Los coeficientes de los χiA (λ) son polinomios en λ. De todas los posibles bases de ∆(λ)
tomamos el primer co-vector χ1A (λ), no nulo, tal que este tiene el menor grado m1 en λ.
Este es
χ1A (λ) =
(
(θm1)A − λ (θm1−1)A + λ2 (θm1−2)A − ...− λm1θ0A
)
(D.5)
Con los (θs)A independientes de λ. Continuamos eligiendo χ2A (λ) independiente de
χ1A (λ) y de menor grado tambie´n, tal que
m1 ≤ m2
Realizamos este proceso hasta completar una base de ∆(λ). Por lo que finalizamos
con un set de escalares que llamamos ı´ndices mı´nimos para las filas de NAbη l (λ)b, ellos
son
m1 ≤ m2 ≤ ... ≤ me−u.
Esto definen los bloques LTmi de N
Ab
η l (λ)b .
En particular, para cada χm1A como en la ec. (D.5) vale que
(θm1)AB
A
α = 0 (θm1−1)AB
A
α = (θm1)AE
A
η ... (D.6)
... (θ0)AB
A
α = (θ1)AE
A
η (θ0)AE
A
η = 0 (D.7)
El ejemplo en la ecuacio´n (4.11) tiene 2×LT0 (dos filas nulas), 1×LT1 , 2×LT2 que se
corresponden con ı´ndices mı´nimos m1 = 0, m2 = 0, m3 = 1 y m4 = 2.
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Por otro lado, cuando λ = λi 1 los autovalores generalizados, el kernel por izquierda
aumenta con un nuevo conjunto de co-vectores llamados {υiA}. Notemos que siempre
podemos sumarle combinaciones lineales de los {χiA (λi)}.
Juntando todos los {υiA} asociados a los diferentes λi y todos los {χiA (λ)} ellos
forman una base de ΨL. Estos vectores son usados para realizar la descomposicio´n del
siguiente ejemplo, cuya estructura de Kronecker es 3×J1, 1×L3 y 2×L0, dondem1 = 0,
m2 = 0, m3 = 3.
NAbη l (λ)b
=
(
υ1A υ2A υ3A θ3A θ2A θ1A θ0A θ˜0A θˆ0A
)
×

λ− λ1 0 0 0 0 0
0 λ− λ2 0 0 0 0
0 0 λ− λ3 0 0 0
0 0 0 λ 0 0
0 0 0 1 λ 0
0 0 0 0 1 λ
0 0 0 0 0 1
0 0 0 0 0 0
0 0 0 0 0 0


υ1CE
C
α
υ2CE
C
α
υ3CE
C
α
θ3CE
C
α
θ2CE
C
α
θ1CE
C
α

=
3∑
i=1
υiA
(
υiAE
A
α
)
(λ− λi) + λ
m3=3∑
i=1
θiA
(
θiCE
C
α
)
+
m3=3∑
i=0
θiA
(
(θi+1)C E
C
α
)
= λ[υ1A
(
υ1CE
C
α
)
+ υ2A
(
υ2CE
C
α
)
+ υ3A
(
υ3CE
C
α
)
+ θ3A
(
θ3CE
C
α
)
+ θ2A
(
θ2CE
C
α
)
+ θ1A
(
θ1CE
C
α
)
]
− λ1υ1A
(
υ1CE
C
α
)− λ2υ2A (υ2CECα)− λ3υ3A (υ3CECα)
+ θ2A
(
θ3CE
C
α
)
+ θ1A
(
θ2CE
C
α
)
+ θ0A
(
θ1CE
C
α
)
Los {υiA} son los autovectores asociados los diferentes λi, θˆ0A, θ˜0A definen los blo-
ques LTm1 = L
T
m1 = L
T
0 , θiA con i = 0, ..., 3 definen el bloque L
T
m3 = L
T
3 . Aca´ los λi
pueden estar degenerados, es decir, ellos pueden tomar el mismo valor.
Los vectores con los ı´ndices arriba son la co-base, tal que
υiAυjA = δ
i
j con i, j = 1, 2, 3
θiAθjA = δ
i
j con i, j = 1, 2, 3
θˆ0Aθˆ0A = 1,
θ˜0Aθ˜0A = 1,
y cualquier otra contraccio´n se anula.
1Recordamos que los λi pueden ser calculados con la ecuacio´n (3.2).
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