ABSTRACT. We formulate a version of the conditional probability of an IF -event considering the Lukasiewicz operations with IF -sets. Also some properties of conditional probability are proved. The results are strengthenings of preceding ones published in [LENDELOVÁ, K.: Conditional IF -probability. In: Soft Methods for Integrated Uncertainty Modelling.
Introduction
The theory of Intuitionistic Fuzzy Sets (IF -sets) was introduced by A t an a s s o v [1] . We recall that an IF -set is a couple of functions (µ, ν) with values in the unit interval, such that µ + ν ≤ 1. Probability on collections of IF -sets can be considered as a generalization of the classical probability theory on σ-algebras of sets. The aim of this article is to formulate the version of the conditional probability of an IF -event. The paper is based on the idea for Lukasiewicz implication, but now there are a lot of different implications in the theory of IF -sets.
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Preliminaries
At the beginning we recall some basic definitions. An Abelian group (G, +) is called an -group (see [10] ), if it is a lattice and the following implication holds for any a, b, c ∈ G:
is an M V algebra (for the detailed properties of an M V algebra see [10] ).
An M V algebra with product (see [7] , [10] ) is a pair (M, ·), where M is an M V algebra and · is a commutative and associative operation on M satisfying the following conditions, for all a, b, c ∈ M :
Let us consider a measurable space (Ω, S ) -a non-empty set Ω together with the σ-algebra S of its subsets. An IF -event is a couple of S -measurable functions A = (µ A , ν A ) with values in the unit interval, such that
The family
consisting of all IF -events will be the domain of a probability. The ordering on F is defined by
the top element of F is the couple (1 Ω , 0 Ω ) and the bottom element is (0 Ω , 1 Ω ), where 1 Ω denotes the function f ≡ 1 on Ω (similarly for 0 Ω ).
We will use the following Lukasiewicz operations for A, B ∈ F :
and by the notation
This M V algebra M can be identified with the unit interval
with strong unit 1 M and a binary operation + defined by
Also we may notice that if
A B = (0 Ω , 1 Ω ) then A ⊕ B = A +B on M .
Conditioning with respect to a state
, which satisfies the following conditions:
It follows that
and therefore A 1 A 2 = (0 Ω , 1 Ω ). Using property (2) from Definition 1 we get
Using property (2) from Definition 1 again we get
Ò Ø ÓÒ 2º Denote by B(R) the Borel σ-algebra of subsets of real num-
bers. An observable on M is a mapping y : B(R) → M satisfying the following conditions:
ÈÖÓÔÓ× Ø ÓÒ 3º If m is a state and y is an observable on M , then the mapping
is a probability measure.
A version of the conditional probability p(A|y) of an element A with respect to the observable y is a Borel function h : R → R such that
holds for every C ∈ B(R).
ÈÖÓÔÓ× Ø ÓÒ 4º
The function p(A|y) from Definition 3 exists. (ii) Additivity. 1 Ω ) . From the properties of the product and the state we have
Since the product operation · preserves the continuity from below (see [10, Proposition 3.2] ) and the state m preserves it, too, we have A · y(C n )
A · y(C) and finally 
From (i)-(iii) it follows that
Ì ÓÖ Ñ 1º Let A ∈ M and y be an observable. Then p(A|y) has the following
properties:
2. If C ∈ B(R) and A ∈ M , then the following inequality holds
and we have
3. From the definition of the conditional probability we have
Since for any B ∈ M
therefore by the Proposition 2, there holds the equality
Finally for any C ∈ B(R)
Therefore the equality p 
Conditioning with respect to a probability
Let (Ω, S , P ) be a probability space. The IF -probability was defined (see [9] ) as an interval-valued mapping P from the family
Ò Ø ÓÒ 4º IF -probability is a mapping P : F → J which satisfies
Similarly we define the observable (according to the Definition 2) as a mapping y : B(R) → F and as a composite mapping P • y we get the the probability distribution P y . R i eč a n [8] described the general form of IF -probabilities P : F → J as
From that form we get the following separating probability, when we put α = 0 and β = 1. In this case we can redefine the conditional probability by following way. Ò Ø ÓÒ 6º Let A ∈ F , y : B(R) → F be an observable and P : F → J be a separating probability. A function p(A|y) : R → R is a version of the conditional probability of A with respect to y, if there exist Borel functions p (A|y), p (A|y) : R → R such that From the last statement we see that the version p((f, g)|y) of conditional probability introduced by L e n d e l o vá [6] can be considered as a special case of conditional probability defined in Definition 6.
Ò Ø ÓÒ 5º
