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Abstract
New class of reference distribution functions for numerical approxi-
mation of the solution of the Fokker-Planck equations associated to the
charged particle dynamics in tokamak are studied. The reference distri-
bution functions are obtained by maximization of the generalized Renyi
entropy under scale-invariant restrictions. Explicit analytic form, with
algebraic decay, that is a generalization of the previous distribution with
exponential tails was derived.
1 Introduction
The two independently discovered generalizations of the classical Boltzmann-
Shannon Entropy (BSE) [1], by Constantino Tsallis [2]-[5] respectively by Alfre´d
Re´nyi [6]-[9] found multiple applications [4], [5], [10]-[12]. It is a challenging
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problem to explain the successes of two similar generalizations of the BSE.
The mathematical ”naturalness”, of these generalizations was explained in the
framework of Lebesgue Lp spaces defined over general measure space, in the
sense that both Tsallis entropy (TE) and the additive Re´nyi entropy (RE) of
order p contains the same Lp norm for p > 1 respectively the Lp pseudonorm
for 0 < p < 1 [13], [14], [15], [16]. A natural generalization of the Re´nyi entropy
(GRE), preserving the its additivity and geometrical interpretation as a distance
in the functions vector space, where the probability density function is, was given
in [16], [17]. It was proven [17] that by imposing a suitable stabilizing conditions,
the TE, RE and GRE are numerically stable for a large range of the parameters,
they are more stable compared to BSE in the sense that for the stability of BSE
more stabilizing conditions must be imposed [17]. The numerical stability of TE,
RE and GRE are related to logarithmic convexity property [17]. It was proven
in that both the TE, RE, GRE, contains a functional that has good category
theoretic properties. The GRE has an interesting application in the study of
the complex dynamical systems [25]. In a suitable limit the GRE became the
RE, that whose limiting value is the BSE, so the GRE appears as a natural
generalization of the RE, for characterization of the singularity or asymptotic
behavior of the multivariate PDF [16], [17], or in the characterization of discrete
probability distributions where the set of states is a Cartesian product (the
probabilities has multiple indices) [19].
The GRE is a Liapunov functional for a large class of dynamical systems
driven by stochastic perturbations [16]. Consequently it is meaningful the study
of PDF that realize the maximizes the generalized entropies. In contrast to the
case of BS, RE, TE, in the case of GRE, even in the simplest case when the
total phase space is a Cartesian product of two smaller spaces, the stationarity
condition is expressed by a more complicated functional equation [16], whose so-
lutions has complex algebraic decays. The maximal generalized entropy (GMax-
Ent) PDF’s, whose study is the object of this article, are interesting because in
a series of our previous works [20]-[23] we proved that the reference distribution
function (RDF) for charged particle distribution in tokamak can be obtained
by maximization of the BSE, subject to scale invariant, algebraically the sim-
plest, restrictions. In order to obtain a better approximation of the PDF of
the charged particles in tokamak, in this work we enlarge the family of RDF
obtained previously by MaxEnt principle with scale invariant restrictions, by
considering RDF’s obtained from the maximization of the Generalized Re´nyi
entropy.
Reference particle density distribution functions are useful in the numeri-
cal solutions of Fokker-Planck or gyrokinetic equations, that describe charged
particle dynamics in tokamak.
Simplest MaxgEnt distribution functions were studied in [16]. In this article
we explore systematically the class of GRE that appears when the phase space
is a Cartesian product of N = 3 sub spaces. We use the general formalism
of the Lebesgue integration theory that allows to have an unified formalism
for both discrete and continuos distributions in finite as well as infinite dimen-
sional spaces of stochastic processes. In the our formalism the Re´nyi divergence
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appears as a Re´nyi entropy for a suitable chosen measure [19].
2 The framework, Shannon, Re´nyi and Tsallis
entropies
For starting the discussion about various measures of the information, we need
to specify some exact framework (see [17] ). We consider a standard measure
space (Ω,A,m) where Ω is the phase space, A is the σ-algebra of the observable
events, m is the measure (that can be discrete, continuos, finite or σ-finite).
In the classical definitions with discrete, finite or denumerable probability
space, the measure m is a the counting measure, invariant under permutation
group. In many applications when Ω is a continuum, the measure m is invari-
ant under physical or geometrical symmetries. In this article the probability
measures
A ∋ A→ p(A) ∈ [0, 1]
defined on (Ω,A) are continuos with respect to measurem, so by Radon-Nicodim
theorem we have
p(A) =
∫
A
ρ(x)dm(x); A ⊂ Ω (1)
where ρ(x) is the probability density function. With the previous notations the
Boltzmann-Gibbs-Shannon entropy has the following form
Scl[ρ] = −
∫
Ω
ρ(x) log [ρ(x)] dm(x) (2)
In the definitions of the A. Re´nyi [6] respectively by C. Tsallis [2], [3]
entropies we encounter the same metric object in the Lp(Ω, dm) spaces [13],
[14], [15]. For details see ref. [16]. Consequently, with the notations
‖ρ‖p =
∫
Ω
[ρ(x)]
p
dm(x)

1
p
; p ≥ 1 (3)
Np[ρ] =
∫
Ω
[ρ(x)]p dm(x); 0 < p ≤ 1 (4)
the entropies of A. Re´nyi [6] SR,q respectively by C. Tsallis [2], [3] ST,q can be
3
expressed as follows
SR,q[ρ] =
q
1− q
log ‖ρ‖q ; q > 1 (5)
SR,q[ρ] =
1
1− q
logNq[ρ]; 0 < q < 1 (6)
ST,q[ρ] =
1
1− q
[
1− ‖ρ‖qq
]
; q > 1 (7)
ST,q[ρ] =
1
1− q
{1−Nq[ρ]} ; 0 < q < 1 (8)
In this formalism the Re´nyi divergence can be expressed as Re´nyi entropy with
suitable chosen measure dm(x) [19].
Remark 1 Observe from previous formalism in the case of discrete probability
distribution the original definitions of the Re´nyi or Tsallis entropies results [6],
[2].
SR,q[ρ] =
1
1− q
log
∑
k
pqk (9)
ST,q[ρ] =
1
1− q
[
1−
∑
k
pqk
]
(10)
From the previous definitions it is clear that the Re´nyi and Tsallis entropies
are related to the geometric properties Lebesgue spaces Lp(Ω, dm), their norms
or pseudo norms.
3 The generalized Re´nyi entropies (GRE).
3.1 Definitions and notations.
We follow the same approach that from ref.[16], [17]. We will define the General-
ized Re´nyi entropies by using the results on Banach spaces with the anisotropic
norm, exposed in ref.[18]. In the following we will restrict our discussions to the
set of parameters that define the GRE, when a) The integrals that appears in
the definition can be interpreted like distance in a suitable function space and
b) The formula for entropy can be related to convexity or concavity properties
of some functional, in the subspace of non negative density functions. Conse-
quently we will define only two class of distance functionals and entropies, in
analogy to the functionals S
(1)
py ,pz [ρ] and S
(2)
qy,qz [ρ] defined in ref.[16].
Consider that the measure space (Ω,A,m) has the following product struc-
ture. The phase space Ω is split in 3 subspaces
Ω = Ω1 × Ω2 × Ω3 (11)
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That means that the argument x of probability density function can be
represented as x = {x1, x2, x3}, so
ρ(x) = ρ(x1, x2, x3) (12)
with xk ∈ Ωk. We mention also that in general the component spaces Ωk
has the structure of Rn or more general infinite dimensional measure space.
Each of the spaces Ωk has their σ−algebra Ak. The σ−algebra A, that contains
subsets of Ω = Ω1×Ω2× ...×ΩN is defined as a tensor product: it is the largest
σ−algebra on Ω such that all of the projections Ω
pk→ Ωk are measurable.
The measure m is also Factorizable:
dm(x) =dm(x1, x2, x3) =
3∏
j=1
dmk(xk) (13)
where the measures mk are defined on the σ−algebras Ak.
In other words, the measure space (Ω,A,m) is the tensor product
(Ω,A,m) =
3⊗
j=1
(Ωj ,Aj ,mj) (14)
The elementary probability dP (x) is given by
dP (x) = ρ(x1, x2, x3)dm(x) (15)
where dm(x) is given by Eq.(13).
Consider a vector p = {p1, p2, p3} of real numbers with pk ≥ 1. According
to Ref.[18], in close analogy to Ref.[16] (where the particular case N = 2 was
studied) and [17], we define recursively the norm (depending on the measure m)
‖ρ‖
p,m as follows
ρ2(x1,, x2) :=
∫
ΩN
[ρ (x1, x2, x3)]
p3 dm3(x3)
1/p3 (16)
ρ1 (x1) :=
∫
Ω2
[ρ2 (x1, x2)]
p2 dm2(x2)
1/p2 (17)
‖ρ‖
p,m :=
∫
Ω1
[ρ1 (x1)]
p1 dm1(x1)
1/p1 (18)
In analogy with Eqs.(3, 5 ) and Ref.[16] we define the GRE, with respect to
the measure m
S(1)
p
[ρ,m] =
p1
1− p3
log ‖ρ‖
p,m ; pi > 1 (19)
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Observe that the anisotropic norm function ρ→ ‖ρ‖
p,m is convex and satis-
fies the axioms of norm. The corresponding normed vector space is complete, i.
e. it is a Banach space. See ref.[18]. There is another range of parameters that
generalize the Re´nyi entropy corresponding to Eqs.(4, 6). Consider a vector
q = {q1, q2, q3} of real numbers with 0 < qk ≤ 1. In analogy to Eqs.(16-18) we
define recursively [17]
ρ′2(x1, x2) :=
∫
ΩN
[ρ(x1, x2, x3)]
q3 dm3(x3). (20)
ρ′1 (x1) :=
∫
Ω2
[ρ′2 (x1, x2)]
q2 dm2(x2) (21)
N [ρ]q,m :=
∫
Ω1
[ρ′1 (x1)]
q1 dm1(x1) (22)
Observe that the mapping ρ→ N [ρ]p,m defines a pseudonorm on the space
of probability density functions. The map ρ→ N [ρ]p,m defines a concave func-
tion, in the subset of physically admissible PDF’s, when ρ(x1, x2, x3) ≥ 0. The
GRE will be defined in analogy to Eqs.(4, 6) and to the case N = 2 from ref.
[16], [17]
S(2)
q
[ρ,m] =
1
1− q3
logN [ρ]q,m; 0 < qi < 1 (23)
For simplification of the notations we will use the extrapolated for of the
Eq.(23) also to the range of parameters {q1, q2, q3} that allows to relate S
(2)
q [ρ,m]
to S
(1)
p [ρ,m]. We obtain
S(2)
q
[ρ,m] = S(1)
p
[ρ,m] (24)
N [ρ]q,m =
[
‖ρ‖
p,m
]p1
(25)
when pi and qi are related as follows
q3 = p3 (26)
q2 =
p2
p3
(27)
q1 =
p1
p2
(28)
Remark 2 The algebraic equations associated to maximal entropy problem are
very complicated in the general case, nevertheless from the convexity or concavity
properties we have some informations. According to Eqs.(24-28), we are in the
domain when ρ→ ‖ρ‖
p,m is a convex functional when
pk =
3∏
j=k
qj ≥ 1; 1 ≤ k ≤ 3 (29)
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In this case the problem of maximal entropy with linear restriction is equivalent
to minimization of a positive convex function and has unique solution. In the
domain 0 < qk < 1, where the map ρ → N [ρ]q,m is a concave function, the
maxent problem is equivalent with the maximization of a concave function with
linear restriction. If the solution exists it is unique.
3.2 Particular cases.
In the following we will not omit the measure, when no confusion arise: ‖ρ‖
p,m :=
‖ρ‖
p
; N [ρ]q,m := N [ρ]q; S
(a)
p [ρ,m] := S
(a)
p [ρ].
In the particular case when p1 = p2 = p3 > 1, or q1 = q2 = 1, 0 < q3 < 1
the GRE is equal to the classical Re´nyi entropy from Eqs.(5, 6):
S(1)
p
[ρ] = SR,p3 [ρ] =
p3
1− p3
log ‖ρ‖p3 (30)
‖ρ‖p3 =
∫
Ω
dm(x)ρ(x)p3
1/p3 (31)
respectively
S(2)
q
[ρ] = SR,q3 [ρ] =
1
1− q3
logN [ρ]q3 (32)
N [ρ]q3 =
∫
Ω
dm(x)ρ(x)q3 (33)
We used the notation from Eqs.(3, 4, 17, 23). In particular when pN ց 1 in
Eqs. (30, 31), respectively when q1 = q2 = qN−1 = 1; qN ր 1 in Eqs.(32, 33),
we obtain the classical Boltzmann-Shannon entropy
lim
p1=p2=p3ց1
S(1)
p
[ρ] = lim
q1=q2=1; q3ր1
S(2)
q
[ρ] == −
∫
Ω
dm(x)ρ(x) log ρ(x) (34)
Remark that the path to the limiting classical case is essential
lim
q3ր1
lim
q1=q2ր1
S(2)
q
[ρ] = −
∫
Ω
dm(x)ρ(x) log ρ(x) (35)
while
lim
q1=q2ր1
lim
q3ր1
S(2)
q
[ρ] =∞
3.3 Geometric properties of GRE
Despite for the physical application the previous definitions of the Re´nyi entropy
and GRE are more advantageous, it is important to remark that in the our
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geometric approach the basic objects are the norms defined in Eqs.(16-18) or
pseudo norms defined in Eqs.(20-22).
In the case when pk ≥ 1, p = {p1, ..., pN}, (see [18]) the norm ‖.‖p has the
usual properties: for a ∈ R we have ‖aρ‖
p
= |a| ‖aρ‖
p
, respectively
‖ρ1 + ρ2‖p ≤ ‖ρ1‖p + ‖ρ2‖p . (36)
In particular it follows the convexity of the mapping ρ→ ‖ρ‖
p
: for 0 ≤ α ≤ 1
we have
‖αρ1 + (1− α) ρ2‖p ≤ α ‖ρ1‖p + (1− α) ‖ρ2‖p (37)
In the case 0 < qk ≤ 1, q = {q1, ..., qN}, the properties of the pseudo norms
N [ρ]q,m defined in Eqs.(20-22) also allows geometrical interpretations. We have
N [ρ1 + ρ2]q ≤ N [ρ1]q +N [ρ2]q (38)
e. This can be seen by using t the definition and the simple inequality |x+y|q ≤
|x|q+ |y|q, with 0 < q ≤ 1. Instead of convexity we have the following concavity
inequality ”in the first octant” only : when ρ1,2 ≥ 0
N [αρ1 + (1− α) ρ2]q ≥ αN [ρ1]q + (1− α)N [ρ2]q (39)
that can be proven easily by using the concavity of the function f(x) := xq
with 0 < q ≤ 1.
By defining, the distance function between distribution functions ρ1 and ρ2
in the infinite dimensional space of PDF’s by d(ρ1, ρ2) := ‖ρ1 − ρ2‖p for pk ≥ 1
respectively d(ρ1, ρ2) := N [ρ1 − ρ2]q for 0 < qk ≤ 1, we have the triangle
inequality
d(ρ1, ρ3) ≤ d(ρ1, ρ2) + d(ρ2, ρ3) (40)
that allows geometrical interpretation of GRE in term of distance in the
functional space of admissible PDF’s.
4 Maximal Generalized Entropy distributions
The main objective of the our work is to obtain a shortest derivation of the RDF
for the charged particle distribution, studied in the previous works [20]-[23]. We
mention that by using the classical MaxEnt principle in [23] we obtained new
derivation of the RDF studied in [20]-[22].
We consider, in the framework of the notations from Eqs.(13, 14) the follow-
ing problem: In the convex set K of PDF, defined by the linear constraints and
non-negativity condition∫
Ω
dm(x)ρ(x)fk(x) = ck; 0 ≤ k ≤M (41)
ρ(x) ≥ 0 (42)
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find the PDF with maximal entropy a) S
(1)
p [ρ] with pk > 1, or b) S
(2)
q [ρ], with
0 < qk < 1. In the constraints we included also the normalization: f0(x) := 1
and c0 = 1. In the case a) according to Eq.(19) the MaxEnt problem is
equivalent convex optimization problem: to find the point on K that the closest,
to the origin, in the sense of the distance defined by the norm ‖ρ‖
p,m.
Due to the convexity of the norm Eq.(37) and convexity of the set K, the solution
of the maxent problem is unique. The existence is related to converge problems
If it exists then the solution is unique., irrespective how complicated are the
algebraic equations for Lagrange multipliers. In the case when the measure is
finite, namely when
∫
Ω
dm(x) <∞ and the functions are fk(x) are all bounded,
then it is possible to find a set of parameters ck such that the MaxEnt problem
has a solution
In the case b) from Eq.(23) results that the MaxEnt problem is to find the
point t ρ ∈ K with maximal value of N [ρ]q. We observe that the distance
function d(ρ,0) := N [ρ]q unlike to the familiar Euclidian distance is concave
for ρ ≥ 0, not convex. From the convexity of K and the concavity inequality
Eq. (39) results that also in case b) the solution of the maxent problem exists.
4.1 Explicit MaxEnt distributions for N = 3
In the previous works [20]-[22] we obtained realistic PDF starting from
classical or generalized MaxEnt principle with scale invariant restrictions. Ap-
parently, by adding sufficient large number of polynomial restrictions we can
locally approximate any distribution function in the case of classical MaxEnt
principle, by using Shannon Entropy. Our derivation of PDF [20]-[22] can be
considered as a harmonic analysis under the group of affine transformations.
Considering only restrictions with lowest order polynomial means that in the
harmonic analysis we restrict ourselves to the lowest dimensional representa-
tions.
We will study the stationary point aspect in the MaxEnt problem for the
GRE defined by S
(2)
q [ρ] for 0 < qk < 1 as well as for the domain defined by
Eqs.(29) that corresponds to the MaxEnt problem for S
(1)
p [ρ], for pk > 1 (See
Remark 2).
We will concentrate on the constrained maximization problem in the case
0 < qk < 1, 1 ≤ k ≤ 3. Recall that we use the notations: x = (x1, x2, x3),
q = (q1, q2, q3), dm(x) = dm1(x1)dm2(x2)dm3(x3), Ω = Ω1 × Ω2 × Ω3
Denote by λ = (λ0, ..., λM ) the Lagrange multipliers associated to restric-
tions Eq.(41) and by µ(x) the multiplier associated to the restriction Eq.(42).
From Kuhn-Tucker theorem for maximization [29], we get
δ
δρ(x)
Nq[ρ] +
∫
Ω
dm(x)ρ(x)
[
µ(x) −
M∑
k=0
λkfk(x)
] = 0 (43)
µ(x) ≥ 0; µ(x)ρ(x) = 0 (44)
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We introduce the following notations
g(λ,x) :=
1
q1q2q3
N∑
k=0
λkfk(x) (45)
k3(λ,x) := [g(λ,x)]
1/(q3−1)
+ (46)
We will use here and in the Appendix 7.2 the following notations for expo-
nents.
c2 =
1− q2
q2q3 − 1
(47)
d2 =
q2(q3 − 1)
q2q3 − 1
(48)
c1 =
1− q1
q1q2q3 − 1
(49)
We also denote
k2(λ, x1, x2) :=
∫
Ω3
dm3(x
′
3)k3(λ, x1, x2, x
′
3)
q3 (50)
k1(λ, x1) :=
∫
Ω2
dm2(x
′
2) [k2(λ, x1, x
′
2) ]
d2 ; (51)
The distribution function that satisfy the stationarity condition Eq.(43) is
(for details see Appendix 7.2)
ρ(λ,x) = k3(λ, x1, x2, x3)k2(λ, x1, x2)
c2 [k1(λ, x1)]
c1 (52)
5 Examples
5.1 Symmetric distributions
Consider the following examples: Ω = Ω1 × Ω2 × Ω3 with Ω1 = Ω2 = Ω3 = R,
dmk(xk) = dxk for 1 ≤ k ≤ 3 and for the restrictions from Eq.(41) we have
f0(x1, x2, x3) := 1 (53)
fk(x1, x2, x3) := x
2
k; 1 ≤ k ≤ 3 (54)
fk(x1, x2, x3) := x
2
k; 1 ≤ k ≤ 3
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By using Eqs.(45-52) we obtain the MaxEnt distribution in the case 0 <
qk < 1 as follows ( C1,2,3 are constants)
k2(λ, x1, x2) =
C2
(1 + a21x
2
1 + a
2
2x
2
2)
r2 (55)
r2 =
q3
1− q3
−
1
2
> 0 (56)
k1(λ, x1) =
C1
(1 + a21x
2
1 )
r1 (57)
r1 = n3r2 −
1
2
> 0 (58)
From Eqs.(52, 55, 57) results
ρ(λ,x) = a0
(
1 + a21x
2
1
)b1
(1+a21x
2
1+a
2
2x
2
2)
b2
(
1 + a21x
2
1 + a
2
2x
2
2 + a
2
3x
2
3
)−b3
(59)
where ak are free parameters, and the exponents bk are given by
b1 = −r1n4 = r1
1− q1
1− q1q2q3
(60)
b2 = −r2n1 =
(
q3
1− q3
−
1
2
)
1− q2
1− q2q3
(61)
b3 =
1
1− q3
(62)
The restrictions for b1,2,3 resulting from the finiteness of
〈
x2k
〉
are
b3 −
3
2
> 0 (63)
b3 − b2 − 2 > 0 (64)
b3 − b1 − b2 −
5
2
> 0 (65)
By simple but tedious algebra ( we used the Reduce command from MATH-
EMATICA 5.1 ) the domain given by Eqs. (56, 58, 60-62), with restriction
0 < qk < 1, the resulting domain in the variables q1, q2, q3 is given by
1/3 < q1 < 1 (66)
1 + q1
4q1
< q2 < 1 (67)
1 + q1 + q1q2
5q1q2
< q3 < 1 (68)
It is easy to verify that the set defined by Eqs(66-68) is not empty: it is an
open set and contains at least some open neighborhood of the point defined by
(q1, q2, q3) = (101/152, 267/271, 262/347). It can be proven that in the limit
qk ր 1 and ak ց 0 with suitable scaling we obtain the centered Gaussian
distribution, in a similar manner to the following example.
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5.2 The RDF for charged particle distribution, derived
from Generalized Maximal Entropy principle
5.2.1 The RDF obtained from classical MaxEnt principle [20]-[23]
The reference state studied in [20]-[23] has the form
dF̂R = N0
(w
Θ
)γ−1
exp [−w/Θ] exp
[
−c1 (w/Θ) (Pφ − Pφ0)
2
]
exp
[
−c2 (w/Θ) (λ− λ0)
2
]
|J | dΓ̂ (69)
where Pφ, λ and w are the invariants appearing in the axial symmetric mag-
netic field variables [20]-[23] Θ is the scale parameter for energy, γ the shape
parameter of the gamma distribution that appears in Eq.(69). Supposing that
c1 (w/Θ) ≃ c
(0)
1 ≡
(
1
∆Pφ
)2
= const.
c2 (w/Θ) ≃ c
(0)
2 + c
(1)
2
w
Θ
≡
1
∆λ0
(
∆λ0
∆λ1
+
w
Θ
)
≥ 0
the density distribution function F̂R reads as
F̂R = N0
(w
Θ
)γ−1
exp [−w/Θ] exp
[
−
(
Pφ − Pφ0
∆Pφ
)2]
exp
[
−
(
∆λ0
∆λ1
+
w
Θ
)
(λ− λ0)
2
(∆λ0)2
]
|J | (70)
where ∆Pφ, ∆λ0 and ∆λ1 are constants and N0 ensures normalization to unity.
5.2.2 The RDF obtained from maximal generalized entropy princi-
ple
We will study the case when 0 < qk < 1, that generate extremal distributions
with algebraic decay at infinity. Consider the following restrictions
f0(x1, x2, x3) ≡ 1
f1(x1, x2, x3) ≡ |x1|
α1
f0(x1, x2, x3) ≡ |x1|
δ |x2|
α2
f0(x1, x2, x3) ≡ |x3|
α3
where x1 ∈ R+ and x3, x2 ∈ R. We consider the case of distributions defined in
the whole phase space, so we select the Lagrange multipliers strictly positive.
According to Eqs.(45-52) as well as Eq.(79) results, up to irrelevant constant
12
factor
k3(λ,x)=
[
λ0 + λ1 |x1|
α1 + λ2 |x1|
δ |x2|
α2 + λ3 |x3|
α3
]1/(q3−1)
+
(71)
k2(λ, x1, x2)=
[
λ0 + λ1 |x1|
α1 + λ2 |x1|
δ |x2|
α2
]−m2
k1(λ, x1)=x
−δ/α2
1 [λ0 + λ1 |x1|
α1 ]
−m1
ρ(λ,x) = x−r11 [λ0 + λ1 |x1|
α1 ]
−r2
[
λ0 + λ1 |x1|
α1 + λ2|x1|
δ |x2|
α2
]−r3
k3(λ,x)
where we used the notations
m2 =
q3
1− q3
−
1
α3
> 0 (72)
m1 = m2d2 −
1
α2
> 0 (73)
r1 =
δ
α2
c1; r2 = m1c1 (74)
r3 = m2c2 (75)
and Eqs.(47-49). We consider now the choice of the free parameters αi, δ, qi
in Eq.(52) such that we recover a DDF from the family Eqs.(69, 70). Then
according to Eq.(35) we set
qk = 1− εk; εk ց 0 (76)
In order to recover Eqs.(69, 70) we set
α1 = 1; α2 = α3 = 2
without loss of generality we set λ0 = 1. Up to linear terms in εk we obtain
c2 = −
ε2
ε2 + ε3
+O(εk)
d2 =
ε3
ε2 + ε3
+O(εk)
c1 = −
ε1
ε1 + ε2 + ε3
+O(εk)
m1 =
1
ε2 + ε3
+
1
2
ε3
ε2 + ε3
+O(εk) > 0
m2 =
q3
1− q3
−
1
α3
=
1
ε3
−
3
2
By using the notations
s2 =
ε2ε3
(ε1 + ε2 + ε3)(ε2 + ε3)
s3 =
ε3
ε2 + ε3
13
we have the following asymptotic form for the exponents in Eq.(71)
r3 = −
s3
ε3
+O(εk)
r2 = −
s2
ε3
+O(εk)
r1 = −
δε1
α2(ε1 + ε2 + ε3)
+O(εk)
Now we consider the limit εk → 0, with λ0 = 1 and s2, s3, r1 fixed and λk → 0
such that
λk = ε3νk; 1 ≤ k ≤ 3
and νk; 1 ≤ k ≤ 3 are fixed positive constants. We obtain the following result
in the limit ε3 → 0
ρ(λ,x) = x−r11 exp
[
−µ1x1 − µ2x
δ
1x
2
2 − µ3x
2
3
]
(77)
where the following notation was used
µ1 = ν1
ε2
(ε1 + ε2 + ε3)
> 0
µ2 = ν2
ε2
(ε2 + ε3)
> 0
µ3 = ν3 > 0
In order to approach the class of RDF from Eqs.(69-70), we put in Eq.(77)
x1 = w
x2 = λ− λ0
x3 = PΦ − PΦ0
r1 = 1− γ < 1
1
Θ
= µ1
1
(∆PΦ)2
= µ3
and we obtain the limiting RDF of the form [24]
F̂R = N0
(w
Θ
)γ−1
exp [−w/Θ] exp
[
−
(
Pφ − Pφ0
∆Pφ
)2]
exp
[
−wδ
(λ− λ0)
2
(∆λ0)2
]
(78)
which excepting to a constant factor in (λ−λ0)
2
(∆λ0)2
term reproduces well the quali-
tative behavior of the RDF from Eqs.(69-70).
However, it is correct to mention that the RDFs (69, 70) and Eq. (78) should be
understood as pure pedagogical distribution functions and not as realistic RDFs.
Indeed, it is easily to check that there exist several ranges of parameters where
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these RDFs violate the energy balance equations. The interest of these RDFs
resides solely on the fact that they can be used as RDF-fitting functions and
that, as demonstrated in this work and in [20]-[23], these fittings are derivable
from the MaxEnt principle.
6 Conclusions
The nonlinear equations associated to the maximal Generalized Re´nyi Entropy
problem was solved in the case of GRE with 3 variables. By simple linear
scale invariant restrictions a family of reference particle distribution function
for charged particles in tokamak was obtained.
7 Appendix
7.1 Integrals
The following formula will be used
∞∫
0
dx
(a+ bxα)r
= b−1/αa(1/α−r)
1
α
B (1/α, r − 1/α) (79)
where a > 0, α > 0, b > 0, r > 1/α.
Proof. Eq.(79) is reduced to the standard integral representation of the Euler
Beta function by the substitution
x =
(
a
b
u
1− u
)1/α
7.2 Derivation of the extremal PDFs
From Eqs.(43, 45) we obtain the following nonlinear integral equation for PDF
ρ(x1, x2, x3)
B(x1)
q1−1A(x1, x2)
q2−1ρ(x1, x2, x3)
q3−1 = g(λ,x) (80)
where we denoted
A(x1, x2) =
∫
Ω3
dm3(x
′
3)ρ(x1, x2, x
′
3)
q3 (81)
B(x1) =
∫
Ω2
dm2(x
′
2) [A(x1, x
′
2) ]
q2 (82)
15
In the following we will use the notations from Eqs.(45-51). The solution of
system of Eqs (80-82) is of the form
ρ(x1, x2, x3) = ρ2(x1, x2)g(λ,x)
1/(q3−1) = ρ2(x1, x2)k3(λ,x) (83)
where ρ2(x1, x2) remains to be determined. By inserting Eq.(83) in Eqs.(80,
81) we obtain successively (see notations from Eqs.(50, 51))
B(x1)
q1−1A(x1, x2)
q2−1ρ2(x1, x2)
q3−1 = 1 (84)
A(x1, x2) = ρ2(x1, x2)
q3k2(λ, x1, x2) (85)
We will use the notations for exponents
c1 =
1− q1
q1q2q3 − 1
(86)
d2 =
q2(q3 − 1)
q2q3 − 1
(87)
c2 =
1− q2
q2q3 − 1
(88)
n2 =
q3 − 1
q2q3 − 1
(89)
From Eqs.(84, 85) results
ρ2(x1, x2) = ρ1(x1)k2(λ, x1, x2)
c2 (90)
A(x1, x2) = ρ1(x1)
q3k2(λ, x1, x2)
n2 (91)
where ρ1(x1) remains to be found. Now we insert Eqs.(91, 90) in Eqs.( 82, 84),
we obtain
B(x1) = ρ1(x1)
q2q3k1(λ, x1) (92)
B(x1)
q1−1ρ1(x1)
q2q3−1 = 1 (93)
and from here we get
ρ1(x1) = [k1(λ, x1)]
c1 (94)
Collecting the previous results we obtain
ρ(λ,x) = k3(λ, x1, x2, x3)k2(λ, x1, x2)
c2 [k1(λ, x1)]
c1 (95)
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