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Abstract
A new numerically reliable algorithm is proposed for the
pole assignment of singleinput linear timeinvariant sy
stems The proposed algorithm is based on an implicit
multishift QRlike technique	 using exclusively orthogo
nal transformations to compute a feedback matrix which
assigns the desired poles The new algorithm allows for a
dynamic adjustment of the number of shifts This feature
is particularly useful for implementation on high perfor
mance computers An n   shift variant of the proposed
method 
n is the system order uses minimum additio
nal storage and is faster and simpler than all of existing
numerically stable methods
 Introduction
We consider the following eigenvalue assignment problem

EAP given the controllable matrix pair 
A b	 where
A  IR
nn
and b  IR
n 
	 determine the feedback matrix
f  IR
 n
such that the closedloop state matrixAbf has
all its eigenvalues at desired locations   f
 
     
n
g
in the complex plane We assume that  is symmetric
with respect to the real axis This assumption guaran
tees that the resulting f is real There exist several nu
merically reliable algorithms which can be used to solve
the EAP It is commonly accepted that the most reliable
methods are the socalled Hessenberg methods based on
explicit or implicit QRlike techniques Explicit shift me
thods have been proposed by Miminis and Paige  and
Petkov	 Christov and Konstantinov  Implicit versi
ons of the algorithm of  has been proposed by Miminis
 and by Patel and Misra  All these methods are
numerically backward stable 	  and generalizations of
them for the multiinput case have been also proposed
	 	  A discussion of Hessenberg methods is done
in 	 where a stable variant of the algorithm of  is also
developed An alternative to the above methods is the
socalled Schur method proposed by Varga  Although
computationally more involved than the Hessenberg me
thods	 the Schur method has the attractive feature to
allow a partial pole assignment	 ie it is possible to alter
only those eigenvalues of A which are unsatisfactory for
the closedloop system dynamics and to keep unmodied
the rest of eigenvalues
The Hessenberg methods t in the following algorith
mic template the pair 
A b is rst transformed to the
controllerHessenberg form 
CHF	 the feedback is then
computed for the reduced problem	 and then nally the
solution is recovered in the original coordinate system
Recall that a pair 
A b is in CHF if b has all but its
rst component zero and A is in an unreduced Hessen
berg form	 ie all its elements on the rst subdiagonal
are nonzero The existence of the CHF is guaranteed by
the assumption of the controllability of the pair 
A b
This template is common to all Hessenberg methods and
has the following main steps
 Reduce the pair 
A b by using an orthogonal ma
trix Q to the CHF

H e
 
  
Q
T
AQQ
T
b
 Compute h  IR
 n
such that 
H  e
 
h  
 Compute f  hQ
T

The computation of the CHF can be done by using a se
quence of n  orthogonal Householder reectors The re
duction technique is standard 
see for example 	 
and is not discussed further here The transformation
matrix Q used at step  is not necessary to be explicitly
computed It can be stored in a factored form	 by retai
ning only the elements of the Householder reectors The
minimal necessary storage is only n


n storage lo
cations The application of these reectors at step  to h
requires only 
n

 oatingpoint operations 
ops and
thus steps  and  require together roughly 
n

ops	
representing the cost to reduce A to the Hessenberg form
without accumulating the orthogonal transformations
The Hessenberg methods dier in the ways of compu
ting h at step  In this paper we propose a multistep
multishift implicit QRlike Hessenberg method to solve
the EAP The proposed algorithm can be viewed as a
generalization of the explicit and implicit double shift
methods proposed in  and 	 respectively A parti
cular onestep multishift variant of the proposed method
is very well suited for computer implementations Be
sides its simplicity	 this variant is computationally very
ecient	 easy to implement and requires minimal addi
tional storage From all these points of view it compares
favourably with the existent Hessenberg methods
 Multishift Hessenberg Method
In this section we describe an implicit variablemultishift
Hessenberg method for pole assignment We assume
that the pair 
A
 
 b
 
  
H e
 
 is already in the
CHF For the computation of the feedback h such that

H  e
 
h  	 a recursive deation technique based
exclusively on orthogonal transformations is used At
each deation step a number of k eigenvalues are alloca
ted	 where k can vary from step to step In order to keep
the computations in real domain	 we impose that the set
of k eigenvalues to be assigned at each step is symmetric
with respect to the real axis
We illustrate the deation process by considering the
allocation of a symmetric subset of k  n   eigenvalues
f
 
 

     
k
g for the pair 
A
 
 b
 
 by a feedback h
 

First compute the last row of the matrix
N  
A
 
  
 
I
A
 
  

I    
A
 
  
k
I
Notice that because of the form of 
A
 
 b
 
	 the last row of
N is the same as the last row of 
A
 
b
 
h
 
 
 
I    
A
 

b
 
h
 
 
k
I and has only the last k elements nonzero
and real That is	 we have
e
T
n
N         
n k
     
n

and according to the theory of implicit shifting 	  we
choose a Householder transformation H
 
to annihilate
all but the last nonzero element of e
T
n
N and we compute
H
 
A
 
H
 
 For n   and k  	 the matrix H
 
A
 
H
 
has
the form
H
 
A
 
H
 

 









      
      
      
      
      
      
      










where  stands for nonzero elements resulted by apply
ing H
 
 The nonzero elements introduced by H
 
can be
now chased upwards	 by a series of n   k    Househol
der transformations H
i
 i       n   k such that the
trailing principal submatrix of order 
n   k of P
T
A
 
P 	
where P  H
 
H

   H
n k
	 is in an upper Hessenberg
form For the example considered above	 the matrices

A
 
 P
T
A
 
P and

b
 
 P
T
b
 
have the form

A
 

 









      
      
      
      
      
      
      












b
 

 


























The 
kth element of

b
 
is nonzero and thus the rst
k elements in row k of

A
 
can be annihilated by choo
sing a suitable feedback

h
 
 From the partitioning of the
pair 


A
 


b
 

h
 


b
 
 in the form

A
 


b
 

h
 



A
  

A
 
 A




b
 



b




we have that 


A
  
  f
 
 

     
k
g and A

is upper
Hessenberg For our example	 we choose

h
 
of the form

h
 

	
      


where the nonzero elements denoted with  are chosen to
annihilate the elements of

A
 
denoted by  The feedb
ack matrix h
 
which assigns k eigenvalues of A
 
 b
 
h
 
is
given by h
 


h
 
P
T
 The deation process continues by
applying the same procedure to the pair 
A

 b

 in HCF
dened in 
 with a new set of eigenvalues to be assig
ned To assign the last two eigenvalues	 explicit formulas
should be used The following algorithm summarizes the
above steps We assume that H is an unreduced Hessen
berg matrix and   
Algorithm  Multistep variablemultishift single
input pole assignment
 Set A
 
 H 	 b
 
 e
 
	 P  I 	 h  	 r  n	 i  
 If r   or r  	 compute h
i
such that

A
i
 b
i
h
i
  
Put h h   h
i
P
T
and Stop
 Choose a symmetric set of k
i
 r    eigenvalues

i
 f
 
 

     
k
i
g 	  and compute
y  e
T
r

A
i
  
 
I
A
i
  

I    
A
i
  
k
i
I
 Choose a Householder reectorH
 
to annihilate the
rst r  components of y Compute A
i
 H
 
A
i
H
 
and P  Pdiag
I
n r
H
 

 Choose r   k
i
   Householder reectors H
j
 j 
     r k
i
such that the trailing principal block of
order 
r  k
i
 of P
T
i
A
i
P
i
	 where P
i
 H

   H
r k
i
	
is in an upper Hessenberg form Put A
i
 P
T
i
A
i
P
i
	
b
i
 H
r k
i
b
i
and P  Pdiag
I
n r
 P
i

 Choose h
i
such that the rst k
i
elements in row
k
i
  of A
i
 b
i
h
i
are zero Put A
i
 A
i
 b
i
h
i

Dene
A
i


 
 A
i 

 b
i



b
i 

 Set h  h    h
i
P
T
	    n 
i
	 r  r   k
i
	
i i  and go to Step 
Remark  The matrix P
T

H  e
 
hP 	 which can
be optionally computed in place of H 	 results in an upper
blocktriangular form	 with successive diagonal blocks of
orders k
i
 If k
i
is always two	 then the above algorithm
is identical to the implicit doubleshift variant of the Mi
minis and Paige algorithm described in  In this case
the above matrix is in a quasitriangular form with dia
gonal blocks of order at most two corresponding to the
assigned eigenvalues  
Remark  By using the arguments of Arnold 	
it is very likely that the proposed multishift algorithm is
backward numerically stable The accuracy of method
however depends crucially on the accuracy of shift infor
mation contained in the Householder reector H
 
com
puted at step  It is worth mentioning that roundo
errors can create diculties even when one is working
with a single shift as observed by Parlett in the case of
the QRalgorithm  Provided the shifts information
are suciently accurate	 it is to be expected that for mo
derate values of k
i

say k
i
  the multishift algorithm
has the same accuracy as the simple or doubleshift me
thods  
Remark  The number of performed operation de
pends on the values of k
i
 If k
i
 k is constant at each
step	 then Algorithm  performs about 
n

 k



k  n


k ops The necessary additional storage
when the intermediary transformations are stored in fac
tored form is about 
k  n
n  k
k  
n storage
locations  
Remark  It has been observed that the accuracy
of the shift vector y computed at step  is sensitive to the
order in which the shifts enter in the computations In or
der to avoid the incorporation of some sorting procedure
in the implementation of the algorithm	 we can use the
scheme proposed in  to compute rst the coecients of
the polynomial
p
  
  
 

   

    
  
k
i

 c
k
i

k
i
    c
 
 c

and then to evaluate the vector y as y  e
T
r
p
A
i
 This
computation can be done eciently by using a Horner
like polynomial evaluation scheme as for instance
 Set y   and f  e
T
r

 For i       k
i
 
y  c
k
i
 i 
f  yA
i
The operations above are column oriented and can ex
ploit eciently the Hessenberg structure of A
i
  
 Onestep Multishift Method
An onestep variant of Algorithm  can be easily derived
by performing an implicit multishift for n  eigenvalues
The resulting algorithmic variant is particularly advanta
geous for computer implementation primarily because its
simplicity It can be implemented with the least additio
nal storage and requires the least number of operations
among all known techniques Therefore we present it ex
plicitly bellow
Algorithm  Onestep multishift singleinput pole
assignment
 Set A
 
 H 	 b
 
 e
 

 If n   or n  	 compute h such that 
A
 

b
 
h   and Stop
 Compute
y  e
T
n

A
 
  
 
I
A
 
  

I    
A
 
  
n 
I
 Choose a Householder reectorH
 
to annihilate the
rst n   components of y
Compute A
 
 H
 
A
 
H
 

 Choose a Householder reectorH

to annihilate the
rst n   elements in the last row of A
 
 Compute
A
 
 H

A
 
H

and b
 
 H

b
 

 Compute h
 i
  a
n  i
b
n   
for i       n  
and choose the last two components of h such that

n  
and 
n
are the eigenvalues of the matrix

a
n  n  
a
n  n
a
nn  
a
nn



b
n   


	
h
 n  
h
 n


 Set h hH

H
 

Remark  The evaluation of the shift vector y at
step  amounts to about n

 ops All other computa
tions requires 
n

 ops and thus are practically negli
gible The necessary additional storage is n locations
Thus	 Algorithm  is very ecient from both the points
of views of computational eort as well of storage requi
rements However the numerical stability of Algorithm
 is questionable because its resemblance with Dattas
method   
 Comparisons with Other Methods
It is interesting to compare the performances of the pro
posed methods with those of existing ones Table  con
tains the number of operations N
op
and the necessary
storage M
loc
for dierent methods	 including also the re
duction of the given system to the CHF It is apparent
from this table that for k 	  Algorithm  is more ecient
than all previously proposed numerically stable methods
with respect to both performance criteria Notice that
Algorithm  is much simpler to be implemented and has
even better performance gures than Algorithm 
Table 
Methods N
op
M
loc
Numerical Stability
Miminis  Paige 


n




n



n

yes
Petkov et al 


n




n

n

yes
Patel  Misra 


n




n



n

yes
Datta 


n


 

n

 

n

no
Modied Datta 


n




n



n

yes
Schur method  n

n

likely
Algorithm 


n


 

k


k 
k
n

 

n


k
k
n
n  k very likely
Algorithm 


n


 

n

 

n

questionable
We performed several tests to assess the accuracy of
proposed methods As it is to be expected	 for mode
rate values of the shift parameter k 
k   the accu
racy of Algorithm  is similar to the accuracy of equiva
lent Hessenberg methods 	 	  We also compared
the accuracy of its extreme variant 
Algorithm 	 where
practically all eigenvalues are assigned in a single step
by an appropriately chosen implicit multiple shift Two
other methods were included in the test runs	 namely the
method of Miminis and Paige  and the Schur method
 All tests have been performed on an IBM RS 
computer	 in double precision	 by using MATLAB imple
mentations of the mentioned algorithms
In a rst run	 we generated randomly the matrices A
and b for dierent values of n and we chose as desired ei
genvalues the eigenvalues of A The resulting feedback f
should be zero	 and thus the resulting deviation from zero
can be viewed as a measure of the accuracy of the particu
lar methods In Table  we included the resulting values
for max
i
jf
i
j for dierent values of n It can be observed
that for moderate values of n	 
n   all methods ma
nifest approximately the same accuracy	 but for values of
n 
  the accuracy of the onestep multishift method
is progressively worse than for the other three methods
Notice that for this kind of test	 the Schur method perfor
med systematically better than the Hessenberg methods
Table  Values of max
i
jf
i
j
Methods n   n   n   n   n  
MiminisPaige Method  
  
 
  
 
  
 
  
 
  
Schur Method  
  
 
  
 
  
 
  
 
  
Algorithm  
k     
  
 
  
 
  
 
  
 
  
Algorithm    
  
 
  
 
  
 
  
 
 	
In a second test run we compared for randomly ge
nerated eigenvalues	 the accuracy of the eigenvalues re
sulting after pole assignment For each value of n we
computed the quantities max
i
j


i
  
i
j	 where


i
is the
ith eigenvalue of A  bf  The obtained results are con
tained in Table  and also conrms that for moderate
values of n 
n   the accuracy of all four methods is
very similar The best accuracy for the assigned eigenva
lues has been achieved this time systematically with the
MiminisPaige method and with Algorithm 
Table  Values of max
i
j


i
  
i
j
Methods n   n   n   n   n  
MiminisPaige Method  
  
 
  
 
  
 
  
 
   
Schur Method  
  
 
  
 
  
 
   
 
 

Algorithm  
k    
  
 
  
 
  
 
  
 
   
Algorithm   
  
 
  
 
  
 
  
 
 
A word of caution is necessary here The results of
the previous test are meaningful only if the eigenvalue
problem for A  bf is wellconditioned This is the case
for our randomly generated data It is however not dif
cult to generate low order examples leading to very ill
conditioned eigenvalue problems for A  bf  Because
of numerical stability	 the results computed by either of
above algorithms could be correct to full accuracy 
exact
results can be generated symbolically However the ac
curacy of numerically computed eigenvalues of A  bf
could be very poor even for the exact symbolically com
puted feedback f 
 Conclusion
A numerically reliable multishift QRlike algorithm for
singleinput pole assignment has been proposed The ba
sic method is a multistep variablemultishift algorithm
whose numerical performances 
operation count	 memory
usage	 accuracy are at least as good as those of other
existing numerically stable methods The method is well
suited for implementation on high performance compu
ters A very simple to implement onestep variant of the
basic method has been explicitly described This variant
requires the least computational eort and storage among
all existing algorithms and is well suited for moderate or
der systems 
n   The proposed multishift methods
can be readily extended to assign poles of multiinput
systems  as well as of generalized state space systems
We believe that the proposed multishift algorithm for
pole assignment is a viable alternative to existing explicit
or implicit doubleshift methods Especially on high per
formance computers	 we expect similar performances for
this algorithm to that of multishift methods for eigenva
lue computations 
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