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Light-front Hamiltonian methods are being developed to attack bound-state problems in QCD. In
this paper we advance the state of the art for these methods by computing the well-known Lamb shift in
hydrogen starting from rst principles of QED. There are obvious but signicant qualitative dierences
between QED and QCD. In this paper, we discuss the similarities that may survive in a non-perturbative
QCD calculation in the context of a precision non-perturbative QED calculation. Central to the discussion
are how a constituent picture arises in a gauge eld theory, how bound-state energy scales emerge to guide
the renormalization procedure, and how rotational invariance emerges in a light-front calculation.
PACS number(s): 11.10.Ef, 12.20.Ds
I. INTRODUCTION
Why is the calculation of the Lamb shift in hydrogen, which at the level of detail found in this
paper was largely completed by Bethe in 1947 [1], of any real interest today? While completing such a
calculation using new techniques may be very interesting for formal and academic reasons, our primary
motivation is to lay groundwork for precision bound-state calculations in QCD. The Lamb shift provides
an excellent pedagogical tool for illustrating light-front Hamiltonian techniques, which are not widely
known; but more importantly it presents three of the central dynamical and computational problems
that we must face to make these techniques useful for solving QCD: How does a constituent picture
emerge in a gauge eld theory? How do bound-state energy scales emerge non-perturbatively? How does
rotational symmetry emerge in a non-perturbative light-front calculation?
These questions can be answered in detail in QED. The answers clearly change in QCD, and we point
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out several places where this is clear, but we hope that much of the computational framework successfully
employed in QED will survive.
In order to formulate these questions in a more precise fashion, we rst outline the general compu-
tational strategy we employ. First, we use the renormalization group to produce a regulated eective
Hamiltonian H, where  is a cuto and renormalization is required to remove cuto dependence from all
physical quantities. At this point we have a regulated Hamiltonian that contains all interactions found
in the canonical Hamiltonian, a nite number of new relevant and marginal operators (each of which
contains a function of longitudinal momenta because longitudinal locality is not maintained in light-front
eld theory), and an innite number of irrelevant operators as would occur in any cuto theory. This com-
plicated Hamiltonian cannot be directly diagonalized, and since we want to solve bound-state problems
we cannot solve it using perturbation theory. The second step is to approximate the full Hamiltonian,
using
H = Ho + (H −Ho)  Ho + V ; (1)
where Ho is an approximation that can be solved non-perturbatively and V is treated in bound-state
perturbation theory (BSPT). The test of Ho is whether BSPT converges or not.
We can now reformulate the questions above. Is there a scale  at which Ho does not require particle
emission and absorption? What are the few-body interactions in Ho that generate the correct non-
perturbative bound-state energy scales? Is there a few-body realization of rotational invariance; and if
not, how does rotational symmetry emerge in BSPT? We should emphasize that for our purposes we
are primarily interested in answering these questions for low-lying bound-states, and renements may be
essential to discuss highly excited states or bound-state scattering.
It is essential that , which governs the degree to which states are resolved, be adjusted to obtain a
constituent approximation. If  is kept large with respect to all mass scales in the problem, arbitrarily
large numbers of constituents are required in the states because constituent substructure is resolved.
A constituent picture can emerge if high free-energy states couple perturbatively to the low free-energy
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states that dominate the low-lying bound-states. In this case the cuto can be lowered until it approaches
the non-perturbative bound-state energy scale and perturbative renormalization may be employed to
approximate the eective Hamiltonian. In QED we note that the range into which the cuto must be
lowered is
m2  ~ m ; (2)
where ~ = −mp −me as will be explained later, and m is the reduced mass of hydrogen. If the cuto
is lowered to this range, hydrogen bound-states are well approximated using proton-electron states and
including photons and pairs perturbatively.
It is an oversimplication to say the constituent picture emerges because the QED coupling constant
is very small. Photons are massless, and regardless of how small  is, one must in principle use nearly de-
generate bound-state perturbation theory that includes extremely low energy photons non-perturbatively.
This is not required in practice, because the Coulomb interaction which sets the important energy scales
for the problem produces neutral bound-states from which long wavelength photons eectively decouple.
Because of this, even though arbitrarily small energy denominators are encountered in BSPT due to
mixing of electron-proton bound-states and states including extra photons, BSPT can converge because
emission and absorption matrix elements vanish suciently rapidly.
The well-known answer to the second question above is the two-body Coulomb interaction sets the
non-perturbative energy and momentum scales appropriate for QED. We have already used the results of
the Bohr scaling analysis that reveals the bound-state momenta scale as p  m and the energy scales as
E  m2. As a result the dominant photon momenta are also of order m, and the corresponding photon
energies are of order m. This is what makes it possible to use renormalization to replace photons with
eective interactions. The dominant photon energy scale is much greater than the bound-state energy
scale, so that  can be perturbatively lowered into the window in Eq. (2) and photons are not required
in the state to leading order. A similar analysis in QCD will reveal qualitatively dierent results. If a
constituent picture emerges, the dominant interaction will be conning and the dominant gluon energy
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scale will be directly aected by connement. A conning interaction automatically generates a mass
gap for gluon production.
Finally we discuss rotational invariance in a light-front approach. In light-front eld theory, boost in-
variance is kinematic, but rotations about transverse axes involve interactions. Thus rotational invariance
is not manifest and all cutos violate rotational invariance in light-front eld theories. In QED it is easy
to see how counterterms in H arise during renormalization that repair this symmetry perturbatively;
however, the issue of non-perturbative rotational symmetry is potentially much more complicated. We
rst discuss leading order BSPT and then turn to higher orders.
To leading order in a constituent picture we require a few-body realization of rotational symmetry.
This is simple in non-relativistic systems, because Galilean rotations and boosts are both kinematic. In
QED the constitutuent momenta in all low-lying bound-states are small, so a non-relativistic reduction
can be used to derive Ho. Therefore to leading order in QED we can employ a non-relativistic realization
of rotational invariance. This type of approach can be tried in QCD, but it is not essential that it work
because alternative few-body realizations of the full set of Lorentz symmetries exist.
At higher orders in BSPT rotational invariance will not be maintained unless corrections are regrouped.
We have computed hyperne structure and shown that terms from rst-order and second-order BSPT
are required to obtain angular momentum multiplets [2]. The guiding principle in this and all higher
order calculations is to expand not in powers of V , but in powers of  and log(). Ho should provide the
leading term in this expansion for BSPT to be well-behaved, and subsequent terms should emerge from
nite orders of BSPT after appropriate regrouping. Powers of  appear through explicit dependence
of interactions on , and through the dependence of leading order eigenvalues and eigenstates on 
introduced by interactions in Ho. This second source of dependence can be estimated using the fact that
momenta scale as m in the bound-state wave functions. Of more interest for this paper is the appearance
of log(), which is signaled by a divergence in unregulated bound-state perturbation theory. As has long
been appreciated, such logarithms appear when the number of scales contributing to a correction diverges.
The existence of a small parameter simplies the non-perturbative calculation of bound-state observ-
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ables considerably, and it has been suggested that a similar expansion be employed to guide light-front
QCD calculations even if it requires the introduction of masses that violate rotational invariance away
from the critical value of the coupling [3]. We do not detail this proposal, but a thorough understanding
of such expansions in QED is almost certainly necessary before one has any hope of using this approach
for QCD.
We proceed with a description of our Lamb shift calculation. In hydrogen there is a small amplitude
for a bound electron to emit and re-absorb a photon, which leads to a small shift in the binding energy.
This is the dominant source of the Lamb shift, and the only part of this shift we compute in this paper.
This requires electron self-energy renormalization, but removal of all the bare cuto, ~, dependence
requires a complete 4th order calculation, which is beyond the scope of this paper. We work with a nite
bare cuto: ~ = m
p
2, and show that our results are independent of the eective cuto, ~.
The energy scale for the electron binding energy is m2, while the scale for photons that couple to
the bound-states is m. This energy gap makes the theory amenable to the use of eective Hamiltonian
techniques. For simplicity, we use a Bloch transformation [4] in this paper to remove the high energy
scale (i.e., m) from the states, and an eective Hamiltonian is derived which acts in the low energy
space alone. This eective Hamiltonian is treated in BSPT, as outlined above. The dierence between
the 2S 1
2
and the 2P 1
2
energy levels, which are degenerate to lowest order, is calculated.
We divide the calculation into two parts, low and high energy intermediate photon contributions. The
low energy photons satisfy jkj < ~, while the high energy intermediate photons satisfy ~ < jkj < m. ~
is the eective cuto for the theory, which is chosen to lie in the range given in Eq. (2). This choice lies
between the two dominant energy scales in the problem and allows us to avoid near degeneracy problems.
When an actual number is required we use
~ = 
p
 m  6 10−4 m : (3)
Note that the spectrum of the exact eective Hamiltonian is independent of ~, but our approximations
introduce ~-dependence. The range for ~ is chosen so that the errors appear at a higher order in  than
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we compute.
One further introductory comment, the high photon energy (~ < jkj < m) part of the shift is further
divided into two regions, ~ < jkj < b and b < jkj < m, where b is an arbitrary parameter chosen in the
range m  b  m. This simplies the calculation with appropriate approximations being used in the
respective regions. The result must obviously be independent of this arbitrary division point b, and is,
unless \non-matching" approximations are used in the respective regions.
We now outline the paper. In xII we discuss the theoretical framework of this light-front Hamiltonian
approach, and in xIII we proceed to discuss the origin of the Coulomb interaction in this framework. xIV
contains the heart of the Lamb shift calculation. In the nal section, xV, we summarize and discuss our
results.
II. THEORETICAL FRAMEWORK
In this paper, the proton will be treated as a point particle. The Lagrangian for the electron, proton,
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Note that in this paper we take the limit mp −!1 because we are only interested in the dominant part

















































, and i are the standard SU(2) Pauli matrices. The
dynamical elds are Ai, e and p, the transverse photon and two-component electron and proton elds
respectively. For the relation between  and  and a comprehensive summary of our light-front conven-
tions see Appendix A.
The free Hamiltonian is






















plus the anti-fermions. The notation for our free spectrum is hjii = "ijii with
P
i jiihij = 1, where the
sum over i implies a sum over all Fock sectors, momenta, and spin. Next, we normal-order all interactions
and neglect zero modes. The canonical interactions from Eq. (7) that we use in this paper are
v1e =
Z
d2x?dx− V1e ; v1p =
Z
d2x?dx− V1p ; v2 =
Z
























































These are the photon emission and absorption by the electron, photon emission and absorption by the
proton, and instantaneous photon interactions respectively.












is the total momentum of the hydrogen state. Then, with

















P+ ) space alone. We do not discuss the derivation of H any further, but instead refer the
interested reader to Appendix B.
Given H, we then make the following division
H = Ho + (H −Ho)  Ho + V ; (15)
where Ho is an approximation that can be solved non-perturbatively (for this QED calculation) and
V is treated in BSPT. The test of Ho is whether BSPT converges or not and closely related: is the
-dependence of the spectrum weakened by higher orders of BSPT?
III. LOWEST ORDER SCHRO¨DINGER EQUATION
The primary assumption we make in this QED bound-state calculation is that the Coulomb interaction
dominates all other physics. In this work we will treat the Coulomb interaction between the electron and























as is well known, dynamical changes occur very slowly in this system. Note that in this QED calculation
we will treat photons as free since they carry no charge and interact very weakly at low energies. This
of course changes drastically for QCD since gluons do carry color charge and interact strongly at low
energies. After choosing Ho, the -scaling of our BSPT is xed, and the spectrum is then calculated to
some desired order in  and log.
In the Coulomb gauge, the Coulomb interaction appears directly in the canonical Hamiltonian, which
of course is not true in the light-cone gauge.1 In the light-cone gauge, the Coulomb interaction arises
1However, a conning potential does appear directly in the canonical Hamiltonian in the light-cone gauge, which is a
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from a combination of two types of interactions in our eective Hamiltonian, instantaneous photon
exchange and the two time orderings of dynamical photon exchange. Graphically this is shown in Fig. 1.
These interactions arise from rst and second-order eective interactions respectively. See Eq. (135) of
Appendix B for the form of the eective Hamiltonian, H.
The time-independent Schro¨dinger equation in light-front coordinates that the sum of the three time-

























 ~Vc ~N (xsesp) : (16)
M2
N
is the mass squared eigenvalue of the state ~N , where \N" labels all the quantum numbers of this
state. The tildes will be notationally convenient below. We have introduced the following Jacobi variables
pe = (xP
+; + xP?) ; (17)
p0e = (x
0P+; 0 + x0P?) ; (18)
where pe and p
0
e are the initial and nal electron three-momentum respectively, and




p = P = (P
+;P?) (19)








~N 0(xsesp) = NN 0 : (20)
~Vc is the sum of the interactions given by the three diagrams in Fig. 1, and will not be written in all its
gory detail.3 The leading order term of ~Vc in a non-relativistic expansion is dened as Vc and is written
convenient starting point for QCD3+1 [5].
2For a derivation of Eq. (16) from the Schro¨dinger equation in Fock space see Eqs. (81) to (83) in xIII.B.1 of Ref. [2].
3The interested reader should consult Eqs. (70) and (71) and the discussion below in xIII.A.2 of Ref. [2]; these equations
are for the equal mass case, but are readily generalized to the unequal mass case; also note that in this reference we used
a similarity transformation instead of a Bloch transformation; the Bloch transformation was chosen for the current paper
because of its simplicity.
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below.
The non-relativistic expansion is dened in the following way. A coordinate change which takes the




2 + 2z +m
2
ep








This step can be taken for relativistic kinematics, but there may be no advantage. Then, the non-
relativistic expansion is an expansion in jpj=m; i.e., we assume
m jpj ; (22)
where we have dened a new three-vector in terms of our transverse Jacobi variable, , and our new
longitudinal momentum variable, z, which replaces our longitudinal momentum fraction, x,
p  (; z) : (23)































which is invariant under rotations in the space of vectors p|but not invariant under pz boosts. Here we
begin to see longitudinal boost invariance being replaced by an expanded kinematic rotational invariance
in the theory. m is the reduced mass given in Eq. (5).
Now note that the leading order term of ~Vc in an expansion in jpj=m is contained in

























































Note that L and H are the constraints that arise from the Bloch transformation.
It is convenient to dene new cutos which subtract o the total free constituent masses of the state
~  − (me +mp) ; (29)
~  − (me +mp) : (30)
In the limit mp !1 we require ~ and ~ to be held xed. Note that this implies






−! ~ ; (31)
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To see the Coulomb interaction arising from the jepi sector alone, we make the following requirements
(which are motivated from the previous two equations)
jpj2
m
 ~ jpj and ~ jpj ; (35)
also demanded for jp0j of course. These constraints will be maintained consistently in this paper. Given
these restrictions we have
L  1 ; (36)
H  1 : (37)
~Vc becomes
~Vc  Vc ; (38)
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where




















To nish showing how the Coulomb interaction arises in a light-front Hamiltonian approach, we need
































































d3p N (psesp)N 0(psesp) : (41)





~N (psesp) : (42)
Putting it all together, the leading order expression for Eq. (16) in an expansion in jpj=m given the




















which we see is the non-relativistic Schro¨dinger equation of hydrogen. m is the reduced mass and −n is
the binding energy dened by
n =










where Ryd = m2=2 of course. Note that Eq. (43) xes the -scaling of jpj:
jpj  m : (46)
Thus we see that the restrictions of Eq. (35) become
m2  ~ m and ~ m ; (47)
which is consistent with Eq. (2) as advertised earlier.
IV. LAMB SHIFT CALCULATION
Given our lowest order spectrum, we proceed with BSPT. As advertised, this will be divided into
low and high intermediate photon energy calculations. Before proceeding with these respective calcula-
tions, we discuss whether Coulomb exchange can be treated perturbatively or non-perturbatively in the
respective regions.
For the low energy intermediate photon, the Coulomb interaction between the intermediate electron
and proton must be treated non-perturbatively, whereas this interaction can be treated perturbatively for
the high energy intermediate photon contribution. This is seen by noting that each additional Coulomb
exchange contributes a Coulomb matrix element and an energy denominator which is dominated by the







For the low energy photon contribution, in principle jkjmin = 0, and each additional Coulomb exchange
can contribute O(1), and therefore must be treated non-perturbatively. Of course, when the Coulomb
interaction is treated non-perturbatively, low-energy intermediate protons and electrons form bound states
from which long-wavelength photons decouple. This non-perturbative eect leads to jkjmin  16:64 Ryd;
see Eq. (121) below. For the high energy photon contribution, jkjmin = ~ and from Eq. (3) each additional






  8:5  10−2 ; (49)
and can therefore be treated perturbatively.
A. Low energy contribution
The low energy shift arises from two sources which are shown in Fig. 2. The rst term comes from the
low energy photon emission part of the eective Hamiltonian, hajv1ejbi, treated in second-order BSPT.
Recall Eqs. (9) and (10) for the form of v1e.
4 The second term is the result of renormalizing the one
loop electron self-energy: a counterterm is added to the second-order self-energy eective interaction in
hajHjbi, which results in a nite (except for infrared divergences) shift to the electron self-energy. This
is shown in Fig. 3. The counterterm is xed by requiring the electron self-energy to evolve coherently
with the cuto. The details of dening this counterterm, for the equal mass case, can be found in xIII.A.1
of Ref. [2]. A discussion of the physical ideas behind coupling coherence can be found in Ref. [6]. For
further comments on coupling coherence, see the paragraph containing Eq. (39) of Ref. [2].
Before proceeding with the calculation, we dene the binding energy of hydrogen, −BN , in terms of
the mass-squared, M2N ,
M2N = (me +mp +BN)
2 : (50)
Assuming BN is nite as mp !1 we have







−! BN : (51)
Recalling Eq. (44), which is the denition of the zeroth order binding, −n, in terms of the zeroth order








4Note that the term where the proton emits and subsequently absorbs a photon is down by two powers of the proton
mass with respect to the term where the electron emits and absorbs a photon. This result is subtle though, because it is
true only after the light-front infrared divergences have canceled between two diagrams analogous to the ones in Fig. 2.
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combined with Eq. (51), gives








Dening the binding corrections, −BN , by
BN = n + BN ; (54)





a useful formula to be used below. This formula is useful because M2N is calculated below, but BN is
the quantity that is measured.
The low energy calculation proceeds as follows. The rst term of Fig. 2 is a second-order BSPT shift








h N (P) jv1eaysγ (k)j N 0 (P − k)i2 L1
DEN1(V ol)2
; (56)





momentum of the hydrogen state  N , and v1e is the photon emission interaction given in Eq. (9). L1







































The two-body states are
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where N are solutions to Eq. (43), the non-relativistic Schro¨dinger equation of hydrogen, and ~N is
related to N by Eq. (42).
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N 0 (k1;P − k − k1) ~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where N and N 0 are shorthands for (n; l;ml) and (n
0; l0;m0l) respectively, the usual principal and angular
momentum quantum numbers of non-relativistic hydrogen. The \c" on the sum emphasizes the fact that


















33(k + k3 − pe)) (1633(k + k1 − p0e))
(63)









































where we have dened a new object,
pi(s) = pi + i s ij p
j : (65)
Notation: i = 1; 2 only, s = 1 only, s = −s, 12 = −21 = 1 and 11 = 22 = 0.
We now discuss L1 and then simplify M
2
L1 further. Recall Eqs. (24) and (29). We see that after the























(p− k)2 +m2e −me ; (67)
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where we have used the fact that the wave functions restrict jpj  m. Recall that we are always






From the form of Eq. (67), we see that this constrains the photon momentum to satisfy
jkj  ~ ; (69)
to leading order in .
Note that the constraints coming from L1, summarized by Eq. (69), require the photon momenta in
M2L1 of Eq. (62) to satisfy
k  pe; p
0
e : (70)









































In the mp −!1 limit, P+ −! mp, and DEN1 becomes
DEN1 = 2mp (n − n0 − jkj) (1 +O (1=mp)) ; (72)
where we have used k
?2
k+
+ k+ = 2jkj, valid for an on-mass-shell photon (all particles in a Hamiltonian
approach are on-mass-shell). −n is the binding energy of non-relativistic hydrogen dened in Eq. (44),
with numerical value Ryd=n2 for the bound-states.
In the region of integration, jkj  ~ = m
p
 jpj, so after the coordinate change of Eq. (21) (recall


































The rest of the integrand is even under k? ! −k?, so these terms in the last line, odd in k?, do not
contribute.
































n − n0 − jkj
; (74)
where we recalled Eq. (42), the relation between N and ~N . This is infrared (k
+ ! 0) divergent, but
we must add diagram L2 of Fig. 2 to get the total low-energy shift.
As previously mentioned, Diagram L2 of Fig. 2 arises from the sum of an eective second-order electron
self-energy interaction and a counterterm dened such that the electron self-energy runs coherently. The

































(p− k)2 +m2e − jkj
: (75)






























This is the famous subtraction that Bethe performed in 1947 [1]. In our approach it arose as a consequence
of coupling coherence.
BL2 is infrared divergent (k
+ −! 0) as is BL1. This divergence arises from the rst two terms of


























and these infrared divergent contributions from the rst two terms of N1 cancel, leaving an infrared nite
shift,






























































This last step followed after averaging over directions as dictated by rotational invariance.







(n0 − n) log
 ~+ n0 − nn0 − n







(n0 − n) log
 ~n0 − n
 jhN jp^jN 0ij2 ; (80)
where in this last step we recalled ~ m2. Note the ~-dependence in the result. This will cancel after
we correctly add the contributions coming from high energy intermediate photons, which now follows.
B. High energy contribution
The high energy shift arises from three sources which are shown in Fig. 4. These are rst-order BSPT








(1 + VH) ; (81)
where q is the exchanged momentum of the electron, and





















































































The factors  12 in front arise from the form of the Bloch transformation (see Eq. (135) of Appendix B).

















p02 +m2p ; (90)
M = jkj+
p
(p− k)2 +m2e +
q
p2 +m2p ; (91)
M 0 = jkj+
p
(p0 − k)2 +m2e +
q
p02 +m2p : (92)
The Bloch transformation constrains the free masses of the states. As discussed before, the \L"
restrictions in Fig. 4 can be removed given ~  m2. However, the \H" restrictions lead to important
constraints given by the H factors above, which we now discuss. They constrain the free masses to
satisfy (recall Eqs. (29)-(32)):
~  M −me −mp  ~ ; (93)
~  M 0 −me −mp  ~ ; (94)
where M and M 0 are dened in Eqs. (91) and (92) respectively.
As already mentioned, for convenience of calculation, we will divide this high energy contribution into




  m. Recall, m2  ~  m
p
  m. We now show how this division into these two regions
arises as a result of the constraints of Eqs. (93) and (94).








 jkj  b ; (96)
which is as we have already stated (recall that we always assume mp !1 and drop the 1=mp corrections
since we are just after the dominant shift).
The analysis of the second region is slightly more complicated because jkj  m, and near the upper
limit jkj  m. Since jkj  m in this region, Eqs. (93) and (94) both become
b  jkj+
p
k2 +m2 −m  ~ : (97)














which, since we choose b m, becomes








The electron self-energy renormalization is performed in this paper, but we do not deal with removing
the full ~-dependence. A full analysis of this dependence requires a complete 4th order calculation, which
is beyond the scope of this paper. We cut o the photon momentum at the electron mass, and proceed.
Note that from Eq. (99), this choice corresponds to ~2 = 2m2. The point of calculating these high photon
energy contributions is to show that our results are independent of the eective cuto, ~.
Taking a sample denominator we have
(M2o −M








 − 2mpjkj ; (100)
in the rst region; and
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(M2o −M













in the second region.
Using these previous formulae, including P+ −! mp as mp −! 1, Eqs. (83)-(85), after summing,
become




















in the rst region (the \prime" on VH signies the rst region); and


























in the second region (the \double prime" on VH signies the second region). In the second region since
the photon momentum is not necessarily smaller than the electron mass, we have kept two terms in
the jkj=m expansion of the integrand. In the O(jkj=m) term we have introduced two constants, cn and
cd, which denote numerator and energy denominator corrections respectively. Hereafter we set cn = 1
and cd = 1, as given by the theory. Note that in combining VH1, VH2 and VH3, many cancelations
occur; most noteworthy, each contribution is individually infrared divergent (k+ ! 0), but in the sum
the divergences cancel. These nal equations are easily integrated, and we have























In the second region note that the O(jkj=m) terms coming from numerator and energy denominator

















which is independent of b, as required for consistency. Recall that q = p0−p: the dierence between the
nal and initial electron momenta.
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N (p) : (107)




























where in this last step we averaged over directions and noted that the wave function at the origin is real.
For more details on this averaging over directions see Appendix C.
C. Total contribution
In this section we combine the results of the last two sections for the low and high photon energy




energy levels of hydrogen.
Adding Eqs. (80) and (109) gives for the total shift
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n) log
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n0 − 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The (2)3 factor arose because of our normalization choice (see Eq. (41)).
The rst term of Eq. (110) is the famous Bethe log and must be calculated numerically, summing over
















(n0 − n) log
n0 − nRyd
 jhN jp^jN 0ij2 : (112)




































This vanishes for l 6= 0, but the average excitation energy, (n; l), is dened (it is just a way to catalogue
the numerical sum on the right of Eq. (112), the quantity we need to know) with the sum on the left














(n0 − n) log
n0 − nRyd
 jhN jp^jN 0ij2 : (114)
Without further ado, this sum has been evaluated by R. W. Hu [8]. His results for the n = 2 levels are
(2; 0) = 16:63934203(1) Ryd ; (115)
(2; 1) = 0:9704293186(3) Ryd ; (116)















































































= (1047− 4) MHz (2h) = 1043 MHz (2h) ; (120)
where we use Ref. [9] and the average excitation energies of Eqs. (115) and (116). Note that the 2P 1
2
shift is only about one half of a percent of the 2S 1
2
shift.
V. SUMMARY AND DISCUSSION
In a light-front Hamiltonian approach, we have shown how to do a consistent Lamb shift calculation
for the n = 2, j = 1=2 levels of hydrogen over the photon energy scales
0$ m2 $ ~$ m$ b$ m ;
with the choices m2  ~ m and m b m. In a consistent set of diagrams we showed how ~-
and b-dependence cancel leaving the dominant part of the Lamb shift, 1043 MHz. For completeness, the
n = 2 spectrum of hydrogen is shown in Fig. 5.





shift is negligible within our errors):










 46 MHz (2h)  4% ; (121)










 667 MHz (2h)  64% ; (122)









 334 MHz (2h)  32% ; (123)
where we used ~ = m
p
 and b = m
p
, consistent choices used throughout this paper. As expected on
physical grounds (see the Introduction), photons with momentum
jkj  1=ao  m ; (124)
couple the strongest to the hydrogen system. As seen above, the eects of photons of this momentum
amounted to about 2=3 of the Lamb shift, the dominant part of this experimentally observed shift.
In this paper, the one loop electron self-energy renormalization was performed. The complete one loop
renormalization was not needed to obtain the dominant part of the Lamb shift. Our answer, 1043 MHz,
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turned out to be accurate. However, to obtain more precision, the full one loop renormalization must be
performed of course. Also, each of our ve diagrams (of Figures 2 and 4) were infrared (k+photon −! 0)
divergent. However, both the sum of the two low photon energy diagrams and the sum of the three high
photon energy diagrams were infrared nite.
The state of the art for the bound-state problem in a light-front Hamiltonian gauge theory in four
dimensions has been advanced in this paper. In applying these methods to QCD, the general computa-
tional strategy described in the Introduction does not change. However, gluons carry color charge and
interact strongly at low energies, thus the answers to the three questions posed in the initial paragraph
of the Introduction change drastically. For a constituent picture to emerge the massless gluons must be
conned, so that it costs energy to add a low momentum gluon to the system.5 It has been shown that
the second order eective interactions (including the very important rst order instantaneous-gluon po-
tential) are conning [5], which is promising. Given connement, we can lower the eective cuto below
the gluon production threshold perturbatively and obtain a constituent approximation. As in QED, we
can not lower the eective cuto below the non-perturbative bound-state energy scale. Thus Eq. (2) of
hydrogen in QCD becomes
QCD  ~ Egluon Mglueball=2 : (125)
Since QCD ranges from 200-400 MeV (depending on the renormalization scheme that is chosen) and
Mglueball ranges from 1500-1700 MeV, this constraint can be satised and it becomes plausible to attack
QCD by the same computational strategy that was outlined and carried out for the Lamb shift in QED
in this paper.
5The energy of this conned low momentum gluon can be interpreted as an eective gluon mass if it is convenient.
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APPENDIX A: LIGHT FRONT CONVENTIONS
In this Appendix we write our light-front conventions for the electron, proton, and photon system.








 i = γ0γi =
2664 0 i
i 0











   =  ;  =  + +  −
  e+ =
2664 e
0
3775 ;  p+ =
2664 p
0
3775 ; e for electron; p for proton:









































; e > 0
 A+ = 0
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The fermion helicity can only take on the values 1=2, however we dene: h3 = s=2; therefore, \s" can





0)] = 163q+3(q − q0)0 ; ( 




0)g = fds(p); d
y
s0(p




0)g = fDs(p); D
y
s0(p
0)g = 163p+3(p− p0)ss0 ;
hp1s1jp2s2i = 16
3p+1 
3(p1 − p2)s1s2 ; jp1s1i = b
y
s1(p1)j0i ; etc :
APPENDIX B: BLOCH TRANSFORMATION
In this Appendix we discuss a derivation of our eective Hamiltonian via a Bloch transformation [4].
We use the Bloch transformation to separate the low and high energy scales of the problem and derive
an eective Hamiltonian acting in the low energy space alone with an identical low energy spectrum to
the bare Hamiltonian. In this Appendix, we closely follow xIV of Ref. [7], where a discussion, including
the original references, and derivation of a general eective Bloch Hamiltonian can be found.
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We start with a bare time-independent Schro¨dinger equation:
HjΨi = EjΨi : (126)
































where (x) is a step function. Then an eective Hamiltonian acting in the low energy space alone with an
equivalent low energy spectrum to H is sought.  and  are the bare and eective cutos respectively




is the total momentum of the hydrogen state. h is the free Hamiltonian of
the hydrogen system of Eq. (8).
Proceeding, a new operator, R, is dened that connects the PL and PH spaces:
PH jΨi = RPLjΨi : (130)
More explicitly (
P








which shows that RPH jΨi = 0 and RyPLjΨi = 0, etc. For the construction of R, see below Eq. (4.4)
in Ref. [7].
This leads to the following time-independent Schro¨dinger equation for the eective Hamiltonian
Hji = Eji : (132)
E is the same eigenvalue as in Eq. (126). The state ji is a projection onto the low energy space with













1 +RyR PLjΨi ; (133)














Note that H acts in the low energy space alone. To summarize, H of Eq. (134) is guaranteed to have
the same low energy spectrum as the bare Hamiltonian, H; also, after diagonalizing H, the bare state,
jΨi, of Eq. (126), if desired, is obtained through Eqs.(133) and (130).7
Dening H = h+v, where h is the free eld theoretic Hamiltonian and v are the bare interactions,
8
to third order in v, the eective Hamiltonian is given by












































ia = "i − "a, with hjii = "ijii. We are using jai; jbi;    to denote low energy states (states in PL)
and jii; jji;    to denote high energy states (states in PH). See the already mentioned Ref. [7] for a
description of an arbitrary order (in perturbation theory) eective Hamiltonian and also for a convenient
diagrammatic representation of the same.
7This state, jΨi, will span the whole space, but will correspond to the respective low energy eigenvalue. The bare
states that correspond to the respective high energy eigenvalues can not be obtained from the eective Hamiltonian, H;
we must of course use the bare Hamiltonian, H, to accomplish this task.
8h is written in terms of renormalized parameters, and it is convenient to dene v = v+v, where v is the canonical eld
theoretic interactions written in terms of renormalized parameters and v are the counterterms that must be determined
through the process of renormalization. See Eqs. (6) and (7) for the canonical Hamiltonian of the hydrogen system.
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APPENDIX C: AVERAGING OVER DIRECTIONS











N (p) ; (136)










N (p) : (137)
Now note that












where in this last step we recalled Eq. (111) and the fact that the wave function at the origin is real.
For l = 0, the wave function satises
n;0;0(p) = n;0;0(jpj) : (139)






















For l 6= 0, rst note that I = 0. Thus, for l 6= 0,
I? = −Iz ; (142)









N (x) ; (143)
using ~r2 1jxj = −4











N (x) : (144)
Note that there is no jxj ! 0 ambiguity in this previous equation because for l 6= 0, the wave function









N (x) : (145)
This matrix element was performed in the rst appendix of Bethe and Salpeter’s textbook [10]. We use
two of their formulas, (3.26) and (A.29).9 Eq. (145) integrated gives
Iz = −2









c(l;ml) = −1 + 3

2l2 + 2l− 1− 2m2l
(2l + 3)(2l− 1)

: (148)
Thus, recalling Eq. (142), our result for l 6= 0 is
I? = 2
2 r−3 c(l;ml) : (149)
For l = 1, I? is not zero, so what is going on? The answer lies in the fact that we really want to
take matrix elements in the jj;mji basis not the jml;msi basis, and based on rotational invariance, our
results should be independent of mj . To proceed, note that the interactions we considered in this paper
conserved ms and our matrix elements were independent of ms. Next, note that the result, Eq. (149), is
even under ml −! −ml. Given this, the Clebsch-Gordan coecients for the 2P 1
2
states imply





hmljV jmli ; (150)





I? = 0 ; (151)











l(l + 1) ; (152)
an obvious result after the answer is known. This result (Eq.(151)) was used in the step that led from
Eq. (108) to Eq. (109) in the paper, and this Appendix is now complete.
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Figure captions
Figure 1: The eective interactions that add to give the Coulomb potential. \H" implies that the
photon energy is greater than ~. \L" implies that the electron kinetic energy is less than ~. We choose
m2  ~ m; these \H" and \L" constraints can thus be removed to leading order.
Figure 2: The low energy contribution of xIV.A. Diagram L1 represents the shift arising from treating
photon emission below the cuto ~ in second-order BSPT, where the intermediate electron-proton are
bound by the Coulomb potential. Diagram L2 is an eective self-energy interaction (plus counterterm),
34
arising from the removal of photon emission above the cuto ~, treated in rst-order BSPT. (2; l) is the
average excitation energy of the n = 2 state; see Eqs. (115) and (116) and the discussion above them for
details.
Figure 3: The sum of an eective self-energy interaction arising from the removal of photon emission
above the cuto ~ and a counterterm. The counterterm is xed by coupling coherence. The result is the
interaction in diagram L2 of Fig. 2.
Figure 4: The high energy contribution of xIV.B. These are third and fourth order eective interactions
treated in rst-order BSPT. These eective interactions arise from the removal of photon emission above
the cuto ~. ‘b’ is an arbitrary scale, required to satisfy m  b  m, that was introduced to simplify
the calculation. Note the b-independence of the result. The total contribution is a sum of Fig. 2 and
Fig. 4. Note the ~-independence of the combined result.
Figure 5: The n = 2 hydrogen spectrum: ne-structure, Lamb-shift and hyperne structure. F =
L + Se + Sp.
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