We evaluate the out-of-sample performance of the sample-based mean-variance model, and its extensions designed to reduce estimation error, relative to the naive 1/N portfolio. Of the 14 models we evaluate across seven empirical datasets, none is consistently better than the 1/N rule in terms of Sharpe ratio, certainty-equivalent return, or turnover, which indicates that, out of sample, the gain from optimal diversification is more than offset by estimation error. Based on parameters calibrated to the US equity market, our analytical results and simulations show that the estimation window needed for the sample-based mean-variance strategy and its extensions to outperform the 1/N benchmark is around 3000 months for a portfolio with 25 assets and about 6000 months for a portfolio with 50 assets. This suggests that there are still many "miles to go" before the gains promised by optimal portfolio choice can actually be realized out of sample. (JEL G11) In about the fourth century, Rabbi Issac bar Aha proposed the following rule for asset allocation: "One should always divide his wealth into three parts: a third in land, a third in merchandise, and a third ready to hand."
lull in the literature on asset allocation, there have been considerable advances starting with the pathbreaking work of Markowitz (1952) , 2 who derived the optimal rule for allocating wealth across risky assets in a static setting when investors care only about the mean and variance of a portfolio's return. Because the implementation of these portfolios with moments estimated via their sample analogues is notorious for producing extreme weights that fluctuate substantially over time and perform poorly out of sample, considerable effort has been devoted to the issue of handling estimation error with the goal of improving the performance of the Markowitz model. 3 A prominent role in this vast literature is played by the Bayesian approach to estimation error, with its multiple implementations ranging from the purely statistical approach relying on diffuse-priors (Barry, 1974; Bawa, Brown, and Klein, 1979) , to "shrinkage estimators" (Jobson, Korkie, and Ratti, 1979; Jobson and Korkie, 1980; Jorion, 1985 Jorion, , 1986 , to the more recent approaches that rely on an asset-pricing model for establishing a prior (Pástor, 2000; Pástor and Stambaugh, 2000) . 4 Equally rich is the set of non-Bayesian approaches to estimation error, which include "robust" portfolio allocation rules (Goldfarb and Iyengar, 2003; Garlappi, Uppal, and Wang, 2007) ; portfolio rules designed to optimally diversify across market and estimation risk (Kan and Zhou, 2007) ; portfolios that exploit the moment restrictions imposed by the factor structure of returns (MacKinlay and Pastor, 2000) ; methods that focus on reducing the error in estimating the covariance matrix (Best and Grauer, 1992; Chan, Karceski, and Lakonishok, 1999; Wolf, 2004a, 2004b) ; and, finally, portfolio rules that impose shortselling constraints (Frost and Savarino, 1988; Chopra, 1993; Jagannathan and Ma, 2003) . 5 Our objective in this paper is to understand the conditions under which mean-variance optimal portfolio models can be expected to perform well even in the presence of estimation risk. To do this, we evaluate the out-of-sample performance of the sample-based mean-variance portfolio rule-and its various extensions designed to reduce the effect of estimation error-relative to the performance of the naive portfolio diversification rule. We define the naive rule to be one in which a fraction 1/N of wealth is allocated to each of the N assets available for investment at each rebalancing date. There are two reasons for using the naive rule as a benchmark. First, it is easy to implement because it does not rely either on estimation of the moments of asset returns or on Value-weighted market portfolio vw 7.
MacKinlay and Pastor's (2000) missing-factor model mp Portfolio constraints 8. Sample-based mean-variance with shortsale constraints mv-c 9.
Bayes-Stein with shortsale constraints bs-c 10.
Minimum-variance with shortsale constraints min-c 11.
Minimum-variance with generalized constraints g-min-c Optimal combinations of portfolios 12. Kan and Zhou's (2007) "three-fund" model mv-min 13.
Mixture of minimum-variance and 1/N ew-min 14.
Garlappi, Uppal, and Wang's (2007) 
multi-prior model Not reported
This table lists the various asset-allocation models we consider. The last column of the table gives the abbreviation used to refer to the strategy in the tables where we compare the performance of the optimal portfolio strategies to that of the 1/N strategy. The results for two strategies are not reported. The reason for not reporting the results for the Bayesian diffuse-prior strategy is that for an estimation period that is of the length that we are considering (60 or 120 months), the Bayesian diffuse-prior portfolio is very similar to the sample-based mean-variance portfolio. The reason for not reporting the results for the multi-prior robust portfolio described in Garlappi, Uppal, and Wang (2007) is that they show that the optimal robust portfolio is a weighted average of the mean-variance and minimum-variance portfolios, the results for both of which are already being reported.
optimization. Second, despite the sophisticated theoretical models developed in the last 50 years and the advances in methods for estimating the parameters of these models, investors continue to use such simple allocation rules for allocating their wealth across assets. 6 We wish to emphasize, however, that the purpose of this study is not to advocate the use of the 1/N heuristic as an asset-allocation strategy, but merely to use it as a benchmark to assess the performance of various portfolio rules proposed in the literature.
We compare the out-of-sample performance of 14 different portfolio models relative to that of the 1/N policy across seven empirical datasets of monthly returns, using the following three performance criteria: (i) the out-of-sample Sharpe ratio; (ii) the certainty-equivalent (CEQ) return for the expected utility of a mean-variance investor; and (iii) the turnover (trading volume) for each portfolio strategy. The 14 models are listed in Table 1 and discussed in Section 1. The seven empirical datasets are listed in Table 2 and described in Appendix A. This table lists the various datasets analyzed; the number of risky assets N in each dataset, where the number after the "+" indicates the number of factor portfolios available; and the time period spanned. Each dataset contains monthly excess returns over the 90-day nominal US T-bill (from Ken French's Web site). In the last column is the abbreviation used to refer to the dataset in the tables evaluating the performance of the various portfolio strategies. Note that as in Wang (2005) , of the 25 size-and book-to-market-sorted portfolios, we exclude the five portfolios containing the largest firms, because the market, SMB, and HML are almost a linear combination of the 25 Fama-French portfolios. Note also that in Datasets #5, 6, and 7, the only difference is in the factor portfolios that are available: in Dataset #5, it is the US equity MKT; in Dataset #6, they are the MKT, SMB, and HML portfolios; and in Dataset #7, they are the MKT, SMB, HML, and UMD portfolios. Because the results for the "FF-3-factor" dataset are almost identical to those for "FF-1-factor," only the results for "FF-1-factor" are reported.
Our first contribution is to show that of the 14 models evaluated, none is consistently better than the naive 1/N benchmark in terms of Sharpe ratio, certainty-equivalent return, or turnover. Although this was shown in the literature with regard to some of the earlier models, 7 we demonstrate that this is true: (i) for a wide range of models that include several developed more recently; (ii) using three performance metrics; and (iii) across several datasets. In general, the unconstrained policies that try to incorporate estimation error perform much worse than any of the strategies that constrain shortsales, and also perform much worse than the 1/N strategy. Imposing constraints on the sample-based mean-variance and Bayesian portfolio strategies leads to only a modest improvement in Sharpe ratios and CEQ returns, although it shows a substantial reduction in turnover. Of all the optimizing models studied here, the minimum-variance portfolio with constraints studied in Jagannathan and Ma 7 Bloomfield, Leftwich, and Long (1977) show that sample-based mean-variance optimal portfolios do not outperform an equally-weighted portfolio, and Jorion (1991) finds that the equally-weighted and value-weighted indices have an out-of-sample performance similar to that of the minimum-variance portfolio and the tangency portfolio obtained with Bayesian shrinkage methods.
(2003) performs best in terms of Sharpe ratio. But even this model delivers a Sharpe ratio that is statistically superior to that of the 1/N strategy in only one of the seven empirical datasets, a CEQ return that is not statistically superior to that of the 1/N strategy in any of these datasets, and a turnover that is always higher than that of the 1/N policy. To understand better the reasons for the poor performance of the optimal portfolio strategies relative to the 1/N benchmark, our second contribution is to derive an analytical expression for the critical length of the estimation window that is needed for the sample-based mean-variance strategy to achieve a higher CEQ return than that of the 1/N strategy. This critical estimationwindow length is a function of the number of assets, the ex ante Sharpe ratio of the mean-variance portfolio, and the Sharpe ratio of the 1/N policy. Based on parameters calibrated to US stock-market data, we find that the critical length of the estimation window is 3000 months for a portfolio with only 25 assets, and more than 6000 months for a portfolio with 50 assets. The severity of estimation error is startling if we consider that, in practice, these portfolio models are typically estimated using only 60 or 120 months of data.
Because the above analytical results are available only for the sample-based mean-variance strategy, we use simulated data to examine its various extensions that have been developed explicitly to deal with estimation error. Our third contribution is to show that these models too need very long estimation windows before they can be expected to outperform the 1/N policy. From our simulation results, we conclude that portfolio strategies from the optimizing models are expected to outperform the 1/N benchmark if: (i) the estimation window is long; (ii) the ex ante (true) Sharpe ratio of the mean-variance efficient portfolio is substantially higher than that of the 1/N portfolio; and (iii) the number of assets is small. The first two conditions are intuitive. The reason for the last condition is that a smaller number of assets implies fewer parameters to be estimated and, therefore, less room for estimation error. Moreover, other things being equal, a smaller number of assets makes naive diversification less effective relative to optimal diversification.
The intuition for our findings is that to implement the mean-variance model, both the vector of expected excess returns over the risk-free rate and the variance-covariance matrix of returns have to be estimated. It is well known (Merton, 1980 ) that a very long time series of data is required in order to estimate expected returns precisely; similarly, the estimate of the variance-covariance matrix is poorly behaved (Green and Hollifield, 1992; Jagannathan and Ma, 2003) . The portfolio weights based on the sample estimates of these moments result in extreme positive and negative weights that are far from optimal.
8 As 8 Consider the following extreme two-asset example. Suppose that the true per annum mean and volatility of returns for both assets are the same, 8% and 20%, respectively, and that the correlation is 0.99. In this case, because the two assets are identical, the optimal mean-variance weights for the two assets would be 50%. If, on the other hand, the mean return on the first asset is not known and is estimated to be 9% instead of 8%, then the mean-variance model would recommend a weight of 635% in the first asset and −535% in the second. That is, a result, "allocation mistakes" caused by using the 1/N weights can turn out to be smaller than the error caused by using the weights from an optimizing model with inputs that have been estimated with error. Although the "errormaximizing" property of the mean-variance portfolio has been described in the literature (Michaud, 1989; Best and Grauer, 1991) , our contribution is to show that because the effect of estimation error on the weights is so large, even the models designed explicitly to reduce the effect of estimation error achieve only modest success. A second reason why the 1/N rule performs well in the datasets we consider is that we are using it to allocate wealth across portfolios of stocks rather than individual stocks. Because diversified portfolios have lower idiosyncratic volatility than individual assets, the loss from naive as opposed to optimal diversification is much smaller when allocating wealth across portfolios. Our simulations show that optimal diversification policies will dominate the 1/N rule only for very high levels of idiosyncratic volatility. Another advantage of the 1/N rule is that it is straightforward to apply to a large number of assets, in contrast to optimizing models, which typically require additional parameters to be estimated as the number of assets increases.
In all our experiments, the choice of N has been dictated by the dataset. A natural question that arises then is: What is N ? That is, for what number and kind of assets does the 1/N strategy outperform other optimizing portfolio models? The results show that the naive 1/N strategy is more likely to outperform the strategies from the optimizing models when: (i) N is large, because this improves the potential for diversification, even if it is naive, while at the same time increasing the number of parameters to be estimated by an optimizing model; (ii) the assets do not have a sufficiently long data history to allow for a precise estimation of the moments. In the empirical analysis, we consider datasets with N = {3, 9, 11, 21, 24} and assets from equity portfolios that are based on industry classification, equity portfolios constructed on the basis of firm characteristics, and also international equity indices. In the simulations, N = {10, 25, 50} and the asset returns are calibrated to match returns on portfolios of US stocks. The empirical and simulation-based results show that for an estimation window of M = 120 months, our main finding is not sensitive to the type of assets we considered or to the choice of the number of assets, N .
We draw two conclusions from the results. First, our study suggests that although there has been considerable progress in the design of optimal portfolios, more effort needs to be devoted to improving the estimation of the moments, and especially expected returns. For this, methods that complement traditional classical and Bayesian statistical techniques by exploiting empirical regularities that are present for a particular set of assets (Brandt, Santa-Clara, the optimization tries to exploit even the smallest difference in the two assets by taking extreme long and short positions without taking into account that these differences in returns may be the result of estimation error. As we describe in Section 3, the weights from mean-variance optimization when using actual data and more than just two assets are even more extreme than the weights in the given example.
and Valkanov, 2007) can represent a promising direction to pursue. Second, given the inherent simplicity and the relatively low cost of implementing the 1/N naive-diversification rule, such a strategy should serve as a natural benchmark to assess the performance of more sophisticated asset-allocation rules. This is an important hurdle both for academic research proposing new assetallocation models and for "active" portfolio-management strategies offered by the investment industry.
The rest of the paper is organized as follows. In Section 1, we describe the various models of optimal asset allocation and evaluate their performance. In Section 2, we explain our methodology for comparing the performance of these models to that of 1/N ; the results of this comparison for seven empirical datasets are given in Section 3. Section 4 contains the analytical results on the critical length of the estimation window needed for the sample-based mean-variance policy to outperform the 1/N benchmark; and in Section 5 we present a similar analysis for other models of portfolio choice using simulated data. The various experiments that we undertake to verify the robustness of the findings are described briefly in Section 6, with the details reported in a separate appendix titled "Implementation Details and Robustness Checks," which is available from the authors. Our conclusions are presented in Section 7. The empirical datasets we use are described in Appendix A and the proof for the main analytical result is given in Appendix B.
Description of the Asset-Allocation Models Considered
In this section, we discuss the various models from the portfolio-choice literature that we consider. Because these models are familiar to most readers, we provide only a brief description of each, and instead focus on explaining how the different models are related to each other. The list of models we analyze is summarized in Table 1 , and the details on how to implement these models are given in the separate appendix to this paper.
We use R t to denote the N -vector of excess returns (over the risk-free asset) on the N risky assets available for investment at date t. The N -dimensional vector μ t is used to denote the expected returns on the risky asset in excess of the risk-free rate, and t to denote the corresponding N × N variancecovariance matrix of returns, with their sample counterparts given byμ t andˆ t , respectively. Let M denote the length over which these moments are estimated, and T the total length of the data series. We use 1 N to define an N -dimensional vector of ones, and I N to indicate the N × N identity matrix. Finally, x t is the vector of portfolio weights invested in the N risky assets, with 1 − 1 N x t invested in the risk-free asset. The vector of relative weights in the portfolio with only-risky assets is
where the normalization by the absolute value of the sum of the portfolio weights, |1 N x t |, guarantees that the direction of the portfolio position is preserved in the few cases where the sum of the weights on the risky assets is negative. To facilitate the comparison across different strategies, we consider an investor whose preferences are fully described by the mean and variance of a chosen portfolio, x t . At each time t, the decision-maker selects x t to maximize expected utility 9 :
in which γ can be interpreted as the investor's risk aversion. The solution of the above optimization is x t = (1/γ) −1 t μ. The vector of relative portfolio weights invested in the N risky assets at time t is
Almost all the models that we consider deliver portfolio weights that can be expressed as in Equation (3), with the main difference being in how one estimates μ t and t .
Naive portfolio
The naive ("ew" or "1/N ") strategy that we consider involves holding a portfolio weight w ew t = 1/N in each of the N risky assets. This strategy does not involve any optimization or estimation and completely ignores the data. For comparison with the weights in Equation (3), one can also think of the 1/N portfolio as a strategy that does estimate the moments μ t and t , but imposes the restriction that μ t ∝ t 1 N for all t, which implies that expected returns are proportional to total risk rather than systematic risk.
Sample-based mean-variance portfolio
In the mean-variance ("mv") model of Markowitz (1952) , the investor optimizes the tradeoff between the mean and variance of portfolio returns. To implement this model, we follow the classic "plug-in" approach; that is, we solve the problem in Equation (2) with the mean and covariance matrix of asset returns replaced by their sample counterpartsμ andˆ , respectively. We shall refer to this strategy as the "sample-based mean-variance portfolio." Note that this portfolio strategy completely ignores the possibility of estimation error.
Bayesian approach to estimation error
Under the Bayesian approach, the estimates of μ and are computed using the predictive distribution of asset returns. This distribution is obtained by integrating the conditional likelihood, f (R|μ, ), over μ and with respect to a certain subjective prior, p(μ, ). In the literature, the Bayesian approach to estimation error has been implemented in different ways. In the following sections, we describe three common implementations we consider.
1.3.1 Bayesian diffuse-prior portfolio. Barry (1974) , Klein and Bawa (1976) , and Brown (1979) show that if the prior is chosen to be diffuse, that is, p(μ, ) ∝ | | −(N +1)/2 , and the conditional likelihood is normal, then the predictive distribution is a student-t with meanμ and varianceˆ (1 + 1/M). Hence, while still using the historical mean to estimate expected returns, this approach inflates the covariance matrix by a factor of (1 + 1/M). For a sufficiently long estimation window M (as in our study, where M = 120 months), the effect of this correction is negligible, and the performance of the Bayesian diffuse-prior portfolio is virtually indistinguishable from that of the samplebased mean-variance portfolio. For this reason, we do not report the results for this Bayesian strategy.
Bayes-Stein shrinkage portfolio.
The Bayes-Stein ("bs") portfolio is an application of the idea of shrinkage estimation pioneered by Stein (1955) and James and Stein (1961) , and is designed to handle the error in estimating expected returns by using estimators of the form
in which 0 <φ t < 1,
is the average excess return on the sample global minimumvariance portfolio,ŵ min t . These estimators "shrink" the sample mean toward a common "grand mean," μ. In our analysis, we use the estimator proposed by Jorion (1985 Jorion ( , 1986 , who takes the grand mean, μ, to be the mean of the minimum-variance portfolio, μ min . In addition to shrinking the estimate of the mean, Jorion also accounts for estimation error in the covariance matrix via traditional Bayesian-estimation methods. (2000) and Pástor and Stambaugh (2000) , the shrinkage target depends on the investor's prior belief in a particular asset-pricing model, and the degree of shrinkage is determined by the variability of the prior belief relative to the information contained in the data. These portfolios are a further refinement of shrinkage portfolios because they address the arbitrariness of the choice of a shrinkage target,μ, and of the shrinkage factor, φ, by using the investor's belief about the validity of an asset-pricing model. We implement the Data-and-Model approach using three different asset-pricing models: the Capital Asset Pricing Model (CAPM), the Fama and French (1993) three-factor model, and the Carhart (1997) four-factor model. In our empirical analysis, we consider a Bayesian investor whose belief in the asset-pricing model is captured by a prior about the extent of mispricing. Let the variable α reflect this mispricing. We assume the prior to be normally distributed around α = 0, and with the benchmark value of its tightness being σ α = 1% per annum. Intuitively, this implies that the investor believes that with 95% probability the mispricing is approximately between −2% and +2% on an annual basis.
Portfolios with moment restrictions
In this section, we describe portfolio strategies that impose restrictions on the estimation of the moments of asset returns.
Minimum-variance portfolio.
Under the minimum-variance ("min") strategy, we choose the portfolio of risky assets that minimizes the variance of returns; that is,
To implement this policy, we use only the estimate of the covariance matrix of asset returns (the sample covariance matrix) and completely ignore the estimates of the expected returns. 11 Also, although this strategy does not fall into the general structure of mean-variance expected utility, its weights can be thought of as a limiting case of Equation (3), if a mean-variance investor either ignores expected returns or, equivalently, restricts expected returns so that they are identical across all assets; that is, μ t ∝ 1 N .
Value-weighted portfolio implied by the market model.
The optimal strategy in a CAPM world is the value-weighted ("vw") market portfolio. So, for each of the datasets we identify a benchmark "market" portfolio and report the Sharpe ratio and CEQ for holding this portfolio. The turnover of this strategy is zero.
Portfolio implied by asset-pricing models with unobservable factors.
MacKinlay and Pastor (2000) show that if returns have an exact factor structure but some factors are not observed, then the resulting mispricing is contained in the covariance matrix of the residuals. They use this insight to construct an estimator of expected returns that is more stable and reliable than estimators obtained using traditional methods. MacKinlay and Pastor show that, in this case, the covariance matrix of returns takes the following form 12 :
in which ν and σ 2 are positive scalars. They use the maximum-likelihood estimates of ν, σ 2 , and μ to derive the corresponding estimates of the mean and covariance matrix of asset returns. The optimal portfolio weights are obtained by substituting these estimates into Equation (2). We denote this portfolio strategy by "mp."
Shortsale-constrained portfolios
We also consider a number of strategies that constrain shortselling. The samplebased mean-variance-constrained (mv-c), Bayes-Stein-constrained (bs-c), and minimum-variance-constrained (min-c) policies are obtained by imposing an additional nonnegativity constraint on the portfolio weights in the corresponding optimization problems.
To interpret the effect of shortsale constraints, observe that imposing the constraint x i ≥ 0, i = 1, . . . , N in the basic mean-variance optimization, Equation (2) yields the following Lagrangian,
in which λ t is the N × 1 vector of Lagrange multipliers for the constraints on shortselling. Rearranging Equation (8), we can see that the constrained mean-variance portfolio weights are equivalent to the unconstrained weights but with the adjusted mean vector:μ t = μ t + λ t . To see why this is a form of shrinkage on the expected returns, note that the shortselling constraint on asset i is likely to be binding when its expected return is low. When the constraint for asset i binds, λ t,i > 0 and the expected return is increased from μ t,i tõ μ t,i = μ t,i + λ t,i . Hence, imposing a shortsale constraint on the sample-based mean-variance problem is equivalent to "shrinking" the expected return toward the average. Similarly, Jagannathan and Ma (2003) show that imposing a shortsale constraint on the minimum-variance portfolio is equivalent to shrinking the elements of the variance-covariance matrix. Jagannathan and Ma (2003, p. 1654) find that, with a constraint on shortsales, "the sample covariance matrix performs almost as well as those constructed using factor models, shrinkage estimators or daily returns." Because of this finding, we do not evaluate the performance of other models-such as Best and Grauer (1992) ; Chan, Karceski, and Lakonishok (1999) ; and Wolf (2004a, 2004b) -that have been developed to deal with the problems associated with estimating the covariance matrix.
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Motivated by the desire to examine whether the out-of-sample portfolio performance can be improved by ignoring expected returns (which are difficult to estimate) but still taking into account the correlations between returns, we also consider a new strategy that has not been considered in the existing literature. This strategy, denoted by "g-min-c," is a combination of the 1/N policy and the constrained-minimum-variance strategy, and it can be interpreted as a simple generalization of the shortsale-constrained minimum-variance portfolio. It is obtained by imposing an additional constraint on the minimum-variance problem (6): w ≥ a1 N , with a ∈ [0, 1/N ]. Observe that the shortsale-constrained minimum-variance portfolio corresponds to the case in which a = 0, while setting a = 1/N yields the 1/N portfolio. In the empirical section, we study the case in which a = 1 2 1 N , arbitrarily chosen as the middle ground between the constrained-minimum-variance portfolio and the 1/N portfolio.
Optimal combination of portfolios
We also consider portfolios that are themselves combinations of other portfolios, such as the mean-variance portfolio, the minimum-variance portfolio, and the equally weighted portfolio. The mixture portfolios are constructed by applying the idea of shrinkage directly to the portfolio weights. That is, instead of first estimating the moments and then constructing portfolios with these moments, one can directly construct (nonnormalized) portfolios of the form
in which x c and x d are two reference portfolios chosen by the investor. Working directly with portfolio weights is intuitively appealing because it makes it easier to select a specific target toward which one is shrinking a given portfolio. The two mixture portfolios that we consider are described as follows. (2007) three-fund portfolio. In order to improve on the models that use Bayes-Stein shrinkage estimators, Kan and Zhou (2007) propose a "three-fund" ("mv-min") portfolio rule, in which the role of the third fund is to minimize "estimation risk." The intuition underlying their model is that because estimation risk cannot be diversified away by holding only a combination of the tangency portfolio and the risk-free asset, an investor will also benefit from holding some other risky-asset portfolio; that is, a third fund. Kan and Zhou search for this optimal three-fund portfolio rule in the class of portfolios that can be expressed as a combination of the sample-based meanvariance portfolio and the minimum-variance portfolio. The nonnormalized weights of this mixture portfolio arê
The Kan and Zhou
in which c and d are chosen optimally to maximize the expected utility of a mean-variance investor. The weights in the risky assets used in our implementation are given by normalizing the expression in Equation (10); that is, w
|.
Mixture of equally weighted and minimum-variance portfolios.
Finally, we consider a new portfolio strategy denoted "ew-min" that has not been studied in the existing literature. This strategy is a combination of the naive 1/N portfolio and the minimum-variance portfolio, rather than the meanvariance portfolio and the minimum-variance portfolio considered in Kan and Zhou (2007) and Garlappi, Uppal, and Wang (2007) . 14 Again, our motivation for considering this portfolio is that because expected returns are more difficult to estimate than covariances, one may want to ignore the estimates of mean returns but not the estimates of covariances. And so, one may wish to combine the 1/N portfolio with the minimum-variance portfolio. Specifically, the portfolio we consider iŝ
in which c and d are chosen to maximize the expected utility of a mean-variance investor.
Methodology for Evaluating Performance
Our goal is to study the performance of each of the aforementioned models across a variety of datasets that have been considered in the literature on asset allocation. The datasets considered are summarized in Table 2 and described in Appendix A. Our analysis relies on a "rolling-sample" approach. Specifically, given a Tmonth-long dataset of asset returns, we choose an estimation window of length M = 60 or M = 120 months. 15 In each month t, starting from t = M + 1, we use the data in the previous M months to estimate the parameters needed to implement a particular strategy. These estimated parameters are then used to determine the relative portfolio weights in the portfolio of only-risky assets. We then use these weights to compute the return in month t + 1. This process is continued by adding the return for the next period in the dataset and dropping the earliest return, until the end of the dataset is reached. The outcome of this rolling-window approach is a series of T − M monthly out-of-sample returns generated by each of the portfolio strategies listed in Table 1 , for each of the empirical datasets in Table 2 .
Given the time series of monthly out-of-sample returns generated by each strategy and in each dataset, we compute three quantities. One, we measure the out-of-sample Sharpe ratio of strategy k, defined as the sample mean of out-of-sample excess returns (over the risk-free asset),μ k , divided by their sample standard deviation,σ k :
To test whether the Sharpe ratios of two strategies are statistically distinguishable, we also compute the p-value of the difference, using the approach suggested by Jobson and Korkie (1981) after making the correction pointed out in Memmel (2003) . 16 In order to assess the effect of estimation error on performance, we also compute the in-sample Sharpe ratio for each strategy. This is computed by using the entire time series of excess returns; that is, with the estimation window M = T . Formally, the in-sample Sharpe ratio of strategy k is
in whichμ IS k andˆ IS k are the in-sample mean and variance estimates, andŵ k is the portfolio obtained with these estimates.
Two, we calculate the certainty-equivalent (CEQ) return, defined as the riskfree rate that an investor is willing to accept rather than adopting a particular risky portfolio strategy. Formally, we compute the CEQ return of strategy k as
16 Specifically, given two portfolios i and n, withμ i ,μ n ,σ i ,σ n ,σ i,n as their estimated means, variances, and covariances over a sample of size T − M, the test of the hypothesis H 0 :μ i /σ i −μ n /σ n = 0 is obtained via the test statisticẑ JK , which is asymptotically distributed as a standard normal:
Note that this statistic holds asymptotically under the assumption that returns are distributed independently and identically (IID) over time with a normal distribution. This assumption is typically violated in the data. We address this in Section 5, where we simulate a dataset with T = 24,000 monthly returns that are IID normal.
in whichμ k andσ 2 k are the mean and variance of out-of-sample excess returns for strategy k, and γ is the risk aversion. 17 The results we report are for the case of γ = 1; results for other values of γ are discussed in the separate appendix with robustness checks. To test whether the CEQ returns from two strategies are statistically different, we also compute the p-value of the difference, relying on the asymptotic properties of functional forms of the estimators for means and variance. 18 Three, to get a sense of the amount of trading required to implement each portfolio strategy, we compute the portfolio turnover, defined as the average sum of the absolute value of the trades across the N available assets:
in whichŵ k, j,t is the portfolio weight in asset j at time t under strategy k;ŵ k j ,t + is the portfolio weight before rebalancing at t + 1; andŵ k, j,t+1 is the desired portfolio weight at time t + 1, after rebalancing. For example, in the case of the 1/N strategy, w k, j,t = w k, j,t+1 = 1/N , but w k, j,t + may be different due to changes in asset prices between t and t + 1. The turnover quantity defined above can be interpreted as the average percentage of wealth traded in each period. For the 1/N benchmark strategy we report its absolute turnover, and for all the other strategies their turnover relative to that of the benchmark strategy. In addition to reporting the raw turnover for each strategy, we also report an economic measure of this by reporting how proportional transactions costs generated by this turnover affect the returns from a particular strategy. 19 We set the proportional transactions cost equal to 50 basis points per transaction as assumed in Balduzzi and Lynch (1999) , based on the studies of the cost per transaction for individual stocks on the NYSE by Stoll and Whaley (1983) , Bhardwaj and Brooks (1992) , and Lesmond, Ogden, and Trzcinka (1999) .
Let R k, p be the return from strategy k on the portfolio of N assets before rebalancing; that is, R k, p = N j=1 R j,t+1ŵk, j,t . When the portfolio is 17 To be precise, the definition in Equation (14) refers to the level of expected utility of a mean-variance investor, and it can be shown that this is approximately the CEQ of an investor with quadratic utility. Notwithstanding this caveat, and following common practice, we interpret it as the certainty equivalent for strategy k.
If v denotes the vector of moments
n ) the difference in the certainty equivalent of two strategies i and n, then the asymptotic distribution of f (v) (Greene, 2002) is
rebalanced at time t + 1, it gives rise to a trade in each asset of magnitude |ŵ k, j,t+1 −ŵ k, j,t + |. Denoting by c the proportional transaction cost, the cost of such a trade over all assets is c × N j=1 |ŵ k, j,t+1 −ŵ k, j,t + |. Therefore, we can write the evolution of wealth for strategy k as follows:
with the return net of transactions costs given by
− 1. For each strategy, we compute the return-loss with respect to the 1/N strategy. The return-loss is defined as the additional return needed for strategy k to perform as well as the 1/N strategy in terms of the Sharpe ratio. To compute the return-loss per month, suppose μ ew and σ ew are the monthly out-of-sample mean and volatility of the net returns from the 1/N strategy, and μ k and σ k are the corresponding quantities for strategy k. Then, the return-loss from strategy k is
Results from the Seven Empirical Datasets Considered
In this section, we compare empirically the performances of the optimal assetallocation strategies listed in Table 1 to the benchmark 1/N strategy. For each strategy, we compute across all the datasets listed in Table 2 , the in-sample and out-of-sample Sharpe ratios (Table 3) , the CEQ return (Table 4) , and the turnover (Table 5 ). In each of these tables, the various strategies being examined are listed in rows, while the columns refer to the different datasets.
Sharpe ratios
The first row of Table 3 gives the Sharpe ratio of the naive 1/N benchmark strategy for the various datasets being considered. 20 The second row of the table, "mv (in-sample)," gives the Sharpe ratio of the Markowitz mean-variance strategy in-sample, that is, when there is no estimation error; by construction, this is the highest Sharpe ratio of all the strategies considered. Note that the magnitude of the difference between the in-sample Sharpe ratio for the meanvariance strategy and the 1/N strategy gives a measure of the loss from naive rather than optimal diversification when there is no estimation error. For the datasets we are considering, this difference is substantial. For example, for the first dataset considered in Table 3 ("S&P Sectors"), the in-sample meanvariance portfolio has a monthly Sharpe ratio of 0.3848, while the Sharpe ratio of the 1/N strategy is less than half, only 0.1876. Similarly, in the last column For each of the empirical datasets listed in Table 2 , this table reports the monthly Sharpe ratio for the 1/N strategy, the in-sample Sharpe ratio of the mean-variance strategy, and the out-of-sample Sharpe ratios for the strategies from the models of optimal asset allocation listed in Table 1 . In parentheses is the p-value of the difference between the Sharpe ratio of each strategy from that of the 1/N benchmark, which is computed using the Jobson and Korkie (1981) methodology described in Section 2. The results for the "FF-3-factor" dataset are not reported because they are very similar to those for the "FF-1-factor" dataset.
of this table (for the "FF-4-factor" dataset), the in-sample Sharpe ratio for the mean-variance strategy is 0.5364, while that for the 1/N strategy is only 0.1753. To assess the magnitude of the potential gains that can actually be realized by an investor, it is necessary to analyze the out-of-sample performance of the strategies from the optimizing models. The difference between the meanvariance strategy's in-sample and out-of-sample Sharpe ratios allows us to gauge the severity of the estimation error. This comparison delivers striking results. From the out-of-sample Sharpe ratio reported in the row titled "mv" in Table 3 , we see that for all the datasets, the sample-based mean-variance strategy has a substantially lower Sharpe ratio out of sample than in-sample. Moreover, the out-of-sample Sharpe ratio for the sample-based mean-variance strategy is less than that for the 1/N strategy for all but one of the datasets, with the exception being the "FF-4-factor" dataset (though the difference is statistically insignificant). That is, the effect of estimation error is so large that it erodes completely the gains from optimal diversification. For instance, for the dataset "S&P Sectors," the sample-based mean-variance portfolio has a Sharpe ratio of only 0.0794 compared to its in-sample value of 0.3848, and 0.1876 for the 1/N strategy. Similarly, for the "International" dataset, the in-sample Sharpe ratio for the mean-variance strategy is 0.2090, which drops to −0.0332 out of sample, while the Sharpe ratio of the 1/N strategy is 0.1277.
The comparisons of Sharpe ratios confirm the well-known perils of using classical sample-based estimates of the moments of asset returns to implement Markowitz's mean-variance portfolios. Thus, our first observation is that out of sample, the 1/N strategy typically outperforms the sample-based meanvariance strategy if one were to make no adjustment at all for the presence of estimation error.
But what about the out-of-sample performance of optimal-allocation strategies that explicitly account for estimation error? Our second observation is that, in general, Bayesian strategies do not seem to be very effective at dealing with estimation error. In Table 3 , the Bayes-Stein strategy, "bs," has a lower out-of-sample Sharpe ratio than the 1/N strategy for all the datasets except "MKT/SMB/HML" and "FF-4-factor," and even in these cases the difference is not statistically significant at conventional levels (the p-values are 0.25 and 0.48, respectively). In fact, the Sharpe ratios for the Bayes-Stein portfolios are only slightly better than that for the sample-based mean-variance portfolio. The reason why in our datasets the Bayes-Stein strategy yields only a small improvement over the out-of-sample mean-variance strategy can be traced back to the fact that while the Bayes-Stein approach does shrink the portfolio weights, the resulting weights are still much closer to the out-of-sample mean-variance weights than to the in-sample optimal weights. 21 The Dataand-Model strategy, "dm," in which the investor's prior on the mispricing α of the model (CAPM; Fama and French, 1993; or Carhart, 1997 ) has a tightness of 1% per annum (σ α = 1.0%), improves over the Bayes-Stein approach for three datasets-"S&P Sectors," "International," and "FF-4-factor." However, the "dm" strategy outperforms the 1/N strategy only for the "FF-4-factor" dataset, in which the "dm" strategy with σ α = 1% achieves a Sharpe ratio of 0.2355, which is larger than the Sharpe ratio of 0.1753 for the 1/N strategy, but the difference is statistically insignificant (the p-value is 0.17). As we document in the appendix "Implementation Details and Robustness Checks" that is available from the authors, the improved performance of the "dm" strategy for the "FF-4-factor" dataset is because the Carhart (1997) model provides a good description of the cross-sectional returns for the size-and book-to-market portfolios.
Our third observation is about the portfolios that are based on restrictions on the moments of returns. From the row in Table 3 for the minimum-variance strategy titled "min," we see that ignoring the estimates of expected returns altogether but exploiting the information about correlations does lead to better performance, relative to the out-of-sample mean-variance strategy "mv" in all datasets but "FF-4-factor." Ignoring mean returns is very successful in reducing the extreme portfolio weights: the out-of-sample portfolio weights under the minimum-variance strategy are much more reasonable than under the samplebased mean-variance strategy. For example, in the "International" dataset, the minimum-variance portfolio weight on the World index ranges from −140% to +124% rather than ranging from −148195% to +116828% as it did for the mean-variance strategy. Although the 1/N strategy has a higher Sharpe ratio than the minimum-variance strategy for the datasets "S&P Sectors," and "FF-4-factor," for the "Industry," "International," and "MKT/SMB/HML" datasets, the minimum-variance strategy has a higher Sharpe ratio, but the difference is not statistically significant (the p-values are greater than 0.20); only for the "FF-1-factor" dataset is the difference in Sharpe ratios statistically significant. Similarly, the value-weighted market portfolio has a lower Sharpe ratio than the 1/N benchmark in all the datasets, which is partly because of the smallfirm effect. The out-of-sample Sharpe ratio for the "mp" approach proposed by MacKinlay and Pastor (2000) is also less than that of the 1/N strategy for all the datasets we consider.
Our fourth observation is that contrary to the view commonly held among practitioners, constraints alone do not improve performance sufficiently; that is, the Sharpe ratio of the sample-based mean-variance-constrained strategy, "mv-c," is less than that of the benchmark 1/N strategy for the "S&P Sectors," "Industry," "International," and "MKT/SMB/HML" datasets (with p-values of 0.09, 0.03, 0.17, and 0.02, respectively), while the opposite is true for the "FF-1-factor" and "FF-4-factor" datasets, with the difference being statistically significant only for the "FF-1-factor" dataset. Similarly, the Bayes-Stein strategy with shortsale constraints, "bs-c," has a lower Sharpe ratio than the 1/N strategy for the first four datasets, and outperforms the naive strategy only for the "FF-1-factor" and "FF-4-factor" datasets, but again with the p-value significant only for the "FF-1-factor" dataset.
Our fifth observation is that strategies that combine portfolio constraints with some form of shrinkage of expected returns are usually much more effective in reducing the effect of estimation error. This can be seen, for example, by examining the constrained-minimum-variance strategy, "min-c," which shrinks completely (by ignoring them) the estimate of expected returns, while at the same time shrinking the extreme values of the covariance matrix by imposing shortsale constraints. The results indicate that while the 1/N strategy has a higher Sharpe ratio than the "min-c" strategy for the "S&P Sectors" and "FF-1-factor" datasets, the reverse is true for the "Industry," "International," "MKT/SMB/HML," and "FF-4-factor" datasets, although the differences are statistically significant only for the "FF-4-factor" dataset. This finding suggests that it may be best to ignore the data on expected returns, but still exploit the correlation structure between assets to reduce risk, with the constraints helping For each of the empirical datasets listed in Table 2 , this table reports the monthly CEQ return for the 1/N strategy, the in-sample CEQ return of the mean-variance strategy, and the out-of-sample CEQ returns for the strategies from the models of optimal asset allocation listed in Table 1 . In parentheses is the p-value of the difference between the Sharpe ratio of each strategy from that of the 1/N benchmark, which is computed using the Jobson and Korkie (1981) methodology described in Section 2. The results for the "FF-3-factor" dataset are not reported because these are very similar to those for the "FF-1-factor" dataset.
to reduce the effect of the error in estimating the covariance matrix. The benefit from combining constraints and shrinkage is also evident for the generalized minimum-variance policy, "g-min-c," which has a higher Sharpe ratio than 1/N in all but two datasets, "S&P Sectors" and "FF-1-factor," although the superior performance is statistically significant for only the "FF-4-factor" dataset.
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Finally, the two mixture portfolios, "mv-min" and "ew-min," described in Sections 1.6.1 and 1.6.2, do not outperform 1/N in a statistically significant way.
Certainty equivalent returns
The comparison of CEQ returns in Table 4 confirms the conclusions from the analysis of Sharpe ratios: the in-sample mean-variance strategy has the highest CEQ return, but out of sample none of the strategies from the optimizing models can consistently earn a CEQ return that is statistically superior to that of the 1/N 22 The benefit from combining constraints and shrinkage is also present, albeit to a lesser degree, for the constrained Bayes-Stein strategy ("bs-c"), which improves upon the performance of its unconstrained counterpart in all cases except for the "MKT/SMB/HML" dataset, in which the effect of constraints is to generate corner solutions with all wealth invested in a single asset at a particular time. For each of the empirical datasets listed in Table 2 , the first line of this table reports the monthly turnover for the 1/N strategy, panel A reports the turnover for the strategies from each optimizing model relative to the turnover of the 1/N model, and panel B reports the return-loss, which is the extra return a strategy needs to provide in order that its Sharpe ratio equal that of the 1/N strategy in the presence of proportional transactions costs of 50 basis points. The results for the "FF-3-factor" dataset are not reported because these are very similar to those for the "FF-1-factor" dataset.
strategy. In fact, in only two cases are the CEQ returns from optimizing models statistically superior to the CEQ return from the 1/N model. This happens in the "FF-1-factor" dataset, in which the constrained-mean-variance portfolio "mv-c" has a CEQ return of 0.0090 and the "bs-c" strategy has a CEQ return of 0.0088, while the 1/N strategy has a CEQ of 0.0073, with the p-values of the differences being 0.03 and 0.05, respectively. Table 5 contains the results for portfolio turnover, our third metric of performance. The first line reports the actual turnover of the 1/N strategy. Panel A reports the turnover of all the strategies relative to that of the 1/N strategy, and in panel B we report the return-loss, as defined in Equation (17).
Portfolio turnover
From panel A of Table 5 , we see that in all cases the turnover for the portfolios from the optimizing models is much higher than for the benchmark 1/N strategy. Comparing the turnover across the various datasets, it is evident that the turnover of the strategies from the optimizing models is smaller, relative to the 1/N policy in the "MKT/SMB/HML" dataset than in the other datasets. This is not surprising given the fact that two of the three assets in this dataset, HML and SMB, are already actively managed portfolios and, as explained above, because the number of assets in this dataset is small (N = 3), the estimation problem is less severe. This is also confirmed by panel B of the table, where for the "MKT/SMB/HML" dataset several strategies have a return-loss that is slightly negative, implying that even in the presence of proportional transactions costs, these strategies attain a higher Sharpe ratio than that of the 1/N strategy.
Comparing the portfolio turnover for the different optimizing models, we see that the turnover for the sample-based mean-variance portfolio, "mv," is substantially greater than that for the 1/N strategy. The Bayes-Stein portfolio, "bs," has less turnover than the sample-based mean-variance portfolio, and the Dataand-Model Bayesian approach, "dm," is also usually successful in reducing turnover, relative to the mean-variance portfolio. The minimum-variance portfolio, "min," is even more successful in reducing turnover, and the MacKinlay and Pastor (2000) strategy is yet more successful. Also, as one would expect, the strategies with shortsale constraints have much lower turnover than their unconstrained counterparts. From panel B of Table 5 , we see that for some of the datasets the "min-c" and "g-min-c" strategies have a slightly negative returnloss, implying that in these cases these strategies achieve a higher Sharpe ratio than that of the 1/N strategy even in the presence of proportional transactions costs.
Summary of findings from the empirical datasets
From the above discussion, we conclude that of the strategies from the optimizing models, there is no single strategy that always dominates the 1/N strategy in terms of Sharpe ratio. In general, the 1/N strategy has Sharpe ratios that are higher (or statistically indistinguishable) relative to the constrained policies, which, in turn, have Sharpe ratios that are higher than those for the unconstrained policies. In terms of CEQ, no strategy from the optimal models is consistently better than the benchmark 1/N strategy. And in terms of turnover, only the "vw" strategy, in which the investor holds the market portfolio and does not trade at all, is better than the 1/N strategy.
Results from Studying Analytically the Estimation Error
This section examines analytically some of the determinants of the empirical results identified previously. Our objective is to understand why the strategies from the various optimizing models do not perform better relative to the 1/N strategy. Our focus is on identifying the relation between the expected performance (measured in terms of the CEQ of returns) of the strategies from the various optimizing models and that of the 1/N strategy, as a function of: (i) the number of assets, N ; (ii) the length of the estimation window, M; (iii) the ex ante Sharpe ratio of the mean-variance strategy; and (iv) the Sharpe ratio of the 1/N strategy.
As in Kan and Zhou (2007) , we treat the portfolio weights as an estimator, that is, as a function of the data. The optimal portfolio can therefore be determined by directly solving the problem of finding the weights that maximize expected utility, instead of first estimating the moments on which these weights depend, and then constructing the corresponding portfolio rules. Applying this insight, we derive a measure of the expected loss incurred in using a particular portfolio strategy that is based on estimated rather than true moments.
Let us consider an investor who chooses a vector of portfolio weights, x, to maximize the following mean-variance utility [see Equation (2)]:
The optimal weight is x * = 1 γ −1 μ, and the corresponding optimized utility is
in which S 2 * = μ −1 μ is the squared Sharpe ratio of the ex ante tangency portfolio of risky assets. Because μ and are not known, the optimal portfolio weight is also unknown, and is estimated as a function of the available data:
We define the expected loss from using a particular estimator of the weightx as
in which the expectation E[U (x)] represents the average utility realized by an investor who "plays" the strategyx infinitely many times. When using the sample-based mean-variance portfolio policy,x mv , μ and are estimated from their sample counterparts,μ = Following an approach similar to that in Kan and Zhou (2007) , we derive the expected loss from using the 1/N rule. By comparing the expected loss, L mv , from using the sample-based mean-variance policy to the expected loss, L ew , from using the 1/N strategy, we can analyze the conditions under which the 1/N rule is expected to deliver a lower/higher expected loss than the mean-variance policy. To facilitate the comparison between these policies, we define the critical value M * mv of the sample-based mean-variance strategy as the smallest number of estimation periods necessary for the mean-variance portfolio to outperform, on average, the 1/N rule. Formally,
(22) Just as in Kan and Zhou, we consider three cases: (1) the vector of expected returns is not known, but the covariance matrix of returns is known; (2) the vector of expected returns is known, but the covariance matrix of returns is not; and (3) both the vector of expected returns and the covariance matrix are unknown and need to be estimated. The following proposition derives the conditions for the sample-based mean-variance rule to outperform the 1/N rule for these three cases. If μ is unknown and is known, the sample-based mean-variance strategy has a lower expected loss than the 1/N strategy if:
2.
If μ is known and is unknown, the sample-based mean-variance strategy has a lower expected loss than the 1/N strategy if:
where
If both μ and are unknown, the sample-based mean-variance strategy has a lower expected loss than the 1/N strategy if:
From the inequality (23), we see that if μ is unknown but is known, then the sample-based mean-variance strategy is more likely to outperform the 1/N strategy if the number of periods over which the parameters are estimated, M, is high and if the number of available assets, N , is low. Because k in Equation (25) is increasing in M and decreasing in N , the inequality (24) shows that also for the case where μ is known but is unknown, the sample-based mean-variance policy is more likely to outperform the 1/N strategy as M increases and N decreases. Finally, for the case in which both parameters are unknown, we note that because h > 0, the left-hand side of Equation (26) is always smaller than the left-hand side of Equation (24).
To illustrate the implications of Proposition 1 above, we compute the critical value M * mv , as defined in Equation (22), for the three cases considered in the proposition. In Figure 1 , we plot the critical length of the estimation period for these three cases, as a function of the number of assets, for different values of the ex ante Sharpe ratios of the tangency portfolio, S * , and of the 1/N portfolio, S ew . We calibrate our choice of S * and S ew to the Sharpe ratios reported in Table 3 for empirical data. From Table 3 , we see that the in-sample Sharpe ratio for the mean-variance strategy is about 40% for the S&P Sectors dataset, about 20% for the Industry and International datasets, and about 15% for the valueweighted market portfolio; so we consider these as the three representative values of the Sharpe ratio of the tangency portfolio: S * = 0.40 (panels A and B), S * = 0.20 (panels C and D), and S * = 0.15 (panels E and F). From Table 3 , we also see that the Sharpe ratio for the 1/N strategy is about half of that for the in-sample mean-variance strategy. So, in panel A, we set the Sharpe ratio of the 1/N strategy to be S ew = 0.20, and in panel C we set this to be 0.10. We also wish to consider a more extreme setting in which the ex ante Sharpe ratio of the 1/N portfolio is much smaller than that for the mean-variance portfolio-only a quarter rather than a half of the Sharpe ratio of the in-sample mean-variance portfolio, S * ; so, in panel B we set S ew = 0.10, and in panel D we set it to 0.05. Similarly, for panels E and F, which are calibrated to data for the US stock market, we set S ew = 0.12 and S ew = 0.08, respectively; these values are obtained from Table 6 for simulated data; the details of the simulated data are provided in Section 5.1.
There are two interesting observations from Figure 1 . First, as expected, a large part of the effect of estimation error is attributable to estimation of the mean. We can see this by noticing that the critical value for a given number of assets N increases going from the case in which the mean is known (dashdotted line) to the case in which it is not known. Second, and more importantly, the magnitude of the critical number of estimation periods is striking. In panel A, in which the ex ante Sharpe ratio for the mean-variance policy is 0.40 and that for the 1/N policy is 0.20, we see that with 25 assets, the estimation window required for the mean-variance policy to outperform the 1/N strategy is more than 200 months; with 50 assets, this increases to about 600 months; and, with 100 assets, it is more than 1200 months. Even for the more extreme Number of estimation months for mean-variance portfolio to outperform the 1/N benchmark The six panels in this figure show the critical number of estimation months required for the sample-based meanvariance strategy to outperform the 1/N rule on average, as a function of the number of assets, N . Each panel is drawn for different levels of the Sharpe ratios for the ex ante mean-variance portfolio, S * , and the equally weighted portfolio, S ew . Critical values are computed using the definition in Equation (22). The dashed-dotted line reports the critical value of the estimation window for the case in which the means are known, but the covariances are not. The dashed line refers to the case in which the covariances are known, but the means are not. And the solid line refers to the case in which neither the means nor the covariances are known.
case considered in panel B, in which the Sharpe ratio of the 1/N portfolio is only one-fourth that of the mean-variance portfolio, the critical length of the estimation period does not decrease substantially-it is 270 months for 25 assets, 530 months for 50 assets, and 1060 months for 100 assets.
Reducing the ex ante Sharpe ratio of the mean-variance portfolio increases the critical length of the estimation window required for it to outperform the 1/N benchmark; this explains, at least partly, the relatively good performance of the optimal strategies for the "FF-1-factor" and "FF-4-factor" datasets, for which the Sharpe ratio of the in-sample mean-variance policy is around 0.50, which is much higher than in the other datasets. From panel C of Figure 1 , in which the Sharpe ratio of the mean-variance portfolio is 0.20 and that for the 1/N portfolio is 0.10, we see that if there are 25 assets over which wealth is to be allocated, then for the mean-variance strategy that relies on estimation of both mean and covariances to outperform the 1/N rule on average, about 1000 months of data are needed. If the number of assets is 50, the length of the estimation window increases to about 2000 months. Even in the more extreme case considered in panel D, in which the 1/N rule has a Sharpe ratio that is only one-quarter that of the mean-variance portfolio, with 50 assets the number of estimation periods required for the sample-based mean-variance model to outperform the 1/N policy is over 1500 months. This is even more striking in panels E and F, which are calibrated to data for the U.S. stock market. In panel E, we find that for a portfolio with 25 assets, the estimation window needed for the sample-based mean-variance policy to outperform the 1/N policy is more than 3000 months, and for a portfolio with 50 assets, it is more than 6000 months. Even in panel F, in which the Sharpe ratio for the 1/N portfolio is only 0.08, for a portfolio with 25 assets, the estimation window needed is more than 1600 months, and for a portfolio with 50 assets, it is more than 3200 months.
Results from Simulated Data
The results in Section 4 above, although limited to the case of the meanvariance strategy based on sample estimates of the parameters and normally distributed returns, are nevertheless useful for assessing the loss in performance from having to estimate expected returns and the covariances of returns. In this section, we use simulated data to analyze how the performance of each of the strategies considered in our earlier empirical investigation depends on the number of assets, N , and the length of the estimation window, M. The main advantage of using simulated data is that we understand exactly their economic and statistical properties. The data that we simulate are based on a simple single-factor model, with returns that are distributed independently and identically over time with a normal distribution. Given that most of the models of optimal portfolio choice are derived under these assumptions, this setup should favor the mean-variance model and its various extensions. It also means that the results for the simulated data are not driven by the small-firm effect, calendar effects, momentum, mean-reversion, fat tails, or other anomalies that have been documented in the literature.
Details about how the simulated data are generated
Our approach for simulating returns, and also our choice of parameter values, is similar to that in MacKinlay and Pastor (2000) . We assume that the market is composed of a risk-free asset and N risky assets, which include K factors. The excess returns of the remaining N − K risky assets are generated by the factor model R a,t = α + B R b,t + t , where R a,t is the excess asset returns vector, α is the mispricing coefficients vector, B is the factor loadings matrix, R b,t is the vector of excess returns on the factor portfolios, R b ∼ N (μ b , b ), and t is the vector of noise, ∼ N (0, ), which is independent with respect to the factor portfolios.
For our simulations, we assume that the risk-free rate follows a normal distribution, with an annual average of 2% and a standard deviation of 2%. We assume that there is only one factor (K = 1), whose annual excess return has an annual average of 8% and standard deviation of 16%. The mispricing α is set to zero, and the factor loadings, B, are evenly spread between 0.5 and 1.5. Finally, the variance-covariance matrix of noise, , is assumed to be diagonal, with elements drawn from a uniform distribution with support [0.10, 0.30], so that the cross-sectional average annual idiosyncratic volatility is 20%. We consider cases with number of assets N = {10, 25, 50}, and estimation window lengths M = {120, 360, 6000} months, which correspond to 10, 30, and 500 years. We use Monte Carlo sampling to generate monthly return data for T =24,000 months.
Discussion of results from simulated data
The Sharpe ratios of the various portfolio policies are reported in Table 6 . Note that for the simulated dataset, we know the true values of the mean and covariance matrix of asset returns, and thus, we can compute the optimal (as opposed to estimated) mean-variance policy. This policy is labeled "mv-true," and, as expected, has the highest Sharpe ratio of all policies.
The simulation results confirm the insights obtained from the analytical results in Section 4: very long estimation windows are required before the sample-based mean-variance policy, "mv," achieves a higher out-of-sample Sharpe ratio than the 1/N policy. Moreover, the critical estimation window length needed before the sample-based mean-variance policy outperforms 1/N increases substantially with the number of assets. In particular, for the case of 10 risky assets, the Sharpe ratio of the sample-based mean-variance policy is higher than that of the 1/N policy only for the case of M = 6000 months. For the cases with 25 and 50 assets, on the other hand, it does not achieve the same Sharpe ratio as the 1/N policy even for an estimation window length of 6000 months.
Next, we examine the effectiveness of the Bayesian models in dealing with estimation error. Just as we observed in Table 3 for the empirical datasets, the performance of the Bayes-Stein policy is very similar to that of the sample-based mean-variance policy. In particular, the Bayes-Stein policy, "bs," outperforms the 1/N benchmark only in the same cases as the sample-based mean-variance strategy. The Data-and-Model strategy, "dm," performs much better than the sample-based mean-variance and Bayes-Stein policies if σ α = 1% per annum. But the "dm" policy still needs more than 120 months of data to achieve a higher Sharpe ratio than the 1/N policy for the case with 10 assets, and does Table 6 Sharpe ratios for simulated data This table reports the monthly Sharpe ratio for the 1/N strategy, the in-sample Sharpe ratio of the mean-variance strategy, and the out-of-sample Sharpe ratios for the strategies from the models of optimal asset allocation listed in Table 1 . In parentheses is the p-value of the difference between the Sharpe ratio of each strategy from that of the 1/N benchmark, which is computed using the Jobson and Korkie (1981) methodology described in Section 2. These quantities are computed for simulated data that are described in Section 5.1 for different numbers of investable assets, N , and different lengths of the estimation window, M, measured in months.
not outperform the 1/N benchmark policy for the case of 50 assets even with an estimation window of 6000 months. Studying the policies with moment restrictions, we find that the minimumvariance policy, "min," does not beat 1/N for any of the cases considered. On the other hand, the "mp" policy does quite well, and its performance is similar to that of the 1/N policy. One reason why this policy performs well is that the data are simulated assuming the market model with no unobservable factors, which are ideal conditions for this policy.
The imposition of constraints improves the performance of the sample-based mean-variance policy, "mv-c," only for small estimation window lengths, but worsens its performance for large estimation windows. The intuition for this is that when the estimation window is long, the estimation error is smaller, and therefore, constraints reduce performance. Consequently, the constrained sample-based mean-variance policy does not outperform the 1/N benchmark policy for any of the cases considered. Similarly, imposing shortsale constraints on the Bayes-Stein policy improves the performance only for short estimation windows, and thus, even with constraints this policy does not outperform the 1/N benchmark. Just as in the empirical data, imposing constraints improves the performance of the minimum-variance policy, but even then the constrained minimum-variance policy, "min-c," does not outperform the 1/N benchmark for any of the cases considered. The minimum-variance policy with generalized constraints, "g-min-c," also does not outperform the 1/N policy for any of the cases considered.
Finally, we examine the mixture portfolio strategies. The performance of the Kan and Zhou (2007) policy, "mv-min," produces Sharpe ratios that are very similar to those for the sample-based mean-variance policy, "mv." The second mixture policy, "ew-min," performs better than the "mv-min" mixture policy for short estimation windows, but is dominated by the minimum-variance policy with constraints, "min-c."
All else being equal, the performance of the sample-based mean-variance (and that of the optimizing policies in general) would improve relative to that of the 1/N policy if the idiosyncratic asset volatility was much higher than 20%. To see this, note first that while the higher idiosyncratic volatility would not affect the Sharpe ratio of the true mean-variance policy because this is simply the Sharpe ratio of the market factor, the Sharpe ratio of the 1/N policy would decrease. A second reason for the optimizing policies to perform relatively better is that with higher idiosyncratic volatility the covariance matrix of returns is less likely to be singular, and hence, easier to invert. For instance, we find that for a cross-sectional average idiosyncratic volatility of 75% per annum, the portfolio strategies from the optimizing models outperform the 1/N strategy if the number of assets is about 10 and the estimation window is longer than 120 months.
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In summary, the simulation results in this section show that for reasonable parameter values, the models of optimal portfolio choice that have been developed specifically to deal with the problem of estimation error reduce only moderately the critical length of the estimation window needed to outperform the 1/N policy.
Results for Other Specifications: Robustness Checks
In the benchmark case reported in Tables 3-5, we have assumed that: (i) the length of the estimation window is M = 120 months rather than M = 60; (ii) the estimation window is rolling, rather than increasing with time; (iii) the holding period is one month rather than one year; (iv) the portfolio evaluated is that consisting of only-risky assets rather than one that also includes the riskfree asset; (v) one can invest also in the factor portfolios; (vi) the performance is measured relative to the 1/N -with-rebalancing strategy, rather than the 1/Nbuy-and-hold strategy; (vii) the investor has a risk aversion of γ = 1, rather than some other value of risk aversion, say γ = {2, 3, 4, 5, 10}; and (viii) the investor's level of confidence in the asset-pricing model is σ α = 1% per annum, rather than 2% or 0.5%. To check whether our results are sensitive to these assumptions, we generate tables for the Sharpe ratio, CEQ returns, and turnover for all policies and empirical datasets considered after relaxing each of the assumptions aforementioned. In addition, based on each of these three measures, we also report the rankings of the various strategies. Because of the large number of tables for these robustness experiments, we have collected the results for these experiments in a separate appendix titled "Implementation Details and Robustness Checks," which is available from the authors. The main insight from these robustness checks is that the relative performance reported in the paper for the various strategies is not very sensitive to any of these assumptions.
Two other assumptions that we have made are that the investor uses only moments of asset returns to form portfolios, but not asset-specific characteristics, and that the moments of asset returns are constant over time. We discuss these as follows.
Portfolios that use the cross-sectional characteristics of stocks
In this paper, we have limited ourselves to comparing the performance of models of optimal asset allocation that consider moments of asset returns but not other characteristics of the assets. Brandt, Santa-Clara, and Valkanov (2007) propose a new approach for constructing the optimal portfolio that exploits the cross-sectional characteristics of equity returns. Their idea is to model the portfolio weights in firm i as a benchmark weight plus a linear function of firm i's characteristics. The construction of such a portfolio, hence, reduces to a statistical estimation problem, and the low dimensionality of the problem allows one to avoid problems of over-fitting. In their application to the universe of CRSP stocks , Brandt, Santa-Clara, and Valkanov find that portfolios tend to load on small stocks, value stocks, and past winners.
In order to compare the out-of-sample performance of the Brandt, SantaClara, and Valkanov (2007) methodology relative to the benchmark 1/N portfolio, we apply their approach to the two datasets in our paper for which the investable assets have asset-specific characteristics similar to the ones that they use in their analysis. These two datasets, taken from Kenneth French's Web site, are (i) 10 industry portfolios; and (ii) 25 size-and book-to-market-sorted portfolios. As we did in our empirical analysis, we use the rolling-window approach, with the length of the estimation period being M = 120 months.
For the 10 industry portfolios, the Brandt, Santa-Clara, and Valkanov (2007) model has an out-of-sample Sharpe ratio of 0.1882, while that of the 1/N strategy is only 0.1390, but the p-value for the difference is 0.11. And, the turnover for the Brandt, Santa-Clara, and Valkanov model is about 52 times greater than that for the 1/N strategy. This corresponds to a return-loss of 0.0025, which implies that in the presence of proportional transactions costs of 50 basis points, the Brandt, Santa-Clara, and Valkanov strategy would need to earn an additional return of 0.0025 per month in order to attain the same Sharpe ratio as the 1/N strategy. For the 25 size-and book-to-marketsorted portfolios, we find that using the Brandt, Santa-Clara, and Valkanov model gives an out-of-sample Sharpe ratio of 0.1824, which is higher than that for the 1/N strategy, 0.1649, but the p-value for the difference is 0.38. Again, the turnover for the Brandt, Santa-Clara, and Valkanov portfolio is about 127 times greater than that for the 1/N strategy and the return-loss is 0.0092. So, for both datasets, the Sharpe ratio of the Brandt, Santa-Clara, and Valkanov strategy is higher but statistically indistinguishable from that of the 1/N benchmark, while the turnover is substantially lower for the 1/N strategy.
However, for both datasets, the performance of the Brandt, Santa-Clara, and Valkanov (2007) approach improves if one can partition more finely the assets so that the number of assets available for investment is much larger. For instance, if one has 48 instead of 10 industry portfolios, the Sharpe ratio increases to 0.2120 relative to only 0.1387 for the 1/N strategy. However, the p-value for the difference is 0.1302, and the turnover for the Brandt, SantaClara, and Valkanov strategy is now 167 times rather than 52 times that for the 1/N strategy, with the return-loss being 0.0047 instead of 0.0025. So, in this case, the improvement is not striking. On the other hand, if one has 100 instead of just 25 size-and book-to-market-sorted portfolios, then the Sharpe ratio improves to 0.3622, while that of the 1/N strategy is 0.1217, with p-value for the difference now being 0.0; moreover, even though the turnover for the Brandt, Santa-Clara, and Valkanov strategy is now 158 times greater than that for the 1/N benchmark strategy, the return-loss is −0.0795, indicating that this strategy would earn a higher Sharpe ratio than the 1/N strategy even after a proportional transactions cost of 50 basis points.
We conclude from this experiment that using information about the crosssectional characteristics of assets, rather than just statistical information about the moments of asset returns, does lead to an improvement in Sharpe ratios. If the number of investable assets is relatively small, then the improvement in performance relative to the benchmark 1/N strategy may not be statistically significant. However, when the number of investable assets is large, and hence, the potential for over-fitting more severe, then the difference in Sharpe ratios is statistically significant. But, the turnover of the Brandt, Santa-Clara, and Valkanov (2007) approach is substantially higher than that for the 1/N strategy, and this difference increases with the number of investable assets. Moreover, it may not be possible to use the methodology of Brandt, Santa-Clara, and Valkanov for all asset classes; for example, if one wished to allocate wealth across international stock indexes, then it is not clear what cross-sectional characteristics explain returns on country indexes.
Time-varying moments of asset returns
Another limitation of the analysis described in this paper is that all the optimizing models considered assume that the moments of returns are constant over time. If the first and second moments of returns vary over time, then these models may perform poorly. While a formal model with strategies that account for time-varying moments could potentially outperform the naive 1/N rule, because of the larger number of parameters that need to be estimated for such a model, it is not clear that these gains can be achieved out of sample. In an earlier version of this paper, we partially address this issue by considering two models of dynamic asset allocation that allow for (i) stochastic interest rates, as in Campbell and Viceira (2001) ; and (ii) time-varying expected returns, as in Campbell and Viceira (1999) and Campbell, Chan, and Viceira (2003) . We find that the estimation error is exacerbated by the large number of parameters that need to be estimated and that, in general, the dynamic strategies do not outperform the 1/N rule.
Conclusions
We have compared the performance of 14 models of optimal asset allocation, relative to that of the benchmark 1/N policy. This comparison is undertaken using seven different empirical datasets as well as simulated data. We find that the out-of-sample Sharpe ratio of the sample-based mean-variance strategy is much lower than that of the 1/N strategy, indicating that the errors in estimating means and covariances erode all the gains from optimal, relative to naive, diversification. We also find that the various extensions to the sample-based mean-variance model that have been proposed in the literature to deal with the problem of estimation error typically do not outperform the 1/N benchmark for the seven empirical datasets. In summary, we find that of the various optimizing models in the literature, there is no single model that consistently delivers a Sharpe ratio or a CEQ return that is higher than that of the 1/N portfolio, which also has a very low turnover.
To understand the poor performance of the optimizing models, we derive analytically the length of the estimation period needed before the sample-based mean-variance strategy can be expected to achieve a higher certainty-equivalent return than the 1/N benchmark. For parameters calibrated to US stock-market data, we find that for a portfolio with only 25 assets, the estimation window needed is more than 3000 months, and for a portfolio with 50 assets, it is more than 6000 months, while typically these parameters are estimated using 60-120 months of data. Using simulated data, we show that the various extensions to the sample-based mean-variance model that have been designed to deal with estimation error reduce only moderately the estimation window needed for these models to outperform the naive 1/N benchmark.
These findings have two important implications. First, while there has been considerable progress in the design of optimal portfolios, more energy needs to be devoted to improving the estimation of the moments of asset returns and to using not just statistical but also other available information about stock returns. As our evaluation of the approach proposed in Brandt, SantaClara, and Valkanov (2007) shows, exploiting information about the crosssectional characteristics of assets may be a promising direction to pursue. Second, in order to evaluate the performance of a particular strategy for optimal asset allocation, proposed either by academic research or by the investmentmanagement industry, the 1/N naive-diversification rule should serve at least as a first obvious benchmark.
Appendix A: Description of the Seven Empirical Datasets
This appendix describes the seven empirical datasets considered in our study. Each dataset contains excess monthly returns over the 90-day T-bill (from Ken French's Web site). A list of the datasets considered is given in Table 2 .
A.1 Sector portfolios
The "S&P Sectors" dataset consists of monthly excess returns on 10 valueweighted industry portfolios formed by using the Global Industry Classification Standard (GICS) developed by Standard & Poor's (S&P) and Morgan Stanley Capital International (MSCI). The dataset has been created by Roberto Wessels, and we are grateful to him for making it available to us. The 10 industries considered are Energy, Material, Industrials, Consumer-Discretionary, Consumer-Staples, Healthcare, Financials, Information-Technology, Telecommunications, and Utilities. The data span from January 1981 to December 2002. We augment the dataset by adding as a factor the excess return on the US equity market portfolio, MKT, defined as the value-weighted return on all NYSE, AMEX, and NASDAQ stocks (from CRSP) minus the one-month treasury-bill rate.
A.2 Industry portfolios
The "Industry" dataset consists of monthly excess returns on 10 industry portfolios in the United States. The 10 industries considered are Consumer-Discretionary, Consumer-Staples, Manufacturing, Energy, HighTech, Telecommunication, Wholesale and Retail, Health, Utilities, and Others. The monthly returns range from July 1963 to November 2004 and were obtained from Kenneth French's Web site. We augment the dataset by adding as a factor the excess return on the US equity market portfolio, MKT.
A.3 International equity indexes
The "International" dataset includes eight international equity indices: Canada, France, Germany, Italy, Japan, Switzerland, the UK, and the US. In addition to these country indexes, the World index is used as the factor portfolio. Returns are computed based on the month-end US-dollar value of the country equity index for the period January 1970 to July 2001. Data are from MSCI (Morgan Stanley Capital International).
A.4 MKT, SMB, and HML portfolios
The "MKT/SMB/HML" dataset is an updated version of the one used by Pástor (2000) for evaluating the Bayesian "Data-and-Model" approach to asset allocation. The assets are represented by three broad portfolios: (i) MKT, that is, the excess return on the US equity market; (ii) HML, a zero-cost portfolio that is long in high book-to-market stocks and short in low book-to-market stocks; and (iii) SMB, a zero-cost portfolio that is long in small-cap stocks and short in large-cap stocks. The data consist of monthly returns from July 1963 to November 2004. The data are taken from Kenneth French's Web site. The Data-and-Model approach is implemented by assuming that the investor takes into account his beliefs in an asset-pricing model (CAPM; Fama and French, 1993; or Carhart, 1997) when constructing the expected asset returns.
A.5 Size-and book-to-market-sorted portfolios
The data consist of monthly returns on the 20 portfolios sorted by size and book-to-market. 24 The data are obtained from Kenneth French's Web site and span from July 1963 to December 2004. This dataset is the one used by Wang (2005) to analyze the shrinkage properties of the Data-and-Model approach. We use this dataset for three different experiments. In the first, denoted by "FF-1-factor," we augment the dataset by adding the MKT. We then impose that a Bayesian investor takes into account his beliefs in the CAPM to construct estimates of expected returns. In the second, denoted by "FF-3-factor," we augment the dataset by adding the MKT, and the zero-cost portfolios HML and SMB. We now assume that a Bayesian investor uses the Fama-French threefactor model to construct estimates of expected returns. In the third experiment, denoted by "FF-4-factor," we augment the size-and book-to-market-sorted portfolios with four-factor portfolios: MKT, HML, SMB, and the momentum portfolio, UMD, which is also obtained from Kenneth French's Web site. For this dataset, the investor is assumed to estimate expected returns using a fourfactor model.
Appendix B: Proof for Proposition 1
Assuming that the distribution of returns is jointly normal, Kan and Zhou (2007) derive the following expression for the expected loss from using the samplebased mean-variance policy with estimated rather than true parameters: when μ is unknown but is known, the expected loss is
When μ is known but is unknown, the expected loss is
with k given in Equation (25). When both μ and are unknown, the expected loss is
with k given in Equation (25) and h given in Equation (27) . Following a similar approach, we derive the expected loss from using the 1/N rule. Formally, let x ew denote the equally weighted policy:
Note that the weights in the above expressions do not necessarily correspond to 1/N , but the normalized weights do, independent of the choice of the scalar c ∈ R . To clarify, if initial wealth is one dollar, then N c represents the fraction invested globally in the risky assets, and 1 − N c is the fraction invested in the risk-free asset. Suppose the investor uses the rule (B4) for a generic c. The expected loss from using such a rule instead of the one that relies on perfect knowledge of the parameters is
In order to fully isolate the cost of using the 1/N rule and avoid the effects of market timing, we assume that the investor chooses c optimally; that is, in such a way that the loss in Equation (B5) is minimized. Since the loss function is convex in c, the lowest possible loss is obtained by choosing c * = 1 N μ γ1 N 1 N , which delivers the following lowest bound on the loss from using the 1/N portfolio rule:
in which S 2 ew =
(1 N μ) 2 1 N 1 N is the squared Sharpe ratio of the 1/N portfolio. Comparing Equations (B1), (B2), and (B3) to Equation (B6) gives the result in the proposition.
