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Abstract
Consider sample covariance matrices of the form Q :“ Σ1{2XX˚Σ1{2, where X “ pxijq is an n ˆN
random matrix whose entries are independent random variables with mean zero and variance N´1, and
Σ is a deterministic positive-definite matrix. We study the limiting behavior of the eigenvectors of Q
through the so-called eigenvector empirical spectral distribution (VESD) Fu, which is an alternate form
of empirical spectral distribution with weights given by |uJξk|2, where u is any deterministic unit vector
and ξk are the eigenvectors of Q. We prove a functional central limit theorem for the linear spectral
statistics of Fu, indexed by functions with Ho¨lder continuous derivatives. We show that the linear spectral
statistics converge to universal Gaussian processes both on global scales of order 1, and on local scales
that are much smaller than 1 and much larger than the typical eigenvalues spacing N´1. Moreover,
we give explicit expressions for the means and covariance functions of the Gaussian processes, where
the exact dependence on Σ and u allows for more flexibility in the applications of VESD in statistical
estimations of sample covariance matrices.
1 Introduction
Consider a centered random vector y P Rn with population covariance matrix Σ “ Eyy˚. Given N i.i.d.
samples py1, ¨ ¨ ¨ ,yN q of y, the simplest estimator for Σ is the sample covariance matrix Q :“ N´1 ři yiyi˚ .
Large dimensional sample covariance matrices have been a central object of study in high-dimensional statis-
tics. In many modern applications, such as statistics [15, 23, 24, 26], economics [37] and population genetics
[38], the advance of technology has led to high dimensional data where n is comparable to or even larger
than N . In this setting, the law of large numbers does not hold and Σ cannot be approximated by Q directly.
However, with more advanced tools in random matrix theory, it is possible to infer some properties of Σ
from the eigenvalue and eigenvector statistics of Q.
In this paper, we consider sample covariance matrices of the form Q1 :“ Σ1{2XX˚Σ1{2, where X “ pxijq
is an nˆN real data matrix whose entries are independent random variables satisfying
Exij “ 0, E|xij |2 “ N´1, 1 ď i ď n, 1 ď j ď N, (1.1)
and the population covariance matrix Σ is an nˆn deterministic positive-definite matrix. Define the aspect
ratio dN :“ n{N. We are interested in the high dimensional setting with dN Ñ d P p0,8q as N Ñ 8. We
will also use the N ˆN matrix Q2 :“ X˚ΣX, which share the same nonzero eigenvalues with Q1.
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In the study of eigenvalue statistics of large dimensional sample covariance matrices, one of the most
fundamental subjects of study is the asymptotic behavior of empirical spectral distribution (ESD). It is
well-known that the ESD of Q1 converges weakly to the famous Marcˇenko-Pastur (MP) law FMP [35]. The
convergence rate was first established in [2], and later improved in [20] to OpN´1{2q in probability under
the finite 8th moment condition. In [40], the authors proved an almost optimal bound OpN´1`εq with
high probability for any fixed ε ą 0 under the sub-exponential decay assumption. For the limiting spectral
statistics, a functional CLT was proved in [5] for the ESD of Q1. Roughly speaking, it was proved that given
an analytic functions fpxq, the random variable
nÿ
i“1
fpλiq ´ n
ż
fpxqdFMP pxq
converges in distribution to a centered Gaussian random variable, where λi are the eigenvalues of Q1. In
fact, [5] proved a more general multivariate statement that for any analytic functions f1pxq, ¨ ¨ ¨ , fkpxq, the
random vector ˜
nÿ
i“1
fspλiq ´ n
ż
fspxqdFMP pxq
¸
1ďsďk
converge in distribution to a centered Gaussian vector. This kind of result is usually referred to as “linear
eigenvalue statistics”. Recently, in [32] the authors extended it to mesoscopic eigenvalue statistics, that is,
for any fixed E ą 0 and scale parameter n´1 ! η ! 1, the random vector˜
nÿ
i“1
fs
ˆ
λi ´ E
η
˙
´ n
ż
fs
ˆ
x´ E
η
˙
dFMP pxq
¸
1ďsďk
also converge in distribution to a centered Gaussian vector. We shall call such a result the “local linear
eigenvalue statistics”.
The concept of ESD can be also extended to encode the information of sample eigenvectors. Following
[42, 43, 3, 47, 48], we define the following concept of eigenvector empirical spectral distribution (VESD).
Suppose
Σ1{2X “
ÿ
1ďkďN^n
a
λkξkζ
J
k (1.2)
is a singular value decomposition of Σ1{2X, where
λ1 ě λ2 ě . . . ě λN^n ě 0 “ λN^n`1 “ . . . “ λN_n,
tξkunk“1 are the left-singular vectors, and tζkuNk“1 are the right-singular vectors. Then for any deterministic
vector u P Rn, we define the VESD of Q1 as
Fupxq :“
nÿ
k“1
|xξk,uy|21tλkďxu, (1.3)
Here and throughout the rest of this paper, we shall use the notation xu,vy :“ u˚ v to denote the inner
product of two (possibly complex) vectors, where u˚ is the conjugate transpose of u. In the null case with
Σ “ In, it was proved in [3, 11] that Fun converges weakly to the MP law for any sequence of unit vectors
un. In [48], the convergence rate was shown to be OpN´1{4`εq almost surely, which was later improved to
OpN´1{2`εq in [45]. In fact, [45] considered a more general setting where the population matrix Σ is not
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necessarily proportional to identity matrix. In this case, it was found that Funpxq does not converge to the
MP law anymore. Instead, it converges to a distribution depending on the vectors un:
F1c,unpxq :“ xun,F1cpxquny,
where F1cpxq is a matrix-valued function determined by Σ. We shall refer to F1c or the class of distributions
F1c,u as the anisotropic MP laws.
As for the ESD theory, the next piece of the VESD theory is the functional CLT for Fu. More precisely,
we are interested in the CLT for random vectors of the form˜
?
n
nÿ
k“1
|xξk,uy|2fspλkq ´ ?n
ż
fspxqdF1c,upxq
¸
1ďsďk
. (1.4)
In this paper, we refer to this kind of result as the “linear eigenvector statistics”. In the null case with Σ “ In,
the linear eigenvector statistics was studied in [43] when u takes the form p˘n´1{2,˘n´1{2, ¨ ¨ ¨ ,˘n´1{2q.
Later it was extended to arbitrary unit vector u for general analytic functions fs in [3]. In [46], the class of
functions is extended to include all functions with continuous third order derivatives. In fact, [3] considered
slightly more general Σ, requiring that the sequence of vectors vn satisfy the condition
sup
zPD
?
n
ˇˇˇˇ
vJn
1
1`m2cpzqΣ vn´
ż
1
1`m2cpzqtpiΣpdtq
ˇˇˇˇ
Ñ 0, (1.5)
where piΣ is the ESD of Σ, D is an open neighborhood of the support of the MP law in the complex plane,
and m2cpzq is the Stieltjes transform of the MP law—see (2.9). The condition (1.5) is essentially an isotropic
condition, under which the VESD Fvnpxq still converges to the MP law FMP , and the information of the
vectors vn is missed in the final result. In general, when (1.5) does not hold, it is still unknown whether
the functional CLT holds and, if the CLT indeed holds, how do the mean and covariances of the limiting
Gaussian vector depend on the covariance matrix Σ and the vectors vn.
The main goal of this paper is to solve this problem. More precisely, we consider sample covariance matri-
ces with completely general population covariance matrices Σ (up to some technical regularity assumptions).
We prove that for any sequences of unit vectors us ” upnqs , 1 ď s ď k, the random vector˜
?
n
nÿ
k“1
|xξk,usy|2fspλkq ´ ?n
ż
fspxqdF1c,uspxq
¸
1ďsďk
(1.6)
converges to a centered Gaussian vector. Moreover, we obtain an explicit expression for the covariance matrix
of the Gaussian vector, which allows us to characterize precisely how the anisotropy of the covariance matrix
Σ affect the linear eigenvector statistics. We also extend the results to “local linear eigenvector statistics”.
That is, for any fixed E ą 0 and scale parameter n´1 ! η ! 1, we prove that random vector˜
?
nη
nÿ
k“1
|xξk,usy|2 1
η
fs
ˆ
λk ´ E
η
˙
´?nη
ż
1
η
fs
ˆ
x´ E
η
˙
dF1c,uspxq
¸
1ďsďk
(1.7)
also converges in distribution to a centered Gaussian vector. As an interesting fact, we found that the
covariance matrix in the global linear eigenvector statistics depends on the fourth moments of the X entries,
while in the local linear eigenvector statistics it does not. This suggests that the local eigenvector statistics
is a little more universal than the global eigenvector statistics, which is a pretty common phenomenon in
random matrix theory.
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For any z P CzR, we define the resolvent (or Green’s function) of the sample covariance matrix Q1 as
Rpzq :“ pQ1 ´ zq´1. As a byproduct of our proof, we also obtain a CLT for Ruvpzq :“ xu, Rpzqvy, where
u,v P Rn are any deterministic unit vectors. Moreover, we prove the CLT with z having imaginary part η
both of the global scale η „ 1 and of the local scale n´1 ! η ! 1. In the rest of the paper, we shall call Ruv
the generalized resolvent entries. Besides pure theoretical interest, the CLT for the generalized resolvent
entries seems to be very convenient to use in applications.
The VESD was originally introduced in [42, 43] to study the asymptotic properties of the sample eigen-
vectors. The study of eigenvectors of large dimensional random matrices is generally harder and much less
developed compared with the study of eigenvalues. On the other hand, the eigenvectors play an important
role in modern statistics due to its role in principal component analysis (PCA), which is now favorably
recognized as a powerful technique for dimensionality reduction. The earlier work on sample eigenvectors
goes back to Anderson [1], where the author proved that the eigenvectors of the Wishart matrix are asymp-
totically normal as N Ñ8 if n is fixed. In the high dimensional setting, Johnstone [24] proposed the famous
spiked model, which is now a standard model for the study of PCA of large random matrices. Later Paul
[39] studied the directions of the sample eigenvectors of the spiked model. One can also refer to [13, 34] and
references therein for more recent literatures on sparse PCA and spiked covariance matrices.
PCA focuses on the first couple of eigenvectors corresponding to the largest eigenvalues. On the other
hand, studying the asymptotic properties of all the eigenvectors at the same time is much harder. In fact,
even formulating the terminology “asymptotic property of the eigenmatrix” is far from trivial, since the
sample dimension n is increasing. For this purpose, the VESD serves as a manageable tool for us to discuss
about the asymptotic behavior of all the eigenvectors as a whole. In [3, 47, 48], when Σ “ In, the VESD was
used to characterize the asymptotical Haar property of the eigenmatrix, that is, the eigenmatrix is expected
to be asymptotically uniformly distributed over the orthogonal group. In general, when Σ is not isotropic,
the eigenmatrix is not asymptotically Haar distributed anymore, and our results describes precisely how
the VESD behaves along every direction. In addition, by extending to general Σ, our results provide more
flexibility to the applications of VESD in statistical estimations of sample covariance matrices. In particular,
we will discuss about three possible applications of our results: the detection of weak signals in spiked model
when the signal strengths are below the threshold, the estimation of sample eigenvalues with precision of
order n´1{2, and the sphericity test of the population covariance matrix Σ. These will be discussed in detail
in Section 3.
Before concluding the introduction, we summarize the main contributions of our work.
• We extend the function CLT for VESD in [3, 46] to anisotropic sample covariance matrices with general
population covariance matrices Σ. This result is presented as Theorem 2.6, and it is stronger than the
ones in [3, 46] in several senses; see Remark 2.7 below.
• Besides the global linear eigenvector statistics, we also study the local linear eigenvector statistics, and
prove the function CLT for VESD on all the scales η such that n´1 ! η ! 1; see Theorem 2.8.
• We prove the CLT for the generalized resolvent entries of Rpzq, for η :“ Im z both of the global scale
η „ 1 and of the mescoscopic scale n´1 ! η ! 1; see Theorems 2.10 and 2.11.
• We discuss about three applications of our results: the weak detection of signals in spiked model, the
estimation of population eigenvalues, and the sphericity test. Our estimators or test procedures can
attain a precision as small as n´1{2.
This paper is organized as follows. In Section 2, we state the main results of this paper: Theorems 2.6
and 2.8, which give the functional CLT for VESD, and Theorems 2.10 and 2.11, which give the CLT for
the generalized resolvent entries. For these results, we assume that the entries of X have finite p8 ` εq-th
moments. In Section 3, we discuss about some applications of our results in statistical estimation of sample
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covariance matrices. In Section 4, we collect some basic tools that will used in the proof. Then in Section
5, we prove Theorems 2.10 and 2.11 under a stronger moment assumption that the entries of X have finite
moments up to any order. Based on the results in Section 5, we prove Theorems 2.6 and 2.8 in Section 6 also
under the stronger moment assumption. Finally in Section 7, using a Green’s function comparison argument
we relax the moment assumption to the finite p8` εq-th moment assumption in the main theorems.
2 Definitions and Main Result
2.1 The model
We consider a class of separable covariance matrices of the form Q1 :“ Σ1{2XX˚Σ1{2, where Σ is a real
deterministic non-negative definite symmetric matrices. We assume that X “ pxijq is an n ˆ N random
matrix with independent entries xij , 1 ď i ď n, 1 ď j ď N , satisfying
Exij “ 0, E|xij |2 “ 1. (2.1)
We will also use the N ˆN matrix Q2 :“ X˚ΣX. We assume that the aspect ratio dN :“ n{N satisfies
τ ď dN ď τ´1, (2.2)
for some constant 0 ă τ ă 1. For simplicity of notations, we will often abbreviate dN as d in this paper. We
denote the eigenvalues of Q1 and Q2 in descending order by λ1pQ1q ě . . . ě λnpQ1q and λ1pQ2q ě . . . ě
λN pQ2q. Since Q1 and Q2 share the same nonzero eigenvalues, we will for simplicity write λj , 1 ď j ď N_n,
to denote the j-th eigenvalue while keeping in mind that λj “ 0 for j ą N ^ n.
We assume that Σ1{2 has eigendecomposition
Σ “ OJΛO, Λ “ diagpσ1, . . . , σnq, (2.3)
where σ1 ě σ2 ě . . . ě σn ě 0 are the eigenvalues. We denote the empirical spectral density of Σ as
piΣ ” pipnqΣ :“
1
n
nÿ
i“1
δσi . (2.4)
We assume that there exists a small constant 0 ă τ ă 1 such that for all N large enough,
σ1 ď τ´1, pipnqΣ pr0, τ sq ď 1´ τ. (2.5)
The first condition means that the operator norms of Σ is bounded by τ´1, and the second condition means
that the spectrums of Σ does not concentrate at zero.
2.2 Resolvents and limiting law
In this paper, we will study the eigenvalue and eigenvector statistics of Q1 and Q2 through their resolvents
(or Green’s functions). In fact, it is equivalent to study the matrices
rQ1pXq :“ Λ1{2OXXJOJΛ1{2, rQ2pXq ” Q2pXq “ XJΣX. (2.6)
In this paper, we shall denote the upper half complex plane and the right half real line by
C` :“ tz P C : Im z ą 0u, R` :“ p0,8q.
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Definition 2.1 (Resolvents). For z “ E ` iη P C`, we define the resolvents for rQ1,2 as
G1pX, zq :“
´ rQ1pXq ´ z¯´1 , G2pX, zq :“ ´ rQ2pXq ´ z¯´1 . (2.7)
We denote the empirical spectral density ρpnq of rQ1 and its Stieltjes transform as
ρ ” ρpnq :“ 1
n
nÿ
i“1
δλip rQ1q, mpzq ” mpnqpzq :“
ż
1
x´ z ρ
pnq
1 pdxq “
1
n
TrG1pzq. (2.8)
Note ρpnq and mpnq are also the empirical spectral density and its Stieltjes transform for rQ1. We also
introduce the following two random quantities:
m1pzq ” mpnq1 pzq :“
1
N
nÿ
i“1
σipG1pzqqii, m2pzq ” mpNq2 pzq :“
1
N
Nÿ
µ“1
pG2pzqqµµ.
If dN Ñ d P p0,8q and piΣ converges weakly to some distribution pi as N Ñ 8, then it was shown
in [35] that the ESD of Q2 converges in probability to some deterministic distribution, which is called the
(deformed) Marcˇenko-Pastur law. For any N , we describe the MP law F
pNq
2c through its Stieltjes transform
m2cpzq ” mpNq2c pzq :“
ż
R
dF
pNq
2c pxq
x´ z , z “ E ` iη P C`.
We define m2c as the unique solution to the self-consistent equation
1
m2cpzq “ ´z ` dN
ż
t
1`m2cpzqtpiΣpdtq, (2.9)
subject to the conditions that Imm2cpzq ě 0 and Impzm2cpzqq ě 0 for z P C`. It is well known that the
functional equation (2.9) has a unique solution that is uniformly bounded on C` under the assumption (2.5)
[35]. Letting η Ó 0, we can recover the asymptotic eigenvalue density ρ2c with the inverse formula
ρ2cpEq “ pi´1 lim
ηÓ0 Imm2cpE ` iηq. (2.10)
From ρ2c, we can recover the ESD F
pNq
2c . Since Q1 share the same nonzero eigenvalues with Q2 and has
n´N more (or N ´ n less) zero eigenvalues, we can then obtain the asymptotic ESD for Q1:
F
pnq
1c “ d´1N F pNq2c ` p1´ d´1N q1r0,8q.
Moreover, in [45], it was shown that the VESD Fu of Q1 converges to the anisotropic MP law F1c,u ” F pnq1c,u,
whose density ρ1c,u is given by
ρ1c,upEq :“ uT ρ2cpEqΣ
E p1` 2 Rem2cpEqΣ` |m2cpEq|2Σ2q u . (2.11)
In the rest of this paper, we will often omit the super-indices N and n from our notations. The properties
of m2c and ρ2c have been studied extensively; see e.g. [4, 6, 10, 21, 29, 41, 44]. The following Lemma 2.2
describes the basic structure of ρ2c. For its proof, one can refer to [29, Appendix A].
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Lemma 2.2 (Support of the deformed MP law). The density ρ2c is a disjoint union of connected components:
supp ρ2c X p0,8q “
Lď
k“1
ra2k, a2k´1s X p0,8q, (2.12)
where L P N depends only on piΣ. Moreover, N
şa2k´1
a2k
ρ2cpxqdx is an integer for any k “ 1, . . . , L, which
gives the classical number of eigenvalues in the bulk component ra2k, a2k´1s. Finally, we have a1 ď C for
some constant C ą 0 and m2cpa1q ” m2cpa1 ` i0`q P p´σ´11 , 0q.
We shall call ak the edges of ρ2c. Moreover, following the standard notation in random matrix literature,
we shall denote the rightmost and leftmost edges as λ` :“ a1 and λ´ :“ a2L, respectively. To establish our
main result, we need to make some extra assumptions on Σ, which takes the form of the following regularity
conditions.
Definition 2.3 (Regularity). (i) Fix a (small) constant τ ą 0. We say that the edge ak, k “ 1, . . . , 2L, is
τ -regular if
ak ě τ, min
l:l‰k |ak ´ al| ě τ, mini |1`m2cpakqσi| ě τ, (2.13)
where m2cpakq ” m2cpak ` i0`q.
(ii) We say that the bulk component pa2k, a2k´1q is regular if for any fixed τ 1 ą 0 there exists a constant
c ” cτ 1 ą 0 such that the density of ρ2c in ra2k ` τ 1, a2k´1 ´ τ 1s is bounded from below by c.
Remark 2.4. The edge regularity conditions (i) has previously appeared (in slightly different forms) in several
works on sample covariance matrices [9, 17, 21, 29, 30, 36]. The condition (2.13) ensures a regular square-root
behavior of ρ2c near ak. The bulk regularity condition (ii) was introduced in [29], and it imposes a lower
bound on the density of eigenvalues away from the edges. These conditions are satisfied by quite general
classes of Σ; see e.g. [29, Examples 2.8 and 2.9].
2.3 Main results
For any fixed a, b ą 0, we define the class of functions C1,a,bpR`q as
C1,a,bpR`q :“
 
f P C1c pR`q : f 1 is a-Ho¨lder continuous uniformly in x,
and |fpxq| ` |f 1pxq| ď Cp1` |x|q´p1`bqfor some constant C ą 0
)
.
Similar class has been used in [22] for the study of mesoscopic linear eigenvalue statistics. For N´1`τ ď η ď 1,
E P R, f P C1,a,bpR`q and any deterministic vector v P Rn, we define
Zη,Epv, fq :“
d
N
η
ż
f
`
η´1px´ Eq˘ d pFvpxq ´ F1c,vpxqq
“
d
N
η
˜@
v, f
`
η´1pQ1 ´ Eq
˘
v
D´ ż λ`
λ´
f
`
η´1px´ Eq˘ dF1c,vpxq¸ .
(2.14)
Before stating the main results on the weak convergence of the process Zη,Epv, fq, we first give the main
assumptions.
Assumption 2.5. Fix a small constant τ ą 0.
(i) X “ pxijq is an nˆN real matrix whose entries are independent random variables satisfying (2.1).
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(ii) τ ď dN ď τ´1 and |dN ´ 1| ě τ .
(iii) Σ is a deterministic positive-definite matrix satisfying (2.5). Moreover, all the edges of ρ2c are τ -
regular, and all the bulk components of ρ2c are regular in the sense of Definition 2.3.
We also need to introduce several notations. First, we denote
κ4pi, jq :“ E|
?
Nxij |4 ´ 3, (2.15)
which is the fourth cumulant of the entry
?
Nxij . Then we define two functions α, β : R2`2n Ñ R as
αpx1, x2,v1,v2q ” αpNqpx1, x2,v1,v2q
:“
nÿ
i“1
řN
j“1 κ4pi, jq
3N
Im
«
m2cpx1q
x1
ˆ
Σ1{2
1`m2cpx1qΣ v1
˙2
i
ff
Im
«
m2cpx2q
x2
ˆ
Σ1{2
1`m2cpx2qΣ v2
˙2
i
ff
,
(2.16)
and
βpx1, x2,v1,v2q ” βpNqpx1, x2,v1,v2q
: “ Re
«
m2cpx1q ´m2cpx2q
x1x2
ˆ
vJ1
Σ
p1`m2cpx1qΣqp1`m2cpx2qΣq v2
˙2ff
´ Re
«
m2cpx1q ´m2cpx2q
x1x2
ˆ
vJ1
Σ
p1`m2cpx1qΣqp1`m2cpx2qΣq v2
˙2ff
,
(2.17)
for x1, x2 P R and v1,v2 P Rn. Here for x P R, we abbreviated m2cpxq ” m2cpx ` i0`q. It is complex with
Imm2cpxq “ piρ2cpxq if x P supppρ2cq (see (2.10)); otherwise if x R supppρ2cq, then m2cpxq is real.
We are now ready to state the main results. We first consider the convergence of the process Zη,Epv, fq
with η “ 1, i.e. the linear eigenvector statistics on the global scale.
Theorem 2.6. Suppose dN , X and Σ satisfy Assumption 2.5, and there exists a constant c0 ą 0 such that
max
1ďiďn,1ďjďN E|
?
Nxij |8`c0 ď c´10 . (2.18)
Fix any k P N and constants a, b ą 0. For any sequences of deterministic unit vectors v1 ” vpnq1 , ¨ ¨ ¨ ,vk ”
v
pnq
k P Rn, and functions f1, ¨ ¨ ¨ , fk P C1,a,bpR`q, the random vector
pZ1,0pvi, fiqq1ďiďk “
˜?
N
˜
xvi, f pQ1qviy ´
ż λ`
λ´
f pxqdF1c,vipxq
¸¸
1ďiďk
(2.19)
converges weakly to a Gaussian vector pG1, ¨ ¨ ¨ ,Gkq with mean zero and covariance function
E pGiGjq “ 1
pi2
ĳ
x1,x2
fi px1q fj px2q lim
NÑ8α
pNqpx1, x2,vi,vjqdx1dx2
` 1
pi2
PV
ĳ
x1,x2
fi px1q fj px2q
x1 ´ x2 limNÑ8β
pNqpx1, x2,vi,vjqdx1dx2
` 2
ż
x
fi pxq fjpxq lim
NÑ8
ρ
pNq
2c pxq
x2
˜
Σ
p1`mpNq2c pxqΣqp1`mpNq2c pxqΣq
¸2
vi vj
dx,
(2.20)
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as long as all the limits in (2.20) converge. Here PV stands for “principal value”, that is,
PV
ĳ
x1,x2
g px1, x2q
x1 ´ x2 dx1dx2 :“ limδÓ0
ĳ
x1,x2
g px1, x2q px1 ´ x2q
px1 ´ x2q2 ` δ2 dx1dx2
for any function g with sufficient regularity.
Remark 2.7. Compared to the results in [3, 46], our results are stronger in the following senses.
(i) We can deal with very general Σ, without assuming Σ “ In or (1.5).
(ii) We require weaker regularity on the functions fi.
(iii) It was assumed that the entries xij are i.i.d. with E|
?
Nxij |4 “ 3 in [3], while we see that the nonzero
fourth cumulants of the X entries lead to an extra term in (2.16).
(iv) We allow for different choices of vectors vi in the random vector (2.19), while [3, 46] only considered
the case with vi “ v for all i. This generalization is important in applications, since if we want
to estimate the difference between, say Z1,0pv1, fiq and Z1,0pv2, fiq, then it is crucial to know the
covariance between them.
We remark that [3] only requires finite fourth moment for the entries of X, while we need the stronger
moment assumption (2.18). However, we notice that the finite 8th moment condition is assumed in [46].
Next we consider the convergence of the process Zη,Epv, fq with η ! 1, i.e. the local linear eigenvector
statistics. Here and throughout the rest of the paper, for two (random or deterministic) quantities aN and
bN depending on N , we shall use the notation aN “ op|bN |q or |aN | ! |bN | to mean that |aN | ď cN |bN | for
some positive sequence cN Ó 0 as N Ñ8.
Theorem 2.8. Fix E ą 0 and N´1`c1 ď η ! 1 for some constant c1 ą 0. Suppose dN , X and Σ satisfy
Assumption 2.5, and there exist a constant c0 ą 0 such that
max
1ďiďn,1ďjďN E|
?
Nxij |aη`c0 ď c´10 , aη :“
8
1´ logN η . (2.21)
Fix any k P N and constants a, b ą 0. For any sequences of deterministic unit vectors v1 ” vpnq1 , ¨ ¨ ¨ ,vk ”
v
pnq
k P Rn, and functions f1, ¨ ¨ ¨ , fk P C1,a,bpR`q, the random vector
pZη,Epvi, fiqq1ďiďk “
˜d
N
η
˜@
vi, f
`
η´1pQ1 ´ Eq
˘
vi
D´ ż λ`
λ´
f
`
η´1px´ Eq˘ dF1c,vipxq
¸¸
1ďiďk
converges weakly to a Gaussian vector pG1, ¨ ¨ ¨ ,Gkq with mean zero and covariance function
E pGiGjq “ lim
NÑ8
2ρ
pNq
2c pEq
E2
˜
Σ
p1`mpNq2c pEqΣqp1`mpNq2c pEqΣq
¸2
vi vj
ż
fi pxq fjpxqdx (2.22)
as long as the limit in (2.22) converges.
Remark 2.9. Note that for E outside supppρ2cq, pG1, ¨ ¨ ¨ ,Gkq converges to zero in probability. This is due to
the fact that is no eigenvalue around E, and hence both f
`
η´1pλi ´ Eq
˘
, 1 ď i ď N^n, and f `η´1px´ Eq˘,
x P supppρ2cq, are of order op1q.
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We define the following process of resolvents
Ypv, wq ” Yη,Epv, wq :“
a
Nη vJ
ˆ
RpE ` wηq ` pE ` wηq
´1
1`m2cpE ` wηqΣ
˙
v, (2.23)
where Rpzq :“ pQ1 ´ zq´1 “ OJG1pzqO (recall (2.7)), v is a deterministic unit vector in Rn and w is any
fixed complex number in C. Note that we have Ypv, wq “ Ypv, wq. To prove Theorems 2.6 and 2.8, we will
first prove an intermediate CLT on finite dimensional distributions of Ypv, wq. We believe these results will
be of independent interest.
To state the results, we define the following functions pα, pβ : C2 ˆ R2n Ñ C,
pαpz1, z2,v1,v2q ” pαpNqpz1, z2,v1,v2q
:“ m2cpz1qm2cpz2q
z1z2
nÿ
i“1
řN
j“1 κ4pi, jq
3N
ˆ
Σ1{2
1`m2cpz1qΣ v1
˙2
i
ˆ
Σ1{2
1`m2cpz2qΣ v2
˙2
i
,
(2.24)
and pβpz1, z2,v1,v2q ” pβpNqpz1, z2,v1,v2q
:“ 2m2cpz1q ´m2cpz2q
z1z2pz1 ´ z2q
ˆ
vJ1
Σ
p1`m2cpz1qΣqp1`m2cpz2qΣq v2
˙2
,
(2.25)
for z1,2 P C and v1,2 P Rn, where as a convention, pz1 ´ z2q´1pm2cpz1q ´m2cpz2qq is understood as m12cpz1q
when z1 “ z2. Denote H :“ tz P C : Re z ą 0, z R Ru. Now we first give the CLT for (2.23) when η “ 1.
Theorem 2.10. Suppose dN , X and Σ satisfy Assumption 2.5, and there exists a constant c0 ą 0 such that
(2.18) holds. Fix any k P N and complex numbers z1, ¨ ¨ ¨ , zk P H. For any sequences of deterministic unit
vectors v1 ” vpnq1 , ¨ ¨ ¨ ,vk ” vpnqk P Rn, the random vector pY1,0pv1, z1q, ¨ ¨ ¨ ,Y1,0pvk, zkqq converges weakly
to a complex Gaussian vector pΥ1, ¨ ¨ ¨ ,Υkq with mean zero and covariance
EΥiΥj “ lim
NÑ8
”pαpNqpzi, zj ,vi,vjq ` pβpNqpzi, zj ,vi,vjqı , 1 ď i ď j ď k, (2.26)
as long as the limit in (2.26) converges.
Then we give the local CLT for (2.23) with η ! 1. For E outside the spectrum, that is,
E P Soutpτq :“ tE : distpE, P supp ρ2cq ě τu ,
we will give a stronger result.
Theorem 2.11. Fix E ą 0 and N´1`c1 ď η ! 1 for some constant c1 ą 0. Suppose dN , X and Σ satisfy
Assumption 2.5, and there exists a constant c0 ą 0 such that (2.21) holds. Fix any k P N and complex
numbers w1, ¨ ¨ ¨ , wk P H. For any sequences of deterministic unit vectors v1 ” vpnq1 , ¨ ¨ ¨ ,vk ” vpnqk P Rn, the
random vector pYη,Epv1, w1q, ¨ ¨ ¨ ,Yη,Epvk, wkqq converges weakly to a complex Gaussian vector pΥ1, ¨ ¨ ¨ ,Υkq
with mean zero and covariances
EΥiΥj “ 1pImwi ¨ Imwj ă 0q lim
NÑ8
4i ¨ ImmpNq2c pEq
E2pwi ´ wjq
˜
Σ
p1`mpNq2c pEqΣqp1`mpNq2c pEqΣq
¸2
vi vj
, (2.27)
as long as the limit exists.
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In addition, if E P Soutpτq for some constant τ ą 0 and (2.18) holds, then for any 0 ă η ! 1 the random
vector η´1{2pYη,Epv1, w1q, ¨ ¨ ¨ ,Yη,Epvk, wkqq converges weakly to a real Gaussian vector pΥ1, ¨ ¨ ¨ ,Υkq with
mean zero and covariance
EΥiΥj “ lim
NÑ8
”pαpNqpE,E,vi,vjq ` pβpNqpE,E,vi,vjqı , (2.28)
as long as the limit exists.
Remark 2.12. The reader may notice that given a vector v P Rn, the term pαpNqpE,E,v,vq can be negative
if the fourth cumulants κ4pi, jq are negative (e.g. for Rademacher entries). However, using κ4pi, jq ě ´2, we
can bound
pαpE,E,v,vq ě ´2m22cpEq
3E2
nÿ
i“1
ˆ
Σ1{2
1`m2cpEqΣ v
˙2
i
ˆ
Σ1{2
1`m2cpEqΣ v
˙2
i
ě ´2m
1
2cpEq
3E2
ˆ
vJ
Σ
p1`m2cpEqΣqp1`m2cpEqΣq v
˙2
“ ´1
3
pβpE,E,v,vq,
where in the second step we used that
m22cpEq “
ˆż
ρ2cpxq
x´ E dx
˙2
ď
ż
ρ2cpxq
px´ Eq2 dx “ m
1
2cpEq
by Cauchy-Schwarz inequality. Hence the sum pαpNqpE,E,v,vq` pβpNqpE,E,v,vq stays positive (as it should
be because it is the asymptotic variance of η´1{2Yη,Epv, wq).
Remark 2.13. For the local statistics, Theorem 2.8 and Theorem 2.11, to hold, we only need the spectrum
ρ2c to behave well locally around E. In particular, the assumption |dN ´ 1| ě 1 in Assumption 2.5 is not
needed as long as E is away from zero. Moreover, the regularity of Σ is not required to hold for the full
spectrum: if E is in the bulk, we only need that the density of ρ2c is of order 1 around E; if E is near an
edge, we only need that the corresponding edge is regular; if E is outside the spectrum, we only need that
E is away from the spectrum by a distance of order 1. However, for simplicity of presentation, we did not
try to find the optimal assumptions for Theorem 2.8 and Theorem 2.11.
Remark 2.14. The results in Theorems 2.6, 2.8, 2.10 and 2.11 can be used to give the CLT for more general
quantities @
u, f
`
η´1pQ1 ´ Eq
˘
v
D
, xu, RpE ` wηqvy,
by using the polarization identity
xu,Mvy “ 1
2
xpu`vq,Mpu`vqy ´ 1
2
xpu´vq,Mpu´vqy
for any symmetric matrix M. Moreover, by considering real and imaginary parts separately, we can also
extend our results to the case with complex vectors.
Remark 2.15. Consider a special case where fi’s are analytic functions on an open neighborhood D of
the complex plane containing the real interval rλ´, λ`s, dN Ñ d P p0,8qzt1u, and entries of X are i.i.d.
random variables satisfying (2.18) and E|?Nxij |4 “ 3. Moreover, suppose that (1.5) holds for a sequence
of deterministic unit vectors vn. Then by Theorem 2.10, we get that for fixed z1, z2 P H, the covariance
between Y1,0pvn, z1q and Y1,0pvn, z2q converges to
EΥiΥj “ lim
NÑ8
2
z1z2pz1 ´ z2qpm2cpz1q ´m2cpz1qq
„
vJn
ˆ
1
1`m2cpz1qΣ ´
1
1`m2cpz2qΣ
˙
vn
2
11
“ lim
NÑ8
2
z1z2pz1 ´ z2qpm2cpz1q ´m2cpz1qq
ˆż
piΣpdtq
1`m2cpz1qt ´
ż
piΣpdtq
1`m2cpz2qt
˙2
“ lim
NÑ8
2pz1m2cpz1q ´ z2m2cpz2qq2
d2z1z2pz1 ´ z2qpm2cpz1q ´m2cpz1qq , (2.29)
where we used (2.9) in the last step.
Now we pick a close contour C around rλ´, λ`s in D. Then using Cauchy’s integral formula, we get
Z1,0pvn, fiq “ 1
2pii
¿
C
Y0,1pvn, zqdz.
Then using (2.29), the covariance between Z1,0pvn, fiq and Z1,0pvn, fjq converges to
lim
NÑ8EZ1,0pvn, fiqZ1,0pvn, fjq “ ´
1
4pi2
¿
C
¿
C
fipz1qfjpz2q lim
NÑ8EY0,1pz1qY0,1pz2qdz1dz2
“ ´ 1
2pi2
¿
C
¿
C
fipz1qfjpz2q lim
NÑ8
pz1m2cpz1q ´ z2m2cpz2qq2
d2z1z2pz1 ´ z2qpm2cpz1q ´m2cpz1qqdz1dz2, (2.30)
if the function m2c ” mpNq2c converges as N Ñ8. Of course, there are some technical details missing in the
above derivation, but it can be made rigorous. The formula (2.30) recovers the Theorem 2(b) in [3].
Remark 2.16. Suppose the setting of Remark 2.15 holds. In addition, we consider sample covariance matrices
with null population covariance matrix Σ “ In, and assume that the vectors v1, ¨ ¨ ¨ ,vk are all equal to a
unit vector v. Then the covariance function in (2.20) can be reduced to
E pGiGjq “ 2
d
„ż
x
fi pxq fjpxqρcpxqdx´
ż
x
fi pxq ρcpxqdx
ż
x
fj pxq ρcpxqdx

, (2.31)
where ρcpxq is the MP density
ρcpxq “
apx´ λ´qpλ` ´ xq
2pidx
, x P rλ´, λ`s, λ˘ :“ p1˘
?
dq2.
In [3], a derivation of (2.31) using (2.30) was given assuming that fi are analytic. Later in [46], (2.31) was
proved for more general fi with continuous third order derivatives. For reader’s convenience, we now give a
derivation of (2.31) from our result (2.20).
The self-consistent equation (2.9) reduces to
1
m2cpzq “ ´z `
dN
1`m2cpzq , (2.32)
and its solution is
m2cpzq “
´pz ` 1´ dN q `
b
pz ´ λpNq´ qpz ´ λpNq` q
2z
, (2.33)
where λ
pNq
˘ :“ p1˘
?
dN q2. Then for v1 “ v2 “ v, using (2.17) and (2.32) we can rewrite
βpx1, x2,v,vq
x1 ´ x2 “
1
d2Nx1x2px1 ´ x2q
Re
„ px1m2cpx1q ´ x2m2cpx2qq2
m2cpx1q ´m2cpx2q ´
px1m2cpx1q ´ x2m2cpx2qq2
m2cpx1q ´m2cpx2q

. (2.34)
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We then use the identity
px1m2cpx1q ´ x2m2cpx2qq2 “ m2cpx1qm2cpx2qpx1 ´ x2q2 ` x1x2pm2cpx1q ´m2cpx2qq2
` px1m2cpx1q ` x2m2cpx2qqpx1 ´ x2qpm2cpx1q ´m2cpx2qq.
Together with a similar estimate for px1m2cpx1q ´ x2m2cpx2qq2, we can simplify (2.34) as
βpx1, x2,v,vq
x1 ´ x2 “
x1 ´ x2
d2Nx1x2
Re
„
m2cpx1qm2cpx2q
m2cpx1q ´m2cpx2q ´
m2cpx1qm2cpx2qq
m2cpx1q ´m2cpx2qq

“ ´1
d3Nx1x2
Re rp1` x1m2cpx1qqx2pm2cpx2q ´m2cpx2qqs
“ ´2d´3N Imm2cpx1q ¨ Imm2cpx2q Ñ ´
2pi2
d
ρcpx1qρcpx2q, (2.35)
where in the second step we used (2.32) to get
px1 ´ x2qm2cpx1qm2cpx2q
m2cpx1q ´m2cpx2q “ 1´
dNm2cpx1qm2cpx2q
p1`m2cpx1qqp1`m2cpx2qq “ 1´ d
´1
N p1` x1m2cpx1qqp1` x2m2cpx2qq,
and a similar estimate with m2cpx2q replaced by m2cpx2q. On the other hand, we can check that
ρ
pNq
2c pxq
x2|1`mpNq2c pxq|4
“ d´2N ρpNq2c pxq Ñ d´1ρcpxq.
Together with (2.35), this shows that (2.20) can be reduced to (2.31).
3 Applications
In this section, we discuss some possible applications of our results. We shall focus on the local eigenvector
statistics with
0 ă η ď n´c1 (3.1)
for some constant c1 ą 0, because they are relatively more convenient to use compared with the global ones.
The main takeaway of this section can be summarized as following: more precise information of population
eigenvectors leads to more precise estimations of population eigenvalues.
3.1 Weak detection of signals
We consider the famous Johnstone’s spiked model [25] with
Σ “ Inˆn `
rÿ
i“1
rσi vi vJi , (3.2)
where r is a fixed integer, trσiu1ďiďr give the strengths of the signals, and tviu1ďiďk are the eigenvectors.
Note that following the notations in (2.3), we have σi “ 1` rσi for 1 ď i ď r and σi “ 1 for i ą r. Suppose
lim
NÑ8 dN “ d P p0,8qzt1u. (3.3)
It is well known that if rσi ą ?d, then the i-th signal will give rise to an outlier of the eigenvalue spectrum
[7, 8, 12, 16]. In this case, this signal can be readily detected and estimated using the results in those
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references. Now we focus on the case with weak signals, that is, we assume that rσi ă ?d for 1 ď i ď r.
Then there will be no outliers in the eigenvalue spectrum [7, 8, 12, 16], and it is impossible to estimate the
signal strengths using the sample eigenvalues only. However, if we know the eigenvectors vi of the signals,
then it is possible to derive some estimates of the signal strengths using our results. For this purpose, we
will use the local CLT for xvi, RpE ` iηqviy for some E outside the spectrum, because by Theorem 2.11 it
has better convergence rate N´1{2 compared with the rate pNηq´1{2 for xvi, RpE` iηqviy with E inside the
spectrum and the linear eigenvector statistics η´1
@
vi, f
`
η´1pQ1 ´ Eq
˘
vi
D
.
Without loss of generality, we assume that dN ” d. For Σ in (3.2), we can solve from (2.9) that (recall
(2.33))
m2cpzq “ rm2cpzq `OpN´1q, rm2cpzq ” rm2cpzq :“ ´pz ` 1´ dq `apz ´ λ´qpz ´ λ`q
2z
, (3.4)
where λ˘ :“ p1˘
?
dq2. Pick any fixed E ą λ` and η “ 0`. By Theorem 2.11, we know that
Y pvi, Eq :“
?
N
ˆ
Rvi vipEq ` E
´1
1`m2cpEqσi
˙
converges weakly to a real Gaussian random variable Υ with
EΥ “ 0, E|Υ|2 “ lim
NÑ8 γ
2
N pE, σiq,
where
γ2N pE, σiq :“ σ
2
i rm22cpEq
E2|1` rm2cpEqσi|4
˜
nÿ
k“1
řN
j“1 κ4pk, jq
3N
v4i pkq ` 2rm12cpEqrm22cpEq
¸
. (3.5)
Then we propose the following estimator of σi:
pσi ” pσpNqi :“ ´ 1rm2cpEq
ˆ
E´1
Rvi vipEq ` 1
˙
. (3.6)
Moreover, for any α ą 1, we choose δα such that
δαpE, pσiq :“ αγN pE, pσiq ¨ E|1` rm2cpEqpσi|2|rm2cpEq|
“ αpσi « 1
3N
ÿ
1ďkďn,1ďjďN
κ4pk, jqv4i pkq ` 2rm12cpEq|rm2cpEq|2
ff1{2
.
(3.7)
Note that using pσi “ σi ` op1q in probability, we have that
?
N
ˇˇˇˇ
Rvi vipEq ` E
´1
1` rm2cpEqσ
ˇˇˇˇ
ě αγN pE, pσiq ´ op1q for |σ ´ pσi| ě δα?
N
in probability. Then we can give a confidence interval rpσi ´ δα{?N, pσi ` δα{?N s with confidence level
2Φpαq ´ 1, where Φ is the CDF for standard normal distribution. Now we collect the above results into the
following proposition.
Proposition 3.1. Suppose Assumption 2.5 (i)-(ii), (2.18) and (3.3) hold. Moreover, assume that Σ takes
the form (3.2) with fixed strengths rσi ă ?d for 1 ď i ď r, and E ą p1 ` ?dq2 is fixed. Then for any
1 ď i ď r, we have
P
ˆ
|pσi ´ σi| ď δαpEq?
N
˙
ě 2Φpαq ´ 1´ op1q. (3.8)
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Proof. By Theorem 2.11, we have pσi “ σi ` op1q with probability 1´ op1q, and thatrY pvi, Eq :“ γ´1N pE, pσiqY pvi, Eq
converges weakly to a standard normal random variable. Then by the definition of δα, |pσi ´ σi| ě δα{?N
implies that |rY pvi, Eq| ą α´ op1q. This concludes (3.8).
Remark 3.2. In order to apply (3.8), we need to have an estimate on δα or γN pE, σiq. In particular, we need
to deal with the term with fourth cumulants. If the entries of X are i.i.d. Gaussian, then this term is zero.
Otherwise, we need other ways to estimate it.
(i) Suppose the entries of X are xij “ N´1{2aij for a sequence of i.i.d. random variables aij with mean
zero and variance one. Then the fourth cumulant κ4 of aij can be estimated as
pκ4 “ N
n
ÿ
1ďiďn,1ďjďN
pΣ1{2Xq4ij ´ 3. (3.9)
It is easy to check that for Σ given by (3.2), pκ4 Ñ κ4 almost surely by LLN.
(ii) If the vector vi is delocalized in the sense }vi }8 “ op1q, then the term
1
3N
ÿ
1ďkďn,1ďjďN
κ4pk, jqv4i pkq “ op1q
is negligible.
(iii) Suppose as in the conventional setting of sample covariance matrices, X has i.i.d. columns but the
random variables in the same sample may have different distributions. Then for some fixed large
p P N, we can divide the columns of X into p independent copies, each of which is a smaller matrix of
dimension n ˆ pN{pq. For each copy, we can calculate Rpkqvi vipEq (k denotes the k-th copy). Then we
can use the variance of the p values R
pkq
vi vipEq, 1 ď k ď p, to estimate γ2N pE, σiq directly. This is useful
when one has sufficiently many datas.
We now use simulations to verify the validity of our estimator (3.6). Consider the setting n “ 2000,
N “ 2n, and Σ “ diagpσ, 1, ¨ ¨ ¨ 1q. We use (3.6) with vi “ e1 and E “ 4 to find the estimated pσ for different
values of σ, and use (3.7) to calculate δ2ppσq (which corresponds to a 95% confidence interval). In Figure 1,
we plot pσ versus σ. One can see that our estimator performs quite well.
3.2 Estimation of population eigenvalues
The idea in Section 3.1 can be extended beyond the spiked model in (3.2). Suppose Σ is a general matrix as
in (2.3), and we know that vi is an eigenvector of Σ. We would like to estimate the corresponding eigenvalue.
The idea is still to use the local CLT for xvi, RpE` iηqviy in Theorem 2.11. Now different from Section 3.1,
we do not have an explicit expression for m2cpEq. However, we can estimate it precisely using the averaged
local law in Theorem 4.5 below. By (4.24), for E P Soutpτq, we have that for any constant ε ą 0,ˇˇˇ
N´1 Tr
`
XJΣX ´ E˘´1 ´m2cpEqˇˇˇ ď N´1`ε (3.10)
with probability 1´ op1q. Hence we define an estimator of m2cpEq as
pm2cpEq :“ N´1 Tr `XJΣX ´ E˘´1 . (3.11)
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Figure 1: The estimated pσ v.s. σ. The blue lines plot the straight lines y “ σ together with the intervals
rσ´2δ2ppσq, σ`2δ2ppσqs. The red lines give the estimated values pσ calculated through (3.6). In the left figure,
the entries of X are i.i.d. Gaussian, while in the right figure, the entries of X are i.i.d. Rademacher.
Taking derivative of pm2cpEq, we can also find an estimator for m12cpEq:
pm12cpEq :“ N´1 Tr `XJΣX ´ E˘´2 . (3.12)
Combining (4.24) with a Cauchy’s integral representation of pm12cpzq, we can get thatˇˇˇ
N´1 Tr
`
XJΣX ´ E˘´2 ´m12cpEqˇˇˇ ď N´1`ε. (3.13)
Now similar as in Section 3.1, for any fixed E outside of the spectrum, we propose the following estimator
of σi, pσi ” pσpNqi :“ ´ 1pm2cpEq
ˆ
E´1
Rvi vipEq ` 1
˙
, (3.14)
and define
pδαpE, pσiq “ αpσi « 1
3N
ÿ
1ďkďn,1ďjďN
κ4pk, jqv4i pkq ` 2pm12cpEq|pm2cpEq|2
ff1{2
. (3.15)
for any α ą 1. For the estimation of pδα, one can refer to Remark 3.2 above (except for item (i)). Then we
have a similar proposition as Proposition 3.1.
Proposition 3.3. Suppose Assumption 2.5 and (2.21) hold. Moreover, assume that E ą λ1 ` c for some
constant c ą 0, where λ1 is the largest eigenvalue of XJΣX. Then for any small constant ε ą 0, we have
P
ˆ
|pσi ´ σi| ď δαpEq ` ε?
N
˙
ě 2Φpαq ´ 1 (3.16)
as long as N is large enough.
Proof. The proof is the same as the one for Proposition 3.1 using (3.11), (3.12) and Theorem 2.11
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Remark 3.4. The last condition of (2.13) actually rules out the existence of outliers. However, our method
can be also extended to the scenario with outliers. In [16], it was shown that if the population covariance
matrix Σ has a few large spikes about certain threshold, then these spikes will give rise to outliers that lie
around certain deterministic locations with fluctuations of order N´1{2. Those spiked eigenvalues of Σ can
be readily estimated using the corresponding outliers. On the other hand, suppose vi is an eigenvector of
Σ corresponding to a non-spiked eigenvalue σi. Then we can estimate σi using (3.14) and (3.16). More
precisely, we will choose the E in (3.14) such that it is away from the spectrum of XJΣX including the
outliers. Then the resolvent R behaves well locally around E, which is sufficient for the study of local
statistics as discussed in Remark 2.13.
Remark 3.5. Suppose one wants to estimate m2cpEq for E in the bulk of the eigenvalue spectrum (e.g. in
applications of Theorem 2.11 for E in the bulk). Then we can choose η " N´1, and by (4.22) we have that
for any constant ε ą 0 ˇˇˇ
N´1 Tr
`
XJΣX ´ E ´ iη˘´1 ´m2cpE ` iηqˇˇˇ ď Nε
Nη
with probability 1´ op1q. On the other hand, we have |m2cpE ` iηq ´m2cpEq| “ Opηq. Hence to minimize
the error η ` pNηq´1, we choose η “ N´1{2`τ for some small constant τ ą 0 and define an estimator of
m2cpEq as pm2cpEq :“ N´1 Tr `XJΣX ´ E ´ iη˘´1 ,
To estimate m12cpEq, we can choose the estimator as
pm12cpEq :“ N´1 Tr `XJΣX ´ E ´ iη˘´2 .
Combining (4.22) with a Cauchy’s integral representation of pm12cpzq, we can get thatˇˇˇ
N´1 Tr
`
XJΣX ´ E ´ iη˘´2 ´m12cpEqˇˇˇ ď N´1`εη´2 ` Cη “ op1q
with probability 1´ op1q, as long as 2τ ą ε.
We use simulations to verify the validity of the estimator (3.14). Consider the setting n “ 2000, N “ 2n,
and
Σ “ diagpσ, 1, ¨ ¨ ¨ , 1looomooon
n{2´1
, 2, ¨ ¨ ¨ , 2looomooon
n{2
q.
We use (3.14) with vi “ e1 and E “ 6 to find the estimated pσ for different values of σ, and use (3.15) to
calculate pδ2pE, pσq. In calculating pσi and pδ2pE, pσq, we use (3.11) and (3.12) to find the estimated pm2cpEq andpm12cpEq. In Figure 2, we plot pσ versus σ. One can see our estimator performs quite well.
3.3 Sphericity test
Our result is also useful even if we do not have precise information of the population eigenvectors. In this
section, we discuss the sphericity test for sample covariance matrices, that is,
H0 : Σ9I vs. H1 : Σ ­ 9I.
More generally, we can test whether Σ “ Σ0 for some given positive definite matrix Σ0 by using the data
Σ
´1{2
0 pΣ1{2Xq. We now propose and analyze a new test procedure for sphericity based on our results.
We rephrase the testing problem as
H0 : rΣ “ I vs. H1 : rΣ ‰ I, (3.17)
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Figure 2: The estimated pσ v.s. σ. The blue lines plot the straight lines y “ σ together with the intervals
rσ ´ 2pδ2ppσq, σ ` 2pδ2ppσqs. The red lines give the estimated values pσ calculated through (3.14). In the left
figure, the entries of X are i.i.d. Gaussian, while in the right figure, the entries of X are i.i.d. Rademacher.
for the rescaled population covariance matrix rΣ :“ pn´1 Tr Σq´1{2Σ. We consider the usual setting where
the columns of X are i.i.d. random vectors. If there exist outliers in the eigenvalue spectrum, then we
immediately reject H0. Hence we only study the case without outliers, and use Theorem 2.11 as our tool.
Given an allowable error ω (say ω “ 5%), our test procedure is as follows.
Step 1: Rescaling. Given a data matrix Σ1{2X, we can estimate n´1 Tr Σ as
σ2 :“ 1
n
ÿ
1ďiďn,1ďjďN
pΣ1{2Xq2ij .
By concentration, we can check that for any constant ε ą 0,
σ2 “ 1
n
Tr Σ ¨ `1`OpN´1`εq˘ (3.18)
with probability 1´ op1q. Hence we will use σ2 as an estimator of n´1 Tr Σ, and consider the rescaled
data matrix W :“ σ´1Σ1{2X.
Step 2: Choosing test vectors and parameter E. Choose two deterministic unit test vectors u and v.
Choose a fixed E ą λ1 ` c for some constant c ą 0, where λ1 is the largest eigenvalue of WJW .
Step 3: Estimating the variance. Calculate the estimator pm2cpEq and pm12cpEq as (recall (3.11))
pm2cpEq :“ N´1 Tr `WJW ´ E˘´1 , pm12cpEq :“ N´1 Tr `WJW ´ E˘´2 .
We estimate the fourth cumulants of the matrix entries of W by
pκ4piq “ N ÿ
1ďjďN
W 4ij ´ 3, 1 ď i ď n.
Then we estimate γ2N pEq in (3.5) from above as
Γ2N pEq :“ pm22cpEqE2|1` pm2cpEq|4
ˆ
1
3
max
1ďkďnmaxtpκ4pkq, 0u ` 2pm12cpEqpm22cpEq
˙
.
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If there is a priori bound on the fourth cumulants, then one can skip the estimation of the fourth
cumulants.
Step 4: Checking the sphericity. We calculate
E :“ ?N |RuupEq ´Rv vpEq| , RpEq :“ pWWJ ´ Eq´1.
Let α ą 0 be the number such that 2p1´Φpαqq “ ω. If E ă ?2αΓN pEq, then we accept the hypothesis
H0; otherwise, we reject it.
The idea of the above procedure has been very briefly discussed in [45]. Here we give a more precise
analysis of it based on the results of this paper.
Proposition 3.6. Suppose Assumption 2.5 and (2.18) hold. Moreover, assume that the columns of X are
i.i.d. random vectors. Then the type I test error of the above procedure is
Pprejection of H0|rΣ “ Iq ď ω ` op1q. (3.19)
On the other hand, conditioning onˇˇˇˇ
ˇuJ 11`m2cpEqrΣ u´vJ 11`m2cpEqrΣ v
ˇˇˇˇ
ˇ " N´1{2, (3.20)
we have
Ppacceptance of H0|u,v satisfy p3.20qq “ op1q. (3.21)
Proof. We introduce the matrix ĂW :“ rΣ1{2X and the resolvent
rRpEq :“ pĂWĂWJ ´ Eq´1.
By (3.18), it is easy to check that
} rRpEq ´RpEq} “ OpN´1`εq (3.22)
with probability 1´ op1q. Hence rRpEq and RpEq satisfies the same local statistics under the ?N scaling as
in Theorem 2.11.
We first prove (3.19). Suppose rΣ “ I, and ?N |RuupEq ´Rv vpEq| ě ?2αΓN pEq. Then with (3.22) we
have ?
N
ˇˇˇ rRuupEq ´ rRv vpEqˇˇˇ ě ?2αΓN pEq ´OpN´1{2`εq (3.23)
with probability 1 ´ op1q. For now we assume that v is orthogonal to u. Then by Theorem 2.11, the two
random variables
γ´1N pE,uq
ˆrRuupEq ` E´1
1` rm2cpEq
˙
, and γ´1N pE,vq
ˆrRv vpEq ` E´1
1` rm2cpEq
˙
(3.24)
converge weakly to two independent Gaussian random variables with mean zero and variance one, whererm2cpEq is as in (3.4). Here we defined for any unit vector u P Rn,
γ2N pE,uq :“ rm22cpEqE2|1` rm2cpEq|4
˜
1
3
ÿ
1ďkďn
κ4pkqu4pkq ` 2rm12cpEqrm22cpEq
¸
,
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where κ4pkq is the fourth cumulant of
?
Nxkj for the entries in the k-th row of X. By (3.22), (3.10) and
(3.13), rm2cpEq and rm12cpEq can be approximated by pm2cpEq and pm12cpEq up to a negligible error of order
OpN´1`εq. Moreover, under the moment condition (2.18), we have
max
1ďkďn |pκ4pkq ´ rκ4pkq| “ op1q with probability 1´ op1q,
which can be proved using a standard cut-off argument, see Remark 3.7 below. Thus we obtain that with
probability 1´ op1q, γ2N pE,uq ď Γ2N pEq ` op1q for any unit vector u P Rn. Combining the above estimates,
we obtain that Γ´1N pEq
?
N
ˇˇˇ rRuupEq ´ rRv vpEqˇˇˇ converges weakly to a Gaussian random variable with mean
zero and variance ď 2. Hence with (3.23), we get
P
´?
N |RuupEq ´Rv vpEq| ě
?
2αΓN pEq
¯
ď P
´?
N |pR0quupEq ´ pR0qv vpEq| ě
?
2αΓN pEq ´ op1q
¯
ď 2p1´ Φpαqq ` op1q “ ω ` op1q.
In general, if u and v are not orthogonal, then by Theorem 2.10 the two random variables in (3.24)
converge weakly to two Gaussian random variables G1 and G2 with nonzero covariance between them. Then
using the same arguments as above, we obtain that
P
´?
N |RuupEq ´Rv vpEq| ě
?
2αΓN pEq
¯
ď P
´
|G1 ´ G2| ě
?
2α
¯
` op1q.
This concludes (3.19) together with the fact that
P
´
|G1 ´ G2| ě
?
2α
¯
ď Pp|G | ě αq “ 2p1´ Φpαqq, (3.25)
where G is a standard normal random variable.
For (3.21), suppose (3.20) holds. Then by Theorem 2.11 it implies that the mean
?
N pRuupEq ´Rv vpEqq
diverges to infinity, while the variance is always bounded by Op1q. Hence we conclude (3.21).
Remark 3.7. Suppose we have a sequence of N i.i.d. random variables xi, 1 ď i ď N , with mean zero and
finite p2` cq-moments: E|xi|2`c “ Op1q. We claim that
PpSN{N ď N´εq ď N´1´ε (3.26)
for some small constant ε ą 0, where SN :“ x1 ` ¨ ¨ ¨ ` xN . To show this claim, we introduce a cut-offrxi “ xi1|xi|ďN1´δ for some sufficiently small constant δ ą 0 such that p1´ δqp2` cq ă 2` ε. Then we have
Pprxi ‰ xi for some iq “ OpN´1´εq
using Markov’s inequality together with a union bound. Then for rSN :“ rx1 ` ¨ ¨ ¨ ` rxN , one can bound
PprSN{Nq by calculating the fourth moment of rSN{N . We omit the rest of the details.
One can observe that the efficiency of our procedure depends crucially on the test vectors. If there is a
priori information on the possible directions of signals in Σ, then encoding it into the choice of test vectors
may greatly improve the efficiency of our procedure. For example, if one knows that the deviation from the
sphericity may happen on the i-th and j-th features, then it is natural to take the standard basis vector ei
and ej , and calculate E “ |RiipEq ´ RjjpEq|. Or one can choose pei ˘ ejq{
?
2, and calculate E “ |RijpEq|.
The standard basis vector may fail when Σ has some delocalized eigenvectors whose entries have amplitudes
of order n´1{2. For example, if Σ “ In ` aeeJ for some small a ą 0 and e “ n´1{2p1, ¨ ¨ ¨ , 1qJ, then using
|RiipEq ´ RjjpEq| or RijpEq may fail to find the signal aeeJ. Suppose we know the components of certain
20
x n´1{2 0.1 0.125 0.15 0.175 0.20 0.225 0.25 0.5
e1, e2 0.966 0.808 0.571 0.314 0.105 0.032 0.003 0.002 0.000
pe1 ˘ e2q{
?
2 1.000 0.992 0.961 0.947 0.903 0.862 0.815 0.744 0.391
e1, e 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
Table 1: Frequency of misestimation over 103 simulations for different values of x in (3.27). Here we take
a “ 1, E “ 4 and allowable error ω “ 5%.
a 0.025 0.05 0.075 0.1 0.125 0.15 0.25 0.50 0.75 1.00
e1, e2 0.985 0.981 0.976 0.972 0.971 0.977 0.952 0.741 0.012 0.032
e1, e 0.924 0.778 0.464 0.229 0.068 0.009 0.000 0.000 0.000 0.000
Table 2: Frequency of misestimation over 103 simulations for different values of a in (3.27). Here we take
x “ 0.2, E “ 4 and allowable error ω “ 5%.
signal vector are all positive, then it is natural to choose e as one of the test vectors. More generally, if we
know certain components (say with indices in T) of the signal vector are positive and the rest are negative,
then one can probably choose a test vector u such that upiq “ n´1{21iPT ´ n´1{21iRT.
Now we use some Monte-Carlo simulations to verify the validity of our test procedure. Consider the
setting n “ 500, N “ 2n, the entries of X are i.i.d. Gaussian, and
Σ “ In ` avx vJx , vx :“
˜
x,
c
1´ x2
n´ 1 , ¨ ¨ ¨ ,
c
1´ x2
n´ 1
¸
. (3.27)
We take E “ 4 and allowable error ω “ 5%, which corresponds to the threshold ?2αΓN pEq with α “ 2.
In Table 1, we consider the sphericity test for Σ and compute the frequencies of misestimation for different
choices of x. For the first row, we used test vectors e1 and e2, and for the second row we used test vectors
pe1 ˘ e2q{
?
2. If we used the test vectors e1 and e, then the frequencies of misestimation are all zero as
shown by the last row. One can understand the results by checking the difference |xuJ vxy|2´|xvJ vxy|2 for
the above three choices of tu,vu. In Table 2, we fix x “ 0.2 and compute the frequencies of misestimation
for different choices of a. For the first row, we used test vectors e1 and e2, and for the second row we used
test vectors e1 and e.
From Table 1, we observe that the choices of the test vectors affect the test efficiency a lot. From Table
2, we see that our procedure can detect very small deviation from the sphericity, as long as we choose the
proper test vectors.
4 Basic tools
The rest of the paper is devoted to the proof of the main theorems—Theorems 2.6, 2.8, 2.10 and 2.11. In
this section, we introduce some notations and collect some basic tools that will be used in the proof.
With the notations in (2.7), the Stieltjes transforms of Fv are equal to xu,G1pX, zquy, where u :“ O v.
One of the most basic tools of the proof is the following asymptotic estimate
xu,G1pX, zquy « m1c,upzq, (4.1)
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which we shall refer to as the anisotropic local law. More precisely, an anisotropic local law is an estimate
of the form (4.1) for all Im z " N´1. Such local law has been established in [11, 28, 29, 49] for sample
covariance matrices, assuming certain moment conditions on the matrix entries.
The anisotropic local law can be stated in a simple and unified fashion using the following pN`nqˆpN`nq
symmetric matrix H:
H :“
ˆ
0 Λ1{2OX
pΛ1{2OXqJ 0
˙
. (4.2)
We define the resolvent of H as
GpX, zq :“
ˆ ´In Λ1{2OX
pΛ1{2OXqJ ´zIn
˙´1
, z P C`. (4.3)
Using Schur complement formula, it is easy to check that
G “
ˆ
zG1 G1pΛ1{2OXq
pΛ1{2OXqJG1 G2
˙
“
ˆ
zG1 pΛ1{2OXqG2
G2pΛ1{2OXqJ G2
˙
. (4.4)
Thus a control of G yields directly a control of the resolvents G1 and G2. For simplicity of notations, we
define the index sets
I1 :“ t1, ..., nu, I2 :“ tn` 1, ..., n`Nu, I :“ I1 Y I2.
We shall consistently use the latin letters i, j P I1, greek letters µ, ν P I2, and a, b P I. Then we label the
indices of X as X “ pXiµ : i P I1, µ P I2q. For simplicity, given a vector v P CI1,2 , we always identify it with
its natural embedding in CI . For example, we shall identify v P CI1 with
ˆ
v
0N
˙
.
Now we introduce the spectral decomposition of G. Let
Λ1{2OX “
n^Nÿ
k“1
a
λkξkζ
J
k ,
be a singular value decomposition of Λ1{2OX (where the notations in (1.2) are slightly abused here). Then
using (4.4), we can get that for i, j P I1 and µ, ν P I2,
Gij “
nÿ
k“1
zξkpiqξJk pjq
λk ´ z , Gµν “
Nÿ
k“1
ζkpµqζJk pνq
λk ´ z , (4.5)
Giµ “
n^Nÿ
k“1
?
λkξkpiqζJk pµq
λk ´ z , Gµi “
n^Nÿ
k“1
?
λkζkpµqξJk piq
λk ´ z . (4.6)
With these spectral decompositions, one can obtain the bound
}Gpzq} ď CpIm zq´1 (4.7)
for some constant C ą 0. Furthermore, from (4.5) and (4.6) it is also easy to derive the following identities,
which we shall refer to as Ward’s identities. For the proof, one can refer to Lemma 6.1 of [49].
Lemma 4.1. Let tuiuiPI1 and tvµuµPI2 be orthonormal basis vectors in RI1 and RI2 , respectively. Let
x P CI1 and y P CI2 . Then we haveÿ
iPI1
|Gxui |2 “
ÿ
iPI1
|Guix|2 “ |z|
2
η
Im
ˆ
Gxx
z
˙
, (4.8)
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ÿ
µPI2
ˇˇ
Gyvµ
ˇˇ2 “ ÿ
µPI2
ˇˇ
Gvµy
ˇˇ2 “ ImGyy
η
, (4.9)
ÿ
iPI1
|Gyui |2 “
ÿ
iPI1
|Guiy|2 “ Gyy ` z¯η ImGyy, (4.10)ÿ
µPI2
ˇˇ
Gxvµ
ˇˇ2 “ ÿ
µPI2
ˇˇ
Gvµx
ˇˇ2 “ Gxx
z
` z¯
η
Im
ˆ
Gxx
z
˙
. (4.11)
We will use the following notion of stochastic domination, which was first introduced in [18] and subse-
quently used in many works on random matrix theory. It simplifies the presentation of the results and their
proofs by systematizing statements of the form “ξ is bounded with high probability by ζ up to a small power
of N”.
Definition 4.2 (Stochastic domination). (i) Let
ξ “
´
ξpNqpuq : N P N, u P U pNq
¯
, ζ “
´
ζpNqpuq : N P N, u P U pNq
¯
be two families of nonnegative random variables, where U pNq is a possibly N -dependent parameter set.
We say ξ is stochastically dominated by ζ, uniformly in u, if for any small constant ε ą 0 and large
constant D ą 0,
sup
uPUpNq
P
”
ξpNqpuq ą NεζpNqpuq
ı
ď N´D
for large enough N ě N0pε,Dq.
(ii) If ξ is stochastically dominated by ζ, uniformly in u, we use the notation ξ ă ζ. Moreover, if for some
complex family ξ we have |ξ| ă ζ, we also write ξ ă ζ or ξ “ Oăpζq.
(iii) We say that an event Ξ holds with high probability if for any constant D ą 0, PpΞq ě 1 ´ N´D for
large enough N .
The following lemma collects basic properties of stochastic domination, which will be used tacitly through-
out the proof .
Lemma 4.3 (Lemma 3.2 in [11]). Let ξ and ζ be families of nonnegative random variables.
(i) Suppose that ξpu, vq ă ζpu, vq uniformly in u P U and v P V . If |V | ď NC for some constant C, thenř
vPV ξpu, vq ă
ř
vPV ζpu, vq uniformly in u.
(ii) If 0 ď ξ1puq ă ζ1puq and 0 ď ξ2puq ă ζ2puq uniformly in u P U , then ξ1puqξ2puq ă ζ1puqζ2puq uniformly
in u P U .
(iii) Suppose that Ψpuq ě N´C is deterministic and ξpuq satisfies Eξpuq2 ď NC for all u. Then if ξpuq ă
Ψpuq uniformly in u, we have Eξpuq ă Ψpuq uniformly in u.
Throughout the rest of this paper, we will consistently use the notation z “ E ` iη for the spectral
parameter z. We define the spectral domain
D ” Dpω,Nq :“ tz P C` : |z| ě ω,N´1`ω ď η ď ω´1u, (4.12)
for some small constant ω ą 0. We will also consider a domain that is outside supppρ2cq:
Dout ” Doutpω,Nq :“ tz P C` : |z| ě ω, 0 ă η ď ω´1,distpE, supppρ2cqq ě ωu. (4.13)
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Recall the condition (2.13), we can take ω to be sufficiently small such that ω ď λ´{2. Define the distance
to the spectral edges as
κ :“ min
1ďkď2L |E ´ ak|. (4.14)
Then we have the following estimates for m2c:
|m2cpzq| À 1, Imm2cpzq À
#
η{?κ` η, if E R supp ρ2c?
κ` η, if E P supp ρ2c , (4.15)
|m12cpzq| À pκ` ηq´1{2, |m2cpz1q ´m2cpz2q| À
a|z1 ´ z2|, (4.16)
and
max
iPI1
|p1`m2cpzqσiq´1| “ Op1q. (4.17)
for z, z1, z2 P Dpω,Nq. The reader can refer to [29, Appendix A] and [16, Lemma 4.5] for the proof.
We define the deterministic limit
Πpzq :“
ˆ ´p1`m2cpzqΛq´1 0
0 m2cpzqIn
˙
, (4.18)
and the control parameter
Ψpzq :“
d
Imm2cpzq
Nη
` 1
Nη
. (4.19)
Note that by (4.15) and (4.17), we have for z P D,
}Πpzq} “ Op1q, Ψpzq À pNηq´1{2.
Our local law of resolvents will be stated under the following bounded support condition. Note that with
a standard cutoff argument, the moment assumptions on the X entries will imply the following bounded
support condition with probability 1´ op1q.
Definition 4.4 (Bounded support condition). We say a random matrix X satisfies the bounded support
condition with q, if
max
iPI1,µPI2
|Xiµ| ď q. (4.20)
Here q ” qN is a deterministic parameter and usually satisfies N´1{2 ď q ď N´φ for some small constant
φ ą 0. Whenever (7.6) holds, we say that X has support q.
Now we are ready to state the local laws for the resolvent GpX, zq, which were proved in [29, 49].
Theorem 4.5 (Local laws). Suppose dN , X and Σ satisfy Assumption 2.5. Suppose X satisfies (7.6) with
q ď N´φ for some constant φ ą 0. Then the following estimates hold for z P D:
• the anisotropic local law: for any deterministic unit vectors u,v P CI ,
|xu, GpX, zqvy ´ xu,Πpzqvy| ă q `Ψpzq; (4.21)
• the averaged local law:
|m2pX, zq ´m2cpzq| ă pNηq´1. (4.22)
For z P Dout, we have the stronger estimates:
24
• the anisotropic local law: for any deterministic unit vectors u,v P CI ,
|xu, GpX, zqvy ´ xu,Πpzqvy| ă q `N´1{2; (4.23)
• the averaged local law:
|m2pX, zq ´m2cpzq| ă N´1. (4.24)
All of the above estimates are uniform in the spectral parameter z.
Proof. Under the high moment assumption with q ă N´1{2, the estimates (4.21)-(4.23) are proved in Theo-
rem 3.6 [29]. For more general q, they are proved in Theorems 3.6 and 3.8 of [49]. It remains to show (4.24).
As a corollary of (4.22), we have the following rigidity result for the eigenvalues.
For any 1 ď k ď 2L, we define
Nk :“
ÿ
2lďk
N
ż a2l´1
a2l
ρ2cpxqdx,
which is the classical number of eigenvalues in ra2k, λ`s. Then we define the classical locations γj for the
eigenvalues of Q2 through
1´ F2cpγjq “ j ´ 1{2
N
, 1 ď j ď n^N. (4.25)
Note that (4.25) is well-defined since the Nk’s are integers by Lemma 2.2. For convenience, we also denote
γ0 :“ `8 and γK`1 :“ 0.
Lemma 4.6 (Theorem 3.12 of [29]). Suppose Theorem 4.5 and the regularity condition (2.13) hold. Then
for γj P ra2k, a2k´1s, we have
|λj ´ γj | ă rpN2k ` 1´ jq ^ pj ` 1´N2k´1qs´1{3N´2{3. (4.26)
For z P Dout, using the definition (4.25), we getˇˇˇˇ
ˇ
˜
1
N
N^nÿ
j“1
1
γj ´ z ´
N ´N ^ n
z
¸
´m2cpzq
ˇˇˇˇ
ˇ ă N´1,
and using (4.26), we getˇˇˇˇ
ˇ
˜
1
N
N^nÿ
j“1
1
γj ´ z ´
N ´N ^ n
z
¸
´m2pzq
ˇˇˇˇ
ˇ “
ˇˇˇˇ
ˇ 1N
Kÿ
j“1
ˆ
1
γj ´ z ´
1
λj ´ z
˙ˇˇˇˇ
ˇ ă N´1.
There two estimates together imply (4.24).
Another ingredient of the proof is the following cumulant expansion formula, whose proof is given in [33,
Proposition 3.1] and [27, Section II].
Lemma 4.7. Fix any l P N and let f P Cl`1pRq. Let h be a real valued random variable with finite moments
up to order l ` 2. Then we have
Erfphqhs “
lÿ
k“0
1
k!
κk`1phqEf pkqphq `Rl`1,
where κkphq is the k-th cumulant of h and Rl`1 satisfies
Rl`1 À E
ˇˇ
hl`21|h|ąNε´1{2
ˇˇ ¨ }f pl`1q}8 ` E |h|l`2 ¨ sup
|x|ďNε´1{2
|f pl`1qpxq|
for any constant ε ą 0.
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Finally, we introduce the Helffer-Sjo¨strand formula [14], which relates the convergence of the process
Zη,Epv, fq to the CLT of the resolvents ?NηpG´Πquu with u :“ O v. It has been used previously to obtain
the (almost) sharp convergence rates for the ESD (see e.g. [19, 40]) and VESD (see e.g. [45]) of random
matrices, and to study the mesoscopic eigenvalue statistics (see e.g. [22, 32]).
Lemma 4.8 (Helffer-Sjo¨strand formula). Let f P C1,a,b for some fixed a, b ą 0. Let rf be the almost analytic
extension of f defined by rfpx` iyq “ fpxq ` ipfpx` yq ´ fpxqq.
Let χ P C8c pRq be a smooth cutoff function satisfying χp0q “ 1. Then for any E P R, we have
fpEq “ 1
pi
ż
R2
Bzp rfpzqχpyqq
E ´ x´ iy dxdy,
where Bz :“ 12 pBx ` iByq is the antiholomorphic derivative.
5 CLT for resolvents
In this section, we prove Theorem 2.10 and Theorem 2.11 under a stronger moment assumption: for any
p P N there is a constant Cp such that
max
i,µ
E|?NXiµ|p ď Cp. (5.1)
Note by Markov’s inequality, X has bounded support q ă N´1{2. In Section 7, we will discuss how to relax
it to (2.18) or (2.21) using a Green’s function comparison argument.
Proposition 5.1. Theorem 2.10 and Theorem 2.11 hold under the moment assumption (5.1).
We rewrite (2.23) using the resolvents in (2.7) and Π in (4.18):
Y pu, wq :“ Yη,Epv, wq “
a
Nη uJ
`G1pE ` wηq ´ pE ` wηq´1ΠpE ` wηq˘u, (5.2)
where u “ O v. Then Proposition 5.1 follows from the following lemma on the convergence of moments.
Lemma 5.2. Suppose dN , X and Σ satisfy Assumption 2.5, N
´1`c1 ď η ď 1, and (5.1) holds. Fix any
E ą 0 and k P N. Then for any deterministic unit vectors v1, ¨ ¨ ¨ ,vk P Rn and w1, ¨ ¨ ¨ , wk P H, we have
E rY pu1, w1q ¨ ¨ ¨Y puk, wkqs “
#řś
ηγpzs, zt,vs,vtq `Oă
`pNηq´1{2˘ , if k P 2N
Oă
`pNηq´1{2˘ , otherwise . (5.3)
Here we denoted ui :“ O vi, zi :“ E ` wiη and γpzs, zt,vs,vtq :“ pαpzs, zt,vs,vtq ` pβpzs, zt,vs,vtq, andřś
means summing over all distinct ways of partitioning of indices into pairs.
In addition, if N´C ď η ! 1 for some constant C ą 1 and E P Soutpτq, we have the stronger estimates
E
„
Y pu1, w1q?
η
¨ ¨ ¨ Y puk, wkq?
η

“
#řś
γpzs, zt,vs,vtq `Oă
`
N´1{2
˘
, if k P 2N
Oă
`
N´1{2
˘
, otherwise
. (5.4)
Remark 5.3. In the statement of this lemma, we allow that us “ ut and zs “ zt for s ‰ t. In other words,
we are calculating the multivariate moments
E rY r1pui1 , wi1q ¨ ¨ ¨Y rkpuik , wikqs , r1, ¨ ¨ ¨ , rk P N,
if we combine the terms that are the same.
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Proof of Proposition 5.1. By Wick’s theorem, (5.3) with E “ 0 and η “ 1 shows that the convergence in
Theorem 2.10 holds in the sense of moments, which further implies the weak convergence. Similarly, under
the setting of Theorem 2.11, (5.3) shows that the random vector pYη,Epv1, w1q, ¨ ¨ ¨ ,Yη,Epvk, wkqq converges
weakly to a complex centered Gaussian vector pΥ1, ¨ ¨ ¨ ,Υkq with covariances
EΥiΥj “ lim
NÑ8
”
ηpαpNqpzi, zj ,vi,vjq ` ηpβpNqpzi, zj ,vi,vjqı .
With η ! 1, this expression can be simplified to (2.27).
Finally, under the setting of Theorem 2.11, suppose E P Soutpτq and N´4 ď η ! 1. By Wick’s theorem,
(5.4) shows that the random vector η´1{2pYη,Epv1, w1q, ¨ ¨ ¨ ,Yη,Epvk, wkqq converges weakly to a real centered
Gaussian vector pΥ1, ¨ ¨ ¨ ,Υkq with covariances
EΥiΥj “ lim
NÑ8
”pαpNqpE,E,vi,vjq ` pβpNqpE,E,vi,vjqı .
Finally, if E P Soutpτq and η ď N´4, we can show that the random vector η´1{2pYη,Epv1, w1q, ¨ ¨ ¨ ,Yη,Epvk, wkqq
has the same asymptotic distribution as´
η
´1{2
0 Yη0,Epv1, w1q, ¨ ¨ ¨ , η´1{20 Yη0,Epvk, wkq
¯
, η0 :“ N´4,
using the bound
}GpE ` wiηq ´GpE ` wiη0q} À |η ´ η0|}GpE ` wiηq} ¨ }GpE ` wiη0q} À N´4 with high probability.
Here we used that by the rigidity estimate (4.26), }Gpzq} “ Op1q with high probability for z P Soutpτq.
In the rest of this section, we mostly focus on the proof of (5.3). We will discuss how to extend the
argument to (5.4) at the end of this section. For simplicity, the bulk of the proof is devoted to the calculation
of the moments
E
“
Y k1pu1, w1qY k2pu2, w2q
‰
, k1, k2 P N, u1,u2 P Rn, w1, w2 P C`. (5.5)
The proof for the more general expression in (5.3) is exactly the same, except for some immaterial changes
of notations.
In the following calculation, we write Y pu2, w2q as Y pu2, w2q, and abbreviate z1 :“ E`w1η, z2 :“ E`w2η,
Gp1q :“ Gpz1q, Gp2q :“ Gpz2q and T :“ Λ1{2O (recall (2.3)). Moreover, we denote
Y1 :“ z1Y pu1, w1q “
a
Nηxu1, pGpz1q ´Πpz1qqu1y,
Y2 :“ z2Y pu2, w2q “
a
Nηxu2, pGpz2q ´Πpz2qqu2y,
(5.6)
and G :“ Y k11 Y k22 . In the following proof, we focus on calculating EG. Note that by the assumptions of
Lemma 5.2, we have |z1,2| „ 1. Hence we can easily derive the estimates on (5.5) from EG using the identity
Y k1pu1, w1qY k2pu2, w2q “ z´k11 z´k22 G.
Without loss of generality, we assume that k1 ě k2 and k1 ` k2 ě 1. Under the assumption (5.1), X has
bounded support q ă N´1{2. Then by (4.21), we have
|Y1| ` |Y2| ă
a
NηΨpz1q `
a
NηΨpz2q “ Op1q.
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Then using Lemma 4.3 (iii), we get that for any fixed n1, n2 P N,
E|Y1|n1 |Y2|n2 ă 1,
where the second moment bound on |Y1|n1 |Y2|n2 required by Lemma 4.3 (iii) follows immediately from (4.7).
Now using the definition of G in (4.3) and Π in (4.18), we can write
Gpzq ´Πpzq “ Gpzq “Π´1pzq ´G´1pzq‰Πpzq
“ Gpzq
„ˆ ´m2cpzqΛ 0
0 pm´12c pzq ` zqIn
˙
´
ˆ
0 TX
pTXqJ 0
˙
Πpzq.
Using this identity, for u1 P RI1 we can write
EG “ EaNηBu1, Gp1qˆ ´m2cpz1qΛ 00 0
˙
Πpz1qu1
F
Y k1´11 Y
k2
2
´ EaNηBu1, Gp1qˆ 0 0pTXqJ 0
˙
Πpz1qu1
F
Y k1´11 Y
k2
2 “:M1 `M2.
(5.7)
Similar as in (2.15), we denote by κkpi, µq the k-th cumulants of
?
NXiµ. Then using Lemma 4.7 with
h “ Xiµ, we can express M2 as
M2 “ ´
a
NηE
ÿ
iPI1,µPI2
Gp1qu1 µXiµ w1piqY k1´11 Y
k2
2 “
lÿ
k“1
Gk ` E , (5.8)
where we denoted w1 :“ TJΠpz1qu1. The terms on the right-hand side of (5.8) are
Gk :“ ´
?
Nη
k!N pk`1q{2
ÿ
iPI1,µPI2
w1piqκk`1pi, µqEB
kpGp1qu1 µY k1´11 Y k22 q
BpXiµqk , (5.9)
and
E :“ ´aNη ÿ
iPI1,µPI2
w1piqRl`1piµq, (5.10)
where Rl`1piµq satisfies the bound
Rl`1piµq À E
ˇˇˇ
X l`2iµ 1|Xiµ|ąNε´1{2
ˇˇˇ
¨ ››Bl`1iµ fiµ››8 ` E |Xiµ|l`2 ¨ E sup|x|ďNε´1{2
ˇˇˇ
Bl`1iµ fiµpHpiµq ` x∆iµq
ˇˇˇ
.
Here we abbreviated fiµ :“ Gp1qu1 µY k1´11 Y k22 , Biµ :“ B{BXiµ,
∆iµ :“
ˆ
0 tie
J
µ
eµt
J
i 0
˙
G, ti :“ Tei,
and Hpiµq “ H ´Xiµ∆iµ such that Hpiµq is independent of Xiµ.
Next we estimate the right-hand side of (5.8) term by term using the formula
BrG
BpXiµqr “ p´1q
rr!Gp∆iµGqr. (5.11)
This can be derived from the following resolvent expansion: for any x, x1 P R and k P N,
Gx
1
piµq “ Gxpiµq `
kÿ
r“1
px´ x1qkGxpiµq
´
∆iµG
x
piµq
¯k ` px´ x1qk`1Gx1piµq ´∆iµGxpiµq¯k`1 , (5.12)
where we denoted Gxpiµq :“ GpHpiµq ` x∆iµq.
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5.1 The leading term G1
We expand G1 as
G1 “ ´
c
η
N
E
ÿ
iPI1,µPI2
BGp1qu1 µ
BXiµ w1piqY
k1´1
1 Y
k2
2 ´
c
η
N
E
ÿ
iPI1,µPI2
Gp1qu1 µ w1piq
BpY k1´11 Y k22 q
BXiµ . (5.13)
For the first term in (5.13), we have
´
c
η
N
E
ÿ
iPI1,µPI2
BGp1qu1 µ
BXiµ w1piqY
k1´1
1 Y
k2
2
“
c
η
N
E
ÿ
iPI1,µPI2
Gp1qu1 µG
p1q
tiµ
w1piqY k1´11 Y k22 `
c
η
N
E
ÿ
iPI1,µPI2
Gp1qµµG
p1q
u1 ti
w1piqY k1´11 Y k22
“
c
η
N
EpGp1qJ2Gp1qqu1 ru1Y k1´11 Y k22 `aNηE´m2pz1qGp1qu1 ru1Y k1´11 Y k22 ¯ , (5.14)
where we denoted ru1 :“ řiPI1 w1piqti “ rΛΠpz1qu1, and
J2 :“
ˆ
0 0
0 In
˙
, rΛ :“ ˆΛ 0
0 0
˙
.
For the first term in (5.14), using Ward’s identities, Lemma 4.1, we can bound it as
Oă
ˆc
η
N
E
”
|Gu1 u1 | ` η´1
ˇˇˇ
Im
´
zGp1qu1 u1
¯ˇˇˇı1{2 ”|Gru1ru1 | ` η´1 ˇˇˇIm´zGp1qru1ru1¯ˇˇˇı1{2˙ ă pNηq´1{2, (5.15)
where in the second step we used (4.21) to bound |Gu1 u1 | ă 1 and |Gru1ru1 | ă 1. On the other hand, using
(4.22), we can estimate the second term in (5.14) asa
NηE
´
m2cpz1qpGp1qrΛΠpz1qqu1 u1Y k1´11 Y k22 ¯`Oă ´pNηq´1{2¯ “ ´M1 `Oă ´pNηq´1{2¯ . (5.16)
Next for the second term in (5.13), using (5.11) we calculate that
´
c
η
N
E
ÿ
iPI1,µPI2
Gp1qu1 µ w1piq
BpY k1´11 Y k22 q
BXiµ
“ 2pk1 ´ 1qηE
ÿ
iPI1,µPI2
Gp1qu1 µ w1piqGp1qu1 µGp1qti u1Y k1´21 Y
k2
2 (5.17)
` 2k2ηE
ÿ
iPI1,µPI2
Gp1qu1 µ w1piqG
p2q
u2 µG
p2q
ti u2Y
k1´1
1 Y
k2´1
2 , (5.18)
where as a convention, if k1 “ 1, then the first term is zero, and similarly if k2 “ 0, the second term is zero.
For the two terms (5.17) and (5.18), we shall apply the identity
ÿ
µPI2
GuµpzqGu1 µpz1q “ Guu1pzq ´Guu1pz
1q
z ´ z1 , z, z
1 P C, u,u1 P RI , (5.19)
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which follows directly from the definition (4.3). Applying this identity to (5.18), we can write
η
ÿ
iPI1,µPI2
Gp1qu1 µ w1piqG
p2q
u2 µG
p2q
ti u2 “ η
ˆ
Gu1 u2pz1q ´Gu1 u2pz2q
z1 ´ z2
˙´
Πpz1qrΛGp2q¯
u1 u2
“ η
ˆ
Πu1 u2pz1q ´Πu1 u2pz2q
z1 ´ z2
˙´
Πpz1qrΛΠpz2q¯
u1 u2
`Oă
´
pNηq´1{2
¯
,
(5.20)
where in the last step we used (4.21) and that |z1 ´ z2| Á η.
On the other hand, for (5.17) we develop another version of the identity (5.19) in order to deal with the
case where z is very close to z1 (or even z “ z1). Suppose z, z1 P C` satisfy that Im z Á η and Im z1 Á η.
Then we define the contour Γ “ BBcηpzq Y BBcηpz1q for some constant c ą 0, where BBcηpzq denotes the
boundary of the disk around z with radius cη, and similarly for BBcηpz1q. We can choose c ą 0 small enough
such that Γ Ă C` and minξPΓ Im ξ Á η. Then by Cauchy’s integral formula and (4.21), we get thatÿ
µPI2
GuµpzqGu1 µpz1q “ 1
2pii
ż
Γ
Guu1pξq
pξ ´ zqpξ ´ z1qdξ “
1
2pii
ż
Γ
Πuu1pξq `OăppNηq´1{2q
pξ ´ zqpξ ´ z1q dξ
“ Πuu1pzq ´Πuu1pz
1q
z ´ z1 `Oă
´
η´1pNηq´1{2
¯
.
(5.21)
Applying it to (5.17), we can write
η
ÿ
iPI1,µPI2
Gp1qu1 µ w1piqGp1qu1 µGp1qti u1 “ ηΠ1u1 u1pz1q
´
Πpz1qrΛΠpz1q¯
u1 u1
`Oă
´
pNηq´1{2
¯
. (5.22)
Plugging (5.20) and (5.22) into (5.17) and (5.18), we obtain that
´
c
η
N
E
ÿ
iPI1,µPI2
Gp1qu1 µ w1piq
BpY k1´11 Y k22 q
BXiµ
“ 2pk1 ´ 1qηΠ1u1 u1pz1q
´
Πpz1qrΛΠpz1q¯
u1 u1
EY k1´21 Y
k2
2
` 2k2η
ˆ
Πu1 u2pz1q ´Πu1 u2pz2q
z1 ´ z2
˙´
Πpz1qrΛΠpz2q¯
u1 u2
EY k1´11 Y
k2´1
2 `Oă
´
pNηq´1{2
¯
. (5.23)
In sum, combining (5.14)-(5.16) and (5.23), we obtain that
M1 `G1 “ 2pk1 ´ 1qηΠ1u1 u1pz1q
´
Πpz1qrΛΠpz1q¯
u1 u1
EY k1´21 Y
k2
2
` 2k2η
ˆ
Πu1 u2pz1q ´Πu1 u2pz2q
z1 ´ z2
˙´
Πpz1qrΛΠpz2q¯
u1 u2
EY k1´11 Y
k2´1
2 `Oă
´
pNηq´1{2
¯
“ pk1 ´ 1qz21ηpβpz1, z1,v1,v1qEY k1´21 Y k22
` k2z1z2ηpβpz1, z2,v1,v2qEY k1´11 Y k2´12 `Oă ´pNηq´1{2¯ ,
(5.24)
where we used (4.18) to rewrite the coefficients into (2.25) and recall that vi “ OJ ui.
Note that if k1 “ 1 and k2 “ 0, we obtain that
EY1 ă pNηq´1{2 (5.25)
as a byproduct, which verifies the mean zero condition in Proposition 5.1.
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5.2 The error term G2
For the term
G2 :“ ´
?
η
2N
ÿ
iPI1,µPI2
w1piqκ3pi, µqEB
2pGp1qu1 µY k1´11 Y k22 q
BpXiµq2 ,
we have the following cases. First, we assume that the two derivatives act on G
p1q
u1 µ:
B2Gp1qu1 µ
BX2iµ
“ 4Gp1qu1 tiGp1qµtiGp1qµµ ` 2Gp1qu1 µpGp1qµtiq2 ` 2Gp1qu1 µGp1qtitiGp1qµµ .
Inserting these three terms into G2, we can bound the resulting expressions as follows. First we have
2
?
η
N
ÿ
iPI1,µPI2
ˇˇˇ
wpiqGp1qu1 tiGp1qµtiGp1qµµ
ˇˇˇ
ă
1
N3{2
ÿ
iPI1,µPI2
|wpiq||Gp1qu ti | ă
1?
Nη
, (5.26)
where we used (4.21) in the first step to bound G
p1q
µti
ă pNηq´1{2, and in the the second step we used Lemma
4.1 and (4.21) to bound that
ÿ
iPI1
|wpiq||Gp1qu ti | ď
˜ÿ
iPI1
|wpiq|2
¸1{2 ˜ÿ
iPI1
|Gp1qu ti |2
¸1{2
ă η´1{2.
Similarly, we can bound
?
η
N
ÿ
iPI1,µPI2
ˇˇˇ
wpiqGp1qu1 µpGp1qµtiq2
ˇˇˇ
ă
1
N5{2η
ÿ
iPI1,µPI2
|wpiq| ă 1
Nη
. (5.27)
Finally, we have
´
?
η
N
ÿ
iPI1,µPI2
w1piqκ3pi, µqGp1qu1 µGp1qtitiGp1qµµ
“ ´
?
η
N
ÿ
iPI1,µPI2
w1piqκ3pi, µqGp1qu1 µΠtitipz1qΠµµpz1q `Oă
˜
1
N2
?
η
ÿ
iPI1,µPI2
|wpiq|
¸
ă
?
η
N
ÿ
iPI1
|w1piq|η´1{2 ` 1?
Nη
ă
1?
Nη
, (5.28)
where in the second step we apply (4.21) to Gp1q to getÿ
µPI2
κ3pi, µqGp1qu1 µΠµµpz1q “ Gp1qu1 rwi ă
?
N?
Nη
“ η´1{2. (5.29)
Here we used that rwi :“ řµ κ3pi, µqΠµµpz1qeµ has l2-norm Op?Nq.
Then we consider the case that one derivative acts on G
p1q
u1 µ and the other acts on Y
k1´1
1 Y
k2
2 . Suppose
the other derivative acts on a Y1 factor, then we need to estimate
´ η?
N
ÿ
iPI1,µPI2
w1piqκ3pi, µq
´
Gp1qu1 µG
p1q
tiµ
`Gp1qu1 tiGp1qµµ
¯
G
p1q
u1 ti
Gp1qu1 µ.
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For the first term, we can bound it using (4.21) as
η?
N
ÿ
iPI1,µPI2
|w1piq||Gp1qu1 µGp1qtiµGp1qu1 tiGp1qu1 µ| ă
1
N2
?
η
ÿ
iPI1,µPI2
|w1piq| ă 1?
Nη
. (5.30)
For the second term, we can apply similar argument as in (5.28) to get that
´ η?
N
ÿ
iPI1,µPI2
w1piqκ3pi, µqGp1qu1 tiGp1qµµGp1qu1 tiGp1qu1 µ
“ ´ η?
N
ÿ
iPI1,µPI2
w1piqκ3pi, µqΠµµpz1qpGp1qu1 tiq2Gp1qu1 µ `Oă
˜
1
N3{2
ÿ
iPI1,µPI2
|w1piq||Gp1qu1 ti |
¸
ă
1?
N
ÿ
iPI1
|w1piq||Gp1qu1 ti | ă pNηq´1{2, (5.31)
where in the third step we applied (5.29) to the first term, and in the last step we used Lemma 4.1 and
(4.21) to bound ÿ
iPI1
|w1piq||Gp1qu1 ti | ă
´ ÿ
iPI1
|w1piq|2
¯1{2´ ÿ
iPI1
|Gp1qu1 ti |2
¯1{2
ă η´1{2. (5.32)
If the other derivative acts on a Y 2 factor, then we have similar estimates.
Finally, we consider the case that there are two derivatives acting on Y k1´1Y k2 . There are two cases.
Case 1: Suppose that the two derivatives act on two different Y factors. If these are two Y1 factors, then
we need to bound
η3{2
ÿ
iPI1,µPI2
|w1piq||Gp1qu1 µ||Gp1qu1 ti |2|Gp1qu1 µ|2 ă
Nη3{2
pNηq3{2
ÿ
iPI1
|w1piq||Gp1qu1 ti | ă
1?
Nη
, (5.33)
where we used (5.32) in the second step. We have similar estimates if the two derivatives acts on two Y 2
factors, or act on a Y1 factor and a Y 2 factor.
Case 2: Suppose two derivatives act on one Y factor. If this is a Y1 factor, then we need to bound
´ η?
N
ÿ
iPI1,µPI2
w1piqκ3pi, µqGp1qu1 µ
´
pGp1qu1 tiq2Gp1qµµ ` pGp1qu1 µq2Gp1qtiti ` 2Gp1qu1 tiGp1qu1 µGp1qtiµ
¯
.
The first term has been estimated in (5.31), and the third term has been estimated in (5.30). For the second
term, using (4.21) we get
η?
N
ÿ
iPI1,µPI2
|w1piq||Gp1qu1 µ|3|Gp1qtiti | ă
1
N2
?
η
ÿ
iPI1,µPI2
|w1piq| ă 1?
Nη
. (5.34)
If the two derivatives act on a Y 2 factor, then we have similar estimates.
Combining (5.26)-(5.28), (5.30), (5.31), (5.33) and (5.34), we obtain that
G2 ă
1?
Nη
. (5.35)
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5.3 Terms Gk with k ě 3
For the terms Gk with k ě 3, the expressions for the derivatives begin to become rather complicated. In
order to exploit the structures of these term in a systematical way, we introduce the following algebraic
objects.
Definition 5.4 (Words). Given i P I1 and µ P I2, let W be the set of words of even length in two letters
ti,µu. We denote the length of a word w P W by 2lpwq with lpwq P N. We use bold symbols to denote the
letters of words. For instance, w “ a1b2a2b3 ¨ ¨ ¨arbr`1 denotes a word of length 2r. Let Wr :“ tw P W :
lpwq “ ru be the set of words of length 2r, and such that each word w P Wr satisfies that albl`1 P tiµ,µiu
for all 1 ď l ď r.
Next we assign to each letter a value r¨s through ris :“ ti and rµs :“ eµ. It is important to distinguish the
abstract letter from its value, which is a vector (or can be regarded as a summation index). To each word w
we assign two types of random variables A
p1q
i,µpwq and Ap2qi,µpwq as follows. If lpwq “ 0 we define
A
p1q
i,µpwq :“ Gp1qu1u1 ´Πu1u1pz1q, Ap2qi,µpwq :“ Gp2qu2u2 ´Πu2u2pz2q.
If lpwq ě 1, say w “ a1b2a2b3 ¨ ¨ ¨arbr`1, we define
A
p1q
i,µpwq :“ Gp1qu1ra1sG
p1q
rb2sra2s ¨ ¨ ¨G
p1q
rbrsrarsG
p1q
rbr`1su1 ,
A
p2q
i,µpwq :“ Gp2qu2ra1sG
p2q
rb2sra2s ¨ ¨ ¨G
p2q
rbrsrarsG
p2q
rbr`1su2 .
(5.36)
Finally, for w “ a1b2a2b3 ¨ ¨ ¨arbr`1 we define another type of word as
rAi,µpwq :“ Gp1qu1ra1sGp1qrb2sra2s ¨ ¨ ¨Gp1qrbrsrarsGp1qrbr`1sµ. (5.37)
Notice the words are constructed such that, by (5.11),ˆ B
BXiµ
˙r
Y1 “ p´1qrr!
a
Nη
ÿ
wPWr
A
p1q
i,µpwq, r P N.
Similarly, A
p2q
i,µpwq is related to the derivatives of Y 2, and rAi,µpwq is related to the derivatives of Gu1 µ. Thus
we can write
BkpGp1qu1 µY k1´11 Y k22 q
BpXiµqk “ p´1q
kpNηq 12 pk1`k2´1q
ÿ
l1`¨¨¨`lk1`k2“k
»–l1! ÿ
w1PWl1
rAi,µpw1q
fifl
ˆ
k1ź
s“2
»–ls! ÿ
wsPWls
A
p1q
i,µpwsq
fifl k1`k2ź
s“k1`1
»–ls! ÿ
wsPWls
A
p2q
i,µpwsq
fifl .
(5.38)
In the following proof, for simplicity we shall abbreviate
Ai,µpwsq ”
#
A
p1q
i,µpwsq, if 2 ď s ď k1
A
p2q
i,µpwsq, if k1 ` 1 ď s ď k1 ` k2
.
Moreover, we introduce the notations
a :“ #t2 ď s ď k1 ` k2 : li ě 1u, a1 :“ #t2 ď s ď k1 ` k2 : li “ 1u.
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Without loss of generality, we assume that the words with nonzero length are ws1 , ¨ ¨ ¨ , wsa , and the words
with length 1 are ws1 , ¨ ¨ ¨ , wsa1 . Then we have
ls1 ` ¨ ¨ ¨ ` lsa “ k ´ l1 ñ 2a ď k ´ l1 ` a1. (5.39)
By the definition, it is easy to verify that
|Ai,µpwsq| ă R2i `R2µ, if ls ě 1, s ě 2 (5.40)
where we abbreviated
Ri :“ |Gp1qu1 ti | ` |Gp2qu2 ti |, Rµ :“ |Gp1qu1 µ| ` |Gp2qu2 µ| ` |Gp1qtiµ| ` |Gp2qtiµ| ă pNηq´1{2.
If ls “ 1 for some s ě 2, we have the better bound
|Ai,µpwsq| ă RiRµ ă Ri?
Nη
. (5.41)
Similarly, we have
| rAi,µpw1q| ă 1pl1 ě 1qRi `Rµ ă 1pl1 ě 1qRi ` pNηq´1{2. (5.42)
Finally, using Lemma 4.1 and (4.21), we can boundÿ
iPI1
R2i `
ÿ
µPI2
R2µ ă η´1,
ÿ
iPI1
|w1piq|Ri ă η´1{2. (5.43)
We will use these bounds tacitly in the following proof.
Now we study the k “ 3 case using the above tools. In this case, we will obtain a leading term that
depends on the fourth cumulants of the X entries.
The leading term G3. We insert (5.38) into the term
G3 :“ ´
?
η
6N3{2
ÿ
iPI1,µPI2
w1piqκ4pi, µqEB
3pGp1qu1 µY k1´11 Y k22 q
BpXiµq3 .
Applying (5.40)-(5.42) to (5.38), we need to bound
pNηqa{2?η
N3{2
1pl1 ě 1q
ÿ
iPI1,µPI2
|w1piq|RipRiRµqa1pR2i `R2µqa´a1
`pNηq
a{2?η
N3{2
ÿ
iPI1,µPI2
|w1piq|RµpRiRµqa1pR2i `R2µqa´a1 “: K1 `K2.
Now we bound K2. First we consider the case with a1 “ 0. Then a can only be 0 or 1, and we have
K2 ă 1pa “ 0q
N2
ÿ
iPI1,µPI2
|w1piq| ` 1pa “ 1q pNηq
1{2
N2
ÿ
iPI1,µPI2
|w1piq|
`
R2i `R2µ
˘
ă N´1{2 ` pNηq
1{2
N2
˜
N?
η
`
?
N
η
¸
ă N´1{2.
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Then in the a1 “ 1 case, a can only be 1 or 2, and we have
K2 ă 1pa “ 1q pNηq
1{2
N2
ÿ
iPI1,µPI2
|wpiq|RiRµ ` 1pa “ 2qNη
N2
ÿ
iPI1,µPI2
|wpiq|pRiRµqpR2i `R2µq
ă
pNηq1{2
N2
?
N
η
` Nη
N2
˜?
N
η
` 1?
Nη2
¸
ă N´1{2.
Finally, for the a1 ě 2 case, we have a “ a1 and
K2 ă pNηq
a1{2
N2
ÿ
iPI1,µPI2
|w1piq|pRiRµqa1 ă 1
N2
ÿ
iPI1,µPI2
|w1piq|Ri ă 1
N
?
η
ď N´1{2.
Next we estimate K1. If a1 “ 0 and l1 ě 2, then a can only be 0, and we have that
K1 ă
?
η
N3{2
ÿ
iPI1,µPI2
|w1piq|Ri ă N´1{2.
If a1 “ 1 and l1 ě 1, then a can only be 1, and we have that
K1 ă
pNηq1{2?η
N3{2
ÿ
iPI1,µPI2
|w1piq|RipRiRµq ă pNηq
1{2?η
N3{2
?
N
η
“ N´1{2.
If a1 ě 2 and l1 ě 1, then a “ a1 “ 2 and we have
K1 ă
pNηq?η
N3{2
ÿ
iPI1,µPI2
|w1piq|RipRiRµq2 ă pNηq
?
η
N3{2
1
η3{2
“ N´1{2.
Finally, we are left with the case a1 “ 0 and l1 “ 1, which will provide a leading term. In this case we
have that one derivative acts on G
p1q
u1 µ and two other derivatives act on a Y1 or Y 2 factor, i.e.
G3 “ pk1 ´ 1q
?
η
6N3{2
ÿ
iPI1,µPI2
w1piqκ4pi, µqE
´
G
p1q
u1 ti
Gp1qµµ `Gp1qu1 µGp1qtiµ
¯ B2Y1
BpXiµq2Y
k1´2
1 Y
k2
2
` k2
?
η
6N3{2
ÿ
iPI1,µPI2
w1piqκ4pi, µqE
´
G
p1q
u1 ti
Gp1qµµ `Gp1qu1 µGp1qtiµ
¯ B2Y 2
BpXiµq2Y
k1´1
1 Y
k2´1
2 `OăpN´1{2q
“ pk1 ´ 1q
?
η
6N3{2
ÿ
iPI1,µPI2
w1piqκ4pi, µqEGp1qu1 tiGp1qµµ
B2Y1
BpXiµq2Y
k1´2
1 Y
k2
2
` k2
?
η
6N3{2
ÿ
iPI1,µPI2
w1piqκ4pi, µqEGp1qu1 tiGp1qµµ
B2Y 2
BpXiµq2Y
k1´1
1 Y
k2´1
2 `OăpN´1{2q, (5.44)
where in the second step we used that the G
p1q
u1 µG
p1q
tiµ
terms have bounded as K2 in the above proof. We now
calculate the first term on the right-hand side of (5.44), which takes the form
pk1 ´ 1q η
3N
E
ÿ
iPI1,µPI2
w1piqκ4pi, µqGp1qu1 tiGp1qµµ
´
pGp1qu1 tiq2Gp1qµµ ` pGp1qu1 µq2Gp1qtiti ` 2Gp1qu1 tiGp1qu1 µGp1qtiµ
¯
Y k1´21 Y
k2
2
“: EK1 ` EK2 ` EK3,
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where we abused the notations K1,2 a little bit. We can bound
K2 `K3 ă η
N
ÿ
iPI1,µPI2
|w1piq|RiR2µ ă ηN
1
η3{2
ď N´1{2.
For K1, we have
EK1 “ pk1 ´ 1q η
3N
ÿ
iPI1,µPI2
w1piqκ4pi, µq rΠµµpz1qs2 rΠu1 tipz1qs3EY k1´21 Y k22
`Oă
˜ ?
η
N3{2
E
ÿ
iPI1,µPI2
|w1piq|pRi ` |Πu1 tipz1q|q
¸
“ pk1 ´ 1qηm
2
2cpz1q
3N
ÿ
iPI1,µPI2
κ4pi, µqrΠu1 tipz1qs4EY k1´21 Y k22 `Oă
´
N´1{2
¯
.
where we used that w1piq “ Πu1 tipz1q by the definition of w1. We have a similar estimate for the second
term on the right-hand side of (5.44). In sum, we obtain that
G3 “ pk1 ´ 1qηm
2
2cpz1q
3N
ÿ
iPI1,µPI2
κ4pi, µqrΠu1 tipz1qs4EY k1´21 Y k22
` k2 ηm2cpz1qm2cpz2q
3N
ÿ
iPI1,µPI2
κ4pi, µqrΠu1 tipz1qs2rΠu2 tipz2qs2EY k1´11 Y k2´12 `OăpN´1{2q
“ pk1 ´ 1qz21ηpαpz1, z1,u1,u1qEY k1´21 Y k22 ` k2z1z2ηpαpz1, z2,u1,u2qEY k1´11 Y k2´12 `OăpN´1{2q, (5.45)
where we used (4.18) to rewrite the coefficients into (2.24).
Next we deal with the k ě 4 cases, which only contain error terms.
The error terms Gk, k ě 4. The terms Gk, k ě 4, can be estimated in similar ways as G3. We insert
(5.38) into (5.9), and apply (5.40)-(5.42) to get that
Gk ă
pNηqa{2?η
Nk{2
1pl1 ě 1q
ÿ
iPI1,µPI2
|w1piq|RipRiRµqa1pR2i `R2µqa´a1
` pNηq
a{2?η
Nk{2
ÿ
iPI1,µPI2
|w1piq|RµpRiRµqa1pR2i `R2µqa´a1 “: K1 `K2.
For the term K1, we have
K1 ă 1pl1 ě 1q pNηq
pa´a1q{2?η
Nk{2
ÿ
iPI1,µPI2
|wpiq|Ri ă 1pl1 ě 1q pNηq
pa´a1q{2?η
Nk{2
N?
η
ď N´pk´a`a1q{2`1,
where in the second step we used (5.43). With (5.39), we obtain that
k ´ a` a1
2
´ 1 ě 1
2
ˆ
k ` a1 ´ k ´ l1 ` a1
2
˙
´ 1 ě 1
2
ñ K1 ă N´1{2, (5.46)
if k` a1 ` l1 ě 6. It remain to consider the case k “ 4, l1 “ 1 and a1 “ 0. In this case, a can only be 1 and
we still have
k ´ a` a1
2
´ 1 “ 1
2
ñ K1 ă N´1{2.
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Then we bound K2. If a1 “ 0, we have
K2 ă pNηq
a{2
N pk`1q{2
ÿ
iPI1,µPI2
|wpiq|pR2i `R2µqa
ă
1pa “ 0q
N pk`1q{2
ÿ
iPI1,µPI2
|wpiq| ` 1pa ě 1q pNηq
a{2
N pk`1q{2
ÿ
iPI1,µPI2
|wpiq|pR2i `R2µq
ă
1pa “ 0q
Nk{2´1
` 1pa ě 1q pNηq
a{2
N pk`1q{2
˜
N?
η
`
?
N
η
¸
ă
1
N
` 1pa ě 1q
N pk´a´1q{2
ă N´1{2.
where we used (5.43) in the third step, k ě 4 in the fourth step, and a similar estimate as in (5.46) in the
last step:
k ´ a´ 1
2
ě k ` l1
4
´ 1
2
ě 1
2
.
If a1 ě 1, we have
K2 ă pNηq
a{2
N pk`1q{2
1
pNηqa1{2
ÿ
iPI1,µPI2
|wpiq|Ri ă pNηq
pa´a1q{2
N pk`1q{2
N?
η
ă N´1{2,
where in the last step we used (5.39) to get that
pNηqpa´a1q{2
N pk`1q{2
N?
η
ă
#
N´pk´1q{2η´1{2 ď N´pk´2q{2 ď N´1, if a “ a1
N´pk`a1´a´1q{2 ď N´pk`a1´2q{4 ď N´1{2, if a ą a1 .
In sum, we obtain that
Gk ă N´1{2, k ě 4. (5.47)
5.4 The error term E
Finally we show that the term E in (5.10) is sufficiently small for large enough l. We first bound
K1 :“
a
Nη
ÿ
iPI1,µPI2
|w1piq|E |Xiµ|l`2 ¨ E sup
|x|ďNε´1{2
ˇˇˇ
Bl`1iµ fiµpHpiµq ` x∆iµq
ˇˇˇ
.
We claim that for any deterministic unit vectors u,v P RI ,
sup
|x|ďNε´1{2
´
|Gp1quvpHpiµq ` x∆iµq| ` |Gp2quvpHpiµq ` x∆iµq|
¯
“ Op1q with high probability. (5.48)
In fact, for any z P tz1, z2u and |x| ď Nε´1{2 we have the following resolvent expansion by (5.12) with
x1 “ Xiµ:
GpHpiµq ` x∆iµq “ Gpzq ´ px´XiµqGpzq∆iµGpzq ` px´Xiµq2GpHpiµq ` x∆iµq p∆iµGpzqq2 .
Using |Xiµ| ă N´1{2, |x| ď Nε´1{2, (4.21) for Gpzq, and the rough bound (4.7) for GpHpiµq ` x∆iµq, we
obtain from the above expansion that
GuvpHpiµq ` x∆iµq “ Oăp1q ` η´1N´p1´2εq “ Oăp1q,
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as long as ε is small enough such that 2ε ă c1 (recall that η ě N´1`c1). This implies (5.48). With (5.48)
and (5.1), we can bound
ˇˇBl`1iµ fiµpHpiµq ` x∆iµqˇˇ ă pNηqpk1`k2´1q{2 and
K1 ă pNηqpk1`k2q{2N3{2N´pl`2q{2 ď N´1{2
as long as l ě k1 ` k2 ` 2.
Now fix an l ě k1 ` k2 ` 2, we bound the term
K2 :“
a
Nη
ÿ
iPI1,µPI2
|w1piq|E
ˇˇˇ
X l`2iµ 1|Xiµ|ąNε´1{2
ˇˇˇ
¨ ››Bl`1iµ fiµ››8 .
Recall that the derivatives take the form (5.38). Then using (4.7), we can bound››Bl`1iµ fiµ››8 À pNηqpk1`k2´1q{2η´pk1`k2`l`1q.
On the other hand, by (5.1) we have
E
ˇˇˇ
X l`2iµ 1|Xiµ|ąNε´1{2
ˇˇˇ
ď N´D
for any fixed constant D ą 0. Hence we have
K2 ă pNηqpk1`k2q{2η´pk1`k2`l`1qN3{2N´D ă N´1{2
as long as D is taken large enough.
In sum, we obtain that
E ă N´1{2. (5.49)
Combining the estimates (5.24), (5.35), (5.45), (5.47) and (5.49), we conclude that
EY k11 Y
k2
2 “ pk1 ´ 1qz21ηγpz1, z1,v1,v1qEY k1´21 Y k22 ` k2z1z2ηγpz1, z2,v1,v2qEY k1´11 Y k2´12 `Oă
´
pNηq´1{2
¯
.
Then applying this induction relations repeatedly and using (5.25), we can conclude (5.3) for the expression
in (5.5). Now we can extend the proof to the general expression on the left-hand side of (5.3).
Proof of Lemma 5.2. We calculate E rY pu1, w1q ¨ ¨ ¨Y puk, wkqs using cumulant expansions as in (5.7) and
(5.8). All the leading terms and error terms can be estimated in exactly the same way. For example, if we
expand Y pu1, w1q as in (5.7), we can obtain that
E rY pu1, w1q ¨ ¨ ¨Y puk, wkqs “
kÿ
s“2
ηγpz1, zs,u1,usqE
ź
tRt1,su
Y put, wtq `Oă
´
pNηq´1{2
¯
. (5.50)
Using this induction relation and (5.25), we can then conclude (5.3).
For (5.4), the proof is similar and we only explain the differences. First, the local laws (4.21) and (4.22)
can be replaced with the stronger ones (4.23) and (4.24). Moreover, by the rigidity estimate (4.26), we
have }Gpzq} “ Op1q with high probability for z P Soutpτq. Thus for all the estimates that used the Ward’s
identities in Lemma 4.1, we can replace them with a simpler bound: for any deterministic vector u P RI ,ÿ
aPI
|Gu a|2 “ pGGquu “ Op1q with high probability. (5.51)
38
Finally, in calculating the moents, we need a rough bound
E
ˇˇˇ?
Nxu, pGpzq ´Πpzqquy
ˇˇˇk
ă 1, (5.52)
for any fixed k P N and any deterministic unit vector u P RI1 . For z P Soutpτq with Im z ě N´C , this follows
from (4.23) and Lemma 4.3 (iii), where the second moment bound on
ˇˇ?
Nxu, pGpzq ´Πpzqquyˇˇk follows
from the trivial bound (4.7). This is the only place where we need the condition η ě N´C . Now plugging
(4.23), (4.24), (5.51) and (5.52) into the arguments between (5.7) and (5.49), we can conclude (5.4).
6 CLT for general functions
In this section, we prove the following weaker version of Theorem 2.6 and Theorem 2.8 under (5.1).
Proposition 6.1. Theorem 2.6 and Theorem 2.8 hold under the moment assumption (5.1).
As for Proposition 5.1, our proof of Proposition 6.1 is also based on a moment calculation. More precisely,
we will prove the following counterpart of Lemma 5.2.
Lemma 6.2. Suppose N´1`c1 ď η ď 1, dN , X and Σ satisfy Assumption 2.5, and (5.1) holds. Fix any
E ą 0, k P N and constants a, b ą 0. Then for any deterministic unit vectors v1, ¨ ¨ ¨ ,vk P Rn and functions
f1, ¨ ¨ ¨ , fk P C1,a,bpR`q, we have
E rZη,Epv1, f1q ¨ ¨ ¨Zη,Epvk, fkqs “
#řś
$pfs, ft,vs,vtq `Oă pn´cq , if l P 2N
Oă pn´cq , otherwise , (6.1)
for some constant c ą 0. Here $pfi, fj ,vi,vjq ” $pNqpfi, fj ,vi,vjq is defined as
$pNqpfi, fj ,vi,vjq : “ η
pi2
ĳ
x1,x2
fi px1q fj px2qαpE ` x1η,E ` x2η,vi,vjqdx1dx2
` 1
pi2
PV
ĳ
x1,x2
fi px1q fj px2q
x1 ´ x2 βpE ` x1η,E ` x2η,vi,vjqdx1dx2
` 2
ż
x
fi pxq fjpxqρ2cpE ` xηqpE ` xηq2
ˆ
Σ
p1`m2cpE ` xηqΣqp1`m2cpE ` xηqΣq
˙2
vi vj
dx,
and
řś
means summing over all distinct ways of partitions into pairs.
Proof of Proposition 6.1. By Wick’s theorem, (6.1) with E “ 0 and η “ 1 shows that the convergence in
Theorem 2.6 holds in the sense of moments, which further implies the weak convergence. The reader may be
worried about that in Theorem 2.6, E was taken to be 0, which is not the case in Proposition 6.1. However,
this actually does not cause any trouble. Since supppfiq Ă R`, there exists a constant c ą 0 such that
fipxq ” 0 for all 1 ď i ď k and 0 ď x ď c. Hence we can take E “ c{2 and apply Proposition 6.1 with η “ 1
to the functions gipxq P C1,a,bpR`q defined through gipxq “ fipx` Eq, x P R`.
Under the setting of Theorem 2.8, by Wick’s theorem, (6.1) shows that the random vector pZη,Epvi, fiqq1ďiďk
converges weakly (in the sense of moments) to a Gaussian vector. Moreover, the covariance function can be
simplified if we take η “ op1q in $pfi, fj ,vi,vjq and use (4.15)-(4.17):
$pNqpfi, fj ,vi,vjq :“ 1
pi2
PV
ĳ
x1,x2
fi px1q fj px2q
x1 ´ x2 βpE,E,vi,vjqdx1dx2
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` 2
ż
x
fi pxq fjpxqρ2cpEq
E2
ˆ
Σ
p1`m2cpEqΣqp1`m2cpEqΣq
˙2
vi vj
dx`Op?ηq
“ 2
ż
x
fi pxq fjpxqρ2cpEq
E2
ˆ
Σ
p1`m2cpEqΣqp1`m2cpEqΣq
˙2
vi vj
dx`Op?ηq,
where in the second step we used βpE,E,vi,viq “ 0. Taking N Ñ8, we get (2.22).
The proof of Lemma 6.2 is based on the proof for Lemma 5.2. More precisely, we will use the Helffer-
Sjo¨strand formula in Lemma 4.8 to reduce the problem into the study of the CLT for the process Y pu, wq.
Denote rη “ N´ε0η for some small constant ε0 ą 0 and abbreviate
fηpxq :“ f
ˆ
x´ E
η
˙
, rfηpx` iyq “ fηpxq ` i pfηpx` yq ´ fηpxqq .
Let χ P C8c pRq be a smooth cutoff function as in Lemma 4.8 satisfying that (i) χpyq “ 1 for |y| ď 1, (ii)
χpyq “ 0 for |y| ě 2, and (iii) }χpkq}8 “ Op1q for any fixed k P N. Then using Lemma 4.8, we obtain thatA
u, fηp rQ1quE “ 1
pi
ż
C
uT
Bzp rfηpzqχpy{rηqqrQ1 ´ z u d2z “
ż
C
φf pzqpG1quupzqd2z, (6.2)
where we used (4.4) in the second step, and
φf px` iyq :“ 1
2pi
„
pi´ 1qpf 1ηpx` yq ´ f 1ηpxqqχpy{rηq ´ 1rη pfηpx` yq ´ fηpxqqχ1py{rηq ` irη fηpxqχ1py{rηq

.
For simplicity, the bulk of the proof is devoted to the calculation of the moments
E
“
Zkη,Epv, fq
‰
, k P N, v P RI1 , f P C1,a,bpR`q.
The proof for the more general expression in (6.1) is exactly the same, except for some immaterial changes
of notations. We will describe it briefly at the end of the proof. Denoting u :“ O v, we have
Zpfq ” Zη,Epv, fq :“
d
N
η
˜A
u, f
´
η´1p rQ1 ´ Eq¯uE´ ż λ`
λ´
f
ˆ
x´ E
η
˙
dF1c,vpxq
¸
.
By (6.2), we can write
E rZpfqsk “ 1
ηk{2
ż
φf pz1q ¨ ¨ ¨φf pzkq 1a|y1| ¨ ¨ ¨ |yk|E rY pz1q ¨ ¨ ¨Y pzkqsd2z1 ¨ ¨ ¨ d2zk, (6.3)
where we abused the notations a little bit and denote
Y pziq ” Y pu, ziq :“
a
N |yi|xu, pG1 ´ z´1i Πpziqquy, zi :“ x` iyi, 1 ď i ď k.
Recall that with the anisotropic local law (4.21), we only have the estimates Y pzq ă 1 for Im z " N´1.
In the next lemma, we generalize this bound to z with Im z ď N´1.
Lemma 6.3. Suppose (4.21) holds for all z P D with q ă N´1{2. Then for any deterministic unit vectors
u,v P RI1 , we have
|xu, GpX, zqvy ´ xu,Πpzqvy| ă pNηq´1{2 ` pNηq´1, (6.4)
for all z P Spω,Nq :“ tz P C` : |z| ě ω, 0 ă η ď ω´1u.
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Proof. By Theorem 4.5, we know that (6.4) holds for z P Spω,Nq with η ě N´1`ε for any small constant
ε ą 0. Then to prove (6.4), it suffices to show that (4.21) holds for z P Spω,Nq with η ď η0 :“ N´1`ε. For
z “ E ` iη P Spω,Nq with η ď η0, we denote z0 :“ E ` iη0. Then using the spectral decomposition (4.5),
we have
|Guvpzq ´Guvpz0q| À
nÿ
k“1
η0|xu, ξky||xv, ξky|
|pλk ´ E ´ iηqpλk ´ E ´ iη0q|
ď η0
˜
nÿ
k“1
|xu, ξky|2
|pλk ´ E ´ iηq|2
¸1{2 ˜ nÿ
k“1
|xv, ξky|2
|pλk ´ E ´ iη0q|2
¸1{2
ď η0
˜
η20
η2
nÿ
k“1
|xu, ξky|2
|pλk ´ E ´ iη0q|2
¸1{2 d
Imrz´10 Gv vpz0qs
η0
“ η0
η
b
Imrz´10 Guupz0qs Imrz´10 Gv vpz0qs ă
Nε
Nη
, (6.5)
where in the third and fourth steps we used the identity
nÿ
k“1
|xv, ξky|2
|pλk ´ E ´ iη0q|2 “
Imrz´10 Guupz0qs
η0
,
and in the last step we used (6.4) for Gpz0q. On the other hand, using (4.15), we get |Πpzq ´Πpz0q| “ Op1q.
Together with (6.5) and (4.21) for Gpz0q, we get that
|Guvpzq ´Πuvpzq| ă 1` N
ε
Nη
` 1?
Nη0
, η ď N´1`ε.
Since ε is arbitrary, we get (6.4).
With the above lemma, we obtain the following a priori estimates on Y pzq:
|Y pzq| ă 1` pNyq´1{2, z “ x` iy, |z| ě ω, 0 ă y ď ω´1. (6.6)
Moreover, by the rough (4.7), we have the deterministic bound |y||Y pzq| “ Op1q. Hence combining (6.6)
with Lemma 4.3 (iii), we obtain that for any fixed k P N and y ą 0,
E|Y pzq|k “ |y|´kE|yY pzq|k ă
´
1` pNyq´1{2
¯k
.
We will use this bound tacitly in the proof.
6.1 The bad region
In the following proof, we let σ :“ N´ε1η for some constant ε1 ą ε0, which we will choose later. We define
the “good” region
R :“ tz1, z2, ¨ ¨ ¨ , zk P C : |y1|, ¨ ¨ ¨ , |yk| P rσ, 2rηsu.
In this subsection, we show that the integral in (6.3) over the “bad” region Rc is negligible. For this purpose,
we need to bound the following two integralsż
|y|ďσ
ˇˇˇˇ
ˇφf pzq
˜
1a
η|y| `
1
|y|?Nη
¸ˇˇˇˇ
ˇd2z,
ż
σď|y|ď2rη
ˇˇˇˇ
ˇφf pzq
˜
1a
η|y| `
1
|y|?Nη
¸ˇˇˇˇ
ˇd2z.
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Note that by definition, we have φf pzq “ 0 for |y| ě 2rη.
Since χ1py{rηq “ 0 for |y| ď rη, we get thatż
|y|ďσ
ˇˇˇˇ
ˇφf pzq
˜
1a
η|y| `
1
|y|?Nη
¸ˇˇˇˇ
ˇd2z À
ż
|y|ďσ
ˇˇ
f 1ηpx` yq ´ f 1ηpxq
ˇˇa
η|y| d
2z ` 1?
Nη
ż
|y|ďσ
ˇˇ
f 1ηpx` yq ´ f 1ηpxq
ˇˇ
|y| d
2z
“
c
σ
η
ż
|ry|ď1
|f 1prx` ryN´ε1q ´ f 1prxq|a|ry| drxdry ` 1?Nη
ż
|ry|ď1
|f 1prx` ryN´ε1q ´ f 1prxq|
|ry| drxdry, (6.7)
where in the second step we apply the following change of variable:
rx “ x´ E
η
, ry :“ y
σ
.
By the Ho¨lder continuity and decay of f , we knowˇˇ
f 1prx` ryN´ε1q ´ f 1prxqˇˇ ď C mintp|ry|N´ε1qa, p1` |rx|q´1´bu ď C p|ry|N´ε1qpap1` |rx|qp1´pqp1`bq , (6.8)
for all p P r0, 1s. Choosing p “ b2p1`bq , we then have p1´ pqp1` bq “ 1` b{2 ą 1. Then the integrals in (6.7)
can be bounded asż
|ry|ď1
|f 1prx` ryN´ε1q ´ f 1prxq|a|ry| drxdry ď
ż
|ry|ď1
|f 1prx` ryN´ε1q ´ f 1prxq|
|ry| drxdry
ď CN´paε1
ż
|ry|ď1
|ry|´1`pa
p1` |x|q1`b{2 drxdry ď CN´paε1 .
Thus (6.7) gives (recall that η ě N´1`c1)ż
|y|ďσ
ˇˇˇˇ
ˇφf pzq
˜
1a
η|y| `
1
|y|?Nη
¸ˇˇˇˇ
ˇ d2z ď CN´paε1 ´N´ε1{2 `N´c1{2¯ . (6.9)
Similarly, we can show thatż
σď|y|ďrη |φf pzq|
ˇˇˇˇ
ˇ
˜
1a
η|y| `
1
|y|?Nη
¸ˇˇˇˇ
ˇd2z ď CN´paε0 ´N´ε0{2 `N´c1{2¯ .
On the other hand, we haveż
rηď|y|ď2rη |φf pzq|
ˇˇˇˇ
ˇ
˜
1a
η|y| `
1
|y|?Nη
¸ˇˇˇˇ
ˇd2z “
ż
1ď|ry|ď2 |ψf prx, ryq|
ˇˇˇˇ
ˇ
˜
Nε0{2ary ` Nε0|ry|?Nη
¸ˇˇˇˇ
ˇdrxdry
À Nε0{2 `Nε0´c1{2,
where
ψf prx, ryq :“ 1
2pi
“
N´ε0pi´ 1qpf 1prx`N´ε0ryq ´ f 1prxqqχpryq ´ pfprx`N´ε0ryq ´ fprxqqχ1pryq ` ifprxqχ1pryq‰ .
Combining the above two estimates with (6.9), we getż ˇˇˇˇ
ˇφf pzq
˜
1a
η|y| `
1
|y|?Nη
¸ˇˇˇˇ
ˇd2z ď CNε0{2, (6.10)
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as long as we choose ε0 ă c1.
Now with (6.6), (6.9) and (6.10), we obtain that
1
ηk{2
ż
Rc
φf pz1q ¨ ¨ ¨φf pzkq 1a|y1| ¨ ¨ ¨ |yk|E rY pz1q ¨ ¨ ¨Y pzkqsd2z1 ¨ ¨ ¨ d2zk
ă
1
ηk{2
ż
|y1|ďσ,¨¨¨ ,|yk|ďσ
kź
i“1
ˇˇˇˇ
ˇφf pziq
˜
1a
η|yi|
` 1|yi|?Nη
¸ˇˇˇˇ
ˇd2z1 ¨ ¨ ¨ d2zk À N´ε1{2 ¨N pk´1qε0{2 ď N´ε0 ,
as long as we choose the constants such that pk ` 1qε0 ă ε1 ă c1{2.
6.2 The good region
To estimate (6.3), it remains to deal with the integral over the good region R, that is,
E rZpfqsk “ 1
ηk{2
ż
R
φf pz1q ¨ ¨ ¨φf pzkq 1a|y1| ¨ ¨ ¨ |yk|EGd2z1 ¨ ¨ ¨ d2zk `OăpN´ε0{2q, (6.11)
where we have abbreviated G :“ Y pz1q ¨ ¨ ¨Y pzkq. Then for G, we can apply the results in Lemma 5.2. Note
that on R, we can simplify (6.6) as
|Y pzq| ă 1, z “ x` iy, |z| ě ω, σ ă y ď ω´1. (6.12)
We can perform the same calculations between (5.7) and (5.49) to EG. The only difference is that for G
in (5.7), the imaginary parts of the spectral parameters are all of a fixed scale η, while for G in the current
case, the imaginary parts of the spectral parameters are in the range σ ď yi ď 2rη. However, the calculations
after (5.7) can be easily adapted to the current setting, and gives a similar expression as in (5.50):
EG “a|y1ys|γpz1, zs,u,uqE ź
tRt1,su
Y pztq `Oă
´
pNσq´1{2
¯
. (6.13)
The η factor in (5.50) is replaced with
a|y1ys| because the scaling ?Nη in Y put, wtq of (5.50) is replaced
with
a
N |ys| in Y pzsq here. In case the reader is worried about the real parts of zi’s, we remark that because
supppfq Ă R`, the integral in (6.11) is nonzero only when
xi ` yi ´ E
η
ě 0 and xi ´ E
η
ě 0 ñ xi ě E ´ 2rη, (6.14)
for all 1 ď i ď k. Thus we have xi Á 1 for all 1 ď i ď k, which is required in the calculations leading to
(5.50).
Plugging (6.13) in (6.11) and using (6.10), we obtain that for k ě 2,
E rZpfqsk “ pk ´ 1q
˜
1
η
ż
σď|y1|,|ys|ď2rη φf pz1qφf pzsqγpz1, zs,u,uqd
2z1d
2zs
¸
E rZpfqsk´2
`Oă
´
N´ε0 `Nkε0{2pNσq´1{2
¯
,
(6.15)
where σ “ N´ε1η ě N´1`c1´ε1 . Recall we have chosen the constants such that pk` 1qε0 ă ε1 ă c1{2, so we
can bound Nkε0{2pNσq´1{2 ď N´ε0{2. On the other hand, when k “ 1, by (5.25) we have
EG ă pNσq´1{2. (6.16)
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Together with (6.11) and (6.10), we get
EZpfq ă N´ε0 `Nkε0{2pNσq´1{2 À N´ε0{2, (6.17)
which verifies the mean zero condition of Gi in Proposition 6.1.
For (6.15), it remains to study the factor
Fpz1, z2q :“ 1
η
ż
σď|y1|,|y2|ď2rη φf pz1qφf pz2qγpz1, z2qd
2z1d
2z2,
where we have taken s “ 2 and abbreviated γpz1, z2q ” γpz1, z2,u,uq “ pαpz1, z2,u,uq ` pβpz1, z2,u,uq. Here
we recall (2.24) and (2.25):
pαpz1, z2q ” pαpz1, z2,u,uq :“m2cpz1qm2cpz2q
3Nz1z2
ÿ
iPI1,µPI2
κ4pi, µq
ˆ
OJ
Λ1{2
1`m2cpz1qΛ u
˙2
i
ˆ
OJ
Λ1{2
1`m2cpz2qΛ u
˙2
i
,
pβpz1, z2q ” pβpz1, z2,u,uq :“2m2cpz1q ´m2cpz2q
z1z2pz1 ´ z2q
ˆ
uJ
Λ
p1`m2cpz1qΛqp1`m2cpz2qΛq u
˙2
.
We decompose φf as
φf pzq “ φ1 ` φ2 ` φ3,
where
φ1 :“ pi´ 1q
2pi
pf 1ηpx` yq ´ f 1ηpxqqχpy{rηq, φ2 :“ ´ 12pirη pfηpx` yq ´ fηpxqqχ1py{rηq, φ3 :“ i2pirη fηpxqχ1py{rηq.
Correspondingly, we decompose
Fpz1, z2q “ Fijpz1, z2q, i, j “ 1, 2, 3,
where
Fij “ Fji :“ 1
η
ż
σď|y1|,|y2|ď2rη φipz1qφjpz2qγpz1, z2qd
2z1d
2z2.
We will show that F33 is the main term, while the other Fij are all error terms.
6.2.1 The error terms
By (6.14), we have |z1| Á 1 and |z2| Á 1. Then we can bound γpz1, z2q in the following two cases. If
|z1 ´ z2| ě |y1|{2, then using (4.15) and (4.17), we get
|γpz1, z2q| À |y1|´1. (6.18)
If |z1 ´ z2| ă |y1|{2, then using (4.15), (4.16) and (4.17), we get
|γpz1, z2q| À 1
min1ďkď2L |z1 ´ ak|1{2 ď min
"
1
min1ďkď2L |x1 ´ ak|1{2 , |y1|
´1{2
*
ď |y1|´1. (6.19)
Then we can bound F11 as
|F11| À 1
η
ż
|y1|ď2rη,|y2|ď2rη
ˇˇˇˇ
f 1ηpx1 ` y1q ´ f 1ηpx1q
y1
ˇˇˇˇ ˇˇ
f 1ηpx2 ` y2q ´ f 1px2q
ˇˇ
d2z1d
2z2
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“ N´ε0
ż
|ry1|ď2,|ry2|ď2
ˇˇˇˇ
f 1prx1 ` ry1N´ε0q ´ f 1prx1qry1
ˇˇˇˇ ˇˇ
f 1prx2 ` ry2N´ε0q ´ f 1prx2qˇˇdrx1dry1drx2dry2
À N´ε0
ż
|ry1|ď2,|ry2|ď2
p|ry1|N´ε0qpa
|ry1|p1` |rx1|qp1´pqp1`bq 1p1` |rx2|q1`b drx1dry1drx2dry2 ď CN´p1`paqε0 ,
where in the second step we apply the following change of variable:
rxi “ xi ´ E
η
, ry :“ yirη , i “ 1, 2,
and in the third step we used (6.8) with p “ b2p1`bq . Similarly, we can bound F12 and F13 as following:
|F12| À 1
ηrη
ż
|y1|ď2rη,|y2|ď2rη
ˇˇˇˇ
f 1ηpx1 ` y1q ´ f 1ηpx1q
y1
ˇˇˇˇ
|fηpx2 ` y2q ´ fηpx2q|d2z1d2z2
“
ż
|ry1|ď2,|ry2|ď2
ˇˇˇˇ
f 1prx1 ` ry1N´ε0q ´ f 1ηprx1qry1
ˇˇˇˇ ˇˇ
fprx2 ` ry2N´ε0q ´ fprx2qˇˇdrx1dry1drx2dry2
À
ż
|ry1|ď2,|ry2|ď2
p|ry1|N´ε0qpa
|ry1|p1` |rx1|qp1´pqp1`bq 1p1` |rx2|q1`b drx1dry1drx2dry2 À N´paε0 ,
and
|F13| À 1
ηrη
ż
|y1|ď2rη,|y2|ď2rη
ˇˇˇˇ
f 1ηpx1 ` y1q ´ f 1ηpx1q
y1
ˇˇˇˇ
|fηpx2q|d2z1d2z2
“
ż
|ry1|ď2,|ry2|ď2
ˇˇˇˇ
f 1prx1 ` ry1N´ε0q ´ f 1ηprx1qry1
ˇˇˇˇ
|fprx2q|drx1dry1drx2dry2
À
ż
|ry1|ď2,|ry2|ď2
p|ry1|N´ε0qpa
|ry1|p1` |rx1|qp1´pqp1`bq 1p1` |rx2|q1`b drx1dry1drx2dry2 À N´paε0 .
Using (6.18) and (6.19), we can bound F22 as
|F22| À 1
ηrη2
ż
|y1|ď2rη,|y2|ď2rη
ˇˇˇˇ
fηpx1 ` y1q ´ fηpx1q
y1
ˇˇˇˇ
|fηpx2 ` y2q ´ fηpx2q| d2z1d2z2
“ Nε0
ż
|ry1|ď2,|ry2|ď2
ˇˇˇˇ
fprx1 ` ry1N´ε0q ´ fprx1qry1
ˇˇˇˇ ˇˇ
fprx2 ` ry2N´ε0q ´ fprx2qˇˇdrx1dry1drx2dry2
À N´ε0
ż
|ry1|ď2,|ry2|ď2
1
p1` |rx1|q1`b 1p1` |rx2|q1`b drx1dry1drx2dry2 À N´ε0 ,
where in the last step we used ˇˇ
fprx1 ` ry1N´ε0q ´ fprx1qˇˇ À |ry1|N´ε0p1` |rx1|q1`b . (6.20)
To bound F23, we need better bounds on γpz1, z2q. We decompose the integral in F23 as
F23 “ 1
η
ż
σď|y1|,|y2|ď2rη,|x1´x2|ěηN´ε0{2 φ2pz1qφ3pz2qγpz1, z2qd
2z1d
2z2
` 1
η
ż
σď|y1|,|y2|ď2rη,|x1´x2|ăηN´ε0{2 φ2pz1qφ3pz2qγpz1, z2qd
2z1d
2z2 “: F p1q23 ` F p2q23 .
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For F p1q23 , we use the bound |γpz1, z2q| À η´1Nε0{2 when |x1 ´ x2| ą ηN´ε0{2 to get that
|F p1q23 | À
Nε0{2
η2rη2
ż
|y1|ď2rη,|y2|ď2rη,|x1´x2|ěηN´ε0{2 |fηpx1 ` y1q ´ fηpx1q| |fηpx2q| d
2z1d
2z2
ď Nε0{2
ż
|ry1|ď2,|ry2|ď2
ˇˇ
fprx1 ` ry1N´ε0q ´ fprx1qˇˇ |fprx2q| drx1dry1drx2dry2
À Nε0{2
ż
|ry1|ď2,|ry2|ď2
|ry1|N´ε0
p1` |rx1|q1`b 1p1` |rx2|q1`b drx1dry1drx2dry2 À N´ε0{2.
On the other hand, using (6.19) and (6.20) the term F p2q23 can be bounded as
|F p2q23 | À
1
ηrη2
ż
|y1|ď2rη,|y2|ď2rη,|x1´x2|ăηN´ε0{2
ˇˇˇˇ
fηpx1 ` y1q ´ fηpx1q
y1
ˇˇˇˇ
|fηpx2q| d2z1d2z2
“ Nε0
ż
|ry1|ď2,|ry2|ď2,|rx1´rx2|ăN´ε0{2
ˇˇˇˇ
fprx1 ` ry1N´ε0q ´ fprx1qry1
ˇˇˇˇ
|fprx2q| drx1dry1drx2dry2
À
ż
|ry1|ď2,|ry2|ď2,|rx1´rx2|ăN´ε0{2
1
p1` |rx1|q1`b 1p1` |rx2|q1`b drx1dry1drx2dry2 À N´ε0{2.
In sum, we have obtained that
2ÿ
i“1
3ÿ
j“1
|Fij | À N´ε0{2 `N´paε0 . (6.21)
6.2.2 The main term
It remains to study the main term
F33pz1, z2q :“ ´ 1
4pi2ηrη2
ż
rηď|y1|,|y2|ď2rη fηpx1qfηpx2q
´pαpz1, z2q ` pβpz1, z2q¯χ1py1{rηqχ1py2{rηqd2z1d2z2
“: K1 `K2.
For term K1 containing the pα factor, we first consider the integral over the region R`` :“ trη ď y1 ď 2rη, rη ď
y2 ď 2rηu,
pK1q`` :“ ´ 1
4pi2ηrη2
ż
R``
fηpx1qfηpx2qpαpz1, z2qχ1py1{rηqχ1py2{rηqd2z1d2z2
“ ´ η
4pi2
ĳ
1ďry1,2ď2
f prx1q f prx2qχ1pry1qχ1pry2qα ppE ` rx1ηq ` iry1rη, pE ` rx2ηq ` iry2rηqdrx1dry1drx2dry2.
With (4.16), we can obtain that
|pα ppE ` rx1ηq ` iry1rη, pE ` rx2ηq ` iry2rηq ´ pα`` pE ` rx1η,E ` rx2ηq| Àarη. (6.22)
Here for x1, x2 P R`, and a, b P t`,´u, we define
pαabpx1, x2q :“ ÿ
iPI1,µPI2
κ4pi, µq
3N
«
ma2cpx1q
x1
ˆ
OJ
Λ1{2
1`ma2cpx1qΛ
u
˙2
i
ff«
mb2cpx2q
x2
ˆ
OJ
Λ1{2
1`mb2cpx2qΛ
u
˙2
i
ff
,
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where for a complex number z P C, we used the notations z` :“ z and z´ :“ z. Thus pK1q`` can be reduced
to
pK1q`` “ ´ η
4pi2
ĳ
1ďry1,2ď2
f prx1q f prx2qχ1pry1qχ1pry2qpα`` pE ` rx1η,E ` rx2ηqdrx1dry1drx2dry2 `O´arη¯
“ ´ η
4pi2
ĳ
f prx1q f prx2q pα`` pE ` rx1η,E ` rx2ηqdrx1drx2 `Opn´ε0{2q.
Similarly, we can calculate the integral in K1 over the other three regions: pK1q`´ for R`´ :“ trη ď y1 ď
2rη,´2rη ď y2 ď ´rηu, pK1q´` for R´` :“ t´2rη ď y1 ď ´rη, rη ď y2 ď 2rηu, and pK1q´´ for R´´ :“ t´2rη ď
y1 ď ´rη,´2rη ď y2 ď ´rηu. Combining all these four integrals, we obtain that
K1 “ ´ η
4pi2
ĳ
f prx1q f prx2q ppα`` ` pα´´ ´ pα`´ ´ pα´`q pE ` rx1η,E ` rx2ηqdrx1drx2 `O´n´ε0{2¯
“ η
pi2
ĳ
f prx1q f prx2qα `E ` rx1η,E ` rx2η,OJ u, OJ u˘ drx1drx2 `Opn´ε0{2q. (6.23)
where for x1, x2 P R, α is defined as (recall (2.16))
αpx1, x2, OJ u, OJ uq
:“
ÿ
iPI1,µPI2
κ4pi, µq
3N
Im
«
m2cpx1q
x1
ˆ
OJ
Λ1{2
1`m2cpx1qΛ u
˙2
i
ff
Im
«
m2cpx2q
x2
ˆ
OJ
Λ1{2
1`m2cpx2qΛ u
˙2
i
ff
.
Then we study the term K2 containing the pβ factor. We introduce the notations
rβpz1, z2q :“ 1
z1z2
ˆ
uJ
1
1`m2cpz1qΛΛ
1
1`m2cpz2qΛ u
˙2
,
and for x1, x2 P R`,
rβabpx1, x2q :“ 1
x1x2
ˆ
uJ
1
1`ma2cpx1qΛ
Λ
1
1`mb2cpx2qΛ
u
˙2
, a, b P t`,´u.
Then we can write pβpz1, z2q :“ 2m2cpz1q ´m2cpz2q
z1 ´ z2
rβpz1, z2q.
Now we first consider the integral in K2 over the region R``:
pK2q`` :“ ´ 1
4pi2ηrη2
ż
R``
fηpx1qfηpx2qpβpz1, z2qχ1py1{rηqχ1py2{rηqd2z1d2z2
“ ´ 1
2pi2
ĳ
1ďry1,2ď2
f prx1q f prx2qχ1pry1qχ1pry2qm2cppE ` rx1ηq ` iry1rηq ´m2cppE ` rx2ηq ` iry2rηqprx1 ´ rx2q ` ipry1 ´ ry2qN´ε0
ˆ rβ ppE ` rx1ηq ` iry1rη, pE ` rx2ηq ` iry2rηqdrx1dry1drx2dry2
“ ´ 1
2pi2
ĳ
1ďry1,2ď2
f prx1q f prx2qχ1pry1qχ1pry2qm2cppE ` rx1ηq ` iry1rηq ´m2cppE ` rx2ηq ` iry2rηqprx1 ´ rx2q ` ipry1 ´ ry2qN´ε0
ˆ rβ`` pE ` rx1η,E ` rx2ηqdrx1dry1drx2dry2 `OpN´ε0{2q, (6.24)
47
where we used a similar bound for rβ as in (6.22):ˇˇˇ rβ ppE ` rx1ηq ` iry1rη, pE ` rx2ηq ` iry2rηq ´ rβ`` pE ` rx1η,E ` rx2ηqˇˇˇ Àarη, (6.25)
and the boundĳ
1ďry1,2ď2
|f prx1q f prx2q | ˇˇˇˇm2cppE ` rx1ηq ` iry1rηq ´m2cppE ` rx2ηq ` iry2rηqprx1 ´ rx2q ` ipry1 ´ ry2qN´ε0
ˇˇˇˇ
drx1dry1drx2dry2
À
ĳ
1ďry1,2ď2
|f prx1q f prx2q | ?η|rx1 ´ rx2|1{2 ` |ry1 ´ ry2|1{2N´ε0{2 drx1dry1drx2dry2 “ Op1q
using (4.16).
For the integral in (6.24), we decompose it as pK2q`` “ pKp1q2 q`` ` pKp2q2 q``, where pKp1q2 q`` contains
the integral over the region with |rx1 ´ rx2| ď N´ε, and pKp2q2 q`` contains the integral over the region with|rx1 ´ rx2| ą N´ε. Here ε is a sufficiently small constant such that
0 ă ε ă ε0{10.
For pKp1q2 q``, we have
|pKp1q2 q``| À
ĳ
1ďry1,2ď2,|rx1´rx2|ďN´ε
η1{2 |f prx1q f prx2q|
|rx1 ´ rx2|1{2 ` |ry1 ´ ry2|1{2N´ε0{2 rβ`` pE ` rx1η,E ` rx2ηqdrx1dry1drx2dry2 `OpN´ε0q
À
ĳ
1ďry1,2ď2,|rx1´rx2|ďN´ε
|f prx1q f prx2q|
|rx1 ´ rx2|1{2 rβ`` pE ` rx1η,E ` rx2ηqdrx1dry1drx2dry2 À N´ε{2,
where we used (4.16) in the first step. For pKp2q2 q``, we have
pKp2q2 q`` “ ´
1
2pi2
ĳ
1ďry1,2ď2,|rx1´rx2|ąN´ε
f prx1q f prx2qχ1pry1qχ1pry2qm2cpE ` rx1ηq ´m2cpE ` rx2ηqrx1 ´ rx2
ˆ rβ`` pE ` rx1η,E ` rx2ηqdrx1dry1drx2dry2 `OpN´ε0{2`εq
“ ´ 1
2pi2
ĳ
|rx1´rx2|ąN´ε
f prx1q f prx2q m2cpE ` rx1ηq ´m2cpE ` rx2ηqrx1 ´ rx2 rβ`` pE ` rx1η,E ` rx2ηqdrx1drx2 `OpN´ε0{4q
“ ´ 1
2pi2
ĳ
f prx1q f prx2q m2cpE ` rx1ηq ´m2cpE ` rx2ηqrx1 ´ rx2 rβ`` pE ` rx1η,E ` rx2ηqdrx1drx2 `OpN´ε{2q,
where in the first step we used
1
prx1 ´ rx2q ` ipry1 ´ ry2qN´ε0 “ 1rx1 ´ rx2 `OpN´ε0`2εq.
and
m2cppE ` rxiηq ` iryirηq ´m2cpE ` rxiηq “ OpN´ε0{2q, i “ 1, 2,
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by (4.16), and in the last step we usedĳ
|rx1´rx2|ďN´ε
|f prx1q f prx2q | ˇˇˇˇm2cpE ` rx1ηq ´m2cpE ` rx2ηqrx1 ´ rx2 rβ`` pE ` rx1η,E ` rx2ηq
ˇˇˇˇ
drx1drx2
À
ĳ
|rx1´rx2|ďN´ε
|f prx1q f prx2q |
|rx1 ´ rx2|1{2 drx1drx2 À N´ε{2.
In sum, we get that
pK2q`` “ ´ 1
2pi2
ĳ
f prx1q f prx2q m2cpE ` rx1ηq ´m2cpE ` rx2ηqrx1 ´ rx2 rβ`` pE ` rx1η,E ` rx2ηqdrx1drx2`OpN´ε{2q.
(6.26)
Then we study the integrals pK2q`´. Using (6.25) and (4.16), we can simplify that
pK2q`´ “ ´ 1
2pi2
ĳ
1ďry1ď2,´2ďry2ď´1
f prx1q f prx2qχ1pry1qχ1pry2q
ˆ m2cppE ` rx1ηq ` iry1rηq ´m2cppE ` rx2ηq ` iry2rηqprx1 ´ rx2q ` ipry1 ´ ry2qN´ε0 rβ ppE ` rx1ηq ` iry1rη, pE ` rx2ηq ` iry2rηqdrx1dry1drx2dry2
“ ´ 1
2pi2
ĳ
1ďry1ď2,´2ďry2ď´1
f prx1q f prx2qχ1pry1qχ1pry2q
ˆ m2cpE ` rx1ηq ´m2cpE ` rx2ηqprx1 ´ rx2q ` ipry1 ´ ry2qN´ε0 rβ`´ pE ` rx1η,E ` rx2ηqdrx1dry1drx2dry2
`O
¨˚
˝ ĳ
1ďry1ď2,´2ďry2ď´1
N´ε0{2|f prx1q f prx2q |
|rx1 ´ rx2| ` |ry1 ´ ry2|N´ε0 drx1dry1drx2dry2‹˛‚.
We can bound the second term asĳ
1ďry1ď2,´2ďry2ď´1
N´ε0{2|f prx1q f prx2q |
|rx1 ´ rx2| ` |ry1 ´ ry2|N´ε0 drx1dry1drx2dry2
À
ĳ
1ďry1ď2,´2ďry2ď´1
N´ε0{2
|rx1 ´ rx2| ` 2N´ε0 1p1` |rx1|q1`b 1p1` |rx2|q1`b drx1dry1drx2dry2 À N´ε0{2 logN.
Then we can write
pK2q`´ “ ´ 1
2pi2
ĳ
1ďry1ď2,´2ďry2ď´1
f prx1q f prx2qχ1pry1qχ1pry2q rm2cpE ` rx1ηq ´m2cpE ` rx2ηqs rβ`´ pE ` rx1η,E ` rx2ηq
ˆ Re 1prx1 ´ rx2q ` ipry1 ´ ry2qN´ε0 drx1dry1drx2dry2
` i
2pi2
ĳ
1ďry1ď2,´2ďry2ď´1
f prx1q f prx2qχ1pry1qχ1pry2q rm2cpE ` rx1ηq ´m2cpE ` rx2ηqs rβ`´ pE ` rx1η,E ` rx2ηq
ˆ Im 1prx1 ´ rx2q ´ ipry1 ´ ry2qN´ε0 drx1dry1drx2dry2 `O
´
N´ε0{2
¯
“: pKp1q2 q`´ ` pKp2q2 q`´ `O
´
N´ε0{2 logN
¯
.
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For the term pKp1q2 q`´, we observe that the integral converges to the Cauchy principal value, while for the
term pKp1q2 q`´, pi´1 Imrprx1 ´ rx2q ` ipry1 ´ ry2qN´ε0s´1 is an approximate delta function. More precisely, we
have the following estimates. The proof is pretty standard, so we omit the details.
Lemma 6.4. Suppose gpx1, x2q is 1{2-Ho¨lder continuous uniformly in x1 and x2, and |gpx1, x2q| ď Cp1 `
|x1|q´p1`bqp1` |x2|q´p1`bq for some constant C ą 0. Then for any 0 ă δ ! 1, we haveˇˇˇˇ
ˇˇ 1pi
ĳ
x1,x2
gpx1, x2q Im 1px1 ´ x2q ´ iδdx1dx2 ´
ż
x1
gpx1, x1qdx1
ˇˇˇˇ
ˇˇ À δ1{2,
and ˇˇˇˇ
ˇˇ ĳ
x1,x2
gpx1, x2qRe 1px1 ´ x2q ` iδdx1dx2 ´ PV
ĳ
x1,x2
gpx1, x2q
x1 ´ x2 dx1dx2
ˇˇˇˇ
ˇˇ À δ1{3,
where
PV
ĳ
x1,x2
gpx1, x2q
x1 ´ x2 dx1dx2 :“ limδÓ0
ĳ
x1,x2
gpx1, x2qRe 1px1 ´ x2q ` iδdx1dx2.
With Lemma 6.4, we obtain that
pKp1q2 q`´ “
1
2pi2
PV
ĳ
f prx1q f prx2qrx1 ´ rx2 rm2cpE ` rx1ηq ´m2cpE ` rx2ηqs rβ`´ pE ` rx1η,E ` rx2ηqdrx1drx2
`OpN´ε0{3q. (6.27)
and
pKp2q2 q`´ “ ´
i
2pi
ż
f2 prx1q rm2cpE ` rx1ηq ´m2cpE ` rx1ηqs rβ`´ pE ` rx1η,E ` rx1ηqdrx1 `OpN´ε0{2q
“
ż
f2 prx1q ρ2cpE ` rx1ηq ¨ rβ`´ pE ` rx1η,E ` rx1ηqdrx1 `OpN´ε0{2q, (6.28)
where we used ρ2cpxq “ pi´1 Imm2cpxq.
Using (6.26), (6.27), (6.28), pK2q´´ “ pK2q`` and pK2q´` “ pK2q`´, we obtain that
K2 “ pK2q`` ` pK2q`` ` pK2q`´ ` pK2q´`
“ 1
pi2
PV
ĳ
f px1q f px2q
x1 ´ x2 βpx1, x2,v,vqdx1dx2
` 2
ż
f2 pxq ρ2cpE ` xηqpE ` xηq2
ˆ
uJ
Λ
p1`m2cpxqΛqp1`m2cpxqΛq u
˙2
dx`OpN´ε{2q, (6.29)
where recall that v “ OJ u, and for x1, x2 P R, β is defined in (2.17).
Finally, plugging (6.21), (6.23) and (6.29) into (6.15), we obtain that
E rZpfqsk “ pk ´ 1q$pf, f,v,vqE rZpfqsk´2 `Oă
`
N´c
˘
for some constant c ą 0. In general, we can extend this induction relation to more general expression in
(6.1) and hence prove Lemma 6.2.
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Proof of Lemma 6.2. We expand the left-hand side of (6.1) using Helffer-Sjo¨strand formula, Lemma 4.8, and
obtain the similar expression as in (6.3):
E rZη,Epv1, f1q ¨ ¨ ¨Zη,Epvk, fkqs “ 1
ηk{2
ż
φf1pz1q ¨ ¨ ¨φfkpzkqa|y1| ¨ ¨ ¨ |yk| E rY pu1, z1q ¨ ¨ ¨Y puk, zkqsd2z1 ¨ ¨ ¨ d2zk.
Then applying the same arguments between (6.6) and (6.29), we can obtain that
E rZη,Epv1, f1q ¨ ¨ ¨Zη,Epvk, fkqs “
kÿ
s“2
$pf1, fs,v1,vsqE
ź
tRt1,su
Zη,Epvt, ftq `Oă
`
N´c
˘
for some constant c ą 0. Using this induction relation and (6.17), we then conclude (6.1).
7 Weaker moment assumptions
In this section we use a Green’s function comparison argument to relax the moment assumptions in Propo-
sition 5.1 and Proposition 6.1, and hence complete the proof of Theorems 2.6, 2.8, 2.10 and 2.11. In this
section, we focus on the proof of Theorems 2.10 and 2.11. Later we will explain how to extend the arguments
to Theorems 2.6 and 2.8.
For any fixed c0 ą 0, we can choose a constant 0 ă cφ ă 1{2 small enough such that´
pN{ηq1{4N´cφ
¯aη`c0 ě N2`ε0
for some constant ε0 ą 0. Then we introduce the following truncation X 1, where
X 1iµ “ 1|Xiµ|ďφNXiµ, φN :“
N´cφ
pNηq1{4 . (7.1)
Without loss of generality, we can choose cφ small enough such that
φN ě pNηq´1{2.
By the moment condition (2.21) and a simple union bound, we have
PpX 1 ‰ Xq “ OpN´ε0q. (7.2)
Using (2.21) and integration by parts, it is easy to verify that
E |Xiµ| 1|Xiµ|ąφN “ OpN´2´ε0q, E |Xiµ|2 1|Xiµ|ąφN “ OpN´2´ε0q,
which imply that
|EX 1iµ| “ OpN´2´ε0q, E|X 1iµ|2 “ N´1 `OpN´2´ε0q. (7.3)
Moreover, we trivially have
E|X 1iµ|4 ď E|Xiµ|4 “ OpN´4q.
Then we introduce the matrices
X˚ “ X 1 ´ EX 1,
where by (7.3) we have
}EX 1} “ OpN´1´ε0q, VarpX˚iµq “ N´1
`
1`OpN´1´ε0q˘ . (7.4)
Then we can define G˚1,2pX˚, zq (see (2.7)) and G˚pX˚, zq (see (4.3)) by replacing X with X˚.
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Claim 7.1. Under the above setting, we have for any deterministic unit vectors u,v P CI ,ˇˇˇ
xu, GpX, zqvy ´ xu, G˚pX˚, zqvy
ˇˇˇ
ă N´1´ε0η´1{2
uniformly in z P D.
Proof. See the proof of Lemma 4.4 in Section A.1 of [45]
Note that under the scaling
?
Nη in the definition (5.2), N´1´ε0η´1{2 is a negligible error. Hence it
suffices to prove that Theorem 2.10 holds under the following assumptions on X, which correspond to the
above setting for X˚.
Assumption 7.2. Fix a small constant τ ą 0.
(i) X “ pXiµq is a real nˆN matrix, whose entries are independent random variables that satisfy
EXiµ “ 0, EX2iµ “ N´1 `OpN´2´ε0q, (7.5)
and the following bounded support condition with φN :
max
i,µ
|Xiµ| ď φN . (7.6)
Moreover, we assume the matrix entries have bounded fourth moments
max
i,µ
E|Xiµ|4 ď CN´4. (7.7)
(ii) Assumption 2.5 (ii)-(iii) hold.
Then the results in Section 4 can be extended to the setting with the above assumption. In particular,
we have the following version of Theorem 4.5.
Theorem 7.3 (Theorem 3.6 of [49]). Suppose Assumption 7.2 holds. For any fixed ε ą 0 and deterministic
unit vectors u,v P CI , the following anisotropic local laws holds. For any z P D, we have
|xu, Gpzqvy ´ xu,Πpzqvy| ă φN `Ψpzq. (7.8)
Given any random matrices X satisfying Assumption 7.2, we can construct matrices rX and rY that match
the first four moments as X and Y but with smaller support φN ă N´1{2, which is the content of the next
lemma.
Lemma 7.4 (Lemma 5.1 of [31]). Suppose X satisfies Assumption 7.2. Then there exists another matrixrX “ p rXiµq such that rX satisfies (2.1), (5.1) and the following moments matching conditions
EXkiµ “
“
1`OpN´1´ε0q‰E rXkiµ, k “ 2, 3, 4. (7.9)
Note that rX has bounded support OăpN´1{2q under the moment condition (5.1). We can define rGpzq :“
Gp rX, zq and rYη,E by replacing X with rX. We have shown that Lemma 5.2 holds for rYη,E . Then it remains
to prove that pYη,Epu1, w1q, ¨ ¨ ¨ , Yη,Epuk, wkqq has the same moments as prYη,Epu1, w1q, ¨ ¨ ¨ , rYη,Epuk, wkqq
asymptotically.
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Proposition 7.5. Under the setting of Theorem 2.10, for any deterministic unit vectors u1, ¨ ¨ ¨ ,ur P RI1
and fixed w1, ¨ ¨ ¨ , wr P H,
E
rź
i“1
Yη,Epui, wiq “ E
rź
i“1
rYη,Epui, wiq `Opn´εq, (7.10)
for some constant ε ą 0.
Proof. To prove this proposition, we will use the continuous comparison method introduced in [29]. We first
introduce the following interpolation.
Definition 7.6 (Interpolating matrices). Introduce the notations X0 :“ rX and X1 :“ X. Let ρ0iµ and ρ1iµ
be the laws of rXiµ and Xiµ, respectively. For θ P r0, 1s, we define the interpolated law
ρθiµ :“ p1´ θqρ0iµ ` θρ1iµ.
Let tXθ : θ P p0, 1qu be a collection of random matrices such that the following properties hold. For any fixed
θ P p0, 1q, pX0, Xθ, X1q is a triple of independent I1 ˆ I2 random matrices, and the matrix Xθ “ pXθiµq has
law ź
iPI1
ź
µPI2
ρθiµpdXθiµq. (7.11)
Note that we do not require Xθ1 to be independent of Xθ2 for θ1 ‰ θ2 P p0, 1q. For λ P R, i P I1 and µ P I2,
we define the matrix Xθ,λpiµq as
´
Xθ,λpiµq
¯
jν
:“
#
Xθiµ, if pj, νq ‰ pi, µq
λ, if pj, νq “ pi, µq . (7.12)
Correspondingly, we define the resolvents
Gθpzq :“ G `Xθ, z˘ , Gθ,λpiµqpzq :“ G´Xθ,λpiµq, z¯ .
and for 1 ď s ď k (recall (5.6)),
Y θs :“ zsYη,Epus, ws, Xθq “
a
Nηxus, pGθpzsq ´Πpzsqqusy, pYsqθ,λpiµq :“ zsYη,Epus, ws, Xθ,λpiµqq.
where zs :“ E ` wsη.
Using (7.11) and fundamental calculus, we get the following basic interpolation formula.
Lemma 7.7. For F : RI1ˆI2 Ñ C we have
d
dθ
EF pXθq “
ÿ
iPI1,µPI2
„
EF
ˆ
X
θ,X1iµ
piµq
˙
´ EF
ˆ
X
θ,X0iµ
piµq
˙
, (7.13)
provided all the expectations exist.
Then the main work is devoted to proving the following estimate for the right-hand side of (7.13). Note
that combining Lemma 7.7 and Lemma 7.8, we can conclude Proposition 7.5.
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Lemma 7.8. Under the assumptions of Proposition 7.5, there exists a constant ε ą 0 such thatÿ
iPI1
ÿ
µPI2
„
EF
ˆ
X
θ,X1iµ
piµq
˙
´ EF
ˆ
X
θ,X0iµ
piµq
˙
ď N´ε, (7.14)
for all θ P r0, 1s, where F pXθq :“śks“1 Y θs .
Underlying the proof of (7.14) is an expansion approach which we will describe below. We first rewrite
the resolvent expansion (5.12) using the new notations: for any λ, λ1 P R and K P N,
Gθ,λ
1
piµq “ Gθ,λpiµq `
Kÿ
k“1
pλ´ λ1qkGθ,λpiµq
´
∆iµG
θ,λ
piµq
¯k ` pλ´ λ1qK`1Gθ,λ1piµq ´∆iµGθ,λpiµq¯K`1 . (7.15)
With this expansion, we can prove the following estimate: suppose that y is a random variable satisfying
|y| ď φN , then for any deterministic unit vectors u,v P CI and z P D,
xu,
´
Gθ,ypiµqpzq ´Πpzq
¯
vy ă φN `Ψpzq, i P I1, µ P I2 . (7.16)
In fact, to prove this estimate, we will apply the expansion (7.15) with λ1 “ y and λ “ Xθiµ, so that
Gθ,λpiµq “ Gθ. To bound the right-hand side of (7.16), we will use y ď φN , |Xθiµ| ď φN , the anisotropic local
law in Theorem 7.3 for Gθ, and the trivial bound }Gθ,ypiµq} ď Cη´1. Here we choose K such that φKNη´1 ď 1,
and hence the last term in (7.15) can be bounded by
pλ´ λ1qK`1
ˆ
Gθ,λ
1
piµq
´
∆iµG
θ,λ
piµq
¯K`1˙
uv
ă φK`1N η
´1 ă φN .
Next we give the proof of (7.14) using (7.15) and (7.16).
Proof of (7.14). For simplicity, we only give the estimate for the case Y θs “ Y θ for all 1 ď s ď r, where
Y θ :“aNηxu, pGθpzq ´Πpzqquy, z “ E ` wη,
for any deterministic unit vector u P RI1 and fixed w P C`. In other words, we will showÿ
iPI1
ÿ
µPI2
„
E
ˆ
Y
θ,X1iµ
piµq
˙r
´ E
ˆ
Y
θ,X0iµ
piµq
˙r
ď n´ε. (7.17)
The general multi-variable case can be dealt with in exactly the same way, except that the notations are a
little more complicated.
Using (7.15) and (7.16), we get that for any random variable y satisfying |y| ď φN and any fixed K P N,
Y θ,ypiµq ´ Y θ,0piµq “
Kÿ
k“1
a
Nηp´yqkxkpi, µq `Oăp
a
NηφK`1N q, (7.18)
where
xkpi, µq :“ xu, Gθ,0piµq
´
∆iµG
θ,0
piµq
¯k
uy. (7.19)
In the following proof, we choose K ě 3{cφ such thata
NηφK`1N ď N´3.
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With (7.16), we trivially have xkpi, µq ă 1 for k ě 1. Moreover, we have the better bound for odd k:
xkpi, µq ă φN , k P 2N` 1. (7.20)
This is because if k is odd, then there exists at least one pGθ,0piµqquµ or pGθ,0piµqqiµ factor in the expansion of
xkpi, µq. Using (7.20) for k “ 1 and the bound |y| ď φN , we can obtain the rough bounda
Nηp´yqkxkpi, µq ă N´kcφ , k ě 1. (7.21)
Now using (7.18) and (7.21), the Taylor expansion of
´
Y
θ,Xaiµ
piµq
¯r
up to K-th order gives that for a P t0, 1u,
E
´
Y
θ,Xaiµ
piµq
¯r ´ E´Y θ,0piµq¯r “ K^rÿ
k“1
ˆ
r
k
˙
E
´
Y θ,0piµq
¯r´k « Kÿ
l“1
a
Nηp´Xθ,aiµ qlxlpi, µq
ffk
`Oă
`
N´3
˘
“
K^rÿ
s“1
sÿ
k“1
ÿ˚
s
ˆ
r
k
˙
Ep´Xθ,aiµ qsE
´
Y θ,0piµq
¯r´k kź
l“1
a
Nηxslpi, µq `Oă
`
N´3
˘
,
(7.22)
where the sum
ř˚
s means the sum over s “ ps1, ¨ ¨ ¨ , skq P Nk satisfying
1 ď si ď K ^ r,
kÿ
l“1
l ¨ sl “ s. (7.23)
Here we only keep s ď K, because otherwise by (7.21),
kź
l“1
a
Nηp´Xθ,aiµ qslxslpi, µq ă N´Kcφ ď N´3.
Then combining (7.22) with (7.9), we get thatˇˇˇˇ
E
ˆ
Y
θ,X1iµ
piµq
˙r
´ E
ˆ
Y
θ,X0iµ
piµq
˙r ˇˇˇˇ
ă N´1´ε0
4ÿ
s“2
sÿ
k“1
ÿ˚
s
N´s{2E
ˇˇˇˇ
ˇ kź
l“1
a
Nηxslpi, µq
ˇˇˇˇ
ˇ
`
Kÿ
s“5
sÿ
k“1
ÿ˚
s
N´2φs´4N E
ˇˇˇˇ
ˇ kź
l“1
a
Nηxslpi, µq
ˇˇˇˇ
ˇ`OăpN´3q,
where we used the moment bound E|Xθ,aiµ |s ď φs´4N E|Xθ,aiµ |4 À φs´4N N´2 for s ě 4. Thus to show (7.17), we
only need to prove that there exists a constant ε ą 0 such that for s “ 2, 3, 4,
N´1´ε0
ÿ
iPI1
ÿ
µPI2
N´s{2E
ˇˇˇˇ
ˇ kź
l“1
a
Nηxslpi, µq
ˇˇˇˇ
ˇ ă N´ε, (7.24)
and for any fixed s ě 5 and s such that (7.23) holds,
ÿ
iPI1
ÿ
µPI2
N´2φs´4N E
ˇˇˇˇ
ˇ kź
l“1
a
Nηxslpi, µq
ˇˇˇˇ
ˇ ă N´ε. (7.25)
To prove these two estimates, we shall use the following bounds:
|xspi, µq| ă
#
R2i `R2µ, if s ě 2,
RiRµ ` φN pR2i `R2µq, if s “ 1,
(7.26)
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where
Ri :“ |xu, Gθtiy|, Rµ :“ |xu, Gθeµy|.
In fact, by the definition (7.19), we have
xkpi, µq ă
#
|xu, Gθ,0piµqtiy|2 ` |xu, Gθ,0piµqeµy|2, if s ě 2,
|xu, Gθ,0piµqtiy||xu, Gθ,0piµqeµy|, if s “ 1.
(7.27)
On the other hand, using (7.15) and (7.16) we get
|xu, Gθ,0piµqtiy| ď |Gθu ti | ` |Xθiµ|
´
|Gθuµ||xti, Gθ,0piµqtiy| ` |Gθu ti ||xeµ, Gθ,0piµqtiy|
¯
ă Ri ` φNRµ, (7.28)
and
|xu, Gθ,0piµqeµy| ď |Gθuµ| ` |Xθiµ|
´
|Gθuµ||xti, Gθ,0piµqeµy| ` |Gθu ti ||xeµ, Gθ,0piµqeµy|
¯
ă Rµ ` φNRi. (7.29)
Plugging (7.28) and (7.29) into (7.27), we obtain (7.26).
Note that by (4.1) and (7.8), the following estimates holds:
Rµ ă φN `Ψpzq À φN ,
ÿ
iPI1
R2i `
ÿ
µPI2
R2µ ă η´1. (7.30)
where we used φN ě pNηq´1{2 Á Ψpzq for the first estimate. Then with (7.26) and (7.30), we can bound the
left-hand side of (7.24) by
N´1´ε0
ÿ
iPI1
ÿ
µPI2
N´s{2E
ˇˇˇˇ
ˇ kź
l“1
a
Nηxslpi, µq
ˇˇˇˇ
ˇ ă N´1´ε0 ÿ
iPI1
ÿ
µPI2
N´s{2pNηqk{2pR2i `R2µq
ă N´ε0N´ps´kq{2ηpk´2q{2 ď N´ε0 .
This concludes (7.24). For the proof of (7.25), we consider the following three cases.
Case 1: sl ě 2 for 1 ď l ď k, which gives k ď s{2. Then using (7.26) and (7.30), we can obtain thatÿ
iPI1
ÿ
µPI2
N´2φs´4N E
ˇˇˇˇ
ˇ kź
l“1
a
Nηxslpi, µq
ˇˇˇˇ
ˇ ă ÿ
iPI1
ÿ
µPI2
pNηqk{2N´2φs´4N pR2i `R2µq
ă pNηqk{2´1φs´4N ď pNηφ4N qs{4´1 ď N´cφ ,
where we used the definition of φN in (7.1) and s ě 5 in the last step.
Case 2: There is only one l such that sl “ 1. Without loss of generality, we assume that s1 “ 1 and sl ě 2
for 2 ď l ď k. Thus we have s ě 2k ´ 1. Then using (7.26) and (7.30), we can obtain thatÿ
iPI1
ÿ
µPI2
N´2φs´4N E
ˇˇˇˇ
ˇ kź
l“1
a
Nηxslpi, µq
ˇˇˇˇ
ˇ ă ÿ
iPI1
ÿ
µPI2
pNηqk{2N´2φs´4N φN pR2i `R2µq
ă pNηqk{2´1φs´3N ď pNηφ4N qps`1q{4´1 ď N´cφ .
Case 3: There are at least two l’s such that sl “ 1. Without loss of generality, we assume that s1 “ s2 “
¨ ¨ ¨ “ sj “ 1 for some 2 ď j ď k. Thus we have s ě 2pk ´ jq ` j “ 2k ´ j. Then using (7.26) and (7.30), we
can obtain thatÿ
iPI1
ÿ
µPI2
N´2φs´4N E
ˇˇˇˇ
ˇ kź
l“1
a
Nηxslpi, µq
ˇˇˇˇ
ˇ ă ÿ
iPI1
ÿ
µPI2
pNηqk{2N´2φs´4N φj´2N pR2iR2µ ` φ2N pR4i `R4µqq
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ă pNηqk{2N´2φs´4N φj´2N
ˆ
1
η
` N
η
φ2N
˙
À pNηqk{2´1φs´4`jN ď pNηφ4N qps`jq{4´1 ď N´cφ .
Combining the above three cases, we conclude (7.25). Then (7.24) and (7.25) together imply (7.14).
Combining (7.13) and (7.14), we conclude the proof of Proposition 7.5.
Finally, we complete the proof of the main theorems.
Proof of Theorems 2.6, 2.8, 2.10 and 2.11. Combining Proposition 7.5 with Lemma 5.2 for rYη,E , we get that
(5.3) holds even under the weaker moment assumption (2.21):
E rY pu1, w1q ¨ ¨ ¨Y puk, wkqs “
#řś
ηγpzs, zt,vs,vtq `Oă pN´εq , if k P 2N,
Oă pN´εq , otherwise, (7.31)
for some constant ε ą 0. By Wick’s theorem, (7.31) shows that the convergence of pYη,Epv1, w1q, ¨ ¨ ¨ ,Yη,Epvk, wkqq
in Theorems 2.10 and 2.11 holds in the sense of moments, which further implies the weak convergence.
For the convergence of η´1{2pYη,Epv1, w1q, ¨ ¨ ¨ ,Yη,Epvk, wkqq in Theorem 2.11 for E P Soutpτq, we can
prove a similar comparison estimates as in (7.10):
E
rź
i“1
η´1{2Yη,Epui, wiq “ E
rź
i“1
η´1{2 rYη,Epui, wiq `Opn´εq. (7.32)
Its proof is similar to that of (7.10), so we omit the details. Then (7.32) together with Lemma 5.2 conclude
the convergence of η´1{2pYη,Epv1, w1q, ¨ ¨ ¨ ,Yη,Epvk, wkqq for E P Soutpτq.
Next Theorems 2.6 and 2.8 can be derived from (7.31) in the same way that Proposition 6.1 is derived
from Lemma 5.2. As in Section 6, we apply the Helffer-Sjo¨strand formula to get a similar expression as in
(6.3). The only difference from the arguments in Section 6 is the local law for the Y pzq terms: under the
weaker moment assumption (2.21), we only have the bound
|Y pzq| ă φN ` pNηq´1{2, z P D.
We let η1 be such that pNη1q´1{2 “ φN . Then for Im z ď η1, the local law (6.4) holds as before. For Im z ą η1,
we do not have the high probability bound Y pzq ă 1. However, by (7.31), we still have |E rY pz1q ¨ ¨ ¨Y pzkqs | ă
1. Then all the arguments after (6.3) will work and lead to Theorems 2.6 and 2.8.
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