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In this thesis, I present several results on quantum statistical inference in the following
two directions. Firstly, I demonstrate that quantum algorithms can be applied to enhance
the computing and training of Gaussian processes (GPs), a powerful model widely used
in classical statistical inference and supervised machine learning. A crucial component of
the quantum GP algorithm is solving linear systems with quantum computers, for which
I present a novel algorithm that achieves a provable advantage over previously known
methods. I will also explicitly address the task of encoding the classical data into a
quantum state for machine learning applications. I then apply the quantum enhanced GPs
to Bayesian deep learning and present an experimental demonstration on contemporary
hardware and simulators. Secondly, I look into the notion of quantum causality and
apply it to inferring spatial and temporal quantum correlations, and present an analytical
toolkit for causal inference in quantum data. I will also make the connection between
causality and quantum communications, and present a general bound for the quantum
capacity of noisy communication channels.
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1Part I
Quantum computation and algorithms
2Chapter 1
Introduction
Quantum mechanics is the theoretical framework that underpins our understanding of
the physical world at the most fundamental level. Since its discovery in the early 20th
century, quantum mechanics has proved to be tremendously successful in predicting
physical phenomena at the microscopic scale, providing unprecedented insights ranging
from the fundamental particles in nature to the origin of cosmos. Throughout history,
our society has held a track record of coupling scientific discoveries with the invention
of technologies that reshape everyday life. Quantum mechanics is no exception. Perhaps
most pronouncedly, the understanding of the quantum nature of electronic structures in
matter played the vital role in giving birth to the entire semiconductor industry, which
is in turn responsible for the dawn of the information era, an era in which computation
has taken centre stage and revolutionised the world. Broadly speaking, the conventional
digital computer is called "classical" since it processes information in the form of logical
bits, which omits the possibility of superposition and entanglement allowed by quantum
mechanics. As such, despite its almost universal success, when classical computer is used
for the task of simulating complex quantum mechanical systems, significant difficulties
arise due to the memory requirement for keeping track of the exponentially large state
space of the system.
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Motivated initially by the problem of simulating physics, Feynman proposed to
design and build computers that directly leverage the exponential state space in quantum
mechanics [1]. Since this original vision, progress in finding algorithms for future
quantum computers has come a long way, and well beyond the domain of quantum
simulation alone. Among the most celebrated results are Grover’s search algorithm [2]
which shows a quadratic advantageous over its classical counter-part and Shor’s factoring
algorithm [3] which has the potential to break the (to our best knowledge) classically
secure RSA cryptosystem. More recently, machine learning has rapidly emerged as an
area where quantum algorithms can display dramatic advantages [4–9].
In this thesis, I will present several new results in the more general context of quantum
statistical inference, a term used here with two-fold meanings. Firstly, we demonstrate
the power of applying quantum computation to statistical models for supervised machine
learning with classical datasets. Secondly, we address the notion of causality in quantum
information and present an analytical toolkit for inferring causal correlations when the
data is itself inherently quantum. In Part I of the thesis, I will start by introducing
the basic concepts of quantum mechanics and quantum computation, then move on to
review several essential quantum algorithms in Chapter 2. In Chapter 3, I will present
a new algorithm for the quantum version of the linear system problem, which shows
an advantage over the existing approaches, particularly when the matrix involved is
inherently dense. In Part II, we will see that quantum algorithms can be applied to
improve the efficiency of supervised learning with Gaussian processes, with a novel
application to deep learning. In Part III, we look into quantum causality. I will present
results on the geometry of spatial and temporal quantum correlations and the operational
role of causality in quantum communication.
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1.1 Quantum mechanics preliminaries
Here we start by reviewing the fundamental postulates of quantum mechanics and in-
troduce the notation and concepts elementary to the presentation of this thesis. These
postulates underline the mathematical framework of quantum physics. Hence they hold
a foundational role to future discussions about quantum computation and quantum statis-
tical inference. We will keep our presentation at a basic level. An in-depth discussion
of the postulates and a detailed introduction to quantum mechanics is presented in the
canonical text of Ref. [10].
1.1.1 The state space
Postulate 1 Any isolated physical system is associated with a complex vector space
with inner product, which is known as the state space (also known as the Hilbert space)
of the system. The system is fully described by a unit vector in its state space, which is
known as its state vector.
Dirac notation and superposition The state vectors in quantum mechanics are com-
monly denoted by a “ket”, e.g., |ψ〉. Their Hermitian transpose is denoted by a “bra”,
so that |ψ〉† = 〈ψ|. The inner product between two state vectors, |ψ〉 and |φ〉 is denoted
as the “braket”, 〈ψ|φ〉. It follows directly from Postulate 1 that any valid quantum state
vector, |ψ〉, satisfies 〈ψ|ψ〉 = 1. A quantum state |ψ〉 is in a superposition of the states
{|φi〉} if it can be written as a set of mutually orthogonal states, |ψ〉 =
∑
i αi |φi〉, where∑
i |αi|2 = 1
1.1.2 Evolution of states
Postulate 2 The evolution of closed quantum systems is linear, and described by
unitary transformations. The state, |ψ(t2)〉 of a quantum system at time t2 is related to
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the state, |ψ(t1)〉, at an earlier time t1 via a unitary transformation U that only depends
on t1 and t2, so that |ψ(t2)〉 = U |ψ(t1)〉.
Schrödinger equation The time-dependent Schrödinger equation describes the time
evolution of a closed quantum system,
i~
d
dt
|ψ(t)〉 = H |ψ(t)〉 , (1.1)
where the Hermitian operator H is known as the Hamiltonian. The factor ~ is the
Planck’s constant. We work in units such that ~ = 1.
1.1.3 Quantum measurements
Postulate 3 Quantum measurements are described by a set of measurement operators,
{Mm}, where
∑
mM
†
mMm = I . If the system is in the quantum state |ψ〉 immediately
before the measurement, then the probability of the measurement result m occurring is
given by p(m) = 〈ψ|M †mMm |ψ〉 , and the post-measurement state of the system after is
given by Mm|ψ〉√
〈ψ|M†mMm|ψ〉
.
Projective measurements An important special case of the quantum measurements is
the projective measurement. In a projective measurement, the measurement operators are
taken to be Mm = |φm〉 〈φm|, where the set of state vectors {|φm〉} form an orthonormal
basis for the system’s Hilbert space. The corresponding probability of an outcome
m occurring is then given by p(m) = |〈ψ|φm〉|2. Every projective measurement is
associated with an observable, M =
∑
m |φm〉 〈φm|. The expectation value of the
observable given by 〈M〉 = 〈ψ|M |ψ〉.
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1.1.4 Composite systems
Postulate 4 The Hilbert space of a composite quantum system is given by the tensor
product of the Hilbert spaces of the individual components. For a set of n component
systems initialised in the states {|ψi〉}ni=1, the state of the composite system is given by
n⊗
i=1
|ψi〉 = |ψ1〉 ⊗ |ψ2〉 ⊗ ...⊗ |ψn〉.
Entanglement If a composite system has the state as a tensor product of the states of
its subsystems, we say the composite system is in a product state. Note that, however,
the superposition of product states will not, in general, be in a product state. If the state
of a system cannot be written as the tensor product of the states of its subsystems, we
say it is entangled. For instance, if 〈ψ1|ψ2〉 = 0, the state 1√2(|ψ1〉 |ψ2〉 + |ψ2〉 |ψ1〉) is
maximally entangled.
1.2 Elements of quantum computation
Having reviewed the fundamentals of quantum physics, we now move on to introduce
the elementary concepts used in quantum computation. These include the basic unit of
quantum computation, the qubit, the important observables given by the Pauli operators,
and the unitary gates used to process quantum information.
1.2.1 The qubit
The qubit is the most basic non-trivial quantum system. It is also the smallest unit of
quantum computation. A single qubit in a “pure” quantum state is a two dimensional
complex vector, and can be written as |ψ〉 = α |0〉 + β |1〉, where |0〉 = (1, 0)T and
|1〉 = (0, 1)T are, and |α|2 + |β|2 = 1. Note that since the probability of a measure-
ment outcome, by postulate 3 is invariant under |ψ〉 → eiφ |ψ〉, a global phase factor
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eiφ is not an observable in quantum mechanics, and we can parameterise the single
qubit state as |ψ〉 = cos(θ) |0〉 + eiφ sin(θ) |1〉. As such the qubit can be visualised as
a point lying on the surface of a unit sphere, known as the Bloch sphere. The vectors
{|0〉 , |1〉} forms the Z basis (computational basis) of the single qubit state space. Al-
ternatively, the basis can be chosen as any pair of orthogonal states, e.g. the X basis,{
|+x〉 = |0〉+|1〉√2 , |−x〉 =
|0〉−|1〉)√
2
}
and the Y basis,
{
|+y〉 = |0〉+i|1〉√2 , |−y〉 =
|0〉−i|1〉√
2
}
.
1.2.2 Pauli operators
The Pauli operators are observables corresponding to the projectors in the X , Y and Z
bases. They are given by σ1 = X = |+x〉 〈+x| − |−x〉 〈−x|, σ2 = Y = |+y〉 〈+y| −
|−y〉 〈−y| and σ3 = Z = |0〉 〈0| − |1〉 〈1|. We will also use σ0 = I to denote the 2× 2
identity operator. Note that the Pauli operators are traceless, Hermitian and unitary, i.e.
Tr[σi] = 0, σi = σ
†
i and σ
2
i = σ0 for i = 1, 2, 3.
1.2.3 Quantum gates
An important part of quantum computation amounts to composing unitary operations
acting on collections of qubits. These operation are known as quantum gates. Single-
qubit gates correspond to unitary operators acting locally on one qubit, e.g. the Hadamard
gate, H |j〉 = |0〉+(−1)j |1〉√
2
, j ∈ {0, 1}. In general, the Pauli operators can be used to
construct arbitrary single qubit unitary rotations, Rσi(θ) = e
iθσi around each respective
axis. Many-qubit gates are unitary operations acting on more than one qubit. These
operations are capable of generating quantum entanglement, e.g. the controlled-not gate,
CNOT |i〉 |j〉 = |i〉 |i⊕ j〉, where i, j ∈ {0, 1} and ⊕ denotes the addition modulo 2.
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1.3 Statistical ensemble of states
1.3.1 The density matrix
The density matrix is a formalism to describe a probability mixture of pure quantum
states. Suppose we are given a system which has a probability pi to be in the state |ψi〉,
we say the system is in a statistical ensemble of pure states, {pi, |ψi〉}. The density
matrix (or density operator) of the system is then defined as
ρ =
∑
i
pi |ψi〉 〈ψi| , (1.2)
where
∑
i pi = 1. The density matrix is an operator acting on the system’s Hilbert space.
In the special case when the state of the system is in |ψj〉 with unit probability, we say
the system is in a pure state, and the density matrix is simply given by the projector,
|ψj〉 〈ψj|. Otherwise, we say the system is in a mixed state with a probability distribution
{pi}. The density matrix can be used to calculate the expectation value of any observable
M on the system as follows,
〈M〉 =
∑
i
pi 〈ψi|M |ψi〉 = Tr[ρM ]. (1.3)
Since the eigenvalues of the density matrix physically correspond to a probability
distribution over the eigenvectors of ρ which are themselves pure quantum state vectors,
the density matrix is necessarily positive semi-definite Hermitian operators with unit
trace. On the other hand, any given 2N × 2N matrix that satisfies the Hermitian, positive
semi-definite and unit trace properties have the physical interpretation of an N -qubit
density matrix. In Part III of this thesis, we will consider a natural extension of the
density matrix formalism where the multi-qubit observables on the mixed state are
allowed to extend across the temporal domain.
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1.3.2 Quantum operations
In the case of a closed system, the evolution of the density matrix translates straight-
forwardly from the unitary and linear dynamics for pure states, i.e., if a unitary U
is applied on the ensemble {pi, |ψi〉}, the corresponding density matrix transforms as
ρ→ UρU †. In this section, we describe the general quantum operation on open quantum
systems.
Suppose now an initial system described by ρ is coupled with an environment
described (without loss of generality) by the pure state ρe = |e0〉 〈e0|. Since the joint
system, ρ ⊗ ρe is now a closed system, its general dynamics can be described by the
unitary transformation, U(ρ⊗ |e0〉 〈e0|)U †. The resultant transformation on the initial
system, ε(ρ) is then given by a partial trace over the environment,
ε(ρ) = Tre
[
U(ρ⊗ |e0〉 〈e0|)U †
]
=
∑
k
〈ek|U(ρ⊗ |e0〉 〈e0|)U † |ek〉
=
∑
k
EkρE
†
k, (1.4)
where |ek〉 denotes an orthonormal basis for the environment’s state space. We have
defined Ek = 〈ek|U |e0〉 which are known as the Kraus operators of the quantum
operation ε. Trace preserving quantum operations are also known as quantum channels.
A channel mathematically corresponds to a completely positive trace preserving (CPTP)
map. In this case, the Kraus operators satisfy the completeness relation,
∑
k E
†
kEk = I .
In general, when measurements are involved and extra information is obtained about
the process, the quantum operation is not necessarily trace preserving, and the Kraus
operators instead satisfy
∑
k E
†
kEk ≤ I . The trace preserving cases (quantum channels)
will be more relevant to the materials presented in Part III of this thesis.
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Chapter 2
Essential quantum algorithms
In this chapter, I introduce some essential quantum algorithms which will serve as
building blocks later in the thesis. We start with the more basic algorithms: The
quantum Fourier transform which is regarded as the root of quantum advantage in
many higher-level algorithms, quantum phase estimation which approximately computes
the eigenvalues of a Hamiltonian matrix in a superposition, and quantum Hamiltonian
simulation which amounts to constructing a unitary operator corresponding to the time
evolution under a Hamiltonian. We then review a quantum algorithm that combines these
basic techniques and provides an advantage in solving systems of linear equations under
a quantum formulation of the problem.
2.1 Basic quantum algorithms
2.1.1 Quantum Fourier transform
The quantum Fourier transform (QFT) is the foundation of many quantum algorithms,
including the celebrated quantum factoring algorithm [11]. It can be seen as the quantum
analog of the discrete Fourier transform in classical computation. Here we briefly
introduce QFT and describe the unitary operator for its implementation. A detailed
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description can be found in all canonical texts of quantum information, such as Ref.
[10, 12].
The normalised discrete Fourier transform of a vector v = (v1...vn)T is given by
the vector vˆ with entries, vˆy = 1√n
∑n
x=1 vxe
− 2pixyi
n . For vx with periodicity P , such that
vx = vx+P , we have
vˆy =
1√
n
 P∑
x=1
bnP−1c−1∑
m=0
vx+mP e
− 2pi(x+mP )yi
n +
n∑
x=bnP−1c+1
vxe
− 2pixyi
n

=
1√
n
bnP−1c−1∑
m=0
e−
2pimPyi
n
P∑
x=1
vx+mP e
− 2pixyi
n +
n∑
x=bnP−1c+1
vxe
− 2pixyi
n
 . (2.1)
Note that for n  P , the above expression only consists of small oscillations around
zero unless Py is an integer. Therefore the only surviving terms correspond to y being
an integer multiple of the frequency.
The QFT is the discrete Fourier transform applied to quantum state vectors, and it is
implemented by the unitary operator,
UQFT =
1√
n
n∑
y=1
n∑
x=1
e−
2pixyi
n |y〉 〈x| . (2.2)
One can easily verify the above indeed corresponds to the discrete Fourier transform of a
quantum state by applying it to an arbitrary state vector |v〉,
〈z|UQFT |v〉 = 〈z| 1√
n
n∑
y=1
n∑
x=1
e−
2pixyi
n |y〉 〈x|v〉
=
1√
n
n∑
x=1
〈x|v〉e− 2pixyin
=〈z|vˆ〉. (2.3)
Given access to a set of basic unitary gates and n qubits, a quantum computer can
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perform the discrete Fourier transform on 2n amplitudes with only O(n2) Hadamard and
controlled phase gates, providing an exponential advantage over the classical counterpart
that takes O(n2n) gates [10]. It is worth noting that an improved version of the QFT
presented in Ref. [13] has further suppressed the cost to O(n log n).
2.1.2 Quantum phase estimation
The Quantum phase estimation, first introduced in Ref. [14] is a quantum algorithm
that takes as input an eigenvector of a unitary operator and estimates the corresponding
eigenvalue to a certain additive error. It is the root of the quantum advantage in many
machine learning and linear algebraic applications. Here we define the quantum phase
estimation algorithm for future reference. A detailed description of its procedures can be
found for example in section 5.2 of Ref. [10].
Let the unitary operator U ∈ Cn×n have eigenvectors {|vj〉} with corresponding
eigenvalues {eiθj}, such that |vj〉 = eiθj |vj〉, where θj ∈ [−pi, pi] for j ∈ [n]. Further
define the precision parameter δ to denote an additive error. Given an oracle for im-
plementing U l for l = O(1/δ), the quantum phase estimation algorithm performs the
following transformation,
∑
j∈[n]
αj |vj〉 →
∑
j∈[n]
αj |vj〉 |θj〉 , (2.4)
such that |θj − θj| ≤ δ for all j ∈ [n] with probability 1− 1/poly(n) in time that scales
as O (TU log (n)/δ), where TU denotes the time required to implement U .
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2.1.3 Black-box Hamiltonian simulation
Given a Hermitian Hamiltonian operator H ∈ Cn×n, the black-box access to the matrix
elements Hjk is an oracle OH that allows for the operation,
OH |j, k〉 |z〉 → |j, k〉 |z ⊕Hjk〉 , (2.5)
for an arbitrary input |z〉, where j, k ∈ {1, 2, ..., n} and ⊕ denotes the bitwise addition
modulo two operation. The time evolution of a quantum state |ψ(t)〉 underH is described
by the time-dependent Schrödinger equation,
i
d
dt
|ψ(t)〉 = H |ψ(t)〉 . (2.6)
The solution is given by |ψ(t)〉 = U(H, t) |ψ(0)〉, where the unitary operator U(H, t) =
exp (−iHt). Black-box Hamiltonian simulation amounts to constructing a quantum
circuit that implements U(H, t) given access to the oracle OH .
In the general case, the results of [15] shows that the black-box Hamiltonian sim-
ulation can be performed in time O
(
n2/3 · polylog(n)/δ1/3h
)
with an δh error in the
trace distance using a method based on discrete time quantum walks [16]. Empirical
results of [15] suggested black-box Hamiltonian simulation can be implemented in time
O
(√
n · polylog(n)/δ1/2h
)
for several classes of Hamiltonians. However, the O˜(√n)
runtime is known to not hold in the worst case. The notation O˜(.) is used here to suppress
slower growing factors in the runtime scaling. In special cases, properties of H such as
sparsity can be leveraged to implement Hamiltonian simulation more efficiently. It was
shown in Ref. [17] that combing techniques from quantum walk [16] and fractional query
simulation [18], Hamiltonian simulation on an s-sparse matrix (that is, the maximum
number of non-zero entries on any rows or columns is s) can be performed in time
O˜(s · polylog(n)/δ1/2h ).
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It is worth mentioning that the black-box model is not the uniquely interesting setting
to consider. Other important models include the quantum signal processor [19] and the
density matrix encoding mode [20, 21]. Detailed descriptions of quantum Hamiltonian
simulation algorithms and a comprehensive review on this subject is beyond the scope of
this thesis. Interested readers are referred to the Chapters 25 and 26 of Ref. [22].
2.2 Quantum linear system algorithm
Solving a linear system of equations is a problem that appears in many disciplines
across science and engineering. Given a set of n linear equations with n unknown
variables, we wish to find the n dimensional vector x which satisfies Ax = b, where
A and b a are known n × n dimensional matrix and a known n dimensional vector
respectively. The solution of the linear system can be written as x = A−1b for an
invertible matrix A. In special cases, A has convenient properties such as sparsity,
of which one can take advantage and compute A−1 in time proportional to n with
the conjugate gradient method [23]. In general, the best known classical method for
matrix inversion scales as O (n2.373), with the optimised CW-like algorithms [24, 25].
However, this sub-cubic scaling is practically difficult to achieve. A more typical
implementation amounts to using the Cholesky decomposition which has a runtime
that scales as O (n3) for dense matrices. In modern statistical inference and machine
learning applications, matrix inversion presents a computational bottleneck when the
dimensionality n of the underlying problem grows. Recent discoveries in quantum
algorithms have shown promises for a more efficient solution of high-dimensional linear
systems. Given the importance and generality of the problem, quantum linear system
algorithms may manifest as the cornerstone of quantum advantage in many use cases. In
this section, we review some of the earlier progress in this subject. In the next chapter,
we will present a new result along the same line of research.
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2.2.1 Quantum formulation of linear systems
Let A ∈ Rn×n be a Hermitian matrix, with ‖A‖∗ ≤ 1. Here ‖.‖∗ denotes the spectral
norm which corresponds to the largest absolute value of the eigenvalues in the case of
Hermitian matrices. Let x,b ∈ Rn, such that Ax = b. We define the following quantum
formulation of the linear system problem:
Given access to the elements of A and an input quantum state vector |b〉 of log n
qubits which encodes the entries in b as
|b〉 =
∑
j bj |j〉
‖∑j bj |j〉 ‖2 , (2.7)
the quantum linear system problem amounts to finding the state vector |x〉 of log n qubits
which encodes the entries in solution vector x as
|x〉 =
∑
j xj |j〉
‖∑j xj |j〉 ‖2 . (2.8)
Remarks:
• Note that the input and output of the quantum linear system problem are both
quantum states. Therefore the initial state preparation and final solution readout
procedures will need to be explicitly addressed for any applications that have
classical vectors as inputs and outputs. This point has been discussed in Ref. [26]
and will be revisited later in this thesis.
• DefiningA to be a Hermitian matrix is in fact without loss of generality. As pointed
out in Ref. [27], a general matrixM can be embedded into a Hermitian matrix with
a constant memory overhead by constructing a block-wise anti-diagonal matrix A
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as follows,
A =
 0 M †
M 0
 . (2.9)
• The requirement on bounded spectral norm is not a strong restriction in practice
since it can often be satisfied with a suitable choice of normalisation factor.
2.2.2 The HHL algorithm
In the breakthrough work of Ref. [27], Harrow, Hassidim and Lloyd (HHL) introduced
the first quantum linear system algorithm (QLSA) that computes the quantum state
|x〉 = |A−1b〉 which corresponds to the solution of the linear system Ax = b in time
O (polylog(n)) for a sparse and well-conditioned A. In this section, we review this
seminal algorithm and discuss its implications. The procedure of the original quantum
linear systems solver provided in Ref. [27] can be summarised in the following five
steps:
1. To start with, prepare a quantum state |b〉 which encodes the vector b ∈ Rn as
|b〉 = (bTb)−1/2
n−1∑
i=0
bi |i〉 . Then append to |b〉 an ancillary register in a superpo-
sition state 1√
T
∑T
τ=0 |τ〉. The time period T is chosen to be some large value as
required in the variant of phase-estimation described in Ref. [28], so that after Step
1 we have the quantum state,
|φ1〉 = 1√
bTb
1√
T
n−1∑
i=0
T∑
τ=0
bi |i〉 |τ〉 . (2.10)
2. Perform Hamiltonian simulation treating the matrixA as the Hamiltonian at time τ .
Apply the resultant controlled unitary operation to |b〉 using techniques described
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in Ref. [29]. By writing |b〉 in the eigenbasis of A after evolution, we obtain the
state,
|φ2〉 = 1√
bTb
1√
T
n−1∑
i=0
T−1∑
τ=0
|τ〉 eiλit0τ/Tβi |µi〉 , (2.11)
where λi are the eigenvalues and |µi〉 are the eigenvectors of A. The complex
numbers βi are the probability amplitudes associated with |µi〉. For some precision
parameter  which will feature as an additive error of the final result in the trace
norm, we choose the time scale t0 = O(κ/) where κ denotes the condition
number, the ratio between the largest and the smallest eigenvalues of A.
3. Complete phase estimation [14, 28] by applying the quantum Fourier transform
(QFT) to the first register in |φ2〉, which leads to
|φ3〉 = 1√
bTb
n−1∑
i=0
βi |tλ¯i〉 |µi〉 , (2.12)
where the first register now stores the estimated eigenvalues λ¯i up to a constant
multiplicative factor t.
4. Introduce another ancillary qubit and perform a controlled rotation on it based on
the value in the first register, and obtain the extended state
|φ4〉 = 1√
bTb
n−1∑
i=0
βi |tλ¯i〉 |µi〉
(√
1− c
2
λ
λ¯i
2 |0〉+
cλ
λ¯i
|1〉
)
. (2.13)
Here the constant cλ is chosen such that the resultant probability amplitude is
bounded by unity.
5. Reverse the phase estimation step on the first register to uncompute |tλ¯i〉. Measure
the final ancillary qubit. Conditioned on obtaining |1〉 as the measurement result,
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an approximated solution of A |x〉 = |b〉 is obtained,
|x¯〉 = |φ5〉 = 1√
bTb
n−1∑
i=0
βi
λ¯i
|µi〉 . (2.14)
For a precision parameter , the additive error in the trace norm of the output
state is bounded as ‖ |x¯〉 − |x〉 ‖ ≤ . Note that a post-selection of measurement
outcomes is involved in this final step, and as a consequence multiple repetitions of
the procedure may be needed in order to successfully obtain the desired outcome.
Runtime and errors The required Hamiltonian simulation subroutine runs nearly
linearly with the sparsity, s, with the black-box Hamiltonian simulation technique of [17].
The time scale parameter t0 of phase estimation is chosen to be O(κ/) to ensure the
desired precision. Furthermore, O(κ) repetitions of the procedure are needed to obtain
the desired outcome on the final measurement of the ancillary qubit, making use of the
amplitude amplification based techniques of [30]. From the above rough account, the
total runtime scales as O˜(log(n)κ2s2/). A detailed error and runtime analysis can be
found in the supplementary material of [27].
Potential caveats The quantum linear algorithm described above can potentially pro-
vide a promising exponential speed-up. However, one needs to apply it with care. As
Aaronson accurately described in Ref. [26], there are four potential caveats that need
particular care in any applications: (1) The time consumption of preparing |b〉 encoding
b needs to be taken into account; (2) the matrix A has to be robustly invertible, meaning
that the condition number κ needs to grow at most polylogarithmically in n in order
to retain a polylogarithmic overall runtime; (3) one also needs to address the sparsity
contribution to the total runtime, since the general phase estimation sub-routine costs
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time polynomial in s; (4) although the output of QLSA is the state |x〉, there is no effi-
cient procedure to extract every entry of x. The quantum advantage only presents when
the matter of practical interest does not require the full x but requires only information
accessible with a few copies of |x〉. For instance, if a known Hermitian matrix M is of
interest, one can efficiently estimate quantities such as 〈x|M |x〉, since this amounts to
the expectation value of the observable M on |x〉.
Developments There have been several improvements to the QLSA since the original
HHL proposal that have improved the running time to linear in the condition number
κ and the sparsity s, and to poly-logarithmic in the precision parameter  [30, 31]. The
work of Ref. [32] further introduced pre-conditioning for the QLSA and extended its
applicability. In the next chapter, we build upon this line of research and present a linear
system algorithm that circumvents the expensive Hamiltonian simulation step and has a
provably better performance than the existing algorithms when applied to linear systems
with dense matrices.
20
Chapter 3
Quantum dense linear system
algorithm
In this chapter, I present an alternative approach to solving the quantum linear systems
problem, which is based on a quantum subroutine for singular value estimation (SVE).
The SVE-based linear system algorithm, introduced in Ref. [33] has a runtime scaling
of O (κ2‖A‖F · polylog(n)/) for an n × n dimensional Hermitian matrix A with a
Frobenius norm ‖A‖F and condition number κ. As before,  is the precision parameter
defined by the desired output error in the trace norm. Unlike the HHL algorithm, the
SVE-based method does not require performing Hamiltonian simulation on A, making
it advantageous particularly when A is dense. Therefore, we refer to it as a quantum
dense linear system (QDLS) algorithm. An important component of the QDLS algorithm
is the quantum singular value estimation (QSVE), introduced in [34]. It makes use of
a memory model that supports efficient preparation of states which correspond to the
row vectors of A and the vector of the row Euclidean norms of A. We will start by
introducing this memory model, followed by an outline of the quantum SVE algorithm.
Finally, we put the components together and present the QDLS algorithm.
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3.1 Memory model
In order to keep our description of the memory model general, we consider a rectangular
matrix A ∈ Rm×n. Instead of using a model that allows for black-box access to the
matrix elements, here we work in a model that realises a data structure which satisfies
the following properties:
• Given access to the data structure, a quantum computer can perform the following
mappings in O (polylog(mn)) time.
UM : |i〉 |0〉 → |i, ~Ai〉 = 1‖ ~Ai‖
n∑
j=1
Aij |i, j〉 ,
UN : |0〉 |j〉 → | ~AF , j〉 = 1‖A‖F
m∑
i=1
‖ ~Ai‖ |i, j〉 , (3.1)
where ~Ai ∈ Rn are the row vectors of the matrix A and ~AF ∈ Rm is a vector of
the Euclidean norms of the rows, i.e. ( ~AF )i = ‖Ai‖.
• The time needed to store a new entry Aij is in O
(
log2(mn)
)
. The data structure
has size O (w log(mn)) with w denoting the number of non-zero entries in A.
One way to construct the data structure as described with the above-desired properties is
based on a size m array of binary trees, where each tree contains no more than n leaves.
The leaves store the squared values of the corresponding matrix element |Aij|2, together
with the sign, sgn(Aij). Each internal node of a binary tree stores the summation of the
values in the subtree rooted at it, as such the root of the ith tree stores
∥∥∥ ~Ai∥∥∥2, i ∈ [m]. In
order to access row Frobenius norm vectors, one merely need to construct an additional
binary tree, in which the ith leaf contains
∥∥∥ ~Ai∥∥∥2. We show the schematic diagram to
demonstrate one of the trees in Figure 3.1. More details about the realisation of this data
structure can be found in Ref. [34] and [35].
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Figure 3.1: The schematic diagram for one out of the (m+ 1) binary
trees in the data structure used to store the matrix A. The depth of the tree
is in O(log n).
3.2 Quantum singular value estimation
Having stated the memory model, we are now in the position to outline the quantum
singular value estimation (QSVE) subroutine. The QSVE can be seen as an extension of
phase estimation to non-unitary matrices. Let the matrix A ∈ Rm×n have the singular
value decomposition
A =
∑
i
σiuivi
†, (3.2)
where ui and vi are the left and right singular vectors respectively, and σi are the
corresponding singular values. Since the left and the right singular vectors each form
a complete set of orthonormal bases, an arbitrary input state can be written as the
superposition,
∑
i αi |vi〉, where |vi〉 is a quantum state vector which encodes vi. The
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quantum SVE subroutine performs the following mapping,
∑
i
αi |vi〉 →
∑
i
αi |vi〉 |σi〉 , (3.3)
where |σi〉 is a state vector encoding the estimates for the singular values of A with a
precision δ, so that |σi − σi| ≤ δ for all i.
An algorithm for QSVE with a runtime of O˜(‖A‖F/δ) was introduced in Ref. [34],
and applied to quantum recommendation systems. It is the main tool required for the
quantum dense linear system (QDLS) algorithm [33] to be presented in this chapter. In
this section, we first give an overview of QSVE with essential mathematical background
and high-level intuition. Then we outline the procedures of QSVE. Finally, we provide
by a brief analysis of the algorithm, while a more thorough analysis can be found in
Ref. [34, 35].
3.2.1 Overview
The QSVE algorithm is based on the idea of quantum walks. It makes use of the
connection between the singular values σi of the matrix A =
∑
i σiuivi
† and the
principal angles, θi between certain associated subspaces. There exist a factorisation,
A
‖A‖F =M
†N , (3.4)
whereM ∈ Rmn×m and N ∈ Rmn×n are isometries with column spaces denoted CM
and CN respectively. The isometriesM act on an arbitrary input state vector |α〉 as a
mapping that appends a register which stores the row vectors ~Ai, such that
M : |α〉 =
m∑
i=1
αi |i〉 →
m∑
i=1
αi |i, ~Ai〉 = |Mα〉 . (3.5)
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similarly, the isometries N act on an arbitrary input state vector |α〉 as a mapping that
appends a register which stores the vector ~AF , in which the entries are the row vector
Euclidean norms ‖ ~Ai‖, such that
N : |α〉 =
n∑
j=1
αj |j〉 →
n∑
j=1
αj | ~AF , j〉 = |Nα〉 . (3.6)
The above maps can be efficiently implemented given the memory model as described in
Section 3.1. The factorisation Eq. 3.4 then follows directly from the amplitude encodings
of ~Ai and ~AF , as we have
|i, ~Ai〉 = 1‖ ~Ai‖
n∑
j=1
Aij |i, j〉 ,
| ~AF , j〉 = 1‖A‖F
m∑
i=1
‖ ~Ai‖ |i, j〉 . (3.7)
Taking the inner product of the above equations leads to
(M†N )ij = 〈i, ~Ai| ~AF , j〉 = Aij‖A‖F . (3.8)
A similar calculation shows thatM andN have orthonormal columns and thusM†M =
Im andN †N = In. The singular values of the normalised matrix A‖A‖F have a one-to-one
correspondence to the principal angles between the subspaces CM and CN . The efficiency
of QSVE relies on the fact that given the matrix A stored in a data structure as described
in Section 3.1, the following unitary operator W can be implemented efficiently,
W = (2MM† − Imn)(2NN † − Imn), (3.9)
where Imn denotes the (mn) × (mn) identity matrix. Note the fact that W acts on
|Nvi〉 as a rotation in the plane of {Mui,Nvi} by θi. Hence the two dimensional
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sub-space spanned by {Mui,Nvi} is invariant under W . The eigenvectors of W , |w±i 〉,
therefore have corresponding eigenvalues exp(±iθi). We can write in the eigenbasis of
W , |Nvi〉 = ω+i |w+i 〉 + ω−i |w−i 〉, with |ω−i |2 + |ω+i |2 = 1, and phase estimation can
be performed to estimate ±θi. Finally the singular values of A, {σi} are computed via
σi = cos(θi/2)‖A‖F , a relation which will be shown in Section 3.2.3.
Intuitively the operators 2MM† − Imn and 2NN † − Imn can be seen as a gener-
alisation of the Grover diffusion operator [2]. They act on the subspaces CM and CN
respectively as reflection operators. Thus applying W represents two sequential reflec-
tions, on the CN and then the CM subspaces. As such W has the interpretation of taking
a step in the bipartite quantum walk as formulated in Ref. [16] with the discriminant
matrix given by our normalised target matrix A‖A‖F . The connections between quantum
walks and the eigenvalues of the discriminant matrix are well-known in the literature
and have been used in numerous previous works [16, 36, 37].
3.2.2 Procedures
Having introduced the mathematical background, we are now in the position to outline
the procedures of QSVE.
1. Create an arbitrary input state |α〉 = ∑i αi |vi〉, where |vi〉 encodes the ith nor-
malised left singular vector of A.
2. Append a register with size logm, |0dlogme〉. Query the data structure to apply UN ,
and create the state
|Nα〉 =
∑
i
αi |N vi〉 =
∑
i
αi(ω
+
i |w+i 〉+ ω−i |w−i 〉). (3.10)
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3. Perform phase estimation [14] with precision 2δ > 0 on input |Nα〉 for W =
(2MM† − Imn)(2NN † − Imn) and obtain
∑
i αi(ω
+
i |w+i , θi〉 + ω−i |w−i ,−θi〉),
where θi is the estimated phase θi, such that |θi − θi| ≤ 2δ.
4. On the output register of phase estimation compute σi = cos (±θi/2)||A||F to
obtain
∑
i αi(ω
+
i |w+i 〉+ ω−i |w−i 〉) |σi〉.
5. Apply the reversed computation of Step 2 to obtain
∑
i
αi |vi〉 |σi〉 . (3.11)
3.2.3 Brief analysis
Stated in a compact manner, the correctness and efficiency of the QSVE algorithm rely
on the following:
• The mappings, |α〉 → |Mα〉 and |α〉 → |Nα〉 can be performed in time
O (polylog(mn)), where the isometries M and N satisfy M†M = Im and
N †N = In and the factorisation A/‖A‖F =M†N .
• The reflection operators (2MM† − Imn) and (2NN † − Imn), hence the unitary
W = (2MM†−Imn)(2NN †−Imn) can be implemented in timeO (polylog(mn)).
The unitary W acts on |N vi〉 as a rotation in the plane of {Mui,Nvi} by θi, such
that σi = cos θi2 ‖A‖F , where σi is the ith singular value for A.
As previously shown, the first two items in the above listing are guaranteed by applying
the appropriate data structure in Section 3.1. It remains to show the relationship between
the eigenvalues of W and the singular values of A. We start by considering the action of
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W as follows,
W |N vi〉 =(2MM† − Imn)(2NN † − Imn) |N vi〉
=(2MM† − Imn) |N vi〉
=2M A‖A‖F |vi〉 − |N vi〉 . (3.12)
Using the singular value decomposition A =
∑
i σi |ui〉 〈vi|, and the fact that the right
singular vectors {vi} are mutually orthonormal, we have
W |N vi〉 = 2σi‖A‖F |Mui〉 − |N vi〉 . (3.13)
It is now visible that W has rotated |N vi〉 in the plane of {Mui,Nvi} by an angle θi,
such that
cos θi = 〈N vi|W |N vi〉
=
2σi
‖A‖2F
〈vi|A† |ui〉 − 1
=
2σ2i
‖A‖2F
− 1. (3.14)
Note that we have used the fact (2MM† − Imn) is a reflection in |Mui〉 and that
A† = N †M = ∑i σi |vi〉 〈ui|. Hence we have established the angle between |N vi〉 and
|Mui〉 is θi2 , which amounts to half of the total rotation angle. Comparing the last line of
Eq. 3.14 with the half-angle formula for cosine functions, leads to the desired relation,
cos
(
θi
2
)
=
σi
‖A‖F . (3.15)
The run time of QSVE is dominated by the phase estimation which returns an δ-
error estimated eigenvalue θi, such that |θi − θi| ≤ 2δ. This error propagates to the
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estimated singular value as σi = cos (θi/2)‖A‖F . The error in the estimated singular
values can hence be bounded from above by |σi − σi| ≤ δ‖A‖F . The unitary W can be
implemented in time O (polylog(mn)) by using the suitable data structure. In summary,
the total runtime for quantum singular value estimation with additive error δ‖A‖F is in
O (polylog(mn)/δ).
3.3 The QDLS algorithm
The application of the QSVE algorithm is particularly interesting for solving linear
systems with a dense matrix since the QSVE runtime depends on the Frobenius norm
‖A‖F , instead of the sparsity s(A). We now show that applying the QSVE algorithm
leads to an efficient quantum algorithm for solving dense linear systems. Recall the fact
that given a symmetric matrix A ∈ Rn×n with spectral decomposition
A =
∑
i∈[n]
λisis
†
i , (3.16)
the singular value decomposition of A has the form of
A =
∑
i∈[n]
|λi|uiv†i , (3.17)
where the left and right singular vectors ui and vi are equivalent to the eigenvectors si
up to an ambiguity of sign, such that si = ui = ±vi. Applying the QSVE algorithm
to a positive definite matrix immediately yields the solution of the linear system as the
estimated singular values and eigenvalues are equal, σi = |λi|. For a general symmetric
matrix, QSVE leads to the estimation of |λi| but not its sign, sign(λi). Therefore in
order to solve general linear systems, we need a to recover sign(λi).
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In Section 3.3.1, we will present a linear system algorithm with a simple technique
to recovers the signs using the QSVE procedure as an oracle incurring only a constant
multiplicative overhead. We assume that A has been rescaled so that its eigenvalues lie
within the interval [−1,−1/κ] ∪ [1/κ, 1], where κ denotes the condition number of A.
This is the same assumption made in [27] and also indicated in the review [38]. We will
show in Section 3.3.2 the algorithm runs in O˜(√n) time for arbitrary matrices with a
bounded spectral norm, and hence has no explicit dependence on the sparsity.
3.3.1 Procedures
We are now in the position to outline the procedures of the quantum dense linear system
algorithm.
1. Prepare a quantum state |b〉 which encodes the vector b ∈ Rn as
|b〉 = (bTb)−1/2
∑
i
βi |vi〉 , (3.18)
where |vi〉 stores the ith singular vectors of A.
2. Perform the QSVE algorithm for matrices A and for A′ = A+ µI with δ < 1/2κ
and µ = 1/κ to obtain
(bTb)−1/2
∑
i
βi |vi〉A ||λi|〉B ||λi + µ|〉C . (3.19)
3. Append an ancillary register and set its value to 1 if the value in register B is
greater than that in register C and apply a conditional phase gate, which leads to
(bTb)−1/2
∑
i
(−1)fiβi |vi〉A ||λi|〉B ||λi + µ|〉C |fi〉D . (3.20)
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4. Append another ancillary register and apply a rotation conditioned on register B
with γ = O(1/κ). Then uncompute the registers B, C and D to obtain
(bTb)−1/2
∑
i
(−1)fiβi |vi〉
 γ
|λi|
|0〉+
√
1−
(
γ
|λi|
)2
|1〉
 . (3.21)
A high-level circuit diagram that describes the QDLS algorithm until this step is
shown in Figure 3.2.
5. Measure the last register in the computational basis. Conditioned on obtaining |0〉,
the system is in the desired state,
(bTb)−1/2
∑
i
(−1)fi βi|λi|
|vi〉 . (3.22)
Figure 3.2: The circuit diagram for the QDLS algorithm until Step. 4.
The QSVE subroutine is applied for A and A′ = A+ µI , obtaining the
respective singular values in superposition stored in two quantum
registers. Then the function f compares the value of the second and third
registers, and stores the outcome in the fourth register. A phase gate is
then applied conditioned on the value of the fourth register, which
successfully recovers the sign of the desired eigenvalues for inversion.
The subsequent controlled rotation and uncomputation proceed similarly
as the original linear system algorithm of Ref. [27].
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3.3.2 Analysis
Sign recovery We first argue that above QDLS algorithm correctly recovers the sign of
the λi. The algorithm compares the estimates obtained by performing QSVE for A and
for A′ = A+ µIn, where µ is a positive scalar chosen to be the inverse of the condition
number, κ. The matrix A′ has eigenvalues λi + µ while the corresponding eigenvectors
are the same as those of A. Not that if λi ≥ 0, we have
|λi + µ| = |λi|+ |µ| ≥ |λi|. (3.23)
However if λi < −µ/2, then we instead have
|λi + µ| < |λi|. (3.24)
Thus if we had perfect estimation for the singular values, then choosing µ < 2/κ would
recover the sign correctly as the eigenvalues of A lie in the interval [−1,−1/κ]∪ [1/κ, 1].
In an imperfect setting of QSVE, with the choice of µ = 1/κ and δ < 1/2κ the signs are
correctly recovered for all λi.
Runtime and errors As we will show later in this section, the additive error  for the
linear system solver is related to the QSVE precision parameter δ via δ = O
(

κ‖A‖F
)
.
The success probability of the final post-selection step requires on average O (κ2) repeti-
tions of the coherent computation. However, applying amplitude amplification [30, 39]
can reduce this cost to O (κ). Hence an upper-bound of the runtime of our algorithm is
given by O (κ2 · polylog(n)‖A‖F/). The error dependence on the Frobenius norm
suggests that our algorithm is most accurate when the ‖A‖F is bounded by some
constant, in which case the algorithm returns the output state with a constant -error
in polylogarithmic time even if the matrix is non-sparse. More generally, as in the
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HHL algorithm [27], we can assume that the spectral norm ‖A‖∗ is bounded by a
constant, although the Frobenius norm may scale with the dimensionality of the ma-
trix. In such cases we have ‖A‖F = O (
√
n), and the QDLS algorithm runs in time
O (κ2√n · polylog(n)/) and returns the output with a constant  additive error. Fur-
thermore, since ‖A‖F ≤
√
r‖A‖∗, where r denotes the rank of A, the runtime may
also be written as O (κ2√r · polylog(n)/). Hence an exponentially more advantageous
runtime is achievable if the rank of A is polylogarithmic in n.
Error bound details We now establish error bounds on the final state. In a similar
fashion to the analysis of Ref. [27], we use the filter functions f and g [40], which allow
us to invert only the well-conditioned part of the matrix, that is, the space which is
spanned by the eigenvectors with eigenvalues, λi ≥ 1/κ. We define the functions,
f(λ) =

1
κγλ
, |λ| ≥ 1/κ;
η1(λ),
1
κ
> |λ| > 1
2κ
;
0, 1
2κ
≥ |λ|;
(3.25)
and
g(λ) =

0, |λ| ≥ 1/κ;
η2(λ),
1
κ
> |λ| > 1
2κ
;
1
2
, 1
2κ
> |λ|,
(3.26)
where γ = O (1/κ) is the parameter chosen in Step 4 of the algorithm in Section 3.3.1 to
ensure that the probability amplitudes are bounded by unity after the controlled rotation
by any eigenvalues. The functions η1 and η2 are interpolating functions chosen such that
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f2(λ) + g2(λ) ≤ 1 for all λ ∈ R. A possible (non-unique) choice of η1 and η2 can be
η1(λ) =
1
2
sin
(
pi
2
· λ−
1
κ′
1
κ
− 1
κ′
)
, (3.27)
and
η2(λ) =
1
2
cos
(
pi
2
· λ−
1
κ′
1
κ
− 1
κ′
)
, (3.28)
Note that the presented QDLS algorithm corresponds to the choice g(λ) = 0. We then
define the map
|h(λ)〉 :=
√
1− f(λ)2 − g(λ)2 |NO〉+ f(λ) |WC〉+ g(λ) |IC〉 , (3.29)
where |NO〉 indicates that no matrix inversion has taken place, |IC〉 means that part of
|b〉 is in the ill-conditioned subspace of A, and |WC〉 means that the matrix inversion
has taken place and is in the well-conditioned subspace of A. This allows us to invert
only the well-conditioned part of the matrix while it flags the ill-conditioned ones and
interpolates between those two behaviours when 1/(2κ) < |λ| < 1/κ. We therefore
only invert eigenvalues which are larger than 1/(2κ). This subtlety is the motivation
behind our choice of µ in the algorithm.
LetQ denote the error-free operation corresponding to the QSVE subroutine followed
by the controlled rotation without post-selection, such that
|ψ〉 := Q |b〉 |0〉 →
∑
i
βi |vi〉 |h(λi)〉 . (3.30)
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Q in contrast describes the same procedure but the phase estimation step is erroneous,
such that
|ψ〉 := Q |b〉 |0〉 →
∑
i
βi |vi〉 |h(λi)〉 . (3.31)
In order to bound the error,
∥∥Q−Q∥∥, we choose a general state |b〉, and find the
equivalent error bound
∥∥Q |b〉 − Q |b〉∥∥ := ∥∥|ψ〉 − |ψ〉∥∥. We need to make use of the
fact that the map λ→ |h(λ)〉 is O (κ)-Lipschitz [27]. That is to say ∀λi 6= λj for some
c ≤ pi/2 = O (1), we have
‖|h(λi)〉 − |h(λj)〉‖ ≤ cκ|λi − λj|. (3.32)
Note that it suffices to lower-bound Re(〈ψ|ψ〉) since we have
∥∥|ψ〉 − |ψ〉∥∥ = √2 (1− Re(〈ψ|ψ〉)), (3.33)
Now we take the inner product between Eq. 3.30 and Eq. 3.31 to obtain
Re(〈ψ|ψ〉) =
∑
i
|βi|2Re(〈h(λi)|h(λi)〉). (3.34)
Next we use the error bounds of the QSVE subroutine for the eigenvalue distance, i.e.
|λi − λi| ≤ δ‖A‖F , which leads to
Re(〈ψ|ψ〉) ≥
∑
i
|βi|2
(
1− c
2κ2δ2‖A‖2F
2
)
. (3.35)
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This is a consequence of the finite accuracy phase estimation, and the O (κ)-Lipschitz
property of Eq. 3.32. Since 0 ≤ Re(〈ψ|ψ〉) ≤ 1, it follows that
1− Re(〈ψ|ψ〉) ≤
∑
i
|βi|2
(
c2κ2δ2‖A‖2F
2
)
. (3.36)
Finally we use the fact that
∑
i |βi|2 = 1, the distance can be bounded as
∥∥|ψ〉 − |ψ〉∥∥ ≤ O (κδ‖A‖F ) . (3.37)
If this additive error on the output state is needed to be on the order of , we need to take
the phase estimation accuracy to be δ = O
(

κ‖A‖F
)
. This results in a runtime that scales
as O (κ‖A‖F · polylog(n)/). In order to successfully perform the final post-selection
step, we need to repeat the algorithm on average κ2 times. This additional multiplicative
factor of κ2 can be reduced to κ using amplitude amplification [30,39]. Putting everything
together, we have an overall runtime that scales as O (κ2‖A‖F · polylog(n)/).
3.4 Summary and discussions
We have shown in this chapter that given b ∈ Rn and a Hermitian matrix A ∈ Rn×n
with spectral decomposition A =
∑
i λisis
†
i stored in a suitable data structure, the QDLS
algorithm returns the state |A−1b〉 such that
∥∥∥|A−1b〉 − |A−1b〉∥∥∥ ≤ . The runtime of
the algorithm scales as O (κ2 · polylog(n) · ‖A‖F/), where κ is the condition number
and ‖A‖F is the Frobenius norm of A.
Bounded spectral norm Assuming the spectral norm, ‖A‖∗, is bounded by a constant
or grows no faster than polylogorithmically in n, the overall runtime scaling reduces to
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O (κ2√n · polylog(n)/), since we have
‖A‖F =
√√√√ n∑
i
λ2i ≤
√
n|λ|2max ≤
√
n‖A‖∗. (3.38)
This amounts to a polynomial speed-up over the runtime scaling achieved in Ref. [27]
when applied to dense matrices with black-box Hamiltonian simulation. The bounded
spectral norm is a realistic assumption if classical normalisation preprocessing can be
applied so that the maximum absolute values of λi is bounded. As the same bounded
spectral norm assumption is also required in the error analysis of Ref. [27], the algorithm
presented in this chapter represents a new state-of-the-art for solving dense linear systems
on a quantum computer.
Low-rank In special cases, the matrixA has a low-rank structure, such that the number
of non-zero eigenvalues grows no faster than polylogarithmically in n. In such scenarios,
the runtime of the presented QDLS algorithm scales as O (κ2 · polylog(n)/), which
amounts to an exponential improvement over previously existing algorithms for solving
dense linear system problems.
Distinction in memory models Note that the memory model described in Section 3.1
is distinct from the black-box model. This QSVE-based linear system algorithm achieves
a O˜(√n)-scaling for dense matrices in this augmented quantum memory model, and it
is an interesting question whether a similar scaling is achievable in the black-box matrix
element access model.
Non-invertible matrix The SVE-based algorithm also applies to more general scenar-
ios where the matrix A is not invertible. Then the algorithm will instead compute the
Moore-Penrose pseudo-inverse. The runtime in these cases will be bounded by 1/|λmin|
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instead of κ, where λmin is the non-zero eigenvalue for A with the smallest absolute
value.
Outlooks From a practical point of view, the constant runtime overhead for a given
set of elementary fault-tolerant quantum gates is an important consideration. Scherer et
al. [41] showed that implementations of the HHL algorithm [27] potentially suffer from
a large constant overhead with currently available technology, which may hinder the
prospects of near-term applications. Whether or not the SVE-based QDLS algorithm has
considerably smaller constant overhead, due to the absence of Hamiltonian simulation,
remains an interesting open question.
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Part II
Gaussian processes with quantum
algorithms
39
Chapter 4
Gaussian processes in classical
machine learning
In the previous chapters, we have introduced the basics of quantum computation and have
seen some examples of quantum algorithms. Particularly, in Section 2.2.2 of Chapter 2
and in Chapter 3, we have seen a quantum variant of the linear systems problem can be
efficiently solved by a quantum computer with the access to suitable memory models.
In this part of the thesis, we apply some of these quantum ideas to a powerful model
in supervised machine learning, Gaussian processes (GP). To start with, in this chapter,
we will follow the notation of Ref. [42] and introduce the basics of GPs and review the
typical classical implementations of inference with GP models as well as GP model
selection. In Chapters 5 and 6, we will follow closely Ref. [43] and [44] and present
quantum algorithms for computing GP regression models and training GP regression
models respectively. In Chapter 7, we will make use of the quantum GP algorithms to
present a quantum approach to Bayesian deep learning.
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4.1 Introduction
Supervised machine learning amounts to inferring a function from labelled training
data [45]. The GPs represent an approach to supervised learning that models the latent
functions associated with the outputs of an inference problem as an infinite-dimensional
generalisation of a Gaussian distribution [42]. The GP approach offers numerous
desirable properties such as being capable of capturing a wide range of behaviours with
only a simple set of parameters, the ability to easily express uncertainty, and admitting
a natural Bayesian interpretation. As such GP models have been widely used across a
broad spectrum of applications, ranging from robotics, data mining, geophysics (where
GP approaches are also known as kriging), climate modelling, and predicting price
behaviour of commodities in financial markets.
Although GP models are becoming increasingly popular in the classical community
of machine learning, they are known to be computationally expensive, which hinders their
widespread adoption. A practical implementation of Gaussian process regression (GPR)
model with n training points typically requires Ω(n3) basic operations [42]. This has lead
to significant amount of effort aimed at reducing the computational cost of working with
such models, with investigations into low-rank approximations of GPs [46], variational
approximations [47] and Bayesian model combination for distributed GPs [48]. A
thorough discussion of these approximation methods is beyond the scope of this thesis.
Instead, we will argue that quantum computation offers efficient exact implementation
of GPR even when the size of the input data is classically infeasible.
The contents of this chapter are organised as follows: In Section 4.1.1, we will
introduce some preliminary definitions and concepts necessary for describing GPs as
regression models. In Section 4.2, we will present the basics of GPR as well as its typical
classical implementation. In Section 4.3 we will review the classical GP model selection
procedures, with an emphasis on the figure of merit for a given model’s performance.
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In Section 4.4, we will discuss the connection between GPs and deep neural networks,
mainly following the results of [49]. This chapter provides only a basic level introduction
to GPs. Readers are referred to Ref. [42, 49–51] for further details.
4.1.1 Preliminaries
Multivariate Gaussian distributions If a vector of random variables x ∈ Rk follows
a multivariate Gaussian distribution with a mean vector, µ and a covariance matrix, Σ,
its probability density function is given by,
p(x) =
1√
(2pi)k|Σ| exp
(
−1
2
(x− µ)TΣ−1(x− µ)
)
, (4.1)
where |Σ| denotes the determinant of the covariance matrix. We denote this distribution
as x ∼ N (µ,Σ).
Gaussian processes A Gaussian process (GP) is defined as a set of random variables,
any finite subset of which follows a joint multivariate Gaussian distribution [42]. A GP
model is entirely specified by a prior mean function, µ(x) = E[f(x)], and a covariance
function (kernel), k(x,x′) = E[(f(x)−µ(x))(f(x′)−µ(x′))] of some underlying actual
process f(x). We write
f(x) ∼ GP(µ(x), k(x,x′)) (4.2)
to denote a Gaussian process. For simplicity, we will assume the prior mean to be zero
without loss of generality.
Marginalisation property As a requirement for consistency, models for statistical
inference need to satisfy the following marginalisation property: Given a set of random
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variables S and a statistical model that specifies a probability distribution P , for any
subsets S ′ ⊂ S, the corresponding probability distribution is given by the marginal
distribution for S ′ in P . Intuitively, this means that the distribution of a larger set of
variables needs to be consistent with the distribution of its subsets. This requirement is
automatically satisfied by the GP definition.
4.2 Gaussian process regression
In this section, we introduce Gaussian processes as a regression model, following closely
Chapter 2 of Ref. [42]. We will consider a supervised learning problem with a training
dataset T with n d-dimensional input points, {xi}n−1i=0 , and their corresponding output
points, {yi}n−1i=0 , such that T = {xi, yi}n−1i=0 . The goals is to infer an underlying function
f(x) from the observed input-output pairs subject to Gaussian random noise,
y = f(x) + εnoise, (4.3)
where εnoise ∼ N (0, σ2n) is independent, identically distributed (i.i.d.) noise that follows
a Gaussian distribution with 0 mean and σ2n variance. Since the underlying f(x) is not
directly observed, it is known as the “latent function”. When given a new input “test
point”, x∗, our model aims at generating a predictive distribution for f∗ = f(x∗). The
Gaussian process regression approach models the latent function {f(xi)}n−1i=0 as a joint
multivariate Gaussian distribution [42].
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4.2.1 Linear model with Gaussian noise
We start by considering the standard model of linear regression so that the underlying
function f(x) of an input vector x is given by
f(x) = xTw, (4.4)
where the weight vector w contains the parameters of the linear model. Under our
Gaussian noise assumption, the actual observed values y are given by y = xTw + εnoise.
Likelihood The likelihood is defined by the probability density of the observed values
conditioned on the given parameters. The independence assumption allows us to factor
over the points in the whole training set, and write the likelihood as
p(y|X,w) =
n∏
i=1
p(yi|xi,w)
=
n∏
i=1
1
σn
√
2pi
exp
(
−(yi − x
Tw)2)
2σ2n
)
=
(
1
σn
√
2pi
)n
exp
(
−|y −X
Tw|2
2σ2n
)
=N (XTw, σ2nI) , (4.5)
where X ∈ Rd×n denotes the matrix containing the entire set of input data points, and
y ∈ Rn denotes the vector containing the entire set of output data points. We have shown
the likelihood of a linear model with Gaussian noise follows a multivariate Gaussian
distribution with mean vector XTw and covariance matrix σ2nI .
Bayesian inference In a Bayesian approach, we assume a prior distribution over w
which expresses a belief about the parameters before observing the outputs. We choose
a Gaussian prior with 0 mean and covariance matrix Σp: w ∼ N (0,Σp). Bayesian
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inference of the linear model follows the posterior distribution over w, which can be
evaluated using the Bayes’ theorem,
p(w|y, X) = p(y|X,w)p(w)
p(y|X) . (4.6)
The factor p(y|X), known as the marginal likelihood, is independent of w and acts as a
normalisation constant. We have posterior distribution, p(w|y, X) proportional to
p(y|X,w)p(w) = exp
(
− 1
2σ2n
(y −XTw)T (y −XTw)
)
exp
(
−1
2
wTΣ−1p w
)
= exp
(
−1
2
(w − w¯)T
(
XTX
σ2n
+ Σ−1p
)
(w − w¯)
)
, (4.7)
where we have used the shorthand w¯ = σ−2n C
−1Xy with C = XX
T
σ2n
+ Σ−1p . Thus the
posterior follows a Gaussian distribution, p(w|y, X) ∼ N (σ−2n C−1Xy, C−1).
Predictive distribution Given a new input test point x∗, the predictive distribution for
f∗ = f(x∗) can then by evaluated with following Bayesian integral,
p(f∗|x∗, X,y) =
∫
p(f∗|x∗,w)p(w|X,y)dw
=N
(
1
σ2n
xT∗A
−1Xy,xT∗A
−1x∗
)
. (4.8)
Therefore the predictive distribution f∗ conditioned on the training set with X and y is a
Gaussian with mean 1
σ2n
xT∗A
−1Xy and variance xT∗A
−1x∗.
4.2.2 Feature space projection
The standard linear model described above often suffers from limited expressiveness and
fails to capture interesting higher order features. A simple enhancement known as feature
space projection overcomes this issue. The idea is to have the inputs mapped into certain
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chosen space with higher dimensions, which is specified by a set of basis functions. That
is, we make use of a function φ(x) to project an input vector x ∈ RD into a feature
space with dimension N . Instead of being applied directly on the inputs, the linear
model is instead applied in this projected feature space. For instance, for a scalar input
x, possible choices of the feature space basis functions include φ(x) = (1, x, x2, ...),
φ(x) = (1, sin(x), cos(x), ...), etc. The problem of choosing the appropriate basis
functions is related to the model selection of GP, which we will address in Section 4.3.
Prediction After the feature space projection, the regression model is augmented into
f(x) = φ(x)Tw, with w ∈ RN . Following an analogous Bayesian analysis as before,
we arrive at the following formula for the predictive distribution,
p(f∗|x∗, X,y) = N
(
1
σ2n
φ(x∗)TC−1φ(X)y, φ(x∗)TC−1φ(x∗)
)
, (4.9)
with C = σ−2n φ(X)φ(X)
T + Σ−1p . Alternatively, this can be written as
N (φT∗ΣpΦ(K + σ2nI)−1y, φT∗Σpφ∗ − φT∗ΣpΦ(K + σ2nI)−1ΦTΣpφ∗) , (4.10)
with the shorthand notations, Φ = φ(X), φ∗ = φ(x∗) and K = ΦTΣpΦ.
Kernel trick We now replace the inner products in the feature space by functions in
the input space by defining the covariance function, k(x,x′) = φ(x)TΣpφ(x′), and the
associated vector k = ΦTΣpφ∗. This leads to
p(f∗|x∗, X,y) = N
(
kT (K + σ2nI)
−1y, k(x∗,x∗)− kT (K + σ2nI)−1k
)
. (4.11)
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The predictive distribution of f∗ is therefore a Gaussian distribution specified by p(f∗|x∗, T ) ∼
N (f¯∗,V[f∗]), where
f¯∗ = kT∗ (K + σ
2
nI)
−1y (4.12)
V[f∗] = k (x∗, x∗)− kT∗ (K + σ2nI)−1k∗. (4.13)
Hence the mean predictor Eq. 4.12 and the variance Eq. 4.13 are the central quantities
of interest and the main goals of computation in Gaussian process regression.
4.2.3 Classical computation and complexity
The typical classical implementation of GPR is based on computing the Cholesky
decomposition of (K + σ2nI). This amounts to finding the Cholesky factor, the lower-
triangular matrix L that satisfies (K + σ2nI) = LL
T . Computing the Cholesky factor
has a cost proportional to n3, and it is numerically stable. The mean predictor can be
expressed as f¯∗ = kT∗α by defining α = (K + σ2nI)−1y. The vector α is then obtained
by solving LLTα = y. Let y′ = L\y denote the solution to the triangular linear system
Ly′ = y. The vector α can then be rewritten as α = LT\L\y, hence computing α
simply amounts to solving two triangular systems. This has a runtime which scales as
O(n2). Similarly, the variance V[f∗] can be expressed in terms of the Cholesky factor
as V[f∗] = k(x∗,x∗) − (L\k∗)T (L\k∗). Hence it also has a O(n2) runtime. Thus the
overall runtime of classically computing the mean predictor and the associated variance
for a GP model scales as O(n3). When dealing with large-scale problems with greater
than 103 input points, exact inference with GPR is practically intractable.
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4.3 Training Gaussian processes
Model selection refers to the process of choosing the preferred variations of the model
used in a supervised learning task, to achieve better predictive performance. In the
context of GPs, this amounts to selecting a covariance function. In practice, a family of
functions is usually considered. The parameters of the family of kernels are referred to
as the kernel hyperparameters, and a range of optimisers are used in order to tune these
hyperparameters based on the observed data. This model selection process is commonly
known as the training of a Gaussian process. Since training typically involves repeated
evaluation of certain cost functions that characterise how well a given model is perform-
ing on the problem, it generally carries a runtime overhead that scales polynomially
with the input size. In this section, we will follow the conventions of Chapter 5 of [42]
and review the basics of training a GP model. Our emphasis is on introducing the log
marginal likelihood (LML) as a measure for the model’s suitability and the classical
computation of the LML function.
4.3.1 Log marginal likelihood
The natural figure or merit that measures the performance of a supervised machine
learning model is the marginal likelihood. In the context of GPR, it is the probability
density of the observed output vector conditioned on the model’s covariance matrix and
the Gaussian noise variance, p(y|K + σ2nI). As such, training the GP model amounts
to optimising the conditioned probability of the observed data given the GP prior by
choosing the covariance function and tuning the respective hyperparameters.
For simplicity, we will keep the assumption that the model has a zero prior mean.
Since the prior distribution of the observed vector of outputs y only differs from that
of the latent function f(x) by a Gaussian noise with variance σ2n, it is clear that we
can write down the distribution as y ∼ N (0, K + σ2nI). The logarithm of marginal
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likelihood LML = log[p(y|K+σ2nI)] then follows straight-forwardly from the definition
of Gaussian distribution, and we have
LML = −1
2
yT (K + σ2nI )
−1y − 1
2
log det
[
K + σ2nI
]− n
2
log 2pi. (4.14)
Since the logarithm is monotonic, maximising LML is equivalent to directly maximising
p(y|K + σ2nI).
Interpretations Note that only the first term of Eq. 4.14 involves the observed outputs
y. This is the contribution to LML that actually measures how the model is performing
at fitting the training data. The second term depends only on the covariance matrix with
the identity noise entry and can be interpreted as a penalty on the model’s complexity. It
generally disfavours models that happen to overfit the training set. The last term is nor-
malisation constant ensuring the probability is bounded by one. It is easily computable.
Hence only the first two terms in LML involve extensive matrix computations, and could
potentially present bottlenecks in the efficiency of training.
Hyperparameter optimisation Training requires tuning the model’s hyperparameters
in order to maximise the LML. A standard approach is based on gradient descent
methods. This requires evaluating the variation of LML with respect to a change in each
hyperparameter θj . We will come back to this point in the context of applying quantum
algorithms in Chapter 6.
4.3.2 Implementations and complexity
The runtime of classically computing LML is dominated by the matrix inversion and
determinant computation. In standard implementations based on Cholesky decomposi-
tions, the runtime scales with the input size as O(n3). Because of the high computation
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cost in exact implementations, numerous compromising approaches have been proposed
in the machine learning community. For examples, GPs are sometimes chosen to have
covariance matrices with fixed ranks to make them computational trackable. In such
scenarios, the cost of training can be reduced to O(nr2), with r denoting the rank of the
covariance matrix in the model [46]. This, however, significantly limits the range and
the complexity of the functions accessible to the GP model, which could translate into
sub-optimal performance. In low-dimensional cases, approaches such as hierarchical
matrix factorisation [52] provide good options for implementing GP training, but they do
not generalise well to problems with high dimensional datasets, which are often essential
to consider in machine learning.
4.3.3 Stochastic trace estimation
As an alternative approach, stochastic trace estimation has gained popularity in recent
years [53, 54]. These methods make use of the fact that given a matrix A ∈ Rn×n, the
logarithm of its determinant is equal to the trace of the log(A), as we have
Tr[log(A)] =
n∑
i=1
log λi = log[det(A)], (4.15)
where {λi} are the eigenvalues of A.
The matrix logarithm in Eq. 4.15 can then approximated by truncating the Taylor
series of the logarithmic function,
log(A) ≈
d∑
a=1
(I − A)a
a
. (4.16)
Alternatively it can be approximated with a Chebyshev polynomial of a specified degree
d. Using a trace estimation approach will still require matrix-vector multiplication
when raising factors such as A, or (I − A). However the advantage arises as the inner
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product form z† log(A)z can be evaluated in O(n2) for some z ∈ Rn, where the vector
z is a so called ‘probing vector’. These vectors can be chosen such in a number of
ways [55, 56], and they should satisfy E[z† log(A)z] = Tr(log(A)). Note that there
are two major sources of error that can occur in such an approach, namely the errors
due approximating log(A) with a finite expansion, and the errors directly related to the
stochastic trace estimation. We draw special interests to these stochastic trace estimation
methods as the approach based on quantum algorithms to be presented in Chapter 6
can be understood as an extension of this class of trace estimation algorithms. As we
will show, besides offering a reduction in computational time, the quantum algorithms
also use an exact representation of log(K + σ2nI) to machine precision, which implies a
significant suppression in approximation error.
4.4 Connection with deep learning
In this section, we briefly review the connection between Gaussian processes and deep
neural network models based on the results of Ref. [49], which provides a Bayesian
approach to deep learning. We will leverage this connection to construct a quantum
algorithm for Bayesian deep learning in Chapter 7.
Single hidden layer The correspondence between Gaussian processes and a neural
network with only a single hidden layer is well-known and discussed [50]. Let z(x) ∈
Rdout denote the output vector of a neural network with an input vector x ∈ Rdin , with
zi(x) denoting the ith component of the output layer. If we assume the weight and bias
parameters of the neural network are independent and identically distributed (i.i.d.), each
zi will be a sum of i.i.d terms. As such, if the hidden layer has an infinite width, the
Central Limit Theorem implies that zi follows a Gaussian distribution. Now consider a
set of n input points, with corresponding outputs {zi(x1), zi(x2), . . . zi(xn)}. Any finite
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collection of this output set will follow a joint multivariate Gaussian distribution. By
definition, zi corresponds to a GP, zi ∼ GP(µ,K), with a covariance matrix K(x,x′) =
E[zi(x)zi(x′)]. Conventionally, the weight and bias parameters are chosen to have zero
mean so that µ = 0.
Deep networks The above correspondence between the GP and the single hidden
layer network is generalised to a deep neural network architecture in a recursive manner
[49, 51]. Let zli denote the i
th component of the output of the lth layer. By induction,
it follows that zli ∼ GP(0, K l). The covariance matrix on the lth layer is given by
K l(x,x′) = E[zli(x)zli(x′)]. In order to explicitly compute K l(x,x′), we need to specify
the Gaussian variance on the weight and bias parameters, σ2w and σ
2
b , as well as the
non-linear activation functions, φ at each layer. We have the following recursive formula
for the lth layer covariance function,
K l(x,x′) = σ2b + σ
2
wE[φ(zl−1i (x))φ(z
l−1
i (x
′))], (4.17)
where zl−1i ∼ GP(0, K l−1). The base case of the induction is given by the layer zero
covariance function,
K0(x,x′) = σ2b + σ
2
w
(
x.x′
din
)
. (4.18)
The Bayesian training of the neural network amounts to computing the mean and variance
of the predictive distribution, while selecting the GP covariance function and tuning
the hyper-parameters is related to choosing the neural network model class, depth,
nonlinearity and parameter initialisations. Numerical experiments suggest that neural
networks with infinite-width hidden layers trained with Gaussian priors outperform
finite-width neural networks trained with stochastic gradient descent in many cases [49].
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Chapter 5
Quantum enhanced Gaussian
processes
Having reviewed the basics of Gaussian processes as classical regression models in the
previous chapter, now we move on to present a quantum algorithms for enhancing the
efficiency of computing GPR. We will start by describing a quantum state preparation
procedure that encodes a classical input vector into a quantum state. Quantum state
preparation would be important not only for the quantum Gaussian processes algorithm
but more generally for all machine learning applications where one desires to use a
quantum computer to analyse classical datasets. We will then describe the procedure
for the quantum Gaussian process algorithm, followed by a discussion of practicality,
and potential caveats in applying the proposed quantum algorithm. The material of this
chapter is based on the work of Ref. [57] and [43].
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5.1 State preparation
When applying quantum computation to problems with classical input, it is almost always
necessary to prepare quantum states that encode the classical input vectors. For instance,
in Chapter 2 and 3 we have seen that the quantum linear system problem requires an
input quantum state that encodes the known vector in the corresponding classical linear
system.
5.1.1 Quantum random access memory
We are specifically concerned with the task of state preparation which involves creating
|v〉 = ‖v‖−12
n∑
i=1
vi |i〉 , (5.1)
given some vector v ∈ Rn stored in quantum random access memory (QRAM) [58].
Such a memory structure allows the quantum computer to access data stored in multiple
memory locations in a quantum superposition. That is, it allows for operations of the
following type, ∑
i,j
αij |i〉 |j〉 QRAM−−−→
∑
i,j
αij |i〉 |j +mi〉 , (5.2)
where mi denotes the ith entry stored in memory. As such, QRAM enables probabilisti-
cally producing |v〉 for any v stored in memory.
As a general procedure, to create |v〉 for any v, we start with an initial query state,
n−
1
2
∑
i |i〉 |0〉, and then use the QRAM to map the query state into n−
1
2
∑
i |i〉 |vi〉. We
then append a register with ancillary qubits prepared in state |0〉 and rotated conditioned
on the value in second register, which leads to the state
n−
1
2
∑
i
|i〉 |vi〉
(√
1− |vi|2 |0〉+ vi |1〉
)
, (5.3)
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where we have assumed for simplicity that the vector v is normalised such that |vi| ≤ 1.
Next, perform a second QRAM call to reverse the computation of |vi〉. Finally, post-
selecting on the state |1〉 leads to the desired state that encodes the classical vector,
|v〉.
Success probability The probability of projecting onto the desirable subspace in the
final step is given by n−1
∑
i |vi|2. In the case where the entries of v are of similar
magnitude, |v〉 can be prepared using only a constant number of queries. However, a
potential caveat arises when a small number of entries in the vector are significantly
larger than the others, in such cases, projecting on the correct state requires Ω (
√
n)
QRAM queries [59], this can be seen as a consequence of the lower bounds on unordered
search [60]. The same issue would persist when it is only required to prepare an
approximate vector |v′〉 that satisfies |v′ − v|2 ≤ , where  is a sufficiently small
constant error.
5.1.2 Robustness and rounding conventions
Fortunately, data processing tasks in practical machine learning almost always implicitly
assume a certain level of robustness against small perturbation in the∞-norm which
measures only the largest entry-wise error. In particular, any digital data processing based
on fixed or floating-point arithmetic only makes sense if the outcome of the analysis
remains valid if the features in the input vector deviate from the original values below
the machine precision. Due to the sheer nature of measurements in the real world, it
is practically reasonable to assume the data points are specified with finite precision.
Hence the appropriate error constraint which reflects the realistic analytic scenarios is
only that |v′ − v|∞ ≤ , instead of requiring a close approximation in the 2-norm.
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Alternative rounding Assuming the data processing inherently have tolerance against
an  perturbations in∞-norm allows us to work with the vector with entries v′i which
are half-integer multiples of the base precision . In this alternative numerical rounding
convention (as shown in Figure 5.1), v′ is chosen to be the closest representable vector
to v, which satisfies |v′ − v|∞ ≤ 2 , and the distance from the original value of the data
is less than . Note that this offset rounding does not contain an exact representation of 0.
This new convention can be either directly realised in the loading stage of the QRAM,
or equivalently implemented at the controlled rotation stage, as shown in Eq. 5.3. In
2 3−3 −2 − 0
2
3
2
5
2
−5
2
−3
2
−
2
Standard
Offset
Standard rounding Offset rounding
True value
Figure 5.1: Numerical rounding conventions. In the standard rounding
convention, scalar values are rounded to the nearest integer multiple of
precision . Alternatively, we can consider an offset rounding convention,
where the rounding is to the nearest half-integer multiple of . In either
scheme, the rounded value is always within 2 of the true value.
some cases, always using a positive sign offset (+/2) to data-points will introduce
an undesirable systematic error in the loaded vector. To overcome this potential issue,
one can choose to implement a nearly white noise offset. This can be achieved by
either utilising a suitable pseudo-random number generator which is seeded by the
corresponding memory location, or by including random data stored in other locations
of the QRAM.
The robustness requirement against small perturbation in the∞- norm guarantees
the overall analysis is insensitive to using the above-described offset rounding conven-
tion. Furthermore, note that the success probability of the final projection step is lower
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bounded by 
2
4
. Hence preparing the quantum state that encodes v can succeed inde-
pendent of the dimensionality, n. This is due to the absence of an exactly representable
of 0 in the offset rounding convention. This success probability in state preparation
can further be enhanced to Ω() with the technique of fixed-point quantum amplitude
amplification described in Ref. [61]. Note that the base precision parameter  need not
be on the order of machine precision. Any values of  which is small compared with
the known accuracy level of the input data will ensure that the final error is negligible.
Generally speaking, low precision data will have a constantly more efficient loading
procedure then high precision data. Most importantly, the number of necessary QRAM
queries for successful state preparation procedure will always be upper bounded by
the inverse of a constant precision parameter which is independent of the size of the
database.
In summary, efficient quantum state preparation to encode a classical input vector
is possible in any data processing application which is robust under small ∞-norm
perturbations. As a consequence, the caveat related to state preparation highlighted by
Aaronson in Ref. [26] can generally be overcome in the context of machine learning, due
to the inherent robustness assumption. However, this robustness feature not necessarily
shared by other application such as computational physics or numerical mathematics
where exact vector entries representations could potentially be hard requirements of
any meaningful analysis. As one important example of robust applications of quantum
machine learning, Gaussian processes are the main topic of this part of the thesis. We
will explicitly introduce a state preparation procedure in the next section.
5.1.3 State preparation for GPR
In order to adapt the QRAM based state preparation scheme to Gaussian processes
applications, we need to modify it to prepare a state corresponding to the sv-sparse
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vector v with entries vi. We start with a register prepared in a superposition
s−1/2v
∑
i:vi 6=0
|i〉 ⊗ |0〉 . (5.4)
Then we use the index stored in the first register, to conditionally rotate the ancillary
register, so that the rotation is based on the ith non-zero entry of v. The resultant state of
the system is
|v˜〉 = 1√
sv
∑
i:vi 6=0
|i〉 ⊗
(√
1− c2vv2i |0〉+ cvvi |1〉
)
, (5.5)
where cv ≤ mini |vi|−1 is the chosen constant to normalise the unitary rotation. Finally,
post-selecting on the ancillary register being in state |1〉 projects the first register to
the required state |v〉 = v||v|| . In rare cases, the vector could be vastly dominated by a
handful of large value entries, the previously described offset rounding convention can
then be applied to ensure a constant success probability in preparing the quantum state
for Gaussian processes.
5.2 Quantum Gaussian process algorithm
The essential idea of applying quantum algorithms to GPR comes from the observation
that the computation of the central quantities of interest in GPR, f∗ and V[f∗], as written
in Eq. 4.12 and Eq. 4.13, involves solving linear systems of the forms (K + σ2nI)α = y
and (K+σ2nI)η = k∗ respectively, where k
T
∗α = f¯∗ and k (x∗, x∗)−kT∗ η = V[f∗]. The
common linear structure suggests that we can apply the quantum linear system algorithm
to extract useful information.
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5.2.1 Inner product estimation
As a prerequisite component to the quantum Gaussian process algorithm we here intro-
duce a mechanism to estimate the inner product 〈u|v〉 for a given pair of real vectors u
and v. Although the squared version, |〈u|v〉|2, can be easily computed using a controlled-
swap test, as presented in Ref. [62], for the purpose of GPs we need to compute both the
magnitude and sign of this inner product. Since the controlled-swap test gives the result
estimate in terms of a probability, the sign of 〈u|v〉 is not directly accessible. Thus in
order to estimate the inner product, we instead use an augmented version of the state
preparation technique, in which an additional ancillary qubit is introduced to determine
whether the target state is |u〉 or |v〉. Specifically we initialise the ancillary qubit in the
state
|+〉 = 1√
2
(|0〉+ |1〉), (5.6)
which results in a joint state,
|Φu,v〉 = 1√
2su
∑
i:ui 6=0
|0〉 |i〉
(√
1− c2uu2i |0〉+ cuui |1〉
)
+
1√
2sv
∑
i:vi 6=0
|1〉 |i〉
(√
1− c2vv2i |0〉+ cvvi |1〉
)
. (5.7)
Then measuring the operator M = X ⊗ I ⊗ |1〉 〈1| results in an expectation value
〈M〉 = s−1/2u s−1/2v cucvuTv. (5.8)
5.2.2 Procedures
Now we are in a position to introduce a quantum algorithm for computing the quantities
of the form uTA−1v, which can, in turn, be applied to compute the central quantities of
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GP regression. To do so, we combine the techniques of state preparation, inner product
estimation together with the quantum linear system algorithm (QLSA) described in
Chapters 2 and 3. The general procedure is as follows:
1. Initialise the system in the state |+〉A |0〉B |0〉C |0〉D, where the subscripts A, B,
C and D label different registers.
2. Conditioned on registerA being in state |0〉, query the QRAM and prepare registers
B and C in the state |u˜〉, such that the ancillary qubit is placed in register C with
the rest of the state in register B, and apply an X gate to register D.
3. Conditioned on registerA being in state |1〉, query the QRAM and prepare registers
B and C in the state |v˜〉 such that the ancillary qubit is placed in register C with
the rest of the state in register B.
4. Conditioned on both registers A and C being in state |1〉, apply QLSA using
B as the input register and using D as the ancillary register. A fifth register
E is introduced for the phase estimation subroutine in the QLSA, but since it
is eventually uncomputed and returned to the zero state, we will omit it in the
description of the states after each step for simplicity.
5. Measure the system with the observable M = XAIB |1〉 〈1|C |1〉 〈1|D.
The measurement result will be a random variable with an expectation value,
〈M〉 = cs−1/2u s−1/2v cucvuTA−1v. (5.9)
A circuit diagram describing the above procedures for computing uTA−1v is shown in
Figure 5.2.
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Figure 5.2: Circuit diagram for computing the form uTA−1v, where
M = X ⊗ I ⊗ |1〉 〈1| ⊗ |1〉 〈1|.
Derivations To see the validity of the above algorithm, note that the state of the system
after Step 4 is given by
1√
2su
|0〉A
∑
i:ui 6=0
|i〉B
(√
1− c2uu2i |0〉C + cuui |1〉C
)
|1〉D
+
1√
2sv
|1〉A
∑
i:vi 6=0
cvβi |µi〉B |1〉C
(√
1− c
2
λ2i
|0〉D +
c
λi
|1〉D
)
+
1√
2sv
|1〉A
∑
i:vi 6=0
√
1− c2vv2i |i〉B |0〉C |0〉D , (5.10)
where |µi〉 denotes the ith eigenvector of A with corresponding eigenvalue λi, and {βi}
denotes the coordinates of v in the basis of {|µi〉}. The subsequent projection of this
state onto |1〉 for registers C and D results the sub-normalised state
1√
2su
|0〉A
∑
i:ui 6=0
cuγi |µi〉B +
1√
2sv
|1〉A
n∑
i:vi 6=0
c
λi
cvβi |µi〉B , (5.11)
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where {γi} are the coordinates of u in the basis of {|µi〉}. As a result, the expectation
value of the final measurement is given by
∑
i
1
4
((
cu√
su
γi +
cvc√
sv
βi
λi
)2
−
(
cu√
su
γi − cvc√
sv
βi
λi
)2)
=
cucvc√
susv
uTA−1v. (5.12)
The expectation value for the measurement in the final step, 〈M〉, must match the above,
thus we have
〈M〉 = cucvc√
susv
uTA−1v. (5.13)
It should be noted the estimation of 〈M〉 in involves sampling m on repeated runs of the
algorithm, which results in a sampling variance that scales as m−1.
The above-outlined algorithm for estimating the inner product form uTA−1v can be
used to construct a quantum algorithm for approximating both the mean predictor and
variance predictor in computing GP regression, which we will illustrate in the following.
5.2.3 Mean predictor
In order to approximate the mean predictor, kT∗ (K + σ
2
nI)
−1y = yT (K + σ2nI)
−1k∗, we
set u = y, A = K + σ2nI and v = k∗. Since K is positive semi-definite, the minimum
eigenvalue of A is lower bounded by σ2n, and hence we take the normalisation constant
c = σ2n in each run of the QLSA. This leads to
〈M〉 = σ
2
nck∗cy√
sk∗sy
yT (K + σ2nI)
−1k∗, (5.14)
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and therefore
f¯∗ =
√
sk∗sy
σ2nck∗cy
〈M〉. (5.15)
Here ck∗ and cy are taken to be the inverted maximum absolute values of the entries in
k∗ and y respectively, which we treat as constants. Hence the variance in estimating the
value of f¯∗ will scale as sk∗sym−1. In the case of K being s-sparse, we have sk∗ ≤ s
since k∗ reflects the same dependencies as K. While y will not, in general, be sparse, we
can instead replace it in the estimation procedure with a vector y′ with a small number
of non-zero entries and still obtain a good approximation to f¯∗, whenever the spectral
norm of K + σ2nI is bounded, which will virtually always be the case for GP regression.
This is because of the fact that
(K + σ2nI)
−1 =
∑
d
(−1)d(K + (σ2n − 1)I)d, (5.16)
and hence that (K + σ2nI)
−1 can be approximated by a polynomial in (K + (σ2n − 1)I)
of some fixed degree, which will result in a matrix of constant sparsity. Hence (K +
σ2nI)
−1k∗ will be an approximately sparse vector, and its inner product with y can be
well approximated by the inner product with a vector y′ where the only non-zero entries
correspond to the location of non-negligible entries of (K + σ2nI)
−1k∗. In conclusion,
only a constant number of repetitions of the algorithm is needed to achieve a fixed
variance of estimation.
5.2.4 Variance predictor
In order to approximate the variance V[f∗], the same procedure is followed as for the
mean predictor, except that u is now taken to be k∗ instead of y. This yields
〈M〉 = σ
2
nc
2
k∗
sk∗
kT∗ (K + σ
2
nI)
−1k∗, (5.17)
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and therefore we have
V[f∗] = k(x∗, x∗)− sk∗
σ2nc
2
k∗
〈M〉. (5.18)
As with the mean predictor in Section 5.2.3, 〈M〉 needs to be measured on a constant
number of independent runs of the algorithm in order to yield a desired fixed variance on
the estimate.
5.3 Discussions
We have shown that the QLSA introduced in Section 2.2.2 can be applied to evaluating
the two central objective quantities in GPR problems, the mean predictor, and the
variance predictor. Inherited from the computational time of QLSA, this quantum GPR
procedure achieves an exponential speed-up over classical implementations under two
assumptions about the covariance matrix, (K + σ2nI), namely, the matrix is sparse and
well-conditioned. We discuss the practicalities of these assumptions.
Sparsely constructed GP GPs with sparse covariance matrices are of significant inter-
ests in many real-world applications, particularly when the problem involves inference
from large datasets [63]. For example, these sparsely constructed Gaussian processes
are used to make a unified framework for robotic mapping [64]. In the field of pattern
recognition, sparsely constructed Gaussian processes have been used to solve realis-
tic action recognition problems [65]. A widely used technique to construct a sparse
covariance matrix is setting the covariance function to zero beyond a certain distance
between any two data points with a compactly supported function. This is known as
covariance tapering and has been proven to approximate the Matérn family of covariance
functions with a small squared error [66]. An explicit example in geostatistics kriging
where the dataset gives rise to a highly sparse covariance matrix is presented in Ref. [67].
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In the above cases where the GPR computation only involves sparse covariance matrices,
our proposed algorithm circumvents the major potential caveats of QLSA, and an ex-
ponential advantage over its classical counter-part is attainable. For other applications
where s scales linearly with n, our algorithm provides a polynomial speed-up over the
best-known classical GPR algorithm, even though an exponential speed-up is not always
guaranteed.
Conditioning To implement quantum GPR efficiently, the matrix (K + σ2nI) needs to
be well-conditioned. The ratio of largest and smallest eigenvalue κ needs to stay low
as n increases for the matrix to be robustly invertible. In classical GPR, conditioning
is already a well-recognised issue. A general strategy to cope with the problem is to
increase the noise variance σ2nI manually by a certain amount to dilute the ratio κ without
severely affecting the statistical properties of the model. This increase in σ2nI can be
seen as a small amount of noise (jitter) in the input signal. This technique is not new to
quantum GPR and may be seen throughout the classical GP literature and mainstream
implementations [68]. Therefore, for almost all practical purposes, we can assume the
matrix is well-conditioned before applying the quantum algorithm. Moreover, when we
apply our algorithm on a sparse kernel, the preconditioning method presented in Ref. [32]
can be applied to suppress the growth of κ further. In fact, under the realistic assumption
that the maximum entry of a sparseK is bounded by a constant, the maximum eigenvalue
of (K + σ2nI) must be bounded by a constant. This is a consequence of the Gershgorin
circle theorem [69] which can be expressed in terms of the following inequality,
|λ− Aii| ≤
∑
j 6=i
|Aij|. (5.19)
Note that since A = (K + σ2nI), the minimum eigenvalue of A is lower bounded by σ
2
n.
Likewise, we have the diagonal elements bounded by Aii ≥ σ2n and the off-diagonal sum
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∑
j 6=i |Aij| upper bounded by the sparsity of A scaled by the magnitude of its maximum
entry. Hence from Eq. 5.19 we deduce the maximum eigenvalue of A is upper bounded
by a constant that is independent of n. As a result, under the sparse and bounded element
kernel matrix assumption, conditioning does not provide a barrier to our proposed
quantum GPR algorithm. In summary, we have argued that conditioning does not hinder
the application of quantum GPR, and the algorithm is most advantageous when one is
concerned with a sparse kernel. Under such circumstances, an exponential speed-up is
achievable. Hence having addressed all the major potential caveats of QLSA [26], the
quantum GPR algorithm is shown to be a robust application with practical significance.
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Chapter 6
Training quantum Gaussian processes
As presented in the previous chapter, the quantum Gaussian process algorithm provides
a speed-up in computing predictions and the associated variances given a fixed kernel.
It is desirable to also have a correspondingly efficient quantum routine for kernel and
hyperparameter selection. In particular, it would be desirable to evaluate a measure of
the model’s performance with a quantum routine that supplements the main learning al-
gorithm. With this motivation, we propose a quantum approach to improve the efficiency
of GP training based on evaluating the logarithm of marginal likelihood (LML) of the
Gaussian distribution of the observed data. The material of this chapter is based on the
work of Ref. [44].
6.1 Quantum LML algorithm
Here we introduce a quantum algorithm for estimating the LML given the kernel matrix
of a Gaussian process, which serves as the standard metric for a kernel’s performance
on the given data set. The complete estimation of LML is obtained by combining the
“penalty” and the “data fit” terms. For the purpose of GP training, we are concerned
with estimating the variation, δLML, with respect to a training step, where the prefix δ
denotes the variation in a quantity between training steps.
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6.1.1 Augmented linear algorithm
The data fit term of the LML Eq. 4.14, 1
2
yT (K + σ2n)
−1y relates the outputs y to the
covariance matrix K. Here we demonstrate a modified version of the QLSA [27], and
show that it can be used to calculate the data fit term. As discussed in Chapter 2, The
QLSA makes use of the quantum phase estimation to obtain the superposition of the
eigenvalues, λi of A ∈ Rn×n encoded in the form of binary bit-strings, where A is the
matrix in the linear system A |x〉 = |b〉. An ancillary qubit is then rotated conditioned
on the values of f(λi). In the case of the original linear system algorithm, the function f
is simply chosen to be f(λ) = 1/λ. Post-selecting this ancillary qubit followed by the
reversal of the phase estimation step results in finding A−1 |b〉 with success probability
〈b| (A−1)†A−1 |b〉. As noted in Ref. [27], the same method can be extended to obtain
f(A) |b〉 for any computable function f .
Here we apply an augmented version of the QLSA by choosing f(λ) = 1√
λ
instead of
the original inversion. The procedure for estimating the data fit term is given as follows:
1. Use QRAM queries to prepare |y〉 = y‖y‖ with the state preparation technique
described in Section 5.1.
2. Set |b〉 = |y〉 and A = K + σ2nI , and run the augmented QLSA with f(λ) = 1√λ ,
which leads to A−
1
2 |y〉 with success probability 〈y|A−1 |y〉
3. Sampling on multiple runs of the augmented QLSA thus gives a Monte Carlo esti-
mate of the data fit term with mean yTA−1y and variance bounded by 1
4
‖y‖2σ−2n .
Note that on top of leading to the desired estimation for the data fit term, this choice of
f(λ) also reduces the inconvenient effect of poor conditioning by a square-root as the
success probability of the measurement step is increased as
√
λ ≥ λ for all 0 ≤ λ ≤ 1.
When A is well-conditioned and sparse, the runtime of sampling from such a distribution
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is logarithmic in the dimension of y, inherited from the computational cost of QLSA in
Ref. [27].
6.1.2 Log determinant algorithm
The second term of the LML in Eq. 4.14, −1
2
log det[K + σ2nI] can be estimated via
a quantum algorithm that samples the eigenvalues of a Hermitian matrix A ∈ Rn×n
uniformly at random. The algorithm proceeds as follows:
1. Prepare log2 n qubits in maximally mixed state,
1
n
n∑
i=1
|i〉 〈i|, and store this in a
first register. This can be achieved simply by preparing the register in a random
computational basis state. Note that a maximally mixed state is maximally mixed
in any basis, hence we can choose to represent the density matrix for the system in
the eigenbasis {|ei〉} of a matrix A = K + σ2nI:
1
n
n∑
i=1
|ei〉 〈ei| . (6.1)
2. Append a second register in a superposition state given by 1√
T
T∑
τ=1
|τ〉, so that the
composite system is in the state
1
nT
T∑
τ,τ ′=1
n∑
i=1
|ei〉 〈ei| ⊗ |τ〉 〈τ ′| , (6.2)
where the time period parameter T is chosen to be a sufficiently large value in the
same way as in Eq. 2.10.
3. Perform a Hamiltonian simulation and evolve the first register with the Hermitian
matrix (−A) for time specified by the second register. This is achieved by applying
the conditional unitary evolution
T∑
τ=1
eiAt0τ/T ⊗ |τ〉 〈τ |, where t0 = O(1/) is
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chosen with respect to the -bounded error required in the algorithm. We thus
obtain
1
nT
T∑
τ,τ ′=1
n∑
i=1
eiλit0(τ−τ
′)/T |ei〉 〈ei| ⊗ |τ〉 〈τ ′| . (6.3)
4. Complete the phase estimation by performing a quantum Fourier transform of the
second register. The resulting estimated eigenvalues of A, {λi}, are then stored in
the second register as a binary bit-string up to a finite precision. This results in the
system being in state,
1
n
n∑
i=1
|ei〉 〈ei| ⊗ |λi〉 〈λi| . (6.4)
5. Measure the second register in computational basis to obtain a random λi. By
using the identity,
〈log λi〉 = 1
n
n∑
i=1
log λi =
1
n
Tr[log(A)] =
1
n
log[det(A)], (6.5)
The desired quantity log[det(A)] is given then by n〈log λi〉, which will needs to
be estimated by sampling eigenvalues of A on repeated runs of the procedure.
Hence the “penalty” term of the LML can be estimated using the above eigenvalue
sampling procedure, by setting A = K + σ2nI . This procedure can be seen as a finite
dimensional analogue of the continuous variable model proposed in Ref. [70].
Runtime The optimised phase estimation procedure [28, 71] comes with an error, λi ,
which scales as O(1/t0) in estimating each λi. This implies the error associated with
the logarithm of a single eigenvalue scales as  =
∣∣∣d log λidλi λi∣∣∣ = O ( 1λit0). Furthermore,
in the context of GP training, there generally exists a σ2nI noise contribution to the
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covariance matrix, due to uncertainty in the observed data. Thus, in general, we have
the minimum eigenvalue, λmin ≥ σ2n. Hence, the total bounded-error single-run of the
algorithm takes time scaling logarithmically in n as t = O˜
(
s logn
σ2n
)
.
Due to the linear sparsity dependence from the Hamiltonian simulation step, the
proposed quantum algorithm performs best when the covariance matrix is some constant
s-sparse, in which case our algorithm provides an exponential speed-up over the classical
GP training procedure. Such sparsely constructed GPs have found applications in a range
of interesting problems, especially when large datasets are involved [63], as discussed in
Chapter 5.
When dealing with non-sparse but low-rank matrices, another technique of Hamilto-
nian simulation involving density matrix exponentiation [21] can potentially be applied.
Note that the covariance matrices are by definition symmetric, real and positive semi-
definite, and therefore have a very similar mathematical structure to the density matrix
representation of quantum states. Hence this seminal technique of density matrix expo-
nentiation potentially allows us to implement e−iAt in O˜(log n) time, even if the matrix
is not sparse. However, the covariance matrix needs to be normalised to have a unit trace
for the application of density matrix exponentiation. This pre-processing can be done
efficiently if one can exploit the analytical structure of the covariance matrix. Also note
that if the eigenvalues of the covariance matrix are relatively uniform, the time required
to implement the unitary for a complete cycle will scale asO(n). Hence applying density
matrix exponentiation is most effective when the covariance matrix is approximately
low-rank [21].
Stochastic trace estimation We briefly compare the quantum log determinant algo-
rithm with classical stochastic trace estimation methods. It is clear that the quantum
algorithm offers a precise method to compute log(A) rather than either the truncated
Taylor series or Chebyshev polynomial approximations. When measurements of the
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second register are taken, a single log(λi) is computed, and hence our proposed approach
can be seen as quantum stochastic trace estimation. The main advantage, however,
comes from the reduction in computation time from polynomial to sub-linear. A natural
question which arises is whether the complete GP training can scale sub-linearly in n,
since if not, an exponential improvement in computing the LML in each step would
yield only a polynomial improvement in precision.
6.2 Variation estimation
The figure of merit for the estimation error is the relative variance, as it quantifies the
amount of dispersion between the estimated and the actual value of LML. In order to
demonstrate the quantum advantage in the training process, it is therefore necessary to
show that the relative variance with respect to a change in hyperparemeter, δθ, does not
scale up with n. We consider the following,
Var [δLML]
[δLML]2
=
δ [log[det(A)]] + δ
[
yTA−1y
][
∂
∂θ
(log[det(A)] + yTA−1y) δθ
]2 . (6.6)
Now we write the y as a linear combination of the eigenvectors, ei of A, such that
y =
∑
i γiei, and y
TA−1y =
∑
i |γi|2λ−1i , we have
δ [log[det(A)]] + δ
[
yTA−1y
][
∂
∂θ
(log[det(A)] + yTA−1y) δθ
]2 ≤ n2
(
δ [log λi] +
1
4
〈y2i 〉σ−2n
)[
∂
∂θ
(∑
i log λi +
∑
i |γi|2λ−1i
)
δθ
]2
≤ 〈(log λi)
2〉+ 1
4
〈y2i 〉σ−2n
〈δλi/λi + δ (|γi|2/λi)〉2
, (6.7)
where the expectation value notation is used to denote the average over all choices of i.
Hence the relative variance in estimating the variation of LML with respect to a training
step has no explicit dependence on n.
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Note that the number of hyperparameters is dependent only on the kernel, and thus
potentially independent of the number of data points. Provided we are working to
constant precision, the number of optimisation steps which require LML computation is
upper bounded by a constant.
6.3 Summary
We have shown a quantum procedure for calculating LML which improves the efficiency
from a classical O(n3) scaling to a logarithmic scaling with respect to the size of input
under certain assumptions. Specifically, if either the structure of the covariance matrix
is constant s-sparse or approximately low-rank, the quantum approach provides an
exponential speed-up. Even in the cases when the Hamiltonian simulation step inevitably
consumes a O˜(n log n) time overhead, this quantum algorithm still achieves a polynomial
speed-up over the best known classical approach to training full-rank GPs. When applied
to a non-sparse covariance matrix that has a low-rank structure, the density matrix
exponentiation procedure [21] can still lead to a logarithmic time algorithm. In other
cases, the singular value estimation based linear system algorithm presented in Chapter
3 can be applied to achieve a runtime that scales as O(√n log n), which provides a
polynomial speed-up over its best known classical counterpart, provided that the spectral
norm of A is bounded by a constant with respect to the growth of n.
The quantum GP training procedure presented in this chapter provides an efficient
way to evaluate the performance of a given kernel matrix, which is a crucial component
of the model selection problem in supervised learning. This procedure applied in
conjunction with the quantum GP algorithm in Chapter 5 provides a complete quantum
approach for statistical inference with GP models, which can lead to an exponential or
polynomial speedup over its best-known classical counterpart, depending on the specific
kernel matrix structures.
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Chapter 7
Quantum Bayesian Deep Learning
We have presented a complete quantum approach to supervised learning with Gaussian
processes in Chapters 5 and 6. By now we have seen the quantum algorithms for
computing the predictive mean and variance of a GP posterior as well as the LML
which is the core component of training a GP model. In this chapter, we exploit the
connection between GPs and neural networks as discussed in Section 4.4, and apply
the quantum enhanced GPs to design a quantum algorithm for deep learning. We will
also experimentally demonstrate the algorithm on contemporary quantum computers and
analyse its robustness with respect to realistic noise models. Specifically, we will make
use of both the Rigetti Forest [72] and the IBM QISKit [73] software stacks to implement
the quantum algorithm and provide an analysis of the performance of simulators under
a realistic noise model. When using real quantum processing units, we implement a
simplified, shallow-circuit version of the algorithm, and compare the outcome with the
simulations. The results presented in this chapter are based on Ref. [74].
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7.1 Quantum Bayesian training of neural networks
Bayesian methods provide great advantages compared to traditional techniques in ma-
chine learning, which include automated ways of learning structure and avoiding overfit-
ting, robustness to adversarial attacks [75, 76] and the ability to estimate uncertainties
associated with predictions as previously discussed. The Bayesian framework has novelly
been extended to various deep architectures [77, 78]. Recent advances in this direction
have established a connection between deep feedforward neural networks and Gaus-
sian processes. This connection novelly allows for Bayesian training of deep neural
networks with a Gaussian prior, circumventing the more traditional backpropagation
procedure [49, 51]. We have briefly reviewed this correspondence between GP and deep
neural networks in Section 4.4. Recall that the base case covariance matrix K0 has
elements
K0(x,x′) = σ2b + σ
2
w
(
x · x′
din
)
. (7.1)
To compute the covariance matrix corresponding to the lth layer of the network, we use
the following recursive formula to forward propagate the kernel,
K l(x,x′) = σ2b + σ
2
wE[φ(zl−1i (x))φ(z
l−1
i (x
′))]. (7.2)
For a general non-linear activation function φ, this can only be evaluated with numerical
integration. Therefore a complete quantum algorithm for general activation functions
is likely to be untraceable. Fortunately, there is a useful special case in which only the
ReLU activation function, f(x) = max(0, x), is used on each layer. In this case, the lth
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layer covariance function has the following analytical form [49]:
K l(x,x′)
=σ2b +
σ2w
2pi
√
K l−1(x′,x′)K l−1(x,x)
(
arcsin
(
θl−1x,x′
)− (pi − θl−1x,x′) arccos(θl−1x,x′)) ,
(7.3)
where
θlx,x′ = arccos
(
K l(x,x′)√
K l(x,x)K l(x′x′)
)
. (7.4)
Note that the non-linear functions featured in Eq. 7.3 can be approximated by polynomial
series with certain convergence conditions. The factor K l(x, x)K l(x′, x′) represents
outer products between the two identical vectors of diagonal entries in K l. As such, the
computation of Eq. 7.3 can be decomposed into such outer product operations combined
with element-wise matrix multiplication. For a L-layer infinite width neural network,
the formula Eq. 7.3 needs to be evaluated for all positive integer values of l ≤ L.
Applying quantum GP Recall that the quantum GP algorithm in Chapter 5 com-
putes the mean predictor, f¯∗ = kT∗ (K + σ
2
nI)
−1y and the variance predictor, V[f∗] =
k (x∗,x∗)−kT∗ (K+σ2nI)−1k∗ of a GP posterior, where (K+σ2nI) is the covariance ma-
trix with Gaussian noise entries of variance σ2n, and k∗ is the row in the covariance matrix
that corresponds to the target point for prediction. Assuming the oracular access to the
matrix elements of K, the quantum GP algorithm simulates (K + σ2nI) as a Hamiltonian
acting on an input state, |b〉, and performs phase estimation to extract the eigenval-
ues of (K + σ2nI). By inverting the eigenvalues in a superposition and performing a
controlled-rotation on an ancillary system base on the inverted eigenvalues, the algorithm
probabilistically completes a computation of (K + σ2nI)
−1 |b〉. We then use a quantum
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inner product estimation procedure to obtain a good estimate for kT∗ (K + σ
2
nI)
−1b. The
encoding state |b〉 is chosen to be |b〉 = |y〉 or |b〉 = |k∗〉 for computing the mean or
variance predictor respectively. To apply the quantum GP algorithm for the Bayesian
training of a L-layer infinite width neural network, we simply use {xi}ni=1 and y to
represent the input and output points of the training set of the neural network, and choose
the elements of K by evaluating the covariance function KL(x,x′). The non-trivial
extension to the quantum GP algorithm needed is for coherently evaluating KL(x,x′),
which we will address in the following Sections 7.1.1, 7.1.2 and 7.1.3. It is important
to clearly state the assumptions about how the matrix elements of K0 can be accessed.
We consider the following two different (but related) models: Firstly, we can assume
black-box access to the elements of K0. In this model, the Hamiltonian simulation
subroutine discussed in Section 2.1.3 can be directly used in the quantum GP algorithm.
Secondly, we can assume that K0 is presented as the quantum density matrix of a qubit
system. Multiple copies of such a density matrix allow for a technique inspired by the
quantum principle component analysis algorithm [79]. We will use the first model for
the simplest case of a single-layer network and the second model for the multiple-layer
deep architecture.
7.1.1 Single-layer case
For the simplest single-layer case, we assume black-box access to the matrix elements of
the base case such that we have the oracle OK0 to perform the following mapping,
OK0 |j, k〉 |z〉 → |j, k〉 |z ⊕K0jk〉 , (7.5)
where the matrix elements are denoted asK0jk = K
0(xj,xk). The desired kernel function
of Eq. 7.3 can be implemented by direct classical computation on oracle queries. The
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desired covariance matrix, K1 is then simulated as a Hamiltonian, as discussed in Section
2.1.3, in order to construct the controlled unitary operation needed for the quantum GP
algorithm.
7.1.2 Multi-layer case
In the case of multi-layer network architectures, we describe a method to simulate the lth
layer kernel matrix as a Hamiltonian. Our approach is inspired by the quantum principle
component analysis algorithm [79] where the density matrix ρ of a quantum state is
treated as a Hamiltonian and used to construct the desired controlled unitary eitρ acting
on a target quantum state for a time period t. A thorough description of this density
matrix-based Hamiltonian simulation procedure is presented in Ref. [20]. Here we will
first give an overview of the quantum method, while the detailed analysis is presented
later in Section 7.1.3.
To apply density matrix-based Hamiltonian simulation using the lth layer covariance
matrix, we need to incorporate techniques to compute certain element-wise matrix
operations between two density matrices. It is convenient to define the following:
S1 =
∑
j,k
|j〉〈k| ⊗ |j〉〈k| ⊗ |k〉〈j|, (7.6)
S2 =
∑
j,k
|j〉〈j| ⊗ |k〉〈k| ⊗ |k〉〈j|. (7.7)
With an augmented version of the density matrix exponentiation scheme of Ref. [79],
S1 computes the exponential of the Hadamard product of two density matrices, while
S2 computes the exponential of the outer product between the diagonal entries of two
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density matrices. Specifically, we have
tr1,2{e−iS1δ(ρ1 ⊗ ρ2 ⊗ σ)eiS1δ} = exp[−i(ρ1  ρ2)δ]σ exp[i(ρ1  ρ2)δ] +O(δ2),
(7.8)
where ρ1  ρ2 denotes the Hadamard product between ρ1 and ρ2, and tr1,2 denotes
the partial trace over the first and second subsystems. The factor δ represents a small
evolution time. We also have
tr1,2{e−iS2δ(ρ1 ⊗ ρ2 ⊗ σ)eiS2δ} = exp[−i(ρ1  ρ2)δ]σ exp[i(ρ1  ρ2)δ] +O(δ2),
(7.9)
where ρ1  ρ2 denotes the outer product between the diagonal entries of ρ1 and ρ2. The
derivation of Eq. 7.8 and Eq. 7.9 are presented in Section 7.1.3. Both S1 and S2 are
sparse and hence can be efficiently simulated as Hamiltonians with quantum walk based
algorithms [15, 17]. We then need to make use of some polynomial series in K0(x, x′)
to approximately compute K l(x, x′). Note that the products involved in this polynomial
are the Hadamard product denoted by , and the diagonal outer product denoted by .
We will denote the polynomial in K0 to the order N(l) which approximates the lth layer
kernel function as PN,(K
0). By using a generalised S˜ operator which combines the
components in S1 and S2, one can implement a total number N of  and  operations
in arbitrary orders. In Section 7.1.3, we will show this simply amounts to summing over
the tensor product of the projectors |j〉〈j|, |j〉〈k|, and |k〉〈k|. Similar polynomial series
simulation problems were addressed in Refs. [20, 80], but the type of product considered
in these works was standard matrix multiplication instead of element-wise operations.
The method described above allows for approximately implementing the operation
eitK
l
σe−itK
l , where σ is an arbitrary input state which in our case is taken to be σ =
|b〉 〈b|. Thus given multiple copies of a density matrix which encodes the initial layer
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covariance matrix, K0, the unitary operator, exp
(−itK l) can be constructed to act on
an arbitrary input state, as required by applying the quantum GP algorithm.
7.1.3 Coherent element-wise operations
In this section, we give a more formal description of the quantum method to compute
the polynomial PN,(K
0). The main results needed are summarised by the following
Lemmas 1 and 2, and Theorem 1.
Lemma 1 (Hadamard product simulation [74]). Given O(t2/) copies of d-dimensional
qubit density matrices, ρ1 and ρ2, let ρ1  ρ2 denote the Hadamard product between
ρ1 and ρ2. There exists a quantum algorithm to implement the unitary e−iρ1ρ2t on a
d-dimensional qubit input state σ, for a time t to accuracy  in operator norm.
Proof. The usual SWAP matrix for quantum principal component analysis [79] is
given by S =
∑
j,k |j〉〈k| ⊗ |k〉〈j|. Here we take the modified SWAP operator S1 =∑
j,k |j〉〈k| ⊗ |j〉〈k| ⊗ |k〉〈j|. With an arbitrary input state σ, the following operation
can be efficiently approximated for small δ:
tr1,2{e−iS1δ(ρ1 ⊗ ρ2 ⊗ σ)eiS1δ}, (7.10)
The trace is over the subspaces of ρ1 and ρ2. Expanding to O(δ2) leads to
tr1,2{e−iS1δ(ρ1 ⊗ ρ2 ⊗ σ)eiS1δ} (7.11)
=1− itr1,2{S1(ρ1 ⊗ ρ2 ⊗ σ)}δ + itr1,2{(ρ1 ⊗ ρ2 ⊗ σ)S1}δ +O(δ2).
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Examining the first O(δ) reveals
tr1,2{S1(ρ1 ⊗ ρ2 ⊗ σ)} = tr1,2{
∑
j,k
|j〉〈k| ⊗ |j〉〈k| ⊗ |k〉〈j|(ρ1 ⊗ ρ2 ⊗ σ)}
=
∑
n,m,j,k
〈n|j〉〈k|ρ1|n〉〈m|j〉〈k|ρ2|m〉|k〉〈j|σ
=
∑
j,k
〈k|ρ1|j〉〈k|ρ2|j〉|k〉〈j|σ
= (ρ1  ρ2)σ. (7.12)
In the same manner we have
tr1,2{(ρ1 ⊗ ρ2 ⊗ σ)S1} = σ(ρ1  ρ2). (7.13)
Thus in summary, we have shown that
tr1,2{e−iS1δ(ρ1 ⊗ ρ2 ⊗ σ)eiS1δ} = σ − i[(ρ1  ρ2), σ]δ +O(δ2). (7.14)
The above is equivalent to applying the unitary exp[−i(ρ1  ρ2)δ] to σ up to O(δ2):
exp[−i(ρ1  ρ2)δ]σ exp[i(ρ1  ρ2)δ]
=[I − i(ρ1  ρ2)δ +O(δ2)]σ[I + i(ρ1  ρ2)δ +O(δ2)]
=σ − i[(ρ1  ρ2), σ]δ +O(δ2). (7.15)
Comparing the above two equations validates Eq. 7.8. Note that if the small time
parameter is taken to be δ = /t, and the above procedure is implementedO(t2/) times,
the overall effect amounts to implementing the desired operation, e−iρtσeiρt up to an
error O(δ2t2/) = O(), while consuming O(t2/) copies of ρ1 and ρ2. This concludes
the proof of Lemma 1.
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Note that an alternative approach for Hadamard product simulation is described
in [81], where the input are given as Hamiltonian on the exponents of unitary operators,
rather than density matrices as discussed here.
Lemma 2 (Diagonal outer product simulation [74]). GivenO(t2/) copies of d-dimensional
qubit density matrices, ρ1 and ρ2, let ρ1  ρ2 denote the outer product between the diag-
onal entries of ρ1 and ρ2. There exists a quantum algorithm to implement the unitary
e−iρ1ρ2t on a d-dimensional qubit input state, σ, for a time t to accuracy  in operator
norm.
Proof. By simply re-indexing the S1 operator, one obtains S2 =
∑
j,k |j〉〈j| ⊗ |k〉〈k| ⊗
|k〉〈j|. Analogously with the proof of Lemma 1, we have
tr1,2{e−iS2δ(ρ1 ⊗ ρ2 ⊗ σ)eiS1δ} = σ − i[(ρ1  ρ2), σ]δ +O(δ2). (7.16)
The above equation can be compared with
exp[−i(ρ1  ρ2)δ]σ exp[i(ρ1  ρ2)δ] = σ − i[(ρ1  ρ2), σ]δ +O(δ2). (7.17)
The equivalence up to the linear term in δ validates of Eq. 7.9. As with Lemma 1, with
O(t2/) repetitions consuming O(t2/) copies of ρ1 and ρ2, the desired e−iρtσeiρt can
be implemented up to error .
Given the density matrix ρ = K0 which encodes the base case covariance matrix,
we approximate the non-linear kernel function at lth layer with the order N polynomial,
PN(,)(ρ) =
∑N
r crρ
(,)r. Here the label (,) indicates that we work in the setting
where the types of product operation involved for taking the rth power of ρ are arbitrary
combinations of Hadamard products and diagonal outer products. Now we are in the
Chapter 7. Quantum Bayesian Deep Learning 82
position of presenting the main theorem required to implement the kernel function at the
lth layer.
Theorem 1 (Element-wise polynomial simulation [74]). Given O(N2t2/) copies of the
d-dimensional qubit density matrix ρ, and the order-N polynomial of Hadamard and
diagonal outer products, PN,(ρ) =
∑N
r crρ
(,)r, there exists a quantum algorithm to
implement the unitary e−iP
N
(,)(ρ)t on a d-dimensional qubit input state σ for a time t to
accuracy  in operator norm.
Proof. We first address how to implement the unitary e−iρ(,)rt. Intuitively, this can
be achieved by constructing a generalized S˜ operator with tensor product components
of |j〉〈j|, |j〉〈k|, |k〉〈k| and |k〉〈j|, corresponding to the contributing elements in the
matrices in each term. We give a recursive procedure to determine S˜:
In the case of r = 2, we have already shown in Lemma 1 and Lemma 2 the
desired operation can be achieved using S1 and S2 corresponding to the  and  cases
respectively. Thus we can write the base case of the recursive procedure as
S˜(r=2) =
∑
j,k
T (2)(j, k)⊗ |k〉〈j|, (7.18)
where T (2)(j, k) denotes the possible combinations of tensor products, |j〉〈k| ⊗ |j〉〈k| or
|j〉〈j| ⊗ |k〉〈k|. Now consider the r = 3 case, the additional factor of ρ will come in two
possible cases. If it comes as a product, the updated operator S˜(r=3) is simply given by
S˜
(r=3)
 =
∑
j,k
T (2)(j, k)⊗ |j〉〈k| ⊗ |k〉〈j|. (7.19)
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If the additional ρ comes in as a  product, the updated operator S˜(r=3) is instead given
by
S˜
(r=3)
 =
∑
j,k
|j〉〈j| ⊗ |j〉〈j| ⊗ |k〉〈k| ⊗ |k〉〈j|. (7.20)
This can be seen by observing that the contributing elements to a  product are exclu-
sively diagonal, which we use |j〉〈j| to pick up. Any off-diagonal information about the
previous element-wise product operations is irrelevant. In general, if we have the rth
order S˜ operator given by
S˜(r) =
∑
j,k
T (r)(j, k)⊗ |k〉〈j|, (7.21)
the operators S˜(r+1) and S˜
(r+1)
 can be generated as follows:
S˜
(r+1)
 =
∑
j,k
T (r)(j, k)⊗ |j〉〈k| ⊗ |k〉〈j|, (7.22)
S˜
(r+1)
 =
∑
j,k
(|j〉〈j|)⊗r ⊗ |k〉〈k| ⊗ |k〉〈j|. (7.23)
We have shown a recursive procedure to construct S˜(r) up to r = N such that
tr1...r{e−iS˜(r)δ(ρ⊗r ⊗ σ)eiS˜(r)δ} = exp
[−iρ(,)rδ]σ exp[iρ(,)rδ]+O(δ2), (7.24)
for a small evolution δ. Analogously with Lemma 1 and Lemma 2, with O(t2/)
repetitions consuming O(rt2/) copies of ρ, the desired
exp
[−iρ(,)rt]σ exp[iρ(,)rt] (7.25)
Chapter 7. Quantum Bayesian Deep Learning 84
can be implemented up to an  error. Finally one makes use of the Lie product formula
for summing the terms in the polynomial [82–84]:
eiδ(A+B)+O(δ
2/m) = (eiδA/meiδB/m)m, (7.26)
where A and B are taken to different terms in PN,(ρ) =
∑N
r crρ
(,)r, and the factors
cr simply amount to multiplying the S(r) matrices with the respective coefficients.
The parameter m can be chosen to further suppress the error by repeating the entire
procedure. However, for the purpose of implementing e−iP
N
(,)(ρ)tσeiP
N
(,)(ρ)t to our
desired accuracy , O(N2t2/) copies of ρ are required. The quadratic dependency in
the order of the polynomial, N2 stems from implementing the unitary exp
[−iρ(,)rt]
up to r = N , each consuming O(Nt2/) copies as previously argued.
7.2 Experiments
We have performed the following two sets of experiments to demonstrate the Hermitian
matrix inversion component of the quantum GP algorithm:
1. Simulations of the quantum matrix inversion on quantum virtual machines, the
classical simulators of Rigetti’s Forest API [72] with analysis of varying noise
models’ impacts on the outputs.
2. A small-scale (2× 2) implementation of quantum matrix inversion in both PyQuil,
run on Rigetti’s Quantum Processing Unit (QPU), and in IBM’s QISKit software
stack, run on IBM’s Quantum Experience [73].
The PyQuil framework provides advanced gate decomposition features that allow for
arbitrary unitary operations on a multi-qubit quantum state. The simulated noise models
of the Rigetti’s quantum virtual machine allows for an analysis of the expected accuracy
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and computational overhead of actual quantum implementations. QISKit also provides
a noisy classical simulator, which we use to compare the performance of the quantum
matrix inversion algorithm on the real QPU against simulations with realistic noise
models. The quantum processing units we use for actual implementations are IBM’s
16-qubit Rueschlikon (IBMQX5) [85] and Rigetti’s 8-qubit 8Q-Agave. While the
numbers of available qubits in both cases are higher than the number required for the
implementation (a total of six for the 2× 2 matrix inversion), the depth requirement of
the circuit grows significantly for larger matrices.
7.2.1 Simulations on a quantum virtual machine
Here we present the results from the simulations conducted with Rigetti’s quantum
virtual machine. We have performed two sets of experiments to analyse the effect of
different types of noise on the algorithm. Firstly, we restrict to the simplest non-trivial
case of inverting a 2× 2 matrix which is chosen to be A = 1
2
3 1
1 3
 with the problem-
specific circuit in Ref. [86]. The circuit involved is significantly shallower than the one
required by the full algorithm, which is described in Ref. [87], making it more practically
viable to implement on current and near-term quantum computers due to its reduced
depth. Secondly, we simulate the full quantum matrix inversion algorithm [27, 87]. This
requires a large number of ancillary qubits for the computation of the reciprocals of the
eigenvalues. We will simulate the inversion of a 4× 4 matrix with four bits of precision.
We work with two noise models: The first one, known as the “gate noise”, applies a
Pauli X operator with a certain probability on each qubit after every gate application.
The second one, known as the “measurement noise”, applies a Pauli X operator with
certain probability only on every qubit that is measured before the measurement takes
place. As such, the measurement noise can also be interpreted as a readout error.
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Figure 7.1: Simulated gate and measurement noise on a specialised
circuit for inverting A. (a) The fidelity shows the overlap with the
expected correct state after the computation. A zero fidelity means the
output state is orthogonal to the correct solution, while a unit fidelity
means the output state is the correct result. (b) The number of repetitions
indicates the average number required to execute the probabilistic
program before it succeeds.
The simulation results of the quantum inversion of the 2× 2 matrix A is presented in
Figure 7.1. We analyse the following two critical factors, namely the fidelity between
the expected result and the simulated output, given that inversion has succeeded, and the
average repetition of the coherent part of the algorithm needed to obtain a successful
run. Note that in our noisy setting, success in the post-selection does not guarantee the
correctness of the output. Our results show that measurement noise has a smaller impact
on the result than gate noise which for reasonably low noise levels already renders the
output state orthogonal to the expected result. Interestingly, as the noise level increases,
the average number of repetitions decreases.
The simulation results of general quantum matrix inversion algorithm on a random
4× 4 matrix is presented in Figure 7.2. We see that the output’s sensitive to noise has
increased as the circuit involved became deeper. However, the noise level for which
the output reaches zero fidelity is approximately the same in both the 2× 2 and 4× 4
cases, and it would be interesting to see whether it remains constant for larger instances.
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The simulation still shows better robustness to measurement noise, but with its effect
appearing to be stronger compared with the problem-specific algorithm of Figure 7.1.
As before in the 2× 2 case, measurement noise introduces bit flips to registers storing
measurement results, which eventually leads to an apparent low number of repetitions,
but at the expense of lower fidelities with the expected output.
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Figure 7.2: Simulated gate and measurement noise on the generic circuit
for inverting a 4× 4 matrix with four bits of precision on eigenvalues.
7.2.2 Implementations on quantum processing units
In this section, we implement the restricted 2×2-matrix inversion algorithm with two real
quantum processors. We have chosen to implement a restricted version of the algorithm
due to the limitations of the currently available hardware with respect to qubit numbers,
qubit-qubit connectivity, and coherence times. Note that one does not have direct access
to the complete information of the output state, but only samples of measurement results.
To gauge the correctness of the output, we will perform a SWAP test [62, 88] with the
expected output encoded in auxiliary qubits, and use a flag qubit to indicate a successful
run of the test. With multiple runs, the figure of merit is the probability of success,
P (success), which can then be related to the fidelity by F = |2P (success)− 1|.
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We have implemented the restricted matrix inversion algorithm on both the Rigetti’s
8Q-Agave and the IBM’s IBMQX5 quantum processing units. The IBM QISKit soft-
ware [73] also provides a classical simulator to run noisy experiments, and we use
these to benchmark the performance of the runs on the real chips. As with simulations
in Rigetti’s software stack, we expect the measurement noise to have a smaller effect
than the gate noise. Note that the flag qubit of the swap test is also subject to readout
error under the simulated measurement noise. Therefore an apparent low P (success) in
the high measurement error regime could have included many instances of successful
runs, falsely reported by the flag qubit. Gate noise on the other hand directly affects
the computations in the circuit. Therefore the lower success probabilities now reflect a
real discrepancy between the actual output and desired states. In this case, the success
probabilities lie in the range of [0.35, 0.6], which translates into fidelities in the range
of [0, 0.3]. The probability of success is 89%, which translates into a fidelity with the
expected outcome of 0.78. This is a very encouraging result, despite the small size of
the matrix inverted. The results are shown in Figure 7.3.
7.3 Summary
We have developed a quantum algorithm for a Bayesian approach to deep learning,
which makes use of the quantum Gaussian processes algorithm with a kernel matrix
corresponding to ReLU activation functions on each layer of the deep network with
infinite width. In the simplest case of a single layer architecture, we assume the kernel
matrix can be classically evaluated and efficiently simulated as a Hamiltonian to be used
in the quantum GP algorithm. In the case of multi-layer, deep architectures, we worked
with a model where the kernel matrix corresponding to the layer zero (the base case) can
be encoded as a density matrix. We then designed a recursive procedure to simulate the
Hamiltonian corresponding to the kernel matrix at an arbitrary depth, which given a fixed
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Figure 7.3: Success probability of the SWAP test for different noisy
simulations and executions on the IBM’s and Rigetti’s QPUs (rightmost
bars). The noise models include gate noise and measurement noise, with
different probabilities of failure. The algorithm is run 8192 times for each
instance, after which P (success) is evaluated.
accuracy requirement and only consumes a quadratic number of copies of the density
matrix. In order to analyse the practical feasibility of the algorithm, we implemented
its core subroutine, quantum matrix inversion, on both quantum simulators and real
state-of-the-art quantum processors. We observed that the accuracy drops sharply with
noise, but even with current, small-scale quantum computers, reasonably high success
rates can still be achieved.
Although these experimental results are promising, we should note that they do
not constitute sufficient evidence that the full quantum algorithm for Bayesian deep
learning can be efficiently implemented in near-term quantum technologies. A fully
quantum implementation, including recursively simulating the required Hamiltonian
corresponding to the covariance matrix at deep layers, will be an interesting avenue for
future research.
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Part III
Quantum correlations and causality
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Chapter 8
Geometry of quantum correlations
In the previous parts of the thesis, we have seen that quantum computation can be
applied to statistical inference in classical datasets. Particularly, we have focused on the
statistical model of Gaussian processes, and shown that phase estimation based methods
can provide provable quantum advantages. In this chapter, we take a different approach
and look at another aspect of statistical inference in the quantum era, where the data
itself is inherently quantum. We consider the problem of inferring quantum correlations
from measurement events. The material of this chapter follows closely from Ref. [89].
8.1 Introduction
The study of quantum correlations has long held an important role in fundamental physics
[90, 91], and more recently given rise to promising prospects of quantum technologies
[92,93]. In the usual formulation of non-relativisitc quantum theory, the state of a system
can extend across space but is only defined at a particular instant in time. The distinction
between the roles of space and time contrasts with relativity [94] where they are treated
in an even-handed fashion, and has led to a general preference to study temporal quantum
correlations in a rather separated manner from their spatial counter-parts [95–101]. Here
we aim at taking a unifying approach to study quantum correlations for observables
defined across space-time in a general formalism. In order to do so, we make use of
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the pseudo-density matrix (PDM) formalism introduced in Ref. [102] as an extended
framework of quantum correlations, which generalises the notion of a quantum state to
the temporal domain, treating space and time on an equal footing.
We will focus on the simplest and most fundamental case, that of two-point cor-
relation functions. In the spatial setting, this would correspond to bipartite quantum
correlations, which can exhibit entanglement. In the temporal setting, we consider the
correlations between two sequential measurements separated by an arbitrary quantum
channel evolution on a single qubit quantum state. Our study presents the geometry of
bipartite correlations in both the spatial and temporal cases and establishes a symmetric
structure between them. We observe that this symmetry is broken in the presence of
certain non-unital channels. As such these non-unital channels produce a novel set of
temporal correlations that are statistically identical to bipartite quantum entanglement.
8.1.1 Density matrices and spatial correlations
Density matrices As introduced previously in Section 1.3.1, a density matrix is de-
fined as a probability mixtures of pure quantum states. However, there is also another
way of interpreting the density matrices, as the mixture of the expectation values of
every possible Pauli measurements resulting in a linear combination of different Pauli
components. Particularly for an n-qubit system, we have
ρ =
1
2n
3∑
i1=0
...
3∑
in=0
〈
n⊗
j=1
σij
〉
n⊗
j=1
σij , (8.1)
where the indices i label different Pauli operators and the identity operator with σ0 = I,
σ1 = X, σ2 = Y, and σ3 = Z, while the sub-indices j of each i labels different qubits in
the system. In order to have a valid density matrix, we need to further require ρ to be
positive semi-definite.
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Geometry of spatial correlations Consider the matrix C whose elements Ckl are
given by the Pauli correlation functions 〈σkσl〉 = Tr[(σkσl)ρ], k, l = 1, 2, 3 of a two-
qubit bipartite state ρ. It is clear that under local unitary transformations, C can be
brought into a diagonalised form C ′. It is known that C ′ can always be written as a
convex combination of C1 = diag[1,−1, 1], C2 = diag[−1, 1, 1], C3 = diag[1, 1,−1]
and C4 = diag[−1,−1,−1], which corresponds to the correlation matrices of the four
maximally-entangled Bell states respectively [103]. Geometrically, one can visualise
this convex set of correlation functions in three-dimensional real space as a tetrahedron
whose four vertices in the 〈XX〉 _ 〈Y Y 〉 _ 〈ZZ〉 coordinate system are given by the
diagonal entries of C1, C2, C3, and C4 [104]. We shall name such a tetrahedron the spatial
tetrahedron, denoted as Ts. The geometry of spatial quantum correlations has been a
fruitful area of research, interested readers are referred to [105] for a comprehensive text
on this subject.
8.1.2 The pseudo-density matrix formalism
The density matrix of a quantum state can be naturally extended into the temporal domain
and used to define the PDM [102] as
R =
1
2n
3∑
i1=0
...
3∑
in=0
〈{σij}nj=1〉
n⊗
j=1
σij , (8.2)
where sub-indices j of each i now label different measurement events in the system.
The factor 〈{σij}nj=1〉 denotes the expectation value of the product of the n Pauli observ-
ables. Physically, it corresponds to a correlation function of a size-n sequence of Pauli
measurements σij ∈ {σ0, ..., σ3}. Note that R is a Hermitian matrix with unit trace, as
it is with conventional density matrices. Furthermore, if the measurement events are
space-like separated, R is positive semi-definite and hence resembles a valid density
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matrix. However, the mathematical structure of Eq. 8.2 does not exclude the possibility
of having negative eigenvalues. When negative eigenvalues are present, the Pauli observ-
ables can no longer be interpreted as measurements events on distinct sub-systems of a
common quantum state. In such cases, the PDM novelly captures local measurement
events happening at arbitrary time instances, in contrast to the case for conventional
density matrices.
Measure of causality Since the presence of negative eigenvalues is a witness to causal
relationships, it is natural to quantify temporal correlations with some measure based
on the trace norm. A causality measure was thus introduced in Ref. [102] as ftr(R) =
‖R‖tr − 1, which possesses desirable properties in close analogy with entanglement
monotones for spatial correlations, namely, ftr(R) ≥ 0 and ftr(R2) = 1 for any R2
generated by two consecutive measurements of a closed system with a single qubit (R2
is maximally causal); ftr(R) is invariant under unitary transformations; ftr(R) is non-
increasing under local operations (c.f. entanglement is non-increasing under LOCC); ftr
is a convex function. We will revisit these properties in Chapter 9, where a logarithmic
variant of the trace norm measure will play a significant role.
8.2 General two-time quantum correlations
Here we describe the quantum correlations between Pauli measurements at two time
instances. The corresponding physical scenario is depicted in Figure 8.1, where a single-
qubit system ρA subject to a quantum channel between two measurement events at times
tA and tB. The channel is described by a completely positive trace-preserving (CPTP)
map εB|A, which maps the family of operators from the state spaceHA at tA to the state
spaceHB at tB.
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Figure 8.1: The physical scenario of general two-time quantum
correlations: A single-qubit system ρA is measured at tA and tB with a
quantum channel in between described by the CPTP map, εB|A.
8.2.1 The two-point temporal PDM
It it clear from the definition of PDM, Eq. 8.2 that the expectation value of the product
of n Pauli observables is given by
〈{σij}nj=1〉 = Tr
[(
n⊗
j=1
σij
)
R
]
. (8.3)
In the case of two sequential events, n = 2. Supposing the evolution between tA and tB
is the identity, the only non-zero Pauli correlation functions are
〈{σ1, σ1}〉 = 〈{σ2, σ2}〉 = 〈{σ3, σ3}〉 = 〈{σ0, σ0}〉 = 1,
〈{σ0, σ1}〉 = 〈{σ1, σ0}〉 = 〈σ1〉 ,
〈{σ0, σ2}〉 = 〈{σ2, σ0}〉 = 〈σ2〉 ,
〈{σ0, σ3}〉 = 〈{σ3, σ0}〉 = 〈σ3〉 . (8.4)
Here {...} denotes sets of operators, which should not be confused with a similar notation
for anti-commutators. On the other hand, we can write a single-qubit density operator
ρA as
ρA =
1
2
(σ0 + 〈σ1〉σ1 + 〈σ2〉σ2 + 〈σ3〉σ3) . (8.5)
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We now compare the coefficients of Pauli components and obtainR = {ρA⊗ I2 , SWAP},
where SWAP = 1
2
∑3
i=0 σi ⊗ σi, and here {...} denotes the anti-commutator, such that
{A,B} = AB +BA. In a general setting, a channel that acts on the system in between
the time instances tA and tB as a CPTP map εB|A is included. Note that the map does
not affect any observables at tA, but introduces a transformation according to its adjoint
map on the observables at tB. Therefore the two-time PDM across such a channel can
be written as
RAB = (IA ⊗ εB|A)
(
{ρA ⊗ I
2
, SWAP}
)
, (8.6)
where IA denotes the identity super-operator acting on A. The above expression is in
agreement with the Jordan product representation given in Ref. [106]:
RAB = {ρA ⊗ I
2
, EAB}, (8.7)
where EAB =
∑
ij
(IA ⊗ εB|A) (|i〉 〈j|A ⊗ |j〉 〈i|B) is an operator acting onHA ⊗HB
that is Jamiołkowski-isomorphic to εB|A. The correlations described byRAB are "purely"
temporal in the sense that the underlying dynamics are defined by a CPTP map on a
single qubit.
8.2.2 Single-qubit quantum channels
To proceed further, we need to exploit the structures of the quantum channel εB|A.
It was established in Ref. [107] that the complete positivity requirement leads to a
particularly useful trigonometric parameterisation of the set of possible εB|A in the Pauli
basis [108]. Concretely, this set corresponds to the convex closure of the maps defined
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by the following Kraus operators up to permutations among {σ1, σ2, σ3}:
K+ =
[
cos
v
2
cos
u
2
]
σ0 +
[
sin
v
2
sin
u
2
]
σ3,
K− =
[
sin
v
2
cos
u
2
]
σ1 − i
[
cos
v
2
sin
u
2
]
σ2, (8.8)
where v ∈ [0, pi], u ∈ [0, 2pi]. The above Kraus operators act on σi as the following:
K+σ0K
†
+ +K−σ0K
†
− = σ0 + sin(u) sin(v)σ3,
K+σ1K
†
+ +K−σ1K
†
− = cos(u)σ1,
K+σ2K
†
+ +K−σ2K
†
− = cos(v)σ2,
K+σ3K
†
+ +K−σ3K
†
− = cos(u) cos(v)σ3. (8.9)
8.2.3 Convex closure
We now expand Eq. 8.6 into its Pauli components and substitute into Eq. 8.3, and obtain
〈σkσk〉 = Tr
[〈σk〉ρAεB|A(σ0)σk + εB|A(σk)σk] , (8.10)
where 〈σk〉ρA denotes the expectation value of the σk observable on the initial state ρA.
By setting ρA = |0〉 〈0| and applying the Kraus operators in Eq. 8.8, we obtain the
parametric equations which characterise the convex set of possible correlation functions
as followed:
〈σ1σ1〉 = cos(u),
〈σ2σ2〉 = cos(v),
〈σ3σ3〉 = cos(u− v). (8.11)
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The set of three Pauli correlations 〈σkσk〉 = Tr [(σk ⊗ σk)RAB] fully characterises any
two-point correlations 〈σkσl〉 up to local unitary transformations, for k, l = 1, 2, 3. Note
that the choice of permutation among {σ1, σ2, σ3} is arbitrary and hence does not affect
the resultant convex set enclosed by the parametric surface. We illustrate the set of
attainable 〈σkσk〉 as points in the real coordinator space {〈σ1σ1〉 , 〈σ2σ2〉 , 〈σ3σ3〉} in
FIG. 8.2, which depicts the geometry of two-time Pauli correlations. The figure shows
a parametric plot of the equations 〈σ1σ1〉 = cos(u), 〈σ2σ2〉 = cos(v) and 〈σ3σ3〉 =
cos(u− v), where v ∈ [0, pi], u ∈ [0, 2pi]. Note that a similar structure was found
when three sequential observables were considered in the context of Leggett-Garg
inequalities [97].
Figure 8.2: The surface enclosing the set of possible values of two-point
temporal correlations in the real space of {〈σ1σ1〉 , 〈σ2σ2〉 , 〈σ3σ3〉}.
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8.3 Two-point correlations in space-time
In this section, we focus on the cases where the initial system ρA is maximally-mixed.
As mentioned in Section 8.1.1, the set of spatial correlations described by two-qubit
density matrices can be depicted in the space of {〈σ1σ1〉 , 〈σ2σ2〉 , 〈σ3σ3〉} as the convex
hull enclosed by the tetrahedron Ts with vertices of odd parity (1, 1,−1), (1,−1, 1),
(−1, 1, 1) and (−1,−1,−1). These vertices correspond to the four Bell states. The
set of temporal correlations described by RAB with ρA = I2 is simply the reflection of
Ts in the 〈σ1σ1〉-〈σ3σ3〉 plane. The resulting tetrahedron Tt has vertices of even parity
(1,−1,−1), (1, 1, 1), (−1,−1, 1) and (−1, 1,−1). This follows from the relation Eq.
8.7, RAB = 12EAB , when setting ρA =
I
2
. A partial transpose over sub-system A, which
geometrically corresponds to the reflection, yields
RPTAB =
(
IA ⊗ εB|A
2
)∑
ij
|ii〉 〈jj|AB = ρChoiAB (εB|A), (8.12)
where ρChoiAB (εB|A) is the Choi matrix of εB|A [109]. For arbitrary choices of εB|A, the
Choi matrices describe the same set of correlations, Ts as two-qubit density matrices.
As the partial transpose over sub-system A generates a reflection in the 〈σ1σ1〉-〈σ3σ3〉
plane, the set Tt is simply an inverted copy of Ts.
Distance from separability The Peres-Horodecki criterion [104] implies that the oc-
tahedron region formed by the overlap between the two tetrahedra Tt and Ts corresponds
to the set of separable states. With this insight, we can make a natural connection be-
tween the entanglement measure, negativity [110], fN (ρAB) = 12(‖ρPTAB‖tr − 1) and the
causality measure ftr. Consider a two-qubit state ρChoiAB as the Choi matrix of εB|A in Eq.
8.6, leading to ftr(RAB) = 2fN (ρChoiAB ). It was shown in Ref. [111] that the entanglement
measure fN can be visualised as the Euclidean distance Ds between a point in Ts and the
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nearest point in the octahedron, such that Ds = 4fN√3 . Hence, by analogy we can establish
a geometric interpretation for ftr as the Euclidean distance Dt between a point in Tt and
the nearest point on the face of the octahedron, such that Dt = 2ftr√3 .
Mixed space-time correlations Beyond the geometry of the purely temporal and
spatial correlations, a two-point PDM generally describes an arbitrary mixture of spatial
and temporal correlations. Consider sequential Pauli measurements, σA and σB on one
sub-system of a maximally-entangled pair. If the sub-system evolves through a CP-map,
〈σAσB〉 lies in the Tt as shown. However, if a SWAP operation is applied before the
second measurement, then the reduced dynamics on sub-system A will no longer be
described by a CP-map. Under these conditions the correlations 〈σAσB〉 will span Ts.
Furthermore, if SWAP is applied probabilistically, the possible correlations span the
entire volume of the cube formed by the vertices of Tt and Ts, fully inscribing the spatial
and temporal tetrahedra. It is clear that the cube is the largest possible set of space-time
quantum correlations, since −1 ≤ 〈σAσA〉 ≤ 1, and the set of possible correlation
functions forms a convex set. We depict the geometry of different types of two-point
correlations in space-time in Figure 8.3.
Unital channels The results of Figure 8.3 assumes the initial state ρA is maximally-
mixed. Interestingly, Tt also describes temporal correlations for an arbitrary input state
ρA but with the channel restricted to be unital which means εB|A(σ0) = σ0. This is
because only non-unital maps act non-trivially on the local components σk ⊗ σ0 of the
PDM, which leads to an augmented set of correlations. Specifically, note that the first
term in the trace of Eq. 8.10 vanishes whenever either ρA is maximally-mixed or εB|A is
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a unital map, in which case the parametric equations reduce to
〈σ1σ1〉 = cos(u),
〈σ2σ2〉 = cos(v),
〈σ3σ3〉 = cos(u) cos(v). (8.13)
The above equations give a parametric surface with the extremal points (1, 1, 1), (1,−1,−1),
(−1, 1,−1) and (−1,−1, 1). The convex enclosure of these points gives exactly the
temporal tetrahedron, Tt. Hence we can see there exists a conditional reflective symmetry
between the sets of temporal and spatial correlations . This symmetry is shown to be
broken in the presence of certain non-unital channels, which give rise to the set of
attainable temporal correlation shown in Figure 8.2
(-1,-1,1)
<XX>(1,1,-1)
(-1,1,1)
(1,-1,-1)(-1,1,-1)
(1,1,1) (-1,-1,-1)
(1,-1,1)
<ZZ>
<YY>
Figure 8.3: The spatial and temporal tetrahedrons with the blue region
representing Ts, and the red region representing Tt (Left). A perspective
plot viewing from the (−1,−1,−1) direction, where the purple hexagon
is a projection of the octahedron overlap, the blue and red triangles are
projections of Ts and Tt respectively (Right).
8.3.1 General PDM Pauli components
The remaining components of the two-point PDM includes all possible combinations of
σA1 , σA2 , σB1 , σB2 ∈ {I,X,Y,Z}. The geometry of correlations is illustrated in Figure
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8.4. The figure presents the types of correlations in two-point PDMs as 2-D projections
onto the planes of {〈σA1σB1〉 , 〈σA2σB2〉} in Figures 8.4a, 8.4b and 8.4c. The sets of
correlations are shown for the first quadrant. The full 2-D projection is generated in
a symmetric manner about the origin. In Figures 8.4d and 8.4e, we give instances in
the 3-D spaces corresponding to this 2-D projections. The red region highlights extra
correlations attainable in a valid PDM compared to a valid density matrix.
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1
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Figure 8.4: Here we have (a) Type a: [σA1 ⊗ σB1 , σA2 ⊗ σB2 ] = 0.
Temporal and spatial correlations both lie in the purple unit square; (b)
Type b: {σA1 ⊗ σB1 , σA2 ⊗ σB2} = 0, and one out of the four operators
is σ0. Spatial correlations lie in the purple quarter unit circle, while
temporal correlations lie in the unit square. The red region is allowed by
valid PDMs but not density matrices; (c) Type c: In all other cases,
correlations are bounded by the purple quarter circle; (d) An example of
3-D spaces corresponding to a combination of type a and type c 2-D
projections; (e) An example of 3-D spaces corresponding to a
combination of type b and type c 2-D projections.
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The above completely characterises the two-point spatial and temporal correlations for
qubit systems. The space of possible temporal correlations is strictly larger than the
space of possible spatial correlations. These extra correlations cannot originate solely
from spatially separated events, and hence are a signature of causal influence between
measurement events.
8.4 Discussions
Quantum causal inference The geometric structure of spatial and temporal correla-
tions presented in this chapter has potential application to quantum causal inference (see
Ref. [112] for an introduction). Given the outcomes of two sets of measurements, one can
estimate the expectation values of two-point correlations, and identify the corresponding
coordinates in the provided geometric structure, and infer whether there exists a causal
relationship between the measurement events.
Sequentially mimicked entanglement Note that the "inflated tetrahedron" in Figure
8.2 inscribes a larger volume than Tt. Therefore it partially overlaps with the non-
separable regions in Ts. Hence there exist temporal correlations that are statistically
identical to entangled correlations in space. Physically, this implies entanglement
can be partially mimicked by sequential correlation described by a single-qubit PDM,
and that it is impossible to distinguish between the two cases by only examining the
correlation statistics. An instance of this result is reflected in the violation of the
temporal CHSH inequality [96], which can be expressed entirely in terms of 〈σ1σ1〉 and
〈σ2σ2〉 correlations. The "inflated tetrahedron" imposes constraints in the space of all
three Pauli correlations, hence serves as a stronger geometric criterion for classifying
quantum correlations and can act as a causal witness. Here we should emphasize the
vertices of Ts that correspond to maximally-entangled states do not overlap with the
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temporally attainable set. The inability to simulate correlations generated by Bell states
with sequential measurements is related to the impossibility of constructing a quantum
universal-NOT gate [113].
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Chapter 9
Causality in quantum communication
We have introduced the PDM formalism in Section 8.1.2 of the previous chapter and
used it as a framework to demonstrate the geometric structure of quantum correlation in
both the spatial and the temporal domains. One particularly novel aspect of the PDM
formalism is the ability to quantify causal relations between sequential measurement
events with a causality measure which is computed by the trace norm of a given PDM.
In this chapter, we show that quantum causality plays an operational role in quantum
communication. Since realistic channels for quantum communication task are noisy,
it is of practical interests to quantify the capacity of the channel being used. Existing
results have successfully connected quantum channel capacities with spatial correlations
[114, 115]. For instance, the quantum capacity of a channel is known to be equivalent to
the highest rate at which it can be used to generate entanglement [116]. The notion of
quantum causality characterises the temporal aspect of quantum correlations analogously
with entanglement in the spatial case. Here we take the intuitive step to uncover a
connection between quantum causality and channel capacity. Concretely, we prove the
amount of temporal correlations between two ends of the noisy quantum channel, as
quantified by a logarithmic variant of the causality measure, implies a general upper
bound on its channel capacity, which we will call the causal bound of quantum channel
capacities. Conveniently, the mathematical expression of the causal bound is more
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straightforward to evaluate than most previously known bounds for quantum capacities.
We will further demonstrate the utility of the causal bound by applying it to a class of
shifted depolarising channels, which shows improvement over previously known results
of Ref. [117] and [118]. The material presented in this chapter is closely based on
Ref. [119].
9.1 Bounding quantum channel capacities
One of the central objectives of information theory is to determine the maximum rate of
reliable transmission of information using a given communication channel. In classical
information theory, the early work of Shannon proved that a simple expression governs
the capacity of discrete memoryless channels [120].
When considering the capacity of a quantum channel,N , one has to take into account
the possible necessity of encoding information in states entangled across multiple copies
of the channels, to obtain the maximal capacity per use. Hence an exact computation
of the capacity of a quantum channel amounts to taking the supremum over tensor
products of an arbitrary number of copies of the same channel. As such, an exact
characterisation of a channels’ capability to transmit quantum information has proved to
be a much more challenging task. In the absence of formulae for the exact capacities,
one is often forced to rely on bounds for the quantum capacity that are tractable to
evaluate [121–127]. Nevertheless, a significant amount of progress in the context
of quantum communication has been made in determining the achievable rates for
transmitting quantum information over noisy channels [114,115,118,128]. However, the
existing formulae for quantum capacities often involve inherent optimisation problems,
leading to significant computational difficulties. The reader is referred to Ref. [116] for
a review of related results.
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Here we take a new approach and present a general upper bound on the quantum
capacities of quantum channels that are based on causality considerations. Apart from
the theoretical novelty of connecting between quantum causality and concrete commu-
nication problems, these new causal bounds further allow direct computation without
requiring optimisation.
9.1.1 Logarithmic Causality
Recall in Section 8.1.2, we reviewed a measure of causality based on the trace norm
of the pseudo-density matrix. Here we introduce a useful logarithmic variant of this
trace norm measure, F (R) = log2 ‖R‖1. The logarithmic causality measure is similar to
causality monotones introduced in Ref. [102] (reviewed in Section 8.1.2), but it sacrifices
convexity in favour of additivity when applied to tensor products of PDMs. Being in
close analogy to the logarithmic negativity in entanglement measures, the logarithmic
causality also satisfies the following important properties:
1. F (R) ≥ 0, with F (R) = 0 if R is positive semi-definite, and F (R2) = 1 for
R2 generated by two consecutive measurements of a closed system with a single
qubit,
2. F (R) is invariant under unitary transformations,
3. F (R) is non-increasing under local operations,
4. F (
∑
i piRi) ≤ maxi F (Ri), for any probability distribution {pi}.
5. F (R⊗ S) = F (R) + F (S).
Since F (R) = log2(ftr(R) + 1) and the logarithm function is monotonic, Properties
1-3 in the above follow straight-forwardly from the corresponding properties of the
causality monotone ftr(R) = ‖R‖1− 1 which were proved in Ref. [102]. Property 4 also
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follows from the monotonicity of the logarithm function which implies F (
∑
i piRi) ≤
maxi F (Ri
∑
j pj), and hence F (
∑
i piRi) ≤ maxi F (Ri). As for Property 5, we note
the fact that
log2 ‖R⊗ S‖1 = log2 ‖R‖1‖S‖1 = log2 ‖R‖1 + log2 ‖S‖1, (9.1)
which is equivalent to the desired property, F (R⊗ S) = F (R) + F (S).
9.1.2 PDM representation of quantum channels
We consider a qubit-to-qubit channel, denoted as N1 acting on a single qubit quantum
state specified by an initial density matrix ρ. The PDM associated to such a process,
denoted by RN1 involves a single use of the channel N1 and two measurements, one
before and one after N1. By Eq. 8.6 in Section 8.2, we have
RN1 = (I ⊗N1)
(
{ρ⊗ I
2
,SWAP}
)
. (9.2)
For the purpose of this chapter, we fix the input to be a maximally mixed state, so that
ρ = I
2
. As a result, we are able to generalise Eq. 9.2 to describe an arbitrary quantum
channel N acting on a collection of l qubits, which leads to
RN = (I ⊗N )
(
SWAP⊗l
2l
)
. (9.3)
We further focus our attention to one-way quantum communications. Thus we ought to
consider the most general procedure for approximating the ideal (identity) channel with
multiple copies of available resource channels. This amounts to combining n parallel
uses of the resource channel preceded by some encoding operations and followed by
some decoding operations. The schematic diagram of the communication process being
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considered is shown below in Figure 9.1.
Figure 9.1: The state of a system of k qubits is encoded into a larger
Hilbert space. The encoded quantum information is then passed forward
using n parallel copies of the resource channel N . The sent information
is then decoded back into a system of k qubits. In the most general
setting, the input and the output of channel N need not have the same
dimension. The encoding and decoding operations are both described by
CPTP maps.
9.1.3 Causal bound
High-level outline The logarithmic causality, F (RN ) can be used to bound the number
of uses of the resource N needed to approximate the ideal channel I⊗k. To do so, we
compare the causality across the collection of channels with the causality across the
identity channel. As a result of the Property 4. in Section 9.1.1 , F (
∑
i piRi) ≤
maxi F (Ri), and the fact that for quantum channel capacity consideration it suffices to
consider isometric encodings [129], the causality across the combined channels does not
increase under encoding and decoding. Further exploiting the additivity of causality to
relate k to the number of uses of the channel leads to the result that quantum capacity Q
of channel N is upper bounded by F (RN ),
Q(N ) ≤ F (RN ). (9.4)
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Remarks
• Computing F (RN ) is efficient for channels acting on relatively small Hilbert
spaces, as it only requires finding the logarithm of the trace norm of a matrix.
Importantly evaluating the causal bound does not involve any optimisation.
• Note that the relation Eq. 9.4 implies that any channel with F (RN ) = 0 has
quantum capacity equal to zero. This reflects the fact that such a channel ex-
hibits correlations that could have been produced by measurements on distinct
subsystems of a quantum state, and so the system is necessarily constrained by the
no-signalling theorem.
• When F (RN ) is strictly positive, the correlations between the two ends of the chan-
nel cannot be captured by bipartite density matrices, thus signifying information
being passed forward in time.
• Although the causal bound was presented for channels acting on the collection of
qubits, this result applies to channels with arbitrary input and output dimensions.
In such cases, it suffices to restrict the channel to act only on a subspace of the 2k
dimensional Hilbert space.
9.1.4 Proof
In order to prove Eq. 9.4, we start with constructing the PDM that corresponds to a
channel obtained by using n copies of the resource channel N preceded by the encoding
operation E and followed the decoding D. Let M = D ◦ N⊗n ◦ E. The PDM to
consider, RM is related to that of the ideal channel via
RM = (I⊗k ⊗M)(RI⊗k). (9.5)
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We add and subtract RI⊗k on the left hand side of Eq. 9.5, and apply the reverse triangle
inequality to obtain
‖RM‖1 ≥ ‖RI⊗k‖1 − ‖RM −RI⊗k‖1. (9.6)
The trace distance between two pseudo-density matrices can be related to distance in the
diamond norm [116] as follows,
‖RM −RI⊗k‖1 = ‖(I⊗k ⊗ (M−I⊗k))(RI⊗k)‖1
≤ ‖M− I⊗k‖‖RI⊗k‖1, (9.7)
where ‖ · ‖ denotes the diamond norm. We define  = ‖M− I⊗k‖ and use the upper
bound of Eq. 9.7 as well as the positivity of ‖RI⊗k‖1 to obtain
‖RM‖1
‖RI⊗k‖1
≥ 1− . (9.8)
Taking the logarithm on both sides of the above inequality leads to
F (RM)− F (RI⊗k) ≥ log2(1− ). (9.9)
The connection between the PDM and SWAP matrix and the non-increasing property of
the trace norm under the partial trace together leads to the fact that the causality does not
increase under decoding and encoding operations. This gives
F (RM) ≤ F (R⊗nN ). (9.10)
A detailed proof of the above inequality Eq. 9.10 is presented in 9.2.1. Furthermore, this
same property of F guarantees that even if we had allowed the encoding and decoding
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operations to operate on entangled ancillary registers, Eq. 9.10 is still valid [11,130,131].
Hence the resultant bounds based on Eq. 9.10 are also bounds on the entanglement-
assisted capacities. It is important to note this non-increasing property does not hold for
any other Schatten norm but the trace norm.
The additivity property of F under tensor products (Property 5. in Section 9.1.1)
implies F (R⊗nN ) = nF (RN ) and F (RI⊗k) = kF (RI), which leads to
nF (RN )− kF (RI) ≥ log2(1− ). (9.11)
Finally, using F (RI) = 1 for a quantum capacity with respect to a single qubit system,
we obtain
k
n
≤ F (RN )− log2(1− )
n
. (9.12)
The relation between the  distance in diamond norm and the distance in the completely
bounded infinity norm in turn guarantees  goes to zero as n approaches infinity. More
details on this fact is presented in Section 9.2.2. This concludes the proof of the bound,
Q(N ) ≤ F (RN ).
9.2 Mathematical details
9.2.1 Non-increasing property
An important property used in proving the causal bound was that the decoding and
encoding operations do not increase causality, such that F (RM) ≤ F (R⊗nN ). To prove
this property, we need to make use of the following lemma,
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Lemma 3. Let K be a linear map from k qubits to m qubits. Then
(I ⊗K)SWAP⊗k(I ⊗K†) = (K† ⊗ I)SWAP⊗m(K ⊗ I), (9.13)
where (A⊗ B) means that A and B are applied to the first and second subsystems of
each of the SWAPs respectively.
Proof. Let K =
∑2k−1
i=0
∑2m−1
j=0 eij |j〉 〈i| . The tensor product of k-qubit SWAPs can be
written as
SWAP⊗k =
2k−1∑
u,v=0
(|u〉 ⊗ |v〉)(〈v| ⊗ 〈u|). (9.14)
Substituting Eq. 9.14 into the left hand side of Eq. 9.13 leads to
(I⊗k ⊗K)SWAP⊗k(I⊗k ⊗K†)
=
∑
i,j,i′,j′,u,v
(I ⊗ |j〉 〈i|) |u〉 |v〉 〈v| 〈u| (I ⊗ |i′〉 〈j′|)eije∗i′j′
=
2m−1∑
j,j′=0
2k−1∑
u,v=0
|u〉 |j〉 〈v| 〈j′| evje∗uj′ . (9.15)
Similarly evaluating the right hand side of Eq. 9.13 we get
(K† ⊗ I⊗m)SWAP⊗m(K ⊗ I⊗m)
=
∑
i,j,i′,j′,u,v
(|i〉 〈j| ⊗ I) |u〉 |v〉 〈v| 〈u| (|j′〉 〈i′| ⊗ I)e∗ijei′j′
=
2k−1∑
i,i′=0
2n−1∑
u,v=0
|i〉 |v〉 〈i′| 〈u| ei′ve∗iu
=
2n−1∑
j,j′=0
2k−1∑
u,v=0
|u〉 |j〉 〈v| 〈j′| evje∗uj′ , (9.16)
where in the last step we have relabelled the indices.
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We are now in the position to prove the desired non-increasing property of logarithmic
causality, which is summarised in the lemma below.
Lemma 4. Let E and D be encoding and decoding operations andM = D ◦ N⊗n ◦ E .
Then
log2 ‖RM‖1 ≤ log2 ‖R⊗nN ‖1. (9.17)
Proof. The decoding procedure is a local operation and therefore from Property 4. of
F (R) in Section 9.1.1 , we have
‖RM‖1 ≤ ‖(I ⊗ (N⊗n ◦ E))(RI⊗k)‖1. (9.18)
Let E encode k qubits into m qubits. Using Lemma 1, we have
‖(I ⊗ (N⊗n ◦ E))(RI⊗k)‖1 = ‖(E† ⊗N⊗n)(RI⊗m)‖1
= ‖(E† ⊗ I)(R⊗nN )‖1. (9.19)
The PDM R⊗nN can be decomposed into its positive and negative part, and rewritten as
R⊗nN = R+ −R−, (9.20)
where both R+ and R− are positive semi-definite. Applying the triangle inequality gives
‖(E† ⊗ I)(R⊗nN )‖1 ≤ ‖(E† ⊗ I)(R+)‖1 + ‖(E† ⊗ I)(R−)‖1
= tr
(
(E† ⊗ I)(R+)
)
+ tr
(
(E† ⊗ I)(R−)
)
= tr
(
(E† ⊗ I)(R+ +R−)
)
. (9.21)
It is well-known that in bounding quantum channel capacity, one can restrict E to be an
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isometry with only one non-zero Kraus operator, which we denote by K [129]. This
allows us to write
tr
(
(E† ⊗ I)(R+ +R−)
)
= tr
(
(K† ⊗ I)(R+ +R−)(K ⊗ I)
)
= tr
(
(KK† ⊗ I)(R+ +R−)
)
, (9.22)
where the second equality follows from the cyclic property of the trace. Since P =
KK† ⊗ I⊗n is a projector, so that PP = P , we have
tr(P (R+ +R−)) = tr(P (R+ +R−)P ) = ‖P (R+ +R−)P‖1. (9.23)
Next we applying the Hölder’s inequality twice and make use of the fact the infinity
norm of a projector equals one, and obtain
‖P (R+ +R−)P‖1 ≤ ‖P‖∞‖R+ +R−‖1‖P‖∞
= ‖R+ +R−‖1, (9.24)
where ‖ · ‖∞ denotes the infinity norm and is defined by the largest singular value of a
matrix. Furthermore, R+ and R− are by definition orthogonal. Hence
‖R+ +R−‖1 = ‖R+ −R−‖1 = ‖R⊗nN ‖1, (9.25)
which leads to ‖RM‖1 ≤ ‖R⊗nN ‖1. Finally, use the fact that logarithm is a monotonic
function, the desired property Eq. 9.17 follows.
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9.2.2 Large-n limit
Here we prove that the error parameter  in Eq. 9.12 goes to zero in the limit of large n.
By the definition of the distance in diamond norm, we have
 = ‖I⊗k ⊗ (M−I⊗k)‖1
= sup
‖X‖1=1
‖(I⊗k ⊗ (M−I⊗k))(X)‖1. (9.26)
Consider the spectral decomposition of Hermitian X =
∑
i λi|ψi〉〈ψi|, where {|ψi〉}
denotes an orthonormal basis, and {λi} are the corresponding eigenvalues. Define
A = (I⊗k ⊗ (M−I⊗k)), and we have
 = sup
{|ψi〉}i,
∑
i |λi|=1
∥∥∥∥∥A
(∑
i
λi|ψi〉〈ψi|
)∥∥∥∥∥
1
≤ sup
{|ψi〉}i,
∑
i |λi|=1
(∑
i
|λi|‖A(|ψi〉〈ψi|)‖1
)
≤ sup
|ψ〉
‖A(|ψ〉〈ψ|)‖1. (9.27)
Note that A represents the difference of two linear maps I⊗k ⊗ I⊗k and I⊗k ⊗M, by
linearity we have
sup
|ψ〉
‖A(|ψ〉〈ψ|)‖1 = sup
|ψ〉
‖(I⊗k ⊗ I⊗k)(|ψ〉〈ψ|)− (I⊗k ⊗M)(|ψ〉〈ψ|)‖1. (9.28)
In the above we have inside a supremum the trace distance between two quantum states.
Now we need to relate the distance between quantum states measured by the 1-norm to
that measured in terms of the fidelity. Let
f(ρ, σ) = tr
√√
ρσ
√
ρ (9.29)
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denote the fidelity between two positive semi-definite matrices. If ρ = |ψ〉〈ψ|, then
f(ρ, σ) =
√〈ψ|σ|ψ〉. The Fuchs-van de Graaf inequalities [132] imply
1− f(ρ, σ) ≤ 1
2
‖ρ− σ‖1 ≤
√
1− f(ρ, σ)2. (9.30)
Hence we have
1
2
sup
|ψ〉
‖A(|ψ〉〈ψ|)‖1 ≤
√
1− inf
|ψ〉
f((I⊗k ⊗ I⊗k)(|ψ〉〈ψ|), (I⊗k ⊗M)(|ψ〉〈ψ|))2.
(9.31)
The above inequality is related to entanglement fidelity Fe(ρ,Φ) of a state ρ with
respect to the channel Φ which has a set of Kraus operators, K, and acts on the state as
Φ(ρ) =
∑
A∈K AρA
†. From Schumacher’s formula [133], we have
Fe(ρ,Φ) = 〈φ|(Φ⊗ I)(|φ〉〈φ|)|φ〉
= f((Φ⊗ I)(|φ〉〈φ|), |φ〉〈φ|)
=
∑
A∈K
| tr ρA|2, (9.32)
where |φ〉 is introduced as a purification of ρ. We denote Fe(Φ) = infρ Fe(ρ,Φ), and
have
Fe(Φ) = inf|φ〉
〈φ|(Φ⊗ I)(|φ〉〈φ|)|φ〉 = inf
|φ〉
f(|φ〉〈φ|, (Φ⊗ I)(|φ〉〈φ|))2. (9.33)
Hence using the notation for the entanglement fidelity, we can write
1
2
sup
|ψ〉
‖A(|ψ〉〈ψ|)‖1 ≤
√
1− Fe(M). (9.34)
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Thus  ≤ 2√1− Fe(M). Now use the following relation proved by Kretschmann and
Werner in Proposition 4.3 of Ref. [134]
1− Fe(Φ) ≤ 4
√
‖Φ− I‖cb ≤ 8 (1− Fe(Φ))1/4 , (9.35)
where ‖ · ‖cb denotes the completely bounded norm induced on the operator infinity
norm [135]. We obtain
 ≤2
√
4
√
‖M− I‖cb
=4‖M− I‖1/4cb . (9.36)
Since ‖M− I‖cb is guaranteed to approach zero as n approaches infinity in the channel
capacity theorems,  here also approaches zero. This concludes the proof.
9.3 Application of causal bound
9.3.1 Comparison with Holevo and Werner bound
Here we compare the causal bound with a simple well-known bound on quantum
capacities of Holevo and Werner (HW) which is general, and has a similar form, but
requires optimisation [118]. Given a quantum channel N , and a transpose map T , the
Holevo-Werner upper bound on the quantum capacity is
QT (N ) = log2 ‖NT ‖ = log2 ‖I ⊗ NT ‖1. (9.37)
By the definition of the induced norm this can be rewritten as
QT (N ) = sup
ρ
(log2 ‖(I ⊗NT )(ρ)‖1) . (9.38)
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Now we compare the above to the causal bound. In the case of the maximally mixed
input, the pseudo-density matrix becomes
RN = (I ⊗N )
(
SWAP⊗k
2k
)
= (I ⊗NT )(|Φ+〉 〈Φ+|)⊗k. (9.39)
The causal bound then reads
F (RN ) = log2 ‖(I ⊗NT )(|Φ+〉 〈Φ+|)⊗k‖1. (9.40)
Comparing this to the HW bound in Eq. 9.38, it is clear that F (RN ) ≤ QT (N ), and
the two are equal when the supremum is achieved at the maximally entangled state
(|Φ+〉 〈Φ+|)⊗k. Hence we have shown the causal bound is better or equal to the HW
bound.
9.3.2 Shifted depolarising channel
As an illustration of applying the causal bound, we consider the class of shifted depo-
larising channels. A shifted depolarising channel generalises the well-studied quantum
depolarising channel [136, 137]. It outputs either the input state or the state I+γZ
2
shifted
from the maximally mixed state with probability 4p. For a single qubit the shifted
depolarising channel can be defined by
Nγ(ρ) = (1− 4p)ρ+ 4p
(
I + γZ
2
)
, (9.41)
where the parameter γ ∈ [0, 1] parametrises the shift, with a zero γ corresponding to
the standard depolarising channel. The PDM representation of the single qubit shifted
depolarising channel, RNγ is derived using Eq. 9.3, from which we obtain an analytic
expression for the value of F (RNγ ), and hence an upper bound on its quantum capacity
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of the channel,
Q(Nγ) ≤ F (RNγ )
= log2
(
1− p+ 1
2
√
1− 8p+ 16p2 + 4γ2p2
+
1
2
∣∣∣2p−√1− 8p+ 16p2 + 4γ2p2∣∣∣ ). (9.42)
We show in Figure 9.2 the difference between the HW bound and the causal bound on
quantum channel capacity of a shifted depolarising channel. Note that the two bounds
are identical for standard depolarising channel where there is no shift. However, the
causal bound is tighter when the shift γ increases.
Figure 9.2: Difference between the HW and causal bound s on quantum
channel capacity of a shifted depolarising channel.
Hence the shifted depolarising channel constitutes a class of examples for which the
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causal bound is strictly tighter than the HW bound. Furthermore, we found that the causal
bound F (RNγ ) also shows improvement upon the best known bound from Ref. [117]. In
Figure 9.3, we show the difference between the previously known bound from Ref. [117]
and the causal bound on the quantum channel capacity of a shifted depolarizing channel.
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
0.05
0.1
0.15
0.2
0.25
p
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
Figure 9.3: Difference between the previously known bound from
Ref. [117] and the causal bound on quantum channel capacity of a shifted
depolarising channel.
The causal bound is tighter for almost all values of γ and p. Only in the region of
small shift γ and small probability p, which corresponds to the bottom left corner of the
diagram, the causal bound is less tight. Note that the shifted depolarising channel reduces
to the standard depolarising channel when γ = 0, and the identity channel when p = 0.
The causal bound is not the tightest known bound for the standard depolarising channel,
while it evaluates exactly to the quantum channel capacity for the identity channel.
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9.4 Summary and discussions
In this chapter, we have presented a general upper bound on the quantum capacity of
noisy quantum channels based on fundamental causality considerations. Contrary to
most other existing bounds, the computation of the causal bound does not involve an
explicit optimisation problem. The logarithmic causality measure used here is in close
analogy with the entanglement logarithmic negativity and possesses desired properties
which make it useful for studying channel capacities.
Our approach based on quantum causality is generally applicable to arbitrary quantum
channels and can produce non-trivial upper bounds for any given channel. Therefore,
this result could further help the understanding of the communication rate of complex
systems for which optimisation methods are computationally too costly, including
quantum networks and quantum communication between many parties [138, 139].
Research on the spatial quantum correlations has lead to the formulation of various
entanglement monotones with various corresponding operational meanings and applica-
tions, e.g., distillable entanglement, entanglement cost, squashed entanglement [103,140].
As a temporal counterpart of quantum correlations, the result presented in this chapter
initiates research on the operational significance of causality measures that might prove
useful in a broader range of applications.
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Chapter 10
Conclusion
In this thesis, I started by describing the useful quantum algorithms for linear algebra,
then moved on to illustrate how the quantum algorithm machinery can be applied to
enhance classical supervised learning. In the last part of the thesis, we studied the notion
of causality in an ensemble of quantum states. I presented results on inferring causal
corrections, and the connection between quantum causality and the limit of transmitting
quantum information over a noisy channel. Here we provide a summary of new research
progress discussed in this thesis and give a brief outlook for avenues of future research.
10.1 Summary
In Chapter 3, I have shown a new quantum algorithm for solving the quantum linear
system problem. This approach is based on a quantum singular value decomposition
technique which in turn makes use of a data structure that provides oracle access to the
row vectors of a matrix and the vector of row norms. Since our approach does not involve
explicitly simulating the system’s defining matrix as a Hamiltonian, the resultant runtime
does not depend on sparsity, which gives the new linear systems algorithm an advantage
over the existing approach for dense matrices. As a result of the error dependence in
singular value decomposition, the fixed-error runtime of our linear system algorithm has
a linear dependence on the Frobenius norm of the matrix. Nevertheless, we have proved
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our algorithm has a O˜(√n) runtime in the general case, providing a polynomial speedup
over the previous state-of-the-art. In the special case of the matrix having a low-rank
structure, our algorithm exhibits an even more advantageous O˜(log n) runtime scaling.
In Chapters 5 and 6, we applied quantum algorithms to supervised machine learning
using Gaussian processes. For computing the mean and variance predictor of a given
GP model, we have shown the quantum linear systems approach can be applied to
achieve exponential or polynomial speedups over classical implementations depending
on whether the covariance matrix is sparse or not. For the purpose of training GPs,
we have presented a quantum approach for evaluating the logarithm of the marginal
likelihood of the model on a given dataset. The quantum GP training approach has two
main components, the augmented quantum linear system algorithm for quantifying the
model’s performance on the training data, and the quantum log determinant algorithm
for quantifying the complexity of the model. We have shown the quantum GP training
approach allows for efficiently evaluating the variation of marginal likelihood on each
training step, which is the main computation bottleneck for model selections for GPs.
The quantum GP prediction and training procedures together provide a concrete use-case
in supervised learning for which quantum computation has a provable advantage over
the best-known classical implementation.
In Chapter 7, we built upon the previously discussed quantum GP algorithm and
leveraged a connection between deep neural network models and Gaussian processes
to develop a quantum algorithm for deep learning. The presented quantum approach to
deep learning is Bayesian as the training of the parameters in the neural network amounts
to evaluating a Gaussian posterior distribution instead of the more conventional methods,
such as backpropagation with stochastic gradient descent. To simulate the Hamiltonian
that represents the multi-layer kernel matrix, we designed a quantum method based on
density matrix exponentiation and proved the computational overhead in terms of the
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required number of resource density matrix which encodes the base case kernel matrix.
Furthermore, we have demonstrated the matrix inversion component of quantum GP
regression by performing experiments on quantum simulators as well as the state-of-
the-art quantum processing units, which have shown encouraging results, despite the
implementation being a small-scale variant of the full algorithm.
In Chapter 8 and 9, we looked into the concept of causality in the quantum domain.
Specifically, we have made use of the pseudo-density matrix formalism to derive the
geometric structure of spatial and temporal two-point quantum correlations, which serves
as an analytical toolkit for inferring causal relations in quantum datasets. Furthermore,
the geometric structure can be seen as a strong witness of quantum entanglement,
distinguishing it from possible sequentially generated statistics. We then further apply
quantum causality in the pseudo-density matrix formalism to quantum communication
and derived a general upper bound for the quantum channel capacity of a given a noisy
channel.
10.2 Outlook
The results presented in this thesis provide numerous potential avenues for further re-
search. As discussed earlier in Chapter 3, it would be useful to conduct a detailed resource
analysis for the QDLS algorithm. Since it circumvents the costly Hamiltonian simulation
subroutine, as required by the previous quantum linear system algorithms, implementing
the QDLS algorithm may require significantly less elementary gate operations compared
to the analysis presented in Ref. [41]. Given the close analogy between the quantum
walk based approach of QDLS algorithm and the quantum search algorithm [2], it is
also interesting to ask whether the runtime O˜(√n log n) is optimal given the required
memory model following a similar logic of the optimality of quantum search [141].
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The main direction of interest for quantum enhanced GPs and Bayesian deep learning
presented in Chapter 5, 6 and 7 is experimental. Although the development of practical
hardware for quantum computing is still at its infancy, early quantum computers have
already become available and will continue to grow in scale and noise tolerance. It is an
exciting time to ask whether near-term quantum computing can truly enhance machine
learning, either on a qualitative or a quantitative level. We hope that before too long
the quantum GP algorithms, its corresponding training algorithms, and the quantum GP
induced Bayesian deep learning approach can be fully implemented with real quantum
devices on large-scale datasets, and ultimately produce analytical power beyond what is
classically achievable.
The geometric structure presented in Chapter 8 identifies a class of quantum op-
erations which can generate sequential statistics that mimics entanglement. It would
be interesting to observe these correlations experimentally. Furthermore, as quantum
entanglement is famously given a significant role in quantum cryptography [92], it is
interesting to ask whether its temporal counter-part, causality would provide similar
applicational prospects. The results presented in Chapter 9 are a concrete example of
the operational meaning of causality, where it is shown to be significant to the field of
quantum communication. Thus the presented work initiates a thread of research on the
practical applications of quantum causality.
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