Abstract-Fixed-step-size (FSS) and Bayesian staircases are widely used methods to estimate sensory thresholds in 2AFC tasks, although a direct comparison of both types of procedure under identical conditions has not previously been reported. A simulation study and an empirical test were conducted to compare the performance of optimized Bayesian staircases with that of four optimized variants of FSS staircase differing as to up-down rule. The ultimate goal was to determine whether FSS or Bayesian staircases are the best choice in experimental psychophysics. The comparison considered the properties of the estimates (i.e. bias and standard errors) in relation to their cost (i.e. the number of trials to completion). The simulation study showed that mean estimates of Bayesian and FSS staircases are dependable when sufficient trials are given and that, in both cases, the standard deviation (SD) of the estimates decreases with number of trials, although the SD of Bayesian estimates is always lower than that of FSS estimates (and thus, Bayesian staircases are more efficient). The empirical test did not support these conclusions, as (1) neither procedure rendered estimates converging on some value, (2) standard deviations did not follow the expected pattern of decrease with number of trials, and (3) both procedures appeared to be equally efficient. Potential factors explaining the discrepancies between simulation and empirical results are commented upon and, all things considered, a sensible recommendation is for psychophysicists to run no fewer than 18 and no more than 30 reversals of an FSS staircase implementing the 1-up/3-down rule.
INTRODUCTION
A large number of psychophysical experiments involve estimation of sensory thresholds θ . In those experiments, the number of stimulus conditions is typically large and only a few minutes per condition can be dedicated to this purpose. Because the number of trials that can be administered is limited, the use of a fast (and reliable) psychophysical method is essential. Most psychophysical experiments are carried out using a two-alternative forced-choice (2AFC) task (where the guessing rate is 0.5), which provides estimates that are free of subject criterion but, in exchange, entail large estimation errors that can be reduced only by increasing the number of trials. Adaptive procedures are dependable and fast threshold estimation methods for use with 2AFC tasks. A large number of adaptive methods have been proposed so far (for reviews, see Treutwein, 1995; Leek, 2001 ) among which fixedstep-size (FSS) staircases and Bayesian staircases are the most widely used.
FSS staircases are non-parametric procedures in which the stimulus level increases after a number of consecutive wrong responses and decreases after a number of consecutive correct responses. These numbers determine what is known as the up-down (u-d) rule, where u stands for the number of consecutive wrong responses that take the stimulus level one step up, and d represents the number of consecutive correct responses that take the stimulus level one step down. What characterizes FSS staircases is that the size + of steps up and the size − of steps down are both fixed, although they are not necessarily equal. An FSS staircase usually runs for a fixed number of reversals (i.e. changes of direction along the sequence of stimulus levels) and the final estimate is the mean of the stimulus levels in the reversal trials.
Many variants of FSS staircases have been proposed and used that differ as to updown rule or relation between − and + (Wetherill and Levitt, 1965; Kaernbach, 1991; Brown, 1996) , but García-Pérez (1998) showed that the average-of-reversals estimator is dependable only when the ratio − / + has a precise value that covaries with the up-down rule that is implemented, and provided that + is not too large with respect to the width of the psychometric function . FSS staircases also present the restriction that threshold cannot be arbitrarily defined because each setup (i.e. each admissible combination of up-down rule and ratio − / + ) converges on a specific probability point on and, thus, threshold θ must necessarily be defined with respect to those probabilities (see Section 2.1.2).
In contrast to FSS staircases, Bayesian staircases (Watson and Pelli, 1983; Emerson, 1986; King-Smith et al., 1994) are parametric methods that, in principle, can be set up to estimate threshold defined with reference to any arbitrary probability point on . They require a prior probability distribution f 0 for θ and also the adoption of a model function M that represents an assumption about the mathematical form and parameters of the underlying (and unknown) governing the subject's responses. During a typical run, a likelihood function generated from M and from the subject's response on trial i is used to iteratively update a posterior distribution f i . The posterior distribution after trial i becomes the prior for trial i + 1 and the stimulus level is determined by some index of central tendency on the prior distribution for each trial. This algorithm actually results in an up-down staircase governed by the 1-1 rule in which − and + vary along the staircase. The original setup of Bayesian procedures (Watson and Pelli, 1983) has been shown to yield estimators with sub-optimal properties in that bias and standard error covary with true θ . However, the performance of Bayesian procedures can
