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Szerkesztőség és kiadóhivatal: 1027 Budapest , Fő' u. 68. 
Az Alkalmazott Matematikai Lapok változó ter jedelmű füzetekben jelenik meg, és olyan 
eredeti tudományos cikkeket publikál, amelyek a gyakorlatban, vagy más tudományokban közvet-
lenül felhasználható ú j matemat ikai eredményt ta r ta lmaznak, illetve már ismert , de színvonalas 
matematikai appará tus újszerű és jelentó's alkalmazását muta t j ák be. A folyóirat közöl cikk formá-
jában megírt , ú j tudományos eredménynek számító programokat, és olyan, külföldi folyóiratban 
már publikált dolgozatokat, amelyek magyar nyelven történő' megjelentetése elősegítheti az elért 
eredmények minél előbbi, széles körű hazai felhasználását. A szerkesztőbizottság bizonyos időn-
ként lehetővé kívánja tenni, hogy a legjobb cikkek nemzetközi folyóiratok különszámaként angol 
nyelven is megjelenhessenek. 
A folyóirat fe ladata a Magyar Tudományos Akadémia III. (Matematikai és Fizikai) Osztá-
lyának munkájá ra vonatkozó közlemények, könyvismertetések stb. publikálása is. 
A kéziratok a főszerkesztőhöz, vagy a szerkesztőbizottság bármely tagjához beküldhetők. 
A főszerkesztő címe: 
Benczúr András, főszerkesztő 
1027 Budapest , Fő u. 68. 
Közlésre el nem fogadott kéziratokat a szerkesztőség lehetőleg visszajuttat a szerzőhöz, de a 
beküldött kéziratok megőrzéséért vagy továbbításáért felelősséget nem vállal. 
Az Alkalmazott Matematikai Lapok előfizetési ára kötetenként 850 forint. Megrendelések a 
szerkesztőség címén lehetségesek. 
A Magyar Tudományos Akadémia III. (Matematikai és Fizikai) Osztálya a következő idegen 
nyelvű folyóiratokat ad ja ki: 
1. Acta Mathemat ica Hungarica, 
2. Acta Physica Hungarica, 
3. Studia Scientiarum Mathemat i ca rum Hungarica. 
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GRADIENS-MÓDSZER SZOBOLJEV-TÉRBEN: 
LINEÁRIS PEREMÉRTÉKFELADATOK KÖZELÍTŐ MEGOLDÁSA 
POLINOMOKKAL 
KARÁTSON JÁNOS 
Budapest 
A cikk tárgya a gradiens-módszer Hilbert-térbeli általánosításának alkalmazása 2n-
edrendű lineáris elliptikus peremértékfeladatokra. Ebben a megközelítésben a gradiens-
módszer a megfelelő' Szoboljev-térben alkalmazható az általánosított differenciáloperá-
torra. A megvalósítás alapelve Czách László módszerén alapul: ha a tartomány gömbre 
transzformálható, polinomokból álló közelítő' sorozatot készíthetünk. Megmutatjuk, 
hogy ez a gondolat a numerikus megvalósítás során is kedvező tulajdonságokhoz vezet. 
A számítógépes megvalósítás kérdései között részletesebben foglalkozunk a kétdimen-
ziós esettel. A közelítő sorozat konstrukciójának köszönhetően az iteráció lépéseiben 
egyszerű szerkezetű lineáris algebrai egyenletrendszereket kell megoldanunk, s végered-
ményben könnyen megvalósítható, lineáris konvergenciát nyújtó módszerhez jutunk. 
1. Bevezetés 
A gradiens-módszer, amely különböző' variációival együtt lineáris algebrai 
egyenletrendszerek megoldásának egyik leghatékonyabb iterációs módszere, elter-
jedtségét annak köszönheti, hogy diszkretizáció révén jól alkalmazható elliptikus 
peremértékfeladatok közelítő' megoldására. Ezzel szemben az alkalmazások nem-
igen támaszkodnak a gradiens-módszer végtelen dimenziós általánosításaira, bár 
Kantorovics munkái óta e téren is számos eredmény született (lásd pl. [4], [8], [13]). 
A Hilbert-térbeli gradiens-módszert elsőként Czách L. alkalmazta lineáris peremér-
tékfeladatra (in [8]); a gradiens-módszer variációi körében a konjugált gradiens-
módszer peremértékfeladatokra is használható kidolgozása Daniel nevéhez fűződik 
(И)-
E cikk célja előbb Czách L. módszerének kiterjesztése tetszőleges 2n-edrendű 
lineáris Dirichlet-feladatra (beleértve a lépésköz technikai szempontból legegysze-
rűbb választását), majd a numerikus megvalósításhoz szükséges részletek kidolgo-
zása. A kapott módszer, amely gömbön, ill. könnyen gömbre transzformálható 
tartományokon működik, egyszerűen realizálható és lineáris konvergenciát nyújt. 
A 2. szakaszban a Szoboljev-térbeli gradiens-módszer itt szükséges eredmé-
nyeit foglaljuk össze. Az alkalmazás szempontjából a 3. és 5. szakasz a középpont. 
2 KARÁTSON JÁNOS 
A 3. szakaszban módszerünk konstrukcióját és a fő eredményeket ismertetjük (a bi-
zonyítást a 4. szakasz tartalmazza), az 5. szakasz pedig a számítógépes megvalósítás 
kérdéseivel foglalkozik másodrendű egyenlet esetén. 
Köszönetnyilvánítás. 
Ezúton szeretném megköszönni Dr. Czách Lászlónak, hogy megismertette ve-
lem a gradiens-módszerrel kapcsolatos eredményeit és felkeltette érdeklődésemet a 
témába való bekapcsolódáshoz. 
2. A gradiens-módszer Szoboljev-térben 
Az első két, itt idézett tétel a gradiens-módszer Hilbert-térbeli kiterjesztéseiről 
szól. A véges dimenziós gradiens-módszert Kantorovics általánosította korlátos li-
neáris önadjungált operátorra ([7]). Ennek technikailag egyszerűbb, de ugyanolyan 
konvergenciabecslést nyújtó változata az állandó lépésközű (egyszerű) iteráció: 
2.1. TÉTEL (lásd pl. [12]). Legyen H Hilbert-tér, A : H H korlátos önad-
jungált lineáris operátor, melyre alkalmas 0 < m < M konstansokkal 
m||x||2 < (Ax,x) < M\\x\\2 (x E Я) . 
Legyen y E Я , ekkor, mint ismeretes, az Ах = у egyenletnek létezik egyetlen x* E 
H megoldása. 
Válasszunk tetszőleges xq E H kiindulási elemet és legyen 
Xji .— Xji—i txn {ть G N ), 
2 
a hol zn := Axn-1 — y és t := — . M + m 
Ekkor az (xn) sorozat lineárisan konvergál x*-hoz, éspedig 
Szintén [12]-ben olvasható a gradiens-módszer nem korlátos operátorra tör-
ténő kiterjesztésének összefoglalása. Ha ezt a 2.1. Tételre alkalmazzuk, az alábbi 
egyszerű iterációt kapjuk: 
2 . 2 . T É T E L . Legyen H Hilbert-tér, D С Я sűrű altér, L : D - > Я szimmetri-
kus lineáris operátor H-ban, melyre valamely то > 0 mellett 
(Lx, x) > m0\\x\\2 (xED), 
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valamint legyen y £ R(L). Legyen В : D —» H szimmetrikus lineáris operátor li-
bán, melyre az alábbiak teljesülnek: 
(1) R(B) D R(L) 
(2) В és L ekvivalens kvadratikus alakot határoz meg: 3 M > m > 0, hogy 
m(Bx, x) < (Lx,x) < M(Bx,x) (x £ D). 
Jelölje Нв а, В operátor energetikai terét, azaz az (x,y)B := (Bx,y) skalár-
szorzattal ellátott D pre-Hilbert-tér teljessé tételét. 
Tetszőleges xo ED mellett legyen 
(2.1) xn := xn-i - tzn (n £ N + ) , 
2 
ahol zn := B~1(Lxn-i —y) és t := — . M +m 
Ekkor az (xn) sorozat lineárisan konvergál az Lx = y egyenlet x* megoldásához 
a 
(2.2) И1" - »"«в S * »II " < " e N + > 
(p = m0M_1) becslés szerint. 
A 2.2. Tétel már lehetővé teszi, hogy elliptikus peremértékfeladatokra alkal-
mazzuk a gradiens-módszert a megfelelő Szoboljev-térben. Ezt az eredményt a 
következő általános tételben foglaljuk össze. (Ez az N = 1 speciális esetben tar-
talmazza közönséges differenciálegyenletek esetét is.) A numerikus megvalósítás-
kor kiemelten fogjuk kezelni a másodrendű parciális differenciálegyenleteket, ennek 
speciális eseteit a tétel után említjük. 
A tételben a multiindexekre szokásos jelöléseket használjuk: ha а = ( a i , . . . , 
а
п
) £ N+, akkor да := ő"1 • • • d„N és |a | := a x + . . . +aN. H a i f e N , akkor jelölje 
dk azon а multiindexek számát, melyre |a | = к. 
Ismeretes (lásd pl. [10]), hogy bármely ft £ RN sima peremű korlátos tarto-
mányhoz létezik olyan g > 0 szám, hogy 
( 2 . 3 ) e [ \u\2 < [ \д
г
и\2 (и £ # О ( П ) , i = l,...,N). 
Jn Jo 
2 . 3 . T É T E L . Legyen ft С R v korlátos tartomány, 0 < v < 1 , dft £ C2n'". Le-
gyen n £ N+, а
а
р = aßa £ Ck<v(ft) (|a| = \ß\ = к, к — 0,... ,n) és f £ C°'"(ft) 
adott függvények. Legyen p > 0 és tegyük fel, hogy bármely x £ ft esetén 
aaß(x)£o£ß > 0 ( Ь 0 , . . . , п - 1 , ( 6 С 4 ) 
N=|/8|=k 
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és 
Y **ß(*)ic.tß > м Y i^i2 (Í e 
I ос I == 1/31 =n |a|=n 
(Az aaß függvények folytonossága miatt bármely к = 0,... ,n esetén van olyan 
mk > 0, hogy 
Y a°ß(x)btß <mk Y i^I2' ha x e t 6 cdfc-) 
|a| = |/3| = fc M = k 
Legyen D(L) := {и G C2n>v(Ü) : даи\
эи
 = 0 (|a| < n - l)} és tekintsük a kö-
vetkező peremérték feladatot: 
(Lu~ Y ( - 1 )Hda(aa0dßu) = / 
(2.4) J l«l=l/3|<" 
[ ő e u | a n = 0 ( | e | < n - l ) . 
Legyen m := valamint M := X)k=o mk(Nß)k~n (ahol g (2.3)-ból való). 
Készítsük el a következő iterációt: щ G D(L) tetszőleges, majd к = 1 ,2 , . . . 
esetén 
2 
(2.5) uk := uk-1 - — zk (k G N+), M + m 
ahol zk G C2n>v(Ü) a 
' ( - 1 )nAnzk = gk := Luk-i - / 
dazk |en=0 (N<n-1) 
( 2 . 6 ) 
ún. iterációs egyenlet megoldása. 
Ekkor (uk) lineárisan konvergál a (2.4) feladat u* G C2n,"(íí) megoldásához, 
éspedig 
(2-7) И«. - « 1
Я
. ( 0 ) < ^ \ \ L u 0 - / | | L , ( n ) (» 6 N+) 
(ahol p = moM-1 = m(Ng)nM^1). 
Bizonyítás. Ismeretes, hogy D(L) sűrű a Hq(Q.) térben, valamint L szimmet-
rikus és szigorúan pozitív. Emellett a simasági feltételek révén (2.4)-nek léte-
zik (egyetlen) и* £ D(L) megoldása ([2]), így f G R(L). Legyen В := ( - Д ) " és 
D(B) := D(L). Ha igazoljuk, hogy B-re teljesül a 2.2. Tétel ( l)-(2) feltétele a 
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térben, akkor a tétel alkalmazható (2.4)-re, s ezzel megkapjuk a (2.7) becs-
lést. 
(1) A (2.4)-re felhasznált egzisztenciatétel ([2]) érvényes а В = (—Д)п operátor 
esetén is, így R(B) = R(L) = С°>и(Щ. 
(2) A peremfeltételek miatt 
( 2 . 8 ) í (Lu)ü = í V aaß(dau)(dßü) (uED(L)). 
Jn Jn I |a| = |/?|<n 
Hasonlóan, (2.3) iterált alkalmazásával tetszőleges и £ D(B), valamint к = 1 , . . . ,n 
esetén 
N . N 
Í(BU)Ü=[(-ír Ё (di --diu)u= [ Ё I0' 
J ü J n
 ú , . . . , i „ = l í j ,...,íTt = 1 
>(N0)n~k í E \dn---diku\2>(Ng)n í 
Jn , , ./fi 
Emellett (szintén tetszőleges и £ D(B), valamint к = 1,... ,n esetén) 
N 
|a| = fc ii,...,lfc = l |ce| = /c 
12 U . 
Ezekből 
N 
m / (Bu)u = m / E |3íj • • • 3j„u|2 </i / E |őau|2 < / (Lu)u < 
< / E / Т,гп
к
{Ме)к~п E l«5tl •••ö1„u|2 = 
^ k=0 |a| = fc Jíl k=0 h i„=l 
= M / (Hu)ü, 
Jn 
ahol M := E L o m fc(fVp) fc_n. • 
A l . Megjegyzés. A másodrendű esetben (n = 1) az operátor: 
N 
Lu := —_E di(aijdju) + qu. 
i,j=1 
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Az előjelfeltételek ekkor a következők: léteznek olyan p ,mo,m\ > 0 állandók, hogy 
N 
№
2
 < E "ijMtáj < m i k l 2 (X e íí, Ç € CN), 
i,i=1 
valamint 0 < d(x) < то (x € fi). Az alábbi speciális esetekben a p és mi állandók 
egyszerűen becsülhetők: 
(a) Ha az {aij(x)) (x G H) mátrix egyenletesen diagonálisan domináns, azaz 
a := min { min a ^ j — m a x ^ I l a ó llc(f2) > 
akkor p > a , valamint mi < max; l l a ó l l c ( í f ) ' 
(b) Ha az operátor 
N 
Lu := — д1{а1дги) + qu 
i= 1 
alakú, akkor az а
г
 függvényekre az előjelfeltétel jelentése: a := т т
г
{ т т ^ а .
г
} > 0. 
Ekkor p = a , valamint mi = maxi 1 1 I I • (Lásd Czách L. idézett eredményét, 
[8])-
3. A polinomokkal történő közelítés konstrukciója és a módszer 
konvergenciája 
A következőkben ismertetett módszer akkor alkalmazható, ha az H tartomány 
sima transzformációval gömbbe vihető át. 
Ekkor a módszer lényege, hogy az (egységgömbre transzformált) egyenlet 
együtthatóit polinomokkal approximáljuk, és az eredeti egyenlet helyett a per-
turbált egyenlet megoldását közelítjük. Ez utóbbi esetén ugyanis elérhető, hogy a 
közelítő sorozat polinomokból álljon, és ezáltal az iterációs egyenletek megoldása 
lineáris algebrai egyenletrendszerre redukálódjon. Az approximáció javításával a 
gömbön a pontos egyenlet megoldását közelítjük, s ezt a közelítő sorozatot végül 
visszatranszformáljuk az eredeti tartományra. 
Numerikus szempontból a módszer alapja az, hogy a gömbön az iterációs egyen-
leteket lineáris algebrai egyenletrendszerrel megoldhatjuk. Ez a következő tényen 
alapul (1. [8]): legyen S С R " az egységgömb, P pedig (Ar-változós) polinom. Ekkor 
a 
( Anu = P 
( 3 . 1 ) \ 
[ a ° u | a s = o ( H < n - i ) 
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egyenlet и megoldása is (2n-nel magasabb fokú) polinom, amely a következőképp 
kapható meg. Legyen a P polinom foka r, s keressük u-t (a peremfeltételeket eleve 
kielégítő) 
, N 
u(x 1,...,XN) = í ~ 1 ) Q(xi>--->xn) 
^ i=l ' 
alakban, ahol Q is r-edfokú polinom. Ekkor a Anu r-edfokú polinom együtthatói 
a Q együtthatóinak lineáris kombinációi, így Q együtthatóit a Anu és P egyenlővé 
tételéből kapott lineáris egyenletrendszer megoldása adja. (A fellépő mátrix deter-
minánsa nem 0, ugyanis a megfelelő homogén egyenletnek csak triviális megoldása 
van a homogén (3.1) egyenlet konstans 0 megoldásának egyértelműsége miatt. így 
a lineáris algebrai egyenletrendszernek létezik megoldása.) 
Az alábbiakban összefoglaljuk a módszer konstrukcióját és a konvergenciáról 
szóló eredményeket. Az állítások bizonyításait a 4. szakasz tartalmazza. A fent 
említett lineáris algebrai egyenletrendszer alakját a számítógépes megvalósítás kér-
déseiről szóló 5. szakaszban vizsgáljuk meg. 
(a) A konstrukció gömbön 
Legyen p £ N és teljesüljenek az S egységgömbön a (2.4) egyenlet együttható-
ira az alábbi simasági feltételek: 
aa0GC"+1'l'(S) (H = \ß\=i, г = 0,... ,n), f e C ^ ( S ) . 
Ekkor a Jackson-féle approximációs tételeknek köszönhetően ([11]) konstruálhatók 
olyan ( í i a L e N ®s (P ' ) fcgN Uadfokú polinomokból álló sorozatok, melyekre az 
alábbi becslések teljesülnek: 
(1) |a | = ß\ = i (i = 0 , . . . ,n) , j = 0 , . . . ,p + i esetén: 
(3.2) | | a ^ _ a g | | c j ( _ < _ A _ ( f c e N ) ; 
(2) j = 0 , . . . ,p esetén 
(3.3) II 
(ahol A > 0 fc-tól független állandó). 
Definiáljuk az L operátor közelítéseit a következőképpen: и £ D(l}k 1) = D(L) 
esetén legyen 
Lík)u:= ( - 1 ) H Ő « (а^Уи). 
\a\ = \0\<n 
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A (2.4) feladatot ezáltal az alábbiakkal közelítjük: 
L^u = / М 
( 3 - 4 ) , 
Ö° U | a 5 = 0 ( H < n - l ) 
Alkalmazzuk a (3.4),, feladatokra a 2.3. Tétel-beli gradiens-módszert az Wq0' := 0 
kezdőfüggvénnyel! Ekkor e szakasz bevezetőjében írtak következményeképp a (3.4)fc 
egyenlethez készített (w^) sorozat mindvégig polinomokból áll, amelyeket lépésen-
ként egy lineáris algebrai egyenletrendszerrel határozhatunk meg. 
Legyen végül (m^)fcf N —> oo szigorúan növekedő indexsorozat és 
u(k) :=4mfcl. 
azaz az (k, j £ N) kétindexű sorozatból alkalmas „átlós" típusú egyindexű 
sorozatot választunk. 
Azt várjuk, hogy az U(fcj sorozat az eredeti (2.4) Lu = f feladat megoldásához 
konvergál. 
(b) A konstrukció egyéb tartományon 
Legyen p € N, és teljesüljenek az fi С R w tartományon a (2.4) egyenlet együtt-
hatóira az (a) ponthoz hasonlóan az alábbi simasági feltételek: 
aaß £ C p + i ' " ( f i ) ( H = \ß\ =i, t = 0 , . . . , n ) , / e C ' f ) . 
Tegyük fel, hogy található olyan T £ C2n+1+P'l/ diffeomorfizmus, melyre de tT ' ± 0 
5-on. (Akkor T ' 1 is C ^ + ^ ^ - b e l i . ) 
Legyen и £ L2(fi) esetén 
(3.5) Tu := (и о T) | de tT ' , 1 / 2 
Ekkor T : L2(f i) —» L2(S) izometria, emellett (T simasága miatt) f bijekció 
CP+2>"(ß) és ÇP+2'"(S) között is. Kézenfekvő, de terjedelmes számolással iga-
zolható, hogy L := TLTszintén másodrendű lineáris differenciáloperátor, mely-
nek együtthatói öröklik L együtthatóinak simaságát. Itt L definíciója szerint 
L(Tu) = T(Lu) (и £ D{L)), ami azt jelenti, hogy a 
{ Lu = / fi-ban 
és (3.6)b 
"lao = 0 
egyenletek ekvivalensek. Azaz: 
и megoldása (3.6)a-nak <=> Tu megoldása (3.6)b-nek. 
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A gömbre transzformált (3.6)b egyenlethez az (a) pontban megadott eljárással 
elkészíthetjük a (w(k)) közelítő sorozatot. Ebből az 
(u{k)) := ( f - l w { k ) ) = ((w(fc) о T _ 1 ) I det (Т~1)'\1/2) 
sorozat az eredeti egyenletet közelítő sorozat lesz. 
Ez az eset csak akkor vizsgálható érdemben, ha a szóban forgó T bijekció 
könnyen megadható. Erre az 5. szakaszban látunk példát (b. pont). 
(c) A módszer konvergenciája 
3.1. T É T E L . Legyen < q2 < 1, r G N adott, 1 <h< ( j ^ ) 7 ^ ésmk := 
[hk\ (hk egészrésze), ha ke N. Ekkor 
(i) 3 с > 0, 0 < q < 1: 
(3.7) | |U ( F C ) - «* | |
я
* . ( п ) < cqk (k G N); 
(ii) Ha 2 n > [ f J + 1, akkor 3 ci > 0 : n' := 2n - | _ f j - 1 mellett 
(3.8) \\и{к)-и*\\Сп1(й)<с1Як (ke N); 
(iii) Ha p > N, akkor r < ^ ^ esetén a (2.4) egyenlet megoldására u* € C 2 n + r ( f í ) 
teljesül, valamint 3cr > 0, 0 < qT < 1: 
(3.9) ||u(fc) - u* | |c2„+ , . ( ï ï ) < crqk (ke N); 
(iv) Ha p > f , akkor r <p +1/ - f esetén u* G C2n+r(ft), és 30 < qT < 1, továbbá 
M К С fi kompakt részhalmazhoz 3 cT(K) > 0: 
(3.10) ||u(fc) - и*\\с2п+чк) < Cr(K)(qr)k (k G N). 
3.1. Megjegyzés. Említést érdemel a tétel következő speciális esete: másod-
rendű egyenlet közelítésekor az eredeti (2.4) feladat simasági feltételeivel (azaz 
p — 0 mellett) a (ii) becslésből N = 2 és 3 dimenzió esetén egyenletes konvergen-
ciát nyerünk. 
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(d) Analitikus együtthatók esete 
Ebben a pontban megemlítjük, hogy ha (síkbeli feladat esetén) az együttha-
tófüggvények analitikusak, akkor ezek jobb approximációs tulajdonságai miatt a 
konvergenciabecslések is javulnak. 
Legyen tehát N = 2, valamint az aaß és f függvények analitikusak fl-on (azaz 
egy fi-at tartalmazó nyílt halmazon). 
Ha van olyan T : S —> fi valós-analitikus bijekció, melyre detT" ф 0 S-on, ak-
kor a (2.4) egyenlet — a fentebb látott transzformációval — olyan egyenletbe vihető' 
át, ahol az együtthatók és jobboldal analitikusak az S egységkörlapon. (A megfe-
lelő transzformáció létezésével az 5.c) pontban foglalkozunk.) Ekkor az 5 körlapon 
most olyan és ( / ^ ' ) f c 6 N fc-adfokú polinomokból álló sorozatok készíthe-
tőek, melyekre alkalmas A > 0 É S 0 < ç < l állandók mellett, bármely |A| = \ß\ < n 
esetén 
\\aaß - < aqk és | | / - / [ f c l | | c J ( 5 ) < Aqh (ke N). 
A továbbiakban a módszer ugyanúgy folytatódik, mint az (a)-(b) pontokban, 
csupán most elég az mj, := к indexsorozattal értelmezni az и ^ függvényeket. 
3 . 2 . T É T E L , и* G C°°(Ti), emellett bármely r G N esetén 3 cr > 0 , 0 < qr < 1 : 
I K ) - U * l l c ' ( n ) (кеЩ. 
A módszer megvalósítása akkor a legegyszerűbb, ha az a a ß és / függvények 
Taylor-sorba fejthetőek egy fi-at tartalmazó nyílt halmazon. Ekkor a sor szeletei 
adják az és fW polinomokat. 
4. A konvergencia bizonyítása 
A bizonyítást külön végezzük az egységgömbön, majd erre visszavezetve egyéb 
tartományokon. Ezek előtt, az első pontban a bizonyításhoz szükséges approximá-
cióelméleti eredményeket foglaljuk össze. 
(a) Approximációelméleti segédtételek 
4 . 1 . T É T E L ( [ 8 ] ) . Legyen S С R v A nyílt egységgömb, К С S kompakt rész-
halmaz, a,ß G N, p : S —> R pedig n-edfokú polinom. Ekkor léteznek olyan 
А, В > 0 n-től független konstansok, hogy 
IIPIIC(S) ^ AtiN\\p\\lhs) ilL \\P\\c(K) < 
(A tétel [8]-ban N = 2 esetén szerepel, az általános eset bizonyítása ezzel tel-
jesen analóg.) 
A következő tétel [9] 2. tételének módosítása. 
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4.2. TÉTEL. Legyen S С RÁ a nyílt egységgömb, f G L2(S). Legyen (pn) : 
S —> R tetszőleges polinomsorozat, ahol ( g r p n ) (azaz a pn polinomok fokaiból álló 
számsorozat) monoton növő, továbbá (e„) monoton fogyó 0-sorozat, melyre 
\\Pn- f\\L4S)<e„ (ne N). 
Legyen r G N. Ekkor a következők teljesülnek: 
(i) Ha (&Pj+i)N+2rej < oo, akkor f G Cr(S) és 3c > 0: 
OO 
Ibn - f\\c. (S) < cY2 (grp]+1)N+2re, (n e N). 
j=n 
(ii) Ha V • ( g r p j + i ) T T r £ j < oo, akkor f G Cr(S) és V К С S kompakt részhalmaz 
esetén 3 с к > 0: 
oo 
Ibn - ПсЛК) < CK Y ) ( g r p j + i ) f + 4 (П e N). 
j=n 
Bizonyítás. Analóg az eredeti [9] 2. tétel bizonyításával, ha abban a polinomok 
fóliát (ami ott n) az általános grpn-re cseréljük, valamint a felhasznált segédtétel-
ben a fenti 4.1. tételt használjuk az Zd-normabecslés helyett. 
j.l. Következmény. Legyen S С R a nyílt egységgömb, К С S kompakt rész-
halmaz, а, с > 0, 0 < q < 1, k G N + , / G L2(S). Legyen (p n) : S —> R polinomso-
rozat, melyre g rp n < ank, emellett 
Ibn - f\\L4s) < cqn (n G N). 
Ekkor / G C°°(S) és V r G N esetén 3 cr > 0, 0 < qT < 1, hogy 
\\Pn - f\\Cr(s) < crQr (ne N). 
( / G C°°(S) itt azt jelenti, hogy / majdnem mindenütt megegyezik egy ( ^ ( S j - b e l i 
függvénnyel. A továbbiakban is így értjük egy L2(S)~beli függvény simaságát.) 
Bizonyítás. Alkalmazhatjuk a 4.2. Tétel (ii) részét £„ := cqn mellett, hiszen 
alkalmas c m > 0 és q < qm < 1 konstansokkal 
oo oo oo 
£ (grPj+i ) m £j < a c Y ^ U + l ) f c m b < = r ^ T - C ( m e N ) . • 
r qm 
j—n ]=n j=n 
Közvetlenül megfogalmazható a 4.2. Tétel következménye, ha a polinomsorozat 
fc-adikig bezárólag vett deriváltjainak L2-beli konvergenciáját tesszük fel, s a tételt 
ezekre alkalmazzuk. 
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4-2. Következmény. Legyen 5 С R " a nyílt egységgömb, к £ N + , / £ Hk(S). 
Legyen (p n) : S —> R tetszőleges polinomsorozat, ahol (grpTl) monoton növő, to-
vábbá (£n) monoton fogyó 0-sorozat, melyre 
\\Pn ~ /11я1(5) — ( n e N ) . 
(i) Ha r € N és ( g r P j + i ) N + 2 r £ j < oo, akkor / £ Ck+r(S) és 3 с > 0: 
OO 
llPn - f\\c^+-(s) ^ &P)N+2r£j (" e N)-
j=n 
(ii) Ha r £ N és Z j ( g r P j + i ) * ' < oo, akkor / £ C f c + r (5 ) és V AT с 5 kompakt 
részhalmaz esetén 3 сд- > 0: 
oo 
llPn - /НсЧ"(К) ^ °K Ц (g rPj + l ) ~ + 4 í ( n G N ) -
j—n 
(b) A konvergencia bizonyítása gömbön 
Tekintsük a (2.4) egyenletet az fi = 5(0,1) С egységgömbön a 2(a) sza-
kaszbeli feltételekkel, és készítsük el az ott megadott konstrukció szerinti „átlós" 
közelítő sorozatot. (Az (mk) indexsorozatot tehát egyelőre még nem rögzítjük.) 
A 2.3. Tételben láttuk, hogy az eredeti Lu = / egyenletre alkalmazott gradiens-
módszer kvóciense az L operátornak а В = ( - A ) n operátorra nézve vett m 
és M határaitól függ. Először e határoknak (az approximált operátorokban) fc-tól 
való függéséről szóló lemmára van szükségünk. 
4.1. L E M M A . Bármely 0 < m' < m és M' > M esetén található olyan N0 £ N 
index, hogy ha к > N0, akkor az JLtfc] operátor és M w határaira m^l > m' és 
MW < M' teljesül. 
Bizonyítás. Abból következik, hogy a (3.2-3) becslések révén (2.8) perturbáci-
ója tetszőlegesen kicsivé tehető (Bu, u)-hoz képest, így (L^u, u) határai tetszőlege-
sen közel kerülhetnek (Lu, и) eredeti határaihoz. A részletes számolást az olvasóra 
bízzuk. 
4.3. Következmény. Található olyan N0 £ N index, hogy ha к > No, akkor az 
и = /[fcl egyenleteknek létezik (egyetlen) и £ D(L) megoldása. 
Bizonyítás. Mivel LM együtthatói és /W polinomok, így (bőségesen) teljesí-
tik a 2.3. Tételben idézett simasági feltételeket. Ezért ha к > No esetén 
alsó 
határa pozitív, akkor létezik egyetlen megoldás. 
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4.4. Következmény. Található olyan N0 G. N index és 0 < < 1, hogy ha 
к > Nq, akkor az L^u = / М egyenletekre alkalmazott gradiens-módszer lineári-
san konvergál q\ kvócienssel. 
Bizonyítás. Legyen 0 < m' < m és M' > M. Ekkor a 4.1. Lemma alapján az 
ott kapott N0 £ N index, valamint q\ := megfelelő'. 
4 . 2 . L E M M A . На Cp+"-beli együtthatók esetén a 3(a) pontbeli konstrukciót 
alkalmazzuk, akkor ek := фф mellett, ha pedig analitikus együtthatók esetén a 
3(d) pontbeli konstrukciót alkalmazzuk, akkor ek := Aqk mellett az alábbi becslés 
teljesül. Alkalmas A\ > 0 mellett 
(4.1) - « * | |
я 2 „ ( 5 ) < А,ек (ke N), 
ahol и* a (2.4), u^ pedig a (3.4)fc egyenlet megoldása. 
Bizonyítás. Mivel Lu* = / és L^u^ = / М , így 
L[k] („[*] - u*) = (L - LM)U* + /М - / . 
(4.2) | |LM(„M -u*)\\LHS) < | | ( b - L W ) « 1 L , ( e ) + »/W - f\\L4sy 
Itt 
J<n |a| = |/3|=j 
Az összeg minden tagjában a deriválások elvégzése után aaß — legfeljebb j-
edik deriváltjai szorzódnak u* legfeljebb 2j-edik deriváltjaival. A 3(a) vagy (d)-beli 
konstrukciókat éppen úgy definiáltuk, hogy e szorzatok első tényezőinek maximum-
normája £fc-val becsülhető. A második tényezőkben vehetjük u* szereplő derivált-
jának L2-normáját. Összegezve (háromszög-egyenlőtlenség után): 
II (L - L[k])u*\\L2{s) < const. • £fc||u*||H2„(S). 
Emellett (szintén a konstrukció szerint) 
||/[fc] - f\\L4s) < const.. Il/M - f\\c(S) < const.. ek, 
így (4.2)-ből 
||£1Ч(„[Ч - u*) II
 L i ( s ) < const. -£k (ke N). 
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A 2n-edrendű Bernstein-Ladüzsenszkaja-egyenló'tlenség szerint 
| |L [ F CV||L 2 ( 5 ) > const. • I N I h ^ s ) (w e H2n(S) П Hq(S)), 
amiből már következik a kívánt (4.1) becslés. 
4 . 3 . S E G É D T É T E L . Tekintsük a 3(a) vagy (d) pontbeli konstrukciót, és legyen 
£k > 0 mint az előbbi 4.2. lemmában. Legyen (mk)keN —» oo növekedő indexsoro-
zat és u^) := 4"Ч 
Ekkor az alábbi négy állítás teljesül: 
(i) 3 C2 > 0, 0 < <72 < 1, hogy az (w^j) sorozat az 
(4.3) ||tt(fc) - « * | | я , . ( 5 ) < emk + c2q!j (к € N) 
becslés szerint konvergál u*-hoz. 
(ii) Ha 2n > |_f J + 1, akkor 3 c3 > 0 : rí := 2n - [ f J - 1 mellett 
(4.4) | | u ( f c ) - и * | | с „ ' ( 5 ) < c3(£mk +c2q%) (ke N) 
(iii) Ha valamely r e N esetén V . [( j + \)(mj+\ + 2n)] N+2r(emj + c2ql) < oo, ak-
kor и* e C2n+r(S) é s 3 c 4 > 0 : V f c G N esetén 
OO 
(4.5) \\uW - U*||C2,.+r(5) < C4 [(j + l)(mJ + l + 2 n ) ] Г{£т, + C2Ç2) 
j=k 
(iv) Ha re N és [Ü + l ) ( " i j+ i + 2ri)] T+r(emj + c2ql,) < 00, akkor u* G 
C2n+r(S) ésV К С S kompakt részhalmaz esetén 3 ск > 0: 
oo 
(4.6) ||u(fc) - u*\\c2ll+r(K) <cKJ2 [Ü + 1 ) ( % 1 + 2n)] f + r ( e m j + C2Ú). 
j=k 
Bizonyítás, (a) Könnyen látható, hogy a (3.4)fc egyenlet közelítésekor u^ po-
linom marad, melynek foka 
(4.7) gru[)] = j(k + 2n) (kJ G N). 
Ui. griiQfc' = grO = 0, és ha u[)]_x ( j - 1 )(k + 2n)-adfokú polinom ( j € N + ) , ak-
kor ( L W U ^ ! - / № ) ((j - 1 )(k + 2n) + fc)-adfokú polinom lesz (hisz a[£]ß és /№ 
fc-adfokú polinomok). A 
d*zf |a5 = 0 (H<n-1) 
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egyenletből polinom és gr z[k] = ( j - 1 )(k + 2n) + k + 2n = j(k + 2n), végül 
uf := u[Y - tz[k] révén grulk] := max { grulk}_vgr z\k]} = j(k + 2n). 
(i) A (3.4)fc feladatra vonatkozó (2.7) becslésre — felhasználva (4.7)-et, és hogy 
w € Hq{S) esetén | M | i 2 ( 5 ) < const. • | |и/| |я„(5) — alkalmazhatjuk a 4.1. következ-
ményt. így v\k 1 G C2n(S) és 3 d2 > 0, qi < q2 < 1: 
h l k ] - u ? \ \ c ^ s ) < d * á (J e N). 
Ebből alkalmas C2 > 0 konstanssal 
(4-8) 
Innen rögtön következik (4.3), hiszen (4.1) és (4.8) alapján 
II«* -«(к)Пя«-(5, = | К - 4 т 1 1 | | я - ( 5 ) ^ 
< | | « * - t i ^ | | H í . ( s ) + ||«[mfcl - 4 m f c l L - ( S ) ^ ^ + c 2 q k (к 6 N). 
(ii) (4.4) annak folyománya, hogy ha n : = 2 n — — 1, akkor a Szoboljev-féle 
beágyazási tétel szerint H2n(S) С Cn (S), és alkalmas сз > 0 mellett | | H l c ' ( S ) < 
с з | И |
я а
. ( 5 ) , Ь а « ; е Я 2 » ( 5 ) (1. [1]). 
(iii)-(iv) Mivel (4.7) szerint g ru { k ) = g r u ^ 1 = k(mk + 2n) (k G N), így (4.3)-
ra alkalmazva a 4.2. következmény (i)-(ii) álítását (ezt a Hfî(S)-beli megfelelő 
normák ekvivalenciája miatt megtehetjük) megkapjuk bizonyítandó tételünk (iii)-
(iv) részét. • 
(A továbbiakban az egyszerűség kedvéért feltesszük, hogy a 4.1. lemmában és 
két következményben N0 = 1. Ez nem megszorítás, hiszen véges sok tag módosu-
lása minden felhasznált becslésben csak a konstans szorzó értékét változtatja meg.) 
A 3.1. Tétel bizonyítása (az egységgömbön) 
fcï 
Í R S J (hv+») 
A 4.3. segédtételt alkalmazhatjuk ek := jAn mellett. 
(i) Most e m t = < jr—^r (B> A állandó). Mivel h > 1, így 
q := < 1. 
Legyen с := max {/?, C2}, q := max {q,q-2}, ahol q2 a (4.8)-ban szereplő kvóciens. 
Ekkor 
emk + c2qk < ß(q)k + C2qk < cqk (k G N). 
így a kívánt (3.7) becslést (4.3)-ból kapjuk. 
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(ii) A Szoboljev-féle beágyazási tétel következménye. 
(iii) Most 
Y2 (0 ' + ! ) Ц + 1 + 2n)) + r ( e m j + c2qJ2) < 
j=k 
< K ± ( ( j + lW)N+2r (JLJ+c2q{]< 
j=k 
(J + l)N+2r(hN+2^)j + K 2 J ) ( j + l)N+2r(hN+2rq2)j. 
j=k j=k 
(К, К i , K 2 alkalmas pozitív konstansok.) Itt az IV + 2r — 7 < 0 feltétel épp azt 
biztosítja, hogy a h N + 2 r ~ 7 kvóciens 1-nél kisebb legyen, így az első tagban szereplő 
sor konvergens, sőt megadható olyan K3 > 0, 0 < <73 < 1, hogy összege felülről be-
csülhető АГздз-nal. Ugyanígy becsülhető a másik sor K4qk-nal (ott a h-ra tett fel-
tevésből hN+2rq2 < 1), így fennáll a 4.3. segédtétel (iii) pontjának feltétele, s ezért 
(4.5) szerint, с' := C4 max {A3, K4}, q' := max { 9 3 , 9 4 } mellett fennáll a kívánt (3.9) 
becslés. 
(iv) Ugyanúgy igazolható, mint (iii); itt a /i"3"+r~7 < 1 feltételt kell felhasz-
nálni. • 
A 3.2. Tétel bizonyítása (az egységgömbön) 
Ugyanúgy történik, mint az előző, a 4.3. segédtételt most ek := Aqk mellett 
alkalmazhatjuk. A (iii) pontban 
00 00 
£ [(j + 1 )(mj+1 + 2 n ) ] N + 2 T ( e m i + c2qi) < M, £ ( j + 1 fN+2r)(Aq> + c 2 ^ ) , 
j=k j=k 
itt a majoráns sor az előzőekhez hasonlóan becsülhető c rç£-nal. • 
(с) A konvergencia bizonyítása egyéb tartományon 
Tekintsük az eredeti (2.4) egyenletet és alkalmazzuk a (3.5) transzformációt! 
4 . 3 . L E M M A . Legyen T G С 2 П + 1 + Р ^ ( 5 , П ) , k G { 1 , . . . , 2 N + p}. Ekkor az 
alábbi normák ekvivalensek: 
(i) 1Ы1я*(П) é s I I^I Ih ' íS)! 
(ii) IMIcRÏÏ) é s H^llcRS)-
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(Ha T analitikus, akkor (i) és (ii) tetszőleges ke N esetén igaz.) 
Bizonyítás. Legyen először k= 1. Az R := det T'\ jelöléssel Tu := (uoT)R, 
így г = 1 , . . . , TV és и e H 1 (fi) esetén 
(4.9) дфи) = E ( д
г
Т
к
) ( Э
к
и о T)R + (и о T)dtR = ^(д<Тк)Т(дки) + ^ T u . 
к к 
Itt R e C2n+p(S) és R ф 0 S-on. Ebből 
+ 
diR 
R C(S) 
LIR«|| LRS) 
= max\\diTk\\C{1) E R^lli^n) + diR R C(S) М1ь»(П) < const- • М я ч « ) ' 
amiből már következik, hogy 
TFI(S) - const- • 1М1я1(П)-
(A másik irány szerepcserével hasonló). Ugyanígy adódik (4.9)-ből 
| | ô i ( f u ) | | c ( 5 ) < const. • ЦиЦсцп), 
amiből az előbbi módon (ii) következik. 
А к > 1 eset ugyanígy, több számolással igazolható. (A fellépő együtthatófügg-
vények T simasága miatt Cfc-beliek, s a nevezőbe mindig a pozitív alsó korláttal 
rendelkező R függvény kerül.) 
4-4- Következmény. Az L operátor 3.b. pontbeli értelmezése miatt tetszőle-
ges и E L 2 ( f i ) , V = Tu E L2(S) esetén (Lv,v) = (Lu,и). Mivel (Lu,и) és |MI#J(ÍÍ) 
ekvivalensek, így a 4.3. lemma alapján (Lv,v) és IMIKJ(S) is azok. Emellett L 
együtthatói öröklik L együtthatóinak simaságát, így a transzformált (3.6)b egyen-
letre igaz a 3.1, ill. 3.2. tétel. 
4-5. Következmény. A transzformált (3.6)b egyenletre tehát igazak a (3.7-10) 
becslések az egységgömbön, így pedig a 4.3. lemma szerint a becslések (alkalmas 
konstansokkal) (3.6)a-ra is teljesülnek. Ezzel a 3.1. és 3.2. tételt igazoltuk. 
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5. A módszer számítógépes megvalósítása 
Amint a 3. szakaszban láttuk, a módszer alapja az, hogy az egységgömbön 
az iterációs egyenleteket lineáris algebrai egyenletrendszerrel megoldhatjuk. Eb-
ben a szakaszban részletesebben megvizsgáljuk a fellépő' egyenletrendszert másod-
rendű peremfeladat esetén. A gömbre való transzformáció két speciális esetének 
megadása után összefoglaljuk a módszer előnyeit és hátrányait. Végül egy példán 
szemléltetjük a módszer alkalmazását. 
(a) Az iterációs egyenletrendszer 
A gömbre transzformált másodrendű egyenlet közelítésekor olyan 
(5.1) 
Au = p 
u | a 5 = 0 
alakú iterációs egyenleteket kell megoldanunk, amelyekben a p jobboldal polinom. 
Erre a következő módszer javasolható (1. a 3. szakasz bevezetésében): legyen a p 
polinom foka n, s keressük u-t (a peremfeltételeket eleve kielégítő) 
u(x i,.. .,xN) = ( ~ 1 Ыжь • • ->xN) 
x
 i= í ' 
alakban, ahol q is n-edfokú polinom. Ekkor a Au n-edfokú polinom együtthatói 
a q együtthatóinak lineáris kombinációi, így q együtthatóit а А и és p egyenlővé 
tételéből kapott lineáris egyenletrendszer megoldása adja. 
(1) Milyen alakú ez az egyenletrendszer? 
Legyen a p n-edfokú polinom 
p(xu...,xN) = E E cku...,kNxk i „к • X N • 
m=0 fciH |-A:jv=m 
Az említettek szerint (5.1) megoldását a következő alakban keressük: 
u(xi,x2, • • .,XN) = ~ • •. ,XN), 
ahol 
n 
_ \ \ \ „ „ki kN 
N 
m=0 ki H hkfij — Ttx 
meghatározandó n-edfokú polinom. Ekkor a Au n-edfokú polinomban — rögzített 
к := ( fe i , . . . , fcn) multiindex esetén, ahol \k\ := ki + h kn < n — az x^1 • • • 
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tag együtthatója a q polinom együtthatóinak lineáris kombinációja lesz. A q 
polinom ismeretlen együtthatóira megoldandó egyenletrendszer tehát azt írja le, 
hogy ez a kombináció megegyezik ckll...,fc„-nel minden к multiindex esetén, melyre 
|fc| < n. 
Rögzített x £ Rn és |fc| < n esetén legyen xk := xkl • • • x \ ; |/c| < n — 2 és adott 
1 < i < N index esetén xk+ := x2xk; tetszőleges к multiindex és i ф j indexek ese-
tén pedig 
x 
k = I x\x~2xk {k3 > 2) 
• I 0 ( k j < 2 ) . 
Jelölje továbbá ak, a1^, al+'J az xk, xk+, xk+ J__ hatvány együtthatóját a q poli-
nomban; legyen végül ck := ckl kN-
A Au = p egyenlőség alapján könnyen látható, hogy и-ban xk+ együtthatója 
a k + E Ű к — a 
i+ 
3 = 1 
з Ф
г 
ebből pedig felírható a keresett egyenletrendszer: 
(5.2) a k t + 2 ) ( f c i + 1 ) + 
i= 1 
N , N 
t=l 4 3 = 1 
j^i 
-a
l+)(kl + 2)(fci + 1) = cfc < n) 
Az egyenletrendszer együtthatói ritka (sparse) mátrixot alkotnak, a ck jobb-
oldal esetén ui. csak olyan ak, ismeretlenek szerepelnek, ahol a k' multiindex leg-
feljebb két helyen, egyféle lehetséges módon különbözik а к multiindextől. Ez azt 
mutatja, hogy n növekedésével a nem 0 együtthatók száma korlátos marad, éspedig 
(5.2) szerint legfeljebb N2 + 1 lehet. Másfelől, mivel az említett különbség a multi-
indexek megfelelő koordinátái között legfeljebb 2 lehet, az együtthatókból képzett 
mátrix sávmátrix lesz az (5.2) rendszert alkotó egyenletek bármely olyan sorrendje 
esetén, amikor a ck jobboldalak multiindexeinek rendje növekszik. 
(2) Érdemes megvizsgálni egyszerűség kedvéért az TV = 2 esetet. 
Hogyan írható fel ilyenkor grp = n esetén az egyenletrendszer [A(n)j mátrixa? 
A fellépő egyenletek száma (|fc| = ki+k2 <n miatt) an := (n+1Kn+2) ; e z e k a ckl,k2 
együtthatók multiindexei szerint rendezhetők, ezzel (5.2) jobboldala 
( 5 . 3 ) C T = (COO, СЮ, COL, . • • , C„O, С „ _ 1 Д , . . . , CON) 
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lesz. írjuk fel az г-edik egyenletet (г = 1 , 2 , . . . , а
п
) ! Itt az г index egyértelműen 
felírható г = m(™+1) 4. j ( m = о, 1 , . . . , n; j = 1 , 2 , . . . , m + 1) alakban, ekkor az i. 
egyenlet jobboldalán c m _ j + i j _ i szerepel. 
Bevezetve az alábbi jelöléseket: 
'
 A+-2 - (m + 2- j)(m + 3 - j ) ( j = 3 ,4 , . . , , m + 2 
:=j(j + l) + (m + 2-j)(m + 3 - j ) ( j = 1 , 2 , . . . , m + 1 
Aí7+2 :=j(j + 1) ( j = l , 2 , . . . , m - l 
M ) B ^ :=-(m+ 2-j)(m + 3 - j ) 
*£S2 -=3(3 + 1) 
ill. Xi am-j+i,j-i 
Ci •— C m - — 1 
az i. egyenlet a következő' lesz: 
(5.5) 
( ( a ) ha j = 1 ,2 : 
Л
(ггг) . 4 (m) . т-)(т) . r>(m) 
i,i Xi + Ai,i+2Xi+2 + -U+2m+3 + = cz 
(b) ha 3 < j < m - 1 : 
j f T7T. J , . ч(пг) , o(m) I o(m) 
А+!_2Х^2 + AU Xi + dy2ri+2 + B+ 'xi+2m+3 + B\^2xi+2m+5 = Ci 
(c) ha j = m,m + 1 : 
^ ( m ) . л(гп) ,
 n(m) . r>(m) _ -
А и ^ - г + AU + BU 'xi+ 2 m+3 + Вг,,+2я.+2т+5 = с,. 
( j = 1 , 2 , . . . , т + 1 
( j = 1,2,...,т + 1 
( j = 1,2,...,т + 1 
( j = 1,2,..., m + 1 
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Tehát az [A(n)] 6 R a " x a " mátrix az alábbi alakú: 
z 
ж 
в
1 
1
 I 
I A I 
1 
A" 
ahol rögzített 0 <m <n esetén az Am, ill. Bm mátrix (ji,y2)-edik eleme (5.4) 
jelöléseivel л И , ill. (jr := гг - r = 1,2). így (5.5) szerint az Am € 
R(m+i)x(m+i) b l o k k m > i esetén tridiagonális, a Bm G R("H-i)x(m+3) blokk pedig 
2 átlóból áll. 
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Pl. П = 4 
P ( 4 ) ] = 
Az [A(n)] mátrixoknak a sávos szerkezet mellett további előnyös tulajdonsága, 
hogy egymásba skatulyázottak, azaz 0 < к < n esetén az [A^)] £ R™*.*1*'. mátrix 
az [A(n)] £ R a " x a " mátrixnak од-adik főminorja. Ezért, ha n lépésig akarjuk kö-
zelíteni egyenletünket, akkor csak [A(nj]-et kell meghatározni, és minden lépésben 
a megfelelő főminort használhatjuk az (5.2) egyenlet felírásához. 
Végül érdemes megjegyezni, hogy a főátló alatti elemeket fölülről lefelé sor-
ban eltüntethetjük, s így an — 2n — 1 lépésben felsőháromszög-mátrixot kapunk, 
melynek soraiban szintén legfeljebb 5 nemzérus elem szerepel, s ezek továbbra is 
az [A(n)]-ben talált sávban helyezkednek el. 
(b) Példák gömbre való transzformációra 
A 3. szakasz szerint ahhoz, hogy a (2.4) egyenletre az ismertetett gradiens-
módszert alkalmazhassuk, az egyenletet az egységgömbre kell transzformálnunk. 
Ehhez arra van szükség, hogy explicit alakban ismerjünk egy T : S —* fi bijekciót, 
melyre detT" ф 0 S-on. Az alábbi két esetben megmutatjuk, hogy ha ismerjük a 
tartomány peremét alkalmas módon leíró Ck,v-beli, ill. analitikus függvényt, akkor 
a megkívánt simaságú bijelccióra egyszerű formula adható. 
1. Legyen fi С K N olyan csillagtartomány, melynek öf i határa Cfc,"-beli. 
Feltehető, hogy az fi tartomány 0-ra nézve csillagszerű és tartalmazza S-et (hi-
szen ha nem, egy eltolással és nagyítással segíthetünk ezen). Legyen <9fi Ск,1/-beli. 
Ekkor — áttérve (r,ipi,...,<é>jv-i) polárkoordinátákra és a ip :— (ip\,..., ipN-i) 
jelölést használva — a határ pontjai előállíthatók r — d(ip) alakban, ahol d £ 
C ^ R N - I ) pozitív értékű, [0, тг)JV_2 x [0, 2Tr)-periodikus függvény; az fi Э S fel-
tétel miatt d > 1. 
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4 - 2 - 2 
8 
8 
- 6 - 2 
- 2 - 6 
14 2 
12 
2 14 
- 1 2 - 2 
- 6 - 6 
- 2 - 1 2 
22 2 
18 6 
6 18 
2 22 
32 2 
26 6 
12 24 12 
6 26 
2 32 
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A d függvény segítségével megadunk egy T : S -+ fi Ck*v simaságú bijekciót, 
melyre det T' ф 0. 
A T : S —> fi bijekció a 0-t hagyja helyben, 0-t kivéve pedig polárkoordiná-
tákkal adjuk meg és ezt 0-val jelöljük. Éspedig, R € (0,1] és <p £ [0, TT)n~~2 x [0,27r) 
esetén legyen 
9(r,p) := (F(r,p),p) 
(azaz sugárirányú nagyítást végzünk), ahol 
í r , ha 0 < r < 1/2 
F(r ip) •= < ~ 
[ r + (d(ip) - l ) (2r - l ) f c + 1 , ha 1/2 < r < 1 és p tetszőleges. 
Mivel tetszőleges p esetén г ь-» F(r,p) szigorúan növő és F(l,p) = d(p), ezért lát-
ható, hogy в valóban egy T : S —» fi bijekciót határoz meg. 
Az r n F ( r , 9 ) függvény definíciójából az is következik, hogy det0 ' ( r , <p) = 
dTF(r,p) / 0 (г ф 0, p tetszőleges). Könnyen látható továbbá, hogy F, és így 
в is örökli d simaságát, azaz Cfc'"-beli. Mivel az utóbbi két tulajdonságot a po-
lártranszformáció megőrzi, a 0 egy környezetében pedig T az identitás, így teljesül 
a T-re megkívánt két további tulajdonság is: T £ C k é s d e t T ' ф 0 S-on. 
2. Legyen fi С R 2 és Г := <9fi analitikus görbe. Keresendő olyan T : 5 —> fi 
analitikus bijekció, melyre det T ' ф 0. 
A kívánt T transzformáció mindig létezik. Ugyanis, ha az S és fi síkbeli 
halmazokat С részhalmazaiként tekintjük, akkor [3] 49a tétele alapján van olyan 
/ : S —» fi konform leképezés, amely dS-et Г-ba viszi és analitikusan kiterjeszthető 
egy S-at tartalmazó nyílt halmazra. Emiatt a T : S —» fi, 
T(x, y) := ( Re f(x + iy), lm f{x + iy)) 
leképezés megfelel a kívánalmaknak: mivel / komplex analitikus bijekció, ezért T 
valós analitikus bijekció, és mivel [3] 51. tétele alapján f ф 0 5-on, ezért d e t T ' = 
| / f ф 0 5-on. 
T képlettel való megadására pl. az alábbi esetben nyílik lehetőség. 
Legyen 7 : [0,2-тг] —> С olyan görbe, amely a 
00 
7(T)= E A-EINÍ 
n= — OO 
Fourier-sor összegeként áll elő. Ha valamely с > 0 és q E (0,1) mellett = 0 és 
\0"n\ < cQn (n € N+) , akkor Г = fí(j) analitikus. Emellett az 
oo 
(5.6) f ( z ) := E] anZn 
n=0 
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komplex függvény, amely ekkor analitikus az origó közepű, l / q sugarú nyílt kör-
lapon, dS-et Г-ba viszi. Az / által (5.6) szerint meghatározott T leképezés tehát 
megfelel a célnak, ha / bijekció és / ' Ф 0 S-on. (Ekkor ugyanis S T-képe csak 
f\ lehet, s a fentiek szerint így analitikus bijekciót kapunk S és fi között, melyre 
det T' ф 0 S-on). Ehhez pl. egyszerű elégséges feltételt ad meg a fenti konstansokra 
tett Iai I > a kikötés, ahol er := = c{2-q)q2{l - < ? ) . Ekkor ugyanis 
bármely z,w G S esetén 
l / W - / И = X > n ( * kwn-l-k 
n = l k=О 
a i + E a n E z ' w l - l - k w\ > ( |a i | 
1—2 k=0 n=2 
• 11/ q\z w\ 
(ahol q = |ai | - a > 0), így / bijekció és V г € S esetén \f'(z)\ > q > 0. 
(c) A módszer előnyei és hátrányai 
faj Előnyök 
1. A módszer egyszerűen algoritmizálható. A megoldandó egyenletet approxi-
mációs polinomokkal pótolt egyenletekkel közelítjük. Az approximált egyenletekre 
alkalmazzuk a gradiens-módszert, s ekkor az iteráció minden lépése a következő' két 
részbó'l áll. Ha ismerjük clZ U közelítést, akkor 
(i) meghatározzuk a gn := Lun — f polinomot, ami polinomok összeadását, szor-
zását és deriválását jelenti; 
(ii) gn jobboldallal megoldjuk а Д z n — gn, zn\gs = 0 feladatot, ami egy lineá-
ris algebrai egyenletrendszer megoldásából áll; a kapott zn megoldásból az 
iín+i un — m, + M, zn formula adja meg a következő' közelítést. (Itt m' és M' 
az approximált operátorok közös határait jelölik). 
2. A fentiek következtében a módszer numerikusan egyszerűen realizálható. 
A polinomok szorzása és deriválása nem okoz nehézséget, s az egyenletrendszerek 
megoldása is — minthogy a fellépő mátrixok ritka (sparse) és sávos struktúrájú 
mátrixok — könnyen elvégezhető'. 
3. A módszer segítségével a közelítéseket folytonos alakban, azaz a megol-
dási tartományon értelmezett formulával állítjuk elő, éspedig polinom formájában. 
Ennek a diszkretizációs eljárásokkal (véges differencia-, végeselem-módszer) össze-
hasonlítva az alábbi előnyei vannak: 
— Jobban kihasználja a tartomány alakját. A diszkretizációs módszerek ugyanis 
különösen téglalap (téglatest) alakú vagy sokszög (poliéder) által határolt tar-
tományon alkalmazhatók jól. Esetünkben azonban — vagyis gömbön — a 
tartomány rácsfelbontásánál nehézségek lépnek fel, a tartomány polár típusú 
transzformációjakor pedig az egyenletben jelenik meg szingularitás. 
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— A tartomány minden pontjában a közelítő függvényérték egyszerűen meghatá-
rozható. 
— Ha a kapott közelítő megoldással további számításokat kell végezni, ezek poli-
nomokkal egyszerűen elvégezhetők (differenciálás és integrálás helyett például 
lineáris kombináció). 
4. Amint láttuk, elég sima együtthatók esetén a közelítések megfelelő derivált-
jaikkal együtt egyenletesen konvergálnak az u* megoldáshoz és annak megfelelő 
deriváltjaihoz. Ha ez fennáll a második deriváltakig bezárólag (ehhez elég a p> N 
feltétel), akkor az u* megoldás alakjának megőrződését kapjuk. Ha ugyanis pl. 
u* > 0 (vagy d{U* > 0, ill. D2u* pozitív définit) fl-on, akkor egy index után ez 
igaz lesz az un közelítésekre is. Ezért ha a megoldás pozitív (vagy az i. változóban 
növekedő, ill. konvex), akkor ez a (megfelelő pontosságú) közelítésekre is öröklődik. 
(A kvalitatív tulajdonságok ilyen típusú megmaradását más feladattípus, ill. 
módszer során is vizsgálták e lap hasábjain [6].) 
b) Hátrányok 
1. A módszer csak egyszerűen gömbre transzformálható tartományon alkal-
mazható. 
2. Az egyenletrendszerekben fellépő mátrixok sávszélessége nagyobb, mint pl. 
a véges differenciák módszerében. 
3. A nagyobb sávszélességek miatt a szükséges műveletigény is nagyobb. 
(d) Egy példa 
A modellfeladat 
{ dx (e£^3Ldxu) — dy ( e ^ d y u ) = 4 — x — t/ az 5 С R 2 egységkörön 
u | a s = 0. 
Legyen a(x,y) e - ^ , valamint f{x,y) := 4 — x — у (x, у € S). Itt 
m := mina = és M ~ max a = e 1 ^ . 
Az m és M számok az 
2 
Lu — — di(adiu) = f 
í=i 
operátor diagonális együtthatómátrixának határai (1. 2.1. megjegyzés) és egyben 
a 2.3. tételben szereplő m és M állandók is. 
Az a együtthatófüggvény analitikus, így a közelítő polinomokat Taylor-sorának 
szeleteiből vehetjük: 
k=0 
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A közelítés pontosságaként pl. az 
M N ) 
becsléssel számolhatunk. így ha n > 2, akkor az 
n 
L W « : = - ^ ^ ( a W a i t i ) 
í = i 
operátor alsó határa már pozitív: 
0 < m' : = e-1'^ - e1'^ • — < + e1'^ • — = : M ' . 
16 - 16 
Ebbó'l következik, hogy ha az iterációt a 
2 1 
t := —- — = — t T—= 0.7933 
m' + M1 ch(l/V2) 
lépéshosszal végezzük, akkor a konvergencia elvi kvóciense 
M ' - m ' 
= 0.7094 
M' + m1 
lesz. 
A numerikus kísérletben a(x,y) helyett az a^(x,y) közelítést helyettesítettük. 
Az uo := 0 kiindulási függvénnyel végeztük el a gradiens-módszer által definiált 
iterációt: ha megvan «„, akkor 
zn a — Azn = L^un — / , zn\dS = 0 feladat megoldása, 
un+\ ~ un — 0.7933 • zn. 
Az Lun függvények kiszámításához a zn és un polinomokat együtthatómátrix alak-
jában tároltuk, így a parciális deriváltak és szorzatok egyszerűen meghatározha-
tók. Az iterációs egyenletek megoldásához a polinomok együtthatóit az (5.3)-ban 
megadott oszlopvektorba rendeztük. Az algoritmust (a lineáris algebrai egyenlet-
rendszerek megoldását is beleértve) a MATLAB programcsomaggal fut tat tuk le. 
Az (5.7) feladat pontos megoldását ismerjük: 
u*(x,y) = -X2 -у2). 
Ez lehetó'vé teszi a közelítő' sorozat tényleges hibájának meghatározását. 
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A 
h n : = ||LT* - U N | | T F I ( S ) 
hibákat alkalmas numerikus kvadratúrával határoztuk meg (közelítőleg). Emellett 
a 3.2. tétel szerint a sorozat egyenletesen is konvergál, ezért kiszámítottuk az 
en := max |u* — un\ 
s 
hibákat is. (Ezeket szintén közelítőleg, polárkoordinátás rácshálón határoztuk 
meg.) Az iterációt az en < 0.01 pontossági kritériumig végeztük. A hn-re és en-re 
kapott értékeket az alábbi táblázat tartalmazza. 
п 1 2 3 4 5 6 7 
hn 3.0291 1.2042 0.5791 0.2919 0.1487 0.0740 0.0332 
en 1.1250 0.4204 0.1948 0.0926 0.0455 0.0213 0.0090 
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G R A D I E N T M E T H O D IN S O B O L E V SPACES: A P P R O X I M A T E S O L U T I O N 
O F L I N E A R B O U N D A R Y VALUE P R O B L E M S USING P O L Y N O M I A L S 
JÁNOS KARÁTSON 
The subject of the pape r is the appl icat ion of the Hilbert space version of the gradient met -
hod (GM) t o linear elliptic bounda ry value problems of 2n- th order . In this se t t ing t he G M is 
applied to t he generalized differential opera to r in the corresponding Sobolev space, thus redu-
cing the original p roblem to auxil iary Poisson equat ions. T h e principle of realization is based 
on László Czách 's m e t h o d in the case of domains t ha t can be t r ans fo rmed to a ball. Namely, 
the approx imat ing sequence is cons t ruc ted to consist of polynomials . Th is yields t ha t the solu-
tion of the auxi l iary equat ions can be achieved by solving sys tems of linear algebraic equa t ions 
(SLAE-s) wi th sparse matr ices . T h e me thod yields linear convergence in Sobolev norm, moreover, 
for smoo th enough coefficients we have un i form convergence. Numerical pe r fo rmance is investiga-
ted with the two-dimensional case in focus. T h e m e t h o d is easy to realize, requir ing the solution 
of SLAE-s of s imple s t ruc tu re , and yields linear convergence. 
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NAGYSEBESSÉGŰ INFORMATIKAI HÁLÓZAT ADATFORGALMÁNAK 
MATEMATIKAI STATISZTIKAI JELLEMZÉSE* 
G Á L ZOLTÁN, IGLÓI E N D R E ÉS DR. T E R D I K G Y Ö R G Y 
Debrecen 
A kommunikációs hálózatok modellezésének és a m a t e m a t i k a i s ta t i sz t ikának is ak-
tuál i s p rob lémá ja a nagysebességű hálózatok tanu lmányozása . Ebben a cikkben a Deb-
receni Univers i tas Egyesülés F D D I gyűrű je routereinek forgalmi ada t a i t az idősoranalízis 
módszereivel vizsgáljuk. A szezonális komponensek kivonása u t án az idősorok minde-
gyike a hosszú memór iá jú fo lyamatok jellegzetes tu la jdonságá t m u t a t j a . A m e m ó r i a 
pa ramé te rek re há rom különböző módszerrel is becslést adunk . 
1. Az F D D I gyűrű 
Debrecenben az Universitas Egyesülés intézményeinek helyi adatátviteli háló-
zatait egy homogén, nagysebességű optikai hálózat kapcsolja össze. Ez a világon 
jelenleg legelterjedtebb, FDDI (Fibre Distributed Data Interface) 100 Mbps átviteli 
sebességű MAN technológia. Erre a gyűrű topológiájú városi hálózatra pillanatnyi-
lag hat darab CISCO AGS+/4 típusú router berendezés segítségével kapcsolódnak 
az intézmények (KLTE: Kossuth Lajos Tudományegyetem, ATOMKI: MTA Atom-
magkutató Intézete, DATE: Debreceni Agrártudományi Egyetem, DOTE: Deb-
receni Orvostudományi Egyetem, DRK: Debreceni Református Kollégium, MFK: 
KLTE Műszaki Fó'iskolai Kar) helyi, csillag topológiájú optikai Ethernet hálózatai. 
Az intézmények többségének van bizonyos saját eró'forrás gépparkja, ami sajnos az 
igényeket nem képes kielégíteni, többek között ezért is gyakori, hogy a felhasználók 
a városi hálózat segítségével a szomszédos intézmények számítógépes szolgáltatásait 
is jelentós mértékben igénybe veszik. Az interaktív terminálhasználat, a fájlátvitel, 
az elektronikus levelezés, könyvtári keresőrendszerek, valamint az Internet látvá-
nyos grafikus szolgáltatásai mind olyan alkalmazások, amelyek a debreceni városi 
hálózatot egyre inkább adatok átvitelével terhelik le. Lehetőségünk van a gerinc-
hálózati eszközök interfészein áthaladó keretek számának időegységenkénti méré-
sére és letárolására, ill. az FDDI gyűrűre kapcsolódó router berendezések procesz-
* Ez a munka az OTKAT019501 támogatásáva l készült. 
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szorainak idó'egységenkénti terhelését mintavételezni egy erre a célra fejlesztett, 
Cabletron Spectrum nevű menedzsment szoftverrel. Jelen esetben a mintavétele-
zési időköz 10 perc. 
A használt CISCO routerek egyprocesszorosak, így az interfészek között routolt 
minden egyes csomag processzálását a router processzora végzi. Minden routernek 
van egy FDDI interfésze és négy, hat vagy nyolc Ethernet interfésze. Van néhány 
olyan interfész, amelyeken több IP network is definiálva van, ezek száma viszont 
kicsi. A routerek nemcsak IP csomagok routolását, hanem IPX és DECnet cso-
magokat is processzálnak. Ezen túlmenően a nem routolható protokollokat, mint 
például a LAT (Local Area Transfer), hidalják. 
A router adott interfészére kapcsolt, ugyanazon network két gépe közötti forga-
lom nem jelenik meg a routerben, így annak processzorát sem terheli. Egy csomó-
pont akkor küld a routernek csomagokat, ha routing és címtábláját kell frissítenie, 
ill. amikor más networkhez címzi a csomagját. A routerek a csomópontok forgal-
mától függetlenül a hálózati kapcsolatokra vonatkozó adminisztrációs, ú.n. routing 
információkat is küldenek egymásnak. Ez a típusú adminisztrációs forgalom lénye-
gesen kisebb az adatforgalomnál, viszont ez is a routerek processzorait terheli. 
A csomópontok közötti forgalom kétfajta. Az egyik a batch jellegű adatfor-
galom, ami a levelező szerverek közötti forgalomból, valamint az adatbankok tük-
rözését végző szerverek közötti adatforgalomból származik. A másik az interaktív 
jellegű adatforgalom. Ezt a felhasználói kliens gépek közötti, ill. a kliens-szerver 
adatcsere okozza, miközben a felhasználók a hálózati alkalmazásokat használják. 
Ilyenek például a terminálemulació, a WWW használat és az esetleges fájlátvitelek, 
valamint a WWW szerverek cache funkciójának biztosítása. 
Megállapítható, hogy a router processzorának terhelése függ egyrészt az intéz-
ményi belső hálózatos forgalomtól, másrészt az adott intézmény városi forgalmától. 
2. Az idősorok analízise 
2.1. Szezonalitás 
Az analízisünk alapjául szolgáló öt idősor az ATOMKI, a DATE, a DOTE, 
a DRK, és az MFK routerek processzorainak a megfigyelési időpontsorozatokban 
mért pillanatnyi terhelési adatai. A KLTE adatai technikai okokból hiányoznak 
(mivel a menedzsment szerver a többi gerinchálózati eszköz — repeater és bridge 
— portjai forgalmi adatainak gyűjtése miatt túlterhelt volt). Az adatok százalék-
ban vannak megadva, mégpedig egész értékre kerekítve. Az 1. és a 2. ábrán az 
ATOMKI ill. a DATE idősor látható. 
Látszik, hogy nincs trend, ami várható is volt. így a tulajdonképpeni első lépés 
az egyes idősorokon belüli függőségi viszonyok tanulmányozása, vagyis a tapasz-
talati autokorreláció sorozatok kiszámítása. A 3. ábrán az ATOMKI-é található, 
az első 1000 lépésig. Észrevehető az egy napos, 24 x 6 = 144 periódusú (a megfi-
gyelési időköz 10 perc, azaz 1/6 óra), és az egy hetes, 7 x 24 x 6 = 1008 periódusú 
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szezonális komponens. Ez látható a 4. ábrán. Ezeket a determinisztikus perió-
dikus függvényeknek tekintett komponenseket (ill. a maradékosztály átlagolásos 
módszerrel becsült értéküket) kivontuk az idősorokból, és maradékokként kaptuk a 
most már stacionárius sorozatoknak tekinthető öt idősort. A továbbiakban ezekkel 
foglalkozunk. 
2.2. A hosszú memóriájúság és a memória paraméter becslése 
2.2.1. A hipotézis felállítása. A szezonalitás eltávolítása után visszamaradó 
sorozat tekinthető zajnak is. Ebben az esetben azt várnánk, hogy a klasszikus 
Box-Jenkins modell szerinti autoregressziós mozgó átlag (ARMA) sorozatról van 
szó, aminek a spektrálsűrűségfüggvénye (a továbbiakban spektrum) korlátos. Ezért 
a következő lépésben kiszámítottuk a zaj idősorok periodogramjait. A periodogram 
a spektrum becslése. Az 5. ábrán az ATOMKI zaj periodogramja látható. A többi 
négy is hasonlóan jól mutat ja az 
(c pozitív konstans) tulajdonságot, ami a hosszú memóriájú ú.n. FARMA (Fracti-
onal ARMA) idősorok spektrumaira jellemző. 
Egy stacionárius idősort hosszú memóriájúnak szokás nevezni, ha az autoko-
variancia sorozata, R(k), k = 0 , 1 , 2 , . . . , olyan lassan csökken, ha к —> oo, hogy 
J2 |-R(fc)| divergens. Ez ekvivalens azzal, hogy az /(Л), A 6 [—7Г,7г] spektrum nem 
korlátos. Az irodalomban és a gyakorlatban szinte kizárólag csak olyan hosszú me-
móriájú folyamat fordul elő, amely spektrumának pólusa A = 0-ban van és az |A|~215 
rendű. A 6 6 [0, A) paramétert a folyamat memória paraméterének nevezzük. Egy 
ilyen idősor jól közelíthető FARMA folyamattal, amelynek előállítása 
ahol yt egy véges rendű ARMA folyamat, I az identitás és В az eltolás (Back-shift) 
operátor. (1.2)-ből az xt folyamat spektruma 
(1.3) /x(A) = | l - e~iX\ 2Ä/y(A), A G [-тг.тг], A # 0 , ha «5 > 0. 
Az yt folyamat spektruma, fy(A) folytonos [—7г,7г]-п és pozitív, ezért igaz (1.1). 
A 6 = 0 az ARMA esetnek felel meg, ekkor a spektrum korlátos, az autokovarian-
cia sorozat pedig a végtelenben exponenciálisan csökken. Ezért a S — 0 esetben a 
folyamat rövid memóriájú, a 0 < <5 < | esetben hosszú memóriájú. Tehát a sta-
cionárius ARMA modell rövid memóriájú és a FARMA modell speciális, elfajult 
esetének tekinthető. 
Itt kell megjegyeznünk, hogy a hosszú memóriájú folyamatokra sok szempont-
ból egész más törvények érvényesek, mint a rövid memóriájúakra, tehát az idősor-
analízis klasszikus módszereivel óvatosnak kell lenni (ld. [1]). Erre a jelenségre egy 
egyszerű példa a következő alpontban található (2.1) összefüggés. 
( 1 . 1 ) /(A) ~ C|A|_2ä, A 0 
(1.2) xt = ( i - B) 6yt, t e z 
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Tehát a hipotézisünk az, hogy az idősorok, azaz mostmár a zaj sorozatok hosz-
szú memóriájúak, pontosabban hosszú memóriájú FARMA folyamatok. A továb-
biakban néhány, ennek a hipotézisnek az eldöntésére használható módszert fogunk 
alkalmazni. Nem célunk a modellek (a sztochasztikus differenciaegyenletek ill. az 
ARMA részek) pontos megadása, csak a hosszú memóriájúság és a memóriapara-
méter vizsgálata. Az alábbi három módszernek éppen az a közös előnye, hogy a 
modell pontos ismerete nélkül is tesztelhető velük a hosszú vagy rövid memóriájú-
ság, ill. becsülhető a memóriaparaméter. 
2.2.2. Szórásnégyzet-idő grafikon. A módszer ([1], 92. o., [6], 75. o.) lényege, 
hogy a 6 memóriaparaméterű hosszú memóriájú idősorokra a rövid memóriájúaktól 
eltérően az xm szórásnégyzete m _ 1 -nél lassabban konvergál 0-hoz: 
(2.1) D2xm ~ cm26-1, m oo, 
с egy pozitív konstans. Logaritmust véve, 
logD2xm « loge + (26 - l ) logm, m —» oo. 
Szedjük szét az idősort к darab m hosszúságú diszjunkt részre, és becsüljük D2xm-
ot а к darab rész átlagainak s2(xm) tapasztalati szórásnégyzetével! Csináljuk meg 
ezt több (m, k) párra, úgy, hogy m is és к is nagy legyen, és ábrázoljuk logs^(Tm)-
ot log m függvényeként! Példaként a DRK megfelelő függvénye látható a 6. ábrán. 
A folytonos vonal 6 = 0-nak felel meg. Rövid memóriájú idősor esetén a csilla-
gos és a folytonos vonal párhuzamos lenne. A módszer használható a 6 becslésére is 
(bár a 6 becslés aszimptotikus viselkedése elméletileg még nem tisztázott). Ugyanis 
8 a csillagokból álló „egyenes" legkisebb négyzetek módszerével becsült meredek-
sége. 
ATOMKI DATE DOTE DRK MFK 
8 0.28 0.13 0.26 0.42 0.35 
6 szórásnégyzet-idő módszerrel való becslései 
2.2.3. R/S módszer. A módszer ([1], 33. о.) a tapasztalati szórással (Standard 
deviation) való osztással skálainvariánssá tett „adjusted Range" statisztikát al-
kalmazza, innen származik a neve. A hosszú memóriájú folyamatok felfedezője, 
Hurst arra használta, hogy kiszámítsa, mekkora kapacitású víztároló kellene a Ní-
lus vízhozamának egyenletessé tételéhez. A becslési eljárást ezen a példán keresztül 
vázoljuk. 
Vizsgáljuk a következő, diszkrét idejű stacionárius rendszert! Tegyük fel, hogy 
a víztárolóból való egyenletes sebességű kifolyáson kívül nincs vízveszteség (pl. pá-
rolgás)! Ha a víztároló szintje a í-edik évben ugyanakkora, mint a t + n-edik évben, 
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és %i CLZ Í-edik évben befolyt vízmennyiség, továbbá 
Уз = E Xi 
1=1 
a j-edik évig összesen befolyt vízmennyiség, akkor 
R(t.n) — max 
0 <i<n 
Vt+i ~Vt (yt+n - Vt) 
n 
— mm 
0 <i<n 
yt+i -yt (yt+n - yt) 
n 
az a minimális kapacitás, ami ahhoz kell, hogy ne csorduljon túl és ne ürüljön ki a 
víztároló a t és t + n idó'pontok között. Ez az „adjusted range". Jelöljük S(t, n)-nel 
az x t + i , . . . ,xt+n tapasztalati szórását! Hurst ábrázolta a log (R(t, n) / S (t,n))-eket 
a logn függvényében, különböző n-ekre és f-kre, és észrevette, hogy nagy n-ekre 
(3.1) log Я R(t,n) 
S(t,n) a + Я logn, ahol - < Я < 1, 
és E most a í-kre való átlag képzést jelenti, minden egyes rögzített n-re. Ez a 
tulajdonság egyértelműen jellemzi a hosszú memóriájú folyamatokat, ugyanis rövid 
memóriájúakra 
'R(l,nY 
E 
5(1, n) ~ С П
2
 , n oo, 
с egy pozitív konstans ([5]). It t meg kell jegyeznünk, hogy a memória paraméterre 
kétféle jelölés szokásos, S és a Mandelbrot által bevezetett, Hurst-re emlékeztető 
H = 6+ 
A fenti módszert az MFK idősorra a 7. ábra szemlélteti. Minden egyes n-re 10 
darab csillag jelenti a tíz féle t értékhez tartozó log (R/S) értéket. 
Becslést is kaphatunk <5-ra, ha a csillagokból álló ponthalmazra legkisebb négy-
zetes becsléssel egyenest illesztünk, ugyanis (3.1) szerint az egyenes meredeksége 
Я = <5 + i . A 7. ábrán látható egyenesek a két szélsőséges esetnek, a 6 = 0-nak és 
a í = i -nek felelnek meg. 
ATOMKI DATE DOTE DRK MFK 
6 0.36 0.18 0.23 0.4 0.32 
<5 R / S módszerrel való becslései 
2.2-4- Periodogramot használó legkisebb négyzetes becslés. Az először [2]-ban 
vizsgált módszer a spektrum (1.1) és (1.3) tulajdonságain alapszik. Ha / „ ( A ^ j - v e l 
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jelöljük a periodogram л ' п ) helyen felvett értékét, akkor 0-hoz közeli Л'п) frekven-
ciákra 
(4.1) log/n(A<n)) = log/(A<">)+ log ^ ^ « —2<51ogA<n) + loge + log ^ ^ 
(c egy pozitív konstans). [3]-ban és [4]-ben sikerült bebizonyítani, hogy az yt ARMA 
folyamatot végtelen mozgó átlagként eló'állító innovációs folyamat eloszlására vo-
natkozó, itt nem részletezendő', egyébként egyszerű és elég gyenge feltétel mellett 
van olyan A*"' alappont rendszer sorozat, hogy az ezen 
A<n)-kre felírt (4.1) line-
áris modellből <5-ra kapott legkisebb négyzetes 6n becslés sorozat konzisztens és 
aszimptotikusan normális eloszlású. A Sn aszimptotikus szórásnégyzet sorozata is 
megadható, az alappont rendszer függvényeként. 
A következő táblázat az ezen módszerrel kapott <5-becsléseket tartalmazza. 
ATOMKI DATE DOTE DRK MFK 
6 0.31 0.25 0.28 0.39 0.48 
6 periodogramot használó legkisebb négyzetes becslései 
Továbbá, mivel 6 n aszimptotikus eloszlása normális, vizsgálhatjuk a 
H0 : S = О, ciz az äz idősor rövid memóriájú 
H 1 : 6 > 0, CLZCLZ 3JZ idősor hosszú memóriájú 
hipotézisrendszert. A hipotézisvizsgálat eredménye: a megfigyelt elsőfajú hiba 
mind az öt esetben 10 - 5 alatt van, azaz gyakorlatilag nulla, tehát minden szo-
kásos szintnél, CLZCLZ CL lehető legbizonyosabban elutasíthatjuk a H0 hipotézist. 
A 8. ábrán a DATE idősor esetében a periodogramnak és a becsült <5-hoz tar-
tozó spektrumnak (a periodogram által részben takart, hiperbola alakú függvény) a 
módszer által használt A'™' alappontokhoz tartozó része látható, mindkettő azonos 
konstans szorzótól eltekintve. 
3. Összefoglalás 
A Debreceni Universitas FDDI csomópontjaiban elhelyezkedő routerek procesz-
szorainak időegységenkénti terheltségét vizsgáltuk. Sikerült megmutatni, hogy a 
terheltséget a hosszú memória jellemzi. Az alkalmazott három becslési módszerrel 
kapott memória paraméterek mind az öt idősorra közel vannak egymáshoz, átla-
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gaikat pedig a következő táblázat tartalmazza. 
ATOMKI DATE DOTE DRK MFK 
6 0.32 0.19 0.26 0.4 0.38 
S becslések átlagai 
Megjegyezzük, hogy hasonló felismerés — video jelsorozat ill. Ethernet hálózat 
forgalmi adatai hosszú memóriájúsága — található [l]-ben ill. [6]-ban. 
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M A T H E M A T I C A L S T A T I S T I C A L C H A R A C T E R I Z A T I O N O F H I G H - S P E E D 
C O M P U T E R N E T W O R K T R A F F I C DATA 
ZOLTÁN G Á L , E N D R E IGLÓI AND G Y Ö R G Y T E R D I K 
T h e s tudy ing of high-speed networks is an ac tual p roblem in bo th fields of model ing of com-
municat ion networks and in ma thema t i ca l s tat is t ics . In th is pape r the m e t h o d s of t ime series 
analysis are applied t o t he traffic d a t a of the routers by t he F D D I ring of Univers i tas of Debre-
cen. Af te r deseasonalizat ion the five d a t a series examined are found to be long-memory processes. 
T h e long-memory p a r a m e t e r s are es t imated by three different me thods . 
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EGY ASZINKRON SZTOCHASZTIKUS APPROXIMÁCIÓS TÉTEL 
ÉS NÉHÁNY ALKALMAZÁSA 
SZEPESVÁRI CSABA* 
Szeged 
A dolgoza tban Markov döntési problémák adap t iv opt imál i s kontroll jával foglalko-
zunk. Bebizonyí tunk egy aszinkron sztohaszt ikus approximációs té te l t . A té tel legfó'bb 
a lka lmazása a Markov döntési p rob lémákban az opt imál i s költségfüggvények becslése. 
Ezért a do lgoza tban a Markov döntési problémák elméletét is á t t ek in t jük , m a j d be-
m u t a t j u k a tétel há rom alkalmazását . Végül megkons t ruá lunk néhány asz impto t ikusan 
opt imál i s adap t ív pol i t ikát . 
1. Bevezetés 
Tegyük fel, hogy adott egy véges X állapottér és egy szintén véges A akciótér és 
megfigyelhetjük a { , a j 7 ^ ) } kontrollált Markov-folyamatot, ahol 6 I a i 
politikával vezérelt rendszer f-edik pillanatbeli állapota és G А а 7r politika által 
eló'írt akció szintén a í-edik pillanatban, ahol az állapotváltozások a p(x, a, y) G [0,1] 
állapotátmenet függvény által adottak (x,y G X,a G A), mégpedig: 
P ( & i . - , 4 * > ) = 
Tegyük fel, hogy minden lépésben jelentkezik egy c[7r') G R költség melyet megfi-
gyelhetünk és amelyre áll, hogy 
ahol c(x,a,y) G R rögzített (x,y G X,a G A), de nem ismerjük sem a p átmenet-
valószínűségeket, azaz az egyes akciók hatását, sem a c ^ közvetlen költségek a 
pillanatnyi állapotátmenettó'l való függését, azaz c-t. Ebben a cikkben azzal a kér-
déssel foglalkozunk, hogy hogyan adható meg olyan eljárás, amely tetszőleges véges 
* A cikk elkészítésének ideje a la t t a szerző a J A T E - M T A Mesterséges Intel l igencia K u t a t ó -
csopor t j ának m u n k a t á r s a volt. 
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X, A terekre, átmenetvalószínú'ségekre és költségekre egy aszimptotikusan optimá-
lis 7Г kontrollt eredményez abban az értelemben, hogy a 7r által vezérelt rendszerre 
igaz, hogy 
(1) J i m P ( a W e á ' ( ^ ) ) = l . 
Itt £o = ( Y е8У tetszőleges véletlen kezdőállapot, és A* (x) az x E X állapotbeli 
optimális akciók halmaza abban az értelemben, hogy ha a ' * ' € A* ( í t ^ ' ) minden 
t-re, akkor a bejövő költségek sorozatának lecsengetett összegének várható ér-
téke tetszőleges kezdőállapotra minimális lesz. Azaz egy ilyen akciókat előíró 7r* 
politikára 
OO 1 R OO 
£ У С Г > | & = « =INFE = « 
t = 0 t = 0 
A mondott A*(x) halmazrendszer létezése jól ismert (a teljesség kedvéért az ide 
vonatkozó eredményeket röviden ismertetjük a 3. fejezetben). Nyilván az optimális 
akciók halmaza, А*(ж), ftigg az átmenetvalószínűségektől és a közvetlen költségek-
től. A*(x)-et a következő nem-lineáris, Bellman típusú fixpontegyenlet megoldásá-
val lehet megadni: 
, a , y ) + 7 m i n < 3 * ( y , 6 ) j . 
yex
 6 
A mindkét oldalon szereplő Q* : X x A —• R függvény az ún. optimális akció 
költség függvény és az x állapotbeli A*(x) optimális akciók épp a Q*(x,a)-1 mini-
malizáló akciók. 
Ezek alapján logikus, ha az (1), aszimptotikus optimalitást kielégítő politikák 
konstruálását p és с és ezáltal Q*, vagy esetleg közvetlenül Q* becslésére alapozzuk. 
A továbbiakban a következő feltevésekkel élünk: 
1.1. Feltevés. Adott egy a'77 ' ) kontrollált folyamat, mely egy véges 
állapot- és akció-terű (X,A,p,c) Markov döntési folyamathoz és valamely 7r po-
litikához tartozik. Legyen T t a ( f ^ , ot[n\ folyamat teljes múltja által ge-
nerált (j-algebra. Adott továbbá véletlen költségek egy с[ж) sorozata úgy, hogy 
E[c{tn)\ft] = c ( d ! U í : U ( 7 r ) ) és Var [ é f ^ T t ] < С valamely oo > С > 0 számra. 
Továbbá c(Y és függetlenek, ha adott a múlt. 
Az aszimptotikusan optimális politikák konstruálásakor fellépő problémákat a 
következő eljárással illusztráljuk: Tételezzük fel, hogy úgy döntöttünk, hogy p-t 
és c-t becsüljük, ebből kiszámoljuk Q* egy becslését, majd Q* becslése segítsé-
gével megadjuk a választandó akciókat. Speciálisan, tegyük fel most, hogy p-t 
és c-t egyszerű átlagolással becsüljük: Jelöljük n t(x,o)-val azt, hogy — x, 
Alkalmazott Matematikai Lapok 19 (1999) 
EGY ASZINKRON SZTOCHASZTIKUS APPROXIMÁCIÓS TÉTEL ... 41 
a-" ' = a) hányszor fordult elő az első f-lépésben: nt(x,a) = E^oxid^' = 
a\*'> = aj. Ekkor legyen 
X, 
= j ^ = г > а ' = 1 = » ) ' h a « t ( « , a ) > 0 ; 
( 0, különben, 
а p becslése а f-edik lépésben és hasonlóan legyen 
( 0, különben, 
с becslése a f-edik lépésben. Világos, hogy pt —• p és ct —» с m .т . , ha minden 
pozitív valószínűségű (x ,a ,y) átmenetet (azaz az olyan átmeneteket, amelyekre 
p(x,a,y) > 0) végtelen sokszor jár be a kontrollált folyamat. Ez ekvivalens az-
zal, hogy minden állapotot végtelen sokszor jár be és, hogy minden állapot-
ban minden akciót 7i végtelen sokszor próbál ki. Egy ilyen 7r-t erősen elegendően 
felfedezőnek nevezzünk. Ilyenkor könnyű látni, hogy az Mt = (X,A,pt,Ct) MDP-
khoz tartozó Q* optimális akció költség függvények sorozata is tart Q*-hoz (lásd a 
4.1.2. fejezetet is) és elég nagy f-re a megfelelő A*t(x) is optimális akciókat ad majd 
meg. Tehát ha 7i nagy t-kre az „optimálisnak tűnő", A*t ( f j j ^ - b e l i akciókat írja elő, 
akkor aszimptotikusan optimális lehet (1) értelmében. Azonban, ha ir csak ilyen 
akciókat ír elő, akkor már nem feltétlenül lesz erősen elegendően felfedező — te-
hát 7r-nek időnként szuboptimálisnak tűnő akciókat is elő kell írnia: Ezek az akciók 
nem feltétlenül rontják 7i teljesítményét amennyiben egy pontosabb modell becs-
lését teszik lehetővé. Az optimális akciók választásának kívánalma mindenesetre 
ellentmondani látszik a döntési probléma megismerésére való törekvésnek. Meg 
fogjuk mutatni, hogy ez az ellentmondás látszólagos és feloldható, ha a politika ál-
tal előírt szuboptimális akciók aránya megfelelő ütemben csökken (pl. az x állapot 
t-edik látogatásakor a szuboptimálisnak tűnő akciók választásának valószínűsége 
1/í-vel arányos).1 
A fenti módszerben pontosan elkülöníthető két rész: a modell (p, с vagy épp 
Q*) becslését célzó, valamint a becslést lehetővé tevő és aszimptotikusan optimális 
irányítást megadó rész. A következő, 2. fejezetben bemutatunk egy általános mód-
szert, mellyel sokféle becslő algoritmus konvergenciáját tudjuk bizonyítani. Ezután 
röviden ismertetjük a Markov folyamatok optimális vezérlésének elméletét a 3. fe-
jezetben, majd a 4. fejezetben rátérünk az adaptív politikák konstruálására. Ennek 
*Az át lagos költség kr i t é r ium i roda lmában ez a „randomizálás" módszer néven i smer t . Egy 
másik fontos módszer a becslések torz í tásának módszere , amikoris a becsült mennyiségeket úgy 
torz í t j ák , hogy azok az akciók, amelyeket kevesebbszer használ t a poli t ika j o b b n a k t ű n j e n e k , 
mint ami t a to rz í t a t l an becslésük ad. Ezzel a módszerrel nemrégiben az át lagos költség k r i t é r ium 
esetére olyan asz impto t ikusan opt imál is polit ikákat sikerült megadni , amelyek konvergencia se-
bessége is opt imál i s [6]. A lecsengetett vá rha tó összköltség k r i t é r iumra Robb ins j avaso l ta ezt a 
torzí tásos módszer t . 
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keretén belül először bemutatjuk, hogy a 2. fejezetben ismertetett eredmény mi-
képp alkalmazható különféle becslő algoritmusok konvergenciájának bizonyítására 
(4.1. fejezet), majd a 5. fejezetben megmutatjuk, hogy ha a becslő rész „ideális" 
feltételek mellett konvergál, akkor megadható olyan politika, amely (i) a becsült 
mennyiségektől függ, (ii) egyhez tartó valószínűséggel az optimálisnak tűnő akció-
kat választja, de (iii) még lehetővé teszi a becslő rész konvergenciáját is. 
2. Aszinkron sztochasztikus approximáció 
Legyen В egy normált vektortér, T : В —* В egy tetszőleges, fixponttal rendel-
kező operátor és legyen T = (To,Ti , . . . ) véletlentől függő, В x В —> В leképezések 
egy sorozata. A [10, 15] dolgozatokban a szerzők а В — B{X), X feletti korlá-
tos függvények terében (itt a norma természetesen a szuprémum norma) azt vizs-
gálják, hogy a Vt+i — Tt{vt,vt) függvénysorozat milyen, a T t-kre kirótt feltételek 
mellett konvergál a T egy fixpontjához majdnem mindenütt (m.m.) а В normájá-
ban, feltéve, hogy a T = (То,Ti , . . . ) operátor sorozat a T-t az alábbi értelemben 
approximálja: 
2.1. Definíció. Legyen F С. В és FQ : F —> 2 ß . Azt mondjuk, hogy a T operá-
tor sorozat approximálja T-t az F halmazon és az FQ által meghatározott kezdeti 
értékek mellett, ha minden v £ F-re és v0 6 To(u)-re az vt+i = Tt(yt,v) sorozat 
m.m. konvergál Tu-hez а В normájában. Ha F = {u} egyelemű, akkor azt mond-
juk, hogy T approximálja T-t u-nél az F0 = F0(v) kezdeti értékek mellett. 
A következő tétel, melynek részletes bizonyítása a [15] dolgozatban található 
meg (a bizonyítás vázlatát az Appendixben közöljük) bizonyos kvázi-kontraktív 
B(X) feletti operátorok approximálhatóságáról szól. A tétel ismertetéséhez szük-
ségünk van egy további fogalomra: 
2.2. Definíció. Az F CB halmazt invariánsnak nevezzük a T : В x В —» В ope-
rátorra nézve, ha minden u, v £ F-re, T(u, v) £ F. Továbbá azt mondjuk, hogy F 
invariáns a T = (То,Ti , . . . ) operátor sorozatra, ha invariáns minden Tt, t > 0 ope-
rátorra. 
2 . 1 . T É T E L . Legyen X egy tetszőleges halmaz, В = (B(X), || • ||), ahol | |U| | = 
s u p x 6 í V j w ( x ) I és legyen T : B(X) —» B(X) egy fixponttal rendelkező operátor. Je-
löljük v*-val T egy fixpontját és tegyük fel, hogy a T = (T0, Tb ...) véletlen ope-
rátorok sorozata approximálja T-t a v*-nál, az F0 С B(X) kezdeti értékek mel-
lett. Tegyük fel továbbá, hogy v* e F0. F0 invariáns T-re és hogy léteznek olyan 
gt : X —> [0,1] mérhető függvények és egy olyan 0 < 7 < 1 konstans, hogy az alábbi 
feltételek elegendően nagy t-re m.m. teljesülnek: 
1. \Tt(Ul,v*)(x)-rt(ti2,w*)(i)| < 0t(aO|ui(®) ~u2(x)\, ahol te N, x 6 X és 
ui,u2 e F0. 
2. IT t(u, v)(x) - Tt(u, v*)(a;)| < 7(1 - gt(x)) (||v - v*|| + At), ahol t G N, X e X és 
u,v £ FQ és X t —» 0 m.m. 
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3. limB_oo II NR=FC0T(')|| = 0, FC > 0. 
Ekkor tetszőleges v0 6 F0-ra, a vt+i = Tt(vt, vt) függvénysorozat v'-hoz tart 
m.m. a B(X) normájában. 
Megmutatható, hogy ha a tétel feltételei teljesülnek akkor T valóban kvázi-
kontrakció u*-nál, mégpedig a tételben szereplő' 7 kontrakciós faktorral ( azaz | |Tv — 
< v € Fo). A tételt azért interpretálhatjuk aszinkron szukcesz-
szív approxációs eredményként, mert a tétel feltételei lehetővé teszik, hogy a 
vt+i =Tt(vt,vt) iterációban vt+i{x) = vt(x) legyen bizonyos (í-tó'l és a véletlen-
től is függő) x-ekre, azaz a vt komponensei különböző időpontokban változhatnak. 
Mindazonáltal, mivel a tétel szerint ||ut — u*|| —> 0 m.m., így (a tétel feltételei mel-
lett) vt egyes komponenseinek változási sebességei mégsem térhetnek el túlságosan 
egymástól. 
A rövidség kedvéért bevezetjük azt a konvenciót, hogy az aritmetikai művele-
teket, egyenlőtlenségeket, stb. kiterjesztjük az azonos értelmezési tartomány feletti 
függvényekre is, mégpedig a megfelelő műveletek, egyenlőtlenségek, stb. kompo-
nensenként való értelmezésével. így pl. a tétel 1. feltétele \Tt(ui,v*) — Tt(u2,v*)\ < 
gt|«i — U2I rövidített alakban írható, a 2. feltétele pedig a | T t ( u , v ) — Tt(u,v*)\ < 
7 ( 1 — 9Í)(||U — u*|| + AÍ) alakot ölti. A továbbiakban a || • || mindig a szuprémum 
normát jelöli majd. 
3. Markov döntési folyamatok 
3.1. Definíció. Egy Markov döntési probléma (MDP) egy (X,A,p, c) négyes, 
ahol 
1. p : X X Ax X —»Rés minden а € A-ra p(-, a, •) egy átmenetvalószínűség mát-
rix. 
2. с : X xAxX ^ R . 
X-et a Markov döntési probláma állapotterének, A-t az akcióhalmaznak, 
p-t az átmenetvalószínűség függvénynek, c-t pedig a költség függvénynek nevez-
zük. A továbbiakban feltesszük, hogy A és A végesek.2 
A Markov döntési problémát magát a következőképp interpretálhatjuk: tekint-
sünk egy olyan véletlen folyamatot melyet diszkrét időközönként (í = 0 , 1 , 2 . . . ) 
észlelünk és melynek lehetséges értékei X elemei. Miután észleltük a folyamat va-
lamely X állapotát egy а akciót kell válasszunk A-ból. Ezután két dolog történik: 
1. a rendszer а p{x,a, •) átmenetvalószínűségek által előírt módon átmegy a kö-
vetkező állapotába, legyen ez y. 
2 A nem t anu l á s r a vonatkozó eredmények k i te r jesz the tők nem véges á l lapot te rekre is (ekkor 
X Borel kell legyen). Ha az akció ha lmaz végtelen, akkor még további folytonossági feltevésekkel 
feltételekkel is kell élni ahhoz, hogy az eredmények á tv ihe tők legyenek. E kérdések t á r g y a l á s á r a 
nézve lásd pl. [3]. 
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2. elkönyveljük a c(x,a,y) költséget. 
Vegyük észre, hogy a rendszer következő állapota csak a pillanatnyi állapottól 
és a választott akciótól függ. Hasonlóképpen, a í-edik lépésbeli költség független a 
rendszer korábbi állapotaitól és a korábban választott akcióktól. Az akciók válasz-
tásának módját valamely 7Г politika szabja meg. Egy politika minden lépésben a 
(teljes) múlt alapján előír egy akciót, vagy általánosabban egy valószínú'ségeloszlást 
az akciók halmazán. A politikák között fontos szerepet játszanak a determinisztikus 
stacionér politikák. Egy ilyen politika minden lépésben csak a pillanatnyi állapottól 
függő akciót ír elő és ezért azonosítható egy X —• A leképezéssel. Ha egy p stacionér 
politikát alkalmazunk akkor az állapotok ft sorozata egy a { p x y = p(x, p(x), y) j 
átmenetvalószínűségekkel adott Markov láncot alkot — emiatt hívják a szóban 
forgó döntési problémákat Markov döntési problémáknak. Eddig a pontig nem ha-
tároztuk meg a politikák értékelésének módját. A legkönyebben kezelhető értékelő 
függvények a politika alkalmazása során keletkező lecsengetett összköltséget veszik 
alapul, azaz У
ж
(х) — 7 íc['r 'a^-et, a h° l ct*'X^ a n politika alkalmazásakor a t-
edik lépésben keletkező költséget jelöli, x a folyamat kezdőállapot és 0 < 7 < 1 
az ún. lecsengetési faktor. A költségek lecsengetésének egyik indoka az lehet, ha 
a távoli jövőbeni költségek kevésbé fontosak, mint a jelenbeliek. Közgazdaságtani 
okoskodással úgy is indokolható a lecsengetés, hogy ha az éves kamatláb mértéke r, 
akkor ma ( l / ( l + г)) с forintot kell a bankba tenni a t év múlva jelentkező с költség 
fedezésére — feltéve, hogy a kamatlábak időben nem változnak és függetlennek a 
bankba tett pénz mennyiségétől. Azonban V^{x) maga is véletlen mennyiség és így 
általában nem alkalmas különböző politikák összehasonlítására. Ha Vn(x) helyett a 
várható értékét tekintjük, akkor már összehasonlításra alkalmas értékelést kapunk 
— a megfelelő költséget a várható lecsengetett összköltségnek nevezzük. Hason-
lóképp V^fx) lényeges szuprémuma is megfelelő, a megfelelő költséget a politika 
pesszimista összköltségének nevezzük. Persze, más értékelések is elképzelhetőek 
és használatosak. A következő részben a várható lecsengetett összköltség kritéri-
umhoz tartozó elméletet mutatjuk be, de a későbbiekben még visszatérünk egy 
alkalmazás kapcsán a pesszimista összköltség kritériumhoz is. 
A várható lecsengetett összköltség kritérium 
Ebben a részben a tárgyalás Ross könyvét követi [18]. Egy я- = (íto, 7 1 7 , . . . ) 
végtelen sorozatot politikának nevezünk, ha minden t > 0-ra 7г
г
 : {Л x X)t+l —» 
[0,1] és TTt{-',Xt,at-i, • • • ,ao,xo) egy valószínűségeloszlás M-n minden 
(xt,at-1,... , a 0 , x 0 ) G X x (A x X)1 
múltra (itt és a továbbiakban, kihasználva a Descartes-szorzat asszociativitását, 
megengedjük a zárójelek szabad átcsoportosítását a Descartes szorzatokon belül, 
pl. X x (A x X)l-t azonosítjuk X x A x X... A x A-vel). 
3.2. Definíció. А {(£п,<Тп)} С {X x M)N stochasztikus folyamatot a 7r politi-
kához és a po kezdeti eloszláshoz tartozó kontroll folyamatnak nevezzük, ha minden 
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n > 0-ra és ( x n , a n , . . . ,ao,xo) múltra teljesülnek az alábbiak: 
P(£о = z 0 ) = Po(zo) 
P(Çn = Xn I «„-1 = a n _ i , £ n _ i = a ; n _ i , . . . , q 0 = a0,£o = = p(xn-i,an-i,xn) 
P(an = an I £„ = xn, an-i - an_b ..., a0 = a0,£o - x0) = •кп(ап\хп,.. .,a0,x0). 
На 7Г feltüntetése lényeges, akkor a 7r-hez és po-hoz tartozó kontroll folyamatot 
i P 0 , 7 r \ a n 0 ' * ) }-vel jelöljük. Ha po egyetlen állapotra, pl. x-re koncentrált, ak-
kor a megfelelő folyamatot j a í ? ) }-vel, illetve ha 7r feltüntetése fontos, akkor 
{ ( á í , ' ) . « í . e , , r ) ) } - v e l jelöljük. 
Egy 7r-hez tartozó kontroll folyamat például a következőképp konstruálható 
meg: Tetszőleges po T-feletti valószínűség eloszlás és ir politika meghatároz egy 
(X x M)N feletti PVtu-K valószínűség eloszlást a következőképpen: Legyen 
Ppo.ir (xo 
, Ö-o j • • • j Xn ) = Po(xo)iro(ao-, xo) 
p(x о, a0, xi )7Ti (ai ; X\, a 0 , x0 ) 
p ( x n - i , a „ - i , x n ) , n > 0 
és 
Pp0,n(xo, ao,.. •, xn, an) — PPOtir(xo, öq, ..., хп)лп(ап; xn,..., ao, xq) 
és terjesszük ki а természetes módon Pp0j7r-t az (X x _4)N-feletti cilinderhalma-
zokra, majd a cilinderhalmazok által generált T cr-algebrára. Ekkor az (fi = 
(X x A)N,P,P - P(O,T) valószínűségi tér feletti n-edik koordináta függvények, 
azaz = x n , а п (ш) = a n , ahol uj = (жо,ао,Ж1,а1,.. .), épp megfelelnek a 3.2. 
definíció követelményeinek, azaz egy po-hoz és 7r-hez tartozó kontroll folyamatot 
adnak meg. 
3.3. Definíció. А тг politika alkalmazásának összköltsége az x kezdőállapotban 
vv(x) = E 
t=0 
Könnyű látni, hogy ha £o olyan, hogy P( fо = x) > 0, akkor 
Vir(x) = E 
t=о 
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Legyen 
v*(x) = inf vn(x), x£X. 
7Г 
V* neve: optimális költségek függvénye, röviden, optimális költség függvény. Egy 
7Г* politikát optimálisnak nevezünk, ha 
vn-(x) = v*(x), x £ X. 
kz alábbi tétel szerint v* egy nem-lineáris függvényegyenlet (a Bellman egyenlet) 
megoldása. 
3 . 1 . T É T E L . 
(2) v*(x) = min V p(x,a,y){c(x,a,y) + fv*(y)}. 
a£A — y€X 
Bizonyítás. A teljes valószínűség tétele miatt 
(3) vr(x) = F0(a-,x) Y^P(x,a,y){c(x,a,y) +-yv^.a(y)}, 
a-eA y€X 
ahol irx,a azt a politikát jelöli, amelynek végrehatjását тг eló'írja, feltéve, hogy zr-t 
x-bó'l indulva kezdjük végrehajtani és hogy az elsó'ként választott akció az a. For-
málisan, жх,а = (тгд'а,тг^'а, • • •), ahol 
7rx'a(at;xt,at-i, • •. ,a0,x0) = Ft+i(at; xt, at_i,..., a0, x0, a, x). 
Mivel > v*, így 
Vn(x) > ^тг0(а;х) ^ p(x,a,y){c(x,a,y) + -yv*(y)} > 
a£A y€X 
> min p(x,a,y){c(x,a,y) + iv*(y)}. 
yex 
Mivel 7Г és x tetszőlegesek voltak, így 
(4) v*(x) > min Y2p(x,a,y){c(x,a,y) +-yv*(y)}, x G X. 
aÇA —* y€X 
A másik irányú egyenló'tlenség a következó'képp adódik: Legyen ц(х) e A az az 
x-hez tartozó akció, amelyre 
^2p(x,p(x),y){c(x,p{x),y) -f = 
yex 
= min p(x,a,y){c(x,a,y)+jv*(y)}, x £ X, 
aeA ' 1 
yex 
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(ilyen akció van, mivel feltevésünk szerint A véges) és legyen
 xir = (xi"o, i ^ i , . . . ) 
egy olyan politika, amelyre viT(x) < vxir(x) + e, x G X, ahol e > 0 tetszőlegesen 
rögzített. Legyen 7r = (7r0,7ri,...) a következő: 7Го(д(хо); xo) = 1 és 7r0(a,Xo) = 0 
különben és 
я " t ( a t ; x t , a t - i , . . . , a i , x l t a 0 , x o ) — X l 7 r t _ i ( a t ; x t , a t _ i , . . . , a i ,X i ) 
(7Г az első lépésben az x állapotból a p(x) akciót végrehajtását írja elő, majd a má-
sodik lépéstől а у7Г politikát, feltéve, hogy a második lépésben a folyamat állapota 
y). Ekkor 
V A X ) = ] Е р ( х ' М ( я ) , 2 / ) { с ( х , / г ( х ) , у ) + 7 v v A v ) } < 
yex 
< Y p ( x >VW'V) { c ( x > + 7«*(з/)} + 7 £ , 
y€X 
amiből a v* < egyenlőtlenség és у választása miatt következik, hogy 
(5) v*(x) < ] Г р ( х , д ( х ) , у ) { с ( х , д ( х ) , 1 / ) + 7 v * { y ) } + ye-
y€X 
= min Y P(x>a- î/) {c(ar, a, y) + yv*(y)} + ye. 
a €
 yex 
Mivel £ tetszőleges volt, így (4) és (5) együtt adják a tétel állítását. • 
Mielőtt továbbmennénk szükségünk van két fogalomra: a nem-nyújtások és 
kontrakciók fogalmára. Legegyszerűbb ezt a két fogalmat egy általánosabb fo-
galomból származtatni, a Lipschitzségből. Egy T : B\ —* B2 normált vektorte-
rek közötti leképezést a-Lipschitznek nevezünk, ha В\ bármely két / , g elemére 
\\Tf — Tg У < a | | / — g\\. Ha a < 1, akkor T-t nem-nyújtásnak nevezzük, ha a < 1, 
akkor pedig kontrakciónak. Könnyű látni, hogy Ti a- és egy T2 /З-Lipschitz ope-
rátorok kompozíciója a/3-Lipschitz, az eltolás és az átlag képzés nem-nyújtások, és 
hogy az 1-nél abszolútértékben kisebb számmal való szorzás kontrakció. A Banach 
fixponttétel szerint, lia T egy В —> В Banach-terek közötti kontrakció, akkor T-
nek egyetlen fixpontja van és l i m ^ o o Tnf ehhez a fixponthoz tart В normájában 
tetszőleges / G B-re. 
A (3) egyenlőséget a Markov döntési folyamatok alapegyenletének nevezik. Eb-
ből az egyenlőségből következik, hogy ha 7г = (7Г0,7Г1,...) egy determinisztikus sta-
cionér politika (röviden: stacionér politika), azaz ha 
7Tt(a t ;x t , . . • ,ao,xo) = 7г0(а4;х0 
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és 7To(-;x) minden x-re egyetlen pontra koncentrált, akkor 
(6) vr = Tßvw, 
ahol p : X —» A az a leképezés, amelyre тг0(р(х),х) = 1 (x G X) és ahol TM : 
B{X) —» B(X) az az operátor, amelyre 
yex 
(6) bizonyításához elég annyit megjegyezni, hogy ha я- stacionér politika, akkor 
vn* = vn. Könnyű látni azt is, hogy TM kontrakció (a szuprémum normára nézve) és 
így a Banach fixponttétel miatt (6) egyetlen megoldása és \\Ty — —» 0, ahol 
V G B(X) tetszőleges. A 7r stacionér politikát a továbbiakban azonosítjuk a hozzá 
tartozó p : X —* Л leképezéssel. így adott p : X —> Л leképezésről beszélhetünk 
mint stacionér politikáról, és értelmezhetjük v^-t is, mint a megfelelő ir stacionér 
politika költségfüggvényét. Az eddigieg alapján a következő, igen fontos tétel mái-
könnyen bizonyítható: 
3 . 2 . T É T E L . Legyen p egy olyan X —* A leképezés, amelyre 
J2p(x,p{x),y){c(x,p(x),y) + 7 г>*(з/)} = 
yex 
= m i l î E Р{х,а,у){с(х,а,у) + 7 v * ( y ) } , x G X. 
а€A í— ' 
yex 
Ekkor VFJ. = V*, azaz p optimális. 
Bizonyítás. A p leképezés definíciójából adódik, hogy 
( ï > * ) ( x ) = min V p(x,a,y){c(x,a,y) +jv*(y)j = v*(x), 
aeAy7l 
ahol a második egyenlőség a 3.1. tételből következik. így 
Ti * * 
MV = V , 
amiből 
т у = Т ц ( Т у ) = т у = V* 
és indukcióval 
ТУ* =v*. 
A4 
Azonban Tp kontrakció volta miatt T£v* —• vM és így kapjuk, hogy v^ = v*. • 
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A fenti tétel szerint tehát léteznek optimális politikák, sőt léteznek stacionér 
optimális politikák is — és ezeket гА-ből (2) alapján meghatározhatjuk. így, ha 
v*-ot meg tudjuk határozni, akkor meg tudunk adni optimális politikákat is. 
Legyen mostmár T : B(X) —» B(X) a következőképp definiálva: 
(Tv)(x) = min ^p(x,a,y){c(x,a,y) +jv*(y)}, x £ X. 
yex 
A 3.1. tétel miatt Tv* = v*. A Lipschitz operátoroknál elmondottakból könnyen 
adódik, hogy T kontrakció és így Tnv tetszőleges v £ B(X)-re v*-hoz tart a szup-
rémum normában, és v* a (2) egyetlen megoldása. Megjegyezzük, hogy Tnv-t 
iterációval szokás kiszámolni: ha vn = Tnv, akkor vn+i = Tvn. Ennek az iteráció-
nak számtalan nevet adtak: szokás szukcesszív approximációnak, érték iterációnak, 
vagy dinamikus programozásnak is hívni. Mi szukcesszív approximációnak fogjuk 
nevezni. Megmutatható, hogy véges állapottér esetén elég nagy n-re vn már olyan 
közel lesz x*-hoz, hogy az a stacionér politika, amely minden x £ X-xe a 
(7) (Qvn)(x,a) = ^2p(x,a,y){c(x,a,y)+-rvn(y)}, x £ X. 
yEX 
-t minimalizáló akciót írja elő már optimális lesz [15]. A (Qv)(x,a) minimalizáló 
akciókat v-re és x-re mohó akcióknak nevezzük, az olyan stacionér politikát pedig, 
amely minden x állapotra a v-ie és x-re mohó akciókat írja elő v-re mohó politi-
kának nevezzük. A 3.2. tétel tehát azt mondja ki, hogy a x*-ra mohó politikák 
optimálisak. Ennek a fordítottja is igaz: ha p stacionér optimális politika, akkor 
mohó a x*-ra. Az A*(x) = {a* £ A\(Qv)(x,a*) = min a g ^(Qu)(x ,a )} halmazt az 
x-ben optimális akciók halmazának nevezzük. Világos, hogy egy olyan politika, 
amely minden lépésben az aktuális állapothoz tartozó optimális akciók halmazá-
ból választ akciót, maga is optimális. Vegyük észre, hogy még x*-nál is nagyobb 
fontosságú a 
(8) Q* = Qv* 
függvény, az ún. optimális állapot-akció költség függvény: ennek ismeretében 
ugyanis még p és с ismerete nélkül is megkonstruálhatók az optimális stacionér 
politikák. 
4. Adaptív kontroll 
Ebben a fejezetben különféle becslő algoritmusok konvergenciáját bizonyítjuk 
a 2.1. tétel alapján. Megállapodunk, hogy mivel itt maga a politika nem lesz 
fontos, az alkalmazott politika már olyan, hogy minden (x,a) párt m.b. végte-
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len sokszor jár be a kontrollált folyamat. Ezért itt a jelölés egyszerűsítése végett 
I , c f ) }-ben elhagyjuk a 7r-vel való felsó' indexelést. 
4.1. Az optimális költségek becslése 
4-1.1. Egy direkt tanulási módszer: a Q-tanulás. Ebben a pontban egy Wat-
kinstól származó iterációs módszert fogunk megadni, mely az irodalomban a Q-
tanulásként ismert, mivel itt a Q*(x,a) optimális állapot-akció költségeket becsül-
jük. Ennek az algoritmusnak az a különlegessége, hogy ezt anélkül tesszük, hogy 
p-t vagy c-t megbecsülnénk [20]. 
Az algoritmus alapgondolata a következő: A Bellman egyenlet miatt v*(y) = 
т т ь
€
, д Q*(y,b) áll minden у € A-re és ebből a Q operátornak az egyenlet mindkét 
oldalára való alkalmazásával: 
Q*(x,a) = = (öminQ*(-,6))(x,a), 
amiből Q kifejtésével (Q definíciójára nézve lásd (7)) 
(9) Q*(x, a) = E P(x< a> У , a,y) +7min<3*(?/ ,b)j , x £ A 
yex € 
adódik. A jobb oldalon E [ c ( ^ t , o : t , / t + i ) Q*(£ t + i ,6) |£ t = x, at = a, Tt] 
áll, így a 
(10) 
' ( 1 — rjt(x, a))Qt(x, a) +pt(x,a)(ct + 7 m i n i , € ^ < 2 * ( 6 + ъ b)), 
Qt+i(x,a) = ha (x,a) = (£t,att) 
Qt(x,a), különben 
iteráció, a nagy számok erős törvényének egy változata szerint (lásd a 4.2. lemmát 
alább) m.m. Q*-hoz tart , ha 
E VÁx, = x,at = a) = 0 0 
t = 0 
0 0 
E Vt (x> aM& = x, at = a) < 0 0 
t=0 
(pl. r)t(x, a) = l / ( l + nt(x, a))) . A rövidség kedvéért vezessük be az fjt(x,a) = 
Pt(x,a)x((,t = x,at = a) „tanulási rátákat". Ha a véletlen Tt : B(A x A) x B(A x 
A) —> B(A x A) operátorokat úgy definiáljuk, hogy a (10) iterációt a tömör 
<2t+i = Tt(Qt,Q*) 
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alakban írhassuk, akkor a 
(11) Tt(Q,Q')(x,a) = (l — fjt(x,a))Q(x,a) + 
+Vt(x, a) (ct + 7 min Q'(£t+i, b)j 
definíció adódik és azt találjuk, hogy a 2.1. definíció értelmében a T = (7b,Xj , . . . ) 
operátor sorozat approximálja a T : B(X x A) —> B(X x A), 
(TQ)(x,a) = ^2p(x,a,y){c(x,a,y) + 7 min Q(y, b)}, (x,a) € X x A 
y€X € 
operátort tetszó'leges Q G B{X x М)-га. Azaz Qt+i = Tt{Qt,Q) —> TQ minden 
Q G B(X x Д)-га. Továbbá (9) értelmében Q* a T fixpontja. A Q-tanulás ala-
pegyenletéhez úgy jutunk, ha (10)-ben, a Qt+1 = TQt szukcesszív appoximáció 
mintájára, Q*-ot kicseréljük Qt-re: Qt+i = Tt(Qt,Qt) vagy részletesen 
(12) 
{ ( 1 - pt{x,a))Qt(x,a) + Vt(x,a){ct + 7minbe^ Qt(£t+i,£>)}, 
ha (x,a) = (& ,a t ) 
Qt{x,a), különben. 
Ha Qt-1 mint X x M-feletti vektort tekintjük, akkor mondhatjuk, hogy Qt-neк min-
den lépésben csak egy komponensét változtatjuk (értelmesen nem is lehetne több 
komponenst módosítani): ezért ezt az iterációt jogosan nevezhetjük aszinkronnak. 
Watkins eredeti konvergencia bizonyítása hosszadalmas és körülményes volt (szimu-
lációs módszert dolgozott ki és így redukálta a konvergencia kérdését mesterséges 
Markov döntési problémák megoldására). A Q-tanulást a sztochasztikus appro-
ximációval először Jaakkola és munkatársai, valamint Tsitsiklis hozta kapcsolatba 
[8, 19]. A mi megközelítésünk szerint a Q-tanulás konvergenciája egyszerű követ-
kezménye a 2.1. általános aszinkron approximációs tételnek. 
Mieló'tt azonban erre rátérnénk eló'szó'r bebizonyítjuk a nagy számok eró's tör-
vényének már emlegetett változatát. A bizonyítás a következő', Robbinstól és Sieg-
mundtól származó szuper-martingál konvergencia típusú lemmán alapszik [17]. 
4 . 1 . L E M M A . Legyen Tt a-algebrák növekvő sorozata és legyenek Zt,Bt,Ct, Dt 
véges, nemnegatív valószínűségi változók úgy, hogy Zt, Bt,Ct, Dt Tt-mérhetőek. 
Tegyük fel, hogy 
(13) E[Zt+1\ Rt] < (l + Bt)Zt+Ct-Dt. 
Akkor a { Et^o ^t < 00, Er^o Ct < halmazon E í ^O ^t < 00 és Zt —> Z < 00 
m.m. 
A lemma bizonyítását nem közöljük mivel az megtalalálható [17]-ben vagy Ben-
veniste és munkatársai [2] könyvében is. 
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4.2. LEMMA. Legyen Tt cr-algebrák növekvő sorozata és legyenek at,wt való-
színűségi változók úgy, hogy at nemnegatív és at+1, wt Et+i-mérhetőek, t > 0 és a 0 
To-mérhető. Tegyük fel, hogy E[wt \ Tu at ф 0] = A, E[w\ \ Tt, ctt ф 0] < В < oo, 
Efco at = °° m.m. és YleLo at<°° па.т., ahol В > 0. Ekkor a 
(14) Qt+i=(í-at)Qt + atwt, t> 0 
iteráció m.m. A-hoz tart. 
Bizonyítás. Az általánosság megszorítása nélkül feltehető, hogy E[wt \Et] = A 
és E[w2t I Et] < В < oo. írjuk át (14)-et (Qt+1 - A) = (Qt -A) + at{wt - Qt) alakba 
és legyen Zt = (Qt — A)2. Ekkor elemi átalakításokkal, kihasználva Tt definícióját 
is kapjuk, hogy 
E[Zt+1\ Et] < (1 + a2t)Zt + a2t max (О, В - А2) - 2atZt. 
А 4.1. lemmát alkalmazva a Bt = a2, Ct = a2 max (0, В — A2) és Dt = 2 a t Z t sze-
reposztással kapjuk, hogy van olyan Z valószínűségi változó, hogy Zt —» Z m.m. és, 
hogy 
oo 
(15) Y 2 2 a t Z t < oo m.m. 
í=0 
Tekintsük azon w-kat amelyekre ZT(OJ) —> Z(UJ) és Z(U>) / 0. Ekkor van olyan í0 , 
h o g y h a t > to, a k k o r ZT(U>) > Z(OJ)/2 > 0 é s í g y 
oo oo oo 
]T2AT(UJ)ZT(UJ) > Y , 2ATT(TJ)ZT(W) > 2 ^ a t ( w ) Z ( w ) / 2 = 
t=0 t=t0 t=0 
oo 
= Z(üj) Y at(oj) = OO, 
<=0 
ami ellentmont (15)-nek. így Z(UI) — 0 m.m. • 
Ezekután következzék a Q-tanulás konvergenciáját kimondó tétel: 
4.3. TÉTEL. Legyen (X, А, p, с) egy véges állapot és akcióterű MDP és tegyük 
fel, hogy a {(£t, at, q)} folyamat teljesíti az 1.1. feltevésben foglaltakat. Tekint-
sük a 
Qt+i(x,a) - (l - r]t(x,a))Qt(x,a) +rjt(x,a)(ct +ymmQt(£t+i,b)) 
\ b£A / 
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folyamatot, ahol r/t{x, а) nemnegatív valószínűségi változó és rjt(x, а) = 0 ha (x, а) ф 
Ut, at), 
oo 
(16) Y^r]t(x,a) = oo m.m., valamint 
t=о 
oo 
(17) 1^т]2(х,а) < oo m.m. 
t=о 
Ekkor Qt -* Q* m.m. 
Bizonyítás. A 2.1. tételt használva bizonyítunk. X x A-t azonosítjuk a 2.1. té-
telbeli X térrel. Legyen Tt : B(X x A) x B(X x A): 
Tt(Q,Q'){x,a) = (1 -t]t(x, a))Q{x, a) +í? t(x, a) (c t + 7 m i n Q'Ut+i, &))• 
Ekkor Qt+i — Tt(Qt,Qt). Feltevéseink és a 4.2. lemma alapján némi számolással 
belátható, hogy a T = (To,Ti, • ..) sorozat a 2.1. definíció értelmében bármely Q 6 
B(X x _4)-nál approximálja T-t . (A lemmabeli Tt-1 például a 
{£t,oit,at{x,a),ct-i,£t-i,at-i,at-i(x,a),ct-2, • • • ,£o>ao) 
által generált cr-algebrának választhatjuk, t > 0.) A Tt operátor a gt(x,a) = 1 — 
r]t(x,a) választással triviálisan megfelel a 2.1. tétel 1-2. feltételeinek, így a tétel 
szerint valóban ||<3t — (?*|| 0 m.m. ha 3. feltételt, mely || П\=
п
 9i("> ')| | ~1' 0 m.m. 
kívánja is igazoljuk. Mivel X x A véges így elég adott (x,a) párra bizonyítani, hogy 
П \ = n 9 i U , a ) 1' 0- Az általánosság megszorítása nélkül feltehető, hogy n olyan 
nagy, hogy t]i(x,a) < 1 m.m. (rji(x,a) —* 0 m.m. (17) miatt). A log(l + x) < x, 
x > 0 azonosság és (16) felhasználásával kapjuk, hogy 
t 
Q g i ( x , a ) - » 0 m.m. 
és ezzel a bizonyítás kész is. • 
Könnyű látni, hogy a Q-tanulás konvergenciája érvényben marad akkor is, ha 
az iterációt Monte-Carlo szimulációban használjuk, azaz ha az algoritmust olyan 
Ut,ott,ct,<fit) négyesekre hajtjuk végre, ahol 4>t C+i-t helyettesíti (a tanulás egyen-
letében is) — de a szereplő mennyiségek tulajdonságai változatlanak. A Monte-
Carlo szimuláció akkor lehet hasznos, ha a rendszer ismert, de túl nagy ahhoz, 
hogy explicite megoldjuk. A tétel bizonyításához teljesen hasonlóan belátható sok 
a Q-tanulással rokon tanuló algoritmus konvergenciája is [16, 15]. 
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4-1-2. Az indirekt módszer. Az adaptív kontrollt bevezető fejezetben már 
megemlítettük, hogy aszimptotikusan optimális politika konstruálására egy lehet-
séges megoldás, ha p-t és c-t becsüljük a kontroll közben és a becsült értékeket 
használjuk fel a Bellman egyenletet használva a v* becslésére. Azonban nagy ál-
lapot és/vagy akcióterekben a Bellman egyenlet megoldása költséges lehet. A p 
és с paraméterek átlagolással kapott becslései inkrementálisan is számolhatók az 
(si +... + sn)/n = (1 — l /n ) ( s i + . . . + s n _ i ) / ( n — 1) + (1 /n)sn összefüggés felhasz-
nálásával. Miért ne tehetnénk valami hasonlót v* becslésével? Tekintsük a követ-
kező iterációt: 
(18) vt+1(x) = [ { T t V t ) ^ 
( vt(x), különben, 
ahol Tt : B(X) —» B(X) a pt,ct paraméterek által meghatározott operátor: 
(Ttv){x) = min Pt(x,a,y){ct(x,a,y) +-yv(y)} 
a€
 yex 
és Í7t Ç X a f-edik lépésben felfrissített állapotok halmaza. Általában megenged-
jük, hogy UT függjön a véletlentől. Számítógépes tapasztalatok szerint például 
meggyorsíthatja a konvergenciát, ha f t , U - i , . . . , U - t € Ut adott к > 0-ra. Ennek 
egy lehetséges magyarázata az, hogy így a £t költségbecslésének változásának eset-
leges hatásai gyorsan visszagyűrűznek a U-t megelőző állapotokra. A (18) iteráció 
is futtatható Monte-Carlo szimulációban. Különösen jó hatásfokot lehet elérni ún. 
start-cél keresési feladatok esetén, mikoris van egy (vagy több) kitüntetett x* € X 
cél állapot, mely nyelő tulajdonságú és c(x*,a,x*) = 0, minden a £ A-ra és vannak 
kezdőállapotok, melyekből megadják a lehetséges kiindulási állapotokat (ekkor defi-
níció szerint a kezdőállapotoktól különböző állapotokból nem indulhat a rendszer). 
Ekkor bebizonyítható, hogy az olyan Monte-Carlo szimulációban amit újraindítunk 
a célállapot elérésekor a lényeges állapotok mentén vt(x) —• v*(x) m.m. Egy álla-
potot akkor nevezünk lényegesnek, ha elérhető valamely kezdőállapotból valamely 
optimális stacionér politika végrehajtásával [1]. Az alábbi tétel magában foglalja 
ezt az eredményt és a fenti (18) iteráció konvergenciáját is: 
4.4. TÉTEL. Legyen M = (X, A,p, c) egy véges állapot- és akcióterű MDP, le-
gyenek S[x'a) : B(X) R nemnyújtó operátorok (S : Bi B2 nemnyújtó, 
ha bármely u,v £ Bi párra ||Su - Sv\\ < ||u - v\\) és legyen T : B(X) B(X) a 
következő operátor: 
(Tv)(x) = min {c(x, a, •) + yv(-)}, 
aÇA 
ahol 0 < 7 < 1. Hasonlóan, legyen Tt : B(X) -* B(X) a következő operátor: 
СTtv)(x) = min StX'a^{ct(x, а, •) +
 7<)}, 
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ahol ct —* с m.m. Tekintsük а 
(19) vt+i(x) = 
iterációt. Tegyük fel, hogy 
I {Ttvt)(x), ha x G Ut 
\nt(:r), különben 
( 2 0 ) l i m m a x I S 1 ' 1 ' " ^ — S u l = 0 m . m . 
t->oo (x,a)eXxA 1 1 
áll minden v G B(X)-re és minden x G X-re és x G Ut végtelen sokszor m.m. Ekkor 
T kontrakció és üxpontját v*-val jelölve vt —> v* m.m. 
Bizonyítás. Ismét a 2.1. tételt alkalmazzuk. Természetesen adódik, hogy legyen 
Tt{u,v)(x) -
I (Ttv)(x), ha xeUt 
\ u(x), különben 
Legyen x G X és legyen ut+1 = Tt(ut,v), v G B(X). Mivel ut+\(x) — ut{x), ha x g 
Ut, és ha x G Ut, akkor ut+\(x) nem függ u t-től, és mivel x G Ut végtelen sokszor 
m.m., így ahhoz, hogy megmutassuk, hogy T = (To, T t , . . . ) approximálja T-t elég 
ha megmutatjuk, hogy a Dt = |(T(p)(x) — (Tn)(x)| —» 0 m.m. Mivel 
(21) Dt = m m S ( M { c ( ( i , a , - ) + 7 v ( ' ) } - min S^a>{c(:r, a, •) + 7 < ) } I < 
< max |S t ( l ' a ) {ct(x, a, •) + 7n(-)} - a, •) + 7n(-)} I < 
aEA
 1 1 
< max |S t (* , a ){Ci(:r,a, •) + 7г>(-)} - 5 t ( x 'a ){c(x, а, •) + 7n(-)} 1 + 
a£A 1 1 
+ max |S t (x ,a ){c(a:,a, •) + 7 < ) } - 5 ( 1 ' а ) {с (т , а , •) + 7n(-)} I < 
aÇA 1 1 
+ max 
а б А 
< max max \ct{x,a,y) — c(x,a,y) 1 + 
0-eA y€X 1 
I S{*'a) {c(x, a, •) +
 7<)} - S ^ {c(x, a, •) + 7n(-)} |. 
Mivel feltevés szerint ct —> с m.m., így т ах а 6 . д m a x y 6 ^ \ct(x, a, у) - c(x, a, 
m.m. Másrészről (20) miatt (21) második tagja is nullához tart m.m., így Dt —• 0 
m.m. is áll. 
A 2.1. tétel maradék feltételeit a 
9t{x) 
0, ha a; € Ut 
különben 
függvény triviálisan kielégíti, mivel 5 ( (x ,a ) nemnyújtó, 0 < 7 < 1, és minden x vég-
telen sokszor van 1 7
г
- Ь е п . • 
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Jegyezzük meg, hogy a szokásos várható lecsengetett összköltség kritériumhoz 
az 
5(l'o)u = ^p(x,a,y)v(y) 
y€X 
operátorok tartoznak és ha pt —* p m.m., akkor a megfelelő' 
S{tx'a)v = E Pt(x,a,y)v(y) 
y€X 
operátorokra s j x ' a ) -+ S ( x ' a ) a (20) értelmében. Érdekességként megjegyezzük, 
hogy ha pt = p és ct = c, akkor az Ut halmazok megfelelő' választásával visz-
szakaphatjuk pl. a szukcesszív approximáció különböző változatait, mint pl. a 
Jacobi-iterációt. 
A tételt azért mondtuk ki az operátorok segítségével, hogy közvetlenül 
alkalmazható legyen egyéb kritériumú döntési problémákra is. Vegyük például a 
pesszimista összköltség kritériumot. Ekkor egy ж politika összköltsége, mint már 
említettük 
vAx) = ess sup { Ё f f ^ E & Í 0 ) } • 
t=o ' 
Hasonlóan a várható összköltség kritériumhoz tartozó levezetésekhez megmutat-
ható, hogy ha a Q : B(X) —> B(X x A) operátor 
(Qv)(x,a)= max (c(x,a,y) + yv(y)} 
yEX : p(x,a,y)>0 
egyenlet által definiált, és T : B(X) —> B(X), (Tv)(x) = minae^(Qu)(a;, a) által 
definiált, akkor a Tv* = v* Bellman egyenlet igaz (itt v*(x) a pesszimistán érté-
kelt optimális összköltség) és a u*-ra mohó p stacionér politikák optimálisak is. 
Természetesen most akkor nevezzük p-t v-re mohónak, ha 
max {c(x,p(x) ,y) +7^(2/)} = 
y€X :p(x,p(x),y)>0 K ' 
= min max (c(x, a, y) + yv(y)} 
vagy tömören (Qv)(x,p(x)) = (Tv)(x) áll minden x £ A-re. 
Világos, hogy a fenti tételben a pesszimista összköltség kritériumhoz az 
— m&Xyçx p(x,a,y)v(y) operátor tartozik és az 
Lt(x, a) = {&+! I ii = x, Qj = a, 0 < i + 1 < í} 
definícióval és az s[x = maxy6/, ((X)a) v(y) választással szintén S)x —• 
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4.1.З. Q-tanulás a pesszimista értékelésre. Láttuk, hogy a direkt módszer hasz-
nálható a pesszimista értékeléshez tartozó optimális költségfüggvény becslésére. 
Ebben a fejezetben bebizonyítjuk a megfelelő indirekt módszer konvergenciáját is. 
Ezt a módszert Heger javasolta [7] és Q-tanulásnak nevezte el. A 1.1. feltevést most 
a következővel helyettesítjük: 
4-1. Feltevés. Adott egy (£í ,a t) kontrollált folyamat, mely egy véges állapot-
és akció-terű (X,A,p, c) Markov döntési folyamathoz és valamely rögzített ж po-
litikához tartozik. Feltesszük, hogy ( £ t , c * í ) ergodikus abban az értelemben, hogy 
minden (x,a) párra (£t,cit) = (x,a) végtelen sokszor teljesül m.m. Adott továbbá 
véletlen költségek egy ct sorozata úgy, hogy ha tn(x,a,y) jelöli azon időpontokat, 
amikor (£É,o: t,£ í+1) = (x,a ,y) , akkor m.m. 
(22) Ct„(x,a,y) < c(x,a,y) 
és minden olyan y-ra, amelyre p(x,a,y) > 0 m.m. 
( 2 3 ) lim sup c t n( I i a j y) = c{x,a,y). 
A következő tételt bizonyítjuk: 
4.5. TÉTEL. Legyen (X, A,p, c) egy véges állapot és akcióterű MDP és tegyük 
fel, hogy a { (£ t , a t , c t )} folyamat teljesíti az 4.1. feltevésben foglaltakat. Legyen 
T : B(X x À) —» B(X x A) a következő kontrakciós operátor: 
(TQ)(x,a)= max \с(х,а,у) + -ymmQ(y,b) \ 
yEX : p ( i , a , y ) > 0 I ЬЕЛ > 
és jelöljük a fixpontját Q*-val. 
Tegyük fel, hogy Q0(x,a) < Q*(x,a) és tekintsük a 
QT+I(X,A) 
max {Qt(x, o), ct + 7min b g ^ Q t(£t+i, &)}. ha (x, а) = (£t, at), 
Qt(x,a), különben 
rekurziót. Ekkor Qt konvergál Q* m.m. 
Világos, hogy T kontrakció a 7 kontrakciós faktorral. 
Bizonyítás. A bizonyítás ismét csak a 2.1. tétel alkalmazása, csakhogy a Tt 
operátorsorozatot most ügyesebben kell megválasztanunk. Először is adott (x,a) 
párra legyen a kritikus (rákövetkező) állapotok halmaza a következő: 
(24) M(x,a) = {Y 6 X\p{x,a,y) > 0, Q*(x,a) = c(x,a,y) + yminQ*(y,b)}. 
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M(x,a) nem üres, mert X véges. Mivel a ct költségekre áll (22) és (23), így az 
általánosság megszorítása nélkül feltehető tn definíciójának módosításával, hogy 
(25) lim c l n ( a , i O Î ,}=c(r ,a , î / ) . 
n—»OD v 7 
Legyen T{x, a, y) = {tk(x, а, у) | к > 0} és T(x, а) = U у € М (х ,а )Т(х , а, у) és legyen 
т/г,' n\t \ Г max (ct + 7 minb6A Q(yt,b), Q'(x, a)) ; h a f € T ( a ; , a ) , 
(Q'(a;,ffl); különben. 
Tekintsük a Q'0 = Qo, Q't+i = Tt(Q't,Q't) rekurzióval definiált Q't sorozatot és le-
gyen 
To = {Q G B(X x А) I Q(x,a) < Q*(x,a) for all (x,a) G X x A} 
a lehetséges kezdeti feltételek halmaza. To invariáns Tt-re. Teljes indukcióval 
Qt,Q't és Q* definícióinak felhasználásával könnyen látható, hogy Q't < Qt < Q* és 
így elég belátnunk, hogy Q't m.m. konvergál Q*-hoz. 
Világos, hogy Tt approximálja T-t Q*-nál, mert m.b. van végtelen sok olyan t 
időpont, hogy t G T(x, a) és az is világos, hogy a 
gt{x,a) = 
0; h a {x,a) = (xt,at) és yt G M(x,a), 
1; különben, 
sorozat kielégíti a 2.1. 1. feltételét, ugyanis Tt(Q,Q*)(x,a) = Q*(x,a), ha (x,a) = 
(xt,at) és yt G M(x,a). 
Mutassuk meg, hogy a 2. feltételt is kielégíthetjük ezzel a <?t-vel, azaz be-
csüljük meg I T t ( Q ' , Q ) ( x , a ) -Tt(Q',Q*)(x,a)|-et felülről, ahol Q,Q' G T 0 , azaz 
Q:Q' < Q*• Elsőként tegyük föl, hogy t G T(x,a), azaz, hogy (x,a) = (xt,at) és 
yt G M(x,a). Ekkor 
(26) \Tt(Q',Q)(x,a)-Tt(Q',Q*)(x,a)\ < (c(x,a,yt) +<ymmQt(yt,b)) ~ 
— max (ct + 7 min Q(yt, b), Q'(x, a)) < 4
 ьеА ' 
(27) < (c(x,a,yt) +7min<3*(yt ,6)^ - (c t + 7 m i n < 9 ( ^ , 6 ) ) 
(28) < j\\Q* — Q|| + \c(x,a,yt) — ct|, 
aholis kihasználtuk, hogy Tt(Q',Q*)(x,a) > Tt(Q',Q)(x,a) (mivel Tt a második 
argumentumában monoton) és, hogy 
Tt(Q',Q*)(x,a) < max (c(x,a,yt) + 'ymmQ*(yt,b),Q'(x,a)] < 
v ьеА / 
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< max (c(x,a,yt) +ymmQ*(yt,b),Q*(x,a)) = c(x, a,yt) + 7 min Q*(yt, b) \ bç.A / ьеА 
igaz, mivel Q' < Q* és yt E M(x,a). 
Legyen at(x,a) = \c(x,a,yt) — ct |. Ekkor (25) miatt 
lim <xt(x, a) = 0 
m.m. A másik esetben (amikor t#T(x,a)), \Tt(Q',Q)(x,a) - Tt(Q',Q*)(x,a)\ = 
0. így 
ITt(Q\ Q)(x,a) - Tt(Q', < 7(l - 9t(x,a)) (||Q - Q*|| + AÉ), 
ahol Aj = ot(xt,at)/7, ha t E T(x,a), és Xt = 0, egyébként. Azaz a 2. feltételt is 
kielégíti gt, mivel \ t m.m. nullához tart. 
A 3. feltétel teljesüléséhez szükséges és elegendő, hogy t E T(x,a) végtelen sok-
szor. Ez azonban a £t,ctt-re kirótt feltétel miatt áll és mivel p(x ,a ,y) > 0 minden 
у E Á4(x, a)-re. 
így a 2.1. Tétel szerint Q't m.m. tart Q*-hoz és ezért Qt is m.m. tart Q*-hoz. 
• 
5. Asz imptot ikusan optimális adaptív politikák 
Térjünk most vissza a bevezetőben említett problémára: adjunk meg olyan 
7Г politikát, amely aszimptotikusan optimális, azaz teljesíti az (1) egyenletet. 
Valamennyi korábbi konvergencia eredményünknél kulcsszerepe volt annak a fel-
tevésnek, hogy a tanulás közbeni ír politika olyan, hogy a megfelelő 
kontrollált Markov folyamat minden (x, a) párt végtelen sokszor jár be. Ekkor hív-
tuk а 7Г politikát erősen elegendően felfedezőnek. Először ezt a feltevést gyengítjük. 
5.0.4. Elégségesen felfedező politikák. 
5.1. Definíció. А тг politikát elégségesen felfedezőnek nevezzük, ha minden 
(x,a) párra az : x = v.s.} halmazon m.m. (re = = is v.s. 
(v.s. = végtelen sokszor). A végtelen sokszor látogatott állapotok halmazát AT^-vel 
jelöljük: X o o H = { r r e * | ® = { t ( , r )}. 
A továbbiakban csak az várható lecsengetett összköltség kritériumot tekintjük 
és a Q-tanulás algoritmust. Az eredmények kiterjeszthetők a többi algoritmusra 
és egyéb kritériumokra is. Tegyük fel tehát, hogy (a 7r-vel való felsőindexelést 
elhagyva) 
(29) 
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(l -T)t(x,a))Qt(x,a) + rjt(x,a){ct + 7ттЬ€.дQtUt+iU)}, 
Qt+i(x,a)= h a (x,a) = (£t,at) 
Qt(x,a), különben, 
ahol Ut,at,ct) teljesíti az 1.1. feltevésben foglaltakat és 
1 
r?t(x,a) --
1 + nt(x,a) ' 
ahol nt(x, a) = #{t > г > 0 : (x,a) = Ut,at)j. 
5.1. TÉTEL. Legyen % egy elégégesen felfedező politika és legyen Qt (29)-vel, 
rekurzívan megadva. Ekkor minden (x, a) párra és m.m. u>-ra amelyre x E Хгю(со), 
l im t_ 0 0 Q t(x,a)(w) = Q*(x,a), azaz limt-roo Qt| V- -»• <3*1 v m.m. 
xx oo XX oo 
Bizonyítás. Legyenek T i , . . . , T*, с X azok a részhalmazai T-nek, amelyekre 
P(Xoo = Xi) > 0 , 1 < i < k. Rögzítsünk egy г-t és tekintsük azon eseményeket, 
amelyekre { X ^ = X,}. Ekkor minden ( x , y ) E X{ x ( T \ Ti) párra és minden a E A 
akcióra p(x, a, y) = 0, mivel különben a politika elégségesen felfedező' voltából faka-
dóan у E Too is állna m.m. a { T ^ = T } halmazon, amiből az у E X{ ellentmondás 
következik. így az eredeti MDP T,-re való megszorítása értelmezhető a természe-
tes módon. Jelölje Q* a megszorított MDP-nek megfelelő optimális állapot-akció 
költség függvényt. A <3*-ra vonatkozó Bellman egyenlet szerint 
Q*{x, a) = Y p{x,a,y)(c{x,a,y) + 7 m i n Q * ( y , 6 ) ) , V(x,a) E Xi x A. 
vex. 
Hasonlóan, Q* kielégíti a 
Q*(x,a) = Y P(x,a,y)(c(x,a,y) + 7 min <?*(?/, 6)) = 
yex 6 
= Y P(x,a,y)(c(x,a,y) + y min Q*(y,b(j, V(x,a) E Xi x A 
yeXi e 
egyenletet. így mindketten kielégítik ugyanazt a fixpont egyenletet. Mivel 7 < 1 a 
fixpont egyenletnek csak egy megoldása lehet és így 
(30) Q* = Q*\Xi-
Legyen r £ N és legyen fij)T = {lj : xt E Xi,t> т}. Ekkor Qt m.m. tar t Q*-hoz 
fiiiT-n a 4.3. Tétel miatt, mivel т után és az fii,T-n a Q-tanulás algoritmus úgy 
működik, mint egy az T;-re megszorított MDP-hoz tartozó Q-tanulás algoritmus 
és 7Г erősen elegendő felfedező filiT-n és a megszorított MDP-t tekintve. Mivel m.m. 
U T 6 N Í \T = {w : TOO(W) = TI}, így Q Í M L Q*, t 0 0 m.m. tart X{ - Xx-n 
és a tétel következik (30)-ból. • 
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5.0.5. Optimális adaptív politikák konstrukciója. Mive l a t - ed ik p i l l a n a t b a n 
a politika Qt-tó'l is függ majd, a politika által előírt akció a f-edik lépésben nem 
csak a kontroll folyamat múltjától, hanem az eddigi költségektől, c o , c i , . . . ,ct~i-
től is függ majd. Azonban mivel Ci a c (£ , , a , ,£ 1 + i ) -I-n, alakban írható, ahol ni 
véges szórású, zérus várható értékű „zaj" az ilyen politikákkal elérhető legkisebb 
összköltség sem lehet kisebb mint azon politikák által elérhető, melyek a kontroll 
folyamat múltjától (és а с költségfüggvénytől) függnek. így az optimális politi-
kák alakja változatlan marad ezen kiterjesztett politikákra is. A továbbiakban a 
rövidség kedvéért jelöljük a n politika által az a akció a t-edik időpillanatbeli válasz-
tására előírt valószínűséget n(a | J"£)-vel, ahol Tt jelöli a kontroll folyamat múltját 
az eddigi költségekkel együtt. 
A következő, ún. kiterjesztett Borel-Cantelli lemmára a következő lemmánk 
bizonyításánál szükség lesz. 
5 . 2 . LEMMA. Legyen Ék o-algebrák egy növekvő sorozata és legyenek az Ak 
halmazok Ék-mérhetőek. Ekkor 
< m : P(Ak I Êk-1) = oo l = {u : ui G Ak i.o.} m.m. 
A lemma bizonyítása a [4] könyvben található 5.29-es következmény bizonyí-
tásához teljesen hasonló módon történhet. 
5 . 3 . LEMMA. Tegyük fel, hogy egy politikánál az akció választás valószínűsége 
egy adott állapotban attól függ, hogy az állapotot eddig hányszor látogatta meg a 
kontroll folyamat: Jelölje ir(a j T t , t = tk(x)) annak a valószínűségét, hogy a az а 
akciót választjuk feltéve, hogy a t-edik lépésben épp k-adszor látogatja meg a kont-
roll folyamat x-et. (Itt tk(x) a z t a z időpontot jelöli, amikor a kontrollált folyamat 
k-adszor látogatja meg az x állapotot.) Ha minden x-re 
oo 
(31) Х л Н Ft,tk(x) = t ) = 00, 
k=1 
akkor a тг politika elegségesen felfedező. 
Bizonyítás. Rögzítsük a 7r politikát és egy x G X állapotot. Ekkor minden olyan 
w-ra, amelyre x G Хоо(ш) a tk(x) sorozat jól definiált és a végtelenig folytatható és 
konstrukció szerint 
P(atí{x) =a\Pt,tk(x) = t) = ir(a\Tutk{x) = t) 
áll minden к > l-re. Alkalmazzuk az 5.2. lemmát. Legyen Ak = {^ . (х ) = a } és 
Ék = <r{Pt, t = t f c + i (x)} = Ut=tk(x)Ft- Ekkor Ak A - m é r h e t ő és így (31) miatt 
P(Ak I Ék-1) = P{atL(x) =a\Pu tk(x) = t) = тг(а | T t , tk{x) = t ) . 
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Következésképpen m.m. {x G Y ^ j - n P(Ak I Tk-i) = oo és így az 5.2. lemma 
szerint | a = at fc(x)} v.s. is m.m. áll {x G «Y^j-en. • 
5.1. Definíció. E g y 7r po l i t i ká t aszimptotikusan optimálisnak n e v e z ü n k , h a 
minden x G V-re 
lim P(at G Argmin Q*(x, a) \ Tt, x = xt) = 1 m.m. 
í—» oo 
5 . 4 . T É T E L . Tekintsük a (29 ) - ve l megadott Qt sorozatot és tegyük fel, hogy 
az 1.1. feltevésben foglaltak teljesülnek. Legyen тг egy politika és legyen 
ir(at € Argmin<3t(x ,a) | x = xt, Tt) d=f E n(a\x = xt, Tt). 
aeArgmin,,e^ Qt(x,b) 
Tegyük fel, hogy тг konstrukciójánál fogva kielégíti a 
oo 
(32) ^ т г ( а | Я
ь
 tk(x) =t) = o o 
fc=1 
(33) lim 7г(af G A r g m i n Q t ( x , a ) \ x = xt, 
к
 а € Л
 ) 
egyenleteket. Ekkor тг aszimptotikusan optimális. 
Megjegyezzük, hogy 7г(а
ё
 G Argmin a e ^ Qt(x, а) \ x = xt,Tt) jól definiált, mert 
Qt Tt mérhetó'. 
Bizonyítás. (32) szerint az 5.3. Lemma feltételei teljesülnek és így a 5.1. tétel 
is alkalmazható. Eszerint l im t _ 0 0 Q t \x x Q*\x x m m - és így, mivel A véges és 
(33) miatt már következik is тг aszimptotikus optimalitása. • 
A tételből azonnal adódik, hogy a 
' Щ - ) ; ha a G A r g m i n ^ Q t f c (x )(x, а), 
1
 ~ ^ Г ^
1
 ~ 1 «1к u 
——— ; különben, 
\Л - Otfc| 
•(a\Tt,tk(x) = t ) = 
politika, ahol Ct(x) az Argmin a e ^ Qt(x, a) = {a G A\Qt(x,a) = т т ь 6 . д Qt(x,b)} 
halmaz számosságát jelöli kielégíti az 5.4. tétel feltételeit. Vegyük észre, hogy ez a 
politika a múlttól csak a Qt-n keresztül függ és így valóban kiszámítható. Természe-
tesen aszimptotikusan optimális politikák más, nem-egyenletes valószínűségekkel is 
megadhatók (a fenti politika egyenletes valószínűségekkel választ az mohó és nem 
mohó akciók közül). Nyitott kérdés, hogy az ily módon előállított aszimptotikusan 
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optimális politikák közül mely valószínűségeloszlások adnak gyorsabb optimalitás-
hoz való tartást . Megjegyezzük, hogy a 2.1. tétel bizonyításánál felhasznált mód-
szerrel belátható, hogy a Qt Q*-hoz tartásának rátája tetszőleges aszimptotikusan 
optimális politika esetére yfiog log t/t [14] és ezt (32)-vel ötvözve lehetségesnek tű-
nik az optimalitáshoz tartás aszimptotikus konvergencia sebességének becslése. Ha 
egy politikáról tudjuk, hogy aszimptotikusan optimális, akkor a sztochasztikus app-
roximáció közönséges differenciálegyenletekre való visszavezetésének módszere (az 
„ODE" módszer, lásd [11, 9, 2]) már használható centrális határeloszlás típusú 
tételek levezetésére. 
Arra az esetre, amikor a MDP kritériuma az egy lépésre jutó átlagos költség 
minimamizálása ismertek a konvergencia sebességre vonatkozó alsó korlátok, pon-
tosabban alsó korlátok arra nézve, hogy a tanulásbői eredő az optimális politika 
végrehajtásának költségéhez képesti veszteség (a „tanuló pénz") legalább mekkora 
aszimptotikusan. Erre az esetre ismertek továbbá olyan politikák, amelyek ezt az 
alsó korlátot elérik és ilyen értelemben optimálisak, nem javíthatók [5, 6]. Fon-
tos azonban megjegyezni, hogy ezek az eredmények csak a tranziens teljesítmény 
aszimptotikájáról szólnak és nem magáról a tranziens teljesítményről, melyről fel-
tehetőleg semmi sem mondható. 
Érdekességként megemlítjük, hogy ha a MDP kritériuma a pesszimista össz-
költség minimalizálásaként van megadva, akkor a minden lépésben a mohó akciót 
választó politika is optimális lesz [13, 12]. 
Itt ismertetjük a 2.1. tétel bizonyításának vázlatát. A bizonyítás az alábbi 
A.1.-A.4. lemmákon alapszik. 
A . l . LEMMA. Legyen xt egy véletlen folyamat és tegyük fel, hogy minden rj,6 
pozitív számokhoz van olyan MG N , m.m. korlátos véletlen index, hogy 
Ekkor Xt m.m. 0-hoz tart. 
Bizonyítás. A fenti feltételek mindössze abban különböznek a szokásos definíci-
ótól, hogy itt megengedjük, hogy M véletlen legyen. Azonban elemien megmutat-
ható, hogy P(supt>k \xt\ ><*>)< P(supj>M |a;t| > 6) + P(M > k), ahol к tetszőleges 
(nem-véletlen) természetes szám és így (34)-ből és M m.m. korlátosságából követ-
kezik az eredmény. • 
A . 2 . LEMMA. Legyen X egy tetszőleges halmaz és tekintsünk egy a 
A. Egy aszinkron sztochaszt ikus approximációs té te l 
(34) 
t>M 
(35) vt+1 < 9tvt + 7 ( 1 - fft)IMI 
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egyenlőt en ségelœ t kielégítő {vt} véletlen folyamatot, ahol v0,gt nem-negatív vélet-
len függvények, és ||u0|| m.m. véges. Ha minden к > O-ra 
lim 
n—»oo I I f t ( - ) 
t=k 
= 0 
m.m., akkor | M I is m.m. nullához tart. 
Bizonyítás. A bizonyítás teljes indukcióval történik. A fc-adik lépésben azt bi-
zonyítjuk, hogy van olyan véletlen m.m. korlátos Mk index, hogy ha t > Mk, akkor 
IM I < ((1 + y ) / 2 ) k C . Ez az A.l . lemma miatt és mivel ( ( l + y ) / 2 ) k C -> 0, m.m. 
К —• oo, elegendő' is. A kérdéses egyenlőtlenség К = 0-ra a uo-ra kirótt feltevésünk 
miatt áll az MQ = 0 választással. Tegyük fel, hogy az egyenlőtlenséget már vala-
mely К > 0 egész számig beláttuk. Ekkor, mivel az ИМ
К
 = УМ
К
, «г+i = 9TUT + 7(1 — 
9t)((l+l)/2)kC, t > Mk sorozatra0 < vt <utés | | i t t - 7 ( ( 1 + 7) /2) f cC| | - + 0 m . m . 
megmutatható, így l i m s u p ^ « | M I < Y((L+Y)/2)KC < ((1 + 7) /2 ) f c + 1 C, amiből 
már következik is a m.m. korlátos Mk+Í létezése. • 
A.l. Definíció. Legyen G : B\ x B2 —• B\ egy véletlentől függő leképezés, ahol 
Bi,B2 normált vektorterek. G-t homogénnak nevezzük, ha minden pozitív ß-ra és 
V € BU£ G B2-re ßG(v,e) = G(ßv,ße). 
A.2. Jelölés. Legyen e = (£ 0 , £ i , . . . ) Ö2-értékú' véletlen sorozat és Gt : Вг x 
В2 —• В1 véletlen leképezések sorozata. A továbbiakban a vt+i = Gt(vt,£t) véletlen 
folyamat í-edik elemét, vt-t, vt(vo; e)-val jelöljük, ahol ||uo|| < oo m.m. 
A.3. Definíció. A vt(vo;e) véletlen folyamatot az e sorozat véges perturbáció-
ira érzéketlennek nevezzük, ha minden e' véletlen sorozatra amely e-tól legfeljebb 
véges sok tagban tér el úgy, hogy az eltérések maximális száma a véletlentől függet-
len, áll, hogy ha ||u t(uo;£)|| m.m. nullához tart , akkor ||ut(uo; £')|| is m.m. nullához 
tart. 
A.4- Definíció. A vt(vO;E) véletlen folyamatot érzéketlennek nevezzük az £ so-
rozat kicsinyítéseire, ha minden 0 < с < 1 véletlen számra áll, hogy ha ||u t(uo;£)|| 
m.m. tart nullához, akkor ||u t(uo;£')|| is m.m. tart nullához. 
A . 3 . LEMMA ( Ú j r a s k á l á z á s i L e m m a ) . Tegyük fel, hogy a vt(w; e) véletlen soro-
zatot egy véletlen, homogén Gt : B\ x B2 —> B\ függvénysorozat indukálja. Ekkor 
||ut(w; £)|| m.m. nullához tart, ha 
(i) vt érzéketlen az e véges perturbációira, 
(ii) vt érzéketlen az e kicsinyítéseire és 
(iii) | |UÍ(W;£) | | m.m. nullához tart, ahol ut a vt korlátosán tartott változata: 
uq = vq és Ut+i = StGt(ut,£t), ahol St a t-edik ún. átskálázási faktor, mely a kö-
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vetkezőképp van definiálva: 
r i / | | G t ( u t , e t ) | | , ha | |G t (u t , e t ) | | > 1 ; 
\ 1, különben. 
Bizonyítás. Először is jegyezzük meg, hogy 0 < St < 1, t > 0. Teljes in-
dukcióval belátható, hogy tetszőleges pozitív S-ra áll az SVT(U\e) = vT(SU, SE) 
azonosság, itt u,e tetszőlegesek. Ebből, szintén teljes indukcióval következik, 
hogy a c t + 1 = n ~ t Sj és dt+1 = ГП=1 SÍ sorozatokkal ut(w,e) = vt(dtw,ce), ahol 
с = (со, c i , . . . ) és ahol a ce szorzat tagonként értendő: ce — (co£o, ci£i, • • •)• 
Mivel feltevés szerint | |u t | | —» 0 m.m., így minden 1 > 6 > 0-hoz van olyan 
M = M(6) véges index, hogy ha t > M, akkor P ( | | u t | | < 6) > 1 - 6. Tekintsük az 
As — {llutll < <5} halmaz ш eseményeit. Mivel itt St(u>) = 1, ha t > M, így ct+1 = 
JJJLT SJ, ha t < M és ct+i = 1, ha t > M. Hasonlóképp, d t+i = djví+ъ ha t > M. 
Az ut(w;e) - vt(dtw; ce) azonosságból következően pedig | | Г ; ^ W ; С Е ) | | m.m. 
nullához tar t A^-n. Homogenitás miatt v t{dM+\w,ce) = dM+iVt(w,ce/dM+i), és 
így | |v t(w;ce/dM+i) | | is m.m. nullához tart As-n. Mivel vt(w;ce) = 
vt(w,dM+i(ce/dM+i)), 0 < dM+i < 1 és mivel vt érzéketlen e kicsinyítéseire, így 
vt(w;ce)II is m.m. nullához tart A^-n. Végül, mivel A^-n ce az e véges perturbá-
ciója kapjuk, hogy | |u t(w;e)| | is m.m. nullához tart As-n. Mármost az állítás ebből 
és abból, hogy 6 tetszőleges volt és 1пп{_0 P(As) —> 1 már következik is. • 
A következő lemma az A.2. lemma folyamatának perturbált változatára vonat-
kozik: 
A . 4 . LEMMA. Legyen X egy tetszőleges halmaz és tekintsünk egy a 
((36)) vt+i < gtvt + 7(1 - fft)(IMI + et) 
egyenlőtlenségeket kielégítő {vt} véletlen folyamatot, ahol VQ, gt nem-negatív vé-
letlen függvények, y voll < oo m.m. és 0 < et —> 0 m.m. Ha minden к > 0-ra 
lim 
71—.ОС 
m.m., akkor ||ut|| is m.m. nullához tart. 
Bizonyítás. F i g y e l j ü k m e g , h o g y vt — vt(vo;e), a Gt : B{X) x R —» B(X), 
Gt(v,e) = gtv + ft(\\v\\ + et) homogén függvényekkel. Teljes indukcióval köny-
nyen látszik, hogy vt(v0;e) e kicsinyítéseire érzéketlen, mivel ha 0 < с < 1, akkor 
0 < vt(w,ce) < vt{w,e), w > 0. Hasonlóképp, vt{v0-,e) érzéketlen e véges pertur-
bációira. Ezt az A.2. lemma 6 t = |v t(uo;e) - Uí(vo;e')| folyamatra való alkalma-
zásával bizonyíthatjuk, ugyanis elég nagy t-re et = e't és ekkor St m.m. kielégíti 
a <5í+i < gtdt + 7(1 - #í)||<5t|| egyenlőtlenséget. így az újraskálázási lemma szerint 
Г Ы - ) 
4-
= 0 
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elegendő ha vt korlátosán tartott verziójának m.m. nullához tartását belátjuk. Ez 
azonban az A.2. lemma bizonyításához teljesen hasonlóan következik. • 
A 2.1. tétel bizonyítása ezek után már könnyen adódik. A tétel szövegét az 
olvasó kényelme érdekében megismételjük: 
A . 5 . T É T E L . Legyen X egy tetszőleges halmaz, В = (B(X), || • ||), A hol ||U|| = 
suPx6A és legyen T : B(X) —• B(X) egy fíxponttal rendelkező operátor. Je-
löljük v*-va 1 T egy fixpontját és tegyük fel, hogy a T = (Xb,7\,...) véletlen ope-
rátorok sorozata approximálja T-t a v*-nál, az Fo Ç B(X) kezdeti értékek mel-
lett. Tegyük fel továbbá, hogy v* G Fo, Fo invariáns T-re és hogy léteznek olyan 
gt : X —• [0,1] mérhető függvények és egy olyan 0 < 7 < 1 konstans, hogy az alábbi 
feltételek elegendően nagy t-re m.m. teljesülnek: 
1. \Tt(ui,v*)(x) - Tt(u2,v*)(x)\ < gt(x)\ui(x) - u2(x)\, ahol t G N , x E X és 
ui ,u2 E F0. 
2. \Tt(u,v)(x) — Tt(u,v*)(x)\ < 7 ( 1 — gt(x)) ( | | v — u* | | + A t ) , ahol t E N, x E X és 
u,v G Fo és At —» 0 m.m. 
3. l i m n ^ U r n U í f c O l l = 0 , * > 0 . 
Ekkor tetszőleges vq E F0-ra, a vt+i = Tt(vt, vt) függvénysorozat v*-hoz tart m.m. 
a B(X) normájában. 
Bizonyítás. Mivel v* a T fixpontja, elég a 6t = vt — ut sorozat egyenletes nul-
lához tartását megvizsgálni, ahol « t+i = Tt(ut,v*) és uo G Fo. Mivel V*,UQ E FO 
és Fo invariáns T-re, így vt,ut E Fo is áll, a tétel 1-2 feltételeinek egyenlőtlensé-
gei tehát alkalmazhatók. így a háromszög egyenlőtlenség ismételt alkalmazásával 
és elegendően nagy í-kre adódik, hogy 
<5t+i < 9T6T + 7 ( 1 -9 t ) ( l l<y + \\UT - v * | | + At), 
amiből az A.4. lemma szerint ||(5t|| —» 0 m.m., azaz ||nt — n*|| —• 0 m.m. • 
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AN A S Y N C H R O N O U S S T O C H A S T I C A P P R O X I M A T I O N T H E O R E M A N D S O M E 
A P P L I C A T I O N S 
C S A B A SZEPESVARI 
In the pape r we are concerned wi th the adapt ive op t imal control of Markov decision prob-
lems. An asynchronous s tochas t ic approx imat ion theorem is proved. T h e n the theory of Markov 
decision problems is reviewed and three appl icat ions of the main theorem are given for t he esti-
mat ion of t he op t imal cost - funct ion. Finally, a class of adapt ive opt imal policies is cons t ruc ted . 
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HIPERCSERESZNYEFÁKKAL ADOTT VALÓSZÍNŰSÉGI KORLÁTOK 
SZÁNTAI T A M Á S ÉS B U K S Z Á R J Ó Z S E F 
Budapes t , Miskolc 
Ebben a do lgoza tban ú j t ípusú alsó és felső korlá tokat adunk meg véges számú ese-
mény uniójának valószínűségére. Ehhez segédeszközként a h ipergráfok körében egy ú j 
foga lmat vezetünk be, melyet hipercseresznyefának fogunk nevezni. Ezeknek az ú j ered-
ményeknek közvetlen előzménye a Prékopa A n d r á s és Bukszár József ál tal ko rábban 
bevezetet t , cseresznyefának, illetve speciális esetben í-cseresznyefának nevezett (valójá-
ban ugyancsak h ipe rg rá fnak tekin thető) h ipe rg rá f s t ruk tú rák ál tal s z á r m a z t a t o t t felső 
korlátok, va lamint a Bukszár József által definiált m-mul t i f ák ál tal s z á r m a z t a t o t t felső 
korlátok. Ezek mind a D. Hunte r ál tal közönséges gráfok maximál i s súlyú feszí tőfája 
segítségével s z á r m a z t a t o t t felső korlát jav í tása inak t ek in the tők , s min t ilyenek érte-
lemszerűen csak felső korlá tokat szo lgá l ta tha tnak . I. Tomescu a h ipergráfok körében 
bevezetet t h iper fák segítségével úgy t u d t a á l ta lános í tani D. Hunte r e redményét , hogy 
nemcsak további felső korlá tokat nyert , hanem hasonlóan jó alsó korlátokat is. A dol-
gozatban közölt ú j t ípusú alsó és felső korlátok ugyanolyan ér te lemben á l ta lános í t j ák , 
illetve j av í t j ák az I. Tomescu féle alsó és felső korlá tokat , min t ahogyan a P rékopa And-
rás és Bukszár József á l ta l bevezetet t felső korlátok j a v í t o t t á k a D. Hunte r féle felső 
korlátot . Az ú j korlátok ha tékonyságát egy speciális megbízhatósági rendszer megbíz-
ha tóságá ra s zámí to t t alsó és felső korlátokkal i l lusztrál juk. 
1. Bevezetés 
Legyenek A\,...,An az (SI, A, P) valószínűségi mező tetszőleges eseményei. 
Ezek uniójának a valószínűségére legkorábban G. Boole [1] adott meg egy felső 
korlátot, melyben csak a P{Ai), i= 1 , . . . ,n valószínűségek összegét, azaz az úgy-
nevezett első binomiális momentumot, Si-et használta. Ezt a felső korlátot általá-
nosították a C. E. Bonferroni által adott egyenlőtlenségek (lásd [2]), melyek szerint 
az Si, , • • •, S h, h < n binomiális momentumok váltakozó előjelű összege páratlan 
h esetén mindig felső korlátot, páros h esetén pedig alsó korlátot ad az Ai,..., An 
események uniójának a valószínűségére. Ezt követően a Bonferroni egyenlőtlensé-
gek általánosításainak egy sora jelent meg, míg végül Prékopa András dolgozatai 
zárták le a kutatások ezen irányát azzal, hogy bebizonyították az addig megta-
lált, első három binomiális momentumot használó Bonferroni típusú egyenlőtlensé-
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gekró'l, hogy azok élesek, valamint az első négy binomiális momentumot használó 
éles felső korlát explicit megadása mellett felírták azt a lineáris programozási fela-
datpárt, amely megoldásai akármennyi Si,S2, • • •, h < n binomiális momentum 
ismeretében szolgáltatják az éles Bonferroni típusú alsó és felső korlátokat. 
Mivel a binomiális momentumok számítása a gyakorlatban legtöbbször az 
Sk= E P ( A í j П • • • П Aik), k = l,...,n 
l<tl<...<ú<n 
képlettel történik, azért az első h binomiális momentum ismerete feltételezi azt, 
hogy a bennük foglalt Р(А^), P(AП AÍ2),..., P(AП . . . П Aih), 1 < ix < ... < 
ih < n szorzat esemény valószínűségeket is mind külön-külön számítani tudjuk, il-
letve ki is számítottuk. Ezért logikus az a törekvés, hogy ne csupán az első h 
binomiális momentumba aggregált, hanem az egyes szorzat eseményekben külön-
külön meglévő információt is próbáljuk meg a P(A\ U • • • U An) valószínűség jobb 
korlátainak a készítésére felhasználni. Ebben az irányban az első lépéseket már 
G. Boole is megtette, hiszen voltaképpen megfogalmazta az úgynevezett diszaggre-
gált lineáris programozási feladatpár duál feladatát. Mivel azonban az ő idejében 
még nem volt ismert annak megoldására egy általános megoldó módszer, azért csu-
pán speciális, egyedi becsléseket tudott a módszerével megadni. G. Boole munkáját 
Th. Hailperin elevenítette fel (lásd [7]) először, majd ennek, és egymás munkájának 
ismerete nélkül D. Hunter [8] és K. J. Worsley [14] adott meg olyan felső korlátot 
a P(AI U • • • U AN) valószínűségre, amely az 5X első binomiális momentumon túl 
a P(A{1 П AÍ2), 1 < U < i2 < n szorzat esemény valószínűségek közül csak azokat 
használja, amelyek egy n csúcsú, az éleket а Р(А^ П A{2 ), 1 <i\ <i2 <n valószínű-
ségekkel súlyozó teljes gráf maximális súlyú feszítőfájának élei mentén találhatók. 
Ugyanakkor az így kapható felső korlátról könnyű belátni, hogy jobb, mint az első 
két binomiális momentumot használó legjobb Bonferroni típusú felső korlát. 
Ezt követően I. Tomescu [13] általánosította a Hunter-Worsley féle felső korlá-
tot úgy, hogy páros h esetén az első Ii + 1 binomiális momentum váltakozó előjelű 
összegéből levonta, illetve páratlan Ii esetén az első h- l - l binomiális momentum 
váltakozó előjelű összegéhez hozzáadta egy speciális hipergráfstruktúra, az úgyne-
vezett (li + 2)-hiperfa (egy speciális (h + 2)-uniform, azaz olyan hipergráf, mely 
minden éle (h + 2) csúcsból áll) éleinek megfelelő szorzat események valószínűsé-
geinek az összegét. Ezzel nyilvánvaló módon megjavította a Bonferroni-féle felső, 
illetve alsó korlátokat. Megjegyezzzük, hogy h = 0 esetén a Tomescu féle felső kor-
lát azonos a Hunter-Worsley féle felső korláttal. A Tomescu féle korlátok előnye, 
hogy alsó korlátok is vannak közöttük, sajnos azonban az éles Tomescu féle korlá-
tok meghatározásához a (h + 2)-hiperfák körében kellene maximális súlyút keresni, 
amely feladat megoldására általánosan nem ismert hatékony algoritmus, csupán a 
h = 0 esetben tudjuk, hogy az megoldható mohó típusú algoritmusokkal. 
A. Prékopa, B. Vízvári és G. Regős [11] abból a feltételezésből indultak ki, 
hogy egy valószínűségi mező tetszőleges Ai,...,An eseményére mind а Р(Аг), i = 
1,. . ,,7i egyedi, mind а P(AП AÍ2),..., P(AП • • • П Aih), 1 <ii < ... <ih<n 
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metszet valószínűségek rendelkezésre állnak. Az ezen információ birtokában meg-
fogalmazott lineáris egyenló'ség-egyenló'tlenség rendszerhez lineáris célfüggvényeket 
hozzávéve és a keletkezett lineáris programozási feladatokra duálmegengedett meg-
oldásokat szerkesztve az n esemény különféle Boole-függvényeire tudtak korlátokat 
megadni. Sajnos az így felírt lineáris programozási feladatok mérete túl nagy ah-
hoz, hogy az optimális megoldását, és így az adott információ birtokában lehetsé-
ges éles korlát megtalálását 15-20-nál nagyobb n érték esetén egyáltalán remélni 
lehessen. Speciálisan az n esemény uniójának a valószínűségére azonban meg tud-
tak adni néhány speciális hipergráfstruktúrát, melyekhez a lineáris programozási 
feladat egy-egy olyan duálmegengedett megoldását lehetett rendelni, hogy az a 
Hunter-Worsley korlátnál bizonyíthatóan jobb felsó' korlátot eredményezett. 
J. Bukszár [3] PhD értekezésében ugyancsak speciális, szemléletesen cseresz-
nyefának elnevezett hipergráfstruktúrát definiált, amely segítségével meglepó'en jó 
felsó' korlátot tudott adni n esemény uniójára. Később J. Bukszár és A. Prékopa 
[4] azt is megmutatták, hogy a cseresznyefák halmazában található olyan részhal-
maz, amely elemeihez szintén tartozik az előbbi lineáris programozási feladat egy 
duálmegengedett megoldása. Ezeket a speciális cseresznyefákat t-cseresznyefának 
nevezték el, és arra javasolták felhasználni, hogy a hozzátartozó duálmegengedett 
megoldásból duálmegengedett bázismegoldást készítve, néhány duálszimplex iterá-
ciót végrehajtva még jobb felső korlátot nyerjenek. 
A jelen dolgozat fő célkitűzése az, hogy a hipercseresznyefa fogalmának beve-
zetésével általánosítsa a cseresznyefa fogalmát, és megmutassa, hogy míg a cseresz-
nyefák segítségével a h = 0-ra vett Tomescu-féle felső korlátot lehetett csak javítani, 
addig ezen új gráfstruktúra alkalmas arra, hogy bármely h > 0-ra vett Tomescu-
féle, tehát álcár alsó, álcár felső korlát javítását megadjuk. Megjegyezzük, hogy 
J. Bukszár a [3]-ban mind a cseresznyefa, mind a hipercseresznyefa fogalmát to-
vább általánosította az m-multifa, illetve a (h,m)-hipermultifa fogalmává, amely 
gráfstruktúrák további, még jobb alsó és felső korlátok szerkesztésére adnak lehető-
séget. A (h, m)-hipermultifa hipergráfstruktúra speciális esetként magába foglalja 
a közönséges cseresznyefa és a hipercseresznyefa fogalmát is. 
A 2. fejezetben definiáljuk a hipercseresznyefákat és módszert adunk arra, ho-
gyan származtathatók egyszerűbb hipergráf struktúrákból. A 3. fejezetben leírjuk, 
hogyan számíthatunk alsó és felső korlátokat a hipercseresznyefák alapján és algo-
ritmusokat adunk meg azon hipercseresznyefák keresésére, melyekből „jó" korlátok 
nyerhetők. Itt a korlátok pontossága mellett figyelembe kell vennünk a korlátok 
számításainak költségeit. Számos alkalmazásban ugyanis, mint amilyen például a 
fc-out-of-r-from-n: F rendszer megbízhatóságának becslése, a többváltozós elosz-
lásfüggvény értékeinek becslése stb., a P(AI,), P(AI1 П AÍ2),. .. valószínűségeket 
ki kell értékelnünk és a kiértékelés meglehetősen költséges. Ezekben az alkal-
mazásokban célszerű olyan algoritmusokat választani, melyek csak kevés Р(А{
Г
), 
D AL2 ) , . . . valószínűségre támaszkodnak, mégis „jó" korlátokat szolgáltatnak. 
Ebben a fejezetben ilyen algoritmusokat is fogunk látni. Végül a 4. fejezetben olyan 
numerikus eredményeket közlünk, amelyekben összehasonlítjuk a hipercseresznye-
fák segítségével számított korlátokat más ismert korlátokkal. 
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2. Hipercseresznyefák 
Mielőtt definiálnánk a /i-hipercseresznyefákat, felelevenítjük a cseresznyefa fo-
galmát (lásd [4]). 
1. Definíció. Tekintsük azokat a hipergráfokat, amelyeket a (V, £,C) hármas 
ír le, ahol V a csúcsokat, £ az éleket (két csúcsból álló halmazok), С pedig az 
úgynevezett cseresznyéket (három csúcsból álló halmazok) azonosítja. Ezen nem-
uniform hipergráfok körében a cseresznyefát az alábbi rekurzióval definiáljuk: 
i) A legkisebb cseresznyefa két csúcsból és az őket összekötő élből áll, cseresznyéje 
nincs. 
ii) Egy cseresznyefából egy újabb cseresznyefát nyerhetünk, ha hozzáveszünk egy 
új csúcsot, két olyan élt, melyek az új csúcsot egy-egy már meglévő csúccsal 
kötik össze, valamint az új csúcsból és két szomszédjából álló cseresznyét. 
iii) Ha az ily módon nyert csúcsok, élek és cseresznyék halmaza rendre V, £ és C, 
akkor а Г = (V, £,C) hármast cseresznyefának nevezzük. 
1. Példa. Az 1. ábrán három cseresznyefa látható. 
• Гх = (V1,£UСО, ahol Ex = {1,2,3}, £x = {{1,2}, {1,3}, {2,3}}, Cx = {{1,2, 
3}}, és például az 1, 2 csúcsokból és az őket összekötő {1,2} élből kiindulva a 
3 csúcs, valamint a megfelelő {1,3}, {2,3} élek és az {1,2,3} cseresznye hoz-
závételével kapható meg. 
• Г2 = (E2 ,£2 ,C2) ,aholE2 = {1,2,3,4},£2 = {{1,3}, {1,4}, {2,3}, {2,4}, {3,4}}, 
C2 = {{1,3,4}, {2,3,4}}, és például a 3, 4 csúcsokból és az őket összekötő {3,4} 
élből kiindulva rendre az 1 csúcs, valamint a megfelelő {1,3}, {1,4} élek és az 
{1,3,4} cseresznye, illetve a 2 csúcs, valamint a megfelelő {2,3}, {2,4} élek és 
a {2,3,4} cseresznye hozzávételével kapható meg. 
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• Гз = (из,5з,Сз), a h o 1 U3 = {1 ,2 ,3 ,4 ,5} , S3 = {{1 ,3} , {1,4}, {1,5}, {2,3}, 
{2,4}, {3,5}, {4,5}}, C3 = {{1,3,5}, {1,4,5}, {2,3,4}}, és például az 1, 5 csú-
csokból és az ó'ket összekötő' {1,5} élből kiindulva rendre a 3, 4 és 2 csúcsok 
valamint a megfelelő élek és cseresznyék hozzávételével kapható meg. 
Ezek után tetszőleges h > 0 egész számra bevezetjük a fi-hipercseresznyefa fo-
galmát. А Д = (V,£,C) /i-hipercseresznyefa egy rekurzív módon megadott hiperg-
ráf, ahol V a csúcsok, £ h + 2 csúcsból, С pedig h + 3 csúcsból álló halmazok csa-
ládja, ahol £ elemeit hiperéleknek, С elemeit pedig hipercseresznyéknek nevezzük. 
Megjegyezzük, hogy h = 0 esetén a hiperélek és hipercseresznyék halmaza közön-
séges élek és cseresznyék halmaza lesz, és amint azt az alábbi rekurzív definícióból 
láthatjuk, maga a /i-hipercseresznyefa is közönséges cseresznyefává válik. 
2. Definíció. A /г-hipercseresznyefák rekurzív definíciója. 
A O-hipercseresznyefák legyenek azonosak a cseresznyefákkal. Tetszőleges h > 
1 egész szám esetén tegyük fel, hogy a (h— l)-hipercseresznyefát már definiáltuk. 
i) A legkisebb Д = (V, £,C) fi-hipercseresznyefa csúcsainak száma h + 2, 5-nek 
egyetlen eleme van, mégpedig az összes csúcsot magába foglaló hiperél, С pedig 
üres halmaz. 
ii) Egy A = (V,£,C) fi-hipercseresznyefából egy eggyel több csúcsú Д ' = 
(V ' ,£ ' ,C ' ) /i-hipercseresznyefát a következő módon nyerünk. Tekintsünk a 
V csúcsok halmazán egy tetszőleges Г = (К,5*,С*) (h — l)-hipercseresznyefát. 
A K-hez vegyünk hozzá egy új csúcsot, melyet jelöljön v, az 5-hez vegyük hozzá 
а Г 5*-beli hiperéleit г»-vei kiegészítve, a C-hez pedig vegyük hozzá а Г C*-beli 
hipercseresznyéit ugyancsak u-vel kiegészítve. Azaz 
V' = Vö{v}, £' = £ U (J (£и{»}}, 
c'=c U ( J {С U {u}} 
С€С* 
esetén Д ' = (V ' ,£ ' ,C ' ) egy újabb fi-hipercseresznyefa. 
2. Példa. Az alábbi hipergráfok 1-hipercseresznyefák. 
• Ai = (E i ,5 i ,Ci ) , ahol Vj = {1,2,3}, £x = {{1,2,3}}, Cx = 0 a legkisebb 1-
hipercseresznyefa. 
. Д 2 = (V2,£2,C2), ahol V2 = {1,2,3,4}, £2 = Ei U {{1,2,4}, {1,3,4}, {2,3,4}}, 
C2 = C\ U {{1,2,3,4}}, а Д1-Ьо'1 az 1. ábrán látható Ti cseresznyefa (azaz 0-
hipercseresznyefa) alapján képzett 1-hipercseresznyefa. 
. Д 3 = (V3,£3,C3), ahol E3 = {1,2,3,4,5}, £ 3 = £2 U {{1,3,5}, {1,4,5}, {2,3,5}, 
{2,4,5}, {3,4,5}}, C3 = C2 U {{1,3,4,5}, {2,3,4,5}}, a Дг-ből az 1. ábrán lát-
ható Г2 cseresznyefa alapján képzett 1-hipercseresznyefa. 
» A4=(V4,£4,C4), ahol V = {1 ,2 ,3 ,4 ,5 ,6}, £4 = £3 U {{1,3,6}, {1,4,6}, 
{1,5,6}, {2,3,6}, {2,4,6}, {3,5,6}, {4,5,6}}, C4 = C 3 U {{1,3,5,6}, {1,4,5,6}, 
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{2,3,4,6}}, a Дз-ból az 1. ábrán látható Г3 cseresznyefa alapján képzett 1-
hipercseresznyefa. 
Látható, hogy а Г
ь
 Г2 és Г3 cseresznyefák egymástól teljesen függetlenül vol-
tak választhatók. 
1. LEMMA. Egy n-csúcsú h-hipercseresznyefa hiperéleinek száma 2 ( £ ~ 2 ) + 
( y 2 ) , hipercseresznyéinek száma 
Bizonyítás. Az állítást h-ra való indukcióval igazoljuk. A h — 0 esetén a cse-
resznyefát kapjuk vissza, mely éleinek száma 2n — 3, cseresznyéinek száma n — 2. 
Tegyük fel, hogy az állítás h helyére h — 1-et írva teljesül. A Д-át előállító rekurzió 
során a (legkisebb) h + 2-csúcsú h-hipercseresznyefából indulunk ki, mely hiperé-
leinek száma 1, hipercseresznyéinek száma pedig 0. A rekurzió során, amikor egy 
újabb csúcsot veszünk hozzá а к (к = h + 2 , . . . ,n — 1) meglévőhöz, az indukciós 
állítás értelmében 2(k~2) + (£l2) új hiperélt és (fc}[2) új hipercseresznyét veszünk 
hozzá a meglévőkhöz. А Д hiperéleinek száma tehát 
j b f r K i D - ' C Ü H - ; 
hipercseresznyéinek száma pedig 
TI— 1 
k=h+2 
2 . T É T E L . Legyenek g, hésn egész számok, melyekre 0 < д < h, h + 2 < n. Le-
gyen в — (V,£,C) egy g-hipercseresznyefa, melyre V = {1,... ,n — h + g} és tegyük 
fel, hogy a csúcsok egy a в-át előállító rekurzió lépései szerint vannak számozva. 
HA 
£
' = s .
 u E{H <.+i}» c ' = У , e ( , C { n Í»+3} 
a b o l E f a
 i e + J } = { Я и { г ь . . . , г 9 + 2 } | Я С { m a x { i b . . . , г 9 + 2 } + 1 , . . . ,n}, |Я | = 
h-д} és C{i,,...,i,+3} = { Я и { г ь . . . , г 9 + 3 } | Я С { т а х { г ь . . . , г 9 + 3 } + 1 , . . . ,n} , 
Я | = h — g j , akkor Д = ( V , C ) egy h-hipercseresznyefa, melyre V— 
Bizonyítás. A h-ra és n-re való indukcióval bizonyítunk. A h = д esetén a 
tétel állítása triviális, hiszen Д megegyezik 0-val. Rögzítsük h-át (д + 1 < h) és 
tegyük fel, hogy a tétel állítása h helyére h — 1-et írva teljesül minden h + 2 < ri-
re. Az n-re való indukció értelmében tegyük fel, hogy n = h + 2. Ekkor a tételben 
szereplő в = (V,£,C) csúcsainak száma n — h + g = g + 2. А в tehát a legkisebb 
g-hipercseresznyefa, amiből következik, hogy £ egyetlen eleme {1 , . . . , g + 2} és 
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С = 0. A 0-ából a tételben leírt módon valóban fi-hipercseresznyefát kapunk, mely 
csúcsainak halmaza {1 , . . . , h + 2}, egyetlen hiperéle { 1 , . . . , h + 2}, hipercseresz-
nyéje pedig nincs. Ez tehát egy legkisebb /i-hipercseresznyefa. Rögzítsük n-et és 
tegyük fel, hogy a tétel állítása n helyére n — 1-et írva teljesül a már rögzített fi-
ra. Legyen в = (V,£,C) egy g-hipercseresznyefa, melyre V — {1 , . . . , n — fi + g}, 
és tegyük fel, hogy a csúcsok egy a 0-át eló'állító rekurzió lépései szerint van-
nak számozva. Legyen 9* az a g-hipercseresznyefa, melyet a 0-ából nyerünk az 
„n — fi + g" csúcs és a hozzá tartozó hiperélek és hipercseresznyék elhagyásával. 
(Mivel a 9 csúcsai egy a 0-át eló'állító rekurzió lépései szerint vannak számozva, 
ezért az „n — fi + g" csúcsot a 0-át eló'állító rekurzió utolsó lépésében vettük a 
meglévó'ekhez. Tehát az „n — fi + g" csúcsot a hozzá tartozó hiperélekkel elhagyva 
valóban g-hipercseresznyefát kapunk.) Az n-re való indukció miatt a 0*-ból a tétel-
ben leírt módon származtathatunk egy Д* fi-hipercseresznyefát, mely csúcsainak 
halmaza { l , . . . , n — 1}. A fi-ra való indukció miatt a 0-ból a tételben leírt mó-
don származtathatunk egy Г (fi — l)-hipercseresznyefát, mely csúcsainak halmaza 
szintén { l , . . . , n — 1}. На Д ' csúcsaihoz hozzáveszük az n csúcsot, hiperéleihez a 
Г hiperéleit az n csúccsal kiegészítve, akkor éppen a 0-ából származtatható Д fi-
hipercseresznyefát kapjuk. Valóban, а Д* hiperélei а Д azon hiperélei, melyek nem 
tartalmazzák az n csúcsot, hiszen minden egyes a 0\0*-beli {i\,..., ig+\, n — fi + g} 
hiperélhez csak egyetlen olyan H halmaz van, melyre H С {n — h + g + 1,... ,n}, 
\H\ = h — g, mégpedig a H = [n — fi + g + 1 , . . . , n}, ami pedig tartalmazza az „n" 
csúcsot; valamint ha Д az „n" csúcsot tartalmazó hiperéleibó'l elhagyjuk az „n" 
csúcsot, akkor éppen а Г hiperéleit kapjuk meg. Ugyanez mondható el a hipercse-
resznyékről is. A fentiekbó'l kifolyólag Д valóban fi-hipercseresznyefa. • 
3. Valószínűségi korlátok 
Eló'ször az alábbi definícióval vezessük be a fi-hipercseresznyefa súlyának a fo-
galmát. 
3. Definíció. А Д = (V,£,C) fi-hipercseresznyefa súlya: 
W(Д) = E P(Ai> П • ' ' П ) - Z P(A'> П • • ' n Ai"+> ) 
{m,..,Úi+2 }€£• fú «л+з}€С 
Ennek segítségével tetszó'leges Ai,... ,An események uniójának a valószínűsé-
gére az alábbi korlátok adhatók. 
3 . T É T E L . Legyenek A\,..., An tetszőleges események és legyen A = (V, £,C) 
egy tetszőleges h-hipercseresznyefa, melyre V — { \ , . . . ,n). Ekkor teljesülnek a 
következő egyenlőtlenségek. 
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• Ha h páros: 
(1) P( Û АЛ < Si - S2 + ••• + Sh+i - w(A) = 4
 t=i ' 
A+l 
= Y , ( - l ) k ~ 1 S k - £ P(Ailn...nAih+a)+ 
k=l {ii,...,t/,+2}6£ 
+ E Р(А
г1П...ПАгп+3). 
{n «|.+з}ес 
• Ha h páratlan: 
(2) P( LJ АЛ >Si - S 2 + . . . - S h + 1 + Ц Д ) = 
X
 1 = 1 ' 
/l+l 
= X!(-1 )k~XSk+ £ Р(АчП...пАги+2)-
k=1 {»I,—.»ь+а}€£ 
Bizonyítás. A bizonyítást h-ra való indukcióval végezzük oly módon, hogy (1) 
és (2) egyenlőtlenségeket egyszerre igazoljuk. Ha h = 0, akkor a szokásos cseresz-
nyefa korlátot kapjuk vissza az (1) egyenlőtlenségben (lásd [4]). Legyen h > 1 és 
tegyük fel, hogy (1) és (2) egyenlőtlenségek teljesülnek, ha h helyett kisebb számot 
írunk. Feltesszük, hogy h páratlan. Az az eset, amikor h páros, analóg bizo-
nyítható. Igazoljuk, hogy (2) egyenlőtlenség teljesül ezzel a h-val. Egy n-re való 
indukciót is használunk. Ha n = h + 2 vagy n = h + 3, akkor a (2) a jól ismert szita 
formula lesz, mely egyenlőséggel teljesül. Legyen n > h-1-4 és tegyük fel, hogy (2) 
egyenlőtlenség teljesül, ha n helyett kisebb számot írunk. Az általánosság meg-
szorítása nélkül feltehetjük, hogy Д rekurzív előállításának utolsó lépésében az n 
csúcsot vettük hozzá а Д = (V,£,C) h-hipercseresznyefa csúcsaihoz és а Д £-beli 
hiperéleit úgy nyertük, hogy az £-beli hiperélekhez vettük hozzá az £* elemeit az 
n csúccsal kibővítve, valamint а Д C-beli hipercseresznyéit úgy nyertük, hogy a C-
beli hiperélekhez vettük hozzá a C* elemeit az n csúccsal kibővítve, ahol £* és С* a 
Г (h — 1 )-hipercseresznyefa hiperéleinek illetve hipercseresznyéinek halmaza. Az n-
re való indukcióból a (2) egyenlőtlenséget az A\,..., 4 n _ i eseményekre alkalmazva 
a A = (V,£,C) alapján következik, hogy 
M-i 
(3) ^ U A j ^ H ' " 1 Y P(Ann...nAik) + 
k=1 {«!,...,H}C{l,...,n-l} 
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+ Y n - . n \ + J ) -
Y Р(А{1П...ПАГК+3), 
{«» П.+з}€С 
valamint a h-га való indukcióból az (1) egyenló'tlenséget az Ai П An, A2 П A n , . . . , 
1 П An eseményekre alkalmazva а Г = (V*,£*,C*) alapján 
H 
( 4 ) - P ( n i U ( A i n A n ) ) > Y ( ~ 1)" Y P ( A i i n . . . n A i t n A n ) + 
k=1 {M,...,ú}c{l,...,n-1} 
+ Y P{An П . . . П Aili+1 П An)~ 
A»)i+2 П An) 
{»í.—>*fc+a}€C* 
Összeadva a (3) és (4) egyenlőtlenségeket, majd mindkét oldalhoz P(A„)-et adva 
az alábbi egyenlőtlenséget nyerjük: 
(5) P( Ö A t ) = P( NU АЛ + P(AN) - P( "Ü1 (AI П A„)) > 
4
 2=1 7 4 2=1 7 4 2=1 7 
/l+l 
> £ ( _ i ) * - i S f c + ^ Р ( л „ п . . . п 4 + 2 ) -
fc=i {ii,...,ih+2}e£ 
Y P ( A 4 n . . . n A i l i + 3 ) {ii,...,i/l+3}ec 
Ezzel a (2) egyenlőtlenséget igazoltuk. Ha h páros, akkor az (1) egyenlőtlenség 
teljesen analóg módon igazolható. • 
1. Megjegyzés. Látható, hogy mind az (1) mind a (2) korlátokat használva 
az a célunk, hogy minél nagyobb súlyú h-hipercseresznyefát találjunk. Tegyük fel 
például, hogy az (1) egyenlőtlenségben egy a [4]-ben leírt módszer alapán nyert cse-
resznyefát alkalmazunk. Hagyjunk el ebből a cseresznyefából egy kettőfokú csúcsot 
a hozzátartozó élekkel és cseresznyével és az így kapott cseresznyefát az 2. tétel-
ben leírtak alapján bővítsük 1-hipercseresznyefává. Ezt az 1-hipercseresznyefát 
a (2)-ben alkalmazva alsó korlátot kapunk. Heurisztikus meggondolások alapján 
az várható, hogy egy nagy súlyú cseresznyefából a fenti bővítéssel nagy súlyú 1-
hipercseresznyefát nyerünk. Erre világít rá a következő numerikus példa. 
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3. Példa. Legyenek , A2, A3, A4, Л5 a következő valószínűségekkel rendelkező 
események: 
Pi = P2 = Рз = PA = Рь = 0,38; 
Pl,2 = 0,21; Pi,3 — 0,20;
 P l ,4 = 0,19; pif8 = 0,18; р2,з = 0,17; 
P2,4 = 0,16; p 2 i 5 =0,17; p3,4 = 0,18; p3,5 = 0,19; p4 ,5=0,20; 
Pl,2,3 — Pl,2,4 - Pl,2,5 - Pl,3,4 = Pl,3,5 = 
= Pl,4,5 - P2,3,4 = P2,3,5 = P2,4,5 = P3,4,5 = 0, 11; 
Pl,2,3,4 = o , 0 7 ; Pl,2,3,5 = o , 0 8 ; pi,2,4,5 = 0 , 0 9 ; 
Pl,3,4,5 = o, 0 8 ; p2,3,4,5 = o, 0 7 . 
A maximális súlyú cseresznyefa a 2. ábrán látható, súlya 1,01, így az általa 
szolgáltatott felső korlát 1,9 - 1,01 = 0,89. (Az éles felső korlát 0,88.) Hagy-
juk el az „5" csúcsot a hozzátartozó élekkel és cseresznyével, majd az így ka-
pott cseresznyefát bővítsük ki 1-hipercseresznyefává a 2. tételben leírtak alapján. 
A kapott 1-hipercseresznyefa a (V = {1,2,3,4,5}, S = {{1,2,3}, {1,2,4}, {1,2,5}, 
{1 ,3 ,4},{1,3 ,5},{1,4 ,5},{2,3 ,4},{2,3 ,5},{3,4 ,5}}, С = {{1,2 ,3 ,4},{1,2 ,3 ,5}, 
{1,3,4,5}}) , súlya 0,76, így az általa szolgáltatott alsó korlát 1,9— 1,85 + 0,76 = 
0,81. Az éles alsó korlát 0,82, mely az imént alkalmazott módszerrel is megkap-
ható a következő módon. Számozzuk át a 2. ábrán látható cseresznyefa pontjait a 
következő módon: 1—>4, 2—»5, 3 —• 3, 4—>2, 5—» 1. Hagyjuk el az „5" csúcsot 
a hozzátartozó élekkel és cseresznyével, majd az így kapott cseresznyefát bővítsük 
ki 1-hipercseresznyefává a 2. tételben leírtak alapján. A kapott 1-hipercseresznyefa 
[V = {1,2,3,4,5}, 5 = {{1,2 ,3} ,{1,2 ,4} ,{1,2 ,5} ,{1,3 ,4} ,{1,3 ,5} ,{2,3 ,4} , 
{2,3,5}, {2,4,5}, {3,4,5}}, С = {{1,2,3,4}, {1,2,3,5}, {2,3,4,5}}), mely valóban 
a 0,82 alsó korlátot szolgáltatja a (2) egyenlőtlenséggel. E példán is látható, hogy 
más-más kibővítéssel más-más korlátot kapunk. 
2. Megjegyzés. Egy cseresznyefa fent leírt módon 1-hipercseresznyefává való 
bővítéséből nyert alsó korlát kiszámításához nem szükséges az összes (™) esemény-
négyes metszetvalószínűségét ismernünk, illetve adott esetben kiértékelnünk, ha-
nem elegendő csak az 1-hipercseresznyefa hipercseresznyéinek megfelelőket, azaz 
4 
2 3 
2. ábra 
5 
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( V ) - ő t . Ugyanez vonatkozik az eseményhármasokra is: elegendő a hiperéleknek 
megfelelő 2(n~2) + (n — 2) = (n — 2)2-őt ismernünk. Általánosságban pedig egy g-
hipercseresznyefa fc-hipercseresznyefává való bővítéséből nyert korlát kiszámításá-
hoz 0(nh+1) nagyságrendű legfeljebb h + 3 esemény metszetéből álló valószínűséget 
kell ismernünk illetve kiértékelnünk. 
4. Numerikus tesztek 
Az alábbi példákban a lineáris fc-out-of-r-from-n: F rendszer megbízhatóságá-
nak becslésére alkalmazzuk módszerünket. Egy fc-out-of-r-from-n: F rendszer n 
egymást követő elemből áll, jelöljük ezeket e\,... ,en -nel (3. ábra). 
3. ábra 
Minden elemnek két lehetséges állapota van: működik vagy nem működik. Az 
ei elem működésének a valószínűsége legyen p minden i = 1 , . . . ,n-re. A rendszer 
pontosan akkor nem működik, ha valamely r egymást követő eleme közül legalább 
fc nem működik. Ha A^-vel (г — 1 , . . . , n — r 4- 1) jelöljük azt az eseményt, hogy az 
{ei , . . . , e i + r - 1 } halmazból legalább fc elem nem működik, akkor a rendszer műkö-
désének a valószínűsége 1 - P{A\ U . . . U AN), ahol N = N - R + L. KZ AI,..., AN 
események, azok párjai és hármasai metszeteinek valószínűségeit az M. Sfakianakis, 
S. Kounias és A. Hillaris [12] által kidolgozott algoritmussal, a négyes metszeteik 
valószínűségeit pedig az A. Habib és T. Szántai [6] által publikált algoritmussal ha-
tékonyan lehet számítani. Ezért a rendszer működése valószínűségének a becslésére 
alkalmazni lehetett a 3. szakaszban kidolgozott valószínűségi korlátokat. Néhány 
tesztfeladatra vonatkozó eredményt a következő táblázatokban foglaltunk össze. 
n = 20, r = 13, к = 4, p = 0,80 
alsó korlát felső korlát 
Si, S2, S3 0,4350 0,6033 
Si,S2, S3, S4 0,5193 0,5817 
cseresznyefa 0,5337 -
1-hipercseresznyefa - 0,5696 
1-hipercseresznyefa* - 0,5575 
I. Táblázat 
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n = 15, r = 8, к = 3, p = 0,75 
alsó korlát felső korlát 
S\,S2,Sz 0,2328 0,4639 
Si, S2, S3, s 4 0,3421 0,4337 
cseresznyefa 0,3544 -
1-hipercseresznyefa - 0,4239 
1-hipercseresznyefa* - 0,4039 
II. Táblázat 
n = 30, r = 22, к = 3, p = 0,90 
alsó korlát felső korlát 
Si, S2, S3 0,3254 0,5022 
S\, S2, S3, SÍ 0,4256 0,4856 
cseresznyefa 0,4551 -
1-hipercseresznyefa - 0,4707 
1-hipercseresznyefa* - 0,4633 
III. Táblázat 
A táblázatokban az Si , S2, S3 és S\, S2, S3, S4 azonosítójú korlátok a felsorolt 
binomiális momentumok ismeretében adható éles Boole-Bonferroni korlátokat je-
lentik. A cseresznyefa azonosítójú korlátot a 4. ábrán látható cseresznyefa alapján 
számítottuk, ahol az I. és II. táblázat példájában N = 8 , a III. táblázatéban pedig 
N = 9. Sejtésünk szerint minden lineáris fc-out-of-r-from-n: F rendszer megbízha-
tósági becslésénél, ha az e i , . . . , e n elemek működésének valószínűsége egyenlő', a 4. 
ábrán látható szerkezetű cseresznyefa a maximális súlyú. 
1 
4- ábra 
Tekintsük az I. és II. táblázat példáját. Számozzuk át a 4. ábrán lévő' cse-
resznyefa N = 8 csúcsát a p( l , 2 ,3 ,4 ,5 ,6 ,7 ,8 ) = (3 ,8 ,7 ,6 ,5 ,4 ,2 ,1) permutációnak 
megfelelően, amivel az 5. ábrán lévő cseresznyefát kapjuk. Ebben a sorrendben véve 
a csúcsokat a cseresznyefa valóban előállítható. Hagyjuk el a 8' csúcsot a hozzá 
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3' 
5. ábra 
tartozó élekkel és cseresznyével, majd az így kapott cseresznyefából az 2. tételben 
leírtak szerint szerkesszünk 1-hipercseresznyefát. 
A III. táblázat példájához hasonlóképpen szerkeszthetünk 1-hipercseresznyefát 
a 4. ábrán lévó' cseresznyefa N = 9 csúcsának a p(l , 2 ,3 ,4 ,5 ,6 ,7 ,8 ,9) = (3,9,8,7, 
6 ,5,4,2,1) permutáció szerinti átszámozásával, majd a 9' csúcs elhagyásával. Az 
ily módon nyert 1-hipercseresznyefák alapján számított korlátok a táblázatok 1-
hipercseresznyefa azonosítójú soraiban találhatók. 
Egy másik módszer „nagy súlyú" 1-hipercseresznyefa keresésére a következő'. 
Tekintsük a csúcsok egy p permutációját. Az 1-hipercseresznyefát — rekurzív 
definíciójának értelmében — úgy állítjuk elő, hogy a rekurzió г-edik lépésében a 
р(г) csúcsot vészük hozzá a meglévőkhöz, a hiperéleket és hipercseresznyéket pe-
dig а Г, cseresznyefa alapján vészük, melyet mohó algoritmussal konstruálunk a 
p ( l ) , . . . ,р(г — 1) csúcsokon. Az ily módon nyert 1-hipercseresznyefák alapján szá-
mított korlátok a táblázatok 1-hipercseresznyefa* azonosítójú sorában találhatók. 
Az I. és II. táblázat példáján a permutáció p ( l ,2 ,3 ,4 ,5 ,6 ,7 ,8 ) = (1,2,3,4,5, 
6, 7,8), a Ti cseresznyefákat a 6. ábrán láthatjuk. (Természetesen Г, csak г = 4,5, 
6, 7,8-ra létezik, hiszen a legkisebb 1-hipercseresznyefa háromcsúcsú, hiperélei és 
hipercseresznyéi definíció szerint adottak.) 
A III. táblázat példáján a permutáció p(l , 2 ,3 ,4 ,5 ,6 ,7 ,8 ,9) = (1,2,3,4,5,6,7, 
8,9), a Ti cseresznyefákat i = 4,5,6,7,8-ra a 6. ábrán láthatjuk, а Гд pedig a 7. 
ábrán látható г helyére 8-at írva. 
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i-1 
4 
5 
i-2 i-3 
7. ábra 
Sejtésünk szerint minden lineáris fc-out-of-r-from-n: F rendszer megbízható-
sági becslésénél, ha az e\,..., e n elemek működésének valószínűsége egyenló', az az 
1-hipercseresznyefa a maximális súlyú, melyet az imént említettek szerint állítunk 
eló' az identitás permutációval és azokkal а Г/, i = 4 , . . . , IV fákkal, melyek általános 
alakja a 7. ábrán látható. 
Ezen módszer alkalmalmazásánál szükségünk van a csúcsok egy megfelelő' per-
mutációjára. Ezt a permutációt megkaphatjuk például oly módon, hogy az 1-
hipercseresznyefa rekurzív előállítása során mindig azt a csúcsot vészük a már 
meglévőkhöz, mely hozzávételével a fent említett mohó algoritmusunk szerint a leg-
jobban tudjuk növelni az 1-hipercseresznyefa súlyát. Hasonlóan találhatunk „nagy 
súlyú" fi-hipercseresznyefát úgy, hogy a rekurzió minden lépésében „nagy súlyú" 
(h — l)-hipercseresznyefát konstruálunk. 
Temészetesen más módszerrel is találhatunk „nagy súlyú" fi-hipercseresznyefát. 
A kérdés, hogy vajon megtalálhatjuk-e a legjobbat illetve közel a legjobbat elfogad-
ható időn belül, még nyitott. 
A IV-VII. táblázatok néhány további lineáris fc-out-of-r-from-n: F rendszer 
megbízhatóságára adott korlátokat tartalmazzák. A példákat A. Habib [5] kan-
didátusi értekezéséből vettük. A Hunter-Worsley korlátok leírása az [8] és a [14] 
dolgozatban, a Jun Cai korláté a [9] dolgozatban, az SI,S2,S3 és S4 értékeken 
alapuló korlátoké pedig a [10] könyvben található meg. 
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n = 15, r = 7 
R(p; k, 
к = 5, p = 
r,n) = 0,943 
0,75, 
módszer alsó korlát felsó' korlát 
Hunter Worsley 0,9377 -
Jun Cai 0,9153 0,9559 
Sl,S-2 0,9084 0,9592 
•Sl, S 2 , S3 0,9352 0,9537 
Si, S2, S3, S4 0,9391 0,9466 
cseresznyefa 0,9413 -
1-hipercseresznyefa* - 0,9432 
IV Táblázat 
11 = 30, r = 6 
R(p; к 
, к = 3, p = 
r, n) = 0,849 
0,90, 
módszer alsó korlát felső' korlát 
Hunter Worsley 0,8267 -
Jun Cai 0,8087 0,8725 
S i , S 2 0,6451 0,8880 
Sl,S2, S3 0,8131 0,8837 
S1, S2, S3, S4 0,8213 0,8637 
cseresznyefa 0,8360 
1-hipercseresznyefa* - 0,8511 
V. Táblázat 
n = 40, r = 7 
R(p; k, 
, к = 4, p = 
r,n) = 0,957 
0,90, 
módszer alsó korlát felső korlát 
Hunter Worsley 0,9540 -
Jun Cai 0,9464 0,9655 
Si, S2 0,9129 0,9695 
Si,S2,S3 0,9515 0,9687 
S1, S2, S3, S4 0,9522 0,9616 
cseresznyefa 0,9561 -
1-hipercseresznyefa* - 0,9582 
VI. Táblázat 
Alkalmazott Matematikai Lapok 19 (1999) 
84 SZÁNTAI TAMÁS ÉS BUKSZÁR JÓZSEF 
n = 50, r = 40, к = 28, p = 0,50, 
R(p; k, r, n) = 0,979 
módszer alsó korlát felső korlát 
Hunter Worsley 0,9739 -
Jun Cai 0,9345 0,9882 
Si, S2 0,9560 0,9863 
Si,S2, S3 0,9697 0,9832 
Si, S2, S3, Si 0,9754 0,9816 
cseresznyefa 0,9766 -
1-hipercseresznyefa* - 0,9794 
VII. Táblázat 
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P R O B A B I L I T Y B O U N D S GIVEN B Y H Y P E R C H E R R Y T R E E S 
J Ó Z S E F BUKSZÁR AND TAMÁS SZÄNTAI 
In the pape r new bounds are given for the probabi l i ty of the union of events. For th is pu rpose 
new concept of hypercher ry trees was in t roduced. T h e concept of cherry t rees has been in t roduced 
earlier by A. P r é k o p a and J . Bukszár and the concept of m-mul t i t r ee has been in t roduced earl ier 
by J. Bukszár . These hyperg raph s t ruc tu res were appl ied succesfully for defining b o u n d s on t h e 
union of events, too. All these bounds can be regarded as general izat ions of the u p p e r b o u n d 
in t roduced by D. Hun te r by means of m a x i m u m weight spanning t ree and so all these b o u n d s 
were upper bounds . I. Tomescu in t roduced the concept of hyper t rees in t he f r amework of un i fo rm 
hyperg raphs and by means of these new hypergraph s t ruc tu res he was able to define not only 
upper bu t also lower bounds on the probabil i ty of union of events. T h e new bounds of t he p a p e r 
are the improvements of Tomescu ' s lower and upper bounds in the same sense as t he u p p e r b o u n d s 
by A. P rékopa and J. Bukszár were improvements of Hun te r ' s upper b o u n d . T h e efficiency of t h e 
new bounds is i l lus t ra ted on some test examples according to a special reliabili ty sys tem. 
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A KOCKARENDSZERHEZ TARTOZÓ TÉRCSOPORTOK OPTIMÁLIS 
EGYSZERESEN TRANZITÍV GÖMBKITÖLTÉSEINEK MEGHATÁROZÁSA 
SZÁMÍTÓGÉPPEL 
M Á T É CSILLA és SZIRMAI J E N Ő * 
Budapes t 
Ajánljuk Szüleinknek 
Az á l ta lunk ebben a m u n k á b a n tárgyal t p rob lémát U. Sinogowitz ve te t te fel 1943-
ban a há romdimenz iós euklideszi tér ( E 3 ) , legsűrűbb gömbkitöl tésének keresésével kap-
csola tban [11]. 
Ebben a cikkben a kockarendszerhez ta r tozó kr is tá lycsoportokhoz ta r tozó egyszere-
sen t ranz i t ív gömkitöl téseket vizsgáljuk. Kidolgozunk egy a lgor i tmust és egy p rog ramot , 
amely megkeresi minden egyes eml í te t t kr is tá lycsopor thoz a megfelelő' op t imál i s gömb-
kitöl tés sűrűségét az op t imál i s magpontok egy reprezentáns elemét továbbá az op t imál i s 
gömbsugara t . Bebizonyí t juk az a lgor i tmus konvergenciáját és t áb l áza tban összefoglal-
juk az eredményeket . A többszörösen t ranzi t ív esetekre is a lka lmazható az a lgor i tmus 
módos í to t t vál tozata , ennek eredményeit késó'bb közöljük. 
1. Bevezetés 
A huszadik század első harmadában a fizika számos új eredményt mutatott 
fel. Ezek egyike volt az anyagok, ezen belül a kristályok szerkezetének kuta-
tása. Ezen vizsgálatok közben a röntgen diffrakciós technika segítségével feltér-
képezték a kristályos szerkezetű anyagokat. Már jóval korábban A. Schoenflies, 
E.S. Fedorov és később, főleg L. Bieberbach munkássága által előtérbe került a 
kristályok geometriájának vizsgálata is ([1], [4], [5], [10]). Érdekes lehet az egyes 
kristályok felépítésével kapcsolatban az adott tércsoporthoz tartozó optimális, azaz 
maximális sűrűségű gömbkitöltések meghatározása. 
Ezt a problémát U. Sinogowitz az 1940-es években írt [11] cikkében kezdemé-
nyezte a legsűrűbb rácsszerű gömbkitöltés analógiájára és a kétdimenziós térben, 
vagyis az euklideszi síkban, meg is oldotta az analóg feladatot (lásd még [6]). Tér-
beli eredményeinek zömét folyóiratban, könyvben (ismereteink szerint) nem publi-
kálta. 
* Készült az O T K A T 20498 (1996-99) t ámoga tásáva l . 
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Mint ismeretes, a legsűrűbb rácsszerű gömbkitöltés az F m 3 m jelű tércso-
porthoz tartozik, amely a lapcentrált kockarácsnak a teljes szimmetriacsoportja. 
Ugyanilyen « 0.74048 sűrűséggel kaphatunk még szabályos és nem szabályos 
gömbrendszereket is. 
G. Horváth Á. és Molnár E. [7] cikkükben igazolták: a tíz fixpontmentes tér-
csoport mindegyikére az optimális gömbkitöltés sűrűsége szintén ss 0.74048 és 
leírták az adott tércsoporthoz tartozó optimális gömbkitöltéseket. 
Ez a cikk a kockarendszerekhez tartozó kristálycsoportok vizsgálatával foglal-
kozik. Ezeken belül az adott tércsoporthoz tartozó egyszeresen tranzitív gömbkitöl-
téseket vizsgál, olyan gömbrendszereket, amelyeknek bármely két gömbjét az eló'bbi 
csoportnak pontosan egy eleme viszi egymásba. Későbbi dolgozatban tárgyaljuk 
majd azokat a gömbrendszereket, ahol a kitöltés többszörösen tranzitív. 
Ennek a problémának a megoldása még viszonylag egyszerű tércsoportok esetén 
is, tisztán elméleti eszközökkel, igen bonyolult feladat ([7], [12], [13]). Ez indokolja 
a feladat algoritmikus megközelítését ([3], [8]). 
A dolgozatban megadjuk a háromdimenziós kockarendszerhez tartozó adott 
tércsoportok esetén azt az algoritmust, amely megkeresi az összes említett opti-
mális kitöltést és amelynek segítségével a tércsoport optimális gömbkitöltésének 
sűrűségére elvileg tetszőleges pontos eredményt kaphatunk. Továbbá megadjuk az 
algoritmus alapján elkészített program segítségével a háromdimenziós kockarend-
szerhez tartozó összes tércsoportra az optimális sűrűséget legalább kettő, a maximá-
lis gömbsugarat legalább három tizedesjegy pontosságig. A program megadja még 
az (egyik) optimális gömb középppontját, amely egyben az optimális kitöltéshez 
tartozó Dirichlet-Voronoi cella magpontja is. A megközelítés pontosságát csak a 
program futási ideje befolyásolhatja (erre az algoritmus tárgyalásánál még vissza-
térünk). A [12], [13] munkákból ismerjük az F23, 1432, F432, P43m, Fd3m, 
Pn3m, I43m tércsoportok optimális gömbkitöltésének a sűrűségét ill. az optimá-
lis Dirichlet-Voronoi cella magpontját (középpontját). Ezekre a tércsoportokra a 
kifejlesztett programot lefuttatva az egzakt eredménnyel megegyező eredményt Ica-
punk az adott pontosságon belül [8]. Továbbá meghatároztuk még a síktükrözések 
által generált Pm3m, F43m, F m 3 m csoportokhoz, valamint a síktükrözéseket 
tartalmazó I m 3 m csoportokhoz az optimális gömbkitöltés sűrűségének egzakt ér-
tékét is (2. Táblázat). (A sűrűség „könnyen"meghatározható még más síktükrö-
zéseket tartalmazó tércsoportokra is, de ezt egy következő dolgozatban tárgyaljuk 
más finomításokkal együtt). 
2. Alapfogalmak 
Röviden összefoglaljuk a kristálycsoportokra vonatkozó ismereteket, jelölésein-
ket. Az E 3 euklideszi tér egybevágóságainak csoportját jelölje IsoE3 . 
2.1. Definíció. A G transzformáció-csoportot az E 3 tér diszkrét csoportjának 
nevezzük, ha teljesülnek az alábbi feltételek: 
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a. G С Iso E 3 
b. Tetszőleges I E E 3 esetén az X pont pályája (orbitja): 
X G : = { X A £ E 3 : a e G } 
diszkrét ponthalmaz az E 3 térben (nincs torlódási pontja). 
(A transzformációk kitevőbe írása balról jobbra arra is utal, hogy ez lesz a 
végrehajtás sorrendje, ez a megállapodás az irodalomban nem egységes.) 
2.2. Definíció. Az FG zárt ponthalmazt a G diszkrét csoport alaptartományá-
nak (fundamentális tartományának) nevezzük ha teljesülnek a következő feltételek: 
a. Minden P £ E 3 esetén létezik olyan A £ FG pont, hogy P £ A G . 
b. Tetszőleges А, В £ Int FQ belső pontokra igaz, hogy ha В £ A G , akkor A = B. 
c. Int Fq egyszeresen összefüggő E3-ban. 
2.3. Definíció. A G diszkrét csoportot kristálycsoportnak nevezzük, ha létezik 
korlátos alaptartománya. 
2 . 1 . T É T E L ( S c h o e n f l i e s - B i e b e r b a c h ) . Ha a G diszkrét csoport kristálycso-
port, akkor tartalmaz 3 lineárisan független párhuzamos eltolást. 
Megjegyzések. 
1. A tétel általánosan n dimenzióban is igaz (1 <n £ N) 
2. A tétel megfogalmazható úgy is, hogy a csoport egybevágóságainak lineáris 
része által alkotott csoport, az un. pontcsoport véges ortogonális csoport. 
Ekkor a G tércsoport T(G) eltoláspontja 3 független eltolás által generálható, 
és r ( G ) egy O r -va l jelölt háromdimenziós pontráccsal szemléltethető (ahol О a tér 
tetszőleges pontja). 
S(r)-val jelöljük a T(G) rács teljes szimmetriacsoportját és So(E)-val az S ( r ) 
pontcsoportját. Nyilvánvaló, hogy S 0 ( r ) az S ( r ) egy véges részcsoportja. 
2-4• Definíció. A G tércsoport affin ekvivalens a G ' tércsoporttal ha létezik 
egy ß affin transzformáció a térben, amelyre ß о G о ß = G ' . 
Tehát bármely X pont G-pályájára alkalmazva a ß affinitást éppen az X13 pont 
G ' pályáját kapjuk: (XGF = (Xß)G'. 
2.5. Definíció. А Г rácsot а Г' ráccsal ekvivalensnek mondjuk ha létezik a 
térben egy ß affin transzformáció amelyre /3(Г) = Г' és /З - 1 о Б(Г) о ß = S ( r ' ) . 
2 . 2 . T É T E L . A G 0 pontcsoportnak minden egybevágósága a T ( G ) rácsnak egy 
szimmetrialeképezése és ezért G o egy részcsoportja az S o ( T ) pontcsoportnak. 
2 . 3 . T É T E L ( K r i s t á l y t a n i k o r l á t o z á s ) . Legyen G kristálycsoport és S 0 ( r ) a G 
rácsának pontcsoportja. Az S o ( r ) pontcsoport forgatásai csak 2, 3, 4 , vagy 6 - o d 
rendűek lehetnek. 
Az So(r) az előzőekből következően véges csoport, továbbá érvényes rá a kris-
tálytani korlátozás. A G 0 pontcsoportokra ezek után csak véges sok lehetőség 
adódik. így kapjuk a következő tételt. 
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2 . 4 . T É T E L ( G e o m e t r i a i k r i s t á l y o s z t á l y o k ) . A G tércsoportok G 0 pontcso-
portjai 32 (metrikus) ekvivalencia-osztályt képeznek. 
2 . 5 . T É T E L ( B r a v a i s r á c s o k ) . A háromdimenziós rácsok 14 affin ekvivalencia 
osztályt képeznek. 
Megjegyzés. A Bravais rácsokból kiolvasható, hogy a tércsoportok rendelkez-
hetnek szabad (affin) rácsparaméterekkel, de a kockarács esetén csak egy hasonló-
sági paraméter létezik. 
Mindezek után a rácsok és a pontcsoportok ekvivalencia-osztályai segítségével 
felépíthetjük a lehetséges kristálycsoportokat három dimenzióban. A továbbiakat 
már nem részletezve kapjuk a következő' tételt: 
2.6. TÉTEL (Schoenflies, Fedorov, Bieberbach). A háromdimenziós euklide-
szi térben a kristálycsoportoknak pontosan 219 affin ekvivalencia osztálya létezik 
A tércsoportok esetében az izomorfiából következik az affin ekvivalencia, tehát az 
izomorűaosztályok száma is 219. 
Megjegyzés. Ha az affin ekvivalenciánál csak az orientációtartó affin transzfor-
mációkat vesszük figyelembe, akkor 230 osztály létezik a 2.4 definíció szellemében. 
2.6. Definíció. Egy A G E 3 pontnak a G diszkrét csoporthoz tartozó sta-
bilizátorcsoportja az A-t helybenhagyó G-beli transzformációból áll 
G A : = [a G G : AQ = A}. 
A továbbiakban, rögzített G diszkrét csoport esetén, kizárólag olyan P G E 3 
jellegzetes (karakterisztikus) pontokkal foglalkozunk, amelyeknek a stabilizátorcso-
portja az identitásból áll, azaz G p = 1. Szemléletesen fogalmazva a P pont „sza-
badsági foka" három, vagyis P egy (elég kicsiny) gömbkörnyezetében ilyen pontok 
vannak. (Ha G p Ф 1, akkor a P pont „szabadsági foka" értelemszerűen csökken.) 
Legyen G kristálycsoport, 1 , У б Е 3 és g(X,Y) az E3-beli távolságfüggvény. 
2.7. Definíció. Az A'G pályához tartozó, X magpontú zárt Dirichlet-Voronoi 
cella, röviden D-V cella: 
D{XG) := [Y G E 3 : g ( X , Y ) < g(X9,Y), Vg G G } . 
Ez a definíció alapvető fontosságú, ezért fejtsük ki részletesebben: 
Egy kristálycsoporthoz általában többféle alaptartományt is megadhatunk. 
Egy ilyen nevezetes poliéder alaptartomány megadását teszi lehetővé a D i r i c h l e t -
Voronoi cella: Tekintsünk egy jellegzetes P pontot az E n n-dimenziós euklideszi 
térből, tehát amelyre igaz az, hogy a G kristálycsoportnak a P pontot saját magára 
képező G p részcsoportja csak az egységelemből áll. Képezzük a P pont pályáját 
alkotó pontok PG halmazát. Vegyük azon Y pontok DP halmazát az euklideszi 
térből, melyek P-hez közelebb (nem távolabb) vannak, mint a pálya többi pont-
jához. Az így értelmezett D p halmazt a PG pontrendszer P magponthoz tartozó 
Dirichlet-Voronoi cellájának nevezzük. 
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Az így definiált cellákra igaz a következő két állítás: 
a. Tetszőleges А, В G Int D(PG) pontokra а В G AG feltételből következik, 
hogy A = B. Ami azt jelenti, hogy a cellák nem nyúlnak egymásba. 
b. Az euklideszi tér tetszőleges Z pontjához létezik olyan X pont, amely eleme 
a zárt D(PG) cellának és Z G XG. Tehát a D(PG) cella G-nél származó képei 
lefedik a teret. 
Ez a két állítás azt jelenti, hogy a D(PG) Dirichlet-Voronoi cellák alaptarto-
mányok, de csak akkor, ha a G p stabilizátor triviális. 
2.8. Definíció. G y = 1 esetén D(XG) cellába írható X középpontú maximális 
gömb sugara: 
2.9. Definíció. Az XG orbithoz tartozó gömbkitöltés sűrűsége: 
4r3(a;)7r 
6(XG) : = 
3 Vol [D{XG))' 
Legyen Z,Y G XG és h G G-re teljesüljön, hogy Yh = Z. Ekkor ( D ( Y G ) ) = 
D(ZG). Ez nyilván teljesül az egyes cellákhoz tartozó maximális sugarú gömbökre 
is. Az X pontrendszer és a kialakuló gömbrendszer Sym ( Y G ) szimmetriacsoportja 
mindenképpen tartalmazza a G szimmetriacsoportot, de lehet bővebb is nála: 
G < Sym ( A G ) . 
2.10. Definíció. Ha S y m ( A G ) = G akkor az XG pályát karakterisztikusnak 
mondjuk. Egyébként a pálya (orbit) nem karakterisztikus. 
3. A probléma megfogalmazása 
Adott G csoport esetén keressük azt az X G orbitot, melyre G x — 1, továbbá 
az orbithoz tartozó gömbkitöltés sűrűsége a maximális. 
A G csoporthoz tartozó optimális sűrűség: 
Í ( G ) : = m a x { Á ( A G ) } . 
(Ahol p(G) a tércsoport esetleg fellépő szabad (affin) paramétereit jelöli.) 
3.1. Definíció. Azok a h G I soE 3 egybevágóságok, amelyekre minden X G E:i 
esetén (V G ) ' 1 = (Xh) , a G kristálycsoport metrikus normalizátor csoportját al-
kotják: 
N{G) :=z {h G Iso .E3 : h'1 G h = G, }. 
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Legyen az N(G) metrikus normalizátor csoport alaptartománya F(N(G)). 
Megjegyzések. Amikor az optimális sűrűségű gömbkitöltéshez tartozó orbitot 
keressük, az orbit egy elemét elég az F ( N ( G ) ) Ç FG alaptartományból keresni: 
6(G) : = max ( 6 ( A G ) } . 
X€F[N(G)) 
P ( G ) 
A metrikus normalizátor csoport és alaptartománya is függhet a G kristálycsoport 
szabad affin paramétereitől. 
4. Az algoritmus 
A dolgozatban a kockarendszerhez tartozó tércsoportokkal foglalkozunk. Azért 
választottuk éppen ezeket, mert, mint a rendszerhez tartozó Bravais rácsok mutat-
ják, ez az osztály — a nyilvánvaló hasonlóságtól eltekintve — nem rendelkezik 
szabad paraméterekkel. A szabad (affin) paraméterek igen megnehezítik a feladat 
algoritmikus megközelítését. 
A kockarendszerhez tarozó tércsoportokat a [14] atlasz alapján adjuk meg (lásd 
még [15]). 
Tekintsük tehát egy kockarendszerhez tartozó tetszőleges G tércsoportot, ahol 
a kocka éleinek a hosszát válasszuk egységnyinek. Válasszunk ki egy kockát a rend-
szerből és helyezzük el azt egy koordinátarendszerben az 1. ábrán látható módon. 
A G tércsoportnak legalább egy alaptartományát (és így a metrikus normalizátor 
csoportjának megfelelő alaptartományát is) tartalmazza egy 0.5 egység oldalélű az 
1. ábrán szemléltetett ко с Ica [9]. 
Jelöljük ezt a kockát IV-vei. 
Tehát az alaptartomány definíciója miatt elég az optimális gömb középpontját 
IV-ben keresni. A 3. fejezet 2. megjegyzéséből következően az adott G tércso-
port metrikus normalizátor csoportjának alaptartományától függően W-1 érdemes 
további kisebb tartományokra felosztani. 
Tekintsük a W kockát, amelyet a tartalmazó egységkockával együtt elhelyez-
tünk egy koordinátarendszerben (lásd 1. ábra). A W kockára húzzunk egy pontrá-
csot, amelynek rácspontjai a következők: 
Pt = (ei,ej,ek) ahol i,j, к G {1 ,2 , . . .n} és, l « n e N 
továbbá legyen e = . 
(t az i, j, к értékeitől függő paraméterhármas.) így kaptunk egy a W kockára 
húzott finom véges pontrácsot. Jelöljük ezen rács pontjainak a halmazát Q-val. 
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Válasszunk ki a Q pontrácsból egy tetszőleges Pt pontot, és a G tércsoportra 
vonatkozóan számítsuk ki a Pt ponttal ekvivalens pontpozíciók koordinátáit a [14] 
atlasz alapján. 
Ha egy .Pt-vel G-ekvivalens pont nincs a W kockát tartalmazó egységkocká-
ban, akkor a G csoporthoz tartozó egységeltolásokkal — amelyek a kocka éleivel 
párhuzamosak — visszatoljuk őt az egységkockába. 
Tehát a Pt pontnak a [14] tabella alapján számított, a G tércsoportra vonat-
kozó, ekvivalens pontjait visszajuttattuk az egységkockába, és kiszámítottuk ezek 
koordinátáit. Jelöljük ezt a ponthalmazt 7/j-vel. Toljuk el a G tércsoporthoz 
tartozó, a koordináta tengelyekkel párhuzamos, egységeltolások segítségével a Ht 
ponthalmazt az egységkocka körül elhelyezkedő 26 kocka mindegyikébe. Az így 
előálló ponthalmazt a Ht halmazzal együtt nevezzük Ept-nek. 
Az ilyen módon megkapott ponthalmaz vizsgálata már biztosan elegendő a G 
tércsoport optimális gömbkitöltésének meghatározásához, mert ha ezen 27 kockán 
kívüli Pt ponttal ekvivalens pontot választunk, annak távolsága Pt-tői már biztosan 
nagyobb mint 1, azonban az optimális sugár biztosan kisebb mint 0.5. így ezek a 
pontok már biztosan nem befolyásolják az optimális sugár nagyságát. 
Számítsuk ki minden X € Ept és X ф Pt esetén az X és Pt pontok távolságát, 
majd ezen távolságok közül válasszuk ki a minimálisát. így megkapjuk a 6. definíció 
alapján a Pt ponthoz hozzárendelt maximális gömbsugarat. 
pt{b (4.1) 
Ezekután kiszámolható bármely rögzített Pt E Q esetén a minimális r(Pt) gömbsu-
gár. Válasszuk ki ezen minimális gömbsugarak közül a Pt-re vonatkozó maximáli-
sát, és jelöljük ezt a G tércsoporttól és az n 1 természetes számtól függő értéket 
R?-vel. 
(4.2) :
 = № ) } = max { x 6 min ^ { 
így ha a G tércsoporthoz tartozó optimális gömb sugarát i?^, t-vel jelöljük, akkor 
nyilvánvalóan teljesül a következő egyenlőtlenség: 
RN < R?PV 
Ezzel előállítottuk a G tércsoport optimális gömbkitöltéséhez tartozó gömbsugár-
nak, és így egyben a G tércsoport optimális gömbkitöltéséhez tartozó sűrűségnek 
is egy alsó korlátját. 
Továbbiakban elkészítünk egy felső korlátot is, és megmutatjuk, hogy n növe-
kedésével az alsó és felső korlát különbsége csökken, tehát R^ —+ A®
 t . 
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Megjegyzések. Az algoritmus műveletigénye önmagában elég nagy, azonban a 
következő' néhány megjegyzés segítségével az Ept ponthalmaz elemszáma lecsök-
kenthető. A megjegyzések jelentősége a konkrét program futtatásánál látható, 
mert segítségükkel a futási idő lecsökken. 
1. Elegendő az Ep, ponthalmazból azokat a pontokat vizsgálni amelyeknek a 
Pt ponttól való távolsága kisebb mint egy, mert az egységnyi nagyságú a koordiná-
tatengelyekkel párhuzamos eltolások biztos hozzátartoznak a G csoporthoz. 
2. Abban az esetben, ha létezik egy 7 £ G, 7 ф id., hogy g(Pt,Px) < 0.5 akkor 
nem kell vizsgálnunk a további egységeltolásokkal kapható 1 Pj' pontokat, mert a 
háromszögegyenlőtlenség miatt ezek távolsága Pt-tői már 0.5-nél biztosan nagyobb 
(2. ábra). 
3. Ha létezik egy 7 £ G a Pq és Pp alappontok esetén, úgy hogy 
f?(Pp,Pp7) <r(Pq), ahol рфд és Pp, Pq € Q, 7 £ G, 7 ф id 
ahol a Pv pontot és a vele G-ekvivalens pontokat nem kell figyelembe venni a to-
vábbi számításoknál. 
5. A konvergencia bizonyítása, becslések 
Jelöljük a W kockában elhelyezkedő (egyik) optimális gömb középpontját és 
annak koordinátáit a következő módon: 
P-opt (^opt, 2/opt, Zopt )• 
Válasszunk először egy P(x, yoptAopt) pontot a W kockából és jelöljük röviden 
P(x)-sze\. Vezessünk be a 2.8. definíció felhasználásával egy M(x) segédfüggvényt 
az x £ [0, l ] zárt szakaszon. 
Legyen Pmin(x)(A,B,C) a P(x)-hez legközelebbi pontja az EP(x) \ {P(x)} 
ponthalmaznak. Továbbá legyen a r{P(x)) = ±(P(x),Pmin(x)). 
Ezután legyen 
(5.1) M(x) = 4 ( г ( Р ( х ) ) ) 2 = (A - xf + (B - yopt)2 + (C- zopt)2. 
Az M{x) függvény x £ [о, I ] esetén folytonos. A grafikonja pedig parabolaívek-
bó'l esetleg vízszintes szakaszokból áll (3. ábra). Ez abból adódik, hogy a Pmin{x) 
pont A,B,C koordinátái a [14], [15] táblázatok alapján az x, yopt, zopt és (véges 
sok) konstans összegéből illetve különbségéből állíthatók elő, ráadásul véges sok-
féle módon. Ezt szemlélteti az 1. táblázat, amely a [14] és [15] alapján készült és 
a 227-es számú, a kockarendszerhez tartozó F d 3 m tércsoport elemeit tartalmazza. 
Látható, hogy a tércsoport elemei véges sok típusba tartoznak (4. ábra 1. táblázat). 
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1. Táblázat 
1 (x,y,z) -t (x,y,z) + T 
m ( . x , y , z ) -> {-x,y,z)+ + Г 
.m ( . x , y , z ) - 4 (y,x,z) + T 
ï x,y,z) -» ( - x , - y , - z ) + + r 
2 (.x,y,z) -* ( - x , - y , z ) + T 
.2 (x,y,z) -> (y,x,-z)+ ( b ï B ) + r 
3 (x,y,z) - 4 (z,x,y) + r 
3 (x,y,z) 
4 (.x,y,z) ( - y , x , z ) + + r 
4 (x,y,z) -4- (y, - x , - z ) + T 
Az egységeltoláson kívül az F jelű csoportoknál 4 lapcentráló eltolás ((0,0,0), 
( i , i , 0 ) , ( i , 0 , | ) , ( 0 , i , i ) ) , az I jelű csoportoknál 2 ((0,0,0), (±, ±, | ) ) , a P 
jelű primitív rácsoknál — formálisan — 1 eltolás ((0,0,0)) adódik még hozzá. 
Vizsgájuk meg az M(x) grafikonjában előforduló lehetséges parabolákat. 
A táblázatokból látható, hogy az X változó A, В, С közül pontosan egyben 
fordulhat elő. Ezzel a vizsgálat két részre bontható: 
1. Ha A tartalmazza az x változót. 
2. На В vagy С tartalmazza az x változót (B és С szerepe ebben az esetben 
felcserélhető). 
1. Ekkor a következő lehetőségek vannak: 
a. Az A koordinátájában az x együtthatója 1. Ekkor nyilván M(x) =konstans. 
b. Az x együtthatója —1. Ebben az esetben 
M(x) = (k — 2x)2 + nem negatív konstans. 
А к lehetséges értékei: 
В 
К G ha x E 0 , ï 
1 1 3 
4 ' 2 ' 4 
ha x E 
1 1 
4 ' 2 } 
Ez abból adódik, hogy a kockarendszerekhez tartozó tércsoportok esetén a [14] táb-
lázatban {0, f , f , 1, f } eltolási koordináták fordulhatnak elő, és emellett még fi-
gyelembe vettük a 4. fejezet megjegyzéseit. így látható, hogy az 1/b esetben az 
M(x) milyen típusú parabolákat tartalmazhat: 
M(x) = 4x2 - 4kx + konstans, 
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ahol к az előbb felsoroltak közül való. Az 5. ábrán vázoltuk ezen lehetséges para-
bolaíveket. 
2. Ebben az esetben: 
M(x) = (A - xf + (B - y0pt)2 + (C- zopt)2 = 
= (ki ± z0pt - a:)2 + (k2 ± x - yo p t)2 + konst. = 
— 2x2 — 2a;(A;i ± z + k2 ±y) + konstans (ahol ez a konstans nemnegatív). 
A Pm'"(x)(A, B,C) pont meghatározásából következően ebben az esetben is 
M(x) < 1. Ebből következően: 
M(x) = 2a;2 - 2x(kx ± •Zopt T k2 ± у opt) + konstans < 1, ezért 
2a:2 — 2x(ki ± zopt T k2 ± y o p t) < 1 is teljesül minden x G 
Jelöljük a 2a; tag együtthatóját E-vel. 
Az előző feltételből következően E-re a következő egyenlőtlenség teljesül: 
- I <E< 1. 
2 
Tehát a 2. esetben: 
M(x) = 2x2 - 2xE + konstans, ahol - ^ < E < 1. 
A 2. esetben előforduló parabolaívek két szélső helyzetét ábrázolja a 6. ábra. 
Könnyen látható ezek után, hogy a legnagyobb meredekséget, amit a lehetséges 
parabolaívek elérhetnek több parabola is létrehozza, például az 
M(x) = 4a:2 — x + konstans 
parabola az x G [о, | j intervallumon. Ennek a maximális meredekségnek a nagy-
sága a derivált becslésével: |m| = 3. 
Továbbra is vizsgáljuk a P(x,yopt, zopt) pontokat, amelyeknél x G [о, . Te-
gyük fel, hogy ki tudjuk számolni az M(x) értékeit minden (ег, j/opt>-Zopt)) e = 
г G {1,2, . . . , n } pontban, ahol n > 1 egész szám. A 7. ábrán kis téglalapokkal 
érzékeltettük az M(x) számolt értékeit. Ismertek tehát M(x) értékei diszkrét pon-
tokban, továbbá tudjuk, hogy M(x) grafikonja parabolaívekből és esetleg vízszintes 
szakaszokból áll. Ismert az is, hogy mekkora az a maximális emelkedés, amit az 
M(x) grafikonját alkotó parabolák létrehoznak. A maximális emelkedést a 8. áb-
rán látható módon érhetjük el. Látható, hogy a maximális emelkedés nagysága, 
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egy adott G tércsoport esetén csak a maximális meredekségtől és az n-től függ. Je-
löljük a maximális emelkedést s(n)-nel. (Ez szélsőséges helyzet a valóságban nem 
áll elő, de most célunk egy felső becslés megadása.) 
Az s(n) értékére felső becslés a következő: 
Megjegyzés. Az s(n) (5.2) felső becslése az adott G tércsoport normalizátor-
csoportjának figyelembevételével lényegesen javítható, hiszen lecsökken a kiindulási 
kocka éle, továbbá a létrejövő lehetséges parabolaívek is kisebb intervallumban ér-
telmezettek, így kisebb maximális meredekség és emelkedési érték adódik. 
Ha kiválasztjuk az 
pontok közül azt, amelynél az M(x) maximális, akkor a 8. ábrán látható módszerrel 
az MGt(xopt) értéknek egy felső korlátját adhat juk meg (9. ábra): 
(5.3) MGt{xopt) < Mmax(fce) + s(n) ahol к £ { 1 , 2 , . . . , n } és 
Megjegyzés. 1. Ha az előző gondolatmenetben у és z koordinátákról csak azt 
tesszük fel, hogy у és z állandók, akkor az M függvény ilyen koordinátájú pontokon 
felvett értékére szintén tudunk egy felső korlátot biztosítani. Az ezen koordinátájú 
pontoknál mért maximumhoz adjuk hozzá az s(n) értéket. 
2. Az előzőekben feltettük, hogy speciálisan a P(x,yopt, zopt) vagy általáno-
sabban P(x,t/konst Akonst) pontokat vizsgáljuk, ahol x £ [o, . Ebben az esetben 
meg is adtuk egy lehetséges felső korlátját az MGt(xopt) értékének. (És nyilván 
ezen keresztül az optimális sugárnak és sűrűségnek is. (A konkrét tércsoport esetén 
azonban ezzel még nem adtunk felső korlátot az optimális sugár és sűrűség számára, 
hiszen a W kockára húzott Q rács nem biztos, hogy tartalmazza а (ег,7/opt, z o p t ) , 
e = г £ { l , 2 , . . . , n } pontokat. 
Továbbra is jelölje A"Gt(xopt,i/opt,2opt) a W-ben levő egyik optimális gömb 
középpontját. 
Definiáljuk általánosabb esetben is a (5.1) egyenlettel meghatározott M függ-
vényt: 
(5.2) 
{ei, y
 opt z0pt), e = X- . г e {1,2, . . . , n } 
М
тлх
(ке) > M(ie) minden г £ { 1 , 2 , . . . ,n} . 
(5.4) 
2 ' 
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Jelölje továbbá A' G a x (x m a x , утлх, xm a x) a Q rács azon pontrácsait, amelyhez egy 
adott G és adott n esetén a maximális gömbsugár tartozik. Ezt a sugarat a (4.2) 
egyenlet segítségével definiáltuk. 
A 10. ábrán szimbolikusan érzékeltettünk egy mozgatást, amely a 
^max 5 Утax ? ^max ) pontot AGt(x0pt,í/opt,20pt) pontba viszi. Ez a mozgatás 
a W kocka éleivel párhuzamosan történik, tehát úgy, hogy az x, y, z koordináták 
közül pontosan kettő mindig állandó (lásd 5. fejezet 1. és 2. megjegyzése). 
A 10. ábrán érzékeltetett mozgatás legfeljebb három szakaszra bontható. Min-
den egyes ilyen szakaszra megadhatjuk a megfelelő M(x,y,z) függvény egy felső 
korlátját. így végül az MGt(xopt, yopt, zopt) egy felső korlátjához jutunk. Jelöljük 
a 10. ábra mozgatásainak fordulópontjait K\ illetve A"2-vel az ábrán látható mó-
don. Az M függvény ezen pontokhoz tartozó értékeit jelöljük rendre M\ illetve 
M2-vel. Az (5.3) és a fentiek alapján: 
A KG&XK\ szakaszon : M G m a x + s(n) > Mx  
A K1K2 szakaszon : M G m a x + 2s(n) > M2 
A K2KGt szakaszon : M G m a x + 3s{n) > M G t . 
Amiből következik, hogy: 
Л ^ х + 3e(n) > M G t . 
így becsléseink alapján: 
(5.5) M m a x + 3s(n) > M G t > M G a x , 
amiből a G tércsoporthoz tartozó optimális gömbsugárnak és optimális sűrűségnek 
is egy n-től függő alsó és felső korlátja is megadható. 
(5.2) és (5.3) alapján ha n —> 00 akkor a s(n) —> 0. Ezért ezzel az algoritmussal 
elvileg tetszőleges pontossággal meg lehet határozni a G tércsoport optimális sűrű-
ségét. A felosztás finomításával a becsléseink szerint is jobbak, továbbá a lokalizá-
ció lehetősége jelentősen javítja a konkrét számolások pontosságát. Az algoritmus 
polinomiális lépésszámú. 
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6. Az algoritmusra épülő program 
a. Bemenet i adatok és eredmények 
A 2. táblázatban ismertetjük a kockarácshoz tartozó tércsoportokra kapott 
optimális gömbkitöltések sűrűségét. Ezen eredmények közléséhez rendelkezésünkre 
áll az algoritmus alapján kifejlesztett program. Ennek felhasználói és fejlesztői 
dokumentációja a [8] munkában megtalálható. 
A program megírása a Turbo С + + 3.1. fejlesztőrendszerének segítségével tör-
tént, a program egy objektum alapú Windows alkalmazás, mellyel a tércsoportok 
az eddig megszokott módon könnyen kezelhetők. 
A program inputja a korábbiakban már említett kristálycsoport definíció. Ilyen 
csoport leírás található pl. a [14], [15] táblázatokban. 
Az eredmények szöveg file-ba menthetők. Egy output file a következő adatokat 
tartalmazza: 
1. Tércsoport neve 
2. Az optimális gömbközéppont koordinátái 
3. A cellába írt maximális gömb sugara 
4. A cella térfogata 
5. Az optimális gömbkitöltés sűrűsége. 
b. Az algoritmus paraméterei 
A felosztás finomsága A-
Ezzel a kockára húzott Q térrács finomságát adjuk meg. 
A program által megengedett értékek: [2,2000] intervallumbeli egész számok. 
Alapértelmezés szerinti értékek: n : = 100. 
Kezdő kocka éle: 
Az első lépésben vett kocka élhosszúsága. 
Megengedett értékek: (0,1] itervallumbeli valós számok. 
Alapértemezés szerinti érték: 0.5. 
Lehetőségünk van egy tetszőleges Q-beli pont tetszőleges környezetére futtatni 
az algoritmust. 
Alappont koordinátái: 
Ez lesz a kezdő kocka középpontja. Ezzel az alapponttal indul az algoritmus. 
Megengedett értékek: (0,0.5) intervallumbeli valós számok. 
Alapértelmezés szerinti kiinduló pont: x : 0.25 y : 0.25 2 : 0.25 
Lehetőségünk van az általunk kiválasztott pont egy tetszőleges környezetét 
vizsgálni a gömbkitöltés szempontjából. 
c. Az adatszerkezet felépítése 
Lehetőség van összetett adatszerkezetek megvalósítására, amelyekkel az algo-
ritmus kódolása egyszerűbbé, áttekinthetőbbé válik. Az alábbiakban említett osz-
tályok megvalósításával a tércsoportok könnyen kezelhetők. 
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A program input adata a G kristálycsoport definíciója. A csoportot ekvivalens 
pontpozíciók és rács-eltoltjaik felsorolásával lehet megadni. Az eltolás helyvekto-
rait egy koordinátahármassal írjuk le, erre, valamint az E 3 euklideszi tér pontjainak 
megadására megfelel egy Point elnevezésű osztály. A leírásban az alappont x, y, z 
koordinátáival kifejezve fel kell sorolni a vele ekvivalens pontok koordinátáit. A ki-
fejezésben szerepelhet egy x, —x, y, —y, z, vagy —z hivatkozás az alappont egy 
koordinátájára, illetve a koordináta ellentettjére, és ezt megeló'zheti egy valós szám. 
Ezek a kifejezések a Polynom osztály objektumai. Az ekvivalens pontkoordinátákat 
az Expression osztállyal adjuk meg. Egy tércsoport definíció minimum 1, (a (0,0,0) 
vektort soroljuk ide) maximum 4 centráló eltolásvektort tartalmaz, valamint 12, 24, 
vagy 48 ekvivalens pontpozíciót (lásd még az 1. Táblázatot). Megjegyezzük, hogy 
a cella térfogata ezen adatokból könnyen számolható: 
D-V cella térfogat=l/(centráló eltolások száma * pontpozíciók száma). 
Mindezen adatszerkezetek tárolásához megvalósítunk egy paraméterezett tömbosz-
tályt (MyArray), amellyel létrehozzuk az eltolások és ekvivalens pontpozíciók tömb-
jét. A program a csoport adatainak tárolásához definiál egy 4 elemű Point típusú 
elemeket tartalmazó-, és egy 48 elemű Expression objektumokat tartalmazó töm-
böt. 
2. Táblázat 
A tércsoport 
neve és száma 
Az optimális 
gömb 
középpontja 
Az optimális 
gömbsugár 
Az optimális 
sűrűség 
P 2 3 
No.195 
x = 0 
y = 0.293 
г = 0.293 
0.207 0.44 
F 2 3 
No.196 
x = 0 
у = 0.129 
x = 0.208 
• 0.128532 
0.129 
• 0.426946 
0.42 
123 
No.197 
x = 0 
у = 0.186 
x = 0.301 
0.186 0.64 
P2 X 3 
No.198 
x = 0 
у = 0.250 
г = 0.375 
0.233 0.64 
I2X3 
No.199 
x = 0.125 
у = 0.125 
г = 0.375 
0.176 0.55 
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A tércsoport 
neve és száma 
Az optimális 
gömb 
középpontja 
Az optimális 
gömbsugár 
Az optimális 
sűrűség 
P m 3 
No.200 
x = 0.146 
у = 0.146 
2 = 0.354 
0.146 0.32 
P n 3 
No.201 
(origó a 23-ban) 
x = 0 
у = 0.186 
2 = 0.301 
0.186 0.64 
F m 3 
No.202 
x = 0.104 
у = 0.250 
2 = 0.396 
0.104 0.45 
F d 3 
No.203 
(origó a 23-ban) 
x = 0.032 
у = 0.200 
2 = 0.402 
0.103 0.44 
I m 3 
No.204 
x = 0.129 
у = 0.129 
2 = 0.311 
0.129 0.43 
Р а З 
No.205 
x = 0.079 
у = 0.366 
2 = 0.196 
0.176 0.55 
Ia3 
No.206 
ж = 0.183 
у = 0.400 
2 = 0.372 
0.144 0.6 
P 4 3 2 
No.207 
x = 0.143 
у = 0.394 
2 = 0.306 
•0.156183 
0.156 
•0.383009 
0.38 
P 4 2 3 2 
No.208 
x = 0 
у = 0.250 
2 = 0.250 
0.176 0.55 
F432 
No.209 
x = 0.074 
у = 0.136 
2 = 0.250 
•0.109398 
0.109 
•0.526492 
0.53 
F4X32 
No.210 
x = 0.069 
у = 0.206 
2 = 0.431 
0.097 0.37 
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A tércsoport 
neve és száma 
Az optimális 
gömb 
középpontja 
Az optimális 
gömbsugár 
Az optimális 
sűrűség 
1432 
No.211 
x = 0.129 
у = 0.129 
2 = 0.311 
0.128 0.42 
P 4 3 3 2 
No.212 
x = 0.125 
у = 0.125 
x = 0.375 
0.176 0.55 
P 4 i 3 2 
No.213 
x = 0.125 
у = 0.375 
2 = 0.375 
0.176 0.55 
14x32 
No.214 
x = 0.246 
у = 0.173 
2 = 0.375 
0.125 0.39 
P 4 3 m 
No.215 
x = 0 
у = 0.185 
2 = 0.369 
•0.130601 
0.131 
•0.223948 
0.22 
F43m 
No.216 
x = 0 
у = 0.125 
2 = 0.250 
•0.088388 
0.088 
•0.277680 
0.28 
143 m 
No.217 
x = 0 
у = 0.178 
2 = 0.355 
•0.125529 
0.126 
•0.397710 
0.40 
P43n 
No.218 
x = 0.125 
у = 0.125 
2 = 0.375 
0.176 0.55 
F43c 
No.219 
x = 0.074 
у = 0.250 
2 = 0.364 
0.109 0.52 
14 3d 
No.220 
x = 0.132 
у = 0.390 
2 = 0.420 
0.143 0.58 
Р ш З ш 
No.221 
x = 0.104 
у = 0.250 
2 = 0.396 
•0.103553 
0.104 
•0.223266 
0.22 
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A tércsoport 
neve és száma 
Az optimális 
gömb 
középpontja 
Az optimális 
gömbsugár 
Az optimális 
sűrűség 
P n 3 n 
No.222 
(origó a 43-ban) 
x = 0.151 
y = 0.435 
2 = 0.320 
0.135 0.49 
P m 3 n 
No.223 
x = 0.129 
y = 0.129 
z = 0.311 
0.129 0.43 
P n 3 m 
No.224 
(origó a 43m-ben) 
x = 0 
y = 0.178 
z = 0.355 
•0.125529 
0.126 
•0.397710 
0.40 
F m 3 m 
No.225 
x = 0.158 
y = 0.250 
z = 0.435 
•0.06531 
0.065 
•0.223949 
0.22 
Fm3c 
No.226 
x = 0.076 
y = 0.155 
z = 0.301 
0.076 0.35 
Fd3m 
No.227 
(origó a 43m-ben) 
x = 0 
y = 0.089 
z = 0.178 
•0.012552 
0.013 
•0.198855 
0.20 
Fd3c 
No.228 
(origó a 23-ban) 
x = 0.125 
y = 0.125 
z = 0.500 
0.088 0.55 
Im3m 
No.229 
x = 0.084 
y = 0.202 
z = 0.320 
•0.083568 
0.084 
•0.234685 
0.23 
Ia3d 
No.230 
x = 0.053 
y = 0.352 
z = 0.461 
0.114 0.60 
(A táblázatban • jelöli az optimális sugár illetve sűrűség pontos értékeit [12], 
[13]. 
Ezúton is szeretnénk köszönetet mondani Molnár Emil kollégának a dolgozat 
elkészítéséhez nyújtott sok értékes tanácsáért és segítségéért. 
Alkalmazott Matematikai Lapok 19 (1999) 
104 MÁTÉ CSILLA és SZIRMAI JENŐ 
IRODALOM 
1] Bieberbach, L., Über die Bewegungsgruppen der euklidischen R ä u m e I—II, Math. Annalen 7 0 
(1910), 297-336; 7 2 (1912) 400-412. 
2] Brown, H., Bülow, R. Neubüser , J . Wondra tschek , H., Zassenhaus, H., Crystallographic Groups 
of Four-Dimensional Space (New York, 1978). 
3] Diószegi, F. , „Tércsoportok Dir ichle t -Voronoj celláinak és opt imál i s gömbkitöl tésének megha-
tá rozása számí tógéppel" , szakdolgozat , E L T E T T K , 1989. 
4] Fedorov, E. S., Reguläre P lan und Raumthe i lung , Abh. К. Bayer. Akad. d. Wtss. 1 1 (1889) 
Cl. XX. Ab th . 11, 465-588. 
5] Fedorov, E. S., Zusammenfas sung der kr is tal lographischen Resu l ta te des Herrn Schoenflies und 
der meinigen. Z. Kristallogr. 2 0 (1982) S. 25-75. 
6] Fejes-Tóth, G., „New resul ts in the Theory of Packing and Covering" in: Convexity and its 
Applications Ed . P. M. Grube r , J . M. Wills, (1983). 
7] G. Horvá th , Á., Molnár , E. , Densest ball packing by orbi ts of t he 10 fixed point free eukl idean 
space groups, Studia Sei. Math. Hung. 2 9 (1994) 9-23. 
8] Máté , Cs. , „Tércsoportok opt imál i s gömbkitöl tésének megha tá rozása számí tógéppel" , 
szakdolgozat , E L T E T T K . (Prog. Mat . ) , 1994. 
9] Molnár , E. , Konvexe Fundamenta lpo lyeder und D-V Zellen fü r 29 R a u m g r u p p e n , die Coxe-
tersche Spiege lungsuntergruppen en tha l ten , Beiträge zur Algebra und Geometrie 1 4 (1983) 
33-75. 
10] Schoenflies, A., Kristallsysteme und Kristallstruktur (Leipzig, 1881). 
11] Sinogowitz, U., Herte i lung aller homogenen, nicht kubischen Kugelpackungen, Z. Kristallog-
raphie 1 0 5 (1943) 23-52. 
12] Szirmai, J . , O p t i m a l e Kugelpackungen für die R a u m g r u p p e n F23, P432 und F432, Periodica 
Polytechnica Ser. Mech. Eng. 3 6 No. 3 - 4 (1992) 317-331. 
13] Szirmai, J. , Néhány tércsopor t opt imál i s gömkitöl tése. Alkalmazott Matematikai Lapok 17 
(1993) 87-99. 
14] Atlas postranstvennyh grupp kubicheskoi sistemy (Nauka, Moskva, 1980). 
L5] In terna t ional Tables for Л ' -Ray Crysta l lography, Vol 1., Henry, N. F. M and Lonsdale, К . 
S y m m e t r y Groups , Kynoch Press, Birmingham 1969. New edit ion by Theo Hahn , Vol. A, 
Reidel Co, Dordrecht 1983. 
(Beérkezet t 1997. j a n u á r 30.) 
M Á T É CSILLA ÉS SZIRMAI J E N Ő 
B U D A P E S T I MŰSZAKI E G Y E T E M , 
MATEMATIKAI I N T É Z E T , G E O M E T R I A I TANSZÉK 
H-1521, B U D A P E S T , E G R Y J . U T C A 1, II. E M E L E T 22. 
e-mail: g e o m e t r y @ c c m a i l . b m e . h u 
s z i r m a i @ m a t h . b m e . h u 
Alkalmazott Matematikai Lapok 19 (1999) 
TÉRCSOPORTOK OPTIMÁLIS GÖMBKITÖLTÉSÉNEK MEGHATÁROZÁSA 105 
D E T E R M I N A T I O N O F D E N S E S T BALL P A C K I N G S U N D E R C U B I C 
C R Y S T A L L O G R A P H I C G R O U P S BY C O M P U T E R 
CSILLA M Á T É AND J E N Ő SZIRMAI 
T h e f amous unsolved K E P L E R conjecture [6] abou t the densest ball packing of t he whole 
Eucl idean space E 3 wi th equal balls mot ivated the ini t ia t ive of U. Sinogowitz who posed the prob-
lem to find the densest homogeneous ball packing under a given space g roup [11]. T h e max ima l 
densi ty 7 r / \ / l 8 « 0.74048 of the lattice-like ball packing occurs a t o ther space groups as well [7]. 
T h e au tho r repor t s a compu te r a lgor i thm, which de te rmines the densest s imple t rans i t ive 
ball packing for each cubic crysta l lographic space group. 
T h e au tho r proves here the convergence and gives the results in Table 2 where the known 
exact d a t a [12], [13] are indicated too. A complete a lgor i thm for every orbi t type is in progress 
on the base of [9]. 
MSC(1991) Codes: 51M20, 52C17, 65Y25 
Key Words and Phrases : Densest ball packings under cubic crysta l lographic groups by com-
puter . 
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Könyvismertetés 
SZILI LÁSZLÓ ÉS T Ó T H JÁNOS: M a t e m a t i k a és Mathematica, E L T E E ö t v ö s 
Kiadó, Budapest, 1996. 
Nagyon nehezen, valószínűtlenül hosszú idó' után sikerült formába öntenem az 
alábbiakat. (Közben a 2.2. verzió után megjelent a 3.0. változat is — lásd Termé-
szet Világa 1998. november.) Igazából máig sem sikerült tisztáznom magamban, 
mi a könyv pontos célja; kiknek íródott; kinek ajánljam, mint felsőoktatásban ta-
nító pedagógus. Ezzel kapcsolatos kételyeim, morgolódásaim helyett inkább pozi-
tív élményeket szeretnék rögzíteni. Ugyanakkor el kell ismernem, hogy ennél jobb, 
komplexebb könyvet nem tudok elképzelni — csakhogy miről is, milyen célra is? 
Az már történelem, hogy a hatvanas évektől a számítógépek terjedése jelentő-
sen ösztönözte a matematika fejlődését. Napjainkban a program (csomagok) fejlő-
dése forradalmasítja a matematikával, mint tudománnyal való tevékenységet (kuta-
tást). Minderről a könyv bevezetőjében bőségesen olvashatunk, akárcsak az egyes 
programok összehasonlításáról. Egy átlagos kutató, de egy picit is igényes egye-
temi oktató sem engedheti meg magának azt a luxust, hogy ne használjon rendsze-
resen valami olyan segédanyagot (szoftvert), amely jelenségeket, összefüggéseket 
demonstrál, sejtéseket kipróbál, eredményeket diszkutál, stb. Az ilyen lehetősé-
gek fantasztikusan gazdag gyűjteménye a Mathematica programcsomag, ami „azt 
is tudja, amit el se tudunk képzelni". (Különben ez a fő „hibája" is: valószínűleg 
egy teljes élet is kevés az alapos megismeréséhez, és ennek megfelelően a kéziköny-
vek, a súgó egyaránt nagyon nehézkesek — bár a HELPje sokkal kellemesebb, mint 
amit a WINDOWS-ban megszokhattunk. Inkább a programozási nyelvek súgóinak 
PÉLDÁI köszönnek vissza!) 
Maga a könyv szerintem egy csokrot próbál átnyújtani, hogy a matematika 
egyes területein hol, hogyan érdemes a Mathematica-hoz nyúlni. A nagyobb téma-
körökön belüli igen részletes felosztásnak köszönhetően a triviális példákon kívül 
olyan speciális problémakörökből olvashatunk feladatokat, mint a 
— stabilitáselmélet és variációszámítás a differenciálegyenleteken belül; 
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— lánctörtek, Moebius-függvény, tizedes törtek közönségessé átírása számelmélet-
ből; 
— Markov láncok, korreláció számítása, maximum likelihood becslés valószínű-
ségszámításból; 
— feszítő fák a gráfelméletből; 
— polinomrendszerek megoldása Gröbner-bázisokkal; 
— lineáris programozás; 
— animáció (függvényrendszerek ábrázolása); stb. 
A szerzők teljességre törekvése miatt gyakran volt olyan érzésem, hogy „ezt 
akkor sem értettem (volna), amikor tanultam az egyetemen", de aztán rájöttem, 
hogy szerencsére nem vizsgáznom kell a könyvből, így ezt a részt nyugodtam át-
ugorhatom! Egyre több részről derült ki, hogy nekem (is) szól, sőt egyre több 
dolgot sikerült is reprodukálni, bizonyosakat tovább is fejlesztettem. Ezután már 
saját problémáimat kezdtem megoldani, és pillanatnyilag sokkal több időt töltök 
Mathematica-val, mint DERIVE-val és CABRI-val együttvéve — persze ebben az 
újdonságnak is szerepe van, és nem is lesz így mindig. 
Természetesen nagyon sokféle könyvet lehet írni a Mathematica-i6\. (Kétszáz-
nál több kötetre rúg az irodalma!) Még több lehetőség adódik, ha az adott címre 
szorítkozunk. A jelen könyv szerzői nem sokat meditáltak, optimalizáltak: meg-
írták, amit írtak. Kifejezett céljuk volt a program népszerűsítése, reklámozása. 
Rengeteg frappáns példájuk; az elviselhető mennyiségű eszközismertetés (a kulcs-
szavak tizedét se tukmálják az olvasóra); kísérletezésre való buzdításuk az, ami 
rávett arra, hogy egy (nem tőlük kapott) kalózmásolattal leüljek, s kipróbáljam. 
Már keresek elfogadható árú verziót, illetve szeretném az oktatásban is használni. 
Pillanatnyilag ketten írnak szakdolgozatot nálam a Mathematica iskolai (14-16 év 
közötti tanulók számára) oktathatóságából. 
Az árral kapcsolatban: az általam ismert legolcsóbb lehetőség a következő: 
10 munkaállomásra szóló licence ára 3 x 1140 = 3420 angol fontnak megfelelő fo-
rint, amit 3 évi részletben kell fizetni, és ezalatt automatikusan megkapjuk az 
esetleges újabb verzióitat. 
TÖRÖK TURUL 
MAjSYAR 
CUOOMÂNYOS AKADÉMIA 
KÖNYVTÁRA 
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U T M U T A T A S A S Z E R Z Ő K N E K 
Az Alkalmazott Matematikai Lapok csak magyar nyelvű dolgozatokat közöl. A kéziratok gé-
pelését olyan formában kérjük, hogy minden gépelt oldal 25, egyenként átlag 50 betűhelyes sort 
tar ta lmazzon. A közlésre szánt dolgozatokat három példányban kell beküldeni. Előnyben része-
sülnek а ТЕ^-Ьеп elkészített dolgozatok. Ezeket két k inyomtatot t példány kíséretében diszketten 
kérjük beadni. 
A kéziratok szerkezeti felépítésének a következő követelményeket kell kielégíteni. A fejlécnek 
ta r ta lmaznia kell a dolgozat címét, a szerző teljes nevét, valamint annak a városnak a nevét, ahol 
a szerző dolgozik. A fejléc után egy, képletet nem tar ta lmazó, legfeljebb 200 szóból álló kivona-
tot kell minden esetben megadni. A dolgozatot címmel ellátott szakaszokra kell bontani , és az 
egyes szakaszokat a rab sorszámozással kell ellátni. Az esetleges bevezetésnek mindig az első sza-
kaszt kell alkotnia. Az irodalomjegyzék után, a kézirat befejezéseképpen fel kell tünte tn i a szerző 
teljes nevét és a munkahelye (illetve lakása) pontos címét. A dolgozatban előforduló képleteket 
szakaszonként újrakezdődően, a képlet előtt két zárójel közé írt kettős számozással kell azonosí-
tani. Természetesen nem szükséges minden képletet számozással ellátni. Az esetleges definíciókat 
és tételeket (segédtételeket és lemmákat) ugyancsak szakaszonként újrakezdődő, kettős számo-
zással kell ellátni. Kér jük a szerzőket, hogy ezeket, valamint a tételek bizonyítását a szövegben 
kellő módon emeljék ki. Minden dolgozathoz csatolni kell egy angol, német francia vagy orosz 
nyelvű, külön oldalra gépelt összefoglalót. Amennyiben lehetséges, kérjük a nyomtatás számára 
különösen nehézkes matemat ikai jelölések használatának az elkerülését. 
A dolgozatok ábráit és az esetleges lábjegyzeteket a dolgozat végén, különálló lapokon kérjük 
beküldeni. Mind az ábrákat , mind a lábjegyzeteket a dolgozat szakaszokra bontásától függet-
len, folytatólagos arab sorszámozással kel ellátni. Az ábrák elhelyezését a dolgozat megfelelő 
helyén, széljegyzetként fe l tüntete t t , ábraazonosító sorszámokkal kell megadni. A lábjegyzetekre a 
dolgozaton belül az azonosító sorszám felső indexkénti használatával lehet hivatkozni. 
Az irodalmi hivatkozások formája a következő. Minden hivatkozást fel kell sorolni a dolgo-
zat végén ta lá lható irodalomjegyzékben, a szerzők, illetve a társszerzők esetén az első szerző neve 
szerint alfabetikus sorrendben úgy, hogy a cirill betűs szerzők nevét a Mathematical Reviews át-
írási szabályai szerint latin betűsre kell átírni. A folyóiratban megjelent cikkekre [1], a könyvekre 
[5], a kötetben megjelent dolgozatokra [4], a disszertációkra [3] és a gépi program leírásokra [2] a 
következő minta szerint kell hivatkozni: 
[1] Farkas, J., Über die Theorie der einfachen Ungleichungen, Journal für die reine und ange-
wandte Mathematik 124 (1902) 1-27. 
[2] Kéri, G., „DUALSIMP", ru t in a CDC 3300-ás gépekre (Magyar Tudományos Akadémia 
Számítástechnikai és Automatizálási Kuta tó Intézete, CDC 3300 felhasználói ismertetők 2. 
1973. május) 19-20. 
[3] Prékopa, A. „Sztochasztikus rendszerek optimalizálási problémáiról", doktori értekezés. 
Magyar Tudományos Akadémia, Budapest , 1970. 
[4] Prabhu, N. U. „Recent research on the ruin problem of collective risk theory", in: Inven-
tory Control and Water Storage Ed. A. Prékopa (János Bolyai Mathemat ical Society and 
North-Holland Publishing Company, Amsterdam-London, (1973) 221-228. 
[5] Zoutendijk, G. Methods of Feasible Directions (Elsevier Publishing Company, Ams te rdam 
and New York, 1960). 
A dolgozatok szövegében az irodalmi hivatkozás számait szögletes zárójelben kell megadni , 
mint például [5] vagy [4, 76-78]. A szerzők a dolgozatukról 50 darab ingyenes különlenyomatot 
kapnak. A dolgozatok u tán szerzői dí jat az Alkalmazott Matematikai Lapok nem fizet. 
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XIX. kötet 2. szám 
Szerkesztőség és kiadóhivatal: 1027 Budapest , Fő u. 68. 
Az Alkalmazott Matematikai Lapok változó terjedelmű füzetekben jelenik meg, és olyan 
eredeti tudományos cikkeket publikál, amelyek a gyakorlatban, vagy más tudományokban közvet-
lenül felhasználható ú j matemat ikai eredményt tar ta lmaznak, illetve már ismert, de színvonalas 
matematikai appará tus újszerű és jelentős alkalmazását mut at ják be. A folyóirat közöl cikk formá-
jában megírt, új tudományos eredménynek számító programokat, és olyan, külföldi folyóiratban 
már publikált dolgozatokat, amelyek magyar nyelven tör ténő megjelentetése elősegítheti az elért 
eredmények minél előbbi, széles körű hazai felhasználását. A szerkesztőbizottság bizonyos időn-
ként lehetővé kívánja tenni, hogy a legjobb cikkek nemzetközi folyóiratok különszámaként angol 
nyelven is megjelenhessenek. 
A folyóirat fe ladata a Magyar Tudományos Akadémia III. (Matematikai) Osztályának mun-
kájára vonatkozó közlemények, könyvismertetések stb. publikálása is. 
A kéziratok a főszerkesztőhöz, vagy a szerkesztőbizottság bármely tagjához beküldhetők. 
A főszerkesztő címe: 
Benczúr András, főszerkesztő 
1027 Budapest , Fő u. 68. 
Közlésre el nem fogadott kéziratokat a szerkesztőség lehetőleg visszajuttat a szerzőhöz, de a 
beküldött kéziratok megőrzéséért vagy továbbításáért felelősséget nem vállal. 
Az Alkalmazott Matematikai Lapok előfizetési ára kötetenként 850 forint. Megrendelések a 
szerkesztőség címén lehetségesek. 
A Magyar Tudományos Akadémia III. (Matematikai) Osztálya a következő idegen nyelvű 
folyóiratokat ad ja ki: 
1. Acta Mathemat ica Hungarica, 
2. Acta Physica Hungarica. 
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EGY CÍMKÉZŐ ELJÁRÁS A LEGRÖVIDEBB UTAK FÁJÁNAK 
MEGHATÁROZÁSÁRA RITKA HÁLÓZATOKBAN 
MARTON LÁSZLÓ 
Győr 
Számos hálózati alkalmazás számítógépes modelljének központi, a számítástechni-
kai hatékonyság szempontjából meghatározó része az egy pontból mint kezdőpontból 
kiinduló minimális hosszú utak fájának meghatározása. Gyakran — így például a köz-
lekedéstervezési feladatoknál is — előforduló speciális eset, hogy a hálózat ritka, az egy 
pontból kiinduló élek száma korlátozott és minden pontból, vagy viszonylag nagyszámú 
pontból kiindulva meg kell határoznunk a minimális utak fáját. A cikkben ilyen jel-
legű feladatokra javaslunk egy faépítő címkéző algoritmust, bizonyítjuk helyességét és 
hatékonyságát, ez utóbbit számítógépes demonstrációval is kiegészítve. A bemutatot t 
algoritmus a szakirodalomban jól ismert általános címkéző eljárás (general label-setting 
method) egy, az egy pontból kiinduló élek hossz szerinti előrendezését kihasználó válto-
zata. 
1. Bevezetés 
Hálózatunk egy egyszerű, irányított, összefüggő gráf, az élekhez rendelt nem-
negatív értékek az élhosszak. A hálózat pontjait 1-gyel kezdó'dó' sorszámozással 
azonosítjuk, a legnagyobb sorszámú pontot jelölje N, az (i,j) jelöli az i pontból a 
j pontba mutató élt, h(i,j) ennek a hosszát. Az г-bó'l a j-Ъе vezető' útnak neve-
zünk egy P(i,j) = (ii,ji), • • •, (íjt, jk) élsorozatot, amelyre igaz, hogy г
х
 = г, jk = j 
és ji = ii+1 ha 1 < l < k. Az út hosszán az élek összhosszát értjük. Körútnak ne-
vezünk egy utat, ha kezdő és végpontja azonos. Szimmetrikus a hálózat, akkor, 
ha az )i,j) él létezéséből következik a (j,i) él létezése, és h(i,j) = h(j,i). Pél-
dahálózatunk (ld. 1.-3. ábrák) ilyen, az ábrákon az élek irányítását nem jelöltük, 
illetve minden szakasz két élt jelent. A szimmetricitás fejtegetéseink szempontjából 
lényegtelen tulajdonság. Megjegyezzük, hogy az ábrákon — a könnyebb áttekint-
hetőség kedvéért — a pontokat betűkkel azonosítjuk. 
Irányított fának nevezünk egy olyan részhálózatot, amely nem tartalmaz köru-
tat és egy kijelölt pontból a gyökér vagy kezdőpontból minden más pontba pontosan 
egy út vezet. Minimális fának nevezünk egy olyan irányított fát, amelyben min-
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den út — az eredeti hálózatban a kezdőpontból a végpontba vezető utak között — 
minimális hosszúságú (1. ábra, az a kezdőponttal). 
Az irányított fa egyszerűen leírható az ún. címkékkel, amelyek minden ponthoz 
(kivéve a kezdőpontot) megadják a kezdőpontból hozzá vezető úton a megelőző 
pontot. A fában mint távolságot rendeljük hozzá minden ponthoz kezdőpontból 
hozzá vezető út hosszát (2.-3. ábra). Az г pont címkéjét jelölje c(i), távolságát 
pedig t(i). A kezdőpont távolsága a definíció szerint 0, ha technikailag szüksé-
ges, akkor címkét is rendelünk hozzá, ez lehet bármilyen megkülönböztető érték 
(önmaga vagy 0). 
A minimális fákat az ún. faépítő (tree building) technikával meghatározó eljá-
rások mind elméleti, mind gyakorlati szempontból jelentősek. Ennek oka az, hogy 
egyrészt nem ismert olyan, a faépítésnél hatékonyabb eljárás, amely csak egy adott 
viszonylatban, tehát két pont között keresné meg a legrövidebb utat, másrészt a 
jelenleg ismert, a legrövidebb utat minden viszonylatban meghatározó algoritmu-
sok nagy hálózatoknál a gyakorlatban már nehezen alkalmazhatók. A témakör 
összefoglalását és bő irodalomjegyzékét találhatjuk a [3, 4] cikkekben. 
2. Alapeljárás 
A faépítés egyik (sok és sokféle változattal bővelkedő) alap-algoritmusa az ál-
talános címkéző eljárás (general label-setting method) vagy más néven Dijkstra — 
féle eljárás [1], amelynelc-çgy, a számítástechnikai megvalósításhoz közelítő megfo-
galmazása a következő: 
Definiáljuk a hálózat pontjainak két részhalmazát: 
— a AT a kész pontok halmaza, elemei már végleges (nem rövidíthető) távolsággal 
és végleges (nem áthelyezhető) címkével rendelkeznek 
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- az A az aktív pontok halmaza (aktivitás halmaz), elemeinek már van (ideigle-
nes) címkéje és véges a távolsága de ezek még változhatnak. 
Lépések: 
a, Rendeljük a kezdőponthoz a 0, a többihez a végtelen távolságértéket. A kez-
dőpont címkéje legyen önmaga. А К legyen üres, az A tartalmazza csak a kezdő-
pontot. 
b, Válasszuk ki az A minimális távolságú elemét, jelölje ezt i. (Ha több pont is 
minimális távolságú, a legkisebb sorszámút választjuk, az egyértelműség kedvéért.) 
Az i-t töröljük az A-ból és vegyük hozzá a AT-hoz. 
c, Minden olyan (г, j) élre, amelyre a t{i) + h(i,j) < t{j) rövidítési lehetőség 
fennáll: 
c l , Ha a j pont még nincs az A-ban, akkor hozzávesszük, címkéjét beállítjuk 
és távolságát módosítjuk: c(j) = i t ( j ) = t[i) + h(i,j) 
c2, Ha a j pont már az A-ban van, akkor címkéjét és távolságát módosítjuk: 
c { j ) = i t { j ) = t { i ) + h { i , j ) 
d, Ha az A halmazban van elem, folytatjuk a b, lépéstől, ha az A üres, az 
eljárás véget ért, a címkék meghatározzák a minimális fát. 
Az algoritmus első néhány lépését a példahálózaton a 2. ábra és a hozzá tartozó 
2.1. táblázat mutatja be. 
2. ábra 
Az algoritmus helyességének bizonyítása jól ismert (ld. pl. [1]), ezzel kapcsolat-
ban csak azt jegyezzük meg, hogy a hálózatban egy kezdőponthoz több minimális fa 
is tartozhat, ezekben a pontok távolságadatai szükségképen azonosak, de a címkék 
eltérhetnek. 
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2.1. táblázat 
K: Kész A: Aktív C : Cimke T: Távolság 
1 К a 
A b / г s 
a b с d e f g h i j k 1 m n о p q r s t u v w 
С 
a a a a a 
T 0 10 
2 К a b 
A f i s и с 
a b с d e f g h i j k 1 m n о p q r s t u v w 
С a a b a a a b 
T 0 10 30 ~ 10 10 15 25 
3 к a b / 
A i s 9 и с 
a b 
с 
d e f g h i j k 1 m n о p q r s t u v w 
С a a b a / a a b 
T 0 10 30 ~ 10 20 10 15 25 
4 к a b / i 
A s 9 9 и j С 
a b с d e f g h i j k 1 m n о p q r s t u v w 
С 
a a b a / a i i a b 
T 0 10 30 ~ 10 20 10 30 25 15 25 
5 к a b / i s 
A 9 9 и j с R t 
a b с d e f g h i j k 1 m n о p q r s t u V w 
С 
a a 6 a / a i i s a s b 
T 0 10 30 ~ 10 20 10 30 25 35 15 35 25 
Az algoritmus hatékonyságáról elsó' közelítésben azt mondhatjuk, hogy a háló-
zat pontjai számának négyzetével arányos a szükséges műveletek száma, hiszen: 
— Az algoritmus minden b - c ciklusmenetében egy pont bekerül а К halmazba, 
tehát pontosan N menet szükséges. 
— Minden menetben lezajlik egy, maximum N — 1 elem közti minimumkeresés ( A 
halmaz) és maximum N — 1 élre vonatkozó rövidítési vizsgálat. 
Az a tény, hogy а К halmazba^ egyszer már bekerült pont nem „reaktiválód-
hat", nem léphet vissza az A-ba, az algoritmus helyességbizonyításának része. 
Nyilvánvaló, hogy а К halmaz csak a leírást és megértést (valamint a helyes-
ségbizonyítást) könnyíti, a számítástechnikai realizációkból el is hagyható. 
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Könnyen belátható az is, hogy bármilyen faépító' algoritmust is konstruálunk, a 
hálózat minden élét legalább egyszer meg kell vizsgálni, és ezt a Dijkstra algoritmus 
élenként pontosan egyszer teszi meg. 
Ebből következően, az ebből az alapalgoritmusból származtatott, ennek alapel-
veit (egyszeri élvizsgálat, kész halmaz, aktív halmaz, minimumkiválasztás) követő 
algoritmusok hatékonysága az alábbi tényezőkön múlik: 
— Az aktivitás halmaz elemszáma. 
— Az aktivitás halmaz tárolási, kezelési módja, az e célra választott adatstruk-
túra. 
A szakirodalom számos, a második tényezőre vonatkozó változatot, reprezen-
tációt ismer, a következőkben ezeket foglaljuk össze. 
Az aktivitás halmaz számítástechnikai reprezentációi az alábbi három típusba 
oszthatók: 
2.1. Rendezetlen (halmaz, rendezetlen tömb, lista) 
2.2. Lineárisan rendezett ( t ö m b , l i s t a ) 
2.3. Többszintű ill. részben rendezett (összetett listák, fák, kupacok stb.) 
A rendezettség természetesen mindig a pont távolsága szerinti növekvő (nem-
csökkenő) rendezettséget jelent. 
Az algoritmusnak az aktivitás halmazt kezelő lépéseit elemezve látható: 
b lépés: a minimumkiválasztás a 2.1. típusban egy tényleges, az elemszámmal 
egyenesen arányos lépésszámú minimumkeresést jelent, a másik két típusban a mi-
nimum közvetlenül adódik (első elem, csúcs elem). A törlés az aktivitáshalmazból 
az első két típusban nem műveletigényes, a 2.3. típusban viszont a legtöbb eset-
ben a struktúra törlés utáni helyreállítása ugyanolyan műveletigényes feladat mint 
a besorolás. 
c l lépés: ez a 2.1. típusban nem művelet igényes, a másik kettőben viszont 
egy új elem besorolását, vagyis strukturábani helyének megkeresését és beillesztését 
jelenti, ami az elemszám valamilyen (a 2.2. típusban lineáris, a 2.3.-ban általában 
logaritmikus) függvénye. 
c2 lépés: a műveletigény azonos jellegű mint a c l lépésnél, azzal az eltéréssel, 
hogy a 2.2. és 2.3. típusban átsorolásról, vagyis egy már a struktúrában lévő pont 
új helyének megkereséséről és áthelyezéséről van szó. 
3. M ó d o s í t o t t e l já rás 
3.1. Elvi megfon to lások 
Az előző elemzésből levonhatjuk a következtetést, hogy az aktív elemek szá-
mának csökkentése általános jelleggel javulást eredményez az algoritmus hatékony-
ságában. 
A javítás alapötletét az adja, hogy konkrét példákat vizsgálva (2. ábra) úgy 
tűnik, hogy az aktivitás halmaz túl bő, sok olyan pont van, amely a halmazba való 
bekerüléséhez képest csak több lépésnyi várakozás után kerül a minimumpozici-
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óba. Célszerű lenne tehát egy-egy lépésben kevesebb új pontot bevonni, elsó'sorban 
olyanokat, amelyek nagyobb eséllyel juthatnak a minimumpozicióba. 
Erre egy lehetó'séget ad, ha a hálózat éleit, pontosabban pontonként a kiinduló 
éleket, növekvő' (nemcsökkenó') hossz szerint átrendezzük. Ez az előrendezés bizo-
nyos típusú hálózatoknál és feladatoknál nem okoz lényeges többlet-műveletigényt. 
Ha például 
— a hálózatban a az egy pontból kiinduló élek száma egy к <C N konstanssal kor-
látozott, és 
— a feladat minden (vagy viszonylag nagy számú) minimális fa meghatározása 
akkor az előrendezés műveletigényének egy fára jutó hányada « к2 , vagyis az 7V2-
hez képest egy elhanyagolhatóan kicsi konstans. 
A rendezettség nyújt lehetőséget arra, hogy egy pont kész állapotba kerülésekor 
kevesebb új pont lépjen be az aktivitás halmazba, de természetesen gondoskodnunk 
kell arról, hogy sohasem hiányozhasson a következő minimum pontja. 
Az előrendezés mint javító tényező egy konkrét algoritmussal kapcsolatban fel-
vetődik a [5] cikkben. Egy hasonlóan az előrendezést feltételező faépítő algoritmust 
találhatunk a [2] dolgozatban is. 
Jelen cikkben, megtartva a Dijkstra eljárás meghatározó jellemzőit, egy más 
címkézési, faépítési technikát írunk le, bizonyítva helyességét és elvi hatékonyságát. 
3.2. A l g o r i t m u s 
Az egyértelműség kedvéért úgy rendezünk, hogy ha két él azonos hosszú, ak-
kor az kerüljön előre,amelyiknek kisebb a sorszáma. Az egy pontból kimutató élek 
sorrendjének nyilvántartására és kezelésére egy m mutatót vezetünk be. Az algorit-
mus végrehajtása folyamán az m(i) jelenti az i pontból kimutató, soronkövetkező, 
még nem vizsgált él sorszámát. Kezdetben minden г-re, amelyből indul ki él, az 
m(i) — 1. 
Az algoritmus leírásánál minden olyan elemet (halmaz, függvény, lépés stb.), 
amely az alapeljárásban is szerepel, és ugyanolyan jelentésű, szerepű de nem fel-
tétlenül azonos tartalmú, értékű a két algoritmusban, az eredeti jelölés vesszős 
változatával jelölünk. 
Lépések : 
a ' , Rendeljük a kezdőponthoz a 0, a többihez a végtelen távolságértéket. A kez-
dőpont címkéje legyen önmaga. A K ' legyen üres, az A' tartalmazza csak a kezdő-
pontot. Minden i-pontra, amelyből indul ki él, legyen az m(i) = 1. 
b ' , Válasszuk ki az A' minimális távolságú elemét, jelölje ezt i ' . (Ha több pont 
is minimális távolságú, a legkisebb sorszámút választjuk, az egyértelműség kedvé-
ért.) Az i'-t töröljük az A'-ből és vegyük hozzá a K'-höz. Jelölje az i' címkéjét e, 
tehát e = c'(i '). 
c ' , Mind az e, mind az i' pontra hajtsuk végre az alábbi (cl'—c4') belső eljá-
rást. 
c l ' , Jelölje a pontot x. 
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c2', Az m{x) által mutatott éllel indulva, az x-ből kimutató éleket egyenként 
sorra véve (és természetesen mutatót léptetve) eljutunk az elsó' olyan (x, y) élhez, 
amelyre a t'{x) + h{x,yO) < t'{y) rövidítési lehetó'ség fennáll, vagy már nincs több, 
még nem vizsgált x kezdó'pontú él. Az utóbbi esetben a belső' eljárásnak vége, az 
eló'bbi esetben folytatjuk: 
c3' , Ha az y még nem aktív, hozzávesszük az A'-höz, címkéjét, távolságát, és 
az x mutatóját módosítjuk: 
és a belső' eljárásnak ezen a ponton is vége van. Ha az y már aktiv volt, folytatjuk: 
c4' , Mivel az y aktív, van címkéje, jelölje ezt z, tehát z = c'(y). Mint az eló'zó' 
pontban: 
A z ponttal ismételjük meg a vizsgálatot, tehát legyen x = z és menjünk vissza 
a c2' pontra. 
d ' , Ha az A' halmazban van elem, folytatjuk a b ' , lépéstől, ha az A! iires, az 
eljárás véget ért, a címkék meghatározzák a minimális fát. 
Az algoritmus első néhány lépését a példahálózaton a 3. ábra és a hozzá tar-
tozó 3.1. táblázat mutatja be. Az algoritmust vázlatos diagramban is megad-
juk (4. ábra) és a kulcsfontosságú belső eljárás működését külön is szemléltetjük 
(5. ábra). 
c'(y) = x t ' { y ) = t'(x) + h ( x , y ) m{x) = m(x) + 1 
c'(y) = x t ' ( y ) = t ' ( x ) + h(x, y) m(x) = m{x) + 1 
Aktív 
3. ábra 
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3.1. táblázat 
K: Kész A: Aktív C: Címke T: Távolság 
1 К a 
A b / 
a b с d e f g h i j k 1 m n о p q r s t u v w 
С 
a a a 
T 0 10 
M 3 1 1 
2 к a 6 
А f i и 
a b с d e f g h i j k 1 m n о p q r s t u v w 
С a a a a b 
T 0 10 
M 4 4 1 1 1 
3 к a 6 / 
A i s g и 
a b с d e f g h i j k 1 m n о p q r s t u V w 
С 
a a a / a a b 
T 0 10 ~ 10 20 10 rsj r^i Obi Obi 15 25 
M 
-
4 
-
1 1 1 1 
4 к a b / i 
A s 9 и Я 
a b с d e f g h i j k 1 m n о p q r s t u V w 
С 
a a a / a i a b 
T 0 10 ~ ~ 10 20 10 25 15 25 
M 
-
4 
-
1 4 1 1 1 
5 к a b / i s 
A 9 и 9 r 
a b с d e f g h i j k 1 m n о p q r s t u v w 
С 
a a a / a i s a b 
T 0 10 10 20 10 о*. 25 35 15 25 
M — 4 - 1 4 1 1 3 1 
3.3. Helyesség 
A módosított algoritmus helyességét illetően bebizonyítjuk, hogy minimális fát 
állít elő. A bizonyítást több lépésben végezzük. Először, az 5. ábra jelöléseit hasz-
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4. ábra 
nálva megvizsgáljuk az aktivitás halmazt új elemmel (yu) bővítő valamint már 
aktív pontok (yi, l = 1 , . . . , и — 1) távolságait csökkentő belső eljárást. 
Az egy pontból kiinduló élek rendezettségéből és az eljárás működési logikájá-
ból következően, alulvonással az eljárás végrehajtása előtti, felülvonással az utána 
kialakult értékeket jelölve, igazak az alábbi összefüggések: 
(3.1) c'jyi) = x2,...,c'(yl) =Xi+i,... 
t'iyi) = t'(x2) + h(x2, yi),... ,t'(yi) = t'(xi+i) + h(xi+i,yi), • • • 
h{x2,yi) < h(x2,y2)...,h(xi+i,yi) < h(xi+i,yi+i),... 
c'(y\) =xi ,...,c'(yi) =xi,...,c'{yi+1) = Xl+1,... 
t'(yí) = t'(xi) + fi(xi,j/i),...,t'(yi) = t'(xi) + h(xi,yi),... 
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Vizsgáljuk meg az yi és yi+i, l = 1 , . . . ,u — 1 pontok új távolságainak viszonyát. 
Az yi átcímkézése a 
(3 .2) t'{y1) = t'{x1)+h(xl,yi) <t'(xi+1) + h(xi+1,yi) = t'(yi) 
reláció miatt történhetett csak. Az yi+\ új távolsága: 
t'(yi+1) = t'(xi+1) + h(xi+i,yi+i),.... 
Mivel az yi+\ átcímkézése csak xi+i mutatójának növelése után hajtódhatott 
végre, az yi, yi+i, xi+\ pontok mind különbözők, vagyis: t'(xi+j) = í '(T;+i). Eb-
ből, valamint az (3.1) és (3.2) egyenlőtlenségből adódik: 
(3.3) С Ы < <'(2//+i) / = l , . . . , u - l ) 
vagyis: 
3 . 1 . ÁLLÍTÁS. A belső eljárás folyamán módosított távolságok a módosítási 
sorrendben monoton nőnek. 
Mivel az algoritmus egy b'—c' lépésében a belső eljárás a minimumpozicióban 
lévő г', valamint az ennek címkéjeként szereplő e pontra hívódik meg, és az élek 
rendezettsége miatt h(e,i') < h(é,j') (5. ábra), az 3.1. Állításból következik: 
3 . 2 . ÁLLÍTÁS. AZ algoritmus egy lépésének ( b ' - c ' ) végrehajtása után az ak-
tivitás halmazban lévő pontok távolsága nagyobb vagy egyenlő mint a lépésben a 
kész halmazba bevont pont távolsága. 
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Az előzőek segítségével bizonyítani tudjuk: 
3 .3 . ÁLLÍTÁS. A kész halmazba bekerülő pontok távolsága a bekerülés sor-
rendjében nem csökkenhet. Azonos távolság esetén a kisebb sorszámú pont kerül 
be előbb. 
Az állítás első része közvetlenül következik az 3.2. Állításból. A második rész 
igazolásához tegyük fel az ellenkezőjét és legyen a p E K1, q G К', t'(p) = t'(q), 
p < q de a q a p-t megelőzően került K'-be. Feltehető, hogy ez közvetlenül a p 
bekerülése előtt történt. Az algoritmus b ' lépésének definíciója miatt ez csak úgy 
lehet, hogy a q bekerülése előtt t'(q) < t'(p) volt, és a g bekerülésekor rövidült le a 
p távolsága. Az (3.3) képletekből és az 3.2. Állításból következően a t'(p) legfeljebb 
úgy rövidülhet le t'(q)-ra, ha (5. ábra) q — i',p = j' és h(e,i') = h(e,j'). Ez viszont 
ellentmond az egy pontból kiinduló élek definiált rendezettségének. 
A 3.3. Állításból következik: 
3 .4 . ÁLLÍTÁS. A kész halmazba bekerült pontok már végleges távolsággal és 
címkével rendelkeznek, nem kerülhetnek vissza az aktivitás halmazba. 
Be kell még bizonyítanunk azt is, hogy elérünk minden pontot, vagyis: 
3 .5 . ÁLLÍTÁS. Ha az aktivitás halmaz üressé vált, akkor minden, a kezdőpont-
ból elérhető pont rendelkezik véges távolsággal és címkével. 
Tegyük fel az ellenkezőjét. Ha van ilyen pont, akkor van ezek között olyan, 
amelyik egy már kész pontból kiinduló él végpontja és ezek között az élek ren-
dezettségében az első ilyen. A 6. ábra jelöléseivel: r az első címkézetlen pont, a 
megfelelő kész pont a p. Az r nem lehet a p első éle, mert akkor a p kész állapotba 
kerülésekor vizsgált és címkézett lett volna. Az r pontot a p-nél megelőző u,..., v 
pontok az r definíciója miatt már mind kész pontok. A p kész állapotba lépésekor 
ezek közül legalább egy p címkét kapott (hiszen, ha már mind rövidebb lett volna, 
akkor a belső eljárásban a rövidítésekkel eljutottunk volna az r-hez). Jelölje az 
élek rendezettségében az utolsó ilyet u. Tegyük fel, hogy az и jelenlegi címkéje is 
p. Ekkor viszont az и kész állapotba lépésekor, a követő pontok vizsgálatánál vagy 
eljutottunk volna az r-hez, vagy egy u-t követő és r-t megelőző pont vette volna 
fel a p címkét, ami ellentmond az eddigi feltételezéseknek illetve az и definíciójá-
nak. Tegyük fel, hogy az и jelenlegi címkéje már nem p. Ekkor viszont a címke 
áthelyezésekor lépett volna fel ugyanez a követő pont vizsgálat, ami ugyanezt az 
ellentmondást okozza. Minden esetben ellentmondásra jutunk, következésképpen 
az r pont nem létezik, így az 3.5. Állítás igaz. 
3 . 6 . ÁLLÍTÁS. A módosított algoritmus végrehajtása folyamán a pontok cím-
kéi csak kész pontok lehetnek. 
Az állítás a kezdőállapotra vonatkozóan nyilván igaz. Tegyük fel, hogy van 
olyan pont, amelyre az állítás hamis lesz. Legyen a végrehajtás folyamatában az 
első ilyen az r pont (7. ábra), címkéje a p aktív pont. Az r nem kaphatta a p címkét 
úgy, hogy p került volna minimumhelyzetbe, mert akkor p már kész lenne és nem 
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U 
cimkézetlen 
6. ábra 
lehet újra aktív (3.4. Állítás). A másik lehetséges mód az lenne, hogy egy az r-t a 
p-nél megeló'zó' и pont címkéje volt a p és ennek megváltozásánál jutottunk el a p 
mutatójának növelésével az r-ig. Ez ismét ellentmond az r definíciójának, hiszen 
akkor az и lenne az első' ilyen pont, lévén hogy a p nem lehetett még kész pont (3.4. 
Állítás). 
3 . 7 . ÁLLÍTÁS. На a p G К' és az и egy p kezdőpontú él végpontja és a p 
mutatója az u-t már túllépte, akkor az aktuális távolságokra nézve igaz, hogy 
t'(u) < t'(p) + h(p, u) és и G К' vagy и G A!. 
Nyilvánvaló, hogy az azonos pontokhoz tartozó t' értékek az algoritmus elő-
rehaladtával csak csökkenhetnek. Mivel a mutató már túllépte az w-t, szük-
ségképpen megtörtént a t'(u) és a t'(p) + h(p,u) összehasonlítása és ha ennél 
> t'(p) + h(p,u) volt, a t'(u) = t'(p) + h(p,u) rövidítés. Ez a p kész állapotba 
kerülésekor, vagy az után mehetett végbe a t'(p) már nem változó értéke mellett 
(3.4. Állítás), ez után a t'(u) már csak csökkenhetett. Mivel t'(u) véges, igaz az is, 
hogy и G к' vagy и G А'. 
3 . 8 . ÁLLÍTÁS. Ha a i G К', akkor a hálózatban nincs a kezdőpontból az i-be 
vezető, a t'(i)-nél rövidebb út. 
Az 3.4. Állításból következó'en elegendő' bizonyítani, hogy az i pont kész álla-
potba kerülésekor a minimumtulajdonság fennáll. Tegyük fel, hogy van olyan pont, 
amelyre ez nem igaz, jelölje a végrehajtás folyamán az első ilyet p (8. ábra). Tehát 
c'(p) = r, és t'(p) = í '(r) + h(r,p) az aktív pontok között minimális, és létezik egy 
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olyan út a kezdőpontból ( . . . ,v,... ,s,p), amelynek w hosszára nézve igaz, hogy 
w < t'(p). Mivel a p az első ilyen pont, az út nem az r-en keresztül vezet. Jelölje 
az út utolsó a p-t megelőző Л''-beli pontját v. 
Ha a v mutatója az s-et már túllépte, akkor s G A' és t'(s) < t'(v) + h(v,s) 
(3.7. Állítás). Viszont a v G A'' és a p definíciója miatt а к — v út hossza > t'(v), 
így t'(p) > w > t'(v) +h(v,s) > t'(s) ami viszont ellentmond a t'(p) minimumtu-
lajdonságának. 
Ha a v mutatója az s-et még nem lépte túl, akkor ha van olyan az s-et a 
n-nél megelőző aktív и pont (8. ábra), amelyet túllépett, akkor t'(v) + h(v,s) > 
t'(v) + h(v, u) >t'(u) miatt van az ellentmondás. Ha viszont minden megelőző 
pont kész lenne, akkor az s-et közvetlenül megelőző is, és legkésőbb ennek kész ál-
lapotba kerülésekor sor került volna az s vizsgálatára, tehát a v mutatója az s-et 
már túllépte volna. Következésképpen a t'(p) minimumtulajdonsága fennáll. 
и 
к 
8. ábra 
Ezzel (3.5. és 3.8. Ál l í tás) bebizonyítottuk, hogy az algoritmus helyes, vagyis 
egy minim,ális fát állít elő. 
4. Hatékonyság 
Az algoritmus végrehajtása folyamán — az alapeljárással megegyezően — min-
den él pontosan egyszer kerül vizsgálatra (c' lépés). Ez a tény az m mutató ke-
zeléséből közvetlenül adódik. Vizsgáljuk meg az ilyen típusú algoritmusok műve-
letigényének meghatározó tényezőjét az aktivitás halmazok méretét, illetve ezek 
viszonyát az alapeljárást és az általunk definiált algoritmust illetően. Be fogjuk bi-
zonyítani hogy a módosított algoritmus aktivitás halmaza minden lépésben szűkebb 
mint az eredetié. Az algoritmusok egy lépésén értjük a minimum-kiválasztástól az 
aktivitás halmaz ürességének ellenőrzéséig terjedő egy ciklusmenetet ( b - d illetve 
Alkalmazott Matematikai Lapok 19 (1999) 
128 M A R T O N LÁSZLÓ 
b'-d' szakaszok). A rövidség kedvéért az eredeti alapeljárást D-vel, az általunk 
definiált módosítottat D '-vel jelöljük. 
4 . 1 . ÁLLÍTÁS. A két algoritmus minden lépésében: 
— A két algoritmus ugyanazt a pontot választja ki és viszi át a kész halmazba, 
ugyanazon távolságadattal. 
A D ' algoritmus aktivitás halmaza része a D aktivitás halmazának. 
A bizonyítást teljes indukcióval végezzük. Nyilvánvaló, hogy az első' lépés után 
az állítások igazak. Tételezzük fel, hogy egy adott N < N sorszámú lépés eló'tt az 
állítások fennálltak, bebizonyítjuk, hogy az n sorszámú lépés után is fennállnak. 
Előrebocsátjuk, hogy a 3.5. Állítás és az indukciós feltevés miatt a lépés eló'tt sem 
az A! sem az A halmaz nem lehet üres. Először bebizonyítjuk, hogy a kiválasz-
tott pontok a másik algoritmus aktivitás halmazában is szerepelnek, ugyanazzal a 
távolsággal és címkével. 
Jelölje a D-ben választott pontot i, címkéjét e = c(i). Mivel e G K, így e G К' 
és a t(e) = t'(e) minimális. Először bebizonyítjuk, hogy i G A! és t'(i) = t(i). Ha a 
D ' -ben az e mutatója nem lépett túl az f-n, akkor van olyan j G A! pont, amely az 
e-nél megelőzi az г-t. (Ellenkező esetben, mivel az e G К', maga az г £ К' lenne, 
ellentmondásban az indukciós feltétellel.) De akkor j G A és mivel e G К és a D-
ben az e kész állapotba kerülésekor minden e kezdőpontú él vizsgált a rövidítés 
s z e m p o n t j á b ó l , és h(e,j) < h(e,i), így t ( j ) < t(e) + h(e,j) < t(e) + h(e,i) = f ( f ) . 
A D-ben az i kiválasztásának módja miatt ez csak úgy lehet, hogy h(e,j) = h(e,i) 
és г < j, ellentmondásban az élek rendezettségével. Tehát a D ' -ben az i mutatója 
szükségképpen túllépett az г-n. Ebből viszont (3.7. Állítás) következik, hogy i G A! 
és t'(i) < t'(e) + h(e,i) = t(e) + h(e,i) = í(i). Mivel viszont a í(f) mint a következő 
kész pont távolsága minimális a hálózaton (a D helyessége miatt), a í(i) < í'(i), 
tehát f'(i) = t(i). 
Jelölje a D ' -ben választott pontot f , címkéjét e' — c'(f'). Az indukciós feltétel-
ből következően f £ A. Mivel e' £ K', így e' G К és a D-ben az e' kész állapotba 
kerülésekor minden kimutató él vizsgált: í(f') < f(e') + li(e',i') < t'(e') + h(e',i') = 
í '(f '). Mivel viszont a f'(i ')-re mint a következő kész pont távolságára fennáll a 
minimumtulajdonság (3.8. Állítás), a í '(i ') < f(f'), tehát í '(i ') = í(f'). 
Tehát mind az f, mind az f aktív mindkét algoritmusban, így a választások 
minimumtulajdonsága és az előzőek miatt: í(f) < í(f') = í '(f ') < t'(i) = í(f), vagyis 
f(i) = í(f') és t'(i) = f '(i '). Mindkét algoritmusban azonos távolságérték mellett a 
kisebb sorszámú pont választódik, így f = f , amivel a 4.1. Állítás első részét bebi-
zonyítottuk. 
Be kell még bizonyítani, hogy az aktivitás halmazokra az А' С A viszony a 
lépés végrehajtása után is fennáll. Az f = f törlése mindkét halmazból a tartalma-
zást nem változtatja. Hajtsuk végre az új kész elem belépéséből következő rövidítési 
vizsgálatokat. Az A-ban van minden olyan pont, amely valamely kész pontból kiin-
duló él végpontja, de maga még nem kész. A kész halmazok azonossága, valamint 
a D' belső eljárásának működése (5. ábra) és a 3.6. Állítás következményeképpen 
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az A'-be is csak ilyen pontok léphetnek be, tehát a tartalmazás továbbra is fennáll. 
Ezzel a 4.1. Állítást bebizonyítottuk. 
Hogy az A' halmazok elemszáma a megfelelő A halmazokéhoz viszonyítva 
mennyivel csökken (páronként, összesen vagy átlagosan) az a konkrét hálózattól 
és kezdőponttól függ, kvantitatív becslést adni itt nem célunk. Az élszámmal való 
összefüggés jellegére azonban következtethetünk az alábbi állításból következően: 
4 . 2 . ÁLLÍTÁS. A D ' eljárásban egy kész pont legfeljebb egy aktív pont címkéje 
lehet. 
A bizonyításhoz jelölje minden p E K' pontra a(p) azon A'-beli pontok számát, 
amelynek címkéje p. Vizsgáljuk az a(p) változását az eljárás egy lépésében a 4. és 
5. ábra jelöléseivel. Megállapíthatjuk, hogy a belső eljárásban (5. ábra), ahol a 3.4. 
és 3.6. Állításokból következően cLZ X\ , . . . , ХЦ pontok kész, az yi,...,yu pontok 
pedig aktív pontok, az a (x 2 ) , . . . ,a(xu) értékek nem változnak. Ha x4 = x — г', 
akkor a(x) legfeljebb 1 lesz, hiszen az i' mint új kész pont eddig nem szerepelhetett 
címkeként. Ha x\ = x = e, akkor a(x) értéke legfeljebb 1-gyel nő, viszont a belső 
eljárás hívása előtt az а(х) = a(e) érték 1-gyel mindenképpen csökkent az i' kész 
állapotba kerülése miatt. így minden p E K' pontra igaz, hogy a kész állapotba 
kerülésekor felvett a(p) érték, ami maximum 1, csak csökkenhet az eljárásban. 
Az alapeljárásra ez az állítás nyilvánvalóan nem áll, hiszen ott ha egy pont kész 
állapotban van, akkor kiinduló éleinek végpontjai közül mindazok aktívak, amelyek 
még nem készek. így a 4.2 állításból következően az várható, hogy az egy pontból 
kiinduló élek átlagos számának növekedésével az A! átlagos elemszáma az A átlagos 
elemszámának egyre kisebb hányada lesz, tehát a különbség nő. Az alábbiakban 
néhány konkrét hálózattal és algoritmussal demonstráljuk ezt az állítást. 
Hálózatok 
A hálózatokban az élhosszak az [1,10] intervallumban egyenletes eloszlású 
véletlenszám-generátorral lettek előállítva. 
R2015, R3030: Négyzetrács jellegű (9. ábra) hálózatok, 20 x 15, illetve 30 x 30-as 
méretben. 
S2015, S3030: Átlós négyzetrács jellegű (10. ábra) hálózat, 20 x 15, illetve 30 x 
30-as méretben. 
V_3_4, V_3_8: 300 pontos, pontonként 4, illetve 8 kiinduló és végződő élet tar-
talmazó generált, szimmetrikus hálózat. 
V_9_4, V_9_8: Mint az előzőek, de 900 ponttal. 
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Algoritmusok 
DA: Alapeljárás az aktivitás halmazt ténylegesen halmazzal (2.1. típus) reprezen-
tálva. 
D'A: Módosított eljárás a DA-val megegyező halmazreprezentációval. 
DB: Alapeljárás az aktivitás halmazt a távolság szerint növekvően rendezett lis-
tával (2.2. típus) reprezentálva. 
D'B: Módosított eljárás a DB-vel megegyező halmazreprezentációval. 
DC: Alapeljárás az aktivitás halmazt a távolság szerint növekvően részben ren-
dezett kupaccal (2.3. típus) reprezentálva. 
D'C: Módosított eljárás a DC-vel megegyező halmazreprezentációval. 
A hálózatok minden kezdőpontjára előállítottuk a minimális fákat mindegyik 
algoritmussal. A kapott átlageredményeket a 4.1. táblázatban közöljük. A táblázat 
egyes sorainak részletes értelmezése: 
Halmaz: Az aktivitás halmazok átlagos elemszáma pontonként (új kész pont 
kiválasztásánál). 
Lépés: Egy fa meghatározásához szükséges minimum-kiválasztási ill. besoro-
lási és átsorolási lépések á t l a g o s s z á m a . 
%: A módosított eljárás adata az eredeti százalékában. 
A táblázatban szándékosan nem közlünk futási idő értékeket. A futási idő, 
azonos szoftver — hardver környezet mellett is nagyon függ az algoritmus bep-
rogramozás/ kódolási módjától. Elvben jobb algoritmus, egy rosszabb hatásfokú 
kódolás mellett adhat gyengébb időeredményeket mint egy elvben rosszabb algo-
ritmus egy jobb kódolás mellett. 
A hatékonyságjavulásának leginkább objektív mértéke az aktivitás halmaz mé-
retének csökkenése (a táblázatban a „Halmaz %" sor), ami a példahálózatoknál, 
mint, a táblázatban látható 18-38 százalékos mértékű. A halmazkezelés módjá-
tól függő mértékben ez a javulás jelentkezik áttételesen a besorolási és átsorolási 
lépésszám csökkenésében. 
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4-1. táblázat 
H á l ó z a t R 2 0 1 5 R 3 0 3 0 S 2 0 1 5 S 3 0 3 0 V _ 3 _ 4 V _ 9 _ 4 V _ 3 _ 8 V _ 9 _ 8 
Pont. 300 900 300 900 300 900 300 900 
El 1130 3480 2194 6844 1200 3600 2400 7200 
É l /Pon t 3.66 3.86 7.31 7.60 4.00 4.00 8.00 8.00 
D A , D B , D C 22.39 36.35 36.48 57.03 75.43 224.96 113.54 337.38 
Halmaz 
D A , D B , D ' C 18.26 28.93 24.21 37.37 54.60 163.92 70.68 210.41 
Halmaz 
Halmaz % 8 2 8 0 6 6 6 6 7 2 7 3 6 2 6 2 
D A Lépés 6719 32725 10944 51326 22629 202412 34063 303643 
D ' A Lépés 5478 26044 7263 33631 16380 147571 21204 189375 
D ' A Lépés % 8 2 8 0 6 6 66 7 2 7 3 6 2 6 2 
D B Lépés 1939 9283 3704 17128 7311 67005 15046 136876 
D ' B Lépés 1711 8453 2736 12234 5437 50186 7498 66105 
D ' B Lépés % 8 8 9 1 7 3 7 1 7 4 7 4 5 0 4 8 
D C Lépés 1727 5801 2053 6779 2184 8000 2491 8766 
D ' C Lépés 1620 5517 1803 5943 2033 7438 2175 7887 
D ' C Lépés % 9 4 9 5 8 8 8 8 9 3 9 3 8 7 9 0 
A b e m u t a t o t t elvi a lgo r i tmus t ö b b (2.2. és 2.3. t í pusú ) gépi megva lós í t á sa al-
k a l m a z á s r a kerü l t a szerzó' á l ta l kész í te t t közlekedési hálózatkezelő ' és t e r v e z ő prog-
r a m r e n d s z e r e k b e n , ilyen a lka lmazások pl. a [6-9] m u n k á k . 
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I N S P A R S E N E T W O R K S 
LÁSZLÓ M A R T O N 
Shortest path analysis is a major analytical component of numerous quantitative transporta-
tion and communication models. Because of this, a n u m b e r of algorithms have been developed for 
finding the shortest paths from one node to all other nodes in large sparse directed networks. This 
paper presents a labeling technique, an implementation of the general label-setting method. T h e 
study shows the correctness and the efficiency of the proposed method. In addition, w e present 
computational results for r a n d o m networks. 
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HEURISZTIKUS MÓDSZEREK A RELAXÁLT KÉTDIMENZIÓS 
TÉGLALAPPAKOLÁSI FELADATRA 
D Ó S A G Y Ö R G Y 
Veszprém 
E g y ütemezéselméleti problémával, m u n k á k n a k egy erőforrással korlátozott üteme-
zésével foglalkozunk: H o g y a n osszunk szét n m u n k á t egy m hosszúságú időintervallu-
m o n úgy, hogy a felhasznált erőforrás m a x i m u m a minimális legyen. Speciális esetek 
az egydimenziós ütemezéselmélet feladata, a p á r h u z a m o s gépek ütemezése [13—15], il-
letve az egydimenziós ládapakolási feladat [3]. T ö b b heurisztikus módszert vezetünk be, 
hatékonyságbecsléseket adunk, valamint kísérleti eredményekkel igazoljuk, hogy az új 
algoritmusok sok esetben a korábbiaknál jobb megoldást adnak. 
1. Téglalappakolási feladatok 
Az egydimenziós ládapakolási probléma a következő': Adott n darab tárgy, me-
lyeknek súlyai li, l2, • • •, ln , valamint olyan „ládák", amelyekbe m tömegű tárgy 
fér bele, (feltesszük, hogy lj <m,j = l,...,n). Kérdés, hogy mennyi azon ládák 
minimális száma, amelyekbe az összes tárgy belefér. A feladatot átfogalmazhat-
juk a következőképpen: Egy m egység szélességű, alul zárt, felül nyitott, téglalap 
alakú sávon belül kell elhelyeznünk n darab téglalapot, amelyeknek a szélessége lj, 
és mindegyik magassága 1 egység. A téglalapokat úgy kell elhelyezni, hogy az l j 
hosszú oldalaik a sáv alaplapjával párhuzamosak legyenek, és ne fedjék egymást. 
A kérdés az, hogy a téglalapoknak az előbbi módon való elhelyezéséhez minimálisan 
hány egységnyi magasságú sáv szükséges. 
A ládapakolási feladat kombinatorikai értelemben vett duálja az ún. azonos 
párhuzamos berendezések ütemezésének problémája, ahol n számú munkát kell el-
végeznünk m egyforma gép segítségével, ahol a j-edik munka elvégzésének időtar-
tama bármely gép esetében Wj időegység (j = 1,... ,n). A munkák nem szakíthatók 
meg, vagyis amelyik munkát valamelyik gép elkezdi, azt be is kell fejeznie, másrészt 
nincs állásidő, vagyis ha egy munkát egy gép befejez, akkor azonnal elkezdheti a 
következő munkát. A feladat: Adjuk meg a munkáknak olyan ütemezését, hogy a 
legkésőbben befejeződő munka a lehető legkorábban fejeződjön be, vagyis a teljes 
átfutási idő minimális legyen. Ezt a következőképpen tudjuk átfogalmazni: Adott 
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egy m egység szélességű alul zárt, felül nyitott sáv. Helyezzünk el ebben n darab, 
1 egység szélességű és Wj ( j — 1 , . . . ,n) egység magasságú téglalapot úgy, hogy ne 
fedjék egymást, és a felhasznált maximális sávmagasság legyen minimális. 
A kétdimenziós téglalappakolási feladatot az egydimenziós átfogalmazása alap-
ján tudjuk megadni: Adott n darab l0 x Wj méretű téglalap ( j — 1 , . . . ,n), ahol 
az első' méret a vízszintes, a második a függőleges irányú kiterjedés, ezeket kell el-
helyezni az m egység szélességű sávon úgy, hogy ne fedjék egymást, az oldalaik 
a sáv oldalaival párhuzamosak legyenek, és a felhasznált magasság minimális le-
gyen. A téglalapok forgatását nem engedjük meg, számos gyakorlati alkalmazásban 
ugyanis a két méret különböző dolgot jelent. (Természetes feltételként lj < m most 
is teljesül minden j-re.) Ennek a feladatnak a duálja az a feladat, amikor adott a 
sáv magassága, és a felhasznált szélességet minimalizáljuk, azonban könnyen lát-
ható, hogy a téglalapok szélességének és magasságának a felcserélésével éppen az 
előző, kétdimenziós ládapakolási feladathoz jutunk.) 
Végül a kétdimenziós téglalappakolási feladatnak egyfajta relaxációjával foglal-
kozunk: Képzeljük el, hogy az adott n darab l3 xwj(j — l,...,n) méretű téglalapot 
az m egység szélességű sávon már elhelyeztük, továbbra is úgy, hogy az oldalaik a 
sáv oldalaival párhuzamosak legyenek és ne fedjék egymást; de most megengedjük, 
hogy a téglalapok azon részei, ahol nem érintkezik másik téglalap „tetejével" függő-
legesen „leessenek", amin azt értjük, hogy eltoljuk ezeket a részeket a sáv aljának 
az irányába mindaddig, amíg egy másik letett téglalap tetejébe, vagy a sáv aljába 
ütköznek. (1. ábra) A téglalapok előbb említett részeinek ilyen jellegű elmozdítá-
sát a téglalapok lefelé igazításának hívjuk. Kérdés, hogy így mennyi a minimálisan 
felhasználandó magasság a téglalapok elhelyezéséhez. Jelöljük a későbbiekben ezt 
a feladatot R2D-vel (relaxált kétdimenziós feladat). 
• 
1. ábra 
Az R2D feladat felfogható úgy is, mint egy egyetlen erőforrással korlátozott 
ütemezési feladat: A téglalapok egy-egy munkát jelentenek, a j-edik munka lj 
ideig tart, és az egyetlen erőforrásból wj egységnyit vesz igénybe. Az erőforrásból 
minden pillanatban bármekkora mennyiség rendelkezésre áll, és a munkákat egy 
m egységnyi időhorizonton belül kell elvégezni. A kérdés az, hogy melyik munkát 
mikor kezdjük el, ha azt akarjuk, hogy az egy-egy időpontban felhasznált erőfor-
rásmennyiség maximuma minimális legyen az időintervallumra vonatkozólag. Ez a 
relaxált feladat merül fel, amikor erőművek karbantartásakor a minimális tartalék-
kapacitást maximalizáljuk, mint a biztonság mértékét ([11], és [12]). Az alábbi 
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([10]-bó'l származó) 2. ábra azt a gyakran eló'forduló esetet illusztrálja, amikor a 
kétdimenziós, illetve relaxált feladat optimális megoldásának az értéke különböző'. 
A sávszélesség 12. 8 téglalapot kell elhelyezni, amelyek méretei: (8,2), (5,2), (3,1), 
(2,1), (5,1), (6,1), (2,2) és (1,2). A relaxált feladat esetén ezek elférnek 4 egy-
ségnyi magasságon bellii, viszont kétdimenziós esetben ez a magasság nem elég, az 
utolsó téglalap nem fér el. Ezek után, ha ezt külön nem mondjuk, csak az R2D 
feladattal foglalkozunk. 
I — — d 
2. ábra 
1.1. Jelölések 
Legyen ÍZ = {vj{lj,Wj),j = 1 . . . n} az adott n darab, lj x wj méretű tégla-
lapból álló halmaz. Ezeknek megfelelően a j-edik munka elvégzésének időtartama 
lj, az elvégzéséhez szükséges (időben állandó mennyiségű) erőforrás nagysága Wj. 
Feltesszük, hogy lj < m, ahol m a sáv szélessége, valamint J2j=i h > m i külön-
ben a munkákat egymás után is el lehetne végezni. A munkák egy ütemezésén az 
ÍZ halmaz valamely V = {PQ, P\,..., PM-I} partícióját értjük, ahol P, azon tégla-
lapok halmaza, amelyeknek a bal széle a sáv bal szélétől г egység távolságra van, 
vagyis azon munkák halmaza, amelyeket az í-edik időpontban kezdünk el elvégezni. 
A munkák sorrendje egy-egy rögzített időpontban az ütemezési feladat szempont-
jából közömbös. Legyen 
(1) S, = {ra\ra £ Pt, t <i <t +la}, 
vagyis S
г
 azon munkák halmaza, amelyek már elkezdődtek, (vagy éppen elkezdőd-
nek), de még nem fejeződtek be az i-edik időpontban. Legyen 
(2) Wi = Y ) wcc, i = 0,...m- 1 
r„€Si 
vagyis Wi a,z г-edik időpontban felhasznált erőforrás mennyisége. Ekkor а V üte-
mezés erőforrás-igényét a R2D ütemezés tulajdonságainak következtében így defi-
niálhatjuk: 
(3) C(P) = max Wi 
0 < i < m - l 
A V* ütemezés optimális, ha teljesül C{V*) < C(V) az Ti halmaz tetszőleges V 
ütemezése esetén. Mivel véges sokféleképpen tudjuk az ÍZ halmaz elemeit m részre 
partícionálni, ilyen optimális ütemezés biztosan létezik, esetleg több is lehet. 
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1.2. Az optimumértékek viszonya 
A C(V*) értéket jelöljük CR2D-del, ami tehát csak 77-tó'l és az m számtól függ. 
Ha ugyanezzel az ÍZ téglalaphalmazzal és m sávszélességgel a kétdimenziós felada-
tot oldjuk meg, akkor a téglalapok elhelyezéséhez minimálisan szükséges magassá-
got, vagyis az optimális megoldást jelölje C2. Annak az egydimenziós párhuzamos 
gépek ütemezési feladatnak az optimális megoldását jelölje C p , amelyet úgy ka-
punk, hogy a téglalapokat függőlegesen lj darab 1 x Wj méretű szeletre felvágjuk, 
valamint annak az egydimenziós ládapakolási feladatnak az optimális megoldását 
jelölje Cb, amelyet úgy kapunk, hogy a téglalapokat vízszintesen Wj darab lj x 1 
méretű szeletekre felvágjuk. 
1. T É T E L . Jelölje Cv és Cb A megfelelő párhuzamos gépekre vonatkozó illete 
ládapakolási feladatok, C2 és CR2D pedig a kétdimenziós és relaxált kétdimenziós 
feladatok optimális megoldásait. Ekkor ezen értékek között a következő egyenlőt-
lenségek teljesülnek: 
(4) max{C",Cb} <CR2D <C2 
Bizonyítás. Csak a CB < CR2D állítás nem triviális. Tekintsünk egy optimá-
lis R2D ütemezést. Ekkor bármelyik időpontban a felhasznált erőforrás nagysága 
legfeljebb CR2D- A téglalapok vízszintes irányban történő elvágása után ez azt je-
lenti, hogy bármelyik időpontban legföljebb CR2D számú munka van folyamatban. 
Ezért a <o = 0 időponttól kezdve folytatólagosan az éppen akkor kezdődő munkák 
mindig beletehetők legfeljebb CR2D számú ládába. • 
Ezután a feladatokra ütemezési feladatként is, és téglalap-pakolási feladatként 
is fogunk hivatkozni. Mivel az optimális ütemezés(ek) megkeresésének feladata már 
egydimenziós esetben is NP-teljes, gyakran heurisztikus módszerekkel próbálják az 
előbbi feladatokat megoldani. Egy heurisztikus megoldás értékelésében nagy segít-
séget jelent, ha „elég jó" alsó becsléssel rendelkezünk az optimum értékét illetően: 
így meg tudjuk becsülni, hogy a heurisztikus módszer által szolgáltatott megoldás 
mennyire közelíti meg az optimumot, ugyanis az természetesen az alsó becslés és a 
heurisztikus megoldás értéke között van. Másrészt sok pontos megoldást adó (nem 
polinomiális lépésszámú) algoritmus pontosan egy alsó becslés, és egy heurisztikus 
megoldás generálásával kezdődik, és akkor működik „gyorsan", ha az optimumhoz 
eléggé közeliek ezek az alsó, illetve felső becslések. 
A következő fejezetben alsó becslésekkel foglalkozunk, a 3. fejezetben beveze-
tünk néhány heurisztikus módszert, amelyek korábbi kétdimenziós heurisztikáknak 
az R2D téglalap-pakolási feladatra való alkalmazásai, valamint egy új algoritmust. 
E két fejezetben becsléseket adunk arra, hogy az egyes alsó becslések a legrosszabb 
esetben „milyen messze" lehetnek az optimumtól, illetve a heurisztikus megoldások 
a legrosszabb esetben legföljebb hányszorosai lehetnek az optimumnak. Érdemes 
megjegyezni, hogy a legrosszabb esetben kapott arányoknál a gyakorlatban sok-
kal jobb (l-hez közeli) arányt kapunk. A negyedik fejezet numerikus eredményeket 
taralmaz: néhány ezer véletlenszerűen generált feladat esetében például kiszámít-
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juk a heurisztikus megoldás/alsó becslés törtek átlagát. Ez az arány alig valamivel 
nagyobb I-nél, (persze különböző' feladatosztályok, heurisztikák illetve becslések 
esetén más és más), ami azt mutat ja hogy az alsó becslések is és a heurisztikus 
megoldások is nagyon jók: közel vannak egymáshoz, így az optimumhoz is. Még 
egyszer jegyezzük meg, hogy amiatt vagyunk kénytelenek ezt a kerülő' utat alkal-
mazni, vagyis azt, hogy az alsó becslések „jóságát" a heurisztikus megoldáshoz való 
közelségükkel igazoljuk, és viszont, mert a pontos megoldás értékét általában nem 
ismerjük. 
2. Alsó becslések 
2.1. Néhány alsó becslés 
Az ebben a fejezetben közölt alsó becslések érvényesek az R2D, és a kétdimen-
ziós feladatra is. Legyen L egy tetszőleges alsó becslés, vagyis legyen tetszőleges 
ÍZ téglalaphalmaz esetén L(1Z) < CR2D(1Z). Ekkor a C^MTÍ) t ö r t e k infimumát az 
L alsó becslés elméleti hatékonyságának nevezzük, és H(L)-lel jelöljük, vagyis 
H(L) = inf ) L { 1 Z ) 
CR2D(TZ) 
ahol ÍZ tetszőleges téglalaphalmaz. Graham 1966-os [8] dolgozatában közli azt 
az egydimenziós ütemezési feladatra vonatkozó alsó becslést, amely szerint a fel-
használt sávmagasság legalább akkora, mint a legmagasabb téglalap magassága, 
másrészt legalább akkorra, mint a téglalapok összterületének m-ed része. Ez a 
becslés általánosítható: 
2 . T É T E L . AZ R2D feladat esetében a felhasznált sávmagcisság legalább ak-
kora, mint a téglalapok magassága, valamint legalább akkorra, mint a téglalapok 
összterületének m-ed része: 
I H
 x
 WÍ I (5) CR2D > L\ : = m a x < , m a x { w j , j — 1 . . ,n) > 
Bizonyítás. Ha a téglalapokat teljesen egyenletesen sikerülne elosztani, akkor 
lenne az összterület m-edrésze a magasságuk, másrészt bármelyik téglalap magas-
sága alsó korlát a felhasznált sávmagassághoz. • 
Megjegyzés. Könnyen látható, hogy az előbbi maximum két tagját külön-külön 
véve az első tag elméleti hatékonysága a második tagé pedig 0. 
3. T É T E L . Az L\ alsó becslés elméleti hatékonysága legalább vagyis 
H ( L I ) > L 
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Bizonyítás. Az [l]-ben szereplő C2 < + Wmax becslésből, (ahol T a téglala-
pok össz-területe, WMAX pedig a legnagyobb magasság) látható, hogy C2 < 3 • Lx, 
ebből T + - > TA > I adódik. • 
Cr2D — 02 — S 
Megjegyzés. [4] szerint speciálisan az egydimenziós esetben az I^-nek megfe-
lelő becslés elméleti hatékonysága pontosan i , ezek szerint a R2D és kétdimenziós 
pontos becslések értékei H(LX)-re 5 és | közötti számok. 
A következő tétel egy relaxációs elvet fejez ki: 
4. TÉTEL. На az eredeti feladat téglalapjai közül 
a, valahányat elhagyunk, 
b, egynek, vagy többnek az egyik (vagy mindkét) méretét csökkentjük, 
c, akárhányat valamelyik oldalával párhuzamosan kettévágunk; akkor az új fel-
adat С'-vei jelölt optimumértékére teljesül: С' < CR2D • 
Bizonyítás. Az előbbi helyekre most is lepakolhatók a (megmaradt) téglalapok, 
így az erőforrás felhasználását egyik időpontban sem növeltük. • 
5. T É T E L . Legyen t j =
 ; u . — , j = l , . . . , n, A hol kx és k2 tetszőle-
ges rögzített egész számok, amelyekre teljesül, hogy 1 < kx < m a x { l j , j = 1 , . . . , n} 
és 1 < k-2 < max {wj,j = 1 , . . . , n} . Ekkor 
(6) CR2D > L2 \ — 
S L i ű • 
LfrJ 
•k2 
Bizonyítás. H e l y e t t e s í t s ü k az r j ( l j x Wj) t é g l a l a p o k a t az Sj(tj • kx x Uj • k2) t ég-
lalapokkal (г = 1 , . . . ,n). így az előző tétel alapján az új feladat optimumértéke az 
előzőnél nem nagyobb. Az Sj(tj • kx x Uj • k2) téglalapokat vágjuk fel )T"= 1 tj • Uj 
számú s'(kx x k2) méretű (egyforma) téglalapra. Ezekből a sáv szélességében leg-
feljebb darab helyezhető el; így kell 
E L i TJ 
LfJ 
sor az elhelyezésükhöz. Minden sorban a téglalapok magassága k2, amiből adódik 
az állítás. • 
Megjegyzés. Az előbbi L-2 alsó becslés erősebb becslés Li-nél, ugyanis kx = 
k2 = 1 esetén éppen az összterület adódik, kx = 1, k2 = max {wj, j = 1 . . . n} ese-
tén pedig a becslés értéke legalább k2. Ezek szerint H(L2) > H(LX). Másrészt 
például ha a téglalapok egyformák, akkor a becslés megegyezik az optimális meg-
oldás értékével. 
1. Példa. Legyen m = 3, n = 2, R = {(2,5), (2,11)}. Ekkor Lx = 11, míg az 
L2 becslés ennél lényegesen jobb alsó becslést szolgáltat: ha például kx = 2 és k2 = 
Alkalmazott Matematikai Lapok 19 (1999) 
H E U R I S Z T I K U S M Ó D S Z E R E K T É G L A L A P P A K O L Á S I F E L A D A T R A 139 
5, akkor a (6) kifejezés jobb oldalán álló becslés értéke 15. Ugyanezt az értéket 
szolgáltatja a ki = 1 és k2 = 5 választás is. L2 értéke 15, míg az optimális megoldás 
értéke 16, ugyanis a téglalapok nem férnek el egymás mellett, ezért magasságaik 
összeadódnak. 
6. TÉTEL. Rendezzük A téglalapokat magasságaik szerinti csökkenő sorrendbe. 
Legyen jo az az index, amelyre az első jо darab téglalap még befér egymás mellett 
a ládába, de a következő már nem, vagyis i h ^ m> L y ^ 1 h > m- Ekkor 
(7) CR2D > L3 : = m a x {L2, wjo + wjo+i} 
Bizonyítás. Ha nincs olyan idó'pont, amikor az első' jo munka közül legalább 
kettő' egyszerre tartana, akkor a jo + 1-edik téglalapnak megfelelő' munkához van 
olyan idó'pont, amikor legalább egy, a sorrendben eló'tte levó' munkával egyidó'ben 
folyamatban van. Ha pedig az első' jo számú munka közül legalább kettó' egyszerre 
folyamatban van, akkor ezek együttes idó'tartama is legalább Wj0 + wJO+i- • 
Megjegyzés. Az egydimenziós feladat esetén H(L3) — [4]. 
2.2. Egy speciális eset 
Tegyük fel, hogy a munkáknak megfelelő' téglalapok „elférnek két sorban", 
vagyis létezik 77.-nek olyan 77i U 72.2 partíciója, amelyre J2 r е к h i = 1,2. 
Továbbra is feltesszük azt, hogy X4=i h > m , vagyis egy sor nem elég az elhelyezé-
sükhöz. Belátható, hogy a R2D feladat ebben az esetben ekvivalens a kétdimenziós 
feladattal, valamint az is teljesül, hogy a feladat még mindig az NP-teljes feladat-
osztályba tartozik. 
7. TÉTEL. Az előbbi speciális esetben az Li alsó becslés elméleti hatékonysága 
vagyis Я (Ti) = 
Bizonyítás. Mivel két sor elég a téglalapok elhelyezéséhez, az optimális megol-
dás értéke legfeljebb a max {wj, j = 1 . . . n) érték kétszerese lehet, ezért H(Li) > 
Másrészt ha az 77 téglalaphalmaz a következő': n = m + 1, 77 = {r j ( 1 x m), 
j = 1 , . . . ,n}, akkor Li = max { , m } = m + l, az optimális megoldás ér-
téke pedig 2m. így a H(Li) = | pontos érték adódik. • 
8. T É T E L . На van olyan optimális megoldás, ahol bármelyik időpontban legfel-
jebb két munka van egyszerre folyamatban, akkor feltehető, hogy az egyik sorban 
lévő téglalapok sorrendje magasság szerinti csökkenő és balra vannak igazítva, a 
másik sorban lévőké pedig növekvő, és jobbra vannak igazítva. 
Bizonyítás. Azt mutatjuk meg, hogy az egyes sorokban levő' téglalapok halma-
zán nem változtatva, csak más sorrendbe rakva őket a fenti a legjobb elrendezés. 
Teljes indukcióval bizonyítunk, a második sorban lévő téglalapok száma szerint. 
Ha ez a szám egy, akkor az állítás teljesül. Tegyük fel, hogy fc-ra az állítás igaz. 
Helyezzük el optimálisan a téglalapokat két sorban, tegyük fel, hogy k + 1 téglalap 
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van a második sorban, és az előbbi elrendezésben vannak. Állítjuk, hogy ez az el-
rendezés nem javítható. A második sor legkisebb téglalapja legyen T, ez van a sor 
bal szélén. Hagyjuk el T-t. Ha a teljes átfutási idő nem csökkent, akkor az állítás 
az indukciós feltétel miatt igaz. Ha csökkent, akkor az eló'bb a teljes átfutási idó' 
éppen a T téglalapnál vétetett föl. Legyen a T téglalap bal szélénél az alatta lévő 
sorban lévő téglalap T'. Az alsó-, és a felső sor között tetszőleges elhelyezés esetén 
E r G7Z h ~ m szélességű átfedés van, és akkor járunk a legjobban, ha ide mindkét 
sorból a legkisebb téglalapokat válogatjuk. (Ha valamelyik nem fér bele teljesen, 
akkor a beférő részét vesszük.) Ezen átfedésen belül a T ' téglalap fölött legalább 
w(T) magasságú téglalap van, vagyis az előbbi elrendezésnél nincs jobb. • 
9 . T É T E L . Tegyük fel, hogy A téglalapokat csökkenő magasság szerinti sor-
rendben elhelyezve is beférnek két sorba, vagyis létezik olyan jo index, amelyre 
E f = I h < m, E ; = J 0 + I h < т. Ekkor H(L3) = §. 
Bizonyítás. Helyezzük el a téglalapokat az előbbi módon, de alternálva, vagyis 
az első sort balról jobbra, a következőt jobbról balra töltsük fel. így kapunk egy kö-
zelítő megoldást, amelynek értéke legyen С'. A maximális felhasznált sávmagasság 
legfeljebb w\ + wJO+i, mert az alsó sorban a bal oldali, a felső sorban a jobb oldali 
téglalapnak maximális a magassága, ezért C" < w\ + wJO+i. Két esetet különbözte-
tünk meg. Ha Wj0 + wj0+i < wi, akkor wJ0 > wj0+1 miatt wJO+i < | w i , és így C2 < 
С' <wi + Wj0+1 < | w i < | L i < | Т з . A másik esetben wJ0 +Wj„+1 > vj\. Ek-
kor v i szon t C2 < С' < W1 +Wj0 +1 < WjQ +Wja +1 + Wj0 + 1 < I(wj0 +1Vjo +1) < | T 3 . 
Ezek szerint H(L3) > | . Másrészt legyen n = m + 3, az első m - l téglalap ma-
gassága legyen m, az utolsó három téglalap magassága legyen y , és valamennyiük 
szélessége legyen 1 egység. Ekkor L3 = max { т + | , у + у } = m + az optimá-
lis megoldás értéke pedig | m . így H(L3) < | , vagyis a két eredményt összefoglalva 
Я ( Т 3 ) = | . • 
2. Példa. Legyen m = 15, n = 5, R = {(1, 9), (4,8), (7, 7), (2,6), (3,4)}. Ekkor 
Li — L2 = 9, míg L3 = 10. 
2.3. Két további alsó becslés 
Ebben a fejezetben feltesszük, hogy a téglalapok magasság szerinti csökkenő 
sorrendbe vannak rendezve, vagyis w\ > w2 > . . . > wn . 
1 0 . T É T E L . Legyen 
k _ UNENH  
Т. 
Ekkor CR2D legalább akkora, mint a sorrendben az utolsó к számú téglalap ma-
gasságának az összege, vagyis 
(8) CR2D > T4 := wn-k+i + • • • + wn. 
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Bizonyítás. A téglalapok elhelyezéséhez legalább к „sor" szükséges, vagyis lesz 
olyan időpont, amikor legalább к számú munka egyszerre folyamatban van. • 
3. Példa. Legyen m — 6, n = 4, és álljon az R téglalaphalmaz két 3 x 3-as, egy 
3 x 2-es és egy 4 x 3-as téglalapból. Ekkor L\ = L2 = L2 = 6, míg I/4 = 8. 
Az előző alsó becslés szerint ha mindegyik időpontban „elég sok" munka van 
egyszerre folyamatban, akkor így is adódik egy alsó korlát Сц2р-ге. Készítsük el az 
7Z\ = {TJ(IJ x 1), j = 1 , . . . , n } téglalaphalmazt, amelyet tehát úgy kapunk, hogy 
az 77-beli téglalapok magasságát 1 egységre változtatjuk. Tekintsük a munkáknak 
egy tetszőleges ütemezését. Ha nincs olyan időpont, amikor egyszerre p-nél több 
munira, lenne folyamatban, akkor az 77i-beli téglalapok bepakolhatok p számú, m 
méretű ládába, vagy másképpen: 
11. TÉTEL. На az IZi-beli téglalapok nem pakolhatók be p számú, m méretű 
ládába, akkor a munkáknak bármelyik ütemezése esetén van olyan időpont, amikor 
p-nél több munka van egyszerre folyamatban. így 
CR2D > W„_p + w n_ p +i + ... + wn. • 
4. Példa. Legyen m = 9, n = 5, R = {(4,3), (4,3), (4,3), (3,3), (3,3)}. Köny-
nyen látható, hogy a téglalapok két sorban nem férnek el, ezért a 11. Tételbeli 
alsó becslés értéke 9, a korábbi alsó becslések értéke azonban csak 6. Az optimális 
megoldás értéke is 9. 
2.4. Egydimenziós alsó becslések alkalmazása 
Vágjuk el függőlegesen az 72.-beli téglalapokat úgy, hogy a j-edik, l j x Wj mé-
retű téglalapból lj darab 1 x uij méretű szelet legyen, a kapott téglalaphalmazt 
jelölje W. Ekkor a relaxált feladat Cp optimális megoldására teljesül Cp < CR2D, 
így a párhuzamos gépek ütemezése esetén kapott bármely С' alsó korlátra a R2D 
feladatra vonatkozóan is alsóbecslést kapunk. (Ugyanígy ezek az alsó becslések köz-
vetlenül is alkalmazhatók, ha a munkák elvégzéséhez szükséges idők megegyeznek.) 
Néhány ilyen alsó becslés [13]-ban található. Jelöljük néhány, párhuzamos gépekre 
vonatkozó alsó becslést P(i)[Rp, m]-mel, ahol i G I. (Itt | / | számú alsó becslésről 
van szó.) Most vágjuk el vízszintes irányban az R-beli téglalapokat, a kapott tégla-
laphalmaz Rb, ennek elemszáma щ, (ahol щ = Ylj=i wi' A J-edik, lj x Wj méretű 
téglalapból Wj darab l j x 1 méretű szelet lesz). Az így kapott feladatra az előbbi 
alsó becslésekből egy újabbat nyerhetünk: 
12. TÉTEL. Jelölje а vízszintes irányban elvágott R-beli téglalapokat Rb. Le-
gyen P{i)[R',m'\ néhány párhuzamos gépekre vonatkozó alsó becslés, ahol R' a 
téglalaphalmaz, és m' a sávszélesség. Ekkor teljesül a következő egyenlőtlenség, 
ahol Cb azt a legkisebb magassságot jelenti, amelyen belül Rb elemei elhelyezhe-
tők. 
(9) Cb > min ÍCI maxP(i)[Rb,C] < m ) 
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Bizonyítás. Ha P(i)[Rb,C] > m, akkor a téglalapok nem férnek el а С egység 
magas, m egység széles sávon, ezért a ládák száma C-nél több kell hogy legyen. • 
(Ugyanez a módszer fordított sorrendben is működik, néhány ládapakolási alsó 
becslést alkalmazva, azokból párhuzamos gépekre vonatkozóakat kapunk, és ezek 
mindegyike alkalmazható az R2D feladathoz.) 
3. Heurisztikus módszerek 
3.1. А ВС algoritmus 
Az optimális ütemezés(ek) megkeresésének feladata már egydimenziós esetben 
is NP-teljes, ezért gyors, közei-optimális ütemezéseket adó algoritmusokat vezetünk 
be az R2D feladat megoldására. R. L. Graham 1966-ban közölte az LPT algorit-
must (LPT = Longest Processing Time) egyforma párhuzamos gépek ütemezésére 
[8]. Graham algoritmusát általánosította [1] a kétdimenziós esetre, az általánosí-
tott algoritmust ВС (=Bottom Left) algoritmusnak nevezve el. Ez a következőket 
végzi: Először a munkákat valamilyen sorrendbe rendezzük. A soron következő tég-
lalapot úgy helyezzük el, hogy a lehető leglejjeb helyezkedjen el. Az így szóba jövő 
helyek közül a legelső időpontra ütemezük a téglalapot, vagyis balra igazítjuk. Eb-
ből az algoritmusból természetes módon úgy kaphatunk R2D algoritmust, hogy a 
téglalapokat lefelé is igazítjuk. Az egyik lehetőség az, hogy az összes téglalapot 
elhelyezzük a kétdimenziós szabály szerint, és a legvégén igazítjuk a már elhe-
lyezett téglalapokat lefelé. Egy másik lehetőség, hogy rögtön, egy-egy téglalapot 
közvetlenül az elhelyezése után lefelé igazítunk, és ezután helyezzük el a következő 
téglalapot a minimális magasságban balra igazítva, majd ezt is lefelé igazítjuk, és 
így tovább. Ez utóbbi algoritmus formális leírása a következő: 
A R2D feladatra vonatkozó ВС algoritmus 
1. Legyen m az időintervallum hossza, Pi — 0, W{ = 0 (г = 0 , . . . ,m — 1). 
2. Rendezzük a téglalapokat valamilyen sorrendbe, legyen j := 1. 
3. Legyen R(i) = тах,<^<{+^._1 Wk, (г = 0, . . . ,тп - lj). 
Legyen io = arg min (Л(г) : 0 < i < тп — l j } . 
4. Legyen Pi(t = Pia U {r,}, és legyen Wk = Wk +Wj (k = i0, • • • ,i0 +lj - 1 ) , vagyis 
ütemezzük a j-edik munkát az io-adik időpontra. 
5. Legyen j = j + l j < n esetén menjünk a 3. lépésre, egyébként vége. 
A kétdimenziós ВС algoritmussal elméleti hatékonyságával kapcsolatban [1] a 
következő alapvető eredményeket közli: Legyen C(BC) a kétdimenziós algoritmus 
által kapott megoldás értéke, C* az optimális megoldás értéke. Ekkor a 
arány tetszőlegesen nagy lehet, -fia a téglalapokat a szélességeik szerinti növekvő 
sorrendben, vagy pedig a magasságaik szerinti csökkenő sorrendben helyezzük el. 
A cikk ezen tételek bizonyítására egy-egy példát közöl, ahol az előbbi arány egy 
tetszőleges, előre magadott számnál nagyobb. Ezek a példák az R2D feladat, és 
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annak а ВС algoritmussal történő megoldására is közvetlenül alkalmazhatók: Az 
előbbi sorrendek esetén a arány is tetszőlegesen nagy lehet, ugyanis az előbbi 
téglalapokat az R2D szabály szerint előbb elhelyezve, majd (akár rögtön ezután, 
akár a legvégén) lefelé igazítva, ugyanoda kell őket tenni, mint a kétdimenziós eset-
ben, és ugyanazt a felhasznált sávmagasságot kapjuk, mint a kétdimenziós esetben. 
Az előzőek alapján érvényes a következő 
13. TÉTEL. Tetszőleges M > 0 valós számhoz létezik olyan ÍZ1 téglalaphal-
maz, amelynek az elemeit a szélességeik szerinti növekvő sorrendben elhelyezve 
c^p^ > M teljesük hasonlóképpen létezik olyan TZ2 halmaz, amelynek az elemeit 
a magasságaik szerinti csökkenő sorrendben elhelyezve > M teljesül. • 
Más a helyzet, ha a sorrend a csökkenő szélesség szerinti. Ekkor kétdimenziós 
esetben а С (Д£ ) arány legrosszabb esetben 3 lehet, és ez a becslés éles. Ha a tégla-
lapokat legvégül, valamennyiük elhelyezése után igazítjuk lefelé, akkor ugyanez az 
éles felső becslés adódik az R2D feladat esetében. Az [l]-beli bizonyítása viszont 
nem alkalmazható az R2D esetre akkor, ha közvetlenül az elhelyezésük után igazít-
juk a téglalapokat lefelé. Ebben az esetben а c < 4 felső becslést bizonyítjuk 
a következő fejezetben, de sokkal általánosabb keretek között. 
3.2. А ВС algoritmus általánosításai 
Nevezzük B-nek а ВС algoritmusnak azt a változatát, ahol a következő tégla-
lapot a lehető leglejjebb helyezzük el, de balra igazítás nélkül. Ekkor a 3. pont a 
következőképpen változik: 
3. Legyen R{i) = тах,<;ь<{+^_1 Wk, (i = 0 , . . . ,m — lj), r = min {R(i) | 0 < г < 
m — l j } . Legyen IQ = (A: | R(k) = r, 0 < к < m — l j ) és legyen ÍQ £ IQ tetsző-
leges index. 
Nevezzük HS-nek (Bottom Side) а ВС algoritmusnak azt a változatát, ahol 
a következőt végezzük: ha több helyen vétetik fel a 3. pontbeli minimum, akkor 
helyezzük a téglalapot oda, ahol a sáv valamelyik széléhez a lehető legközelebb van. 
Ekkor a 3. lépés a következőképpen változik tehát: 
3. Legyen R(i) = т а х , < к , + 1 г 1 Wk, (i - 0 , . . . ,m - lj), r = min {R(i) | 0 < i < 
m — l j}. Legyen IQ = {к \ R(k) = r, 0 < к < m — lj }. Legyen i\ = min {к £ IQ}, 
Î2 = max {к £ IQ}. i\ < m — lj — г2 esetén legyen ÍQ = i\t egyébként legyen ÍQ = 
12-
А ВС illetve BS algoritmusok mindegyike а В algoritmus speciális esete, amire 
érvényes a következő 
1 4 . T É T E L . На а В algoritmus elvégzése során a téglalapokat csökkenő széles-
ség szerint helyezzük el, akkor teljesül a következő egyenlőtlenség: 
(1») L A < 4 . 
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Bizonyítás. Nagyobb általánosságban bizonyítunk, pontosabban belátjuk a kö-
vetkező lemmát: 
LEMMA. Tegyük fel, hogy а téglalapokat egy L lista szerinti sorrendben he-
lyezzük el, a sávon belül tetszőleges helyre, rögtön ezután lefelé igazítva őket, az 
utolsóként elhelyezett téglalap szélessége minimális, az utolsó téglalapot a sáv al-
jához a lehető legközelebb helyezzük el a lefelé igazítása előtt, továbbá a maximális 
felhasznált sávmagasság egyenlő az utolsóként elhelyezett téglalap tetejének a sáv 
aljától mért távolságával. Ekkor az ütemezés С' erőforrásigénye az Li alsó becs-
lésnek legfeljebb négyszerese. 
A Lemma bizonyítása. Jelöljük h*-ga\ azt a magasságot, ahova az utolsó, n-
edik téglalapot helyezzük, még mielőtt lefelé igazítanánk. Az így kapott ütemezés 
erőforrás-igényének maximuma, vagyis a maximálisan használt sávmagasság ekkor 
С' = h* +wn. Húzzunk a h* magasságban egy vízszintes vonalat. Ennek a sáv bal-
oldali határával vett metszéspontja legyen âz A, ci jobboldalival vett metszéspontja 
а В pont. Ha sikerül belátnunk, hogy a h* magasságig a sáv területének lega-
lább egyharmad része ki van töltve, akkor ebből már következik az állítás, ugyanis 
wn < Y esetén 
С' _ h* + wn h*+wn + ( ]
 ЬГ - £ - V 
ha pedig i « „ > j , akkor ebből 
С' _ h* + wn < h* + wn ^^ 3wn + Wn _ 4 
L\ LI ~ WN ~ WN 
Most vizsgáljuk meg a h* magasságban meghúzott AB szakaszt. Ez átmetszhet 
már letett téglalapokat, vagy azok egyes részeit, illetve kitöltetlen részeken halad 
keresztül. Jelöljük az előbbi pontok halmazát Hi-gyel, illetve H0-val. Mivel az 
utolsó téglalapot nem tudtuk elhelyezni a h* magasságnál lejjebb, (a lefelé igazí-
tása előtt), az AB szakaszon nincs legalább ln hosszúságú kitöltetlen (tehát Яо-beli) 
rész. Most legyen P G H\ tetszőleges pont, és legyen R\ azon téglalapok halmaza, 
amelyeknek megfelelő munkák folyamatban vannak a P-nek megfelelő t időpont-
ban. Ezek mindegyike legalább ln hosszú ideig folyamatban van, így a \t — ln,t + ln\ 
időintervallum alapú és h* magasságú T téglalap legalább félig ki van töltve. Je-
gyezzük meg, hogy ez akkor is igaz, hogy ha ez az időintervallum „kilóg" a [0,m — 1] 
időintervallumból, (vagyis hogyha t — ln < 0 vagy ha t + ln > m — 1). Ekkor vi-
szont az előbbi [t — ln,t + /„] időintervallumnak a sávba eső részére igaz az, hogy 
legalább ln x h* területnyi része kitöltött. A bizonyítást ezután részekre osztjuk 
aszerint, hogy az m sávszélesség az ln értéknek hányszorosa. 
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1. 1 < p < 3. Ekkor a T téglalapnak a sávba eső részéből legalább ln x h* terii-
letnyi rész kitöltött, ennek az m x h* terület legföljebb háromszorosa lehet. 
2. Legyen p = 3k, ahol к pozitív egész. Osszuk fel az AB szakaszt к da-
rab 3 • ln hosszúságú AaBa intervallumra a = 1 . . . A, (ahol A\ = A, Bk = B, 
és Aa = ,E?a_imindeii a - ra ), majd minden AaBa intervallumnak a középső 
ln hosszú részéből válasszunk egy-egy Di-beli pontot, azaz legyen P a £ Ну, 
Pa £ AaBa, a = 1... A;. Ilyen pontok léteznek, mert az AB szakasz akárme-
lyik ln hosszú intervallumának van í/i-gyel közös pontja. Ekkor az előzőek 
alapján az AaBa x h* téglalapok mindegyike legalább egyharmadáig ki van 
töltve. 
3. Legyen ЗА; < p < ЗА +1 . Osszuk fel ugyanúgy az AB szakaszt 3 • ln hosszúságú 
AaBa intervallumokra. Az első к — 1 számú 3 ln szélességű részben a kitöltött-
ség az előzőek szerint legalább egyharmados. Ezután a maradék (4 — x) • ln 
szélességű intervallumra koncentrálunk, (ahol 0 < x < 1 teljesül). Ezt az inter-
vallumot jelöljük CD-vel, mérjünk fel а С ponttól jobbra 2 • ln egységet, így 
nyerjük a C\ pontot, majd D- tői balra is 2 • ln egységet, így kapjuk a Dx-et. 
(A pontok sorrendje tehát C,D\,Cy,D.) A CCi x h* és DyD x h* téglalapok 
mindegyike legalább feléig ki van töltve, így a CCi intervallumhoz tartozik leg-
alább ln x h* területegység, a DyD intervallumhoz is tartozik legalább ennyi. 
A középső DiCi intervallum hosszax • ln , így ha az ehhez tartozó sáv teljesen ki 
van töltve, akkor is marad a CiD x h* téglalapban legalább (1 — x)-szer ln x h* 
területegység. Ezek szerint a CD intervallum CCi részéhez legalább /„ x h* 
területegység tartozik, а C\D intervallumhoz legalább (1 — x)-szer ln x h* te-
rületegység, így a CD intervallumhoz összesen legalább (2 — x) • ln x h* terüle-
tegység. A CD intervallum fölötti rész kitöltöttsége ezek szerint legalább > 
és könnyen látható, hogy ez az arány x = 1 esetén minimális, és akkor éppen 
egyharmad. 
4. ЗА + 1 < p < ЗА + 3 esete. Mérjünk fel az AB szakaszon balról 3(A - l ) í n egy-
séget, itt a kitöltöttség az előző pont szerint legalább egyharmados. Ezen túl 
marad egy legalább 4 • ln hosszú, de С • /„-nél rövidebb rész a szakaszból. Mér-
jünk fel itt balról is és jobbról is 2 • /„ egységet, az ezekhez tartozó sávrészek 
kitöltöttsége legalább így a maradék kitöltöttsége is legalább | . 
A tétel bizonyítása ezután a következő: Tegyük fel, hogy a téglalapokat a szé-
lességük szerinti csökkenő sorrendben helyezzük el. Legyen a j-edik az a téglalap, 
amelyik esetén a maximális a felhasznált sávmagasság. Ekkor a Lemma erre a 
j-edik, mint utolsóként elhelyezett téglalapra alkalmazható, az eddig felhasznált 
sávmagasság az első j darab téglalaphoz tartozó L\ értéknek legfeljebb a négy-
szerese. Ezután a maradék téglalapokat elhelyezve a felhasznált sávmagasság nem 
változik, az alsó becslés értéke pedig csak növekedhet, így a arány nem nőtt. 
• 
[5] közöl egy példát, ahol monoton csökkenő szélesség szerinti sorrend esetén a 
j-) arány legalább 2.5 — e, illetve a arány legalább | — e. Ezek szerint a
 c
G
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arány esetén az éles becslés | és 4 közötti szám, a arány esetében pedig 2.5 és 
4 közötti szám. Nyitott kérdés az is, hogy hogyan változnak ezek a felső becslések, 
ha a téglalapokra további megkötéseket teszünk, például ha a szélességeik is és 
a magasságaik is monoton csökkennek. [1] ennek csak azzal a speciális esetével 
foglalkozik, amikor a téglalapok négyzetek. 
3.3. Az TTVH algoritmus 
A kétdimenziós TTVH (First Fit Decreasing Height) algoritmus [2] a téglala-
pokat a magasságaik szerinti csökkenő sorrendben helyezi el egy-egy szintre egymás 
mellé balra igazítva, a következő téglalapot mindig a legelső olyan szintre helyezi el, 
ahova befér. Ha már nem fér be egyetlen korábbi szintre sem, akkor közvetlenül a 
már létező szintek fölött egy új szintet nyit, és ide rakja az aktuális téglalapot. Le-
gyen г a szintek száma, ta az a-adik szinten lévő téglalapok szélességeinek összege, 
és tegyük fel, hogy az a-adik szint s a magasságban van. 
Az TTVH algoritmus 
1. Legyen i = 1, tx = 0, si = 0. 
2. Rendezzük a téglalapokat a magasságaik szerinti csökkenő sorrendbe, legyen 
j := 1. 
3. tQ + lj > m (a = 1 , . . . , г) esetén legyen 1 = 0, s^+j = s, + Wj, j — j + 1. 
4. Legyen ao = min {a | ta + lj < m}. A j-edik téglalap az a0-adik szintre kerül, 
tao .— tao 4- l j . 
5. Legyen j = j + 1. j < n esetén menjünk a 3. lépésre, egyébként vége. 
Az algoritmus megfelelő módosítással természetszerűleg R2D algoritmusnak 
is tekinthető. így érvényes a [3] dolgozatban közölt elméleti hatékonyság-becslés. 
Ezek szerint — a z eSy e s szinteket nem mindig balról jobbra, ha-
nem alternálva balról jobbra és jobbról balra töltjük fel, akkor ugyan az elméleti 
felső korlát nem változik, de gyakran jobb megoldást kaphatunk. (Ennél jobb le-
hetőség lenne az, hogy nem egyszerűen alternálva töltjük fel a szinteket, hanem a 
következőképpen: Ha a bal szélen az aktuális összmagassága a téglalapoknak na-
gyobb mint a jobb szélen, akkor a következő szintet jobbról indulva töltjük fel, 
ellenkező esetben pedig balról jobbra. Ha az utolsó sáv feltöltése után létrejövő 
baloldali illetve jobboldali összmagasság különbségét akarnánk minimalizálni NP-
teljes feladatot kapnánk, így megelégszünk annyival, hogy csak a soron következő 
szintnek a balról, vagy jobbról való feltöltéséről döntünk.) 
3.4. Egy új algoritmus (MIX), а ВС és TTVH algoritmusok keveréke 
A címben szereplő algoritmusoknak a következő keverékét készítjük el: Ren-
dezzük valamilyen sorrendbe a téglalapokat. Helyezzük el a lehető leglejjebb a 
következő téglalapot, ha már az előző szinten nem fér el. Ennek a szintnek a ma-
gasságában helyezzünk el annyi téglalapot, amennyit csak lehetséges, balról jobbra 
feltöltve ezt a megkezdett szintet, és ezt a két lépést iteráljuk. Az algoritmust 
Alkalmazott Matematikai Lapok 19 (1999) 
H E U R I S Z T I K U S M Ó D S Z E R E K T É G L A L A P P A K O L Á S I F E L A D A T R A 147 
nevezzük MTX algoritmusnak. Ez így egy kétdimenziós algoritmus, a lefelé iga-
zításra megint többféle lehetőség kínálkozik: 1. Ahogy egy téglalapot elhelyezünk, 
rögtön ezután lefelé igazítjuk. 2. Ahogy egy-egy szinten elhelyeztünk maximális 
számú téglalapot, ezeket ezután egyszerre lefelé igazítjuk. 3. Csak az összes tégla-
lap elhelyezése után igazítunk lefelé. Könnyen látható, hogy az [l]-beli példa esetén 
а arány tetszőlegesen nagy lehet, ha a téglalapok sorrendje a magasságaik 
szerinti csökkenő. Csökkenő szélesség esetén a korábbi Lemma alkalmazható, és 
így az előbbi arány legfeljebb 4. A becslés ebben az esetben sem tűnik élesnek, az 
arány sejtésünk szerint legföljebb 3. Az algoritmus formális leírása: 
A MIX algoritmus 
1. Legyen m az időintervallum hossza, P, = 0, Wi = 0 (i = 0 , . . . , m — 1). 
2. Rendezzük a téglalapokat az L lista szerinti sorrendben, legyen j := 1. 
3. Legyen s — miIlo<z<m —L maxi<fc<i+ij._i Wk, vagyis s a következő szint magas-
sága. 
4. Legyen i0 = min {г : maxi< f c<i+ ; i_i Wk = s, i € { 0 , . . . , m - l j } } . 
5. го > —oo esetén ütemezzük a j-edik munkát az io-adik időpontra, vagyis legyen 
Pl0 = Pio U {f j} , és legyen Wk - Wk + wj, (k = i0, •. • ,i0 + lj - 1). Legyen / = 
j + 1, j > n esetén vége, egyébként menjünk újra a 4. pontra. 
6. г о = —oo esetén erre a szintre már nem fért be téglalap. Legyen j = j -l-l, 
j < n esetén menjünk a 3. pontra, (új szint keresése), egyébként vége. 
Jegyezzük még meg, hogy ha a szinteket alternálva balról jobbra, illetve jobbról 
balra töltjük fel, akkor sok esetben jobb megoldást kapunk. (Itt is alkalmazható 
az előző paragrafus végén leírt bonyolultabb módszer is.) A második ponbeli L 
lista lehet a magasságok vagy szélességek szerinti csökkenő sorrend. A következő 
paragrafusban látni fogjuk, hogy sok feladatosztály esetén az új MTX algoritmus 
a másik két algoritmusnál lényegesen többször ad jobb megoldást. 
4. Numerikus eredmények 
4.1. A BL és BS algoritmusok összehasonlítása 
Az első táblázat а ВС és BS algoritmusok összehasonlítását tartalmazza. A sáv 
szélessége m, a téglalapok száma n, a téglalapok szélességét az [xi,x2], a magas-
ságukat pedig az [y\, y2] intervallumból választottuk egyenletes eloszlás szerint (a 
kapott számokat lefelé kerekítve). A 13. Tétel szerint csökkenő magasság szerinti 
ütemezés esetén a c f 1 arány tetszőlegesen nagy lehet, míg a 14. Tétel szerint 
csökkenő szélesség szerinti ütemezés esetén ez az arány legfeljebb 4. Mégis, meg-
lepő módon nem mindig a csökkenő szélesség szerinti ütemezés ad jobb eredményt. 
A sorokban lévő többi szám azt mutatja, hogy az algoritmus által kapott megoldás 
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tízezer független kisérletet végezve hányszor volt a négy között minimális értékű. 
M N Xj,X2 1/1.2/2 csökk. szélesség csökk. magasság 
BL BS BL BS 
1. 29 27 5,6 11,18 9745 9745 1512 1797 
2. 35 50 2,7 1,8 120 98 8815 9050 
3. 35 50 5,7 10,15 2275 4576 1520 6218 
4. 40 50 6,7 13,15 4 6192 2288 9279 
5. 21 50 4,7 13,15 188 2216 1401 9470 
Az első' esetben a csökkenő' szélesség szerinti ütemezés esetén csaknem mindig mi-
nimális eredményt adott, а ВС és BS algoritmusok mindegyike. A következő példa 
esetén fordított a helyzet, itt a csökkenő magasság szerinti ütemezés ad általában 
jobb eredményt, és a BS algoritmus némileg jobb а ВС algoritmusnál. Ez azért 
érdekes, mert előzőleg láttuk, hogy csökkenő magasság szerinti sorrend esetén a 
<Aß£) és ^ ^ f j arányok tetszőlegesen nagyok is lehetnek. A 3. példa az előbbi 
feladatosztálytól csak a téglalapok szélességeinek és magasságainak megválasztásá-
ban különbözik. Itt érdekes módon az előzőtől lényegesen eltér az eredmény: A BS 
algoritmus mindkét sorrend esetén lényegesen jobb а ВС-nél, ezek között is jobb a 
csökkenő magasság szerinti sorrend. A 4. feladatosztály esetén az előbbi tenden-
cia erősödött fel, a BS algoritmus lényegesen jobb а ВС algoritmusnál. Az utolsó 
sor példája esetében pedig a négy algoritmus közül a csökkenő magasság szerinti 
ütemezéssel végzett BS algoritmus az eseteknek durván 95%-ában volt, a legjobbak 
között, és legalább 60%-ban egyedüli legjobb volt. 
4.2. Mennyire jók az alsó becslések? 
Ebben a részben azt vizsgáltuk, hogy az alsó becslések mennyire közelítik meg 
a heurisztikus megoldás értékét, ahol csak a (korábbi) ВС és T T V H algoritmuso-
kat alkalmaztuk. Az első tesztfeladat esetén a sávszélességet m = 19-nek válasz-
tottuk, a téglalapok szélességeit az [1,5], a magasságokat az [1,9] intervallumból 
választottuk egyenletes eloszlás szerint. A téglalapok száma először 10, majd 20, 
és végül 50. A három egymás alatti sorban a következő értékek szerepelnek: Hány-
szor volt az alsó becslés értéke egyenlő a jobbik heurisztikus megoldással, és persze 
akkor az optimummal is; hányszor volt a jobbik heurisztikus megoldásnak legalább 
0.9-szerese, illetve az alsó becslés/heurisztikus megoldás törtek átlaga százalékban 
kifejezve, 100 független kisérletet elvégezve. 
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m = 19, h £ [1,5], № , £ [ 1 , 9 
n LI L2 L3 L4 
10 53 67 81 88 = Heu 
77 92 96 99 > 0.9Heu 
93,80 96,48 97,92 98,78 L Heu 
20 7 10 11 12 — Heu 
76 79 79 79 > 0.9Heu 
92,47 92,85 92,93 93,05 L Heu 
50 13 13 13 13 = Heu 
100 100 100 100 > 0.9Heu 
97,06 97,06 97,06 97,06 L Heu 
n = 10 esetén már az L\ becslés is elég jó értéket ad (az esetek felében optimá-
lis megoldás), ez a tulajdonság a téglalapok számának növelésével viszont romlik. 
Érdekes módon elég nagy téglalapszám esetén (n = 50) az eseteknek csak a töredé-
kében szolgáltat L1 pontos becslést, viszont minden esetben legalább 0.9-szerese az 
optimumnak. Vagyis egy bizonyos téglalapszámon túl az Li becslésen a többi becs-
lés már nem javít. Az alábbi táblázat két olyan speciális esettel foglalkozik, amikor 
az előzőektó'l eltéró'en lényegesen javítottak a következő' becslések az L\ becslés ér-
tékén. Az egyik eset az, amikor a téglalapok majdnem egyformák, és ekkor már az 
L2 becslésnek közel kell lennie az optimumhoz, a másik, amikor a téglalapok össz-
szélessége kisebb mint a sávszélesség kétszerese, és ekkor azt várjuk, hogy az L3 
illetve L4 becslések adnak majnem pontos eredményt. 
n m LI L2 L3 L4 
0 0 0 24 = Heu 
20 12 [4,5] [3-4] 16 16 16 100 > 0 , 9 H e u 
87,51 87,51 87,51 96,99 L Heu 
20 60 [1-9] [4,8] 3 54 68 92 = Heu 
47 83 88 94 > 0.9Heu 
87,02 94,97 96,43 98,78 L Heu 
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Érdekes módon az első esetben nem L2 , hanem az L4 becslés adott „jó" ered-
ményt. A másik esetben a várakozásnak megfelelően az L4 becslés általában jobb 
az előzőeknél. 
4.3. A korábbi és a M T X algoritmusok összehasonlítása 
Az alábbi két táblázat a [3]-ban szereplő tesztek mintájára következik. Az első-
ben a téglalapok szélességét és magasságát egyenletes eloszlás szerint választottuk 
az {xi,x2] illetve az [2/132/2] intervallumból, kerekítéssel. А ВС esetén csökkenő 
szélesség szerinti, az FTVH és MTX esetében csökkenő magasság szerinti a tég-
lalapok sorrendje. A MTÁÍ algoritmus a korábbi heurisztikus módszerek közül az 
aktuálisan legjobb értéket adó algoritmust jelöli. Az egyes sorokban lévő számok 
azt mutatják, hogy hányszor érte el a heurisztikus megoldás a legjobb alsó becslést 
(ami az L4 becslés, ekkor ez a heurisztikus megoldás biztosan optimális megol-
dás is egyben); hányszor volt ennek legföljebb 1.05-szerese; illetve a heurisztikus 
megoldás/alsó becslés arányok átlagát. 
m n Xi,X2 2/1,2/2 B L F F D H MIX MIN 
29 27 1 , 4 1,8 427 5528 9711 = L 4 
427 5528 9711 < 1.05 -L4 
1.249 1.083 1.029 1.028 C / L 4 
72 93 1,8 1,9 0 4950 9788 
И 
451 9583 9991 < 1.05 • LI 
1.113 1.031 1.011 1.010 C/LI 
40 50 6,7 12,15 8 3756 9587 LI 
2510 9976 9983 < 1.05 • LI 
1.152 1.081 1.073 1.072 CJLI 
Látható, hogy a MTX algoritmus általában jobb a többinél. А -ц arány min-
den esetben kisebb a MTX oszlopában, a legnagyobb különbség abban van, hogy 
sokkal többször adja a négy algoritmus közötti legkisebb megoldásértéket ez az 
algoritmus. A legjobb heurisztikus megoldás és a legjobb alsó becslés átlagosan 
csak néhány százalékkal tér el egymástól. Több feladatosztály esetén nagy szá-
zalékban a legjobb heurisztikus megoldás (általában a MTX) biztosan optimális 
volt, emellett más esetekben is lehet hogy a legjobb heurisztikus megoldás elérte 
az optimumot, csak az alsó becslés pontatlansága ezt nem tudta kimutatni. A kö-
vetkező táblázat esetében egy m egység szélességű, y egység magasságú téglalapot 
véletlenszerűen felosztottunk legföljebb xpar számú függőleges sávra, majd ezután 
ezeket egymástól függetlenül vízszintesen legföljebb ypar számú téglalapra, és az 
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így kapott téglalaphalmazzal dolgoztunk. 
m 
У 
xpar ypar BL FFDH MIX 
1. 100 100 7 2 5 10000 10000 U 
28 10000 10000 < 1.05 • Li 
1.472 1 1 C /L i 
2. 100 100 7 5 375 1397 8730 Li 
989 3947 9682 < 1.05 Li 
1.285 1.170 1.084 C /L i 
3. 100 100 15 4 8 447 9718 Li 
47 1849 9983 < 1.05 Li 
1.371 1.189 1.062 C/Li 
4. 100 100 16 8 0 75 9972 Li 
42 130 9997 < 1.05 -Li 
1,229 1,155 1,026 C/Li 
Most már az L\ becslés is az optimummal egyenlő, így az L4 is. A kapott adatok 
szerint az első feladatosztályban még túl kevés részre vágjuk szét a nagy téglala-
pot, a csökkenő szélesség szerinti TTVH és M I X algoritmusok minden esetben, 
míg ВС viszont szinte sohasem ad optimumot. Ha növeljük a vágások számát, már 
nem mindig adnak optimumot az előzőek, de egyre inkább kitűnik a MIX fölé-
nye a többivel szemben. A 4. feladatosztály esetén már csaknem mindig a MTX 
az egyedüli legjobb algoritmus a négy között: most az T T V H is végérvényesen le-
maradt vele szemben. A MTX a arány tekintetében is messze jobb a másik 
három algoritmusnál. (Sajnos azonban a MTX algoritmus sem mindig ad opti-
mális megoldást, vagyis a nagy téglalap magasságát.) Jegyezzük meg, hogy nem 
csak a 100 x 100-as méretű téglalapnál, hanem általánosságban is az előbbieket 
tapasztaltuk. Megállapíthatjuk, hogy sok esetben a legjobb heurisztikus megol-
dás, (ami az előbbi feladatosztályokban szinte mindig a csökkenő szélesség szerint 
végrehajtott MTX algoritmus), optimális, vagy ahhoz közeli megoldást adott. 
Még annyit jegyezzünk meg, hogy a heurisztikus megoldás/alsó becslés törtre 
vonatkozó felső becslést Icapunk úgy, ha a heurisztikus módszer hatékonysági becslé-
sében szereplő konstanst elosztjuk az alsó becslés elméleti hatékonyságával. Az így 
kapott számnál a heurisztikus megoldás/alsó becslés arány szupremuma valójában 
kisebb is lehet, de erre vonatkozó vizsgálatot jelen cikkel kapcsolatos kutatásaink 
során nem végeztünk. 
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Köszönetnyilvánítás. A szerző megköszöni Vizvári Béla értékes segítségét a 
feladat megfogalmazásában, és a cikk szerkezetének a kialakításában. 
IRODALOM 
1] B. S. Baker, E. G . Coffman, R. L. Rivest, Orthogonal packings in two dimension, SI AM 
J. Comput, 4 (1980), 846-855. 
2] E. E. Coffman, Jr., M . R. Garey, D. S. Johnson, R. E. Tarjan, Performance bounds for level-
oriented two-dimensional packing algorithms, SI AM J. Comput, 4 (1980), 808-826. 
3] E. E. Coffman, Jr., M . R. Garey, D. S. Johnson, A n application of bin-packing to multipro-
cessor scheduling, SI A M J. Comput., 7 (1978), 1-17. 
4] M . Dell'Amico, S. Martello, "Optimal Scheduling of Tasks on Identical Parallel Processors", 
Research Report, D E I S , University of Bologna, O R / 9 0 / 7 . 
5] Dósa Gy., „Alsó becslések a másféldimenziós téglalappakolási feladatra", Preprint, Univ. of 
Veszprém, No. 72 (1998). 
6] D. К. Friesen, Tighter bounds for the multifit processor scheduling algorithms, SI A M J. Com-
put., 1 3 (1984), 170-181. 
7] D. K . Friesen, M . A . Langston, Evaluation of a M U L T I F I T - b a s e d scheduling algorithm, J. Al-
gorithms, 7 (1986), 35-59. 
8] R. L. G r a h a m , B o u n d s for certain multiprocessor anomalies, Bell System Tech. J., 4 5 (1966), 
1563-1581. 
9] R. L. G r a h a m , B o u n d s on multiprocessor timing anomalies, SIAM J. Appl. Math., 1 7 (1969), 
416-429. 
10] M . Hujter, " O n the dynamic storage allocation problem", Manuscript, C o m p u t e r and Auto-
mation Institute Hung. Acad. Sei. (1990). 
11] R a c s m á n y Anna, Ütemezéselmélet (Egyetemi jegyzet, M I C K E , 1981). 
12] Zs. Soós, L. Varga, "Greedy Algorithm for Maintenance Scheduling in Electric Power System" 
in: Proc. of the Fifth ECMI Conf., Ed. M . Heiliö (В. G . Teubner and Kluwer, 1991), 115-118. 
13] B. Vizvári, R. Demir, R., "It is Difficult to Find a Difficult Problem for the Scheduling 
of Identical Parallel Machines", Department of Industrial Engineering of Bilkent University, 
Research Report, IEOR-9212, 1992. 
14] B. Vizvári, R. Demir, " A C o l o u m n Generation Algorithm to Schedule Identical Parallel M a -
chines", Rutgers University, Research Report, RRR-99-93, September 1994. 
15] B. Vizvári, Bevezetés a termelésirányítás matematikai elméletébe (Egyetemi jegyzet, E L T E , 
1991). 
(Beérkezett: 1999. március 9.) 
D Ó S A G Y Ö R G Y 
V E S Z P R É M I E G Y E T E M 
8201 V E S Z P R É M 
P F . 158 
E-mail: d o s a g y @ a l m o s . v e i n . h u 
Alkalmazott Matematikai Lapok 19 (1999) 
H E U R I S Z T I K U S M Ó D S Z E R E K T É G L A L A P P A K O L Á S I F E L A D A T R A 1 5 3 
H E U R I S T I C A L M E T H O D S F O R T H E R E L A X E D T W O - D I M E N S I O N A L 
R E C T A N G L E - S C H E D U L I N G P R O B L E M 
G Y Ö R G Y D Ó S A 
W e are dealing with a problem of one-resource-constrained scheduling: H o w can a n u m b e r of 
n tasks be distributed on the time-interval [0,m] so that the m a x i m u m of the amount, of the reso-
urce used be m i n i m u m . There are two special cases: the scheduling of identical parallel machines, 
and the bin-packing problem. W e apply two earlier methods and introduce a n e w heuristics. U p -
per bounds and numerical aspects are also investigated. T h e results show that in m a n y cases the 
n e w m e t h o d is better than the previously existing ones. 
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MULTIFIT TIPUSU MÓDSZEREK PARHUZAMOS GEPEK 
ÜTEMEZÉSÉRE 
D Ó S A G Y Ö R G Y 
Veszprém 
E g y fontos ütemezéselméleti problémával, egyforma p á r h u z a m o s gépek ütemezésé-
vel foglalkozunk: H o g y a n osszunk szét n m u n k á t m < n gép között úgy, hogy a teljes 
átfutási idő a legkisebb legyen, vagyis a legkésőbben befejeződő m u n k a a lehető legko-
rábban fejeződjön be. A z [l]-ben szereplő Multifit algoritmust általánosítjuk: a loga-
ritmikus keresés keretét a First Fit Decreasing algoritmus helyett m á s algoritmusokra 
alkalmazzuk. Pontos becslést a d u n k az elméleti hatékonyságra, és új algoritmusokat ve-
zetünk be. Kísérleti eredményekkel igazoljuk, hogy az új algoritmusok sok esetben jobb 
megoldást a d n a k a régieknél. 
1. Bevezetés 
Az ütemezéselmélet gyakran vizsgált, feladata az egyforma párhuzamos gépek 
ütemezésének problémája, a P || Cmax probléma. Ez a következő: Adott egy fela-
dathalmaz: T — {J), X2, • • •, Tn}, ahol Ti (i = I...71) olyan munkát jelent, amelyet 
m egyforma gép valamelyikével kell elvégezni. А Т
г
 munka elvégzésének ideje, vagy 
röviden hosszúsága 1(Т
г
). A munkák elvégzése tehát bármely gépen ugyanannyi 
időbe kerül. Megszakítást nem engedünk meg, vagyis ha egy gép valamelyik mun-
kát elkezdi, akkor azt be is kell fejeznie. A munkák egy ütemezésén a T halmaz 
valamely V — {Pi, P2, • • •, Pm} partícióját értjük. (Ekkor az i-edik gép végzi a 
F -ben lévő feladatokat.) Feltesszük, hogy nincsenek várakozási idők: amint egy 
gép befejezi valamelyik általa elvégzendő munkát, és még van olyan, amit őneki 
kell elvégezni, akkor azt rögtön el is kezdi. Az egy-egy gépen elvégzendő munkák 
sorrendje az ütemezési feladat szempontjából közömbös. А V ütemezés (teljes) 
átfutási idejét a következőképpen definiáljuk: 
(1) C{P) = max l(Pi) 
1 <i<m 
ahol T tetszőleges X részhalmaza esetén l(X) = J2TeX Д71), vagyis l(Pi) az Fedik 
gépen a legkésőbb befejeződő munka befejezési idejét jelenti, ha feltesszük, hogy a 
gépek a 0 időpontban kezdenek dolgozni. 
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A V* ütemezés optimális, ha teljesül C(P*) < C(V) a T halmaz tetszőleges V 
ütemezése esetén. Mivel véges sokféleképpen tudjuk a T halmaz elemeit m részre 
partícionálni, ilyen optimális ütemezés biztosan létezik, esetleg több is lehet. Az 
CfiP*) értéket jelöljük C*-gal, ami tehát csak T-tó'l és az m számtól függ. 
A feladat téglalappakolási feladatként is megfogalmazható: Itt a munkáknak 
egy-egy l(Pi) magasságú, egy egység szélességű téglalap felel meg, ezeket kell egy m 
egység szélességű, alul zárt, felül nyitott sávon elhelyezni átfedés nélkül úgy, hogy 
minimális magasságot használjunk fel a sávból. A téglalapok oldalai a sáv olda-
laival párhuzamosak, és függő'legesen állnak, vagyis a forgatásukat nem engedjük 
meg, számos gyakorlati alkalmazásban ugyanis a két méret különböző dolgot jelent. 
Az optimális ütemezés(ek) megkeresésének feladata NP-teljes, így ehelyett 
gyors (polinomiális), és hatékony, vagyis közei-optimális ütemezéseket adó algorit-
musokat keresünk. A cikk szerkezete a következő. A 2. paragrafusban két korábbi 
algoritmust mutatunk be, amelyeknek közös általánosításaival foglalkozunk a ké-
sőbbiekben. A harmadik paragrafusban közöljük az új, módosított Multifit-típusú 
algoritmus-családot, és erre pontos hatékonyságbecslést adunk. A 4. paragrafus-
ban bevezetünk néhány új, Multifit típusú algoritmust, és numerikus vizsgálatokkal 
foglalkozunk. 
2.1. Az LPT algoritmus 
R. L. Graham 1966 -os cikkében [4] közölte az LPT algoritmust (LPT=Longest 
Processing Time). Ez a következő: Először a munkákat monoton csökkenő sor-
rendbe rakjuk a végrehajtásukhoz szükséges idő szerint. A munkákat ebben a sor-
rendben ütemezzük, mindig a lehetséges legkorábbi időpontra, vagyis a legkorábban 
felszabaduló gépre tesszük a következő, még nem ütemezett munkát. Formálisan: 
0. Legyen Pi = 0 (г = 1 . . . m), j = 1. 
1. Legyen ÍQ = arg min {/(Pi)}. 
2. Legyen Pla = Pio U {TJ}, j = j + 1. 
3. j < n esetén menjünk az 1. lépésre, egyébként vége. 
Jelöljük egy tetszőleges A algoritmus által meghatározott ütemezés átfutási 
idejét £(A)-val. (Valójában ez az érték a gépek m számától, valamint a T feladat-
halmaztól is függ.) Bevezetjük a következő mennyiséget: 
ahol T tetszőleges feladathalmaz. Ekkor Graham algoritmusára teljesül a követ-
kező 
2. Korábbi eredmények 
Az LPT algoritmus 
( 2 ) 
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1 . T É T E L . P m ( L P T ) = ( 4 1_ 3 3 m • 
Az Rm(A) szám azt „méri", hogy az A algoritmus által adott ütemezés átfu-
tási ideje legfeljebb hányszorosa az optimális ütemezés átfutási idejének. Graham 
algoritmusa esetében ez a szám | — A-. A „sup" helyett a fenti képletben „max" 
is állhatna: van olyan T feladathalmaz, amely esetén £(LPT) = (§ - 3^7) • C*. 
2.2. A M U L T I F I T algoritmus 
A Multifit algoritmust több szerző javasolta [l]-ben. Itt logaritmikus keresés 
történik, minden lépésben az FFD (=First Fit Decreasing) ládapakolási algoritmust 
alkalmazva valamilyen С láda-mérettel. (A ládapakolási feladat esetében adott n 
számú, Tj méretű tárgy ( j = 1 . . .71), és ezeket akarjuk valahogyan elhelyezni m 
számú, С méretű ládában úgy, hogy az egy-egy ládában lévő tárgyak összmérete 
nem haladhatja meg a láda С kapacitását.) Az FFD algoritmus is a végrehajtási 
idő csökkenő sorrendje szerint ütemezi a munkákat, vagy a ládapakolás nyelvén ki-
fejezve a ládákba a tárgyakat a méretük monoton csökkenő sorrendje szerint helyezi 
el. A soron következő tárgyat az indexsorrend szerinti legelső olyan ládába teszi, 
ahova befér. Legyen С a ládák mérete, тп a ládák száma. Ekkor az FFD algoritmus 
formális leírása a következő: 
0. Legyen P; = 0 (г = 1 . . . m), j = 1. 
1. Legyen íq = min {г > 1, /(P,) + l{Tj) < C}, Íq > m esetén vége. 
2. Legyen 
Pio — Pia 
U {TJ}, legyen j =j + 1. 
3. j < n esetén menjünk az 1. lépésre, egyébként vége. 
Ha az algoritmus az 1. lépésnél ér véget, akkor túl kicsinek bizonyult az algorit-
mus számára а С ládaméret, nem sikerült a tárgyakat a ládákba bepakolni. Legyen 
FFD [T, C, m] = 1, ha az FFD algoritmusnak sikerül bepakolnia a T-ben lévő tár-
gyakat m számú С méretű ládába, egyébként pedig legyen FFD [T, C, m] = 0. (Itt 
az algoritmus általánosíthatósága kedvéért eltértünk az eredeti jelöléstől.) Legyen 
Ekkor С < Ci esetén FFD [T, C, m] = 0, valamint С > C2 esetén FFD [T, С, m] = 1 
biztosan teljesül [1] szerint. Legyen 
Az FFD algoritmus 
( 3 ) 
r m (FFD) = inf {г I FFD [T, r • C*,m] = 1, VT} 
Ekkor teljesül a következő alapvető 
2 . T É T E L . Tetszőleges T és r > rm esetén F F D [ T , r • C*, m] = 1 . • 
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Ez azt jelenti, hogy ha a ládaméret legalább r m • C*, akkor az algoritmus az 
összes tárgyat elhelyezi a ládákban. A Múlt,ifit algoritmus végrehajtásához először 
megállapítunk egy alsó és egy felső korlátot a teljes átfutási időre, ezeket jelöljük 
CL-lel, illetve Сц-val. Az előbbiek szerint például a CL = C\, Си = C2 választás 
megfelelő. Ezután a [CL,Си] intervallum С felezőpontját választjuk a láda méreté-
nek, és megpróbáljuk az FFD algoritmus szerint a tárgyakat elhelyezni a ládákban. 
Ha sikerül, vagyis mindegyik tárgy bekerül valamelyik ládába, akkor Си szerepét С 
veszi át, ha nem sikerül, akkor pedig С L-t helyettesítjük C-vel, és ezt a lépést (egy 
előre meghatározott к számszor) iteráljuk. Ekkor a Multifit algoritmus formálisan 
a következőképpen írható le: 
A Multifit [k] algoritmus 
1. Legyenek CL < С* < Сц az átfutási idő alsó illetve felső becslései, valamint 
legyen i := 1. 
2. i > к esetén vége, egyébként С := (Си + CL)/2 
3. Ha FFD [T, С, m] = 1, akkor С и := С, 
4. На FFD (Т, С, ш] = 0, akkor С
ь
 := С, 
5. г := г + 1. Menjünk а 2. lépésre. 
A Multifit algoritmus elméleti hatékonyságáról [1] az 1.22 felső korlátot bizonyí-
totta, vagyis Rrn (Multifit [A]) < 1.22+ l/2 f c , [2] az előbbi konstanst 1.2-re javította, 
a módszert javítva Ш pontos felső becslést adott [3]. 
3. Az általánosított Multif it algoritmus 
Az FFD algoritmust fogjuk kicserélni egy később meghatározandó F algorit-
mussal, amelyre egy általános keretet adunk meg. A tárgyakat a méretük szerinti 
csökkenő sorrend szerint ütemezzük. Először kiválasztjuk azokat a ládákat, ahova a 
következő tárgy befér, eztán egy R értékelő függvény segítségével kiválasztjuk ezen 
ládák közül azt, ahol az értékelő függvény értéke a legnagyobb; és ide tesszük a so-
ron következő tárgyat. Ha ez a maximális függvényérték több helyen is fölvétetik, 
akkor válasszuk a legkisebb indexű ládát. Formálisan: 
Az F algoritmus 
1. Legyen Pi = 0 (г = 1 . . . m). 
2. Rendezzük a tárgyakat LPT sorrendben, legyen j :— 1. 
3. Legyen / = {г : 1 < г < m, 1(Р
г
) + l(Tj) < С}, I = 0 esetén vége. 
4. Legyen R(io) = max {R(i) : i e / } . 
5. Legyen Plít = Pl0 U {Xj}, legyen j = j + 1. 
6. j < n esetén menjünk a 3. lépésre, egyébként vége. 
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Példák 
1. Legyen R{i) = — Í(P,). Ebben az esetben éppen az LPT algoritmust kapjuk, 
a y-edik tárgy a legelső olyan ládába kerül, ahol a ládában már benne levő 
tárgyak összmérete minimális. 
2. Legyen R(i) = 1. Ebben az esetben pedig az FFD algoritmust kapjuk, hiszen 
a következő tárgy a legelső olyan ládába kerül, ahova befér. 
Ezek szerint az általános F algoritmusunk a korábban említett mindkét algorit-
musnak általánosítása, pontosabban mindkettő „belefér" ebbe az általános keretbe. 
3. T É T E L . Tetszőleges T feladathalmaz, R értékelő függvény és С < С* esetén 
F[T,C,m] = 0. 
Bizonyítás. Nyilvánvaló. • 
KÖVETKEZMÉNY. Tetszőleges T feladathalmaz, R értékelő függvény és С < 
C\ esetén F[T,C,m] = 0. 
Bizonyítás. Ez abból következik, hogy C\ <C*. • 
4. T É T E L . Tetszőleges T feladathalmaz, R értékelő függvény és С > C2 esetén 
F[T, C, m] = 1. 
Bizonyítás. Tegyük fel, hogy С > C2, és P[T, С, m] = 0. Ez azt jelenti, hogy az 
F algoritmus során elérkezünk egy olyan állapothoz, hogy maradt még a ládákban 
el nem helyezett tárgy, de ez már semelyik ládába nem fér be. Feltehető, hogy 
már csak egyetlen tárgy maradt elhelyezetlenül, különben a többit elhagyjuk a T 
feladathalmazból, és a maradékra még mindig teljesül a kezdeti feltétel. Ekkor 
tehát 
l(Pi) + l(Tn) > С i — 1,... ,m 
ahol Tn az utolsó, el nem helyezett tárgy. Az egyenlőtlenségeket összegezve: 
Y 1 ( Р
г
) + m • l(Tn) > m • С. 
Ha a bal oldalhoz l(Tn)-t hozzáadunk, (ami nemnegatív), az egyenlőtlenséget m-
rnel osztva a következőt kapjuk: 
(4) ЧП
 + 1 ( Т п ) > С > С 2 > ^ П . 
m m 
Ebből kapjuk: l(Tn) > Áp-, ami lehetelen, hiszen l{Tn) < Í(T)) i = 1 , . . . , n esetén 
az LPT sorrend miatt, így az egyenlőtlenségeket összegezve n • l[Tn) < "=1 '(P) = 
l(T), s így n-nel osztva kapjuk l(Tn) <ldIl<lÁIl^ • 
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Ezek alapján most is meg tudunk adni alsó és felső' korlátot а С átfutási idó're, 
amelynél kisebb, illetve amelynél nagyobb értékek esetén F[T, С, m] = 0, illetve 
F[T,C,m] = 1 biztosan teljesül. Az algoritmusunk általános kerete így a következő 
lesz: 
A GMF [fc] (általánosított Multifit) algoritmus 
1. Legyenek CL és Си az átfutási idő alsó, és felső becslései: CL < С* < С и, 
legyen г := 1. 
2. i > к esetén vége, egyébként С := (Си + CL)/2 
3. Ha F[T,C,m] = 1, akkor Cv := C, 
4. Ha F[T,C,mj = 0, akkor CL := C, 
5. i := i + 1. Menjünk a 2. lépésre. 
FI Feltevés. Legyenek a,ß £ R olyan számok, amelyekre teljesül, hogy tetsző-
leges X CT esetén az l(X) < a és l(X) < ß feltételek közül vagy mindkettő, vagy 
egyik sem teljesül. (Ez azt jelenti, hogy ha valamely tárgyak beférnek egy a méretű 
ládába, akkor a ß méretű ládába is beférnek, és fordítva.) Ekkor az a vagy ß láda-
méretek esetén alkalmazva az T algoritmust, a tárgyaknak ugyanazt az elhelyezését 
kapjuk. 
Megjegyzés. Az előbbi FI feltevés nyilvánvalóan igaz akkor, ha az R értékelő 
függvény értéke nem függ a ládamérettől, csak attól, hogy mely tárgyak vannak 
már az egyes ládákban. Emiatt FI mindkét korábbi, speciális esetként tárgyalt 
algoritmus esetében fennáll, (nevezetesen az LPT és a Multifit algoritmus esetében 
is), hiszen az értékelő függvény értéke nem függ a ládamérettől. A továbbiakban 
feltesszük, hogy teljesül az FI feltevés. 
1. Definíció. Tetszőleges F ládapakolási algoritmus esetén definiáljuk a követ-
kező mennyiséget: 
rm(F) = inf { r \F[T,r • C* ,m) = 1 , V T } 
Az rm szám tehát az a legkisebb szorzó, amennyivel megszorozva a C* értéket a 
kapott méretű m számú ládába az F algoritmus biztosan be tudja pakolni a téglala-
pokat. Könnyen látszik, hogy rm definíciója értelmes, hiszen C* > A.. l(T), ugyanis 
ha a gépekre egyenletesen sikerülne elhelyezni a munkákat, akkor kapnánk ezt az 
értéket, ekkor viszont m • С* > l(T), vagyis r = m választással minden munka az 
első gépre kerül, vagyis nem üres számhalmaz infimumát vesszük. 
5. TÉTEL. Tegyük fel, hogy teljesül az FI feltevés. Ekkor tetszőleges T és 
r > r m esetén F[T,r • C* ,m] = 1. 
Bizonyítás. Először belátjuk, hogy F[T,rm • C*,m] = 1. Tegyük fel ezzel ellen-
tétben, hogy az F algoritmus nem képes a tárgyakat а С = rm-C* méretű, m számú 
ládába bepakolni, vagyis legalább egy tárgy kimarad a ládákból. Legyen Ca = 
min {l(X),l(X) > C,X CT}. (Emlékeztetünk arra, hogy l(X) = YJTEX l(T) az 
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JY-beli tárgyak összméretét jelenti, tetszőleges X ÇT részhalmaz esetén.) Ek-
kor tetszőleges С' esetén, ahol С < С' < Ca, az E l feltevés teljesülése folytán az F 
algoritmus a tárgyaltat а С' méretű ládákba sem képes bepakolni, (mert minden lá-
dába pontosan ugyanazok a tárgyak kerülnek, mint az előbb), ez pedig ellenmond 
rm értelmezésének. Most lássuk be, hogy F[T, r • С* ,m) = 1 teljesül tetszőleges 
r > rm esetén. Tegyük fel tehát, hogy F[T,r • C*,m] = 0, valamely T feladathal-
maz esetén, legyen r = a - rm, ekkor a > 1. Tekintsünk egy tetszőleges optimális 
pakolást m darab, C* méretű ládába. Növeljük meg a ládák méretét a • C*-ra, 
és töltsük ki az összes ládában a megmaradt helyeket elegendően kicsiny tárgyak-
kal úgy, hogy valamennyi láda teljesen meg legyen töltve, és az új tárgyak közül 
mindegyik mérete legyen kisebb a korábban létező tárgyak közül bármelyiknek a 
méreténél. A kapott feladathalmazt jelöljük T-vel. Ekkor C* = a • C*, ahol C* az 
új feladathalmaz esetén a teljes átfutási idő értéke. Hajtsuk végre az F algoritmust 
az r • C* ládamérettel és T feladathalmazzal. Mivel az újólag hozzávett tárgyak 
mérete az előzőleg létezőknél kisebb, ezért az F algoritmus előbb a régebbi tárgya-
kat próbálja elhelyezni a ládákban, azokat viszont nem tudja mindet elhelyezni, 
hiszen feltettük, hogy F[T,r • C*,m] = 0 , ekkor viszont ebből F[T,r • C*,m] = 0 
következik. Mivel r • C* = a • rm • C* = rm • C*, kapjuk: F[T,rm • C*,m] = 0 , ez 
pedig ellentmond az előzőleg már belátott résznek. • 
6 . T É T E L . Rm( G M F [k]) < r m { F ) + ( I ) * 
Bizonyítás. Megegyezik az eredeti esetben történő bizonyítással [3]. • 
Ezek után az rm(F) konstansra szeretnénk „jó" felső becslést kapni, hiszen így 
egyben az Rm ( GMF [A-:]) expanziós faktort is meg tudtuk becsülni. 
3.1. Hatékonysági becslés 
Ebben a részben belátjuk, hogy az általános F algoritmusunk elméleti haté-
konyságára tetszőleges m > 2 esetén teljesül az rm(F) < | — becslés, ha az F I 
és a később ismertetendő F2 feltevések teljesülnek. A becslés éles, hiszen megegye-
zik a Graham által kapott, az LPT algoritmusra vonatkozó konstanssal, ami ennek 
az algoritmusnak speciális esete, és ott a becslés éles. A tétel bizonyítását több 
lépésen keresztül végezzük el. 
2. Definíció. Legyen p, q tetszőleges pozitív egész szám, ahol p> q. Egy (p/q) 
ellenpéldán olyan (T, M) rendezett párt értünk, (ahol T egy feladathalmaz, M 
pedig egy pozitív szám, a ládák száma), amelyekre teljesülnek 
(5) F[T,p, M] = 0, C*\T, M] < q, 
vagyis az F algoritmus nem képes a tárgyakat M számú p méretű ládába elhelyezni, 
de van q-nál nem nagyobb teljes átfutási idővel rendelkező ütemezés. 
3. Definíció. Minimális (p/q) ellenpéldán olyan (T, M) rendezett párt értünk, 
amely minimális a következő értelemben: 
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a, A (T, M) pár (p/q) ellenpélda 
b, tetszőleges a, -t kielégítő T' esetén |X'| > |T| 
c, tetszőleges 1 < m < M esetén rm < p/q. 
7. LEMMA. Legyen (T, M) minimális (p/q) ellenpélda. Ekkor egyetlen, a sor-
rendben utolsó feladat marad ütemezetlenill, vagyis F[T \ {Tn},p, M] = 1. A z 
utolsó tárgy már egyik ládába sem fér. 
Bizonyítás. Ellenkező esetben az ellenpéldánk nem lenne minimális. • 
4- Definíció. Azt mondjuk, hogy X,Y ÇT esetén X dominálja Y-t, ha léte-
zik olyan / : Y —> X injektív leképezés, amelyre l(f(y)) > l(y) tetszőleges y E Y 
esetén. 
Ezután feltesszük, hogy teljesül a következő 
F2 Feltevés. Tegyük fel, hogy az F algoritmust m ládára alkalmazva a tárgyak-
nak a következő elhelyezését kapjuk: V = (P\,..., Pm). Ekkor az F algoritmust 
m — 1 ládára alkalmazva a T ' = T \ Pa-beli tárgyaknak a következő elhelyezését 
kapjuk: V — (Pi,... ,Pa-1, P a + i , . . . , Pm) tetszőleges 1 < a < m egész szám ese-
tén, vagyis a többi ládába ugyanazok a tárgyak kerülnek, mint az előbb. 
Megjegyzés. Ez az előbbi feltevés is teljesül mind az LPT, mind az eredeti Mul-
tifit algoritmus esetében is. 
8. T É T E L (Főtétel). Legyen m> 2 tetszőleges egész. Tegyük fel, hogy az F 
algoritmusra teljesülnek az F I és F 2 feltevések. Ekkor rm(F) < § - 3 ^ . A becslés 
ilyen általánosságban nem javítható. 
Bizonyítás. A bizonyítást az alábbi Lemmákon keresztül végezzük el, közben 
feltesszük, hogy a 8. Tétel feltevései teljesülnek, (vagyis FI és F2 érvényben van). 
9 . L E M M A . Legyen (T,M) minimális (p/q) ellenpélda. Legyen i , j E { 1 , . . . , 
M). Legyen V — (P\,... ,Рм) a z F algoritmus által történő' elhelyezése a tár-
gyaknak, (ahol az utolsó tárgy kimarad a ládákból), P* = ( P ( , . . . , P / , ) pedig egy 
tetszőleges optimális pakolás. Ekkor a P, halmaz nem dominálja a P* halmazt. 
Bizonyítás. Tegyük fel, hogy az állítás nem igaz, vagyis 3 / : P* —* Р
г
 injektív 
függvény, amelyre l(f(y)) > l(y) Vt/ E P* esetén. Legyen T' = T \ Р
г
. Ekkor az 
F2 feltevés teljesülése folytán az F algoritmus a T'-beli tárgyakat pontosan ugyan-
úgy helyezi el M — 1 ládába, mint az előbb. Másrészt tekintsük a V* ütemezést, és 
konstruáljunk ebből egy V ütemezést úgy, hogy minden y E P* tárgyat cseréljünk 
ki az ő f(y) képével. Ekkor a Pj-beli tárgyak mindegyike az Р
г
 halmazhoz tartozik, 
l Ф j esetén a P/-beli tárgyak mérete csak csökkenhetett, ezért az P,-beli tárgya-
kat elhagyva C* [T', M - 1] < q, másrészt F[T',p, M - 1] = 0, ez pedig ellentmond 
annak, hogy a (T, M) pár minimális (p/q) ellenpélda. • 
10 . LEMMA. | P * | > 2, minden 1 < j < M esetén. 
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Bizonyítás. Ha P* = {x} lenne valamilyen x 6 T esetén, akkor ez az x tárgy 
benne van valamelyik Pi ládában, de ekkor {Р
г
} dominálja {P*}-ot, ami ellent-
mond az előző Lemmának. • 
11 . LEMMA. | P , | > 2, minden 1 < г < M esetén. 
Bizonyítás. Tegyük fel, hogy P\ = {x} valamely г-re. Ekkor l(x) + l(Tn) > p, 
ahol l(Tn) az utolsó, ezért legrövidebb, nem ütemezett tárgy hossza. Ebből l(x) + 
l(y) > p > q következik tetszőleges у ф x, y E T esetén, Így az x tárgy mellé az 
optimális ütemezésben sem kerülhetett be a ládájába más tárgy, ami ellentmond 
az előző Lemmának. • 
12. LEMMA. Legyen ( T , M)tetszőleges (p/q) ellenpélda, legyen а = l(Tn). Ek-
kor а > - q). 
Bizonyítás. A Tn tárgy már nem fér be a Pi ládába, ezért 1(Рг) + a > p minden 
1 < i < M esetén, ezt i-re összegezve kapjuk: 
M 
(6) ^ / ( P , ) + M a > Mp. 
Másrészt 
M 
^ / ( P , ) + a < Mq, 
i=l 
hiszen az optimális ütemezés során minden tárgy befért az M számú q kapacitású 
ládába. Ezeket rendezve: 
(M - l)a > M(p-q), 
ebből pedig a kívánt állítás adódik. • 
Az rm < I — Я - becslés bizonyítása. Legyen m a ládák száma, legyen p = 
4m — 1, és q = 3m. Állítjuk, hogy ezekre a p és q számokra nem létezik (p/q) ellen-
példa, vagyis ebből már következik, hogy rm < 4™r)(1 = f — y^-. Tegyük fel, hogy 
az állítással ellentétben a (T ,m) pár (p/q) ellenpélda. A 12. Lemma alapján most 
a > — q) = — 1) = m. így semelyik optimális ládába sem fér kettő-
nél több tárgy, (mert ha legalább három tárgy lenne valamely ládában, akkor az 
összméretük meghaladná a Зтп-et.) így a 10. lemmát fölhasználva |P*| = 2 min-
den j-re, és ezért n = 2 m. Ekkor viszont |P;| = 2 minden i-re, hiszen a l l . Lemma 
szerint |P,| > 2 szintén teljesül, ekkor viszont nem maradt ki tárgy a ládákból, ami 
ellentmondás. • 
Megjegyzés. Az előző Tétel szerint a Graham által kapott P m ( L P T ) = | — 
hatékonysági becslés sokkal általánosabb algoritmikus keretben is teljesül. 
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4. Néhány új algoritmus, numerikus eredmények 
4.1. Új algoritmusok 
1. Cseréljük ki az FFD algoritmust a BFD (Best Fit Decreasing) algoritmusra. 
A BFD algoritmus a tárgyakat csökkenő méret szerinti sorrendben helyezi el, a 
soron következő tárgy abba a ládába kerül, ahova befér, és amelyik láda ezáltal a 
lehető leginkább megtelik. Ha az általánosított algoritmikus keretünk esetén az R 
értékelő függvény a következő: R(i) = l(Pi), akkor éppen ezt az algoritmust kapjuk. 
Az alábbi példa mutatja, hogy van olyan T feladathalmaz, amikor BFD, illetve 
van olyan, amikor az FFD algoritmus ad jobb megoldást: A T = [15,8,8,5,4,2,2] 
esetén FFD [T, 22,2] = 1, de BFD[T, 22,2] = 0, a BFD algoritmus csak 23 egység 
magasságba képes bepakolni a téglalapokat. Másrészt T = [15,8,8,5,4,2] esetén 
FFD [T, 21,2] = 0, az FFD algoritmusnak 22 egység magasságra lenne szüksége, 
(éppen úgy, mint az előbb), azonban BFD[T, 21,2] = 1. Könnyen belátható, hogy 
az F I és F2 tulajdonságok teljesülnek, (az F I azért teljesül, mert R nem függ a 
ládamérettől), ezért az algoritmus elméleti hatékonysága legfeljebb | — —-. 
Néhány új ládapakolási algoritmust is bevezetünk. Mindegyik csökkenő méret 
szerint helyezi el a tárgyakat. 
2. Legyen / tetszőleges egész, amelyre 1 < l < n. helyezzük el az első l számú 
tárgyat az LPT szabály szerint, a többit pedig a BFD algoritmus szerint. Nevez-
zük ezt F( l ) algoritmusnak. Nyilván l = n esetén az LPT, l = 1 esetén a BFD 
algoritmust kapjuk, egyébként vagyis l ф 1, l Ф n esetén pedig új algoritmust ka-
punk. Könnyen látható, hogy az F I és F2 feltevések teljesülnek, ezért érvényes az 
általános esetre vonatkozó hatékonysági becslés. 
3. Legyen 1 < l <n rögzített szám. A tárgyakat az LPT szabály szerint he-
lyezzük el addig, amíg mindegyik ládában lesz legalább l darab tárgy, ezután a 
maradék tárgyakat a BFD algoritmus szerint. 
Az előző három algoritmus esetében az F I és F2 feltevések azért teljesülnek, 
mert azok teljesülnek az LPT és a BFD algoritmusok esetében, és az előbbiek ez 
utóbbiakból lettek összekombinálva egy előre rögzített átváltási kritérium szerint. 
4. A következő algoritmus alapötlete az, hogy a soron következő tárgyat helyez-
zük oda, ahol a ládák alsó vagy felső széléhez a lehető legközelebbre kerül. Pon-
tosabban ezen azt értjük, hogy az elhelyezendő téglalap aljának a nagy téglalap 
aljától, vagy pedig az elhelyezendő téglalap tetejének а С magasságú nagy téglalap 
tetejétől mért távolsága legyen minimális; vagy ami ugyanezt jelenti, az elhelye-
zendő téglalap tetejének a nagy téglalap aljától, vagy pedig az elhelyezendő téglalap 
aljának а С magasságú nagy téglalap tetejétől mért távolsága legyen maximális. 
Ekkor az R értékelő függvény a következő: R(i) = max { / (F ) + l{Tj), С - / (F )} . 
Ekkor azonban belátható, hogy F I nem teljesül. Ezért az algoritmust egy kicsit 
módosítjuk: Legyen CA = min {L(X), L(X) > С, X С T}, (az 5. Tétel bizonyítá-
sában szereplő szám.) Helyettesítsük а С számot CQ-val: R(i) = max {/(F,) + 
l(Tj),Ca — l(Pi)}. Ekkor már R nem függ a ládamérettől, ezért F I teljesül, és be-
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látható, hogy F2 is teljesül, és ezért érvényes a hatékonysági becslés. Nevezzük az 
eló'bbi algoritmust FMAX algoritmusnak. 
4.2. Numerikus eredmények 
Jelöljük az eló'bbi ládapakolási algoritmusokkal végrehajtott általános Multifit 
típusú algoritmusokat a belső algoritmusok szerint a következő jelölésekkel: LPT, 
FFD (az eredeti Multifit belső algoritmusa), BFD, F(L) a 2. algoritmus, FMAX a 
4. algoritmus. Az első táblázatban az LPT, a FFD, és a BFD algoritmusokkal 
végrehajtott Multifit típusú módszert hasonlítottuk össze. A teszt során 10 000 
egymástól független kísérletet végeztünk különböző feladatosztályokban, és azt szá-
moltuk, hogy melyik algoritmus hányszor adott a három között legjobb eredményt. 
A téglalapok hosszúságait a „par" intervallumból választottuk egyenletes eloszlás 
szerint, kerekítéssel. 
m TI par LPT FFD BFD 
1. 3 15 [1,30] 5808 8541 8620 
2. 3 15 [1,60] 4467 7876 8029 
3. 3 15 [15,30] 9214 3435 3435 
4. 5 20 [1,30] 3932 9287 9394 
5. 5 20 [1,60] 2736 8806 9049 
6. 5 20 [40,60] 9994 9 9 
7. 5 19 [30,60] 5608 5781 5781 
A BFD-vei végrehajtott Multifit algoritmus egyetlen feladatosztályban sem volt 
rosszabb, mint a hagyományos Multifit, bizonyos esetekben azonban lényegesen 
jobb volt. Az 1. feladatosztályban elég nagy a különbség, a BFD javára. A követ-
kező feladatosztály esetén a BFD előnye megmarad, viszont az LPT algoritmus a 
téglalapok hosszainak a növekedése miatt kevésbé hatékony mint az előbb. A 3. fel-
adatosztály az előzőektől abban különbözik, hogy a téglalapok hosszabbak lettek, 
a minimális hosszúság a maximálisnak a fele. Most az LPT algoritmus lényegesen 
megelőzte a másik kettőt, és érdekes módon e másik két algoritmus egyenlő szám-
ban adott minimális eredményt, csaknem azonosan működnek. A következő három 
feladatosztályban, ahol m = 5 és n = 20, az előző háromhoz hasonló eredménye-
ket kaptunk. A különbség az előző esettel (m = 3 és n = 15) szemben az, hogy 
az LPT és a másik két algoritmus által kapott eredmények közötti rés nagyobb 
lett. Az utolsó feladatosztályban a tárgyak száma nem osztható a gépek számával. 
Ennek az a hatása az algoritmusokra, hogy az LPT algoritmus a másik kettőhöz 
képest kevésbé jó mint az előbb, és megint azt kaptuk, hogy a BFD illetve az FFD 
algoritmusok lényegében egyformán működtek. A teszt eredményeit összefoglalva 
általánosságban az mondható, hogy ha az FFD jobban működik az LPT algorit-
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musnál, akkor a BFD algoritmus még az FFD-nél is jobb; ellenkező esetben pedig 
a BFD és FFD algoritmusok lényegében azonosan működnek. 
A következő tesztekben az LPT, BFD és F{1), illetve az LPT, BFD és F m a x 
algoritmusokat hasonlítottuk össze. A teszt során 10 000 független kísérletet vé-
geztünk különböző feladatosztályokban, és azt számoltuk, hogy melyik algoritmus 
hányszor adott a három között legjobb eredményt, hányszor volt ennek legfeljebb 
1.05-szerese, illetve a ßh értékek átlagát, ahol С a heurisztikus megoldás által meg-
határozott átfutási idő, Cib pedig egy javított alsó becslés, a [8]-ban szereplő alsó 
becslések maximuma. 
LPT BFD M l / n 
m = 2 0 5563 7440 0.8 min 
1. n = 81 10000 10000 10000 1.05 • min 
[10,20] 1.0074 1.0023 1.0011 
С/CIB 
m = 4 9587 38 9975 0.77 min 
2. n = 16 9943 38 9996 1.05 • min 
[40,60] 1.0051 1.062 1.0049 C/CIB 
m — 3 9258 4 9997 0.83 min 
3. n = 15 9997 4 9999 1.05 • min 
[120,170] 1.0035 1.056 1.0030 С/CIB 
LPT BFD Fmax 
777 = 10 0 4080 8841 m i n 
4. 77 = 32 0 4080 8841 1.05 • m i n 
[11,28] 1.121 1.036 1.024 
С/Cib 
777 = 2 0 85 9941 m i n 
5. 77 = 93 9918 9999 10000 1.05 • m i n 
[60,70] 1.009 1.007 1.0009 C/Cib 
777 = 3 0 90 9950 m i n 
6. 77 = 61 143 5485 10000 1.05 • m i n 
[60,70] 1.029 1.024 1.014 С/Cib 
A tesztek szerint a vizsgált feladatosztályokban az F(l), illetve az F m a x algorit-
musok mind a minimumok elérésének számában, mind a ß- arányok tekintetében 
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jobbak, illetve lényegesen jobbak a másik két algoritmusnál. Érdemes megjegyezni, 
hogy itt nem az FFD, hanem az annál hatékonyabbnak bizonyult BFD-t előzte 
meg a két új algoritmust. Az első négy eset extremális abban az értelemben, hogy 
az LPT és a BFD algoritmusok közül az egyik a másikhoz képest elenyésző szám-
ban adott jó eredményt. Az utolsó két feladatosztályban pedig mindkettő elenyésző 
számban adott jó eredményt az P m a x algoritmussal szemben. 
Köszönetnyilvánítás. A szerző megköszöni Vízvári Béla segítségét a cikk 
szerkezetének a kialakításában, és a cikk felépítésében. 
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G E N E R A L I Z E D M U L T I F I T - T I P E M E T H O D S F O R S C H E D U L I N G P A R A L L E L 
I D E N T I C A L M A C H I N E S 
G Y Ö R G Y D Ó S A 
W e investigate a very k n o w n NP-complete problem of the scheduling-theory: scheduling of 
parallel independent machines, that is: H o w to distribute n tasks a m o n g m < n machines as to 
minimize the overall finishing time. W e give a c o m m o n generalization of two heuristical methods 
called L P T due to G r a h a m [1] and the m e t h o d called Multifit. W e change the algorithm F F D H 
(which is an inner part of Multifit) with other algorithms, whereas the theoretical upper bound 
of the algorithm is the s a m e as the upper bound of L P T . Numerical aspects also investigated: the 
results show that the n e w m e t h o d often give better solutions as the others. 
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EGY TRANSZPORTMODELL ALKALMAZÁSA A GYÁL TÉRSÉGÉBEN 
LÉTESÍTENDŐ HULLADÉKLERAKÓ ESETLEGES TALAJSZENNYEZŐ 
HATÁSÁNAK VIZSGÁLATÁRA 
(ESETTANULMÁNY) 
K É R I G E R Z S O N , O R S O V A I I M R E É S R A P C S Á K T A M Á S 
Budapest 
Űj ü z e m e k létesítése során m a m á r alapvető követelmény - a maximális biztonságra 
való törekvés mellett - a létesítés megkezdése előtt tervet kidolgozni váratlan üzemza-
varok és azok következtében fellépő károk kezelésére (havariaterv). E g y hulladéklerakó 
esetén az egyik lehetséges havariaeset a lerakó szigetelésének megsérülése, és ennek kö-
vetkeztében szennyezőanyagoknak a talajba kerüléséből eredő környezetszennyezés. Mi-
vel a szigetelésre nagyon biztonságos technológiát alkalmaznak, ezért szennyezőanyagok 
talajvízzel történő kijutásának a valószínűsége rendkívül kicsi, de teljes bizonyossággal 
n e m zárható ki. 
A szennyezőanyagok talajban történő terjedésére alkalmazható, irodalomból ismert 
modelleket használva fel tudjuk becsülni, hogy olyan esetben, ha egy adott időpontban 
mégis megsérülne a hulladéklerakó szigetelése, akkor ennek következményeként külön-
böző irányokban és távolságokban milyen mértékben szennyeződne a talaj. E z az eset-
tanulmány a Gyál térségében létesítendő regionális hulladéklerakóra vonatkozó számítá-
sokról számol be. Számításainkban a szennyezőanyag-koncentrációnak térben és időben 
való változását követjük, természetesen n e m valódi, h a n e m feltételezett adatokkal, hi-
szen a lerakó m é g csak ezután fog megépülni, és remélhetőleg az elkészülése után s e m 
fog szennyezőanyag a lerakón kívüli térségbe kerülni. 
1. Bevezetés 
Az A.S.A. Környezetvédelem és Hulladékgazdálkodás Magyarország Kft. meg-
bízásából az MTA SZTAKI Operációkutatás és Döntési Rendszerek Osztálya és 
a vele alvállalkozóként együttműködő' GEOÖKOTERV Környezetföldtani Kutató 
és Tervező Kft. 1997-ben elkészített egy környezeti hatástanulmányt, amely egy 
regionális hulladéklerakó Gyál térségében történő megvalósításával kapcsolatban 
felmerülő környezeti szempontokat elemzi és értékeli. Ezt megelőzően ugyancsak 
az MTA SZTAKI és a GEOÖKOTERV készítette el az ugyanerre a térségre vonat-
kozó kommunális hulladék elhelyezésének kérdéseit vizsgáló döntéselőkészítő tanul-
mányt. 
A környezeti hatástanulmány 9. fejezete a tervezett hulladéklerakó üzemelte-
tése során esetleg fellépő havariaesetek (azaz katasztrófának még nem minősíthető, 
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de a környezetre veszélyes káros jelenségek) előfordulásának lehetőségeit tárgyalja. 
A hulladéklerakó építése és üzemeltetése során alkalmazandó technológia bizto-
sítja, hogy bármilyen havariaeset bekövetkezésének a valószínűsége nagyon kicsi, 
ennek ellenére a tanulmány kitér az elképzelhető havariaesetekre, és vázolja az 
ilyen, kis valószínűséggel esetleg mégis bekövetkező havariaesetek kezelésének (a 
hiba megszüntetésének és a káros következmények felszámolásának vagy mérséklé-
sének) módját. 
A lehetséges havariaesetek közül a hatástanulmány három fajtát emel ki. Ezek: 
a lerakott hulladék begyulladása, rendkívüli csapadék vagy földrengés okozta ré-
zsűcsúszás, ill. a szigetelés meghibásodása esetén fellépő környezeti talajszennyezés. 
Ebben a cikkben az utóbbival foglalkozunk, nevezetesen: a talajszennyeződés egy 
matematikai modelljével, annak megoldási módszereivel és a konkrét esetre vonat-
kozó matematikai számításokkal. Meg kell itt jegyeznünk, hogy egy hulladéklerakó-
ból származó szennyezőanyagoknak a külső talajba kerüléséből és tovaterjedéséből 
akkor származhatnak komolyabb problémák, ha a szennyezés élővizeket veszélyez-
tet. A szennyeződéstől főleg az ivóvíztermelő kutakat kell félteni. 
Bár a modell paramétereinek a konkrét esetnek megfelelő számszerűsítése bizo-
nyos nehézségekbe ütközött, ugyanis a modell számításainak az elvégzéséhez szük-
séges adatok többsége nem állt rendelkezésünkre, mégis úgy ítéltük meg a kérdést, 
hogy az ilyen adatok vonatkozásában a leggyakoribb jellemző értékekkel számolva 
is tájékoztató értékű, tehát használható eredményeket kapunk, ezeket azonban a 
jelenség természeténél fogva az általában megkívánt mérnöki pontosságnál kevésbé 
pontosnak, tehát valóban csak tájékoztató jellegű adatoknak kell tekintenünk. 
Elméletileg megvolna a lehetőség arra, hogy kísérletek és mérések sorának az 
elvégzésével, majd a mért adatoknak (pl. szennyezőanyag-koncentrációknak) és a 
modell alapján számított adatoknak az összehasonlításával a modell paramétereit 
kalibráljuk, ehhez azonban a rendelkezésre álló idő is kevés volt, és a kísérleti fúrá-
sok és mérések anyagi fedezete sem állt rendelkezésre. 
A szennyezőanyag-terjedés különböző modelljeit részletesen tárgyalja Kovács 
Balázs és Szabó Imre [1] munkája. A szerzők felsorolják a transzportfolyamat 
különböző komponenseit (konvekció, diffúzió, diszperzió, adszorpció és degradá-
ció), ezek összeillesztésével megfogalmazzák az általános transzportegyenlet egy-, 
ill. kétdimenziós változatát, és ismertetik a transzportegyenletek jó néhány megol-
dási módszerét. Ezért a tervezett Gyál környéki hulladéklerakó esetére nem volt 
szükség külön modell és algoritmus kidolgozására, választhattunk az [1] munkában 
szereplő modellek és megoldási módszerek közül. Ennélfogva a jelen publikáció lé-
nyeges elméleti újdonságot nem tartalmaz, csupán néhány apró részletben tértünk 
el az [1] munkában javasolt számítási módszerektől. Mégis úgy gondoltuk, hogy 
tanulságos lehet az elméletnek a konkrét esetre vonatkozó számításait egy esetta-
nulmányban ismertetni, a modell számításaival járó buktatók ecsetelésével együtt. 
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2. A transzportegyenletek és paramétereik 
A szennyezőanyag-terjedés törvényszerűségeit matematikailag - közelítő mó-
don - a transzportegyenletek írják le. Ezek ismeretével lehetőség nyílik arra, hogy 
meghatározzuk az esetleges szennyezőforrások hatását és a szennyezőanyag kon-
centrációjának térben és időben való eloszlását. Ennek alapján pedig hatékonyabbá 
válhat a szennyezőanyag további terjedésének megállítása és a szennyeződés eltá-
volítása. A transzportegyenletek megoldására analitikus módszereket, véges dif-
ferencia módszereket, végeselem módszereket, valamint különböző szemianalitikus 
eljárásokat lehet alkalmazni, amint ezt Kovács Balázs és Szabó Imre az [1] munká-
ban kifejtik. 
A transzportegyenletek matematikai értelemben а С (szennyezőanyag-)kon-
centrációra vonatkozó másodrendű parciális differenciálegyenletek. 
2.1. Az egydimenziós transzportegyenlet alakja: 
( 2 Л )
 Ж
 + 
ahol V a szivárgás sebessége a pórusokban, ÜL a longitudinális diszperzivitás, R 
a késleltetési tényező, A a bomlási együttható, t az idő-, x a szivárgás irányában 
meghatározott térkoordináta. 
2.2. A kétdimenziós transzportegyenlet alakja: 
дС У ЭС _ aLv d2C aTv d2C 
[
 ' dt + R' дх ~ R ' Эх2 + R ' dy2 ' 
ahol V, ex L, R, A, t és x ugyanazok, mint az egydimenziós esetben, ат a transz-
verzális diszperzivitás, у pedig a második, tehát a szivárgás irányára merőleges 
térkoordináta. 
A transzportegyenletek részletes levezetése [l]-ben megtalálható. A konk-
rét esetre leginkább megfelelőnek a kétdimenziós transzportegyenletet találtuk, 
amelyre analitikus megoldási módszert alkalmaztunk. A konkrét alkalmazást il-
letően feltételeztük, hogy az uralkodó szivárgás vízszintes irányú és iránya megál-
lapítható. A két-, ill. háromdimenziós derékszögű koordinátarendszer x tengelyét 
ebben az irányban jelöljük ki, az у tengelyt pedig a vízszintes síkban, az erre me-
rőleges irányban. A függőleges irányú szivárgást viszonylag rövid útvonala miatt 
elhanyagolhatjuk. A szivárgás fő trendjét meghatározó konvekció (fizikailag vagy 
kémiailag oldott anyagoknak a pórusokban való tömeges áramlása) a szennyező-
anyag koncentrációjának változását eredményezi, ezért a transzportegyenletekben 
a t szerinti és az x szerinti elsőrendű parciális derivált közötti lineáris kapcsolat-
tal írható le. Ha a transzportfolyamatnak csak a konvekciós összetevőjét vennénk 
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figyelembe, akkor tehát a jobb oldal nélküli, azaz zéró jobb oldallal felírt (2.1) 
vagy (2.2) egyenlet adódna. Ezt az alapvető áramlási trendet módosítja a diszper-
zió, amely egyrészt a különböző töménységű oldatok közötti kiegyenlítődésre irá-
nyuló részecskemozgáson, másrészt a szivárgási sebesség lokális eltérésein alapul, 
és másodrendű deriváltat (deriváltakat) tartalmazó tag(ok) belépését eredményezi 
a transzportegyenletbe. Attól függően, hogy csak az x irányú diszperziót vesszük 
figyelembe, vagy pedig az x és az y irányút, beszélünk egy-, ill. kétdimenziós transz-
portegyenletről. A másodrendű tagokban szorzóként szereplő a i longitudinális és 
а т transzverzális diszperzivitás olyan mechanikai paraméterek, melyek pontos ér-
telmezésével itt nem kívánunk foglalkozni. Lényegében ugyanez vonatkozik az R 
késleltetési tényezőre is, amely egy 1-nél nagyobb, dimenzió nélküli faktor: a közeg 
sűrűségének, a hézagtérfogatnak és a megkötődési-visszaoldódási folyamat kons-
tansainak a függvénye. A szennyezőanyag koncentrációjának mértékét csökkent-
heti rádioaktív, ill. kémiai és biológiai jellegű bomlás. (Ezt a A-t tartalmazó tag 
fejezi ki a transzportegyenletekben.) 
Az esetleges szennyezés konkrét lefolyását illetően feltételeztük, hogy a szennye-
zőanyag kiszivárgásának időtartama alatt naponta azonos M tömegű szennyeződés 
jut ki a környezetbe. Mivel a szennyezőanyag szivárgásának a sebessége nagyon ki-
csi, ezért nem eredményez jelentős számítási hibát, ha a kiszivárgó szennyeződést 
a valóságtól eltérően lökésszerűnek tekintjük, vagyis úgy számolunk, mintha na-
ponta egy ízben M tömegű pillanatnyi szennyeződés jutna ki a környezetbe. Az 
emiatt fellépő számítási hiba elhanyagolható a paraméterek pontatlanságából eredő 
hibához képest. 
3. A kétdimenziós transzportegyenlet egyszerűbb eseteinek 
analitikus megoldása 
Tekintsük először azt a legegyszerűbb esetet, amikor M tömegű pillanatnyi 
szennyezés jön létre a t = 0 időpontban az x = 0, y — 0 helyen. Ebben az esetben 
a megoldás: 
(3.1) C{x,y,t) = M 
4wmnovty/aYâr 
exp 
vt 
~R 
4aivt 
R 
У 
iarvt 
• exp (—Aí), 
ahol m a víztartó vastagsága, щ a szabad hézagtérfogat (a talaj hézagainak, üregei-
nek térfogataránya, dimenzió nélküli faktor), v a szivárgás sebessége a pórusokban, 
oil a longitudinális, ат a transzverzális diszperzivitás, R a késleltetési tényező, A 
a bomlási együttható. (Lásd: [1, 154. és 159. oldal].) 
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Ha a feltételeken mindössze annyit módosítunk, hogy a pillanatnyi szennyezés 
a t = T idó'pontban keletkezik, akkor a megoldás: 
(3.2) 
• exp 
V 
C(x,y,t) = 
v(t - T) 
X
- — f í -
4aiv(t — T) 
R 
M 
4irmnov(t — r)^aLaT 
\ 
4 a r v ( t — T) 
R 
exp ( - A(t — r ) ) . 
/ 
Térjünk most vissza a 2. szakasz végén már vázolt feltételezett esethez, kicsit 
még konkrétabban. A tervezett hulladéklerakó belterületéró'l havaria folytán kike-
rülő' szennyezó'anyag terjedését vizsgálva feltételezzük, hogy a hiba keletkezésétől 
annak észleléséig tartó kritikus idó'szakban T napig naponta azonos M tömegű csur-
galékvíz kerül a környezetbe. A szennyezó'anyag-koncentráció térben és idó'ben való 
eloszlását ekkor úgy kapjuk, hogy a (3.2) jobb oldalán levő' kifejezést összegezzük 
r = 0 , 1 , 2 , . . . , T — l-re. Ily módon azt kapjuk, hogy a szennyezó'anyag-koncentráció 
eloszlása a t idó'pontban a 
(3.3) C(x,y,t)  
M 
nin(í,T)-l 
E 
r=0 
exp (Л7 
• exp 
V 
exp (—Aí) 
4irmn0v л/сц/ат 
v(t - T) 
X
- — R -
4 a.LV(t — T) 
R 
4 a r v ( t — T) 
Я / 
formulával fejezhető' ki. (A r idó'pontban keletkező' szennyezés természetesen nem 
befolyásolja az ezt megelőző' időpontokra vonatkozó koncentráció-eloszlást, ezért 
csak a í-nél kisebb т értékekre kell összegezni.) 
4. A számítások gyakorlati megvalósítása 
А viszonyszám értékét egy 2000 méter hosszú és 200 méter széles sáv-
ban számítjuk ki különböző t időpontokra. A leginkább veszélyeztetett terület 
ugyanis a talajvíz-áramlás középvonalát tartalmazó sáv. A szóbanforgó sáv geo-
metriai leírása: 
0 < x < 2000, - 1 0 0 <y < 1 0 0 
A számítások eredményét, vagyis az egységnyi M értékre számított koncentrá-
ció megoszlását, annak idó'ben való változását a szóbanforgó téglalap alakú sávban 
grafikus ábrázolásban mutatjuk az 1-12. ábrákon. 
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A konkrét esetre vonatkozó számításokat a koncentráció viszonyszám 
különböző' helyeken felvett értékeinek a (3.3) formula alapján történő meghatáro-
zására FoxPro kódban végeztük. A számításhoz szükséges adatoknak a következő 
értékeket tekintettük: 
A víztartó vastagsága: m — 20 m. (Agyagréteg mélysége.) 
Szabad hézagtérfogat: no = 0,15. (Becsült érték.) 
Szivárgás sebessége: v = 1,5 m/nap. (Becsült érték.) 
Bomlási együttható: Л = 0,0001 (Becsült érték.) 
Késleltetési tényező: R = 1,2. (Becsült érték.) 
Longitudinális diszperzivitás: a i = 25 m. (Becsült érték.) 
Transzverzális diszperzivitás: а т = 0,5 m. (Becsült érték.) 
Szivárgás időtartama: T — 90 nap. (A monitoring rendszer legrosszabb 
esetben ennyi idő múlva észreveszi a hibát.) 
A becsült érték alapján felvett adatok értékét a szabad hézagtérfogat, a szivár-
gási sebesség, a késleltetési tényező és a longitudinális diszperzivitás esetében az 
[1, 74. old.] táblázatában megadott „jellemző" értékekkel becsültük. A bomlási 
együttható esetén csekély mértékben eltértünk a „jellemző" értékként feltüntetett 
zérus értéktől, ez azonban érzésünk szerint csak nagyon jelentéktelen mértékben 
befolyásolhatja a számítás eredményét. A transzverzális diszperzivitásra nem ta-
láltunk jellemző értéket az említett táblázatban, volt azonban annyi támpontunk, 
hogy ennek értéke rendszerint egy vagy két nagyságrenddel kisebb a longitudinális 
diszperzivitás értékénél. 
Az első menetben azt számítottuk ki, hogy a feltételezett hiba forrásától a ta-
lajvíz áramlási irányában 200, 400, 600, 800, ill. 1000 méter távolságba mikorra ér 
el a depóniáról származó szennyvíz a maximális koncentrációban, és annak mek-
kora az értéke a fenti transzportparaméterek esetén. A számítás eredményét az 
alábbi táblázat tartalmazza: 
a koncentráció csúcsértékénél legnagyobb 
a szivárgás megszűnése koncentráció 
távolság után eltelt napok száma viszonyszám 
200 90 0,0029 
400 240 0,0014 
600 400 0,00092 
800 560 0,00067 
1000 710 0,00053 
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A harmadik oszlopban aC(x,y,t)/М értékek szerepelnek, tehát az oszlop érté-
kei azt mutatják, hogy havaria esetén a depónia területéről egy nap alatt kiszivárgó 
csurgalékvíz tömegének mekkora része jelenik meg az adott helyen mérhető talajvíz 
egy köbméterében. Ha a számítást egyenként lebontanánk a csurgalékvízzel kike-
rülő káros anyagokra, akkor a táblázatunkban szereplő értékeket be kellene szorozni 
az egyes komponenseknek a csurgalékvízre vonatkozó koncentrációjával (1-nél jóval 
kisebb értékekkel). A károsanyag-komponensek pontos összetételét előre nem is-
merhetjük, de anélkül is jól megbecsülhető a számítások alapján, hogy a depóniától 
1000 méterre és ezt meghaladó távolságban az egyes komponensek csak milliomod 
és ezred közötti koncentrációban kerülhetnek a transzport-folyamat során a talajba. 
A következő lépésben kiszámítottuk, hogy a korábban említett 2000 mé-
ter hosszú és 200 méter széles sávban különböző időpontokban milyen lenne a 
szennyezőanyag-koncentráció eloszlása egy havaria esetén. A kiválasztott időpon-
tok: a meghibásodás kezdetétől számított minden 100-adik nap, az 1200-adik na-
pig bezárólag (vagyis a hiba megszüntetése utáni 10-edik, 110-edik, 210-edik stb. 
nap). Ennek megfelelően a számítás eredményét 12 térhatású ábrával szemléltetjük 
(1 12. ábrák). A függőleges dimenzió a szennyezőanyag-koncentráció értékeit mu-
tat ja azzal a feltételezéssel, hogy naponta 1 köbméter mennyiségű csurgalékvíz 
szivárog ki 90 napon keresztül. 
Megjegyzés. Az ábrák szemügyre vétele és tanulmányozása során vegyük figye-
lembe az ábrák bal szélén látható függőleges skála-beosztást, amely ábráról-ábrára 
változik. (A használt szoftver minden esetben automatikusan beállítja). Ezért az 
ábrákon megjelenő hullámfelületek „amplitúdója" a valóságban az idő múlásával 
fokozatosan csökken (1. a lenti táblázatban). 
Mivel a térhatású ábrákról pontosan nem olvashatók le a koncentrációk csúcs-
értékei, azért a következő táblázatban feltüntetjük az erre vonatkozó adatokat: 
ábraszám 
a szivárgás 
kezdete/megszüntetése 
után eltelt napok száma 
csúcs-koncentráció 
értéke helye 
9. 
10. 
1 1 . 
12. 
1. 
2. 
3. 
4. 
5. 
6. 
8 
7. 
100/ 10 
200/ 110 
300/ 210 
400/ 310 
500/ 410 
600/ 510 
700/ 610 
800/ 710 
900/ 810 
1000/ 910 
1100/1010 
1200/1110 
0,0090 
0,0027 
0,0017 
0,0012 
0,00093 
0,00076 
0,00063 
0,00055 
0,00048 
0,00042 
0,00038 
0,00034 
50 m 
200 m 
300 m 
450 m 
550 m 
700 m 
800 m 
950 m 
1050 m 
1200 m 
1300 m 
1450 m 
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Megállapítható, hogy a szennyezó'anyag koncentráció csúcsértéke - amikor eléri 
az 1000 méteres távolságot - elég csekély mértékű, ezt követően pedig lassan, de 
biztosan tovább csökkenő tendenciát mutat. 
A számított adatok eredményeként a következőket állapíthatjuk meg: Tudjuk, 
hogy a tervezett lerakó térségében a talajvízáramlás Ny-DNy irányú. A lerakóhoz 
legközelebb (kb. 800-1000 méterre eső) élővizek közül nagyjából ebben az irány-
ban a 14. sz. csatorna húzódik. Abban a rendkívül csekély valószínűségű esetben, 
ha a szigetelőíólia meghibásodik, a kikerülő szennyezőanyag (a monitoring rendszer 
mintavételi gyakorisága alapján a legrosszabb esetet, 90 napig tartó szivárgást fel-
tételezve) az 1 km-re levő kis csatornához kb. 800 nap alatt, mintegy 2000-szeres 
hígulásban jut el, tehát az élővízre nem jelent veszélyt. A lerakótól ENy-ra elhe-
lyezkedő Gyáli patak, valamint a keletre és ÉK-re elhelyezkedő gyáli mélyfúrású 
ivóvíztermelő kutak biztonságát pedig gyakorlatilag semmiféle veszély nem fenye-
geti a tervezett lerakó részéről. 
Köszönetnyilvánítás: A szerzők köszönetüket fejezik ki az A.S.A. Környe-
zetvédelem és Hulladékgazdálkodás Magyarország Kft.-nek egyrészt a tanulmányok 
készítésére vonatkozó megbízásért, másrészt azért, mivel a megbízás során olyan 
igénnyel lépett fel, amely a transzportmodellek alkalmazhatóságának a vizsgála-
tára, és mellékeredményként e cikk elkészítésére vezetett. Köszönetet mondunk 
Martin Attila projekt fejlesztési igazgatónak is a munka elkészítéséhez adott segít-
ségért, hasznos információkért és értékes tanácsaiért. 
IRODALOM 
[1] Kovács Balázs, dr. Szabó Imre, Hulladékelhelyezés IV. A szennyezőanyagok terjedése. A mo-
dellezés elmélete és gyakorlata, „Ipar a környezetért" alapítvány, 1995. 
Igénybe vett szoftverek: 
A számítások gépi programjai a Microsoft FoxPro for W i n d o w s (2.6 verzió) fejlesztő' környe-
zetben készültek. A melléklet ábráinak készítése a Golden Software Inc. „Surfer Version 6.04" 
szoftverjével készült. 
(Beérkezett: 1998. január 8.) 
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A P P L I C A T I O N O F A T R A N S P O R T M O D E L T O E X A M I N E T H E P O S S I B L E S O I L 
P O L L U T I O N O F A W A S T E - M A T E R I A L D E P O S I T O R Y (A C A S E - S T U D Y ) 
G E R Z S O N K É R I , IMRE ORSOVAI AND T A M Á S R A P C S Á K 
In our days, w h e n establishing n e w industrial units, before starting the foundation — besi-
des efforts in the interest of the m a x i m a l safety — the elaboration of a plan (damage-plan) for 
managing the losses in consequence of break-downs is a fundamental requirement. W h e n building 
a waste-material depository, one of the possible d a m a g e plans must concern the d a m a g e of the 
water-proofing and in its consequence, the environmental pollution caused by the waste material 
penetrating into the soil. Since for water-proofing highly safe technologies are used, the probabi-
lity of the waste materials' getting into the soil with the ground water is extremely limited, but 
cannot be excluded entirely. 
B y using the models, k n o w n from the literature, that can be applied for tracing the spread of 
waste-material in the soil, in case the water-proofing of the waste-material depository should be 
d a m a g e d in a given time, the distance and the degree of the soil's pollution in different directions 
in consequence of the d a m a g e can be assessed. T h e case-study is about the calculations regarding 
a regional waste-material depository to be built in the vicinity of a village n a m e d Gyál. T h e 
change of the concentration of waste-materials in space and time is concentrated on, naturally, 
with not real but hypothetical data, since the depository will be built in the near future only. 
Hopefully, no waste-material will get into the soil either during the operation. 
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1. ábra 
o.f 
2. ábra 
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11. ábra 
12. ábra 
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RUGALMAS-KÉPLÉKENY ANYAGÚ SÍKBELI KERETEK ELSŐ-, MÁSOD-
ÉS HARMADRENDŰ ELMÉLETTEL TÖRTÉNŐ SZÁMÍTÁSA 
MATEMATIKAI PROGRAMOZÁSSAL 
N É D L I P É T E R * 
Budapest 
Rúdszerkezetek mechanikai állapotának jellemzésére véges szabadságfokú modellt 
használva a cikk bemutatja egyparaméteres terhelési folyamat vizsgálatát. Kiindul a 
geometriailag lineáris esetre (elsőrendű elmélet) érvényes megfogalmazásból és megadja, 
hogy a geometriai nemlinearitás esetén az összefüggések hogyan módosulnak. A z első 
esetben a feladat lineáris k o m p l e m e n t e r problémák sorozatára, a második esetben pedig 
teljesen nemlineáris programozási feladatok sorozatára vezet. A módszer alkalmazását 
a M I N Ő S p r o g r a m c s o m a g használatával megoldott mintapélda illusztrálja. 
1. Bevezetés 
Ideálisan rugalmas anyagú, csak a csomópontjain terhelt keretszerkezetek álla-
potát diszkrét számítási modell esetén a következő' változók írják le: q (csomóponti 
terhek), t (kinematikai terhek), v (csomóponti elmozdulások) és s (belsó' eró'k). 
Keretszerkezetek esetén e diszkrét modell könnyen kiterjeszthető' a képlékeny tu-
lajdonságok figyelembe vételére is további változók és két egyszerűsítő' feltevés be-
vezetésével [1]. Az első feltevés, hogy folyás létrejöttét csak bizonyos ún. kritikus 
keresztmetszetekben engedjük meg; a második feltevés, amely a kezelhetőséghez 
szükséges pedig az, hogy ezen keresztmetszetekben a képlékenységi feltételt linea-
rizáljuk. Ebben az esetben a képlékeny tulajdonságok két új változó bevezetésével 
leírhatók, melyek a következők: tp (plasztikus potenciál), A (képlékeny szorzók). 
Csomópontjain terhelt keretek esetén a kritikus keresztmetszetek a rudak végke-
resztmetszetei. A képlékenységi feltétel linearizálására tökéletesen képlékeny anyag 
feltételezésével két egyszerű esetet mutat be az 1. ábra. 
Az a) eset a képlékeny csuklónak felel meg, a b) eset pedig a normáléra hatása 
figyelembe vételének egy lehetőségét tartalmazza. Az ábráknak megfelelő képlé-
* A szerző köszönetét fejezi ki az O T K A T 0 6 9 6 4 0 kutatás keretében biztosított támogatásért. 
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a) M 
M, 
-> N 
M. 
kenységi feltételek a következők: 
» N 
1. ábra 
a) <p = 
b) <p = 
0 0 
0 0 
Пдг 0 
—n N 0 
—UN 0 
nN 
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T 
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MT 
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< 0 , 
0 
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Пм 
-пм 
-пм 
П дг = 
Mt 
V W + W 
Nt 
nM = k = 
< 0 , 
NtMt 
s / N f + M Ï y / N f + M ? ' 
melyek tömör formában, az alábbi alakban írhatók: p = N/v-sк — к/с < 0. А К 
index a keresztmetszetre utal. Hasonló módon összeállítható egy tökéletesen kép-
lékeny anyagú rúd ill. a szerkezet képlékenységi feltétele, mely az alábbi formában 
írható: p — Ns — к < 0, ahol az N mátrix blokkdiagonál szerkezetű. A plaszti-
kus potenciálhoz kapcsolódó folyási törvény szerkezetre vonatkozó alakja pedig a 
következő': I = {г | pi = 0}, p = N f Л/, Л/ > 0, pjЛ/ = 0, pf < 0. Itt I a p vek-
tor azon elemeinek az indexeibó'l alkotott halmazt jelöli, melyek értéke 0 (folyási 
helyek) és indexként használva a megfelelő' részmátrixra ill. részvektorra utal, p 
az általánosított képlékeny alakváltozássebességek vektora, a T felső index pedig 
a transzponálás jele. A jelen vizsgálat célja, hogy a fenti anyagtörvény esetére 
egyparaméteres teherrel terhelt szerkezet állapotváltozását meghatározza. 
2. Elsőrendű elmélet szerinti vizsgálat 
A folyási törvényből az következik, hogy az állapotváltozók közötti összefüg-
gés a terhelési folyamat ismerete nélkül nem egyértelműen meghatározott, és csak 
Alkalmazott Matematikai Lapok 19 (1999) 
R U G A L M A S - K É P L É K E N Y ANYAGÚ SÍKBELI K E R E T E K .. . 187 
egy adott állapot megváltozására, azaz a változók sebességeire vonatkozóan írható 
fel egyértelmű összefüggés. Az alkalmazott anyagtörvény (lineárisan rugalmas — 
tökéletesen képlékeny, azaz nem viszkózus anyag) miatt a sebesség szó nem a vál-
tozók idő' szerinti, hanem a teherparaméter szerinti deriváltját jelenti. A köztük 
fennálló összefüggés, ha az egyensúlyi egyenleteket az eredeti geometria figyelembe-
vételével írjuk fel és az általánosított alakváltozásokat a kis elmozdulások elmélete 
alapján számoljuk, (elsó'rendű elmélet) az alábbi: 
0 G 0 0 
(2.1) GT F N i 0 
0 N / 0 - E 
¥ > / < 0 , Á / > 0 , < p j \ ! = 0. 
Itt az első' egyenlet-csoport a sebességekre vonatkozó egyensúlyi egyenletek, a má-
sodik csoport a kompatibilitási egyenletrendszer, a harmadik pedig a plasztikus 
potenciál megváltozására vonatkozó egyenletek. G az egyensúlyi mátrix, F a haj-
lékonysági mátrix, Е / pedig egységmátrix. Matematikailag a rendszer egy lineáris 
komplementer problémát képez, mely a szimplex módszeren alapuló algoritmussal 
megoldható. Mindaddig, amíg újabb helyen folyás nem jön létre és a terheléssebes-
ség (q , t ) konstans, az összefüggést meghatározó mátrixok változatlanok és így a 
megoldás is konstans. Ez a tény lehetővé teszi, hogy a változók sebességeiró'l áttér-
jünk egy olyan megfogalmazásra, amely a változóknak a következő' folyási helyhez 
tartozó értékeire vonatkozik. Mivel a geometriailag nemlineáris esetben is analóg 
gondolatmenetet alkalmazunk, ezt a megfogalmazást részletesen ismertetjük. 
Tekintsünk egy ismert állapotot, mely kielégíti az egyensúlyi és a kompatibili-
tási egyenleteket, valamint a képlékenységi feltételt. Az állapotjellemzó'k ezen kiin-
dulási állapothoz tartozó értékeit a ,o' indexszel jelöljük. Egyparaméteres terhelést 
vizsgálva, keressük az állapotjellemzó'knek a következő' folyási helyhez tartozó ér-
tékeit. Ezek meghatározására az alábbi összefüggésrendszer írható fel, melyben az 
új jelölések közül az ,a' index az alapteherre utal, ,m' pedig a teherparaméter: 
(2.2) a) 
" V " 
0 G 0 0 4a s "0" 
GT F N T 0 ta A = 0 
0 N 0 - E 0 V 
. m . 
к 
b) I0 • {i I Тог = 0}, 7 0 : {г \ipoi < 0}; 
c) A/o > A0 ío , A7O = A0_o, ip < 0, v T ( \ - \ 0 ) = 0; 
d) m = max! 
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A (2.2) rendszer megoldható a szimplex módszeren alapuló algoritmussal. A meg-
oldásból kapott új állapotból a vizsgálat folytatható. Ha két egymás utáni feladat 
ugyanazt a célfüggvény (teherparaméter) értéket adja eredményül úgy, hogy a fo-
lyási helyek sem változnak, akkor elértük a töró'teherbírást. 
Statikailag sokszorosan határozatlan szerkezetek esetén nagyon sok lépésre van 
szükség a töró'teher eléréséig, ha minden folyási hely kialakulását követni kívánjuk. 
Ha azonban az egyes teherlépcsó'kön belül a folyási helyeken a tehermentesülés 
lehetó'ségét nem vesszük figyelembe, akkor kevesebb teherlépcsó'vel is végigkövet-
hető' a terhelési folyamat. Az előző' összefüggések a következőképp módosulnak. 
Az a) és d) változatlan, b) elmarad, c) pedig a következő lesz: A > A0, tp < 0, 
pT{\ — A0) = 0, m < m0 + Arn. Itt Am az előírt teherparaméter növekményt je-
löli. 
Végül, ha a teljes terhelési folyamat során eltekintünk a folyási helyeken a te-
hermentesüléstől, akkor kiindulási állapotnak a terheletlen állapotot tekinthetjük 
(A0 — 0) és с) a következőképp alakul: A > 0, ip < 0, tpTA = 0. Ez a harmadik, 
legegyszerűbb megfogalmazás tartalmazza a legtöbb közelítést, de előnye, hogy egy 
lépésben megadja a törőparamétert és az elmozdulások közelítő értékeit ebben az 
állapotban. 
3. Harmadrendű elmélet szerinti vizsgálat 
A valós szerkezeteken végzett vizsgálatok azt mutatják, hogy az elsőrendű elmé-
let szerinti számított törőteherbírás általában nem realizálható a geometriai nem-
linearitás következtében még akkor sem, ha a rugalmas kritikus teher akár egy 
nagyságrenddel magasabb is mint a képlékeny teherbírás. A „nagy elmozdulás, de 
kis alakváltozás" feltevést elfogadva, ha a geometriai nemlinearitást Hídszerkeze-
tek (vonalkontinuumok) esetén pontosan vesszük figyelembe, akkor harmadrendű 
elméletről beszélünk. A feladat diszkrét jellege ebben az esetben is megtartható és 
a szerkezet állapotát az elsőrendű elméletnél használt vektorokkal azonos méretű 
vektorokkal jellemezhetjük. Az elsőrendű elmélettel ellentétben viszont egy rúd 
lokális koordinátarendszere nem állandó, hanem a mindenkori konfiguráció függ-
vénye. A jelen munkában a [2]-ben használt megközelítést alkalmaztuk, melynek 
leglényegesebb jellemzőit röviden összefoglaljuk. A lokális koordinátarendszer a rúd 
kisebbik sorszámú (kezdő) csomópontjával mozog együtt és kiindulási állapotban 
mindegyik lokális koordinátarendszer a globális koordinátarendszerrel egyállású. 
Az általánosított rúderők és az általánosított alakváltozások ebben a lokális koor-
dinátarendszerben vannak értelmezve. Az általánosított rúderő a rúd kezdó'kereszt-
metszetének belső erőit (normálerő, nyíróerő, hajlítónyoinaték), az általánosított 
alakváltozás pedig a rúd nagyobbik sorszámú csomópontja és a rúd végkeresztmet-
szete közti relatív elmozdulást jelenti. E két jellemző azért van így definiálva, hogy 
a rugalmas rúdszakasz alakjának meghatározását egy nemlineáris elsőrendű diffe-
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renciálegyenlet rendszer és a kezdeti feltételek (ún. kezdetiérték feladat) megoldása 
szolgáltassa. Ez a kezdetiérték feladat általában csak numerikusan oldható meg. 
Egy ismert állapotból a következő' folyási helyhez tartozó állapot meghatáro-
zására vonatkozó összefüggésrendszer abban különbözik (2.2)-tó'l, hogy a 2.2/a li-
neáris egyenletrendszer helyett egy nemlineáris egyenletrendszer szerepel, és azért, 
hogy a határpont utáni állapotokat is vizsgálni lehessen, célfüggvényként az alap-
tehernek az elmozdulásokon végzett munkáját vesszük: 
(3.1) a) e(v , s ,m) = 0 c(v, s, A, m) = 0 f(v, s, A, ip) — к 
b) I0 : { i \ i p o l = 0 } , 7 0 : {г | ip0i < 0}; 
= A 0_, ¥><0, <pT(A — A0) = 0; 
q [ v = max! 
с) A io > A0,o, Xj 
d) 
Itt e, c, f az egyenletek bal oldalait képező nemlineáris vektor-vektor függvénye-
ket jelöli. Az egyensúlyi egyenletek és a képlékenységi feltétel képlet formájában 
felírhatok és kiértékelhetők az ismeretlen változók (v, s, A, ip, m) egy adott ér-
tékére, de a kompatibilitási egyenlet nem írható fel zárt képlet alakjában, és így 
csak az egyes rudakra vonatkozó kezdetiérték-feladat numerikus megoldásával ér-
tékelhető ki. Maga az összefüggésrendszer egy nemlineáris programozási problémát 
alkot annak minden bonyolultságával, azaz nem zárható ki az, hogy több megoldás 
létezik, ill. az sem, hogy nincs megoldás. így a megoldás egyértelműségének el-
döntése további vizsgálatot igényel. Ennek részleteire ebben a cikkben nem térünk 
ki. 
4. Másodrendű elmélet szerinti vizsgálat 
A harmadrendű elmélet szerinti vizsgálat igen számításigényes, mivel a kom-
patibilitási egyenlet kiértékelése minden rúdon egy kezdetiérték feladat numerikus 
megoldását igényli és a megoldás során sok kiértékelésre van szükség. Azokban az 
esetekben, amikor egy rúdon belül csak kis elmozdulások jönnek létre jó közelítést 
ad az ú.n. másodrendű elméleten alapuló közelítés is. Ez a feltétel biztosítható, ha 
a rudat megfelelő számú részre osztjuk. A „másodrendű elmélet" kifejezés gyűjtő-
fogalom, mert természetesen több, különböző közelítés létezik. A jelen munkában 
a [3]-ban ismertetett közelítést alkalmaztuk, mely normálerővel is terhelt gerenda 
differenciálegyenletének megoldásán alapszik. A megoldásból az ún. stabilitásfügg-
vények bevezetésével előállítható egy rúd másodrendű elmélet szerinti merevségi ill. 
hajlékonysági mátrixa. így az egyensúlyi, kompatibilitási egyenlet valamint a képlé-
kenységi feltétel mátrixegyenlet formájában felírható, de a benne szereplő mátrixok 
is függnek az ismeretlenektől. Ebben az esetben a következő folyási hely megkere-
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sésére vonatkozó matematikai programozási feladat a következő': 
(4.1) a) 
0 G(v) 0 
G T (v ) F(s) N T ( v ) 
0 N(v) 0 
b) 
c) Aia > AOJa, Aio — A0_ 
0 q „ 
0 t„ 
- E 0 
' V ' 
S " 0 " 
A = 0 
V К 
. m. 
< 0 } ; 
Г ( А — A 0 ) = 
d) q,; v = maxi 
5. Numerikus megoldás és mintapélda 
Sokszor fordul elő, hogy egy mérnöki probléma olyan matematikai feladatra 
vezet, amely megoldására még nem áll rendelkezésre precízen igazolt matemati-
kai algoritmus. Egy példa erre a véges elemek módszere, ahol a mérnöki szemlélet 
alapján kimunkált megoldási módszer megelőzte a matematikai megoldást. Van-
nak azonban a matematikának olyan megoldási módszerei is, melyek a mérnöki 
gyakorlatban még csak kis mértékben terjedtek el. Ilyen például a matematikai 
programozás területe, mely elsősorban gazdasági problémák megoldásának igényé-
ből fejlődött ki, és amely jelenleg már ott tart, hogy kereskedelmi forgalomban 
kaphatók több ezer ismeretlen és feltétel kezelésére alkalmas programcsomagok. 
A jelen vizsgálatban a MINOS (Modular In Core Optimization System) program-
csomagot [4] alkalmaztuk a 2.-4. pontokban megfogalmazott feladatok vizsgálatára, 
amely a Wolfe féle redukált gradiens módszert használja a nemlineáris programozási 
probléma megoldására. A programcsomag nemlineáris feladat esetén a felhaszná-
lótól két szubrutin megírását kívánja meg. Az egyik a feltételek bal oldalát jelentő 
vektor-vektor függvény és annak Jacobi mátrixa megadását, a másik a célfügg-
vény és gradiense megadását kell, hogy tartalmazza. A Jacobi mátrix és a gradiens 
megadása nem okvetlenül szükséges. Ha elmarad, akkor a rendszer numerikus de-
riválással számolja. A jelen esetben kihasználtuk ezt a lehetőséget. 
Illusztrációként egy, az irodalomból ismert feladat, megoldását mutatjuk be [5]. 
Az adatokat a 2. ábra tartalmazza. A szerkezet 14 csomópontot és 16 rudat tartal-
maz. Az ismeretlen [v, s, A, ip, m]T vektor mérete: 14 • 3 + 16 • (3 + 4 + 4) + 1 = 219. 
A feltételek száma: 14 • 3 (egyensúly) +16 • 3 (kompatibilitás) +16 • 4 (képlékeny-
ségi feltétel) +1 (normalitás) = 155. A 3. ábra mutatja be a három különböző 
elmélettel kapott erő-elmozdulás diagrammok összehasonlítását, a 4. ábra pedig a 
terhelési folyamat befejeződéséhez tartozó elmozdulási és nyomatéki ábrákat tün-
teti fel. Elsőrendű elméletnél a terhelési folyamat a folyási határállapot eléréséig 
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tart. Másod- és harmadrendű elmélet esetén viszont a szerkezet ú.n. posztkriti-
kus állapota (az erő-elmozdulás diagramm leszálló ága) is vizsgálható. Az ezen 
az ágon történő továbbhaladásnak korlátot szab a képlékeny csuklók alakváltozási 
képessége. A jelen feladatban ezt azonban nem vizsgáltuk, hanem a vizsgálatot 
egy bizonyos lépésszám után abbahagytuk. Ez azt jelenti, hogy a másod- és har-
madrendű esetben a terhelési folyamat befejeződéséhez tartozó állapotnak nincs 
kitüntetett jelentése. 
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Paper describes the analysis of the one parameter loading history of frames using a discrete 
model to characterize the mechanical behaviour of the structure. A s a starting point, the geomet-
rically linear behaviour is formulated (first order theory) and then the necessary changes in the 
formulation are introduced to treate the geometrically nonlinear case. T h e first case leads to a 
series of linear complementarity problems and the second case to a series of fully nonlinear pro-
g r a m m i n g problems. T h e application of the method is illustrated by an example solved using the 
M I N O S mathematical p r o g r a m m i n g package. 
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WOOD KERETE Л = 41.88 kN 
lEií 2 3 
10 
10 
ZI 1 1 = 
18 19 2C 
11 
5 
4 1 E 
21 22 21 
Г
 1 3 
1- i4 
12 3-
24 25 2< 
14 1 
E - 13 548 t/in2 = 21 000 kN/cm2 
A RUDAK ATADAI: 
15 
16 
1 7 
4x144 in. 
4x3.2256 
2x90 in.= 
2x2.286 m | 
Rúd A / Mp 
in2 cm2 in4 4 cm' t.in. kNm 
1, 2 5.30 34.19 55.63 2315 244.0 61.98 
3-8 7.35 47.42 122.34 5092 428.0 108.71 
9, 13 5.89 38.00 34.71 1445 205.3 52.15 
10, 14 7.37 47.55 43.69 1819 259.3 65.86 
11, 15 8.28 53.42 86.69 3608 393.5 99.95 
12, 16 10.32 65.58 115.06 4789 502.3 127.58 
2. ábra 
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Erő elmozdulás diagram 
0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6 1.8 2.0 
Elfordulások a képlékeny csuklókban 
elfordulás [rad] 
I . I 
""6.00 0.02 0.04 0.06 0.08 0.10 0.12 0.14 0.16 0.18 0.20 0.22 0.24 0.26 0.28 0.30 
3a. ábra. I. rendű elmélet szerint 
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Erő elmozdulás diagram 
Elfordulások a képlékeny csuklókban 
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t-H 
OJ 
'O 
s 
я 
Й 
u 
дз 
u 
2.40 
2.20 
2.00 
1.80 
1.60 
1.40 
Erő elmozdulás diagram 
2.04484 
2.01453 
Щ-х M 
"O.O 0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6 1.8 2.0 
Elfordulások a képlékeny csuklókban 
о 
дз 
<D 
sorrend!-60 
km-sorszám: 
N 
13 10 9 6 7 11 12 1 
6 15 7 20 12 17 1 19 
i . i i i i 
elfordulás [rad] 
t . 00 0.02 0.04 0.0« 0.08 0.10 0.12 0.14 0.16 0.18 0.20 0 2 2 0.24 0.26 0.28 0.30 
3c. ábra. III. rendű elmélet szerint 
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Az elmozdulások 
a teherparaméter: 2.24 
l ' | l | l i ' h l 5 . 0 m 
Lépték 
a teherparaméter: 2.24 
• i 100 kNm 
Nyomaték lépték 
4a. ábra. I. rendű 
Alkalmazott Matematikai Lapok 19 (1999) 
R U G A L M A S - K É P L É K E N Y ANYAGÚ SÍKBELI K E R E T E K .. . 197 
Az elmozdulások 
a teherparaméter: 1.57 a teherparaméter: 1.57 
h h I I 1 1 1 1 I 5.0 m Ш Ш 100 kNm 
Lépték Nyomaték lépték 
4b. ábra. II. rendű 
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a teherparaméter: 1.62 
Ш Ш 100 kNm 
Nyomaték lépték 
Az elmozdulások 
12 
a teherparaméter: 1.62 
1 ' I i I i I i i i I 5.0 m 
Lépték 
4c. ábra. III. rendű 
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AZ EXPONENCIÁLIS BARRIER PROGRAMOZÁS, MINT A LINEÁRIS 
PROGRAMOZÁS ANALITIKUS KÖZELÍTÉSE 
K L A F S Z K Y E M I L É S M Á L Y U S Z L E V E N T E 
Budapest 
Dolgozatunkban a standard Lineáris Programozási ( L P ) feladatpárok megoldásával 
foglalkozunk. A dolgozat célja egy speciális konvex programozási feladat bemutatása, 
amely alkalmas az L P tetszőleges pontosságú közelítésére. A z L P egyensúlyi feltételét 
perturbáljuk és a kotangens hiperbolikusz függvényt használjuk egyensúlyi feltételként, 
így olyan a , ß paraméteres konvex programozási feladatpárt definiálunk, nevezzük Ex-
ponenciális barrier Programozási feladatnak, azaz EP(a,/3) feladatnak, amelyre igaz, 
hogy h a a ß —» 0 akkor E P (a, ß ) —» L P . A főbb elméleti eredményekre, például az erős 
dualitási tételre egyszerű, elemi bizonyítást adunk. 
1. Bevezetés 
Nem újkeletű az a próbálkozás, hogy az LP feladatpart konvex programozási 
feladat segítségével oldjuk meg. Már 1968-ban Fiacco-McCormick [5] definiált egy 
konvex programozási feladatot, amelyró'l megmutatták, hogy az alkalmas az LP tet-
szó'leges pontosságú közelítésére. A téma kapcsolódik a belsó'pontos algoritmusok-
hoz (lásd [6], [15]), ezért azóta sem vesztett aktualitásából, amint azt többek között 
Roos-Terlaky-Vial 1997-ben megjelent könyve [12] is mutatja. Cikkünkben az ál-
talunk definiált konvex programozási feladatpárra vonatkozóan elsó'sorban néhány 
e két könyvben megjelent tételekkel analóg tételeket bizonyítunk. Az első' fejezet-
ben röviden összefoglaljuk az LP feladatpárral kapcsolatos alapvető' eredményeket. 
A következő' részben definiáljuk az EP(a, /3) feladatot. A harmadik fejezetben 
megmutatjuk, hogy az EP (a, fi) az LP analitikus közelítése, mert az EP (a, ß) op-
timális X(a,ß),z(a,ß) megoldására fennáll, hogy lim x ( a m = x * , lim Z(0m = z*, 
aß—>0 ' aß—>0 ' 
ahol x*,z* LP optimálisok. Megmutatjuk továbbá, hogy X(a l) ,Z( a ]) a illetve 
x(i,/3): z(i,/3) ß függvényében differenciálható görbe. Végül egy-egy konvex progra-
mozási feladattal definiáljuk az x*, z* LP optimális megoldásokat. 
Több alkalmazásban, például a mechanikában, kémiában és a közgazdasági fel-
adatokban, az egyensúlyi feladatokat egyszerűbb és természetesebb interpretálni. 
Elég, ha csak arra, gondolunk, hogy mechanikában használt úgynevezett potenci-
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álfíiggvények valójában fiktív függvények. Az általunk vizsgált matematikai prog-
ramozási feladat ekvivalens egy egyensúlyi feladattal (egyenlőség vagy egyenlőt-
lenség rendszerrel) abban az értelemben, hogy ha az egyik megoldható, akkor és 
csak akkor a másik is, és a programozási feladat optimális megoldása egybeesik 
az egyensúlyi feladat megoldásával.1 Ezért először az egyensúlyi feladatokat fogal-
mazzuk meg, majd az egyensúlyi feladattal ekvivalens matematikai programozási 
feladatot. A következőkben röviden felelevenítjük a lineáris programozás feladatát, 
alapiemmáját és dualitási tételét. 
Az alábbi jelöléseket kívánjuk használni: A £ дтХп mátrix, x,z £ Rn ismeret-
len vektorok, z, x £ Rn adott vektorok, у £ Rm ismeretlen vektor. Az általánosság 
elvének megsértése nélkül tegyük fel, hogy az A mátrix teljes sorrangú. Tetszőleges 
a £ Rn és b £ Rn vektorok skaláris szorzatát ab-vel jelöljük. 
1 . 1 . F E L A D A T . Az L P egyensúlyi f e l a d a t a ( L P E ) . 
(1.1) Ax = Ax z = z + A T y 
(1.2) x > 0 z > 0 
(1.3) zx = 0 
Itt (1.1) a lineáris affin feltétel, (1.2) a nemnegativitási feltétel és (1.3) a komp-
lementaritás! feltétel. Az utóbbi kettőt együtt egyensúlyi feltételnek nevezzük. 
A LPE-t az alábbi ekvivalens formában — LP feladatpárként — is megfogal-
mazzuk. 
1 . 2 . F E L A D A T . A Z L P f e l a d a t p á r ( L P ) . 
Prímái Duál 
( 1 . 4 ) A x = Ax z = z + A T y 
(1.5) x > 0 z > 0 
(1.6) min —> zx min—» zx 
Az (1.6) feltétel a primál illetve a duál célfüggvényt írja le. Vezessük be a 
primál és a duál megengedett megoldások halmazára az alábbi jelöléseket: 
P = {x £ R J I Ax = A x } 
D = { z € R J , y € R m | z = z + A T y} 
Elemi számolással igazolható, hogy az (1.4)-et kielégítő x és z vektorok között 
fennáll az alábbi egyenlőség. 
(1.7) zx + zx = zx + zx 
1 A továbbiakban egy egyensúlyi feladat és egy programozási feladatpár ekvivalenciáján min-
dig az előző m o n d a t b a n leírtakat értjük, ha ezt külön n e m is hangsúlyozzuk. 
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A fenti két feladat, az LP és az LPE ekvivalens egymással olyan értelemben, 
hogy az LP akkor és csak akkor oldható meg ha az LPE is megoldható és az LP 
optimális megoldásainak halmaza egybeesik az LPE megoldásával. A továbbiak-
ban összegezzük az ekvivalencia bizonyításra szolgáló lemmát, dualitási tételt és 
következményeiket ([4], [12] és [17]). 
1.1. LEMMA (alapiemma). Minden x E P- re é s z g D-re igaz, hogy 
(1.8) zx + zx > zx 
és egyenlőség akkor és csak akkor áll fenn, ha ZjXj = 0 , V j — r e , vagyis ha teljesül a 
komplementaritási feltétel. 
1.2. KÖVETKEZMÉNY (gyenge egyensúly). Ha x E P és z E D, valamint (1.8)-
ban az egyenlőség teljesül akkor x prímái, z duál optimális megoldása az L P fela-
datpárnak. 
1 . 3 . T É T E L (dualitás). Ha P és D nem üres akkor létezik olyan x с P és z € 
D, amelyre a komplementaritási feltétel teljesül. 
1 . 4 . KÖVETKEZMÉNY (eró's egyensúly). Ha x E P és z E D optimális megol-
dásai a primál és a duál feladatnak, akkor ( 1 . 8 ) - b a n az egyenlőség teljesül. 
A továbbiakban az LPE feladat egyensúlyi feltételét perturbáljuk. így olyan 
konvex programozási feladatot kapunk, amelyre vonatkozó alapiemma és a duali-
tási tétel speciális esetként tartalmazza az LP feladatra vonatkozó ezen tételeket, 
amennyiben a LP feladatnak van pozitív megoldása, azaz létezik olyan z E D , 
x E P, amelyekre z , x > 0 [7]. 
Eló'ször az egyensúlyi feladatot fogjuk felírni, majd definiálunk egy speciális 
konvex programozási feladatot és belátjuk, hogy egy paraméter (a vagy ß) változ-
tatásával az LP feladatot közelíti. Az általunk bevezetett egyensúlyi függvény a 
cth függvénybó'l egyszerű transzformációval származtatható. Mivel a primál cél-
függvény exponenciális függvény, ezért az így kapott speciális konvex programozási 
feladatot exponenciális programozási, azaz EP (a ,ß ) feladatnak fogjuk nevezni. Az 
EP (Q, ß) feladat bemutatását és tárgyalását az LP feladattal analóg módon építjük 
fel. 
2. Az EP (a, ß) f e l ada t 
Ebben és a következő' fejezetekben tegyük fel, hogy mind a primál, mind a duál 
feladatnak van pozitív megoldása. Ekkor feltehető', hogy x > 0 ,z > 0 és kielégítik 
(1.4)-et. 
A LPE és LP feladatokat az alábbiakban definiált EPE(a, /3) illetve EP(a , /3) 
feladatattal fogjuk közelíteni. Legyen ot,ß E R+, tetszőleges, de rögzített skalárok, 
x, z E R+ tetszőleges, de rögzített vektorok. 
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2.1. Feladat. Az EP(a, /3) egyensúlyi feladata (EPE(a , /3) ) . 
Ax = Ax z = z + A r y 
x > 0 z > 0 
OÍ / ÖL -f- z • \ 
Az egyensúlyi feltétel: z3 = -.— Vj, ( inverze: Xj — ß log — \/j ) 
exp ( ^ - j - 1 v Zj ) 
Megjegyezzük, hogy az egyensúlyi feltétel alábbi, grafikus ábrája adta az ötle-
tet a szerzőknek arra, hogy az EP (a, ß) feladattal analitikusan közelítsék az LP 
feladatot. Vizuális típusú olvasóink számára megjegyezzük, hogy az ábrán lévő nyi-
lak az jelzik, hogy az a illetve ß paraméterrel, mely irányban tudjuk az EPE (a, ß) 
feladat egyensúlyi függvényét, a vastag vonallal jelzett LPE egyensúlyi feltételéhez 
közelíteni. 
1. ábra 
Az LPE-hez hasonlóan az EPE (a, ß) egyensúlyi feladat is megfogalmazható 
feladatpárként. 
2.2. Feladat. Az EP (a, ß) feladatpár. 
Primál feladat 
Ax = Ax 
x > 0 
(2.1) min —• z x — aß ^ log I 1 — exp 
j=i ^ 
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Duál feladat 
z = z + ATy 
z > 0 
71 n 
(2.2) min —• zx + ß Zj log Zj - ß ^ ( a 4- Zj) log (a + Zj) 
Vezessük be az alábbi jelöléseket: 
P° = {x G R™ I Ax = Ax} 
D° = {z G R ; , y G R"11 z = z + А г у } 
Azt állítjuk, hogy az E P E ( A , / L ) feladat ekvivalens az E P {a,ß) feladattal. Az 
ekvivalenciát és a megoldás létezését a következőkben egy alaplemmával és egy 
dualitási tétellel mutatjuk meg. Itt jegyezzük meg, hogy az E P ( Q , / 3 ) feladattal 
rokon, úgynevezett entrópia programozásra vonatkozó alapiemma és dualitási tétel 
bizonyítása megtalálható [8]-ban. 
Az alapiemma és a dualitási tétel bizonyításában felhasználjuk az alábbi egyen-
lőtlenséget (legyen a, b G R+)-
(2 .3) a log ^ — a + b > 0, Va,b> 0, 
és egyenlőség akkor és csak akkor van, ha a = b. Megjegyezzük, hogy (2.3) bal-
oldala két pozitív szám (a, b) Kulbach-Leibler (K-L) eltérése néven is ismeretes 
2.1. L E M M A (alapiemma). Minden x G V°, z G T>° és a,ß G R+ esetén fennáll 
az alábbi egyenlőtlenség: 
[3]. 
n / / \ \ n 
(2.4) zx — 
n 
—ß ^ ( a + Zj) log (а + Zj) + naß log a > xz 
és egyenlőség akkor és csak akkor áll fenn, ha 
(2.5) а 
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Bizonyítás. L e g y e n e k 
(2-6) ai := - J - , bi := 
1 + exp(xj) 
( 2 - 7 ) A 2 : = - F - , 6 2 : = 
1 + Z j e x p ( X j ) 
A (2.6) és (2.7) kifejezéseket (2.3)-ba helyettesítve az alábbi egyenlőtlenségeket 
kapjuk, 
Zj 
(2.8) — l°g —/iff _ Í 2 1 1— > g Vj 
1
 + F s ^ T ) 1 + F e x p ( x j ) 
(2-9) - - J -
 + ; 1 > 0 Vj. 
V
 l + Z , 6 exp(x , . ) - l
 1 + z e x p ( X j ) * 
exp (*,•) 
Mindkét esetben egyenlőség akkor és csak akkor áll fenn, ha 
ai = 6i illetve a2 = 62, azaz ha z7- = т—r . 
exp (Xj ) - 1 
Összeadva és rendezve a (2.8) és (2.9) egyenlőtlenségeket, a következőket kap-
juk 
- log r ï 2 - + log T"T~~~ + F - log ( exp ( X j ) - l ) > 0 Vj. 1+ Zj 1+ Zj 1+ Zj 1 + Zj 3 1 + Zj 
Szorozzuk meg az egyenlőtlenséget az 1 + Zj pozitív számmal és elemi átalakí-
tások után kapjuk az alábbi összefüggést: 
Zj log Zj - Zj log (1 + Zj) - log (1 + Zj) + ZjXj + Xj - log ( exp (xj) - l) > 0 Vj. 
Felhasználva, hogy Xj = log (exp(x 9 j ) az utolsó két tagot vonjuk össze. 
GXp ( x ) 
Zj log z3 - Zj log (1 + Zj) - log(l + Zj) + ZjXj + log 3 > 0 Vj. 
6XP( (T j j 1 
Most Xj helyére írjunk Ц- t , illetve Zj helyére Д-t , majd szorozzunk a/?-val és 
egyszerű átalakítások után a következő egyenlőtlenséget kapjuk: 
axj l o g Zj — axj l o g (a + Z j ) — a ß l o g ( a + Z j ) + a ß l o g a + ZjXj — 
I F 
ß —a/3 log I 1 — exp I ] ) > 0 Vj. 
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Vj—re történő szummázás után, felhasználva (1.7)-et a kívánt egyenlőtlenséget kap-
juk. 
z x - a ß Y l oS - e x P ( j ß ) ) + + ß é z i l oS z i ~ 
n 
—ß + Zj) log (a + z j ) + naß log a > xz. • 
7=1 
Megjegyezzük, hogy bár a következő tétel bizonyítása általánosabb formában 
megtalálható például [l]-ben, [2]-ben és [13]-ban, egy rövid és egyszerűbb bizonyí-
tást közlünk az alábbiakban. 
2 . 2 . KÖVETKEZMÉNY (gyenge egyensúly). На щ
а
,р) £ és Z(a,p) € V°, va-
lamint ( 2 . 4 ) - b e n az egyenlőség teljesül, akkor x.(a,p) és Z(aj3) optimális megoldása 
az E P ( a , ß) feladatpárnak. 
Bizonyítás. Elemi meggondolásból követezik. • 
2 . 3 . T É T E L (dualitás). Létezik egy és csak egy olyan x*a ^ G V° és z)a ^ G  
T>°, amelyre (2.4)-ben az egyenlőség teljesül. 
Bizonyítás. I. Könnyen igazolhatók az alábbi állítások: 
(i) A prirnál célfüggvény szeparábilis, tagonként szigorúan konvex, folytonos 
függvény. 
( ü ) 
*д^+о w -aßlog (г -exp (т 1)) = +00' Vj-
(iii) Mivel z > 0, ezért 
l im ZjXj — aß log ( 1 — e x p ( — ) ) = + o o , V). 
XJ - » + OO \ \ ß J J 
(iv) A primál célfüggvény nívóhalmazai Va,/? G R+ esetén zártak és korlátosak. 
x > o |zx — aß ^TJ log — exp ) ) < 
< zx — aß Y2 ( i — e x P ( ~ X 
J = 1 ^ ^ 
7 
ß 
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A fentiekből következik, hogy a 
n 
zx — aß Y) l°g ( 1 ~ e x P ( ) ) < x > 0 
i= i 
< z x - a / 3 ^ 1 o g ^ l - e x p ^ - ^ - j ) , x = x + A T y 
is zárt korlátos halmaz. Felhasználva Weierstrass tételét, miszerint folytonos függ-
vény zárt korlátos tartományon felveszi minimumát, azt kapjuk, hogy a priinál 
célfüggvény felveszi minimumát valamely x*a ^ G V° pontban. Hasonló módon 
igazolható, hogy a duál célfüggvény is felveszi minimumát valamely z ja ^ G T>°-
pontban. 
H.a., Jelölje a(*' az A mátrix i—dik sorvektorát és x/a ^ az EP(a , /3) feladat 
optimális megoldását. Legyen 
zi = w—m > 0 
e x P ( ^ ) - l 
Vj-re. Megmutatjuk, x( a ^ és z* az EPE (a, ß) egyensúlyi feladat megoldása. Ha 
most nemlétezik olyan y amelyre z* — z = Атy azaz z* — z $ С (a^1), • • •, ..., 
a ( m ) ) akkor létezik olyan x G £ x ( a ( 1 ) , . . . , o ( i ) , . . . , a ( m ) ) amelyre x(z* - z) ф 0. 
Tehát, ha x(z* - z) = 0 akkor z* G V°. Legyen х Г ^ = x*Q ^ + i9x(a:/3), ahol nyil-
ván 3Í9 > 0 amelyre x(* ^ > 0. Mivel feltevésünk szerint x*a ^ primál optimális 
megoldás, ezért 
d n ( 
3=1 \ 
azaz z* gV°. Tehát, ha a primál célfüggvény az xjía ^ G V° helyen veszi fel a 
minimumát és 
Y 
/=о 
3 /x'(a,ß)-\ 
exp I —L i — F T 4 - 1
Vj-re, akkor z* G V°. 
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II.b., Legyen z) a az EP(a , /3) feladat duál optimális megoldása és x* = 
ß l o 6 a+z-(c! g'f^  > ® Vj-re. Megmutatjuk, hogy ekkor x* és z*{a ß j az EPE (a, /1) 
egyensúlyi feladat, megoldása. Legyen z** = z}a ^ + A T y , ahol nyilván 3y > 0, 
hogy z** > 0. Mivel feltevésünk szerint z*, duál optimális megoldás ezért 
d 
dyl ^ E - ß
zfc,ß)j z(a,ß)j - ß(<* + < : , / 3 b ) log ( a + 
= a ( l ) x - a ( l ) x * = 0, 
J = I y,=0 
Vî-ге, azaz x* eV0. Tehát, ha a duál célfüggvény a z*a ^ e T>° helyen veszi fel a 
minimumát és x* — ß log 4 ú r e akkor x* e V 0 . 
Ha x^Q pj e V° és z*{a e T>° az EPE (a, ß) egyensúlyi feladat megoldásai, 
akkor (2.4)-ben az egyenlőség teljesül és a 2.2. Következmény szerint x^a ^ és 
Z ( A , / 3 )
 a z
 feladat optimális megoldásai. Ha a primál célfüggvény az x 2 
helyen is felveszi minimumát, akkor (2.4)-ben nyilván ^ helyére xíj-őt írva 
is teljesül az egyenlőség. Ekkor azonban a 2.1. Lemma szerint fennáll, hogy 
x 2j = 01og at'(a°'ß)'>J ' ^i~re> fehát x(*a ßj = x 2 , ezért az EP (a,/3) feladat primál op-
timális megoldása x? ^ egyértelmű. Hasonlóképpen belátható, hogy az EP ( a , ß ) 
feladat duál optimális megoldása is egyértelmű. Ezzel a bizonyítást befejeztük. • 
2.4. KÖVETKEZMÉNY (erős egyensúly). Ha X(aß) e P°, és z ( a i / 3 ) E D° opti-
mális megoldásai az E P (a,ß) feladatnak, akkor (2.4) egyenlőséggel teljesül. 
Bizonyítás. Elemi meggondolásokból adódik. • 
3. Az L P fe l ada t közel í tése az EP(a , /3) f e l a d a t t a l 
A továbbiakban megmutatjuk, hogy az EP (a, ß) feladat a LP feladat analiti-
kus approximációjának tekinthető, mert ha aß —> 0 akkor EP [a,ß) —>LP. 
3 .1 . LEMMA. Legyenek a,ß e R+ tetszőleges, de rögzített skalárok, valamint 
Vj, ahol x,z e R n . Ekkor 0 < x3z3 < aß, Vj-re. "3 — 
exp 
Bizonyítás. Könnyen igazolhatók az alábbi állítások, amelyekből nyilvánvalóan 
következik a lemma állítása: 
(i) 
r aX3 P hm -.—-г = aß\ 
exp ( ^ - j - 1 
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(Ü) 
(iii) 
(iv) 
ax: 
hm v - 4 = 0; 
exp ( ^ - j - 1 
e x p ( ^ ) 
monoton csökkenő (0, oo)-en; 
exp ( ^ ) - l ' 
• 
3 . 2 . LEMMA. Legyenek X(a,ß) és Z(a,p) optimális megoldásai E P ( a , 0 ) - n a k , 
а < а°, ß < ß°, és К := > 0. Ekkor 
minj (xj ,Zj ) 
X(a,ß)j, Z(a,ß)j < К Vj-re. 
Bizonyítás. А 3.1. Lemmából és (1.7)-ből következik, hogy 
x(a,/3)z + xz(a,/?) < í z + naß < xz + па°ß°. 
Mivel X(aj3)Z > 0, xz( a /3j > 0, í , z > 0, következik az állítás. • 
3 . 3 . KÖVETKEZMÉNY. Legyenek Щ
а
,р) és Z(aji) optimális megoldásai 
E P (a,ß)-nak, a°,ß° adott skalár értékek és а < а ° , ß < ß°. Ha aß 0 akkor 
az X(Qjj3) és Z(a>|g) optimális megoldások sorozatából kiválasztható egy konvergens 
részsorozat úgy, hogy minden X(a,ß)j> z(a,ß)j tagnak a (Ii, 0] halmazon van torló-
dási pontja. 
Bizonyítás. Nyilvánvaló (lásd [18]). • 
3 . 4 . L E M M A . Legyenek X ( A , / 9 ) és Z(Qiig) optimális megoldásai E P (a, ß)-nak. 
Tegyük fel, hogy aß —» 0 . Jelölje x* és z* a z ^ és Ъ(
а
,р) optimális megoldások 
sorozatából kiválasztható egyik konvergens részsorozat torlódási pontját. Ekkor 
igazak az alábbi állítások. 
(i) X(a,ß)z(a,ß) = X*Z* = 0, 
(ii) x * és z* optimális megoldásai az L P prímái és duál feladatnak. 
Bizonyítás, (i) a 3.1. Lemma és a 3.2. Lemma következménye. Mivel x.(a,ß) £ 
P° és z(Qi(3) € D° V(a, ß) > 0-ra ezért a torlódási pontban x* G P és z* € D. Az 
1.2. Következmény szerint ebből következik (ii). • 
3 . 5 . KÖVETKEZMÉNY. Legyenek x.(a,p) és Ъ(а,р) optimális megoldásai 
E P ( a , ß)-naк. Ekkor az alábbi egyenlőtlenségek fennállnak. 
aK 
< X(a,ß)jZ(a,ß)j < aß, Vj. 
e x p ( f ) 
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Bizonyítás. A jobboldali egyenlőtlenség a 3.1. Lemma állítása. A baloldali 
egyenlőtlenség a 3.1. Lemma(iii) állításából és a 3.2. Lemmából következik. • 
A továbbiakban tegyük fel, hogy az A mátrix sorai függetlenek és tekintsük az 
EP (a, ß) feladatból származtatott EP (a, 1) és az EP (1, ß) speciális feladatokat. 
A következőkben az LP célfüggvényekkel kapcsolatos állításokat teszünk. 
3.6. L E M M A . Jelölje В 6 R' l*(n-m) az A mátrix null tér mátrixát. Ha X G P, 
z, y £ D akkor igazak az alábbi állítások. 
(i) Az L P primál célfüggvény, z x , akkor és csak akkor konstans P°-n, ha létezik 
olyan y amelyre, 
(3.1) z = ATy. 
(ii) Az L P duál célfüggvény, x z , akkor és csak akkor konstans D°-n, ha létezik 
olyan t £ R n amelyre 
x = t B. 
Bizonyítás, (i) Először belátjuk, hogy ha (3.1) fennáll, akkor zx konstans P°-n. 
Induljunk ki az alábbi egyenletrendszerből. 
Ax = Ax 
Szorozzuk meg mindkét oldalt y-nal, és használjuk fel (3.1)-t: 
zx = zx. 
Most belátjuk, hogy ha zx konstans P°-n akkor (3.1) fennáll. Ha ugyanis zx kons-
tans P°-n akkor fennáll, hogy 
zx = zx 
Átrendezve és felhasználva (1.4)-et kapjuk, hogy: 
z(x - x) = 0 és A(x - x) = 0, 
amiből következik az állítás. Hasonlóképpen bizonyítható (ii), ezért a bizonyítást 
az olvasóra bízzuk. • 
3 . 7 . T É T E L , (i) Tekintsük a z E P ( A , 1) feladatot. Legyen A** < a * és az A*-
hoz tartozó optimális megoldás x* valamint az a**-hoz tartozó optimális megoldás 
x**. Ekkor zx** < z x * és egyenlőség akkor és csak akkor van, ha z x konstans az 
egész megengedett tartományon. 
(ii) Tekintsük az Е Р (1, /3) feladatot. Legyen ß** < ß* és a ß*-hoz tartozó op-
timális megoldás z* valamint a ß**-hoz tartozó optimális megoldások z**. Ekkor 
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z**x < z * x és egyenlőség akkor és csak akkor van, ha z x konstans az egész megen-
gedett tartományon. 
Bizonyítás, (i) Az adott x*,x** vektorok optimalitását felírva az alábbi egyen-
lőtlenségek adódnak. 
n n 
(3.2) zx* - a * ] T l o g ( l - e x p ( - z * ) ) < zx** - a* ^ l o g (l - exp (-£**)) 
7=1 7 = 1 
n n 
(3.3) z x * * - a * * ^ l o g ( l - е х р ( - т * * ) ) < zx* - a** ^ l o g (l - exp(-:r*)) 
7=1 7=1 
Mindkét esetben egyenlőség akkor és csak akkor, ha x** = x * . (3.2)-t szo-
rozva ^T--gal és hozzáadva (3.3)-t, kapjuk: x**z(l - < x*z( l - ^ r ) , ahol 
1 - > 0, tehát zx** < zx*. 
a — 
Hasonló módon bizonyítható (ii) is, ezért ezt az olvasóra bízzuk. • 
A továbbiakban tegyük fel, hogy nem létezik (3.1 )-et kielégítő у vektor. A kö-
vetkező tétel rávilágít arra, hogyan lehet az LP-t az EP (ct, /3) feladat segítségével 
tetszőleges pontossággal közelíteni. 
3 . 8 . T É T E L . Tekintsük az E P ( a , 1) feladatot. Tegyük fel, hogy az A mát-
rix sorai függetlenek. Jelölje Х(
И ] 1 ) , У( А Д), %(а,1) az adott a-hoz tartozó optimális 
megoldást és legyen а0 > а > 0. Ekkor Х (
а
д ) , У (
а
д ) , z ( a , i ) а szerint folytonosan 
deriválható görbe. 
Bizonyítás. A bizonyítás [5] ötlete alapján a következő. 
Tekintsük az ЕР (a, 1) feladattal ekvivalens alábbi EPE (a, 1) feladatot. 
A x ( a l ) = Ax 
х ( а Д ) > 0 (3.4) 
a 
\x(oc,ß)j) - 1 exp 
= Zj + Y y ( a J ) i a B V T 
A 2.3. Tétel szerint, ennek minden a-ra egy és csak egy megoldása van. Jelöljük 
ezt (x(Q l ) ,y ( a l))-gyel. Az implicitfüggvény-tétele (lásd [18]) értelmében а kis 
környezetében (х(
а1/з),у(ад)) a folytonosan deriválható függvénye, ha az alábbi 
mátrix teljes rangú az (х(
а
д) ,у(
а
д)) pontban. 
x|
'
(x("')>)~1 \ лТ 
(<".1)J 
A ' 0 
d i a g ( a 1 * 
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Feltevéseinkből következik, hogy a fenti mátrix invertálható, tehát Х(
а
д),у(
а
д) 
a szerint folytonosan deriválható görbe az a £ (0,q°] tartományon. Mivel У(
а
д) 
folytonosan deriválható, következik, hogy Z(a l j szintén folytonosan deriválható 
A következőkben definiálunk egy úgynevezett exponenciális centrumot. Meg-
mutatjuk, hogy az exponenciális centrum karakterizálja az ЕР (a, 1) feladat opti-
mális megoldását. Célunk az, hogy az exponenciális centrum segítségével definiál-
juk az Х(
а
д), a —> 0-hoz (a° > a > 0) határértékét, (x* = linr X(0 |i)]-et. Jelöljön 
x* egy LP optimális megoldást, továbbá legyen у = zx*. Az általánosság elvének 
megsértése nélkül feltehető, hogy у pozitív. 
3.9. Definíció. Jelölje X(a l j az EP (a, ß) optimális megoldását és legyen e olyan 
pozitív szám, amelyre teljesül, hogy Х(
а
д fiz = y(l Ekkor az alábbi (3.5) fel-
adat optimális megoldását (jelöljük X(e)-nal), az E P ( a , l ) — primál célfüggvénye 
szerinti — exponenciális centrumának nevezzük. 
(3.5) Ax = Ax 
Megjegyezzük, hogy az exponenciális centrum analóg fogalom az úgynevezett 
analitikus centrum (lásd [14]) fogalommal. A következő tételben — amelynek ana-
lóg megfelelője megtalálható [14]-ben — megmutatjuk a kapcsolatot az ЕР (а, 1) 
feladat és az exponenciális centrum között. 
3 . 1 0 . TÉTEL. Az Е Р ( а , 1) feladat optimális megoldása legyen X(a,i)-
Ha X(a>1)Z = y(l + e) akkor X(£) = X(a>1). 
Bizonyítás. Megmutatjuk, hogy (3.5) és az EPE (а, 1) ekvivalensek. Legyenek 
77(e) £ R, т/(а,1),У(е) G R m valamint P(e) := {x £ RIJ. I Ax = Ax, xz = y(l + г)}. 
Tekintsük az E P ( a , l ) feladatot. Feltevésünk szerint ennek optimális Х(
а>1) meg-
oldására fennáll, hogy X(a l)Z = д(1 + г). Az Е Р Е ( а , 1 ) feladat ekkor az alábbi 
formát ölti: 
(3.6) Ах ( ад) = Ax z ( c t i l ) = z + A 7 y ( c t i l ) 
görbe az a £ (0,a°] tartományon. • 
xz = /7,(1 + e) 
x > 0 
n 
min —» zx — ^ ^ log (l — exp (—Xj)) 
7 = 1 
Х(а,1) > 0 Z(oi>1) > 0 
(3.7) a 
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Valamint X(a l)Z = p(l + E). 
(3.7)-et behelyettesítve (3.6) jobboldali egyenletrendszerébe, kapjuk az alábbi 
egyenletrendszert. 
(3.8) , 1 , = ^ + E — « v Vj. 
exp (®(a,l)i) - 1 a t t a 
Most tekintsük a (3.5)-tel ekvivalens egyensúlyi feladatot. (Az ekvivalencia 
az A mátrix speciális megválasztásával a 2.3. Tételből következik. Ezt az olvasó 
könnyen ellenőrizheti.) 
A X ( £ ) = A X Z(£) = z ( l +V(e)) + АТУ(е) 
(3.9) X(£)Z = /r(l + e) 
x ( e ) > 0 z ( e ) > 0 
Z(e)3 = T^-X 7 V Ú 
exp (X(£)j) - 1 
(z(e)j = e x p / E ) - i - V j ) - t behelyettesítve (3.9) jobboldali egyenletrendsze-
rébe, kapjuk az alábbi egyenletrendszert. 
TTL 
(3.10) r 7 = Zj (l + Г)
И
) + E V(e)iO-ij Vj. 
exp L M , - 1 TGV t=i 
Tegyük fel, hogy x ( e ) ф x{ a,i). Mivel x ( e ) , Х(ад) G ezért a 7)(e) •— ^ —' 1 
és У(£) := У(°Л) választással X(£) = X(Q l j is megoldása (3.9)-nek, ami ellentmond a 
2.3. Tételnek. Ezzel a bizonyítást befejeztük. • 
3 . 1 1 . KÖVETKEZMÉNY. Legyen А° > a > 0 és jelölje a z E P ( A , L ) feladat op-
timális megoldását X(a l ) továbbá legyen £ = ß 
(i) Ekkor minden e° > e > 0-ra létezik optimális megoldása a 3 .9 . Definícióban 
megadott centrum feladatnak, ahol e° = Х{""ЛТ M. 
(ii) Ha aß -» 0, akkor e - + 0. 
Bizonyítás, (i) X ( a n z po 
-n folytonos függvény az a° > a > 0 tartományban. 
Ebből következik az állítás, (ii) Nyilvánvaló. • 
A továbbiakban e legyen olyan pozitív szám, amelyre teljesül, hogy e = 
ß 
A következő tételben felhasználjuk az alábbi ún. Kronecker tételt (lásd [10], 
[11], [16]). 
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KRONECKER-TÉTEL. AZ alábbi két rendszer közül az egyik és csak az egyik 
megoldható. 
I. Létezik olyan x vektor, amelyre 
Ax = b . 
II . Létezik olyan y vektor, amelyre 
A T y = 0, 
yb ф o. 
Vezessük be az alábbi jelöléseket N = { j | xj = 0}, В = { j \ x3 > 0} és tegyük 
fel, hogy az Ax = Ax, xz = p, x > 0 egyenletrendszer legbővebb pozitív megoldása 
az alábbi módon áll elő: 
X j = 0, Vj 6 N, 
Xj > 0, Vj € B. 
A következő 3.12. Lemmában és 3.13. Tételben definiáljuk linr X(a l j = x*-ot. 
3 . 1 2 . LEMMA. Tekintsük az Е Р ( a , 1) feladatot. Jelölje X ( a , i ) , Z( t t i i ) az adott 
ot-hoz tartozó optimális megoldást és legyen x, z az LP feladat egyik legbővebb pozi-
tív megoldáspárja valamint 6 : = m i n {xj I j G В é s l j | j G N } • Ekkor l i in X( a > 1) > 0 
Vj G В és lirn z ( a , i ) > 0 Vj G N. 
Bizonyítás. Az 1.1. Lemma és a 3.5. Következmény felhasználásával kapjuk a 
következő becslést. 
n 
XjZ(cc,l)j + JrX(c,,l)j = ^2x(a,l)jZ{a,l)j < na. 
j€B j£N j= 1 
Innen az alábbi összefüggéseket kapjuk. 
Ha j G В akkor Sz^^y < na, Z(a,i)j < pp-
expl . j . , , , ) -! ^ ? ' *<«ДН * l 0S ^ > 0 B • 
Ha j G IV akkor &C(eii)j < na, Ж(ад)j < у . 
Felhasználva, hogy Hm = 1, kapjuk, hogy 
na 1 6 6 „
 w . _ 
2(a 1b > -7 7 \ > — > 0 Vj G N. • (
 ' " ~ « e x p ( í f ) - i n - -n 
3 . 1 3 . T É T E L . Tekintsük az Е Р ( a , 1) feladatot. Jelölje X ( A L ) a z adott a-hoz 
tartozó optimális megoldást és legyen l im Х (
а
 n = x* , v a l a m i n t p = x*z. Ekkor x* 
a következő' feladat optimális megoldása. 
Ax = Ax 
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X Z = p 
x > 0 
m i n —» XjZj - log ( l - e x p (—Xj)) 
jeB 
Bizonyítás. Legyen e = Ekkor a 3.10. Tétel szerint az x ( a l) karakte-
rizálható az exponenciális centrummal azaz (3.5)-tel vagy (3.9)-cel is. Jelöljük (3.9) 
megoldását X(£)—nal. Mivel Х(ад) = X(£) ezért nyilván lim Х(ад) = lim X(£) = x*. 
Tudjuk továbbá, hogy minden olyan e-ra, amelyre > e > 0 létezik egy és csak egy 
X(£), Z(e) illetve 77(e) y(£), megoldás. Tehát 3x(£) G P(£) amelyre (3.11) megoldható 
minden e° > £ > 0 esetén. 
(3-Й) ^ Ц = Zj ( l + V { £ ] ) + a j y ( e ) V/. 
e x p (x{e)j ) - 1 
A 3.12. Lemma alapján tegyük fel, hogy x* — lim X(ey = 0 V/ G N és x* = 
limx(£)) > 0, V/ G В. így (3.11 )-t az alábbi két részre bonthatjuk. 
(3.12) _ _ l _ = 2 j . ( l + 4 ( 0 ) ) + a f y ( 0 ) V j G P , 
(3.13) x* = 0 V/ G N. 
Mivel x* G P elég azt belátnunk, hogy (3.12) megoldható a ??(0), У(о), ismeretle-
nekre. Tekintsük (3.12)-t a Kronecker tétel I. rendszerének és tegyük fel, hogy 
nem oldható meg. írjuk fel Kronecker altenatíváját, amely most feltevésünk szerint 
megoldható tehát létezik olyan r G R'1 vektor, amelyre 
rjdij = 0 Vi (i = 1 . . . m ) , 
v j e s 
ri*ó = °> 
Vjes 
(3-14) Y " r, 7—гт—- ф 0. 
V^B е х рИ)"1 
Mivel
 е х р 1 , V/ G B-re pozitív véges érték és a ф—-г— folytonos függvé-
J exp ( x ( E b J - l 
nye e-nak ezért létezik olyan kis d G R " vektor hogy (3.14) megoldható minden 
olyan x G R n vektorra, amelyre x* — d < x < x* -I- d. De ez azt jelenti, hogy Kro-
necker alternatívája (3.12) nem oldható meg ilyen x vektorra tehát x* nem lehet 
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torlódási pont, ami ellentmond feltevésünknek. Tehát ha x* torlódási pont, akkor 
szükségképpen (3.12) megoldható a 77(0), У(о), ismeretlenekre. Ezzel a bizonyítást 
befejeztük. • 
3 . 1 4 . T É T E L . Tekintsük az E P ( a , 1) feladat exponenciális centrum feladatát 
azaz (3.5)-öt. Tegyük fel, hogy az LP primál célfüggvénye nem konstans P°-n. 
Jelölje X ( £ ) a z adott e-hoz tartozó optimális megoldást és legyen > e > 0 . Ekkor 
X(£), e szerint folytonosan deriválható görbe. 
Bizonyítás. A bizonyítás analóg a 3.8. Tétel bizonyításával, ezért ettó'l eltekin-
tünk. • 
Az EP (1, ß) feladatra vonatkozóan, a 3.8.-3.14. tételekhez, lemmákhoz, követ-
kezményhez és definícióhoz hasonló állításokat lehet tenni. Ezt az olvasóra bízzuk. 
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M Ű E G Y E T E M RKP. 3. 
THE EXPONENCIAL BARRIER PROGRAMMMING, AS AN ANALITICAL 
APPROXIMATION OF THE LINEAR PROGRAMMING 
Emil KLAFSZKY AND L E V E N T E MÁLYUSZ 
We presented a special convex programming problem as an analitical approximation of the 
standard linear programming problem with arbitrary accuracy. The compatibility condition of 
linear programming problem is perturbed and the cotangent hyperbolic function is used as an 
equilibrium function. It leads to a convex programming problem with parameters a, ß, called 
Exponential Barrier Programming problem ( EP (alpha, ß)) . The following statement is proved: if 
aß —» 0 then EP (a, ß) —» LP, moreover a simple proof is given on the duality theory of EP (a, ß). 
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ÚTMUTATÁS A SZERZŐKNEK 
A z Alkalmazott Matematikai L a p o k csak m a g y a r ijyelvű dolgozatokat közöl. A kéziratok gé-
pelését olyan f o r m á b a n kérjük, hogy m i n d e n gépelt oldal 25, egyenként átlag 50 betűhelyes sort 
tartalmazzon. A közlésre szánt dolgozatokat h á r o m példányban kell beküldeni. Előnyben része-
sülnek a TfjX-ben elkészített dolgozatok. Ezeket két kinyomtatott példány kíséretében diszketten 
kérjük beadni. 
A kéziratok szerkezeti felépítésének a következő követelményeket kell kielégíteni. A fejlécnek 
tartalmaznia kell a dolgozat címét, a szerző teljes nevét, valamint a n n a k a városnak a nevét, ahol 
a szerző dolgozik. A fejléc után egy, képletet n e m tartalmazó, legfeljebb 200 szóból álló kivona-
tot kell m i n d e n esetben megadni. A dolgozatot c í m m e l ellátott szakaszokra kell bontani, és az 
egyes szakaszokat arab sorszámozással kell ellátni. A z esetleges bevezetésnek mindig az első sza-
kaszt kell alkotnia. A z irodalomjegyzék után, a kézirat befejezéseképpen fel kell tüntetni a szerző 
teljes nevét és a m u n k a h e l y e (illetve lakása) pontos címét. A dolgozatban előforduló képleteket 
szakaszonként újrakezdődően, a képlet előtt két zárójel közé írt kettős számozással kell azonosí-
tani. Természetesen n e m szükséges m i n d e n képletet számozással ellátni. A z esetleges definíciókat 
és tételeket (segédtételeket és l e m m á k a t ) ugyancsak szakaszonként újrakezdődő, kettős számo-
zással kell ellátni. Kérjük a szerzőket, hogy ezeket, valamint a tételek bizonyítását a szövegben 
kellő m ó d o n emeljék ki. M i n d e n dolgozathoz csatolni kell egy angol, n é m e t francia vagy orosz 
nyelvű, külön oldalra gépelt összefoglalót. A m e n n y i b e n lehetséges, kérjük a nyomtatás s z á m á r a 
különösen nehézkes matematikai jelölések használatának az elkerülését. 
A dolgozatok ábráit és az esetleges lábjegyzeteket a dolgozat végén, különálló lapokon kérjük 
beküldeni. M i n d az ábrákat, m i n d a lábjegyzeteket a dolgozat szakaszokra bontásától függet-
len, folytatólagos arab sorszámozással kel ellátni. A z ábrák elhelyezését a dolgozat megfelelő 
helyén, széljegyzetként feltüntetett, ábraazonosító sorszámokkal kell megadni. A lábjegyzetekre a 
dolgozaton belül az azonosító sorszám felső indexkénti használatával lehet hivatkozni. 
A z irodalmi hivatkozások formája a következő. M i n d e n hivatkozást fel kell sorolni a dolgo-
zat végén található irodalomjegyzékben, a szerzők, illetve a társszerzők esetén az első szerző neve 
szerint alfabetikus sorrendben úgy, hogy a cirill betűs szerzők nevét a Mathematical R e v i e w s át-
írási szabályai szerint latin betűsre kell átírni. A folyóiratban megjelent cikkekre [1], a könyvekre 
[5], a kötetben megjelent dolgozatokra [4], a disszertációkra [3] és a gépi program leírásokra [2] a 
következő minta szerint kell hivatkozni: 
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A dolgozatok szövegében az irodalmi hivatkozás számait szögletes zárójelben kell megadni, 
mint például [5] vagy [4, 76-78]. A szerzők a dolgozatukról 50 darab ingyenes különlenyomatot 
kapnak. A dolgozatok után szerzői díjat az Alkalmazott Matematikai L a p o k n e m fizet. 
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