We study a McKean-Vlasov optimal control problem with common noise, in order to establish the corresponding limit theory, as well as the equivalence between different formulations, including the strong, weak and relaxed formulation. In contrast to the strong formulation, where the problem is formulated on a fixed probability space equipped with two Brownian filtrations, the weak formulation is obtained by considering a more general probability space with two filtrations satisfying an (H)-hypothesis type condition from the theory of enlargement of filtrations. When the common noise is uncontrolled, our relaxed formulation is obtained by considering a suitable controlled martingale problem. As for classical optimal control problems, we prove that the set of all relaxed controls is the closure of the set of all strong controls, when considered as probability measures on the canonical space. Consequently, we obtain the equivalence of the different formulations of the control problem, under additional mild regularity conditions on the reward functions. This is also a crucial technical step to prove the limit theory of the McKean-Vlasov control problem, that is to say proving that it consists in the limit of a large population control problem with common noise. * The authors would like to thank Daniel Lacker for his insightful comments.
Introduction
We aim to study a McKean-Vlasov optimal control problem with common noise in the following form. Let T > 0 be the time horizon, α be a control process. The (non-Markovian) controlled process X α follows a McKean-Vlasov dynamic dX α t = b t, X α t∧· , L X α t∧· , α t B , α t dt + σ t, X α t∧· , L X α t∧· , α t B , α t dW t + σ 0 t, X α t∧· , L X α t∧· , α t B , α t dB t , (1.1) where W and B are two independent Brownian motions in some given probability space, and L X α t∧· , α t B denotes the conditional distribution of the pair (X α t∧· , α t ) given the common noise B. We consider the optimisation problem, written informally for now as
The analysis of McKean-Vlasov optimal control problems has, in the recent years, drawn the attention of the applied mathematics community. One of the main reasons is their close proximity mean-field games (MFGs for short), introduced in the pioneering work of Lasry and Lions [52; 53; 54] and Huang, Caines, and Malhamé [36; 37; 38; 39; 40] , as way to describe Nash equilibria for a large population of symmetric players, interacting through their empirical distribution. We refer the interested readers to Carmona, Delarue, and Lachapelle [19] for a more thorough discussion about the similarities and differences between these two theories.
Being an extension of the classical optimal control problem, McKean-Vlasov optimal control has been studied from different angles. The first one is the Pontryagin maximum principle, which aims at providing a necessary conditions characterising the optimal control, and uses techniques borrowed from calculus of variations. This approach has been applied successfully by Buckdahn, Djehiche, and Li [13] and Andersson and Djehiche [3] , in the case where the coefficients functions depend solely on some moments of the state process' distribution. In a more general framework, and using the notion of differentiability developed by Lions [56] , Carmona and Delarue [17] provide a general analysis of this approach (see also Acciaio, Backhoff-Veraguas, and Carmona [1] for an extension). A second important way to tackle optimal control problems is to use the so-called dynamic programming principle (DPP for short), which consists in decomposing a global optimisation into a series of local optimisation problems. However, compared to the classical setting, the presence of the (conditional) law of the controlled process in the coefficient functions generates heavy additional difficulty in establishing the DPP, as the problem becomes by essence time-inconsistent (see Björk and Murgoci [11; 12] for a discussion and additional references on these issues). A first breakthrough in this area was achieved in 5 years ago, when, by assuming the existence of a density with respect to Lebesgue measure for the marginal distribution of the state process, Lauriére and Pironneau [55] and Bensoussan, Frehse, and Yam [10] reformulated the initial McKean-Vlasov control problem as a deterministic density control problem, associated to a family of deterministic controls, for which they could then straightforwardly establish the DPP. Without the density existence assumption, but under some regularity conditions on the coefficient functions, the DPP has been proved in Pham and Wei [68; 67] , and Bayraktar, Cosso, and Pham [9] in different situations. Using abstract measurable selection arguments, a general DPP has been established under minimal conditions in our accompanying article Djete, Possamaï, and Tan [23] .
In this paper, we are interested in establishing the limit theory for the McKean-Vlasov optimal control problem. In other words, we wish to rigorously prove that such a control problem naturally arises as the limit of a large population optimal control problem. In the uncontrolled case, this property is by now extremely well-known, and usually referred to as 'propagation of chaos'. Much effort has been devoted to it since the seminal works of Kac [44] and McKean Jr. [58] , see also the illuminating lecture notes of Snitzman [71] . Without any claim to comprehensiveness, we refer to Oelschläger [64] , and Gärtner [31] for models in the Markovian context without common noise, to Budhiraja, Dupuis, and Fischer [14] for a large deviation principle associated to the limit theory, and also to Méléard and Roelly-Coppoletta [62] , Jourdain and Méléard [42] , and Oelschläger [65] for the case of 'strong' and 'moderate' interactions, to Shkolnikov [70] , Jourdain and Reygner [43] for rank-based models, and finally to Méléard [61] , and Graham and Méléard [33] for Boltzmann-type models.
In the controlled case, Fischer and Livieri [30] studied a mean-variance optimisation problem stemming from mathematical finance, and obtained results in this direction. For general McKean-Vlasov controlled equations, such a limit theory has been proved in Lacker [49] in a context without common noise, where an essential tool is a compactness argument, which is made accessible by formulating an appropriate relaxed control for McKean-Vlasov equations, in the spirit of El Karoui, Huu Nguyen, and Jeanblanc-Picqué [26] , and by introducing suitable martingale problems, similar to those of Stroock and Varadhan [72] . The same formulation and arguments have also been used in Bahlali, Mezerdi, and Mezerdi [4; 5; 6; 7] and Chala [22] to study stability and approximation problems.
In the present article, our ultimate goal is to analyse a general McKean-Vlasov control problem with common noise in the form of (1.1)-(1.2). Our first main objective is to establish the corresponding limit theory. To this end, we introduce three formulations. The strong one is given as in (1.1)-(1.2), in a fixed probability space equipped with two Brownian motions, as well as their natural filtrations. By considering more general probability spaces and filtrations, but imposing a technical (H)-hypothesis type condition, we obtain a weak formulation of the control problem. Our weak formulation is consistent with that of the classical optimal control problems, and enjoys some convexity and stability properties. More importantly, by considering them as probability measures on the canonical space, we show that any weak control rule can be approximated by strong control rules in the sense of weak convergence, which implies the equivalence between the strong and weak formulations. We emphasise that this first result is a crucial technical step in the proof of the DPP in our accompanying paper [23] . We next restrict to the case where the common noise part σ 0 is not controlled, and the dependence of the coefficient functions b, σ, and σ 0 in L(X α t∧· , α t |B) is through L(X α t∧· |B) only (in words, the conditional law of the control process is not included in the coefficient function), and then introduce a relaxed formulation. We subsequently prove that any relaxed control rule can be approximated by weak control rules, in the sense of weak convergence of probability measures on the canonical space. Besides, the relaxed formulation enjoys an additional closedness property, implying the existence of optimal control rules under mild additional technical conditions. The closedness property and our aforementioned equivalence results between the different formulations are also crucially used to obtain the limit theory.
Our main contribution lies in the fact that we are generalising several fundamental results for McKean-Vlasov control problems to a context with common noise, including the formulation of the weak and relaxed problems, their equivalence, and the corresponding limit theory. The presence of the common noise generates some significant technical hurdles, especially due to the appearance of the conditional distribution terms, which are generally not continuous with respect to the joint distribution. In the context of MFG, this difficulty has been tackled by Carmona, Delarue, and Lacker [21] , and Lacker [48] . In the context of McKean-Vlasov optimal control problem however, we need to formulate appropriate notions of weak and relaxed control rules, and develop new techniques to ensure the approximation property. Another technical difficulty comes from the presence of the conditional law of the control process α in the coefficient functions (for the strong and weak formulations), a situation which has been rarely studied in the literature (see for instance Graber [32] , Élie, Mastrolia, and Possamaï [28] , Zalashko [74] , Pham and Wei [68] , Acciaio, Backhoff-Veraguas, and Carmona [1] , and Basei and Pham [8] ). Our equivalence results between the strong and weak formulations is very general, and its proof is quite different from that in the case without common noise. It allows in particular to fill a subtle technical gap in the related literature (see Remark 4.6 for more details). A second important point is that our approach also bypasses a second technical issue in the literature considering relaxed formulations for McKean-Vlasov control problems without common noise, namely [49; 6] , and which proves equivalence results between several formulations. Indeed, their proofs are based on an incorrect technical result in an unpublished, and actually inaccessible, paper [59] 1 , see Remark 4.10 for more details. We instead adapt the approximation arguments in [26] to remedy this technical gap.
The rest of the paper is structured as follows. After introducing some notations, we provide in Section 2 the notions of strong, weak and relaxed formulations for the McKean-Vlasov stochastic control problem in a common noise and non-Markovian setting, and define also an N -particles (strong) control problem. The main results of the paper are presented in Section 3, including the existence of optimal control, the equivalence between the strong, weak and relaxed formulations and the limit theory. Most of the technical proofs are completed in Section 4.
Notations (i) Given a metric space (E, ρ), we denote by B(E) its Borel σ-algebra, and by P(E) the collection of all Borel probability measures on E. For every constant p ≥ 1, we denote by P p (E) the set of µ ∈ P(E) such that E ρ(e, e 0 ) p µ(de) < ∞ for some (and thus for all) e 0 ∈ E. We equip P p (E) with the Wasserstein distance W p defined by
where Π(µ, µ ′ ) denotes the set of all probability measures λ on E × E such that λ(de, E) = µ and λ(E, de ′ ) = µ ′ (de ′ ). Let µ ∈ P(E) and ϕ : E −→ R be a µ-integrable function, we write ϕ, µ := µ, ϕ := E µ [ϕ] := E ϕ(e)µ(de).
Let (E ′ , ρ ′ ) be another metric space and µ ′ ∈ P(E ′ ). We denote by µ ⊗ µ ′ ∈ P(E × E ′ ) their product probability measure. Given a probability space (Ω, F , P) equipped with a sub-σ-algebra G ⊂ F, we denote by (P G ω ) ω∈Ω the conditional probability measure on P knowing G (whenever it exists). For a random variable ξ : Ω −→ E, we write L P (ξ) := P • ξ −1 the law of ξ under P, and for any ω ∈ Ω, L P (ξ|G)(ω) := P G ω • ξ −1 the conditional distribution of ξ knowing G under P. (ii) We let N ⋆ be the set of positive integers and R + := [0, +∞). Given non-negative integers m and n, we denote by S m×n the collection of all m × n-dimensional matrices with real entries, equipped with the standard Euclidean norm, which we denote by | · | regardless of the dimensions, for notational simplicity. We also denote S n := S n×n , and denote by 0 m×n the element in S m×n whose entries are all 0, and by I n the identity matrix in S n . Let k be a non-negative integer, we denote by C k b (R n ; R) the set of bounded maps f : R n −→ R, having bounded continuous derivatives of order up to and including k. Let f : R n −→ R be twice differentiable, we denote by ∇f and ∇ 2 f the gradient and Hessian of f .
(iii) Let (E, ρ) be a Polish space, and T > 0 a time horizon. We denote by C([0, T ], E) the space of all continuous paths from [0, T ] to E, which is a Polish space under the uniform convergence topology. When E = R n , we write C n := C([0, T ], R n ). For every x ∈ C n , we denote by x n := sup t∈[0,T ] |x t | the uniform norm on C n , which may also be simplified to x when there is no ambiguity.
We also denote by M(E) the space of all Borel measures q(dt, de) on [0, T ] × E, whose marginal distribution on [0, T ] is the Lebesgue measure dt, that is to say q(dt, de) = q(t, de)dt for a family (q(t, de)) t∈[0,T ] of Borel probability measures on E. Let Λ denote the canonical element on M(E), we define Λ t (ds, de) := Λ(ds, de) [0,t]×E + δ e0 (de)ds (t,T ]×E , for some fixed e 0 ∈ E.
(1.3)
Throughout the paper, we fix a nonempty Polish space (A, ρ) and an element a 0 ∈ A, and denote M := M(A). Finally, consider the canonical space C n × M (resp. C n × A), with canonical element (X, Λ) (resp. (X, α)), and ν ∈ P(C n × M) (resp.ν ∈ P(C n × A)). We define, for each t ∈ [0, T ]
McKean-Vlasov optimal control: different formulations
We introduce here a strong, a weak and a relaxed formulation of the McKean-Vlasov optimal control problem, which can all be (re-)formulated on the same canonical space by considering appropriate martingale problems. We next define a large population control problem, the limit of which will be proved to be to the McKean-Vlasov control problem.
These formulations share a certain number of functions which we now introduce. Let n, and d be two positive integers, and ℓ a non-negative one, which will be fixed throughout the paper. The controlled diffusion process (1.1) has the following coefficient functions
and the reward value (1.2) is defined with the coefficient functions
We assume the following regularity and growth conditions on the coefficient functions.
Assumption 2.1. The maps (b, σ, σ 0 , L, g) are Borel measurable and non-anticipative, in the sense that
Moreover, there exist positive constants C, p, p ′ andp, such that p ′ > p ≥ 2 ≥p ≥ 0, and
(iii) the function g is lower semi-continuous in (x, ν), for every t ∈ [0, T ], the function L is lower semi-continuous in (x,ν, a), and for an additional constant C L > 0, we have for all (t, x,ν, ν, a) 
A strong formulation
To give a strong formulation of the McKean-Vlasov optimal control problem, we first introduce a fixed probability space equipped with an initial random variable X 0 , and two independent Brownian motions W and B. Precisely, let us consider the canonical space
equipped with its Borel σ-algebra F := B(Ω) and canonical element (X 0 , W, B). Let F := (F t ) 0≤t≤T and G = (G t ) 0≤t≤T be two filtrations on (Ω, F ) defined by
Let p be the constant in Assumption 2.1 and ν ∈ P p (R n ). We denote by P ν the probability measure on (Ω, F ), under which X 0 ∼ ν and (W, B) is a standard R d+ℓ -dimensional Brownian motion, independent of X 0 . Recall that a 0 is a fixed point in A. We denote by A p (ν) the collection of all F-predictable, A-valued processes α = (α s ) 0≤s≤T satisfying
Then given a control process α ∈ A p (ν), the controlled McKean-Vlasov SDE
e., has a unique strong solution, that is, there is a unique F ν -adapted continuous process X α on (Ω, F ) satisfying Equation (2.3) (see for instance [23, Theorem A.3.] ).
The strong formulation of the McKean-Vlasov control problem is then given by
(2.4)
A weak formulation
As in the classical SDE theory, one can consider all possible probability spaces to define a weak solution of the controlled SDE (1.1).
Definition 2.3 (Weak control)
. Let ν ∈ P(R n ), we say that a term
Remark 2.4. In Definition 2.3, G γ plays the role of the common noise filtration, to which B γ is adapted and from which (X 0 , W γ ) is independent. In the literature on enlargement of filtrations (see Jacod [41] for instance), the (H)-hypothesis states that for all t ∈ [0, T ]
In particular, Condition (2.5) will be reformulated later on as (2.10) and (4.4) , which are in turn crucially used in the approximation of a weak control by strong control rules in Lemma 4.2 and Lemma 4.3.
Let us denote by Γ W (ν) the collection of all weak controls associated with the initial condition ν, and introduce the weak formulation of the control problem by
Strong, weak and relaxed formulations on the canonical space
The above strong and weak control problem can be reformulated on a canonical space, by considering an appropriate martingale problem. Based on this canonical space formulation, we also introduce a notion of relaxed controls for the McKean-Vlasov control problem.
The canonical space and admissible control rules
Recall that A is a fixed nonempty Polish space, M := M(A) denotes the space of all positive Borel measures q on [0, T ] × A such that the marginal distribution of q on [0, T ] is the Lebesgue measure, implying that we can always write q(dt, da) = q t (da)dt, where (q t (da)) t∈[0,T ] is a Borel measurable kernel from [0, T ] to P(A). We also introduce a subset M 0 ⊂ M, which is the collection of all q ∈ M such that q(dt, da) = δ ψ(t) (da)dt for some Borel measurable function ψ : [0, T ] −→ A. We will consider two canonical spaces
The canonical space Ω is equipped with the corresponding canonical element X, Y , Λ, W , its Borel σ-algebra F := B( Ω), and its canonical filtration F := F t t∈[0,T ] defined by
Notice that one can choose a version of the disintegration Λ(dt, da)
Similarly, we equip the canonical space Ω with the canonical element (X, Y, Λ, W, B, µ), and its Borel σ-algebra F := B(Ω). Moreover, based on µ, let us define three processes
We then introduce two filtrations F := (F t ) t∈[0,T ] and G := (G t ) t∈[0,T ] on (Ω, F ) by
and
To interpret the strong or weak controls as probability measures on the canonical space Ω, we will consider a controlled martingale problem. Let us define the mapsb :
Next, for all t ∈ [0, T ] and ϕ ∈ C 2 b (R n+n+d+ℓ ), we define the generator L t by L t ϕ x, y, w, b,ν, a :=b(t, x,ν, a) · ∇ϕ(x(t), y(t), w(t), b(t)) + 
(2.9) Definition 2.5. Let ν ∈ P(R n ). A probability P on (Ω, F ) is an admissible control rule with initial condition ν if (i) P X 0 = Y 0 , W 0 = 0, B 0 = 0 = 1, P • X −1 0 = ν, and Λ satisfies E P [0,T ]×A ρ(a 0 , a) p Λ t (da)dt < ∞;
(ii) the pair (X 0 , W ) is independent of G T under P, and for all t ∈ [0, T ]
Let us then define for any ν ∈ P(R n ), P A (ν) := All admissible control rules P with initial condition ν .
Remark 2.6. (i) Under an admissible control rule P, B and W are standard Brownian motions, Λ is the P(A)-valued process induced by the control process, X is the controlled process, and µ is the conditional distribution of the control and controlled process. The process Y will only be really used to introduce the relaxed formulation. In particular, when σ 0 = 0 or ℓ = 0, we have Y = X.
(ii) Notice that µ t is G t -measurable, hence, it follows that (2.10) is equivalent to
The strong formulation on the canonical space
To reformulate the strong formulation (2.4) of the control problem on the canonical space Ω, it is enough to consider the class of measures induced by the controls and the controlled processes on the canonical space. Recall that for each ν ∈ P p (R n ), P ν is defined in Section 2.1 as a probability measure on (Ω, F ), and that for any α ∈ A p (ν), the controlled McKean-Vlasov SDE (2.3) has a unique strong solution X α . Let us further define
Then the set of all strong control rules P S (ν) is defined as a collection of probability measures on the canonical space (Ω, F )
and it is straightforward to see that 
is generically not continuous. Consequently, P −→ J(P) is not continuous in general, even if L and g are both bounded and continuous.
The weak formulation on the canonical space
Now we introduce the set of weak control rules which is also a subset of P A . Definition 2.9. Let ν ∈ P(R n ). An admissible control rule P ∈ P A (ν) is called a weak control rule with initial condition ν if P Λ ∈ M 0 = 1. We define
The next proposition links the sets P W (ν) and Γ W (ν). Proposition 2.10. Let ν ∈ P(R n ) and γ ∈ Γ W (ν). Define for any t ∈ [0, T ]
Then with J defined in (2.12), we have
Proof. With a slight extension of [23, Lemma 4.3.] (taking into account the process Y and the small changes in the presentation of the definition of weak controls Γ W (ν)), every weak control rule P ∈ P W (ν), together with the canonical space Ω and canonical processes, can be viewed as a weak control γ ∈ Γ W (ν). Conversely, every weak control γ induces a weak control rule P ∈ P W (ν) on the canonical space. It follows that (2.13) holds true (see also [23, Corollary 4.5.] ).
Remark 2.11. By Proposition 2.7, it is straightforward to see that for all ν ∈ P p (R n )
In particular, as expected, any strong control rule is also a weak control rule, i.e. P S (ν) ⊂ P W (ν).
The relaxed formulation
In the classical optimal control theory, the set of relaxed control rules has been introduced to recover a closed and convex set, while ensuring that its elements could be appropriately approximated by strong or weak control rules. The point was that it then becomes easier in this formulation to deduce the existence and stability properties of the optimal solution, while ensuring under mild conditions that the value of the problem is not modified. In our context, when the coefficient functions (b, σ, σ 0 , L, g) do not depend on the marginal distributionν or ν, so that the control problem degenerates to the classical one, the relaxed control rule coincides with the admissible control rule P A (ν) in Definition 2.5 (or equivalently Definition 2.9 by removing the constraint P[Λ ∈ M 0 ] = 1). For general McKean-Vlasov control problems, it is not hard to prove that P A (ν) is closed and convex. However, in general, it is not the closure of the set of strong or weak control rules in the context with common noise (see Example 2.15 below). This motivated us to consider a more restrictive case, where the common noise is not controlled, for which we are able to provide an appropriate relaxed control rule set as a subset of P A (ν), which is both convex and the closure of P S (ν) or P W (ν).
Assumption 2.12. There exist Borel measurable functions
x, a, ν), and σ 0 (t, x, a,ν) = σ • 0 (t, x, ν).
By abuse of notations, we still write
. We next introduce a martingale problem on ( Ω, F ). Let, for any (t,
and for all ϕ ∈ C 2 b (R n+d ) and (t, x, y, w, ν, a) ∈ [0, T ] × C n × C n × C d × P(C n ) × A L t ϕ x, y, w, ν, a :=b(t, x, ν, a) · ∇ϕ(y(t), w(t)) + 1 2 Tr ã(t, x, ν, a)∇ 2 ϕ(y(t), w(t)) .
(2.14)
Then given a family (ν t ) 0≤t≤T of probability measures in P(C n ) such that [0, T ] ∋ t −→ ν t ∈ P(C n ) is Borel measurable,
(2.15) Definition 2.13 (Relaxed control rule). Let ν ∈ P(R n ). A probability measure P ∈ P(Ω) is called a relaxed control rule with initial condition ν, if P ∈ P A (ν), and moreover, for P-a.e.ω ∈ Ω, the process
. Let P R (ν) be the set of all relaxed control rules with initial condition ν, that is to say
The relaxed formulation of the McKean-Vlasov control problem is then defined by, with J P given in (2.12) ,
Remark 2.14. Under Assumption 2.12, the reward function L depends on ν (instead ofν). In this case, and in contrast to the general situation in Remark 2.8, the map P(
is lower semi-continuous (resp. continuous) as soon as L and g are lower semi-continuous and bounded from below (resp. continuous and bounded).
We observe that P R (ν) ⊂ P A (ν) by definition. The next example shows that P R (ν) is a proper subset of P A (ν).
Example 2.15.
Let us consider the case where:
x, a,ν) = aI n , and σ 0 = I n . Consider a filtered probability space
However, one observes that
is not an Itō process under the conditional law P ⋆ knowing G ⋆ T . Consequently, one has P / ∈ P R (ν).
Remark 2.16. (i)
The martingale problem under P in Definition 2.5 involves conditional distributions in the coefficient functions, which creates some regularity problem in the approximation procedure, since conditional distributions are not continuous with respect to joint distributions. By considering the conditional martingale problem under µ(ω) in Definition 2.13, the µ(ω) term in the coefficient functions becomes deterministic, which in turn allows to avoid the regularity problem. This (conditional) martingale problem is partially inspired from a technical proof of [49] , but in our context with common noise, we need to consider a family of martingale problems, and deal with some non-trivial measurability issues. Notice also that the canonical processes Y and Y do not play an essential role in the strong or weak formulations, but they are crucially used in the conditional martingale problem in Definition 2.13.
(ii) With our techniques, we are only able to prove the equivalence [48] , and Lacker and Webster [50] . Notable exceptions are Carmona and Delarue [16] , though the discussion in the general setting remains at a rather informal level there, the monograph by Carmona and Delarue [18] , although all the main results given have uncontrolled common noise, Pham and Wei [67] , though the problem is considered in a Markovian setting, with feedback controls, and no limit theory is explored, Pham [66] and Yong [73] where only linear quadratic problems are considered, Bayraktar, Cosso, and Pham [9] , though no limit theory is addressed there as well, and our companion paper [23] , which encompasses the last two mentioned ones. We would also like to highlight the recent work of Acciaio, Backhoff-Veraguas, and Carmona [1] which derives a general stochastic Pontryagin maximum principle for McKean-Vlasov control problems in strong formulation without common noise, where the coefficients depend on the joint law of the control and the state process. The authors also consider a weak formulation for their problem, but with uncontrolled volatility and for a drift which does not depend on the law of the controls, deriving again a stochastic maximum principle. Finally Élie, Mastrolia, and Possamaï [28] considers a contract theory problem with a principal and mean-field agents, without common noise and where only the drift is controlled but can depend on the law of the controls, as well as Élie, Hubert, Mastrolia, and Possamaï [27] which also considers a contract theory problem, but with common noise and volatility controls. Remark 2.17. As in [23] , our formulation covers the case without common noise by taking ℓ = 0 (or σ 0 ≡ 0). Nevertheless, unlike [23] , we need to consider the case ℓ = 0 separately (see Theorem 3.1 and Remark 3.2.(i) below).
We next show that P W (ν) ⊂ P R (ν), where we use crucially the fact that µ t is the conditional law of (X t∧· , Y t∧· , Λ t , W ), and not only of (X t∧· , Λ t ).
Proposition 2.18. Let ν ∈ P(C n ) and P ∈ P A (ν). Then for P-almost everyω ∈ Ω, W is an F, µ(ω) -Brownian motion. In particular, under Assumption 2.12, every P ∈ P W (ν) belongs to P R (ν).
Notice that W is an (F, P)-Brownian motion, independent of G T under P. Therefore, it follows that
This implies that
By (2.10) in Definition 2.5, it follows that for P-a.e.ω ∈ Ω
In other words, W has independent increments with respect to F under µ(ω), for P-almost everyω ∈ Ω.
Further, notice that under P, W is a Brownian motion independent of (B, µ), then W is still a Brownian motion under the conditional law of P knowing G T . It follows that the continuous process W has independent and (Gaussian) stationary increment w.r.t. ( F, µ(ω)), and hence it is an ( F, µ(ω))-Brownian motion, for P-a.e.ω ∈ Ω. Now, let Assumption 2.12 hold true and P ∈ P W (ν). Using the definition of weak control rules in Definition 2.9, it is direct to deduce that for P-a.e.ω ∈ Ω, W is an F, µ(ω) -Brownian motion, and
, and hence P ∈ P R (ν).
A large population stochastic control problem with common noise
One of the main objectives of this paper is to provide the limit theory for the McKean-Vlasov control problem, that is, the problem V S (ν) in (2.4) can be seen as the limit of a large population problem. Let N be a positive integer, we consider the canonical space
with canonical process (X 1 0 , . . . , X N 0 ), (W 1 , . . . , W N ), B and canonical filtration F N := (F N t ) 0≤t≤T defined by
and (W 1 , . . . , W N , B) is a standard Brownian motion, independent of X 0 . Let us denote by A N p (ν N ) the collection of all processes α :
Then under standard Lipschitz conditions on the coefficient functions (see Assumption 2.1), for every fixed (α 1 , . . . , α N ) ∈ A N p (ν N ), there is a unique strong solution (X α,1 , . . . , X α,N ) to the following standard SDEs, defined for i ∈ {1, . . . , N } by
The value function of the large population stochastic control problem is then defined by
Main results
Let us now provide the main results of the paper. The first one consists in the equivalence between different formulations of the McKean-Vlasov control problem. Recall that the constants p, p ′ , andp are fixed in Assumption 2.1.
is non-empty and convex. Suppose in addition that Assumption 2.12 holds true, then P R (ν) is a non-empty convex closed subset of P p (Ω), under the Wasserstein topology W p .
(ii) Let Assumption 2.1 hold true. Then for every ν ∈ P p (R n ), we have V S (ν) = V W (ν). If in addition ℓ = 0, then every weak control rule in P W (ν) is the limit of a sequence of strong control rules in P S (ν), under the Wasserstein distance W p on P p (Ω).
(iii) Let Assumption 2.1 and Assumption 2.12 hold true, ν ∈ P p ′ (R n ), and A ⊂ R j for some j ≥ 1. Then the set P W (ν) is dense in the closed set P R (ν) under W p , and consequently
If L and g are continuous in all their arguments, there exists some
Remark 3.2. When ℓ = 0, or ℓ = 0 and σ 0 = 0, the (strong formulation of the) McKean-Vlasov control problem (2.4) or (2.12), reduces to the non-common noise context. However, in the weak formulation (2.13), the (conditional) distribution term ν may still be random under a weak control rule P ∈ P W (ν). In the case ℓ = 0 and σ 0 = 0, the Brownian motion B can be seen as an external noise in (2.12) , which allows to track the randomness of ν and approximate a weak control rule P ∈ P W (ν) by strong control rules. This is also the main reason why we consider the case ℓ = 0 separately in Theorem 3.1.(ii).
Remark 3.3.
For the equivalence result V W = V R , Proposition 3.7, and also Theorem 3.6, assume that A ⊂ R j . But this is by no means a crucial point. Roughly speaking, what we actually need is that the set A can be appropriately approximated by compact sets. For instance, our results still hold if A is a σ-compact space (that is to say the union of countably many compact subspaces). We assumed here that A ⊂ R j for simplicity.
Remark 3.4. The results in Theorem 3.1 extend those in the no-common noise setting in Lacker [49] . Nevertheless, we insist on the fact that the equivalence results, the formulation of the weak and relaxed control rules, and the technical proofs below are not merely extensions of those in [49] , and are in fact quite different. The main reason is that with the presence of the common noise, the µ α term in (2.3)-(2.4) is a conditional distribution term, which, in general, is not continuous with respect to the joint distribution of (X α , α, W α , B α ). Moreover, the equivalence result V S = V W is also crucially used to establish the dynamic programming principle in our companion paper [23, Theorem 3.4.].
Remark 3.5.
A natural question that we have not addressed is that of the existence of so-called feedback controls, since Theorem 3.1.(iii) only gives existence of an optimal relaxed control. It is known in classical control theory that Filippov's condition [29] , which was notably used by Haussmann and Lepeltier [35] , and by Lacker [47; 49] for MFGs and McKean-Vlasov control problems without common noise, is usually sufficient to obtain, from any relaxed control, a control depending on the trajectories of X only, and which achieves no worse value. In the common noise context, things become slightly more subtle. The intuitive result is that one should be able to obtain a similar result but with controls depending on the trajectories of both X and µ. In a work in progress, Lacker, Shkolnikov, and Zhang [51] will exactly prove such a result, with the additional desirable property that the feedback controls preserve the marginal laws of (X, µ).
We next provide some results related to the limit theory, that is, the large population control problem converges to the McKean-Vlasov control problem under technical conditions. For every ν ∈ P(R n ), we denote by P ⋆ R (ν) the set of optimal relaxed controls P
Theorem 3.6. Let Assumption 2.1 and Assumption 2.12 hold true, assume that A ⊂ R j for some j ≥ 1, and that L and g are continuous in all their arguments. With the constants p and p ′ given in
and for any converging subsequence P Nm m≥1 , we have
Proposition 3.7. Let Assumption 2.1 and Assumption 2.12 hold true, suppose in addition that A ⊂ R j for some j ≥ 1, and that L and g are continuous in all their arguments. With the constants p and p ′ given in
Then lim
In particular, the map V S : (ii) Theorem 3.6 shows that any ε N -optimal control of the large population stochastic control problem converges towards an optimal control of the McKean-Vlasov stochastic control problem. In particular, when there exists a unique strong optimal control of the McKean-Vlasov control problem, any ε N -optimal control of the large population control problem converges towards this control.
Technical proofs
We first provide a moment estimate of the solution to the controlled SDEs, which will be repeatedly used in the upcoming proofs. This is in fact an easy extension of Lacker [49, Lemmata 3.1. and 3.3.], which is why we omit the proof. 
and for each P ∈ P W (ν) (or P ∈ P R (ν) when in addition Assumption 2.12 holds), we have
Proof of Theorem 3.1
To prove Theorem 3.1, the crucial steps consist in first approximating weak control rules by strong control rules, and then relaxed control rules by weak control rules. We will provide the two approximation results in Section 4.1.1 and Section 4.1.2 respectively. The subsequent proof of Theorem 3.1 will then be the object of Section 4.1.3.
Approximating weak control rules by strong control rules
This part is devoted to the approximation of weak control rules by strong controls. Let Assumption 2.1 hold true, ν ∈ P p (R n ) and P ∈ P W (ν). From the martingale problem in Definition 2.5 and by using Stroock and Varadhan [72, Theorem 4.5.2], on the filtered probability space (Ω, F, F, P), (W, B) are standard Brownian motions, (W, X 0 ) are independent of (B, µ), and there exists an F-predictable A-valued process (α t ) t∈[0,T ] , such that, P-a.s.,
and such that sup
For any integer m ≥ 1, define for simplicity the map
Lemma 4.2 (Approximation with piecewise constant controls). In the filtered probability space (Ω, F, F , P), there exists a sequence of F-predictable processes (α m ) m≥1 , and a sequence a F-adapted continuous processes (X m ) m≥1 such that for any m ≥ 1
Proof. First, we claim that for each m ≥ 1,
This implies (4.5) by arbitrariness of (φ, ψ). We further observe that (F m , G m ) satisfies The independence between (X 0 , W m ) and (B m , µ m ) follows directly from the independence of (X 0 , W ) and G T . Further, by Proposition 2.18, W is a Brownian motion under the conditional law of P knowing G T . It follows that, for each
. Together with (4.6), it follows that
and therefore
Since ( µ m t ) t∈[0,T ] is a function of µ m T , and (B m , µ m ) and (X 0 , W m ) are P-independent, it follows by using the definition of G m that (4.4) holds true.
To conclude, it is enough to prove that lim m→∞
Next, using Jensen's inequality, Burkholder-Davis-Gundy inequality, the Lipschitz property of (b, σ, σ 0 ), and the inequality
there exists a positive constant K, which may vary from line to line, such that
By Gronwall's lemma (recall that all expectations appearing here are finite by Lemma 4.1), we deduce that for all
By Assumption 2.1, we have, for all r ∈ [0, T ],
By dominated convergence and the continuity of coefficients (b, σ, σ 0 ), it follows that for all K > 0,
In addition, since X r∧· p + ρ a 0 , α r p 1 {ρ(α m r ,αr)≥K} ≤ X r∧· p + ρ a 0 , α r p , which is P-integrable (see Lemma 4.1), using the uniform integrability of the sequence (α m ) m∈N ⋆ , one obtains that lim sup
This implies that lim m→∞ C m = 0, and hence (4.2) does indeed hold. 
Finally, when ℓ = 0 and µ m is deterministic, then one can take ( γ m t ) t∈[0,T ] to be (σ(X 0 , W t∧· )) t∈[0,T ] -predictable. Proof. Let us fix m ≥ 1, and introduce {W m } 0 = {B m } 0 := 0, and then for i ∈ {1, . . . , m},
Step 
is actually P-independent of (X 0 , W m ). We can apply a similar argument to find a Borel measurable function G α i :
Observe that one can take (U m 1 , . . . , U m m ) to be independent of (V m 1 , . . . , V m m ). We can then find a Borel function κ d : 
When ℓ = 0 and µ m is deterministic, the previous construction implies that
Step 2. We next prove by induction that, for each i ∈ {0, . . . , m}
When i = 0, (4.11) holds true since α m 0 and µ t m 0 are deterministic constants. Now, assume that (4.11) is true for some
. Using the independence of the increments of the Brownian motion W m , together with (4.4) and (4.8), we have ([0, 1] ), using the independence of U m i+1 and that of the increments of the Brownian motions (B m , W m ), and the induction hypothesis, we obtain
Using the arbitrariness of (ϕ 1 , ϕ 2 ), and a classical density argument, we can replace
, for arbitrary continuous and bounded functions ϕ and h, in (4.13), leading to
Together with the result (4.9), and by the independence of V m i+1 with the other variables, it follows that
which concludes the proof of (4.11) by induction.
Step 3. Under Assumption 2.1, the solution of SDE (4.3) can be expressed as function of (X 0 , W m , B m , (Λ m ), µ m ). More precisely, there exists a Borel function H m : 
). By Equation (4.11), we have
. . , m − 1}, and U m is independent of (X 0 , B m , W εm∧· , W m ) under P. It follows that (4.14) holds true.
For Proposition 4.4 below, let us denote by (α t ) t∈[0,T ] an A-valued F-predictable process on the canonical space Ω, satisfying that Λ t (da)dt = δ αt (da)dt, P-a.e., for all P ∈ P W (ν). Proposition 4.4. Let Assumption 2.1 hold true, ν ∈ P p (R n ) and P ∈ P W (ν).
(i) When ℓ = 0, there exists a sequence (P m ) m≥1 ⊂ P S (ν) such that 
Using almost the same arguments as in the proof of (4.2) in Lemma 4.2, we can deduce that
Then it is enough to denote P m := P • ( S m , Z m , Λ m , W, B, β m T ) −1 to conclude the proof of (i). (ii). When ℓ = 0, so that the process B disappears, one has Remark 4.6. In summary, our proof for approximating weak control by strong control rules consists in three main steps (i) approximate the (weak) control process by piecewise constant processes and freeze the controlled process on [0, ε];
(ii) represent the piecewise constant control process as functionals of the Brownian motions and some independent randomness using the (H)-hypothesis type condition (2.5);
(iii) replace the independent randomness by the increment of the Brownian motions on [0, ε], so that the control processes becomes functionals of the Brownian motions only. This is quite different from the steps in Lacker [49] for McKean-Vlasov control problem without common noise, and in spirit closer to the technical steps in El Karoui and Tan [25, Theorem 4.5.] , which approximates weak control rule by strong control rules for classical stochastic control problems. In particular, our approach allows to avoid a subtle gap in the proof of [48, Lemma 6.7.] . In that proof, a key technical step uses implicitly the following erroneous argument (see the paragraph after (6.19) in [48] ): let W and U be two independent random variables on a probability space (Ω * , F * , P * ), 
Approximating relaxed controls by weak control rules
We provide here an approximation result of relaxed control rules by weak control rules, when in addition Assumption 2.12 holds. For the classical optimal control problem, such an approximation result is achieved by representing the martingale problems in Definition 2.5 and Definition 2.13 using the notion of martingale measures, as introduced by El Karoui and Méléard [24] (see Section B.2 for a brief reminder on its definition).
Recall that Ω := C n × C n × M × C d is defined in Section 2.3.1. Let us also introduce an abstract filtered probability space (Ω ⋆ , F ⋆ , F ⋆ := (F ⋆ t ) t∈[0,T ] , P ⋆ ), equipped with 2(n + d) i.i.d. martingale measures (N ⋆,i ) 1≤i≤2(n+d) , with intensity ν 0 (da)dt, for some diffuse probability measure ν 0 on A, and a sequence of i.i.d. standard d-dimensional Brownian motions (W ⋆,i ) i≥1 . Let us define
The random elements ( X, Y , Λ, W ) and (N ⋆ , W ⋆,i , i ≥ 1) can then naturally be extended to Ω ⋆ . Let us first provide an improved version of [24, Theorem IV-2], whose proof is completed in Appendix B.2.
Proposition 4.7. Let ν ∈ P(R n ) and P ∈ P R (ν). Then there exists a family of measure-valued processes ( Nω)ω ∈Ω such that, for P-a.e.ω ∈ Ω, Nω = N 1,ω , . . . , N d,ω is an F ⋆ , Pω -martingale measure with intensity Λ t (da)dt, the ( N i,ω ) 1≤i≤d are orthogonal, and satisfy
Nω(da, ds), Pω-a.s. Proof. We only provide here the proof with the additional condition that σ 0 is a constant, which illustrates better our main ideas. We refer to Appendix B.3 for a proof in the general case.
First, let P ∈ P R (ν), recall from Proposition 4.7 that on the enlarged filtered space Ω ⋆ , F ⋆ , F ⋆ , we have a family ( Nω)ω ∈Ω such that Nω is a martingale measure with intensity Λ t (da)dt under the probability measure Pω := ν(ω) ⊗ P ⋆ , for P-a.e.ω ∈ Ω, and 
and for each m ≥ 1 It follows by (4.20) that lim m→∞ W p (P m , P) = 0. To conclude, it is enough to show that P m ∈ P W (ν). Since, by construction, P m [Λ ∈ M 0 ] = 1, then it is enough to show that P m ∈ P R (ν). To this end, let us check that P m satisfies all the conditions in Proposition B.1.
It is easy to check that P
which implies that B has independent increments with respect to (P m , F). Besides, since P m • B −1 is the Wiener measure, it follows that B is an (F, P m )-Brownian motion. Also, as Z = X − Y = σ 0 B, one has immediately that S f (defined in (B.1)) is an (F, P m )-martingale for all f ∈ C 2 b (R n+ℓ ). Finally, by construction, Condition (iii) in Proposition B.1 is also satisfied. Therefore, P m ∈ P R (ν), and hence P m ∈ P W (ν). Lemma 4.9. Let us stay in the context of Proposition 4.8, and assume in addition that σ 0 is a constant. Then on the space ( Ω ⋆ , F ⋆ ), there exists a sequence ( F ⋆,m ) m≥1 of sub-filtrations of F ⋆ , together with a sequence of family of processes Proof. We will adapt the arguments in [26, Theorem 4.9 .] to approximate, under each Pω, the process
and at the same time check the measurability property at each step.
Step 1. We first show that one can assume w.l.o.g. that A ⊂ R j is a compact set. Indeed, for each e ≥ 1, let us denote A e := A ∩ [−e, e] j , π e : A −→ A e the projection from A to A e , and then define Λ e and Nω ,e by Then by similar arguments as in the proof of Lemma 4.2, it is standard to deduce that, for some constant C > 0 independent of e ≥ 1, and which may change value from line to line
Using the growth conditions on (b, σ) in Assumption 2.1, we have
It follows by the dominated convergence theorem that
Xω ,e t − X s p = 0.
Moreover, as A is a Polish subspace of R j , then A is closed, and hence A e is compact. This allows to reduce the problem to the case where A is compact.
Step 2. We now assume in addition that A is compact and proceed the proof. By compactness of A, there is a sequence of positive reel numbers (δ e ) e≥1 such that lim e→∞ δ e = 0, and for each e ≥ 1, one can find a partition Using again standard arguments as in the proof of Lemma 4.2, we obtain that, for some constant C > 0, which may change from line to line
For every fixed (r, x, ν), the map a −→ (b, σ)(r, x, ν, a) is continuous and hence uniformly continuous. Using dominated convergence, it follows that, for P-a.e.ω ∈ Ω,
Xω ,e t − X t p = 0. Then it is direct to see that ( Zω ,e,1 , . . . , Zω ,e,e ) is an e-dimensional F, Pω -Brownian motion, and one can rewrite (4. Furthermore, by considering the process (q e,i r , i = 1, . . . , e) r∈[0,T ] as a control process, and using Lemma 4.2, we can assume w.l.o.g. that q e,i is an F-predictable process, and is in addition constant on each interval [t k , t k+1 ), for 0 = t 0 < Step 3. We now consider the approximation of ( Xω ,e )ω ∈Ω , Λ e and Zω ,e for a fixed e ≥ 1. For simplicity of presentation, we consider the case e = 2, K = 2 and t 1 = T /2, so that
where (q 2,1 0 , q 2,2 0 ) ∈ [0, 1] 2 are two deterministic constants and (q 2,1 t1 , q 2,2 t1 ) are [0, 1]-valued F ⋆ t1 -measurable random variables.
First, we consider a further discretisation of [0, t 1 ]: 0 = t 1 0 < t 1 1 < · · · < t 1 m = t 1 with t 1 i := i∆t, ∆t := t 1 /m, and then define two d-dimensional processes ( Wω ,m,1 , Wω , 
Wω ,m,1
and Wω ,m,2
Wω ,m,2
Namely, one "compresses" the increment of the Brownian motion Zω ,2,1 from [t 1 i , t 1 i+1 ] to [t 1 i , θ 1 i ] to obtain Wω ,m,1 , and "compresses" the increment of the Brownian motion Zω ,2,2 from [t 1
] to obtain Wω ,m,2 . Next, on [t 1 , T ], we take the discretisation t 1 = t 2 0 < . . . , t 2 m = T with t 2 i := t 1 + i∆t, ∆t := t 1 /m = (T − t 1 )/m, and for each i = 0, . . . , m − 1, let
]. Notice that q 2,2 t1 is an F ⋆ t1 -random variable. It follows that the (θ 2 i ) 0≤i≤m−a are also random. By rewriting its definition on [0, t 1 ] in an equivalent way, we define ( Wω ,m,1 , Wω ,m,2 
Next, let us define I m Besides, as in Lemma 4.1, it is standard to obtain the following estimate, for some constant C > 0 is tight under W p .
Then along an arbitrary convergent sub-sequence (m k ) k≥1 , one has
weakly and under W p , for some random elements c ⋆,1 , c ⋆,2 , W ⋆,1 · , W ⋆,2 · , X ⋆ · in (Ω ⋆ , F ⋆ , P ⋆ ). By considering the martingale problem associated with the SDE (4.30), it is standard to check that X ⋆ satisfies
Besides, by the convergence result in Equation (4.29), one has
Then it follows by the strong uniqueness (hence uniqueness in law) of the solution to SDE (4.25) that
Since the limit is unique, and hence does not depend on the subsequence, we obtain that
Further, using (4.28) and the explicit construction of Wω ,m and the fact that the solution Xω ,2,m of SDE (4.30) can be defined by a Picard iteration, it follows that one can choose Xω ,2,m such that [26] and [25] , but without more details. This is exactly the program we have carried out.
Proof of Theorem 3.1
(i.1) Let Assumption 2.1 hold true, and take ν ∈ P p (R n ). The non-emptiness of P W (ν) follows by a stability result for the martingale problem in Assumption 2.1. We provide a detailed proof in Theorem A.1.
For the convexity of P W (ν), we first prove that P A (ν) is convex. Let us consider (P 1 , P 2 ) ∈ P A (ν) × P A (ν), θ ∈ [0, 1] and P := θP 1 + (1 − θ)P 2 , and show that P ∈ P A (ν). First, it is direct to check that P satisfies Conditions (i) and (iii) in Definition 2.5. To check Condition (ii) in Definition 2.5, we consider t
Notice that under both P 1 and P 2 , (X 0 , W ) has the same distribution and is independent of (B, µ), it follows that
which implies the independence of (X 0 , W ) and (B, ν) under P. Furthermore, one has, for each i ∈ {1, 2}
then it is straightforward to obtain that
This implies that for P-a.e.ω ∈ Ω
Then P also satisfies Condition (ii) in Definition 2.5, and hence P ∈ P A (ν). This proves that P A (ν) is convex.
Next, assume in addition that (P 1 , P 2 ) ∈ P W (ν) × P W (ν), that is to say (P 1 , P 2 ) ∈ P A (ν) × P A (ν) and P i Λ ∈ M 0 = 1 for i ∈ {1, 2}. It follows that P ∈ P A (ν) and P Λ ∈ M 0 = 1, so that P ∈ P W (ν).
(i.2) Let Assumption 2.1 and Assumption 2.12 hold true, we next show that P R (ν) is convex for ν ∈ P p (R n ). Let (P 1 , P 2 ) ∈ P R (ν) × P R (ν), θ ∈ [0, 1], and P := θP 1 + (1 − θ)P 2 . Then P ∈ P A (ν) since (P 1 ,
By considering a countable dense family of ϕ, 0 ≤ s ≤ t and ζ, it follows that for P-a.e.ω ∈ Ω, ( M
. This proves that P ∈ P R (ν). (i.3) Take ν ∈ P p (R n ), we now show that P R (ν) is closed under the W p -topology. First, from Lemma 4.1, we have P R (ν) ⊂ P p (Ω). Let (P m ) m≥1 ⊂ P R (ν), and P ∈ P(Ω) be such that lim m W p (P m , P) = 0. Then P ∈ P p (Ω).
, by Assumption 2.1, there exists some constant C > 0 such that for all (ω,ω) ∈ Ω × Ω and t ∈ [0, T ]
Using the regularity of the coefficient functions (b, σ, σ 0 ), together with (4.31) and (4.32), it follows that
This implies that for P-a.e.ω ∈ Ω, ( M
. Finally, it is straightforward to check all the other conditions in Definition 2.13, and we can conclude that P ∈ P R (ν).
(ii) Fix ν ∈ P p (R n ). First, one has clearly V S (ν) ≤ V W (ν). Furthermore, for any P ∈ P W (ν), by Proposition 4.4 and under condition ℓ ≥ 1, there is a sequence of probability measures (P m ) m≥1 ⊂ P S (ν) such that
Besides, although P −→ J(P) is not continuous in general (see Remark 2.8), the convergence in (4.33) is stronger than simply P m −→ P. With the growth and lower semi-continuity conditions of L and g in Assumption 2.1, and by a slight extension of [49, Lemma 4.1], the convergence (4.33) implies that
It follows that V S (ν) = V W (ν).
When ℓ = 0, using Proposition 4.4, it is enough to consider a convex combination of strong control rules and apply the same argument as above to conclude the proof.
(iii) We assume here that A ⊂ R j , ν ∈ P p ′ (R n ). It is enough to use Proposition 4.8 to deduce that P W (ν) is dense in P R (ν) with respect to W p . Next, under Assumption 2.12, together with the growth condition of L and g in Assumption 2.1, P −→ J(P) is lower semi-continuous (see Remark 2.14) on P p (Ω). This is enough to prove that V W (ν) = V R (ν).
Finally, when L and g are continuous, under Assumption 2.1 and Assumption 2.12, P −→ J(P) is continuous on P p (Ω). Let (P m ) m≥1 ⊂ P R (ν) be a sequence such that
The coercivity condition (2.1) in Assumption 2.1 ensures that (P m ) m≥1 is relatively compact w.r.t. W p (see also Proposition 4.15 below for a more detailed argument). By the closedness of P R (ν), it follows that there exists P ∈ P R (ν), such that W p (P m , P) −→ 0, possibly along a subsequence. Together with the continuity of J : P p (Ω) −→ R, this implies that P is an optimal relaxed control rule.
Proof of Theorem 3.6 and Proposition 3.7
Based on the equivalence result and the closedness property of P R (ν) in Theorem 3.1, we can provide the proof of the limit theory result in Theorem 3.6 and the continuity result in Proposition 3.7.
Approximation of McKean-Vlasov SDEs by large population SDEs
We show in this section that, for any control α ∈ A p (ν) and the controlled process X α defined in (2.3), they can be approximated by a large population controlled SDE (X α,1 , . . . , X α,N ) as in (2.16) . Let us enforce Assumption 2.1, and assume that A ⊂ R j for some j ≥ 1.
Recall from Section 2.1 that Ω := R n × C d × C ℓ is equipped with the canonical element (X 0 , W, B), the canonical filtration F and a sub-filtration G. We consider a probability measure P ⋆ , under which X 0 , W , B are mutually independent, (W, B) is an F-Brownian motion, and X 0 ∼ U[0, 1]. In particular, the probability space (Ω, F 0 , P ⋆ ) is rich enough to support an R n -valued random variable of any distribution. Let ξ be an F 0 -measurable random variable such that E[|ξ| p ] < ∞, α be an F-predictable process satisfying the integrability condition (2.2). We denote by X ξ,α the unique strong solution of the controlled McKean-Vlasov SDE
with µ ξ,α r := L P⋆ (X ξ,α r∧· , α r )|G r ), P ⋆ -a.s. As for (2.3), X ξ,α is an F ⋆ -adapted continuous process. Given in addition a G-optional P(C n × A)-valued process µ = (µ t ) t∈[0,T ] satisfying the integrability condition
we denote by X ξ,µ,α the unique solution of the standard SDE Above, X ξ,µ,α is defined as an F-adapted continuous process. In particular, one has X ξ,µ ξ,α ,α = X ξ,α , P ⋆ -a.s. and
Lemma 4.11. Let (ξ m ) m≥0 be a sequence of F 0 -measurable random variables such that 
and, for any fixed µ = (µ t ) t∈[0,T ] satisfying (4.35),
Notice that the above SDE is almost the same as (4.36), except that we use here (X i 0 , µ ξ,α , W i ) instead of (ξ, µ, W ). 
Then lim N →∞
Proof. Notice that to prove (4.39), it is enough to prove that, in the space (M P(C n × A) × P(C n × A) , W p ),
First, by a trivial extension of Lemma 4.1, there exists a constant K independent of i ≥ 1, s.t.
where the second inequality follows by the fact that φ is bounded. Since p ′ > p, it follows by [21, Proposition-A.2.] and
Let (N m ) m≥1 be a subsequence such that Λ Nm −→ m→∞ Λ ∞ under W p . We only need to show that Λ ∞ = Λ 0 , or equivalently (see Proposition A.2), that for every k ≥ 1,
In the following, we provide the proof of (4.40) for the case k = 2, since the proof for the general case is identical.
Notice that µ ξ,α is G N -adapted, and X α i ,i depends only on (X i 0 , W i , B). It therefore follows that (X α i ,i t∧· , α i t ) and (X α j ,j t∧· , α j t ) are conditionally independent given the σ-algebra G N t , for all t ∈ [0, T ]. Thus for i = j,
Since f , g 1 , and g 2 are bounded, it follows that T 0 P(C n ×A) 2
and the proof is concluded.
Given a probability measure ν ∈ P p (R n ) and a sequence (ν i ) i≥1 ⊂ P p (R n ), we consider the probability spaces (Ω, F , P ν ) and (Ω N , F N , P N ν ), introduced respectively in Section 2.1 and Section 2.4. Let us fix a bounded continuous function φ : [0, T ] × R n × C d × C ℓ −→ A, and define a control process α := (α t ) t∈[0,T ] on (Ω, F ), and control processes (α 1 , . . . , α N ) on (Ω N , F N ) by
Using the control process α, (X α , µ α ) is defined by (2.3) under P ν . In particular, in the probability space (Ω, F , P ⋆ ), let ξ ∼ ν, and (X ξ,α , µ ξ,α ) be defined by (4.34) . We have P ⋆ • (µ ξ,α ) −1 = P ν • (µ α ) −1 . Next, let ξ be a random variable on (Ω, F , P ⋆ ) satisfying P ⋆ • ξ −1 = ν. We also naturally extend the G-optional process µ ξ,α on Ω into a G N -optional process on Ω N . Then with the bounded control processes (α 1 , . . . , α N ), (X α,i ) i=1,...,N is defined by (2.16) under P N ν , and (X α i ,i ) i=1,...,N is defined by (4.38) . Recall also that 
Consequently
Proof. (i) Using Assumption 2.1, together with Burkholder-Davis-Gundy inequality and Gronwall's emma, it follows by classical arguments that there exist positive constants K, and K ′ such that for all N ≥ 1, i = 1, . . . , N and t ∈ [0, T ]
Further, notice that
it follows by Gronwall's lemma and then by Lemma 4.12 that lim N →∞
As an immediate consequence, we also have lim N →∞
Let us now consider an arbitrary control process α ∈ A p (ν), so that there exists a Borel measurable function φ : We have, thanks to Equation (4.42) lim N →∞
It follows then
Using exactly the same arguments and Lemma 4.11 we can obtain the following result, whose proof is therefore omitted. Then with the control process α defined in (4.41), we have
Tightness of the optimal control rules
Let us now stay in the context of Theorem 3.6 and prove that the set of optimal or ε-optimal control rules is tight. Recall that Assumption 2.1 and Assumption 2.12 hold true, A ⊂ R j for some j ≥ 1, and both L and g are continuous in all their arguments. Let N ≥ 1, (ν, ν 1 , . . . , ν N ) ⊂ P p (R n ), α ∈ A(ν) and (α 1 , . . . , α N ) ∈ A N (ν N ). P N (α 1 , . . . , α N ) is a probability measure on Ω defined by (3.1). ν i , ν = 0, for some ν ∈ P p (R n ), and lim m→∞ W p P Nm , P ∞ = 0, for some P ∞ ∈ P R (ν).
(ii) In the context of Proposition 3.7, let (ε m ) m≥1 ⊂ R + be such that lim m→∞ ε m = 0, (P m ) m≥1 be a sequence such that
Then the sequence (P m ) m≥1 is relatively compact, and moreover, any cluster point of (P m ) m≥1 belongs to P R (ν).
Proof. We will only consider (i), since the proof of (ii) is identical.
Tightness: To prove the tightness of (P N ) N ≥1 under W p , it is enough to adapt the proof of [49, Proposition 3.5 .] to our context. First, let us define control processes (α 0,i ) i≥1 by α 0,i t ≡ a 0 for all t ∈ [0, T ] and i ≥ 1, and denote P N 0 := P N (α 0,1 , . . . , α 0,N ). By Lemma 4.1, there exist some constants K, K ′ > 0, such that for all N ≥ 1
Since by (3.2)
for some constant C independent of N . Using again Lemma 4.1, the coercivity condition (2.1), and the growth conditions in Assumption 2.1, it follows that
Then, there exists some constant C > 0, independent of N , such that
and by similar arguments as in [49, Proposition 3.5.] , it is easy to deduce that both ( 1
Identification of the limit: Up to a subsequence, let us assume w.l.o.g. that lim N →∞ W p P N , P = 0, for some P ∈ P p (Ω), so that lim
and then prove that P ∈ P R (Ω). To this end, it is enough, by Proposition B.1, to prove that P satisfies the following properties
(iii) µ satisfies (2.10) under P;
(iv) (B t ) t∈[0,T ] is an (F, P)-Brownian motion;
First, let us consider two bounded continuous functions h
Using similar arguments, we can deduce that for all k ≥ 1 and bounded continuous functions h 1 , . . . , h k ∈ C b (R n )
Besides, with the definition of P N ν in Section 2.4, and then by (4.43), it is easy to deduce that
which implies that µ satisfies (2.10) under P that is, for P-a.e.ω ∈ Ω,
We next show that (B t ) t∈[0,T ] is an (F, P)-Brownian motion. First, since P N ν • B −1 is the Wiener measure, it is clear that P • B −1 is also the Wiener measure. Next, let φ ∈ C b (Ω), for all s ∈ [0, T ], we define the random variables
On (Ω N , F N ), we introduce the σ-algebra F N,W := σ{W 1 , . . . , W N }. Then, for all ψ ∈ C b (R ℓ ) and t ≥ s
This implies that B is an (F, P)-Brownian motion.
We finally consider the two martingale problems in Proposition B.1, for which we can adapt the proofs in [49, Proposition
). In addition, on (Ω N , F N ), we define the processes M ϕ,i for i = 1, . . . , N by
where L is defined in (2.14) . Then (M ϕ,i ) i∈{1,...,N } are (P N ν , F N )-orthogonal martingales with quadratic variation , i = 1, . . . , N.
it follows by direct computation that, for some constant C > 0 whose value may vary from line to line
This implies that, for P-a.e.ω ∈ Ω M
Similarly, withâ 0 defined in equation (B.2) and
Denoting Λ i (da)dt := δ α i,N t (da)dt, and applying the same arguments as above, it follows that 
We then conclude that P ∈ P R (ν).
Proof of Proposition 3.7
Let ν ∈ P p ′ (R n ) and (ν m ) m≥1 ⊂ P p ′ (R n ) be such that sup m≥1 R n x ′ p ′ ν m (dx ′ ) < ∞ and lim m→∞ W p (ν m , ν) = 0.
We first consider two sequences (ε m ) m≥1 ⊂ R + and (P m ) m≥1 such that lim m→∞ ε m = 0, P m ∈ P R (ν m ), and J(P m ) ≥ V R (ν m ) − ε m , for all m ≥ 1.
It follows by Proposition 4.15 that (P m ) m∈N is relatively compact under W p . Via a subsequence, let us assume that
Using the continuity and growth conditions of (L, g) in Assumption 2.1 and Assumption 2.12, it follows that lim m→∞ J(P m ) = J(P ∞ ), and therefore lim sup
Together with the inequality from Proposition 4.14, we then conclude the proof. 
Proof of
Together with Proposition 4.13, one obtains that 
One more time, through a subsequence, we can assume that
Using (4.44) and Proposition 3.7, we obtain that 
Notice that the weak convergence topology on P(E) is generated by the open sets in Ψ, it follows by the monotone class theorem that Υ 1 = Υ 2 on the Borel σ-field of σ(Ψ).
B Proof of some technical results
We finally provide here the proof of the approximation result (of relaxed control by weak control rules) in Proposition 4.8, and some related technical results. Recall that Assumption 2.1 and Assumption 2.12 hold true, and A is a subset of R j for some j ≥ 1.
B.1 An equivalent reformulation for relaxed control rules
On Ω, let us introduce a filtration F
Since B is an (F, P)-Brownian motion, we have, for all θ ∈ R ℓ , 0 ≤ s ≤ t, φ ∈ C b (C n ×C n ×C d ×M), and ψ ∈ C b (C ℓ ×P( Ω)),
In other words, (M ϕ t exp(θB s − 1 2 θ B s θ ⊤ )) t∈[0,T ] is an (F, P)-martingale for any ϕ ∈ C 2 b (R n+d ) and θ ∈ R ℓ . Furthermore, from Condition (ii) in the statement, we know that B is an (F, P)-Brownian motion, and 
Moreover, it is straightforward to check that L P X 0 , W, B, µ = L P (X 0 ) ⊗ L P (W ) ⊗ L P (B, µ), i.e. X 0 , W and (B, µ) are mutually independent under P, and therefore, P ∈ P R (ν).
B.2 Proof of Proposition 4.7

B.2.1 Martingale measure, stochastic integral and their measurability
We recall here the definition of the martingale measures from El Karoui and Méléard [24] , but in a special context, and then discuss the associated stochastic integration and some measurability issues. Let us consider the Polish space A, and an abstract filtered probability space Notice that (N t (f )) t∈[0,T ] is an (F ⋆ , P ⋆ )-continuous martingale with quadratic variation · 0 A f (s, a)ν s (da)ds, and it is in fact independent of the approximating sequence (f m ) m≥1 (see e.g. [24, Section 1]).
Let us now consider another abstract measurable space (E, E), a family of probability measures (P ⋆ e ) e∈E on (Ω ⋆ , F ⋆ , F ⋆ ) under which N is a martingale measure with intensity ν t (da)dt, and the random measure ν t (da)dt has the same distribution under each P ⋆ e . In addition, the family (P ⋆ e ) e∈E verifies that for all Borel function ϕ : Ω ⋆ × E −→ R such that for each e, ϕ(·, e) is P e -integrable, we have Then it is clear that
Next, let f 1 Proof of Proposition 4.7 Recall that the probability space (Ω ⋆ , F ⋆ , P ⋆ ) is equipped with 2(n + d) i.i.d. martingale measures (N ⋆,i ) i=1,...,2(n+d) with intensity ν 0 (da)dt for some diffuse probability measure ν 0 on A, which is extended on ( Ω ⋆ , F ⋆ , Pω) for everyω ∈ Ω. We will now follow the technical steps in El Karoui and Méléard [24] to construct the family of martingale measures ( Nω)ω ∈Ω satisfying (4.18), and then check the measurability property in (4.19) .
Let us first denote Σ(t, x, a, ν) := σ(t, x, a, ν) 0 n×n I d 0 d×n , and ΣΣ ⊤ ) + (t, x, a, ν := lim Denote also by 1 the constant function on [0, T ] × A which equals to 1. Furthermore, let π i : R n+d −→ R, i = 1, . . . , n + d, be the projection function defined by π i ((z) := z i for every z := (z 1 , . . . , z n+d ), and Mω ,i := M πi,µ(ω) be the martingale defined in (2.15), whose quadratic variation process is given by
Γω i,j (s, 1)ds, t ∈ [0, T ], Pω-a.s. where we notice that ΣΣ ⊤ (ΣΣ ⊤ ) + is the projection from R n+d to the range of ΣΣ ⊤ . It follows then ( Nω ,i ) i=1,...,d is a martingale measure with intensity Λ t (da) × dt and satisfies (4.18).
(ii) Let us now consider a bounded P H ⋆ ⊗ B(A)-measurable function f : [0, T ] × Ω × Ω ⋆ × A −→ R. By the above explicit construction of Nω, it is clear that one can rewrite the stochastic integral The idea of this part is to present how to extend the techniques used when σ 0 is constant to this general case. We now give the outline of the proof. In a nutshell, we want to approximate the relaxed control P by weak control rules when, on Ω, (X, Y, B, µ) verifies Step 1: In this first step, we rewrite (B.11) as an equation that takes into account only X, and not Y . To do this, observe that, we can find a Borel measurable function I : (t, x, π, b) ∈ [0, T ] × C n × P(C n ) × C ℓ −→ I(t, x, π, b) ∈ R n verifying I(t, x, π, b) = I(t, x t∧· , π • ( X t∧· ) −1 , b t∧· ) and
I t, X, µ, B = t 0 σ 0 (r, X, µ)dB r , P-a.s. (B.12) Therefore, using the (H)-property, i.e. for all t ∈ [0, T ], µ t (ω) = P G T ω • (X t∧· , Y t∧· , W, Λ t ) −1 , for P-a.e.ω ∈ Ω, we get an equivalent formulation of (B.10) on Ω, Y · = X · − I ·, X, µ(ω), B(ω) , Pω-a.s, for P -a.e.ω ∈ Ω. and then, a reformulation of (B.11) involving only X. We can see I ·, X, µ(ω), B(ω) as a 'conditional' stochastic integral w.r.t B given the σ-field G T .
Moreover, for any R n -valued H ⋆ -adapted continuous process ( S t ) t∈[0,T ] , we can find a measurable function S : Ω × C n × C n × M × C d × Ω ⋆ −→ C n such that Sω t (ω, ω ⋆ ) = S t ω, X t∧· (ω), Y t∧· (ω), Λ t (ω), W t∧· (ω), ω ⋆ , for all (t,ω,ω, ω ⋆ ) ∈ [0, T ] × Ω × Ω × Ω ⋆ . And, since for P-a.e.ω ∈ Ω, E Pω sup t∈[0,T ] | Sω t | p < ∞, thanks to the (H)-property, we easily verify that for P-a.e.ω ∈ Ω 
