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In this article, we study the initial value problem associated with a ﬁve-parameter
Boussinesq-type system. We prove local existence and uniqueness of the solution and
that the supremum norm of the solution decays algebraically to zero as (1 + t)−1/3 when
t approaches to inﬁnity, provided the initial data are suﬃciently small and regular. We
further present a high-accurate spectral numerical method to approximate the solutions
and validate the theoretical results.
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1. Introduction
In this paper we consider the nonlinear dispersive system of coupled Boussinesq-type equations⎧⎪⎪⎪⎨⎪⎪⎪⎩
ηt + δηxxt + μuxxt + ux + θuxxx + α
(
upη
)
x = 0,
ut + δuxxt + μηxxt + ηx + θηxxx + α
(
up+1
p + 1
)
x
= 0,
u(x,0) = u0(x), η(x,0) = η0(x),
(1)
where δ,μ,α and p are constants such as δ < μ 0, α, θ ∈ R, δ − θ + μ = 0, δ − θ − μ = 0, and p  1 integer. System (1)
is considered for (x, t) ∈ R × [0,∞). For p = 1, μ = 0, the Boussinesq system (1) has been derived by Bona et al. [8] as a
physical model to approximate the motion of small-amplitude long waves on the surface of an ideal ﬂuid under the force
of gravity. The function u = u(x, t) represents the velocity of the ﬂow and η = η(x, t) denotes the height of the wave with
respect to the level of equilibrium. Thus, in this case this Boussinesq system applies directly to a problem of water waves.
On the other hand, when p > 1, α  1, δ  1, θ  1, μ = 0 and specializing to one-way wave propagation, we can derive
from system (1) a generalized KdV equation (called gKdV equation henceforth) of the form
ηt + ηx + c1ηpηx + c2ηxxx = 0,
with c1, c2 constants, by using asymptotical simpliﬁcation at the level of the equations in terms of the small parameters
α, δ, θ and neglecting terms of higher order. If p = 1 and p = 2 this equation admits spatially periodic travelling wave
solutions (Cnoidal and Dnoidal waves, respectively) which have already been simulated in the laboratory. Furthermore, it is
well known that the gKdV equation has solutions of hyperbolic-secant type for all integer value of the nonlinear exponent
p > 0.
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point of view. The analytical study of the effect of generalized nonlinearities in solutions of dispersive models is very
interesting so as in the case of the gKdV equation which appears in multiple scenarios and physical applications. It is also
noteworthy that for the gKdV model, J.P. Albert et al. [2] explain that the value of the parameter p is related to nonlinear
effects suffered by the waves being modelled.
The Cauchy problem for system (1) with p = 1, μ = 0 and θ < 0 has been considered by Bona et al. [9]. The asymptotic
behavior in time of solutions for a system similar to Eqs. (1), but without dispersive terms of the KdV type θuxxx , θηxxx , has
been studied by Bisognin [4] who showed that∥∥u(., t)∥∥L∞ = O ((1+ t)−1/3), ∥∥η(., t)∥∥L∞ = O ((1+ t)−1/3)
as t → ∞, provided that the initial data η0 and u0 are small and suﬃciently regular. This is a very interesting result meaning
that the decay of the solutions in time obeys a simple algebraic time dependence. Similar results have been also established
pertaining to different dispersive equations, such as the generalized Benjamin–Bona–Mahony equation
ut + ux + upux − uxxt = 0,
which was considered by J. Albert in [1] and [3]. Further, the asymptotic behavior of space-periodic solutions to a system
of coupled equations of Benjamin–Bona–Mahony’s type under the effect of dissipation has been studied by Bisognin et al.
in [5]. An asymptotic theory of solutions of a system of two coupled KdV-type equations is treated in [6].
The ﬁrst objective of the present paper is to initiate the study of the existence and asymptotic properties of the solu-
tions of the generalized system (1), extending some of the results obtained in previous papers [4–6,9] for other particular
dispersive-type systems. This is the ﬁrst contribution of the paper. We show local well-poseness of the Cauchy problem (1),
and in addition, provided a global solution exists, we prove that it decays in algebraic way as O ((1 + t)−1/3), uniformly
in x, when t → ∞, if the initial data at t = 0 satisfy suitable assumptions: they are suﬃciently small, p > 4 and δ < μ 0,
δ − θ +μ = 0 and δ − θ −μ = 0. This is a remarkable ﬁnding. Our results imply in that for strong enough level of nonlinear-
ity (i.e. p > 4) the dispersion effects seem to dominate in system (1) making possible the existence of solutions with small
amplitude which decay uniformly to zero when t → ∞. The case of 1 p  4 remains as an open problem.
The second objective is to introduce a stable and accurate spectral numerical solver to compute the solutions of sys-
tem (1). We ﬁnd in a large set of experiments that the numerical simulations are in perfect agreement with the asymptotic
theory developed in the paper. Under some regularity conditions on the initial data, Bona et al. [9] have shown that there
exists a unique global solution pair (u, η) of system (1) satisfying (u, η) ∈ C(R+; Hs(R)) × C(R+; Hs(R)), s  1, but only
in the case that p = 1, μ = 0 and θ < 0. Remark that at this moment, we do not have a proof of global well-poseness of
solutions to the generalized system (1) with p > 1, θ ∈ R and μ = 0. We are working on this problem and the results will
be reported when settled [10].
The paper is organized as follows. In Section 2, by using the Fourier transform we rewrite system (1) as a set of integral-
type equations. Furthermore, we introduce some lemmas which are necessary in the sequel. In Section 3, the result on
local well-posedness is established by using the principle of contraction and the uniqueness uses Gronwall’s lemma in the
space HsT (R), s > 1, s ∈ R, T > 0 small enough, with initial data (η0,u0) ∈ (Hs(R))2. In Section 4, we analyze the asymptotic
behavior of a global solution with small amplitude to system (1) when t → ∞. Our analysis is based on the method of the
stationary phase of the linear part of the system and with the help of Strauss’s Lemma [13], we can complete the proof. In
Section 5, we present a Galerkin-type numerical method which we use to approximate the solution of the model considered
and validate the theoretical results obtained.
2. The Cauchy problem
We will use the standard notation. For 1  p ∞ we will denote by Lp(R) the Banach space of measurable functions
in R such that
∫
R
| f (x)|p dx < ∞ if 1 p < ∞, or ess supR| f | < ∞ if p = ∞. We deﬁne the norm in Lp(R) for 1 p < ∞,
by
‖ f ‖Lp =
(∫
R
∣∣ f (x)∣∣p dx)1/p
and in L∞(R) by ‖ f ‖∞ = ess supR| f |. L2(R) is a Hilbert space for the scalar product
〈 f , g〉 =
∫
R
f (x)g(x)dx.
We set ‖ f ‖ = ‖ f ‖L2 and ‖ f ‖p = ‖ f ‖Lp . For a function f in L1 the Fourier transform is deﬁned as F( f )(y) = fˆ (y) =
1√
2π
∫
R
e−ixy f (x)dx, y ∈ R, and the inverse Fourier transform F−1( f )(y) = 1√
2π
∫
R
eixy f (x)dx. For s ∈ R, we deﬁne the
Sobolev space Hs(R) as the completion of the Schwartz space S(R) with respect to the norm
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(∫
R
(
1+ y2)s∣∣ fˆ (y)∣∣2 dy)1/2.
We denote by C([0, T ]; Hs) the space of continuous functions f : [0, T ] → Hs . We use the notation HsT ≡ C([0, T ]; Hs),
i.e. the space of continuous functions t → f (t, .) ∈ Hs , t ∈ [0, T ], with the norm ‖ f ‖HsT = supt∈[0,T ]‖ f (t, .)‖Hs and the
product norm deﬁned by ‖(u, η)‖HsT ×HsT = ‖u‖HsT + ‖η‖HsT , for (u, η) ∈ HsT × HsT . We deﬁne the space W 1,1(R) as the set
of functions f ∈ L1 such that the derivative Df exists in the weak sense in L1. The norm of this space is deﬁned by
‖ f ‖W 1,1 = ‖ f ‖L1 + ‖Df ‖L1 .
To start the analysis of the Cauchy problem (1), we take Fourier transform with respect to x to obtain that
AÛt + iyBÛ + F̂(U ) = 0, (2)
where
A=
( −μy2 1− δy2
1− δy2 −μy2
)
, B=
(
1− θ y2 0
0 1− θ y2
)
, F(U ) =
(
F1x(u, η)
F2x(u, η)
)
,
F1(u, η) = αupη, F2(u, η) = α u
p+1
p + 1 ,
and
U =
(
u
η
)
.
Now by applying Duhamel’s formula to Eqs. (2) and taking the inverse Fourier transform to the resulting equations, it yields
the integral equations
u(x, t) = 1
2
√
2π
∫
R
[
eitλ1(y)+ixy uˆ0 + eitλ2(y)+ixy uˆ0 + eitλ1(y)+ixy ηˆ0 − eitλ2(y)+ixy ηˆ0
]
dy
− 1
2
t∫
0
∫
R
[
ei(t−s)λ1(y)+ixyW1 + ei(t−s)λ2(y)+ixyW1 + ei(t−s)λ1(y)+ixyW2 − ei(t−s)λ2(y)+ixyW2
]
dy ds, (3)
η(x, t) = 1
2
√
2π
∫
R
[
eitλ1(y)+ixy uˆ0 − eitλ2(y)+ixy uˆ0 + eitλ1(y)+ixy ηˆ0 + eitλ2(y)+ixy ηˆ0
]
dy
− 1
2
t∫
0
[∫
R
ei(t−s)λ1(y)+ixyW1 − ei(t−s)λ2(y)+ixyW1 + ei(t−s)λ1(y)+ixyW2 + ei(t−s)λ2(y)+ixyW2
]
dy ds, (4)
for x ∈ R and t ∈ [0,∞). Here we use the notation
k1 = −μy
2
(μ2 − δ2)y4 + 2δy2 − 1 , k2 =
δy2 − 1
(μ2 − δ2)y4 + 2δy2 − 1 ,
and K1 = K1(x) = F−1[k1](x), K2 = K2(x) = F−1[k2](x), W1 ≡ ̂K1 ∗ F1x + ̂K2 ∗ F2x, W2 ≡ ̂K2 ∗ F1x + ̂K1 ∗ F2x , where ∗ de-
notes convolution over R. Furthermore,
λ1(y) = y(1− θ y
2)
(μ + δ)y2 − 1 and λ2(y) =
y(θ y2 − 1)
(δ − μ)y2 − 1 ,
are the eigenvalues of the matrix −iyA−1B. We remark that the matrix A is non-singular for all frequency y ∈ R, since the
model’s parameters in Eqs. (1) satisfy that δ < μ  0. Because of the same reason the eigenvalues λ1(y), λ2(y) are well
deﬁned for any y ∈ R. It is easy to show using integration by parts that the functions K1(x) and K2(x) are well deﬁned and
belong to L1 ∩ L∞ . In addition we further have that yK̂ j = yk j ∈ L∞ for j = 1,2.
Next, we shall present some lemmas which will be very useful in the development of the theory.
Lemma 1. Let g ∈ Hs(R), K ∈ L∞(R) ∩ L1(R) and s  1, s ∈ R. If (yK̂ ) ∈ L∞ , then K ∗ dgdx ∈ Hs(R) and there exists a positive
constant C such that ‖K ∗ dg ‖Hs  C‖g‖Hs .dx
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∥∥∥∥2
Hs
=
∫
R
(
1+ |y|2)s∣∣∣∣ ̂K ∗ dgdx
∣∣∣∣2 dy  ∫
R
(
1+ |y|2)s∣∣∣∣K̂ d̂gdx
∣∣∣∣2 dy

∫
R
(
1+ |y|2)s|K̂ iy gˆ|2 dy  sup
y∈R
|K̂ y|2
∫
R
(
1+ |y|2)s|gˆ|2 dy
 C‖g‖2Hs . 
Lemma 2. Let f ∈ C2(R) be a concave or convex function on the interval [a,b] with −∞ < a < b < ∞, then
•
∣∣∣∣∣
b∫
a
ei f (s) ds
∣∣∣∣∣ 4{min[a,b]∣∣ f ′(s)∣∣}−1 if f ′(s) = 0 in [a,b].
•
∣∣∣∣∣
b∫
a
ei f (s) ds
∣∣∣∣∣ C{min[a,b]∣∣ f ′′(s)∣∣}−1/2 if f ′′(s) = 0 in [a,b], with C > 0 constant.
Proof. See [12]. 
Lemma 3. Let m(t) be a continuous real-valued, nonnegative function and such that there exist positive constants γ > 1 and ci > 0
for i = 1,2 such that
m(t) c1 + c2m(t)γ , t ∈ I,
for any interval I , such that 0 ∈ I . If m(0) c1 and c1c(γ−1)
−1
2 < (1− γ −1)γ −(γ−1)
−1
then, in the same interval
m(t) <
c1
1− γ −1 .
Proof. See [13]. 
Lemma 4. Let α,β,γ  0 satisfy
α + β − γ  1, α  γ , β  γ ,
and
α > γ if β = 1, β > γ if α = 1.
Then we have
sup
0t<∞
t∫
0
(1+ t)γ (1+ t − s)−α(1+ s)−β ds < ∞.
Proof. See [11]. 
3. Local existence and uniqueness in Hs(R)
Theorem 1. Let u0, η0 ∈ Hs(R), s 1, δ < μ 0, θ,α ∈ R and p  1 integer. Then there exists a positive constant T0 > 0 and unique
solution pair (u, η) ∈ (C([0, T0]; Hs(R)))2 of Eqs. (3)–(4).
Proof. Consider the closed ball Z T in (HsT )
2,
Z T = Ba(0) =
{
(u, η) ∈ HsT × HsT :
∥∥(u, η)∥∥HsT ×HsT  a}
and the function φ(u, η) = (φ1(u, η),φ2(u, η)) by
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2
√
2π
∫
R
[
eitλ1(y)+ixy uˆ0 + eitλ2(y)+ixy uˆ0 + eitλ1(y)+ixy ηˆ0 − eitλ2(y)+ixy ηˆ0
]
dy
− 1
2
t∫
0
∫
R
[
ei(t−s)λ1(y)+ixyW1 + ei(t−s)λ2(y)+ixyW1 + ei(t−s)λ1(y)+ixyW2 − ei(t−s)λ2(y)+ixyW2
]
dy ds (5)
and
φ2(u, η) = 1
2
√
2π
∫
R
[
eitλ1(y)+ixy uˆ0 − eitλ2(y)+ixy uˆ0 + eitλ1(y)+ixy ηˆ0 + eitλ2(y)+ixy ηˆ0
]
dy
− 1
2
t∫
0
[∫
R
ei(t−s)λ1(y)+ixyW1 − ei(t−s)λ2(y)+ixyW1 + ei(t−s)λ1(y)+ixyW2 + ei(t−s)λ2(y)+ixyW2
]
dy ds. (6)
It is clear that a ﬁxed point (u, η) of the function φ(u, η) coincides with a solution of the integral equations (3)–(4). Thus,
the standard technique to establish local existence is the Banach contraction Theorem. For this, we will show that φ(u, η) is
a contraction from Z T to Z T for some conveniently selected T > 0. We estimate ‖φ1(u, η)‖. In ﬁrst place, taking Hs norm
on both sides of Eq. (5) and using triangular inequality it yields that∥∥φ1(u, η)∥∥Hs  12√2π
[∥∥∥∥∫
R
eitλ1(y)+ixy uˆ0 dy
∥∥∥∥
Hs
+
∥∥∥∥∫
R
eitλ2(y)+ixy uˆ0 dy
∥∥∥∥
Hs
+
∥∥∥∥∫
R
eitλ1(y)+ixy ηˆ0 dy
∥∥∥∥
Hs
+
∥∥∥∥∫
R
eitλ2(y)+ixy ηˆ0 dy
∥∥∥∥
Hs
]
+ 1
2
t∫
0
[∥∥∥∥∫
R
ei(t−s)λ1(y)+ixy( ̂K1 ∗ F1x + ̂K2 ∗ F2x)dy
∥∥∥∥
Hs
+
∥∥∥∥∫
R
ei(t−s)λ2(y)+ixy( ̂K1 ∗ F1x + ̂K2 ∗ F2x)dy
∥∥∥∥
Hs
+
∥∥∥∥∫
R
ei(t−s)λ1(y)+ixy( ̂K2 ∗ F1x + ̂K1 ∗ F2x)dy
∥∥∥∥
Hs
+
∥∥∥∥∫
R
ei(t−s)λ2(y)+ixy( ̂K2 ∗ F1x + ̂K1 ∗ F2x)dy
∥∥∥∥
Hs
]
ds.
Now letting h j = ei(t−s)λ j(y) with j = 1,2, we arrive at∥∥φ1(u, η)∥∥Hs  12√2π
[∥∥∥∥∫
R
eixyeitλ1(y)uˆ0 dy
∥∥∥∥
Hs
+
∥∥∥∥∫
R
eixyeitλ2(y)uˆ0 dy
∥∥∥∥
Hs
+
∥∥∥∥∫
R
eixyeitλ1(y)ηˆ0 dy
∥∥∥∥
Hs
+
∥∥∥∥∫
R
eixyeitλ2(y)ηˆ0 dy
∥∥∥∥
Hs
]
+ 1
2
t∫
0
[∥∥∥∥∫
R
eixyh1(y)( ̂K1 ∗ F1x + ̂K2 ∗ F2x)dy
∥∥∥∥
Hs
+
∥∥∥∥∫
R
eixyh2( ̂K1 ∗ F1x + ̂K2 ∗ F2x)dy
∥∥∥∥
Hs
+
∥∥∥∥∫
R
eixyh1(y)( ̂K2 ∗ F1x + ̂K1 ∗ F2x)dy
∥∥∥∥
Hs
+
∥∥∥∥∫
R
eixyh2(y)( ̂K2 ∗ F1x + ̂K1 ∗ F2x)dy
∥∥∥∥
Hs
]
ds.
By the deﬁnition of the inverse Fourier transform it follows that∥∥φ1(u, η)∥∥Hs  12 [∥∥F−1[eitλ1(y)uˆ0]∥∥Hs + ∥∥F−1[eitλ2(y)uˆ0]∥∥Hs + ∥∥F−1[eitλ1(y)ηˆ0]∥∥Hs + ∥∥F−1[eitλ2(y)ηˆ0]∥∥Hs ]
+ 1
2
t∫
0
[∥∥F−1[h1(y)( ̂K1 ∗ F1x + ̂K2 ∗ F2x)]∥∥Hs + ∥∥F−1[h2(y)( ̂K1 ∗ F1x + ̂K2 ∗ F2x)]∥∥Hs
+ ∥∥F−1[h1(y)( ̂K2 ∗ F1x + ̂K1 ∗ F2x)]∥∥Hs + ∥∥F−1[h2(y)( ̂K2 ∗ F1x + ̂K1 ∗ F2x)]∥∥Hs ]ds.
Further we remark that∥∥F−1[ f (y)]∥∥2Hs = ∫ (1+ |y|2)s∣∣F[F−1[ f (y)]]∣∣2 dy = ∫ (1+ |y|2)s∣∣ f (y)∣∣2 dy.
R R
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∥∥φ1(u, η)∥∥Hs  12
[(∫
R
(
1+ y2)s|uˆ0|2 dy)1/2 +(∫
R
(
1+ y2)s|uˆ0|2 dy)1/2
+
(∫
R
(
1+ y2)s|ηˆ0|2 dy)1/2 +(∫
R
(
1+ y2)s|ηˆ0|2 dy)1/2]
+ 1
2
t∫
0
[(∫
R
(
1+ y2)s| ̂K1 ∗ F1x + ̂K2 ∗ F2x|2 dy)1/2 +(∫
R
(
1+ y2)s| ̂K1 ∗ F1x + ̂K2 ∗ F2x|2 dy)1/2
+
(∫
R
(
1+ y2)s| ̂K2 ∗ F1x + ̂K1 ∗ F2x|2 dy)1/2 +(∫
R
(
1+ y2)s| ̂K2 ∗ F1x + ̂K1 ∗ F2x|2 dy)1/2]ds,
∥∥φ1(u, η)∥∥Hs  C
[
‖u0‖Hs + ‖η0‖Hs +
t∫
0
(‖K1 ∗ F1x + K2 ∗ F2x‖Hs + ‖K2 ∗ F1x + K1 ∗ F2x‖Hs )ds
]
.
Therefore from Lemma 1 we have
∥∥φ1(u, η)∥∥Hs  C
[
‖u0‖Hs + ‖η0‖Hs +
t∫
0
(‖F1‖Hs + ‖F2‖Hs )ds].
Now by using the deﬁnitions of F1, F2 we have
∥∥φ1(u, η)∥∥Hs  C
[
‖u0‖Hs + ‖η0‖Hs +
t∫
0
(∥∥αupη∥∥Hs + ∥∥∥∥α up+1p + 1
∥∥∥∥
Hs
)
ds
]
 C
[
‖u0‖Hs + ‖η0‖Hs +
t∫
0
(‖u‖pHs‖η‖Hs + ‖u‖p+1Hs )ds
]
 C
[
‖u0‖Hs + ‖η0‖Hs +
t∫
0
‖u‖pHs
(‖η‖Hs + ‖u‖Hs )ds]. (7)
We obtain a similar estimate for ‖φ2(u, η)‖Hs .
To show that φ : Z T → Z T is a contraction, we take (u, η) ∈ Z T and a positive constant δ∗ > 0 such that ‖η0‖Hs +
‖u0‖Hs  δ∗ ,∥∥φ(u, η)∥∥HsT ×HsT = ∥∥φ1(u, η)∥∥HsT + ∥∥φ2(u, η)∥∥HsT
 2C
[
‖u0‖Hs + ‖η0‖Hs + ap sup
t∈[0,T ]
t∫
0
(‖η‖Hs + ‖u‖Hs )ds]
 2C
[
δ∗ + ap+1T ].
In the inequalities above we used Eq. (7) and we took supremum on the interval [0, T ]. Now choosing a = 4Cδ∗ , we obtain∥∥φ(u, η)∥∥HsT ×HsT  2Cδ∗[1+ 4p+1C p+1δ∗pT ],
so that ﬁxing T such that 4p+1C p+1δ∗pT < 1, we have that φ(u, η) ∈ Z T .
On the other hand, let (u1, η1), (u2, η2) ∈ Z T ; with the same initial data (η0,u0), if a = 4Cδ∗ and following some previ-
ous estimates, we obtain∥∥φ(u1, η1) − φ(u2, η2)∥∥HsT ×HsT  ∥∥φ1(u1, η1) − φ1(u2, η2)∥∥HsT + ∥∥φ2(u1, η1) − φ2(u2, η2)∥∥HsT (8)
 2apC
[
sup
t∈[0,T ]
t∫ (‖η1 − η2‖Hs + ‖u1 − u2‖Hs )ds
]
(9)0
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∥∥(u1, η1) − (u2, η2)∥∥HsT ×HsT
 22p+1C p+1δ∗pT
∥∥(u1, η1) − (u2, η2)∥∥HsT ×HsT .
To obtain inequality (9) we used the estimates∥∥up+11 − up+12 ∥∥Hs = ‖u1 − u2‖Hs∥∥up1 + up−11 u2 + · · · + up2∥∥Hs
 ‖u1 − u2‖Hs
(‖u1‖pHs + ‖u1‖p−1Hs ‖u2‖Hs + · · · + ‖u2‖pHs )
 pap‖u1 − u2‖Hs , (10)∥∥up1η1 − up2η2∥∥Hs  ‖η1 − η2‖Hs‖u1‖pHs + ‖η2‖Hs∥∥up1 − up2∥∥Hs
 pap
(‖η1 − η2‖Hs + ∥∥up1 − up2∥∥Hs ). (11)
Then taking 22p+1C p+1δ∗pT < 1, it follows that φ : Z T → Z T is a contraction by Banach’s Theorem. Thus, we have es-
tablished the existence and uniqueness in Z T . Next we will prove the uniqueness in (C([0, T0]; Hs(R)))2, s  1, using
Gronwall’s Lemma.
Suppose that
( u1
η1
)
,
( u2
η2
) ∈ HsT × HsT satisfy Eqs. (3)–(4) with the same initial data u0, η0. Let u = u1 −u2 and η = η1 −η2.
Then
‖u‖Hs = ‖u1 − u2‖Hs

t∫
0
∥∥∥∥∫
R
[
ei(t−s)λ1(y)+ixy
(
F
[
K1 ∗
(
up1η1 − up2η2
)
x
]+F[K2 ∗ (up+11 − ηp+11 )x])
+ ei(t−s)λ2(y)+ixy(F[K1 ∗ (up1η1 − up2η2)x]+F[K2 ∗ (up+11 − ηp+11 )x])
+ ei(t−s)λ1(y)+ixy(F[K2 ∗ (up1η1 − up2η2)x]+F[K1 ∗ (up+11 − ηp+11 )x])
− ei(t−s)λ2(y)+ixy(F[K2 ∗ (up1η1 − up2η2)x]+F[K1 ∗ (up+11 − ηp+11 )x])]dy∥∥∥∥
Hs
ds.
Therefore
‖u‖Hs 
t∫
0
∫
R
∥∥K1 ∗ (up1η1 − up2η2)x∥∥Hs + ∥∥K2 ∗ (up+11 − ηp+11 )x∥∥Hs
+ ∥∥K1 ∗ (up1η1 − up2η2)x∥∥Hs + ∥∥K2 ∗ (up+11 − ηp+11 )x∥∥Hs
+ ∥∥K2 ∗ (up1η1 − up2η2)x∥∥Hs + ∥∥K1 ∗ (up+11 − ηp+11 )x∥∥Hs
+ ∥∥K2 ∗ (up1η1 − up2η2)x∥∥Hs + ∥∥K1 ∗ (up+11 − ηp+11 )x∥∥Hs dy ds,
and from Lemma 1, it follows that
‖u‖Hs  C
t∫
0
(∥∥up1η1 − up2η2∥∥Hs + ∥∥up+11 − ηp+11 ∥∥Hs )ds.
Now using estimates (10)–(11) we derive that
‖u‖Hs = ‖u1 − u2‖Hs  C
t∫
0
(‖η1 − η2‖Hs + ‖u1 − u2‖Hs )ds.
Analogously it follows that
‖η‖Hs = ‖η1 − η2‖Hs  C
t∫
0
(‖η1 − η2‖Hs + ‖u1 − u2‖Hs )ds,
where C is a constant which only depends on ‖ui‖HsT and ‖ηi‖HsT for i = 1,2. Thus, if w = (u, η) we have that
‖w‖Hs = ‖u‖Hs + ‖η‖Hs  C
t∫
0
‖w‖Hs ds,
for every t ∈ [0, T ]. Finally, since t → ‖w(., t)‖Hs is a positive and continuous function, by the Gronwall’s Lemma, we con-
clude that ‖w‖Hs = 0 and therefore u1 = u2 and η1 = η2 for every t ∈ [0, T ], i.e., the solution of Eqs. (3)–(4) is unique. 
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For the complete analysis of the asymptotic behavior, we consider ﬁrst the linear problem, i.e. when α = 0,{
ηt + δηxxt + μuxxt + ux + θuxxx = 0,
ut + δuxxt + μηxxt + ηx + θηxxx = 0. (12)
Using the Fourier transform in (12) we obtain
AÛt + iyBÛ = 0.
where (μ2 − δ2)y4 + 2δy2 − 1 = 0, for all y ∈ R the linear system has a solution
Û = e−iyA−1Bt Û0, (13)
where, Û0 =
( uˆ0
ηˆ0
)
. It is easy to show that the solution of the linear problem (12) deﬁned for t  0 and with initial data
(u0, η0) is
u(x, t) = 1
2
√
2π
∫
R
(
eitλ1(y)+ixy uˆ0 + eitλ2(y)+ixy uˆ0 + eitλ1(y)+ixy ηˆ0 − eitλ2(y)+ixy ηˆ0
)
dy, (14)
η(x, t) = 1
2
√
2π
∫
R
(
eitλ1(y)+ixy uˆ0 − eitλ2(y)+ixy uˆ0 + eitλ1(y)+ixy ηˆ0 + eitλ2(y)+ixy ηˆ0
)
dy. (15)
Some properties of the functions λ1(y), λ2(y) are:
• λ1 and λ2 are functions of class C∞(R) for all y, when δ < μ  0 and (μ2 − δ2)y4 + 2δy2 − 1 = 0, for all y ∈ R.
Furthermore,
λ′′1(y) =
2y(δ − θ + μ)(3+ y2(δ + μ))
(−1+ y2(δ + μ))3 ,
λ′′′1 (y) =
6(1+ 6y2(δ + μ) + y4(δ + μ)2)(θ − δ − μ)
(−1+ y2(δ + μ))4 ,
λ′′2(y) =
−2y(δ − θ − μ)(3+ y2(δ − μ))
(−1+ y2(δ − μ))3 ,
λ′′′2 (y) =
6(1+ 6y2(δ − μ) + y4(δ − μ)2)(δ − θ − μ)
(−1+ y2(δ − μ))4 .
• λ1 and λ2 have both three non-degenerate inﬂection points, when δ < μ 0, δ − θ + μ = 0 and δ − θ − μ = 0.
• There is a positive constant C such that |λ′′1(y)| C |y|−3 for large |y|. It follows from the fact that
C  |−1+ y
2(δ + μ)|3
|2y4(δ − θ + μ)(3+ y2(δ + μ))| .
Similarly, we can prove that |λ′′2(y)| C|y|3 for large |y|.
Lemma 5. Let λ j with j = 1,2, the eigenvalues of −iyA−1B as deﬁned above and δ < μ 0, δ − θ + μ = 0 and δ − θ − μ = 0. Let
ηl > 0 then for large rl > 0 with l = 1,2 and t > 0, we have that
sup
−∞<a<∞
∣∣∣∣∣
r1∫
−r1
eit(λ1(y)+ay) dy
∣∣∣∣ C[t−η1 + t(η1−1)/2 + t−1/2r3/21 ], (16)
sup
−∞<a<∞
∣∣∣∣∣
r2∫
−r2
eit(λ2(y)+ay) dy
∣∣∣∣∣ C[t−η2 + t(η2−1)/2 + t−1/2r3/22 ], (17)
where C is a positive constant (independent of r1, r2).
Proof. In order to establish inequality (16), let y j , j = 1,2,3, be the inﬂection points of λ1. Let r1 > 0 be large enough such
that y j ∈ (−r1, r1), ∀ j = 1,2,3, and let  > 0 be small enough so that (y j − , y j + ) ⊂ (−r1, r1), ∀ j = 1,2,3. Deﬁne the
set
B =
{
y ∈ (−r1, r1), such that |y − y j | , ∀ j = 1,2,3
}
.
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I =
∫
[−r1,r1]
eit(λ1(y)+ay) dy =
( ∫
B
+
3∑
j=1
∫
[y j−,y j+]
)
eit(λ1(y)+ay) dy (18)
= I1 +
3∑
j=1
I j2. (19)
Let f1(y) = λ1(y) + ay, then f ′1(y) = λ′1(y) + a and f ′′1 (y) = λ′′1(y). In the B we have that λ′′1(y) = 0 and for r1 > 0
suﬃciently large, we have that |λ′′1(y)| > C/r31 , for each y ∈ B . Therefore by Lemma 2, it yields that
|I1| =
∣∣∣∣ ∫
B
eit f1(y) dy
∣∣∣∣ Ct−1/2{minB | f ′′1 (y)|}1/2  Ct−1/2r3/21 .
For I j2, j = 1,2,3, let t  T1 with T1 > 0 and η > 0. Then we can split the integral in I j2 as∫
|y−y j |
eit f1(y) dy =
( ∫
|y−y j |t−η
+
∫
t−η|y−y j |
)
eit f1(y) dy = I j3 + I j4.
Now, let us consider the change of variables s = y − y j in order to estimate the integral I j3. In this way, it follows that∣∣I j3∣∣= ∣∣∣∣ ∫
|s|t−η
eit f1(s+y j) ds
∣∣∣∣ 2t−η.
Again using Lemma 2 we estimate |I j4| as follows∣∣I j4∣∣= ∣∣∣∣ ∫
t−η|y−y j |
eit f1(y) dy
∣∣∣∣ C{t mint−η|y−y j |∣∣ f ′′1 (y)∣∣
}−1/2
.
Since λ1(y) ∈ C∞(R) and f1(y) = λ1(y)+ay then f1(y) ∈ C∞(R) and thus the function f ′′1 (y) has a Taylor expansion around
of yi , ∣∣ f ′′1 (y)∣∣= ∣∣ f ′′′1 (y j)(y − y j) + R(y)∣∣,
where R(y) = 12 f (4)1 (θ j)(y − y j)2, θ j ∈ [y j, y] and limy→y j |R(y)||y−y j | = 0. For this reason, for all δ > 0, there exists  > 0 such
that if |y − y j|  then |R(y)| < δ|y − y j |. Thus, it follows that∣∣ f ′′1 (y)∣∣= ∣∣∣∣ f ′′′1 (y j) + 12 f (4)1 (θ j)(y − y j)
∣∣∣∣|y − y j| ∣∣∣∣∣∣ f ′′′1 (y j)∣∣− ∣∣∣∣12 f (4)1 (θ j)(y − y j)
∣∣∣∣∣∣∣∣|y − y j|

∣∣∣∣ f ′′′1 (y j)∣∣− δ∣∣|y − y j |.
Now taking 0 < δ1 < min j=1,2,3 | f ′′′1 (y j)|, we have that∣∣ f ′′1 (y)∣∣ ∣∣∣∣ f ′′′1 (y j)∣∣− δ∣∣|y − y j | |δ1 − δ||y − y j| C |y − y j| Ct−η,
for t−η  |y − y j |  and some positive constant C . Then
min
t−η|y−y j |
∣∣ f ′′1 (y)∣∣> Ct−η, (20)
for all j = 1,2,3. Then, by combining our estimates above, it yields that
|I| |I1| +
3∑
j=1
(∣∣I j3∣∣+ ∣∣I j4∣∣)
 Ct−1/2r3/21 +
3∑
j=1
(
2t−η + C
{
t min
t−η|y−y j |
∣∣ f ′′1 (y)∣∣}−1/2)
 Ct−1/2r3/21 +
3∑
j=1
(
2t−η + Ct−1/2tη/2) C(t−1/2r3/21 + t−η + t(η−1)/2).
The second estimate (17) is proved in the same way. 
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the linear problem (12). Then∥∥u(., t)∥∥L∞  C(‖u0‖L1 + ‖η0‖L1 + ‖u0‖H4 + ‖η0‖H4)(1+ t)−1/3, (21)∥∥η(., t)∥∥L∞  C(‖u0‖L1 + ‖η0‖L1 + ‖u0‖H4 + ‖η0‖H4)(1+ t)−1/3 (22)
for all t suﬃciently large and C a positive constant independent of x and t.
Proof. We shall prove estimate (21). Using (14)–(15), we have∣∣u(x, t)∣∣ 1
2
√
2π
[∣∣∣∣ ∫
|y|r1
eitλ1(y)+ixy uˆ0 dy
︸ ︷︷ ︸
I1
∣∣∣∣+ ∣∣∣∣ ∫
|y|>r1
eitλ1(y)+ixy uˆ0 dy
︸ ︷︷ ︸
I2
∣∣∣∣
+
∣∣∣∣ ∫
|y|r1
eitλ2(y)+ixy uˆ0 dy
︸ ︷︷ ︸
I3
∣∣∣∣+ ∣∣∣∣ ∫
|y|>r1
eitλ2(y)+ixy uˆ0 dy
︸ ︷︷ ︸
I4
∣∣∣∣
+
∣∣∣∣ ∫
|y|r1
eitλ1(y)+ixy ηˆ0 dy
︸ ︷︷ ︸
I5
∣∣∣∣+ ∣∣∣∣ ∫
|y|>r1
eitλ1(y)+ixy ηˆ0 dy
︸ ︷︷ ︸
I6
∣∣∣∣
+
∣∣∣∣ ∫
|y|r1
eitλ2(y)+ixy ηˆ0 dy
︸ ︷︷ ︸
I7
∣∣∣∣+ ∣∣∣∣ ∫
|y|>r1
eitλ2(y)+ixy ηˆ0 dy
︸ ︷︷ ︸
I8
∣∣∣∣].
To estimate the integral I1, we deﬁne h1(y, t) = eitλ1(y) , M = {y: |y|  r1}, β(y, t) = χM(y)h1(y, t), where χM(y) is the
characteristic function on the set M . We can prove that
|I1| =
∣∣∣∣ ∫
|y|r1
eixyh1(y, t)uˆ0(y)dy
∣∣∣∣= ∣∣∣∣ ∫
R
eixyχMh1(y, t)uˆ0(y)dy
∣∣∣∣
=
∣∣∣∣ ∫
R
eixyβ(y, t)uˆ0(y)dy
∣∣∣∣= ∣∣∣∣ ∫
R
eixyF−1
[
β(y, t)
] ∗ u0(y)dy∣∣∣∣

∥∥F−1[β(y, t)]∥∥L∞ ∫
R
∣∣u0(y)∣∣dy  ∥∥F−1[β(x, t)]∥∥L∞‖u0‖L1 .
Let a = xt , we can observe that∣∣F−1[β(x, t)]∣∣= ∣∣∣∣ 1√2π
∫
R
eixyβ(y, t)dy
∣∣∣∣= ∣∣∣∣ 1√2π
∫
R
eit(λ1(y)+ay)χM dy
∣∣∣∣
 sup
−∞<a<∞
1√
2π
∣∣∣∣ ∫
R
eit(λ1(y)+ay)χM dy
∣∣∣∣ sup−∞<a<∞ 1√2π
∣∣∣∣
r1∫
−r1
eit(λ1(y)+ay) dy
∣∣∣∣
 C
(
t−η1 + t(η1−1)/2 + t−1/2r3/21
)
.
Using Lemma 5 we have
|I1| C
(
t−η1 + t(η1−1)/2 + t−1/2r3/21
)‖u0‖L1 .
Similarly, we can prove for all odd integrals.
The estimate for |I2| is as follows:
|I2| =
∣∣∣∣ ∫
|y|>r1
eit(λ1(y)+ay)uˆ0 dy
∣∣∣∣ ∫
|y|>r1
|uˆ0|dy 
( ∫
|y|>r1
∣∣(1+ |y|)∣∣2n|uˆ0|2 dy)1/2( ∫
|y|>r1
(
1+ |y|)−2n dy)1/2
 ‖u0‖Hn 2 2n−1  C(1+ r1)−
2n−1
2 ‖u0‖Hn ,(2n − 1)(1+ r1) 2
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conclude that∣∣u(x, t)∣∣= 1
2
√
2π
∣∣∣∣∫
R
(
eitλ1(y)+ixy uˆ0 + eitλ2(y)+ixy uˆ0 + eitλ1(y)+ixy ηˆ0 − eitλ2(y)+ixy ηˆ0
)
dy
∣∣∣∣
 C
(
t−η1 + t η1−12 + t−1/2r3/21
)‖u0‖L1 + C(1+ r1)− 2n−12 ‖u0‖Hn
+ C(t−η2 + t η2−12 + t−1/2r3/22 )‖u0‖L1 + C(1+ r2)− 2n−12 ‖u0‖Hn
+ C(t−η1 + t η1−12 + t−1/2r3/21 )‖η0‖L1 + C(1+ r1)− 2n−12 ‖η0‖Hn
+ C(t−η2 + t η2−12 + t−1/2r3/22 )‖η0‖L1 + C(1+ r2)− 2n−12 ‖η0‖Hn
 C
[(
t−η1 + t η1−12 + t−1/2r3/21
)(‖u0‖L1 + ‖η0‖L1)+ (t−η2 + t η2−12 + t−1/2r3/22 )(‖u0‖L1 + ‖η0‖L1)
+ (1+ r1)− 2n−12
(‖u0‖Hn + ‖η0‖Hn )+ (1+ r2)− 2n−12 (‖u0‖Hn + ‖η0‖Hn )].
If we set r1 = r2 = t1/10, η1 = η2 = 13 and n = 4, we have that∣∣u(x, t)∣∣ C[(t−1/3 + t−7/20)(‖u0‖L1 + ‖η0‖L1)+ (1+ t1/10)−7/2(‖u0‖H4 + ‖η0‖H4)].
Therefore∣∣u(x, t)∣∣ C[(t−1/3 + t−7/20)(‖u0‖L1 + ‖η0‖L1)+ (1+ t1/10)−7/2(‖η0‖H4 + ‖η0‖H4)].
Then if t is large enough it yields that∣∣u(x, t)∣∣ C(‖u0‖L1 + ‖η0‖L1 + ‖η0‖H4 + ‖η0‖H4)t−1/3. (23)
On the other hand, we know that∥∥u(x, t)∥∥L∞ = 12√2π
∣∣∣∣ ∫
R
(
eitλ1(y)+ixy uˆ0 + eitλ2(y)+ixy uˆ0 + eitλ1(y)+ixy ηˆ0 − eitλ2(y)+ixy ηˆ0
)
dy
∣∣∣∣
 C
(‖u0‖L1 + ‖u0‖L1 + ‖η0‖H4 + ‖η0‖H4). (24)
From inequalities (23) and (24) we have that∥∥u(x, t)∥∥−3L∞  C(‖u0‖L1 + ‖η0‖L1 + ‖η0‖H4 + ‖η0‖H4)−3,
and ∥∥u(x, t)∥∥−3L∞  C(‖u0‖L1 + ‖η0‖L1 + ‖η0‖H4 + ‖η0‖H4)−3t.
By adding the last estimates we ﬁnally obtain that∥∥u(x, t)∥∥−3L∞  C(‖u0‖L1 + ‖η0‖L1 + ‖η0‖H4 + ‖η0‖H4)−3(t + 1),∥∥u(x, t)∥∥L∞  C(‖u0‖L1 + ‖η0‖L1 + ‖η0‖H4 + ‖η0‖H4)(t + 1)−1/3.
Estimate (22) is obtained in a similar way. 
Next, assuming that a global solution (u, η) to the Cauchy problem (1) exists, we can establish the decay rate as time
tends to inﬁnity.
Theorem 3. Let (u0, η0) ∈ (H5(R) ∩ W 1,1(R)) × (H5(R) ∩ W 1,1(R)) and (u, η) ∈ (C(R+; H5(R)))2 a global solution pair to the
system (1). If we assume the hypotheses in Theorem 2 and p > 4 integer, then∥∥u(., t)∥∥∞  K (1+ t)−1/3,∥∥η(., t)∥∥∞  K (1+ t)−1/3,
for all t suﬃciently large and ‖u0‖L1 + ‖u′0‖L1 + ‖η0‖L1 + ‖η′0‖L1 + ‖u0‖H5 + ‖η0‖H5 < ζ for some small enough ζ > 0, and K > 0
a positive constant independent of x and t.
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by
m(t) = sup
0st
{(∥∥u(s)∥∥∞ + ∥∥ux(s)∥∥∞ + ∥∥η(s)∥∥∞ + ∥∥ηx(s)∥∥∞)(1+ s)1/3 + ∥∥u(s)∥∥H4 + ∥∥η(s)∥∥H4}. (25)
We will prove that
m(t) C
(‖u0‖L1 + ∥∥u′0∥∥L1 + ‖η0‖L1 + ∥∥η′0∥∥L1 + ‖u0‖H5 + ‖η0‖H5)+ Cmp+1(t). (26)
The strategy is to estimate each term in the deﬁnition of the function m(t) above. In ﬁrst place, observe that using the
deﬁnitions of k1 and k2 from Section 2 and applying the Inverse Fourier transform and integration by parts, we can proof
that the functions
K1(x) =F−1[k1] = 1√
2π
∫
R
−μy2
(μ2 − δ2)y4 + 2δy2 − 1 e
ixy dy,
K2(x) =F−1[k2] = 1√
2π
∫
R
δy2 − 1
(μ2 − δ2)y4 + 2δy2 − 1 e
ixy dy
are well deﬁned in R and K1, K2 ∈ L1 ∩ L∞ .
Furthermore, F1(x, t), F2(x, t) ∈ L2(R) because (u, η) ∈ (C(R+; H5(R)))2 and
‖F1x‖L2 
∥∥(upη)x∥∥L2  ∥∥pup−1uxη∥∥L2 + ∥∥upηx∥∥L2  p‖u‖p−1∞ ‖η‖∞‖ux‖L2 + ‖u‖p∞‖ηx‖L2 ,
‖F2x‖L2 
∥∥∥∥( up+1p + 1
)
x
∥∥∥∥
L2

∥∥upux∥∥L2  ‖u‖p∞‖ux‖L2 .
Now, following the ideas of the linear problem, using Theorem 2 and Eqs. (3)–(4), we obtain that∣∣u(x, t)∣∣ C(‖u0‖L1 + ‖η0‖L1 + ‖u0‖H4 + ‖η0‖H4)(1+ t)−1/3
+ C
t∫
0
(‖K1 ∗ F1x‖L1 + ‖K2 ∗ F2x‖L1 + ‖K1 ∗ F2x‖L1 + ‖K2 ∗ F1x‖L1 + ‖K1 ∗ F1x‖H4 + ‖K2 ∗ F2x‖H4
+ ‖K1 ∗ F2x‖H4 + ‖K2 ∗ F1x‖H4
)
(1+ t − s)−1/3 ds, (27)
as long as K1 ∗ F1x, K1 ∗ F2x, K2 ∗ F1x, K2 ∗ F2x ∈ L1(R)∩ H4(R). To see that this claim is true observe that for any i, l = 1,2,
‖Ki ∗ Flx‖L1 =
∫
R
∣∣(Ki ∗ Flx)(y)∣∣dy  ∫
R
∣∣Ki(y)∣∣ ∫
R
∣∣Flx(w − y)∣∣dw dy = ∫
R
∣∣Ki(y)∣∣dy ∫
R
∣∣Flx(w)∣∣dw.
Differentiating and using the Holder inequality, we can obtain∫
R
∣∣(upη)x∣∣dx C∥∥up−1∥∥∞(∫
R
|uxη|dx+
∫
R
∣∣upηx∣∣dx)

∥∥up−1∥∥∞(‖ux‖L2‖η‖L2 + ‖u‖L2‖ηx‖L2)
 2
∥∥up−1∥∥∞(‖u‖H4‖η‖H4)< ∞.
Consequently,
‖Ki ∗ F1x‖L1  2‖Ki‖L1‖u‖p−1∞
(‖u‖H4‖η‖H4) C‖Ki‖L1m(t)p+1(1+ s) 1−p3 . (28)
In the other case, ‖Ki ∗ F2x‖L1 , we have∫
R
∣∣∣∣( up+1p + 1
)
x
∣∣∣∣dx ∫
R
∣∣up−1uxu∣∣dx ‖u‖p−1∞ ‖ux‖L2‖u‖L2  ‖u‖p−1∞ ‖u‖2H4 < ∞.
Therefore
‖Ki ∗ F2x‖L1  ‖Ki‖L1‖u‖p−1∞ ‖u‖2H4  C‖Ki‖L1m(t)p+1(1+ s)
1−p
3 . (29)
On the other hand, in the norm of H4(R), for i = 1,2:
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∫
R
(
1+ y2)4∣∣k1(y)∣∣2∣∣ F̂ i x(y)∣∣2 dy
=
∫
R
(
1+ y2)4 μ2 y4
((μ2 − δ2)y4 + 2δy2 − 1)2
∣∣ F̂ i x(y)∣∣2 dy
= sup
−∞<y<∞
μ2 y6(1+ y2)
((μ2 − δ2)y4 + 2δy2 − 1)2
∫
R
(
1+ y2)3∣∣ F̂ i(y)∣∣2 dy
 C‖Fi‖2H3 .
Likewise,
‖K2 ∗ Fix‖H4  C‖Fi‖H3 .
We estimate ‖F1‖H3 as follows:
‖F1‖H3  C
(‖u‖p∞‖η‖H4 + ‖u‖p−1∞ ‖η‖∞‖u‖H4 + ‖u‖p∞‖η‖H4
+ ‖u‖p−2∞ ‖η‖∞‖ux‖∞‖u‖H4 + ‖u‖p−1∞ ‖η‖∞‖u‖H4
+ ‖u‖p−1∞ ‖ux‖∞‖η‖H4 + ‖u‖p∞‖η‖H4 + ‖u‖p−1∞ ‖ηx‖∞‖u‖H4
+ ‖u‖p−2∞ ‖ux‖∞‖η‖∞‖u‖H4 + ‖u‖p−1∞ ‖η‖∞‖u‖H4 + ‖u‖p−2∞ ‖ux‖2∞‖η‖H4
+ ‖u‖p−1∞ ‖ηx‖∞‖u‖H4 + ‖u‖p−1∞ ‖ux‖∞‖η‖H4 + ‖u‖p∞‖η‖H4
)
.
Then for 0 s t , i = 1,2:
‖Ki ∗ F1x‖H4  Cm(t)p+1(1+ s)
1−p
3 . (30)
Similarly,
‖F2‖H3  C
(‖u‖p∞‖u‖H4 + ‖u‖p−1∞ ‖u‖∞‖u‖H4 + ‖u‖p∞‖u‖H4
+ ‖u‖p−2∞ ‖u‖∞‖ux‖∞‖u‖H4 + ‖u‖p−1∞ ‖η‖∞‖u‖H4
+ ‖u‖p−1∞ ‖ux‖∞‖u‖H4 + ‖u‖p∞‖u‖H4 + ‖u‖p−1∞ ‖ux‖∞‖u‖H4
+ ‖u‖p−1∞ ‖ux‖∞‖u‖H4 + ‖u‖p−1∞ ‖u‖∞‖u‖H4 + ‖u‖p−2∞ ‖ux‖2∞‖u‖H4
+ ‖u‖p−1∞ ‖ux‖∞‖u‖H4 + ‖u‖p−1∞ ‖ux‖∞‖u‖H4 + ‖u‖p∞‖u‖H4
)
.
In consequence, for 0 s t , i = 1,2:
‖Ki ∗ F2x‖H4  Cm(t)p+1(1+ s)
1−p
3 . (31)
Using (28)–(31) in (27), we have
∥∥u(., t)∥∥∞  C(‖u0‖L1 + ‖η0‖L1 + ‖u0‖H4 + ‖η0‖H4)(1+ t)−1/3 + Cm(t)p+1
t∫
0
(1+ s) 1−p3 (1+ t − s)−1/3 ds. (32)
Due to Lemma 4 the integral in (32) converges and is bounded for 0 t < ∞ by a constant independent of time t . We take
in Lemma 4: γ = 1/3,α = 1/3, β = p−13 and p > 4 integer. Thus, we can conclude that∥∥u(., t)∥∥∞  C(‖u0‖L1 + ‖η0‖L1 + ‖u0‖H4 + ‖η0‖H4 +m(t)p+1)(1+ t)−1/3,
or equivalently,∥∥u(., t)∥∥∞(1+ t)1/3  C(‖u0‖L1 + ‖η0‖L1 + ‖u0‖H4 + ‖η0‖H4 +m(t)p+1). (33)
Similarly, we can prove∥∥η(., t)∥∥∞(1+ t)1/3  C(‖u0‖L1 + ‖η0‖L1 + ‖u0‖H4 + ‖η0‖H4 +m(t)p+1). (34)
On the other hand,
‖u‖H4  C(‖u0‖H4 + ‖η0‖H4 +
t∫ (‖K1 ∗ F1,x‖H4 + ‖K2 ∗ F2,x‖H4 + ‖K2 ∗ F1,x‖H4 + ‖K1 ∗ F2,x‖H4).0
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‖u‖H4  C
(‖u0‖H4 + ‖η0‖H4)+ C t∫
0
(1+ s)(1−p)/3 ds (35)
 C
(‖u0‖H4 + ‖η0‖H4)+ Cmp+1(t). (36)
Since p > 4, the integral in (35) exists and is bounded for 0 t < ∞ by a constant independent of time t . Analogously we
obtain an estimate for ‖η‖H4 .
For estimating ‖ux(., t)‖∞ and ‖ηx(., t)‖∞ , we differentiate each equation of the system (1) with respect to x. It yields
that ⎧⎪⎨⎪⎩
ηxt + δηxxxt + μuxxxt + uxx + θuxxxx + α
(
upη
)
xx = 0,
uxt + δuxxxt + μηxxxt + ηxx + θηxxxx + α
(
up+1
p + 1
)
xx
= 0. (37)
Letting u1 = ux and η1 = ηx , we have{
η1t + δη1xxt + μu1xxt + u1x + θu1xxx + F1xx = 0,
u1t + δu1xxt + μη1xxt + η1x + θη1xxx + F2xx = 0. (38)
Now, following the same sequence of ideas given above, it is easy to prove that F1xx ∈ L2, F2xx ∈ L2 and for i, l = 1,2,
‖Ki ∗ Fl,xx‖L1  C‖Ki‖L1m(t)p+1(1+ s)
1−3
3 ,
‖Ki ∗ Fl,xx‖H4  Cm(t)p+1(1+ s)
1−3
3 .
We know that u1(x,0) = u′0(x) and η1(x,0) = η′0(x). Using the estimates above, it yields that
∥∥ux(., t)∥∥∞  C(∥∥u′0∥∥L1 + ∥∥η′0∥∥L1 + ‖u0‖H5 + ‖η0‖H5)(1+ t)−1/3 + Cm(t)p+1
t∫
0
(1+ s) 1−p3 (1+ t − s)−1/3 ds,
for an integer p > 4. Again by Lemma 4, we have that∥∥ux(., t)∥∥∞(1+ t)1/3  C(∥∥u′0∥∥L1 + ∥∥η′0∥∥L1 + ‖u0‖H5 + ‖η0‖H5 +m(t)p+1). (39)
Similarly we proceed to estimate the quantity ‖ηx(., t)‖∞(1 + t)1/3. Then by using the estimates (33), (34), (36) and (39)
in (25) we obtain (26).
Finally, let us verify the hypotheses in Lemma 3. In ﬁrst place, m(t) is a non-negative and continuous function and
moreover
m(0) = ‖u0‖∞ +
∥∥u′0∥∥∞ + ‖η0‖∞ + ∥∥η′0∥∥∞ + ‖u0‖H4 + ‖η0‖H4 (40)
 3
(‖u0‖H4 + ‖η0‖H4) (41)
 3
(‖u0‖L1 + ∥∥u′0∥∥L1 + ‖η0‖L1 + ∥∥η′0∥∥L1 + ‖u0‖H5 + ‖η0‖H5). (42)
In this step we used the imbeddings H4(R) ↪→ L∞(R) and H5(R) ↪→ H4(R). If we select c1 = max{3,C}(‖u0‖L1 + ‖u′0‖L1 +‖η0‖L1 + ‖η′0‖L1 + ‖u0‖H5 + ‖η0‖H5 ), c2 = C , where C is the constant in the estimate (26), γ = p + 1, and take ‖u0‖L1 +‖u′0‖L1 + ‖η0‖L1 + ‖η′0‖L1 + ‖u0‖H5 + ‖η0‖H5 < ζ for ζ > 0 small enough, we satisfy all conditions in Lemma 3. Thus, we
can conclude that
m(t) c1
1− γ −1 .
Therefore∥∥u(., t)∥∥∞  K (‖u0‖L1 + ∥∥u′0∥∥L1 + ‖η0‖L1 + ∥∥η′0∥∥L1 + ‖u0‖H5 + ‖η0‖H5)(1+ t)−1/3,
and ∥∥η(., t)∥∥∞  K (‖u0‖L1 + ∥∥u′0∥∥L1 + ‖η0‖L1 + ∥∥η′0∥∥L1 + ‖u0‖H5 + ‖η0‖H5)(1+ t)−1/3,
where K is a positive constant. 
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question whether there exist solutions of system (1) with suﬃciently small amplitude which decay in L∞-norm for any
values of p > 0 integer which are less than or equal to 4. Here it is interesting to mention that in the case of the gKdV
equation
ut + ux + upux + uxxx = 0, (43)
the value p = 4 has also been found to be critical as regards other aspects of this model. For instance, it is known that for
all 1 < p  3 Eq. (43) has solutions of hyperbolic-secant type whose amplitudes tend to zero when the wave velocity c → 0
(see [14, p. 86]). Therefore, within this range of values of the nonlinear exponent p, there exist solutions of Eq. (43) with
small amplitude which propagate undiminished with permanent shape and they do not decay to zero when t → ∞. On the
other hand, it is well known that p = 4 is the critical value limiting the region of orbital stability/instability of solitary wave
solutions of Eq. (43) (see [7]).
Remark 2. Work is in progress in extending for all time t > 0 the local solutions assured by Theorem 1. Furthermore, it
must be studied the regularity of global solutions of system (1). Our start point is the energy type functional
E(t) = 1
2
∫
R
(
θη2x + θu2x − η2 − u2 − 2
αup+1η
p + 1
)
dx,
which is a conserved quantity in time t along a pair solution (η,u) of system (1) [10].
5. Numerical method
To approximate the solutions to the Cauchy problem (1), the spatial computational domain [0, T ] is discretized by N
equidistant points, with spacing x = T /N . Then, we expand the unknowns u and η as a truncated Fourier series in space
with time-dependent coeﬃcients:
u(x, t) =
∑
j
uˆ j(t)φ j(x),
η(x, t) =
∑
j
ηˆ j(t)φ j(x), (44)
with
φ j(x) = eiw jx, w j = 2π j
T
, j = −N/2+ 1, . . . ,0, . . . ,N/2.
The coeﬃcients uˆ j(t) for j = −N/2+ 1, . . . ,0, . . . ,N/2 are calculated by the equation
uˆ j(t) = 1
T
T∫
0
u(x, t)e−iw jx dx,
and similarly for ηˆ j(t). This Fourier strategy allows us to ﬁnd approximations of solutions to system (1) on a periodic
domain [0, T ]. However, since in this paper we are mainly interested in solutions on (−∞,∞) which decay rapidly to zero
when |x| → ∞, such as solitary waves and Gaussian-type initial data, we can take the length of the computational domain
T > 0 large enough in order to the solution does not reach the computational boundaries x = 0, x = T . Thus we are able to
compute the time evolution of system (1) in these non-periodic problems. This is the strategy we adopt in this paper.
Substituting the Fourier expansions (44) into Eqs. (1) and projecting the resulting equations with respect to the basis φ j
and the inner product
〈 f , g〉 = 1
T
T∫
0
f (x)g(x)dx,
it yields that
AÛ ′j = −iyBÛ − P j
[
F(U )
]
, (45)
where P j[.] is the operator deﬁned by
P j[g] = 1
T
T∫
g(x)e−iw jx dx, (46)0
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(14)–(15).
and
Û j =
(
uˆ j
ηˆ j
)
.
Eq. (45) can be considered as an Ordinary Differential Equation for each frequency w j , which we discretize numerically by
the second-order scheme
A
( Ûn+1j − Ûnj
t
)
= −iyB
( Ûn+1j + Ûnj
2
)
+ 1
2
P j
[
F
(
Un−1
)]− 3
2
P j
[
F
(
Un
)]
. (47)
Here t denotes the time step and Ûnj , U
n denote the approximations of Û j and U = (u, η), respectively, at time t = nt .
Observe that the linear term in Eq. (45) is approximated by using an implicit strategy, in contrast to the nonlinear term
which is treated in explicit form. This strategy ensures that the numerical scheme results to be linearly unconditionally
stable and moreover it is unexpensive since no iterative procedure is required to compute the solution at each time step. In
the implementation of the method we rewrite Eq. (47) as
Ûn+1j = (2A+ ityB)−1
[
(2A− ityB)Ûnj + t
(
P j
[
F
(
Un−1
)]− 3P j[F(Un)])]. (48)
To initiate the scheme we need the approximations of the solution U = (u, η) at three different levels of time which can be
obtained by using for instance a single-step method to integrate Eq. (45). Remember that the nonlinear term in Eq. (45) is
F(U ) = α((upη)x, ( up+1p+1 )x). To compute the operator P j[F(U )] we use the Fast Fourier Transform (FFT) and that
P j
[(
upη
)
x
]= iw j P j[upη],
P j
[(
up+1
)
x
]= iw j P j[up+1].
Thus we take advantage of the conservative form of the nonlinear terms of system (1).
5.1. Description of the numerical experiments
In this section we present a set of experiments performed by using the numerical scheme presented in the previous
section.
In the experiments in Figs. 1–2 the initial data are u(x,0) = η(x,0) = 0.1e(x−30)2 . This is a Gaussian proﬁle of ampli-
tude 0.1 and located at position x = 30. The evolution in time of system (1) is computed with the numerical scheme until
time t = 10. The time step is t = 0.01, the computational domain is [0,100], and the number of FFT points in the spa-
tial domain is 29. In these experiments the regime is linear, i.e., α = 0, and the dispersion parameters are μ = −0.04 and
δ = −0.05. We superimpose in the same ﬁgures the exact solution given by (14)–(15) and we observe a perfect agreement
between the two proﬁles, indicating that the dispersive characteristics of model (1) are well captured by the numerical
scheme with very good accuracy. The oscillations in the solution behind the main pulse are due to the dispersive-type
terms of the form uxxx,uxxt and ηxxx, ηxxt in system (1). Here we plot only the proﬁles of the solution component u(x, t)
but we obtained similar results for the component η(x, t).
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in the solution is larger than in the experiment in Fig. 1 where θ = 0. Thus, we can see that the dispersive perturbations introduced by the terms θuxxx ,
θηxxx in the model (1) affect considerably the dispersive mechanism of the system. Solid line: numerical solution, points: exact solution (14)–(15).
To check the performance of the numerical solver in the nonlinear regime we ﬁrst derive an approximation to a solitary
wave solution of system (1) in case that μ = 0, θ = 0, and 0 < δ  1, 0 < α  1. For this set of parameters the system (1)
reads
ηt + δηxxt + ux + α
(
upη
)
x = 0,
ut + δuxxt + ηx + α
(
up+1
p + 1
)
x
= 0. (49)
We look for solitary wave solutions of system (49) in the form u(x, t) = uc(ξ) and η(x, t) = ηc(ξ), where ξ = x − ct and
uc(ξ) and ηc(ξ) decay to zero when |ξ | → ∞. These family of solutions have the property that they are only a translation
of an initial proﬁle at a constant wave speed. Then substituting these solutions in Eqs. (49) and integrating with respect to
ξ , it yields that
−cηc − cδη′′c + uc + α
(
upc ηc
)= 0, (50)
−cuc − cδu′′c + ηc + α
(
up+1c
p + 1
)
= 0. (51)
In this step we also used the decay properties of uc and ηc .
Now solving for η in Eq. (51), substituting in Eq. (50) and neglecting the terms of order O (δ2), O (α2) and O (αδ), we
obtain the ordinary differential equation(
u′c
)2 = (1− c2
2δc2
)
u2c +
α
c(p + 1)δ u
p+2
c . (52)
It is well known that Eq. (52) admits exact solutions of the form
uc(ξ) = A Sech2/p(Bξ),
where A and B are real constants. By using the decay properties of a solitary wave and Eq. (52), we ﬁnd that A =
(
(c2−1)(p+1)c
2αc2
)1/p and B = p2
√
1−c2
2δc2
. Thus, we obtain an approximation to a single hump solitary wave solution of sys-
tem (49):⎧⎪⎨⎪⎩
u(x, t) = uc(ξ) = A sec2/p
(
B(ξ)
)
,
η(x, t) = cuc(ξ) + cδu′′c (ξ) − α
(
uc(ξ)p+1
p + 1
)
,
(53)
where ξ = x− ct .
The approximation to a solitary wave derived above is used to check the accuracy of the numerical scheme in the
nonlinear regime. The ﬁrst experiment is presented in Fig. 3. The initial proﬁle is the solitary wave u(x,0) = uc(x − x0),
η(x,0) = ηc(x − x0). The variable x0 controls the location of the solitary wave. The result of the numerical simulation
472 J.C. Muñoz Grajales, I. Rivas Triviño / J. Math. Anal. Appl. 345 (2008) 455–475Fig. 3. Propagation of the single hump solitary wave (53) with α = 0.01, μ = θ = 0, δ = −0.01, c = 1.1, p = 2. Solid line: numerical solution, points: solitary
wave (53) at time t = 12.
Fig. 4. Propagation of the single hump solitary wave (53) with α = 0.01, μ = θ = 0, δ = −0.01, c = 1.1, p = 3. Solid line: numerical solution, points: solitary
wave (53) at time t = 12.
is superimposed to the approximated solution given by Eqs. (53) at time t = 12. The model’s parameters are δ = −0.01,
α = 0.01, μ = θ = 0, c = 1.1, p = 2 and x0 = 20. The time step is t = 0.005, the computational domain is [0,100] and
we used 211 FFT points in the spatial discretization. Note that the two proﬁles coincides again with good accuracy. In Fig. 4
we repeat the previous experiment but we increased the nonlinear exponent to p = 3. Again, the accuracy of the numerical
solution is good. Further, the numerical velocity is near the numerical one.
Remark 3. The small tail observed behind the numerical proﬁle is due to the fact that Eq. (53) provides only an approxi-
mation to a solitary wave of system (49). The terms of order O (δ2), O (α2) and O (αδ) neglected in the derivation of (53)
become larger when the nonlinear exponent p, or parameters α, δ increase.
Remark 4. A solitary wave of system (1) propagates undiminished in amplitude as time t increases. The existence of this
type of solutions is possible due to the balance between the effects of non-linear and dispersive terms present in Eqs. (1).
Theorem 3 shows that for p > 4 there exist solutions of system (1) with suﬃciently small initial data, in which dispersive
effects seem to dominate and they decay uniformly in x when t → ∞ (despite the fact that solitary wave solutions may
exist as well). Recall that the existence of solitary-like solutions of system (1) is not a counterexample of Theorem 3 because
this result requires that the initial data (u0, η0) satisfy that
‖u0‖L1 +
∥∥u′0∥∥ 1 + ‖η0‖L1 + ∥∥η′0∥∥ 1 + ‖u0‖H5 + ‖η0‖H5 < ζ,L L
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for some ζ > 0. Therefore this asymptotic result CANNOT be applied to generic initial conditions nor to soliton-like solutions
whose L1-norm and H5-norm are not small enough. Theorem 3 can also be thought of as illustrating the role of the non-
linear terms of the form upux in governing the behavior of solutions of problem (1).
Remark 5. It is also important to mention some previous results on regard to existence of decaying solutions of other
dispersive equations. For instance, W. Strauss [14] established that small amplitude solutions of the gKdV equation also
decay as O (t−1/3), t → ∞, provided that p > 4 is an integer. Even thus, it is well known that the gKdV equation has
analytical soliton-like solutions for any integer p > 0. Therefore, the existence of solitary waves is not incompatible with the
decay of small amplitude solutions of dispersive KdV-type equations. On the other hand, J. Albert [3] also showed the decay
of small amplitude solutions of the Benjamin–Bona–Mahony equation
ut + ux + upux − uxxt = 0,
for p > 4 integer.
5.1.1. Numerical experiments on decay of solutions
The next step is to validate the numerical results provided by the scheme proposed with the asymptotic theory developed
in previous sections. We consider in this set of experiments Gaussian initial data of the form u(x,0) = η(x,0) = 0.1e(x−80)2 .
The factor 0.1 in the Gaussian is selected so that the norm of the initial data is small as required in the hypotheses in
Theorem 3.
In our ﬁrst experiment we set α = 0.1 and p = 5, t = 0.01, the computational domain is [0,200], 210 FFT points,
μ = −0.04, δ = −0.05 and θ = 0. These parameters satisfy the conditions required in the hypotheses of Theorem 3. In
Fig. 5(B) we ﬁnd the whole solution u(x, t) computed at the elapsed time t = 60. In (A) is displayed the initial Gaussian
condition u(x,0) used in this simulation. The initial amplitude is 0.1, meanwhile the ﬁnal amplitude of u(x, t) is about 0.037.
Thus we observe a progressive attenuation of the pulse as long as time evolves. The proﬁle η(x, t) has a similar behavior.
To make this more evident, in Figs. 6–7 we display the logarithmic relation between ‖u‖∞ , ‖η‖∞ and 1+ t . It can be seen
that when t is suﬃciently large (approximately when log(1 + t) > 1) the curve is approximately a line with slope equal to
−1/3.
In Figs. 9–10 we increased the nonlinear exponent to p = 10 and set θ = 0.1 and α = 0.5 in system (1). Other parameters
are left unchanged. Fig. 8 shows the whole solution computed at time t = 60. We observe similar results to the previous
simulation. Therefore we have numerical checks that the supremum norm of the solution (u, η) decays algebraically to
zero as O ((1 + t)−1/3) uniformly in x when t → ∞, in full accordance with the assertions in Theorem 3. This was veriﬁed
systematically in all additional numerical experiments performed. As a conclusion, we have implemented a numerical solver
which can be used to compute accurately the evolution of the ﬂow of the Boussinesq-type system (1), including nonlinear
experiments, such as solitary waves and Gaussian-type initial data. It is important to remark that the numerical method can
be also applied to simulate problems on a periodic domain without the need of imposing additional numerical conditions
at the boundaries of the computational domain. This is an important advantage of a spectral method based on the Fourier
basis.
474 J.C. Muñoz Grajales, I. Rivas Triviño / J. Math. Anal. Appl. 345 (2008) 455–475Fig. 6. Decay of the solution u(x, t) of system (1) when t → ∞. Model’s parameters: μ = −0.04, δ = −0.05, θ = 0, p = 5, α = 0.1.
Fig. 7. Decay of the solution η(x, t) of system (1) when t → ∞. Model’s parameters: μ = −0.04, δ = −0.05, θ = 0, p = 5, α = 0.1.
Fig. 8. Solution u(x, t) of system (1) at t = 60. Model’s parameters: μ = −0.04, δ = −0.05, θ = 0.1, p = 10, α = 0.5.
J.C. Muñoz Grajales, I. Rivas Triviño / J. Math. Anal. Appl. 345 (2008) 455–475 475Fig. 9. Decay of the solution η(x, t) of system (1) when t → ∞. Model’s parameters: μ = −0.04, δ = −0.05, θ = 0.1, p = 10, α = 0.5.
Fig. 10. Decay of the solution η(x, t) of system (1) when t → ∞. Model’s parameters: μ = −0.04, δ = −0.05, θ = 0.1, p = 10, α = 0.5.
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