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Abstract
We propose a simple nonlinear observer for estimating the attitude and velocity of a rigid body from the measurements of specific
acceleration, angular velocity, magnetic field (in body axes), and linear velocity (in body axes). It is uniformly globally exponentially
convergent, and also enjoys other nice properties: global decoupling of pitch and roll estimation from magnetic measurements, good local
behavior, and easy tuning. The observer is “geometry-free”, in the sense that it respects only asymptotically the rotational geometry. The
good behavior of the observer, even when the measurements are noisy and biased is illustrated in simulation.
Key words: Velocity-aided attitude observer; attitude estimation; nonlinear observer.
1 Introduction
Estimating the attitude and velocity of a robotic vehicle is
usually crucial for control purposes. For lightweight and
low-cost systems equipped with a MEMS Inertial Mea-
surement Unit, “true” inertial navigation (i.e., based on the
Schuler effect due to a rotating non-flat Earth) is excluded,
because such sensors are not accurate enough in the long
run. To estimate in particular the velocity, the inertial sen-
sors must be “aided”. This can be done thanks to a model
of the forces acting on the vehicle, see e.g. [15,17] in the
context of quadrotors, in which case the estimator is specific
to the vehicle. The alternative is to use an additional veloc-
ity sensor, providing the velocity vector in Earth axes, see
e.g. [16,12,19,9], or in body axes, see e.g. [6,7,21,13]; in
this case the estimator can be generic, but at the cost of the
extra sensor. In particular, two nonlinear observers are pro-
posed in [13] for the estimation with velocity aiding in body
axes; these observers enjoy nice properties: almost global
asymptotic stability, global decoupling of roll and pitch es-
timation from magnetic measurements, good local behavior
and easy tuning. Notice by the way that it is quite difficult
to achieve the same level of performance with an estimator
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based on an Extended Kalman Filter (or its variants).
The present paper is in some sense a sequel to [13]: it con-
siders exactly the same problem, namely attitude and veloc-
ity estimation from rate gyros, accelerometers, magnetome-
ters, and body-axes velocity. The proposed observer has the
same desirable features as those in [13], but is uniformly
globally exponentially stable instead of merely almost glob-
ally asymptotically stable; moreover, it is very simple, and
so is the convergence proof. To achieve this result, the idea
is to “forget” the geometry of SO(3) (or of the unit quater-
nion space) on which the orientation lives: whereas the ob-
servers of [13], which are instances of so-called invariant
observers [6], respect the rotational symmetries at each time,
the present observer lives in a bigger space and respects them
only asymptotically. This idea of designing an observer on a
bigger space relaxing the geometric constraints of the model
is quite recent, see e.g. [4,3,8,5,10,17,18].
The paper runs as follows: section 2 introduces the design
model (dynamics and measurements) on which the observer
is based; section 3 presents the observer, and studies its
convergence; finally, section 4 illustrates in simulation the
good behavior of the observer, even when the measurements
are noisy and biased.
2 The design model
We consider a moving rigid body subjected to the angular
velocity ω (in body axes). Its orientation (from inertial to
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body axes) matrix R ∈ SO(3) is related to ω by
R˙ = RS(ω), (1)
where S(ω) is the skew-symmetric matrix defined by
S(ω)x := ω × x whatever the vector x. Assuming a flat
and non-rotating Earth, the specific acceleration a (in body
axes) of a point of the body is by definition related to the
velocity of this point (V in Earth axes, v in body axes) by
a = RT (V˙ − gE3) = v˙ + ω × v − gRTE3, (2)
where gE3 is the gravity vector (in Earth axes). Setting
γ := gRTE3, we obviously have γ˙ = γ × ω since E3 is
constant; similarly, if B is some other constant vector (in
Earth axes), β := RTB satisfies β˙ = β × ω. Provided B
and E3 are not collinear, these two differential equations for
γ and β are equivalent to (1); indeed the rotation matrix R
is completely specified by γ and β, since
RT = RT
(
gE3 B gE3 ×B
)
·
(
gE3 B gE3 ×B
)−1
=
(
γ β γ × β
)
·
(
gE3 B gE3 ×B
)−1
, (3)
where we have used RT (x×y) = RTx×RT y whatever the
vectors x, y, since R is a rotation matrix. The dynamics (1)-
(2) of the rigid body can therefore be expressed as
v˙ = v × ω + γ + a (4)
γ˙ = γ × ω (5)
β˙ = β × ω. (6)
Notice the two subsystems (4)-(5) and (6) are completely
independent, a property which is hidden in (1)-(2).
We assume that the rigid body is equipped with a 3-axis
linear velocity sensor, e.g. a Doppler radar, together with
a strapdown unit comprising a 3-axis rate gyro, a 3-axis
accelerometer, and a 3-axis magnetometer. If these sensors
were ideal, they would provide the perfect measurements
vm = v (7)
ωm = ω (8)
am = a (9)
βm = β. (10)
Notice that the magnetic field B (in Earth axes) is (locally)
constant, and not collinear with E3 (except at the Earth
magnetic poles). Of course, the sensors are in fact corrupted
by biases and noises, and actually provide the measurements
vm = v + bv + νv (11)
ωm = ω + bω + νω (12)
am = a+ ba + νa (13)
βm = β + bβ + νβ , (14)
where the bi, i = v, ω, a, β, are constant (or slowly-varying)
biases, and the νi are (more or less Gaussian white) noises.
The design model on which the observer is based and its
convergence analyzed consists of the dynamics (4)–(6) with
perfect measurements (7)–(10); the behavior when using the
actual measurements (11)–(14) will be tested in simulation.
3 The observer and its analysis
3.1 The observer
We are going to show that the state of (4)–(6) can be esti-
mated by the observer
˙ˆv = vˆ × ωm + am + γˆ − (L+K)(vˆ − vm) (15)
˙ˆγ = γˆ × ωm −
(
LS(ωm)− S(ωm)L+ LK
)
(vˆ − vm) (16)
˙ˆ
β = βˆ × ωm −M(βˆ − βm), (17)
where the 3 × 3 matrices K,L,M are tuning parameters.
Notice this observer is a copy of (4)–(6) with (time-varying)
correction terms, which respects the decoupled structure
of (4)–(6). The independence of γˆ from the easily perturbed
magnetic measurements is a very desirable feature. Indeed,
if the orientation matrix R is parametrized by the roll, pitch
and yaw Euler angles (φ, θ, ψ), γ reads
γ = g
(
− sin θ sinφ cos θ cosφ cos θ
)T
;
in other words, γ encodes the roll and pitch angles, which
are crucial for stabilization purposes (whereas the yaw angle
far less matters).
Also notice the observer was derived using the invariant-
manifold-observer methodology proposed in [1,14]; this
approach, seemingly well-adapted to problems in aerial
robotics, has already been used in this context in e.g. [20,18].
3.2 Convergence analysis
Defining the error variables
ev := vˆ − v
eγ := γˆ − γ − Lev
eβ := βˆ − β,
and assuming perfect measurements, the error system reads
e˙v = ev × ω + eγ −Kev (18)
e˙γ = eγ × ω − Leγ (19)
e˙β = eβ × ω −Meβ . (20)
Theorem 1 If the symmetric parts of K,L,M are positive
definite, the equilibrium point (e¯v, e¯γ , e¯β) := (0, 0, 0) of the
error system (18)–(20) is globally exponentially stable.
2
PROOF. Consider the candidate Lyapunov function
V (eγ , ev, eβ) :=
ρ1
2
|eγ |2 + ρ1
2
2
|ev|2︸ ︷︷ ︸
=:Vγ(eγ ,ev)
+
1
2
|eβ |2︸ ︷︷ ︸
=:Vβ(eβ)
,
with ρ1,  > 0. On the one hand,
V˙β(eβ) = −〈eβ , M +M
T
2
eβ〉 ≤ −σM |eβ |2 ,
where we have used 〈x, x×y〉 = 0, and denoted by σM the
smallest eigenvalue of M+M
T
2 , which is strictly positive by
assumption. On the other hand,
V˙γ = −ρ1〈eγ , L+ L
T
2
eγ〉+ ρ12〈ev, eγ〉
− ρ12〈ev, K +K
T
2
ev〉
≤ −ρ1σL |eγ |2 + ρ12
(
 |ev|2
2
+
|eγ |2
2
)
− ρ2σK |ev|2
= −ρ1
(
σL −

2
)
|eγ |2 − ρ12
(
σK −

2
)
|ev|2 ,
where Young’s inequality 〈x, y〉 ≤ |x|22 + |y|
2
2 has been
applied to the cross term. Since  can be chosen as small as
desired and σL, σK > 0 by assumption, V is clearly a strict
Lyapunov function, which proves the claim. 2
There remains to build an estimate of the orientation
matrix R from the estimated vectors γˆ and βˆ. It is con-
venient to choose for Earth axes the North-East-Down
frame (E1, E2, E3), in which the magnetic vector reads
B = (B1, 0, B3)
T . We then have the obvious but important
following corollary.
Corollary 2 Under the assumptions of Theorem 1,
R˜ :=
(
(γˆ × βˆ)× γˆ
|(gE3 ×B)× gE3|
γˆ × βˆ
|gE3 ×B|
γˆ
|gE3|
)T
globally exponentially converges to the orientation matrixR.
PROOF. By Theorem 1, γˆ → γ and βˆ → β. Hence,
R˜→
(
(γ×β)×γ
|(gE3×B)×gE3|
γ×β
|gE3×B|
γ
|gE3|
)T
=
(
(gE3×B)×gE3
|(gE3×B)×gE3|
gE3×B
|gE3×B|
gE3
|gE3|
)T
·R
= R,
where we have used RT (x× y) = RTx×RT y, and gE3×
B = gB1E2 and (gE3 ×B)× gE3 = g2B1E1. 2
Of course, R˜ has no reason to be a rotation matrix (it is only
asymptotically so); it has nevertheless orthogonal (possibly
zero) rows. If a bona fide rotation matrix is required at all
times, a natural idea is to project R˜ on the “closest” rotation
matrix Rˆ, thanks to a polar decomposition. Because R˜ has
orthogonal rows, the expression of Rˆ is readily found, with-
out using the standard but computationally heavy projection
algorithm based on singular value decomposition. For de-
tails about the polar decomposition and related matters, see
e.g. [11, Chapter 8].
Proposition 3 Considerer the polar decomposition of R˜T
R˜T = RˆT (R˜R˜T )
1
2 .
Then Rˆ, which is by construction the best approximation
of R˜ among all orthogonal matrices, is a rotation matrix
that globally exponentially converges to R. When γˆ and βˆ
are not collinear, Rˆ is uniquely defined by
Rˆ :=
(
(γˆ × βˆ)× γˆ∣∣∣(γˆ × βˆ)× γˆ∣∣∣ γˆ × βˆ∣∣∣γˆ × βˆ∣∣∣ γˆ|γˆ|
)T
.
PROOF. Since R˜ has orthogonal rows,
(R˜R˜T )
1
2 =

|(γˆ×βˆ)×γˆ|
|(gE3×B)×gE3| 0 0
0
|γˆ×βˆ|
|gE3×B| 0
0 0 |γˆ||gE3|
 .
When γˆ and βˆ are not collinear, the expression for Rˆ follows
at once from RˆT = R˜T (R˜R˜T )−
1
2 . When γˆ = 0, one may
choose Rˆ := I; when γˆ 6= 0 but γˆ× βˆ = 0, one may choose
Rˆ := (Eˆ1, Eˆ2,
γˆ
|γˆ| )
T , where Eˆ1, Eˆ2 and γˆ|γˆ| form a direct
orthonormal frame. 2
Notice the knowledge of the magnetic vector B is not used
in the observer itself; it is only required for the reconstruc-
tion of the full estimated orientation R˜ or Rˆ. It is not even
necessary for reconstructing the roll and pitch angles.
3.3 Gain tuning and local behavior
Global convergence is certainly a desirable property for an
observer: it ensures a “reasonable” behavior under excep-
tional circumstances when the estimated state is far from
the actual state of the system; however, the local behavior
around “interesting” trajectories (e.g. at least nominal equi-
librium points) is in practice also of paramount importance.
The observers of [13] have in that regard an interesting fea-
ture, inherited from their invariance properties [6]: their error
3
systems expressed in suitable coordinates are autonomous,
i.e., do not depend on the trajectory followed by the system,
whatever the tuning gains. Thanks to this property, the lo-
cal behavior of such observers is very easy to understand,
which renders the tuning simple; indeed, the local behavior
of the error system around every trajectory of the body is
entirely ruled by the eigenvalues of its tangent linearization
(which is time-invariant). The proposed observer does not in
general enjoy this property, but is nonetheless very easy to
tune. It is convenient to express the error system (18)–(20) in
the rotated coordinates (Ev, Eγ , Eβ) := (Rev, Reγ , Reβ),
which are reminiscent of the invariant error coordinates used
in [13]. This yields
E˙v = Eγ −RKRTEv (21)
E˙γ = −RLRTEγ (22)
E˙β = −RMRTEβ , (23)
which is a linear system, albeit a priori time-varying be-
cause of the presence of the orientation R of the body. The
eigenvalues of the subsystem (23) are simply those of the
matrix RMRT ; the eigenvalues of the subsystem (21)-(22),
thanks to the cascade structure, are those of the matrices
RKRT and RLRT ; of course, the eigenvalues do not char-
acterize stability for a time-varying system.
An obvious choice of the tuning matrices satisfying the as-
sumptions of theorem 1 is (K,L,M) := (kI, lI,mI), with
k, l,m strictly positive numbers. In this case, (21)–(23) is
time-invariant and reads
E˙v = Eγ − kEv (24)
E˙γ = −lEγ (25)
E˙β = −mEβ ; (26)
moreover, (24)-(25) splits component-wise into 3 identical
subsystems with eigenvalues −k,−l, and (26) into 3 identi-
cal subsystems with eigenvalue −m. The behavior of the er-
ror system, hence the tuning, is therefore very simple. Notice
also the simple form of the observer itself, which becomes
˙ˆv = vˆ × ωm + am + γˆ − (l + k)(vˆ − vm)
˙ˆγ = γˆ × ωm − lk(vˆ − vm)
˙ˆ
β = βˆ × ωm −m(βˆ − βm).
In some cases, it may not be desirable to have as in the
previous tuning the same gains on the components of each
correction term, for instance when the velocity sensor has
for technological reasons a “privileged” direction (in general
the vertical axis). A possible tuning for (21)–(23) is then
K :=

kx −ky 0
ky kx 0
0 0 kz
 , L :=

lx −ly 0
ly lx 0
0 0 lz
 ,
with kx, kz, lx, lz > 0; notice K (resp. L) has a pair of
complex conjugate eigenvalues when ky 6= 0 (resp. ly 6= 0).
For a trajectory of the system such that
R :=

cosψ − sinψ 0
sinψ cosψ 0
0 0 1
 ,
where ψ is an arbitrary function of time, it is easy to check
that RKRT = K and RLRT = L. On such a trajectory
(and approximately so on nearby trajectories), the error sub-
system (21)-(22) reads
E˙v = Eγ −KEv
E˙γ = −LEγ ,
hence is time-invariant. Notice this situation, which corre-
sponds to the body moving level with an arbitrary velocity
while spinning around a vertical axis, approximately corre-
sponds to “normal” operation of a vehicle when it is not
aggressively maneuvering.
If one is interested only in trajectories whereR ≈ I (i.e., the
body is moving level without spinning), the tuning is very
flexible: it is possible to have for K,L,M , hence for (21)–
(23) with R := I , any eigenvalues with negative real parts
(of course complex eigenvalues must come by conjugate
pairs); the only excluded configuration is three pairs of com-
plex conjugate eigenvalues for the subsystem (21)–(22).
4 Simulations
Figure 1. Path followed by the body.
The good behavior of the observer is now illustrated in a
simulation including effects not taken into account in the
design model.
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Figure 2. Components of true v (red), measured vm (blue) and
estimated vˆ (orange).
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Figure 3. Components of true ω (red) and measured ωm (blue).
The scenario is the following: the body follows a tilted
“eight-shaped” path at the linear velocity v(t) (and corre-
sponding acceleration a(t)), while undergoing the angular
velocity ω(t), see Fig. 1–3. The magnetic vector B is set to
the nominal value (1/
√
2, 0, 1/
√
2)T , but is subjected to a
violent disturbance for t ∈ [80, 100], see Fig. 6; notice (6)
holds only approximately during the disturbance. Finally,
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Figure 4. Components of true a (red) and measured am (blue).
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Figure 5. Components of true β (red), measured βm (blue) and
estimated βˆ (orange).
g := 9.81.
The observer is fed with the imperfect measurements (11)–
(14), see Fig. 4-5: the noises are Gaussian white and inde-
pendent with intensities σi, i = v, ω, a, β, and the biases
are constant; the numerical values are given in table 1. The
tuning matrices are set to (K,L,M) := (5I, 5I, 0.5I).
5
0 50 100 150
-2
0
2
Components of B
0 50 100 150
-2
0
2
0 50 100 150
-2
0
2
Figure 6. Components of the “constant” magnetic vector B.
bv (−0.10 0.30 − 0.05)T σ2v 10−5(2 2 2)T
bω (0.0250 − 0.0300 − 0.0175)T σ2ω 10−7(2 2 2)T
ba (0.05 0.04 − 0.02)T σ2a 10−5(1 1 1)T
bβ (0.024− 0.020− 0.018)T σ2β 10−7(1 1 1)T
Table 1
Biases and noises in the actual measurements.
The observer is initialized without error, but is suddenly
reinitialized at t = 50. The convergence of the estimated
states is as anticipated excellent after the reinitialization,
very fast for vˆ, γˆ and slower for βˆ, in accordance with the
choice of gains, see Fig. 2, 7 and 5. The (desirable) indepen-
dence between vˆ, γˆ and βˆ is clearly visible for t ∈ [80, 100]:
only βˆ is affected by the disturbance of the magnetic fieldB.
Finally, Fig. 8–10 show the Euler angles φ, θ, ψ (in degrees)
corresponding to the estimated orientation reconstructed
from γˆ, βˆ, using the nominal values of g and B. Notice the
pitch angle θ and roll angle φ are as anticipated unaffected
by the magnetic disturbance for t ∈ [80, 100].
We emphasize that the small discrepancies between the true
states and their estimates once the observer has converged
are due only to the imperfect measurements and to the mag-
netic disturbance. Without this effects, which are not taken
into account in the model, the estimated and true states per-
fectly agree, as predicted by the theoretical analysis.
5 Conclusion
We have presented a simple “geometry-free” observer for
estimating the attitude and velocity of a rigid body from
the measurements of specific acceleration, angular velocity,
magnetic field (in body axes), and linear velocity (in body
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Figure 7. Components of true γ (red), measured γm (blue) and
estimated γˆ (orange).
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Figure 8. True φ (red) and estimated φˆ (blue).
axes). We have established its global exponential conver-
gence by a very simple yet rigorous Lyapunov analysis. This
is an improvement the existing literature, where only the al-
most global asymptotic convergence is achieved, moreover
at the cost of a more involved analysis.
The simple structure of the observer and its strong conver-
6
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Figure 9. True θ (red) and estimated θˆ (blue).
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Figure 10. True ψ (red) and estimated ψˆ (blue).
gence properties are promising for tackling the case where
measurement biases are explicitly considered, as well as for
designing closed-loop controllers with output feedback.
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