Abstract: We deal with a generalization of the Caginalp phase-field model associated with Neumann boundary conditions.
Introduction
The Caginalp phase-field model
has been proposed to model phase transition phenomena, for example melting-solidification phenomena, in certain classes of materials. Caginalp based on the Ginzburg-Landau theory of phase transition and the classical Fourier law to derive the above system of equations [7, 17] . This system is a parabolic system, it describes the evolution of the relative temperature θ and a phase field or order parameter . The physical parameters τ ξ and K stand for the time relaxation, length scale, latent heat and diffusivity, respectively. For more details and references we refer the readers to [7, 8, 21] and [2, 4-6, 10, 23, 24 ].
In the above papers the classical Fourier law was applied, one of its drawbacks is that it admits an infinite speed of thermal signals propagation, which violates the causality principle (the so-called paradox of heat conduction, see, for example, [11] ). To remedy this deficiency and unrealistic feature, generalizations of the Caginalp phase-field model were introduced, see [21] [22] [23] for more discussions on the subject.
In this paper, we consider the following model:
derived from the theory of heat conduction involving two temperatures (see, for example, [16] and references therein) by considering the linear approximation theory of heat conduction and the total free energy
where Ω is the domain occupied by the material and F is an anti-derivative of . Finally, the governing equation for is given by ∂ /∂ = −δ ψ, where δ stands for a variational derivative. The governing equation for is obtained by linearization of the energy equation in the isotropic case, which yields
being the heat supplied from the external world, see [16] , and then, taking = −∂ /∂ , we obtain equation (1) .
We endow this model with Neumann boundary conditions and initial conditions. Then, we are led to the following initial and boundary value problem:
where Ω ⊂ R , = 2 or 3, is a regular bounded domain with smooth boundary ∂Ω. Here, is the order parameter or phase field, is the conductive temperature field and ν denotes the unit outward normal on ∂Ω. In addition, all physical constants are taken equal to one.
Concerning the mathematical setting we will adopt some notation. We introduce the following Hilbert spaces:
Actually, E is the phase space of our problem. Note that the average (in space) of the function + in problem (2)- (5) is conserved in time, namely,
To see this, it suffices to integrate equation (3) over Ω and take into account (4) . Then, it is natural to introduce the following functional spaces:
which are subspaces of the phase space E. We define the quantity by
where |Ω| is the volume of the domain Ω. Given a space H, we denote the norm in H by · H and H stands for the dual space of H. Throughout this paper, the inner product and the norm of the L 2 (Ω) space will be denoted by ( · · ) and · , respectively. This paper is organized as follows. Section 2 is devoted to the well-posedness of the system (2)-(5). In Section 3, we define a semigroup associated to our problem and prove the existence of a bounded absorbing set related to this semigroup, prior to establishing the existence of the global attractor. Section 4 deals with the finite dimensionality of the global attractor obtained in the previous section, by proving the existence of exponential attractors. Finally, the aim of Section 5 is the study of the spatial behavior of solutions; to do so, we study the behavior of solutions in a semi-infinite cylinder assuming that such solutions exist.
Existence and uniqueness of solutions
The well-posedness of the problem requires some conditions.
Main assumptions on the non-linearity :
where F = ,
Further restrictions on , depending on the space dimension, will be specified at occurrence. Throughout this article, the same letter and, sometimes, , denote positive constants (of course independent of ) which may change from line to line or even in the same line.
We start by stating the following result. Theorem 2.1.
Proof. The proof is based on the Galerkin method; we give just the main lines.
The operator −∆ associated with the Neumann boundary conditions has a sequence of eigenvalues 0 = λ
, be the associated eigenvectors which form an orthonormal basis of L 2 (Ω). For every ∈ N, we look for an approximate solution ( ) of the following form:
ω such that, noting that functions ω , = 1 , are smooth,
for = 1 , and
Actually, we can rewrite problem (9)-(10) as a system of 2 ordinary differential equations for which we know how to prove the existence of a local solution in time ( ).
Now, thanks to a priori estimates, we will prove that the solution ( ) is a global one in time. We multiply (9) by ∂ /∂ and sum over = 1 to obtain 1 2
Further multiply (10) by + λ and sum over = 1 to obtain
Summing up (12) and (13), we have
Next multiply (9) by and sum over = 1 to get
The 
Noting also that
and that |Ω| (β − ) ≤ , we obtain
The Young inequality yields
By the Poincaré lemma, there exists a constant C = C (Ω) > 0 such that
Substituting (17) into (16), we find 2 + 1 2
Taking > 0 small enough so that 1/2 − > 0, we deduce
Multiply (10) by ∂ /∂ and sum over = 1 ; by the Hölder inequality,
Summing up (14) , 1 (18) and (19) , where 1 > 0 is small enough, we have
where
Choosing 1 > 0 small enough so that 2 − 1 > 0, we obtain the following inequality:
by using the fact that ( 2 + ∇ 2 ) 1/2 is a norm equivalent to the usual one in H 1 (Ω). Integrating (20) between 0 and T , we see that (
. Therefore, we can extract a subsequence of the sequence ( ) renamed as the sequence such that
when → +∞. We are interested in the study of the convergence of the non-linear term ( ). We know that
Passing to the limit in (9)-(11), we get
and as
by the Lions theorem (see, for example, [3, 18] and references therein), we have ∈ C 0 T ; L 2 (Ω) . Hence, (0) has a sense and from (11), we have that
(Ω) , which implies as above that
We can see that χ = ( ), this completes the proof.
We give now a uniqueness result.
Theorem 2.2.
Under the conditions of Theorem 2.1 and, moreover, assuming ≤ 2 in (8) when = 3, problem (2)- (5) has a unique solution ( ), with the above regularity.
Proof. We suppose the existence of two solutions ( We then have
next multiply (23) by − ∆ to obtain
Summing up (24) and (25), we find
The Hölder inequality and (8) imply
We consider the more difficult case = 2, and we have using the Hölder inequality with exponents 1/3 1/6 and 1/2,
In both cases, we deduce a differential inequality of the type
where ≥ 0. Finally, we multiply (22) by to get owing to (7) and the Hölder inequality
Adding (26) and (27) we get
which gives, using the Gronwall lemma, the uniqueness (for 01 = 02 and 01 = 02 ) as well as the continuity with respect to the initial data.
For more regularity on solutions, we have
Theorem 2.3.
Suppose that (8) 
Proof. The existence is done; it just remains to verify the regularity. Multiply (9) by λ and sum over = 1 to obtain 1 2
By (8) and the Hölder inequality, we have
Summing up (20) and 2 (29), where 2 > 0 is small enough, we have
Multiply (9) by λ ∂ /∂ and sum over = 1 to get
Finally, multiply (10) by λ 2 and sum over = 1 ,
Summing up (33) and (34), we have
Thanks to the Hölder inequality,
From (8), we have
When ≤ 2, the Hölder inequality yields
when = 3, then ≤ 3 in that case. We consider the more difficult case = 3, and we have using the Agmon inequality
(Ω) (see for instance [20, 27] )
Finally, we deduce from (35)-(38),
≥ 0. Finally, summing up (30) and (39), we obtain an inequality of the type
To finish, we multiply (10) by λ ∂ /∂ and sum over = 1 . By the Hölder inequality we have
We deduce from estimates (40), (43) and the Gronwall lemma that 
Dissipativity and the global attractor
This section is devoted to the existence of bounded absorbing sets for the semigroup S( ), ≥ 0, and of the global attractor A α .
Remark 3.1.
Due to the conservation of the quantity Ω ( + ) , we cannot expect to have compact attractors in the whole phase space E. For this, we have to restrict ourselves to subspaces of E, namely E α .
The results of the previous section allow us to define a continuous semigroup as follows:
where ( ) is the unique solution to problem (2)- (5). We have Proposition 3.2.
Proof. The proof is based on estimate (20) obtained in the proof of Theorem 2.1 with ( ) replaced by ( ) that we rewrite here as
In particular,
. The Gronwall lemma and (44) yield
Taking R(α) = 1 + C 2 (1 + α 2 ) and T( ) = ln( 2 C 1 )/ , we obtain the result.
Proposition 3.3.
The semigroup S(
Proof. The proof is based on Proposition 3.2 and estimates (30)-(32), (39)-(42), putting and in the place of and we rewrite
where ≥ 0 and
We deduce from (45) 
It follows from (46) that
we deduce from (47) that ≤ + , ≥ 0 + , and it follows from the estimates above that and satisfy assumptions of the uniform Gronwall lemma [27] (for ≥ 0 + ), which yields
where C α is a strictly positive constant which depends on α and . Finally, owing to (48) and setting 1 = 0 + 2 , we get
which completes the proof.
We now state the following existence result of the global attractor. Proof. The absence of regularizing effects related to the strongly damped term −∆∂ /∂ does not allow us to prove the existence of the global attractor, by using standard methods, see, for example, [9, 25, 27] . For this, we use a semigroup decomposition argument (see, for example, [23] ) consisting in splitting the semigroup S( ), ≥ 0, into the sum of two operators families: S( ) = S 1 ( ) + S 2 ( ), where operators S 1 ( ) go to zero as tends to infinity while operators S 2 ( ) are compact. This corresponds to the following solution decomposition:
and ( c c ) solves 
Sum (55) and (56) to have
Now, multiplying (49) by d , we obtain
We can see that
Substituting (59) into (58), we get
The Young and Poincaré inequalities for functions with null average give 
Thus, for 2 > 0 such that 2 − 2 > 0, we end up with an inequality of the following form:
Applying the Gronwall lemma to (61), we have
We can see that S 1 ( )( 
Moreover, if ≤ 2, one has, using the Hölder inequality
and, if = 3, we write, thanks to the Hölder inequality and considering the more difficult case = 2,
Finally, we deduce from (69) and (70) that > 0, we obtain on account of (71) and (72), an inequality of the form
Now, multiply (51) by −∆ c , one has 
where V 6 = V 5 + 5 ∇ c 2 satisfies an estimate similar to (68). We multiply (51) by −∆∂ c /∂ and (52) by ∆ 2 c , and sum the resulting equalities, we then write owing to the Hölder inequality
Now, summing (75) and (76), we arrive at
where V 7 = V 6 + ∆ c 2 + ∆ c 2 + ∇∆ c 2 satisfies
From the above we have
where ≥ 0 and Q is some monotone function independent of initial data. Inequalities (77) and (79) imply
Integrating (80) 
We deduce from (81)- (82) 
Hence, the operator S 2 ( )( 0 0 ) = ( c ( ) c ( )) is asymptotically compact in the sense of the Kuratowski measure of noncompactness [25] . We conclude from (62) and (83) the existence of a compact attracting set, which achieves the proof.
Let B α be the absorbing ball for the semigroup S( ), ≥ 0, in E α given by Proposition 3.2. We define the invariant set
In what follows, we will work in the subspace X α which is positively invariant for S( ), ≥ 0.
Now that the existence of the global attractor is proven, one natural question is to know if this attractor has finite dimension in terms of the Hausdorff or fractal dimension. That is the aim of the next section.
Exponential attractors
The aim of this section is to prove the existence of a family of exponential attractors M α for the semigroup S( ), ≥ 0, associated to problem (2)-(5). To do so, we need the semigroup to be Lipschitz continuous and satisfy the smoothing property, but also to verify a Hölder condition in time. This is enough to conclude on the existence of exponential attractors. Due to the lack of regularizing effects on the initial data, methods applied with success in, for example, [4] [5] [6] 25] , do not work here. To overcome this difficulty, we will make use of the so-called decomposition method which has been successfully applied by many authors, see, for example, [1, 12, 14, 19] and the references therein. This method consists of decomposing the difference of two trajectories of the problem into two parts; one tending to zero as time goes to infinity and the other one continuous. But before going further, let us recall the definition of an exponential attractor which is also called the inertial set.
Definition 4.1.
A compact set M α is called an exponential attractor for ({S( )} ≥0 X α ) if 
where dist H stands for the Hausdorff nonsymmetric pseudodistance of two sets defined as follows:
We start with stating an abstract result that will be useful in the sequel, see, for instance, [12, 13, 25] .
Theorem 4.2.

Let V and H be two Banach spaces such that V is compactly embedded into H and S( ) : X → X a semigroup acting on a closed subset X of H. We assume that
S( ) − S( ) = 1 ( ) + 2 ( ) ∈ X (a) where 1 ( ) 2 H ≤ ( ) − 2 H , is continuous, ≥ 0, ( ) → 0 as → +∞ and 2 ( ) 2 V ≤ ( ) − 2 H , > 0, is continuous. Moreover,
( ) → S( ) is Lipschitz in space and Hölder in time on
for all T > 0 and B ⊂ X bounded. Then S( ) possesses an exponential attractor M on X .
In order to get the existence of exponential attractors in our case, we will base on Theorem 4.2. We have the following result Theorem 4.3.
The semigroup S( ), ≥ 0, corresponding to equations (2)- (5) defined from X α to itself satisfies a decomposition as in Theorem 4.2, provided that ≤ 2 when = 3.
Proof. Let ( 
Now, decompose the solution ( ) as follows: ( ) = ( η) + (ω ξ), where ( η) and (ω ξ) are solutions to
and
respectively. Repeating for (84) estimates which led us to (61), we write
An application of the Gronwall lemma yields
where ( ) = − and ≥ 0. One can see that ( ) → 0 when → ∞. Now, we consider (85)-(88). We multiply (85) by ∂ω/∂ and get 1 2
Multiply (86) 
Multiply (85) by ω to have 1 2
Finally, multiply (86) by ∆ 2 ξ to obtain 1 2
Sum (99) and (100), 1 2
The assumption (8) and the Hölder inequality imply
where Q is a monotonic function that depends only on time. Therefore, thanks to (102) and the Gronwall lemma, we end up with the following inequality:
We have
Lemma 4.4.
The semigroup S( ), ≥ 0, generated by problem ( Proof. The Lipschitz continuity in space being a consequence of (28), it just remains to prove the continuity in time (40) and (43), appearing in the proof of Theorem 2.3, one gets
where depends only on T > 0 and R, this concludes the proof.
We deduce from Theorem 4.3 and Lemma 4.4 the following result Theorem 4.5.
The dynamical system (S( ) X α ) associated to problem (2)- (5) possesses an exponential attractor M α in X α .
Remark 4.6.
The exponential attractor M α being finite-dimensional and A α ⊂ M α , this ensures the boundedness of the fractal dimension of the global attractor.
Spatial behavior of solutions
The aim of this section is to study the spatial behavior of solutions in a semi-infinite cylinder, assuming that such solutions exist. This study is motivated by the possibility of extending results obtained above on asymptotic behavior to the case of unbounded domains like semi-infinite cylinders. Now, we assume the existence of a solution and introduce the following notation. The domain R stands for a semi-infinite cylinder of the form (0 +∞) × D, where D is a bounded domain which is regular enough to apply the divergence theorem. We consider the problem defined by (2)-(5) in the semi-infinite cylinder R. Moreover, the equations are associated with the following boundary conditions:
where T > 0 is fixed. We also consider the following initial conditions:
We start our analysis with considering the function
where D( ) = { ∈ R : 1 = } and ω is an arbitrary positive constant to fix; here, = ∂ /∂ and 1 = ∂ /∂ 1 . Using the divergence theorem and owing to (103)-(104), we have
where R ( + ) = { ∈ R : < 1 < + }. Dividing by , and letting tend to zero, we have
Now, we consider a second function, namely,
where θ( ) = 0 ( ) . For the same reasons as above, we have
and a direct calculation of the differential of G ω with respect to gives
We can always take ω large enough so that
We set H ω = F ω + τG ω , where τ is large enough. We have
where C 2 is a strictly positive constant. Noting that ∂H ω /∂ = ∂F ω /∂ + τ ∂G ω /∂ and assuming ω and τ large enough, we get
Our next step is to get an estimate of |H ω | in terms of ∂H ω /∂ , 
where C 4 can be explicitly determined in terms of parameters and of the cross section geometry. We deduce from (105)- (106) that
where C 5 = (C 3 + τC 4 )/C 2 > 0. The inequality (107) is well known in the study of spatial estimates, see, [23, 24, 26] , and the references therein. We then conclude that either there exists 0 ≥ 0 such that H ω ( 0 ) > 0, Theorem 5.1 is directly related to the estimate (107), which then corresponds to a Phragmén-Lindelöf alternative, see, for example, [15] .
