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Zusammenfassung Zur Fru¨herkennung von kritischen Netzpha¨nomenen wur-
den in der Vergangenheit viele Arten von verteilten Sensornetze im Internet eta-
bliert und erforscht. Wir betrachten das Pha¨nomen “Verteilung von bo¨sartiger
Software im Netz”, das punktuell etwa mit dem InMAS-Sensorsystem gemes-
sen werden kann. Unklar war jedoch immer die Frage, wie repra¨sentativ die Da-
ten sind, die durch ein solches Sensornetz gesammelt werden. In diesem Do-
kument wird ein methodisches Rahmenwerk beschrieben, mit dem Maßzahlen
der Repra¨sentativita¨t an Messungen von Malware-Sensornetzen geheftet werden
ko¨nnen. Als methodischer Ansatz wurden Techniken der empirischen Sozialfor-
schung verwendet. Als Ergebnis ist festzuhalten, dass ein Sensornetz mit mindes-
tens 100 zufa¨llig u¨ber den Netzbereich verteilten Sensoren notwendig erscheint,
um u¨berhaupt belastbare Aussagen u¨ber die Repra¨sentativita¨t von Sensornetz-
Messungen machen zu ko¨nnen.
1 Einfu¨hrung
Aufgrund der Gro¨ße und Komplexita¨t des Internet bilden Daten, die durch verteilte
Sensor-Systeme wie CarmentiS [21], IAS [12], AMSEL [4], Nepenthes [6], Monk-it
[31,30] oder InMAS [16,15] gesammelt werden, jeweils immer eine zeitlich und o¨rtlich
begrenzte Momentaufnahme des Aufkommens bo¨sartiger Software. Derartige Sensor-
netze erlauben beispielsweise Aussagen der folgenden Art:
– 50% aller Sensoren haben bis jetzt Malware X registriert.
– Innerhalb der letzten Stunde haben 4 Sensoren Malware X registriert.
Zur Einscha¨tzung der aktuellen Gefa¨hrdungslage sind aber Aussagen u¨ber den globalen
Zustand des Internet viel interessanter. Insbesondere sind hier Kennzahlen relevant, die
Aussagen u¨ber die Repra¨sentativita¨t der gewonnenen Daten erlauben. Konkret sollen
zwei Arten von Aussagen getroffen werden ko¨nnen:
– Absolute Zahlen: Wieviel Malware vom Typ X ist zur Zeit im Umlauf?
– Ha¨ufigkeitsverteilungen: Welcher Prozentsatz aller Rechner im deutschen Internet
sind zur Zeit durch Malware X infiziert?
? Teile der Ergebnisse entstanden im Rahmen eines Projekts mit dem Bundesamt fu¨r Sicherheit
in der Informationstechnik (BSI).
In diesem Bericht wird ein methodischer Ansatz vorgestellt, um lokale Messergebnisse
von Sensorsystemen mit Methoden der empirischen Sozialforschung zu verallgemei-
nern.
In Abschnitt 2 gehen wir auf verwandte Arbeiten ein. Abschnitt 3 erla¨utert Werk-
zeuge der empirischen Sozialforschung, die im folgenden Abschnitt 4 auf das Problem
der Repra¨sentativita¨t von Sensornetz-Messungen angewendet werden. Abschnitt 5 fasst
diesen Bericht kurz zusammen und gibt Empfehlungen zu weiteren Forschungsarbeiten
und Experimenten.
2 Verwandte Arbeiten
In diesem Abschnitt gehen wir auf verwandte und relevante Arbeiten ein.
2.1 Epidemiologische Arbeiten
Die Analogien zwischen Computerviren und menschlichen Viren wurden bereits fru¨h
untersucht. Die mathematischen Modelle der Ausbreitung von Epidemien werden typi-
scherweise durch eine Differentialgleichung beschrieben. In der einfachsten Form hat
diese Gleichung die folgende Form:
dJ(t)
dt
= βJ(t)[N − J(t)] (1)
Hierbei ist J(t) die Zahl infizierter Individuen zum Zeitpunkt t, N ist die Gesamtgro¨ße
der betrachteten Population und β ist die Infektionsrate.
Eine erste Studie zur Anwendbarkeit von epidemiologischen Modellen auf die Ver-
breitung von Malware ist der Artikel “Directed graph epidemiological models for com-
puter viruses” von Kephart und White [28]. Die relevante Forschung ist zusammenge-
fasst im Buch von Daley [11].
2.2 Einzelanalysen bo¨sartiger Software
Zur Analyse der Verbreitung von Malware geho¨rt auch immer eine Analyse der Malwa-
re selbst. Es folgt eine kleine Auswahl von Artikeln, die bekannte und weniger bekannte
Malware-Exemplare im Detail beschreiben.
– Der Internet-Wurm (1988, auch bekannt unter dem NamenMorris Worm) [37,14,36]:
Der Internet-Wurm befiel 1988 einen Großteil der Rechner des damaligen Inter-
net. Er nutzte bekannte Schwachstellen unter anderem in der Implementierung des
Finger-Daemons und der Konfiguration der Software Sendmail aus und gilt als “Va-
ter” aller modernen Wu¨rmer.
– ILOVEYOU E-Mail-Wurm (2000, auch bekannt unter dem Namen loveletter)) [7]:
ILOVEYOU war der erste einer Folge von E-Mail-Makro-Wu¨rmer, die zur Ver-
breitung die Neugier und Ahnungslosigkeit der Computerbenutzer beno¨tigen. Der
Wurm bestand aus einer E-Mail mit einem Visual-Basic-Programm im Anhang.
Beim O¨ffnen des Anhangs replizierte sich der Wurm auf dem Rechner des Be-
nutzers und verschickte sich an eine Reihe von Addressaten aus dem Outlook-
Addressbuch.
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– CodeRed (2001) [40]: Der Wurm CodeRed nutzte eine Schwachstelle im Windows
IIS unter Windows 2000 und existierte in zwei verschiedenen Varianten. Varian-
te 1 besaß einen Programmierfehler im Programmteil, der Zufallszahlen erzeug-
te, und verbreitete sich nur schwach. Die zweite Variante war diejenige, die welt-
weit Probleme verursachte. Der Wurm generierte 100 parallele Threads, die parallel
zufa¨llig ausgewa¨hlte IP-Adressen im Internet u¨ber die IIS-Schwachstelle angriffen.
Die Angriffsversuche wurden weltweit im Detail protokolliert, so dass relativ gute
Vergleichsdaten fu¨r eine Modellierung zur Verfu¨gung standen (siehe unten).
– Slammer (2003) [34]: Der Slammer-Wurm wird auch ha¨ufig als SQL Slammer be-
zeichnet, weil er eine Schwachstelle im SQL-Server 2000 von Microsoft ausnutzte.
Slammer selbst bestand aus einem einzigen UDP-Paket und konnte sich so in einem
Schritt verbreiten. Er verbreitete sich dadurch deutlich schneller als beispielswei-
se CodeRed. Slammer verwendete wie CodeRed random scanning, suchte seine
Opfer also zufa¨llig aus.
– Witty (2004) [35]: Genau wie Slammer verwendete der Witty-Wurm random scan-
ning zur Verbreitung und war sehr klein. Eine Besonderheit von Witty ist, dass er
sich ausschließlich im Speicher befand und keine Spuren auf der Festplatte hin-
terliess. Bemerkenswert ist zudem, dass er eine Schwachstelle in Produkten einer
Computersicherheitsfirma ausnutzte.
– Storm (2008) [25]: Storm ist ein Bot und Bestandteil des Storm Botnetzes, das erst-
mals 2008 in der Literatur beschrieben wurde. Storm ist ein Beispiel fu¨r Malware,
die sich nicht autonom verbreitet. Die bisher untersuchten Verbreitungswege von
Storm sind E-Mail (wie ILOVEYOU) oder bo¨sartige Webseiten, die Schwachstel-
len im Webbrowser ausnutzen (client-side exploits). Storm ist einer der ersten Bot,
der zur Koordination des Botnetzes Peer-to-Peer-Techniken einsetzt.
2.3 Empirische Studien zur Verbreitung bo¨sartiger Software
Basierend auf empirischen Daten aus den Anti-Malware-Vorkehrungen ihres Betriebs-
systems vero¨ffentlicht Microsoft halbja¨hrlich eine Studie zu Malware-Aufkommen auf
Windows-Rechnern [33]. Neben absoluten Zahlen enthalten diese Berichte auch wert-
volle Hinweise zu aktuellen Malware-Trends.
Eine Studie von Go¨bel et al. [18] untersuchte die Wirksamkeit von Honeynets fu¨r
Einbruchserkennung im Universita¨tsnetz der RWTH Aachen, ein Netz mit circa 40.000
Rechnern. In diesem Netz wurde am zentralen Router ein System zur Einbruchser-
kennung angeschlossen (der sogenannte “Blast-o-mat”), das infizierte Rechner durch
charakteristische Kommunikationsmuster (scanning) identifizierte und in eine Art Qua-
ranta¨ne verschob. Gleichzeitig wurde in diesem System auf etwa 180 IP-Adressen Ne-
penthes installiert. Die Autoren berichten, dass mittels dieser 180 Honeypot-Sensoren
jeder Scanning-Versuch erkannt wurde, der auch durch den Blast-o-mat registriert wor-
den war.
2.4 Modellierung der Verbreitung bo¨sartiger Software
Der Großteil der theoretischen Arbeiten zur Verbreitung bo¨sartiger Software bezieht
sich auf die Software, die sich autonom verbreitet. Das einschla¨gige akademische Fo-
rum hierfu¨r ist der Workshop on Rapid Malcode (WORM), dessen Tagungsbeitra¨ge
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mehrheitlich online abrufbar sind [1,2,3]. Im Folgenden gehen wir auf einige dieser
Arbeiten na¨her ein.
Basierend auf einem formalen Modell von Viren und Trojanern untersuchen Thim-
bleby et al. [38] grundsa¨tzliche Fragen der Erkennbarkeit von Malware in Computer-
systemen.
In dem Artikel “Code Red Worm Propagation Modeling and Analysis” [40] untersu-
chen Zou et al. die Verbreitung des CodeRed-Wurms. Sie nutzen dabei die Eigenschaft
von CodeRed, zufa¨llig sein na¨chstes Opfer auszusuchen, und adaptieren das klassische
epidemiologische Modell mit zwei Faktoren: (1) zunehmende administrative Gegen-
maßnahmen (Ausbessern der Schwachstelle, Einstellen von Filtern, etc.) sowie (2) Ver-
stopfungspha¨nomene in einigen Internet-Routern. Das Modell erreicht eine erstaunlich
gute Abdeckung der tatsa¨chlichen Verbreitung von CodeRed (siehe Abbildung 1), u¨ber
die es umfangreiche Datenquellen gab.
Abbildung 1: Vergleich von modellierter und tatsa¨chlicher Verbreitung des CodeRed-
Wurms (Abbildung 9 aus Zou et al. [40]).
Basierend auf Zou et al. [40] stellen Chen et al. [9] in ihrem Beitrag “Modeling
the spread of active worms” ein zeitdiskretes Modell fu¨r die Verbreitung von Code-
Red vor (das Modell von Zou et al. war zeitkontinuierlich). Chen et al. erweitern ihr
Modell auf dahingehend, dass das lokale Suchen nach verwundbaren Rechnern (local
scanning) in Betracht gezogen werden kann. Außerdem wird die Idee einer initialen hit-
list modelliert, also die Tatsache, dass zu Beginn der Verbreitung mehrere Rechner mit
dem Wurm infiziert sind. Auch wenn CodeRed selbst diese Techniken nicht anwendete,
so verursachen doch gewisse Netzwerkkonfigurationen (beispielsweise einer Firewall),
dass scanning und somit die Verbreitung des Wurms nur im lokalen Netz erfolgt.
In Reaktion auf CodeRed und Slammer bescha¨ftigen sich Zou et al. [39] in ihrem
Artikel “Monitoring and early warning for internet worms” mit Abwehrstrategien fu¨r
Wu¨rmer. Die Idee der Autoren ist es, Erkennungstechniken aus dem Bereich der Signal-
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verarbeitung auf Sensordaten anzuwenden, um fru¨hzeitig Trends in Angriffsaktivita¨ten
zu erkennen. Die Erkennungstechnik (ein Kalman-Filter) wird so eingestellt, dass er auf
das Muster einer beginnenden epidemiologischen Ausbreitung mit einem “Ausschlag”
reagiert. Die Messungen mit simulierten Daten zeigen, dass der Filter sich schon nach
kurzer Zeit auf einen konstanten Wert stabilisiert (siehe Abbildung 2).
Abbildung 2: Erkennung eines simulierten Ausbruchs des Slammer-Wurms mittels
Kalman-Filter (Abbildung 10 aus Zou et al. [39]).
In einer umfassenden Studie namens “On the performance of Internet worm scan-
ning strategies” untersuchen Zou et al. [42] verschiedene Verbreitungsstrategien von
Wu¨rmern. Untersucht wurden unter anderem die folgenden Strategien:
– zufa¨lliges Suchen (random scan), bei dem jeder Wurm eine zufa¨llige IP-Adresse
attackiert;
– sequentielles Suchen (sequential scan), bei dem ein Wurm einen IP-Adressbereich
sequentiell attackiert;
– kooperatives Suchen, bei dem Wu¨rmer kommunizieren, um jede IP-Adresse mo¨glichst
nur ein Mal anzugreifen;
– Teile-und-Herrsche-Suchen (divide and conquer scan), bei dem erfolgreiche Wu¨rmer
ihren Kindern immer eingeschra¨nktere Teile des IP-Adressbereichs mitgeben (la¨nge-
re fixierte Pra¨fixe), um das doppelte Angriffsarbeit zu vermeiden;
– lokales Suchen (local preference scan), bei dem das lokale Netz bevorzugt ange-
griffen wird.
Die optimale Angriffsstrategie fu¨r einen Wurm ist offensichtlich, in denjenigen Netz-
bereichen nach Opfern zu suchen, in denen diese mit großer Ha¨ufigkeit vorkommen.
Zufa¨llige Suche ist also nur bei gleichma¨ßiger Verteilung von verwundbaren Rechnern
zu empfehlen. In diesem Fall sind jedoch auch sequentielles und Teile-und-Herrsche-
Suchen genauso gut. Es stellte sich heraus, dass bei nicht-uniformer Verteilung von
verwundbaren Rechnern lokales Suchen die Verbreitung des Wurms beschleunigte, ins-
besondere bei zunehmender Gro¨ße des lokalen Netzes.
5
In dem Artikel “Modeling botnet propagation using time zones” [10] beschreiben
Dagon et al. ein Modell zur Erkla¨rung des “pulsierenden” Verhaltens der Gro¨ße von
Botnetzen. Die Autoren schlagen zuna¨chst vor, das klassische epidemiologische Mo-
dell um das Konzept von Tages- und Nachtzeit zu erga¨nzen. Anschließend fu¨gen sie
noch das Konzept einer Zeitzone in das Modell ein. So kann beispielsweise modelliert
werden, dass innerhalb einer Zeitzone tagsu¨ber mehr Rechner aktiv sind als nachts, dass
aber gleichermaßen zu jeder Zeit irgendwo auf der Welt Tag ist. Die Verbreitung bo¨sar-
tiger Software folgt dann sozusagen dem Verlauf der Sonne um die Erde. Die Modelle
erlauben es, Vorhersagen zu treffen u¨ber die Verbreitung eines bestimmten Bots, wenn
bekannt ist, zu welcher Zeit und wo er das erste Mal freigesetzt wurde.
Die Verbreitung von Bots erfolgt u¨blicherweise gezielt durch Befehle des Botnet-
Betreibers. Obwohl es durch Infiltrationstechniken fu¨r Botnetze [17] relativ viele Proto-
kolle derartiger Befehlssequenzen gibt, ist uns eine systematische Studie oder gar eine
Modellierung dieser Ausbreitungswege nicht bekannt.
Die Ausbreitung von bo¨sartiger Software, die sich nicht autonom verbreitet, ist
bisher wenig untersucht. Beispiele fu¨r diese Art von Malware sind E-Mail-Wu¨rmer
wie ILOVEYOU [7] oder Bots wie Storm [25], die sich durch Benutzerinteraktionen
verbreiten. Bei der Modellierung der Ausbreitung von E-Mail-Wu¨rmern wurden im
wesentlichen dieselben epidemiologischen Ansa¨tze verwendet, wie bei sich autonom
verbreitender Malware [41]. Es wurden jedoch Ruhephasen (phases of dormancy) in
das Modell mit eingebracht, um die unbestimmte Verweildauer des Wurms im E-Mail-
Postfach des Benutzers zu modellieren.
Noch weitgehend unerforscht sind Ausbreitungsmodelle fu¨r Malware, die Schwach-
stellen in Benutzerapplikationen wie Browsern ausnutzt. Erforscht wurden lediglich
Techniken zur automatischen Sammlung und Analyse derartiger Malware [26]. Die
Modellierung der Ausbreitung ist deutlich komplexer als die anderer Malware, weil
die Ausbreitungsgeschwindigkeit von zusa¨tzlichen Faktoren abha¨ngt. Der Storm-Wurm
verbreitete sich etwa u¨ber eine Kombination aus Spam-Versand und Benutzerinterakti-
on. Insbesondere der Faktor Mensch ist notorisch schwierig zu modellieren. Uns sind
keine Arbeiten bekannt, die die Verbreitung von derartiger Malware modelliert.
3 Werkzeuge der empirischen Sozialforschung
Dieser Abschnitt stellt Werkzeuge der empirischen Sozialforschung vor, die im Wei-
teren verwendet werden sollen. Dieser Abschnitt stu¨tzt sich im Wesentlichen auf die
Lehrbu¨cher von Diekmann [13], Bortz [8], Lehn und Wegmann [29] sowie Hammann
[24].
3.1 Repra¨sentativita¨t in der empirischen Forschung
Grundsa¨tzlich handelt es sich bei der Messung in einem Sensornetz immer um eine
Art Stichprobe fu¨r die Messung eines umfassenderen, gro¨ßeren Pha¨nomens. Diese Fra-
gestellung betrifft die Repra¨sentativita¨t von Messungen in der empirischen Forschung.
Ziel der empirischen Forschung ist, statistische Aussagen u¨ber eine (in der Regel große)
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Menge von Objekten zu schaffen. Diese Menge wird auch als Grundgesamtheit be-
zeichnet. Eine Stichprobe ist hierbei eine Teilmenge der Grundgesamtheit. Die Messung
einer Stichprobe ist repra¨sentativ, wenn sie Aussagen u¨ber die Grundgesamtheit erlaubt.
In der empirischen Sozialforschung ist das Problem bekannt im Kontext repra¨sentativer
Umfragen. In dieser Forschungsrichtung gibt es eine etablierte methodische Basis fu¨r
Repra¨sentativita¨tsaussagen. Aus diesem Grund werden wir das vorgeschlagene Vorge-
hen an diesen Erkenntnissen ausrichten.
In der empirischen Forschung ist fu¨r die Repra¨sentativita¨t die Auswahl der Stichpro-
be entscheidend. Statistisch ist die Zufallsstichprobe am besten untersucht. Die Zufalls-
stichprobe fußt auf einem Urnenmodell. Hierbei werden fu¨r eine Stichprobe der Gro¨ße
n genau n Elemente der Grundgesamtheit gleichverteilt zufa¨llig ausgewa¨hlt. Die Mes-
sung auf einer Zufallsstichprobe ist immer repra¨sentativ. Die Aussagegenauigkeit der
Messung fu¨r die Grundgesamtheit steigt mit der Gro¨ße derr Zufallsstichprobe.
Da bei der Befragungen von Personen eine echt zufa¨llige Auswahl sehr schwierig
ist, gibt es in der empirischen Sozialforschung auch den Begriff der Quotenstichpro-
be. Hierbei werden die Elemente der Grundgesamtheit in Gruppen eingeteilt. Innerhalb
der Gruppen wird eine Zufallsstichprobe geta¨tigt. Die Gro¨ße der einzelnen Zufallss-
tichproben ist proportional zum Anteil der Gruppe an der Grundgesamtheit. Die Quo-
tenstichprobe wird dazu benutzt, um bestimmte Strukturen der Grundgesamtheit in der
Stichprobe nachzuahmen, wie beispielsweise die Verteilung des Lebensalters in der
Bevo¨lkerung.
3.2 Genauigkeit von Repra¨sentativita¨tsaussagen
Die Pru¨fung der Genauigkeit von Aussagen in der empirischen Forschung erfolgt meist
durch Vergleich mit aus anderen Quellen bekannten Werten. Idealerweise erfolgt die
Pru¨fung von Messwerten im Vergleich mit einer vollsta¨ndigen Messung auf der Grund-
gesamtheit. Sind derartige Daten nicht verfu¨gbar, versucht man durch entsprechende
Stichprobengro¨ßen den systematischen Fehler zu reduzieren. U¨blich sind statistische
Tests (Signifikanztests) auf den Ergebnissen einer Umfrage. Diese erlauben es, relativ
schematisch die Gro¨ße einer Zufallsstichprobe zu bestimmen, damit bestimmte Qua-
lita¨tsparameter eingehalten werden. Auf die weiteren Mo¨glichkeiten, den Messfehler
zu reduzieren, soll hier nicht eingegangen werden und wird auf andere Quellen verwie-
sen [23,22]
Die Qualita¨tsparameter einer statistischen Aussage sind:
1. die Fehlerwahrscheinlichkeit α, also die Wahrscheinlichkeit, dass die gemachte
Aussage nicht zutrifft, sowie
2. die Fehlerspanne e, also die Genauigkeit der gemachten Aussage.
In der empirischen Forschung hat sich etabliert, sowohl fu¨r α also auch fu¨r e einen Wert
von maximal 0,05 (5%) zu akzeptieren. In der Umfrageforschung wird der Parameter e
vorrangig minimiert (es ist also wichtiger, nahe am wahren Wert zu sein, als ihn richtig
zu treffen).
Beispiel: Messungen an einer Reihe von (zufa¨llig verteilten) Honeypots ergeben,
dass innerhalb der letzten Stunde 70% der Sensoren von einer Malware vom Typ X be-
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fallen wurden. Eine Fehlerwahrscheinlichkeit von 5% bedeutet, dass 95 von 100 Mes-
sungen, die man mit einem zufa¨llig verteilten Honeynet machen wu¨rde, den Infektions-
prozentsatz richtig bestimmen. Eine Fehlerspanne von 5% bedeutet, dass der richtige
Infektionsprozentsatz zwischen 65 und 75% liegt.
3.3 Gro¨ße einer Stichprobe
Generell gilt: je gro¨ßer die Stichprobe, desto besser die Genauigkeit der gemessenen
Werte. Im Extremfall erzielt man exakte Genauigkeit bei einer vollsta¨ndigen Mes-
sung auf der Grundgesamtheit. Aus praktischen Gru¨nden ist es jedoch sinnvoll, eine
mo¨glichst kleine Stichprobe zu wa¨hlen, die trotzdem die geforderte Mindestgenauig-
keit garantiert.
Wenn u¨ber die gemessenen Ha¨ufigkeitsverteilung nichts bekannt ist, kann man die
Stichprobengro¨ße n u¨ber folgende einfache Formel berechnen:
n = 0.25(α˜/e)2 (2)
Hierbei ist e wir oben genannt die Fehlerspanne (in Prozent) und α˜ ein aus der Feh-
lerwahrscheinlichkeit α abgeleiteter Wert (siehe Tabelle 1). Fu¨r eine Fehlerspanne von
5% und 1% sind die so berechneten Stichprobengro¨ßen in Tabelle 2 angegeben. Hierbei
wird vereinfachend angenommen, dass die Ha¨ufigkeitsverteilung einer Normalvertei-
lung entspricht.
α α˜
0,05 1,96
0,01 2,58
Tabelle 1: Werte fu¨r α˜ fu¨r 5% und 1% Fehlerwahrscheinlichkeit α.
e α = 0, 05 α = 0, 01
0,05 384 664
0,01 9604 16589
Tabelle 2: Stichprobengro¨ßen, wenn u¨ber den zu messenden Sachverhalt keine Zusatz-
informationen bekannt sind.
In der empirischen Sozialforschung kann man Kenntnisse u¨ber den zu messenden
Sachverhalt ausnutzen, um die Stichprobengro¨ße zum Teil deutlich zu verringern. Die
Formel 2 geht davon aus, dass der zu messende Sachverhalt eine maximale Varianz
hat. Eine große Varianz wirkt sich immer negativ auf die Stichprobengro¨ße aus, weil es
relativ vieler Messungen bedarf, um diese Varianz auch in der Stichprobe abzubilden.
Man kann auch die Kenntnis u¨ber die Ha¨ufigkeitsverteilung selbst verwenden, um
die Stichprobengro¨ße zu verkleinern. Meist ist diese aber unbekannt (man mo¨chte sie ja
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gerade messen, bzw. approximieren). Manchmal hat man jedoch aus anderen Quellen
Informationen, die es erlauben, die zu messende Ha¨ufigkeitsverteilung zu scha¨tzen.
Sei p die Ha¨ufigkeit des zu messenden Merkmals und q = 1−p die Gegenha¨ufigkeit.
Dann kann Formel 2 verfeinert werden zu:
n = (α˜/e)2 · p · q (3)
Im schlimmsten Fall ist p = 0, 5. In diesem Fall reduziert sich Formel 3 zu Formel 2.
Je gro¨ßer p ist, desto kleiner wird die errechnete Stichprobengro¨ße.
Beispiel: Es sei aus anderer Quelle bekannt, dass etwa 30% aller Rechner in der
Grundgesamtheit durch eine Malware X aktuell befallen sind. Mit p = 0, 3 (und somit
q = 0, 7) ergibt sich die Formel:
n = 0, 21(α˜/e)2
Fu¨r eine Fehlerwahrscheinlichkeit α von 5% und eine Fehlerspanne e von 5% beno¨tigt
man jetzt statt einer Stichprobengro¨ße von 384 lediglich 323 Elemente.
Statt (aus anderer Quelle) bekannter Werte kann man auch bekannte Merkmals-
verteilungen in der Berechnung der Stichprobengro¨ße verwenden, von denen man an-
nimmt, dass sie Einfluß haben auf den zu messenden Sachverhalt haben (also nicht die
Merkmalsverteilung selbst sind). In Umfragen ist die Alters- oder Geschlechtsstruktur
der Befragten ha¨ufig ein solches Merkmal, da die “wahre” Verteilung dieses Merkmals
durch die Meldebeho¨rden gemessen und zur Verfu¨gung gestellt wird.
Quotenstichproben ermo¨glichen es zusa¨tzlich, die Stichprobengro¨sße insgesamt zu
reduzieren. Technisch verringert man durch die Quotierung die Varianz des zu messen-
den Merkmals. Man kann sogar Merkmale kombinieren und mehrstufige Quotenstich-
proben durchfu¨hren. In Umfragen wird ha¨ufig das Alter mit dem Wohnort kombiniert,
also Merkmale, u¨ber die man recht genaue Verteilungen kennt, die somit also eine ge-
ringe Varianz besitzen.
4 Problemstellung
In diesem Abschnitt wird die Ausgangsfragestellung konkretisiert. Allgemein ist das
Ziel, die Messung eines Pha¨nomens A anhand eines Pha¨nomens B unter Verwendung
der Instrumente der empirischen Sozialforschung. Die zu messenden Pha¨nomene be-
treffen im wesentlich zwei Arten von Aussagen:
– Absolute Zahlen, beispielsweise: Wieviel Malware eines bestimmten Typs ist zur
Zeit im deutschen Internet im Umlauf?
– Ha¨ufigkeitsverteilungen, beispielsweise: Welcher Prozentsatz aller Rechner im deut-
schen Internet sind zur Zeit durch Malware eines bestimmten Typs infiziert?
Methodisch sollen die Messexperimente wie repra¨sentative Umfragen behandelt wer-
den. Das Pha¨nomen B ist beispielsweise die Anzahl von Honeypot-Infektionen durch
eine bestimmte Malware, die durch die Malware-Sensorik aufgezeichnet wird. Diese
Messungen sollen dann fu¨r alle Rechner in einem bestimmten Netzbereich hochge-
rechnet werden. Dies erlaubt es dann, Aussagen u¨ber die Anzahl der Infektionen eines
Netzbereichs durch diese Malware zu machen (Pha¨nomen A).
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Bei der U¨bertragung der Methoden der empirischen Sozialforschung sind einige
grundlegende Fragen zu kla¨ren, die wir in diesem Abschnitt diskutieren.
4.1 Was ist die Grundgesamtheit?
Die Grundgesamtheit ist die Menge aller Objekte, u¨ber die eine Aussage getroffen wer-
den soll. Grob gesprochen, sind dies alle “Computer” im deutschen Internet. Diese
Menge ist schwer bestimmbar, da es keinerlei Meldepflicht fu¨r am Netz angeschlos-
sene Computer gibt. Es mu¨ssen zudem folgende Fragen gekla¨rt werden:
– Sollen Laptops geza¨hlt werden, die mo¨glicherweise nur tempora¨r am (deutschen)
Netz sind?
– Sollen Mobiltelefone und PDAs geza¨hlt werden?
– Wie sieht es mit anderer Netzwerkhardware aus (Router, Switches)?
– Wie soll man mit virtuellen Maschinen umgehen? Insbesondere in Rechenzentren
werden statt “echten” Computern lediglich virtualisierte Server eingesetzt.
– Sollen die Honeypot-Sensoren selbst mitgeza¨hlt werden?
Mo¨glich ist auch eine Definition der Grundgesamtheit, die auf Netzwerkeigenschaf-
ten beruht. Relativ gut abrenzbar sind beispielsweise diejenigen Teile der physischen
Netzinfrastruktur, die innerhalb der Bundesrepublik Deutschland befinden. Aber auch
diese Abgrenzung ist im Hinblick auf des WWW problematisch, da URLs mit En-
dung .de nicht notwendigerweise auf Rechner aufgelo¨st werden, die geographisch in
Deutschland stehen.
Sinnvoll erscheint auch die Mo¨glichkeit, diejenigen IP-Adressen zu za¨hlen, die
durch in Deutschland gemeldete Firmen oder Privatpersonen angemeldet sind. Die Re-
gistrierungsinformationen von RIPE bzw. DENIC ko¨nnen hierzu ausgewertet werden.
Bei dieser Za¨hlung ist allerdings problematisch, da die Zuordnung von IP-Adresse
zu Computer nicht eineindeutig ist, da beispielsweise in dynamischen DHCP-Netzbereichen
die Zuordnung von IP-Adresse zu Rechner sta¨ndig wechselt und es auch IP-Adressbereiche
gibt, die zwar in Deutschland registriert, denen aber gar keine Rechner zugeordnet sind.
Sinnvoll erscheint auch die Za¨hlung von registrierten lokalen Netzen mit gewissen
Eigenschaften. Die Menge aller registrierten Firmennetze mit mindestens 100 Rechnern
beispielsweise erscheint eine relativ klar abgrenzbare Grundgesamtheit zu sein.
4.2 Welches Merkmal wird gemessen?
Wie eingangs genannt kommen zwei Arten von Aussagen in Frage: absoluten Zahlen
und Ha¨ufigkeitsverteilungen. Bei entsprechender Repra¨sentativita¨t einer Stichprobe ge-
ben gemessene Ha¨ufigkeiten auch die “wahren” Ha¨ufigkeiten wieder. Absolute Zahlen
mu¨ssen aus der Stichprobe auf die Grundgesamtheit hochgerechnet werden.
Im Kontext der einschla¨gigen Sensor-Infrastrukturen [6,15,4] geht es vor allem um
Infektionen mit (einer bestimmten) bo¨sartiger Software. Hierzu mu¨ssen folgende Punk-
te beachtet werden:
– Die Tatsache einer Infektion muss eindeutig definierbar sein. Dies geht beispiels-
weise durch die Beobachtung einer Infektion durch einen Antivirusscanner.
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– Wenn man Zahlen bezu¨glich einer bestimmten bo¨sartigen Software errechnen mo¨chte,
muss diese Software genau abgrenzbar sein. Aufgrund der hohen Zahl von Varian-
ten von Bots oder Tojanern erscheint dies relativ schwierig. Oft ist zudem auf den
ersten Blick gar nicht klar, ob zwei Exemplare von bo¨sartiger Software zur gleichen
Klasse geho¨ren oder nicht.
– Da Rechner u¨blicherweise nicht dauerhaft infiziert bleiben, muss auch der zeitliche
Aspekt der Infektion in die Fragestellung mit einfliessen. Geht es beispielsweise um
die Anzahl aller Rechner, die jemals mit einer bestimmten Malware infiziert waren?
Oder geht es um Rechner, die innerhalb der letzten Stunde, des letzten Tages oder
der letzten Woche mit einer bestimmten Malware infiziert waren?
4.3 Was ist eine Zufallsstichprobe?
In der empirischen Sozialforschung werden die Probanden zufa¨llig ausgewa¨hlt und be-
fragt. In der U¨bertragung der Analogie mu¨sste man vor der Messung Elemente der
Grundgesamtheit zufa¨llig auswa¨hlen und testen. Dies ist methodisch nicht mo¨glich,
weil man nicht “im nachhinein” einen normalen Rechner durch einen Malware-Sensor
ersetzen kann. Per Definition erfu¨llt ein Honeypot-Sensor ja auch keinen sinnvolen
Zweck im Netzwerk. Insofern kann man auch normale Produktivrechner nicht als Ho-
neypots ansehen.
Interessant ist die U¨berlegung, normale Rechner fu¨r die Zeiten, in denen sie nicht im
Produktivbetrieb sind, als Honeypots zu instrumentieren. Beispielsweise ko¨nnte beim
Start des Bildschirmschoners und bei entsprechend geringer Last der Rechner in einen
Honeypot-Modus wechseln. Diese Idee ist jedoch noch nicht einmal im Ansatz umge-
setzt.
Generell erscheint es sinnvoll, die Malware-Sensoren mo¨glichst gleichma¨ßig u¨ber
die Grundgesamtheit zu verteilen. Zu diesem Schluss kommt auch die Literatur. So
schreiben Zou et al. [39]:
“. . . distributing monitors as uniformly as possible, we can achieve an ef-
fective sampling of worm activities. Since worms might choose different desti-
natioin addresses by using different preferences, [. . . ] we need to use multiple
address blocks with different sizes and characteristics to provide proper cover-
age.”
Eine gleichma¨ßige und großfla¨chige Verteilung der Sensoren erscheint auch sinnvoll,
um die nicht-uniforme Ausbreitung von bo¨sartiger Software gut zu registrieren:
“The address space covered by a monitoring system should be as distribu-
ted as possible to accurately monitor the propagation of a non-uniform scan
worm, especially a sequential scan worm such as Blaster.” [42]
Aus methodischer Sicht ist es etwas problematisch, wenn die Honeypot-Sensoren
statisch verteilt sind. U¨bertragen auf Befragungen bedeutet das, dass immer dieselben
Personen befragt werden wu¨rden. Vergleichbar ist dieser Ansatz mit dem Verfahren zur
Ermittlung von Einschaltquoten, bei der auch die Fernsehgera¨te einer festen Menge
von Haushalten mit Sensorik ausgestattet ist. In Deutschland besteht dieses sogenannte
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Fernsehpanel aus knapp 6000 Haushalten, die u¨ber die gesamte Bundesrepublik verteilt
zufa¨llig ausgewa¨hlt wurden [5].
Problematisch ist auch die Mo¨glichkeit von Angreifern, Honeypot-Sensoren syste-
matisch zu umgehen. Wenn im Zuge von Aufkla¨rungsaktivita¨ten etwa die IP-Adressen
von Sensoren o¨ffentlich bekannt werden wu¨rden, ko¨nnte bo¨sartiger Software mittels
einer blacklist diese Sensoren systematisch meiden. Dies ist ein weiteres Argument,
warum Sensoren regelma¨ßig neu plaziert werden sollten.
Das Konzept einer Zufallsstichprobe im Kontext der hier vorgeschlagenen Methode
ist also ho¨chst problematisch.
4.4 Welche Stichprobengro¨ße muss gewa¨hlt werden?
Es gibt keinen Grund, bei der Ermittlung der Stichprobengro¨ße von den Methoden der
empirischen Sozialforschung abzuweichen. Mit den in Abschnitt 3 beschriebenen For-
meln ergeben sich methodisch abgesicherte Gro¨ßen fu¨r die Zufallsstichprobe. Insbe-
sondere die Zahlen in Tabelle 2 erscheinen bei zufa¨lliger Verteilung ausreichend.
Jedoch ist zu beachten, dass uns keine Mess-Infrastruktur bekannt ist, deren Zahl
von Sensoren auch nur anna¨hernd in die geforderten Mindestzahlen bei gleichzeitiger
zufa¨lliger Verteilung erreicht. Die bisher in Projekten erzielten Messungen [27] erfolg-
ten etwa bei einer Verteilung u¨ber mehrere Provider mit nicht einmal einem Dutzend
Sensoren. Die Messungen mit Nepenthes im Honeynet der RWTH Aachen erfolgen
zwar mit mehreren Tausend IP-Adressen. Diese sind jedoch auf ein einzelnes Class
B-Netz beschra¨nkt [19].
Durch Quotierung kann man diese Gro¨ßen der Stichproben noch zusa¨tzlich ver-
ringern. Hierzu ko¨nnen Kenntnisse u¨ber die Zusammensetzung relevanter Merkmale
der Grundgesamtheit verwendet werden. Auch Scha¨tzungen von relevanten Parametern
dieser Merkmale aus Modellen ko¨nnen hier wertvoll sein (siehe Abschnitt 2). Jedoch
sind in der empirischen Sozialforschung alle Messungen mit weniger als 30 Teilneh-
mern suspekt.
4.5 Welche Quotierungen sind denkbar?
Relevante Merkmale zur Quotierung der Elemente der Grundgesamtheit mu¨ssen einen
Einfluss auf die Mo¨glichkeit haben, von einer bestimmten Malware infiziert zu werden.
Hierzu za¨hlen:
– Der Hersteller und die Version des Betriebssystems.
– Die Verteilung der Elemente der Grundgesamtheit auf lokale Netze oder autonome
Systeme.
– Die geographische Verteilung der Elemente der Grundgesamtheit.
Generell ist festzustellen, dass die Quotierung und damit die Gro¨ße der Stichprobe auch
von der Art der zu messenden bo¨sartigen Software abha¨ngt. Beispiel: Um eine bo¨sartige
Software zu messen, die ausschließlich Windows 2000-Systeme im Raum Hannover an-
greift (dort aber zufa¨llig), reicht eine relativ kleine Stichprobe aus (zufa¨llig ausgewa¨hlte
Windows 2000-Rechner im Raum Hannover).
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Die Flexibilita¨t bei der Quotierung ist ein weiterer Grund, eine mo¨glichst große
und gut verteilte Anzahl von Sensoren zu besitzen. Mittels einer Quotierung kann man
dann sogar in begrenztem Umfang derartige geographisch oder systemspezifisch einge-
schra¨nkte “Individualpha¨nomene” messen.
5 Zusammenfassung und Empfehlungen
5.1 Zusammenfassung
In diesem Dokument haben wir ein methodisches Rahmenwerk beschrieben, mit dem
Maßzahlen der Repra¨sentativita¨t an Messungen von Malware-Sensornetzen geheftet
werden ko¨nnen. Als methodischer Ansatz wurden Techniken der empirischen Sozial-
forschung verwendet.
Fu¨r repra¨sentative Aussagen u¨ber die Verbreitung von Malware mu¨ssen folgende
Schritte durchgefu¨hrt werden:
1. Bestimmung des zu messenden Merkmals.
2. Bestimmung der Stichprobengro¨ße unter Verwendung von Quotierung und bekann-
ten Informationen u¨ber (andere relevante) Merkmale.
3. Durchfu¨hrung der Messung und ggf. Hochrechnen des Ergebnisses.
Punkt 2 ist Grundlage fu¨r die Quantifizierung der Verla¨sslichkeit im Sinne von Fehler-
wahrscheinlichkeit und Fehlerspanne (siehe Abschnitt 3).
In die Berechnungen zu Punkt 2 fließen idealerweise folgende Zusatzinformationen
ein:
– Informationen u¨ber Merkmale wie die typischen Ausbreitungskurven von Malware
aus theoretischen Modellen.
– Informationen von anderen Mess-Infrastrukturen (etwa IAS [12] oder Monk-it [31,30]
u¨ber die Zusammensetzung des Netzwerkverkehrs zur Quotierung.
Die direkte Messung der Verbreitung von Malware durch IAS und monk-it ist nicht
praktikabel.
Insgesamt erscheinen die Methoden der empirischen Sozialforschung geeignet, um
Repra¨sentativita¨tsaussagen der InMAS-Messungen zu beziffern.
5.2 Empfehlungen
Die folgenden Empfehlungen ko¨nnen unabha¨ngig voneinander umgesetzt werden.
Etablierung eines großen Sensornetzes. Um realistische Ergebnisse zu erzielen, muss
ein großes Sensornetz im untersuchten Netzbereich eingerichtet werden. Dabei mu¨ssen
die Elemente der Grundgesamtheit im Sinne einer Zufallsauswahl mo¨glichst gleichma¨ßig
abgedeckt werden.
Am sinnvollsten erscheint uns die Definition der Grundgesamtheit nach lokalen
Netzen einer bestimmten Gro¨ße. Die Quotierung kann anschliessend nach der Art des
installierten Betriebssystems erfolgen. Voraussichtlich sind hierdurch handhabbare Stich-
probengro¨ßen herleitbar, auch fu¨r unterschiedliche zu messende Merkmale.
Fu¨r sinnvolle Repra¨sentativita¨tsaussagen ist voraussichtlich ein Sensornetz mit min-
destens 100 Sensoren notwendig.
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Pra¨zisierung von Modellen autonomer Malware. Die in Abschnitt 2 beschriebene
Literatur entha¨lt zum Teil schon sehr weit fortgeschrittene Modelle fu¨r die Verbreitung
von autonomer Malware. Diese Modelle wurden jedoch jeweils in Folge eines konkre-
ten Wurmausbruchs erstellt und an die historischen Daten angepasst. Es ist unklar, ob
die Modelle auch fu¨r andere Arten von Malware zutreffend sind.
Zur Pra¨zisierung der existierenden Modelle schlagen wir folgenden experimentellen
Aufbau vor: Ein virtuelles Netz mit x IP-Adressen wird aufgesetzt. An jeder IP-Adresse
lauscht Nepenthes. Wird ein Nepenthes-Sensor infiziert, ersetzen wir den Sensor mit
einem infizierten Rechner (in Form einer virtuellen Maschine). Nach einer wa¨hlbaren
Zeit wird der infizierte Rechner wieder durch einen Nepenthes-Sensor ersetzt (clea-
ning). Initial wird eine bestimmte (echte) Malware auf einer vorgegebenen Anzahl von
IP-Adressen ausgesetzt. Anschliessend beobachtet man die Ausbreitung der Malware
in Echtzeit.
Mittels eines solchen experimentellen Aufbaus ist es mo¨glich, Messungen u¨ber die
Verbreitung von Malware mittels “echter” Malware im Labor nachzuvollziehen (eine
Art verhaltensbasierte Verbreitungsanalyse). Man kann damit auch eine große Anzahl
von Malware-Exemplaren in automatisierter Form untersuchen und die Ergebnisse mit
den theoretischen Modellen vergleichen.
Erforschung von Benutzermodellen undMalware, die sich nicht autonom verbrei-
tet. Es gibt einen evidenten Forschungsbedarf zu Verbreitungsmodellen von Malware,
die Benutzerapplikationen angreift. Dafu¨r ist die Erarbeitung entsprechender Benutzer-
modelle notwendig. Ansatzpunkte hierfu¨r sind beispielsweise:
– Die Studie von McCoy et al. [32] u¨ber das Verhalten von Benutzern des Tor-
Netzwerks.
– Die allgemeine Untersuchung von Benutzerverhalten im WWW, etwa durch Beob-
achtung von Testpersonen, die Analyse von vero¨ffentlichten Bookmarks oder die
Analyse von popula¨ren Suchbegriffen (etwa bei Google Zeitgeist [20]).
Mit diesen Informationen kann man eine Software konstruieren, die auf Basis verschie-
dener Parameter einen menschlichen Surfer simuliert. Infektionen, die durch die Akti-
vita¨ten dieses Benutzers hervorgerufen werden, ko¨nnen dann mit sogenannten Anwendungs-
Honeypots (client-side honeypots) erkannt und analysiert werden.
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