While in this paper, we present a model of fuzzy cerebellar cortex that puts together two sorts of learning: feedforward and predictive association founded on learning between granule cell ascending branch and parallel fiber inputs, and reinforcement learning with feedback error correction based on climbing fiber activity. To show the model's utility, we simulated the control of a robotic arm. Specification of the model is successfully used to learn how to control the timing release of the robotic arm in the course of the task. Biological control systems have always been studied as workable inspiration for construction of robotic controllers. The cerebellum can be involved in the production and learning of smooth, coordinated movements. The cerebellum is assumed to be the location of movement coordination within the body. It really is hypothesized that through the use of some form of learned internal model, the cerebellum is able to overcome inherent sensory latency and coordinate fast, accurate movement without needing complex mathematical algorithm.
INTRODUCTION
Fuzzy cerebellar model performs dynamic state estimation and prediction. The system is able to predict next states by using information from motor commands. Cerebellar output can then be used for several purposes: to adaptively filter future input, to improve detection of novel or unexpected events, to modulate motor outputs, or to provide feedback for motor learning.
The goal of this study is to build a fuzzy model of cerebellum inspired by its circuitry and function. The model incorporates two types of learning which are potentially supported by the cerebellar cortex. Purkinje cells (PC) have long been known to receive inputs from two sources: Parallel fibers (PF) and climbing fibers (CF) (Figure 1 ).
Activation PF followed by CF input has been shown to cause long-term depression (LTD) at the PF-PC synapse (Schweighofer et al., 2001) . When climbing and parallel *Corresponding author. E-mail: arezaj@gmail.com. Tel: +60173674629.
fibers are conjunctively activated LTD is quickly evoked and actually been implicated especially in kinds of motor learning. Granule cell axons make multiple synapses onto their overlying PCs as they ascend through the PC layer to the molecular layer. This ascending branch (AB) input induces postsynaptic activity that causes facilitation when coupled with local PF input (Assad 2001) ; AB-PF correlations lead to supervised learning including longterm potentiating (LTP) at the PC-PF synapse. This allows the learning in cerebellar cortex to be much more flexible through a combination of LTP and LTD. The model presented here combines PF LTP for feedforward state prediction with CF LTD for feedback error correction.
Given a mechanical system with particular dynamics and motor command inputs, three ways of learning how to use the model are outlined as follows: (1) through state space for predict trajectories, (2) to learn the "good" region of state space in which an action decision (in our example, the release time) results in a desired goal (e.g., hitting the target), (3) to simulate motor commands in order to change the trajectory and to increase or optimize its intersection with the "good" regions of the state space. The cerebellum has been implicated in all three functions (Zhou and Xu, 2001 ).
The cerebellum role
One of the cerebellum functions is to control the motor cortex activity appearing in other brain parts, for example the basal ganglia, brain stem, spinal cord. The role of cerebellum is very important for any handiness, coordination and time arranging of almost entirely whole body plan, particularly top speed schedule (Albus, 1971) . Signals which are generated out of cerebellum modulate the amount of passage, beginning and ending changes, and just monitor the timing from a lot of tasks of coordinated sequences of transfer. In addition to the signals generated by the vestibular group, they may also help to make certain mark stability (Arthur, 1972) . It could switch "clumsy" change instructions originating included in the motor cortex to efficient, fluid actions. Figure 2 shows the anatomical structure of cerebellum and its connections with cortex.
One of the special cerebellum tasks is that it behaves as a sensory predictor. Sensory predictions that were featured in the usual delayed signals may be used to manage motor systems (Miall et al., 1993) .
Sensory predictions can be significant for other tasks removed from motor control (Miall and Wolpert, 1996) . There is certainly a group of evidence that support the cerebellum can involve the majority of different functions.
Cerebellar model articulation controller as a neural network
NN are useful tools in robotic control. They are known for their special properties such as fault-tolerancy in Jalali et al. 2945 algorithm and ability to solve non linear problems. The fault-tolerancy is due to their general structures and capacities. Owning numerous of neurons enable them to solve high non linear problems (Milal et al., 1996) .
Amongst all types of NN, CMAC have attracted many researchers in the past three decades. Since they have additional advantages in speed of convergence and an efficient e-learning method . They have been applied as promising networks techniques particularly for real time control of robots as well as non linear function approximation of control systems (Doya, 2000) .
Recently Carrilo and coworkers proposed a method in which CMAC applied as a neural network to simulate the function of cerebellum. In this study, the inputs determined a small subset of the network which determines the outputs corresponding to the inputs. Based on the associative mapping properties of CMAC similar inputs produce similar outputs while distant input produce nearly independent outputs (Carrilo, 2008) .
CMAC was employed to develop a robot tracking system including a manipulator attached by using a video camera to track an object at the conveyor. The robot should be able to have the image of the object which is oriented and positioned on the screen without giving any robot kinematics information, height measurement and camera-screen calibration. CMAC was modified to overcome these challenges by utilizing radial basis functions for precision control of flexible-joint robots to deal with elasticity. To solve the inverse kinematic issues, a modular neural network system was proposed to learn inverse kinematics to deal with the multi valued and discontinuous function of this system (Shun-Feng et al., 2003) . However, another study was carried out by Forestier et al. (2002) .
Basic CMAC
Cerebellar Model Articulation Controller might possibly be viewed as a lookup table. Every state variable is quantized as well as the state space is split into discrete states. A vector of quantized input values specifies a discrete state and it is use to generate addresses for retrieving information coming from the memory due to this state. Figure 3 illustrates the partition scheme of the two discrete state variables (Goodwin et al., 2001) . Each state variable is quantized into two blocks. In this example, variable V 1 is divided into A and B, and V 2 is divided with a and b. Notation the quantity of elements within a complete block. Hypercubes in the p th layer are defined by the p th row and p th column. Each state is presented by N h different hypercubes. In the CMAC each hypercube correspond to a physical memory element. Memory elements distributively stored information for a discrete state. The data retrieval process of the CMAC for a memory size of N h and an amount of stored data y i can be expressed as:
Where w is the column vector of the memory contents and a i is a memory element selection row vector that has N e ones. Figure 4 shows the block diagram of the CMAC. . In that algorithm, as mentioned above, the intended response is to be provided to learn the weights of the CMAC. To obtain a good response the partition of the input state space should properly determined. For multi-dimensional input state space cases, the required memory size will grow. In fact it quickly becomes unpractical for CMAC applications. To accomplish this goal, a fuzzy cerebellar model articulation controller will propose.
Fuzzy cerebellar model articulation controller
A fuzzy cerebellar model articulation controller neural network combined with a two dimensional CMAC neural network is considered. The fuzzy rules, as usual, are composed of the following structure.
where i j = 1,2,…,p j , j=1 and 2 and a i1i2 is the memory element selection row vector due to the conventional CMAC, and w is the weighting column vector of the CMAC. The linguistic variable σ is defined by: Where x i is the state variable and i=1,2,…,n. We therefore have the rate of σ; which is designated as σ`: Using this transformation, (3), we can easily deal with the high dimensional CMAC neural network controller. Furthermore, for notation and analytical simplicity, the input variable of the FCMAC neural network as s= [σ 1 ,σ 2 ] where σ 1 = σ and σ 2 = σ` . We now, define the following fuzzy CMAC IF-part inferred function from the fuzzy rules (2):
Where the µ B ij j (.) is the membership function of fuzzy set B ij j . Therefore, we obtain the output of the fuzzy CMAC as:
Where A is a matrix constituted from the memory element selection vector a i1i2 ; and φ(s) is a row vector whose proper dimension depends on the number of fuzzy rules. The important advantages of the proposed FCMAC are: (i) the vector a i1i2 can be easily determined even for multidimensional structures for the CMAC; and (ii) the computational load can be considerably reduced in realtime operation.
Manipulator kinematics
A 5-link planar manipulator is treated during which each link is connected with revolute joints as shown in Figure 5 (Craig, 1986) . From Figure 6 , the Denavit Hartenberg notation of the manipulator transpires in Table 1 .
The kinematic equations of the robot arm control can where: l 1 ; l 2 ; l 3 ; l 4 and l 5 is the link-length, respectively q 1 ; q 2 ; q 3 ; q 4 and q 5 is each joint's angle, respectively S 1 = sin(q 1 ), S 12 = sin(q 1 +q 2 ), S 123 = sin(q 1 +q 2 +q 3 ), S 1234 = sin(q 1 + q 1 + q 3 + q 4 ), S 12345 = sin(q 1 + q 2 + q 3 + q 4 + q 5 ), C 1 = cos(q 1 ), C 12 = cos(q 1 + q 2 ), C 123 = cos(q 1 + q 2 + q 3 ), C 1234 = cos(q 1 + q 2 + q 3 + q 4 ), and C 12345 = cos(q 1 + q 2 + q 3 + q 4 + q 5 ). The equations between the end-effector and the joint angular velocity is The cycle time is 4 s. In our simulations system, the norm error is defined as:
and the average error is defined as
Cerebellar model
The cerebellar model consisted of 12 PC (Purkinje cells) neurons with 8560 PF (parallel fibers), 12 AB (ascending branch) and 12 CF (climbing fibers) inputs adapted from the model neurons described in detail by Nelson and Paulin (1995) . All units were adaptive threshold spiking neurons. Some of the PF inputs were excitatory, representing GC (Golgi cells) activity that sampled from the state variables on the mossy fibers (MF). The receptive field of each GC was chosen as a radial basis function. The receptive fields overlapped and covered the input space uniformly. The remaining PF inputs were inhibitory, representing stellate cells present in the molecular layer. Other inhibitory interneurons were not modeled. Each Purkinje cells received one ascending branch input representing the summed input of many granule cells carrying information about the particular input variable to be learned. Correlations between the AB input and the PF inputs made possible learning at the PF-PC synapse, resulting in feedforward prediction during the trial. After the trial ended, the throw result was evaluated and a binary error signal returned on the CF input for feedback error correction to the PC assigned to learn the release time. Trial was forgotten, if the CF indicates an error.
Cerebellar learning
In 1969 David Marr published his revolutionary theory of cerebellar cortex (Marr, 1969) , combining cerebellar physiology and anatomy with the machine learning methods of his day. Marr's foremost prediction was that PF synapses onto PCs would undergo Hebbian facilitation when presynaptic PF activity was coincident with postsynaptic PC depolarization induced by CF input. Subsequent physiological experiments showed that simultaneous stimulation of PF and CF inputs causes LTD (long-term depression) but not LTP (long-term potentiation). Alternative Marr-like models therefore used LTD to confer learning capability to cerebellar cortex, LTD was widely regarded as the "memory element for cerebellar motor learning" (Ito, 1989) . The cerebellar module has PCs, every single acting as a quasi-feature detector in response to different MF input vectors. The GC to PC projection via the PFs will not be a completely connected group. When the IR states showed the robot to get centered, one of the PCs will respond more keenly comparing to another. Because of the binary nature of the GC amenable fields, the signal via a PF will either be zero or the weight through the PF-PC synapse. For this reason a PC will present between zero and six of its PFs active at any time. This combined with the PC-NC synapses results in a total of connections in cerebellar module, with no multiplication operations needed for a promote pass of the system. Whenever the cerebellar module does not generate a motor command deemed Jalali et al. 2949 enough, a correction must happen to assist the module in becoming more competent .
We have proposed that the AB inputs may induce postsynaptic activity in the PC dendrite, that, when correlated with local PF input, leads to learning or LTP at the PC-PF synapse. Recent anatomical studies (Gundappa-Sulur et al., 1999) of the AB pathway indicate that AB-PC synapses are morphologically distinct from the PF-PC synapses. Our believe is that PF inputs adjacent to AB inputs are well situated to modulate or gate the AB response, creating ideal conditions for Hebbian-like facilitation or LTP. In same behavior the cerebellar circuitry can function as the associative memory, by learning patterns of sensory and motor inputs presented by the mossy fiber pathway as they are projected onto the AB and PF inputs. This is very complementary to the LTD result since the CF pathway is now free to assume other roles, including the representation of error signals. By assigning the AB and PFs to feedforward state prediction, and CF input to feedback error correction or change of states, our model can both account for more of the experimental evidence and has increased learning capacity compared to models which ignore the AB input pathway. As described in (Assad et al., 2001) this learning hypothesis can be tested with in vivo experiments.
Training
Training consisted of multiple trials of swinging the arm through the chosen trajectory while the network performed associative learning of spatial and temporal correlations among its inputs.
For each trial, the release time was chosen from the spike probability distribution learned over previous trials by the release PC. At the moment of release, the ball was assumed to have the position and velocity of the end effector, and then to follow a ballistic parabolic path influenced only by gravity. If the target window was missed, it was expanded by 10% and the CF for the release command PC provided a simple error signal indicating a miss. This caused the network to forget all learning from each trial with inaccurate results. Thus only learning during accurate throws was permitted to persist. The throw evaluation also included another heuristic signal that indicated when the throw was too high. After each such trial the torque gain was simply lowered by 5%, both reducing the power and moving the arm trajectory through a larger good region of state space. In this case the motor modulation is simple and does not need to be represented within the cerebellar circuit, but inmore complex multi-link systems such changes in gain would also have to be learned.
RESULTS AND DISCUSSION
This modeling effort was a proof-of-concept demonstration of the utility of combining the two types of learning inspired by the cerebellar circuitry. Our model has not yet been optimized for learning conditions or speed, and was applied to a relatively simple system. The real power of the fuzzy cerebellum model may only be realized if the model is efficiently scaled up to higher DOF problems, mobile robots and robust robots.
Different models of CMAC have difference in the error descent speed. Fuzzy CMAC converge is more quickly compare to conventional CMAC. As well FCMAC have high accuracy in the learning.
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Output firing rate of the release PC over a throwing trial, during training (gray) and after training (black) Joint velocity and joint angels for 5 joints Arm trajectory variables: angle (black), angular velocity/lO (dark gray) and acceleration/100 (light gray).
A. Throws before training. The random release time results in throws uniformly distributed (only those near target are plotted here). B. Throws after training.
FUTURE WORK
There is need to investigate the model's response to noise and multiple trajectories, as well as scaling up the system to higher dimensional multiple-link arms. We are curious about taking into consideration other primate brain regions in the control of movement. In order to control the limb, the motor cortex should be in close collaboration with the cerebellar. Finally, there is need for an investigation to be carried out on dynamic neural network in fuzzy system in order to simulate cerebellum by using DANN (Dynamic Artificial Neural Metwork) for controlling robot movement.
