Abstract
Introduction
Molecular dynamics (MD) is a commonly used computational tool for simulating the structures and properties of liquid, solid and molecular material systems. In each time step, MD evaluates all the contributions of interacting forces acting on each atom or particle, and these are applied to numerically solve the equations of motion to obtain the positions and velocities of all the atoms or particles at a particular time.
MD simulations are typically computationally intensive due to the long computation time set by its femtosecond step length and the large number of interactions that need to be evaluated. Millions of times steps (wall time can be hours, days, or months long depending on the problem size and computer capacity) are necessary to simulate phenomena, such as the movement of ATP, rapture of nano-scale materials, and shearing of confined micro-fluid which occur within several picoseconds [1, 2] . In this context, parallel computation techniques have attracted much attention because of the significant reduction of wall time achieved by distributing massive computation among networked processors [3, 4] . The parallelism of MD software for two-body pair interactions has been examined extensively [5] [6] [7] [8] [9] [10] [11] . A replicated-data method was proposed by Smith [6] and implemented in biological MD programs such as CHARMM and GROMOS. Force Decomposition methods based on strategies of decomposing force matrix are studied [7] [8] [9] and implemented for execution on SIMD and MIMD machines. Spatial decomposition, also called geometric decomposition or domain decomposition as discussed in [10, 11] , is widely used for very large MD systems, where the cutoff is usually significantly shorter than simulation box length. Compared to spatial decomposition, force decomposition displays better performance in small to middle sized problems where only short-range van der Waals interactions are considered [9] . However, previous studies were restricted to the parallelisation of two body pair-wise interactions. The parallelisation of three-body interactions has not been extensively investigated.
Three-body interactions are important to accurately calculate properties, such as phase equilibria, second virial coefficient and etc. [12, 13] . However, the introduction of three-body interactions into MD simulations involves a more complicated description of interactions which imposes new challenges to the-stateof-art decomposition algorithms. Many-body interactions in MD simulation increase the computation complexity of a MD system from O(N 2 ) to O(N m ). This introduces much more intensive computation even for small and middlesized problems. In these types of problems, a potential cutoff is usually chosen to be or slightly shorter than half box length, therefore the atom decomposition and domain decomposition algorithms loose their strength. Very recently [14] the traditional force decomposition used for two body pair-wise interactions was extended to threebody interactions, in which a 3D force matrix is divided into sub force cubes and the calculation of force cubes are then assigned to dedicated processors. The study has revealed that load balance issue looms for this force decomposition strategy since the number of un-redundant force elements to be computed in some sub cubes could be significantly different.
In this study, we illustrate the use of a cyclic force decomposition algorithm for effectively parallelising three-body interactions. The algorithm is implemented using MPI in our benchmark problem. Benchmark tests are conducted to evaluate the parallel performances of our proposed decomposition algorithm. The overall performance of the algorithm is evaluated in terms of load balance, speedup and parallel efficiency. Better parallelisation performance with improved loading balance is achieved.
Computational Aspects of MD and Three Body Interactions
In MD simulations, the system of N particulates evolves by integrating Newton's equations of motion equations for all the particles in the system step by step given by,
where m i is the mass of atom i, r i and v i are its position and velocity vectors. The total force, F i , on the particle i due to interactions with other particles can be expressed with equation 2.
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F f r r f r r r (2) where, f ij is the force acting on the particle i due to the two-body pair wise interaction with particle j. The force term f ijk is the one acting on particle i due to the three body interactions with other two particles among a triplet of particles of i, j and k. The force term f ijk and f ikj are exactly the same one and only one of them needs to be evaluated when the motion equations are integrated. High order many-body interactions may be added further for more precise evaluation. The real difficulty in MD is to compute the force elements. The force terms in equation 2 are calculated as first derivatives of the potential energy existing among particles. Two-body forces are derived from the two-body potentials which may contain several different terms depending on the molecular system in the simulation. All the two-body force elements consist of a 2D (N*N) force matrix. Each row of the matrix contains all component forces contributed by other member particles on one particular particle. The row-wise summation of matrix elements results in exactly total pair wise force evaluation for this particle. The computation complexity for evaluating the two-body force matrix is order of N 2 . For the pair wise interactions, the Newton's third law can be applied so that ji i j f f , and hence half reduction of force calculations is potentially achieved.
Three-body forces derived from the three-body potential characterise dispersion, induction and exchange effects that are identified as non-additive, and are important in reproducing many properties of the materials. The force element can be expressed as:
where r ij , r ik , and r jk are the 3 side lengths of the triplet consisting of the 3 particles i, j and k, and i , j , and k are the three inside angles of the triangle, respectively. The dispersion between instantaneous dipoles, typically contributes 5-10% of configurational energy, and inclusion of these interactions significantly improve the accuracy of phase behaviour. The Axilrod-Teller term [15] provides an expression of 3-body dispersion potential as, 3 (1 3cos cos cos )
where is the non-additive coefficient. This potential is relatively short-range and a cut-off distance of a quarter of the length box [13] should be applied to avoid molecules with periodic imaging. All the three body force components form a 3D force matrix, increasing the computation complexity of MD simulation to O(N 3 ). For a system of N particles the total number of unique triplets to be evaluated is N(N-1)(N-2)/6. Each single particle may be involved in (N-1)(N-2)/2 triplets, therefore the evaluation of the total three body force acting on a particle requires sum over all the (N-1)(N-2)/2 triplets. A triplet of particles of i, j and k ( i j k ) consists of 6 force elements. However, the force elements f ijk and f ikj are exactly the same and only one of them needs to be evaluated when the motion equations are integrated, suggesting only three independent force elements are actually required to evaluate for each triplet. The computational cost of threebody interactions overwhelms the computational cost of two-body interactions for their intensive calculations involved and their complex force matrix expressions. As
Proceedings of the First International Multi-Symposiums on Computer and Computational Sciences (IMSCCS'06) the parallelisation of two body pair interactions have been addressed by others, in this paper only three-body force decomposition is addressed to emphasize our particular interest.
Cyclic Force Decomposition Algorithm
As depicted in figure 1 , the cyclic force decomposition algorithm divides the 3D three-body force matrix into force slices along one dimension. Each slice consists of a 2D force matrix. This 2D force matrix is different from the 2D force matrix for two-body pair interactions which have been studied before although they may have equivalent number of force elements. Slice m evaluates all triplets formed by m with any other two particles, such as l and n (with m being constant, l and n changing from 1 to N) in the system. These force slices are then distributed among processors in rank order in cyclic task assignments. There are a total of N slices according to this decomposition, therefore, at any given moment each processor may dedicate itself to more than one slice either consecutively or interruptedly. During one job distribution cycle, each processor is assigned one slice in rank order, whenever there are still job slices left, another assignment cycle initialises. All job slices are given to working machines in a cyclic order of rank index. The total number of triplets in one slice is (N-1)(N-2) . However, in the slice m, the triplets of (m, l, n) and (m, n, l) are exactly same one. Therefore, only half of the triplets are unique in one slice. Another redundancy is that one given triplet can appear in three slices, for example, a triplet consisting of l, m and n particles can appear in the slices l, m and n, respectively. To avoid these redundancies, a slice level checking board method is used to assign the triplet of l, m and n to the slice with the minimum index of l, m and n. Through this way we ensure one unique triplet only to be evaluated in one slice, therefore actual unique triplets to be evaluated in the slice m becomes (N-m-1)(N-m-2)/2.
For a given triplet of particles of i, j and k ( i j k ) there are total 6 force elements. Since the force term f ijk and f ikj are exactly the same one only three independent elements are actually required to evaluate for the triplet. To rule out the excessive calculation within a triplet, a triplet level checking board technique is applied. In brief, for any force element f ijk in a triplet, it will be evaluated only in the case of i j k and j < k , otherwise it will be assigned to zero.
On each slice, in addition to the evaluation of force matrix elements, the partial sum for individual particle is also evaluated for that slice, such as for slice m, this can be expressed by the following equation:
where the superscript p stands for the partial force sum from all three body interactions evaluated for the particle i on the slice m.
1. Cyclically assign force slices among processors. 2. Compute force elements and partial sum forces on each dedicated processor. 3. Broadcast partial force among all processors. 4. Force summation for particles to obtain a complete force vector. 5. Update particle positions.
Figure 2. Cyclic force decomposition algorithm
The decomposition algorithm is outlined in figure 2 . In the first step, the rank of dedicated processor for i th slice is determined by the following rule, rank = modulo(i, N p ) and then followed by job slice assignment. Here N p is the number of processors. The partial sum forces calculated in step 2 need to be broadcasted to all other processors in step 3, then complete force vector that contains the total three-body forces for all the particles are calculated in step 4 by summarising all the partial sum forces. The total forces are used in step 5 for updating particle positions. Updating is carried out on all the processors to avoid additional communication time and load balance among all the members.
The communications take place in step 3, and communication overhead is estimated as up to O(N) level.
Memory storage requirement scales to O(N) as well, as the processor needs to keep the entire information of the system, but this is not a big issue with the shared-memory system which is often installed with several gigabytes of RAM.
Results and Discussions

Benchmark
A relatively small-sized molecular system is selected as the benchmark to test the performance of the proposed algorithm because of very intensive computation load of the three body interactions. There are 500 water molecules consisting of 1500 atoms in the benchmark NVT ensemble, where both 2-body and 3-body interactions are evaluated. The SHAKE [16] constraint algorithm is used to keep water molecules rigid in our simulations. The potential model for three-body interactions has been presented in equation 4. For twobody pair interactions, a non-empirical potential, MCY potential [12] , is chosen, which was established from ab initio calculation of water dimer but excludes many-body effects. MCY model describes van der Waals interactions between atoms on different molecules in exponential forms of the distance, and the columbic interactions between the employed electric charges. Equation 6 is the analytical expression of MCY potential. Parameters used in this simulation are taken from literature [12] Computational experiments are conducted on Aqua Linux cluster in Swinburne University of Technology. 96 Dell Optiplex GX280 computers with Intel Pentium 4 3.2GHz Hyperthreaded processors are connected, each two of them connect to the total 48 Gigabit ports, CISCO Catalyst 6509 Network switch is used with the fast forwarding blades. The networked computers have 1 GB of DDR2 RAM as its self-contained infrastructure. The operation system is Linux 2.6.8-24.14, on which LAM7.0.6 is running to provide parallel computation environment. An in house developed molecular dynamics C++ code was used for parallelisation. The parallel decomposition algorithm is implemented in accordance with LAM C++ binding protocol.
Data exchange between parallel machines was executed in block mode of collective communication to save the communication setup time.
MD simulations were conducted and timed on 4, 10, 20 and 35 CPU schemes, respectively. Each scheme was evaluated with the average of 4 runs on the same machine setup to remove unexpected impact from system operation. In each run, the system evolves 200 time steps, computation load measured as computation time on each processor is averaged from the 5th step to the 195th step for all machines. The initial and final steps of simulations are removed from time sampling for their involvement of I/O operation and memory administration, which delay the computation. Timing was conducted by logging computation progress on each processor in specially designed code, which can hook the system time during computation. Timing precision is 1/100 second determined by C++ standard intrinsic time function.
Load Balance
The load balance property is studied in terms of step time variation ratio (STVR) of each individual processor with respect to the average step time over all processors and is defined as following:
where N p is the total number of processors used in a test and T i is the average step computation time measured on the processor i. The step time T i measured on an individual processor is directly related to the total triplets evaluated on it. Since the very computational intensive three-body interactions are parallelisable the execution time on serial code can be neglected. In our benchmark tests, the communication time taking place in synchronization at the end of each time step are excluded, and only "pure three-body computation time" is measured. Therefore, the obtained STVR is the index of imbalance contributed by the decomposition algorithm. The computation load on each processor roughly scales to the total number of triplets assigned to that processor. The total triplets number N T on the processor of P i can be evaluated by summarising the assigned triplets over all cyclic assignments as expressed by following equation,
where C i is the number of the ith cyclic task assignment. When the computation load on each individual processor is estimated from equation 8, the achieved load balance can be theoretically predicted by using equation 7. As predicted, the maximum computation load should appear on the processor 0, while the least computation load should appear on the last processor. Equation 8 also suggests the load difference between these two processors could become larger as more processors (larger N p ) are used, and hence higher imbalance might happen. As shown in table 1, both experimental and theoretical calculation results display a similar increasing trend of imbalance with increasing the number of processors for fixed sized system.
Force decomposition had been applied previously to parallelise tow-body pair interactions [9] and was based on a block-decomposition of a 2D force matrix. We have conducted a theoretical analysis of this algorithm for decomposing the 3D three-body force matrix and found that this would result in severe load imblance problem when three-body interactions present. Our cyclic force decomposition algorithm provides considerable improvement in the load balance, particularly for the three body interactions, although further improvement still needs to be sought.
Parallel Performance
The overall parallel performance of the algorithm was evaluated in terms of speedup. The benchmark speedup results for our decomposition algorithm are shown in figure 4 . Speedup of 3.9, 8.2, 13.2 and 17.1 were achieved when 4, 10, 20 and 35 processors were used, respectively. The parallel performance is best determined by parallel efficiency which can usually be evaluated with the ratio of achieved speedup to the number of processors used. The achieved efficiencies display a decreasing trend as the number of processors increases. [14] Many factors impact the overall parallel efficiency, such as, serial code part, communication cost, local memory access time, and loading imbalance. The serial code part limits the maximum achievable speedup as can be determined by the Adlmal's Law [9] . However, for our system examined in this study, the serial code part is actually negligible, and the difference of communication cost in different schemes is also small. As discussed in 4.3, the loading imbalance increases with increasing of the number of processors used. It is evident that the loading imbalance is a major obstacle for achieving a high parallel efficiency although other factors need to be quantified in future work. The imbalance problem of force decomposition had been discussed for two body pair interactions by Plimton [3, 9] , but its quantitative impact on the parallel efficiency of three-body interactions has not been analysed until this work.
Conclusions
In this study a cyclic force decomposition algorithm is examined. This algorithm is based on the decomposition of a 3D force matrix into slices of 2D force matrixes in cyclic task assignments. Relatively good balance status and parallelization performances are achieved with the proposed algorithm through benchmark experiments on our specific MD systems. The theoretical analysis of the force computation load on each processor provided a theoretical prediction of a similar increasing trend of imbalance with increasing processor number to the benchmark measurement results.
Both theoretical analysis and computation experiments demonstrate that the load imbalance is a key factor that impacts the parallel efficiency of the system examined in this study.
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