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ABSTRACT 
This paper gives necessary and sufficient conditions that the product of EPr 
matrices with entries from an arbitrary field be EPr. Results about the Reverse Order 
Law for generalized inverses of products of these matrices are included. 
1. INTRODUCTION 
A square matrix A with entries from the complex field is called EPr if it 
has rank r and A and A*, the conjugate transpose of A, have the same null 
space. In [I] the following theorem was proven. 
THEOREM 1. lf A and B are EPr matrices with entries from the complex 
field, then AB is a?i EPr matrix if, and only if, A and B have the same 
column space. 
The purpose of this paper is to give an analogue of this theorem for 
matrices with entries from an arbitrary field F. Suppose that F has an 
involutory automorphism h, let h(a) = a for a E F and set A* = ($) for 
A = (a,). We say that a square matrix A with entries from F is EPr if it has 
rank r and A and A* have the same null space. Examples in [l] show that the 
preceding theorem is not valid over arbitrary fields. 
We use the following notation: R(A) is the column space of A, N(A) is 
the null space of A, and A + is the generalized inverse of A. We consider the 
n-dimensional vector space F” of column vectors with entries from F 
equipped with the bilinear form (x, y) = x* y. (x, y) is nonsingular so that 
R(A)= N(A*)l where, for a subspace Vof F”, VI = {x~F”](x, y)=O for all 
y E V}. Finally, we require the fnllowing facts whose proofs are included in 
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[l] for the complex case and which can be carried mututis mutundis over to 
arbitrary fields: 
(a) A is EPr if, and only if, R(A) = R(A*); 
(b) if A and B are n X n EPr matrices, then N(A) = N(B) if, and only if, 
R(A)=R(B); 
(c) if A and B are EPr matrices and AR has rank T, then AR is EPr if, 
and only if, R(A)= R(B). 
THEOREM 2. Let F be a field and suppose that A and B are EPr matrices 
with entries from F. Then the following statements are equivalent. 
(1) AB is un EPr matrix. 
(2) R(A)=R(B) and N(A)niV(A)l=(O). 
(3) R(A)=R(B) ad rank A=rank A2. 
Proof. (l)-(2). F rom (c) it is immediate that R(A) = R(B). Now rank 
AB = rank B - dim(N(A) n N(B*)l) so that N(A) n N(B*)’ = (0). From facts 
(a) and (b) we conclude that N(A) n N(A)* = (0). 
(2)+(3). We note 
N(A)nN(A)*=N(A)nR(A*)=N(A)nR(A) (*) 
so that N(A) n R(A) = (0) implying that rank A = rank A2. 
(3)+(l). The hypothesis and (*) together imply that N(A) n N(A)* = (0). 
Then (0) = N(A) n N(A)l = N(A) n N(B)* = N(A) n N(B*)l using fact (b), 
so that rank AB = r. From fact (c) it follows that AB is EPr. n 
REMARK. 1. When A and B satisfy the conditions of the theorem, then 
N(B)nN(B)*=(O). 
2. When F is the complex field the condition rank A = rank A2 
holds for an EPr matrix A and so the theorem of this section specializes to 
Theorem 1. 
We have the following result of Duke [Z] as a 
COROLLARY Zf A,, A,, and A3=A,A2 are EPr matrices over a field F, 
then rankA,=rankA,? (i=l,2,3). 
Proof. By condition (3) of the theorem the result holds for i = 1,2. Also 
N(A,A,)=N(A,) and R(A,A,)=R(A,)=R(A,) so that O=N(A,)n R(A,) 
= N(A,A2) n R(A,A,) and hence rank A, = rank At. n 
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2. THE REVERSE ORDER LAW 
Let A be a matrix with entries from the field F. We recall that a matrix 
A + is a generalized inverse of A if the following conditions are met 
AA+A=A;A+AA+=A+; (AA+)*=AA+; (A+A)*=A+A. 
A generalized inverse does not necessarily exist. Pearl [q] has shown that a 
generalized inverse exists for A if, and only if, rank AA * = rank A = rank 
A*A, and that it is unique. 
When A is EPr and rank A = rank A2 it has a generalized inverse. For 
then A * = PA with P nonsingular (cf. [l], Theorem 1) so that 
rankA*A=rankPA2=rankA2=rankA=rankA2(P-’)*=rankAA*. 
In [l] we showed that if A, B, and AB are EPr matrices over the complex 
field, the reverse order law holds. We extend this result to arbitrary fields. As 
a preliminary we note that A* = A +AA* so that R(A *) = R (A ‘) and when 
A is EPr, then R(A’)= R(A). 
THEOREM 3. If A, B, and AB are EPr matrices with entries from a field 
F, then (AB)+= B+A+. 
Proof. R(B)=R(A)=R(A+) so that given xEF”, there is yEF” such 
that Bx = A +y. Hence 
B+A+ABx=B+A+AA+y=B+A+y=B+Bx 
and so B +A +AB = B +B. Therefore (B +A +AB)* = B +B = B +A +AB and 
ABB +A +AB = ABB +B = AB. 
Similarly there is zE F” such that A +x= Bz and so ABB +A + = AA +. 
Then (ABB +A +)* = (AA “)* = ABB +A + and B +A +ABB +A + 
=B+A+AA+=B+A+.Thus(AB)+=B+A+. n 
REMARK. 1. Note that if A is EPr, A + and B + exist and R(A) = R(B), 
then, (AB)+ exists and is B +A +, as the same argument shows. 
2. We note that the hypothesis of the theorem can not be 
weakened to drop the EPr condition on the first factor. Consider the 
matrices 
A=(: :),A+=(; ;),B=(: ;)=B+ 
over GF(3). Then A is not El’, B is EP,, R(A)=R(B), and (AB)+#B+A+. 
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3. The example 
over GF(2) shows that it is not enough to require that A and B be EPr and 
AB be EP for the theorem to hold. 
In [l], the converse of the result of this section was established for 
complex matrices. We give an example to show that the converse does not 
hold over arbitrary fields. Consider 
over GF($‘A and B are El’, and (AB)+ = B +A+, but AB is not EP,. In 
view of this result we note the following fact. 
THEOREM 4. If A and B are EPr, rank AB = rank (AB)2 = rank A2 = rank 
B’=T, and (AB)+=A+B+, then AB is EPr. 
The proof given in [l] may be used here. 
Note added in proof. 
After this paper was accepted for publication, R. Hartwig brought to the 
author’s attention that his paper “Block generalized inverses” (to appear in 
Arch. Rut. Mech.) contains Theorems 2 and 3 in a somewhat different 
context. 
REFERENCES 
1 T. S. Baskett and I. J. Katz, Linear Alg. Appl. 2, 87-103 (1969). 
2 J. W. Duke, Matrices over division rings and EPr matrices, Ph.D. dissertation, 
University of Colorado, 1966. 
3 M. H. Pearl, Linear Alg. A&. 1, 571-587 (1966). 
Received26October 1973; revised 14 November 1973 
