INTRODUCTION
Ž . The study of expectation optimality criteria standard criteria has constituted most previous work in the area of Markov decision processes Ž . MDPs . However, the optimal policies obtained from such models are not reliable when considering a single or a few decision processes, since only the average performance over many trials is guaranteed to be optimal. In fact, the expectation optimality criteria are insufficient to characterize the w x variability᎐risk features of practical problems 1᎐5 . A typical requirement for a long-term application, for example, unmanned space flight and satellites, is to have a 0.95 or greater probability of being operational at the end of a 10-year period, whereas a typical requirement for space shuttle, aircraft flight control, and military systems is to have a reliability of 0.97 at the end of a 3-h time period. Likewise, chemical reactions must be precisely controlled to prevent explosions or other unwanted effects. In w x some controllable stochastic dynamic systems 2, 3, 6, 7 , it is desirable to maximize the reliability of normal operation. For the optimal regulation of w x a hydropower station reservoir considered in 8, 9 , the probability of generating electric power at more than some given level should be no less than 0.95 for whatever working state the plant is in. In insurance services, the risk of total capital being less than some lower limit should generally be avoided as much as possible. In dynamic portfolio selection, investors are interested in strategies that can help them reach a given profit with w x maximal probability 10 .
In all of these applications, which demand high reliability, system performance is controlled on a single trial basis, and thus the task requirements are formulated as probabilities rather than expectations. There have been some papers devoted to the probability criteria for w x various rewards. References 11, 12 studied the percentile performance w x criteria for the limiting average return. References 8, 13 considered the threshold probability criteria for discounted MDPs and focused on the properties of the optimality equations without discussion of the existence and properties of the optimal policies. We are further motivated to w x investigate the stochastic order 3᎐5, 10, 13᎐14 optimization problems, mainly on the distribution function criteria for nondiscounted first arrival w x target total reward 9, 15᎐22 .
In this paper, the target level problems are recast into the total reward and optimal stopping setting. The target is a prescribed set of system states, corresponding to the failure set in reliability applications. Once the system is in one of these states, the decision process is terminated. Different terminal states may have different exit rewards. For a policy , Ž . the first arrival target total return W is the sum of single stage rewards plus the exit reward upon system's first visit to the target. The objective Ž . function of this model, V , l , is defined as the probability that the total i reward exceeds a certain reward level l when the initial state is i. For example, the optimal regulation of a hydropower station reservoir should be to maximize the probability that electric power generation is more than some given value under normal water levels. The general optimization Ž . model is to find a policy that maximizes V , x for every initial state i i and some return levels of interest. Three classes of the set of these levels, namely, the infinite interval, a finite interval, and a single point, are studied in this paper.
We begin by describing these models in Section 2. The basic recursive properties of the objective functions are shown in Section 3. The convex Ž w x. combination and various cut-and-paste properties in the spirit of 23 of the optimal policies are presented in Section 4. The value functions and the optimal action sets are introduced in Section 5, and the optimality equation and the optimality conditions for all three classes of return level sets are established. These results are refined in Section 6 for finite state space and action space. It is shown that nonstationary deterministic optimal policies must exist for the single point optimization problem. If a finitercountable intersection of the optimal action sets is not empty, then the finite intervalrinfinite interval optimal policies must exist. An algorithm is developed for computing the value functions and the optimal action sets, from which any optimal policy can be derived. In Section 7, numerical examples and computational experiments are used to illustrate the existence and structure of the optimal policies for these models. The optimality constraints on system parameters are probed as well. 
Throughout the paper, h is assumed to be empty. 
that is made up entirely of history-dependent decision functions is deterministic but not stationary.
The general optimization models for the first arrival target distribution Ä function in discrete time are specified by the nine-tuple S, A, q, S , T, r, 
Ž . where R is the set of all real numbers. Obviously, T s 0 if Y g S ; 0 0 Ž .
2
T s qϱ if the set in 1 is empty. The states in S are assumed to be 0 absorbing, i.e., there exists an exit decision function , such that the action Ž . Ž Ž .. i will be used whenever the system reaches i g S and q i N i, i s 1.
0
L is the return le¨el set of interest in optimization. A policy * is optimal for the first arri¨al target distribution function in L if
Moreover, for any index set K,
In particular, three classes of L are considered in this paper: 
The above models characterize decision and optimization problems in several important application areas. For reliability engineering, let the target set S correspond to the set of all failure states, and S corresponds 0 1 Ž . to the set of all running states. To maximize the objective function V , x i is to find an optimal policy to control the system toward yielding the desired outcome level until it breaks down. If a decision-maker has a profit goal in mind, he might want to use the single point stochastic order optimal policy, which reaches the given level of profit with maximum reliability. If he is not sure whether this level is reachable, for instance, if the chance of earning this much profit is unacceptably small, he might conservatively consider using the local stochastic order optimal policy, which ensures the maximum reliability for any profit below this given level. This approach can be regarded as an extension of multilevel optimization in many applications. For example, the probability of generated electrical power being more than a should be no less than 0.95, while the probability of the power being more than b, b -a, should be no less than 0.98, etc. Since these values, 0.95 or 0.98, might be impossible to achieve, a reasonable approach is to maximize both the probabilities of l ) a and l ) b, where l is the generated electrical power. The ideal and dominant optimal policy is the complete stochastic order optimal policy, which consistently provides the maximum reliability for any outcome level.
BASIC PROPERTIES OF THE OBJECTIVE FUNCTIONS
In this section, the recursive equations of the objective functions are derived. With the assumptions of positive running rewards, it is shown that the objective function of any policy and any given level is determined by the first finite stages' decision rules.
First we introduce some notation and assumptions 3 : For any s , , . . . , , . . . g ⌸, i g S , and
Ž . 
Therefore, the objective functions of any two given policies should only Ž . be compared for i g S and x G l i . The optimization problems for the 1 m complete stochastic order, the local stochastic order, and the single point Ž . Ž . Ž . stochastic order can be simplified to 20 , 21 , and 22 , respectively: 
Ž . Ž . We assume n i, l s 0 and l i, n s qϱ for any i g S , any real number l, 0 and n g N. 4 The property that the objective function of any finite level is determined by the decision rules of a finite number of stages is guaranteed from the assumption r ) 0. There is much min more work to do when r s 0, since it changes some properties of the model, for instance, min Ž . the objective functions are no longer recursive at some r i, a s 0.
Ž . Now, for any i g S, n i, l is called the truncation stage number for the Ž . initial state i and the level l; l i, n is called the reachable return le¨el for the initial state i and the stage number n. Therefore, only the decision rules of a finite number of stages starting from the initial stage need to be considered in the local and the single point stochastic order optimization models.
CONVEX COMBINATION AND CUT-AND-PASTE PROPERTIES OF THE OPTIMAL POLICIES
To simplify notation, for any f g F, g ⌸, i g S , and j g S, let
On the other hand,
Combining 29 and 30 yields
. . , , . . . g ⌸ and K be some finite or countable
Theorem 3 is valid for any return level set L. It shows that the first decision rule of any optimal policy need not be randomized. In other words, actions at the first stage with selection probability greater than zero can be assumed to be equal in producing an optimal policy. For complete and local stochastic order optimization models, if an optimal policy exists, then a deterministic stationary optimal policy must exist. This further result will be established in Theorem 4 and its corollaries after the introduction of the concept of concatenated policies below.
A concatenated policy is a new policy made up of decision rules from a set of known policies. For example, Theorem 3 shows a concatenated policy of decision rule f and the 1-remainder policy of . This concatena-
. concatenated policy of f and : f s f, f, , . . . , , . . . , where
Ž . any confusion, f can be written as f, f, , . . . , , . . . for short. 1 n Throughout the rest of the paper, detailed definitions for each stage of a concatenated policy will be omitted, and the policy is given by linking each composite policy's stages together.
x -l. It will be shown in the next section that single point stochastic order optimal policies are generally not stationary.
, then can be decomposed into a con¨ex combination of some deterministic stationary optimal policies. Therefore, for both complete and local stochastic order optimization problems, if the optimal policies do exist, then at least one deterministic stationary policy can be derived from the initial decision rule of an optimal policy. The existence ensures that the optimal policies can be discussed in the deterministic stationary policy set ⌸ d instead of the whole policy set
Another result of studying the concatenated policies is the cut-and-paste Ž . properties of the optimal policies. For s , , . . . , , . . . g ⌸ and 
For the complete and the local stochastic order optimal policies, we can cut off an arbitrary number of stages from the initial stage. The concatenated policy of these pieces of the optimal policies is still an optimal policy. In particular, the initial stage decision rule, which may be random, can constitute a stationary optimal policy. Now, can the cut operation be relaxed from any stage instead of the initial stage? Theorem 6 gives a sufficient condition to shift the cut properties of the optimal policies.
Given j g S , n ) 0, and policy , if there exists some state i g S , s.t.
Therefore, for a complete stochastic order optimal policy, if all running states are arrivable at some stage, then the decision rule at this stage can also constitute a stationary optimal policy, while the remainder of the policy from this stage is still optimal.
THE VALUE FUNCTIONS AND THE OPTIMALITY CONDITIONS
The preceding section discussed the various properties of optimal polices based on the existence of the optimal policies. This section examines the existence conditions of the optimal policies. To this end, the properties of the value functions need to be studied first. For any state i g S and U Ž . x g R, let V x be the¨alue function, where hand side of the above inequality will approach 0 as x approaches qϱ. By U Ž . Property 2 it follows immediately that lim V x s 0.
Properties 1 and 3 show that the value functions are the optimal remaining distribution functions under very weak conditions.
proof.
Next, the optimality equations will be derived by casting the optimization problem into a more general model, namely, the -optimization model. Given a small positive number , is called an -optimal policy for the first arri¨al target distribution function if
Ž . Similar to 7 , for any and index set K,
For any gi¨en l and ) 0, ⌸* l , / л.
Proof. Given l and , for each i g S , there must exist some policy
Ä w x 4 policy of these policies: i , i g S , such that for any history beginning
Therefore, there always exists an -optimal policy for any single point stochastic order -optimization models.
Ž .
U Ž . 
To link the optimality equations with action selection in decision, we introduce the concept of the optimal action set. Given i g S and x g 1 Ž .
U Ž . yϱ, qϱ , let A x denote the optimal action set: 
By induction, the optimality equation can also be written as
In addition to the existence of a deterministic stationary policy provided in Corollary 4.2, Theorem 10 also gives the form of that policy. If the complete or the local stochastic order optimal policies do exist, then there must exist deterministic stationary optimal policies and they can be derived from the intersection of the optimal action sets over L. For the single point stochastic order optimization model, the optimal policies may not be stationary.
In addition, there must be
Ž .
hence the optimization for a given level l can be restricted to ⌸, Ž .
Ä Ž . 4 where n s n l s sup n j , l : j g S .
Ž . Ž h ny 1 n G m. Combining this condition with 48 and 49 , we have V , l y
i.e., g ⌸* l y h , n s m y 1, . . . , 0. As for n s 0, s
Ž . Ž . Ž .
, suppose 49 and 50 hold for 0 F k F n,
Ž . Theorem 3 to g ⌸* l y h . Then, similar to 51 and 52 , n Ž .
. Then 49 and 50 also hold for k s n q 1, completing the
induction. The existence of such optimal policy implies
Therefore, if there exist the single point stochastic order optimal policies for some level l, there must exist a finite-stage nonstationary optimal policy that is made up of history-dependent decision functions. Moreover, h n Ž . since each of its n-remainder policy is optimal for level l y h n along the optimal history h , there exist optimal policies for many single n levels below l. Consequently, the existence of the optimal policy for Ä 4 L s l is not only determined by the optimal action set on L, which is the case for the complete and local stochastic order optimization models, but is also dependent on some optimal action sets outside of L.
OPTIMIZATION FOR FINITE STATE SPACE AND ACTION SPACE
The various properties and the existence conditions of optimal policies presented above lead to the following questions. Are there any sufficient optimality conditions? Are these conditions computationally verifiable? These questions are explored by examining the model in finite state space Ž . and action space. For finite state space and action space, W is a discrete random variable for any given policy . This is because each stage Ž . has the same number of finitely many possible rewards, either r i, a , Ž . , a g A i , or e j , j g S , with r ) 
Ž . i g S
Ž . Ž . for x g w k y r i, a , w k y r i, a q ␦ i, a , Ž . running reward. Together with 54 , it follows that any return level can be reached in finite steps by using this asynchronous update scheme for Ä 4 computing w , i g S . Ž ..
h n h for all h g H must be computed, since / in general, all of n n n Ž . these computations only give the value of V , x at one point x. Hence, i the computation is impractical for large state spaces and action spaces, unless is stationary.
Ž . The optimality equations, as well as Eq. 15 for stationary policies, are Ž self-recursive thus the objective functions for a given stationary policy may be evaluated in an algorithm similar to the optimization algorithm in Fig. . 2 . Therefore, the optimal function values may be recursively computed from their initial conditions. The way in which the value functions are computed is quite different from that in conventional optimization models, for example, value iteration or policy iteration. Here the goal is to U Ž . compute function V x , which is specified by a countable list of values, Ž . recursive equations to get V , x . If is not stationary, all of these computations only give
nonlinear equation involving all of the value functions for different states and levels. Because the reward r appears inside the objective function on the right-hand side of the recursive equations, it leads to the asynchronous update scheme for computing nonlinear calculation steps. Using these steps, the optimality equations are turned into a set of discrete recursive equations.
In Fig. 2 , we are computing a function, not a number, for each initial state. Because of self-recursion, the computational complexity of comput- Hence, for finite state space and action space, the completerlocal stochastic order optimality condition given in Theorem 10 is a countablerfinite intersection of optimal action sets. If the intersection of these optimal action sets is empty, the optimal policies do not exist; ϱ Ž . otherwise a deterministic stationary optimal policy f with f i g U Ž . F A x , i g S , can be obtained. The single point stochastic order
optimal policies must exist and can be derived from the optimal action sets on some levels related to the optimal histories. 
OPTIMALITY CONSTRAINTS ON SYSTEM PARAMETERS AND NUMERICAL EXAMPLES
All of the optimality conditions in the preceding section are given in the optimal action sets, which are obtained from the computation of the value functions. Can the optimality conditions be given in terms of system parameters, namely, transition probabilities and reward functions? Not only is this question theoretically important, it might also lead to computationally verifiable optimality conditions for the complete stochastic order optimal policies. However, the problem is not trivial, since the optimization models are highly nonlinear with respect to the transition probabilities and reward functions. In this section, Example 1 is first used to illustrate the computation in the optimization algorithm and some intuitive ideas of the optimal action selection. The optimality constraint on system parameters is generalized to a special class of systems. Example 2 is then given to show that this constraint does not hold and that it becomes harder to figure out the optimal policies with the increasing complexity of systems. Finally, to see how likely it is for a complete stochastic order optimal policy to exist, computational experiments using random system parameters are carried out and the number of trials, in which sufficiently large local stochastic order optimal policies exist, is reported. These results may shed some light on further research on these optimization models. and q are shown in Table I . The transition probabilities from the states in S are omitted, as they are all absorbing. 
Ž . For this example, 62 can be written as the inner product of vectors:
Step 1: k s 0, w s 1, . . . , V s 1, . . . ,
Ž . Ž .
Step 2: k s 1, w s 1, 2, . . . , V s 1, 1, . . . ,
Step 3: k s 2, w s 1, 2, 3, . . . , V s 1, 1, 0.9, . . . ,
Ž . Ž . 
In other words, 1 1 1 g ϱ is a complete stochastic order optimal policy. This result is consistent with intuition. From the reward functions and the transition law, action b is better than a because it achieves a better one stage running reward and is less likely to fall into the target set. Hence b is always the more reliable action for any given return level. This rule is generally true for a special class of systems.
This simple rule, which selects the action with maximum one stage reward function and minimum exit probability, fails for more complicated systems, as will be shown in the next example. When the system becomes even larger, the interrelationship among all states will be far more complex, and it will become impossible to reach a conclusion qualitatively. Tables II, III, and IV,   1 respectively. The value functions are given in Fig. 3 . Table V. All optimal policies can be obtained from the optimal action sets. For example, there is one deterministic stationary optimal policy f ϱ for L s w x Ž . Ž . Ž . 0, 562 , where f 3 s d, f 4 s b, f 5 s c. Since the value function values are already very small at level 562, this optimal policy could be considered the complete stochastic order optimal in application. Besides this optimal Ž . policy, a nonstationary optimal policy s , , , . . . could also be 0 1 2 U Ž . solid line is V x , and the dotted line is V x . Each curve is a step-like remaining 4 5 distribution of the total return.
The optimal action selections for long-term consideration could be interpreted qualitatively. The probability of state 3 reaching the target is 0.2, no matter which action is selected. This value is smaller than that of Ž . state 5, which is 0.3 for all actions. Notice that the state-action pair 4, b has a much larger one stage running reward and an exit probability of 0.2. State 5 is the worst state, since it has less running reward and a high probability of reaching the target. A good policy for this system is to try to avoid state 5 and stay in state 3 and 4. Thus, b is the best choice for state 4 and c is the best choice for state 5, both of which obey the rule in Theorem 13. For state 3, although d has a smaller one stage reward than a and b, d turns out to be the best choice for state 3 throughout all levels, since both a and b have a higher probability of causing the system to enter Ž . state 5 the optimality constraint in Theorem 13 does not work here! . To reach target states with different probabilities is also a factor in comparing actions. The analysis here is to show that when the system scale increases, it becomes hard to find out directly from system parameters whether the optimal policy exists and what an optimal policy is. In addition, this example shows that the optimal action sets remain unchanged after some level. This phenomenon is more prominent in the following computational results.
To see how unusual the complete stochastic order optimal policies are, a group of computational experiments are carried out. In each trial, all of the system parameters are randomly generated from some uniform distributions. The optimization algorithm is used to recursively compute the value function and the intersection of the optimal action sets with increasing levels. The exit criterion of all of the trials is that either the optimal Ž U w x . policies do not exist lA k s л for some state i , or the optimal i Ž U w x . policies exist lA k / л for all states and all of the value functions Table VI. For each system scale considered, the distribution of number of trials over is given. The statistics over l are omitted, since they follow a reasonably monotonic pattern: larger l corresponds to smaller¨.
5 5 In the table, и is the cardinality of a set. The total number of trials for each system scale setting is 20,000. The first block gives the number of system states and actions. The second block shows the number of trials in Ä U w x 4 which¨s max V k : i g S falls into 10 uniform bins in its value range columns, the reward function r and e are randomly selected from integers w x in 0, 10 ; while for the two rightmost data columns, they are selected in This paper deals with countable state, countable action MDP endowed with a distribution function optimality criterion for the positive first arrival target total return. Based on the basic properties of the objective functions, convex combination, and cut-and-paste properties of the optimal policies, the optimality equations for the value functions and optimality conditions are obtained. If the complete or the local stochastic order optimal policies exist, there must be deterministic stationary optimal policies. If the single point stochastic order optimal policies exist, there must be deterministic nonstationary policies. These results are applied to systems with finite state space and action space. It is shown that the single point stochastic order optimal policies must exist. An algorithm is developed to compute the value functions and the optimal action sets, from which all optimal policies can be constructed. Numerical results are given, and they indicate possible directions of further research on the optimality constraints on system parameters.
