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In this paper, we present an example of a reﬁnement equation such that up to a multi-
plicative constant it has a unique compactly supported distribution solution while it can
simultaneously have a compactly supported componentwise constant function solution that
is not locally integrable. This leads to the conclusion that in general the componentwise
polynomial solution cannot be globally identiﬁed with the unique compactly supported
distribution solution of the same reﬁnement equation. We further show that any com-
pactly supported componentwise polynomial solution to a given reﬁnement equation with
the dilation factor 2 must coincide, after a proper normalization, with the unique com-
pactly supported distribution solution to the same reﬁnement equation. This is a direct
consequence of a general result stating that any compactly supported componentwise poly-
nomial reﬁnable function with the dilation factor 2, without assuming that the reﬁnable
function is locally integrable in advance, must be a ﬁnite linear combination of the integer
shifts of some B-spline.
© 2008 Elsevier Inc. All rights reserved.
In this paper, we start with an example showing that a compactly supported componentwise polynomial solution of
a reﬁnement equation may not coincide globally with its compactly supported distribution solution in general. However,
this is not the case when the dilation factor is 2. In fact, we show that any compactly supported componentwise polyno-
mial solution of a reﬁnement equation with the dilation factor 2 can be globally identiﬁed with its compactly supported
distribution solution as a consequence of a general result. As in [2], a componentwise polynomial is deﬁned as follows:
Deﬁnition 1. A compactly supported function φ deﬁned on R is a componentwise polynomial if there exists an open set G
such that the Lebesgue measure of R\G is zero and the restriction of φ on any connected open component of G coincides
with some polynomial.
It is clear that a compactly supported spline is a componentwise polynomial, since the open set G in Deﬁnition 1 is a
union of ﬁnitely many connected open intervals. A componentwise polynomial has an analytic expression up to a set of
measure zero, since it is a polynomial on each connected component of G . The concept of componentwise polynomials was
ﬁrst introduced and studied in [1,20] under the term of local polynomials.
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examples of componentwise constant reﬁnable functions, which satisfy either orthogonality or interpolation property and
which are continuous and symmetric, are given in [2]. Additional examples of componentwise linear reﬁnable functions that
are differentiable and symmetric are also given in [2]. Next, we present another example of a componentwise constant that
is a compactly supported measurable function solution of a reﬁnement equation but it cannot be regarded globally as a
compactly supported distribution solution of the same reﬁnement equation.
For a positive integer M  2 and a ﬁnitely supported sequence {h(k)}k∈Z , we say that φ is a compactly supported
distribution solution of the reﬁnement equation
φ = M
∑
k∈Z
h(k)φ(M · −k) (1)
if the compactly supported distribution φ satisﬁes the reﬁnement equation (1) in the distribution sense. It is well known
that if the mask H(ξ) := ∑k∈Z h(k)e−ikξ satisﬁes H(0) = 1, then the reﬁnement equation (1) has a unique compactly
supported distribution solution with the normalization condition φˆ(0) = 1 (see e.g. [4]). In fact, the compactly supported
distribution solution φ can be obtained via its Fourier transform φˆ which is deﬁned by the inﬁnite product:
φˆ(ξ) :=
∞∏
j=1
H
(
M− jξ
)
, ξ ∈ R. (2)
Here, the Fourier transform fˆ of a function f ∈ L1(R) is deﬁned to be fˆ (ξ) :=
∫
R
f (x)e−ixξ dx, ξ ∈ R and can be naturally
extended to tempered distributions.
We say that a (Lebesgue) measurable function φ : R → C satisﬁes the reﬁnement equation (1) in the sense of almost
everywhere, if
φ(x) = M
∑
k∈Z
h(k)φ(Mx− k), a.e. x ∈ R. (3)
Such a measurable function φ is called a measurable function solution of the reﬁnement equation in (1). It is not clear so far
whether a compactly supported measurable function solution to the reﬁnement equation (3) is unique up to a multiplicative
constant.
For an open set G and a measurable function f on R, we say that f is locally integrable on G if f is integrable on every
compact set that is contained inside G . Let g be a distribution and f be a measurable function on R. For an open set G
of R, we say that the distribution g can be identiﬁed with the measurable function f on G (or equivalently, the measurable
function f can be identiﬁed with the distribution g on G) if f is locally integrable on G and g(h) = ∫
R
f (x)h(x)dx for every
C∞(R) function h whose support is a compact set inside G . If a distribution g can be identiﬁed with a measurable function
f on R, then we simply say that the distribution g can be globally identiﬁed with the measurable function f .
It has been extensively investigated in the literature that under what conditions, the unique compactly supported dis-
tribution solution of (1) will be a function in certain function spaces (e.g., L1(R), L2(R), C(R), or Sobolev spaces). It is
essentially done by investigating the convergence of a cascade algorithm, which is closely related to the inﬁnite product
in (2), in various function spaces. The detail can be found in, for example, [4,5,7–11,13,15,16,19]. However, little attention
has been given in the literature to the inverse direction, i.e., for a given compactly supported measurable function solution
of the reﬁnement equation (1), whether it can be always globally identiﬁed with the unique compactly supported distribu-
tion solution of the same reﬁnement equation. Next, we demonstrate by an example that a reﬁnement equation can have
a unique compactly supported distribution solution (of course, up to a multiplicative constant), while at the same time it
has a compactly supported measurable function solution that cannot be globally identiﬁed with its compactly supported
distribution solution on R. The construction is done by deriving a compactly supported componentwise constant reﬁnable
function that is not in L1(R), hence, not locally integrable. Since a measurable function can be globally identiﬁed with a dis-
tribution on R only if it is locally integrable, this function solution cannot be regarded globally as the compactly supported
distribution solution of the same reﬁnement equation.
Example 1. Let c ∈ R be an arbitrary ﬁxed constant. Consider the reﬁnement equation
φ(x) = (1− c)φ(3x+ 1) + φ(3x) + φ(3x− 1) + cφ(3x− 2), a.e. x ∈ R. (4)
Then it is clear that up to a multiplicative constant this equation has a unique compactly supported distribution solution. On
the other hand, a compactly supported componentwise constant function φ that satisﬁes the above reﬁnement equation in
the sense of almost everywhere can be constructed as follows: First, set O :=⋃∞k=1⋃ j∈{0,1},1 jk−1, k=0 A(1,...,k) , where
A(1,...,k) are open intervals deﬁned by
A(1,...,k) :=
(
k∑
3− j j + 2−13−k − 2−1,
k∑
3− j j + 3−k − 2−1
)
j=1 j=1
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G :=O ∪ (0,1/2) ∪ (O+ 1) ∪ (−∞,−1/2) ∪ (1,∞)
is an open set and R\G has measure zero.
Next, we construct a componentwise constant polynomial φ on G as follows. Let φ(x) = 1 on (0,1/2) and φ(x) = 0,
x ∈ (−∞,−1/2) ∪ (1,∞). We further require that φ should satisfy the normalization condition:
φ(x) + φ(x+ 1) = 1 a.e. x ∈ (−1/2,1/2). (5)
Then, the values of φ on O+ 1 can be deﬁned by (5) from the values of φ on O. Hence, we only need to deﬁne the values
of φ on O or A(1,...,k) . This is done iteratively. To be a solution of the reﬁnement equation (4), it is clear that φ(x) = 1− c,
x ∈ A(0) . Since φ is constant on the interval A(0) , we simply write it as φ(A(0)) = 1 − c. Similarly, φ(A(1)) = 1. For other
intervals in O, the values of φ can be deﬁned iteratively by
φ(A(0,1,...,k)) = (1− c)φ(A(1,...,k)), φ(A(1,1,...,k)) = (1− c) + cφ(A(1,...,k)). (6)
This leads to a function φ supported on [−1/2,1] whose restriction on any open connected interval contained in G coincides
with some constant. Furthermore, φ satisﬁes the reﬁnement equation (4) in the sense of almost everywhere on R by the
above construction.
Next, we choose c so that the resulting φ is not in L1(R). For simplicity, we write Ak := A(1,...,k) where k−1 = 1 and
 j = 0 for all 1 j  k, j = k − 1. Then,
Ak =
(
3−k+1 + 2−13−k − 2−1,3−k+1 + 3−k − 2−1), k 2,
and φ(Ak) = (1− c)k−1(1+ c) by the iterative formula (6). This leads to∫
R
∣∣φ(x)∣∣dx ∫⋃
k2 Ak
∣∣φ(x)∣∣dx = |1+ c|
6
∞∑
k=1
|1− c|k
3k
.
If |1− c| 3, then the corresponding componentwise constant φ that satisﬁes the reﬁnement equation (4) will not be in
L1(R). Therefore, it is not locally integrable. This implies that this compactly supported measurable function solution φ of
(4) cannot be globally identiﬁed with the compactly supported distribution solution of (4). Moreover, a detailed calculation
shows that φ ∈ Lp(R) for 0< p < ∞ if and only if |c|p + |1− c|p < 3. Similarly, φ ∈ C(R) if and only if max(|c|, |1− c|) < 1
(e.g., see [7–9]). By a similar argument as in [1,20], we remark that this compactly supported measurable function solution
φ of (4) could be identiﬁed with the compactly supported distribution solution of (4) on the open set G . The smoothness
of the compactly supported distribution solution of (4) is also discussed in [3].
We note that all the examples of reﬁnable componentwise polynomials in [2] and the above example are measurable
function solutions of some reﬁnement equations with a dilation factor M  3. Our next result asserts that any componen-
twise polynomial reﬁnable function with the dilation factor 2 must be a ﬁnite linear combination of the integer shifts of
some B-spline. Therefore, it is impossible to construct a compactly supported componentwise polynomial reﬁnable function
with the dilation factor 2 that does not coincide globally with the corresponding compactly supported distribution solution.
This result looks similar to Theorem 9 of [12], but they are different. We cannot use the result of [12], since the reﬁnable
function there is assumed to be integrable with various other conditions, e.g., the linear independence of the reﬁnable
function. This implies that [12] starts with a compactly supported integrable reﬁnable function that coincides globally with
the corresponding compactly supported distribution solution, while we use the next result to conclude that any compactly
supported componentwise polynomial reﬁnable function with the dilation factor 2 must coincide globally with its com-
pactly supported distribution solution. Note that a compactly supported componentwise polynomial may not be integrable,
as demonstrated by Example 1. We further acknowledge that some techniques here were already used in [12].
Theorem 1. Let H(ξ) :=∑k∈Z h(k)e−ikξ be a 2π -periodic trigonometric polynomial with H(0) = 1. Suppose that φ is a compactly
supported nontrivial componentwise polynomial function satisfying the reﬁnement equation (3) in the sense of almost everywhere
with the dilation factor M = 2. Then φ must be a ﬁnite linear combination of the integer shifts of some B-spline.
Proof. Without loss of generality, we assume that H(ξ) =∑Nk=0 h(k)e−ikξ , that is, its coeﬃcient sequence {h(k)}k∈Z is sup-
ported inside [0,N] with h(0)h(N) = 0. Consequently, the reﬁnement equation (3) becomes
φ(x) = 2
N∑
h(k)φ(2x− k), a.e. x ∈ R. (7)
k=0
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union of all open intervals (a,b) such that f (x) = 0 for almost every x ∈ (a,b). Note that (7) implies ess-suppφ ⊆ 12 [0,N] +
1
2 ess-suppφ. Since φ is compactly supported, we now conclude that φ is essentially supported inside [0,N].
Let H˜(z) :=∑k∈Z h(k)zk . Then H˜ is a polynomial such that H(ξ) = H˜(e−iξ ) and H˜(1) = 1. We ﬁrst consider the case that
H˜ has no symmetric zeros in C\{0}, that is, H˜(z) and H˜(−z) do not vanish simultaneously for any z ∈ C\{0}. Let B0 and
B1 be the N × N matrices deﬁned by
B0 :=
(
2h(2 j − k))0 j,kN−1, B1 := (2h(2 j − k + 1))0 j,kN−1.
Denote
Φ(x) := [φ(x),φ(x+ 1), . . . , φ(x+ N − 1)]T , x ∈ (0,1).
It follows from the reﬁnement equation (7) that
Φ
(
x
2
)
= B0Φ(x) and Φ
(
x+ 1
2
)
= B1Φ(x), a.e. x ∈ (0,1). (8)
Since H˜(z) and H˜(−z) do not vanish simultaneously, it follows from [17, Lemma 1] or [20, Lemma 2.7.1] that the matrices
B0 and B1 must be invertible. Therefore, the relation in (8) can be rewritten as
Φ(x) = [B0]−1Φ
(
x
2
)
, a.e. x ∈ (0,1), (9)
and
Φ(x) = [B1]−1Φ
(
x+ 1
2
)
, a.e. x ∈ (0,1). (10)
Suppose that Φ is a vector of polynomials on a nonempty open interval (a,b) with (a,b) ⊆ (0,1). Clearly, either a < 1/2, or
b > 1/2, or both hold true. Now we can take one of the following two steps:
Step 1: If a < 1/2, then we apply (9) and we see that Φ must be a vector of polynomials on (a˜, b˜) := (2a,2b) ∩ (0,1). It is
evident that (a˜, b˜) = (2a,2b) if b < 1/2 and (a˜, b˜) = (2a,1) if b 1/2.
Step 2: If b > 1/2, then we apply (10) and we see that Φ must be a vector of polynomials on (a˜, b˜) := (2a−1,2b−1)∩(0,1).
It is evident that (a˜, b˜) = (2a − 1,2b − 1) if a > 1/2 and (a˜, b˜) = (0,2b − 1) if a 1/2.
In other words, after applying either Step 1 or Step 2, we see that either a˜ = 0, or b˜ = 1, or the length of the new interval
(a˜, b˜) doubles that of the original interval (a,b).
Since φ is a compactly supported componentwise polynomial, for any nonempty open interval (c,d) ⊆ (0,1), it is not dif-
ﬁcult to see that there must exist a nonempty subinterval (a,b) ⊆ (c,d) such that φ|(a,b)+k is a polynomial (the polynomial
on every piece may vary with the integer k) for every integer k ∈ Z. That is, Φ is a vector of polynomials on a nonempty
open interval (a,b) and (a,b) ⊆ (0,1).
Now applying either Step 1 or Step 2 no more than log2
1
b−a times, we must end up with either a˜ = 0 or b˜ = 1. So,
without loss of generality, we can assume that Φ is a vector of polynomials on interval (a,b) with either a = 0 or b = 1.
Let n be the smallest integer such that 2n(b − a) 1. If a = 0, then we apply Step 1 n times and if b = 1, we apply Step 2
n times. For both cases, since the length of the new interval doubles after every application of either Step 1 or Step 2, it is
easy to verify that we must end up with the ﬁnal new interval (a˜, b˜) = (0,1). Consequently, we proved that Φ is a vector
of polynomials on (0,1). In other words, φ is a piecewise polynomial with integer knots. Since φ is a piecewise polynomial
reﬁnable function, by [15] (also cf. [6,18,22]), φ must be a ﬁnite linear combination of the integer shifts of some B-spline.
When H˜ has symmetric zeros in C\{0}, one can ﬁnd a new mask P (ξ) =∑Nk=0 q(k)e−ikξ with P (0) = 1, such that P˜ (z) :=∑N
k=0 q(k)zk has no symmetric zeros in C\{0}. Furthermore, there is a compactly supported componentwise polynomial
reﬁnable function ψ , such that φ is a ﬁnite linear combination of the integer shifts of ψ .
Indeed, suppose that H˜ has symmetric zeros in C\{0}, that is, suppose that H˜(z0) = H˜(−z0) = 0 for some z0 ∈ C\{0}.
Since H˜(1) = 1, we have z0 = 1,−1. Therefore, we can write
H˜(z) = z
2 − z20
1− z20
Q (z) (11)
for a Laurent polynomial Q (z) :=∑k∈Z q(k)zk with Q (1) = 1 and q(k) = 0 for all k < 0 and k  N . Now we deduce from
(11) that
h( j) = 1
1− z2
[
q( j − 2) − z20q( j)
]
, j ∈ Z. (12)0
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fact ﬁnite and therefore, F (x) is well deﬁned on any bounded set. Furthermore, we claim that
F (x) =
∑
k∈Z
z2k−20 φ(x+ k) = 0, a.e. x ∈ R. (13)
Indeed, since φ satisﬁes the reﬁnement equation in (7), by (12), we have
F (x) =
∑
k∈Z
z2k−20 φ(x+ k)
= 2
∑
k∈Z
z2k−20
∑
j∈Z
h( j)φ
(
2(x+ k) − j)
= 2
1− z20
∑
k∈Z
z2k−20
∑
j∈Z
[
q( j − 2) − z20q( j)
]
φ(2x+ 2k − j)
= 2
1− z20
∑
k∈Z
∑
j∈Z
[
z2k−20 q( j + 2k − 2) − z2k0 q( j + 2k)
]
φ(2x− j)
= 2
1− z20
∑
j∈Z
φ(2x− j)
∑
k∈Z
[
z2k−20 q( j + 2k − 2) − z2k0 q( j + 2k)
]
= 0.
Deﬁne a function ψ by
ψ(x) :=
∞∑
k=1
z2k−20 φ(x+ k), x ∈ Z. (14)
Since φ is essentially supported inside [0,N], the function ψ is well deﬁned. Next, we show that ψ is also compactly sup-
ported. By the deﬁnition of ψ in (14), the essential support of ψ is contained inside
⋃∞
k=1[ess-supp(φ) − k] ⊆ (−∞,N − 1].
On the other hand, by (13), we see that
ψ(x) = −
0∑
k=−∞
z2k−20 φ(x+ k), a.e. x ∈ R, (15)
which implies that the essential support of ψ is contained inside
⋃0
k=−∞[ess-supp(φ)−k] ⊆ [0,∞). Therefore, the essential
support of ψ must be contained inside (−∞,N − 1] ∩ [0,∞) = [0,N − 1]. Hence, ψ is compactly supported. Note that on
[0,N − 1], the sum in (14) is a ﬁnite sum, hence, ψ is a compactly supported componentwise polynomial. Moreover, by the
deﬁnition of ψ in (14), it is easy to see that
ψ(x) = φ(x+ 1) + z20ψ(x+ 1), a.e. x ∈ R.
This leads to
φ(x) = ψ(x− 1) − z20ψ(x), a.e. x ∈ R. (16)
That is, φ is a ﬁnite linear combination of the integer shifts of ψ . Hence, if ψ is a ﬁnite linear combination of the integer
shifts of a B-spline, then so is φ. The relation in (16) also implies that ψ is nontrivial if φ is nontrivial.
Next, we prove that ψ is reﬁnable with the ﬁnitely supported mask {p(k)}k∈Z , where
P˜ (z) := z − z
2
0
1− z20
Q (z) =
∑
k∈Z
p(k)zk.
Clearly, P˜ (1) = 1 by H˜(1) = 1 and (11). Furthermore, we can easily deduce from the above relation that
p( j) = 1
1− z20
[
q( j − 1) − z20q( j)
]
, j ∈ Z. (17)
It remains to prove that
ψ(x) = 2
∑
j∈Z
p( j)ψ(2x− j), a.e. x ∈ R. (18)
By the deﬁnition of ψ in (14), we have
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j∈Z
p( j)ψ(2x− j) =
∑
j∈Z
p( j)
∞∑
k=1
z2k−20 φ(2x+ k − j)
=
∞∑
k=1
∑
j∈Z
p( j)z2k−20 φ(2x+ k − j)
=
∞∑
k=1
∑
j∈Z
z2k−20 p( j + k)φ(2x− j)
=
∑
j∈Z
φ(2x− j)
∞∑
k=1
z2k−20 p( j + k).
By (17), we have
∞∑
k=1
z2k−20 p( j + k) =
1
1− z20
∞∑
k=1
z2k−20
[
q( j + k − 1) − z20q( j + k)
]
= 1
1− z20
∞∑
k=1
[
z2k−20 q( j + k − 1) − z2k0 q( j + k)
]
= 1
1− z20
q( j).
Therefore, we have∑
j∈Z
p( j)ψ(2x− j) = 1
1− z20
∑
j∈Z
q( j)φ(2x− j), a.e. x ∈ R. (19)
On the other hand, by the deﬁnition of ψ in (14), we have
2−1ψ(x) = 2−1
∞∑
k=1
z2k−20 φ(x+ k)
=
∞∑
k=1
z2k−20
∑
j∈Z
h( j)φ(2x+ 2k − j)
=
∞∑
k=1
∑
j∈Z
z2k−20 h( j + 2k)φ(2x− j)
=
∑
j∈Z
φ(2x− j)
∞∑
k=1
z2k−20 h( j + 2k).
By (12), we deduce that
∞∑
k=1
z2k−20 h( j + 2k) =
1
1− z20
∞∑
k=1
z2k−20
[
q( j + 2k − 2) − z20q( j + 2k)
]
= 1
1− z20
∞∑
k=1
[
z2k−20 q( j + 2k − 2) − z2k0 q( j + 2k)
]
= 1
1− z20
q( j).
Therefore, we conclude that
2−1ψ(x) = 1
1− z20
∑
j∈Z
q( j)φ(2x− j), a.e. x ∈ R. (20)
Combining the identities in (19) and (20), we see that (18) is veriﬁed.
Note that the degree of the polynomial P˜ is one degree lower than that of H˜ . Note that P˜ either does not vanish at z0
and −z0 simultaneously, or the order of symmetric zero at z0 and −z0 is reduced by one. If P˜ still has symmetric zeros,
we can continue this procedure until that the resulting mask P˜ has no symmetric zeros in C\{0}. Therefore, the conclusion
follows from the case that H˜ has no symmetric zeros in C\{0}. 
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above proof shows that if there is a nonempty open interval (a,b) ⊆ [0,1] such that φ coincides with some polynomial
on (a + k,b + k) for every k ∈ Z, then φ must be a ﬁnite linear combination of the integer shifts of some B-spline. Using
a similar argument as in [21], the same conclusion could still hold if the nonempty open interval (a,b) is replaced by a
measurable subset of [0,1] with a positive measure. Finally, we remark that this theorem also generalizes Theorem 2.1 of
[14] for the case that dilation factor is 2.
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