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Abstract
For 70 years, the physics community operated under the assumption that the expansion of
the Universe must be slowing due to gravitational attraction. Then, in 1998, two teams of
scientists used Type Ia supernovae to discover that cosmic expansion was actually accelerating due to a mysterious “dark energy.” As a result, Type Ia supernovae have become the
most cosmologically important transient events in the last 20 years, with a large amount
of effort going into their discovery as well as understanding their progenitor systems.
One such probe for understanding Type Ia supernovae is to use rate measurements to determine the time delay between star formation and supernova explosion. For the last 30
years, the discovery of individual Type Ia supernova events has been accelerating. However, those discoveries were happening in time-domain surveys that probed only a portion
of the redshift range where expansion was impacted by dark energy. The Dark Energy
Survey (DES) is the first project in the “next generation” of time-domain surveys that will
discovery thousands of Type Ia supernovae out to a redshift of 1.2 (where dark energy becomes subdominant) and DES will have better systematic uncertainties over that redshift
range than any survey to date. In order to gauge the discovery effectiveness of this survey,
we will use the first season’s 469 photometrically typed supernovee and compare it with
simulations in order to update the full survey Type Ia projections from 3500 to 2250. We
will then use 165 of the 469 supernovae out to a redshift of 0.6 to measure the supernovae
rate both as a function of comoving volume and of the star formation rate as it evolves with redshift. We
find the most statistically significant prompt fraction of any survey to
date (with a 3.9σ prompt fraction detection). We will also reinforce the already existing
tension in the measurement of the delayed fraction between high (z > 1.2) and low redshift rate measurements, where we find no significant evidence of a delayed fraction at all
in our photometric sample.
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ABSTRACT
THE DARK ENERGY SURVEY Y1 SUPERNOVA SEARCH: SURVEY STRATEGY
COMPARED TO FORECASTS AND THE PHOTOMETRIC TYPE IA SN
VOLUMETRIC RATE
John Arthur Fischer
Masao Sako
For 70 years, the physics community operated under the assumption that the expansion of
the Universe must be slowing due to gravitational attraction. Then, in 1998, two teams of
scientists used Type Ia supernovae to discover that cosmic expansion was actually accelerating due to a mysterious “dark energy.” As a result, Type Ia supernovae have become the
most cosmologically important transient events in the last 20 years, with a large amount
of effort going into their discovery as well as understanding their progenitor systems.
One such probe for understanding Type Ia supernovae is to use rate measurements to determine the time delay between star formation and supernova explosion. For the last 30
years, the discovery of individual Type Ia supernova events has been accelerating. However, those discoveries were happening in time-domain surveys that probed only a portion
of the redshift range where expansion was impacted by dark energy. The Dark Energy
Survey (DES) is the first project in the “next generation” of time-domain surveys that will
discovery thousands of Type Ia supernovae out to a redshift of 1.2 (where dark energy becomes subdominant) and DES will have better systematic uncertainties over that redshift
range than any survey to date. In order to gauge the discovery effectiveness of this survey,
we will use the first season’s 469 photometrically typed supernovee and compare it with
simulations in order to update the full survey Type Ia projections from 3500 to 2250. We
will then use 165 of the 469 supernovae out to a redshift of 0.6 to measure the supernovae
rate both as a function of comoving volume and of the star formation rate as it evolves
v

with redshift. We find the most statistically significant prompt fraction of any survey to
date (with a 3.9σ prompt fraction detection). We will also reinforce the already existing
tension in the measurement of the delayed fraction between high (z > 1.2) and low redshift rate measurements, where we find no significant evidence of a delayed fraction at all
in our photometric sample.
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Chapter 1
Introduction
1.1

Cosmological Answers

Only 20 years ago, two of the biggest questions in cosmology were 1) What is the shape
of the universe? Is it flat? and 2) Is there enough matter in the universe to gravitationally
slow down and reverse cosmic expansion, or not? In the intervening years, both questions
have been answered, the first with "yes, the universe appears to be flat." The answer to the
second question, however, came as a significantly larger surprise to the cosmological community. Not only does it appear that cosmic expansion will continue indefinitely, but the
universe is actually expanding at an ever accelerating rate. Furthermore, the most abundant component of the Universe, accounting for 70% of its energy density, is completely
unknown and is fueling the cosmic acceleration. This discovery was made independently
through the observations of two separate teams of scientists in the late 1990s (Perlmutter
et al. 1999; Riess et al. 1998) who were using observations of several dozen very bright,
very homogeneous cosmic explosions, known as Type Ia supernovae, to measure how
the cosmic expansion history evolved. Cosmologists continue to develop new methods
for measuring dark energy and, since that time, numerous experiments have successfully
verified these results using other probes, but Type Ia supernovae remain among the best
cosmic distance indicators known. And, as astronomical survey technology improves,
1

these supernovae continue to garner attention for their cosmological utility and the total
population of supernovae discovered has long since passed into the thousands. Even 10
years ago, the hope of obtaining detailed follow-up spectroscopy for a synoptic survey’s
full sample of Type Ia supernovae became unrealistic. For the larger surveys of today,
with larger collaborations, detectors and telescopes, that hope is not even a consideration.
Instead, a major focus has become developing new methods for precisely measuring Type
Ia supernovae without spectroscopy at all.
Despite their broad utility, Type Ia supernovae are somewhat of a mystery themselves.
It has long been believed that they are the result of carbon-oxygen white dwarfs in a binary
system, but this has never been verified by observations and the nature of the mechanism
that instigates the explosion is still only vaguely understood (Nomoto et al. 1984; Kasen
et al. 2009). In order for systematic uncertainties in Type Ia measurements to keep pace
with the statistical power of the current supernova sample, more and more effort needs
to be put into understanding these events and their progenitors systems. Any information
gathered regarding nature of their progenitors or explosions could help to improve these
systematic uncertainties. In this introductory chapter, I will briefly discuss the science that
led us to the discovery of dark energy and then describe the methods by which supernovae
can be classified. I will also review how their distances and redshifts can be measured in
an era where spectroscopic resources are limited and then describe efforts that have been
made to describe their progenitor systems using the rate at which these cosmic explosions
occur.

1.1.1

The Expanding Universe

The modern era of cosmology began in 1927 when George Lemaître first derived the
direct relationship between velocity and distance in an expanding universe.
v∝d

(1.1)

From this derivation he proposed the a theory, which he called the “primeval atom,"
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wherein an ever expanding universe must have begun its existence as an infinitely dense,
high temperature state that then expanded to form the universe in which we exist. This
theory, which started as a alternative to then popular discounted Steady-State Theory, is of
course now known as the Big Bang Theory and received increased attention when Edwin
Hubble found that far away “nebulae" (now called galaxies) were redshifted more with
distance. Hubble accomplished this with the knowledge that observed brightness over an
observing area (or flux) decreases with the inverse square of distance from the source,
where the relationship between luminosity, L and flux is

f=

L
4πdL

(1.2)

By using “standard candle" stars known as Cepheid variables, whose peak brightness can
be derived from their variability period. With these stars as a way to measure cosmic
distances, Hubble was able to determine the distances to several galaxies. Lemaître then
interpreted this relationship between redshift and distance as confirming his theory.
Redshift and Recession Velocity
In order to determine the radial velocities of these galaxies, Hubble was able to take advantage of a concept known as redshift, z, which is the observed distortion of a wavelength
caused when the emitting object is moving toward or away from the observer. Light emitted from receding objects appears to have a longer wavelength, which in terms of portion
of optical light would make the object appear redder. Specifically, z is defined as the
fractional difference between the emitted wavelength, λe and the observed wavelength
λo ,

z≡

λo − λe
λo
→ 1+z =
λe
λe

(1.3)

Using spectroscopy to measure the shift in well known absorption line wavelengths, Hubble was able to to correlate redshift and distance, which was then used to define what is
now known as Hubble’s Law. At non-relativistic speeds, this shift is simply the ratio of
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the radial recession velocity, vrec and the speed at which the wave travels, which in terms
of electromagnetic waves is the speed of light, c
λo − λe vrec
≈
(1.4)
λe
c
This interpretation of redshift drove Lemaître to believe his theory confirmed and the first
measurement of the Hubble Constant, H0 , was then able to be made.

vrec = H0 dL

(1.5)

H0 , according to Equation 1.5 has units of s−1 , but in cosmological terms is expressed in
units of velocity over distance, km/s/M pc.
It is worth noting here that distance in cosmology can be defined and measured in
different but related ways. Cosmological studies today also use what is known as angular
diameter distance, dA using different cosmological probes, and this differs from cosmic
dL by a factor of (1 + z)−2 . However, any distance measuring technique utilizing standardizable candles, such as Hubble used and was later used in the initial discovery of
Dark Energy (Riess et al. 1998; Perlmutter et al. 1999) utilizes dL .
The Hubble Parameter
Assuming the well established (at this time) expanding universe model, it is possible to
define a scale factor which describes the size of the universe in the past as a fraction of its
size today.
1
(1.6)
1+z
Where z increases with distance on cosmological scales. Therefore, light with larger
a=

redshift is presumed to be from an earlier epoch (i.e. when the universe was smaller) than
less redshifted light. Using the scale factor, a, we can define the Hubble parameter H(t),
the cosmic version of the Hubble constant, as the ratio between the change in scale factor
with time, ȧ, to the scale factor at time t.
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H(t) ≡

ȧ(t)
a(t)

(1.7)

The Hubble parameter, therefore, can be used as a measurement of how the scale factor
changes with time. This will become useful when we attempt to link redshift and dL more
directly in § 1.1.2.
Magnitudes and the Distance Modulus
Astronomy, as should come as no surprise, predates the invention of digital flux detectors and telescopes by a fair historical margin, and thus the first astronomical instrument
was just the human eye. Ancient Greeks (specifically the astronomer Hipparchus) classified stars by ranking them based on their observed size (which to the human eye is just
a proxy for brightness). The brightest, “largest" stars ranked in the first category (magnitude 1) and the dimmest ranked in the sixth category (magnitude 6). This measure of
apparent brightness is, when considering observed brightness in terms of flux, somewhat
counter intuitive in that brighter objects are given a smaller magnitude. Regardless, later
astronomers picked up on this system and continued to classify star brightnesses in this
way, which eventually developed into an institutional bias toward using the system. As
modern cosmology sprang from astronomy and cosmological measurement requires astronomical data, cosmology (or at least cosmology done in the optical wavelengths) has
inherited this system.
In an attempt to better calibrate the magnitude system, Norman Pogson in 1856 proposed that magnitudes be treated on a logarithmic scale where the brightest, magnitude
1 stars differed from stars that were 100 times dimmer (i.e. with 1% the amount of flux)
by 5 magnitudes. As the human eye observes flux on approximately logarithmic scales,
this became a useful redefinition of the old system. The modern version of the apparent
magnitude would be defined as

m = −2.5 log
5

f
f0

(1.8)

Where f0 is the flux taken from some reference source used to calibrate the magnitude
system used. Using our definition of flux from Equation 1.2, we can relate magnitude to
both luminosity and luminosity distance.

m = −2.5 log

L
+ 5 log dL + m0
4π

(1.9)

Where m0 is the relative magnitude (commonly called zero point) of the reference
flux. However, this apparent magnitude only describes the brightness of a source at the
observer’s position. To categorize the intrinsic brightness of a source, one can use the
absolute magnitude, M, which is defined as the magnitude that the source would appear
at a distance of 10 parsecs (pc). Knowing the absolute magnitude requires knowing the
luminosity of the object being observed. If it is possible to determine the luminosity of a
source without knowing its distance first (as is the case with standard candles like Cepheid
variables and Type Ia supernova), then the distance modulus of the object, µ = m − M,
relates to the luminosity distance via

µ = 5 log dL − 5

(1.10)

If one is able to assume a relationship between redshift and distance, as was done
by Hubble, it would then be possible to use the µ and redshift to describe the expansion
history of the universe.
However, when observing sources outside of the Earth’s atmosphere there are some
caveats to 1.10. Any photometric detector, whether it be the human eye or a CCD camera, will have varying quantum efficiency when used to detect different wavelengths of
light. In the case of modern telescopes, which use filters to detect light only within well
defined wavelength passbands as a means to measure the color of observed objects (i.e.
the difference in magnitude across passbands), this means that light from an extragalactic
source will have observed flux in redder passbands that was emitted in bluer passbands as
the spectrum of the source is redshifted. The amount of this effect depends on the transmission function of the filter, the spectral energy distribution (SED) of the source and the
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redshift at which the light was emitted. If the magnitudes used to determine the distance
luminosity are derived directly from the photometry, then this effect must be corrected by
way of the K correction in order obtain an accurate measurement of distance. In addition
to this effect, intervening dust between a source and the detector, both in the Milky Way
and in the source’s host galaxy, will redden the source and make it appear dimmer overall.
This process is known as extinction and is a function of the source’s SED and the makeup
of the intervening dust and is denoted by A, which as a dimming component is positive
in the magnitude system. While considerable effort has been made to characterize Milky
Way dust extinction Schlegel et al. (1998a); Schlafly & Finkbeiner (2011), the extinction
component from the host galaxy must be estimated and marginalized over when measuring the brightness of cosmological source. As an example, in the V band (Landolt &
Uomoto 2007), the distance modulus of a source star would become
mV∗ − MV∗ = 5 log dL∗ − 5 + AV + KV∗

(1.11)

Where ∗ indicates that the component is intrinsic to the source object itself. These
factors are incredibly important to account for when measuring distances with Type Ia
supernova (or when simulating a supernova sample) in particular. Not only do they affect
the apparent magnitude of the supernova as described above, but the intrinsic brightness
of the supernova, as will be discussed in § 1.2, is correlated with the supernova’s intrinsic
color. Therefore, either correcting for these effects or accounting for them (as is described
in § 1.2.3) in the supernova model is vital to obtaining an accurate distance measurement.

1.1.2

Measuring Cosmic Acceleration

Observationally, redshift is always positive outside of the very nearby universe, where
proper motions of galaxies can exceed their recession velocity. This implies that scale
factor is required to be positive on cosmic scales. Because the universe is expanding, H(t)
and ȧ are positive as well. However, the rate at which H(t) varies with time does not need
to be positive itself. Prior to the discovery of dark energy in 1998, the debate centered
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around whether the universe contained enough matter for gravitational attraction to slow
cosmic expansion or if the universe was basically “empty," meaning that it would expand
indefinitely without slowing. By defining a relationship between dL and the expansion
rate, H, we can place constraints on how the scale factor evolves with time and make
conclusions about the cosmic composition.
Based on cosmological measurements independent of dL , we can assume that our
universe is consistent with a spatially flat one to the sub-1% level (Planck Collaboration
et al. 2015; Tegmark et al. 2004; Spergel et al. 2003). Given this safe assumption, the total
luminosity distance traveled by a photon between times te and t0 can then be expressed in
terms of the scale factor, a,
dL = c × (1 + z)

Z t
dt 0
te

a(t 0 )

⇒ dL = c × (1 + z)

Z z
dz
0

H(z)

(1.12)

where the relationship between dL and H(z) can be derived using Equation 1.7. In order to
define a functional form of H(z) we must make some assumptions about the composition
of the universe. First, we will assume that the universe is homogeneous and isotropic, also
known as the cosmological principle. This allows for cosmologists to use observations
of one part of the universe to make conclusions about the whole universe and to assume
that Earth’s position has no effect on our measurements and is well supported by measurements at large scales (Planck Collaboration et al. 2015). This will allow us to use the
Friedmann equations further down in this section to describe H(z) within the framework
of general relativity. If we then also assume a universe that can be modeled as a fluid or
combination of fluid components with density ρ and pressure P, then the equation of state
of the universe itself can be written as:
P
(1.13)
c2 ρ
In a flat universe the density is equal to the critical density, ρc , so it can be useful to
w=

express densities for difference components in terms of this value. Ωi = ρi /ρc and is used
to denote the density parameter for component i. As the universe expands, the density
parameter for each component then evolves as a function of wi
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Ω = Ω0 (1 + z)3(1+wi )

(1.14)

Using general relativity, we can derive the functional form of H(z) in terms of these
components by way of the Friedmann equations to describe how each component is affected by cosmic expansion

H(z) = H0

q

Ωi0 (1 + z)3(1+wi )

(1.15)

We now know that the universe is composed of at least three components: matter (M),
relativistic particles like photons and neutrinos (R), and dark energy (Λ), each with their
own equations of state. Matter exerts no pressure so wM = 0 and in the current epoch ΩR 0
is considered negligible (Hobson et al. 2006; Ryden 2003). The dark energy component is
still somewhat mysterious, and so we will make no assumptions about it beyond the fact
that it can be treated as a fluid. However, given that wΛ is the only remaining undefined
equation of state, we will refer to it simply as w going forward. Combining Equations
1.12 and 1.15 provides the functional form of dL in terms of redshift.
Z z

1
p
(1.16)
3
0
ΩM0 (1 + z) + ΩΛ0 (1 + z)3(1+w)
The inclusion of dark energy here can result in distance measurements that can only
c
dL =
× (1 + z)
H0

be achieved if the universe is accelerating. Given precise enough measurements of dL and
z, Equation can allow us to constrain the composition of the universe and obtain values
for the cosmological parameters, ΩM0 , ΩΛ0 and w. Through this methodology, Type Ia
supernovae were the first probe used to constrain all three of these components and more
recent analyses have combined supernovae with other probes like the cosmic microwave
background (CMB) and baryon acoustic oscillations (BAO) measurements (Sullivan et al.
2011). These analyses place the approximate values of ΩM0 and ΩΛ0 to be approximately
0.3 and 0.7, meaning that 70% of the observable universe is composed of dark energy.
They also constrain wΛ = −1 to approximately 10% error, meaning that dark energy density does not appear to evolve with redshift and is consistent with a cosmological constant
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(hence its denotation in this work as Λ). However, given more precise measurements it
could be possible to find that w is inconsistent with -1 or that it varies with time, in which
case the ΩΛ term used in this section will result in a slightly different measurement of the
expansion history.

1.2

Supernovae: Cosmic Explosions

Supernovae are the result of end-of-life stellar explosions and are so named because (By
Baade and Zwicky in 1934, (Astier 2012)), while they are relatively rare within any given
galaxy (approximately 1 per galaxy per century, with many caveats), when they occur
they appear as very bright (super) new stars (novae) in the sky. While supernovae are
temporary transients, they are among the brightest events in the universe. As such, they
are also observable at very large distances (and therefore redshift). Ground-based observations of supernovae have been recorded for hundreds of years. The Crab Nebula is a
pulsar wind nebula (PWN) resulting from a supernova observed by Chinese astronomers
in 1054 in China and later became the first entry into the Messier Catalog. During the Renaissance, Europeans began noting supernovae, such as in 1572 and 1604 by Tycho Brahe
and Johannes Kepler, respectively. The latter two supernovae were Type Ia supernovae,
which are of broad cosmological interest today. As telescopes grew more powerful and
the images created on their focal planes could be recorded, the rate of discovery of supernovae outside of the Milky Way increased drastically over time. Visual records of these
images were first put on photographic plates until digital charge-coupled devices (CCDs)
were invented in the 1980s, which allowed for electrons to be generated when the CCD is
struck by a photon via the photoelectric effect; the charge of the release electrons can then
be converted into a photon flux measurement. The technology behind CCD detectors has
advanced, but remains the modern standard for astronomical observation.
10

1.2.1

Differentiating Between Types

The idea that these supernovae are actually the composite of different populations was first
proposed by Zwicky (1940), who identified five different populations of supernova, I-V,
through the use of spectroscopic observations. Type I supernovae were identified as those
without H absorption lines. Type II supernovae did contain evidence for H, although there
have been a few instances of supernova like 2002ic, where H was eventually detected
(Hamuy et al. 2003; Wood-Vasey et al. 2004a; Benetti et al. 2006). Types III-V were
composed of single events that are now believed to be either a subset of Type II supernovae
or possibly not even supernova explosions at all (Doggett & Branch 1985).
It is now understood that the differences between types I and II supernovae are not
necessarily indicative of the differences between explosion mechanisms that birthed them.
Type I has since been subdivided after further spectroscopic observations into Type Ia,
Ib and Ic (Cappellaro & Turatto 2001). Type Ia supernova are characterized by Si II
absorption line at 635.6 nm in the rest frame (Filippenko 2004), while Types Ib and Ic
lack this distinguishing feature. Type Ib and Ic are broken into separate populations based
on the presence (Ib) or absence (Ic) of He absorption in their spectra. Several other lines
can be used to identify Type Ia SNe, such as Si II at 413.0 nm, Fe II 455.5, Si II 505.1
(Miknaitis et al. 2006). As these lines can variously be redshifted into or out of the
wavelength range depending on the telescope used for spectroscopic follow-up, scientists
working with the ESSENCE survey developed the SuperNova IDentification algorithm
(SNID) Blondin & Tonry (2007).
These classifications, while useful and easily identifiable via spectroscopic observations, do not break down supernova by consistent progenitor lines. Types Ib, Ic and II
are all classified as “core-collapse supernovae," where stars with masses greater than approximately 8M lose the ability to support their outer mass from gravitational collapse.
When they no longer are able to produce sufficient energy via fusion in their cores to
overcome their own gravitational potential, these stars rapidly contract, exploding in a
rebound event. Type Ia are powered by thermonuclear explosions. In addition to distinct
11

chemical signatures, the various types also display significant differences in color at peak
luminosity (see Pskovskii (1977); Panagia (2003); Johnson & Crotts (2006) for examples)
and light curve shapes. A “light curve" is a series of observed supernova magnitudes over
an extended period of time. Recent work has focused on combining these effects into
coherent classification methods (Sullivan et al. 2006; Sako et al. 2008, 2011) and we will
examine the methods described in Sako et al. (2008) and ? for differentiating between
types in §1.3.2.

1.2.2

Type Ia Supernovae

Type Ia supernova are unique among all commonly identified supernova types in that
their peak light curve luminosity is reasonably well constrained to a small range of values. The “standard" absolute magnitude in the V band is approximately MV = −19.30,
with approximately 30% variation in luminosity among the whole supernova population
(Tammann & Sandage 1995; Hamuy et al. 1996). This result was originally based on
the subset of Type Ia supernova in nearby galaxies with observed Cepheid variable stars.
Cepheid stars themselves are well observed to have peak luminosities that are correlated
with the period of their luminosity variation. Some are even bright enough to be observed
individually within nearby galaxies beyond the Milky Way. However, the furthest discovered Cepheids are only ∼ 20 Mpc away (Freedman et al. 1994), while Type Ia supernovae
can be seen hundreds or even thousands of times more distant (Ryden 2003). This makes
Type Ia supernova visible out to redshifts beyond z = 1.0 and it is this large lever arm
that allows them to be used for cosmology related distance measurements, where dL and
redshift are outside of the regime studied by Hubble himself and into the regime where
their relationship becomes nonlinear.
Standardization
Further investigation into Type Ia light curves has shown that it is possible to utilize photometric information, such as the width of the light curve (Phillips 1993) and the supernova
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color (Riess et al. 1996; Hamuy et al. 1996; Tripp 1998). The so-called “Phillips Relation" corrects the supernova absolute magnitude based on the steepness of the decline
rate; supernovae with luminosities that decline more quickly are empirically shown to be
dimmer than those with longer decline rates in the rest frame. Similarly, supernova colors
also correlate (more weakly) with their luminosities and it has been empirically shown
that bluer Type Ia supernova are brighter than those that are redder. Kasen & Woosley
(2007) show that the likely cause of both relationships is related to the Fe found in the
later stages of the Type Ia light curves. Cooler (i.e. dimmer) Type Ia SNe will experience Fe III to Fe II recombination more quickly than their brighter counterparts. As this
recombination occurs, Fe II and Co II absorption begins to happen in the bluer end of
the spectra and that light is re-emitted in the redder bands. This drives the luminosity in
the bluer optical bands down more quickly while making the supernova redder overall.
The overall effect of the Phillips Relation is displayed in figure 1.1, which shows how the
absolute magnitude correlates with the light curve width (here parameterized by ∆m15 ).
By making additional corrections to these factors it is possible to reduce the variation
in the inferred MV (and thus the luminosity distance) from 30% to approximately 6%
(Perlmutter & Schmidt 2003).
The application of these corrections was been used by the Supernova Cosmology
Project (Perlmutter et al. 1999) and the High-z Supernova Search (Riess et al. 1998)
teams to turn Type Ia supernovae into precise cosmic distance indicators. They originally
attempted to determine if the cosmic expansion was being slowed to the point that the
universe would one day retract (indicating ΩM ≥ 1) or if the expansion would continue
indefinitely (indicating ΩM < 1.0). Instead, both groups independently found that the
cosmic expansion is actually accelerating, postulating that the acceleration is driven by a
“dark energy" (ΩΛ ) component with w ≈ −1. This finding earned Perlmutter, Schmidt
and Riess the Nobel Prize for Physics in 2011 and the combined results from Perlmutter
& Schmidt (2003) can be seen in figure 1.2.
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Figure 1.1: Here we reproduce the width luminosity relation from Phillips et al. (1999), which shows that
the peak luminosity in the B, V, and I bands is correlated with the width of the light curve. The light curve
width is parameterized here by ∆m15 , which represents the change in B band magnitude 15 days after the
light curve’s peak. A lower value of ∆m15 indicates less dimming over that time period, which correlates
with bright peak Type Ia supernova luminosities in all three bands.
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Figure 1.2: He we reproduce the cosmology findings from Perlmutter & Schmidt (2003), which combined
the supernova distance and velocity information from Perlmutter et al. (1999) and Riess et al. (1998) to
determine that cosmic expansion was accelerating. This implied that the universe was composed not only
of matter (ΩM ), but of dark energy (ΩΛ ), which are plotted on the left to show not only the agreement
between the surveys but also that they fit with a flat-universe model (ΩTotal = 1). The right plot shows
µ = m − M of the combined Type Ia supernova samples as a proxy for distance and redshift as a proxy for
recession velocity. At high redshifts, the datasets, both individually and combined, favor a model where
ΩΛ > 0 and ΩM < 1.
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Progenitors
The exact nature of Type Ia supernova progenitors is unknown and currently a major
source of contention within the supernova community. Given their value as cosmological
probes, this lack of understanding of the progenitor systems has unsurprisingly motivated
a great deal of interest. Any additional knowledge about the source of these events could
possibly be used to improve upon the luminosity corrections discussed in §1.2.2. This
could improve the systematic uncertainties associated with Type Ia supernova distances,
this increasing their utility. Type Ia supernova, as discussed in §1.2.1, lack any hydrogen
or helium lines, which is seen as an indicator that they have long since lost their H/He
envelopes. Combined with their observed presence in galaxies with little to no star formation, this excludes these supernovae from originating as single, high mass stars. Therefore, unlike Types Ib/c and II supernovae, where the progenitor system is understood to
be a massive, highly evolved star at the end of its lifespan, Type Ia supernovae progenitors
are commonly believed, but not confirmed, to be Carbon-Oxygen white dwarf stars (CO
WD). These WD are in a common orbit with a companion star that donates mass to the
WD over time until the WD nears or attains the Chandrasekhar Mass of approximately
1.4M (Chandrasekhar 1931). Late time Type Ia supernova spectra also show significant
amounts of Fe, indicating that Type Ia supernovae are among the main producers of Fe
in the universe. This Fe is the final result of the radioactive decay chain from the

56 Ni

initially produced in the supernova explosion, which decays to 56 Co and then later to 56 Fe
(Colgate & McKee 1969). This radioactive decay happens with half-lives approximately
1 week for Ni to Co and 2 and a half months for Co to Fe in the rest frame of the supernova and effectively powers the supernova light curve post explosion for up to several
months.
Mass donation to the WD progenitor is commonly believed to be through one of two
channels. The first channel involves accretion from the outer envelope of a main sequence
or highly evolved red giant companion in what are called single degenerate systems (SD)
(Whelan & Iben 1973). The second channel is called the double degenerate scenario,
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where ignition mass is achieved after the orbital in fall merger of two WD stars. The
combined mass of the two WD are close to (Seitenzahl et al. 2013a) or more than the
Chandrasekhar mass (Webbink 1984; Iben & Tutukov 1984) and eventual contact between
the pair of WD can create conditions (i.e. densities) where the thermonuclear runaway
can ignite. There is some difficulty in differentiating between these models through the
analysis of individual events because theoretical computations involve extremely complex radiative transfer modeling that has only recently had limited success in actually
simulating these cosmic explosions in three dimensions (Fink et al. 2014; Kromer et al.
2013). Kasen et al. (2009) discusses the common perception that the explosions begin
as subsonic deflagrations before evolving into the final, supersonic detonation. However,
even successful simulations begin at the start of the explosion, rather than prior to the
beginning of the deflagration and detonation processes(Seitenzahl et al. 2013b). As such,
the debate about progenitors includes even the direct manner of the explosion itself.
In addition to these problems modeling the explosions, observational markers that
would otherwise indicate the prominence of one progenitor channel over another have
provided limited utility in determining the model dominance, although the most recent
evidence does point to a mixture of progenitor systems (Greggio 2010). Potential SD systems, where the WD interacts with a MS or RG companion are well observed (Parthasarathy
et al. 2007), but none have ever been observed prior to a Type Ia supernova explosion and
observed explosions which exclude the DD model are relatively rare; SN2006x presented
evidence for circumstellar Na that was interpreted by Patat et al. (2007) to indicate that it
was birthed from a SD progenitor, but such evidence for the SD channel is absent from
almost all other Type Ia supernovae observed. Other analysis for SN PTF 11kx from the
Palomar Transient Factory (Dilday et al. 2012) indicated the same material and that a red
giant was the most likely companion, but this explanation was disputed by other works
(Soker et al. 2013; Shen et al. 2013). Meanwhile, Kasen et al. (2009) shows that, due
to expected interaction with a non-degenerate companion’s envelope, about 10% of Type
Ia supernova with SD progenitors, specifically with highly evolved red giant progenitors,
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should have increased luminosity observed in the bluer optical and UV bands. The lack
of such observations indicates that RG companions are not the preferred companion star
in the SD channel, if they exist as progenitor systems at all. Evidence that at least some
Type Ia supernova progenitors are from DD systems is slightly more clear cut, with several events identified to be the results of Super-Chandrasekhar mass progenitors (for an
example, see Yamanaka et al. (2009)), which can be more easily explained with the DD
scenario. Ultimately, there are indicators for both types of progenitor systems, though
DD provide fewer avenues for rejection as a progenitor model.

1.2.3

The SALT2 Model

Once a set of supernova light curves for cosmological analysis have been chosen, it is
necessary to characterize the light curves in such a way that the distance modulus µ can
be calculated for each supernova. Because µ implicitly includes the absolute magnitude
of the supernova, which exists in the supernova rest frame, it is necessary to fit the light
curves with a known, predefined model to find the light-curve width and color parameters in the rest frame. The Spectral Adaptive Lightcurve Template algorithm, commonly
known as SALT2, is a light curve fitting program first described in Guy et al. (2007a) that
uses a model of the Type Ia supernova spectral energy distributions (SED) that evolve
with time to calculate the expected rest frame flux for supernova in a given passband. This
flux determination assumes that a Type Ia supernovae can be parameterized by (T0 ,c,x1 ,
m∗B ), where T0 is the epoch of maximum luminosity in the B-band (Landolt & Uomoto
2007). c is the measured offset of supernova color with respect to the expected value
(c = (B − V )0 − hB − V i) so that a larger c indicates a redder supernova and x1 is a representation of the stretch parameter which incorporates light curve stretch (analogous to,
although not exactly, ∆m15 ) as well as the remaining color variation. Finally m∗B is the apparent magnitude of the supernova in the B passband at peak luminosity. Generically, the
flux, f , at rest wavelength, λ , and at a time relative to the peak luminosity, ∆T = T − T0 ,
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can be described as
"

∞

#

f (SN, ∆T, λ ) = X0 × F0 (∆T, λ ) + ∑ Xi Fi (∆T, λ ) eβ (λ )c

(1.17)

i=1

Where X0 is a global normalization factor of the entire SED (which is itself defined
by F0 and “corrected" via Fi ) and Xi are parameters intrinsic to the supernova itself. β
is a supernovae color law that affects the flux through c and is fit globally as well. The
SED model can trivially be modified based on the measured redshift of each supernova
in a given sample, making the application of K corrections on the flux value unnecessary.
Flux in a full passband can be calculated by integrating this flux equation multiplied by
the passband transmission function corrected for redshift (Kessler et al. 2009a).
Magnitude is in log f space, so to transform the model into a magnitude we take the
log of the flux. We will also assume that Xi>1 Fi>1  X1 F1 as a simplification. If we
treat X1 F1  F0 as well, then the log [F0 (∆T, λ ) + ∑∞
i=1 Xi Fi (∆T, λ )] can be expanded as a
Taylor series:


f
F1
F0
log = log X0 +
X1 −
+βc
F0
F0
F1

(1.18)

At T = T0 , the light curve fit will then produce the values for the supernova parameters
(T0 ,c,x1 , m∗B ) which can then be used to determine µ as follows
µ = m∗B − M + αx1 − β c

(1.19)

β is the same color law as before and both M and α are fit based on the global supernova sample but minimizing the residual between ensemble µ values and the Hubble
Diagram (Astier et al. 2006). α and β can be fit independent of the cosmology using
SALT2mu (Marriner et al. 2011), where α is, in terms of the standardization method
described in §1.2.2, analogous to the Phillips relation. The x1 , m∗B and c parameters then
describe the supernova itself and are derived from the fit of the individual supernova to the
SED model. Both α and β are positive by default, so µ increases as the stretch increases
but decreases with supernova redness.
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Because SALT2 fits an SED to measured flux values, it is vital that the transmission
functions for a survey’s pass-band filters are very well understood. Otherwise they can
easily become a dominant source of systematic uncertainties and comparisons between
different surveys will yield different results. This was the case between the supernova
results from Sloan Digital Sky Survey II: Supernova Survey (SDSS II hereafter) (Frieman
et al. 2008) and Carnegie Supernova Project (hereafter CSP) (Hamuy et al. 2006). In
the case of SDSS II, the u-band model and transmission function uncertainty resulted in a
significant contribution to the systematic error budget for their first year cosmology results
(Kessler et al. 2009a). By comparing supernovae observed by both surveys, Mosher et al.
(2012) was able to characterize that uncertainty in the u-band and improved u-band model.
A number of assumptions that may be unfounded go into any method of light curve
fitting. In the case of SALT2 there is the implied assumption that rest frame supernova
spectra at high redshifts share the same features and variation with explosion evolution
as those at low redshifts. There is also the assumption, when fitting for c, that sources
of intrinsic supernova do not evolve with time. Studies from the previous SDSS II and
SNLS have fit α and β in bins of redshift and found evidence for an evolution of β with
redshift (Kessler et al. 2009a; Guy et al. 2010). In §1.4 we will discuss how the evolution
of the Type Ia supernova rate brings these assumptions into question (albeit indirectly).
Throughout this work, we will use the broad range version of the templates used in
Guy et al. (2010), which include in them both UV and IR flux, in order to avoid any so
called “fitting artifacts" where the fitter attempts to fit high redshift supernovae with an
SED model where the flux falls to zero at a sudden, fixed value of λ . Also, SALT2 is
not the only noteworthy lightcurve fitter; others include SNOOPY (Burns et al. 2011) and
MLCS2k2 (Jha et al. 2007), but we will leave analyses with these and other light curve
fitters to other work.
In addition to calculating the distance proxy, µ, SALT2 can also be used as a form
of photometric redshift calculator. When using a sample of supernovae to calculate a
cosmology, it is necessary to fit for M, α, and β in order to properly fit the other val-
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ues. However if these parameters are predetermined (α ≈ 0.13 is somewhat well defined
across the literature, for instance (Kessler et al. 2009a; Barbary et al. 2012; Rodney et al.
2014; Astier et al. 2006)), then z can be effectively added to the parameter search grid
and the photometric redshift is the z that best fits the SED model given the light curve
data. Such a method is included in the SNANA (Kessler et al. 2009b) implementation
of SALT2, where α and β values can be predefined. In §1.3.2 we will discuss how the
SALT2 model best fit can also be used in determining the Type Ia supernova Bayesian
evidence from the light curve data for photometric supernova typing.

1.3
1.3.1

Finding Type Ia Supernovae
A Brief History of Supernova Surveys

The improvement in supernova observation technology as well as the increased interest
in supernovae over the last 30 years are well illustrated by the fact that 1987 was the final
year that only one supernova was observed. Large scale surveys of the sky have allowed
for a constant increase in the supernova discovery rate since that time. For those surveys
that are used as discovery engines for detailed spectroscopic follow-up, it can be beneficial to use a wide field of view to observe a broad observing area at low redshift, ensuring
that all Type Ia supernovae discovered are bright enough that spectroscopy data is trivially
obtained. One modern example of a very low-z survey is The Nearby Supernova Factory
(Wood-Vasey et al. 2004b; Aldering et al. 2002) searches for supernovae in images from
the Near-Earth Asteroid Tracking project (Pravdo et al. 1999) in the redshift range of 0.03
to 0.08 and then observes them spectroscopically with very high cadence on the University of Hawaii 2.2m telescope. Another, The Palomar Transient Factory (Law et al. 2009)
uses the 1.2m Oschin Schmidt Telescope, mounted with a 12Kx8K pixel camera on a
7.5 square degree field of view as a discovery engine of many different transient types
which are then followed up by over a dozen telescopes around the world (Rahmer et al.
2008). These low-z surveys are not, by themselves, useful for individual cosmological
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Figure 1.3: This figure reproduces a modified visualization comparing the SNLS and DES distribution
functions from Bernstein et al. (2012). While SNLS was a high-z supernova survey with observations within
the redshift range 0.5 < z < 1.0, its ability to observe in the z-band at high redshift (and therefore large
magnitudes) was hindered by the low quantum efficiency of its detector at large wavelengths. At a z = 1.0,
SNLS u0 is redshifted into the i0 -band and g0 into the z0 -band, leading to a lack of color measurements at
high redshifts. The improved quantum efficiency found in the DES CCDs will allow for color measurements
even at the SN detection limit.
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measurements due to the lack of observed redshift range but are vital to improving our
understanding of the properties of Type Ia supernovae in the rest frame. This was the case
for both Phillips (1993) and Hamuy et al. (1996) when they correlated other supernova
properties with their luminosity. Beyond that, low-z samples provide high signal-to-noise
templates that can be effectively used when attempting to train light curve differentiation algorithms. Meanwhile, the cosmological value of these low redshift survey samples
is obvious when combined with higher redshift surveys and used as low-z anchor measurements on the Hubble Diagram. Figure 1.2 illustrates the value of these low redshift
samples quite clearly, where the distance “excess" at high redshift is obvious only because the redshift-distance relationship is so well constrained at low redshift. For surveys
with telescopes capable of observing Type Ia supernovae at greater distances, either at so
called “mid-z" (0.1 < z < 0.5) or “high-z" (z > 0.5), these higher redshift samples provide cosmological measurement value because the effect of cosmic acceleration on their
distances are easier to detect (again, as is obvious from 1.2).
Since the discovery of dark energy, numerous surveys have been dedicated to the discovery of statistically significant (i.e. large) supernova samples to be used directly for
cosmology as well as for training photometric classifiers. Beyond that, supernovae are
objects of interest in their own right. A variety of surveys have discovered thousands of
Type Ia supernovae over the redshift range 0 ≤ z ≤ 1.5: the aforementioned SDSS II,
(Sako et al. 2014) SNLS (Guy et al. 2010), Equation of State Supernovae trace Cosmic
Espansion (ESSENCE, at the Blanco Telescope prior to DES) (Miknaitis et al. 2007),
CSP low-z and high-z surveys, (Burns et al. 2009; Hamuy et al. 2006), The Cosmic Assembly Near-Infrared Deep Extragalactic Legacy Survey (CANDELS) (Rodney & CANDELS+CLASH SN Team 2014) and the Panoramic Survey Telescope & Rapid Response
System (Pan-STARRS) (Huber et al. 2015) are just subset of the surveys from the last
10 years that will each probe some significant portion of the Type Ia supernova redshift
range; supernova cosmology has effectively reached the point where uncertainties are no
longer statistics-dominated. Figure 1.4 shows the Hubble diagram over the redshift range
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in which Type Ia supernovae are known to exist, reproduced from the SNLS 3-year supernova results (Conley et al. 2011) and consists of several hundred supernovae. Reduction
in this scatter about the Hubble diagram, therefore, is of the utmost importance in improving cosmological measurements with supernovae, a problem that is being attacked from
several angles. Improvements in light curve fitting technology (Mosher et al. 2012; Guy
et al. 2010), flux calibration (Conley et al. 2011; Kessler et al. 2009a), studies into Type
Ia supernova evolution and understanding intrinsic supernova colors and dust extinction
components of the observed colors (Howell 2011), correlation of supernova parameters
with those of the host galaxy (Gupta et al. 2011; D’Andrea et al. 2011), relative rates of
supernovae (see §1.4), further parametrization of supernova events (Kim et al. 2013), and
more advanced progenitor studies and simulations are all avenues for improving systematics that are being explored to reduce the overall systematics of Type Ia supernova distance
measurements from 10% to the 1% in the era of “precision cosmology." Of these, improvements to light curve fitting, cross calibration uncertainties, rate measurements, host
correlations and possible studies of supernova evolution can all potentially be improved
upon through the use of homogeneously observed Type Ia supernova datasets over a large
redshift range. The Dark Energy Survey, projected to find thousands of high signal-tonoise light curves from z = 0 to z = 1.2 (Bernstein et al. 2012), can provide just such
a dataset, with its large field of view and ability to detect supernova colors at very high
redshift. In Chapter 2 we will investigate how successful the first year of DES was at
obtaining a broad redshift supernova sample when compared to projections.
Recent estimates of w that combined measurements from Type Ia SN, cosmic background radiation (CMB) and baryon acoustic oscillations (BAO) have uncertainties on
the order of 10% (Sullivan et al. 2011). DES hopes to measure of cosmology with SNe
and BAO from one survey and combined those observations with the additional probes
of galaxy clustering evolution and weak gravitational lensing to achieve cosmological
measurements with approximately 1% uncertainties, possibly allowing for the first measurement of w that varies with time or deviates from -1 (The Dark Energy Survey Collab-
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Figure 1.4: Reproduction of a Hubble Diagram composed of 4 Type Ia supernova datasets from Conley
et al. (2011). The redshift range of the Dark Energy survey has been included at the bottom of the plot,
spanning the complete range of SDSS and SNLS, reaching partway into the regime currently populated
with supernovae observed by the HST. The mcorr are magnitudes determined from the SALT2 fitter.

oration 2005). In Bernstein et al. (2012), it was projected that over its five year lifetime
DES would detect approximately 3500 cosmologically valuable Type Ia supernovae from
z = 0.1 to z = 1.2 and a reproduction of the predicted redshift distribution is presented in
Figure 1.5.

1.3.2

Supernova Type Determination

In §1.2.1, we briefly touched on the way that various supernova types, specifically Type
Ia, can be identified via their spectra. However, as the number of supernovae discovered per year increases and surveys capable of detecting hundreds or even thousands of
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Figure 1.5: Here we present a reproduction of a forecast 5-Year Type Ia redshift distribution from Bernstein et al. (2012), which simulated several different search strategies. This distribution is based on simulations that most closely resemble the first year of observations with DES. The average photometric Type
Ia supernova sample projected was 700 hundred supernova found per six month observing season using
historical data weather data from CTIO.
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supernovae over a project lifetime are now the norm the spectroscopic resources to classify Type Ia supernova are not available. SDSS II (Campbell et al. 2013; Sako et al.
2014) and SNLS (Guy et al. 2010) each have hundreds of supernova candidates that were
not spectroscopically identified; Pan-STARRS (Scolnic et al. 2014) has found and DES
(Bernstein et al. (2012) and this work) is projected to find thousands of supernovae that
will not be followed up spectroscopically. Therefore, the ability to differentiate between
supernova types based on their light curves is of great value. Methods for photometric
identification include cutting on the light curve fitter fit probability as in Sullivan et al.
(2006), Sako et al. (2008) and Bernstein et al. (2012), generating a Bayesian probability
for identification (Poznanski et al. 2007; Sako et al. 2008, 2011) or even doing nearestneighbor machine learning analysis (Bloom & Richards 2012) on the light curve fitter
parameters as in Sako et al. (2014), just to name a few. The last method mentioned is a
step beyond the methodology described here as it requires significant training and is quite
dependent on the simulated dataset. This is such a broad area of study that 2010 gave
birth to the Supernova Photometric Classification Challenge (Kessler et al. 2010b), which
provided a blinded set of supernova light curves over a variety of redshifts to be classified
by the community’s collection of photometric typers. The classifier with the highest figure of merit, as defined by the challenge, was psnid, a photometric typer developed over
the SDSS II survey, originally for selecting transients for spectroscopic follow-up, Sako
et al. (2008) and later used in identifying supernovae for scientific use in Campbell et al.
(2013).
This typer, now a component of SNANA, compares the supernovae light curve to a
set of templates or light curve models in order to generate a Bayesian evidence value,
which can then be compared across evidence from Type Ia, Type Ib/c and Type II fits
to determine a Bayesian probability of which supernova type is most likely (Sako et al.
2011). In addition to the Bayesian probability, a fit probability provides the probability
that the best fit model actually describes the light curve data. Next, we will describe the
methodology involved in this photometric classification method.
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Photometric Supernova Typing
Using the Type Ia model (§1.2.3) and the core-collapse supernova light curve templates,

psnid generates a number of realizations through a parameter space defined by the Type
Ia model parameters (z, x1 , c, m∗b , T0 ) or, in the case of core-collapse supernovae, over the
parameter space defined by (AV , T0 , z)
1
EType = √
2πσz

−

Z

e

(z−zest )2
2σz2

2

× e−χr (Θ)/2 dΘ

(1.20)

Θ

Where, for Type II and Type Ib/c templates Θ = (z, AV , T0 ) and for the Type Ia supernova model Θ = (z, c, x1 , T0 , µ) and the Gaussian distribution over z centered on zi and
with standard deviation σz represents the estimate of the supernova redshift based on its
central value and uncertainty. In the case of supernovae with host spectra, z will be quite
well defined and σz exceptionally small, whereas candidate supernovae with host photometric redshifts will have a redshift prior that is more diffuse. If a redshift estimate is
either purposely excluded from the fit or not available, then σz is treated as undefined and
the normal distribution is replaced with unity, leaving the Bayesian evidence calculation
as
Z

2

e−χr (Θ)/2 dΘ

EType =

(1.21)

Θ

In either case, when marginalizing over the set of parameters, Θ, psnid finds the set
with the lowest possible possible χr2 and treats that set of parameters as the best fit. The
set of SALT2 SED models define the set of functions that the data is compared to, and
fitted rest frame magnitudes in each band are defined as in the model description in §1.2.3.
The intended use of psnid is to classify any number of supernova and the input sample is not guaranteed to even by dominated by Type Ia supernovae. Therefore, when

psnid uses the SALT2 model as its fitting solution, both α and β are given as inputs.
However, because z is treated as a prior rather than a given, the model or template must
be fit along a variety of z values that are predefined as a grid that is searched over. In order
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to find the Bayesian probability for any of the three supernova types, one must compare
the different evidences as follows (Sako et al. 2011):

PType =

EType
∑i Ei

(1.22)

Where in this case i represents Ia, Ib/c and II and the sum of all Pi is unity. The set
of parameters that are associated with the smallest values of χr2 are then considered the
photometrically identified parameter set. In this way, the best fit z can be considered the
photometric redshift of the supernova (assuming that a spectroscopic redshift is unavailable). Past uses of psnid, however, have only been tested on mid-z data, where z < 0.5. In
Chapter 2 we will delve into psnid’s current capacity for estimating supernova redshifts
and in what regimes those redshifts can be considered reliable estimates, in addition to
measuring its ability to identify Type Ia supernova photometrically using griz band data
from the Dark Energy Survey.
This Bayesian method for supernova type determination is capable of obtaining a
sample purity (defined as the fraction of photometric Type Ia supernovae that are actually Type Ia supernovae) of at least 94%, although higher purities are obtainable at the
expense of missing Type Ia supernovae that are not themselves perfectly fit to the Type Ia
model. However, while psnid has proven robust at identifying different supernova types,
it requires a few assumptions. First, it assumes that the supernova candidate is actually a
supernova (as do attempts to characterize the CC contamination in the output photometric
supernova sample). This assumption is generally safe, as supernova candidates that are
not supernovae can either be removed from a sample by selecting for transients that occur
over multiple days (culling out asteroids) or multiple observing seasons (culling out AGN
or other long term variables). It also assumes that the model and light curve uncertainties
are adequately estimated. We will see in Chapter 2 that such underestimations of photometric uncertainty can have a significant effect on a classifier’s ability to properly identify
supernovae. In Chapter 3 we will discuss how uncertainty in the photometric purity with
redshift can have a major impact on supernova rate measurements as well.
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Core-Collapse SN Templates
While the SALT2 model provides a well constrained and approximately complete model
of rest frame Type Ia supernova flux as a function of light curve evolution, there is no
such model that can describe the much more heterogeneous core collapse supernova population. When attempting to fit a light curve as a core collapse supernova, a broad set of
core collapse light curve templates (Nugent et al. 2002; Sako et al. 2011; Kessler et al.
2010b) are fit to the supernova light curve(Bernstein et al. 2012; Sako et al. 2011). Rather
than varying over the SALT2 model parameters the typer will vary over a host galaxy
extinction distribution, AV , a time of peak brightness, T0 , and the redshift. Because the
light curve templates are not derived from an SED model, the template light curves must
be K corrected to properly fit the light curve as the typer searches the parameter space
through redshift and there is an additional prior over each template fit in the form of the
relative rates of each supernova type (Richardson et al. 2002; Li et al. 2011a; Smartt et al.
2009; Leaman et al. 2011). Various CC SN supernova templates are now available in the
SNANA package by default and can be included in both simulations and the classification
algorithms included in SNANA (Kessler et al. 2009b; Sako et al. 2014). Bayesian methods are limited in their ability to classify subtypes of CC SN (Sako et al. 2011) due to the
lack spectroscopic models and psnid is more effective as an algorithm for rejecting SN
that are not of Type Ia than for identifying and separating the various flavors of CC NN.

1.4

The Type Ia Supernova Rate

The Type Ia supernova rate as a function of cosmic volume provides a significant amount
of utility for a variety of astronomical and cosmological measurements. In general, despite how useful Type Ia supernovae are for measuring cosmology, the means by which
these supernovae achieve this ignition mass, as well as the model for the explosions themselves, are not well known (Livio 2000). However, a unique characteristic of the presumed
progenitor for Type Ia SNe is that they require the CO white dwarf to have a companion
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star from which to accrete mass, meaning that the rate of Type Ia supernovae is dependent
not only on the star formation rate, but also the necessary delay time for the progenitor
to achieve either the Chandrasekhar or Sub-Chandrasekhar mass limit needed to prompt
the thermonuclear explosion. Understanding the supernova rate can therefore provide
valuable information about the progenitor systems, either SD or DD, as each system type
predicts different delay time distribution (DTD) models (Greggio 2005) due to the different mechanisms by which the progenitors gain mass. SD progenitors have delay times
dependent upon the evolution of the companion as well as the time needed to achieve the
common envelope phase (Nomoto 1982; Hachisu & Kato 2001). Conversely, DD model
delay times are dominated by the loss of orbital energy through gravitational radiation
and the initial separation between the white dwarf pair. Greggio (2010) (hereafter Gr10)
shows how the DTD is affected not only by the degeneracy of the system, but also on the
evolutionary phase of the white dwarf’s companion, which affects the SD channel, and/or
the separation distance of the companion which can affect both the SD and DD channels.
Gr10 also discusses how the fraction of “prompt" and “delayed" (or tardy) supernova explosions could be used to distinguish between mixtures where both progenitor
degeneracies are equally included across the entire DTD or where the SD and DD models
contribute to different system age regimes. The former could imply that SD models are
dominated by high mass (≥ 5M ) companion stars across all galaxy types, although they
would be missing from older galaxies with extremely low star formation rates. Therefore, knowledge of the Type Ia supernova rate as a function of redshift can be used to
distinguish between the various progenitor models and their combinations. In addition,
knowledge of the Type Ia supernova rate across the range of host galaxy types, as well
as the specific star formation rates of their hosts, can help in the understanding of the
progenitor systems. It has already shown that late type galaxies with higher sSFRs have
higher Type Ia supernova rates per unit mass (Sullivan et al. 2006; Greggio & Cappellaro
2009), which indicates that there is a significant prompt component.
Nonetheless, several works (Dilday et al. 2008; Graham et al. 2008; Dahlen et al.
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2008a; Rodney et al. 2014) have attempted to measure the so called “prompt" and “delayed" fractions of Type Ia supernova explosions directly via the redshift distribution and
assumed cosmic SFR in order to provide insight not only into the makeup of the progenitor systems in a cosmic sense but also, more generally, about how the star formation
rate affects the expected rate of Type Ia supernova. Unfortunately, as will be discussed in
Chapter 3, the uncertainty in the cosmic SFR along with large uncertainties in the volumetric rate make such measurements difficult (Förster et al. 2006), leading to interesting
but inconclusive results about the prompt/delayed fraction at low redshifts (Dilday 2008;
Graham et al. 2008), where the prompt fraction is more evident. Conversely, there are
conflicting results about that fraction using higher redshift observations (Dahlen et al.
2008b; Kuznetsova et al. 2008; Graur et al. 2011; Strolger et al. 2010) but there is significantly more evidence for a prompt fraction when combined with low redshift data
(Rodney et al. 2014). This invites questions of whether there are differences between
high and low redshift Type Ia supernovae and whether those differences could have an
impact on luminosity distance measurements.
Regardless of the value of the above information gleaned about their progenitors, the
Type Ia rate has more uses for galactic evolution studies. Prior to their use for precision
cosmology, Type Ia supernovae were already of interest as sources of Fe (Matteucci &
Greggio 1986; Tsujimoto et al. 1995) in galactic evolution and have also been studied
as sources that increase the temperature of the interstellar medium (Dekel & Silk 1986;
Scannapieco et al. 2006). When studying these evolutionary phenomena over any redshift
range, knowledge of the supernova rate as a function of redshift is needed to accurately
assess various galaxy evolution models.
Finally, the Type Ia supernova rate, as a constant or a function of redshift, is vital
for both the photometric classification of supernovae when used as a redshift dependent
prior and for realistic supernova simulations to determine survey contaminations (Rodney
et al. 2014) which are needed when attempting to optimize a survey strategy (Bernstein
et al. 2012). Even the common back-of-the-envelope assumption of 1 Type Ia supernova
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per galaxy per year, often used to roughly estimate systematic assumptions of Type Ia
surveys, is actually based on an early Type Ia rate calculation made by Zwicky (1938).
When attempting to assess the overall contamination of a supernova sample, the Type
Ia rate is important as part of the underlying redshift-dependent fraction of supernovae
that are Type Ia. Using this knowledge as a part of photometric classification, there have
already been cosmological measurements made using photometrically classified supernovae (Campbell et al. 2013) and the DES cosmological sample will primarily be composed of photometrically typed supernovae so as to leverage the statistical significance
of its sample. Given the current systematic limits on supernova classifiers (Kessler et al.
2009a, 2010b) and light curve fitters, it is conceivable that further understanding of the
progenitor systems will indeed be valuable in improving the systematic error budget of the
dark energy equation of state. Therefore, precise measurements of the rate will directly
effect the cosmological estimates made using modern, large sample population supernova
surveys that will be dominated by photometrically identified supernovae.
Due to its wide variety of uses, the Type Ia supernova rate has been measured as a
function of host galaxy type (Smith et al. 2012), galaxy luminosity (Cappellaro 1999;
Hardin et al. 2000) and as a general volumetric rate (Graham et al. 2008; Dilday et al.
2008, 2010), all of which have different uses. In Chapter 3, we will focus on determining the volumetric rate (measured in SNe M pc−3 year−1 and how it evolves with redshift.
Over the past decade and a half, numerous surveys have measured the rate of Type Ia
supernovae over a variety of redshift regimes. Very nearby, low-z rates as in Cappellaro
(1999) and Li et al. (2011b,a) by way of targeted surveys are useful as anchor measurements which generate volumetric rates using a variety of assumptions about the galactic
luminosity distribution. Middle redshift rate measurements that are based of synoptic
survey data (Dilday et al. (2008, 2010); Graham et al. (2008); Sullivan et al. (2006) are
examples of just a few) that generally indicate an increase in volumetric supernova rate
with redshift (Rodney & Tonry 2010) out to z ≈ 1, while higher redshift, small area surveys, often utilizing the Hubble Space Telescope generally agree that the volumetric rate
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has a turning point at z > 1 (Barbary 2010; Rodney et al. 2014). These surveys generally fit a functional form to the volumetric Type Ia rate, but until recently have required
a combination of datasets to find a robust result (Dilday et al. 2008; Rodney et al. 2014).
The change in volumetric rate, as well as the high-z turnover, indicate that there may be
some redshift based evolution in Type Ia supernovae or their hosts that could potentially
impact cosmological distance measurements.

1.4.1

Type Ia Supernova Rate Using Photometric Redshifts

While several studies (Dilday et al. 2008; Graham et al. 2008) have made use of spectroscopically confirmed supernovae to measure the Type Ia supernova rate, there are inherent
limits on using that approach with modern supernova surveys. These previous generation
rate studies relied on a backbone of supernova samples from a variety of other surveys
in order to obtain enough of a redshift range to accurately measure the supernova rate
as a function of redshift. Combining these surveys is both work intensive (systematics
for various surveys are different and often hard to reconcile) and requires some level of
assumption regarding how alike the survey systematics really are (Barbary et al. 2012;
Dilday et al. 2008). Rate measurements taken from different combinations of samples
can even result in mildly conflicting results, as in Rodney et al. (2014) where the detection of a prompt supernova component was dependent on a supernova sample at very low
redshift. Additional works have also found conflicting models for the supernova DTD
(Graur et al. 2011; Strolger et al. 2010; Dahlen et al. 2008b) at higher redshifts. SDSS
was able to obtain a measurement of the rate out to redshift of 0.3 in Dilday et al. (2010),
but was unable to use that redshift range to measure the prompt vs. delayed (sometimes
referred to as the extended component). Type Ia population with the SDSS sample alone.
Most rate studies with z < 1 are in agreement (Rodney & Tonry 2010), but lack the statistical precision to differentiate between DTD models. Figure 1.6 is a reproduction from
Barbary et al. (2012), which exhibited various volumetric supernova rate measurements
from a variety of sources, displaying the possible turnover in the rate at high redshift.
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Figure 1.6: This is a reproduction of the compilation of Type Ia supernova volumetric rate measurements
from Barbary et al. (2012). The data from that work only show weak evidence of a redshift dependent supernova rate turnover at around z ≈ 1.0, but Kuznetsova et al. (2008) and Dahlen et al. (2008b) in particular
show that the rate at very high redshift (z > 1.5) appears to be lower than around z = 1.0.
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With DES projected to obtain light curves of 3500 supernovae over a redshift range of
0.1 to 1.2 (Bernstein et al. 2012), the need for combining samples to obtain good redshift
coverage is significantly reduced. And LSST is projected to obtain hundreds of thousands
of supernova light curves in that redshift range (LSST Science Collaboration et al. 2009).
However, DES is only expected to obtain spectroscopic classification for approximately
10% of its total supernova sample, with that 10% split over competing scientific goals (supernova that are useful for cosmological measurements may not be the supernovae best
suited to training photometric classifier). This creates a scenario where the already low
spectroscopic efficiency will be difficult to model as a function of redshift and most supernovae will have to be classified photometrically anyway. Supernovae lacking in direct
spectroscopic follow-up will still have their hosts observed spectroscopically, generating
redshifts as reliable as the supernova-host matching algorithm, as in Sako et al. (2011).
However, host galaxy spectroscopy can take years to complete and in Chapter 2 we will
briefly discuss how, after two seasons of observations, only half of the DES supernova
sample has been subject to successful host follow-up. We will also provide a description
of the DES supernova search strategy from Y1 and discuss strategy modifications made
prior to Y1. Additionally, discrepancies between our sample and the expectations from
Bernstein et al. (2012) will be described and accounted for.
This lack of supernovae with spectroscopic classifications or redshifts leads to the
question of whether supernovae with photometric redshifts could prove useful in rate
studies. This is not an unheard-of strategy; it is used by Dilday et al. (2010) and Dahlen
et al. (2008b) for part of its sample as well as Rodney et al. (2014) for their high-z rate
determination but it does present challenges when supernova statistics are low. In Chapter
2 we will discuss the current limitations on photometric redshift determination for Type
Ia supernova and in Chapter 3 we will investigate the supernova rate using photometric
Type Ia supernova sample (with photometric redshifts only) derived from Chapter 2. The
current limitations on our dataset will need to be corrected for in future work and how
those challenges could best be addressed will also be discussed in that chapter. In Chapter
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4 we will summarize our findings and reach some final conclusions.
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Chapter 2
DES Year One Supernova Survey
Strategy and Photometric Supernova
Sample
2.1
2.1.1

Instrumentation and Observation Locations
Telescope and Camera

The Dark Energy Survey (DES) is actually a combination of two surveys. First, a wide
survey covering approximately 5000 square degrees that plans to probe the dark energy
equation of state via weak lensing, galaxy clustering, and large scale structure. The second survey, described here, is will use Type Ia Supernovae as cosmic distance indicators
in order to make cosmological measurements. Observations are made using the Victor
Blanco 4m Telescope at Cerro Tololo Inter-American Observatory in Chile. This facility
now houses the new Dark Energy Camera (DECam) instrument (Flaugher & DES Collaboration 2013), designed specifically for use by the Dark Energy Survey (DES). Prior to
the five year survey, DES ran a science verification season (SV) From November 2012 to
February 2013 in order to test both hardware, software as well as the observing strategies
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for the difference programs. DES will run from September 1 to February 22 starting with
year one (Y1) in 2013 and ending in 2018, for 5 total seasons. Time on DECam during
those months is subdivided into community time and DES, the latter of which splits time
between the supernova survey and the wide survey.
DECam is a mosaic of 70 CCDs over a 3 square degree field of view, 62 of which are
used for observations, while the remaining 8 are used for real time data quality analyses.
The CCDs, developed at Lawrence Berkley Nation Labs (LBNL), are thicker than CCDs
used in previous optical surveys, allowing for better quantum efficiency (QE) in the redder
bands (Diehl et al. 2008). This increased QE will allow the SN survey to obtain rest frame
colors of Type Ia supernovae at a higher redshift than previous ground based surveys
(Bernstein et al. 2012), out to z ∼ 1.0, allowing for higher precision light curve fitting
along the entire redshift range (Astier et al. 2006).

2.1.2

Field Locations

The 10 DES SN fields are located in 4 regions of the southern sky: ELAIS-S1, Stripe
82, CDFS, and XMM-LSS. We adopt a shorthand naming convention so that SN fields in
these regions are denoted by “E", “S", “C", and “X", respectively. There are two shallow
fields in each of these regions, labeled “1" and “2", with the field labeled “1" being at
higher declination. The two deep fields are located in CDFS and XMM-LSS, and each
are given the label of “3." For example, the shallow field located in CDFS that has the
lower declination is referred to as C2, while the deep field would be C3. The coordinates
of the centers of each of the fields is given in Table 2.1.
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Table 2.1. DES SN field list
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Field Name

Central RA

Central Dec

SV First MJD

SV Last MJD Y1 First MJD

Y1 Last MJD

C1
C2
C3
E1
E2
S1
S2
X1
X2
X3

03:37:05.8
03:37:05.8
03:30:35.6
00:31:29.9
00:38:00.0
02:51:16.8
02:44:46.7
02:17:54.2
02:22:39.5
02:25:48.0

-27:06:41.8
-29:05:18.2
-28:06:00.0
-43:00:34.6
-43:59:52.8
00:00:00.0
-00:59:18.2
-04:55:46.2
-06:24:43.6
-04:36:00.0

56266
56266
56266
56267
56267
56266
56271
56267
56267
56265

56331
56341
56342
56307
56307
56328
56328
56326
56332
56310

56693
56698
56697
56697
56695
56697
56694
56698
56697
56697

56534
56536
56536
56534
56534
56534
56534
56534
56536
56536

The selection of the SN fields was dictated by several factors. The main considerations
were the time of observability from CTIO throughout the season, the amount of Milky
Way extinction, the availability of ancillary multi-wavelength data, and the location of
bright stars. Figure 2.1 shows the hours of observability of one representative field in
each of our 4 main regions as seen from CTIO. Observability is defined as hours where
the Sun is > 18◦ below the horizon (after astronomical twilight) and the field is > 30◦
above the horizon (airmass < 2). We used the Milky Way dust maps of Schlegel et al.
(1998b) to place our fields in regions of low extinction. In addition, we attempted to
maximize overlap with existing multi-wavelength data such as UV data from the Galaxy
Evolution Explorer (GALEX) (Murthy 2014) and IR data from Spitzer Wide-area InfraRed
Extragalactic Legacy Survey (SWIRE) (Surace & et al. 2012). An effort was also made to
overlap with the VISTA Deep Extragalactic Observations (VIDEO) Survey (Jarvis et al.
2013), which is observing 12 deg2 in near-IR bands. To determine the locations of bright
stars near our fields we searched HEASARC’s online version of the Yale Bright Star
Catalog, 5th edition (BSC5P) for stars with V -band magnitudes < 7. Most stars were not
bright enough to cause a problem. However, the variable star Mira (V = 3.04) located
near the X fields caused noticeable stray light contamination of 8 CCDs in early SV data,
despite being 390 away from the nearest CCD. This necessitated a repositioning of the
X fields away from Mira. Plots of the focal-plane footprints for the 10 SN fields are
shown in Figures 2.2 to 2.4. The shallow fields are shown in blue and the deep fields are
yellow. The red backgrounds are contour maps of Galactic extinction and the footprints
for several ancillary data fields are overplotted. Bright stars are depicted in white.
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Figure 2.1: Plotted here are the hours of visible for each of the four SN field groups, where visibility
is defined as the number of hours per observing night that the field has an airmass< 2.0, meaning that the
field was at least 30◦ above the horizon. By the end of January the X fields would not remain visible long
enough to take measurements in the deep field z-bands, and the S and E fields did not remain visible for
significantly longer, so the observation expectations were switched to half nights.
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Figure 2.2: The E fields (left) and X fields (right) as they are placed on the sky. Included
in these figures are various surveys that have observations overlapping the DES fields.
Four-pointed stars are included to indicate the locations of bright stars in the immediate
vicinity of the fields. Additionally, the heatmap overlaid on each skymap is included to
indicate where there are large amounts of Milky Way dust.
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Dust map and other survey coverage:
E-CDFS Region
Field Locations
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Figure 2.3: The C fields as they are placed on the sky. Included in these figures are
various surveys that have observations overlapping the DES fields. Four-pointed stars are
included to indicate the locations of bright stars in the immediate vicinity of the fields.
Additionally, the heatmap overlaid is included to indicate where there are large amounts
of Milky Way dust.
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Dust map and other survey coverage:
Stripe 82 Region
Field Locations
S1: RA=42.82000 deg, DEC=0.00000 deg
S2: RA=41.19440 deg, DEC=-0.98840 deg
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Figure 2.4: The S fields exist within the SDSS Stripe 82. Field locations were chosen to
avoid both bright stars and high dust regions as much as possible.
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2.1.3

Observing Conditions

DES observations are scheduled by an automated observation prioritizer, obstac, using predefined observation criteria to determine whether DECam will observe supernova
fields or an area needed for the wider DES survey. Supernova field observations require
that the targeted field is airmass 2.0 and observation time is allocated depending on seeing
conditions and most recent previous observation. Anytime seeing is measured above 1.1"
, obstac will trigger a SN field observation, starting with the field that was observed least
recently. This can happen whenever seeing falls below the trigger, whether that occurs at
the beginning of the night or the middle, assuming that the field will remain observable
(although there may not be enough time at the end of a night to observe one of the deep
fields). obstac also recognizes a “deadman" trigger whereby, if a supernova field has not
been observed at all in 7 days or more, then it must be observed that night if conditions
allow, whether seeing is larger than 1.1" or not. However, if conditions are cloudy or the
data is otherwise not usable for supernova photometry then the deadman trigger is not implemented and the field must be observed again on the next “good" night. After imaging
is complete, a monitoring script measures the SN detection efficiency on a chip by chip
basis for each observed field, which can be used to evaluate whether obstac deadman
needs to be reset to zero or not.
It should be noted that observing procedures differ slightly between shallow and deep
fields. The 8 shallow fields must individually be observable in all bands, griz, consecutively in one pointing. Failure to observe even a single band causes that field observation
to be considered a failure and the deadman trigger will not be set to zero. However, deep
fields, requiring ≈7 times more total observation time than the shallow fields (see Table
2.2), can be observed one band at a time, so g band may observed during one supernova
observation epoch and riz bands may be observed the next if time does not permit all 4
bands to be observed at once. Any observation of a deep field will reset the deadman
trigger, but only for the bands observed.
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Table 2.2.
Band

g
r
i
z
all

2.2

DES SN exposure times

Exposure

Shallow Field
No. of Exp. Total Exp. Time

Exposure

Deep Field
No. of Exp. Total Exp. Time

175
150
200
200

1
1
1
2

200
400
360
330

3
3
5
11

175
150
200
400
925

600
1200
1800
3630
7030

Software and Pipelines

After data is transmitted from CTIO to processing facilities at the National Center for
Supercomputing Applications (NCSA), Supernova observations are put through the Supernova Single Epoch detrending pipeline (SNeSE). During SV and year one data was
put through this pipeline manually by a run manager, but in future seasons a manifest
file will be created upon file transfer, which will begin automatic processing of the data
without human intervention. Along with the Difference Imaging pipeline (DIFFIM), it is
a requirement of the DES project that SNeSE be completed within 24 hours of an image’s
observation, a requirement which was largely met by the end of the first observing season.
Certain steps are prepared before the data arrives at NCSA. Approximately once a
week, coadds of flats (pictures of the dome taken nightly by DECam) and biases (dark
images, also taken nightly) called superflats and superbiases are created using two codes,
developed at NCSA, called mkflatcor and mkbiascor. During SV and Y1, individual
flats were then processed through mkbpm to make bad pixel masks (BPMs). BPMs are later
used to correct for individual hot pixels (pixel values far above the rest of the image) and
bad columns (which are entire columns that maintain pixel values far above background).
In future seasons the superflats will be used to create the BPMs instead.
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2.2.1

Single Epoch Image Reduction Pipeline

SNeSE is largely independent of processing for the wider survey, although it does have
several processing steps in common with the the so called “First Cut" pipeline. All science
products, including images and catalog, are ingested into the DES Data Management
database to keep track of data provenance throughout each step of all DESDM hosted
pipeline. The first step in the process is always bookkeeping. Once that bookkeeping is
completed, DECam_crosstalk is applied to full sets of exposures in order to correct for
crosstalk between CCDs that happens over the course of a single observation.
Once crosstalk corrections have been made, imcorrect_1 does the lion’s share of
systematic corrections to the images. It applies the superbiases, superflats and BPMs
made prior to image processing to the search image and then applies pupil corrections
and photflats to both search and template images.
Following imcorrect_1, bleedmask finds saturated objects in the images, usually
bright stars. These stars produce enough photons that the electrons they generate on the
pixels can bleed in “vertical" stripes in the image called bleed trails. bleedmask identifies
these bleed trails and is able to determine which pixels are part of the stars themselves and
which pixels are part of the bleed trails and masks the pixels belong to the trails. It then
identifies which parts of the bright star are 3σ above the background and masks those
pixels as well, although this functionality can be selectively turned off.
Another instance of imcorrect is run on the image, this time to interpolate over
masked pixels by estimating the sky noise around the masked pixel and applying that
noise level to the masked region. imcorrect will interpolate pixel values across an entire masked bleed trail, but it will only interpolate across a bad column if the column is
3 or fewer pixels wide. As a result, bad columns are not always perfectly masked and
were occasionally put through human scanning during live observation in Y1. Slight
improvements to the pipeline, as well as improvements to object detection via our machine learning algorithm, snautoscan (see §2.2.4 made these bad columns essentially
non-existent in reprocessing runs.
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Once photometric detrending is completed on the individual images, they are processed through a script called astrorefine. The script uses SExtractor to identify a
catalog of objects in the search image to be used with Scamp to determine an astrometric
solution. Then it runs a private code called fwhm which finds the median full width half
max (FWHM) of objects within the image and inserts values describing the size (FWHM)
and ellipticity of the point spread function across the image into the image header. Then,
finally, Scamp compares the SExtractor catalog to external catalogs to determine a full
WCS solution for the observation.

2.2.2

Template Detrending

Additional detrending steps are taken when processing images that will be used in the SN
field templates, both to further refine the images and to determine which images are of
high enough quality to be used as templates. se_bkgd is a script which runs SExtractor
to determine and subtract background from the potential template image. PSFex is used
to model the point spread function across the whole image, which is then provided to

SExtractor in order to create a catalog that includes PSF weighted magnitudes. The
results of these codes and the output catalogs are then ingested into the database to be
used later in determining zeropoints and magnitudes in the differenced images.

2.2.3

Difference Imaging Pipeline

The most common method for finding SNe and other variable phenomena in time varying
data is to subtract a high quality template image from newly made observations and look
for signal in the resulting differenced image. In order to make this type of differenced image from our SN observations we have developed a difference imaging pipeline, DIFFIM,
which is run on our data once it has been successfully processed through SNeSE. Like

SNeSE, DIFFIM is run on a single band, full 62 chip exposure. For the deep fields and
z-band shallow field images, DIFFIM, runs on the individual tilings and also creates the
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coadd that will be used for initial event detection. A full evaluation of DIFFIM can be
found in Kessler et al. (2015), but we will summarize the differenced imaging pipeline
here.
The first step in the difference imaging process is using code makeweight to recalculate the weight map for the single tile search images (not the coadded image). In addition, it also masked image defects in order to prevent subtraction issues further down the
pipeline. SExtractor is then applied to the image in order to make a star catalog that
will be used both for zero point determination and with PSFex in order to calculate the
PSF for the search image.
Once the zero point and psf for the search image have been determined a code called

doFake is used to insert artificial SNe into the individual search images. For more information on artificial SNe and their use in the survey, refer to the section below titled
"Artificial Supernovae." At this point in the processing, we use SWARP to do a median
coadd all of the images from one cutsfilter-epoch in order to get full depth from our zband and deep field imaging. Again, once the coadd is complete, SExtractor and PSFex
are run on the coadd, as they were on the individual images to create a start catalog and
determine the PSF of the combined image.
With the coadds now available for image substraction, we distort our templates to
match the astrometry for both the combined and single exposure image using SWARP because that functionality is not included in the actual difference imaging code that we use.

hotpants, based on a method of image subtraction that is described in detail in Alard
(2000), is the code used for image subtraction. In general, hotpants finds a spatially
varying kernel that it will convolve with the template image in order to match the seeing
of the search image prior to image subtraction. The template usually has better seeing than
the search image, so most of the time, during Y1, the template was convolved to match
the new observation. However, DIFFIM knows which image actually has the smaller PSF
(which can happen when the search image is taken in particularly good conditions) and
forces hotpants to convolve that image to match the other. Without this functionality,
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hotpants would attempt to find a kernel to reduce the PSF size of the template in cases
where the search image has particularly good seeing would produce differenced images
of very poor quality.
Image subtraction completed, DIFFIM runs a final instance of SExtractor on the
newly created differenced images looking for things that exist above S/N of 3.0. If there
is a combined search image then SExtractor is run on that, otherwise it is applied to
the differenced image produced from single search images. The produced detections,
which we denote s-detections, and a variety of associated parameters are sent to a code

filterObj, which does most of the remaining work filtering useful detections into a
catalog that is provided to DES scientists. A more detailed description of the work done
by filterObj can be found in § 2.2.4, where we describe our automated SN detection
process.
After filterObj completes processing, DIFFIM runs the fakeMatch algorithm which
compares s-detections to the fakes inserted by doFake and uses them to measure realtime
pipelne efficiency. The output from fakeMatch is utilized later by our online pipeline
monitoring to help us determine both data quality and the success or failure of both SNeSE
and DIFFIM. During SV, the fakeMatch output was produced to into a log file, but during
Y1 and future seasons it will write quality assurance data to the DES Oracle database.
The final step of DIFFIM, makeStamps creates 51 by 51 pixel “stamps" centered on
every detection thacutst passes through filterObj. In previous (and potentially future)
versions of DIFFIM), this step came prior to fakeMatch, but was actually decoupled from
the rest of the pipeline during SV and Y1 due to data transfer restraints.

Artificial Supernovae
Artificial Supernovae, commonly referred to as “fakes", were distributed throughout the
supernova fields both for quality assurance monitoring as well as future analysis. In section § 2.5, we will be using these fakes to compare our chosen supernova sample with
what we might expect given a certain redshift distribution. For our science verification
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season (SV) and Season 1 (Y1), 25,000 artificial Type Ia light curves were simulated
using the nominal SALT2 model within SNANA. snfake then utilized the PSF model determined in the detrending pipeline to add artificial PSFs to the SN field seach images.
The S fields, which exist within SDSS Stripe 82, had fakes places in a realistic angular
distribution around host galaxies, which themselves were chosen to represent a somewhat
realistic host magnitude distribution. During SV and the first half of Y1, fakes were randomly distributed throughout the other 8 fields, without concern given for the location of
potential “host" galaxies. This was done because those fields lacked a well calibrated catalog of field galaxy locations and photometry. By the second half of Y1 (starting October
21, 2013) a new set of fakes were generated and placed in all 10 fields in the same manner
as those placed in the S fields. This did not have a major impact on image quality tests,
as sky noise in the images dominated host noise in all but the brightest hosts, but it did
provide more realistic differenced image stamps to be used later by our machine learning
code.
Every observation from the SV season contained dozens, if not hundreds, of fake supernovae that could be used to assure the quality of the images. If too many “bright" fakes
were missing from the SExtractor catalogs generated from the resulting differenced images, then the observed image could be flagged as a possible failure. An example plot
used to determine the quality of an exposure can be found in Figure 2.5. During the first
season of the survey proper, we placed 2̃5,000 fake Type Ia supernovae light curves using
galaxy catalogs developed from the SV data. Additionally, to improve our future image
quality measurements, 8 artificial stars of magnitude 20 were placed on each search image, far away from any known stars and galaxies. At this magnitude all of these bright
fakes should be detected on the difference image of a “good quality" observation with
high S/N. We found during SV that, while the fake discovery rate was useful in determining image quality, too often the number of bright fakes found on a single chip was simply
too low to be used as a consistent image quality measurement proxy. For the deep fields
the required S/N was 80 and for the shallow fields the requirement was 20 for an image
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to be considered “good." That way, after the images have been processed the detection
statistics can be displayed quickly to the whole working group. This was done via a web
page so that the SNWG could provide fast, quantitative feedback to the observers. If a
field wide exposure (as opposed to an individual CCD image) was determined to be of
poor quality through this process then the CTIO obstac dead-man countdown would not
be reset after the exposure so that more exposures of the same field could be made the
next night.
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Figure 2.5: An example supernova observation monitoring image which shows a distribution of fake supernovae placed on a field exposure and how many of those fakes were
then detected by SExtractor, the part of DIFFIM that finds detections. Also presented is
the percentage of fakes detected as a function of magnitude. If the 50% mark was measured to be at too low a magnitude (labeled as “Bad") then the exposure was considered a
failure.
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Figure 2.6: An example supernova observation monitoring image which shows a distribution of bright (magnitude=20) fake supernovae placed on a field exposure and how many
of those fakes were then detected by SExtractor on each CCD. If too few of these fakes
were detected on too few CCDs then the exposure would be considered a failure.
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2.2.4

Automated Detection

Once hotpants has been run on the search and template image, the SExtractor is run
on the resulting differenced image. This produces a list of sources, referred to as sdetections, with signal-to-noise > 4.0. During SV, the number of sdetections in an “standard"
image was ∼ 103 , but pipeline and template improvements reduced this number by an
order of magnitude. The locations listed by SExtractor are then put through a piece of
code called filterObj, which cuts out a square 51 pixel stamp and analyses the sdetection on the pixel level. A variety of measurements of the stamp are made, and if those
measurements, such as the number of pixels 6σ below the noise level, fall outside the
desired parameter space then the sdetection is cut as junk. These junk s-detections are
still recorded, but will not be used in downstream analysis. Anything that passes the cut
is called a detection and inserted into an Oracle table called SNOBS, which contains location information as well as the flux and magnitude calculated by filterObj. filterObj
then goes through each detection on the chip, looking for preexisting candidates within
1.80 arcseconds of the detection’s location. If no match is found, the detection is then
compared to all detection locations already in the SNOBS table. If a match is found
within 1.08 arcseconds of the detection, then the average location is labelled as a new
candidate and recorded in our database for further study.
Once filterObj runs to completion, a monitoring script (NAME TO BE ADDED
LATER, runMon?) is applied to the various DIFFIM outputs that does several quick
quality checks on the images, which are then available through the DiffImg monitoring website to the collaborators. Every run is broken down by CCD to check for unusual
variations. Additionally, the efficiency in detecting fake supernova for the run is also determined. A sufficiently low efficiency for a given chip (or a low efficiency for artificial
SNe below a magnitude of 20.0 ) indicates either a failure of the DIFFIM pipeline, which
may then require reprocessing, or a bad observation, which will require an obstac reset
for that field on the following night, as described in 2.1.3.
56

Machine Learning
§2.2.4 and Appendix A will discuss the human transients detection methods that were
used initially in during the SV and Y1 seasons. However, between SV and Y1 considerable work was put into developing a machine learning algorithm that could be effectively
used to remove junk from the DES supernova sample. During Y1, a random forest machine learning algorithm (Statistics & Breiman 2001) was used only to prevent the worst
non-transient artifacts from being viewed by the human scanners, thus reducing their
overall workload. A very detailed description of the development and methology of the
DES machine learning algorithm can be found in Goldstein et al. (2015), but we will
summarize the machine learning system here in order to provide a complete picture of
the DES supernova search strategy as well as show some additional examples of how the
algorithm was improved using further analysis of SV and Y1 data.
The ML algorithm, snautoscan was developed using the scikit-learn Pedregosa
et al. (2012), which is an open source set of Python scripts. The random forest algorithm
takes a set of parameters associated with each individual detection and identifies areas of
a full parameter space that contain either “good" detections or “junk". In the case of a
supernova search, good detection are variable astromical sources and junk detections are
are what we call here artifacts. These areas in parameter space are mapped by training
the ML classifier using raw imaging data from the differenced imaging pipeline. Such a
training set can be created by selecting fake supernova detections or detections classified
by humans as transients as to represent the good detections and either random field detections (the vast majority of raw detections in SV and Y1 would be considered artifacts) or
artifacts as identified by scanners as junk. A separate testing set, using the same typing
of data separation, can be used to evaluate and tune the random forest algorithm and its
constituent parts. Prior to Y1, the good/junk training set was created by selecting detections classified by humans as either “real" and “artifacts," and the ML algorithm was not
used as a single gatekeeper. Human scanning was still required. After Y1 observations
completed, it became possible to simply generate a training sample using fake SN detec57

tions as good and randomly selected non-fake field detections (the vast majority of which
would be classified as artifacts by scanners anyway) as junk.
In the case of DES, the supernova survey developed its parameter set over both SV
and Y1, eventually compiling 38 such parameters that could be used to assign a machine
learning score to detections Goldstein et al. (2015). Some of these parameters would be
useful to separate data sets by themselves while others are only useful in concert with
other parameters. The machine learning score, τ, Bailey et al. (2007) is derived from the
area of parameter space that the detection exists in represents the probability that a training detection in that region of parameter space is considered good. A test set, composing
a dataset that is separate from the training set, can then be used to verify the quality of
the trained classifier. Care must be given to when aggregating the training and testing
sets to make sure that they both fill the parameters space to roughly the same extent, or
the value of τ for future data is unlikely be a good representation of the actual probability that a real detection is “good". Figure 2.7 shows distributions of τ from the latest
version of snautoscan for both fake and field detections, illustrating how the machine
learning score can be used to separate real transient data from artifacts without additional
classification by people. The sample presented was chosen such that the signal-to-noise
for the plotted detections was relatively low, between 3.5 to 6.0, because higher signal-tonoise detections present less of a challenge for either humans or snautoscan to classify.
If the training and testing sets don’t properly represent the true sign-to-noise ratio for
real data and snautoscan can’t separate faint sources from faint junk then the classifier
would essentially just represent a higher S/N cut than we want applied. Once S/N> 6.0
are included the separation between fakes and field detections becomes much more stark,
although somewhat less sensitive to the details of the classifier. It should be noted, however, that the τ values presented here are not for supernova candidates (locations measured throughout the season), but just detections made on individual filter-epochs and
post-processing was used to collect statistics regarding how many detections associated
with a candidate passed our machine learning cuts.
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Figure 2.7: The distribution of machine learning scores for detections made in DES Y1, which are used
as a filter when creating records of transients. Y1 required 2 detections with au > 0.4 on two separate nights
to be associated with the same location before a transients was deemed worthy of more attention, such as
processing through codepsnid. Scores for fakes that were inserted into the images, which are used here as a
proxy for scores for real variable sources, are plotted in green. Scores for real detections, randomly selected
from the field, are presented in yellow. Both have been normalized to 1 in order to accentuate the separation
between the two datasets.
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Post Processing
Once all of the fields for a specific night have been put through DiffImg (successfully or
otherwise), all available candidates are put through machine learning and post-processing.
The post-processing module counts all of the unique epochs and detections (or unique filter epochs combinations of detections, if more than one detection from a given observation is nearby) associated with a given candidate location (within 1.0 arcsecond)and uses
that information to prioritize the candidates for human scanning. Because it could be run
on all detections for a season in aggregate, post-processing became an invaluable tool that
allowed for tweaking of the search radius, described above, without the need to reprocess
images for a whole season through filterObj. This allowed for us to test several different
values for the search radius based on both the minimum radius needed to make a candidate as well as the distance between candidates and their respective detections. Figure 2.8
shows two plots of the probability distribution of angular distances between candidates
and detections, with the overall angular distance PDF on the left and the minimum angular distance PDF on the left. In those plots, the total fraction of candidates that would be
retained is shown as a function of what is essentially the search radius cut. The minimum
angular distance indicates the absolute minimum distance between a candidate and all of
its related detections. By using the minimum angular distance as a measure, it would potentially be possible to make a cut at 0.2 arcseconds which would retain > 95% of actual
transients, but would ultimately cut out 50% of the total number of candidates (the vast
majority of which would be junk), without ever leveraging snautoscan or human scanning. The downside of such a small search radius, however, is that while it would result in
little to no loss in discovery efficiency in the long term, when combined with the approximately 5 day cadence such a small search radius would ultimately reduce the number
of Type Ia supernovae found before peak brightness, which would greatly reduce DES’s
ability to obtain any peak brightness spectra of any of its candidates, which are expected
to represent 10% of the total supernova sample. And while DES is largely a photometric
survey, the ability to obtain spectra of a portion of the total sample is an important goal of
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Figure 2.8: In order to determine a search radius within which to create candidates that
can be followed throughout the season, we had to determine a minimum Θ to distinguish
junk from real astronomical events. On the left we plotted the angular distance between
known candidate locations and related detections to determine the maximum angular distance that no longer improves our ability to find candidates. The second plot shows the
minimum distance between candidate location and related detections, for which 9̃0% have
a minimum angular distance below 1”.
the survey that cannot be compromised. This leaves the option of using the total angular
distance distribution, where approximately 100% of real transients would be retained by
using a search radius of 1.0 arcsecond, which would result in approximately a 30% junk
reduction over the whole sample.
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For the SV season the main requirement was the “numepochs" cut; a candidate needed
to have multiple filter-epochs worth of detections within the post-processing search radius
before being sent to the human scanning, where a filter-epoch is defined as an individual
detection of a transient in one band in a single observation night. Barring the approximately 1% overlap between fields, transient can therefore have up to 4 filter-epochs per
night. This requirement alone prevented a significant portion of candidates from reaching
future processing steps, but it was most valuable in removing asteroids and Kuiper Belt
Objects from the SN candidate sample. During Y1, this same requirement was kept, but
in addition to having at least two unique filter-epochs being detected, at least two of the
filter-epochs were also required to pass an snautoscan τ cut of 0.5. A higher cut would
have provided signifantly less junk, but 0.5 was chosen as the cut value because it does not
remove a significant portion of the fake supernovae candidate sample. Future processing
runs and seasons might be able to use a higher cut to provide even better sample purity
with future iterations of snautoscan.
If the candidate passes the numepochs cut and hasn’t already been classified as a transient and more than one unscanned detection is associated with the candidate then all of
the unscanned detections are sent to human scanners for visual identification. Most often this would result in candidates being scanned only one time, but it was possible for
candidates to be scanned multiple times, something which happened in many cases ultimately at the expense of . Candidates that would be classified as artifacts were rescanned
multiple times (every time unscanned detections passed the machine learning cut), which
allowed for transients to be identified even in locations that were previously identified as
“artifacts."

2.2.5

Human Transient Detection

Human scanners then use a web interface to classify each individual useful detection as
either an artifact or non-artifact by looking at search, template and differenced image
stamps. Artifacts can be bright areas within or near the boundaries of a missubtracted star
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or even cosmic rays. Several examples of artifacts that were rejected by human transient
detection can be found in Figure 2.9. Whenever 2 or more detections were labelled as
non-artifact, the candidate then became categorized as a “transient". This does not necessarily indicate that the candidate is a supernova, however. Astrophysical transients include
variable stars, quasars, AGN or very rarely even asteroids. There is also the chance that
the human scanners are capable of making mistakes, accidentally applying the transient
classification to non-astrophysical objects. Regardless, all identified transients received
a DES transient designation, which includes information regarding season, observation
field and order in which the transient was discovered. For example, DES13S1a would
have been detected during the Y1 observing season, in field S1 and would have been the
first transient identified during the Y1 season. Conversely, if the number of artifacts associated with a candidate is sufficiently large, and the candidate is determined to have
originated from a stellar object, then the candidate may be placed into the star veto catalog for future observing seasons. Placement in the veto catalog would prevent future
observations of that location from being flagged for scanning. For a more detailed look at
the DES SN human scanning strategy and interface, see Appendix A.
For subsequent observing seasons, as well as future image processing runs of older
data, transient detection will begin to rely more heavily on our snautoscan algorithm,
while the continued use of human scanning will focus more on quality assurance. This
was already the case for much of the observing season which started in August 2014. As
each candidate takes about 3 to 5 seconds to scan, depending on the number of associated
detections, this resulted in a significant reduction in man-hours needed to maintain a contant stream of new supernovae. Using Y1 as a baseline, which has approximately 268,000
candidates that required scanning over 6 months, and assuming no other additional improvements had been made to junk rejection other than improvements to the machine
learning algorithm, the implementation of a full-time machine learning detection system
will result in 180 ± 50 man-hours in work saved in each subsequent season. Over the 4
remaining seasons of DES that is over 3 months of 40 hour work weeks’ labor saved.
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Figure 2.9: Several examples of image artifacts that were rejected by human scanning.
In order they are examples of a and b) badly subtracted stars, c) hot pixels, d) subtracted
diffraction spikes (as well as a "masking artifact," e) bad columns, and "tape bumps."
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2.2.6

Forced Photometry

Another step that takes place after a candidate is created is forced photometry, performed
by the aptly named forcePhoto. This program creates a FITS format stamp from all
of the images in the season which overlap the candidate’s location. forcePhoto then
does PSF-fitting photometry (Stetson 1987) on the candidate’s location. This photometry
information, along with valuable metadata like observation night, band and CCD number
is placed into a database table, SNFORCE, to be made available for use with photometric
classifiers, such as Sako11 and light curve fitters like SALT2. forcePhoto is not meant to
represent a final photometric solution, such as photometry measuring algorithm including
scene-modeling photometry (Holtzman et al. 2008), but it can be run at regular intervals
throughout the season. For this work, forced photometry will be used in all analysis.

2.3
2.3.1

Discussion
Observations and Transient Detection (Data Discussion)

Over the course of the 2012 and 2013 seasons, the DES Supernova Survey observed its ten
fields dozens of times a piece. In this section we will discuss first the SV observations,
which were meant to be a smaller scale approximation of a regular season but which
did not meet the science requirements for the greater survey. We will also describe the
changes to observing strategy between SV and Y1 and then discuss observations that took
place during the first season.

Observations and Processing During SV
SV observations took place starting on November 18, 2012 through February 22, 2013 ,
resulting, ultimately, in 4993 named transients for the SV season. Our first observations
included several observation runs that were later used to create our SV template images.
Under the conditions of a regular season, templates are coadds containing multiple, high
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quality observing nights’ worth of data, but given the short timescale of the SV season and
its more limited observing goals we used templates that were made of a few observing
runs throughout the end of November and early December. Templates for any individual
field were made from the “best" night’s data for that field in that time frame. In some
cases, this even resulted in template images that were observed as late as December 8,
even when search images were observed as early as December 3. As such, for approximately the first month of the SV season (of which there were only two months worth
of search images) we expected our differenced images to be affected by SN light in the
templates. This limited the utility of forced photometry in classifying SNe in SV data,
making that data less useful for science purposes, but the observations were still useful
for testing our pipeline and determining additional steps that needed to be taken to make
our data set manageable. The implementation of these processing improvements led to
the pipeline steps described in §2.2.4 and 2.2.4.
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Figure 2.10: The distribution of observations made in each of the 10 supernovae fields during the science
verification season. Shallow fields are observed as an ensemble, so the number of observations within a
band will (almost) always be equal.
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Fig. 2.10 displays the number of observations per field and band made during the
SV season. The shallow fields all have the an equal number of observations per band
per field because shallow fields require all four bands to be observed as a unit. If the
observation of one band in a a shallow field were to fail over the course of a night, that
field would need to be reobserved. Deep fields have different numbers of observations
per band because they did not have the same requirement. X3 in particular has the least
number of observations, which can be explained by looking at Fig. 2.11. Fig. 2.11 shows
that The E fields were dropped from the observation queue as of January 15, 2013 and
X3 was dropped on January 18. At that point in the survey these fields were not above an
airmass of 2 long enough to be reliably observed. X1 and X2 required significantly less
time to observe than X3 (see Table 2.2).
In Bernstein et al. (2012), it was assumed that approximately 15% of observations
gaps would be greater than 10 days, but Fig. 2.11 shows that there were several significant gaps in observation during the SV season. The distribution of these gaps is displayed
in Figure 2.12, which shows that 22% of the SV cadence gaps were larger than the 10
day goal. These gaps were caused by a failures to predict scheduling conflicts as well
as weather. Schedule gaps were not accounted for in the survey scheduling software,

obstac, so future, scheduled dark time was never used to determine if the SN fields
would be observed. This led to instances when the deadman trigger would happen during dark time and extend the observation gaps beyond the expected 10 day maximum.
There were also limited instances where clouds blocking the sky or other weather created
seeing condition that were below even those needed for supernova observations, which
occasionally extended observations passed the 10 day limit.
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DES SV: Supernova Cadence
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Figure 2.11: The individual observation nights for each of the ten fields, split into bands during science
verification. Shallow fields (fields ending in 1 or 2) had each band observed in sequence every time observations were made unless weather prevented the sequence from finishing. Several large observation gaps
exist in the SV season which make the season less useful as a source of scientific data.
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Figure 2.12: A histogram of the observation cadence of the SV season, where an individual cadence
measurement is the number of nights between an observation of the same field in the same band. Several
large observation gaps caused the SV observation cadence to be larger than expected in Bernstein et al.
(2012)
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Observations During Season 1
In response to the number of large observations gaps that happened during the SV season,
the 2013 season (hereafter Y1) observing strategy was revised to mitigate repeat occurrences. Weather related observation delays are ultimately not preventable, but planned
non-DES time, either for engineering or community observation, is scheduled before the
start of the season. Because of this, it was possible to change obstac to determine ahead
of time if the dead man trigger would be passed during future dark time, at which point
the dead man trigger could go off early if weather allowed. In order to “pay" for this
in a way that increased the observation time of the DES wide survey, a requirement was
added to obstac that would prevent SN field observations from happening if the previous
observation of the field (or field-band for deep fields) was less than 4 days old and the
seeing was less than 1.5”. This is reflected in Figures 2.13 and 2.14. Where 22% of the
SV gaps were 10 days or more, such large gaps only represent 10% of the observation
gaps in Y1.
As a result, observations were much more evenly distributed across Y1 than the observations during our SV season, as can be seen in Figure 2.16. All fields had coverage over
the entire 5 and a half month observation period, as opposed to SV, where we stopped
observing several fields early and a much larger share of our coverage gaps were larger
than the 10 day soft limit. See Table2.1.2 for a summary of the start and end observation MJDs for each supernova field. The distribution of supernova discovery dates was
more peaked on nights with many field observations in the first half of the season than the
second, where the first half of the season saw many observations taken on the deadman
trigger night for many of the supernova fields at once. However, as the season progressed,
the deadman trigger began to be reset for the different fields at different times, resulting
in a wider spread of discovery dates after approximately the season’s halfway mark. Figure 2.15 shows the distibution of supernova discovery dates (not to be confused with T0 )
for photometric Type Ia supernovae passing the cuts described in §2.3.2 throughout Y1,
the total number of field-band combinations observed on the night for both shallow and
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DES Y1: Supernova Cadence
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Figure 2.13: The individual observation nights for each of the ten fields, split into bands during Y1.
Shallow fields (fields ending in 1 or 2) had each band observed in sequence every time observations were
made unless weather prevented the sequence from finishing. The two large gaps in October and November
happened around engineering runs when DES was not using DECam for observations.
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Figure 2.14: The distribution of observation cadences for Y1. Unlike the cadence distribution in SV, the
vast majority of observations happened with a cadence between 4 and 7 days.
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deep fields is also plotted. Unsurprisingly, on nights where the gap between observations
was large and the number of field-bands observed was also large, the total number of
supenovae discovered would be quite high. Those gaps which are larger than 10 days in
Y1 were still due to combinations of weather and survey dark time, but the effects were
greatly mitigated by the preemptive trigger option. Figure 2.14 shows the distribution of
these coverage gaps for Y1, with cadence peaks at 4 and 7, days exactly because of the
aforementioned observation requirement change and the dead man trigger, respectively.
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Figure 2.15: The distribution of nights on which Y1 Photometric Type Ia supernovae were first detected
in codeDIFFIM. The total number of field-bands (e.g. X3-g) in the deep, shallow and total fields are also
plotted in red, blue and black data points. The total number of supernovae discovered on a given night is a
function not only of the number of field-bands observed on a night but also as a function of the number of
nights since the last observation. This not only because several days worth of new supernovae would have
become visible, but also because the observations that happened because of the deadman trigger will have
better seeing.
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Figure 2.16: The distribution of observation counts across all fields for Y1. The shallow fields are
observed as a set, in sequence, so all bands should be observed in a shallow field the same number of times
unless the sequence is interrupted by weather or other issues. Deep fields are observed on a band-by-band
basis, which allows for some variation in the number of observations per band.
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CCD Failure
There were two instances of CCD failure that affected the observations taken in Y1. Prior
to the beginning of Y1, one of the 62 CCDs on DECam (specifically, CCD #61) failed.
Some effort was made to repair the CCD, but after some engineering time was taken to
fix the issue it was determined that the CCD would be left unfixed for the Y1 season.
Then, on sometime after November 28, 2013, CCD #2 also failed. These 2 CCDs out
of 62 represent 3.6% of the DECam focal plane. However, because CCD 2 only failed
approximately halfway through the season, the effective loss of observational area was
actually 2.5%. While it is conceivable that the CCDs could be repaired prior to future
seasons, the lost data cannot be retrieved for those two CCDs because their images were
not even put through DIFFIM over the period that there were failures.

2.3.2

Photometric Typing

As described in Bernstein et al. (2012), the large majority (approximately 90%) of supernovae detected by DES will not be observed spectroscopically. Instead, most SNe discovered by DES will have to be photometrically typed using spectroscopic redshifts from
their respective hosts. After 5 seasons are completed, all DES SNe with hosts brighter
than i=24.0 magnitude will all have spectroscopic redshifts from those hosts. The program for obtaining these spectra is still underway and a description of the spectroscopic
strategy for DES is outside the scope of this work. During Y1, however, only 281 photometric SNe candidate hosts out of approximately 1200 potential hosts have been followed
up spectroscopically. These spectra were obtained at a variety of observation facilities
around the world, though the bulk of these spectra were taken at the Anglo-Australian
Telescope (AAT). However, almost half of the photometrically typed SNe from Y1 had
neither SN nor host spectra available as of this analysis. Additionally, because we cannot
gaurantee host follow up at the beginning of the season, there is no reliable model that
we could use to describe our host spectroscopic efficiency, let alone our SN spectroscopic
77

efficiency prior to the completion of the survey. In order to maintain a statistically significant sample of photo-Ia SNe for this work and to not introduce multiple sources of systematic error and bias in our analyses, we have instead chosen to use photometric redshift
measurements, based on SN candidate light curves, for this work. Approximately 10% of
our SN candidates are hostless, but in Appendix B we will report the redshift of the host
in addition to the photometric redshift of the supernova whenever that data is available.
Otherwise, we will just report the photometric redshift of the supernova as provided by

psnid. As the supernova fields are observed over the next five seasons, the percentage
of hostless supernovae is likely to drop below this limit as many coadded seasons worth
of data will reveal ever dimmer galaxies. In cases where there is an identified host, the
transient will be photometrically classified twice, once with a flat redshift prior and once
with a prior based on the host’s photo-z in the redshift fit made in psnid. Because some
portion of the hosts will be mismatched, and to avoid any loss of overall efficiency, a supernova that is typed with both a flat-z and phot-z prior, but is only called a Type Ia based
on the flat-z prior will still be reported as a photometric type Ia, but such supernovae will
be labelled in AppendixB. This combination of photometric redshifts with and without
a host redshift prior will also be used in all plots and analyses for the remainder of this
work.

psnid was chosen as the highest quality supernova light curve typer used in the Supernova Photometric Typing Challenge (Kessler et al. 2010b). It obtains photometric
redshifts for Type Ia SNe by doing an Monte Carlo Markoff Chain search through a parameter space that includes Type Ia supernova light curve parameters, based on those
used by a light curve fitter. For this work, we use the SALT2 light curve parameters, x1 (a
parameterization of the light curve shape, roughly analogous to ∆m15 ), c (color), redshift
z and T0 , time of peak rest frame magnitude. psnid Then fits candidate light curves to a
variety a SN light curve models (derived from the SALT2 SED model) in that parameter
space. PSNID then calculates the Bayesian probability, PIa (which will sometimes be referred to as the typing probability) that the light curve matches each broadly defined SN
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type (Ia, Ib/c or II). The set of parameters that allows for the best match of the real light
curve with the least χ 2 is then used to categorize the light curve and the least χ 2 is used to
determine the probability that the matching light curve model actually represents the data
in a meaningful way. This probability is referred to as fit probability, Pf it . For a more
detailed description of PSNID, see Sako et al. (2011) or the description in Chapter 1
For this work, we have utilized the following typing requirements on our transient
sample in the process of making our photometric Type Ia supernova sample.
• PIa > 0.9
• Pf it > 0.1
• At least one observation made on or before T0 − 5 days in the observer frame
• At least one observation made on or after T0 + 15 days in the observer frame
• At least one observation made between T0 − 5 and T0 + 5 in the rest frame
• At least one observation made between T0 + 5 and T0 + 15 in the rest frame
The first two requirement were chosen following the example of previous analyses
using psnid as a photometric typing solution, such as Sako et al. (2011). Requiring
that the Bayesian probability be greater than 90% will ensure that only those supernovae
that are very likely to be Type Ia supernova are included in the sample. Similarly, fit
probability greater than 10% is actually quite high and will ensure that any light curves
that are typed as Ia light curves are not the result of a non-supernova transient being
identified erroneously as a supernova. The requirements related to observations before
and after T0 ensure both that the supernova actually peaks within the survey season and,
more importantly, that the observations available can be used to observe both the rise,
peak, and fall of the supernova. Being able to identify observations both before and after
peak brightness provides a reasonably good measure of the light curve shape, x1 , which is
important both for photometric typing and for standardization of each supernova’s peak
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brightness (Bernstein et al. 2012; Kessler et al. 2009a; Guy et al. 2007a). They are actually
more stringent than the cuts used in Bernstein et al. (2012) to estimate the total yearly
supernova sample for a 10 field hybrid survey similar to that used by DES during Y1.
While both sets of cuts will be used to select the final sample, we will discuss what effect
each individually had on the final Y1 supernova count presented here in §2.5.
These requirements are then used in tandem with S/N cuts in order to produce a final
photometrically typed sample. Any transient that fails the typing requirements but passes
the following sets of signal-to-noise cuts is said to be discovered, but not typed. The three
possible S/N cuts required for detection are:

• A 5-0-0 cut requires at least one detection with S/N > 5.0.

• The 5-5-5 cut requires a measured S/N > 5.0 in at least 3 bands.

• The 10-5-5 cut requires a potential SN have at least one detection with S/N > 10.0
and an additional two more detections with S/N > 5.0

The three separate S/N cuts will be used occasionally in this analysis to indicate the
trade off between sample quantity and quality and the 10-5-5 cut will be used in §2.5
when selecting the Y1 dataset. The choice among these three cuts is essentially arbitrary
because both the efficiency and purity of any potential dataset can be well measured with
simulations, but the 10-5-5 cut mirrors that used in Bernstein et al. (2012) when describing
the expected Type Ia supernova output of DES and of the three cuts it will ensure a
final sample as devoid of contamination by core collapse supernovae and non-supernova
transients as possible. Therefore, for this work we will most often refer to the 10-5-5 cuts
and, unless noted otherwise, the 10-5-5 cut will refer to both the S/N cuts as well as the
typing cuts listed above and if no signal-to-noise cut is indicated then assume that the
10-5-5 cut is applied.
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Photometric Typing Purity
For surveys that have well observed supernovae with well measured spectra (i.e. spectra
with high enough S/N), the purity of their spectroscopic sample will almost always be
100%, because well measured spectra with no hydrogen and clear silicon lines indicate a
Type Ia supernova with some certainty. However, for a survey without substantial spectroscopic follow up of its supernovae, such as DES, the lack of purity in a sample can
contribute to systematic uncertainties if not properly measured. Here we define purity as

p=

NType_Ia_called_Type_Ia
NSNe_called_Type_Ia

(2.1)

Where the distinction is made between supernovae which were identified as Type Ia
by the typer and true Type Ia supernovae that were correctly identified as Type Ia. Core
collapse SN contamination is therefore 1 − p
In order to establish a baseline measurement of the DES Y1 photometric typing purity,
the combination of typing requirements and the 10-5-5 cut was applied to 10 DES-like
seasons worth of SNe which were simulated using the (Kessler et al. 2009b) package,
utilizing the SALT2 model for the photometric information of the simulated Type Ia supernovae while non-Ia supernovae were simulated using the models and relative rates
used in Kessler et al. (2010b), allowing us to approximate a realistic composition of core
collapse supernovae in the simulations. The number of supernovae simulated by type is
summarize in table 2.3. The relative rates of both Ia and non-Ia supernovae were taken
from that same work, with Type Ia supernova rates take the power law approximate from
Graham et al. (2008):

RVol = α (1 + z)β

(2.2)

In order to make comparisons between (Bernstein et al. 2012) easier, we’ve chosen our
rate parameter for both Type Ia and core collapse supernovae to match that work. For Type
Ia supernova simulations, we chose parameters αIa = 2.6 × 10−5 SNe h370 /Mpc−3 /year
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Table 2.3.
SN Type

# Detected

IIP
854
IIn
561
IIL
194
Ib/c
536
Total CC SN 2145
Ia
4641
Total SN
6786
Ia Purity
68.4%

Table 2.3.

DES Simulated Supernovae

# Typed Ia

# Typed Ia + c cut

# Simulated

Weight

38
4
5
172
218
4431
4649
95.3%

29
3
4
127
163
4414
4577
96.4%

243712
16484
32696
119635
403800
42810
446610
50%

0.59
0.04
0.08
0.29
1.0

The number of SNe of each possible type within the simualated sample.

Supernovae are considered detected if they pass the 10-5-5 signal-to-noise cut, while
supernovae are typed as Ias if they pass the S/N cuts and the psnid typing
requirements. The overall purity of the output sample could

and βIa = 1.5 derived from Dilday et al. (2008) to produce a somewhat realistic redshift
distribution of supernovae and for core collapse supernovae we use αCC = 6.8×10−5 SNe
h370 /Mpc−3 /year and βCC = 3.6 to keep the ratio of core collapse and Type Ia supernovae
in agreement with that found by SNLS for redshifts less than 0.4 (Bazin et al. 2009),
which was used in Kessler et al. (2010b) as well.
When psnid was applied to this sample, it maintained a typing purity of more than
95% from redshifts z = 0.1 to z = 1.0, as can be seen in Figure 2.17. In addition to presenting the purity in both the shallow and deep fields as a function of redshift, black lines
are included to indicate the overall purity of the sample being put through psnid within
their respective redshift ranges in order to make clear the benefit provided by psnid itself. Type Ia supernovae are generally brighter than core collapse supernovae, so at large
distances (high redshift) any supernova detected is much more likely to be a Type Ia
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regardless of the relative populations sizes.
When compared with only requiring one detection with a 5-0-0 cut, the 10-5-5 cut
removes over half of otherwise detectable supernovae, but requiring the 10-5-5 cut greatly
improves parameter measurement for the selected sample, in addition to improvements in
purity. A more in depth discussion of the impact made by the typing and S/N requirements
on the size of the supernova sample can be found in §2.4.
It is important to note that the difference in purity between the 10-5-5 cut (presented)
and the 5-5-5 cut is quite minute, enough so that it is tempting to disregard the 10-5-5
cut defined in Bernstein et al. (2012) altogether. However, the purity in this measurement
only includes supernovae among the transients being classified while the actual sample
from Y1 will likely contain other types of transients, such as novae or AGN (AGN should
be removed by our multi-season cut, but that will be more robust after more than one season of observations). The baseline purity measurements themselves that are included in
Figure 2.17, for instance, only include supernova as transients and would be much lower if
no classification effort was made at all. In general we would expect non-supernovae transients would fail classification altogether, but it is possible that borderline cases would be
included in the final dataset, because these types of transients would not be accounted for
in a Bayesian classification algorithm such as psnid. Thus, both the baseline purity of
transients shown in Figure 2.17 and the final typing purity are upper limits on psnid’s
classification prowess, which is somewhat sensitive to other efforts made to improve purity.

Purity Improvement with Color Cut
In addition to providing z photo and T0 measurements for potential supernova candidates,

psnid was used to calculate the SALT2 light curve fitting parameters x1 and c. Work such
as (Campbell et al. 2013) show that it is feasible to improve the overall purity of a sample
by cutting on the observed color of the transients identified photometrically as a function
of their peak brightness. However, as Type Ia supernovae are standardizable candles, it
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Figure 2.17: The purity of the simulated Y1 Type Ia SN sample as a function of redshift. In order to be
identified as photometric Type Ia SNe, candidates needed to have a Bayesian typing probability of >90%,
but there is some variation in the measured probability that a given photometric Type Ia actually is a Type Ia
supernova over the whole redshift range. Additionally, the purity is heavily dependent upon the other cuts
that were made when choosing SN candidates, such as requiring higher S/N or a large breadth of observed
epochs. The horizontal black lines indicate the overall purity of the simulated dataset in their respective
redshift ranges when no effort is made to classified transients.

84

should be possible to cut based on a measurement of their rest frame color rather than
on the the relationship between observer frame color and magnitude. The SALT2 model
provides such a color calculation with its fit parameter, c.
Figure 2.18 plots the distributions of SALT2 x1 and c of a dataset composing both
Type Ia and core collapse supernovae simulated using SNANA. This particular sample consists of Type Ia that match the c and x1 distributions found in Kessler et al. (2010a). The
core collapse supernova subsample was simulated based on the rates and models found in
Kessler et al. (2010b), while the Type Ia sample is based on the SALT2 model with a volumetric rate based on the SNLS rate finding (Dahlen et al. 2008a). In fig. 2.18, there are
two clear cuts that can be made to reduce reduce the number of core collapse supernovae
in the sample. First, cutting on x1 < 2.2 will remove a large portion of the core collapse
supernovae, but such a cut is effectively already made during photometric typing, as will
be seen in § 2.5. However, requiring −0.3 < c < 0.5 will remove some core collapse
without having an significant affect on the Type Ia sample (< 0.1%). We will discuss in
chapter three how the underlying host extinction distribution can impact the underlying
distribution of c, making c > 0.5 more likely than was estimated by Kessler et al. (2009a),
but as extremely low values of c would result in brighter than average supernovae that are
easier to detect, it is not unreasonable to cut photometric Type Ia SNe from our sample
when their c values are exceptionally low.
Unlike the other cuts made to the sample as were described in §2.3.2 and §2.5.2,
which reduce Survey without regard to the Type Ia light curve shape parameters, the c cut
can potentially bias the output Type Ia supernova sample. Therefore, potential supernovae
that fail to pass the c cut will still be reported in §2.5.

2.3.3

Characterizing PSNID Photometric Redshifts

Figure 2.19 shows the photometric redshift of a set of fake light curves (inserted into and
then detected in our Y1 data) that have passed our cuts as a function of the “spectroscopic"
redshift of the fakes. In general, the photometric redshifts differ from their spectroscopic
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Figure 2.18: SALT2 x1 and c distributions taken from a sample designed to emulate the SDSS II: SN
Survey dataset. The distribution of c allows for very loose cuts for c < −0.3 and c > 0.5 without any Type
Ia SNe being removed from the sample. There is an obvious cut to be made on x1 > 2.2 as well, but the
core collapse supernovae with x1 >2.2 already fail the psnid typing requirements for Type Ia supernovae.

86

Simulated zsim vs zpsnid

1.4
1.2
1.0

zpsnid

0.8
0.6
0.4
0.2
0.0
0.2

0.2

0.0

0.2

0.4

0.6

zsim

0.8

1.0

1.2

1.4

1.6

Figure 2.19: The photometric redshifts obtained from psnid of the simulated Y1 Type Ia supernova that
passed the 10-5-5 cut, shown here as a function of spectroscopic redshift. Spectroscopic redshift errors
are not simulated and the photometric errors are of the order of the photometric redshift residuals and are
therefore suppressed in order to allow a more detailed view of the data distribution.

counterparts by less than their computed errors and more than 90% have a redshift residual
of less than 0.12.

psnid provides a Bayesian typing probability for each light curve that will determine
if the light curve belongs to a Type Ia, Type Ib/c or Type II SN. In addition to previously
addressed S/N cuts and the fit probability cut of 0.01, all of the artificial SN used in this
section as well as those real SNe that we will report later had a Bayesian probability of
> 0.9. This led to an overall detection and typing efficiency as well as a sample purity of
< 1.0. For further discussion on those topics see § 2.4.
In order to determine an acceptable photometric redshift bin size to use when ana87

lyzing our data, we also looked at the “photometric redshift residuals" for our simulated
supernovae, a histogram of which can be found in Figure 2.20. The weighted mean of
these residual values, hereafter µ, represents the overall redshift “bias" found in our data
(although this bias is a function of redshift, as will be discussed later). Over a redshift
range of 0.1 to 0.75 µ ≈ 0.001. This is far below both the average photometric redshift
error of our sample and the residual distribution, σz = 0.062, making this bias essentially
negligible. There does appear to be some asymmetry in in ∆z, with a tail extending out
below ∆z < 0. The source of this tail will be investigated further below by investigating
how µ and σz vary with redshift and determine whether we could correct for the bias.
We will also determine whether there is a redshift range for which our binsize could be
somewhat independent of the size of the residual distribution.
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Figure 2.20: The distribution of photometric redshift residuals taken from the simulated (not fake) sample
of Type Ia supernovae that were correctly identified by psnid and passed our 10-5-5 cut. The distribution
of the same residuals for the fake supernovae have less spread, but the average S/N for the distribution of
fake supernovae is inflated due to the redshift distribution of fakes being flatter than is realistic.
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Photo-z Residual Distribution as a function of redshift
We attempt here to use our set of artificial supernova to model the distribution of the
photometric redshift residuals, ∆z, as a function of redshift. Figure 2.21 shows this distribution in “spectroscopic redshift" bins of 0.05, where the weighted RMS begins to
outstrip the bin size at a spectroscopic redshift of 0.6 with a mean bias of approximately
3.2% (for simulated SNe we know the spectroscopic redshift as an absolute value with
100% accuracy). This works as a general indicator of how well we can trust our photometric redshifts, but is not directly applicable to our real data because our sample will
not have spectroscopic redshifts. Figure 2.22 plots the same distributions with the same
bin size, but with bins populated using our photometric redshifts obtained from psnid.
Interestingly, the photometrically binned ∆z mean and RMS don’t outstrip the size of the
redshift bin we are using out to a z = 0.6 for both photometric and “true" redshifts and the
bias and RMS are comparable to those measured when binning in the true redshift bins.
Additional tests were performed to determine whether the shallow or deep field simulations contributed more to the overall distribution of ∆z, but the contributions to bias and
RMS for both field types is approximately the same for redshifts where both shallow and
deep fields are able to detect Type Ia supernovae.
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Figure 2.21: The distribution of photo-z residuals in zspec bins. At the lowest redshifts the the RMS of
the residuals is quite compact, with a large peak in the zero residual bin while the weighted mean residual
value consistently less than the RMS of the value. The RMS begins to outstrip the redshift binsize at around
a zspec of 0.5, which puts an limit on how far we can trust the photo-z’s to be reliable without also requiring
a host galaxy redshift.
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Figure 2.22: The distribution of photo-z residuals from the fake sample in z phot bins with width of 0.05.
Each bin indicates the RMS and mean value of the residual distribution in the bin.
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Photo-z Residual Bias as a function of redshift
In an attempt to better understand the bias and distribution of ∆z we took a more in depth
look at the entire distribution of ∆zs, which can be seen in Figures 2.23 and 2.24. As
described previously in §2.3.3, it is important to understand the spread of ∆z so that we
can determine how trustworthy our photometric redshifts are as redshift increases. Figure
2.23 plots the ∆z both for individual supernovae in our simulations as well as the weighted
average of ∆z in redshift bins of 0.02. Unsurprisingly, the source of the ∆z tail observed in
Figure 2.20 appears to be supernovae from high redshift, z > 0.8, which is almost entirely
populated with supernovae found in the deep fields.
Figure 2.24 characterizes the bias in the photometric redshifts determined by PSNID
by z phot based on a flat-z prior rather than zspec , because z phot will be directly observable
for the entire Y1 sample. The data shown are again split into shallow and deep fields,
with the average bias within our z phot bins (it remains consistent with zero across the
whole redshift range), with significantly less bias at high photometric redshift than the
zspec . Rather than reflect an advantage of z phot over zspec , this is simply a consequence
of the ∆z at higher zspec being correlated with zspec . At such high redshifts, psnid will
underestimate supernova redshifts because the redshift search grid points are more sparse.
It is possible that DES’s very high redshift sample could be used to improve photometric
typing and redshifts for Type Ia supernovae in future surveys, assuming that spectroscopic
redshifts and typing for those high-z candidates is possible in future seasons, but improvements could potentially be made by trading off additional computational time to include
a finer psnid search grid when fitting light curves to the SALT2 model.

93

0.20
0.15
0.10

∆z

0.05
0.00
0.05
0.10
0.15
0.20

0.2

0.4

0.6

0.8

zspec

1.0

1.2

1.4

Figure 2.23: Photometric redshift residuals as a function of redshift. Blue points are the individual
residuals, with errors suppressed in order to more clearly show the form the residuals take. Red circles are
the variance weighted mean of the residuals in spectroscopic redshift bins of 0.02. Vertical error bars are
the standard deviation of those mean and horizontal error bars denote the bins themselves. Errors on the
blue points are not included in the plot but are included in the calculation of the binned errors.
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zpsnid−zsim using a flat-z prior, 10-5-5
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Figure 2.24: Here we plot the photometric redshift residuals of our fake supernovae in shallow and deep
fields separately. Blue points are the individual residuals and red circles are the weighted mean of the
binned residuals. The points are binned in photometric redshift bins of 0.02, represented by horizontal error
bars, and the vertical error bars are the standard deviation of the binned points. The bias in the shallow
fields centers approximately around zero and never outstrips the binned σ of the photometric redshifts until
z phot > 0.7, which is beyond where the shallow fields lose significant efficiency. Deep fields photo-z’s,
meanwhile, consistently fell below the spectroscopic redshifts, although not beyond the binned errors, for
the most part.
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As was the case with the full sample, ∆z doesn’t appear to ever increase beyond the
standard deviation of the residuals in the bins and the photometric redshifts for the shallow
fields in particular seem to have little to no average bias to speak of at z < 0.45. Our deep
field ∆zs are similar, but the bias at very high redshifts do still exist in the deep fields.
That said, while there was some attempt to reduce the scatter of ∆z by correcting each
supernova by the average bias in that supernova’s bin, the relative flatness of the bias at
low z phot made such efforts fruitless.
Photometric Redshifts as Probability Distribution Functions
Because the photometric redshifts derived from SN light curves are inherently more uncertain than those derived from spectroscopy we will treat those photometric redshifts as
probability distribution functions rather than points in a redshift distribution. In addition
to hopefully properly weighting those candidates with very uncertain photometric redshifts, a sum of these PDFs for our whole sample could indicate redshifts that are overor underpopulated by psnid in a way that is less sensitive to bin size. Figure 2.25 shows
the distribution of photometric redshifts of our fake supernovae provided by psnid along
with the statistical errors as an example.
Because the Y1 supernova candidate redshifts used for this work were entirely photometric, either derived with a host photo-z prior or a flat-z prior, the individual redshift
values will have non-negligible errors. Generating a “final" redshift distribution requires
an integration of the PDF by using the following function to describe the values of the
redshift bins
N Z zi+1

∑

j=1 zi

2
1
√
e−(z−z j )/2σ j dz
2πσ j

(2.3)

Where zi and zi+1 are the bounds of each histogram bin, Pj (z) is the guassian approximation of the probability distribution of each photometrically typed SN j , where µ and
σ for each supernova are output by psnid as the photometric redshift and its error. N
is the number of photometrically typed supernovae from the season. Figure 2.37 shows
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Figure 2.25: The PDFs of Fake z photo constructed by adding together the PDFs of the various fake SNe
in our Y1 data. The error snakes represent the 1σ Poisson errors if each point on the sum.
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the photometric redshift distribution of the Y1 photometrically typed supernova Ia using
expression 2.3 to determine the value of each redshift bin zi . We have created an example
for comparison between treating the photo-zs as countable values within their redshift
bins and treating them as cumulative distribution functions based on a gaussian PDF in
Figure 2.26. By integrating over the probability distribution to make the final redshift
distribution histogram, the χ 2 generated when comparing the photo-z distribution to the
true redshift distribution can is reduced by approximately 50%.

2.4
2.4.1

Supernova Survey Efficiency
Type Ia Detection and Typing Efficiency

The success or failure of a supernova survey ultimately relies on its ability to detect supernovae in the first place. While preparing for DES observations, Bernstein et al. (2012)
showed how a variety of broadly designed search strategies would affect the resulting
Type Ia supernova sample over a five year period and the ultimate cosmological measurements that could be made using such a sample. The expected photometric Type Ia yield
for five seasons in that work was approximately 3500 supernova passing a 10-5-5-like
cut for the 10 field survey area chosen for DES. Whether DES achieves this total output after five seasons relies on a number of factors, such as meeting the expected survey
depth, weather, telescope engineering and image processing. However, simply counting
the number of supernovae discovered over the course of an observing season sheds little
light on whether the predictive simulations were reasonable or whether there is an ongoing
problem that is hampering supernova discovery. In order to quantify how well DES was
able to find and classify Type Ia SNe in our Y1 season, we used the fakes (artificial supernovae) that we had inserted into our image data to determine our survey efficiency, survey ,
particularly as functions of signal-to-noise, redshift and peak r-band magnitude. These
efficiency measurements could then be used to determine both whether ongoing survey
operations were working as expected and what the causes of potential failurs might be.
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Figure 2.26: This plot compares the distribution of photometric redshifts of the fake supernovae that
were photometrically typed by PSNID to be Type Ia SNe with the simulated spectroscopic distribution.
The solid histograms are of the photometric redshifts output by psnid as exact values, the off color error
bars represent the probability mass function (PMF, the integral over the sum of PDFs) for those photometric
redshifts within the respective histogram bins, and the dot-dashed histograms are the distribution of simulated spectroscopic redshifts. χ 2 values for both the raw histograms and the PDF integrals are included.
Summing the PDFs improves the χ 2 by roughly a factor of 2 in both shallow and deep fields.
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survey is defined as the percentage of SNe in our survey area that meet our typing and
signal-to-noise criteria, as defined in § 2.3.2. In addition to measuring our raw ability to
discover SNe, survey combined with our observed SN redshift distribution can be used to
compare the size of the DES supernova sample with simulations as well as results from
other surveys. Differences between what we expect based on the fake efficiency and our
observed distribution would indicate that either our expected signal-to-noise is too high or
some other observation failure. Because this work is presenting a photometrically typed
supernova sample, the survey is equivalent to the efficiency of our typer and our light curve
quality cuts combined, but we will often use psnid interchangeably with the efficiency
for the survey as a whole.
As has been shown with previous surveys (Kessler et al. 2009a), there is a tremendous amount of analytical value in understanding how effectively a survey can locate and
identify supernovae. Survey efficiency can have significant impact on the systematic error
budget of a Type Ia supernova cosmology measurement, having added > 1% to the total
cosmological errors of the SDSS II: Supernova Survey First Year Cosmology measurement. Beyond cosmological measurements, understanding efficiency is vital to making
a reliable supernova rate measurement (Dilday et al. 2008; Rodney et al. 2014; Graham
et al. 2008)
Efficiency can be measured for any point in the supernova identification process, such
as the efficiency during spectroscopically follow-up the detected SN, and such measurement could be added to the list presented here, but DES is inherently a photometric survey
that will only follow up 10% of the SNe it discovers. Spectroscopic efficiency at following
up hosts is another valuable measurement, but given the fact that the main spectroscopy
workhorse of DES is the AAT, with more nights available to DES in later seasons, measuring a spectroscopic follow-up efficiency is extremely difficult and not particularly illuminating until all five DES observing seasons are completed. Future seasons will include
spectroscopic follow up for all SN hosts with r-band magnitude < 24.0 (Bernstein et al.
2012), but as that follow up has not yet been completed for all Y1 transients, survey spec-
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troscopic efficiency will not be included in this work. In §2.5 we will briefly discuss the
host spectroscopy as it has been completed thus far in comparing the photometric redshifts
obtained through supernova typing with the redshifts of the prospective hosts.
The Type Ia supernova efficiency can be mathematically defined as follows

i (x) =

NIa,i (x)
NIa (x)

(2.4)

Where NIa (x) is the number of Type Ia supernovae occurring in the observed parameter
space, where the parameter space is defined by x and NIa,i (x) are the number of supernovae discovered that meet the criteria, which are represented by i. We will define three
sets of criteria for which we will measure efficiency. First, there is the efficiency with
which SN are detected as a function of S/N det . This can be calculated using the fake
supernovae from Y1 as they appear in individual images. In that case the efficiency is
the number of fake supernova detections divided by the number of fakes placed on the
individual images. This efficiency was then used, in combination with the distribution of
observing parameters taken during Y1 that could have an adverse affect on S/N, such as
image point spread function and sky noise. In order to facilitate recreating DES Y1 in
simulations. We define 10−5−5 to be the efficiency with which DES discovered supernovae that passed the 10-5-5 signal-to-noise cuts only and psnid will be the efficiency
with which DES discovered supernovae that pass the photometric typing criteria in addition to the 10-5-5 cut. These latter two efficiencies can then be compared with simulations
generated in SNANA and typed with psnid in order to determine if DES Y1 is meeting its
supernova discovery expectations based on the measured observation parameters and observing schedule. For the sake of simplicity, when it comes to the photometrically typed
data set, psnid is essentially synomous with the overall survey efficiency.
Both of these efficiencies have their uses. Lower than expected 10−5−5 could indicate lower than expected photometry signal-to-noise, image subtraction failure or that
the machine learning algorithm is not properly identifying point sources in those differenced images. Meanwhile, lower than expected psnid could indicate either that there is
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a problem with the simulated light curves, with the photometric typer causing a failure,
or that the photometry is being measured incorrectly. In Figure 2.27 we display the measured 10−5−5 from Y1 as a function of redshift separately for the deep and the shallow
fields, which begins to drop off below 100% at approximately redshifts 0.4 and 0.55 for
the shallow and deep fields respectively. Importantly, while there is some variation, the
discrepancies between discovery Sim and Fake are relatively minimal and the simulations
match the data taken from Y1 images relatively well. This will be useful when conducting future studies that require varying supernova parameter distributions not represented
by the inserted fakes in such a way that the typing efficiency would be affected. Without
agreement between fakes and simulations here, systematics due to efficiency would be
impossible to reliably estimate.
Contrary to the well matched data among the measurements of 10−5−5 above, Figure
2.28 shows psnid in both our shallow and deep fields, using only fakes which were placed
on pixels that remained unmasked throughout the reduction and subtraction pipelines.
As is immediately clear, the psnid, f ake at low redshift is significantly lower in both the
shallow and deep fields than simulations, where it should be essentially 100%. This could
indicate a variety of issues with our processing and discovery pipeline, but the lack of
discrepancy between 10−5−5 for fake SNe and simulations effectively rules out major
issues with the discovery pipeline that would result in lower than expected S/N. This is
extremely important given that the simulations themselves are based upon the efficiency
as a function of input S/N. However, we could be losing a large portion of the SNe in our
observing area during the DIFFIM processing stage due to bad subtractions, which could
make “real" transients appear to be artifacts (see examples of such artifacts in Fig. 2.9).
This could be localized enough (effect few enough filter-epochs) that discovery efficiency
would be relatively unaffected, because discovery of a given supernova does not require
each and every detection to look “good" (discovery simply requires two separate filter
epochs to pass scanning or machine learning cuts), while the photometric typer would
reject Type Ia supernova as not having a good enough Pf it if enough light curve points
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Figure 2.27: The discovery efficiency of our Y1 season prior to photometric typing, including the 10-5-5 cut. The datapoints represent the efficiency as measured based on the
fake supernovae placed in Y1 images and the step plots indicate the discovery efficiency
measured by simulating 10 DES Y1 seasons’ worth of supernovae. Shallow field data is
presented in blue and deep field data is in red.
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have badly measured errors (Sako et al. 2011). Therefore, artifact-like detections could
still be photometrically measured within forced photometry. An alternative issue could be
forced photometry itself, since we are currently not typing our supernovae based on final
photometry in this work and forced photometry on differenced imaging does not account
for host noise while measuring flux in the same way the scene modeling Holtzman et al.
(2008) would. So even if the differenced images are not observably degraded, the the
underestimation of photometry errors could still be an issue. Finally, failures to reach
our observing schedule goals could be having some effect if the supernovae don’t have
enough early or late time observations to match our Tobs cut (see §2.3.1), although one
would expect this to show up in simulations as well.

T0 Efficiency
We address the potential for the worse than expected observing schedule to have an affect
on our typing efficiency first, because it is the easiest cause to assess. If the poor observation cadence were the problem, this should be reflected in our simulated efficiency as
well the efficiency among the fakes. However, we do present the efficiency as a function
of Modified Julian Date in Figure 2.29 to show that the large observational gaps do not
account for any large portion of the undermeasured efficiency seen at low redshift. Ultimately this makes sense, for two reasons. First, the observer frame gap size is related to
the rest frame gaps size by Gapobs = (1 + z)Gaprest , so if the low efficiency were caused
by the observation gaps in Y1, one would expect that the shallow and deep field efficiency
measurements would approach their expected values at approximately the same redshift,
which is clearly not the case in Figure 2.28. Additionally, the shallow fields and deep
fields would have lower than expected efficiencies by approximately the same amount if
the observing cadence were really the cause, which again is clearly not the case.
All of that said, the observation cadence does have some effect on the typing efficiency
through the various T0 cuts described in §2.3.2. Of the simulated supernova with z < 0.35
that failed to be typed as photometric Ias, even after the photometric corrections applied
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Figure 2.28: The efficiency of the SN search through the photometric typer in the shallow
and deep fields as a function of redshift in our Y1 with a 10-5-5 cut. Only fake SNe
that were deemed detectable are used in the denominator of the efficiency calculation, so
all SNe with peaks occurring outside of the observation epoch cut, as well as those that
were masked, were excluded. However, the clear lack of agreement between the fake
efficiency and the simulated efficiency raises red flags about the supernova classification
process. Further investigation shows that an underestimate of the photometric uncertainty
for bright SNe near bright galaxies was to blame.
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below, 15% failed typing due to the two rest frame T0 cuts that were used to ensure that
there were some observations of the supernova near peak. Unlike those supernovae that
are lost due to poorly measured photometry, these supernovae are unlikely to be recovered
without a modification of the T0 cuts.

Photometric Corrections and Efficiency
Once the observation gaps were eliminated as the cause for the underestimation of (z),
the next place to look for the source of the psnid efficiency gap is the photometry at
low redshifts. psnid types supernovae by fitting the photometry to various the SALT2
SED models. Because all of the supernovae candidates being classified have passed the
10-5-5 cut already, low signal-to-noise is unlikely to be the issue. However, if the errors
are underestimated for the candidate light curves, then the psnid probability of fit, Pf it ,
won’t pass the cut described in §2.3.2, Pf it > 0.1. If the light curve errors are being
underestimated then the χ 2 of the photometric typing will calculated as higher than is
reasonable.
In order to correct for the potentially underestimated errors, we’ve tried implementing
three different approaches to improving the typing efficiency. The first approach would
be to reduce the required fit probability for a candidate to be considered a photometric
supernova. This approach is the least precise; it reduces the purity of the output dataset
and fails to account for Type Ia that are classified incorrectly as core collapse due to their
PBayes being less than 0.9. Because of the potential for purity reduction, the PFit cannot be
reduced arbitrarily and for our tests we reduced the cut to 0.0001 instead of 0.1.
The second approach involves rejecting light curve points that contribute 10.0 or more
to the reduced χ 2 of the psnid light curve fit, preventing those data from being used in the

psnid evaluation. This approach essentially increases the PFit for the supernova candidate
once these detections are rejected. However, as with the PFit cut reduction, the number of
points that can be rejected needs to be limited. In this case of χ 2 rejection we’ve chose
test allowing psnid to reject up to two or four datapoints from the candidate light curve
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Figure 2.29: The psnid typing efficiency of our Y1 season as a function of the Modified
Julian Date of peak brightness. The efficiency deficiency seen in the deep and shallow
fields is relatively stable across the entire season. If overall reduction in efficiency were
caused by bad cadence, we would see a worse efficiencies than expected around holes in
our observation schedule. There are some instances of low efficiency, but none that would
account for the efficiency decrement seen in §2.4
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with individual χ 2 values of 10 or more. Those data points with the highest χ 2 would
be removed first. Allowing psnid to reject four points, however, degraded its ability to
differentiate between supernova types, actually reducing the typing efficiency below what
could be achieved with two point data rejection, so for the purposes of this work we are
only going to include a two point χ 2 rejection method in our efficiency measurements.
The third and final approach to dealing with potential photometry issues is to examine
the amount of noise contributed to candidate light curves from the host galaxy. The low
redshift supernovae that are being affected are inherently going to exist in brighter hosts,
which could affect DIFFIMs ability to properly subtract out galaxy light. If the bright host
galaxies are a problem, there would be a measurable difference between the simulated
and observed fluxes of the fakes in our Y1 images, and this discrepancy has already been
observed and described in (Kessler 2015) as a potential source for efficiency reduction.
By calculating the difference between observed and simulated fluxes and then dividing
those fluxes by the measured flux errors it is possible to ascertain whether the errors
themselves are underestimated, as that calculated value should always be less than unity
if those errors are properly measured. Figure 2.30 shows that calculated value in each of
the DES observation bands, griz, as a function of the host magnitude in each respective
band. At the low end of each host magnitude range, the difference between the simulated
and observed fluxes indeed does begin to outstrip the errors in those fluxes observed using
forced photometry. The large magenta points in each subplot show the average value of
those measurements in magnitude bins of 0.5. The solution presented in (Kessler 2015)
was to inflate the errors on all observed fluxes in each such host galaxy magnitude bin until
the average ∆ f lux /σ f lux was less than unity. Using this host galaxy noise model deflates
the individual χ 2 of each light curve datapoint and allows light curves of supernovae
within those bright hosts to be properly classified.
Figure 2.31 shows the psnid typing efficiency of both fake and simulated supernovae
as a function of peak apparent r-band magnitude, first without any light curve correction
and then with all three approaches used individually to correct for the low efficiency. The
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Figure 2.30: Plot of the forced photometry flux residual (i.e. the difference between
measured and simulated flux) of the fake supernovae divided by the flux error as a function
of host galaxy magnitude. These should be < 1.0 for fakes with well measured errors,
but for fakes in bright hosts the residual values begin to exceed the measured photometric
errors. This underestimation of the error leads to fake supernovae in bright hosts failing
the Pf it classification requirement.
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fact that the efficiency is reduced the most at the low peak r-band magnitude is a reflection of the standardizable properties of Type Ia supernovae. The first thing to notice is
that reducing the lower limit on Pf it does not have any significant affect for the brightest
supernovae and in fact has the biggest impact on supernovae at intermediate magnitudes,
just before the high r dropoff for both shallow and deep fields. The difference in number
of supernovae detected between the nominal limit and the test limit can be seen Table
2.4. As the improvement in efficiency does not appear to account for the increased number of supernovae being classified as Ia, it seems fair to assume that the reduction in
the cut used on Pf it is simply reducing the purity of the output sample without actually
finding a significantly larger number of supernovae. Conversely, both the χ 2 rejection
and host galaxy noise model corrections do show marked improvement in efficiency, with
the galaxy noise model improving efficiencies out to the limiting magnitude and χ 2 rejection showing the most improvement at the very bright of the peak r-band magnitude
distribution. When these two approaches are combined, the improvement in efficiency is
significant, increasing the photometric Type Ia sample by over 40%.
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Figure 2.31: The psnid typing efficiency with the 10-5-5 cut when the Y1 light curve data was subject to
a variety of possible corrections. The plots, in order, show the r peak typing efficiency when no a) corrections
are applied, b) when the fit probability cut is lowered from 0.1 to 0.0001, c) when the χ 2 cut is applied and
finally d) when the galaxy noise model correction is added to the typer. Of the three possible corrections,
the change in fit probability provided the least overall effect, with only a slight improvement in efficiency
over the entire redshift range while drastically increasing contamination from Non-Type Ia supernovae. The
other two possible corrections did provide significant improvement, but in all cases the fake efficiency does
not match the simulated efficiency for the supernovae with the brightest apparent magnitudes at peak. This
translates to an under-efficiency at low redshifts.
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Table 2.4.

DES Candidate Supernovae Counts

Normal Cuts

Galaxy Noise Model

χ 2 Rejection

GNM + χ 2

363
470
348
426

475
555
438
479

410
502
410
462

518
607
462
502

Table 2.4.

Pf it Cut
0.1
0.0001
0.1, w/ c cut
0.0001, w/ c cut

This table shows the effect of the number of photometrically typed Ia

supernovae output when various methods were used in an attempt to correct mismatch
in efficiency between simulations and fakes at low apparent magnitudes (r < 22.0 in
shallow fields and r < 24.0 in deep fields). Three methods were used in an effort to
correct for the an apparent overestimation of signal-to-noise: Correcting the noise
model of the host galaxy, rejecting up to two individual points with χ 2 > 10.0 or
simply reducing the overall limit on the reduced chi2 of the best fit model, which is
represented as a fit probability. The multi-year veto has not been applied to the values
in this table.

Due to the improvement seen with the two most successful photometry correction
methods, we have decided to include both χ 2 data rejection and the host galaxy noise
model correction in our photometric typing algorithm. The new  psnid (z), which can be
seen in Figure 2.32, shows a much more substantial agreement between the simulations
and observed efficiencies. This improved measurement of  psnid can be seen in Figure
2.32 and will allow for reliable comparisons to be made between the final Y1 photometric
Type Ia sample and future simulations. However, of the simulated supernovae below z =
0.35, approximately 85% are still failing the Pf it cut. In future seasons, when the template
images can be created using multiple years of clear observations and final photometry can
be done using scene modeling rather than forced photometry, it would be reasonable to
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expect both 10−5−5 and  psnid will improve as well as the better photometry will likely
result in fewer of that 85% having Pf it > 0.1. These photometry improvements will also
be necessary before photometric SN data can used for any kind of cosmological analysis,
which is outside the scope of this work.

2.4.2

Efficiencies and Sources of Noise.

As stated in §2.3.2, DES supernovae will require at least one detection at 10σ in order
to be considered photometrically typed. Therefore, sources of photometric noise could
result in systematic errors in our efficiency that become more difficult to model without
knowing the underlying distributions and biases in those sources of noise. Here we will
discuss two such sources of noise in the DES Y1 measurements that could not be modelled
prior to the beginning of observations.
Efficiency by Host Galaxy Separation
As was determined in the previous section, the presence of host galaxy noise can have a
significant impact on psnid’s ability to successfully type supernovae. Host galaxy noise
in the location of a transient will depend not only on the brightness of the galaxy itself
but also on supernova-host separation, as supernovae that are separated from their galaxy
will be in the presence of much less galaxy light at the time of observation. And, in addition to the prevalence or lack of host noise in the location of the supernova, supernovae
within the light halos of their host galaxies are more likely to have their light “blocked"
in difference imaging, causing an inefficiency even for very bright supernovae. Therefore, if the separation between supernova and host has a significant effect on our ability
to discover supernovae, this will increase the overall systematic errors associated with the
Type Ia typing efficiency. The fake supernovae from Y1 were placed around their host
galaxies at varying distances from their hosts, allowing us to estimate the efficiency as a
function of host galaxy separation. However, it is possible, even likely, that either the host
galaxy distribution or the distribution of host-SN separations in our fake sample does not
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Figure 2.32: psnid where the photometry used for typing includes the both the χ 2 data
rejection and host galaxy noise photometry correction. Dotted lines represent the efficiency of the simulated survey and data points are the actual binned efficiency based on
fake supernovae. Blue data shows the shallow fields efficiency and red data shows the
efficiency in the deep fields. When both correction methods are included, the significant
discrepancy between fakes and simulations is mitigates at all but the lowest redshift bin.
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properly reflect reality.
In order to identify whether this could present problems with measuring the supernova
typing efficiency properly, we chose to measure the efficiency using our fake supernova
sample as a function of host galaxy separation. Each fake supernova-host angular separation was converted into an absolute separation distance in kiloparsecs in order to provide
a full distance range on which to measure efficiency at various redshifts. Using only the
angular separation would provide less opportunity to view any changes in efficiency over
a dynamic range at higher redshifts. The conversion from angular separation to physical
separation was made using the formula for Angular Diameter distance, dA , as a function
of redshift, seen in equation 2.5:
Rz

c
dA (z) =
H0

0

dz0
Ωm (1+z)3 +Ωk (1+z)2 +ΩΛ

√

1+z

(2.5)

Knowing the angular separation, θ , between the fake supernova and the host first then
allows for the conversion from angular to physical separation:
Separationkpc = 1000dA arctan θ

(2.6)

The calculation assumes a flat cosmology with the cosmological parameter measurements
from Planck Collaboration et al. (2015), with H0 = 67.8km/s/M pc, Ωm = 0.308, and
ΩΛ = 0.692. Figure 2.33 then shows the psnid as a function of that physical separation
in the shallow fields in the four redshift ranges over which the typing efficiency varies the
most, as seen in Figure 2.32.
More than 98% of fakes were placed within 8 kpc of their host galaxies, increasing
the statistical errors on the efficiency measurement beyond that distance enough to make
those measurements not particularly valuable. While there is some variation in the efficiency over the Host Centroid-SN physical separation range, the slope of the dataset
remains consistent with a flat efficiency in all four of the redshift ranges selected, indicating that host galaxy separation has little to no effect on DES’s ability to discover or
identify Type Ia SNe with psnid. This means both that estimates of the output supernova
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Figure 2.33: This plot shows the variation efficiency as a function of distance, in kpc, from the center
of the host galaxy within various redshift ranges. Efficiencies for this particular plot were measured in the
shallow fields only. The 4 redshift bins contain 1073, 844, 1486 and 10291 fake SNe, respectively
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distribution for Y1 will not be sensitive to the deviations from the simulated distribution
of host-SN separations, nor will the volumetric redshift rate measurement, to be discussed
in Chapter 3.

Effect of PSF Size on Efficiency
DES is a mixed probe cosmological survey, designed to leverage the differing systematics
of Type Ia supernovae, large scale structure, galaxy clustering, and weak lensing in order
to measure w down to the 1% level. While Type Ia supernovae will be discovered in the
10 supernova fields, DES has a wide field component designed to observe approximately
5000 square degrees, used to measure the other three probes. Because Weak Lensing
requires very precisely measured shapes in order to be used as a cosmological probe (and
supernova discovery requires only point source detection), the majority of good seeing
observation time is yielded to the wide survey, by design, so that wide field galaxy shapes
can be measured well enough to make a weak lensing cosmological measurement. As
a result, supernova observations in Y1 did not yield the best PSF that DES had to offer.
While this does not effect our observational efficiency in a way that cannot be properly
modeled (all images have their PSF’s measured prior to DIFFIM), the S/N of a given object
1

on the sky is still related to the PSF size, Ω. Because S/N ∝ Ω− 2 , a worse than expected
PSF size distribution over the course of a season will result in fewer supernovae achieving
our 10-5-5 cut. This can have an effect on the total Type Ia supernova output of DES when
compared with earlier estimates made in Bernstein et al. (2012). However, because PSF
is a property of the images taken on the mountain and not of the supernovae themselves
(like redshift or T0 ), it is not possible to measure the typing efficiency of supernovae as a
function of PSF size in the same way that we measured the efficiency as it relates to T0 ,
host-galaxy light, etc. Bright epochs could potentially occur on nights with bad seeing
and dim epochs could happen on nights with good seeing. Instead, we can measure the
single detection efficiency with which fake supernovae are observed at 10σ as a function
of PSF and observed magnitude, which will provide a reasonable measure by which we
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can determine how a larger than expected PSF size distribution could affect our efficiency
over the season.
Figure 2.34 plots the magnitude at which 50% of fake supernova are detected (see
§2.2.4 for the definition of a detection) with signal-to-noise of at least 10σ as a function
of PSF size in arcseconds. Transients in DES are considered detected at S/N as low
as 3.5σ so that they can be identified considerably prior to their light curve peaks, but
the 10σ efficiency was chosen to reflect the detection needs of the 10-5-5 cut. Fake
supernova detections in all four bands were placed into bins of PSF size and then the
10σ efficiency with respect to those bands’ magnitudes were measured. The efficiency
values were interpolated in order to estimate the magnitudes at which the detection first
crosses 50% and those magnitudes are plotted in Figure 2.34. Unsurprisingly, the deep
fields cross the 50% efficiency threshold at higher magnitudes but both deep and shallow
fields show decreased efficiency with PSF size, as expected. Error bars were measured
by taking the binomial confidence interval of the efficiencies in each PSF bin and then
doing the same interpolation method on those confidence intervals as was used with the
efficiency values themselves. In most cases, this results in 50% magnitude errors that are
smaller than the datapoints shown, but in some cases it did result in large uncertainties
on the low magnitude end. Nonetheless, the efficiencies in the r-, i- and z- bands all
have fairly consistent slopes when compared to the g-band and all bands show decreased
detection sensitivity with higher PSF. It is also worth noting that, while Bernstein et al.
(2012) simulated PSF sizes that peaked at 1" and dropped off almost completely beyond
2", we were able to measure these efficiencies out to a PSF size of 3", meaning that there
were several instances of fakes being observed with a PSF size larger than the 2" max
estimated in Bernstein et al. (2012). As a result, the overall number of supernovae which
were capable of passing the 10-5-5 cut were lower than what could be expected, all other
survey parameters being equal. Figure 2.35 shows the PSF sizes measured by psnidpsfex,
which peaks for both the shallow and the deep fields at a PSF size of approximately 1.4".
The expected reduction in 50% from this 0.4" deviation from the expected PSF size for
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Figure 2.34: DES Y1 PSF detection efficiency: the four plots above show the magnitude at which the
detection efficiency is measured as 50% as a function of the PSF size of the fake supernova (measured in
arcseconds). Blue data points represent the magnitude with rmag = 50% for the shallow fields and red points
show the same for the deep fields. Errors for most of the points are smaller than the points themselves.
For each band, the best fit straight line for both the shallow and deep magnitude with 50% efficiency is
overplotted.
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Table 2.5.

PSF Differential Efficiency

Filter

Field Type

Slope

Mag50% (1.0”) Mag50% (1.4”) ∆Mag50% (0.4”)

g
r
i
z
g
r
i
z

deep
deep
deep
deep
shallow
shallow
shallow
shallow

-0.72
-1.06
-1.03
-0.72
-0.73
-0.69
-0.63
-0.62

24.17
24.36
24.14
23.73
23.45
23.21
22.91
22.66

Table 2.5.

23.88
23.94
23.73
23.45
23.15
22.93
22.66
22.41

-0.29
-0.42
-0.41
-0.29
-0.29
-0.28
-0.25
-0.25

The effect that the measured distribution of point spread functions

during Y1 in the supernova fields has on the magnitudes at which DES was able
to detect 50% of supernovae at 10σ in each band and field type.

each field type and band can be found in table 2.5.
The cause of the difference in PSF distribution could be any number of a variety of
factors. First, the expected requirements for the SN fields to receive “bad weather" time
differs from the expectation in Bernstein et al. (2012), which expected an 8 day deadman
trigger but that supernova observations would be prioritized by obstact if the PSF were
>1.0", while for Y1 the PSF reprioritization was increased to 1.1" for observation gaps <7
days and 1.5" for gaps that were less than 4 days. Additionally, it is conceivable that either
the weather on the mountain was slightly worse than expected or that the image quality on
DECam was worse than expected at the time Bernstein et al. (2012) was written, which
would actually improve the cadence of supernova field observations but would increase
the average PSF size for Y1 due to fewer observations being made on the deadman trigger.
The decrease in efficiency due to the peak of the PSF size distribution can be compared with the r-band peak magnitude efficiency in order to estimate the total number
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of supernovae that fail our S/N cuts, Nlost . SNANA simulations for Y1 using the Type Ia
volumetric rate estimates from Graham et al. (2008) were made in order to estimate the
underlying Type Ia supernova distribution. We integrated, over the DES r-band magnitude range, the simulated underlying distribution of Type Ia supernovae multiplied by the
10−5−5 (magr ) that would be expected if the PSF distribution really had peaked at 1.0".
Z r1

Nlost =

r0

NIa (r) × 10−5−5 (r, 1.0”) −

Z r1
r0

NIa (r) × 10−5−5 (r, 1.4”)

(2.7)

Where NIa (r) is the distribution of Type Ia supernovae as a function of observed rband peak magnitude and r0 and r1 are the limits of those r-band peak magnitudes. When
we make this calculation using the expected 10−5−5 (r, 1.0”), we find that the total expected number of detected supernovae increases by approximately 107 supernovae in a
single season, with 64 more supernovae passing cuts in the shallow fields and 41 more
in the deep fields. Figure 2.36 shows how the season’s larger than expected PSF affected
the distribution of discovered and typed supernova. Not shown is a projected distribution based on the Dilday et al. (2008) supernova rates, for which the projected loss of
supernovae is somewhat less, with 54 lost in the shallow fields and 32 in the deep fields.
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Figure 2.35: The normalized distribution of measured fake PSF sizes from the DES Y1 supernova fields.
Shallow field distributions are shown in blue and deep field distributions are shown in red.

122

This missing supernova estimate due to worse than expected PSF represents 15.5%
of the expected supernova sample to pass the typing and S/N cuts from Bernstein et al.
(2012) and, as will be discussed in §2.5, they would represent approximately 21% more
supernovae than was actually obtained in the Y1 sample.

Host Galaxy Identification Method
While we are not using host spectra in our analysis of the DES Y1 sample due to the
incomplete spectroscopic follow-up of hosts thus far, we are still making use of the host
photometric redshifts estimated from the SVA1 Gold catalog (Bonnett et al. 2015a) as
priors on the redshift fit done by psnid. Obviously, having a host redshift prior means
that a host must be identified for the transient being classified. It is not unheard to simply
match the closest object identified as a galaxy as the host, but we choose instead to use
the “directional light radius" (DLR) method first described in Sako et al. (2014).
Using this method, all objects within 30" of the transient with measurable ellipticities,
orientation angles and half-light Petrosian radii (rP50 ) are identified. Using rP50 as the
semi-major axis of the potential host, the ellipticity and orientation of the host with respect
to the transient, a separation in units of light radius (the DLR) can be calculated. By
dividing the angular separation of the transient from the potential host by the DLR, we
can find the separation between the two in terms of the hosts light radius (dDLR ). The
object with the smallest separation from the transient in terms of light radius is then
identified as the host. If there is no potential host with a dDLR < 4.0, then the transient is
considered hostless and photometric classification is completed via a flat-z prior. The limit
on maximum dDLR was chosen in Sako et al. (2014) because it maximized the product of
the percentage of host-SN matches that are correct and the percentage of SN that were
provided with a host via the DLR method. Based on their maximum separation limit, they
found 3% of the host-SN matches were known to be incorrect.
In Y1 we had 7281 transients detected that were put through photometric classification. Of those transients, 4725 had identified hosts with dDLR < 4.0. From this sample,
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Figure 2.36: A comparison between the nominal expected Type Ia supernova sample from a season like
DES Y1 and a season with a PSF distribution like that assumed in Bernstein et al. (2012). The total number
of supernova in the nominal season is approximately 500, with approximately 100 fewer supernovae than
one would expect with the assumed PSF, mostly at mid to high redshift because the efficiency at low redshift
is already at a maximum.
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1236 were identified as Type Ia based on a 5-0-0 cut and 1050, or 85% had identified
hosts, which is almost identical to the 84% of SNe with DLR identified hosts in Sako
et al. (2014).

2.5
2.5.1

Results
Photometric Type Ia Sample

The five and a half month Y1 observing season saw a marked improvement in the purity
of the transient detection sample, largely due to improvements in the difference imaging
algorithm and snautoscan that reduced the overall level of junk detections. While two
months of observations during SV produced 4993 named transients using exclusively
human scanners to separate wheat from chaff, Y1’s 90 observing nights produced 7281
individual transients, of which 499 were classified as photometric Type Ia SN according
to the 10-5-5 cut and typing requirements described in §2.3.2. Of those 499, assuming
a Type Ia rate approximately like that found in Graham et al. (2008), we estimate that
approximately 5 of those photo-Ias are actually Type II supernovae and 17 are Types
Ib or Ic for a total of 4.4% contamination. Figure 2.37 shows the photometric redshift
distribution for these Y1 photometrically identified Type Ia supernovae (hereafter “photoIas") as well as the z phot distribution of simulated photo-Ias using the Graham et al. (2008)
supernova rate for the simulated Type Ia SNe for comparison. There is some disagreement
between the simulated sample and the Y1 SNe distributions at middle redshifts (0.3 < z <
0.6), but the first attempt at correcting these discrepancies was to apply the c cut described
in §2.3.2. Details are discussed below, but by removing supernovae with extreme c values,
the middle redshift distribution discrepancies are largely accounted for.
We have chosen one photo-Ia light curve for each of our ten fields, over a wide range
of redshifts, to present as representative examples of DES light curve quality, which can
be viewed in Figures 2.38 to 2.40. In addition to the photometric redshift distribution,
Figure 2.41 displays distributions of the three other SALT2 fitting parameters (c, x1 , and
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Figure 2.37: The photometric redshift distributions taken from Y1 observations of photometrically typed
Ia supernovae passing the 10-5-5 cuts, with shallow fields represented in blue and deep fields represented
in red. The dashed lines show the distribution of photometric redshifts from the simulated sample. Cyan
and magenta histograms show the redshift distribution of photometrically typed supernovae with SALT2 c
values in the range −0.3 < c < 0.5.
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Figure 2.38: Several examples of supernova candidates identified during DES Y1. Each
example supernova light curve is broken up by observation band, with the best fit model
overlaid. One example is given from each of the shallow C and X Fields. Location and
redshift information for each example is provided in Table B.1.
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Figure 2.39: Several examples of supernova candidates identified during DES Y1. Each
example supernova light curve is broken up by observation band, with the best fit model
overlaid. One example is given from each of the E and S Fields, Location and redshift
information for each example is provided in Table B.1.
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Figure 2.40: Several examples of supernova candidates identified during DES Y1. Each
example supernova light curve is broken up by observation band, with the best fit model
overlaid. One example is given from the C3 and X3 Fields. Location and redshift information for each example is provided in Table B.1.
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T0 ) for the Y1 photo-Ias as well as the host separation of the 445 supernovae (91%) that
had identified hosts in units of dDLR . Of those four distributions, only the distribution
of c presents any particular surprises when compared to distributions from other surveys
Kessler et al. (2009a), as will be discussed in §2.5.2.

Discrepancies with Bernstein et al. (2012)
As is clear when comparing the overall number of supernovae discovered in Y1 with the
expectations put forth in Bernstein et al. (2012) (hereafter Bernstein) of approximately
700 Type Ia supernovae being discovered every year, the Y1 sample seems a bit light by
comparison, having almost 30% fewer photo-Ias than expected. However, analysis of the
differences between the actual Y1 survey strategy and that of the proposed survey from
previous work indicates three main sources of SN loss. First, as described in section 2.4.2,
depending on the intrinsic supernova rate, the underestimation of the PSF distribution in
Bernstein inflated the size of their sample by 80-110 supernovae at the high redshift end,
accounting for almost half of the sample size difference. The expected limiting magnitude
for Bernstein was also very slightly underestimated ,which could account for additional
losses at the extremely high redshift range. Such losses would be largely accounted for by
the use of the correct PSF distribution, however. Table 2.6 shows the limiting magnitude
for 5σ detections in each of the four bands and two field types. In addition, Bernstein
assumed a six month survey with a slightly less conservative cut on the time of the minimum and maximum observations than is being used here. As Y1 ran from August 29,
2013 to February 10, 2014 (164 days) and our Tminobs and Tmaxobs requirements require
a total of 20 days worth of observations around T0 , the assumption for a 6-month season
overestimated effective season duration by almost 14%. Finally (although least significantly), DES Y1 effectively lost 1.5 CCDs from its 62 CCD focal plane over the course
of Y1, or about 2.4% of the total observing area. When these three sources of SN loss are
combined, they result in a reduction in expectations from approximately 700 to between
480 and 500 supernovae, roughly the amount of photo-Ia supernovae observed in Y1. Of
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Figure 2.41: Distributions of the SALT2 model parameters and the host dDLR for Y1 supernovae. c, x1
and T0 are all fit parameters calculated through psnid and the host dDLR is measured for those photometric
supernovae with identified hosts. c shows signs of tails on the distribution on the blue and red ends, although
whether this is a artifact of bad fits or an indication of a previously undetected distribution is unknown.
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Table 2.6.

DES Y1 Limiting Magnitudes

Filter

Deep Fields

Shallow Fields

g
r
i
z

25.1
25.3
25.0
24.7

24.3
24.1
23.8
23.7

Table 2.6.

The limiting magnitudes

for Y1 in the deep and shallow fields.
The listed magnitudes are the highest
magnitudes where fakes were detected
at 5σ with an efficiency of at least 10%

the three misestimates from Bernstein, none are particularly likely to be corrected before
the end of the survey, therefore the total five-year estimated supernova sample for DES
can effectively be reduced from 3500 to approximately 2500. While there is some potential for using the DES wide survey (which observes wide survey fields a total of 10 times)
to collect a very low redshift supernova sample, the proposed program for doing so is not
currently running and no proper simulations have been run to determine the type or size
of the sample that such a program would output.

2.5.2

Additional Cuts

In §2.3.2 we described the photometric typing cuts and signal-to-noise cuts which were
used to craft our output sample size and purity in tandem with both fake supernovae
and simulations. However, there is additional information available that can be used to
further purify the photometric supernova sample that cannot be directly modeled using the
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simulations that are available in SNANA. Here we describe two additional such cuts, the
multi-year transient cut and the SALT2 c cut, and how they were made using additional
data present in DES and from other works.

Multi-year transients
During the period in which the photometric supernova sample presented here was being
assembled, DES had already begun its second observing season. In addition to providing
DES with a second year of SNe, this provided the supernova team with the opportunity
to cross reference Y1 photometric supernovae with transients observed in Y2. Various
types of long term transients, such as active galactic nuclei and quasars, can potentially
add impurities to a photometric supernova sample. Meanwhile, even the highest redshift
supernovae will only be visible to DES for the period of approximately 4 months in the
rest frame. Beyond that, the broadly approximate “1 Type Ia supernova per century per
galaxy" rate means that removing all hosts with supernovae in multiple years would reduce our overall efficiency by < 1.0%. Therefore, in cross referencing transients that
appeared in both Y1 and Y2, we were able to identify transients that, regardless of photometric typing, far more likely to be a long term transient than individual supernovae,
thus improving our purity beyond that measured in § 2.3.2. It is worth noting, however,
that after 5 years, approximately 2.5% of supernova hosts will be home to multiple supernova events; not only will this multi-year cut cause a decrease in efficiency as the survey
progress, but the supernova being removed will represent the most interesting portion of
our sample
In order to identify these multi-year transients, multi-year light curves were created
as in Kessler (2015). In order to prevent an artifact in one year from affecting the typing
value of a real supernova in another, these multi-year light curves themselves were viewed
one by one to make sure that only transients with significant flux in both seasons were
removed from the single-year transient (potential supernova) sample. Ultimately, this
multi-year veto only removed 21 of the photometric candidates that passed the 5-0-0 cut,
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Table 2.7.
Cut Used

DES Y1 Photometrically Typed Supernovae Summary
# of Ia in Shallow Fields

Transients
5727
5-0-0, (No T0 cut)
954
5-0-0 (with T0 cut)
848
Multi Year Veto
828
5-5-5
489
10-5-5
317
10-5-5 with c cut
298
10-5-5 (Simulations) 263

# of Ia in Deep Fields

# of Ia Y1

1959
455
423
412
247
196
180
197

7029
1372
1236
1205
718
499
469
465

or about 1.7% of that sample. Table 2.7 provides the exact numbers of transients affected
by each cut or requirement proposed in §2.3.2 as well as those removed due to the multiyear veto in the shallow and deep fields both separately and combined.

The SALT2 c Cut
When examining the Y1 sample in comparison with previous surveys, we find that the
distribution of the SALT2 color parameter, c, does not match the expected distribution.
This is shown in Figure 2.42, where the Y1 real photo-Ia sample exhibits tails for c below
-0.3 and above 0.5. While it is conceivable that DES is simply more sensitive to Type
Ia supernovae with very high or low color values, it is certainly not a given that such
supernovae even exist. The distribution could be affected by the uncertainty in the host
photo-zs that we have been using as priors on our sample. Visual inspection of this particular sample’s light curves includes instances of obviously bad light curve fits, but only in
cases where c < −0.3. For transients with very high c values, the very blue colors might
indicate events where the degeneracy between color and redshift is causing the typer to fit
erroneous color/redshift values for the light curves.
As shown in §2.3.2, core collapse supernovae, when fit with SALT2, are much more
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Figure 2.42: The c distributions of simulated data (blue) and candidates observed during Y1 that pass the
10-5-5 cut (red). The histograms have been normalized in order to illustrate the disparity in counts found
in the wings of the samples where c > 0.5 and c < −0.3
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likely than Ia supernovae to exhibit extreme values of c, even after photometric typing has
reduced the core collapse contamination to around 5%. Additionally, when examining
the hosts of these supernovae with high c, almost 80% are hostless or require that psnid
completely ignore the existence of the prospective host in order to classify the transient
as a supernova. The latter fact is then confused by the potential for SN-host mismatch
in our host identification method. The expected misidentification rate is approximately
3% for the current host identification methodology from Sako et al. (2014). As such, all
supernovae that fit any of those three criteria will be marked in Table B.1 at the end of this
paper but will not be removed. A summary of how much of the Y1 sample is affected by
each of these three problems can be found in table 2.8. More work will need to be done
to see if these supernovae with extreme values of c continue to be identified as Ia once the
host redshift acquisition program is completed and the redshifts for DES supernovae can
be more tightly defined. Regardless more data will be needed to identify whether they are
entirely a result of contamination or if some of them represent a new class of supernova.
Of the 499 photometrically typed supernovae in Y1, 54 were hostless and 41 had an
identified host but were only classified as Type Ia supernovae when the host’s photometric
redshift was ignored. These 41 host-SN mismatches are still reported in Appendix B,
but deserve slightly more attention than those typed using the host photometric redshift.
Based on the photometric sample from Y1 described here, we believe it is reasonably
to alter the projected five-year supernova sample we expect to obtain from the full Dark
Energy Survey.

Photometric SN with Spectroscopic Host Redshifts
Given the observed typing efficiency we obtained using forced photometry, the photometric redshift distribution for Y1 supernovae matches the expectations quite well in the fields
over the entire observed redshift range. However, the redshift distribution is only valuable
if it can be used to reasonably approximate redshifts obtained through spectroscopy. As
of this work, 280 of the 445 hosts identified from the 10-5-5 Y1 sample have been spec136

Table 2.8.
SN Property
Y1 Sample?
c < −0.3, c > 0.5
Hostless?
w/ Host, flat-z fit?
Hostless + c
Host/flat-z + c

Table 2.8.

DES Y1 Supernova Properties
# Typed Ia
499
50
54
41
13
16

% of Parent Sample?
100%
10% of Y1
10.8% of Y1
8.2 % of Y1
24.1% of Hostless
39% of Host, flat-z fits

In addition to typing the light curves, there are

several supernova properties that can be used to further
select Type Ias from the DES Y1 sample. They are
summarized here. Of particular interest is the fact that
supernovae with some form of failed host-match were
significantly more likely to fail the c cut than the broader
sample. Rows marked with ? indicate parent samples.
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Figure 2.43: The photometric redshifts of Type Ia supernovae typed using PSNID against the spectroscopic redshifts of the galaxies identified as hosts. Red points represent candidates that passed the 10-5-5
cut but for which PSNID showed extreme values of c. Magenta points indicate supernova which were typed
using a flat-z prior rather than the available host photo-z prior.

138

Photometric Redshift Residual Distribution

45
40
35
30
25

µ=-0.022, σ=0.116
µ=-0.006, σ=0.079

20
15
10
5
0
0.6

0.4

0.2

0.0

zphoto,SN−zspec,host

0.2

0.4

0.6

Figure 2.44: A histogram of photometric redshift residuals of the 280 photometrically typed SNe for
which DES has a spectroscopic redshift of the galaxy designated as the host. The pink plot displays the
the residuals for all supernovae with a host redshift and the purple plot overlaid is the histogram of the
supernovae that also pass the c cut.
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troscopically observed. As stated previously, modeling host spectroscopic efficiency for
the Y1 supernova will be exceedingly difficult (and not particularly useful) until Y1 hosts
have been followed up but the sample of 280 spectroscopic host redshifts will be useful
in both gauging the quality of the photometric supernova redshifts as well as identifying
issues with those 41 “ignored" hosts.
Of the 41 ignored hosts, 15 had spectra taken and 6 of those provided redshifts which
differ from their photometric counterparts by > 2σ . While this is admittedly limited by
small sample statistics, it represents a significantly larger ratio of “bad" host photometric
redshifts than the global sample of 280 (of which only 15% differ by more than 2σ ).
When combined with the ignored host SNe that fail the c cut and the expected 3% of
SN-host mismatches, over 2/3 of the ignored hosts can be accounted for.
Figure 2.43 provides a visual summary of the host spectroscopic redshifts that have
been obtained for the current Y1 supernova hosts. We have included SNe that only passed
the 5-0-0 cuts or the 5-5-5 cuts, respectively, but photometric supernovae that have passed
the 10-5-5 cut have enlarged datapoints. The first noticeable feature is the same bias for
the high redshift supernova (z > 0.8) that existed in the simulated sample but with agreement generally in line with Campbell et al. (2013). Figure 2.44, meanwhile, shows the
distribution of photometric redshift residuals; σδ z of the spectroscopic sample was measured to be approximately 12%. However, we did choose to plot the residual distribution
for the sample excluding SNe with extreme c and those whose hosts were ignored. Removing those two subsamples reduces σ δ z to below 8%, which is more improvement
than what is seen by simply removing all SN with z phot < 0.5. Those standout supernovae that are still unaccounted for could be the result of the expected impurities of the
sample.

2.5.3

Five-Year DES SN Forecast: Updated

While Bernstein et al. (2012) forecast a total sample of approximately 3500 high quality
supernova light curves, they overestimated the qualify of the PSF that would be observed
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by the supernova portion of DES, resulting in an overestimation of approximately 500
Type Ia supernova. Additionally, the observing season is shorter than was originally
projected and we have since lost 3.2% of our focal plane to CCD failure, resulting in a
further reduction in sample size. It is not inconceivable that host spectroscopic redshifts,
improved photometric typing techniques (as described in Sako et al. (2014) and final
photometry would increase the total size of the photometric sample and mitigate the need
for photometric correction measures taken during psnid classification, but it is unlikely
to make up for the deficit seen thusfar. Therefore, we project that the five-year supernova
sample will contain approximately 2500 supernova light curves with good observations
that pass the typing and S/N cuts described in this work.
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Chapter 3
The Type Ia Supernova Rate from the
DES Year 1 Supernova Sample
3.1

The Y1 Supernova Rate Dataset

We will now use the photometric Type Ia supernova sample obtained in chapter 2 to make
a measurement of the Type Ia volumetric supernova rate, both assuming a constant model
and volumetric rate models that evolve with redshift, using only photometrically identified
supernovae with photometrically identified redshifts. Our reasons for this choice of data
set are twofold. First, DES expects to obtain spectra for only 10% (Bernstein et al. 2012)
to 20% (chapter 2) of its total supernova sample. The trend of using data with a low
percentage of spectroscopic confirmation is likely to continue for the foreseeable future of
Type Ia supernova cosmology research, first with DES and then with LSST simply due to
the resources needed to obtain spectroscopic follow-up (Zheng et al. 2008). Therefore, the
ability to do science with photometrically classified supernovae is vital to the continuation
of Type Ia supernova research. Second, we would like to see the impact of a sample that
uses only photometric redshifts on a scientific result. DES will be obtaining redshifts for
all supernova hosts with r-band magnitude < 24.0, but as of this work only about half of
our Y1 sample has any spectroscopic redshifts associated with it at all, and 10% of our
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sample is hostless.

3.1.1

Dilday et al. (2010) As Low-z Anchor

The discrepancy between the simulated  and the efficiencies measured by using fakes at
low redshift as described in Chapter 2 places limits on how well we can use simulations
to estimate properties of the DES Y1 survey. Most notably, the disagreement between
estimates of efficiency at z < 0.15 effectively prevents us from using our low redshift
sample to estimate the underlying distribution of supernovae that are bright in the observer frame. As we will show in §3.2, this estimate is vital to calculating the volumetric
supernova rate. When discussing the constant rate model itself as a function of redshift,
this lower redshift regime is somewhat easy to dismiss. However, in §3.4 we will discuss two popular redshift dependent supernova rate models, each of which are sensitive
to the measured rate at low redshift. In order to constrain the low-redshift properties
of these redshift dependent models, we will use the constant model measured rate from
Dilday et al. (2010) as our low redshift rate measurement anchor. In that work the rate
−5 SNe M pc−3 h3 year −1 at an average redshift of
was measured as 2.35+0.15+0.45
70
−0.003−0.39 × 10

< z >= 0.09, where the reported errors were systematic and statistical respectively. The
data from that work is especially useful in that the individual redshift measurement was
made using a sample for which completeness was well defined and independent of the
systematics that effect both our selection efficiency and purity in the DES Y1 redshift
regime.

3.1.2

Monte Carlo Simulations

In order to estimate the purity of our supernova sample and our survey efficiency, we simulated a variety of data sets, varying over the systematics discussed in §3.3, namely the
underlying Type Ia supernova fraction and the host galaxy extinction probability distribution. Each simulated data set (there were 9 in total) took distributions of PSFs, zeropoints,
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sky noise measurements and observation cadence from the DES Y1 supernova field observations as inputs, which were then used by SNANA (Kessler et al. 2009b) to generate
10 seasons worth of Type Ia and core collapse supernova light curve simulations for the
set in the redshift range 0.1 to 0.9. Our host galaxies catalog used for the simulations was
the “SVA Gold" host galaxy catalog constructed from SN field observations during the
SV season (Bonnett et al. 2015b). Because our Y1 sample contains approximately 10%
supernova candidates without an identified host, we also randomly select 10% of our simulated sample for which host galaxy photometric redshift information will be completely
ignored in order to better estimate our survey efficiency and purity.
Except for the examples given above, our simulations for this chapter used the same
simulations parameters and methods described in chapter 2, where the SALT2 model
(Guy et al. 2007b) used as part of the SNANA simulations package. SNANA generates supernovae light curve parameters x1 and c within user defined population parameters, where
our choice of distribution for c affected our systematics and will be described in section
. The Type Ia supernova population parameters α (stretch luminosity relationship) and β
(the color law), were chosen such that α = 0.13 and β = 3.17, based on the findings from
Sako et al. (2014).

3.2

Type Ia Volumetric Supernova Rate

We use the standard method of calculating the Type Ia volumetric supernova rate, measured in units of SNe h270 M pc−3 year−1 , by binning our supernova sample into redshift
bins. We will assume a flat, ΛCDM universe with Ωm = 0.308, chosen to match the result
from Planck Collaboration et al. (2014) and H0 = 70kms−1 M pc−3 , chosen because it is a
standard throughout the Type Ia rate measurement literature (Dilday et al. 2008; Barbary
et al. 2012; Neill et al. 2006) and allows for an easier comparison for the reader between
our findings and other work.
The volumetric supernova rate, RVol , can be as a described as a constant within a
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certain comoving volume as follows

RVol (z1 → z2 ) =

NSNIa (z1 → z2 )
V (z1 → z2 )Trest (z1 → z2 )

(3.1)

Where NSNIa is the number of supernovae within the redshift bin, V comoving volume
within the redshift range, Trest is the total observation period in the supernova rest frame
(which is itself a function of redshift and the time in the observer frame) and (z) is the
survey efficiency (as described in §2.4) within that redshift bin. All three variables in the
denominator are ultimately integrated over redshift. The Volume element can is described
as a spherical shell in the comoving frame, which in the FRW metric can be described as
follows:
dr
dV
= Θr2 (z)
dz
dz
c
r(z) =
H0

Z z
0

(3.2)

dz0
p
Ωm (1 + z0 )3 + ΩΛ

(3.3)

Where Θ represents solid angle that is covered by the full survey observing area.
Additionally, while using photometric SN and redshifts to determine the supernova rate
is not unheard of (Dahlen et al. 2008a; Graham et al. 2008; Rodney et al. 2014), NSNIa
without corresponding spectroscopic redshifts is inherently imprecise due to the large
uncertainties in the photo-zs, therefore we will treat it as a sum of probability distributions
in z in order to account for this uncertainty, where NSNIa can be described as
NTot Z z2

NSNIa (z1 → z2 ) = p(z1 → z2 ) ∑

i=1 z1

ρ(z0 |zi , σz,i )

(3.4)

Where ρ is the probability distribution function of the photometric redshift. While
the true probability distribution function is potentially complicated, we approximate ρ
as a guassian probability distribution centered on the photometric redshift, zi , provided
by psnid and the σz,i is the photometric redshift error. The integrals within the relevant
redshift range for each photometric SN in the sample are then summed to represent the
total number of supernova in the redshift bin. Photometric typing is inherently imprecise,
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as discussed in Chapter 2, so the entire sum is then multiplied by the purity pz within the
redshift bin in order to correct for core collapse supernova contamination in our sample.
Making these modifications and correcting the rest frame observation time to the observer
frame through Trest = Tobs /(1 + z)
NTot z2
0
1 p(z1 → z2 ) ∑i=1
z1 ρ(z |zi , σz,i )
RVol (z1 → z2 ) =
R z2 r2 (z) dr
TΘ
(z)

R

(3.5)

z1 1+z dz

For Y1 we will measure the volumetric rate using the deep and shallow fields combined, but each set of fields (indeed, each individual field) can potentially be treated as
its own survey with its own Θ, Tobs , (z) and p(z). In order to determine (z) and p(z),
we simulated DESY1 assuming the observation cadence, sky noise, zero point and PSF
distribution taken from actual Y1 observations. However, in order to estimate systematic
effects, we varied our simulations by tweaking the input AV distributions, which affects
both  and p and Type Ia supernova fraction, which affects the typing purity only, in various combinations. These simulations were put through the exact same classification and
observation criteria described in §2.3.2 and §2.5.1. The purity will be used in equation
3.5 as a binned value, but (z) can be fit to the functional form.

(z) =

0
1 + exp( z−zτ 50 )

(3.6)

Where the three parameters 0 , z50 and τ are derived from a least squares fit to the
simulated (z) values. 0 allows for the peak redshift efficiency to be less than unity (as
observed in Chapter 2). Previous studies (Rodney et al. 2014; Sharon et al. 2007) have
used a similar functional form that varies over the peak magnitude, but using the fact
that Type Ia are standardizable and our cosmology assumptions, the peak magnitude are
related in such a way that the efficiency with redshift can be parameterized as well. This
allows for  to be included in the numerical integration without the use of interpolation.
Examples of these fits can be found in figure 3.3
Within each redshift bin, the effective redshift can be approximated as the average
redshift of the volume that has been observed,
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R z2 dV
z z dz dz
zVol = R 1z2 dV
z1 dz dz

(3.7)

Which can then be used to fit various functional forms of the redshift rate as a function
of redshift with the measured rates, as will be described in §3.4.
Θ, including the fraction of our fields that are masked at the edges of our CCDs and
the 2 failed chips, was 6.56 × 10−3 for all of the shallow fields combined and 1.64 × 10−3
for the deep fields. Each individual field had a slightly different total observation period,
but we choose to use the average period for each set of fields, so that Tobs was 0.388 in
the shallow fields and 0.386 in the deep fields. Variation in observation period amounts
to ∼ 1% differences from the average observation time in shallow fields, but both deep
fields had observation periods of the same length.

3.3

Sources of Uncertainty

Of the parameters in equation 3.5, those most prone to systematic uncertainties from the
underlying distribution of Type Ia supernovae are the efficiency (z) and the purity p(z).

3.3.1

Efficiency Uncertainty

In chapter 2 we spent time discussing our methodology for ensuring that the simulated
Type Ia supernova typing efficiency was well matched to the fake efficiency for our Y1
observations. However, the parameter distributions used for our fakes were ultimately not
good representations of the true underlying distributions, but were instead chosen to ensure a good coverage of the total parameter space by our fake supernova, e.g. the redshift
distribution of the fakes was considerably flatter than reality (with far more fakes at low
redshift than would be expected) and the c and x1 distributions were broader than what a
realistic observed distribution would look like. Therefore, in order to test how various underlying assumptions about the Type Ia population will affect our supernova rate results,
we simulated several datasets consisting of 10 seasons each based on several combina147

tions of those assumptions. Additionally we spent some effort reexamining systematics
that were previously addressed in order to verify that they were unlikely to significantly
affect our systematic error budget.
Host Separation Efficiency
As discussed in §2.4.2, the separation between host galaxy and resident supernova does
appear to have any consistent effect on the (z). In figure 3.1 we have plotted the efficiency as a function of host galaxy separation (in kpc) and redshift with finer binning,
irrespective of the relative population of each bin. We continue to see little to no effect
on the survey efficiency due to host galaxy separation, except for a small hint of distinction the efficiency at very low redshifts. However, this discrepancy is already below the
redshift range at which we can reliably simulate (z), as described in §2.4, therefore the
inherently unknown host separation distribution will not be included in our eventual error
budget.
SALT2 β
In chapter 2 we discussed the effect that the discrepancy between the forecast and the
observed PSF distributions had on our supernova survey sample. This discrepancy resulted in an average magnitude discrepancy between Y1 and Bernstein et al. (2012) of
approximately 0.5 magnitudes in the r-band and had a significant effect on the total Type
Ia supernova sample discovered in Y1 via the impact on the signal-to-noise and (r50 ).
But PSF is not the only potential source of signal-to-noise loss and any other potential
sources of supernova magnitude degredation should be investigated as systematics.
At this point it is valuable to revisit the SALT2 model, (Guy et al. 2007b), which can
be used to describe the absolute magnitude of a Type Ia supernova.

m = x0 + αx1 − β c

(3.8)

Where x0 , x1 and c are properties of the individual supernovae and α and β are prop148
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Figure 3.1: The efficiency of the SN search through the photometric typer in the shallow and deep fields
as a function of both redshift and separation from the presumed host galaxy center in kpc. White areas lack
enough fake supernovae (N < 5) to make proper judgment of the typing efficiency. While we showed that
the efficiency does not appear to be a function of separation in Chapter 2, we verify here on a finer search
grid to ensure that host separation is not a source of systematic error in our efficiency measurement.

149

erties of the entire population of Type Ia supernovae. Throughout the literature, α is
quite well defined (Kessler et al. 2009a; Guy et al. 2007b; Barbary et al. 2012; Rodney
et al. 2014) to be approximately 0.13 and we have used that value of α in our analysis.
However, β takes on several different values, even among works used to determine the
supernova rate, so it is important to mitigate the effects of varying β on our analysis. Just
in works investigating the supernova rate, β varies from 2.28 on the low end (Barbary
et al. 2012) to 4.1 on the high end (Rodney et al. 2014). As the distribution of c has
been measured out to approximately 0.4, the difference between these values of β begin
to approach a whole magnitude difference on the extremes of the c distribution and could
potentially have a significant effect on the detection efficiency in our simulations.
Using a procedure similar to that used in §2.34, we have determined that such large
uncertainty in β will begin to have a significant effect on our detection efficiency at a
redshift of 0.4 in the shallow fields and at a redshift of 0.6 in the deep fields, as these are
the approximate redshifts at which our survey efficiencies in those field types begin to fall
significantly below unity. Therefore, in order to minimize the effect that the choice of β
could have on our measured supernova rate, we will fix the upper limit measurements for
the two field types to those values. For this work we will be using β = 3.17 as measured
in Sako et al. (2014) because of its well measured uncertainties and because it benefits
from the extensive work into calibrating the SALT2 model in Mosher et al. (2014).

Host Galaxy Extinction
One prior that can affect both our  and p estimates is the assumed underlying distribution
of host galaxy extinction, Ψ(AV ) and how it is reflected in the distribution of c. The
breadth of research on this distribution shows that it is an area of much interest both
among the supernova research community as well as the broader astrophysics community.
Within the SALT2 model, AV is incorporated into the observed supernova light curves via
the c parameter. The underlying distribution of c in the Type Ia supernova population
is itself a combination of intrinsic differences in supernova colors as well as the effects
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of host galaxy extinction (Guy et al. 2010; Chotard et al. 2011) and we cannot assume
that previous measurements of the c distribution are complete (Astier et al. 2006; Kessler
et al. 2009a), precisely because large values of c will affect (z). In order to correctly
address this combination of effects, we take our cue in assessing the systematics of host
galaxy extinction from previous Type Ia supernova rate studies such as Rodney et al.
(2014) and Barbary et al. (2012), in which the portion of the c distribution attributable
to the AV distribution is convolved with the observed c, which is assumed for the sake
of convenience to be the intrinsic c distribution. We will use the c distribution measured
in Sako et al. (2014) as the “intrinsic" distirbution. For our collection of Ψ(AV ) models,
we will first use the AV distribution described from SDSS data in Kessler et al. (2009a),
where Ψ(AV ) = exp(−AV /τ), with τ ≈ 0.33. As described in Barbary et al. (2012), an
approximate conversion of AV to c works via the definition of AV

AV = Rv × E(B −V ) ≈ (β − 1) × c

(3.9)

This approximation agrees, within error, with the estimates for Rv and β provided by
Kessler et al. (2009a) and Sako et al. (2014), respectively, both based on SDSS II data.
Assuming the SDSS result, the color distribution attributable to host galaxy extinction can
be approximated as Ψ(c) = exp((1 − β )c/0.33). By its nature, AV only has a reddening
component and is assumed to be positive, unlike intrinsic c variation where a negative
value indicates that the SN is bluer than expected. The total underlying Ψ(c) we simulated as a nominal distribution was then a convolution of the c attributable to dust and
the c measured by SDSS. A simulated c distribution, based on the c distribution observed
in Kessler et al. (2009a) can be see as the blue plot in figure 3.2, where the negative
half of that distribution is by definition contributed to the distribution only by intrinsic c.
However, because it is impossible to know if this distribution represents the underlying
distribution of c, our "final" Ψ(c) was then a convolution of the extinction approximation
and a Gaussian distribution with parameters set to match the distribution from SDSS. As
our simulation was then made in SNANA, which accepts c distributions in the form of a
151

Table 3.1. Av and c Distributions
σc−

σc+

exp(−A2v /2σ 2 ) 0.08

0.40

P(Av )

Name
1
(2π)σ

High Av

√

SDSS Av
Low Av

exp(−Av /0.33)
-

0.08 0.25
0.08 0.14

bifurcated Gaussian, this convolution was then fit to a bifurcated Gaussian with separate
σ − and σ + for the positive and negative halves of the fit distribution. A visual representation of each of our dust samples can be seen in figure 3.2, where the broader Ψ(c)
distributions assume that the SDSS distribution of c is incomplete. In addition to this
AV model, we chose a "high AV " and "minimal AV " distribution. We follow the lead of
Rodney et al. (2014) in choosing our high AV model as that described in Graham et al.
(2008), which assumes Ψ(AV ) is a Gaussian distribution with σ = 0.62, while the low
AV model assumes that the c distribution from Kessler et al. (2009a) is complete. For the
generation of P(c) only, we choose a lower value of β = 2.56 than in the rest of this work
in order to provide a conservative estimate of the uncertainty introduced by the uncertainty in P(AV ), which increases the differentiation between our distributions of c. Table
3.1 briefly summarizes the various simulated Ψ(AV ) as well as the σ − and σ + for the
bifurcated Gaussian distributions of c assumed by SNANA in our simulations.
The estimated (z) for the three simulated AV distributions was measured directly by
applying our supernova sample typing requirements and cuts to each simulated sample.
The efficiency measurements for the SDSS-like AV sample are plotted as black points
with error bars in figure 3.3, where the error bars represent the Wilson 0.6827 confidence intervals of the efficiency measurements. The data were then fit to the functional
form described in equation 3.6, which will be used in equation 3.5 to measure the binned
volumetric rate. The uncertainties in the efficiency models are the result of statistical uncertainties in the efficiency measurement and are included in the statistical uncertainties
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Figure 3.2: The three dust models used to assess the affect of host extinction on the survey efficiency.
The three different models are derived from fitting bifurcated Gaussian probability distribution functions to
the convolutions of the estimated intrinsic c distribution with the three different dust models. The high side
σ + for the three different models are 0.14, 0.25 and 0.4 for the minimal dust, SDSS II: Supernova Survey
dust and high dust models respectively. The simulations presented are based on the c distribution obtained
from SDSS II cosmology analysis and σ − = 0.08 was obtained by fitting another Guassian to the lower
half of the SDSS c distribution. When generating the AV distributions in SALT2 c space, we used β = 2.56
rather than β = 3.1 used elsewhere in order to ensure a broader range of c distributions.
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of our rate measurement, while the differences between the models are included in the
systematic error budget, with the differences between the various Ψ(c) being the dominant source of systematic error in the rate model measurement discussed in §volrate. The
largest individual source of error is the difference in the various efficiency models between redshift 0.3 and 0.4 in the efficiency measurements for the shallow fields. The drop
in efficiency near that redshift range results in an inflation of the possible overpopulation
in those redshift bins, as shown at the end of chapter 2.
It is important to note that the variations in P(c) and their affect on the measured
rate cannot themselves be used to determine the "true" P(AV ). The convolution between
P(cintrinsic ) and P(c(AV )) is meant to correct for a possible distribution of c that cannot be
seen due to inefficiencies related to c, but it is feasible that the current known distribution
of c is a true representation of the convolution of intrinsic c and the underlying host galaxy
extinction distribution already. Therefore the "Low AV " distribution could represent a
sample with a relatively high AV distribution that is just already incorporated into the
measured distribution of c.
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Figure 3.3: The simulated  psnid as a function of redshift, split into shallow (top) and deep (bottom) fields.
Black points represent the efficiency in z=0.05 redshift bins of our simulated sample with the SDSS-like Av
distribution. The red, black and cyan solid lines indicate the functional efficiency fit for the high, SDSS-like
and low Av distributions respectively.
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SALT2 Light Curve Parameter Estimation
When psnid is used to fit light curve data to the SALT2 model, it provides best fit estimates for the SALT2 model parameters (c,x1 ,T0 ) in addition to fitting for redshift. We
have already investigated the apparent bias of the photometric redshift, z psnid , when compared with the exact simulated redshift how how that bias changes with redshift in §2.3.3.
However, the SALT2 fit parameters impact the luminosity of the simulated supernova, as
shown in Chapter 1, so our ability to truly estimate our efficiency as a function of peak
brightness is limited by our ability to estimate what the peak brightness truly is (Barbary et al. 2012). In examining our redshift dependent rate, we need to understand how
any biases in the SALT2 parameters could cause us to misestimate  psnid and how that
misestimation could affect our systematic error budget.
In §2.4.1 we investigated  psnid (magr ). As described in the previous section, both
the supernova parameters x1 and c have an effect on the inferred absolute magnitude.
As shown in Barbary et al. (2012), uncertainty in the distribution of either parameter
can have an impact on discovery efficiency near the detection limit. In figure 3.4, we
show the distribution of residuals for the SALT2 light curve parameter residuals (e.g.
∆x1 = x1 psnid − x1sim ) to see how well we are able to measure the center of the actual
parameter distribution.
In the case of x1 , c and T0 we are interested in examining the limit on how much systematic effect the uncertainty in these parameters could have on our efficiency. T0 is the
same as the parameter included in the cuts last chapter in §2.3.2. We are especially interested in the effect on the rate measurement in the redshift ranges that we will be using to
measure the supernova rate. x1 and c are systematics in our measurement of the efficiency
since they have an impact on the underlying magnitude distribution of the supernova population. Although the bias of x1 is of the same order as c, the coefficient α used for
this work is insignificant compared to the value of c, therefore the bias in c would dominate the uncertainty in the intrinsic brightness; ∆M(∆x1 ) (0.048)(0.13) ≈ 0.006, whereas
∆M(∆c) (0.027)(3.17) ≈ 0.086. Conservatively, we will use double the combined un156
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Figure 3.4: Photometric SALT2 parameter residuals for our simulated sample (assuming SDSS-like
dust). The three SALT2 parameters plotted are T0 (top), c (middle) and x1 (bottom) each have the potential
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certainty in intrinsic brightness ∆M = 0.18 to determine the affect of both uncertainties
on our systematic error budget. Using the same method described in §2.4.2 to estimate
the potential number of supernovae lost due to the uncertainty in the distributions of x1
and c, we determined that total uncertainty in NIa was approximately 5%, however, < 1%
uncertainty occurs in the redshift ranges we will be using for our rate measurements.
The final SALT2 parameter, T0 , is significantly easier to evaluate in relation to the
volumetric rate, as Rvol ∼ T −1 directly, rather than through the efficiency measurement.
The central residual value in the measured ∆T0 is shown in figure 3.4 to be approximately
0.2. Such an uncertainty would have an impact on our total survey observation period via
the cuts on observations relative to T0 described in §2.3.2, specifically the cuts requiring
observations 5 days before and 15 days after T0 . Doubling the bias to represent the potential effect at both the beginning and end of the survey, ∆T0 ≈ 0.4 still represents an
uncertainty in our total rate of less than 0.3%.

3.3.2

Type Ia Sample Purity

The purity of the supernova sample impacts Rvol via the core collapse SN contamination
correction facture in equation 3.5 and is a function of both our typer as well as the underlying Type Ia supernova fraction. Given an untyped sample composed of Type Ia and core
collapse supernovae, the amount of impurity in the typed sample will be directly related
to the percentage of the input sample that is core collapse supernovae, which acts as a
prior on the photometric typing classification, as shown here.

Purity =

NCC
NCC
NIa
= 1−
→ Impurity = 1 − Purity =
NSN
NSN
NSN

(3.10)

Therefore, the simulated purity will be dependent on the percentage of the simulated
supernova sample that is composed of core collapse supernovae, which is itself a function
of the relative rates of the two samples. In addition to creating variations in the c in our
simulations as described above, we also simulated separate dataset with different values
for the Type Ia supernova fraction, accomplished by varying the underlying rate of Type Ia
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supernova in our simulations. While the simulated rate itself would not have any impact
on our efficiency measurement, both the c distribution and the simulated Type Ia rate
(as a proxy for the Type Ia fraction) will have an impact on the purity measurement and
therefore the measured rate.
The Underlying Type Ia Fraction
We varied our Type Ia supernova fraction by simulating a sample with the volumetric
supernova rate described in Dilday et al. (2010) (hereafter D10) with the upper and lower
limits for that rate measurement as the upper and lower bounds on our simulated supernova fraction. For the core collapse rate we used the rate function used in Bernstein et al.
(2012) and described in Bazin et al. (2009). The resulting Type Ia supernova fraction as a
function of redshift can be seen in figure 3.5.
c: Impact on Purity
The impact of the c distribution on the supernova sample purity is less obvious than the
relative supernova rates, but the effect of c occurs through psnid, when searches through
the SALT2 model parameter space for a best fit model, as part of its Bayesian evidence
calculation. We use our high AV distribution model as an example and plotted the total
detected sample purity (which includes the signal-to-noise and T0 cuts, but not the actual

psnid typing) as a function of c in figure 3.6. Beyond a c of approximately 0.4, the purity
of the sample begins to fall below 50%, meaning that there is a significant population of
simulated core collapse supernovae beyond that limit.
Total Uncertainties in Purity
In figure 3.7 we plot the total purity as a function of redshift in shallow and deep fields,
varying both our AV distribution and our relative underlying Type Ia rate. Interestingly,
the relative rates show some variation in purity, with the low and medium input Type Ia
rate simulations often having the lowest purities throughout the redshift range, but the
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The Type Ia Fraction By Rate
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Figure 3.5: Based on our three different simulated Type Ia rates, the three different Type Ia supernova
fractions as a function of redshift. All rates were simulated using a powerlaw function, with the Ia rate
described in Dilday et al. (2010) and the core collapse supernova rate taken from Bazin et al. (2009).
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Purity of Detected Ia SN
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Figure 3.6: The purity of the simulated Y1 Type Ia SN sample as a function of SALT2 parameter c. The
reduced purity with redder colors indicates that the redder end of the distribution is more populated with
core collapse supernovae
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reduction in purity for the lowest input rate is not as consistent across the whole redshift
range as would be expected, given the straightforward way that core collapse contamination and purity are related. Meanwhile, there does appear to be a coherent reduction in
purity as the breadth of the AV distribution is increased. In total, 9 separate simulations
were made for each combination of relative Type Ia rate and host Ψ(c), allowing us to examine the effects of both sets of systematics on the volumetric Type Ia supernova and our
systematic error budget. The overall effect on ∆Rvol is less than the uncertainties imposed
on the efficiency by the varying dust model or by imposing the c cut, but larger than the
systematic effects related to the SALT2 model and its parameters.
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Figure 3.7: The simulated Type Ia supernova sample purity as a function of redshift. The purities have
been separated into deep (left) and shallow (right) fields and the affects of both changes in the Av distribution
(bottom) as well as of the underlying supernova rate (top) are shown. The underlying rate is used as a proxy
for the Type Ia supernova fraction and does not appear to have any clear systematic affect on the sample
purity overall (although there is some consistent reduction in purity with rate at mid redshifts). Conversely,
at high redshifts there is a slight but consistent reduction in sample purity when simulating more dust.
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In addition to c’s effect on purity, we have chosen to partially include the c cut described in §2.3.2 in our rate measurement, which will have a direct effect on NI a as well
as the measured purity. Because we cannot be certain of the underlying c distribution on
the high end, (see §3.3.1), the cut made in §2.3.2 removing photometric supernovae with
c > 0.5 would no longer be appropriate for this analysis. We will continue to use the
c < −0.3 cut as before, but will report our rate measurement both with and without the
cut included as it is a major systematic that is not accurately reflected in its effect on (z)
and p(z). When we include the cut in our sample generation, the end result is a total of
approximately 100 photometric Type Ias in our shallow fields and 65 photometric Ias in
our deep fields that are used to measure the volumetric rate. Counts are only approximate
because of NI a is actually a sum of probability distribution functions, as show in equation 3.4. The samples without this c cut total 105 and 75 in the shallow and deep fields
respectively.

3.4
3.4.1

The Type Ia Volumetric Supernova Rate
Constant Rate measurement

We will first address our measurements of the Type Ia supernova rate assuming a constant
rate model, where the “final" rate measurement would be represented as a straightforward interpretation of equation 3.1 and both the volume and total number of supernovae
used in the measurement are simply the values within a maximum redshift radius (in
our case we would exclude both SN and volume inside the limit z < 0.15. Using our
survey parameters TObs and Θ described in §3.2, the measured constant rate within our
redshift range for the nominal, SDSS-like dust model and middle Type Ia fraction is
−
3
−3 −1
6.71 ± 0.77(statistical)+1.1
−0.80 (systematic) × 10 5 SNe h70 M pc yr , where the statistical

errors on that measurement are from the Poisson 1σ uncertainty of our value for NSNIa
combined in quadrature with the statistical uncertainties of (z) and p(z), which dominate
those statistical uncertainties. If no c cut is included then the rate within that redshift range
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−3 −1
−
3
increases slightly to 7.29 ± 0.8(statistical)+1.0
−0.60 (systematic) × 10 5 SNe h70 M pc yr .

However, the measured constant-model supernova rate is itself a function of the maximum redshift used for the measurement, which can be seen in figure 3.8. In that figure,
the statistical errors dominate the measurement errors out to z = 0.33 and the difference
between the “low dust" and nominal dust model is essentially 0 until a redshift of 0.2. (z)
and p(z) do not vary significantly between those two models at low redshift. Low statistics combined with our statistical uncertainty in purity and efficiency (estimated using the
Wilson 0.6827 confidence interval) at redshift limits below 0.3 make any measurement
of the constant rate extremely uncertain, but at that redshift our constant volume rate is
in agreement with, although larger than, the rate described using the SDSS II Supernova
data in D10. It is worth noting that, compared to that work, our statistical errors are exaggerated due to the inclusion of the statistical uncertainty of our p(z). D10 estimated
a contamination of its sample, but a significant portion of the supernovae used in their
rate were spectroscopically confirmed, making the purity uncertainties less significant.
Additionally, they assumed that systematic errors in the efficiency dominated and did not
include statistical efficiency errors in their error budget. Ultimately, the lack of spectroscopically confirmed supernovae from DES will continue to present issues in estimating
p(z).
Poisson errors in the count of supernovae represent about two thirds of the statistical
errors, while statistical errors imposed by p(z) dominate over statistical errors in (z),
so with a five-year sample of supernovae the errors in p(z) are likely to dominate the
statistical errors overall. We are unable, with current statistics, to discount the constant
rate, but our findings indicate a change in rate from redshift 0.15 to 0.6. This, generally,
agrees with the literature, where constant rate model is not favored (Dahlen et al. 2008a;
Graham et al. 2008; Rodney et al. 2014; Barbary et al. 2012) but usually not completely
discounted. If we attempt to expand our measurement much passed 0.6 we find that the
purity error truly begin to dominate overall. Our analysis was limited by the need to simulate 9 models of 10 seasons each, but future analyses would be advised to simulate a
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significantly larger sample for error estimate. In order to obtain more precise measurements of the Type Ia rate, additional methods for improving purity will need to be devised
in order to leverage the systematic value provided by DES, which will have high Type Ia
statistics over the redshift range 0.1 to 1.0 (approximately five times that shown in chapter
2). Spectroscopic redshifts for supernovae with hosts brighter than r < 24.0 (as assumed
in Bernstein et al. (2012)) will improve these uncertainties as well as the uncertainties in
supernova redshift, reducing σz as it is used in both photometric typing and in the rate
equation. Combined with a DES specific estimate of SALT2 β , which placed redshift
limits of 0.4 and 0.6 on our rate sample, the redshift estimate improvements will prove a
larger redshift “lever arm" on the constant rate redshift measurements beyond our current
limit of 0.6. Further efficiency improvements can be expected if for no other reason than
the implementation of a scene modeling (Holtzman et al. 2008) photometric algorithm or
some other form a “final photometry" is likely to improve the quality of our photometric
error estimates across our entire redshift range, including at the lower redshifts currently
excluded from the sample.
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Figure 3.8: The Type Ia supernova rate within a maximum redshift range constructed from the constantrate model as a function of maximum redshift, represented by the black line. The red dashed lines represent
the upper and lower systematic-only error bounds, which include the effects of the SALT2 color parameter
cut, variation in the Av distribution as well as variation in the underlying fraction of Type Ia in our efficiency/purity sample. The potential variation in the Av distribution dominates the systematic errors on the
upper and lower end, although the change in the measured SN distribution when the color cut is included is
a significant portion of th error on the upper bound. 1σ statistical errors are represented by the dot-dashed
line.
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3.4.2

Delay Time Supernova Model

The Type Ia supernova rate has been used, among a variety of past and present surveys
(Dilday et al. 2008; Graham et al. 2008; Mannucci et al. 2006; Greggio 2005; Cappellaro
et al. 2015) to attempt to glean information about Type Ia supernova progenitor systems.
Some of these studies attempt to determine whether progenitors are dominated by single
degenerate or double degenerate systems directly (Greggio 2010; Cappellaro et al. 2015),
fueled by assumptions about differences in the delay time distribution (DTD) for the two
progenitor models. Other studies (Dilday et al. 2008; Graham et al. 2008; Mannucci
et al. 2006; Rodney et al. 2014) use the rate to examine the DTD directly rather than
to make predictions about Type Ia supernova progenitor systems, but only through the
measurement of the so called “prompt" and “extended" components of the DTD.
Based on the uncertainties discussed in §3.3 and §3.4.1, an attempt to assess the distribution of progenitor system types based only on the current Y1 data is unlikely to be
fruitful, but there is still the possibility of making some measure of the two components
of the DTD, Φ(t), which is related to RVol through a convolution with the star formation
rate ρ̇(t) (Greggio 2005) via
Z t

RVol (t) =

ρ̇(τ)Φ(t − τ)dt

(3.11)

0

If we then assume that Φ(t) is a linear combination of prompt (Bδt) and extended (A)
components we can then use what is known as the “A+B" model, conceived in Mannucci
et al. (2006) and Scannapieco & Bildsten (2005), along with some basic assumptions
about the star formation rate, to characterize the two parts of the DTD. This method has
since been used by SNLS (Graham et al. 2008; Sullivan et al. 2006) and SDSS (Dilday
et al. 2008) as well as more recent, high redshift work (Cappellaro et al. 2015) to do
exactly that with varying degrees of success. The A+B model of the DTD results in a
cosmic time dependent supernova rate

RVol (t) = Aρ(t) + Bρ̇(t)
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(3.12)

Different rate measurements throughout the literature make use of different cosmic
star formation rates but, in order to facilitate a simple comparison with Dilday et al.
(2008) and Graham et al. (2008), we will use the functional form for ρ̇(z) described in
Cole et al. (2001), which we will reproduce here for clarity:

ρ̇(z) =

a + bz
h100 M year−1 M pc−3
d
1 + (z/c)

(3.13)

In this form, we used the values from Hopkins & Beacom (2006), where (a,b,c,d) =
(0.0118,0.08,3.3,5.2) and h100 = H0 /(100km/s/M pc). We integrated over cosmic time
to obtain ρ(t), assuming the same cosmology used previously in this work.
While the cosmic star formation rate is still uncertain, we will assume exact values
for the Cole et al. (2001) model parameters and leave the propagation of ρ̇ uncertainties
for future work where the typing uncertainties are not so dominant.

3.4.3

Type Ia Rate Model Results

We can now examine the A+B model as well as a generic power-law model to see how
well they describe our data. In order to show how our rate measurements vary with
redshift, we have broken our photometric supernova data into redshift bins of ∆z = 0.05
(with the exception of one deep field bin for the redshift range 0.15 < z < 0.25 due to
low statistics at low redshift in those fields) and calculated the supernova rate assuming
that it is constant within those bins, as in equation 3.5. Example rate measurements,
assuming the SDSS-like dust model and the D10 power-law rate measurement can be
seen in Figure 3.9. These rate measurements are then fit to the data using the python
version of the MINUIT package to do a least squares fit, including the uncertainties in
our rate calculations. In order to show the impact that both the deep and shallow fields
have on the final fits, we include the example fits that treat the shallow and deep fields
separately in Figure 3.9 as well. The shallow fields show a significant discrepancy with
the deep and combined field rate measurements, fueled largely by the the highest redshift
bin (which is also the redshift bin most affected by many of the sources of systematic
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uncertainty described in 3.3). It is also possible that the purity within that bin is simply
overestimated, but
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Figure 3.9: Four separate fits of the power-law supernova rate to the Y1 supernova data. Each graph
contains a plot of the Dilday et al. (2008) volumetric rate for comparison (green line) in addition to the Y1
data. Our “average" model is the model assuming an SDSS-like dust model and a Type Ia supernova fraction
is based on the nominal Dilday et al. (2010) rate. Only statistical errors on the data points are displayed. We
fit a power-law to using shallow and deep field data calculated separately bu both used in the same fit (top
left), as well as fitting to the shallow (top right) and deep field (bottom left) binned rate measurements as a
single dataset. The graph on the bottom right features the binned rate measurements when the shallow and
deep field data is combined into redshift based volume elements and one rate is measured for the combined
data. The dot-dashed lines represent the statistical errors on the fit rate (including statistical errors on
 psnid (z) and p(z). All four plots feature a low-z anchor point taken from Dilday et al, 2008 (cyan point).
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Figure 3.10: The binned Type Ia supernova rate measurements from DES Y1 (black points) with 1σ
Poisson statistical errors shown in black and the systematic and statistical errors combined in the red error
bars. For both the powerlaw model (top) and time delay model (bottom), the best fit rate model is plotted as
the black line, with the statistical error limited models shown as black dotted lines, the statistic+systematic
model limits as the red dash-dotted line. The best fit for both models includes the SALT2 c cut, but the rate
measurements without the c cut are shown in as green stars. The green dashed line represents the portion
of the systematic error contributed by the c cut. Both plots include the rate measurement from Dilday et al.
(2008) as a low z anchor (cyan).
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The Power-law Model
In addition to the A+B model, we also consider a power-law model as done by SDSS
(Dilday et al. 2008, 2010) and used in SNANA to generate simulated supernova distributions. In such a model, RVol (z) = α(1 + z)ν , where α is constrained by data at low-z and
ν is most sensitive to supernova at the top end of the redshift range. Figure 3.9 shows
sample DES Y1 rate data and the best fit rate model assuming 4 different combinations
of data, where the combined data set is what we used for our fits for α and ν. We use the
combined shallow and deep field rate measurements to fit to our power-law and find

+0.09
α = 2.26 ± 0.46(statistical)−0.16
(systematic) × 10−5 h370 SNe Mpc−3 yr−1
−0.29
(systematic)
ν = 2.28 ± 0.43(statistical)+1.02

ραν = −0.90
Where ραν is the correlation factor for the α and ν fit values. The statistical errors
represent the combined impact of the 1σ Poisson errors on NSNIa and the 0.6827 Wilson
confidence intervals on the (z) and p(z). The negative value of the correlation factor is
the reason that fit errors plotted in figures 3.9 and 3.10 cross at approximately z = 0.3.
The systematic errors presented show the difference between the most extreme values of
α and ν for the different Type Ia fraction and dust model combinations and c cut or no
c cut. The largest value of α (α plus the positive systematic uncertainty) corresponds
to the lowest value of ν in those model fits and vice versa. Table3.2 summarizes the
proportion of the positive and negative systematic error budgets for each fit parameter,
and P(c) dominates the systematic error budget for both α and ν.
One might expect that the values for α and ν measured with the combined data set
would fall within the ranges of model parameters fit using only the shallow or deep fields,
but values for the combined data set α are actually higher than either the shallow or
deep α and the combined data set fit for ν is actually lower than the fit for ν for either
field type individually. The c cut is already applied to the data used to fit the model
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parameters and has the largest impact at the highest redshift bins (the central values of the
rate measurements are displayed as green stars in figure 3.10), meaning that the impact on
α from the c cut is minimal, while ν’s best fit value is actually quite sensitive to whether
the c cut is applied. Including those removed supernovae into the fit increases the fit value
of ν by 17%. The values of α and ν are larger than, but agree with the findings in D08
and D10.
If we replace α in the power-law with α 0 /(1 + z0 )ν , as was done in D10, where z0 =
0.32, then the correlation factor ρα 0 ν becomes both positive and reduced in magnitude,
mitigating the inverse relationship between the errors. Using this modified functional
form we get:

−5 3
−3 −1
α 0 = 4.26 ± 0.43(statistical)+0.47
yr
−0.30 (systematic) × 10 h70 SNe Mpc

ν = 2.28 ± 0.43(statistical)+1.02
−0.29 (systematic)
ρα 0 ν = 0.14
Making this power-law modification has a noticeable impact on the phenomena seen
with the original power law fit. α 0 and ν become positively correlated and the systematic
errors are most positive for both when assuming the broader P(c) and most negative when
we choose the “low dust" P(c) distribution. Additionally, the c cut has much larger impact
on the uncertainties in α 0 than it did on α. Finally, unlike the fit to the nominal power law,
the fit using the combined data set actually does fall within the the range created by fitting
the shallow and deep fields separately. An important note of this analysis is that, while ν is
almost consistent with 0 due to systematics, the only model where ν is actually consistent
with 0 is the model with a low Type Ia fraction and the lowest dust. This result disagrees,
slightly with the result from D10, although this might be dependent on our choose of z0 ,
which we did not choose to minimize the difference between our results and any others,
but to minimize ρα 0 ν . We note here that a major source of our “statistical" uncertainty
is the statistical uncertainty in the purity and efficiency measurements, which depend on
174

Table 3.2.

Power-Law Model Systematic Error Budget

Parameter

Ia Fraction Effect P(Av ) Effect

c Cut Effect

∆α+
∆α−
∆ν+
∆ν−
∆α 0 +
∆α 0 −

33%
21%
17%
7%
19%
0%

11%
25%
80%

67%
68%
58%
93%
81%
20%

simulations. Simulation statistics are only limited by computing power, so an important
goal for future work would be to afford enough CPU hours to simulate a larger data set
of perhaps 100 seasons rather than 10. Improvement in the purity measurement of the
photometric typer could reduce the uncertainties enough to see evidence for a positive ν,
but we were limited by computational resources and time when determining typer purity.
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Delay Time Model Results
The DTD model has seen significantly more attention than the power-law model in the
literature because of its ability to provide information about Type Ia supernova progenitor
systems. The prompt vs. delayed components are still a point of contention in the literature, where low-redshift surveys (Dilday et al. 2008; Neill et al. 2006) find no evidence
for a delayed component but high-z surveys (Rodney et al. 2014) do. We find that, while
there is evidence for a prompt supernova component in our rate measurement, we cannot see an extended component of the supernova rate that is inconsistent with 0, which
is unfortunately could be due to the inability to leverage the high redshift portion of our
supernova sample (z > 0.6) in our rate calculations. This uncertainty is dominated by our
systematic uncertainty as well as our systematic variation in P(AV ). The fit of our data to
the A+B model yields

−14
A = 1.03 ± 1.36(statistical)+0.72
SNeM −1 yr−1
−1.02 (systematic) × 10
−3.1
B = 14.6 ± 3.9(statistical)+4.48
(systematic) × 10−4 SNeM −1 yr−1

ρAB = −0.91
Table 3.3 summarizes the proportions of the various systematic effects on our total
error budget for the A+B analysis. As with the power-law analysis, the choice of Type
Ia supernova fraction did not have as significant an impact on the overall uncertainties as
either the choice of P(AV ) or the c cut used to improve the purity of the sample. As stated
previously, systematic errors do not include the potential variation in the function used
for ρ̇, which can only further reduce our confidence in our findings of the A+B model
parameters. As seen with the power-law analysis, the values for the systematic uncertainties were inversely related, where B was maximized when measured using combinations
of P(AV ) and Type Ia fraction where A was minimized and vice versa. We find evidence
for a prompt component at 2.15σ when including statistical and systematic errors, 3.75σ
when only statistical errors are included. This agrees with the low-z surveys mentions
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Table 3.3.

A+B Model Systematic Error Budget

Parameter

Ia Fraction Effect P(AV ) Effect

c Cut Effect

∆A+
∆A−
∆B+
∆B−

16%
16%
14%
0%

0
29%
38%
0

84%
55%
48%
100%

above. However, we find no significant evidence for a delayed component, which agrees
somewhat with the finding from D08 and Neill et al. (2006) (both of which found very
weak evidence) as redshifts < 1.0. However, this does present tension with higher redshift surveys like Rodney et al. (2014), which do not find significant evidence for a prompt
component without also including a low-z sample in their calculations.
Based on the findings from both the power-law and A+B model analyses, DES SN
uncertainties are likely to be dominated by the uncertainty in the AV distribution model
as well as the sensitivity of photometric typing to that model. Future analyses should
attempt, if at all possible, to find methods for photometric typing that mitigate for the
effects in underlying AV distribution before using more seasons of DES to calculate the
supernova rate and the parameters associated with different volumetric rate models. Additionally, future analyses will benefit from better estimates in the SALT2 parameter β as
well as having spectroscopic redshifts for all supernova hosts, which will both increase
sample purity Sako et al. (2011) as well as reduce the σz used in equation 3.5.
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Chapter 4
Conclusions
4.1

The Need To Succeed

The latest generation of ground based, wide field of view surveys with a Type Ia supernova search component, such as Pan-STARRS (Huber et al. 2015) and the Dark Energy
Survey (The Dark Energy Survey Collaboration 2005) are now underway. This generation is unique among its predecessors in that it is the last which will have any significant
portion of the supernovae discovered followed up by spectroscopic resources. As such,
Pan-STARRS and DES are the final bridge between the discovery of dark energy by Perlmutter et al. (1999) and Riess et al. (1998) and the era that will be dominated by the Large
Synoptic Survey Telescope LSST Science Collaboration et al. (2009), which will find
hundreds of thousands of supernovae and possibly millions of other transients through its
survey lifetime. Therefore, the expectations and developments needed to generate precise
cosmological measurements from Type Ia supernovae using only their light curves are
higher than ever. Some work has come before that studied this issue, (Campbell et al.
2013), but we are now in an era where the uncertainties in cosmological measurements
are no longer dominated by statistics but by systematics. DES presents a unique challenge and opportunity to study supernovae, as its supernova sample will be the largest
ever to cover the redshift range 0.1 to 1.2 with a new, red sensitive camera (Diehl et al.
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2008; Flaugher & DES Collaboration 2013) that will be able to measure supernova colors
across this entire redshift range. Using this unique dataset, DES hopes to see a reduction in systematic uncertainties, but to do so it will first need to put in the work to find
its dataset, requiring a system that can identify Type Ia supernovae without significant
intervention from scientists to view these supernovae by hand in real time. It will then
need to use advanced photometric classification and light curve fitting without the benefit
of a supernova spectrum to generate a sample that can be used, in combination with the
three other distinct probes observed by DES, to make cosmological measurements with
1% uncertainty. Only at that point will the supernova community have the capabilities to
comb through the data that will be obtained from LSST and to effectively use it to unlock
the secrets of Dark Energy. DES is in the enviable position to either discover valuable information about the state of our universe: Is Dark Energy a cosmological constant? Does
is evolve as the universe ages? And even failing that, the analytical methods created for
the Dark Energy Survey will allow for LSST to be more successful than it could possibly
be in DES’s absence.

4.2

Conclusions

In Chapter 2, we described in great detail the DES Y1 supernova search strategy, both
how it was originally conceived by Bernstein et al. (2012) and then developed through
our science verification season. Using an observation scheduling algorithm we were able
to easily coordinate observing with the wider field portion of DES and ensure that our season wasn’t adversely affected by observation gaps around community and engineer time.
Every supernova observing night was summarized with valuable statistics for the night
put on a monitoring web page so that the supernova group could provide quick and accurate feedback to observed. We also combined simple but clever candidate identification
algorithms with continual statistical analysis throughout the season to provide a sample of
transient candidates that could be scanned by a group of 25 scientists for potential super179

novae. These human classification gave us the opportunity to spectroscopically follow up
Type Ia supernovae during Y1 while new methods were developed to further improve the
purity of the supernova survey candidate sample.Then, over the course of reprocessing
runs, a machine learning algorithm was developed by Goldstein et al. (2015) to eliminate
the need for human scanners at all, thus helping pave the way for LSST transient searches
and further automate the supernova identification process, freeing up our scientists for an
additional 180 hours of scanning in each subsequent season.
Through the use of the photometric classification code psnid (Sako et al. 2011) and
the SALT2 light curve fitting model (Astier et al. 2006) (both components of the SNANA
(Kessler et al. 2009b)), we were able to take a dataset of over 7000 transient light curves
and from that, select 518 that we deemed very likely to be Type Ia supernovae through
photometric classification methods. 19 of those turned out to be active across multiple
DES seasons and were thus rejected (most likely as Active Galactic Nuclei), leaving a
sample of 499. We identified a further 91 supernovae that were potential sources of further
study. We calculated the SALT2 parameters for each of these supernovae and found two
small subsamples with values of c that were not represented in other large supernova
samples, either at intermediate or high redshifts, (Kessler et al. 2009a; Conley et al. 2011).
We identified all of these in our dataset as possibly problematic, although the subsample
with very red colors could represent a newly discovered population of Type Ia supernovae
in very dusty hosts. However, it is also conceivable that all of these Type Ia supernovae
are simply a form of sample contamination.
Then through simulations and analysis of our Y1 data, we categorized and quantified
the current state of our ability to measure supernova redshifts without any spectroscopic
information at all, relying entirely on the light curve and, when available, the photometric
redshift of the host. Using the 280 photometric supernovae with host galaxy spectroscopic
redshifts, we were able to identify total bias in redshifts for both simulations and real
data of 1%, with a root mean squared of 3.4% in our simulations and almost 12% in
the real data. However, after making some effort to cull the dataset further, the RMS of
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the real data fell to approximately 8%. However, we identified a significant bias in our
photometric typer, in both simulations and real data, for supernovae with z > 0.8, where
the typer parameters search grid begins to coarsen its variation. For this work we used
the Sako et al. (2011) search grid that comes with SNANA and hope to see it remade for
future work.
Using all of the above information we were able to re-examine the forecasts made for
DES prior to first light. While our sample contamination and the peak of the photometric
Type Ia redshift distribution were both as expected, and while we did observe some supernovae at very high redshift, the total Y1 sample fell short of predictions by approximately
30%. However, when investigating differences between predictions and observations, we
found that the sample size difference was largely attributable to four factors: The less than
expected PSF quality, the slightly shorter than anticipated observing season, the harsher
typing cuts and the loss of two of the total 62 CCDs on the DECam detector. Once these
factors were accounted for, observations again met expectation and we revised the fiveyear supernova sample forecast from 3500 to 2500 photometrically typed Ia supernovae.
In Chapter 3 we investigate the Type Ia supernova rate as a function of redshift. Systematic errors included in this analysis in one form or another were the SALT2 beta
parameter, host galaxy separation efficiency, variations in the distribution of SALT2 c
caused by dust and the Type Ia supernova fraction as a function of redshift. We observed
some significant discrepancies between our shallow an deep field rates that garner more
attention, but our total combined data set provided rate measurements that matched previous survey results in the same redshift regime well (Graham et al. 2008; Dilday et al.
2008, 2010). We tested two slightly different power law models, the constant-rate model
and the A+B delay time distribution model of the redshift dependent supernova rate. We
were unable to completely reject the constant rate model, but an analysis that includes
several seasons’ worth of data will have the necessary statistics to do so. Power-law models fit the data quite well and we were able to measure a redshift varying rate beyond
3σ .
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When investigating the A+B DTD model, we found no evidence at all for an delayed
component, with A being indistinguishable from 0. B, representing the prompt component, was measured to 3.75σ when only considering statistical errors (better than previous
attempts from Barbary et al. (2012); Neill et al. (2006), although when including systematic errors the certainty drops to 2.15σ . In addition, the SFR model that we utilized did
not include any uncertainty at all, although this is in keeping with the previous works
listed above.

4.3

Future Work With the DES Dataset

Throughout this dissertation we have tried to identify places where improvements can be
made when analyzing DES Supernova data. We have already mention a few above, such
as the need to update the photometric classification parameter search grid to accommodate the DES supernova redshift range. Obvious improvements that are already planned
include full spectroscopic follow for a magnitude limited sample of identified supernova
hosts and the development of a final photometric measurement algorithm, as this work depends on the less sophisticated “forced photometry." Further, while we utilized the psnid
photometric classifier, other classification methods have already been developed that perform slightly better on other data sets (Sako et al. 2014), such as the psnid-NN classifier
which uses a rudimentary machine learning setup called Nearest Neighbor Analysis on
the output SALT2 parameters to add some value to psnid. We avoided that classifier
in this work in the interest of both time and well defined classification requirements;

psnid-NN requires sample training and is quite sensitive to its training data. Other recent
high-z HST surveys Candles,Barbary have developed their own individual classification methods and further development in photometric classification for DES, particularly
improvements in sample purity (which is already <5% in this work) would be valuable.
Other light curve fitters such as SNooPy (Burns et al. 2011) and MLCS2K2 (Jha et al.
2007) could also be used for systematic comparisons. Harsher classification cuts can al182

ways be made to improve purity, but almost always at the expense of efficiency. Which
brings up another somewhat trivial improvement: to increase the simulation sample sizes
to improve the statistical uncertainties in efficiency and purity so that they continue to be
subdominant, otherwise we project that they will become dominant over Poisson errors
in either the third or fourth observing season.
In terms of improving upon the work presented here, the full five year sample will
yield many opportunities. Given good enough light curve fitting techniques, characterizing the DES host Av and SALT2 c distributions could reduce the systematic error budget,
as could the potential detection of cosmic evolution in either parameter. At the top end of
the DES redshift range some evolution in AV is already expected (Mannucci et al. 2007;
Holwerda 2008). Additionally, other work has attempted to measure the global SALT2
parameters as functions of redshift (Marriner et al. 2011), which could further improve
our efficiency uncertainties, especially given the impact that SALT2 β has on both our
dust+intrinsic c convolved distribution and the potentially impact β has on discovering
redder supernovae. These would almost be requirements of any prospective cosmology
analysis, so further investigation into the rate measurements will have these improvements
available to them almost by default.
Finally, the five-year supernova sample may have enough statistical and systematic
quality to make real headway on studying the progenitors of Type Ia supernovae across
its redshift range. We have found continue inconsistencies with other works when looking at the Type Ia delay time distribution, but this should definitely be a topic of further
study. We chose not to include uncertainties in the star formation rate in our analyses,
but with a larger sample many different SFR models could be studies in concert with
the Type Ia supernova rate in order to provide insight into both. Understanding Type Ia
supernova progenitors is vital to furthering our understanding of dark energy and understanding the Type Ia supernova rate also provides a great deal of information about cosmic
galaxy evolution. The Dark Energy survey will provide a myriad of information for use
across several cosmological probes and has already found success in collecting its Type
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Ia supernova sample.
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Appendix A
Human Scanning Interface and Design
For the SV and Y1 seasons of the Dark Energy Survey, the Supernova Working Group
employed the use of a human scanning interface to visually differentiate between astronomical transients and image artifacts in the supernova field data. "Artifacts" could take
many shapes and have a variety of causes, such as general missubtractions, astrometry
misalignments between search and template images or even detector variations. Astronomical transients could be supernova, AGN, variable stars that were not yet in our veto
catalog or other variable objects that appear spatially static on the sky. In very rare instances scanners would also visually identify asteroids or KBOs as astronomical transients, but as described in §2.2.4, the requirement that a candidate be detected on multiple
nights effectively filtered all moving objects from our sample prior to scanning.
Scanners also observed artificial supernova that were placed on the search images
so that their individual detection efficiency could be tracked. These artificial supernovae
became extremely valuable while training snautoscan; they allowed for an easy comparison between scanners and the machine learning code. Finally, the fakes, when scanned
as artifacts, provided significant help in identify images that might have barely passed
quality cuts but nonetheless did not pass any reasonable "by eye" measurement of image
quality.
When a scanner would initiate their scanning session, they would pick their name from
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a dropdown menu and then identify the segment of data they wished to observe. The most
recent epoch of detection for each candidate was identified daily in the post processing
phase and called the candidates "latest nite," so candidates were broken up into scanning
sets and prioritized by their latest nite, guaranteeing that the most recent data was always
the focus of scanning. During SV and early in Y1, these latest nites were also broken up
into equal sized subsets and assigned to individual scanners in order to evenly distribute
the workload and ensure that candidates were scanned in a timely manner. Unfortunately,
this was met with mixed results, as some latest nites significantly overpopulated compared
to others and the self enforced observation cadence would often cause certain scanners to
be given multiple nights worth of data to scan at a time while others received none, so
those with very little load (or with a lot of time to scan) ended up taking up extra work
anyway. When combined with the fact that our scanners are ultimately volunteers who
couldn’t always be held to meeting the scanning goals imposed on them, there were often
delays in transient identification that needed a reexamination of our scanner distribution
strategy to reduce the latency in human transient identification.
For the final 4 months of Y1, rather than have a well defined schedule with equal
sized subsets for scanners to work on, the schedule was much more free form. Rather
than breaking up nights’ worth of data into subsets that were assigned to individuals, all
scanners focused on the most recent data first and worked back from their. Those with
more time or who could work faster could decide to scan as many candidates as they were
able to, and those lacking in spare time could give scan more sporadically when available.
Ultimately, this did end up causing some scanners to do a vast majority of the scanning
work, but it reduced scanning latency even when the number of supernova candidates
would increase drastically.
During the two month SV season, because there was no machine learning step available to cull candidate list down to a manageable level, scanning was required for a candidate to be called a transient, photometrically typed by psnid and then potentially targeted
for spectroscopy. Due to the very limited candidate filtration, scanners assessed 135,000
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potential supernova candidates that ended up netting 4993 transient objects. During that
shortened season, scanners would pick from 7 different scanning classifications for a
given candidate, presented to the scanner as a collection of artifacts. These different
classes were inspired by the scanning classification scheme used by the SDSS II: SN
Survey Sako et al. (2008).
• SN: no host
• SN: in host
• SN: outside host
• Moving
• Artifact
• Nothing Seen
• Indeterminate
• ALERT
These diverse classifications were intended to provide summary information to those
making photometric typing and spectroscopic follow-up decisions. Supernova candidates
without hosts are high priority for spectroscopic follow-up because they lack alternative
avenues for obtaining reliable spectroscopic redshifts. Conversely, potential supernovae
observed inside the light radius of their hosts are more difficult targets for typing spectroscopy. “Moving" indicated motion was apparent to the scanner, but this classification
became moot early in the scanning process once the numepochs cut was finalized. It was
also used as a classification for cosmic rays, but upstream improvements in cosmic ray
rejection removed that need for the classification as well.“Artifact" indicated some subtraction issue. "Nothing Seen" indicated that the template and search were essentially
noise images and there was nothing of interest visible at all in the subtraction. “Indeterminate" indicated that the scanner observed something in the subtraction image, but
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Figure A.1: An example of the SV season prototype human scanning page. A large
variety of information was provided, but ultimately was deemed to be unnecessary and
even distracting. Some cells even remained empty after changes in processing made the
information presented therein obsolete.
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could not clearly identify what the candidate was. Finally, “ALERT" was meant as a way
for the scanner to add urgency to their classification, but this ended up not being a useful
bit of information for anyone working downstream. Additionally, by including indeterminate classification options, scanners were able to provide a coarse description of their
confidence in their classification.
An example of the SV scanning prototype page, based on a skeleton of code used
for the SDSS II SN Survey, as it appeared to scanners can be seen in Figure A.1. Each
individual detection of a candidate was presented to the scanner along with date of observation, band and an ID number that could be used to find the detection in the DES Oracle
database. An upper right panel gave more detailed information to the scanner about the
location and field of discovery for the candidate as well as information about the current
scanning session and the lower right panel provided the set of possible classifications for
the candidate.
However, with the broad supply of supernova candidates that passed our criteria for
human scanning, the diversity of classifications, in addition to being not as useful as
hoped, became a millstone around the scanners’ necks. The variety of options forced the
scanners to either make very innacurate, quick decisions or take longer on each candidate
(which should take no more than seconds to classify). There were also problems that
became clear only after the SV season began in which some epochs would appear to be
false positive while others appeared to be legitimate astronomical sources. Sometimes
this was actually caused by the sudden explosion of a supernova on a poorly subtracted
host and sometimes it merely indicated that a subtraction was done so poorly that there
was actually a PSF-like object left. While both of these problems were masked out over
subsequent months, the uncertainty in the source of such candidates lead to confusion
among the scanners and inconsistent identifications.
In preparation for Y1 we learned from these problems and redesigned the scanning
mechanism to better accommodate our scanners and improve throughput. Simultaneously, the first iteration of snautoscan was developed for Y1 and the subtraction pipeline
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Figure A.2: An example of the final version of the human scanning interface used for DES
Year 1. Detections can be classified individually in cases where a candidate’s identity is
in question, but the interface gives the user the option to classify all detections in the same
way from the top of the page. Extraneous data has been removed from the scanning page
and placed on a candidate page that can be viewed by the scanner at any time. Scanner
choice is limited to artifact and non-artifact, with an option available for instances where
imaging data is missing.

saw a series of improvements, described in § 2.2.3, that reduced the Y1 scanning load by
approximately 70% overall.
Figure A.2 shows the revamped scanning page used during Y1 which address the
issues experienced during the SV season. Because of the emphasis placed on machine
learning as a long term solution to eliminating "junk" detections in future seasons, there
was no longer a need to identify different types of bad detections. Moving candidates
were largely removed by the numepoch cut and “artifacts" were essentially the only form
of noise that still needed to be addressed. The position of a supernova candidate with
respect to the host was also no longer something humans needed to identify, as more
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robust host catalogs had been developed using SV data by the time Y1 observations began.
The demographic distribution of artifacts consistently shifted as SV and Y1 observations continued due to the more well understood artifacts, like hot pixels and missubtracted stars, being more easily filtered out, leaving only more novel shapes behind for
scanning classification. Therefore, distinguishing between non-astrophysical detections
became less tenable and ultimately, unnecessary. This left Y1 scanners less information
that needed to be transmitted downstream, so the choice was changed to a binary, “artifact" (meaning anything that didn’t resemble an astrophysical object) or “non-artifact"
(meaning the opposite), with the added option for scanners to identify detections missing
photometric data. Changing the positive classification to “artifact" from supernova also
clarified how the information was being used by those making analysis decisions later on:
scanners were able to reject data but were not being used to make a positive classification about the state of the candidate in question (they couldn’t identify a supernova from
looking at .gif images).

192

Appendix B
Y1 DES Photometrically Identified SNe
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Table B.1. DES Y1 10-5-5 Type Ia Supernovae, Photometrically Typed
? = Hostless,

† = c Cut,

DES Name

SNID
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DES13E1ao‡
DES13S2kf
DES13S2le?
DES13X3pa
DES13X3qc?†
DES13X3qp
DES13S1qv
DES13S1rp‡
DES13E1ru
DES13C1td
DES13C1wd‡
DES13C1wg
DES13E1wu
DES13E1yg
DES13E2yt‡
DES13E2ais†
DES13X2amc
DES13X2anu
DES13E2aro
DES13E2art
DES13X3ash
DES13S2atj
DES13X3bdb
DES13X3bdi
DES13S2bdz

1190997
1299831
1297122
1240547
1266210
1255795
1286536
1285103
1192099
1220661
1216601
1216022
1190641
1190448
1204215
1204637
1327768
1327208
1205716
1205991
1256410
1300513
1256053
1256388
1300556

‡ =Host,
flat-z fit
RA
00:29:07.5
02:45:27.1
02:47:24.4
02:25:20.9
02:23:23.2
02:27:46.4
02:52:46.5
02:50:41.0
00:32:38.8
03:37:57.3
03:34:54.1
03:33:45.3
00:27:16.8
00:36:45.1
00:36:31.9
00:42:13.8
02:24:25.0
02:22:15.5
00:33:41.2
00:41:57.9
02:24:56.1
02:47:31.4
02:27:49.4
02:22:46.8
02:46:27.2

Dec

SN Photo-z

Peak MJD

Pf it

PIa

Host Photo-z

dlr

Prior

-43:08:27.6
-00:15:13.0
-01:31:20.4
-05:19:18.3
-05:18:22.7
-03:51:03.1
-00:07:38.9
-00:14:37.7
-43:27:40.7
-27:18:31.4
-27:37:19.4
-27:01:02.5
-42:34:26.0
-42:52:44.7
-43:34:56.4
-43:38:00.3
-06:59:47.3
-06:57:35.3
-44:36:06.1
-43:44:02.7
-03:39:28.4
-00:36:59.9
-04:37:28.5
-04:13:41.3
-01:36:50.3

0.16 ± 0.009
0.476 ± 0.037
0.537 ± 0.035
0.286 ± 0.011
0.478 ± 0.028
0.461 ± 0.028
0.181 ± 0.008
0.818 ± 0.028
0.467 ± 0.052
0.447 ± 0.045
0.392 ± 0.032
0.515 ± 0.018
0.54 ± 0.024
0.356 ± 0.019
0.417 ± 0.063
0.62 ± 0.051
0.264 ± 0.049
0.567 ± 0.029
0.354 ± 0.016
0.274 ± 0.018
0.411 ± 0.058
0.356 ± 0.022
0.707 ± 0.031
0.562 ± 0.022
0.371 ± 0.019

56548.1 ± 0.2
56541.2 ± 1.0
56541.9 ± 1.0
56554.6 ± 0.2
56544.0 ± 3.1
56551.1 ± 0.7
56553.6 ± 0.2
56538.8 ± 2.3
56548.8 ± 0.6
56575.4 ± 0.7
56548.8 ± 0.5
56546.3 ± 0.5
56550.3 ± 0.9
56538.5 ± 0.8
56537.8 ± 1.4
56539.3 ± 1.6
56545.4 ± 0.8
56548.1 ± 1.3
56547.0 ± 0.6
56553.6 ± 0.3
56544.0 ± 1.3
56553.3 ± 0.3
56557.7 ± 0.9
56561.2 ± 0.7
56555.5 ± 0.4

0.562
0.999
0.736
0.982
0.323
0.992
0.621
0.961
0.97
0.931
0.212
0.485
1.0
0.974
0.991
0.93
0.784
0.987
0.835
0.893
0.8
0.968
0.961
0.849
1.0

1.0
0.99
1.0
1.0
1.0
0.98
1.0
0.996
1.0
0.977
1.0
1.0
1.0
1.0
1.0
0.969
1.0
1.0
1.0
1.0
0.912
1.0
1.0
0.999
1.0

0.568 ± 0.049
0.353 ± 0.084
0.322 ± 0.07
0.381 ± 0.097
0.196 ± 0.057
0.116 ± 0.042
0.425 ± 0.075
0.487 ± 0.036
0.198 ± 0.062
0.662 ± 0.074
0.534 ± 0.027
0.341 ± 0.041
0.436 ± 0.034
0.625 ± 0.052
0.292 ± 0.073
0.549 ± 0.04
0.543 ± 0.069
0.368 ± 0.059
0.441 ± 0.061
0.379 ± 0.079
0.685 ± 0.085
0.542 ± 0.026
0.415 ± 0.057

0.64
0.0
0.62
0.98
1.23
0.28
0.89
0.22
3.24
1.81
0.11
1.76
1.65
0.24
0.81
0.19
1.4
0.61
1.22
1.77
1.98
0.4
0.46

flat-z
host-z
host-z
host-z
host-z
host-z
host-z
flat-z
host-z
host-z
flat-z
host-z
host-z
host-z
flat-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z

Table B.1 (cont’d)
? = Hostless,
DES Name
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DES13S2bek
DES13C3bgf†‡
DES13C3bhg
DES13C3bid
DES13X3bpb
DES13X2bws‡
DES13C2bzj
DES13C3cbo
DES13C1cep
DES13S2clk
DES13S2cmk
DES13S2cnf
DES13S2coi
DES13X1cpt
DES13X1cqr
DES13X2cui?†
DES13E1cyo
DES13E1cyq
DES13E1cyx
DES13E1cza
DES13E1czf
DES13X3dbe
DES13X3dbg
DES13X3dbn
DES13E1dca

† = c Cut,
SNID
1299157
1167924
1169621
1169548
1276354
1325338
1228847
1167688
1218098
1297480
1297451
1297077
1298616
1311577
1311922
1325576
1190542
1191515
1191295
1191766
1190325
1241380
1259151
1260241
1192186

‡ =Host,
flat-z fit
RA
02:44:16.9
03:32:11.5
03:28:35.7
03:30:17.9
02:26:46.9
02:19:26.0
03:36:08.6
03:31:15.3
03:36:16.1
02:42:31.1
02:42:31.7
02:47:11.8
02:43:49.2
02:16:13.6
02:16:06.0
02:24:43.1
00:32:44.1
00:31:14.1
00:29:57.5
00:27:49.9
00:27:51.1
02:24:04.6
02:25:16.7
02:29:13.6
00:32:32.7

Dec

SN Photo-z

Peak MJD

Pf it

PIa

Host Photo-z

dlr

Prior

-00:50:31.8
-27:18:49.4
-28:38:23.1
-28:03:38.5
-05:02:33.1
-06:10:38.5
-28:26:58.2
-27:52:41.2
-28:03:37.9
-01:26:26.6
-00:50:33.5
-00:15:28.0
-00:53:13.9
-04:11:52.7
-05:00:39.4
-06:28:18.3
-43:52:23.1
-43:05:27.4
-42:43:53.0
-42:41:30.9
-42:23:06.8
-05:00:58.6
-04:34:32.0
-04:20:02.3
-43:17:23.7

0.45 ± 0.047
0.454 ± 0.014
0.78 ± 0.018
0.675 ± 0.025
0.5 ± 0.024
0.14 ± 0.008
0.333 ± 0.014
0.715 ± 0.057
0.667 ± 0.024
0.703 ± 0.018
0.303 ± 0.018
0.662 ± 0.019
0.736 ± 0.034
0.148 ± 0.011
0.455 ± 0.027
0.349 ± 0.017
0.547 ± 0.018
0.615 ± 0.031
0.345 ± 0.018
0.384 ± 0.029
0.461 ± 0.021
0.311 ± 0.016
0.852 ± 0.027
0.372 ± 0.017
0.18 ± 0.016

56557.5 ± 0.9
56568.1 ± 2.0
56559.3 ± 0.6
56550.7 ± 1.4
56619.4 ± 0.6
56543.1 ± 0.3
56546.3 ± 0.5
56554.2 ± 0.7
56554.0 ± 0.7
56539.7 ± 1.1
56539.2 ± 0.8
56536.1 ± 1.6
56543.6 ± 1.4
56547.8 ± 0.2
56548.8 ± 0.7
56551.2 ± 0.4
56549.3 ± 0.6
56547.8 ± 0.7
56539.4 ± 0.7
56553.1 ± 0.6
56543.9 ± 0.9
56551.1 ± 0.3
56544.1 ± 1.4
56552.6 ± 0.4
56555.6 ± 0.4

0.884
0.603
0.97
0.921
0.997
0.159
0.415
0.845
0.995
0.939
1.0
0.686
0.896
1.0
0.972
0.378
0.983
0.988
0.999
0.994
0.971
1.0
0.588
1.0
0.994

1.0
1.0
1.0
0.998
1.0
1.0
0.912
1.0
1.0
1.0
1.0
1.0
1.0
1.0
1.0
1.0
1.0
1.0
1.0
1.0
1.0
1.0
0.999
1.0
1.0

0.439 ± 0.036
0.759 ± 0.082
0.791 ± 0.04
0.678 ± 0.038
0.431 ± 0.077
0.482 ± 0.047
0.207 ± 0.062
0.657 ± 0.065
0.668 ± 0.033
0.765 ± 0.04
0.27 ± 0.046
0.649 ± 0.036
0.721 ± 0.072
0.141 ± 0.025
0.412 ± 0.079
0.567 ± 0.029
0.636 ± 0.046
0.358 ± 0.062
0.408 ± 0.078
0.416 ± 0.033
0.316 ± 0.036
0.942 ± 0.039
0.29 ± 0.082
0.173 ± 0.03

0.66
0.36
0.47
1.24
0.27
0.73
2.56
0.67
1.23
2.55
0.22
0.43
2.63
1.15
1.42
0.45
0.69
0.67
0.89
0.11
1.4
1.75
1.4
0.61

host-z
flat-z
host-z
host-z
host-z
flat-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z

Table B.1 (cont’d)
? = Hostless,
DES Name
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DES13E1dcb
DES13X3dfr
DES13X3dfs?
DES13X3dfy
DES13C3dgs
DES13C3dhs
DES13C3die
DES13S2dij
DES13S2dlj
DES13X3dnj?
DES13X3doo
DES13C2dwd
DES13C2dxq
DES13C2dxw?
DES13C2dyk
DES13S1dzg
DES13S2ead
DES13S1eah
DES13X1eax
DES13X2ebm
DES13X2ebv
DES13X2ebw
DES13X1ecf
DES13X1ecj
DES13S1ecs

† = c Cut,
SNID
1193085
1257397
1256028
1259607
1167551
1170718
1170575
1298299
1297362
1260797
1256397
1230648
1230139
1228654
1229237
1285738
1301188
1286872
1311404
1326263
1328674
1326498
1314514
1311382
1284296

‡ =Host,
flat-z fit
RA
00:30:58.6
02:23:38.5
02:26:28.5
02:24:06.8
03:34:35.1
03:28:53.8
03:29:22.2
02:43:26.2
02:43:27.3
02:28:36.8
02:23:11.0
03:37:52.1
03:36:03.4
03:35:12.4
03:37:00.1
02:51:11.8
02:47:32.7
02:52:07.1
02:15:09.7
02:19:53.3
02:25:28.2
02:20:14.6
02:18:53.1
02:15:01.1
02:53:39.3

Dec

SN Photo-z

Peak MJD

Pf it

PIa

Host Photo-z

dlr

Prior

-42:10:20.0
-05:06:27.7
-05:32:21.0
-04:51:25.0
-28:07:37.2
-27:23:45.5
-27:43:58.0
-01:44:48.9
-01:36:06.1
-04:17:56.7
-04:12:50.6
-29:20:03.7
-29:16:49.3
-28:48:51.9
-28:49:27.9
00:41:31.7
-00:37:47.9
-00:24:54.9
-04:37:36.1
-06:55:59.7
-06:00:24.6
-05:49:26.6
-04:49:19.3
-04:41:38.2
-00:34:48.5

0.188 ± 0.011
0.812 ± 0.035
0.574 ± 0.061
0.689 ± 0.028
0.344 ± 0.023
0.806 ± 0.015
0.736 ± 0.021
0.424 ± 0.019
0.185 ± 0.017
0.652 ± 0.053
0.644 ± 0.026
0.593 ± 0.02
0.496 ± 0.06
0.646 ± 0.065
0.534 ± 0.015
0.424 ± 0.023
0.394 ± 0.034
0.172 ± 0.013
0.458 ± 0.018
0.487 ± 0.031
0.34 ± 0.026
0.424 ± 0.024
0.586 ± 0.032
0.554 ± 0.033
0.257 ± 0.027

56559.0 ± 0.2
56546.6 ± 1.9
56546.9 ± 0.6
56547.5 ± 1.6
56554.1 ± 0.3
56561.6 ± 0.6
56555.6 ± 1.1
56557.7 ± 0.6
56541.0 ± 0.4
56556.1 ± 0.9
56556.8 ± 0.7
56557.3 ± 0.7
56556.5 ± 0.9
56551.0 ± 1.1
56559.2 ± 0.4
56554.4 ± 0.5
56554.8 ± 0.7
56556.8 ± 0.3
56554.2 ± 0.5
56548.1 ± 1.2
56561.0 ± 0.6
56560.2 ± 0.7
56558.4 ± 0.9
56555.5 ± 0.9
56557.2 ± 0.5

0.876
0.493
0.269
0.807
1.0
0.975
0.999
0.687
0.903
0.994
0.999
0.899
0.934
0.912
0.775
0.861
0.975
1.0
0.856
0.382
1.0
0.999
0.987
0.989
1.0

1.0
1.0
1.0
1.0
1.0
1.0
1.0
1.0
1.0
1.0
1.0
1.0
1.0
1.0
1.0
1.0
0.997
1.0
1.0
1.0
1.0
1.0
1.0
1.0
1.0

0.255 ± 0.048
0.855 ± 0.033
0.711 ± 0.034
0.372 ± 0.069
0.79 ± 0.079
0.724 ± 0.029
0.429 ± 0.036
0.166 ± 0.025
0.633 ± 0.035
0.605 ± 0.029
0.4 ± 0.092
0.514 ± 0.071
0.468 ± 0.074
0.431 ± 0.051
0.143 ± 0.037
0.388 ± 0.04
0.362 ± 0.106
0.338 ± 0.053
0.328 ± 0.078
0.627 ± 0.034
0.553 ± 0.026
0.25 ± 0.034

1.12
3.88
0.09
1.83
0.35
0.57
0.42
1.43
1.41
2.3
2.33
0.96
1.03
0.33
0.71
1.55
1.91
1.11
0.2
0.58
0.28
0.46

host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z

Table B.1 (cont’d)
? = Hostless,
DES Name
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DES13X3egg
DES13E1enw?†
DES13E1euq
DES13C3ewh?
DES13X3fed
DES13X3fef
DES13C3feg
DES13X3feh†
DES13X3fei
DES13C3fnz
DES13X3gbl
DES13C3giw
DES13C3giy?†
DES13X1gja
DES13X1gkc
DES13C1gkd
DES13C1gki
DES13X3gld
DES13S2glj
DES13X3gll?
DES13X3glr
DES13X3gmc
DES13X3gmh?
DES13E2gng
DES13E1goh

† = c Cut,
SNID
1259548
1191373
1193050
1175339
1257449
1260106
1169557
1266095
1260755
1171526
1260697
1171557
1172362
1316131
1314537
1220630
1219982
1263639
1302071
1268810
1263857
1263633
1267118
1208441
1195414

‡ =Host,
flat-z fit
RA
02:27:24.8
00:27:25.9
00:30:34.1
03:30:06.2
02:25:23.6
02:24:13.4
03:34:42.6
02:23:53.3
02:26:33.0
03:29:51.0
02:28:22.8
03:32:51.7
03:26:07.4
02:20:04.5
02:17:21.6
03:38:20.8
03:36:33.8
02:25:23.2
02:45:34.3
02:26:50.3
02:24:44.0
02:23:42.0
02:23:30.9
00:42:10.7
00:29:51.6

Dec

SN Photo-z

Peak MJD

Pf it

PIa

Host Photo-z

dlr

Prior

-05:22:44.4
-43:38:27.9
-42:53:23.9
-28:40:57.0
-04:09:57.5
-04:31:26.2
-28:08:11.8
-04:53:43.5
-04:20:27.8
-27:24:51.3
-04:00:34.4
-28:10:37.8
-27:58:58.2
-04:47:52.9
-05:39:45.4
-27:33:25.5
-26:34:06.2
-04:13:56.3
-01:30:35.1
-04:43:08.2
-04:50:42.4
-04:40:36.7
-03:51:17.6
-43:28:07.6
-43:08:15.9

0.732 ± 0.023
0.39 ± 0.009
0.63 ± 0.058
0.868 ± 0.04
0.845 ± 0.046
0.652 ± 0.046
0.618 ± 0.019
0.427 ± 0.036
0.778 ± 0.025
0.806 ± 0.027
0.541 ± 0.019
0.356 ± 0.016
0.562 ± 0.07
0.435 ± 0.029
0.464 ± 0.021
0.469 ± 0.026
0.441 ± 0.015
0.921 ± 0.024
0.545 ± 0.02
0.732 ± 0.04
0.623 ± 0.03
0.779 ± 0.03
0.796 ± 0.034
0.434 ± 0.017
0.471 ± 0.015

56559.3 ± 1.3
56572.4 ± 0.8
56555.3 ± 1.0
56561.2 ± 1.2
56557.1 ± 1.8
56566.1 ± 0.9
56569.2 ± 0.5
56563.2 ± 0.7
56561.4 ± 1.2
56566.1 ± 2.8
56555.8 ± 0.9
56562.3 ± 0.7
56565.8 ± 1.5
56565.5 ± 0.6
56564.5 ± 0.6
56563.5 ± 0.7
56570.8 ± 0.5
56572.4 ± 1.5
56563.4 ± 0.7
56568.3 ± 1.1
56575.7 ± 0.7
56577.9 ± 0.7
56570.6 ± 1.0
56561.7 ± 0.7
56578.3 ± 0.5

0.28
0.193
0.628
0.309
0.991
0.346
0.494
0.303
0.656
0.845
1.0
0.104
0.724
0.938
0.999
0.907
0.975
0.253
0.999
0.718
0.997
0.491
0.626
0.992
0.335

1.0
0.979
1.0
0.999
0.999
1.0
1.0
0.907
0.936
1.0
1.0
1.0
0.999
1.0
1.0
1.0
1.0
0.996
1.0
1.0
1.0
1.0
1.0
1.0
1.0

0.75 ± 0.029
0.752 ± 0.136
0.865 ± 0.049
0.636 ± 0.071
0.393 ± 0.085
0.383 ± 0.103
0.703 ± 0.042
0.813 ± 0.049
0.559 ± 0.024
0.432 ± 0.106
0.418 ± 0.039
0.426 ± 0.034
0.495 ± 0.04
0.422 ± 0.056
0.929 ± 0.037
0.545 ± 0.033
0.622 ± 0.049
0.897 ± 0.054
0.431 ± 0.066
0.523 ± 0.065

0.62
2.75
1.32
1.01
2.25
2.57
1.45
0.19
1.14
0.49
0.51
0.68
0.53
1.06
0.37
0.19
1.89
2.03
1.34
0.33

host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z

Table B.1 (cont’d)
? = Hostless,
DES Name
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DES13C1gol
DES13C1gpn
DES13X1gsb‡
DES13C3guz?
DES13C1gvr
DES13C3gxm
DES13X3hag
DES13E1hba
DES13E1hbc?
DES13E1hbd
DES13E1hbe
DES13C3hcw
DES13C2huf
DES13C3huq
DES13C3huv‡
DES13C3huy
DES13C3hvl
DES13C3hwb
DES13E2hwp
DES13C1hwx?
DES13C1hxd
DES13C1hxh†
DES13S2hxp
DES13X1hxs
DES13C3hxt

† = c Cut,
SNID
1220150
1220619
1314391
1174363
1217752
1169829
1264023
1194286
1194781
1194687
1194878
1172746
1231671
1171625
1172588
1174006
1174359
1172684
1208586
1221150
1220211
1220938
1301454
1315021
1174590

‡ =Host,
flat-z fit
RA
03:36:22.4
03:35:28.9
02:20:49.9
03:28:59.8
03:38:11.2
03:30:45.4
02:29:11.9
00:33:19.7
00:31:52.9
00:29:43.6
00:29:06.5
03:29:17.8
03:33:59.9
03:30:50.8
03:32:10.3
03:28:20.6
03:28:27.7
03:32:53.6
00:36:44.1
03:37:40.5
03:34:34.6
03:39:43.2
02:47:38.6
02:18:06.9
03:31:01.4

Dec

SN Photo-z

Peak MJD

Pf it

PIa

Host Photo-z

dlr

Prior

-27:49:45.3
-27:42:01.5
-05:29:08.4
-28:53:53.3
-27:40:25.6
-27:33:40.0
-05:04:12.1
-43:53:20.5
-42:22:04.9
-42:21:40.3
-42:18:48.7
-28:47:15.1
-29:32:02.6
-27:29:21.2
-27:08:50.9
-27:44:48.6
-28:52:10.6
-27:24:57.9
-44:13:58.6
-27:31:38.6
-26:52:25.0
-26:45:36.4
-01:17:20.5
-05:42:41.1
-27:48:30.6

0.388 ± 0.017
0.495 ± 0.026
0.475 ± 0.083
0.657 ± 0.038
0.699 ± 0.02
0.656 ± 0.031
0.783 ± 0.026
0.572 ± 0.023
0.521 ± 0.029
0.522 ± 0.021
0.539 ± 0.029
0.938 ± 0.049
0.551 ± 0.02
0.638 ± 0.039
0.112 ± 0.052
0.879 ± 0.06
0.931 ± 0.025
0.605 ± 0.035
0.326 ± 0.016
0.451 ± 0.058
0.482 ± 0.021
0.2 ± 0.019
0.491 ± 0.032
0.503 ± 0.05
0.678 ± 0.014

56571.0 ± 0.4
56563.1 ± 0.9
56562.0 ± 1.1
56569.6 ± 1.7
56538.9 ± 2.3
56556.3 ± 1.5
56568.4 ± 1.7
56572.4 ± 0.7
56572.1 ± 0.9
56564.2 ± 1.3
56564.4 ± 1.1
56576.6 ± 1.1
56567.4 ± 1.0
56567.1 ± 1.3
56561.4 ± 1.0
56574.2 ± 2.1
56576.7 ± 1.1
56574.7 ± 0.7
56565.1 ± 0.5
56575.1 ± 0.7
56578.0 ± 0.6
56576.1 ± 0.6
56569.1 ± 1.4
56579.3 ± 0.7
56576.9 ± 0.8

0.994
0.794
1.0
0.722
0.962
0.958
0.97
0.965
0.923
0.3
0.971
0.972
0.94
1.0
0.569
0.842
0.333
1.0
1.0
0.976
0.957
0.998
0.989
0.908
0.294

1.0
0.994
0.999
1.0
1.0
1.0
0.92
1.0
1.0
1.0
1.0
1.0
1.0
1.0
1.0
0.925
1.0
1.0
1.0
1.0
1.0
0.997
0.986
1.0
1.0

0.369 ± 0.096
0.471 ± 0.035
0.059 ± 0.022
0.695 ± 0.024
0.648 ± 0.044
0.807 ± 0.032
0.568 ± 0.043
0.534 ± 0.028
0.602 ± 0.074
0.972 ± 0.044
0.552 ± 0.024
0.638 ± 0.054
0.425 ± 0.113
0.895 ± 0.039
0.939 ± 0.082
0.597 ± 0.089
0.303 ± 0.045
0.463 ± 0.031
0.132 ± 0.065
0.432 ± 0.053
0.474 ± 0.042
0.77 ± 0.043

0.49
2.17
0.93
0.51
0.31
0.52
2.78
0.87
0.18
1.02
0.18
0.33
0.51
0.4
2.48
1.89
0.45
3.25
0.5
0.5
0.72
1.62

host-z
host-z
flat-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
flat-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z

Table B.1 (cont’d)
? = Hostless,
DES Name
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DES13X3hxu?
DES13X1hxv
DES13C3hye
DES13C3hzh
DES13X3hzs‡
DES13X3hzv‡
DES13C3ibt
DES13X3iik
DES13X3ilt
DES13X3jce
DES13C3jck
DES13C3jcl
DES13C2jdi
DES13C3jdm†
DES13C3jep†‡
DES13C3jfl†
DES13X3jlb
DES13E2jmy
DES13X2jng
DES13X3jrm
DES13C2jsw
DES13C2jue?
DES13C2jug
DES13C2jur
DES13C1juw

† = c Cut,
SNID
1265903
1315182
1173894
1174211
1266796
1265656
1176695
1268580
1268101
1265610
1178112
1175387
1231488
1175999
1174723
1176175
1257984
1208048
1329804
1272449
1231219
1232234
1231629
1232233
1221138

‡ =Host,
flat-z fit
RA
02:23:53.2
02:17:48.5
03:28:34.0
03:34:08.5
02:27:15.7
02:28:28.3
03:33:44.3
02:27:09.2
02:29:23.9
02:27:48.7
03:29:16.6
03:32:12.5
03:40:08.5
03:34:22.7
03:27:29.6
03:28:38.2
02:29:12.0
00:40:38.3
02:21:35.0
02:23:06.7
03:38:44.1
03:34:09.5
03:38:24.2
03:33:35.7
03:38:31.0

Dec

SN Photo-z

Peak MJD

Pf it

PIa

Host Photo-z

dlr

Prior

-04:36:51.1
-04:32:09.2
-28:57:40.2
-28:19:35.8
-05:21:32.8
-05:13:31.3
-27:48:46.9
-04:22:13.9
-04:13:00.3
-04:59:21.1
-29:00:08.8
-27:33:01.3
-29:26:11.6
-27:52:21.8
-27:34:54.8
-28:32:19.3
-04:43:08.3
-44:22:19.0
-07:13:15.3
-04:30:40.6
-30:00:52.3
-29:06:15.5
-28:46:45.8
-29:09:51.8
-27:02:34.0

0.485 ± 0.023
0.501 ± 0.023
0.929 ± 0.038
0.864 ± 0.036
0.508 ± 0.388
0.795 ± 0.032
0.804 ± 0.03
0.852 ± 0.034
0.819 ± 0.029
0.921 ± 0.023
0.657 ± 0.012
0.649 ± 0.019
0.571 ± 0.025
0.95 ± 0.031
0.552 ± 0.01
0.645 ± 0.026
0.683 ± 0.024
0.465 ± 0.024
0.375 ± 0.036
0.796 ± 0.025
0.518 ± 0.022
0.627 ± 0.064
0.422 ± 0.023
0.526 ± 0.025
0.235 ± 0.016

56578.8 ± 0.4
56579.0 ± 0.7
56573.4 ± 1.5
56577.9 ± 1.1
56570.0 ± 2.0
56573.7 ± 1.4
56577.6 ± 1.7
56579.3 ± 1.2
56578.5 ± 1.0
56573.6 ± 1.4
56597.7 ± 0.5
56584.2 ± 0.6
56568.8 ± 0.9
56583.9 ± 0.8
56557.4 ± 0.8
56579.5 ± 1.3
56562.6 ± 1.8
56567.8 ± 1.0
56577.0 ± 0.6
56590.6 ± 1.7
56577.0 ± 0.8
56566.7 ± 1.6
56570.6 ± 0.6
56576.2 ± 0.8
56583.3 ± 0.2

0.99
0.504
0.463
0.963
0.22
0.358
0.938
0.994
0.626
0.702
0.949
0.689
0.983
0.163
0.105
0.998
0.998
0.75
0.992
0.587
1.0
0.905
0.984
0.894
0.877

1.0
1.0
1.0
1.0
0.975
0.978
1.0
1.0
1.0
1.0
1.0
1.0
1.0
1.0
1.0
1.0
0.999
0.992
1.0
0.979
0.996
0.985
1.0
1.0
1.0

0.4 ± 0.065
1.028 ± 0.063
0.873 ± 0.039
0.847 ± 0.082
0.909 ± 0.044
0.815 ± 0.041
0.873 ± 0.043
0.787 ± 0.074
0.932 ± 0.035
0.674 ± 0.056
0.64 ± 0.038
0.575 ± 0.036
0.964 ± 0.074
0.353 ± 0.037
0.636 ± 0.028
0.696 ± 0.027
0.492 ± 0.023
0.326 ± 0.06
0.795 ± 0.028
0.502 ± 0.028
0.312 ± 0.08
0.525 ± 0.056
0.436 ± 0.09

0.59
0.15
1.22
1.19
0.48
2.36
0.06
1.09
2.99
0.53
0.29
1.08
0.4
0.54
0.44
0.1
2.65
0.65
0.15
0.6
1.48
0.93
0.31

host-z
host-z
host-z
host-z
flat-z
flat-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
flat-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z

Table B.1 (cont’d)
? = Hostless,
DES Name
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DES13C2juz
DES13C2jva
DES13C2jvc
DES13C3jxc
DES13X3jyu
DES13X3jzh
DES13X3jzl‡
DES13X1kae
DES13E2kag
DES13X2kap
DES13X1kay
DES13X1kbf†‡
DES13X1kbj
DES13X1kbp
DES13C1kdj
DES13C2kdm
DES13C3kek‡
DES13X3kel
DES13C3kep
DES13X3khu
DES13E1kxl
DES13X1kzm?†
DES13E2lov
DES13E2lpg
DES13S1lpo

† = c Cut,
SNID
1232475
1233001
1232668
1175728
1258829
1266962
1270337
1316903
1208909
1330777
1318377
1318436
1317326
1318492
1221243
1232928
1176807
1268235
1176289
1272572
1196211
1312098
1209590
1208854
1290105

‡ =Host,
flat-z fit
RA
03:38:42.6
03:34:41.8
03:38:48.2
03:27:25.1
02:25:02.7
02:26:36.4
02:24:25.3
02:15:37.1
00:36:13.5
02:22:01.3
02:20:52.6
02:20:44.7
02:18:01.2
02:19:22.4
03:36:51.1
03:36:47.1
03:29:26.2
02:29:08.9
03:32:13.0
02:26:27.3
00:29:29.8
02:17:22.3
00:34:35.3
00:38:11.6
02:52:05.6

Dec

SN Photo-z

Peak MJD

Pf it

PIa

Host Photo-z

dlr

Prior

-28:13:26.8
-29:33:52.4
-28:40:51.5
-28:22:35.3
-03:47:45.0
-04:32:26.7
-04:30:56.9
-04:12:33.2
-43:32:29.1
-05:56:56.4
-04:20:31.0
-04:48:24.2
-04:57:58.0
-05:40:04.4
-27:49:27.4
-28:50:43.3
-27:10:14.4
-04:37:40.3
-27:42:40.2
-04:21:28.7
-42:27:59.5
-05:23:22.6
-43:53:29.8
-43:34:05.7
-00:00:53.9

0.469 ± 0.026
0.48 ± 0.048
0.341 ± 0.013
0.736 ± 0.057
0.675 ± 0.029
0.707 ± 0.024
0.665 ± 0.065
0.152 ± 0.009
0.551 ± 0.018
0.764 ± 0.033
0.648 ± 0.024
0.205 ± 0.06
0.54 ± 0.02
0.413 ± 0.044
0.469 ± 0.026
0.455 ± 0.029
0.7 ± 0.068
0.794 ± 0.019
0.606 ± 0.021
0.83 ± 0.04
0.427 ± 0.019
0.393 ± 0.028
0.502 ± 0.031
0.548 ± 0.056
0.55 ± 0.043

56582.5 ± 0.6
56576.5 ± 1.4
56583.0 ± 0.3
56582.3 ± 1.0
56674.7 ± 1.2
56584.0 ± 1.2
56585.8 ± 1.1
56591.9 ± 0.2
56578.2 ± 1.1
56576.3 ± 1.4
56583.1 ± 0.9
56582.5 ± 0.9
56579.5 ± 1.3
56590.3 ± 0.7
56590.0 ± 0.7
56585.9 ± 0.8
56585.4 ± 1.2
56588.6 ± 0.6
56590.2 ± 0.4
56586.5 ± 1.5
56588.6 ± 0.6
56574.8 ± 1.7
56593.1 ± 0.8
56581.4 ± 1.1
56579.9 ± 0.9

0.998
0.954
0.996
0.96
0.993
0.672
0.181
0.688
0.61
0.91
0.905
0.101
0.947
0.993
0.811
0.492
0.891
0.961
0.889
0.4
0.995
0.139
0.63
0.582
0.135

1.0
0.999
1.0
1.0
0.995
0.999
1.0
1.0
1.0
1.0
1.0
1.0
1.0
1.0
1.0
1.0
0.979
1.0
1.0
0.992
1.0
0.999
1.0
1.0
0.976

0.483 ± 0.029
0.487 ± 0.093
0.416 ± 0.065
0.735 ± 0.085
0.68 ± 0.029
0.708 ± 0.021
0.919 ± 0.046
0.127 ± 0.037
0.561 ± 0.023
0.844 ± 0.061
0.656 ± 0.028
0.555 ± 0.082
0.554 ± 0.025
0.396 ± 0.074
0.485 ± 0.031
0.377 ± 0.049
1.034 ± 0.044
0.84 ± 0.053
0.588 ± 0.113
0.828 ± 0.067
0.412 ± 0.025
0.485 ± 0.045
0.513 ± 0.051
0.647 ± 0.055

0.88
1.04
1.24
2.2
0.3
0.87
1.09
2.08
0.94
0.96
0.5
0.41
0.05
0.38
0.98
1.08
0.55
1.63
2.96
0.67
0.71
0.69
3.83
1.93

host-z
host-z
host-z
host-z
host-z
host-z
flat-z
host-z
host-z
host-z
host-z
flat-z
host-z
host-z
host-z
host-z
flat-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z

Table B.1 (cont’d)
? = Hostless,
DES Name

201

DES13S1lpp?
DES13X3lqa
DES13X3lqc
DES13X3lvj
DES13X1mey
DES13C3mhh
DES13X3mlw
DES13E1nkv
DES13X2nkz
DES13C2nle
DES13S2nlg
DES13S1nli
DES13S2nlj
DES13C1nlk
DES13S2nlm
DES13C1nln‡
DES13C3nmy†
DES13X3npa
DES13E1npz
DES13S2nqr
DES13C3nsq
DES13C3nta
DES13X3ntj
DES13E1nun
DES13E2nuu

† = c Cut,
SNID
1290743
1274001
1270767
1274851
1312352
1179050
1275329
1196416
1329453
1232818
1304390
1289324
1303745
1221737
1303718
1221260
1171596
1262555
1196802
1303778
1178858
1181077
1273057
1196822
1209902

‡ =Host,
flat-z fit
RA
02:51:48.4
02:23:32.2
02:25:21.3
02:29:16.2
02:19:38.3
03:32:42.5
02:24:45.8
00:32:50.6
02:24:26.1
03:40:32.5
02:43:16.7
02:49:48.5
02:46:46.3
03:37:13.6
02:44:33.0
03:36:14.0
03:33:18.2
02:27:12.9
00:30:06.7
02:44:52.0
03:31:47.0
03:29:10.1
02:28:59.0
00:33:06.3
00:40:13.8

Dec

SN Photo-z

Peak MJD

Pf it

PIa

Host Photo-z

dlr

Prior

-00:28:09.6
-04:52:59.4
-04:23:43.1
-04:08:14.9
-05:35:45.9
-28:28:15.8
-04:58:57.4
-43:46:37.8
-07:17:51.2
-29:13:15.3
-01:52:01.6
00:35:33.1
-00:44:11.5
-27:25:18.4
-01:33:54.6
-26:23:28.6
-28:30:41.6
-04:38:03.8
-42:13:33.7
-00:57:57.3
-28:49:01.1
-29:02:32.2
-04:44:05.5
-42:48:22.2
-44:33:43.1

0.462 ± 0.031
0.602 ± 0.019
0.37 ± 0.017
0.594 ± 0.02
0.387 ± 0.036
0.249 ± 0.025
0.506 ± 0.038
0.322 ± 0.02
0.295 ± 0.015
0.381 ± 0.03
0.361 ± 0.015
0.362 ± 0.018
0.357 ± 0.014
0.491 ± 0.036
0.38 ± 0.033
0.304 ± 0.025
0.531 ± 0.007
0.446 ± 0.028
0.232 ± 0.031
0.592 ± 0.021
0.943 ± 0.07
0.503 ± 0.024
0.474 ± 0.012
0.376 ± 0.024
0.489 ± 0.017

56581.3 ± 0.7
56594.7 ± 0.6
56595.7 ± 0.4
56599.3 ± 0.7
56535.7 ± 1.7
56600.4 ± 0.4
56609.8 ± 0.8
56591.6 ± 0.5
56586.7 ± 0.4
56586.6 ± 0.6
56585.3 ± 0.4
56589.9 ± 0.4
56591.5 ± 0.4
56586.8 ± 0.7
56586.1 ± 0.7
56590.4 ± 0.6
56557.6 ± 0.6
56598.0 ± 0.9
56591.2 ± 0.5
56586.4 ± 0.7
56596.5 ± 1.4
56600.7 ± 0.4
56600.2 ± 0.5
56596.5 ± 0.6
56604.7 ± 0.6

0.997
0.982
1.0
0.984
0.956
1.0
1.0
0.997
0.736
0.931
0.985
0.983
0.952
0.973
0.999
0.477
0.108
0.161
0.796
0.78
0.411
0.719
0.956
0.98
0.814

1.0
1.0
1.0
1.0
0.939
1.0
1.0
1.0
1.0
1.0
1.0
1.0
1.0
1.0
1.0
1.0
1.0
1.0
1.0
1.0
0.996
1.0
1.0
1.0
1.0

0.612 ± 0.035
0.36 ± 0.095
0.572 ± 0.037
0.384 ± 0.039
0.232 ± 0.069
0.427 ± 0.081
0.34 ± 0.062
0.249 ± 0.046
0.414 ± 0.09
0.38 ± 0.08
0.396 ± 0.068
0.399 ± 0.083
0.451 ± 0.077
0.345 ± 0.112
0.824 ± 0.04
0.665 ± 0.057
0.42 ± 0.029
0.285 ± 0.066
0.6 ± 0.029
0.981 ± 0.057
0.787 ± 0.068
0.433 ± 0.032
0.314 ± 0.082
0.429 ± 0.048

0.04
0.18
1.88
0.07
1.48
0.53
0.5
3.15
0.81
2.48
1.66
2.49
1.68
1.43
3.17
0.22
0.41
2.07
1.13
0.44
0.58
2.58
2.89
0.62

host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
flat-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z

Table B.1 (cont’d)
? = Hostless,

† = c Cut,

DES Name

SNID

202

DES13E2nuv
DES13S2nva
DES13C2nvg
DES13X2nvp
DES13X2nvz
DES13X2nwa
DES13X2nwb
DES13X3nyc
DES13C2obi
DES13X3obr?
DES13E2odz
DES13X2oel
DES13C3opp‡
DES13E1pau?
DES13X3pcj
DES13X3pcl?
DES13S1rao
DES13S2rdr
DES13C2ric
DES13C3rud
DES13X1rvd
DES13X1rve
DES13X1rvg
DES13X3rvp?
DES13X3rvr

1209449
1304572
1233670
1330507
1331119
1330152
1331917
1274543
1233168
1274007
1209151
1332735
1169913
1196852
1275562
1276426
1288007
1303450
1233296
1180101
1318859
1319834
1317972
1274514
1275297

‡ =Host,
flat-z fit
RA
00:39:44.6
02:47:58.9
03:36:28.1
02:24:34.6
02:24:22.2
02:24:53.8
02:24:15.5
02:26:07.6
03:36:35.3
02:28:32.6
00:36:51.0
02:22:22.6
03:34:28.1
00:30:49.3
02:28:02.3
02:22:12.4
02:47:14.2
02:42:09.0
03:38:53.5
03:31:43.0
02:17:11.6
02:20:31.8
02:16:34.6
02:27:47.0
02:24:45.1

Dec

SN Photo-z

Peak MJD

Pf it

PIa

Host Photo-z

dlr

Prior

-44:49:58.4
-00:38:32.3
-29:31:55.6
-06:41:19.5
-06:51:04.9
-05:43:47.8
-06:07:37.5
-04:37:02.3
-29:19:55.0
-04:44:57.0
-43:44:25.6
-06:37:24.7
-28:08:01.5
-43:17:50.1
-05:18:10.4
-04:43:19.9
00:07:23.2
-01:25:18.9
-29:21:05.7
-27:43:51.0
-05:06:55.7
-04:49:23.8
-04:31:39.2
-05:12:16.2
-04:14:34.1

0.44 ± 0.018
0.541 ± 0.026
0.365 ± 0.021
0.499 ± 0.019
0.425 ± 0.025
0.514 ± 0.045
0.501 ± 0.03
0.432 ± 0.014
0.593 ± 0.019
0.648 ± 0.041
0.588 ± 0.021
0.532 ± 0.064
0.94 ± 0.143
0.431 ± 0.056
0.359 ± 0.021
0.643 ± 0.043
0.536 ± 0.044
0.618 ± 0.032
0.483 ± 0.027
0.664 ± 0.013
0.699 ± 0.027
0.482 ± 0.036
0.663 ± 0.048
0.794 ± 0.04
0.849 ± 0.039

56597.0 ± 0.6
56595.6 ± 1.0
56604.7 ± 0.4
56600.1 ± 1.1
56593.5 ± 0.9
56595.8 ± 0.9
56598.8 ± 0.9
56609.1 ± 0.4
56592.7 ± 1.1
56604.1 ± 0.9
56592.0 ± 1.2
56595.7 ± 1.4
56560.9 ± 3.1
56605.9 ± 0.7
56611.6 ± 0.7
56620.6 ± 1.1
56590.2 ± 1.1
56592.1 ± 1.2
56594.7 ± 0.6
56606.3 ± 0.8
56597.9 ± 0.9
56594.0 ± 1.2
56593.6 ± 1.5
56602.3 ± 1.1
56601.8 ± 1.4

0.333
0.955
0.156
0.883
0.998
0.947
0.892
0.982
0.984
0.793
0.983
0.283
0.189
0.86
0.384
0.763
1.0
0.667
0.787
0.725
0.922
0.958
0.996
0.687
0.489

1.0
1.0
1.0
0.946
1.0
1.0
1.0
1.0
1.0
1.0
1.0
1.0
1.0
1.0
1.0
1.0
0.997
1.0
1.0
1.0
1.0
1.0
1.0
0.919
1.0

0.383 ± 0.081
0.553 ± 0.039
0.521 ± 0.052
0.51 ± 0.023
0.43 ± 0.034
0.394 ± 0.089
0.48 ± 0.048
0.465 ± 0.034
0.603 ± 0.024
0.597 ± 0.022
0.715 ± 0.083
0.535 ± 0.053
0.431 ± 0.043
0.559 ± 0.07
0.598 ± 0.036
0.408 ± 0.055
0.692 ± 0.047
0.785 ± 0.06
0.447 ± 0.058
0.667 ± 0.034
0.994 ± 0.082

1.37
1.77
0.65
0.71
0.82
2.63
1.61
1.08
1.22
0.32
1.19
0.44
0.13
1.26
0.48
1.64
0.6
1.15
1.15
0.45
1.64

host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
flat-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z

Table B.1 (cont’d)
? = Hostless,
DES Name

203

DES13X3rvw
DES13X3rwb?
DES13E1rwl
DES13E2rws
DES13E1rwu
DES13C1rwy
DES13S1rxa
DES13C2rxb
DES13S2rxe
DES13C1ryv
DES13C1rza
DES13C2rzd
DES13C2rzr
DES13C2rzu?†
DES13E1sae
DES13E2sby†
DES13X2sfv
DES13X2shu
DES13X2sif
DES13C3sih
DES13C3sov
DES13C3sqz
DES13C3stk
DES13S1sty
DES13S1stz

† = c Cut,
SNID
1274732
1275618
1196963
1209086
1197067
1222025
1288766
1234412
1304629
1222788
1222482
1234293
1234250
1234275
1196847
1210013
1332369
1333398
1331542
1180913
1182679
1181864
1180875
1291814
1291605

‡ =Host,
flat-z fit
RA
02:28:36.9
02:26:40.1
00:29:45.7
00:32:05.0
00:28:01.0
03:39:35.9
02:47:35.5
03:36:43.5
02:42:48.5
03:35:35.9
03:39:11.0
03:35:09.6
03:34:42.8
03:35:04.0
00:30:24.4
00:38:48.4
02:21:05.6
02:22:22.9
02:25:25.7
03:29:47.1
03:32:07.5
03:31:47.1
03:32:01.4
02:50:51.6
02:51:34.5

Dec

SN Photo-z

Peak MJD

Pf it

PIa

Host Photo-z

dlr

Prior

-04:47:01.6
-05:13:10.6
-43:07:54.2
-44:01:27.0
-43:13:53.9
-27:37:00.2
00:28:46.2
-29:37:05.7
-01:05:02.6
-26:58:09.4
-27:23:43.2
-29:47:19.8
-29:31:32.8
-29:50:51.3
-42:17:53.7
-43:27:42.7
-06:16:09.4
-07:00:03.5
-06:56:41.8
-27:20:00.0
-28:12:18.8
-27:32:45.9
-29:01:15.4
-00:31:30.4
-00:35:33.7

0.629 ± 0.023
0.537 ± 0.024
0.504 ± 0.06
0.617 ± 0.072
0.612 ± 0.028
0.351 ± 0.014
0.38 ± 0.033
0.503 ± 0.025
0.389 ± 0.055
0.195 ± 0.017
0.498 ± 0.039
0.572 ± 0.025
0.344 ± 0.047
0.23 ± 0.02
0.162 ± 0.01
0.497 ± 0.055
0.495 ± 0.037
0.535 ± 0.024
0.374 ± 0.034
0.639 ± 0.027
0.809 ± 0.046
0.501 ± 0.022
0.446 ± 0.017
0.42 ± 0.023
0.297 ± 0.011

56610.5 ± 0.7
56618.5 ± 0.5
56598.8 ± 1.3
56590.0 ± 1.1
56595.6 ± 1.3
56602.1 ± 0.5
56602.1 ± 0.8
56608.3 ± 0.6
56601.4 ± 0.7
56611.7 ± 0.2
56613.7 ± 1.0
56602.9 ± 1.7
56608.3 ± 0.8
56612.3 ± 0.5
56613.0 ± 0.2
56608.7 ± 0.8
56610.8 ± 0.7
56620.7 ± 0.8
56599.2 ± 1.3
56614.3 ± 1.6
56616.7 ± 1.3
56620.5 ± 0.4
56621.2 ± 0.5
56619.4 ± 0.5
56614.9 ± 0.3

0.944
0.991
0.596
0.968
0.834
0.92
0.478
0.395
0.507
0.867
0.601
0.957
0.999
0.998
0.69
0.208
0.984
0.852
1.0
0.929
0.893
0.999
0.408
0.99
0.952

1.0
1.0
0.999
0.998
1.0
1.0
1.0
1.0
1.0
1.0
1.0
0.983
1.0
1.0
1.0
1.0
1.0
1.0
0.995
0.984
1.0
1.0
1.0
1.0
1.0

0.639 ± 0.03
0.595 ± 0.074
0.66 ± 0.079
0.647 ± 0.035
0.308 ± 0.076
0.446 ± 0.075
0.683 ± 0.086
0.353 ± 0.078
0.158 ± 0.035
0.384 ± 0.103
0.588 ± 0.027
0.389 ± 0.073
0.152 ± 0.057
0.707 ± 0.083
0.499 ± 0.048
0.539 ± 0.041
0.351 ± 0.079
0.649 ± 0.031
0.857 ± 0.034
0.436 ± 0.061
0.236 ± 0.042
0.329 ± 0.078
0.404 ± 0.103

1.07
0.38
0.79
2.36
2.8
1.79
0.77
3.8
1.48
1.19
1.1
0.15
2.02
1.67
0.18
3.33
0.58
0.82
0.72
2.36
0.46
3.13
0.43

host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z

Table B.1 (cont’d)
? = Hostless,
DES Name
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DES13C3suu
DES13S1svw
DES13S2swd
DES13S2swf†
DES13X3syi
DES13E2tbn
DES13X3tcg†‡
DES13X3tcq
DES13S1tdc
DES13X3tdj
DES13C3ten
DES13C1ter?
DES13C3tgn?
DES13S2thh
DES13S2tlx†‡
DES13C3tly†
DES13X1tmw
DES13X1tnh
DES13X1tnl
DES13X1tnn
DES13C3tno†
DES13C3tnp
DES13S2tnu
DES13X3tqd
DES13X1tqf?

† = c Cut,
SNID
1182700
1291387
1305123
1305041
1274909
1210465
1276053
1277081
1291529
1275794
1182201
1223918
1183370
1305420
1304364
1180218
1318706
1319988
1319130
1319136
1180604
1172310
1305042
1276581
1318951

‡ =Host,
flat-z fit
RA
03:34:21.8
02:48:40.3
02:44:00.6
02:43:16.0
02:25:22.9
00:41:02.9
02:25:12.7
02:26:09.9
02:49:24.3
02:22:55.1
03:27:03.7
03:39:59.2
03:27:13.1
02:44:05.3
02:46:27.1
03:27:48.9
02:16:07.6
02:21:03.7
02:18:43.8
02:20:51.9
03:30:10.5
03:32:04.6
02:43:15.1
02:26:56.0
02:20:53.9

Dec

SN Photo-z

Peak MJD

Pf it

PIa

Host Photo-z

dlr

Prior

-27:50:18.7
-00:37:05.7
-00:15:43.8
-00:17:49.0
-05:19:26.8
-44:23:38.7
-05:05:03.1
-05:07:29.8
-00:44:52.9
-04:58:16.9
-28:31:13.5
-26:34:23.3
-28:19:16.0
-00:30:35.6
-01:19:55.0
-28:44:21.4
-04:22:31.0
-04:43:51.8
-05:40:55.2
-04:35:29.6
-27:27:13.1
-28:37:21.7
-01:26:14.3
-03:44:34.2
-04:57:06.0

0.989 ± 0.028
0.446 ± 0.04
0.36 ± 0.017
0.28 ± 0.035
0.299 ± 0.01
0.358 ± 0.015
0.506 ± 0.063
0.811 ± 0.023
0.49 ± 0.034
0.573 ± 0.026
0.458 ± 0.05
0.604 ± 0.069
0.866 ± 0.062
0.575 ± 0.069
0.364 ± 0.108
0.955 ± 0.016
0.566 ± 0.056
0.635 ± 0.03
0.491 ± 0.026
0.317 ± 0.021
0.092 ± 0.01
0.403 ± 0.028
0.618 ± 0.026
0.305 ± 0.012
0.549 ± 0.047

56608.3 ± 2.0
56599.1 ± 0.9
56614.0 ± 0.4
56608.2 ± 1.6
56624.1 ± 0.3
56621.2 ± 0.4
56613.0 ± 0.9
56623.4 ± 1.1
56622.0 ± 0.8
56627.4 ± 0.7
56625.6 ± 0.6
56622.2 ± 1.2
56628.1 ± 1.1
56622.5 ± 1.1
56599.4 ± 1.5
56613.3 ± 0.6
56603.3 ± 1.4
56605.6 ± 1.3
56616.7 ± 1.1
56626.5 ± 0.8
56602.4 ± 0.2
56617.2 ± 0.7
56605.6 ± 1.5
56630.9 ± 0.3
56621.0 ± 0.9

0.868
0.975
0.972
1.0
0.993
0.981
0.786
0.91
0.988
0.996
0.61
0.952
0.844
0.701
0.391
0.121
0.663
0.563
0.939
0.72
0.783
0.999
0.892
1.0
0.891

0.976
1.0
1.0
0.992
1.0
1.0
0.999
0.999
1.0
1.0
1.0
1.0
1.0
1.0
1.0
1.0
1.0
1.0
0.999
1.0
1.0
1.0
0.978
1.0
0.903

1.042 ± 0.037
0.616 ± 0.102
0.403 ± 0.063
0.29 ± 0.065
0.29 ± 0.069
0.407 ± 0.04
1.139 ± 0.067
0.769 ± 0.04
0.435 ± 0.062
0.474 ± 0.067
0.426 ± 0.114
0.631 ± 0.054
0.611 ± 0.07
0.955 ± 0.037
0.553 ± 0.06
0.606 ± 0.041
0.486 ± 0.035
0.432 ± 0.051
0.092 ± 0.022
0.439 ± 0.038
0.604 ± 0.034
0.315 ± 0.07
-

0.93
0.27
0.37
0.15
1.66
1.9
2.5
0.37
1.36
0.77
0.54
0.85
0.94
0.48
1.42
2.41
0.78
0.36
1.32
1.7
0.77
2.03
-

host-z
host-z
host-z
host-z
host-z
host-z
flat-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
flat-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z

Table B.1 (cont’d)
? = Hostless,
DES Name
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DES13X1tqo
DES13X3tvl
DES13C3ugl
DES13C3uhe
DES13X3uhj?
DES13S2uhn
DES13X1uhs?
DES13C3uhy
DES13C3uia‡
DES13C3uip
DES13X1ukf
DES13X1uki
DES13X3uks?
DES13X3vea
DES13X3vhd
DES13E1wbk†
DES13E2wex
DES13E2wfp
DES13C2wfx
DES13S1wfy
DES13S1wgb?
DES13C3wgc
DES13X3wgq
DES13C3wgv
DES13C3wgz

† = c Cut,
SNID
1320310
1275654
1182674
1182464
1276576
1305467
1320071
1183330
1184211
1183987
1320102
1320402
1276989
1275534
1279329
1192747
1211097
1211681
1232300
1292981
1292099
1183825
1277489
1183915
1184306

‡ =Host,
flat-z fit
RA
02:17:34.2
02:28:42.0
03:31:32.2
03:30:20.0
02:28:04.1
02:44:59.0
02:14:58.3
03:28:35.6
03:34:48.6
03:28:16.5
02:19:09.2
02:14:24.4
02:23:47.2
02:25:06.5
02:26:20.8
00:35:20.7
00:34:48.5
00:39:26.1
03:39:41.4
02:54:05.8
02:54:39.6
03:27:22.5
02:21:48.8
03:27:57.5
03:26:14.0

Dec

SN Photo-z

Peak MJD

Pf it

PIa

Host Photo-z

dlr

Prior

-04:15:26.0
-04:42:51.0
-28:10:14.5
-28:03:17.6
-04:41:42.9
-00:23:15.4
-05:26:31.1
-28:13:04.5
-28:09:19.2
-27:21:19.6
-04:02:13.5
-05:14:49.2
-04:22:27.7
-04:05:39.7
-04:58:39.0
-43:22:26.0
-44:07:14.5
-44:15:48.4
-29:02:31.8
00:36:27.6
-00:23:02.9
-27:48:09.0
-04:44:24.7
-27:31:08.3
-28:08:05.4

0.536 ± 0.02
0.518 ± 0.028
0.732 ± 0.034
0.951 ± 0.034
0.61 ± 0.061
0.267 ± 0.021
0.497 ± 0.151
0.494 ± 0.028
0.583 ± 0.03
0.639 ± 0.033
0.4 ± 0.024
0.301 ± 0.029
0.636 ± 0.019
0.861 ± 0.037
0.832 ± 0.027
0.299 ± 0.024
0.281 ± 0.014
0.694 ± 0.023
0.349 ± 0.013
0.386 ± 0.029
0.483 ± 0.033
0.771 ± 0.025
0.778 ± 0.032
0.726 ± 0.021
0.5 ± 0.03

56623.9 ± 0.8
56628.6 ± 0.6
56619.0 ± 1.4
56625.6 ± 1.2
56620.6 ± 1.3
56630.8 ± 0.3
56627.1 ± 1.9
56628.5 ± 1.5
56634.1 ± 0.8
56634.0 ± 1.1
56630.9 ± 0.7
56630.2 ± 0.7
56633.3 ± 0.7
56625.2 ± 1.5
56625.7 ± 2.1
56636.6 ± 0.9
56631.6 ± 0.3
56632.4 ± 1.3
56629.0 ± 0.9
56631.7 ± 0.8
56632.9 ± 0.9
56638.0 ± 1.0
56627.1 ± 1.4
56639.9 ± 0.8
56644.3 ± 0.6

0.976
0.952
0.95
0.419
0.44
0.972
0.91
0.564
0.553
0.996
0.884
0.852
0.604
0.679
0.784
0.995
0.986
0.768
0.256
0.794
0.966
0.985
0.958
0.831
0.995

1.0
1.0
1.0
1.0
0.997
1.0
1.0
0.995
0.983
0.999
1.0
0.999
1.0
0.995
0.905
0.973
1.0
1.0
1.0
1.0
1.0
1.0
1.0
0.99
1.0

0.556 ± 0.03
0.443 ± 0.049
0.819 ± 0.074
1.002 ± 0.066
0.351 ± 0.085
0.495 ± 0.039
0.952 ± 0.038
0.66 ± 0.035
0.391 ± 0.043
0.34 ± 0.069
0.877 ± 0.062
0.826 ± 0.053
0.25 ± 0.064
0.37 ± 0.076
0.714 ± 0.031
0.337 ± 0.054
0.483 ± 0.037
0.729 ± 0.053
0.786 ± 0.06
0.748 ± 0.062
0.402 ± 0.071

1.51
1.99
1.2
0.9
2.75
0.47
0.07
1.08
1.63
0.36
1.78
0.42
0.44
1.05
2.48
0.32
1.27
1.17
0.56
0.51
0.56

host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
flat-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z

Table B.1 (cont’d)
? = Hostless,
DES Name
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DES13C3whb†‡
DES13E2wog
DES13C2won?
DES13C2wop?
DES13X3wov
DES13X3wow
DES13X3wox
DES13X3woy
DES13X3wpq
DES13C3wps
DES13X3wsn
DES13X2wvz?
DES13E2wwe
DES13E2wwi
DES13C1wwo
DES13C1wwq
DES13C2wws
DES13C2wwv
DES13C2www?
DES13S2wwz
DES13S2wxe
DES13S2wxf†‡
DES13S2wxi
DES13X1wxo
DES13X3wxx‡

† = c Cut,
SNID
1183748
1211225
1236199
1236259
1278152
1278154
1278162
1277955
1277120
1183943
1277743
1333413
1210836
1211424
1223717
1223470
1236266
1235896
1236263
1304941
1305733
1305736
1305793
1321109
1277467

‡ =Host,
flat-z fit
RA
03:32:55.6
00:39:27.2
03:36:36.5
03:38:35.3
02:23:38.9
02:23:53.3
02:24:17.0
02:24:28.7
02:23:49.7
03:33:19.3
02:26:29.9
02:26:06.3
00:41:57.7
00:40:38.5
03:38:51.3
03:33:16.7
03:37:02.1
03:40:23.1
03:38:45.9
02:44:06.3
02:45:59.1
02:46:27.0
02:47:35.9
02:18:37.0
02:26:29.9

Dec

SN Photo-z

Peak MJD

Pf it

PIa

Host Photo-z

dlr

Prior

-27:18:35.5
-43:46:01.3
-28:47:27.4
-28:29:32.4
-05:01:44.9
-05:00:54.3
-04:58:10.2
-04:58:02.3
-04:41:43.5
-28:27:26.5
-04:00:11.5
-06:35:28.5
-44:06:17.4
-43:25:46.0
-27:25:51.7
-27:01:05.7
-29:43:22.6
-29:37:58.6
-28:40:58.6
-01:53:05.1
-00:05:09.1
-00:01:35.1
-01:22:34.9
-04:51:53.5
-04:22:02.9

0.587 ± 0.23
0.643 ± 0.046
0.517 ± 0.041
0.606 ± 0.087
0.85 ± 0.023
0.838 ± 0.039
0.664 ± 0.024
0.323 ± 0.011
0.748 ± 0.089
0.796 ± 0.025
0.663 ± 0.022
0.531 ± 0.088
0.619 ± 0.031
0.492 ± 0.063
0.476 ± 0.03
0.292 ± 0.013
0.238 ± 0.013
0.624 ± 0.022
0.588 ± 0.024
0.385 ± 0.018
0.452 ± 0.026
0.709 ± 0.058
0.568 ± 0.026
0.444 ± 0.037
0.507 ± 0.023

56635.8 ± 2.7
56643.4 ± 1.2
56635.4 ± 0.8
56632.3 ± 1.5
56634.8 ± 1.4
56634.5 ± 1.3
56637.6 ± 0.7
56638.5 ± 0.3
56632.0 ± 1.6
56643.2 ± 1.7
56640.8 ± 1.0
56629.4 ± 1.3
56639.2 ± 1.6
56643.8 ± 0.8
56633.4 ± 0.7
56634.4 ± 0.3
56626.0 ± 0.5
56631.2 ± 1.4
56630.0 ± 1.1
56636.0 ± 0.5
56634.9 ± 0.8
56641.3 ± 1.2
56626.3 ± 1.1
56635.5 ± 0.7
56646.8 ± 0.4

0.629
0.976
0.941
0.618
0.876
0.331
0.995
0.996
0.618
0.969
0.998
0.616
0.843
0.711
0.993
0.983
0.188
0.684
0.987
0.834
0.909
1.0
0.962
0.888
0.834

0.948
1.0
1.0
1.0
1.0
0.999
1.0
1.0
1.0
0.976
0.997
1.0
1.0
1.0
1.0
1.0
1.0
1.0
1.0
1.0
1.0
0.999
1.0
1.0
1.0

0.357 ± 0.062
0.657 ± 0.086
0.845 ± 0.032
0.876 ± 0.048
0.696 ± 0.045
0.303 ± 0.046
0.952 ± 0.084
0.811 ± 0.03
0.665 ± 0.026
0.636 ± 0.039
0.522 ± 0.036
0.428 ± 0.094
0.22 ± 0.067
0.22 ± 0.035
0.614 ± 0.024
0.512 ± 0.048
0.393 ± 0.094
0.419 ± 0.085
0.595 ± 0.035
0.435 ± 0.037
0.9 ± 0.072

1.49
0.1
1.11
2.5
0.82
2.89
0.98
0.47
0.55
0.67
1.47
1.1
1.77
1.68
0.77
0.52
1.38
0.56
0.48
0.92
0.53

flat-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
flat-z
host-z
host-z
flat-z

Table B.1 (cont’d)
? = Hostless,

† = c Cut,

DES Name

SNID
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DES13X3wya
DES13X3wyj
DES13C1wzn
DES13C1xan
DES13E2xap
DES13C1xar
DES13X2xau?
DES13C1xaw
DES13X2xbk
DES13S2xci
DES13C3xei
DES13S1xfd
DES13C3xgi†
DES13C3xhy
DES13C3xju
DES13X3xyi
DES13X3xym
DES13X3xyt
DES13X3xze
DES13X3xzf?
DES13X3yfz
DES13X3yhq
DES13C2yys
DES13X3zaz
DES13X3aail

1277124
1277045
1223731
1223786
1211178
1223733
1333602
1223771
1331519
1306479
1184723
1293578
1174218
1185036
1184816
1276653
1277992
1277814
1278860
1277667
1277145
1278652
1233813
1276845
1278773

‡ =Host,
flat-z fit
RA
02:27:53.7
02:27:50.6
03:32:58.7
03:33:23.6
00:36:03.7
03:33:23.9
02:19:43.4
03:34:35.5
02:19:48.7
02:46:19.7
03:31:32.0
02:51:06.8
03:32:35.5
03:26:37.9
03:30:04.0
02:28:43.0
02:23:45.9
02:23:58.8
02:28:27.7
02:27:37.5
02:28:36.6
02:24:16.7
03:36:33.4
02:26:27.1
02:29:15.6

Dec

SN Photo-z

Peak MJD

Pf it

PIa

Host Photo-z

dlr

Prior

-04:13:26.4
-03:55:11.5
-27:15:02.4
-26:41:40.2
-44:43:09.2
-27:13:46.0
-06:38:21.6
-27:25:01.5
-06:46:54.7
-01:07:18.8
-28:48:00.7
-00:05:25.3
-28:19:00.1
-28:18:41.6
-27:21:13.3
-04:45:13.1
-03:50:38.7
-04:38:39.9
-04:01:53.9
-05:20:18.6
-04:43:58.8
-04:51:47.9
-28:36:50.2
-04:04:07.8
-04:31:15.0

0.804 ± 0.033
0.715 ± 0.028
0.578 ± 0.022
0.19 ± 0.009
0.523 ± 0.022
0.504 ± 0.031
0.5 ± 0.038
0.55 ± 0.019
0.358 ± 0.017
0.466 ± 0.027
0.503 ± 0.023
0.568 ± 0.027
0.363 ± 0.036
0.653 ± 0.016
0.821 ± 0.023
0.812 ± 0.026
0.776 ± 0.027
0.445 ± 0.041
0.386 ± 0.012
0.539 ± 0.044
0.605 ± 0.035
0.476 ± 0.02
0.373 ± 0.018
0.36 ± 0.029
0.848 ± 0.049

56633.3 ± 1.1
56647.7 ± 0.7
56642.2 ± 1.1
56646.0 ± 0.3
56632.8 ± 0.8
56633.5 ± 0.9
56642.8 ± 0.7
56633.2 ± 0.9
56647.0 ± 0.5
56634.1 ± 1.1
56645.0 ± 0.4
56656.6 ± 1.1
56642.3 ± 1.8
56649.8 ± 0.5
56650.2 ± 0.8
56634.7 ± 1.5
56643.4 ± 1.1
56625.9 ± 1.1
56642.4 ± 0.3
56640.0 ± 0.6
56648.0 ± 1.1
56656.7 ± 0.6
56655.9 ± 0.5
56625.6 ± 0.8
56657.6 ± 1.5

0.981
0.95
0.893
0.976
0.974
0.956
0.809
0.82
0.971
1.0
0.68
0.116
0.226
0.443
0.991
0.97
0.98
0.83
0.454
0.699
0.973
0.999
1.0
0.996
1.0

1.0
1.0
1.0
1.0
1.0
1.0
1.0
1.0
1.0
0.999
1.0
0.989
0.999
1.0
1.0
0.996
0.994
1.0
1.0
1.0
0.996
1.0
1.0
0.999
0.993

0.888 ± 0.069
0.73 ± 0.058
0.587 ± 0.028
0.219 ± 0.062
0.556 ± 0.05
0.512 ± 0.055
0.588 ± 0.032
0.386 ± 0.046
0.461 ± 0.037
0.37 ± 0.055
0.554 ± 0.04
0.327 ± 0.083
0.63 ± 0.033
0.886 ± 0.079
0.847 ± 0.071
0.804 ± 0.035
0.505 ± 0.056
0.465 ± 0.039
0.625 ± 0.036
0.412 ± 0.082
0.366 ± 0.074
0.496 ± 0.093
0.813 ± 0.077

0.29
0.85
0.79
0.36
1.34
1.55
0.44
0.43
1.01
1.07
1.73
0.77
0.41
0.76
2.24
1.14
0.47
0.16
0.88
0.97
0.77
0.23
0.78

host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z

Table B.1 (cont’d)
? = Hostless,
DES Name
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DES13X3aaiw
DES13X3aakd
DES13X3aakf†‡
DES13X3aakp?
DES13X3aalu
DES13X3aalv
DES13X3aavy
DES13X3abfw‡
DES13C3abht
DES13X3abjg
DES13X3abjr
DES13C3abkl
DES13C3abky
DES13C2ablw?
DES13C2abmc?
DES13C2abmm
DES13X3abmy
DES13C3aboe
DES13C1abqj
DES13C3abqr
DES13E2abqx?
DES13E2abqy
DES13E2abqz
DES13E2abra?
DES13E2abrq

† = c Cut,
SNID
1277241
1257145
1277946
1277926
1279337
1278949
1264596
1277538
1185505
1262850
1280262
1187618
1185310
1236376
1236720
1238002
1279668
1187086
1220680
1185342
1211835
1211882
1211449
1211537
1212260

‡ =Host,
flat-z fit
RA
02:23:58.1
02:28:37.7
02:22:50.8
02:24:43.8
02:23:38.2
02:23:44.6
02:27:05.8
02:23:26.5
03:34:00.6
02:23:35.9
02:26:39.5
03:33:30.0
03:30:03.5
03:41:37.3
03:37:17.9
03:38:55.9
02:25:32.2
03:28:48.4
03:40:45.6
03:32:18.6
00:37:56.1
00:37:17.9
00:40:22.6
00:34:46.0
00:39:08.9

Dec

SN Photo-z

Peak MJD

Pf it

PIa

Host Photo-z

dlr

Prior

-03:43:01.4
-05:09:47.7
-04:41:57.0
-04:22:53.9
-03:49:01.6
-03:51:29.0
-04:13:01.0
-05:17:09.9
-28:39:36.7
-05:07:24.6
-04:59:11.4
-27:28:17.0
-28:44:34.8
-28:57:35.8
-28:29:23.5
-29:05:51.8
-04:04:09.8
-28:01:18.6
-27:01:28.9
-28:40:04.3
-44:17:08.8
-44:48:03.5
-44:25:18.6
-44:40:55.9
-43:56:26.0

0.939 ± 0.028
0.223 ± 0.015
0.959 ± 0.028
0.786 ± 0.046
0.676 ± 0.036
0.943 ± 0.054
0.518 ± 0.049
0.688 ± 0.149
0.662 ± 0.012
0.618 ± 0.032
0.966 ± 0.031
0.74 ± 0.032
0.684 ± 0.019
0.38 ± 0.027
0.341 ± 0.013
0.516 ± 0.032
0.613 ± 0.061
0.752 ± 0.021
0.436 ± 0.024
0.691 ± 0.023
0.357 ± 0.024
0.554 ± 0.045
0.49 ± 0.033
0.521 ± 0.043
0.49 ± 0.019

56655.5 ± 1.4
56657.4 ± 0.3
56655.8 ± 0.8
56658.2 ± 0.9
56659.9 ± 0.7
56655.7 ± 1.2
56655.1 ± 1.6
56639.8 ± 1.8
56656.4 ± 0.5
56663.0 ± 1.2
56658.7 ± 1.0
56667.5 ± 1.3
56653.2 ± 1.2
56666.6 ± 0.6
56659.8 ± 0.4
56649.2 ± 1.0
56665.9 ± 1.0
56670.2 ± 0.8
56643.0 ± 0.8
56658.0 ± 1.1
56648.6 ± 1.3
56651.8 ± 0.8
56649.9 ± 1.4
56658.6 ± 0.7
56668.6 ± 0.7

0.925
0.928
0.22
0.507
0.992
0.365
0.959
0.968
0.575
0.51
0.67
0.992
0.703
0.306
0.769
0.43
0.854
0.998
0.752
0.961
0.615
0.951
0.477
1.0
0.992

0.96
1.0
0.994
1.0
1.0
0.999
0.929
0.997
1.0
0.995
0.977
0.968
1.0
1.0
1.0
0.995
1.0
1.0
1.0
0.995
1.0
1.0
0.964
1.0
1.0

0.965 ± 0.037
0.3 ± 0.074
1.182 ± 0.079
0.755 ± 0.063
0.996 ± 0.061
0.481 ± 0.094
0.311 ± 0.054
0.728 ± 0.067
0.616 ± 0.04
1.025 ± 0.051
0.724 ± 0.041
0.716 ± 0.032
0.445 ± 0.074
0.645 ± 0.06
0.742 ± 0.034
0.367 ± 0.103
0.697 ± 0.029
0.642 ± 0.062
0.47 ± 0.036
0.49 ± 0.026

0.65
1.8
1.85
0.41
2.11
0.52
1.77
0.49
0.18
0.49
0.21
0.83
3.69
0.44
1.64
0.64
0.69
2.3
1.07
0.34

host-z
host-z
flat-z
host-z
host-z
host-z
host-z
flat-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z

Table B.1 (cont’d)
? = Hostless,
DES Name
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DES13E2abrr
DES13E2abrw†‡
DES13C3abtv
DES13C3abtz
DES13C3abub†‡
DES13C3acjb†‡
DES13X2acjz
DES13C1ackc
DES13E1acke
DES13C2ackh
DES13C1ackj
DES13S1ackq
DES13C1acls
DES13S2aclv†
DES13C2acme‡
DES13C2acmf
DES13C2acmh‡
DES13S2acmi
DES13S2acms?
DES13C1acmu
DES13E1acnb?
DES13C1acnc
DES13E1acnd
DES13X1acpv
DES13X1acpy

† = c Cut,
SNID
1212388
1212725
1187132
1186637
1186937
1180703
1333774
1223832
1199095
1236005
1223970
1292907
1224098
1307232
1236683
1236660
1236190
1307304
1307093
1224724
1199537
1224155
1199457
1321192
1321199

‡ =Host,
flat-z fit
RA
00:33:54.8
00:38:20.4
03:28:37.0
03:29:33.4
03:33:28.2
03:35:07.8
02:24:11.9
03:33:16.3
00:28:41.2
03:34:05.1
03:39:13.8
02:52:53.7
03:33:58.8
02:44:24.4
03:36:31.2
03:38:06.5
03:38:33.4
02:46:15.0
02:44:52.6
03:38:46.9
00:33:50.5
03:35:05.4
00:34:04.4
02:20:26.3
02:21:18.4

Dec

SN Photo-z

Peak MJD

Pf it

PIa

Host Photo-z

dlr

Prior

-44:03:41.3
-44:04:57.7
-28:23:01.9
-28:51:22.9
-28:41:35.7
-27:57:35.1
-06:42:42.5
-26:41:04.1
-43:44:56.4
-28:48:27.6
-26:49:39.6
00:33:13.5
-26:51:45.3
-00:28:41.6
-28:40:30.6
-28:19:29.1
-28:25:00.3
-01:31:17.3
-00:53:30.7
-26:50:38.9
-42:56:30.7
-26:21:11.0
-42:48:28.6
-05:21:00.2
-04:59:43.0

0.492 ± 0.036
0.254 ± 0.036
0.43 ± 0.018
0.898 ± 0.079
0.423 ± 0.131
0.243 ± 0.009
0.749 ± 0.025
0.649 ± 0.028
0.483 ± 0.037
0.333 ± 0.017
0.459 ± 0.025
0.262 ± 0.026
0.251 ± 0.021
0.249 ± 0.065
0.622 ± 0.067
0.313 ± 0.012
0.602 ± 0.051
0.237 ± 0.016
0.516 ± 0.054
0.567 ± 0.027
0.518 ± 0.076
0.474 ± 0.027
0.514 ± 0.033
0.456 ± 0.027
0.676 ± 0.024

56658.1 ± 0.8
56664.5 ± 0.6
56673.3 ± 0.4
56671.2 ± 1.3
56660.5 ± 0.9
56583.9 ± 1.1
56651.0 ± 0.8
56648.4 ± 1.4
56651.3 ± 0.8
56652.5 ± 0.5
56645.2 ± 0.6
56641.7 ± 0.5
56651.2 ± 0.4
56647.5 ± 1.2
56649.9 ± 1.2
56653.9 ± 0.3
56653.0 ± 1.1
56650.6 ± 0.4
56662.2 ± 0.7
56649.5 ± 0.8
56651.2 ± 1.4
56654.1 ± 0.7
56652.7 ± 1.0
56652.5 ± 0.8
56659.2 ± 1.3

0.973
0.2
0.989
0.948
0.861
0.336
0.905
0.526
0.888
1.0
0.972
1.0
0.994
1.0
0.662
0.987
0.551
0.98
0.932
0.729
0.962
0.98
0.892
0.988
0.995

1.0
1.0
1.0
0.945
0.997
0.997
1.0
1.0
1.0
1.0
1.0
1.0
1.0
0.996
1.0
1.0
1.0
1.0
1.0
1.0
1.0
1.0
1.0
1.0
0.998

0.471 ± 0.043
1.003 ± 0.093
0.448 ± 0.06
0.996 ± 0.09
1.097 ± 0.041
0.77 ± 0.038
0.792 ± 0.041
0.643 ± 0.051
0.456 ± 0.071
0.404 ± 0.067
0.411 ± 0.044
0.282 ± 0.036
0.196 ± 0.057
0.29 ± 0.074
0.281 ± 0.032
0.189 ± 0.063
0.585 ± 0.069
0.274 ± 0.034
0.553 ± 0.031
0.316 ± 0.101
0.52 ± 0.035
0.419 ± 0.035
0.689 ± 0.028

0.19
0.88
0.6
1.99
0.39
0.42
1.23
0.54
1.79
0.51
0.91
1.42
1.81
0.19
3.13
2.91
0.12
1.67
1.68
2.92
0.53
0.1
0.57

host-z
flat-z
host-z
host-z
flat-z
flat-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
flat-z
host-z
flat-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z

Table B.1 (cont’d)
? = Hostless,
DES Name
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DES13S2acrg
DES13E1acrx
DES13S1acsn
DES13S1acsq
DES13E2acww
DES13C3acxb
DES13C3aczk
DES13C2aczt
DES13X2adaf
DES13X2adag
DES13X3adfn
DES13X3adgu
DES13C2admi
DES13S1aehi
DES13S1aeho
DES13X3aejf†
DES13X3aeks
DES13S1afgh
DES13C1afgp†
DES13E2afiq
DES13C3afiy
DES13C3afiz
DES13C3afju
DES13C3afjw
DES13C3afkd

† = c Cut,
SNID
1307830
1199534
1294886
1294348
1199993
1186665
1186161
1237782
1335213
1336186
1280991
1280335
1230359
1293995
1295190
1281905
1281032
1289572
1218211
1213009
1187715
1187481
1188695
1188330
1188534

‡ =Host,
flat-z fit
RA
02:46:26.4
00:32:51.9
02:51:28.9
02:52:55.1
00:34:29.4
03:34:18.7
03:33:03.0
03:37:03.5
02:19:38.6
02:24:19.2
02:24:51.5
02:21:46.6
03:40:36.8
02:49:41.2
02:50:30.4
02:24:03.2
02:23:35.1
02:51:56.4
03:36:05.8
00:38:39.0
03:30:54.4
03:33:12.7
03:27:55.5
03:30:28.3
03:33:58.3

Dec

SN Photo-z

Peak MJD

Pf it

PIa

Host Photo-z

dlr

Prior

-01:34:47.8
-42:23:27.9
-00:36:07.1
-00:32:30.6
-43:29:28.8
-27:44:49.0
-27:20:50.4
-29:21:14.4
-06:17:38.4
-06:22:52.8
-04:13:42.5
-04:41:45.3
-28:57:15.9
00:16:09.9
-00:28:27.5
-05:06:11.2
-04:34:17.0
00:05:17.1
-26:45:30.8
-43:54:24.8
-27:53:38.8
-28:40:44.6
-27:40:12.7
-28:39:51.2
-28:38:39.5

0.281 ± 0.016
0.564 ± 0.022
0.405 ± 0.029
0.328 ± 0.018
0.379 ± 0.019
0.946 ± 0.03
0.487 ± 0.019
0.479 ± 0.031
0.427 ± 0.022
0.426 ± 0.033
0.79 ± 0.027
0.707 ± 0.037
0.308 ± 0.046
0.459 ± 0.048
0.573 ± 0.037
0.668 ± 0.051
0.347 ± 0.022
0.305 ± 0.05
0.353 ± 0.039
0.489 ± 0.041
0.705 ± 0.022
0.734 ± 0.026
0.824 ± 0.03
0.411 ± 0.04
0.716 ± 0.025

56667.1 ± 0.3
56651.9 ± 1.5
56666.7 ± 0.5
56665.8 ± 0.3
56667.0 ± 0.3
56674.0 ± 0.9
56665.0 ± 0.5
56667.3 ± 0.6
56656.5 ± 0.8
56665.2 ± 0.6
56676.5 ± 1.7
56674.4 ± 0.9
56675.4 ± 0.8
56671.2 ± 0.9
56666.6 ± 1.2
56682.9 ± 0.9
56678.9 ± 0.6
56680.1 ± 0.6
56620.0 ± 1.3
56665.8 ± 0.9
56680.0 ± 0.6
56679.8 ± 1.4
56682.8 ± 2.1
56682.6 ± 1.1
56681.3 ± 1.2

0.308
0.999
0.231
0.988
0.871
0.184
0.962
0.966
0.815
0.765
0.982
0.882
0.998
0.964
0.697
0.278
0.321
0.979
1.0
0.981
0.832
0.869
0.878
0.962
0.993

1.0
1.0
0.995
1.0
1.0
1.0
1.0
1.0
1.0
1.0
0.996
0.999
0.992
0.988
1.0
1.0
0.984
1.0
0.98
0.985
0.999
1.0
0.997
0.998
0.997

0.568 ± 0.06
0.576 ± 0.026
0.433 ± 0.046
0.243 ± 0.089
0.404 ± 0.062
0.877 ± 0.079
0.5 ± 0.022
0.407 ± 0.049
0.411 ± 0.053
0.474 ± 0.051
0.781 ± 0.033
0.703 ± 0.04
0.332 ± 0.054
0.374 ± 0.07
0.57 ± 0.033
0.888 ± 0.083
0.383 ± 0.053
0.325 ± 0.073
0.29 ± 0.075
0.376 ± 0.105
0.733 ± 0.042
0.816 ± 0.074
0.826 ± 0.041
0.292 ± 0.101
0.728 ± 0.032

0.92
0.85
0.59
1.06
0.39
1.2
2.09
1.4
1.79
3.13
0.24
1.89
0.31
0.23
0.65
0.68
0.13
0.49
0.21
0.34
1.97
2.18
1.45
2.73
0.32

host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z

Table B.1 (cont’d)
? = Hostless,
DES Name
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DES13X1afke
DES13S1afkj
DES13E1aftw
DES13C1agbs
DES13X2agcs
DES13X2agct
DES13E1agdu?
DES13X2agef
DES13S2agfa
DES13S2aggk
DES13S2aggm
DES13C1aggn
DES13X2aggu
DES13C2agkh
DES13C2ahxt
DES13C2ahxv‡
DES13C2ahxw
DES13C2ahxx
DES13C2ahys
DES13S2anqt
DES13C3aonm
DES13X3aowd
DES13X3apcg
DES13X3apcq
DES13X3apgv

† = c Cut,
SNID
1322652
1294744
1199449
1225670
1335704
1334689
1201087
1336048
1308398
1309375
1308680
1225631
1335701
1237791
1237798
1238607
1236666
1238176
1238602
1307018
1167550
1265888
1256375
1256327
1274414

‡ =Host,
flat-z fit
RA
02:17:03.1
02:49:48.7
00:28:37.6
03:40:22.0
02:21:58.0
02:24:55.0
00:29:50.3
02:23:43.6
02:48:51.2
02:45:51.8
02:46:22.9
03:35:00.2
02:26:20.1
03:36:43.5
03:33:47.6
03:38:59.6
03:38:30.5
03:39:28.6
03:38:18.6
02:43:24.2
03:34:32.3
02:24:23.6
02:26:51.2
02:27:12.4
02:23:09.1

Dec

SN Photo-z

Peak MJD

Pf it

PIa

Host Photo-z

dlr

Prior

-04:51:01.0
-00:42:07.8
-42:21:44.0
-26:35:40.4
-06:08:12.1
-05:37:18.6
-43:57:13.8
-05:57:40.4
-01:06:33.5
-01:02:21.4
-01:17:49.8
-27:51:42.8
-06:20:24.2
-28:41:34.0
-29:26:27.9
-28:57:30.7
-30:02:46.8
-28:40:13.6
-28:30:10.0
-01:53:13.3
-28:11:57.2
-03:57:13.2
-04:29:55.4
-04:34:41.2
-04:50:26.0

0.525 ± 0.024
0.495 ± 0.022
0.668 ± 0.024
0.424 ± 0.013
0.409 ± 0.023
0.399 ± 0.042
0.532 ± 0.05
0.307 ± 0.022
0.333 ± 0.02
0.409 ± 0.025
0.403 ± 0.031
0.587 ± 0.066
0.407 ± 0.027
0.521 ± 0.06
0.444 ± 0.073
0.37 ± 0.17
0.498 ± 0.028
0.357 ± 0.027
0.426 ± 0.015
0.287 ± 0.023
0.34 ± 0.016
0.519 ± 0.024
0.413 ± 0.012
0.08 ± 0.005
0.509 ± 0.069

56674.1 ± 1.2
56680.0 ± 0.8
56663.3 ± 0.9
56670.3 ± 0.4
56666.8 ± 0.8
56676.5 ± 0.8
56676.2 ± 1.0
56681.9 ± 0.5
56679.3 ± 0.4
56678.4 ± 1.0
56677.7 ± 1.1
56677.8 ± 1.3
56681.3 ± 0.9
56664.2 ± 0.9
56672.2 ± 0.7
56675.2 ± 1.8
56675.3 ± 0.6
56672.2 ± 0.5
56678.8 ± 0.5
56649.9 ± 0.4
56554.8 ± 0.5
56620.9 ± 0.7
56554.5 ± 0.3
56592.7 ± 0.1
56602.3 ± 1.4

0.993
0.81
0.301
0.793
0.978
0.955
0.771
0.158
0.968
0.999
0.998
0.947
0.52
0.905
0.952
0.527
0.715
1.0
0.744
1.0
0.477
0.246
0.186
0.203
1.0

1.0
0.993
0.999
1.0
1.0
0.993
0.974
1.0
1.0
1.0
0.999
0.999
1.0
1.0
1.0
0.99
0.911
1.0
1.0
1.0
0.997
1.0
1.0
1.0
0.999

0.532 ± 0.024
0.451 ± 0.038
0.705 ± 0.061
0.459 ± 0.053
0.42 ± 0.03
0.327 ± 0.08
0.628 ± 0.082
0.265 ± 0.07
0.412 ± 0.037
0.408 ± 0.04
0.542 ± 0.087
0.503 ± 0.044
0.505 ± 0.09
0.478 ± 0.11
0.416 ± 0.051
0.427 ± 0.089
0.422 ± 0.06
0.452 ± 0.08
0.272 ± 0.081
0.222 ± 0.065
0.505 ± 0.034
0.392 ± 0.094
0.134 ± 0.06
0.544 ± 0.08

0.55
0.64
2.5
0.8
0.18
2.38
3.35
1.03
0.48
0.57
2.54
2.0
2.54
1.61
1.07
1.28
0.31
0.68
0.78
0.09
0.37
0.38
0.12
0.61

host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
flat-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z

Table B.1 (cont’d)
? = Hostless,
DES Name
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DES13X3apkh?
DES13C1aply
DES13X3aqry†
DES13C3aqxm
DES13C3asup
DES13E1atdn†
DES13C3atgf?†
DES13C1atth‡
DES13X1atuq‡
DES13C1atur?†
DES13E1avfw
DES13E1avfx‡
DES13E1avic?
DES13E1avlc
DES13S1awfy
DES13X1awtr
DES13X1awui
DES13X1awvi
DES13X1awzz
DES13C1aymt
DES13E2aywd
DES13X2bacm
DES13S2bamk
DES13S2baqu
DES13C2bbob

† = c Cut,
SNID
1279861
1222780
1267233
1181062
1184692
1190695
1169907
1225410
1311107
1220072
1197193
1197399
1197284
1200164
1293181
1316039
1315022
1317592
1318559
1187160
1209766
1332226
1297755
1297057
1234323

‡ =Host,
flat-z fit
RA
02:27:54.3
03:37:30.6
02:26:58.6
03:27:58.7
03:32:40.1
00:28:54.8
03:27:42.9
03:38:42.2
02:19:06.5
03:38:45.3
00:26:32.7
00:33:56.3
00:35:40.6
00:27:48.8
02:53:41.9
02:20:13.1
02:18:27.4
02:15:35.9
02:17:44.2
03:33:44.7
00:40:16.4
02:25:14.9
02:47:30.9
02:41:11.5
03:33:29.5

Dec

SN Photo-z

Peak MJD

Pf it

PIa

Host Photo-z

dlr

Prior

-05:24:37.8
-26:30:55.1
-05:21:43.3
-27:44:01.5
-28:42:18.8
-42:12:56.7
-28:17:44.6
-26:36:22.1
-05:53:58.8
-27:34:28.1
-42:59:06.4
-43:17:16.5
-42:34:56.6
-43:22:27.9
-00:31:23.4
-05:26:55.7
-05:38:20.8
-05:39:53.1
-05:43:12.9
-27:37:52.5
-43:13:51.7
-06:54:49.4
-01:36:05.9
-00:47:12.8
-29:08:03.9

0.513 ± 0.049
0.358 ± 0.031
0.291 ± 0.049
0.819 ± 0.021
0.619 ± 0.039
0.338 ± 0.066
0.482 ± 0.016
0.476 ± 0.063
0.344 ± 0.035
0.484 ± 0.019
0.491 ± 0.032
0.282 ± 0.03
0.607 ± 0.107
0.54 ± 0.02
0.335 ± 0.02
0.395 ± 0.036
0.426 ± 0.038
0.312 ± 0.025
0.451 ± 0.037
0.442 ± 0.014
0.223 ± 0.027
0.235 ± 0.028
0.549 ± 0.05
0.427 ± 0.038
0.236 ± 0.016

56665.1 ± 0.9
56616.7 ± 0.5
56640.7 ± 1.1
56609.6 ± 1.5
56644.9 ± 1.1
56577.4 ± 2.0
56570.4 ± 1.5
56664.3 ± 1.1
56553.6 ± 0.8
56553.1 ± 1.4
56616.6 ± 0.7
56618.9 ± 0.7
56602.1 ± 2.0
56659.4 ± 1.2
56666.6 ± 0.6
56582.4 ± 0.6
56564.8 ± 1.0
56598.9 ± 0.7
56597.5 ± 1.5
56672.6 ± 0.5
56607.1 ± 0.6
56616.4 ± 0.5
56557.3 ± 1.0
56610.2 ± 2.1
56619.3 ± 0.2

0.34
1.0
1.0
0.658
1.0
0.376
0.423
0.993
0.996
0.489
0.999
0.16
0.981
0.44
0.991
0.922
0.982
0.975
0.86
0.998
0.541
1.0
0.992
0.914
0.987

0.996
1.0
0.908
0.999
1.0
0.999
1.0
0.992
0.945
0.985
1.0
0.997
0.985
1.0
1.0
1.0
1.0
1.0
1.0
1.0
0.987
1.0
1.0
0.991
1.0

0.427 ± 0.056
0.308 ± 0.081
0.826 ± 0.037
0.538 ± 0.094
0.33 ± 0.054
0.356 ± 0.07
0.112 ± 0.041
0.37 ± 0.091
0.706 ± 0.052
0.544 ± 0.026
0.265 ± 0.062
0.382 ± 0.046
0.329 ± 0.081
0.199 ± 0.048
0.425 ± 0.04
0.414 ± 0.059
0.118 ± 0.05
0.237 ± 0.051
0.624 ± 0.068
0.476 ± 0.044
0.174 ± 0.037

0.68
0.21
0.29
0.37
0.15
0.75
0.18
0.15
0.73
1.58
0.75
1.36
1.39
0.39
2.05
0.33
1.28
0.47
0.91
0.33
1.79

host-z
host-z
host-z
host-z
host-z
host-z
host-z
flat-z
flat-z
host-z
host-z
flat-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z
host-z

Table B.1 (cont’d)
? = Hostless,
DES Name
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DES13C3bbvh?†
DES13C3bcuq‡
DES13X3bddz
DES13X3bdfg‡
DES13C3bfch†
DES13C3bffs?†
DES13C2bfmb†
DES13C3bfoq†‡
DES13E2bggw?†
DES13E2bgjf?†
DES13E2bgla
DES13E2bgqn
DES13C1bhaj†‡
DES13C2bhet‡
DES13C2bhev
DES13C2bhfe†
DES13C2bhgc†
DES13X3bifl†‡
DES13S1bilg
DES13S1binr?†
DES13S1bitr
DES13S1bivg
DES13S2bjly†‡
DES13X1bjpx†‡

† = c Cut,
SNID
1168993
1183018
1257501
1242544
1167843
1170098
1180687
1185476
1204052
1204942
1206110
1212698
1223286
1229022
1229034
1229131
1229348
1282971
1285860
1286976
1291103
1292176
1304605
1311396

‡ =Host,
flat-z fit
RA
03:31:46.1
03:28:10.5
02:26:45.5
02:28:21.7
03:33:18.6
03:31:39.2
03:34:36.9
03:32:20.3
00:40:21.6
00:41:04.8
00:35:48.9
00:36:34.4
03:37:00.7
03:37:24.1
03:33:27.1
03:34:27.7
03:37:36.8
02:30:07.3
02:52:27.9
02:52:15.9
02:51:13.9
02:54:17.7
02:42:14.7
02:20:27.4

Dec

SN Photo-z

Peak MJD

Pf it

PIa

Host Photo-z

dlr

Prior

-28:49:43.8
-28:46:57.7
-03:59:33.4
-04:31:43.1
-27:23:37.3
-27:11:39.5
-28:17:29.9
-27:39:12.6
-43:01:57.1
-44:46:55.4
-44:22:55.9
-44:11:21.5
-26:24:23.9
-28:45:53.4
-29:11:27.0
-28:45:54.6
-28:46:01.2
-04:31:24.3
00:08:40.9
-00:08:30.3
00:07:18.9
00:35:42.4
-01:14:53.2
-05:33:45.2

0.47 ± 0.013
0.454 ± 0.211
0.213 ± 0.023
0.352 ± 0.02
0.529 ± 0.046
1.255 ± 0.075
0.53 ± 0.024
0.516 ± 0.087
1.183 ± 0.041
0.528 ± 0.021
0.377 ± 0.02
0.301 ± 0.062
0.527 ± 0.016
0.755 ± 0.157
0.326 ± 0.049
0.567 ± 0.024
0.229 ± 0.024
1.298 ± 0.084
0.173 ± 0.022
0.512 ± 0.014
0.614 ± 0.029
0.669 ± 0.022
0.464 ± 0.017
1.049 ± 0.265

56567.9 ± 1.6
56623.1 ± 2.6
56558.5 ± 0.2
56537.6 ± 2.2
56546.0 ± 2.6
56667.1 ± 0.9
56554.8 ± 2.3
56650.0 ± 1.3
56642.3 ± 0.4
56558.1 ± 2.0
56544.7 ± 1.5
56549.9 ± 0.8
56556.4 ± 1.2
56539.4 ± 1.4
56556.3 ± 1.1
56553.1 ± 3.0
56549.7 ± 1.0
56673.1 ± 3.1
56576.9 ± 1.3
56547.5 ± 1.3
56603.0 ± 1.6
56605.3 ± 2.0
56556.0 ± 1.2
56599.2 ± 3.3

0.159
0.791
1.0
0.996
0.128
0.309
0.224
0.284
0.47
0.934
0.218
0.922
0.419
0.992
0.391
0.881
0.23
0.16
0.298
0.482
0.807
0.613
0.389
0.824

1.0
0.967
1.0
1.0
1.0
0.989
1.0
0.929
1.0
1.0
0.992
1.0
1.0
0.928
0.997
0.998
0.937
1.0
0.998
0.963
0.992
0.998
0.975
0.915

0.3 ± 0.076
0.178 ± 0.059
0.329 ± 0.065
0.538 ± 0.078
0.281 ± 0.079
0.444 ± 0.039
0.307 ± 0.057
0.294 ± 0.066
0.223 ± 0.062
0.603 ± 0.054
0.283 ± 0.073
0.567 ± 0.024
0.238 ± 0.044
0.21 ± 0.075
0.166 ± 0.034
0.617 ± 0.034
0.683 ± 0.037
0.329 ± 0.045
0.139 ± 0.024

0.83
0.39
0.46
0.83
0.54
0.22
0.15
0.2
0.57
0.26
0.41
0.48
0.58
0.18
1.3
0.06
0.3
0.25
0.63
0.13

host-z
flat-z
host-z
flat-z
host-z
host-z
host-z
flat-z
host-z
host-z
host-z
host-z
flat-z
flat-z
host-z
host-z
host-z
flat-z
host-z
host-z
host-z
host-z
flat-z
flat-z
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