We present online prediction methods for time series that let us explicitly handle nonstationary artifacts (e.g., trend and seasonality) present in most real time series. Specifically, we show that applying appropriate transformations to such time series before prediction can lead to improved theoretical and empirical prediction performance. Moreover, since these transformations are usually unknown, we employ the learning with experts setting to develop a fully online method (NonSTOP-NonSTationary Online Prediction) for predicting nonstationary time series. This framework allows for seasonality and/or other trends in univariate time series and cointegration in multivariate time series. Our algorithms and regret analysis subsume recent related work while significantly expanding the applicability of such methods. For all the methods, we provide sublinear regret bounds. We support all of our results with experiments on simulated and real data.
I. INTRODUCTION
A NALYZING and forecasting stationary time series models such as AutoRegressive Moving Average (ARMA) models [1] - [3] have been well studied. However, the inherently complex structure of real world data is more appropriately modeled by nonstationary time series. Data that exhibits such nonstationary structure include seasonal time series, such as influenza rates, and time series exhibiting trends such as housing indexes and stock market prices.
In the online setting of streaming or high-frequency time series, online learning methods [4] have shown promise. Recently, Anava et al. [5] presented online gradient descent (ARMA-OGD) for ARMA prediction. Extending the approach, Liu et al. [6] proposed AutoRegressive Integrated Moving Average OGD (ARIMA-OGD), a straightforward extension of ARMA-OGD using ARIMA models. However, these methods assume known data transformations (which is unrealistic in online settings) are not applicable in many domains such as seasonality and do not carry over to the multivariate domain. These shortcomings of existing work necessitate the development of broader methods that take into account different types of nonstationarities with extensions to multivariate time series. Manuscript In this letter, we provide general methods for time series prediction using OGD [7] that account for possible nonstationarities in the data, leading to explicit transformations of the data when the type of nonstationarity is known. In the univariate case, our approach subsumes existing work while expanding the applicability of such online methods to more realistic time series settings. For the multivariate case, we propose a novel algorithm for prediction of nonstationary vector time series generated by Error Corrected Vector ARMA (EC-VARMA) processes to deal with the phenomenon of cointegration [8] , [9] . Estimating EC-VARMA models is nontrivial in general; this typically requires a two-stage process where the cointegrating rank is estimated before the parameters are estimated. The algorithm we propose simultaneously estimates both the cointegrating rank and the Vector ARMA (VARMA) matrix parameters.
However, the form of the nonstationary transformations are usually unknown. These transforms are typically determined by statistical tests on a fixed dataset with sample size requirements. In the online setting, this is unrealistic, thus we unify the abovementioned methods into a meta-algorithm called NonSTationary Online Prediction (NonSTOP) to learn the correct transformation in an online fashion. NonSTOP utilizes the weighted majority method [10] wherein each expert corresponds to different parameter settings of the nonstationary transformation (e.g., trend only, trend and seasonality, no trend/seasonality, etc.). NonSTOP quickly hones in on the correct transformation, and also allows for flexibility in adapting to changes in the data.
II. DEFINITIONS

A. Notation
Given a time series x t , denote B to be the lag operator such that Bx t = x t−1 . Δ s is the differencing operator such that
B. SARIMA
Let x t , ε t ∈ R denote the time series and innovations (random variables). SARIMA(p, d, q) × (P,D, Q) s processes are described by the following:
Note thatD = 0 implies an ARIMA(p, d, q) process, andD = d = 0 implies a ARMA(p, q) process. 1070-9908 © 2018 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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C. EC-VARMA
EC-VARMA processes model the phenomenon of cointegration, where a collection of time series follow a common stochastic trend [8] .
Δx t is stationary and there exists a vector μ ∈ R k such that μ x t is a stationary process. If x t is cointegrated, then we can represent the time series as
where Π ∈ R k ×k , the cointegrating matrix, is low rank. For the models described above, let l a and l m be the lengths of the autoregressive and moving average (MA) lag polynomials [9] , respectively. The processes are defined as invertible if the companion matrix of the MA lag polynomial has eigenvalues less than 1 in magnitude [9] . This means that the differenced process can be approximated by a finite-truncated VAR (or EC-VAR) process [9] , which lies at the heart of our framework. For more comprehensive background, refer to [1] and [8] . For an introduction to online learning and online convex optimization, please refer to [4] , [7] , and [11] .
III. TIME SERIES PREDICTION OGD (TSP-OGD)
We present a unified template for time series prediction using OGD, denoted TSP-OGD, that can handle time series with certain characteristics (such as trend and/or seasonality). It transforms time series, then forecasts by using an approximating VAR (EC-VAR if the data generation process (DGP) is cointegrated) model, which requires that the MA lag polynomial of the DGP is invertible. The choice of the transformation, dependent on the underlying DGP, can lead to improved regret guarantees. Note that while this framework is described using vector notation, it applies to both univariate time series as well.
This framework includes some commonly used transformations [1] . Table I lists the explicit form of such transformations. Note that in practice, the order of differencing is usually determined by statistical tests (e.g., [12] ) on a given dataset, which is not realistic when considering the online setting.
We assume the following for the remainder of this section. 1) x t is generated by a DGP such that there exists a transformation τ (x t ) that results in an invertible (EC-)VARMA process. Moreover, there corresponds an inverse transformation ζ that satisfies ζ(τ (x t )) = x t . See Table I for examples of such processes. 2) The noise sequence ε t of the process is independent. Also, it satisfies that E [ ε t 2 ] < M max < ∞ (see line 1 of Algorithm 1 and proof of Theorem 1). 
Observe x t and receive loss M t γ (t) 11:
Set
Denote λ max as the magnitude of the largest eigenvalue (λ max < 1 by definition of invertibility), and κ ∈ R such that (σ max (T)/σ min (T)) ≤ κ. In Algorithm 1, the model parameters of the stochastic process are fixed by an adversary. At time t, ε t and x t are generated by the DGP. Before x t is revealed to us, the learner makes a predictionx t (line 9) that incurs a prediction loss of t (x t ,x t ). In more detail, this prediction is preceded by a transform τ (see Table I ) that may require data points from previous rounds (we suppress that dependence in the notation for convenience). The prediction τ (x t ) is computed using an (EC-)VAR model of order M with parametersΓ i to approximate the underlying invertible VARMA process (line 5). Note that we addΠx t−1 when the DGP is EC-VARMA in order to model the cointegrating term (line 7). Then, it is inverted with ζ and incurs a loss
where γ = {Π,Γ i } is the list of parameters of the approximating (EC-)VAR model. Note that M t is computed on the sample, thus it is deterministic. The prediction performance is evaluated using an "extended" notion of regret that looks at the prediction loss of the best process in hindsight. Precisely, let Γ, Θ denote the set of VAR and MA parameters, respectively, of the true underlying VARMA process τ (x t ), and Π be the cointegrating matrix if the DGP is EC-VARMA (otherwise define it to be zero). Define where K is the set of invertible VARMA processes. Furthermore, let E ⊆ R (M +1)×k 2 be a convex set of approximating (EC-)VAR models, i.e., γ ∈ E. E should be chosen to be large enough to include a valid approximation to the DGP. However, since the DGP is unknown in practice, one usually chooses a simple constraint set such as E = {γ :
This assumption allows the time series to be potentially unbounded. Let Π E denote the projection operator onto the set E. In order to encourageΠ to be low rank, we choose E such that Π * ≤ ρ, thus applying Π E results in projectingΠ onto the nuclear norm ball with radius ρ (if the DGP is not EC-VARMA, we set ρ = 0). This involves projecting the singular values ofΠ onto an 1 -ball and can be efficiently done [14] .
We present a general regret bound for Algorithm 1. Remark 1: Note that plugging in the ARMA transformation and ARIMA transformation in Table I to Algorithm 1 recovers ARMA-OGD as presented in [5] and ARIMA-OGD as presented in [6] , respectively. Plugging in the other transformations result in novel variations, which we denote analogously in Table II .
For the remainder of this section, assume that t is squared loss, and x t 2 ≤ C(t) = O(log t) (note that the log transformation is commonly employed as a variance stabilizer in many time series domains).
Remark 2: When the DGP is a SARIMA process, the first three rows of Table II list the regret bounds obtained by using different transformations (proved in [13, Th. 3.1] ). The differencing transforms remove any growth trends in the data, as a consequence, the transformed time series is bounded. This implies |Δ d x t |, |Δ d ΔD s x t | < C Δ (a constant), which leads to an improvement over the regret bound obtained from ARMA-OGD. Note that ARIMA-OGD and SARIMA-OGD appear to have similar regret bounds. Empirically, we expect SARIMA-OGD to outperform ARIMA-OGD when the DGP is a SARIMA process, which we observe in Section V. As such, we believe that these results do not paint a complete picture. See [13, Sec. 3.2] for a possible explanation.
Remark 3: When the DGP is an EC-VARMA process, the last two rows of Table II reflect the regret bounds for our multivariate algorithms (proved in [13, Th. 4.1] ). In order to achieve the resulting regret bound for EC-VARMA-OGD, we require 
for all h ∈ M 8: end for that ρ = o(1/ log 2 (T )). In Section V, we find that this choice of ρ works well empirically.
IV. NONSTOP
Algorithm 1 assumes that the appropriate transformation is known apriori. Typically, statistical tests are used to determine the degree of differencing on a fixed dataset (e.g., [12] ) and these usually come with assumptions and sample size requirements. In the online setting, these requirements are not realistic. We approach this problem by using the online learning with experts setup wherein each expert corresponds to a specific transformation. Specifically, we adapt the (randomized) weighted majority algorithm [4] as a meta-algorithm to select a transformation at each time step.
More precisely, let M be the set of experts we consider. The set of experts are instantiations of Algorithm 1. For example, in the univariate setting, we could have M = {ARMA-OGD, ARIMA-OGD, SARIMA-OGD} with d = D = 1, and in the multivariate setting we can have M = {VARMA-OGD, EC-VARMA-OGD}. We assume that the seasonal period s is known.
The resulting algorithm referred to as NonSTOP is summarized in Algorithm 2. In each round, the online meta-algorithm randomly selects a prediction from one of its experts. After receiving the loss, it then updates its view about its experts, while the experts themselves are adapting to the data. We scale the loss function with a sliding window maximum such that the losses stay bounded. Since D, G(T ), and M t (γ (t) ) as shown in Algorithm 1 are now dependent on the specific transformation, we denote this as
. With these definitions in hand, we chain regret bounds together to give the following theorem. 
V. EMPIRICAL RESULTS
We show empirically the effectiveness of our proposed methods on synthetic and real datasets. In each scenario, we use squared loss and plot the log average squared loss versus iteration. For all experiments, we set E = {γ : γ max ≤ 1} and set the sliding window length k = 10.
A. Univariate Setting
For each dataset, we assume the seasonal differencing order D = 1, and set M = 2 s and d = 1. For each of the synthetic results, we generate 20 random time series and average the results. Fig. 1(a) shows evaluation on data generated from a SARIMA model. We see that SARIMA-OGD outperforms ARMA-OGD and ARIMA-OGD, converging quickly as it accounts for the appropriate nonstationarities. NonSTOP learns to heavily weight the correct transformation and outperforms ARIMA-OGD and ARMA-OGD. To showcase the adaptability of NonSTOP, we simulate data from a SARIMA model for 4000 timesteps, and then from an ARIMA model. Fig. 1(b) shows that NonSTOP learns to weight SARIMA-OGD initially, but quickly adapts at t = 4000 to weight ARIMA-OGD. In fact, at the end of the run, it actually outperforms all experts, showing the power of this adaptable algorithm.
Next, we consider an electricity demand dataset with biannual seasonality. In Fig. 1(c) , we again see SARIMA-OGD outperforming existing methods. ARMA-OGD suffers severely due to not accounting for any nonstationarity. As such, NonSTOP quickly finds that ARMA-OGD is not a reliable expert and performs well in comparison to the other experts. In Fig. 1(d) , we see similar results form a daily recorded births dataset with weekly seasonality. Because NonSTOP starts with an equal weight for each expert, it pays a large penalty for selecting ARMA-OGD in initial iterations. However, it approaches the performance of the other algorithms as it learns to heavily weight the correct transformation.
Finally, we consider a daily river flow dataset with yearly seasonality. Fig. 1(e) shows that accounting for seasonality actually hurts the performance compared to accounting for only trend. In our experience, ARIMA can sometimes outperform SARIMA even on seemingly seasonal data. Despite this, NonSTOP learns to weight ARIMA-OGD and quickly approaches the best performance. This showcases the efficacy of the NonSTOP algorithm in a fully online setting.
B. Multivariate Setting
We collected seven time series of stock prices from Yahoo Finance of large technology companies, and also included the S&P500 index, which partially introduces cointegration into the data. We set M = 10, and ρ = 0.5, with results in Fig. 1(f) . Accounting for cointegration results in considerably stronger performance. We also evaluated the algorithms on the Google Flu dataset. The two distinct seasonality patterns observed in the data result in cointegration. We set M = 60, ρ = 0.5 and plot the results in Fig. 1(g) . Again, adjusting for the cointegration dramatically increases predictive performance. On both datasets, NonSTOP pays a penalty for selecting VARMA-OGD in the initial iterations before learning to heavily weight EC-VARMA-OGD. Note that NonSTOP outperforms VARMA-OGD by at least a factor of 3 on the original scale for both datasets.
VI. CONCLUSION AND FUTURE WORK
We presented a general framework for online time series prediction, TSP-OGD, that accounts for nonstationary artifacts in the data by utilizing data transformations. Since these transformations are usually unknown, we introduced a meta-algorithm, NonSTOP, which learns to appropriately weight the correct transformation. In future work, we plan to explore extensions to more complicated models such as the long memory ARFIMA model.
