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Abstrat
We prove bilinear virial identities for the nonlinear Shrödinger equation, whih are exten-
sions of the Morawetz interation inequalities. We reover and extend known bilinear improve-
ments to Strihartz inequalities and provide appliations to various nonlinear problems, most
notably on domains with boundaries.
Résumé
On démontre des identités de type viriel bilinéaire pour l'équation de Shrödinger nonlinéaire,
qui peuvent être vues omme des extensions des inéqualités d'interation de Morawetz. Cei
permet de retrouver et d'étendre des ranements bilinéaires des inéqualités de Strihartz, et
nous donnons également des appliations à plusieurs problèmes nonlinéaires, notamment sur les
domaines à bord.
1 Introdution
Dispersive estimates are known to be an essential tool in dealing with low regularity well-posedness
issues for the nonlinear Shrödinger equation. Among the most useful ones are Strihartz inequali-
ties: starting with [26℄, they were ompleted by [15℄ and nally by [19℄. As spae-time bounds for
solutions to the linear Shrödinger equation in R
n
, they are losely related to the Fourier restrition
problem in harmoni analysis , and as suh heavily rely on the use of Fourier transform tehniques.
Extensions of these inequalities to more ompliated geometrial settings have been the subjet of
intense researh over the last deade, to the point where quoting all possible referenes would ll
this page. It should be noted that these works are based on appropriate renements of the R
n
ase,
through Fourier Integral Operator, FBI, wave paket or any appropriate miroloal generalizations
of Fourier analysis (for a notable exeption using vetor eld methods, see [23℄). On the other hand,
one has virial type identities, of whih the Morawetz identity (proved by Lin-Strauss [21℄) is per-
haps the most well-known: suh identities have two key features, they are obtained by integration
∗
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by parts and they usually apply to the nonlinear equation. We remark that the loal smoothing
eet, whih ame muh later and was rst observed in the at ase (see [14℄, [24℄, [29℄), may be
seen as part of this ategory as well, though proofs usually require a sophistiated integration by
parts involving pseudo-dierential operators or resolvent methods. A new kind of inequality was
introdued in [10℄, the Morawetz interation inequality, whih seemed to have the benet of both
worlds: one may reover a spei, non-sharp Strihartz estimate and it also applies to the non-
linear equation (providing an essential tool to solve the H1-ritial defousing NLS in 3D, [11℄).
Subsequent developments inlude a urved spae version ([17℄) and a quarti interation inequality
for NLS on R ([9℄).
In the present work, we explore a dierent diretion, whih builds upon the understanding of
the loal smoothing eet and its fundamentally 1D nature. This naturally leads to a new set of
identities with several interesting onsequenes:
• in 1D, one reovers, by a simple argument, an identity of [22℄, whih implies the Feerman-
Stein inequality in its bilinear version; from there the (almost) full set of Strihartz/maximal
funtion estimates may be derived. More importantly, we get a nonlinear identity.
• In 2D and higher, one obtains an L2t,x-based estimate for the harge density. (This would
orrespond, w.r.t. saling, to a sharp Strihartz estimate in 2D). More interestingly, one may
derive from our result Bourgain's bilinear improvement ([3℄).
• All our identities apply to nonlinear equations, and have bilinear versions.
• Nothing but integration by parts is used in the proof: as suh, these estimates extend to
domains, provided one may ontrol the boundary terms; in the ase of Dirihlet boundary
onditions, suh ontrol is provided by loal smoothing.
• As an appliation to exterior domains, we improve the well-posedness theory to H1-subritial
(subquinti) nonlinearities for n = 3.
• Appliations to sattering problems are straightforward, and this extends to 3D exterior do-
mains, where no results were available to our knowledge and where we obtain sattering in
the energy lass for the defousing ubi equation.
While presenting this work at Oberwolfah, we learned that similar results (namely a priori bound
(2.9)) have been obtained simultaneously and independently by J. Colliander, M. Grillakis and N.
Tzirakis, see [13℄ and [12℄), through a dierent derivation.
Aknowledgments: we thank N. Burq for various enlightenments about the Shrödinger equation
on exterior domains, as well as the referee for helpful omments and suggestions whih greatly
improved the presentation.
2 Main results
2.1 The Shrödinger equation in R
n
Let n ≥ 1, p ∈ R, p ≥ 1, ε ∈ {−1, 0, 1}, and u is a solution to
(2.1) i∂tu+∆u = ε|u|p−1u, with u|t=0 = u0.
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We will also need v, solution to
(2.2) i∂tv +∆v = ε|v|p−1v, with v|t=0 = v0.
Let us dene several quantities whih will play a key role: for n > 1 and given a funtion f , its
Radon transform is
(2.3) R(f)(s, ω) =
∫
x·ω=s
f dµs,ω,
where µs,ω is the indued measure on the hyperplane x · ω = s. We set
(2.4) Iω(ε, u, v) =
∫
x·ω>y·ω
(x · ω − y · ω)|u|2(x)|v|2(y) dxdy.
Remark that a simple omputation leads to
(2.5) ∂tIω = i
(∫
x·ω>y·ω
ω · [(u∇xu¯− u¯∇xu)(x)|v(y)|2 − (v∇y v¯ − v¯∇yv)(y)|u(x)|2] dy dx
)
.
We may now state our rst result.
Theorem 2.1 Let ω ∈ Rn, n > 1, with |ω| = 1, u solution to (2.1). Then, with x = x⊥ + sω
(2.6)
∫
s
|∂s(R(|u|2))(s, ω)|2 ds+ εp− 1
p+ 1
∫
s
R(|u|2)R(|u|p+1) ds
+
∫
s
∫
x⊥·ω=0
∫
y⊥·ω=0
|u(x⊥ + sω)∂su(y⊥ + sω)− u(y⊥ + sω)∂su(x⊥ + sω)|2 dx⊥dy⊥ds
=
1
4
∂2t Iω(ε, u, u)
In other words, Iω(ε, u, u) is a onvex funtion in time.
In the spei 1D ase, one has atually the following identity.
Theorem 2.2 Let n = 1, u, v two solutions to (2.1), (2.2), then
(2.7) 4
∫
x
|∂x(uv¯)|2 dx+ 2εp− 1
p+ 1
∫
x
|u|2|v|p+1 + |v|2|u|p+1 dx = ∂2t I(ǫ, u, v).
Remark 2.1 Up to a doubling fator, Iω may be reast as a Morawetz interation funtional (as
introdued in [10℄), ∫
ρ(x− y)|u|2(x)|v|2(y) dxdy,
with ρ(x − y) = |x · ω − y · ω|. Hene we have replaed the physial distane |x − y| (whih was
the default hoie in [10℄ and subsequent works) by its projetion over a speied diretion ω. We
hose our denition of Iω as to emphasize trae terms whih will later appear in the proof. In fat,
we were led to Iω by onsidering variations on the loal smoothing, and we will ome bak to this
point in setion 4.2.
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In order to turn these bounds into useful nonlinear ontrol, we use
Proposition 2.2 Let ω be xed, then
(2.8) |∂tIω| ≤ ‖u‖2L2x‖v‖
2
H˙
1
2
+ ‖v‖2L2x‖u‖
2
H˙
1
2
.
As a onsequene, when ε = 1 (defousing equation), we have an priori bound,
(2.9)
∫
R
∫
Rn
||∇| 3−n2 (|u|2)|2 dxdt +
∫
R
∫
Rn
||∇| 1−n2 (|u| p+32 )|2 dxdt . supt∈R‖u‖2L2x‖u‖
2
H˙
1
2
.
Remark 2.3 The right-hand side of (2.8) is very learly not invariant by galilean transforms. The
left-hand side, however, is.
Remark 2.4 The a priori estimate (2.9) was obtained simultaneously and independently by J.
Colliander, M. Grillakis and N. Tzirakis ([13℄ and [12℄), through a diret derivation with the weight
ρ(x) = |x| but with a new ommutator argument involving [x,√−∆−(n−1)] and the loal onserva-
tion laws for mass and momentum densities, overoming the restrition to dimensions n ≥ 3 from
[10℄.
We now state a more general result: let
(2.10) Iρ(u, v) =
∫
ρ(x− y)|u|2(x)|v|2(y) dxdy.
Then
Theorem 2.3 Let ρ be a weight funtion suh that its Hessian Hρ is positive; let
(2.11) F (u, v)(x, y) = v¯(y)∇xu(x) + u(x)∇y v¯(y) and G(u, v)(x, y) = v(y)∇xu(x)− u(x)∇yv(y).
We have
∂2t Iρ = 4
∫
Hρ(x− y)(F (u, v)(x, y), F (u, v)(x, y)) dxdy
+ ε
p− 1
p+ 1
∫
|v|2(y)(∆xρ)(x− y)|u|p+1(x) dxdy(2.12)
+ ε
p− 1
p+ 1
∫
|u|2(x)(∆xρ)(x− y)|v|p+1(y) dxdy.
Moreover, we may rewrite
(2.13)
∫
Hρ(x− y)(F (u, v)(x, y), F (u, v)(x, y)) dxdy =∫
Hρ(x− y)(G(u, v)(x, y), G(u, v)(x, y)) dxdy +
∫
∆ρ(x− y)∇x(|u|2(x)) · ∇y(|v|2(y))) dxdy.
Remark 2.5 Notie that if we make u = v in (2.13) and assume that the Fourier transform of ∆ρ
is positive, we an bound eah of the two terms in the r.h.s. in terms of the l.h.s.
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The above remark used in the partiular ase ρ(z) = |z · ω| gives us the following Corollary for the
linear equation.
Theorem 2.4 Given ω a unitary vetor in Rn, n > 1 and u, v any two solutions to (2.1) and (2.2)
with ǫ = 0 (linear equation) we have
(2.14)
∫
t
∫
s
|∂s(R(uv¯))(s, ω)|2 dsdt . Iω(uˆ0, uˆ0) + Iω(vˆ0, vˆ0) + Iω(uˆ0, vˆ0).
with Iω as given in (2.4).
Remark 2.6 We will see that this bilinear estimate implies Bourgain's bilinear renement of
Strihartz estimate from [3℄. One may notie that (2.4) (and all identities involving the Radon
transform) does not depend on the dimension n, in sharp ontrast with (2.9), whih gets worse with
n large.
2.2 The Shrödinger equation on a domain Ω
Let n ≥ 1, p ∈ R, p ≥ 1, ε ∈ {−1, 0, 1}, Ω ⊂ Rn with a smooth boundary ∂Ω, and u is now the
solution to
(2.15) i∂tu+∆u = ε|u|p−1u, with u|∂Ω = 0.
Denote by
(2.16) M(u) =
∫
Ω
|u|2 dx and E(u) = 1
2
∫
Ω
|∇u|2 dx+ 1
p+ 1
∫
Ω
|u|p+1 dx,
the mass and energy whih are onserved quantities: we will use M and E as shorter version of
M(u) and E(u). Notie that the Radon transform is still dened,
(2.17) R(f)(s, ω) =
∫
x·ω=s∩Ω
f dµs,ω.
We set
(2.18) Iρ =
∫
x,y∈Ω
ρ(x− y)|u|2(x)|u|2(y) dxdy.
We may now state our result.
Theorem 2.5 Let ω ∈ Rn, n > 1, with |ω| = 1, and pik ρω(z) = |z · ω|, u solution to (2.15).
Then, with x = x⊥ + sω
(2.19)
∫
s
|∂s(R(|u|2))(s, ω)|2 ds+ εp − 1
p + 1
∫
s
R(|u|2)R(|u|p+1) ds
+
∫
s
∫
x·ω=s
∫
y·ω=s
|u(x⊥ + sω)∂su(y⊥ + sω)− u(y⊥ + sω)∂su(x⊥ + sω)|2 dx⊥dy⊥ds
−
∫
x∈∂Ω,y∈Ω
|u|2(y)∂nρω(x− y)|∂nu|2(x) dSxdy = ∂2t Iρω .
5
We now illustrate how to obtain useful estimates from Theorem 2.5 when one has ontrol of the
boundary term.
Proposition 2.7 Let Ω be Rn \ Σ, where Σ is star-shaped and Σ ⊂⊂ K, K ompat. Assume
moreover ε = 0, 1 (linear or defousing) and n ≥ 3. Then,
(2.20)
∫ T
0
∫
x∈∂Ω
|∂nu|2 dSxdt+
∫ T
0
∫
K\Σ
(|∇u|2 + |u|2) dxdt . sup
t∈[0,T ]
‖u‖2
H˙
1
2
0
(Ω)
. (ME)
1
2 .
Remark 2.8 In 2D, one may only obtain a loal in time estimate for the defousing equation, an
issue related to the zero mode (or the failure of the Morawetz estimate in 2D) Hene, (2.20) will
have an additional term C(T )‖u0‖2L2 on the right-hand side. We will not use suh an estimate and
therefore skip it.
As a onsequene of Theorem 2.5 and Proposition 2.7, we have
Proposition 2.9 Let Ω be Rn \ Σ, where Σ is star-shaped and Σ ⊂⊂ K, K ompat, and n ≥ 3.
Then, the solution u to the defousing (ε = 1) equation(2.15) veries
(2.21) ‖|∇x|
3−n
2 (|u|2)‖L2t,x . supt ‖u‖L2(Ω)‖u‖H˙ 120
. M
3
4E
1
4 .
Note that, more generally, for the linear equation, the result of Proposition 2.7 holds for unbounded
domains, assuming one does not have any trapped rays. In fat, for suh domains, the loal smooth-
ing estimate holds ([4℄), irrespetive of the dimension and with an absolute onstant (independent
of T ); a simple integration by part argument (lose to the boundary) yields ontrol of the boundary
term. As suh, one obtains
Theorem 2.6 Let n ≥ 2, Ω ⊂ Rn be a domain where (2.20) holds for the linear equation, and u a
solution to the linear equation (2.15) (ε = 0). Then the following estimate holds:
(2.22) ‖|∇x|
3−n
2 (|u|2)‖L2t,x . ‖u0‖
2
H˙
1
4
0
(Ω)
.
Now, onsider the linear equation on a domain for whih loal smoothing does not hold. By tailoring
the size of the time interval to the frequeny of the solution, one may obtain an estimate with a
1/4 loss of regularity.
Theorem 2.7 Let Ω ⊂ Rn be a bounded domain, u solution to the linear equation (2.15) (ε = 0).
Then
(2.23) ‖|∇x|
3−n
2 (|u|2)‖L2([0,1];L2(Ω)) . ‖u0‖2
H˙
1
2
0
(Ω)
.
We remark that the boundedness of the domain is in no way essential.
Remark 2.10 The numerology of (2.23) is onsistent with the numerology of [6℄ on manifolds
without boundaries. By ontrast, estimates from [2℄ have an additional
1
3p loss, where p is the time
Lebesgue exponent; our example suggests better estimates than the ones whih are obtained by
interpolation between the p = 2 ase and the onservation of energy/mass.
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3 Appliations
3.1 Linear estimates on R
n
In the spei ase of the linear equation (ε = 0), one may extend the identities of Theorems 2.1
and 2.2 through a limiting argument in the spirit of [30℄. Theorem 2.4 is in fat a onsequene
of upoming Theorem 3.2. We start with the 1D ase, whih an also be derived by an expliit
omputation in Fourier spae, see [22℄. We will use the following denition of the Fourier transform
of a funtion f
fˆ(ξ) =
∫
Rn
e−i2πxξf(x) dx.
Theorem 3.1 (Ozawa-Tsutsumi [22℄) Let n = 1, u, v two solutions to (2.1), (2.2) with ε = 0,
then
(3.1)
∫
R×R
|∂x(uv¯)|2 dxdt = 4π
∫
R×R
|ξ − η||uˆ0|2(ξ)|vˆ0|2(η) dξdη.
In higher dimensions, one has
Theorem 3.2 Let ω ∈ Rn with |ω| = 1, u solution to (2.15) with ε = 0. Then, with x = x⊥ + sω
(3.2)
∫
s
|∂s(R(|u|2))(s, ω)|2 ds
+
∫
t
∫
s
∫
x·ω=s
∫
y·ω=s
|u(x⊥ + sω)∂su(y⊥ + sω)− u(y⊥ + sω)∂su(x⊥ + sω)|2 dx⊥dy⊥dsdt
= 4π
∫
Rn×Rn
|ω · (ξ − η)||uˆ0|2(ξ)|uˆ0|2(η) dξdη.
Theorem 2.1 may be used in a dierent diretion, reovering a known bound for the linear equation
(see [3℄).
Proposition 3.1 Let u and v be two solutions to (2.1), with ε = 0 and data u0, v0. Assume
moreover that supp uˆ(ξ) ⊂ {|ξ| ≤ 2k} and supp vˆ(ξ − ξ0) ⊂ {|ξ| ≤ 2k}, with |ξ0| ∼ 2j and k << j
(hene, the Fourier supports are separated and at distane roughly 2j). Then
(3.3) ‖uv‖2L2t,x . 2
(n−1)k−j‖u0‖2L2x‖v0‖
2
L2x
.
3.2 Sattering in R
n
A simple appliation of Theorems 2.1 and 2.2 is to reover Nakanishi's sattering result for the H1-
subritial (and L2-superritial) defousing equation. Suh an alternative proof was mentioned in
[10℄ for the ubi defousing NLS in 3D (the authors atually proved a better result, as sattering
is proved to hold for Hs, s > 4/5), and done in detail for the aforementioned range in 1D in [9℄,
where an a priori L8t,x bound was derived from a four partiles interation Morawetz inequality.
Theorem 3.3 Let u0 ∈ H1(Rn), n ≥ 1 and u be the assoiated solution to (2.1) with ε = 1,
1+ 4n < p < 1+
4
n−2 . Then one has sattering and polynomial bounds on spae-time norms in term
of mass M =
∫ |u0|2 and energy E = ∫ |∇xu0|2 + 2|u0|p+1/(p + 1).
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Remark 3.2 Theorem 3.3 may also be found in [12℄. In fat, the authors go beyond the H1 theory
and establish global existene and sattering for Hs data, where sp < s < 1 and sp is a ritial
exponent for their argument. One may also onsult the very reent survey [16℄, whih enompasses
all the known results, inluding ours, as well as extends the argument to Hartree equations.
3.3 Existene and sattering on a 3D exterior domain
Due to the unavailability of sale-invariant Strihartz estimates, the sattering issue is more diult.
In fat, well-posedness in the energy lass is already a signiantly more diult problem, and is
known to hold up to p < 3 ([5℄), p = 3 ([18℄ and [1℄); in these referenes, non sharp (non sale-
invariant) Strihartz estimates are obtained and turned into the loal existene result. Note that in
3D, our estimate is better with respet to saling (sharp estimate with a loss of a 1/4 derivative)
but somehow restritive due to both the time integrability range and the derivative loss. We rst
deal with existene.
Theorem 3.4 Let 1 < p < 5 and n = 3. Let u0 ∈ H10 (Ω), with Ω an exterior domain where loal
smoothing holds, K a ompat set suh that Ωc ⊂⊂ K. Then there exists a loal in time solution u to
(2.15) whih is Ct(H
1
0 (Ω)). Uniqueness holds in CT (H
1
0 )∩L4T (W
3
4
,4)∩L2T (H
3
2 (K))∩L4T (L∞x (Kc)).
Moreover, when ε = 1 (defousing ase), the solution is global in time.
When the domain Ω is star-shaped, one may use Proposition 2.9 and use the same strategy as in
the R
n
ase to obtain sattering for the ubi equation (with some signiant additional tehnial
diulties, due to the lak of the full set of Strihartz estimates).
Theorem 3.5 Let p = 3. Let u0 ∈ H10 (Ω), with Ω the exterior of a star-shaped domain. Then the
global in time solution u to the defousing equation (2.15) satters in H10 (Ω).
4 Proofs and further developments
4.1 1D omputation, nonlinear equation
As a warm-up for subsequent omputations, we prove Theorem 2.2 in the speial ase u = v. Let
u be a solution to (2.1), and let
(4.1) I =
∫
x>y
(x− y)|u(x)|2|u(y)|2 dx dy.
Compute the time derivative of I: as we have i∂tu+∂
2
xu = ε|u|p−1u = f , the nonlinear part vanishes
when omputing
(4.2)
d|u(x)|2
dt
=
1
i
(u∂2xu¯− u¯∂2xu) = i∂x(u¯∂xu− u∂xu¯) = −2∂x(Im(u¯∂xu)),
and we have
∂tI = −2
∫
x>y
(x− y) (∂x(Im(u¯∂xu))(x)|u(y)|2 + ∂y(Im(u¯∂yu))(y)|u(x)|2) dx dy
= 2
(∫
x>y
Im(u¯∂xu)(x)|u(y)|2 − Im(u¯∂yu)(y)|u(x)|2 dy dx
)
.
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Derive again in time and fous on the rst term: it will be a sum of 3 terms (K1,K2,K3),
K1 = 2
∫
x>y
Im(u¯∂xu)(x)
d|u(y)|2
dt
dy dx = −4
∫
x>y
Im(u¯∂xu)(x)∂yIm(u¯∂yu)(y) dy dx
= −4
∫
x
(Im(u¯∂xu))
2(x) dx.
Remark 4.1 Notie for further use that when piking the seond term in I˙, it will ontribute
exatly another K1 term (boundary term with opposite sign).
Now, the seond term is the sum of a linear term,
K2 =
∫
x>y
(i∂tu∂xu¯− i∂tu¯∂xu)(x)|u(y)|2 dy dx =
∫
x>y
(−∂x(|∂xu|2)(x)|u(y)|2 dy dx
=
∫
y
|∂yu|2(y)|u(y)|2 dy =
∫
y
|u¯∂yu|2(y) dy,
and a nonlinear term,
A2 =
∫
x>y
(f∂xu¯+ f¯∂xu)(x)|u(y)|2 dy dx =
∫
x>y
|u|p−1(x)∂x(|u|2)(x)|u(y)|2 dy dx
= − 2
p+ 1
∫
y
|u|p+3(y) dy.
The same remark applies for the other ontribution with x and y reversed (so we double K2 +A2).
The next term is,
K3 =
∫
x>y
(iu∂x∂tu¯− iu¯∂x∂tu)(x)|u(y)|2 dy dx
=
∫
x>y
−(i∂xu∂tu¯− i∂xu¯∂tu)(x)|u(y)|2 dy dx+K4 = K2 +K4,
with K4 being the boundary term, namely
K4 = −
∫
y
(iu∂tu¯− iu¯∂tu)(y)|u(y)|2 dy = −
∫
y
(u∂2y u¯+ u¯∂
2
yu)(y)|u(y)|2 dy
=
∫
y
2|∂yu|2(y)|u(y)|2 + (u∂yu¯+ u¯∂yu)∂y(|u|2) dy = 2K2 +
∫
y
(∂y(|u|2))2 dy.
So that
K2 +K3 = 4
∫
y
|∂yu|2)(y)|u(y)|2 dy +
∫
y
(∂y(|u|2))2 dy.
The nonlinear ontribution A3 veries the same identity, namely A3 = A2 + A4, and A4 is the
following nonlinear boundary term:
A4 =
∫
y
(uf¯ + u¯f)(y)|u(y)|2 dy = 2
∫
y
|u(y)|p+3 dy
9
and the total ontribution of the nonlinear term is
A = A2 +A3 = (2− 4
p+ 1
)
∫
y
|u|p+3(y) dy.
Now the laim is that the seond part in ∂tI gives the exat same expression: x and y are exhanged,
we have a minus sign in front, and the boundary term will be at the opposite end, swithing the
sign. Hene,
d2I
dt2
= 2(K1 +K2 +K3 +A)
d2I
dt2
− 2A = 2
(
4
∫
x
(Re(u∂xu¯))
2(x) dx +
∫
y
(∂y(|u|2))2 dy
)
d2I
dt2
= 4
∫
x
(∂x(|u|2))2(x) dx+ 4ε
∫
y
|u|p+3(y)(1− 2
p+ 1
) dy.
whih is nothing but the identity in Theorem 2.2. Notie that I is a onvex funtion whenever
ε = 0, 1.
Remark 4.2 One may somewhat shorten the proof by introduing the density of mass N , the
urrent J and the (one dimensional for now !) tensor T ,
N = |u|2, J = 2Im(u¯∂xu), T = 4|∂xu|2 −∆N + ε(2− 4
p+ 1
)N
p+1
2 ,
and then use loal onservation laws to perform the integrations by parts,
∂tN + ∂xJ = 0 and ∂tJ + ∂xT = 0.
Evidently, the relation ∂2tN = ∂
2
xT is behind any sort of virial identity, bilinear or not, and the
reader may onsult [16℄ for a very nie survey of bilinear virial estimates, inluding ours, whih
present the above derivation in a onise and elegant form.
4.2 A digression on loal smoothing estimates
The 1D proof from the previous setion makes ruial use of boundary terms x = y arising in
integrations by parts. Let us now give an elementary proof of the following well-known 1D estimate
([20℄).
Proposition 4.3 Let u be a solution to the linear Shrödinger equation on R:
(4.3) sup
x
∫
R
|∂xu|2(x, t) dt = C‖u0‖2
H˙
1
2
.
Consider v(x) = u(x)−u(−x) the odd part of u: v still satises the Shrödinger equation (in fat, v
may be seen as a solution to the equation on R+ with Dirihlet boundary ondition v(x = 0) = 0).
Multiply the equation for v by ∂xv¯ and integrate between x =∞ and x = 0:
∫ t2
t1
∫ 0
∞
i(∂tv∂xv¯ − ∂tv¯∂xv) +
∫ t2
t1
|∂xv|2(0) = 0.
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A double integration by parts in the rst term yields two dierent types of boundary terms: time
slie ones,
|
∫ 0
∞
Imv¯∂xv dx(t1)−
∫ 0
∞
Imv¯∂xv dx(t2)| . sup
[t1,t2]
‖v‖2
H˙
1
2
,
where one is using duality and v(x = 0) = 0. On the other hand, one has a remaining spatial
boundary term, ∫ t2
t1
Imv¯∂tv(0) = 0
due to the boundary ondition. Inequality in (4.3) follows trivially by translation invariane, notiing
that ∂xv(0) = 2∂xu(0). Sending both t1 and t2 to ±∞ and realling the asymptoti of the free
solution would provide the equality by rewriting the momentum in term of uˆ0 (see [30℄).
Alternatively, one may derive this estimate by omputing twie the time derivative of
I =
∫
x>y
(x− y)|vy|2(x, t) dx, with vy = u(x+ y)− u(y − x).
If one goes to dimension n, we may instead onsider the reexion with respet to the hyperplane
xn = 0, ompute
I =
∫
xn>yn
(xn − yn)|vy|2(x, t) dx, with vy(x) = u(x′, xn + yn)− u(x′, yn − xn).
In the omputation, one may pik up additional boundary terms, namely
∫
t |∇′vy|2(x′, yn) dx′dt,
whih vanish thanks to vy(xn = yn) = 0. Hene, we have obtained a very elementary proof of the
following variant of the loal smoothing eet, with no use of the Fourier transform in spae or
time. One, however, relies heavily on the invarianes.
Proposition 4.4 Let u be a solution to the linear Shrödinger equation on Rn, and ω a diretion,
with x = (x⊥ω , xω):
(4.4) sup
xω
∫
R×Rn−1
|∂xωu|2(x, t) dx⊥ω dt . ‖u0‖2
H˙
1
2
.
In view of this omputation, the weight ρ(x− y) = (x− y) ·ω appears to be a rather natural hoie
in R
n
, when trying to average the virial on the half-spae (x− y) · ω > 0.
4.3 Bilinear estimate on the nonlinear equation, the general ase
We now turn our attention to the general ase, and prove Theorems 2.1,2.2, 2.3, 2.5 all together.
We onsider the equation on a domain Ω, with Dirihlet boundary onditions u|∂Ω=0. Reall that
(4.5) i∂t(|u|2) = u∆u¯− u¯∆u = ∇ · (u∇u¯− u¯∇u) = −2i∇ · Im(u¯∇u).
Set
(4.6) I =
∫
Ω×Ω
ρ(x− y)|u|2(x)|v|2(y) dxdy.
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We ompute
∂tI = −2
∫
ρ
(|v|2∇ · Im(u¯∇u) + |u|2∇ · Im(v¯∇v))
= 2
∫
∇xρ ·
(|v|2(y)Im(u¯∇u)(x)− |u|2(x)Im(v¯∇v)(y)) dxdy.
where there is no boundary term when applying Stokes, as there is always a fator of u or v to
anel suh a term due to the Dirihlet ondition, and we used ∇xρ = −∇yρ.
Now, we ompute ∂2t I = Jx + Jy + Jxy depending on where the time derivative lands (with
obvious notations). We have
(4.7) Jx =
∫
|v|2(y)∇xρ · ∂t
(
u¯∇u− u∇u¯
i
)
(x) dxdy.
Now
∂t
(
u¯∇u− u∇u¯
i
)
= (−∆u+ ε|u|p−1u)∇u¯+ (−∆u¯+ ε|u|p−1u¯)∇u
− [u∇(−∆u¯+ ε|u|p−1u¯) + u¯∇(−∆u+ ε|u|p−1u)]
= −∆u∇u¯−∆u¯∇u+ u∇∆u¯+ u¯∇∆u− ε|u|2∇(|u|p−1).
Bak to Jx, we all K1,K2 the bilinear and nonlinear terms oming from the above formula. We
use Einstein onvention for summation :
K1 =
∫
|v|2∂iρ(−∂k∂ku∂iu¯− ∂k∂ku¯∂iu) +
∫
|v|2∂iρ(u∂i∂k∂ku¯+ u¯∂i∂k∂ku)
= K11 +K12.
We have (n(x) being the outgoing normal vetor at x ∈ ∂Ω)
K11 =
∫
|v|2(y)∇xρ(x− y) · (∇xu¯(−∇x · ∇xu) +∇xu(−∇x · ∇xu¯))(x)
= −
∫
|v|2(y)(∇xρ · ∇xu¯∇xu · n(x) +∇xρ · ∇xu∇xu¯ · n(x)) dSx
+
∫
|v|2(y)(∇xu · ∇x(∇xρ · ∇xu¯+∇xu¯ · ∇x(∇xρ · ∇xu)(x)
= −2
∫
|v|2(y)∂nρ(x− y)|∂nu|2(x) dSx dy
+2
∫
|v|2∂i∂kρ ∂ku∂iu¯ (reall the Hessian is symmetri)
+
∫
|v|2∂iρ (∂ku∂i∂ku¯+ ∂ku¯∂k∂iu)
where we used the Dirihlet ondition in the boundary term and expanded the remaining terms.
On the other hand, as all boundary terms anel due to the Dirihlet ondition,
K12 = −
∫
|v|2∂i∂kρ (u∂i∂ku¯+ u¯∂i∂ku)−
∫
|v|2∂iρ (∂ku∂i∂ku¯+ ∂ku¯∂i∂ku).
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Summing K11 and K12, their respetive last terms anel eah other. Integrate the rst term in
K12 with respet to ∂
i
, there is (again) no boundary term, and nally
K1 = 4
∫
|v|2(y)∂i∂kρ(x− y) ∂ku∂iu¯(x) +
∫
|v|2(y)∂i∂i∂kρ(x− y) ∂k(|u|2)(x) dxdy
− 2
∫
|v|2(y)∂nρ(x− y)|∂nu|2(x) dSx dy
However, ∂2xi∂xkρ = −∂2xi∂ykρ = −∂xi∂xk∂yi , so that one last integration by parts yields, denoting
by Hρ the Hessian of ρ,
K1 = 4
∫
|v|2(y)Hρ(x− y)(∇xu(x),∇xu¯(x)) dxdy +
∫
Hρ(x− y)(∇x(|u|2)(x),∇y(|v|2)(y)) dxdy
− 2
∫
|v|2(y)∂nρ(x− y)|∂nu|2(x) dSx dy,
given that the integration by parts in y does not have a boundary term either, and where me may
freely replae the seond term using the identity
∫
Hρ(x− y)(∇x(|u|2)(x),∇y(|v|2)(y)) dxdy =
∫
∆ρ(x− y)∇x(|u|2)(x) · ∇y(|v|2)(y) dxdy.
Now, we go bak to the nonlinear term K2:
K2 = −
∫
|v|2(y)∇xρ · ε(|u|p−1)
2
p−1∇(|u|p−1) dxdy
= −ε
∫
|v|2(y)∇xρ · ∇(|u|p+1) 12
p−1 + 1
dxdy
= ε
∫
|v|2(y)(∆xρ)(x− y)|u|p+1(x)p− 1
p+ 1
dxdy,
performing one more integration by parts (with no boundary term !). Assuming that ρ(x − y) =
ρ(y− x), the seond term Jy is exatly Jx by symmetry, up to permutation of u and v. We are left
with
Jxy = J1 + J2,
where again by symmetry both terms are equal and
J1 = 2
∫
Im(u¯∇u)(x) · ∇xρ∂t(|v|2(y)) dxdy
= 4
∫
Im(u¯∇u)(x) · ∇xρ∇yIm(v¯∇v(y)) dxdy
and using again ∇yρ = −∇xρ, we integrate by parts in y (with no boundary term)
J1 = −4
∫
Hρ(x− y) (Im(u¯∇u)(x), Im(v¯∇v)(y)) dxdy.
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Finally,
∂2t I =4
∫ (|v|2(y)Hρ(x− y)(∇u(x),∇u¯(x)) + |u|2(x)Hρ(x− y)(∇v(y),∇v¯(y))) dxdy
+ 2
∫ (
Hρ(x− y)(∇(|u|2)(x),∇(|v|2)(y)) − 4Hρ(x− y) (Im(u¯∇u)(x), Im(v¯∇v)(y))
)
dxdy
+ ε(1 − 2
p+ 1
)
∫ (|v|2(y)(∆ρ)(x − y)|u|p+1(x) + |u|2(x)(∆xρ)(x− y)|v|p+1(y)) dxdy
− 2
∫
|v|2(y)∂nρ(x− y)|∂nu|2(x) dSx dy − 2
∫
|u|2(x)∂nρ(x− y)|∂nv|2(y) dSy dx.
By denition, Hρ is symmetri. Then one may diagonalize and be left with just one diretion (or,
more aurately, a diagonalized matrix). Disarding a fator 2 and the eigenvalue λ(x− y), we set
(where ∂ denotes derivation in the diretion of the eigenvetor assoiated to λ)
Γ = 2|v|2(y)|∂u|2(x) + 2|u|2(x)|∂v|2(y)
+ (v∂v¯ + v¯∂v)(y)(u∂u¯ + u¯∂u)(x) − (v∂v¯ − v¯∂v)(y)(u¯∂u− u∂u¯)(x).
Expanding the last two terms and aneling out, we get
Γ = 2|v|2(y)|∂u|2(x) + 2|u|2(x)|∂v|2(y) + 2v∂v¯(y)u∂u¯(x) + 2v¯∂v(y)u¯∂u(x)
= 2|v¯(y)∂u(x) + u(x)∂v¯(y)|2.
Now, one may rewrite Γ in a dierent way, by taking advantage of the identity
|v(y)∂u(x) − u(x)∂v(y)|2 + ∂(|v|2)(y)∂(|u|2)(x) = |v¯(y)∂u(x) + u(x)∂v¯(y)|2.
This ahieves the proof of the rst part of Theorem 2.3, namely (2.12) and (2.13). Finally, in the
speial ase n = 1 we obtain Theorem 2.2. A straightforward generalization of the n = 1 ase will
follow by setting ρ = |(x− y) · ω| with ω ∈ Sn: we will obtain Theorem 2.1 and Theorem 2.5.
Remark 4.5 Notie that if u = v and x = y, one reovers the same identity, with Γ = 2(∂(|u|2))2,
with both expressions, whih is onsistent with our previous 1D omputation.
Set ρ = |xn − yn| for onveniene, and let us fous on the linear equation in Rn; we have obtained,
disarding a positive term, the inequality
(4.8)
∫ T
−T
∫
xn
(
∂n
(∫
x′
|u|2(x′, xn, t) dx′
))2
dxndt .
∫
xn<yn
Imu¯∂nu(x)|u|2(y) dxdy|T−T .
Proeeding exatly as in [30℄, one may send T → +∞ and reover an exat formula for the right
handside. Reall the following asymptoti formula for the solution U(t, z) to the linear equation
i∂tU +∆U = 0 with data U0, and z ∈ Rm, whih follows diretly from the expliit representation
as a onvolution by the Gaussian kernel (4πit)−m/2 exp(i|z|2/4t):
(4.9) lim
t→±∞
‖U(t, z) − e
±i |z|
2
4t
(4πit)m/2
Uˆ0
(
± z
4π|t|
)
‖L2(Rm) = 0.
By using (4.9) we get
lim
t→+∞
‖U(t, z) − V (t, z)‖L2(Rm) = 0,
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where V (t, z) := e−imπ/4 e
i
|z|2
4t
(4πt)m/2
Uˆ0
(
z
t
)
. On the other hand, for any diretion s, ∂sU is also a
solution, hene
lim
t→+∞
‖∂sU(t, z)−Ws(t, Z)‖L2(Rm) = 0
where
Ws(t, z) := e
−imπ/4 e
i |z|
2
4t
(4πt)m/2
i
s
2t
Uˆ0
( z
4πt
)
.
We easily dedue
lim
t→+∞
∫
Rm
[U¯(t, z)∂sU(t, z)− V¯ (t, z)Ws(t, z)]φ(s)dz = 0
for any φ ∈ L∞. Then if φ(s) = ∂s|s|,
lim
t→+∞
Im
∫
Rm
U¯(t, z)φ(s)∂sU(t, z)dz = lim
t→+∞
Im
∫
Rm
V¯ (t, z)Ws(t, z)φ(s)dz
= lim
t→+∞
(4πt)−m
∫
Rm
s
2t
∣∣∣Uˆ0
( z
4πt
)∣∣∣2 φ(s)dz
= 4π
∫
Rm
|s|
2
∣∣∣Uˆ0(z)
∣∣∣2 dz.
Let u be a solution of the linear equation in Rn. We proeed with a tensor produt solution and set
U(t, z) = u(t, x)u(t, y) with z = (x, y), m = 2n, and pik the diretion s = xn − yn. Then the limit
when T → +∞ of the right handside in (4.8) will be a multiple of ∫ |xn − yn||uˆ0|2(x)|uˆ0|2(y) dxdy.
Hene we have obtained
(4.10)
∫
t
∫
xn
(
∂n
(∫
x′
|u|2(x′, xn, t) dx′
))2
dxndt .
∫
|ξn − ηn||uˆ0|2(ξ)|uˆ0|2(η) dξdη.
Up to the upoming introdution of the Radon transform, this is exatly Theorem 2.4 but with u = v.
Applying this estimate to u + v and u + iv allows to ontrol both |∂n(Re(uv¯))| and |∂n(Im(uv¯))|,
and applying Cauhy-Shwarz repeatedly on the right-hand side, we obtain Theorem 2.4. On the
other hand, in the speial ase n = 1, one does not need to set u = v and we obtain Theorem 3.1.
Finally, if we retain the disarded term in (4.8) and keep u = v, we obtain Theorem 3.2.
Dilating u and v in opposite way and optimizing allows us to replae the right-hand side by
‖u0‖L2x‖v0‖H˙ 12 + ‖v0‖L2x‖u0‖H˙ 12 , up to Proposition 2.2 whose proof we postpone for the moment.
Now we redue the diretional estimate we obtained to a generi one by introduing the Radon
transform. By rotation, one may replae xn by the oordinate along any diretion ω, so that if
R(f)(s, ω) is the Radon transform of a funtion f , namely
(4.11) R(f)(s, ω) =
∫
x·ω=s
f dµs,ω,
where µs,ω is the indued measure on the hyperplane x · ω = s, the previous estimate an be reast
as
(4.12) sup
ω
∫
t
∫
s
|∂s(R(uv¯))(s, ω)|2 dsdt . ‖u0‖2L2x‖v0‖
2
H˙
1
2
+ ‖v0‖2L2x‖u0‖
2
H˙
1
2
.
Replaing the L∞ω by L
2
ω and using that
(4.13) ‖|∂s|
n−1
2 R(f)‖L2 = ‖f‖L2 ,
one reovers known bounds on the linear equation for n = 2 and n = 3:
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• if n = 2,
(4.14)
∫ t2
t1
‖|∇| 12 (uv¯)‖2L2 dt . ‖u0‖2L2x‖v0‖
2
H˙
1
2
+ ‖v0‖2L2x‖u0‖
2
H˙
1
2
.
One may get an L4t (L
8
x) bound for H˙
1
4
data, but fails short of getting the usual L4t,x bound. We
will reover this bound through a rened analysis using the Radon bound in a more eient
way.
• if n = 3
(4.15)
∫ t2
t1
‖(uv¯)‖2L2 dt . ‖u0‖2L2x‖v0‖
2
H˙
1
2
+ ‖v0‖2L2x‖u0‖
2
H˙
1
2
whih is a (linear) variation on the original L4t,x Morawetz interation estimate from [10℄.
Next, one would like to take advantage of the L∞ω bound. Consider the situation where v is frequeny
loalized in a (small) ball |ξ| . 2k and u is frequeny loalized in a ball of the same size but whih
is inluded in the annulus |ξ| ∼ 2j , with k << j. The Fourier transform of uv¯ has roughly the same
frequeny loalization as u, hene it is supported in a ball of size 2k and in an angular setor of
(angular) width 2(n−1)(k−j) (the volume of the (n− 1) dimensional ap whih is the intersetion of
the angular setor and the sphere of radius 1). As the Fourier transform of R(f) is onneted with
fˆ by the following formula,
(4.16) g(ρ, ω) = Fs→ρ(Rf(., ω))[ρ] = fˆ(ρω) ∀ω ∈ Sn−1,
we will have, for suh f = uv¯, by Planherel,∫
ρ,ω
ρ3−n|fˆ(ρω)|2ρn−1 dρdω . 2(n−1)(k−j) sup
ω
∫
ρ
|ρg(ρ, ω)|2 dρ
whih translates into
‖|∇| 12 (uv¯)‖2L2t,x . 2
(n−1)k−j(‖u0‖2
H˙
1
2
‖v0‖2L2 + ‖v0‖2H˙ 12 ‖u0‖
2
L2),
and due to the frequeny loalization, one may remove the half-derivative on both sides; the omplex
onjugate is now irrelevant, and we get (3.3). For example Bourgain's original estimate for n = 2
([3℄)reads
(4.17) ‖uv‖2L2t,x . 2
k−j‖u0‖2L2‖v0‖2L2 .
By a Galilean transform, one may shift both fators by any ξ0 in frequeny spae, as both norms
on the right and the left are galilean invariant. Thus, we obtain that for u, v suh that their Fourier
supports are in balls of size 22k whih are 2j apart,
(4.18) ‖uv‖2L2t,x . 2
k−j‖u0‖2L2‖v0‖2L2 .
Assuming only (4.18), one may then reover the usual L4t,x bound by the usual Whitney deompo-
sition trik, see [27℄. However, we may derive it diretly: onsider
|u|2 =
∑
j
Sj−2u¯∆ju+
∑
j
Sj−2u¯∆ju+
∑
|j−j′|≤1
∆j′u¯∆ju,
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the usual paraprodut deomposition. On both paraprodut terms, we take advantage of the fre-
queny separation; applying (4.18) provides the L4t,x bound. On the reminder term, we have to
onsider (abusing notations by reduing the sum to the diagonal one)
∆k(
∑
k.j
∆ju∆j u¯).
If j >> k, then only opposite balls of radius 2k (and at distane 2j from ξ = 0) ontribute, and
again we may use (4.18) and sum in j. When k ∼ j, either the two supports are separated and
(4.18) will do, or the supports are the same (splitting in a nite number of smaller balls if neessary),
but then they do not overlap the origin in ξ: one may go bak to (4.14) and take advantage of the
support ondition to get rid of half a derivative.
Let us go bak to the nonlinear equation: our hoie of ρ(x− y) = |ω · (x− y)| in Theorem 2.3,
together with the denition of the Radon transform, immediately yields Theorems 2.1 and 2.5, as
the former is a partiular ase of the later.
We now prove Proposition 2.2, starting with (2.8): but we almost did in setion 4.2. At xed
yn, ∣∣∣∣
∫
xn<yn
Im(u¯(x)− u¯(x′, yn))∂nu(x) dx
∣∣∣∣ . ‖u‖2H˙ 12 ,
using duality in H˙
1
2
x (Rn+), as u(x)− u(x′, yn) ∈ H˙
1
2
x (Rn+). Then one may rewrite,
2i
∫
xn<yn
|u|2(y)Imu¯(x)∂nu(x) dxdy =
∫
xn<yn
|u|2(y)((u¯(x)− u¯(x′, yn))∂nu(x)
− (u(x)− u(x′, yn))∂nu¯(x)) dxdy,
as ∫
xn<yn
∂nu(x) dxn = u(x
′, yn) =⇒
∫
xn<yn
u¯(x′, yn)∂nu(x) dx =
∫
x′
|u|2(x′, yn) dx′.
From there (2.8) easily follows.
We proeed with (2.9), whih follows from averaging the Radon transform over diretions ω in
L2ω in (4.13): the linear part we already obtained; now both R(|u|2) and R(|u|p+1) are positive, we
immediately have by Cauhy-Shwarz
|R(|u| p+32 )|2 . R(|u|2)R(|u|p+1).
Disarding a positive term in the left handside of (2.19), we nally obtain (2.9) whih ends the
proof.
5 Loal smoothing and ontrol of the trae for NLS on a domain
We now prove Proposition 2.7. Let us stress, one again, that for the linear equation, (2.20) holds
on any non-trapping domain for any dimension (see [4℄). Hene, the purpose of this setion is to
provide a simple integration by parts proof when n ≥ 3, whih equally applies to the nonlinear
defousing equation. Let us onsider again
i∂tu+∆u− ε|u|p−1u = 0,
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where ∆ is the Laplaian with Dirihlet boundary ondition u|∂Ω = 0, and Ω is the exterior of a
star-shaped body with smooth boundary.
First, the virial identity (the following omputation is standard and we provide it for omplete-
ness): let us denote
(5.1) Mh(t) =
∫
Ω
|u|2(x, t)h(x) dx,
where h is any smooth real-valued funtion on Ω. Then ompute (realling (4.5))
d
dt
Mh(t) = −2Im
∫
h∇ · (u¯∇u) = 2Im
∫
u¯∇u · ∇h,
where we used the Dirihlet boundary ondition when integrating by parts. Now,
d2
dt2
Mh(t) = 2Im
∫
(∂tu¯∇u+ u¯∇∂tu) · ∇h = −2Im
∫
∂tu (2∇u¯ · ∇h+ u¯∆h)
= −2Re
∫
(∆u− ε|u|p−1u) (2∇u¯ · ∇h+ u¯∆h)
= −4Re
∫
∆u∇u¯ · ∇h+ 2
∫
|∇u|2∆h+ 2Re
∫
u¯∇u∇∆h
+ 2
∫
ε|u|p−1∇(|u|2)∇h+ 2
∫
ε|u|p+1∆h
= −4Re
∫
∆u∇u¯ · ∇h+ 2
∫
|∇u|2∆h−
∫
|u|2∆2h+
∫
2ε(1 − 2
p+ 1
)|u|p+1∆h .
Integrating by parts again,
∫
∆u∇u¯ · ∇h =
∫
∂Ω
∇u¯ · ∇h∂nu−
∫
∇(∇u¯ · ∇h) · ∇u,
and, as u∂Ω = 0 implies ∂τu∂Ω = 0,
2Re
∫
∆u∇u¯ · ∇h = 2
∫
∂Ω
(∂nh)|∂nu|2 −
∫
∇h · ∇(|∇u|2)− 2
∫
Hess(h)(∇u,∇u¯)
=
∫
∂Ω
(∂nh)|∂nu|2 +
∫
|∇u|2∆h− 2
∫
Hess(h)(∇u,∇u¯)
and nally we obtained
d2
dt2
Mh(t) = −
∫
|u|2∆2h+ 2ε(1 − 2
p+ 1
)
∫
|u|p+1∆h− 2
∫
∂Ω
(∂nh)|∂nu|2 + 4
∫
Hess(h)(∇u,∇u¯)
where we an swith sign for the boundary term if we integrate with the inner normal of the domain
(outer normal of the obstale !), retaining the same notation ∂n:
(5.2)
d2
dt2
Mh(t) = −
∫
|u|2∆2h+2εp− 1
p+ 1
|u|p+1∆h+2
∫
∂(Rn\Ω)
(∂nh)|∂nu|2+4
∫
Hess(h)(∇u,∇u¯).
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One immediately infers that if ε = 0, 1, and h is hosen to be the distane to a point inside the
star-shaped obstale, one ontrols the boundary term: let h(x) = |x| = r where the origin O is suh
that the obstale is star-shaped with respet to O, then
∆h =
n− 1
r
, ∆2h =
(n − 1)(3 − n)
r3
, Hessh ≥ 0 and n(x) · x > 0,
so that 0 < ∂nh ≤ 1. This provides ontrol of the boundary term in Proposition 2.7. Now, if one
piks h(x) =
√
1 + |x|2, we still retain ∆h ≥ 0 and ∆2h ≤ 0, and moreover,
|∇u|2
h(x)3
. Hess(h)(∇u,∇u¯),
whih implies the loal smoothing part in Proposition 2.7.
From Proposition 2.7 and Theorem 2.5, we immediately dedue Proposition 2.9.
Remark 5.1 When n = 2, the ∆2h term has the wrong sign: one an only write (without any
attempt to optimize !) ∫ T
0
|
∫
|u|2∆2h| . C(Ω)T‖u0‖2L2(Ω).
Assume now ε = 0 and Ω is domain, either exterior of a ompat set suh that there is no
trapped ray, or bounded (boundedness is not essential). Pik a part of the boundary P where one
has loal oordinates suh that the normal is a oordinate, and dene h(x) = d(x, ∂Ω)φ(x) where
φ is a smooth ut-o to this oordinate path, suh that on a strip lose to the boundary φ only
depends on the tangential variables. Hene ∂nh ≥ 0 on the boundary part of the path, and is
atually 1 on a smaller subset Q ⊂ P , and we ontrol∫
Q
|∂nu|2 ≤
∫
P
|∂nu|2.
Now, as Mh is ontrolled by ‖u‖2
H˙
1
2
. ‖u‖L2‖u‖H˙1 , we get using (5.2) , with S a (ompat) strip
lose to the boundary,
∫ T
0
∫
Q
‖∂nu‖2 .
∫ T
0
‖u‖2H1(S)ds+ sup
(0,T )
‖u‖2
H˙
1
2
,
as all the h terms are bounded. Pathing together a nite number of loal oordinates pathes, we
ontrol the entire boundary term,
(5.3)
∫ T
0
∫
∂Ω
‖∂nu‖2 .
∫ T
0
‖u‖2H1(S)ds + sup
(0,T )
‖u‖2
H˙
1
2
.
Now, on the exterior of a ompat set with no trapped rays, loal smoothing holds ([4℄) and we
obtain a global in time ontrol
(5.4)
∫ T
0
∫
∂Ω
‖∂nu‖2 . sup
(0,T )
‖u‖2
H˙
1
2
. ‖u0‖L2‖u0‖H˙1 .
Combining this with Theorem 2.5, we dedue Theorem 2.6 in the non star-shaped ase, for the
linear equation, provided we an replae the right-hand side ‖u0‖2L2x‖u0‖
2
H˙
1
2
by an H˙
1
4
norm. Let
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us onsider the R
n
ase: assume we apply our estimate to a spetrally loalized data ∆ju0: then,
on the right-hand side,
‖∆ju0‖2L2x‖∆ju0‖
2
H˙
1
2
∼ 2j‖∆ju0‖4L2x .
On the left-hand side, we get, summing in j,
∑
j
‖|∇x|
3−n
2 (|∆ju|2)‖L2t,x . ‖u0‖
2
H˙
1
4
.
As
‖
∑
j
|∆ju|2‖
H˙
3−n
2
.
∑
j
‖|∇x|
3−n
2 (|∆ju0|2)‖L2t,x ,
when n = 3 we are done, using the equivalene of the Lp norm of u with the Lp norm of its square
funtion, for p = 4. For n 6= 3, one may deompose |u|2 as a sum of a paraprodut and a reminder:
our previous omputation deals with the reminder, while the paraprodut term an be dealt with
by applying the bilinear version of the estimate to ∆ju and ∆ku with k << j. We leave the details
to the reader. The ase of the exterior domain is dealt with in a similar way (using the Dirihlet
Laplaian spetral loalization !).
Remark 5.2 Here and hereafter we dene the frational Sobolev spaes through the spetral lo-
alization. They do oinide with the usual ones in the range we are interested in, see [28℄, and
the usual properties of the square funtion extend as well. Alternatively, one ould dene the lo-
alization through the heat ow and re-derive all required properties by hand, or dene all spaes
by summing a part whih is loalized lose to the boundary (for whih one may use all the known
spetral properties on a bounded domain) and a part whih is loalized away from the boundary
(and therefore belongs to the usual spaes dened on R
n
). This latter approah is essentially a poor
man's version of the (spatial) loalization property of Triebel-Lizorkin spaes, a key point in [28℄.
Now we proeed with the bounded domain Ω: all v the extension of u by 0 outside Ω. Then we
just proved
(5.5) ‖|∇| 3−n2 (|v|2)‖2L2(0,T ;L2) . sup
(0,T )
(‖u‖22(‖u‖2‖u‖H˙1 + T‖u‖2H1)) .
Now, assume u to be spetrally loalized at (dyadi) N : u = φ(N−2∆)u with φ ∈ C∞0 and the
operator φ(∆) is dened by funtional alulus through the spetral measure. Now, piking T to
be of size N−1, the right hand side in (5.5) will be bounded by ‖u‖4
H
1
4
. Consider an interval [0, 1],
by subdivision, one gets
‖|∇| 3−n2 (|v|2)‖2L2(0,1;L2) . N sup
(0,1)
‖u‖4
H
1
4
. ‖u‖4
H
1
2
.
Now, by [28℄, the Sobolev norm of |u|2 is equally the inmum over all extensions to Rn, hene
‖|∇| 3−n2 (|u|2)‖2L2(0,1;L2(Ω)) . N sup
(0,1)
‖u‖4
H
1
4
. ‖u0‖4
H
1
2
.
Finally, one may freely pass from this inequality (whih holds for a spetrally loalized funtion u) to
the general one with u0 ∈ H 12 (Ω) by summing the dyadi piees (built on the spetral loalization).
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5.1 Sattering in R
n
Rather than developing the entire theory for all nonlinearities with 1 + 4n < p < 1 +
4
n−2 , we
fous on a ouple of expliit examples. We feel that they are generi and provide a straightforward
illustration of required tehniques. As on a domain, we set
M =
∫
|u|2 dx and E = 1
2
∫
|∇u|2 dx+ 1
p+ 1
∫
|u|p+1 dx,
whih are both onserved quantities. Consider, for n = 2, and on R2,
(5.6) i∂tu+∆u = |u|4u, with u|t=0 = u0 ∈ H1.
Loal well-posedness an easily be obtained for H˙
1
2
datum, and sattering requires ontrol of appro-
priate spae-time norms. An important feature of the loal well-posedness result is that one may
use Sobolev embedding in the ourse of the proof (as a onsequene of the superritial exponent
with respet to L2). On the other hand, our a priori bound (2.9), together with Sobolev embedding,
yields
‖u‖L4tL8x . E
1
8M
3
8 .
By Gagliardo-Nirenberg inequality, using u ∈ L∞t (H˙1), one gets
‖u‖L6tL12x . E
1
4M
1
4 ,
and this quantity sales like the L∞t (H˙
1
2 ) norm, whih is the saling invariant norm. Hene, by
Hölder and the Leibniz rule, using the L6tL
12
x norm on four fators and either L
∞
t (L
2
x) or L
∞
t (H˙
1)
norm on one fator, we get two bounds,
‖|u|4u‖
L
3
2
t (L
6
5
x )
. EM
3
2
and ‖|u|4u‖
L
3
2
t (W˙
1
6
5
)
. E
3
2M.
Sattering in L2 and H1 follows immediately by Duhamel, as (32 ,
6
5) is a sharp Strihartz admissible
pair. By interpolation, one an obtain sattering for all Hs with 0 < s < 1.
One may want to take advantage of the nonlinear part of our a priori bound (2.9); in fat, one
has
‖|u|4‖
L2t (H˙
− 1
2 )
. E
1
4M
3
4 .
Combining this with the energy bound, one may prove that
‖|u|4u‖
L2t B˙
1
2
,2
1
. E
5
4M
3
4 .
If the end-point Strihartz estimate were true with n = 2, then one gets a better polynomial bound
than the previous one. The lak of the end point may be routed around to obtain the last bound,
with a small ǫ loss in the power of M .
We now provide another example, whih illustrates that one may not always use the nonlinear
part, and that estimating in one shot the right spae-time norm is not neessarily doable, espeially
when lose to the L2-ritial ase. Consider, for n = 1, and on R,
(5.7) i∂tu+∆u = |u|5u, with u|t=0 = u0 ∈ H1.
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Loal well-posedness an easily be obtained for H˙
3
10
datum. The linear part of our a priori bound
(2.9), an be interpolated with the mass onservation, and yields
‖|u|2‖L3tL∞x . E
1
6M
5
6 .
Hene, by produt laws, using the L6tL
∞
x norm on three fators, the mass on one and Duhamel, we
get (estimating the nonlinear part in L1tL
2
x, whih may not be the optimal hoie !)
‖u‖L4(t1,t2;L∞x ) . M
1
2 + ‖u‖3L6(t1,t2;L∞x )‖u‖
2
L4(t1,t2;L∞x )
.
Assume that (t1, t2) is suh that
‖u‖3L6(t1,t2;L∞x )M
1
2 . 1/10,
then
‖u‖L4(t1,t2;L∞x ) . 2M
1
2 .
Splitting the L6t (L
∞
x ) in a nite number N of small inrements of equal size S, suh that
S6M ∼ 10−2 and NS6 = ‖u‖6L6t (L∞x ),
one ontrols the L4tL
∞
x norm, and the number of inrements is N = 100M‖u‖6L6tL∞x ; namely,
‖u‖4L4t (L∞x ) . 16NM
2 . M3(E
1
6M
5
6 )3,
and nally
‖u‖L4t (L∞x ) .M
11
8 E
1
8 .
Sattering in L2x follows immediately by Duhamel. Now, sattering in H˙
1
follows by the exat same
omputation, using Leibniz rule, namely
‖∂xu‖L4(t1,t2;L∞x ) . E
1
2 + ‖u‖3L6(t1,t2;L∞x )‖u‖L4(t1,t2;L∞x )‖|∂xu‖L4(t1,t2;L∞x );
by interpolation, one may then obtain sattering in any H˙s for 0 < s < 1. On the other hand,
attempts to use the
∫
t,x |u|9 nonlinear a priori bound seem to be doomed by saling onsiderations.
For p ≥ 13, however, it beomes immediately relevant (notie that for p = 13, (p+3)/(p−1) = 4/3).
Remark 5.3 Informally, for all dimensions n ≥ 1 one may obtain sattering of the full range
1 + 4n < p < 1 +
4
n−2 from (the linear part of) estimate (2.9). This an be seen through saling
onsiderations: one is given an a priori spae-time bound at the level of the H˙
1
4
norm. Through
interpolation with the relevant bound (either energy or mass), one retrieves a sale-invariant spae-
time bound. As the equation is L2-superritial, the xed point argument is using even a tiny bit of
Sobolev embedding to estimate the nonlinearity, and this is enough to insert the a priori estimate
and lose a true sale invariant Strihartz bound.
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5.2 Nonlinear equation on a domain
We rst deal with Theorem 3.4. Notie that the interesting ase is 3 ≤ p < 5, and we assume for
the rest of the proof that p is lose to 5, whih is the most diult ase. Let us set notations: for
any 1 ≤ q ≤ +∞, Lqt denotes a global in time norm, while LqT denotes the norm on a nite time
interval (0, T ). Moreover, any impliit onstant in a . sign does not depend on T (in other words,
time dependene is expliitly traked).
We start with linear estimates on the homogeneous and inhomogeneous equation.
Lemma 5.4 Let S(t) denote the linear ow for the Shrödinger equation on an exterior domain Ω
whih satises the non trapping ondition and let s ≥ 0. Then,
(5.8) ‖S(t)u0‖L4t (W˙ s,40 ) . ‖u0‖H˙s+14
0
(Ω)
.
Denote by w the solution of the inhomogeneous equation, e.g. w =
∫ t
0 S(t− s)f(s) ds,
(5.9) ‖w‖
Ct(H˙
s+1
2
0
)
+ ‖w‖L4t (W˙ s,4) . ‖f‖L 43t W˙ s+
1
2
4
3
.
Let χ1 and χ2 be two smooth ut-o funtions whih are suh that χ1 = 1 on a ball B1 suh that
R
3 \ Ω ⊂ B1, χ1 = 0 outside of 2B1 and χ2 = 1 on 8B1, χ2 = 0 outside 9B1. Then
(5.10) ‖χ2S(t)u0‖
L2t (H
3
2 )
+ ‖(1− χ1)S(t)u0‖L4t (L∞x ) . ‖u0‖H10 ,
and
(5.11) ‖w‖
L4t (W˙
3
4
,4
0
)
+ ‖χ2w‖
L2t (H
3
2 )
+ ‖(1 − χ1)w‖L4t (L∞x ) . ‖f‖L1t (H10 ).
Reall that from Theorem 2.6, we have an estimate on the linear ow S(t):
(5.12) ‖S(t)u0‖L4t,x . ‖u0‖H˙ 14 (Ω).
One may shift regularity by s and obtain (5.8) using frational powers of the Laplaian and equiva-
lene of norms on domains ([28℄); by the standard TT ⋆ argument, we also obtain (5.9), whih may
again be shifted in regularity should it be neessary.
Remark 5.5 Notie that (5.8) barely fails to provide ontrol of L4t (L
∞
x ). One has to nd an ap-
propriate way to turn around this problem in order to deal with the nonlinear equation. Informally,
one may use loal smoothing estimates lose to the boundary, and Strihartz estimate for the usual
Laplaian on R
3
away from it. The subritiality with respet to H1 of the nonlinear equation will
ompensate the weakness of the loal smoothing estimate.
Let us now prove (5.10). Notie that multiplying by χ1 or χ2 loalizes lose to ∂Ω and χ2 = 1 on
the support of χ1. Denote uL = S(t)u0. Then, the estimate on χ2uL in (5.10) follows immediately,
by loal smoothing (see [5℄).
Consider now (1− χ1)uL: it solves
(5.13) i∂t(1− χ1)uL +∆(1− χ1)uL = [χ1,∆]uL,
and the equation on the left is now set on R
3
. We proeed with a useful abstrat lemma whih is a
simple onsequene of a maximal funtion estimate due to Christ and Kiselev ([8℄. See also [7℄ for
a diret proof without Whitney deompositions).
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Lemma 5.6 Let U(t) be a one parameter group of operators, 1 ≤ r < q ≤ +∞, H an Hilbert spae
and Br and Bq two Banah spaes. Suppose that
‖U(t)ϕ‖Lqt (Bq) . ‖ϕ‖H and ‖
∫
s
U(−s)g ds‖H . ‖g‖Lrt (Br),
then
(5.14) ‖
∫
s<t
U(t− s)g(s) ds‖Lqt (Bq) . ‖g‖Lr(Br).
Now, we pik U(t) = S(t), Lqt (Bq) = L
3
t (W˙
1, 18
5 ), Lrt (Br) = L
2
t (H
1
2
omp
) and H = H10 . Then the
homogeneous estimate in Lemma 5.6 is a Strihartz estimate (in R
3
, with Strihartz pair (3, 185 ))
while the inhomogeneous estimate is the dual version of the loal smoothing (shifted at the right
regularity, see again [5℄). Therefore, applying it to the inhomogeneous part of the solution to (5.13),
we get
‖(1− χ1)uL‖
L3t (W˙
1, 18
5 )
. ‖u0‖H1
0
+ ‖[χ1,∆]uL‖
L2t (H˙
1
2 )
.
For a given funtion φ, Gagliardo-Nirenberg inequality reads
‖φ‖L∞x . ‖φ‖
1
4
L6x
‖φ‖
3
4
W˙ 1,
18
5
,
whih yields
‖(1 − χ1)uL‖L4tL∞x . ‖(1 − χ1)uL‖
1
4
L∞t H˙
1
0
‖(1− χ1)uL‖
3
4
L3t W˙
1, 18
5
,
and
(5.15) ‖(1 − χ1)uL‖L4t (L∞x ) . ‖u0‖H10 + ‖[χ1,∆]uL‖L2t (H˙ 12 ).
Finally, as ‖[χ1,∆]uL‖
L2t (H˙
1
2 )
. ‖χ2uL‖
L2t (H˙
3
2 )
, we have obtained
(5.16) ‖(1− χ1)uL‖L4t (L∞x ) . ‖u0‖H10 .
Consider the inhomogeneous equation, i∂w +∆w = f , with w|t=0 = 0. Assume f ∈ L1T (H10 ), then
by using loal smoothing and our Strihartz estimate (5.8) on S(t) (with s = 34), and the Duhamel
representation of w, we get
(5.17) ‖χ2w‖
L2T (H
3
2 )
+ ‖w‖
L4T (W
3
4
,4)
. ‖f‖L1T (H10 ).
Again, onsider (1− χ1)w, solution to
(5.18) i∂t(1− χ1)w +∆(1− χ1)w = [χ1,∆]w + (1− χ1)f,
exatly as before we get
(5.19) ‖(1− χ1)w‖L4T (L∞x ) . ‖f‖L1T (H10 ),
whih ends the proof of Lemma 5.4.
We are now ready to set up a xed point proedure for equation (2.15) in the Banah spae
(5.20) X = {u s.t. u ∈ CT (H10 ) ∩ L4T (W
3
4
,4), χ2u ∈ L2T (H
3
2 ), (1− χ1)u ∈ L4T (L∞x )}.
Suh a xed point is standard (and will be omitted) one the following lemma is proven.
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Lemma 5.7 Let f = |u|p−1u− |v|p−1v with u, v ∈ X. Then, for p < 5,
(5.21) ‖f‖L1T (H10 ) . T
0+‖u− v‖X(‖u‖p−1X + ‖v‖p−1X ).
Introdue χ3 = 1 on 4B1, χ3 = 0 outside 5B1. Let us start with χ3f : due to the support onditions,
one may replae u and v by χ2u and χ2v for as many fators as we wish. By interpolation between
L∞T (H
1) and L2T (H
3
2 ) for χ2u and interpolation between L
∞
T (H
1) and L4T (W
3
4
,4) for u, we have
(5.22) ‖χ2u‖
LmT (H
1+ 1m )
+ ‖u‖LqT (L3r) . ‖u‖X ,
where
1
r =
1
2 − 2q , and m (resp. q) is to be thought of as very large (resp. slightly larger than 4).
We proeed using H1+
1
m →֒ W 1,λ with 1/λ = 1/2 − 1/(3m) and evaluate ∇(χ3f): by hain rule,
we are left with ∇(χ2g)(χ2h)p−1 where g, h may be u, v or u− v (with one fator of u− v in the p
fators). By Hölder, we obtain
‖∇χ3f‖LρT (L2x) . ‖χ2g‖LmT (W 1,λ)‖χ2h‖
p−1
LqT (L
3r
x )
,
with
1
ρ
=
1
m
+
p− 1
q
and
1
m
=
p− 1
r
.
Let p− 1 = 4− ε, and pik m suh that ε > 2/m, then ρ > 1 and we reover the orret mapping,
with a fator T
1− 1
ρ
and 1− 1ρ = ε4 − 12m :
‖χ3f‖L1T (H10 ) . T
1− 1
ρ‖χ2(u− v)‖X(‖χ2u‖p−1X + ‖χ2v‖p−1X ).
We now turn to (1−χ3)f ; exatly as before, one may onsider (1−χ1)u and (1−χ1)v rather than
u and v. Then one has trivially
‖(1− χ3)f‖L1T (H10 ) . T
ε
4‖(1 − χ1)(u− v)‖X(‖(1 − χ1)u‖p−1X + ‖(1 − χ1)v‖p−1X ),
using u, v ∈ L∞T (H10 ) on one fator and (1 − χ1)(u, v) ∈ L4T (L∞x ) on the 4 − ε remaining fators.
This ahieves the proof of Lemma 5.7.
Loal existene and uniqueness in X follows by standard arguments. Moreover, the loal time
of existene T is suh that
(5.23) T
ε
4
− 1
2m ‖u0‖4−εH1
0
. 1,
and one may use the onservation of energy to obtain global existene in the defousing ase. This
ahieves the proof of Theorem 3.4.
We turn to the sattering problem. As in the previous setion, we only provide an expliit
example rather than the best possible general ase, for the sake of the exposition. We onsider the
defousing ubi equation on a 3D exterior of a domain Ω,
(5.24) i∂tu+∆u = |u|2u, with u|∂Ω = 0, ut=0 = u0 ∈ H10 (Ω),
and require Ω to be star-shaped. Let χ1, χ2, χ3 be smooth ut-o funtions lose to the boundary
∂Ω, with χ1 ≤ χ3 ≤ χ2 as in the existene proof we just ompleted.
Reall that we have two dierent nonlinear estimates whih are valid for all times.
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• From Proposition 2.7, we ontrol a loal smoothing type quantity at the level of H 12 regularity
on the data:
(5.25)
∫ +∞
0
‖χ2u‖2H˙1
0
dt . M(u0)
1
2E
1
2 (u0).
• From Proposition 2.9, we ontrol a Strihartz-like norm, at the level of regularity H 14 on the
data:
(5.26) ‖u‖L4t (L4(Ω) . M
3
8E
1
8 .
Ultimately, we aim at ontrolling spae-time norms at the level of H1 regularity on the data. We
start by bootstrapping our relatively weak ontrol (5.26) into a somewhat stronger estimate at the
level of H
1
2
regularity.
Lemma 5.8 Let u be a solution of (5.24). Then
(5.27) χ1u ∈ L4t (W˙
1
4
,4) and (1− χ1)u ∈ L3t (W˙
1
2
, 18
5 ) ∩ L
12
5
t (W˙
1
2
, 9
2 ).
As a onsequene, the solution u satters in H
1
2
.
In order to prove the Lemma, we again split the equation, treating dierently the neighborhood
of the boundary (where loal smoothing is most eient) and spatial innity (where Strihartz
estimates for the free propagator are available). Consider χ1u, whih is a solution to
(5.28) i∂tχ1u+∆χ1u = χ1|u|2u− [χ1,∆]u = f.
On the nonlinear part, whih is ompatly supported, we use (5.25) on one fator, and L∞t (H
1
0 ) on
the other two, while the ommutator term is easily ontrolled by ‖χ2u‖L2(H˙1
0
); hene, globally in
time,
‖f‖L2t (L2omp) . ‖χ2u‖L2t (H˙10 )(E(u0) + 1).
Then, we apply Lemma 5.6, this time with H = H˙
1
2
, Lqt (Bq) = L
4
t (W˙
1
4
,4) (this from interpolation
between (5.8) and (5.12))) and Lpt (Bp) = L
2
t (L
2
omp
) (whih is dual loal smoothing at regularity
H
1
2
); we obtain χ1u ∈ L4t (W˙
1
4
,4).
Let us deal with (1− χ1)u, whih is solution to
(5.29) i∂t(1− χ1)u+∆(1− χ1)u = (1− χ1)|u|2u+ [χ1,∆]u.
Reall that we are now on the whole spae R
3
. The ommutator term is dealt with exatly as with
the previous part, and is therefore L2t (L
2
omp
). Another appliation of Lemma 5.6 but with Lqt (Bq)
being either L3t (W˙
1
2
, 18
5 ) or L
12
5
t (W˙
1
2
, 9
2 ) (both (3, 185 ) and (
12
5 ,
9
2 ) are Strihartz pairs for the free
spae) yields the laim for the Duhamel term oming from the ommutator. One the other hand,
‖(1 − χ1)|u|2u‖L2t (W˙ 1,1) . ‖u‖L∞t (H˙1)‖u‖
2
L4t,x
. M
3
4E
3
4 ,
where we used our other a priori ontrol (5.26) and the energy onservation. From the embedding
L2t (W˙
1,1) →֒ L2t (W˙
1
2
, 6
5 ), we may apply the dual end-point Strihartz estimate on the nonlinear term
and nally (1− χ1)u ∈ L3t (W˙
1
2
, 18
5 ) ∩ L
12
5
t (W˙
1
2
, 9
2 ) whih ahieves the proof of (5.27).
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From (1− χ1)u ∈ L3t (W˙
1
2
, 18
5 ) →֒ L3(L9x), we infer by Leibniz, Hölder (12 = 29 + 518) and interpo-
lation,
(5.30) ((1− χ1)u)3 ∈ L1t (H˙
1
2 ).
Going bak to the equation on u and splitting the soure term |u|2u as g1 = χ2|u|2u and g2 =
(1− χ2)|u|2u, we have for the same reason as before (and globally in time !) g1 ∈ L2t (L2omp), while
from (5.30), g2 ∈ L1t (H˙
1
2 ). Then, with S(t) being the Shrödinger group on our domain,
(5.31) S(−t)u = u0+
∫ t
0
S(−s)(g1+g2)ds = u0+
∫ +∞
0
S(−s)(g1+g2)ds−
∫ +∞
t
S(−s)(g1+g2)ds,
from whih sattering in H˙
1
2
follows: both integral terms are well-dened in H˙
1
2
, and the seond
one vanishes when t→ +∞. This proves Lemma 5.8.
We aim at bootstrapping this information up to H1 sattering in two steps. First, we improve
our new spae-time ontrols to the level of H˙
3
4
regularity: one again, the important point is to use
only global in time bounds.
Lemma 5.9 Let u be a solution of (5.24). Then
(5.32) χ2u ∈ L2t (H˙
5
4 ) and u ∈ L4t (W˙
1
2
,4).
The proof of Lemma 5.9 is more deliate than the previous one, as a splitting time argument (like
we did for sattering in R
n
) is required. From the loal existene theory, we an easily get that the
L4T (W˙
1
2
,4) is nite for T < +∞. We will prove that T = +∞, by using the equation and Duhamel:
• we start with g1 = χ3|u|2u: interpolating between u ∈ L∞t (H˙1) and χ2u ∈ L2t (H˙1), we have
χ2u ∈ L4t (H˙1). On the other hand, from Lemma 5.8, u ∈ L4t (W˙
1
4
,4); by interpolation with
u ∈ L4T (W˙
1
2
,4) and Sobolev, we get u2 ∈ L2T (L4x) and
‖χ3|u|2u‖
L
4
3
T (W˙
1, 4
3 )
. ‖u‖
1
2
L∞t (H˙
1)
‖χ2u‖
1
2
L2t (H˙
1)
‖u‖
L4t (W˙
1
4
,4)
‖u‖
L4T (W˙
1
2
,4)
;
• let us deal with g2 = (1 − χ3)|u|2u: interpolating between u ∈ L∞t (H˙1) and (1 − χ1)u ∈
L3t (W˙
1
2
, 18
5 ) (whih we got from Lemma 5.8)), we obtain (1 − χ1)u ∈ L6t (W˙
3
4
, 18
7 ). Reall as
well that Lemma 5.8 provides (1−χ1)u ∈ L
12
5
t (W˙
1
2
, 9
2 ) →֒ L
12
5
t (L
18
x ); using this information on
two fators and the interpolation bound on the third one, we get
(5.33) ‖(1− χ3)|u|2u‖
L1t (H˙
3
4 )
. ‖u‖
1
2
L∞t (H˙
1)
‖(1 − χ1)u‖
1
2
L3t (W˙
1
2
,18
5 )
‖(1 − χ1)u‖2
L
12
5
t (W˙
1
2
, 9
2 )
.
Using the equation, Duhamel and (5.9) at regularity s = 12 , we have
‖u‖
L4T (W˙
1
2
,4)
.
[
‖u0‖
H˙
3
4
+ ‖(1 − χ3)|u|2u‖
L1t (H˙
3
4 )
]
+M
1
2E‖u‖
L4t (W˙
1
4
,4)
‖u‖
L4T (W˙
1
2
,4)
;
the braket term is nite by (5.33), and a splitting time argument performed on the L4t (W˙
1
4
,4) norm
whih is nite provides global in time ontrol of u ∈ L4t (W˙
1
2
,4). Using Duhamel, again, on g1 and g2,
we also obtain χ3u ∈ L2t (H˙
5
4 ), globally in time (note that for g1 we have to resort again to Lemma
5.6, ombining (5.9) and loal smoothing). This ahieves the proof of Lemma 5.9. We nally need
one last step.
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Lemma 5.10 Let u be a solution of (5.24). Then
(5.34) χ3|u|2u ∈ L
4
3
t (W˙
5
4
, 4
3 ) and (1− χ3)|u|2u ∈ L1t (H˙10 ).
Again, we proeed dierently lose to or far from the boundary.
• On g1, we use χ2u ∈ L2t (H˙
5
4 ) from Lemma 5.9 and u ∈ L8t,x (whih follows from u ∈ L∞t (H˙1)
and u ∈ L4t (W˙
1
2
,4), again from Lemma 5.9), and obtain
‖g1‖
L
4
3
t (W˙
5
4
, 4
3 )
. ‖χ2u‖
L2t (H˙
5
4 )
‖u‖2L8t,x .
• For g2, we need (1 − χ3)u ∈ L2t (L∞x ) whih does not follow from the Strihartz estimates we
already obtained on (1− χ1)u (missing end-point, not to mention a log). We use (5.29), but
with the ut χ3 instead of χ1:
(5.35) i∂t(1− χ3)u+∆(1− χ3)u = (1− χ3)|u|2u+ [χ3,∆]u.
For the nonlinear part,
‖(1 − χ3)|u|2u‖
L2t (L
6
5
x )
. ‖u‖
L∞(H˙
1
2 )
‖u‖2L4t,x .
The ommutator term is L2t (L
2
omp
) hene L2t (L
6
5
x ) and by Duhamel (with the free propagator !)
we get by Strihartz (1−χ3)u ∈ L2t (L6x). On the other hand, using again (5.35), χ3u ∈ L2t (H˙
5
4 )
for the ommutator term, and
(5.36) ‖(1− χ3)|u|2u‖
L1t (H˙
3
4 )
. ‖u‖
1
2
L∞t (H˙
1)
‖(1 − χ1)u‖
1
2
L3t (W˙
1
2
,18
5 )
‖(1 − χ1)u‖2
L
12
5
t (W˙
1
2
, 9
2 )
,
(this is nothing but (5.33) with χ2 replaed by χ3) we wish to obtain by (free) Strihartz and
Duhamel, (1− χ3)u ∈ L2t (W˙
3
4
,6). This is indeed the ase for the Duhamel term oming from
the nonlinear term. However, one may no longer use Lemma 5.6 for the ommutator term,
and we need in a ruial way the L2t norm. Fortunately enough, we may use
Lemma 5.11 (Staffilani-Tataru [25℄) Let x ∈ Rn, n ≥ 3 and let f(x, t) be ompatly
supported in spae, suh that f ∈ L2t (H−
1
2 ). Then the solution w to (i∂t + ∆x)w = f with
w|t=0 = 0, is suh that
‖w‖
L2t (L
2n
n−2
x )
. ‖f‖
L2t (H
− 1
2 )
.
In other words, provided the left handside is a loal smoothing norm, one reover the endpoint
estimate in addition to the ones provided by Lemma 5.6. A quik inspetion of the proof in
[25℄ allows one to shift spatial regularity as we need.
Going bak to our equation on (1−χ3)u, we therefore obtain (1−χ3)u ∈ L2t (W˙
3
4
,6); Gagliardo-
Nirenberg immediately provides (1− χ3)u ∈ L2t (L∞x ). Combining this with u ∈ L∞t (H˙1), we
nally get (1− χ2)|u|2u ∈ L1t (H˙1). This ahieves the proof of Lemma 5.10.
From the informations on g1 and g2 provided by Lemma 5.10, we may go bak to (5.31) and obtain
sattering in H1 like we did in H
1
2
. This ahieves the proof of Theorem 3.5.
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Remark 5.12 If one piks p > 3, sattering in a negative regularity Sobolev spae may easily be
obtained. Bootstrapping appears to be more diult, the numerology working in the wrong diretion
when p gets loser to 5, as both a priori bounds (the smoothing and the L4t,x are subritial with
respet to saling).
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