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1. INTRODUCTION 
This paper continues the development of the theory of invariant imbedding 
for differential equations with values in a Banach space. Previous papers in 
this series have dealt with linear and nonlinear two-point boundary conditions 
[3-51 and multipoint boundary conditions [6]. In this work we consider the 
boundary value problem 
where PI and Pz are linear. Using a generalization of a transformation due to 
Jones [8], we convert the problem into one in which the integral boundary 
term is absent. This enables us to apply the theory developed in [3, 41. 
Although most of the results in this paper can be derived in an ad-hoc 
manner, the reduction to a pure two-point boundary value problem shows 
the usefulness of having a unified coordinate free approach to the derivation 
of invariant imbedding equations. 
2. NOTATION 
We will follow the notation and theory of calculus in Banach spaces as 
presented in Ref. (2). Standard theorems in calculus will be used without 
further comment. 
If F(x) is a differentiable function defined on an open subset of a Banach 
space X with values in a Banach space Y, its differential at x will be denoted by 
dF, . Similarly, if G(x, y) is a differentiable function of two variables (or more) 
its partial differentials will be denoted by Gz(x, y), G,(x, y). 
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If V, and V, are Banach spaces, V, @ I’, will denote the direct sum. 
I’, @ I’, is a Banach space with the norm given by 
IKXl > X2)llh.2) = II Xl II: + II x2 II2 > 
where xi E I’, , and jl Iii is the norm on Vi, i = 1,2. Where no confusion 
can arise, the subscripts will be omitted. 
The space of bounded linear operators on X will be denoted by L(X). 
3. THE BOUNDARY VALUE PROBLEMS 
Let X be a Banach space. We consider the boundary value problem 
1 
x,(t) =f(t, x(t)>, (3-l) 
(A) P,,(O) + P2x( T) + j-’ h(~, X(T)) dT = v, (3.2) 
0 
where x(t) and v belong to X. By varying the end point T between 0 and s, 
and v in X we imbed (3.1) and (3.2) . t m o a family of similar problems. Our 
prime concern will be to study the behavior of x(t) as a function of T and v. 
Assume first of all that T and v are fixed. We show how to convert (3.1) and 
(3.2) into an equivalent problem in which the integral term is not present. 
LEMMA 3.1 (Jones [S]). Assume thatfand h are continuous on [0, T] x X, 
and that P1 and P2 E L(X). Then problem (A) has a solution 22 the following 
problem has a solution: 
(B) Y t(t) = m r(t)), lMly(O) 4 A&y(T) = u, (3.3) (3.4) 
where 
r(t) = (x(t), w
W,At)) = (fk 4th W, xW>>, 
(3.5) 
(3.6) 
B = (v, O), (3.7) 
and I is the identity operator on X. 
Proof. (1) Let y(t) satisfy (B). Th en it follows from (3.3) and (3.4) that 
xdt) =fk x(t)) (3.8) 
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and 
From (3.6) we get that 
P,,(O) - u(0) = w, P+(T) + u(T) = 0. 
Using (3.9) gives 
u(T) - u(0) = /: h(~, X(T)) d7. (3.11) 
From (3.10) we get that 
P,x(O) + P2x( T) + u(T) - u(0) = w. 
Substituting (3.11) in (3.12) gives 
P,x(O) + P,x(T) + j: h(~, X(T)) cE7 = cu. 
Therefore x(t) satisfies (A). 
(2) Conversely, if x(t) satisfies (A), then defining 
u(t) = 1” h(~, X(T)) d7 + P,x(O> - vu, 
JO 
(3.10) 
(3.12) 
(3.13) 
we see by similar calculations to those above that the pair (x(t), u(t)) satis- 
fies (B). Q.E.D. 
COROLLARY. The solution to (A) is unique $7 the solution to (B) is utiique. 
Proof. (1) Let xl(t), x2(t) be two solutions to (A). Then defining or 
and us(t) as in the lemma, we see that y,(t) = (xl(t), u,(t)), yz(t) = (x2(t), u,(t)) 
satisfy (B). By the assumed uniqueness of solutions to (B), yI(t) = yz(t). 
(2) Conversely, assuming that yl(t), ye(t) satisfy (B), we see, as in the 
lemma, that x1(t), x,(t) satisfy (A). By the assumed uniqueness of solutions 
to (A), x1(t) = xa(t) = x(t). Proceeding as in the first part of the lemma, we 
get that 
ul(t) = u2(t) = Jr h(T, X(T)) dr + P&O) - w. 
0 
Q.E.D. 
We now give a further imbedding of problem (B) into problem (C), where 
(C) is obtained by letting T vary between 0 and s and allowing the right hand 
side of (3.4) to vary in X @ X. Problem (C) is the fundamental problem that 
we deal with in this paper. 
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4. EXISTENCE THEOREMS 
In order to proceed we must impose further restrictions on PI and P2 . 
The first case that we consider is the situation where PI + Pz has a bounded 
inverse. 
LEMMA 4.1. Let (PI + PJ h ave a bounded inverse on X, then Ml + M, 
has a bounded inverse on X @ X. 
Proof. From (3.6) we see that 
(4.1) 
A straightforward calculation shows that Ml + MS has a bounded inverse 
given by 
We are now in the position to apply the theory developed in Ref. [3]. 
We state the principal theorems that we need from that paper. 
THEOREM 4.2 [3]. Let V be a Banach space. Consider the boundary value 
problems 
xt(t> = W, 4th (4.3) 
Nl4y + N,x(T) = v’, O<T,<s, VEX. (4.4) 
Assume that G is continuous on [0, s] x V and Lipschitz continuous in its 
second variable uniformly for t E [0, s]. Assume that N1 + N, has a bounded 
inverse and let M = max(]](N, + N&l Nr 11 , ]/(Nr + N&l N, 11). If K 
denotes the Lipshitz constant of G and T = min(s, I/MK), then each problem 
(4.3) and (4.4) h as a unique solution on [0, T], T < T. This solution can be 
extended uniquely to [0, T). 
As a consequence of Theorem 4.2 we can define a function x(t, T, v): 
[0, T) x (0, T) x V---f V, where the value at t of x(t, T, v) is the value of 
the unique solution to (4.3) and (4.4). This function can be uniquely extended 
to [0, T) x [0, T) x V as a continuous function by setting x(t, 0, v) equal 
to the unique value of the solution to the Cauchy problem, xt(t) = G(t, x(t)), 
x(0,0, a) = (Nr + NJ-l v. Theorem 4.3 gives the differentiability properties 
of this function. 
THEOREM 4.3 [3]. Let G(t, x) b e a C2 function on [0, T] x V, (d@erentia- 
bility at t = 0 means the existence of the right hand derivative) such that 
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and G,(t, x), G,,(t, x) are unzformly Lipshitx in x for t E [0, s]. Then x(t, T, v) 
is continuous on [0, T) x [0, T) x V and C2 on (0, T) x (0, T) x I;. 
We will now apply Theorems 4.2 and 4.3 to problem (C). 
THEOREM 4.4. Assume that f(t, x), h(t, x) are continuous on [0, s] x X 
and Lipshitz continuous in their second variables unsformly for t E [0, s]. Let 
(PI + Pz) have a bounded inverse. If KI and K2 denote the Lipshitz constants off 
and h, respectiveZy, and N = max(j\ Ml + M2)-1 Ml Ij , ll(M, + M&l A/I2 II), 
then for T = min(s, l/N(K, + K,)) each probEem (C) has a unique solution on 
[0, T], T < T, which can be extended to [0, T). 
Proof. We verify that the conditions of the theorem imply that the hypo- 
theses of Theorem 4.2 are satisfied. From the continuity off and h it follows 
that F(t, y) is continuous [2]. To verify the Lipshitz continuity we get from 
(3.5) that 
llF(t,Y,) - ~(w&,) = IlfV, x1> -f Cc 4111 + II WY 4 - 4~ ~A 
d I-G II xl- xz IL + 4, II x1 - xz l/z (4.5) 
d K + KJ (II YI - YZ lk~,d 
Therefore, F(t, y) is Lipshitz continuous with Lipshitz constant f KI + K2 . 
From Lemma 4.1 we see that (MI + M&-l exists and is bounded, so that N 
is finite. 
From these two observations we see that the conditions of Theorem 4.2 
are satisfied with K = KI + K, and M = N. Q.E.D. 
COROLLARY. Under the conditions of the theorem problem (A) has a unique 
solution for each T E (0, T), v E X. 
Proof. The corollary follows immediately from the theorem with 
B = (v, 0) and Lemma 3.1 and its corollary. 
THEOREM 4.5. Let f(t, x), h(t, x) be C2 functions on [0, s] x X such that 
and ft(t, x), ht(t, x), ftt(t, x), and gtt(t, x) are uniformZy Lipshitz in x for 
t E [0, s]. Then the function y(t, T, V) of probZem (C) is a continuous function on 
[0, T) x [0, T) x X @ X and a C2function on (0, T) x (0, T) x X @ X. 
INVARIANT IMBEDDING FOR DIFFERENTIAL EQUATIONS 97 
Proof. From the assumptions on f and h it follows from standard calcula- 
tions that the function F(t, y) in problem (C) has the same properties so that 
F(t, y) satisfies the conditions of Theorem 4.3. Theorem 4.5 now follows from 
Theorem 4.3. 
COROLLARY. Under the conditions of the theorem the function x(t, T, v) 
of problem (A) is continuous on [0, T) x [0, T) x X and C2 on 
(0, T) x (0, T) x x. 
Proof. We define two maps as follows: 
Tr:X@X--tX, +% ,x2) = Xl 
and 
i:X-+X@X, i(x) = (x, 0). 
Using this and Lemma 3.1, it follows that x(t, T, w) = n(y(t, T, i(v)). The 
continuity of x(t, T, v) now follows from the fact that it is the composite of 
continuous maps [2]. The C’s differentiability of x(t, T, V) follows from this 
and the use of the composite function theorem [2]. 
5. THE INVARIANT IMBEDDING EQUATION 
In this section we develop invariant imbedding equations for problem (A); 
that is, we will show that solution to problem (A) can be determined by 
solving initial value problems. We proceed using the results of Section 4 and 
the results of Ref. [3]. 
First of all we introduce some new functions. Let 
and 
Q, c> = y(T, T, 8) = (p( T, v), o(T, ‘u)) (5-l) 
R(T, v) = x(T, T, v). (5.2) 
Using the same terminology as in the corollary to Theorem 4.5 we see that 
R(T, 4 = p(T, i(v)). (5.3) 
THEOREM 5.1. Under the assumptions of Theorems 4.2 and 4.3, the fum- 
tions y and r satisfy the following initial value problems: 
y&, T, v) = - y&, T, a) M,(G( T, r(T, Q)), t<T<T, (5.4) 
At, t, a) = r(4 a), (5.5) 
409/38/1- 7 
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and 
rT( T, ,z’) :- rB( T, fi) M2(G( T, Y( T, 6))) = G( T, r( T, v)), (5.6) 
Y(0, 21) =- (AZ, + M,)-1 (a). (5.7) 
Proof. This is just Theorem 1 of Ref. [3] applied to problem (C), and 
follows from Theorems 4.2 and 4.3 above. 
THEOREM 5.2. Lnder the assumptions of Theorems 4.4 und 4.5, the func- 
tions x(t, T, v) and R( T, v) satisfy the initial value problems 
x,(4 T, 4 =z - xt;(t, T, 4 U',f(T, R(T, 4) + W, W, 4N, 
t<T<T, (5.8) 
x(t, t, v) = R(t, v), (5.9) 
K-K v) + R,(T, v) Pzf (T, R(T, v)) + h(T, R(T, v))) =f (T, R(T, v)), 
(5.10) 
R(O, v) = (PI + p,)-l (4. (5.11) 
Proof. From the corollary to Theorem 4.5, it follows that all the deriva- 
tives in (5.8)-(5.11) are well defined. We will prove (5.10) and (5.11); (5.8) 
and (5.9) are proved in a similar fashion. From (5.3) we get that 
R(T, v> = p(T, i(v)); (5.12) 
:. K-(T, v) = ,&“, i(v)), (5.13) 
and 
R,(T, v) = pe(T, i(v)) 0 i. (5.14) 
From (5.6) we see that 
rT(T, i(v)) + r&Y i(v)> K(W”, r(t, i(v)>>) = W’, 67 i(4)). (5.15) 
Also 
yg = o,(T, 9) uw(T, CJ) ’ 
(5.16) 
6 = (v, w), where pV , pw , u. , uw EL(X). Now 
M&+!‘, Q’, 8)) = (0, J’zf (T, p(T, @)) + h(T, AT, a))), (5.17) 
so that using (5.12), (5.13), (5.14), (5.16), and (5.17) in (5.15) gives 
R,(T,v) +p,(T,i(v))(P,f(T WT, v>) + h(T, R(T, $>> =f(T, R(T, ~1). 
(5.18) 
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By definition of the partial Frechet differential [2], 
ps = Pv o =1 + pw o =2 9 (5.19) 
where 
~l(~l~ 4 = Xl and %?(Xl , x2) = x2 * 
Therefore, 
peOi= pu 0 7r1 0 i + pw 0 n2 0 i = pv . (5.20) 
Consequently, to complete the proof of the theorem we must show that 
PAT i(4) = P&“, i(4)- E xamining the proof of Lemma 3.1 applied to 
system (C) we see that x(t, T, (v, zu)) = x(t, T, (V + w, 0)). Therefore, 
pu = pw and (5.18) becomes (5.10). 
To obtain (5.11) we use (4.2), (5.7) to get 
(W + J42>(fq1 = ((Pl + Pz)-'(v + 4, - P2(Pl + P2)-'(4 
+ PlPl + P2)-'(4) (5.21) 
= (P(O, 64 WI>, 40, h4)). 
But 
WI 4 = ~(0, i(4) = ~(0, (74 ON; (5.22) 
:. qo, v) = (PI + P&l (w). Q.E.D. (5.23) 
6. INVARIANT IMBEDDING EQUATIONS II: PI + P2 NOT INWRTIBLE 
In this section we will treat problem (3.1) and (3.2) in the case where 
P, + Pz are not necessarily assumed to be invertible. Since many of theorems 
and calculations parallel those in Sections 3-5, we will be rather sketchy at 
points, leaving the reader to fill in the arguments from the previous material 
and the references. Our treatment of the problem uses the reduction of 
Lemma 3.1 and the material in Ref. [4]. In that paper we utilized the following 
basic definition: 
DEFINITION 6.1. The triple of operators {M, N, A) EL(X) is said to be 
boundary compatible if for all T E (0, s), s > 0 the operator M -t NeTA has a 
bounded inverse. 
We will take as our basic assumption in this section that there exists an 
operator A such that the operator triple (PI , Pz , A} is boundary compatible. 
Using the reduction of Lemma 3.1, solving problem (3.1) and (3.2) is equiv- 
alent to solving 
YtW = -QfYP> + *(4 Y(t))> (6.1) 
WY(O) + 442Y(O) = v; (6.2) 
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and M, , Ma, and d are defined in (3.6) and (3.7). From (6.1), (6.2), Lemma 
4.1 and the boundary compatibility of {Pr , Pz , A}, it follows that the triple 
{M, , M, , JG’} is boundary compatible. This fact allows us to apply the 
material in Ref. [4] to (6.1) and (6.4). 
If we now assume that /I M, +- M,eTA /I < ci(1 + l/T), c1 > 0, T E (0, s], 
and 2c,K < 1, where K is the Lipshitz constant of F and ca = c, /j Ml /I , 
then it follows from Theorem 3.1 of Ref. [4] that there exists TE (0, s] such 
that for each T E (0, T) (6.1) and (6.2) h as a unique solution. This implies, 
of course, that under the same conditions (3.1) and (3.2) has a unique solution. 
As in Theorem 4.4 each solution can be extended to all of (0, li). In addition 
under the same smoothness conditions as in Theorem 4.5 the solution 
x(t, T, V) of (3.1) and (3.2) . 1s a C2 function on (0, T) x (0, T) x X. Then 
defining the function R( T, V) as in Section 5 we get that R(T, V) satisfies 
(5.10) for T E (0, T). Similarly, .~(t, T, V) satisfies (5.8) and (5.9). However, 
because we assumed that PI + Pz does not necessarily have an inverse we 
cannot obtain a suitable initial condition for equation (5.10) and thus the 
invariant imbedding equations are incomplete in this case. In the next section 
we will show that when the original boundary value problem is linear that 
we can determine the asymptotic behavior of R( T, V) as T -+ 0, and thus we 
can use this known behavior to specify an “asymptotic initial condition” 
11, 41. 
7. LINEAR EQUATIONS 
When the functionsf(t, z) and h(t, x) are linear in x the invariant imbed- 
ding equations (5.8)-(5.16) simplify considerably. In fact, the partial dif- 
ferential equations become equivalent to ordinary differential equations. 
We will deal with the cases of Sections 5 and 6 separately. 
THEOREM 7.1. Letf(t, x), h(t, x), PI, Pz satisfy the conditions of Theorems 
4.4 and 4.5. In addition, assume that f (t, x) and h(t, x) are ajim in x. Then: 
(a) x(t, T, ZJ) and R(T, 71) are afine in V, i.e., 
x(t, T, v) = X(6 T) v + r(t, T), (7.1) 
R(T, 4 = R(T) v + P(T), (7.2) 
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where 
{X(t, 0 W)) WX). 
(b) W, T), ~(4 T), W), and p(T) satisfy the ordinary dz&mntial equa- 
tions 
&(t, T) = - X(6 T) {P$‘(T) R(T) + H(T) WY), t < T < r, (7.3) 
X(4 t) = R(t), (7.4) 
y&, T) = -X(t) T){P,W)P(T) + f'z+(T) + W?PG'J - WY, 
t<T<T, (7.5) 
Y(4 t> = P(t>, (7.6) 
MT) + R(T) V’,F(T) WY + fV’) WY) = F(T) WY, O<T<T, 
(7.7) 
R(O) = (Pl + P&l, (7.8) 
PTG'T +W)V'JV)PV) +W")P(T) +f',vW + &'I 
= F(T) P(T) + 4(T), 
(7.9) 
P(O) = 0, (7.10) 
where 
and 
f(t, x) = F(t) x + 4(t), (7.11) 
h(t, x) = H(t) x + f(t), (7.12) 
Proof. The representation in (a) follows immediately from the uniqueness 
of the solution to (3.1), (3.2), and the assumed linearity off and A. The proof 
of (b) requires the substitution of the representations in (a) into Eqs. (5.8)- 
(5.11) and the subsequent separation of variables. The details are the same as 
those in Ref. [3]. Q.E.D. 
To deal with the case where PI + Pz does not have an inverse we make use 
of the results in Ref. [4]. In that paper we were able to obtain the asymptotic 
behavior of the functions R(T), p(T) for boundary value problems with no 
integral boundary conditions. Applying these results to (5.6) we obtain 
similar results in the present paper. 
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THEOREM 7.2. Let f(t, x), h(t, x) satisfy the conditions of Theorem 7.1. 
Let P, , Pz , A be boundary compatible. Assume also that 
(PI + PZeTA)-l = $ -/- O(l), 
where 5’ E L(X). Then if I + SP,(F(O) - A) + SH(0) bus a bounded inverse 
the functions R(T), p(T) satisfy Eqs. (7.7) and (7.9) for T > 0 and have the 
following asymptotic behavior as T -+ 0: 
R(T) = {I + SP,(F(O) - A) + M(O)}-l ; + O(l), (7.13) 
p(T) = - {I+ SP,(W)) - 4 + SfWW1 W’,+(O) + 5(O)) + O(T). 
(7.14) 
Proof. Since the derivation of (7.7) and (7.9) does not depend on the 
nature of the boundary conditions it suffices to prove (7.13) and (7.14). From 
the hypotheses on (P, + PzeTA)-l it follows that the operator 
Now, using the notation of Theorem 5.1 and letting 
r(T, v) = r(T) v + a(T), 
we obtain from Theorem 5.1 of Ref. [4] that 
r(T) = (I + YAc&K(O))-~ Y/T + O(l), 
u(T) = - (I + YIIJI,K(O))-~ ,4aMzq(0) + O(T), 
(7.16) 
T-+0, (7.17) 
T -+ 0, (7.18) 
F(O) - A 0 
K(o) = I H(O) 0 ’ r1P) = W)? W)). (7.19) 
Setting 
r(T) = rn( T) m(T) 
m(T) ~zz(T) ’ 
4T) = (4X47, 
it follows that 
VP, (v, 0)) = r,,(T) 7.1 + 4’3. 
But ng(T, (9, 0)) = R(T, v). Therefore by uniqueness, 
W’) = r,,(T), P(T) = %(T)* 
(7.20) 
(7.21) 
(7.22) 
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A straightforward calculation using (7.17) and (7.18) gives 
r,,(T) = (1 + W’,(W3 - 4 + WW S/T + O(l), 
01(T) = - {I + S(P,(JYO) - A) + fm-l SP24@) + EK9) ,+ 
(7.23) 
O(T)* 
(7.24) 
Q.E.D. 
8. BELLMAN'S HAMILTON-JACOBI THEORY 
In this section we will apply the results of Ref. [7] to obtain several inter- 
esting functional relations for the boundary value problems treated in 
Sections 3-5. In addition, we will show how Bellman’s Hamilton-Jacobi 
Theory [7] can be extended to boundary value problems with integral bound- 
ary conditions. 
We will assume throughout this section that we are dealing with problem 
(A) in the case where PI + P, has a bounded inverse. We also make the 
additional assumption that the invariant imbedding equations (5.1) and (5.5)- 
(5.7) have unique solutions. 
In order to utilize the results of Ref. [7], we introduce the functions 
~(0, T, a) = Y(T, V) = (V(T, a), U(T, v)), where r(t, T, G) is the solution 
to problem (C). We also define S( T, v) = x(0, T, o), where x(t, T, w) satisfies 
problem (A). As in Section 5, we see that S( T, V) = V( T, i(v)). The functions 
9 and S satisfy initial value problems similar to (5.6), (5.7) and (5.10), 
(5.11). They are obtained by setting t = 0 in (5.4) and (5.18), respectively. 
We make the assumption that these Cauchy problems have unique solutions. 
THEOREM 8.1. Let R, S, and x be as above. Then x(t, T, v) satisfies the 
functional relation 
x(4 T, v) = R(t, P,S(T, v) + Pzx(t, T, u) + j; h(T, x(7, T, v)) d7). (8.1) 
THEOREM 8.2. The function S(T, v) satis-es the functional relation 
W”, 4 = s(t, P,S(T, v) + P&t, T, v) + j: h(T, X(T, T, v)) dT). (8.2) 
THEOREM 8.3 (Bellman’s Hamilton-Jacobi Theory). Assume that there 
exists a /3 E X and a function u(t, /I) d$&erentiable in t satisfying 
P = W> PlP + Pzu(t, B) + j: NT, ~(7, B)) W, 
u(4 P) = R(t, PIP + pzu(t, B) + j: hb, 47, P)) dT)> 
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where R and S are deJined as the unique solutions to their Cauchy problems; if it 
is also true that the null space of S,(T, v) is zero for each (T, v), then u(t, /?) 
satisjes the initial value problem 
u& P) =f(t, u(t, B)), (8.5) 
up, 8) = P. (8.6) 
We will prove Theorem 8.1. Theorems 8.2 and 8.3 are proved similarly 
using the results of Ref. [7]. 
Proof of Theorem (8.1). From Theorem 3.1 of Ref. [7] we find that 
y(t, T, fi) satisfies the functional relation 
y(t, T, 6) = p(t, J&V, a> + M,y(t, T, 6)). 
Taking components and using the notation of Section 5 gives 
x(t, T, @) = p(t, M,S(T, 6) + %y(t, T, @)). 
Now 
(8.7) 
(8.8) 
M,S(T, 8) + M,y(t, T, a) = (P&O, T, V) - ~(0, T, B), P&t, T, a) 
+ u(t, T, @)). (8.9) 
Consequently, letting v = (v, 0) in (8.8) and using (8.9), we get that 
46 T, 4 = p(t, f’,4.$ T, v) - ~(0, T, v), P&t, T, v) + u(t, T, 4). (8.10) 
From Section 5 we know that 
p(t, v, 4 = p(t, v + w, 0) = R(t, v + 4. 
Using this in (8.10) gives 
x(t, T, v) = R(t, P,x(O, T, v) - ~(0, T, v) + P&t, T, v) + u(t, T, v)). (8.11) 
Lemma 3.1 gives 
u(t, T, v) - ~(0, T, v) = s: h(7, x(7, T, v)) dr. 
Therefore (8.11) becomes 
x(t, T, v) = R(t, P&O, T, v) + P&t, T, v) + s: h(T, ~(7, T, v)) dT) 
= qt, P,S(T, v) + P&t, T, v) + s; h(T, ~(7, T> v)) d+ 
Q.E.D. 
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9. CONCLUSIONS 
We have shown in this paper how to convert boundary value problems 
with integral boundary conditions into initial value problems. The equations 
obtained in Sections 5-8 should prove valuable in dealing with the numerical 
solution of such problems. 
Although we have dealt only with linear boundary conditions at the end 
points considerations similar to those in Refs. [5, 71, allow us to deal with 
nonlinear ones as well. We hope to discuss these topics in a future paper. 
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