Abstract. Two-term Weyl-type asymptotic law for the eigenvalues of one-dimensional fractional Laplace operator (−∆) α/2 (α ∈ (0, 2)) in the interval (−1, 1) is given: the n-th eigenvalue is equal to (nπ/2 − (2 − α)π/8) α + O(1/n). Simplicity of eigenvalues is proved for α ∈ [1, 2). L 2 and L ∞ properties of eigenfunctions are studied. We also give precise numerical bounds for the first few eigenvalues.
Introduction and statement of the result
Let D = (−1, 1) and α ∈ (0, 2). Below we study the asymptotic behavior of the eigenvalues of the following spectral problem:
where ϕ ∈ L 2 (D) is extended to R by 0 (for details, see below). It is known that there exist an infinite sequence of eigenvalues λ n , 0 < λ 1 < λ 2 ≤ λ 3 ≤ ..., and the corresponding eigenfunctions ϕ n form a complete orthonormal set in L 2 (D). The following is the main result of this article.
Theorem 1. We have
More precisely, there are absolute constants C, C ′ such that
The scaling property of the fractional Laplace operator (−d 2 /dx 2 ) α 2 implies that λ n (kD) = k −α λ n (D). Hence, one easily finds the asymptotic formula for any interval. By following carefully the proof, one can take e.g. C = 30 000 and C ′ = 4 000 above. Note that the constant in the error term O(1/n) tends to zero as α approaches 2, and in the limiting case α = 2 (not considered below), we have λ n = (nπ/2) 2 without an error term. A stronger version of Theorem 1 for α = 1 was proved in [13] .
The proof of Theorem 1 is modelled after [13] . In Section 2, an estimate for the fractional Laplace operator is given. The formula for the eigenfunctions on the half-line from [14] is recalled and studied in Section 3. An approximation to eigenfunctions is given in Section 4, Work supported by the Polish Ministry of Science and Higher Education grant no. N N201 373136. (roman font), and numerical approximations to λ n obtained using the method of [15] with 5000×5000 matrices (slanted font).
Theorem 1 is proved in Section 5, and three further properties of eigenfunctions and eigenvalues are studied in Section 6. Sections 4-6 correspond to Sections 8-10 in [13] . Proposition 3 gives the simplicity of the eigenvalues when α ∈ (1, 2). The result follows relatively easily from the result for α = 1 in [13] . In Propositions 1 and 2, L 2 (D) and L ∞ (D) bounds for eigenfunctions are given. Finally, in Section 7, numerical estimates of λ n in terms of eigenvalues of large dense matrices are obtained.
First-term Weyl-type asymptotic for λ n was proved by Blumenthal and Getoor in 1959 [3] . The best known general estimate for λ n is
) α due to DeBlassie [9] and Chen and Song [7] . The important case of α = 1 was studied in detail by several authors, see [1, 13] and the references therein. It is known that (λ n ) 1/α is continuous and increasing in α ∈ (0, 2], see [7, 8, 9, 10] . For a discussion of related results and historical remarks, see e.g. [1, 13] . Theorem 1 is of interest in physics, the asymptotic formula (2) (without the information about the order of the error term) was supported by numerical experiments in [15] , and there is a considerable amount of related (mostly numerical) research in physics literature.
Noteworthy, although the values of C and C ′ given above are rather large, numerical evidence suggests that the error term in formula (2) is rather small also for small n in the full range of α ∈ (0, 2), see Table 1 and the estimates in the last section of this article. It is an interesting open problem to prove Theorem 1 with C and C ′ non-exploding as α approaches 0. This is related to simplicity of eigenvalues λ n , conjectured to hold for all α ∈ (0, 2), proved for α = 1 in [13] , and extended to α ∈ [1, 2) in Proposition 3 in Section 6.
Motivated by the results of [13] and [14] , as well as by Theorem 1 above, one can conjecture asymptotic law similar to (2) for eigenvalues on an interval for more general operators A = ψ(−d 2 /dx 2 ), studied in [14] . While such a result for each individual ψ should present no difficulty (under some reasonable assumptions on the growth of ψ at infinity), it is an interesting (and much more dificult) problem to obtain estimates uniform also in ψ, for a given class of ψ. One important example here is the family of Klein-Gordon square-root operators A = m 2 − d 2 /dx 2 − m, with mass m ranging from 0 to ∞. This operator is close to −d 2 /dx 2 for small m, but when m is large, it more similar to −d 2 /dx 2 .
To give a formal statement of the spectral problem (1), we recall the definition of the one-dimensional fractional Laplace operator
. It is defined pointwise by the principal value integral, if convergent,
where
Af (x) is convergent if, for example, f is smooth in a neighborhood of x and bounded on R.
Note that
For f ∈ C ∞ c (R), the Fourier transform of Af is equal to |ξ| αf (ξ), and A extends to an unbounded self-adjoint operator on L 2 (R). We write A D for the operator A on D with zero exterior condition on R \ D. More precisely, for f ∈ C ∞ c (D), A D f is defined to be the restriction of Af to D. Again, A D extends to an unbounded self-adjoint operator on L 2 (D). The operator −A (on an appropriate domain) is the generator of the one-dimensional symmetric α-stable process X t , and −A D is the generator of X t killed upon leaving the interval D. This probabilistic interpretation is a primary source of our motivation, but will not be exploited in the sequel.
Notation. Throughout this article, C denotes an absolute constant (independent of α). We will track the dependence of other constants employed below on α to catch their asymptotic behavior as α ց 0 and α ր 2. For brevity, we denote β = 2 − α.
Auxiliary estimates
Define, as in [13] , Appendix C, an auxiliary function:
. Furthermore,
We conclude that
Estimates for half-line
The main result of [14] is the formula for generalized eigenfunctions for a class of operators on (0, ∞). The case of fractional Laplace operator is studied in [14] , Example 1. In particular, the eigenfunction F λ of A (0,∞) corresponding to the eigenvalue λ α (λ > 0) is shown to be
, where G is a completely monotone function. More precisely, G is the Laplace transform of
Furthermore, by [14] , Lemma 13, we have
and
Note that the exponent in (7) is negative. Furthermore, for α ∈ (0, 1] we have
while for α ∈ (1, 2), the left hand side is not less than one. Hence, for all α ∈ (0, 2],
By direct integration of the Laplace transform, we obtain that
In a similar manner, (10) gives
Approximation to eigenfunctions
Let n be a fixed positive integer and
We construct approximationsφ n to eigenfunctions ϕ n by combining shifted eigenfunctions for half-line, F µn (1 + x) and F µn (1 − x), and using the auxiliary function q given above in (5) to join them in a sufficiently smooth way. We let
Lemma 1. We have
Proof. Note that we havẽ
We will now estimate each of the summands on the right hand side.
Using convexity of G, −G ′ and G ′′ , and estimates (9), (11) and (12), we obtain that
By (6) and (4),
), and
Finally, for x < 0 we have the following estimate for the oscillatory integral
Estimates (16)- (18) applied to (15) yield that
By symmetry, (19) also holds for z ∈ (0, 1). Formula (14), with A Dφn understood in the pointwise sense, follows. It remains to prove thatφ n is in the domain of A D . To this end, we will use the notion of the Green operator
The reader is referred e.g. to [6] for formal definition and properties of G D .
Since Aφ n is bounded on D, the functionφ n − G D Aφ n is a bounded, continuous in D, weakly α-harmonic function in D = (−1, 1) with zero exterior condition. Such a function is necessarily zero (see [4, 11] ). It follows thatφ n = G D Aφ n , and henceφ n is in the
, the proof is complete.
Lemma 2. We have
In particular, there is an absolute constant K such that φ n 2 ≥ 1 2
for n ≥ K.
Proof. First, note that by direct integration,
Using (13) and (9), we obtain the lower bound,
In a similar manner,
and the lemma is proved.
Proof of Theorem 1
Sinceφ n ∈ L 2 (D), we haveφ n = j a j ϕ j for some a j . Moreover, φ n 2 2 = j a 2 j and A Dφn = j λ j a j ϕ j . Let λ k(n) be the eigenvalue nearest to µ α n . Then
By (14) and Lemma 2, it follows that for n ≥ K,
This will enable us to derive a two-term asymptotic formula for λ j . Denote ε = . We have
Thus if
. By (21), this holds true if n ≥ K and
α , (µ n +ε) α ) contains an eigenvalue λ k(n) . In particular λ k(n) are distinct for n ≥ L α . We claim that there are less than L α eigenvalues not included in the above class. As in [13] , the key step will be the trace estimate.
Let J be the set of those j > 0 for which j = k(n) for all n ≥ L α . Denote by p t (x − y) and p D t (x, y) the heat kernels for A and A D respectively; we havep t (ξ) = exp(−t|ξ| α ). For t > 0, we have (see e.g. [2, 12] )
In the last step, Fourier inversion formula was used. Hence,
The latter series is bounded below by the integral of e −ts α over (µ Lα + ε, ∞). Hence,
Taking the limit as t ց 0, we obtain that
Since ε < βπ 8
, the right hand side is less than L α , and the claim is proved. By [8, 9] , we have λ n ≤ (nπ/2) α . It follows that for all n < L α , we have λ n < (µ Lα − ε) α , and so J = {1, 2, ..., L α − 1}. We conclude that k(n) = n for all n ≥ L α . Theorem 1 now follows from (21).
Further properties of eigenvalues and eigenfunctions
Int this section three additional properties of ϕ n and λ n are studied. This part is modelled after [13] , Section 10. A number of open problems is suggested at the end of the section.
Proposition 1 (cf. Lemma 3 and Corollary 4 in [13]).
There is a constant C such that,
In particular, if ϕ * n (x) = ± cos(µ n x) for odd n an ϕ * n (x) = ± sin(µ n x) for even n, then
for some constant C.
Proof. Fix n ≥ L α + 1 and ε = , and write, as in the previous section,φ n = j a j ϕ j . Changing the sign of ϕ n if necessary, we may assume that a n > 0. As in (22), for j = n we have |λ j − µ α n | ≥ Cαn α−1 . Hence,
By (14), we obtain that
Note that φ n − φ n 2 ϕ n 2 ≤ φ n − a n ϕ n 2 + |a n − φ n 2 | .
. Hence, using also (20), we obtain that
Finally, by (23),
We have thus proved the first part of the proposition. The second statement is a simple consequence of the first one, the identityφ n (x) = ϕ *
Proposition 2 (cf. Corollary 5 in [13] ).
, then the eigenfunctions ϕ n (x) are bounded uniformly in n ≥ 1 and x ∈ D.
Proof. Let P 
, where p t (x) is the heat kernel for A andp t (ξ) = exp(−t|ξ| α ); see e.g. [5] . By Cauchy-Schwarz inequality and Plancherel's theorem, we obtain
, then also ϕ n −φ n 2 ≤ C/ √ n, and finally |ϕ n (x)| ≤ C. Since each ϕ n is in L ∞ (D), the proof is complete.
Proposition 3 (cf. Theorem 6 in [13] ). If α ≥ 1, then the eigenvalues λ n are simple.
Proof. Let us write λ n,α for λ n in this proof. Since (λ n,α ) 1/α is increasing in α, we have
By Theorem 6 in [13] , for n ≥ 3 we have
Therefore, λ n,α < λ n+1,α , except perhaps n = 1 or n = 2. But a similar argument works also for n = 1 and n = 2, since by [1] we have π 2 < 2 ≤ λ 2,1 , and π < 3.83 < λ 3,1 .
The proof is complete.
Numerical experiments suggest that ϕ n are uniformly bounded also for α < 1 2
. Furthermore, it would be interesting to obtain an upper estimate of sup n ϕ n ∞ , and in particular, to find its behavior when α approaches 0. Finally, as stated in the introduction, better bounds for λ n may yield simplicity of eigenvalues also when α < 1.
Numerical bounds for eigenvalues
No general efficient algorithm giving mathematically correct numerical bounds for λ n is known to the author. For α = 1, a satisfactory method (an application of Rayleigh-Ritz and Weinstein-Aronszajn methods) is described in [13] . For general α, even approximation of λ n is difficult: all known methods converge rather slowly, and thus the computation of eigenvalues of very large matrices is required. In this section a method for obtaining a lower bound for λ n is described. It shares the main drawbacks of many related algorithms: compared to the technique applied in [15] , it converges slowly, and it suffers large errors as α approaches 2. On the other hand, the method presented below gives mathematically correct lower bounds, and there is no error estimate for the numerical scheme of [15] . At the end of the section, a somewhat similar method for the upper bound for λ 1 is given. It gives satisfactory results for large α, but deteriorates as α gets close to 0.
It should be pointed out that in many particular cases (α close to 2 or n large), the bound
α of [7, 9] is sharper than the estimates obtained below, unless extremely large matrices are used. Also, good numerical estimates of λ n are available for α = 1 due to [13] , By the monotonicity of (λ n ) 1/α in α, this gives a lower bound for λ n when α ∈ (1, 2) and an upper bound for α ∈ (0, 1). Finally, a good estimate of λ 1 can be found in [1] . For a comparison of the above, see Table 2 .
Our method for the lower bound works for fractional Laplace operator in an arbitrary bounded open set D ⊆ R d (in fact, it can be easily extended to more general pseudodifferential operators, or Lévy processes). Fix ε > 0 and let
for which I k intersects D, and let D ε be the interior of
The definition of A = (−∆) α/2 in higher dimension is similar to (3): for smooth bounded functions we have
)|). Fractional Laplace operator in D with zero exterior condition, denoted A D , is defined as in dimension one. Below we denote by λ n the eigenvalues of A D . By domain monotonicity of λ n , the eigenvalues for D are not less than than the eigenvalues of its superset D ε . For notational convenience, we assume that D = D ε .
The Dirichlet form E(f, f ) corresponding to A D is given by 13.5210 n/a n/a n/a n/a n/a n/a n/a n/a n/a 0. 1.8351 n/a n/a n/a n/a n/a n/a n/a n/a n/a 0. 1.2376 n/a n/a n/a n/a n/a n/a n/a n/a n/a 0. 1.0002 n/a n/a n/a n/a n/a n/a n/a n/a n/a 0. 1.1608 n/a n/a n/a n/a n/a n/a n/a n/a n/a 1.5989 n/a n/a n/a n/a n/a n/a n/a n/a n/a 2.0501 n/a n/a n/a n/a n/a n/a n/a n/a n/a 2.2455 n/a n/a n/a n/a n/a n/a n/a n/a n/a 2.4452 n/a n/a n/a n/a n/a n/a n/a n/a n/a 2. [7] . 3 Combination of [13] with monotonicity in α. 4 See [15] . Table 2 . Comparison of bounds and approximations to λ n . Each cell contains six numbers: lower bound λ n,ε with ε = 1 2500 , the best lower bound known before, approximation ( For k, l ∈ Z d , let g k,l be the infimum of G D (u, v) over u ∈ I k and v ∈ I l . When x ∈ I k , y ∈ I l , we choose g(x, y) = g k,l . Hence, λ 1 is bounded above by λ * 1,ε , the reciprocal of the largest eigenvalue of the matrix U with entries U i,j = ε d g κ(i),κ(j) . The results for D = (−1, 1) ⊆ R and some values of α are given in Table 2 . Estimates for the unit disk and the square [−1, 1]
2 are given in Tables 3 and 4 . Noteworthy, for the unit disk and ε = 1 25
, the estimate λ * 1,ε is worse than the one obtained in [1] using analytical methods.
