We extend to the case of many competing densities the results of the paper [7] . More precisely, we are concerned with an optimal partition problem in N -dimensional domains related to the method of nonlinear eigenvalues introduced by Z. Nehari, [16] . We prove existence of the minimal partition and some extremality conditions. Moreover, in the case of two-dimensional domains we give an asymptotic formula near the multiple intersection points. Finally we show some connections between the variational problem and the behavior of competing species systems with large interaction.
Introduction
Let Ω ∈ R N , N ≥ 2, be a bounded domain and f : R → R a superlinear function. Set With each open ω ∈ Ω we associate the first nonlinear eigenvalue as:
It is well known that ϕ(ω) is a critical value of the functional J * over H 1 0 (ω). Thus it corresponds to (at least) one positive solution u to the boundary value problem
x ∈ ∂ω ; u will be referred as eigenfunction associated to ϕ(ω).
In this paper we consider the problem of finding a partition of Ω (in open sets) that achieves
Many free boundary problems can be formulated in terms of optimal partitions, and they are usually studied in the case k = 2 components. For instance, we quote [2] for applications to the flow of two liquids in models of jets and cavities. Moreover, optimal partition problems arise in linear eigenvalue theory and various fields of real analysis. For example, the most recent proof of the well known "monotonicity formula" relies upon a problem of optimal partition in two subsets related to the first eigenvalue of the Dirichlet operator on the sphere (see [3] ).
Our interest in the variational problem (1) is motivated by the asymptotic analysis of solutions to superlinear variational systems with large competitive interaction. This kind of problems are connected to the study of the spatial segregation of biological species, which move by diffusion, as the interspecific competition rate tends to infinity; concerning the variational and topological approach to this kind of problems, we quote among others [6, 8, 9, 10, 11, 13, 14] and references therein.
The problem (1) in the case of k = 2 components has been studied by the authors in [7] . Aim of this paper is to extend part of the results there to the general case k ≥ 3.
In particular we shall establish the existence of an optimal partition {ω i } k i=1 , at first in a relaxed sense. Then, if u i is any (positive) eigenfunction related to ϕ(ω i ), we prove that the function k i=1 u i is lipschitz continuous; as a byproduct, the associated partition is open and hence it is a solution of (1) . Furthermore, in dimension N = 2, we discuss some qualitative properties both of the eigenfunctions and of the free boundary ∂{x ∈ Ω : k i=1 u i (x) > 0}. In performing the local analysis at a multiple intersection point, a key role will be played by the already mentioned monotonicity formula in [2] together with some extensions developed in Section 4.
The paper is organized as follows: in Section 2 we shall prove the existence of the minimal partition; in the following Section 3 we shall give the basic extremality conditions fulfilled by the eigenfunctions u i associated to the optimal partition. Section 4 is devoted to prove some suitable versions of the monotonicity formula that will find the first application in the proof of the lipschitz continuity of the minimizers in Section 5. Sections 6 and 7 contain some results on the local behavior of the eigenfunctions around multiple points of the free boundary. Finally in the Appendix we shall deepen the link between (1) and a class of superlinear variational systems; at first we shall give an existence result and then we shall perform the asymptotic analysis leading to our optimal partition problem.
The variational problem
In this section we prove the existence of a minimal partition to problem (1) in a weak sense. In fact, at first we will not find an open partition, but a partition made of sets which are supports of H 1 0 -functions, i.e., the eigenfunctions associated to our problem. Throughout all the paper, Ω will be a bounded domain in R N , with the additional property, in the results about points on ∂Ω, of being of class C 2 .
Let f satisfy the following assumptions: is achieved by a one-sign critical point of J * (this functional is defined in the Introduction and recalled here below). If the infimum is restricted to the positive functions and then to the negative ones, it gives two possibly different critical levels and two correspondent critical points, one positive and one negative. To fix the ideas, in this paper we consider only positive critical points, i.e. positive values of s. Thus the assumption f (−s) = −f (s) is not truly necessary: we can extend any other f , without loss of generality, to be an odd function.
Moreover, we can allow f to be x-dependent, although for the sake of simplicity we shall always refer to f as a function of s only.
Observe that, in a standard way, from assumptions (f 1 ) and (f 2 ) we can obtain the following properties for the primitive F of f :
Next we define the Nehari manifolds associated to these functionals:
on Ω for i = j}.
With this notation we introduce the problem we want to study in this paper:
Observe that in the previous equality the first infimum is intended over all the partitions of Ω into subsets which are supports of H 1 0 (Ω)-functions. In this sense, (3) is a relaxed reformulation of the initial problem (1) (for more details about the equivalent characterizations see [7] ). A similar characterization, when k = 2 was also exploited in [5] when seeking changing sign solutions to superlinear problems.
Our first result concerns the existence of the optimal partition:
and U and their supports achieve c 0 .
To prove this theorem we need a preliminary lemma:
Proof: by assumptions we have u ≡ 0 and
Multiplying the first equation by 2 + γ (see Assumption (f 2 )) and subtracting the second we easily obtain that |∇u| 2 is bounded. On the other hand, using the first equation, the superlinear properties of f and the Poincaré inequality we obtain the bound for u L p , p < 2 * .
Proof of Theorem 2.1: let us consider a minimizing sequence U n := (u
∈ N (J * ) and hence the previous lemma applies, providing the existence of (u 
Now we observe that, by weak convergence, u
, and so
On the other hand, for every i we have
Hence we have found a k-uple of functions that achieves the infimum. Now using the equivalent characterizations of (3) and standard critical point techniques the theorem follows.
The basic extremality conditions
In this section we discuss some basic variational inequalities satisfied by the eigenfunctions.
Then each v i satisfies (in distributional sense) the inequality:
Proof: we recall that i is fixed throughout the whole proof of the lemma. We wish to prove that
Assume by contradiction the existence of ϕ > 0 such that the opposite inequality holds. We will obtain a contradiction constructing a k-uple in N 0 that decreases the value of 3. Let Λ i v i := λ i u i − j =i λ j u j with |λ j − 1| ≤ δ for all j: if δ is small enough we can also assume by continuity that
By the inf-sup characterization of c 0 and by the behavior of the function J * (λu) for fixed u > 0, we can take δ so small that
Let us fixt > 0 small and let us consider a C 1 function t : (R + ) k → R + where t(λ 1 , ..., λ k ) = 0 if for at least one j it happens |λ j − 1| ≥ δ, and t(λ 1 , ..., λ k ) =t if |λ j − 1| ≤ δ/2 for every j. Next we define the continuous map
Note that Φ − is a positive function whose support is union of k − 1 disjoint connected components, each of them belonging to the support of some u j . Now we define the functioñ
Proof: again i is fixed. Assume by contradiction the existence of
for all λ i such that |λ i − 1| ≤ δ, δ small enough. As in the proof of Lemma 3.1 we can assume δ so small that (5) holds and we consider the function t(λ i ) analogous to the one introduced therein. Then we let Φ(λ i ) := λ i u i − t(λ i )ϕ and we defineŨ with components
By (6) and takingt small enough, this implies 
Monotonicity formulae
Let us now recall the monotonicity lemma in [2] , Lemma 5.1.
Then Φ < +∞ and it is a non decreasing function in
The fact that Φ is finite is shown in the proof of Lemma 2.1 of [4] . We will prove an extension of this formula to the case of h ≥ 2 subharmonic components when Ω is a subset of R 2 :
Then Φ is a non decreasing function in [0,r].
Proof: by computing Φ (r) we obtain
Since each w i is positive and subharmonic, testing with w i on the sphere we obtain, for all i:
Now we pass in polar coordinates. We write w i = w i (r, θ), and ∂ r , ∂ θ for the derivatives. We have, by the previous inequality,
Hence we can go on with the previous chain of inequalities as follows:
We obtain
Comparing with (7) the thesis follows.
Unfortunately, these lemmas do not apply directly in our situation, because the functions u i 's are not subharmonic, but only subsolutions of a superlinear equation (see Lemma 3.2) . This property is not sufficient to guarantee the monotonicity of the function Ψ(r), but only its boundedness as r → 0. 
Proof: let us consider a small ball B(x 0 , r) centered at x 0 and the eigenvalue problem
where a = sup{
, x ∈ B(x 0 , r)}. The existence of a positive solution ϕ to the problem, where ϕ is radial with respect to x 0 , is ensured if r is small enough. Then let us considerũ
By elementary computation it holds
−ϕ 2 ∆ũ i − 2ϕ∇ũ i ∇ϕ ≤ 0 that means −div(ϕ 2 (∇ũ i )) ≤ 0. Now consider w i = I i u i , where I 1 ∪ ... ∪ I h ⊂ {1, .
.., k} and letw
following the proof of The Monotonicity Lemma 4.1, it is easy to obtain that the function
is increasing in the r variable on [0, r ]. By this formula and since there exist positive a < b such that a < ϕ(x) < b for all x ∈ B(x 0 , r ), it follows in particular that (8) holds.
The same kind of construction together with the application of Lemma 4.2 when N = 2, allows to prove (9) for all h ≥ 0.
Finally we state suitable version of the lemma above which holds for x 0 on the boundary of Ω:
where C is continuous with respect to x 0 ∈ ∂Ω.
Proof: (sketch) let us follow the proof of the monotonicity lemma in [2] with the formal substitution u
Then, since by the regularity of the boundary
as r → 0, the arguments there allow to prove that
is bounded.
Regularity of U
With some abuse of notation, in the following two sections U will denote both the vector (u 1 , . . . , u k ) and the sum of its k components (and the same for V , W , and so on).
Let as define the set of zeroes of U as
and define the multiplicity of x ∈ Z(U ) as the number m(x):
Note that m(x) ≥ 2 for all x ∈ Z(U ): indeed, by Theorem 2.1 and the maximum principle, we know that
Remark 5.1 Let x ∈ Z(U ) such that m(x) = 2 and consider B(x, r) for any r < d(x, {y ∈ Z(U ) : m(y) ≥ 3}. Then, by Lemma 3.1 it follows that the function
In the following we shall denote by Proof: let Ω be compactly enclosed in Ω. Consider
Our thesis is equivalent to the boundedness of Γ over Ω . Assume not; then there are sequences (x n ) in Ω and r n → 0 such that
Note that d(x n , Z 3 (U )) → 0 by Remark 5.1.
Claim 0. There is a sequence z n ∈ Z 3 (U ) such that (10) is satisfied with ball centered at z n and radius of order r n .
Let r > 0 be fixed and consider A r = {x ∈ Ω : d(x, Z 3 (U )) ≥ r} (note that, by Remark 5.1, in A r we can give alternate positive and negative sign to the u i 's in such a way that the resulting function locally solves our differential equation).
Then let us define
By elementary computations it turns out that −∆(|∇U (x)| 2 ) ≤ 2f (U (x))|∇U (x)| 2 and thus −∆Φ ≤ a r Φ on A r , for some positive constant a r depending on r.
Up to subsequences, we can assume the existence of z 0 ∈ Z 3 (U ) such that x n ∈ B(z 0 , ρ) for any n > N ρ . We fix ρ so small that −∆ϕ = a r ϕ has a strictly positive solution ϕ on B(z 0 , ρ), which is radially symmetric with respect to
and by the maximum principle it holds max Ar,ρ
Thus there exists C > 0 (independent of r) such that max A r,ρ Φ ≤ C max ∂A r Φ; from this we obtain that, at fixed n, (10) holds for a choice of
). Then (10) holds for balls centered at z n and radius
Claim 1.
There is a sequence (denoted again by r n ) satisfying (10) and moreover
where γ only depends on the distance of Ω to ∂Ω.
Let n be fixed large enough and set U n = U , z n = x and r n = δ. For the sake of simplicity we assume that d(Ω , ∂Ω) = 1. Let γ > N and assume by contradiction that
for all δ < r < 1. By assumption (10) the function
. Then, if we let
By the monotonicity lemma and (8), we infer
Then it follows from assumption (10) that there exists only one component, say u 1 , such that
Now consider the sequence of functions
where
Then B(0,1) |∇U n | 2 = 1 and, by Claim 1, ∂B(0,1) |∇U n | 2 is bounded too. Then there exists U 0 ∈ H 1 (B(0, 1)) such that, up to a subsequence, U n U 0 weakly and U n → U 0 strongly in H 1/2 (∂B(0, 1)). Moreover, by (12) we deduce that B(0,1) |∇u
Let us remark that, by the very definition, for x ∈ B(0, 1) it holds
and integrate on B(0, 1):
Let i = 1 and then pass to the limit as n → ∞: then the left-hand side converges to 1. Furthermore, since r n → 0 and by the strong convergence in
1 ≥ 1 and thus u
1 > 0 on a set of positive measure.
1 is harmonic and thus {x ∈ Ω : U 0 (x) > 0} = B(0, 1).
Let us recall that for all
and analogously, setting v
Then, passing to the limit and taking into account that r n → 0, L n → ∞ and u
= a n + b n where a n is such that −∆a n = 0 in B(0, 1) with boundary conditions a n = v
1 , and b n vanishes on the boundary and satisfies −∆b n ≥ 0. Then, by the maximum principle, , 1)) and now the result follows.
Final step. Now the thesis follows since the convergence is uniform on almost every circle ∂B(0, r). Fix such a radius r: then there exists N such that v
is supersolution by Lemma 3.1, then we can compute
Furthermore, if Ω is sufficiently regular, then U inherits regularity up to the boundary, as stated in the following Proof: in the following we set U defined on R N by setting u k+1 ≡ 0 on R N . Arguing by contradiction we assume that there are sequences (x n ) in Ω and r n → 0 such that
with d(x n , ∂Ω) → 0 by the local Lipschitz continuity.
With the same kind of arguments as in the proof of Theorem 5.1 (see Claim 0 there) we can assume that x n ∈ ∂Ω and, up to subsequences, x n → x 0 ∈ ∂Ω. But now a contradiction with (13) comes by directly applying Lemma 4.4 to x 0 .
6 Further properties in dimension N = 2.
Aim of this section is to give a detailed description of the local features of the free boundary in the two-dimensional case. The first property of the free boundary concerns with the local behavior of Z(U ) about the points of multiplicity 2.
Lemma 6.1 Let N = 2, U be as in Theorem 2.1 and let 
But this means that u/ϕ satisfies all the assumptions necessary to apply the main theorem in [1] , which says that the null level set of u near x 0 is made up by a finite number of curves starting from x 0 . Obviously in our situation such number must be even. Now recall that each supp(u i ) is connected in Ω: by a geometrical argument we can see that the null level set is made up by (two semi-curves joining in) one C 1 -curve. But again applying [1] we have ∇U (x 0 ) = 0, a contradiction. Now let us consider a point x 0 ∈ Z(U ) with multiplicity higher than 2. Then x 0 is a singular point for U as stated in the following:
Lemma 6.2 Let N = 2 and let U be as in Theorem 2.
Proof: assume by contradiction the existence of x n → x 0 and r n → 0 such that
for some positive C. The arguments here follow the line in the proof of Theorem 5.1. First, we can assume that (14) holds with balls of radii r n and center at x n ∈ Z 3 (U ) (as in Claim 0 therein). Again, with an argument similar to that in Claim 1 and exploiting the lipschitz continuity of U , we can assume
where ρ n = (2L/C)r n and L is the Lipschitz constant in Ω = {x ∈ Ω :
By the extended monotonicity lemma (Lemma 4.2) and the corresponding remark (9) with h = 3, there exists C > 0 (independent of n) such that 
(15) Now consider the sequence of functions
where 
In the first case we obtain the thesis by following exactly the same reasoning of Theorem 5.1 from Claim 2 on. Here below, assume that the second case hold.
Let us note that for all x ∈ B(0, 1), it holds
where again a = sup f (u i (x))/u i (x). Let us multiply by u
When i = 1 or i = 2, in passing to the limit as n → ∞ the left-hand side converges to
i ≥ 1 and thus u
i > 0 for i = 1, 2, both on a set of positive measure.
2 ) is harmonic.
Let us recall that for all x ∈ B(0, 1), it holds
Then, passing to the limit and taking into account that r n → 0 L n → C and u Rightly in the same way as in Theorem 5.1 it can be proven: 1 ), standard results on harmonic functions (see [12] ) imply that v (0) 1 (r, θ) ∼ r p cos(p(θ + θ 0 )) for some p ≥ 1. Thus, by Claim 3 and a diagonal process, we can assume that, for n large enough, u
i ) (we can think for instance β n,1 < α n,2 ); note that α n,2 − β n,1 → 0 as n → ∞. Now, since 0 is a zero of U n with multiplicity m(0) ≥ 3, there exists a third component, say u 
3 (γ n (t)) > 0 for all t ∈ (0, 1]. Therefore, denoting withω n,i , i = 1, 2, the connected component of supp(u (n) i ) that contains ω n,i we have thatω n,1 and ω n,2 are locally disjoint. More precisely, setting S n = {(ρ, θ : r < ρ < R, α n,1 < θ < β n,2 } we obtain thatω n,i ∩ S n , i = 1, 2, have positive distance. Now we define the sequence of affine transformations (T n ) given by
With the usual abuse of notation the symbol W n denotes both the vector (w
k ) and the sum of its components.
Let n be fixed and let us drop the dependence on n. Assume by contradiction the existence of ϕ > 0, ϕ ∈ C 1 0 (Σ n ) such that
We proceed as in the proof of Lemma 3.1, deforming U over T (S), projecting it on the Nehari manifold and obtaining a new k-uple that decreases the infimum (3).
We define ΛW := λ 1 w 1 + λ 2 w 2 + k j=3 λ j w j with |λ j − 1| ≤ δ for all j: if δ is small enough we have by assumption
Again we can take δ so small that
Let us fixt > 0 and let us consider the C 1 -function t : (R + ) k → R + already introduced in the proof of Lemma 3.1; then define the continuous map
and supp((ΛW )
and, ift is small enough, the right-hand side contains at least two disjoint components ω * i , i = 1, 2, that are supersets of T (ω 1 ) and T (ω 2 ) respectively. We are ready to define the partition of Ω that will provide the desired contradiction.
We can define a map
otherwise. Now consider all the connected components of supp(U * ): with each of them we want to associate an index i. Such association must be continuous with respect to the parameters λ i . This procedure will define the supports of the components of U * . Every connected component of supp(U * ) that is not completely contained in T (S) naturally inherits an index by the original partition. Also every connected component of supp(Φ − ) completely contained in T (S) inherits an index by the original partition using (16) and recalling that W and U differ only in the sign. Finally, we have to prescribe an index to the connected component of supp(Φ + ) completely contained in T (S). To this aim we consider the maximal function Φ(x) := sup
It is clear that every connected component of supp(Φ + ) is contained in a connected component of supp(Φ + ), and therefore it will be sufficient to prescribe the index law for them. Those not completely contained in T (S) naturally inherit an index by the original partition. We put the other ones in supp(u * 1 ). It is easy to see that U * is continuous. Now we compute J(U * ) and, with arguments similar to those in the proof of Lemma 3.1, we obtain a contradiction with Theorem 2.1.
Final
Step. Now fix t n > 0 and R > r n > r in such a way that, if we set y n = γ n (t n ) then it holds ∂B(yn,rn) W n > 0. (This is certainly possible since ∂B(y n , r n ) ⊂ ω n,1 ∪ ω n,2 except for a small arc of total length less then 2R(α n,2 − β n,1 ) → 0 as n → ∞.) This immediately leads to a contradiction thanks to Claim 4. Indeed W n (y n ) = −u (n) 3 (y n ) < 0 and since W n is superharmonic,
Local properties of the free boundary in dimension N = 2
We start this section by proving an asymptotic formula describing the behavior of u i in the neighborhood of an isolated multiple point. Next we show that all the multiple points are indeed isolated. 
Lemma 7.1 Let N = 2 and let U be as in Theorem 2.1. Let x 0 ∈ Z(U ) with m(x 0 ) = h ≥ 3, and assume that x 0 is isolated in Z 3 (U ). Then there exist h
where a ∈ L ∞ is given by f (v)/v and r 2 f (v)/v respectively. Moreover, by Lemma 6.2, we know that ∇v(x 0 ) = 0: this implies that v is in fact solution of the equation on the whole of B (resp.B) and thus it is of class C 2,α . Now, following the same argument of the proof of Lemma 4.3, we consider a positive and regular function ϕ such that −∆ϕ = aϕ on B, if r is small enough. The result is that
Then, we can apply to v/ϕ the asymptotic formula of Hartman and Winter as recalled in [12] . To complete the proof, let us define p in the following way: let d denote the local multiplicity of x 0 as critical point of v; define p = 2d in the even case and p = d in the odd case. In this way p represents the number of connected components of ∪supp(u i ) in a ball centered in x 0 . By elementary geometrical considerations, taking into account that the supp(u i )'s are connected, one can easily obtain the desired bound on p.
As we mentioned before, the relevance of Lemma 7.1 lays on the fact that, as we are going to prove, all the multiple points are isolated.
Theorem 7.1 Z 3 consists of isolated points.
The last part of this section is devoted to the proof of Theorem 7.1 through a sequence of intermediate results.
To start with, we investigate the structure of both the sets of the double and that of the multiple intersection points Z 3 . We denote by Z 2 = Z \ Z 3 the set of the points having multiplicity two. As an easy consequence of Lemma 6.1 we can state the following result:
Let ω i denote the supports supp(u i ); we take an index pair (i, j) such that ∂ω i , ∂ω j do intersect and we consider
Proposition 7.1 Each ω i,j is open and π 1 (ω i,j ) is finitely generated.
Proof: at first we prove that ω i,j is open. Indeed, let x 0 be a point of multiplicity two: then, thanks to Lemma 6.1, Γ i,j is locally a regular arc. Hence x 0 is in the interior of ω i,j . Since both ω i and ω j are open, we obtain the first claim. Now we consider a loop γ in ω i,j . Let Ω γ denote the bounded region delimited by γ. Assuming that Ω γ contains some multiple intersection points, we deduce, from the connectedness of the supports, that at least one third support, say ω h , lies in Ω γ . Since the total number of the supports is k we easily complete the proof, taking into account that the boundary of Ω is assumed to be regular.
Proposition 7.2 Each Γ i,j consists in a finite union of C 1 -arcs.
Proof: as we showed in the previous proposition, ω i,j has a finite number of "holes" (closed sets that we will name H α , α ∈ A). We consider also the connected components of ∂Ω as holes. Take a connected componentΓ ⊂ Γ i,j as a parameterized curve. There are only two possibilities: either the curve connects two different holes, or it is doubly asymptotic to the same hole H α . In the last case we easily deduce thatΓ ∪ H α disconnects the plane.
Being ω i and ω j connected, one easily sees that actuallyΓ = Γ i,j . Otherwise, we observe, reasoning in a similar way, that only two connected components of Γ i,j can connect the same pair of holes. In every case we obtain a finite number of connected components.
An straightforward consequence of the above discussion is the following:
The set Z 3 has a finite number of connected components. Now we will need the following definition of adjacent supports:
We say that ω i and ω j are adjacent if
Let us list some basic properties:
1 Every ω i is adjacent to some other ω j . This follows from the Boundary Point Lemma.
Let us pick k points
If ω i and ω j are adjacent, i < j, then there exists a smooth arc γ ij with
3 We can choose the arcs γ ij in a manner that they are mutually disjoint, except for the extreme points.
Construction of an auxiliary function v
We call G the graph induced by the arcs γ ij and their endpoints. There are many possibilities: -If G has no loops we can prescribe a sign to each vertex in such a way that to adjacent supports there correspond opposite signs. Therefore, defining v(x) = ±u(x), taking the correct sign rule we obtain a C 1 -function.
-Otherwise, let us define an order relation between loops, according whether one is contained in the interior region of the other. Let us select a minimal loop γ (no other loops are contained in its interior region). If the number of vertex of γ is even we can manage to assign a sign law to all the subset of G contained in the interior of γ so that adjacent supports have opposite sign. Finally define v(x) = ±u(x), according to this law. If the number of vertex of γ is odd, we wish to "double" the loop, by considering its square root (in complex sense). To this aim, we can assume that it contains, in its interior, at least an element of Z 3 (if not, we can perform a conformal inversion exchanging the inner with the outer points).
Take this point as the origin and define new ω i 's by taking the complex square roots of the old ones. In this way the new loop γ will have an even number of edges. A little problem may be caused by those supports which are not simply connected; to overcome this, we may operate suitable cuts (having care of not disconnecting the supports). In this way we can assume that all the ω i involved in this procedure are simply connected; with some abuse, we shall call Ω also the cut domain. The new subgraph can now carry a sign law which is compatible with the adjacency relation. Defining, according to this sign law, v(r, θ) = ±u(r 2 , 2θ), we obtain again a function of class C 1 , excepted possibly at the cuts.
Lemma 7.4
The points of Z 3 lying in the interior of a minimal loop γ are isolated.
Moreover, by its construction, v is of class C 1 in Ω. We are going to prove that v is actually a solution of −∆v = a(x)v, in a distributional sense, over the whole of Ω. This will complete the proof of the lemma; indeed, reasoning as in the proof of Lemma 7.1, we would deduce that the origin, which was arbitrarily chosen among the points of Z 3 in the interior region of γ, is an isolated critical point of v; moreover one can easily see that the multiple point of the interior part of γ is unique.
To carry over this program, we need some more results:
Proof: assume not, then there would be an element y 0 of Z 3 having a positive distance d from the set Z \ Z 3 of double intersection points. Let r < d/2: then the ball B(y 0 , r) intersects at least three supports; therefore there exist, say, x ∈ ω i and z 0 ∈ Z 3 such that
. Now, since v solves a linear elliptic PDE and does not change sign in ω i , the ball B(x, ρ) being tangent from the interior of ω i to Z 3 in z 0 , we infer from the Boundary Point Lemma that ∇v(z 0 ) = 0, in contrast with Lemma 6.2.
Proof: by testing the equation with the test function ϕ = 1 and integrating over the set u i > α we obtain the bound, independent of α and i,
and therefore, passing to the limit as α → 0,
The assertion then follows from Lemma 7.5, together with Lemma 7.3.
Proposition 7.3 v solves −∆v = a(x)v in the whole of Ω.
Proof: in our settings, one easily sees that Z 3 is connected and that it is the limit set of the Γ i,j 's, for the pairs of indices involved in the loop γ. Thanks to Lemma 7.5, for any ε we can take a neighborhood V ε ⊂ B ε (Z 3 ) of Z 3 , in such a way that the boundary ∂V ε is the union of a finite number of arcs of Z 2 and supplementary union of pieces of total length smaller than Cε. Let ϕ be a test function. We write
Let δ > 0: we can find ε > 0 such that Lemma 7.6 holds. Moreover, from Lemma 6.2, we can assume that ε is taken so small that sup V ε (|∇v| + |v|) < δ. Hence the above integral is bounded by Cδ. Since δ was arbitrarily chosen we obtain that v solves the equation in a distributional sense. Usual regularity arguments allow us to complete the proof.
End of the Proof of Lemma 7.4: now the proof of the Lemma follows from Proposition 7.3 using the same arguments of Lemmas 6.1 and 7.1, namely reducing to a function in the kernel of a divergence-type operator and applying the results of [1] and [12] about the number of critical points and the regularity of the level sets of solutions to second order differential equations.
Proof of Theorem 7.1: recalling Lemma 7.3, we argue by induction over the number h of connected components of the set Z 3 . If h = 1 then, by Lemma 7.4 there is at most one minimal loop of the adjacency relation. If there is one, then Lemma 7.4 gives the desired assertion. If there are none, as we already mentioned, the auxiliary function v solves the equation globally and, by the above mentioned regularity result, we obtain the thesis. Now, let the Theorem be true for h and assume that Z 3 has h + 1 connected components. Again, if the adjacency relation has no loops we are done. Otherwise, we apply Lemma 7.4 to treat those connected components contained in the interior of the minimal loop and the inductive hypothesis to treat all those contained in the outer region.
8 Appendix: Systems with large interactions
Assumptions and main results
In this section we shall analyze the connection between the optimal partition problem and the limit case of competitive systems with large interaction. We assume that the functions f and H satisfy the following set of assumptions. For easier understanding, the reader may think to the model case
, and there exist positive constants C, p such that for
where 2 * = +∞ when N = 2 and 2 * = 2N/(N − 2) when N ≥ 3
) and even with respect to each of its variables; there exists a constant β, 0 < β < γ such that
(h 2 ) there exists 0 < α ≤ β such that the Hessian matrix
is negative semidefinite for s i = 0 (in particular, it has non-positive diagonal terms). Here δ i,j denotes the standard Kronecker symbol
Let Ω be a bounded open set in R N , N ≥ 2 and consider the class of problems with
with associated action functionals
We will prove (17) such that
Moreover there exists
where c 0 and J are defined in (3) and (2), respectively.
The proof of Theorem 8.1 will be divided into two propositions. We will first consider the problem (17) with ε = 1, and we will give a general existence result. Next, we will deduce the existence result for every ε > 0 and we will study the asymptotic behavior.
A class of elliptic systems
Aim of this section is to prove the existence of a k-uple (u 1 , . . . , u k ) ∈ (H 1 0 (Ω)) k where each u i is positive and solve (17) when ε = 1. For easier notation we will write
and so on.
We seek solutions of (17) as critical points of the following functional
In particular we are interested in the search of minimal solutions of (17) , that is, critical points of I achieving the lower value of I when restricted to the critical set N (I):
we are going to prove The proof of the proposition will be divided into three steps; the first consists in studying the behavior of I when restricted to the hyperplane generated by a fixed k-uple U with nontrivial components:
Then there exists a unique k-uple of positive numbers Λ(U ) such that
(ii) Λ(U )U ∈ N (I);
. with respect to the weak convergence in T ;
Proof: fix U ∈ T and define Ψ k (Λ) := I(ΛU ). As a function of k real variables, Ψ k is of class C 2 on R k but the coordinate hyperplanes (and C 1 everywhere), and even with respect to each of its variables. We are interested in studying the set of critical points of Ψ k , and we will argue by induction on k (this is the reason for the explicit dependence on k of the notation). To do that, a crucial remark is the following: letΛ a critical point of Ψ having exactly h nonzero components; then, with some abuse of notations, we can seeΛ as a critical point of Ψ h with all nonzero components. To this aim, we observe that H(s 1 , . . . , s k−1 , 0) satisfies the same assumptions of H in the case of k − 1 components.
It is standard to prove that all the critical points are isolated, and hence it make sense to consider local degrees of ∇Ψ k for the value 0. Although H is not C 2 , exploiting the positivity properties of H (assumption (h3)) and an homotopy argument, one can prove
where i denotes the topological index (topological local degree), andΛ is a critical point of Ψ k with h nonzero components (this descend from the fact that a critical point on a coordinate hyperplane is a minimum along directions orthogonal to the hyperplane). By means of topological degree computations, we will show that there are exactly 2 k positive local maxima for Ψ k , one in each octant. Since Ψ k is negative out of a large ball, this will finally prove the uniqueness of Λ(U ) and assertion (i).
LetΛ be a critical point of Ψ k ; then
Moreover, if h = k, thenΛ is a local maximum.
By the previous arguments, we have to compute the local degree ofΛ seen as a critical point of Ψ h having all nonzero components. Therefore we can considerλ i = 0, i = 1, . . . , h, and we observe that Ψ h is of class C 2 nearΛ. Clearly, if we show that the Hessian quadratic form associated to Ψ h inΛ is negative semidefinite, the claim will follow.
We estimate the second derivatives (Ψ h ) λ i λ i by exploiting first (f 2 ) and then the identities (19)
Now we compute the mixed derivatives
Thus we can bound the Hessian form from above with
where the quadratic form Q H is negative definite by assumption (h 2 ). Thus the claim follows.
Claim 2. There are exactly 2 k critical points with nonzero components (and thus maxima), one in each of the octants.
We argue by induction on k. First, for k = 1, by a direct analysis, exploiting the superlinear behavior of f as in (f 2 ) it is easy to show that Ψ 1 has a local minimum at the origin and two maxima, one for λ positive and one for λ negative.
Then we suppose that the claim is true for every h < k. By the growth assumptions on F and H, Ψ k (Λ) → −∞ as |Λ| → ∞, implying that Ψ k must have at least a local maximum in each of the octants (remember that Ψ k is symmetric). Moreover, since Ψ k turns out to be concave outside a suitably large ball B R , we have
On the other hand, let us count all the possible critical points of Ψ k , ordered by number of nonzero components: by the superquadraticity property of F we know that Ψ k has one local minimum at the origin, providing a local degree +1; for h = 1, by the inductive assumption there are exactly two critical points of index -1 for any of the k components, and hence 2k critical points of index -1 on the axes; in general, for h < k, we have 2 h k h critical points with h nonzero components, each with local degree (−1) h . Finally the other possible critical points are local maxima by Claim 1, and thus the local degree at each of them is (−1) k . Let n be the number of such maxima; by the excision property of the degree it must hold:
h that gives n = 2 k , proving the claim.
Now we drop the dependence on k and we define Λ(U ) as the unique (by the evenness of the function) maximum of Ψ with all positive components, and we will prove that it satisfies (ii)-(v).
Assertion (ii) follows by noting that Λ(U ) is (the unique) positive solution of (19). Now we take U ∈ N (I), so that λ i (U ) = 1 for every i, and by (19) it holds
by the positivity of H. Now (iii) follows by using the subcritical assumption (f 1 ) and the Sobolev inequality.
In order to prove the weak l.s.c. property of Φ, let U n weakly converge to U 0 ∈ T . Then U 0 ≤ lim inf U n ; on the other side, due to the subcritical growth of F (assumption (f 1 )) and thanks to the compact embedding Finally (v) holds as a consequence of the Implicit Function Theorem applied to (19).
It is worthwhile noticing that, defining the following value
it turns out by the lemma that d = c. This remark will be useful in proving that the problem of minimizing I on the Nehari manifold N (I) has a solution:
Lemma 8.2 There exists (U c ) ∈ N (I) such that I(U c ) = c.
Proof: let (U n ) ⊂ N (I) be a minimizing sequence and assume I(U n ) ≤ c + 1. Now, computing: (α + 2)I(U n ) − ∇I(U n ) · U n with α > 0 as in assumption (h 2 ), we have
where by assumptions (f 2 ) and (h 2 ) the three terms in square brackets are positive. We have
and thus the sequence (U n ) is bounded. Hence, up to a subsequence, there existsŪ ∈ (H 1 0 (Ω)) k weak limit of (U n ). It is easy to verify thatŪ ∈ T ; indeed by Lemma 8.1 (iii), it holds u (n) i L p ≥ γ for all n ∈ N, and, by the L p -strong convergence of U n toŪ , we also obtain (ū) i L p ≥ γ. 
I(ΛŪ )
and by applying Lemma 8.1 again, we obtain the existence of a k-upleΛ such that (due to (i)) c ≡ I(ΛŪ ) and (due to (ii))ΛŪ ∈ N (I). Setting U c :=ΛŪ we finally conclude the proof. • if t i = 0, then H i = +∞.
Proof of Proposition 8.2, part 2. In order to conclude the proof of Proposition 8.2 it suffices to show that, for i = j, u 0 i and u 0 j have disjoint support: this is consequence of property (iii) and of the strong convergence of U ε to its weak limit. Indeed this implies Ω H(U 0 ) = 0 :
by assumption (h 3 ) this means u 0 i (x) · u 0 j (x) = 0 a.e. x ∈ Ω and proves supp(u 0 i ) ∩ supp(u 0 j ) = ∅ for every i = j. Moreover by (iv) we also obtain J(U 0 ) = c 0 , finally proving the assertion.
As a final remark, note that, if we pass to the limit in (17) as ε → 0, by exploiting the strong convergence of the solutions U ε to the k-uple U 0 and (iii), we realize that
