between the measured image points and estimated image points. The points in each image are subject to noise, while the refined solution is only optimal to measured 2D image points, not to the real 3D points. So the final solution can inevitably be contaminated with large error, especially in depth direction when this refined solution is used for 3D reconstruction. Secondly, not all the parameters are optimized simultaneously. In most cases only part of the parameters are assumed to need refining while others are assumed to be correct and keep constant in optimization process, just like Tsai (R, Y, Tsai, 1987) , which may result in the parameter not globally optimized. The third is the above techniques inherit well-known problems plaguing these differential-based methods, i.e. poor convergence and susceptibility to be trapped in local minimum. This is especially true for the objective function of camera calibration involves too many camera parameters and leads to a complex error surface. So the risk of local rather than global optimization might be severe with conventional methods. To alleviate the problems in the existing calibration techniques, we develop an alternative paradigm based on a new cost function to conventional reprojection error cost function. And we try Genetic Algorithms (GA) in the searching process instead of differential method in order to get globally optimal solution in high-dimension parameter space and avoid trapping in local minimum. This chapter is organized as follow. In section 2, the space rover simulation system is introduced. In section 3, the camera model of stereo-vision system is proposed. Section 4 introduces the calibration method, which is based on planar homography constraint to get the initial solution. Section 5 gives the optimization strategy, including Reconstruction Error Sum, a new cost function, and GA searching process. Simulation images, real images and real environment experiment results are given in section 6. The article is concluded in section 7. Fig. 1 . Space rover cameras system.
Space rover simulation system
In our space rover, we fix 3 pairs of cameras, i.e. navigation cameras on mast, 2 pairs of hazard detection cameras in front of the rover and at the back of the rover, as Fig.1 shows.
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The hazard detection cameras are used to real-time obstacle detection and arm operation observation. The navigation cameras can pan and tilt together with the mast to capture environmental images all round the rover, then these images are matched and reconstructed to create Digital Elevation Map (DEM). Simulation environment can be built, including camera images, DEM, visulization interface and simulation space rover, as Fig.2 indicates. In real application, rover sends back images and status data. Operators can plan the rover path or arm motion trajectory in this tele-operation system (Backes & Tso, 1999) . The simulation rover moves in the virtual environment to see if collision occurs. The simulation arm moves in order to find whether the operation point is within or out of the arm work space. This process repeats until the path or the operation point is guaranted to be safe. After these validations, instructions are sent to remote space rover to execute. 
Camera model
The finite projective camera, which often has pinhole model, is used in this chapter just like Faugeras suggested (Faugeras and Lustman, 1988) . As Fig.3 The subscript q=1,2 denotes left and right camera respectively. If the number of pixels per unit distance in the image coordinates are m x and m y in the x and y directions, f is the focal of length, k uq =fm x and k vq =fm y represent the focal length of camera in terms of pixel dimensions in the x and y directions respectively. S q is skew parameter, which is zero for most normal cameras. However, it is not in some instances like x and y axes is not perpendicular in the CCD array. u 0q and v 0q are the pixel coordinates of image center. The rotation matrix and translation vector between camera frame F cq and world frame F w are R q and t q respectively. A 3D point P projects on image plane. The coordinate transformation from world reference frame to camera reference frame can be denoted:
The suffix indicates the reference frame, c is camera frame and w is world frame. The undistorted normalized image projection of P is: Fig. 3 . World frame and camera frames.
As 4mm-focal-length wide angle lens is used in our stereo-vision system, the view angle approaches 80 o . In order to improve reconstruction precision, lens distortion must be considered. Image distortion coefficients are represented by k 1q , k 2q , k 3q , k 4q and k 5q . k 1q , k 2q and k 5q denote radial distortion component, and k 3q , k 4q denote tangential distortion component. The distorted image projection n dq is the function of the radial distance from the image center: 
From (1)(2) and (3), the final distorted pixel coordinate is:
Where ≅ means equal up to a scale factor.
Calibration method
The calibration method we use is on the basis of planar homography constraint between the model plane and its image. The model plane is observed in several positions, just like Zhang (Z, Z, Zhang, 2000) introduced. At the beginning of calibration, image distortion is not considered. And the relationship between the 3D point P and its pixel projection p q is:
Where q λ is an arbitrary factor. We assume the model plane is on Z=0 of the world coordinate system. Then (6) can be changed into:
Here r 1q , r 2q are the first two columns of rotation matrix of two cameras, and H q is the planar homography between two planes. If more than four pairs of corresponding points are known, H q can be computed. Then we can use orthonormal constraint of r 1q and r 2q to get the closed-form solution of intrinsic matrix. Once K q is estimated, the extrinsic parameters , 
Optimization scheme
As image quantification error exists, the estimated point position and the true value don't coincide correctly, especially in z direction. Experiment shows if quantification error reaches 1/4 pixel, the error in z direction may be beyond 1%. Fig.4 shows the observation model geometrically. Gray ellipses represent uncertainty of 2D image points while the ellipsoids represent the uncertainty of 3D points. Constant probability contours of the density describe ellipsoids that approximate the true error density. For nearby points the contours will be close to spherical; the further the points the more eccentric the coutours become. This illustrates the importance of modelling the uncertainty by a full 3D Gaussian density, rather than by a single scalar uncertainty factor. Scalar error models are equivalent to diagonal convariance matrics. This model is appropriate when 3D points are very close to the camera, but it breaks down rapidly with increasing distance. Ever though Gaussian error model and uncertainty regions don't coincide completely, we still have the opinion Gaussian model will be useful when quantization error is a significant component of the uncertainty in measured image coordinates. This uncertainty model is very important in space rover ego-mtion estimation in space environment when there is no Global Position System(Z, Chuan.& Y, K, Du. 2007). The above solution in (8) p Kk k R t P is the estimated projection of point P j in image i, followed by distortion according to (3) and (4). The minimizing process is often solved with LM Algorithm. However, (8) is not accurate enough if it is used for localization and 3D reconstruction. The reason is just like section 1 described. Moreover, there are too many parameters to be estimated, namely, five intrinsic parameters, and five distorted parameters plus 6n extrinsic parameters for each camera. Each group of extrinsic parameter might be only optimized for the points on the current plane, while it maybe deviate too much from its real value. So a new cost function is explored here, which is on the basis of Reconstruction Error Sum (RES). Fig. 4 . Binocular uncertainty analysis.
Cost function
Although the cost function using reprojection error is equivalent to maximum likelihood estimation, it has defect in recovering depth information, for it iteratively adjusts the estimated parameters to make the estimated image point approach the measured point as closely as possible. (10) minimizes the sum of all distance between the real 3D points and their estimated points. This cost function might be better than (9), because (10) is a much stricter constraint. It exploits the 3D constraint in world frame, while (9) is just a kind of 2D constraint on image plane. The optimization target P j is no bias, because it is assumed to have no error in 3D space, while p ijq in (9) is subject to image quantification error. Even though (10) still has image quanti-fication error in the image projections, which might propagate itself to calibration parameter and propagate calibration error to reconstructed 3D points, the calibration error and the reconstruction error can be reduced by comparing the 3D reconstructed points with their no-bias optimization target P j iteratively.
Searching process
Finding solution b in (11) is a searching process in 32-dimension space. Common optimization methods like Gauss Newton and LM method might be trapped in local minimum. Here we use Genetic Algorithms (GA) to search the optimal solution (Gong and Yang, 2002) . GA has been employed with success in variety of problems and it is robust to local minima and very easy to implement. The chromosome we construct is b in (11), which has 32 genes. We use real coding because problems exists in binary encoding, like Hamming Cilff, computing precision and decoding complexity. The initial parameters of camera calibration are obtained from the methods introduced in section 3. At the beginning of GA, searching scope must be determined. It is very important because appropriate searching scope can reduce computational complexity. The chromosome is generated randomly in the region near the initial value. The fitness function we chose here is (10). The whole population consists of M individuals, where M=200. The full description of GA is below: 
Experiment result

Simulation experiment result
Both simulation and real image experiments have been done to verify the proposed method. Both left and right simulated cameras have the following parameter: k uq =k vq =540, s q =0, u 0q =400, v 0q =300, q=1,2. The length of the baseline is 200mm. World frame is bound at the midpoint on the line connecting the two optic centers. Rotation and translation between two frames are pre-defined. The distortion parameters of the two cameras are given. Some emulated points in 3D world, whose distances to the image center are about 1m, project on the image planes. These image points are added with Gauss noise of different level. With these image projections and 3D points, we calibrate both emulation cameras with three different methods, Tsai method, Matlab method (Camera calibration toolbox for matlab), and our scheme. A normalized error function is defined as:
It is used to measure the distance between estimated cameras parameters and true cameras parameters so as to compare the performance of each method. Where ˆ, ii bb are the i th element estimated and real values of (11) respectively, and n is the parameter number of each method. The performances of three methods are compared, and the results are shown in table 1, where RES is our method. 1/8, 1/4, and 1/2 pixel noise is added in image points to verify the robustness of each method. From table 1, it can be seen our method has higher precision and better robustness than Tsai and Matlab methods. 
Real image experiment result
Real image experiment is also performed on the 3D platform, which can translate in X, Y, Z direction with 1mm precision. The cameras used are IMPERX 2M30, which are working in the binning mode with 800 600 × resolution, together with 4mm-focal-length lens. The length of baseline is 200mm. A calibration chessboard is fixed rigidly on this platform about 1m away from the camera. About 40 images, which are shown in Fig.5 , are taken every tencentimeter on left, middle and right side of view field along depth direction. The configuration between the camers and chessboard is shown in Fig.6 . First we use all the corner points as control points for coarse calibration. Then 4 points of each image, altogether about 160 points are selected for optimization with (10). The rest 7000 points are used for verification. We use Pentium 1.7GHz CPU, and VC++ 6.0 developing environment, calibration process needs about 30 minutes. Calibration result obtained from Tsai method, Matlab toolbox and our scheme, are used to reconstruct these points. Error distribution histogram is shown in Fig.7 , in which (a) is Tsai method, (b) is Matlab scheme, and (c) is our RES method. The unit of horizontal axis is millimeter. Table 2 
Real environment experiment result
In order to validate the calibration precision in real application, we set up a 15×20m indoor environment, and a 6×3m slope made up of sand and rock. We calibrate the navigation cameras, which have 8mm-focal-length lens, in the way introduced above. After the images are captured, as Fig.8 shows, we perform character extraction, point match, 3D point-cloud creation. DEM and triangle grids are generated using these 3D points. Then the gray levels of the images are mapped to the virtual environment graphics. Finally, we have the virtual simulational environment, as Fig.9 indicates, which is highly consistent with the real environment. The virtual space rover is put into this environment for path planning and validation. In Fig.10 , the blue line, which is the planned path, is generated by operator. The simulation rover follows this path to detect if there is any collision. If not, the operator transmitts this instruction to space rover to execute. In order to validate the calibration precision for arm operation in real environment, we set up a board in front of the rover arm. The task of the rover arm is to drill the board, collect sample and analyse its component. We calibrate the hazard detection cameras, which have 4mm-focal-length lens, in the way introduced above too. After the images are captured, as Fig.11 shows, we perform character extraction, point match, 3D point-cloud creation. DEM and triangle grids are generated using these 3D points. The virtual simulation environment, as Fig.12 indicates, can be generated in the same way as mentioned above. The virtual space rover together with its arm, which has 5 degree of freedom, are put into this environment for trajectory planning and validation. After the opertor interactively gives a drill point on the board, the simalation system calculates whether point is within or out of the arm work space. Or there is any collision and singularity configuration on the trajectory. This process repeats until it proves to be safe. Then the operator transmitts this instruction to the rover arm to execute. Both of the experients prove the calibration precision is accurate enough for rover navigation and arm operation. 
Conclusion
Stereo vision can percept and measure the 3-D information of the unstructured environment in a passive manner. It provides consultant support for robotics control and decisionmaking, and it can be applied in the field of rover navigation, real-time hazard avoidance, path programming and terrain modelling. In this chapter, a high precision camera calibration method is proposed for stereo vision system in space rover using wide angle lens. It exploits 5 parameters to describe lens distortion. To alleviate the problems in the existing calibration techniques, we develop an alternative paradigm based on a new cost function to conventional reprojection error cost function. Genetic algorithm is used in searching process in order to get globally optimal solution in high-dimension parameter space and avoid trapping in local minimum instead of differential method. Simulation and real images experiments show that this scheme has higher precision and better robustness than traditional method for space localization. In real envrionment experiment, both Digital Elevation Map and virtual simulation environment can be generated accurately for rover path planning, validation and arm operation. It can be successfully used in space rover simulation system.
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