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Nous conside rons les suites codant l’orbite, sous l’action d’une rotation d’angle
irrationnel, d’un point du cercle unite de coupe en deux intervalles. Dans le cas ou
les longueurs des intervalles sont supe rieures ou e gales a l’angle de rotation, nous
montrons que le langage d’un tel codage peut e^tre construit en ite rant infiniment
quatre applications ‘‘lettres a mots’’ que nous pre cisons. L’ordre dans lequel ces
applications sont ite re es est donne par un de veloppement de l’angle de rotation et
de la longueur de l’un des intervalles du de coupage par un algorithme de type
‘‘fractions continues’’.
We consider sequences over two letters alphabet defined as the coding of the
orbit, under an irrational rotation, of a point in the unit circle with respect to a
partition into two intervals semi-opened. In the case where lengths of intervals are
greater than the angle of the rotation, we show that languages of such codings can
be generated by iterating infinitely four particular morphisms (i.e., ‘‘letter to word’’
maps). Iteration’s ordering of these morphisms is given by an explicit development
of the angle and the length of one of the intervals according to a ‘‘continued frac-
tions’’ like algorithm.  1998 Academic Press
0. INTRODUCTION
Les suites a termes dans un alphabet fini apparaissent dans divers
domaines des mathe matiques. Par leur construction les codages de rota-
tions sont certainement les suites offrant le plus de connections entre la
combinatoire des mots et la the orie des nombres. Pour les construire, on
se donne tout d’abord un re el : et une partition du cercle unite en un
nombre fini d’intervalles, chacun associe a une lettre diffe rente. On peut
alors coder l’orbite de tout point x du cercle unite sous l’action de la rota-
tion d’angle : modulo 1: c’est-a -dire construire la suite dont le nie me terme
est la lettre correspondant a l’intervalle auquel appartient le point
x+n: mod 1.
Le premier cas a e tudier est celui des partitions du cercle unite en deux
intervalles. Les codages de ce type peuvent alors e galement s’interpre ter
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comme diffe rences termes a termes de deux suites de Beatty de me^me incre -
ment, c’est-a -dire comme suite de la forme (wn%++x&wn%+&x)n # N avec
%, + et & re els. L’angle de rotation correspondant est alors la partie fraction-
naire [%] de %; la diffe rence en valeur absolue de [&] et [+] donne la lon-
gueur de l’un des deux intervalles de la partition.
Une classe particulie re de ces suites a d’ores et de ja e te intensivement
e tudie e. En effet, lorsqu’on conside re un de coupage en deux intervalles et
que l’un des deux est de longueur e gale a l’anglece qui correspond pour
la seconde de finition au cas ou |[+]&[&]| est e gal a [%] ou 1&[%]on
obtient des suites qui ont exactement n+1 facteurs diffe rents de longueur n.
Les suites ve rifiant cette proprie te combinatoire sont dites ‘‘sturmiennes.’’
Dans [10], M. Morse et G. A. Hedlund ont montre qu’une suite est stur-
mienne si et seulement si c’est un codage dont l’angle est irrationnel et e gal
a la longueur de l’un des intervalles de la partition.
Depuis l’e tude de ces suites est certainement un des domaines de la dyna-
mique symbolique et de la combinatoire des mots les plus prolifiques
comme en te moigne l’abondante litte rature consacre e a ce sujet (voir [3]).
Leur interpre tation en tant que diffe rences de suites de Beatty ou ‘‘mot
caracte ristique’’ a e te e galement de veloppe e (voir, par exemple [5, 8, 9, 14]).
L’inte re^t qu’elles suscitent encore a ce jour s’explique par diverses raisons.
Ce sont d’une part les suites non-ultimement pe riodiques les plus simples du
point de vue combinatoire. D’autre part elles constituent l’un des liens les
plus e tablis entre arithme tique et combinatoire des mots.
L’e tude des suites sturmiennes est empreinte de cette dualite et la
de monstration de leurs caracte ristiques fait souvent appel a des re sultats de
the orie des nombres. Inversement, on peut utiliser leurs proprie te s combi-
natoires pour de montrer ou donner des de monstrations plus simples de
re sultats arithme tiques. Par exemple, le the ore me des trois distances, qui
assure que pour tout entier naturel n la distance sur le cercle unite de deux
points conse cutifs pris dans l’ensemble [k: mod 1, 0k<n] prend au plus
trois valeurs, peut e^tre retrouve assez naturellement en e tudiant leurs
langages [1].
L’angle de rotation associe a une suite sturmienne y appara@^t sous
diverses formes. Un des faits les plus remarquables a ce propos est que le
de veloppement en fraction continue de l’angle de rotation associe a une
suite sturmienne intervient naturellement dans la construction de son lan-
gage comme le montre un re sultat de P. Arnoux et G. Rauzy que nous
rappelons plus bas.
Nous nous inte ressons ici au cas, plus ge ne ral, ou l’angle de rotation :
n’est pas ne cessairement e gal a la longueur de l’un des intervalles de la
partition, en restreignant toutefois notre e tude aux cas ‘‘non de ge ne re s’’ ou
les intervalles sont semi-ouverts et de longueurs supe rieures ou e gales a
l’angle :.
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E tant donne un codage de rotation, nous montrons que l’angle de rota-
tion : et ; la longueur de l’un des intervalles de la partition permettent de
construire une suite ayant les me^mes facteurs que le codage initial. Plus
pre cise ment nous de montrons le re sultat suivant:
The ore me. Le syste me dynamique symbolique associe a un codage de
rotation sur deux lettres, non de ge ne re et de parame tres (:, ;) est engendre
par la suite limite de:
.‘w(1&;0):0x&1A ‘
w;0 :0x&1
B _ i0‘
w(1&;1):1x&1
A ‘
w;1:1x
B _ i1 } } }
‘w(1&;n):nx&1A ‘
w;n:nx
B _in ‘
w(1&;n+1):n+1x&1
A ‘
w;n+1:n+1x
B (bd)
avec (:0 , ;0)=(:, ;) et pour tout entier naturel k:
&ik=0 et (:k+1 , ;k+1)=\1&{ 1:k= , {
;k
:k=+ si {
1
:k ={
;k
:k= ,
&ik=1 et (:k+1 , ;k+1)=\{ 1:k = , 1&{
;k
:k =+ sinon.
ou ., ‘A , ‘B , _0 et _1 sont les applications suivantes:
. ‘A ‘B _0 _1
a
b
c
d
w
w
w
w
1
1
0
0
,
a
b
c
d
w
w
w
w
a
bc
c
d
,
a
b
c
d
w
w
w
w
a
b
c
da
,
a
b
c
d
w
w
w
w
bda
b
dbc
d
, et
a
b
c
d
w
w
w
w
bcd
bc
dab
da
Notons que la classe de codages conside re e inclut les suites sturmiennes
et les codages de complexite 2n e tudie s par G. Rote dans [13].
Ce re sultat est a rapprocher de celui e tabli par P. Arnoux et G. Rauzy a
propos des suites sturmiennes.
The ore me 0.1 (Arnoux et Rauzy [2]). Le syste me sturmien associe au
nombre irrationnel : est engendre par la suite limite de:
{a00 {
a1
1 {
a2
0 } } } {
a2n
0 {
a2n+1
1 (0),
ou [0; a0+1, a1 , a2 } } } ] est le de veloppement en fraction continue de : et {0 ,
{1 sont les applications suivantes:
{0 {1
0
1
w
w
0
10
et
0
1
w
w
01
1
.
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La section suivante introduit les notations et les de finitions formelles des
objets e tudie s ainsi que quelques re sultats utiles s’y rapportant. Nous y pre -
sentons les graphes des mots, e galement appele s graphes de Rauzy, qui
constituent l’outil principal de nos de monstrations. La fin de cette section
est consacre e aux codages de rotations. Nous y rappelons entre autres une
caracte risation combinatoire des codages de rotations sur deux lettres que
nous avons e tablie dans [6] et qui est a l’origine du pre sent travail.
Nous avons e te amene s a de finir une classe de codages de rotations asso-
cie s a un certain type de partition en quatre intervalles: Les 2-recodages.
C’est pour cette raison que les applications du the ore me principal portent
sur un alphabet de quatre lettres. La Section 2 est consacre e a l’e tude de
cette classe de codages qui sont naturellement associe s aux codages non
de ge ne re s sur deux lettres. Ces codages se regroupent en quatre grandes
familles selon leurs graphes des mots. Nous y e tablissons qu’un 2-recodage
se ‘‘factorise’’ en un nouveau 2-recodage par l’une des applications ‘‘lettres
a mots’’ du the ore me principal, le choix de l’application de pendant de la
famille a laquelle il appartient.
Le the ore me principal est de montre dans la Section 3 ou nous donnons
deux exemples de son application: a un codage de parame tres donne s tout
d’abord, puis aux suites sturmiennes. Le de veloppement des parame tres de
la rotation apparaissant dans ce re sultat est pre sente de fac on formelle dans
la Section 4. Nous y e nonc ons e galement quelques-unes de ses proprie te s.
1. NOTATIONS, DE FINITIONS ET RE SULTATS PRE LIMINAIRES
1.1. Suites et syste mes dynamiques symboliques
E tant donne un ensemble E, on note *E le cardinal de E. On appelle
alphabet tout ensemble fini non vide d’e le ments, appele s lettres ou sym-
boles, que nous noterons en gras pour e viter toute confusion.
Un mot sur un alphabet A est une suite de lettres de A indexe e sur
[0, 1, ..., n&1] pour un entier naturel n, si le mot est fini, et sur N sinon;
on parle alors de suite. Le mot vide, note =, ne contient aucune lettre. La
longueur d’un mot fini w, note e |w|, est le nombre de lettres le composant.
On de signera par A* l’ensemble des mots finis sur A (incluant =) et par
AN celui des suites sur A.
Une application courante sur les suites symboliques est le de calage, note T,
qui associe a toute suite u=(un)n # N sur un alphabet A, la suite Tu=
(un+1)n # N .
Le concate ne de deux mots non vides u=u0 } } } u |u|&1 et v=v0 } } } v |v|&1 ,
note uv, est le mot u0 } } } u |u|&1 v0 } } } v |v|&1 , le mot vide e tant neutre pour la
concate nation. L’ensemble A* muni de la concate nation est un mono@ de
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libre. Si k est un entier naturel non nul, la notation vk de signe le concate ne
de k occurrences du mot v, v0 le mot vide et v la suite constitue e d’une
infinite de concate nations de v.
Soient A et B deux alphabets. Toute application de A ver (B*)&[=] ,
qu’on appellera substitution de A vers B, se prolonge par concate nation en
morphisme de A* vers (B*)&[=] et en application de A
N vers BN. En par-
ticulier, on appellera projections les morphismes ‘‘lettre a lettre’’ (prolon-
geant une application de A vers B).
Soient v une suite sur l’alphabet B et _ une substitution de A vers B.
Une suite u sur l’alphabet A est une factorisation de v par _ s’il existe un
entier naturel n<|_(u0)| tel que v=T n_(u).
Soit u une suite sur un alphabet A. On note Ln(u) l’ensemble des fac-
teurs de longueur n de u, c’est-a -dire des mots de la forme ui ui+1 } } } ui+n&1
pour un entier naturel quelconque i. Le langage de u, note L(u) est l’en-
semble des facteurs finis de u (i.e. L(u)=n # N Ln(u)).
La fonction de complexite d’une suite u associe a tout entier naturel non
nul n, p(u, n) le nombre de facteurs de longueur n diffe rents apparaissant
dans u (i.e. p(u, n)=*Ln(u)). Parmi les facteurs d’une suite on en distingue
certains dits bispe ciaux. Un facteur w de u est dit bispe cial s’il existe t, x,
y et z des symboles de L1(u) avec x{t et y{z tels que tw, xw, wy et wz
apparaissent dans u.
Une suite u est dite re currente (resp. uniforme ment re currente) si tout fac-
teur de u y appara@^t une infinite de fois (resp. une infinite de fois a lacunes
borne es).
Le syste me dynamique associe a une suite u est le couple (O(u), T ) ou
O(u) de signe la fermeture, dans AN muni du produit des topologies dis-
cre tes, de l’orbite de u sous l’action du de calage T. L’ensemble O(u) de pend
pour l’essentiel du langage de u: on a O(u)=O(v) si et seulement si
L(u)=L(v).
Dans certains cas, la donne e de n’importe quel e le ment du syste me per-
met de reconstruire le syste me entier. Les syste mes dynamiques posse dant
cette proprie te sont dit minimaux. Formellement, un syste me dynamique
est minimal s’il ne contient pas de ferme non trivial invariant par la trans-
formation de finissant le syste me.
Pour un syste me engendre par une suite symbolique (i.e. a valeurs dans
un alphabet fini), cette proprie te topologique a son pendant combinatoire:
le syste me dynamique associe a une suite u est minimal si et seulement si
u est uniforme ment re currente.
1.2. Graphe des mots d ’une suite
Introduits par G. Rauzy, les graphes des mots sont associe s a une suite
u ou pluto^t a son langage. Ils permettent une visualisation des encha@^ne-
ments des facteurs de u d’une longueur donne e.
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De finition 1.1 (Rauzy [12] ou Arnoux et Rauzy [2]). Soit u une
suite sur un alphabet A. On appelle graphe des mots de longueur n de u
le graphe oriente dont les sommets sont les e le ments de Ln(u), deux som-
mets v et v$ e tant relie s par une are^te oriente e de v vers v$, que l’on e tiquette
ge ne ralement par la dernie re lettre de v$, s’il existe un mot w de Ln+1(u)
dont v est pre fixe et v$ suffixe.
Le graphe des mots de longueur n d’une suite est une repre sentation pra-
tique de l’ensemble de ses facteurs de longueur n+1. Par exemple, la
figure 1 repre sente le graphe des mots de longueur 1 d’une suite sur [0, 1]
dont l’ensemble des facteurs de longueur 2 est [00, 01, 10, 11].
Pour tout entier naturel n, tout facteur w de u est associe a un chemin
sur les are^tes de son graphe des mots de longueur n: si w est un facteur
de u, il existe un chemin du graphe tel que w est la concate nation des are^tes
successives du chemin. En ge ne ral la re ciproque est fausse pour les facteurs
de u de longueurs supe rieures a n. Toutefois, si u n’admet pas de facteur
bispe cial de longueur n, pour tout mot w de longueur n de u, l’apparition
de xw et wy dans u avec x # L1(u) et y # L1(u) implique que le mot xwy est
un facteur de u. Ce cas correspond pour le graphe des mots de longueur n
de u a la situation ou aucun sommet n’a simultane ment plus d’une are^te
entrante et plus d’une are^te sortante. La donne e du graphe des mots de
longueur n de termine alors parfaitement le graphe des mots de longueur
n+1.
1.3. Codages de rotations
De finition 1.2. Une suite sur un alphabet A=[a0 , a1 , ..., ag] est un
codage de rotation s’il existe deux nombres re els : # [0, 1[ et x # [0, 1[ et
une partition du cercle en *A intervalles [Ia0 , ..., Iag], tels que, pour tout
entier naturel k, on ait:
uk=aj si x+k: mod 1 # Iaj .
Nous conside rerons par la suite que le cas ou l’angle : est irrationnel (si
: est rationnel les suites associe es sont pe riodiques et leur e tude pre sente
peu d’inte re^t).
Nous noterons r: la rotation d’angle : modulo 1 et nous supposerons
:< 12 , quitte a remplacer : par 1&: et a changer le sens de rotation.
FIG. 1. Un exemple de graphe des mots.
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Soit u un codage de rotation. Pour tout facteur w=w0w1 } } } w |w|&1 de u,
nous noterons Iw l’ensemble  |w|&1i=0 r
&i
: (Iwi).
Un facteur w admet une occurrence au rang k de u si et seulement si
x+k: # Iw . On en de duit que si un mot w admet au moins une occurrence
dans u, l’ensemble Iw n’est pas vide. Notons e galement qu’une conse quence
de l’e quire partition de l’ensemble [n: mod 1 | n # N] est que la somme des
longueurs des intervalles constituant Iw donne la fre quence du facteur w
dans la suite u.
De finition 1.3. Un codage de rotation d’angle : est dit non de ge ne re
s’il ve rifie:
 : est irrationnel;
 les intervalles de la partition associe e sont tous semi-ouverts et de
longueurs supe rieures ou e gales a :.
Conside rer des codages dont la partition contient un ou plusieurs inter-
valles de longueurs infe rieures a l’angle de rotation pose un proble me dont
nous parlerons dans la Section 5. Supposer que les intervalles de la parti-
tion sont semi-ouverts est essentiellement utile pour s’assurer de l’uniforme
re currence des codages obtenus comme le montre la proposition suivante.
Proposition 1.1 [6]. Un codage de rotation n’est pas uniforme ment
re current si et seulement si deux intervalles I et J de la partition, avec I ferme
a gauche et J ferme a droite, sont tels que la borne infe rieur de I et la borne
supe rieure de J appartiennent a l ’orbite, sous l ’action de la rotation, du point
de de part associe au codage.
Nous nous inte ressons ici aux codages de rotation sur un alphabet a
deux lettres: [0, 1]. E tant donne un tel cadrage, on appelle parame tres du
codage le couple (:, ;) ou : de signe l’angle de rotations et ;=|I1|.
Nous avons obtenu dans [6] une caracte risation combinatoire ge ne rale
des codages de rotations sur un alphabet quelconque. Pour une classe de
codages sur deux lettres incluant celle des codages non de ge ne re s, cette
caracte risation a une expression simple que nous rappelons pour informa-
tion.
Elle fait intervenir deux automates cellulaires particuliers que nous
notons f0 et f1 , et qui, a toute suite u de [0, 1]N, associent respectivement
les suites f0(u) et f1(u) telles que pour tout entier naturel k, on ait:
f0(u)k= f 0(uk uk+1) et f1(u)k= f 1(uk uk+1),
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ou f 0 et f 1 sont les fonctions de [0, 1]2 and [0, 1] de finies par:
f 0 f 1
00 w 0
01 w 0
10 w 1
11 w 0
et
00 w 0
01 w 1
10 w 0
11 w 0
The ore me 1.1 [6]. Une suite u sur l ’alphabet [0, 1] est un codage de
rotation d ’angle : irrationnel associe a une partition en deux intervalles
contenant tous deux un intervalle semi-ouvert de longueur : si et seulement
si les suites f0(u) et f1(u) sont sturmiennes.
La de monstration de ce the ore me repose sur le fait que, sous ces hypo-
the ses, les intervalles I01 et I10 sont semi-ouverts de longueur :.
2. UNE CLASSE PARTICULIE RE DE CODAGES DE ROTATIONS
Nous introduisons dans cette section une classe de codages de rotations
sur quatre lettres, associe s a une partition en quatre intervalles du cercle
unite , qui sont fortement lie s aux codages de rotations sur deux lettres non
de ge ne re s.
De finition 2.1. On appelle 2-recodage un codage de rotation d’angle :
irrationnel sur l’alphabet [a, b, c, d] tel que:
 les intervalles Ia , Ib , Ic et Id de la partition sont semi-ouverts et
apparaissent conse cutivement dans cet ordre lorsqu’on suit le sens de
rotation
 on a |Ib |=|Id |=:.
En notant ; la somme des longueurs des intervalles Ia et Ic , on appellera
parame tres de u les re els : et ;.
Les intervalles Ia et Ic peuvent e^tre vides mais pas simultane ment car on
aurait alors := 12 . Quitte a translater le de coupage et le point de de part
associe a un 2-recodage, nous supposerons la borne infe rieure de Ia nulle
(Fig. 2).
Dans les de monstrations et figures suivantes nous conside rerons toujours
que les intervalles de la partition sont semi-ouverts a droite, le cas ou ils
sont semi-ouverts a gauche se traitant exactement de la me^me fac on.
Nous allons voir qu’il y a en fait correspondance entre les 2-recodages et
les codages de rotations non de ge ne re s.
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FIG. 2. De coupage du cercle associe a un 2-recodage.
Introduisons l’application . de [a, b, c, d] dans [0, 1] de finie par:
.
a w 1
b w 1
c w 0
d w 0
Remarque 2.1. Si u est un 2-recodage alors la suite .(u) est un codage
de rotation non de ge ne re . Re ciproquement, si v est un codage de rotation
non de ge ne re alors la suite u de finie pour tout entier naturel k par:
uk={
a
b
c
d
si vkvk+1=11,
si vkvk+1=10,
si vkvk+1=00,
si vkvk+1=01,
est un 2-recodage.
Pour de montrer la seconde partie de la remarque, il suffit de remarquer
que si min[;, 1&;]: et si les intervalles I0 et I1 sont semi-ouverts alors
les intervalles I01 et I10 sont semi-ouverts de longueur : (voir [6]).
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On obtient en fait la suite u en recodant les facteurs de longueur 2 de la
suite .(u) d’ou la terminologie ‘‘2-recodage.’’ Ceci implique de plus que,
pour tout entier naturel non nul n, le graphe des mots de longueur n de u
a exactement la me^me forme que le graphe des mots de longueur n+1 de
.(u).
En particulier, le graphe des mots de longueur 1 de u est l’un de ceux
pre sente s dans la Fig. 3.
Remarque 2.2. Soit u un 2-recodage de parame tres (:, ;). Le graphe
des mots de longueur 1 de u est:
 le graphe (A) si :<;<2: et 1&;>2:,
 le graphe (A$) si :<;<2: et 1&;=2:,
FIG. 3. Graphes de mots de longueur 1 possibles d’un 2-recodage.
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 le graphe (A") si ;=: et 1&;>2:,
 le graphe (B) si ;>2: et :<1&;<2:,
 le graphe (B$) si ;=2: et :<1&;<2:,
 le graphe (B") si ;>2: et 1&;=:,
 le graphe (C) si ;>2: et 1&;>2:,
 le graphe (C$) si ;=2: et 1&;>:,
 le graphe (C") si ;>2: et 1&;=2:,
 le graphe (D) si :<;<2: et :<1&;<2:,
 le graphe (D$) si ;=: et :<1&;<2:,
 le graphe (D") si :<;<2: et 1&;=:.
Comme : est irrationnel, on ne peut pas avoir simultane ment ;=: (resp.
;=2:) et 1&;=: ou 1&;=2:.
Par la suite nous dirons qu’un 2-recodage est de type (A ) (resp. (B ), (C ),
(D )) si son graphe des mots de longueur 1 est le graphe (A), (A$) ou (A")
(resp. (B), (B$), ou (B"), ...).
2.1. Les 2-Recodages de Type (A ), (B ), ou (C )
Notons ‘A et ‘B les deux applications suivantes:
‘A ‘B
a
b
c
d
w
w
w
w
a
bc
c
d
et
a
b
c
d
w
w
w
w
a
b
c
da
Nous allons montrer que l’on peut factoriser les 2-recodages de type (A ),
(B ), ou (C ) par ‘A ou ‘B .
Lemme 2.1. Si u est un 2-recodage de type (A ) ou (C ) et de parame tres
(:, ;) alors u se factorise par ‘A en un 2-recodage de parame tres
(:(1&:), ;(1&:)).
Preuve. Soit u un 2-recodage de parame tres (:, ;) et x0 le point de
de part associe a cette suite. Si cette suite st de type (A ) ou (C ), par de fini-
tion le seul facteur de longueur 2 de u commenc ant par b est bc (voir
Fig. 3).
Ge ome triquement ceci signifie que r:(Ib )/Ic . L’intervalle Ib e tant semi-
ouvert de longueur :, l’intervalle r:(Ib ) lui est contigu et de me^me longueur.
285CODAGES DE ROTATIONS ET FRACTIONS CONTINUES
FIG. 4. Position de l’intervalle r:(Ib ).
Soit alors Jc l’intervalle Ic prive de r:(Ib ) (voir Fig. 4) et posons K=Ia _
Ib _ Jc _ Id (i.e., l’intervalle [0, 1[ prive de r:(Ib )). L’intervalle Jc peut
e ventuellement e^tre vide.
De finissons la suite v, e gale a u si x0  r:(Ib ) et a bu sinon.
La suite v est engendre e par une rotation de me^me de coupage et de
me^me angle que u et son point de de part x$0 est e gal soit a x0 soit a x0&:
selon que v=u ou v=bu. On est assure que x$0  r:(Ib ). Enfin la minimalite
de v implique que les langages de ces deux suites sont e gaux.
De finissons alors u$ la suite obtenue en supprimant dans v la premie re
lettre suivant une occurrence de b. La lettre b e tant toujours suivie d’une
occurrence de c dans v, cette suite u$ est bien telle que v=‘A(u$) et, d’apre s
la de finition de v, on a soit u=‘A(u$) soit u=T‘A(u$), ce dernier cas ne
se produisant que si u$0=b. La suite u$ est donc une factorisation de u
par ‘A.
Comme x$0{r:(Ib ), la de finition de u$ s’interpre te ge ome triquement:
cette suite code l’orbite du point x$0 sous l’action de l’application $ qui asso-
cie a tout point x de K le point:
$(x)={x+2: mod 1,x+: mod 1,
si x # Ib ,
sinon.
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Autrement dit on peut de finir la suite u$ pour tout entier naturel k par:
u$k={
a
b
c
d
si $k(x$0) # Ia ,
si $k(x$0) # Ib ,
si $k(x$0) # Jc ,
si $k(x$0) # Id .
De finissons alors f, bijection de K vers [0, 1[, qui associe a tout point x
de K, le point
f (x)={
x
1&:
x&:
1&:
si x # Ia _ Ib ,
si x # Jc _ Id
(appliquer f a K revient a identifier les bornes de r:(Ib ) et a renormaliser
l’ensemble obtenu). Les intervalles Ia , Ib , Jc , et Id forment une partition de
K et leurs images respectives par f, I$a , I$b , I$c , et I$d forment une partition
de [0, 1[. Ceci nous donne une nouvelle fac on de de finir u$: on a, pour tout
entier naturel k, u$k=x si f b $k(x$0) # I$x , ou x # [a, b, c, d]. L’application $
est une bijection de K dans K et on ve rifie que f b $ b f &1, bijection de [0, 1[
vers [0, 1[, est telle que pour tout x # [0, 1[ on a f b $ b f &1(x)=x+
:(1&:) mod 1. On en de duit, en posant :$=:(1&:), que, pour tout
entier naturel k, on a f b $k=rk:$ b f. On peut donc finalement construire la
suite u$ en posant, pour tout entier naturel k, u$k=x si f (x$0)+k:$ mod 1 # I$x ,
ou x # [a, b, c, d].
Les intervalles I$a , I$b , I$c , et I$d sont semi-ouverts et apparaissent dans cet
ordre lorsqu’on suit le sens de rotation et l’on ve rifie qu’en posant
;$=;(1&:), leurs longueurs sont respectivement ;$&:$, :$, 1&;$&:$,
et :$. Enfin le nouvel angle :$ est irrationnel si et seulement si : l’est
e galement.
La suite u$ est donc bien un 2-recodage de parame tres (:$, ;$)=
(:(1&:), ;(1&:)). K
Remarquons que si u$ est une factorisation de u par ‘A alors en notant
(:$, ;$) ses parame tres, on a ;:=;$:$ et (1&;):=(1&;$):$+1.
On de montre de la me^me fac on le lemme suivant.
Lemme 2.2. Si u est un 2-recodage de type (B ) ou (C ) et de parame tres
(:, ;) alors u se factorise par ‘B en un 2-recodage de parame tres (:(1&:),
(;&:)(1&:)).
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On remarque de la me^me fac on que si u$ est une factorisation de u
par ‘B alors en notant (:$, ;$) ses parame tres, on a ;:=;$:$+1 et
(1&;):=(1&;$):$.
Les lemmes 2.1 et 2.2 nous permettent de factoriser un 2-recodage de
type (A ), (B ), ou (C ). Le nombre de fois ou l’on peut ite rer ces factorisa-
tions s’exprime en fait simplement en fonction des parame tres du 2-reco-
dage initial.
Lemme 2.3. Si u est un 2-recodage de parame tres (:, ;) alors u se facto-
rise par ‘w(1&;):x&1A ‘
w;:x&1
B en un 2-recodage de type (D ) et de parame tres:
\ :1&\\;:+\1&;: &2+ : ,
;&\\;:&1+ :
1&\\;:+\
1&;
: &2+ :+ .
Preuve. Soit u un 2-recodage de parame tres (:, ;). D’apre s le
Lemme 2.1 si u est de type (A ) ou (C ) alors u se factorise par ‘A en un nou-
veau recodage. Si ce dernier est encore de type (A ) ou (C ), il peut a nou-
veau e^tre factorise par ‘A et ainsi de suite.
Tant que cela est possible, notons (:(i), ; (i)) les parame tres du 2-recodage
factorise de u par ‘ iA . Celui-ci est de type (A ) ou (C ) si et seulement si
1&;(i)2:(i). Cette ine galite est e quivalente a w(1&; (i)):(i)x2 (Remar-
que 2.2). Le rapport de 1&;(i) par : (i) de croissant de 1 a chaque factorisa-
tion par ‘A , la suite u se factorise par ‘w(1&;):x&1A en un 2-recodage u$ de
type (B) ou (D) et de parame tres:
\ :1&\\1&;: &1+ : , ;1&\\1&;: &1+ :+ .
Si u n’est ni de type (A ) ni de type (C ) alors on a w(1&;):x&1=0 et
u$=u.
De me^me, en appliquant le Lemme 2.2 autant de fois que possible, on
montre que u$ se factorise par ‘w;:x&1B En un 2-recodage de type (D ) et de
parame tres:
\ :1&\\;:+\1&;: &2+ : ,
;&\\;:&1+ :
1&\\;:+\
1&;
: &2+ :+ . K
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2.2. Les 2-recodages de type (D )
Ou l’on distingue les diffe rentes familles de 2-recodages de type (D ):
nous dirons que u est un 2-recodage de type (D) (resp. (D$) et (D")) uni-
quement si son graphe des mots de longueur 1 est le graphe (D) (resp. (D$)
et (D")).
Lemme 2.4. Si u est un 2-recodage de type (D) associe a un angle irra-
tionnel : alors son graphe des mots de longueur 2 est le graphe (D0) si :> 13
et le graphe (D1) si :< 13 (voir Fig. 5).
Preuve. Soit u un 2-recodage de type (D) et de parame tres : et ;. On
a :<;<2: et :<1&;<2: (Remarque 2.2).
Tous les facteurs de longueur 3 de u sont des chemins du graphe (D).
L’ensemble L3(u) est donc inclus dans [abc, abd, bcd, bda, bdb, cda, cdb,
dab, dbc, dbd], ensemble comprenant 10 e le ments.
Supposons que :> 13 et conside rons alors l’ensemble Iabc=Ia & r&:(Ib &
r&2:(Ic). On a (Fig. 2) Ia=[0, ;&:[ et r&2:(Ic )=[;&2: mod 1, 1&3:
mod 1[.
Comme ;<2:, on a ;&2: mod 1=1+;&2:>;&:. L’ine galite :> 13
implique de plus que 1&3: mod 1=2&3:>1+;&2:. D’ou l’on de duit
que l’intersection de Ia et de r&2:(Ic) est vide et Iabc l’est e galement. Le mot
abc ne peut pas appara@^tre dans u.
Conside rons a pre sent Iabd=Ia & r&:(Ib) & r&2:(Id). On a r&:(Ib)=
[1+;&2:, ;&:[ et r&2:(Id)=[2&3:, 1&2:[. La borne gauche de
r&:(Ib) est supe rieure a sa borne droite (1+;&2:>;&:). On a donc
0 # r&:(Ib) et donc Ia/r&:(Ib). On a e galement 0 # r&2:(Id). De plus on a
1&2:>;&:; d’ou l’on de duit que Ia/r&2:(Id). Finalement on obtient
Iabd=Ia=[0, ;&:[. Comme ;>:, cet intervalle est de longueur stricte-
ment positive et la densite de [n: mod 1 | n # N] implique que abd admet
une infinite d’occurrences dans u.
FIG. 5. Graphes des mots de longueur 2 possibles d’un 2-recodage de type (D).
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Les me^mes ine galite s impliquent que l’ensemble Icda est vide et que Ibcd ,
Ibda , Ibdb , Icdb , Idab , Idbc , Idbd sont des intervalles de longueurs strictement
positives.
On en de duit que l’ensemble des mots de longueur 3 apparaissant dans
u est [abd, bcd, bda, bdb, cdb, dab, dbc, dbd] que l’on repre sente par le
graphe (D0).
Inversement si l’on suppose :< 13 , on ve rifie de la me^me fac on que les
ensemble Ibdb et Idbd sont vides et que Iabd , Iabd , Ibcd , Ibda , Icda , Icdb , Idab ,
Idbc sont des intervalles longueurs strictement positives.
L’ensemble des mots de longueur 3 appariassent dans u est alors [abc,
adb, bcd, bda, cda, cdb, dab, dbc] qui correspond au graphe (D1). K
Si un 2-recodage u est de type (D$) ou (D"), alors il n’admet pas de fac-
teur bispe cial de longueur 1. Son graphe des mots de longueur 2 est alors
parfaitement de termine : c’est respectivement le graphe (D$bis) ou (D"bis)
(Fig. 6).
Les graphes (D$bis) et (D"bis) sont des sous-graphes du graphe (D0).
Remarquons e galement que si un 2-recodage est de type (D$) ou (D"),
l’angle associe est alors ne cessairement supe rieur a 13 . En effet le cercle est
alors de coupe en trois intervalles dont deux sont de longueurs e gales a
l’angle, la longueur du dernier lui e tant strictement infe rieure.
Notons _0 et _1 les deux applications suivantes:
_0 _1
a
b
c
d
w
w
w
w
dba
b
dbc
d
et
a
b
c
d
w
w
w
w
bcd
bc
dab
da
FIG. 6. Graphes des mots de longueur 2 de 2-recodages de type (D$) et (D").
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Lemme 2.5. Si u est un 2-recodage de type (D0), (D$), ou (D") et de
parame tres (:, ;) alors sa factorisation par _0 est un 2-recodage de para-
me tres (:$, ;$) ou :
:$=
3:&1
4:&1
et ;$=
;+2:&1
4:&1
.
Preuve. Soit u un 2-recodage de type (D0), (D$), ou (D"). Notons : et
; ses parame tres et x0 son point de de part.
Les graphes (D0), (D$bis), et (D"bis) nous indiquent que pour tout
k # N, si ukuk+1=bd deux possibilite s se pre sentent:
 soit uk+2=a et uk+3uk+4=bd,
 soit uk+1uk+2=db.
De me^me si on a ukuk+1=db alors
 soit uk+2=c et uk+3uk+4=db,
 soit uk+1uk+2=bd.
Soit $ l’application induite de r: sur Ibd _ Idb , c’est-a -dire l’application de
premier retour dans cet ensemble qui associe a tout point x # Ibd _ Idb le
point rnx: (x) ou nx=min[k # N* | r
k
:(x) # Ibd _ Idb ]. D’apre s les remarques
pre ce dentes cette application peut e^tre de finie par:
$(x)={
x+3: mod 1
x+: mod 1
x+3: mod 1
x+: mod 1
si x # Ibda ,
si x # Ibdb ,
si x # Idbc ,
si x # Idbd .
Factoriser u par _0 revient a remplacer toute occurrence du facteur dba
par a et toute occurrence de dbc par c.
Quitte a ajouter b, bd, d ou db au de but de u (selon que u de bute respec-
tivement par da, a, bc, ou c) et a soustraire : ou 2: du point de de part x0
(selon que l’on ajoute une ou deux lettres a u), on peut suppose que u
de bute par bd ou db (i.e., x0 # Ibd _ Idb).
Notons u$ la factorisation de u par _0 . Si u de bute par bda (resp. dbc)
alors la premie re lettre (au rang 0) de sa factorisation sera a (resp. c) et la
lettre apparaissant au rang 1 de sa factorisation de pendra du facteur de u
pre sent au rang 3, qui de bute par bd (resp. db). Par contre si u de bute par
bdb (resp. dbd) alors on a u$0=b (resp. d) et la lettre suivante de sa factori-
sation de pend du facteur de u apparaissant au rang 1 qui de bute par db
(resp. bd).
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Autrement dit, u$ peut e^tre de termine e en posant v(0)=u et pour tout
entier k # N:
u$k={
a et v(k+1)=T 3v(k)
b et v(k+1)=Tv(k)
c et v(k+1)=T 3v(k)
d et v(k+1)=Tv(k)
si v (k)0 v
(k)
1 v
(k)
2 =dba,
si v(k)0 v
(k)
1 v
(k)
2 =bdb,
si v(k)0 v
(k)
1 v
(k)
2 =dbc,
si v(k)0 v
(k)
1 v
(k)
2 =dbd.
Et on a bien:
u$k={
a
b
c
d
si $k(x0) # Ibda ,
si $k(x0) # Ibdb ,
si $k(x0) # Idbc ,
si $k(x0) # Idbd .
Ceci est valable que le 2-recodage soit de type (D0), (D$), ou (D"). En par-
ticulier si u est de type (D$), on a ;=:; la lettre a n’appara@^t pas dans u
et les intervalles Ibda , Idab et Iabd sont vides. Notons qu’alors sa factorisation
par _0 ne contient pas non plus la lettre a. Le cas ou u est de type (D")
est syme trique.
Notons f la bijection de Ibd _ Idb a valeurs dans [0, 1[ qui consiste a
identifier les extre mite s des intervalles Ibd et Idb et a renormaliser l’ensemble
obtenu. On a (voir Fig. 7):
f (x)={
x&1+2:
4:&1
x&1&;+2:
4:&1
si x # Ibd ,
si x # Idb .
On ve rifie alors que pour tout x # [0, 1[, f b $ b f &1(x)=x+(3:&1)
(4:&1) mod 1. En effet si f &1(x) appartient a Ibda , on a $ b f &1(x)=
f &1(x)+3: mod 1 # Ibd . On a :> 13 et 3: mod 1=3:&1, d’ou l’on de duit
que f b $ b f &1(x)=x+(3:&1)(4:&1) mod 1. Par contre si f &1(x) # Ibdb ,
on a $ b f &1(x)=f &1(x)+: mod 1 # Idb . Comme l’application f identifie les
bornes des intervalles Ibd et Idb il faut soustraire a $ b f &1(x) la somme des
longueurs des intervalles Icdb et Idba , somme e gale a 1&2:. Apre s renorma-
lisation on obtient e galement f b $ b f &1(x)=x+(3:&1)(4:&1). Les
choses se passent de fac on syme trique si f &1(x) appartient a Idbc ou Idbd .
En notant :$=(3:&1)(4:&1), x$0= f (x0), I$a= f (Ibda), I$b= f (Ibdb),
I$c= f (Idbc) et I$d= f (Idbd), on peut de finir la suite u$ par
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FIG. 7. De coupage du cercle selon la partition constitue e des intervalles associe s aux
mots de longueur 3 d’un 2-recodage de type (D0).
u$k={
a
b
c
d
si x$0+k:$ mod 1 # I$a ,
si x$0+k:$ mod 1 # I$b ,
si x$0+k:$ mod 1 # I$c ,
si x$0+k:$ mod 1 # I$d .
Les intervalles I$a , I$b , I$c , et I$d sont semi-ouverts. On a de plus |I$b |=
|I$d |=:$ et I$a=(;&:)(4:&1). Enfin le nouvel angle :$ est irrationnel si
et seulement si : l’est e galement.
La suite u$ est donc un 2-recodage de parame tres (:$, ;$). K
Lemme 2.6. Si u est un 2-recodage de type (D1) et de parame tres (:, ;)
alors sa factorisation par _1 est un 2-recodage de parame tres (:$, ;$) ou :
:$=
1&3:
1&2:
et ;$=
1&;&:
1&2:
.
Preuve. Le graphe (D1) ne contient pas de facteur bispe cial et de ter-
mine le graphe des mots de longueur 3 de cette suite appele graphe (D1bis)
(Fig. 8).
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FIG. 8. Graphe des mots de longueur 3 d’un 2-recodage de type (D1) (graphe (D1bis)).
Nous allons ici induire sur l’ensemble Ibcd _ Idab . Le graphe (D1bis) nous
indique que si l’on a ukuk+1uk+2=bcd, deux possibilite s se pre sentent:
 soit uk+3=b et uk+3uk+4uk+5=bcd,
 soit uk+3=a et uk+2uk+3uk+4=dab.
De me^me si on a ukuk+1=dab alors
 soit uk+3=d et uk+3uk+4uk+5=dab,
 soit uk+3=c et uk+2uk+3 uk+4=bcd.
L’application induite de r: sur Ibcd _ Idab que l’on note a nouveau $ est don-
ne e par:
$(x)={
x+3: mod 1
x+2: mod 1
x+3: mod 1
x+2: mod 1
si x # Ibcdb ,
si x # Ibcda ,
si x # Idabd ,
si x # Idabc .
Quitte a ajouter b, bc, d, ou da au de but de u (selon que u de bute respecti-
vement par c, db, a, ou bd) et a soustraire : ou 2: du point de de part x0
(selon que l’on ajoute une ou deux lettres a u), on peut supposer que u
de bute par bcd ou dab (i.e., x0 # Ibcd _ Idab).
Comme dans la de monstration pre ce dente, la factorisation de u par _1 ,
note e u$, est de finie par:
u$k={
a
b
c
d
si $k(x0) # Ibcdb ,
si $k(x0) # Ibcda ,
si $k(x0) # Idabd ,
si $k(x0) # Idabc .
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Notons f la bijection de Ibcd _ Idab a valeurs dans [0, 1[ qui consiste a iden-
tifier les extre mite s des intervalles Ibcd et Idab , a inverser le sens de rotation
et a renormaliser l’ensemble obtenu. On a (voir Fig. 9):
f (x)={
1&2:&x
1&2:
2&3:&x
1&2:
si x # Ibcd ,
si x # Idab .
Ici encore on ve rifie que pour tout x # [0, 1[, f b $ b f &1(x)=x+(1&3:)
(1&2:) mod 1.
En effet si f &1(x) appartient a Ibcdb , on a $ b f &1(x)=f &1(x)&
(1&3:) mod 1 # Ibcd et f b $ b f &1(x)=x+(1&3:)(1&2:). Par contre si
f &1(x) # Ibcda , on a $ b f &1(x)=f &1(x)&(1&2:) mod 1 # Idab . Comme
l’application f identifie les bornes des intervalles Idab et Ibcd il faut soustraire
a $ b f &1(x) la somme des longueurs des intervalles Idbcd , Iabcd , et Iabda ,
somme e gale a :. Apre s inversion du sens de rotation et renormalisation on
obtient e galement f b $ b f &1(x)=x+(1&3:)(1&2:) mod 1. Les choses se
passent de fac on syme trique si f &1(x) appartient a Idabd ou Idabc .
FIG. 9. De coupage du cercle selon la partition constitue e des intervalles associe s aux
mots de longueur 4 d’un 2-recodage de type (D1).
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En notant :$=(1&3:)(1&2:), x$0= f (x0), I$a= f (Ibcdb), I$b= f (Ibcda),
I$c= f (Idabd), et I$d= f (Idabc), on peut de finir la suite u$ par
u$k={
a
b
c
d
si x$0+k:$ mod 1 # I$a ,
si x$0+k:$ mod 1 # I$b ,
si x$0+k:$ mod 1 # I$c ,
si x$0+k:$ mod 1 # I$d .
Les intervalles I$a , I$b , I$c , et I$d sont semi-ouverts. On a de plus |I$b |=
|I$d |=:$ et I$a=(2:&;)(1&2:). Enfin le nouvel angle :$ est irrationnel si
et seulement si : l’est e galement.
La suite u$ est donc un 2-recodage de parame tres (:$, ;$). K
3. RE SULTATS GE NE RAUX
The ore me 3.1. Si u est un 2-recodage de parame tres (:, ;) alors sa factori-
sation par ‘w(1&;):x&1A ‘
w;:x&1
B _X est un 2-recodage de parame tres (:$, ;$)
ou :
 X=0 et (:$, ;$)=\
1&{1:=
2&{1:=
,
{;:=+1&{
1
:=
2&{1:= + si {1:={;:= ,
 X=1 et (:$, ;$)=\ {
1
:=
1+{1:=
,
1&{;:=+{
1
:=
1+{1:= + sinon.
Preuve. Soit u un 2-redocage de parame tres (:, ;).
D’apre s le Lemme 2.3, la suite u se factorise par ‘w(1&;):x&1A ‘
w;:x&1
B en
un 2-recodageque nous noterons vde type 4 et de parame tres
(:v , ;v)=\ :1&\\;:+\1&;: &2+ : ,
;&\\;:&1+ :
1&\\;:+\
1&;
: &2+ :+ .
Il y a alors quatre possibilite s: la suite v est soit de type (D0), soit de type
(D1), soit de type (D$), soit de type (D").
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Supposons tout d’abord que v est de type (D0), (D$), ou (D"). D’apre s
le Lemme 2.4 et la remarque suivant ce lemme, ceci est e quivalent a :
:v=
:
1&\\;:+\
1&;
: &2+ :
>
1
3
Cette ine galite s’e crit e galement w;:x+w(1&;):x+1>1:. Comme la
somme w;:x+w(1&;):x est e gale soit a w1:x, soit a w1:x&1, ceci
e quivaut a :
\;:+\
1&;
: =\
1
: .
Cette e galite est e quivalente a [1:][;:] que nous choisirons comme
‘‘test.’’ Dans le cas ou elle est re alise e, on a une expression plus simple des
parame tres de v:
(:v , ;v)=\ 12+{1:= , {
;
:=+1
2+{1:=+ .
D’apre s le Lemme 2.5, si v est un 2-recodage de type (D0), (D$), ou (D")
alors u$ sa factorisation par _0 est un 2-recodage de parame tres (:$, ;$)=
((3:v&1)(4:v&1), (;v+2:v&1)(4:v&1)) qu’on exprime en fonction de
: et ;:
:$=
1&{1:=
2&{1:=
et ;$=
{;:=+1&{
1
:=
2&{1:=
.
Supposons a pre sent que v est de type (D1). On a alors:
:v=
:
1&\\;:+\
1&;
: &2+ :
<
1
3
.
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Cette ine galite est e quivalente a w;:x+w(1&;):x=w1:x&1 et a
[1:]<[;:]. Les parame tres de v s’e crivent dans de deuxie me cas:
(:v , ;v)=\ 13+{1:= , {
;
:=+1
3+{1:=+ .
Le Lemme 2.6 nous indique que la factorisation de v par _1 , note e a
nouveau u$ est un 2-recodage de parame tres (:$, ;$)=((1&3:v)(1&:v),
(1&;v&:v)(1&2:v)) qu’on exprime en fonction de : et ;:
:$=
{1:=
1+{1:=
et ;$=
1&{;:=+{
1
:=
1+{1:=
. K
Lemme 3.1. Soient ( fn)n # N et (gn)n # N deux suites d ’entiers naturels,
(in)n # N une suite d ’e le ments de [0, 1] et (xn)n # N la suite de mots sur l ’alpha-
bet [a, b, c, d] de finie, pour tout entier naturel n, par:
xn=‘
f0
A ‘
g0
B _i0 ‘
f1
A ‘
g1
B _ i1 } } } ‘
fn
A ‘
gn
B _ in ‘
fn+1
A ‘
gn+1
B (bd).
S ’il n’existe pas d ’entier naturel N tel que pour tout n>N on ait fn= gn=
in=0 alors la suite de mots (xn)n # N converge vers une suite x # [a, b, c, d]N .
Preuve. Posons, pour tout entier naturel n, ?n=‘
fn
A ‘
gn
B _in . On a selon
que i n est e gal respectivement a 0 ou 1,
?n ?n
soit
a
b
c
d
w
w
w
w
bc fn da gn+1
bc fn
da gn bc fn+1
da gn
, soit
a
b
c
d
w
w
w
w
bc fn+1 da gn
bc fn+1
da gn+1bc fn
da gn+1.
Conside rons l’ensemble G=[k # N | fk{0 ou ik=1]. On a k # G si et
seulement si bc est pre fixe de ?k(a) et ?k(b).
Supposons tout d’abord l’ensemble G infini. Pour tout entier naturel n0 ,
il existe un entier N # G tel que N>n0 . Pour tout entier n>N on a alors:
xn=?0 } } } ?N&1?N(?N+1 } } } ?n‘
fn+1
A ‘
gn+1
B (bd)).
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Comme quel que soit k, ?k(b), ‘A(b), ‘B(b) et de butent par b, xn s’e crit:
xn=?0 } } } ?N&1?N(bw).
Par hypothe se N # G et l’on a
xn=?0 } } } ?N&1(bcw$)
ou w et w$ sont deux mots de [a, b, c, d].
Autrement dit, pour tout entier n>N, le mot ?0 } } } ?N&1(bc) est pre fixe
de xn .
De plus on remarque que, pour tout entier naturel l, les mots ?l (a) et
?l (c) sont de longueurs supe rieures ou e gales a 3, et contiennent au moins
une occurrence de a ou cce qui implique que, pour tout entier naturel k,
?l } } } ?l+k(a) et ?l } } } ?l+k(c) sont de longueurs supe rieures ou e gales a
2k+3. On en de duit que la longueur de ?0 } } } ?N&1(bc) est supe rieure a 2N
et (xn)n # N converge bien vers une suite de [a, b, c, d].
Supposons a pre sent G fini. Alors il existe un entier p tel que pour tout
n>p, fn=0, et in=0, c’est-a -dire que l’on a ?n(a)=bda gn+1, ?n(b)=b, et
?n(d)=da gn.
Introduisons l’ensemble H=[k # N | gk{0]. Comme G est fini, l’ensemble
H est alors ne cessairement infini (sinon on aurait fn= gn=in=0 a partir
d’un certain rang).
On en de duit que, pour tout n0>p, il existe un entier N # H tel que
N>n0 .
Pour tout entier k>N, ?k(d) et ‘
fk
A ‘
gk
B (d) de butent par d. On a de plus
?k(b=b et ‘
fk
A ‘
gk
B (b=b. On en de duit que:
xn=?0 } } } ?N&1?N(?N+1 } } } ?n ‘
fn+1
A ‘
gn+1
B (bd))=?0 } } } ?N&1?N(bdw).
L’entier N appartenant a H, ?N(bd) de bute par bda et xn s’e crit:
xn=?0 } } } ?N&1(bdaw$).
Autrement dit, pour tout n>N, xn admet pour pre fixe ?0 } } } ?N&1(bda)
qui est de longueur supe rieure ou e gale a 2N pour les me^mes raisons que
pre ce demment. La suite (xn)n # N converge donc e galement dans ce cas. K
The ore me 3.2. Le syste me dynamique symbolique associe a un codage
de rotation sur deux lettres, non de ge ne re et de parame tres (:, ;) est
engendre par la suite de limite de:
.‘w(1&;0):0x&1A ‘
w;0 :0x&1
B _ i0‘
w(1&;1):1x&1
A ‘
w;1:1x
B _ i1 } } }
‘w(1&;n):nx&1A ‘
w;n:nx
B _in ‘
w(1&;n+1):n+1x&1
A ‘
w;n+1:n+1x
B (bd)
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avec (:0 , ;0)=(:, ;) et pour tout entier naturel k:
 ik=0 et (:k+1 , ;k+1)=(1&[1:k], [;k :k]) si [1, :k][;k :k],
 ik=1 et (:k+1 , ;k+1)=([1:k], 1&[;k :k]) sinon.
Preuve. Soit v un codage de rotation sur deux lettres, non de ge ne re et
de parame tres (:, ;). Notons u le 2-recodage qui lui est associe (Remar-
que 2.1). On a v=.(u).
Le The ore me 3.1 nous permet de construire par re currence une suite infi-
nie de factorisations de u.
On pose u(0)=u, (:(0), ;(0))=(:, ;) et, pour tout entier naturel k:
 ik=0 et (:(k+1), ;(k+1))
=\
1&{ 1:(k)=
2&{ 1:(k)=
,
{;
(k)
:(k)=+1&{
1
:(k)=
2&{ 1:(k)= + si { 1:(k)={;
(k)
: (k)= ,
 ik=1 et (:(k+1), ;(k+1))
=\ {
1
:(k)=
1+{ 1:(k)=
,
1&{;
(k)
: (k)=+{
1
:(k)=
1+{ 1:(k)= + sinon;
on note alors u(k+1) la factorisation de u(k) par ‘w(1&; (k)):(k)x&1A ‘
w; (k):(k)x&1
B _ik ;
celle-ci est un 2-recodage de parame tres (:(k+1), ;(k+1)).
D’apre s le Lemme 2.3, pour tout entier naturel n, u(n) se factorise par
‘w(1&; (n)):(n)x&1A ‘
w(1&; (n)):(n)x&1
B en un 2-recodage s
(n) de type (D ).
On en de duit que s(n) est la factorisation de u par:
‘w(1&; (0)):(0)x&1A ‘
w; (0):(0)x&1
B _i0 } } }
‘w(1&; (n&1)):(n&1)x&1A ‘
w; (n&1):(n&1)x&1
B _in&1 ‘
w(1&; (n)):(n)x&1
A ‘
w; (n):(n)x&1
B .
Autrement dit il existe un entier naturel N tel que:
u=T N‘w(1&; (0)):(0)x&1A ‘
w; (0):(0)x&1
B _ i0 } } } ‘
w(1&; (n&1)):(n&1)x&1
A
_‘w; (n&1):(n&1)x&1B _ in&1 ‘
w(1&; (n)):(n)x&1
A ‘
w; (n):(n)x&1
B (s
(n)).
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Pour tout entier naturel K assez grand, on a:
‘w(1&; (0)):(0)x&1A ‘
w; (0):(0)x&1
B _ i0 } } } ‘
w(1&; (n&1)):(n&1)x&1
A
_‘w; (n&1):(n&1)x&1B _in&1‘
w(1&; (n)):(n)x&1
A ‘
w; (n):(n)x&1
B (T
Ks(n))=T LKu;
ou LK est e gal a :
|‘w(1&; (0)):(0)x&1A ‘
w; (0):(0)x&1
B _i0 } } } ‘
w(1&; (n&1)):(n&1)x&1
A
_‘w; (n&1):(n&1)x&1B _in&1‘
w(1&; (n)):(n)x&1
A ‘
w; (n):(n)x&1
B (s
(n)
0 } } } s
(n)
K&1)|&N.
Comme la suite s(n) est un 2-recodage de type (D ), elle est uniforme ment
re currente et admet bd pour facteur. On peut donc choisir un entier K tel
que T Ks(n) de bute par bd et suffisamment grand pour que LK0.
On a donc montre que pour tout entier naturel n, il existe une suite
ayant pour pre fixe:
‘w(1&; (0)):(0)x&1A ‘
w; (0):(0)x&1
B _i0 } } }
‘w(1&; (n&1)):(n&1)x&1A ‘
w; (n&1):(n&1)x&1
B _in&1 ‘
w(1&; (n)):(n)x&1
A ‘
w; (n):(n)x&1
B (bd)
appartenant a O(u). Cette suite engendre alors le syste me (O(u), T ) puisque
celui-ci est minimal. Sa projection par . engendre donc (O(v), T ).
Nous allons a pre sent montrer que, comme : est irrationnel, il n’existe
pas d’entier naturel N tel que l’on ait, pour tout entier n>N, w; (n):
(n)x=
w(1&;(n)):(n)x=1 et in=0.
En effet, si l’on suppose l’existence d’un tel entier N, on a (The o-
re me 3.1):
\ 1:(N )=2 et :(N )=
1&[1:(N )]
2&[1:(N )]
.
Ces e galite s impliquent que:
1
:(N )
=2+{ 1:(N )==1+
1
1+[1:(N )]
.
Ceci n’est possible que si [1:(N )]=0. Cette dernie re e galite est en contra-
diction avec l’irrationalite de :(N ) qui de coule elle-me^me de celle de :.
L’existence d’un tel entier N e tant donc exclue, le Lemme 3.1 nous permet
de conclure a celle de la suite limite de:
.‘w(1&; (0)):(0)x&1A ‘
w; (0):(0)x&1
B _i0 } } } ‘
w(1&; (n&1)):(n&1)x&1
A
_‘w; (n&1):(n&1)x&1B _ in&1 ‘
w(1&; (n)):(n)x&1
A ‘
w; (n):(n)x&1
B (bd)
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et nous permet de conclure que le syste me (O(v), T ) est engendre par cette
suite limite. Enfin la suite [(:n , ;n)]n # N e tant de finie comme dans l’e nonce
du the ore me, on montre par re currence que, pour tout entier k1, on a:
{ 1:(k)=={
1
:k= , {
;(k)
:(k)=={
;k
:k = ,
\;
(k)
:(k)=\
;k
:k +1, et \
1&;(k)
:(k) =\
1&;k
:k ;
ce qui termine la de monstration. K
Un exemple. Soit v un codage de parame tres (:, ;)=((3&- 5)4,
(5&- 5)8). On ve rifie que min[;, 1&;]:. On est bien dans les condi-
tions du the ore me pre ce dent. On a:
{1:==- 5&1, {
;
:==
1+- 5
4
, \;:=1, et \
1&;
: =3.
On ve rifie que [1:]<[;:]. Avec les notations du the ore me pre ce dent
on pose donc: (:1 , ;1)=(- 5&2, (3&- 5)4).
On a alors
{ 1:1 ==- 5&1, {
;1
:1 ==
1+- 5
4
, \;1:1 =0, \
1&;1
:1 =3.
On obtient a nouveau
{ 1:1 =<{
;1
:1= et (:2 , ;2)=\- 5&2,
3&- 5
4 + .
On en de duit que pour tout entier n1 on a: (:n , ;n)=(- 5&2,
(3&- 5)4), w;n :n x=0, et w(1&;n):n x=3.
Le syste me (O(v), T ) est alors engendre par la suite limite de
.(‘2A_1)
n ‘2A(bd); et donc par la projection par . de la suite u, point fixe
de butant par b de la substitution:
‘2A_1
a
b
c
c
w
w
w
w
bcccd
bccc
dabcc
da.
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On peut facilement en calculer un pre fixe:
.(u)=.(bcccabccdabccdabccdabcccdb
cccabccdabccdabcccdbcccdabcc...)
=100001100011000110001100001000
01100011000110000100001100... .
Notons que : est quadratique et que l’on a ; # Q(:). Nous allons voir dans
la section suivante que ceci est lie a l’ultime pe riodicite de leur de veloppe-
ment.
Le cas des suites sturmiennes. Le The ore me 3.1 s’applique e galement
aux codages de rotations sturmiens, c’est-a -dire de parame tres (:, :) ou
(:, 1&:). Contrairement au the ore me de structure existant de ja sur ces
suites (The ore me 0.1), la construction du langage ne fait pas intervenir le
de veloppement en fractions continues usuel de l’angle de rotation mais son
de veloppement disons ‘‘dual.’’ Soit donc v un codage de rotation sur deux
lettres, non de ge ne re et de parame tres (:, :). Notons alors [0; c0 , c1 ,
c2 , ...] le de veloppement de : de fini en posant :(0)=: et, pour tout entier
naturel n, cn=w1: (n)x+1 et :(n+1)=1&[1:(n)] (comme : est irration-
nel, on a toujours :(n){0). On e crit : sous la forme:
:=
1
c0&
1
c1&
1
. . .
.
Avec les notations pre ce dentes, on a: [;0 :0]=0, w;0 :0 x=1, et
w(1&;0):0 x=w(1&:):x=c0&2.
On a alors [1:0][;0 :0]. On pose donc
(:1 , ;1)=\1&{ 1:0= , {
;0
:0 =+=\1&{
1
:= , 0+ .
Pour tout entier n1, on ve rifie qu’on a alors ;n=0 et
:n+1=1&{ 1:n= , \
;n
:n =0, \
1&;n
:n =\
1
:n =cn&1.
Le syste me (O(v), T ) est donc engendre par la suite limite de:
.‘c0&3A _0‘
c1&2
A _0!
c2&2
A _0 } } } ‘
cn&2
A _0 ‘
cn+1&2
A (bd).
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On montre de la me^me fac on que le syste me associe a un codage de para-
me tres (:, 1&:) est engendre par la suite limite de:
.‘c0&3B _0‘
c1&2
B _0‘
c2&2
B _0 } } } ‘
cn&2
B _0 ‘
cn+1&2
B (bd).
4. LE DE VELOPPEMENT SOUS-JACENT
Pour construire le syste me dynamique engendre par un codage de rota-
tion non de ge ne re et de parame tres (:, ;), nous avons e te amene a de finir
une sorte de de veloppement en fraction continue de : ‘‘oriente ’’ par ;. Ce
de veloppement associe a tout couple (:, ;) # [0, 1]2 la suite de triplets
[(a0 , b0 , i0); (a1 , b1 , i1), (a2 , b2 , i2), ...] ou pour tout entier naturel k, ak et
bk sont des entiers naturels et ik un indicateur de branchement prenant ses
valeurs dans l’ensemble [0, 1]. L’algortihme construisant ce de veloppement
a partir d’un couple de re els admissible (:, ;) est le suivant:
* Initialisation *
k :=0;
(:0 , ;0) :=(:, ;);
* Boucle *:
Tant que :k{0 faire:
Si { 1:k={
;k
:k=:
ik :=0; :k :=\ 1:k +1; bk :=\
;k
:k ;
(:k+1 , ;k+1) :=\1&{ 1:k= , {
;k
:k=+;
Sinon:
ik :=0; :k :=\ 1:k ; bk :=\
;k
:k +1;
(:k+1 , ;k+1) :=\1&{ 1:k= , {
;k
:k=+;
k :=k+1;
Soit u un codage de rotation non de ge ne re de parame tres (:, ;).
En notant [(a0 , b0 , i0); (a1 , b1 , i1), ...] le de veloppement de (:, ;) et en
posant, pour tout entier naturel n, dn=an&bn , le syste me dynamique
engendre par u est e galement engendre par la suite limite de:
.‘d0&2+i0
A
‘b0&1&i0
B
_ i0 ‘
d1&2+i1
A
‘b1&i1
B
_i1 } } } ‘
dn&2+in
A
_‘bn&in
B
_ in ‘
dn+1&2+in+1
A
‘bn+1&in+1
B
(bd).
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Remarques. v Si cet algorithme se termine alors : est rationnel. La
re ciproque est fausse: entre autres le couple (1, 0) admet un de veloppement
infini.
v Avec les notations de l’algorithme, on a:
:k=
1
ak+(&1)ik+1 :k+1
, ;k=:k bk+(&1) ik :k ;k+1 .
Autrement dit on exprime : sous la forme:
:=
1
a0+
(&1) i0+1
a1+
(&1) i1+1
. . .
,
et, dans le cas ou le de veloppement est infini, ; sous la forme:
;=:
n \(&1)
n&1k=0 ik bn ‘
n
k=0
:k+ .
v Comme pour l’algorithme de de veloppement en fractions continues
usuel, pour tout couple d’entiers naturels (k, k$), les nombres :k et :k$ sont
relie s par des homographies.
On en de duit que si le de veloppement d’un couple (:, ;) est ultimement
pe riodique alors : est rationnel ou quadratique. De plus, en notant N l’en-
tier a partir duquel le de veloppement est pe riodique et P sa pe riode, on
peut exprimer le nombre ; comme une fraction rationnelle de variables
(:0 , :1 , ..., :N+P); d’ou l’on de duit que ; # Q(:). Cette dernie re remarque
est a rapprocher d’un re sultat similaire obtenu a propos d’une autre trans-
formation par Y. Hara-Mimachi et S. Ito dans [7].
5. CONCLUSION ET DE VELOPPEMENTS FUTURS
Nous avons fait appara@^tre la structure arithme tique des codages de rota-
tions dans le cas ou les parame tres sont tels que :min(;, 1&;).
Le cas ou :>min(;, 1&;) est plus de licat a traiter. La difficulte princi-
pale vient du fait que les ensembles de la forme Iw avec w facteur du codage
conside re ne sont pas toujours des intervalles du cercle mais parfois des
re unions d’intervalles. Par exemple si :>; (avec I1=[0, ;[), l’ensemble
I00 est la re union de [;, 1&:[ et de [1+;&:, 1[. On est toutefois assure
305CODAGES DE ROTATIONS ET FRACTIONS CONTINUES
qu’a partir d’un certain entier naturel n, a tout facteur w de longueur supe -
rieure a n ne correspond qu’un seul intervalle [1]. Malheureusement, cet
entier de pend des valeurs des parame tres et ne peut pas en e^tre borne inde -
pendamment. Ceci rend le langage de ces suites beaucoup plus difficile a
manipuler.
E tendre les re sultats aux codages de rotations sur plus de deux lettres
non de ge ne re s ne semble pas soulever de difficulte fondamentale. Ne an-
moins, me^me pour trois lettres, la combinatoire s’alourdit conside rable-
ment.
Enfin nous avons l’intention d’e tudier plus pre cise ment les proprie te s du
de veloppement pre sente dans la section pre ce dente, en particulier celles
concernant la qualite des approximations de nombres re els par des
nombres rationnels et d’un nombre re el ; par des e le ments de Q(:) que
l’on peut en de duire.
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