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Introduction
For a given smooth manifold M the question of the existence of a metric with
positive scalar curvature is still open. Although there is a large class of mani-
folds which have such a metric there are also counterexamples for this, therefore
the question arises whether the above question is true for certain classes of ma-
nifolds. For example one can only consider manifolds with fundamental group
G. The Gromov-Lawson-Rosenberg conjecture for a group G states that any
manifold with fundamental group π admits a metric with positive scalar cur-
vature. For the proof of the Gromov-Lawson-Rosenberg conjecture for a given
group G the knowledge of the ko-homology groups ko∗(BG) is essential.
The Gromov-Lawson-Rosenberg conjecture is known to be true for sev-
eral groups. For example Botvinnik, Gilkey and Stolz proved it for the cyclic
groups C2l with l ≥ 1. A powerful concept for examining the Gromov-Lawson-
Rosenberg conjecture for a given group G is induction. Roughly speaking, in-
duction means to look at corresponding results for each subgroup H ⊂ G and
then map these data into the setting for G in a certain sense to receive diverse
results concerning the group G. The hope is now that the information we got
by induction are suﬃcient to prove the Gromov-Lawson-Rosenberg conjecture
for the group G.
In this thesis we examine the Gromov-Lawson-Rosenberg conjecture for ﬁnite
abelian 2-groups of rank 2 which are given by
G = C2m× C2n ,
where m, n ≥ 1, and focus ourselves on the question how much information
about the Gromov-Lawson-Rosenberg conjecture for the group G we can obtain
by induction. It is natural to do induction with all the cyclic subgroups of G,
that is what we will do. For the calculation of the groups k˜o∗(BC2l) we want
to work with the Adams spectral sequence. Our main working steps are the
following:
1. Compute the E2-term of the Adams spectral sequence converging to the
ko-homology groups k˜o∗(BG).
2. Work out the diﬀerentials dr and the Er+1-term of this spectral sequence
for 2 ≤ r < ∞.
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3. Use eta invariant calculations to ﬁnd suﬃciently many generators of the
groups k˜o2d+1(BG).
4. Construct suﬃciently many manifolds whose bordism classes generate the
groups k˜o2d(BG).
As we already mentioned above Botvinnik, Gilkey and Stolz already proved
the Gromov-Lawson-Rosenberg conjecture for the groups C2l before, but since
they worked with the Atiyah-Hirzebruch spectral sequence we have to do the
computations involving the Adams spectral sequence converging to k˜o∗(BC2l)
ourselves before we treat the product case. Besides the goal of this thesis the
knowledge of the diﬀerentials of this Adams spectral sequence is interesting for
itself since it can be used for doing induction with the cyclic subgroups whose
order are powers of 2 of any group G for which one wants to examine the
Gromov-Lawson-Rosenberg conjecture. If G is a 2-group, then the order of all
cyclic subgroups of G is a power of 2.
This thesis is organized as follows:
In chapter 1 we give a brief introduction to the Gromov-Lawson-Rosenberg
conjecture and provide the necessary mathematics we will need for our explo-
rations.
In chapter 2 we work out a proof of the Gromov-Lawson-Rosenberg conjec-
ture for the groups G = C2l , where l ≥ 1. As we already mentioned above
the Gromov-Lawson-Rosenberg conjecture is already known to be true for these
groups, but we will need the results which lead to the proof of this. As we will
see it is necessary to distinguish two cases, namely
• G = C2,
• G = C2l for l ≥ 2.
The ﬁrst case is very easy to handle, therefore we treat it ﬁrst.
After that we go on with the Gromov-Lawson-Rosenberg conjecture for the
groups C2l for l ≥ 2 and work out the E∞-term of the Adams spectral sequence
converging to k˜o∗(BC2l) using the Bockstein spectral sequence. Once we re-
ceived the E∞-term of the Adams spectral sequence converging to k˜o∗(BC2l)
we have to do the necessary calculations involving the eta invariant. Although
the above E∞-term can be computed for all l ≥ 2 simultaneously it will turn out
that this is not possible for the corresponding eta invariant calculations. As we
will see they are very easy for l = 2, whereas for l ≥ 3 they are that hard that
we only treat the case l = 3. But even for l = 3 we will not get a closed formula
for the eta invariants concerning this case. The eta invariants depend on the
dimension 4d ± 1 of the manifold on which they are evaluated. We will prove
recursive formulas of the eta invariants with respect to the integer d and use
them to work out the groups k˜o4d±1(BC8). Botvinnik, Gilkey and Stolz proved
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that a certain set of manifolds is suﬃcient to generate the groups k˜ok(BC8)
for odd k, therefore we state their result. The E∞-term will yield that for the
fourth working step as enlisted above there is nothing to do.
In chapter 3 we turn to the groups G which are products of cyclic groups.
The circumstance that we had to distinguish the cases l = 1 and l ≥ 2 leads to
three cases we will have to distinguish for these products, namely
• G = C2 × C2,
• G = C2 × C2n for n ≥ 2,
• G = C2m× C2n for m, n ≥ 2.
The ﬁrst of these cases is the easiest one to treat and has already been done by
Michael Joachim and Arjun Malhotra. We work this out again because we can
use their results concerning the construction of the desired manifolds for even
dimensions.
For the groups G = C2×C2n we work out the diﬀerentials of the corresponding
Adams spectral sequence using the respective results for the cyclic case. Again
the E∞-term of the Adams spectral sequence converging to k˜o∗(BC2n) can be
computed simultaneously for all n. After we have done this we do the required
calculations involving the eta invariant for n = 2 and n = 3. As in the cyclic
case the calculations for n = 2 will turn out to be very simple, whereas for n = 3
this is again hard work.
The treatment of the Gromov-Lawson-Rosenberg conjecture for the groups G =
C2m × C2n is much harder than the previous cases and we only give a preview
of this. We will explain the problems which occur in this case.
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Chapter 1
Background Material
In this chapter we want to provide the necessary background mathematics. We
will not prove any results but provide the corresponding references. In section
1 we introduce manifolds which have a metric with positive scalar curvature
and describe the problem of ﬁnding such manifolds and constructing a metric
with positive scalar curvature on a given manifold. Moreover we will give a
short overview about the main notions and facts around this topic such as spin
manifolds and Dirac operators. In section 2 we will turn to the Gromov-Lawson-
Rosenberg conjecture and introduce the main notions which are relevant for this
thesis. In section 3 we introduce the Adams spectral sequence which is the main
tool for doing computations of ko-groups. Whenever one examines the Gromov-
Lawson-Rosenberg conjecture for a given group one needs to know suﬃciently
much about the real connective K-theory of its classifying space, therefore we
collect together the basic information about the homotopy of the spectrum ko
and its E2 = E∞-term of the Adams spectral sequence converging to ko∗(pt)
in section 4. In order to do computations with the Adams spectral sequence
converging to k˜o∗(BC2l) one also needs the Bockstein spectral sequence as a
tool for determining the diﬀerentials of the Adams spectral sequence, therefore
we introduce it in section 5. After one has worked out the desired information
from the Adams spectral sequence one has to do certain calculations involving
the eta invariant. For this reason we will give a survey on the eta invariant
in section 6 including the necessary formulas for our purposes. The last step
of the examination of the Gromov-Lawson-Rosenberg conjecture for a group is
the construction of suﬃciently many manifolds which admit a metric of positive
scalar curvature. To construct suﬃciently many manifolds means of course not
only to list up such ones but also to prove that one constructed enough of
them. Such a proof will involve the Stiefel-Whitney classes of vector bundles.
This causes us to recall their deﬁnition and to state basic properties of them in
section 7.
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1.1 Manifolds of Positive Scalar Curvature
As we already said above we give an introduction to manifolds of positive scalar
curvature in this section and follow the article [St02] of Stephan Stolz and the
book [LM89] throughout this and the next section. The basic notions of Alge-
braic Topology can be read for example in [Sw02]. In diﬀerential geometry one
examines geometric properties of smooth manifolds equipped with a Riemannian
metric. For a manifold M with given Riemannian metric g there is the notion
of curvature of the pair (M, g). One can deﬁne several kinds of curvature, but
we are interested in the so-called scalar curvature which is a function
scal : M −→ R.
The basic question leading to the Gromov-Lawson-Rosenberg conjecture is the
following.
Question 1.1.1. Let M be an n-dimensional smooth, compact manifold with-
out boundary. Does M admit a Riemannian metric of positive scalar curvature?
In order to explain this question we want to give a slight overview about the
scalar curvature of a manifold. We already mentioned that the scalar curvature
is a function scal : M −→ R. Normally one deﬁnes the curvature tensor
what is primarily an algebraic concept. The major interest of this section is to
emphasize the notion of scalar curvature geometrically, therefore we introduce
it in a geometric manner. The reason for us to not give the algebraic deﬁnition
of scalar curvature is that on the one hand our method is quick, on the other
hand we will not construct any such curvature explicitly, but use other methods
to work on the Gromov-Lawson-Rosenberg conjecture. The scalar curvature
scal(p) ∈ R at a point p ∈ M is determined by the volume growth of the
geodesic ball of radius r > 0 around the point p. Let vol(Br(p,M)) denote the
volume of this ball. Then scal(p) is determined by the power series expansion
vol(Br(p,M))
vol(Br(0,Rn))
= 1−
scal(p)
6(n+ 2)
· r2 + . . . . (1.1)
As this equation shows the condition scal(p) > 0 means that geodesic balls
around p of suﬃciently small radius have smaller volume than the balls of the
same radius in Rn.
Deﬁnition 1.1.2. 1. LetM be a smooth manifold with a Riemannian met-
ric g. Then g is called a positive scalar curvature metric if the scalar
curvature scal : M −→ R of (M, g) satisﬁes
scal(p) > 0 ∀ p ∈ M.
2. A manifold with positive scalar curvature is a smooth manifold M together
with a positive scalar curvature metric g.
We want to give easy examples of manifolds with positive scalar curvature.
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Example 1.1.3. The following manifolds have positive scalar curvature:
• The sphere Sn for n ≥ 2, equipped with the standard metric,
• the 3-dimensional ellipsoid
E3a,b,c =
{
(x, y, z) ∈ R3
∣∣∣ x2
a2
+
y2
b2
+
z2
c2
− 1 = 0
}
⊂ R3 for a, b, c > 0,
where E3a,b,c is equipped with the restriction of the standard metric of R
3
on E3a,b,c,
• the lens spaces as introduced in section 1.6.
The scalar curvature does not only depend on the manifold M , it also de-
pends on the Riemannian metric g on M . For example there is no diﬀerence
between the manifolds S3 and E3a,b,c if we only consider them as topological
manifolds, but they have diﬀerent Riemannian metrics and thus diﬀerent scalar
curvature. If we only ﬁx a manifold M it is not clear whether there is a Rieman-
nian metric g such that (M, g) has positive scalar curvature. Concerning the
question stated above this leads to the problem of constructing positive scalar
curvature metrics on manifolds. One natural way of doing this is the construc-
tion of new positive scalar curvature metrics out of already known ones. This
means that we take a Riemannian manifold (M, g) with positive scalar curva-
ture and then consider a manifold M ′ which can be constructed out of M in
some manner. Then we look for a way of constructing a Riemannian metric g′
out of g such that (M ′, g′) has positive scalar curvature. All this we will not
do explicitly, but we state an important result.
Proposition 1.1.4. Let M be a manifold which admits a positive scalar
curvature metric. Then the following manifolds admit a positive scalar curvature
metric as well:
1. The product M×N for any manifold N ,
2. the total space of any ﬁbre bundle E −→ N with ﬁber M , provided the
transition functions are isometries of (M, g).
There are further diﬀerential topological methods of constructing new ma-
nifolds out of given ones. One very important method is attaching a handle.
Roughly speaking, attaching a handle on an n-dimensional manifold W with
boundary means to glue the manifold Dq ×Dn−q on W . Details can be found
for example in Andrew Ranicki’s [Ra80]. Now assume that the manifold W ′ is
obtained from W by attaching a handle on W . Pawel Gajer proved in [Ga87]
that if W admits a metric of positive scalar curvature, then so does W ′.
THEOREM 1.1.5. Let W be a manifold with boundary and let g be a metric
with positive scalar curvature on W . Assume that Ŵ is obtained by W by
attaching a handle of codimension ≤ 3. Then g extends to a positive scalar
curvature metric on Ŵ .
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The latter result yields a strong restriction of question 1.1.1. The notion of
bordance of manifolds is fundamental for the Gromov-Lawson-Rosenberg con-
jecture, therefore we recall the deﬁnition of bordance of manifolds.
Deﬁnition 1.1.6. 1. Let M and N be two n-dimensional manifolds. M
and N are called bordant if there exists an (n+1)-dimensional manifold
W such that
∂(W ) = M
∏
N.
If M and N are oriented (resp. spin) manifolds, they are called bordant if
there exists an (n+1)-dimensional oriented (resp. spin) manifold W such
that
∂(W ) = M
∏
−N,
where −N denotes the manifold N with reversed orientation (resp. spin-
structure) and the orientation (resp. spin-structure) on ∂(W ) is induced
by that one on W .
2. The above structures are referred to as G-structures, where G = SO if we
talk about orientations and G = Spin if we talk about spin structures.
3. Now let M and N be two n-manifolds with G-structures and f : M −→ X,
g : N −→ X are maps to a topological space X, then the pairs (M, f) and
(N, g) are called bordant if there exists an (n + 1)-dimensional manifold
with G-structure W with
∂(W ) = M
∏
−N
and a map F : W −→ X satisfying
F |M= f and F |N= g.
Bordance of manifolds is an equivalence relation. We denote by [M, f ] the
bordism class of (M, f).
4. The set of bordim classes [M, f ], where (M, f) is as above, is denoted
by ΩGn (X). This set is an abelian group with group structure induced by
the disjoint union of pairs and where the neutral element is represented
by M = ∅ and the inverse element of a bordism class [M, f ] is given by
[−M, f ].
5. In the context of manifolds with positive scalar curvature metrics we deﬁne
the subset
ΩG,+n (X) :=
{
[M, f ] ∈ ΩGn (X)
∣∣∣ M admits a positive
scalar curvature metric
}
which is indeed a subgroup of ΩGn (X).
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We introduce spin structures later. More on spin bordism groups can be
found for example in [ABP66] and [ABP67]. As we already mentioned in the
preceding section we are interested in the question of the existence of a positive
scalar curvature metric on a given smooth, compact manifold and gave some
examples of manifolds which admit a positive scalar curvature metric. But in
view of theorem 1.1.23 we have to ask if there are manifolds which do not admit
a positive scalar curvature metric. In fact such manifolds exist, but in order
to prove that some given manifold does not admit a metric with positive scalar
curvature one can work with certain methods. One of these methods is the
index obstructions which we want to describe now. In order to do this we need
to introduce the so-called Â-genus of a manifold.
Deﬁnition 1.1.7. Let ξ : E −→ X be a vector bundle. Then the characteristic
class Â(ξ) ∈ H∗(X ; Q) is the cohomology class characterized by the following
three properties:
1. For any continuous map f : X ′ −→ X we have
Â(f∗ξ) = f∗
(
Â(ξ)
)
.
2. If η : F −→ X is another vector bundle, then we have
Â(ξ ⊕ η) = Â(ξ) · Â(η).
3. If λ : L −→ X is a complex line bundle with Euler class x ∈ H2(X ; Q),
then
Â(λ) =
x/2
sinh(x/2)
= 1−
1
23 · 3
x2 +
7
27 · 32 · 5
x4 + . . . ∈ H∗(X ; Q).
If M is a 4k-dimensional oriented manifold, its Â-genus is deﬁned by
Â(M) =
〈
Â(TM), [M ]
〉
∈ Q,
where 〈 , [M ]〉 is the evaluation on the fundamental class [M ] ∈ H4k(M ; Z).
In [Li63] Andre´ Lichnerowicz proved the following theorem which is an im-
portant result for the index obstruction method.
THEOREM 1.1.8 (Lichnerowicz). Let M be a 4k-dimensional manifold
which admits a positive scalar curvature metric. Then
Â(M) = 0.
Although there are a lot of manifolds admitting a positive scalar curvature
metric not every manifold admits such a metric. As an application of Lich-
nerowicz’ theorem we give an example of a manifold which does not admit a
metric of positive scalar curvature. This example is also worked out in [LM89].
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Example 1.1.9. For d ≥ 4 let X2(d) be the manifold deﬁned by
X2(d) =
{
[z0 : z1 : z2 : z3] ∈ CP
3
∣∣∣ zd0 + zd1 + zd2 + zd3 = 0} .
This manifold is 4-dimensional as real manifold and simply connected. We have
Â
(
X2(d)
)
=
d(d− 2)(d+ 2)
24
,
therefore theorem 1.1.8 implies that X2(d) does not admit a metric with positive
scalar curvature.
The proof of Lichnerowicz’ theorem requires knowledge about spin geometry,
therefore we provide the relevant deﬁnitions which are also important for some
constructions we will have to do in the third chapter.
The notion of a Cliﬀord algebra is essential for spin geometry. It is deﬁned as
follows.
Deﬁnition 1.1.10. Let k be a ﬁeld, V be a vector space over k and q be a
quadratic form on V . The Cliﬀord algebra Cl(V, q) associated to (V, q) is an
associative algebra with unit deﬁned as follows. Let T(V ) denote the tensor
algebra of V and Iq(V ) be the ideal generated by all elements of the form
v ⊗ v + q(v) · 1 for v ∈ V.
Then the Cliﬀord algebra Cl(V, q) is deﬁned by
Cl(V, q) := T(V )/Iq(V ).
From now on we call a pair (V, q) as given in the above deﬁnition a quadratic
space. There is the following fundamental characterization of Cliﬀord algebras.
Proposition 1.1.11. Let (V, q) be a quadratic space over the ﬁeld k, A be an
associative k-algebra with unit and
f : V −→ A
be a linear map satisfying
f(v) · f(v) = −q(v) · 1 ∀ v ∈ V
Then f extends uniquely to a homomorphism of k-algebras
f˜ : Cl(V, q) −→ A.
Up to canonical isomorphism the algebra Cl(V, q) is the unique associative k-
algebra with this property.
The range of a map f as in the last proposition was an arbitrary associative k-
algebra with unit. If A is another Cliﬀord algebra and f preserves the quadratic
forms, this proposition yields the following result.
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Proposition 1.1.12. Let (V, q) and (V ′, q′) be two quadratic spaces over the
ﬁeld k and
f : V −→ V ′
be a homomorphism of quadratic spaces, i. e. a linear map satisfying
f∗q′ = q.
Then there exists a unique induced homomorphism
f˜ : Cl(V, q) −→ Cl(V ′, q′).
If the map
g : V ′ −→ V ′′
is another homomorphism of quadratic spaces, then we have
g˜ ◦ f = g˜ ◦ f˜ .
This result can be used to get a Z/2-graded algebra structure of a Cliﬀord
algebra. In the next proposition we describe how this works.
Proposition 1.1.13. Let (V, q) be a quadratic space over the ﬁeld k.
1. The orthogonal group
O(V, q) :=
{
f ∈ GL(V )
∣∣∣ f∗q = q}
extends canonically to a group of automorphisms of Cl(V, q).
2. One can show that the embedding
O(V, q) ⊂ Aut(Cl(V, q))
is contained in the subgroup of inner automorphisms.
3. Let
γ : Cl(V, q) −→ Cl(V, q)
be the extension of the map
g : V −→ V ; g(v) = −v.
Then we deﬁne
Cl
j(V, q) :=
{
φ ∈ Cl(V, q)
∣∣∣ γ(φ) = (−1)j · φ}
which are the eigenspaces of γ. Since
γ2 = id
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there is a vector space decomposition
Cl(V, q) = Cl0(V, q)⊕ Cl1(V, q).
Furthermore since
γ(φψ) = γ(φ) · γ(ψ)
for all φ, ψ ∈ Cl(V, q) we have
Cl
j(V, q) · Clk(V, q) ⊆ Clj+k(V, q),
where j, k and j + k are taken modulo 2.
Now we know that Cliﬀord algebras are Z/2-graded algebras, therefore we
can take Z/2-graded tensor products of Cliﬀord algebras. If a quadratic space
(V, q) has a q-orthogonal decomposition, the question arises whether this carries
over to Cl(V, q) somehow. For the answer of this question the Z/2-graded tensor
product of Cliﬀord algebras plays an important role. The desired statement is
as follows.
Proposition 1.1.14. Let (V, q) be a quadratic space over the ﬁeld k and
V = V1 ⊕ V2
be an orthogonal decomposition of V , i. e. the Vi satisfy the condition
q(v1 + v2) = q(v1) + q(v2) ∀ v1 ∈ V1, v2 ∈ V2.
Moreover we set
qj := q |Vj for j ∈ {1; 2}
and denote by ⊗̂ the Z/2-graded tensor product of algebras. Then there is a
natural isomorphism of Cliﬀord algebras
Cl(V, q) = Cl(V1, q1) ⊗̂Cl(V2, q2).
There are certain Cliﬀord algebras which are of particular interest, therefore
we introduce them now.
Deﬁnition 1.1.15. Let r, s ≥ 0 with r+ s ≥ 1 and set x := t(x1, . . . , xr+s) ∈
Rr+s.
1. The Cliﬀord algebra Clr,s is deﬁned by
Clr,s := Cl
(
Rr+s, qr,s
)
,
where
qr,s(x) := x
2
1 + . . .+ x
2
r − x
2
r+1 − . . .− x
2
r+s.
2. Now let n ≥ 1. Then the Cliﬀord algebras Cln and Cl
∗
n are deﬁned by
Cln := Cln,0 and Cl
∗
n := Cl0,n.
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We want to give a rough impression of these algebras, therefore we enlist
diverse properties of them.
Proposition 1.1.16. Keep the notations of deﬁnition 1.1.15. Then the fol-
lowing statements are true.
1. We have
Cl1
∼= C and Cl∗1 ∼= R⊕ R.
2. Let e1, . . . , er+s be any qr,s-orthonormal basis of Rr+s ⊂ Clr,s. Then as
an algebra Clr,s is generated by e1, . . . , er+s subject to the relations
eiej + ejei =
{
−2δij , if i ≤ r,
2δij , if i > r.
3. There is an isomorphism
Clr,s
∼= Cl1 ⊗̂ . . . ⊗̂Cl1 ⊗̂Cl
∗
1 ⊗̂ . . . ⊗̂Cl
∗
1,
where Cl1 appears r times and Cl
∗
1 appears s times in the above equation.
4. There is an algebra isomorphism
Clr,s
∼= Cl0r+1,s.
This implies
Cln
∼= Cl0n+1.
Our next goal is the introduction of the groups Pin and Spin. In preparation
of doing this we need the notion of the adjoint representation.
Deﬁnition 1.1.17. Let (V, q) be a quadratic space over a ﬁeld k and Cl×(V, q)
denote the multiplicative group of units in the Cliﬀord algebra Cl(V, q). If
dim(V ) = n and k ∈ {R,C}, then Cl×(V, q) is a 2n-dimensional Lie group.
There is an associated Lie algebra
cl
×(V, q) = Cl(V, q)
with Lie bracket given by
[x, y] = xy − yx.
There is a homomorphism
Ad : Cl×(V, q) −→ Aut(Cl(V, q))
which is given by
Adφ(x) := φxφ
−1.
This homomorphism is called the adjoint representation.
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If the charakteristic of the ﬁeld k is diﬀerent from 2 one can prove the
following proposition.
Proposition 1.1.18. Let k be a ﬁeld with charakteristic diﬀerent from 2. Let
further (V, q) be a quadratic space over k and v ∈ V with q(v) = 0. Then the
following statements are true.
1. Adv(V ) = V .
2. The following equation holds for all w ∈ V :
−Adv(w) = w − 2
q(v, w)
q(v)
v. (1.2)
On the one hand the latter emphasizes that it is useful to consider the
subgroup of elements v ∈ Cl×(V, q) such that Adφ(V ) = V , on the other hand
this subgroup consists of all elements v ∈ V with q(v) = 0. Moreover equation
(1.2) implies that for any element v ∈ V with q(v) = 0 the map Adv satisﬁes
(Ad∗v) (w) = q(Adv(w)) = q(w) ∀w ∈ V.
With this observation we can deﬁne a certain subgroup of Cl×(V, q) with which
we can introduce the groups Pin and Spin.
Deﬁnition 1.1.19. Let (V, q) be a quadratic space over the ﬁeld k, where the
characteristic of k is diﬀerent from 2.
1. We deﬁne P (V, q) to be the subgroup of Cl×(V, q) generated by the elements
v ∈ V with q(v) = 0. Note that there is an adjoint representation
P (V, q)
Ad
−→ O(V, q).
2. The Pin group of (V, q) is the subgroup Pin(V, q) of P (V, q) generated by
the elements v ∈ V with q(v) = ±1.
3. The associate Spin group of (V, q) is deﬁned by
Spin(V, q) := P (V, q) ∩ Cl0(V, q).
When we introduced Cliﬀord algebras we looked in particular at the quadratic
spaces (V, q) with V = Rn. Now we do the same for the groups Pin and Spin.
Deﬁnition 1.1.20. Let r, s ≥ 0 with r + s ≥ 1 and x := t(x1, · · · , xr+s).
1. The groups Pinr,s and Spinr,s are deﬁned by
Pinr,s := Pin
(
Rr+s, qr,s
)
and Spinr,s := Spin
(
Rr+s, qr,s
)
,
where again
qr,s(x) := x
2
1 + · · ·+ x
2
r − x
2
r+1 − · · · − x
2
r+s.
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2. Now let n ≥ 1. Then the groups Pinn and Spinn are deﬁned by
Pinn := Pinn,0 and Spinn := Spinn,0.
Whenever one works with the Gromov-Lawson-Rosenberg conjecture one has
to deal with spin manifolds, therefore we provide their deﬁnition now.
Deﬁnition 1.1.21. 1. Let π : E −→ M be an n-dimensional oriented
vector bundle over a manifold M , equipped with a Riemannian structure
and PSO(E) be its bundle of oriented orthonormal frames. Let further
ξ0 : Spinn −→ SOn be the universal covering homomorphism of SOn.
Then a spin-structure on E is a principal Spinn-bundle PSpin(E) together
with a 2-sheeted covering
ξ : PSpin(E) −→ PSO(E)
such that
ξ(pg) = ξ(p)ξ0(g) ∀ p ∈ PSpin(E), g ∈ Spinn.
2. A spin manifold is an oriented Riemannian manifold with a spin structure
on its tangent bundle.
The following theorem shows the reason why G-structures are important for
the question of the existence of a positive scalar curvature metric on a given
manifold M .
THEOREM 1.1.22. Let M be a manifold of dimension n ≥ 5 with fun-
damental group π. Let u : M −→ Bπ be the classifying map of the universal
covering M˜ −→ M . Assume that
1. M admits a spin-structure, or that
2. M admits an SO-structure and M˜ does not admit a spin-structure,
and let [M,u] ∈ ΩGn (Bπ) be the element represented by the pair (M,u), where
G = spin in case 1. and G = SO in case 2. Then M admits a positive scalar
curvature metric if and only if [M,u] is contained in ΩG,+n (Bπ).
Gromov and Lawson used this theorem in [GL80] to prove the following
remarkable result.
THEOREM 1.1.23 (Gromov-Lawson). Every simply connected closed
non-spin manifold of dimension n ≥ 5 admits a positive scalar curvature metric.
We will not use this theorem, but it shows that there is indeed a large class
of manifolds which admits a positive scalar curvature metric. Furthermore we
see the importance of theorem 1.1.22.
The next step is to introduce Cliﬀord and spinor bundles. These notions
as well as many of the following ones require the associated bundle construc-
tion. Since this construction is fundamental for our purposes we give it in the
deﬁnition below.
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Deﬁnition 1.1.24. Let X and F be topological spaces and Homeo(F ) denote
the group of homeomorphisms of another topological space F , where Homeo(F )
is assumed to be endowed with the compact-open topology. Let further
π : P −→ X
be a principal G-bundle over X. Now ﬁx a continuous group homomorphism
ρ : G −→ Homeo(F )
and consider the free left action of G on the product P × F given by
φg(p, f) =
(
pg−1, ρ(g)f
)
,
where g ∈ G and (p, f) ∈ P × F . Then we deﬁne P ×ρ F to be the quotient
space of this action. The projection
P × F −→ P
π
−→ X
descends to a mapping
πρ : P ×ρ F −→ X
which is the ﬁbre bundle over X with ﬁbre F . πρ is called the bundle associated
to P by ρ.
One can consider orthogonal transformations on quadratic spaces. Since the
deﬁnition of Cliﬀord algebras are based upon quadratic spaces there is also a
notion of orthogonal transformations on Cliﬀord algebras. In the following note
we make this explicit for the Cliﬀord algebra Cln.
Note 1.1.25. For n ≥ 1 let
ρn : SOn −→ SO(R
n)
denote the standard representation. Each orthogonal transformation of Rn in-
duces an orthogonal transformation of Cln which preserves the multiplication,
therefore we obtain a representation
cl(ρn) : SOn −→ Aut (Cl(R
n)) .
With this note and the last deﬁnitions we are well prepared to deﬁne Cliﬀord
and spinor bundles. Cliﬀord bundles are deﬁned as follows.
Deﬁnition 1.1.26. Let E be an oriented Riemannian vector bundle. The
Cliﬀord bundle of E is the bundle
Cl(E) = PSO(E)×cl(ρn) Cl(R
n)
associated to the representation
cl(ρn) : SOn −→ Aut(Cl(R
n)) .
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In order to get a basic understanding of Cliﬀord bundles we state some facts
about them.
Note 1.1.27. We keep the notations from deﬁnition 1.1.26.
1. An equivalent deﬁnition of Cl(E) is given by setting
Cl(E) =
⎛⎝⊕
r≥0
r⊗
j=1
E
⎞⎠/ I(E),
where I(E) is the bundle of ideals, that is the bundle whose ﬁbre at x ∈ X
is the two-sided ideal I(Ex) in
⊕
r≥0
⊗r
j=1 Ex, generated by the elements
v ⊗ v+ ‖v‖2 for v ∈ Ex.
2. Cl(E) is a bundle of Cliﬀord algebras over X.
3. There is a decomposition
Cl(E) = Cl0(E)⊕ Cl1(E),
where the Clj(E) are the eigenbundles to the eigenvalues 1 and −1 respec-
tively of the bundle automorphism
ι : Cl(E) −→ Cl(E)
which extends the map
E −→ E; v → −v.
Now we turn to the deﬁnition of real and complex spinor bundles.
Deﬁnition 1.1.28. Let E be an oriented Riemannian vector bundle with a
spin structure
ξ : PSpin(E) −→ PSO(E).
1. A real spinor bundle of E is a bundle of the form
S(E) = PSpin(E)×μ M,
where M is a left module for Cl(Rn) and
μ : Spinn −→ SO(M)
is the representation given by left multiplication by elements of Spinn ⊂
Cl(Rn).
2. A complex spinor bundle of E is a bundle of the form
SC(E) = PSpin(E)×μ MC,
where MC is a complex left module for Cl(Rn)⊗ C.
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Spinor bundles are fundamental for the notion of a Dirac operator. We
introduce Dirac operators and the index of a Dirac operator in the deﬁnition
below.
Deﬁnition 1.1.29. Let M be a Riemannian manifold with Cliﬀord bundle
Cl(M) and S be a bundle of left modules over Cl(M). Let further S be Rieman-
nian and endowed with a Riemannian connection.
1. The Dirac operator
D : C∞(S) −→ C∞(S)
is deﬁned by
(Dψ)(x) =
n∑
i=1
ei · ∇eiψ,
where {e1, . . . , en} is an orthonormal basis of the tangent space TxM ,
∇eiψ ∈ Sx is the covariant derivative of ψ in the direction of ei and
the multiplication is given by the Cliﬀord multiplication.
2. It is a fact that the kernel and the cokernel of D are both ﬁnite dimensional
provided that the manifold M is closed and compact. The index of a Dirac
operator D is deﬁned by
ind(D) = dim(ker(D)) − dim(coker(D)).
Note 1.1.30. If ψ is a section of S±, then ∇eiψ ∈ S
±
x and hence ei · ∇eiψ ∈
S∓x . In particular we can restrict D to operators
D± : C∞(S±) −→ C∞(S∓).
The proof of Lichnerowicz’ theorem involves the Bochner-Lichnerowicz-Wei-
tzenbo¨ck formula, therefore we state it now.
THEOREM 1.1.31 (The Bochner-Lichnerowicz-Weitzenbo¨ck For-
mula). Let M be a spin manifold, S a spinor bundle over M endowed with
the canonical Riemannian connection, considered as a homomorphism
∇ : C∞(S) −→ C∞(T ∗M ⊗ S)
and
∇∗ : C∞(T ∗M ⊗ S) −→ C∞(S)
its adjoint with respect to the inner product on these spaces of sections induced
by the Riemannian metric on M . Then the following equation is valid.
D2 = ∇∗∇+
1
4
s,
where s is the scalar curvature function.
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It is possible to generalize Lichnerowicz’ theorem. In fact this is necessary
for the way to the Gromov-Lawson-Rosenberg conjecture. It is not enough just
to work with spinor bundles and Dirac operators. We need spinor bundles which
provide an action of the Cliﬀord algebra Cln. These bundles we can use to deﬁne
Dirac operators which commute with the action of Cln. In the next deﬁnition
we introduce the required bundles.
Deﬁnition 1.1.32. Let M be an n-dimensional spin manifold. The Cln-linear
spinor bundle is the vector bundle
S(M) := PSpin(TM)×Spinn Cln.
Note 1.1.33. The Cliﬀord algebra Cln acts by right multiplication on S(M).
This action is ﬁbre preserving, therefore it gives the space of sections C∞(S(M))
the structure of a Z/2-graded right Cln-module.
As we already mentioned before, because of the above we can use Cln-linear
spinor bundles to deﬁne Dirac operators and the index of such operators which
use the action mentioned in this note. We introduce these operators in the next
deﬁnition.
Deﬁnition 1.1.34. Let M be an n-dimensional spin manifold.
1. We deﬁne the operator
D(M) : C∞(S(M)) −→ C∞(S(M))
by
D(M)(φ) =
n∑
j=1
ej∇ejφ.
Since it commutes with the Cln-action, D(M) is called the Cln-linear Dirac
operator of M .
2. Let M̂n denote the Grothendieck group of Z/2-graded Cln-modules. The
kernel of the above operator D(M) is a Z/2-graded Cln-module. Now let
i : Cln −→ Cln+1
be the canonical inclusion and
i∗ : M̂n −→ M̂n+1
the induced map. Then the Cliﬀord index of D(M) is deﬁned by
α(M) = [ker(D)] ∈ KOn(R) := M̂n/M̂n+1.
Remark 1.1.35. The element ker(D) ∈ Mn can depend on the Riemannian
metric g on M , but the element [ker(D)] ∈ Mn/M̂n+1 is independent of g. That
makes it necessary to deﬁne the Cliﬀord index in M̂n/M̂n+1 = KOn(R), so that
this is well-deﬁned.
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At this point we want to list up the coeﬃcient groups of KO-homology.
Note 1.1.36. The groups KOn(R) depend only on n modulo 8 and are given
by
KOn(R) =
⎧⎪⎨⎪⎩
Z for n ≡ 0 (mod 4),
Z/2 for n ≡ 1, 2 (mod 8),
0 otherwise.
In [Hi74] Nigel Hitchin proved the following result in the same way as Lich-
nerowicz proved theorem 1.1.8. In fact one can show that Hitchin’s result is a
generalization of Lichnerowicz’ theorem.
THEOREM 1.1.37 (Hitchin). Let M be an n-dimensional spin manifold.
If M admits a positive scalar curvature metric, then
α(M) = 0 ∈ KOn(R).
Also Hitchin’s theorem can be generalized. This requires the deﬁnition of
twisted Dirac operators as given below.
Deﬁnition 1.1.38. Let M be an n-dimensional spin manifold and ξ : E −→
M a real vector bundle with connection. Then the twisted Dirac operator
DE(M) : C
∞(S(M)⊗ E) −→ C∞(S(M)⊗ E)
is deﬁned by
DE(M)(φ) =
n∑
j=1
ej∇ejφ,
where ∇ is the product connection on S(M) ⊗ E of the usual connection on
S(M) and the given connection on E.
One can show that under a certain condition the Bochner-Lichnerowicz-
Weitzenbo¨ck formula is still valid in a more general context.
THEOREM 1.1.39. We keep the notations of deﬁnition 1.1.38. Assume
that E is a ﬂat bundle. Then the Bochner-Lichnerowicz-Weitzenbo¨ck formula
1.1.31 also holds for the twisted Dirac operator DE(M).
The goal of all the generalizations above is to construct a certain obstruction
which is contained in the group KOn(C
∗
r π), where C
∗
rπ is the real group C
∗-
algebra of a discrete group π. We give the relevant deﬁnitions.
Deﬁnition 1.1.40. 1. A Banach algebra is a real or complex Banach space
A together with an associative and distributive multiplication such that
λ(xy) = (λx)y = x(λy) ∀ λ ∈ C, x, y ∈ A
and
‖xy‖ ≤ ‖x‖·‖y‖ ∀ x, y ∈ A.
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2. A C∗-algebra is a Banach algebra A equipped with an involution ∗,
i. e. a conjugate-linear map
∗ : A −→ A
satisfying
x∗∗ = x ∀ x, y ∈ A,
(xy)∗ = y∗x∗ ∀ x, y ∈ A,
such that
‖x∗x‖ = ‖x‖2 ∀ x ∈ A.
The C∗-algebras we consider are real. The real C∗-algebra of a discrete
group is interesting for our purposes. It is given as follows.
Example 1.1.41. Let π be a discrete group. The real group C∗-algebra C∗r π
of π is the completion of the real group ring
Rπ =
{
n∑
i=1
rgigi
∣∣∣ ri ∈ R, gi ∈ π, n ∈ N}
with respect to the norm on Rπ deﬁned by
‖σ‖max:= sup
ρ
{ρ(σ)} for σ ∈ Rπ,
where the supremum is taken over all ∗-homomorphisms from ρ to the bounded
operators on the Hilbert space l2(π).
The deﬁnition of the obstruction we want to construct uses the following
bundle.
Deﬁnition 1.1.42. Let π be a discrete group. Then the Miscenko-Formenko
line bundle is deﬁned by the bundle
V(π) := Eπ ×π C
∗
rπ
over Bπ with ﬁbre C∗r π.
Now let M be a spin manifold f : M −→ Bπ be a map. Then we deﬁne the
twisted Dirac operator
Df∗V(π) = C
∞(S⊗ f∗V(π)) −→ C∞(S⊗ f∗V(π)) . (1.3)
Before we introduce the desired obstruction we give the deﬁnition of the KO-
homology groups of a C∗-algebra. Details on K-theory and C∗-algebras can be
found for example in the book of Niels Wegge-Olsen [WO93].
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Deﬁnition 1.1.43. Let A be a real Z/2-graded C∗-algebra. Then one deﬁnes
M∞(A) :=
⎛⎝⋃
n≥1
Mn(A)
⎞⎠/∼,
where the equivalence relation is induced by
M ∼
[
M 0
0 0
]
,
where M is contained in some Mn(A). Now one calls two projections P, Q ∈
M∞(A) equivalent, if there exists an R ∈ M∞(A) such that
P = R∗R and Q = RR∗.
With respect to this equivalence relation one deﬁnes
V (A) :=
{
[P ]
∣∣∣ P ∈ M∞(A), P = P ∗ = P 2} .
V (A) is a monoid with respect to the addition given by
[P ] + [Q] :=
[
P 0
0 Q
]
.
The group KOn(A) is deﬁned to be the Grothendieck group of V (A) and KOn(A)
is deﬁned by
KOn(A) := KO0(Cln ⊗A) .
At this point we are well prepared to deﬁne the desired obstruction which is
called the index obstruction.
Deﬁnition 1.1.44. Consider the twisted Dirac operator Df∗V(π) in equa-
tion (1.3). In general the module ker
(
Df∗V(π)
)
is neither ﬁnitely generated nor
projective. Let D′f∗V(π) be a compact perturbation of Df∗V(π) whose kernel is
ﬁnitely generated projective. Then one deﬁnes the index obstruction of M and
f by
α(M, f) :=
[
ker
(
D
′
f∗V(π)
)]
∈ KOn(C
∗
r π) .
One can show that α(M, f) is independent of the choice of the perturbation.
The index obstruction and the next theorem are fundamental for the formu-
lation of the Gromov-Lawson-Rosenberg conjecture.
THEOREM 1.1.45. Let M be an n-dimensional spin manifold and let
f : M −→ Bπ be a map to the classifying space of a discrete group π. If M
admits a positive scalar curvature metric, then
α(M, f) = 0 ∈ KOn(C
∗π).
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In the current section we learned basics on the question of the existence of
positive scalar curvature metrics on a given manifold. We also learned that
this question is closely related to the vanishing of the index obstruction which
we previously introduced. In the next section we provide the formulation of
the Gromov-Lawson-Rosenberg conjecture and give an overview on the way to
work out equivalent formulations of this conjecture which make it much easier
to work with it.
1.2 The Gromov-Lawson-Rosenberg Conjecture
In the last section we have seen that the vanishing of the index obstruction
α(M, f) of a spin manifold M and a map f : M −→ Bπ is a necessary condition
on M for admitting a positive scalar curvature metric. Now the question arises
if this condition is also a suﬃcient condition for an appropriate map f . The
following conjecture asserts this in the case that α(M, f) vanishes for all maps
f .
Conjecture 1.2.1 (The Gromov-Lawson-Rosenberg Conjecture). Let
M be a connected spin manifold of dimension n ≥ 5. Then M admits a met-
ric of positive scalar curvature if and only if the index obstructions α(M, f) ∈
KOn(C
∗
rπ1(M)) vanish.
This conjecture is false in general, a counterexample is given in the article
[Sch98] of Thomas Schick. But the hope is now that the above conjecture is
true for certain classes of manifolds. Moreover we want to receive a formulation
of the Gromov-Lawson-Rosenberg conjecture which enables us to do explicit
computations to prove the Gromov-Lawson-Rosenberg conjecture for some given
group G.
Let M be a spin manifold, u : M −→ Bπ the classifying map for the universal
covering of M and f : M −→ Bπ any map. Then one can show that if α(M,u)
vanishes, then so does α(M, f), thus it does not seem to be necessary to deﬁne
the index obstruction for arbitrary maps f . But it can be shown that the index
obstruction depends only on the bordism class [M, f ] ∈ ΩSpinn (Bπ1(M)), hence
the advantage of deﬁning it the way we did in the previous section is that we
obtain a well-deﬁned homomorphism
α : ΩSpinn (Bπ1(M)) −→ KOn(C
∗
rπ1(M)), [M, f ] → α(M, f).
Because of theorem 1.1.22 the Gromov-Lawson-Rosenberg conjecture is equiva-
lent to the following conjecture.
Conjecture 1.2.2. Let
α : ΩSpinn (Bπ) −→ KOn(C
∗
r π)
be the map deﬁned as in 1.1.44. Then the following equation is valid.
ΩSpin,+n (Bπ) = ker(α) .
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Theorem 1.1.45 yields that ΩSpin,+n (Bπ) ⊆ ker(α), so this conjecture asserts
that the converse inclusion is also true. As we already mentioned above the
Gromov-Lawson-Rosenberg conjecture is not true for any manifold, but for cer-
tain classess of manifolds it is true. Stephan Stolz proved the following result
in [St92].
THEOREM 1.2.3 (Stolz). The Gromov-Lawson-Rosenberg conjecture holds
for simply connected manifolds.
Simply connected manifolds have trivial fundamental groups. As we will see
later, the Gromov-Lawson-Rosenberg conjecture is also true for manifolds with
certain non-trivial fundamental groups. We want to give one example which is
very important for our investigations in chapter 2.
THEOREM 1.2.4. The Gromov-Lawson-Rosenberg conjecture holds for ﬁ-
nite groups with periodic cohomology.
Finite groups with periodic cohomology are either cyclic or generalized quater-
nion groups. The cyclic groups are important for our examinations as we will
see later.
Conjecture 1.2.2 asserts that the Gromov-Lawson-Rosenberg conjecture for a
group π is equivalent to the equation
ΩSpin,+n (Bπ) = ker
(
α : ΩSpinn (Bπ) −→ KOn(C
∗
rπ)
)
,
therefore it makes sence to take a closer look at the kernel of α. Let X be any
spectrum. Then
KOn(X) := πn(KO ∧X+)
and
kon(X) := πn(ko ∧X+)
are the generalized homology theories associated to the periodic (respectively
the connective) real K-theory spectrum KO ( respectively ko). Now let D and
per be the natural transformations induced by the corresponding maps between
spectra
D′ : MSpin −→ ko
and
per′ : ko −→ KO.
Furthermore let
A : KOn(Bπ) −→ KOn(C
∗
rπ)
be the assembly map. Then we can factorize the map α by
ΩSpinn (Bπ)
D
−→ kon(Bπ)
per
−→ KOn(Bπ)
A
−→ KOn(C
∗
rπ) .
Stephan Stolz and Rainer Jung proved a result that yields an equivalent formu-
lation of the Gromov-Lawson-Rosenberg conjecture which makes it much easier
to work on it. But before we state their result we need a few deﬁnitions ﬁrst.
1.2. THE GROMOV-LAWSON-ROSENBERG CONJECTURE 21
Deﬁnition 1.2.5. Let M be an n-dimensional spin manifold.
1. Then the bordism class [M, idM ] ∈ ΩSpinn (M) is called the fundamental
class of M in ΩSpin-theory. The fundamental class of M in connective
KO-homology is deﬁned by
[M ]ko := D([M, idM ]) ∈ kon(M)
and the fundamental class of M in periodic KO-homology is deﬁned to be
[M ]KO := per([M, idM ]) ∈ KOn(M)
2. Let X be a topological space. Then we deﬁne the subgroups
ko+n (X) := D
(
ΩSpin,+n (X)
)
⊂ kon(X)
and
KO+n+8k(X) :=
〈
per
(
ko+n+8k(X)
)〉
⊂ KOn+8k(X) ∼= KOn(X) ∀ k ≥ 0.
Dilip Bayen and Robert Bruner explain in [BB96] how to use the periodic
K-theory KO∗(BG) to compute ko∗(BG). As one can read for example in
[BGS07] the groups K˜O∗(BG) are easy to calculate since they are completely
determined by the irreducible complex representations of G in the following way.
Let c be the number of representations of G of complex type, r be the number
of representations of G of real type and q be the number of representations of
G of quaternion type. Then
K˜O8d+k(BG) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
(Z/2∞)c ⊕ (Z/2)r, if k = 1,
(Z/2)r, if k = 2,
(Z/2∞)c+r+q , if k = 3,
0, if k = 4,
(Z/2∞)c ⊕ (Z/2)q, if k = 5,
(Z/2)q, if k = 6,
(Z/2∞)c+r+q , if k = 7,
0, if k = 0.
Details about the determination of the type of an irreducible complex represen-
tation of a group G can be found in [Se77].
The result of Stolz and Jung mentioned above is similar to theorem 1.1.22.
THEOREM 1.2.6 (Stolz, Jung). Let M be a spin manifold of dimension
n ≥ 5 and let u : M −→ Bπ1(M) be the classifying map of the universal
covering M˜ −→ M . Then M admits a positive scalar curvature metric if and
only if u∗([M ]ko) is contained in ko
+
n (Bπ1(M)).
This theorem implies that the Gromov-Lawson-Rosenberg conjecture is equiv-
alent to the following conjecture.
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Conjecture 1.2.7.
ko+n (Bπ1(M)) = ker(A ◦ per : kon(Bπ1(M)) −→ KOn(C
∗
r π1(M))) .
This formulation of the Gromov-Lawson-Rosenberg conjecture is much bet-
ter than that one of conjecture 1.2.2 since the groups ko∗(Bπ) are a lot smaller
than the groups ΩSpin∗ (Bπ). Moreover there is an Adams spectral sequence
converging to ko∗(Bπ), so we have a tool for computing these groups which we
will use throughout chapters 2 and 3. The condition u∗([M ]ko) ∈ ko+∗ (Bπ) is
important since it yields that for the proof of the Gromov-Lawson-Rosenberg
conjecture for the group π it is suﬃcient to construct suﬃciently many mani-
folds whose classes in ko-homology generate the groups ko+∗ (Bπ).
As we already mentioned before, Boris Botvinnik, Peter Gilkey and Stephan
Stolz proved the Gromov-Lawson-Rosenberg conjecture for groups with periodic
homology, that is for cyclic or generalized quaternian groups. Michael Joachim
and Arjun Malhotra proved it for the group C2×C2. Thomas Schick proved in
[Sch98] that the Gromov-Lawson-Rosenberg conjecture is false for the group
C4×C3, where C is the group of integers.
1.3 The Adams Spectral Sequence
In this section we introduce the Adams spectral sequence which is a spectral
sequence computing the group of morphisms [Y,X ] between two spectra Y and
X . We start with providing some necessary notions. The algebraic background
material can be found in any book about homological algebra. We have taken
the following from the book [McC01]. The basics in homological algebra can be
found for example in [CE99], in [We94] or in [Ko96].
Let (Γ, φ) be a graded algebra with unit and augmentation over a ﬁeld K with
product φ. Let
 : K −→ Γ
denote its unit map,
η : Γ −→ K
the augmentation map and assume further that
η ◦  = idK.
By Γ−Mod we denote the category of graded left Γ-modules.
Deﬁnition 1.3.1. Let p be a prime number, (Γ, φ) a graded algebra with
unit and augmentation and M, N graded left Γ-modules. A homomorphism
f ∈ homΓ(M, N) is called to be of degree t if it satisﬁes the condition
f(Mq) ⊆ Nq+t ∀ q ∈ Z.
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The iterated suspension functor Σk is a basic example of a homomorphism
of degree k. As we will see in appendix A this homomorphism is very important
in constructing free resolutions of Ap-modules, thus it plays an important role
for doing computations involving the Adams spectral sequence.
Deﬁnition 1.3.2. The suspension functor
Σ : Γ−Mod −→ Γ−Mod
is deﬁned by
(ΣM)n := Mn−1 for a left Γ-module M
with Γ-action given by
γ · (Σx) = (−1)deg(γ)Σ(γ · x),
where γ ∈ Γ, x ∈ M and Σx ∈ (ΣM)n+1 is the corresponding element in
(ΣM)n+1. The iterated suspension functor
Σk : Γ−Mod −→ Γ−Mod
is deﬁned by
Σ0 = id, Σ1 = Σ, Σk+1 = Σ ◦ Σk.
The graded hom-functor is deﬁned by
homkΓ(M,N) := homΓ
(
M,ΣkN
)
.
There is the well-known identity
homkΓ(M,N) = {f ∈ homΓ(M,N) | deg(f) = −k}.
As well as the functor homR for any ring R the functors hom
t
Γ can be derived.
This leads us to the following deﬁnition.
Deﬁnition 1.3.3. Let P∗(M) be a projective resolution of the Γ-module M ,
s ≥ 0 and t ∈ Z. Then the Ext groups Exts,tΓ are deﬁned by
Exts,tΓ (M,N) := H
s
(
homtΓ(P∗(M), N)
)
.
There are two products which are important for computations with the
Adams spectral sequence, namely the Yoneda product and the tensor prod-
uct. For this reason we recall these products now and start with the Yoneda
product.
THEOREM 1.3.4. Let L, M and N be left Γ-modules. Then there is a bilin-
ear, associative pairing, called the Yoneda product, deﬁned for all s, t, s′, t′ ≥ 0.
◦ : Exts,tΓ (L,M)⊗ Ext
s′,t′
Γ (M,N) −→ Ext
s+s′,t+t′
Γ (L,N).
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The proof of this theorem works by constructing this product explicitly. We
restrict ourselves to explaining how to compute such a product. The complete
proof is given in [McC01]. Let
0 ←− L ←− P∗
be a projective resolution of L and
0 ←− M ←− Q∗
a projective resolution of M . If [f ] ∈ Exts,tΓ (L,M) and [g] ∈ Ext
s′,t′
Γ (L,M) we
consider representative maps
f : Ps −→ Σ
tM
and
g : Qs′ −→ Σ
t′N.
One deﬁnes [f ] ◦ [g] as follows. Consider the following diagram.
... Ps
f0

f





Ps+1
f1

... Ps+s′
fs′

...
0 ΣtM ΣtQ0 Σ
tQ1 ... Σ
tQs′
Σtg

...
Σt+t
′
Z/2
The deﬁning property of projective modules provides that one can lift the map
f up the resolution to a map
fs′ : Ps+s′ −→ Σ
tQs′ .
Then one suspends g to
Σtg : ΣtQs′ −→ Σ
t+t′N.
The desired product of [f ] and [g] is deﬁned by
[f ] ◦ [g] :=
[
Σtg ◦ fs′
]
.
This deﬁnition is independent of any choice we did in the working steps above.
Now we come to the smash product pairing.
THEOREM 1.3.5. Let X and Y be two spectra. There is a natural pairing
Es,tr (X)⊗ E
s′,t′
r (Y ) −→ E
s+s′,t+t′
r (X∧Y )
of Adams spectral sequences, given at the E2-term by the tensor product pairing
Exts,tA (H
∗(X ; Z/2), Z/2)⊗ Exts
′,t′
A (H
∗(Y ; Z/2), Z/2)
−→ Exts+s
′,t+t′
A (H
∗(X∧Y ; Z/2), Z/2) .
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The most important algebra for the Adams spectral sequence is the mod p
Steenrod algebra Ap for a prime number p. For our purposes we only need to
know the algebraic structure of this algebra for p = 2. Details concerning this
topic, especially the construction of the Steenrod operations, can be found for
instance in [St62] or in [Sn99]. We restrict ourselves to state the main deﬁnitions
and properties of the mod 2 Steenrod algebra.
THEOREM 1.3.6. There exists a family of stable cohomology operations
Sqi : H∗( ; Z/2) −→ H∗+i( ; Z/2), i ≥ 0,
which form an algebra with the composition as product and satisfy the following
properties. Let X be a space.
1. Sq0 = id.
2. Sq1 is the Bockstein homomorphism associated to the short exact sequence
of coeﬃcients
0 −→ Z/2
2
−→ Z/4
pr2−→ Z/2 −→ 0.
3. If x ∈ Hn(X ; Z/2), then
Sqn(x) = x2.
4. If x ∈ Hn(X ; Z/2) and i ≥ n, then
Sqi(x) = 0.
5. Cartan formula: Let x, y ∈ H∗(X ; Z/2). Then
Sqk(xy) =
k∑
i=0
Sqi(x)Sqk−i(y),
where the multiplication is given by the cup product.
6. Adem relations: If 0 < a < 2b, then
SqaSqb =
a/2∑
j=0
(
b − 1− j
a− 2j
)
Sqa+b−jSqj .
The Steenrod operations form an algebra which we introduce now.
Deﬁnition 1.3.7. The mod 2 Steenrod algebra A2 is deﬁned to be the alge-
bra generated by the homomorphisms Sqi with the composition as product. We
introduce the standard notation
Sqi1,...,ir := Sqi1 . . . Sqir .
For shortness reasons we use the notation A := A2 in the sequel.
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From now on we call the mod 2 Steenrod algebra just the Steenrod algebra.
For our purposes it is important to know how to calculate with the Steenrod
algebra. In the ﬁrst chapter we will do computations with the whole Steenrod
algebra when we work with the Bockstein spectral sequence, but in each other
situation we will only have to deal with a certain subalgebra of A. We introduce
this subalgebra in the following deﬁnition.
Deﬁnition 1.3.8. We denote by A(1) the subalgebra of A consisting of ele-
ments of the form Sqi1,...,ir for some r ≥ 0 and ij ∈ {1; 2}.
The structure of A(1) is given as in the theorem below.
THEOREM 1.3.9. 1. The following relations are valid in the Steenrod
algebra A.
(i) Sq1,1 = 0,
(ii) Sq1,2 = Sq3,
(iii) Sq1,3 = 0,
(iv) Sq1,2,1 = Sq2,2 = Sq3,1,
(v) Sq1,2,2 = Sq3,2 = 0,
(vi) Sq2,1,2 = Sq2,3,
(vii) Sq2,2,1 = 0,
(viii) Sq1,2,1,2 = Sq2,2,2 = Sq2,1,2,1 = Sq5,1 = Sq3,3.
2. As Z/2-vector space the subalgebra A(1) of A is given by
A(1) =
〈
Sq0, Sq1, Sq2, Sq1,2, Sq2,1, Sq1,2,1, Sq2,1,2, Sq1,2,1,2
〉
Z/2
.
Proof. The second assertion is a direct consequence of the ﬁrst one. The
formulas in the ﬁrst assertion follow by the Adem relations. We immediately
obtain
Sq1,1 = 0
and
Sq1,2 = Sq3,
the ﬁrst two formulas of the theorem, and out of this we get equation (iii) by
Sq1,3 =
(ii)
Sq1,1,2 =
(i)
0.
The fourth formula follows by
Sq2,2 =
(
1
2
)
Sq4 +
(
0
0
)
Sq3,1
= Sq3,1
=
(ii)
Sq1,2,1.
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These formulas imply the equations (v), (vii) and (viii) since
Sq3,2 =
(ii)
Sq1,2,2 =
(iv)
Sq1,1,2,1 =
(i)
0,
Sq2,2,1 =
(iv)
Sq1,2,1,1 =
(i)
0
and also
Sq3,3 =
(ii)
Sq1,2,1,2
=
(iv)
Sq2,2,2
=
(iv)
Sq2,1,2,1
=
(ii)
Sq2,3,1
=
((
2
2
)
Sq5 +
(
1
0
)
Sq4,1
)
Sq1
= Sq5,1 + Sq4,1,1
=
(i)
Sq5,1.
Finally we receive the sixth formula by
Sq2,1,2 =
(ii)
Sq2,3. 
Next we provide all necessary informations about the Adams spectral se-
quence. The details on the construction of the Adams spectral sequence and
the proofs of the results can be found for example in [Ro12], [Br09] and [Ma11].
THEOREM 1.3.10. Let X, Y be a connective CW-spectrums with X of
ﬁnite type and Y ﬁnite and p a prime number. Then there is a spectral sequence
with E2-term
Es,t2 = Ext
s,t
Ap
(H∗(X ; Z/p), H∗(Y ; Z/p))
which converges to
πY∗ (X) =
[
ΣtY,X
]
.
The Z/p-vector space Es,t2 is ﬁnite dinemsional for all s, t ≥ 0.
Whenever one works with a spectral sequence it is important to know its
multiplicative structure since this makes it easier to compute its diﬀerentials. In
the next theorem we collect the main properties concerning the multiplicative
structure of Adams spectral sequences.
THEOREM 1.3.11. Let X, Y, Z be a connective CW-spectrums with X of
ﬁnite type and Y, Z ﬁnite and p a prime number. Then for the Adams spectral
sequence converging to πY∗ (X) the following statements are true.
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1. Consider the Adams spectral sequences
E∗,∗r =⇒ π
Y
∗ (X),
E˜∗,∗r =⇒ π
Z
∗ (Y ),
Ê∗,∗r =⇒ π
Z
∗ (X).
Let r ≥ 2. Then there is an associative pairing
E∗,∗r ⊗ E˜
∗,∗
r −→ Ê
∗,∗
r
which agrees for r = 2 with the Yoneda pairing
Ext∗,∗Ap(H
∗(X ; Z/p), H∗(Y ; Z/p))⊗ Ext∗,∗Ap(H
∗(Y ; Z/p), H∗(Z; Z/p))
−→ Ext∗,∗Ap(H
∗(X ; Z/p), H∗(Z; Z/p)) .
2. Consider the Adams spectral sequences
E∗,∗r =⇒ π∗(X),
E˜∗,∗r =⇒ π∗(Y ),
Ê∗,∗r =⇒ π∗(X∧Y )
with diﬀerentials dr, d˜r and d̂r respectively. Let r ≥ 2. Then there is an
associative pairing
φr : E
∗,∗
r ⊗ E˜
∗,∗
r −→ Ê
∗,∗
r
which is for r = 2 given by the natural tensor product pairing
Ext∗,∗Ap(H
∗(X ; Z/p), Z/p)⊗ Ext∗,∗Ap(H
∗(Y ; Z/p), Z/p)
−→ Ext∗,∗Ap(H
∗(X∧Y ; Z/p), Z/p) .
The diﬀerentials d̂r of Ê
∗,∗
r are given by the Leibniz rule
d̂r(φr(x⊗ y)) = φr(dr(x) ⊗ y) + (−1)
nφr(x ⊗ d˜r(y)).
1.4 The Homotopy of the Spectrum ko
In this section we brieﬂy sketch the computation of the 2-component of the
homotopy of the real connective K-theory spectrum ko. All this can be found
for example in [Ma11]. In this situation the desired computation can be made
easier by applying a certain change of rings isomorphism so that we can work
with the algebraA(1) instead of working with the whole mod 2 Steenrod algebra
A what makes the work easier.
The computation can be done using the Adams spectral sequence converging to
π∗(ko). Its E2-term is given by
Es,t2 = Ext
s,t
A (H
∗(ko; Z/2), Z/2) . (1.4)
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On the one hand H∗(ko) is a module over A(1), on the other hand it is well
known from [Ad74, Part III, Prop. 16.6] that
H∗(ko; Z/2) = A⊗A(1) Z/2. (1.5)
Now we apply equation (1.5) to equation (1.4) and use a change of rings iso-
morphism to receive
Es,t2 = Ext
s,t
A
(
A⊗A(1) Z/2, Z/2
)
= Exts,tA(1)(Z/2, Z/2). (1.6)
The E2-chart is given in the diagram below.
0 2 4 6 8 10 12 14 16 18
0
2
4
6
8
10
12
•
•
•
•
•
•
•
•
•
•
•
•
∧
•
•








•
•
•
•
•
•
•
•
•
∧
•
•
•
•
•
•
•
•
∧
•
•








•
•
•
•
•
∧
•
•
•
•
∧
•
•








Any dot represents a generator of a group isomorphic to Z/2 and any inﬁnite
tower of connected dots generates a group isomorphic to Z. The E2-term of this
Adams spectral sequence is already its E∞-term and for n ≥ 0 we have
πn(ko) ∼=
⎧⎪⎨⎪⎩
Z, if n ≡ 0 (mod 4),
Z/2, if n ≡ 1, 2 (mod 8),
0, otherwise.
As a graded ring we have
ko∗ =
⊕
n≥0
kon = Z [η, ω, μ]/(η
3, 2η, ηω, ω2 − 4μ),
where η, ω and μ are elements of degree 1, 4 and 8 respectively. The latter can
be found for example in [BGS97].
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1.5 The Bockstein Spectral Sequence
Although the Bockstein spectral sequence is not the main tool for computing the
ko-groups of a spectrum it plays a key role in the treatment of the diﬀerentials
of the occuring Adams spectral sequences. In fact we will have to do diverse
calculations with the Bockstein spectral sequence to receive these diﬀerentials.
This causes us to introduce the Bockstein spectral sequence in this section. As
ist name suggests, the notion of Bockstein homomorphisms is fundamental for
this spectral sequence. Let X be an arbitrary spectrum. Consider the short
exact sequence of abelian groups
0 −→ Z
r
−→ Z
prr−→ Z/r −→ 0. (1.7)
This sequence induces a short exact sequence of chain complexes
0 −→ C∗(X)
r
−→ C∗(X)
(prr)∗−→ C∗(X)⊗ Z/r −→ 0 (1.8)
which induces a long exact sequence in homology
. . .
∂
−→ Hn(X)
r
−→ Hn(X)
(prr)∗−→ Hn(X ; Z/r)
∂
−→ Hn−1(X) −→ . . . . (1.9)
If u = 0 ∈ Hn−1(X) is an element with
ru = 0
there exists an u˜ ∈ Hn(X ; Z/r) satisfying
∂(u˜) = u.
For such a class u˜ we have
u˜ = [c⊗ 1] ∈ Hn(X ; Z/r) .
Since
∂(c⊗ 1) = 0 and δ(c) = 0
it follows that there is a homology class v ∈ Hn−1(X) with
∂(c) = rv and ∂(u˜) = v ∈ Hn−1(X).
Therefore we obtain the Bockstein operator to be given by
β : Hn(X ; Z/r) −→ Hn(X ; Z/r) ; [c⊗ 1] →
[
1
r
∂(c)⊗ 1
]
. (1.10)
Now we introduce the Bockstein spectral sequence. Let r = p with p a prime
number. The sequence (1.9) can be viewed as an exact couple
H∗(X)
p  H∗(X).
(redp)∗




H∗(X ; Z/p)
∂

(1.11)
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The E1-term is given by
E1 = B1 ∼= H∗(X ; Z/p)
and
d1 = ∂ ◦ (redp)∗ = β,
where β is the corresponding Bockstein homomorphism.
THEOREM 1.5.1. Let X be a connected spectrum of ﬁnite type. Then there
is a singly graded spectral sequence {B∗r , dr}, natural with respect to spectra and
continuous mappings, with
B1n
∼= Hn(X ; Z/p) , d1 = β,
where β is the corresponding Bockstein homomorphism, and converging strongly
to
(H∗(X)/torsion)⊗ Z/p.
The diﬀerential which identiﬁes the Bockstein homomorphism can be de-
scribed in an alternative manner. Consider the short exact sequence of abelian
groups
0 −→ Z/p
p
−→ Z/p2
redp
−→ Z/p −→ 0. (1.12)
Here the kernel is Z/p ∼= pZ/p2 and the associated long exact sequence on
homology for the space X is given by
. . .
β
−→ Hn(X ;Z/p)
p
−→ Hn
(
X ;Z/p2
) redp
−→ Hn(X ;Z/p)
β
−→ Hn−1(X ;Z/p) −→ . . .
(1.13)
with β = d1 as connecting homomorphism of this sequence. This can be gener-
alized by considering the short exact sequences of abelian groups
0 −→ Z/pr −→ Z/p2r −→ Z/pr −→ 0.
In a similar manner as above we obtain the r-th order Bockstein operator βr
as connecting homomorphism. Taking all of the short exact sequences for each
r ≥ 1 yields the following result.
THEOREM 1.5.2. Considering the Bockstein spectral sequence in theorem
1.5.1 the following identiﬁcation holds:
Brn−1
∼= pr−1 ·Hn(X ; Z/p
r) .
The diﬀerential dr can be identiﬁed with βr.
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1.6 The Eta Invariant
One of our working steps in the treatment of the Gromov-Lawson-Rosenberg
conjecture for the group G = C2m×C2n is the computation of the reduced real
connective K-theory groups k˜o∗(BG) of the classifying space of G or at least
to receive suﬃciently much information of it to obtain a proof of the Gromov-
Lawson-Rosenberg conjecture for the group G. The Adams spectral sequence
is a powerful tool to compute these groups. If its E∞-term is known one has to
solve the extension problem for each degree. In order to do this the eta invariant
is extremely helpful since this invariant is strongly related to the desired K-
theory groups. The goal of this section is to introduce the eta invariant and
to collect together the necessary results for doing calculations of this invariant.
The introduction of the eta invariant is taken from [GLP99].
Let M be a closed Riemannian manifold and P be a self-adjoint ﬁrst order
operator on the space of smooth sections to a bundle V over M . Now one
deﬁnes
η(P )(z) :=
1
2
(
TrL2
(
P
(
P 2
)−(z+1)/2)
+ dim(ker(P ))
)
.
One can show that
η(P )(z) =
1
2
⎛⎝∑
λ	=0
sign(λ)|λ|−z dim(E(λ, P )) + dim(E(0, P ))
⎞⎠ .
If Re(z) is suﬃciently large this series is absolutely convergent and has a mero-
morphic extension to C with isolated poles. Moreover the value at z = 0 is
regular. Now one deﬁnes the eta invariant of the operator P by
η(P ) := η(P )(0).
The eta invariant of the operator P measures the spectral asymmetry of P . The
eta invariant has the following properties.
Lemma 1.6.1. Let P	 be a smooth 1 parameter family of operators of Dirac
type. Let
f() := η(P	) ∈ R/Z.
Then the following statements are true.
1. The function f is smooth in the parameter .
2. If dim(M) is even, then f is constant in R/Z.
3. If dim(ker(P	)) is even, then η(P	) is smooth in R/2Z.
4. If ker(P	) = {0}, then η(P	) is a smooth R-valued function.
Next we recall some basic deﬁnitions concerning representation theory of
ﬁnite groups.
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Deﬁnition 1.6.2. Let π be a ﬁnite group.
1. Let Cπ denote the ord(π)-dimensional complex vector space of all complex
functions on π endowed with the inner product
〈f1, f2〉L2 :=
1
ord(π)
∑
g∈π
f1(g)f¯2(g).
2. Let Class(π) ⊂ Cπ denote the subspace of class functions on π, that is the
functions f : π → C satisfying f
(
h−1gh
)
= f(g) for all g, h ∈ G.
We list up some basic facts which we will need throughout the calculations
of eta invariants.
Lemma 1.6.3. Let π be a ﬁnite group.
1. If ρ is a ﬁnite dimensional complex representation of π, then
Tr(ρ) ∈ Class(π).
2. Let {ρ1, . . . , ρr} be a set of representatives for the equivalence classes of
irreducible complex representations of π. Then we have
dim(ρi)
∣∣∣ ord(π) ∀ 1 ≤ i ≤ r
and
r∑
i=1
dim(ρi)
2 = ord(π).
3. If π is abelian and ρ an irreducible representation of π, then dim(ρ) = 1.
In particular we have r = ord(π) in the previous statement.
4. The number of inequivalent irreducible complex representations of π coin-
cides with the number of conjugacy classes of π.
When we do computations with the eta invariant we need to know the rep-
resentation ring of a group π. It is deﬁned as follows.
Deﬁnition 1.6.4. Let π be a ﬁnite group and {ρ1, . . . , ρr} be a set of rep-
resentatives of the irreducible representations of π. The representation ring
RU(π) of π is the free abelian group generated by the ρi, that is
RU(π) =
r⊕
i=1
ρiZ.
The addition is given by direct sum and the multiplication is induced by the ten-
sor product of representations. With RU0(π) we denote the subgroup of RU(π)
which consists of all virtual representations of virtual dimension 0.
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For our purposes the most important examples are the representation rings
of cyclic groups and the two-fold product of cyclic groups, therefore we provide
them next.
Example 1.6.5. For n ≥ 2 let
ζn := exp
(
2πi
n
)
∈ C
and
Cn =
〈
a
∣∣∣ an = 1〉
be the cyclic group of order n. Let further ρs denote the complex representation
deﬁned by
ρs(a) = ζ
s
n.
Note that
ρs = ρt ⇐⇒ n
∣∣∣ s− t.
Then the representation ring of Cn is given by
RU(Cn) =
n⊕
i=1
ρiZ
with multiplication induced by
ρs · ρt = ρs+t.
Example 1.6.6. Let m, n ≥ 2, ζn as in the example 1.6.5 and
Cm×Cn =
〈
a, b
∣∣∣ am = 1, bn = 1, b−1ab = a〉 .
We introduce the notation
ρs,t := ρs ⊗ ρt.
Then the representation ring of Cm×Cn is given by
RU(Cm×Cn) =
m⊕
i=1
n⊕
j=1
ρi,jZ
with multiplication induced by
ρs1,t1 · ρs2,t2 = ρs1+s2,t1+t2 .
Now we state the main theorem concerning the eta invariant of certain ma-
nifolds. After that we introduce the manifolds which are of interest for our
explorations and use the main theorem to receive formulas for the eta invariants
of these manifolds.
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THEOREM 1.6.7. Let π be a ﬁnite group and τ : π −→ U(m) for m ≥ 2
be a ﬁxed point free representation of π. Let
M := S2m−1/τ(π)
be the associated spherical space form. Give M a spinc structure with associated
determinant line bundle given by the linear representation δ. Let ρ ∈ RU(π). If
2m− 1 ≡ 3 (mod 4), assume ρ ∈ RU0(π). Then
η(M)(ρ) =
1
ord(π)
∑
g∈π,g 	=1
Tr(ρ(g))(δ(g)det(τ(g)))1/2
det(τ(g)− I)
.
This formula can be found in [BGS, Thm. 4.6]. We are interested in the
case π = C2l for l ≥ 2. Let a := (a1, . . . , a2d). We deﬁne the representation
τ(a) of C2l in U(2d) by
τ(a) := ρa1⊕ . . .⊕ ρa2d ,
where the ai are assumed to be odd. This condition ensures that τ(a) is a ﬁxed
point free representation. Then we deﬁne
L4d−1
(
2l; τ(a)
)
:= S4d−1/τ(a)(C2l) .
This is the associated lens space. The lens spaces of our interest are given by
those ones with a = (1, . . . , 1, 1+2j), therefore we introduce the notation
L4d−1
(
2l; τ(1+2j)
)
:= L4d−1
(
2l; τ(1, . . . , 1, 1+2j)
)
.
Now let H⊗2⊕Cr be the Whitney sum of the tensor square of the complex Hopf
line bundle and r copies of the trivial complex line bundle over the complex
projective space CP1. For a as above let λ ∈ S1 act by multiplication by λaν
on the ν-th summand. Then following [BG99] we deﬁne
X4d+1
(
2l; τ(a)
)
:= S
(
H⊗2 ⊕ Cr
)
/τ(a)(C2l) .
This is the associated lens space bundle over CP1. The lens spaces bundles of
our interest are given by those ones with a = (1, . . . , 1, 1+2j), therefore as above
we introduce the notation
X4d+1
(
2l; τ(1+2j)
)
:= X4d+1
(
2l; τ(1, . . . , 1, 1+2j)
)
.
With theorem 1.6.7 we get that the eta invariants of the above manifolds are
given by
η
(
L4d−1
(
2l; τ(1+2j)
))
(ρu − ρ0) =
1
2l
2l−1∑
k=1
ζ
k(d+j)
2l
(
ζku2l − 1
)(
1− ζk
2l
)2d−1(
1− ζ
k(1+2j)
2l
)
and
η
(
X4d+1
(
2l; τ(1+2j)
))
(ρu) =
1
2l
2l−1∑
k=1
ζ
k(d+j)
2l
(
1 + ζk2l
)
ζku2l(
1− ζk
2l
)2d(
1− ζ
k(1+2j)
2l
) .
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1.7 The Stiefel-Whitney Classes of Vector Bun-
dles
The last step of the proof of the Gromov-Lawson-Rosenberg conjecture for a
given group G is to construct suﬃciently many manifolds to generate k˜o∗(BG).
For the proof that we constructed enough of them for the case od G we consider
we will use Stiefel-Whitney classes of vector bundles, therefore we recall their
deﬁnition here. Details such as the construction and the proof of the existence of
the Stiefel-Whitney classes can be found in John Milnor’s and James Stasheﬀ’s
book [MS74].
Deﬁnition 1.7.1. The Stiefel-Whitney cohomology classes of a real vector
bundle are the characteristic classes which satisfy the following four axioms.
1. To each vector bundle ξ there corresponds a sequence of cohomology classes
wi(ξ) ∈ H
i(B(ξ); Z/2), i ≥ 0,
called the Stiefel-Whitney classes of ξ. The wi satisfy
w0(ξ) = 1 ∈ H
0(B(ξ); Z/2)
and
wi(ξ) = 0 ∀ i > n
if ξ is an n-plane bundle.
2. Naturality. If f : B(ξ) −→ B(η) is covered by a bundle map from ξ to η,
then
wi(ξ) = f
∗wi(η).
3. The Whitney product theorem. If ξ and η are vector bundles over the same
base space, then
wk(ξ ⊕ η) =
k∑
i=0
wi(ξ) ∪ wk−i(η).
4. For the universal line bundle L1 over the space RP1 the Stiefel-Whitney
class w1(L
1) is non-zero.
At this point we collect together some elementary results on Stiefel-Whitney
classes.
Proposition 1.7.2. 1. If the vector bundles ξ and η are isomorphic then
wi(ξ) = wi(η) for all i ≥ 0.
2. If  is a trivial vector bundle then wi() = 0 for all i > 0.
3. If  is a trivial vector bundle then wi(ξ ⊕ ) = wi(ξ) for all i ≥ 0.
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As we already mentioned above we will use Stiefel whitney classes of vector
bundles for the last step of the proof of the Gromov-Lawson-Rosenberg conjec-
ture for a ﬁxed group G. We will have to know the cohomology ring of some
associated projective bundle of a given vector bundle π. The following theorem
states that we can compute this cohomology ring out of the cohomology ring
of the base space of π and the ﬁrst Stiefel Whitney class of the canonical line
bundle over RP(π). This theorem can be found in Michael Joachim’s and Arjun
Malhotra’s article [JM12].
THEOREM 1.7.3. Let π : E −→ B be an n-dimensional real vector bundle
with RP(π) the associated projective bundle. Then
H∗(RP(π); Z/2) = H∗(B; Z/2)[t]/(tn + tn−1w1(π) + . . .+ t
1wn−1(π) + wn(π))
and
w1(RP(π)) = w1(π) + w1(B) + nt,
w1(RP(π)) = w2(π) + w1(B)(nt+ w1(π)) +
n(n−1)
2
t2 + (n−1)w1(π)t+ w2(π),
where t is the ﬁrst Stiefel Whitney class of the canonical line bundle over RP(π).
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Chapter 2
The Gromov-Lawson-Ro-
senberg Conjecture for
Cyclic 2-Groups
The cyclic group C2l of order 2
l for l ≥ 1 only has 2-rank 1, but the computations
and the results concerning the Gromov-Lawson-Rosenberg conjecture for C2l
play an important role for the respective examinations of the Gromov-Lawson-
Rosenberg conjecture for the ﬁnite abelian 2-groups of rank 2 which are given
by the groups
G = C2m× C2n
for m, n ≥ 1 as one can read for example in [Ru87] and [Si08]. That is why we
consider the Gromov-Lawson-Rosenberg conjecture for the cyclic group C2l ﬁrst.
Boris Botvinnik, Peter Gilkey and Stephan Stolz already did the proof of this
in [BGS99], but they used the Atiyah-Hirzebruch spectral sequence, therefore
we need to do the corresponding calculations with the Adams spectral sequence
ﬁrst. Moreover we calculate diverse eta invariants concerning the cyclic groups.
But we will take the constructions of the desired manifolds for the ﬁnal step
from that article to complete our version of the proof of the Gromov-Lawson-
Rosenberg conjecture for the cyclic case.
2.1 The Gromov-Lawson-Rosenberg Conjecture
for the Cyclic Group of Order 2
The cohomology ring H∗(BC2; Z/2) is diﬀerent from H∗(BC2l ; Z/2) for l ≥ 2.
The latter does not depend on the integer l. The diﬀerent algebraic structure of
these two rings results in diﬀerent charts of the corresponding Adams spectral
sequences converging to k˜o∗(BC2) and k˜o∗(BC2l) respectively, therefore we have
to treat these two cases separately and start with the computation of k˜o∗(BC2).
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2.1.1 The E2-Chart of the Adams Spectral Sequence con-
verging to k˜o∗(BC2)
As we already mentioned above, in order to compute the reduced real connective
K-theory of the classifying space BC2 of the group C2 it is necessary not only
to know its cohomology ring with coeﬃcients in Z/2 but also its stucture as
a module over A(1) since we need to ﬁnd a minimal set of generators for this
module. The cohomology ring of the space BC2 is well known and given as
follows.
THEOREM 2.1.1. The cohomology ring with coeﬃcients in Z/2 of the
classifying space BC2 = RP∞ of the group C2 is given by
H∗(BC2; Z/2) = Z/2 [x], deg(x) = 1.
Throughout the current section we will use the notation of this theorem. As
we said before, the ﬁrst thing to do is to work out the A(1)-module structure
of H˜∗(BC2; Z/2). Since the class x is 1-dimensional satisfying the property
xd = 0 for all d ≥ 1 the desired module structure over A(1) is completely
determined by the Steenrod axioms for the Steenrod algebra. The formulas for
the homomorphisms Sq1 and Sq2 on H˜∗(BC2; Z/2) are enlisted in the next
proposition.
Proposition 2.1.2. Let d ∈ N. Then the Steenrod homomorphisms Sq1 and
Sq2 satisfy the following formulas on the A(1)-module H∗(BC2; Z/2).
1. Sq1
(
x2d
)
= 0,
2. Sq1
(
x2d+1
)
= x2(d+1),
3. Sq2
(
x4d
)
= 0,
4. Sq2
(
x4d+1
)
= 0,
5. Sq2
(
x4d+2
)
= x4(d+1),
6. Sq2
(
x4d+3
)
= x4(d+1)+1.
Proof. All these formulas follow from the axioms of the Steenrod algebra.
We start with verifying the assertions for d = 0. After that we prove the
computation rules
Sq1
(
x2d+s
)
= x2dSq1(xs) ∀ s ≥ 1 (2.1)
and
Sq2
(
x4d+s
)
= x4dSq1(xs) ∀ s ≥ 1. (2.2)
These steps together imply the proposition. Direct computation yields
Sq1(x) = x2, (dimension axiom)
Sq1
(
x2
)
= Sq1(x)x + xSq1(x)
= x3 + x3
= 0
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as well as
Sq2(x) = 0,
Sq2
(
x2
)
= x4, (dimension axiom)
Sq2
(
x3
)
= Sq2(x)x2︸ ︷︷ ︸
=0
+Sq1(x)Sq1
(
x2
)︸ ︷︷ ︸
=0
+ xSq2
(
x2
)︸ ︷︷ ︸
=x5
= x5,
Sq2
(
x4
)
= Sq2
(
x2
)
x2 + Sq1
(
x2
)
Sq1
(
x2
)
+ x2Sq2
(
x2
)
= x6 + 0 + x6
= 0.
Since Sq1
(
x2
)
= 0 we inductively obtain
Sq1
(
x2(d+1)
)
= Sq1
(
x2d
)︸ ︷︷ ︸
=0
x2 + x2d Sq1
(
x2
)︸ ︷︷ ︸
=0
= 0.
This shows equation (2.1) and thus in connection with the elementary compu-
tations above the ﬁrst and the second formula. Similarly since Sq2
(
x4
)
= 0 we
obtain by induction
Sq2
(
x4(d+1)
)
= Sq2
(
x4d
)︸ ︷︷ ︸
=0
x4 + Sq1
(
x4d
)︸ ︷︷ ︸
=0
Sq1
(
x4
)
+ x4d Sq2
(
x4
)︸ ︷︷ ︸
=0
= 0.
The latter proves equation (2.2) and hence together with the elementary com-
putations above the remaining four formulas. 
Now we can use these formulas to work out a minimal set of generators of the
A(1)-algebra H˜∗(BC2; Z/2). That is our purpose of the following proposition.
Proposition 2.1.3. The following statements concerning the structure of the
A(1)-module H˜∗(BC2; Z/2) are valid.
1. A minimal set of generators of the A(1)-module H˜∗(BC2; Z/2) is given
by the set
S :=
{
x, x4d+3
∣∣∣ d ≥ 0} .
2. There is an isomorphism of A1-modules
H˜∗(BC2; Z/2) ∼=
∑1
MS ,
where the module MS is deﬁned as in appendix A.
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x7
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
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

•
•
x11
−−−−−
•
•
•
x15
−−−−−
•
•
•
•
•
•
•
Table 2.1: The E2 = E∞-chart of the Adams spectral sequence converging to
k˜o∗(BC2). The entries generate the groups E
t−s,s
2 , where we chose t − s for
the ﬁrst axis and s for the second axis. Any dot or any explicitly given element
represents an entry generating a group isomorphic to Z/2. A line connecting the
entries a ∈ Et−s,s2 and b ∈ E
t−s,s+1
2 indicates that h0a = b and a line connecting
the entries c ∈ Et−s,s2 and d ∈ E
t−s+1,s+1
2 means h1c = d.
Proof. Let d ≥ 0. Proposition 2.1.2 yields that
Sq1
(
x2d+1
)
= x2(d+1),
therefore we only need to consider odd-dimensional cohomology classes to ﬁnd a
minimal generating set of the A(1)-module H˜∗(BC2; Z/2). Moreover we obtain
from proposition 2.1.2 the equation
Sq2
(
x4d+2
)
= x4(d+1).
This implies that the elements of the set S as in the ﬁrst assertion are suﬃcient
to generate the module H˜∗(BC2; Z/2). Considering the images of Sq1 and Sq2
in proposition 2.1.2 one gets that none of the elements of S is generated by any
other of the classes xi. Therefore the ﬁrst assertion is shown.
Our preceding computations also immediately imply that the set S generates
an A(1)-module isomorphic to Σ1MS as the second assertion states. 
Thanks to this theorem we know the E2-chart of the Adams spectral se-
quence converging to k˜o∗(BC2) which is given in table 2.1. In appendix A we
provide a resolution of the A(1)-module MS and obtain that there do not exist
any non-trivial diﬀerentials in any Er-chart of the Adams spectral sequence of
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this module, hence the E2-chart in table 2.1 is already the E∞-chart of the
current spectral sequence.
2.1.2 The Eta Invariant Values Concerning k˜o∗(BC2)
The E∞-chart of the Adams spectral sequence converging to k˜o∗(BC2) already
implies the shape of these groups since the extension problem of its E∞-term
is trivial. In particular we observe that the group k˜o2d+1(BC2) is cyclic for
all d ≥ 0. Nevertheless we want to provide the eta invariants of the manifolds
which generate k˜o∗(BC2) since we will need their values for the desired eta
invariant computations concerning the groups C2×C2 and C2×C2n for n ≥ 2.
These manifolds are given by the odd-dimensional real projective spaces and
their eta invariants are well known. Details concerning this can be found in
[GLP99, proof of lemma 3.5.7]. We provide the eta invariants of the projective
spaces in the theorem below.
THEOREM 2.1.4. The eta invariants of the odd-dimensional real projective
spaces are given by
1. η
(
RP8d+3
)
(ρ1 − ρ0) = −
1
24d+2 ∈ R/2Z,
2. η
(
RP8d+7
)
(ρ1 − ρ0) = −
1
24d+4 ∈ R/Z.
As we already mentioned above all groups k˜o2d+1(BC2) are cyclic, thus there
is no necessity for further eta invariant calculations as we will have to do for the
reduced ko-theory groups of the space BC2l with l ≥ 2.
2.1.3 The Proof of the Gromov-Lawson-Rosenberg Con-
jecture for the Group C2
Since the extension problem of the E∞-term as given in table 2.1 is trivial we
can read oﬀ the reduced ko-homology of the space BC2 directly. We state them
in the following theorem.
THEOREM 2.1.5. The reduced real connective K-theory of the classifying
space BC2 of the group C2 is given by
k˜od(BC2) ∼=
⎧⎪⎪⎪⎨⎪⎪⎩
Z/2, d = 8j + 1, 8j + 2,
Z/24j+3, d = 8j + 3,
Z/24j+4, d = 8j + 7,
0, otherwise.
Note that the classes in degree 8j + 1 and 8j + 2 have non-trivial image in
K∗(RC2). On the one hand the last two theorems imply that the manifolds RPd
generate the groups k˜od(BC2) if d is odd, on the other hand we know from table
2.1. that k˜od(BC2) is trivial if d ≡ 2 (mod 8) is even and k˜od(BC2) ∼= Z/2 if
d ≡ 2 (mod 8). Therefore there is nothing else to do to proof the main theorem
of this section which we state now.
44 CHAPTER 2. THE CYCLIC CASE
THEOREM 2.1.6. The Gromov-Lawson-Rosenberg conjecture is true for
the group G = C2.
2.2 The Gromov-Lawson-Rosenberg Conjecture
for the Cyclic Group of Order at Least 4
In comparison with the preceding section the corresponding computations con-
cerning the groups C2l with l ≥ 2 are far more complicated than those ones
concerning the group C2. In particular we will have much work to do to obtain
the diﬀerentials of the Adams spectral sequence converging to k˜o∗(BC2l) since
in this situation there exist non-trivial diﬀerentials. As we have already seen
the E∞-chart of the Adams spectral sequence converging to k˜o∗(BC2) is that
simple that the consideration of the eta invariant in odd dimensions is not com-
plicated since the eta invariants of the projective spaces are well known and we
do not need any more manifolds to generate the groups k˜o2d+1(BC2). There-
fore conﬁrming the validness of the Gromov-Lawson-Rosenberg conjecture for
the group C2 is very easy since no further calculation is required for this. But
for the groups C2l the desired eta invariant calculations will be hard work since
the E∞-chart of the Adams spectral sequence converging to k˜o∗(BC2l) is not
as simple as the corresponding E∞-chart in the last section.
2.2.1 The E2-Chart of the Adams Spectral Sequence Con-
verging to k˜o∗(BC2l)
As we already explained before the E2-term of the Adams spectral sequence
converging to k˜o∗(BC2l) for l ≥ 2 does not depend on the integer l. This
is caused in the algebraic structure of the cohomology ring with coeﬃcients
in Z/2 of the space BC2l . As an A(1)-module the cohomology ring of the
classifying space BG of any group G completely determines the E2-term of the
Adams spectral sequence converging to k˜o∗(BG), but in order to compute the
diﬀerentials of any Adams spectral sequence one needs in general more structural
information. In our situation the integer l will play a key role in the shape of
the diﬀerentials dr. More precisely we will see that dr = 0 only occurs at the
stage r = l. Again we start with providing the cohomology ring of the space
BC2l .
THEOREM 2.2.1. Let l ≥ 2. The cohomology ring with coeﬃcients in Z/2
of the classifying space BC2l of the group C2l is given by
H∗(BC2l ; Z/2) = Z/2 [x, z]/(x
2),
where
deg(x) = 1, deg(z) = 2 and Sq1(z) = 0.
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As in the preceding section we will use the notations occuring in the theorem
above in the sequel and go on with the development of the necessary formu-
las concerning the Steenrod homomorphisms Sq1 and Sq2 on the A(1)-algebra
H∗(BC2l ; Z/2). These formulas are stated in the next proposition. Again the
data in the last theorem are suﬃcient to work them out by using the Steenrod
axioms.
Proposition 2.2.2. Let l ≥ 2 and  ∈ {0; 1}. Then the Steenrod homo-
morphisms Sq1 and Sq2 satisfy the following formulas on the A(1)-module
H∗(BC2l ; Z/2).
1. Sq1 ≡ 0,
2. Sq2
(
x	z2d
)
= 0,
3. Sq2
(
x	z2d+1
)
= x	z2(d+1).
Proof. Since the class x is 1-dimensional and x2 = 0, the Steenrod ax-
ioms together with theorem 2.2.1 immediately imply the ﬁrst equation. Direct
calculation yields
Sq2
(
z2
)
= Sq2(z)z + Sq1(z)Sq1(z) + zSq2(z)
= z3 + 0 + z3
= 0
and hence by induction
Sq2
(
z2d
)
= 0.
Now observe that for any s ≥ 0 we have
Sq2(xzs) = Sq2(x)︸ ︷︷ ︸
=0
zs + Sq1(x)︸ ︷︷ ︸
=0
Sq1(zs) + xSq2(zs)
= xSq2(zs) ,
thus we receive the second formula. For  ∈ {0; 1} direct calculation yields the
third assertion by
Sq2
(
x	z2d+1
)
= Sq2
(
x	z2d
)
z︸ ︷︷ ︸
=0
+Sq1
(
x	z2d
)
Sq1(z)︸ ︷︷ ︸
=0
+x	z2dSq2(z)
= x	z2(d+1),
completing the proof of the proposition. 
In analogy to the last section the next thing to do is the deduction of the
A(1)-module structure of H˜∗(BC2l ; Z/2). In the following theorem we work
out a minimal generating set and provide a direct sum decomposition of this
module.
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THEOREM 2.2.3. Let l ≥ 2. Then the following statements about the
structure of the A(1)-module H˜∗(BC2l ; Z/2) are valid.
1. A minimal A(1)-basis of H˜∗(BC2l ; Z/2) is given by the set
S =
{
x, z2d+1, xz2d+1
∣∣∣ d ≥ 0} .
2. There is an isomorphism of A(1)-modules
H˜∗(BC2l ; Z/2) ∼=
∑1MP ⊕⊕d≥0 (∑2dMB ⊕∑2d+1MB) ,
where MP and MB are deﬁned as in appendix A.
Proof. Since the homomorphism Sq1 is constantly zero on H˜∗(BC2l ; Z/2)
we only have to examine the map Sq2 on this A(1)-module. For  ∈ {0; 1} and
any cohomology class w proposition 2.2.2 yields the equation
Sq2(x	w) = x	Sq2(w).
Moreover we know from proposition 2.2.2 that
Sq2
(
x	z2d
)
= 0.
Therefore on the one hand the classes enlisted in the set S are suﬃcient to
generate the A(1)-module H˜∗(BC2l ; Z/2), on the other hand we must not omit
any of these classes because none of them is generated by any other classes of
lower or equal degree. Hence the ﬁrst assertion is shown.
The element x generates an A(1)-module isomorphic to Σ1MP and the classes
xz2d+1 generate A(1)-modules isomorphic to Σ4d+3MB for each d ≥ 0, where
the modules MP and MB are as introduced in appendix A. If we put all this
together also the second statement follows. 
The last result enables us to give theE2-chart of the Adams spectral sequence
converging to k˜o∗(BC2l). We visualize it in table 2.2.
2.2.2 The Diﬀerentials of the Adams Spectral Sequence
Converging to k˜o∗(BC2l)
In general it is extremely diﬃcult to work out the diﬀerentials of a given spec-
tral sequence. Indeed in many cases there is no easy explicit computational
method to obtain the desired diﬀerentials. But for the Adams spectral sequence
J. P. May and R. J. Milgram proved in [MM81] the powerful result that there is
a particular one-to-one correspondence between the diﬀerentials of the Adams
spectral sequence which map between h0-towers and the diﬀerentials of the ho-
mology Bockstein spectral sequence. The latter ones can be computed explicitly.
We will explain this one-to-one correspondence later when we prove the theo-
rem which enlists the diﬀerentials of the Adams spectral sequence converging to
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•
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






ωx−−−
μωx−−−−
z−−
vz−−−
v2z−−−
v3z−−−
μz−−
μvz−−−
μv2z−−−−
xz−−−
vxz−−−
v2xz−−−−
v3xz−−−−
μxz−−−−
μvxz−−−−
μv2xz−−−−−−
z3
−−−
vz3
−−−−
v2z3
−−−−−
v3z3
−−−−−
μz3
−−−−
xz3
−−−−−
vxz3
−−−−
v2xz3
−−−−−−
v3xz3
−−−−−−
μxz3
−−−−−−
z5
−−−
vz5
−−−−
v2z5
−−−−−−
xz5
−−−−−
vxz5
−−−−−
v2xz5
−−−−−−
z7
−−−
xz7
−−−−−
Table 2.2: The E2-chart of the Adams spectral sequence converging to
k˜o∗(BC2l) for l ≥ 2. Each entry w denotes the tower generated by this element,
whereas a single dot only represents an element generating a group isomorphic
to Z/2 at the location of the dot. The notation is explained in appendix A. As
it is common, the ﬁrst axis denotes the value of the integer t− s and the second
one the value of the number s, where t is the geometric and s the algebraic
degree of the groups Et−s,s2 .
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k˜o∗(BC2l). The Er-term of the Bockstein spectral sequence mentioned above
is given by
H∗(ko∧BC2l ; Z/2)
with diﬀerentials
dr = βˆr,
the (higher) homological Bockstein homomorphisms. We work them out by
computing the corresponding cohomological Bockstein homomorphisms βˆr and
then dualizing them. The following explanation is taken from [Ba94]. First we
need to introduce an operator which is necessary for our purposes.
Deﬁnition 2.2.4. The operator χ on the Steenrod algebra A is deﬁned in-
ductively by
χSq0 = Sq0,
i∑
ν=0
SqνχSqi−ν = 0 for i > 0.
In particular for any i > 0 the latter equation leads to the formula
χSqi =
i∑
ν=1
SqνχSqi−ν . (2.3)
In order to compute the homomorphisms βˆr we need further two operators.
Deﬁnition 2.2.5. Let X be any spectrum and j ≥ 0.
1. The operator
ΔSqj : H∗(X ; Z/2) −→
(
A⊗A(1) Z/2
)
⊗H∗(X ; Z/2)
is deﬁned by
ΔSqj(w) :=
j∑
ν=0
Sqνι⊗ Sqj−ν(w).
2. Respectively the operator
ΔχSq
j : H∗(X ; Z/2) −→ A⊗A(1) H
∗(X ; Z/2)
is deﬁned by
ΔχSq
j(w) :=
j∑
ν=0
Sqν ⊗ χSqj−ν(w).
Now we explain the method of computing βˆr. From the Ku¨nneth isomor-
phism we know that
H∗(ko∧BC2l ; Z/2) ∼= H
∗(ko; Z/2)⊗H∗(BC2l ; Z/2) ,
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where A acts on the module on the right-hand side by the diagonal action. In
chapter 1 we already mentioned that
H∗(ko; Z/2) ∼= A⊗A(1) Z/2
with A acting on the right-hand side by left multiplication. Out of this we
obtain
H∗(ko∧BC2l ; Z/2) ∼=
(
A⊗A(1) Z/2
)
⊗H∗(BC2l ; Z/2) ,
where the right-hand side is again endowed with the diagonal action of A. Now
let the module A⊗A(1)H
∗(BC2l ; Z/2) be furnished with the action of A deﬁned
by
s(s1 ⊗ w) = (ss1)⊗ w.
Then we have an isomorphism of A-modules
θ : A⊗A(1) H
∗(BC2l ; Z/2)
∼=
−→
(
A⊗A(1) Z/2
)
⊗H∗(BC2l ; Z/2)
given by
θ(s⊗ w) = Δs(w).
The inverse image
θ−1 :
(
A⊗A(1) Z/2
)
⊗H∗(BC2l ; Z/2)
∼=
−→ A⊗A(1) H
∗(BC2l ; Z/2)
is given by
θ−1(s⊗ w) = Δχs(w).
All in all we receive that
βˆr = θ−1βrθ, (2.4)
where βr is the (higher) Bockstein homomorphism on the cohomology ring
H∗(BC2l ; Z/2) as introduced in chapter 1. Therefore the next step is the com-
putation of the maps θ, θ−1 and βr.
We will work out the formulas for βˆr in matrix form for each dimension d, thus
we introduce the notations
θd := θ |((A⊗A(1)Z/2)⊗H∗(BC2l ;Z/2))d
,
θ−1d := θ
−1 |(A⊗A(1)H∗(BC2l ;Z/2))d
,
where Md denotes the Z/2-vector subspace of elements of dimension d. In
order to develop the desired formulas we develop matrix representations for the
isomorphisms θd and θ
−1
d . In the next deﬁnition we deﬁne the matrices which we
will verify as representing matrices of θd with respect to the ordered monomial
bases
Sq4(d−ν) ⊗ xz2ν+	 for 0 ≤ ν ≤ d− 1,
and
Sq4(d−ν)ι⊗ xz2ν+	 for 0 ≤ ν ≤ d− 1,
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respectively, where  ∈ {0; 1} is ﬁxed. Note that in the Bockstein spectral
sequence for A⊗A(1) Z/2 we have
H∗
(
A⊗A(1) Z/2; β
)
∼=
〈
Sq4jι
∣∣∣ j ≥ 0〉 ,
therefore because of the Ku¨nneth theorem it is suﬃcient to care only about the
elements Sq4(d−ν)ι⊗ w in the range of θd.
Deﬁnition 2.2.6. Let d ≥ 1. We deﬁne the following matrices Td =
[
t
(d)
r,s
]
r,s
∈
Md×d(Z/2) and S2d ∈ M2d×2d(Z/2) inductively by
T1 :=
[
1
]
,
S1 :=
[
0
]
,
T2 :=
[
T1 0
S1 T1
]
,
S2 :=
[
0 T1 + S1
0 S1
]
,
T2d+1 :=
[
T2d 0
S2d T2d
]
,
S2d+1 :=
[
0 T2d + S2d
0 S2d
]
,
T2d+k :=
[
t
(2d+1)
r,s
]
for 0 ≤ k ≤ 2d − 1.
In the deﬁnition above we have for instance
T16 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1
1
1 1
1
1 1 1
1 1
1 1 1
1
1 1 1 1
1 1 1
1 1 1 1 1
1 1
1 1 1 1 1
1 1 1
1 1 1 1
1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
and for 1 ≤ k ≤ 15 the matrix Tk is the respective k×k-submatrix in the upper
left corner of T16.
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Concerning the isomorphisms θd′ our goal is to show that with respect to the
monomial bases of the respective domain and the range we have
θ4d+1+2	(w) = Td+1 · w˜, (2.5)
where w˜ is the coordinate vector of w and  ∈ {0; 1}. The matrices Td are
deﬁned inductively, thus the proof of (2.5) will also be done by induction. In
particular because of the deﬁnition of the map θ we have to ﬁnd formulas to
reduce the calculation of ΔSqj to the calculation of ΔSqk for some k < j. One
fundamental goal is the knowledge of the Sqj not only for j = 1, 2 but for any
j ≥ 1. Indeed we will see that the formula for Sqj on H˜∗(BC2l ; Z/2) is very
simple. If j = 2ν0 + . . .+ 2νr with ν0 < ν1 < . . . < νr, then
Sqj(w) = Sq2
ν0
· · ·Sq2
νr
(w) (2.6)
for all w ∈ H˜∗(BC2l ; Z/2). In order to achieve this goal we need to develop
diverse computation rules for the action of Sqi on H∗(BC2l ; Z/2) for each i ≥ 1
ﬁrst. One can ﬁnd similar formulas in [Ad74, §2], but we will need the compu-
tation rules we work out in the next proposition very often, therefore we state
and prove them now.
Proposition 2.2.7. Let i, d, k, s ≥ 1. Then the Steenrod homomorphisms
Sqj : H∗(BC2l ; Z/2) −→ H
∗+j(BC2l ; Z/2)
satisfy the following computation rules.
1. Sq2i+1 ≡ 0,
2. Sq2i
(
z2d+1
)
= Sq2i
(
z2d
)
z + Sq2(i−1)
(
z2d
)
z2,
3. Sq4i
(
z2d
)
=
(
Sq2i
(
zd
))2
,
4. Sq4i
(
z2d+1
)
= Sq4i
(
z2d
)
z,
5. Sq4i
(
z4i·d
)
= 0,
6. Sq4i
(
z4d+1
)
= Sq4i
(
z4d
)
z,
7. Sq4i
(
z4d+2
)
= Sq4i
(
z4d
)
z2 + Sq4(i−1)
(
z4d
)
z4,
8. Sq4i
(
z4d+3
)
= Sq4i
(
z4d+2
)
z,
9. Sq4i+2
(
z2d
)
= 0,
10. Sq4i+2
(
z2d+1
)
= Sq4i
(
z2d
)
z2,
11. Sq8i+4
(
z4d
)
= 0,
12. Sq2
i
(
zs·2
i+k
)
= zs·2
i
Sq2
i(
zk
)
.
Proof. The homomorphism Sq1 is trivial on H∗(BC2l ; Z/2), thus the Adem
relations yield the ﬁrst assertion by
Sq2i+1 =
(
2i− 1
1
)
Sq2i+1 = Sq1Sq2i ≡ 0.
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From now on we apply the latter to the Cartan formula whenever we use it
without refering to this explicitly. In order to show the second formula we
directly compute with the Cartan formula
Sq2i
(
z2d+1
)
= Sq2i
(
z2d
)
z + Sq2(i−1)
(
z2d
)
Sq2(z)
= Sq2i
(
z2d
)
z + Sq2(i−1)
(
z2d
)
z2.
Moreover we get
Sq4i
(
z2d
)
=
2i∑
ν=0
Sq2ν
(
zd
)
Sq4i−2ν
(
zd
)
=
i−1∑
ν=0
Sq2ν
(
zd
)
Sq4i−2ν
(
zd
)
+
2i∑
ν=i+1
Sq2ν
(
zd
)
Sq4i−2ν
(
zd
)
+ Sq2i
(
zd
)
Sq2i
(
zd
)
=
i−1∑
ν=0
Sq2ν
(
zd
)
Sq4i−2ν
(
zd
)
+
i−1∑
ν=0
Sq4i−2ν
(
zd
)
Sq2ν
(
zd
)
+ Sq2i
(
zd
)
Sq2i
(
zd
)
=
(
Sq2i
(
zd
))2
as stated in the third assertion. A similar computation yields
Sq4i+2
(
z2d
)
=
2i+1∑
ν=0
Sq2ν
(
zd
)
Sq4i+2−2ν
(
zd
)
=
i∑
ν=0
Sq2ν
(
zd
)
Sq4i+2−2ν
(
zd
)
+
2i+1∑
ν=i+1
Sq2ν
(
zd
)
Sq4i+2−2ν
(
zd
)
=
i∑
ν=0
Sq2ν
(
zd
)
Sq4i+2−2ν
(
zd
)
+
i∑
ν=0
Sq4i+2−2ν
(
zd
)
Sq2ν
(
zd
)
= 0
what proves the nineth statement. The fourth equation comes from the calcu-
lation
Sq4
(
z2d+1
)
= Sq4
(
z2d
)
z + Sq2
(
z2d
)︸ ︷︷ ︸
=0
Sq2(z)
= Sq4
(
z2d
)
z
and for i ≥ 2
Sq4i
(
z2d+1
)
= Sq4i
(
z2d
)
z + Sq4(i−1)+2
(
z2d
)
z2
=
9.
Sq4i
(
z2d
)
z.
2.2. THE CYCLIC GROUP OF ORDER AT LEAST 4 53
The sixth, the seventh and the eighth formula follow in a similar manner as the
fourth one by
Sq4
(
z4d+1
)
= Sq4
(
z4d
)
z + Sq2
(
z4d
)︸ ︷︷ ︸
=0
Sq2(z)
= Sq4
(
z4d
)
z
and for i ≥ 2
Sq4i
(
z4d+1
)
= Sq4i
(
z4d
)
z + Sq4i−2
(
z4d
)
z2
=
9.
Sq4i
(
z4d
)
z,
Sq4
(
z4d+2
)
= Sq4
(
z4d
)
z2 + Sq2
(
z4d
)︸ ︷︷ ︸
=0
Sq2
(
z2
)
+ z4dSq4
(
z2
)
= Sq4
(
z4d
)
z2 + Sq0
(
z4d
)
z4
and for i ≥ 2
Sq4i
(
z4d+2
)
= Sq4i
(
z4d
)
z2 + Sq4i−2
(
z4d
)
Sq2
(
z2
)︸ ︷︷ ︸
=
9.
0
+Sq4(i−1)
(
z4d
)
Sq4
(
z2
)
= Sq4i
(
z4d
)
z2 + Sq4(i−1)
(
z4d
)
z4,
Sq4
(
z4d+3
)
= Sq4
(
z4d+2
)
z + Sq2
(
z4d+2
)︸ ︷︷ ︸
=0
Sq2(z)
= Sq4
(
z4d+2
)
z
and for i ≥ 2
Sq4i
(
z4d+3
)
= Sq4i
(
z4d+2
)
z + Sq4i−2
(
z4d+2
)
Sq2(z)
=
9.
Sq4i
(
z4d+2
)
z.
Doing further direct computations we obtain the tenth formula by
Sq4i+2
(
z2d+1
)
= Sq4i+2
(
z2d
)
z + Sq4i
(
z2d
)
Sq2(z)
=
9.
Sq4i
(
z2d
)
z2.
The eleventh formula we get by
Sq8i+4
(
z4d
)
=
3.
(
Sq4i+2
(
z2d
))2
=
9.
0.
Next we show the ﬁfth equation via double induction on the integers i and d.
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Let us start with i = 1 and d = 1. Here we get
Sq4
(
z4
)
= Sq4
(
z2 · z2
)
= Sq4
(
z2
)
z2 +
(
Sq2
(
z2
))2
+ z2Sq4
(
z2
)
= 0.
Assuming the ﬁfth formula for i = 1 and an arbitrary d we receive
Sq4
(
z4(d+1)
)
= Sq4
(
z4d · z4
)
= Sq4
(
z4d
)
z4 + Sq2
(
z4d
)
Sq2
(
z4
)
+ z4dSq4
(
z4
)
= 0.
Now we ﬁx an integer i ≥ 0 and assume the ﬁfth formula to be true for all
k ≤ i− 1 and all d. Then we have to examine the situation for i. We can do the
induction step for all d in one step. If i = 2j the induction hypothesis yields
Sq8j
(
z8j·d
)
=
3.
(
Sq4j
(
z4j·d
))2
= 0
and if i = 2j + 1 we immediately get from the eleventh equation
Sq8j+4
(
z(8j+4)·d
)
= 0.
Finally we prove the twelfth assertion. It is suﬃcient to show this for s = 1 since
we can apply that case in an iterative manner to obtain the twelfth assertion
for arbitrary s. We use induction on i to do the proof for s = 1. For i = 1 we
already proved this before. For the induction step we consider the case k = 2k′
for some integer k′ ﬁrst. In this situation the induction hypothesis yields
Sq2
i+1
(
z2
i+1+2k′
)
=
3.
(
Sq2
i
(
z2
i+k′
))2
=
(
z2
i
Sq2
i
(
zk
′
))2
= z2
i+1
(
Sq2
i
(
zk
′
))2
=
3.
z2
i+1
Sq2
i+1
(
z2k
′
)
.
The other case k = 2k′ +1 now follows by the sixth and the eigth formula from
the above by
Sq2
i+1
(
z2
i+1+2k′+1
)
= Sq2
i+1
(
z2
i+1+2k′
)
z
= z2
i+1
Sq2
i+1
(
z2k
′
)
z
= z2
i+1
Sq2
i+1
(
z2k
′+1
)
,
so ﬁnally the last formula is proved. 
2.2. THE CYCLIC GROUP OF ORDER AT LEAST 4 55
We will use proposition 2.2.7 very often throughout the following proofs,
therefore in the sequel we only refer to the numbers of the applied formulas
enlisted in this proposition whenever it is necessary.
Equation (2.6) implies that if we know the value of Sq2
r(
zd
)
for each r, d ≥ 1
we can compute Sqj
(
zd
)
for any j ≥ 1. Therefore we provide the formulas for
Sq2
r
in the next lemma.
Lemma 2.2.8. Let r ≥ 1 and 0 ≤ k < 2r−1. Then the following formulas
hold on the A-module H∗(BC2l ; Z/2).
1. Sq2
r
(
z2
r+2r−1+k
)
= z2
r+1+k,
2. Sq2
r
(
z2
r+k
)
= 0,
3. Sq2
r
(
z2
r−1+k
)
= z2
r+k.
Proof. We prove the ﬁrst two formulas simultaneously by induction on the
integer r. For r = 1 we necessarily have k = 0, thus the ﬁrst assertion becomes
Sq2
(
z3
)
= z4
and the second one becomes
Sq2
(
z2
)
= 0.
But we already computed these two equations before. Now assume the asserted
formulas to be true for some r ≥ 1. In order to prove the assertion for r+ 1 we
ﬁrst consider the case k = 2k′. This case is easy since by applying the induction
hypothesis we get
Sq2
r+1
(
z2
r+1+2r+2k′
)
=
3.
(
Sq2
r
(
z2
r+2r−1+k′
))2
=
(
z2
r+1+k′
)2
= z2
r+2+2k′
as well as
Sq2
r+1
(
z2
r+1+2k′
)
=
3.
(
Sq2
r
(
z2
r+k′
))2
= 0.
Now let k = 2k′ + 1. Then we obtain out of the latter calculations on the one
hand
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Sq2
r+1
(
z2
r+1+2r+2k′+1
)
=
2.
Sq2
r+1
(
z2
r+1+2r+2k′
)
z + Sq2
r+1−2
(
z2
r+1+2r+2k′
)
︸ ︷︷ ︸
=
9.
0
z2
= z2
r+2+2k′ · z
= z2
r+2+2k′+1,
on the other hand
Sq2
r+1
(
z2
r+1+2k′+1
)
=
2.
Sq2
r+1
(
z2
r+1+2k′
)
z + Sq2
r+1−2
(
z2
r+1+2k′
)
︸ ︷︷ ︸
=
9.
0
z2
=0
and the ﬁrst two formulas are shown. The third formula follows from the ﬁrst
one since we have
z2
r+1+k = Sq2
r
(
z2
r+2r−1+k
)
=
12.
z2
r
Sq2
r
(
z2
r−1+k
)
and thus
z2
r+k = Sq2
r
(
z2
r−1+k
)
what completes the prove of the lemma. 
In general it is not true that for any r ≥ 0 the map SqaSqb is trivial on some
cohomology ring if a and b are positive integers satisfying
a ≡ b (mod 2r).
But in our situation this is true. We want to show that if J is a multiindex
containing two integers ai and aj with i = j satisfying
ai ≡ aj ≡ 2
r (mod 2r+1)
for some r ≥ 1, then
SqJ(w) = 0
holds for all w ∈ H∗(BC2l ; Z/2). This is the statement of the following propo-
sition.
Proposition 2.2.9. Let i, i′ ≥ 0, d, r ≥ 1 and J = (j1, . . . , js) an s-tuple
of non-negative integers for some s ≥ 1. Then the following formulas are valid
on the A-module H∗(BC2l ; Z/2).
1. Sq2
r+1i+2r ,2r+1i′+2r
(
zd
)
= 0,
2. Sq2
r+1i+2r ,2r+1·J,2r+1i′+2r
(
zd
)
= 0.
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Proof. We prove the ﬁrst formula by induction on the integer r. For r = 1
the ﬁrst equation becomes
Sq4i+2,4i
′+2
(
zd
)
= 0.
This is an immediate consequence of proposition 2.2.7 since we have
Sq4i+2,4i
′+2
(
z2d
)
=
9.
0
and for an appropriate  ∈ {0; 1} we obtain
Sq4i+2,4i
′+2
(
z2d+1
)
= Sq4i+2
(
 · z2(d+i
′+1)
)
=
9.
0.
Now we do the induction step and receive on the one hand
Sq2
r+2i+2r+1,2r+2i′+2r+1
(
z2d
)
=Sq2
r+2i+2r+1
(
Sq2
r+2i′+2r+1
(
z2d
))
=
3.
Sq2
r+2i+2r+1
((
Sq2
r+1i′+2r
(
zd
))2)
=
3.
(
Sq2
r+1i+2rSq2
r+1i′+2r
(
zd
))2
=0,
on the other hand
Sq2
r+2i+2r+1,2r+2i′+2r+1
(
z2d+1
)
=Sq2
r+2i+2r+1
(
Sq2
r+2i′+2r+1
(
z2d · z
))
=
2.
Sq2
r+2i+2r+1
(
Sq2
r+2i′+2r+1
(
z2d
)
z + Sq2
r+2i′+2r+1−2
(
z2d
)
z2
)
=
9.
Sq2
r+2i+2r+1
(
Sq2
r+2i′+2r+1
(
z2d
)
z
)
=
2.
Sq2
r+2i+2r+1
(
Sq2
r+2i′+2r+1
(
z2d
))
z + Sq2
r+2i+2r+1−2
(
Sq2
r+2i′+2r+1
(
z2d
))
z2
=
3.
Sq2
r+2i+2r+1,2r+2i′+2r+1
(
z2d
)
z + Sq2
r+2i+2r+1−2
(
Sq2
r+1i′+2r
(
zd
)2)
z2
=
9.
0,
therefore the ﬁrst assertion is shown. The second equation is a generalization
of the ﬁrst one, but the steps of the proof work in an analogous manner. Nev-
ertheless we need to do two preparational computations. Let J be as assumed
in the proposition. We will use the equations
Sq2
r+2·J
(
z2d
)
=
(
Sq2
r+1·J
(
zd
))2
(2.7)
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and
Sq2
r+2·J
(
Sq2
r+2i′+2r+1
(
z2d
)
z
)
= Sq2
r+2·J,2r+2i′+2r+1
(
z2d
)
z, (2.8)
where i′ ≥ 1. The ﬁrst equation is just the s-fold use of the third formula of
proposition 2.2.7 since
Sq2
r+2·J
(
z2d
)
= Sq2
r+2·j1, ..., 2
r+2·js
(
z2d
)
= Sq2
r+2·j1 · · ·Sq2
r+2·js−1
(
Sq2
r+2·js
(
z2d
))
=
3.
Sq2
r+2·j1 · · ·Sq2
r+2·js−1
(
Sq2
r+1·js
(
zd
)2)
=
3.
. . .
=
3.
Sq2
r+2·j1
(
Sq2
r+2·j2, ..., 2
r+2·js
(
zd
)2)
=
(
Sq2
r+1·j1, ..., 2
r+1·js
(
z2d
))2
=
(
Sq2
r+1·J
(
zd
))2
.
The second equation follows by applying the calculation
Sq2
r+2·s
(
Sqk·2
r+1(
z2d
)
z
)
=
2.
Sq2
r+2·s
(
Sqk·2
r+1(
z2d
))
z + Sq2
r+2·s−2
(
Sqk·2
r+1(
z2d
))
z2
=
9.
Sq2
r+2·sSqk·2
r+1(
z2d
)
z.
(2.9)
on its left-hand side iteratively for k ≥ 1 by
Sq2
r+2·J
(
Sq2
r+2i′+2r+1
(
z2d
)
z
)
= Sq2
r+2·j1, ..., 2
r+2·js
(
Sq2
r+2i′+2r+1
(
z2d
)
z
)
= Sq2
r+2·j1 · · ·Sq2
r+2·js−1
(
Sq2
r+2·js
(
Sq2
r+2i′+2r+1
(
z2d
)
z
))
=
(2.9)
Sq2
r+2·j1 · · ·Sq2
r+2·js−1
(
Sq2
r+2·jsSq2
r+2i′+2r+1
(
z2d
)
z
)
=
(2.9)
. . .
=
(2.9)
Sq2
r+2·j1
(
Sq2
r+2·j2, ..., 2
r+2·jsSq2
r+2i′+2r+1
(
z2d
)
z
)
=
(2.9)
Sq2
r+2·j1, ..., 2
r+2·jsSq2
r+2i′+2r+1
(
z2d
)
z
= Sq2
r+2·J,2r+2i′+2r+1
(
z2d
)
z.
Now we are ready to prove the second formula of the proposition by induction
on r. For r = 1 the second equation states
Sq4i+2,4·J,4i
′+2
(
zd
)
= 0.
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But this follows from proposition 2.2.7 since
Sq4i+2,4·J,4i
′+2
(
z2d
)
= Sq4i+2,4·J
(
Sq4i
′+2
(
z2d
))
=
9.
0
as well as for |J | :=
∑r
k=1 jk and some appropriate , ˜ ∈ {0; 1}
Sq4i+2,4·J,4i
′+2
(
z2d+1
)
= Sq4i+2,4·J
(
Sq4i
′+2
(
z2d+1
))
= Sq4i+2Sq4·J
(
 · z2(d+i
′+1)
)
= Sq4i+2
(
˜ · z2(d+i
′+1+|J|)
)
=
9.
0.
For the induction step we receive on the one hand
Sq2
r+2i+2r+1,2r+2·J,2r+2i′+2r+1
(
z2d
)
= Sq2
r+2i+2r+1Sq2
r+2·J
(
Sq2
r+2i′+2r+1
(
z2d
))
=
3.
Sq2
r+2i+2r+1Sq2
r+2·J
((
Sq2
r+1i′+2r
(
zd
))2)
=
(2.7)
Sq2
r+2i+2r+1
((
Sq2
r+1·JSq2
r+1i′+2r
(
zd
))2)
=
3.
(
Sq2
r+1i+2r ,2r+1·J,2r+1i′+2r
(
zd
))2
= 0,
on the other hand
Sq2
r+2i+2r+1,2r+2·J,2r+2i′+2r+1
(
z2d+1
)
= Sq2
r+2i+2r+1Sq2
r+2·J
(
Sq2
r+2i′+2r+1
(
z2d · z
))
=
2.
Sq2
r+2i+2r+1Sq2
r+2·J
(
Sq2
r+2i′+2r+1
(
z2d
)
z + Sq2
r+2i′+2r+1−2
(
z2d
)
z2
)
=
9.
Sq2
r+2i+2r+1Sq2
r+2·J
(
Sq2
r+2i′+2r+1
(
z2d
)
z
)
=
(2.8)
Sq2
r+2i+2r+1
(
Sq2
r+2·JSq2
r+2i′+2r+1
(
z2d
)
z
)
︸ ︷︷ ︸
∈{0; z2r+1·|J|·(2r+1i′+2r)+2d+1}
=
2.
Sq2
r+2i+2r+1
(
Sq2
r+1·JSq2
r+2i′+2r+1
(
z2d
))
z
+ Sq2
r+2i+2r+1−2
(
Sq2
r+1·JSq2
r+2i′+2r+1
(
z2d
))
z2
=
9.
Sq2
r+2i+2r+1,2r+1·J,2r+2i′+2r+1
(
z2d
)
z
= 0.
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Thus also the second assertion is veriﬁed. 
The latter proposition implies that if for some integer j we have
Sqj(w) = Sqi0,...,ir(w)
for w ∈ H∗(BC2l ; Z/2) and ik a power of k for all 0 ≤ k ≤ r, then the ik are
pairwise diﬀerent. But we still have to show that for any j the element Sqj(w)
can be represented as in the above equation. Therefore the next step is to verify
that for any r ≥ 2 and s ≥ 1 the equation
Sq2
r
Sq2
r+1·s(w) = Sq2
r+1·s+2r(w)
for w ∈ H∗(BC2l ; Z/2) is valid. This will be achieved in the following lemma.
Lemma 2.2.10. For arbitrary r ≥ 2 and s ≥ 1 the following computation rule
is valid for each w ∈ H∗(BC2l ; Z/2).
Sq2
r
Sq2
r+1·s(w) = Sq2
r+1·s+2r(w).
Proof. We will proof this equation by induction on the integer r. For r = 2
and an arbitrary s ≥ 1 the Adem relations, the ﬁrst formula of proposition 2.2.7
and the ﬁrst formula of proposition 2.2.9 yield
Sq4Sq8s(w)
=
2∑
j=0
(
8s− 1− j
4− 2j
)
SqjSq8s+4−j(w)
=
(
8s− 1
4
)
Sq8s+4(w) +
(
8s− 2
2
)
Sq1Sq8s+3(w)︸ ︷︷ ︸
=0
+
(
8s− 3
0
)
Sq2Sq8s+2(w)︸ ︷︷ ︸
=0
=
(8s− 1) · (8s− 2) · (8s− 3) · (8s− 4)
2 · 3 · 4
· Sq8s+4(w)
=
(8s− 1) · (4s− 1) · (8s− 3) · (2s− 1)
3︸ ︷︷ ︸
≡ 1 (mod 2)
·Sq8s+4(w)
= Sq8s+4(w).
For the induction step, s ≥ 1 again arbitrarily chosen, we obtain
Sq2
r+1
Sq2
r+2·s
(
z2d
)
=
3.
Sq2
r+1
((
Sq2
r+1·s
(
zd
))2)
=
3.
(
Sq2
r
Sq2
r+1·s
(
zd
))2
=
(
Sq2
r+1·s+2r
(
zd
))2
=
3.
Sq2
r+2·s+2r+1
(
z2d
)
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and out of this
Sq2
r+1
Sq2
r+2·s
(
z2d+1
)
=Sq2
r+1
(
Sq2
r+2·s
(
z2d · z
))
=
2.
Sq2
r+1
(
Sq2
r+2·s
(
z2d
)
z + Sq2
r+2·s−2
(
z2d
)
z2
)
=
9.
Sq2
r+1
(
Sq2
r+2·s
(
z2d
)
z
)
=
2.
Sq2
r+1
(
Sq2
r+2·s
(
z2d
))
z + Sq2
r+1−2
(
Sq2
r+2·s
(
z2d
))
z2
=
3.
Sq2
r+2·s+2r+1
(
z2d
)
z + Sq2
r+1−2
((
Sq2
r+1·s
(
zd
))2)
z2
=
9.
Sq2
r+2·s+2r+1
(
z2d
)
z
=
4.
Sq2
r+2·s+2r+1
(
z2d+1
)
,
so the proof of the lemma is complete. 
Now we are well prepared to state and prove the desired fundamental formula
for SqJ on the A-module H∗(BC2l ; Z/2), therefore we do this next.
THEOREM 2.2.11. Let i be an arbitrary positive even integer and
i =
u∑
ν=0
2iν ,
where
iν < iν+1 ∀ 0 ≤ ν ≤ u− 1
and u ≥ 0. Then the following computation rule holds for each element w ∈
H∗(BC2l ; Z/2).
Sqi(w) = Sq2
i0
Sq2
i1
· · ·Sq2
iu−1
Sq2
iu
(w).
Proof. We prove this formula by induction on the integer u (the upper bound
in the above sum decomposition of the exponent i). For the base clause u = 1
we have to show that
Sq2
i0+2i1(w) = Sq2
i0
Sq2
i1
(w).
But this equation is precisely the statement of lemma 2.2.10 with r = i0 and
s = 2i1−i0−1. In order to do the induction step we deﬁne
i˜ν := iν+1
for 0 ≤ ν ≤ u and set
i˜ := i− 2i0 .
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Then lemma 2.2.10 with r = i0 and s =
∑u+1
ν=1 2
iν−i0−1 gives us the equation
Sqi(w) = Sq2
i0
Sqi˜(w).
Applying to this the induction step on Sqi˜ yields the desired result
Sqi = Sq2
i0
Sq2
i1
(w) · · ·Sq2
iu−1
Sq2
iu
(w). 
This theorem is an important step for the development the formulas con-
cerning the diﬀerentials of the Adams spectral sequence converging to k˜o∗(BC2l)
since we got a straight rule for computing the homomorphisms Sqj on the A-
module H∗(BC2l ; Z/2) what we will use in the computation of the desired
isomorphisms θd and θ
−1
d . In the PhD-thesis of Dilip Bayen ([Ba94]) there is
provided a fundamental formula which we will need in the sequel. This formula
is given in the following proposition.
Proposition 2.2.12. Let i, d ≥ 0. Then the following formula holds on the
A-module
(
A⊗A(1) Z/2
)
⊗H∗(BC2l ; Z/2).
ΔSq4i
(
zd
)
=
i∑
ν=0
Sq4νι⊗ Sq4(d−ν)
(
zd
)
.
In order to work out the desired formulas concerning the homomorphisms
θd we introduce three notations which are helpful for doing proofs by induction.
Deﬁnition 2.2.13. For 0 ≤ i ≤ r with r ≥ 1 let νi, μi ∈ N0, wi = zri ∈
H∗(BC2l ; Z/2) and  ∈ {0; 1}. Then we deﬁne the maps of sets
sh, σ : H∗(ko∧BC2l ; Z/2) −→ H
∗(ko∧BC2l ; Z/2)
by
1. sh
(
r∑
i=0
Sq4νiι⊗ x	wi
)
=
r∑
i=0
Sq4(νi+1)ι⊗ x	wi,
2. σ
(
r∑
i=0
Sq4νi ι⊗ x	wi
)
=
r∑
i=0
Sq8νi ι⊗ x	w2i .
Moreover we set sh1 := sh and shr+1 := sh ◦ shr. We also deﬁne these maps on
A⊗A(1) H
∗(BC2l ; Z/2) in the same way.
The reader might be confused that the map σ only squares the factor wi but
not the term x	. The reason for this is that we have
Sq4i
(
x	zd
)
= x	Sq4i
(
zd
)
.
and hence
ΔSq4i(x	wi) = ΔSq
4i(wi)x
	, (2.10)
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therefore the factor x	 does not play any remarkable role in our examinations
concerning the maps ΔSqj . The same is true for the maps ΔχSq
j.
Since we will develop diverse formulas concerning the Bockstein homomorphism
βˆr using these notations we need to provide some elementary computation rules
which will be very useful for the proof of these formulas.
Lemma 2.2.14. Let r ≥ 1 and s, u ≥ 0. Then the maps of sets σ and sh as
introduced in the preceding deﬁnition satisfy the following equations.
1. σ ◦ shr = sh2r◦ σ,
2. sh
(
u∑
i=0
Sq4νi ι⊗ x	wiz
s
)
= sh
(
u∑
i=0
Sq4νi ι⊗ x	wi
)
zs,
3. σ
(
u∑
i=0
Sq4νiι⊗ x	wiz
s
)
= σ
(
u∑
i=0
Sq4νiι⊗ x	wi
)
z2s.
Proof. For the proof of the ﬁrst formula it is suﬃcient to show the case r = 1
since we can apply this iteratively to receive the general case. For r = 1 we get
σ ◦ sh
(
u∑
i=0
Sq4νiι⊗ x	wi
)
= σ
(
u∑
i=0
Sq4(νi+1)ι⊗ x	wi
)
=
u∑
i=0
Sq8(νi+1)ι⊗ x	w2i
= sh2
(
u∑
i=0
Sq8νiι⊗ x	w2i
)
= sh2◦ σ
(
u∑
i=0
Sq4νi ι⊗ x	wi
)
.
For the second equation we obtain
sh
(
u∑
i=0
Sq4νiι⊗ x	wiz
s
)
=
u∑
i=0
Sq4(νi+1)ι⊗ x	wiz
s
=
(
u∑
i=0
Sq4(νi+1)ι⊗ x	wi
)
zs
= sh
(
u∑
i=0
Sq4νi ι⊗ x	wi
)
zs
64 CHAPTER 2. THE CYCLIC CASE
and for the third assertion direct calculation yields
σ
(
u∑
i=0
Sq4νiι⊗ x	wiz
s
)
=
u∑
i=0
Sq8νi ι⊗ x	w2i z
2s
=
(
u∑
i=0
Sq8νi ι⊗ x	w2i
)
z2s
= σ
(
u∑
i=0
Sq4νi ι⊗ x	wi
)
z2s. 
As we already mentioned in the beginning of the current section we will
give the desired formulas for the isomorphisms θd in matrix form. The occuring
matrices Td have been deﬁned inductively, so the veriﬁcation of the shape of
these matrices can also be done by induction. The strategy is to prove the
asserted shape of θ2r+2−3+2	 for each r ≥ 1 (this corresponds to the matrix
T2r), where  ∈ {0; 1}, and then out of this the shape of θd for d < 2r+2−3+2.
In order to do the ﬁrst step of this strategy observe that for any r ≥ 1 we have
T2r+2 =
⎡⎢⎢⎣
T2r 0 0 0
S2r T2r 0 0
0 T2r+ S2r T2r 0
0 S2r S2r T2r
⎤⎥⎥⎦ . (2.11)
We can express this in terms of ΔSqj assuming that the equation θ2r+2−3+2	(w) =
T2r · w˜, where w˜ is the coordinate vector of w, holds for some r ≥ 1. Under this
assumption the columns of the matrix T2r are given by the coordinate vectors
of the elements
ck := ΔSq
2r+2−4−4k
(
xz2k+1
)
, 0 ≤ k ≤ 2r − 1.
Let vk be the coordinate vector of ck and consider the matrix T2r+1. Then the
coordinate vector of sh(ck) is given by[
vk
0
]
and the coordinate vector of ckz
2 is given by[
0
vk
]
.
The main formulas for the current working step are provided by the next propo-
sition. The ﬁrst formula corresponds to the third and the fourth column of the
matrix in equation (2.11), the second formula to its ﬁrst column and the third
equation to its second column.
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Proposition 2.2.15. Let r ≥ 1, 0 ≤ j < 2r and 0 ≤ k < 2r+1. Then the
following formulas hold on the A-module H∗(ko∧BC2l ; Z/2).
1. ΔSq4k
(
z2
r+3−2k−2
)
=ΔSq4k
(
z2
r+2−2k−2
)
z2
r+2
,
2. ΔSq2
r+4−4j−4
(
z2j
)
= sh2
r+1
(
ΔSq2
r+3−4j−4
(
z2j
))
,
3. ΔSq2
r+3+2r+2−4j−4
(
z2
r+1+2j
)
= sh2
r
(
ΔSq2
r+3−4j−4
(
z2j
))
z2
r+1
+ΔSq2
r+3−4j−4
(
z2j
)
z2
r+2
.
Proof. Each of these three formulas can be computed directly. We start the
proof of the ﬁrst one with showing the equation
Sq4(k−ν)
(
z2
r+3−2k−2
)
= z2
r+2
Sq4(k−ν)
(
z2
r+2−2k−2
)
(2.12)
for 0 ≤ ν ≤ k. For any of these ν the integer 4(k − ν) is of the shape
4(k − ν) =
u∑
μ=0
2iμ(ν),
where u ≥ 0 and iμ(ν) < iμ+1(ν) < r + 3 for all 0 ≤ μ ≤ u − 1. Thus we can
use theorem 2.2.11 and the twelfth equation of proposition 2.2.7 to receive
Sq4(k−ν)
(
z2
r+3−2k−2
)
=
2.2.11
Sq2
i0(ν)
Sq2
i1(ν)
· · ·Sq2
iu−1(ν)
Sq2
iu(ν)
(
z2
r+3−2k−2
)
= Sq2
i0(ν)
Sq2
i1(ν)
· · ·Sq2
iu−1(ν)
(
Sq2
iu(ν)
(
z2
r+3−2k−2
))
=
12.
Sq2
i0(ν)
Sq2
i1(ν)
· · ·Sq2
iu−1(ν)
(
z2
r+2
Sq2
iu(ν)
(
z2
r+2−2k−2
))
= . . .
=
12.
Sq2
i0(ν)
(
z2
r+2
Sq2
i1(ν)
· · ·
(
Sq2
iu−1(ν)
(
Sq2
iu(ν)
(
z2
r+2−2k−2
)))
. . .
)
=
12.
z2
r+2
Sq2
i0(ν)
(
Sq2
i1(ν)
· · ·
(
Sq2
iu−1(ν)
(
Sq2
iu(ν)
(
z2
r+2−2k−2
)))
. . .
)
= z2
r+2
Sq2
i0(ν)
Sq2
i1(ν)
· · ·Sq2
iu−1(ν)
Sq2
iu(ν)
(
z2
r+2−2k−2
)
=
2.2.11
z2
r+2
Sq4(k−ν)
(
z2
r+2−2k−2
)
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as equation (2.12) states. Now the ﬁrst formula of the proposition follows by
ΔSq4k
(
z2
r+3−2k−2
)
=
k∑
ν=0
Sq4νι⊗ Sq4(k−ν)
(
z2
r+3−2k−2
)
=
(2.12)
k∑
ν=0
Sq4νι⊗
(
z2
r+2
Sq4(k−ν)
(
z2
r+2−2k−2
))
=
(
k∑
ν=0
Sq4νι⊗ Sq4(k−ν)
(
z2
r+2−2k−2
))
z2
r+2
= ΔSq4k
(
z2
r+2−2k−2
)
z2
r+2
.
Next we come to the second equation. Let ν < 2r+1. Then this condition and
j < 2r yield the estimation
2r+4 − 4j − 4− 4ν > 2r+4 − 4 · 2r − 4− 4 · 2r+1
= 2r+4 − 2r+2 − 4− 2r+3
= 2r+2 − 4
≥ 4j.
Because of the axioms of the Steenrod algebra the above estimation implies
Sq2
r+4−4j−4−4ν
(
z2j
)
= 0 ∀ ν < 2r+1 (2.13)
since the cohomology class z is 2-dimensional. We apply this equation in the
following calculation to prove the second formula and get
ΔSq2
r+4−4j−4
(
z2j
)
=
2r+2−j−1∑
ν=0
Sq4νι⊗ Sq2
r+4−4j−4−4ν
(
z2j
)︸ ︷︷ ︸
=
(2.13)
0 for ν<2r+1
=
2r+2−j−1∑
ν=2r+1
Sq4νι⊗ Sq2
r+4−4j−4−4ν
(
z2j
)
=
2r+1−j−1∑
ν=0
Sq2
r+3+4νι⊗ Sq2
r+3−4j−4−4ν
(
z2j
)
= sh2
r+1
⎛⎝2r+1−j−1∑
ν=0
Sq4νι⊗ Sq2
r+3−4j−4−4ν
(
z2j
)⎞⎠
= sh2
r+1
(
ΔSq2
r+3−4j−4
(
z2j
))
.
In preparation to prove the third assertion we verify three equations which will
be needed there. The ﬁrst equation is
Sq2
r+3+2r+2−4j−4−4ν
(
z2
r+1+2j
)
= z2
r+2
Sq2
r+3−4j−4−4ν
(
z2j
)
(2.14)
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for all 0 ≤ ν ≤ 2r+1 − j − 1. If 2r+3 − 4j − 4 − 4ν > 4j the Steenrod axioms
imply that both sides of this equation are zero, therefore we may assume 2r+3−
4j − 4− 4ν ≤ 4j. But since we have j < 2r we obtain
2r+3 − 4j − 4− 4ν < 2r+2.
Moreover we can estimate the integer 2r+3 + 2r+2 − 4j − 4− 4ν by
2r+3 + 2r+2 − 4j − 4− 4ν ≤ 2r+3 − 4,
hence for each ν the integer 2r+3 + 2r+2 − 4j − 4− 4ν is of the shape
2r+3 + 2r+2 − 4j − 4− 4ν = 2r+2 +
u∑
μ=0
2jμ(ν),
where u ≥ 0 and jμ(ν) < jμ+1 < r + 2 for all 0 ≤ μ ≤ u − 1. Out of this we
conclude equation (2.14) in an analogous way as in the proof of the ﬁrst formula
above by
Sq2
r+3+2r+2−4j−4−4ν
(
z2
r+1+2j
)
=
2.2.11
Sq2
j0(ν)
Sq2
j1(ν)
· · ·Sq2
ju−1(ν)
Sq2
ju(ν)
(
Sq2
r+2
(
z2
r+1+2j
))
=
2.2.8
Sq2
j0(ν)
Sq2
j1(ν)
· · ·Sq2
ju−1(ν)
(
Sq2
ju(ν)
(
z2
r+2+2j
))
=
12.
Sq2
j0(ν)
Sq2
j1(ν)
· · ·Sq2
ju−1(ν)
(
z2
r+2
Sq2
ju(ν)(
z2j
))
= . . .
=
12.
Sq2
j0(ν)
(
z2
r+2
Sq2
j1(ν)
· · ·
(
Sq2
ju−1(ν)
(
Sq2
ju(ν)(
z2j
)))
. . .
)
=
12.
z2
r+2
(
Sq2
j0(ν)
(
Sq2
j1(ν)
· · ·
(
Sq2
ju−1(ν)
(
Sq2
ju(ν)(
z2j
)))
. . .
))
= z2
r+2
Sq2
j0(ν)
Sq2
j1(ν)
· · ·Sq2
ju−1(ν)
Sq2
ju(ν)(
z2j
)
=
2.2.11
z2
r+2
Sq2
r+3−4j−4−4ν
(
z2j
)
.
The second equation we want to verify is
Sq2
r+3−4j−4−4ν
(
z2
r+1+2j
)
= z2
r+1
Sq2
r+3−4j−4−4ν
(
z2j
)
(2.15)
for all 2r − j ≤ ν < 2r+1 − j − 1. This we obtain by the twelfth equation of
proposition 2.2.7 since we can again estimate the integer 2r+3 − 4j − 4− 4ν by
0 = 2r+3 − 4j − 4− 4 ·
(
2r+1 − j − 1
)
< 2r+3 − 4j − 4− 4ν
≤ 2r+3 − 4j − 4− 4 · (2r − j)
= 2r+3 − 4− 2r+2
= 2r+2 − 4
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and then compute (2.15) in the same way as the ﬁrst assertion of the proposition.
The third equation we want to show is
Sq2
r+3−4j−4−4ν
(
z2j
)
= 0 (2.16)
for all 0 ≤ ν < 2r − j. We receive this equation immediately by the axioms for
the Steenrod algebra and the estimation
2r+3 − 4j − 4− 4ν > 2r+3 − 4j − 4− 4 · (2r − j)
= 2r+3 − 4− 2r+2
= 2r+2 − 4
≥ 4j.
Now ﬁnally direct computation yields
ΔSq2
r+3+2r+2−4j−4
(
z2
r+1+2j
)
=
2r+1+2r−j−1∑
ν=0
Sq4νι⊗ Sq2
r+3+2r+2−4j−4−4ν
(
z2
r+1+2j
)
=
2r+1−j−1∑
ν=0
Sq4νι⊗ Sq2
r+3+2r+2−4j−4−4ν
(
z2
r+1+2j
)
+
2r+1+2r−j−1∑
ν=2r+1−j
Sq4νι⊗ Sq2
r+3+2r+2−4j−4−4ν
(
z2
r+1+2j
)
=
(2.14)
2r+1−j−1∑
ν=0
Sq4νι⊗
(
z2
r+2
Sq2
r+3−4j−4−4ν
(
z2j
))
+
2r+1−j−1∑
ν=2r−j
Sq2
r+2+4νι⊗ Sq2
r+3−4j−4−4ν
(
z2
r+1+2j
)
=
(2.15)
⎛⎝2r+1−j−1∑
ν=0
Sq4νι⊗ Sq2
r+3−4j−4−4ν
(
z2j
)⎞⎠ z2r+2
+ sh2
r
⎛⎝2r+1−j−1∑
ν=2r−j
Sq4νι⊗
(
z2
r+1
Sq2
r+3−4j−4−4ν
(
z2j
))⎞⎠
=
(2.16)
sh2
r
⎛⎝2r+1−j−1∑
ν=0
Sq4νι⊗ Sq2
r+3−4j−4−4ν
(
z2j
)⎞⎠ z2r+1
+ΔSq2
r+3−4j−4
(
z2j
)
z2
r+2
= sh2
r
(
ΔSq2
r+3−4j−4
(
z2j
))
z2
r+1
+ΔSq2
r+3−4j−4
(
z2j
)
z2
r+2
. 
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In the beginning of the current section we described the shape of θd only
in an informal manner to motivate the working steps we have done until this
point. Now we provide the desired formulas for the isomorphisms θd formally
and prove them. As we already explained before it is suﬃcient to consider θd
only on the subspace of its domain generated by elements of the form Sq4j ⊗w.
This subspace is mapped to the subspace of the range generated by elements of
the form Sq4jι ⊗ w. For small d we can compute θd directly. For bigger d we
use the last proposition in the way described in the prequel.
THEOREM 2.2.16. For l ≥ 2 and d′ ∈ 2N0+1 consider the isomorphism
of A-modules
θd′ :
(
A⊗A(1) H
∗(BC2l ; Z/2)
)
d′
−→
((
A⊗A(1) Z/2
)
⊗H∗(BC2l ; Z/2)
)
d′
.
Since it is suﬃcient for our purposes we restrict this map to the subspace〈
Bdomd′
〉
Z/2
of the domain which we call from now on the relevant subspace,
where
Bdomd′ =
{{
Sq4d ⊗ x, Sq4(d−1) ⊗ xz2, . . . , ⊗xz2d
}
, if d′ = 4d+ 1,{
Sq4d ⊗ xz, Sq4(d−1) ⊗ xz3, . . . , ⊗xz2d+1
}
, if d′ = 4d+ 3.
We choose Bdomd′ as ordered basis of
〈
Bdomd′
〉
Z/2
. The isomorphism θd′ maps this
subspace to 〈Brgd′ 〉Z/2, where
Brgd′ =
{{
Sq4dι⊗ x, Sq4(d−1)ι⊗ xz2, . . . , ι⊗ xz2d
}
, if d′ = 4d+ 1,{
Sq4dι⊗ xz, Sq4(d−1)ι⊗ xz3, . . . , ι⊗ xz2d+1
}
, if d′ = 4d+ 3.
We choose Brgd′ as ordered basis of 〈B
rg
d′ 〉Z/2. Then in coordinate form with respect
to the bases Bdomd′ and B
rg
d′ the Z/2-linear map θd′ :
〈
Bdomd′
〉
Z/2
−→ 〈Brgd′ 〉Z/2 is
given by
θd′(w) = Td+1 · w˜,
where w˜ is the coordinate vector with respect to Bdomd′ and Td+1 the matrix
introduced in deﬁnition 2.2.6.
Proof. If we assume the assertion to be true for d′ = 4d+1, the computation
rule
ΔSq4i
(
xz2(d−i)+1
)
= ΔSq4i
(
xz2(d−i)
)
z
implies the assertion for the case d′ = 4d+3. Therefore it is suﬃcient to do the
proof for d′ = 4d+ 1. Whenever we work with any matrix representation it is
considered with respect to the bases as chosen in the statement of the theorem.
As we already explained earlier we will do the proof by induction. In order to
apply proposition 2.2.15 to the induction step we have to verify the asserted
formula for 0 ≤ d ≤ 3. For d = 0 direct computation yields
θ3(1⊗ xz) = ι⊗ xz.
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In matrix form this becomes
T1 = [1].
For d = 1 we get
θ7
(
Sq4 ⊗ xz
)
= Sq4ι⊗ xz,
θ7
(
1⊗ xz3
)
= ι⊗ xz3.
and hence in matrix form
T2 =
[
1
1
]
.
In the case d = 2 we obtain
θ11
(
Sq8 ⊗ xz
)
= Sq8ι⊗ xz,
θ11
(
Sq4 ⊗ xz3
)
= Sq4ι⊗ xz3 + ι⊗ xz5,
θ11
(
1⊗ xz5
)
= ι⊗ xz5.
As matrix representation this yields
T3 =
⎡⎣1 1
1 1
⎤⎦ .
Considering d = 3 direct calculation implies
θ15
(
Sq12 ⊗ xz
)
= Sq12ι⊗ xz,
θ15
(
Sq8 ⊗ xz3
)
= Sq8ι⊗ xz3 + Sq4ι⊗ xz5,
θ15
(
Sq4 ⊗ xz5
)
= Sq4ι⊗ xz5,
θ15
(
1⊗ xz7
)
= ι⊗ xz7.
The matrix representation of the latter is given by
T4 =
⎡⎢⎢⎣
1
1
1 1
1
⎤⎥⎥⎦ .
These calculations show the base clause of the assertion. The induction step for
an arbitrary d follows from proposition 2.2.15 if d is a power of 2. Therefore it
only remains to do the induction step for the case that d is not a power of 2.
But this is achieved by verifying the equation
ΔSq4(d+1)
(
xzk
)
+ sh
(
ΔSq4d
(
xzk
))
= ι⊗ Sq4(d+1)
(
xzk
)
. (2.17)
For the matrix representation of the isomorphisms θd′−4 the latter implies that
Td coincides with the d×d-submatrix in the upper left corner of the matrix Td+1.
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We compute (2.17) by
ΔSq4(d+1)
(
xzk
)
+ sh
(
ΔSq4d
(
xzk
))
=
d+1∑
ν=0
Sq4νι⊗ Sq4(d+1−ν)
(
xzk
)
+ sh
(
d∑
ν=0
Sq4νι⊗ Sq4(d−ν)
(
xzk
))
=
d+1∑
ν=0
Sq4νι⊗ Sq4(d+1−ν)
(
xzk
)
+
d∑
ν=0
Sq4(ν+1)ι⊗ Sq4(d−ν)
(
xzk
)
=
d+1∑
ν=0
Sq4νι⊗ Sq4(d+1−ν)
(
xzk
)
+
d+1∑
ν=1
Sq4νι⊗ Sq4(d+1−ν)
(
xzk
)
= ι⊗ Sq4(d+1)
(
xzk
)
. 
Thanks to this theorem we know the isomorphisms θd on the relevant sub-
spaces. Next we have to work out formulas for θ−1d and again we will give
them in matrix form with respect to the monomial bases of the domain and the
range. But this time we have to distinguish between the cases d ≡ 1 (mod 4) or
d ≡ 3 (mod 4). We start with the deﬁnition of the matrices T
inv±
d . The goal is
to show that with respect to the ordered monomial bases
Sq4(d−ν) ⊗ z2ν+1+	 for 0 ≤ ν ≤ d− 1
and
Sq4(d−ν)ι⊗ z2ν+1+	 for 0 ≤ ν ≤ d− 1
of the relevant domain and the relevant range respectively, where  ∈ {0; 1} is
ﬁxed, the isomorphisms θ−1d′ are given by
θ−1d′ (w) =
{
T
inv+
d+1 · w˜ for d
′ = 4d+ 1,
T
inv−
d+1 · w˜ for d
′ = 4d+ 3,
where w˜ is the corresponding coordinate vector of w.
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Deﬁnition 2.2.17. We deﬁne the following matrices T inv+d =
[
t
(d)
r,s
]
r,s
∈
Md×d(Z/2) and S
inv+
2d
∈ M2d×2d(Z/2) inductively for d ≥ 1 by
T
inv+
1 :=
[
1
]
,
S
inv+
1 :=
[
0
]
,
T
inv+
2 :=
[
T
inv+
1 0
S
inv+
1 T
inv+
1
]
,
S
inv+
2 :=
[
S
inv+
1 T
inv+
1 + S
inv+
1
0 0
]
,
T
inv+
2d+1
:=
[
T
inv+
2d
0
S
inv+
2d
T
inv+
2d
]
,
S
inv+
2d+1
:=
[
S
inv+
2d
T
inv+
2d
+ S
inv+
2d
0 0
]
,
T
inv+
2d+k
:=
[
t
(2d)
r,s
]
for 0 ≤ k ≤ 2d − 1.
Moreover we deﬁne the following matrices T
inv−
d =
[
t
(d)
r,s
]
r,s
∈ Md×d(Z/2) and
S
inv−
2d
∈ M2d×2d(Z/2) inductively for d ≥ 1 as follows. For r ≥ 1 let Cr ∈
Mr×r(Z/2) be given by
C1 =
[
1
]
, Cr+1 :=
⎡⎢⎢⎢⎣
0 0 · · · 0
...
...
...
0 0 · · · 0
1 1 · · · 1
⎤⎥⎥⎥⎦ .
Then we set
T
inv−
1 :=
[
1
]
,
S
inv−
1 :=
[
1
]
,
T
inv−
2 :=
[
T
inv−
1 0
S
inv−
1 T
inv−
1
]
,
S
inv−
2 :=
[
S
inv−
1 + C1 T
inv−
1 + S
inv−
1
C1 C1
]
,
T
inv−
2d+1
:=
[
T
inv−
2d
0
S
inv−
2d
T
inv−
2d
]
,
S
inv−
2d+1
:=
[
S
inv−
2d
+ C2d T
inv−
2d
+ S
inv−
2d
C2d C2d
]
,
T
inv−
2d+k
:=
[
t
(2d+1)
r,s
]
for 0 ≤ k ≤ 2d − 1.
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In the last deﬁnition we have for example
T
inv+
16 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1
1
1 1
1
1 1 1 1
1 1
1 1
1
1 1 1 1 1 1 1 1
1 1 1 1
1 1 1 1
1 1
1 1 1 1
1 1
1 1
1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
as well as
T
inv−
16 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1
1 1
1
1 1 1 1
1 1
1 1
1
1 1 1 1 1 1 1 1
1 1 1 1
1 1 1 1
1 1
1 1 1 1
1 1
1 1
1
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
and for 1 ≤ k ≤ 15 the matrix T
inv±
k is the respective k×k-submatrix in the
upper left corner of T
inv±
16 .
As we explained in the beginning of the current section the map θ−1 can ex-
plicitly be calculated with the operators χSqi. We introduced them there and
received for i > 0 the equation
χSqi =
i∑
ν=1
SqνχSqi−ν .
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Since we have Sq2k+1(w) = 0 for all w ∈ H∗(BC2l ; Z/2) and any k ≥ 0 the
above equation can be simpliﬁed on this module to
χSq2i(w) =
i∑
ν=1
Sq2νχSq2(i−ν)(w). (2.18)
We proved a fundamental formula for Sqj on H∗(BC2l ; Z/2) which turned out
to be of a very simple form. We want to do the same for χSqj onH∗(BC2l ; Z/2).
Let 4j = 2ν0 + . . .+ 2ν0 with ν0 < ν1 < . . . < νr. Our goal is to prove that the
formula
χSq4j(w) = Sq2
νr
· · ·Sq2
ν0
(w) (2.19)
is valid for w ∈ H∗(BC2l ; Z/2). This formula is interesting on its own. For
this reason we do not verify the formulas for the isomorphisms θ−1d by inverting
the corresponding matrices but compute them in the same way as the maps θd.
The ﬁrst step to prove equation (2.19) is to get a basic formula for χSq4i on the
above algebra. This is done in the next proposition.
Proposition 2.2.18. Let i, d ≥ 0. Then the homomorphisms χSqj satisfy
the following equation on the A-module H∗(BC2l ; Z/2).
χSq4i
(
zd
)
=
i∑
ν=1
Sq4νχSq4(d−ν)
(
zd
)
.
Proof. For the proof it is necessary and suﬃcient to show that
Sq4i+2χSq4j+2
(
zd
)
= 0 ∀ i, j ≥ 2. (2.20)
The term χSq4j+2
(
zd
)
is of the form
χSq4j+2
(
zd
)
=
q∑
ν=0
SqJν
(
zd
)
,
where Jν = (2j
(ν)
0 , . . . , 2j
(ν)
rν ) is a multiindex with |J | = 4j+2. But this implies
that for each SqJν there is an index 2j
(ν)
sν for some sν ∈ {0, . . . , rν} such that
2j
(ν)
sν = 4s
′ + 2. Hence SqJν comtains the factor Sq4s
′+2. Now we calculate the
computation rule
Sq2Sq4s
′(
zd
)
= Sq4s
′+2
(
zd
)
(2.21)
with the Adem relations directly by
Sq2Sq4s
′(
zd
)
=
(
4s′ − 1
2
)
Sq4s
′+2
(
zd
)
=
(4s′ − 1) · (4s′ − 2)
2
· Sq4s
′+2
(
zd
)
= (4s′ − 1) · (2s′ − 1) · Sq4s
′+2
(
zd
)
= Sq4s
′+2
(
zd
)
.
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Of course this applies also to Sq4i+2, thus we receive the equation
Sq4i+2χSq4j+2
(
zd
)
=
q∑
ν=0
Sq
2,4i,2j
(ν)
0 ,...,2j
(ν)
sν−1
,2,4s′,2j
(ν)
sν+1
,...,2j(ν)srν
(
zd
)
Now we can compute equation (2.20) directly. Let d ≥ 0. Then we get for some
appropriate  ∈ {0; 1} and the formula Sq2
(
z2d
)
= 0 from proposition 2.2.2
Sq4i+2χSq4j+2
(
z2d
)
=
q∑
ν=0
Sq2,4i,2j
(ν)
0 ,...,2j
(ν)
sν−1
(
Sq2
(
Sq
4s′,2j
(ν)
sν+1
,...,2j(ν)srν
(
z2d
)))
=
q∑
ν=0
Sq2,4i,2j
(ν)
0 ,...,2j
(ν)
sν−1
(
Sq2
(
 · z2·(2s
′+j
(ν)
sν+1
+...+j(ν)srν
+d)
))
= 0
and with the nineth formula of proposition 2.2.7 and an appropriate ˜ ∈ {0; 1}
Sq4i+2χSq4j+2
(
z2d+1
)
= Sq4i+2
(
˜ · z2·(j+d+1)
)
= 0. 
As we already said before our strategy of the proof of the formulas for θ−1d
is the same as for θd. Therefore we are looking for a computation rule which
reduces the computation of χSq4j to χSq4k for some k < j. The following
lemma provides such a rule.
Lemma 2.2.19. Let i, d ≥ 1. Then the following formulas hold on the A-
module H∗(BC2l ; Z/2).
1. χSq4i
(
z2d
)
=
(
χSq2i
(
zd
))2
,
2. χSq4i
(
z2d+1
)
= χSq4i
(
z2d
)
z,
3. χSq4i+2
(
z2d+1
)
= χSq4i
(
z2d+2
)
.
Proof. All the formulas can be proved by induction on i. We start with the
ﬁrst formula, where we will use
χSq2
(
zd
)
= Sq1χSq1
(
zd
)
+ Sq2χSq0
(
zd
)
=
2.2.7
Sq2
(
zd
)
.
(2.22)
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We obtain for i = 1
χSq4
(
z2d
)
=
2.2.18
Sq4
(
z2d
)
=
2.2.7
(
Sq2
(
zd
))2
=
(2.22)
(
χSq2
(
zd
))2
and for the induction step we get
χSq4(i+1)
(
z2d
)
=
2.2.18
i+1∑
ν=1
Sq4νχSq4(i+1−ν)
(
z2d
)
=
i+1∑
ν=1
Sq4ν
(
χSq4(i+1−ν)
(
z2d
))
=
i+1∑
ν=1
Sq4ν
((
χSq2(i+1−ν)
(
zd
))2)
=
2.2.7
i+1∑
ν=1
(
Sq2ν
(
χSq2(i+1−ν)
(
zd
)))2
=
(
i+1∑
ν=1
Sq2νχSq2(i+1−ν)
(
zd
))2
=
(
χSq2(i+1)
(
zd
))2
,
hence the ﬁrst assertion is shown. Now we go on with the second equation and
receive for i = 1
χSq4
(
z2d+1
)
=
2.2.18
Sq4
(
z2d+1
)
=
2.2.7
Sq4
(
z2d
)
z
=
2.2.18
χSq4
(
z2d
)
z.
For the induction step we obtain
χSq4(i+1)
(
z2d+1
)
=
2.2.18
i+1∑
ν=1
Sq4νχSq4(i+1−ν)
(
z2d+1
)
=
i+1∑
ν=1
Sq4ν
(
χSq4(i+1−ν)
(
z2d+1
))
=
i+1∑
ν=1
Sq4ν
(
zχSq4(i+1−ν)
(
z2d
))
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=
2.2.7
i+1∑
ν=1
Sq4ν
(
χSq4(i+1−ν)
(
z2d
))
z
=
(
i+1∑
ν=1
Sq4νχSq4(i+1−ν)
(
z2d
))
z
= χSq4(i+1)
(
z2d
)
z,
so the proof of the second formula is complete. Finally we show the third
equation. For i = 1 we directly compute
χSq6
(
z2d+1
)
=
(2.18)
Sq2χSq4
(
z2d+1
)
+ Sq4χSq2
(
z2d+1
)
+ Sq6
(
z2d+1
)
= Sq2,4
(
z2d+1
)
+ Sq4,2
(
z2d+1
)
+ Sq6
(
z2d+1
)
=
2.2.11
Sq6
(
z2d+1
)
+ Sq4
(
z2d+2
)
+ Sq6
(
z2d+1
)
= χSq4
(
z2d+2
)
.
We receive the induction step by
χSq4(i+1)+2
(
z2d+1
)
=
(2.18)
2(i+1)+1∑
ν=1
Sq2νχSq4(i+1)+2−2ν
(
z2d+1
)
=
i+1∑
ν=1
Sq4νχSq4(i+1−ν)+2
(
z2d+1
)
+
i+1∑
ν=0
Sq4ν+2χSq4(i+1−ν)
(
z2d+1
)
=
2.2.11
i+1∑
ν=1
Sq4νχSq4(i+1−ν)
(
z2d+2
)
+
i+1∑
ν=0
Sq2Sq4νχSq4(i+1−ν)
(
z2d+1
)
=
i+1∑
ν=1
Sq4νχSq4(i+1−ν)
(
z2d+2
)
+ Sq2
(
i+1∑
ν=1
Sq4νχSq4(i+1−ν)
(
z2d+1
))
︸ ︷︷ ︸
=Sq2χSq4(i+1)(z2d+1)
+ Sq2χSq4(i+1)
(
z2d+1
)
= χSq4(i+1)
(
z2d+2
)
and the proof is complete. 
In general it is not true that SqaχSqb = 0 if a ≡ b (mod 2r) for some r ≥ 1.
But on the A-module H∗(BC2l ; Z/2) this computation rule is valid as we will
see in the following proposition.
Proposition 2.2.20. For arbitrary r ≥ 1 and s, s′ ≥ 0 the following equation
holds on the A-module H∗(BC2l ; Z/2).
Sq2
r+s·2r+1χSq2
r+s′·2r+1
(
zd
)
= 0.
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Proof. We prove this formula by induction on r. The case r = 1 is already
done in the proof of proposition 2.2.18, so we assume the asserted equation for
an arbitrary r ≥ 1. Then direct calculation yields
Sq2
r+1+s·2r+2χSq2
r+1+s′·2r+2
(
z2d
)
= Sq2
r+1+s·2r+2
(
χSq2
r+1+s′·2r+2
(
z2d
))
=
2.2.19
Sq2
r+1+s·2r+2
((
χSq2
r+s′·2r+1
(
zd
))2)
=
2.2.7
(
Sq2
r+s·2r+1χSq2
r+s′·2r+1
(
zd
))2
= 0
and out of this
Sq2
r+1+s·2r+2χSq2
r+1+s′·2r+2
(
z2d+1
)
= Sq2
r+1+s·2r+2
(
χSq2
r+1+s′·2r+2
(
z2d+1
))
=
2.2.19
Sq2
r+1+s·2r+2
(
χSq2
r+1+s′·2r+2
(
z2d
)
z
)
2.2.7
=
(2.20)
Sq2
r+1+s·2r+2χSq2
r+1+s′·2r+2
(
z2d
)
z
+Sq2
r+1+s·2r+2−2χSq2
r+1+s′·2r+2
(
z2d
)
z2
= 0,
therefore the proposition is proved. 
We will apply the last result to work out elementary formulas for χSq4j on
H∗(BC2l ; Z/2) in the next lemma.
Lemma 2.2.21. Let i, d ≥ 0. Then the following formulas are valid on the
A-module H∗(BC2l ; Z/2).
1. χSq2i+1
(
zd
)
= 0,
2. χSq4i+2
(
z2d
)
= 0.
Proof. Again we proof both formulas by induction on i. The ﬁrst equation
follows in an easy manner since for the base clause i = 0 we just have
χSq1
(
zd
)
= Sq1
(
zd
)
= 0
and thus for the induction step
χSq2i+1
(
zd
)
=
i∑
ν=1
Sq2νχSq2(i−ν)+1
(
zd
)
= 0.
We verify the second assertion for the base clause i = 0 by
χSq2
(
z2d
)
= Sq2
(
z2d
)
=
2.2.2
0.
2.2. THE CYCLIC GROUP OF ORDER AT LEAST 4 79
For the induction step we get for appropriate ν , ˜ν ∈ {0; 1}
χSq4(i+1)+2
(
z2d
)
=
i+1∑
ν=0
Sq4ν+2χSq4(i+1−ν)
(
z2d
)
+
i+1∑
ν=1
Sq4ν χSq4(i+1−ν)+2
(
z2d
)︸ ︷︷ ︸
=0
=
(2.21)
i+1∑
ν=0
Sq2Sq4νχSq4(i+1−ν)
(
z2d
)
=
i+1∑
ν=0
Sq2Sq4ν
(
ν · z
2(d+i+1−ν)
)
=
i+1∑
ν=0
Sq2
(
˜ν · z
2(d+i+1)
)
= 0,
therefore also the second formula is proved. 
One important step for the proof of the fundamental formula for χSq4j is to
show that
χSq2
r+4s
(
zd
)
= Sq2
r
χSq4s
(
zd
)
for 4s < 2r on H∗(BC2l ; Z/2). That is what we do in the following lemma.
Lemma 2.2.22. For r ≥ 3 and u, s, d ≥ 1 the following formulas are valid
on the A-module H∗(BC2l ; Z/2).
1. χSq4
(
zd
)
= Sq4
(
zd
)
,
2. χSq2
r+4s
(
zd
)
= Sq2
r
χSq4s
(
zd
)
, if 4s < 2r.
Proof. We already know the ﬁrst equation from previous calculations. We
will prove the second one by induction on the integer r. For r = 3 this formula
becomes
χSq8+4s
(
zd
)
= Sq8χSq4s
(
zd
)
with the condition 4s < 8. But then we have s = 1, so we only have to verify
χSq12
(
zd
)
= Sq4χSq8
(
zd
)
.
For χSq8 we use propositions 2.2.18 and 2.2.20 and obtain
χSq8
(
zd
)
= Sq4χSq4
(
zd
)
+ Sq8χSq0
(
zd
)
= Sq4,4
(
zd
)
+ Sq8
(
zd
)
= Sq8
(
zd
)
80 CHAPTER 2. THE CYCLIC CASE
and hence
χSq12
(
zd
)
= Sq4χSq8
(
zd
)
+ Sq8χSq4
(
zd
)
+ Sq12χSq0
(
zd
)
= Sq4,8
(
zd
)
+ Sq8,4
(
zd
)
+ Sq12
(
zd
)
= Sq12
(
zd
)
+ Sq8,4
(
zd
)
+ Sq12
(
zd
)
= Sq8,4
(
zd
)
,
so the base clause is shown. For the induction step let d ≥ 0. Then we get
χSq2
r+1+4s
(
z4d
)
=
2.2.19
(
χSq2
r+2s
(
z2d
))2
2.2.21
=
{
0 for s odd(
Sq2
r
χSq2s
(
z2d
))2
for s even
2.2.21
=
{
Sq2
r+1
((
χSq2s
(
z2d
))2)
for s odd(
Sq2
r(
χSq2s
(
z2d
)))2
for s even
2.2.21
=
2.2.7
{
Sq2
r+1(
χSq4s
(
z4d
))
for s odd
Sq2
r+1
((
χSq2s
(
z2d
))2)
for s even
=
2.2.21
{
Sq2
r+1
χSq4s
(
z4d
)
for s odd
Sq2
r+1(
χSq4s
(
z4d
))
for s even
= Sq2
r+1
χSq4s
(
z4d
)
as well as
χSq2
r+1+4s
(
z4d+2
)
=
2.2.19
(
χSq2
r+2s
(
z2d+1
))2
2.2.19
=
{(
χSq2
r+2(s−1)
(
z2d+2
))2
for s odd(
Sq2
r
χSq2s
(
z2d+1
))2
for s even
=
{(
Sq2
r(
χSq2(s−1)
(
z2d+2
)))2
for s odd(
Sq2
r(
χSq2s
(
z2d+1
)))2
for s even
=
2.2.7
⎧⎨⎩Sq
2r+1
((
χSq2(s−1)
(
z2d+2
))2)
for s odd
Sq2
r+1
((
χSq2s
(
z2d+1
))2)
for s even
=
2.2.19
Sq2
r+1
((
χSq2s
(
z2d+1
))2)
=
2.2.19
Sq2
r+1
χSq4s
(
z4d+2
)
and ﬁnally out of these results
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χSq2
r+1+4s
(
z2d+1
)
=
2.2.19
χSq2
r+1+4s
(
z2d
)
z
= Sq2
r+1
χSq4s
(
z2d
)
z
=
2.2.7
Sq2
r+1
χSq4s
(
z2d
)
z + Sq2
r+1−2
(
χSq4s
(
z2d
))
z2︸ ︷︷ ︸
=0
=
2.2.7
Sq2
r+1(
χSq4s
(
z2d
)
z
)
=
2.2.19
Sq2
r+1(
χSq4s
(
z2d+1
))
= Sq2
r+1
χSq4s
(
z2d+1
)
what completes the proof. 
Now we have all the information we need for the proof of the fundamental
formula for χSq4j , therefore we do this in the next theorem. In fact the desired
fundamental formula is the iteration of the preceding lemma.
THEOREM 2.2.23. Let i be an arbitrary non-negative even integer and
i =
u∑
ν=0
2iν ,
where
iν < iν+1 ∀ 0 ≤ i ≤ u− 1
and u ≥ 0. Then on the A-module H∗(BC2l ; Z/2) the homomorphism χSq
i is
given by the formula
χSqi
(
zd
)
= Sq2
iu
Sq2
iu−1
· · ·Sq2
i1
Sq2
i0(
zd
)
.
Proof. We do the proof by induction on the integer u (the upper bound in
the above sum representation of i). For u = 0 we must verify the equation
χSq2
r(
zd
)
= Sq2
r(
zd
)
. (2.23)
Again we will use induction to prove this. Since χSq1 = 0 this equation is valid
for r = 1 and lemma 2.2.22 yields the same for r = 2. Now let r ≥ 2. Then we
obtain for d ≥ 0 on the one hand
χSq2
r+1(
z2d
)
=
2.2.19
(
χSq2
r(
zd
))2
=
(
Sq2
r(
zd
))2
=
2.2.7
Sq2
r+1(
z2d
)
,
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on the other hand
χSq2
r+1(
z2d+1
)
=
2.2.19
χSq2
r+1(
z2d
)
z
= Sq2
r+1(
z2d
)
z
=
2.2.7
Sq2
r+1(
z2d+1
)
,
so equation (2.23) and therefore the base clause for the assertion of the theorem
is done. For the induction step over u we also want to use lemma 2.2.22. We
have
i =
u+1∑
ν=0
2iν
with iν ≥ 2 for each ν. Now we set
i˜ := i − 2iu+1
and use lemma 2.2.22 for r = i0 and s =
∑u
ν=0 2
iν−2 to get
χSqi
(
zd
)
= Sq2
iu+1
χSqi˜
(
zd
)
.
If we apply the induction hypothesis on the right-hand side of this equation we
obtain the desired formula
χSqi
(
zd
)
= Sq2
iu+1
Sq2
iu
· · ·Sq2
i1
Sq2
i0(
zd
)
.
In the case i ≡ 2 (mod 4) is is suﬃcient to verify the equation
χSq4k+2
(
zd
)
= χSq4k
(
Sq2
(
zd
))
.
If d = 2d′ this is easy since
χSq4k+2
(
z2d
′
)
=
2.2.19
0
=
2.2.7
χSq4kSq2
(
z2d
′
)
.
For d = 2d′ + 1 we ﬁrst compute(
χSq4k+2
(
z2d
′+1
))2
=
2.2.19
χSq8k+4
(
z4d
′+2
)
=
2.2.22
χSq8k
(
Sq4
(
z4d
′+2
))
= χSq8k
(
z4(d
′+1)
)
=
2.2.19
(
χSq4k
(
z2(d
′+1)
))2
=
2.2.7
(
χSq4kSq2
(
z2d
′+1
))2
.
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In the A-module H∗(BC2l ; Z/2) this equation implies
χSq4k+2
(
z2d
′+1
)
= χSq4kSq2
(
z2d
′+1
)
.
therefore the proof of this theorem is complete. 
The proof of the formulas for the isomorphism θ−1d will be done in the same
way as the proof of the formulas for θd. Consider the matrices T
inv+
2r+2 and T
inv−
2r+2 .
Direct computation yields
T
inv+
2r+2 =
⎡⎢⎢⎢⎣
T
inv+
2r 0 0 0
S
inv+
2r T
inv+
2r 0 0
S
inv+
2r T
inv+
2r + S
inv+
2r T
inv+
2r 0
0 0 S
inv+
2r T
inv+
2r
⎤⎥⎥⎥⎦
and
T
inv−
2r+2 =
⎡⎢⎢⎢⎣
T
inv−
2r 0 0 0
S
inv−
2r T
inv−
2r 0 0
S
inv−
2r + C2r T
inv−
2r + S
inv−
2r T
inv−
2r 0
C2r C2r S
inv−
2r T
inv−
2r
⎤⎥⎥⎥⎦ .
Again we can express this in terms of ΔχSq
j assuming that the equation
θ−12r+2−2+2	(w) = T
inv±
2r · w˜, where w˜ is the coordinate vector of w, holds for
some r ≥ 1. Under this assumption the columns of the matrix T
inv+
2r are given
by the coordinate vectors of the elements
ΔχSq
2r+2−4−4k
(
z2k+1
)
, 0 ≤ k ≤ 2r − 1,
and the columns of the matrix T
inv−
2r are given by the coordinate vectors of the
elements
ΔχSq
2r+2−4−4k
(
z2k+2
)
, 0 ≤ k ≤ 2r − 1.
In the next proposition we work this out explicitly. Its ﬁrst formula corresponds
to the shape of the third and the fourth column, the second formula to the
ﬁrst column and the third formula to the second column of the matrix T
inv+
2r+2 .
Respectively the fourth formula corresponds to the shape of the third and the
fourth column, the ﬁfth formula to the ﬁrst column and the sixth formula to
the second column of the matrix T
inv−
2r+2 .
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Proposition 2.2.24. Let r ≥ 1, 0 ≤ j < 2r and 0 ≤ k < 2r+1. Then the
following formulas hold on the module
(
A⊗A(1) Z/2
)
⊗H∗(BC2l ; Z/2).
1. ΔχSq
4k
(
z2
r+3−2k−1
)
=ΔχSq
4k
(
z2
r+2−2k−1
)
z2
r+2
,
2. ΔχSq
2r+4−4j−4
(
z2j+1
)
= sh2
r+1
(
ΔχSq
2r+3−4j−4
(
z2j+1
))
+ sh2
r
(
ΔχSq
2r+3−4j−4
(
z2j+1
))
z2
r+1
+ sh2
r+1
(
ΔχSq
2r+2−4j−4
(
z2j+1
))
z2
r+1
,
3. ΔχSq
2r+3+2r+2−4j−4
(
z2
r+1+2j+1
)
= sh2
r
(
ΔχSq
2r+3−4j−4
(
z2j+1
))
z2
r+1
,
+ sh2
r
(
ΔχSq
2r+2−4j−4
(
z2j+1
))
z2
r+2
4. ΔχSq
4k
(
z2
r+3−2k
)
=ΔχSq
4k
(
z2
r+2−2k
)
z2
r+2
,
5. ΔχSq
2r+4−4j−4
(
z2j+2
)
= sh2
r+1
(
ΔχSq
2r+3−4j−4
(
z2j+2
))
+ sh2
r
(
ΔχSq
2r+3−4j−4
(
z2j+2
))
z2
r+1
+ sh2
r+1
(
ΔχSq
2r+2−4j−4
(
z2j+2
))
z2
r+1
+ Sq2
r+2
ι⊗ z2
r+2
+ 1⊗ z2
r+3
,
6. ΔχSq
2r+3+2r+2−4j−4
(
z2
r+1+2j+2
)
= sh2
r
(
ΔχSq
2r+3−4j−4
(
z2j+2
))
z2
r+1
+ sh2
r
(
ΔχSq
2r+2−4j−4
(
z2j+2
))
z2
r+2
+ 1⊗ z2
r+3
.
Proof. Each of these six formulas can be computed directly. We can proof
the ﬁrst and the fourth formula simultaneously. In order to proof them we ﬁrst
show the equation
χSq4(k−ν)
(
z2
r+3−2k−	
)
= χSq4(k−ν)
(
z2
r+2−2k−	
)
z2
r+2
, (2.24)
where 0 ≤ ν ≤ k and  ∈ {0; 1}. For any of these ν the integer 4(k− ν) is of the
shape
4(k − ν) =
u∑
μ=0
2iμ(ν)
with u ≥ 0 and iμ(ν) < iμ+1(ν) < r + 1 for all 0 ≤ μ ≤ u− 1. Thus we can use
theorem 2.2.23 and the twelfth equation of proposition 2.2.7 to receive
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χSq4(k−ν)
(
z2
r+3−2k−	
)
=
2.2.23
Sq2
iu(ν)
Sq2
iu−1(ν)
· · ·Sq2
i1(ν)
Sq2
i0(ν)
(
z2
r+3−2k−	
)
= Sq2
iu(ν)
Sq2
iu−1(ν)
· · ·Sq2
i1(ν)
(
Sq2
i0(ν)
(
z2
r+3−2k−	
))
= Sq2
iu(ν)
Sq2
iu−1(ν)
· · ·Sq2
i1(ν)
(
z2
r+2
Sq2
i0(ν)
(
z2
r+2−2k−	
))
= . . .
= Sq2
iu(ν)
(
z2
r+2
Sq2
iu−1(ν)
· · ·
(
Sq2
i1(ν)
(
Sq2
i0(ν)
(
z2
r+2−2k−	
))))
= z2
r+2
Sq2
iu(ν)
(
Sq2
iu−1(ν)
· · ·
(
Sq2
i1(ν)
(
Sq2
i0(ν)
(
z2
r+2−2k−	
))))
= z2
r+2
Sq2
iu(ν)
Sq2
iu−1(ν)
· · ·Sq2
i1(ν)
Sq2
i0(ν)
(
z2
r+2−2k−	
)
=
2.2.23
z2
r+2
χSq4(k−ν)
(
z2
r+2−2k−	
)
as equation (2.24) states. Now the ﬁrst and the fourth formula of the proposition
follow by
ΔχSq
4k
(
z2
r+3−2k−	
)
=
k∑
ν=0
Sq4ν ⊗ χSq4(k−ν)
(
z2
r+3−2k−	
)
=
(2.24)
k∑
ν=0
Sq4ν ⊗
(
z2
r+2
χSq4(k−ν)
(
z2
r+2−2k−	
))
=
(
k∑
ν=0
Sq4ν ⊗ χSq4(k−ν)
(
z2
r+2−2k−	
))
z2
r+2
= ΔχSq
4k
(
z2
r+2−2k−	
)
z2
r+2
,
where again  ∈ {0; 1}. In order to prove the second assertion we ﬁrst verify
that for 0 ≤ ν ≤ 2r − 1 and 0 ≤ j ≤ 2r − 1 the equation
χSq2
r+4−4j−4−4ν
(
z2j+1
)
= 0 (2.25)
is valid. Let
λ := 2r+1 − j − 1− ν.
Then we have
2λ+ 2j + 1 = 2r+2 − 1− 2ν,
thus we get
4λ < 2r+3
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as well as
2λ+ 2j + 1 < 2r+2,
hence we receive for an appropriate  ∈ {0; 1}
χSq2
r+4−4j−4−4ν
(
z2j+1
)
= χSq2
r+3+4λ
(
z2j+1
)
=
2.2.22
Sq2
r+3
χSq4λ
(
z2j+1
)
= Sq2
r+3(
 · z2λ+2j+1
)
= 0
just as asserted above. Moreover we verify that for two integers ν, j with 2r ≤
ν ≤ 2r+1 − 1 and 0 ≤ j ≤ 2r − 1 the equation
χSq2
r+4−4j−4−4ν
(
z2j+1
)
= z2
r+1
χSq2
r+3+2r+2−4j−4−4ν
(
z2j+1
)
(2.26)
holds. Let
λ := 2r+1 + 2r − j − 1− ν.
Again we estimate on the one hand
λ = 2r+1 + 2r − j − 1− ν
≥ 2r+1 + 2r − (2r − 1)− 1−
(
2r+1 − 1
)
= 1
as well as
λ = 2r+1 + 2r − j − 1− ν
≤ 2r+1 + 2r − 0− 1− 2r
= 2r+1 − 1,
on the other hand
λ+ j = 2r+1 + 2r − 1− ν
≥ 2r+1 + 2r − 1−
(
2r+1 − 1
)
= 2r
as well as
λ+ j = 2r+1 + 2r − 1− ν
≤ 2r+1 + 2r − 1− 2r
= 2r+1 − 1.
Hence we obtain 1 ≤ λ ≤ 2r+1 − 1 and 2r ≤ λ + j ≤ 2r+1 − 1 and equation
(2.26) becomes
χSq2
r+2+4λ
(
z2j+1
)
= z2
r+1
χSq4λ
(
z2j+1
)
,
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therefore once we proved the above equation we also veriﬁed equation (2.26). If
λ ≥ 2r we have
0 ≤ 4(λ− 2r) < 2r+3 (2.27)
and together with the condition 2r ≤ λ+ j ≤ 2r+1 − 1 we further obtain
4λ+ 4j − 2r+2 ≤ 2r+2 − 4.
This leads to
4λ+ 4j + 2− 2r+2 < 2r+2. (2.28)
With these estimations we receive for an appropriate  ∈ {0; 1}
χSq2
r+2+4λ
(
z2j+1
)
= χSq2
r+3+4(λ−2r)
(
z2j+1
)
(2.27)
=
2.2.22
Sq2
r+3
χSq4(λ−2
r)
(
z2j+1
)
= Sq2
r+3
(
 · z2λ+2j+1−2
r+1
)
=
(2.28)
0
=
(2.28)
z2
r+1
Sq2
r+2
(
 · z2λ+2j+1−2
r+1
)
= z2
r+1
Sq2
r+2
χSq4(λ−2
r)
(
z2j+1
)
=
2.2.22
z2
r+1
χSq4λ
(
z2j+1
)
.
Now we consider the case λ < 2r. The conditions on λ and j imply
2r+2 < 4λ+ 4j + 2 < 2r+3,
hence we get for an appropriate  ∈ {0; 1}
χSq2
r+2+4λ
(
z2j+1
)
=
2.2.22
Sq2
r+2
χSq4λ
(
z2j+1
)
= Sq2
r+2(
 · z2λ+2j+1
)
=  · Sq2
r+2(
z2λ+2j+1
)
=
2.2.8
 · z2
r+1+2λ+2j+1
= z2
r+1
·
(
 · z2λ+2j+1
)
= z2
r+1
χSq4λ
(
z2j+1
)
.
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With the equations (2.25) and (2.26) the second assertion follows by
ΔχSq
2r+4−4j−4
(
z2j+1
)
=
2r+2−j−1∑
ν=0
Sq4ν ⊗ χSq2
r+4−4j−4−4ν
(
z2j+1
)
=
(2.25)
2r+2−j−1∑
ν=2r
Sq4ν ⊗ χSq2
r+4−4j−4−4ν
(
z2j+1
)
=
2r+2−j−1∑
ν=2r+1
Sq4ν ⊗ χSq2
r+4−4j−4−4ν
(
z2j+1
)
+
2r+1−1∑
ν=2r
Sq4ν ⊗ χSq2
r+4−4j−4−4ν
(
z2j+1
)
=
(2.26)
2r+2−j−1∑
ν=2r+1
Sq4ν ⊗ χSq2
r+4−4j−4−4ν
(
z2j+1
)
+
2r+1−1∑
ν=2r
Sq4ν ⊗
(
z2
r+1
χSq2
r+3+2r+2−4j−4−4ν
(
z2j+1
))
=
2r+2−j−1∑
ν=2r+1
Sq4ν ⊗ χSq2
r+4−4j−4−4ν
(
z2j+1
)
+
2r+1+2r−j−1∑
ν=2r
Sq4ν ⊗
(
z2
r+1
χSq2
r+3+2r+2−4j−4−4ν
(
z2j+1
))
+
2r+1+2r−j−1∑
ν=2r+1
Sq4ν ⊗
(
z2
r+1
χSq2
r+3+2r+2−4j−4−4ν
(
z2j+1
))
=
2r+1−j−1∑
ν=0
Sq2
r+3+4ν ⊗ χSq2
r+3−4j−4−4ν
(
z2j+1
)
+
⎛⎝2r+1−j−1∑
ν=0
Sq2
r+2+4ν ⊗ χSq2
r+3−4j−4−4ν
(
z2j+1
)⎞⎠ z2r+1
+
(
2r−j−1∑
ν=0
Sq2
r+3+4ν ⊗ χSq2
r+2−4j−4−4ν
(
z2j+1
))
z2
r+1
= sh2
r+1
(
ΔχSq
2r+3−4j−4
(
z2j+1
))
+ sh2
r
(
ΔχSq
2r+3−4j−4
(
z2j+1
))
z2
r+1
+ sh2
r+1
(
ΔχSq
2r+2−4j−4
(
z2j+1
))
z2
r+1
.
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In order to prove the ﬁfth assertion we ﬁrst verify that for two integers ν, j
with 0 ≤ ν, j ≤ 2r − 1 the equation
χSq2
r+4−4j−4−4ν
(
z2j+2
)
=
{
0, if ν > 0,
z2
r+3
, if ν = 0
(2.29)
is valid. Let
λ := 2r+2 − j − 1− ν.
Then 4λ > 2r+3. If ν > 0 we have 4λ+ 4j + 4 < 2r+4 and hence 2λ+ 2j + 2−
2r+2 < 2r+2, thus we receive for an appropriate  ∈ {0; 1}
χSq2
r+4−4j−4−4ν
(
z2j+2
)
= χSq4λ
(
z2j+2
)
=
2.2.22
Sq2
r+3
χSq4λ−2
r+3(
z2j+2
)
= Sq2
r+3
(
 · z2λ+2j+2−2
r+2
)
= 0.
For the remaining case ν = 0 we have to show that
χSq2
r+4−4j−4
(
z2j+2
)
= z2
r+3
. (2.30)
This we get by induction on the integer r. For r = 1 we need to verify
χSq28−4j
(
z2j+2
)
= z16 for j = 0, 1.
For j = 0 we compute
χSq28
(
z2
)
=
2.2.23
Sq16,8,4
(
z2
)
= Sq16,8
(
z4
)
= Sq16
(
z8
)
= z16
and for j = 1
χSq24
(
z4
)
=
2.2.23
Sq16,8
(
z4
)
= z16.
In order to do the induction step we distinguish whether j is even or odd. If
j = 2i+ 1 we get
χSq2
r+5−8i−8
(
z4i+4
)
=
2.2.19
(
χSq2
r+4−4i−4
(
z2i+2
))2
=
(
z2
r+3
)2
= z2
r+4
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and for j = 2i direct calculation yields
χSq2
r+5−8i−4
(
z4i+2
)
= χSq2
r+5−8(i+1)+4
(
z4i+2
)
=
2.2.23
χSq2
r+5−8i−8
(
Sq4
(
z4i+2
))
= χSq2
r+5−8i−8
(
z4i+4
)
= z2
r+4
.
Next we prove for two integers ν, j with 2r ≤ ν ≤ 2r+1 − 1 and 0 ≤ j < 2r − 1
the equation
χSq2
r+4−4j−4−4ν
(
z2j+2
)
= z2
r+1
χSq2
r+3+2r+2−4j−4−4ν
(
z2j+2
)
(2.31)
as well as the inequation
χSq2
r+3+2r+2−4j−4
(
z2j+2
)
= z2
r+1
χSq2
r+3−4j−4
(
z2j+2
)
. (2.32)
Equation (2.31) follows in the same way as equation (2.26). Inequation (2.32)
follows by induction on the integer r. More precisely we show that the left-hand
side of the above inequation is zero, whereas its right-hand side is not. For
r ≥ 2 the latter is obtained in the same way as equation (2.30) thus it remains
to show the ﬁrst. For r = 1 we have to verify that
χSq20−4j
(
z2j+2
)
= 0 for j = 0, 1.
For j = 0 we calculate
χSq20
(
z2
)
=
2.2.23
Sq16,4
(
z2
)
= Sq16
(
z4
)
= 0
and similarly for j = 1
χSq16
(
z4
)
=
2.2.23
Sq16
(
z4
)
= 0.
For the induction step we again distinguish whether j is even or odd. For
j = 2i+ 1 we obtain
χSq2
r+4+2r+3−8i−8
(
z4i+4
)
=
2.2.19
(
χSq2
r+3+2r+2−4i−4
(
z2i+2
))2
= 0
and for j = 2i we get
χSq2
r+4+2r+3−8i−4
(
z4i+2
)
= χSq2
r+4+2r+3−8(i+1)+4
(
z4i+2
)
=
2.2.23
χSq2
r+4+2r+3−8(i+1)
(
Sq4
(
z4i+2
))
= χSq2
r+4+2r+3−8i−8
(
z4i+4
)
= 0.
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Now we get the ﬁfth formula in a similar manner as the second one by
ΔχSq
2r+4−4j−4
(
z2j+2
)
=
2r+2−j−1∑
ν=0
Sq4ν ⊗ χSq2
r+4−4j−4−4ν
(
z2j+2
)
=
(2.29)
2r+2−j−1∑
ν=2r
Sq4ν ⊗ χSq2
r+4−4j−4−4ν
(
z2j+2
)
+ 1⊗ z2
r+3
=
2r+2−j−1∑
ν=2r+1
Sq4ν ⊗ χSq2
r+4−4j−4−4ν
(
z2j+2
)
+
2r+1−1∑
ν=2r
Sq4ν ⊗ χSq2
r+4−4j−4−4ν
(
z2j+2
)
+ 1⊗ z2
r+3
(2.31)
=
(2.32)
2r+2−j−1∑
ν=2r+1
Sq4ν ⊗ χSq2
r+4−4j−4−4ν
(
z2j+2
)
+ 1⊗ z2
r+3
+
2r+1−1∑
ν=2r
Sq4ν ⊗
(
z2
r+1
χSq2
r+3+2r+2−4j−4−4ν
(
z2j+2
))
+ Sq2
r+2
⊗ z2
r+2
=
2r+2−j−1∑
ν=2r+1
Sq4ν ⊗ χSq2
r+4−4j−4−4ν
(
z2j+2
)
+
2r+1+2r−j−1∑
ν=2r
Sq4ν ⊗
(
z2
r+1
χSq2
r+3+2r+2−4j−4−4ν
(
z2j+2
))
+ Sq2
r+2
⊗ z2
r+2
+
2r+1+2r−j−1∑
ν=2r+1
Sq4ν ⊗
(
z2
r+1
χSq2
r+3+2r+2−4j−4−4ν
(
z2j+2
))
+ 1⊗ z2
r+3
=
2r+1−j−1∑
ν=0
Sq2
r+3+4ν ⊗ χSq2
r+3−4j−4−4ν
(
z2j+2
)
+
⎛⎝2r+1−j−1∑
ν=0
Sq2
r+2+4ν ⊗ χSq2
r+3−4j−4−4ν
(
z2j+2
)⎞⎠ z2r+1 + Sq2r+2 ⊗ z2r+2
+
(
2r−j−1∑
ν=0
Sq2
r+3+4ν ⊗ χSq2
r+2−4j−4−4ν
(
z2j+2
))
z2
r+1
+ 1⊗ z2
r+3
= sh2
r+1
(
ΔχSq
2r+3−4j−4
(
z2j+2
))
+ sh2
r
(
ΔχSq
2r+3−4j−4
(
z2j+2
))
z2
r+1
+ sh2
r+1
(
ΔχSq
2r+2−4j−4
(
z2j+2
))
z2
r+1
+ Sq2
r+2
⊗ z2
r+2
+ 1⊗ z2
r+3
.
Next we show the third assertion. Again we need some preparational equations.
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We show for two integers ν, j with 0 ≤ ν, j ≤ 2r − 1 that
χSq2
r+3+2r+2−4j−4−4ν
(
z2
r+1+2j+1
)
= 0. (2.33)
Let
λ := 2r+1 + 2r − j − 1− ν.
Then we have λ > 2r and 2r+1 < λ + j + 1 ≤ 2r+1 + 2r and equation (2.33)
becomes
χSq4λ
(
z2
r+1+2j+1
)
= 0.
If λ ≥ 2r+1 we have 0 ≤ 2λ + 2j + 1 − 2r+1 < 2r+2, thus we receive for some
 ∈ {0; 1}
χSq4λ
(
z2
r+1+2j+1
)
=
2.2.22
Sq2
r+3
χSq4(λ−2
r+1)
(
z2
r+1+2j+1
)
= Sq2
r+3
(
 · z2λ+2j+1−2
r+1
)
= 0.
The remaining case to treat is 2r < λ < 2r+1. In this situation the conditions
on λ and j imply
2r+2 ≤ 2λ+ 2j + 1 < 2r+2 + 2r+1, (2.34)
hence we get
χSq4λ
(
z2
r+1+2j+1
)
=
2.2.22
Sq2
r+2
χSq4(λ−2
r)
(
z2
r+1+2j+1
)
= Sq2
r+2(
 · z2λ+2j+1
)
(2.34)
=
2.2.8
z2
r+2
Sq2
r+2
(
 · z2λ+2j+1−2
r+2
)
=
(2.34)
0.
Furthermore for δ ∈ {0; 1} and two integers ν, j with 2r+1 − j ≤ ν ≤ 2r+1 +
2r − j − 1 and 0 ≤ j ≤ 2r − 1 the equation
χSq2
r+3+2r+2−4j−4−4ν
(
z2
r+1+2j+1+δ
)
= z2
r+1
χSq2
r+3+2r+2−4j−4−4ν
(
z2j+1+δ
)
(2.35)
is valid. Let
λ := 2r+1 + 2r − j − 1− ν.
Then we have 0 ≤ λ < 2r and equation (2.35) becomes
χSq4λ
(
z2
r+1+2j+1+δ
)
= z2
r+1
χSq4λ
(
z2j+1+δ
)
and it follows in the same way as equation (2.24). The next equation we want
to show is given by
χSq2
r+3+2r+2−4j−4−4ν
(
z2
r+1+2j+1
)
= z2
r+2
χSq2
r+3−4j−4−4ν
(
z2j+1
)
, (2.36)
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where 2r ≤ ν ≤ 2r+1 − j − 1 and 0 ≤ j ≤ 2r − 1. Let
λ := 2r+1 − j − 1− ν.
Then we have 0 ≤ λ+ j ≤ 2r − 1 and equation (2.36) becomes
χSq2
r+2+4λ
(
z2
r+1+2j+1
)
= z2
r+2
χSq4λ
(
z2j+1
)
,
The condition 0 ≤ λ + j ≤ 2r − 1 implies 4λ < 2r+2, thus we get for an
appropriate  ∈ {0; 1}
χSq2
r+2+4λ
(
z2
r+1+2j+1
)
=
2.2.22
Sq2
r+2
χSq4λ
(
z2
r+1+2j+1
)
= Sq2
r+2
(
z2
r+1
χSq4λ
(
z2j+1
))
= Sq2
r+2
(
z2
r+1
·  · z2λ+2j+1
)
=  · Sq2
r+2
(
z2
r+1+2λ+2j+1
)
=
2.2.8
 · z2
r+2+2λ+2j+1
= z2
r+2
·
(
 · z2λ+2j+1
)
= z2
r+2
χSq4λ
(
z2
r+1+2j+1
)
.
Now we verify the equation
χSq2
r+3+2r+2−4j−4−4ν
(
z2j+1
)
= 0, (2.37)
where 0 ≤ j ≤ 2r − 1 and 2r ≤ ν ≤ 2r+1 − j − 1. Let
λ := 2r+1 + 2r − j − 1− ν.
Then we have λ ≥ 2r. Now we estimate
2λ+ 2j + 1 = 2r+2 + 2r+1 − 1− 2ν
≤ 2r+2 + 2r+1 − 1− 2r+1
= 2r+2 − 1.
Therefore we have 2λ + 2j + 1 − 2r+1 < 2r+1 and thus for an appropriate
 ∈ {0; 1}
χSq2
r+3+2r+2−4j−4−4ν
(
z2j+1
)
= χSq4λ
(
z2j+1
)
=
2.2.22
Sq2
r+2
χSq4(λ−2
r)
(
z2j+1
)
= Sq2
r+2
(
 · z2λ+2j+1−2
r+1
)
= 0.
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We use the above equations and compute the third formula by
ΔχSq
2r+3+2r+2−4j−4
(
z2
r+1+2j+1
)
=
2r+1+2r−j−1∑
ν=0
Sq4ν ⊗ χSq2
r+3+2r+2−4j−4−4ν
(
z2
r+1+2j+1
)
=
(2.33)
2r+1+2r−j−1∑
ν=2r
Sq4ν ⊗ χSq2
r+3+2r+2−4j−4−4ν
(
z2
r+1+2j+1
)
=
2r+1+2r−j−1∑
ν=2r+1−j
Sq4ν ⊗ χSq2
r+3+2r+2−4j−4−4ν
(
z2
r+1+2j+1
)
+
2r+1−j−1∑
ν=2r
Sq4ν ⊗ χSq2
r+3+2r+2−4j−4−4ν
(
z2
r+1+2j+1
)
(2.35)
=
(2.36)
2r+1+2r−j−1∑
ν=2r+1−j
Sq4ν ⊗
(
z2
r+1
χSq2
r+3+2r+2−4j−4−4ν
(
z2j+1
))
+
2r+1−j−1∑
ν=2r
Sq4ν ⊗
(
z2
r+2
χSq2
r+3−4j−4−4ν
(
z2j+1
))
=
(2.37)
2r+1+2r−j−1∑
ν=2r
Sq4ν ⊗
(
z2
r+1
χSq2
r+3+2r+2−4j−4−4ν
(
z2j+1
))
+
2r+1−j−1∑
ν=2r
Sq4ν ⊗
(
z2
r+2
χSq2
r+3−4j−4−4ν
(
z2j+1
))
=
⎛⎝2r+1−j−1∑
ν=0
Sq2
r+2+4ν ⊗ χSq2
r+3−4j−4−4ν
(
z2j+1
)⎞⎠ z2r+1
+
(
2r−j−1∑
ν=0
Sq2
r+2+4ν ⊗ χSq2
r+2−4j−4−4ν
(
z2j+1
))
z2
r+2
= sh2
r
(
ΔχSq
2r+3−4j−4
(
z2j+1
))
z2
r+1
+ sh2
r
(
ΔχSq
2r+2−4j−4
(
z2j+1
))
z2
r+2
.
Before we turn to the proof of the sixth formula we show a few equations. For
two integers λ, j with 0 ≤ ν, j ≤ 2r − 1 the equation
χSq2
r+3+2r+2−4j−4−4ν
(
z2
r+1+2j+2
)
=
{
0, if ν > 0,
z2
r+3
, if ν = 0
(2.38)
is valid. The case ν > 0 follows in the same way as equation (2.33). For the
remaining case we have to show that
χSq2
r+3+2r+2−4j−4
(
z2
r+1+2j+2
)
= z2
r+3
∀ 0 ≤ j ≤ 2r+1 + 2r − 1.
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Again we do this by induction. For the base clause r = 1 the latter equation
becomes
χSq20−4j
(
z6+2j
)
= z16 for 0 ≤ j ≤ 5.
With theorem 2.2.23 we compute this directly by
j = 0 : χSq20
(
z6
)
= Sq16Sq4
(
z6
)
= Sq16
(
z8
)
= z16,
j = 1 : χSq16
(
z8
)
= Sq16
(
z8
)
= z16,
j = 2 : χSq12
(
z10
)
= Sq8Sq4
(
z10
)
= Sq8
(
z12
)
= z16,
j = 3 : χSq8
(
z12
)
= Sq8
(
z12
)
= z16,
j = 4 : χSq4
(
z14
)
= Sq4
(
z14
)
= z16,
j = 5 : χSq0
(
z16
)
= z16.
In order to do the induction step for r + 1 we distinguish whether j is even or
odd. If j = 2i+ 1 we get
χSq2
r+4+2r+3−8i−8
(
z2
r+2+4i+4
)
=
2.2.19
(
χSq2
r+3+2r+2−4i−4
(
z2
r+1+2i+2
))2
=
(
z2
r+3
)2
= z2
r+4
and for j = 2i direct calculation yields
χSq2
r+4+2r+3−8i−4
(
z2
r+2+4i+2
)
=
2.2.23
χSq2
r+4+2r+3−8i−8
(
Sq4
(
z2
r+2+4i+2
))
= χSq2
r+4+2r+3−8i−8
(
z2
r+2+4i+4
)
= z2
r+4
.
Next we want to show for 0 ≤ j < 2r − 1 and 2r + 1 ≤ ν ≤ 2r+1 − j − 1 the
equation
χSq2
r+3+2r+2−4j−4−4ν
(
z2
r+1+2j+2
)
= z2
r+2
χSq2
r+3−4j−4−4ν
(
z2j+2
)
(2.39)
as well as the inequation
χSq2
r+3−4j−4
(
z2
r+1+2j+2
)
= z2
r+2
χSq2
r+2−4j−4
(
z2j+2
)
(2.40)
Equation (2.39) follows in the same way as equation (2.36). The above inequa-
tion we obtain by induction on r. For r = 1 we have to show
χSq12−4j
(
z2j+6
)
= z8χSq4−4j
(
z2j+2
)
for j = 0, 1.
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For j = 0 we compute
χSq12
(
z6
)
=
2.2.23
Sq8,4
(
z6
)
= Sq8
(
z8
)
= 0
= z12
= z8Sq4
(
z2
)
=
2.2.23
z8χSq4
(
z2
)
and for j = 1 we calculate
χSq8
(
z8
)
=
2.2.23
Sq8
(
z8
)
= 0
= z12
= z8χSq0
(
z4
)
.
For the induction step we distinguish whether j is even or odd. If j = 2i+1 we
receive
χSq2
r+4−8i−8
(
z2
r+2+4i+4
)
=
2.2.19
(
χSq2
r+3−4i−4
(
z2
r+1+2i+2
))2
= 0
=
(
z2
r+2
χSq2
r+2−4i−4
(
z2i+2
))2
=
2.2.19
z2
r+3
χSq2
r+3−8i−8
(
z4i+4
)
and if j = 2i we get
χSq2
r+4−8i−4
(
z2
r+2+4i+2
)
= χSq2
r+4−8(i+1)+4
(
z2
r+2+4i+2
)
=
2.2.23
χSq2
r+4−8i−8
(
Sq4
(
z2
r+2+4i+2
))
= χSq2
r+4−8i−8
(
z2
r+2+4i+4
)
= z2
r+3
χSq2
r+3−8i−8
(
z4i+4
)
=
2.2.23
z2
r+3
χSq2
r+3−8i−4
(
z4i+2
)
One more equation we will need is given by
χSq2
r+3+2r+2−4j−4−4ν
(
z2j+2
)
=
{
0, if ν > 0,
z2
r+2
, if ν = 0
(2.41)
for 0 ≤ ν ≤ 2r+1− j−1. The case 2r ≤ λ < 2r+1− j−1 follows in an analogous
manner as equation (2.37). The remaining case can be obtained from equation
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(2.30). Now we can prove the last formula and obtain
ΔχSq
2r+3+2r+2−4j−4
(
z2
r+1+2j+2
)
=
2r+1+2r−j−1∑
ν=0
Sq4ν ⊗ χSq2
r+3+2r+2−4j−4−4ν
(
z2
r+1+2j+2
)
=
(2.38)
2r+1+2r−j−1∑
ν=2r
Sq4ν ⊗ χSq2
r+3+2r+2−4j−4−4ν
(
z2
r+1+2j+2
)
+ 1⊗ z2
r+3
=
2r+1+2r−j−1∑
ν=2r+1−j
Sq4ν ⊗ χSq2
r+3+2r+2−4j−4−4ν
(
z2
r+1+2j+2
)
+
2r+1−j−1∑
ν=2r
Sq4ν ⊗ χSq2
r+3+2r+2−4j−4−4ν
(
z2
r+1+2j+2
)
+ 1⊗ z2
r+3
(2.35)
=
(2.39)
(2.40)
2r+1+2r−j−1∑
ν=2r+1−j
Sq4ν ⊗
(
z2
r+1
χSq2
r+3+2r+2−4j−4−4ν
(
z2j+2
))
+
2r+1−j−1∑
ν=2r
Sq4ν ⊗
(
z2
r+2
χSq2
r+3−4j−4−4ν
(
z2j+2
))
+ Sq2
r+2
⊗ z2
r+2
+ 1⊗ z2
r+3
=
(2.41)
2r+1+2r−j−1∑
ν=2r
Sq4ν ⊗
(
z2
r+1
χSq2
r+3+2r+2−4j−4−4ν
(
z2j+2
))
+ Sq2
r+2
⊗ z2
r+2
+
2r+1−j−1∑
ν=2r
Sq4ν ⊗
(
z2
r+2
χSq2
r+3−4j−4−4ν
(
z2j+2
))
+ Sq2
r+2
⊗ z2
r+2
+ 1⊗ z2
r+3
=
⎛⎝2r+1−j−1∑
ν=0
Sq2
r+2+4ν ⊗ χSq2
r+3−4j−4−4ν
(
z2j+2
)⎞⎠ z2r+1
+
(
2r−j−1∑
ν=0
Sq2
r+2+4ν ⊗ χSq2
r+2−4j−4−4ν
(
z2j+2
))
z2
r+2
+ 1⊗ z2
r+3
= sh2
r
(
ΔχSq
2r+3−4j−4
(
z2j+2
))
z2
r+1
+ sh2
r
(
ΔχSq
2r+2−4j−4
(
z2j+2
))
z2
r+2
+ 1⊗ z2
r+3
. 
We described the formulas for θ−1d only in an informal manner. In the fol-
lowing theorem we provide them formally and do the proof for which we are
well prepared now.
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THEOREM 2.2.25. For l ≥ 2 and d′ ∈ 2N0 consider the isomorphism of
A-modules
θ−1d′ :
((
A⊗A(1) Z/2
)
⊗H∗(BC2l ; Z/2)
)
d′
−→
(
A⊗A(1) H
∗(BC2l ; Z/2)
)
d′
.
Since it is suﬃcient for our purposes we restrict this map to the subspace〈
B¯domd′
〉
Z/2
of the domain which we call from now on the relevant subspace,
where
B¯domd′ =
{{
Sq4dι⊗ z, Sq4(d−1)ι⊗ z3, . . . , ι⊗ z2d+1
}
, if d′ = 4d+ 2,{
Sq4dι⊗ z2, Sq4(d−1)ι⊗ z4, . . . , ι⊗ z2d+2
}
, if d′ = 4d+ 4.
We choose B¯domd′ as ordered basis of
〈
B¯domd′
〉
Z/2
. The isomorphism θ−1d′ maps
this subspace to
〈
B¯rgd′
〉
Z/2
, where
B¯rgd′ =
{{
Sq4d ⊗ z, Sq4(d−1) ⊗ z3, . . . , 1⊗ z2d+1
}
, if d′ = 4d+ 2,{
Sq4d ⊗ z2, Sq4(d−1) ⊗ z4, . . . , 1⊗ z2d+2
}
, if d′ = 4d+ 4.
We choose B¯domd′ as ordered basis of
〈
B¯domd′
〉
Z/2
. Then in coordinate form with
respect to the bases B¯domd′ and B¯
rg
d′ the Z/2-linear map θ
−1
d′ is given by
θ−14d+2+2	(w) =
{
T
inv+
d+1 · w˜ for  = 0,
T
inv−
d+1 · w˜ for  = 1,
where w˜ is the coordinate vector of the element w and T
inv±
d+1 the matrix intro-
duced in deﬁnition 2.2.17.
Proof. Whenever we work with any matrix representation it is considered
with respect to the bases as given in the statement of the theorem. In order
to apply proposition 2.2.24 to the induction step we have to verify the asserted
formula for 0 ≤ d ≤ 3. First we do the base clause for d′ = 4d + 2. For d = 0
direct computation yields
θ−12 (ι⊗ z) = 1⊗ z.
In matrix form this becomes
T
inv+
1 = [1].
For d = 1 we obtain
θ−16
(
Sq4ι⊗ z
)
= Sq4 ⊗ z,
θ−16
(
ι⊗ z3
)
= 1⊗ z3.
As matrix representation we get
T
inv+
2 =
[
1
1
]
.
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For d = 2 we receive
θ−110
(
Sq8ι⊗ z
)
= Sq8 ⊗ z,
θ−110
(
Sq4ι⊗ z3
)
= Sq4 ⊗ z3 + 1⊗ z5,
θ−110
(
ι⊗ z5
)
= 1⊗ z5.
This implies
T
inv+
3 =
⎡⎣1 1
1 1
⎤⎦ .
For d = 3 we get
θ−114
(
Sq12ι⊗ z
)
= Sq12 ⊗ z,
θ−114
(
Sq8ι⊗ z3
)
= Sq8 ⊗ z3 + Sq4 ⊗ z5,
θ−114
(
Sq4ι⊗ z5
)
= Sq4 ⊗ z5,
θ−114
(
ι⊗ z7
)
= 1⊗ z7.
Thus the corresponding matrix representation
T
inv+
4 =
⎡⎢⎢⎣
1
1
1 1
1
⎤⎥⎥⎦ .
Next we do the base clause for d′ = 4d+4. For d = 0 direct computation yields
θ−14
(
ι⊗ z2
)
= 1⊗ z2.
Therefore we get as matrix representation
T
inv−
1 = [1].
For d = 1 direct calculation yields
θ−18
(
Sq4ι⊗ z2
)
= Sq4 ⊗ z2 + 1⊗ z4,
θ−18
(
ι⊗ z4
)
= 1⊗ z4.
In matrix form this becomes
T
inv−
2 =
[
1
1 1
]
.
Similarly we obtain for d = 2 the equations
θ−112
(
Sq8ι⊗ z2
)
= Sq8 ⊗ z2 + Sq4 ⊗ z4,
θ−112
(
Sq4ι⊗ z4
)
= Sq4 ⊗ z4,
θ−112
(
ι⊗ z6
)
= 1⊗ z6.
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Out of this we get
T
inv−
3 =
⎡⎣11 1
1
⎤⎦ .
Finally for d = 3 we compute
θ−116
(
Sq12ι⊗ z2
)
= Sq12 ⊗ z2 + Sq8 ⊗ z4 + 1⊗ z8,
θ−116
(
Sq8ι⊗ z4
)
= Sq8 ⊗ z4 + 1⊗ z8,
θ−116
(
Sq4ι⊗ z6
)
= Sq4 ⊗ z6 + 1⊗ z8,
θ−116
(
ι⊗ z8
)
= 1⊗ z8.
Hence the corresponding matrix representation is given by
T
inv−
4 =
⎡⎢⎢⎣
1
1 1
1
1 1 1 1
⎤⎥⎥⎦ .
These computations yield the base clause of the assertion. The induction step
follows immediately by proposition 2.2.24. It remains to show that the matrix
representation of θ−1d′ coincides with the d×d-submatrix in the upper left corner
of the matrix representation of θ−1d′+1. This is proved if we can verify the equation
ΔχSq
4(d+1)
(
zk
)
+ sh
(
ΔχSq
4d
(
zk
))
= 1⊗ χSq4(d+1)
(
zk
)
.
But this we calculate directly by
ΔχSq
4(d+1)
(
zk
)
+ sh
(
ΔχSq
4d
(
zk
))
=
d+1∑
ν=0
Sq4ν ⊗ χSq4(d+1−ν)
(
zk
)
+
d∑
ν=0
Sq4(ν+1) ⊗ χSq4(d−ν)
(
zk
)
=
d+1∑
ν=0
Sq4ν ⊗ χSq4(d+1−ν)
(
zk
)
+
d+1∑
ν=1
Sq4ν ⊗ χSq4(d+1−ν)
(
zk
)
= 1⊗ χSq4(d+1)
(
zk
)
. 
The remaining maps we need in matrix form for each degree d are the Bock-
stein homomorphisms
βrd :
((
A⊗A(1)Z/2
)
⊗H∗(BC2l ;Z/2)
)
d
−→
((
A⊗A(1)Z/2
)
⊗H∗(BC2l ;Z/2)
)
d+1
.
In the next theorem we provide the formulas for these maps.
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THEOREM 2.2.26. Let d′ ≥ 0. Consider the Bockstein homomorphism
βrd′:
((
A⊗A(1)Z/2
)
⊗H∗(BC2l ;Z/2)
)
d′
−→
((
A⊗A(1)Z/2
)
⊗H∗(BC2l ;Z/2)
)
d′+1
.
We restrict this map to the relevant subspace of the domain of θd′. The homo-
morphism βrd′ maps this subspace to the relevant subspace of the domain θ
−1
d′ .
Therefore we refer to these subspaces as relevant domain and relevant range
respectively.
βr2d′ = 0.
For odd d′ consider the relevant subspace of the domain and the relevant range
of βˆrd′ as Z/2-vector spaces and choose as ordered basis of the relevant subspace
of the relevant domain the set
Bdomd′ =
{{
Sq4dι⊗ x, Sq4(d−1)ι⊗ xz2, . . . , ι⊗ xz2d
}
, if d′ = 4d+ 1,{
Sq4dι⊗ xz, Sq4(d−1)ι⊗ xz3, . . . , ι⊗ xz2d+1
}
, if d′ = 4d+ 3
and as ordered basis of the relevant relevant subspace of the range the set
Brgd′ =
{{
Sq4dι⊗ z, Sq4(d−1)ι⊗ z3, . . . , ι⊗ z2d+1
}
, if d′ = 4d+ 2,{
Sq4dι⊗ z2, Sq4(d−1)ι⊗ z4, . . . , ι⊗ z2d+2
}
, if d′ = 4d+ 4.
Moreover let w˜ be the coordinate vector of an element w with respect to Bdomd′ .
Then with respect to the bases chosen above we have
βrd′(w) = Id · w˜.
Proof. The homomorphism βrd can be comuted easily with the Leibniz rule.
It is well known that for r ≥ 2 the Bockstein homomorphism is trivial on
A⊗A(1) Z/2. On the cohomology ring H
∗(BC2l ; Z/2) we have
βr2k
(
zk
)
= 0,
βr2k+1
(
xzk
)
= zk+1,
thus we obtain
βr4ν+2k
(
Sq4νι⊗ zk
)
= 0,
βr4ν+2k+1
(
Sq4νι⊗ xzk
)
= Sq4νι⊗ zk+1.
With respect to the bases as chosen in the statement above this yields the as-
sertion. 
In order to compute the homomorphisms βˆrd we have to concatenate the
maps θ−1d , β
r
d and θd degreewise. Since we worked out these maps in matrix
form the result will again be a matrix for each degree, therefore we provide the
deﬁnition of the occuring matrices in the following deﬁnition.
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Deﬁnition 2.2.27. We deﬁne the matrices Bd =
[
b
(d)
r,s
]
r,s
∈ Md×d(Z/2) and
D2d ∈ M2d×2d(Z/2) inductively for d ≥ 1 as follows. For r ≥ 1 let Jr, Ĉr ∈
Mr×r(Z/2) be given by
J1 =
[
0
]
, Jr+1 =
[
Ir
0
]
and
Ĉ1 =
[
1
]
, Ĉr+1 =
⎡⎢⎢⎢⎣
0
...
0
1 0 · · · 0
⎤⎥⎥⎥⎦ .
Then
B1 :=
[
1
]
,
D1 :=
[
1
]
,
B2 :=
[
B1 0
D1 B1
]
,
D2 :=
[
J1 D1
Ĉ1 J1
]
,
B2d+1 :=
[
B2d 0
D2d B2d
]
,
D2d+1 :=
[
J2d D2d
Ĉ2r J2d
]
,
B2d+k :=
[
b
(2d+1)
r,s
]
for 0 ≤ k ≤ 2d − 1.
In this deﬁnition we have for instance
B16 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1
1 1
1 1
1 1 1
1 1 1
1 1 1
1 1 1
1 1 1 1
1 1 1 1
1 1 1 1
1 1 1 1
1 1 1 1
1 1 1 1
1 1 1 1
1 1 1 1
1 1 1 1 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
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and for 1 ≤ k ≤ 15 the matrix Bk is the respective k×k-submatrix in the upper
left corner of B16.
It will turn out that with respect to the monomial bases of the preimage and
the image vector space the homomorphism βˆrk is given by
βˆrk(w) =
{
Ik · w˜, if k = 4d+ 1,
Bk · w˜, if k = 4d+ 3,
(2.42)
where w˜ is the corresponding coordinate vector of w. In the next three lemmas
we prove some matrix formulas which will be necessary to prove the above
statement.
Lemma 2.2.28. Let r ≥ 1. Then
S
inv+
2r · T2r + T
inv+
2r · S2r = 0.
Proof. We show this equation by induction on r. For r = 1 we get
S
inv+
2 · T2 + T
inv+
2 · S2
=
[
0 1
0 0
]
·
[
1 0
0 1
]
+
[
1 0
0 1
]
·
[
0 1
0 0
]
=
[
0 1
0 0
]
+
[
0 1
0 0
]
=
[
0 0
0 0
]
.
The induction step requires that we verify the case r = 2 separately. Here we
obtain
S
inv+
4 · T4 + T
inv+
4 · S4
=
⎡⎢⎢⎣
0 1 1 1
0 0 0 1
0 0 0 0
0 0 0 0
⎤⎥⎥⎦ ·
⎡⎢⎢⎣
1 0 0 0
0 1 0 0
0 1 1 0
0 0 0 1
⎤⎥⎥⎦+
⎡⎢⎢⎣
1 0 0 0
0 1 0 0
0 1 1 0
0 0 0 1
⎤⎥⎥⎦ ·
⎡⎢⎢⎣
0 0 1 1
0 0 0 1
0 0 0 1
0 0 0 0
⎤⎥⎥⎦
=
⎡⎢⎢⎣
0 0 1 1
0 0 0 1
0 0 0 0
0 0 0 0
⎤⎥⎥⎦+
⎡⎢⎢⎣
0 0 1 1
0 0 0 1
0 0 0 0
0 0 0 0
⎤⎥⎥⎦
=
⎡⎢⎢⎣
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
⎤⎥⎥⎦ .
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For the induction step (r ≥ 2) we receive
S
inv+
2r+1 · T2r+1 + T
inv+
2r+1 · S2r+1
=
[
S
inv+
2r T
inv+
2r +S
inv+
2r
0 0
]
·
[
T2r 0
S2r T2r
]
+
[
T
inv+
2r 0
S
inv+
2r T
inv+
2r
]
·
[
0 T2r+S2r
0 S2r
]
=
[
S
inv+
2r · T2r +
(
T
inv+
2r + S
inv+
2r
)
· S2r
(
T
inv+
2r + S
inv+
2r
)
· T2r
0 0
]
+
[
0 T
inv+
2r · (T2r + S2r )
0 S
inv+
2r · (T2r + S2r ) + T
inv+
2r · S2r
]
=
[
S
inv+
2r ·T2r+T
inv+
2r ·S2r+S
inv+
2r ·S2r S
inv+
2r ·T2r+T
inv+
2r ·S2r
0 S
inv+
2r ·T2r+T
inv+
2r ·S2r+S
inv+
2r ·S2r
]
=
[
S
inv+
2r · S2r 0
0 S
inv+
2r · S2r
]
,
so it remains to show that S
inv+
2r · S2r =
[
0
]
. This we get in the following way.
S
inv+
2r · S2r
=
[
S
inv+
2r−1 T
inv+
2r−1 + S
inv+
2r−1
0 0
]
·
[
0 T2r−1 + S2r−1
0 S2r−1
]
=
[
0 S
inv+
2r−1 · (T2r−1 + S2r−1) +
(
T
inv+
2r−1 + S
inv+
2r−1
)
· S2r−1
0 0
]
=
[
0 S
inv+
2r−1 · T2r−1 + S
inv+
2r−1 · S2r−1 + T
inv+
2r−1 · S2r−1 + S
inv+
2r−1 · S2r−1
0 0
]
=
[
0 S
inv+
2r−1 · T2r−1 + T
inv+
2r−1 · S2r−1
0 0
]
=
[
0
]
.
The proof is complete. 
Lemma 2.2.29. Let r ≥ 1. Then
C2r · (T2r + S2r) = Ĉ2r .
Proof. Again this proof works by induction on the integer r. For r = 1 we
receive
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C2 · (T2 + S2)
=
[
0 0
1 1
]
·
([
1 0
0 1
]
+
[
0 1
0 0
])
=
[
0 0
1 1
]
·
[
1 1
0 1
]
=
[
0 0
1 0
]
= Ĉ2.
For the induction step we get
C2r+1 · (T2r+1 + S2r+1)
=
[
0 0
C2r C2r
]
·
([
T2r 0
S2r T2r
]
+
[
0 T2r + S2r
0 S2r
])
=
[
0 0
C2r C2r
]
·
[
T2r T2r + S2r
S2r T2r + S2r
]
=
[
0 0
C2r · (T2r + S2r) 0
]
=
[
0 0
Ĉ2r 0
]
= Ĉ2r+1 . 
Lemma 2.2.30. Let r ≥ 1. Then
1. S
inv−
2r · T2r + T
inv−
2r · S2r =D2r ,
2. D2r + C2r · T2r + S
inv−
2r · S2r = J2r .
Proof. We proof both formulas simultaneously by induction on r. For r = 1
we get for the ﬁrst formula
S
inv−
2 · T2 + T
inv−
2 · S2
=
[
0 0
1 1
]
·
[
1 0
0 1
]
+
[
1 0
1 1
]
·
[
0 1
0 0
]
=
[
0 0
1 1
]
+
[
0 1
0 1
]
=
[
0 1
1 0
]
= D2
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and for the second one
D2 + C2 · T2 + S
inv−
2 · S2
=
[
0 1
1 0
]
+
[
0 0
1 1
]
·
[
1 0
0 1
]
+
[
0 0
1 1
]
·
[
0 1
0 0
]
=
[
0 1
1 0
]
+
[
0 0
1 1
]
+
[
0 0
0 1
]
=
[
0 1
0 0
]
= J2.
Now we come to the induction step. For the ﬁrst equation we receive
S
inv−
2r+1 · T2r+1 + T
inv−
2r+1 · S2r+1
=
[
S
inv−
2r + C2r T
inv−
2r + S
inv−
2r
C2r C2r
]
·
[
T2r 0
S2r T2r
]
+
[
T
inv−
2r 0
S
inv−
2r T
inv−
2r
]
·
[
0 T2r + S2r
0 S2r
]
=
[
S
inv−
2r · T2r + C2r · T2r + T
inv−
2r · S2r + S
inv−
2r · S2r T
inv−
2r · T2r + S
inv−
2r · T2r
C2r · T2r + C2r · S2r C2r · T2r
]
+
[
0 T
inv−
2r · T2r + T
inv−
2r · S2r
0 S
inv−
2r · T2r + S
inv−
2r · S2r + T
inv−
2r · S2r
]
=
[
D2r + C2r · T2r + S
inv−
2r · S2r S
inv−
2r · T2r + T
inv−
2r · S2r
C2r · T2r + C2r · S2r D2r + C2r · T2r + S
inv−
2r · S2r
]
=
[
J2r D2r
C2r · (T2r + S2r ) J2r
]
=
[
J2r D2r
Ĉ2r J2r
]
= D2r+1
and for the second one
D2r+1 + C2r+1 · T2r+1 + S
inv−
2r+1 · S2r+1
=
[
J2r D2r
Ĉ2r J2r
]
+
[
0 0
C2r C2r
]
·
[
T2r 0
S2r T2r
]
+
[
S
inv−
2r + C2r T
inv−
2r + S
inv−
2r
C2r C2r
]
·
[
0 T2r + S2r
0 S2r
]
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=
[
J2r D2r
Ĉ2r J2r
]
+
[
0 0
Ĉ2r C2r · T2r
]
+
[
0
(
S
inv−
2r + C2r
)
· (T2r + S2r ) +
(
S
inv−
2r + T
inv−
2r
)
· S2r
0 C2r · T2r
]
=
[
J2r D2r + S
inv−
2r · T2r + C2r · T2r + C2r · S2r + T
inv−
2r · S2r
0 J2r
]
=
[
J2r D2r + S
inv−
2r · T2r + T
inv−
2r · S2r + C2r · (T2r + S2r)
0 J2r
]
=
[
J2r D2r +D2r + Ĉ2r
0 J2r
]
=
[
J2r Ĉ2r
0 J2r
]
= J2r+1 . 
As we already mentioned before the preceding three results are important
for the main proof of equation (2.42). In the next proposition we compute the
products T
inx±
2r · T2r , where we will use the above results.
Proposition 2.2.31. Let d ≥ 1. Then
1. T
inv+
d · Td = Id,
2. T
inv−
d · Td =Bd.
Proof. First we prove the equations for d = 2r with r ≥ 0. Both formulas
can be veriﬁed by induction on the integer r. For the ﬁrst formula we obtain
T
inv+
2 · T2 = I2 · I2 = I2.
For the induction step we get
T
inv+
2r+1 · T2r+1 =
[
T
inv+
2r 0
S
inv+
2r T
inv+
2r
]
·
[
T2r 0
S2r T2r
]
=
[
T
inv+
2r · T2r 0
S
inv+
2r · T2r + T
inv+
2r · S2r T
inv+
2r · T2r
]
=
[
I2r 0
0 I2r
]
= I2r+1 .
Now we proof the second equation. For r = 1 we obtain
T
inv−
2 · T2 =
[
1 0
1 1
]
·
[
1 0
0 1
]
=
[
1 0
1 1
]
= B2.
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For the induction step we receive
T
inv−
2r+1 · T2r+1 =
[
T
inv−
2r 0
S
inv−
2r T
inv−
2r
]
·
[
T2r 0
S2r T2r
]
=
[
T
inv−
2r · T2r 0
S
inv−
2r · T2r + T
inv−
2r · S2r T
inv−
2r · T2r
]
=
[
B2r 0
D2r B2r
]
= B2r+1 .
At this point we have proved the assertions for d = 2r with r ≥ 1. Now ﬁx an
arbitrarily chosen r. We have to comﬁrm the formulas for each 2r < d < 2r+1,
therefore we assume them to be true for d+ 1 for some d. Now let
Td+1 =
[
Td td+1
sd+1 λd+1
]
and
T
inv±
d+1 =
[
T
inv±
d t
inv±
d+1
s
inv±
d+1 λ
inv±
d+1
]
.
Then the deﬁnition of the matrices Td and T
int±
d imply
td+1 = t
inv±
d+1 = 0. (2.43)
With the above notations and equation (2.43) we calculate
T
inv±
d+1 · Td+1 =
[
T
inv±
d 0
s
inv±
d+1 λ
inv±
d+1
]
·
[
Td 0
sd+1 λd+1
]
=
[
T
inv±
d · Td 0
s
inv±
d+1 · Td + λ
inv±
d+1 · sd+1 λ
inv±
d+1 · λd+1
]
=
{
Id+1, if the sign is positive,
Bd+1, if the sign is negative.
This immediately implies
T
inv±
d · Td =
{
Id, if the sign is positive,
Bd, if the sign is negative.
The last equation proves that the asserted formulas are also valid for each d
with 2r < d < 2r+1. 
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Thanks to the last proposition we know the cohomology Bockstein homo-
morphisms βˆrd′ in matrix form, but according to the diﬀerentials of the Adams
spectral sequence converging to k˜o∗(BC2l) we ﬁrst have to dualize these maps to
receive the homology Bockstein homomorphisms βˆd
′
r in matrix form. After that
we have to translate them to the corresponding formulas in terms of homology
classes. In the following theorem we work out the formulas for βˆd
′
r and denote
any occuring homology class as dual of some cohomology class. We do this with
respect to the dual bases of the bases we have chosen in theorem 2.2.26, but
with any ι omitted.
THEOREM 2.2.32. Consider the homology Bockstein homomorphism
βˆd
′
r :
((
A⊗A(1) H
∗(BC2l ; Z/2)
)
d′
)∗
−→
((
A⊗A(1) H
∗(BC2l ; Z/2)
)
d′−1
)∗
.
Since it is suﬃcient for our purposes we restrict this map to the subspace of
the domain (considered as Z/2-vector space) generated by the elements of the
form Sq4j ⊗ zd+1 which we call the relevant subspace of the domain of βˆd
′
r . The
homomorphism maps this subspace to the subspace of the range (also considered
as Z/2-vector space) generated by the elements of the form Sq4j ⊗xzd which we
call the relevant subspace of the range of βˆd
′
r .
βˆ2d+1r = 0,
βˆ2dr = 0 ∀ r = l,
for even d′ by
βˆ4d+2l
((
Sq4ν ⊗ z2(d−ν)+1
)∗)
=
(
Sq4ν ⊗ xz2(d−ν)
)∗
and
βˆ4dl
((
Sq4ν ⊗ z2(d−ν)
)∗)
=
log2(d−ν+1)∑
k=0
(
Sq4(ν−1)+2
k+2
⊗ xz2(d−ν+1)−2
k+1
)∗
,
where 0 ≤ ν ≤ d.
Proof. We consider the relevant subspace of the domain and the relevant
subspace of the range of βˆdr as Z/2-vector spaces and choose
B̂domd′ :=
{(
Sq4d ⊗ z
)∗
,
(
Sq4(d−1) ⊗ z3
)∗
, . . . ,
(
1⊗ z2d+1
)∗
, if d′ = 4d+2,(
Sq4d ⊗ z2
)∗
,
(
Sq4(d−1) ⊗ z4
)∗
, . . . ,
(
1⊗ z2d+2
)∗
, if d′ = 4d+4
as ordered basis of the relevant subspace of the domain and
B̂rgd′−1 :=
{(
Sq4d ⊗ x
)∗
,
(
Sq4(d−1) ⊗ xz2
)∗
, . . . ,
(
1⊗ xz2d
)∗
, if d′ = 4d+2,(
Sq4d ⊗ xz
)∗
,
(
Sq4(d−1) ⊗ xz3
)∗
, . . . ,
(
1⊗ xz2d+1
)∗
, if d′ = 4d+4.
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as ordered basis of the relevant subspace of the range. Then the theorems 2.2.16,
2.2.26 and 2.2.25 in combination with proposition 2.2.31 yield for any preimage
element w with corresponding coordinate form w˜ the equation
βˆrd′(w) = Bd · w˜.
Now we dualize this and obtain with respect to the bases as chosen above
βˆd
′
r (w
∗) = (βrd′)
∗(w∗) = Btrd · w˜
∗.
This equation immediately yields the asserted formulas. 
Since we know the diﬀerentials of the homology Bockstein spectral sequence
of the spectrum ko ∧ BC2l we can use [MM81] to compute the diﬀerentials of
the Adams spectral sequence converging to k˜o∗(BC2l). If ∗ = 4d+2 the desired
formulas are quiet easy, but for ∗ = 4d + 1 they become very complicated.
Therefore before we state them formally we want to give a vivid description of
the result for the latter case. Each diﬀerential dl with preimage in t−s = 4d+4
is non-trivial. Assume that the towers occuring in t− s = 4d+ 3 are given and
enumerated by t1, t2, . . . , tu as drawn in the picture below.
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
t9
t8
t7
t6
t5
t4 t3 t2 t1
··
·
··
·
··
·
··
·
∧ ∧ ∧ ∧ ∧ ∧ ∧ ∧ ∧
··
·
Let w be the generator of a tower tw occuring in degree t − s = 4d. Then,
roughly speaking, dl maps this element into the towers t1, t2, t4, t8, . . .. Explic-
itly this means that there exists an integer q ≥ 0 such that if the element gk
generates the tower tk then
dl(w) = h
q
0g1 + h
q−2
0 g2 + h
q−6
0 g4 + h
q−14
0 g8 + . . . . ()
In this equation the sum ends when either the index k of gk is greater than
the number of towers occuring in the degree of dl(w) or the exponent q − k′ of
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the factor hq−k
′
0 is negative. Because of the multiplicative structure the image
of the tower tw is completely determined by the image of w. Equation () is
visualized in the next diagram.
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
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•
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•
•
•
•
•
•
•
•
•
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•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
t9
t8
t7
t6
t5
t4 t3 t2 t1
··
·
··
·
··
·
··
·
··
·
··
·
··
·
··
·
··
·
··
·
··
·
··
·
··
·
··
·
··
·
··
·
··
·
··
·
··
·
··
·
··
·
··
·
∧ ∧ ∧ ∧ ∧ ∧ ∧ ∧ ∧
··
· ···
w
∧
···
Now take a look at the theorem below. The summands in the ﬁfth formula
represent the corresponding elements in the respective towers. The upper bound
is inﬂuenced by two data, namely the integer l = log2(ord(C2l)) and the number
u = u(d) = log2(d+1)+1 of towers occuring in degree t−s = 4d as emphasized
above.
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THEOREM 2.2.33. For r ≥ 2 the diﬀerentials
dr : E
t−s,s
r −→ E
t−s−1,s+r
r
of the Adams spectral sequence converging to k˜o∗(BC2l ) for l ≥ 2 are given by
the following formulas: For the integer s ≥ 1 deﬁne
ψ(l, d) := min {log2(l + 3), log2(d+ 1)+ 1} .
Then
1. dr(x) = 0 ∀ r ≥ 2,
2. dl(z) = h
l
0x,
3. dl(vz) = h
l+1
0 xz,
4. dl
(
z2d+1
)
= hl−10 vxz
2(d−1)+1 ∀ d ≥ 1,
5. dl
(
vz2d+1
)
= hl+10 xz
2d+1 + hl−10 v
2xz2d−1
+
ψ(l,d)−3∑
k=0
hl+3−2
k+3
0 μ
2k+1−1v2xz2d+3−2
k+3
∀ d ≥ 0,
6. dr
(
xz2d+1
)
= 0 ∀ r ≥ 2, d ≥ 0,
7. dr
(
vxz2d+1
)
= 0 ∀ r ≥ 2, d ≥ 0.
Now we use this theorem to give the E3-chart of the Adams spectral sequence
converging to k˜o∗(BC4). It is shown in table 2.3.
For degee reasons there cannot exist any other non-trivial diﬀerential, hence
the El+1-chart is already the desired E∞-chart. Therefore we can count together
the order of k˜o∗(BC2l) degreewise and obtain the following result.
THEOREM 2.2.34. Let l ≥ 2. Then the order of k˜on(BC2l) is given by
ord
(
k˜on(BC2l)
)
=
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
1, n = 8d,
2(l−1)(2d+1)+1, n = 8d+ 1,
2, n = 8d+ 2,
2(l+1)(2d+1)+1, n = 8d+ 3,
1, n = 8d+ 4,
2(l−1)(2d+2), n = 8d+ 5,
1, n = 8d+ 6,
2(l+1)(2d+2), n = 8d+ 7.
Proof. Theorem 2.2.33 implies that in even dimensions there is no element
surviving except h1μ
dx in dimension 8d+2 for all d ≥ 0, therefore the theorem
is proved for even dimensions.
In dimensions 8d+1 and 8d+5 we immediately see that the E∞-term contains
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1 3 5 7 9 11 13 15
0
2
4
6
8
x−−
•
•











[2]
xz−−−
[3] vxz−−−−−−
[1]
ωx−−−−
[1]
xz3
−−−−−−
[5]
v2xz−−−−−−−
[1]
vxz3
−−−−−−−
v3xz−−−−−−−
[1]
μx−−−
[2]
•
•











xz5
−−−−−−
[7]
v2xz3
−−−−−−−−−
[l−1]
μxz−−−−−−
[1]
vxz5
−−−−−−−
[1]
v3xz3
−−−−−−−−−
[1]
μvxz−−−−−−−
[1]
μωx−−−−−−
[1]
xz7
−−−−−−
[9]
v2xz5
−−−−−−−−−
[1]
μxz3
−−−−−−−
[1]
μv2xz−−− −−−−
[1]
[1]
Table 2.3: The E3 = E∞-chart of the Adams spectral sequence converging
to k˜o∗(BC4). A line combining some entry w with an expression of the form
[q] indicates that the class w generates an h0-tower of height q starting at the
bidegree of w. A single dot represents an element generating a group isomorphic
to Z/2. The notation w is explained in appendix A.
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precisely 2d and respectively 2d+2 ﬁnite h0-towers of height l−1. Moreover we
have one h0-tower of height l in dimensions 8d+1. All this implies the assertion
for the dimensions k ≡ 1 (mod 4).
In dimensions 8d+3 and 8d+7 the situation is more diﬃcult since the formulas
of the diﬀerentials with range in these dimensions are more complicated. If for
any element w ∈ E4j−∗,∗∞ we had
dl(w) = d˜l(w) ,
where
d˜l
(
μqv1+2	z2u+1
)
:= hl+10 μ
qv2	z2u+1 (2.44)
with  ∈ {0; 1} and q, u ≥ 0, then we could compute the order of k˜o4j−1(BC2l)
in the same way as we computed the order of k˜o4j+1(BC2l).
Now we deﬁne maps
d˜l : E
t−s,s
l −→ E
t−s−1,s+l
l
which we call faked diﬀerentials for t = 4j − 1 by d˜l = dl and for t = 4j − 1 as
given in (2.44). Moreover we deﬁne
E˜∗,∗∞ := E˜
∗,∗
l+1 := H∗
(
E∗,∗l ; dl
)
and call it the faked E∞-term. Finally we deﬁne
Fk := E˜
k−∗,∗
∞ .
Then in dimensions 8d + 3 and 8d + 7 the faked E∞-term contains precisely
2d + 1 and respectively 2d + 2 ﬁnite h0-towers of height l + 1. Moreover in
dimensions 8d+3 the faked E∞-term contains the element h
2
1μ
dx. This implies
that the orders of F8d+3 and F8d+7 are given by 2
(l+1)(2d+1)+1 and 2(l+1)(2d+2)
respectively. The proof is complete if we can show that the order of the groups
F4j−1 coincides with the order of k˜o4j−1(BC2l). But this follows directly by
theorem 2.2.33 and the resulting E∞-term. 
Boris Botvinnik, Peter Gilkey and Stephan Stolz already proved this result
in [BGS97, thm. 2.4]. Since they worked with the Atiyah-Hirzebruch spectral
sequence our examinations yield an alternate proof.
The E∞-term of the Adams spectral sequence converging to k˜o∗(BC2l) yields
the order of each group k˜od(BC2l), but not their algebraic structure since the
E∞-term does not encode the solution of the extension problem of this spectral
sequence. That is why there is still some work to do, namely in our case doing
diverse calculations with the eta invariant as we will see in the next section.
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2.2.3 Eta Invariant Computations Concerning k˜o∗(BC2l)
In the preceding section we computed the E∞-term of the Adams spectral se-
quence converging to k˜o∗(BC2l). The last thing we have to do is to construct
suﬃciently many manifolds whose spin bordism classes generate the groups
k˜od(BC2l). If d is odd we can work with the eta invariant to verify that we
constructed enough of them. In this subsection we do diverse explicit computa-
tions of the eta invariant concerning the group G = C2l for l ≥ 2. But ﬁrst we
introduce a notational convention. Let λ ∈ R/Z and consider the equation
2x = λ. (2.45)
This equation has precisely two solutions since if x0 is a solution of (2.45) then
so is x0 +
1
2 . In the end of the current subsection we want to examine if it
is possible to reduce eta invariant computations concerning the group C2l+1 to
those ones concerning C2l . But because of the latter explanation the expression
1
2λ does not make sence for any λ ∈ R/Z. Nevertheless we want to use such
a notation, therefore we introduce it now. For our purposes it is suﬃcient to
deﬁne this for elements in Z
[
1
2
]
/Z.
Deﬁnition 2.2.35. Let λ ∈ Z
[
1
2
]
/Z. Then
λ =
a
2r
for some odd a ∈ Z and r ≥ 0. If a2r =
b
2r in Z
[
1
2
]
/Z then a ≡ b (mod 2r),
hence there exists a unique integer a˜ ∈ {1, 3, 5, . . . , 2r − 3, 2r − 1} such that
λ =
a˜
2r
.
For this integer a˜ we deﬁne
1
2
λ :=
a˜
2r+1
.
From now on we will use this deﬁnition. Let L4d−1
(
2l; τ(1+2j)
)
and
X4d+1
(
2l; τ(1+2j)
)
be the manifolds deﬁned in chapter 1. From that chapter
we know that the main formulas are given by
η
(
L4d−1
(
2l; τ(1+2j)
))
(ρu − ρ0) =
1
2l
2l−1∑
k=1
ζ
k(d+j)
2l
(
ζku2l − 1
)(
1− ζk
2l
)2d−1(
1− ζ
k(1+2j)
2l
) (2.46)
and
η
(
X4d+1
(
2l; τ(1+2j)
))
(ρu) =
1
2l
2l−1∑
k=1
ζ
k(d+j)
2l
(
1 + ζk2l
)
ζku2l(
1− ζk
2l
)2d(
1− ζ
k(1+2j)
2l
) . (2.47)
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Let us start with the case l = 2. Direct calculations yield
η
(
L4d−1(4; τ(1+2j))
)
(ρu − ρ0)
=
1
4
3∑
k=1
ik(d+j)(iku − 1)
(1 − ik)2d−1(1− ik(1+2j))
=
1
4
(
id+j(iu − 1)
(1− i)2d−1(1− i1+2j)
+
(−1)d+j((−1)u − 1)
22d−1 · 2
+
(−i)d+j((−i)u − 1)
(1 + i)2d−1(1 + i1+2j)
)
=
⎧⎨⎩
1
4
(
id(iu−1)
(1−i)2d +
(−1)d((−1)u−1)
22d +
(−i)d((−i)u−1)
(1+i)2d
)
, j = 0
1
4
(
id+1(iu−1)
(1−i)2d−1(1+i)
+ (−1)
d+1((−1)u−1)
22d
+ (−i)
d+1((−i)u−1)
(1+i)2d−1(1−i)
)
, j = 1
=
⎧⎨⎩
1
4
(
id(iu−1)
(−2i)d +
(−1)d((−1)u−1)
22d +
(−i)d((−i)u−1)
(2i)d
)
, j = 0
1
4
(
id+1(iu−1)
(−2i)d−1·2
+ (−1)
d+1((−1)u−1)
22d
+ (−i)
d+1((−i)u−1)
(2i)d−1·2
)
, j = 1
=
{
(−1)d
2d+2
(iu − 1 + (−i)u − 1) + (−1)
d((−1)u−1)
22d+2
, j = 0
(−1)d
2d+2 (i
u − 1 + (−i)u − 1) + (−1)
d+1((−1)u−1)
22d+2 , j = 1
=
⎧⎪⎪⎨⎪⎩
(−1)d
2d+2
· (−2) + (−1)
d
22d+2
· (−2), j = 0, u = 1, 3
(−1)d
2d+2
· (−4), u = 2
(−1)d
2d+2
· (−2)− (−1)
d
22d+2
· (−2), j = 1, u = 1, 3
=
⎧⎪⎨⎪⎩
(−1)d+1 ·
(
1
2d+1
+ 1
22d+1
)
, j = 0, u = 1, 3
(−1)d+1
2d
, u = 2
(−1)d+1 ·
(
1
2d+1 −
1
22d+1
)
, j = 1, u = 1, 3
and
η
(
X4d+1(4; τ(1+2j))
)
(ρu)
=
1
4
3∑
k=1
ik(d+j)(1 + ik)iku
(1 − ik)2d(1− ik(1+2j))
=
1
4
(
id+j(1 + i)iu
(1− i)2d(1− i1+2j)
+
(−i)d+j(1− i)(−i)u
(1 + i)2d(1 + i1+2j)
)
=
1
4
(
id+j(1 + i)iu
(−2i)d(1− i1+2j)
+
(−i)d+j(1− i)(−i)u
(2i)d(1 + i1+2j)
)
=
⎧⎨⎩
1
4
(
id(1+i)iu
(−2i)d(1−i)
+ (−i)
d(1−i)(−i)u
(2i)d(1+i)
)
, j = 0
1
4
(
id+1(1+i)iu
(−2i)d(1+i)
+ (−i)
d+1(1−i)(−i)u
(2i)d(1−i)
)
, j = 1
=
(−1)d
2d+2
(
iu+1 + (−i)u+1
)
=
⎧⎪⎨⎪⎩
(−1)d+1
2d+1 , u = 1
0, u = 2
(−1)d
2d+1
, u = 3.
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We collect the results of the above calculations together in the following theorem.
THEOREM 2.2.36. Let j = 1, 2 and 1 ≤ u ≤ 3.
1. For d ≥ 1 we have
η
(
L4d−1(4; τ(1+2j))
)
(ρu − ρ0)
=
⎧⎪⎨⎪⎩
(−1)d+1 ·
(
1
2d+1 +
1
22d+1
)
, j = 0, u = 1, 3,
(−1)d+1
2d , u = 2,
(−1)d+1 ·
(
1
2d+1
− 1
22d+1
)
, j = 1, u = 1, 3.
2. For d ≥ 0 we have
η
(
X4d+1(4; τ(1+2j))
)
(ρu)
=
⎧⎪⎨⎪⎩
(−1)d+1
2d+1
, u = 1,
0, u = 2,
(−1)d
2d+1
, u = 3.
In view of the calculations we will do in the sequel we introduce notations
for eta invariants of lens spaces and lens space bundles.
Notation 2.2.37. For l ≥ 2 and d ≥ 1 let 1 ≤ j, u ≤ 2l − 1. We introduce
η−(l; d, j
′, u) := η
(
L4d−1
(
2l; τ(1+2j′)
))
(ρu − ρ0),
η+(l; d, j
′, u) := η
(
X4d+1
(
2l; τ(1+2j′)
))
(ρu).
In order to compute the groups k˜od(BC2l) we will consider matrices whose
columns consist of eta invariants of lens spaces or lens space bundles respec-
tively, evaluated on irreducible complex representations of C2l . Each matrix
column will correspond to a virtual representation, therefore we want to ex-
amine whether for a ﬁxed manifold there are diﬀerent representations which
coincide in their respective eta invariants. Further we want to examine whether
we can express eta invariants of representations ρu+2l in terms of some eta in-
variants of the representations ρu. We will not use the latter in the current
section, but we will need it when we work with the eta matrices concerning the
groups k˜o∗(BC2×BC2n). Now we provide the desired computation rules.
THEOREM 2.2.38. For l ≥ 2 and d ≥ 1 let 1 ≤ j, u ≤ 2l−1 − 1. Then the
following formulas hold.
1. η−
(
l; d, j, 2l − u
)
= η−(l; d, j, u) ,
2. η+
(
l; d, j, 2l − u
)
= − η+(l; d, j, u) ,
3. η+
(
l; d, j, 2l
)
= 0,
4. η−
(
l + 1; d, j, u+ 2l
)
= − η−(l + 1; d, j, u) + η−
(
l + 1; d, j, 2l
)
+ η−(l; d, j, u) ,
5. η+
(
l + 1; d, j, u+ 2l
)
= − η+(l + 1; d, j, u) + η+(l; d, j, u) .
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Proof. The third and the ﬁfth formula can be computed directly. The other
formulas can be computed directly using the fact that the eta invariant coincides
with its complex conjugate. We receive the ﬁrst formula by
η−(l; d, j, u) = η−(l; d, j, u)
=
1
2l
2l−1∑
k=1
ζ
k(d+j)
2l
(
ζku
2l
− 1
)(
1− ζk
2l
)2d−1(
1− ζ
k(1+2j)
2l
)
=
1
2l
2l−1∑
k=1
ζ
−k(d+j)
2l
(
ζ−ku
2l
− 1
)(
1− ζ−k
2l
)2d−1(
1− ζ
−k(1+2j)
2l
)
=
1
2l
2l−1∑
k=1
ζ
−k(d+j)
2l
(
ζ
k(2l−u)
2l
− 1
)
· ζ
k(2d+2j)
2l(
ζ−k
2l
− 1
)2d−1(
ζ
−k(1+2j)
2l
− 1
)
· ζ
k(2d−1)
2l
· ζ
k(1+2j)
2l
=
1
2l
2l−1∑
k=1
ζ
k(d+j)
2l
(
ζ
k(2l−u)
2l
− 1
)
(
1− ζk
2l
)2d−1(
1− ζ
k(1+2j)
2l
)
= η−
(
l; d, j, 2l − u
)
.
In a similar manner we obtain the second equation by
η+(l; d, j, u) = η+(l; d, j, u)
=
1
2l
2l−1∑
k=1
ζ
k(d+j)
2l
(
1 + ζk
2l
)
ζku
2l(
1− ζk
2l
)2d(
1− ζ
k(1+2j)
2l
)
=
1
2l
2l−1∑
k=1
ζ
−k(d+j)
2l
(
1 + ζ−k
2l
)
ζ−ku
2l(
1− ζ−k
2l
)2d(
1− ζ
−k(1+2j)
2l
)
=
1
2l
2l−1∑
k=1
ζ
−k(d+j)
2l
(
1 + ζ−k
2l
)
ζ
k(2l−u)
2l
· ζ
k(2d+2j+1)
2l(
1− ζ−k
2l
)2d(
1− ζ
−k(1+2j)
2l
)
· ζk·2d
2l
· ζ
k(1+2j)
2l
=
1
2l
2l−1∑
k=1
ζ
k(d+j)
2l
(
1 + ζk2l
)
ζ
k(2l−u)
2l(
1− ζk
2l
)2d(
ζ
k(1+2j)
2l
− 1
)
= −
1
2l
2l−1∑
k=1
ζ
k(d+j)
2l
(
1 + ζk2l
)
ζ
k(2l−u)
2l(
1− ζk
2l
)2d(
1− ζ
k(1+2j)
2l
)
= −η+
(
l; d, j, 2l − u
)
.
Next we verify the third assertion and calculate
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η+
(
l; d, j, 2l−1
)
=
1
2l
2l−1∑
k=1
ζ
k(d+j)
2l
(
1 + ζk2l
)
(−1)k(
1− ζk
2l
)2d(
1− ζ
k(1+2j)
2l
)
=
1
2l
2l−1−1∑
k=1
⎛⎝ ζk(d+j)2l (1 + ζk2l) (−1)k(
1− ζk
2l
)2d(
1− ζ
k(1+2j)
2l
) + ζ−k(d+j)2l (1 + ζ−k2l ) (−1)−k(
1− ζ−k
2l
)2d(
1− ζ
−k(1+2j)
2l
)
⎞⎠
=
1
2l
2l−1−1∑
k=1
⎛⎝ ζk(d+j)2l (1 + ζk2l) (−1)k(
1− ζk
2l
)2d(
1− ζ
k(1+2j)
2l
) − ζk(d+j)2l (1 + ζk2l) (−1)k(
1− ζk
2l
)2d(
1− ζ
k(1+2j)
2l
)
⎞⎠
= 0.
Now we come to the fourth equation and calculate
η−(l+ 1; d, j, u) + η−
(
l + 1; d, j, u+ 2l
)
=
1
2l+1
2l+1−1∑
k=1
ζ
k(d+j)
2l+1
(
ζku2l+1 − 1
)(
1− ζk
2l+1
)2d−1(
1− ζ
k(1+2j)
2l+1
)
+
1
2l+1
2l+1−1∑
k=1
ζ
k(d+j)
2l+1
(
ζ
k(u+2l)
2l+1
− 1
)
(
1− ζk
2l+1
)2d−1(
1− ζ
k(1+2j)
2l+1
)
=
1
2l+1
2l+1−1∑
k=1
ζ
k(d+j)
2l+1
(
ζku2l+1 + ζ
k(u+2l)
2l+1
− 2
)
(
1− ζk
2l+1
)2d−1(
1− ζ
k(1+2j)
2l+1
)
=
1
2l+1
2l+1−1∑
k=1
ζ
k(d+j)
2l+1
((
1 + (−1)k
)
ζku2l+1 − 2
)(
1− ζk
2l+1
)2d−1(
1− ζ
k(1+2j)
2l+1
)
=
1
2l+1
2l+1−1∑
k=1, 2k
ζ
k(d+j)
2l+1
(−2)(
1− ζk
2l+1
)2d−1(
1− ζ
k(1+2j)
2l+1
)
+
1
2l
2l+1−1∑
k=1, 2|k
ζ
k(d+j)
2l+1
(
ζku2l+1 − 1
)(
1− ζk
2l+1
)2d−1(
1− ζ
k(1+2j)
2l+1
)
=
1
2l+1
2l+1−1∑
k=1
ζ
k(d+j)
2l+1
(
(−1)k − 1
)(
1− ζk
2l+1
)2d−1(
1− ζ
k(1+2j)
2l+1
)
+
1
2l
2l−1∑
k=1
ζ
k(d+j)
2l
(
ζku2l − 1
)(
1− ζk
2l
)2d−1(
1− ζ
k(1+2j)
2l
)
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=
1
2l+1
2l+1−1∑
k=1
ζ
k(d+j)
2l+1
(
ζk·2
l
2l+1 − 1
)
(
1− ζk
2l+1
)2d−1(
1− ζ
k(1+2j)
2l+1
)
+
1
2l
2l−1∑
k=1
ζ
k(d+j)
2l
(
ζku2l − 1
)(
1− ζk
2l
)2d−1(
1− ζ
k(1+2j)
2l
)
= η−
(
l + 1; d, j, 2l
)
+ η−(l; d, j, u) .
Finally we verify the ﬁfth formula by
η+
(
l + 1; d, j, u+ 2l
)
+ η+(l + 1; d, j, u)
=
1
2l+1
2l+1−1∑
k=1
ζ
k(d+j)
2l+1
(
1 + ζk2l+1
)
ζ
k(u+2l)
2l+1(
1− ζk
2l+1
)2d(
1− ζ
k(1+2j)
2l+1
)
+
1
2l+1
2l+1−1∑
k=1
ζ
k(d+j)
2l+1
(
1 + ζk2l+1
)
ζku2l+1(
1− ζk
2l+1
)2d(
1− ζ
k(1+2j)
2l+1
)
=
1
2l+1
2l+1−1∑
k=1
ζ
k(d+j)
2l+1
(
1 + ζk2l+1
)(
ζ
k(u+2l)
2l+1
+ ζku2l+1
)
(
1− ζk
2l+1
)2d(
1− ζ
k(1+2j)
2l+1
)
=
1
2l+1
2l+1−1∑
k=1
ζ
k(d+j)
2l+1
(
1 + ζk2l+1
)(
(−1)k + 1
)
ζku2l+1(
1− ζk
2l+1
)2d(
1− ζ
k(1+2j)
2l+1
)
=
1
2l+1
2l+1−1∑
k=1,2|k
ζ
k(d+j)
2l+1
(
1 + ζk2l+1
)
· 2ζku2l+1(
1− ζk
2l+1
)2d(
1− ζ
k(1+2j)
2l+1
)
=
1
2l
2l−1∑
k=1
ζ
k(d+j)
2l
(
1 + ζk2l
)
ζku2l(
1− ζk
2l
)2d(
1− ζ
k(1+2j)
2l
)
= η+(l; d, j, u) . 
The last result yields that it is suﬃcient to consider the eta invariants
η±(l; d, j, u) for 1 ≤ u ≤ 2l−1 − 1 and also η−
(
l; d, j, 2l−1
)
. We account to
this fact in the introduction of the standard eta matrices concerning the groups
C2l . They are deﬁned as follows.
Deﬁnition 2.2.39. Let l ≥ 2 and d ≥ 1. We recall that for u ∈ Z the
representation ρu on the group C2l is deﬁned by
ρu(ζ) = ζ
u.
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1. The standard eta vector with respect to the representation ρu is the vector
−→η ±,d
2l
(ρu) given by
−→η ±,d
2l
(ρu) :=
⎛⎜⎜⎜⎜⎜⎝
η±(l; d, 0, u)
η±(l; d, 1, u)
...
η±
(
l; d, 2l − 2, u
)
η±
(
l; d, 2l − 1, u
)
⎞⎟⎟⎟⎟⎟⎠ .
2. The case u = 2l−1 is special since the representation ρ2l−1 is real, therefore
we introduce the notation
−→v d2l :=
⎛⎜⎜⎜⎜⎜⎝
η±
(
l; d, 0, 2l−1
)
η±
(
l; d, 1, 2l−1
)
...
η±
(
l; d, 2l−1 − 2, 2l−1
)
η±
(
l; d, 2l−1 − 1, 2l−1
)
⎞⎟⎟⎟⎟⎟⎠ .
3. The standard eta matrix is the matrix A±,d
2l
given by
A−,d
2l
:=
(
−→η −,d
2l
(ρ1),
−→η −,d
2l
(ρ2), . . . ,
−→η −,d
2l
(ρ2l−2),
−→η −,d
2l
(ρ2l−1)
)
.
and
A+,d
2l
:=
(
−→η +,d
2l
(ρ1),
−→η +,d
2l
(ρ2), . . . ,
−→η +,d
2l
(ρ2l−2),
−→η +,d
2l
(ρ2l−1−1)
)
.
If d is odd the matrix A−,d
2l
is contained in
(
(R/Z)2
l
)2l−1−1
⊕ (R/2Z)2
l
,
otherwise it is an element in
(
(R/Z)2
l
)2l−1
. The matrix A+,d
2l
is contained
in
(
(R/Z)2
l
)2l−1−1
.
4. If a matrix column has a star over it, then the entries are contained in
R/2Z if the matrix contains eta invariants in dimensions 8d+ 3.
In [GLP99, p. 178] there is explained what operations are allowed to do on
eta matrices. They are given as follows.
1. Addition of the d-fold of one row to another row, where d ∈ Z.
2. Addition of the d-fold of a column a to another column b, where d ∈ Z,
provided that the coeﬃcients of b are contained in R/Z.
3. Addition of the d-fold of a column a to another column b, where d ∈ 2Z, if
the coeﬃcients of a are contained in R/Z and those one of b are contained
in R/2Z.
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For the group C4 we use theorem 2.2.36 and receive that for d ≥ 1 the
corresponding standard eta matrix in dimension 4d− 1 is given by
A−,d4 =
[
(−1)d+1 ·
(
1
2d+1 +
1
22d+1
) (−1)d+1
2d
(−1)d+1 ·
(
1
2d+1 −
1
22d+1
) (−1)d+1
2d
]
.
First we substract the (2d+1 − 1)-fold of the ﬁrst row from the second one and
obtain
[
(−1)d+1 ·
(
1
2d+1 +
1
22d+1
) (−1)d+1
2d
0 (−1)
d+1
2d−1
]
.
Then we add the
(
2d+1 − 2d
)
-fold of the ﬁrst column to the second one and get
the diagonal matrix
diag
⎛⎝(−1)d+1 · ( 1
2d+1
+
1
22d+1
)
,

(−1)d+1
2d−1
⎞⎠ .
The last calculation step is allowed since we assumed d ≥ 1, so that the integer(
2d+1 − 2d
)
is even. Now we use theorem 2.2.36 again and receive for d ≥ 0
that the corresponding standard eta matrix in dimension 4d+ 1 is given by
A+,d4 =
[
(−1)d+1
2d+1
(−1)d+1
2d+1
]
.
The only thing we have to do is to substract the ﬁrst row from the second one
which we can omit now since it becomes a zero row. The result is the diagonal
matrix with the only entry
(−1)d+1
2d+1
.
Both calculations lead to the following result which is also given in [BG10, p.
135].
THEOREM 2.2.40. Let d ≥ 0. The reduced ko-homology groups of the
classifying space BC4 of the group C4 are given by
k˜o8d+k(BC4) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
0, k = 0,
Z/22d+1 ⊕ Z/2, k = 1,
Z/2, k = 2,
Z/24d+3 ⊕ Z/22d+1, k = 3,
0, k = 4,
Z/22d+2, k = 5,
0, k = 6,
Z/24d+5 ⊕ Z/22d+1, k = 7.
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Next we want to do some computations for l = 3, that is for the group
C8. It will turn out that this is much more complicated than the corresponding
calculations for the group C4 we did before. In fact we will not be able to give
any closed formula for the eta invariants concerning the group C8. But from our
computations we will get the values of these eta invariants in terms of certain
auxiliary functions which we introduce now.
Deﬁnition 2.2.41. For k ≥ 1 we deﬁne
φ±(k) := (1± ζ8)
k
and set
φ˜±(k) := φ+(k)± φ−(k).
Now let k be even. We introduce
h+(k) :=
⎧⎪⎪⎪⎨⎪⎪⎪⎩
1− i, if k ≡ 2 (mod 8),
− i, if k ≡ 4 (mod 8),
1 + i, if k ≡ 6 (mod 8),
1, if k ≡ 0 (mod 8)
and
h−(k) :=
⎧⎪⎪⎨⎪⎪⎩
ζ78 , if k ≡ 2 (mod 8),
ζ78 (1− i), if k ≡ 4 (mod 8),
ζ58 , if k ≡ 6 (mod 8),
ζ78 (1 + i), if k ≡ 0 (mod 8).
Finally we deﬁne
γ±(k) := h±(k) · φ˜±(k).
As already mentioned above the functions γ± play an important role in the
calculation of the eta invariants concerning the groups k˜o∗(BC8). In the fol-
lowing lemma we provide recursive equations which can be used for explicit
calculations of γ±(k) for even integers k. Although we will not get any closed
formula for these eta invariants we can use the recursive equations in the next
lemma to compute the groups k˜od(BC8) for odd d from the corresponding stan-
dard eta matrices.
Lemma 2.2.42. Let γ± be the functions as introduced in deﬁnition 2.2.41.
We have
γ+(2) = γ−(2) = 4.
Moreover the functions γ± satisfy the following computation rules for even in-
tegers k ≥ 2.
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γ+(k) =
⎧⎪⎪⎪⎨⎪⎪⎩
2γ+(k − 2) + 2γ−(k − 2), if k ≡ 2 (mod 8),
γ+(k − 2) + 2γ−(k − 2), if k ≡ 4 (mod 8),
−2γ+(k − 2)− 2γ−(k − 2), if k ≡ 6 (mod 8),
γ+(k − 2)− 2γ−(k − 2), if k ≡ 0 (mod 8);
γ−(k) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
γ+(k − 2) + 2γ−(k − 2), if k ≡ 2 (mod 8),
2γ+(k − 2) + 2γ−(k − 2), if k ≡ 4 (mod 8),
2γ+(k − 2) + γ−(k − 2), if k ≡ 6 (mod 8),
2γ+(k − 2)− 2γ−(k − 2), if k ≡ 0 (mod 8).
In particular the values of γ±(k) are integers for all even k ≥ 2.
Proof. Direct computation yields
γ+(2) = h+(2) · φ˜+(2) = (1− i) ·
(
(1 + ζ8)
2 + (1− ζ8)
2
)
= (1− i) · (1 + 2ζ8 + i+ 1− 2ζ8 + i)
= (1− i) · (2 + 2i)
= 4,
γ−(2) = h−(2) · φ˜−(2) = ζ
7
8 ·
(
(1 + ζ8)
2 − (1− ζ8)
2
)
= ζ78 · (1 + 2ζ8 + i− 1 + 2ζ8 − i)
= ζ78 · 4ζ8
= 4.
Throughout the rest of the proof of this lemma we will need the equation
φ˜±(k + 2) = (1 + i)φ˜±(k) + 2ζ8φ˜∓(k), (2.48)
where k ≥ 2. This equation follows by immediate calculation since
φ˜±(k + 2) = (1 + ζ8)
k+2 ± (1− ζ8)
k+2
= (1 + 2ζ8 + i) · (1 + ζ8)
k ± (1− 2ζ8 + i) · (1− ζ8)
k
= (1 + i) ·
(
(1 + ζ8)
k ± (1− ζ8)
k
)
+ 2ζ8 ·
(
(1 + ζ8)
k ∓ (1− ζ8)
k
)
= (1 + i)φ˜±(k) + 2ζ8φ˜∓(k).
Now we show the asserted formulas. Let d ≥ 0. Then we compute
γ+(8d+ 2) = h+(8d+ 2)φ˜+(8d+ 2)
=
(2.48)
(1− i)
(
(1 + i)φ˜+(8d) + 2ζ8φ˜−(8d)
)
= 2φ˜+(8d) + 2ζ
7
8 · ζ
2
8 (1− i)φ˜−(8d)
= 2φ˜+(8d) + 2ζ
7
8 (1 + i)φ˜−(8d)
= 2h+(8d)φ˜+(8d) + 2h−(8d)φ˜−(8d)
= 2γ+(8d) + 2γ−(8d),
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γ+(8d+ 4) = h+(8d+ 4)φ˜+(8d+ 4)
=
(2.48)
−i
(
(1 + i)φ˜+(8d+ 2) + 2ζ8φ˜−(8d+ 2)
)
= (1− i)φ˜+(8d+ 2)− 2iζ
2
8 · ζ
7
8 φ˜−(8d+ 2)
= (1− i)φ˜+(8d+ 2) + 2ζ
7
8 φ˜−(8d+ 2)
= h+(8d+ 2)φ˜+(8d+ 2) + 2h−(8d+ 2)φ˜−(8d+ 2)
= γ+(8d+ 2) + 2γ−(8d+ 2),
γ+(8d+ 6) = h+(8d+ 6)φ˜+(8d+ 6)
=
(2.48)
(1 + i)
(
(1 + i)φ˜+(8d+ 4) + 2ζ8φ˜−(8d+ 4)
)
= 2iφ˜+(8d+ 4) + 2ζ
7
8 · ζ
2
8 (1 + i)φ˜−(8d+ 4)
= 2iφ˜+(8d+ 4)− 2ζ
7
8 (1− i)φ˜−(8d+ 4)
= −2h+(8d+ 4)φ˜+(8d+ 4)− 2h−(8d+ 4)φ˜−(8d+ 4)
= −2γ+(8d+ 4)− 2γ−(8d+ 4),
γ+(8d+ 8) = h+(8d+ 8)φ˜+(8d+ 8)
=
(2.48)
(1 + i)φ˜+(8d+ 6) + 2ζ8φ˜−(8d+ 6)
= h+(8d+ 6)φ˜+(8d+ 6)− 2h−(8d+ 6)φ˜−(8d+ 6)
= γ+(8d+ 6)− 2γ−(8d+ 6),
γ−(8d+ 2) = h−(8d+ 2)φ˜−(8d+ 2)
=
(2.48)
ζ78
(
(1 + i)φ˜−(8d) + 2ζ8φ˜+(8d)
)
= ζ78 (1 + i)φ˜−(8d) + 2φ˜+(8d)
= h−(8d)φ˜−(8d) + 2h+(8d)φ˜+(8d)
= γ−(8d) + 2γ+(8d),
γ−(8d+ 4) = h−(8d+ 4)φ˜−(8d+ 4)
=
(2.48)
ζ78 (1− i)
(
(1 + i)φ˜−(8d+ 2) + 2ζ8φ˜+(8d+ 2)
)
= 2ζ78 φ˜−(8d+ 2) + 2(1− i)φ˜+(8d+ 2)
= 2h−(8d+ 2)φ˜−(8d+ 2) + 2h+(8d+ 2)φ˜+(8d+ 2)
= 2γ−(8d+ 2) + 2γ+(8d+ 2),
γ−(8d+ 6) = h−(8d+ 6)φ˜−(8d+ 6)
=
(2.48)
ζ58
(
(1 + i)φ˜−(8d+ 4) + 2ζ8φ˜+(8d+ 4)
)
= ζ78 · i
3(1 + i)φ˜−(8d+ 4) + 2i
3φ˜+(8d+ 4)
= ζ78 (1− i)φ˜−(8d+ 4)− 2iφ˜+(8d+ 4)
= h−(8d+ 4)φ˜−(8d+ 4) + 2h+(8d+ 4)φ˜+(8d+ 4)
= γ−(8d+ 4) + 2γ+(8d+ 4),
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γ−(8d+ 8) = h−(8d+ 8)φ˜−(8d+ 8)
=
(2.48)
ζ78 (1 + i)
(
(1 + i)φ˜−(8d+ 6) + 2ζ8φ˜+(8d+ 6)
)
= 2ζ8φ˜−(8d+ 6) + 2(1 + i)φ˜+(8d+ 6)
= −2ζ58 φ˜−(8d+ 6) + 2(1 + i)φ˜+(8d+ 6)
= −2h−(8d+ 6)φ˜−(8d+ 6) + 2h+(8d+ 6)φ˜+(8d+ 6)
= −2γ−(8d+ 6) + 2γ+(8d+ 6)
and the lemma is proved. 
Now we are well prepared to do the eta invariant calculations concerning the
group C8. Again let d ≥ 1. Then in dimension 4d− 1 we obtain
η
(
L4d−1(8; τ(1+2j))
)
(ρu − ρ0)
=
1
8
7∑
k=1
ζ
k(d+j)
8
(
ζku8 − 1
)(
1− ζk8
)2d−1(
1− ζ
k(1+2j)
8
)
=
1
8
⎛⎝ ζd+j8 (ζu8 − 1)
(1− ζ8)
2d−1
(
1− ζ1+2j8
) + id+j(iu − 1)
(1− i)2d−1(1− i1+2j)
+
ζ
3(d+j)
8
(
ζ3u8 − 1
)
(1− ζ38 )
2d−1
(
1− ζ
3(1+2j)
8
) + (−1)d+j((−1)u − 1)
22d
+
(−ζ8)d+j((−ζ8)u − 1)
(1 + ζ8)
2d−1
(
1 + ζ1+2j8
) + (−i)d+j((−i)u − 1)
(1 + i)2d−1(1 + i1+2j)
+
(−ζ8)
3(d+j)
(
(−ζ8)
3u − 1
)
(1 + ζ38 )
2d−1
(
1 + ζ
3(1+2j)
8
)
⎞⎠
=
1
8
⎛⎝ ζd+j8 (ζu8 − 1)
(1− ζ8)
2d−1
(
1− ζ1+2j8
) + ζ3(d+j)8 (ζ3u8 − 1)
(1− ζ38 )
2d−1
(
1− ζ
3(1+2j)
8
)
+
(−1)d+jζd+j8 ((−1)
uζu8 − 1)
(1 + ζ8)
2d−1
(
1 + ζ1+2j8
) + (−1)3(d+j)ζ3(d+j)8 ((−1)3uζ3u8 − 1)
(1 + ζ38 )
2d−1
(
1 + ζ
3(1+2j)
8
)
+
id+j(iu − 1)
(1− i)2d−1(1− i1+2j)
+
(−1)d+j((−1)u − 1)
22d
+
(−1)d+jid+j((−1)uiu − 1)
(1 + i)2d−1(1 + i1+2j)
)
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=
1
8
⎛⎝ ζd+j8 (ζu8 − 1)
(1− ζ8)
2d−1
(
1− ζ1+2j8
) + ζ3(d+j)8 (ζ3u8 − 1) ζ2d−18 ζ1+2j8
(1 + ζ8)
2d−1
(
1 + ζ1+2j8
)
+
(−1)d+jζd+j8 ((−1)
uζu8 − 1)
(1 + ζ8)
2d−1
(
1 + ζ1+2j8
) + (−1)d+jζ3(d+j)8 ((−1)uζ3u8 − 1) ζ2d−18 ζ1+2j8
(1− ζ8)
2d−1
(
1− ζ1+2j8
)
+
id+j(iu − 1)
(1− i)2d−1(1− i1+2j)
+
(−1)d+j((−1)u − 1)
22d
+
(−1)d+jid+j((−1)uiu − 1)
(1 + i)2d−1(1 + i1+2j)
)
=
1
8
⎛⎝ ζd+j8 (ζu8 − 1)
(1− ζ8)
2d−1
(
1− ζ1+2j8
) + (−1)d+jζd+j8 (ζ3u8 − 1)
(1 + ζ8)
2d−1
(
1 + ζ1+2j8
)
+
(−1)d+jζd+j8 ((−1)
uζu8 − 1)
(1 + ζ8)
2d−1
(
1 + ζ1+2j8
) + ζd+j8 ((−1)uζ3u8 − 1)
(1− ζ8)
2d−1
(
1− ζ1+2j8
)
+
id+j(iu − 1)
(1− i)2d−1(1− i1+2j)
+
(−1)d+j((−1)u − 1)
22d
+
(−1)d+jid+j((−1)uiu − 1)
(1 + i)2d−1(1 + i1+2j)
)
=
1
8
⎛⎝ζd+j8 (ζu8 + (−1)uζ3u8 − 2)
(1− ζ8)2d−1
(
1− ζ1+2j8
) + (−1)d+jζd+j8 (ζ3u8 + (−1)uζu8 − 2)
(1 + ζ8)2d−1
(
1 + ζ1+2j8
)
+
id+j(iu − 1)
(1− i)2d−1(1− i1+2j)
+
(−1)d+j((−1)u − 1)
22d
+
(−1)d+jid+j((−1)uiu − 1)
(1 + i)2d−1(1 + i1+2j)
)
=
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
1
8
(
ζd8 (ζu8 +(−1)uζ3u8 −2)
(1−ζ8)2d
+
(−1)dζd8 (ζ3u8 +(−1)uζu8 −2)
(1+ζ8)2d
+ i
d(iu−1)
(1−i)2d +
(−1)d((−1)u−1)
22d +
(−1)did((−1)uiu−1)
(1+i)2d
)
for j = 0
1
8
(
ζd+18 (ζ
u
8 +(−1)
uζ3u8 −2)
(1−ζ8)2d−1(1−ζ38)
+
(−1)d+1ζd+18 (ζ
3u
8 +(−1)
uζu8 −2)
(1+ζ8)2d−1(1+ζ38)
+ i
d+1(iu−1)
(1−i)2d−1(1+i)
+ (−1)
d+1((−1)u−1)
22d
+ (−1)
d+1id+1((−1)uiu−1)
(1+i)2d−1(1−i)
)
for j = 1
1
8
(
ζd+28 (ζ
u
8 +(−1)
uζ3u8 −2)
(1−ζ8)2d−1(1+ζ8)
+
(−1)dζd+28 (ζ
3u
8 +(−1)
uζu8 −2)
(1+ζ8)2d−1(1−ζ8)
+−i
d(iu−1)
(1−i)2d
+ (−1)
d((−1)u−1)
22d
+ (−1)
d+1id((−1)uiu−1)
(1+i)2d
)
for j = 2
1
8
(
ζd+38 (ζ
u
8 +(−1)
uζ3u8 −2)
(1−ζ8)2d−1(1+ζ38)
+
(−1)d+1ζd+38 (ζ
3u
8 +(−1)
uζu8 −2)
(1+ζ8)2d−1(1−ζ38)
+ −i
d+1(iu−1)
(1−i)2d−1(1+i) +
(−1)d+1((−1)u−1)
22d +
(−1)did+1((−1)uiu−1)
(1+i)2d−1(1−i)
)
for j = 3
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=
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
1
8
(
ζd8 (ζ
u
8 +(−1)
uζ3u8 −2)
(1−ζ8)2d
+
(−1)dζd8 (ζ
3u
8 +(−1)
uζu8 −2)
(1+ζ8)2d
+ (−1)
d(iu−1)
2d
+ (−1)
d((−1)u−1)
22d
+ (−1)
d((−1)uiu−1)
2d
)
for j = 0
1
8
(
ζd+28 (ζ
u
8 +(−1)
uζ3u8 −2)
(1−ζ8)2d−1(1+ζ8)
+
(−1)dζd+28 (ζ
3u
8 +(−1)
uζu8 −2)
(1+ζ8)2d−1(1−ζ8)
+ (−1)
d(iu−1)
2d
+ (−1)
d+1((−1)u−1)
22d
+ (−1)
d((−1)uiu−1)
2d
)
for j = 1
1
8
(
ζd+28 (ζ
u
8 +(−1)
uζ3u8 −2)
(1−ζ8)2d−1(1+ζ8)
+
(−1)dζd+28 (ζ
3u
8 +(−1)
uζu8 −2)
(1+ζ8)2d−1(1−ζ8)
+ (−1)
d+1(iu−1)
2d +
(−1)d((−1)u−1)
22d +
(−1)d+1((−1)uiu−1)
2d
)
for j = 2
1
8
(
ζd8 (ζ
u
8 +(−1)
uζ3u8 −2)
(1−ζ8)2d
+
(−1)dζd8 (ζ
3u
8 +(−1)
uζu8 −2)
(1+ζ8)2d
+ (−1)
d+1(iu−1)
2d
+ (−1)
d+1((−1)u−1)
22d
+ (−1)
d+1((−1)uiu−1)
2d
)
for j = 3
In view of the calculations we do later we treat the case d = 1, that is for
dimension 3, separately. With the above result we obtain in this situation
η
(
L3(8; τ(1+2j))
)
(ρu − ρ0)
=
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
1
8
(
ζ8(ζu8 +(−1)
uζ3u8 −2)
(1−ζ8)2
+
−ζ8(ζ3u8 +(−1)
uζu8 −2)
(1+ζ8)2
+−(i
u−1)
2 +
−((−1)u−1)
4 +
−((−1)uiu−1)
2
)
for j = 0
1
8
(
ζ38(ζu8 +(−1)uζ3u8 −2)
(1−ζ8)(1+ζ8)
+
−ζ38(ζ3u8 +(−1)uζu8 −2)
(1+ζ8)(1−ζ8)
+−(i
u−1)
2 +
((−1)u−1)
4 +
−((−1)uiu−1)
2
)
for j = 1
1
8
(
ζ38(ζ
u
8 +(−1)
uζ3u8 −2)
(1−ζ8)(1+ζ8)
+
−ζ38(ζ
3u
8 +(−1)
uζu8 −2)
(1+ζ8)(1−ζ8)
+ (i
u−1)
2 +
−((−1)u−1)
4 +
((−1)uiu−1)
2
)
for j = 2
1
8
(
ζ8(ζu8 +(−1)
uζ3u8 −2)
(1−ζ8)2
+
−ζ8(ζ3u8 +(−1)
uζu8 −2)
(1+ζ8)2
+ (i
u−1)
2 +
((−1)u−1)
4 +
((−1)uiu−1)
2
)
for j = 3
For j = 0 and j = 3 we calculate
η
(
L3(8; τ(1+2j))
)
(ρu − ρ0)
=
1
8
(
ζ8
(
ζu8 + (−1)
uζ3u8 − 2
)
(1− ζ8)2
+
−ζ8
(
ζ3u8 + (−1)
uζu8 − 2
)
(1 + ζ8)2
+
− (iu − 1)
2
+
− ((−1)u − 1)
4
+
− ((−1)uiu − 1)
2
)
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=
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
1
8
(
ζ8(ζ8−ζ38−2)
(1−ζ8)2
+
−ζ8(ζ38−ζ8−2)
(1+ζ8)2
± 1−i2 ±
−1
2 ±
1+i
2
)
, u = 1
1
8
(
−2ζ8
(1−ζ8)2
+ 2ζ8(1+ζ8)2 ± 2
)
, u = 2
1
8
(
ζ8(ζ38−ζ8−2)
(1−ζ8)2
+
−ζ8(ζ8−ζ38−2)
(1+ζ8)2
± 1+i2 ±
−1
2 ±
1−i
2
)
, u = 3
1
8
(
−4ζ8
(1−ζ8)2
+ 4ζ8(1+ζ8)2
)
, u = 4
=
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
1
8
(
(1−ζ8)
2
(1−ζ8)2
+ (1+ζ8)
2
(1+ζ8)2
± 12
)
, u = 1
1
8
(
−2ζ8
(1−ζ8)2
+ 2ζ8(1+ζ8)2 ± 2
)
, u = 2
1
8
(
−(1+ζ8)
2
(1−ζ8)2
+ −(1−ζ8)
2
(1+ζ8)2
± 12
)
, u = 3
1
8
(
−4ζ8
(1−ζ8)2
+ 4ζ8(1+ζ8)2
)
, u = 4
=
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
1
8
(
2± 12
)
, u = 1
1
8
(
−2ζ8((1+ζ8)2−(1−ζ8)2)
(1−i)2 ± 2
)
, u = 2
1
8
(
−((1+ζ8)4+(1−ζ8)4)
(1−i)2 ±
1
2
)
, u = 3
1
8
(
−4ζ8((1+ζ8)2−(1−ζ8)2)
(1−i)2
)
, u = 4
=
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
1
8
(
2± 12
)
, u = 1
1
8
(
−2ζ8·4ζ8
−2i ± 2
)
, u = 2
1
8
(
−12i
−2i ±
1
2
)
, u = 3
1
8
(
−4ζ8·4ζ8
−2i
)
, u = 4
=
⎧⎪⎪⎪⎨⎪⎪⎪⎩
1
8
(
2± 12
)
, u = 1
1
8 (4± 2) , u = 2
1
8
(
6± 12
)
, u = 3
1, u = 4
=
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
5
16 , j = 0, u = 1
3
4 , j = 0, u = 2
13
16 , j = 0, u = 3
1, j = 0, u = 4
3
16 , j = 3, u = 1
1
4 , j = 3, u = 2
11
16 , j = 3, u = 3
1, j = 3, u = 4.
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For j = 1 and j = 2 we calculate
η
(
L3(8; τ(1+2j))
)
(ρu − ρ0)
=
1
8
(
ζ38
(
ζu8 + (−1)
uζ3u8 − 2
)
(1 − ζ8) (1 + ζ8)
+
−ζ38
(
ζ3u8 + (−1)
uζu8 − 2
)
(1 + ζ8) (1− ζ8)
+
− (iu − 1)
2
+
((−1)u − 1)
4
+
− ((−1)uiu − 1)
2
)
=
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
1
8
(
ζ38(ζ8−ζ
3
8−2)
1−i +
−ζ38(ζ
3
8−ζ8−2)
1−i ±
1−i
2 ±
−1
2 ±
1+i
2
)
, u = 1
1
8
(
−2ζ38
1−i +
2ζ38
1−i ± 2
)
, u = 2
1
8
(
ζ38(ζ
3
8−ζ8−2)
1−i +
−ζ38(ζ8−ζ
3
8−2)
1−i ±
1+i
2 ±
−1
2 ±
1−i
2
)
, u = 3
1
8
(
−4ζ38
1−i +
4ζ38
1−i ± 2
)
, u = 4
=
⎧⎪⎪⎪⎨⎪⎪⎪⎩
1
8
(
−2± 12
)
, u = 1
1
8 (±2) , u = 2
1
8
(
2± 12
)
, u = 3
0, u = 4
=
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
−3
16 , j = 1, u = 1
1
4 , j = 1, u = 2
5
16 , j = 1, u = 3
0, j = 1, u = 4
−5
16 , j = 2, u = 1
−1
4 , j = 2, u = 2
3
16 , j = 2, u = 3
0, j = 2, u = 4.
Now we assume d ≥ 2 and do the respective computations for each 1 ≤ u ≤ 4.
η
(
L4d−1(8; τ(1))
)
(ρ1 − ρ0)
=
1
8
(
ζd8
(
ζ8 − ζ38 − 2
)
(1− ζ8)2d
+
(−1)dζd8
(
ζ38 − ζ8 − 2
)
(1 + ζ8)2d
+
(−1)d+1(1− i)
2d
+
(−1)d+1
22d−1
+
(−1)d+1(1 + i)
2d
)
=
1
8
(
ζd8
(
ζ8 − ζ38 − 2
)
(1− ζ8)2d
+
(−1)dζd8
(
ζ38 − ζ8 − 2
)
(1 + ζ8)2d
+
(−1)d+1
2d−1
+
(−1)d+1
22d−1
)
=
1
8
(
ζd8
(
ζ8 − ζ38 − 2
)
(1 + ζ8)
2d
(1 − i)2d
+
(−1)dζd8
(
ζ38 − ζ8 − 2
)
(1 − ζ8)2d
(1− i)2d
+
(−1)d+1
2d−1
+
(−1)d+1
22d−1
)
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=
ζd8
(−1)d2d+3id
((
ζ8 − ζ
3
8 − 2
)
φ+(2d) + (−1)
d
(
ζ38 − ζ8 − 2
)
φ−(2d)
)
+
(−1)d+1
2d+2
+
(−1)d+1
22d+2
=
idζd+18
2d+3
(1− i)
(
φ+(2d) + (−1)
d+1φ−(2d)
)
−
idζd8
2d+2
(
φ+(2d) + (−1)
dφ−(2d)
)
+
(−1)d+1
2d+2
+
(−1)d+1
22d+2
=
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
iζ4d
′+2
8
24d′+4
(1− i)φ˜+(8d′+2)−
iζ4d
′+1
8
24d′+3
φ˜−(8d
′+2)
+ 1
24d′+3
+ 1
28d′+4
, if d = 4d′ + 1,
i2ζ4d
′+3
8
24d′+5
(1 − i)φ˜−(8d′+4)−
i2ζ4d
′+2
8
24d′+4
φ˜+(8d
′+4)
− 1
24d′+4
− 1
28d′+6
, if d = 4d′ + 2,
i3ζ4d
′+4
8
24d′+6
(1 − i)φ˜+(8d′+6)−
i3ζ4d
′+3
8
24d′+5
φ˜−(8d
′+6)
+ 1
24d′+5
+ 1
28d′+8
, if d = 4d′ + 3,
ζ4d
′+1
8
24d′+3
(1− i)φ˜−(8d
′) −
ζ4d
′
8
24d′+2
φ˜+(8d
′)
− 1
24d′+2
− 1
28d′+2
, if d = 4d′
=
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
(−1)d
′+1
24d′+4
γ+(8d
′+2) + (−1)
d′
24d′+3
γ−(8d
′+2) + 1
24d′+3
+ 1
28d′+4
, if d = 4d′ + 1,
(−1)d
′+1
24d′+4
γ+(8d
′+4) + (−1)
d′
24d′+5
γ−(8d
′+4)− 1
24d′+4
− 1
28d′+6
, if d = 4d′ + 2,
(−1)d
′
24d′+6
γ+(8d
′+6) + (−1)
d′
24d′+5
γ−(8d
′+6) + 1
24d′+5
+ 1
28d′+8
, if d = 4d′ + 3,
(−1)d
′+1
24d′+2
γ+(8d
′) + (−1)
d′
24d′+3
γ−(8d
′) − 1
24d′+2
− 1
28d′+2
, if d = 4d′
η
(
L4d−1(8; τ(1))
)
(ρ2 − ρ0)
=
1
8
(
−2ζd8
(1− ζ8)
2d
+
(−1)d+1 · 2ζd8
(1 + ζ8)2d
+
(−1)d+1
2d−1
+
(−1)d+1
2d−1
)
=
1
8
(
−2ζd8 (1 + ζ8)
2d
(1− i)2d
+
(−1)d+1 · 2ζd8 (1− ζ8)
2d
(1− i)2d
+
(−1)d+1
2d−2
)
=
ζd8
(−1)did2d+2
(
−φ+(2d) + (−1)
d+1φ−(2d)
)
+
(−1)d+1
2d+1
= −
idζd8
2d+2
(
φ+(2d) + (−1)
dφ−(2d)
)
+
(−1)d+1
2d+1
=
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
−
iζ4d
′+1
8
24d′+3
φ˜−(8d
′+2) + 1
24d′+2
, if d = 4d′ + 1,
−
i2ζ4d
′+2
8
24d′+4
φ˜+(8d
′+4)− 1
24d′+3
, if d = 4d′ + 2,
−
i3ζ4d
′+3
8
24d′+5
φ˜−(8d
′+6) + 1
24d′+4
, if d = 4d′ + 3,
− ζ
4d′
8
24d′+2
φ˜+(8d
′) − 1
24d′+1
, if d = 4d′
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=
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
(−1)d
′
24d′+3
γ−(8d
′+2) + 1
24d′+2
, if d = 4d′ + 1,
(−1)d
′+1
24d′+4
γ+(8d
′+4)− 1
24d′+3
, if d = 4d′ + 2,
(−1)d
′
24d′+5
γ−(8d
′+6) + 1
24d′+4
, if d = 4d′ + 3,
(−1)d
′+1
24d′+2
γ+(8d
′) − 1
24d′+1
, if d = 4d′
η
(
L4d−1(8; τ(1))
)
(ρ3 − ρ0)
=
1
8
(
ζd8
(
ζ38 − ζ8 − 2
)
(1− ζ8)2d
+
(−1)dζd8
(
ζ8 − ζ38 − 2
)
(1 + ζ8)2d
+
(−1)d+1(1 + i)
2d
+
(−1)d+1
22d−1
+
(−1)d+1(1− i)
2d
)
=
1
8
(
ζd8
(
ζ38 − ζ8 − 2
)
(1 + ζ8)
2d
(1− i)2d
+
(−1)dζd8
(
ζ8 − ζ38 − 2
)
(1− ζ8)2d
(1 − i)2d
+
(−1)d+1
2d−1
+
(−1)d+1
22d−1
)
=
ζd8
(−1)d2d+3id
((
ζ38 − ζ8 − 2
)
φ+(2d) + (−1)
d
(
ζ8 − ζ
3
8 − 2
)
φ−(2d)
)
+
(−1)d+1
2d+2
+
(−1)d+1
22d+2
=
idζd+18
2d+3
(1 − i)
(
−φ+(2d) + (−1)
dφ−(2d)
)
−
idζd8
2d+2
(
φ+(2d) + (−1)
dφ−(2d)
)
+
(−1)d+1
2d+2
+
(−1)d+1
22d+2
= −
idζd+18
2d+3
(1− i)
(
φ+(2d) + (−1)
d+1φ−(2d)
)
−
idζd8
2d+2
(
φ+(2d) + (−1)
dφ−(2d)
)
+
(−1)d+1
2d+2
+
(−1)d+1
22d+2
=
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
(−1)d
′
24d′+4
γ+(8d
′+2) + (−1)
d′
24d′+3
γ−(8d
′+2) + 1
24d′+3
+ 1
28d′+4
, if d = 4d′+1,
(−1)d
′+1
24d′+4
γ+(8d
′+4) + (−1)
d′+1
24d′+5
γ−(8d
′+4)− 1
24d′+4
− 1
28d′+6
, if d = 4d′+2,
(−1)d
′+1
24d′+6
γ+(8d
′+6) + (−1)
d′
24d′+5
γ−(8d
′+6) + 1
24d′+5
+ 1
28d′+8
, if d = 4d′+3,
(−1)d
′+1
24d′+2
γ+(8d
′) + (−1)
d′+1
24d′+3
γ−(8d
′) − 1
24d′+2
− 1
28d′+2
, if d = 4d′
η
(
L4d−1(8; τ(1))
)
(ρ4 − ρ0)
=
1
8
(
−4ζd8
(1− ζ8)2d
+
(−1)d+14ζd8
(1 + ζ8)2d
)
=
1
8
(
−4ζd8 (1 + ζ8)
2d
(1 − i)2d
+
(−1)d+14ζd8 (1− ζ8)
2d
(1 − i)2d
)
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= −
ζd8
(−1)d2d+1id
(
φ+(2d) + (−1)
dφ−(2d)
)
= −
idζd8
2d+1
(
φ+(2d) + (−1)
dφ−(2d)
)
=
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
−
iζ4d
′+1
8
24d′+2
φ˜−(8d
′+2), if d = 4d′ + 1,
−
i2ζ4d
′+2
8
24d′+3
φ˜+(8d
′+4), if d = 4d′ + 2,
−
i3ζ4d
′+3
8
24d′+4
φ˜−(8d
′+6), if d = 4d′ + 3,
−
ζ4d
′
8
24d′+1
φ˜+(8d
′), if d = 4d′
=
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
(−1)d
′
24d′+2
γ−(8d
′+2), if d = 4d′ + 1,
(−1)d
′+1
24d′+3
γ+(8d
′+4), if d = 4d′ + 2,
(−1)d
′
24d′+4
γ−(8d
′+6), if d = 4d′ + 3,
(−1)d
′+1
24d′+1
γ+(8d
′), if d = 4d′
η
(
L4d−1(8; τ(3))
)
(ρ1 − ρ0)
=
1
8
(
ζd+28
(
ζ8 − ζ38 − 2
)
(1− ζ8)
2d−1
(1 + ζ8)
+
(−1)dζd+28
(
ζ38 − ζ8 − 2
)
(1 + ζ8)
2d−1
(1− ζ8)
+
(−1)d+1(1− i)
2d
+
(−1)d
22d−1
+
(−1)d+1(1 + i)
2d
)
=
1
8
(
ζd+28
(
ζ8 − ζ38 − 2
)
(1− ζ8)2(d−1)(1− i)
+
(−1)dζd+28
(
ζ38 − ζ8 − 2
)
(1 + ζ8)2(d−1)(1 − i)
+
(−1)d+1
2d−1
+
(−1)d
22d−1
)
=
1
8
(
ζd+28
(
ζ8 − ζ38 − 2
)
(1 + ζ8)
2(d−1)
(1− i)2d−1
+
(−1)dζd+28
(
ζ38 − ζ8 − 2
)
(1− ζ8)2(d−1)
(1 − i)2d−1
+
(−1)d+1
2d−1
+
(−1)d
22d−1
)
=
1
8
(
ζd+28
(
ζ8 − ζ38 − 2
)
(1 + ζ8)
2(d−1)(1 − i)
(1 − i)2d
+
(−1)dζd+28
(
ζ38 − ζ8 − 2
)
(1− ζ8)2(d−1)(1− i)
(1− i)2d
+
(−1)d+1
2d−1
+
(−1)d
22d−1
)
=
1
8
(
−2ζd+28
(
ζ38 + 1− i
)
(1 + ζ8)
2(d−1)
(1− i)2d
+
(−1)d+12ζd+28
(
−ζ38 + 1− i
)
(1− ζ8)2(d−1)
(1− i)2d
+
(−1)d+1
2d−1
+
(−1)d
22d−1
)
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=
ζd+28
(−1)d2d+2id
(1− i)
(
−φ+(2(d− 1)) + (−1)
d+1φ−(2(d− 1))
)
+
−ζd+18
(−1)d2d+2id
(
−φ+(2(d− 1)) + (−1)
dφ−(2(d− 1))
)
+
(−1)d+1
2d+2
+
(−1)d
22d+2
= −
idζd8
2d+2
(1 + i)
(
φ+(2(d− 1)) + (−1)
dφ−(2(d− 1))
)
+
idζd+18
2d+2
(
φ+(2(d− 1)) + (−1)
d+1φ−(2(d− 1))
)
+
(−1)d+1
2d+2
+
(−1)d
22d+2
=
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
−
iζ4d
′+1
8
24d′+3
(1 + i)φ˜−(8d
′) +
iζ4d
′+2
8
24d′+3
φ˜+(8d
′)
+ 1
24d′+3
− 1
28d′+4
, if d = 4d′ + 1,
−
i2ζ4d
′+2
8
24d′+4
(1 + i)φ˜+(8d
′+2) +
i2ζ4d
′+3
8
24d′+4
φ˜−(8d
′+2)
− 1
24d′+4
+ 1
28d′+6
, if d = 4d′ + 2,
−
i3ζ4d
′+3
8
24d′+5
(1 + i)φ˜−(8d
′+4) +
i3ζ4d
′+4
8
24d′+5
φ˜+(8d
′+4)
+ 1
24d′+5
− 1
28d′+8
, if d = 4d′ + 3,
− ζ
4d′
8
24d′+2
(1 + i)φ˜+(8(d
′−1)+6) +
ζ4d
′+1
8
24d′+2
φ˜−(8(d
′−1)+6)
− 1
24d′+2
+ 1
28d′+2
, if d = 4d′
=
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
(−1)d
′+1
24d′+3
γ+(8d
′) + (−1)
d′
24d′+3
γ−(8d
′)
+ 1
24d′+3
− 1
28d′+4
, if d = 4d′ + 1,
(−1)d
′+1
24d′+4
γ+(8d
′+2) + (−1)
d′
24d′+4
γ−(8d
′+2)
− 1
24d′+4
+ 1
28d′+6
, if d = 4d′ + 2,
(−1)d
′+1
24d′+5
γ+(8d
′+4) + (−1)
d′
24d′+5
γ−(8d
′+4)
+ 1
24d′+5
− 1
28d′+8
, if d = 4d′ + 3,
(−1)d
′+1
24d′+2
γ+(8(d
′−1)+6) + (−1)
d′+1
24d′+2
γ−(8(d
′−1)+6)
− 1
24d′+2
+ 1
28d′+2
, if d = 4d′
η
(
L4d−1(8; τ(3))
)
(ρ2 − ρ0)
=
1
8
(
−2ζd+28
(1 − ζ8)2d−1(1 + ζ8)
+
(−1)d+12ζd+28
(1 + ζ8)2d−1(1− ζ8)
+
(−1)d+1
2d−1
+
(−1)d+1
2d−1
)
=
1
8
(
−2ζd+28
(1 − ζ8)2(d−1)(1− i)
+
(−1)d+12ζd+28
(1 + ζ8)2(d−1)(1 − i)
+
(−1)d+1
2d−2
)
=
1
8
(
−2ζd+28 (1 + ζ8)
2(d−1)
(1 − i)2d−1
+
(−1)d+12ζd+28 (1− ζ8)
2(d−1)
(1 − i)2d−1
+
(−1)d+1
2d−2
)
=
1
8
(
−2ζd8 (1 + i)(1 + ζ8)
2(d−1)
(1 − i)2d
+
(−1)d+12ζd8 (1 + i)(1− ζ8)
2(d−1)
(1 − i)2d
+
(−1)d+1
2d−2
)
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=
ζd8
(−1)d2d+2id
(1 + i)
(
−φ+(2(d− 1)) + (−1)
d+1φ−(2(d− 1))
)
+
(−1)d+1
2d+1
= −
idζd8
2d+2
(1 + i)
(
φ+(2(d− 1)) + (−1)
dφ−(2(d− 1))
)
+
(−1)d+1
2d+1
=
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
−
iζ4d
′+1
8
24d′+3
(1 + i)φ˜−(8d
′) + 1
24d′+2
, if d = 4d′ + 1,
−
i2ζ4d
′+2
8
24d′+4
(1 + i)φ˜+(8d
′+2) − 1
24d′+3
, if d = 4d′ + 2,
−
i3ζ4d
′+3
8
24d′+5
(1 + i)φ˜−(8d
′+4) + 1
24d′+4
, if d = 4d′ + 3,
− ζ
4d′
8
24d′+2
(1 + i)φ˜+(8(d
′−1)+6)− 1
24d′+1
, if d = 4d′
=
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
(−1)d
′
24d′+3
γ−(8d
′) + 1
24d′+2
, if d = 4d′ + 1,
(−1)d
′+1
24d′+4
γ+(8d
′+2) − 1
24d′+3
, if d = 4d′ + 2,
(−1)d
′
24d′+5
γ−(8d
′+4) + 1
24d′+4
, if d = 4d′ + 3,
(−1)d
′+1
24d′+2
γ+(8(d
′−1)+6)− 1
24d′+1
, if d = 4d′
η
(
L4d−1(8; τ(3))
)
(ρ3 − ρ0)
=
1
8
(
ζd+28
(
ζ38 − ζ8 − 2
)
(1− ζ8)2d−1(1 + ζ8)
+
(−1)dζd+28
(
ζ8 − ζ38 − 2
)
(1 + ζ8)2d−1(1− ζ8)
+
(−1)d+1(1 + i)
2d
+
(−1)d
22d−1
+
(−1)d+1(1− i)
2d
)
=
1
8
(
ζd+28
(
ζ38 − ζ8 − 2
)
(1− ζ8)2(d−1)(1− i)
+
(−1)dζd+28
(
ζ8 − ζ38 − 2
)
(1 + ζ8)2(d−1)(1 − i)
+
(−1)d+1
2d−1
+
(−1)d
22d−1
)
=
1
8
(
ζd+28
(
ζ38 − ζ8 − 2
)
(1 + ζ8)
2(d−1)
(1− i)2d−1
+
(−1)dζd+28
(
ζ8 − ζ38 − 2
)
(1− ζ8)2(d−1)
(1 − i)2d−1
+
(−1)d+1
2d−1
+
(−1)d
22d−1
)
=
1
8
(
−2ζd8 (ζ8 + 1 + i)(1 + ζ8)
2(d−1)
(1 − i)2d
+
(−1)d+12ζd8 (−ζ8 + 1 + i)(1− ζ8)
2(d−1)
(1− i)2d
+
(−1)d+1
2d−1
+
(−1)d
22d−1
)
=
ζd8
(−1)d2d+2id
(1 + i)
(
−φ+(2(d− 1)) + (−1)
d+1φ−(2(d− 1))
)
+
ζd+18
(−1)d2d+2id
(
−φ+(2(d− 1)) + (−1)
dφ−(2(d− 1))
)
+
(−1)d+1
2d+2
+
(−1)d
22d+2
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= −
idζd8
2d+2
(1 + i)
(
φ+(2(d− 1)) + (−1)
dφ−(2(d− 1))
)
−
idζd+18
2d+2
(
φ+(2(d− 1)) + (−1)
d+1φ−(2(d− 1))
)
+
(−1)d+1
2d+2
+
(−1)d
22d+2
=
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
(−1)d
′
24d′+3
γ+(8d
′) + (−1)
d′
24d′+3
γ−(8d
′)
+ 1
24d′+3
− 1
28d′+4
, if d = 4d′ + 1,
(−1)d
′+1
24d′+4
γ+(8d
′+2) + (−1)
d′+1
24d′+4
γ−(8d
′+2)
− 1
24d′+4
+ 1
28d′+6
, if d = 4d′ + 2,
(−1)d
′
24d′+5
γ+(8d
′+4) + (−1)
d′
24d′+5
γ−(8d
′+4)
+ 1
24d′+5
− 1
28d′+8
, if d = 4d′ + 3,
(−1)d
′+1
24d′+2
γ+(8(d
′−1)+6) + (−1)
d′
24d′+2
γ−(8(d
′−1)+6)
− 1
24d′+2
+ 1
28d′+2
, if d = 4d′
η
(
L4d−1(8; τ(3))
)
(ρ4 − ρ0)
=
1
8
(
−4ζd+28
(1− ζ8)2d−1(1 + ζ8)
+
(−1)d+14ζd+28
(1 + ζ8)2d−1(1 − ζ8)
)
=
1
8
(
−4ζd+28
(1− ζ8)2(d−1)(1− i)
+
(−1)d+14ζd+28
(1 + ζ8)2(d−1)(1 − i)
)
=
1
8
(
−4ζd+28 (1 + ζ8)
2(d−1)
(1− i)2d−1
+
(−1)d+14ζd+28 (1− ζ8)
2(d−1)
(1− i)2d−1
)
=
1
8
(1 + i)
(
−4ζd8 (1 + ζ8)
2(d−1)
(1− i)2d
+
(−1)d+14ζd8 (1− ζ8)
2(d−1)
(1− i)2d
)
= −
ζd8
(−1)d2d+1id
(1 + i)
(
φ+(2(d− 1)) + (−1)
dφ−(2(d− 1))
)
= −
idζd8
2d+1
(1 + i)
(
φ+(2(d− 1)) + (−1)
dφ−(2(d− 1))
)
=
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
−
iζ4d
′+1
8
24d′+2
(1 + i)φ˜−(8d
′), if d = 4d′ + 1,
−
i2ζ4d
′+2
8
24d′+3
(1 + i)φ˜+(8d
′+2), if d = 4d′ + 2,
−
i3ζ4d
′+3
8
24d′+4
(1 + i)φ˜−(8d
′+4), if d = 4d′ + 3,
− ζ
4d′
8
24d′+1
(1 + i)φ˜+(8(d
′−1)+6), if d = 4d′
=
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
(−1)d
′
24d′+2
γ−(8d
′), if d = 4d′ + 1,
(−1)d
′+1
24d′+3
γ+(8d
′+2), if d = 4d′ + 2,
(−1)d
′
24d′+4
γ−(8d
′+4), if d = 4d′ + 3,
(−1)d
′+1
24d′+1
γ+(8(d
′−1)+6), if d = 4d′
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The initial calculations of the eta invariants in dimensions 4d− 1 show that
η
(
L4d−1(8; τ(5))
)
(ρu − ρ0)
= η
(
L4d−1(8; τ(3))
)
(ρu − ρ0) +
(−1)d+1(iu − 1)
2d+2
+
(−1)d((−1)u − 1)
22d+2
+
(−1)d+1((−1)uiu − 1)
2d+2
as well as
η
(
L4d−1(8; τ(7))
)
(ρu − ρ0)
= η
(
L4d−1(8; τ(1))
)
(ρu − ρ0) +
(−1)d+1(iu − 1)
2d+2
+
(−1)d+1((−1)u − 1)
22d+2
+
(−1)d+1((−1)uiu − 1)
2d+2
.
This means that we receive the values of η
(
L4d−1(8; τ(5))
)
(ρu − ρ0) and
η
(
L4d−1(8; τ(7))
)
(ρu − ρ0) by taking the values of η
(
L4d−1(8; τ(3))
)
(ρu − ρ0)
and η
(
L4d−1(8; τ(1))
)
(ρu − ρ0) respectively and change the signs of the sum-
mands which do not contain any factor γ±(2d). Using the above formulas we
enlist the remaining eta invariant values now.
η
(
L4d−1(8; τ(5))
)
(ρ1 − ρ0)
=
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
(−1)d
′+1
24d′+3
γ+(8d
′) + (−1)
d′
24d′+3
γ−(8d
′)
− 1
24d′+3
+ 1
28d′+4
, if d = 4d′ + 1,
(−1)d
′+1
24d′+4
γ+(8d
′+2) + (−1)
d′
24d′+4
γ−(8d
′+2)
+ 1
24d′+4
− 1
28d′+6
, if d = 4d′ + 2,
(−1)d
′+1
24d′+5
γ+(8d
′+4) + (−1)
d′
24d′+5
γ−(8d
′+4)
− 1
24d′+5
+ 1
28d′+8
, if d = 4d′ + 3,
(−1)d
′+1
24d′+2
γ+(8(d
′−1)+6) + (−1)
d′+1
24d′+2
γ−(8(d
′−1)+6)
+ 1
24d′+2
− 1
28d′+2
, if d = 4d′
η
(
L4d−1(8; τ(5))
)
(ρ2 − ρ0)
=
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
(−1)d
′
24d′+3
γ−(8d
′) − 1
24d′+2
, if d = 4d′ + 1,
(−1)d
′+1
24d′+4
γ+(8d
′+2) + 1
24d′+3
, if d = 4d′ + 2,
(−1)d
′
24d′+5
γ−(8d
′+4) − 1
24d′+4
, if d = 4d′ + 3,
(−1)d
′+1
24d′+2
γ+(8(d
′−1)+6) + 1
24d′+1
, if d = 4d′
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η
(
L4d−1(8; τ(5))
)
(ρ3 − ρ0)
=
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
(−1)d
′
24d′+3
γ+(8d
′) + (−1)
d′
24d′+3
γ−(8d
′)
− 1
24d′+3
+ 1
28d′+4
, if d = 4d′ + 1,
(−1)d
′+1
24d′+4
γ+(8d
′+2) + (−1)
d′+1
24d′+4
γ−(8d
′+2)
+ 1
24d′+4
− 1
28d′+6
, if d = 4d′ + 2,
(−1)d
′
24d′+5
γ+(8d
′+4) + (−1)
d′
24d′+5
γ−(8d
′+4)
− 1
24d′+5
+ 1
28d′+8
, if d = 4d′ + 3,
(−1)d
′+1
24d′+2
γ+(8(d
′−1)+6) + (−1)
d′
24d′+2
γ−(8(d
′−1)+6)
+ 1
24d′+2
− 1
28d′+2
, if d = 4d′
η
(
L4d−1(8; τ(5))
)
(ρ4 − ρ0)
=
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
(−1)d
′
24d′+2
γ−(8d
′), if d = 4d′ + 1,
(−1)d
′+1
24d′+3
γ+(8d
′+2), if d = 4d′ + 2,
(−1)d
′
24d′+4
γ−(8d
′+4), if d = 4d′ + 3,
(−1)d
′+1
24d′+1
γ+(8(d
′−1)+6), if d = 4d′
η
(
L4d−1(8; τ(7))
)
(ρ1 − ρ0)
=
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
(−1)d
′+1
24d′+4
γ+(8d
′+2) + (−1)
d′
24d′+3
γ−(8d
′+2)− 1
24d′+3
− 1
28d′+4
, if d = 4d′ + 1,
(−1)d
′+1
24d′+4
γ+(8d
′+4) + (−1)
d′
24d′+5
γ−(8d
′+4) + 1
24d′+4
+ 1
28d′+6
, if d = 4d′ + 2,
(−1)d
′
24d′+6
γ+(8d
′+6) + (−1)
d′
24d′+5
γ−(8d
′+6)− 1
24d′+5
− 1
28d′+8
, if d = 4d′ + 3,
(−1)d
′+1
24d′+2
γ+(8d
′) + (−1)
d′
24d′+3
γ−(8d
′) + 1
24d′+2
+ 1
28d′+2
, if d = 4d′
η
(
L4d−1(8; τ(7))
)
(ρ2 − ρ0)
=
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
(−1)d
′
24d′+3
γ−(8d
′+2)− 1
24d′+2
, if d = 4d′ + 1,
(−1)d
′+1
24d′+4
γ+(8d
′+4) + 1
24d′+3
, if d = 4d′ + 2,
(−1)d
′
24d′+5
γ−(8d
′+6)− 1
24d′+4
, if d = 4d′ + 3,
(−1)d
′+1
24d′+2
γ+(8d
′) + 1
24d′+1
, if d = 4d′
η
(
L4d−1(8; τ(7))
)
(ρ3 − ρ0)
=
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
(−1)d
′
24d′+4
γ+(8d
′+2) + (−1)
d′
24d′+3
γ−(8d
′+2)− 1
24d′+3
− 1
28d′+4
, if d = 4d′ + 1,
(−1)d
′+1
24d′+4
γ+(8d
′+4) + (−1)
d′+1
24d′+5
γ−(8d
′+4) + 1
24d′+4
+ 1
28d′+6
, if d = 4d′ + 2,
(−1)d
′+1
24d′+6
γ+(8d
′+6) + (−1)
d′
24d′+5
γ−(8d
′+6)− 1
24d′+5
− 1
28d′+8
, if d = 4d′ + 3,
(−1)d
′+1
24d′+2
γ+(8d
′) + (−1)
d′+1
24d′+3
γ−(8d
′) + 1
24d′+2
+ 1
28d′+2
, if d = 4d′
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η
(
L4d−1(8; τ(7))
)
(ρ4 − ρ0)
=
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
(−1)d
′
24d′+2
γ−(8d
′+2), if d = 4d′ + 1,
(−1)d
′+1
24d′+3
γ+(8d
′+4), if d = 4d′ + 2,
(−1)d
′
24d′+4
γ−(8d
′+6), if d = 4d′ + 3,
(−1)d
′+1
24d′+1
γ+(8d
′), if d = 4d′.
As we already said before we cannot make the formulas for the above eta invari-
ants more explicit, but since we worked out recursive equations of the functions
γ± we can do the computations with the standard eta matrices to receive the
groups k˜o4d−1(BC8). It will turn out that the information about the above
eta invariants are suﬃcient to compute these groups. The same is true for the
computation of the groups k˜o4d+1(BC8).
Next we calculate the eta invariants for the dimensions 4d+ 1.
η
(
X4d+1(8; τ(1+2j))
)
(ρu)
=
1
8
7∑
k=1
ζ
k(d+j)
8
(
1 + ζk8
)
ζku8(
1− ζk8
)2d(
1− ζ
k(1+2j)
8
)
=
1
8
⎛⎝ ζd+j8 (1 + ζ8)ζu8
(1− ζ8)2d
(
1− ζ1+2j8
) + id+j(1 + i)iu
(1− i)2d(1− i1+2j)
+
ζ
3(d+j)
8
(
1 + ζ38
)
ζ3u8
(1− ζ38 )
2d
(
1− ζ
3(1+2j)
8
) + (−ζ8)d+j(1 − ζ8)(−ζ8)u
(1 + ζ8)2d
(
1 + ζ1+2j8
)
+
(−i)d+j(1− i)(−i)u
(1 + i)2d(1 + i1+2j)
+
(−ζ8)3(d+j)
(
1− ζ38
)
(−ζ8)3u
(1 + ζ38 )
2d
(
1 + ζ
3(1+2j)
8
)
⎞⎠
η
(
X4d+1(8; τ(1+2j))
)
(ρu)
=
1
8
7∑
k=1
ζ
k(d+j)
8
(
1 + ζk8
)
ζku8(
1− ζk8
)2d(
1− ζ
k(1+2j)
8
)
=
1
8
⎛⎝ ζd+j8 (1 + ζ8)ζu8
(1− ζ8)2d
(
1− ζ1+2j8
) + id+j(1 + i)iu
(1− i)2d(1− i1+2j)
+
ζ
3(d+j)
8
(
1 + ζ38
)
ζ3u8
(1− ζ38 )
2d
(
1− ζ
3(1+2j)
8
) + (−ζ8)d+j(1 − ζ8)(−ζ8)u
(1 + ζ8)2d
(
1 + ζ1+2j8
)
+
(−i)d+j(1− i)(−i)u
(1 + i)2d(1 + i1+2j)
+
(−ζ8)3(d+j)
(
1− ζ38
)
(−ζ8)3u
(1 + ζ38 )
2d
(
1 + ζ
3(1+2j)
8
)
⎞⎠
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η
(
X4d+1(8; τ(1+2j))
)
(ρu)
=
1
8
7∑
k=1
ζ
k(d+j)
8
(
1 + ζk8
)
ζku8(
1− ζk8
)2d(
1− ζ
k(1+2j)
8
)
=
1
8
⎛⎝ ζd+j8 (1 + ζ8)ζu8
(1− ζ8)2d
(
1− ζ1+2j8
) + id+j(1 + i)iu
(1− i)2d(1− i1+2j)
+
ζ
3(d+j)
8
(
1 + ζ38
)
ζ3u8
(1− ζ38 )
2d
(
1− ζ
3(1+2j)
8
) + (−ζ8)d+j(1− ζ8)(−ζ8)u
(1 + ζ8)2d
(
1 + ζ1+2j8
)
+
(−i)d+j(1− i)(−i)u
(1 + i)2d(1 + i1+2j)
+
(−ζ8)3(d+j)
(
1− ζ38
)
(−ζ8)3u
(1 + ζ38 )
2d
(
1 + ζ
3(1+2j)
8
)
⎞⎠
=
1
8
⎛⎝ ζd+j8 (1 + ζ8)ζu8
(1− ζ8)2d
(
1− ζ1+2j8
) + id+j(1 + i)iu
(1− i)2d(1− i1+2j)
+
ζ
3(d+j)
8
(
1 + ζ38
)
ζ3u8 ζ
2d
8 ζ
1+2j
8
(1 + ζ8)2d
(
1 + ζ1+2j8
) + (−ζ8)d+j(1− ζ8)(−ζ8)u
(1 + ζ8)2d
(
1 + ζ1+2j8
)
+
(−i)d+j(1− i)(−i)u
(1 + i)2d(1 + i1+2j)
+
(−ζ8)3(d+j)
(
1− ζ38
)
(−ζ8)3uζ2d8 ζ
1+2j
8
(1− ζ8)2d
(
1− ζ1+2j8
)
(−1)
⎞⎠
=
1
8
⎛⎝ ζd+j+u8 (1 + ζ8)
(1− ζ8)2d
(
1− ζ1+2j8
) + (−1)did+j+u(1 + i)
2did(1− i1+2j)
+
(−1)d+1+jζd+j+3u8 (1 − ζ8)
(1 + ζ8)2d
(
1 + ζ1+2j8
) + (−1)d+j+uζd+j+u8 (1 − ζ8)
(1 + ζ8)2d
(
1 + ζ1+2j8
)
+
(−1)d+j+uid+j+u(1− i)
2did(1 + i1+2j)
+
(−1)u+1ζd+j+3u8 (1 + ζ8)
(1− ζ8)2d
(
1− ζ1+2j8
)
⎞⎠
=
1
8
⎛⎝ζd+j8 (ζu8 + (−1)u+1ζ3u8 ) (1 + ζ8)
(1 − ζ8)2d
(
1− ζ1+2j8
)
+
(−1)d+1+jζd+j8
(
ζ3u8 + (−1)
u+1ζu8
)
(1 − ζ8)
(1 + ζ8)2d
(
1 + ζ1+2j8
)
+
(−1)did+j+u(1 + i)
2did(1− i1+2j)
+
(−1)d+j+uid+j+u(1− i)
2did(1 + i1+2j)
)
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=
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
1
8
(
ζd8 (ζu8 +(−1)u+1ζ3u8 )(1+ζ8)
(1−ζ8)2d+1
+
(−1)d+1ζd8 (ζ3u8 +(−1)u+1ζu8 )(1−ζ8)
(1+ζ8)2d+1
+ (−1)
diu(1+i)
2d(1−i) +
(−1)d+uiu(1−i)
2d(1+i)
)
for j = 0
1
8
(
ζd+18 (ζ
u
8 +(−1)
u+1ζ3u8 )(1+ζ8)
(1−ζ8)2d(1−ζ38)
+
(−1)dζd+18 (ζ
3u
8 +(−1)
u+1ζu8 )(1−ζ8)
(1+ζ8)2d(1+ζ38)
+ (−1)
diu+1(1+i)
2d(1+i)
+ (−1)
d+1+uiu+1(1−i)
2d(1−i)
)
for j = 1
1
8
(
ζd+28 (ζ
u
8 +(−1)
u+1ζ3u8 )(1+ζ8)
(1−ζ8)2d(1+ζ8)
+
(−1)d+1ζd+28 (ζ
3u
8 +(−1)
u+1ζu8 )(1−ζ8)
(1+ζ8)2d(1−ζ8)
+ (−1)
diu+2(1+i)
2d(1−i)
+ (−1)
d+uiu+2(1−i)
2d(1+i)
)
for j = 2
1
8
(
ζd+38 (ζ
u
8 +(−1)
u+1ζ3u8 )(1+ζ8)
(1−ζ8)2d(1+ζ38)
+
(−1)dζd+38 (ζ
3u
8 +(−1)
u+1ζu8 )(1−ζ8)
(1+ζ8)2d(1−ζ38)
+ (−1)
diu+3(1+i)
2d(1+i) +
(−1)d+1+uiu+3(1−i)
2d(1−i)
)
for j = 3
=
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
1
8
(
ζd+u8 (1−i)(1+(−1)
u+1iu)
(1−ζ8)2(d+1)
+
(−1)d+1ζd+u8 (1−i)(i
u+(−1)u+1)
(1+ζ8)2(d+1)
+ (−1)
diu+1
2d +
(−1)d+u+1iu+1
2d
)
for j = 0
1
8
(
ζd+u+28 (1+(−1)
u+1iu)
(1−ζ8)2d
+
(−1)d+1ζd+u+28 (i
u+(−1)u+1)
(1+ζ8)2d
+ (−1)
diu+1
2d
+ (−1)
d+u+1iu+1
2d
)
for j = 1
1
8
(
ζd+u+28 (1+(−1)
u+1iu)
(1−ζ8)2d
+
(−1)d+1ζd+u+28 (i
u+(−1)u+1)
(1+ζ8)2d
+ (−1)
d+1iu+1
2d
+ (−1)
d+uiu+1
2d
)
for j = 2
1
8
(
ζd+u8 (1−i)(1+(−1)
u+1iu)
(1−ζ8)2(d+1)
+
(−1)d+1ζd+u8 (1−i)(i
u+(−1)u+1)
(1+ζ8)2(d+1)
+ (−1)
d+1iu+1
2d +
(−1)d+uiu+1
2d
)
for j = 3
=
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
1
8
(
ζd+u8 (1−i)(1+(−1)
u+1iu)
(1−ζ8)2(d+1)
+
(−1)d+1ζd+u8 (1−i)((−1)
u+1+iu)
(1+ζ8)2(d+1)
+
(−1)diu+1(1+(−1)u+1)
2d
)
for j = 0
1
8
(
ζd+u+28 (1+(−1)
u+1iu)
(1−ζ8)2d
+
(−1)d+1ζd+u+28 ((−1)
u+1+iu)
(1+ζ8)2d
+
(−1)diu+1(1+(−1)u+1)
2d
)
for j = 1
1
8
(
ζd+u+28 (1+(−1)
u+1iu)
(1−ζ8)2d
+
(−1)d+1ζd+u+28 ((−1)
u+1+iu)
(1+ζ8)2d
+
(−1)d+1iu+1(1+(−1)u+1)
2d
)
for j = 2
1
8
(
ζd+u8 (1−i)(1+(−1)
u+1iu)
(1−ζ8)2(d+1)
+
(−1)d+1ζd+u8 (1−i)((−1)
u+1+iu)
(1+ζ8)2(d+1)
+
(−1)d+1iu+1(1+(−1)u+1)
2d
)
for j = 3
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Now we do these calculations explicitly for 1 ≤ u ≤ 3.
η
(
X4d+1(8; τ(1))
)
(ρ1)
=
1
8
(
ζd+18 (1− i)(1 + i)
(1− ζ8)2(d+1)
+
(−1)d+1ζd+18 (1− i)(1 + i)
(1 + ζ8)2(d+1)
+
(−1)d+1
2d−1
)
=
1
8
(
2ζd+18 (1 + ζ8)
2(d+1)
(1 − i)2(d+1)
+
(−1)d+1 · 2ζd+18 (1− ζ8)
2(d+1)
(1− i)2(d+1)
+
(−1)d+1
2d−1
)
=
id+1ζd+18
2d+3
(
φ+(2(d+1)) + (−1)
d+1φ−(2(d+1))
)
+
(−1)d+1
2d+2
=
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
i2ζ4d
′+2
8
24d′+4
φ˜+(8d
′+4) + 1
24d′+3
, if d = 4d′ + 1,
i3ζ4d
′+3
8
24d′+5
φ˜−(8d
′+6)− 1
24d′+4
, if d = 4d′ + 2,
ζ4d
′+4
8
24d′+6
φ˜+(8d
′+8) + 1
24d′+5
, if d = 4d′ + 3,
iζ4d
′+1
8
24d′+3
φ˜−(8d
′+2)− 1
24d′+2
, if d = 4d′
=
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
(−1)d
′
24d′+4
γ+(8d
′+4) + 1
24d′+3
, if d = 4d′ + 1,
(−1)d
′+1
24d′+5
γ−(8d
′+6)− 1
24d′+4
, if d = 4d′ + 2,
(−1)d
′+1
24d′+6
γ+(8d
′+8) + 1
24d′+5
, if d = 4d′ + 3,
(−1)d
′+1
24d′+3
γ−(8d
′+2)− 1
24d′+2
, if d = 4d′
η
(
X4d+1(8; τ(1))
)
(ρ2)
=
1
8
(
ζd+28 (1− i) · 2
(1 − ζ8)2(d+1)
+
(−1)d+1ζd+28 (1 − i) · (−2)
(1 + ζ8)2(d+1)
)
=
1
8
(
2ζd8 (1 + i)(1 + ζ8)
2(d+1)
(1− i)2(d+1)
+
(−1)d · 2ζd8 (1 + i)(1− ζ8)
2(d+1)
(1− i)2(d+1)
)
=
id+1ζd8
2d+3
(1 + i)
(
φ+(2(d+1)) + (−1)
dφ−(2(d+1))
)
=
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
i2ζ4d
′+1
8
24d′+4
(1 + i)φ˜−(8d
′+4), if d = 4d′ + 1,
i3ζ4d
′+2
8
24d′+5
(1 + i)φ˜+(8d
′+6), if d = 4d′ + 2,
ζ4d
′+3
8
24d′+6
(1 + i)φ˜−(8d
′+8), if d = 4d′ + 3,
iζ4d
′
8
24d′+3
(1 + i)φ˜+(8d
′+2), if d = 4d′
=
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
(−1)d
′
24d′+4
γ−(8d
′+4), if d = 4d′ + 1,
(−1)d
′
24d′+5
γ+(8d
′+6), if d = 4d′ + 2,
(−1)d
′+1
24d′+6
γ−(8d
′+8), if d = 4d′ + 3,
(−1)d
′+1
24d′+3
γ+(8d
′+2), if d = 4d′
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η
(
X4d+1(8; τ(1))
)
(ρ3)
=
1
8
(
ζd+38 (1− i)
2
(1 − ζ8)2(d+1)
+
(−1)d+1ζd+38 (1 − i)
2
(1 + ζ8)2(d+1)
+
(−1)d
2d−1
)
=
1
8
(
2ζd+18 (1 + ζ8)
2(d+1)
(1 − i)2(d+1)
+
(−1)d+1 · 2ζd+18 (1− ζ8)
2(d+1)
(1− i)2(d+1)
+
(−1)d
2d−1
)
=
id+1ζd+18
2d+3
(
φ+(2(d+1)) + (−1)
d+1φ−(2(d+1))
)
+
(−1)d
2d+2
=
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
(−1)d
′
24d′+4
γ+(8d
′+4)− 1
24d′+3
, if d = 4d′ + 1,
(−1)d
′+1
24d′+5
γ−(8d
′+6) + 1
24d′+4
, if d = 4d′ + 2,
(−1)d
′+1
24d′+6
γ+(8d
′+8)− 1
24d′+5
, if d = 4d′ + 3,
(−1)d
′+1
24d′+3
γ−(8d
′+2) + 1
24d′+2
, if d = 4d′
η
(
X4d+1(8; τ(3))
)
(ρ1)
=
1
8
(
ζd+38 (1 + i)
(1− ζ8)2d
+
(−1)d+1ζd+38 (1 + i)
(1 + ζ8)2d
+
(−1)d+1
2d−1
)
=
1
8
(
ζd+38 (1 + i)(1 + ζ8)
2d
(1− i)2d
+
(−1)d+1ζd+38 (1 + i)(1− ζ8)
2d
(1− i)2d
+
(−1)d+1
2d−1
)
=
id+1ζd+18
2d+3
(1 + i)
(
φ+(2d) + (−1)
d+1φ−(2d)
)
+
(−1)d+1
2d+2
=
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
i2ζ4d
′+2
8
24d′+4
(1 + i)φ˜+(8d
′+2) + 1
24d′+3
, if d = 4d′ + 1,
i3ζ4d
′+3
8
24d′+5
(1 + i)φ˜−(8d
′+4)− 1
24d′+4
, if d = 4d′ + 2,
ζ4d
′+4
8
24d′+6
(1 + i)φ˜+(8d
′+6) + 1
24d′+5
, if d = 4d′ + 3,
iζ4d
′+1
8
24d′+3
(1 + i)φ˜−(8d
′) − 1
24d′+2
, if d = 4d′
=
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
(−1)d
′
24d′+4
γ+(8d
′+2) + 1
24d′+3
, if d = 4d′ + 1,
(−1)d
′+1
24d′+5
γ−(8d
′+4)− 1
24d′+4
, if d = 4d′ + 2,
(−1)d
′+1
24d′+6
γ+(8d
′+6) + 1
24d′+5
, if d = 4d′ + 3,
(−1)d
′+1
24d′+3
γ−(8d
′) − 1
24d′+2
, if d = 4d′
η
(
X4d+1(8; τ(3))
)
(ρ2)
=
1
8
(
ζd+48 · 2
(1 − ζ8)2d
+
(−1)d+1ζd+48 · (−2)
(1 + ζ8)2d
)
=
1
8
(
−2ζd8 (1 + ζ8)
2d
(1− i)2d
+
(−1)d+1 · 2ζd8 (1 − ζ8)
2d
(1− i)2d
)
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= −
idζd8
2d+2
(
φ+(2d) + (−1)
dφ−(2d)
)
=
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
−
iζ4d
′+1
8
24d′+3
φ˜−(8d
′+2), if d = 4d′ + 1,
−
i2ζ4d
′+2
8
24d′+4
φ˜+(8d
′+4), if d = 4d′ + 2,
−
i3ζ4d
′+3
8
24d′+5
φ˜−(8d
′+6), if d = 4d′ + 3,
− ζ
4d′
8
24d′+2
φ˜+(8d
′), if d = 4d′
=
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
(−1)d
′
24d′+3
γ−(8d
′+2), if d = 4d′ + 1,
(−1)d
′+1
24d′+4
γ+(8d
′+4), if d = 4d′ + 2,
(−1)d
′
24d′+5
γ−(8d
′+6), if d = 4d′ + 3,
(−1)d
′+1
24d′+2
γ+(8d
′), if d = 4d′
η
(
X4d+1(8; τ(3))
)
(ρ3)
=
1
8
(
ζd+58 (1− i)
(1− ζ8)2d
+
(−1)d+1ζd+58 (1− i)
(1 + ζ8)2d
+
(−1)d
2d−1
)
=
1
8
(
ζd+58 (1− i)(1 + ζ8)
2d
(1− i)2d
+
(−1)d+1ζd+58 (1− i)(1 − ζ8)
2d
(1 − i)2d
+
(−1)d
2d−1
)
= −
idζd+18
2d+3
(1− i)
(
φ+(2d) + (−1)
d+1φ−(2d)
)
+
(−1)d
2d+2
=
id+1ζd+18
2d+3
(1 + i)
(
φ+(2d) + (−1)
d+1φ−(2d)
)
+
(−1)d
2d+2
=
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
(−1)d
′
24d′+4
γ+(8d
′+2)− 1
24d′+3
, if d = 4d′ + 1,
(−1)d
′+1
24d′+5
γ−(8d
′+4) + 1
24d′+4
, if d = 4d′ + 2,
(−1)d
′+1
24d′+6
γ+(8d
′+6)− 1
24d′+5
, if d = 4d′ + 3,
(−1)d
′+1
24d′+3
γ−(8d
′) + 1
24d′+2
, if d = 4d′
Again the initial calculations of the eta invariants in dimensions 4d − 1 show
that
η
(
X4d+1(8; τ(5))
)
(ρu) = η
(
X4d+1(8; τ(3))
)
(ρu) +
(−1)d+1iu+1
(
1 + (−1)u+1
)
2d+2
as well as
η
(
X4d+1(8; τ(7))
)
(ρu) = η
(
X4d+1(8; τ(1))
)
(ρu) +
(−1)d+1iu+1
(
1 + (−1)u+1
)
2d+2
.
As in dimension 4d − 1 this means that we receive the eta invariant values
η
(
X4d+1(8; τ(5))
)
(ρu) and η
(
X4d+1(8; τ(7))
)
(ρu) by taking the values of
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η
(
X4d+1(8; τ(3))
)
(ρu) and η
(
X4d+1(8; τ(1))
)
(ρu) respectively and change the
signs of the summands which do not contain any factor γ±(2d). We do this now
and get
η
(
X4d+1(8; τ(5))
)
(ρ1) =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
(−1)d
′
24d′+4
γ+(8d
′+2)− 1
24d′+3
, if d = 4d′ + 1,
(−1)d
′+1
24d′+5
γ−(8d
′+4) + 1
24d′+4
, if d = 4d′ + 2,
(−1)d
′+1
24d′+6
γ+(8d
′+6)− 1
24d′+5
, if d = 4d′ + 3,
(−1)d
′+1
24d′+3
γ−(8d
′) + 1
24d′+2
, if d = 4d′
η
(
X4d+1(8; τ(5))
)
(ρ2) =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
(−1)d
′
24d′+3
γ−(8d
′+2), if d = 4d′ + 1,
(−1)d
′+1
24d′+4
γ+(8d
′+4), if d = 4d′ + 2,
(−1)d
′
24d′+5
γ−(8d
′+6), if d = 4d′ + 3,
(−1)d
′+1
24d′+2
γ+(8d
′), if d = 4d′
η
(
X4d+1(8; τ(5))
)
(ρ3) =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
(−1)d
′
24d′+4
γ+(8d
′+2) + 1
24d′+3
, if d = 4d′ + 1,
(−1)d
′+1
24d′+5
γ−(8d
′+4)− 1
24d′+4
, if d = 4d′ + 2,
(−1)d
′+1
24d′+6
γ+(8d
′+6) + 1
24d′+5
, if d = 4d′ + 3,
(−1)d
′+1
24d′+3
γ−(8d
′) − 1
24d′+2
, if d = 4d′
η
(
X4d+1(8; τ(7))
)
(ρ1) =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
(−1)d
′
24d′+4
γ+(8d
′+4)− 1
24d′+3
, if d = 4d′ + 1,
(−1)d
′+1
24d′+5
γ−(8d
′+6) + 1
24d′+4
, if d = 4d′ + 2,
(−1)d
′+1
24d′+6
γ+(8d
′+8)− 1
24d′+5
, if d = 4d′ + 3,
(−1)d
′+1
24d′+3
γ−(8d
′+2) + 1
24d′+2
, if d = 4d′
η
(
X4d+1(8; τ(7))
)
(ρ2) =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
(−1)d
′
24d′+4
γ−(8d
′+4), if d = 4d′ + 1,
(−1)d
′
24d′+5
γ+(8d
′+6), if d = 4d′ + 2,
(−1)d
′+1
24d′+6
γ−(8d
′+8), if d = 4d′ + 3,
(−1)d
′+1
24d′+3
γ+(8d
′+2), if d = 4d′
η
(
X4d+1(8; τ(7))
)
(ρ3) =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
(−1)d
′
24d′+4
γ+(8d
′+4) + 1
24d′+3
, if d = 4d′ + 1,
(−1)d
′+1
24d′+5
γ−(8d
′+6)− 1
24d′+4
, if d = 4d′ + 2,
(−1)d
′+1
24d′+6
γ+(8d
′+8) + 1
24d′+5
, if d = 4d′ + 3,
(−1)d
′+1
24d′+3
γ−(8d
′+2)− 1
24d′+2
, if d = 4d′.
Now we compute the groups k˜o4d±1(BC8) for d ≥ 1. The calculations of the eta
invariants concerning these groups show that the work with the corresponding
standard eta matrices requires to distinguish the cases d = 4d′ + k, where
0 ≤ k ≤ 3. For this reason we ﬁx an integer d′ ≥ 0 and introduce the notation
a2k := γ+(8d
′+2k), b2k := γ−(8d
′+2k).
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Using this notation the standard eta matrices become easier to understand.
Any occuring eta invariant x is contained in Z
[
1
2
]
/Z or Z
[
1
2
]
/2Z, thus there are
integers r ≥ 0 and a ∈ 2Z+1 such that
x =
a
2r
∈ Z
[
1
2
]/
(1+)Z
for some  ∈ {0; 1}. The consequence of this is that
ord(x) =
{
2r, if x ∈ Z
[
1
2
]
/Z,
2r+1, if x ∈ Z
[
1
2
]
/2Z.
In particular the order of any occuring eta invariant is a power of 2. Throughout
the following calculations we will use the fact that the involved eta invariants
generate the groups k˜o4d±1(BC8) (compare [BGS97] and [BG99]).
We start with the computation of the groups k˜o4d+1(BC8). First let d = 4d
′+1.
Then the standard eta matrix is given by⎡⎢⎢⎢⎢⎢⎣
(−1)d
′
24d′+4
a4+
1
24d′+3
(−1)d
′
24d′+4
b4
(−1)d
′
24d′+4
a4−
1
24d′+3
(−1)d
′
24d′+4
a2+
1
24d′+3
(−1)d
′
24d′+3
b2
(−1)d
′
24d′+4
a2−
1
24d′+3
(−1)d
′
24d′+4
a2−
1
24d′+3
(−1)d
′
24d′+3
b2
(−1)d
′
24d′+4
a2+
1
24d′+3
(−1)d
′
24d′+4
a4−
1
24d′+3
(−1)d
′
24d′+4
b4
(−1)d
′
24d′+4
a4+
1
24d′+3
⎤⎥⎥⎥⎥⎥⎦ .
We substract the second row from the third one and the ﬁrst row from the
fourth one. This leads to the matrix⎡⎢⎢⎢⎢⎣
(−1)d
′
24d′+4
a4+
1
24d′+3
(−1)d
′
24d′+4
b4
(−1)d
′
24d′+4
a4−
1
24d′+3
(−1)d
′
24d′+4
a2+
1
24d′+3
(−1)d
′
24d′+3
b2
(−1)d
′
24d′+4
a2−
1
24d′+3
− 1
24d′+2
0 1
24d′+2
− 1
24d′+2
0 1
24d′+2
⎤⎥⎥⎥⎥⎦ .
Next we substract the third row from the fourth one which we may omit then.
After that we substract the ﬁrst column from the third one. All this simpliﬁes
the above matrix to⎡⎢⎢⎣
(−1)d
′
24d′+4
a4+
1
24d′+3
(−1)d
′
24d′+4
b4 −
1
24d′+2
(−1)d
′
24d′+4
a2+
1
24d′+3
(−1)d
′
24d′+3
b2 −
1
24d′+2
− 1
24d′+2
0 1
24d′+1
⎤⎥⎥⎦ .
Lemma 2.2.42 yields that a4 = a2 + 2b2 and b4 = 2a2 + 2b2. Therefore we
substract the second row from the ﬁrst one and receive the matrix⎡⎢⎢⎣
(−1)d
′
24d′+3
b2
(−1)d
′
24d′+3
a2 0
(−1)d
′
24d′+4
a2+
1
24d′+3
(−1)d
′
24d′+3
b2 −
1
24d′+2
− 1
24d′+2
0 1
24d′+1
⎤⎥⎥⎦ .
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We have 4|b2 and 4|a2, hence the numbers
(−1)d
′
2 b2 and
(−1)d
′
4 a2 are integers.
We add the (−1)
d′
2 b2-fold of the third row to the ﬁrst one and the
(−1)d
′
4 a2-fold
of the third row to the second one. Then we obtain the matrix⎡⎢⎢⎣ 0
(−1)d
′
24d′+3
a2
(−1)d
′
24d′+2
b2
1
24d′+3
(−1)d
′
24d′+3
b2
(−1)d
′
24d′+3
a2−
1
24d′+2
− 1
24d′+2
0 1
24d′+1
⎤⎥⎥⎦ .
Next we add the 2-fold of the second row to the third one. After that we use
the ﬁrst column to eliminate the entries in the second row of the second and the
third column. All this leads to the matrix⎡⎢⎢⎣ 0
(−1)d
′
24d′+3
a2
(−1)d
′
24d′+2
b2
1
24d′+3
0 0
0 (−1)
d′
24d′+2
b2
(−1)d
′
24d′+2
a2
⎤⎥⎥⎦ .
Now we interchange the ﬁrst and the second row and get⎡⎢⎢⎣
1
24d′+3
(−1)d
′
24d′+3
a2
(−1)d
′
24d′+2
b2
(−1)d
′
24d′+2
b2
(−1)d
′
24d′+2
a2
⎤⎥⎥⎦ .
From this matrix we receive that
k˜o16d′+5(BC8) ∼= Z/2
4d′+3 ⊕ T, (2.49)
where T is the group generated by the second and third row of the above matrix.
For the rest of our calculation we may restrict ourselves to its lower right 2×2-
submatrix which we call M for the moment. But at this point we have the
problem that on the one hand a2 and b2 depend on the integer d
′, on the other
hand we do not have any closed formula for them. That is why we cannot go on
with the Gauss elimination of the matrix M since we do not know whether we
can use the ﬁrst or the second row ofM for the next elimination step. Therefore
we have to distinguish these cases. Throughout this computation step let
A :=
(−1)d
′
24d′+3
a2, B :=
(−1)d
′
24d′+2
b2.
Then we have
M =
[
A B
B 2A
]
.
First case: ord(A) > ord(B) in R/Z. Then there exists an even integer λ such
that
λA+B = 0 in R/Z. (2.50)
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Now we do Gauss elimination on M and add the λ-fold of the ﬁrst row to the
second one. After that we add the λ-fold of the ﬁrst column to the second one.
This yields the matrix[
A 0
0 2A+ λB
]
=
(2.50)
[
A 0
0 (2− λ2)A
]
.
Let ord(A) = 2s for some integer s ≥ 1. Since λ is even we have
2− λ2 ≡ 2 (mod 4),
thus the last calculation and equation (2.49) imply
k˜o16d′+5(BC8) ∼= Z/2
4d′+3 ⊕ Z/2s ⊕ Z/2s−1. (2.51)
Second case: ord(A) = ord(B) in R/Z. Then there exists an odd integer μ such
that
μA+B = 0 in R/Z
and we do the same as in the ﬁrst case. Again we obtain the matrix[
A 0
0 (2− μ2)A
]
,
but this time the integer 2− μ2 is odd since μ is odd. Hence if ord(B) = 2t for
some integer t ≥ 1 the last computation and equation (2.49) imply
k˜o16d′+5(BC8) ∼= Z/2
4d′+3 ⊕ Z/2t ⊕ Z/2t. (2.52)
Third case: ord(A) < ord(B) in R/Z. Then there exists an even integer ν such
that
νB +A = 0 in R/Z. (2.53)
Now we do Gauss elimination on M and add the ν-fold of the second column to
the ﬁrst one. After that we add the 2ν-fold of the second row to the ﬁrst one.
This yields the matrix
M =
[
0 B
B + 2νA 0
]
=
(2.53)
[
0 B
(1− 2ν2)B 0
]
.
Let ord(B) = 2u for some integer u ≥ 1. The integer 1− 2ν2 is odd, hence the
last computation and equation (2.49) imply
k˜o16d′+5(BC8) ∼= Z/2
4d′+3 ⊕ Z/2u ⊕ Z/2u. (2.54)
From these cases we get for an appropriate q ≥ 1 that
k˜o16d′+5(BC8) ∼=
{
Z/24d
′+3 ⊕ Z/2q ⊕ Z/2q−1, if ord(A) > ord(B),
Z/24d
′+3 ⊕ Z/2q ⊕ Z/2q, if ord(A) ≤ ord(B).
(2.55)
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The orders of the two groups occuring in the right-hand side of this equation are
diﬀerent, but we know the order of k˜o16d′+5(BC8), therefore we can determine
its correct group structure. From theorem 2.2.34 we know that
ord
(
k˜o16d′+5(BC8)
)
= 28d
′+4.
This implies that the correct case in equation (2.55) is the case ord(A) > ord(B)
and we directly compute q = 2d′ + 1, thus
k˜o16d′+5(BC8) ∼= Z/2
4d′+3 ⊕ Z/22d
′+1 ⊕ Z/22d
′
. (2.56)
Now let d = 4d′ + 2. Then we get as standard eta matrix⎡⎢⎢⎢⎢⎢⎣
(−1)d
′+1
24d′+5
b6−
1
24d′+4
(−1)d
′
24d′+5
a6
(−1)d
′+1
24d′+5
b6+
1
24d′+4
(−1)d
′+1
24d′+5
b4−
1
24d′+4
(−1)d
′+1
24d′+4
a4
(−1)d
′+1
24d′+5
b4+
1
24d′+4
(−1)d
′+1
24d′+5
b4+
1
24d′+4
(−1)d
′+1
24d′+4
a4
(−1)d
′+1
24d′+5
b4−
1
24d′+4
(−1)d
′+1
24d′+5
b6+
1
24d′+4
(−1)d
′
24d′+5
a6
(−1)d
′+1
24d′+5
b6−
1
24d′+4
⎤⎥⎥⎥⎥⎥⎦ .
We substract the second row from the third one and the ﬁrst row from the
fourth one. This leads to the matrix⎡⎢⎢⎢⎢⎣
(−1)d
′+1
24d′+5
b6−
1
24d′+4
(−1)d
′
24d′+5
a6
(−1)d
′+1
24d′+5
b6+
1
24d′+4
(−1)d
′+1
24d′+5
b4−
1
24d′+4
(−1)d
′+1
24d′+4
a4
(−1)d
′+1
24d′+5
b4+
1
24d′+4
1
24d′+3
0 − 1
24d′+3
1
24d′+3
0 − 1
24d′+3
⎤⎥⎥⎥⎥⎦ .
Next we substract the third row from the fourth one which we may omit then.
After that we substract the ﬁrst column from the third one. All this simpliﬁes
the above matrix to⎡⎢⎢⎣
(−1)d
′+1
24d′+5
b6−
1
24d′+4
(−1)d
′
24d′+5
a6
1
24d′+3
(−1)d
′+1
24d′+5
b4−
1
24d′+4
(−1)d
′+1
24d′+4
a4
1
24d′+3
1
24d′+3
0 − 1
24d′+2
⎤⎥⎥⎦ .
Lemma 2.2.42 yields that a6 = −2a4 − 2b4 and b6 = 2a4 + b4. Therefore we
substract the second row from the ﬁrst one and receive the matrix⎡⎢⎢⎣
(−1)d
′+1
24d′+4
a4
(−1)d
′+1
24d′+4
b4 0
(−1)d
′+1
24d′+5
b4−
1
24d′+4
(−1)d
′+1
24d′+4
a4
1
24d′+3
1
24d′+3
0 − 1
24d′+2
⎤⎥⎥⎦ .
We have 2|a4 and 4|b4, hence the numbers
(−1)d
′
2 a4 and
(−1)d
′
4 b4 are integers.
We add the (−1)
d′
2 a4-fold of the third row to the ﬁrst one and the
(−1)d
′
4 b4-fold
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of the third row to the second one. Then we obtain the matrix⎡⎢⎢⎣ 0
(−1)d
′+1
24d′+4
b4
(−1)d
′+1
24d′+3
a4
− 1
24d′+4
(−1)d
′+1
24d′+4
a4
(−1)d
′+1
24d′+4
b4+
1
24d′+3
1
24d′+3
0 − 1
24d′+2
⎤⎥⎥⎦ .
Next we add the 2-fold of the second row to the third one. After that we use
the ﬁrst column to eliminate the entries in the second row of the second and the
third column. All this leads to the matrix⎡⎢⎢⎣ 0
(−1)d
′+1
24d′+4
b4
(−1)d
′+1
24d′+3
a4
− 1
24d′+4
0 0
0 (−1)
d′+1
24d′+3
a4
(−1)d
′+1
24d′+3
b4
⎤⎥⎥⎦ .
Now we interchange the ﬁrst and the second row and get⎡⎢⎢⎣
− 1
24d′+4
(−1)d
′+1
24d′+4
b4
(−1)d
′+1
24d′+3
a4
(−1)d
′+1
24d′+3
a4
(−1)d
′+1
24d′+3
b4
⎤⎥⎥⎦ .
The lower right 2×2-submatrix is again of the shape
M =
[
A B
B 2A
]
,
therefore we can do the same computation steps as for the case d = 4d′ +1 and
receive for an appropriate q ≥ 1 that
k˜o16d′+9(BC8) ∼=
{
Z/24d
′+4 ⊕ Z/2q ⊕ Z/2q−1, if ord(A) > ord(B),
Z/24d
′+4 ⊕ Z/2q ⊕ Z/2q, if ord(A) ≤ ord(B).
(2.57)
From theorem 2.2.34 we know that
ord
(
k˜o16d′+9(BC8)
)
= 28d
′+7.
This implies that the correct case in equation (2.57) is the case ord(A) > ord(B)
and we directly compute q = 2d′ + 2, thus
k˜o16d′+9(BC8) ∼= Z/2
4d′+4 ⊕ Z/22d
′+2 ⊕ Z/22d
′+1. (2.58)
Now let d = 4d′ + 3. Then we get as standard eta matrix⎡⎢⎢⎢⎢⎢⎣
(−1)d
′+1
24d′+6
a8+
1
24d′+5
(−1)d
′+1
24d′+6
b8
(−1)d
′+1
24d′+6
a8−
1
24d′+5
(−1)d
′+1
24d′+6
a6+
1
24d′+5
(−1)d
′
24d′+5
b6
(−1)d
′+1
24d′+6
a6−
1
24d′+5
(−1)d
′+1
24d′+6
a6−
1
24d′+5
(−1)d
′
24d′+5
b6
(−1)d
′+1
24d′+6
a6+
1
24d′+5
(−1)d
′+1
24d′+6
a8−
1
24d′+5
(−1)d
′+1
24d′+6
b8
(−1)d
′+1
24d′+6
a8+
1
24d′+5
⎤⎥⎥⎥⎥⎥⎦ .
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We substract the second row from the third one and the ﬁrst row from the
fourth one. This leads to the matrix⎡⎢⎢⎢⎢⎣
(−1)d
′+1
24d′+6
a8+
1
24d′+5
(−1)d
′+1
24d′+6
b8
(−1)d
′+1
24d′+6
a8−
1
24d′+5
(−1)d
′+1
24d′+6
a6+
1
24d′+5
(−1)d
′
24d′+5
b6
(−1)d
′+1
24d′+6
a6−
1
24d′+5
− 1
24d′+4
0 1
24d′+4
− 1
24d′+4
0 1
24d′+4
⎤⎥⎥⎥⎥⎦ .
Next we substract the third row from the fourth one which we may omit then.
After that we substract the ﬁrst column from the third one. All this simpliﬁes
the above matrix to⎡⎢⎢⎣
(−1)d
′+1
24d′+6
a8+
1
24d′+5
(−1)d
′+1
24d′+6
b8 −
1
24d′+4
(−1)d
′+1
24d′+6
a6+
1
24d′+5
(−1)d
′
24d′+5
b6 −
1
24d′+4
− 1
24d′+4
0 1
24d′+3
⎤⎥⎥⎦ .
Lemma 2.2.42 yields that a8 = a6 − 2b6 and b8 = 2a6 − 2b6. Therefore we
substract the second row from the ﬁrst one and receive the matrix⎡⎢⎢⎣
(−1)d
′
24d′+5
b6
(−1)d
′+1
24d′+5
a6 0
(−1)d
′+1
24d′+6
a6+
1
24d′+5
(−1)d
′
24d′+5
b6 −
1
24d′+4
− 1
24d′+4
0 1
24d′+3
⎤⎥⎥⎦ .
We have 2|b6 and 4|a6, hence the numbers
(−1)d
′
2 b6 and
(−1)d
′
4 a6 are integers.
We add the (−1)
d′
2 b6-fold of the third row to the ﬁrst one and the
(−1)d
′
4 a6-fold
of the third row to the second one. Then we obtain the matrix⎡⎢⎢⎣ 0
(−1)d
′+1
24d′+5
a6
(−1)d
′
24d′+4
b6
1
24d′+5
(−1)d
′
24d′+5
b6
(−1)d
′+1
24d′+5
a6−
1
24d′+4
− 1
24d′+4
0 1
24d′+3
⎤⎥⎥⎦ .
Next we add the 2-fold of the second row to the third one. After that we use
the ﬁrst column to eliminate the entries in the second row of the second and the
third column. All this leads to the matrix⎡⎢⎢⎣ 0
(−1)d
′+1
24d′+5
a6
(−1)d
′
24d′+4
b6
1
24d′+5
0 0
0 (−1)
d′
24d′+4
b6
(−1)d
′+1
24d′+4
a6
⎤⎥⎥⎦ .
Now we interchange the ﬁrst and the second row and get⎡⎢⎢⎣
1
24d′+5
(−1)d
′+1
24d′+5
a6
(−1)d
′
24d′+4
b6
(−1)d
′
24d′+4
b6
(−1)d
′+1
24d′+4
a6
⎤⎥⎥⎦ .
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The lower right 2×2-submatrix is again of the shape
M =
[
A B
B 2A
]
.
That is why again we can do the same computation steps as for the case d =
4d′ + 1 and receive for an appropriate q ≥ 1
k˜o16d′+13(BC8) ∼=
{
Z/24d
′+5 ⊕ Z/2q ⊕ Z/2q−1, if ord(A) > ord(B),
Z/24d
′+5 ⊕ Z/2q ⊕ Z/2q, if ord(A) ≤ ord(B).
(2.59)
From theorem 2.2.34 we know that
ord
(
k˜o16d′+13(BC8)
)
= 28d
′+8.
This implies that the correct case in equation (2.57) is the case ord(A) > ord(B)
and we directly compute q = 2d′ + 2, thus
k˜o16d′+13(BC8) ∼= Z/2
4d′+5 ⊕ Z/22d
′+2 ⊕ Z/22d
′+1. (2.60)
Finally let d = 4d′. This time we assume d′ ≥ 1. Then the standard eta
matrix is given by⎡⎢⎢⎢⎢⎢⎣
(−1)d
′+1
24d′+3
b2−
1
24d′+2
(−1)d
′+1
24d′+3
a2
(−1)d
′+1
24d′+3
b2+
1
24d′+2
(−1)d
′+1
24d′+3
b0−
1
24d′+2
(−1)d
′+1
24d′+2
a0
(−1)d
′+1
24d′+3
b0+
1
24d′+2
(−1)d
′+1
24d′+3
b0+
1
24d′+2
(−1)d
′+1
24d′+2
a0
(−1)d
′+1
24d′+3
b0−
1
24d′+2
(−1)d
′+1
24d′+3
b2+
1
24d′+2
(−1)d
′+1
24d′+3
a2
(−1)d
′+1
24d′+3
b2−
1
24d′+2
⎤⎥⎥⎥⎥⎥⎦ .
We substract the second row from the third one and the ﬁrst row from the
fourth one. This leads to the matrix⎡⎢⎢⎢⎢⎣
(−1)d
′+1
24d′+3
b2−
1
24d′+2
(−1)d
′+1
24d′+3
a2
(−1)d
′+1
24d′+3
b2+
1
24d′+2
(−1)d
′+1
24d′+3
b0−
1
24d′+2
(−1)d
′+1
24d′+2
a0
(−1)d
′+1
24d′+3
b0+
1
24d′+2
1
24d′+1
0 − 1
24d′+1
1
24d′+1
0 − 1
24d′+1
⎤⎥⎥⎥⎥⎦ .
Next we substract the third row from the fourth one which we may omit then.
After that we substract the ﬁrst column from the third one. All this simpliﬁes
the above matrix to⎡⎢⎢⎣
(−1)d
′+1
24d′+3
b2−
1
24d′+2
(−1)d
′+1
24d′+3
a2
1
24d′+1
(−1)d
′+1
24d′+3
b0−
1
24d′+2
(−1)d
′+1
24d′+2
a0
1
24d′+1
1
24d′+1
0 − 1
24d′
⎤⎥⎥⎦ .
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Lemma 2.2.42 yields that a2 = 2a0 + 2b0 and b2 = a0 + 2b0. Therefore we
substract the 2-fold of the second row from the ﬁrst one and receive the matrix⎡⎢⎢⎣
(−1)d
′+1
24d′+3
a0+
1
24d′+2
(−1)d
′+1
24d′+2
(b0−a0) −
1
24d′+1
(−1)d
′+1
24d′+3
b0−
1
24d′+2
(−1)d
′+1
24d′+2
a0
1
24d′+1
1
24d′+1
0 − 1
24d′
⎤⎥⎥⎦ .
Since d′ ≥ 1 we have 4|a0 and 4|b0, hence the numbers
(−1)d
′
4 a0 and
(−1)d
′
4 b0
are integers. We add the (−1)
d′
4 a0-fold of the third row to the ﬁrst one and the
(−1)d
′
4 b0-fold of the third row to the second one. Then we receive the matrix⎡⎢⎢⎣
1
24d′+2
(−1)d
′+1
24d′+2
(b0−a0)
(−1)d
′+1
24d′+2
a0−
1
24d′+1
− 1
24d′+2
(−1)d
′+1
24d′+2
a0
(−1)d
′+1
24d′+2
b0+
1
24d′+1
1
24d′+1
0 − 1
24d′
⎤⎥⎥⎦ .
We add the 2-fold of the second row to the third one and then the ﬁrst row to
the second one. After that we use the ﬁrst column to eliminate the entries in
the ﬁrst line of the other columns. All this results in the matrix⎡⎢⎢⎣
1
24d′+2
(−1)d
′+1
24d′+2
b0
(−1)d
′+1
24d′+2
(a0+b0)
(−1)d
′+1
24d′+1
a0
(−1)d
′+1
24d′+1
b0
⎤⎥⎥⎦ .
From this matrix we receive that
k˜o16d′+1(BC8) ∼= Z/2
4d′+2 ⊕ T, (2.61)
where T is the group generated by the second and the third row of the above
matrix. For the rest of our calculation we may restrict ourselves to its lower
right 2×2-submatrix which we call M for the moment. Now we deﬁne
A :=
(−1)d
′+1
24d′+2
a0, B :=
(−1)d
′+1
24d′+2
b0.
Then the matrix M is given by
M =
[
B A+B
2A 2B
]
.
We substract the ﬁrst column from the second one and get[
B A
2A 2B − 2A
]
.
First case: ord(B) ≥ ord(A) in R/Z. Then there exists an integer λ such that
λB +A = 0 in R/Z. (2.62)
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We go on with the Gauss elimination on the above matrix and add the λ-fold
of the ﬁrst column to the second one. After that we add the 2λ-fold of the ﬁrst
row to the second one. These steps yield the matrix[
B 0
0 2B − 2A+ 2λA
]
=
(2.62)
[
B 0
0 (2 + 2λ− 2λ2)B
]
.
Let ord(B) = 2s for some integer s ≥ 1. We have
2 + 2λ− 2λ2 ≡ 2 (mod 4),
thus the last calculation and equation (2.61) imply
k˜o16d′+1(BC8) ∼= Z/2
4d′+2 ⊕ Z/2s ⊕ Z/2s−1. (2.63)
Second case: ord(B) < ord(A) in R/Z. Then there exists an even integer μ such
that
μA+B = 0 in R/Z. (2.64)
In this case we add the μ-fold of the second column to the ﬁrst one and then
we add the (2μ+ 2)-fold of the ﬁrst row to the second one. This results in the
matrix [
0 A
2A+ μ(2B − 2A) 0
]
=
(2.64)
[
0 A
(2− 2μ− 2μ2)A 0
]
.
Let ord(B) = 2u for some integer u ≥ 1. Since μ is even we have
2− 2μ− 2μ2 ≡ 2 (mod 4),
thus the last calculation and equation (2.61) imply
k˜o16d′+1(BC8) ∼= Z/2
4d′+2 ⊕ Z/2u ⊕ Z/2u−1. (2.65)
This coincides with the result of the ﬁrst case. Since we know the order of
k˜o16d′+1(BC8) we can determine its correct group structure. From theorem
2.2.34 we know that
ord
(
k˜o16d′+1(BC8)
)
= 28d
′+3.
We directly compute u = 2d′ + 1, hence
k˜o16d′+1(BC8) ∼= Z/2
4d′+2 ⊕ Z/22d
′+1 ⊕ Z/22d
′
. (2.66)
Next we turn to the computation of the groups k˜o4d−1(BC8). We begin with
the case d = 1, that is for dimension 3. The standard eta matrix for this case is
given by
⎡⎢⎢⎣
5
16
3
4
13
16 1
− 316
1
4
5
16 0
− 516 −
1
4
3
16 0
3
16
1
4
11
16 1
⎤⎥⎥⎦ =
⎡⎢⎢⎣
5
16 −
1
4 −
3
16 1
− 316
1
4
5
16 0
− 516 −
1
4
3
16 0
3
16
1
4 −
5
16 1
⎤⎥⎥⎦.
2.2. THE CYCLIC GROUP OF ORDER AT LEAST 4 155
We add the ﬁrst row to the third one and the second row to the fourth one and
obtain the matrix
⎡⎢⎢⎣
5
16 −
1
4 −
3
16 1
− 316
1
4
5
16 0
0 − 12 0 1
0 12 0 1
⎤⎥⎥⎦.
Next we add the 7-fold of the ﬁrst row to the second one and add the third
column to the fourth one and omit the latter row since it becomes zero now.
Then we get
⎡⎣ 516 − 14 − 316 10 12 0 1
0 − 12 0 1
⎤⎦.
Finally we add the second row to the third one and omit the latter row since it
becomes zero now. This leads to the matrix
[
5
16 −
1
4 −
3
16 1
0 12 0 1
]
and we receive that
k˜o3(BC8) ∼= Z/16⊕ Z/2. (2.67)
Now let d = 4d′ + 1 for some d′ ≥ 1. Then we get as standard eta matrix
⎡⎢⎢⎢⎢⎢⎣
(−1)d
′+1
24d′+4
a2+
(−1)d
′
24d′+3
b2+
1
24d′+3
+ 1
28d′+4
(−1)d
′
24d′+3
b2+
1
24d′+2
(−1)d
′+1
24d′+3
a0+
(−1)d
′
24d′+3
b0+
1
24d′+3
− 1
28d′+4
(−1)d
′
24d′+3
b0+
1
24d′+2
(−1)d
′+1
24d′+3
a0+
(−1)d
′
24d′+3
b0−
1
24d′+3
+ 1
28d′+4
(−1)d
′
24d′+3
b0−
1
24d′+2
(−1)d
′+1
24d′+4
a2+
(−1)d
′
24d′+3
b2−
1
24d′+3
− 1
28d′+4
(−1)d
′
24d′+3
b2−
1
24d′+2
(−1)d
′
24d′+4
a2+
(−1)d
′
24d′+3
b2+
1
24d′+3
+ 1
28d′+4
(−1)d
′
24d′+2
b2
(−1)d
′
24d′+3
a0+
(−1)d
′
24d′+3
b0+
1
24d′+3
− 1
28d′+4
(−1)d
′
24d′+2
b0
(−1)d
′
24d′+3
a0+
(−1)d
′
24d′+3
b0−
1
24d′+3
+ 1
28d′+4
(−1)d
′
24d′+2
b0
(−1)d
′
24d′+4
a2+
(−1)d
′
24d′+3
b2−
1
24d′+3
− 1
28d′+4
(−1)d
′
24d′+2
b2
⎤⎥⎥⎥⎥⎥⎦

.
First we substract the second row from the third one and the ﬁrst row from the
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fourth one. This leads to the matrix
⎡⎢⎢⎢⎢⎣
(−1)d
′+1
24d′+4
a2+
(−1)d
′
24d′+3
b2+
1
24d′+3
+ 1
28d′+4
(−1)d
′
24d′+3
b2+
1
24d′+2
(−1)d
′+1
24d′+3
a0+
(−1)d
′
24d′+3
b0+
1
24d′+3
− 1
28d′+4
(−1)d
′
24d′+3
b0+
1
24d′+2
− 1
24d′+2
+ 1
28d′+3
− 1
24d′+1
− 1
24d′+2
− 1
28d′+3
− 1
24d′+1
(−1)d
′
24d′+4
a2+
(−1)d
′
24d′+3
b2+
1
24d′+3
+ 1
28d′+4
(−1)d
′
24d′+2
b2
(−1)d
′
24d′+3
a0+
(−1)d
′
24d′+3
b0+
1
24d′+3
− 1
28d′+4
(−1)d
′
24d′+2
b0
− 1
24d′+2
+ 1
28d′+3
0
− 1
24d′+2
− 1
28d′+3
0
⎤⎥⎥⎥⎥⎦

.
Now we substact the third row from the fourth one and receive the matrix
⎡⎢⎢⎢⎢⎣
(−1)d
′+1
24d′+4
a2+
(−1)d
′
24d′+3
b2+
1
24d′+3
+ 1
28d′+4
(−1)d
′
24d′+3
b2+
1
24d′+2
(−1)d
′+1
24d′+3
a0+
(−1)d
′
24d′+3
b0+
1
24d′+3
− 1
28d′+4
(−1)d
′
24d′+3
b0+
1
24d′+2
− 1
24d′+2
+ 1
28d′+3
− 1
24d′+1
− 1
28d′+2
0
(−1)d
′
24d′+4
a2+
(−1)d
′
24d′+3
b2+
1
24d′+3
+ 1
28d′+4
(−1)d
′
24d′+2
b2
(−1)d
′
24d′+3
a0+
(−1)d
′
24d′+3
b0+
1
24d′+3
− 1
28d′+4
(−1)d
′
24d′+2
b0
− 1
24d′+2
+ 1
28d′+3
0
− 1
28d′+2
0
⎤⎥⎥⎥⎥⎦

.
Next we substract the ﬁrst column from the third one. After that we substract
the 4d′-fold of the fourth row to the third one and use the fourth row to eliminate
the ﬁrst three summands in the ﬁrst and the second row of the ﬁrst column. All
this simpliﬁes the above matrix to
⎡⎢⎢⎢⎢⎣
1
28d′+4
(−1)d
′
24d′+3
b2+
1
24d′+2
(−1)d
′
24d′+3
a2
(−1)d
′
24d′+2
b2
− 1
28d′+4
(−1)d
′
24d′+3
b0+
1
24d′+2
(−1)d
′
24d′+3
a0
(−1)d
′
24d′+2
b0
1
28d′+3
− 1
24d′+1
0 0
− 1
28d′+2
0 0 0
⎤⎥⎥⎥⎥⎦

.
Now we add the 2-fold of the third row to the fourth one. Then we add the
2-fold of the second row to the third one. After that we add the ﬁrst row to the
second one. When we have done all this we use the ﬁrst column to eliminate the
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entries in the ﬁrst row of the other columns. These steps result in the matrix
⎡⎢⎢⎢⎢⎣
1
28d′+4
(−1)d
′
24d′+3
(b2+b0)+
1
24d′+1
(−1)d
′
24d′+3
(a2+a0)
(−1)d
′
24d′+2
(b2+b0)
(−1)d
′
24d′+2
b0
(−1)d
′
24d′+2
a0
(−1)d
′
24d′+1
b0
− 1
24d′
0 0
⎤⎥⎥⎥⎥⎦

.
Since d′ ≥ 1 we have 4|b2 and 4|b0, thus the numbers
(−1)d
′
8 (b2+b0) and
(−1)d
′
4 b0
are integers. Therefore we can add the (−1)
d′
8 (b2+b0)-fold of the fourth row to
the second one and the (−1)
d′
4 b0-fold of the fourth row to the third one. Then
we obtain the matrix
⎡⎢⎢⎢⎢⎣
1
28d′+4
1
24d′+1
(−1)d
′
24d′+3
(a2+a0)
(−1)d
′
24d′+2
(b2+b0)
(−1)d
′
24d′+2
a0
(−1)d
′
24d′+1
b0
− 1
24d′
0 0
⎤⎥⎥⎥⎥⎦

.
Now we add the 2-fold of the second row to the fourth one. The condition d′ ≥ 1
implies that the integers a2 and a0 are even, hende we can eliminate the entries
in the second row of the third and the fourth column with the second column.
The above now becomes
⎡⎢⎢⎢⎢⎣
1
28d′+4
1
24d′+1
(−1)d
′
24d′+2
a0
(−1)d
′
24d′+1
b0
(−1)d
′
24d′+2
(a2+a0)
(−1)d
′
24d′+1
(b2+b0)
⎤⎥⎥⎥⎥⎦

.
Lemma 2.2.42 yields a2 = 2a0 + 2b0 and b2 = a0 + 2b0, thus the last matrix is
equal to
⎡⎢⎢⎢⎢⎣
1
28d′+4
1
24d′+1
(−1)d
′
24d′+2
a0
(−1)d
′
24d′+1
b0
(−1)d
′
24d′+2
(3a0+2b0)
(−1)d
′
24d′+1
(a0+3b0)
⎤⎥⎥⎥⎥⎦

.
Our next step is to substract the 3-fold of the third row from the fourth one.
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Then we get the matrix
⎡⎢⎢⎢⎢⎣
1
28d′+4
1
24d′+1
(−1)d
′
24d′+2
a0
(−1)d
′
24d′+1
b0
(−1)d
′
24d′+1
b0
(−1)d
′
24d′+1
a0
⎤⎥⎥⎥⎥⎦

.
From this matrix we receive that
k˜o16d′+3(BC8) ∼= Z/2
8d′+4 ⊕ Z/24d
′+1 ⊕ T, (2.68)
where T is the group generated by the third and the fourth row of the above
matrix. For the rest of our calculation we may restrict ourselves to its lower
right 2×2-submatrix which we call M for the moment. Throughout the current
computation step let
A :=
(−1)d
′
24d′+2
a0, B :=
(−1)d
′
24d′+1
b0.
Then we have
M =
[
A B
B 2A
]
.
In dimension 4d − 1 each entry of any eta matrix was an element in R/Z. In
this situation this is only true for the entries of the ﬁrst column, but the entries
of the second column are contained in R/2Z. This means that we only may add
the λ-fold of the ﬁrst column to the second one if λ is even.
First case: ord(A) > ord(B) in R/Z. Then there exists an even integer λ such
that
λA+B = 0 in R/Z. (2.69)
Now we do Gauss elimination on M and add the λ-fold of the ﬁrst row to the
second one. After that we add the λ-fold of the ﬁrst column to the second one.
Since λ is even and the coeﬃcients in the second column are elements of R/2Z
we may do this. These steps yield the matrix
[
A 0
0 2A+ λB
]
=
(2.69)
[
A 0
0 (2− λ2)A
]
.
Let ord(A) = 2s for some integer s ≥ 1. Since λ is even we have
2− λ2 ≡ 2 (mod 4),
thus the last calculation and equation (2.68) imply
k˜o16d′+3(BC8) ∼= Z/2
8d′+4 ⊕ Z/24d
′+1 ⊕ Z/2s ⊕ Z/2s (2.70)
since the entry (2 − λ2)A is contained in R/2Z.
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Second case: ord(A) ≤ ord(B) in R/Z. Then there exists an integer μ such
that
μB +A = 0 in R/Z. (2.71)
Now we do Gauss elimination on M and add the μ-fold of the second row to
the ﬁrst one. After that we add the 2μ-fold of the second column to the ﬁrst
one. This yields the matrix
[
0 B
B − 2μA 0
]
=
(2.71)
[
0 B
(1− 2μ2)B 0
]
.
Let ord(B) = 2u for some integer u ≥ 1. The integer 1 − 2μ2 is odd and
(1− 2μ2)B ∈ R/2Z, hence the last computation and equation (2.68) imply
k˜o16d′+3(BC8) ∼= Z/2
8d′+4 ⊕ Z/24d
′+1 ⊕ Z/2u+1 ⊕ Z/2u. (2.72)
From these cases we get for an appropriate q ≥ 1
k˜o16d′+3(BC8) ∼=
{
Z/28d
′+4 ⊕ Z/24d
′+1 ⊕ Z/2q ⊕ Z/2q, if ord(A) > ord(B),
Z/28d
′+4 ⊕ Z/24d
′+2 ⊕ Z/2q+1 ⊕ Z/2q, if ord(A) ≤ ord(B).
(2.73)
The orders of the two groups occuring in the right-hand side of this equation are
diﬀerent, but we know the order of k˜o16d′+3(BC8), therefore we can determine
its correct shape. From theorem 2.2.34 we know that
ord
(
k˜o16d′+3(BC8)
)
= 216d
′+5.
This implies that the correct case in equation (2.79) is the case ord(A) > ord(B)
and we directly compute q = 2d′, thus
k˜o16d′+3(BC8) ∼= Z/2
8d′+4 ⊕ Z/24d
′+1 ⊕ Z/22d
′
⊕ Z/22d
′
. (2.74)
Next let d = 4d′ + 2. Then the standard eta matrix is given by⎡⎢⎢⎢⎢⎢⎣
(−1)d
′+1
24d′+4
a4+
(−1)d
′
24d′+5
b4−
1
24d′+4
− 1
28d′+6
(−1)d
′+1
24d′+4
a4−
1
24d′+3
(−1)d
′+1
24d′+4
a2+
(−1)d
′
24d′+4
b2−
1
24d′+4
+ 1
28d′+6
(−1)d
′+1
24d′+4
a2−
1
24d′+3
(−1)d
′+1
24d′+4
a2+
(−1)d
′
24d′+4
b2+
1
24d′+4
− 1
28d′+6
(−1)d
′+1
24d′+4
a2+
1
24d′+3
(−1)d
′+1
24d′+4
a4+
(−1)d
′
24d′+5
b4+
1
24d′+4
+ 1
28d′+6
(−1)d
′+1
24d′+4
a4+
1
24d′+3
(−1)d
′+1
24d′+4
a4+
(−1)d
′+1
24d′+5
b4−
1
24d′+4
− 1
28d′+6
(−1)d
′+1
24d′+3
a4
(−1)d
′+1
24d′+4
a2+
(−1)d
′+1
24d′+4
b2−
1
24d′+4
+ 1
28d′+6
(−1)d
′+1
24d′+3
a2
(−1)d
′+1
24d′+4
a2+
(−1)d
′+1
24d′+4
b2+
1
24d′+4
− 1
28d′+6
(−1)d
′+1
24d′+3
a2
(−1)d
′+1
24d′+4
a4+
(−1)d
′+1
24d′+5
b4+
1
24d′+4
+ 1
28d′+6
(−1)d
′+1
24d′+3
a4
⎤⎥⎥⎥⎥⎥⎦ .
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First we substract the second row from the third one and the ﬁrst row from the
fourth one. This leads to the matrix⎡⎢⎢⎢⎢⎣
(−1)d
′+1
24d′+4
a4+
(−1)d
′
24d′+5
b4−
1
24d′+4
− 1
28d′+6
(−1)d
′+1
24d′+4
a4−
1
24d′+3
(−1)d
′+1
24d′+4
a2+
(−1)d
′
24d′+4
b2−
1
24d′+4
+ 1
28d′+6
(−1)d
′+1
24d′+4
a2−
1
24d′+3
1
24d′+3
− 1
28d′+5
1
24d′+2
1
24d′+3
+ 1
28d′+5
1
24d′+2
(−1)d
′+1
24d′+4
a4+
(−1)d
′+1
24d′+5
b4−
1
24d′+4
− 1
28d′+6
(−1)d
′+1
24d′+3
a4
(−1)d
′+1
24d′+4
a2+
(−1)d
′+1
24d′+4
b2−
1
24d′+4
+ 1
28d′+6
(−1)d
′+1
24d′+3
a2
1
24d′+3
− 1
28d′+5
0
1
24d′+3
+ 1
28d′+5
0
⎤⎥⎥⎥⎥⎦ .
Now we substact the third row from the fourth one and receive the matrix⎡⎢⎢⎢⎢⎣
(−1)d
′+1
24d′+4
a4+
(−1)d
′
24d′+5
b4−
1
24d′+4
− 1
28d′+6
(−1)d
′+1
24d′+4
a4−
1
24d′+3
(−1)d
′+1
24d′+4
a2+
(−1)d
′
24d′+4
b2−
1
24d′+4
+ 1
28d′+6
(−1)d
′+1
24d′+4
a2−
1
24d′+3
1
24d′+3
− 1
28d′+5
1
24d′+2
1
28d′+4
0
(−1)d
′+1
24d′+4
a4+
(−1)d
′+1
24d′+5
b4−
1
24d′+4
− 1
28d′+6
(−1)d
′+1
24d′+3
a4
(−1)d
′+1
24d′+4
a2+
(−1)d
′+1
24d′+4
b2−
1
24d′+4
+ 1
28d′+6
(−1)d
′+1
24d′+3
a2
1
24d′+3
− 1
28d′+5
0
1
28d′+4
0
⎤⎥⎥⎥⎥⎦ .
Next we substract the ﬁrst column from the third one. After that we substract
the (4d′ − 1)-fold of the fourth row to the third one and use the fourth row to
eliminate the ﬁrst three summands in the ﬁrst and the second row of the ﬁrst
column. All this simpliﬁes the above matrix to⎡⎢⎢⎢⎢⎣
− 1
28d′+6
(−1)d
′+1
24d′+4
a4−
1
24d′+3
(−1)d
′+1
24d′+4
b4
(−1)d
′+1
24d′+3
a4
1
28d′+6
(−1)d
′+1
24d′+4
a2−
1
24d′+3
(−1)d
′+1
24d′+3
b2
(−1)d
′+1
24d′+3
a2
− 1
28d′+5
1
24d′+2
0 0
1
28d′+4
0 0 0
⎤⎥⎥⎥⎥⎦ .
From lemma 2.2.42 we know that a4 = a2+2b2 and b4 = 2a2+2b2. We add the
2-fold of the third row to the fourth one, then the 2-fold of the second row to the
third row and after that we add the ﬁrst row to the second one. Finally we use
the ﬁrst column to eliminate the entries in the ﬁrst row of the other columns.
All these steps lead to the matrix⎡⎢⎢⎢⎢⎣
− 1
28d′+6
(−1)d
′+1
24d′+3
(a2+b2)−
1
24d′+2
(−1)d
′+1
24d′+3
(a2+2b2)
(−1)d
′+1
24d′+2
(a2+b2)
(−1)d
′+1
24d′+3
a2
(−1)d
′+1
24d′+2
b2
(−1)d
′+1
24d′+2
a2
1
24d′+1
0 0
⎤⎥⎥⎥⎥⎦ .
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We have 4 | a2 and 4 | b2, thus we can eliminate the entry in the third row of
the second column as well as the ﬁrst summand in the second row of the second
column and get⎡⎢⎢⎢⎢⎣
− 1
28d′+6
− 1
24d′+2
(−1)d
′+1
24d′+3
(a2+2b2)
(−1)d
′+1
24d′+2
(a2+b2)
0 (−1)
d′+1
24d′+2
b2
(−1)d
′+1
24d′+2
a2
1
24d′+1
0 0
⎤⎥⎥⎥⎥⎦ .
We go on with adding the 2-fold of the second row to the fourth one. After that
we use the second column to eliminate the entries in the second row of the other
columns. Then we receive the matrix⎡⎢⎢⎢⎢⎣
− 1
28d′+6
− 1
24d′+2
(−1)d
′+1
24d′+2
b2
(−1)d
′+1
24d′+2
a2
(−1)d
′+1
24d′+2
(a2+2b2)
(−1)d
′+1
24d′+1
(a2+b2)
⎤⎥⎥⎥⎥⎦ .
From this matrix we receive that
k˜o16d′+7(BC8) ∼= Z/2
8d′+6 ⊕ Z/24d
′+2 ⊕ T, (2.75)
where T is the group generated by the third and the fourth row of the above
matrix. For the rest of our calculation we may restrict ourselves to its lower
right 2×2-submatrix which we call M for the moment. Throughout the current
computation step let
A :=
(−1)d
′+1
24d′+2
a2, B :=
(−1)d
′+1
24d′+2
b2.
Then we have
M =
[
B A
A+ 2B 2A+ 2B
]
.
First case: ord(B) > ord(A) in R/Z. Then there exists an even integer λ such
that
λB +A = 0 in R/Z. (2.76)
Now we do Gauss elimination on M and add the λ-fold of the ﬁrst column to
the second one. After that we add the (λ− 2)-fold of the ﬁrst row to the second
one. This yields the matrix[
B 0
0 2A+ 2B + λ(A+ 4B)
]
=
(2.76)
[
B 0
0 (2− λ2)B
]
.
Let ord(B) = 2s in R/Z for some integer s ≥ 1. Since λ is even we have
2− λ2 ≡ 2 (mod 4),
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thus the last calculation and equation (2.75) imply
k˜o16d′+7(BC8) ∼= Z/2
8d′+6 ⊕ Z/24d
′+2 ⊕ Z/2s ⊕ Z/2s−1. (2.77)
Second case: ord(B) ≤ ord(A) in R/Z. Then there exists an integer μ such that
μA+B = 0 in R/Z. (2.78)
This time we add the μ-fold of the second column to the ﬁrst one. After that
we add the 2μ-fold of the second row to the ﬁrst one. This yields the matrix[
0 A
A+ 2B + μ(2A+ 2B) 0
]
=
(2.78)
[
0 A
(1− 2μ2)A 0
]
.
Let ord(B) = 2u for some integer u ≥ 1. The integer 1− 2μ2 is odd, hence the
last computation and equation (2.75) imply
k˜o16d′+7(BC8) ∼= Z/2
8d′+6 ⊕ Z/24d
′+2 ⊕ Z/2u ⊕ Z/2u. (2.79)
From these cases we receive for an appropriate q ≥ 1 that
k˜o16d′+7(BC8) ∼=
{
Z/28d
′+6 ⊕ Z/24d
′+2 ⊕ Z/2q ⊕ Z/2q−1, if ord(B) > ord(A),
Z/28d
′+6 ⊕ Z/24d
′+2 ⊕ Z/2q ⊕ Z/2q, if ord(B) ≤ ord(A).
(2.80)
From theorem 2.2.34 we know that
ord
(
k˜o16d′+7(BC8)
)
= 216d
′+8.
Out of this we obtain that in equation (2.80) the case ord(B) ≤ ord(A) is the
correct one and we directly compute q = 2d′, thus
k˜o16d′+7(BC8) ∼= Z/2
8d′+6 ⊕ Z/24d
′+2 ⊕ Z/22d
′
⊕ Z/22d
′
. (2.81)
Next let d = 4d′ + 3. Then the standard eta matrix is given by⎡⎢⎢⎢⎢⎢⎣
(−1)d
′
24d′+6
a6+
(−1)d
′
24d′+5
b6+
1
24d′+5
+ 1
28d′+8
(−1)d
′
24d′+5
b6+
1
24d′+4
(−1)d
′+1
24d′+5
a4+
(−1)d
′
24d′+5
b4+
1
24d′+5
− 1
28d′+8
(−1)d
′
24d′+5
b4+
1
24d′+4
(−1)d
′+1
24d′+5
a4+
(−1)d
′
24d′+5
b4−
1
24d′+5
+ 1
28d′+8
(−1)d
′
24d′+5
b4−
1
24d′+4
(−1)d
′
24d′+6
a6+
(−1)d
′
24d′+5
b6−
1
24d′+5
− 1
28d′+8
(−1)d
′
24d′+5
b6−
1
24d′+4
(−1)d
′+1
24d′+6
a6+
(−1)d
′
24d′+5
b6+
1
24d′+5
+ 1
28d′+8
(−1)d
′
24d′+4
b6
(−1)d
′
24d′+5
a4+
(−1)d
′
24d′+5
b4+
1
24d′+5
− 1
28d′+8
(−1)d
′
24d′+4
b4
(−1)d
′
24d′+5
a4+
(−1)d
′
24d′+5
b4−
1
24d′+5
+ 1
28d′+8
(−1)d
′
24d′+4
b4
(−1)d
′+1
24d′+6
a6+
(−1)d
′
24d′+5
b6−
1
24d′+5
− 1
28d′+8
(−1)d
′
24d′+4
b6
⎤⎥⎥⎥⎥⎥⎦

.
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First we substract the second row from the third one and the ﬁrst row from the
fourth one. This leads to the matrix⎡⎢⎢⎢⎢⎣
(−1)d
′
24d′+6
a6+
(−1)d
′
24d′+5
b6+
1
24d′+5
+ 1
28d′+8
(−1)d
′
24d′+5
b6+
1
24d′+4
(−1)d
′+1
24d′+5
a4+
(−1)d
′
24d′+5
b4+
1
24d′+5
− 1
28d′+8
(−1)d
′
24d′+5
b4+
1
24d′+4
− 1
24d′+4
+ 1
28d′+7
− 1
24d′+3
− 1
24d′+4
− 1
28d′+7
− 1
24d′+3
(−1)d
′+1
24d′+6
a6+
(−1)d
′
24d′+5
b6+
1
24d′+5
+ 1
28d′+8
(−1)d
′
24d′+4
b6
(−1)d
′
24d′+5
a4+
(−1)d
′
24d′+5
b4+
1
24d′+5
− 1
28d′+8
(−1)d
′
24d′+4
b4
− 1
24d′+4
+ 1
28d′+7
0
− 1
24d′+4
− 1
28d′+7
0
⎤⎥⎥⎥⎥⎦

.
Now we substact the third row from the fourth one and receive the matrix⎡⎢⎢⎢⎢⎣
(−1)d
′
24d′+6
a6+
(−1)d
′
24d′+5
b6+
1
24d′+5
+ 1
28d′+8
(−1)d
′
24d′+5
b6+
1
24d′+4
(−1)d
′+1
24d′+5
a4+
(−1)d
′
24d′+5
b4+
1
24d′+5
− 1
28d′+8
(−1)d
′
24d′+5
b4+
1
24d′+4
− 1
24d′+4
+ 1
28d′+7
− 1
24d′+3
− 1
28d′+6
0
(−1)d
′+1
24d′+6
a6+
(−1)d
′
24d′+5
b6+
1
24d′+5
+ 1
28d′+8
(−1)d
′
24d′+4
b6
(−1)d
′
24d′+5
a4+
(−1)d
′
24d′+5
b4+
1
24d′+5
− 1
28d′+8
(−1)d
′
24d′+4
b4
− 1
24d′+4
+ 1
28d′+7
0
− 1
28d′+6
0
⎤⎥⎥⎥⎥⎦

.
Next we substract the ﬁrst column from the third one. After that we substract
the (4d′ + 2)-fold of the fourth row to the third one and use the fourth row to
eliminate the ﬁrst three summands in the ﬁrst and the second row of the ﬁrst
column. All this simpliﬁes the above matrix to
⎡⎢⎢⎢⎢⎣
1
28d′+8
(−1)d
′
24d′+5
b6+
1
24d′+4
(−1)d
′+1
24d′+5
a6
(−1)d
′
24d′+4
b6
− 1
28d′+8
(−1)d
′
24d′+5
b4+
1
24d′+4
(−1)d
′
24d′+4
a4
(−1)d
′
24d′+4
b4
1
28d′+7
− 1
24d′+3
0 0
− 1
28d′+6
0 0 0
⎤⎥⎥⎥⎥⎦

.
Now we add the 2-fold of the third row to the fourth one, then the 2-fold of the
second row to the third row and after that we add the ﬁrst row to the second
one. Finally we use the ﬁrst column to eliminate the entries in the ﬁrst row of
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the other columns. All these steps lead to the matrix
⎡⎢⎢⎢⎢⎣
1
28d′+8
(−1)d
′
24d′+5
(b6+b4)+
1
24d′+3
(−1)d
′
24d′+5
(a6+2a4)
(−1)d
′
24d′+4
(b6+b4)
(−1)d
′
24d′+4
b4
(−1)d
′
24d′+3
a4
(−1)d
′
24d′+3
b4
− 1
24d′+2
0 0
⎤⎥⎥⎥⎥⎦

.
From lemma 2.2.42 we know that b6 + b4 = 2a4 + 2b4 and a6 + 2a4 = −2b4,
therefore the above matrix is equal to
⎡⎢⎢⎢⎢⎣
1
28d′+8
(−1)d
′
24d′+4
(a4+b4)+
1
24d′+3
(−1)d
′+1
24d′+4
b4
(−1)d
′
24d′+3
(a4+b4)
(−1)d
′
24d′+4
b4
(−1)d
′
24d′+3
a4
(−1)d
′
24d′+3
b4
− 1
24d′+2
0 0
⎤⎥⎥⎥⎥⎦

.
Since 4|a4 and 4|b4 the numbers
(−1)d
′
4 (a4+b4) and
(−1)d
′
4 b4 are integers. We add
the (−1)
d′
4 (a4+b4)-fold of the fourth row to the second one and the
(−1)d
′
4 b4-fold
of the fourth row to the ﬁrst one. Then we get the matrix
⎡⎢⎢⎢⎢⎣
1
28d′+8
1
24d′+3
(−1)d
′+1
24d′+4
b4
(−1)d
′
24d′+3
(a4+b4)
0 (−1)
d′
24d′+3
a4
(−1)d
′
24d′+3
b4
− 1
24d′+2
0 0
⎤⎥⎥⎥⎥⎦

.
We go on with adding the 2-fold of the second row to the fourth one. After that
we use the second column to eliminate the entries in the second row of the other
columns. Then we receive the matrix
⎡⎢⎢⎢⎢⎣
1
28d′+8
1
24d′+3
(−1)d
′
24d′+3
a4
(−1)d
′
24d′+3
b4
(−1)d
′+1
24d′+3
b4
(−1)d
′
24d′+2
(a4+b4)
⎤⎥⎥⎥⎥⎦

.
From this matrix we receive that
k˜o16d′+11(BC8) ∼= Z/2
8d′+8 ⊕ Z/24d
′+3 ⊕ T, (2.82)
where T is the group generated by the third and fourth row of the above matrix.
For the rest of our calculation we may restrict ourselves to its lower right 2×2-
submatrix which we call M for the moment. Throughout this computation step
let
A :=
(−1)d
′
24d′+3
a4, B :=
(−1)d
′
24d′+3
b4.
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Then we have
M =
[
A B
B 2A+ 2B
]
.
First case: ord(A) > ord(B) in R/Z. Then we have also ord(A) > ord(B) in
R/2Z and there exists an even integer λ such that
λA+B = 0 in R/2Z. (2.83)
Now we do Gauss elimination on M and add the λ-fold of the ﬁrst row to the
second one. After that we add the λ-fold of the ﬁrst column to the second one.
This yields the matrix
[
A 0
0 2A+ (2 + λ)B
]
=
(2.83)
[
A 0
0 (2− 2λ− λ2)A
]
.
Let ord(A) = 2s for some integer s ≥ 1. Since λ is even we have
2− 2λ− λ2 ≡ 2 (mod 4),
thus the last calculation and equation (2.82) imply
k˜o16d′+11(BC8) ∼= Z/2
8d′+8 ⊕ Z/24d
′+3 ⊕ Z/2s ⊕ Z/2s (2.84)
since the coeﬃcient (2 − 2λ− λ2)A is contained in R/2Z.
Second case: ord(A) ≤ ord(B) in R/Z. Then there exists an integer μ such that
μB +A = 0 in R/Z. (2.85)
Now we do Gauss elimination on M and add the μ-fold of the second column
to the ﬁrst one. After that we add the (2μ − 2)-fold of the second row to the
ﬁrst one. This yields the matrix
[
0 B
B + μ(2A+ 2B) 0
]
=
(2.85)
[
0 B
(1 + 2μ+ 2μ2)B 0
]
.
Let ord(B) = 2u for some integer u ≥ 1. The integer 1+2μ− 2μ2 is odd, hence
the last computation and equation (2.82) imply
k˜o16d′+11(BC8) ∼= Z/2
8d′+8 ⊕ Z/24d
′+3 ⊕ Z/2u+1 ⊕ Z/2u. (2.86)
From these cases we get for an appropriate q ≥ 1 that
k˜o16d′+11(BC8) ∼=
{
Z/28d
′+8 ⊕ Z/24d
′+3 ⊕ Z/2q ⊕ Z/2q, if ord(A) > ord(B),
Z/28d
′+8 ⊕ Z/24d
′+3 ⊕ Z/2q+1 ⊕ Z/2q, if ord(A) ≤ ord(B).
(2.87)
From theorem 2.2.34 we know that
ord
(
k˜o16d′+11(BC8)
)
= 216d
′+13.
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This implies that the correct case in equation (2.87) is the case ord(A) > ord(B)
and we directly compute q = 2d′ + 1, thus
k˜o16d′+11(BC8) ∼= Z/2
8d′+8 ⊕ Z/24d
′+3 ⊕ Z/22d
′+1 ⊕ Z/22d
′+1. (2.88)
Finally let d = 4d′. This time we assume d′ ≥ 1. Then the standard eta
matrix is given by⎡⎢⎢⎢⎢⎢⎣
(−1)d
′+1
24d′+2
a0 +
(−1)d
′
24d′+3
b0 −
1
24d′+2
− 1
28d′+2
(−1)d
′+1
24d′+2
a0 −
1
24d′+1
(−1)d
′+1
24d′+2
a−2+
(−1)d
′+1
24d′+2
b−2−
1
24d′+2
+ 1
28d′+2
(−1)d
′+1
24d′+2
a−2−
1
24d′+1
(−1)d
′+1
24d′+2
a−2+
(−1)d
′+1
24d′+2
b−2+
1
24d′+2
− 1
28d′+2
(−1)d
′+1
24d′+2
a−2+
1
24d′+1
(−1)d
′+1
24d′+2
a0 +
(−1)d
′
24d′+3
b0 +
1
24d′+2
+ 1
28d′+2
(−1)d
′+1
24d′+2
a0 +
1
24d′+1
(−1)d
′+1
24d′+2
a0 +
(−1)d
′+1
24d′+3
b0 −
1
24d′+2
− 1
28d′+2
(−1)d
′+1
24d′+1
a0
(−1)d
′+1
24d′+2
a−2+
(−1)d
′
24d′+2
b−2−
1
24d′+2
+ 1
28d′+2
(−1)d
′+1
24d′+1
a−2
(−1)d
′+1
24d′+2
a−2+
(−1)d
′
24d′+2
b−2+
1
24d′+2
− 1
28d′+2
(−1)d
′+1
24d′+1
a−2
(−1)d
′+1
24d′+2
a0 +
(−1)d
′+1
24d′+3
b0 +
1
24d′+2
+ 1
28d′+2
(−1)d
′+1
24d′+1
a0
⎤⎥⎥⎥⎥⎥⎦ .
First we substract the second row from the third one and the ﬁrst row from the
fourth one. This leads to the matrix⎡⎢⎢⎢⎢⎣
(−1)d
′+1
24d′+2
a0 +
(−1)d
′
24d′+3
b0 −
1
24d′+2
− 1
28d′+2
(−1)d
′+1
24d′+2
a0 −
1
24d′+1
(−1)d
′+1
24d′+2
a−2+
(−1)d
′+1
24d′+2
b−2−
1
24d′+2
+ 1
28d′+2
(−1)d
′+1
24d′+2
a−2−
1
24d′+1
1
24d′+1
− 1
28d′+1
1
24d′
1
24d′+1
+ 1
28d′+1
1
24d′
(−1)d
′+1
24d′+2
a0 +
(−1)d
′+1
24d′+2
b0 −
1
24d′+2
− 1
28d′+2
(−1)d
′+1
24d′+1
a0
(−1)d
′+1
24d′+2
a−2+
(−1)d
′
24d′+2
b−2−
1
24d′+2
+ 1
28d′+2
(−1)d
′+1
24d′+1
a−2
1
24d′+1
− 1
28d′+1
0
1
24d′+1
+ 1
28d′+1
0
⎤⎥⎥⎥⎥⎦ .
Now we substact the third row from the fourth one and receive the matrix⎡⎢⎢⎢⎢⎣
(−1)d
′+1
24d′+2
a0 +
(−1)d
′
24d′+3
b0 −
1
24d′+2
− 1
28d′+2
(−1)d
′+1
24d′+2
a0 −
1
24d′+1
(−1)d
′+1
24d′+2
a−2+
(−1)d
′+1
24d′+2
b−2−
1
24d′+2
+ 1
28d′+2
(−1)d
′+1
24d′+2
a−2−
1
24d′+1
1
24d′+1
− 1
28d′+1
1
24d′
1
28d′
0
(−1)d
′+1
24d′+2
a0 +
(−1)d
′+1
24d′+3
b0 −
1
24d′+2
− 1
28d′+2
(−1)d
′+1
24d′+1
a0
(−1)d
′+1
24d′+2
a−2+
(−1)d
′
24d′+2
b−2−
1
24d′+2
+ 1
28d′+2
(−1)d
′+1
24d′+1
a−2
1
24d′+1
− 1
28d′+1
0
1
28d′
0
⎤⎥⎥⎥⎥⎦ .
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Next we substract the ﬁrst column from the third one. After that we substract
the (4d′ + 1)-fold of the fourth row to the third one and use the fourth row to
eliminate the ﬁrst three summands in the ﬁrst and the second row of the ﬁrst
column. All this simpliﬁes the above matrix to⎡⎢⎢⎢⎢⎣
− 1
28d′+2
(−1)d
′+1
24d′+2
a0 −
1
24d′+1
(−1)d
′+1
24d′+2
b0
(−1)d
′+1
24d′+1
a0
1
28d′+2
(−1)d
′+1
24d′+2
a−2−
1
24d′+1
(−1)d
′
24d′+1
b−2
(−1)d
′+1
24d′+1
a−2
− 1
28d′+1
1
24d′
0 0
1
28d′
0 0 0
⎤⎥⎥⎥⎥⎦ .
Now we add the 2-fold of the third row to the fourth one, then the 2-fold of the
second row to the third row and after that we add the ﬁrst row to the second
one. Finally we use the ﬁrst column to eliminate the entries in the ﬁrst row of
the other columns. All these steps lead to the matrix⎡⎢⎢⎢⎢⎣
− 1
28d′+2
(−1)d
′+1
24d′+2
(a0+a−2)−
1
24d′
(−1)d
′
24d′+2
(b−2+b0)
(−1)d
′+1
24d′+1
(a0+a−2)
(−1)d
′+1
24d′+1
a−2
(−1)d
′
24d′
b−2
(−1)d
′+1
24d′
a−2
1
24d′−1
0 0
⎤⎥⎥⎥⎥⎦ .
Since d′ ≥ 1 we have 8|a0 and 8|a−2, hence the numbers
(−1)d
′
8 (a0 + a−2) and
(−1)d
′
8 a−2 are integers. We add the
(−1)d
′
8 (a0 + a−2)-fold of the fourth row to
the second one and the (−1)
d′
8 a−2-fold of the fourth row to the third one. These
steps simplify the above matrix and we obtain⎡⎢⎢⎢⎢⎣
− 1
28d′+2
− 1
24d′
(−1)d
′
24d′+2
(b−2+b0)
(−1)d
′+1
24d′+1
(a0+a−2)
0 (−1)
d′
24d′
b−2
(−1)d
′+1
24d′
a−2
1
24d′−1
0 0
⎤⎥⎥⎥⎥⎦ .
We go on with adding the 2-fold of the second row to the fourth one. After that
we use the second column to eliminate the entries in the second row of the other
columns. Then we receive the matrix⎡⎢⎢⎢⎢⎣
− 1
28d′+2
− 1
24d′
(−1)d
′
24d′
b−2
(−1)d
′+1
24d′
a−2
(−1)d
′
24d′+1
(b−2+b0)
(−1)d
′+1
24d′
(a0+a−2)
⎤⎥⎥⎥⎥⎦ .
From lemma 2.2.42 we know that a0 = a−2− 2b−2 and a0 = 2a−2− 2b−2, so we
168 CHAPTER 2. THE CYCLIC CASE
add the third row to the fourth one and obtain the matrix⎡⎢⎢⎢⎢⎣
− 1
28d′+2
− 1
24d′
(−1)d
′
24d′
b−2
(−1)d
′+1
24d′
a−2
(−1)d
′
24d′+1
b0
(−1)d
′+1
24d′
a0
⎤⎥⎥⎥⎥⎦ .
From this matrix we receive that
k˜o16d′−1(BC8) ∼= Z/2
8d′+2 ⊕ Z/24d
′
⊕ T, (2.89)
where T is the group generated by the third and the fourth row of the above
matrix. For the rest of our calculation we may restrict ourselves to its lower
right 2×2-submatrix which we call M for the moment. Throughout the current
computation step let
A :=
(−1)d
′
24d′
a−2, B :=
(−1)d
′
24d′
b−2.
Then we have
M =
[
B A
A 2A+ 2B
]
.
First case: ord(B) > ord(A) in R/Z. Then exists an even integer λ such that
λB +A = 0 in R/Z. (2.90)
Now we do Gauss elimination on M and add the λ-fold of the ﬁrst row to the
second one. After that we add the λ-fold of the ﬁrst column to the second one.
This yields the matrix[
B 0
0 (2 + λ)A + 2B
]
=
(2.90)
[
B 0
0 (2 − 2λ− λ2)B
]
.
Let ord(A) = 2s for some integer s ≥ 1. Since λ is even we have
2− 2λ− λ2 ≡ 2 (mod 4),
thus the last calculation and equation (2.89) imply
k˜o16d′−1(BC8) ∼= Z/2
8d′+2 ⊕ Z/24d
′
⊕ Z/2s ⊕ Z/2s−1. (2.91)
Second case: ord(B) ≤ ord(A) in R/Z. Then there exists an integer μ such that
μA+B = 0 in R/Z. (2.92)
This time we add the μ-fold of the second column to the ﬁrst one. After that we
add the (2μ− 2)-fold of the ﬁrst row to the second one. This yields the matrix[
0 A
A+ μ(2A+ 2B) 0
]
=
(2.92)
[
0 A
(1 + 2μ− 2μ2)A 0
]
.
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Let ord(B) = 2u for some integer u ≥ 1. The integer 1+2μ− 2μ2 is odd, hence
the last computation and equation (2.89) imply
k˜o16d′−1(BC8) ∼= Z/2
8d′+2 ⊕ Z/24d
′
⊕ Z/2u ⊕ Z/2u. (2.93)
From these cases we obtain for an appropriate q ≥ 1 that
k˜o16d′−1(BC8) ∼=
{
Z/28d
′+2 ⊕ Z/24d
′
⊕ Z/2q ⊕ Z/2q−1, if ord(B) > ord(A),
Z/28d
′+2 ⊕ Z/24d
′
⊕ Z/2q ⊕ Z/2q, if ord(B) ≤ ord(A).
(2.94)
From theorem 2.2.34 we know that
ord
(
k˜o16d′−1(BC8)
)
= 216d
′
.
Out of this we receive that in equation (2.94) the case ord(B) ≤ ord(A) is
correct and we directly compute q = 2d′ − 1, hence
k˜o16d′−1(BC8) ∼= Z/2
8d′+2 ⊕ Z/24d
′
⊕ Z/22d
′−1 ⊕ Z/22d
′−1. (2.95)
Now we collect together all the above results.
THEOREM 2.2.43. The reduced real connective ko-homology groups of the
classifying space BC8 of the group C8 are given by
k˜o8d′+k(BC8) ∼=
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
Z/22d
′+2 ⊕ Z/2d
′+1 ⊕ Z/2d
′+1 ⊕ Z/2, if k = 1,
Z/2, if k = 2,
Z/24d
′+4 ⊕ Z/22d
′+1 ⊕ Z/2d
′
⊕ Z/2d
′
, if k = 3,
0, if k = 4,
Z/22d
′+3 ⊕ Z/2d
′+1 ⊕ Z/2d
′
, if k = 5,
0, if k = 6,
Z/24d
′+6 ⊕ Z/22d
′+2 ⊕ Z/2d
′
⊕ Z/2d
′
, if k = 7,
0, if k = 0.
The calculations of the groups k˜o∗(BC4) and k˜o∗(BC8) emphasize that the
bigger the integer l is the harder is the computation of k˜o∗(BC2l ). In fact we do
not have any closed formula for the order of an eta invariant for the group C8.
One interesting question is whether it is possible to relate at least the orders
of eta invariants for the groups C2l+1 and C2l . Recall that the eta invariants
we are working with are contained in Z
[
1
2
]
/Z and Z
[
1
2
]
/Z respectively, hence
their orders are powers of 2. We want to state a conjecture about this.
Conjecture 2.2.44. Let 1 ≤ u ≤ 2l. Then the following order relations are
valid.
1. ord(η−(l + 1; d, j, u)) = 2 · ord(η−(l; d, j, u)) for u = 2
l−1, 2l,
2. ord(η+(l + 1; d, j, u)) = 2 · ord(η+(l; d, j, u)) for u = 2
l−1, 2l,
3. ord
(
η−
(
l + 1; d, j, 2l−1
))
=
{
ord
(
η−
(
l; d, j, 2l−1
))
for d odd,
2 · ord
(
η−
(
l; d, j, 2l−1
))
for d even.
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If u = 2l−1 and d is odd the eta invariant occuring in the right-hand side of
the third equation is contained in the group R/2Z and in any other case the
eta invariant occuring in the right-hand side is an element of R/Z. The eta
invariants occuring in the left-hand side of the equations above are all contained
in the group R/Z.
In the next proposition we want to prove a special case of this conjecture.
Proposition 2.2.45. The ﬁrst statement of conjecture 2.2.44 is true for odd
integers u.
Proof. We show that
ord(η−(l + 1; d, j, u)) = 2
2d−1+l.
This equation implies the assertion of the proposition. For 1 ≤ k ≤ 2l − 1 with
k = 2l−1 we set
P (k) :=
l−2−ν2(k)∏
ν=0
((
1− ζk·2
ν
2l
)2d−1 (
1− ζ
k(1+2j)2ν
2l
))
and
Q(k) := ζ
k(d+j)
2l
P (k)
(
ζku2l − 1
)
.
Then we calculate
η−(l + 1; d, j, u)
=
1
2l
2l−1∑
k=1
ζ
k(d+j)
2l
(
ζku2l − 1
)(
1− ζk
2l
)2d−1(
1− ζ
k(1+2j)
2l
)
=
1
2l
2l−1∑
k=1,k 	=2l−1
ζ
k(d+j)
2l
(
ζku2l − 1
)(
1− ζk
2l
)2d−1(
1− ζ
k(1+2j)
2l
) + (−1)d+j((−1)u − 1)
22d+l
=
1
2l
2l−1∑
k=1,k 	=2l−1
ζ
k(d+j)
2l
(
ζku2l − 1
)(
1− ζk
2l
)2d−1(
1− ζ
k(1+2j)
2l
) + (−1)d+j+1
22d−1+l
=
1
2l
2l−1∑
k=1,k 	=2l−1
ζ
k(d+j)
2l
P (k)
(
ζku2l − 1
)(
1− ik/2ν2(k)
)2d−1(
1− ik(1+2j)/2ν2(k)
) + (−1)d+j+122d−1+l
=
⎧⎪⎨⎪⎩
1
2l
∑2l−1
k=1,k 	=2l−1
Q(k)(
1−ik/2
ν2(k)
)2d +
(−1)d+1
22d−1+l
, j even
1
2l
∑2l−1
k=1,k 	=2l−1
Q(k)(
1−ik/2
ν2(k)
)2d−1(
1+ik/2
ν2(k)
) + (−1)
d
22d−1+l
, j odd
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=
⎧⎪⎨⎪⎩
1
2l
∑2l−1
k=1,k 	=2l−1
Q(k)(
−2ik/2
ν2(k)
)d +
(−1)d+1
22d−1+l
, j even
1
2l
∑2l−1
k=1,k 	=2l−1
Q(k)(
−2ik/2
ν2(k)
)d−1
·2
+ (−1)
d
22d−1+l
, j odd
=
⎧⎨⎩ 12l
∑2l−1
k=1,k 	=2l−1
idk/2
ν2(k)
Q(k)
2d +
(−1)d+1
22d−1+l , j even
1
2l
∑2l−1
k=1,k 	=2l−1
i(d−1)k/2
ν2(k)
Q(k)
2d
+ (−1)
d
22d−1+l
, j odd
=
a
2d+l
+
(−1)d+j+1
22d−1+l
for an appropriate integer a. 
The proof of conjecture 2.2.44 might be a suitable generalization of the proof
of the above proposition.
We want to ﬁnish the current section with a few ideas to generalize the calcu-
lations of the eta invariant for C2l and to work out the groups k˜o∗(BC2l) for
arbitrary l. In [BGS97] Botvinnik, Gilkey and Stolz worked out the isomorphism
type of the cyclic direct summand of k˜o∗(BC2l) with the highest order although
they did not compute the involved eta invariants explicitly. The formulas we
invented for the eta invariants η±(3; d, j, u) do not give them in the desired form
a
2s for appropriate integers a and s, but they turned out to be precise enough to
compute k˜ok(BC8) for odd k. One important step for this purpose was the def-
inition of certain auxiliary functions γ±(2d), where d depends on the integer k.
Maybe it is possible to generalize this method to each l by deﬁning appropriate
auxiliary functions γ±(l, 2d) with γ±(3, 2d) = γ±(2d) such that the eta invari-
ants for the group C2l can be expressed in terms of these functions. Then one
can hope that this enables us to work with the standard eta matrices to compute
k˜ok(BC8). We proved recursive formulas for the functions γ±(2d). If one could
develop analogous formulas for the functions γ±(l+1, 2d) so that the question
of the value of γ±(l+1, 2d) reduces to the question of the value of γ±(l, 2d),
then one could try to reduce the computation of the groups k˜ok(BC2l+1) to the
computation of k˜o∗(BC2l). If all this were achieved an inductive proof of the
algebraic structure of the groups k˜o∗(BC2l) could be successful once one knows
how they are given.
2.2.4 The Gromov-Lawson-Rosenberg Conjecture for the
Group C2l
B. Botvinnik, P. Gilkey and S. Stolz already proved the Gromov-Lawson-Rosen-
berg conjecture for the groups C2l in [BGS97], but where we worked with the
Adams spectral sequence, they used the Atiyah-Hirzebruch spectral sequence to
receive the order of k˜o∗(BC2l). Nevertheless they had to examine the eta invari-
ant of certain manifolds to ﬁnd suﬃciently many generators of k˜o2d+1(BC2l ) for
172 CHAPTER 2. THE CYCLIC CASE
any d. In this subsection we want to state their main results and start with a
few deﬁnitions.
Deﬁnition 2.2.46. For d ≥ 0 let L4d−1(2l; τ(1+2j)) and X4d+1(2l; τ(1+2j))
be as in the previous subsection.
1. Let L4d−10 (2
l; τ(1+2j)) and X4d+10 (2
l; τ(1+2j)) be the manifolds given by
L4d−1(2l; τ(1+2j)) and X4d+1(2l; τ(1+2j)) with the trivial C2l -structure.
Then we deﬁne
L˜4d−1(2l; τ(1+2j)) := L4d−1(2l; τ(1+2j))− L4d−10 (2
l; τ(1+2j))
∈ Ω˜spin4d−1(BC2l)
and respectively
X˜4d+1(2l; τ(1+2j)) := L4d−1(2l; τ(1+2j))− L4d−10 (2
l; τ(1+2j))
∈ Ω˜spin4d+1(BC2l).
2. Let M∗(BC2l) ⊂ Ω
spin
∗ (BC2l) be the Ω
spin
∗ -submodule generated by the
classes L˜4d−1(2l; τ(1+2j)) and X˜4d+1(2l; τ(1+2j)).
In preparation to examine the range of the eta invariant vector −→η ⊕ η2l−1 in
each degree d we introduce the following groups.
Deﬁnition 2.2.47.
1. Ld(BC2l) := span
{
−→η ([M ])
∣∣∣ [M ] ∈ Md(BC2l)} ⊂ (R/Z)2l−1,
2. Sd(BC2l) := span
{
−→η ([M ])
∣∣∣ [M ] ∈ Ω˜spin4d−1(BC2l)} ⊂ (R/Z)2l−1,
3. K8d+3(BC2l) := span
{
−→η ([M ])
∣∣∣ [M ] ∈ M8d+3(BC2l)}⊂ (R/Z)2l−1⊕ R/2Z.
For these groups the following statement is valid.
Proposition 2.2.48.
1. If d ≥ 1, then | L4d+1(BC2l) | ≥ 2
(d+1)(l−1).
2. If d ≥ 0, then | S4d+1(BC2l) | ≥ 2
1+(2d+1)(l−1).
3. If d ≥ 2, then | L4d−1(BC2l) | ≥ 2
d(l−1).
4. If d ≥ 0, then | K8d+3(BC2l) | ≥ 2
1+(2d+1)(l+1).
In order to show this Botvinnik, Gilkey and Stolz ﬁrst deﬁned a set of bor-
dism classes of certain manifolds and then provided appropriate estimates of the
order of the eta invariant vectors of these classes. The desired bordism classes
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are given by
Y 3 := L˜3(2l; 1, 1)− 3L˜3(2l; 1, 3),
Y 8d+3 := Y 3 × (B8)d for d > 0,
Z3 := L˜3(2l; 1, 1),
Z5 := X˜5(2l; 1, 1)− 3X˜5(2l; 1, 3),
Z7 := L˜7(2l; 1, 1, 1, 1)− 3L˜7(2l; 1, 1, 1, 3),
Z9 := X˜9(2l; 1, 1, 1, 1)− 3X˜9(2l; 1, 1, 1, 3)
− X˜9(2l; 1, 1, 3, 1)− 3X˜9(2l; 1, 1, 3, 3),
Zd := Zd−8 ×B8 for d > 9.
Moreover they set
δ(M) := (η(M)(σ(ρ1 − ρ0)), . . . , η(M)(σ(ρ2l−1 − ρ0))).
The following lemma is the main step for the proof of proposition 2.2.48.
Lemma 2.2.49.
1. If d ≥ 0, then η2l−1
(
Y 8d+3
)
= ±1 and −→η (Y 8d+3) = 0.
2. If d ≥ d, then δ
(
Zd
)
= 0.
3. If d ≥ 1, then ord
(
η
(
Z4d−1
))
≥ 2l+1 in (R/Z)2
l−1.
4. If d ≥ 1, then ord
(
η
(
Z4d+1
))
≥ 2l−1 in (R/Z)2
l−1.
5. ord
(
δ
(
X˜5(2l; 3, 3)
))
≥ 2l−1 in (R/Z)2
l−1.
Since the E∞-chart of the Adams spectral sequence converging to k˜o∗(BC2l)
implies that k˜od(BC2l) is trivial for even d ≡/ 2 (mod 8) and isomorphic to Z/2
for d ≡ 2(mod 8) the main theorem of this chapter is an immediate consequence
of proposition 2.2.48.
THEOREM 2.2.50. The Gromov-Lawson-Rosenberg conjecture is true for
the cyclic groups C2l .
In the current chapter we worked out the Adams spectral sequence converg-
ing to k˜o∗(BC2l). The corresponding computations were complicated, but the
formulas for the diﬀerentials are extremely useful because whenever one exam-
ines the Gromov-Lawson-Rosenberg conjecture for a group G one can apply
these formulas by working with induction of the cyclic subgroups of G whose
order is a power of 2. In many situations this will yield some diﬀerentials. In the
next chapter we will see an example for a group G for which we receive all non-
trivial diﬀerentials with these formulas using induction, namely G = C2×C2n for
n ≥ 2.
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We also did a lot of calculations involving the eta invariant and worked out
the groups k˜o∗(BC4) and k˜o∗(BC8). The eta invariants concerning the group
C4 and the ko-homology of BC4 have already been done by Robert Bruner and
John Greenlees in [BG10]. As we already mentioned before Boris Botvinnik,
Peter Gilkey and Stephan Stolz proved in [BGS97] that the bordism classes of a
certain set of manifolds generate the groups k˜o4d±1(BC2l). We gave these sets
above.
The lens spaces and lens space bundles we worked with have not only been
deﬁned in [BGS97], they are also given by Egidio Barrera-Yanez and Peter
Gilkey in [BG99] and by Peter Gilkey, John Leahy and Jeonghyeong Park in
[GLP99]. In both works the authors also work out diverse results concerning the
relationships between eta invariants concerning the groups C2l and C2l+1 and
the relationships between eta invariants concerning the group C2l with diﬀerent
dimensions.
Chapter 3
The Gromov-Lawson-Ro-
senberg Conjecture for
Products of Cyclic 2-Groups
Whenever one considers the real connectiveK-theory of a product of two spectra
X and Y one can use the well-known stable splitting
X×Y  (X∨Y ) ∨ (X∧Y ). (3.1)
This implies the well-known direct sum decomposition
k˜o∗(X×Y ) ∼= k˜o∗(X)⊕ k˜o∗(Y )⊕ k˜o∗(X∧Y ). (3.2)
In such a situation it is possible to obtain certain diﬀerentials occuring in the
Adams spectral sequence converging to k˜o∗(X∧Y ) out of the Adams spectral se-
quences converging to k˜o∗(X) and k˜o∗(Y ) respectively. Since the decomposition
above is not only a sum but a stable sum the range of any occuring diﬀerential
in the corresponding spectral sequences for the individual summands is again
contained in the respective summand. Therefore we may examine the individual
stable summands separately and ﬁnally ﬁt together the obtained results.
When we did the necessary computations for the group C2l we had to distinguish
the cases l = 1 and l ≥ 2. Because of this we have to examine the Gromov-
Lawson-Rosenberg conjecture for the groups C2×C2, C2×C2n and C2m×C2n with
2 ≤ m ≤ n seperately.
Notation 3.0.51. For s, t ≥ 1 let
G := Cs×Ct =
〈
a, b
∣∣∣ as = bt = 1, b−1ab = a〉 .
If there is no confusion concerning the integers s and t we deﬁne
G ⊃ Hμ,ν := 〈a
μbν〉.
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Since G is a product of two cyclic groups each irreducible complex representation
is isomorphic to a tensor product of two irreducible complex representations on
the individual factors of the group G. Therefore we introduce the notation
ρu,u˜ := ρu ⊗ ρu˜.
In view of the eta invariant computations we will have to do later we collect
together the cyclic subgroups which are relevant for that working step.
THEOREM 3.0.52. For 1 ≤ m ≤ n let G = C2m×C2n and Hμ,ν ⊂ G as
in notation 3.0.51. Let further SG2m,2n be the set of all cyclic subgroups of
G of order 2k for m ≤ k ≤ n, but without the subgroups H which are already
contained in another subgroup cyclic L. Then SG2m,2n is given by
SG2m,2n =
{
Hi,j
∣∣∣ (i, j) ∈ I2m,2n} ,
where the set I2m,2n is given by
I2m,2n = I
1
2m ∪
n−m+1⋃
r=1
I2n−r ∪ I
2
2n
with
I12m =
{(
1, 2n−mi
) ∣∣∣ 0 ≤ i ≤ 2m − 1} ,
I2n−r =
{(
1, 2r + k · 2r+1
) ∣∣∣ 0 ≤ k ≤ 2m−1 − 1}
and
I22n =
{
(0, 1),
(
2i, j
) ∣∣∣ 0 ≤ i ≤ m− 1, 1 ≤ j ≤ 2m−i − 1 odd} .
Proof. We start the proof for the case m = n. The ﬁrst step is to list up
all elements of G of order 2m. Since the order of G is a power of 2 the order of
each element of this group is a power of 2 as well. Since G is abelian we know
from elementary group theory that
ord
(
aibj
)
= max
{
ord
(
ai
)
, ord
(
bj
)}
, (3.3)
thus for the validness of the condition
ord
(
aibj
)
= 2m
it is necessary and suﬃcient that at least one of the integers i and j is odd, so
precisely the elements of the form
a2i+1bj, aib2j+1 (3.4)
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individually generate a cyclic subgroup of order 2m. It remains to show that
for each of these elements aibj for which the index pair (i, j) is not contained in
I2m,2m there is some Hμ,ν in SG2m,2m which coincides with Hi,j . We have to
do this for the elements
(1) b2j+1, where j ≥ 1,
(2) a2
i
bk, where 2m−i + 1 ≤ k ≤ 2m − 1 odd,
(3) aibk, where i > 1 is not a power of 2 and k odd.
The element b generates each element of the form bs, thus H0,2j+1 ⊆ H0,1, but
we also have H0,1 ⊆ H0,2j+1 since each b2j+1 generates H0,1. Hence we get
H0,2j+1 = H0,1 ∀ j ≥ 1.
Moreover for the elements aibk we distinguish the cases whether the exponent
i is even or odd. Doing this we can modify the above list to
(2′) a2
i
bk, where 2m−i + 1 ≤ k ≤ 2m − 1 odd,
(3a) aibk, where i, k > 1 odd,
(3b) a2
r·sbk, where k odd, r ≥ 1 and s ≥ 3 odd.
For item (2′) let 0 ≤ i ≤ m− 1 and k ≤ 2m−i− 1 odd. Since k+2m−i is an odd
number there exists an integer d such that(
k + 2m−i
)
d ≡ −1
(
mod 2i
)
. (3.5)
We choose such an integer d and compute(
a2
i
bk+2
m−i
)d·2m−i+1
= ad·2
m+2ibkd·2
m−i+d·22m−2i+k+2m−i
= a2
i
b((k+2
m−i)d+1)·2m−i+k
=
(3.5)
a2
i
bk.
Since the elements a2
i
bk+2
m−i
and a2
i
bk generate cyclic subgroups of order 2m
and d · 2m−i + 1 is an odd integer this calculation implies〈
a2
i
bk+2
m−i
〉
=
〈
a2
i
bk
〉
.
This implies that without loss of generality we can assume k to be of the form
as given in (2′). For item (3a) of the above list let s ∈ {0, . . . , 2m − 1} with
is ≡ k (mod 2m) . (3.6)
Such an s exists since i are k are assumed to be odd integers. Then we obtain
aibk =
(3.6)
aibis = (abs)
i
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and hence
aibk ∈ 〈abs〉 .
Finally for item (3b) we choose q ∈ {0, . . . , 2m − 1} such that
sq ≡ k (mod 2m) . (3.7)
Since s and k are odd also q is necessarily odd and we get
a2
r·sbk =
(3.7)
a2
r·sbsq =
(
a2
r
bq
)s
and thus
a2
r·sbk ∈
〈
a2
r
bq
〉
.
If q ≤ 2m−1 − 1, then everything is done, otherwise we proceed in an analogous
way as for item (2′) of the above list.
All in all we have just proved that there are not more cyclic subgroups of order
2m in the case m = n than asserted. Now we want to show that the individual
generators aibj with (i, j) ∈ I2m,2m generate pairwise diﬀerent subgroups which
are not contained in any other of these subgroups. But each of these elements
has order 2m, thus it is suﬃcient to show that
(i) abj , a2
i
bk /∈ 〈b〉 ,
(ii) j = k, 0 ≤ j, k ≤ 2m − 1 =⇒ abj /∈
〈
abk
〉
,
(iii) a2
i
bj /∈
〈
abk
〉
for odd j and any k,
(iv) i = r ∨ j = s =⇒ a2
i
bj /∈
〈
a2
r
bs
〉
.
The ﬁrst assertion is clear. If asbt ∈
〈
abj
〉
for some ﬁxed s the integer t ∈
{0, . . . , 2m − 1} is uniquely determined, hence the equation abj ∈
〈
abk
〉
in the
second assertion implies j = k.
In a similar manner we show the third statement of the above list. If we assume
a2
i
bj ∈
〈
abk
〉
the integer j is necessarily even. But since j is assumed to be
odd this is a contradiction, hence the third item is shown. We can apply the
latter argument on the fourth assertion to show that if a2
i
bj ∈
〈
a2
r
bs
〉
for odd
numbers j and s, then necessarily i = r. Now if a2
i
bj ∈
〈
a2
i
bs
〉
again the same
argument shows j = s and the theorem is proved for m = n.
Now do the proof for the case m < n. In this situation the shape of the set{
Hi,j ∈ SG2m,2n
∣∣∣ (i, j) ∈ I12m}
can be developed in the same way as in assertion (i), just replace any occuring
element aibj by aib2
n−m·j. In order to work out the shape of the set{
Hi,j ∈ SG2m,2n
∣∣∣ (i, j) ∈ I22n}
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we proceed in the same way as for the ﬁrst assertion and begin with enlisting
all elements of order 2n. Since m < n these elements are given by
aibj , where j odd.
In analogy to the ﬁrst assertion we get that H0,1 ∈ SG2n can be chosen. The
list of elements for which we need to ﬁnd a generating element of the set SG2n
is given by
(A) abj , where j ≥ 2m + 1 odd,
(B) a2
i
bj, where 1 ≤ i ≤ m− 1 and j ≥ 2m−i + 1 odd.
For any element abj as given in (A) there is a natural number d such that
1 ≤ j − d · 2m ≤ 2m − 1. For such a d consider the linear congruence in Z given
by
(j − d · 2m)x ≡ j (mod 2n) (3.8)
Since j and j − d · 2m are odd integers, this congruence has a solution x. For
such an x equation (3.8) also yields
xj ≡ j (mod 2n)
and since j is odd this implies
x ≡ 1 (mod 2n) . (3.9)
For d as chosen above equations (3.8) and (3.9) yield
abj ∈
〈
abj−d·2
m
〉
.
For an element a2
i
bj as given in (B) there is a natural number d such that
1 ≤ j − d · 2m−i ≤ 2m−i − 1. Fur such a d consider the linear congruence in Z
given by (
j − d · 2m−i
)
x ≡ j (mod 2n) . (3.10)
Since j and j− d · 2m−i are odd numbers, this congruence has a solution x. For
such an x equation (3.10) yields
xj ≡ j
(
mod 2m−i
)
and since j is odd this implies
x ≡ 1
(
mod 2m−i
)
. (3.11)
For d as chosen above (3.10) and (3.11) yield
a2
i
bj ∈
〈
a2
i
bj−d·2
m−i
〉
.
Therefore also the second assertion is shown.
Finally if n −m ≥ 2 we have to verify the assertion concerning the sets I2n−r
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for m + 1 ≤ r ≤ n− 1. Now we ﬁx such an r. In order to verify the assertion
for the remaining case we have to show
(I) H1,2r+k·2r+1 ∼= C2n−r ∀ 0 ≤ k ≤ 2
m−1 − 1,
(II) H1,2r+k1·2r+1 = H1,2r+k2·2r+1 ∀ 0 ≤ k1, k2 ≤ 2
m−1 − 1 with k1 = k2,
(III)H1,2r+s+k1·2r+s+1  H1,2r+k2·2r+1 ∀ 0 ≤ k1, k2 ≤ 2
m−1 − 1, r < s ≤ n− 1,
(IV ) H1,2r+k·2r+1  Hμ,ν ∀ (μ, ν) ∈ I
2
2n 0 ≤ k ≤ 2
m−1 − 1,
(V ) Hμ,ν ∼= C2n−r , (μ, ν) /∈ I2n−r =⇒ ∃ (i, j) ∈ I2n−r : Hμ,ν = Hi,j .
The ﬁrst assertion is easy to show since we know from elementary group theory
that the generator ab2
r+k·2r+1 of the group H1,2r+k·2r+1 satisﬁes
ord
(
ab2
r+k·2r+1
)
= lcm
(
ord(a), ord
(
b2
r+k·2r+1
))
= lcm
(
2m, 2n−r
)
= 2n−r.
Next we turn to the second assertion and choose k1 and k2 as required in (II).
Assume that
H1,2r+k1·2r+1 = H1,2r+k2·2r+1 .
Let j ∈ {0, . . . , 2n − 1} be any integer such that
abj ∈ H1,2r+k2·2r+1 .
Then for i ∈ {1, 2} there exist integers qi ∈ {0, . . . , 2n−r − 1} satisfying
abj =
(
ab2
r+ki·2
r+1
)qi
= aqibqi(2
r+ki·2
r+1).
(3.12)
But this implies that
qi ≡ 1 (mod 2
m) ,
hence there exist si ∈ Z such that
qi = si · 2
m + 1. (3.13)
From equations (3.12) and (3.13) we obtain for i ∈ {1, 2}
j ≡ (si · 2
m + 1) ·
(
2r + ki · 2
r+1
)
(mod 2n)
≡ si · 2
m+r + 2r + siki · 2
m+r+1 + ki · 2
r+1 (mod 2n) .
This yields the equation
s1 · 2
m+r + 2r + s1k1 · 2
m+r+1 + k1 · 2
r+1
≡ s2 · 2
m+r + 2r + s2k2 · 2
m+r+1 + k2 · 2
r+1 (mod 2n)
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which is equivalent to
(s1 − s2) · 2
m+r + (s1k1 − s2k2) · 2
m+r+1 + 2r+1(k1 − k2) ≡ 0 (mod 2
n) .
Each factor occuring in the last equation contains the factor 2r, therefore we
receive
(s1(2k1 + 1)− s2(2k2 + 1)) · 2
m + 2(k1 − k2) ≡ 0
(
mod 2n−r
)
.
A necessary condition for the latter is
k1 ≡ k2
(
mod 2m−1
)
,
but the condition 0 ≤ k1, k2 ≤ 2m−1 yields
k1 = k2
what contradicts the required condition k1 = k2, thus assertion (II) is proved.
We go on with assertion (III). Let k1, k2 and s be as required there. Assume
that
H1,2r+s+k1·2r+s+1 ⊆ H1,2r+k2·2r+1 .
Then we have in particular
ab2
r+s+k1·2
r+s+1
∈ H1,2r+k2·2r+1 .
As above this means that there is an integer q with
ab2
r+s+k1·2
r+s+1
=
(
ab2
r+k2·2
r+1
)q
= aqbq(2
r+k2·2
r+1).
(3.14)
Again this implies
q ≡ 1 (mod 2m) ,
hence we get for an appropriate integer q˜ the equation
q = q˜2m + 1. (3.15)
Now the equations (3.14) and (3.15) yield
2r+s + k1 · 2
r+s+1︸ ︷︷ ︸
≡ 0 (mod 2r+1)
≡ (q˜ · 2m + 1) ·
(
2r + k2 · 2
r+1
)
(mod 2n)
≡ q˜ · 2m+r + 2r + q˜k2 · 2
m+r+1 + k2 · 2
r+1 (mod 2n)︸ ︷︷ ︸
/≡ 0 (mod 2r+1)
what is a contradiction, therefore (III) is shown. Next we turn to assertion (IV).
Assume for some 0 ≤ k ≤ 2m−1 − 1 and some (μ, ν) ∈ I22n that
H1,2r+k·2r+1 ⊂ Hμ,ν .
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This implies
ab2
r+k·2r+1 ⊂ Hμ,ν . (3.16)
According to the deﬁnition of the set I22n we have to distinguish two cases.
First case: (μ, ν) = (1, 2j + 1) for some integer j ≥ 0. In this case we obtain a
contradiction in a similar way as in the proof of (III).
Second case: (μ, ν) = (2d, 2j + 1) for some integer j ≥ 0. Then (3.16) implies
that there exists an integer q with
ab2
r+k·2r+1 =
(
a2
d
b2j+1
)q
= aq·2
d
bq(2j+1).
This yields
q · 2d ≡ 1 (mod 2m)
what is a contradiction, therefore assertion (IV) is veriﬁed.
Finally we prove assertion (V). Let (μ, ν) be a pair of integers such that
Hμ,ν ∼= C2n−r .
Since we assumed r ≥ 1 the integer ν is necessarily even. If also μ is even, then
we have Hμ
2 ,
ν
2
⊂ Hμ,ν , hence we may restrict ourselves to the case that μ is
odd. Therefore let μ = 2j + 1 for some j ≥ 0. From elementary number theory
we know that there exists an integer q such that
q · (2j + 1) ≡ 1 (mod 2m) .
Since such an integer q is odd the elements a2j+1bν and abqν have the same
order in C2m×C2n , thus
Hμ,ν = H1,qν .
Now assume that H1,j ∼= C2n−r . Then we already know that j = 2
r + k˜ · 2r+1
for some k˜ ≥ 0. We have to show that
H1,2r+k˜·2r+1 = H1,2r+k·2r+1 for some 0 ≤ k ≤ 2
m−1 − 1.
The group H1,2r+k·2r+1 contains precisely 2
n−m−r elements which have the form
ab2
r+k·2r+1 and the group C2m×C2n contains precisely 2n−r−1 elements of the
form ab2
r+k′·2r+1 . But because of assertion (II) we obtain from this that all
groups H1,2r+k·2r+1 for 0 ≤ k ≤ 2
m−1 − 1 together contain 2m−1 · 2n−m−r =
2n−r−1 elements. This implies assertion (V) and the theorem is proved. 
The representations ρu,u˜ become very important when we do the necessary
calculations with the eta invariant. In the last chapter we already mentioned
that one can use the knowledge of eta invariants for the cyclic groups to receive
necessary information about the eta invariants for the group G as in notation
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3.0.51. This is done by induction, that means we collect together all cyclic
subgroups Hμ,ν of G and consider the canonical group inclusions
ιμ,ν : Hμ,ν ↪→ G.
These maps induce homomorphisms
Ωspin∗ (ιμ,ν) : Ω
spin
∗ (BHμ,ν) −→ Ω
spin
∗ (BG).
Now assuming that [M1], . . . , [Mk] generate k˜od(BHμ,ν) and that the restriction
of the representations ρu,u˜, where 0 ≤ u ≤ m and 0 ≤ u˜ ≤ n, are isomorphic to
the representation ρrμ,ν(u,u˜) on Hμ,ν for some 0 ≤ rμ,ν(u, u˜) ≤ log2(ord(Hμ,ν))
there is the well known formula
η
(
Ωspin∗ (ιμ,ν)(Mk)
)
(ρu,u˜) = η(Mk) (ρrμ,ν(u,u˜)).
Using this formula we want to examine whether the inclusion maps yield suﬃ-
ciently many generators of k˜od(BG). When we examined the Gromov-Lawson-
Rosenberg conjecture for the cyclic groups we introduced the notion of the stan-
dard eta matrix. Now we do the same for two-fold products of cyclic groups.
Deﬁnition 3.0.53. Let l ≥ 2 and d ≥ 1. Let further the set SG2m,2n, deﬁned
as in theorem 3.0.52, be given by
SG2m,2n =
{
Hμ1,ν1 , . . . , Hμr0 ,νr0 , Hμr0+1,νr0+1 , . . . , Hμrn−m−1 ,νrn−m−1 ,
Hμrn−m−1+1,νrn−m−1+1 . . . , Hμs,νs
}
,
where
ord
(
Hμj ,νj
)
=
⎧⎪⎨⎪⎩
2m for 1 ≤ j ≤ r0,
2m+i for ri + 1 ≤ j ≤ ri+1, 1 ≤ i ≤ n−m− 1,
2n for rn−m−1 + 1 ≤ j ≤ s,
the indices (μ1, ν1), . . . , (μr0 , νr0) in lexicographic order as well as the indices
(μrj+1, νrj+1), . . . , (μrj+1 , νrj+1) and (μrn−m−1+1, νrn−m−1+1), . . . , (μs, νs) and
further rμ,ν(u, u˜) as above.
1. The standard eta vector with respect to the representation ρu,u˜ is the vector
−→η ±,d2m,2n(ρu,u˜) given by
−→η ±,d2m,2n(ρu,u˜) :=
⎛⎜⎜⎝
−→η ±,dord(Hμ1,ν1)
(
ρrμ1,ν1(u,u˜)
)
...
−→η ±,dord(Hμs,νs )
(
ρrμs,νs (u,u˜)
)
⎞⎟⎟⎠ .
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2. The standard eta matrix is the matrix A±,d2m,2n given by
A±,d2m,2n :=
(
−→η ±,d2m,2n(ρ0,1), . . . ,
−→η ±,d2m,2n(ρ0,2n−1),
−→η ±,d2m,2n(ρ1,0), . . . ,
−→η ±,d2m,2n(ρ1,2n−1),
−→η ±,d2m,2n(ρ2m−1,0), . . . ,
−→η ±,d2m,2n(ρ2m−1,2n−1)
)
.
3. Whenever we have done some row or column operations on a standard eta
matrix we call the result a modiﬁed eta matrix.
When we deﬁned the standard eta matrices for the cyclic groups C2l we did
not include the columns for the representations ρu+2l−1 , where 1 ≤ u ≤ 2
l−1−1,
since we worked out that the eta invariants of ρu and ρ−u are equal. In the
product case we did not work out any analogous statement, therefore every
representation ρu,u˜ occurs in the above deﬁnition.
3.1 The Gromov-Lawson-Rosenberg Conjecture
for the Group C2×C2
The group C2×C2 is the easiest of the three products we have to examine. It
will turn out that there does not exist any non-trivial diﬀerential in the Adams
spectral sequence converging to k˜o∗(BC2×BC2), and also the desired eta invari-
ant computations will be very easy as well as the construction of suﬃciently
many manifolds realizing the resulting ko-homology classes.
3.1.1 The E2-Chart of the Adams Spectral Sequence Con-
verging to k˜o∗(BC2×BC2)
As we already explained in chapter 2 the ﬁrst step is the computation of the
Steenrod homomorphisms
Sqi : H∗(BC2×BC2; Z/2) −→ H
∗+i(BC2×BC2; Z/2)
for i = 1, 2. In order to do this we need to know the structure of the ring
H∗(BC2×BC2; Z/2). This is well known and stated in the next theorem.
THEOREM 3.1.1. The cohomology ring with coeﬃcients in Z/2 of the
classifying space BC2×BC2 of the group C2×C2 is given by
H∗(BC2×BC2; Z/2) = Z/2 [x, y],
where
deg(x) = deg(y) = 1.
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Sq2 y4d
′
y4d
′+1 y4d
′+2 y4d
′+3
x4d 0 0 x4dy4d
′+4 x4dy4d
′+5
x4d+1 0 x4d+2y4d
′+2 x4d+1y4d
′+4 x4d+2y4d
′+4+
x4d+1y4d
′+5
x4d+2 x4d+4y4d
′
x4d+4y4d
′+1 x4d+4y4d
′+2 +
x4d+2y4d
′+4
x4d+4y4d
′+3+
x4d+2y4d
′+5
x4d+3 x4d+5y4d
′
x4d+5y4d
′+1+
x4d+4y4d
′+2
x4d+5y4d
′+2 +
x4d+3y4d
′+4
x4d+5y4d
′+3+
x4d+4y4d
′+4+
x4d+3y4d
′+5
Table 3.1: Formulas for Sq2
(
x4d+ky4d
′+k′
)
with d, d′ ≥ 0.
For the investigation of the structure of H∗(BC2×BC2; Z/2) as a module
over A(1) the Steenrod axioms for the Steenrod algebra provide all necessary
information since the classes x and y are 1-dimensional. As already mentioned
above, in preparation for exploiting a direct sum decomposition of the above
cohomology ring we need diverse formulas concerning Sq1 and Sq2. We will
work them out in the following proposition.
Proposition 3.1.2. On the A(1)-module H∗(BC2×BC2; Z/2) = Z/2 [x, y]
as given in theorem 3.1.1 the homomorphisms Sqi satisfy the following state-
ments.
1. Sq1
(
a2d
)
= 0 for a ∈ {x, y} and d ≥ 0.
2. Sq1
(
a2d+1
)
= a2(d+1) for a ∈ {x, y} and d ≥ 0.
3. The formulas for Sq2 as enlisted in table 3.1 are valid.
Proof. Let  ∈ {0; 1}. Since x and y are cohomology classes of dimension
1 satisfying xd = 0 = yd for all d ≥ 0 proposition 2.1.2 yields the ﬁrst two
formulas as well as
Sq2
(
a4d+	
)
= 0, Sq2
(
a4d+2+	
)
= a4(d+1)+	.
We use 2.1.2 and calculate
Sq2
(
x4dy4d
′+	
)
= Sq2
(
x4d
)
y4d
′+	 + Sq1
(
x4d
)
Sq1
(
y4d
′+	
)
+ x4dSq2
(
y4d
′+	
)
= 0,
Sq2
(
x4dy4d
′+2+	
)
= Sq2
(
x4d
)
y4d
′+2+	 + Sq1
(
x4d
)
Sq1
(
y4d
′+2+	
)
+ x4dSq2
(
y4d
′+2+	
)
= x4dy4(d
′+1)+	,
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Sq2
(
x4d+1y4d
′+1
)
= Sq2
(
x4d+1
)
y4d
′+1 + Sq1
(
x4d+1
)
Sq1
(
y4d
′+1
)
+ x4d+1Sq2
(
y4d
′+1
)
= x4d+2y4d
′+2,
Sq2
(
x4d+1y4d
′+2
)
= Sq2
(
x4d+1
)
y4d
′+2 + Sq1
(
x4d+1
)
Sq1
(
y4d
′+2
)
+ x4d+1Sq2
(
y4d
′+2
)
= x4d+1y4(d+1),
Sq2
(
x4d+1y4d
′+3
)
= Sq2
(
x4d+1
)
y4d
′+3 + Sq1
(
x4d+1
)
Sq1
(
y4d
′+3
)
+ x4d+1Sq2
(
y4d
′+3
)
= x4d+2y4(d
′+1) + x4d+1y4(d
′+1)+1,
Sq2
(
x4d+2y4d
′+2+	
)
= Sq2
(
x4d+2
)
y4d
′+2+	 + Sq1
(
x4d+2
)
Sq1
(
y4d
′+2+	
)
+ x4d+2Sq2
(
y4d
′+2+	
)
= x4(d+1)y4d
′+2+	 + x4d+2y4(d
′+1)+	,
Sq2
(
x4d+3y4d
′+3
)
= Sq2
(
x4d+3
)
y4d
′+3 + Sq1
(
x4d+3
)
Sq1
(
y4d
′+3
)
+ x4d+3Sq2
(
y4d
′+3
)
= x4(d+1)+1y4d
′+3 + x4(d+1)y4(d
′+1) + x4d+3y4(d
′+1)+1.
The remaining formulas follow by interchanging the roles of x and y, so each
formula asserted in table 3.1.1 is proved. 
Because of equation (3.2) our next step is to deduce a direct sum decompo-
sition into A(1)-modules of the module H˜∗(BC2∧BC2; Z/2). Therefore we are
looking for a minimal set S of A(1)-generators of this module. In order to get
such a set S we work out which classes need to be in S degreewise, starting in
degree 2. The following proposition treats this purpose.
Proposition 3.1.3. The set S is a minimal set of generators of the A(1)-
module H˜∗(BC2∧BC2; Z/2), where
S =
⋃
n≥2
Sn
with
S2 = {xy} ,
S3 =
{
xy2
}
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and for d ≥ 1
S4d =
{
xy4d−1, x4i+3y4(d−i)−3
∣∣∣ 0 ≤ i ≤ d− 1} ,
S4d+1 = ∅,
S4d+2 =
{
x4i+3y4(d−i)−1
∣∣∣ 0 ≤ i ≤ d− 1} ,
S4d+3 =
{
x4d−1y4
}
.
Proof. Our strategy is to work out a minimal generating set S degreewise,
starting at degree 2, and then to conﬁrm that the set S we received this way
coincides with the set as given in the proposition.
Necessarily we have
xy ∈ S2.
Since
Sq1(xy) = x2y + xy2
we have to decide between one of the two possible classes xy2, x2y to be con-
tained in S3, so we choose
S3 =
{
xy2
}
.
Next we go on with d = 1. In degree 4 we have
x2y2 = Sq1
(
xy2
)
,
so that we may choose
S4 =
{
xy3, x3y
}
since the elements xy3 and x3y are not generated by any other classes of degree
at most 4. In degree 5 we receive
xy4 = Sq2
(
xy2
)
,
x2y3 = Sq1
(
xy3
)
+ Sq2
(
xy2
)
,
x3y2 = Sq1
(
x3y
)
+ Sq2
(
x2y
)
,
x4y = Sq2
(
x2y
)
,
hence every 5-dimensional class is already generated by some elements of lower
degree. Thus we obtain
S5 = ∅.
In degree 6 direct calculation yields
xy5 = Sq2
(
xy3
)
+ Sq1
(
xy4
)
,
x2y4 = Sq1
(
xy4
)
,
x4y2 = Sq1
(
x4y
)
,
x5y = Sq2
(
x3y
)
+ Sq1
(
x4y
)
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and since the class x3y3 is not generated by any other classes it is suﬃcient to
choose
S6 =
{
x3y3
}
.
Considering degree 7 we obtain by direct computation the equations
xy6 = Sq1
(
xy5
)
+ Sq2
(
x2y3
)
+ Sq1
(
x3y3
)
+ x3y4,
x2y5 = Sq2
(
x2y3
)
+ Sq1
(
x3y3
)
+ x3y4,
x4y3 = Sq1
(
x3y3
)
+ x3y4,
x5y2 = Sq2
(
x3y2
)
+ x3y4,
x6y = Sq1
(
x5y
)
+ Sq2
(
x3y2
)
+ x3y4,
hence in analogy to the situation in degree 3 we may take
S7 =
{
x3y4
}
.
Now assume that the assertion is true for any degree g ≤ 4d− 1, where d ≥ 2.
In degree 4d direct calculations and proposition 3.1.2 yield for 1 ≤ j ≤ d − 1
and 0 ≤ i ≤ d− 1 the equations
x4jy4(d−j) = Sq2
(
x4jy4(d−j)−2
)
,
x4j+1y4(d−j)−1 = Sq2
(
x4j−1y4(d−j)−1
)
+ Sq1
(
x4jy4(d−j)−1
)
+ x4j−1y4(d−j)+1,
x4i+2y4(d−i)−2 = Sq1
(
x4i+1y4(d−i)−2
)
.
The remaining monomial cohomology classes of degree 4d are not generated by
any other elements, hence we can choose
S4d =
{
xy4d−1, x4i+3y4(d−i)−3
∣∣∣ 0 ≤ i ≤ d− 1}
as generating set for degree 4d. In degree 4d+1 we receive for 0 ≤ i ≤ d− 1
x4i+1y4(d−i) = Sq2
(
x4i−1y4(d−i)
)
,
x4i+2y4(d−i)−1 = Sq1
(
x4i+1y4(d−i)−1
)
+ x4i+1y4(d−i),
x4i+3y4(d−i)−2 = Sq1
(
x4i+3y4(d−i)−3
)
+ x4(i+4)y4(d−i)−3,
x4i+4y4(d−i)−3 = Sq2
(
x4i+2y4(d−i)−3
)
,
thus each (4d+1)-dimensional class is already generated by the elements we pre-
viously chose as generators. Hence we obtain
S4d+1 = ∅.
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In degree 4d+2 direct calculation yields for 1 ≤ j ≤ d and 0 ≤ i ≤ d
x4jy4(d−j)+2 = Sq1
(
x4jy4(d−j)+1
)
,
x4i+1y4(d−i)+1 = Sq2
(
x4i+1y4(d−i)−1
)
+ Sq1
(
x4i+1y4(d−i)
)
,
x4i+2y4(d−i) = Sq1
(
x4i+1y4(d−i)
)
,
but the remaining monomial elements of degree 4d+2 are not generated by any
other classes, therefore it is suﬃcient to choose
S4d+2 =
{
x4i+3y4(d−i)−1
∣∣∣ 0 ≤ i ≤ d− 1} .
Finally in degree 4d+3 we compute for 1 ≤ j ≤ d, 0 ≤ i ≤ d and 0 ≤ k ≤ d− 1
xy4d+2 = Sq1
(
xy4d+1
)
+ Sq2
(
x2y4d−1
)
+ Sq1
(
x3y4d−1
)
+ x3y4d,
x4j+1y4(d−j)+2 = Sq2
(
x4j−1y4(d−j)+2
)
+ x4j−1y4(d−j+1),
x4i+2y4(d−i)+1 = Sq2
(
x4i+2y4(d−i)−1
)
+ Sq1
(
x4i+3y4(d−i)−1
)
+ x4i+3y4(d−i),
x4k+3y4(d−k) = Sq1
(
x4k+3y4(d−k)−1
)
+ x4k+4y4(d−k)−1,
x4jy4(d−j)+3 = Sq1
(
x4j−1y4(d−j)+3
)
+ x4j−1y4(d−j+1),
thus for similar reasons as above we may take
S4d+3 =
{
x4d−1y4
}
.
The minimal generating set S je just constructed coincides with the set S as
given in the proposition, therefore the proof is complete. 
Thanks to this proposition we now have a minimal generating set for the
A(1)-module H˜∗(BC2∧BC2; Z/2). We use this set to investigate its individual
direct summands. In the next theorem we provide a direct sum decomposition
of H˜∗(BC2∧BC2; Z/2) as an A(1)-module.
THEOREM 3.1.4. The structure of the A(1)-module H˜∗(BC2∧BC2; Z/2)
is given as follows.
1. Let Si be the sets deﬁned as in proposition 3.1.3. Then
∑2MBS ∼= 〈S2 ∪ ⋃
d≥0
S4d+3
〉
A(1)
,
∑4dA(1)d+1 ∼= 〈S4d〉A(1) ,∑4d+2A(1)d ∼= 〈S4d+2〉A(1) .
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2. There is an isomorphism of A(1)-modules
H˜∗(BC2∧BC2; Z/2) ∼=
∑2
MBS ⊕
⊕
d≥1
∑4dA(1)d+1
⊕
⊕
d≥1
∑4d+2A(1)d. (3.17)
Proof. Because of proposition 3.1.3 we already know that
H˜∗(BC2∧BC2; Z/2) ∼= 〈S〉A(1) ,
thus it remains to show that the elements of S generate A(1)-modules of the
shape as asserted in the theorem. First we have
Sq2,2(xy) = Sq2
(
x2y2
)
= x4y2 + x2y4,
Sq1
(
xy2
)
= x2y2 = Sq2(xy),
Sq2,1,2(xy) = Sq2,1
(
x2y2
)
= 0
and for i ≥ 0 we get
Sq1
(
x4i+3y4
)
= x4(i+1)y4 = Sq2
(
x4i+2y4
)
,
Sq2,1,2
(
x4i+3y4
)
= Sq2,1
(
x4(i+1)+1y4
)
= Sq2
(
x4(i+1)+2y4
)
= x4(i+2)y4.
All these equations yield the asserted module structure of the ﬁrst summand in
equation (3.17). As Z/2-vector spaces we have〈
S2 ∪
⋃
d≥0
S4d+3
〉
A(1)
=
〈
xy, xy2, x2y, x2y2, x2x4+x4x2, xdy4
∣∣∣ d ≥ 3〉
Z/2
.
For the remaining summands we apply the formulas of proposition 3.1.2 to
obtain
Sq2,1,2,1
(
xy4(d−1)+3
)
=Sq2,1,2
(
x2y4(d−1)+3
)
+ Sq2,1,2
(
xy4d
)︸ ︷︷ ︸
=0
=Sq2,1
(
x4y4(d−1)+3
)
+ Sq2,1
(
x2y4d+1
)
= Sq2
(
x4y4d
)︸ ︷︷ ︸
=0
+Sq2
(
x2y4d+2
)
=x4y4d+2 + x2y4(d+1)
and
Sq2,1,2
(
xy4(d−1)+3
)
= Sq2,1
(
x2y4d
)︸ ︷︷ ︸
=0
+Sq2,1
(
xy4d+1
)
=Sq2
(
x2y4d+1
)
+ Sq2
(
xy4d+2
)
=x4y4d+1 + xy4(d+1).
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These computations imply that as Z/2-vector spaces we have
〈
xy4(d−1)+3
〉
A(1)
=
〈
xy4(d−1)+3, xy4d + x2y4(d−1)+3, xy4d+1 + x2y4d, xy4d+2 + x2y4d+1,
x2y4d+1 + x4y4(d−1)+3, x2y4d+2 + x4y4d, xy4(d+1) + x4y4d+1,
x2y4(d+1) + x4y4d+2
〉
Z/2
.
Next we compute
Sq2,1,2,1
(
x4i+3y4(d−i−1)+1
)
= Sq2,1,2
(
x4(i+1)y4(d−i−1)+1
)
︸ ︷︷ ︸
=0
+Sq2,1,2
(
x4i+3y4(d−i−1)+2
)
=Sq2,1
(
x4(i+1)+1y4(d−i−1)+2
)
+ Sq2,1
(
x4i+3y4(d−i)
)
=Sq2
(
x4(i+1)+2y4(d−i−1)+2
)
+ Sq2
(
x4(i+1)y4(d−i)
)
︸ ︷︷ ︸
=0
=x4(i+2)y4(d−i−1)+2 + x4(i+1)+2y4(d−i)
and
Sq2,1,2
(
x4i+3y4(d−i−1)+1
)
=Sq2,1
(
x4(i+1)+1y4(d−i−1)+1
)
+ Sq2,1
(
x4(i+1)y4(d−i−1)+2
)
︸ ︷︷ ︸
=0
=Sq2
(
x4(i+1)+2y4(d−i−1)+1
)
+ Sq2
(
x4(i+1)+1y4(d−i−1)+2
)
=x4(i+2)y4(d−i−1)+1 + x4(i+1)+1y4(d−i).
These computations imply that as Z/2-vector spaces we have〈
x4i+3y4(d−i−1)+1
〉
A(1)
=
〈
x4i+3y4(d−i−1)+1, x4i+3y4(d−i−1)+2 + x4(i+1)y4(d−i−1)+1, x4(i+1)y4(d−i−1)+2
+x4(i+1)+1y4(d−i−1)+1, x4i+3y4(d−i)+x4(i+1)+1y4(d−i−1)+2, x4(i+1)+1y4(d−i−1)+2
+x4(i+1)+2y4(d−i−1)+1, x4(i+1)y4(d−i) + x4(i+1)+2y4(d−i−1)+2, x4(i+1)+1y4(d−i)
+x4(i+2)y4(d−i−1)+1, x4(i+1)+2y4(d−i) + x4(i+2)y4(d−i−1)+2
〉
Z/2
.
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Finally we calculate
Sq2,1,2,1
(
x4i+3y4(d−i−1)+3
)
=Sq2,1,2
(
x4(i+1)y4(d−i−1)+3
)
+ Sq2,1,2
(
x4i+3y4(d−i)
)
=Sq2,1
(
x4(i+1)y4(d−i)+1
)
+ Sq2,1
(
x4(i+1)+1y4(d−i)
)
=Sq2
(
x4(i+1)y4(d−i)+2
)
+ Sq2
(
x4(i+1)+2y4(d−i)
)
=x4(i+1)y4(d−i+1) + x4(i+2)y4(d−i)
and
Sq2,1,2
(
x4i+3y4(d−i−1)+3
)
=Sq2,1
(
x4(i+1)+1y4(d−i−1)+3
)
+ Sq2,1
(
x4(i+1)y4(d−i)
)
︸ ︷︷ ︸
=0
+Sq2,1
(
x4i+3y4(d−i)+1
)
=Sq2
(
x4(i+1)+2y4(d−i−1)+3
)
+ Sq2
(
x4(i+1)+1y4(d−i)
)
︸ ︷︷ ︸
=0
+Sq2
(
x4(i+1)y4(d−i)+1
)
︸ ︷︷ ︸
=0
+ Sq2
(
x4i+3y4(d−i)+2
)
=x4(i+2)y4(d−i−1)+3+ x4(i+1)+2y4(d−i)+1+ x4(i+1)+1y4(d−i)+2+ x4i+3y4(d−i+1).
These computations imply that as Z/2-vector spaces we have〈
x4i+3y4(d−i−1)+3
〉
A(1)
=
〈
x4i+3y4(d−i−1)+3, x4i+3y4(d−i−1)+3 + x4(i+1)y4(d−i−1)+3, x4i+3y4(d−i)+1
+x4(i+1)y4(d−i) + x4(i+1)+1y4(d−i−1)+3, x4(i+1)y4(d−i)+1 + x4(i+1)+1y4(d−i),
x4i+3y4(d−i)+2 + x4(i+1)y4(d−i)+1 + x4(i+1)+1y4(d−i) + x4(i+1)+2y4(d−i−1)+3,
x4(i+1)y4(d−i)+2 + x4(i+1)+2y4(d−i), x4i+3y4(d−i+1) + x4(i+1)+1y4(d−i)+2
+x4(i+1)+2y4(d−i)+1+x4(i+2)y4(d−i−1)+3, x4(i+1)y4(d−i+1)+x4(i+2)y4(d−i)
〉
Z/2
.
At this point we have shown that the individual summands of the asserted iso-
morphism are contained in the A(1)-module H˜∗(BC2∧BC2; Z/2). Moreover
the previous vector space equations imply that there is no class being generated
by elements of diﬀerent summands, hence the sum decomposition in equation
(3.17) is indeed a direct sum decomposition. 
Now we received all required information concerning the algebraic structure
of the E2-chart of the Adams spectral sequence converging to k˜o∗(BC2∧BC2).
It is given in table 3.2. For degree reasons we can directly conclude that if
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2 4 6 8 10 12 14 16
0
2
4
6
xy
−−−
•




xy2
−−−−−
x3y4
−−−−−−−
•
•
x7y4
−−−−−−−
•
•
•
•
•
•
•










x11y4
−−−−−−−−
•
•
•
•
•
•
➁ ➀ ➂ ➁ ➃ ➂ ➄
Table 3.2: The E2 = E∞-chart of the Adams spectral sequence converging to
k˜o∗(BC2∧BC2). In this diagram we use the notation  := (Z/2)S. Any entry w
or any bullet represents a generator of a Z/2-vector space isomorphic to Z/2. If
the entries a ∈ Et−s,s2 and b ∈ E
t−s−1,s+1
2 are connected by a line, this indicates
that h0a = b and if the entries c ∈ E
t−s,s
2 and d ∈ E
t−s,s+1
2 are connected by a
line, this means h1c = d. The notation w is explained in appendix A.
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there exists any non-trivial diﬀerential then its source is in degree 4d for some
d ≥ 1. But in fact there does not occur any non-trivial diﬀerential in any stage
of this spectral sequence. The reason for this is the result of the eta invariant
computations we will do in the next subsection.
3.1.2 Eta Invariant Computations Concerning the Groups
k˜o∗(BC2×BC2)
As we explained in the beginning of the chapter we will do the necessary eta
invariant computations using induction. Therefore we have to list up all non-
trivial cyclic subgroups of C2×C2. Theorem 3.0.52 yields that
SG2,2 = {H1,0, H0,1, H1,1} ,
where the elements of SG2,2 are already ordered as required in deﬁnition 3.0.53.
For , ˜ ∈ {0; 1} we have
ρu,u˜
(
a	b	˜
)
= (−1)u·	+u˜·	˜. (3.18)
Now we can do the necessary computations with the standard eta matrix to
ﬁgure out the groups k˜ok(BC2∧BC2) for odd k. In the following table we give
the isomorphism type of the representations ρu,u˜|Hμ,ν .
ρ0,1 ρ1,0 ρ1,1
H0,1 ρ1 ρ0 ρ1
H1,0 ρ0 ρ1 ρ1
H1,1 ρ1 ρ1 ρ0
Table 3.3: The isomorphism type of the
representation ρu,u˜|Hμ,ν .
Let us denote
xk :=
{
− 124d+2 ∈ R/2Z for k = 8d+ 3,
− 1
24d+4
∈ R/Z for k = 8d+ 7.
Then the above table yields that the desired standard eta matrix is given by⎡⎣xk 0 xk0 xk xk
xk xk 0
⎤⎦ .
We start with substracting the ﬁrst row from the third one and obtain the
matrix ⎡⎣xk 0 xk0 xk xk
0 xk −xk
⎤⎦ .
Next we substract the second row from the third one and get⎡⎣xk 0 xk0 xk xk
0 0 −2xk
⎤⎦ .
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Finally we substract the ﬁrst and the second column from the third one to
receive the modiﬁed eta matrix in the diagonal form
diag (xk, xk, −2xk). (3.19)
In the previous subsection we worked out the E2-chart of the current spectral
sequence and observed that for degree reasons there could be some non-trivial
diﬀerential with source in degree 4d for some d ≥ 2. But with the computations
above we have all the necessary information to prove the following result con-
cerning the reduced real connective K-theory of the space BC2∧BC2 as we will
see in the proof of the following theorem.
THEOREM 3.1.5. The reduced real connective K-theory groups of the clas-
sifying space BC2∧BC2 of the group C2×C2 in dimensions k ≡ 3 (mod 4) are
given by
k˜ok(BC2∧BC2) ∼=
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
(Z/2)2d+1 for k = 8d,
Z/2 for k = 8d+ 1,
(Z/2)2d+1 for k = 8d+ 2,
Z/24d+2 for k = 8d+ 3,
(Z/2)2d+2 for k = 8d+ 4,
0 for k = 8d+ 5,
(Z/2)2d+1 for k = 8d+ 6,
Z/24d+3 for k = 8d+ 7.
Proof. Considering the E2-chart of the Adams spectral sequence converging
to k˜o∗(BC2×BC2) we immediately obtain the assertion for k = 8d + 3, 8d + 7
as well as
ord
(
k˜ok(BC2∧BC2)
)
≤
{
24d+2 for k = 8d+ 3,
24d+3 for k = 8d+ 7.
(3.20)
The ﬁrst two entries in the modiﬁed eta matrix (3.19) correspond to the stable
summand k˜o∗(BC2∨BC2) ∼= k˜o∗(BC2)⊕ k˜o∗(BC2), hence that matrix together
with equation (3.20) yield
ord
(
k˜ok(BC2∧BC2)
)
=
{
24d+2 for k = 8d+ 3,
24d+3 for k = 8d+ 7.
It remains to show that the desired ko-groups are cyclic. But this also follows
from both the modiﬁed eta matrix (3.19) and the Ext-chart of MBS , so the
theorem is proved. 
In particular this theorem implies that there cannot exist any non-trivial
diﬀerential in the current Adams spectral sequence since otherwise we would
get a contradiction to the order of the groups k˜ok(BC2∧BC2).
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3.1.3 The Construction of the Desired Manifolds in Even
Degrees
The content of this section is already done by Michael Joachim and Arjun Mal-
hotra in [JM12]. It is not only for completeness reasons that we do the following
constructions here again, but we will need them to do analogous constructions
for the groups C2×C2n . In an analogous manner as for the eta invariant com-
putations in the last section we will use induction to show that we constructed
suﬃciently many manifolds to complete the proof of Gromov-Lawson-Rosenberg
conjecture for the groups C2×C2n . As explained in [JM12] it is suﬃcient to real-
ize suﬃciently many classes in H∗(BC2×BC2; Z/2) as manifolds with positive
scalar curvature.
Notation 3.1.6. Consider the graded Z/2-vector space H∗(BC2×BC2; Z/2) =
Z/2 [x, y]. For i, j ≥ 0 we denote
ξi,j :=
(
xiyj
)∗
∈ H∗(BC2×BC2; Z/2)
with respect to the monomial basis of H∗(BC2×BC2; Z/2).
Recall that the manifold RPn is orientable if and only if n is odd and it is
spin if and only if n = 1 or n ≡ 3 (mod 4). We will take products of projective
spaces and consider their images in H∗(BC2×BC2; Z/2). For the dimensions in
which this does not yield all the desired homology classes we choose appropriate
projective bundles of vector bundles over projective spaces to realize the classes
we still have to ﬁnd as manifolds admitting a positive scalar curvature metric. In
chapter 1 we have already seen that these projective bundles also admit a metric
of positive scalar curvature. Theorem 1.7.3 provides a formula for computing the
cohomology ring of such bundles. The problem of this working step described
above is not the construction of the desired manifolds. But we need a way to
verify that the manifolds we constructed are suﬃcient to generate the groups
k˜o∗(BC2×BC2). That is the reason why we need to consider their images in
H∗(BC2×BC2; Z/2). We will apply the latter theorem to deduce them. The
desired manifolds are enlisted in the following theorem.
THEOREM 3.1.7. For even k > 0 the set Mk spans a subspace of di-
mension d for n = 4d + 2 and d + 1 for n = 4d in the Z/2-vector space
Hn(BC2×BC2; Z/2), where
M4d+2 =
{
RP4i+3×RP4(d−1−i)+3
∣∣∣ 0 ≤ i ≤ d− 1} ,
M4d =
{
RP4d−1×RP1, RP1×RP4d−1, M4i+1,4(d−1−i)+2
∣∣∣ 1 ≤ i ≤ d− 1}
with
Mi,j := RP
(
2Li ⊕ j −→ RP
i
)
,
where i, j ≥ 1. Here Li is the canonical line bundle over RPi and  is the trivial
line bundle.
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Proof. First let n = 4d + 2. Then the manifolds RP4i+3×RP4(d−1−i)+3
enlisted in the setM4d+2 are all spin and give the classes ξ4i+3,4(d−1−i)+3. These
classes are linearly independent, therefore they span a d-dimensional subspace of
Hn(BC2×BC2; Z/2) which therefore detects all classes with non-trivial index.
Now let n = 4d. In this situation there are only two products of projective spaces
which are spin manifolds, namely RP4d−1×RP1 and RP1×RP4d−1. In order to
complete the proof we have to show that the manifolds
M4i+1,4(d−1−i)+2, 1 ≤ i ≤ d− 1,
are spin and yield homology classes which are linearly independent. We ﬁx an
i ∈ {1, . . . , d − 1}. It is well known that H∗
(
RP4i+1; Z/2
)
= Z/2[xˆ]/(xˆ4i+2),
hence we obtain
w1
(
2L4i+1 ⊕ (4(d−1−i)+2)−→ RP
4i+1
)
= xˆ+ xˆ = 0
and
w2
(
2L4i+1 ⊕ (4(d−1−i)+2) −→ RP
4i+1
)
= xˆ2
as well as
wν
(
2L4i+1 ⊕ (4(d−1−i)+2) −→ RP
4i+1
)
= 0 ∀ ν ≥ 3.
Now we use the formula of theorem 1.7.3 to get
w1
(
M4i+1,4(d−1−i)+2
)
=w1
(
RP4i+1
)
+ w1
(
2L4i+1 ⊕ (4(d−1−i)+2) −→ RP
4i+1
)
+ 4dy˜
=0.
An analogous computation yields
w2
(
M4i+1,4(d−1−i)+2
)
= x˜2 + 2d(4d− 1)y˜2 + x˜2 = 0
This implies that M4i+1,4(d−1−i)+2 is indeed a spin manifold with
H∗
(
M4i+1,4(d−1−i)+2; Z/2
)
= Z/2[x˜, y˜]/(x˜4i+2, y˜4(d−i) + x˜2y˜4(d−1−i)+2).
In this cohomology ring we have
x˜y˜4d−1 = x˜3y˜4d−3 = . . . = x˜4i−1y˜4(d−i)+1 = x˜4i+1y˜4(d−1−i)+3.
Now let
ιi : M4i+1,4(d−1−i)+2 ↪→ BC2×BC2
be the map given by
ιi = (j ◦ p, c),
where
p : S(2L4i+1 ⊕ (4(d−1−i)+2))/C2 −→ RP
4i+1
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is the bundle projection,
c : S(2L4i+1 ⊕ (4(d−1−i)+2))/C2 −→ BC2
the classifying map of the bundle S(2L4i+1⊕(4(d−1−i)+2))/C2 ∼= RP(2L4i+1⊕
(4(d−1−i)+2)) and
j : RP4i+1 ↪→ BC2.
the canonical inclusion. Then the induced map in cohomology of the map ιi
ι∗i : H
∗(BC2×BC2; Z/2) −→ H
∗
(
M4i+1,4(d−1−i)+2; Z/2
)
satisﬁes the condition
ι∗i
(
xky4d−k
)
= x˜ky˜4d−k.
For odd k this immediately yields
ι∗i
(
xky4d−k
)
= x˜y˜4d−1.
Now we dualize this and receive[
M4i+1,4(d−1−i)+2
]
→
4i+1∑
k≥1 odd
ξk,4d−k ∈ H∗(BC2×BC2; Z/2).
If we denote the right-hand side of the latter equation by vi we directly obtain
that the classes
ξ1,4d−1, v1, v2, . . . , vd−2, vd−1, ξ4d−1,1
are linearly independent what completes the proof. 
Together with our preceding results this theorem ﬁnally proves the following
theorem, our main goal of this section.
THEOREM 3.1.8. The Gromov-Lawson-Rosenberg conjecture is true for
the group C2×C2.
3.2 The Gromov-Lawson-Rosenberg Conjecture
for the Group C2×C2n
In the last section we have seen that the computation of the E∞-term of the
Adams spectral sequence converging to k˜o∗(BC2×BC2) is not very complicated
since it turned out that there is no non-trivial diﬀerential in any of its Er-stages.
The Adams spectral sequence converging to k˜o∗(BC2×BC2n) is more diﬃcult to
handle since in this case there exist non-trivial diﬀerentials. But we will see that
thanks to the Leibniz rule for diﬀerentials on the one hand each dr is zero for
2 ≤ r ≤ n− 1 and on the other hand all diﬀerentials dn can be computed with
the Leibniz rule out of the corresponding diﬀerentials of the Adams spectral
sequence converging to k˜o∗(BC2) and k˜o∗(BC2n) respectively. The structure
of the resulting En+1-chart will imply that for degree reasons there cannot be
further non-trivial diﬀerentials in any stage r ≥ n+ 1.
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3.2.1 The E2-Chart of the Adams Spectral Sequence Con-
verging to k˜o∗(BC2×BC2n)
In the current section it will turn out that the E2-chart of the Adams spectral
sequence converging to k˜o∗(BC2×BC2) is more complicated than that one of the
Adams spectral sequence converging to k˜o∗(BC2×BC2). We will see that there
are no inﬁnite h0-towers as in the case of the group C2l , but nevertheless we
will be able to use the formulas for the diﬀerentials of the corresponding Adams
spectral sequence for the current product case. In analogy to chapter 2 and the
last section we ﬁrst need to know the algebraic structure of the cohomology ring
H∗(BC2×BC2n ; Z/2), therefore we start with providing it.
THEOREM 3.2.1. The cohomology ring with coeﬃcients in Z/2 of the
classifying space BC2×BC2n of the group C2×C2n for n ≥ 2 is given by
H∗(BC2×BC2n ; Z/2) = Z/2 [y, x, z]/(x
2),
where
deg(x) = deg(y) = 1, deg(z) = 2
and
Sq1(z) = 0.
From now on we use the notations occuring in the theorem above. Again
we have to compute the Steenrod homomorphisms Sq1 and Sq2 on the A(1)-
module H∗(BC2×BC2n ; Z/2). Since we know the values of the Sqi on the
elements yj as well as on the elements x	zk the calculation of Sqi
(
x	yjzk
)
is
relatively easy according to the circumstance that we are dealing with three
variables throughout our computations. The required calculations are done in
the following proposition.
Proposition 3.2.2. Let , ˜ ∈ {0; 1} and d, d′ ≥ 0. On the A(1)-module
H˜∗(BC2×BC2n ; Z/2) the homomorphisms Sq1 and Sq2 satisfy the following
formulas.
1. Sq1
(
x	y2dzd
′
)
= 0,
2. Sq1
(
x	y2d+1zd
′
)
= x	y2(d+1)zd
′
,
3. Sq2
(
x	y4d+	˜z2d
′
)
= 0,
4. Sq2
(
x	y4d+	˜z2d
′+1
)
= x	y4d+	˜z2(d
′+1),
5. Sq2
(
x	y4d+2+	˜z2d
′
)
= x	y4(d+1)+	˜z2d
′
,
6. Sq2
(
x	y4d+2+	˜z2d
′+1
)
= x	y4(d+1)+	˜z2d
′+1 + x	y4d+2+	˜z2(d
′+1).
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Proof. For the elements of the form yd we apply proposition 2.1.2 and for
those ones of the form x	zd we use proposition 2.2.2, so that direct computation
yields
Sq1
(
x	ydzd
′
)
= Sq1
(
x	zd
′
)
yd︸ ︷︷ ︸
=0
+x	zd
′
Sq1
(
yd
)
= x	Sq1
(
yd
)
zd
′
and hence
Sq1
(
x	y2dzd
′
)
= 0,
Sq1
(
x	y2d+1zd
′
)
= x	y2(d+1)zd
′
,
the ﬁrst two formulas. Further we calculate
Sq2
(
x	ydzd
′
)
= x	Sq2
(
yd
)
zd
′
+ x	Sq1
(
yd
)
Sq1
(
zd
′
)
︸ ︷︷ ︸
=0
+x	ydSq2
(
zd
′
)
= x	Sq2
(
yd
)
zd
′
+ x	ydSq2
(
zd
′
)
and thus we obtain the remaining formulas by
Sq2
(
x	y4d+	˜z2d
′
)
= 0,
Sq2
(
x	y4d+	˜z2d
′+1
)
= x	y4d+	˜z2(d
′+1),
Sq2
(
x	y4d+2+	˜z2d
′
)
= x	y4(d+1)+	˜z2d
′
,
Sq2
(
x	y4d+2+	˜z2d
′+1
)
= x	y4(d+1)+	˜z2d
′+1 + x	y4d+2+	˜z2(d
′+1).
All asserted formulas are proved. 
Now we use these formulas to work out a direct sum decomposition of the
algebra in theorem 3.2.1 into A(1)-modules. As in the previous section there is
the well known direct sum decomposition
H˜∗(BC2×BC2n ; Z/2) = H˜
∗(BC2∨BC2n ; Z/2)⊕ H˜
∗(BC2∧BC2n ; Z/2) .
Since again the ﬁrst summand satisﬁes
H˜∗(BC2∨BC2n ; Z/2) ∼= H˜
∗(BC2; Z/2)⊕ H˜
∗(BC2n ; Z/2)
we alrealy know its structure as an A(1)-module from the preceding chapter.
Because of the equations
Sqi
(
xyd
)
= xSqi
(
yd
)
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and
xyd = 0 ∀ d ≥ 0
the elements xy2d+1 generate an A(1)-module isomorphic to H˜∗(BC2; Z/2)
shifted by geometrical degree 1. With respect to the corresponding E2-chart
this means that there occurs the diagram for H˜∗(BC2; Z/2) shifted by geomet-
rical degree 1. As we will see below, if yz is a factor of some element w, then it
is also a factor of Sqi(w), therefore it is suﬃcient to look for generators of the
form yλzμ to generate elements of this form. The next proposition makes all
these facts explicit.
Proposition 3.2.3. The set S is a minimal generating set of the A(1)-module
H˜∗(BC2∧BC2n ; Z/2), where
S =
⋃
k≥2
Sk
with
S2 = {xy} ,
S4d+1 =
{
y4i+3z2(d−i)−1
∣∣∣ 0 ≤ i ≤ d− 1} for d ≥ 1,
S4d+2 =
{
xy4i+3z2(d−i)−1
∣∣∣ 0 ≤ i ≤ d− 1} for d ≥ 1,
S4d+3 =
{
y4i+1z2(d−i)+1
∣∣∣ 0 ≤ i ≤ d} for d ≥ 0,
S4(d+1) =
{
xy4d+3, xy4i+1z2(d−i)+1
∣∣∣ 0 ≤ i ≤ d} for d ≥ 0.
Proof. Let j = 1, 2. First we note that the equation
Sqj
(
xyazb
)
= xSqj
(
yazb
)
∀ a, b ≥ 0 (3.21)
holds as well as the condition
x
∣∣∣ w ⇐⇒ x ∣∣∣ Sqj(w) for Sqj(w) = 0 (3.22)
in H˜∗(BC2∧BC2n ; Z/2). This implies that the classes xy4d+3 generate an A(1)-
module isomorphic to that one occuring in the Adams spectral sequence con-
verging to k˜o∗(BC2) but shifted by geometrical degree 1, that is the module
Σ2MS. Similarly the classes of even degree generate A(1)-modules isomorphic
to those ones enlisted in one degree lower, again shifted by geometrical degree 1.
Therefore it is suﬃcient to prove the assertion only for odd degrees. This means
that we only have to verify the corresponding asserted minimal generating sets
for the elements of the shape yazb with odd a. Similarly as in the last section
we work this out degreewise. In degree 3 we necessarily have
S3 = {yz}.
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Now let d ≥ 1. In degree 4d+ 1 we have
y4i+1z2(d−i) = Sq2
(
y4i+1z2(d−i)−1
)
,
therefore the elements in the set S4d+1
y4i+3z2(d−i)−1, 0 ≤ i ≤ d,
are suﬃcient as generators of degree 4d+ 1. In degree 4d+ 3 we have
y4i+3z2(d−i) = Sq2
(
y4i+3z2(d−i)−1
)
+ y4i+5z2(d−i)−1,
thus the elements of the set S4d+3
y4i+1z2(d−i)+1, 0 ≤ i ≤ d− 1,
can be chosen as generators. Now we have shown that it is not necessary to
choose further generating elements than asserted. It remains to prove that all
these elements are necessary to generate the module H˜∗(BC2∧BC2n ; Z/2). The
formulas of proposition 3.2.2 imply that〈
im
(
Sq1
)
∪ im
(
Sq2
)〉
A(1)
=
〈
x	y2(d+1)zd
′
, x	y4d+	˜z2(d
′+1), x	y4(d+1)+	˜z2d
′
, x	y4(d+1)+	˜z2d
′+1
+x	y4d+2+	˜z2(d
′+1)
∣∣∣ , ˜ ∈ {0; 1}, d, d′ ≥ 0〉
A(1)
=
〈
x	y2(d+1)zd
′
, x	y4d+1z2(d
′+1), x	y4(d+1)z2d
′
, x	y4(d+1)+1z2d
′+1
+x	y4d+3z2(d
′+1)
∣∣∣  ∈ {0; 1}, d, d′ ≥ 0〉
A(1)
,
hence the preceding calculations imply that no element of the set S may be omit-
ted when S is chosen as generating set of theA(1)-module H˜∗(BC2∧BC2n ; Z/2),
therefore the proof is complete. 
Next we use the set S of the above proposition to work out the desired direct
sum decomposition of H˜∗(BC2∧BC2n ; Z/2). We do this in the next theorem.
THEOREM 3.2.4. The structure of the A(1)-module H˜∗(BC2∧BC2n ; Z/2)
is given as follows.
1. Let d ≥ 0. Then we have∑2
MS ∼=
〈
xy, xy4d+3
∣∣∣ j ≥ 0〉
A(1)
,∑4d+3
MDS ∼=
〈
y2j+1z2d+1
∣∣∣ j ≥ 0〉
A(1)
,∑4d+4
MDS ∼=
〈
xy2j+1z2d+1
∣∣∣ j ≥ 0〉
A(1)
.
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2. There is an isomorphism of A(1)-modules
H˜∗(BC2∧BC2n ; Z/2) ∼=
∑2
MS ⊕
⊕
d≥3
∑d
MDS . (3.23)
Proof. Recall that we have the computation rule
Sqi
(
xydzd
′
)
= xSqi
(
ydzd
′
)
∀ d, d′ ≥ 0. (3.24)
Further the class y is 1-dimensional and satisﬁes
yk = 0 ∀ k ≥ 0,
therefore we receive from proposition 2.1.3 that∑1
MS ∼=
〈
y, y4d+3
∣∣∣ d ≥ 0〉
A(1)
.
Together with equation (3.24) this yields∑2
MS ∼=
〈
xy, xy4d+3
∣∣∣ d ≥ 0〉
A(1)
.
Now let d ≥ 0 be arbitrarily chosen. Then we know from the proof of proposition
3.2.3 that for j ≥ 0 we have
Sq1
(
yz2d+1
)
= y2z2d+1,
Sq2
(
y2z2d+1
)
= y4z2d+1 + y2z2d+2
= Sq1
(
y3z2d+1 + yz2d+2
)
,
Sq2
(
y4j+3z2d+1 + y4j+1z2d+2
)
= y4j+5z2d+1 + y4j+3z2d+2,
Sq1
(
y4j+5z2d+1 + y4j+3z2d+2
)
= y4j+6z2d+1 + y4j+4z2d+2,
Sq2
(
y4j+5z2d+1 + y4j+3z2d+2
)
= 0,
Sq2
(
yz2d+1
)
= yz2d+2,
Sq1
(
y4j+1z2d+2
)
= y4j+2z2d+2,
Sq2
(
y4j+2z2d+2
)
= y4j+4z2d+2
= Sq1
(
y4j+3z2d+2
)
,
Sq2
(
y4j+1z2d+2
)
= 0.
All these equations imply that∑4d+3MDS ∼= 〈y2j+1z2d+1 ∣∣∣ d ≥ 0〉
A(1)
Finally we apply equation (3.24) on the last result and immediately receive∑4d+4MDS ∼= 〈xy2j+1z2d+1 ∣∣∣ d ≥ 0〉
A(1)
.
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so that the ﬁrst assertion is shown. The calculations in the proof of proposition
3.2.3 imply that for any w ∈ H˜∗(BC2∧BC2n ; Z/2) and j ∈ {1; 2} the conditions
x
∣∣∣ w ⇐⇒ x ∣∣∣ Sqj(w) for Sqj(w) = 0 (3.25)
and
z
∣∣∣ w ⇐⇒ z ∣∣∣ Sqj(w) for Sqj(w) = 0 (3.26)
are valid. Moreover we receive from those calculations the statement〈
x	y2j+1z2d+1
∣∣∣ j ≥ 0〉
A(1)
∩
〈
x	y2j+1z2d
′+1
∣∣∣ j ≥ 0〉
A(1)
= 0 =⇒ d = d′, (3.27)
where  ∈ {0; 1}. We use this facts to compute
H˜∗(BC2∧BC2n ; Z/2)
=
3.2.3
〈
xy, xy4d+3, y2j+1z2d+1, xy2j+1z2d+1
∣∣∣ d ≥ 0, j ≥ 0〉
A(1)
=
(3.26)
〈
xy, xy4d+3
∣∣∣ d ≥ 0〉
A(1)
⊕
〈
y2j+1z2d+1, xy2j+1z2d+1
∣∣∣ d ≥ 0, j ≥ 0〉
A(1)
=
(3.25)
〈
xy, xy4d+3
∣∣∣ d ≥ 0〉
A(1)
⊕
〈
y2j+1z2d+1
∣∣∣ d ≥ 0, j ≥ 0〉
A(1)
⊕
〈
xy2j+1z2d+1
∣∣∣ d ≥ 0, j ≥ 0〉
A(1)
=
(3.27)
〈
xy, xy4d+3
∣∣∣ d ≥ 0〉
A(1)
⊕
⊕
d≥0
〈
y2j+1z2d+1
∣∣∣ j ≥ 0〉
A(1)
⊕
⊕
d≥0
〈
xy2j+1z2d+1
∣∣∣ j ≥ 0〉
A(1)
∼=
1.
∑2
MS ⊕
⊕
d≥3
∑d
MDS . 
At this point we have got all required information to give the E2-chart of the
Adams spectral sequence converging to k˜o∗(BC2∧BC2n ). This chart is shown
in table 3.1. In the next section we work out the diﬀerentials of the current
spectral sequence.
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3.2.2 The Diﬀerentials of the Adams Spectral Sequence
Converging to k˜o∗(BC2×BC2n)
In the last chapter we motivated the examination of the Adams spectral se-
quence converging to k˜o∗(BC2l) with the fact that we can work with the Leib-
niz rule for diﬀerentials when we look at the corresponding Adams spectral
sequences for the product case. In such a situation there possibly occur diﬀer-
entials which cannot be computed with the Leibniz rule. But in the next theorem
we will see that each diﬀerential of the Adams spectral sequence converging to
k˜o∗(BC2×BC2n) can be computed by applying the Leibniz rule for diﬀerentials
together with lemma B.0.20 and theorem B.0.23. We give the desired formulas
below.
THEOREM 3.2.5. The diﬀerentials of the Adams spectral sequence con-
verging to k˜o∗(BC2∧BC2n) are given as follows. Let r ≥ 2 and deﬁne the set
I := {1, 4k+3 | k ∈ N0}.
1. dr
(
xyd
)
= 0 ∀ d ∈ I,
2. dn
(
y4d+1z
)
= hn0xy
4(d−1)+3z ∀ d ∈ I,
3. dn
(
y4d+3z
)
= hn0xy
4d+3 ∀ d ≥ 0,
4. dr
(
xy2d+1z2k+1
)
= 0 ∀ d, k ≥ 0,
5. dn
(
yz2d+1
)
= hn0xy
3z2d−1 ∀ d ≥ 1,
6. dn
(
y4d+1z2k+1
)
= hn0xy
4d−1z2d+1 + hn−20 v
2xy4d−1z2d−1
+
ψ(n,d)−3∑
k=0
hn+2−2
k+3
0 μ
2k+1−1v2xy4d−1z2d+3−2
k+3
∀ d, k ≥ 0,
7. dn
(
y4d+3z2k+1
)
= hn0xy
4(d+1)+1z2k−1 ∀ d, k ≥ 1.
Any diﬀerential which is not explicitly enlisted above is zero.
Proof. From chapter 2 we already know that each diﬀerential of the Adams
spectral sequence converging to k˜o∗(BC2) is zero and the diﬀerentials of the
Adams spectral sequence converging to k˜o∗(BC2n) are given in theorem 2.2.33.
Before we verify the asserted formulas we observe that the Leibniz rule for
diﬀerentials yields
dr
(
ysz2k+1
)
= dr
(
ys
)︸ ︷︷ ︸
=0
z2k+1 + ysdr
(
z2k+1
)
= ysdr
(
z2k+1
)
,
where k ≥ 0 and s ∈ I. Now we come to the proof of the above statements.
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The ﬁrst equation is trivial. For the second one we compute
h0dn
(
y4d+1z
)
= dn
(
h0y
4d+1z
)
= dn
(
vy4d−1z
)
= dn
(
y4d−1vz
)
= y4d−1dn(vz)
= y4d−1hn+10 xz
= hn+10 xy
4d−1z
The multiplicative structure of the current Adams spectral sequence implies
dn
(
y4d+1z
)
= hn0xy
4d−1z
as asserted. The third equation follows by
dr
(
y4d+3z
)
= y4d+3dr(z)
= y4d+3 · hn0x
= hn0xy
4d+3.
For the fourth formula we have to distinguish whether d is even or odd. Let
d = 2d′. Then we get
h0dr
(
xy4d
′+1z2k+1
)
= dr
(
h0xy
4d′+1z2k+1
)
= dr
(
vxy4d
′−1z2k+1
)
= dr
(
y4d
′−1vxz2k+1
)
= y4d
′−1dr
(
vxz2k+1
)
= 0.
Again the multiplicative structure of the Adams spectral sequence implies
dr
(
y4d+1z
)
= 0,
thus the assertion for the case that d is even is proved. Now let d = 2d′ + 1.
Then we obtain
dr
(
xy4d
′+3z2k+1
)
= y4d
′+3dr
(
xz2k+1
)
= 0.
We compute the ﬁfth assertion by
dn
(
yz2k+1
)
= dn
(
yz2k+1
)
= ydn
(
z2k+1
)
= yhn−10 vxz
2k−1
= hn0xy
3z2k−1.
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The seventh equation follows by
dn
(
y4d+3z2k+1
)
= y4d+3dn
(
z2k+1
)
= y4d+3hn−10 vxz
2k−1
= hn−10 vxy
4d+3z2k−1
= hn0xy
4(d+1)+1z2k−1.
Finally for the sixth formula we compute
h0dn
(
y4d+1z2k+1
)
= dn
(
h0y
4d+1z2k+1
)
= dn
(
vy4d−1z2k+1
)
= dn
(
y4d−1vz2k+1
)
= y4d−1dn
(
vz2k+1
)
= y4d−1 ·
(
hn+10 xz
2d+1 + hn−10 v
2xz2d−1
+
ψ(n,d)−3∑
k=0
hn+3−2
k+3
0 μ
2kv2xz2d+3−2
k+3
⎞⎠
= hn+10 xy
4d−1z2d+1 + hn−10 v
2xy4d−1z2d−1
+
ψ(n,d)−3∑
k=0
hn+3−2
k+3
0 μ
2kv2xy4d−1z2d+3−2
k+3
.
The multiplicative structure of the current Adams spectral sequence implies
dn
(
y4d+1z2k+1
)
= hn0xy
4d−1z2d+1 + hn−20 v
2xy4d−1z2d−1
+
ψ(n,d)−3∑
k=0
hn+2−2
k+3
0 μ
2kv2xy4d−1z2d+3−2
k+3
.
For degree reasons there cannot exist further non-trivial diﬀerentials in any
higher stage r ≥ n+ 1, hence the proof is complete. 
Because of the latter theorem we obtain the E∞-term of the Adams spectral
sequence converging to k˜o∗(BC2∧BC2n) which is shown in the next diagram for
the case n = 2.
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.
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At this point we can compute the order of the groups k˜od(BC2∧BC2n ). On
the one hand this is interesting on its own, on the other hand we will need these
orders in the next section, therefore we work them out now.
THEOREM 3.2.6. Let d ≥ 0. The order of the groups k˜o8d+j(BC2∧BC2n)
is given by
ord
(
k˜o8d+j(BC2∧BC2n)
)
=
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
2(min{2d−1,
n−1
2 −1}+1)·(min{2d−1,
n−1
2 −1}+2)
·2n·(2d−1−min{2d−1,
n−1
2 −1})+1, j = 2
2(min{2d−1,
n−1
2 −1}+1)·(min{2d−1,
n−1
2 −1}+2)
·2n·(2d−1−min{2d−1,
n−1
2 −1})+2d+2, j = 3,
2(min{2d+1,
n
2 −1}+1)
2
+n·(2d+1−min{2d+1,n2 −1}), j = 4,
2(min{2d+1,
n
2 −1}+1)
2
+n·(2d+1−min{2d+1,n2 −1})−2d−2, j = 5,
2(min{2d,
n−1
2 −1}+1)·(min{2d,
n−1
2 −1}+2)+n·(2d−min{2d,
n−1
2 −1}), j = 6,
2(min{2d,
n−1
2 −1}+1)·(min{2d,
n−1
2 −1}+2)
·2n·(2d−min{2d,
n−1
2 −1})+2d+2, j = 7,
2(min{2d+1,
n
2 −1}+1)
2
+n·(2d+1−min{2d+1,n2 −1})+min{4d+4,n}, j = 8,
2(min{2d+1,
n
2 −1}+1)
2
+n·(2d+1−min{2d+1,n2 −1})+min{4d+4,n}−2d−2, j = 9.
Proof. First let k = 8d + 4 for some d ≥ 0. According to the E∞-chart
we know that k˜o8d+8(BC2∧BC2n) is generated by the elements xy4i+1z4d−2i+1
for 0 ≤ i ≤ 2d and xy8d+3. These elements generate ﬁnite h0-towers of height
min{2i + 1, n} and min{4d + 3, n} respectively, thus we calculate the order of
the desired reduced ko-homology group by
log2
(
ord
(
k˜o8d+4(BC2∧BC2n )
))
=
2d+1∑
i=0
min{n, 2i+ 1}
=
min{2d+1,n2 −1}∑
i=0
(2i+ 1) +
2d+1∑
i=min{2d+1,n2 −1}+1
n
=
(
min
{
2d+ 1,
⌊n
2
⌋
− 1
}
+ 1
)2
+ n ·
(
2d+ 1−min
{
2d+ 1,
⌊n
2
⌋
− 1
})
,
hence
ord
(
k˜o8d+4(BC2∧BC2n)
)
= 2(α8k+4+1)
2+n·(2d+1−α8k+4),
where α8k+4 := min
{
2d+ 1,
⌊
n
2
⌋
− 1
}
.
The case k = 8d+ 8 for some d ≥ 0 works in an analogous manner. The group
k˜o8d+4(BC2∧BC2n) is generated by the elements xy4i+1z4d−2i+3 for
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0 ≤ i ≤ 2d + 1 and xy8d+7. These elements generate ﬁnite h0-towers of height
min{2i + 1, n} and min{4d + 4, n} respectively, hence similarly as above we
calculate
log2
(
ord
(
k˜o8d+8(BC2∧BC2n)
))
=
2d+1∑
i=0
min {2i+ 1, n}+min {4d+ 4, n}
=
min{2d+1,n2 −1}∑
i=0
(2i+ 1) +
⎛⎜⎝ 2d+1∑
i=min{2d+1,n2 −1}+1
n
⎞⎟⎠+min {4d+ 4, n}
=
(
min
{
2d+ 1,
⌊n
2
⌋
− 1
}
+ 1
)2
+ n ·
(
2d+ 1−min
{
2d+ 1,
⌊n
2
⌋
− 1
})
+min {4d+ 4, n}
thus we get
ord
(
k˜o8d+8(BC2∧BC2n )
)
= 2(α8d+8+1)
2+n·(2d+1−α8d+8)+min{n,4d+4},
where α8d+8 := min
{
2d+ 1,
⌊
n
2
⌋
− 1
}
.
In any dimension there is at most one h0-tower of a particular height. In di-
mensions 4d the diﬀerential dn maps the generator of the h0-tower of height s
into the h0-tower of height s+1 in dimension 4d− 1. In dimensions 4d+2 it is
not that simple. But througout the current proof we may assume that in these
dimensions the diﬀerentials dn are given in an analogous manner since this does
not aﬀect the order of k˜o∗(BC2∧BC2n).
Let k = 8d + 6 for some d ≥ 0. The group k˜o8d+6(BC2∧BC2n ) is generated
by the elements xy4i+3z4d−2i+1 for 0 ≤ i ≤ 2d. These elements generate ﬁnite
h0-towers of height min{2i+ 2, n}, therefore we get
log2
(
ord
(
k˜o8d+6(BC2∧BC2n)
))
=
2d∑
i=0
min{n, 2i+ 2}
=
min{2d,n−12 −1}∑
i=0
(2i+ 2) +
2d∑
i=min{2d,n−12 −1}+1
n
=
(
min
{
2d,
⌊
n− 1
2
⌋
− 1
}
+ 1
)
·
(
min
{
2d,
⌊
n− 1
2
⌋
− 1
}
+ 2
)
+ n ·
(
2d−min
{
2d,
⌊
n− 1
2
⌋
− 1
})
what implies
ord
(
k˜o8d+6(BC2∧BC2n)
)
= 2(α8d+6+1)(α8d+6+2)+n·(2d−α8d+6),
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where α8d+6 := min
{
2d,
⌊
n−1
2
⌋
− 1
}
.
The case k = 8d + 10 for some d ≥ 0 follows in a similar way since the group
k˜o8d+6(BC2∧BC2n) is generated by the elements xy
4i+3z4d−2i+3 for 0 ≤ i ≤
2d+1 and the element μdxy. These elements generate ﬁnite h0-towers of height
min{2i + 2, n} and 1 respectively, therefore an analogous calculation as above
yields
log2
(
ord
(
k˜o8d+10(BC2∧BC2n )
))
=
2d+1∑
i=0
min{n, 2i+ 2}+ 1
=
min{2d+1,n−12 −1}∑
i=0
(2i+ 2) +
⎛⎜⎝ 2d+1∑
i=min{2d+1,n−12 −1}+1
n
⎞⎟⎠+ 1
=
(
min
{
2d+ 1,
⌊
n− 1
2
⌋
− 1
}
+ 1
)
·
(
min
{
2d+ 1,
⌊
n− 1
2
⌋
− 1
}
+ 2
)
+ n ·
(
2d+ 1−min
{
2d+ 1,
⌊
n− 1
2
⌋
− 1
})
+ 1
hence
ord
(
k˜o8d+10(BC2∧BC2n)
)
= 2(α8d+10+1)
2+n·(2d+1−α8d+10)+1,
where α8d+10 := min
{
2d+ 1,
⌊
n−1
2
⌋
− 1
}
.
Next let k = 8d+3 for some d ≥ 0. The group k˜o8d+3(BC2∧BC2n) is generated
by the elements y4i+1z4d−2i+1 for 0 ≤ i ≤ 2d. If i < 2d, elements generate ﬁnite
h0-towers of height min{2i+1, n}−1, the element y
8d+1z generates an h0-tower
of height 4d+ 1. Therefore we compute
log2
(
ord
(
k˜o8d+3(BC2∧BC2n)
))
=(2d+ 1)2 + 1− 2d(2d+ 1) + log2
(
ord
(
k˜o8d+2(BC2∧BC2n)
))
=
(
min
{
2d− 1,
⌊
n− 1
2
⌋
− 1
}
+ 1
)
·
(
min
{
2d− 1,
⌊
n− 1
2
⌋
− 1
}
+ 2
)
+ n ·
(
2d− 1−min
{
2d− 1,
⌊
n− 1
2
⌋
− 1
})
+ 2d+ 2
what implies
ord
(
k˜o8d+3(BC2∧BC2n )
)
= 2(α8d+3+1)·(α8d+3+2)+n·(2d−1−α8d+3)+2d+2,
where α8d+3 := min
{
2d− 1,
⌊
n−1
2
⌋
− 1
}
.
The case k = 8k + 7 for some d ≥ 0 follows in an analogous way an above
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since the group k˜o8d+7(BC2∧BC2n) is generated by the elements y4i+1z4d−2i+3
for 0 ≤ i ≤ 2d + 1. If i < 2d, the elements generate ﬁnite h0-towers of height
min{2i+ 1, n} − 1, the element y8d+5z generates an h0-tower of height 4d+ 3.
Similarly as above we obtain
log2
(
ord
(
k˜o8d+7(BC2∧BC2n)
))
=(2d+ 2)2 − (2d+ 1)(2d+ 2) + log2
(
ord
(
k˜o8d+6(BC2∧BC2n)
))
=
(
min
{
2d,
⌊
n− 1
2
⌋
− 1
}
+ 1
)
·
(
min
{
2d,
⌊
n− 1
2
⌋
− 1
}
+ 2
)
+ n ·
(
2d−min
{
2d,
⌊
n− 1
2
⌋
− 1
})
+ 2d+ 2
and thus
ord
(
k˜o8d+7(BC2∧BC2n)
)
= 2(α8k+7+1)
2+n·(2d−α8k+7)+2d+2,
where α8k+7 := min
{
2d,
⌊
n
2
⌋}
.
Now let k = 8d+5 for some d ≥ 0. The group k˜o8d+5(BC2∧BC2n) is generated
by the elements y4i+3z4d−2i+1 for 0 ≤ i ≤ 2d. The elements generate ﬁnite
h0-towers of height min{2i+ 2, n} − 1, therefore we calculate
log2
(
ord
(
k˜o8d+5(BC2∧BC2n)
))
=
2d∑
i=0
(2i+ 2)−
2d+1∑
i=0
(2i+ 1) + log2
(
ord
(
k˜o8d+4(BC2∧BC2n)
))
=
(
min
{
2d+ 1,
⌊n
2
⌋
− 1
}
+ 1
)2
+ n ·
(
2d+ 1−min
{
2d+ 1,
⌊n
2
⌋
− 1
})
− 2d− 2
what implies
ord
(
k˜o8d+5(BC2∧BC2n)
)
= 2(α8d+5+1)
2+n·(2d+1−α8d+5),
where α8d+5 := min
{
2d+ 1,
⌊
n
2
⌋
− 1
}
.
Now let k = 8d+9 for some d ≥ 0. The group k˜o8d+9(BC2∧BC2n) is generated
by the elements y4i+3z4d−2i+3 for 0 ≤ i ≤ 2d+1. If i < 2d+1 the elements gen-
erate ﬁnite h0-towers of height min{2i+2, n}− 1, the element y8d+7z generates
an h0-tower of height min{4d+ 4, n}. Therefore we compute
log2
(
ord
(
k˜o8d+9(BC2∧BC2n)
))
=(2d+ 2)(2d+ 3)−
(
(2d+ 3)2 − 1
)
+ log2
(
ord
(
k˜o8d+8(BC2∧BC2n)
))
=
(
min
{
2d+ 1,
⌊n
2
⌋
− 1
}
+ 1
)2
+ n ·
(
2d+ 1−min
{
2d+ 1,
⌊n
2
⌋
− 1
})
+min {4d+ 4, n} − 2d− 2
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what implies
ord
(
k˜o8d+9(BC2∧BC2n )
)
= 2(α8d+9+1)
2+n·(2d+1−α8d+9)+min{4d+4,n}−2d−2,
where α8d+9 := min
{
2d+ 1,
⌊
n
2
⌋}
. 
3.2.3 Eta Invariant Computations Concerning the Groups
k˜o∗(BC2×BC2n)
Before we do computations for arbitrary n ≥ 2 we consider the case n = 2, that
is for the group G = C2×C4, ﬁrst. Theorem 3.2.6 yields that
ord
(
k˜ok(BC2∧BC4)
)
=
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
22d+1, if k = 8d+ 1,
24d+1, if k = 8d+ 2,
26d+2, if k = 8d+ 3,
24d+1, if k = 8d+ 4,
22d+1, if k = 8d+ 5,
24d+2, if k = 8d+ 6,
26d+4, if k = 8d+ 7,
24d+5, if k = 8d+ 8,
(3.28)
where d ≥ 0. As we already explained we use induction to do the desired eta
invariant computations. Theorem 3.0.52 yields that the set of the subgroups we
have to consider for this case is given by
SG2,4 =
{
H0,1, H1,1, H1,0, H1,2
}
,
where the elements in the set SG2,4 are ordered in the way as given in deﬁnition
3.0.53. Similarly to the last section we ﬁrst need to know the isomorphism type
of the representations ρu,u˜|Hμ,ν for Hμ,ν ∈ SG2,4. They are given in the table
below.
ρ0,1 ρ0,2 ρ0,3 ρ1,0 ρ1,1 ρ1,2 ρ1,3
H0,1 ρ1 ρ2 ρ3 ρ0 ρ1 ρ2 ρ3
H1,1 ρ1 ρ2 ρ3 ρ2 ρ3 ρ0 ρ1
H1,0 τ0 τ0 τ0 τ τ τ τ
H1,2 τ τ0 τ τ τ0 τ τ0
Table 3.6: The isomorphism type of the representations
ρu,u˜|Hμ,ν . With ρu we denote the representations with source
in C4 and with τ and τ0 we denote the non-trivial and the tri-
vial representation respectively with source in C2.
Throughout the following computations we will use the notations
xd :=
(−1)d+1
2d+1
, yd :=
(−1)d+1
22d+1
, zd := −
1
22d
.
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The numbers xd and yd come from the calculations of the eta invariants con-
cerning the groups k˜o∗(BC2l ) for l ≥ 2. The number zd comes from the eta
invariants concerning the groups k˜o∗(BC2). Recall that we have
η
(
RP8d+3
)
(ρ1 − ρ0) = −
1
24d+2
∈ R/2Z,
η
(
RP8d+7
)
(ρ1 − ρ0) = −
1
24d+4
∈ R/Z.
This implies that
η
(
RP4d−1
)
(ρ1 − ρ0) = −
1
22d
∈
{
R/2Z, if 4d− 1 ≡ 3 (mod 8),
R/Z, if 4d− 1 ≡ 7 (mod 8)
what causes us to deﬁne the number zd as above.
First we do the computations for the dimensions d′ = 4d− 1. The standard
eta matrix is given by
  ⎡⎢⎢⎢⎢⎢⎢⎣
xd + yd 2xd xd + yd 0 xd + yd 2xd xd + yd
xd − yd 2xd xd − yd 0 xd − yd 2xd xd − yd
xd + yd 2xd xd + yd 2xd xd + yd 0 xd + yd
xd − yd 2xd xd − yd 2xd xd − yd 0 xd − yd
0 0 0 zd zd zd zd
zd 0 zd zd 0 zd 0
⎤⎥⎥⎥⎥⎥⎥⎦.
We begin with eliminating the third column by the ﬁrst one and the seventh
column by the ﬁfth one. We will omit the zero-columns. Further we substract
the second column from the sixth one. After these calculation step we receive
the matrix
  ⎡⎢⎢⎢⎢⎢⎢⎣
xd + yd 2xd 0 xd + yd 0
xd − yd 2xd 0 xd − yd 0
xd + yd 2xd 2xd xd + yd −2xd
xd − yd 2xd 2xd xd − yd −2xd
0 0 zd zd zd
zd 0 zd 0 zd
⎤⎥⎥⎥⎥⎥⎥⎦.
Next we substract the ﬁrst row from the third one and the second row from the
fourth one and get
  ⎡⎢⎢⎢⎢⎢⎢⎣
xd + yd 2xd 0 xd + yd 0
xd − yd 2xd 0 xd − yd 0
0 0 2xd 0 −2xd
0 0 2xd 0 −2xd
0 0 zd zd zd
zd 0 zd 0 zd
⎤⎥⎥⎥⎥⎥⎥⎦.
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Now we substract the ﬁrst column from the fourth one and add the third column
to the ﬁfth one. This yields the matrix
  ⎡⎢⎢⎢⎢⎢⎢⎣
xd + yd 2xd 0 0 0
xd − yd 2xd 0 0 0
0 0 2xd 0 0
0 0 2xd 0 0
0 0 zd zd 2zd
zd 0 0 −zd 2zd
⎤⎥⎥⎥⎥⎥⎥⎦.
We want to transform this matrix into a diagonal matrix, therefore we need to
eliminate the non-zero entries below the ﬁrst entry of the ﬁrst column. Direct
calculation yields that in R/Z we have
(
1− 2d+1
)
· (xd + yd) =
(
1− 2d+1
)
·
(
(−1)d+1
2d+1
+
(−1)d+1
22d+1
)
= (−1)d+1 ·
⎛⎜⎜⎝ 12d+1 − 2d+12d+1︸ ︷︷ ︸
=0 in R/Z
+
1
22d+1
−
2d+1
22d+1
⎞⎟⎟⎠
= (−1)d+1 ·
(
1
2d+1
+
1
22d+1
−
1
2d
)
= −
(−1)d+1
2d+1
+
(−1)d+1
22d+1
= −xd + yd
as well as
(−1)d+1 ·
(
2− 2d+1
)
· (xd + yd) = (−1)
d+1 ·
(
2− 2d+1
)
·
(
(−1)d+1
2d+1
+
(−1)d+1
22d+1
)
=
2
2d+1
−
2d+1
2d+1︸ ︷︷ ︸
=0 in R/Z
+
2
22d+1
−
2d+1
22d+1
=
1
2d
+
1
22d
−
1
2d
= −zd,
thus we add the
(
1− 2d+1
)
-fold of the ﬁrst row to the second one and the
(−1)d+1 ·
(
2− 2d+1
)
-fold of the ﬁrst row to the sixth one. Moreover we eliminate
the fourth row by the third one and omit the zero row. Since
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(
1− 2d+1
)
· 2xd =
(
1− 2d+1
)
·
(−1)d+1
2d
=
(−1)d+1
2d
+ (−1)d · 2
= 2xd in R/2Z
and
(−1)d+1 ·
(
2− 2d+1
)
· 2xd = (−1)
d+1 ·
(
2− 2d+1
)
·
(−1)d+1
2d
=
1
2d−1
− 2
= (−1)d+1 · 4xd in R/2Z
we receive for x′d := (−1)
d+1 · xd the matrix
  ⎡⎢⎢⎢⎢⎣
xd + yd 2xd 0 0 0
4xd 0 0 0
0 2xd 0 0
0 zd zd 2zd
−4x′d 0 −zd 2zd
⎤⎥⎥⎥⎥⎦.
We eliminate the ﬁfth row entry of the second column with addition of the
second row, add the fourth row to the ﬁfth one and after that we substract the
2-fold of the fourth column from the ﬁfth one. Then we get the matrix
  ⎡⎢⎢⎢⎢⎣
xd + yd 2xd
4xd
2xd 0
zd zd
zd 0 4zd
⎤⎥⎥⎥⎥⎦.
Since(
22d+1 − 2d+1
)
·
(
(−1)d+1
2d+1
+
(−1)d+1
22d+1
)
= (−1)d+1 ·
22d+1
2d+1︸ ︷︷ ︸
=0
+(−1)d ·
2d+1
2d+1
+ (−1)d+1 ·
22d+1
22d+1
+ (−1)d ·
2d+1
22d+1
= −
(−1)d+1
2d
= −2xd
we add the
(
22d+1 − 2d+1
)
-fold of the ﬁrst column to the second one. After
that we add the (−1)d+1 · 2d -fold of the fourth row to the third one. Direct
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computation yields
(−1)d+1 · 2d · zd = (−1)
d+1 · 2d ·
(
−
1
22d
)
=
(−1)d
2d
= −2xd,
hence these steps lead to the matrix
  ⎡⎢⎢⎢⎢⎣
xd + yd
4xd
0 −2xd
zd zd
zd 0 4zd
⎤⎥⎥⎥⎥⎦.
Next we substract the fourth row from the ﬁfth one and receive
  ⎡⎢⎢⎢⎢⎣
xd + yd
4xd
0 −2xd
zd zd
0 −zd 4zd
⎤⎥⎥⎥⎥⎦.
We go on with substracting the third column from the fourth one and after that
we interchange the third and the fourth row. This yields the matrix
  ⎡⎢⎢⎢⎢⎣
xd + yd
4xd
zd
−2xd
−zd 4zd
⎤⎥⎥⎥⎥⎦.
Now we add the 4-fold of the fourth column to the ﬁfth one and get
  ⎡⎢⎢⎢⎢⎣
xd + yd
4xd
zd
−2xd −8xd
−zd 0
⎤⎥⎥⎥⎥⎦.
Finally we add the (−1)d · 2d-fold of the ﬁfth row to the fourth one and inter-
change these two rows. Then we obtain as result the diagonal matrix
  
diag (xd + yd, 4xd, zd,−zd,−8xd).
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The entries xd+yd, 4xd and zd correspond to k˜o4d−1(BC2∨BC4). The remain-
ing entries satisfy
ord(−z2d+1) · ord
(

−8x2d+1
)
= 24d+2 · 22d
= 26d+2
= ord
(
k˜o8d+3(BC2∧BC4)
)
as well as
ord(−z2d+2) · ord(−8x2d+2) = 2
4d+4 · 22d
= 26d+4
= ord
(
k˜o8d+7(BC2∧BC4)
)
,
hence we obtain from the last matrix
k˜o8d+3(BC2∧BC4) ∼= Z/2
4d+2 ⊕ Z/22d
and
k˜o8d+7(BC2∧BC4) ∼= Z/2
4d+4 ⊕ Z/22d.
Now we do the computations for the dimensions d′ = 4d + 1. In this case
the standard eta matrix is given by⎡⎢⎢⎢⎢⎢⎢⎣
xd 0 −xd 0 xd 0 −xd
xd 0 −xd 0 xd 0 −xd
xd 0 −xd 0 −xd 0 xd
xd 0 −xd 0 −xd 0 xd
0 0 0 0 0 0 0
0 0 0 0 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎦ .
We omit the zero-rows and zero-columns and do the calculations with the matrix⎡⎢⎢⎣
xd −xd xd −xd
xd −xd xd −xd
xd −xd −xd xd
xd −xd −xd xd
⎤⎥⎥⎦ .
We start with substracting the ﬁrst row from the second, the third and the
fourth one. Since the second row will become zero we will omit it. We receive
the matrix ⎡⎣xd −xd xd −xd−2xd 2xd
−2xd 2xd
⎤⎦ .
Next we add the ﬁrst column to the second one and add the third column to
the fourth one. This yields the matrix⎡⎣xd xd−2xd
−2xd
⎤⎦ .
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Now we substract the ﬁrst column from the second one. After that we eliminate
the third row with the second one and omit the zero row. This leads to the
diagonal matrix
diag (xd,−2xd) .
The entry xd corresponds to k˜o4d+1(BC2∨BC4). The remaining entry satisﬁes
ord(−2x2d+1) = 2
2d+1
= ord
(
k˜o8d+5(BC2∧BC4)
)
,
thus we get
k˜o8d+5(BC2∧BC4) ∼= Z/2
2d+1.
Next we consider the case n = 3, that is the group C2×C8. Theorem 3.2.6
yields that
ord
(
k˜ok(BC2∧BC8)
)
=
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
24d+1, if k = 8d+ 1,
26d, if k = 8d+ 2,
28d+1, if k = 8d+ 3,
26d+4, if k = 8d+ 4,
24d+2, if k = 8d+ 5,
26d+2, if k = 8d+ 6,
28d+4, if k = 8d+ 7,
26d+7, if k = 8d+ 8,
(3.29)
where d ≥ 0. Since we use induction for our calculations we give the set SG2,8
of relevant subgroups of the group C2×C8 ﬁrst. Theorem 3.0.52 yields that
SG2,8 =
{
H0,1, H1,1, H1,2, H1,0, H1,4
}
,
where the elements of SG2,8 are already ordered in the way as required in
deﬁnition 3.0.53. Again we ﬁrst need to know the isomorphism type of the
representations ρu,u˜|Hμ,ν for Hμ,ν ∈ SG2,8. They are given in the table below
and determine the entries of the standard eta matrix. We do not use the formulas
concerning the respective eta invariant vectors immediately because we ﬁrst
want to do some Gauss elimination steps to obtain a modiﬁed eta matrix in
a form which is easier to handle. After that we use the formulas for the eta
invariants in that modiﬁed eta matrix. It will turn out that although we do
not have the eta invariants concerning the group C8 in a closed form we have
enough information to work out the ko-homology groups of BC8.
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ρ0,1 ρ0,2 ρ0,3 ρ0,4 ρ0,5 ρ0,6 ρ0,7
H0,1 ρ1 ρ2 ρ3 ρ4 ρ5 ρ6 ρ7
H1,1 ρ1 ρ2 ρ3 ρ4 ρ5 ρ6 ρ6
H1,2 ρˆ1 ρˆ2 ρˆ3 ρˆ0 ρˆ1 ρˆ2 ρˆ3
H1,0 τ0 τ0 τ0 τ0 τ0 τ0 τ0
H1,4 τ τ0 τ τ0 τ τ0 τ
ρ1,0 ρ1,1 ρ1,2 ρ1,3 ρ1,4 ρ1,5 ρ1,6 ρ1,7
H0,1 ρ0 ρ1 ρ2 ρ3 ρ4 ρ5 ρ6 ρ7
H1,1 ρ4 ρ5 ρ6 ρ7 ρ0 ρ1 ρ2 ρ3
H1,2 ρˆ2 ρˆ3 ρˆ0 ρˆ1 ρˆ2 ρˆ3 ρˆ0 ρˆ1
H1,0 τ τ τ τ τ τ τ τ
H1,4 τ τ0 τ τ0 τ τ0 τ τ0
Table 3.7: The isomorphism type of the representations ρu,u˜|Hμ,ν .
With ρu we denote the representations with source in C8 and with
ρˆu we denote those ones with source in C4. τ and τ0 denote the non-
trivial and the trivial representation respectively with source in C2.
Let k = 4d− 1. For the moment we use the abbreviations
ρu :=
−→η −,d8 (ρu),
ˆρu :=
−→η −,d4 (ρu)
and
v := −→v d8,
ˆv := −→η −,d4 (ρ2), z := zd.
We have ρ0 = 0 and ˆρ0 = 0 as well as τ0 = 0. The desired standard eta matrix
is given by
A−,d2,8 =
  ⎡⎢⎢⎢⎢⎣
ρ1 ρ2 ρ3 v ρ5 ρ6 ρ7 0 ρ1 ρ2 ρ3 v ρ5 ρ6 ρ7
ρ1 ρ2 ρ3 v ρ5 ρ6 ρ7 v ρ5 ρ6 ρ7 0 ρ1 ρ2 ρ3
ˆρ1 ˆv ˆρ3 0 ˆρ1 ˆv ˆρ3 ˆv ˆρ3 0 ˆρ1 ˆv ˆρ3 0 ˆρ1
0 0 0 0 0 0 0 z z z z z z z z
z 0 z 0 z 0 z z 0 z 0 z 0 z 0
⎤⎥⎥⎥⎥⎦.
From theorem 2.2.38 we know that
ρ7 = ρ1,
ρ6 = ρ2,
ρ5 = ρ3,
ˆρ3 = ˆρ1.
With these equations the above eta matrix becomes
  ⎡⎢⎢⎢⎢⎣
ρ1 ρ2 ρ3 v ρ3 ρ2 ρ1 0 ρ1 ρ2 ρ3 v ρ3 ρ2 ρ1
ρ1 ρ2 ρ3 v ρ3 ρ2 ρ1 v ρ3 ρ2 ρ1 0 ρ1 ρ2 ρ3
ˆρ1 ˆv ˆρ1 0 ˆρ1 ˆv ˆρ1 ˆv ˆρ1 0 ˆρ1 ˆv ˆρ1 0 ˆρ1
0 0 0 0 0 0 0 z z z z z z z z
z 0 z 0 z 0 z z 0 z 0 z 0 z 0
⎤⎥⎥⎥⎥⎦.
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We substract the third column from the ﬁfth one, the second column from the
sixth one, the ﬁrst column from the seventh one, the nineth column from the
ﬁfteenth one, the tenth column from the fourteenth one, the eleventh column
from the thirteenth one and omit the resulting zero-columns. All this leads to
the matrix
  ⎡⎢⎢⎢⎢⎣
ρ1 ρ2 ρ3 v 0 ρ1 ρ2 ρ3 v
ρ1 ρ2 ρ3 v v ρ3 ρ2 ρ1 0
ˆρ1 ˆv ˆρ1 0 ˆv ˆρ1 0 ˆρ1 ˆv
0 0 0 0 z z z z z
z 0 z 0 z 0 z 0 z
⎤⎥⎥⎥⎥⎦.
We go on with substracting the ﬁrst row from the second one and obtain the
matrix
  ⎡⎢⎢⎢⎢⎣
ρ1 ρ2 ρ3 v 0 ρ1 ρ2 ρ3 v
0 0 0 0 v ρ3 − ρ1 0 ρ1 − ρ3 −v
ˆρ1 ˆv ˆρ1 0 ˆv ˆρ1 0 ˆρ1 ˆv
0 0 0 0 z z z z z
z 0 z 0 z 0 z 0 z
⎤⎥⎥⎥⎥⎦.
Now we substract the ﬁrst column from the sixth one, the second column from
the seventh one, the third column from the eighth one and the fourth column
from the nineth one and receive the matrix
  ⎡⎢⎢⎢⎢⎣
ρ1 ρ2 ρ3 v 0 0 0 0 0
0 0 0 0 v ρ3 − ρ1 0 ρ1 − ρ3 −v
ˆρ1 ˆv ˆρ1 0 ˆv 0 −ˆv 0 ˆv
0 0 0 0 z z z z z
z 0 z 0 z −z z −z z
⎤⎥⎥⎥⎥⎦.
We add the sixth column to the eighth one, the ﬁfth column to the nineth one
and the 2-fold of the seventh column to the nineth one. Then we get
  ⎡⎢⎢⎢⎢⎣
ρ1 ρ2 ρ3 v 0 0 0 0 0
0 0 0 0 v ρ3 − ρ1 0 0 0
ˆρ1 ˆv ˆρ1 0 ˆv 0 −ˆv 0 0
0 0 0 0 z z z 2z 4z
z 0 z 0 z −z z −2z 4z
⎤⎥⎥⎥⎥⎦. (3.30)
At this point we show that we can eliminate the entries z in the ﬁrst and the
third column with the third row. Consider the matrix
[
ˆρ1 ˆv
z 0
]
=
⎡⎢⎣ (−1)
d+1
2d+1 +
(−1)d+1
22d+1
(−1)d+1
2d
(−1)d+1
2d+1 −
(−1)d+1
22d+1
(−1)d+1
2d
− 122d 0
⎤⎥⎦ .
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Adding the (−1)d+1-fold of the ﬁrst row and the (−1)d-fold of the second row
to the third one yields the matrix⎡⎢⎣ (−1)
d+1
2d+1 +
(−1)d+1
22d+1
(−1)d+1
2d
(−1)d+1
2d+1 −
(−1)d+1
22d+1
(−1)d+1
2d
0 0
⎤⎥⎦ ,
therfore we do the corresponding matrix operations on matrix (3.30). The above
yields that these operations do not have any aﬀect on the seventh column, hence
we receive the matrix
  ⎡⎢⎢⎢⎢⎣
ρ1 ρ2 ρ3 v 0 0 0 0 0
0 0 0 0 v ρ3 − ρ1 0 0 0
ˆρ1 ˆv ˆρ1 0 ˆv 0 −ˆv 0 0
0 0 0 0 z z z 2z 4z
0 0 0 0 z −z z −2z 4z
⎤⎥⎥⎥⎥⎦. (3.31)
Next we eliminate the ﬁrst three entries of the third row. Let (w)k denote the
k-th entry of the vector w and deﬁne the matrices
Nd :=
[
(ρ1)4 − (ρ1)1 (ρ2)4 − (ρ2)1 (ρ3)4 − (ρ3)1
(ρ1)3 − (ρ1)2 (ρ2)2 − (ρ2)2 (ρ3)3 − (ρ3)2
]
and
N ′d :=
[
ˆρ1, ˆv
]
as well as the vector
v′d :=
[
(v)4 − (v)1
(v)3 − (v)2
]
.
N ′d is the matrix A
−,d
8 with each coeﬃcient contained in R/Z. From the results
of chapter 2 we obtain that for d ≥ 2 the values of these matrices and vector v′d
are given as in the following tabular.
d Nd N
′
d v
′
d
4d′+1
[ −1
24d′+2
+ −1
28d′+3
−1
24d′+1
−1
24d′+2
+ −1
28d′+3
−1
24d′+2
− −1
28d′+3
−1
24d′+1
−1
24d′+2
− −1
28d′+3
][ 1
24d′+2
+ 1
28d′+3
1
24d′+1
1
24d′+2
− 1
28d′+3
1
24d′+1
][
0
0
]
4d′+2
[ 1
24d′+3
+ 1
28d′+5
1
24d′+2
1
24d′+3
+ 1
28d′+5
1
24d′+3
− 1
28d′+5
1
24d′+2
1
24d′+3
− 1
28d′+5
][ −1
24d′+3
+ −1
28d′+5
−1
24d′+2
−1
24d′+3
− −1
28d′+5
−1
24d′+2
][
0
0
]
4d′+3
[ −1
24d′+4
+ −1
28d′+7
−1
24d′+3
−1
24d′+4
+ −1
28d′+7
−1
24d′+4
− −1
28d′+7
−1
24d′+3
−1
24d′+4
− −1
28d′+7
][ 1
24d′+4
+ 1
28d′+7
1
24d′+3
1
24d′+4
− 1
28d′+7
1
24d′+3
][
0
0
]
4d′
[ 1
24d′+1
+ 1
28d′+1
1
24d′
1
24d′+1
+ 1
28d′+1
1
24d′+1
− 1
28d′+1
1
24d′
1
24d′+1
− 1
28d′+1
] [ −1
24d′+1
+ −1
28d′+1
−1
24d′
−1
24d′+1
− −1
28d′+1
−1
24d′
][
0
0
]
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For d = 1 we have
N1 =
[
− 18
1
2 −
1
8
− 18
1
2 −
1
8
]
, N ′1 =
[
5
8
1
2
3
8
1
2
]
, v′1 =
[
0
0
]
. (3.32)
Now we consider matrix (3.31) again. Let (i), (ii), (iii) and (iv) denote the ﬁrst,
the second, the third and respectively the fourth row of the submatrix repre-
sented by its ﬁrst row. Let further (a) and (b) denote the ﬁrst and respectively
the second row of the submatrix represented by its third row. If d ≥ 2 we add
row (iv) to row (a), substract row (i) from row (a), add row (iii) to row (b) and
substract row (ii) from row (b). If d = 1 we substract the 5-fold from row (iv)
to row (a), add the 5-fold of row (i) to row (a), substract the 3-fold of row (iii)
from row (b) and add the 3-fold of row (ii) to row (b). The results of the above
tabular and equaton (3.32) imply that these steps lead to the matrix
  ⎡⎢⎢⎢⎢⎣
ρ1 ρ2 ρ3 v 0 0 0 0 0
0 0 0 0 v ρ3 − ρ1 0 0 0
0 0 0 0 ˆv 0 −ˆv 0 0
0 0 0 0 z z z 2z 4z
0 0 0 0 z −z z −2z 4z
⎤⎥⎥⎥⎥⎦.
The ﬁrst four columns contain the matrix Ad,−8 and correspond to the direct
summand k˜o4d−1(BC8) ↪→ k˜o4d−1(BC2∨BC8). Therefore we restrict our calcu-
lations to the submatrix consisting of the second to the ﬁfth row of the last ﬁve
columns of the above matrix. This submatrix is given by
S−d :=
 ⎡⎢⎢⎣
ρ3 − ρ1 v 0 0 0
0 0 −ˆv 0 0
z z z 2z 4z
z −z z −2z 4z
⎤⎥⎥⎦.
We substract the third column from the ﬁrst one, substract the 2-fold of the
third column from the fourth one and substract the 4-fold of the third column
from the ﬁfth one. Then we obtain the matrix
 ⎡⎢⎢⎣
ρ3 − ρ1 v 0 0 0
ˆv 0 −ˆv −2ˆv 4ˆv
0 z z 0 0
0 −z z −4z 0
⎤⎥⎥⎦.
Next we substract the second column from the third one and after that we add
the fourth row to the ﬁfth one. This leads to the matrix
 ⎡⎢⎢⎣
ρ3 − ρ1 v v 0 0
ˆv 0 −ˆv −2ˆv 4ˆv
0 z 0 0 0
0 0 2z −4z 0
⎤⎥⎥⎦.
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Since the order of z is 22d and the order of the vector v is at most 2d+1 we can
eliminate this vector in the second column with the fourth row and receive the
matrix
 ⎡⎢⎢⎣
ρ3 − ρ1 0 v 0 0
ˆv 0 −ˆv −2ˆv 4ˆv
0 z 0 0 0
0 0 2z −4z 0
⎤⎥⎥⎦.
Now we interchange the third and the second row, then the second and the ﬁrst
row. After that we interchange the second and the ﬁrst row. These interchanges
yield the matrix
 ⎡⎢⎢⎣
z
ρ3 − ρ1 v 0 0
ˆv −ˆv −2ˆv 4ˆv
0 2z −4z 0
⎤⎥⎥⎦.
The ﬁrst column of this matrix corresponds to the direct summand k˜o4d−1(BC2)
↪→ k˜o4d−1(BC2∨BC8), therefore we omit the ﬁrst row and the ﬁrst column of
the above matrix. The resulting matrix is given by
⎡⎣ ρ3 − ρ1 v 0 0ˆv −ˆv −2ˆv 4ˆv
0 2z −4z 0
⎤⎦.
We go on with the Gauss elimination on this matrix and add the 2-fold of the
second column to the third one. Then the above matrix becomes
⎡⎣ ρ3 − ρ1 v 2v 0ˆv −ˆv −4ˆv 4ˆv
0 2z 0 0
⎤⎦. (3.33)
The order of 2z is 22d−1, the order of ˆv is 2d and the order of v is less or equal
to 2d+1. Since we assumed d ≥ 2 we can use the third row to eliminate the
other entries of the second column. After that we interchange the second and
the third row and then the ﬁrst and the second row. Finally we interchange the
ﬁrst and the second column. All this yields the matrix
⎡⎣ 2z ρ3 − ρ1 2v 0
ˆv −4ˆv 4ˆv
⎤⎦.
Next we add the ﬁfth column to the fourth one and obtain the modiﬁed eta
matrix
⎡⎣ 2z ρ3 − ρ1 2v 0
ˆv 0 4ˆv
⎤⎦
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which we callM−d from now on. In the ﬁrst chapter we did the calculations of the
eta invariants concerning the groups k˜o∗(BC8) as explicit as possible. We apply
the respective formulas to the above matrix and go on with the computations.
We begin with the computations for d = 1, that is for dimension 3. We have to
start with matrix (3.33) which is given by
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
1
2 0 0 0
1
2 0 0 0
1
2 0 0 0
1
2 0 0 0
1
2
1
2 0 0
1
2
1
2 0 0
0 12 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
We eliminate the second, the third and the fourth row with the ﬁrst one and the
sixth row with the ﬁfth one. Then we omit the zero rows and the zero-columns
and obtain the matrix ⎡⎣ 12 01
2
1
2
0 12
⎤⎦ .
Next add the ﬁrst and the third row to the second one and omit the resulting
zero-row. This leads to the diagonal matrix
diag
(
1
2
,
1
2
)
.
This matrix yields that
k˜o3(BC2∧BC8) ∼= Z/2⊕ Z/2.
Now let d = 4d′ + 1 for some d′ ≥ 1. Then the matrix M−4d′+1 is given by
M−4d′+1 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
− 1
28d′+1
(−1)d
′
24d′+3
a2
(−1)d
′
24d′+1
b2 0
(−1)d
′
24d′+2
a0
(−1)d
′
24d′+1
b0 0
(−1)d
′
24d′+2
a0
(−1)d
′
24d′+1
b0 0
(−1)d
′
24d′+3
a2
(−1)d
′
24d′+1
b2 0
1
24d′+1
0 1
24d′−1
1
24d′+1
0 1
24d′−1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
We eliminate the fourth row with the third one, the ﬁfth row with the second
one and the seventh row with the sixth one. Then we omit the zero rows and
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obtain the matrix
⎡⎢⎢⎢⎢⎣
− 1
28d′+1
(−1)d
′
24d′+3
a2
(−1)d
′
24d′+1
b2 0
(−1)d
′
24d′+2
a0
(−1)d
′
24d′+1
b0 0
1
24d′+1
0 1
24d′−1
⎤⎥⎥⎥⎥⎦.
Since a2 = 2a0 + 2b0 and b2 = a0 + 2b0 this matrix is equal to
⎡⎢⎢⎢⎢⎣
− 1
28d′+1
(−1)d
′
24d′+2
(a0 + b0)
(−1)d
′
24d′+1
(a0 + 2b0) 0
(−1)d
′
24d′+2
a0
(−1)d
′
24d′+1
b0 0
1
24d′+1
0 1
24d′−1
⎤⎥⎥⎥⎥⎦.
We substract the second row from the ﬁrst one and obtain
⎡⎢⎢⎢⎢⎣
− 1
28d′+1
(−1)d
′
24d′+2
b0
(−1)d
′
24d′+1
(a0 + b0) 0
(−1)d
′
24d′+2
a0
(−1)d
′
24d′+1
b0 0
1
24d′+1
0 1
24d′−1
⎤⎥⎥⎥⎥⎦.
Next we interchange the second and the third row and get
⎡⎢⎢⎢⎢⎣
− 1
28d′+1
(−1)d
′
24d′+2
a0
(−1)d
′
24d′+1
b0 0
(−1)d
′
24d′+2
b0
(−1)d
′
24d′+1
(a0 + b0) 0
1
24d′+1
0 1
24d′−1
⎤⎥⎥⎥⎥⎦.
In chapter 1 we deﬁned
A :=
(−1)d
′
24d′+2
a0, B :=
(−1)d
′
24d′+1
b0.
With this notation the above matrix becomes
⎡⎢⎢⎣
− 1
28d′+1
A B 0
1
2B 2A+B 0
1
24d′+1
0 1
24d′−1
⎤⎥⎥⎦.
The calculations of k˜o16d′+3(BC8) imply that there exists a λ ∈ 2Z such that
B = −λA,
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thus we get the matrix
⎡⎢⎢⎣
− 1
28d′+1
A −λA 0
−λ2A (2− λ)A 0
1
24d′+1
0 1
24d′−1
⎤⎥⎥⎦.
We add the λ2 -fold of the second row to the third one and obtain the matrix
⎡⎢⎢⎢⎣
− 1
28d′+1
A −λA 0
0
(
2− λ− λ
2
2
)
A 0
1
24d′+1
0 1
24d′−1
⎤⎥⎥⎥⎦.
Since λ is even we have
2− λ−
λ2
2
≡ 2 (mod 4), (3.34)
hence we can eliminate the entry −λA in the second row by the third row.
After that we interchange the second and the third column as well as the second
column with the third column and get
⎡⎢⎢⎢⎣
− 1
28d′+1 (
2− λ− λ
2
2
)
A
A 0
1
24d′+1
1
24d′−1
⎤⎥⎥⎥⎦.
We know from the ﬁrst chapter that
ord(A) = 22d
′
, (3.35)
hence we can eliminate the entry A in the third row with the fourth row. This
leads to the matrix
⎡⎢⎢⎢⎣
− 1
28d′+1 (
2− λ− λ
2
2
)
A
0 −2A
1
24d′+1
1
24d′−1
⎤⎥⎥⎥⎦.
Now we substract the 4-fold of the third column to the fourth one. Finally we
interchange the third and the fourth row and receive the diagonal matrix
N−4d′+1 := diag
(
−
1
28d′+1
,
(
2− λ−
λ2
2
)
A,
1
24d′+1
,

−2A
)
.
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Because of (3.34) and (3.35) the order of this matrix is given by
ord
(
N−4d′+1
)
= 28d
′+1 · 22d
′−1 · 24d
′+1 · 22d
′
= 216d
′+1
= ord
(
k˜o16d′+3(BC2∧BC8)
)
,
hence
k˜o16d′+3(BC2∧BC8) ∼= Z/2
8d′+1 ⊕ Z/24d
′+1 ⊕ Z/22d
′
⊕ Z/22d
′−1.
Now let d = 4d′ + 2 for some d′ ≥ 0. Then the matrix M−4d′+2 is given by
M−4d′+2 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
− 1
28d′+3
(−1)d
′+1
24d′+4
b4
(−1)d
′
24d′+2
a4 0
(−1)d
′+1
24d′+3
b2
(−1)d
′
24d′+2
a2 0
(−1)d
′+1
24d′+3
b2
(−1)d
′
24d′+2
a2 0
(−1)d
′+1
24d′+4
b4
(−1)d
′
24d′+2
a4 0
− 1
24d′+2
0 − 1
24d′
− 1
24d′+2
0 − 1
24d′
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
We eliminate the fourth row with the third one, the ﬁfth row with the second
one and the seventh row with the sixth one. Then we omit the zero rows and
obtain the matrix⎡⎢⎢⎢⎢⎣
− 1
28d′+3
(−1)d
′+1
24d′+4
b4
(−1)d
′
24d′+2
a4 0
(−1)d
′+1
24d′+3
b2
(−1)d
′
24d′+2
a2 0
− 1
24d′+2
0 − 1
24d′
⎤⎥⎥⎥⎥⎦ .
Since a4 = a2 + 2b2 and b4 = 2a2 + 2b2 this matrix is equal to⎡⎢⎢⎢⎢⎣
− 1
28d′+3
(−1)d
′+1
24d′+3
(a2 + b2)
(−1)d
′
24d′+2
(a2 + 2b2) 0
(−1)d
′+1
24d′+3
b2
(−1)d
′
24d′+2
a2 0
− 1
24d′+2
0 − 1
24d′
⎤⎥⎥⎥⎥⎦ .
We substract the second row from the ﬁrst row and obtain⎡⎢⎢⎢⎢⎣
− 1
28d′+3
(−1)d
′+1
24d′+3
a2
(−1)d
′
24d′+1
b2 0
(−1)d
′+1
24d′+3
b2
(−1)d
′
24d′+2
a2 0
− 1
24d′+2
0 − 1
24d′
⎤⎥⎥⎥⎥⎦ .
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In chapter 1 we deﬁned
A :=
(−1)d
′+1
24d′+2
a2, B :=
(−1)d
′+1
24d′+2
b2.
With this notation the above matrix becomes⎡⎢⎢⎣
− 1
28d′+3
1
2A −2B 0
1
2B −A 0
− 1
24d′+2
0 − 1
24d′
⎤⎥⎥⎦ .
The calculations of k˜o16d′+7(BC8) imply that there exists a μ ∈ Z such that
B = −μA,
thus we get the matrix⎡⎢⎢⎣
− 1
28d′+3
1
2A 2μA 0
−μ2A −A 0
− 1
24d′+2
0 − 1
24d′
⎤⎥⎥⎦ .
We add the μ-fold of the second row to the third one and obtain the matrix⎡⎢⎢⎣
− 1
28d′+3
1
2A 2μA 0
0
(
2μ2 − 1
)
A 0
− 1
24d′+2
0 − 1
24d′
⎤⎥⎥⎦ .
Next we eliminate the entry 2μA in the second row with the third row. After
that we interchange the second and the third row. Then we interchange the
second and the third column and get⎡⎢⎢⎣
− 1
28d′+3 (
2μ2 − 1
)
A 0
1
2A 0
− 1
24d′+2
− 1
24d′
⎤⎥⎥⎦ .
Now we substract the 4-fold of the third column from the fourth one and receive
the matrix ⎡⎢⎢⎣
− 1
28d′+3 (
2μ2 − 1
)
A 0
1
2A −2A
− 1
24d′+2
0
⎤⎥⎥⎦ .
We know from the ﬁrst chapter that
ord(A) = 22d
′
, (3.36)
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hence we can eliminate the entry 12A in the third row with the fourth row.
After that we interchange the third and the fourth row. These steps lead to the
diagonal matrix
N−4d′+2 := diag
(
−
1
28d′+3
,
(
2μ2 − 1
)
A,−
1
24d′+2
,−2A
)
.
Because of (3.36) the order of this matrix is given by
ord
(
N−4d′+2
)
= 28d
′+3 · 22d
′
· 24d
′+2 · 22d
′−1
= 216d
′+4
= ord
(
k˜o16d′+7(BC2∧BC8)
)
,
hence
k˜o16d′+7(BC2∧BC8) = Z/2
8d′+3 ⊕ Z/24d
′+2 ⊕ Z/22d
′
⊕ Z/22d
′−1.
Next let d = 4d′ + 3 for some d′ ≥ 0. Then the matrix M−4d′+3 is given by
M−4d′+3 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
− 1
28d′+5
(−1)d
′+1
24d′+5
a6
(−1)d
′
24d′+3
b6 0
(−1)d
′
24d′+4
a4
(−1)d
′
24d′+3
b4 0
(−1)d
′
24d′+4
a4
(−1)d
′
24d′+3
b4 0
(−1)d
′+1
24d′+5
a6
(−1)d
′
24d′+3
b6 0
1
24d′+3
0 1
24d′+1
1
24d′+3
0 1
24d′+1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
We eliminate the fourth row with the third one, the ﬁfth row with the second
one and the seventh row with the sixth one. Then we omit the zero rows and
obtain the matrix
⎡⎢⎢⎢⎢⎣
− 1
28d′+5
(−1)d
′+1
24d′+5
a6
(−1)d
′
24d′+3
b6 0
(−1)d
′
24d′+4
a4
(−1)d
′
24d′+3
b4 0
1
24d′+3
0 1
24d′+1
⎤⎥⎥⎥⎥⎦.
Since a6 = −2a4 − 2b4 and b6 = 2a4 + b4 this matrix is equal to
⎡⎢⎢⎢⎢⎣
− 1
28d′+5
(−1)d
′
24d′+4
(a4 + b4)
(−1)d
′
24d′+3
(2a4 + b4) 0
(−1)d
′
24d′+4
a4
(−1)d
′
24d′+3
b4 0
1
24d′+3
0 1
24d′+1
⎤⎥⎥⎥⎥⎦.
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We substract the second row from the ﬁrst one and obtain
⎡⎢⎢⎢⎢⎣
− 1
28d′+5
(−1)d
′
24d′+4
b4
(−1)d
′
24d′+2
a4 0
(−1)d
′
24d′+4
a4
(−1)d
′
24d′+3
b4 0
1
24d′+3
0 1
24d′+1
⎤⎥⎥⎥⎥⎦.
We interchange the second and the third row and get
⎡⎢⎢⎢⎢⎣
− 1
28d′+5
(−1)d
′
24d′+4
a4
(−1)d
′
24d′+3
b4 0
(−1)d
′
24d′+4
b4
(−1)d
′
24d′+2
a4 0
1
24d′+3
0 1
24d′+1
⎤⎥⎥⎥⎥⎦.
In chapter 1 we deﬁned
A :=
(−1)d
′
24d′+3
a4, B :=
(−1)d
′
24d′+3
b4.
With this notation the above matrix becomes
⎡⎢⎢⎣
− 1
28d′+5
1
2A B 0
1
2B 2A 0
1
24d′+3
0 1
24d′+1
⎤⎥⎥⎦.
The calculations of k˜o16d′+11(BC8) imply that there exists a λ ∈ 2Z such that
B = −λA,
thus we get the matrix
⎡⎢⎢⎣
− 1
28d′+5
1
2A −λA 0
−λ2A 2A 0
1
24d′+3
0 1
24d′+1
⎤⎥⎥⎦.
We add the λ-fold of the second row to the third one and obtain the matrix
⎡⎢⎢⎣
− 1
28d′+5
1
2A −λA 0
0
(
2− λ2
)
A 0
1
24d′+3
0 1
24d′+1
⎤⎥⎥⎦.
Since λ is even we have
2− λ2 ≡ 2 (mod 4), (3.37)
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thus we can eliminate the entry −λA in the second row with the third row.
After that we interchange the second and the third row. Then we interchange
the second and the third column and receive the matrix
⎡⎢⎢⎣
− 1
28d′+5 (
2− λ2
)
A
1
2A 0
1
24d′+3
1
24d′+1
⎤⎥⎥⎦.
We substract the 4-fold of the third column from the fourth one and get
⎡⎢⎢⎣
− 1
28d′+5 (
2− λ2
)
A
1
2A −2A
1
24d′+3
0
⎤⎥⎥⎦.
Moreover we know from the ﬁrst chapter that
ord(A) = 22d
′+1, (3.38)
hence we can eliminate the entry 12A in the third row with the fourth row.
After that we interchange the third and the fourth row. These steps lead to the
diagonal matrix
N−4d′+3 := diag
(
−
1
28d′+5
,
(
2− λ2
)
A,
1
24d′+3
,

−2A
)
.
Because of (3.37) and (3.38) the order of this matrix is given by
ord
(
N−4d′+3
)
= 28d
′+5 · 22d
′
· 24d
′+3 · 22d
′+1
= 216d
′+9
= ord
(
k˜o16d′+11(BC2∧BC8)
)
,
hence
k˜o16d′+11(BC2∧BC8) ∼= Z/2
8d′+5 ⊕ Z/24d
′+3 ⊕ Z/22d
′+1 ⊕ Z/22d
′
.
Finally let d = 4d′ for some d′ ≥ 1. Then the matrix M−4d′ is given by
M−4d′ =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
− 1
28d′−1
(−1)d
′+1
24d′+2
b0
(−1)d
′+1
24d′
a0 0
(−1)d
′+1
24d′+1
b−2
(−1)d
′+1
24d′
a−2 0
(−1)d
′+1
24d′+1
b−2
(−1)d
′+1
24d′
a−2 0
(−1)d
′+1
24d′+2
b0
(−1)d
′+1
24d′
a0 0
1
24d′
0 1
24d′−2
1
24d′
0 1
24d′−2
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
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We eliminate the fourth row with the third one, the ﬁfth row with the second
one and the seventh row with the sixth one. Then we omit the zero rows and
obtain the matrix⎡⎢⎢⎢⎢⎣
− 1
28d′−1
(−1)d
′+1
24d′+2
b0
(−1)d
′+1
24d′
a0 0
(−1)d
′+1
24d′+1
b−2
(−1)d
′+1
24d′
a−2 0
1
24d′
0 1
24d′−2
⎤⎥⎥⎥⎥⎦ .
Since a0 = a−2 − 2b−2 and b0 = 2a−2 − 2b−2 this matrix is equal to⎡⎢⎢⎢⎢⎣
− 1
28d′−1
(−1)d
′+1
24d′+1
(a−2 − b−2)
(−1)d
′+1
24d′
(a−2 − 2b−2) 0
(−1)d
′+1
24d′+1
b−2
(−1)d
′+1
24d′
a−2 0
1
24d′
0 1
24d′−2
⎤⎥⎥⎥⎥⎦ .
We add the third row to the second row and obtain⎡⎢⎢⎢⎢⎣
− 1
28d′−1
(−1)d
′+1
24d′+1
a−2
(−1)d
′+1
24d′−1
(a−2 − b−2) 0
(−1)d
′+1
24d′+1
b−2
(−1)d
′+1
24d′
a−2 0
1
24d′
0 1
24d′−2
⎤⎥⎥⎥⎥⎦ .
In chapter 1 we deﬁned
A :=
(−1)d
′
24d′
a−2, B :=
(−1)d
′
24d′
b−2.
With this notation the above matrix becomes⎡⎢⎢⎣
− 1
28d′−1
− 12A −2A+ 2B 0
− 12B −A 0
1
24d′
0 1
24d′−2
⎤⎥⎥⎦ .
The calculations of k˜o16d′−1(BC8) imply that there exists a μ ∈ Z such that
B = −μA,
thus we get the matrix⎡⎢⎢⎣
− 1
28d′−1
− 12A −(2 + 2μ)A 0
μ
2A −A 0
1
24d′
0 1
24d′−2
⎤⎥⎥⎦ .
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We add the μ-fold of the second row to the third one and obtain the matrix⎡⎢⎢⎣
− 1
28d′−1
− 12A −(2 + 2μ)A 0
0 −
(
2μ2 + 2μ+ 1
)
A 0
1
24d′
0 1
24d′−2
⎤⎥⎥⎦ .
Since the integer −
(
2μ2 + 2μ+ 1
)
is even we can eliminate the entry−(2+2μ)A
in the second row with the third row. After that we interchange the second row
with the third one. Then we interchange the second column with the third one
and get ⎡⎢⎢⎣
− 1
28d′−1
−
(
2μ2 + 2μ+ 1
)
A
− 12A 0
1
24d′
1
24d′−2
⎤⎥⎥⎦ .
Next we substract the 4-fold of the third row to the fourth one and receive the
matrix ⎡⎢⎢⎣
− 1
28d′−1
−
(
2μ2 + 2μ+ 1
)
A
− 12A 2A
1
24d′
0
⎤⎥⎥⎦ .
We know from the ﬁrst chapter that
ord(A) = 22d
′−1, (3.39)
hence we can eliminate the entry − 12A in the third row with the fourth row.
After that we interchange the third row with the fourth one. These steps lead
to the diagonal matrix
N−4d′ := diag
(
−
1
28d′−1
,−
(
2μ2 + 2μ+ 1
)
A,
1
24d′
, 2A
)
.
Because of (3.39) the order of this matrix is given by
ord
(
N−4d′
)
= 28d
′−1 · 22d
′−1 · 24d
′
· 22d
′−2
= 216d
′−4
= ord
(
k˜o16d′+11(BC2∧BC8)
)
,
hence
k˜o16d′+11(BC2∧BC8) ∼= Z/2
8d′−1 ⊕ Z/24d
′
⊕ Z/22d
′−1 ⊕ Z/22d
′−2.
Now let k = 4d+ 1. Similarly as above we use the abbreviation
ρu :=
−→η +,d8 (ρu),
ˆρu :=
−→η +,d4 (ρu).
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Then the standard eta matrix is given by⎡⎢⎢⎢⎢⎣
ρ1 ρ2 ρ3 v ρ5 ρ6 ρ7 ρ0 ρ1 ρ2 ρ3 v ρ5 ρ6 ρ7
ρ1 ρ2 ρ3 v ρ5 ρ6 ρ7 v ρ5 ρ6 ρ7 ρ0 ρ1 ρ2 ρ3
ˆρ1 ˆv ˆρ3 ˆρ0 ˆρ1 ˆv ˆρ3 ˆv ˆρ3 ˆρ0 ˆρ1 ˆv ˆρ3 ˆρ0 ˆρ1
τ0 τ0 τ0 τ0 τ0 τ0 τ0 τ τ τ τ τ τ τ τ
τ τ0 τ τ0 τ τ0 τ τ τ0 τ τ0 τ τ0 τ τ0
⎤⎥⎥⎥⎥⎦ .
We have ρ0 = v = 0 and ˆρ0 = ˆv = 0 as well as τ = τ0 = 0. This time theorem
2.2.38 yields
ρ7 = −ρ1,
ρ6 = −ρ2,
ρ5 = −ρ3,
ˆρ3 = −ˆρ1.
With these equations and omitting all zero-rows and zero-columns the above
matrix becomes⎡⎣ ρ1 ρ2 ρ3 −ρ3 −ρ2 −ρ1 ρ1 ρ2 ρ3 −ρ3 −ρ2 −ρ1ρ1 ρ2 ρ3 −ρ3 −ρ2 −ρ1 −ρ3 −ρ2 −ρ1 ρ1 ρ2 ρ3
ˆρ1 0 −ˆρ1 ˆρ1 0 −ˆρ1 −ˆρ1 0 ˆρ1 −ˆρ1 0 ˆρ1
⎤⎦ .
Next we add the third colum to the fourth one, the second colum to the ﬁfth
one, the ﬁrst colum to the sixth one, the nineth colum to the tenth one, the
eighth colum to the eleventh one, the seventh colum to the twelfth one and omit
the resulting zero-columns. All this leads to the matrix⎡⎣ ρ1 ρ2 ρ3 ρ1 ρ2 ρ3ρ1 ρ2 ρ3 −ρ3 −ρ2 −ρ1
ˆρ1 0 −ˆρ1 −ˆρ1 0 ˆρ1
⎤⎦ .
We go on with substracting the ﬁrst row from the second one and get⎡⎣ ρ1 ρ2 ρ3 ρ1 ρ2 ρ30 0 0 −ρ3 − ρ1 −2 · ρ2 −ρ1 − ρ3
ˆρ1 0 −ˆρ1 −ˆρ1 0 ˆρ1
⎤⎦ .
Now we substract the ﬁrst column from the fourth one, the second column from
the ﬁfth one and the third column from the sixth one. These steps lead to
matrix ⎡⎣ ρ1 ρ2 ρ3 0 0 00 0 0 −ρ3 − ρ1 −2 · ρ2 −ρ1 − ρ3
ˆρ1 0 −ˆρ1 −2 · ˆρ1 0 2 · ˆρ1
⎤⎦ .
Next we substract the fourth column from the sixth one and obtain the modiﬁed
eta matrix ⎡⎣ ρ1 ρ2 ρ3 0 0 00 0 0 −ρ3 − ρ1 −2 · ρ2 0
ˆρ1 0 −ˆρ1 −2 · ˆρ1 0 4 · ˆρ1
⎤⎦ .
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Next we eliminate the ﬁrst three entries of the third row. Let (w)k denote the
k-th entry of the vector w and deﬁne the matrix
Nd :=
[
( ρ1)1 − ( ρ1)4 ( ρ2)1 − ( ρ2)4 ( ρ3)1 − ( ρ3)4
( ρ1)2 − ( ρ1)3 ( ρ2)2 − ( ρ2)3 ( ρ3)2 − ( ρ3)3
]
.
From the results of chapter 2 we get that the values of this matrix are given as
in the following tabular.
d Nd ˆρ1
4d′ + 1
[ 1
24d′+2
0 −1
24d′+2
1
24d′+2
0 −1
24d′+2
] [ 1
24d′+2
1
24d′+2
]
4d′ + 2
[ −1
24d′+3
0 1
24d′+3
−1
24d′+3
0 1
24d′+3
] [ −1
24d′+3
−1
24d′+3
]
4d′ + 3
[ 1
24d′+4
0 −1
24d′+4
1
24d′+4
0 −1
24d′+4
] [ 1
24d′+4
1
24d′+4
]
4d′
[ −1
24d′+1
0 1
24d′+1
−1
24d′+1
0 1
24d′+1
] [ −1
24d′+1
−1
24d′+1
]
Now consider the last modiﬁed eta matrix above. Let (i), (ii), (iii) and (iv)
denote the ﬁrst, the second, the third and respectively the fourth row of the
submatrix represented by its ﬁrst row. Let further (a) and (b) denote the ﬁrst
and respectively the second row of the submatrix represented by its third row.
Then we add row (i) to row (a), substract row (iv) from row (a), add row (ii)
to row (b) and substract row (iii) from row (b). The results of the above table
imply that these steps lead to the matrix
⎡⎣ ρ1 ρ2 ρ3 0 0 00 0 0 −ρ3 − ρ1 −2 · ρ2 0
0 0 0 −2 · ˆρ1 0 4 · ˆρ1
⎤⎦ .
The three four columns contain the matrix Ad,+8 , hence they correspond to the
direct summand k˜o4d+1(BC8) ↪→ k˜o4d+1(BC2∨BC8). Therefore we restrict our
calculations to the submatrix consisting of the second and the third row of the
last three columns of the above matrix. This submatrix is given by[
−ρ3 − ρ1 −2 · ρ2 0
−2 · ˆρ1 0 4 · ˆρ1
]
.
which we call M+d from now on. Now we proceed in the same way as for the
dimensions k = 4d− 1 and assume that d = 4d′ + s for 0 ≤ s ≤ 3.
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First let d = 4d′ + 1 for some d ≥ 0. Then the matrix M+4d′+1 is given by
M+4d′+1 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
(−1)d
′+1
24d′+3
a4
(−1)d
′+1
24d′+3
b4 0
(−1)d
′+1
24d′+3
a2
(−1)d
′+1
24d′+2
b2 0
(−1)d
′+1
24d′+3
a2
(−1)d
′+1
24d′+2
b2 0
(−1)d
′+1
24d′+3
a4
(−1)d
′+1
24d′+3
b4 0
−1
24d′+1
0 1
24d′
−1
24d′+1
0 1
24d′
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
We eliminate the third row with the second one, the fourth row with the ﬁrst
one and the sixth row with the ﬁfth one. Then we omit the zero rows and obtain
the matrix ⎡⎢⎢⎣
(−1)d
′+1
24d′+3
a4
(−1)d
′+1
24d′+3
b4 0
(−1)d
′+1
24d′+3
a2
(−1)d
′+1
24d′+2
b2 0
−1
24d′+1
0 1
24d′
⎤⎥⎥⎦ .
Since a4 = a2 + 2b2 and b4 = 2a2 + 2b2 this matrix is equal to⎡⎢⎢⎣
(−1)d
′+1
24d′+3
(a2 + 2b2)
(−1)d
′+1
24d′+2
(a2 + b2) 0
(−1)d
′+1
24d′+3
a2
(−1)d
′+1
24d′+2
b2 0
−1
24d′+1
0 1
24d′
⎤⎥⎥⎦ .
We substract the second row from the ﬁrst one and obtain the matrix⎡⎢⎢⎣
(−1)d
′+1
24d′+2
b2
(−1)d
′+1
24d′+2
a2 0
(−1)d
′+1
24d′+3
a2
(−1)d
′+1
24d′+2
b2 0
−1
24d′+1
0 1
24d′
⎤⎥⎥⎦ .
In the ﬁrst chapter we deﬁned
A :=
(−1)d
′
24d′+3
a2, B :=
(−1)d
′
24d′+2
b2.
With this notation the last matrix becomes⎡⎣ −B −2A 0−A −B 0
−1
24d′+1
0 1
24d′
⎤⎦ .
We eliminate the entries in the ﬁrst and the second row of the ﬁrst column with
the third row. After that we add the 2-fold of the ﬁrst column to the third one.
Finally we interchange the third and the second row and then we interchange
the second and the ﬁrst row and receive the matrix⎡⎣ −124d′+1 −2A −2B
−B −2A
⎤⎦ .
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The calculations of k˜o16d′−1(BC8) imply that there exists a λ ∈ 2Z such that
B = −λA,
thus we get the matrix ⎡⎣ −124d′+1 −2A 2λA
λA −2A
⎤⎦ .
We add the λ2 -fold of the second row to the third one and then we add the λ-fold
of the second column to the third one. We obtain the diagonal matrix
N+4d′+1 := diag
(
−1
24d′+1
,−2A,
(
2 + λ2
)
A
)
.
Since λ is even we have (
2 + λ2
)
≡ 2 (mod 4)
We know from the ﬁrst chapter that
ord(A) = 22d
′+1,
thus the order of N+4d′+1 is given by
ord
(
N+4d′+1
)
= 24d
′+1 · 22d
′
· 22d
′
= 28d
′+1
=
1
2
ord
(
k˜o16d′+5(BC2∧BC8)
)
.
Next let d = 4d′ + 2 for some d ≥ 0. Then the matrix M+4d′+2 is given by
M+4d′+2 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
(−1)d
′
24d′+4
b6
(−1)d
′+1
24d′+4
a6 0
(−1)d
′
24d′+4
b4
(−1)d
′
24d′+3
a4 0
(−1)d
′
24d′+4
b4
(−1)d
′
24d′+3
a4 0
(−1)d
′
24d′+4
b6
(−1)d
′+1
24d′+4
a6 0
1
24d′+2
0 −1
24d′+1
1
24d′+2
0 −1
24d′+1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
We eliminate the third row with the second one, the fourth row with the ﬁrst
one and the sixth row with the ﬁfth one. Then we omit the zero rows and obtain
the matrix ⎡⎢⎢⎣
(−1)d
′
24d′+4
b6
(−1)d
′+1
24d′+4
a6 0
(−1)d
′
24d′+4
b4
(−1)d
′
24d′+3
a4 0
1
24d′+2
0 −1
24d′+1
⎤⎥⎥⎦ .
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Since a6 = −2a4 − 2b4 and b6 = 2a4 + b4 this matrix is equal to⎡⎢⎢⎣
(−1)d
′
24d′+4
(2a4 + b4)
(−1)d
′
24d′+3
(a4 + b4) 0
(−1)d
′
24d′+4
b4
(−1)d
′
24d′+3
a4 0
1
24d′+2
0 −1
24d′+1
⎤⎥⎥⎦ .
We substract the second row from the ﬁrst one and obtain the matrix⎡⎢⎢⎣
(−1)d
′
24d′+3
a4
(−1)d
′
24d′+3
b4 0
(−1)d
′
24d′+4
b4
(−1)d
′
24d′+3
a4 0
1
24d′+2
0 −1
24d′+1
⎤⎥⎥⎦ .
According to the calculations of the groups k˜o16d′+9(BC2∧BC8) and the notation
we used there this matrix is⎡⎣ A B 0B 2A 0
1
24d′+2
0 −1
24d′+1
⎤⎦ ,
where
A = −λB
for an appropriate λ ∈ 2Z. With this condition this matrix becomes⎡⎣ −λB B 0B −2λB 0
1
24d′+2
0 −1
24d′+1
⎤⎦ .
We add the 2-fold of the ﬁrst column to the third one and then we eliminate
the entries in the ﬁrst and the second row of the ﬁrst column with the third
row. After that we interchange the third row with the second one and then the
second row with the ﬁrst one. These steps lead to the matrix⎡⎣ 124d′+2 B −2λB
−2λB 2B
⎤⎦ .
We go on with adding the 2λ-fold of the second row to the third one. After
that we add the 2λ-fold of the second column to the third one and we obtain
the diagonal matrix
N+4d′+2 := diag
(
1
24d′+2
, B,
(
2 + 4λ2
)
B
)
We have
2 + 4λ2 ≡ 2 (mod 4)
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and the calculations of the groups k˜o16d′+9(BC2∧BC8) imply
ord(B) = 22d
′+2,
thus the order of N+4d′+1 is given by
ord
(
N+4d′+2
)
= 24d
′+2 · 22d
′+1 · 22d
′+2
= 28d
′+5
=
1
2
ord
(
k˜o16d′+9(BC2∧BC8)
)
.
Now let d = 4d′ + 3 for some d ≥ 0. Then the matrix M+4d′+3 is given by
M+4d′+3 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
(−1)d
′
24d′+5
a8
(−1)d
′
24d′+5
b8 0
(−1)d
′
24d′+5
a6
(−1)d
′+1
24d′+4
b6 0
(−1)d
′
24d′+5
a6
(−1)d
′+1
24d′+4
b6 0
(−1)d
′
24d′+5
a8
(−1)d
′
24d′+5
b8 0
−1
24d′+3
0 1
24d′+2
−1
24d′+3
0 1
24d′+2
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
We eliminate the third row with the second one, the fourth row with the ﬁrst
one and the sixth row with the ﬁfth one. Then we omit the zero rows and obtain
the matrix
M+4d′+3 =
⎡⎢⎢⎣
(−1)d
′
24d′+5
a8
(−1)d
′
24d′+5
b8 0
(−1)d
′
24d′+5
a6
(−1)d
′+1
24d′+4
b6 0
−1
24d′+3
0 1
24d′+2
⎤⎥⎥⎦ .
Since a8 = a6 − 2b6 and b8 = 2a6 − 2b6 this matrix is equal to⎡⎢⎢⎣
(−1)d
′
24d′+5
(a6 − 2b6)
(−1)d
′
24d′+4
(a6 − b6) 0
(−1)d
′
24d′+5
a6
(−1)d
′+1
24d′+4
b6 0
−1
24d′+3
0 1
24d′+2
⎤⎥⎥⎦ .
We substract the second row from the ﬁrst one and obtain the matrix⎡⎢⎢⎣
(−1)d
′+1
24d′+4
b6
(−1)d
′
24d′+4
a6 0
(−1)d
′
24d′+5
a6
(−1)d
′+1
24d′+4
b6 0
−1
24d′+3
0 1
24d′+2
⎤⎥⎥⎦ .
According to the calculations of the groups k˜o16d′+13(BC2∧BC8) and the nota-
tion we used there this matrix is⎡⎣ −B −2A 0−A −B 0
−1
24d′+3
0 1
24d′+2
⎤⎦ ,
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where
B = −λA
for an appropriate λ ∈ 2Z. With this condition this matrix becomes⎡⎣ λA −2A 0−A λA 0
−1
24d′+3
0 1
24d′+2
⎤⎦ .
Now we add the 2-fold of the ﬁrst column to the third one. From chapter 1 we
know that
ord(A) = 22d
′+2,
therefore we can eliminate the entries in the ﬁrst and the second row of the ﬁrst
column with the third row. After that we interchange the third and the second
row and then we interchange the second and the ﬁrst row. These steps yield the
matrix ⎡⎣ −124d′+3 −2A 2λA
λA −2A
⎤⎦ .
Next we add the λ2 -fold of the second row to the third one and after that we
add the λ-fold of the second column to the third one and receive the diagonal
matrix
N+4d′+3 := diag
(
−
1
24d′+2
,−2A,
(
λ2 − 2
)
A
)
.
Since λ is even we have
λ2 − 2 ≡ 2 (mod 4),
thus the order of N+4d′+3 is given by
ord
(
N+4d′+3
)
= 24d
′+3 · 22d
′+1 · 22d
′+1
= 28d
′+5
=
1
2
ord
(
k˜o16d′+13(BC2∧BC8)
)
.
Finally let d = 4d′ for some d ≥ 1. Then the matrix M+4d′ is given by
M+4d′ =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
(−1)d
′
24d′+2
b2
(−1)d
′
24d′+2
a2 0
(−1)d
′
24d′+2
b0
(−1)d
′
24d′+1
a0 0
(−1)d
′
24d′+2
b0
(−1)d
′
24d′+1
a0 0
(−1)d
′
24d′+2
b2
(−1)d
′
24d′+2
a2 0
1
24d′
0 −1
24d′−1
1
24d′
0 −1
24d′−1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
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We eliminate the third row with the second one, the fourth row with the ﬁrst
one and the sixth row with the ﬁfth one. Then we omit the zero rows and obtain
the matrix ⎡⎢⎢⎣
(−1)d
′
24d′+2
b2
(−1)d
′
24d′+2
a2 0
(−1)d
′
24d′+2
b0
(−1)d
′
24d′+1
a0 0
1
24d′
0 −1
24d′−1
⎤⎥⎥⎦ .
Since a2 = 2a0 + 2b0 and b2 = a0 + 2b0 this matrix is equal to⎡⎢⎢⎣
(−1)d
′
24d′+2
(a0 + 2b0)
(−1)d
′
24d′+1
(a0 + b0) 0
(−1)d
′
24d′+2
b0
(−1)d
′
24d′+1
a0 0
1
24d′
0 −1
24d′−1
⎤⎥⎥⎦ .
We substract the second row from the ﬁrst one and obtain the matrix⎡⎢⎢⎣
(−1)d
′
24d′+2
(a0 + b0)
(−1)d
′
24d′+1
b0 0
(−1)d
′
24d′+2
b0
(−1)d
′
24d′+1
a0 0
1
24d′
0 −1
24d′−1
⎤⎥⎥⎦ .
In chapter 1 we deﬁned
A :=
(−1)d
′+1
24d′+2
a0, B :=
(−1)d
′+1
24d′+2
b0
With this notation the last matrix is equal to⎡⎣ −A−B −2B 0−B −2A 0
1
24d′
0 −1
24d′−1
⎤⎦
Now we add the 2-fold of the ﬁrst column to the third one and then we eliminate
the entries in the ﬁrst and the second row of the ﬁrst column with the third row.
After that we interchange the third and the second row and then we interchange
the second and the third row. All these steps lead to the matrix⎡⎣ 124d′ −2B −2A− 2B
−2A −2B
⎤⎦ . (3.40)
This time we have to distinguish two cases.
First case: There exists an integer λ such that
A = −λB.
Then according to chapter 1 we have
ord(B) = 22d
′+1
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and the matrix (3.40) coincides with⎡⎣ 124d′ −2B (2λ− 2)B
2λB −2B
⎤⎦ .
We add the λ-fold of the second row to the third one and then we add the
(λ− 1)-fold of the second column to the third one.
N+4d′ := diag
(
1
24d′
,−2B,
(
2λ2 − 2λ− 2
)
B
)
.
Since
2λ2 − 2λ− 2 ≡ 2 (mod 4)
the order of this matrix is given by
ord
(
N+4d′
)
= 24d
′
· 22d
′
· 22d
′
= 28d
′
=
1
2
ord
(
k˜o16d′+13(BC2∧BC8)
)
.
Second case: There exists an even integer μ such that
B = −μA.
Then we have
ord(A) = 22d
′+1
and the matrix (3.40) is given by⎡⎣ 124d′ 2μA (2μ− 2)A
−2A 2μA
⎤⎦ .
We add the μ-fold of the third row to the second one and then we add the μ-fold
of the second column to the third one. Finally we interchange the second and
the third row and obtain the diagonal matrix
N+4d′ := diag
(
1
24d′
,−2A,
(
2μ2 + 2μ− 2
)
A
)
.
Since
2μ2 + 2μ− 2 ≡ 2 (mod 4)
the order of this matrix is given by
ord
(
N+4d′
)
= 24d
′
· 22d
′
· 22d
′
= 28d
′
=
1
2
ord
(
k˜o16d′+13(BC2∧BC8)
)
.
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Before we turn to the next section, where we do the constructions of the
desired manifolds in even dimensions, we want to give an impression on the
diﬃculty of the calculations with the standard eta matrices for the groups C2×
C2n with arbitrary n. Since we use induction for our calculations we enlist the
relevant subgroups of the group C2×C2n ﬁrst. Theorem 3.0.52 yields that
SG2,2n =
{
H0,1, H1,2r , H1,0, H1,2n−1
∣∣∣ 0 ≤ r ≤ n− 2} ,
where the elements of SG2,2n are already ordered in the way as required in deﬁni-
tion 3.0.53. But we will reduce the standard eta matrices to certain submatrices.
This is suﬃcient to emphazise the occuring problems with the calculations with
the eta matrices for arbitrary n.
Notation 3.2.7. Let n ≥ 3 and d ≥ 1. Moreover ﬁx some n ≥ 2.
1. Let A+d denote the standard eta matrix for C2n in dimensions 4d+ 1.
2. Let A−d denote the standard eta matrix for C2n in dimensions 4d+1 with
the last column, denoted by vd, omitted.
3. Let Md,±2,2n denote the standard eta matrix for C2×C2n in dimension 4d± 1
without the rows corresponding to the subgroups H1,2r for 1 ≤ r ≤ n− 2.
4. We deﬁne the matrix Â±d to be given by A
±
d , but each coeﬃcient η±(l; d, j, u)
in the ﬁrst 2n−1 rows replaced by η±(n − 1; d, j, u) and each coeﬃcient
η±(l; d, j, u) in the last 2
n−1 rows replaced by η±(n− 1; d, j − 2n−1, u).
5. If M is any matrix we denote this matrix with its columns in reverse order
by M˜ .
6. We introduce
Bd := (zd, 0, zd, 0, . . . , 0, zd),
where the length of this row vector the coincides with the number of columns
of the matrix A±d .
7. In a respective manner we deﬁne
B̂d := (0, zd, 0, zd, . . . , zd, 0).
8. In addition to this we introduce
Td := Bd + B̂d = (zd, zd, . . . , zd).
9. If d is odd and any matrix column of Md has a star over itself, then its
elements are considered to be contained in R/2Z. In any other case the
elements of a matrix column are considered to be in R/Z.
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Note that with the above notations we have
B˜d = Bd (3.41)
as well as ˜̂
Bd = B̂d. (3.42)
The desired matrix Md,−2,2n for dimension 4d− 1 is given by
Md,−2,2n =
  ⎡⎢⎢⎣
A−d vd A˜
−
d 0 A
−
d vd A˜
−
d
A−d vd A˜
−
d vd A˜
−
d 0 A
−
d
0 0 0 zd Td zd Td
Bd zd Bd zd B̂d zd B̂d
⎤⎥⎥⎦ .
We do Gauss elimination on this matrix and start with eliminating the third
column with the ﬁrst one and the seventh column with the fourth one. We
can do this because of the equations (3.41) and (3.42). Then we omit the zero-
columns and obtain the matrix
  ⎡⎢⎢⎣
A−d vd 0 A
−
d vd
A−d vd vd A˜
−
d 0
0 0 zd Td zd
Bd zd zd B̂d zd
⎤⎥⎥⎦.
Next we substract the ﬁrst row from the second one and get
  ⎡⎢⎢⎣
A−d vd 0 A
−
d vd
0 0 vd A˜
−
d −A
−
d −vd
0 0 zd Td zd
Bd zd zd B̂d zd
⎤⎥⎥⎦.
We go on with substracting the ﬁrst column from the fourth one and the second
column from the ﬁfth one. This yields the matrix
  ⎡⎢⎢⎣
A−d vd 0 0 0
0 0 vd A˜
−
d −A
−
d −vd
0 0 zd Td zd
Bd zd zd B̂d −Bd 0
⎤⎥⎥⎦.
Now we add the third column to the ﬁfth one and obtain the matrix
  ⎡⎢⎢⎣
A−d vd 0 0 0
0 0 vd A˜
−
d −A
−
d 0
0 0 zd Td 2zd
Bd zd zd B̂d −Bd zd
⎤⎥⎥⎦.
3.2. THE GROUP C2×C2N 247
Next we substract the 2-fold of the fourth row from the third one and get
  ⎡⎢⎢⎣
A−d vd 0 0 0
0 0 vd A˜
−
d −A
−
d 0
−2Bd −2zd −zd 3B − B̂d 0
Bd zd zd B̂d −Bd zd
⎤⎥⎥⎦.
Finally we interchange the third and the fourth row as well as the third and the
fourth column and obtain the matrix
  ⎡⎢⎢⎣
A−d vd 0 0 0
0 0 A˜−d −A
−
d vd 0
Bd zd B̂d −Bd zd zd
−2Bd −2zd 3B − B̂d −zd 0
⎤⎥⎥⎦ .
At this point it is to check whether some row of the matrix A−d is appropriate
to eliminate the matrix Bd in the ﬁrst column of the above matrix or vice versa
or if none of these two cases is true. In the latter situation it is necessary to
look at the entries of the individual columns of the matrices in the ﬁrst column
of the above matrix to ﬁnd a suitable way of going on with the calculations.
Now we look at the desired matrix Md,+2,2n for dimension 4d+ 1. It is given by
Md,+2,2n =
⎡⎢⎢⎣
A+d 0 −A˜
+
d 0 A
+
d 0 −A˜
+
d
A+d 0 −A˜
+
d 0 −A˜
+
d 0 A
+
d
0 0 0 0 0 0 0
0 0 0 0 0 0 0
⎤⎥⎥⎦ .
First we omit the zero-rows and zero-columns and obtain the matrix[
A+d −A˜
+
d A
+
d −A˜
+
d
A+d −A˜
+
d −A˜
+
d A
+
d
]
.
We eliminate the second column with the ﬁrst one and the fourth column with
the third one. Then we omit the zero-columns and receive the matrix[
A+d A
+
d
A+d −A˜
+
d
]
.
Next we substract the ﬁrst row from the second one. After that we substract
the ﬁrst column from the second one. This leads to the matrix[
A+d
−A˜+d −A
+
d
]
=
[
A+d
−Â+d
]
.
This situation seems to be easier than the situation of the last matrix we worked
out in dimension 4d − 1. But in both cases we only worked with the matrix
Md,±2,2n and not with the standard eta matrix A
d,±
2,2n . In dimensions 4d − 1 the
calculations with this matrix will get more complicated as the calculations with
Md,−2,2n which we did not solve. In dimensions 4d + 1 there is to ﬁnd a way to
extend the above calculations with the matrix Md,+2,2n to the matrix A
d,+
2,2n .
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3.2.4 The Construction of the Desired Manifolds in Even
Degrees
In this subsection we construct the manifolds we need to prove the Gromov-
Lawson-Rosenberg conjecture for the group C2×C2n in even dimensions. Sim-
ilarly to the last section it is suﬃcient to realize suﬃciently many classes in
H∗(BC2×BC2n ; Z/2) as manifolds admitting a metric of positive scalar curva-
ture.
Notation 3.2.8. Consider the graded Z/2-vector space H∗(BC2×BC2n ; Z/2)
= Z/2 [y, x, z]/(x2). For i, j ≥ 0 and  ∈ {0; 1} we denote
θi,2j+	 :=
(
yix	zj
)∗
∈ H∗(BC2×BC2n ; Z/2)
with respect to the monomial basis of H∗(BC2×BC2n ; Z/2).
Recall that in the last section we deﬁned
ξi,j :=
(
xi1x
j
2
)∗
∈ H∗(BC2×BC2; Z/2)
with respect to the monomial basis of H∗(BC2×BC2; Z/2) = Z/2[x1, x2]. We
keep this notation.
The manifolds RP4d−1 and L4k−1 are spin, but the manifolds RP4d+1 and L4k+1
are spin if and only if d = k = 0. Therefore in analogy to the preceding section
we will take products of projective spaces with lens spaces and consider their
images in H∗(BC2×BC2n ; Z/2). For the dimensions in which this does not
yield all the desired homology classes we choose appropriate lens space bundles
of vector bundles over projective spaces to realize the classes we still have to
ﬁnd as manifolds admitting a positive scalar curvature metric.
Lemma 3.2.9. Consider the canonical projection
pr2,2 : C2×C2n −→ C2×C2.
Its induced map in homology with coeﬃcients in Z/2 is given by
(pr2,2)∗ : H∗(BC2×BC2n ; Z/2) −→ H∗(BC2×BC2; Z/2) ;
θi,0 → ξi,0,
θi,2j+1 → ξi,2j+1,
θi,2j → 0.
Proof. We start with considering the caconical projection
pr2 : C2n −→ C2.
For l ≥ 1 the cellular chain complex Ccell∗ (BC2l) of the space BC2l is given by
. . .
c˜4−→ 〈e3〉
c˜3−→ 〈e2〉
c˜2−→ 〈e1〉
c˜1−→ 〈e0〉
c˜0−→ 0, (3.43)
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where 〈ei〉 ∼= Z for all i ≥ 0 and
c˜d(ei) =
{
2lei−1, d > 0 even
0, d odd.
(3.44)
From now on we denote by eˆj the generator of C
cell
j (BC2n), where n ≥ 2, and
by ej the generator of C
cell
j (BC2). We obtain that the ladder diagram for the
induced map of cellular chain complexes pr2 is given by
... 2
n
 〈eˆ5〉
0 
1

〈eˆ4〉
2n 
2n−1

〈eˆ3〉
0 
1

〈eˆ2〉
2n 
2n−1

〈eˆ1〉
0 
1

〈eˆ0〉 
1

0
... 2  〈e5〉
0  〈e4〉
2  〈e3〉
0  〈e2〉
2  〈e1〉
0  〈e0〉  0,
where 〈a〉
λ
−→ 〈b〉 represents the map given by a → λb. This means that pr2 is
given by
pr2(eˆj) =
{
2n−1ej , if j > 0 even,
ej, if j odd or j = 0.
The induced map in chain complexes pr2,2 is given by
pr2,2 = id

C2
⊗ pr2,
thus we compute it by
pr2,2(ei ⊗ eˆ0) = id

C2
(ei)⊗ pr

2(eˆ0)
= ei ⊗ e0,
pr2,2(ei ⊗ eˆ2j+1) = id

C2
(ei)⊗ pr

2(eˆ2j+1)
= ei ⊗ e2j+1,
pr2,2(ei ⊗ eˆ2j) = id

C2
(ei)⊗ pr

2(eˆ2j)
= ei ⊗ 2
n−1e2j
= 2n−1(ei ⊗ e2j).
This implies that in homology with coeﬃcients in Z/2 the map
(pr2,2)∗ : H∗(BC2×BC2n ; Z/2) −→ H∗(BC2×BC2; Z/2)
is given by
(pr2,2)∗(θi,0) = ξi,0,
(pr2,2)∗(θi,2j+1) = ξi,2j+1,
(pr2,2)∗(θi,2j) = 0.
as asserted in the lemma. 
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THEOREM 3.2.10. For even k > 0 the set Nk spans a subspace of di-
mension d for n = 4d + 2 and d + 1 for n = 4d in the Z/2-vector space
H∗(BC2×BC2n ; Z/2), where
N4d+2 =
{
L4i+3×RP4(d−i−1)+3
∣∣∣ 0 ≤ i ≤ d− 1} ,
N4d =
{
L4d−1×RP1, L1×RP4d−1, N4i+1,4(d−i−1)+2
∣∣∣ 1 ≤ i ≤ d− 1}
with
Ni,j := L
(
2Li ⊕ j −→ RP
i
)
,
where again Li is the canonical line bundle over RPi,  is the trivial line bundle
and L(π) denotes the associated lens space bundle of the vector bundle π.
Proof. First let n = 4d + 2. Then the manifolds L4i+3×RP4(d−i−1)+3 en-
listed in the set N4d+2 are all spin and give the classes θ4i+3,4(d−i−1)+3. These
classes are linearly independent, hence they span a d-dimensional subspace of
H4d+2(BC2×BC2n ; Z/2).
Now let n = 4d. In this situation the manifolds L4d−1×RP1 and L1×RP4d−1 are
spin manifolds. It remains to show that the manifolds
N4i+1,4(d−1−i)+2, 1 ≤ i ≤ d− 1,
are spin and yield homology classes which are linearly independent. In order to
do this we use an argument involving the Leray-Serre spectral sequence. Basic
information about this spectral sequence can be found for example in [McC01].
Consider the ﬁbrations
BC
(4i+1)
2n −→ N4i+1,4(d−1−i)+2 −→ RP
4i+1 (3.45)
and
BC
(4i+1)
2 −→ M4i+1,4(d−1−i)+2 −→ RP
4i+1. (3.46)
We look at the Leray-Serre spectral sequences of these ﬁbrations. Their E2-
terms are given by
Ep,q2 = Hp
(
RP4i+1; Hq
(
BC
(4i+1)
2n ; Z/2
))
and
E˜p,q2 = Hp
(
RP4i+1; Hq
(
BC
(4i+1)
2 ; Z/2
))
respectively. Since
H4i+1
(
RP4i+1; Z/2
)
∼= Z/2
and
Hp
(
RP4i+1; Z/2
)
= 0 ∀ p > 4i+ 1
we have
Ep,qr = 0 if p > 4i+ 1 or q > 4i+ 1.
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This implies that on the one hand any diﬀerential with source in E4i+1,4i+1r
is zero, on the other hand there cannot exist any non-trivial diﬀerential with
range in E4i+1,4i+1r . The same holds for E˜
4i+1,4i+1
r . The above spectral se-
quences converge to H∗
(
M4i+1,4(d−1−i)+2; Z/2
)
and H∗
(
N4i+1,4(d−1−i)+2; Z/2
)
respectively, hence we obtain
H4i+1
(
M4i+1,4(d−1−i)+2; Z/2
)
=
〈[
M4i+1,4(d−1−i)+2
]〉
as well as
H4i+1
(
N4i+1,4(d−1−i)+2; Z/2
)
=
〈[
N4i+1,4(d−1−i)+2
]〉
.
There is a map of ﬁbre bundles from (3.45) to (3.46) which is induced by the
identity on RP4i+1 and the map BC2n −→ BC2. This map of ﬁbre bundles
induces a surjective map of spectral sequences
E∗,∗r −→ E˜
∗,∗
r .
The surjectivity of this map implies that in homology the map
(pr2,2)∗ : H∗
(
M4i+1,4(d−1−i)+2; Z/2
)
−→ H∗
(
N4i+1,4(d−1−i)+2; Z/2
)
satisﬁes
(pr2,2)∗
([
M4i+1,4(d−1−i)+2
])
=
[
N4i+1,4(d−1−i)+2
]
.
Now theorem 3.1.7 implies that the elements enlisted in the set N4d are lin-
early independent, thus we constructed all the desired manifolds to complete
this proof. 
At this point we collect together the results we receive from the calculations
we have done in the current section. The calculations of the E∞-term of the
Adams spectral sequence converging to k˜o∗(BC2×BC2n) and the last theorem
imply the following result.
THEOREM 3.2.11. Let n ≥ 2. The Gromov-Lawson-Rosenberg conjecture
is true for the group C2×C2n in even dimensions.
The computations involving the eta invariant yield more results for the case
n = 2 since we worked out that for any d ≥ 0 the groups k˜o4d+3(BC2×BC4) and
k˜o8d+5(BC2×BC4) are generated by bordism classes representated by manifolds
which admit a metric of positive scalar curvature. We also found such classes
for the groups k˜o8d+1(BC2×BC4), but the classes we found only generate a
group of order 12ord
(
k˜o8d+1(BC2×BC4)
)
. But in dimensions 8d+ 1 there has
to be a generating element [M ] of k˜o8d+1(BC2×BC4) with index ind(M) = 0.
We call such an M index manifold for shortness. The problem is that one only
knows that there is some d0 such that k˜o8d0+1(BC2×BC4) contains a class [M ]
with an index manifold M . Such a manifold is still to be found. If one ﬁnds
an index manifold M of dimension 9 the Gromov-Lawson-Rosenberg conjecture
for the group C2×C2n is conﬁrmed to be true. At this point we have proved the
following theorem.
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THEOREM 3.2.12. The Gromov-Lawson-Rosenberg conjecture is true for
the group C2×C4 in dimensions d with d /≡ 1 (mod 8). Moreover there exists
an integer d0 such that the Gromov-Lawson-Rosenberg conjecture is true for all
8d+ 1 with d ≥ d0.
The calculations involving the eta invariant for the case n = 3 yield that for
any d ≥ 0 the groups k˜o4d+3(BC2×BC8) and k˜o8d+5(BC2×BC4) are generated
by bordism classes representated by manifolds which admit a metric of positive
scalar curvature. We also found such classes for the groups k˜o4d+1(BC2×BC8),
but these classes only generate a group of order 12ord
(
k˜o4d+1(BC2×BC8)
)
.
In dimensions 8d + 1 we have the same problem as in the case n = 2, but
the diﬀerence to that case is that in dimensions 8d + 5 we also have to ﬁnd
one more generator of the groups k˜o8d+5(BC2×BC8). We used induction for
the calculations with the eta invariant, but this comes from suitable maps of
spectral sequences
ψ : Ê∗,∗∞ −→ E
∗,∗
∞ ,
where Ê∞ denotes the E∞-term of the Adams spectral sequence converging to
k˜o∗(BC8) and E∞ denotes the E∞-term of the Adams spectral sequence con-
verging to k˜o∗(BC2×BC8). These maps satisfy the condition that if w is located
in homological degree s, then ψ(w) is located in homological degree s′ ≥ s. Now
we observe that Ê8d+5,0∞
∼= 0, whereas E8d+5,0∞ ∼= Z/2. This implies that the gen-
erator of E8d+5,0∞ cannot be seen by the eta invariant of the manifolds obtained
by induction. All in all we received as much as possible with the computations
involving the eta invariant of the manifolds obtained by induction. Nevertheless,
in order to prove the Gromov-Lawson-Rosenberg conjecture for the group C2×C8
we still have to ﬁnd one more generator [M ] of the groups k˜o8d+5(BC2×BC8),
where M is a manifold admitting a metric of positive scalar curvature, as well
as an index manifold in dimensions 8d+1. If we examine the Gromov-Lawson-
Rosenberg conjecture for C2×C2n with n ≥ 4 we have to exspect that the bigger
n is the more generators of the groups k˜o8d+5(BC2×BC2n) we will have to ﬁnd
since they will not bee seen by the eta invariant of the manifolds obtained by
induction.
Although the induction method does not yield the Gromov-Lawson-Rosenberg
conjecture for the group C2×C8 we obtain from our previous computations the
following theorem using the induction method.
THEOREM 3.2.13. The Gromov-Lawson-Rosenberg conjecture is true for
the group C2×C8 in dimensions d with d /≡ 1 (mod 4). Moreover there exists
an integer d0 such that the Gromov-Lawson-Rosenberg conjecture is true for all
8d+ 1 with d ≥ d0.
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3.3 The Gromov-Lawson-Rosenberg Conjecture
for the Group C2m×C2n
Throughout this section we assume 2 ≤ m ≤ n. As we already worked out,
the only non-trivial diﬀerentials of the Adams spectral sequence converging to
k˜o∗(BC2l) occur in its El-term. This fact inﬂuences many diﬀerentials of the
Adams spectral sequence for the product case. Similarly to the last two sections
we have the stable sum decomposition
k˜o∗(BC2m×BC2n) ∼= k˜o∗(BC2m)⊕ k˜o∗(BC2n)⊕ k˜o∗(BC2m∧BC2n) , (3.47)
therefore it is suﬃcient to compute the groups k˜o∗(BC2m∧BC2n).
3.3.1 The E2-Chart of the Adams Spectral Sequence Con-
verging to k˜o∗(BC2m×BC2n)
The necessary working steps are the same as in the previous chapters, therefore
we need to know the cohomology algebra of the classifying space BC2m×BC2n
of the group C2m×C2n ﬁrst. This A(1)-module does not depend on the integers
m and n as we will see in the following theorem in which we provide it.
THEOREM 3.3.1. The cohomology ring of the classifying space BC2m×
BC2n of the group C2m×C2n with coeﬃcients in Z/2 is given by
H∗(BC2m×BC2n ; Z/2) = Z/2 [x1, x2, T1, T2]/(x
2
1, x
2
2),
where
deg(x1) = deg(x2) = 1, deg(T1) = deg(T2) = 2
and
Sq1(T1) = Sq
1(T2) = 0.
In order to receive the A(1)-module structure of H∗(BC2m×BC2n ; Z/2) we
need formulas for the homomorphisms Sq1 and Sq2 on this module. We state
and prove them in the next proposition.
Proposition 3.3.2. The operations Sq1 and Sq2 satisfy the following for-
mulas on the cohomology ring H∗(BC2m×BC2n ; Z/2): Let 1, 2 ∈ {0; 1} and
d, d′ ≥ 0. Then
1. Sq1 ≡ 0,
2. Sq2
(
x	11 x
	2
2 T
2d
1 T
2d′
2
)
= 0,
3. Sq2
(
x	11 x
	2
2 T
2d+1
1 T
2d′
2
)
= x	11 x
	2
2 T
2(d+1)
1 T
2d′
2 ,
4. Sq2
(
x	11 x
	2
2 T
2d
1 T
2d′+1
2
)
= x	11 x
	2
2 T
2d
1 T
2(d′+1)
2 ,
5. Sq2
(
x	11 x
	2
2 T
2d+1
1 T
2d′+1
2
)
= x	11 x
	2
2 T
2(d+1)
1 T
2d′+1
2 + x
	1
1 x
	2
2 T
2d+1
1 T
2(d′+1)
2 .
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Proof. Since deg(x1) = deg(x2) = 1 and
x21 = x
2
2 = 0
the operation Sq1 is trivial on any element of H∗(BC2m×BC2n ; Z/2) as the ﬁrst
assertion states. For the proof of the remaining four formulas we ﬁrst observe
for any cohomology class W = T k1 T
k′
2 that
Sq2(x	11 x
	2
2 W ) = Sq
2(x	11 x
	2
2 )︸ ︷︷ ︸
=0
W + Sq1(x	11 x
	2
2 )︸ ︷︷ ︸
=0
Sq1(W ) + x	11 x
	2
2 Sq
2(W )
= x	11 x
	2
2 Sq
2(W )
what yields the computation rule
Sq2(x	11 x
	2
2 W ) = x
	1
1 x
	2
2 Sq
2(W ). (3.48)
Therefore for the moment it is suﬃcient to compute Sq2 on the elements of the
form T d1 T
d′
2 . Doing direct calculations we receive
Sq2
(
T 2d1 T
2d′
2
)
= Sq2
(
T 2d1
)
T 2d
′
2 + T
2d
1 Sq
2
(
T 2d
′
2
)
= 0,
Sq2
(
T 2d+11 T
2d′
2
)
= Sq2
(
T 2d+11
)
T 2d
′
2 + T
2d+1
1 Sq
2
(
T 2d
′
2
)
︸ ︷︷ ︸
=0
= T
2(d+1)
1 T
2d′
2 ,
Sq2
(
T 2d1 T
2d′+1
2
)
= Sq2
(
T 2d1
)︸ ︷︷ ︸
=0
T 2d
′+1
2 + T
2d
1 Sq
2
(
T 2d
′+1
2
)
= T 2d1 T
2(d′+1)
2 ,
Sq2
(
T 2d+11 T
2d′+1
2
)
= Sq2
(
T 2d+11
)
T 2d
′+1
2 + T
2d+1
1 Sq
2
(
T 2d
′+1
2
)
= T
2(d+1)
1 T
2d′
2 + T
2d
1 T
2(d′+1)
2 .
Finally we apply equation (3.48) to these equations and obtain the remaining
formulas. 
As we already mentioned above our next step is again to work out the A(1)-
module structure of the cohomology ring H˜∗(BC2m∧BC2n ; Z/2). We do this in
the next proposition.
Proposition 3.3.3. A minimal set of generators of the A(1)-module
H˜∗(BC2m∧BC2n ; Z/2) is given by the set S, where
S =
⋃
k≥2
Sk
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with
S2 = {x1x2} ,
S3 = {x1T2, x2T1} ,
S4 = {x1x2T1, x1x2T2, T1T2}
and for d ≥ 1
S4d+1 =
{
x1T
2i+1
1 T
2(d−i−1)+1
2 , x2T
2i+1
1 T
2(d−i−1)+1
2
∣∣∣ 0 ≤ i ≤ d− 1} ,
S4d+2 =
{
x1x2T
2i+1
1 T
2(d−i−1)+1
2 , T
2j+1
1 T
2(d−j)
2
∣∣∣ 0 ≤ i ≤ d− 1, 0 ≤ j ≤ d} ,
S4d+3 =
{
x1T
2i+1
1 T
2(d−i)
2 , x2T
2i+1
1 T
2(d−i)
2
∣∣∣ 0 ≤ i ≤ d} ,
S4(d+1) =
{
x1x2T
2d+1
2 , x1x2T
2i+1
1 T
2(d−i)
2 , T
2i+1
1 T
2(d−i)+1
2
∣∣∣ 0 ≤ i ≤ d} .
Proof. First recall that we have
Sq1 ≡ 0
on the A(1)-algebra H˜∗(BC2m×BC2n ; Z/2). For 1, 2 ∈ {0; 1} and d, d′ ≥ 0
we already know that
x	11 x
	2
2 T
2(d+1)
1 T
2d′
2 = Sq
2
(
x	11 x
	2
2 T
2d+1
1 T
2d′
2
)
,
x	11 x
	2
2 T
2d
1 T
2(d′+1)
2 = Sq
2
(
x	11 x
	2
2 T
2d
1 T
2d′+1
2
)
.
Now proposition 3.3.2 implies that〈
im
(
Sq2
)〉
A(1)
=
〈
x	11 x
	2
2 T
2(d+1)
1 T
2d′+1
2 + x
	1
1 x
	2
2 T
2d+1
1 T
2(d′+1)
2 , x
	1
1 x
	2
2 T
2d
1 T
2d′
2
∣∣∣
1, 2 ∈ {0; 1}, d, d
′ ≥ 0 with d+ d′ ≥ 1〉A(1) ,
thus on the one hand the elements of the sets Sd are suﬃcient to generate the de-
sired module, on the other hand we must not omit any of them to generate it. 
Next we use this proposition to work out a decomposition of the A(1)-module
H˜∗(BC2m∧BC2n ; Z/2) into direct summands. This is the purpose of the theo-
rem below.
THEOREM 3.3.4. The A(1)-module H˜∗(BC2m∧BC2n ; Z/2) possesses the
direct sum decomposition
H˜∗(BC2m∧BC2n ; Z/2) ∼=
∑1MP ⊕∑2(MB)2 ⊕∑3(MB)3
⊕
⊕
d≥1
(∑4d
(MB)
2d−1 ⊕
∑4d+1
(MB)
2d
⊕
∑4d+2
(MB)
2d+1 ⊕
∑4d+3
(MB)
2d+2
)
.
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Proof. Consider the minimal generating set S as given in proposition 3.3.3.
The calculations in the proof of proposition 3.3.2 show that for any cohomology
class w ∈ H˜∗(BC2m∧BC2n ; Z/2) the condition
x	11 x
	2
2
∣∣∣ w ⇐⇒ x	11 x	22 ∣∣∣ Sq2(w) for Sq2(w) = 0 (3.49)
holds, where 1, 2 ∈ {0; 1}. Moreover proposition 3.3.3 implies the statement〈
x	11 x
	2
2 T
d1
1 T
d2
2
〉
A(1)
∩
〈
x	11 x
	2
2 T
d′1
1 T
d′2
2
〉
A(1)
= 0
=⇒ 0 ≤ |d1 − d2|, |d
′
1 − d
′
2| ≤ 1.
(3.50)
The element x1x2 generates an A(1)-module isomorphic to
∑1
MP and is the
only generator of degree 2. But since x1x2 is also the only non-trivial element in
this module we obtain 〈x1x2〉A(1) as a direct summand of H˜
∗(BC2m∧BC2n ; Z/2).
Now we can use these facts to compute
H˜∗(BC2m∧BC2n ; Z/2)
=
(3.49)
〈x1x2〉A(1) ⊕
〈
T d11 T
d2
2
∣∣∣ d1, d2 ≥ 1〉
A(1)
⊕
〈
x1T
d1
1 T
d2
2
∣∣∣ d1 ≥ 0, d2 ≥ 1〉
A(1)
⊕
〈
x2T
d1
1 T
d2
2
∣∣∣ d1 ≥ 1, d2 ≥ 0〉
A(1)
⊕
〈
x1x2T
d1
1 T
d2
2
∣∣∣ d1, d2 ≥ 0, d1+d2 ≥ 1〉
A(1)
=
3.3.2
〈x1x2〉A(1) ⊕
⊕
d≥1
〈
x1T2, x1T
2i+1
1 T
2(d−i−1)+1
2 , x1T
2j+1
1 T
2(d−j)
2
∣∣∣
0 ≤ i ≤ d− 1, 0 ≤ j ≤ d〉A(1)
⊕
⊕
d≥1
〈
x2T1, x2T
2i+1
1 T
2(d−i−1)+1
2 , x2T
2j+1
1 T
2(d−j)
2
∣∣∣ 0 ≤ i ≤ d− 1,
0 ≤ j ≤ d〉A(1)
⊕
⊕
d≥1
〈
x1x2T2, x1x2T1, x1x2T
2i+1
1 T
2(d−i−1)+1
2 , x1x2T
2j+1
1 T
2(d−j)
2
∣∣∣
0 ≤ i ≤ d− 1, 0 ≤ j ≤ d〉A(1)
⊕
⊕
d≥1
〈
T1T2, T
2i+1
1 T
2(d−i)
2 , T
2j+1
1 T
2(d−j)+1
2
∣∣∣ 0 ≤ i ≤ d− 1, 0 ≤ j ≤ d〉
A(1)
=
(3.50)
〈x1x2〉A(1) ⊕
⊕
d≥3
⊕
w∈Sd
〈w〉A(1)
∼=
∑1
MP ⊕
∑2
(MB)
2 ⊕
∑3
(MB)
3 ⊕
⊕
d≥1
(∑4d
(MB)
2d−1
⊕
∑4d+1(MB)2d ⊕∑4d+2(MB)2d+1 ⊕∑4d+3(MB)2d+2) . 
At this point we have got all required information about the shape of the
E2-term of the Adams spectral sequence converging to k˜o∗(BC2m∧BC2n). The
E2-chart is given in table 3.7.
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3.3.2 The Diﬀerentials of the Adams Spectral Sequence
Converging to k˜o∗(BC2m×BC2n)
As in the preceding two sections the diﬀerentials of the Adams spectral sequence
converging to k˜o∗(BC2m×BC2n) can be computed from the corresponding dif-
ferentials of the Adams spectral sequence for the individual factors using the
Leibnitz rule for diﬀerentials. The resulting diﬀerentials for m = n will be
slightly diﬀerent from those ones for the case m < n. Nevertheless we will be
able to treat these two cases simultaneously. But ﬁrst we need to work out a
preparational computation rule.
Proposition 3.3.5. Let a ∈ H˜∗(BC2m ; Z/2) and b ∈ H˜∗(BC2n ; Z/2) with
〈a〉A(1)
∼=
∑t1MB,
〈b〉A(1)
∼=
∑t2MB
and
a ∈Extt1,0A(1)
(
H˜∗(BC2m ; Z/2) , Z/2
)
,
b ∈Extt2,0A(1)
(
H˜∗(BC2n ; Z/2) , Z/2
)
.
Then we have
aSq2(b) ∈ Extt1+t2+2,0A(1)
(
H˜∗(BC2m×BC2n ; Z/2) , Z/2
)
,
vab ∈ Extt1+t2,2A(1)
(
H˜∗(BC2m×BC2n ; Z/2) , Z/2
)
.
and for appropriate α1, α2, β1, β2 ∈ {0; 1} with α1 = 1 or α2 = 1 as well as
β1 = 1 or β2 = 1 these elements satisfy
aSq2(b) = α1 · φ (va⊗ b) + α2 · φ (a⊗ vb) ,
vab = β1 · φ (va⊗ b) + β2 · φ (a⊗ vb) ,
where φ is the product map as deﬁned in chapter 1.
Proof. The previous computations of the E2-term of the Adams spectral se-
quence converging to k˜o∗(BC2m∧BC2n) immediately imply the ﬁrst assertion.
The second assertion is a direct consequence of appendix B. 
This proposition is important for the computation of the diﬀerentials of
the current spectral sequence, but we do not know the precise values of the
diﬀerentials on elements of the form aSq2(b) or vab. In the following theorem
we enlist the diﬀerentials as far as we are able to compute them.
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THEOREM 3.3.6. Consider the Adams spectral sequence converging to
k˜o∗(BC2m∧BC2n ). Let r ≥ 2 and d1, d2 ≥ 0. Then the diﬀerentials dr of
this spectral sequence satisfy the following equations for appropriate parameters
α1, α2, β1, β2, γ1, γ2, λ1, λ2, μ1, μ2, ν1, ν2 ∈ {0; 1}.
1. dr
(
x1x2
)
= 0 ∀ r ≥ 2,
2. dm
(
x2T1
)
= hm0 x1x2,
3. dm
(
x1T2
)
= δm,n · h
m
0 x1x2,
4. dr
(
x1x2T1
)
= 0 ∀ r ≥ 2,
5. dm
(
x1x2T2
)
= 0 ∀ r ≥ 2,
6. dm
(
T1T2
)
= hm0 x2T1 + h
m
0 x1T2,
7. dm
(
x1T1T2
)
= hm0 x1x2T1,
8. dm
(
x2T1T2
)
= hm0 x1x2T2,
9. dr
(
x1x2T1T2
)
= 0 ∀ r ≥ 2,
10. dm
(
T1T
2d2+1
2
)
= hm0 x1T
2d2+1
2 + δm,n · T1 ⊗ dm
(
T 2d2+12
)
,
11. dm
(
x1T1T
2d2+1
2
)
= δm,n · x1T1 ⊗ dm
(
T 2d2+12
)
,
12. dm
(
x2T1T
2d2+1
2
)
= hm0 x1x2T
2d2+1
2 ,
13. dr
(
x1x2T1T
2d2+1
2
)
= 0 ∀ r ≤ m,
14. dm
(
T 2d2+11 T2
)
= dm
(
T 2d1+11
)
⊗ T2 + δm,n · h
m
0 x2T
2d1+1
1 ,
15. dm
(
xT 2d2+11 T2
)
= hm0 x1x2T
2d1+1
1 ,
16. dm
(
yT 2d2+11 T2
)
= dm
(
T 2d1+11
)
⊗ x2T2,
17. dr
(
xyT 2d2+11 T2
)
= 0 ∀ r ≤ m,
18. dr
(
T 2d1+11 T
2d2+1
2
)
= dm
(
T 2d1+11
)
⊗ T 2d2+12
+ δm,n · T
2d1+1
1 ⊗ dm
(
T 2d2+12
)
,
19. dm
(
x1T
2d1+1
1 T
2d2+1
2
)
= δm,n · x1T
2d1+1
1 ⊗ dm
(
T 2d2+12
)
,
20. dm
(
x2T
2d1+1
1 T
2d2+1
2
)
= dm
(
T 2d1+11
)
⊗ x2T
2d2+1
2 ,
21. dr
(
x1x2T
2d1+1
1 T
2d2
2
)
= 0 ∀ r ≤ m,
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22. dm
(
T 2d1+11 T
2d2
2
)
= α1 ·
(
dm
(
T 2d1+11
)
⊗ vT 2d2−12
+ δm,n · T
2d1+1
1 ⊗ dm
(
vT 2d2−12
))
+ α2 ·
(
dm
(
vT 2d1+11
)
⊗ T 2d2−12
+ δm,n · vT
2d1+1
1 ⊗ dm
(
T 2d2−12
))
,
23. dm
(
x1T
2d1+1
1 T
2d2
2
)
= β1 ·
(
δm,n · x1T
2d1+1
1 ⊗ dm
(
vT 2d2−12
))
+ β2 ·
(
δm,n · vx1T
2d1+1
1 ⊗ dm
(
T 2d2−12
))
,
24. dm
(
x2T
2d1+1
1 T
2d2
2
)
= γ1 ·
(
dm
(
T 2d1+11
)
⊗ vx2T
2d2−1
2
)
+ γ2 ·
(
dm
(
vT 2d1+11
)
⊗ vT 2d2−12
)
,
25. dr
(
x1x2T
2d1+1
1 T
2d2
2
)
= 0 ∀ r ≤ m,
26. dm
(
vT 2d1+11 T
2d2+1
2
)
= λ1 ·
(
dm
(
T 2d1+11
)
⊗ vT 2d2+12
+ δm,n · T
2d1+1
1 ⊗ dm
(
vT 2d2+12
))
+ λ2 ·
(
dm
(
vT 2d1+11
)
⊗ T 2d2+12
+ δm,n · vT
2d1+1
1 ⊗ dm
(
T 2d2+12
))
,
27. dm
(
vx1T
2d1+1
1 T
2d2+1
2
)
= μ1 ·
(
δm,n · x1T
2d1+1
1 ⊗ dm
(
vT 2d2+12
))
+ μ2 ·
(
δm,n · vx1T
2d1+1
1 ⊗ dm
(
T 2d2+12
))
,
28. dm
(
vx2T
2d1+1
1 T
2d2+1
2
)
= ν1 ·
(
dm
(
T 2d1+11
)
⊗ vx2T
2d2+1
2
)
+ ν2 ·
(
dm
(
vT 2d1+11
)
⊗ vT 2d2+12
)
,
29. dr
(
vx1x2T
2d1+1
1 T
2d2
2
)
= 0 ∀ r ≤ m,
30. dm
(
vT 2d1+11 T
2d2
2
)
= δm,n · vT
2d1+1
1 ⊗ dm
(
vT 2d2−12
)
+ dm
(
vT 2d1+11
)
⊗ vT 2d2−12 ,
31. dm
(
vx1T
2d1+1
1 T
2d2
2
)
= δm,n · vx1T
2d1+1
1 ⊗ dm
(
vT 2d2−12
)
,
32. dm
(
vx2T
2d1+1
1 T
2d2
2
)
= dm
(
vT 2d1+11
)
⊗ vx2T
2d2−1
2 ,
33. dr
(
vx1x2T
2d1+1
1 T
2d2
2
)
= 0 ∀ r ≤ m.
Proof. The proof of the ﬁrst to the nineteenth formula work with the Leibniz
rule for diﬀerentials. Let 1, 2, ˜1, ˜2 ∈ {0; 1} such that 1 + ˜1 = 0 = 2 + ˜2
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and ˜1 + ˜2 < 2. Then we compute
dm
(
x	11 x
	2
2 T
	1
1 T
	2
2
)
= dm
(
x	11 T
	˜1
1
)
⊗ x	22 T
	˜2
2 + x
	1
1 T
	˜1
1 ⊗ dm
(
x	22 T
	˜2
2
)
=
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
0 for 1 = 1, ˜1 = 0, 2 = 1, ˜2 = 0,
hm0 x1 ⊗ x2 for 1 = 0, ˜1 = 1, 2 = 1, ˜2 = 0,
δm,n · x1 ⊗ hm0 x2 for 1 = 1, ˜1 = 0, 2 = 0, ˜2 = 1,
0 for 1 = 1, ˜1 = 1, 2 = 1, ˜2 = 0,
0 for 1 = 1, ˜1 = 0, 2 = 1, ˜2 = 1.
=
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
0 for 1 = 1, ˜1 = 0, 2 = 1, ˜2 = 0,
hm0 xy for 1 = 0, ˜1 = 1, 2 = 1, ˜2 = 0,
δm,n · hm0 x1x2 for 1 = 1, ˜1 = 0, 2 = 0, ˜2 = 1,
0 for 1 = 1, ˜1 = 1, 2 = 1, ˜2 = 0,
0 for 1 = 1, ˜1 = 0, 2 = 1, ˜2 = 1.
This yields the ﬁrst ﬁve formulas. The formulas ten to sixteen are special cases
of the formulas seventeen to twenty, therefore we show the latter ones ﬁrst. Let
d1, d2 ≥ 0 and 1, 2 ∈ {0; 1}. Then direct calculation yields
dm
(
x	11 x
	2
2 T
2d1+1
1 T
2d2+1
2
)
= dm
(
x	11 T
2d1+1
1
)
⊗ x	22 T
2d2+1
2 + x
	1
1 T
2d1+1
1 ⊗ dm
(
x	22 T
2d2+1
2
)
=
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
dm
(
T 2d1+11
)
⊗ T 2d2+12 + δm,n · T
2d1+1
1 ⊗ dm
(
T 2d2+12
)
for 1 = 0, 2 = 0,
δm,n · x1T
2d1+1
1 ⊗ dm
(
T 2d2+12
)
for 1 = 1, 2 = 0,
dm
(
T 2d1+11
)
⊗ x2T
2d2+1
2 for 1 = 0, 2 = 1,
0 for 1 = 1, 2 = 1.
=
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
dm
(
T 2d1+11
)
⊗ T 2d2+12 + δm,n · T
2d1+1
1 ⊗ dm
(
T 2d2+12
)
for 1 = 0, 2 = 0,
δm,n · x1T
2d1+1
1 ⊗ dm
(
T 2d2+12
)
for 1 = 1, 2 = 0,
dm
(
T 2d1+11
)
⊗ x2T
2d2+1
2 for 1 = 0, 2 = 1,
0 for 1 = 1, 2 = 1.
This yields the formulas seventeen to twenty. For d1 = 0 we get
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dm
(
x	11 x
	2
2 T1T
2d2+1
2
)
=
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
hm0 x1 ⊗ T
2d2+1
2 + δm,n · T1 ⊗ dm
(
T 2d2+12
)
for 1 = 0, 2 = 0,
δm,n · x1T1 ⊗ dm
(
T 2d2+12
)
for 1 = 1, 2 = 0,
hm0 x1 ⊗ x2T
2d2+1
2 for 1 = 0, 2 = 1,
0 for 1 = 1, 2 = 1,
=
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
hm0 x1T
2d2+1
2 + δm,n · T1 ⊗ dm
(
T 2d2+12
)
for 1 = 0, 2 = 0,
δm,n · x1T1 ⊗ dm
(
T 2d2+12
)
for 1 = 1, 2 = 0,
hm0 x1x2T
2d2+1
2 for 1 = 0, 2 = 1,
0 for 1 = 1, 2 = 1,
what is the tenth to thirteenth assertion, and for d2 = 0 we obtain
dm
(
x	11 x
	2
2 T
2d1+1
1 T2
)
= dm
(
x	11 T
2d1+1
1
)
⊗ x	22 T2 + x
	1
1 T
2d1+1
1 ⊗ dm
(
x	22 T2
)
=
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
dm
(
T 2d1+11
)
⊗ T2 + δm,n · T
2d1+1
1 ⊗ h
m
0 x2 for 1 = 0, 2 = 0,
δm,n · x1T
2d1+1
1 ⊗ h
m
0 x2 for 1 = 1, 2 = 0,
dm
(
T 2d1+11
)
⊗ x2T2 for 1 = 0, 2 = 1,
0 for 1 = 1, 2 = 1
=
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
dm
(
T 2d1+11
)
⊗ T2 + δm,n · hm0 x2T
2d1+1
1 for 1 = 0, 2 = 0,
δm,n · h
m
0 x1x2T
2d1+1
1 for 1 = 1, 2 = 0,
dm
(
T 2d1+11
)
⊗ x2T2 for 1 = 0, 2 = 1,
0 for 1 = 1, 2 = 1
as stated in the fourteenth to seventeenth equation. For d1 = d2 = 0 the latter
simpliﬁes to
dm
(
x	11 x
	2
2 T1T2
)
=
⎧⎪⎪⎪⎨⎪⎪⎪⎩
hm0 x1 ⊗ T2 + δm,n · T1 ⊗ h
m
0 x2 for 1 = 0, 2 = 0,
δm,n · x1T1 ⊗ hm0 x2 for 1 = 1, 2 = 0,
hm0 x1 ⊗ x2T2 for 1 = 0, 2 = 1,
0 for 1 = 1, 2 = 1
=
⎧⎪⎪⎪⎨⎪⎪⎩
hm0 x1T2 + δm,n · h
m
0 x2T1 for 1 = 0, 2 = 0,
δm,n · hm0 x1x2T1 for 1 = 1, 2 = 0,
hm0 x1x2T2 for 1 = 0, 2 = 1,
0 for 1 = 1, 2 = 1,
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and this shows the formulas ﬁve to nine. The ﬁrst twentyone equations together
with proposition 3.3.5 immediately imply the last twelve formulas of the theo-
rem. 
At this point we have examined the diﬀerentials dr of the current spectral
sequence for all r ≤ m, so we still have to work out the diﬀerentials dr for
r > m. Maybe the diﬀerentials on the elements of the form aSq2(b) or vab could
be computed more explicitly by working with the Bockstein spectral sequence
as we did for the cyclic groups C2l . But the Bockstein spectral sequence only
yields information about diﬀerentials mapping between h0-towers. The above
theorem implies that for r > m there does not exist any h0-tower in the Er-
term. Moreover since dm is non-trivial we cannot use the Leibniz rule any more
to compute the diﬀerentials dr, therefore the question arises how to compute
them. We explain that some of these remaining diﬀerentials have to be non-
trivial. From chapter 1 we know that the groups k˜ok(BC2m×BC2n) do not
contain any stable element if k is even. Now assume that dr = 0 for all r > m.
Then the E∞-term of the current spectral sequence implies that there exist
stable elements in even degrees what is a contradiction.
3.3.3 Eta Invariant Calculations Concerning the Groups
k˜o∗(BC2m×BC2n)
We just computed the diﬀerentials dm of the Adams spectral sequence converg-
ing to k˜o∗(BC2m×BC2n). When we did the respective calculations for the groups
C2×C2 we received that the corresponding Adams spectral sequence does not
have any non-trivial diﬀerential and for the groups C2×C2n , n ≥ 2, we obtained
that all non-trivial diﬀerentials occur in the n-th stage. This was good since we
have been able to compute every diﬀerential with the Leibniz rule. We can get
almost every diﬀerential dm of the current Adams spectral sequence with the
Leibniz rule, but for the diﬀerentials dr for r > m we cannot apply the Leib-
niz rule any more. Indeed, at this point we do not know anything about these
higher diﬀerentials but the existence of some non-trivial higher diﬀerentials. In
particular we do not know the E∞-term of the current spectral sequence. Of
course we can do the calculations with the standard eta matrices for the groups
C2m×C2n , but then we will only receive some subgroup C ⊆ k˜od(BC2m×BC2n)
for odd d. We will not know if we already have C = k˜od(BC2m×BC2n).
The classiﬁcation of the desired cyclic subgroups we need for the induction
method worked well for arbitrary 2 ≤ m ≤ n. But the computation of the
desired eta matrices concerning the groups k˜o∗(BC2m×BC2n) cannot be done
in such a general manner. Nevertheless we want to do the corresponding cal-
culations for the case m = n = 2 exemplarily. In this case theorem 3.0.52
yields
SG4,4 = {H0,1, H1,1, H1,3, H2,1, H1,0, H1,2} ,
where the elements of SG4,4 are already ordered in the way as required in
deﬁnition 3.0.53. In the following table we give the isomorphism type of the
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representation ρu,u˜|Hμ,ν .
ρ0,1 ρ0,2 ρ0,3 ρ1,0 ρ1,1 ρ1,2 ρ1,3
H0,1 ρ1 ρ2 ρ3 ρ0 ρ1 ρ2 ρ3
H1,1 ρ1 ρ2 ρ3 ρ1 ρ2 ρ3 ρ0
H1,3 ρ3 ρ2 ρ1 ρ1 ρ0 ρ3 ρ2
H2,1 ρ1 ρ2 ρ3 ρ2 ρ3 ρ0 ρ1
H1,0 ρ0 ρ0 ρ0 ρ1 ρ1 ρ1 ρ1
H1,2 ρ2 ρ0 ρ2 ρ1 ρ3 ρ1 ρ3
ρ2,0 ρ2,1 ρ2,2 ρ2,3 ρ3,0 ρ3,1 ρ3,2 ρ3,3
H0,1 ρ0 ρ1 ρ2 ρ3 ρ0 ρ1 ρ2 ρ3
H1,1 ρ2 ρ3 ρ0 ρ1 ρ3 ρ0 ρ1 ρ2
H1,3 ρ2 ρ1 ρ0 ρ3 ρ3 ρ2 ρ1 ρ0
H2,1 ρ0 ρ1 ρ2 ρ3 ρ2 ρ3 ρ0 ρ1
H1,0 ρ2 ρ2 ρ2 ρ2 ρ3 ρ3 ρ3 ρ3
H1,2 ρ2 ρ0 ρ2 ρ0 ρ3 ρ1 ρ3 ρ1
Table 3.9: The isomorphism type of the representations ρu,u˜|Hμ,ν .
The standard eta matrix for the dimensions 4d− 1 is given by
Ad,−4 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
xd + yd 2xd xd + yd 0 xd + yd 2xd xd + yd
xd − yd 2xd xd − yd 0 xd − yd 2xd xd − yd
xd + yd 2xd xd + yd xd + yd 2xd xd + yd 0
xd − yd 2xd xd − yd xd − yd 2xd xd − yd 0
xd + yd 2xd xd + yd xd + yd 0 xd + yd 2xd
xd − yd 2xd xd − yd xd − yd 0 xd − yd 2xd
xd + yd 2xd xd + yd 2xd xd + yd 0 xd + yd
xd − yd 2xd xd − yd 2xd xd − yd 0 xd − yd
0 0 0 xd + yd xd + yd xd + yd xd + yd
0 0 0 xd − yd xd − yd xd − yd xd − yd
2xd 0 2xd xd + yd xd + yd xd + yd xd + yd
2xd 0 2xd xd − yd xd − yd xd − yd xd − yd
 
0 xd + yd 2xd xd + yd 0 xd + yd 2xd xd + yd
0 xd − yd 2xd xd − yd 0 xd − yd 2xd xd − yd
2xd xd + yd 0 xd + yd xd + yd 0 xd + yd 2xd
2xd xd − yd 0 xd − yd xd − yd 0 xd − yd 2xd
2xd xd + yd 0 xd + yd xd + yd 2xd xd + yd 0
2xd xd − yd 0 xd − yd xd − yd 2xd xd − yd 0
0 xd + yd 2xd xd + yd 2xd xd + yd 0 xd + yd
0 xd − yd 2xd xd − yd 2xd xd − yd 0 xd − yd
2xd 2xd 2xd 2xd xd + yd xd + yd xd + yd xd + yd
2xd 2xd 2xd 2xd xd − yd xd − yd xd − yd xd − yd
2xd 0 2xd 0 xd + yd xd + yd xd + yd xd + yd
2xd 0 2xd 0 xd − yd xd − yd xd − yd xd − yd
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
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where xd :=
(−1)d+1
2d+1
and yd :=
(−1)d+1
22d+1
as in the last section. We begin with
eliminating the third column of the matrix Ad,−4 with the ﬁrst one, the eleventh
column with the nineth one, the twelfth column with the fourth one, the thir-
teenth column with the seventh one, the fourteenth column with the sixth one
and the ﬁfteenth column with the ﬁfth one. Then we omit each zero column
and receive the matrix
  ⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
xd + yd 2xd 0 xd + yd 2xd xd + yd 0 xd + yd 2xd
xd − yd 2xd 0 xd − yd 2xd xd − yd 0 xd − yd 2xd
xd + yd 2xd xd + yd 2xd xd + yd 0 2xd xd + yd 0
xd − yd 2xd xd − yd 2xd xd − yd 0 2xd xd − yd 0
xd + yd 2xd xd + yd 0 xd + yd 2xd 2xd xd + yd 0
xd − yd 2xd xd − yd 0 xd − yd 2xd 2xd xd − yd 0
xd + yd 2xd 2xd xd + yd 0 xd + yd 0 xd + yd 2xd
xd − yd 2xd 2xd xd − yd 0 xd − yd 0 xd − yd 2xd
0 0 xd + yd xd + yd xd + yd xd + yd 2xd 2xd 2xd
0 0 xd − yd xd − yd xd − yd xd − yd 2xd 2xd 2xd
2xd 0 xd + yd xd + yd xd + yd xd + yd 2xd 0 2xd
2xd 0 xd − yd xd − yd xd − yd xd − yd 2xd 0 2xd
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
We go on with substracting the third column from the ﬁfth one, the fourth
column from the sixth one, the ﬁrst column from the eighth one and the second
and the seventh column from the nineth one. These computation steps lead to
the matrix
  ⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
xd + yd 2xd 0 xd + yd 2xd 0 0 0 0
xd − yd 2xd 0 xd − yd 2xd 0 0 0 0
xd + yd 2xd xd + yd 2xd 0 −2xd 2xd 0 −4xd
xd − yd 2xd xd − yd 2xd 0 −2xd 2xd 0 −4xd
xd + yd 2xd xd + yd 0 0 2xd 2xd 0 −4xd
xd − yd 2xd xd − yd 0 0 2xd 2xd 0 −4xd
xd + yd 2xd 2xd xd + yd −2xd 0 0 0 0
xd − yd 2xd 2xd xd − yd −2xd 0 0 0 0
0 0 xd + yd xd + yd 0 0 2xd 2xd 0
0 0 xd − yd xd − yd 0 0 2xd 2xd 0
2xd 0 xd + yd xd + yd 0 0 2xd −2xd 0
2xd 0 xd − yd xd − yd 0 0 2xd −2xd 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
Now we substract the third row from the ﬁfth one, the fourth row from the sixth
one, the ﬁrst row from the seventh one and the second row from the eighth one.
This yields the matrix
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  ⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
xd + yd 2xd 0 xd + yd 2xd 0 0 0 0
xd − yd 2xd 0 xd − yd 2xd 0 0 0 0
xd + yd 2xd xd + yd 2xd 0 −2xd 2xd 0 −4xd
xd − yd 2xd xd − yd 2xd 0 −2xd 2xd 0 −4xd
0 0 0 −2xd 0 4xd 0 0 0
0 0 0 −2xd 0 4xd 0 0 0
0 0 2xd 0 −4xd 0 0 0 0
0 0 2xd 0 −4xd 0 0 0 0
0 0 xd + yd xd + yd 0 0 2xd 2xd 0
0 0 xd − yd xd − yd 0 0 2xd 2xd 0
2xd 0 xd + yd xd + yd 0 0 2xd −2xd 0
2xd 0 xd − yd xd − yd 0 0 2xd −2xd 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
We go on with substracting the ﬁrst row from the third one, the second row
from the fourth one, the nineth row from the eleventh one and the tenth row
from the twelfth one. Moreover we eliminate the sixth row with the ﬁfht one as
well as the eigth row by the seventh one and omit the zero rows. Then we get
the matrix
  ⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
xd + yd 2xd 0 xd + yd 2xd 0 0 0 0
xd − yd 2xd 0 xd − yd 2xd 0 0 0 0
0 0 xd + yd xd − yd −2xd −2xd 2xd 0 −4xd
0 0 xd − yd xd + yd −2xd −2xd 2xd 0 −4xd
0 0 0 −2xd 0 4xd 0 0 0
0 0 2xd 0 −4xd 0 0 0 0
0 0 xd + yd xd + yd 0 0 2xd 0 0
0 0 xd − yd xd − yd 0 0 2xd 0 0
2xd 0 0 0 0 0 0 −2xd 0
2xd 0 0 0 0 0 0 −2xd 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
Next we eliminate the tenth row with the nineth one. Then we add the
(
1− 2d+1
)
-
fold of the ﬁrst row to the second one and substract the 2d+1-fold of the ﬁrst
row from the nineth row. Since
(
1− 2d+1
)
· (xd + yd) =
(
1− 2d+1
)
·
(
(−1)d+1
2d+1
+
(−1)d+1
22d+1
)
= (−1)d+1 ·
⎛⎜⎜⎝ 12d+1 + 122d+1 − 2d+12d+1︸ ︷︷ ︸
=0 in R/Z
−
2d+1
22d+1
⎞⎟⎟⎠
= (−1)d+1 ·
(
−
1
2d+1
+
1
22d+1
)
= −xd + yd,
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(
1− 2d+1
)
· 2xd =
(
1− 2d+1
)
·
(−1)d+1
2d
=
(−1)d+1
2d
+ (−1)d · 2
= 2xd in R/2Z,
2d+1 · (xd + yd) = 2
d+1 ·
(
(−1)d+1
2d+1
+
(−1)d+1
22d+1
)
= (−1)d+1 +
(−1)d+1
2d
= 2xd in R/Z,
2d+1 · 2xd = 2
d+1 ·
(−1)d+1
2d
= 0 in R/2Z,
we obtain the matrix
  ⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
xd + yd 2xd 0 xd + yd 2xd 0 0 0 0
4xd 0 0 4xd 0 0 0 0
xd + yd xd − yd −2xd −2xd 2xd 0 −4xd
xd − yd xd + yd −2xd −2xd 2xd 0 −4xd
0 −2xd 0 4xd 0 0 0
2xd 0 −4xd 0 0 0 0
xd + yd xd + yd 0 0 2xd 0 0
xd − yd xd − yd 0 0 2xd 0 0
0 0 −2xd 0 0 −2xd 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
Next we use the ﬁrst column to eliminate the other entries in the ﬁrst row,
namely we add the
(
22d+1 − 2d+1
)
-fold of the ﬁrst column to the second and
the ﬁfth one and substract the ﬁrst column from the fourth one. This works
because of
(
22d+1 − 2d+1
)
· (xd + yd) =
(
22d+1 − 2d+1
)
·
(
(−1)d+1
2d+1
+
(−1)d+1
22d+1
)
= (−1)d+1 · 2d + (−1)d+1 + (−1)d +
(−1)d
2d
= −2xd in R/2Z.
After this step we substract the second column from the ﬁfth one and get the
matrix
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  ⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
xd + yd
4xd
xd + yd xd − yd −2xd −2xd 2xd 0 −4xd
xd − yd xd + yd −2xd −2xd 2xd 0 −4xd
0 −2xd 0 4xd 0 0 0
2xd 0 −4xd 0 0 0 0
xd + yd xd + yd 0 0 2xd 0 0
xd − yd xd − yd 0 0 2xd 0 0
0 0 −2xd 0 0 −2xd 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
We substract the seventh row from the third one and the eighth row from the
fourth one. After that we substract the eigth column from the ﬁfth one. Then
we receive the matrix
  ⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
xd + yd
4xd
0 −2yd −2xd −2xd 0 0 −4xd
0 2yd −2xd −2xd 0 0 −4xd
0 −2xd 0 4xd 0 0 0
2xd 0 −4xd 0 0 0 0
xd + yd xd + yd 0 0 2xd 0 0
xd − yd xd − yd 0 0 2xd 0 0
0 0 0 0 0 −2xd 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
Next we add the
(
1− 2d+1
)
-fold of the seventh row to the eighth one and the
2d+1-fold of the seventh row to the sixth one. Then we use the third column to
eliminate the other entries of the seventh row. All this leads to the matrix
  ⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
xd + yd
4xd
0 −2yd −2xd −2xd 0 2xd −4xd
0 2yd −2xd −2xd 0 0 −4xd
0 −2xd 0 4xd 0 0 0
0 −2xd −4xd 0 0 0 0
xd + yd 0 0 0 0 0 0
0 0 0 0 4xd 0 0
0 0 0 0 0 −2xd 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
Now we interchange the rows such that the seventh row becomes the third row
and the order of the other rows is maintained.
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  ⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
xd + yd
4xd
xd + yd
−2yd −2xd −2xd 0 0 −4xd
2yd −2xd −2xd 0 0 −4xd
−2xd 0 4xd 0 0 0
−2xd −4xd 0 0 0 0
0 0 0 4xd 0 0
0 0 0 0 −2xd 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
We go on with adding the fourth row to the ﬁfth one and substract the 2d-fold
of the fourth row from the sixth and the seventh one. Then we use the fourth
column to eliminate the other entries of the fourth row. We get the matrix
  ⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
xd + yd
4xd
xd + yd
−2yd
−4xd −4xd 0 0 −8xd
0 4xd 0 0 0
−4xd 0 0 0 0
0 0 4xd 0 0
0 0 0 −2xd 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
We substract the seventh row from the ﬁfth one and add the sixth row to the
ﬁfth one. Finally we order the rows so that we obtain the diagonal matrix
  
diag (xd + yd, 4xd, xd + yd, −2yd, −4xd, 4xd, 4xd, −2xd, −8xd).
With the notation of chapter 1 we obtain that
C ⊆ ker(a ◦ per),
where
C ∼=
(
Z/22d+1
)2
⊕ Z/22d ⊕
(
Z/2d
)3
⊕
(
Z/2d−1
)3
.
Now we do the computations for the dimensions 4d + 1 with d ≥ 1. With
the calculations of the eta invariant concerning the groups k˜o∗(BC4) and table
3.8. we obtain that the standard eta matrix Ad,−4 for these dimensions is given
by
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Ad,+4 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
xd 0 −xd 0 xd 0 −xd
xd 0 −xd 0 xd 0 −xd
xd 0 −xd xd 0 −xd 0
xd 0 −xd xd 0 −xd 0
−xd 0 xd xd 0 −xd 0
−xd 0 xd xd 0 −xd 0
xd 0 −xd 0 −xd 0 xd
xd 0 −xd 0 −xd 0 xd
0 0 0 xd xd xd xd
0 0 0 xd xd xd xd
0 0 0 xd −xd xd −xd
0 0 0 xd −xd xd −xd
0 xd 0 −xd 0 xd 0 −xd
0 xd 0 −xd 0 xd 0 −xd
0 −xd 0 xd −xd 0 xd 0
0 −xd 0 xd −xd 0 xd 0
0 xd 0 −xd −xd 0 xd 0
0 xd 0 −xd −xd 0 xd 0
0 xd 0 −xd 0 −xd 0 xd
0 xd 0 −xd 0 −xd 0 xd
0 0 0 0 −xd −xd −xd −xd
0 0 0 0 −xd −xd −xd −xd
0 0 0 0 −xd xd −xd xd
0 0 0 0 −xd xd −xd xd
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
We omit the zero columns and start with eliminating the 2i-th row of the matrix
Ad,+4 with the (2i−1)-th ones and omit each zero row. Then we obtain the matrix⎡⎢⎢⎢⎢⎢⎢⎣
xd −xd 0 xd 0 −xd xd −xd 0 xd 0 −xd
xd −xd xd 0 −xd 0 −xd xd −xd 0 xd 0
−xd xd xd 0 −xd 0 xd −xd −xd 0 xd 0
xd −xd 0 −xd 0 xd xd −xd 0 −xd 0 xd
0 0 xd xd xd xd 0 0 −xd −xd −xd −xd
0 0 xd −xd xd −xd 0 0 −xd xd −xd xd
⎤⎥⎥⎥⎥⎥⎥⎦ .
There are further columns we can eliminate directly, namely we add the ﬁrst
column to the second one, the seventh column to the eighth one, the third
column to the nineth one, the sixth column to the tenth one, the ﬁfth column
to the eleventh one and the fourth column to the twelfth one. Then we omit
the zero columns and get the matrix⎡⎢⎢⎢⎢⎢⎢⎣
xd 0 xd 0 −xd xd
xd xd 0 −xd 0 −xd
−xd xd 0 −xd 0 xd
xd 0 −xd 0 xd xd
0 xd xd xd xd 0
0 xd −xd xd −xd 0
⎤⎥⎥⎥⎥⎥⎥⎦ .
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Now we substract the ﬁrst row from the second and the fourth one and add the
ﬁrst row to the third one. Then use the ﬁrst column to eliminate the remaining
entries of the ﬁrst row and obtain the matrix⎡⎢⎢⎢⎢⎢⎢⎣
xd
xd −xd −xd xd −2xd
xd xd −xd −xd 2xd
0 −2xd 0 2xd 0
xd xd xd xd 0
xd −xd xd −xd 0
⎤⎥⎥⎥⎥⎥⎥⎦ .
We go on with substracting the sixth row from the second one, then we substract
the ﬁfth row from the third and the sixth row. After that we use the second
column to eliminate the remaining entries of the ﬁfth row. All this leads to the
matrix ⎡⎢⎢⎢⎢⎢⎢⎣
xd
−2xd 2xd −2xd
−2xd −2xd 2xd
−2xd 0 2xd 0
xd 0 0 0 0
−2xd 0 −2xd 0
⎤⎥⎥⎥⎥⎥⎥⎦ .
We interchange the rows so that the ﬁfth row becomes the second row and the
order of the other rows is maintained. This yields the matrix⎡⎢⎢⎢⎢⎢⎢⎣
xd
xd
−2xd 2xd −2xd
−2xd −2xd 2xd
−2xd 0 2xd 0
−2xd 0 −2xd 0
⎤⎥⎥⎥⎥⎥⎥⎦ .
Next we substract the third row from the fourth one and the ﬁfth row from
the sixth one. After that we use the third and the ﬁfth column to eliminate
the remaining entries of the ﬁfth and the third column respectively. Then we
receive the matrix⎡⎢⎢⎢⎢⎢⎢⎣
xd
xd
−2xd 0 0
0 −2xd 2xd
−2xd 0 0 0
0 −4xd 0
⎤⎥⎥⎥⎥⎥⎥⎦ .
We interchange the fourth and the ﬁfth row and then the third row with the
fourth one and get
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⎡⎢⎢⎢⎢⎢⎢⎣
xd
xd
−2xd
−2xd
−2xd 2xd
−4xd 0
⎤⎥⎥⎥⎥⎥⎥⎦ .
Finally we substract the 2-fold of the ﬁfth row from the sixth one and then we
add the ﬁfth column to the sixth one. This leads to the diagonal matrix
diag (xd, xd, −2xd, −2xd, −2xd, −4xd) .
We receive that
C ⊆ ker(a ◦ per),
where
C ∼=
(
Z/2d+1
)2
⊕
(
Z/2d+1
)3
⊕ Z/2d+1.
The eta invariant calculations concerning the groups k˜o∗(BC2m×BC2n) for ar-
bitrary n ≥ m ≥ 2 are far more complicated than the prevoius ones since there
is no easy way to generalize the shape of the corresponding eta matrices in an
appropriate manner to do the desired computations. In the beginning of the
current chapter we introduced the notion of standard eta matrices concerning
the groups k˜o∗(BC2m×BC2n). We deﬁned these matrices following a certain
pattern. One idea to do the desired computations is to look for a way to reduce
the calculations of the eta invariant concerning k˜o∗(BC2m+1×BC2n+1) to those
ones concerning k˜o∗(BC2m×BC2n+1) or k˜o∗(BC2m+1×BC2n).
3.3.4 On the Construction of the Desired Manifolds
We already explained in the preceding sections that the construction of suﬃ-
ciently many bordism classes of manifolds admitting positive scalar curvature
with fundamental group C2m×C2n generating the groups k˜od(BC2m×BC2n) for
even d is the ﬁnal step for the proof of the Gromov-Lawson-Rosenberg con-
jecture for C2m×C2n . But in this situation we do not know the order of these
groups or at least how many linearly independent generators we need to ﬁnd
since we do not know the E∞-term of the corresponding Adams spectral se-
quence. Of course we could construct diverse manifolds as required, but at this
point there is no way to prove that the manifolds we constructed generate the
groups k˜od(BC2m×BC2n). The hope is that the desired constructions can be
done in a similar manner as in the preceding two sections.
Appendix A
Resolutions of the Desired
A(1)-Modules
In this chapter we introduce notations for theA(1)-modules which occur through-
out the previous chapters and provide their Ext groups which play an important
role in the computations concerning the Adams spectral sequence converging to
k˜o∗(BG). Whenever it is possible we state the results with references, but in
some cases we will have to construct resolutions over A(1) of a particular mod-
ule ourselves to do the necessary computations.
Whenever one works with A(1)-modules it is convenient and helpful to visu-
alize them in diagram form, especially when one constructs resolutions of some
module. Such a diagram which we call A(1)-diagram in the sequel contains a
Z/2-basis of a given A(1)-module M and indicates the action of Sq1 and Sq2
on them. If an A(1)-module M is of the shape
M =
⊕
i∈I
Mi (A.1)
for some index set I we can consider the A(1)-diagrams of the Mi separately.
Now we introduce the notations for A(1)-diagrams.
Notation A.0.7. Assume that any wi occuring below is an element of some
A(1)-module M .
1. Let w0 be an element of degree 0 such that
Sqi(w0) = 0 for i = 1, 2.
Then we visualize this as given in the corresponding A(1)-diagram below.
w0
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2. Let w0 and w1 be elements of degree 0 and 1 respectively such that
Sq1(w0) = w1.
In the corresponding A(1)-diagram this is pictured as follows.
w0 w1
3. Let w0 and w2 be elements of degree 0 and 2 respectively such that
Sq2(w0) = w2.
We visualize this in the corresponding A(1)-diagram as given below.
w0 w2
Later we will construct free resolutions of some A(1)-modules and visualize
them in diagrams, therefore we provide the A(1)-diagram of the A(1)-module
A(1).
Example A.0.8. The A(1)-diagram of the A(1)-module A(1) is given as
follows.
• • •
•
• • •
•
Thanks to the notion of A(1)-diagrams we have a ﬁgurative way of repre-
senting A(1)-modules. Next we deﬁne the A(1)-modules M occuring in the
main chapters and state the groups Ext∗,∗A(1)(M, Z/2). We will give them also
in diagram form which from now on we just call the corresponding Ext-chart
of the module M . It is usual to use a grid to represent the bigraded module
Ext∗,∗A(1)(M, Z/2). In this grid the group Ext
s,t
A(1)(M, Z/2) is located at the
coordinates (t− s, s). If there is no entry in the coordinates (t− s, s) then this
means that Exts,tA(1)(M, Z/2) = 0. If there is a dot in the coordinates (t− s, s)
then this indicates that Exts,tA(1)(M, Z/2)
∼= Z/2. If there is an element W in-
stead of a dot then we have Exts,tA(1)(M, Z/2) = 〈W 〉Z/2
∼= Z/2. Moreover if two
entries a and b located at (t− s, s) and (t− s, s+ 1) respectively are connected
by a line then this indicates the relation h0a = b. If two entries c and d located
at (t − s, s) and (t − s + 1, s + 1) respectively are connected by a line then
this means h1c = d. In the situation of (A.1) we say that the corresponding
Ext-chart of Mi occurs in the corresponding Ext-chart of M or is a part of the
corresponding Ext-chart of M . If the corresponding Ext-chart of the module
ΣsM ′ occurs in the corresponding Ext-chart of M we simplify this by saying
that the corresponding Ext-chart of M ′ occurs in the corresponding Ext-chart
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of M . Entries which occur in the Ext-chart of any A(1)-module M come from
its resolution. For this reason we use the notation w in this situation, where w
is the corresponding element in the resolution of M .
A very simple example of an Ext-chart is the corresponding Ext-chart of A(1),
that is the chart of the module Exts,tA(1)(A(1), Z/2). It is given by the diagram
below.
0 2
0
2
Sq0
−−−−
In chapter 3 it turns out that this Ext-chart occurs in the Adams spectral se-
quence converging to k˜o∗(BC2×BC2) many times. The A(1)-module in the next
notation occurs in the decomposition of the cohomology algebras H∗(BG; Z/2)
for G = C2l and G = C2m×C2n .
Notation A.0.9. Let w0 be an element of degree 0 such that
Sqi(w0) = 0 for i = 1, 2.
Then we deﬁne
MP := 〈w0〉A(1)
(P for ”point”). We have MP ∼= Z/2. In other literature the authors directly
write Z/2 instead of MP .
The module Ext∗,∗A(1)(MP , Z/2) is well known, therefore we state it without
proof. The details can be found for example in [Ma11] and in [Ro12]. As we
already mentioned in the ﬁrst chapter this bigraded module is the E2=E∞-term
of the Adams spectral sequence converging to π∗(ko).
THEOREM A.0.10. The bigraded module Ext∗,∗A(1)(MP , Z/2) is given as
in the following diagram.
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0 2 4 6 8 10 12 14 16 18
0
2
4
6
8
10
12
w0
−−−−
•
•
•
•
•
•
•
•
•
•
•
∧
•
•




ωw0
−−−−−−
•
•
•
•
•
•
•
•
∧
μw0
−−−−−−
•
•
•
•
•
•
•
∧
•
•




•
•
•
•
•
∧
•
•
•
•
∧
•
•








If the group Exts,tA(1)(MP , Z/2) is generated by the element wt−s,s then the
equation
μwt−s,s = wt−s+8,s+4
is valid for any t, s ≥ 0.
Any element w which occurs in a resolution of A(1)-modules and is not zero
in the corresponding Ext groups will be denoted by w in the Ext-chart.
As we already mentioned in the beginning of the current chapter we will not do
the proof of this, but we will need the ﬁrst terms of a resolution of the module
MP for the calculations concerning the multiplicative structure of a particular
module which we will introduce later, therefore we provide a resolution of MP
in the following proposition.
Proposition A.0.11. Consider the module MP with generator w0 and let
d ≥ 0. Then a resolution (P∗, c∗) of MP is given by
P4d =
∑4d,4(d+1),...,12dA(1),
P4d+1 =
∑4d+1,4(d+1)+1,...,12d+1,12d+2A(1),
P4d+2 =
∑4d+2,4(d+1)+2,...,12d+2,12d+4A(1),
P4d+3 =
∑4d+3,4(d+1)+3,...,12d+7A(1)
and
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c0 : P0 −→ MP ,
Sq0[0] → w0;
c4d : P4d −→ P4d−1 for d ≥ 1,
Sq0[4d] → Sq1[4d−1]
Sq0[4(d+i)] → Sq2,1,2[4(d+i−1)−1]+Sq1[4(d+i)−1] for 1 ≤ i ≤ 2d−1
Sq0[12d] → Sq1[12d−1]
and for d ≥ 0
c4d+1 : P4d+1 −→ P4d,
Sq0[4d+1] → Sq1[4d]
Sq0[4(d+i)+1] → Sq2,1,2[4(d−1+i)]+Sq1[4(d+i)] for 1 ≤ i ≤ 2d
Sq0[12d+2] → Sq2[12d];
c4d+2 : P4d+2 −→ P4d+1,
Sq0[4d+2] → Sq1[4d+1]
Sq0[4(d+i)+2] → Sq2,1,2[4(d+i−1)+1]+Sq1[4(d+i)+1] for 1 ≤ i ≤ 2d
Sq0[12d+4] → Sq1,2[12d+1]+Sq2[12d+2];
c4d+3 : P4d+3 −→ P4d+2,
Sq0[4d+3] → Sq1[4d+2]
Sq0[4(d+i)+3] → Sq2,1,2[4(d+i−1)+2]+Sq1[4(d+i)+2] for 1 ≤ i ≤ 2d
Sq0[12d+7] → Sq2,1,2[12d+2]+Sq1,2[12d+4].
Notation A.0.12. Let wi be elements of degree i for i ≥ 0 such that
Sq1(w2i) = w2i+1, Sq
2(w4i+1) = w4i+3, Sq
2(w4i+2) = w4(i+1)
and
Sqj(wi) = 0
in any other case. The corresponding A(1)-diagram is given by
w0 w1 w2 w3 w4 w5 w6 w7 w8 w9 . . . .
Then we deﬁne
MS :=
〈
w0, w4i+2
∣∣∣ i ≥ 0〉
A(1)
(S for ”snake”).
The corresponding Ext-chart is well known and can be found in [BB96].
THEOREM A.0.13. The bigraded module Ext∗,∗A(1)(MS , Z/2) is given as
in the following diagram.
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0 2 4 6 8 10 12 14 16 18 20
0
2
4
6
8
10
12
w0
−−−
•


•


•
w2
−−−
w6
−−−
•
•
•
•
•


•


•
•
w10
−−−−−
•
•
•
w14
−−−−−
•
•
•
•
•
•
•
•
•
•
w18
−−−−−
•
•
•
•
•
•
•
•
•








If the group Exts,tA(1)(MS , Z/2) is generated by the element wt−s,s then the
equation
μwt−s,s = wt−s+8,s+4
is valid.
Also the following A(1)-module occurs in the decomposition of the cohomo-
logy algebras H∗(BG; Z/2) for G = C2l and G = C2m×C2n .
Notation A.0.14. Let wi be elements of degree i for i = 0, 2 such that
Sq1(w0) = 0, Sq
2(w0) = w2 and Sq
1(w2) = 0.
Then we deﬁne
MB := 〈w0〉A(1)
(B for ”bow”). In A(1)-diagram form this is given by
w0 w2.
The algebraExt∗,∗A(1)(MB, Z/2) is well known from [BB99], therefore we state
it without proof.
THEOREM A.0.15. The bigraded module Ext∗,∗A(1)(MB, Z/2) is given as
in the following diagram.
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0 2 4 6 8 10 12 14 16 18 20
0
2
4
6
8
10
12
w0
−−−
•
•
•
•
•
•
•
•
•
•
•
∧
vw0
−−−−−
•
•
•
•
•
•
•
•
•
•
∧
v2w0
−−−−−
•
•
•
•
•
•
•
•
•
∧
v3w0
−−−−−
•
•
•
•
•
•
•
•
∧
μw0
−−−−−
•
•
•
•
•
•
•
∧
•
•
•
•
•
•
•
∧
•
•
•
•
•
•
∧
•
•
•
•
•
∧
•
•
•
•
∧
•
•
•
∧
•
•
∧
If the group Exts,tA(1)(MB, Z/2) is generated by the element wt−s,s then the
equation
μwt−s,s = wt−s+8,s+4
is valid for any t, s ≥ 0.
In the calculation of k˜o∗(BC2×BC2) the module introduced in the next no-
tation plays an important role.
Notation A.0.16. Let zi and wj be elements of degree i and j respectively,
where 0 ≤ i ≤ 4 and j ≥ 1, such that
Sq1(z0) = z1, Sq
2(z1) = z3, Sq
2(z2) = Sq
1(z3) = z4, Sq
2(z0) = z2,
Sq1(w1) = z2, Sq
1(w2j+1) = w2j+2, Sq
2(w2j−1) = w2j+1 for j ≥ 1
and
Sqk(W ) = 0
in any other case. In A(1)-diagram form this is given by
z0 z1 z2 z3 z4
w1 w3 w4 w5 w6 w7 w8 w9 w10 ...
Then we deﬁne
MJS :=
〈
zi, w1, wj
∣∣∣ 0 ≤ i ≤ 4, j ≥ 3〉
A(1)
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(J for ”joker”, S for ”snake”).
THEOREM A.0.17. The chart of Ext∗,∗A(1)(MJS , Z/2), generated by the
elements as enlisted in notation A.0.16, is given in the diagram below.
0 2 4 6 8 10 12 14 16 18
0
2
4
6
8
10
w0
−−−
•


w1
−−−
w5
−−−
•
•
•
•


•


•
•
w9
−−−
•
•
w13
−−−−−
•
•
•
•
•
•
•
•
•
w17
−−−−−
•
•
•
•
•
•
•
•








If the group Exts,tA(1)(MJS , Z/2) is generated by the element wt−s,s then the
equation
μwt−s,s = wt−s+8,s+4
is valid for any t, s ≥ 0.
Proof. The strategy of the proof is to show that
ker(c0) =
∑2
MJS ,
where (P∗, c∗) is a resolution of the A(1)-module MS. We do the ﬁrst step of
the resolution of MS . The equation above implies that we obtain the desired
Ext-chart by taking that one for the module MJS , shift it by homolical degree
−1 and cut oﬀ the line s = −1.
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• • • • • • • • • • • • • • • • • • ...
• • 

  

•  •
•
  

•  •
•
  

•  •
•
  

•  •
•
  
 ...
······· ·············· ·············· ·············· ·······
⎪⎪⎪
⎪∧
⎪⎪⎪
⎪⎪
⎪⎪∧
⎪⎪⎪
⎪⎪
⎪⎪
⎪⎪⎪∧
⎪⎪⎪
⎪⎪
⎪⎪⎪
⎪⎪⎪
⎪⎪⎪
⎪⎪⎪∧
⎪⎪⎪
⎪⎪
⎪⎪⎪
⎪⎪⎪
⎪⎪⎪
⎪⎪⎪
⎪⎪⎪
⎪⎪∧
 : This element is contained in ker(c0).
······· : The sum of the elements represented by the black squares is an
element of ker(c0).
a - - - -> b : c0(a) = b.
If we look at the diagram above we immediately obtain that
ker(c0) =
∑2
MJS .
This was our goal. 
When we examine the validness of the Gromov-Lawson-Rosenberg conjecture
for the group C2×C2n with n ≥ 2 the A(1)-module in the next notation occurs
very often.
Notation A.0.18. Let wi and zi+2 be elements of degree i and i + 2 respec-
tively such that the wi generate a module isomorphic to MS, the zi+2 generate
a module isomorphic to
∑2
MS and
Sq2(w0) = z2.
In A(1)-diagram form this is given by
z2 z3 z4 z5 z6 z7 z8 z9 ...
w0 w1 w2 w3 w4 w5 w6 w7 w8 w9 ...
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Then we deﬁne
MDS :=
〈
w0, w4i+2, z4i+4
∣∣∣ i ≥ 0〉
A(1)
(DS for ”double snake”).
This time we have to construct a resolution of MDS explicitely to compute
the module Ext∗,∗A(1)(MDS , Z/2), therefore we do this now.
THEOREM A.0.19. Consider the module MDS with generators w0, w4d′+2
and z4d′ , where d
′ ≥ 0. Let d ≥ 0. Then a resolution (P∗, c∗) of MDS
· · ·
c5  P4
c4  P3
c3  P2
c2  P1
c1  P0
c0  M  0
is given by
Pd =
⊕
k≥0
∑3d+2kA(1)
and
c0 : P0 −→ MDS ,
Sq0[0] → w0
Sq0[4k+2] → w4k+2
Sq0[4k] → z4k;
cd+1 : Pd+1 −→ Pd,
Sq0[3(d+1)] → Sq2,1[3d]+Sq1[3d+2]
Sq0[3(d+1)+2k+2] → Sq2,1,2[3d+2k]+Sq1[3d+2k+4].
The bigraded module Ext∗,∗A(1)(MDS , Z/2) is given as in the following diagram.
0 2 4 6 8 10 12 14 16 18
0
2
4
6
8
10
12
w0
−−−
w2
−−−
•
w4
−−−
•
•
w6
−−−
•
•
•
w8
−−−
•
•
•
•
w10
−−−−−
•
•
•
•
•
w12
−−−−−
•
•
•
•
•
•
w14
−−−−−
•
•
•
•
•
•
•
w16
−−−−−
•
•
•
•
•
•
•
•
w18
−−−−−
•
•
•
•
•
•
•
•
•
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If the group Exts,tA(1)(MDS , Z/2) is generated by the element wt−s,s then the
equation
μwt−s,s = wt−s+8,s+4 (A.2)
is valid for any t, s ≥ 0.
Proof. We construct a resolution of MDS to conﬁrm the theorem. We start
with
P0 =
⊕
k≥0
∑2kA(1)
c0 : P0 =
⊕
k≥0
∑2kA(1) −→ MDS ,
Sq0[0] → w0
Sq0[4k+2] → w4k+2
Sq0[4k] → z4k,
• • • • • • • • • • • • ...
• • • • • • • • • • • • • • ...
• • •
•
  

•  •
•
  

•  •
•
  

•  •
•
  

•  •
•
  

•  •
•
  

•  •
•
  
 ...
··
···
··
··
···
···
···
··
···
···
···
·
·····
··
···
··
···
···
··
··
···
··
·
·····
··
···
···
···
··
··
···
··
···
·····
··
···
··
··
···
··
···
···
··
·
·····
··
···
··
···
··
···
···
··
···
·····
······
⎪⎪⎪
⎪∧
⎪⎪⎪
⎪⎪⎪
⎪⎪
⎪⎪
⎪
⎪⎪⎪
⎪⎪⎪
⎪⎪⎪
⎪⎪⎪
⎪⎪⎪
⎪
⎪⎪
⎪
⎪⎪⎪
⎪⎪⎪
⎪⎪⎪
⎪⎪⎪
⎪⎪⎪
⎪⎪⎪
⎪⎪
⎪
⎪⎪⎪
⎪⎪⎪
⎪⎪⎪
⎪⎪⎪
⎪⎪⎪
⎪⎪⎪
⎪⎪⎪
⎪⎪⎪
⎪⎪
⎪⎪
⎪
⎪⎪⎪
⎪⎪⎪
⎪⎪⎪
⎪⎪⎪
⎪⎪⎪
⎪⎪⎪
⎪⎪⎪
⎪⎪⎪
⎪⎪⎪
⎪
⎪⎪
⎪
⎪⎪⎪
⎪⎪⎪
⎪⎪⎪
⎪⎪⎪
⎪⎪⎪
⎪⎪⎪
⎪⎪⎪
⎪⎪⎪
⎪⎪⎪
⎪⎪⎪
⎪⎪⎪
⎪⎪⎪
⎪⎪
⎪
∧ ∧ ∧
∧ ∧ ∧
 : This element is contained in ker(c0).
······· : The sum of the elements represented by the black squares is an
element of ker(c0).
a - - - -> b : c0(a) = b.
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ker(c0) =
〈
Sq2,1[0]+Sq1[2], Sq2,1,2[2k]+Sq1[2k+4]
∣∣∣ k ≥ 0〉
A(1)
.
The A(1)-module ker(c0) is isomorphic to
∑3
MDS , thus in a similar manner
as above we set
P1 =
⊕
k≥0
∑3+2kA(1)
and deﬁne
c1 : P1 =
⊕
k≥0
∑3+2kA(1) −→ P0,
Sq0[3] → Sq2,1[0]+Sq1[2]
Sq0[2k+5] → Sq2,1,2[2k]+Sq1[2k+4].
Direct computation yields
ker(c1) =
〈
Sq2,1[3]+Sq1[5], Sq2,1,2[3+2k]+Sq1[7+2k]
∣∣∣ k ≥ 0〉
A(1)
.
Now assume that for some d ≥ 1 we have
ker(cd) =
〈
Sq2,1[3d]+Sq1[3d+2], Sq2,1,2[3d+2k]+Sq1[3d+2k+4]
∣∣∣ k ≥ 0〉
A(1)
.
Then again the A(1)-module ker(cd) is isomorphic to
∑3(d+1)
MDS , hence once
more we set
Pd+1 =
⊕
k≥0
∑3(d+1)+2kA(1)
as well as
cd+1 : Pd+1 =
⊕
k≥0
∑3(d+1)+2kA(1) −→ Pd,
Sq0[3(d+1)] → Sq2,1[3d]+Sq1[3d+2]
Sq0[3(d+1)+2k+2] → Sq2,1,2[3d+2k]+Sq1[3d+2k+4].
Again we calculate directly that
ker(cd+1)
=
〈
Sq2,1[3d+3]+Sq1[3d+5], Sq2,1,2[3d+3+2k]+Sq1[3d+2k+7]
∣∣∣ k ≥ 0〉
A(1)
.
Next we verify equation (A.2). We do this by following the deﬁnition of the
Yoneda product. Any non-zero class [wt−d,d] is represented by the map
f t−d,d :
⊕
k≥0
∑3d+2kA(1) −→∑tZ/2,
Sq0[t] → 1¯ [t]
Sq0[r] → 0¯ [t] ∀ r = t
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and [μ] is represented by
g :
∑4,8,12A(1) −→∑12Z/2,
Sq0[4] → 0¯ [12]
Sq0[8] → 0¯ [12]
Sq0[12] → 1¯ [12].
Therefore we have to show that[
Σtg ◦ f t−d,dt+4
]
=
[
f t−d+8,d+4
]
for 2d ≤ t− d.
where f t−d,dt+4 is deﬁned as in chapter 1. For shortness we just write f instead
of f t−d,d. Let (Q∗, c˜∗) denote the resolution of the module MP as given in
proposition A.0.11. In order to do the required calculation we consider the
following diagram.
... Pd
cd
ft

f





Pd+1
cd+1
ft+1

Pd+2
cd+2
ft+2

Pd+3
cd+3
ft+3

Pd+4
cd+4
ft+4

← ...
0←ΣtMP Σ
tQ0
Σt c˜0
 ΣtQ1
Σt c˜1
 ΣtQ2
Σt c˜2
 ΣtQ3
Σtc˜3
 ΣtQ4
Σt c˜4

Σtg

← ...
Σ12+tZ/2
First we observe that
t = 3d+ 2k0 for some d, k0 ≥ 0.
Since we have
f
(
Sq0[3d+2k0]
)
=
{
w0[3d+2k0], if k = k0,
0 [3d+2k], if k = k0
=
∑3d+2k0 c˜0(Sq0[3d+2k0])
we choose
f3d+2k0
(
Sq0[3d+2k]
)
=
{
Sq0[3d+2k0], if k = k0,
0 [3d+2k], if k = k0.
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For the construction of f3d+2k0+1 we ﬁrst compute
f3d+2k0
(
cs+1
(
Sq0[3(d+1)+2k]
))
=
{
f3d+2k0
(
Sq2,1[3d]+Sq1[3d+2]
)
, if k = k0,
f3d+2k0
(
Sq2,1,2[3d+2k−2]+Sq1[3d+2k+2]
)
, if k = k0
=
⎧⎪⎨⎪⎩
Sq0[3d+2k0], if k = k0,
Sq0[3d+2(k0+1)], if k = k0+1,
0 [3d+2k], else
=
⎧⎪⎨⎪⎩
Σ3d+2k0 c˜1
(
Sq0[3d+2k0]
)
, if k = k0,
Σ3d+2k0 c˜1
(
Sq2,1[3d+2(k0+1)]
)
, if k = k0+1,
Σ3d+2k0 c˜1(0 [3(d+1)+2k]) , else,
therefore we deﬁne
f3d+2k0+1
(
Sq0[3(d+1)+2k]
)
=
⎧⎪⎨⎪⎩
Sq2[3d+2k0+1], if k = k0,
Sq2,1[3d+2(k0+1)], if k = k0+1,
0 [3(d+1)+2k], else.
In order to construct f3d+2k0+2 we ﬁrst compute
f3d+2k0+1
(
cs+2
(
Sq0[3(d+2)+2k]
))
=
{
f3d+2k0+1
(
Sq2,1[3(d+1)]+Sq1[3d+5]
)
, if k = k0,
f3d+2k0+1
(
Sq2,1,2[3d+2k0+1]+Sq
1[3d+2k+5]
)
, if k = k0
=
{
Sq0[3d+2k0], if k = k0,
0 [3(d+2)+2k], if k = k0
=
{
Σ3d+2k0 c˜2
(
Sq2[3d+2k0+4]
)
, if k = k0,
Σ3d+2k0 c˜2(0 [3(d+2)+2k]) , if k = k0,
thus we set
f3d+2k0+2
(
Sq0[3(d+2)+2k]
)
=
{
Sq2[3d+2k0+4], if k = k0,
0 [3(d+2)+2k], if k = k0.
Next we construct the map f3d+2k0+3. Since
f3d+2k0+2
(
cs+3
(
Sq0[3(d+3)+2k]
))
=
{
f3d+2k0+2
(
Sq2,1[3(d+2)+2k0]+Sq
1[3d+2k0+8]
)
, if k = k0,
f3d+2k0+2
(
Sq2,1,2[3d+2k+4]+Sq1[3d+2k+8]
)
, if k = k0
=
{
Sq2,1,2[3d+2k0+4], if k = k0,
0 [3(d+3)+2k], if k = k0
=
{
Σ3d+2k0 c˜3
(
Sq2[3d+2k0+7]
)
, if k = k0,
Σ3d+2k0 c˜3(0 [3(d+3)+2k]) , if k = k0
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we take
f3d+2k0+3
(
Sq0[3(d+3)+2k]
)
=
{
Sq2[3d+2k0+7], if k = k0,
0 [3(d+3)+2k], if k = k0.
Finally we come to the construction of f3d+2k0+4. Since
f3d+2k0+3
(
cs+4
(
Sq0[3(d+4)+2k]
))
=
{
f3d+2k0+3
(
Sq2,1[3(d+3)+2k0]+Sq
1[3d+2k0+11]
)
, if k = k0,
f3d+2k0+2
(
Sq2,1,2[3d+2k+7]+Sq1[3d+2k+11]
)
, if k = k0
=
{
Sq2,1,2[3d+2k0+7], if k = k0,
0 [3(d+4)+2k], if k = k0
=
{
Σ3d+2k0 c˜4
(
Sq0[3(d+4)+2k0]
)
, if k = k0,
Σ3d+2k0 c˜4(0[3(d+4)+2k]) , if k = k0
we set
f3d+2k0+4
(
Sq0[3(d+4)+2k]
)
=
{
Sq0[3(d+4)+2k0], if k = k0,
0 [3(d+4)+2k], if k = k0.
Now we compute
Σ3d+2k0g ◦ f3d+2k0+4
(
Sq0[3(d+4)+2k0]
)
= Σ3d+2k0g
(
Sq0[3(d+4)+2k0]
)
= 1¯ [3(d+4)+2k0],
= f3(d+4)+2k0−d,d
(
Sq0[3(d+4)+2k0]
)
and for k = k0
Σ3d+2k0g ◦ f3d+2k0+4
(
Sq0[3(d+4)+2k]
)
= Σ3d+2k0g
(
Sq0[3(d+4)+2k0]
)
= 0¯ [3(d+4)+2k0],
hence equation (A.2) is valid.
The last step of the proof is to show that
h0wt−d,d = wt−d,d+1 for 2d < t− d. (A.3)
The class [h0] is represented by the map
h :
∑1,2A(1) −→∑1Z/2,
Sq0[1] → 1¯ [1]
Sq0[2] → 0¯ [1].
Therefore we have to show that[
Σth ◦ f t−d,d
]
=
[
f t−d+1,d+1
]
for 2d < t− d.
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Again we shorten f t−d,d by f . Let (Q∗, c˜∗) be as above. This time we consider
the following diagram.
... Pd
cd
ft

f
		




Pd+1
cd+1
ft+1

...
cd+2
0 ΣtMP Σ
tQ0
Σt c˜0
 ΣtQ1
Σt c˜1

Σth

...
Σt c˜2

Σ1+tZ/2
Since we have
f
(
Sq0[3d+2k0]
)
=
{
w0[3d+2k0], if k = k0,
0 [3d+2k], if k = k0
=
∑3d+2k0 c˜0(Sq0[3d+2k0])
we choose
f3d+2k0
(
Sq0[3d+2k]
)
=
{
Sq0[3d+2k0], if k = k0,
0 [3d+2k], if k = k0.
For the construction of f3d+2k0+1 we ﬁrst compute
f3d+2k0
(
cs+1
(
Sq0[3(d+1)+2k]
))
=
{
f3d+2k0
(
Sq2,1[3d]+Sq1[3d+2]
)
, if k = k0,
f3d+2k0
(
Sq2,1,2[3d+2k0−2]+Sq1[3d+2k+2]
)
, if k = k0
=
⎧⎪⎨⎪⎩
Sq0[3d+2k0], if k = k0,
Sq0[3d+2(k0+1)], if k = k0+1,
0 [3d+2k], else
=
⎧⎪⎨⎪⎩
Σ3d+2k0 c˜1
(
Sq0[3d(+1)+2k0]
)
, if k = k0,
Σ3d+2k0 c˜1
(
Sq2,1[3d+2(k0+1)]
)
, if k = k0+1,
Σ3d+2k0 c˜1(0 [3(d+1)+2k]) , else,
therefore we deﬁne
f3d+2k0+1
(
Sq0[3(d+1)+2k]
)
=
⎧⎪⎨⎪⎩
Sq0[3(d+1)+2k0+1], if k = k0,
Sq2,1[3d+2(k0+1)], if k = k0+1,
0 [3(d+1)+2k], else.
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Finally we calculate
Σ3d+2k0h ◦ f3d+2k0+1
(
Sq0[3(d+1)+2k0]
)
= Σ3d+2k0h
(
Sq0[3(d+1)+2k0]
)
= 1¯ [3(d+1)+2k0],
= f3(d+4)+2k0−d,d
(
Sq0[3(d+4)+2k0]
)
,
Σ3d+2k0h ◦ f3d+2k0+1
(
Sq0[3(d+1)+2(k0+1)]
)
= Σ3d+2k0h
(
Sq2,1[3d+2k0]
)
= 0¯ [3(d+1)+2(k0+1)],
= f3(d+4)+2k0−d,d
(
Sq0[3(d+4)+2k0]
)
and for k /∈ {k0, k0+1}
Σ3d+2k0g ◦ f3d+2k0+1
(
Sq0[3(d+4)+2k]
)
= Σ3d+2k0g(0 [3(d+1)+2k0])
= 0¯ [3(d+1)+2k0],
hence equation (A.3) holds and the proof is complete. 
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Appendix B
Tensor products of
A(1)-Modules
In chapter 3 we compute the diﬀerentials of the Adams spectral sequence con-
verging to k˜o∗(BG) for G = C2m×C2n with n ≥ m ≥ 1 using the Leibniz rule.
Consider the Er-term of this spectral sequence. Applying the Leibniz rule to
the diﬀerentials
dr : E
t−s,s
r −→ E
t−s−1,s+r
r
is straight forward for most of the elements located at s = 0 since if a ∈
H˜∗(BC2m ; Z/2) and b ∈ H˜∗(BC2n ; Z/2) we obtain with the notations of ap-
pendix A
dr(ab) = dr(a⊗ b)
= a⊗ dr(b) + dr(a)⊗ b
= adr(b) + dr(a)b.
If we want to compute dr for s = 0 the situation is more complicated. Let
E˜∗,∗r and Ê
∗,∗
r denote the term of the r-th stage of the Adams spectral sequence
converging to k˜o∗(BC2m) and k˜o∗(BC2n) respectively. Further let c ∈ E˜t1−s1,s1r
and d ∈ E˜t2−s2,s2r with s1 = 0 or s2 = 0. Then it is not obvious which element
w ∈ Et1+t2−s1−s2,s1+s2r satisﬁes
w = c⊗ d,
therefore we need to compute this explicitly. In order to compute the E2-term
of the Adams spectral sequence converging to k˜o∗(BC2m×BC2n) we worked out
a direct sum decomposition of the A(1)-module H˜∗(BC2m×BC2n ; Z/2).
In order to prepare this we need to prove that two certain A(1)-modules are
isomorphic.
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Lemma B.0.20. Let MS, MB and MDS be the A(1)-modules introduced in
appendix A. Then ∑α
MS ⊗
∑β
MB ∼=
∑α+β
MDS .
Proof. Let
∑α
MS be generated by the elements ai of degree i + α, where
i ≥ 0,
∑β
MB be generated by b0 of degree β with Sq
2(b0) = b2 and
∑α+β
MDS
be generated by the elements wi and zi of degree i+α+β in analogy to notation
A.0.18. Recall that in A(1)-diagram form the module
∑α+β
MDS is given by
z2 z3 z4 z5 z6 z7 z8 z9 ...
w0 w1 w2 w3 w4 w5 w6 w7 w8 w9 ...
Then direct calculation yields for d ≥ 0 the equations
Sq1(a4db0) = a4d+1b0, Sq
2(a4db0) = a4db2,
Sq1(a4d+1b0) = 0, Sq
2(a4d+1b0) = a4d+3b0 + a4d+1b2,
Sq1(a4d+2b0) = a4d+3b0, Sq
2(a4d+2b0) = a4d+4b0 + a4d+2b2,
Sq1(a4d+3b0) = 0, Sq
2(a4d+3b0) = a4d+3b2,
Sq1(a4db2) = a4d+1b2, Sq
2(a4db2) = 0,
Sq1(a4d+1b2) = 0, Sq
2(a4d+1b2) = a4d+3b2,
Sq1(a4d+2b2) = a4d+2b2, Sq
2(a4d+2b2) = a4d+4b2,
Sq1(a4d+3b2) = 0, Sq
2(a4d+3b2) = 0.
These equations imply that in A(1)-diagram form with the notation ci,j := aibj
the module
∑αMS ⊗∑βMB is given by
c0,2 c1,2 c2,2 c3,2 c4,2 · · ·
c0,0 c1,0 c2,0+c0,2 c3,0+c1,2 c4,0+c2,2 c5,0+c3,2 c6,0+c4,2 · · ·
Both diagrams and the above calculations directly imply that the map
φ :
∑α
MS ⊗
∑β
MB −→
∑α+β
MDS ;
c0,0 → w0,
c1,0 → w1,
ci,2 → zi+2,
ci+2,0 → wi+2 + zi+2
is an isomorphism of A(1)-modules and the lemma is proved. 
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Lemma B.0.21. Let MB be the A(1)-module introduced in appendix A. Then∑α
MB ⊗
∑β
MB ∼=
∑α+β
MB ⊕
∑α+β+2
MB.
Proof. Let a0 be the generator of
∑α
MB with Sq
2(a0) = a2 and b0 be the
generator of
∑β
MB with Sq
2(b0) = b2. Further let c0 and d0 be the generators
of
∑α+βMB and∑α+β+2MB respectively with Sq2(c0) = c2 and Sq2(d0) = d2.
Then as Z/2-vector space the module
∑α
MB ⊗
∑β
MB is given by∑α
MB ⊗
∑β
MB = 〈a0b0, a0b2, a2b0, a2b2〉Z/2 .
We have
Sq1 = 0
on
∑α
MB ⊗
∑β
MB and
Sq2(a0b0) = a2b0 + a0b2,
Sq2(a0b2) = a2b2,
Sq2(a2b0) = a2b2,
Sq2(a2b2) = 0.
These equations imply that∑α
MB ⊗
∑β
MB = 〈a0b0, a0b2〉A(1) ,∑α
MB ∼= 〈a0b0〉A(1) ,∑β
MB ∼= 〈a0b2〉A(1)
and
〈a0b0〉A(1) ∩ 〈a0b2〉A(1) = 0.
These statements together with the previous calculations imply that the map
φ :
∑α
MB ⊗
∑β
MB −→
∑α+β
MB ⊕
∑α+β+2
MB;
a0b0 → c0,
a0b2 → d0
is an isomorphism of A(1)-modules, thus the lemma is proved. 
THEOREM B.0.22. Let X and Y be topological spaces and m be the map
which induces the tensor product on ExtA(1) groups,
θ−1X ⊗ θ
−1
Y :
(
A⊗A(1) Z/2
)
⊗H∗(X ; Z/2)⊗
(
A⊗A(1) Z/2
)
⊗H∗(Y ; Z/2)
−→ A⊗A(1) H
∗(X ; Z/2)⊗A⊗A(1) H
∗(Y ; Z/2)
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the map with θ−1X and θ
−1
Y analogously deﬁned as in deﬁnition 2.2.5,
μ∗ :
(
A⊗A(1) Z/2
)
⊗H∗(X∧Y ; Z/2)
−→
(
A⊗A(1) Z/2
)
⊗H∗(X ; Z/2)⊗
(
A⊗A(1) Z/2
)
⊗H∗(Y ; Z/2)
the map induced by the map μ : ko ∧ ko −→ ko and the Ku¨nneth isomorphism
H∗(X ; Z/2)⊗H∗(Y ; Z/2) −→ H∗(X∧Y ; Z/2) and ﬁnally also
θX∧Y : A⊗A(1) H
∗(X∧Y ; Z/2) −→
(
A⊗A(1) Z/2
)
⊗H∗(X∧Y ; Z/2)
analogously as in deﬁnition 2.2.5. Then the equation
m = θ−1X ⊗ θ
−1
Y ◦ μ
∗ ◦ θX∧Y
of A(1)-modules is valid.
Proof. Let Sqa ∈ A(1) and x ∈ H∗(X ; Z/2), y ∈ H∗(Y ; Z/2). Then we
directly compute(
θ−1X ⊗ θ
−1
Y
)
(μ∗(θX∧Y (Sq
a ⊗ xy)))
=
(
θ−1X ⊗ θ
−1
Y
)
(μ∗(θX∧Y (1⊗ Sq
a(xy))))
=
(
θ−1X ⊗ θ
−1
Y
)
(μ∗(ι⊗ Sqa(xy)))
=
(
θ−1X ⊗ θ
−1
Y
)⎛⎝μ∗
⎛⎝ι⊗ a∑
j=0
Sqj(x)Sqa−j(y)
⎞⎠⎞⎠
=
a∑
j=0
(
θ−1X ⊗ θ
−1
Y
)(
μ∗
(
ι⊗ Sqj(x)Sqa−j(y)
))
=
a∑
j=0
(
θ−1X ⊗ θ
−1
Y
)((
ι⊗ Sqj(x)
)
⊗
(
ι⊗ Sqa−j(y)
))
=
a∑
j=0
θ−1X
(
ι⊗ Sqj(x)
)
⊗ θ−1Y
(
ι⊗ Sqa−j(y)
)
=
a∑
j=0
(
1⊗ Sqj(x)
)
⊗
(
1⊗ Sqa−j(y)
)
=
a∑
j=0
m
(
1⊗ Sqj(x)Sqa−j(y)
)
=m
⎛⎝1⊗ a∑
j=0
Sqj(x)Sqa−j(y)
⎞⎠
=m(1⊗ Sqa(xy))
=m(Sqa ⊗ xy) . 
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We want to use lemma B.0.20 and B.0.21 to ﬁnd rules for computing the dif-
ferentials of the Adams spectral sequence converging to k˜o∗(BC2∧BC2n), where
n ≥ 2. The following theorems state the desired results and follow from theorem
B.0.22 and these lemmas.
THEOREM B.0.23. Let X and Y be two topological spaces and E˜∗,∗2 , Ê
∗,∗
2
and E∗,∗2 be the E2-terms of the Adams spectral sequences converging to k˜o∗(X),
k˜o∗(Y ) and k˜o∗(X∧Y ) respectively. Let d˜2, d̂2 and d2 be the corresponding dif-
ferentials. Assume further that for appropriate α, β ≥ 0 there are elements
ai ∈ H∗(X ; Z/2) of degree i for i ∈ IX := {α, 4d + 2 + α | d ≥ 0} and
b ∈ Hβ(Y ; Z/2) such that
A :=
〈
ai
∣∣∣ i ∈ IX〉
A(1)
∼=
∑α
MS ,
B := 〈b〉A(1)
∼=
∑β
MB.
Then we have
C :=
〈
ai, b
∣∣∣ i ∈ IX〉
A(1)
∼=
∑α+β
MDS.
Now assume that
〈
ai, b
∣∣∣ i ∈ IX〉
A(1)
is a direct summand of the A(1)-module
H∗(X∧Y ; Z/2). Then Ext∗,∗A(1)(A, Z/2) is a direct summand of E˜
∗,∗
2 ,
Ext∗,∗A(1)(B, Z/2) is a direct summand of Ê
∗,∗
2 and Ext
∗,∗
A(1)(C, Z/2) is a direct
summand of E∗,∗2 . Let
φ :
∑α
MS ⊗
∑β
MB −→
∑α+β
MDS
be the isomorhism constructed in the proof of lemma B.0.20. This isomorphism
induces a map
φ∗ : Ext
∗,∗
A(1)(A, Z/2)⊗ Ext
∗,∗
A(1)(B, Z/2) −→ Ext
∗,∗
A(1)(C, Z/2).
If w1 ∈ Ext
∗,∗
A(1)(A, Z/2), w2 ∈ Ext
∗,∗
A(1)(B, Z/2) and w ∈ Ext
∗,∗
A(1)(C, Z/2)
satisfy
φ∗(w1 ⊗ w2) = w,
then we have
d2(w) = d˜2(w1)⊗ w2 + w1 ⊗ d̂2(w2).
Moreover if dk = 0 for all 2 ≤ k ≤ r − 1, where r ≥ 3, we also have
dr(w) = d˜r(w1)⊗ w2 + w1 ⊗ d̂r(w2).
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THEOREM B.0.24. Let X and Y be two topological spaces and E˜∗,∗2 , Ê
∗,∗
2
and E∗,∗2 be the E2-terms of the Adams spectral sequences converging to k˜o∗(X),
k˜o∗(Y ) and k˜o∗(X∧Y ) respectively. Let d˜2, d̂2 and d2 be the corresponding dif-
ferentials. Assume further that for appropriate α, β ≥ 0 there are elements
a ∈ Hα(X ; Z/2) and b ∈ Hβ(Y ; Z/2) such that
A := 〈a〉A(1)
∼=
∑αMB,
B := 〈b〉A(1)
∼=
∑β
MB.
Then we have
C := 〈a, b〉A(1)
∼=
∑α+βMB ⊕∑α+β+2MB.
Now assume that 〈a, b〉A(1) is a direct summand of H
∗(X∧Y ; Z/2). Then
Ext∗,∗A(1)(A, Z/2) is a direct summand of E˜
∗,∗
2 , Ext
∗,∗
A(1)(B, Z/2) is a direct sum-
mand of Ê∗,∗2 and Ext
∗,∗
A(1)(C, Z/2) is a direct summand of E
∗,∗
2 . Let
φ :
∑αMB ⊗∑βMB −→∑α+βMB ⊕∑α+β+2MB
be the isomorhism constructed in the proof of lemma B.0.21. This isomorphism
induces a map
φ∗ : Ext
∗,∗
A(1)(A, Z/2)⊗ Ext
∗,∗
A(1)(B, Z/2) −→ Ext
∗,∗
A(1)(C, Z/2).
If w1 ∈ Ext
∗,∗
A(1)(A, Z/2), w2 ∈ Ext
∗,∗
A(1)(B, Z/2) and w ∈ Ext
∗,∗
A(1)(C, Z/2)
satisfy
φ∗(w1 ⊗ w2) = w,
then we have
d2(w) = d˜2(w1)⊗ w2 + w1 ⊗ d̂2(w2).
Moreover if dk = 0 for all 2 ≤ k ≤ r − 1, where r ≥ 3, we also have
dr(w) = d˜r(w1)⊗ w2 + w1 ⊗ d̂r(w2).
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