Abstract. It is shown how to define difference equations on particular lattices {x n }, n ∈ Z, where the x n s are values of an elliptic function at a sequence of arguments in arithmetic progression (elliptic lattice). Solutions to special difference equations (elliptic Riccati equations) have remarkable simple (!) interpolatory continued fraction expansions.
Difference equations and lattices.
Simplest difference equations relate two values of the unknown function f : say, f (ϕ(x)) and f (ψ(x)).
Most instances [19] are (ϕ(x), ψ(x)) = (x, x + h), or the more symmetric (x − h/2, x + h/2), or also (x, qx) in q−difference equations [7, 11, 12] . Recently, more complicated forms (r(x) − s(x), r(x) + s(x)) have appeared [1, 3, 11, 12, 16, 17, 20, 21] , where r and s are rational functions.
This latter trend will be examined here: we need, for each x, two values f (ϕ(x)) and f (ψ(x)) for f . A first-order difference equation is F (x, f (ϕ(x)), f (ψ(x))) = 0, or f (ϕ(x)) − f (ψ(x)) = G (x, f (ϕ(x)), f (ψ(x))) if we want to emphasize 1 the difference of f . There is of course some freedom in this latter writing. Only symmetric forms in ϕ and ψ will be considered here:
(Df )(x) = F (x, f (ϕ(x)), f (ψ(x))) ,
where D is the divided difference operator
and where F is a symmetric function of its two last arguments. 2. Elliptic grid, or lattice.
Definition of elliptic grid.
x 0 x 1 y 0 y 1 y 2 The simplest choice for ϕ and ψ is to take the two determinations of an algebraic function of degree 2, i.e., the two y−roots of F (x, y) = X 0 (x) + X 1 (x)y + X 2 (x)y 2 = 0,
where X 0 , X 1 , and X 2 are rational functions.
Remark that the sum and the product of ϕ and ψ are the rational functions ϕ + ψ = −X 1 /X 2 , ϕψ = X 0 /X 2 .
When the divided difference operator D of (2) is applied to a rational function, the result is still a rational function. However, polynomials are normally not sent to polynomials, for instance,
. But difference equations must allow the recovery of f on a whole set of points! An initial-value problem for a first order difference equation starts with a value for f (y 0 ) at x = x 0 , where y 0 is one root of (3a) at x = x 0 . The difference equation at x = x 0 relates then f (y 0 ) to f (y 1 ), where y 1 is the second root of (3a) at x 0 . We need x 1 such that y 1 is one of the two roots of (3a) at x 1 , so for one of the roots of F (x, y 1 ) = 0 which is not x 0 . Here again, the simplest case is when F is of degree 2 in x:
Both forms (3a) and (3c) hold simultaneously when F is biquadratic:
Definition. A sequence {. . . , x −1 , x 0 , x 1 , . . . } is an elliptic lattice if there exists a sequence {. . . , y −1 , y 0 , y 1 , . . . } and a biquadratic polynomial (4) such that F (x n , y n ) = 0 and F (x n , y n+1 ) = 0, for n ∈ Z.
As y n and y n+1 are the two roots in t of
and the direct formula y n and
where
is a polynomial of degree 4. Also, as x n+1 and x n are the two roots in t of F (t, y n+1 ) = 0,
Of course, the sequence {y n } is elliptic too. Note that the names of the x− and y− lattices are sometimes inverted, as in [31, eq 
The construction above is called "T-algorithm" in [31, Theorem 6] . As the operators considered here are symmetric in ϕ(x) and ψ(x), we do not need to define precisely what ϕ and ψ are. However, once a starting point (x 0 , y 0 ) is chosen, it will be convenient to define ϕ(x n ) = y n and ψ(x n ) = y n+1 , n ∈ Z.
Special cases. We already encountered the usual difference operators (ϕ(x), ψ(x)) = (x, x+h) or (x−h, x) or (x−h/2, x+h/2) corresponding to X 2 (x) ≡ 1, X 1 of degree 1, X 0 of degree 2 with P = X 2 1 − 4X 0 X 2 of degree 0. For the geometric difference operator, P is the square of a first degree polynomial. For the Askey-Wilson operator [1, 3, 9, 11, 16, 17] , P is an arbitrary second degree polynomial.
Equivalent definitions.
The companion sequence {y n } is not needed in the definition of an elliptic lattice, but the definition above is best suited to the description of difference equations.
A relation involving only x n and x n+1 is obtained by the elimination of y n+1 through the resultant of the two polynomials in y n+1 from (8)
The form of this resultant is most easily found through interpolation at the two zeros u and v of
, and, eliminating y,
which leads clearly to a polynomial of degree 2 in x n +x n+1 and x n x n+1 , so 2.2.1. Definition 2. An elliptic lattice, or grid, is a sequence satisfying a symmetric biquadratic relation [31, Theorem 5]
Conversely, let us show that Definition 2 implies the main definition: from a sequence {x n } satisfying (10), let us build a valid sequence {y n }. (9) is deduced from (10) when S = x n + x n+1 and Π = x n x n+1 , i.e.,
Let us decide that α = 1. Then, one chooses (−γ, β) = (S, Π) as a point 1 on the conic (11). We now have
Let ρ 1 and ρ 2 be the two roots of
We now compare with (9):
The degrees of freedom are therefore u, v, and (−γ, β) = (S, Π) on the conic (11).
Definition 3.
An elliptic lattice is a sequence x n = E(nh + u 0 ), where E is any elliptic function of order 2 (i.e., with 2 zeros and 2 poles in a fundamental parallelogram of periods).
From the main definition, one may establish that the biquadratic curve F (x, y) = 0 in (4) has genus 1 and a parametric representation
with E 1 and E 2 elliptic functions of order 2.
Indeed, a birational transformation (x, y) ↔ (ξ, η) sending the biquadratic curve (4) F (x, y) = 0 to the canonical elliptic curve η 2 = Q(ξ), where Q is a polynomial of third degree, see [2, p.292 ]: from (6), choose w = a square root of P (x), so that y = (−X 1 (x) + w)/(2X 2 (x)) ↔ w = X 1 (x) + 2yX 2 (x), and x = z 1 + 1/ξ, where z 1 is one of the four roots of P (x) = 0. Then, with P (z 1 + 1/ξ) = Q(ξ)/ξ 4 and η = wξ 2 , η 2 = Q(ξ). Then, the Weierstrass representation holds ξ = ℘(hu
However, the authors of [14] recommend the biquadratic setting instead of the more familiar cubic one, see [14, pp. 300-301] . Now, let s n and s n correspond to the two points (x n , y n ) and (x n , y n+1 ). As E 1 (s n ) = E 1 (s n ) with y n+1 normally different from y n , s n + s n = a constant, say γ 1 (as s n and s n are integrals involving the square root of a polynomial on two paths with the same endpoints [the second endpoint being x n ], the square roots are opposite on a part of the paths). Similarly, s n + s n+1 = another constant, say γ 2 . Therefore, s n+1 = s n + h, with h = γ 2 − γ 1 , and this establishes Definition 3 with E = E 1 .
Conversely, from Definition 3, one recovers Definition 2 by recognizing (10) as an addition formula for elliptic functions [31] .
The essential parameters in the description of an elliptic sequence are the modulus k and the step h. The modulus is also related to the ratio ω 1 /ω 2 of periods. Finally, in a multiplicative setting, the main parameters are the nome p and the multiplier q, which are basically (i.e., up to multiplication by constants) the exponentials of the periods ratio and the step.
The modulus and the step depend only on F in (4) (or E in (10)). For each starting point (x 0 , y 0 ), or s 0 = h 0 , there is a different elliptic lattice with the same k and h.
It is always possible to relate E 2 to E 1 through a rational transfor- Even the name of our subject is not easy to choose: "elliptic sequences" seems perfect, but this name is used by other sequences related in another way to elliptic functions (sequences {A n } where A n−1 A n+1 /A 2 n is our x n , [32] ), "elliptic lattice" may by used for the repetitions of the periods parallelogram of an elliptic function, "elliptic grid" means a convenient mesh for discretizing over ellipses, and "elliptic difference operator" is a partial difference operator extending partial differential operator of elliptic type.
Elliptic Pearson equation.
A famous theorem by Pearson( [6, (2.25) 
Even without this constraint on the degree, the Stieltjes transform
, where s is a rational function 3 too. A suitable continued fraction expansion of f leaves then important informations on the relevant orthogonal polynomials (theory of Laguerre [13] ).
The Pearson equation has of course been extended to various difference calculus settings [1, 9, 18, 20, 21] , here is the elliptic version: 3.1. Theorem. Let (x 0 , y 0 ) be a point on the biquadratic curve F = 0 of (4), {(x k , y k )} the elliptic lattice starting from this point. If there are polynomials a and c, with
and a sequence {w 0 , . . . , w N +1 } such that
k = 0, 1, . . . , N , and w 0 = w N +1 = 0, then,
, where the polynomials A and D are related to boundary conditions for the weight function w at a and b: the product Ar = C must be a polynomial and A(t)w(t) must vanish at t = a and t = b. Then
Legendre case, where w(t) ≡ 1, r = C = 0, one must take A(z) = 1 − z 2 , and D(z) = 2 follows.
where d is a polynomial too.
We already used the writing (x n , y n ) = (E 1 (s 0 + nh), E 2 (s 0 + nh)) for a generic elliptic lattice, normally to be used as interpolation points. We here need a function with poles on another lattice with same modulus and step, but with another starting point, and it is written here (x n , y n ) = (E 1 (s 0 + nh), E 2 (s 0 + nh)).
Remark that (13) is a recurrence relation for (12) ensures the boundary conditions w 0 = w N +1 = 0. Proof:
, and with w 0 = w N +1 = 0,
therefore the rational functions aDf and c(f (ϕ) + f (ψ)) differ by a polynomial if all the residues are equal:
, which is exactly (16).
Interpolatory continued fraction expansion and Riccati equations.
Let f 0 (x) = f (x) − f (y 0 ) be expanded in an interpolatory continued fraction (R II −fraction [9, 10, 30, 33] , or contracted Thiele's continued fraction [19, Chap. 5 
making clear that the n th approximant (stopped at, and including the α n−1 x+β n−1 term) is the rational function of degree n interpolating f 0 at x = y 0 , y 1 , . . . , y 2n .
Let p n be the denominator of this n th approximant. If f is a Stieltjes transform, it is known [10, 30] 
, α n x + β n is the polynomial interpolant of degree 1 to (x − y 2n )/f n (x) at y 2n+1 and y 2n+2 , so we need f n (y 2n+1 ) and f n (y 2n+2 ) in order to find α n and β n . If f n satisfies a difference equation of first order F n (x, f n (ϕ(x)), f n (ψ(x))) = 0, we find f n (y 2n+1 ) from the equation at x 2n , as ϕ(x 2n ) = y 2n , ψ(x 2n ) = y 2n+1 , and f n (y 2n ) = 0. Next, the equation at x = x 2n+1 yields f n (y 2n+2 ).
As seen in the section 3 on the Pearson equation, a linear difference equation of first order easily involves a weight function useful in orthogonality considerations. However, Riccati equations are better suited to continued fraction constructions [7, 15] . Of course, linear difference equations of first order are special cases of Riccati equations, that is why the coefficients in (15) are written a(x), c(x), and d(x), whereas b(x) is the coefficient of the nonlinear part of a Riccati equation.
So, if f n satisfies the Riccati equation
one finds at x = x 2n , ϕ(x) = y 2n , ψ(x) = y 2n+1 , and knowing that
and
and at x = x 2n+1 , a n (x 2n+1 )
. (19) which shows how to extract α n and β n from a n , . . . at x 2n and x 2n+1 . Remark also that at x = x 2n−1 , knowing that f n (ψ(x 2n−1 )) = f n (y 2n ) = 0, (17) yields a n (x 2n−1 )
And here is how the Riccati form is well suited to continued fraction progression:
If f n satisfies the Riccati equation (17) with rational coefficients a n , b n , c n , and d n , and if
, then f n+1 satisfies an equation of same complexity (degree of the rational functions) of its coefficients.
(Actually, the degrees of a n , etc. will at most exceed the degrees at n = 0 by 3 units).
Proof. Let us start with (17) at n = 0 with polynomial coefficients a 0 , b 0 , c 0 , and d 0 . Suppose that, at the n th step, a n , etc. are polynomials with b n and d n containing the factors X 2 and x − x 2n−1 , and c n containing the factor X 2 (from (3a) and (4), X 2 is a polynomial of degree 2).
Of course, if the initial coefficients a 0 , etc. do not contain such factors, we may have to multiply the four coefficients of (17) at n = 0 by one or several factors of (x − x −1 )X 2 (x), that's why the degrees are liable to have to be augmented by up to 3 units, but this operation has to be done only at n = 0.
We suppose therefore that (17), whereb n ,c n , andd n are polynomials, so that (17) is now (21) in which we enter
.
which is the Riccati equation for
, whereâ n+1 etc. are symmetric functions of ϕ and ψ, so are rational functions thanks to (3b):
The first coefficientâ n+1 is not a polynomial, but a rational function of denominator X 2 . We recover polynomials by multiplying the four coefficientsâ n+1 ,b n+1 ,ĉ n+1 , andd n+1 by X 2 . Moreover, this already restores the factor X 2 in X 2bn+1 , X 2ĉn+1 , and X 2dn+1 ! However, the degrees of the new coefficients are higher than before. The problem is settled by seeing that the four polynomials X 2ân+1 , b n+1 ,ĉ n+1 , andd n+1 vanish at x = x 2n−1 and at x = x 2n . Then, we will simply divide the four of them by (x − x 2n−1 )(x − x 2n ).
(1) The most obvious case is (22b):b n+1 (x) = (x−x 2n−1 )d n (x)(X 0 (x)+ y 2n+1 X 1 (x) + y 2 2n+1 X 2 (x)) = (x − x 2n−1 )d n (x)F (x, y 2n+1 ) = (x − x 2n−1 )d n (x)Y 2 (y 2n+1 )(x − x 2n )(x − x 2n+1 ), shows indeed the factors x − x 2n−1 and x − x 2n , as well as x − x 2n+1 , so that
(2) Next, from (22d),d n+1 (x 2n−1 ) = (α n y 2n + β n )[−a n (x 2n−1 ) − (y 2n −y 2n−1 )c n (x 2n−1 )] = 0 from (20) , knowing that d n (x 2n−1 ) = 0, d n+1 (x 2n ) = (α n y 2n + β n )[−a n (x 2n ) + (y 2n+1 − y 2n )c n (x 2n ) + (α n y 2n+1 + β n )d n (x 2n )] = (α n y 2n +β n )(y 2n+1 −y 2n ) − a n (x 2n ) y 2n+1 − y 2n + c n (x 2n ) + d n (x 2n ) f n (y 2n+1 ) = 5. Classical elliptic biorthogonal rational functions.
The smallest possible degree for a n , b n , c n , and d n according to the theory above, happens to be three. Then, b n (x) = ξ n (x − x 2n−1 )X 2 (x) and d n (x) = ζ n (x − x 2n−1 )X 2 (x) are already known, up to a single constant each. The equations (22a) and (22c) should care for the evolution of a n and c n with n, but (23) yields directly the values of a 2 n (x) at the four zeros of P = X 2 1 − 4X 0 X 2 . Equation (22a) also provides a simple relation betweenâ n+1 (x) (therefore, a n+1 (x)), and a n (x) at each of these four zeros, which is enough for a full determination of the third degree polynomials a n .
I hope to recover in this way the results of Spiridonov and Zhedanov [28, 29] , obtained through elliptic hypergeometric identities [23, 24, 25, 26, 27] .
Note however that Theorem 4.1 also makes room for coefficients of degree > 3, therefore to new families of biorthogonal functions.
