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ABSTRACT 
 
This paper develops a model predictive control (MPC) 
algorithm to control the field currents of generators 
incorporating them in a decentralized overall control 
scheme. MPC decisions are based on optimizing the 
control action in accordance with the predictions of an 
identified power system model so that the desired 
response is obtained. Energy Function based design 
provides good control for direct influence items such as 
SVC or series compensators and can be used to define 
the desired flux for generator. The approach here is to 
use the design flux for best system control as a reference 
for MPC for field control. The simulation result 
demonstrates that the combination of MPC and Energy 
function design is successful as a global field control 
approach..   
1. INTRODUCTION 
A stable system is defined as a system which is able to 
remain in an equilibrium state under normal conditions 
and returns to an acceptable state of equilibrium after it 
has been perturbed.  Stabilization of the rotor angle of 
synchronous machines means that the power system will 
remain in synchronism. This requirement of 
synchronism can limit the power transfer capability, 
especially for long distance power transmission.  
Providing constant voltage and frequency for customers 
is difficult for complex systems which include many 
generators, protection switches and transitions lines.  In 
practice, both voltage and frequency must be held with 
in close tolerance so that customer’s equipments operate 
acceptably Power system disturbances tend to violate 
these requirements. 
The expectation of a stable power system is that it will 
return to its equilibrium state after a disturbance as soon 
as possible, [1] [2]. 
 Various techniques have been employed to assist with 
the field based stabilization of power systems, such as 
fast exciters and power system stabilizers, [1]. To solve 
the synchronous stability problem with fast exciters or 
power system stabilizers ideally needs a nonlinear 
control design.  The power transmitted along a line is a 
non-linear function of the angle across the line, (1).   
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The issue then is the control of a large complex non-
linear system. Model Predictive Control (MPC) has been 
shown to be successful in addressing many large scale 
nonlinear control problems and therefore is worth 
considering for stabilization of a power system. While 
MPC is suitable for almost any kind of problem, it 
displays its main strength when applied to problems 
with: 
•a large number of manipulated and controlled variables 
•constraints imposed on both the manipulated and 
controlled   variables 
•changing control objectives and/or equipment 
(sensor/actuator) failure 
•time delays 
 The strengths of MPC that are relevant to the task of 
power system stabilization are the explicit handling of 
constraints such as the requirement for angles across 
lines to be kept below 90 degrees. 
 There are many difficulties that derive from the use of 
this kind of model such as: 
    •  The computational load in applying MPC to large 
systems with fast time constants 
    • Lack of identification techniques for non linear 
processes 
    •the general tools for Non linear MPC are not 
necessarily well developed for the specific nonlinearities 
of the power system [3-4]. 
For stabilizing a power system, a fast control action is 
required. Using Energy Function controllers on devices 
such as SVC and series compensators has been 
successful in controlling the elements which has an 
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immediate effect in the output power. They weren’t very 
effective in controlling the excitation due to the time 
constant of the effect of the control. The approach 
presented in this paper is to determine the desired flux 
change in accordance with an algorithm based on an 
Energy Function model for the system, MPC will be able 
to optimize the field voltage to achieve best tracking of 
the desired flux and thus quickly stabilize the system 
following a disturbance. 
 
      Predicted outputs 
 
This paper considers field control using MPC on a local 
machine to determine the optimal control response. The 
MPC controls the voltage of the field in order to track 
the desired flux. 
2. MODEL PREDICTIVE CONTROL 
MPC decisions are made in discrete times which 
basically follow the algorithm described in Fig. 1 below. 
 
 
Figure 1:  MPC Structure 
 
At each time step, the model predicts future outputs and 
compares the results with the desired output. Then, by 
minimizing the error in the cost function described by 
(2) the optimal control input is produced.  
If the system is constrained on states and control actions, 
which they are given by where UuXx kk ∈∈ ,
X is a close set and U is a compact set. and are 
the state and the control action which applies to the 
system at .[8] 
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In the prediction process the MPC uses parameters 
which are defined below: 
• Prediction horizon is the length of time for the 
process outputs to approach steady state values. 
• Control horizon is the number of discrete time 
control actions to be optimized along a future 
Prediction horizon 
In MPC the receding horizon concept is used because at 
each sampling instant the optimized control values for 
the model system over the prediction horizon are 
brought up to date. And at each sampling instant only the 
first control signal of the sequence calculated will be 
used to control the real system. [3-5] 
Basically at every sampling time the model receives the 
current inputs and calculates the state values and passes 
them to the optimizer. The optimizer minimizes the cost 
function as applied to the model system (2) and outputs a 
number of control values (control horizon) for prediction 
horizon.   
3. MODEL PREDICTIVE CONTROL ON SINGLE 
MACHINE INFINITE BUS 
Consider a single machine infinite bus, with the infinite 
bus voltage V, and the internal voltage E. The 
acceleration of the machine voltage angle δ is given by 
the swing equation, (3)   
                      
... sin δδδ D
x
EVPJ m −−=           (3) 
where:  
mP is mechanical power 
D is damping coefficient  
J is moment of inertia 
x is synchronous  reactance 
To represent the flux change and the basic machine 
dynamics, the generating unit is modelled by a third 
order system. The state equations will be:  
dδ/dt=ω                                                                     (4) 
Jdω/dt = - Dω- BE V sin (δ) + Pm                                            (5) 
 dE/dt = -α (E – 1 + u)                                              (6) 
Measurement from 
real system 
Model  
1+→ kk tt
Solving the optimization problem 
Achieve the best future control actions 
1+→ kk tt  
Reference 
1+→ kk tt  
Finding error 
Time= 1+kt  
Passing  kt  signal to the real 
system 
Time= kt  
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where:   
x
B 1=  
u is input (control value)  
ω is velocity 
The fault applied in this case is a short circuit in the line 
for short period of time (Table 1).The period of the 
electromechanical oscillations for this system is 7 
seconds. Therefore, according to Nyquist theory the 
sampling frequency should be faster than 0.28 Hz. In this 
case the sampling rate is chosen as 4Hz to achieve good 
control. In the basic model parameters J, B and α 
assumed to be 1. The simulation parameters are shown 
in Table 1. 
 
The result of simulation (for the post fault system with 
no control) shows the oscillation starts right after the 
fault occurs, as shown in Fig 2. 
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Figure 2:  Angle of the machine post fault without control
 
Since at equilibrium the velocity is zero the cost function 
then is  
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which describes the trade-off between control effort and 
state error. 
The MPC controller is applied to the system. The results 
demonstrate that after 20 seconds the power angle has 
essentially converged to equilibrium point. 
The simulation shows the control effect on a single 
machine infinite bus system. As it is seen in Fig. 3, 
system will achieve the equilibrium point within two 
cycle of oscillation which is a considerable improvement 
over the uncontrolled system. 
TABLE I 
SIMULATION PARAMETRS FOR THE SINGLE MACHINE INFINITE BUS AND 
MPC 
Parameter Value 
 
Sampling  rate 
 
.25 sec 
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Time  of  fault 1 sec 
  
Duration  of  fault 0..2 sec 
 
Prediction horizon 30sec 
Control horizon 
 Figure 3:  Angle after applying MPC 
4. MULTI-MACHINE APPROACH 
Typically, MPC is implementing in a centralized fashion. 
The complete system is modelled, and all control inputs 
are computed in a one optimization problem, [4]. Direct 
MPC on the system as it is shown in single machine 
infinite example, is very effective but in complex system 
with hundreds machines there would be some difficulties. 
For instance  
• The first issue is that in MPC we need to have a 
complete knowledge of the states at every step 
for the model to predict the future control steps. 
In a complex system, due to the lack of 
information, the prediction of the model would 
be difficult to achieve.  
• The other issue is the computation cost; in a 
large system to optimize the cost function for 
all the system would be very time consuming 
and may exceed computational capacity for real 
time optimization  
To address these issues, apply MPC on a local machine 
in a decentralized fashion it is proposed. The best tool 
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which is provides the ability to design changing the flux 
is to use Energy function design or extended EAC 
(EEAC) (7). By maximizing rate of reduction of kinetic 
energy, the required field voltage is achieved.  
A Kalman filter can help in computing and predicting 
the states for the machine from the little knowledge 
which is gain from the system at each sampling 
time.[ref]  From the estimation of Kalman filter the MPC 
will be able to have a reasonable understanding of the 
model and also using the field voltage prediction (from 
the energy function) as reference for the optimizer. (Fig. 
4) 
 
Figure 4:  control structure 
5. MODEL PREDICTIVE CONTROL ON MULTI-
MACHINE 
The system which is considered here is a three machine 
which when reduced to the internal machine buses is 
depicted in Fig. 5. Basically the same principle used for 
the single-machine infinite bus case is followed here.  
            
Figure 5:  Three machines structure 
   
The state equations for the system will be:  
dδ1/dt = ω1                                                                     (8) 
dω1/dt = - Dω1- B12 E1 V1 sin (δ1- δ2)- B13 E1 V1 sin (δ1- 
δ3) + Pm1                                                                                                              (9) 
dE1/dt = -α (E1 – 1 + u1)                                              (10) 
dδ2/dt = ω2                                                                   (11) 
dE2/dt = -α (E2 – 1 + u2)                                              (13) 
dδ /dt = ω                                                                   (14) 3 3
dω3 3 31 3 3 3 1 32 3 3 3
δ
/dt = - Dω - B  E  V  sin (δ - δ ) - B  E  V  sin (δ - 
2) + Pm 3                                                                                                           (15) 
dE3/dt = -α (E3 –1)                                                      (16) 
 
dω2/dt = - Dω2- B21 E2 V2 sin (δ2- δ1) - B23 E2 V2 sin (δ2- 
δ3) + Pm 2                                                                                                           (12) 
achines, n-1 controllers are desirable. For example, in 
 the power angle differences between 
ocess error are quite 
To have a better control over the system, if there are n 
m
the three machine case by there are two controllers 
implemented on two of the machines. where u1 and u2 
representing the control actions on machine one and two 
respectively. 
At each sampling time, local machine receives the 
measurement of
Estimate states 
(Kalman filter) 
Field voltage 
prediction 
Optimization 
MPC model
Reference 
for MPC Error 
local machine and the other two machines from Kalman 
filter which predict the states respect to the measurement 
error and process error (Fig. 4).  
In designing a discrete Kalman filter the weight matrices 
of measurement error and pr
important. If the linear system represented as: 
 
kkkk BuAxx ω++=+1                                          (17) 
kkk Cxy υ+=+1              
where:
                                         (18) 
 
ω  : is the measurement noise 
υ : is process noise 
Therefore the Kalman estimator will calculate the gain L 
in equation (19). 
 
  ~ )~ - ( ~ kkk1k kk xCyLxAx = ++                                 (19) 
where; 
 ~ 1k+ : is thx e posterior state estimate  
kx~  : i
In the design of the filter, the matrix L should be big 
en ssibility of the errors [6]. In this 
wn in the Fig.6. Regarding 
s the prior state estimate 
L : is the kalman gain 
ough to reduce the po
simulation the weight matrix for measurement noise 
consider to be 0.1, and using a trial and error approach 
for this problem, 0.1 is a good choice value for the 
process error weighting too. 
The Kalman error for the angular difference of machine 
1&2 in this simulation is sho
the Kalman error, Fig.7 shows the how close are the 
estimate state and the real state value for machines 1&2. 
 4
0 5 10 15
-2
0
2
4
6
8
10
12
x 10-3
Time (sec)
K
al
m
an
 e
rro
r
 
Figure 6: Kalman error for the measurement of 
angular differences between machine one and 
two 
 
0 5 10 15
0.2
0.22
0.24
0.26
0.28
0.3
0.32
Time(sec)
A
ng
le
 d
iff
er
en
ce
 (r
ad
ia
n)
Angle difference 12
Estimate angle difference 12
 
Figure 7: Actual angular difference between 
machine 1&2, and estimate angular difference 
between machine 1&2 
Af is 
pre e by using kinetic energy. At 
ter designing the Kalman filter the next step 
dicting the field voltag
each sampling time the estimated state vector from the 
Kalman filter passes through the voltage predictor. The 
calculation follows the steps below: 
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The predicted values of the field voltage pass through 
the Optimizer as a reference (Fig. 1). In t  
error between reference and the model is calculated. By 
 is introduced in Table 2 [2]. 
nce between machine one 
d two before and after applying control respectively.  
δ
he optimizer the
minimizing the cost function on the model system, the 
first control value from the control sequence will be 
applied to local machine.  
The procedures for applying the controller on machine 
one exactly is repeated for machine two. The parameter 
that is used for simulation
Parameters J and α for all three machines are assumed to 
be one. 
 
The simulation result which is shown in Fig. 8 and Fig. 9 
demonstrate the angle differe
an
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Figure 8: The angular differences between 
machine one and the other two machines before 
applying MPC 
Af  
two
ma  is caught up in the oscillation. Fig. 8 
ter fault occurs on the line between machine one and
 at 1 (sec) the system will start oscillating after that, 
chine three then
shows very small damping of the angle differences due 
to the intrinsic damping term used.    
TABLE2 
SIMULATION PARAMETRS FOR THREE MACHINE AND MPC 
Parameter Value 
 
Sampling  rate 
 
.25 sec 
Time  of  fault 
Duration  of  fault
1 sec 
0.2 sec
Prediction horizon 30sec 
Control horizon 
Simulation time 
Mechanical 
power(pm) 
Damping factor 
BB12  
          B13
15 
30sec 
.8 p.u 
 
.1 
1.513 
1.226 
                   1.088           B23
Gain of field 
voltage for 
machine 1 & 2  
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Figure 9: The angular differences between 
machine one and the other two machines after 
applying MPC 
Th  
tra
e performance of the controller is seen in fig 9 and the
cking of the desired flux is seen in fig 10.   
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Figure 10: The field voltage of the real system and 
the desired field voltage for the machine one. 
 
6. 
 multi-machine power system which is a complex 
ly nonlinear system tralize or global MPC will 
ch as lack of knowledge from 
CONCLUSION  
In
high s, cen
faces some difficulties su
the system and computation cost. In this paper new 
approach to control the Angle difference of multi-
machine system using combination of MPC and energy 
function design has been demonstrated. The Energy 
function design is used to generate the reference field 
voltage. While MPC is used locally to achieve the 
desired flux, the results produced are encouraging as an 
effective controller which is handled the stability in an 
efficient way. Dealing with non-linear complex model 
using the proposed algorithm is an area of active 
research.  
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