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Abstract
Given N  1 and d  1, we show the existence of positive integers λkj for 1  k  N and 1 
j  d such that
∣∣∣∣∣
N∑
k=1
d∏
j=1
sinλkj xj
∣∣∣∣∣CN(d+1)/(2d+1)
for all real x1, . . . , xN , whereC is a constant that depends only on d . This extends a result of Bourgain
for the case d = 1.
 2003 Elsevier Inc. All rights reserved.
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1. Introduction
Bourgain [1] has shown the existence of positive integers λk such that
∣∣∣∣∣
N∑
k=1
sinλkx
∣∣∣∣∣ CN2/3
* Corresponding author.
E-mail addresses: benke@math.georgetown.edu (G. Benke), chang@math.georgetown.edu (D.-C. Chang).
1 Partially supported by a William Fulbright Research Grant and a NSF Grant DMS9622249.0022-247X/$ – see front matter  2003 Elsevier Inc. All rights reserved.
doi:10.1016/S0022-247X(03)00384-6
648 G. Benke, D.-C. Chang / J. Math. Anal. Appl. 284 (2003) 647–655for all real x , where C is an absolute constant. On the other hand, the trivial lower bound
CN1/2 cannot be achieved since Konyagin [2] has shown that for N sufficiently large, and
any set of distinct positive integers λ1, . . . , λN there exits an x such that
0.15
√
N logN
log logN

N∑
k=1
sinλkx.
In this paper we extend Bourgain’s result to higher dimensions. We will show that there
exist positive integers λkj for 1 k N and 1 j  d such that∣∣∣∣∣
N∑
k=1
d∏
j=1
sinλkj xj
∣∣∣∣∣CN(d+1)/(2d+1),
where C depends only on d . Questions concerning bounds on sums of sines are delicate.
For example it can be shown that if λk grows polynomially or exponentially in k then
‖∑Nk=1 sinλkx‖∞ = O(N). The (random) construction in this paper produces λk which
grow like exp(k1/3) to give ‖∑Nk=1 sinλkx‖∞ = O(N2/3). On the other hand, mere gap
conditions on the λk are not enough. It can be shown that if ‖∑Nk=1 sinλkx‖∞ =O(Nδ)
with δ < 1 then there exists a set of k =±1 such that ‖∑Nk=1 sin(λk + k)x‖∞ =O(N).
These questions regarding bounds on the supremum norm of sine sums are related to
and to some extent motivated by questions regarding bounds on the norm of the Hilbert
transform on finite-dimensional translation invariant spaces of continuous functions. More
specifically, the question is: how large can the Hilbert transform be on a 2N -dimensional
translation invariant space of continuous functions? If the domain of the functions is the
real line, then Bourgain’s result shows that it can be O(N1/3). If the domain of the func-
tions is d-dimensional Euclidean space, then our result shows that the norm of the Hilbert
transform can be O(Nd/(2d+1)). The authors are grateful to the referee for helpful com-
ments and a careful reading of the manuscript.
2. Proof of the main theorem
In order to make this paper as self-contained as possible, we have chosen to give (the
short) proofs of several well-known lemmas. The following three lemmas are well known.
Lemma 2.1. Let X be a random variable with mean µ satisfying |x| 1. For any real λ
E
(
eλ(X−µ)
)
 eλ2/2.
Proof. Let
φ(λ)= logE(eλ(X−µ))= logE[eλXe−λµ] = logE(eλX)− λµ.
It follows that
φ′(z)= E(Xe
zX)
zX
−µE(e )
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φ′′(z)= E(e
zX)E(X2ezX)− [E(XezX)]2
[E(ezX)]2 
E(X2ezX)
E(ezX)
 1
since |X| 1. Also φ(0)= 0 and φ′(0)= 0, and we have
φ′(z)=
z∫
0
φ′′(y) dy 
z∫
0
dy = z,
φ(λ)=
λ∫
0
φ′(z) dz
λ∫
0
z dz= λ
2
2
.
It follows that E(eλ(X−µ)) = eφ(λ)  eλ2/2 and the proof of the lemma is therefore com-
plete. ✷
Lemma 2.2. Let a  0, λ ∈R, X :Ω→ R be a random variable. Then
(a) P(X λ) e−aλE(eaX);
(b) P(|X| λ) e−aλ{E(eaX)+E(e−aX)}.
Proof.
E(eaX)=
∫
Xλ
eaX dP +
∫
X<λ
eaX dP  P(X  λ)eaλ. (1)
This gives (a).
E(e−aX)=
∫
X−λ
e−aX dP +
∫
X>−λ
e−aX dP P(X −λ)e(−a)(−λ).
Hence
P(X −λ) e−aλE(e−aX). (2)
Combining (1) and (2), we have
P(|X| λ)=P(X−λ)+P(X  λ) e−aλE(e−aX)+ e−aλE(eaX). ✷
Lemma 2.3. Let N > 0 and let Y1, . . . , Yq be random variables such that E(eλbYk) 
eNb
2/2 for all real b and k = 1, . . . , q . Then
P(|Yk|<√2N log 4q, for all k = 1, . . . , q)> 12 .
Proof. By Lemma 2.2, given λ 0,
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k=1
P(|Yk| λ)
 e−aλ
[
q∑
k=1
(
E(eaYk )+E(e−aYk ))
]
for any a  0. By hypothesis, this last expression is less than
e−aλ2qeNa2/2. (3)
Setting a = λ/N and then setting λ=√2N log 4q , (3) becomes 1/2. Thus,
P(|Yk|<√2N log 4q, for all k = 1, . . . , q) 12 . ✷
The next lemma follows from elementary arguments and the mean value theorem.
Lemma 2.4. Let 0  α  1, −1 < γ  0, and uk = [ekα ], where [·] denotes the greatest
whole integer function. There exist constants A, C1, C2, C3, C4 > 0 (depending only on α
and γ ) such that for k A
(a) uk+1 > uk ;
(b) C1kα−1ekα  uk − uk−1  C2kα−1ekα ;
(c) C3kγ−1e−kα  (k−A)
γ−(k−A−1)γ
uk−µk−1 −
(k−A+1)γ−(k−A)γ
uk+1−uk  C4k
γ−1e−kα .
Lemma 2.5. For 13  α  1 and −1 β  0 there exists a constant C depending only on
α and β such that
N∑
k=1
kβek
α CN1+β−αeNα .
Proof. Since xβexα is monotonic for x > 27, we can estimate the sum by an integral of the
form
∫ N
0 x
βex
α
dx . Change of variables, integration by parts and elementary estimations
give the result. ✷
Lemma 2.6. Let mk , k = 0, . . . ,N , denote integers such that 0 < m0 < m1 < · · ·< mN ,
and let rk denote real numbers such that r1 > · · · > rN > 0. Let an = rk for mk−1 
n < mk for 1  n  N , and let an = 0 otherwise. Define intervals I0 = (π/m1,π],
Ij = (π/mj+1,π/mj ] for j = 1, . . . ,N − 1, and IN = [0,π/mN−1). For x ∈ Ij∣∣∣∣∑
n∈Z
an sinnx
∣∣∣∣ π24 1mj
j∑
k=1
(rk − rk+1)m2k + rj+1mj+1
with the following conventions:
(a) If a lower index exceeds an upper index in a summation, the sum is void;
(b) rN+1mN+1 is defined to be 0.
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S(x)=
∑
n∈Z
an sinnx =
N∑
k=1
rk
mk−1∑
j=mk−1
sin jx.
Defining rN+1 to be 0, this can be rewritten as
S(x)=
N∑
k=1
(rk − rk+1)
mk−1∑
j=m0
sin jx
= 1
sin x/2
N∑
k=1
(rk − rk+1) sin (mk +m0 − 1)x2 sin
(mk −m0)x
2
.
Now suppose (π/mj+1) < x  (π/mj) where 1 j N − 1. We write S(x)= S1(x)+
S2(x) where S1(x) is the sum over 1  k  j and S2(x) is the sum over j + 1  k  N .
For such x
1
sin x/2
∣∣∣∣sin (mk +m0 − 1)x2 sin (mk −m0)x2
∣∣∣∣
 (mk +m0 − 1)(mk −m0)x24 sin(x/2)
(
mk(mk − 1)−m0(m0 − 1)
) π2
4mj
.
Hence
∣∣S1(x)∣∣ π24mj
j∑
k=1
(rk − rk+1)mk(mk − 1)− π
2
4mj
(r1 − rj+1)m0(m0 − 1).
Also
∣∣S2(x)∣∣ 1
sin(x/2)
N∑
k=j+1
(rk − rk+1)= 1
sin(x/2)
rj+1 
π
x
rj+1  rj+1mj+1.
This gives for (π/mj+1) < x  (π/mj) and 0 j N − 1
∣∣S(x)∣∣ π2
4
(
1
mj
j∑
k=1
(rk − rk+1)mk(mk − 1)− m0(m0 − 1)
mj
(r1 − rj+1)
)
+ rj+1mj+1.
If 0 x  (π/mN) then S(x)= S1(x) and the above estimates for S1(x) still apply. There-
fore, the last estimate for S(x) is valid for j =N where rN+1 = 0 so that rN+1mN+1 = 0
even though mN+1 has not been defined. If (π/m1) < x < π then S(x) = S2(x) and we
get |S(x)| r1m1. Hence we complete the proof of the lemma. ✷
Lemma 2.7. Let 13 < α  1. Let d  1 and N > 1 be integers. Let A  0 and define
mk = [e(A+k)α ] for k = 0,1, . . . ,N , where [·] denotes the greatest whole integer function.
Suppose A is large enough to give m0 <m1 < · · ·<mN . Define
rk = k
1/d − (k − 1)1/d
mk −mk−1
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an =
{
rk, mk−1  n <mk, k = 1, . . . ,N,
0, n <m0 or nmN.
Then there exists constants A and C such that for all x∣∣∣∣∑
n∈Z
an sinnx
∣∣∣∣ CN(1/d)−α.
Proof. Let ck = rk − rk+1. We will apply Lemmas 2.4–2.6. As in Lemma 2.4, let uk de-
note [ekα ]. First consider
1
mj
j∑
k=1
ckm
2
k =
1
uA+j
A+j∑
k=A+1
[
k1/d − (k − 1)1/d
uk − uk−1 −
(k + 1)1/d − k1/d
uk+1 − uk
]
u2k.
Setting γ = 1/d in Lemma 2.4 and β = (1/d)− 1 in Lemma 2.5 gives
1
mj
j∑
k=1
ckm
2
k C′e−(A+j)
α
A+j∑
k=A+1
k(1/d)−1ekα  C′′(A+ j)(1/d)−α  C′′′N(1/d)−α,
where C′′′ depends only on α and d . Next, if 1 q N , Lemma 2.4 gives
rqmq =
(
q1/d − (q − 1)1/d
mq −mq−1
)
mq D
(
q(1/d)−1
(A+ q)α−1e(A+q)α
)
e(A+q)α
D′(A+ q)(1/d)−1D′N(1/d)−1,
where D′ depends only on α and d . Inserting these estimates into Lemma 2.6 gives the
result. ✷
The following lemma is well known.
Lemma 2.8. Let f (x)=∑k akeikx be a real trigonometric polynomial on [0,2π)d . Sup-
pose
sup
{|k1|, . . . , |kd |}M.
Then there exist points x1, . . . , xq where q < CMd and C depends only on d , such that
‖f ‖∞  2 max
j=1,...,q
∣∣f (xj )∣∣.
Proof. Choose z such that |f (z)| = ‖f ‖∞. Let K be an integer not less than 4πdM , and
let the xj be the lattice points in [0,2π)d with coordinate spacing equal to 2π/K . There are
q =Kd such points. Consider the xj that is closest to z. Then by the mean value theorem
there is a cj on the line segment from z to xj such that
f (z)− f (xj )=
d∑ ∂f
∂tq
(cj )(zq − xjq).q=1
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∣∣f (z)− f (xj )∣∣ d∑
q=1
∣∣∣∣ ∂f∂tq (cj )
∣∣∣∣ max
r=1,...,d
∣∣(zr − xjr)∣∣.
Define q = sgn ∂/∂tq(cj ), and define u(θ) = f (cj1 + 1θ, . . . , cjd + dθ). Then u is a
single-variable real trigonometric polynomial of degree Md and
u′(0)=
d∑
q=1
∣∣∣∣ ∂f∂tq (cj )
∣∣∣∣.
By Bernstein’s theorem |u′(0)|Md‖u‖∞ Md‖f ‖∞. Hence∣∣f (z)− f (xj )∣∣Md‖f ‖∞(2π/K) ‖f ‖∞/2
and the conclusion follows. ✷
Before stating the main theorem, we establish some notation. Fix integers N > 1 and
d  1. For k = 1, . . . ,N define mk and rk as in Lemma 2.7 (we will assign values to α and
A later). Let
Ik = [mk,mk−1)∩Z, Jk =
k⋃
j=1
Ij , Bk = J dk ⊂ Zd,
L1 = B1, Lk = Bk \Bk−1 for k = 2, . . . ,N.
On JN define the discrete measure ν by ν(n) = rk for n ∈ Ik . Then ν(Ik) = k1/d −
(k − 1)1/d and ν(Jk) = k1/d . Define a measure νk on Jk by the restriction of ν to Jk .
Define the measure µk on Bdk by the product µk = νdk . Then µk(Bk)= k and µk(Lk)= 1.
Define the probability measure Pk on Lk by the restriction of µk to Lk .
Theorem 2.9. Given integers N > 1 and d  1, setting α = 1/(1 + 2d) and using the
notation above, there exists constants A > 0 and C depending only on d such that if the
multi-integers λ1, . . . , λN are chosen at random, independently and uniformly from the sets
L1, . . . ,LN , then the probability that∣∣∣∣∣
N∑
k=1
sinλk1x1 . . . sinλkdxd
∣∣∣∣∣ CN(d+1)/(2d+1)
is not less than 1/2.
Proof. Let Λ1, . . . ,ΛN be independent random variables where Λk is uniformly distrib-
uted on Lk . Define for x = (x1, . . . , xd) and λ= (λ1, . . . , λd)
S(x,λ)=
d∏
sin xjλj .
j=1
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f (x)=
N∑
k=1
S(x,Λk).
Note that the degree M of f is less than dmN . Let xj for j = 1, . . . , q be the lattice
points in [0,2π)d as defined in Lemma 2.8. We will estimate the expectation of the random
variables Zj = f (xj ):
E(Zj )=
N∑
k=1
E
(
S(xj ,Λk)
)= N∑
k=1
∑
λk∈Lk
S(xj , λk)µk(λk).
Since µk(λk)=∏dj=1 ν(λkj ),
E(Zj )=
N∑
k=1
∑
λk∈Lk
(
d∏
j=1
sinλkj xj
)(
d∏
j=1
ν(λkj )
)
=
∑
λ∈BN
d∏
j=1
sin(λjxj )
(
ν(λj )
)= (∑
λ∈JN
ν(λ) sinλx
)d
.
Recalling that α = 1/(1+2d) and using Lemma 2.7 givesE(Zj)CN(d+1)/(2d+1). Next,
by Lemma 2.1 we have
E
(
exp
[
λ
(
Zj −E(Zj)
)])=E
(
exp
(
λ
N∑
k=1
S(xj ,Λk)−E
(
S(xj ,Λk)
)))
=
N∏
j=1
E
(
exp
(
λ
[
S(xj ,Λk)−E
(
S(xj ,Λk)
)]))

N∏
k=1
exp(λ2/2)= exp(Nλ2/2).
Therefore, by Lemma 2.3,
P(∣∣Zj −E(Zj )∣∣√2N log 4q, for j = 1, . . . , q) 12
and
P
(
max
j=1,...,q
∣∣f (xj )∣∣ ∣∣E(Zj )∣∣+√2N log 4q) 12 .
By Lemma 2.8, ‖f ‖∞  C′ maxj=1,...,q |f (xj )|. Also q  C′′eNα = eN1/(2d+1) and
|E(Zj)| C′′′N(d+1)/(2d+1). Therefore there exists a constant C such that
P(‖f ‖∞  CN(d+1)/(2d+1)) 12 .
We remark that the probability 1/2 can be replaced by probability 1−  for any  > 0, by
choosing a larger (-dependent) constant C. ✷
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