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Abstract
We consider a class of singular Schro¨dinger operators H that act in
L2(0,∞), each of which is constructed from a positive function φ on
(0,∞). Our analysis is direct and elementary. In particular it does
not mention the potential directly or make any assumptions about the
magnitudes of the first derivatives or the existence of second derivatives
of φ. For a large class of H that have discrete spectrum, we prove that
the eigenvalue asymptotics of H does not depend on rapid oscillations
of φ or of the potential. Similar comments apply to our treatment of
the existence and completeness of the wave operators.
MSC 2010 subject classifications: 34L05, 34L20, 34L25, 34B27, 47Exx
Key words: Schro¨dinger operator, Sturm-Liouville operator, rapidly oscillat-
ing potential, distributional potential, eigenvalue asymptotics, wave operators,
scattering.
1 Introduction
The study of Schro¨dinger operators traditionally starts by specifying the class
of potentials to be studied. In this paper we start instead from a positive func-
tion φ (considered as a fundamental solution of a so far undefined Schro¨dinger
operator) and reconstruct the theory without making any assumptions about
the existence of a second derivative of φ. The success of this approach allows
one to deal with a large class of Schro¨dinger operators with distributional po-
tentials, which is similar to the classes studied by Savchuk and Shkalikov in
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[24]. It is also relevant to Schro¨dinger operators with rapidly oscillating po-
tentials, such as V (x) = xα sin(xβ), where α ∈ R and β > 1. The literature
on this subject is extensive; [2, 3, 6, 13, 14, 16, 17, 18, 19, 23, 24, 25, 27] is a
selection of a few of the early papers and other, much more recent, ones that
contain many earlier references.
Starting from φ rather than from the potential V makes the analysis of the
Schro¨dinger operator H much simpler. This is justifiable if one takes for
granted earlier work that details how to deduce asymptotic properties of φ
from assumed properties of V ; we summarize some of the important results
on this subject, although the body of the paper does not depend on them.
If V ∈ L1(0,∞) then for all large enough c > 0 the Schro¨dinger equation
−φ′′ + (V + c2)φ = 0 has a unique positive solution φ ∈ C1[0,∞) such that
φ(x) ∼ e−cx and φ′(x) ∼ −ce−cx as x→∞; this solution is obtained by solving
the Jost equation
f(x) = e−cx +
1
c
∫ ∞
x
sinh(c(y − x))V (y)f(y) dy.
See, for example, [1] and [20, Theorem XI.57]. If V is highly oscillatory but
not in L1(0,∞) then in certain special situations it is still possible to solve
the Schro¨dinger equation and develop a detailed spectral or scattering theory,
depending on the assumptions about V or φ; see [20, Appx. 2,3 to XI.8] and
[6, 16, 19, 25, 27].
We carry out the analysis for an operator defined on L2(0,∞), but the methods
can be applied to finite intervals with obvious modifications. Our constructions
assume that one is given a function φ ∈ L2(0,∞) which is positive and continu-
ous on [0,∞) with φ′ ∈ L2loc[0,∞). Although further bounds on φ are imposed
later, we never require any local or global bounds on the size of φ′, nor the
existence of φ′′.
Theorems 14 and 17 concern a second order differential operator H acting in
L2(0,∞) according to the formula
Hf = φ−1(φ′f − φf ′)′
and subject to Dirichlet and then Robin boundary conditions at 0; the precise
domain of H is determined for each choice of boundary condition. Corollary 20
proves that if φ converges super-exponentially to 0 as x → ∞ in a certain
precise sense then the essential spectrum of H is empty. We also determine
the order of growth of the eigenvalues of H . Theorem 21 provides conditions
for the existence and completeness of the wave operators. Once again, we do
not assume any bounds on φ′, or on the potential if one exists.
We will not use the following alternative expressions for H , but they serve to
connect our approach to the ‘regularization method’ described in [14, sects. 1, 2],
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whose notation we follow; see also [2, 5, 12, 23, 24] and [26, Sect. 9.1]. One
may rewrite H in the form
Hf = −(f ′ − τf)′ − τ(f ′ − τf) (1)
= −
(
d
dx
+ τ
)(
d
dx
− τ
)
(2)
where τ = φ′/φ. This factorization, known to Jacobi, is equivalent to the
factorization (10) of the resolvent G which underlies much of our analysis in
Sections 5 and 6.
If one puts
σ(x) = τ(x) +
∫ x
0
τ(y)2 dy
for all x ≥ 0, then one obtains
Hf = −(f ′ − σf)′ − σf ′.
If there is a potential V then φ′′/φ = V , σ is the indefinite integral of V
and τ is a solution of the Riccati equation τ ′ + τ 2 = V . The relationship
between solutions of Riccati differential equations and of linear second order
differential equations has been known for centuries; we refer to [4, 22] and [21,
Chapter XIII.3B] for some aspects of the theory of the Riccati equation and its
applications. The condition σ ∈ L2loc[0,∞) corresponds to V ∈ W−1,2loc [0,∞),
while σ has bounded variation on every interval [0, a] if and only if V is a
countably additive signed Borel measure.
The next section is taken up with certain preliminaries that are needed later.
In Section 3 we consider the Green functions and use them to define the related
second order differential operators when Dirichlet boundary conditions are im-
posed at 0. Section 4 studies the same problem subject to Robin boundary
conditions with a complex parameter.
2 Preliminaries
We write down a number of identities involving functions defined on [0,∞)
below. If we do not refer to the variable explicitly, we mean that the two
functions concerned are equal almost everywhere, which always means with
respect to Lebesgue measure. If the functions involved are continuous this
implies that they are equal everywhere. When we refer to something being
true locally in [0,∞), we mean that it holds for all intervals of the form [0, a].
We need the following standard lemmas relating to weak derivatives in one
3
dimension. Following [9, Lemma 7.1.1], we say that f ∈ W = W 1,2loc [0,∞) if f
is continuous on [0,∞) and there exists a function g ∈ L2loc[0,∞) such that
f(x) = f(0) +
∫ x
0
g(s) ds (3)
for all x ≥ 0. It is easy to prove that given f , only one such g can exist, and
if it does we call it the weak derivative of f and write f ′ = g.
Lemma 1 If f ∈ W satisfies f(x) > 0 for all x ≥ 0 then fα ∈ W for every
α ∈ R and (fα)′ = αfα−1f ′.
Proof By the definition ofW it is sufficient to treat the case in which x ∈ [0, a],
for every a > 0. The assumption on f implies that it is continuous and hence
implies the existence of c > 0 such that 1/c ≤ f(x) ≤ c for all x ∈ [0, a]. There
exists a sequence fn ∈ C1[0, a] such that fn converges uniformly to f and f ′n
converges in the L2(0, a) norm to f ′ as n→∞. Therefore 1/(2c) ≤ fn(x) ≤ 2c
uniformly with respect to x ∈ [0, a], for all large enough n. The fundamental
theorem of calculus implies that
fn(x)
α = fn(0)
α +
∫ x
0
αfn(s)
α−1f ′n(s) ds
for all n and all x ∈ [0, a]. Letting n→∞ yields
f(x)α = f(0)α +
∫ x
0
αf(s)α−1f ′(s) ds,
which completes the proof. 
Lemma 2 If f, g ∈ W then fg ∈ W and
(fg)′ = f ′g + fg′.
Proof We first note that the proof of the previous lemma applies to the case
α = 2 without assuming that f > 0. The proof of the present lemma is
completed by noting that
fg =
(f + g)2
4
− (f − g)
2
4
.

Lemma 3 There exists a unique function ψ ∈ W such that ψ(0) = 0 and
ψ′(x)φ(x)− φ′(x)ψ(x) = 1 for almost all x ≥ 0.
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Proof One may directly verify that the function
ψ(x) = φ(x)
∫ x
0
ds
φ(s)2
(4)
has the stated properties. If ξ is another such function and σ = ψ − ξ then
σ′φ − φ′σ = 0. Differentiating τ = σ/φ ∈ W one obtains τ ′ = 0, so τ is
constant. But τ(0) = (ψ(0)− ξ(0))/φ(0) = 0. Therefore τ = 0 and ξ = ψ. 
Our next lemma justifies calling φ the subordinate function in L = lin{φ, ψ} in
the sense that it is the smallest function in L at infinity, up to a multiplicative
constant.
Lemma 4 The function ψ is positive on (0,∞). Moreover ψ/φ is strictly
monotonic increasing on (0,∞) and
lim
x→∞
ψ(x)
φ(x)
= +∞.
Proof The first and second statement follow directly from (4). The final
statement follows from
x2 =
(∫ x
0
ds
)2
≤
∫ x
0
φ(s)2 ds
∫ x
0
ds
φ(s)2
≤ ‖φ‖2
∫ x
0
ds
φ(s)2
= ‖φ‖2ψ(x)
φ(x)
.

If f is a positive, twice differentiable function on some interval I and −f ′′ +
V f = 0 then a simple calculation establishes that
V (x) =
d
dx
(
f ′(x)
f(x)
+
∫ x
a
f ′(s)2
f(s)2
ds
)
(5)
for any a ∈ I. This motivates the following lemma, in which we do not assume
that any second derivatives exist. It also establishes the weak existence of a
potential V ∈ W−1,2loc , defined as the weak derivative of either side of (6).
Lemma 5 If f, g are any two positive functions in L = lin{φ, ψ} then there
exists a constant c such that
f ′(x)
f(x)
+
∫ x
a
f ′(s)2
f(s)2
ds =
g′(x)
g(x)
+
∫ x
a
g′(s)2
g(s)2
ds+ c (6)
for all x ≥ 0.
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Proof It is sufficient to prove that
h(x) =
f ′(x)
f(x)
− g
′(x)
g(x)
+
∫ x
a
{
f ′(s)2
f(s)2
− g
′(s)2
g(s)2
}
ds
is differentiable with zero derivative, assuming that f, g are positive with f ′g−
g′f = k for some constant k. After rewriting h in the form
h(x) =
k
f(x)g(x)
+
∫ x
0
k
f ′(s)g(s) + g′(s)f(s)
f(s)2g(s)2
ds,
the result follows immediately. 
Example 6 The following examples are of interest. In each case the associated
potential may be calculated and for φ4 it is rapidly oscillating.
• φ1(x) = e−cx where c > 0;
• φ2(x) = (1 + x)−c where c > 1/2;
• φ3(x) = exp(−(1 + x)c) where c > 0;
• φ4(x) = exp(−x− sin(ex)).
The functions φ1 and φ4 obey the conditions in Theorem 8 below. However, φ2
does not and the corresponding operator G is not bounded; this follows from
the fact that limx→∞ V (x) = 0 in both cases, so 0 lies in the essential spectrum
of the differential operator H = G−1. The function φ3 satisfies the conditions
of Theorem 8 if and only if c ≥ 1, which is also the condition for G to be
bounded. 
3 Dirichlet boundary conditions
We use the following lemma in the proof of Lemma 11.
Lemma 7 Let f ∈ L2(0,∞) and let
g(x) =
∫ ∞
0
G(x, y)f(y) dy
where the Green function G(·, ·) is defined by
G(x, y) =
{
ψ(x)φ(y) if 0 ≤ x ≤ y <∞,
φ(x)ψ(y) if 0 ≤ y ≤ x <∞. (7)
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Then g is continuous on [0,∞) and
lim
x→∞
g(x)
ψ(x)
= 0.
Proof
Step 1 Define the operator L by
(Lf)(x) =
1
ψ(x)
∫ ∞
0
G(x, y)f(y) dy
for all x ≥ 0, where we assume that f ∈ L2(0,∞). The formula
(Lf)(x) =
∫ ∞
x
φ(y)f(x) dy +
φ(x)
ψ(x)
∫ x
0
ψ(y)f(y) dy
implies Lf ∈ C(0,∞) by inspection. Using Lemma 4 we obtain
|(Lf)(x)| ≤
∫ ∞
x
φ(y)|f(x)| dy +
∫ x
0
φ(y)
ψ(y)
ψ(y)|f(y)| dy
=
∫ ∞
0
φ(y)|f(y)| dy
≤ ‖φ‖ ‖f‖.
Therefore L is a bounded operator from L2(0,∞) to the space Cb(0,∞) of
bounded continuous functions on (0,∞) with the uniform norm.
Step 2 Let L2c(0,∞) denote the space of functions f ∈ L2(0,∞) that have
support in some interval (a, b), where 0 < a < b < ∞. For such a function
x < a implies
(Lf)(x) =
∫ b
a
φ(y)f(y) dy.
Moreover x > b implies
(Lf)(x) =
φ(x)
ψ(x)
∫ b
a
ψ(y)f(y) dy,
and an application of Lemma 4 implies that limx→∞(Lf)(x) = 0. Therefore
f ∈ L2c(0,∞) implies Lf lies in the space C0[0,∞) of continuous functions on
[0,∞) that vanish at ∞.
Step 3 Since L2c(0,∞) is norm dense in L2(0,∞) and C0[0,∞) is closed with
respect to uniform limits in Cb(0,∞), we deduce by Step 1 that Lf ∈ C0[0,∞)
for all f ∈ L2(0,∞). This yields the statement of the lemma. 
We will not use the hypothesis of the following theorem until Section 5, but
include it as typical of theorems that ensure that G(·, ·) is associated with a
bounded operator.
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Theorem 8 Suppose that there exist positive constants c, c1, c2 such that
c1e
−σ(x) ≤ φ(x) ≤ c2e−σ(x)
for all x ≥ 0, where σ is a C1 function on [0,∞) such that σ′(x) ≥ c for all
x ≥ 0. Then the Green function G(·, ·) satisfies
0 ≤ G(x, y) ≤ c
3
2
2cc31
e−c|x−y| (8)
for all x, y ≥ 0 and it is is the integral kernel of a bounded operator on
L2(0,∞).
Proof If 0 ≤ x ≤ y there there exists u ∈ (x, y) such that
φ(y)
φ(x)
≤ c2
c1
e−(σ(y)−σ(x))
=
c2
c1
e−(y−x)σ
′(u)
≤ c2
c1
e−c(y−x).
Therefore
ψ(t) = φ(t)
∫ t
0
ds
φ(s)2
=
1
φ(t)
∫ t
0
φ(t)2
φ(s)2
ds
≤ 1
φ(t)
∫ t
0
c22
c21
e−2c(t−s) ds
≤ c
2
2
2cc21φ(t)
for all t ≥ 0. If 0 ≤ x ≤ y this implies that
0 ≤ G(x, y) = ψ(x)φ(y)
= ψ(x)φ(x)
φ(y)
φ(x)
≤ c
2
2
2cc21
c2
c1
e−c(y−x).
After using the invariance of the kernel when exchanging x and y this yields
(8). This bound implies that G(·, ·) is the kernel of a bounded operator on
Lp(0,∞) for all 1 ≤ p ≤ ∞; see [10, Cor. 2.2.19]. Moreover
‖G‖ ≤ c
3
2
c2c31
. (9)

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Lemma 9 If G(·, ·) is the kernel of a bounded operator, which we also call G,
acting on L2(0,∞) then G is self-adjoint, Ker(G) = 0 and Ran(G) is dense.
Moreover G ≥ 0 in the spectral sense, that is Spec(G) ⊆ [0, ‖G‖].
Proof The symmetry of the kernel implies that G is self-adjoint. If f ∈
L2(0,∞) then Gf = 0 if and only if
ψ(x)
∫ ∞
x
φ(y)f(y) dy + φ(x)
∫ x
0
ψ(y)f(y) dy = 0
for all x ≥ 0. Differentiating this formula yields
ψ′(x)
∫ ∞
x
φ(y)f(y) dy + φ′(x)
∫ x
0
ψ(y)f(y) dy = 0
for almost all x ≥ 0. A simple linear combination of the last two formulae now
yields ∫ ∞
x
φ(y)f(y) dy = 0
for almost all and then for all x ≥ 0. Differentiating this identity leads to
f = 0. The density of the range of G is equivalent to the vanishing of its kernel
because G is self-adjoint.
If 0 ≤ f ∈ L2(0,∞) then
〈Gf, f〉 = 〈Mf,Mf〉 (10)
where M is the operator with domain L2(0,∞) defined by
(Mf)(x) =
∫ ∞
x
φ(y)
φ(x)
f(y) dy. (11)
This is proved by direct rearrangements of the order of integration in the triple
integrals involved, this being justified by the fact that the integrands are all
pointwise non-negative. If f ∈ L2(0,∞) then |(Mf)| ≤ M |f | pointwise, so
‖Mf‖2 ≤ ‖M |f |‖2 = 〈G|f |, |f |〉 ≤ ‖G‖ ‖f‖2. Therefore Mf ∈ L2(0,∞) and
‖M‖ ≤ ‖G‖1/2 and (10) holds for all f ∈ L2(0,∞). The factorization of G in
(10) is equivalent to G = LL∗ where L =M∗ is given by
(Lf)(x) =
∫ x
0
φ(x)
φ(y)
f(y) dy.
We have proved that 〈Gf, f〉 ≥ 0 for all f ∈ L2(0,∞), which is equivalent to
the spectral positivity of G. 
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Note 10 The function D(x) = G(x, x) satisfies
D(x) = φ(x)2
∫ x
0
ds
φ(s)2
for all x ≥ 0. This implies that
D′(x)
D(x)
− 1
D(x)
= 2
φ′(x)
φ(x)
.
One could have started the analysis of this paper from the function D rather
than from φ. See [11, sect. 4] for further work in this direction. 
For the rest of this paper we assume that G(·, ·) is the kernel of a bounded
operator on L2(0,∞), also denoted by G. Lemma 9 implies that G is the
inverse of some other (possibly unbounded) self-adjoint operator, which we
call H . It is well-known that if φ is twice differentiable and the associated
potential V = φ′′/φ is sufficiently regular then
(Hf)(x) = −f ′′(x) + V (x)f(x)
on a suitable domain; moreover H satisfies Dirichlet boundary conditions at 0.
We establish a similar result without assuming that φ is twice differentiable.
The lemmas and theorems below refer to the following linear space of functions
on [0,∞). We write g ∈ D if the following conditions hold.
D1. g ∈ L2(0,∞) ∩W;
D2. g(0) = 0;
D3. φg′ − φ′g ∈ W;
D4. φ−1(φg′ − φ′g)′ ∈ L2(0,∞);
D5. limx→∞ g(x)/ψ(x) = 0.
Lemma 11 If G is bounded then the operator G maps L2(0,∞) one-one onto
D.
Proof If f ∈ L2(0,∞) and g = Gf then
g(x) = ψ(x)
∫ ∞
x
φ(y)f(y) dy+ φ(x)
∫ x
0
ψ(y)f(y) dy (12)
for all x ≥ 0. The boundedness of G and (12) imply that g ∈ L2(0,∞) ∩W
and g(0) = 0. Differentiating this formula yields
g′(x) = ψ′(x)
∫ ∞
x
φ(y)f(y) dy + φ′(x)
∫ x
0
ψ(y)f(y) dy (13)
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for almost all x ≥ 0. By combining (12) and (13) one obtains
φ(x)g′(x)− φ′(x)g(x) =
∫ ∞
x
φ(y)f(y) dy (14)
for almost all x ≥ 0. This formula implies that φg′ − φ′g ∈ W with
(φg′ − φ′g)′ = −φf. (15)
We conclude that g ∈ D by combining these results with Lemma 7.
The fact that G is one-one was proved in Lemma 9. The proof that G maps
L2(0,∞) onto D is harder. Given h ∈ D we put f = φ−1(φ′h−φh′)′. Applying
condition D4 to h implies that f ∈ L2(0,∞). If we now define g = Gf and
then k = g − h we see that k ∈ D and φ−1(φ′k − φk′)′ = 0; this uses (15).
Therefore there exists a constant c such that φk′−kφ′ = c. If one rewrites this
in the form (k/φ)′ = c/φ2 and then integrates one obtains
k(x)/φ(x) = c
∫ x
0
φ(y)−2 dy + d
for all x ≥ 0, and then k = cψ + dφ. Lemma 4 and condition D5 (applied to
k) together imply that c = 0. By putting x = 0 one then sees that d = 0.
Therefore k = 0 and h = g = Gf . Therefore G maps L2(0,∞) onto D. 
Corollary 12 Suppose that h ∈ C2[0,∞), that h(0) = 0 and that h(x) is
constant for all large enough x. Then φh ∈ D and
H(φh) = −φ−1(φ2h′)′ = −φh′′ − 2φ′h′. (16)
Note 13 Forgetting domain questions, (16) has the higher dimensional ana-
logue
Hf = −φ−1∇ · (φ2∇(φ−1f))
where f ∈ L(X, dnx) and X is an open subset of Rn. The operator H is
unitarily equivalent to K acting in L2(X, φ2dx) according to the formula
Kg = φ−2∇ · (φ2∇g) .
The paper [28] obtains conditions for K to be essentially self-adjoint, while
[8] treats the same operator by using quadratic form techniques. See also [7,
Section 4.2]. 
Theorem 14 The operator H = G−1 is self-adjoint on D = Dom(H) and is
given by the formula
Hg = φ−1(φ′g − φg′)′ (17)
11
for all g ∈ D. Moreover Spec(H) ⊆ [‖G‖−1,∞). Every g ∈ D satisfies the
boundary condition g(0) = 0. Moreover
〈Hg1, g2〉 =
∫ ∞
0
(φg′1 − φ′g1)(φg′2 − φ′g2)φ−2 dx
=
∫ ∞
0
(
g1
φ
)′(
g2
φ
)′
φ2 dx. (18)
for all g1, g2 ∈ D.
Proof The proof of the formula (17) and of the self-adjointness of H on D =
Dom(H) follows from the self-adjointness of G and Lemma 11; see (15). The
statement about Spec(H) follows by applying the spectral theorem together
with Lemma 9. The proof of (18) uses integration by parts, but we need to
verify that the functions involved have the required regularity properties.
Step 1 Suppose that 0 ≤ fr ∈ L2(0,∞) and supp(fr) ⊆ [0, a] for r = 1, 2.
Putting gr = Gfr for r = 1, 2 and applying (12), we obtain gr ≥ 0 and
gr(x) = crφ(x) for all x ≥ a. By combining the last identity with (14), we
obtain 0 ≤ φg′r − φ′gr ∈ W and
φ(x)g′r(x)− φ′(x)gr(x) = 0
for all x ≥ a.
We now put
F = (φg′1 − φ′g1)
g2
φ
.
The assumed properties of g1, g2, φ and our above results imply that F ∈ W,
F ≥ 0, F (0) = 0 and F (x) = 0 for all x ≥ a. Moreover F ′ = h1 + h2 where
h1 = (φg
′
1 − φ′g1)′
g2
φ
= −(Hg1)g2,
h2 = (φg
′
1 − φ′g1)
(
g2
φ
)′
= (φg′1 − φ′g1)(φg′2 − φ′g2)φ−2.
The functions h1 and h2 are in L
2
loc[0,∞) and both vanish for all x ≥ a, so∫ ∞
0
h1(x) dx+
∫ ∞
0
h2(x) dx
=
∫ a
0
(h1(x) + h2(x)) dx
= F (a)− F (0)
= 0.
12
This proves that
〈Hg1, g2〉 =
∫ ∞
0
(φg′1 − φ′g1)(φg′2 − φ′g2)φ−2 dx, (19)
the integrand being non-negative.
Step 2 Let 0 ≤ fr ∈ L2(0,∞) and put gr = Gfr for r = 1, 2. For each n ∈ N
put fr,n = frχ[0,n] and gr,n = Gfr,n. Then Case 1 yields
〈Hg1,n, g2,n〉 =
∫ ∞
0
(φg′1,n − φ′g1,n)(φg′2,n − φ′g2,n)φ−2 dx (20)
for all n ∈ N. Moreover
lim
n→∞
〈Hg1,n, g2,n〉 = lim
n→∞
〈f1,n, Gf2,n〉 = 〈f1, Gf2〉 = 〈Hg1, g2〉.
An application of (14) implies that the integrand in (20) is non-negative and
monotone increasing in n, so the monotone convergence theorem yields (19)
for the present class of g1, g2.
Step 3 If fr ∈ L2(0,∞) then one may write fr =
∑3
s=0 i
sfr,s where 0 ≤ fr,s ∈
L2(0,∞) for all r, s. Putting gr,s = Gfr,s and gr = Gfr, the bilinearity of both
sides of (18) now implies the general validity of this equation. 
Note 15 The proof that 0 /∈ Spec(H) depends on the assumption that φ ∈
L2(0,∞). If, for example, Hf = −f ′′+V f where the potential V has compact
support, then the relevant fundamental solution φ of Hφ = 0 would equal a
positive constant for all large enough x, and one would have to add a sufficiently
large positive constant to V to obtain a fundamental solution φ ∈ L2(0,∞). 
4 Robin boundary conditions
The analysis above leads to a second order differential operator H that sat-
isfies Dirichlet boundary conditions at 0. Other boundary conditions can be
accommodated if one replaces ψ by ξ, where
ξ(x) = ψ(x) + γφ(x) (21)
for all x ≥ 0. Since we allow γ to take any non-zero complex value below,
the operator Hγ constructed below need not be self-adjoint. Nevertheless,
ξ′(x)φ(x)−φ′(x)ξ(x) = 1 for almost all x ≥ 0, and this proves enough to adapt
our previous analysis. We define the new Green function by
Gγ(x, y) =
{
ξ(x)φ(y) if 0 ≤ x ≤ y <∞,
φ(x)ξ(y) if 0 ≤ y ≤ x <∞.
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Theorem 16 If γ ∈ C\{0}, then under the assumptions of Lemma 9, Gγ is
the kernel of a bounded operator whose kernel is 0 and whose range is dense.
The spectrum of the closed densely defined operator Hγ = G
−1
γ does not contain
0. The essential spectrum of Hγ does not depend on γ. If γ ∈ R\{0} then Hγ
is self-adjoint.
Proof The definition leads directly to the formula
Gγ(x, y) = G(x, y) + γφ(x)φ(y),
so Gγ is obtained from G by adding a bounded rank one perturbation. The
boundedness of the operatorGγ follows immediately. The proof that Ker(Gγ) =
0 is the same as that for Ker(G) = 0 in Lemma 9, provided ψ is replaced by ξ.
The density of the range of Gγ is equivalent to the vanishing of the kernel of
(Gγ)
∗ = Gγ. The boundedness of Gγ directly implies that Hγ is closed. The
fact that G − Gγ has rank 1 implies that H and Hγ have the same essential
spectrum by [10, Cor. 11.2.3]. If γ is real then Gγ is self-adjoint, so Hγ is also
self-adjoint by the spectral theorem. 
The simplest description of the domain of Hγ involves a condition of the form
g′(0) = σg(0), but this does not make sense unless g′(0) can be evaluated.
This problem can be resolved by formulating the boundary condition in a more
complicated manner. We make some further comments about this in Note 18.
We say that g ∈ Dγ if g satisfies the conditions D1, D3, D4, D5 and
D2γ. We assume that
(φg′ − φ′g)(0) = g(0)
γφ(0)
.
This makes sense because φg′ − φ′g ∈ C[0,∞) by condition D3.
Note that we do not replace ψ by ξ in condition D5.
Theorem 17 One has Dom(Hγ) = Ran(Gγ) = Dγ for all γ ∈ C\{0}. If
g ∈ Dγ then
Hγg = φ
−1(φ′g − φg′)′. (22)
If gr ∈ Dγ for r = 1, 2 then
〈Hγg1, g2〉 =
∫ ∞
0
(φg′1 − φ′g1)(φg′2 − φ′g2)φ−2 dx+
g1(0)g2(0)
γφ(0)2
. (23)
Proof The proofs of (D1), (D3) and (D4) are very similar to the proofs in
Lemma 11.
14
The analogues of (12) and (13) in the present context are
g(x) = ξ(x)
∫ ∞
x
φ(y)f(y) dy+ φ(x)
∫ x
0
ξ(y)f(y) dy (24)
and
g′(x) = ξ′(x)
∫ ∞
x
φ(y)f(y) dy+ φ′(x)
∫ x
0
ξ(y)f(y) dy. (25)
These imply that
(φg′ − φ′g)(x) =
∫ ∞
x
φ(y)f(y) dy. (26)
By evaluating (24) and (26) at x = 0 we obtain
g(0) = c ξ(0) = c γφ(0),
(φg′ − φ′g)(0) = c,
where
c =
∫ ∞
0
φ(y)f(y) dy.
These equations imply condition D2γ. The proof of (D5) uses
(Gf)(x) = (Gγf)(x) + γφ(x)
∫ ∞
0
φ(y)f(y) dy
together with Lemmas 4 and 7.
This completes the proof that Ran(Gγ) ⊆ Dγ. The proof of equality follows
that of Lemma 11. Given h ∈ Dγ one defines k = h − g ∈ Dγ where g ∈
Ran(Gγ) as before, and deduces that k = cψ+dφ. Lemma 4 and condition D5
(applied to k) together imply that c = 0. Applying condition D2γ to k = dφ
now yields
0 = (φk′ − φ′k)(0) = k(0)
γφ(0)
=
d
γ
.
Therefore d = 0 and k = 0. This proves that h = g ∈ Ran(Gγ), and hence
that Ran(Gγ) = Dγ. The formula (22) follows directly.
We prove (23) by using the similar formula in Theorem 14. Given gr ∈ Dγ
there exist fr ∈ L2(0,∞) such that Gγfr = gr. We put hr = Gfr ∈ D, so that
gr = hr + γ〈fr, φ〉φ. This implies that φg′r − φ′gr = φh′r − φ′hr. We have
〈Hγg1, g2〉 = 〈f1, Gγf2〉
= 〈f1, Gf2〉+ γ〈f1, φ〉 〈φ, f2〉
= c1 + c2
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where
c1 = 〈f1, Gf2〉
= 〈Hh1, h2〉
=
∫ ∞
0
(φh′1 − φ′h1)(φh′2 − φ′h2)φ−2 dx
=
∫ ∞
0
(φg′1 − φ′g1)(φg′2 − φ′g2)φ−2 dx,
and
c2 = γ〈f1, φ〉 〈φ, f2〉.
We have already proved that
〈fr, φ〉 =
∫ ∞
0
fr(y)φ(y) dy =
gr(0)
γφ(0)
for r = 1, 2. This implies that
c2 = γ
g1(0)
γφ(0)
g2(0)
γφ(0)
=
g1(0)g2(0)
γφ(0)2
.
The proof of (23) is completed by adding this to the formula for c1. 
Note 18 If there exists ε > 0 such that φ′ is continuous on [0, ε], then the same
applies to ψ′ by (4) and to ξ′ by (21). By using (24) and (25) we deduce that
g and g′ are continuous on [0, ε]. Therefore condition D2γ may be rewritten in
the form g′(0) = σg(0) where
σ =
φ′(0)
φ(0)
+
1
γφ(0)2
. (27)

5 Spectral asymptotics
In this section we assume that H satisfies Dirichlet boundary conditions at
0 and that it is defined as described in Section 3. A detailed analysis of the
spectral asymptotics has been given in [14, 15, 24] for the analogous problem
in L2(0, 1) subject to various boundary conditions, where the operator H is
not required to be self-adjoint. We also mention the very thorough analysis of
conditions for the existence and completeness of the wave operators for rapidly
oscillating potentials on (0,∞) given in [27].
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Our analysis of the spectral asymptotics depends entirely on the behaviour of φ
as x→∞. Our main insight is that rapid oscillations in φ have no effect on the
existence of any essential spectrum or on the rate of growth of the eigenvalues
λn of H as n→∞, if H has no essential spectrum. Spectral questions of this
type can be reformulated in terms of the Green function G and then proved by
using the formula G = LL∗ proved in Lemma 9. Recall that if ‖G‖ <∞ then
(Lf)(x) =
∫ x
0
φ(x)
φ(y)
f(y) dy
and ‖L‖ = ‖G‖1/2. We now suppose that φ1, φ2 are two functions satisfying
the basic hypothesis of this paper and that there exists a constant c > 0 such
that
c−1 ≤ φ2(x)
φ1(x)
≤ c (28)
for all x ≥ 0. We add subscripts to all of the entities associated with φ1, φ2
as necessary.
The conclusion of the following theorem may be improved under stronger hypo-
theses. For example, if (28) is replaced by
lim
x→∞
φ2(x)
φ1(x)
= 1
then one may prove that
lim
x→∞
µ2,n
µ1,n
= 1.
Theorem 19 If (28) holds, then G1 is a bounded operator on L
2(0,∞) if and
only if G2 is bounded. Moreover G1 is compact if and only if G2 is compact. If
this holds and µr,n, n = 1, 2, . . ., are the eigenvalues of Gr written in decreasing
order and repeated according to multiplicity, then
c−4µ1,n ≤ µ2,n ≤ c4µ1,n
for all n.
Proof We first note that Gr is bounded (resp. compact) if and only if Lr
is bounded (resp. compact). By examining the integral kernels one sees that
L2 = D
−1L1D where D is the bounded invertible operator given by
Df =
φ1
φ2
f
for all f ∈ L2(0,∞). Therefore L2 is bounded (resp. compact) if and only if
L1 is bounded (resp. compact).
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Assuming that Gr are compact we compare their eigenvalue asymptotics by
using the formulae
G1 = LL
∗, G2 = D
−1L1D
2L∗1D
−1. (29)
The assumptions relating φ1 and φ2 yield c
−2G2 ≤ G3 ≤ c2G2 in the sense of
quadratic forms, where G3 = D
−1L1L
∗
1D
−1. Variational estimates then imply
that G2 and G3 have the same eigenvalue asymptotics up to a factor of c
±2.
A very general lemma (see [10, Problems 1.2.5, 1.2.6]) implies that G3 has the
same non-zero eigenvalues with the same multiplicities as G4 = L
∗
1D
−2L1. The
same argument as before shows that G4 has the same eigenvalue asymptotics
up to a factor of c±2 as G5 = L
∗L. This finally has the same eigenvalues with
the same multiplicities as G1. 
Following the notation of Theorem 8, we put φ1 = φ and φ2 = e
−σ and obtain
the following.
Corollary 20 Let φ satisfy the hypothesis of Theorem 8 and suppose that
lim
x→∞
{
(σ′(x))2 − σ′′(x)} = +∞.
Then the essential spectrum of the operator H considered in Section 3 is empty
and the eigenvalues λn of H grow at the same rate as those of the Schro¨dinger
operator H˜, where
H˜f = −f ′′ + V˜ f
and
V˜ = (σ′)2 − σ′′.
6 Scattering theory
A number of earlier papers have developed scattering theory in the context of
rapidly oscillating potentials; see [6, 16, 19, 25, 27] and [20, Apps. 2, 3 to XI.8].
In this section we obtain analogous results starting from φ; as usual we do not
impose any local or global bounds on φ′.
Throughout the section we assume that
φ(x) = e−cx−ζ(x), where c > 0 and ζ ∈ W ∩ L∞(0,∞). (30)
An application of Theorem 8 with σ(x) = cx implies that G(·, ·) is the kernel of
a bounded operator on L2(0,∞). Our next theorem compares the operator H
constructed from φ as described in Section 3 with the operatorH0f = −f ′′+c2f
constructed by the same method from φ0 = e
−cx.
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Theorem 21 If φ is defined by (30) and ζ satisfies the further condition
|ζ(x)| ≤ ν(x) for all x ≥ 0 where ν is a monotonic decreasing function lying in
L1(0,∞), then the wave operators between H and H0 exist and are complete.
Proof
Step 1 It is sufficient by the Kuroda-Birman theorem to prove that G−G0 is
a trace class operator; see [20, Theorem XI.9]. If one writes (11) in the form
(Mf)(x) = 〈f, ξx〉
where
ξx(u) =
{
φ(u)/φ(x) if u ≥ x,
0 otherwise,
then (10) takes the form
G =
∫ ∞
0
|ξx〉〈ξx| dx.
Therefore
‖G−G0‖tr ≤
∫ ∞
0
‖ |ξx〉〈ξx| − |ξ0,x〉〈ξ0,x| ‖tr dx
≤
∫ ∞
0
(‖ξx‖+ ‖ξ0,x‖)‖ξx − ξ0,x‖ dx.
We need to estimate the terms in this bound.
Step 2 It follows directly from their definitions that
‖ξ0,x‖ = 1√
2c
for all x ≥ 0 and that
‖ξx‖2 =
∫ ∞
x
φ(u)2
φ(x)2
du
=
∫ ∞
x
exp(−2c(u− x)− 2ζ(u) + 2ζ(x)) du
≤
∫ ∞
x
exp(−2c(u− x) + 4‖ζ‖∞) du
=
e4‖ζ‖∞
2c
.
Therefore
‖ξx‖ ≤ e
2‖ζ‖∞
√
2c
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for all x ≥ 0. If u ≥ x ≥ 0 then
|ξx(u)− ξ0,x(u)| = e−c(u−x)
∣∣e−ζ(u)+ζ(x) − 1∣∣
≤ e−c(u−x)e2‖ζ‖∞ |ζ(u)− ζ(x)| .
This uses the elementary bound
|eζ(x)−ζ(u) − 1| ≤ e2‖ζ‖∞ |ζ(x)− ζ(u)|, (31)
valid for all x, u ≥ 0. Therefore
‖ξx − ξ0,x‖2 ≤ e4‖ζ‖∞
∫ ∞
x
e−2c(u−x) |ζ(u)− ζ(x)|2 du (32)
≤ e4‖ζ‖∞
∫ ∞
x
e−2c(u−x)4ν(x)2 du
= e4‖ζ‖∞
4ν(x)2
2c
. (33)
Step 3 Putting the various bounds together, there exist constants kr such that
‖G−G0‖tr ≤ k1
∫ ∞
0
‖ξx − ξ0,x‖ dx ≤ k2
∫ ∞
0
ν(x) dx <∞.

Corollary 22 If φ is defined by (30) and ζ satisfies the further condition
|ζ(x)| ≤ k(1 + x)−α for some k > 0 and all x ≥ 0, then the wave operators
between H and H0 exist and are complete provided α > 1.
Example 23 If α > 0 and ζ(x) = (1 + x)−α for all x ≥ 0 then
|ζ(u)− ζ(x)| ≤ (u− x)α(1 + x)−α−1
provided 0 ≤ x ≤ u. Using (32) we obtain
‖ξx − ξ0,x‖2 ≤ k1
∫ ∞
x
e−2c(u−x)(u− x)2α2(1 + x)−2α−2 du ≤ k2(1 + x)−2α−2.
Therefore ∫ ∞
0
‖ξx − ξ0,x‖ dx ≤ k3
∫ ∞
0
(1 + x)−α−1 dx <∞.
We conclude that the wave operators exist and are complete for all α > 0. The
potential in this example is given by
V (x) =
φ′′(x)
φ(x)
= −ζ ′′(x) + (c+ ζ ′(x))2
= c2 − 2cα(1 + x)−α−1 +O((1 + x)−α−2).
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Therefore V − c2 ∈ L1(0,∞) for all α > 0. This is the traditional condition for
existence and completeness of the wave operators. 
Note 24 Example 23 seems to suggest that the condition α > 1 in Corollary 22
is not optimal, but we conjecture that the corollary cannot be improved, and
that the need for a stronger hypothesis is the price paid for not assuming any
bounds on φ′, or equivalently on ζ ′. The benefit is that the result applies to a
wide range of potentials, and in particular to many potentials that are rapidly
oscillating as x→∞.
One may also obtain intermediate results if one assumes some global Holder
continuity condition on ζ . 
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