For n = 1, (0.4) reduces to the classical Nevanlinna defect relation given in [8] , page 266. Our proof of (0.3) is, in principle, analogous to the differential geometric proof in the 1-variable case given by F. Nevanlinna ([8] , pages 247-256). There are, however, some differences. In the first place F. Nevanlinna used the uniformization theorem to produce a metric with constant negative curvature on P1 -{a,, ..., ak} (k > 3), whereas we give a direct algebro-geometric argument to construct a volume form T on V -(D1 + ... + Dk) which satisfies Ric T > 0 and (Ric T)1 > ?t this being the analogue of curvature < -1. That the construction of such a T should be possible was suggested by considering the branched coverings constructed in the first author's thesis [1] . In the second place, our derivation of the defect relations from the second main theorem seems more straightforward than that in [8] because, by keeping all of the expressions intrinsic, we are able to avoid a lot of extraneous remainder terms in the estimates. Finally, we obtain both the first and second main theorems quite easily using the language of currents [7] and the Poincare equation (cf. (1.13) below). where f (z) is a holomorphic function, Df is the divisor of zeroes of f, and log j f j is a locally L' function considered as a current. In conclusion then, we feel that by isolating the essential algebro-geometric content of the problem, it has been possible to find a general result whose proof, even in the 1-variable case, is simpler and more intrinsic than those at hand.
(b) Acknowledgments and references to other works. Our first main theorem is similar to that of Stoll ("Value distribution of holomorphic maps," Several complex variables I, Springer-Verlag lecture notes #155 (1970), pages . In both cases the essential point is to use a "special exhaustion function" to get rid of the intractible remainder term which appears in the general first main theorem (Stoll, loc. cit.). Our second main theorem is obtained by twice integrating the equation of currents (3.5), which is the globalized and intrinsic version of (0.5). This method appears implicitly in [8] and has been used recently by Kodaira [6] to derive an inequality in the spirit of Nevanlinna theory. Finally, from (0.4) we obtain an affirmative answer to problem V on Chern's list [2] , as it follows that a holomorphic mapping f :C1n_--Pn -(H1 U * U Hn.+2) must be degenerate. In [1] this degeneracy theorem was proved for n + 3 hyperplanes. Subsequently, by a very direct and entirely different method, Mark Green (cf. [3] ) obtained the sharpest possible degeneracy statement for maps f: cm >. -(H1 U ... U HI) .
Theorem (Green): Let f: Cm > Pn be a holomorphic map that omits n + k hyperplanes in general position, k > 1. Then the image of f is contained in a projective linear subspace of dimension < [n/k], where the brackets mean greatest integer. Furthermore, this bound is sharp.
Our results were obtained after his work had been done.
In [9] Stoll has proved a defect relation of the form 3 3(H,) < n + 1 for holomorphic maps f: Mm P, where Mbelongs to a class of complex manifolds and where f satisfies certain additional hypotheses. Stoll has written us that these restrictive assumptions simplify considerably in the case M = Cm to where "the worst one is that f be not rational." We hope at a later time to investigate the relationship of his theory to the defect relation (0.3). Finally, it is possible to derive defect relations for non-degenerate holomorphic maps f: A -V where A is an arbitrary smooth affine variety and dime A = dime V. The main inequality is the same as (0.3), except that now a non-negative term i appears on the R.H.S. of (0.3) with the properties that (a) K = 0 if A = C1; and (b) x = 0 if f is transcendental. Thus, e.g., the degeneracy statement now says that a non-degenerate holomorphic map f:A RPn- (Hi+ +@ +Hn+2) is necessarily rational. Details of this result will appear at a later time. We shall use differential forms and deRham cohomology, denoted by H*(M, R). As usual on complex manifolds, the exterior derivative may be written as d = a + a, and we define
The factor wr is put in (1.1) so that we will have the useful equation This verifies our signs and constants.
Definition. Let T be volume form on M. Then the Ricci form Ric T is the real (1, 1) form defined where T is positive and given locally by (1.5) Ric T = dd" log da .
Remark. If T is everywhere Co then Ric T = c1(K,) in H2(M, R).
Definition. If L ) M is a holomorphic line bundle, then we will write C1(L) > 0 to mean that there is a positive (1, 1) form w representing c1(L) in H2(M, R).
Remark. In case M is a compact Kdhler manifold, any positive form wt representing c1(L) is of the form (1.4) for some metric in L (c.f. Kodaira [5] ). The notation Pn-1
To complete the proof of (1.9), we iterate the integral in question to obtain
By invariance under the unitary group, dc log 1z 112 is a constant inde-
To evaluate this constant, we take the line d, given by z2 = =z1 = 0. Then
We shall use the language of currents (cf. Lelong [7] ) on the complex manifold M. Let Al',2(M) be the C-(p, q) forms on M having compact support. The space ep q(M) of currents of type (p, q) is the space of linear functions on AP"-n"-q(M) having the usual continuity properties. The operators a and a may be defined on the space of currents by the formulae
where T e &Pq(M) and a e Af-P,-q(M). The main examples of currents we shall use are:
(i) Each C-(p, q) form r on M gives a current 7? in Pq(M) by the formula
It follows from Stokes' theorem that a in the sense of currents agrees with a in the usual sense.
(ii) If 0 is a differential form on M whose coefficients are locally LI, then a defines a current by the same formula (1.10). In most cases of interest, 0 is Co outside a certain subset S of M, and care must be taken to distinguish DO in the sense of currents from DO in the usual sense around S. We shall always use the notation DO in the sense of currents. Thus (1.14) LEMMA. The Ricci form Ric $ is locally LI in U, and we have the equation of currents ddC log = Df -Dg + Ric (D .
Proof. Since log e = log; f 12 -log I h 12 -log (log I h 12)2, it follows from (1.12 ) that log e is LI and ddC log e = Df -Dg -ddC log a -ddC log (log I h 12)2.
From this it will suffice to show that aa log (log Ih 2)2 in the sense of currents is the same as a8 log (log I h I2)2 in the sense of differential forms. This is a question involving singularities of differential forms, and it is easily checked that it will suffice to verify the necessary equations in case a = 1. Then, in the sense of differential forms, a8 log (log I g I2) = do g 2 (1.15) 1 d1 dI.
Ig12 log Ig12
Using (1.15) and Stokes' theorem, it will suffice to show that 
Proof. Let Q be a Co volume form on V such that Ric (Q) = c1(K,). Let a3 e r( V, [Dj) be a section defining Di, so that a = 8, 3* e r( V, L) defines D. Hence we have
Multiplying 8j by a suitable constant, we may assume that I 8j I < S for any given s > 0. We will show that for s sufficiently small, the volume form
satisfies the requirements of the proposition. From (2.3) and (2.4) we have
By hypothesis, the Co (1, 1) form
is positive on all of V. Now We absorb the first term of (2.9) as before to get Gaussian curvature is everywhere < -1.
Of course, this corollary was given classically as a consequence of the uniformization theorem. However, the above proof is an elementary algebrogeometric character. The (S.M.T.) (3.4) will be the twice integrated form of (3.5).
The currents R, Df, and Ric Tf are all closed and positive. As usual when one has positive linear functionals on the Co functions, their domain of definition may be extended to suitable Ll-forms. In particular, we may apply the right-hand side of (3.5) to the form fgrl (cf. (1.8)), and using den_1 = 0 together with Stokes' theorem we obtain the equation Standard estimates show that Ric Tf A An-, is L1. In all cases below convergence of improper integrals is guaranteed by the integrable nature of the singularities of dx/(log x)2x at x = 0. Convergence estimates of this type are treated in Stoll's work on value distribution theory (see [10] ).
In order to integrate (3.6) once more, we shall use the following two lemmas: where the meaning of the operator "t('/at)" will be explained in the proof. Assuming these lemmas, we may rewrite (3.6) in the form for almost all t e R+. Integration of (3.9) with respect to (dt)/t gives (3.10) T1(r) + N1(r) = N(D, r) + p(r) .
Proof of (3.7). First we must explain what the notation "t(aa/at)" means for a C-function a. Let 0 be the exterior normal vector of unit length to the spheres aB [t] . Then 0 is a Co vector field on C'1 -{0} and t(aaa/t) = 0. a. Now consider the Hopf fibration w: aB[t] -Pal (cf. the proof of Lemma (1.9)). Since a = dc log IIjz II A n-and *n-l = 7w*(wI) where w is the standard (1, 1) form on P.-1, it will suffice to check that the restrictions of 0o adC log I z and dCa to each line X through the origin are the same on X n aB[t] = ax [t] . Using polar coordinates ret0 on the line X, we must show that (3.11) (r~) aa dc log r -dCa (dr) .
This equation is straightforward to verify. Q.E.D.
Proof of (3.8). Writing ) = dd for a C-1-form d and using Stokes' theorem, it will suffice to verify that (3.12) T~n-2 %)n-
From (1.8) we see that (3.12) will follow by taking exterior powers of the congruence Since q = ddcl IZ112 and r= ddc log tzH we immediately obtain (3.13).
Q.E.D.
The defect relation (preliminary form)
Throughout this section V will be a smooth, projective variety, L V a holomorphic line bundle, and D e I L I a divisor with simple normal crossings.
We shall also use the notations (3.3). We now derive a basic estimate which, combined with the first main theorem in the next section, yields the desired defect relations. Proof. Using log $ = n log el/% Lemma (1.9), and the concavity of the logarithm ([8] , page 251), we have Remark. If one is only interested in these corollaries, then direct arguments may be obtained either from Proposition (2.1) or from (4.8). These will be given in section 6 below. Proof. Referring to (5.1) and (5.2), it will suffice to show that Following the proof of (3.4), we assume that Df does not pass through the origin and then integrate (5.8) once to obtain We may choose I a12 < 6, where s is so small that log (log I a12)2 > 0. This gives the first inequality above. To obtain the second, we apply concavity of the logarithm to get Remark. If m > 0 so that the canonical bundle of V is negative (e.g., V = P), then this defect relation has the same quantitative effect as (5.21). If m = 0, then we obtain 6(Dj) = 0, so that no divisor is deficient. Finally, if m < 0 so that Kv is positive, then we find that f must be degenerate (cf. (4.17) above). Thus, as Kv becomes less negative, the mapping f becomes increasingly more rigid. As an example, let V be a smooth hypersurface of degree 4 in P3, i.e., a K -3 surface. Let L o V be the hyperplane bundle On the other hand, since f is normalized, there is an inequality (6.6) c" H>J= {I// 1dzj A d-j} < f *P(O)
for some c" > 0. Combining (6.4), (6.5), and (6.6) gives
R2n < c'/cit" from which we obtain R < 2Vc'/c".
Second proof. This follows the arguments given in Carlson [1] and Kodaira [6] . Using (4.3), (4.4), (4.5), and (3.4) we have (6.7) TI(r) + (4n -2) log r < log {d 2d(r)}.
From the normalization conditions we obtain, as in the proof of (4.15), that (6.8) TO(r) ? c log r for some constant c > 0. Combining (6.7) and (4.13) we find (6.9) TP(r) < s log r + c, log {T#(r)} .
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Putting together (6.8) and (6.9) gives log {T1(r)} > c, > ?
TO(r) > c log r .
If we assume that the calculus lemma introduces no exceptional intervals so that (6.9) holds everywhere, then the two equations in (6.10) yield log r < C2, from which it follows that R(f) < e62.
In general there will be exceptional intervals and a more refined estimate is needed (see [1] , [6] ).
Q.E.D. The corollary is the same as (4.17), so that we have given two quite different proofs of this result. Proof. Writing Tf = $"P, from (6.13) we obtain (6. and our proposition follows by integrating this inequality. Our proposition now follows from this together with the Nevanlinna inequality (5.10).
To give an application, we first prove is transcendental. This is a contradiction. Q.E.D.
