Mean curvature and mean shape for multivariate functional data under
  Frenet-Serret framework by Park, Juhyun & Brunel, Nicolas J-B.
Mean curvature and mean shape for multivariate functional
data under Frenet-Serret framework
Juhyun Park and Nicolas J-B. Brunel
Lancaster University and ENSIIE
email: juhyun.park@lancaster.ac.uk , nicolas.brunel@ensiie.fr
September 12, 2019
Abstract
The analysis of curves has been routinely dealt with using tools from functional data
analysis. However its extension to multi-dimensional curves poses a new challenge due to
its inherent geometric features that are difficult to capture with the classical approaches
that rely on linear approximations. We propose a new framework for functional data as
multidimensional curves that allows us to extract geometrical features from noisy data. We
define a mean through measuring shape variation of the curves. The notion of shape has
been used in functional data analysis somewhat intuitively to find a common pattern in one
dimensional curves. As a generalization, we directly utilize a geometric representation of
the curves through the Frenet-Serret ordinary differential equations and introduce a new
definition of mean curvature and mean shape through the mean ordinary differential equa-
tion. We formulate the estimation problem in a penalized regression and develop an efficient
algorithm. We demonstrate our approach with both simulated data and a real data example.
Keywords: functional data analysis; multidimensional curves; curvature estimation; shape anal-
ysis.
1 Introduction
We consider the problem of analyzing a set of three-dimensional curves in R3, as an instance of
multivariate functional data. A typical example would be the recordings of spatial coordinates
for tracking movements of body parts or objects (e.g., Raket et al. (2016); Flash and Hogan
(1985)). A standard assumption with functional data analysis (FDA) (Ramsay and Silverman,
2005; Ferraty and Vieu, 2006; Wang et al., 2016) is that there exists a common structure, often
through a common mean and variance function. Then variability decomposition around the
mean through functional principal component analysis provides a parsimonious decomposition
of the variability. This type of linear approximations is powerful as it allows us to naturally
extend tools from scalar curves to multidimensional curves (Chiou et al., 2014). Nevertheless,
such analytic extension can also hide some important features in multidimensional curves. This
is illustrated in Figure 1, where we show the original three-dimensional curve data, together
with the corresponding three marginal one-dimensional curves. The commonality that can be
extracted from the three-dimensional plot on the right panel is difficult, even by eye, to match
to the information obtained from the left panel, although there does seem an obvious common
structure in the marginal curves. The problem becomes more complex with larger dimensional
curves, where we cannot even easily visualize the data.
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Figure 1: Three-dimensional curves in marginal coordinates plot (left) and 3-d plot (right),
population of N = 25 space curves simulated as in section 5.2.
An alternative approach to analysing three-dimensional curves has been through estimating
curvature and torsion (Kim et al., 2013; Sangalli et al., 2009; Lewiner et al., 2005). As these
parameters have a physical meaning, such analysis could offer more interpretable summaries.
However, the focus has been more on estimating derivatives in nonparametric regression and the
link to functional data is somewhat lost. We propose a new statistical framework to formulate
this type of geometric analysis of functional data, borrowing ideas from statistical shape analysis
(Dryden and Mardia, 1998; Younes, 2010).
The geometric notion of shape has been used in FDA somewhat intuitively in defining struc-
tural mean in the presence of phase variation (Kneip and Gasser, 1992), more generally with
manifold structure (Chen and Mu¨ller, 2012), and in detecting outliers in multivariate functional
data (Dai and Genton, 2018). A general definition of shape is given as what is left invariant
under the actions of the rigid transformations of the Euclidean space, i.e., rescaling, translating
and rotating. The definition alone however is too general to be useful in statistical modelling
considered in FDA. Shapes are formally considered as equivalence classes under some appropriate
group actions, and the classical statistical methodologies need to be adapted in order to deal
with the non-Euclidean properties of shape spaces. Several ways of constructing shape spaces
(or feature spaces) have been proposed: discretization with landmarks based after discretization
(Dryden and Mardia, 1998), or infinite dimensional shape spaces (Younes, 2010; Srivastava et al.,
2011). Such shape or geometric statistical analysis requires a definition of distance (inducing a
Riemannian structure for instance), and the natural extension of the usual mean is defined as a
Fre´chet mean. Some of these ideas, such as the elastic shape analysis has been suggested for ana-
lyzing the variations of functional data, typically for the registration problem in one-dimensional
curves (Kurtek et al., 2012). Its extension to multi-dimensional curves is found in Srivastava and
Klassen (2016).
A natural strategy in shape analysis would be to define a proper space equipped with a
good metrics where one can define a Fre´chet mean. On the contrary, we consider a new dis-
tance between curves that does not depend on the usual Cartesian coordinate system but uses a
parameterization of the space of smooth curves based on the Frenet-Serret representation, intro-
duced in Section 2. We directly exploit the Frenet paths that are interpreted as a representative
of the equivalence class shape. Within this framework, we introduce a new definition of mean
shape through the mean Ordinary Differential Equation (ODE) (or flow). The new definition of
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mean shape requires a proper estimation of functional parameters such as curvature as well as
Frenet frames. In particular, we introduce the notion of mean curvature within this framework
and show that the estimation of curvature and Frenet frames can be cast into the problem of
an ODE estimation in Lie group. To accompany the new definition of the mean, we propose
a statistical framework for inference and develop an efficient algorithm. In general, the ODE
estimation is a difficult problem (e.g., Ramsay et al. (2007)), especially involving nonparametric
estimation of time-varying parameter (e.g. Mu¨ller and Yao (2010); Ding and Wu (2014)), even
without the orthogonality constraint required in our formulation. As a by-product, our formula-
tion also offers a new solution to a non-trivial ODE inference problem. We refer the readers to
Ramsay and Hooker (2017) for recent development on data analysis with ODE models.
The paper is organized as follows. Section 2 introduces the geometrical representation of the
curves based on the Frenet-Serret framework. Section 3 defines a mean shape and studies prop-
erties related to statistical shape analysis. Section 4 gives a statistical framework for estimation,
followed by numerical studies in Section 5. Main proofs to the assertions in the article are given
in Supplementary Material.
2 A geometric curve representation and Frenet-Serret Frame-
work
We consider a set of curves in R3 defined as functions {x : [0, T ] → R3}. In order to avoid
some technical difficulties, we assume that the curves are regular, i.e they are of class Cr, r ≥ 3
(w.r.t time t), the time derivative x˙(t) never vanishes on [0, T ] and the curves never intersect
themselves (Ku¨hnel, 2015).
For a curve x, define the arclength s(t) =
∫ t
0
‖x˙(u)‖2 du, t ∈ [0, T ], where ‖·‖2 is the Euclidean
norm in R3 and s(T ) = L is the total length of the curve X = {x(t), t ∈ [0, T ]}. The shape of
the curve X : [0, L] −→ R3 is the image of the function x, which satisfies x(t) = X(s(t)). The
derivation with respect to arclength s is denoted with prime i.e Y ′(s) = ddsY (s), whereas time
differentiation is always denoted by a dot.
2.1 Time warping and shape variation of the curves
The above arclength parametrization should not be confused with the standard representation
of time warping or phase variation in the functional data. Suppose that xi is given as xi(t) =
x(hi(t)), where hi are warping functions. As x˙i(t) = x˙(hi(t))h˙i(t), by change of variables, the
corresponding arclength can be expressed as
si(t) =
∫ t
0
‖x˙(hi(t))h˙i(t)‖2 dt =
∫ hi(t)
0
‖x˙(u)‖ du = s(hi(t)) .
It follows that xi(t) = x(hi(t)) = X(s(hi(t)) = X(si(t)), that is, the shape of the curve is
preserved under time warping. For univariate functional data, phase variation expressed as time
warping functions is often confounded with shape variation as we introduce here.
In this work, we distinguish between phase (hi) and shape variation (Xi), and explicitly
model the shape variation in the spirit of functional data analysis, based on its geometric curve
representation.
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2.2 Frenet-Serret equation
The arclength parametrization of the curve x(t) = X(s(t)) implies that x˙(t) = s˙(t)X ′(s(t)),
meaning that the tangent vector T (s) , X ′(s) is unit length for all s in [0, L]. The curvature
can be defined as s 7→ κ(s) = ‖T ′(s)‖, and if κ > 0, a moving frame is defined with the
addition of Normal vector N(s) = 1κ(s)T
′(s), and the bi-normal vector B(s) = T (s) × N(s) to
the tangent vector T . The torsion s 7→ τ(s) is the function that satisfies B′(s) = −τ(s)N(s) for
all s in [0, L]. The curvature and torsion are geometric invariant of the curve, independent of
the parametrization of a curve X. They are also invariant under the action of rigid (Euclidean)
motions. These functional parameters can be directly defined with extrinsic formulas as
κ(s(t)) =
‖x˙(t)× x¨(t)‖2
‖x˙(t)‖32
, τ(s(t)) =
〈x˙(t)× x¨(t), ...x (t)〉
‖x˙(t)‖32
. (1)
Although the formulas are useful for computing curvature and torsion in practice, the geometrical
interpretation of these parameters is somewhat hidden in these expressions. Indeed, the vectors
s 7→ T (s), N(s), B(s) are tightly related through Frenet-Serret ODE T
′(s) = κ(s)N(s)
N ′(s) = −κ(s)T (s) + τ(s)B(s)
B′(s) = −τ(s)N(s)
(2)
with an initial condition T (0), N(0), B(0). In other words, the moving frame defines a curve
s 7→ Q(s) = [T (s)|N(s)|B(s)] in the group of special orthogonal matrices SO(3). As SO(3) is a
Lie group with a manifold structure, the Frenet-Serret ODE can be seen as an ODE defined in
the Lie group with
Q˙(s) = Q(s)A(s) (3)
where
A(s) =
 0 −κ(s) 0κ(s) 0 −τ(s)
0 τ(s) 0
 . (4)
We shall denote by θ the functional parameters (κ, τ) with the set of admissible parameters by
H = {θ = (κ, τ), κ > 0, κ, τ ∈ C2}, and by Aθ the corresponding skew-symmetric matrix.
For regular curves in Rp for p > 3, the same moving frame in SO(p) can be defined, in terms of
a skew-symmetric matrix similar to (4), and the so-called generalized curvatures κ1, κ2, . . . , κp−1
(Ku¨hnel, 2015).
2.3 Effect of scaling
For invariance with respect to scaling, we define the equation with the scaled curves to the
unit length. Rescaling does change the geometry only through a scaling factor, i.e the matrix
s 7→ A(s) in the ODE (3) is also renormalized and the rescaled curves 1LX(s) have new curvilinear
arclength s˜ = s/L and the rescaled Frenet paths are Q˜(s˜) = Q(s˜L). The rescaled Frenet-Serret
ODE, defined on [0, 1] is Q˜
′
(s˜) = Q˜(s˜)A˜(s˜) with A˜(s˜) = LA(s˜L), implying that rescaling a curve
by 1/L, multiplies its curvature and torsion by L.
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2.4 Frenet equation and its equivalent class
We call the solutions s 7→ Q(s) of the Frenet-Serret equations the Frenet paths, and the set of
Frenet paths is denoted by
F =
{
s 7→ Qθ(s)|Q′(s) = Q(s)Aθ(s), s ∈ [0, 1] , Q(0) ∈ SO(3), θ ∈ H
}
.
Among the set of all Frenet paths, we pay a particular attention to the subset of Frenet paths
with initial condition equal to the identity matrix Ip, F0 = {Q ∈ F|Q(0) = I3 ∈ SO(3)}. In
short, we deal with the set of arclength-parametrized regular curves of length 1, denoted by C1.
As any regular curve X can be recovered by integrating its tangent X˙(s) = Tθ(s), we have
C1 =
{
s 7→ X(s) = X0 +Q0
∫ s
0
Tθ(u)du |Qθ ∈ F0, X0 ∈ R3, Q0 ∈ SO(3)
}
(5)
indexed by the parameters (X0, Q0, θ). This parametrization is known to be one-to-one: for any
curve X1 and X2 having the same curvature θ, there exists a vector a and a rotation R ∈ SO(p)
such that X1 = a + RX2. If the Frenet path for X2 has an initial condition equal to I3, the
rotation matrix R is exactly the initial condition of the Frenet path associated with X1. For this
reason, the space F0 can be naturally considered as the shape space. The functions s 7→ θ(s) or
s 7→ Qθ(s) represent the geometrical content of any regular curve X.
3 Functional Data Analysis and Statistical Shape Analysis
Let us consider N curves in R3 defined as functions S = {x1, . . . , xN} from [0, T ] to R3. As
seen in section 2.4, we can identify the shapes with the Frenet paths Q = {Q1, . . . , QN}, or
equivalently with the curvatures θ = {θ1, . . . , θN}. Hence, our idea is to define a mean shape
for the population of curves S, through a reference pattern for curves in C1, independently of
the variations in translations, rotations and scalings. Our parametrization (5) shows that the
quotient space of arclength parametrized curves (under the group action of Euclidean motions)
is exactly the space of Frenet paths. Our aim is then to derive a reference parameter θ¯ (and
reference Frenet path Q¯) for S.
In order to define a mean shape based on the Frenet-Serret representation, we first study
the characteristic features of Frenet Paths. We introduce some important concepts in view of
statistical shape analysis that provide the basis of our formulation. In particular, we provide a
link between the skew-symmetric matrix s 7→ Aθ(s) (or the curvature θ) and the Frenet path
s 7→ Q(s) defined by the corresponding Frenet-Serret ODE.
3.1 Differential equations on Lie Groups
It is convenient to consider the Frenet-Serret ODE as an Ordinary Differential Equations on the
Lie group SO(p). Ensuring the orthogonality constraint requires a special treatment in develop-
ing a numerical algorithm to solve an ODE and also in tackling a parameter estimation problem
in ODE, as numerical errors can accumulate and induce an uncontrolled bias. The extension of
the theory of ODEs from Euclidean space to Lie groups or manifolds is well developed (Hairer
et al., 2006). In particular, the rotation group SO(p) is a Lie Group that is also a differentiable
manifold, with many remarkable properties that are essential in tackling the numerical problems
(Absil et al., 2010).
Typically, SO(p) is considered as a submanifold of the Euclidean space Rp×p, with the usual
inner product 〈M,M ′〉 = Tr (M>M ′) (and the associated Frobenius norm). The Tangent Space
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at point M to SO(p) is the vector space
TMSO(p) =
{
MU |U> = −U} ,
usually identified with the set of skew-symmetric matrices. In particular, the Tangent Space at
the identity Ip is called the Lie algebra of the Lie group, denoted by so(p). An ODE is then
defined as a function F : SO(p) −→ TMSO(p), such that Y˙ (t) = F (t, Y (t)). In the case of the
Frenet-Serret equation, the vector field is time-varying but relatively simple.
A fundamental tool for the analysis of ODE and flows on Lie groups is the Exponential
map, ExpM , at point M , which relates the tangent space to the manifold. The Exponential
map ExpM : TMSO(p) −→ SO(p) is such that ExpM (U) = γ(1;M,U), where γ is the unique
geodesic s 7→ γ(s,M,U) such that γ(0;M,U) = M and γ˙(0;M,U) = U . Conversely, if we have a
given root M and a target point N , the logarithmic map returns a tangent vector at M , pointing
toward N , of length dist(M,N). Hence, the logarithmic map LogM : SO(p) −→ TMSO(p) at
M is LogM (N) = V such that ExpM (V ) = N and ‖LogM (N)‖ = dist(M,N).
Interestingly, if we consider a matrix Lie group, the exponential and logarithmic maps can
be expressed simply with the classical matrix exponential exp(A) =
∑
k≥0
Ak
k! and matrix loga-
rithm, see Higham (2008). Indeed, we have ExpM (U) = M exp(U) and LogM (N) = log(M
>N).
As a consequence, the geodesic distance dist(M,N) = ‖ log(M>N)‖F has a closed form expres-
sion that is amenable to computation. Numerous efficient algorithms exist for computing the
exponential of a matrix; the case of p = 3 is remarkable, as in that case the exponential and
logarithm have a closed-form expression given by the so-called Rodrigues formula. We will use
in our applications these formulas to derive our fast algorithms.
A fruitful approach to solving a differential equation Y˙ = A(t)Y with Y (0) = Y0 in a Lie
group is to look for a solution of the form Y (t) = Y0 exp (Ω(t)). This implies that the function
t 7→ Ω(t) is defined in so(p), and is itself a solution of the dexpinv differential equation (chapter
IV.7 in Hairer et al. (2006), Iserles et al. (2000)). Consequently, the function admits the so-called
Magnus expansion
Ω(t) =
∫ t
0
A(s)ds− 1
2
∫ t
0
[∫ τ
0
A(s)ds,A(τ)
]
dτ +
1
4
∫ t
0
[∫ τ
0
[∫ σ
0
A(µ)dµ,A(σ)
]
dσ,A(τ)
]
dτ + . . . , (6)
which can be used to derive efficient integration methods. Utilizing the Magnus expansion, we
obtain an exponential form for the flow of the ODE (3). The flow φθ is the function such that
for all s in [0, 1], t 7→ φθ (t, s,M) is the solution of the Frenet-Serret ODE satisfying Q(s) = M .
For all t, s in [0, 1] and θ in H, we define the matrix-valued (in so(p)) function Ω (t, s; θ) such
that the flow can be written as
φθ : (t, s,Q) 7→ Q exp (Ω(t, s; θ)) (7)
The essential property of the flow is the group property, i.e for all s, u, t ∈ [0, 1] and Q ∈ SO(p),
φθ (t, s,Q) = φθ (t− u, u, φθ (u− s, s,Q)).
Although the expression of Ω is intractable in general, we can derive a consistent approxi-
mations to the flow by truncating the Magnus expansion, see chapter IV in Hairer et al. (2006).
In particular, we use an approximation of order 2, obtained by using a simple quadrature
rule with the midpoint and truncating after the first term: Qs+h = Qs exp
(
hAθ
(
s+ h2
))
, i.e.
φθ(h, s,Qs)−Qs+h = O(h2). The corresponding approximate flow φ˜θ (h, s,Q) = QNh(s, θ) can
be seen as an Euler-Lie method that possesses several interesting features: it respects the SO(p)
constraint, has an explicit and pointwise dependence in θ, and the approximation is uniform on
SO(p).
In the computation and in the analysis of approximation error of our algorithms, we will use
repeatedly the commutator [A,B] between A and B in the Lie algebra so(p) defined as [A,B] =
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AB − BA. More generally, the commutator between two vector fields measures and computes
the degree of non-commutativity between two vector fields. In the case of matrix Lie groups,
it boils down to the classical matrix commutator [A,B], often denoted by adA(B) (derivative
of the adjoint representation). The commutator arises in the Baker-Campbell-Hausdorff (BCH)
formula, which is central in the theoretical and computational analysis of functions on Lie Groups
as
exp(tA) exp(tB) = exp
(
tA+ tB +
1
2
t2 [A,B] +O(t2)
)
(8)
for t small enough.
3.2 Mean shape and mean vector field
As seen in section 2.4, we identify the shapes with the Frenet paths Q = {Q1, . . . , QN}, or equiv-
alently with the curvatures θ = {θ1, . . . , θN}. Furthermore, we have shown that the geometrical
features θi define a vector field, and that the observable features such as tangent, normal or
binormal vectors are in fact the corresponding flows. These observations lead us to considering
the mean shape as the mean of the vector fields Q 7→ QAθi(s) with flows φθi defined by (7). We
define then the mean vector field (or mean shape) as the vector field defined on SO(3) such that
the solution paths are close to the individual Frenet paths Qi, i = 1, . . . , N . In other words, the
mean vector field corresponds to the flow that provides a best approximation to all the individual
flows.
A noticeable feature of our formulation is that we do not use the infinitesimal characterization
of the differential equation based on the derivative. We use instead the group property of the
flow that can be interpreted as a self-prediction property : if s 7→ Q(s) is a solution to equation
(3), then for all t, s ∈ [0, 1] such that |t− s| ≤ 1, we have
Q(t) = φθ (t− s, s,Q(s)) . (9)
Otherwise, the curve s 7→ Q(s) is a solution to Q′ = QAθ if and only if∫ 1
0
∫ 1
0
d (Q(t), φθ (t− s, s,Q(s))) dsdt = 0,
where d(·, ·) is a distance defined on SO(p). In the case of multiple solutions Q1, . . . , QN ,
the mean flow Q 7→ Q exp (Ω(t− s, s; θ)) should minimize the self-prediction errors for all the
trajectories simultaneously. In this work, the prediction error is measured with the geodesic
distance in SO(3).
For statistical estimation, we first introduce the penalized criterion I˘h,λ(θ;Q) defined as
1
N
N∑
i=1
∫ 1
0
∫ 1
0
Kh(t− s)‖ log
(
Qi(t)
>Qi(s) exp (Ω(t− s, s; θ))
)
‖2F dsdt+ λ
∫ 1
0
‖θ′′ (t)‖2dt (10)
where K(·) is a kernel function with compact support, e.g. K(u) = 34 (1 − u)21[−1,1](u). As
usual, we denote the scaled kernel by Kh(u) = (1/h)K(u/h), and the absolute moments of K are
denoted by µm(K) =
∫ 1
−1 |x|mK(x)dx. The kernel K(·) and the bandwidth h define a prediction
horizon for the flow. For a fixed h and λ, we can define the mean vector field (or curvature) as
the parameter θ that minimizes the global prediction error I˘h,λ(θ;Q). In the next proposition,
we show that the mean vector field θ˘h,λ exists under general conditions.
Proposition 1. Let Q1, . . . , QN be Frenet paths with curvatures θ, such that for all i = 1, . . . , N ,
‖θi‖∞ ≤ C. There exists θ˘h,λ in H such that
θ˘h,λ ∈ arg min
θ∈H
I˘h,λ(θ) .
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Proposition 1 shows that the mean vector field exists for any h and λ in great generality,
as long as the sample is bounded in L2. We can also define the mean Frenet Path Q˘h,λ(t) =
exp
(
Ω(t, 0, θ˘h,λ)
)
and the corresponding mean shape X˘ obtained by integrating the gradient.
However, it is rather difficult to compute the corresponding mean or to analyze it. For this
reason, we introduce an approximation, Ih,λ(θ), to the criterion I˘h,λ and θ˘h,λ valid for small h
defined as
1
N
N∑
i=1
∫ 1
0
∫ 1
0
Kh(t− s)‖ log
(
exp
(
−(t− s)Aθi
(
s+ t
2
))
exp
(
(t− s)Aθ
(
s+ t
2
)))
‖2F dsdt
+λ
∫ 1
0
‖θ′′ (t)‖2dt (11)
Proposition 2. Let Q1, . . . , QN be Frenet paths with parameters θi, i = 1, . . . , N in H, satisfying
‖θi‖22 ≤ pi2 . Then, there exists B > 0, such that for all ‖θ‖2 ≤ B,
I˘h,λ(θ)− Ih,λ(θ) = O(h3).
This shows that, at first approximation, our approach is tractable and can be easily under-
stood in terms of the geometry the curves.
4 Statistical Estimation
In practice, the Frenet paths are rarely directly observed and they usually have to be estimated
from the available data. Typically, we observe N multidimensional trajectories x1, . . . , xN , and
the Frenet frames can be computed by Gram-Schmidt orthonormalization of the time derivatives
x
(k)
i , k = 1, 2, . . . , p. Although this approach is easy to implement in any dimension, some
care needs to be taken as the derivatives are estimated from discretely observed trajectories
xi(tij), i = 1, . . . , N, j = 1, . . . , ni, which might have been corrupted by noise. We propose a
simple statistical model for accounting for random errors in the Frenet frames due to computation
and measurement errors. Within this statistical setting, we propose a statistical methodology
for obtaining estimates of the individual shapes θi and of the mean shape θ˘h,λ. For this, we
develop a nonparametric statistical model in the Lie group SO(3) that will help us to analyze
the variations of the geometry of the trajectories Xi.
4.1 A simple model for noisy and discrete observations
We consider a population of Frenet paths Q1, . . . , QN in F , with curvature parameter θi in H
and initial condition Q0i . Contrary to the situation described in section 3, we do not consider
that the initial condition is known or that it is the same for all the paths. Our objective is to
retrieve and identify from noisy observations the two sources of variations in that population:
the unknown initial conditions Q0 =
{
Q0i ∈ SO(3), i = 1, . . . , N
}
, the functional parameters
θ = {θi ∈ H}, and also the mean shape θ˘h,λ as defined in proposition 1.
We assume that we have discrete and noisy observations Uij of the Frenet paths Qi at nij
positions sij , j = 1, . . . , ni such that 0 = si1 < si2 · · · < sini = 1, i.e for i = 1 . . . , N , we have
Uij = Qi(sij) exp (Wij) (12)
where Wij are random matrices in so(p) (i.e exp(Wij) is a random rotation). For simplicity,
we assume that for all i, j, the matrices Wij are independent and identically distributed, such
that E [Wij ] = 0 and E [exp (Wij)] = Ip, such that E
[‖Wij‖2F ] = σ2W < ∞. We assume
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that the density of the noise is unknown but fixed. The standard distributions on SO(3) satisfy
these assumptions, such as the Fisher-Langevin matrix distribution F(M,α), which possesses the
density f(U ;D,α) =
{
0F1(
p
2 ;
α2
4 )
}−1
exp
(
αTr
(
D>U
))
with respect to the uniform distribution
on SO(3) (Mardia and Jupp, 1999). The parameter D in SO(3) is the mean direction and α is the
concentration parameter. Other distributions, with densities f(·) defined with spectral functions,
satisfy these properties, see e.g. Boumal et al. (2014). If we consider the Fisher-Langevin
distribution, a common approach to parameter inference is to maximize the log-likelihood of the
sample U = {Uij}i,j=1,...,n,N defined by
L (U ;θ,Q0) = − log(0F1(p
2
;
α2
4
)
)
+ Tr
 1
niN
N,ni∑
i,j=1
Qi(sij)
>Uij
 .
The Maximum Likelihood Estimator (MLE) of the paths is defined as the solution of the con-
strained optimization problem
minθ,Q0
∑N
i=1
∑ni
j=1 ‖Uij −Qi(sij)‖2F
s.t.Q
′
i(s) = Qi(s)Aθi(s) ; Qi(0) = Q
0
i
(13)
Our statistical problem can be seen as the parameter estimation of an Ordinary Differential
Equation from noisy data, with time-varying parameters (i.e a semiparametric estimation prob-
lem). It is well-known that parameter estimation in ODEs can be ill-posed, and that the classical
approach (e.g., MLE, least-squares etc.) can lead to unstable and unreliable results. Satisfac-
tory estimators based on the relaxation of the ODE constraint have been developed by mixing
nonparametric estimation and numerical analysis techniques, see Ramsay et al. (2007); Ding and
Wu (2014). In particular, the observations Uij are smoothed by integrating a constraint on the
derivatives: the parameter estimation is achieved by simultaneously estimating the solution path
and the parameters through an iterative scheme.
We follow a similar line, and we build on the analysis developed in section 3.2 by replacing
the Frenet paths Qi by a nonparametric proxy. This approach permits us to take into account
two specific constraints arising in our estimation problem: the SO(3) manifold constraint, and
the estimation of a functional parameter θ. Moreover, our approach is appropriate for estimating
θi and Qi in the case of a single curve, as for estimating the mean shape θ˘h,λ of a population.
4.2 Statistical Criterion
The parameter estimation problem can be cast into a prediction problem by building on the
criteria (10) and the definition of the mean vector field. A first step in the parameter estimation
problem is to recover the Frenet path Qi from the noisy observations Uij , j = 1, . . . , ni. Instead
of using a Frenet path, we look for a path t 7→ Mi(t) that is close to the data and that approx-
imately satisfies the self-prediction property (9): for all j, and for all t in [0, 1], we should have
approximately φθi (t− sij , sij , Uij) ≈ Qi(t). Hence, if we combine all the predictions by averag-
ing 1ni
∑ni
j=1 φθi (t− sij , sij , Uij), we should reduce the prediction error due to the propagation
of the noise by the flow φθi (we suppose here the the flow φθi is exactly known). Obviously, the
arithmetic average is not adapted, as it is implicitly based on Euclidean assumptions. Instead,
we use a Karcher mean for defining the best prediction at time t:
Mi(t) = arg min
M∈SO(3)
1
ni
ni∑
j=1
Kh(t− sij)‖ log
(
M>φθ (t− sij , sij , Uij)
) ‖2F (14)
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where the kernel Kh accounts for the increasing uncertainty for distant points. This approach
is close to the local polynomial smoothing, and it is in the same vein as the adaptation of
smoothing to manifolds and other exotic spaces (where usual least squares estimates are replaced
by Fre´chet or Karcher means, see Bhattacharya and Patrangenaru (2014); Jakubiak et al. (2006);
Samir et al. (2012)). The computation of the Karcher mean in SO(3) such as defined in (14)
is a classical problem. In the case of the Frobenius distance, the Karcher mean is simply the
polar decomposition of the arithmetic sample mean of the rotation matrices. In the case of the
geodesic distance, we do not benefit from a closed-form expression; moreover, the first question
to address is the existence and the uniqueness of the Karcher mean in SO(3), as the Karcher
mean is in general not unique. Nevertheless, in the case of SO(3), we can guarantee the existence
and uniqueness of the Karcher mean, and we can also provide a simple and efficient gradient
algorithm for computing it.
Proposition 3. Let V1, . . . , VN observations in SO(3), with positive weights ωj, such that they
are all in a ball of radius 12 min
(
inj(SO(3)), pi√
k
)
, where inj(SO(3)) is the injectivity radius and
k is the sectional curvature of SO(3) then there exists a unique Karcher mean defined as
V¯ = arg min
M∈SO(3)
1
2
n∑
j=1
ωj‖ log
(
M>Vj
) ‖2F (15)
The gradient of F (M) = 12
∑n
j=1 ωj‖ log
(
V >j M
) ‖2F is
gradF (M) =
n∑
j=1
ωj log
(
M>Vj
)
and the sequence defined for k ≥ 1, Vk+1 = Vk exp (−gradF (Vk)) converges to V¯ for any initial
guess V0.
Proof. See Le (2004); Rentmeesters and Absil (2011).
Thanks to proposition 3, we can define the simple kernel smoother for t in [0, 1]
M˜i(t) = arg min
M∈SO(p)
ni∑
j=1
Kh(t− sij)‖ log
(
M>Uij
) ‖2F (16)
that can estimate each path Qi. More generally we can use a model-based smoother Mˆi(t; θ) by
solving (14) for every t and a given parameter candidate θ.
The smoothing (14) however relies on a candidate parameter θ that might be inappropriate.
For this reason, we propose to simultaneously estimate the approximate Frenet paths M =
{M1, . . . ,MN} and the mean parameter θ by minimizing
J˘h,λ (θ,M ;U) =
N∑
i=1
1
ni
ni∑
j=1
∫ 1
0
Kh(t− sij)‖ log
(
Mi(t)
>φθ (t− sij , sij , Uij)
)
‖2F dt+ λ
∫ 1
0
‖θ′′ (t)‖2dt (17)
The paths Mi are smooth functions from [0, 1] to SO(p), and that function space is denoted by
SSO(p). We have seen in the previous section that we can avoid the use of the exact flow defined
with Ω(t− s, s; θ), by replacing it with a first order approximation to the Magnus expansion:
Jh,λ (θ,M ;U) =
N∑
i=1
1
ni
ni∑
j=1
∫ 1
0
Kh(t− sij)‖ log
(
Mi(t)
>Uij exp
(
(t− sij)Aθ
(
t+ sij
2
)))
‖2Fdt
+λ
∫ 1
0
‖θ′′ (t)‖2dt (18)
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A natural estimator can be defined as the solution to the optimization problem as
arg min
θ,M
Jh,λ (θ,M ;U) .
In order to gain some insight into this criterion, we give an approximation of the criterion
Jh,λ(θ,M ;Q) for small h.
Proposition 4 (Approximation of the criteria). Let Q = Q1, . . . , QN be Frenet paths associated
with θ1, . . . , θN . For any functions M1, . . . ,MN in SSO(3), θ in H, and small h, we have the
approximation Jh,λ(θ,M ;Q) = Jh,λ(θ,M ;Q) +O(h3 + 1n2 ) where Jh,λ(θ,M ;Q) is given by
N∑
i=1
∫∫
[0,1]2
Kh(t− s)‖ri(t)‖2F dtds+ µ2(K)h2
∫ 1
0
‖ (Aθ −Aθi) (t) + [ri(t), Aθ (t)] ‖2F dt
+h2µ2(K)
〈
ri(1),
(
Aθ −Aθi
)
(1) + [ri(1), Aθ (1)]
〉
+
〈
ri(0),
(
Aθ −Aθi
)
(0) + [ri(0), Aθ (0)]
〉
2
+λ
∫ 1
0
‖θ′′‖2dt
and ri(t) , log
(
Mi(t)
>Qi(t)
)
is the discrepancy between Qi and Mi.
If the true paths Qi are replaced by noisy observations Uij , then the next proposition shows
that the criterion Jh,λ(θ,M ;U) converges in probability as n tends to infinity towards a per-
turbed function Jh,λ(θ,M ;Q) that still can discriminate the true path and the true parameter
(when h is small). Convergence of the empirical criterion Jh,λ(θ,M ;U) is stated below.
Proposition 5 (Convergence of the empirical criterion Jh,λ(θ,M ;U)). Let U be random obser-
vations coming from 12, and θ1, . . . , θN candidate parameters in H. We assume that E‖Wij‖2F =
ρ2,W <∞ and E‖Wij‖4F = ρ4,W <∞. For any functions M1, . . . ,MN in SSO(3), and small h,
we have
Jh,λ(θ,M ;U) = Jh,λ(θ,M ;Q) + ρ2,W + µ2(K)h2
∫ 1
0
E (Z2(s)) ds+Op(h
3)
where Z2(s) = ‖ [W,Aθ(s)] ‖2F .
The propositions show that the stochastic criterion is close to the function Jh,λ(θ,M ;Q) that
corresponds to a weighted distance between Mi(t) and Qi(t), plus a distance between θ and θ¯,
with an additional penalty term related to ‖θ‖2L2 . Nevertheless, the simultaneous optimization
in (θ,M) is rather difficult, and we propose an alternating optimization scheme described below.
4.3 Estimation algorithm
For a given parameter θ, the path M is estimated by solving
M̂h,λ(·; θ) = arg min
M∈SSO(p)
Jh,λ (θ,M ;U) (19)
The estimation of θ from a given path M is done by solving
θ̂h,λ (·;M) = arg min
θ
Jh,λ (θ,M ;U) (20)
We need to solve the nonparametric estimation problem (20), but in practice, we discretize the
integral on a grid 0 = ti1 < ti2 < · · · < tiQi = 1 and we solve
min
θ∈H
N∑
i=1
1
ni
ni,Qi∑
j,q=1
Kh(tiq − sij)‖ log
(
Mi(tiq)
>Uij exp
(
(tiq − sij)Aθ
(
tiq + sij
2
)))
‖2F + λ‖θ
′′‖2
L2
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The presence of the exponential makes the optimization difficult, and we use an additional
approximation that provides a simple algorithm and simplifies the analysis of our estimator.
We define the skew-symmetric matrix R˜ijq = − 1tiq−sij log
(
Mi(tiq)
>Uij
)
. The BCH formula in
(8) furnishes a first order approximation, and we introduce a new approximate criterion, with
uijq = tiq − sij , vijq = tiq+sij2
J˜h,λ (θ,M ;U) =
N,ni,Qi∑
i,j,q=1
1
niQi
Kh(uijq)u
2
ijq‖Aθ(vijq)− R˜ijq‖2F + λ
∫ 1
0
‖θ′′‖2dt
In the particular case p = 3, if we define
R˜ijq =
 0 −r1ijq −r3ijqr1ijq 0 −r2ijq
r3ijq r
2
ijq 0

the Frobenius norm can be rearranged with weights ωijq =
2
niQi
Kh(uijq)u
2
ijq
J˜h,λ (θ,M ;U) =
N,ni,Qi∑
i,j,q=1
ωijq
(
κ(vijq)− r1ijq
)2
+
N,ni,Qi∑
i,j,q=1
ωijq
(
τ(vijq)− r2ijq
)2
+ λ
∫ 1
0
‖θ′′‖2dt (21)
The optimization problem
θ˜h,λ (·,M) = min
θ∈H
J˜h,λ (θ,M ;U)
gives rise to the computation of 2 independent smoothing splines (with splines of third order),
defined at the knots vijq, with the pseudo-observations r
1
ijq, r
2
ijq. The only difference with respect
to the classical smoothing splines is the presence of the weights ωijq.
Finally, the successive approximations invites us to propose the following estimation algorithm
for the Frenet Paths and the mean shape θ, which can be seen as a first order minimization of
the criterion Jh,λ (θ,M ;U).
Estimation Algorithm Let us start with a given initial value Mˆ (0) (close to the real paths
M) and solve
θ˜(0)
(
·;Mˆ (0)
)
= arg min
θ
J˜h,λ
(
θ,Mˆ (0);U
)
.
For a fixed h and λ and ` ≥ 1, repeat steps 1, 2, 3 until convergence:
1. For all t in [0, 1] and i = 1, . . . , N , compute the Karcher mean defined by
M̂i
(`+1)
(t) = arg min
M∈SO(p)
ni∑
j=1
Kh(t− sij)‖ log
(
M>Uij exp
(
(t− sij)Aθ˜(`)
(
t+ sij
2
)))
‖2F (22)
2. Compute the current “empirical Ω”: R˜
(`+1)
ijq = − 1tiq−sij log
(
M̂i
(`+1)
(tiq)
>Uij
)
.
3. For all k = 1, . . . , p− 1, compute the smoothing splines
θ˜
(`+1)
k = arg min
θ∈H
N,ni,Qi∑
i,j,q=1
ωijq
(
θ(vijq)− rk,(`+1)ijq
)2
+ λ
∫ 1
0
‖θ′′‖2dt
and θ̂(`+1) =
(
θ˜
(`+1)
1 , . . . , θ˜
(`+1)
p−1
)>
.
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The outputs of the algorithm are our estimators of the curvatures and Frenet Paths and are
denoted by
(
θˆh,λ,Mˆh,λ
)
.
Remark 1. Our prediction error depends on h, λ = (λ1, λ2). If h is too big, we integrate along
the whole interval and the errors accumulate, and it is better to restrict to smaller interval. We
consider the prediction of a small percentage (10%, h ≈ 0.1) of the individuals, when the total
length of a curve is 1. In our numerical studies we have performed 10-fold cross validation by
minimizing
K∑
k=1
∑
(i,j)∈Tk
∥∥∥log (U>ij Mˆ−(k)i (sij ;h, λ))∥∥∥2
F
where Tk is the kth index set based on K = 10 random partition of the observations {Uij},
i = 1, . . . , N, j = 1, . . . , ni and Mˆ
−(k)
i (sij ;h, λ) are the Frenet paths estimated without the kth
partition dataset, using hyperparameters h, λ.
5 Numerical studies
We conduct limited simulation studies to assess performance of the proposed methods, focusing
on understanding the effect of pre-processing in the case of indirectly observed Frenet paths and
the effect of tuning parameters with respect to the sample size.
Our reference shape is defined by{
κ¯(s) = exp(ζ sin(s))
τ¯(s) = ηs− 0.5 , ζ = 1, η = 0.2 .
and we set s ∈ [0, 5]. We consider the estimation problem for both a single curve and multiple
curves with directly observed Frenet paths and indirectly observed Frenet paths from Euclidean
curves under this reference model. Finally, we add a case of the Euclidean curves with unknown
parameter model. All simulation models are repeated for 100 times. We have not run an
exhaustive search for the best hyperparameters but run standard 10 fold cross validation in a
small selected parameter set for each case to reduce computational cost by
5.1 Observations are a single noisy Frenet Path
Given θ = (κ¯, τ¯), the observation model is defined as
Uj = Q(sj)Mj , j = 1, . . . , n ,
where Q is the solution to Q˙ = AθQ and Q(0) = Q
0 with Q0 ∼ F(I3, α) and random rotations
Mj ∼ F(I3, α), Fisher-Langevin distribution with mean identity and concentration α. We assume
that Q(0) is also unknown.
We consider different sample sizes n = 100, 200 and noise levels α = 5, 10. We select the
hyperparameters in h ∈ {0.3, 0.5, 0.7} and λ1, λ2 ∈
{
10k| k = 1, 0,−1,−2} by cross validation.
For evaluating the quality of the Lie smoother, we compare the distance between the noisy data
and the true Frenet path (∆O) and the distance between the true and the smoothed Frenet path
(∆FS) :
∆O =
1
n
n∑
i=1
d (Uj , Q(sj)) , ∆FS =
1
n
n∑
i=1
d
(
QˆFS(sj), Q(sj)
)
.
We also compute the L2 distance between the curvature and torsion estimates κˆFS , τˆFS and the
true parameters. The results are summarized in Table 1.
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Table 1: Estimation error from a single noisy Frenet path.
n α ∆O ∆FS ‖κˆFS − κ¯‖2L2 ‖τˆFS − τ¯‖2L2
100 5 0.74 (0.03) 0.18 (0.03) 0.32 (0.26) 0.15 (0.22)
100 10 0.51 (0.02) 0.13 (0.02) 0.18 (0.23) 0.06 (0.09)
200 5 0.74 (0.03) 0.13 (0.02) 0.19 (0.16) 0.09 (0.14)
200 10 0.51 (0.02) 0.09 (0.02) 0.12 (0.12) 0.04 (0.08)
Table 2: Estimation error from a single noisy Euclidean curve. Outliers are removed in extrinsic
estimates.
n σ ∆GS ∆FS ‖κˆExt − κ¯‖2L2 ‖κˆFS − κ¯‖2L2 ‖τˆExt − τ¯‖2L2 ‖τˆFS − τ¯‖2L2
100 0.02 0.4 (0.09) 0.2 (0.07) 8.3 (8.9) 0.15 (0.08) 145.7 (274) 3.52 (4.3)
200 0.02 0.3 (0.08) 0.17 (0.06) 7 (10) 0.12 (0.06) 145 (297) 3.48 (4.4)
100 0.05 0.7 (0.11) 0.37 (0.14) 20.6 (12.8) 0.43 (0.3) 4605 (2082) 7 (7.7)
200 0.05 0.54 (0.1) 0.29 (0.1) 13.2 (11.3) 0.36 (0.23) 267 (7.2) 7.2 (7.5)
5.2 Observations are a single noisy Euclidean Curve
We observe noisy observations yj ∈ R3 where
yj = X(sj) + σj , j = 1, . . . , n . (23)
Here s 7→ X(s) has a Frenet path Q(s) solution of the ODE Q′(s) = Aθ(s)Q(s). We consider
sample sizes n = 100, 200 and σ = 0.05 or σ = 0.02. An added difficulty with this setting
is related to defining a preliminary estimate of the Frenet path. As a preprocessing step, we
nonparametrically estimate the higher-order derivatives of X, X(k), k = 1, 2, 3 from the noisy
observations y1, . . . , yn. These derivatives can be very noisy and are used for computing raw
estimates Qˆ(sj), j = 1, . . . , n. We consider two methods for deriving these estimates:
QˆGS(s) obtained by Gram-Schmidt orthonormalization of the frame
[
X(1)|X(2)|X(3)]. The
derivatives are estimated by a standard local polynomial of order 4. With the same deriva-
tive estimates, we can compute the estimators of the curvature κˆExt and torsion τˆExt using
the extrinsic formulas.
QˆLP (s) obtained by constrained nonparametric smoothing of X. Instead of the standard local
polynomial, we use a local expansion that uses the orthogonal vectors T,N,B:
X(s+ h) = X(s) +
(
h− h
3κ2(s)
6
)
T (s) +
(
h2κ(0)
2
+
h3κ′(s)
6
)
N(s) +
h3κ(s)τ(s)
6
B(s) + o(s3)
The latter is used to construct our estimator QˆFS as well as κˆFS and τˆFS . For comparison,
we also compute the corresponding extrinsic estimators κˆExt and τˆExt. The hyperparameters
are selected from h ∈ {0.3, 0.5}, λ1 ∈
{
10k|k = 0,−1,−2,−3} and λ2 ∈ {10k|k = 2, 1, 0,−1}
by cross validation. The results are summarized in Table 2. The comparison of QˆFS with QˆGS
shows that our procedure with Frenet-Serret equation really smooths the Qi’s and gives a stable
estimate of curvature and torsion.
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Table 3: Estimation error from a population of noisy Frenet paths.
‖κˆind − κ¯‖2L2 ‖κˆpop − κ¯‖2L2 ‖τˆ ind − τ¯‖2L2 ‖τˆpop − τ¯‖2L2 ∆ind ∆pop
Exact 0.02 (0.01) 0.02 (0.01) 0.017 (0.014) 0.017 (0.014) 19.8 (0.9) 19.8 (0.9)
Noisy 0.14 (0.07) 0.12 (0.04) 0.016 (0.014) 0.1 (0.04) 20 (0.74) 19.9 (0.8)
5.3 Observations are a population of noisy Frenet Paths
We simulate a population of random Frenet paths s 7→ Qi(s), i = 1, . . . , N generated by random
Frenet-Serret equations with random individual shape parameter θi obtained as{
κi =
∣∣∣κ¯+ σκζ1i ∣∣∣
τi = τ¯ + στζ
2
i
(24)
where ζ
1
i , ζ
2
i i = 1, . . . , N are centered independent Gaussian processes with (unit) Mate´rn
covariance functions1 with ν = 52 and characteristic length scale ` = 1. This means that the
random functions are twice differentiable, and the functions κ¯, τ¯ are respectively the means of
the population (κi)i=1...N and (τi)i=1...N . The number of observations ni per curve is relatively
small, ni = 25. We set σκ = στ = 0.3. We consider two simulation settings:
1. Exact observations: Uij = Qi(sij) where Q˙i = AθiQi and Qi(0) = Q
0
i , with Q
0
i ∼ F(I3, α)
with α = 10.
2. Noisy observations: Uij = Qi(sij)Mij where Q˙i = AθiQi and Qi(0) = Q
0
i , with Q
0
i ∼
F(I3, α), random rotations Mij ∼ F(I3, α) (α = 10).
We compare the two estimators θˆind = 1N
∑N
i=1 θˆi, where θˆi is the estimate of the individual
curvature θi and θˆ
pop, which is obtained by solving the estimation criterion J (θ,M ;U) for the
N curves simultneously. Finally, we compute ‖θˆind−θ¯‖2L2 and ‖θˆpop−θ¯‖2L2 and the the prediction
errors
∆ind =
1
Nn
N,n∑
i,j=1
d
(
Qˆindij , Qij
)
and ∆pop =
1
Nn
N,n∑
i,j=1
d
(
Qˆpopij , Qij
)
.
The hyperparameters are selected by cross validation from h ∈ {0.4, 0.6}, λ1 ∈
{
10−6, 10−8, 10−10
}
and λ2 ∈
{
10−6, 10−8, 10−10
}
. The results for N = 25 is shown in Table 3, showing comparable
performance between the two settings.
5.4 Observations are a population of noisy Euclidean Curve
We consider that the data are noisy measurements of Xi, i = 1, . . . , N with random individual
shape parameter θi simulated as in (24).
yij = Xθi(sij) + σeij , i = 1, . . . , N, j = 1, . . . , ni .
The X curves are already arclength parametrized and the functions κ¯, τ¯ defines the mean shape
corresponding to the population of Euclidean curves Xi, i = 1, . . . , N . In this setting, our
estimator of the mean curvature targets the mean parameter. We set σκ = 0.2 and στ = 0.08
in (24) and assume ni = 50 and N = 25. The hyperparameters are selected from h ∈ {0.3, 0.5},
λ1 ∈
{
1, 10−1, 10−2, 10−3
}
, λ2 ∈
{
10, 1, 10−1, 10−2
}
by cross validation. Performance of the two
estimators θˆind = 1N
∑N
i=1 θˆi and the mean estimator θˆ
pop are compared in Table 4.
1k(s, s′) = 1
Γ(ν)2ν−1
(√
2ν
`
|s− s′|
)ν
Kν
(√
2ν
`
|s− s′|
)
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Table 4: Estimation error from a population of Euclidean curves with known curvature model.
σe ‖κˆind − κ¯‖2L2 ‖κˆpop − κ¯‖2L2 ‖τˆ ind − τ¯‖2L2 ‖τˆpop − τ¯‖2L2 ∆ind ∆pop
0 0.15 (0.01) 0.14 (0.01) 0.02 (0.03) 0.03 (0.04) 2.3 (0.22) 2.3 (0.2)
0.05 0.5 (0.05) 0.44 (0.05) 0.12 (.14) 0.17 (0.2) 2.9 (0.29) 2.95 (0.34)
Figure 2: The parametric curve with parameters ϕref , with noisy observation points, n = 50
and σ2e = 0.01.
5.5 Euclidean curves with unknown parameter model
Up to now, the simulation models were defined with a true mean parameter. Our final example
is constructed to investigate the case when the true mean parameter is implicitly defined. We
consider a parametric curve defined by x1(t) = cos(at), x2(t) = sin(bt), and x3(t) = ct, for
t ∈ [0, 5], see figure 2. We denote by ϕ = (a, b, c) the parameter. The corresponding curvature and
torsions are parametric functions that depends then on ϕ. Individual parameters are simulated
from ϕi ∼ N (ϕref , σP ) where σP > 0 is the population variability and ϕref = (1, .9, .8). The
corresponding generalised curvatures are denoted by θref and θi, i = 1, . . . , N , respectively. The
measurements are then obtained from
yij = xi(tj) + σeij , i = 1, . . . , N ; , j = 1, . . . , ni .
In the simulation, we set N = 25, with regular sampling times n = 50 and vary the noise level
by σ2P = 0.02 or σ
2
P = 0.04 and σ
2
e = 0.01 or σ
2
e = 0.04. For comparison, we identify the true
parameter θi and θref by numerical methods. In general, numerical computation of κ and τ from
discretized observations on a grid is a very unstable process and it is an ill-posed problem. We
compute the underlying parameters from discrete data.
Our methodology requires arc-length parametrized curves of the same length L, while the
curves xi, i = 1, . . . N may have different lengths Li. For each curve xi , we smooth the ob-
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Figure 3: Difference between θref (Dashed black line) and θ¯ (Solid Red Line), and the individual
curvatures θi (Dotted Lines). Curvature on the Left, Torsion on the Right.
Table 5: Estimation error from noisy Euclidean curves with unknown parameter model.
σ2P σ
2
e ‖κˆindExt − κ¯‖2L2 ‖κˆind − κ¯‖2L2 ‖κˆpop − κ¯‖2L2 ‖τˆ indExt − τ¯‖2L2 ‖τˆ ind − τ¯‖2L2 ‖τˆpop − τ¯‖2L2
0.02
0.01 0.06 (0.026) 0.14 (0.028) 0.095 (0.015) 0.37 (1.1) 0.03 (0.02) 0.046 (0.02)
0.04 2.3 (2.5) 0.13 (0.02) 0.09 (0.017) 1.5 (1.1) 0.08 (0.06) 0.1 (0.08)
0.04
0.01 0.06 (0.03) 0.12 (0.04) 0.08 (0.02) 0.32 (0.4) 0.04 (0.02) 0.04 (0.01)
0.04 3.4 (3.2) 0.1 (0.03) 0.07 (0.02) 2.6 (8.8) 0.07 (0.05) 0.1 (0.08)
servations {yij , j = 1, . . . n} with local polynomial and estimate arclength si(t) and Frenet Path
s 7→ Qi(s) with the nonparametric estimates of the derivatives as previously. As the reference
length Lref , we use the smallest length, i.e Lref , min {si(T ), i = 1, . . . N} so that we have a
family of curves Xi and Frenet Path Qi, with corresponding generalized curvature θi, defined
on [0, Lref ]. We define the population curvature as θ¯ , 1N
∑N
i=1 θi on [0, Lref ], and because of
the nonlinearity, we have θ¯ 6= θref in general, compared in Figure 3. Nevertheless, when σP is
relatively small (i.e lower than 0.05 in our case), the geometry of the curves varies but the main
features are preserved, meaning the curvatures θi varies around θref , such that θref ≈ θ¯. We
compare the mean parameter estimates θˆpop and θˆind = (1/N)
∑N
i=1 θˆi with θ¯ in Table 5. The
hyperparameters were selected from h = 0.3 and λ1, λ2 ∈
{
10−k, k = 1, . . . , 5
}
. For comparison,
we also include the empirical mean estimate θˆindExt obtained from the individual estimates θˆ
Ext
i
computed with the extrinsic formula. The results suggest that extrinsic formula may be useful
when there is a small observation noise, but it degrades fast with σ2e , more susceptible to the
errors on the boundaries. An example of corresponding estimates is shown in Figure 4 comparing
two noise levels when σ2P = 0.04. We can see the torsion is very hard to estimate with the ex-
trinsic formula, but it remains stable with our proposed method, while we use exactly the same
nonparametric estimates of the derivatives, but our approach removes oscillations and noise, and
in addition we have a joint estimation of κ and τ which makes the global shape more faithful.
5.6 Real data example
We demonstrate our methodology with a dataset from a study of human movement behaviour in
Raket et al. (2016). An experiment is designed to require each participant to move a hand-held
object to a target location while avoiding an obstacle. The trajectories of the (three-dimensional)
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Figure 5: Raw data with 10 subjects with 10 replications, overlayed with the estimates of mean
shape corresponding to parameters in Figure 7.
arm movement of each participant are recorded under various experimental conditions, with
an aim to characterize the commonality and variations. Figure 5 shows an example of raw
trajectories from one condition recorded from 10 subjects, each repeating 10 times. We pre-
process the data to create an arclength parametrized data Xi defined on [0, Li], i = 1, . . . , n and
define Zi(s) = Xi(sLi)/Li, s ∈ [0, 1] as a length-normalized curve. The noisy raw Frenet paths
(Ui) are obtained from a constrained local polynomial smoothing with order 5 and a common
bandwidth h1 = 0.2 (chosen as a mean of the individual optimal one) on the normalized domain
[0, 1]. An example is shown in Figure 6. For comparison, the mean Frenet paths corresponding
to the parameter estimates in Figure 7 are also shown.
The estimates of the mean curvatures are shown in Figure 7, under two smoothing param-
eter choices, λopt = (10
−8, 10−7) by 10-fold cross validation and λ0 = (0, 0), thus resulting in
comparable estimates. For comparison, the raw individual parameters estimated from extrinsic
formulas using the local polynomial derivative estimates with its mean (θˆExt). To mitigate the
effect of some outliers, we also show its median estimate. The corresponding mean shape is shown
in Figure 5 with an average length. We do not include the estimates from extrinsic formula in
the figure, as they were too far off. Since we do not assume the boundary conditions, there is
more bias towards the end, and we did not attempt to remove the variation due to rotation.
Nevertheless, the estimate seems a reasonable reflection of the average shape. Extending our
methodology to compare multiple groups would be an interesting direction to explore for future
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