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On classification of non-unital simple amenable C*-algebras, I
Guihua Gong and Huaxin Lin
Abstract
We present a stable uniqueness theorem for non-unital C∗-algebras. Generalized tracial
rank one is defined for stably projectionless simple C∗-algebras. Let A and B be two stably
projectionless separable simple amenable C∗-algebras with gTR(A) ≤ 1 and gTR(B) ≤ 1.
Suppose also that KK(A,D) = KK(B,D) = {0} for all C∗-algebras D. Then A ∼= B if
and only if they have the same tracial cones with scales. We also show that every separable
simple C∗-algebra A with finite nuclear dimension which satisfies the UCT with non-zero
traces must have gTR(A) ≤ 1 if K0(A) is torsion. In the next part of this research, we show
similar results without the restriction on K-theory.
1
1 Introduction
Recently some sweeping progresses have been made in the Elliott program ([13]), the program
of classification of separable amenable C∗-algebras by the Elliott invariant (a K-theoretical
set of invariant) (see [18], [48] and [14]). These are the results of decades of work by many
mathematicians (see also [18], [48] and [14] for the historical discussion there). These progresses
could be summarized briefly as the following: Two unital finite separable simple C∗-algebras A
and B with finite nuclear dimension which satisfy the UCT are isomorphic if and only if their
Elliott invariant Ell(A) and Ell(B) are isomorphic. Moreover, all weakly unperforated Elliott
invariant can be achieved by a finite separable simple C∗-algebras in UCT class with finite nuclear
dimension (In fact these can be constructed as so-called ASH-algebras–see [18]). Combining with
the previous classification of purely infinite simple C∗-algebras, results of Kirchberg and Phillips
([38] and [21]), now all unital separable simple C∗-algebras in the UCT class with finite nuclear
dimension are classified by the Elliott invariant.
This research studies the non-unital cases.
Suppose that A is a separable simple C∗-algebra. In the case that K0(A)+ 6= {0}, then
A ⊗ K has a non-zero projection, say p. Then p(A ⊗ K)p is unital. Therefore if A is in the
UCT class and has finite nuclear dimension, then p(A ⊗ K)p falls into the class of C∗-algebras
which has been classified. Therefore isomorphism theorem for these C∗-algebras is an immediate
consequence of that in [18] (see section 8.4 of [35]).
Therefore this paper considers the case thatK0(A)+ = {0}. Simple C∗-algebras withK0(A)+ =
{0} are stably projectionless in the sense that not only A has no non-zero projections butMn(A)
also has no non-zero projections for every integer n ≥ 1. In particular, the results in [18] cannot
be applied in the stably projectionless case. It is entirely new situation.
One of the central issues of the establishment of the isomorphism theorem is the uniqueness
theorem. The uniqueness theorem for unital simple C∗-algebras is based on a stable uniqueness
theorem first established in [24]. Stable uniqueness theorem was established aimed at the intro-
duction of C∗-algebras of tracial rank zero (and later for tracial rank one and the generalization
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of them). One of the main constrains of the stably uniqueness theorem is that the stabilized
maps are required to be full (see also [9]). To deal with non-unital cases, the first thing one
might do is the unitization. However, unitization would immediately lose the fullness condition
since A is always an ideal of its unitization. Therefore stable uniqueness theorem for non-unital
C∗-algebras has to be established without the usage of the known unital version. The first task
of this research is to do just that. It is also important to establish a useful one, i.e., it should be
able to be applied to the classification process, in particular, stable uniqueness theorem should
work for completely positive contractive linear maps that are only approximately multiplicative.
In section 6 and 7, we present the needed stable uniqueness theorems.
One of the other important issues of this research is to introduce an appropriate notion
of generalized tracial rank one for stably projectionless simple C∗-algebras. We use stably
projectionless 1-dimensional non-commutative finite complices as the models. In section 12, we
introduce a class of simple C∗-algebras which we will called D (and D0 for the variation). We
show that these C∗-algebras have the regularities that required for the classification purpose.
In particular, we show that these C∗-algebras have strict comparison for positive elements,
approximate divisibility as well as stable rank one. C∗-algebras with generalize tracial rank one
are defined based on the class of C∗-algebras in D.
Our goal is to give a classification for general stably projectionless simple C∗-algebras using
a modified version of Elliott invariant. This first part of the research, including the stable
uniqueness theorem and study of generalized tracial rank, serves as the foundation for the general
classification. However, since the case that C∗-algebras have trivial K-theory is relatively less
involved. The classification of the stably projectionless simple C∗-algebras with trivial K-theory
(but with arbitrary tracial cones) is also presented. It was first presented by S. Razak ([39]) that
certain stably projectionless C∗-algebras can be constructed as inductive limits of 1-dimensional
non-commutative finite complices. Razak showed that these special inductive limits can be
classified by their cone of lower semi-continuous traces. One of them (see [49] and [20]) is
called W. It is a stably projectionless simple C∗-algebra with a unique tracial state and with
K0(W ) = K1(W ) = {0}.
The main isomorphism theorem in this article is the following statement:
Theorem 1.1. Let A and B be two non-unital separable amenable simple C∗-algebras which
satisfy the UCT. Suppose that K0(A) = K0(B) = K1(A) = K1(B), gTR(A) ≤ 1 and gT (B) ≤ 1.
Then A ∼= B if and only if there is an isomorphism Γ :
(T˜ (A),ΣA)→ (T˜ (B),ΣB). (e 1.1)
Moreover, the isomorphism ψ : B → A can be chosen so that it induces Γ.
Here T˜ (A) and T˜ (B) are cones of lower semi-continuous traces and ΣA and ΣB are the scales
(see 2.3 bellow). This is first proved for C∗-algebras in D with continuous scale using tracial state
space T (A) and T (B) instead of T˜ (A) and T˜ (B) to avoid the difficulties created by those simple
C∗-algebras which have both bounded and unbounded traces as well as non-compact tracial state
spaces. One particular consequence is that W ∼= W ⊗W. In this first part of the research, at
least for the statement 1.1 above, we assume that C∗-algebras have trivial K-theory. Therefore
UCT assumption can be replaced by the assumption that KK(A,D) = KK(B,D) = {0} for all
C∗-algebras D.
One immediate question is whether Theorem 1.1 applies to all stably projectionless simple
C∗-algebras with finite nuclear dimension. By studying the so-called W -trace, we show, in
this first part of the research, that within UCT class, under the assumption that K0(A) is
torsion, a finite separable simple amenable C∗-algebra A has gTR(A) ≤ 1 if and only if it has
finite nuclear dimension (this restriction on K-theory will be removed in the later parts of this
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research). Therefore the above theorem holds when we remove the condition gTR(A) ≤ 1 and
gTR(B) ≤ 1 and replaced it by the condition that both A and B have finite nuclear dimension.
In other words, we have the following:
Theorem 1.2. Let A and B be two separable simple C∗-algebra with finite nuclear dimension
and which satisfies the UCT. Suppose that T˜ (A) 6= {0}, T˜ (B) 6= {0} and Ki(A) = Ki(B) = {0},
i = 0, 1. Then A ∼= B if and only if
(T˜ (A),ΣA) ∼= (T˜ (B),ΣB).
In particular, for any finite separable simple C∗-algebra A with finite nuclear dimension, one
has that gTR(A⊗W ) ≤ 1. Therefore we have the following corollary:
Corollary 1.3. Let A and B be two separable simple C∗-algebras with finite nuclear dimension
which satisfy the UCT. Then, in the case T˜ (A) 6= {0}, A⊗W ∼= B ⊗W if and only if
(T˜ (A),ΣA) ∼= (T˜ (B),ΣB).
In the case that T˜ (A) = {0}, then A⊗W ∼= O2 ⊗K.
This paper is the first part of a series research. Some of the results in this part will play more
prominent role in the later parts of this research. In particular, the stable uniqueness theorem
established here only has limited usage in this part. In the second part of this research, using
also some of the results established in this part, we show the following:
Theorem 1.4. Let A and B be two non-unital finite separable simple C∗-algebras with finite
nuclear dimension which satisfy the UCT. Suppose that K0(A) = kerρA and K0(B) = kerρB.
Then A ∼= B if and only if
E˜ll(A) ∼= E˜ll(B)
Here E˜ll(A) is a modified Elliott invariant for stably projectionless simple C∗-algebras. A
range theorem will also presented in the second part of this research.
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2 Notation
Definition 2.1. Let A be a C∗-algebra. Denote by P (A) the Pedersen ideal.
Denote by T˜ (A) the space of all densely defined lower semi-continuous positive traces equipped
with the weak *-topology induced by elements in P (A) as a topological convex cone. In partic-
ular, if τ ∈ T˜ (A) and b ∈ P (A)+ then τ is a finite trace on bAb.
Suppose that A = P (A). Let T (A) be those τ ∈ T˜ (A) such that they are also states of A.
These are called tracial states. In this case define T0(A) = {α · τ : τ ∈ T (A), 0 ≤ α ≤ 1}.
Suppose that A is σ-unital. In the case that P (A)+ contains a full element a of A (in
particular when A is simple), let us clarify the structure of T˜ (A). Put A1 = aAa. Then we may
identify A with a σ-unital hereditary C∗-subalgebra of A1 ⊗ K by the Brown’s theorem ([4]).
Then T0(A1) is a weak*-closed convex subset of all positive linear functionals of A1 with norm
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no more than 1. Thus T0(A1) has the usual structure of a topological convex set and it is a
Choquet simplex.
Hence T˜ (A) = {ατ : τ ∈ T0(A1) and α ∈ R+}. Therefore we view that T˜ (A) is the cone
generated by T0(A1) and equipped with the topology induced by that of T0(A1).
Let Ta = {τ ∈ T˜ (A) : τ(a) = 1}. Then T is a weak *-compact. In fact Ta is a Choquet
simplex. Moreover T˜ (A) is a topological cone with the Choquet simplex Ta as a base.
Definition 2.2. Let 1 > ε > 0. Define
fε(t) =

fε(t) = 0, if t ∈ [0, ε/2];
fε(t) =
t−ε/2
ε/2 , if t ∈ (ε/2, ε];
fε(t) = 1 if t ∈ (ε,∞).
(e 2.1)
Definition 2.3. Let A be a C∗-algebra and let a ∈ A+. Suppose that T˜ (A) 6= ∅. Define
dτ (a) = lim
ε→0
τ(fε(a))
with possible infinite value. Note that fε(a) ∈ P (A)+. Therefore τ 7→ dτ (a) is a lower semi-
continuous affine function on T˜ (A) (to [0,∞]). One also notices that
dτ (a) = lim
n→∞
τ(a1/n) for all τ ∈ T˜ (A).
Suppose that A is non-unital. Let a ∈ A+ be a strictly positive element. Define
ΣA(τ) = dτ (a) for all τ ∈ T˜ (A).
It is standard and routine to check that ΣA is independent of the choice of a. The lower semi-
continuous affine function ΣA is called the scale function of A.
Definition 2.4. Let A be a C∗-algebra and let a, b ∈ A+. We write a . b, if there exists a
sequence {xn} in A such that x∗nbxn → a in norm. If a . b and b . a, we write a ∼ b and say
that a and b are Cuntz equivalent. It is know that ∼ is an equivalence relation. Let W (A) be
the equivalence class of positive elements in Mn(A) for all n with the usual embedding fromMn
into Mn+1. Denote by Cu(A) the Cuntz equivalence classes of positive elements in A⊗K. It is
an ordered semigroup. We use 〈a〉 for the equivalence class represented by a. Thus a . b will be
also written as 〈a〉 ≤ 〈b〉. Recall that we write a ≪ b if the following holds: for any increasing
sequence {yn}, and if 〈b〉 ≤ sup{〈yn〉} then there exists n0 ≥ 1 such that a . yn0 .
In what follows we will also use the notation Cu∼(A) and Cu∼(ϕ) as introduced in [40].
Definition 2.5. Let A be a C∗-algebra. We will use QT (A) for the quasi-trace τ with ‖τ‖ = 1.
Suppose that T˜ (A) 6= {0}. Suppose also that every quasi-trace is a trace.
If τ ∈ T˜ (A), we will extend it to (A⊗K)+ by τ(a⊗ b) = τ(a)Tr(b), for all a ∈ A and b ∈ K.
where Tr is the densely defined trace on K.
We say A has the property of strict comparison for positive elements, if for any two elements
a, b ∈ Mn(A)+ (for any integer n ≥ 1) with property that dτ (a) < dτ (b) < ∞ for all τ ∈
T˜ (A) \ {0}, then a . b.
Let A be a σ-unital and let a ∈ P (A)+. Suppose that a is full in A. We view A as a σ-unital
hereditary C∗-subalgebra of A1 ⊗K as in 2.1. View T0(A1) as a convex subset of T˜ (A).
Then A has strictly comparison for positive elements if and only if, for any two positive
elements a, b ∈Mn(A)+ (for any integer n ≥ 1) with with property that dτ (a) < dτ (b) <∞ for
all τ ∈ T0(A1) \ {0}, then a . b.
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Suppose that T (A) 6= ∅. Denote by T (A)w the weak*-closure of T (A) in T˜ (A). Suppose also
that 0 6∈ T (A)w (see 8.5 below). We say A has the property of strong strict comparison for
positive elements, if for any two elements a, b ∈Mn(A)+ (for any integer n ≥ 1) with property
that dτ (a) < dτ (b) for all τ ∈ T (A)w, then a . b.
Definition 2.6. Let A be a C∗-algebra with T (A) 6= {0} such that 0 6∈ T (A)w. There is an
affine map raff : As.a. → Aff(T (A)w) defined by
raff(a)(τ) = aˆ(τ) = τ(a) for all τ ∈ T (A)w
and for all a ∈ As.a.. Denote by Aqs.a. the space raff(As.a.) and Aq+ = raff(A+).
Definition 2.7. Let A and B be two C∗-algebras. Let ϕ : A → B be a completely positive
contractive linear map. We say that ϕ is amenable, if, for any ε > 0, and any finite subset
F ⊂ A, there exists an integer k ≥ 1 and there exist completely positive contractive linear maps
ψ0 : A→Mk and ψ1 :Mk → B such that
‖ψ1 ◦ ψ0(a)− ϕ(a)‖ < ε for all a ∈ A.
Definition 2.8 (cf. [41]). Let A be a non-unital C∗-algebra. We say A almost has stable rank
one if for any integer m ≥ 1 and any hereditary C∗-subalgebra B ⊂Mm(A), B ⊂ GL(B˜), where
GL(B˜) is the group of invertible elements of B˜. This definition is slightly different from that in
[41].
Definition 2.9. Let A and B be C∗-algebras and let ϕn : A → B be completely positive
contractive linear maps. We say {ϕn} is a sequence of approximately multiplicative completely
positive contractive linear maps if
lim
n→∞
‖ϕn(a)ϕn(b)− ϕn(ab)‖ = 0 for all a, b ∈ A.
Definition 2.10. Let A be a C∗-algebra. Denote by A1 the unit ball of A. Aq,1+ is the image of
the intersection of A+ ∩A1 in Aq+.
Definition 2.11. Let A be a unital C*-algebra. Recall that, following Da˘da˘rlat and Loring
([10]), one defines
K(A) =
⊕
i=0,1
Ki(A)⊕
⊕
i=0,1
⊕
k≥2
Ki(A,Z/kZ). (e 2.2)
There is a commutative C∗-algebra Ck such that one may identifyKi(A⊗Ck) with Ki(A,Z/kZ).
Let A be a unital separable amenable C*-algebra, and let B be a σ-unital C*-algebra. Following
Rørdam ([44]), KL(A,B) is the quotient of KK(A,B) by those elements represented by limits of
trivial extensions (see [28]). In the case that A satisfies the UCT, Rørdam defines KL(A,B) =
KK(A,B)/P, where P is the subgroup corresponding to the pure extensions of the K∗(A) by
K∗(B). In [10], Da˘da˘rlat and Loring proved that
KL(A,B) = HomΛ(K(A),K(B)). (e 2.3)
Definition 2.12. Let A be a unital separable amenable C∗-algebra and let x ∈ A. Suppose
that ‖xx∗−1‖ < 1 and ‖x∗x−1‖ < 1. Then x|x|−1 is a unitary. Let us use ⌈x⌉ to denote x|x|−1.
Let C be a separable C∗-algebra and B be another C∗-algebra. Let F ⊂ C be a finite subset
and ε > 0 be a positive number. We say a map L : C → B is F-ε-multiplicative if
‖L(xy)− L(x)L(y)‖ < ε for all x, y ∈ F .
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We now assume that L : C → B is a completely positive contractive linear map. Denote by L˜ :
C˜ → B˜ the unital extension of L. Let P ⊂ K(C) be a finite subset. Let
{p1, p2, ..., pm1 , p′1, p′2, ..., p′m1} ⊂ MN (C˜ ⊗ C˜k) be a finite subset of projections and
{u1, u2, ..., um2} ⊂ MN (C˜ ⊗ C˜k) (for some integer N ≥ 1) be a finite subset of unitaries so
that {[pi]− [p′i], [uj ] : 1 ≤ i ≤ m1 and 1 ≤ j ≤ m2} = P.
There is ε > 0 and a finite subset F satisfying the following: for any C∗-algebra B and
any unital F-ε-multiplicative contractive completely positive linear map L : C → B, L induces
a homomorphism [L] defined on G(P), where G(P) is the subgroup generated by P, to K(B)
such that,
‖L˜⊗ idMN (pi)− qi‖ < 1, ‖L˜⊗ idMN (p′i)− q′i‖ < 1 and ‖⌈L˜⊗ idMN (uj)⌉ − vj‖ < 1 (e 2.4)
for some projection qi, q
′
i ∈MN (B˜⊗C˜k) such that [qi] = [L]([pi]) and [q′i] = [L]([p′i]) inK0(B˜⊗C˜k)
and some unitary vj ∈MN (B˜⊗ C˜k) such that [vj ] = [L]([uj ]), 1 ≤ i ≤ m1 and 1 ≤ m2. for Such
a triple (ε,F ,P) is called a KL-triple for C.
Definition 2.13. Let A be a C∗-algebra. Denote by SA the suspension ofA : SA = C0((0, 1], A).
3 Some results of Rørdam
For the convenience, we would like to use the following version of a lemma of Rørdam:
Lemma 3.1 (Rørdam, Lemma 2.2 of [42]). Let a, b ∈ A with 0 ≤ a, b ≤ 1 such that ‖a− b‖ <
δ/2. Then there exists z ∈ A with ‖z‖ ≤ 1 such that
(a− δ)+ = z∗bz.
Proof. By Lemma 2.2 of [42], let δ0 = ‖a− b‖,
fδ(a)
1/2(a− δ0 · 1)fδ(a)1/2 ≤ fδ(a)1/2bfδ(a)1/2.
Therefore
fδ(a)
1/2(a− δ0 · 1)+fδ(a)1/2 ≤ fδ(a)1/2bfδ(a)1/2.
Thus
(a− δ)+ ≤ fδ(a)1/2(a− δ0 · 1)+fδ(a)1/2 ≤ fδ(a)1/2bfδ(a)1/2.
The lemma then follows from 2.3 of [42].
Lemma 3.2 (Proposition 1 of [7]). Suppose that A is a non-unital C∗-algebra which has almost
stable rank one. Suppose that a, b ∈ Mm(A)+ (for some m ≥ 1) are two elements such that
a . b. Then, for any 0 < δ < 1, there exists a unitary u ∈ M˜m(A) such that
u∗fδ(a)u ∈ bAb.
Moreover, there exists x ∈Mm(A) such that
x∗x = a and xx∗ ∈ bMm(A)b.
We would also like to include the following variation of 3.1 which is also known.
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Lemma 3.3. Let 1 > ε > 0 and 1/4 > σ > 0. There exists 1/4 > δ > 0 satisfying the following:
If A is a C∗-algebra, x, y ∈ A+ with 0 ≤ x, y ≤ 1 and
‖x− y‖ < δ,
then there exists a partial isometry w ∈ A∗∗ with
ww∗fσ(x) = fσ(x)ww
∗ = fσ(x), (e 3.1)
w∗aw ∈ yAy for all a ∈ fσ(x)Afσ(x) and (e 3.2)
‖w∗cw − c‖ < ε for all c ∈ fσ(x)Afσ(x) with ‖c‖ ≤ 1. (e 3.3)
If A has almost stable rank one, then there exists a unitary u ∈ A˜ to replace w above.
Proof. Let 1/4 > σ ·ε/128 > δ1 > 0 be such that, for any C∗-algebra B, and any pair of positive
elements x′, y′ ∈ B with 0 ≤ x′, y′ ≤ 1 such that
‖x′ − y′‖ < δ1,
then
‖fσ/2(x′)− fσ/2(y′)‖ < ε · σ/64 and ‖(x′)1/2 − (y′)1/2‖ < ε · σ/64 (e 3.4)
Put η = (min{ε/64, σ/32, δ1 · σ/32})2. Define g(t) = fσ/2(t)/t for all 0 < t ≤ 1 and g(0) = 0.
Then g(t) ∈ C0((0, 1]). Note that ‖g‖ ≤ 2/σ. Choose δ = η · δ1/32.
Now let A be a C∗-algebra and x, y ∈ A with 0 ≤ x, y ≤ 1 and ‖x− y‖ < δ.
Then
‖x2 − y2‖ < 2δ. (e 3.5)
Set z = yfη(x
2)1/2. Then
‖(z∗z)1/2 − x‖ = ‖(fη(x2)1/2y2fη(x2)1/2)1/2 − x‖ (e 3.6)
< 2δ + ‖(fη(x2)1/2x2fη(x2)1/2)1/2 − x‖ (e 3.7)
< 2δ + 2
√
η < σ · δ1/8. (e 3.8)
Also
‖(z∗z)1/2 − z‖ < σ · δ1/8 + ‖x− yfη(x2)1/2‖ (e 3.9)
< σ · δ1/8 + δ2 + ‖x− xfη(x2)1/2‖ (e 3.10)
< σ · δ1/8 + δ2 +√η < σ · δ1/4. (e 3.11)
Write z = v(z∗z)1/2 as polar decomposition in A∗∗. Then
‖vfσ/2(x)− fσ/2(x)‖ ≤ ‖vfσ/2(x)− vfσ/2((z∗z)1/2)‖+ ‖vfσ/2((z∗z)1/2)− fσ/2(x)‖
< σ · ε/64 + ‖v(z∗z)1/2g((z∗z)1/2)− fσ/2(x)‖ (using(e 3.4))
= σ · ε/64 + ‖zg((z∗z)1/2)− fσ/2(x)‖
< ε/64 + δ1/4 + ‖(z∗z)1/2g((z∗z)1/2)− fσ/2(x)‖ (using(e 3.11))
= 3ε/64 + ‖fσ/2((z∗z)1/2)− fσ/2(x)‖
< 3ε/64 + ε/64 = ε/16. (using(e 3.4))
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Thus, for any c ∈ fσ(x)Afσ(x) with ‖c‖ ≤ 1,
‖vcv∗ − c‖ = ‖vfσ/2(x)cfσ/2(x)v∗ − c‖ (e 3.12)
< ε/16 + ‖fσ/2(x)cfσ/2(x)v∗ − c‖ (e 3.13)
< ε/16 + ε/16 = ε/8. (e 3.14)
Let v∗v be the open projection as the range projection of the positive element fη(x
2)1/2y2fη(x
2)1/2.
It follows from 2.2 of [42] that
(η − ‖x2 − y2‖)fη(x2) ≤ fη(x2)1/2y2fη(x2)1/2 ≤ fη(x2).
Therefore v∗v is also the range projection of fη(x
2). It follows that
vcv∗ ∈ y1/2Ay1/2
for any c ∈ fη(x2)Afη(x2).
Choose w = v∗. Then, since
√
η ≤ σ/2,
fσ/2(x)fη(x
2) = fσ/2(x) and ww
∗fσ(x) = fσ(x)ww
∗ = fσ(x). (e 3.15)
The following lemma is known.
Lemma 3.4. Let A be a C∗-algebra and a ∈ A+ be a full element. Then, for any b ∈ A+,
any 1 > ε > 0 and any g ∈ C0((0,∞)) whose support is in [ε,N ] for some N ≥ 1, there are
x1, x2, .., xm ∈ A such that
g(b) =
m∑
i=1
x∗i axi.
Proof. Fix 1 > ε > 0. There are z1, z2, ..., zm ∈ A such that
‖
m∑
i=1
z∗i azi − b‖ < ε/2,
Therefore, by 2.2 and 2.3 of [42], there are y ∈ B with ‖y‖ ≤ 1/ε such that
fε(b) = y
∗(
m∑
i=1
x∗i axi)y.
Therefore
g(b) = g(b)1/2y∗(
m∑
i=1
x∗i axi)yg(b)
1/2.
We would also like to include the following theorem of Rørdam:
Theorem 3.5 ([45]). Let A be an exact simple C∗-algebra with is Z-stable. Then A has the
strict comparison property for positive elements: Let a, b ∈ Mn(A)+ (for some n ≥ 1) be two
elements such that
dτ (a) < dτ (b) <∞ for all τ ∈ T˜ (A) \ {0}, (e 3.16)
then a . b.
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Proof. Let
S = {τ ∈ T˜ (A) : dτ (b) = 1}.
The assumption (e 3.16) implies that
dτ (a) < dτ (b) for all τ ∈ S. (e 3.17)
Since A is simple, for every ε > 0, 〈(a− ε)+〉 ≤ K〈b〉 for some integer K ≥ 1. The above implies
that
f(a) < f(b) for all f ∈ S(W, b)
(see [45] for the notation and other details). Since, by Theorem 4.5 of [45], W (A) is almost
unperforated, and by 3.2 of [45], a . b.
Corollary 3.6. Let A be an exact separable simple C∗-algebra with is Z-stable Then A has the
following strict comparison property for positive elements: Let a, b ∈Mn(A)+ (for some n ≥ 1)
be two elements such that
dτ (a) < dτ (b) <∞ for all τ ∈ T (B)w,
then a . b. where B = cAc for some c ∈ P (A)+ \ {0}.
4 Completely positive linear maps from non-unital C∗-algebras
to non-unital C∗-algebras
The following is a version of Proposition 2.2 of [1].
Lemma 4.1. Let A be a separable C∗-algebra and let ϕ : A→ C be a pure state. For any ε > 0
and any finite subset F ⊂ A, there exist z1, z2 ∈ A with z2 ≥ 0 and ‖z1‖ = ‖z2‖ = 1 such that
‖ϕ(a)z∗1z1 − z∗1az1‖ < ε and ‖ϕ(a)z2 − z1/22 z∗1az1z1/22 ‖ < ε for all a ∈ F , and
z2z
∗
1z1 = z
∗
1z1z2 = z2.
Proof. It follows from Proposition 2.2 of [1] that there is an element x0 ∈ A+ with ‖x0‖ = 1
such that
‖ϕ(a)x20 − x0ax0‖ < ε/8 for all a ∈ F .
Let f(t) ∈ C0((0, 1])+ be defined by
f(t) =
{
f(t) = t1−ε/5 , if t ∈ [0, 1 − ε/5);
f(t) = 1 if t ∈ [1− ε/5, 1]. (e 4.1)
Then
‖f(x0)− x0‖ < ε/4.
Put z1 = f(x0). Then
‖ϕ(a)z21 − z1az1‖ < ε for all a ∈ F .
Let g(t) ∈ C0((0, 1])+ such that
g(t) =
{
f(t) = 0, if t ∈ [0, 1 − ε/4];
f(t) = t−1+ε/4ε/4 , if t ∈ [1− ε/4, 1]
(e 4.2)
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Let z2 = g(x0).
Then ‖z2‖ = 1 and
z2z
2
1 = z
2
1z2 = z2 and z2z1 = z1z2 = z2.
Then
‖ϕ(a)z2 − z1/22 z∗1az1z1/22 ‖ = ‖(z1/22 (ϕ(a)z21 − z1az1)z1/22 ‖ < ε
for all a ∈ F .
Let A and B be two C∗-algebra and let j : A→ B be an embedding. For each integer n ≥ 1,
denote by dn : A→Mn(B) defined by
dn(a) = diag(
n︷ ︸︸ ︷
j(a), j(a), ..., j(a)) for all a ∈ A.
Let A be a C∗-algebra and S ⊂ A be a subset. We say S has a countable local approximate
identity {en} in A, if each en is a positive element in A with 0 ≤ en ≤ 1 such that enen+1 =
enen+1 = en and limn→∞ ‖ens− s‖ = limn→∞ ‖sen − s‖ = 0.
Lemma 4.2. Let B be a C∗-algebra, A be a separable C∗-subalgebra of B and let j : A → B
be a full embedding. Let {en} ⊂ B be a countable local approximate identity for some subset S.
Then for any state ϕ : A→ C, any ε > 0, any finite subset F ⊂ A, there exists an integer k ≥ 1
and 0 < r < 1, a contraction V ∈Mn(B) for some integer n ≥ 1 such that
‖ϕ(a)ek − V ∗dn(a)V ‖ < ε for all a ∈ F ,
and V ∗V ≤ erk and ‖V ∗V − ek‖ < ε.
(Here we identify B with the upper left corner of Mn(B).) Moreover, if B is unital, then one
can choose ek = 1B for all k, and V can be chosen so that V
∗V = 1B . Furthermore, if ϕ is only
assumed to be contractive positive linear functional (‖ϕ‖ ≤ 1), then the statement still holds
(with V is a contractive).
Proof. To simplify the notation, without loss of generality, we may assume that ‖a‖ ≤ 1 for all
a ∈ F .
We first assume that ϕ is pure. By 4.1, there are z1, z2 ∈ A with z2 ≥ 0, z∗1z1z2 = z2z∗1z1 = z2
and ‖zi‖ = 1 (i = 1, 2) such that
‖ϕ(a)z∗1z1 − z∗1az1‖ < ε/2 and ‖ϕ(a)z2 − z1/22 z∗1az1z1/22 ‖ < ε/2 for all a ∈ F . (e 4.3)
Since j : A→ B is full, the ideal generated by A is B. Therefore, there are x1, x2, ..., xn ∈ B
such that
‖
n∑
i=1
x∗i z2xi − (1− ε/4)e1−rk ‖ < ε/4. (e 4.4)
Therefore
‖
n∑
i=1
e
r/2
k x
∗
i z2xie
r/2
k − (1− ε/4)ek‖ < ε/4. (e 4.5)
Let W ∗1 = (x
∗
1z
1/2
2 , x
∗
2z
1/2
2 , ..., x
∗
kz
1/2
2 ) (so W1 is a column). Note that
W ∗1W1 =
n∑
i=1
x∗i z2xi and ‖W ∗1W1‖ ≤ ‖(1 − ε/4)e1−rk ‖+ ε/4 ≤ 1.
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Define W ∗ = (e
r/2
k x
∗
1z
1/2
2 , e
r/2
k x
∗
2z
1/2
2 , ..., e
r/2
k x
∗
kz
1/2
2 ) (so W is also a column). Note that
W ∗W =
k∑
i=1
e
r/2
k x
∗
i (z2)xie
r/2
k ≤ er/2k W ∗1W1er/2k ≤ erk and (e 4.6)
‖W ∗W‖ ≤ ‖(1− ε/4)ek‖+ ε/4 ≤ 1. (e 4.7)
Define V =Wz1. Since z2z
∗
1z1 = z2 = z
∗
1z1z2,
W ∗W = V ∗V.
In particular, ‖V ∗V ‖ ≤ 1, V ∗V ≤ erk and
‖V ∗V − ek‖ = ‖W ∗W − ek‖ < ε/2. (e 4.8)
Note that
W ∗dk(z
∗
1z)W =
k∑
i=1
e
r/2
k x
∗
i (z2)
1/2z∗1z1(z2)
1/2xie
r/2
k =W
∗W.
Then, by (e 4.8) and (e 4.3),
‖ϕ(a)ek − V ∗dk(a)V ‖ = ‖ϕ(a)ek − ϕ(a)W ∗dk(z∗1z1)W‖
+‖ϕ(a)W ∗dk(z∗1z1)W − V ∗dk(a)V ‖ (e 4.9)
≤ ε/2 + ‖ϕ(a)W ∗dk(z∗1z1)W −W ∗dk(z∗1az1)W‖ (e 4.10)
< ε/2 + ‖ϕ(a)dk(z∗1z1)− dk(z∗1az1)‖ (e 4.11)
< ε/4 + ε/2 < ε (e 4.12)
for all a ∈ F .
For a general state ϕ, by the Krein-Milman theorem, we have positive numbers α1, α2, ..., αm
with
∑m
i=1 αi = 1 and pure states ϕ1, ϕ2, ..., ϕm such that
‖ϕ(a) −
m∑
i=1
αiϕi(a)‖ < ε/2 for all a ∈ F .
Let k(i) be the integer k in the first part of the proof corresponding to ϕi, i = 1, 2, ...,m. Set
n(i) =
∑i
j=1 k(j) with n(0) = 0. Let Vi ∈Mn(m)(B) be given in the first part of the proof such
that
‖V ∗i Vi − ek‖ < ε/2, V ∗i Vi ≤ erk,
ViV
∗
i ≤ diag(
n(i−1)︷ ︸︸ ︷
0, 0, ..., 0, dk(i)(1), 0, ..., 0) and ‖ϕ(a)ek − V ∗i dk(i)(a)Vi‖ < ε/2, (e 4.13)
i = 1, 2, ...,m. Set V =
∑m
i=1
√
αiVi ∈Mn(m)(B). Then
V ∗V =
m∑
i=1
αiV
∗
i Vi ≤ erk.
Moreover,
‖ϕ(a)ek − V ∗dn(m)(a)V ‖ = ‖ϕ(a)ek −
m∑
i=1
αiV
∗
i dk(i)(a)Vi‖
≤ ‖ϕ(a)ek −
m∑
i=1
αjϕi(a)ek‖+
m∑
i=1
αi‖ϕi(a)ek − V ∗i dk(i)Vi‖
< ε/2 + ε/2 = ε
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for all a ∈ F .
If B is unital, we can assume that ek = 1B .
Moreover, (e 4.4) can be replaced by
n∑
i=1
x∗i z2xi = 1B .
For the last part of the statement, we note that, there is 0 ≤ λ ≤ 1 such that ϕ = λψ for some
state ψ.
Lemma 4.3. Let A be a separable C∗-algebra and let j : A → B be a full embedding. Let
{en} be an approximate identity for B. Then for any state ϕ : A → C, any ε > 0, any finite
subset F ⊂ A, there exists an integer k0 ≥ 1 such that, any integer k ≥ k0, there exists a partial
isometry V ∈ M˜n(B) for some integer n ≥ 1 such that
‖ϕ(a)ek − V ∗dn(a)V ‖ < ε for all a ∈ F and V ∗V = 1B˜ .
(Here we identify B with the first corner of Mn(B).)
Proof. Without loss of generality, we may assume that en+1en = enen+1 = en for all n. We may
also assume, without loss of generality, 1 > ε > 0 and ‖a‖ ≤ 1 for all a ∈ F .
Let {an} be an approximate identity for A. There exists m0 ≥ 1 such that, for any m ≥ m0,
ϕ(am) > 1− ε/32 and ‖ama− a‖ < ε/16 for all a ∈ F . (e 4.14)
Recall that we identify B with the first corner of Mn(B). There exists an integer k0 ≥ 2 such
that, for all k ≥ k0,
‖a(1 − ek)1/2‖ < ε/32 for all a ∈ F ∪ {a1/2m0 }. (e 4.15)
It follows from 4.2 that there is a contraction V1 ∈Mn(B) such that
‖ϕ(a)ek − V ∗1 dn(a)V1‖ < ε/32 for all a ∈ F . (e 4.16)
Define V2 = (1− ek)1/2 + dn(a1/2m0 )V1 ∈ M˜n(B). Note, by our notation, that
(1− ek)1/2 = diag((1 − ek)1/2,
n−1︷ ︸︸ ︷
0, ..., 0).
Then, by (e 4.15) and (e 4.16),
V ∗2 V2 = ((1− ek)1/2 + V ∗1 dn(am0)1/2)((1− ek)1/2 + dn(a/12m0 )V1)
= (1− ek) + (1− ek)1/2dn(am0)V1 + V ∗1 dn(a1/2m0 )(1− ek)1/2 + V ∗1 dn(am0)V1
≈ε/16 (1− ek) + V ∗1 dn(am0)V1
≈ε/32 (1− ek) + ϕ(em0)ek
≈ε/32 (1− ek) + ek = 1.
There is T ∈ B+ such that
TV ∗2 V2T = 1 and ‖T − 1‖ < ε/8.
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Define V = V2T. Then V
∗V = TV ∗2 V2T = 1. We estimate that, for all a ∈ F , applying also
(e 4.15),
V ∗dn(a)V ≈ε/4 V ∗2 dn(a)V2 (e 4.17)
≈ε/16 (1− ek)1/2dn(a)V2 + V ∗1 dn(a)(1− ek)1/2 + V ∗1 dn(a)V1 (e 4.18)
≈ε/16 V ∗1 dn(a)V1. (e 4.19)
We also have that, for all a ∈ F , by the above,
‖ϕ(a)ek − V ∗dn(a)V ‖ < ‖ϕ(a)ek − V ∗1 dn(a)V1‖+ 2ε/16 + ε/4 < ε. (e 4.20)
Lemma 4.4. Let A be a separable C∗-algebra, B be a σ-unital C∗-algebra and let j : A→ B be
a full embedding. Let {en} be an approximate identity of B. Then, for any non-zero contractive
completely positive linear map ϕ : A → Mn(C), any finite subset F ⊂ A, any ε > 0, and any
integer k ≥ 1 and 0 < r < 1, there exists a contraction V ∈ MKn(B) (for some large integer
K ≥ 1) such that
‖ϕ(a)dn(ek)− V ∗dK(a)V ‖ < ε for all a ∈ F and
V ∗V ≤ dn(erk), (e 4.21)
where Mn(C) is viewed as the scalar matrix subalgebra of Mn(B˜).
Proof. Let {an} be an approximate identity of A. We will identify A with j(A).
Write ϕ(a) =
∑n
i=1 ϕij(a)⊗ ei,j (a ∈ A), where {ei,j} is a system of matrix units for Mn and
ϕi,j : A→ C is linear.
Define ψ : Mn(A) → C by ψ((ai,j)n×n) = (1/n)
∑
i,j=1ϕi,j(ai,j), where ai,j ∈ A. Since ϕ is
completely positive, ψ/‖ψ‖ is a state.
Note that Mn(A)→ Mn(B) is full. Without loss of generality, we may assume that F is in
the unit ball of A. Fix m0 ≥ 1. Choose m1 ≥ 1 such that, for all m ≥ m1,
‖a1/2m ae1/2m − a‖ < ε/16n2 for all a ∈ F ∪ {em0}. (e 4.22)
Set
F1 = F ∪ {ej : 1 ≤ j ≤ m1} ∪ {a1/2j aa1/2j : a ∈ F , 1 ≤ j ≤ m1}
and set G = {(ai,j)n×n : ai,j ∈ F1}.
Note that {e1−rk } is also an approximate identity for A. Thus, by applying 4.2, there is
W ∈MKn(B) with W ∗W ≤ ‖ψ‖dn(erk) and
‖W ∗W − ‖ψ‖dn(e1−rk )‖ < ε/(16n)3 and ‖ψ(b)dn(e1−rk )−W ∗dKn(b)W‖ < ε/(16n)3
for all b ∈ G. So W is a K × 1-column of n × n matrix of B. Denote by {ei,j} the matrix unit
for n × n matrix. Define W1 = W (1 ⊗ e1,1) and identify A with the first corner of Mn(A). So
now we view W1 as a Kn-column. We have W
∗
1W1 ≤ ‖ψ‖erk,
‖W ∗1W1 − ‖ψ‖e1−rk ‖ < ε/(16n)3 and ‖ψ(b)e1−rk −W ∗1 dK(b)W1‖ < ε/(16n)3
for all b ∈ G.
Let vi = (ck,j) be a n×n with ck,i = 1, k = 1, 2, ..., n and ck,j = 0 if j 6= i. Define v˜i = dK(vi),
i = 1, 2, ..., n. Note that, for a ∈ A, v˜∗i dK(a)v˜j = dK((bs,t)n×n), where bi,j = na and bs,t = 0 if
(s, t) 6= (i, j). Therefore
‖ϕi,j(a)e1−rk −W ∗1 v˜∗i dKn(a)v˜jW1‖ < ε/(16n)2
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for all a ∈ F .
Define
V0 = (v˜1W1, v˜2W1, ..., v˜nW1).
Then
V ∗0 V0 = (W
∗
1 v˜
∗
i v˜jW1)n×n =
∑
i,j
(W ∗1 v˜
∗
i v˜jW1)⊗ ei,j ,
V ∗0 dK(a)V0 = (W
∗
1 v˜
∗
i dK(a)v˜jW1)n×n.
Therefore
‖ϕ(a)dn(e1−rk )− V ∗0 dKn(a)V0‖ = ‖
∑
i,j
(ϕi,j(a)e
1−r
k )⊗ ei,j −
∑
i,j
(W ∗v˜∗i dK(a)v˜jW1)⊗ ej,j‖
< n2ε/16n2 = ε/16 for all a ∈ F1. (e 4.23)
Choose V1 = dKn(a
1/2
m1 )V0dn(e
r/2
k ). In (e 4.23), replacing a by b:= a
1/2
m1 aa
1/2
m1 , we have, by (e 4.22)
and (e 4.23),
‖ϕ(a)dn(ek)− V ∗1 dK(a)V1‖ = ‖ϕ(a)dn(ek)− ϕ(a1/2m1 aa1/2m1 )dn(ek)‖
+‖ϕ(b)dn(ek)− dn(er/2k )V ∗0 dKn(b)V0dn(er/2k )‖
+‖dn(er/2k )V ∗0 dK(b)V0dn(er/2k )− V ∗1 dKn(a)V1‖
< ε/16n2 + ε/16 + 0 < ε/8
for all a ∈ F . We also have, by (e 4.23),
‖ϕ(am1)dn(ek)− V ∗1 V1‖ = ‖ϕ(am1)dn(ek)− dn(er/2k )V ∗0 dK(am1)V0dn(er/2k )‖
≤ ‖ϕ(am1)dn(e1−rk )− V ∗0 dKn(am1)V0‖ (e 4.24)
< ε/16. (e 4.25)
It follows that
‖V ∗1 V1‖ ≤ 1 + ε/16.
Put V = V1/‖V1‖. Then
V ∗V ≤ dn(erk).
Moreover,
‖ϕ(a)dn(ek)− V ∗dKn(a)V ‖ ≤ ‖ϕ(a)dn(ek)− V ∗1 dKn(a)V1‖
‖V ∗1 dKn(a)V1 − V ∗dKn(a)V ‖ (e 4.26)
< ε/16 + |1− 1
1 + ε/16
| < ε/8 (e 4.27)
for all a ∈ F .
Lemma 4.5. Let A be a separable C∗-algebra, B be a σ-unital C∗-algebra and let j : A→ B be
a full embedding. Let {en} be an approximate identity of B. Then, for any non-zero contractive
completely positive linear map ϕ : A → Mn(C), any finite subset F ⊂ A and any ε > 0, there
exists an integer k0 ≥ 1 such that, for any integer k ≥ k0, there exists a contraction V ∈MKn(B)
(for some large integer K ≥ 1) such that
‖ϕ(a)dn(ek)− V ∗dKn(a)V ‖ < ε for all a ∈ F ,
where Mn(C) is viewed as scalar matrix subalgebra of Mn(B˜).
If furthermore, en+1en = en = enen+1 and en+1 − en is full in B for all n, then V can be
chosen in MKn(B˜) so that V
∗V = 1Mn .
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Proof. The proof is a modification of that of 4.4. Again we assume that ‖ϕ‖ = 1 and identify
j(A) with A. We may assume that 0 < ε < 1 and ‖a‖ ≤ 1 for all a ∈ F . Let {an} be an
approximate identity of A. Let C = ∪∞n=1ϕ(an)Mnϕ(an). Then C is a hereditary C∗-subalgebra
of Mn. Therefore C ∼= Mn1 . Without loss of generality, by replacing ϕ by AdU ◦ ϕ for some
unitary U ∈Mn, we may assume that C =Mn and n1 = n.
Note that {ϕ(an)} is increasing and strongly converges to a positive element in Mn. Since
Mn is finite dimensional, {ϕ(an)} converges in norm. We will denote the limit by ϕ(1). As we
assumed, ϕ(1) is an invertible positive element. Without loss of generality, we may write
ϕ(1) = diag(λ1, λ2, ..., λn),
where 0 < λi ≤ 1, i = 1, 2, ..., n.
Choose m0 ≥ 1 such that, for all m ≥ m0,
‖ϕ(1) − ϕ(am)‖ < ε/32 and ‖a1/4m aa1/4m − a‖ < ε/32 for all a ∈ F . (e 4.28)
Choose k0 ≥ 1 such that, for all k ≥ k0,
‖ekx− x‖ < (ε/32)2 for all x ∈ F ∪ {a1/4m0 } ∪ {ϕ(a) : a ∈ F}. (e 4.29)
Therefore, for k ≥ k0,
‖(ek+1 − ek)1/2a‖2 = ‖a(ek+1 − ek)a‖ ≤ ‖a(1 − ek)a‖ < (ε/32)2. (e 4.30)
Fix k ≥ k0. It follows from 4.4 that there exists an integer K1 ≥ 1 and a contraction V1 ∈
MK1n(B) such that
‖ϕ(a)dn(ek)− V ∗1 dK1n(a)V1‖ < ε/32 for all a ∈ F ∪ {a1/2m0 } and V ∗1 V1 ≤ e
1/2
k (e 4.31)
Now we assume that en+1en = enen+1 and en+1 − en is full in B. Since ek+1 − ek is full, there
are x1, x2, ..., xK2 ∈Mn(B) such that
‖
K2∑
i=1
x∗i dn(ek+1 − ek)xi − (1Mn − ϕ(1))dn(ek)‖ < ε/32. (e 4.32)
Define V2 = (1− dn(ek))1/2 + dn(a1/4m0 )V1. Then, by (e 4.29), (e 4.31) and (e 4.28),
V ∗2 V2 = (1− dn(ek)) + (1− dn(ek))1/2dn(a1/4m0 )V1 (e 4.33)
+V ∗1 dn(a
1/4
m0 )(1− dn(ek))1/2 + V ∗1 dn(am0)1/2V1 (e 4.34)
≈ε/16 (1− dn(ek)) + V ∗1 dn(am0)1/2V1 (e 4.35)
≈ε/32 (1− dn(ek)) + ϕ(a1/2m0 )dn(ek) (e 4.36)
≈ε/32 (1− dn(ek)) + ϕ(1)dn(ek). (e 4.37)
Define
W ∗ = (V ∗2 , x
∗
1dn(ek+1 − ek)1/2, x∗2dn(ek+1 − ek)1/2, ..., x∗K1dn(ek+1 − ek)1/2)
which will be viewed as an element in M(K1+K2)n(B˜). Then
W ∗W = V ∗2 V2 +
K2∑
i=1
x∗i dn(ek+1 − ek)xi (e 4.38)
≈ε/8 (1Mn − dn(ek)) + ϕ(1)dn(ek) +
K1∑
i=1
x∗i dn(ek+1 − ek)xi (e 4.39)
≈ε/32 (1Mn − dn(ek)) + ϕ(1)dn(ek) + (1− ϕ(1))dn(ek) = 1Mn (e 4.40)
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In particular,
‖W ∗W‖ ≤ 1 + 5ε/32. (e 4.41)
Put K = K1 +K2 and
W ∗1 = (x
∗
1dn(ek+1 − ek)1/2, x∗2dn(ek+1 − ek)1/2, ..., x∗K1dn(ek+1 − ek)1/2).
By (e 4.32),
‖W ∗1W1‖ ≤ 1 + ε/32. (e 4.42)
We may write W ∗ = (V ∗2 ,W
∗
1 ). We note that (ek+1 − ek)ek0 = 0. Then, for a ∈ F , by (e 4.31)
and (e 4.29),
‖ϕ(a)dn(ek)−W ∗dKn(a)W‖ ≤ ‖ϕ(a)dn(ek)− V ∗2 dK1n(a)V2‖+ ‖W ∗1 dK2n(a)W1‖
< ε/32 + ‖W ∗1 dK2n(ek0a)W1‖+ ε/32‖W ∗1W1‖
< ε/32 + 0 + ε/32(1 + ε/32) < ε/16. (e 4.43)
There exists W2 ∈MKn(B˜) such that
‖W2 − 1Mn‖ < ε/4 and W ∗2W ∗WW2 = 1Mn .
Set V =WW2. Then V
∗V = 1Mn and
‖V −W‖ < ε/2.
One verifies that V meets the requirements.
The following is a non-unital version of a result of Kirchberg.
Lemma 4.6. Let A be a separable C∗-subalgebra of a C∗-algebra B such that the embedding
j : A → B is full and let ϕ : A → B be a contractive completely positive linear map which
is amenable. Then, for any ε > 0 and any finite subset F ⊂ A, there exists a contraction
V ∈MN (B˜) for some integer N ≥ 1 such that
‖ϕ(a) − V ∗dN (a)V ‖ < ε for all a ∈ F .
If we write V ∗ = (x∗1, x
∗
2, ..., x
∗
N ) with xi ∈ B˜, then
∑N
i=1 x
∗
ixi ≤ 1 and
‖ϕ(a) −
N∑
i=1
x∗i axi‖ < ε for all a ∈ F .
Moreover, if we assume that B contains an approximate identity {en} such that en+1− en is full
in B, we may further require that V ∗V = 1B˜ and
∑N
i=1 x
∗
i xi = 1B˜ .
Proof. Fix a finite subset F ⊂ A and ε > 0. Since ϕ is assumed to be amenable, without loss of
generality, we may assume that ϕ = ψ ◦ σ, where σ : A→Mn and ψ :Mn → B are contractive
completely positive linear maps. As in the proof of 4.5, we may also assume that C = Mn,
where C = ∪n=1σ(an)Mnσ(an) and where {an} is an approximate identity for A.
We identify Mn ⊕C with a unital C∗-subalgebra and define a unital contractive completely
positive linear map s :Mn+1 →Mn ⊕ C defined by
s(a) = e1,1ae1,1 + (1− e1,1)a(1 − e1,1) for all a ∈Mn+1,
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where e1,1 is the rank one minimal projection corresponding to the first corner of (n+1)×(n+1)
matrices. Define ψ˜ :Mn ⊕ C→ B˜ by
ψ˜(a+ λ · 1) = ψ(a) + λ · (1B˜ − ψ(1Mn)) for all a ∈Mn and λ ∈ C.
It is ready to verify that ψ˜ is a contractive completely positive linear map (see, for example the
proof of 2.27 of [25]). Define ψ˜1 :Mn+1 → B˜ by
ψ˜1 = ψ˜ ◦ s.
Let {ei,j} be a system of matrix units forMn. Consider (n+1)2×(n+1)2 matrix (ei,j)n×n. It
is a positive matrix. Since ψ˜1 is completely positive, (ψ˜1(ei,j))(n+1)×(n+1) is positive inMn+1(B˜).
Let (ri,j)(n+1)×(n+1) ∈Mn+1(B˜) be the square root of (ψ˜1(ei,j))(n+1)×(n+1). Note that ri,j ∈ B.
Then
ψ˜1(ei,j) =
n+1∑
k=1
r∗k,irk,j. (e 4.44)
Let
R∗k = (r
∗
k,1, r
∗
k,2, ..., r
∗
k,n+1), k = 1, 2, ..., n + 1, and R
∗ = (R∗1, R
∗
2, ..., R
∗
n+1). (e 4.45)
Then
ψ˜1((λi,j)(n+1)×(n+1)) =
∑
i,j
λi,jψ˜1(ei,j) =
∑
i,j,k
λi,jr
∗
k,irk,j (e 4.46)
= R∗dn+1((λi,j)(n+1)×(n+1))R (e 4.47)
for all (λi,j)(n+1)×(n+1) ∈Mn+1. Note that
ψ˜1(1Mn+1) = 1B˜ .
Thus
R∗R = 1B˜ . (e 4.48)
Then, by (e 4.46), for all a ∈ A,
ϕ(a) =
∑
i,j
σi,j(a)ψ(ei,j) =
∑
i,j,s
σi,j(a)r
∗
s,irs,j = R
∗dn+1(σ(a))R. (e 4.49)
Suppose that {em} is an approximate identity for B. Choose m0 ≥ 1 such that
‖
n+1∑
k=1
r∗k,iemrk,j −
n+1∑
k=1
r∗k,irk,j‖ < ε/2(n + 1)3. (e 4.50)
for any m ≥ m0. Consequently,
‖ϕ(a) −R∗dn+1(σ(a))d(n+1)2 (em0)R‖ < ε/2. (e 4.51)
By 4.4, there exists a partial isometry W ∈MKn(B˜) for some integer K ≥ 1 such that
W ∗W = 1Mn and ‖σ(a)dn(em0)−W ∗dKn(a)W‖ < ε/2 for all a ∈ F . (e 4.52)
17
Define W1 ∈MK(n+1)(B˜) by
W1 =W ⊕ en+1,n+1.
Set V = dn+1(W1)R. Then
V ∗V = R∗dn+1(W
∗
1 )dn+1(W1)R = R
∗dn+1(1Mn+1)R = R
∗R = 1B˜ .
Combining (e 4.51) and (e 4.52), we have
‖ψ(a) − V ∗d(n+1)Kn(a)V ‖ = (R∗dn+1(W ∗)d(n+1)Kn(a)dn+1(W )R)‖
≤ ‖ϕ(a) −R∗dn+1(σ(a)dn(em0))R‖
+‖R∗(dn+1(σ(a)dn(em))− dn+1(W ∗dKn(a)W ))R‖
< ε/2 + ε/2 = ε
for all a ∈ F . Choose N = (n+ 1)Kn.
5 Absorbing extensions
Lemma 5.1. Let A be a separable C∗-algebra of a C∗-algebra B so that the embedding j : A→ B
is full. Suppose that B is non-unital . Identifying the constant functions in IB = C([0, 1], B)
with B. Suppose that σ : A → Mn(SB) is an amenable contractive completely positive linear
map for some integer n ≥ 1. Then, for any ε > 0 and any finite subset F ⊂ A, there exists an
integer K ≥ 1 and a partial isometry V ∈M(K+1)n(S˜B) such that
‖ϕ(a) − V ∗dKn(a)V ‖ < ε, (e 5.1)
V ∗dKn(a)V ∈ SB for all a ∈ F and (e 5.2)
V ∗V = 1Mn( ˜IB). (e 5.3)
Proof. We will repeat some of arguments in the proof of 4.5. Let {am} be an approximate
identity for A. Choose m0 ≥ 1 such that, for all m ≥ m0,
‖a1/4m aa1/4m − a‖ < ε/3 for all a ∈ F . (e 5.4)
Choose k0 ≥ 1 such that, for all k ≥ k0,
‖ekx− x‖ < (ε/3n)2 for all x ∈ F ∪ {a1/4m0 } ∪ {ϕ(a) : a ∈ F}. (e 5.5)
It follows from 4.6 that there exists an integer K1 ≥ 1 and a contraction V1 ∈ MK1n(B˜) such
that
‖ϕ(a) − V ∗1 dK1n(a)V1‖ < ε/3 for all a ∈ F ∪ {a1/2m0 } (e 5.6)
Define
V ∗ = (dn(ek)V
∗
1 dKn(ϕ(a
1/4
m0 ), (1Mn − (dn(ek)V ∗1 dK1n(ϕ(a1/2m0 ))V1dn(ek)))1/2) ∈M(K+1)n(S˜B).
Then
V ∗V = dn(ek)V
∗
1 dn(ϕ(am0)
1/2)V1dn(ek) + (e 5.7)
1Mn − (dn(ek)V ∗1 dK1n(ϕ(a1/2m0 ))V1dn(ek)) (e 5.8)
= 1Mn . (e 5.9)
(e 5.10)
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Moreover, since dKn(a
1/4
m0 ) ∈MKn(SB),
V ∗dn(a)V = dn(ek)V
∗
1 dKn(a
1/4
m0 aa
1/4
m0 )V1dn(ek) ∈M(K+1)n(SB)
for all a ∈ A. One also has that, for each x ∈ F , by (e 5.4), (e 5.5) and (e 5.6),
V ∗dn(a)V = dn(ek)V
∗
1 dKn(a
1/4
m0 aa
1/4
m0 )V1dn(ek) (e 5.11)
≈ε/3 V ∗1 dKn(a1/4m0 aa1/4m0 )V1 (e 5.12)
≈ε/3 V ∗1 dKn(a)V1 (e 5.13)
≈ε/3 ϕ(a). (e 5.14)
Lemma 5.2. Let A be a separable C∗-subalgebra of a C∗-algebra B so that the embedding
j : A → B is full. Identifying the constant functions in IB = C([0, 1], B) with B. Suppose that
σn : A → Mk(n)(SB) are amenable contractive completely positive linear maps and σ : A →
M(SB ⊗K) is defined by
σ(a) = diag(σ1(a), σ2(a), ..., σn(a), ...) for all a ∈ A,
where the convergence is in the strict topology. Then there exists a sequence Vn ∈M2(M(I˜B⊗K))
such that
σ(a)− V ∗n d∞(a)Vn ∈ SB ⊗K and limn→∞ ‖σ(a) − V
∗
n d∞(a)Vn‖ = 0
for all a ∈ A. Moreover
V ∗V = diag(pk(1), pk(2), ..., pk(n), ...),
where pk(n) = 1Mk(n)(C[0,1],B˜), n = 1, 2, ....
Proof. The proof is almost identical to that of Lemma 5.5.1 of [25]. Since A is not assumed to
be unital, we will present a full proof here using the results in previous section.
Fix a finite subset F and ε > 0. Let F1 = F , ...,Fn ⊂ Fn+1, n = 1, 2, ..., be a sequence of
increasing finite subsets of A such that ∪∞n=1Fn is dense in A. By 4.6, there exists a sequence of
partial isometries Vn ∈MK(n)+k(n)(I˜B) (K(n) > k(n)) such that V ∗n Vn = 1 ˜Mk(n)(IB),
σn(a)− V ∗n dK(n)(a)Vn ∈Mk(n)(SB) for all a ∈ A and (e 5.15)
‖σn(a)− V ∗n dK(n)(a)Vn‖ < ε/2n+3 (e 5.16)
for all a ∈ Fn, n = 1, 2, .... We identify 1 ˜Mk(n)(IB) with 1Mk(n)(I˜B) and denote it by pk(n). We
may further write pk(n) = 1Mk(n)(I˜B))
.
Write
d∞(a) = diag(dK(1)(a), dK(2)(a), ..., dK(n)(a), ...) for all a ∈ A.
Put V = diag(V1, V2, ..., Vn, ...), where the convergence is in the strict topology in M(S˜B ⊗K).
So V ∈M(S˜B ⊗K). Then
V ∗V = diag(pk(1), pk(2), ..., pk(n), ...),
where convergence in the strict topology. Therefore V ∗V = 1
M(S˜B⊗K)
. Put
Ln(a) = V
∗diag(
n−1︷ ︸︸ ︷
0, ..., 0, dK(n)(a), 0, ...)V, σ(a) =
∞∑
n=1
σn(a)
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for all a ∈ A.
Then
∑N
n=1 Ln(a) converges to V
∗d∞(a)V and
∑N
n=1 σ(a) converges to σ(a) in the strict
topology (in M(SB ⊗K)) for all a ∈ A, as N →∞, respectively. Therefore, as N →∞,
N∑
n=1
Ln(a)−
N∑
n=1
σn(a)→ V ∗d∞(a)V − σ(a) for all a ∈ A
in the strict topology. By (e 5.16), for any fixed k and any a ∈ Fk,∑N
n=1 Ln(a) −
∑N
n=1 σ(a) actually converges in norm, as N → ∞. By (e 5.15) and (e 5.16), for
each k,
V ∗d∞(a)V − σ(a) ∈ SB ⊗K for all a ∈ Fk.
Since ∪∞n=1Fn is dense in A, the above holds for all a ∈ A. We also compute that
‖V ∗d∞(a)V − σ(a)‖ < ε for all a ∈ F .
Definition 5.3. Let A be a non-unital separable C∗-algebra and B be a σ-unital C∗-algebra.
Since SB ⊗ K is a C∗-subalgebra of SB˜ ⊗ K, we may view SB ⊗ K ⊂ M(SB˜ ⊗ K). Let
x ∈ M(SB˜ ⊗ K). Then xa ∈ SB˜ ⊗ K if a ∈ SB ⊗ K. Let {en} be an approximate identity for
SB ⊗ K, Then xaen ∈ SB ⊗ K for all n. Since xaen → xa, xa ∈ SB ⊗ K. This implies that we
may write that M(SB˜ ⊗K) ⊂M(SB ⊗K).
Lemma 5.4. Let A be a separable C∗-subalgebra of a σ-unital C∗-algebra B so that the embed-
ding j : A → B is full. Identifying the constant functions in C([0, 1], B) with B. Suppose that
ϕ : A → M(SB ⊗ K) is an amenable contractive completely positive linear map. Then there is
a sequence of isometries Vn ∈M2(M(S˜B ⊗K)) such that
ϕ(a)− V ∗n d∞(a)Vn ∈ SB ⊗K and limn→∞ ‖ϕ(a) − V
∗
n d∞(a)Vn‖ = 0
for all a ∈ A.
Proof. Fix a finite subset F ⊂ A and ε > 0. Let F ⊂ F1 ⊂ F2, ... be an increasing sequence of
finite subsets of A such that ∪∞n=1Fn is dense in A. One can find an approximate identity {en}
for SB ⊗ K such that en ∈ ML(n)(SB). A subsequence of convex combination of {en} forms
a quasi-central approximate identity for SB ⊗ K. Without loss of generality, we may further
assume that {en} is quasi-central and en ∈Mk(n)(SB) for a subsequence {k(n)}, n = 1, 2, ....
By passing to a subsequence, if necessary, we may assume that (with e0 = 0), for all a ∈ Fn,
‖(en − en−1)ϕ(a) − ϕ(a)(en − en−1)‖ < ε/2n+2, (e 5.17)
‖(en − en−1)1/2ϕ(a) − ϕ(a)(en − en−1)1/2‖ < ε/2n+2 and (e 5.18)
‖(1 − en+1)en‖ < ε/2(n+4), (e 5.19)
n = 1, 2, .... Let E1 = e1 and En = (en+1 − en)1/2 for n > 1. For each n, there exists m(n) ≥ 1
such that
‖E1/m(n)n En − En‖ < ε/22(n+4), n = 1, 2, .... (e 5.20)
Put
E′n = E
1/m(n)
n , σ
′
n(a) = E
′
nϕ(a)E
′
n and σn(a) = Enϕ(a)En
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for all a ∈ A, n = 1, 2, .... We also define σ˜n(a) = Enϕ˜(a)En for all a ∈ A, and n = 1, 2, ....
Note that σn : A→Mk(n)(SB) is also amenable. Set
σ′(a) = diag(σ′1(a), σ
′
2(a), ..., σ
′
n(a), ...) for all a ∈ A.
Moreover, one easily verifies that ψ(a) =
∑∞
n=1 σn(a) converges for every a ∈ A (this also holds
for ψ˜(a) =
∑∞
n=1 σ˜n(a)) in the strict topology. Define ψ˜(1) = 1M(S˜B⊗K).
Put
W ∗ = (e
1/2
1 , (e2 − e1)1/2, ..., (en − en−1)1/2, ....).
Note that {(e1/21 , (e2 − e1)1/2, ..., (en+1 − en)1/2, 0, 0, ...)} converges strictly not only as elements
in M(SB ⊗K) but also as elements in M(S˜B ⊗ K). Therefore W ∈M(S˜B ⊗K). With e0 = 0,
one has that
W ∗W =
∞∑
n=1
(en − en−1) = e1 + (e2 − e1) + (e3 − e2) + · · · = 1M(SB⊗K)
and it converges strictly in both M(S˜B⊗K) and M(SB⊗K). Therefore (with e−1 = 0), for all
a ∈ A,
W ∗diag(σ′1(a), σ
′
2(a), ..., σ
′
n(a), 0, ...)W
=
n∑
k=0
(ek − ek−1)1/2σ′k+1(a)(ek − ek−1)1/2.
Combining this identity with (e 5.20), one obtains that
W ∗σ′(x)W −
∞∑
n=1
σn(x) ∈ SB ⊗K for all x ∈ A and (e 5.21)
‖W ∗σ′(a)W −
∞∑
n=1
σn(a)‖ < ε/4 for all a ∈ F . (e 5.22)
Furthermore, ψ : A → M(SB ⊗ K) is an amenable contractive completely positive linear
map. For each a ∈ F , by (e 5.18),
‖ϕ(a) − ψ(a)‖ = ‖
∞∑
n=1
(en − en−1)ϕ(a) −
∞∑
n=1
Enϕ(a)En‖ (e 5.23)
≤
∞∑
n=1
‖En(Enϕ(a) − ϕ(a)En)‖ <
∞∑
n=1
ε/2n+2 < ε/4. (e 5.24)
Since
N∑
n=1
((en − en−1)ϕ(a)− Enϕ(a)En) ∈M∑N
i=1(k(i)
(SB) (e 5.25)
for all a ∈ A (or b ∈ A˜), and (by (e 5.18) again)
‖
∞∑
n=N+1
(en − en−1)ϕ(a) −
∞∑
n=N+1
σn(a)‖ <
∞∑
N+1
ε/2n+2 → 0,
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as N →∞ for all a ∈ Fk (for all k), we conclude that ϕ(a)− ψ(a) ∈ SB ⊗K for all a ∈ Fk and
for all k. Therefore
ϕ(a)− ψ(a) ∈ SB ⊗K for all a ∈ A (e 5.26)
It follows from 5.2 that there exists an isometry Z ∈M(S˜B ⊗K) such that
σ(a)− Z∗d∞(a)Z ∈ SB ⊗K for all a ∈ A and (e 5.27)
‖σ(x) − Z∗σ∞(x)Z‖ < ε/4 for all x ∈ F . (e 5.28)
Set V = ZW. Then V ∈ M(S˜B ⊗ K). Moreover, for all x ∈ A, by (e 5.21), (e 5.26) and by
(e 5.27),
ϕ(a)− V ∗d∞(x)V ∈ SB ⊗K.
Thus, for a ∈ F ,
‖ϕ(a) − V ∗d∞(a)V ‖ ≤ ‖ϕ(a) − ψ(a)‖ + ‖ψ(a) −W ∗σ(a)W‖ (e 5.29)
+ ‖W ∗σ(a)W − V ∗σ∞(a)V ‖ < ε. (e 5.30)
Definition 5.5. Let A be a separable C∗-algebra and B be a σ-unital C∗-algebra Suppose that
ϕ,ψ : A → M(B ⊗ K). There is an isometry W ∈ M2(M(B ⊗ K)) with W ∗W = 1M(B⊗K) and
WW ∗ = 1M2(M(B⊗K)). Then we will identity ϕ⊕ ψ with W ∗(ϕ⊕ ψ)W in the next statement.
Theorem 5.6. Let A be a separable C∗-subalgebra of B so that the embedding j : A → B
is full and amenable. Identify the constant functions in C([0, 1], B) with B. Then d∞ : A →
M(SB⊗K) gives an amenable absorbing trivial extension of A by SB⊗K. Moreover, given any
amenable monomorphism ϕ : A→M(SB ⊗K) and any finite subset F ⊂ A, there is a unitary
V ∈M(S˜B ⊗K) such that
V ∗(ϕ(x)⊕ d∞(x))V − d∞(x) ∈ SB ⊗K for all x ∈ A and
‖V ∗(ϕ(a) ⊕ d∞(a))V − d∞(a)‖ < ε for all a ∈ F . (e 5.31)
Proof. Let ϕ : A → M(SB ⊗ K) be an amenable monomorphism. One defines an amenable
monomorphism ϕ∞ = ⊕∞n=1ϕ : A → M(SB ⊗ K) by dividing the identity of M(SB ⊗ K) into
countably many copies of equivalent projections in M(SB ⊗ K) each of which is equivalent to
the identity of M(SB ⊗K).
Let ε > 0 and F ⊂ A be a finite subset. By 5.4, there is an isometry s ∈ M2(M(S˜B ⊗ K))
such that
ϕ∞(x)− s∗d∞(x)s ∈ SB ⊗K for all x ∈ A and (e 5.32)
‖ϕ∞(a)− s∗d∞(a)s‖ < ε/12 for all a ∈ F . (e 5.33)
Put ss∗ = p which is a projection in M2(M(S˜B ⊗K)). Since ϕ∞ is a homomorphism, we have,
for any a ∈ As.a.,
pd∞(a)pd∞(a)p − pd∞(a)p ∈M2(SB ⊗K) for all a ∈ A.
Therefore
pd∞(a)(1 − p)d∞(a)p ∈M2(SB ⊗K) for all a ∈ A.
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Since SB ⊗K is an ideal of M(SB ⊗K), this implies that
pd∞(a)(1 − p) ∈M2(SB ⊗K) for all a ∈ A.
Therefore
pd∞(a)− d∞(a)p ∈M2(SB ⊗K) for all a ∈ A.
We also assume that
‖pd∞(a)− d∞(a)p‖ < ε/6 for all a ∈ F .
Note that there is U1 ∈M2(M(S˜B ⊗K) such that U∗1 1M(S˜B⊗K)U1 = p. We also have
(U1s)ϕ∞(x)(U1s)
∗ − U1pd∞(x)pU∗1 ∈ SB ⊗K for all x ∈ A and (e 5.34)
‖(U1s)ϕ∞(x)(U1s)∗ − U1pd∞(x)pU∗1 ‖ < ε/12 for all a ∈ F . (e 5.35)
We may also write, for all x ∈ A,
d∞(x)− pd∞(x)p ⊕ (1− p)d∞(x)(1− p) ∈M2(SB ⊗K) and (e 5.36)
. ‖d∞(a)− pd∞(a)p ⊕ (1− p)d∞(a)(1 − p)‖ < ε/6 for all a ∈ F . (e 5.37)
Put ψ = (1− p)d∞(1− p). Then there is a unitary U2 ∈M2(M(C⊗K) such that
U∗2 d∞(x)U2 − sϕ∞(x)s∗ ⊕ ψ(x) (e 5.38)
= U∗2 (d∞(x)− (pd∞(x)p + ψ(x)))U2 + (e 5.39)
(pd∞(x)p⊕ ψ(x)− sϕ∞(x)s∗ ⊕ ψ(x) ∈M2(SB ⊗K) for all x ∈ A (e 5.40)
and ‖U∗2 d∞(a)U2 − sϕ∞(a)s∗ ⊕ ψ(a)‖ < ε/3 for all a ∈ F . (e 5.41)
Put U3 = s⊕ 1M(S˜B⊗K). Then
U∗3U3 = s
∗s⊕ 1
M(S˜B⊗K)
= 1
M2(M(S˜B⊗K))
and
U∗3U
∗
2 d∞(x)U2U3 − ϕ∞(x)⊕ ψ(x) ∈M2(SB ⊗K) for all x ∈ A and (e 5.42)
‖U∗3U∗2d∞(a)U2U3 − ϕ∞(a)⊕ ψ(a)‖ < ε/3 for all a ∈ F . (e 5.43)
Equivalently,
d∞(x)− U2U3(ϕ∞(x)⊕ ψ(x))U∗3U∗2 ∈M2(SB ⊗K) for all x ∈ A and (e 5.44)
‖d∞(a)− U2U3(ϕ∞(a)⊕ ψ(a))U∗3U∗2 ‖ < ε/3 for all a ∈ F . (e 5.45)
There is U4 ∈M2(M(C⊗K)) such that U∗4U4 = 1M(C⊗K), U4U∗4 = 1M2(M(C⊗K)) and
U∗4ϕ∞U4 = ϕ⊕ ϕ∞.
Let U5 = U4 ⊕ 1M(C⊗K). Then, for all x ∈ A,
U∗5 (U
∗
3U
∗
2 d∞(x)U2U3)U5 − ϕ(x) ⊕ ϕ∞(x)⊕ ψ(x) ∈M3(SB ⊗K) and (e 5.46)
‖U∗5 (U∗3U∗2d∞(a)U2U3)U5 − ϕ(a)⊕ ϕ∞(a)⊕ ψ(a)‖ < ε/3 for all a ∈ F . (e 5.47)
Let U6 = 1M(S˜B⊗K) ⊕ (U2U3)∗. Then, for all x ∈ A,
U∗6 (U
∗
5 (U
∗
3U
∗
2d∞(x)U2U3)U5)U6 − ϕ(x)⊕ d∞(x) ∈M2(SB ⊗K) and (e 5.48)
‖U∗6 (U∗5 (U∗3U∗2 d∞(a)U2U3)U5)U6 − ϕ(a) ⊕ d∞(a)‖ < ε for all a ∈ F . (e 5.49)
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Definition 5.7. Let A be a separable C∗-algebra and let B be a σ-unital C∗-algebra. Consider
two essential extensions τ1, τ2 : A → M(SB ⊗ K)/SB ⊗ K. We write τ1 ≅ τ2 if there exists a
unitary u ∈M(S˜B ⊗K) ⊂M(SB ⊗K) such that
pi(u)∗τ1pi(u) = τ2,
where pi :M(SB⊗K)→M(SB⊗K)/SB⊗K is the quotient map. We will use this convention
in the next theorem and its proof.
Theorem 5.8. Let A be a separable amenable C∗-algebra and B be a σ -unital C∗-algebra.
Suppose that j : A→ B be a full embedding. Suppose that τ1, τ2 : A→M(SB⊗K)/SB ⊗K are
two essential extensions. Suppose that [τ1] = [τ2] in KK
1(A,SB). Then
τ1 ⊕ pi ◦ d∞ ≅ τ2 ⊕ pi ◦ d∞.
Proof. By [2], there is an essential extension τ∗1 : A→M(SB ⊗K)/SB ⊗K such that
τ1 ⊕ τ∗1
is trivial. It follows that τ ⊗ τ∗1 is trivial. By 5.6, there is unitary v ∈M(SB ⊗K) such that
pi(v)∗(τ2 ⊕ τ∗1 ⊕ pi ◦ d∞)pi(v) = pi ◦ d∞.
In particular, τ2 ⊕ τ∗1 ⊕ pi ◦ d∞ is trivial. It follows 5.6, in fact, that
τ2 ⊕ τ∗1 ⊕ pi ◦ d∞ ≅ pi ◦ d∞. (e 5.50)
We also have
τ1 ⊕ τ∗1 ⊕ pi ◦ d∞ ≅ pi ◦ d∞. (e 5.51)
Therefore
τ1 ⊕ (τ2 ⊕ τ∗1 ⊕ pi ◦ d∞) ≅ τ1 ⊕ pi ◦ d∞ (e 5.52)
≅ τ1 ⊕ (τ1 ⊕ τ∗1 ⊕ pi ◦ d∞) (e 5.53)
≅ τ1 ⊕ pi ◦ d∞. (e 5.54)
However, it is easy to check that
τ2 ⊕ (τ1 ⊕ τ∗1 ⊕ pi ◦ d∞) ≅ τ1 ⊕ (τ2 ⊕ τ∗1 ⊕ pi ◦ d∞). (e 5.55)
It follows from (e 5.52) and (e 5.55) that
τ2 ⊕ pi ◦ d∞ ≅ τ2 ⊕ (τ1 ⊕ τ∗1 ⊕ pi ◦ d∞)
≅ τ1 ⊕ (τ2 ⊕ τ∗1 ⊕ pi ◦ d∞) (e 5.56)
≅ τ1 ⊕ pi ◦ d∞. (e 5.57)
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6 Stable uniqueness theorems for non-unital C∗-algebras, cut-
ting the tails
In this section and the next, we will use Ext(A,SB) to identify KK(A,B) when A is a separable
amenable C∗-algebra.
Definition 6.1. Let A ⊂ B be two C∗-algebras. Recall that d∞(a) = diag(a, a, ..., a, ...) is
a diagonal element in M(B ⊗ K) for all a ∈ B. Let {ei,j} be the matrix units for K and let
em =
∑m
i=1 ei,i. For convenience, in what follows, we use d∞−m(a) for (1 − em)d∞(a). In other
words, d∞−m(a) = diag(
m︷ ︸︸ ︷
0, 0, ..., 0, a, a, ...).
In the following lemma, we note that en 6∈ A⊗K and M(A⊗K) 6=M(A˜⊗K) in general.
Lemma 6.2. (Lemma 5.6.2 of [25]) Let C be a σ-unital C∗-algebra and let A be a separable
C∗-subalgebra of C. Let {cn} be an approximate identity for C. Suppose that U ∈M(C˜ ⊗K) is
a unitary such that
U∗diag(b(a), d∞(a))U − diag(c(a), d∞(a)) ∈ C ⊗K (e 6.1)
for some b(a) and c(a) (depending on a) and for all a ∈ A. Then, for any ε > 0 and for any
finite subset F ⊂ A,
(1) there is an integer N > 1 such that, for all a ∈ F ,
‖(1− eN )U∗d∞−1(a)U(1− eN )− (1− eN )d∞−1(a)(1 − eN )‖ < ε/32,
where eN =
∑n
i=1 ei,i,
(2) Let p = UeNU
∗. If N1 ≥ N such that ‖eN1p− p‖ < ε/8, then
‖diag(0, dN1−1(a))− [pd∞−1(a)p + (eN1 − p)d∞−1(a)(eN1 − p)‖ <
√
ε+ ε
for all a ∈ F .
Proof. To simplify notation, we may assume that F is in the unit ball of As.a.. Let G = F ∪{ab :
a, b ∈ F}. Let M = max{‖b(a)‖‖c(a)‖ : a ∈ G}.
Note that ei,j ∈ C˜⊗K. Therefore U∗e1,1 ∈ C˜⊗K. Since {en} forms an approximate identity
for C˜ ⊗K, there is an integer N > 1 such that
‖(1 − eN )U∗e1,1‖ < ε/64(M + 1) and (e 6.2)
(1− eN )U∗diag(b(a), d∞)U(1− en) ≈ε/64 (1− eN )diag(c(a), d∞(a))(1 − eN ) (e 6.3)
for all b(a), c(a) ∈ C and a ∈ G. Note that
(1− eN )diag(c(a), d∞(a))(1 − eN ) = (1− eN )d∞−1(a)(1 − eN ) = d∞−N (a)
for all a ∈ A. Therefore, by (e 6.2) and (e 6.3),
‖(1− eN )U∗d∞−1(a)U(1− eN )− d∞−N (a)‖ < Mε
64(M + 1)
+ ε/64 < ε/32 (e 6.4)
for all a ∈ G. This proves (1).
Suppose now that N1 > N and ‖eN1p− p‖ < ε/8. From what has been established, if a ∈ F ,
‖(1 − eN )U∗d∞−1(a2)U(1− eN )− d∞−N (a2)‖ < ε/32 and (e 6.5)
‖(1 − eN )U∗d∞−1(a)(1 − p)d∞−1(a)U(1 − eN )− d∞−N (a2)‖ < ε/16. (e 6.6)
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Therefore, for a ∈ F ,
(1− eN )U∗d∞−1(a)(1− p)d∞−1(a)U(1− eN ) (e 6.7)
≈3ε/32 (1− eN )U∗d∞−1(a2)U(1 − eN ). (e 6.8)
Consequently (since (1− p) = U(1− p)U∗), for all a ∈ F ,
‖(1− p)d∞−1(a)(1 − p)d∞−1(a)(1 − p)− (1− p)d∞−1(a2)(1 − p)‖ < 3ε/32. (e 6.9)
On the other hand, for all a ∈ F ,
(1− p)d∞−1(a2)(1− p) = (1− p)d∞−1(a)(1 − p)d∞−1(a)(1 − p) (e 6.10)
+ (1− p)d∞−1(a)pd∞−1(a)(1 − p). (e 6.11)
Therefore, for all a ∈ F ,
‖(1− p)d∞−1(a)pd∞−1(a)(1 − p)‖ < 3ε/32 (e 6.12)
Since we assume that a = a∗ in F , we have
‖pd∞−1(a)(1 − p)‖ <
√
3
√
ε/
√
32 <
√
ε/2
√
2 for all a ∈ F . (e 6.13)
It follows that
‖d∞−1(a)− (pd∞−1(a)p+ (1− p)d∞(a)(1 − p)‖ <
√
ε/2 for all a ∈ F .
Finally, for all a ∈ F ,
‖diag(0, dN1−1(a)) − [pd∞−1(a)p+ (eN1 − p)d∞−1(a)(eN1 − p)‖ <
√
ε+ ε.
The following is a non-unital version of Theorem 4.3 [24] (see also [9] and [28]). The idea
of the proof presented below is based on that of Theorem 5.6.4. of [25] using what have been
proved here.
Theorem 6.3. Let B be a σ-unital C∗-algebra and let A be a separable C∗-subalgebra of B.
Suppose that j : A → B is full and amenable. Let α, β : A → B be two homomorphisms. If
[α] = [β] in KK(A,B), then, for any ε > 0, and any finite subset F ⊂ A, there exists an integer
L > 1 and a unitary U ∈ML+1(B˜) such that
‖U∗diag(α(a), dL(a))U − diag(β(a), dL(a))‖ < ε for all a ∈ F .
Proof. If either A or B are unital, then this can be easily reduced to the cases both are unital
and α and β are unital.
We now consider the case that neither A nor B are unital.
Fix 1 > ε > 0 and a finite subset F ⊂ A. Without loss of generality, we may assume that F
is in the unit ball of As.a.. Let F1 = F ∪ {1A˜} and G = F1 ∪ {ab : a, b ∈ F}. Let τ1 and τ2 be
two unital essential extensions of A by SB via α and β as mapping tori:
Mα = {(f, a) ∈ C([0, 1], B) ⊕A : f(0) = a and f(1) = α(a)} and
Mβ = {(f, a) ∈ C([0, 1], B) ⊕A : f(0) = a and f(1) = β(a)}. (e 6.14)
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Since [α] = [β] in KK(A,B), by 5.6, there is a unitary W ∈ M(SB˜ ⊗ K) (which is identified
with Cb((0, 1)M(B˜ ⊗K)σ)) such that
pi(W )∗diag(τ1, τ∞)pi(W ) = diag(τ2, τ∞), (e 6.15)
where pi :M(SB ⊗K)→M(SB ⊗K)/SB ⊗K is the quotient map and where τ∞ = pi(d∞).
For any a ∈ A, let fa ∈ Mα and ga ∈ Mβ with fa(0) = a, fa(1) = α(a), ga(0) = a and
ga(1) = β(a). Set
c(a, fa, ga)(t) =W
∗(t)diag(fa(t), d∞(a))W − diag(ga(t), d∞(a))
for t ∈ (0, 1). Then, by (e 6.15),
c(a, fa, ga) ∈ SB˜ ⊗K.
In particular,
‖c(a, fa, ga)(t)‖ → 0 if t→ 0 or t→ 1.
Choose 0 < t1 < 1 such that, for all a ∈ G and t1 ≤ t < 1,
‖c(a, fa, ga)(t)‖ < ε/64, ‖fa(t)− α(a)‖ < ε/64 and ‖ga(t)− β(a)‖ < ε/64 (e 6.16)
Choose 0 < t0 < t1 < 1 such that, for all a ∈ G and 0 < t < t0,
‖c(a, fa, ga)(t)‖ < ε/64, ‖fa(t)− a‖ < ε/64 and ‖ga(t)− a‖ < ε/64. (e 6.17)
Thus,
‖W ∗(t1)diag(α(a), d∞(a))W (t1)− diag(β(a), d∞(a))‖
≤ ‖fa(t1)− α(a)‖ + ‖ga − β(a)‖ + ‖c(a, fa, ga)(t1)‖ < 3ε/64 (e 6.18)
for all a ∈ G. Similarly
‖W ∗(t0)d∞(a)W (t0)− d∞(a)‖ < 3ε/64 for all a ∈ G. (e 6.19)
Set V (t) = diag(W (t),W (t0)
∗) for t ∈ [t0, t1]. We have that
V (t1)
∗diag(α(a), d∞(a), d∞(a))V (t1) ≈3ε/32 diag(β(a), d∞(a), d∞(a)) (e 6.20)
for all a ∈ G. There is a norm-continuous path of unitaries {V (t) : t ∈ [0, t0]} ⊂ M2(SB˜ ⊗ K)
such that V (0) = 1 and V (t0) = V (t0) (notation already defined) and, for all t ∈ [0, t0],
V (t)∗diag(d∞(x), d∞(x))V (t)− (d∞(x), d∞(x)) ∈ B˜ ⊗K (e 6.21)
for all x ∈ A and
V (t)∗diag(d∞(a), d∞(a))V (t) ≈3ε/32 diag(d∞(a), d∞(a)) (e 6.22)
for all a ∈ G.
We now identify d∞(a) with diag(d∞(a), d∞(a)) and M2(M(B˜ ⊗ K)) with M(B˜ ⊗ K). Set
C = C([0, t1], B˜). We also identify B˜ with constant functions in C. We also have that (denote
also by V, fa and ga the restriction of V, fa and ga on [0, t1], respectively)
V ∗diag(fa, d∞(a))V − diag(ga, d∞(a)) ∈ C ⊗K (e 6.23)
for all a ∈ G.
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For any (ε/212)2 > δ > 0, it follows from (e 6.23) and 6.2 that there is an integer N > 1 such
that
‖eNV (t)∗diag(fa, d∞(a))V (t)− V (t)∗diag(fa, d∞(a))V (t)eN‖ < δ and (e 6.24)
‖(1 − eN )V (t)∗(d∞−1(a))V (t)(1 − eN )− d∞−1(a)‖ < δ (e 6.25)
for all a ∈ G and for all t ∈ [0, t1]. It follows from (e 6.18) and (e 6.19) that, for all a ∈ G,
eNV (t1)
∗diag(fa, d∞(a))V (t1)eN ≈6ε/64 diag(β(a), dN−1(a))
for all a ∈ G.
Set p(t) = V (t)eNV (t)
∗ for t ∈ [0, t1]. Since W (t)|(0,1) is in Cb((0, 1),M(B˜ ⊗ K)σ) and V (t)
is norm-continuous on [0, t0], p(t) is norm-continuous on [0, t1]. It is important to note that
p(0) = eN .
There is an integer N1 > N such that ‖eN1p(t) − p(t)‖ < δ/16 for all t ∈ [0, t1]. It follows
from 6.2 (with C = C([0, 1], B˜)) that, for all t ∈ [0, t1],
diag(0, dN1−1(a)) ≈ε/211 (p(t)d∞−1(a)p(t) + (eN1 − p(t))d∞−1(a)(eN1 − p(t)) (e 6.26)
for all a ∈ F1 = F ∪ {1A˜}. By (e 6.26),
p(t)diag(0, eN1−1) ≈ε/210 diag(0, eN1−1)p(t) for all t ∈ [0, t1].
There is a partition:
0 = tm < tm−1 < · · · t2 < t1
such that
‖p(tn+1)− p(tn)‖ < ε/210, n = 1, 2, ...,m − 1.
There are q′i ≤ eN1 such that
‖q′i − p(ti)‖ < ε/256 and q′idiag(0, eN1−1) = diag(0, eN1−1)q′i, i = 1, 2, ...,m.
Choose q′m = p(0) = eN . Set qi = q
′
idiag(0, eN1−1). Then
qm = eNdiag(0, eN1−1) = diag(0, eN1−1).
We have that
‖qi − qi+1‖ < ε/64, i = 1, 2, ...,m − 1. (e 6.27)
Set
η1(a) = p(t1)d∞−1(a)p(t1), (e 6.28)
η2(a) = qidiag(0, dN1−1(a))qi, (e 6.29)
γ1(a) = (eN1 − p(t1))diag(0, dN1−1(a))(eN1 − p(t1)) and (e 6.30)
γi(a) = (eN1 − qi)diag(0, dN1−1(a))(eN1 − qi), (e 6.31)
i = 2, 3, ...,m. Immediately we have
γ1(a) ≈ε/128 (eN1 − q1)diag(0, dN1−1(a))(eN1 − q1) for all a ∈ F1.
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Note also that
q1d∞−1(a)q1 ≈ε/64 η1(a) for all a ∈ F1,
γm(x) = (eN1 − eN )dN1(x), (e 6.32)
q′idiag(0, dN1−1(x))q
′
i = ηi(x), i = 2, 3, ...,m − 1 and (e 6.33)
ηm(x) = diag(0, dN−1(x)) (e 6.34)
for all a ∈ A˜. Moreover, by (e 6.26),
diag(0, dN−1(a)) ≈3ε/64 ηi(a) + γi(a) (e 6.35)
for all a ∈ F1 and 1 ≤ i ≤ m. Furthermore, by (e 6.27),
‖ηi(a)− ηi+1(a)‖ < ε/32 and ‖γi(a)− γi+1(a)‖ < ε/32 (e 6.36)
for all a ∈ F1 and i = 1, 2, ...,m − 1. Set
d′m(N1−1)(a) = (eN1 − eN )dN1(a)⊕ dm−1(diag(0, dN1−1(a)) ⊕ dN−1(a)),
d′m(N1−1)+(N−1)(a) = dm(diag(0, dN1−1(a)))⊕ dN−1(a)
for all a ∈ A˜. Also
∆1(a) = diag(γ1(a), η2(a), γ2(a), ..., ηm(a), γm(a), dN−1(a))
∆2(a) = diag(γm(a), ηm(a), γm−1(a), ..., η2(a), γ1(a), dN−1(a)) (e 6.37)
∆3(a) = diag(γm(a), ηm−1(a), γm−1(a), ..., η1(a), γ1(a), dN−1(a)) (e 6.38)
for all a ∈ A˜. Then, by (e 6.35), (e 6.36) and (e 6.34),
‖η1(a)⊕∆1(a)− d′m(N1−1)+(N−1)(a)‖ < 3ε/64 (e 6.39)
‖∆2(a)−∆3(a)‖ < ε/32 (e 6.40)
‖∆3(a)− d′m(N1−1)(a)‖ < 3ε/64 (e 6.41)
for all a ∈ F1.
Note that
γ1(1A˜) = (eN1 − p(t1))diag(0, dN1−1(1A˜)) and
γm(1A˜) = eN1 − eN . (e 6.42)
Define P = ∆1(1A˜) and P
′ = ∆2(1A˜). Then there is a unitary z ∈ M(m+1)N1+(N−1)(B˜) such
that
z∗∆1(a)z = ∆2(a) for all a ∈ A˜.
Let Z = p(t1)V (t1)eN + PzP
′. Then
ZZ∗ = p(t1)V (t1)eNV (t1)
∗p(t1) + PzP
′z∗P = p(t1) + P and
Z∗Z = eNV (t1)
∗p(t1)V (t1)eN + P
′z∗PZP ′ = eN + P
′ = eN ⊕ dm(N1−1)(1A˜).
For any a ∈ F1, by (e 6.39),
Z∗diag(α(a), d′m(N1−1)+(N−1)(a))Z
≈3ε/64 Z∗diag(α(a), η1(a)⊕∆1(a))Z (e 6.43)
≈ε/211 eNV (t1)∗diag(α(a), d∞(a))V (t1)eN ⊕ z∗∆1(a)z (e 6.44)
≈6ε/64 diag(β(a), dN−1(a))⊕∆2(a) (e 6.45)
≈3ε/64 diag(β(a), dN−1(a))⊕∆3(a) (e 6.46)
≈3ε/64 diag(β(a), dN−1(a))⊕ d′m(N1−1)(a) (e 6.47)
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for all a ∈ F1. It follows that there exists a unitary U ∈ML+1(B˜) (L ≥ (m+ 1)N1) such that
‖U∗diag(α(a), dL(a))U − diag(β(a), dL(a))‖ < ε for all a ∈ F .
Theorem 6.4. Let B be a σ-unital C∗-algebra which almost has stable rank one and let A be a
separable C∗-subalgebra of B. Suppose that j : A → B is full and amenable. Let α, β : A → B
be two homomorphisms. If [α] = [β] in KK(A,B), then, for any ε > 0, and any finite subset
F ⊂ A, there exists an integer L > 1 and a unitary U ∈ ˜ML+1(B) such that
‖U∗diag(α(a), dL(a))U − diag(β(a), dL(a))‖ < ε for all a ∈ F .
Proof. For any ε > 0 and any finite subset F ⊂ A, by 6.3, there exists an integer L > 1 and a
unitary V ∈ML+1(B˜) such that such that
‖V ∗diag(α(a), dL(a))V − diag(β(a), dL(a))‖ < ε/4 for all a ∈ F .
Without loss of generality, we may assume that F is in the unit ball of A. There exists e ∈
ML+1(B) with 0 ≤ e ≤ 1 such that
‖ediag(α(a), dL(a))e − diag(α(a), dL(a))‖ < ε/16 for all a ∈ F . (e 6.48)
Thus one can choose 1/2 > η > 0 such that
‖fη(e)diag(α(a), dL(a))fη(e) − diag(α(a), dL(a))‖ < ε/8 for all a ∈ F . (e 6.49)
Consider the element V e ∈ML+1(B). Since ML+1(B) almost has stable rank one,
ML+1(B) ⊂ GL( ˜ML+1(B).
By Theorem 5 of [37], there is a unitary U ∈ ˜Mn+1(B) such that
U∗fδ(e) = V
∗fδ(e).
Therefore
U∗diag(α(a), dL(a))U ≈ε/8 U∗fδ(e)diag(α(a), dL(a))fδ(e)U
= V ∗fδ(e)diag(α(a), dL(a))fδ(e)V (e 6.50)
≈ε/4 diag(β(a), dL(a)) (e 6.51)
for all a ∈ F .
7 Stable uniqueness theorems for non-unital C∗-algebras, gen-
eral cases
Definition 7.1. Let A be a C∗-subalgebra of a σ-unital C∗-algebra B. An element a ∈ A+\{0}
is said to be uniformly full in B, if there are positive numberM(a) > 0 and an integer N(a) ≥ 1
such that, for any b ∈ B+ with ‖b‖ ≤ 1 and any ε > 0, there are xi(a), x2(a), ...xn(a)(a) ∈ B
such that ‖xi(a)‖ ≤M(a), n(a) ≤ N(a) and
‖
n(a)∑
i=1
(xi(a))
∗axi(a)− b‖ < ε.
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In this case, we also say a is (N(A),M(a)) full.
We say a is strongly uniformly full in B, if the above holds for ε = 0.
We say A is locally uniformly full, if every element a ∈ A+ \ {0} is uniformly full; and we
say A is strongly locally uniformly full if every a ∈ A+ \ {0} is strongly uniformly full.
If B is unital and A is full in B, then A is always strongly locally uniformly full. In fact, for
each a ∈ A \ {0}, there are x1, x2, ..., xm ∈ B such that
m∑
i=1
x∗i axi = 1B .
Choose M(a) = max{‖xi‖ : 1 ≤ i ≤ m} and N(a) = m.
Lemma 7.2. Let B be a non-unital C∗-algebra and let A be a separable amenable C∗-algebra
which is a C∗-subalgebra of B. Suppose that h1, h2 : A → B are two homomorphisms such
that [h1] = [h2] in KK(A,B). Then there exists a separable C
∗-subalgebra C ⊂ B such that
A,h1(A), h2(A) ⊂ C and [h1] = [h2] in KK(A,C). If A is full (locally uniformly full), then we
may assume that A ⊂ C is also full (locally uniformly).
Proof. Put B1 = B˜. Let τ1, τ2 : A → M(SB1) be two induced essential extensions given by
mapping tori:
Mhi = {(f, a) ∈ C([0, 1], B1)⊕A : f(0) = a and f(1) = hi(a)}, i = 1, 2. (e 7.1)
There is a monomorphism ϕ0 : A→M(SB1 ⊗K) and a unitary w ∈M(SB1 ⊗K) such that
w∗(diag(h1(a), ϕ0(a))w − diag(h2(a), ϕ0(a)) ∈ SB1 ⊗K for all a ∈ A.
Let C000 be the C
∗-subalgebra of B generated by A,h1(A) and h2(A). In particular C000 is
separable.
Let {ei,j} be the matrix unit for K and choose a dense sequence {tn} ⊂ (0, 1). Choose an
approximate identity {En} of SB1 ⊗ K such that En ⊂ Mk(n)(SB1), n = 1, 2, .... Let {a′n} be
a dense sequence of A which also contains a subsequence in As.a which is dense in As.a. and a
subsequence in A+ which is dense in A+. Let {an} be a sequence of elements which contains
{a′n} and if a′n ∈ A+ then f1/2(a′n) ∈ {an}.
Put D0 the C
∗-algebra generated by the subset
{w∗(diag(h1(an), ϕ0(an))w − diag(h2(an), ϕ0(an)) : n ∈ N}.
Then D0 is a separable C
∗-subalgebra of SB1 ⊗K such that
w∗(diag(h1(a), ϕ0(a))w − diag(h2(a), ϕ0(a)) ∈ D0 for all a ∈ A. (e 7.2)
Put D00 the C
∗-subalgebra of SB1 ⊗K generated by
{En, wEn, Enw,Enϕ0(a)En : a ∈ A,n ∈ N}.
Let D000 be the separable C
∗-subalgebra of SB1 ⊗ K generated by D00 and D0. Denote by
ptn : SB1 ⊗ K → B1 ⊗ K the point-evaluation at tn, n = 1, 2, .... Let C00 be the C∗-subalgebra
of B1 ⊗K generated by
{ptn(D000) + C000 : n = 1, 2, ...}.
Denote by C0,n the C
∗-subalgebra generated by
{en,nC00en,n + λen,n : λ ∈ C},
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n = 1, 2, .... Let C ′0,n = e1,nC0,nen,1. So C
′
0,n is a C
∗-subalgebra of B1. Let C
′ be the C∗-algebra
generated by ∪∞n=1C ′0,n. Note that C ′ is unital. Since C ′ ⊂ B1 = B˜, we may write C ′ = C˜ ′′,
where C ′′ ⊂ B is a separable C∗-subalgebra. Let {cn} be an approximate identity of C ′′ such
that cn+1cn = cncn+1 = cn, n = 1, 2, ... For each ak, there are M(ak, n) > 0, N(ak, n) ≥ 1 and
x1,n, x2,n(ak), ..., xm(n),ak ∈ B such that ‖xi,n(ak)‖ ≤M(ak, n), m(n, ak) ≤ N(ak, n) and
‖
m(n)∑
i=1
x∗i,nakxi,n − c1/4n+1‖ < 1/2n+2,
n = 1, 2, .... Let C ′0 be the C
∗-subalgebra generated by C ′′ and {xi,n(ak) : i, k, n}. Let C =
∪∞n=1cn(C ′0)cn.
It is clear that C ⊃ C ′′.We claim that A is full in C. Clearly {cn} is an approximate identity
for C.
For any c ∈ C+ with ‖c‖ ≤ 1 and any ε > 0, there exists n1 ≥ 1 such that
‖c1/2cnc1/2 − c1/2‖ < ε/4 for all n ≥ n1.
For each k, choose n2 ≥ 1 such that
‖cnakcn − ak‖ < ε/16(((M(ak , n1) + 1) ·m(n1))2 for all n ≥ n2
and 1/2n2 < ε/4. Let yi,k = cn2xi,n2(ak)c
1/4
n2 c
1/2, i = 1, 2, ...,m(n, ak). Then yi,k ∈ C and
‖yi,k‖ ≤M(ak) for all i. We have
‖
m(n,ak)∑
i=1
y∗i,kakyi,k − c1/2cn2c1/2‖ < ε/2.
It follows that
‖
m(n,ak)∑
i=1
y∗i,kakyi,k − c‖ < ε.
It follows that each ak is full in C.
Let I be an ideal of C and let
J = {a ∈ A : a ∈ I}.
Let piJ : A→ A/J be the quotient map. Fix a ∈ J+ with ‖a‖ = 1. For any 1/4 > ε > 0, by the
assumption on {a′n}, there is b ∈ {a′n} ∩ A+ such that ‖a − b‖ < ε. This implies ‖piJ(b)‖ < ε,
whence piJ(f1/2(b)) = f1/2(piJ(b)) = 0. In other words, f1/2(b) ∈ J. Since 0 < ε < 1/4, ‖b‖ ≥
1− 1/4. Therefore f1/2(b) 6= 0. However, f1/2(b) ∈ {ak}. So f1/2(b) is full. This can happen only
when J = {0}. This holds for any ideal I. Thus A is full in C.
Consider C1s the C
∗-subalgebra of B1 ⊗ K generated by C˜ and {ei,j}. Then C1s = C˜ ⊗ K.
Let SC1s = C0((0, 1), C1s). Suppose that
b ∈ {En, wEn, Enw,Enϕ0(a)En, Enϕ0(a), ϕ0(a)En : a ∈ A,n ∈ N}. (e 7.3)
Keep in mind that En ∈ SB1 ⊗ K, in particular, En(0) = En(1) = 0 n ∈ N. Then, for each
tn ∈ (0, 1),
pitn(b) ∈ pitn(SC1,s ⊗K).
It follows that b ∈ SC1,s. To see this, let ε > 0, there are
0 = tn0 < tn1 < tn2 < · · · tnk < t = tnk+1
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such that tni ∈ {tn}, i = 1, 2, ..., k,
‖b(t)− b(tni)‖ < ε/4 for all t ∈ (tni , tni+1), i = 0, 1, ..., k.
Let c(t) = (t/tn1)b(tn1) if t ∈ (0, tn1), c(t) = ((tni+1 − t)/(tni+1 − tni))b(tni) + ((t− tni)/(tni+1 −
tni))b(tni+1) for t ∈ [tni , tni+1), i = 1, 2, ..., k, and c(t) = ((1− t)/(1 − tnk))b(tnk) for t ∈ (tnk , 1).
Then c ∈ SC1s ⊗K. On the other hand
‖b(t)− c(t)‖ < ε for all t ∈ (0, 1).
This proves that b ∈ SC1s. In particular, En ∈ SC1s and {En} forms an approximate identity
for SC1s. Since wEn, Enw ∈ SC1s ⊗ K, this implies that w ∈ M(SC1s ⊗ K). Similarly, since
ϕ0(a)En, Enϕ0(a)En ∈ SC1s⊗K) for all a ∈ A and n ≥ 1, one concludes that we may view that
ϕ0 is a monomorphism from A to M(SC1s).
A similar argument shows that D0 ⊂ SC1s.
We have
w∗(diag(h1(a), ϕ0(a))w − diag(h2(a), ϕ0(a)) ∈ SC1s
for all a ∈ A. This implies that [h1] = [h2] in KK(A,C1) = KK(A, C˜). It follows that [h1] = [h2]
in KK(A,C). Note that if A is locally uniformly full in B, as constructed above, A is also locally
uniformly full in C.
Remark 7.3. The assumption that A is amenable could be weakened to the assumption that
h1 and h2 are amenable.
Lemma 7.4. Let B be a non-unital C∗-algebra and let A be a separable amenable C∗-algebra
which is a C∗-subalgebra of B. Suppose that h1, h2 : A→ B are two homomorphisms such that
[h1] = [h2] in HomΛ(K(A),K(B)). Then there exists a separable C
∗-subalgebra C ⊂ B such
that A,h1(A), h2(A) ⊂ C and [h1] = [h2] in HomΛ(K(A),K(C)). If A is full (locally uniformly
full), then we may assume that A ⊂ C is also full (locally uniformly).
Theorem 7.5. Let A be a separable amenable C∗-algebra and let B be a σ-unital C∗-algebra.
Suppose that h1, h2 : A→ B are two homomorphisms such that
[h1] = [h2] in KL(A,B).
Suppose that there is an embedding j : A → B which is locally uniformly full. Then, for any
ε > 0 and finite subset F ⊂ A, there is an integer n ≥ 1 and a unitary u ∈Mn+1(B˜) such that
‖u∗diag(h1(a), dn(a))u− diag(h2(a), dn(a))‖ < ε for all a ∈ F .
Proof. Let C =
∏∞
k=1B, C0 =
⊕∞
k=1B and let pi : C → C/C0 be the quotient map. Let
Hi = {hi} : A→ C be defined by Hi(a) = {hi(a)} for all a ∈ A, i = 1, 2. Define H0 : A→ C by
H0(a) = {j(a)} for all a ∈ A. It follows from 3.5 of [28] that
[pi ◦H1] = [pi ◦H2] in KK(A,C/C0). (e 7.4)
Since j : A→ B is locally uniformly full, for any a ∈ A \ {0}, let M(a) and N(a) be defined as
in 7.1 associated with element a. Let {bn} ⊂ (
∏∞
n=1B)+ with ‖{bn}‖ ≤ 1. There are there are
x1,n, x2,n, ..., xm(n),n ∈ B such that ‖xi,n‖ ≤M(a) and m(n, a) ≤ N(a) and
‖
m(n,a)∑
i=1
x∗i j(a)xi − bn‖ < ε.
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By adding zeros, if necessarily, without loss of generality, we may assume that m(n, a) = N(a)
for all n. Put zi = {xi,n}, i = 1, 2, ..., N(a). Then ‖zi‖ = sup{‖xi,n‖ : n ∈ N} ≤ M(a),
i = 1, 2, ..., N(a). Therefore zi ∈
∏∞
n=1B. We have that
‖
N(a)∑
i=1
z∗iH0(a)zi − {bn}‖ < ε.
This implies that H0 is locally uniformly full in
∏∞
n=1B. Viewing pi ◦ H0 : A → C/C0 as an
embedding. Then it is locally uniformly full. Combining this with (e 7.4), applying 7.2, we
obtain a separable C∗-subalgebra D ⊂ C/C0 such that pi ◦H0(A), pi ◦ H1(A), pi ◦H2(A) ⊂ D,
pi ◦H0 is locally uniformly full in D and
[pi ◦H1] = [pi ◦H2] in KK(A,D).
Applying 6.3, there exists an integer n ≥ 1 and unitary U ∈Mn+1(D˜) such that
‖U∗diag(pi ◦H1(a), dn(pi ◦H0(a)))U − diag(pi ◦H2(a), dn(pi ◦H0(a)))‖ < ε/4
for all a ∈ F . Note that U ∈Mn+1(C˜/C0). There is a unitary V = {vk} ∈ C˜ such that pi(V ) = U.
Therefore, for all sufficiently large n,
‖v∗kdiag(h1(a), dn(a))vk − diag(h2(a), dn(a))‖ < ε for all a ∈ F .
Choose u = vk for some sufficiently large k.
Theorem 7.6. Let A be a separable amenable C∗-algebra and let B be a σ-unital C∗-algebra
which almost has stable rank one. Suppose that h1, h2 : A → B are two homomorphisms such
that
[h1] = [h2] in KL(A,B).
Suppose that there is an embedding j : A → B which is locally uniformly full. Then, for any
ε > 0 and any finite subset F ⊂ A, there is an integer n ≥ 1 and a unitary u ∈ ˜Mn+1(B) such
that
‖u∗diag(h1(a), dn(a))u− diag(h2(a), dn(a))‖ < ε for all a ∈ F .
Proof. This follows from 7.5 together with the proof of 6.4.
Definition 7.7. (Definition 2.1 of [16]) Fix a map r0 : N → Z+, a map r1 : N → Z+, a map
T : N× N→ N, integers s ≥ 1 and R ≥ 1. We say a C∗-algebra A ∈ C(r0,r1,T,s,R) if
(a) for any integer n ≥ 1 and any pair of projections p, q ∈Mn(A˜) with [p] = [q] in K0(A),
p ⊕ 1Mr0(n)(A) and q ⊕ 1Mr0(n)(A˜) are Murray-von Neumann equivalent, moreover, if p ∈ Mn(A˜)
and q ∈ Mm(A˜) and [p]− [q] ≥ 0, there exists p′ ∈ Mn+r0(n)(A˜) such that p′ ≤ p ⊕ 1Mr0(n) and
p′ is equivalent to q ⊕ 1Mr0(n) ;
(b) if k ≥ 1, and x ∈ K0(A) such that −n[1A˜] ≤ kx ≤ n[1A˜] for some integer n ≥ 1, then
−T (n, k)[1A˜] ≤ x ≤ T (n, k)[1A˜];
(c) the canonical map U(Ms(A˜))/U0(Ms(A˜))→ K1(A) is surjective;
(d) if u ∈ U(Mn(A˜)) and [u] = 0 in K1(A˜), then u⊕ 1Mr1(n) ∈ U0(Mn+r1(n)(A˜));
(f) cer(Mm(A˜)) ≤ R for all m ≥ 1.
Note that if K0(A) = {0}, then A satisfies condition (a) and (b) for any r0 and T. If A has
stable rank one, then r0 and r1 can be chosen to be zero.
34
Definition 7.8. Let A be a separable C∗-algebra, let B be non-unital C∗-algebra and let
L : A → B be a positive linear map. Let F : A+ \ {0} → N × R. Suppose that H ⊂ A+ \ {0}
is a subset. We say L is F -H-full, if, for any b ∈ B+ with ‖b‖ ≤ 1, any ε > 0, there are
x1, x2, ..., xm ∈ B such that m ≤ N(a) and ‖xi‖ ≤M(a), where (N(a),M(a)) = F (a), and
‖
m∑
i=1
x∗iL(a)xi − b‖ ≤ ε. (e 7.5)
We say L is exactly F -H-full, if in (e 7.5) holds for ε = 0.
Theorem 7.9.(c.f. 5.3 of [24], Theorem 3.1 of [16] [9], 5.9 of [28] and Theorem 7.1 of [31]) Let
A be a non-unital separable amenable C∗-algebra which satisfies the UCT, let r0, r1 : N → Z+,
T : N × N → N be three maps, s,R ≥ 1 be integers and let F : A+ \ {0} → N × R+ \ {0} and
L : U(M∞(A˜))→ R+ be two additional maps. For any ε > 0 and any finite subset F ⊂ A, there
exists δ > 0, a finite subset G ⊂ A, a finite subset P ⊂ K(A), a finite subset U ⊂ U(M∞(A˜)),
a finite subset H ⊂ A+ \ {0} and an integer K ≥ 1 satisfying the following: For any two G-δ-
multiplicative contractive completely positive linear maps ϕ,ψ : A → B, where B ∈ Cr0,r1,T,s,R,
and any G-δ-multiplicative contractive completely positive linear map σ : A → Ml(B) (for any
integer l ≥ 1) which is also F -H-full such that
cel(⌈ϕ(u)⌉⌈ψ(u∗)⌉) ≤ L(u) for all u ∈ U (e 7.6)
and [ϕ]|P = [ψ]|P , (e 7.7)
there exists a unitary U ∈M1+Kl(B˜) such that
‖AdU ◦ (ϕ ⊕ S)(a) − (ψ ⊕ S)(a)‖ < ε for all a ∈ F , (e 7.8)
where
S(f) = diag(
K︷ ︸︸ ︷
σ(a), σ(a), ..., σ(a)) for all a ∈ A.
If furthermore, B almost has stable rank one, one can choose U ∈ ˜M1+Kl(B).
Proof. We may also use ϕ and ψ for ϕ⊗ idMm and ψ⊗ idMm, respectively. Fix A, r0, r1, T, s,R,
F and L as described above. Suppose that the theorem is false. Then there exists ε0 > 0 and
a finite subset F ⊂ A such that there are a sequence of positive numbers {δn} with δn ց 0,
an increasing sequence {Gn} ⊂ A of finite subsets such that ∪nGn is dense in A, an increasing
sequence {Pn} ⊂ K(A) of finite subsets such that ∪nPn = K(A), an increasing sequence of
finite subsets {Un} ⊂ U(M∞(A˜)) such that ∪nUn ∩ U(Mm(A˜)) is dense in U(Mm(A˜)) for each
integer m ≥ 1, an increasing sequence of finite subsets {Hn} ⊂ A1+ \ {0} such that if a ∈ Hn
and f1/2(a) 6= 0, then f1/2(a) ∈ Hn+1 and ∪nHn is dense in A1+, a sequences of integers {k(n)}
with limn→∞ k(n) = ∞, a sequence of unital C∗-algebras Bn ∈ Cr0,r1,T,s,R, two sequences of
Gn-δn-multiplicative contractive completely positive linear maps ϕn, ψn : A→ Bn such that
[ϕn]|Pn = [ψn]|Pn and cel(⌈ϕn(u)⌉⌈ψn(u∗)⌉) ≤ L(u) (e 7.9)
for all u ∈ Un and a sequence of unital Gn-δn-multiplicative contractive completely positive linear
maps σn : A→Ml(n)(Bn) which is also F -Hn-full satisfying
inf{sup ‖v∗ndiag(ϕn(a), Sn(a))vn − diag(ψn(a), Sn(a))‖ : a ∈ F‖} ≥ ε0, (e 7.10)
where the infimum is taken among all unitaries vn ∈Mk(n)l(n)+1(Bn) and
Sn(a) = diag(
k(n)︷ ︸︸ ︷
σn(a), σn(a), ..., σn(a)) for all a ∈ A.
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Put B′n = Ml(n)(Bn). Let C0 =
⊕∞
n=1B
′
n, C =
∏∞
n=1B
′
n, Q(C) = C/C0 and pi : C →
Q(C) is the quotient map. Define Φ,Ψ, S : A → C by Φ(a) = {ϕn(a)}, Ψ(a) = {ψn(a)} and
S(a) = {σn(a)} for all a ∈ A. Note that pi ◦ Φ, pi ◦ Ψ and pi ◦ S are homomorphisms. Denote
also Φ(m),Ψ(m), S(m) : A → ∏n≥mB′n by Φ(m)(a) = {ϕn(a)}n≥m, Ψ(m)(a) = {ψn(a)}n≥m and
S(m)(a) = {σn(a)}n≥m.
For each u ∈ Um, we may assume that u ∈ ML(m)(A˜) for some integer L(m) ≥ 1. When
n ≥ m, by the assumption, there exists a continuous path of unitaries {un(t) : t ∈ [0, 1]} ⊂
ML(m)(B˜
′
n) such that
un(0) = ⌈ϕn(u)⌉, un(1) = ⌈ψn(u)⌉ and cel({un(t)}) ≤ L(u).
It follows from Lemma 1.1 of [16] that, for all n ≥ m, there exists a continuous path {U(t) :
t ∈ [0, 1]} ⊂ U0(
∏
n≥m B˜
′
n) such that U(0) = {〈ϕn(u)〉}n≥m and U(1) = {〈ψn(u)〉}n≥m. This in
particular implies that
〈Φ(m)(u)〉〈Ψ(m)(u∗)〉 ∈ U0(ML(m)(
∏
n≥m
B˜′n)) and (pi ◦Φ)∗1 = (pi ◦Ψ)∗1. (e 7.11)
By (e 7.6), for all n ≥ m,
[ϕn]|Pm = [ψn]|Pm . (e 7.12)
By the assumption and by [16], K0(C) =
∏
bK0(B
′
n). It follows that
[Φ(m)]|K0(A)∩Pm = [Ψ(m)]|K0(A)∩Pm , m = 1, 2, .... (e 7.13)
In particular,
(pi ◦Φ)∗0 = (pi ◦Ψ)∗0. (e 7.14)
Now let x0 ∈ Pm ∩K0(A,Z/kZ) for some k ≥ 2. Let x˜0 ∈ K1(A) be the image of x0 under the
map K0(A,Z/kZ) → K1(A). We may assume that x˜0 ∈ Pm0 for some m0 ≥ m. By (e 7.13),
[Φ(m0)](x˜) = [Ψ(m0)](x˜). Put y0 = [Φ
(m0)](x) − [Ψ(m0)](x). Then y0 ∈ K0((
∏
n≥m0
B′n),Z/kZ)
must be in the image ofK0(
∏
n≥m0
B′n) which may be identified withK0(
∏
n≥m0
B′n)/kK0(
∏
n≥m0
B′n).
(see [16]). However, by (e 7.12),
y0 ∈ kerψ(k)0 ,
where ψ
(k)
0 : K0(
∏
n≥m0
B′n,Z/kZ)→
∏
n≥m0
K0(B
′
n,Z/kZ) is as in 4.1.4 of [35]. By [16], y0 = 0.
In other words,
[Φ](x) = [Ψ](x)
which implies that
[pi ◦ Φ]|K0(A,Z/kZ) = [pi ◦Ψ]|K0(A,Z/kZ), k = 2, 3, .... (e 7.15)
Now let x1 ∈ K1(A,Z/kZ). We may assume that x ∈ Pm for some m ≥ 1. Let x˜1 ∈
K0(A) be the image of x under the map K1(A,Z/kZ) → K0(A). There is m1 ≥ m such that
x˜ ∈ Pm1 . By (e 7.13), [Φ(m1)](x˜) = [Ψ(m1)](x˜). Put y1 = [Φ(m1)](x1) − [Ψ(m1)](x1). Then y1 ∈
K1(
∏
n=m1
B′n)/kK1(
∏
n=m1
B′n) (see ([16])). However, by (e 7.11), y1 ∈ kerψ(k)1 (see 4.1.4 of
[35]) It follows from [16] that y1 = 0. In other words,
[Φ](x1) = [Ψ](x1).
Thus
[pi ◦ Φ]|K1(A,Z/kZ) = [pi ◦Ψ]|K1(A,Z/kZ). (e 7.16)
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Therefore, combining (e 7.11), (e 7.14), (e 7.15) and (e 7.16),
[pi ◦Φ] = [pi ◦Ψ] in HomΛ(K(A),K(Q(C)).
For each a ∈ Hm ⊂ A1+\{0}, any {bn} ∈ C1+, and any η > 0, since σn is F -Hn-full, for all n ≥ m,
there are xi,n(a) ∈ B′n with ‖xi,n‖ ≤M(a), i = 1, 2, ..., N(a), where F (a) =M(a) ×N(a), such
that
‖
N(a)∑
i=1
xi,n(a)
∗σn(a)xi,n(a)− bn‖ < η.
Define x(i, a) = {xi,n(a)}. Then x(i, a) ∈ C. It follows that
‖
N(a)∑
i=1
x(i, a)∗S(m)(a)x(i, a) − {bn}‖ < ε.
This shows that pi ◦ S(a) is a full element in Q(C) for all a ∈ ∪∞n=1Hn. Let I be an ideal of C
and let
J = {a ∈ A : pi ◦ S(a) ∈ I}.
The same argument used in the proof of 7.2 shows that J = {0}. It follows that pi ◦ S is full.
It follows from 7.4 that there exists a separable C∗-subalgebra D ⊂ Q(C) such that pi ◦
S(A), pi ◦Φ(A), pi ◦Ψ(A) ⊂ D and
[pi ◦Φ] = [pi ◦Ψ] in KL(A,D).
It follows from the end of the proof 7.5 that there exists an integer K ≥ 1 and unitary
V ∈MK+1(Q˜(C)) such that
‖V ∗diag(pi ◦ Φ(a),Σ(a))V − diag(pi ◦Ψ(a),Σ(a))‖ < ε0/4
for all a ∈ F , where
Σ(a) = diag(
K︷ ︸︸ ︷
pi ◦ S(a), pi ◦ S(a), ..., pi ◦ S(a)) for all a ∈ A.
Therefore there exists a sequence of unitaries {vn} ⊂ MK+1(C˜) and an integer N1 such that
k(n) ≥ K for all n ≥ N1 and
‖v∗ndiag(ϕn(a), Sn,K(a))vn − diag(ψn(a), Sn,K(a))‖ < ε0/2
for all a ∈ F , where
Sn,K(a) = diag(
K︷ ︸︸ ︷
σn(a), σn(a), ..., σn(a)) for all a ∈ A.
This contradicts (e 7.9).
If furthermore B almost has stable rank one, then one can deploy the same proof as that of
7.6.
Remark 7.10. Let K0(A) ∩ P = P1 and write P1 = {z1, z2, ..., zm}. Then, by choosing suffi-
ciently large P, we can always choose U = {w1, w2, ..., wm} so that [wi] = zi, i = 1, 2, ...,m.
In other words, that we do not need to consider unitaries in U0(M∞(A˜). In particular, if
K1(A) = {0}, then we can omit the condition (e 7.6). Moreover, if B is restricted in the
class of C∗-algebras of real rank zero, then one can choose L ≡ 2pi + 1 and (e 7.6) always holds
if P is sufficiently large. In other words, in this case, condition (e 7.6) can also be dropped.
37
Corollary 7.11. Let A be a non-unital separable amenable C∗-algebra which satisfies the UCT
such that Ki(A) = {0} (i = 0, 1), and let T : A+ \ {0} → N × R+ \ {0} be a map. For any
ε > 0 and any finite subset F ⊂ A, there exists δ > 0, a finite subset G ⊂ A, a finite subset
H ⊂ A+ \ {0} and an integer K ≥ 1 satisfying the following: For any two G-δ-multiplicative
contractive completely positive linear maps ϕ,ψ : A → B, where B is any σ-unital C∗-algebra,
and any G-δ-multiplicative contractive completely positive linear map σ : A → Ml(B) (for any
integer l ≥ 1) which is also T -H-full, there exists a unitary U ∈M1+Kl(B˜) such that
‖AdU ◦ (ϕ ⊕ S)(a) − (ψ ⊕ S)(a)‖ < ε for all a ∈ F , (e 7.17)
where
S(f) = diag(
K︷ ︸︸ ︷
σ(a), σ(a), ..., σ(a)) for all a ∈ A.
If furthermore, B almost has stable rank one, one can choose U ∈ ˜M1+Kl(B).
Proof. The only reason that the restriction has to be placed on B is for the computation of
K-theory of maps ϕ and ψ. Since now Ki(A) = {0}, this problem disappears.
Corollary 7.12. Let A be a non-unital separable amenable C∗-algebra which satisfies the UCT,
and let T : A+ \ {0} → N × R+ \ {0} be a map. For any ε > 0 and any finite subset F ⊂ A,
there exists δ > 0, a finite subset G ⊂ A, a finite subset H ⊂ A+ \ {0} and an integer K ≥ 1
satisfying the following: For any two G-δ-multiplicative contractive completely positive linear
maps ϕ,ψ : A → B, where B is any σ-unital C∗-algebra with Ki(B) = {0} (i = 0, 1) and any
G-δ-multiplicative contractive completely positive linear map σ : A → Ml(B) (for any integer
l ≥ 1) which is also T -H-full, there exists a unitary U ∈M1+Kl(B˜) such that
‖AdU ◦ (ϕ ⊕ S)(a) − (ψ ⊕ S)(a)‖ < ε for all a ∈ F , (e 7.18)
where
S(f) = diag(
K︷ ︸︸ ︷
σ(a), σ(a), ..., σ(a)) for all a ∈ A.
If furthermore, B almost has stable rank one, one can choose U ∈ ˜M1+Kl(B).
Remark 7.13. In Theorem 7.9, 7.11 as well as 7.12, if B is σ-unital and has almost stable rank
one, and there is a σ-unital hereditary C∗-subalgebra B0 ⊂ B such that ϕ(A), ψ(A) ⊂ B0, then
the unitary U can be chosen in B˜1, where B1 is the hereditary C
∗-subalgebra of M1+Kl(B)
generated by B0 ⊕MKl(B).
This can be seen as follows.
First one may assume that F ⊂ A1. Let ε > 0. Then note that B1 is σ-unital.
Fix ε > η > 0. Let e ∈ B1 be a strictly positive element such that
‖fδ(e)x− x‖ < η/16 and ‖x− xfδ(e)‖ < η/16
for all x ∈ {(ϕ⊕ S)(a), (ψ ⊕ S)(a) : a ∈ F}, where 1/2 > δ > 0. Suppose that there is a unitary
U in the unitization of M1+Kl(B) such that
‖U∗(ϕ⊕ S)(a)U(a) − (ψ ⊕ S)(a)‖ < η/16 for all a ∈ F .
Put z = (fδ(e)Ufδ/2(e)) ∈ B1. Then
zz∗(ϕ⊕ S)(a) ≈η/16 zfδ/2U∗(ϕ⊕ S)(a) ≈η/16 zfδ/2(e)(ψ ⊕ S)(a)U∗
≈η/16 z(ψ ⊕ S)(a)U∗ ≈η/16 fδ(e)U(ψ ⊕ S)(a)U∗
≈η/16 fδ(e)(ϕ(a) ⊕ S)(a) ≈η/16 (ϕ⊕ S)(a)
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for all a ∈ F . Exactly the same estimates shows that
(ϕ⊕ S)(a)zz∗ ≈6η/16 (ϕ⊕ S)(a) for all a ∈ F .
With a sufficiently small η, one has
|z∗|(ϕ⊕ S)(a) ≈ε/64 (ϕ⊕ S)(a) ≈ε/64 (ϕ⊕ S)(a)|z∗|
for all a ∈ F . One also has
‖z∗(ϕ⊕ S)(a)z − (ψ ⊕ S)(a)‖ < η/8 for all a ∈ F .
Choose 1/2 > δ1 > 0 such that
fδ1(|z∗|)|z∗| ≈ε/64 |z∗|.
Write z∗ = w|z| as a poler decomposition in B∗∗1 . Since B1 has almost stable rank one, there
exists a unitary v ∈ B˜1 such that
vfδ1(|z∗|) = wfδ1(|z∗|).
Note that
vfδ1(|z∗|) ≈η/64 z∗.
It follows that
‖v(ϕ ⊕ S)(a)v∗ − (ψ ⊕ S)(a)‖ < ε for all a ∈ F .
Remark 7.14. Suppose that A has the property thatKK(A,B) = {0} for every C∗-algebras B.
Then the assumption of UCT can be dropped. Note that UCT condition is used only to ensure
that [pi ◦ Φ] = [pi ◦ Ψ] in KL(A,D). Moreover, in this case, the condition related to K-theory
can also dropped. In particular, 7.11 holds if we replace A by a non-unital separable amenable
C∗-algebra which satisfies KK(A,B) = {0} for all C∗-algebras B.
8 Quasi-compact C∗-algebras
Definition 8.1. A σ-unital C∗-algebra is said to be quasi-compact, if there is e ∈ (A ⊗ K)+
with 0 ≤ e1 ≤ 1 and a partial isometry w ∈ (A⊗K)∗∗ such that
w∗a, w∗aw ∈ A⊗K, ww∗a = aww∗ = a and ew∗aw = w∗awe = w∗aw for all a ∈ A.
Proposition 8.2. Let C be σ-unital C∗-algebra and let c ∈ C \ {0} with 0 ≤ c ≤ 1 be a full
element in C. Suppose that there is e1 ∈ C with 0 ≤ e1 ≤ 1 such that e1c = ce1 = c. Then cCc
is quasi-compact.
Proof. B = cCc. Let E ⊂M2(C) be a C∗-subalgebra of the form
E = {(aij)2×2 : a11 ∈ B, a12 ∈ BC, a21 ∈ CB, a22 ∈ C}.
We view B ⊗ K and C ⊗ K as full corners of E ⊗ K. Moreover, let p1 be the range projection
of B ⊗ K and let p2 be the range projection of C ⊗ K, then p1, p2 ∈ M(E ⊗ K). By 2.8 of [4],
there is a partial isometry W ∈ M(E ⊗ K) such that W ∗(B ⊗ K)W = C ⊗ K, WW ∗ = p1 and
WW ∗ = p2. Moreover,
p1Wb = p1Wbp1 for all b ∈ B ⊗K.
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Since W ∈ M(E ⊗ K), Wb ∈ E ⊗ K. Therefore p1Wbp1 ∈ B ⊗ K. Put w = (Wp1)∗. Then, for
any b ∈ B,
(w)∗b = p1Wb ∈ B ⊗K, w∗bw = p1WbW ∗p1 ∈ B ⊗K.
Moreover, let e = p1We1W
∗p1 ∈ B ⊗K,
ew∗bw = p1We1W
∗p1WbW
∗p1 = p1We1p2bW
∗p1 = p1We1bW
∗p1 = p1WbW
∗p1 = w
∗bw
for all b ∈ B. We also have w∗bwe = ewbw∗ and ww∗b = p1W ∗Wp1b = p1b = b and bww∗ = b
for all b ∈ B.
Thus B is quasi-compact.
Corollary 8.3. A σ-unital full hereditary C∗-subalgebra of a σ-unital quasi-compact C∗-algebra
is quasi-compact.
Lemma 8.4. Let A be a σ-unital and non-unital C∗-algebra which is quasi-compact. Then,
there exists an integer N ≥ 1, a partial isometry w ∈MN (A)∗∗ and e ∈MN (A) with 0 ≤ e ≤ 1
such that
w∗aw ∈MN (A), ww∗a = aww∗ = a and w∗awe = ew∗aw = w∗aw for all a ∈ A.
Proof. Let b ∈ A be a strictly positive element with 0 ≤ b ≤ 1. We may assume that A is a full
hereditary C∗-subalgebra of a σ-unital C∗-algebra C such that b ∈ C and there is e1 ∈ C with
0 ≤ e1 ≤ 1 such that be1 = b = be1. Moreover, bCb = A. Since b is full in C, by applying 3.1,
there exists x1, x2, ..., xm ∈ C such that
m∑
i=1
x∗i bxi = f1/4(e1).
Note that f1/4(e1)b = b = f1/4(e1). Put X
∗ = (x∗1b
1/2, x∗2b
1/2, ..., x∗mb
1/2) as an 1-row element in
Mm(C). Then
X∗X = f1/4(e1) and XX
∗ ∈Mm(b1/2Cb1/2) =Mm(A).
Let X = v|X∗X|1/2 be the polar decomposition of X in Mm(C)∗∗. Then
vav∗ = v|X∗X|1/2a|X∗X|1/2v∗ = XaX∗ ∈Mm(A) for all a ∈ A.
Note Xb1/n ∈ Mm(A). Let p be the open projection corresponding to b. Then Xp ∈ Mm(A)∗∗.
Note also that Xp = v|X∗X|1/2p = vp. Set w = (Xp)∗. Then w∗ = vp and ww∗ = pX∗Xp =
pf1/4(e1)p = p. So w is a partial isometry. Set e = XX
∗.
w∗aw = XaX∗ ∈Mm(A) for all a ∈ A.
Moreover,
w∗awe = XaX∗XX∗ = Xaf1/4(e1)X
∗ = XaX∗ = w∗aw and
ew∗aw = XX∗XaX∗ = Xf1/4(e1)aX
∗ = XaX∗ = w∗aw. (e 8.1)
Lemma 8.5. Let A be a σ-unital quasi-compact C∗-algebra with T (A) 6= {0}. Then the weak
*-closure T (A)w of T (A) in T˜ (A) is compact and 0 6∈ T (A)w. Moreover, if a ∈ A with 0 ≤ a ≤ 1
is strictly positive, then there is d > 0 such that
dτ (a) ≥ d for all T (A)w.
40
Proof. By 8.4, without loss of generality, we may assume that A is a full hereditary C∗-subalgebra
of B⊗K for some σ-unital C∗-algebra B such that there is e1 ∈ (B⊗K)+ such that 0 ≤ e1 ≤ 1
and e1x = xe1 = x for all x ∈ A. Put C = B ⊗ K. Let T˜ (C) be the convex set of all traces
defined on the Pedersen ideal P (C). Note that A ⊂ P (C). Since A is full in C, we may also
assume that each τ ∈ T (A) has been extended to an element in T˜ (C). Let a ∈ A+ be a strictly
positive element of A. There are x1, x2, ...., xm ∈ C such that
m∑
i=1
x∗i axi = f1/4(e1). (e 8.2)
Note that f1/4(e1)x = xf1/4(e1) = x for all x ∈ A. But f1/4(e1) ∈ P (C). Consider
S = {τ ∈ T˜ (C) : τ(f1/4(e1)) ≥ 1}.
Then S is compact. Note that
T (A) = {τ ∈ T˜ (C) : dτ (a) = 1}.
It follows that, for any τ ∈ T (A),
τ(f1/4(e1)) ≥ dτ (a) = 1. (e 8.3)
It follows that T (A) ⊂ S. Therefore the weak*-closure of T (A) is compact and 0 6∈ T (A)w.
By (e 8.2),
[f1/4(e1)] . m[a] in W (C). (e 8.4)
Put d = 1/m. It follows that, for any t ∈ S,
dτ (a) ≥ t(f1/4(e1))/m ≥ 1/m = d.
Corollary 8.6. Let A be a σ-unital C∗-algebra which is quasi-compact with QT (A) = T (A) 6=
{0} and let a ∈ A be a strictly positive element with 0 ≤ a ≤ 1. Suppose that
d = inf{dτ (a) : τ ∈ T (A)w} > 0.
Then, for any d/3 < d0 < d, there exists an integer n ≥ 1 such that, for all m ≥ n,
τ(f1/m(a)) ≥ d0 and τ(a1/m) ≥ d0.
This is a standard compactness argument.
Theorem 8.7. Let A be a σ-unital C∗-algebra. Then A is quasi-compact if and only if P (A) =
A.
Proof. First assume that A is quasi-compact. Let a ∈ A+ be a strictly positive element. Then
there exists e ∈ (A⊗K)+ and a partial isometry v ∈ (A⊗K)∗∗ such that
w∗xw ∈ A⊗K, ww∗x = xww∗ = x and w∗xwe = ew∗xw = w∗xw for all x ∈ A.
Let z = w∗a1/2. Then zz∗ ∈ P (A ⊗ K)+. It follows that a = z∗z ∈ P (A ⊗ K)+. Therefore the
hereditary C∗-subalgebra generated by a is in P (A⊗K). Consequently A ⊂ P (A⊗K).
To see that A = P (A), one applies Theorem 2.1 of [47].
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Conversely, suppose that there are b1, b2, ..., bm ∈ A+ such that
a1/2 ≤
m∑
i=1
gi(bi) and 0 ≤ b1, b2, ..., bm ≤ 1,
where gi ∈ C0((0, N) for some N ≥ 1 and the support of gi is in [σ,N ] for some 1/2 > σ > 0.
Note each gi =
∑K
j=1 gi,j for some ‖gi,j‖ + 1 ≥ K ≥ 1, where 0 ≤ gi,j ≤ 1 and its support still
in [σ,N ]. Without loss of generality, we may assume that 0 ≤ gi ≤ 1.
Let ci = (gi(bi))
1/2, i = 1, 2, ...,m.
Define
Z = (c1, c2, ..., cm)
which we view as a m×m matrix with zero rows other than the first row. Define
E = diag(fσ/2(b1), fσ/2(b2), ..., fσ/2(bm)) ∈Mm(A).
Note that
ZZ∗ =
m∑
i=1
c2i ≥ a and Z∗Z = (di,j)m×m,
where
di,j = cicj , i, j = 1, 2, ...,m.
It follows that
E(Z∗Z) = E(cicj)m×m = (cicj)m×m = (Z
∗Z)E.
Write Z∗ = V |Z∗|. Then
V x ∈Mm(A), V V ∗|Z| = |Z|V V ∗ = |Z| and (V xV ∗)E = E(V xV ∗) = (V xV ∗)
for all x ∈ (ZZ∗)Mm(A)(ZZ∗). Note that A ⊂ (ZZ∗)Mm(A)(ZZ∗). Therefore A is quasi-
compact.
The number n below will be used later.
Lemma 8.8. Let A be a σ-unital C∗-algebra with QT (A) = T (A) 6= ∅ and 0 6∈ T (A)w. Suppose
that A has the strong strict comparison for positive elements and has almost stable rank one.
Then A is quasi-compact. Moreover, let a ∈ A with 0 ≤ a ≤ 1 be a strictly positive element, let
d = inf{dτ (a) : τ ∈ T (A)w},
and let n be an integer such that nd > 1, there exists elements e1, e2 ∈Mn(A) with 0 ≤ e1, e2 ≤ 1,
e1e2 = e2e1 = e1 and w ∈Mn(A)∗∗ such that
w∗c, cw ∈Mn(A), ww∗c = cww∗ = c for all c ∈ A, (e 8.5)
w∗cwe1 = e1w
∗cw = c for all c ∈ A. (e 8.6)
Furthermore, there exists a full element b0 ∈ P (A) with 0 ≤ b0 ≤ 1 and e0 ∈ P (A)+ such that
b0e = eb0 = b0.
Proof. Let a ∈ A+ with 0 ≤ a ≤ 1 be a strictly positive element. Since 0 6∈ T (A)w and T (A)w
is compact,
inf{dτ (a) : τ ∈ T (A)w} = d > 0.
Suppose that nd > 1.
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By 8.6 there exists ε > 0 such that
inf{τ(fε(a)) : τ ∈ T (A)w} = d0 > 2d/3
such that nd0 > 1. Therefore, by the strong strict comparison,
a . diag(
n︷ ︸︸ ︷
fε(a), fε(a), ..., fε(a)) in Mn(A).
Put b = diag(
n︷ ︸︸ ︷
fε(a), fε(a), ..., fε(a)). Since A is assumed to almost have stable rank one, by 3.2,
there exists x ∈Mn(A) such that
x∗x = a1/2 and xx∗ ∈ bMn(A)b.
There is a partial isometry w ∈ Mn(A)∗∗ such that w∗A,Aw ∈ Mn(A), ww∗c = cww∗ = c for
all c ∈ A and w∗Aw ∈ bMn(A)b. Put e = diag(
n︷ ︸︸ ︷
fε/2(a), fε/2(a), ..., fε/2(a)). Then 0 ≤ e ≤ 1 and
ew∗cw = w∗cwe = w∗cw for all c ∈ A.
Thus A is quasi-compact. The second part of the statement also holds.
For the last part of the lemma, choose b0 = fε(a) and e0 = fε/2(a).
Remark 8.9. Let A be a σ-unital exact simple C∗-algebra. Let e ∈ P (A)+ \ {0}. Let Te(A) =
{τ ∈ T˜ (A) : τ(e) = 1}. It is a compact convex set. Let a ∈ A be the strictly positive element. A
is said to have bounded scale if dτ (a) is a bounded function on Te(A) (see [3]). In the absence
of strict comparison, one defines that A has bounded scale if there exists an integer n ≥ 1 such
that n〈e〉 ≥ 〈b〉 for any b ∈ A+. However, as shown in [3], this is equivalent to say A is algebraic
simple which in turn is equivalent to say that A is quasi-compact.
Proposition 8.10. Let A be a σ-unital C∗-algebra with 0 6∈ T (A)w and every trace in T˜ (A) is
finite on A. Let B ⊂ A be a σ-unital full hereditary C∗-subalgebra. Then 0 6∈ T (B)w.
Proof. Let b ∈ B with ‖b‖ = 1 is a strictly positive element of B and B = bBb. Let e ∈ A+ with
‖e‖ = 1 such that A = eAe.
Since b is full, then τ(b) > 0 for all τ ∈ T (A)w. Then
1 > r0 = inf{τ(b) : τ ∈ T (A)w} > 0.
For any t ∈ T (B), there is an extension τ ∈ T˜ (A) which is finite. Since τ is positive linear
functional, it is continuous. Therefore τ0 = τ/‖τ‖ ∈ T (A). Therefore t = ‖τ‖ · τ0|B . It follows
that
t(b) ≥ ‖τ‖ · r0 ≥ r0.
This shows that 0 6∈ T (B)w.
Definition 8.11. Let A be a σ-unital C∗-algebra with T˜ (A) 6= {0}. Suppose that there is
e ∈ P (A)+ which is full.
Let Ae = eAe. Then Ae is quasi-compact. Then 0 6∈ T (Ae)w. Assume that A is not uni-
tal. One extends each τ ∈ T (Ae)w to a tracial state on A˜e. There is an order preserving
homomorphism ρA˜e : K0(A˜e) → Aff(T (Ae)
w
). By [4], one may identify K0(A) with K0(Ae).
The composition of maps from K0(A) to K0(Ae), then from K0(Ae) to K0(A˜e) and then to
Aff(T (Ae)
w
) is an order preserving homomorphism which will be denoted by ρA. Denote by
kerρA the subgroup of K0(A) consisting of those x ∈ K0(A) such that kerρA(x) = 0. Elements
in kerρA are called infinitesimal elements.
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9 Continuous scale and fullness
Definition 9.1. The previous section discussed C∗-algebras with bounded scales. Let us recall
the definition of continuous scale ([23] and [27])
Let A be a σ-unital and non-unital C∗-algebra. Fix an approximate identity {en} for A with
the property that
en+1en = enen+1 = en for all n ≥ 1.
Then A has continuous scale, if for any b ∈ A+ \ {0}, there exists N ≥ 1 such that
em − en . b
for all m > n ≥ N. This definition does not depend on the choice of {en}.
Remark 9.2. It should be noted that for any non-elementary separable simple C∗-algebra A
there is a non-zero hereditary C∗-subalgebra B ⊂ A such that B has continuous scale (2.3 of
[27]).
Theorem 9.3 (cf. [27]). Let A be a non-elementary σ-unital simple C∗-algebra with continuous
scale such that T (A) 6= ∅. Then
(1) T (A) is compact;
(2) dτ (a) is continuous on T˜ (A) for any strictly positive element a of A;
(3) dτ (a) is continuous on T (A)
w
for any strictly positive element a of A.
Conversely, if A is exact, has strict comparison for positive elements and is quasi-compact,
then (1), (2) and (3) are equivalent and also equivalent to the following:
(4) A has continuous scale;
(5) dτ (a) is continuous on T (A)
w
for some strictly positive element a of A.
(6) dτ (a) is continuous on T˜ (A) for some strictly positive element a of A.
Proof. Most part of the theorem are well-known. It is that (1) holds is perhaps not well-known.
Suppose that A has continuous scale. Then A is algebraically simple (3.3 of [23]). In
particular, A = P (A). It follows from 8.6 that K = T (A)
w
is compact. Fix an element b ∈
P (A)+ \ {0}. Put B = f1/2(b)Af1/2(b). Note that A is not elementary. B+ contains infinitely
many mutually orthogonal elements {xn} with 0 ≤ xn ≤ 1, n = 1, 2, ....
Thus, for ε > 0, there exists xk(ε) such that dτ (xk(ε)) < ε for all τ ∈ K. Note that
dτ (a) = lim
n→∞
τ(f1/2n(a)) for all τ ∈ K.
Denote en = f1/2n(a), n = 1, 2, .... Since A has continuous scale, for any ε > 0, there exists
N ≥ 1 such that
em − en . xk(ε) for all m > n ≥ N.
In particular,
τ(em)− τ(en) < ε for all τ ∈ K. (e 9.1)
It follows that dτ (a) is continuous on K. Since dτ (a) = 1 on T (A) and T (A) is dense in K,
dτ (a) = 1 for all τ ∈ K. This implies that T (A) = K. This proves (1) and (3). It is clear that
(2) are equivalent to (3).
Conversely, if A is as stated and if dτ (a) is continuous on K for some strictly positive element,
then, (e 9.1) holds for every ε. Since A has strict comparison for positive elements, it follows, for
any b ∈ A+, there exists N ≥ 1 such that
em − en . b for all m > n ≥ N.
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This implies that A has continuous scale.
In other words, in this case, if A does not have continuous scale, dτ (a) is not continuous
on K. In particular, dτ (a) is not identically 1. This implies K 6= T (A). The above shows that,
under the assumption that A as stated in the second part of the theorem, (1), (4) and (5) are
equivalent. Since (5) and (6) are equivalent, these are also equivalent to (6). Since the notion
of continuous scale is independent of choice of a, these are also equivalent to (2) and (3).
Corollary 9.4. Let A be a σ-unital exact simple C∗-algebra with strict comparison and with
continuous scale. Suppose that T (A) 6= ∅. Suppose a ∈ A such that dτ (a) is continuous on T (A).
Then aAa has continuous scale.
Proof. Put B = aAa. If dτ (a) is continuous on T (A), then dτ (a) is a continuous function on
T˜ (A). Therefore {τ : dτ (a) = 1} is compact.
Now we turn to local uniform fullness.
Proposition 9.5. Let A be a σ-unital full C∗-subalgebra of a non-unital C∗-algebra of B.
Suppose that B is quasi-compact. Then A is strongly locally uniformly full in B.
Proof. Let a ∈ A be a strictly positive element. Then aBa is full hereditary C∗-subalgebra B.
It suffices to show that aBa is locally uniformly full in B. Put B1 = aBa.
Let e ∈Mn(B) with 0 ≤ e ≤ 1 and w ∈Mn(B)∗∗ such that
w∗a, w∗aw ∈Mn(B), ww∗a = aww∗ = a and w∗awe = ew∗aw = w∗aw for all a ∈ B.
Note also that aw ∈Mn(B) for all a ∈ B.
By Lemma 3.4, for any 1/4 > ε > 0 and any a ∈ (B1)+\{0}, there are x1, x2, ..., xm ∈Mn(B)
such that
fε(e) =
m∑
i=1
x∗i axi.
Let p be the range projection of B. Then pxi ∈Mn(B) for all xi ∈Mn(B).We may assume that
pxi = xi, i = 1, 2, ...,m.
Note that fε(e)w
∗bw = w∗bwfε(e) = w
∗bw. It follows that, for any x ∈ B,
fε(e)w
∗xw = w∗xwfε(e) = w
∗xw.
Let M(a) = max{‖xi‖ : 1 ≤ i ≤ m} and N(a) = m. Then, for any x ∈ B+ with ‖x‖ ≤ 1,
w∗x1/2wfε(e)w
∗x1/2w = w∗xw. Therefore
x1/2wfε(e)w
∗x1/2 = w(w∗xw)w∗ = x.
Put zi = xiw
∗x1/2, i = 1, 2, ...,m. Since w∗z1/2 ∈ Mn(B) and pxi = xi, zi ∈ B. Then ‖zi‖ ≤
M(a) and
m∑
i=1
z∗i azi = x
1/2w(
m∑
i=1
x∗i axi)w
∗x1/2
= x1/2wfε(e)w
∗x1/2 = x. (e 9.2)
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Theorem 9.6. Let A be a non-unital separable simple C∗-algebra which is quasi-compact and
with T (A) 6= ∅. Fix an element e ∈ A+ \ {0} with ‖e‖ = 1 and
0 < d < min{inf{τ(e) : τ ∈ T (A)}, inf{τ(f1/2(e)) : τ ∈ T (A)}}.
Then there exists a map T : A+ \ {0} → N × R+ \ {0} satisfying the following: For any finite
subset H1 ⊂ A1+ \ {0}, there is a finite subset G ⊂ A and δ > 0 satisfying the following: For any
exact C∗-algebra B with T (B) 6= ∅ and 0 6∈ T (B)w which has the strong strict comparison and
has almost stable rank one, and for any G-δ-multiplicative completely positive contractive linear
map ϕ : A→ B such that,
τ(f1/2(ϕ(e))) > d/2 for all τ ∈ T (B),
then ϕ is exactly T -H1-full. Moreover, for any c ∈ H1,
τ(f1/2(c)) ≥
d
8min{M(c)2 ·N(c) : c ∈ H1} for all τ ∈ T (B).
Proof. Since A is a σ-unital simple C∗-algebra which is quasi-compact, then there is T1 : A+ \
{0} → N×R+ \ {0} such that the identity map idA is T1-A+ \ {0}-full.
Write T1 = (N1,M1), where N1 : A+ \ {0} → N and M1 : A+ \ {0} → R+ \ {0}.
Let n ≥ 2 be an integer such that nd/2 > 1. Define N = 2nN1 and M = 2M1 and
T = (N,M).
Let H1 ⊂ A+ \ {0} be a fixed finite subset.
Suppose that xi,h, ..., xN(h),h ∈ A with ‖xi,h‖ ≤M1(h) such that
N1(h)∑
i=1
x∗i,hh
2xi,h = f1/64(e) for all h ∈ H1. (e 9.3)
We choose a large G and small δ > 0 such that, for any G-δ-multiplicative completely positive
contractive linear map ϕ from A with ‖ϕ‖ 6= 0 has the property that
‖ϕ(f1/64(e)) − f1/64(ϕ(e))‖ < 1/64 and (e 9.4)
‖
N(h)∑
i=1
ϕ(xi,h)
∗ϕ(h)2ϕ(xi,h)− ϕ(f1/64(e))‖ < 1/64 for all h ∈ H1. (e 9.5)
Now suppose that ϕ : A → B (for any B fits the description in the theorem) which is G-δ-
multiplicative completely positive contractive linear map such that
τ(f1/2(ϕ(e))) ≥ d/2 for all τ ∈ T (B)w. (e 9.6)
Applying 3.1, one finds yi,h ∈ A with ‖yi,h‖ ≤ 2‖xi,h‖, i = 1, 2, ..., N1(h) such that
N1(h)∑
i=1
y∗i,hϕ(h)
2yi,h = f1/16(ϕ(e)) for all h ∈ H1. (e 9.7)
By the assumption ofB, applying 8.8, choose e1, e2 ∈Mn(B)+ and w ∈Mn(B)∗∗ as described
there. Put
E¯0 = diag(
2n︷ ︸︸ ︷
f1/8(ϕ(e)), f1/8(ϕ(e)), ..., f1/8(ϕ(e))) and (e 9.8)
E¯1 = diag(
2n︷ ︸︸ ︷
f1/16(ϕ(e)), f1/16(ϕ(e)), ..., f1/16(ϕ(e))) ∈M2n(B)+. (e 9.9)
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Then, by the strong strict comparison,
e2 . E¯0 ∈M2n(B).
Since B has almost stable rank one, there exists a unitary u ∈M2n(B) such that
u∗f1/6(e2)u ∈ E¯0(M2n(B))E¯0.
Then
u∗f1/16(e2)uE¯1 = E¯1u
∗f1/16(e2)u = u
∗f1/16(e2)u. (e 9.10)
We then write
2nN1(h)∑
i=1
y′i,hϕ(h)y
′
i,h = E¯1,
where ‖y′i,h‖ = ‖yj,h‖ for some j ∈ {1, 2, ..., N1(h)}, i = 1, 2, ..., 2nN1(h), for all h ∈ H1. Then
2nN1(h)∑
i=1
(f1/16(e2)
1/2uy′i,h)ϕ(h)(y
′
i,hu
∗f1/16(e2)
1/2) = f1/16(e2).
Therefore, for any b ∈ B+ with ‖b‖ ≤ 1,
2nN1(h)∑
i=1
(w∗b1/2w)(f1/16(e2)
1/2uy′i,h)ϕ(h)
1/2ϕ(h)ϕ(h)1/2(y′i,hu
∗f1/16(e2)
1/2)(w∗b1/2w) = w∗bw.
Then
2nN1(h)∑
i=1
(b1/2w)(f1/16(e2)uy
′
i,hϕ(h)
1/2)ϕ(h)(ϕ(h)1/2(y′i,hu
∗f1/16(e2))w
∗b1/2 = b.
Note that b1/4w ∈Mn(B) and f1/16(e2) ∈Mn(B). Therefore
(b1/4w)f1/16(e2) ∈Mn(B).
It follows that
(b1/2w)(f1/16(e2)
1/2uy′i,hϕ(h)
1/2 ∈ B and (e 9.11)
‖(b1/2w)(f1/16(e2)1/2uy′i,hϕ(h)1/2‖ ≤ 2M(h) for all h ∈ H1. (e 9.12)
This implies that ϕ is exactly T -H1-full.
Remark 9.7. In the light of 10.3, Theorem 9.6 works for C∗-algebras B ∈ C′.
10 Non-unital and non-commutative one dimensional complices
Definition 10.1. Let F1 and F2 be two finite dimensional C
∗-algebras. Suppose that there are
two homomorphisms ϕ0, ϕ1 : F1 → F2. Denote the mapping torus Mϕ1,ϕ2 by
A = A(F1, F2, ϕ0, ϕ1) = {(f, g) ∈ C([0, 1], F2)⊕ F1 : f(0) = ϕ0(g) and f(1) = ϕ1(g)}.
For t ∈ (0, 1), define pit : A → F2 by pit((f, g)) = f(t) for all (f, g) ∈ A. For t = 0,
define pi0 : A → ϕ0(F1) ⊂ F2 by pi0((f, g)) = ϕ0(g) for all (f, g) ∈ A. For t = 1, define
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pi1 : A→ ϕ1(F1) ⊂ F2 by pi1((f, g)) = ϕ1(g)) for all (f, g) ∈ A. In what follows, we will call pit a
point-evaluation of A at t. There is a canonical map pie : A→ F1 defined by pie(f, g) = g for all
pair (f, g) ∈ A. It is a surjective map.
The class of all C∗-algebras described above is denoted by C.
If A ∈ C, then A is the pull-back of
A //❴❴❴❴❴❴
πe
✤
✤
✤ C([0, 1], F2)
(π0,π1)

F1
(ϕ0,ϕ1) // F2 ⊕ F2.
(e 10.1)
Every such pull-back is an algebra in C. Infinite dimensional C*-algebras in C are also called
one-dimensional non-commutative finite CW complexes (NCCW) (see [11] and [12]) and Elliott-
Thomsen building blocks.
Denote by C0 the class of all C∗-algebras A in C which satisfies the following conditions:
(1) K1(A) = {0},
(2) K0(A)+ = {0},
(3) 0 6∈ T (A)w.
C∗-algebras in C0 are stably projectionless.
First such examples can be found in [39]. Let F1 = Mk for some k ≥ 1 and F2 = M(m+1)k
for some m ≥ 1. Define ψ0, ψ1 : F1 → F2 by
ψ0(a) = diag(
m︷ ︸︸ ︷
a, a, ..., a, 0) and ψ1(a) = diag(
m+1︷ ︸︸ ︷
a, a, ..., a, a)
for all a ∈ F2. Let
A = A(F1, F2, ψ0, ψ1) = R(k,m,m+ 1). (e 10.2)
Then, as shown in [39], K0(A) = {0} = K1(A) and it is easy to check that 0 6∈ T (A)w. Denote
by R the class of C∗-algebras which finite direct sums of C∗-algebras in the form in (e 10.2).
Denote by C00 the subclass of C∗-algebras in C0 which also satisfies the condition
(2)’ K0(A) = {0}.
Let F1 = C⊕ C, F2 =M2n(C). For (a, b) ∈ C⊕ C = F1, define
ψ0(a, b) = diag(a, a...a︸ ︷︷ ︸
n−1
, b, b...b︸ ︷︷ ︸
n−1
, 0, 0) and ψ1(a, b) = diag(a, a...a︸ ︷︷ ︸
n
, b, b...b︸ ︷︷ ︸
n
).
Then A(F1, F2, ψ0, ψ1) = A has the property that K0(A) = {(k,−k) ∈ Z⊕Z)} which is isomor-
phic to Z but K0(A)+ = {0}. Also K1(A) = {0}. Thus A ∈ C0 but A /∈ C00 .
Let C′ denote the class of all full hereditary C∗-subalgebras of C∗-algebras in C, let C′0 denote
the class of all full hereditary C∗-subalgebras of C∗-algebras in C0 let C0′0 denote the class of all
full hereditary C∗-subalgebras of C∗-algebras in C00 .
Remark 10.2. Let A = A(F1, F2, ψ0, ψ1) ∈ C0. Then A˜ ∈ C. Moreover A˜ = A(F ′1, F2, ψ′0, ψ′1)
with both ψ′0 and ψ
′
1 being unital.
Let F ′1 = F1 ⊕ C and let p = ψ0(1F1) ∈ F2 and q = ψ1(1F1) ∈ F2. Define ψ′0, ψ′1 : F ′1 → F2
by
ψ′0((a, λ)) = ψ0(a)⊕ (λ · (1F2 − p)) and ψ′1((a, λ)) = ψ1(a)⊕ (λ · (1F2 − q))
for all a ∈ F1 and λ ∈ C.
Since A ∈ C0, then either ψ0 or ψ1 are not unital. Hence at least one of ψ′0 and ψ′1 is nonzero
on the second direct summand C in F ′1 = F1 ⊕ C.
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Proposition 10.3. (1) Let A ∈ C′. Then, for any a1, a2 ∈ A+, a1 . a2 if and only if
dtr◦π(pi(a1)) ≤ dtr◦π(pi(a2)) for all irreducible representations pi of A.
(2) Let A ∈ C′, and let c ∈ A+ \{0}. Then c is full if and only if, for any τ ∈ T (A), τ(c) > 0.
Proof. For (1), we first consider the case that A ∈ C. By considering A˜, one sees that this case
follows from 3.18 of [18].
Since C∗-algebras A ∈ C′ are hereditary C∗-subalgebra of A, it is easy to see that A also has
the above mentioned comparison property.
For (2), we first assume that A ∈ C. It is clear that if τ(c) = 0, for some τ, then c has zero
value somewhere in Sp(A) = ⊔j(0, 1)j ∪ Sp(F1). Therefore c is in an proper ideal of A.
Now assume that τ(c) > 0 for all τ ∈ T (A). Write c = (a, b), where a ∈ C([0, 1], F2) and
b ∈ F1. Then b > 0 and a(t) > 0 for all t ∈ [0, 1]. It follows that
dtr◦π(pi(c)) > 0
for all c ∈ A. Since we assume that 0 6∈ T (A)w, this implies that
inf{dtr◦π(pi(c)) : pi} > 0.
There is an integer n ≥ 1 such that
dtr◦π(pi(c¯)) > 2
for all irreducible representations pi of A (or Mn(A)), where
c¯ = diag(
n︷ ︸︸ ︷
c, c, ..., c).
By (1), this implies a . c¯, where a is a strictly positive element. This implies that c is a full
element in A.
In general, let A be a full hereditary C∗-subalgebra of C ∈ C. Let c ∈ A+. Then c ∈ A+ is
full if and only if it is full in C. Thus the general case follows from the case that A ∈ C.
Proposition 10.4. (1) Every C∗-algebra in C′ has stable rank one;
(2) If A ∈ C and A is unital, the exponential rank of A is at most 2 + ε, If A ∈ C and A is
not unital, then A˜ has exponential rank at most 2 + ε;
(3) Every C∗-algebra in C′ is semiprojective.
(4) Let A ∈ C and let k ≥ 1 be an integer. Suppose that every irreducible representation of
C has rank at least k. Then, for any f ∈ LAffb(T (C))+ with 0 ≤ f ≤ 1, there exists a positive
element a ∈M2(C) such that
max
τ∈T (C)
|dτ (a)− f(τ)| ≤ 2/k.
Proof. (1) follows from 3.3 of [18]. (2) follows from 3.16 of [18] (see also 5.19 of [35]).
It follows from [11] that every C∗-algebra in C is semiprojective. Now let B ⊂ A be a full
hereditary C∗-subalgebra of A. We may write B = bAb. Then, it is known and standard that,
for any ε > 0, there is b0 ≤ b and ‖b− b0‖ < ε such that b0Bb0 = b0Ab0 ∈ C. (4) follows exactly
the same proof of 10.4 of [18].
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11 Maps from 1-dimensional non-commutative complices
Lemma 11.1 (Lemma 2.1 of [6]). Let A be a simple exact C∗-algebra with strict comparison
of positive elements which is also quasi-compact. Assume that ι : W (A)+ → LAffb+(T (A)w) is
surjective. Let a ∈ A+ \ {0} which is not Cuntz equivalent to a projection. Then, for any ε > 0,
there exists δ > 0 and a continuous affine function f : T (A)
w → R+ such that
dτ ((a− ε)+) < f(τ) < dτ ((a− δ)+) for all τ ∈ T (A)w.
Proof. Lemma 2.1 of [6] assumes that A has stable rank one. It is used in the first sentence
of the proof, namely, one can assume that zero is a limit point of sp(a). If 0 is an isolated
point of sp(a), then there is 0 < δ < 1/2 such that fδ(a) is a projection. It is easy to see that
〈a〉 = 〈fδ(a)〉 in this case. The rest of the proof works exactly the same as that of Lemma 2.1
of [6] which does require A has an identity.
Lemma 11.2 (Lemma 2.2 of [6]). Let A be as in 11.1 and let a ∈ A ⊗ K. It follows that there
exists a sequence {an} of elements in (A⊗K)+ which satisfies the following:
(1) 〈a〉 = supn〈an〉;
(2) an ∈Mn(k)(A) for some n(k) ∈ N;
(3) the function τ → dτ (an) is continuous on T (A)w for each n ∈ N and
(4) dτ (an) < dτ (an+1) for all τ ∈ T (A)w and n ∈ N.
The following will not be used until later sections.
Lemma 11.3. Let A be a non-unital exact simple C∗-algebra with strict comparison for positive
element which almost has stable rank one. Suppose that A is quasi-compact and ı : W (A)+ →
LAffb+(T (A)
w
) is surjective.
Let 0 ≤ a ≤ 1 be a non-zero element in A which is not Cuntz equivalent to a projection.
Then, for any ε > 0 there exists δ > 0 and an element e ∈ A with
0 ≤ fε(a) ≤ e ≤ fδ/2(a) (e 11.1)
such that the function τ 7→ dτ (e) is continuous on T (A)w.
Proof. By 11.1, there is a continuous affine function function g1, g2 ∈ Aff(T (A)w such that
dτ (fε/8(a)) < g1(τ) < dτ (fδ1(a)) < g2(τ) < dτ (fδ2(a)) for all τ ∈ T (A)
w
, (e 11.2)
where 0 < δ2 < δ1 < 1. Since ι is surjective, there is c ∈ Mm(A) for some integer m ≥ 1 such
that 0 ≤ c ≤ 1 and dτ (c) = g2(τ) for all τ ∈ T (A)w. It follows from 3.2 and (e 11.2) that there
exists x ∈Mm(A) such that
x∗x = c and xx∗ ∈ fδ2(a)Afδ2(a).
Put c0 = xx
∗. Then 0 ≤ c0 ≤ 1. Note that
dτ (c0) = dτ (c) for all τ ∈ T (A)w. (e 11.3)
Since g1 and f2 are continuous, there is m ≥ 2 such that
dτ (g1) < τ(f1/m(c0)) for all τ ∈ T (A)
w
. (e 11.4)
By (e 11.2) again, applying 3.2, there is a unitary u in the unitization of fδ2(a)Afδ2(a) such that
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u∗fε/8(fε/8(a))u ∈ f1/m(c0)Af1/m(c0). (e 11.5)
Define c1 = uc0u
∗. Then
fε/8(fε/8(a)) ∈ f1/m(c1)Af1/m(c1) ⊂ c1Ac1fδ/2(a)Afδ/2(a). (e 11.6)
There is a g ∈ C0((0, 1]) with 0 ≤ g ≤ 1 such that g(t) 6= 0 for all t ∈ (0, 1], g(t)f1/m = f1/m.
Put e = g(c1). Then
dτ (e) = dτ (c1) = g2(τ) for all τ ∈ T (A)w and (e 11.7)
fε(a) ≤ fε/8(fε/8(a) ≤ e ≤ fδ2/2(a). (e 11.8)
Choose δ = δ2/2.
Lemma 11.4. Let A be as in 11.1. Suppose that a, b ∈ A+ (with 0 ≤ a ≤ 1 and 0 ≤ b ≤ 1) such
that neither are Cuntz equivalent to a projection. Suppose that a ≪ b. Then there exist δ > 0
and c ∈ A+ with 0 ≤ c ≤ 1 such that
〈a〉 ≤ 〈fδ(c)〉, fδ/2(c) ≤ fδ/4(b) and inf{τ(fδ(c)) − dτ (a) : τ ∈ T (A)
w} > 0. (e 11.9)
Proof. By 11.2, choose bn ∈ A+ such that {bn} satisfies (1), (3) and (4) in 11.2. Since a ≪ b,
there is n0 ≥ 1 such that 〈a〉 ≤ bn for all n ≥ n0. Therefore we have
dτ (a) ≤ dτ (bn0) < dτ (bn0+1) < dτ (bn0+2) < dτ (bn0+3) ≤ dτ (b). (e 11.10)
Note that
τ(f1/n(b))ր dτ (b) and τ(f1/n(bn0+1))ր dτ (bn0+1).
It follows, for example, from 5.4 of [33] that there exists n1 ≥ 1 such that, for all n ≥ n1,
τ(f1/n(b)) > dτ (bn0+2) and τ(f1/n(bn0+1)) > dτ (bn0)) for all τ ∈ T (A)
w
.
By the strict comparison of positive element, we conclude that
〈f1/2n(b)〉 ≥ 〈bn0+2〉 and 〈f1/2n(bn0+1)〉 ≥ 〈bn0〉.
Put c = b0+1. Since A has stable rank one, one may assume that f1/2n(c) ≤ f1/4n(b). Thus we
may choose 0 < δ < 1/2n1.
Since T (A)
w
is compact and both functions in the above inequality are continuous, combining
with (e 11.10), we obtain
inf{τ(fδ(b)) − dτ (a) : τ ∈ T (A)w} > 0.
Theorem 11.5 (see Theorem 3.3.1 of [40], Theorem 5.2.7 of [35] and Theorem 8.4 of [18]). Let
C be a full hereditary C∗-subalgebras of 1-dimensional non-commutative complices with K1(C) =
{0}. Assume that 0 6∈ T (C)w and let ∆ : Cq,1 \ {0} → (0, 1) be an order preserving map. Then,
for any ε > 0 and any finite subset F ⊂ C, there exists a finite subset G ⊂ C, a finite subset
P ⊂ K0(C), a finite subset H1 ⊂ C1+ \{0}, a finite subset H2 ⊂ Cs.a., δ > 0, γ > 0 satisfying the
following: for any two G-δ-multiplicative contractive completely positive linear maps ϕ1, ϕ2 : C →
A for some A which is σ-unital, simple exact, with strict comparison for positive elements, almost
has stable rank one, is quasi-compact, and the map W (A)+ → LAffb+(T (A)w) is surjective, such
that
[ϕ1]|P = [ϕ2]|P , (e 11.11)
τ(ϕi)(a) ≥ ∆(aˆ) for all a ∈ H1 and for all τ ∈ T (A)w and (e 11.12)
|τ(ϕ1(b))− τ(ϕ2(b))| < γ for all b ∈ H2 and for all τ ∈ T (A)w, (e 11.13)
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there exists a unitary u ∈ A˜ such that
‖u∗ϕ2(f)u− ϕ1(f)‖ < ε for all f ∈ F .
Proof. By the terminology in [40], as proved in [40], Cu∼ classifies homomorphisms from C.
Upon examining the proofs of [40], one sees that Lemma 3.3.1 and Theorem 1.0.1 of [40]
hold for B almost having stable rank one instead of having stable rank one as in 3.2.
Fix ε and F ⊂ C. Let G ⊂ Cu∼(C) be required by Theorem 3.3.1 of [40] for ε/2 (in place of
ε) and F .
Note that C has stable rank one, as computed in [40], we may assume that G consists a finite
subset P ⊂ K0(C) and a finite subset {x1, x2, ..., xm} in Cuntz group which can be represented
by positive elements 0 ≤ ai ≤ 1 in C ⊗ K which are not Cuntz equivalent to a projection,
i = 1, 2, ...,m (see 3.1.2 of [40]). Put P = {z1, z2, ..., zm0}. Note if ai ≤ zl (for some 1 ≤ l ≤ m0),
then zl ≥ 0 and is therefore represented by a projection.
Suppose that 〈ai〉 ≪ 〈aj〉. Then, by 11.4, there is a number 1/4 > η(i, j) > 0 and an element
0 ≤ ci,j ≤ 1 in A such that
〈ai〉 ≤ 〈fηi,j (ci,j)〉 and fηi,j/2(ci,j) ≤ fηi,j/4(aj). (e 11.14)
Since ai (i = 1, 2, ...,m) is not Cuntz equivalent to a projection (and assume that xi 6= xj if
i 6= j), we may choose η(i, j) so that
fηi,j/4(aj)− fηi,j/2(ci,j) 6= 0.
Choose a finite subset H1 ⊂ C+ which contains nonzero positive elements bi,j such that
bi,j . fηi,j/4(aj)− fηi,j/2(ci,j).
for all possible pair of i, j so that 〈ai〉 ≪ 〈aj〉. Moreover, if ai ≪ zl,
Let
δ0 = inf{∆(gˆ) : g ∈ H1}. (e 11.15)
LetH′2 be a finite subset (possibly in C⊗K)+) which contains fηi,j (ci,j), fηi,j/2(ci,j), fηi,j/4(ai)
for all possible i, j as described above.
Let H2 ⊂ Cs.a. be a finite subset which contains H1 and let δ1 > 0 which have the following
property:
|τ(h1(g)) − τ(h2(g))| < δ0/16 for all g ∈ H1 ∪H′2 (e 11.16)
and for all τ ∈ T (B)w, provided that h1, h2 : C → B are two homomorphisms and B is any
C∗-algebra with T (C) 6= ∅ and 0 6∈ T (B)w such that
|τ ◦ h1(f)− τ ◦ h2(f)| < δ1 for all f ∈ H2 and τ ∈ T (B)w. (e 11.17)
Put γ = min{δ0/16, δ1/4}. Since C is weakly semiprojective ([11]), by choosing a large G
and small δ, we may assume that there are homomorphisms ψi : C → A such that
(ψi)∗0|P = [ϕi]|P and ‖ψi(g)− ϕi(g)‖ < min{ε/16, γ}, i = 1, 2, (e 11.18)
for all g ∈ F ∪ H1 ∪ H2, provided that ϕ1 and ϕ2 are G-δ-multiplicative completely positive
contractive linear maps from C to any A which satisfies the assumption of this theorem.
Now assume that ϕ1, ϕ2 : C → A have the described properties for the above defined G, δ,
P, H1, H2, γ.
52
Let ψi : C → A be provided as in (e 11.18), i = 1, 2. Then
(ψ1)∗0|P = (ψ2)∗0|P , (e 11.19)
τ ◦ ψi(g) ≥ δ0/2 for all g ∈ H1 and (e 11.20)
|τ ◦ ψ1(b)− τ ◦ ψ2(b)| < δ0/2 for all b ∈ H2 (e 11.21)
for all τ ∈ T (A)w. In particular, if ai ≪ aj, by the choice of H1, H2 and γ above,
dτ (ψ1(ai)) ≤ τ(ψ1(fηi,j (ci,j))) < δ0/2 + τ(ψ2(fηi,j (ci,j))) (e 11.22)
≤ (τ(ψ2(fηi,j/4(aj))− τ(ψ2(fηi,j (ci,j)))) + τ(ψ2(fηi,j (ci,j))) (e 11.23)
≤ dτ (aj) (e 11.24)
for all τ ∈ T (A)w. Therefore, if ai ≪ aj,
〈ψ1(ai)〉 ≤ 〈ψ2(aj)〉. (e 11.25)
Note also, if 〈ai〉 ≪ zl, then 〈ψ1(ai)〉 ≪ Cu∼(ψ1)(zl) = Cu∼(ψ2)(zl). Combing these with
(e 11.19), we conclude that, using the terminology in [40]
Cu∼(ψ1(g)) ≤ Cu˜(ψ2(g′) and Cu∼(ψ2(g)) ≤ Cu∼(ψ1(g′)) (e 11.26)
for all g, g′ ∈ G and g ≪ g′. By 3.3.1 of [40], there exists a unitary u ∈ A such that
‖u∗ψ2(f)u− ψ1(f)‖ < ε/2 for all f ∈ F .
From this and (e 11.18), we obtain that
‖u∗ϕ2(f)u− ϕ2(f)‖ < ε for all f ∈ F .
Corollary 11.6. The exactly the same statement holds for C being replaced by full hereditary
C∗-subalgebras of inductive limits of C∗-algebras in C.
Corollary 11.7. Let C ∈ C′0 and A be a separable simple exact C∗-algebra with strict comparison
for positive elements, with K0(A) = {0}, with stable rank one and with continuous scale. Suppose
also that W (A) = LAffb+(T (A)). Suppose that ϕ : C → A is a homomorphism. Then, for
any ε > 0, any finite subset F ⊂ C, and any integer n ≥ 1, there is another homomorphism
ϕ0 : C → B ⊂Mn(B) ⊂ A such that
‖ϕ(x) − diag(
n︷ ︸︸ ︷
ϕ0(x), ϕ0(x), ..., ϕ0(x))‖ < ε for all x ∈ F . (e 11.27)
Proof. Fix a strictly positive element e ∈ A+ with ‖e‖ = 1. There are mutually orthogonal
elements e1, e2, ..., en ∈ A+ such that 〈ei〉 = 〈e1〉 in Cu(A) and 〈
∑n
i=1 ei〉 = 〈e〉. Let B1 =
e1Ae1 ⊂ A. There exist a C∗-subalgebra D ⊂ A such thatMn(B1) ∼= D.We write D =Mn(B1).
Let λ : Cu(C) → Cu(A) defined by λ(〈a〉) = 1/n(Cu(ϕ))(〈a〉) for all 〈a〉 ∈ Cu(C). Note that
K0(A) = {0}. Therefore λ determines a Cu homomorphism. (see [40]). It follows from [40] that
there exists a homomorphism ϕ′0 : C → B1 such that Cu∼(ϕ′0) = λ. Define ψ : C →Mn(B1) by
ψ(a) = diag(
n︷ ︸︸ ︷
ϕ′0(a), ϕ
′
0(a), ..., ϕ
′
0(a)) for all a ∈ C. Then Cu∼(ψ) = Cu∼(ϕ). It follows from [40]
that ϕ and ψ are approximately unitarily equivalent. Lemma then follows.
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12 Tracially one dimensional complices
Definition 12.1. Let A be a non-unital simple C∗-algebra with a strictly positive element a ∈ A
with ‖a‖ = 1. Suppose that for any ε > 0, any finite subset F ⊂ A and any b ∈ A+ \ {0}, there
are F-ε-multiplicative completely positive contractive linear maps ϕ : A → A and ψ : A → D
for some C∗-subalgebra D ⊂ A such that
‖x− diag(ϕ(x), ψ(x))‖ < ε for all x ∈ F ∪ {a}, (e 12.1)
D ∈ C0′0 (or C′0), (e 12.2)
ϕ(a) . b, (e 12.3)
‖ψ(x)‖ ≥ (1− ε)‖x‖ for all x ∈ F , (e 12.4)
f1/4(ψ(a)) is full in D and (e 12.5)
ψ(a) is strictly positive in D. Then we say A is in TAC0
′
0 (TAC′0)
Let A0 = ϕ(a)Aϕ(a). Then (e 12.2) also means A0 ⊥ D.Moreover, (e 12.3) could be replaced
by c . b for some strictly positive element c of A0.
Proposition 12.2. Let S = C′0, or C0
′
0 .
Suppose that A is a non-unital simple C∗-algebra which is in TAS. Then the following holds:
Let a ∈ A with ‖a‖ = 1 be a strictly positive element. For any ε > 0, any finite subset
F ⊂ A, any finite subset F0 ⊂ A+ \ {0}, and any b ∈ A+ \ {0}, there are F-ε-multiplicative
completely positive contractive linear maps ϕ : A → A and ψ : A → D for some C∗-subalgebra
D ⊂ A such that
‖x− diag(ϕ(x), ψ(x))‖ < ε for all x ∈ F ∪ {a}, (e 12.6)
D ∈ C0′0 (or C′0), (e 12.7)
ϕ(a) . b, (e 12.8)
‖ψ(x)‖ ≥ (1− ε)‖x‖ for all x ∈ F , (e 12.9)
f1/4(ψ(x)) is full in D for all x ∈ F0 and (e 12.10)
ψ(a) is strictly positive in D.
Proof. We may assume that F ∪F0 ⊂ A1. We may also assume, without loss of generality, that
‖c‖ = 1 for all c ∈ F0. Without loss of generality, we may assume that fη(a)x = xfη(a) for all
x ∈ F ∪ F0 for some 1/4 > η > 0. Let F0,1 = {f1/4(c) : c ∈ F0} ∪ F0.
There are, for each c ∈ F0,1, xi(c) ∈ A, i = 1, 2, ..., n(c) such that
n(c)∑
i=1
xi(c)
∗cxi(c) = fη/8(a). (e 12.11)
We will choose 0 < δ < ε and a finite subset G ⊂ A satisfy the following: If ψ′ : A → B′ is
any G-δ-multiplicative completely positive contractive linear map, then
‖
n(c)∑
i=1
ψ′(xi(x))
∗ψ′(c)ψ′(xi(c))− fη/8(ψ′(c))‖ < min{ε/128, η/128} for all c ∈ F0,1(e 12.12)
and ‖ψ′(fσ(a))− fσ(ψ′(a))‖ < min{ε/128, η/128}
max{2n(c) · ‖xi(c)‖ : c ∈ F0,1} (e 12.13)
for σ = {η/8, 1/4}. Let
F2 = F ∪ F0,1.
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By the assumption, there are G-δ-multiplicative completely positive contractive linear maps
ϕ : A→ A and ψ : A→ D for some C∗-subalgebra D ⊂ A such that
‖x− diag(ϕ(x), ψ(x))‖ < min{ε/64, η/64} for all x ∈ F ∪ F0,1, (e 12.14)
D ∈ S, ϕ(a) . b, (e 12.15)
‖ψ(x)‖ = (1− ε/16)‖x‖ for all x ∈ F . (e 12.16)
and f1/2(ψ(a)) is full in D.
By the choice of G and δ, by (e 12.12) and (e 12.13), we obtain that
‖
n(c)∑
i=1
ψ(xi(c))
∗f1/4(ψ(c))ψ(xi(c))− fη/2(ψ(a))‖ < min{ε/16, η/16},
for all c ∈ F0. It follows from 3.1 that there are yi(c) ∈ D such that
n(c)∑
i=1
yi(c)
∗f1/4(ψ(c))yi(c) = fη(ψ(a))
for all c ∈ F0. Since f1/4(ψ(a)) is full in D, so is fη(ψ(a)). Therefore f1/4(ψ(c)) is full in D for
all c ∈ F0.
Corollary 12.3. In the definition of 12.1, for any integer k ≥ 1, one may assume that every
irreducible representation of D has rank at least k.
Proof. Fix an integer k ≥ 1. This corollary can be easily seen by taking F0 containing k mutually
orthogonal non-zero positive elements e1, e2, ..., ek with ‖ei‖ = 1 in 12.2. More precisely, since k
is given, by taking sufficiently small ε, we may assume that D contains k mutually orthogonal
non-zero elements which are full. This forces pi(D) admits k mutually orthogonal non-zero
elements in each irreducible representation pi.
The following follows immediately from the definition.
Proposition 12.4. Let A be a σ-unital simple C∗-algebra which is in TAC0′0 (TAC′0). Then,
for any integer k ≥ 1, Mk(A) is also in TAC0′0 ( or TAC′0).
Definition 12.5. Let A be a non-unital simple C∗-algebra with a strictly positive element
a ∈ A with ‖a‖ = 1. Suppose that there exists 1 > fa > 0, for any ε > 0, any finite subset F ⊂ A
and any b ∈ A+ \ {0}, there are F-ε-multiplicative completely positive contractive linear maps
ϕ : A→ A and ψ : A→ D for some C∗-subalgebra D ⊂ A such that
‖x− diag(ϕ(x), ψ(x))‖ < ε for all x ∈ F ∪ {a}, (e 12.17)
D ∈ C0′0 (or C′0), (e 12.18)
ϕ(a) . b, (e 12.19)
t(f1/4(ψ(a))) ≥ fa for all t ∈ T (D). (e 12.20)
Then then we say A ∈ D0 (or D).
Proposition 12.6. Let A be a σ-unital simple C∗-algebra in D (D0). Then A is TAS (S = C′0,
C0′0 ).
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Proof. Fix a strictly positive element a ∈ A with ‖a‖ = 1. We will show in the definition, we
can further assume that ‖ψ(x)‖ ≥ (1− ε)‖x‖ for all x ∈ F and ψ(a) is strictly positive in D.
Let ε > 0, F ⊂ A be a finite subset and b0 ∈ A+ \ {0} be given. Without loss of generality,
we may assume that there is 1/16 > η > 0 such that
fη(a)x = xfη(a) = x for all x ∈ F .
By the assumption, there exists a sequence of Dn ∈ S and two sequences of completely positive
contractive linear maps ϕn : A→ An, and ψn :→ Dn such that
lim
n→∞
‖ϕn(xy)− ϕn(x)ϕn(y)‖ = 0 and (e 12.21)
lim
n→∞
‖ψn(xy)− ψn(x)ψn(y)‖ = 0 for all x, y ∈ A, (e 12.22)
lim
n→∞
‖x− diag(ϕn(x), ψn(x))‖ = 0 for all x ∈ A (e 12.23)
ϕn(a) . b0, (e 12.24)
τ(f1/4(ψn(a))) ≥ fa for all τ ∈ T (Dn) (e 12.25)
Put D′n = fη/2(ψn(a))Dnfη/2(ψn(a)), n = 1, 2, .... By (e 12.25) and 10.3, f1/4(ψn(a)) is full in
Dn. Therefore fη/2(ψn(a)) is also full in Dn. This implies that D
′
n ∈ S. Define ψn,0 : A→ D′n by
ψn,0(x) = (fη/2(ψn(a)))
1/2ψn(x)(fη/2(ψn(a)))
1/2 for all x ∈ A.
It follows that ψn,0(a) is full in D
′
n. Note that
f1/4(ψn,0(a)) = f1/4(ψ(a)).
Therefore
τ(f1/4(ψn,0(a))) ≥ fa for all τ ∈ T (D′n).
By choosing large n, using (e 12.22) and (e 12.23), we see that in the definition of 12.5, we can
add the condition that ψ(a) is full in D.
To get inequality ‖ψ(x)‖ ≥ (1 − ε)‖x‖ for all x ∈ F , we repeat the above argument. As
shown above, we can add that ψn(a) is full in each Dn along with (e 12.21) to (e 12.25). The
condition (e 12.25) also implies that
lim
n→∞
‖ψn‖ ≥ fa. (e 12.26)
Then, by (e 12.22), since A is simple,
lim
n→∞
‖ψn(x)‖ = ‖x‖. (e 12.27)
This implies that, with sufficiently large n, we can always assume that ‖ψ(x) ≥ (1 − ε)‖x‖ for
all x ∈ F .
Theorem 12.7. Let A be a σ-unital simple C∗-algebra in D0 (or in D). Then the following
holds. Fix a strictly positive element a ∈ A with ‖a‖ = 1 and let 1 > fa > 0 be a positive
number associated with a in the definition 12.5. There is a map T : A+ \ {0} → N × R (a 7→
(N(a),M(a)) for all a ∈ A+\{0}) satisfying the following: For any finite subset F0 ⊂ A+\{0}.
for any ε > 0, any finite subset F ⊂ A and any b ∈ A+ \ {0}, there are F-ε-multiplicative
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completely positive contractive linear maps ϕ : A → A and ψ : A → D for some C∗-subalgebra
D ⊂ A such that
‖x− diag(ϕ(x), ψ(x))‖ < ε for all x ∈ F ∪ {a}, (e 12.28)
D ∈ C0′0 (or C′0), (e 12.29)
ϕ(a) . b, (e 12.30)
‖ψ(x)‖ ≥ (1− ε)‖x‖ for all x ∈ F and (e 12.31)
(e 12.32)
ψ(a) is strictly positive in D. Moreover, ψ is T -F0 ∪ {f1/4(a)}-full in DAD.
Furthermore, we may assume that
t ◦ f1/4(ψ(a)) ≥ fa and t ◦ f1/4(ψ(c)) ≥ fa/4 inf{M(c)2 ·N(c) : c ∈ F0 ∪ {f1/4(a)}}
for all c ∈ F0 and for all t ∈ T (D), where fa is given by the definition of D (or D0) associated
with a.
Proof. Since A is simple, for any b ∈ A+ \ {0}, there exists N0(b) ∈ N, M0(b) > 0 and
x1(b), x2(b), ..., xN0(b)(b) ∈ A such that ‖xi(b)‖ ≤M0(b) and
N0(b)∑
i=1
xi(b)
∗bxi(b) = f1/32(a). (e 12.33)
Let fa > 0 be given as in the definition of 12.1.
Let n0 ≥ 1 be an integer such that n0fa ≥ 4.
Set N(b) = n0N0(b) andM(b) = 2M0(b) for all b ∈ A+\{0}. Let T : A+\{0} → N×R+\{0}
be defined by T (b) = (N(b),M(b)) for all b ∈ A+ \ {0}.
Choose δ0 > 0 and finite subset G0 ⊂ A such that
‖
N0∑
i=1
ψ(xi(b))
∗ψ(b)ψ(xi(b))− f1/32(ψ(a))‖ < 1/210 for all b ∈ F0, (e 12.34)
provided ψ is a G0-δ0-multiplicative completely positive contractive linear map from A into a
C∗-algebra.
Let ε > 0 and a finite subset F ⊂ A be given. Let δ = min{ε/4, δ0/2} and G = F ∪ G0 ∪
{a, f1/4(a)}. Let n ≥ 1 be an integer and let b0 ∈ A+ \ {0}.
By the assumption one has the following: there are G-δ-multiplicative completely positive
contractive linear maps ϕ : A→ A and ψ : A→ D for some C∗-subalgebra D ⊂ A such that
‖x− diag(ϕ(x), ψ(x))‖ < ε for all x ∈ G, (e 12.35)
D ∈ C0′0 (or C′0), (e 12.36)
ϕ(a) . b0, (e 12.37)
‖ψ(x)‖ ≥ (1− ε)‖x‖ for all x ∈ F and (e 12.38)
ψ(a) is strictly positive in D, and
τ(f1/4(ψ(a))) ≥ fa for all τ ∈ T (D). (e 12.39)
At this point, we can apply the argument of 9.6 and its remark 9.7 to conclude that ψ is
T -F0 ∪ {f1/4(a0)}-full. Lemma then follows.
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Theorem 12.8. Let S = C′0, or C0
′
0 . Let A be a non-unital separable simple C
∗-algebra in TAS
which is quasi-compact. Then A ∈ D (or D0).
Proof. Fix a strictly positive element a ∈ A+. We may assume that there is e1 ∈ MN (A) with
0 ≤ e1 ≤ 1 and a partial isometry w ∈MN (A)∗∗ such that
w∗xwe1 = e1w
∗xw = w∗xw, x(ww∗) = (ww∗)x = x,w∗xw, xw ∈MN (A) (e 12.40)
for all x ∈ A. We may also assume, without loss of generality, that there are z′1, z′2, ..., z′m ∈
MN (A) such that
m∑
i=1
(z′i)
∗f1/4(w
∗aw)1/2w∗awf1/4(w
∗aw)1/2(z′i) = f1/8(e1).
Therefore
m∑
i=1
f1/8(e1)(z
′
i)
∗f1/4(w
∗aw)1/2w∗awf1/4(w
∗aw)1/2(z′i)f1/8(e1) = (f1/8(e1))
3. (e 12.41)
We may also assume that, there are yi ∈ f1/8(e1)MN (A)f1/8(e1), i = 1, 2, ...,m, such that
m∑
i=1
y∗i f1/4(w
∗aw)yi = f1/8(e1)
3. (e 12.42)
Set e = f1/8(e1)
3 and zi = z
′
if1/8(e1). Note that
w∗xwe = ew∗xw = w∗xw and zi ∈ eMN (A)e.
Let M = max{‖yi‖+ ‖zi‖+ 1 : 1 ≤ i ≤ m}.
Let fa = 1/64Mm
2. Fix an integer k ≥ 1. Fix a finite subset F which contains a and
f1/4(a). Fix an element a0 ∈ A \ {0}. Since MN (A) is TAS (for S = C0′0 , C′0), by 12.2, there
exists a sequence of Dn ∈ S and two sequences of completely positive contractive linear maps
ϕn, ψn :MN (A)→MN (A) such that
lim
n→∞
‖ϕn(xy)− ϕn(x)ϕn(y)‖ = 0 and (e 12.43)
lim
n→∞
‖ψn(xy)− ψn(x)ψn(y)‖ = 0 for all x, y ∈MN (A), (e 12.44)
lim
n→∞
‖x− diag(ϕn(x), ψn(x))‖ = 0 for all x ∈MN (A), (e 12.45)
ψn(x) ∈ Dn for all x ∈MN (A), (e 12.46)
lim
n→∞
‖ψn(x)‖ = ‖x‖ for all x ∈MN (A), (e 12.47)
ϕn(e) . a0 (e 12.48)
f1/4(ψn(w
∗aw)) is full in Dn. (e 12.49)
Note that (e 12.48) implies that
ϕn(w
∗aw) . w∗a0w. (e 12.50)
Put A1 = (w∗aw)MN (A)(w∗aw) = w
∗Aw and A2 = eMN (A)e.
There are gn ∈ ψn(w∗aw)Dnψn(w∗aw) with 0 ≤ gn ≤ 1 such that
lim
n→∞
‖gnxgn − gnψn(w∗xw)gn‖ = 0 for all w∗xw ∈MN (A), (e 12.51)
lim
n→∞
‖gnψn(w∗xw)− ψn(w∗xw)‖ = 0 for all x ∈ A and (e 12.52)
lim
n→∞
‖ψn(w∗xw)gn − ψ(w∗xw)‖ = 0 for all x ∈ A. (e 12.53)
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It follows that
lim
n→∞
‖gnw∗xw − w∗xwgn‖ = 0 as well as (e 12.54)
lim
n→∞
‖w∗x1/2wg2nw∗x1/2w − ψn(w∗xw)‖ = 0 for all x ∈ A. (e 12.55)
From these, we also have
lim
n→∞
‖ψn|A1‖ = 1 and limn→∞ ‖ψn|A2‖ = 1.
Put ψ′n = (1/‖ψn|A1‖)ψn|A2 , n = 1, 2, .... Note
‖ψ′n‖ ≤ 1 and limn→∞ ‖ψ
′
n‖ = 1.
Put
σn = ‖
m∑
i=1
ψ′n(zi)
∗ψ′n(f1/4(w
∗aw))ψ′n(zi)− f1/8(ψ′n(e))‖, n = 1, 2, ....
By (e 12.44) and (e 12.42), we also have that
lim
n→∞
σn = 0. (e 12.56)
Without loss of generality, we may assume that
σn < min{1/128Mm2} for all n. (e 12.57)
Note that
f1/32(e)w
∗xw = w∗xwf1/32(e) = w
∗xw for all x ∈ A.
Put Hn = ψn(w∗aw)Dnψn(w∗aw), n = 1, 2, .... Thus, for any tracial state of tn ∈ T (Hn), tn ◦ψ′n
is a state of A1. One can uniquely extended to a state on A2. Since
1 ≥ e ≥ x for all 0 ≤ x ≤ 1 and x ∈ A1,
tn ◦ ψ′n(e) = 1 for all n.
Take any weak*-limit τ of {tn ◦ ψ′n}. Then τ(e) = 1. Moreover, τ is a trace on A2. By (e 12.56),
τ(f1/4((w
∗aw)) ≥ 1/4Mm2 and τ(w∗aw)) ≥ 1/16Mm2. (e 12.58)
We may assume, without loss of generality, that, for all n,
t ◦ (ψn(f1/4(w∗aw))) ≥ 1/5Mm2 for all t ∈ T (Dn). (e 12.59)
By (e 12.44),
lim
n→∞
‖ψn(f1/4(w∗aw)) − f1/4(ψn(w∗aw))‖ = 0. (e 12.60)
Therefore, without loss of generality, we may assume that, for all n,
t ◦ (f1/4(ψn(w∗aw))) ≥ 1/6Mm2 for all t ∈ T (Dn). (e 12.61)
We also have that
lim
j→∞
‖w∗aw − f1/2j(w∗aw)1/2w∗awf1/2j(w∗aw)1/2‖ = 0 and (e 12.62)
lim
j→∞
‖w∗xw − f1/2j(w∗aw)1/2w∗xwf1/2j(w∗aw)1/2‖ = 0 for all x ∈ A. (e 12.63)
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Put Ln(a) = diag(ϕn(w
∗aw), , ψn(w
∗aw)). It follows from (e 12.45) and 3.3 that, for any
j ≥ 2, there exists n(j) ≥ j and a partial isometry vj ∈MN (A)∗∗ such that
vjv
∗
j f1/2j(Ln(j)(w
∗aw)) = f1/2j(Ln(j)(w
∗aw)vjv
∗
j = f1/2j(Ln(j)(w
∗aw)), (e 12.64)
v∗j cvj ∈ A1 for all c ∈ f1/2j(Ln(j)(w∗aw))MN (A)f1/2j(Ln(j)(w∗aw)) and (e 12.65)
lim
j→∞
sup{‖v∗j cvj − c‖ : 0 ≤ c ≤ 1 and c ∈ f1/2j(Ln(j)(w∗aw))Af1/2j(Ln(j)(w∗aw))} = 0. (e 12.66)
Note that f1/2j(ψn(j)(w
∗aw)) ≤ f1/2j(Ln(j)(w∗aw)), j = 1, 2, .... It follows that
v∗j cvj ∈ A1
for all c ∈ f1/2j(ψn(j)(w∗aw)Af1/2j(ψn(j)(w∗aw)). By (e 12.61), f1/2j(ψn(j)(w∗aw)) is full in
Dn(j) for all j ≥ 2. Put
E′n(j) = f1/2j(ψn(w
∗aw))Dn(j)f1/2j(ψn(w∗aw)), j = 2, 3, ....
Then E′n(j) ∈ S, j = 2, 3, .... Put
Ej = v
∗
jE
′
n(j)vj, j = j0 + 1, j0 + 2, ....
Then Ej ∈ S and Ej ⊂ A1, j = j0 + 1, j0 + 2, ....
Define Φj = v
∗
jϕn(j)v
∗
j and Ψj : A1 → Ej , by Ψj(x) = vjf1/2j(ψ(w∗aw)ψ′n(j)(x)f1/2j(ψn(j)(w∗aw)v∗j ,
j = 3, 4, .... Note that Ψj maps A1 into Ej with ‖Ψj‖ = 1, j = 1, 2, .... We have
lim
j→∞
‖Φj(xy)− Φj(x)Φj(y)‖ = 0 for all x, y ∈ A1, (e 12.67)
lim sup
j→∞
‖Ψj(xy)−Ψj(x)Ψj(y)‖ = 0 for all x, y ∈ A1. (e 12.68)
Moreover, by applying (e 12.45), (e 12.66) and (e 12.63),
lim sup
j→∞
‖x− diag(Φj(x),Ψj(x))‖ = 0 for all x ∈ A1. (e 12.69)
We also have that
Ψj(w
∗aw) . a0.
Moreover, by (e 12.61),
t ◦ f1/4(Ψj(w∗aw)) ≥ fa for all t ∈ T (En(j)).
The theorem follows from the fact that a 7→ w∗aw (a ∈ A) is an isomorphism from A1 onto A
(and choosing a sufficiently large j).
Proposition 12.9. Let S denote C0′0 , or C′0. Let A be a non-unital separable simple C∗-algebra
and let B ⊂ A be a hereditary C∗-subalgebra. Then
(1) If A is TAS, so is B;
(2) If A is in D (or D0), so is B.
Proof. Let S denote C0′0 , or C′0. Let b ∈ A+ with ‖b‖ = 1 and B = bBb. Let e ∈ A+ be a strictly
positive element with ‖e| = 1. We assume that ‖b‖ = 1 and ‖e‖ = 1. Fix b0 ∈ B+ \ {0}.
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In both cases (1) and (2), by 12.2, there exists a sequence of Dn ∈ S and two sequences of
completely positive contractive linear maps ϕn, ψn : A→ A such that
lim
n→∞
‖ϕn(xy)− ϕn(x)ϕn(y)‖ = 0 and (e 12.70)
lim
n→∞
‖ψn(xy)− ψn(x)ψn(y)‖ = 0 for all x, y ∈ A, (e 12.71)
lim
n→∞
‖x− diag(ϕn(x), ψn(x))‖ = 0 for all x ∈ A, (e 12.72)
ϕn(e) . b0, (e 12.73)
lim
n→∞
‖ψn(x)‖ = ‖x‖ for all x ∈ A, (e 12.74)
f1/4(ψn(b)) is full in Dn, and ψn(e) is a strictly positive element of Dn, n = 1, 2, .... Moreover,
in the case (2), by 12.7, we can also have
t ◦ f1/4(ψn(e)) ≥ fe, t ◦ f1/4(ψn(b)) ≥ r0 (e 12.75)
for all t ∈ T (Dn) and n, where r0 is previously given (as fe/4 inf{M(c)·N2(c) : c = {b, f1/4(e)}}).
By (e 12.74),
lim
n→∞
‖ψn|B‖ = 1.
We also have that
lim
j→∞
‖b− f1/2j(b)1/2bf1/2j(b)1/2‖ = 0 and (e 12.76)
lim
j→∞
‖x− f1/2j(b)1/2xf1/2j(b)1/2‖ = 0 for all x ∈ B. (e 12.77)
Put Ln(x) = diag(ϕn(x), ψn(x)) for all x ∈ A. As in the proof of 12.8, by applying 3.3, for
any j ≥ 2, there exists n(j) ≥ j and a partial isometry vj ∈ A∗∗ such that
vjv
∗
j f1/2j(Ln(j)(b)) = f1/2j(Ln(j)(b))vjv
∗
j = f1/2j(Ln(j)(b)), (e 12.78)
v∗j cvj ∈ B for all c ∈ f1/2j(Ln(j)(b))Af1/2j(Ln(j)(b)) and (e 12.79)
lim
j→∞
sup{‖v∗j cvj − c‖ : 0 ≤ c ≤ 1 and c ∈ f1/2j(Ln(j)(b))Af1/2j(Ln(j)(b))} = 0. (e 12.80)
Note that f1/2j(ψn(j)(b)) ≤ f1/2j(Ln(j)(b)), j = 1, 2, .... It follows that
v∗j cvj ∈ B
for all c ∈ f1/2j(ψn(j)(b)Af1/2j(ψn(j)(b)). Since f1/4(ψn(j)(f1/4(b))) is full inDn(j), f1/2j(ψn(j)(f1/4(b)))
is full in Dn(j) for all j ≥ 2. Put
E′n(j) = f1/2j(ψn(b))Dn(j)f1/2j(ψn(b)), j = 2, 3, ....
Then E′n(j) ∈ S, j = 2, 3, .... Put
Ej = v
∗
jE
′
n(j)vj, j = 3, 4, ....
Then Ej ∈ S and Ej ⊂ B, j = 3, 4, ....
Define Φj = v
∗
jϕn(j)v
∗
j and Ψj : B → Ej , by Ψj(x) = vjf1/2j(ψn(j)(b))ψn(j)(x)f1/2j(ψn(j)(b))v∗j ,
j = 3, 4, .... For j > 4,
f1/4(f1/2j(ψn(j)(b))ψn(j)(b)f1/2j(ψn(j)(b))) = f1/4(ψn(j)(b)) (e 12.81)
= f1/2j(ψ(b))f1/4(ψn(j)(b))f1/2j(ψn(j)(b)). (e 12.82)
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It follows that f1/4(Ψj(b)) is full in Ej , j = 4, 5, .... We have
lim
j→∞
‖Φj(xy)− Φj(x)Φj(y)‖ = 0 for all x, y ∈ B and (e 12.83)
lim sup
j→∞
‖Ψj(xy)−Ψj(x)Ψj(y)‖ = 0 for all x, y ∈ B. (e 12.84)
Moreover, by applying (e 12.72), (e 12.80) and (e 12.77),
lim sup
j→∞
‖x− diag(Φj(x),Ψj(x))‖ = 0 for all x ∈ B and (e 12.85)
lim
n→∞
‖Ψn(x)‖ = ‖x‖ for all x ∈ B. (e 12.86)
We also have that
Φj(b) . b0.
These implies that B is in TAS. Moreover, in case (2), by (e 12.75) and (e 12.81),
t ◦ f1/4(Ψj(b)) ≥ r0/2 for all t ∈ T (En(j)).
The proposition follows when one chooses a sufficiently large j.
Proposition 12.10. Let A ∈ D (or D0) which is quasi-compact. Then, for every integer k ≥ 1,
Mk(A) ∈ D (or D0,).
13 Traces and the comparison in C∗-algebras in D
Proposition 13.1. Let A be a separable simple C∗-algebra in D. Then QT (A) = T (A). More-
over, 0 6∈ T (A)w.
Proof. Let a0 ∈ A be a strictly positive element of A with ‖a0‖ = 1. Let fa0 > 0 be in the
definition of 12.5. Fix any b0 ∈ A+ \{0}. Choose a sequence of positive elements {bn} which has
the following: bn+1 . bn,1, where bn,1, bn,2, ...., bn,n are mutually orthogonal positive elements in
bnAbn such that bnbn,i = bn,ibn = bn,i, i = 1, 2, ..., n, and 〈bn,i〉 = 〈bn,1〉, i = 1, 2, ..., n.
One obtains two sequences of C∗-subalgebras A0,n, Dn of A, where Dn ∈ C′0, two sequences
of completely positive contractive linear maps ϕ0,n : A → A0,n with and ϕ1,n : A → Dn satisfy
the following:
lim
n→∞
‖ϕi,n(ab)− ϕi,n(a)ϕi,n(b)‖ = 0 for all a, b ∈ A, (e 13.1)
lim
n→∞
‖a− diag(ϕ0,n(a), ϕ1,n(a))‖ = 0 for all a ∈ A, (e 13.2)
cn . bn, (e 13.3)
lim
n→∞
‖ϕ1,n(x)‖ = ‖x‖ for all x ∈ A, (e 13.4)
τ(f1/4(ψ1,n(a0))) ≥ fa0 for all τ ∈ T (Dn) (e 13.5)
and ϕ1,n(a0) is a strictly positive element in Dn, where cn is a strictly positive element of A0,n.
It follows that
lim
n→∞
sup{|τ(a) − τ ◦ ϕ1,n(a)| : τ ∈ QT (A)} = 0 for all a ∈ A. (e 13.6)
Then limn→∞ ‖τ |Dn‖ = 1 for all τ ∈ QT (A).
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Let t = τ‖τ |Dn‖
|Dn . Then t ∈ T (Dn). Given any τ ∈ QT (A). Define tn(a) = τ ◦ϕ1,n(a) for all
a ∈ A. Then tn is a state of A. Let t0 be a weak*-limit of {tn}. Then t0 6= 0, since by (e 13.4)
and (e 13.1),
t0(f1/4(a0)) ≥ fa0 . (e 13.7)
It follows from (e 13.1) that t0 is a trace. It follows from (e 13.6) that every τ ∈ QT (A) is a
tracial state.
Let τ ∈ T (A). Then (e 13.7) shows that 0 6∈ T (A)w.
Remark 13.2. Let A ∈ D and let a ∈ A+ be a strictly positive element with ‖a‖ = 1. Define
r0 = inf{τ(f1/4(a)) : τ ∈ T (A)} > 0.
The above proof also shows that we can choose fa = r0/2. In fact in the case that A is quasi-
compact, one can choose fa arbitrarily close to
inf{τ(a) : τ ∈ Aw}.
and in the case that A has continuous scale, we can always choose such a strictly positive element
that the above r0 could be arbitrarily close to 1.
Proposition 13.3. Every σ-unital simple C∗-algebra in D is stably projectionless.
Proof. Let A ∈ D. Since A ∈ D if and only if Mn(A) ∈ D for each n, we only need to show that
D has no non-zero projections. Let p ∈ A be a projection and let
r = inf{τ(p) : τ ∈ T (A)w} > 0.
Choose r/4 > ε > 0. Then
‖p− (x1 ⊕ x2)‖ < ε/2, (e 13.8)
where x1 ∈ (A0)+ and x2 ∈ D+, where A0 = bAb for some b ∈ A+ with dτ (b) < r/4 for all
τ ∈ T (A)w, x2 ∈ D+ and D ∈ D. A standard argument shows that there are projections p1 ∈ A0
and p2 ∈ D such that
‖p − (p1 ⊕ p2)‖ < ε. (e 13.9)
Since D is projectionless, p2 = 0. This implies that τ(p) < τ(p1) + ε < r/2 for all τ ∈ T (A).
Impossible.
Theorem 13.4. Let A ∈ D be a a separable simple C∗-algebra Suppose that a, b ∈ A with
0 ≤ a ≤ b ≤ 1. If dτ (a) < dτ (b) for all τ ∈ T (A)w, then
a . b.
Proof. Fix a strictly positive element a0 ∈ A with 0 ≤ a0 ≤ 1. Let a, b ∈ A+ be two non-zero
elements such that
dτ (a) < dτ (b) for all τ ∈ T (A)w. (e 13.10)
For convenience, we assume that ‖a‖=‖b‖ = 1. Let 1/2 > ε > 0. Put c = fε/16(a). If c is Cuntz
equivalent to a, then zero is an isolated point in sp(a). So, a is Cuntz equivalent to a projection.
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Since A is projectionless (see 13.3), zero is not an isolated point in sp(a). There is a nonzero
element c′ ∈ aAa+ such that c′c = cc′ = 0. Therefore
r0 := inf{dτ (b)− dτ (c) : τ ∈ T (A)w} > 0.
Put c1 = fε/64(a). Then a standard compactness argument (see Lemma 5.4 of [33]) shows
that there is 1 > δ1 > 0 such that
τ(fδ1(b)) > τ(c) ≥ dτ (c1) for all τ ∈ T (A)
w
.
Put b1 = fδ1(b). Then
r = inf{τ(b1)− dτ (c1) : τ ∈ T (A)} ≥ inf{τ(b1)− τ(c) : τ ∈ T (A)} > 0. (e 13.11)
Note that ‖b‖ = 1. By choosing smaller δ1, we may assume that there exist non-zero elements
e, e′ ∈ f2δ1(b)Af2δ1(b) with 0 ≤ e ≤ e′ ≤ 1 and e′e = ee′ = e such that
τ(e′) < r/8 for all τ ∈ T (A)w.
Let r1 = inf{τ(e) : τ ∈ T (A)}. Note that, since A is simple and T (A)w is compact, r1 > 0. Let
b2 = (1− e′)b1(1− e′). Thus, there is 0 < δ2 < δ1/2 < 1/2 such that
7r/8 < inf{τ(fδ2(b2))− τ(c1) : τ ∈ T (A)} < r − r1.
Since fδ2(b2)f3/4(b2) = f3/4(b2) and since f3/4(b2)Af3/4(b2) is non-zero, there is a non-zero
e1 ∈ A with 0 ≤ e1 ≤ 1 such that e1fδ2(b2) = e1 with τ(e1) < r/18 for all τ ∈ T (A).
There are x1, x2, ..., xm ∈ A such that
m∑
i=1
x∗i e1xi = f1/4(a0). (e 13.12)
Let fa0 > 0 be given as part of the definition for A ∈ D.
Let σ = fa0 ·min{ε2/217(m+ 1), δ1/8, r1/27(m+ 1)}.
By (e 13.11) and [8], there are z1, z2, ..., zK ∈ A and b′ ∈ A+ such that
‖fε2/212(c)−
K∑
j=1
z∗j zj‖ < σ/4 and (e 13.13)
‖fδ2(b2)− (b′ + e1 +
K∑
j=1
zjz
∗
j )‖ < σ/4.
Since A ∈ D, for any η > 0, there exist C∗-subalgebras A0,D ⊂ A, D ∈ C′0 with A0 ⊥ D, such
that
‖fε2/214(c) − (fε2/214(c0,2) + fε2/214(c2))‖ < σ (e 13.14)
‖fδ1/2(b2)− (fδ1/2(b0,3) + fδ1/2(b3))‖ < σ, (e 13.15)
‖fδ2/4(b2)− (fδ2/4(b0,3) + fδ2/4(b3))‖ < σ, (e 13.16)
‖e1 − (e0,1 + e1,1)‖ < σ (e 13.17)
c . e, (e 13.18)
‖a0 − (a0,0 ⊕ a1,0)‖ < σ, (e 13.19)
τ(f1/4(a1,0)) ≥ fa0 for all τ ∈ T (D)
w
, (e 13.20)
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where c ∈ A0 is a strictly positive element of A0, and, (using (e 13.12) and (e 13.13)), such that
‖
m∑
i=1
(x′i)
∗e1,1x
′
i − f1/4(a1,0)‖ < σ, (e 13.21)
‖fε2/214(c2)−
K∑
j=1
(z′j)
∗z′j‖ < σ and (e 13.22)
‖fδ2(b3)− (
K∑
j=1
z′j(z
′
j)
∗ + e1,1 + b
′′)‖ < σ, (e 13.23)
where 0 ≤ a0,0, b0,2, b0,3, c0,0, e0,1 ≤ 1 are in A0, 0 ≤ a1,0, b2, b3, c2, e1,1 ≤ 1 are inD, z′j , z′j , x′i, b′′ ∈
D, (i = 1, 2, ...,m and j = 1, 2, ...,K)
Note that, by (e 13.21)
t(e1,1) ≥ fa0/2(m+ 1) for all t ∈ T (D). (e 13.24)
Therefore, by (e 13.22), (e 13.21) and (e 13.23),
dt(fε2/213(c2)) ≤ t(fε2/214(c2)) ≤ σ +
K∑
j=1
t((z′j)
∗z′j)
= σ +
K∑
j=1
t(z′j(z
′
j)
∗) ≤ t(e1,1) +
K∑
j=1
t(z′j(z
′
j)
∗)
≤ t(fδ1(b3)) ≤ dt(fδ1/2(b3))
for all t ∈ T (D). It follows from 10.3 that
fε2/213(c2) . fδ1/2(b3).
By (e 13.15) and Lemma 2.2 of [43]
fδ1/2(b3) ≤ fδ1/4(b2) ≤ b2.
It the follows
fε/2(c) . fε2/211(c0,2 + c2) . fε2/211(c2)⊕ c
. b2 + e . b1 . b.
We also have
fε(a) . fε/2(fε/16(a)) = fε/2(c) . b.
Since this holds for all 1 > ε > 0, by 2.4 of [43], we conclude that
a . b.
14 Tracially approximate divisibility
Definition 14.1. Let A be a non-unital and σ-unital simple C∗-algebra. We say that A has
(non-unital) tracially approximately divisible property if the following holds:
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For any ε > 0, any finite subset F ⊂ A, any b ∈ A+ \ {0}, and any integer n ≥ 1, there are
σ-unital C∗-subalgebras A0, A1 of A such that
dist(x,Bd) < ε for all x ∈ F ,
where Bd ⊂ B ⊂ A,
B = A0
⊕
Mn(A1), (e 14.1)
Bd = {(x0,
n︷ ︸︸ ︷
x1, x1, ..., x1) : x0 ∈ A0, x1 ∈ A1} (e 14.2)
and a0 . b, where a0 is a strictly positive element of A0.
Lemma 14.2. Let D be a non-unital separable simple C∗-algebra which can be written as
D = limn→∞(Dn, ϕn), where each Dn ∈ C0′0 . Let K ≥ 1 be an integer, let ε > 0 and let F ⊂ Dn
for some n ≥ 1, there exists an integer m ≥ n and C∗-subalgebra D′m =MK(D′′m) ⊂ Dm and a
finite subset F1 ⊂ D′′m satisfy the following:
(ϕn,m(f), d(F1)) < ε for all f ∈ F , (e 14.3)
where d(x) = diag(
K︷ ︸︸ ︷
x, x, ..., x). If each Dn ∈ C′0, then there exists an integer m ≥ n and D′m =
MK(D
′′
m) ⊂ Dm and a finite subset F1 ⊂ D′′m satisfy the following:
‖ϕn,m(f)− (r(f) + d(F1)‖ < ε for all f ∈ F , (e 14.4)
where r(f) ∈ eDme for all f ∈ F , e ∈ (Dm)+, e . ed, where ed is a strictly positive element of
Dm.
Proof. One note that K0(D) = K1(D) = {0}. One also note that D⊗Q is an inductive limit of
C∗-algebras in C0′0 . It follows from [39] (see also [49] and [40]) that D ∼= D⊗Q. Therefore, there
exists a C∗-subalgebra C such that
dist(a, α(a)) < ε/4 for all a ∈ ϕn,∞(F), (e 14.5)
where
α(a) = diag(
K︷ ︸︸ ︷
c(a), c(a), ..., c(a)) ⊂ C ⊗MK
for all a ∈ ϕn,∞(F) and for some c(a) ∈ C.
To simplify notation, without loss of generality, we may assume that there is c0 ∈ C+
with ‖c0‖ = 1 such that c0c(a) = c(a)c0 = c(a) for all a ∈ ϕn,∞(F). Consider C∗-subalgebra
C0 ⊗MK , where C0 is the C∗-subalgebra of C generated by c0. Then C0 ⊗MK is a quotient
of C0((0, 1]) ⊗MK (or C([0, 1]) ⊗MK). Let B = C0((0, 1]) ⊗MK (or C([0, 1]) ⊗MK) as just
mentioned and let q : B → C0 ⊗MK be the standard quotient map. Since B is semprojective,
there is a homomorphism H : B → Dm1 for some m1 ≥ n such that ϕm1,∞ ◦ H = q. Let c00
be the pre-image of c0 under q. The lemma follows if we choose a sufficiently large m ≥ m1 and
D′′m = ϕm1,m(c00)Dmϕm1,m(c00) as well as D
′
m = D
′′
m ⊗MK .
In the case that Dn ∈ C′0, by [47], D⊗Z ∼= D. In Z (see the proof of Lemma 2.1 of [41], and
also Lemma 4.2 of [45]), there are e1, e2, ..., eK , b ∈ Z+ such that
∑K
j=1 ej + d = 1Z , e1, e2, ..., eK
are mutually orthogonal, there exist w1, w2, ..., wK ∈ Z such that ej = wjw∗j and ej+1 = w∗jwj
and d . e1. Moreover, from the proof of Lemma 4.2 of [45], there is a unitary v ∈ Z such
that v∗dv ≤ e1. Without loss of generality, by identifying D with D ⊗ Z, we may assume that
ϕn,∞(x) = y ⊗ 1 for some y ∈ D and for every element x ∈ F . Let d′ = c0 ⊗ d, v′ = c1/20 ⊗ v,
e′j = c0 ⊗ ej , w′j = c1/20 ⊗wj, j = 1, 2, ...,K. Note that d′ +
∑K
j=1 e
′
j = c0. With sufficiently large
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m, with a standard perturbation, we may assume , d′, v′, e′j , w
′
j ∈ ϕm,∞(Dm), j = 1, 2, ...,m, and
ϕn,∞(x) commutes with d
′, e′j and w
′
j for all x ∈ F .With possibly even larger m, without loss of
generality, there are d′′, v′′e′′j , w
′′
j ∈ Dm such that d′′+
∑K
j=1 = c
′
0, d
′′ = (v′′)(v′′)∗, (v′′)(v′′)∗ ≤ e′′1,
e′′1 , e
′′
2 , ..., e
′′
K are mutually orthogonal, (w
′′
j )(w
′′
j )
∗ = e′j and e
′′
j+1 = (w
′′
j )
∗(w′′j ), where c
′
0 ∈ (Dm)+
such that c′0ϕn,m(x) = ϕn,m(x)c
′
0 = ϕn,m(x) for all x ∈ F and
‖[ϕn,m(x), y]‖ < ε/16K2 for all x ∈ F (e 14.6)
and y ∈ {d′′1/2, d′′, v′′, e′′j , w′′j , j = 1, 2, ...,K}. Define D′′m = e′′jDme′′j , r(f) = (d′′)1/2ϕn,md′′ and
F1 = {e′′1ϕn,m(x)e′′1 : x ∈ F} and identify d(e′′1ϕn,m(x)e′′1) with
K∑
j=1
e′′jϕn,m(x)e
′′
j ∈MK(D′′m) for all x ∈ F .
Lemma follows.
Theorem 14.3. Let A be a separable simple C∗-algebra in D0. Then A has tracially approxi-
mately divisible property in the sense of 14.1.
Proof. Let a0 ∈ A be a strictly positive element of A with ‖a0‖ = 1. Let 1 > fa0 > 0 be in the
definition of 12.1. Fix an integer k0 ≥ 1 such that fa0 > 2−k0 .
Upon replacing a0 by g(a0) for some g ∈ C0((0, 1]) with 0 ≤ g ≤ 1, we may assume that
τ(a0) > fa0 for all τ ∈ T (A) (e 14.7)
(see 13.2). Fix any b0 ∈ A+ \ {0}. Choose a sequence of positive elements {bn} which has the
following property: bn+1 . bn,1, where bn,1, bn,2, ...., bn,2n+k0+5 are mutually orthogonal positive
elements in bnAbn such that bnbn,i = bn,ibn = bn,i, i = 0, 1, 2, ..., n, and 〈bn,i〉 = 〈bn,1〉, i =
1, 2, ..., 2n+k0+3.
It should be noted that
∞∑
k=m
sup{τ(bn) : τ ∈ T (A)w} < fa0/2m+5 for all m ≥ 1. (e 14.8)
One obtains two sequences of C∗-subalgebras A0,n, Dn of A, two sequences of completely
positive contractive linear maps ϕ
(0)
n : A→ A0,n with ‖ϕ(1)n ‖ = 1 (i = 0, 1) and ϕ(1)n : A→ Dn ∈
C0′0 satisfy the following:
lim
n→∞
‖ϕ(i)n (ab)− ϕ(i)n (a)ϕ(i)n (b)‖ = 0 for all a, b ∈ A, i = 0, 1, (e 14.9)
lim
n→∞
‖a− diag(ϕ(0)n (a), ϕ(1)n (a))‖ = 0 for all a ∈ A, (e 14.10)
cn . bn, (e 14.11)
τ(f1/4(ψ
(1)
n (a0))) ≥ fa0 for all τ ∈ T (Dn) (e 14.12)
and ϕ
(1)
n (a0) is a strictly positive element in Dn, where cn is a strictly positive element of A0,n.
As in the proof of 13.1,
lim
n→∞
sup{|τ(a) − τ ◦ ϕ(1)n (a)| : τ ∈ T (A)} = 0 for all a ∈ A. (e 14.13)
Let a1 = ϕ
(1)
1 (a0), a2 = ϕ
(1)
2 (a1), ..., an = ϕ
(1)
n (an−1), n = 0, 1, ....
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Without loss of generality, by passing to a subsequence, if necessary, by (e 14.10), we may
assume that, for all m > n,
‖an − diag(ϕ(0)m (an), ϕ(1)m (an))‖ <
fa0
2(n+4)2
(e 14.14)
‖f1/4(an)− diag(f1/4(ϕ(0)m (an)), f1/4(ϕ(1)m (an)))‖ <
fa0
2(n+4)2
, n = 1, 2, .... (e 14.15)
Claim (1): For any n ≥ 1,
lim inf
n
{τ(f1/4(ϕ(1)m (an))) : τ ∈ T (Dm) and m > n} ≥
fa0
8
. (e 14.16)
Claim (2): If we first take a subsequence {N(k)} and define a1 := ϕ1(N(1))(a0), a2 =
ϕ
(1)
N(2)(a1), ..., an = ϕ
(1)
N(n)(an−1), n = 0, 1, ..., then the Claim (1) still holds, when m is replaced
by N(m).
Let us first explain that Claim (2) follows from Claim (1) since we first take a subsequence
in the above construction and then apply Claim (1).
We now prove the Claim (1).
Assume Claim (1) is false.
Then there exists η > 0 such that
fa0
8 − η > 0 and
lim
n
inf{τ(ϕ(1)m (an)) : τ ∈ T (Dm) and m > n} ≤
fa0
8
− η. (e 14.17)
There is n0 ≥ 1 such that, for all m > n ≥ n0 and k ≥ 1,
τ(f1/4(ϕ
(1)
m+k(am))) ≤ τ(f1/4(ϕ(1)m+k(an))) + η/2 for all τ ∈ T (Dm+k). (e 14.18)
Hence there exists a subsequence {nk} which has the following property:
If k′ ≥ k,
tnk′ (f1/4(ϕ
(1)
nk′
(ank))) ≤ fa0/8 − η/2. (e 14.19)
Consider the states τk defined by tk(a) = tk(ϕ
(1)
nk (a)) for all a ∈ A, k = 1, 2, ....
Let τ be a weak*-limit of {tk}. It follows (e 14.12) that τ is not zero. On the other hand, by
(e 14.19),
τ(f1/4(ank)) < fa0/8 for all k. (e 14.20)
It follows from (e 14.8) and (e 14.15) that, if m > n ≥ 1,
t(f1/4(ϕ
(1)
m (an))) ≥ τ(f1/4(an))− fa0/2m+5 − fa0/2(n+4)
2
(e 14.21)
for all t ∈ T (A).
Therefore, also using (e 14.7), for all k,
t(f1/4(ank)) ≥ t(f1/4(a0))− (
n+k∑
j=1
(fa0/2
j+5 − fa0/2(j+1)
2
)) > fa0/4. (e 14.22)
This contradicts with (e 14.20) which proves the Claim (1).
Now define ψ′n : Dn → Dn+1 by ψ′n(d) = ϕ(1)n+1(d) for all d ∈ Dn, n = 1, 2, ....
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Since A is simple, there is, for each n, a map Tn = (Nn,Mn) : A+ \ {0} → N×R+ \ {0} such
that, for any a ∈ A+ \ {0}, there are x(a)1,n, x(a)2,n, ..., x(a)mn(a),n ∈ A with mn(a) ≤ Nn(a)
and ‖x(a)j‖ ≤Mn(a) such that
mn(a)∑
j=1
x(a)∗j,nax(a)j,n = f1/16(ϕ
(1)
n (a1)), n = 1, 2, .... (e 14.23)
Here we view Dn ⊂ A.
Now fix a finite subset F ⊂ A+ and 1/2 > ε > 0.
Let {F ′k,n} be an increasing sequence of finite subsets of (Dk)+ such that the union of these
subsets is dense in (Dk)+. We assume that ϕ
(1)
k (F) ⊂ F ′k,1.
Set
F ′′1,n = {(a − ‖a‖/2)+ : a ∈ F ′1,n} and F ′′′1,n = F ′1,n ∪ F ′′1,n (e 14.24)
Let F1,n be a finite subset which also contains
F ′′′1,n ∪ {ai, f1/16(ai), f1/4(ai), i = 0, 1}.
Since D1 is semiprojective, there exists a homomorphism ψ1 : D1 → Dn2 such that
‖ψ1(a)− ψ′n2(a)‖ < min{fa0/16, ε/8} and (e 14.25)
‖
mn(a)∑
i=1
ϕ(1)n2 (x(a)i,1)
∗ψ1(a)ϕ
(1)
n2 (x(a)i,1)− f1/16(ϕ(1)n2 (a1))‖ < min{fa0/16, ε/8} (e 14.26)
for all a ∈ F ′′′1,1.
Therefore, by applying 3.1, there are y(a)i,n2 ∈ Dn2 with ‖y(a)i,n2‖ ≤ ‖x(a)i,1‖+ fa0/16 such
that
mn(a)∑
i=1
y(a)∗i,n2ψ1(a)y(a)i,n2 = f1/8(ϕ
(1)
n2 (a1)) for all a ∈ F ′′′1,1. (e 14.27)
To simplify notation, by passing to a subsequence, if necessary, without loss of generality, we
may assume that n2 = 2.
Set
F ′′2,n = {(a − ‖a‖/2)+ : a ∈ F ′2,n} and F ′′′2,n = F ′2,n ∪ F ′′′2,n (e 14.28)
Let F2,n be a finite subset which also contains
F ′′2,n ∪ {ai, f1/16(ai), f1/4(ai), i = 0, 1, f1/16(ϕ(1)2 (a1))} ∪ ψ1(F1,1).
Since D2 is semiprojective, there exists a homomorphism ψ2 : D2 → Dn3 such that
‖ψ2(a)− ψ′n3(a)‖ < min{fa0/23+2, ε/22+2} for all a ∈ F2,2 and (e 14.29)
‖
mn(a)∑
i=1
ϕ(1)n3 (x(a)i,2)
∗ψ2(a)ϕ
(1)
n3 (x(a)i,2)− f1/16(ϕ(1)n3 (a2))‖ < min{fa0/23+2, ε/23+1} (e 14.30)
for all a ∈ F ′′′2,2.
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Therefore, by applying 3.1, there are y(a)i,n3 ∈ Dn3 with ‖y(a)i,n3‖ ≤ ‖x(a)i,2‖ + fa0/23+2
such that
mn(a)∑
i=1
y(a)∗i,n3ψn(a)y(a)i,n3 = f1/8(ϕ
(1)
n3 (a2)) for all a ∈ F ′′′2,2 (e 14.31)
To simplify notation, by passing to a subsequence, if necessary, without loss of generality, we
may assume that n3 = 3.
Continue this process, one then obtains a sequence of homomorphism ψn : Dn → Dn+1 such
that
‖ψn(a)− ψ′n(a)‖ < min{fa0/23+n, ε/22+n} for all a ∈ Fn,n and (e 14.32)
‖
mn(a)∑
i=1
ϕ(1)n (x(a)i,n)
∗ψn(a)ϕ
(1)
n (x(a)i,n)− f1/16(an)‖ < min{fa0/23+n, ε/23+n} (e 14.33)
for all a ∈ F ′′′n,n. Moreover, there are y(a)i,n ∈ Dn with ‖y(a)i,n‖ ≤Mn(a) + fa0/23+n such that
mn(a)∑
i=1
y(a)∗i,nψn(a)y(a)i,n = f1/8(an) for all a ∈ F ′′′n,n. (e 14.34)
Let D = limn→∞(Dn, ψn). (Again, one should note that we have taken a subsequence to
simplify notation.)
We now verify D is simple. Fix a non-zero positive element d0 ∈ D+ with ‖d0‖ = 1. Since
each Dn is stably projectionless, so is D. Fix 1/64 > ε1 > 0. There is d ∈ D+ such that
d = ψm,∞(d
′) for d′ ∈ (Dm)+ with ‖d′‖ = 1 and
‖d− d0‖ < ε1/32. (e 14.35)
It follows from 3.1 that there is z ∈ D such that
(d− ε1/16)+ = z∗d0z. (e 14.36)
By the construction, there is d′′ ∈ F ′m′,m′ for some m′ ≥ m+ 16 such that
‖ψm,m′((d′ − ε1/16)+)− d′′‖ < ε1/64 (e 14.37)
There is y ∈ Dm′ such that
(d′′ − ε1/8)+ = y∗ψm,m′((d′ − ε1/4)+)y. (e 14.38)
Note that ε1/2 ≤ ‖d′′‖/8. By the construction, there x1, x2, ..., xL ∈ Dm′+1 such that
L∑
i=1
x∗iψm′,m′+1((d
′′ − ε1/2)+)xi = f1/8(ϕm′+1(am′)) = f1/8(am′+1). (e 14.39)
Claim (3): a00 := ψm′+1,∞(f1/4(am′+1) is full.
In fact, for any m′ > m′ + 1, it follows from (e 14.32) and Claim (2) that
τ(ψm′+1,m′′(f1/4(am′+1))) ≥ τ(ϕ(1)m′′(f1/4(am′+1)− fa0/2m
′+3 (e 14.40)
= τ(f1/4(ϕ
(1)
m′′(am′+1))− fa0/2m
′+3 > fa0/16 (e 14.41)
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for all τ ∈ T (Dm′′).
By 10.3, we conclude that ψm′+1,m′′(f1/4(am′+1)) is full in Dm′′ . Therefore a00 is full in
ψm′′,∞(Dm′′) for all m
′′ > m′ + 1. Hence the closed ideal generated by a00 contains all
∪m′′>m′+1ψm′′,∞(Dm′′). This implies that a00 is full in D. This proves Claim (3).
It follows from (e 14.39) that ψm′,∞((d
′′−ε1)+) is full in D. By (e 14.38), ψm,∞((d′−ε1/4)+)
is full in D. This, in turn, by (e 14.36), b0 is full in D. Since b0 is arbitrarily chosen in D+ \ {0}
with ‖b0‖ = 1, this implies that D is indeed simple.
On the other hand D is non-unital and an inductive limit of C∗-algebras in C0′0 . This lemma
then follows a direct application of 14.2.
In fact, for any fixed integer K ≥ 1, by 14.2, there exists m ≥ 1 such that
dist(ψm(f), d(F1)) < ε/8 for all f ∈ F , (e 14.42)
where d(x) = diag(
︷ ︸︸ ︷
x, x, ..., x)K) for all x ∈ F1 and where F1 ⊂ D′′m, D′m =MK(D′′m) ⊂ Dm. By
choosing possibly even larger m, by (e 14.10), we may also assume that
‖a− diag(ϕ(0)m (a), ϕ(1)m (a))‖ < ε/4 for all a ∈ F . (e 14.43)
It follows from (e 14.32) that
dist(ϕ(1)m (f), d(F1)) < ε/4 for all f ∈ F . (e 14.44)
Let
B1,d = {(
K︷ ︸︸ ︷
x, x, ..., x) : x ∈ D′′m} ⊂MK(D′′m) and Bd = A0,m ⊕B1,d.
Then,
dist(a,Bd) < ε for all a ∈ F .
Note also, by (e 14.11),
cm . bm . b0
(recall that cm is a strictly positive element for A0,m). The lemma follows.
Corollary 14.4. Let A be a simple C∗-algebra in D. Then A has the following property: For
any ε > 0, any finite subset F ⊂ A, any a0 ∈ A+ \ {0} and any integer n ≥ 1, there are
e0, e00, e01 ∈ A+, completely positive contractive linear maps ϕ0 : A → E0, ϕ1 : A → E1 and
ϕ2 : A → Dn(E3), where E0, E1, E2 are C∗-subalgebras of A, E0 = e0Ae0, e00 ∈ E1, e01 ∈ E2,
E0 ⊥ E1, Mn(E2) ⊂ E1, E2 ⊂ e01Ae01 such that
‖x− diag(ϕ0(x), ϕ1(x))‖ < ε/2 and (e 14.45)
‖ϕ1(x)− (r(x) + diag(
n︷ ︸︸ ︷
ϕ2(x), ϕ2(x), ..., ϕ2(x)))‖ < ε/2, (e 14.46)
r(x) ∈ e00Ae00 for all x ∈ F , (e 14.47)
and e0 + e00 . a0 and e00 . e01.
Proof. In the proof of 14.3, we replace C0′0 by C0 and keep entire proof to the line ends “... D is
indeed simple” shortly before (e 14.42). Instead of applying the first part of 14.2 in the last few
lines of the proof, we apply the second part of 14.2.
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Theorem 14.5. Let A be a non-unital and σ-unital simple C∗-algebra in D0 with a strictly
positive element a ∈ A+ with ‖a‖ = 1. Then the following is true.
There exists 1 > fa > 0, for any ε > 0, any finite subset F ⊂ A and any b ∈ A+ \ {0}
and any integer n ≥ 1, there are F-ε-multiplicative completely positive contractive linear maps
ϕ : A→ A and ψ : A→ D for some C∗-subalgebra D ⊂ A with D ∈ C0′0 such that ‖ψ‖ = 1,
‖x− diag(ϕ(x),
n︷ ︸︸ ︷
ψ(x), ψ(x), ..., ψ(x))‖ < ε for all x ∈ F ∪ {a}, (e 14.48)
ϕ(a) . b, (e 14.49)
t(f1/4(ψ(a))) ≥ fa for all t ∈ T (D) and (e 14.50)
ψ(a) is strictly positive in D.
Let A0 = ϕ(a)Aϕ(a). Then A0 ⊥ D. Moreover, (e 14.49) could be replaced by c . b for some
strictly positive element c of A0.
Note that there is a C∗-subalgebra Mn(D) in A, where D ⊕ D ⊕ · · · ⊕ D sitting in the
diagonal.
Proof. By 14.3, A has the property of tracially approximate divisibility. Fix a strictly positive
element a ∈ A+ with ‖a‖ = 1. It follows from 13.1 that 0 6∈ T (A)w. Let
r0 = inf{τ(f1/2(a)) : τ ∈ T (A)
w} > 0. (e 14.51)
Let fa0 = r0/4. Choose an integer k0 ≥ 1 such that r0/16 > 1/k0.
Let 1 > ε > 0 and F ⊂ A be a finite subset. Choose ε1 = min{ε/16, r0/128}. Let F1 ⊃
F ∪ {a, f1/4(a)} be a finite subset of A. Let b ∈ A+ \ {0}, and any integer n ≥ 1 be given.
Choose b′0, b
′
1, ..., b
′
n+2k0
∈ bAb such that b′0 and b′1 are mutually orthogonal and mutually
equivalent in the sense of Cuntz and there are non-zero elements b0, b1, ..., bn+2k0 ∈ A+ such that
bib
′
0 = bi, i = 0, 1, ..., n + 2k0
By 14.3, A has the property of tracially approximate divisibility. Therefore there are σ-unital
C∗-subalgebras A0, A1 of A such that
dist(x,Bd) < ε1/2 for all x ∈ F1,
where Bd ⊂ B ⊂ A,
B = A0
⊕
Mn(A1), (e 14.52)
Bd = {(x0,
n︷ ︸︸ ︷
x1, x1, ..., x1) : x0 ∈ A0, x1 ∈ A1} (e 14.53)
and a0 . b0, where a0 is a strictly positive element of A0. Moreover, there are y0 ∈ A0 and
y1 ∈ A1 such that
‖a− diag(y0,
n︷ ︸︸ ︷
y1, y1, ..., y1)‖ < ε/2 and (e 14.54)
‖f1/4(a)− diag(f1/4(y0),
n︷ ︸︸ ︷
f1/4(y1), f1/4(y1), ..., f1/4(y1))‖ < ε1/2. (e 14.55)
Note that
τ(diag(0,
n︷ ︸︸ ︷
f1/4(y1), f1/4(y1), ..., f1/4(y1))) ≥ r0 − 1/(n + 2k0)− ε1/2 > r0/3 (e 14.56)
for all τ ∈ T (A).
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Let A′0 = a0Aa0 and A
′
1 = y1Ay1. Note that 0 6∈ T (A′1)
w
as 8.10. Moreover, if τ ∈ T (A),
then ‖τ |A1‖ ≥ r0/3. We also have
τ(f1/4(y1)) ≥ r0/3 for all τ ∈ T (A′1). (e 14.57)
Note, by 13.2, in the definition of 12.5 the constant fy1 can be chosen r0/6.
Let G ⊂ A1 be a finite subset such that the following holds
dist(f,diag(x0,
n︷ ︸︸ ︷
x1, x1, ..., x1) : x0 ∈ A0, x1 ∈ G}) < ε1/2 for all f ∈ F1 (e 14.58)
and y1 ∈ G.
Note that A′1 is a hereditary C
∗-subalgebra of A. Therefore, there exist two C∗-subalgebras
B0 and D of A
′
1, where D ∈ C0
′
0 and two G-ε1-multiplicative completely positive contractive
linear maps ϕ0 : A
′
1 → B0 and ψ0 : A′1 → D such that
‖x− diag(ϕ0(x), ψ0(x))‖ < ε1/2 for all x ∈ G, (e 14.59)
ϕ0(c0) . b1, (e 14.60)
‖ψ0‖ = 1 and (e 14.61)
τ ◦ f1/4(ψ0(y1)) ≥ r0/6 for all τ ∈ T (D) (e 14.62)
and ψ0(y1) is a strictly positive element in D, where c0 is a strictly positive element of A
′
1.
Let A00 = A0 ⊕
n︷ ︸︸ ︷
A′0, A
′
0, ..., A
′
0 and let
c = diag(a0,
n︷ ︸︸ ︷
c0, c0, ..., c0).
Choose a function g ∈ C0((0, 1]), define ϕ00 : A→ A00 by
ϕ00(x) = diag(g(a0)xg(a0),
n︷ ︸︸ ︷
ϕ0(x), ϕ0(x), ..., ϕ0(x)) for all x ∈ A.
Then, with a choice of g, we have
‖x− diag(ϕ00(x),
n︷ ︸︸ ︷
ψ0(x), ψ0(x), ..., ψ0(x))‖ < ε for all x ∈ F . (e 14.63)
Moreover,
c . b0 ⊕ b1 ⊕ · · · ⊕ bn . b.
The following follows from the combination of 12.7 and 14.5.
Corollary 14.6. Let A be a σ-unital simple C∗-algebra in D0 Then the following holds. Fix a
strictly positive element a ∈ A with ‖a‖ = 1 and let 1 > f0 > 0 be as in 12.5 (see also 13.2).
There is a map T : A+ \ {0} → N × R (a 7→ (N(a),M(a)) for all a ∈ A+ \ {0}) satisfying the
following: For any finite subset F0 ⊂ A+ \ {0}. for any ε > 0, any finite subset F ⊂ A and any
b ∈ A+ \ {0} and any integer n ≥ 1, there are F-ε-multiplicative completely positive contractive
linear maps ϕ : A→ A and ψ : A→ D for some C∗-subalgebra D ⊂ A such that
‖x− diag(ϕ(x),
n︷ ︸︸ ︷
ψ(x), ψ(x), ..., ψ(x))‖ < ε for all x ∈ F ∪ {a}, (e 14.64)
D ∈ C0′0 (e 14.65)
a0 . b, (e 14.66)
‖ψ‖ = 1 and (e 14.67)
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ψ(a) is strictly positive in D, where a0 ∈ ϕ(a)Aϕ(a) is a strictly positive element. Moreover, ψ
is T -F0 ∪ {f1/4(a)}-full in DAD.
Furthermore, we may assume that
t ◦ f1/4(ψ(a)) ≥ fa and (e 14.68)
t ◦ f1/4(c) ≥ fa/4 inf{M(c) ·N2(c) : c ∈ F0 ∪ {f1/4(a)}} (e 14.69)
for all c ∈ F0 and for all t ∈ T (D).
Remark 14.7. It is clear from the proof that, both 14.5 and 14.6 hold if A ∈ D with n = 1.
15 Stable rank
The proof of the following is very similar to that of Lemma 2.1 of [41].
Lemma 15.1. Let A be a non-unital and σ-unital simple C∗-algebra with 0 6∈ T (A)w which
has strict comparison for positive elements. Suppose that every hereditary C∗-subalgebra B of
A satisfies the conclusion of 14.4. Then, for any hereditary C∗-subalgebra B of A,
B ⊂ GL(B˜)
Proof. Since every hereditary C∗-subalgebra B of A has the same said properties, it suffices to
show that A ⊂ GL(A˜).
Fix an element x ∈ A and ε > 0. Let e ∈ A with 0 ≤ e ≤ 1 be a strictly positive el-
ement. Upon replacing x by fη(e)xfη(e) for some small 1/8 > η > 0, we may assume that
x ∈ fη(e)Afη(e). Put B1 = fη(e)Afη(e).
By the assumption, we know that e is not a projection. we obtain a positive element
b0 ∈ B⊥1 \ {0}.
Note that
B⊥1 = {a ∈ A : ab = ba = 0 for all b ∈ B1}
is a non-zero hereditary C∗-subalgebra of A. Since we assume that A is infinite dimensional,
b0Ab0 contains non-zero positive elements b0,1, b
′
0,1, b0,2, b0,2 ∈ B⊥1 such that
b′0,1 . b
′
0,2 and b0,1b
′
0,1 = b0,1, b0,2b
′
0,2 = b0,2 and b
′
0,1b
′
0,2 = 0.
Choose an integer n ≥ 2, since A has strict comparison for positive element as given in
13.4, such that, if there are n-mutually orthogonal and mutually equivalent positive elements
a1, a2, ..., an ∈ A+, then
a1 + a2 . b0,1, i = 1, 2, ..., n.
There is B′1 ⊂ B1 such that
B′1 = B1,1 +
n︷ ︸︸ ︷
D ⊕D ⊕ · · · ⊕D,
where B1,1 is a hereditary C
∗-subalgebra with a strictly positive element b11 . b0,1 and there
are x0 ∈ B1,1 and x1 ∈ D \ {0} such that
‖x− (x0 + x¯1)‖ < ε/16 and (e 15.1)
x¯1 = diag(
n︷ ︸︸ ︷
x1, x1, ..., x1)‖ < ε/16. (e 15.2)
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Let d0 ∈ D be a strictly positive element. By the choice of n, d0 . b0,1.
Choose 0 < η1 < 1/4 such that
‖fη1(d0)x1fη1(d0)− x1‖ < ε/16. (e 15.3)
Put x′1 = fη1(d0)x1fη1(d0). Note
fη1/8(d0) . b
′
0,2. (e 15.4)
There are wi ∈ A such that
wiw
∗
i = diag(
i−1︷ ︸︸ ︷
0, 0, ..., 0, fη1/4(d0), 0, ..., 0), i = 1, 2, ..., n, (e 15.5)
w∗iwi = diag((
i︷ ︸︸ ︷
0, 0, ..., 0, fη1/4(d0), 0, ..., 0), i = 1, 2, ..., n − 1, and (e 15.6)
w∗nwn ∈ b′0,2Ab′0,2. (e 15.7)
There is v ∈ A such that
v∗v = x0 + diag(x
′
1, 0, ..., 0) and vv
∗ ∈ (b′0,1 + b′0,2)A(b′0,1 + b′0,2). (e 15.8)
Put
x′′i = diag(
i−1︷ ︸︸ ︷
0, 0, ..., 0, x′1, 0, ..., 0), i = 1, 2, ..., n, (e 15.9)
y′′i = diag(
i−1︷ ︸︸ ︷
0, 0, ..., 0, fη1/4(d0), 0, ..., 0), i = 1, 2, ..., n, (e 15.10)
z1 = v
∗, z2 = v, (e 15.11)
z3 =
n−1∑
i=1
w∗i x
′′
i and z4 =
n−1∑
i=1
y′′i wi. (e 15.12)
Note that
z3z2 = 0, z1z4 = 0. (e 15.13)
Therefore
(z1 + z3)(z2 + z4) = z1z2 + z3z4 (e 15.14)
= v∗v + diag(0, x′1, x
′
1, ..., x
′
1) (e 15.15)
= x0 + diag(
n︷ ︸︸ ︷
x′1, x
′
1, ..., x
′
1). (e 15.16)
On the other hand,
z21 = v
∗v∗ = 0, z1z3 = 0. (e 15.17)
We also compute that
z23 =
∑
i,j
w∗i x
′′
iw
∗
jx
′′
j =
n−1∑
i=2
w∗i x
′′
iw
∗
i−1x
′′
i−1. (e 15.18)
Inductively, we compute that
zn3 = 0. (e 15.19)
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Thus, by (e 15.17),
(z1 + z3)
k =
k∑
i=1
zi3z
k−i
1 for all k. (e 15.20)
Therefore, by (e 15.17), and (e 15.19), for k = n+ 1,
(z1 + z3)
n+1 = 0. (e 15.21)
We also have that z2z4 = 0 and z
2
2 = 0. A similar computation shows that z
n
4 = 0. Therefore as
above, (z2 + z4)
n+1 = 0. We estimate that
‖x− (z1 + z3)(z2 + z4)‖ < ε/4.
Suppose that ‖zi‖ ≤M for i = 1, .., 4. Consider
z5 = z1 + z3 + ε/16(M + 1) and z6 = z2 + z4 + ε/16(M + 1).
Since (z1+ z3) and (z2+ z4) are nilpotents, both z5 and z6 are invertible in A˜. We also estimate
that, by (e 15.1),
‖x− z5z6‖ < ε.
Corollary 15.2. Let A be a non-unital simple separable C∗-algebra which is in D. Then A
almost has stable rank one.
Corollary 15.3. Every separable simple C∗-algebra in D is quasi-compact.
Proof. This follows from 13.1, 13.4, 15.2 and 8.8.
Lemma 15.4. Let A be a separable simple C∗-algebra and let a, a1 ∈ A+ be two non-zero
elements such that aa1 = a1a = a. Then
B0 = {b ∈ A˜ : ba = ab = 0}
is a hereditary C∗-subalgebra of A.
Let b ∈ B0 be a strictly positive element with 0 ≤ b ≤ 1 and p = limn→∞ b1/n be the open
projection in piU (A)
′′, where piU is the universal representation of A. Then, either B0 has a unit,
in which case, B0 = B0 ∩A+ C · 1B0 , or B0 ∩A+ C · p = B0 + C · p ∼= B˜0.
Proof. It is clear that B0 is a hereditary C
∗-subalgebra of A˜. Let B00 = A ∩ B0. Note that
1 − a1 ∈ B0. Let pi : A˜ → C be the quotient map. Then pi(1 − a1) = 1. Thus we have the
following short exact sequence:
0→ B00 → B0 → C→ 0.
If B0 has a unit, then the above short exact sequence shows that B0 = B00 + C · 1B0 .
Otherwise, let b ∈ B0 a strictly positive element of B0 with 0 ≤ b ≤ 1. Let p = limn→∞ b1/n
in piU (A)
′′. Let B1 = B0+C · p. Note that limn→∞ pi(b1/n) = 1 for all n. Therefore B1/B00 ∼= C.
Theorem 15.5. Let A be a non-unital separable simple projectionless C∗-algebra which is in
D. Then A has stable rank one.
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Proof. Let x ∈ A˜. We will show that x ∈ GL(A˜). By applying 3.2 and 3.5 of [42], without loss
of generality, we may assume that there exists a non-zero positive element e′0 ∈ A˜ such that
xe′0 = e
′
0x = 0. We may further assume that there exists a non-zero element that e0 ∈ A˜ such
that e0e
′
0 = e
′
0e0 = e0.
Let A0 = e0A˜e0 and let pi : A˜ → C be the quotient map. If pi(A0) 6= {0}, then pi(x) = 0. It
other words, x ∈ A. It follows from 15.2 that x ∈ GL(A˜). So for the rest of the proof, we assume
that pi(A0) = {0}. In other words, e0 ∈ A+ and A0 is a hereditary C∗-subalgebra of A. We may
assume that there is a non-zero element e00, e
′
00 ∈ A0 with 0 ≤ e00 ≤ e′00 ≤ 1 such that
e00e
′
00 = e00.
By multiplying a scalar of multiple of identity, without loss of generality, we may assume
that x = 1 + a′, where a′ ∈ A.
Let
B = {y ∈ A˜ : ye0 = e0y = 0}.
Then, by 15.4, B is a hereditary C∗-subalgebra of A˜. Moreover, B˜ ∼= B ∩ A + C · p, where
p = limn→∞(b0)
1/n in piU (A)
′′ for some strictly positive element b0 ∈ B. Therefore one may
rewrite x = p+ a for some a ∈ B ∩A. Put B0 = B ∩A.
Now since B0 ∈ D, there exist a hereditary C∗-subalgebra B01 ⊂ B0 and a C∗-subalgebra
D ⊂ B0 such that
‖a− (x0 + x1)‖ < ε/4, (e 15.22)
where x0 ∈ B0,1 and x1 ∈ D, B0,1D = DB0,1 = {0},
b0,1 . e00 (e 15.23)
where b0,1 is a strictly positive element of B0,1 and where D ∈ C′0.
We may assume, without loss of generality, that there are e0,1, e
′
0,1, e
′′
0,1e
′′′
0,1 ∈ B0,1 with
0 ≤ e0,1 ≤ e′0,1 ≤ e′′0,1 ≤ e′′′0,1 ≤ 1 such that
e0,1x0 = x0e0,1 = x0, e
′′′
0,1e
′′
0,1 = e
′′
0,1, e
′′
0,1e
′
0,1 = e
′
0,1 and e
′
0,1e0,1 = e0,1. (e 15.24)
Let A2 = (e′0,0 + e
′′
0,1)A(e
′
0,0 + e
′′
0,1). Since b0,1 . e00 and since A almost has stable rank one,
there is unitary u′1 ∈ A˜2 such that
(u′1)
∗e′0,1(u
′
1) ∈ e′0,0Ae′0,0 ⊂ A0. (e 15.25)
Let A3 be the hereditary C
∗-subalgebra of A generated by A0 and A2. Let q be the open
projection in A∗∗ corresponding to A3, and let q0 be the open projection in A
∗∗ corresponding
to e0,1Ae0,1. Note that
q0 ≤ e′0,1 ≤ e′′0,1 ≤ q. (e 15.26)
Note also that
‖x− (p+ x0 + x1)‖ = ‖a− (x0 + x1)‖ < ε/4 and (e 15.27)
x− (p + x0 + x1) = a− (x0 + x1) ∈ B0 ∩A. (e 15.28)
In particular, p+ x0 + x1 ∈ A˜. Put z = p+ x0 + x1. Then we also view that z ∈ B˜0. Put
z0 = zq0 = (p+ x0)q0 = q0(p + x0) and z1 = z(p− q0) = (p− q0)z. (e 15.29)
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Keep in mind that
z0 + z1 = z. (e 15.30)
Now write u′1 = λ1A˜2+y for some y ∈ A2 and for some scalar λ ∈ C with |λ| = 1. Let u1 = λq+y.
Therefore, by multiplying λ¯, we may choose so that u1 has the form q + y. Define
u = 1 + y = u1 + (1− q).
Note that q0 ≤ 1A˜2 , we have q0u1 = q0u′1. Then
z0u = (p + x0)q0u1 = (q0 + x0)e
′
0,1u1= (q0 + x0)e
′
0,1u
′
1 = e
′
0,1(q0 + x0)e
′
0,1u
′
1. (e 15.31)
z0u = (p + x0)q0u1 = (q0 + x0)e
′
0,1u1 = e
′
0,1(q0 + x0)e
′
0,1u1. (e 15.32)
Since e′0,1e
′
0,0 = 0, by (e 15.25),
(z0u)(z0u) = ((q0 + x0)e
′
0,1u
′
1)e
′
0,1z0u) = 0. (e 15.33)
In other words, z0u is a nilpotent in A
∗∗.
On the other hand,
z1 = (p− q0)z = (p− q0) + x1.
Put D1 = D + C · (p − q0). Then D1 ∼= D˜. Since D has stable rank one, there is an invertible
element z′1 ∈ D1 such that
‖z1 − z′1‖ < ε/4. (e 15.34)
Write z′1 = λ1 · (p − q0) + d for some scalar λ1 ∈ C with |λ1| = 1 and d ∈ D. By looking the
quotient D1/D, we may also write
z′1 = (p− q0) + d+ η(p− q0) and |η| < ε/4. (e 15.35)
Without loss of generality, we may insist that η 6= 0 (since elements near z′1 are invertible). We
can also write that
z′1 = z1 + (z
′
1 − z1) = z1 + d− x1 + η(p − q0). (e 15.36)
Now view z0u ∈ (1− (p− q0))A∗∗(1− (p− q0)). Since z0u is a nilpotent, z0u+ η(1− (p− q0))
is invertible in (1 − (p− q0))A∗∗(1− (p − q0)). Let ζ1 be the inverse of z0u+ η(1 − (p − q0)) in
(1− (p− q0))A∗∗(1− (p− q0)) and ζ2 be the inverse of z′1 in D1 = D + C · (p − q0). Then
(z0u+ η(1− (p− q0))⊕ z′1)(ζ1 ⊕ ζ2) = (1− (p − q0)) + (p− q0) = 1. (e 15.37)
It follows that
z2 = z0u+ η(1− (p − q0)) + z′1 ∈ GL(A∗∗). (e 15.38)
However, by (e 15.35),
z2 = z0u+ η(1 − (p− q0)) + z′1 (e 15.39)
= z0u1 + η(1− (p− q0)) + z1 + (d− x1) + η(p− q0) (e 15.40)
= z0u1 + z1 + (d− x1) + η · 1 (e 15.41)
= (z0 + z1)u+ (d− x1) + η · 1 (e 15.42)
= zu+ (d− x1) + η · 1 ∈ A˜. (e 15.43)
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It follows that z2 ∈ GL(A˜). We have
‖zu− z2‖ = ‖(z0u1 + z1)− z2‖ (e 15.44)
≤ ‖z1 − (η(1− (p − q0)) + z′1)‖ (e 15.45)
≤ ‖z1 − z′1‖+ η < ε/4 + ε/4 = ε/2. (e 15.46)
Therefore (using also (e 15.27)),
‖xu− z2‖ < ε, or ‖x− z2u∗‖ < ε. (e 15.47)
Since z2 is invertible so is z2u
∗. Since u ∈ A˜, z2u∗ is in GL(A˜).
At this point, we would like to introduce the following:
Definition 15.6. Let A be a σ-unital simple C∗-algebra. We say A is a projectionless simple
C∗-algebras with generalized tracial rank at most one, and write gTR(A) ≤ 1, if A is TAC′0.
Proposition 15.7. A non-unital separable stably projectionless simple C∗-algebra A has gen-
eralized tracial rank at most one, i.e., gTR(A) ≤ 1, if and only if, for some a ∈ P (A)+ \ {0},
aAa ∈ D.
Proof. Suppose that A is TAC′0. Then, by 12.9, for any a ∈ P (A)+ \ {0}, B := aAa is TAC′0.
Now B is quasi-compact, by 12.8, B ∈ D.
It follows from 12.9 and Brown’s stable isomorphism theorem ([4]) that it suffices to show
that gTR(B ⊗K) ≤ 1.
Conversely, let a ∈ P (A)+\{0} andB = aAa. Fix ε > 0, a finite subset F and e ∈ B⊗K+\{0}
with ‖e‖ = 1. It is easy to find a0 ∈ (B ⊗MN )+ with ‖a0‖ = 1 and a0 . e for some N ≥ 1.
Without loss of generality, we may assume that F ⊂ MN1 for some N1 ≥ N. Therefore it
suffices to show that B ⊗MN1 is TAC′0. But this follows from the statement of 12.4.
Proposition 15.8. Let A ∈ D with continuous scale. Then the map W (A) → V (A) ⊔
LAffb+(T (A)) is surjective.
Proof. This follows from the same lines of the proof of 5.3 of [5] as shown in 10.5 of [18] using
(4) of 10.4. (One can also use the proof 6.2.1 of [40] by applying 14.4 as (D) in that proof.)
Proposition 15.9. Let A ∈ D with K0(A) = {0}. Then, A has the properties described in 14.5
as well as in 14.6 but replacing C0′0 by C′0.
Proof. We may assume, without loss of generality, that A has continuous scale. It follows
from 15.8 that the map W (A) → LAffb+(T (A)) is surjective. Then, by 11.7, A has tracially
approximate divisible property. The proof of 14.5 applies to A with C0′0 replaced by C′0. One
then also obtains the conclusion of 14.6 with C0′0 replaced by C′0.
We would like to state the following
Proposition 15.10. Let A be a separable simple C∗-algebra which is stably projectionless and
gTR(A) ≤ 1. Then the following hold.
(1) A has stable rank one;
(2) Every quasi-trace of A is a trace;
(3) A has strict comparison for positive elements;
(4) If A = P (A), then A ∈ D;
(5) If B ⊂ A is a hereditary C∗-subalgebra, then B also has gTR(B) ≤ 1;
(6) Mn(A) is stably projectionless and has gTR(Mn(A)) ≤ 1 for every integer n ≥ 1.
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16 The range of invariant
In this first part of this research, the isomorphism theorem will be established only for the case
that the non-unital simple C∗-algebras with K0(A) = K1(A) = {0}. We would like to revisit
some of known results.
Definition 16.1. Let us denote byM0 for the class of non-unital simple C∗-algebras which are
inductive limits of C∗-algebras in C00 .We insist that the connecting maps are injective and maps
strictly positive elements to strictly positive elements.
Definition 16.2. Recall W is an inductive limit of C∗-algebras of the form described in (e 10.2)
(see [49] and [20]) which has K0(W ) = K1(W ) = {0} and with a unique tracial state. In
particular, W ∈ M0. Moreover, W is the closure of a union of an increasing sequence of C∗-
algebras in R (in fact in e 10.2).
The following is known (see [39], [49] and [20]).
Theorem 16.3. For any metrizable Choquet simplex ∆, there exists a non-unital simple C∗-
algebra A which has a continuous scale and A = limn→∞(Bn, ın), where each Bn is a finite
direct sum of W and ın maps strictly positive elements to strictly positive elements such that
(K0(A),K1(A), T (A)) = ({0}, {0},∆).
Moreover, A is also isomorphic to a C∗-algebra in M0 with continuous scale.
Proof. By 3.10 of [3], there exists a a unital simple AF-algebra D with T (D) = ∆. Define
A = D ⊗W.
Corollary 16.4. For any metrizable Choquet simplex ∆, there exists a non-unital simple C∗-
algebra A in M0 which has continuous scale such that
(K0(A),K1(A), T (A)) = ({0}, {0},∆).
Moreover, A ∈ D0. In fact A⊗Q ∼= A.
Corollary 16.5 ([49]). Let T˜ be a topological cone with a base T which is a metrizable Choquet
simplex and let γ : T˜ → (0,∞] be a lower semi-continuous function. Then there exist a non-
unital simple C∗-algebra A in M0 such that
(T˜ (A), γ) = (T˜ (A),ΣA).
Moreover, A is an inductive limit of finite direct sum of W.
Proof. Let B be a unital simple AF-algebra with T (B) = T. There is a positive element a ∈ B⊗K
such that dτ (a) = γ(τ) for all τ ∈ T = T (B). Let B1 = a(B ⊗K)a. Put A = B1 ⊗W. Since
B1 is a simple AF-algebra and since Mk(W ) ∼= W for all integer k ≥ 1, one sees that A is an
inductive limit of finite direct sum W. One then check that
T˜ (A) = T˜ and ΣA = γ.
Proposition 16.6 ([40]). Let A ∈ M0. Then every hereditary C∗-subalgebra B ⊂ A is in M0.
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17 Non-unital version of some results of Winter
In the following statement, the words “every hereditary C∗-subalgebra B” may be replaced by
each B has ”non-unital approximate divisible property”.
Lemma 17.1. Let A be a separable simple C∗-algebra which almost has stable rank one which
has continuous scale and has strong strict comparison for positive element. Suppose that there
is 1 > η > 0 such that every hereditary C∗-subalgebra B has the following property:
Let a ∈ B be a strictly positive element with ‖a‖ = 1. Suppose that for any ε > 0, any finite
subset F ⊂ A and any b ∈ A+ \ {0} there are F-ε-multiplicative completely positive contractive
linear maps ϕ : B → B and ψ : B → D for some C∗-subalgebra D ⊂ B such that
‖x− diag(ϕ(x), ψ(x))‖ < ε for all x ∈ F ∪ {a}, (e 17.1)
D ∈ C′0(∈ C0
′
0 ), (e 17.2)
τ(ψ(a)) ≥ η for all τ ∈ T (B), (e 17.3)
f1/4(ψ(a)) is full in D and (e 17.4)
ψ(a) is strictly positive in D.
Then A ∈ D ( or D0).
Proof. Let 1 > η1 > η. Let a0 ∈ A be a strictly positive element with ‖a0‖ = 1 such that
τ(a0) > max{3/4, η1}. Let b0 ∈ A+ \ {0} with ‖b0‖ = 1.
Fix ε > 0 and finite subset F ⊂ A1. Choose some g ∈ C0((0, 1]) and let a1 = g(a0) such that
a1 ≥ a0 and
‖a1xa1 − x‖ < ε/64 for all x ∈ F . (e 17.5)
Let F1 be a finite subset containing F ∪{ai, f1/4(ai), i = 0, 1} and let δ1 > 0 with δ1 < ε/16.
By the assumption, there are F1-δ1-multiplicative completely positive contractive linear maps
ϕ1 : A→ A and ψ1 : A→ D1 for some C∗-subalgebra D1 ⊂ B such that
‖x− diag(ϕ1(x), ψ1(x))‖ < δ1/32 for all x ∈ F1, (e 17.6)
D1 ∈ C0′0 (∈ C′0), (e 17.7)
τ(ψ1(a0)) ≥ η for all τ ∈ T (B), (e 17.8)
f1/4(ψ1(a0)) is full in D1 and (e 17.9)
ψ(a0) is strictly positive in D1.
By (e 17.8),
‖ψ1‖ ≥ η.
It follows from the last part of the proof of 12.6 that we may also assume that
‖ψ1(x)‖ ≥ (1− δ1/4)‖x‖ for all x ∈ F .
Put F ′2 = {ϕ1(a) : a ∈ F1}. By choosing a sufficiently small δ1, we may assume that
‖ϕ1(a1)ϕ1(x)ϕ1(a1)− ϕ1(x)‖ < ε/64 for all x ∈ F ∪ {a0}. (e 17.10)
Therefore, for some σ > 0,
‖fσ(ϕ1(a1))ϕ1(x)fσ(ϕ1(a1))− ϕ1(x)‖ < ε/32 for all x ∈ F ∪ {a0}. (e 17.11)
By 11.3, there exists 0 ≤ e ≤ 1 such that
fσ(ϕ1(a1)) ≤ e ≤ fσ′(ϕ1(a1)) (e 17.12)
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and dτ (e) is continuous on T (A)
w
, where 0 < σ′ < σ/2. Define ϕ′1 : A→ A by
ϕ′1(a) = e
1/2ϕ1(a)e
1/2 for all a ∈ A. (e 17.13)
We also have, by (e 17.12),
e1/2((ϕ1(a1)− σ′/2)+)e1/2 ≤ e1/2ϕ1(a1)e1/2 ≤ e. (e 17.14)
But
e = e1/2fσ′/2(ϕ1(a1))e
1/2 ≤ e1/2((2/σ′)(ϕ1(a1)− σ′/2)+)e1/2 (e 17.15)
= (2/σ′)(e1/2((ϕ1(a1)− σ′/2)+)e1/2). (e 17.16)
Combining these two inequalities, we conclude that dτ (ϕ
′
1(a1)) = dτ (e) for all τ ∈ T (A). In
particular, ϕ′1(a1) is continuous on T (A). Note that, by the choice of F1 and η,
‖ϕ′1(a1)− ϕ1(a)‖ < ε/16 for all a ∈ F ∪ {a0}. (e 17.17)
Therefore, without loss of generality, we may assume that, in addition to (e 17.6) to (e 17.9),
ϕ1(a1)Aϕ1(a1) has continuous scale and let B1 = ϕ1(a1)Aϕ1(a1). So we can apply these condi-
tions to B1 and ϕ1(F) (using ε/322). Therefore the process continues. Let k ≥ 1 such that
(1− η)k < inf{dτ (b0) : τ ∈ T (A)}.
Then we can stop at the stage k. That way, we obtain hereditary C∗-subalgebrasB1, B2, ..., Bk,
and C∗-subalgebras D1,D2, ...,Dk such that Bi+1 ⊂ Bi, Bi ⊥ Di, Di+1 ⊂ Bi, Di ∈ C′0 (or
C0′0 ), Fi-δi-multiplicative completely positive contractive linear maps ϕi+1 : Bi → Bi+1 and
ϕi+1 : Bi → Di+1 such that
‖x− diag(ϕi+1(x), ψi+1(x))‖ < ε/32i+1 for all x ∈ ϕi(F), (e 17.18)
τ(ψi+1(a0)) ≥ η for all τ ∈ T (Bi), (e 17.19)
f1/4(ψi+1(a0)) is full in Di+1 and Bi+1 has continuous scale, i = 1, 2, ..., k−1. Now D =
⊕k
i=1Di
and let Ψ : A→ D be defined by
Ψ(a) = diag(ψ1(a), ψ2(a), ..., ψk(a)) for all a ∈ A.
We have, by (e 17.18),
‖x− diag(Φ(x),Ψ(x))‖ < ε for all x ∈ F , (e 17.20)
‖Ψ(x)‖ ≥ (1− ε)‖x‖ for all x ∈ F , (e 17.21)
f1/4(Ψ(a0)) is full in D and Ψ(a0) is a strictly positive element of D, where Φ : A → Bk is
defined by Φ = ϕk ◦ ϕk−1 ◦ · · ·ϕ1.
We compute that, if bk ∈ Bk is a strictly positive element for Bk with ‖bk‖ = 1, then
dτ (bk) ≤ (1− η)k for all τ ∈ T (A).
This implies that
bk . b0,
since A is assumed to have strong strict comparison for positive elements.
Note that A has continuous scale, in particular, it is quasi-compact. It follows from the
above and 12.8 that A ∈ D (or in D0).
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The following is a non-unital variation of a result of W. Winter.
Proposition 17.2. Let A be a non-unital separable simple C∗-algebra with strong strict com-
parison for positive elements. Let F be a finite dimensional C∗-algebra and let ϕ : F → A and
ϕi : F → A (i ∈ N) be order zero completely positive contractive linear maps such that, for each
x ∈ F+ and f ∈ C0((0, 1])+,
lim
i→∞
sup{|τ(f(ϕ(x))) − τ(f(ϕi(x))| : τ ∈ T (A)} = 0 and (e 17.22)
lim sup
i→∞
‖f(ϕi(x))‖ ≤ ‖f(ϕ(x))‖. (e 17.23)
Then there are si ∈ (M4 ⊗A)1, i ∈ N, such that, for all y ∈ F+,
lim
i→∞
‖si(14 ⊗ ϕ(y)) − (e11 ⊗ ϕi(y))si‖ = 0 and (e 17.24)
lim
i→∞
‖(e11 ⊗ ϕi(y))sis∗i − (e11 ⊗ ϕi(y))‖ = 0. (e 17.25)
Proof. Since ϕ and ϕi are order zero maps, it is easy to see that we may reduce the general case
to the case that F =Mn for some integer n ≥ 1.
We first consider the case that F = C. Write h = ϕ(1C) and hi = ϕi(1C), i ∈ N.
Then exactly the same proof as in the proof of 2.1 of [53], without changing a single symbol,
provides the elements si such that (e 17.24) and (e 17.25) hold. It should be noted that, for any
x ∈ A, 14 ⊗ x ∈M4(A) and e11 ⊗ x ∈M4(A).
The general case can also be reduced to this case in the non-unital case. In fact, since ϕ and
ϕi are order zero maps, it is easy to see that we may reduce the general case to the case that
F =Mn for some integer n ≥ 1.
By 1.2 of [50], there are homomorphisms ψ,ψi : C0((0, 1], F ) → A such that ϕ(x) = ψ(ι⊗x)
and ϕi(x) = ψi(ι⊗ x) for all x ∈ F, where ι(t) = t for all t ∈ [0, 1].
Let us use {ηkj} for the matrix unit for Mn. Consider ϕ(1) = ϕ|η11Mnη11 and ϕ(1)i =
ϕi|η11Mnη11 , i ∈ N.
Let si be the sequence satisfies (e 17.24) and (e 17.25) for F = η11Mnη11. We may assume
that
lim
i→∞
‖si(14 ⊗ ϕ(y)) − (e11 ⊗ ϕi(y))si‖ < 1/n22i+1 and (e 17.26)
lim
i→∞
‖(e11 ⊗ ϕi(y))sis∗i − (e11 ⊗ ϕi(y))‖ < 1/n22i+1 (e 17.27)
for all y ∈ η11Mnη11 with ‖y‖ ≤ 1. For each i, there is gi ∈ C0((0, 1]) with 0 ≤ gi ≤ 1 such that
‖ιg4i − ι‖ < 1/n22i+2. (e 17.28)
Note that, for any g ∈ C0((0, 1]),
14 ⊗ ψ(g ⊗ η11) = 14 ⊗ ψ(g(ι ⊗ η11)) = g(14 ⊗ ϕ(η11)) and (e 17.29)
e11 ⊗ ψi(g ⊗ η11) = e11 ⊗ g(ψi(ι⊗ η11)) = g(e11 ⊗ ϕi(η11). (e 17.30)
For each i, k(i) ≥ i such that
‖sk(i)(14 ⊗ ψ(g2i ⊗ η11))s∗k(i) − (e11 ⊗ ψk(i)(g2i ⊗ η11)‖ < 1/n2i+1 (e 17.31)
To simplify the notation, without loss of generality, we may assume that k(i) = i. Define
Si =
n∑
j=1
ψi(gi ⊗ η1j)∗si(14 ⊗ ψ(gi ⊗ η1j)), i ∈ N.
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Then Si ∈M4(A), i ∈ N. Moreover,
SiS
∗
i =
n∑
j=1
ψi(gi ⊗ η1j)∗si(14 ⊗ ψ(gi ⊗ η1j)))(14 ⊗ ψ(gi ⊗ η1j))∗s∗iψ(gi ⊗ η1j) (e 17.32)
≤
n∑
j=1
ψi(gi ⊗ η1j)∗sis∗iψi(gi ⊗ η1j) (e 17.33)
≤
n∑
j=1
ψi(gi ⊗ η1j)∗ψi(gi ⊗ η1j) (e 17.34)
≤
n∑
j=1
ψi(g
2
i ⊗ ηjj) ≤ ψi(g2i ⊗ 1Mn) (e 17.35)
Therefore Si ∈M4(A)1, i ∈ N. Let x = (akj)n×n ∈Mn such that |akj| ≤ 1. We compute that
Si(14 ⊗ ϕ((akj))) =
n∑
j=1
ψi(gi ⊗ η1j)∗si(14 ⊗ ψ(gi ⊗ η1j))(14 ⊗ ψ((ι⊗ (akj))) (e 17.36)
=
n∑
j=1
ψi(gi ⊗ η1j)∗si(
n∑
k=1
(14 ⊗ ψ(ι⊗ ajk ⊗ η11)ψ(gi ⊗ η1k))
≈1/2i+1
n∑
j=1
ψi(gi ⊗ η1j)∗
n∑
k=1
(e11 ⊗ ψi(ι⊗ ajk · η11)si(14 ⊗ ψ(gi ⊗ η1k))
=
n∑
j=1
n∑
k=1
(e11 ⊗ ψi(ι⊗ ajk ⊗ ηjk)ψi(gi ⊗ ηk1)si(14 ⊗ ψ(gi ⊗ η1k)))
=
n∑
k=1
(e11 ⊗ ψi(ι⊗ (
n∑
j=1
(ajk · ηjk)))ψi(gi ⊗ ηk1)si(14 ⊗ ψ(gi ⊗ η1k)))
=
n∑
k=1
(e11 ⊗ ψi(ι⊗ (ast)n×n)ψi(gi ⊗ ηk1)si(14 ⊗ ψ(gi ⊗ η1k)))
= e11 ⊗ ψi(ι⊗ (ast)n×n))(
n∑
k=1
ψi(gi ⊗ ηk1)si(14 ⊗ ψ(gi ⊗ η1k)))
= e11 ⊗ ϕ((akj)n×n)Si.
By (e 17.31) and (e 17.28),
e11 ⊗ ϕi((aij))SiS∗i = (e 17.37)
e11 ⊗ ϕi((aij))
n∑
j=1
ψi(gi ⊗ η1j)∗si(14 ⊗ ψ(gi ⊗ η1j)))(14 ⊗ ψ(gi ⊗ η1j))∗s∗i (ψi(gi ⊗ η1j)
= e11 ⊗ ϕi((aij))
n∑
j=1
ψi(gi ⊗ η1j)∗si(14 ⊗ ψ(g2i ⊗ η11)))s∗i (ψi(gi ⊗ η1j)
≈1/2i+1 e11 ⊗ ϕi((aij))
n∑
j=1
ψi(gi ⊗ η1j)∗ψi(g2i ⊗ η11)))(ψi(gi ⊗ η1j))
= e11 ⊗ ϕi((aij))(
n∑
j=1
ψi(g
4
i ⊗ ηjj))
≈1/2i+1 e11 ⊗ ϕi((aij)).
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The following is a non-unital variation of Proposition 3.2 of [51].
Proposition 17.3 ([51]). Let A be a non-unital separable simple C∗-algebra with dimnucA ≤
m <∞ and with strictly positive element a ∈ A with 0 ≤ a ≤ 1. Suppose that
(Fn, F
(1)
n , F
(2)
n , ..., F
(m)
n , ψn, ψn)n∈N
is a system, where Fn, F
(i)
n are finite dimensional C∗-algebras with Fn =
⊕m
i=1 F
(i)
n ,
ψn : A→ Fn, ϕn ◦ ψn : A→ A
are completely positive contractive linear maps,
ϕn : Fn → A
are completely positive maps, ϕ
(i)
n = ϕn|F (i)n are order zero completely positive contractive linear
maps, such that
lim
n→∞
‖ϕn ◦ ψn(b)− b‖ = 0 for all a ∈ A. (e 17.38)
Then, for any ε > 0 and b ∈ fε(a)Afε(a),
lim
n→∞
‖[ϕn ◦ ψn(b), ϕ(i)n ◦ ψ(i)n (g(a))]‖ = 0 and (e 17.39)
lim
n→∞
‖bϕ(i)n ◦ ψ(i)n (g(a)) − ϕ(i)n ◦ ψ(i)n (b)‖ = 0, (e 17.40)
where ψ
(i)
n : A → F (i)n is the composition of ψn with the projection map on the i-th summand
F
(i)
n , i = 1, 2, ...,m and n ∈ N, and where g ∈ C0((0, 1]) is a function such that 0 ≤ g(t) ≤ 1 and
g(t) = 1 for all t ≥ ε/2.
Proof. Fix 1 > ε > 0 and g as described.
Let Bn = ψn(g(a))Fnψn(g(a)), n = 1, 2, .... Note that Bn are unital finite dimensional C
∗-
algebras. For each n, define
ψˆn(·) = ψn(g(a))−1/2ψn(·)ψn(g(a))−1/2,
where the inverse is taken in Bn. Also, for each n, define
ϕˆn(c) = ϕn(ψn(g(a))
1/2cψn(g(a))
1/2) for all c ∈ A.
Then
ϕˆn ◦ ψˆn|C = ϕn ◦ ψn|C ,
where C = fε(a)Afε(a).
From Lemma 3.6 of [22], for i ∈ {1, 2, ...,m}, x ∈ Bn and b ∈ A,
‖ϕˆn(xψˆn(b))− ϕˆ(x)ϕˆ ◦ ψˆ(b)‖ < 3‖x‖max{‖ϕˆnψˆn(b)− b‖, ‖ϕˆnψˆn(b2)− b2‖}. (e 17.41)
Write Bn =
⊕m
i=1 ψ
(i)
n (g(a))F
(i)
n ψ
(i)
n (g(a)) and choose x = q
(i)
n which is the identity of ψ
(i)
n (g(a))F
(i)
n ψ
(i)
n (g(a)).
Then, by (e 17.41), one obtains
lim
n→∞
‖ϕ(i)n ◦ ψ(i)n (b)− ϕ(i)n ◦ ψ(i)n (g(a))(ϕn ◦ ψn(b))‖ = 0
for all b ∈ C. This gives (e 17.40). From this, (e 17.39) also follows.
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The following is a non-unital version of 2.2 of [53]. The proof is based on that of 2.2 of [53]
with some subtle modification to fit the non-unital case with continuous scale.
Theorem 17.4. Let A be a non-unital separable simple C∗-algebra with K0(A) = kerρA, with
dimnucA = m <∞ which has continuous scale.
Suppose that for every non-zero hereditary C∗-subalgebra B of A the following holds.
Fix a strictly positive element a0 ∈ B+ with 0 ≤ a0 ≤ 1.
Let C ∈ M0 be a non-unital simple C∗-algebra with K0(C) = {0}, K1(A) = {0}, quasi-
compact, and T (C) = T (B). Suppose that there is a sequence of completely positive contractive
linear maps σn : B → C and homomorphisms ρn : C → B such that
lim
n→∞
‖σn(ab)− σn(a)σn(b)‖ = 0 for all a, b ∈ A, (e 17.42)
lim
n→∞
sup{τ(ρn ◦ σn(a))− τ(a)‖ : τ ∈ T (A)} = 0 and (e 17.43)
σn(a0) is a strictly positive in C for all n ∈ N.
Then, for any ε > 0 and any finite subset F ⊂ B and any integer k0 ≥ 1, there are F-ε-
multiplicative completely positive contractive linear maps ϕ : B → M4(m+1)(B) and ψ : B →
D ∈ C0′0 for some C∗-subalgebra D ⊂M4(m+1)(B) such that
‖14(m+1) ⊗ x− diag(ϕ(x),
k0︷ ︸︸ ︷
ψ(x), ψ(x), ..., ψ(x))‖ < ε for all x ∈ F , (e 17.44)
D ∈ C0′0 (e 17.45)
τ(ψ(a0)) ≥ 1/12k0(m+ 1) for all τ ∈ T (M4(m+1)(B)), (e 17.46)
ϕ(a0)Bϕ(a0) has continuous scale, (e 17.47)
‖ψ‖ = 1, (e 17.48)
f1/4(ψ(a0)) is full in D and (e 17.49)
ψ(a0) is strictly positive in D.
Proof. This is a modification of the proof of 2.2 of [53].
To simplify notation, without loss of generality, we may assume that F ⊂ fδ(a0)Bfδ(a0) for
some 0 < δ < 1/4. We may assume, by 8.6, that
τ(fδ(a0)) ≥ 1− 1/64(m + 1) for all τ ∈ T (B). (e 17.50)
Let F
(0)
j , F
(1)
j , ..., F
(m)
j be finite dimensional C
∗-subalgebras, Fj = F
(0)
j ⊕ · · ·F (m)j , ψj : A→
Fj be a sequence of completely positive contractive linear maps, ϕj : Fj → B be a sequence
of completely positive linear maps such that ϕj ◦ ψj are completely positive contractive linear
maps, ϕ
(l)
j = ϕj |F (l)
j
(l ∈ {1, 2, ...,m}) are order zero maps, and
lim
n→∞
‖ϕn ◦ ψn(b)− b‖ = 0 for all b ∈ B.
Denote by ψ
(l)
j be the composition of ψj with the projection from Fj onto F
(l)
j . By replacing F
(l)
j
by the hereditary C∗-subalgebra generated by ψ
(l)
j (a0), we may ψ
(l)
j (a0) is a strictly positive
element which is invertible in F
(l)
j .
By the weak stability of order zero maps, there are ϕ˜
(l)
j,n : F
(l)
n → C (n ∈ N) such that
lim
n→∞
‖ϕ˜(l)j,n(x)− σn ◦ ϕ(l)j (x)‖ = 0 for all x ∈ F (l)j .
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For each x ∈ (F (l)j )+ and f ∈ C0((0, 1])+, we have
lim
n→∞
‖f(ϕ˜(l)j,n(x))− σn(f(ϕ(l)j (x)))‖ = 0,
hence
lim
n→∞
sup
τ∈T (A)
{|τ(f(ρn ◦ ϕ˜(l)j,n(x)))− τ(f(ϕ(l)j (x)))|} = 0 and (e 17.51)
lim
n→∞
‖ρn(f(ϕ˜(l)j,n(x))) − ρn ◦ σn(f(ϕ(l)j (x)))‖ = 0. (e 17.52)
Since ρn are injective homomorphisms, σn are eventually nonzero and approximately multiplica-
tive, we see that
lim sup
n→∞
‖ρn ◦ σn(f(ϕ(l)j (x)))‖ = ‖f(ϕ(l)j (x))‖,
whence
lim sup
n→∞
‖f(ρn ◦ ϕ˜(l)j,n(x))‖ ≤ ‖f(ϕ(l)j (x))‖
for x ∈ (F (l)j )+ and f ∈ C0((0, 1])+.
By 17.2, there are
s
(l)
j,n ∈M4(A)1, n ∈ N,
such that
lim
n→∞
‖s(l)j,n(14 ⊗ ϕ(l)j (x)) − (e11 ⊗ ρn ◦ ϕ˜(l)j,n)s(l)j,n‖ = 0 and (e 17.53)
lim
n→∞
‖(e11 ⊗ ρn ◦ ϕ˜(l)j,n(x))s(l)j,n(s(l)j,n)∗ − e11 ⊗ ρn ◦ ϕ˜(l)j,n(x)‖ = 0 (e 17.54)
for each x ∈ F (l)j . Put B∞ =
∏
B/⊕B. We obtain contractions
s
(l)
j ∈ (M4 ⊗B)∞ ∼=M4 ⊗B∞
with
s
(l)
j (14 ⊗ ı ◦ ϕ(l)j (x)) = (e11 ⊗ ρ¯ ◦ σ¯ ◦ ϕ(l)j (x))s(l)j
’and
(e11 ⊗ ρ¯ ◦ σ¯ ◦ ϕ(l)j (x))s(l)j (s(l)j )∗ = e11 ⊗ ρ¯ ◦ σ¯ ◦ ϕ(l)j (x)),
where
σ¯ : B → C∞ =
∏
C/⊕ C
is the homomorphism induced by σn,
ρ¯ : C∞ =
∏
C/⊕ C → B∞
is the homomorphism induced by ρn and ı : B → B∞ is the canonical embedding. Let ı¯ : B∞ →
(B∞)∞ be the map induced by ı, i.e., {(am)m∈N} ı¯7→ {(ı(am))m∈N}. Let
γ¯ : A∞ → (A∞)∞
be induced by ρ¯σ¯,
ϕ¯(l) :
∏
j
F
(l)
j /⊕j F (l)j → B∞
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and
ψ¯(l) : A→
∏
j
F
(l)
j /⊕j F (l)j
be the order zero maps induced by ϕ
(l)
j and ψ
(l)
j , respectively.
Define
s¯(l) = {(s(l)j )j∈N} ∈ (M4 ⊗B∞)∞,
then
s¯(l)(14 ⊗ ı¯ ◦ ϕ¯(l) ◦ ψ¯(l)(b)) = (e11 ⊗ γ¯ ◦ ϕ¯(l) ◦ ψ¯(l)(b))s¯(l) and (e 17.55)
(e11 ⊗ γ¯ ◦ ϕ¯(l) ◦ ψ¯(l)(b))s¯(l)(s¯(l))∗ = e11 ⊗ γ¯ ◦ ϕ¯(l) ◦ ψ¯(l)(b). (e 17.56)
for all b ∈ B.
Note that, for each b ∈ fδ(a0)Bfδ(a0) and each g ∈ C0((0, 1]) with 0 ≤ g ≤ 1, g(t) = 1 for
all t ≥ δ/2, by 17.3,
ϕ¯(l) ◦ ψ¯(l)(g(a))ı(b) = ϕ¯(l) ◦ ψ¯(l)(b). (e 17.57)
As a consequence,
(ϕ¯(l) ◦ ψ¯(l)(g(a)))1/2ı(b) ∈ C∗(ϕ¯(l) ◦ ψ¯(l)(b) : b ∈ B)
which implies that, for each b ∈ fδ(a0)Bfδ(a0)
s¯(l)(14 ⊗ (¯ı ◦ ϕ¯(l) ◦ ψ¯(l)(g(a))1/2)(14 ⊗ ı¯ ◦ ı(b)) (e 17.58)
= s¯(l)(14 ⊗ (¯ı((ϕ¯(l) ◦ ψ¯(l)(g(a))1/2)ı(b))) (e 17.59)
= (e11 ⊗ (γ¯(ı(b))((γ¯ ◦ ϕ¯(l) ◦ ψ¯(l)(g(a)))1/2))s¯(l) (e 17.60)
= (e11 ⊗ γ¯ ◦ ı(b))(e11 ⊗ γ¯ ◦ (ϕ¯(l) ◦ ψ¯(l)(g(a)))1/2)s¯(l). (e 17.61)
We now fix continuous functions gi (on [0, 1]) such that g1(t) 6= 0 for all t ∈ (0, 1] and gi(t) = 1
for all t ≥ δ/8(i+1), i = 0, 1. In particular g1(a0) is a strictly positive element. We also require
that g1g0 = g0. Moreover, by (e 17.50),
τ(gi(a0)) ≥ (1− 1/64(m + 1)) for all τ ∈ T (A), i = 0, 1. (e 17.62)
Set, for i = 0, 1,
v¯i =
m∑
l=0
e1l ⊗ (e11 ⊗ (γ¯ ◦ ϕ¯(l) ◦ ψ¯(l)(gi(a)))1/2)s¯(l) (e 17.63)
=
m∑
l=0
e1l ⊗ (s¯(l)(14 ⊗ (¯ı ◦ ϕ¯(l) ◦ ψ¯(l)(gi(a0)))1/2) ∈Mm+1(M4 ⊗ (B∞)∞). (e 17.64)
Then (also using (e 17.57))
v¯iv¯
∗
i =
m∑
l=0
e11 ⊗ e11 ⊗ γ¯ ◦ ϕ¯(l) ◦ ψ¯(l)(gi(a0)) (e 17.65)
= e11 ⊗ e11 ⊗ γ¯ ◦ ϕ¯ ◦ ψ¯(gi(a0)) (e 17.66)
= e11 ⊗ e11 ⊗ γ¯(ı(gi(a0))), i = 0, 1. (e 17.67)
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Moreover, for b ∈ fδ(a0)Bfδ(a0), by (e 17.56), (e 17.55) and (e 17.63),
v¯i(1m+1 ⊗ 14 ⊗ ı¯(ı(b)) (e 17.68)
= (
m∑
l=0
e1l ⊗ (s¯(l)(14 ⊗ (¯ı ◦ ϕ¯(l) ◦ ψ¯(l)(gi(a)))1/2))(1m+1 ⊗ 14 ⊗ ı¯(ı(b))) (e 17.69)
=
m∑
l=0
e1l ⊗ (s¯(l)(14 ⊗ (¯ı ◦ ϕ¯(l) ◦ ψ¯(l)(b)))) (e 17.70)
=
m∑
l=0
e1l ⊗ (e11 ⊗ γ¯ ◦ ϕ¯(l) ◦ ψ¯(l)(b))s¯(l) (e 17.71)
=
m∑
l=0
e1l ⊗ (e11 ⊗ γ¯ ◦ ı(b))(e11 ⊗ γ¯ ◦ ϕ¯(l) ◦ ψ¯(l)(b))s¯(l) (e 17.72)
=
m∑
l=0
e1l ⊗ (e11 ⊗ γ¯(ı(b)))v¯i. (e 17.73)
Hence, for b ∈ fδ(a0)Bfδ(a0),
v¯∗i v¯i(1m+1 ⊗ 14 ⊗ ı¯ı(b)) = v¯∗i (e11 ⊗ γ¯ ◦ ı(b))v¯i (e 17.74)
= (1m+1 ⊗ 14 ⊗ ı¯ı(b))v¯∗i v¯i. (e 17.75)
Now fix a finite subset F1 ⊂ F ∪ {a} and fix 0 < η < ε such that
‖fδ(Φ0(a0)Φ(b)fδ(Φ0(a0))− Φ(b)‖ < ε/64 for all b ∈ F , (e 17.76)
provided that Φ is a F1-η-multiplicative completely positive contractive linear map. For x ∈ F1,
there are j, n ∈ N and vi ∈M4(m+1)(B) such that
viv
∗
i = e11 ⊗ e11 ⊗ ρn(σn(gi(a0))) (e 17.77)
τ(e11 ⊗ e11 ⊗ ρn(σn(fδ(a0)))) ≥ 1− 1/64(n + 1)(m+ 1)
4(m+ 1)
(e 17.78)
for all τ ∈ T (M4(m+1)(B)), (e 17.79)
‖[v∗i vi, 1m+1 ⊗ 14 ⊗ b]‖ < η/16 for all b ∈ F1 (e 17.80)
‖v∗i vi(1m+1 ⊗ 14 ⊗ b)− v∗i (e11 ⊗ e11 ⊗ ρn ◦ σn(b))vi‖ < η/16 (e 17.81)
for all b ∈ F1 and (e 17.82)
‖v∗1(e11 ⊗ e11 ⊗ ρn ◦ σn(b))v1 − v∗0(e11 ⊗ e11 ⊗ ρn ◦ σn(b))v0‖ < η/16 (e 17.83)
for all b ∈ F1. Then
κ : b→ v∗0(e11 ⊗ e11 ⊗ ρn(b))v0
is a completely positive contractive linear map on C and is a monomorphism on fδ(c)Cfδ(c),
where c = σn(a0). Since C ∈ M0, C ′ := fδ(c)Cfδ(c) ∈ M0. One can write C ′ = limk→∞(Dk, ιk),
where Dk ∈ C00 and where each ιk is injective and maps strictly positive elements to strictly
positive elements. Since C ′ ⊗ Q ∼= C ′, we may assume that C2k+1 = C2k ⊗Mk! and ι2k+1 :
C2k → C2k+1 is defined by ι2k+1(x) = x⊗ 1k!, k = 1, 2, .... Define Bk = κ(ιk,∞(Dk). Since Dk is
amenable, there is, for each k, a completely positive contractive linear map sk : C
′ → ιk,∞(Dk)
such that
lim
k→∞
‖sk(c)− c‖ = 0 for all c ∈ C. (e 17.84)
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Now fix k0 ≥ 1 and assume k > k0. Define, L0 : B →M4(m+1)(B) by
L0(b) = (1− v∗1v1)(1m+1 ⊗ 14 ⊗ b)(1− v∗1v1) for all b ∈ A,
define L′ : A→ B2k → B2k+1 = B2k ⊗Mk! by
L′(b) = ι2k+1(s2k(κ(e11 ⊗ e11 ⊗ ρn ◦ σn(b))) for all b ∈ A.
Note that, for any b ∈ A,
L0(b)L
′(b) = L′(b)L0(b) = 0. (e 17.85)
By 11.3, there exists 0 ≤ e ≤ 1 such that
fδ/4(L0(a0)) ≤ e ≤ fδ1(L0(a0)) (e 17.86)
for some 0 < δ1 < δ2 and dτ (e) is continuous on T (B)
w
. Define L′0 : B → B by
L′0(b) = e
1/2L0(b)e
1/2 for all b ∈ B. (e 17.87)
We also have, by (e 17.86) (see the lines from (e 17.14) to (e 17.15)),
〈L′0(a0)〉 = 〈e1/2L0(a0)e1/2〉 = 〈e〉. (e 17.88)
So dτ (L
′
0(a0)) = dτ (e) is continuous on T (B)
w
. Note that, by the choice of F1 and η,
‖L0(b)− L′0(b)‖ < ε/64 for all b ∈ F . (e 17.89)
Moreover,
L′0(b)L
′(b) = L′(b)L′0(b) = 0 for all b ∈ B. (e 17.90)
By choosing a sufficiently large k, we may assume, by (e 17.84) and (e 17.82),
‖v∗1v1(1m+1 ⊗ 14 ⊗ b)− L′(b)‖ < ε/4 for all b ∈ F . (e 17.91)
Since C ′ is simple, we may also assume that L′(f1/2(a0)) is full in Bk. We estimate that, by
(e 17.80) and by (e 17.89),
‖1m+1 ⊗ 14 ⊗ b− diag(L′0(b), L′(b))‖ < ε for all b ∈ F . (e 17.92)
By (e 17.78),
τ(L′(a0)) ≥ 1/12(m + 1) for all τ ∈ T (M4(m+1)(B)). (e 17.93)
Combing the above with 17.1 and 9.4, we obtain the following:
Corollary 17.5. Let A be a non-unital separable simple C∗-algebra with K0(A) = kerρA, with
stable rank one and with dimnucA = m <∞ which has continuous scale. Fix a strictly positive
element a ∈ A+ with 0 ≤ a ≤ 1.
Let C ∈ M0 be a non-unital simple C∗-algebra which is quasi-compact with K0(C) = {0},
K1(A) = {0} and T (C) = T (A). Suppose that there is a sequence of completely positive contrac-
tive linear maps σn : A→ C and homomorphisms ρn : C → A such that
lim
n→∞
‖σn(ab)− σn(a)σn(b)‖ = 0 for all a, b ∈ A, (e 17.94)
lim
n→∞
sup{|τ(ρn ◦ σn(a)) − τ(a)| : τ ∈ T (A)} = 0 and (e 17.95)
σn(a) is a strictly positive in C for all n ∈ N.
Then A⊗ U ∈ D0 for any UHF-algebra U.
90
Theorem 17.6. Let A be a non-unital separable simple C∗-algebra with K0(A) = kerρA, which
has almost stable rank one and with dimnucA = m <∞ which has continuous scale.
Let C ∈ M0 be a non-unital simple C∗-algebra which is quasi-compact with K0(C) = {0},
K1(A) = {0} and γ : T (C) → T (A) be an affine homeomorphism. Suppose that there is
a sequence of completely positive contractive linear maps σn : A → C and homomorphisms
ρn : C → A such that
lim
n→∞
‖σn(ab)− σn(a)σn(b)‖ = 0 for all a, b ∈ A and (e 17.96)
lim
n→∞
sup{|τ(ρn ◦ σn(a)) − γ(τ)(a)| : τ ∈ T (A)} = 0. and (e 17.97)
σn(a) is a strictly positive in C for all n ∈ N. Suppose that every non-zero hereditary C∗-
subalgebra A has the tracially approximate divisible property.
Then A ∈ D0.
Proof. We first notice that the existence of ρn and the condition (e 17.95) also holds by [40].
Let B be a hereditary C∗-subalgebra with continuous scale. Fix a strictly positive element
e ∈ B with ‖e‖ = 1 and positive element e1 ∈ B such that ee1 = e1 = ee1 with dτ (e1) >
1 − 1/64(m + 2) for all τ ∈ T (B). Let ε > 0, F ⊂ B be a finite subset and let b ∈ B+ \ {0}.
Choose b0 ∈ B+ \ {0} and 16(m + 1)〈b0〉 ≤ b in Cu(A). There are e0 ∈ B+ and a σ-unital
hereditary C∗-subalgebra A0 of A such that e0 ⊥Mn(A0) e0 . b0 and
dist(x,B1,d) < ε/64(m + 1) for all x ∈ F ∪ {e},
where B1,d ⊂ e0Be0 ⊕Mn(A0) ⊂ B and
B1,d = {diag(x0, (
4(m+1)︷ ︸︸ ︷
x1, x1, ..., x1) : x0 ∈ e0Be0, x1 ∈ A0}. (e 17.98)
and strictly positive elements of B1,d are strictly positive elements of Mn(D). Moreover, A0 has
continuous scale.
Without loss of generality, we may assume that F ⊂ B. Write
x = diag(
4(m+1)︷ ︸︸ ︷
x1, x1, ...., x1).
Let F1 = {x1 : x ∈ F}. Note that we may write diag(
4(m+1)︷ ︸︸ ︷
x1, x1, ...., x1) = x1 ⊗ 14(m+1). Then
dimnucA0 = m (see [54]). Also A0 is a non-unital separable simple C
∗-algebra with K0(A0) =
kerρA0 which has continuous scale. We then apply 17.4 to A0. Thus, for η =
1
16(m+1) , the
conditions in 17.1 are satisfied. We then apply 17.1.
18 C∗-algebras W and class D0
Definition 18.1. Let A be a non-unital separable C∗-algebra. Suppose that τ ∈ T (A). We
say that τ is a C0-trace if there exists a sequence of completely positive contractive linear maps
{ϕn} from A into Dn ∈ C0 such that
lim
n→∞
‖ϕn(ab)− ϕn(a)ϕn(b)‖ = 0 for all a, b ∈ A and
τ(a) = lim
n→∞
tn(ϕn(a)) for all a ∈ A, (e 18.1)
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where tn ∈ T (Dn), n = 1, 2, ....
We say that τ is aW -trace if there exists a sequence of completely positive contractive linear
maps {ϕn} from A into W such that such that
lim
n→∞
‖ϕn(ab)− ϕn(a)ϕn(b)‖ = 0 for all a, b ∈ A and
τ(a) = lim
n→∞
t0(ϕn(a)) for all a ∈ A, (e 18.2)
where t0 is the unique tracial state on W.
Proposition 18.2. Let A be a non-unital separable simple C∗-algebra and let τ ∈ T (A). The
following are equivalent.
(1) τ is a W -trace.
(2) There exists a sequence of completely positive contractive linear maps {ϕn} from A into
Dn ∈ C0′0 such that such that
lim
n→∞
‖ϕn(ab)− ϕn(a)ϕn(b)‖ = 0 for all a, b ∈ A and
τ(a) = lim
n→∞
tn(ϕn(a)) for all a ∈ A, (e 18.3)
where tn ∈ T (Dn).
Proof. Suppose that (1) holds. Since W is an inductive limit of C∗-algebras in C00 , (2) holds
immediately.
Suppose (2) holds. Let Γn : T (W ) = {t0} → T (Dn) by Γn(t0) = tn. Then there is affine
map γn : LAffb(T (Dn)) → LAffb(T (W )) = R defined by γn(f)(t0) = f(tn), n = 1, 2, .... This
induces a homomorphism from γ∗n : Cu
∼(Dn) → Cu∼(W ). It follows from [40] that there is a
homomorphism ψn : Dn →W such that Cu∼(ψn) = γ∗n. In particular,
t0 ◦ ψn(a) = tn(a) for all a ∈ (Dn)+.
Define Ψn : A→ W by Ψn = ψn ◦ ϕn. It follows that
lim
n→∞
t0 ◦Ψn(a) = lim
n→∞
t0 ◦ ψn ◦ ϕn(a) (e 18.4)
= lim
n→∞
tnϕn(a) = τ(a) for all a ∈ A. (e 18.5)
Theorem 18.3. Let A be a non-unital separable simple C∗-algebra which is quasi-compact. If
every tracial state τ ∈ T (A) is a W -trace, then K0(A) = kerA.
Proof. Fix τ ∈ T (A). Suppose that there are two projections p, q ∈ Mk(A˜) such that x =
[p]− [q] ∈ K0(A) and τ(p) 6= τ(q).
Let d = |τ(p) − τ(q)|. Note that pi(p) and pi(q) have the same rank in Mk(C), where pi :
Mk(A˜)→Mk(C) is the quotient map.
Denote still by τ the extension of τ on A˜ as well as on Mn(A˜). If τ were W -trace, there
there would be a sequence {ϕn} of completely positive contractive linear maps from Mk(A) into
Mk(W ) such that
lim
n→∞
‖ϕn(a)ϕn(b)− ϕn(ab)‖ = 0 for all a, b ∈Mk(A) and
τ(a) = lim
n→∞
t0 ◦ ϕn(a) for all a ∈Mk(A), (e 18.6)
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where t0 is the unique tracial state on W. Let ϕ˜n : A → Mk(W ) be an extension of completely
positive contractive linear map such that ϕ˜n(1) = 1W˜ . It follows that
lim
n→∞
‖ϕ˜n(a)ϕ˜(b)− ϕ˜(ab)‖ = 0 for all a, b ∈Mk(A˜).
Let t0 also denote the extension of t0 on Mk(W˜ ). Then we also have
τ(a) = lim
n→∞
t ◦ ϕ˜n(a) for all a ∈Mk(A˜).
To simplify notation, without loss of generality, we may assume that
|t ◦ ϕ˜n(p)− t ◦ ϕ˜n(q)| ≥ d/2 for all n. (e 18.7)
There are projections pn, qn ∈Mk(A˜) such that
lim
n→∞
‖ϕ˜n(p)− pn‖ = 0 and (e 18.8)
lim
n→∞
‖ϕ˜n(q)− qn‖ = 0. (e 18.9)
Since pi(p) and pi(q) has the same rank, there are v ∈ Mk(A˜) such that pi(v∗v) = p and
pi(vv∗) = q. Let piw :Mk(W˜ )→Mk be the quotient map. Then
lim
n→∞
‖pin ◦ ϕn(v∗v)− pin(pn)‖ = 0 and lim
n→∞
‖pin ◦ ϕn(vv∗)− pin(qn)‖ = 0. (e 18.10)
It follows that piw(pn) and piw(qn) are equivalent projections inMk for all large n. SinceK0(W ) =
0, it follows that [pn]− [qn] = 0 in K0(W ) which means that pn and qn are equivalent in Mk(W˜ )
since W˜ has stable rank one. In particular,
t0(pn) = t0(qn)
for all sufficiently large n. This contradicts with the fact that (e 18.7), (e 18.8) and (e 18.9) hold.
Proposition 18.4. Let A be a non-unital simple C∗-algebra with a W -tracial state τ ∈ T (A).
Let 0 ≤ a ≤ 1 be a strictly positive element of A. Then there exists a sequence of completely
positive contractive linear maps ϕn : A→W such that ϕn(a) is a strictly positive element,
lim
n→∞
‖ϕn(a)ϕn(b)− ϕn(ab)‖ = 0 for all a, b ∈ A and
τ(a) = lim
n→∞
tw ◦ ϕn(a) for all a ∈ A, (e 18.11)
where tw is the unique tracial state of W.
Proof. We may assume that
τ(a1/n) ≥ 1− 1/2n, n = 1, 2, ....
Since τ is a W -tracial state, there exists a sequence of completely positive contractive linear
maps ψn : A→W such that
lim
n→∞
‖ψn(a)ψn(b)− ψn(ab)‖ = 0 for all a, b ∈ A and
τ(a) = lim
n→∞
tw ◦ ψn(a) for all a ∈ A. (e 18.12)
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Put bn = ϕn(a
1/n). Without loss of generality, passing to a subsequence of {ψn}, we may
assume
tw(bn) ≥ 1− 1/n, n = 1, 2, .... (e 18.13)
Consider Bn = bnWbn. Choose a strictly positive element 0 ≤ e ≤ 1 of W. By [40], there
is a homomorphism hn : Bn → W such that [hn(bn)] = [e] in Cu(W ). In particular, hn(bn) is
strictly positive. Since Bn has a unique trace, there is αn > 0 such that
αntw(b) = tw ◦ hn(b) for all b ∈ Bn, n = 1, 2, ... (e 18.14)
Since now hn(bn) is strictly positive,
lim
k→∞
tw ◦ hn(b1/k) = 1. (e 18.15)
Since Bn ⊂W, (e 18.14) and (e 18.15) imply that
αn ≥ 1. (e 18.16)
On the other hand, by (e 18.13), we have that
1− 1/n ≤ tw ◦ hn(bn)
αn
≤ 1/αn, n = 1, 2, ....
Therefore
αn ≤ 1
1− 1/n.
It follows that limn→∞ αn = 1. Let ϕn = hn ◦ψn. One verifies that {ϕn} meets the requirement.
Proposition 18.5. Let A be a separable C∗-algebra which is quasi-compact and every tracial
state τ is quasidiagonal. Let Z ∈ D0 be a simple C∗-algebra which is an inductive limit C∗-
algebras in C′0 such that Z is quasi-compact, K0(Z) = kerρZ with a unique tracial state. Then
all tracial states of A⊗ Z and A⊗W are W -tracial states.
Proof. Let τ ∈ T (A). Denote by t the unique tracial state of Z. We will show τ ⊗ t is a W-trace
on A⊗ Z.
For each n, there is homomorphism hn :Mn(Z)→W (by [40]) such that hn maps a strictly
positive element of Mn(Z) to an one in W. Let tw ∈ T (W ). Then tw ◦ hn is a tracial state of Z.
Therefore t(a) = tw ◦ hn(a) for all a ∈Mn(Z). Moreover, for any a ∈Mn and b ∈ Z,
trn(a)t(b) = tw ◦ hn(a⊗ b),
where trn is the normalized on Mn, n = 1, 2, ....
Since τ is quasidiagonal, there is a sequence ψn : A→Mk(n) of completely positive contrac-
tive linear maps such that
lim
n→∞
‖ψn(ab)− ψn(a)ψn(b)‖ = 0 for all a, b ∈ A and (e 18.17)
τ(a) = lim
n→∞
trk(n) ◦ ψn(a) for all a ∈ A. (e 18.18)
Define ϕn : A⊗Z →W by ϕn(a⊗ b) = hk(n) ◦ (ψn(a)⊗ b) for all a ∈ A and b ∈ Z. Then ϕn
is completely positive contractive linear map and, for any a ∈ A and b ∈ Z,
(τ ⊗ t)(a⊗ b) = lim
n→∞
trk(n)(ψn(a))t(b) (e 18.19)
= lim
n→∞
tw ◦ hn(ψn(a)⊗ b) (e 18.20)
= lim
n→∞
tw ◦ hn(ϕn(a⊗ b). (e 18.21)
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Therefore τ ⊗ t is W -trace.
A similar proof shows that every tracial state of A⊗W is also a W -tracial state.
Theorem 18.6. Let A be a non-unital separable simple C∗-algebra with finite nuclear dimension
which is quasi-compact such that T (A) 6= ∅ and every tracial state is a W -trace. Suppose also
that K0(A) = kerρA. Then A⊗ U ∈ D0 for any UHF-algebra U.
Proof. By 9.2, A has a hereditary C∗-subalgebra which has continuous scale. It follows that,
without loss of generality, we may assume that A has continuous scale.
It follows from 16.3 that there is a non-unital simple C∗-algebra B = limn→∞(Bn, ın), where
each Bn is a finite direct sum of W and ın,∞ maps strictly positive elements to strictly positive
elements such that Bn is quasi-compact and
T (B) ∼= T (A). (e 18.22)
Note that T (A) is a metrizable Choquet simplex. Denote by γ : T (B) → T (A) the affine
homeomorphism. Let (ın,∞)♯ : T (B)→ T (Bn) such that
t ◦ ın,∞(b) = (ın,∞)♯(t)(b)
for all b ∈ Bn, n = 1, 2, .... It is an affine continuous map. Note that T (W ) = {tw}, where tw is
the unique tracial state of W.
Fix a strictly positive element a0 ∈ A. Fix ε > 0 and a finite subset F ⊂ A, Since B =
limn→∞(Bn, ın), then, it is standard and easy to see that there is an integer n1 ≥ 1 and κ :
T (Bn1)→ T (A) such that
sup
τ∈T (B)
|κ ◦ (ın1,∞)♯(τ)(f)− γ(τ)(f)| < ε/2 for all f ∈ F . (e 18.23)
Write Bn1 =W1⊕W2 ⊕ · · · ⊕Wm, where each Wi ∼=W. Denote by tw,1, tw,2, ..., tw,m the unique
tracial states on Wi, and θi = κ(tw,i), i = 1, 2, ...,m. By the assumption, there exists, for each i,
a sequence of completely positive contractive linear map ϕn,i : A→Wi such that
lim
n→∞
‖ϕn,i(a)ϕn,i(b)− ϕn,i(ab)‖ = 0 for all a, b ∈ A and (e 18.24)
θi(a) = lim
n→∞
tw,i ◦ ϕn,i(a) for all a ∈ A. (e 18.25)
Moreover, by 18.4, we may assume that ϕn,i(a0) is strictly positive. Define ϕn : A→ Bn1 by
ϕn(a) = ϕn,1(a)⊕ ϕn,2(a)⊕ · · ·ϕn,m(a) for all a ∈ A. (e 18.26)
Then
lim
n→∞
sup
τ∈T (Bn1 )
{|τ(ϕn(a))− κ(τ)(a)|} = 0 for all a ∈ A. (e 18.27)
Define ψn : A→ B by
ψn(a) = ın1,∞ ◦ ϕn(a) for all a ∈ A. (e 18.28)
Note that ψn(a0) is a strictly positive element. We also have that
lim
n→∞
‖ψn(ab)− ψn(a)ψn(b)‖ = 0 for all a, b ∈ A. (e 18.29)
Moreover, for any τ ∈ T (B) and any f ∈ F ,
|γ(τ)(f) − τ ◦ ψn(f)| ≤ |γ(τ)(f)− κ ◦ (ın1,∞)♯(τ)(f)| (e 18.30)
+|κ ◦ (ın1,∞)♯(τ)(f)− τ ◦ ψn(f)| (e 18.31)
< ε/2 + |κ ◦ (ın1,∞)♯(τ)(f)− τ ◦ ın1,∞ ◦ ϕn(f)| (e 18.32)
≤ ε/2 + sup
t∈T (Bn1 )
{|τ(ϕn(f))− κ(τ)(f)|}. (e 18.33)
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By (e 18.27), there exists N ≥ 1 such that, for all n ≥ N,
sup
τ∈T (B)
{|γ(τ)(f) − τ ◦ ψn(f)|} < ε for all f ∈ F . (e 18.34)
Thus, we obtain a sequence of completely positive contractive linear maps σn : A→ B such that
(e 17.96) and (e 17.97) hold. Thus 17.6 applies.
Theorem 18.7. Let A be a non-unital separable simple C∗-algebra with finite nuclear dimension
which is quasi-compact. Suppose that T (A) 6= ∅. Then A⊗Z,A⊗W ∈ D0, where Z is as described
in 18.5.
Proof. It follows 18.5 that every tracial state of A ⊗ Z is a W -trace. It follows from 18.3 that
K0(A⊗ Z) = ρA⊗Z . Then 18.6 applies.
19 Classification of simple C∗-algebras with zero K0 and K1
Theorem 19.1. Let A and B be two separable simple amenable C∗-algebras with continuous
scale. Suppose that both A and B are D such that KK(A,D) = KK(B,D) = {0}. Then A ∼= B
if and only if there is an affine homeomorphism γ : T (A) → T (B). Moreover, there is an
isomorphism ϕ : A→ B such that ϕT = γ−1.
Proof. By 16.3, there exists a simple C∗-algebra C = limn→∞(Cn, ın), where each Bn is a finite
direct sum of W and ın maps strictly positive elements to strictly positive elements, which has
continuous scale and
T (A) = T (C).
It suffices to show that A ∼= B. We will use Γ : T (C) → T (A) for the affine homeomorphism
given above. We will use an approximate intertwining argument of Elliott.
Step 1: Construction of L1.
Fix a finite subset F1 ⊂ A and ε > 0. Without loss of generality, we may assume that F1 ⊂ A1.
Since A has the continuous scale, A is quasi-compact. Choose a strictly positive element
a0 ∈ A+ with ‖a0‖ = 1. We may assume, without loss of generality, that
a0y = ya0 = y, a0 ≥ y∗y and a0 ≥ yy∗ for all y ∈ F1 (e 19.1)
Let T : A+ \ {0} → N× R with T (a) = (N(a),M(a)) (a ∈ A+ \ {0}) be the map given by 14.6.
Let δ1 > 0 (in place of δ), let G1 ⊂ A (in place of G) be a finite subset, let H1,0 ⊂ A+ \ {0}
(in place of H) be a finite subset, and let K1 ≥ 1 (in place of K) be an integer given by 7.11
(together with 7.13 and 7.14) for the above T (in place of F ), ε/16 (in place of ε) and F1.
Without loss of generality, we may assume that F1 ∪H1,0 ⊂ G1 ⊂ A1.
Choose b0 ∈ A+ \ {0} with dτ (b0) < 1/8(K1 + 1).
It follows from and 14.6 (and 15.9) that there are G1-δ1/64-multiplicative completely positive
contractive linear maps ϕ0 : A→ A and ψ0 : A→ D for some D ⊂ A with D ∈ C′0 such that
‖x− diag(ϕ0(x),
2K1+1︷ ︸︸ ︷
ψ0(x), ψ0(x), ..., ψ0(x))‖ < min{ε/128, δ1/128} for all x ∈ G1 (e 19.2)
ϕ0(a0) . b0, ‖ψ0(x)‖ ≥ (1− ε/128)‖x‖ for all x ∈ G1, and (e 19.3)
ψ0(a0) is strictly positive. Moreover, ψ0 is T - H1,0 ∪ {f1/4(a0)}-full in DAD.
Define ϕ′0 : A → A by ϕ′0(a) = diag(ϕ0(a), ψ0(a)) for all a ∈ A. Put A00 = ϕ′0(a0)Aϕ′0(a0)
and A0,1 = DAD, let D1,1 = M2K1(D) and D
′
1,1 = M2K1+1(D). Let j1 : D → M2K1(D) be
defined by
j1(d) = diag(d, d, ..., d) for all d ∈ D.
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Note that
ϕ0(a0)⊕ ψ0(a0) . ψ0(a0)⊕ ψ0(a0). (e 19.4)
Let
d′00 = diag(
2K1+1︷ ︸︸ ︷
ψ0(a0), ψ0(a0), ..., ψ0(a0)) ∈ D′1,1 and
d00 = diag(0,
2K1︷ ︸︸ ︷
ψ0(a0), ψ0(a0), ..., ψ0(a0)) ∈ D1,1. (e 19.5)
Let ı1 : D
′
1,1 → A be the embedding. Let Cu∼(ı1) : Cu∼(A1,1) → Cu∼(A) be the induced
map. Let Γ∼ : Cu∼(A) → Cu∼(C) be the isomorphism given by Γ∼(f)(τ) = f(Γ(τ)) for all
f ∈ LAffb(T (A)) and τ ∈ T (A). It follows Theorem 1.0.1 of [40] that there is a homomorphism
h′1 : D
′
1,1 → C such that
Cu∼(h′1) = Γ
∼ ◦ Cu∼(ı1) and 〈h′1(d′00)〉 = Γ∼ ◦ Cu∼(ı1)(〈d′00〉). (e 19.6)
Let h1 = (h
′
1)|D1,1 . Denote by C ′ = {c ∈ C : ch1(d) = h1(d)c = 0 for all d ∈ D1,1}. Note that
h′1(diag(ψ0(a),
2K1︷ ︸︸ ︷
0, 0, ..., 0)) ⊂ C ′ for all a ∈ A.
Define h′0 : A→ C ′ by
h′0(a) = h
′
1(diag(ψ0(a)
2K1︷ ︸︸ ︷
0, 0, ..., 0)) for all a ∈ A.
Define L1 : A→ C by
L1(a) = diag(h
′
0(a), h1(diag(
K1︷ ︸︸ ︷
ψ0(a), ψ0(a), ..., ψ0(a))) for all a ∈ A.
Step 2: Construct H1 and the first approximate commutative diagram.
It follows Theorem 1.0.1 of [40] that there is a homomorphism H : C → A such that
Cu∼(H) = (Γ∼)−1. (e 19.7)
Note that 〈H ◦ h′0(a0)〉 ≤ 〈ϕ0(a0)〉. (e 19.8)
Choose δ1/4 > η0 > 0 such that
‖fη0(H ◦ h′0(a0))x− x‖, ‖x− xfη0(H ◦ h′0(a0))‖ < min{ε/128, δ1/128} (e 19.9)
for all x ∈ H ◦ h′0(G1). Since A has almost stable rank one, there is a unitary u0 ∈ A˜ such that
u∗0fη0(H ◦ h′0(a0))u0 ∈ ψ00(a0)Aψ00(a0), (e 19.10)
where
ψ00(a0) = diag(ψ0(a0),
2K1︷ ︸︸ ︷
0, 0, ..., 0)).
Define H ′ : A→ ψ00(a0)Aψ00(a0) by
H ′(a) = u∗0(fη0(H ◦ h′0(a0)))H ◦ h′0(a)(fη0(H ◦ h′0(a0)))u0 for all a ∈ A.
Note that H ′ is G1-δ1/32-multiplicative completely positive contractive linear map. Moreover,
by (e 19.9),
‖Adu0 ◦H ◦ h′0(a)−Adu0 ◦H ′(a)‖ < min{ε/128, δ1/128} for all a ∈ G1. (e 19.11)
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Consider two homomorphisms Adu0 ◦H ◦ h1 ◦ j1 and ı1 ◦ j1. Then, by (e 19.6) and (e 19.7),
Cu∼(Adu0 ◦H ◦ h1 ◦ j1) = Cu∼(ı1 ◦ j1). (e 19.12)
Put A′ = {a ∈ A : a ⊥ ψ00(a)Aψ00(a)}. Note that we may view that both ı1 ◦ j1 and Adu0 ◦
H ◦ h1 ◦ j1 are maps into A′.
It follows from Theorem 3.3.1 of [40] that there exists a unitary u1 ∈ A˜′ such that
‖u∗1(Adu0 ◦H ◦ h1 ◦ j1(x))u1 − ı1 ◦ j1(x)‖ < min{ε/16, δ1/16} for all x ∈ G1. (e 19.13)
One may write u1 = λ + z for some z ∈ A′. Therefore we may view u1 is a unitary in A˜. Note
that, for any b ∈ ψ00(a)Aψ00(a), u∗1bu1 = b. In particular, for any a ∈ A,
Adu1 ◦H ′(a) = H ′(a) for all a ∈ A. (e 19.14)
By applying 7.11 and its remarks (including 7.14), there is u2 ∈ A˜ such that
‖Adu2 ◦ diag(H ′(a), ı1 ◦ j1 ◦ ψ0(a)) − diag(ψ′0(a), ı1 ◦ j1 ◦ ψ0(a))‖ < ε/16 (e 19.15)
for all a ∈ F1. Combining (e 19.13), (e 19.14) and (e 19.11), we have
‖Ad u2 ◦ u1 ◦ u0 ◦H ◦ L1(a)−Adu2 ◦ diag(H ′(a), ı1 ◦ j1 ◦ ψ0(a))u2‖ < ε/7 (e 19.16)
for all a ∈ F1. On the other hand, by (e 19.2),
‖idA(a)− diag(ψ′0(a), j1 ◦ ψ0(a))‖ < ε/16 for all a ∈ F1. (e 19.17)
Put U1 = u0u1u2. By (e 19.17) and (e 19.16), we conclude that
‖idA(a)−AdU1 ◦H ◦ L1(a)‖ < ε for all a ∈ F1. (e 19.18)
Put H1 = AdU1 ◦H. Then we obtain the following diagram:
A
id //
L1

A
C
H1
??⑦⑦⑦⑦⑦⑦⑦⑦
which is approximately commutative on the subset F1 within ε.
Step 3: Construction of L2 and the second approximate commutative diagram.
There is an easy way to obtain a map from A to C. However, since we want the process
continue, we will repeat the construction in Step 1.
We first back to C. Define ∆ : C1,q \ {0} → (0, 1) by
∆(aˆ) = (1/2) inf{τ(a) : τ ∈ T (C)} (e 19.19)
(Recall that T (C) is compact since C has continuous scale.)
Fix any η1 > 0 and a finite subset S1 ⊂ C. We may assume that S1 ⊂ C1 and L1(F1) ⊂ S1.
Let G2 ⊂ C (in place of G), let H1,1 ⊂ C1+ \ {0} (in place of H1) be a finite subset, let
H1,2 ⊂ Cs.a. (in place of H2) be a finite subset, δ2 > 0 (in place of δ), γ1 > 0 (in place of γ) be
as required by 11.5 for C, η1/16 (in place of ε) and S1 (in place of F) as well as ∆ above.
Without loss of generality, we may assume that S1 ∪H1,2 ⊂ G2 ⊂ C1.
Fix ε2 > 0 and a finite subset F2 such that H1(S1) ∪ F1 ⊂ F2.
We may assume that F2 ⊂ A1.
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Let
γ0 = min{γ1, inf{∆(aˆ) : a ∈ H1,1 ∪H1,2}}.
Fix a strictly positive element a1 ∈ A+ with ‖a1‖ = 1. We may assume, without loss of
generality, that
a1y = ya1 = y, a1 ≥ y∗y and a1 ≥ yy∗ for all y ∈ F2 (e 19.20)
Let T : A+ \ {0} → N × R with T (a) = (N(a),M(a)) (a ∈ A+ \ {0}) be the map given by 14.6
as mentioned in the Step 1.
Let δ′2 > 0 (in place of δ), let G2 ⊂ A (in place of G) be a finite subset, let H2,0 ⊂ A+ \ {0}
(in place of H) be a finite subset, and let K ′2 ≥ 1 (in place of K) be an integer given by 7.11
(and its remarks) for the above T, ε1/16 (in place of ε) and F2.
Without loss of generality, we may assume that H2,0 ⊂ G2 ⊂ A1.
We may assume that δ′2 < δ2.
Choose K2 ≥ K ′2 such that 1/K2 < γ0/4.
Choose b2,0 ∈ A+ \ {0} with
dτ (b2,0) < 1/8(K2 + 1). (e 19.21)
It follows from 14.6 (and 15.9) that there are G2-δ′2/64-multiplicative completely positive
contractive linear maps ϕ2,0 : A → A and ψ2,0 : A → D2 for some D2 ⊂ A with D2 ∈ C′0 such
that
‖x− diag(ϕ2,0(x),
2K2+1︷ ︸︸ ︷
ψ2,0(x), ψ2,0(x), ..., ψ2,0(x))‖ < min{ε2/128, δ′2/128} for all x ∈ G2 (e 19.22)
ϕ2,0(a1) . b2,0, (e 19.23)
‖ψ2,0(x)‖ ≥ (1− ε2/128)‖x‖ for all x ∈ G2 and (e 19.24)
ψ2,0(a1) is strictly positive. Moreover, every element c ∈ H2,0 ∪ {f1/4(a1)} is (N(c),M(c))-full
in D2AD2.
Define ϕ′2,0 : A → A by ϕ′2,0(a) = diag(ϕ2,0(a), ψ2,0(a)) for all a ∈ A. Put A2,00 =
ϕ′2,0(a1)Aϕ
′
2,0(a1) and A2,0,1 = D2AD2, let D2,1 = M2K2(D2) and D
′
2,1 = M2K2+1(D2). Let
j2 : D2 →M2K2(D2) be defined by
j2(d) = diag(d, d, ..., d) for all d ∈ D2.
Note that
ϕ2,0(a1)⊕ ψ2,0(a1) . ψ2,0(a1)⊕ ψ2,0(a1). (e 19.25)
Let
d′2,00 = diag(
2K2+1︷ ︸︸ ︷
ψ2,0(a1), ψ2,0(a1), ..., ψ2,0(a1)) ∈ D′2,1 and
d2,00 = diag(0,
2K2︷ ︸︸ ︷
ψ2,0(a1), ψ2,0(a1), ..., ψ2,0(a1)) ∈ D2,1. (e 19.26)
Let ı2 : D
′
2,1 → A. Let Cu∼(ı2) : Cu∼(A2,1) → Cu∼(A) be the induced map. It follows
Theorem 1.0.1 of [40] that there is a homomorphism h′2 : D
′
2,1 → C such that
Cu∼(h′2) = Γ
∼ ◦ Cu∼(ı2) and 〈h′2(d′2,00)〉 = Γ∼ ◦ Cu∼(ı2)(〈d′2,00〉). (e 19.27)
99
Let h2 = (h
′
2)|D2,1 . Denote by C ′′ = {c ∈ C : ch2(d) = h2(d)c = 0 for all d ∈ D2,1}. Note
that
h′2(diag(ψ2,0(a),
2K2︷ ︸︸ ︷
0, 0, ..., 0)) ⊂ C ′′ for all a ∈ A.
Define h′2,0 : A→ C ′′ by
h′2,0(a) = h
′
2(diag(ψ2,0(a)
2K2︷ ︸︸ ︷
0, 0, ..., 0)) for all a ∈ A.
Define L2 : A→ C by
L2(a) = diag(h
′
2,0(a), h2(diag(
K2︷ ︸︸ ︷
ψ2,0(a), ψ2,0(a), ..., ψ2,0(a))) for all a ∈ A.
By (e 19.21) and 1/K2 < γ0/4, we compute that
sup{|τ ◦ L2 ◦ AdU1 ◦H(x)− τ(x)| : τ ∈ T (C)} < γ0 for all x ∈ G2. (e 19.28)
This also implies that
τ(L2 ◦AdU1 ◦H(b)) ≥ ∆(bˆ) for all b ∈ H1,1. (e 19.29)
Note also that we have assume that K0(C) = K1(C) = {0}. Thus 11.5 applies. Therefore we
obtain a unitary V1 ∈ C˜ such that
‖AdV1 ◦ L2 ◦H1(a)− idC(a)‖ < η1/2 for all a ∈ S1. (e 19.30)
Put L2 = AdV1 ◦ L2. Then, we obtain the following diagram:
A
id //
L1

A
L2

C
H1
??⑦⑦⑦⑦⑦⑦⑦⑦
id
// C
with the upper triangle approximately commutes on F1 up to ε and the lower triangle approxi-
mately commutes on S1 up to η1.
Step 4: Show the process continues.
We will repeat the argument in Step 2. Note that
〈H ◦ h′2,0(a1)〉 ≤ 〈ϕ2,0(a1)〉. (e 19.31)
Choose δ2/4 > η1 > 0 such that
‖fη1(H ◦ h′2,0(a1))x− x‖, ‖x− xfη1(H ◦ h′2,0(a1))‖ < min{ε2/128, δ′2/128} (e 19.32)
for all x ∈ H ◦ h′2,0(G2). Since A has almost stable rank one, there is a unitary u2,0 ∈ A˜ such
that
u∗2,0fη1(H ◦ h′2,0(a1))u2,0 ∈ ψ2,00(a1)Aψ2,00(a1), (e 19.33)
where
ψ2,00(a1) = diag(ψ2,0(a1),
2K2︷ ︸︸ ︷
0, 0, ..., 0)).
Define H ′′ : A→ ψ2,00(a1)Aψ2,00(a1) by
H ′′(a) = u∗2,0(fη1(H ◦ h′2,0(a1)))H ◦ h′2,0(a)(fη1(H ◦ h′2,0(a1)))u2,0 for all a ∈ A.
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Note that H ′′ is G2-δ′2/32-multiplicative completely positive contractive linear map. Moreover,
by (e 19.32),
‖Ad u2,0 ◦H ◦ h′2,0(a)−Adu2,0 ◦H ′′(a)‖ < min{ε2/128, δ′2/128} for all a ∈ G2. (e 19.34)
Consider two homomorphisms Adu2,0 ◦ H ◦ h2,1 ◦ j2 and ı2 ◦ j2. Then, by (e 19.27) and
(e 19.28),
Cu∼(Ad u2,0 ◦H ◦ h2 ◦ j2) = Cu∼(ı2 ◦ j2). (e 19.35)
Put A′′ = {a ∈ A : a ⊥ ψ2,00(a)Aψ2,00(a)}. Note that we may view that both ı2 ◦ j2 and
Adu2,0 ◦H ◦ h2 ◦ j2 are maps into A′′.
It follows from Theorem 3.3.1 of [40] that there exists a unitary u2,1 ∈ A˜′′ such that
‖u∗2,1(Adu2,0 ◦H ◦ h2 ◦ j2(x))u2,1 − ı2 ◦ j2(x)‖ < min{ε2/16, δ′2/16} for all x ∈ G2. (e 19.36)
One may write u2,1 = λ + z
′ for some z′ ∈ A′. Therefore we may view u2,1 is a unitary in A˜.
Note that, for any b ∈ ψ2,00(a)Aψ2,00(a) u∗2,1bu2,1 = b. In particular, for any a ∈ A,
Adu2,1 ◦H ′′(a) = H ′′(a) for all a ∈ A. (e 19.37)
By applying 7.11 and its remark, there is u2,2 ∈ A˜ such that
‖Ad u2,2 ◦ diag(H ′′(a), ı2 ◦ j2 ◦ ψ2,0(a))u2,2 − diag(ψ′2,0(a), j2 ◦ ψ2,0(a))‖ < ε2/16 (e 19.38)
for all a ∈ F2. Combining (e 19.36), (e 19.37) and (e 19.32), we have
‖Ad u2,2 ◦ u2,1 ◦ u2,0 ◦H ◦ L2(a)−Adu2,2 ◦ diag(H ′′(a), ı2 ◦ j2 ◦ ψ2,0(a))u2,2‖ < ε2/7 (e 19.39)
for all a ∈ F2.
On the other hand, by (e 19.22),
‖idA(a)− diag(ψ′2,0(a), j2 ◦ ψ2,0(a))‖ < ε2/16 for all a ∈ F2. (e 19.40)
Put U2 = u2,0u2,1u2,2. By (e 19.40) and (e 19.39), we conclude that
‖idA(a)−AdU2 ◦H ◦ L2(a)‖ < ε2 for all a ∈ F2. (e 19.41)
Thus we expand the diagram to the following:
A
id //
L1

A
L2

id−→A
C
H1
@@        
id
// C
H2
AA✂✂✂✂✂✂✂✂
where the last triangle is approximately commutative on F2 within ε2.
We then continue to construct L3 and the Elliott approximately intertwining argument shows
that A and C are isomorphic.
Corollary 19.2. Let A ∈ D with K0(A) = K1(A) = {0}. Then A ∈ D0.
Corollary 19.3. W ⊗W ∼=W.
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Proof. Note that W ⊗ Q ∼= Q. It follows from 18.6 that W ⊗ W ∈ D. Then Theorem 19.1
applies.
Corollary 19.4. Let A be a non-unital separable amenable simple C∗-algebra with continuous
scale and satisfy the UCT. Suppose that A ∈ D with K0(A) = kerρA. Suppose that B ∈ D0 which
satisfies the UCT with continuous scale and with K0(B) = K1(B) = {0}, and suppose that there
is an affine homeomorphism γ : T (A) → T (B). Then there is an embedding ϕ : A → B such
that ϕT = γ
−1.
Proof. The proof of this corollary is contained in the proof of the previous theorem but much
simpler. Note since kerρA = K0(A), then, in the previous proof, Γ indeed gives a homomorphism
from Cu∼(A) to Cu∼(C). We simply omit the construction of H1 and keep step 1 and step 3
(in the step one we ignore anything related to step 2). The one-sided Elliott intertwining will
give us a homomorphism from A to C.
The proof of Theorem 1.1:
Proof. Let Γ : (T˜ (A),ΣA) ∼= (T˜ (B),ΣB) be given by the above statement. Let a ∈ P (A)+ with
‖a‖ = 1 such that A0 = aAa has the continuous scale. Then T (A0) is a metrizable Choquet
simplex. We may view that T˜ (A) as a cone with the base T (A0). Let b ∈ B+ such that
dΓ(τ)(b) = dτ (a) for all τ ∈ T˜ (A).
Let B0 = bBb. Then Γ gives an affine homeomorphism from T (A0) onto T (B0). It follows from
19.1 that there is an isomorphism ϕ : A0 → B0 such that ϕT gives Γ|T (A0). By [4], this induces
an isomorphism ϕ˜ : A⊗K → B ⊗K. Fix a strictly positive element a0 ∈ A with ‖a0‖ = 1 such
that
dτ (a0) = ΣA(τ) for all τ ∈ T˜ (A).
Let b0 = ϕ˜(a0). Then ϕ˜ gives an isomorphism from A to B1 = b0(B ⊗K)b0. Let b1 ∈ B be a
strictly positive element with ‖b1‖ = 1 such that
dτ (b1) = ΣB(τ) for all τ ∈ T˜ (B).
Then
dτ (b1) = dτ (b0) for all τ ∈ T˜ (B).
Since B is a separable simple C∗-algebra with stable rank one, this implies there exists ϕ1 :
B1 → B such that (ϕ1)T = id ˜T (B). Then ϕ1 ◦ ϕ˜A gives a required isomorphism.
Remark 19.5. The assumption of that both A and B satisfy the UCT can be replaced by
KK(A,D) = KK(B,D) = {0} as stated in 19.1.
Corollary 19.6. Let A be a non-unital separable amenable simple C∗-algebra and satisfy the
UCT. Suppose that A ∈ D with K0(A) = kerρA. Suppose that B ∈ D which satisfies the UCT and
with K0(B) = K1(B) = {0}. Suppose also that there is a cone homeomorphism γ : T˜ (A)→ T˜ (B)
such that ΣB ◦ γ−1 = ΣA. Then there is an embedding ϕ : A → B such that ϕT = γ−1 and
dτ ◦ ϕ(a) = ΣB(τ) for all τ ∈ T˜ (B), where a ∈ A is a strictly positive element.
Corollary 19.7. Every separable amenable simple C∗-algebra A in D with Ki(A) = {0} (i =
0, 1) which satisfies the UCT is isomorphic to a C∗-algebra in M0.
102
Remark 19.8. It should be noted that A is not assumed to have finite nuclear dimension.
However, this brings the question when gTR(A) ≤ 1? Theorem 18.6 states that, if A has finite
nuclear dimension and if we also assume that every traces is a W trace then A has gTR(A) ≤ 1.
In particular, gTR(A⊗W ) ≤ 1.
Thus we have the following corollary:
Corollary 19.9. Let A be a separable simple C∗-algebra with finite nuclear dimension and with
non-zero traces which satisfies the UCT. Then A⊗W is isomorphic to a C∗-algebra in M0.
20 Finite nuclear dimension case
Remark 20.1. Let A be a non-unital separable C∗-algebra. Since A˜⊗Q is unital, we may view
A˜⊗Q as a C∗-subalgebra of A˜⊗Q with the unit 1A˜⊗Q. In the following corollary we use ı for
the embedding from A⊗Q to A˜⊗Q as well as from A˜⊗Q to A˜⊗Q. SinceK1(Q) = {0}, from the
six-term exact sequence in K-theory, one concludes that the homomorphism ı∗0 : K0(A⊗Q)→
K0(A˜⊗Q) is injective.
We will use this fact and identify x with ı∗0(x) for all x ∈ K0(A ⊗ Q) in the following
corollary.
Lemma 20.2. Let A be a non-unital separable C∗-algebra and let {ψn} be a sequence of ap-
proximately multiplicative completely positive contractive linear maps from A˜ ⊗ Q to Q, then
ϕn = ψn ◦ ı is a sequence of approximately multiplicative completely positive contractive linear
maps from A into Q, where ı : A→ A˜⊗Q is the embedding defined by a 7→ a⊗ 1 for all a ∈ A.
Conversely, if {ϕn} is a sequence of approximately multiplicative completely positive con-
tractive linear maps from A to Q, then, there exists a sequence of approximately multiplicative
completely positive contractive linear maps {ψn} : A˜⊗Q→ Q such that
lim
n→∞
‖ϕn(a)− ψn ◦ ı(a)‖ = 0 for all a ∈ A,
where ı : A→ A˜⊗Q is the embedding defined by a 7→ a⊗ 1 for all a ∈ A.
Moreover, if lim sup ‖ϕn(a)‖ 6= 0 for some a ∈ A and if {en} is an approximate identity,
then, we can choose ψn such that
tr(ψn(1)) = dtr(ϕn(en))) for all n.
Proof. We prove only the second part. Write Q = ∪∞n=1Mn! with the embedding jn : Bn :=
Mn! →Mn! ⊗Mn+1 =M(n+1)!, n = 1, 2, .... Without loss of generality, we may assume that ϕn
maps A into Bn, n = 1, 2, .... Consider ϕ
′
n(a) = ϕn(e
1/2
n ae
1/2
n ), n = 1, 2, .... Choose pn to be the
range projection of ϕn(en) in Bn. Define ψ
′
n : A˜⊗Q→ Q⊗Q by ψn(a⊗ 1Q) = ϕ′n(a) ⊗ 1Q for
all a ∈ A, ψ′n(1⊗ r) = p⊗ r for all r ∈ Q. Then
lim
n→∞
‖ψ′n(a⊗ 1)− ϕn(a)⊗ 1‖ = 0 for all a ∈ A.
Moreover, tr(ψ′n(1)) = dtr(ϕn(en)) for all n. There is an isomorphism h : Q⊗Q→ Q such that
h ◦ ı is approximately unitarily equivalent to idQ. By choosing some unitaries un ∈ Q, we can
choose ψ = adun ◦ h ◦ ψ′n, n = 1, 2, ....
The following is a non-unital version of Lemma 4.2 of [14].
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Lemma 20.3. Let A be a non-unital simple separable amenable C*-algebra with T (A) 6= ∅
which is quasi-compact and which satisfies the UCT. Fix a strictly positive element a ∈ A+ with
‖a‖ = 1 such that
τ(f1/2(a)) ≥ d for all τ ∈ T (A)
w
. (e 20.1)
For any ε > 0 and any finite subset F of A, there exist δ > 0, a finite subset G of A, and a
finite subset P of K0(A) with the following property. Let ψ,ϕ : A→ Q be two G-δ-multiplicative
completely positive contractive linear maps such that
[ψ]|P = [ϕ]|P and (e 20.2)
tr(f1/2(ϕ0(a))) ≥ d/2 and tr(f1/2(ϕ1(a))) ≥ d/2, (e 20.3)
where tr is the unique tracial state of Q. Then there is a unitary u ∈ Q and an F-ε-multiplicative
completely positive contractive linear map L : A→ C([0, 1], Q) such that
pi0 ◦ L = ψ, pi1 ◦ L = Adu ◦ ϕ. (e 20.4)
Moreover, if
|tr ◦ ψ(h) − tr ◦ ϕ(h)| < ε′/2 for all h ∈ H, (e 20.5)
for a finite set H ⊂ A and ε′ > 0, then L may be chosen such that
|tr ◦ pit ◦ L(h)− tr ◦ pi0 ◦ L(h)| < ε′ for all h ∈ H and t ∈ [0, 1]. (e 20.6)
Here, pit : C([0, 1], Q)→ Q is the point evaluation at t ∈ [0, 1].
Proof. Let T : A+ \ {0} → N× R+ \ {0} be given by 9.6 (with above d and a). In the notation
in 7.7, Q ∈ C0,0,t,1,2, where t : N × N → N is defined to be t(n, k) = n/k for all n, k ≥ 1. Now
C0,0,t,1,2 is fixed. We are going to apply Theorem 7.9 together with the Remark 7.10 (note that
Q has real rank zero and K1(Q) = {0}).
Let F ⊂ A be a finite subset and let ε > 0 be given. We may assume that a ∈ F and every
element of F has norm at most one. Write F1 = {ab : a, b ∈ F} ∪ F .
Let δ1 > 0 (in place δ), G1 (in place of G) and H1(in place of H), P, and K be as assured by
Theorem 7.9 for F1 and ε/4 as well as T (in place of F ). (As stated earlier we will also use the
Remark 7.10 so that we drop L and condition (e 7.6).) Since K1(Q) = {0} and K0(Q) = Q, we
may choose P ⊂ K0(A).
We may also assume that F1 ∪H1 ⊂ G1 and K ≥ 2.
Now, let G2 ⊂ A (in place of G) be a finite subset and let δ2 > 0 (in place of δ1) given by 9.6
for the above H1 and T.
Let δ = min{ε/4, δ1/2, δ2/2} and G = G1 ∪ G2. Without loss of generality, we may assume
that G ⊂ A1.
Since Q ∼= Q ⊗ Q, we may assume, without loss of generality, that ϕ(a), ψ(a) ∈ Q ⊗ 1 for
all a ∈ A. Pick mutually equivalent projections e0, e1, e2, ..., e2K ∈ Q satisfying
∑2K
i=0 ei = 1Q.
Then, consider the maps ϕi, ψi : A→ Q⊗ eiQei, i = 0, 1, ..., 2K, which are defined by
ϕi(a) = ϕ(a) ⊗ ei and ψi(a) = ψ(a)⊗ ei, a ∈ A,
and consider the maps
ΦK+1 := ϕ = ϕ0 ⊕ ϕ1 ⊕ · · · ⊕ ϕ2K , Φ0 := ψ = ψ0 ⊕ ψ1 ⊕ · · · ⊕ ψ2K
and Φi := ϕ0 ⊕ · · · ⊕ ϕi−1 ⊕ ψi ⊕ · · · ⊕ ψ2K , i = 1, 2, ..., 2K.
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Since ei is unitarily equivalent to e0 for all i, one has
[ϕi]|P = [ψj ]|P , 0 ≤ i, j ≤ 2K.
and in particular,
[ϕi]|P = [ψi]|P , i = 0, 1, .., 2K. (e 20.7)
Note that, for each i = 0, 1, ..., n, Φi is unitarily equivalent to
ψi ⊕ (ϕ0 ⊕ ϕ1 ⊕ · · · ⊕ ϕi−1 ⊕ ψi+1 ⊕ ψi+2 ⊕ · · · ⊕ ψ2K),
and Φi+1 is unitarily equivalent to
ϕi ⊕ (ϕ0 ⊕ ϕ1 ⊕ · · · ⊕ ϕi−1 ⊕ ψi+1 ⊕ ψi+2 ⊕ · · · ⊕ ψ2K).
By (e 20.3), applying 9.6, each ϕi as well as ψi are T -H1-full in eiQei, i = 0, 1, 2, ..., 2K.
In view of this, and (e 20.7), applying Theorem 7.9 (and its remarks), we obtain unitaries
ui ∈ Q, i = 0, 1, ..., 2K, such that
‖Φ˜i+1(a)− Φ˜i(a)‖ < ε/4, a ∈ F1, (e 20.8)
where
Φ˜0 := Φ0 = ψ and Φ˜i+1 := Adui ◦ · · · ◦Ad u1 ◦ Ad u0 ◦ Φi+1, i = 0, 1, ..., 2K.
Put ti = i/(2K + 1), i = 0, 1, ..., 2K + 1, and define L : A→ C([0, 1], Q) by
pit ◦ L = (2K + 1)(ti+1 − t)Φ˜i + (2K + 1)(t− ti)Φ˜i+1, t ∈ [ti, ti+1], i = 0, 1, ..., 2K.
By construction,
pi0 ◦ L = Φ˜0 = ψ and pi1 ◦ L = Φ˜n+1 = Adun ◦ · · · ◦Ad u1 ◦ Ad u0 ◦ ϕ. (e 20.9)
Since Φ˜i, i = 0, 1, ..., 2K, are G-δ-multiplicative (in particular F-ε/4-multiplicative), it follows
from (e 20.8) that L is F-ε-multiplicative. By (e 20.9), L satisfies (e 20.4) with u = u2K · · · u1u0.
Moreover, if there is a finite set H such that (e 20.5) holds, it is then also straightforward to
verify that L satisfies (e 20.6), as desired.
Remark 20.4. If KK(A,D) = {0} for all C∗-algebras D, then the assumption that A satisfies
the UCT can be dropped (see 7.14).
Theorem 20.5. Let A be a non-unital separable amenable simple C∗-algebra with K0(A) =
Tor(K0(A) and with T (A) 6= ∅ which satisfies the UCT. Suppose that A is quasi-compact. Then
every trace in T (A)
w
is a W -trace.
Proof. It suffices to show that every tracial state of A is a W -trace. It follows from [48] that
every trace is quasidiagonal. For a fixed τ ∈ T (A), there exists a sequence of approximate
multiplicative completely positive contractive linear maps {ϕn} from A into Q such that
lim
n→∞
tr ◦ ϕn(a) = τ(a) for all a ∈ A.
By 20.2, we may assume that ϕn = ψn ◦ ı, where ı : A → A ⊗ Q is the embedding defined by
ı(a) = a ⊗ 1Q for all a ∈ A and ψn : A ⊗ Q → Q is a sequence of approximate multiplicative
completely positive contractive linear maps.
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Therefore it suffices to show that every tracial state of A⊗Q is a W -trace. Set A1 = A⊗Q.
Then K0(A1) = {0}.
Fix 1 > ε > 0, 1 > ε′ > 0, a finite subset F ⊂ A1 and a finite H ⊂ A1. Put F1 = F ∪ H.
Without loss of generality, we may assume that F1 ⊂ A11 . Note that A is non-unital. Choose a
strictly positive element a ∈ A+ with ‖a‖ = 1. We also assume that
τ(f1/2(a)) ≥ d > 0 for all τ ∈ T (A)w.
Let 1 > δ > 0, G ⊂ A1 be a finite subset be required by 20.3 for A1 (in place of A), d/2 (in
place of d), ε/16 (in place of ε) and F1. (Note since K0(A1) = {0}, the required set P in 20.3
does not appear here.)
Let G1 = G ∪ F1 and let ε1 = ε·ε′·δ2 .
Let τ ∈ T (A1). Since τ is quasi-diagonal, there exists a G1-ε1-multiplicative completely
positive contractive linear map ϕ : A1 → Q such that
|τ(b)− tr ◦ ψ(b)| < ε′/16 for all b ∈ G ∪ F , (e 20.10)
tr(f1/2(ψ(a))) > 2d/3. (e 20.11)
Choose an integer m ≥ 3 such that
1/m < min{ε1/64, d/8}.
Let e1, e2, ..., em+1 ∈ Q be a set of mutually orthogonal and mutually equivalent projections
such that
m+1∑
i=1
ei = 1Q and tr(ei) =
1
m+ 1
, i = 1, 2, ...,m + 1.
Let ψi : A1 → (1⊗ ei)(Q⊗Q)(1⊗ ei) be defined by ψi(b) = ψ(b)⊗ ei, i = 1, 2, ...,m + 1. Let
Ψ0 =
m∑
i=1
ψi and Ψ1 =
m+1∑
i=1
ψi.
Identify Q⊗Q with Q. Note that
tr(f1/2(Ψi(a))) ≥ d/2, i = 0, 1. (e 20.12)
Moreover,
|τ ◦Φ0(b)− τ ◦ Φ1(b)| < 1
m+ 1
< min{ε1/64, d/8} for all b ∈ A1.
Again, keep in mind that K0(A1) = {0}. Applying 20.3, we obtain a unitary u ∈ Q and a
F1-ε/16-multiplicative completely positive contractive linear map L : A → C([0, 3/4], Q) such
that
pi0 ◦ L = Ψ0, pi3/4 ◦ L = Adu ◦Ψ1. (e 20.13)
Moreover,
|tr ◦ pit ◦ L(h)− tr ◦ pi0 ◦ L(h)| < 1/m < ε′/64, h ∈ F1, t ∈ [0, 3/4]. (e 20.14)
Here, pit : C([0, 3/4], Q) → Q is the point evaluation at t ∈ [0, 3/4]. There is a continuous path of
unitaries {u(t) : t ∈ [3/4, 1]} such that u(3/4) = u and u(1) = 1Q. Define L1 : A1 → C([0, 1], Q)
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by pit ◦ L1 = pit ◦ L for t ∈ [0, 3/4] and pit ◦ L1 = Adut ◦ Ψ1 for t ∈ (3/4, 1]. L1 is a F1-ε/16-
multiplicative completely positive contractive linear map from A1 into C([0, 1], Q). Note now
pi0 ◦ L1 = Ψ0 and pi1 ◦ L1 = Ψ1 and (e 20.15)
|tr ◦ pit ◦ L(h) − tr ◦Ψ1(h)| < ε′/64 for all h ∈ H. (e 20.16)
Fix an integer k ≥ 2. Let κi :Mk →Mk(m+1) (i = 0, 1) be defined by
κ0(c) = diag(
m︷ ︸︸ ︷
c, c, ..., c, 0) and (e 20.17)
κ1(c) = diag(
m+1︷ ︸︸ ︷
c, c, ..., c) (e 20.18)
for all c ∈Mk. Define
C0 = {(f, c) : C([0, 1],Mk(m+1))⊕Mk : f(0) = κ0(c) and f(1) = κ1(c)}.
and defined
C1 = C0 ⊗Q.
Note that C0 ∈ C00 and C1 is an inductive limit of Razak algebras C0⊗Mn!. Moreover K0(C1) =
K1(C1) = {0}. Put p0 =
∑m
i=1 1Q ⊗ ei. Define κ¯0 : Q→ p0(Q⊗Q)p0 to be the unital homomor-
phism defined by κ¯0(a) = a⊗
∑m
i=1 ei and κ¯1(a) = a⊗ 1Q for all a ∈ Q.
Then one may write
C1 = {(f, c) ∈ C([0, 1], Q) ⊕Q : f(0) = κ¯0(c) and f(1) = κ¯1(c)}.
Note that κ¯0 ◦ ψ(b) = Ψ0(b) for all b ∈ A1 and κ¯1 ◦ ψ(b) = Ψ1(b) for all b ∈ A1. Thus one can
define Φ′ : A1 → C1 by Φ′(b) = (L1(b), ψ(b)) for all b ∈ A1.
Then Φ′ is a F1-ε/16-multiplicative completely positive contractive linear map such that
|tr(pit ◦Φ′(h)) − tr ◦ ψ(h)| < ε′/4 for all h ∈ H. (e 20.19)
Let µ be the Lebesque measure on [0, 1]. There is a homomorphism Γ : Cu∼(C1) → Cu∼(W )
such that Γ(f)(τ0) = (µ⊗ tr)(f) for all f ∈ Aff(T (C1)), where τ0 is the unique tracial state of
W. By [40], there exists a homomorphism λ : C1 →W such that
τ0 ◦ λ((f, c)) =
∫ 1
0
tr(f(t))dt for all (f, c) ∈ C1. (e 20.20)
Finally, let Φ = λ ◦ Φ′. Then Φ is a F1-ε-multiplicative completely positive contractive linear
map from A1 into W. Moreover, one computes that
|τ0 ◦ Φ(h)− τ(h)| < ε′ for all h ∈ H. (e 20.21)
This proves the theorem.
Definition 20.6. Let D,C be two non-unital separable amenable C∗-algebras and let u ∈ C˜.
Suppose that ϕ : D → C be a homomorphism. Let ϕ∼ : D˜ → C be the unital extension of ϕ. In
what follows z denotes the standard unitary generator of C(T).
If uϕ(d) = ϕ(d)u for all d ∈ D, for some unitary u ∈ C˜ with piC∼(u) = 1, where piC∼ : C˜ → C
is the quotient map, then one can defined a homomorphism Φu,ϕ : C(T) ⊗ D˜ → C˜ such that
Φ(z ⊗ 1D˜) = u and Φ(1 ⊗ d) = ϕ∼(d) for all d ∈ D˜. For any finite subset F ⊂ C(T) ⊗ D,
any finite subset Fd ⊂ D˜, and ε > 0, there exists a finite subset G ⊂ D and δ > 0 such that,
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whenever ϕ : D → C is a G-δ -multiplicative completely positive contractive linear map (for any
C∗-algebra C) and ‖[u, ϕ(g)]‖ < δ for all g ∈ G, there exists a F-ε-multiplicative completely
positive contractive linear map L : C(T)⊗ D˜ → D˜ such that
‖L(z ⊗ 1)− u‖ < ε and ‖L(1 ⊗ d)− ϕ∼(d)‖ < ε for all d ∈ Fd. (e 20.22)
We will denote such L by Φu,ϕ.
The following is a non-unital version of 8.4 of [18]. The proof is almost identical to that of
8.4 of [18]. We include it here for convenience of the reader.
Lemma 20.7. Let A = C(T) ⊗ D˜, where D ∈ C00 . Let F ⊂ A be a finite subset, let ε > 0 be
a positive number and let ∆ : Aq,1+ \ {0} → (0, 1) be an order preserving map. There exists a
finite subset H1 ⊂ A1+ \ {0}, γ1 > 0, γ2 > 0, δ > 0, a finite subset G ⊂ A a finite subset H2 ⊂ A
satisfying the following: For any unital G-δ-multiplicative contractive completely positive linear
maps Φu,ψ,Φv,ψ : A → C˜ for some C ∈ R where u, v ∈ U(C˜) and ϕ,ψ : D → C are two
Gd-δ-multiplicative completely positive contractive linear maps ({g ⊗ 1 : g ∈ Gd} ⊂ G) such that
τ(Φu,ϕ(a)) ≥ ∆(a), τ(Φv,ψ(a)) ≥ ∆(a) for all τ ∈ T (C) and a ∈ H1, (e 20.23)
|τ ◦ ϕ(a)− τ ◦ ψ(a)| < γ1 for all a ∈ H2 and (e 20.24)
dist(u¯, v¯) < γ2, (e 20.25)
there exists a unitary W ∈ C˜ such that
‖W (Φu,ϕ(f))W ∗ − (Ψv,ψ(f))‖ < ε, for all f ∈ F . (e 20.26)
Proof. One computesK0(A) = Z andK1(A) = Z, whileK0(C˜) = Z andK1(C˜) = {0}. Therefore
KK(A, C˜) = Hom(K0(A),K0(C˜) = Hom(Z,Z).
Let H′1 ⊂ A+ \{0} (in place of H1) for ε/32 (in place of ε) and F required by 6.7 of [18]. Let
δ1 > 0 (in place of δ), G1 ⊂ A (in place of G) be a finite subset and let P0 ⊂ K(A) (in place of
P) be a finite subset required by 6.7 of [18] for ε/32 (in place of ε), F and ∆. We may assume
that δ1 < ε/32 and (2δ1,G1) is a KK-pair (see the end of 2.12 of [18]).
Moreover, we may assume that δ1 is sufficiently small that if ‖uv− vu‖ < 3δ1, then the Exel
formula
τ(bott1(u, v)) =
1
2pi
√−1(τ(log(u
∗vuv∗))
holds for any pair of unitaries u and v in any unital C∗-algebra C with tracial rank zero and
any τ ∈ T (C) (see Theorem 3.6 of [29]). Moreover if ‖v1 − v2‖ < 3δ1, then
bott1(u, v1) = bott1(u, v2).
Let g1 ∈ U(A) be given by z ⊗ 1D˜. Let g¯1 ∈ U(A)/CU(A) be the image. Let δu =
min{1/256, δ1/16}, Gu = F ∪ G1 ∪ U0 and let Pu = P0 ∪ {[g1]}.
Let δ2 > 0 (in place of δ), G2 ⊂ A (in place of G), H′2 ⊂ A+ \ {0} (in place of H), N1 ≥ 1 (in
place of N) be the finite subsets and the constants as required by 7.4 of [18] for δu (in place of
ε), Gu (in place of F), Pu (in place of P) and ∆ and with g¯1 (in place of gj).
Let δ3 > 0 and let G3 ⊂ A ⊗ C(T) be a finite subset satisfying the following: For any G3-
δ3-multiplicative contractive completely positive linear map L
′ : A⊗C(T)→ C ′ (for any unital
C∗-algebra C ′ with T (C ′) 6= ∅),
|τ([L](β(g¯1))| < 1/8N1. (e 20.27)
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Without loss of generality, we may assume that
G3 = {g ⊗ z′ : g ∈ G′3 and z′ ∈ {1, z, z∗}},
where G′3 ⊂ A is a finite subset containing 1A (by choosing a smaller δ3 and large G′3).
Let ε′1 = min{d/27N1, δu/2, δ2/2, δ3/2} and let ε¯1 > 0 (in place of δ) and G4 ⊂ A (in
place of G) be a finite subset as required by 6.4 of [18] for ε′1 (in place of ε) and Gu ∪ G′3. Put
ε1 = min{ε′1, ε′′1 , ε¯1}. Let G5 = Gu ∪ G′3 ∪ G4.
Let H′3 ⊆ A1+ \{0} (in place of H1), δ4 > 0 (in place of δ), G6 ⊂ A (in place of G), H′4 ⊂ As.a.
(in place of H2), P1 ⊂ K(A) (in place of P) and σ > 0 be the finite subsets and constants as
required by Theorem 5.9 of [18] with respect to ε1/4 (in place ε) and G5 (in place of F) and ∆.
Choose N2 ≥ N1 such that (k(A) + 1)/N2 < 1/8N1. Choose H′5 ⊂ A1+ \ {0} and δ5 > 0
and a finite subset G7 ⊂ A such that, for any Mm and unital G7-δ5-multiplicative contractive
completely positive linear map L′ : A→Mm, if tr ◦ L′(h) > 0 for all h ∈ H′5, then m ≥ 16N2.
Put δ = min{ε1/16, δ4/4, δ5/4}, G = G5 ∪ G6 ∪ G7, and P = Pu ∪ P1. Put
H1 = H′1 ∪H′2 ∪H′3 ∪H′4 ∪H′5
and let H2 = H′4. Let γ1 = σ and let 0 < γ2 < min{d/16N2, δu/9, 1/256}.
Now suppose that C ∈ R and Φu,ϕ,Ψv,ψ : A→ C˜ are two unital G-δ-multiplicative contrac-
tive completely positive linear maps satisfying the condition of the theorem for the given ∆, H1,
δ, G, P, H2, γ1, γ2 and U . Here we also assume that
‖piC∼(Φu,ϕ(g)) − piC∼(Φv,ψ(g))‖ < ε′1 for all g ∈ G5, (e 20.28)
piC∼ : C˜ → C is the quotient map.
In what follows we will use Φ for Φu,ϕ and Ψ for Φv,ψ.
By considering only one summand, we may write C = A(F1, F2, h0, h1) = A(k1,m0,m0+1),
where F1 =Mk1 , F2 =Mk1(m0+1), h1(f) = f ⊗ 1Mm0+1 and h0(f) = f ⊗ p for all f ∈ F1, where
p ∈Mm0+1 with rank m0. By the choice of H′5, one has that k1 ≥ 16N2. Let
0 = t0 < t1 < · · · < tn = 1
be a partition of [0, 1] so that
‖pit ◦Φ(g) − pit′ ◦Φ(g)‖ < ε1/16 and ‖pit ◦Ψ(g)− pit′ ◦Ψ(g)‖ < ε1/16 (e 20.29)
for all g ∈ G, provided t, t′ ∈ [ti−1, ti], i = 1, 2, ..., n.
Note that, by 10.2, C˜ = A(F1 ⊗C, F2, h∼0 , h∼1 ), where h∼0 ((f, λ)) = h0(f)⊕ λ(1F2 − h0(1F1))
and h∼1 ((f, λ)) = h1(f).
Applying Theorem 5.9 of [18], one obtains a unitary wi ∈ F2, if 0 < i < n and wn ∈ h1(F1).
such that, for 0 < i ≤ n,
‖wipiti ◦Φ(g)w∗i − piti ◦Ψ(g)‖ < ε1/16 for all g ∈ G5. (e 20.30)
Let piF
∼
′
1 : h∼0 (F
∼
1 ) → C and piD
′
: D˜ → C be the quotient maps. Let pi′ : h0(F∼1 ) → h0(F1) be
the quotient map. Consider pi′ ◦ Φ and pi′ ◦Ψ. Then, by applying Theorem 5.9 of [18], one also
has a unitary w′0 ∈ h0(F1) such that
‖(w′0)pi′ ◦ pit0 ◦Φ(g)(w′0)∗ − pi′ ◦ pit0 ◦Ψ(g)‖ < ε1/16 for all g ∈ G5. (e 20.31)
Put w0 = w
′
0 ⊕ (F2 − h0(1F1)). Then we have
‖w0pit0 ◦Φ(g)(w0)∗ − pit0 ◦Ψ(g)‖ < ε′1 for all g ∈ G5. (e 20.32)
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It follows from 8.2 of [18] that we may assume that there is a unitary we ∈ F1⊕C such that
h∼0 (we) = w0 and h
∼
1 (we) = wn. Write w0 = w
′
0 ⊕ 1C. Then h0(w′e) = w0 and h1(w′0) = wn.
By (e 20.25), there is a unitary ω1 ∈ C˜ such that ω1 ∈ CU(C˜)) and
‖〈(Φ(g∗1)〉〈(Ψ(g1)〉 − ω1‖ < γ2. (e 20.33)
(note that we now have w1 as well as ω1 in the proof.) Note that ω1 can be chosen so that
ω1 = 1 + ω01 for some ω01 ∈ C. Write
ω1 =
e(1)∏
l=1
exp(
√−1a(l)1 )
for some selfadjoint element a
(l)
1 ∈ C˜, l = 1, 2, ..., e(1). Let rl = piC
∼
(a
(l)
1 ), l = 1, 2, ..., e(1). Then
rl ∈ R. Then
∑e(1)
l=1 rl ∈ 2piZ. Replacing a(l)1 by a(l)1 − rl, l = 1, 2, ..., e(1), we may assume that
piC
∼
(a
(l)
1 ) = 0, l = 1, 2, ..., e(1).
Then
e(j)∑
l=1
k1(m0 + 1)(tr(a
(l)
1 (t)))
2pi
∈ Z, t ∈ (0, 1),
where tr is the normalized trace on F2. One checks also the above also has an integer value at
1 as well as 0. In particular,
e(j)∑
l=1
(k1(m0 + 1))(tr)(a
(l)
1 (t)) =
e(j)∑
l=1
(k1(m0 + 1))tr(a
(l)
1 (t
′)) for all t, t′′ ∈ [0, 1]. (e 20.34)
Then
‖piti(〈Φ)(g∗1)〉)wi(piti(〈Φ)(g1)〉)w∗i − ω1(ti)‖ < 3ε1/8 + 2γ2 < 1/32. (e 20.35)
Let pi′e : C → F1 be the restriction (pi′e)|F1 and Φ′e = pi′e ◦ Φ. Write pie(ω1) = ω1e ⊕ 1C, where
ω1e ∈ F1. Then (e 20.37) also means
‖〈(Φ′e)(g∗1)〉w′e(〈Φ′e)(g1)〉)(w′e)∗ − ω1e‖ < 3ε1/8 + 2γ2 < 1/32. (e 20.36)
We also have (with Φe = pie ◦Φ)
‖〈(Φe)(g∗1)〉we(〈Φe)(g1)〉)w∗e − pie(ω1)‖ < 3ε′1/8 + 2γ2 < 1/32. (e 20.37)
It follows from (e 20.35) that there exists selfadjoint elements bi ∈ F2 such that
exp(
√−1bi) = ω1(ti)∗(piti(〈Φ)(g∗1)〉)wi(pii(〈Φ)(g1)〉)w∗i , (e 20.38)
and be ∈ F1 such that
exp(
√−1be) = pie(ω1)∗(pie(〈Φ)(g∗1)〉)w′e(pie(〈Φ)(g1)〉)w∗e , and (e 20.39)
‖bi‖ < 2 arcsin(3ε1/16 + γ2) i = 0, 1, ..., n, and ‖be‖ < 2 arcsin(3ε′1/16 + γ2) (e 20.40)
Put b′e = pi
′
e(be). Then
b′e = ω
∗
1e(pie(〈Φ)(g∗1)〉)w1ew′e(pie(〈Φ)(g1)〉)(w′e)∗ and ‖b′e‖ < 2 arcsin(3ε1/16 + γ2). (e 20.41)
We have that
h∼0 (be) = b0 and h
∼
1 (be) = bn. (e 20.42)
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Note that
(piti(〈Φ(g∗j )〉))wi(piti(〈Φ)(g1)〉)w∗i = piti(ω1) exp(
√−1bi), i = 0, 1, ..., n, e. (e 20.43)
Then,
k1(m0 + 1)
2pi
(tr)(bi) ∈ Z, (e 20.44)
i = 0, 1, ..., n. We also have
k1
2pi
(trk(1))(b
′
e) ∈ Z, (e 20.45)
where trk(1) is the normalized trace on F1. Put
λi =
k1(m0 + 1)
2pi
(tr)(bi) ∈ Z, i = 0, 1, 2, ..., n, and λe = k1
2pi
(trk1)(be) ∈ Z.
We have, by (e 20.40),
| λi
k1(m0 + 1)
| < 1/4N1, i = 1, 2, ..., n, and (e 20.46)
|λe
k1
| < 1/4N1, (e 20.47)
Define α
(0,1)
i : K1(A)→ Z = K0(F2) by mapping [g1] to λi, i = 0, 1, 2, ..., n, and define α(0,1)e :
K1(A) → Z = K0(F1) by mapping [g1] to λe. We write K0(A ⊗ C(T)) = K0(A) ⊕ β(K1(A)))
(see 2.10 of [30] for the definition of β). Define αi : K∗(A ⊗ C(T)) → K∗(F2) as follows: On
K0(A⊗ C(T)), define
αi|K0(A) = [pii ◦ Φ]|K0(A), αi|β(K1(A)) = αi ◦ β|K1(A) = α(0,1)i (e 20.48)
and on K1(A⊗ C(T)), define
αi|K1(A⊗C(T)) = 0, i = 0, 1, 2, ..., n. (e 20.49)
Also define αe ∈ Hom(K∗(A⊗ C(T)),K∗(F1)), by
αe|K0(A) = [pi′e ◦ Φ]|K0(A), αe|β(K1(A)) = αe ◦ β|K1(A) = α(0,1)e (e 20.50)
on K0(A⊗ C(T)) and (αe)|K1(A⊗C(T)) = 0. Note that
(h0)∗ ◦ αe = α0 and (h1)∗ ◦ αe = αn. (e 20.51)
Since A⊗C(T) satisfies the UCT, the map αe can be lifted to an element of KK(A⊗C(T), F1)
which is still denoted by αe. Then define
α0 = αe × [h0] and αn = αe × [h1] (e 20.52)
in KK(A⊗ C(T), F2).
For i = 1, ..., n − 1, also pick a lifting of αi in KK(A⊗ C(T), F2), and still denote it by αi.
We estimate that
‖(w∗iwi+1)piti ◦Φ(g) − piti ◦ Φ(g)(w∗iwi+1)‖ < ε1/4 for all g ∈ G5, (e 20.53)
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i = 0, 1, ..., n − 1. Let Λi,i+1 : C(T)⊗A→ F2 be a unital contractive completely positive linear
map given by the pair w∗iwi+1 and piti◦Φ (by 6.4 of [18], see 2.8 of [30]). Denote Vi = 〈piti◦Φ(g1)〉,
i = 0, 1, 2, ..., n − 1.
We have
‖wiV ∗i w∗i ViV ∗i wi+1Viw∗i+1 − 1‖ < 1/16 (e 20.54)
‖wiV ∗i w∗i ViV ∗i+1wiVi+1w∗i+1 − 1‖ < 1/16 (e 20.55)
and there is a continuous path Z(t) of unitaries such that Z(0) = Vi and Z(1) = Vi+1. Since
‖Vi − Vi+1‖ < δ1/12, j = 1, 2, ..., k(A),
we may assume that ‖Z(t)− Z(1)‖ < δ1/6 for all t ∈ [0, 1]. We obtain a continuous path
wiV
∗
i w
∗
i ViZ(t)
∗wi+1Z(t)w
∗
i+1
which is in CU(Mnm(A)) for all t ∈ [0, 1] and
‖wiV ∗i w∗i ViZ(t)∗wi+1Z(t)w∗i+1 − 1‖ < 1/8 for all t ∈ [0, 1].
It follows that
(1/2pi
√−1)(tr)[log(wiV ∗i w∗i ViZ(t)∗wi+1Z(t)w∗i+1)]
is a constant integer, where tr is the normalized trace on F2. In particular,
(1/2pi
√−1)(tr)(log(wiV ∗i w∗iwi+1Viw∗i+1)) (e 20.56)
= (1/2pi
√−1)(tr)(log(wiV ∗i w∗i ViV ∗i+1wi+1Viw∗i+1)). (e 20.57)
One also has
wiV
∗
i w
∗
i ViV
∗
i+1wi+1Vi+1w
∗
i+1 (e 20.58)
= (ω1(ti) exp(
√−1bi))∗ω1(ti+1) exp(
√−1bi+1) (e 20.59)
= exp(−√−1bi)ω1(ti)∗ω1(ti+1) exp(
√−1bi+1). (e 20.60)
Note that, by (e 20.33) and (e 20.29), for t ∈ [ti, ti+1],
‖ω1(ti)∗ω1(t)− 1‖ < 2(m(A)2)ε1/16 + 2γ2 < 1/32, (e 20.61)
i = 0, 1, ..., n − 1.
By Lemma 3.5 of [34],
tr(log(ω1(ti)
∗ω1(ti+1))) = 0. (e 20.62)
It follows that (by the Exel formula (see [19]), using (e 20.57), (e 20.60) and (e 20.62))
tr(bott1(Vi, w
∗
iwi+1)) (e 20.63)
= (
1
2pi
√−1)(tr)(log(V
∗
i w
∗
iwi+1Viw
∗
i+1wi)) (e 20.64)
= (
1
2pi
√−1)tr)(log(wiV
∗
i w
∗
iwi+1Viw
∗
i+1)) (e 20.65)
= (
1
2pi
√−1)tr)(log(wiV
∗
i w
∗
i ViV
∗
i+1wi+1Vi+1w
∗
i+1)) (e 20.66)
= (
1
2pi
√−1)tr(log(exp(−
√−1bi)ωj(ti)∗ωj(ti+1) exp(
√−1bi+1)) (e 20.67)
= (
1
2pi
√−1)[(tr)(−
√−1bi) + (tr)(log(ω1(ti)∗ω1(ti+1)) (e 20.68)
+(tr)(
√−1bi)] (e 20.69)
=
1
2pi
(tr)(−bi + bi+1) (e 20.70)
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for all t ∈ T (F2). In other words,
bott1(Vi,W
∗
i Wi+1)) = −λi + λi+1 (e 20.71)
i = 0, 1, ..., n − 1.
Applying 7.4 of [18] (using (e 20.47), (e 20.23), among other items), there are unitaries zi ∈
F2, i = 1, 2, ..., n − 1, and ze ∈ F1 such that
‖[zi, piti ◦ Φ(g)]‖ < δu for all g ∈ Gu (e 20.72)
Bott(zi, piti ◦ Φ) = αi and Bott(ze, pi′e ◦ Φ) = αe. (e 20.73)
Put
z0 = h0(ze)⊗ (1F2 − h0(1F1)) and zn = h1(ze).
One verifies (by (e 20.52)) that
Bott(z0, pit0 ◦ Φ) = α0 and Bott(zn, pitn ◦ Φ) = αn. (e 20.74)
Denote by Λe : A⊗ C(T)→ F1 the unital completely positive contractive linear map given
by the pair pie ◦ Φ and ze as in 6.4 of [18] (see 2.8 of [30]). Then
[h0 ◦ Λe]|β(K(A)) = (αe × [h0])|β(K(A)) and
[h1 ◦ Λe]|β(K(A)) = (αe × [h1])|β(K(A))
One verifies (by (e 20.52)) that
Bott(z0, pit0 ◦ Φ) = (α0)|β(K(A)) and Bott(zn, pitn ◦ Φ) = (αn)|β(K(A)).
Let Ui = zi(wi)
∗wi+1(zi+1)
∗, i = 0, 1, 2, ..., n − 1. Then, by (e 20.72) and (e 20.53),
‖[Ui, piti ◦Φ(g)]‖ < 2ε1 + 2δu < 3δu< δ1/2 for all g ∈ Gu, (e 20.75)
i = 0, 1, 2, ..., n − 1. Moreover, for i = 0, 1, 2, ..., n − 1,
bott1(Ui, piti ◦Φ) = bott1(zi, piti ◦ Φ) + bott1(w∗iwi+1, piti ◦Φ) (e 20.76)
+bott1(z
∗
i+1, piti ◦ Φ)
= (λi,j) + (−λi,j + λi+1,j) + (−λi+1,j)
= 0.
Note that K1(F2,Z/kZ) = K1(F1,Z/kZ) = {0} for k ≥ 2, 3, .... Therefore, in the case that
K1(A) is torsion free, (e 20.76) implies that
Bott(Ui, piti ◦ Φ) = 0, i = 0, 1, ..., n − 1. (e 20.77)
Note that, by the assumption (e 20.23),
tr ◦ pit ◦Φ(h) ≥ ∆(hˆ) for all h ∈ H′1, (e 20.78)
where tr is the normalized trace on F2.
By applying 6.7 of [18], using (e 20.78), (e 20.75) and (e 20.77), there exists a continuous path
of unitaries, {U˜i,i+1(t) : t ∈ [ti, ti+1]} ⊂ F2 such that
U˜i,i+1(ti) = idF2 , U˜i,i+1(ti+1) = (ziw
∗
iwi+1z
∗
i+1), (e 20.79)
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and
‖U˜i,i+1(t)piti ◦ Φ(f)U˜i,i+1(t)∗ − piti ◦Φ(f)‖ < ε/32 (e 20.80)
for all f ∈ F and for all t ∈ [ti, ti+1]. Define W ∈ C˜ by
W (t) = (wiz
∗
i )U˜i,i+1(t) for all t ∈ [ti, ti+1], (e 20.81)
i = 0, 1, ..., n − 1. Note that W (ti) = wiz∗i , i = 0, 1, ..., n. Note also that
W (0) = w0z
∗
0 = h0(wez
∗
e )⊕ (1F2 − h0(1F1) and (e 20.82)
W (1) = wnz
∗
n = h1(wez
∗
e ). (e 20.83)
So W ∈ C˜. One then checks that, by (e 20.29), (e 20.80) , (e 20.72) and (e 20.30),
‖W (t)((pit ◦ Φ)(f)W (t)∗ − (pit ◦Ψ)(f)‖ (e 20.84)
< ‖W (t)((pit ◦ Φ)(f))W (t)∗ −W (t)((piti ◦ Φ)(f))W ∗(t)‖ (e 20.85)
+‖W (t)(piti ◦Φ)(f)W (t)∗ −W (ti)(piti ◦ Φ)(f)W (ti)∗‖ (e 20.86)
+‖W (ti)((piti ◦ Φ)(f)W (ti)∗ − (wi(piti ◦Φ)(f)w∗i )‖ (e 20.87)
+‖wi(piti ◦ Φ)(f)w∗i − piti ◦Ψ(f)‖ (e 20.88)
+‖piti ◦Ψ(f)− pit ◦ Φ(f)‖ (e 20.89)
< ε1/16 + ε/32 + δu + ε1/16 + ε1/16 < ε (e 20.90)
for all f ∈ F and for t ∈ [ti, ti+1].
Corollary 20.8. Lemma 20.7 holds for D,C ∈ M0 with continuous scales.
Proof. Note that C∗-algebras in M0 are inductive limits of C∗-algebras in R with injective
connecting maps. It is then easy to see that the lemma holds for D,C ∈ M0.
Lemma 20.9. Let A be a non-unital C*-algebra and T (A) 6= ∅, let U be an infinite dimensional
UHF-algebra and B ⊂ A be a hereditary C∗-subalgebra of B. Suppose that there exists e ∈ A+
with ‖e‖ = 1 and eb = be = b for all b ∈ B. Then there is a unitary w ∈ A˜⊗ U with the form
w = exp(ipi(e ⊗ h)) for some h ∈ Us.a. with τU (h) = 0 (where τU is the unique tracial state of
U) such that for any unitary u = λ+ x ∈ A˜ with λ ∈ T ⊂ C and x ∈ B, one has, for any b ∈ B
and f ∈ C(T),
τ(bf((u⊗ 1)w)) = τ(b)τ(f(1A ⊗ exp(ih))) = τ(b)
∫
T
fdm (e 20.91)
and for all τ ∈ T (A⊗U), where m is the normalized Lebesgue measure on T. Moreover, for any
a ∈ B and τ ∈ T (A ⊗ U), τ((a ⊗ 1)wj) = 0 if j 6= 0. Furthermore, if A has continuous scale,
then, for any ε > 0, and any N ≥ 1, one can choose e such that
|τ((u ⊗ 1)w)j)| < ε for all 0 < |j| ≤ N. (e 20.92)
Proof. Denote by τU the unique trace of U . Then any trace τ ∈ T (A ⊗ U) is a product trace,
i.e.,
τ(a⊗ b) = τ(a⊗ 1)⊗ τU(b), a ∈ A, b ∈ U.
Pick a selfadjoint element h ∈ U such that the spectral measure of the unitary w0 = exp(ih)
is the Lebesque measure (a Haar unitary). Moreover, sp(h) = [−pi, pi] and τ(h) = 0.
Then one has, for each n ∈ Z,
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τU (w
n
0 ) =
{
1, if n = 0,
0, otherwise.
Put w = exp(i(e⊗ h)) ∈ A˜⊗ U. Thus w =∑∞k=0 iek⊗hkk! . Hence, for any τ ∈ T (A⊗U), one has,
for each n ∈ Z,
τ(b((u ⊗ 1)w)n) = τ(b(un ⊗ 1)(e⊗ 1)(1 ⊗ wn0 )) = τ(bun ⊗ 1)τU (wn0 ) =
{
1, if n = 0,
0, otherwise;
and therefore
τ((b⊗ 1)P (u ⊗ 1)w)) = τ(b)τ(P (1 ⊗ w)) = τ(b)
∫
T
P (z)dm
for any polynomial P . Similarly, τ(bP (u ⊗ w)∗) = τ(b) ∫T P (z¯)dm for any polynomial P. Since
polynomials of z and z−1 are dense in C(T), one has
τ((b⊗ 1)f((u⊗ 1)w)) = τ(b)τ(f(1⊗ w)) = τ(b)
∫
T
fdm, f ∈ C(T),
as desired.
For the second part of this lemma, assume that A has continuous scale. Then, for any δ > 0
and any integer N1 ≥ 1, we can choose e1, e ∈ A+ such that 1 ≥ e ≥ e1, e1e = ee1 = e1
τ(ek) ≥ τ(eN11 ) > 1− δ for all τ ∈ T (A) and k ∈ N. Fix N and ε > 0. a simple calculation shows
the second part of the lemma follows by choosing sufficiently small δ and large N1.
Proposition 20.10. Let C be a non-unital amenable simple C∗-algebra and let U be an infinite
dimensional UHF-algebra. For any δ > 0, δc > 0, 1 > σ1, σ2 > 0, any finite subset G ⊂ C⊗C(T),
any finite Gc ⊂ C˜, any finite subset H1 ⊂ C(T)+ \{0} and any finite subset H2 ⊂ (C⊗C(T))s.a.
and any integer N ≥ 1, there exist δ1 > 0 and a finite subset G1 ⊂ C satisfying the following:
For any unital G1-δ1-multiplicative contractive completely positive linear map L : C → A and
a unitary u ∈ A˜ with ‖L(g), u]‖ < δ1 for all g ∈ G1, where A is another non-unital C∗-algebra
with T (A) 6= ∅ and with continuous scale, there exists a positive element e ∈ A with ‖e‖ = 1 and
h ∈ U satisfying the following: there are unital G-δ-multiplicative completely positive contractive
linear maps L1, L2 : C˜ ⊗ C(T)→ B˜ such that
|τ(L1(f))− τ(L2(f))| < σ1 for all f ∈ H2, τ ∈ T (B), and (e 20.93)
τ(g(w)) ≥ σ2(
∫
gdm) for all g ∈ H1, τ ∈ T (B), (e 20.94)
where B = A⊗ U and m is the normalized Lebesgue measure on T, and
‖Li(c⊗ 1C(T))− L∼(c) ⊗ 1U‖ < δc for all c ∈ Gc, i = 1, 2, (e 20.95)
‖L1(c⊗ zj)− L∼(c)(u exp(ie⊗ h))j‖ < δc for all c ∈ Gc and (e 20.96)
‖L2(c⊗ zj)− L(c)∼ exp(ie⊗ h)j‖ < δc for all c ∈ Gc (e 20.97)
and for all 0 < |j| ≤ N, where L∼ : C˜ → A˜ is the unital extension of L. Moreover, τ(e⊗ h) = 0
for all τ ∈ A⊗Q.
Proof. Without loss of generality, we may assume that there are finite subsets Gc,Hc,1 ⊂ C˜ such
that G = {c⊗1C(T) : c ∈ Gc}∪{1, 1C˜⊗z, 1C˜⊗z∗} andH2 = {c⊗1C(T) : c ∈ Hc,1}∪{1⊗b : b ∈ HT },
where HT ⊂ C(T)s.a.. We may assume that 1C˜ ∈ Gc, 1C˜ ∈ Hc,1 and 1C(T) ∈ HT . We may also
assume that ‖a‖ ≤ 1 for all a ∈ Gc ∪H2. Put
G0 = {cd⊗ gf : c, d ∈ Gc ∪Hc,1, g, f ∈ {z, z∗} ∪ HT }.
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Fix δ, δc > 0, σ1, σ2 > 0. Put ε = min{δ/4, δc/4, σ1/4, σ2/4}.
Let δ′1 > 0 and G0m ⊂ C˜ be a finite subset such that there is a G0-ε-multiplicative completely
positive contractive linear map L′ : C˜ ⊗ C(T) → D, for any C∗-algebra D and any G0m-δ′1-
multiplicative completely positive contractive linear map L′′ : C˜ → D, such that
‖L′(g ⊗ 1C(T))− L′′(g)‖ < ε for all g ∈ G0. (e 20.98)
Let G1 = G0 ∪ G0m and δ1 = min{δ′1/4, ε/4}.
Now suppose that L : C˜ → A˜ is a G1-δ1-multiplicative completely positive contractive linear
map and u ∈ A˜ is a unitary. Without loss of generality, we may assume that there are positive
elements e1, e ∈ A with ‖e1‖ = 1 = ‖e‖ such that
e1L(g) = L(g)e = L(g) for all g ∈ C, ee1 = e1e = e1 and τU (e1) > 1− ε. (e 20.99)
Furthermore, without loss of generality, we may assume that L(c) = e1L(c)e1 for all c ∈ C. Let
h ∈ U be as in 20.9. Let v = exp(ie⊗ h). Note that τU(ej) > 1− ε for all j ∈ N. We can choose
e so that both (e 20.91) and (e 20.92) hold. This lemma then follows from an easy application
of 20.9 and Lemma 2.8 of [30] (with L1 = Φv1,L and L2 = Φv2,L, where v1 = u(exp(ie⊗ h)) and
v2 = exp(ie⊗ h).
Lemma 20.11. Let A ∈ M0 with continuous scale. For any 1 > ε > 0 and any finite subset
F ⊂ A, there exist δ > 0, σ > 0, a finite subset G ⊂ A satisfying the following:
Let B = B1 ⊗ U, where B1 ∈ M0 with continuous scale which satisfies the UCT and U is
UHF-algebras of infinite type. Suppose that ϕ : A→ B is a homomorphism.
If u ∈ U(B˜) is a unitary such that
‖[ϕ(x), u]‖ < δ for all x ∈ G, (e 20.100)
there exists a continuous path of unitaries {u(t) : t ∈ [0, 1]} ⊂ U(B˜) such that
u(0) = u, u(1) = 1B˜ , (e 20.101)
‖[ϕ(a), u(t)]‖ < ε for all a ∈ F and for all t ∈ [0, 1]. (e 20.102)
Proof. Fix a finite subset G′ ⊂ A1 and ε′ > 0, there exists a positive element e′, e′′, e′′′ ∈ B′ \{0}
with ‖e′‖ = 1 = ‖e′′‖ = ‖e′′′‖, e′e′′ = e′′e′ = e′ such that e′′′e′ = e′e′′′ = 0.
‖ϕ(g)e′ − ϕ(g)‖ < ε′/2 and ‖e′ϕ(g) − ϕ(g)‖ < ε′/2 for all g ∈ G′. (e 20.103)
Let piB∼ : B˜ → C be the quotient map. Without loss of generality, we may assume that
piB∼(u) = 1C. Since U(B˜) = U0(B˜), we may write u =
∏m
i=1 exp(ihj0) for some hj0 ∈ B˜s.a..
Write hj,0 = rj + h
′
j0, where rj ∈ R and h′j0 ∈ Bs.a.. Note that
∑m
j=1 rj = 2piku for ku ∈ Z.
Therefore u =
∏m
j=1 exp(ih
′
j0). We may also assume, without loss of generality, that u = 1 + x,
where x ∈ e′′Be′′. It is easy to find an element h0 ∈ e′′′Be′′ such that τ(h0) =
∑m
j=1 h
′
j0 for
τ ∈ T (B). Let u′(t) = exp(ith0) for all t ∈ [0, 1]. Note that
uu′(0) = u and uu′(1) ∈ CU(B˜). (e 20.104)
Moreover, by (e 20.103),
‖ϕ(g)u′(t)− u′(t)ϕ(g)‖ < 2ε′ for all g ∈ G′ and for all t ∈ [0, 1]. (e 20.105)
In other words, we have just reduced the general case to the case that u ∈ CU(B˜).
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Let
∆0(hˆ) = inf{τ(ϕ(h)); τ ∈ T (B)} for all h ∈ A˜1+ \ {0}. (e 20.106)
Since both A and B are simple, ∆0(h) > 0 for all h ∈ A+ \ {0}. If h ∈ A˜+ \ {0}, then ehe ≥ 0
for all e ∈ A+. It is then easy to see that ehe 6= 0 for some e ∈ A+. Therefore ∆0(hˆ) > 0 for all
h ∈ A˜+ \{0}. Put ∆ = ∆0/2. Since U is strongly self absorbing, we may reduce the general case
to the case that ϕ : A→ B1 ⊗ 1U and u ∈ B˜1.
Define ∆1 : (A⊗ C(T))q,1+ \ {0} → (0, 1) by
∆1(hˆ) = sup{∆(h1)τm(h2)
4
: hˆ ≥ ĥ1 ⊗ h2 and h1 ∈ A+ \ {0}, h2 ∈ C(T)+ \ {0}}. (e 20.107)
Let F1 = {a ⊗ b : a ∈ F and b ∈ {1, z, z∗}}. Put A1 = A˜ ⊗ C(T). Let γ1 > 0, γ2 > 0, δ > 0
be positive numbers, and, H1 ⊂ (A1)1+ \ {0}, H2 ⊂ A1 and G ⊂ A1 be finite subsets given
by 20.8 (referring to 20.7) for ε/16 (instead of ε) and F1 (instead of F). Without loss of
generality, we may assume that G = {a ⊗ g : a ∈ Ga and g ∈ {1, z, z∗}}, where Ga ⊂ A is a
finite subset containing 1A˜, and H1 = {a ⊗ g : a ∈ H1a and g ∈ H1T }, where Ha ⊂ A1+ \ {0}
and H1T ⊂ C(T)1+ \ {0} are finite subsets containing identities. We may also assume that
H2 = {a ⊗ g : a ∈ H2a and g ∈ H2T }, where H2a and H2T are finite subsets containing
identities. We may also assume that every element in H1T and H2T is a polynomial of z, z∗
with degree no more than an integer N. Furthermore, all the coefficients have absolute values
no more than M for some M ≥ 1.
Choose
σ1 = min{γ1/2, inf{∆1(hˆ) : h ∈ H1}/4MN and (e 20.108)
σ2 = 1− γ2/16MN. (e 20.109)
Choose δc = min{ε/16, σ1/4, σ2/4}/4MN and Gc = F ∪ Ga ∪H1a ∪H2a. Let G′c ⊂ A be a finite
subset such that every element a ∈ Gc has the form a = λ+ b for some λ ∈ C and b ∈ G′c.
Let δ1 > 0 and G1 ⊂ A be the finite subset required by 20.10 for the above given δ, δc, σ1,
σ2, H1, H2 and G. Without loss of generality, we may assume that G1 ⊃ G′c. Furthermore,
Now assume that u ∈ CU(A˜) such that
‖[u, ϕ(a)]‖ < δ1 for all a ∈ G1. (e 20.110)
Applying 20.10, we obtain e ∈ (B1)+ with ‖e‖ = 1 and h ∈ Us.a. satisfying the conclusions
of 20.10. Note that we may assume that
eϕ(g) = ϕ(g)e for all g ∈ G1. (e 20.111)
Put v1 = u exp(ie⊗ h) and v2 = exp(ie ⊗ h). Note that τ(e⊗ h) = 0 so v2 ∈ CU(B˜).
Let L1 and L2 be given by 20.10. Note by (e 20.95), (e 20.96) and (e 20.97), we may write
L1 = Φv1,ϕ and L2 = Φv2,ϕ. Then, by (e 20.93), (e 20.91) and the choice of δc, we have
τ(Li(h)) ≥ ∆1(hˆ) for all h ∈ H1 i = 1, 2. (e 20.112)
We also have dist(v¯1, v¯2) = 0. Then, by (e 20.93) and applying 20.8, we obtain a unitary W ∈ B˜
such that
‖W ∗L2(f)W − L1(f)‖ < ε/16 for all f ∈ F1. (e 20.113)
117
Therefore
‖[L(a), W ∗v2W ]‖ < ε/8 and ‖L(a)−W ∗L(a)W‖ < ε/8 for all a ∈ F (e 20.114)
and ‖v1 −W ∗v2W‖ < ε/8. (e 20.115)
Let v∗1W
∗v2W = exp(ih1) for some h1 ∈ B˜s.a. such that ‖h1‖ ≤ 2 arcsin(ε/16). Now define
u(t) = u exp(i3t(e ⊗ h)) for t ∈ [0, 1/3], u(t) = u(1/3) exp(i3(t − 1/3)h1) for t ∈ (1/3, 2/3] and
u(t) = u(2/3)W ∗ exp(i(3(1 − t))(e⊗ h)W. So {u(t) : t ∈ [0, 1]} is a continuous path of unitaries
in B˜ such that u(0) = u and u(1) = 1B˜ . Moreover, we estimates, by (e 20.111) and (e 20.114),
that
‖[ϕ(a), u(t)]‖ < ε for all a ∈ F . (e 20.116)
Corollary 20.12. Let A,B ∈ D be two separable C∗-algebra with continuous scale and with
Ki(A) = Ki(B) = {0} (i = 0, 1) which satisfy the UCT. Suppose that ϕ1, ϕ2 : A → B are two
homomorphisms such that
(ϕ1)T = (ϕ2)T . (e 20.117)
Then there is a continuous path of unitaries {u(t) : t ∈ [0, 1)} ⊂ B˜ with u(0) = 1 such that
lim
t→∞
Adu(t) ◦ ϕ1(a) = ϕ2(a) for all a ∈ A. (e 20.118)
Proof. The proof of 19.1 (see also 11.5) shows that there exists a sequence of unitaries {un} ⊂ B˜
such that
lim
t→∞
Adun ◦ ϕ1(a) = ϕ2(a) for all a ∈ A. (e 20.119)
Note that U(B˜) = U0(B˜). It is then standard, by applying 20.11 repeatedly, one can obtain a
required continuous path of unitaries.
Theorem 20.13. Let A be a non-untal separable finite simple C∗-algebra with finite nuclear
dimension and with KK(A,D) = 0 for all separable C∗-algebras D which satisfies the UCT.
Then A ∈ D0. Without assuming continuous scale, gTR(A) ≤ 1.
Proof. It suffices to consider the case that A has continuous scale. By [51], A ∼= A ⊗ Z. It
follows from 17.6 that it suffices to show that A ⊗ Z is tracially approximate divisible in the
sense of 14.1. Let B = A ⊗Q. Then, by 17.6, B ∈ D0. Note, by 19.1, B ∼= C, where C ∈ M0.
Moreover C ∼= A⊗U for any UHF-algebra U. To simplify notation, we write B = C. Pick a pair
of relatively prime supernatural numbers p and q. Let
Zp,q = {f ∈ C([0, 1], Q) : f(0) ∈Mp ⊗ 1 and f(1) ∈Mq ⊗ 1} and (e 20.120)
D ⊗Zp,q = {f ∈ C([0, 1],D ⊗Q) : f(0) ∈ D ⊗Mp ⊗ 1 and f(1) ∈ D ⊗Mq ⊗ 1} (e 20.121)
for any C∗-algebra D. Note, by [46], Z is a stationary inductive limit of Zp,q. Therefore, it
suffices to show that A⊗Zp,q is (tracially) approximately divisible. Since B ∼= B⊗Q, it suffices,
then, to show the following, for any finite subset F ⊂ A ⊗ Zp,q and any ε > 0, there exists a
homomorphism Φ : B ⊗Zp,q → A⊗Zp,q such that
dist(f,Φ(B ⊗Zp,q)) < ε for all f ∈ F . (e 20.122)
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Let ϕp : B ⊗Mp → A ⊗Mp and ϕq : B ⊗Mq → A ⊗Mq be isomorphisms given by 19.1.
Moreover, since T (B) = T (A) = T (A⊗Mq) = T (A⊗Mq), we may assume that (ϕq)T = (ϕq)T ,
by 19.1. Let ψp : B ⊗Mp ⊗Mq = B ⊗ Q → A ⊗Mp ⊗Mq = A ⊗ Q given by ψp = ϕp ⊗ idMq
and let ψq = ϕq ⊗ idMp : B ⊗ Q → A ⊗ Q. Now (ψp)T = (ψq)T . It follows from 20.12 that
there exists a continuous path of unitaries {u(t) : t ∈ [0, 1)} ⊂ A ⊗ Q with u(0) = 1 and
limt→1 u
∗(t)ψp(a)u
∗(t) = ψq(a) for all a ∈ B ⊗Mp ⊗Mq. Define, for each a(t) ∈ B ⊗Zp,q,
Φ(a(t)) = u∗(t)ψp(a(t))u(t) for all t ∈ [0, 1) and Φ(a(1)) = ψq(a(1)). (e 20.123)
One then checks that Φ defines an isomorphism from B ⊗ Zp,q onto A⊗Zp,q.
The proof of Theorem 1.2:
Proof. This immediately follows from 1.1 and the above.
The proof of Corollary 1.3:
Proof. If A has finite nuclear dimension, then by [47], A⊗W is Z-stable. If T˜ (A) = {0}, then
A ⊗W is purely infinite and non-unital. Since Ki(A ⊗W ) = {0} (i = 0, 1), A ⊗ K ∼= O2 ⊗ K
by [38] (see also [21]). In the case that T˜ (A) 6= ∅, then gTR(A ⊗W ) ≤ 1 by 20.13. Thus 1.3
follows from 1.2.
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