Abstract. In this paper we solve a generalized quadratic Jensen type functional equation
Introduction
S. M. Ulam (see [26] ) proposed the stability problem : "When is it true that by slightly changing the hypothesis of a theorem one can still assert that the thesis of the theorem remains true or approximately true?" The case of approximately additive mappings was solved by D. H. Hyers [3] . Th. M. Rassias [17] proved a substantial generalization of the result of Hyers and also P. Gȃvruta [2] obtained a further generalization of the Hyers-Ulam-Rassias theorem (see also [1] [2] [3] [4] ). Later, many Rassias and Gȃvruta type theorem concerning the stability of different functional equations were obtained by numerous authors (see, for instance, [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] ).
In this paper we deal with a generalized quadratic Jensen type functional equation
where m and n are nonzero integers with m + 1 = 2n. The author [15] solved the quadratic Jensen type functional equation 9f
x + y + z 3 + f (x) + f (y) + f (z)
and investigated the Hyers-Ulam-Rassias stability of this equation. T. Trif ([25] ) generalized the above result for n variables with a quadratic equation deriving from an inequality of Popoviciu for convex functions. But the equation (1) is an another generalized form of the equation (2) for two vatiables.
In section 2, we solve the equation (1) . In section 3, we prove the stability of the equation (2) in the spirit of Hyers, Ulam, Rassias and Gȃvruta. 
Solution of the equation (1)
and
for all x, y, z ∈ X.
First we claim that Q is quadratic. That is,
for all x, y ∈ X. Putting z = 0 and y = −x in (3) yields
for all x ∈ X. Putting y = z = 0 in (3) yields (6) for all x ∈ X. By (3), (5) and (6), we have
for all x, y, z ∈ X. By replacing z = −x in (7) we get
Secondly we claim that A is additive. Putting y = z = 0 in (4) yields
for all x ∈ X. Putting y = x and z = −x in (4) yields
for all x ∈ X. By (8) and (9) we have 2A(x) = A(2x) for all x ∈ X. Putting y = z = 0 and replacing x by 2x in (4) we get
for all x ∈ X. Replacing y by 2x and z by −x in (4) we have
for all x ∈ X. By (10) and (11) we have 3A(x) = A(3x) for all x ∈ X.
Suppose that A((k − 1)x) = (k − 1)A(x) and A(kx) = kA(x) for some integer k. Putting y = z = 0 and replacing x by kx in (4) we get
for all x ∈ X. Replacing y by kx and z by −x in (4) we have
for all x ∈ X. By (12) and (13), we have n (14) for all integer k and all x ∈ X. By (4) and (14) we get
for all x, y, z ∈ X and m + 1 = 2n.
In the case n = m = 1, if we replace z = −x − y in (15), we have
Therefore A is additive.
(Sufficiency) This is obvious.
3. Hyers-Ulam-Rassias stability of the equation (1) Throughout this section X and Y will be a normal linear space and a real Banach space, respectively. Let m, n = 0, ±1 be fixed integers with m + 1 = 2n and let ϕ : X × X × X → [0, ∞) be a mapping satisfying one of the condition (a), (b) and one of the condition (c), (d) :
for all x, y, z ∈ X. One of the conditions (a), (b) will be needed to derive a quadratic function and one of the conditions (c), (d) will be needed to derive an additive function in the following theorem.
for all x ∈ X, i = 1 or 2, where
,
for all x ∈ X. The function Q, A and the element B are given by
for all x ∈ X and B = f (0).
for all x, y, z ∈ X. Putting z = 0 and y = −x in (17) and dividing by 2 yields
Replacing x by nx in (18) and dividing by n 2 we have
for all x ∈ X. Assume that ϕ satisfies the condition (a)
for all k ∈ N and x ∈ X. An induction argument implies
for all k ∈ N and x ∈ X. Hence
for all k, l ∈ N with k > l and x ∈ X. This shows that {
n 2k } is a Cauchy sequence for all x ∈ X and thus converges. Therefore we can define a function Q : X → Y by
for all x ∈ X.
Then Q(0) = 0, Q(−x) = Q(x), and Q(nx) = n 2 Q(x) for all x ∈ X. By (17) we have
Thus we get
for all x, y, z ∈ Y . By the same method as that of the proof of Theorem 2.1, we have
for all x, y ∈ X and so Q is quadratic. Taking the limit in (21) as k → ∞, we have
If Q is another quadratic function satisfying (23), then Q (0) = 0, Q (2x) = 4Q (x), and Q (−x) = Q (x) for all x ∈ X. Replacing y by 2x in Q (x + y) + Q (x − y) = 2Q (x) + 2Q (y) we have Q (3x) + Q (−x) = 2Q (x) + 2Q (2x) and so Q (3x) = 9Q (x) for all x ∈ X. An induction argument implies
Thus we have
for all k ∈ N and x ∈ X. Therefore we can conclude that Q(x) = Q (x) for all x ∈ X.
Assume that ϕ satisfies condition (b). Putting y = z = 0 in (17)
for all x ∈ X. Hence (25)
for all x ∈ X. Replacing x by mx in (25) and dividing by m 2 we have (26)
for all x ∈ X. By the same proof as that of the case (a), we can define a function Q : X → Y by
and also we easily have that Q is a unique quadratic function such that
for all x, y, z ∈ X. Putting y = z = 0 in (28) we get
for all x ∈ X. Putting y = x and z = −x in (28) we get
for all x ∈ X. By (29) and (30) we have
for all x ∈ X. Assume that ϕ satisfies condition (c). Replacing x by nx and dividing by 2n 2 in (31) we have
for all x ∈ X. Replacing x by 2 k−1
x and dividing by 2
we obtain
for all x ∈ X. An induction argument implies
for all x ∈ X and k ∈ N . Hence
Cauchy sequence for all x ∈ X and thus converges. Therefore we can define a function A : X → Y by
Note that A(0) = 0, A(−x) = −A(x), and A(2x) = 2A(x) for all x ∈ X. By (28) we have
for all x, y, z ∈ X. By the same method as the that of the proof of Theorem 2.1, we have A(x + y) = A(x) + A(y) for all x, y ∈ X and so A is additive. Taking the limit in (34) as k → ∞ we obtain
for all x ∈ X. If A is another additive mapping satisfying (35) then we have
for all k ∈ N and x ∈ X. Therefore we can conclude that A(x) = A (x) for all x ∈ X. Assume that ϕ satisfies that the condition (d). Dividing by n 
for all x ∈ X. Replacing x by in (36) we have
for all i ∈ N and x ∈ X. Hence 
