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Abstract 
Concern towards power quality (PQ) has increased immensely due to the growing usage of high 
technology devices which are very sensitive towards voltage and current variations and the 
de-regulation of the electricity market. The impact of these voltage and current variations can lead 
to devices malfunction and production stoppages which lead to huge financial loss for the produc-
tion company. The deregulation of electricity markets has made the industry become more com-
petitive and distributed. Thus, a higher demand on reliability and quality of services will be re-
quired by the end customers. To ensure the power supply is at the highest quality, an automatic 
system for detection and localization of PQ activities in power system network is required. This 
paper proposed to use Slantlet Transform (SLT) with Support Vector Machine (SVM) to detect and 
localize several PQ disturbance, i.e. voltage sag, voltage swell, oscillatory-transient, odd-harmonics, 
interruption, voltage sag plus odd-harmonics, voltage swell plus odd-harmonics, voltage sag plus 
transient and pure sinewave signal were studied. The analysis on PQ disturbances signals was 
performed in two steps, which are extraction of feature disturbance and classification of the dis- 
turbance based on its type. To take on the characteristics of PQ signals, feature vector was con-
structed from the statistical value of the SLT signal coefficient and wavelets entropy at different 
nodes. The feature vectors of the PQ disturbances are then applied to SVM for the classification 
process. The result shows that the proposed method can detect and localize different type of single 
and multiple power quality signals. Finally, sensitivity of the proposed algorithm under noisy con-
dition is investigated in this paper. 
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1. Introduction 
In recent years, the traditional structures of power system have changed, and the electrical system can no longer 
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be handled as a single entity. The electricity industry is evolving into a distributed and competitive industry in 
which market forces drive the price of electricity and reduce the net cost through increased competition [1]. This 
changes which is known as the deregulation of the electricity industry, has changes the status of electrical power 
into a product based quantity. These have changed the electricity market to be customer oriented market [1]. On 
the other hand, the growing usage of high technology devices at the customer side as well as at the generation 
side had contributes toward the generation of power quality disturbances in the power network. And ironically, 
all of these equipments are also very sensitive towards power quality disturbances [2]. Owing to the fact that these 
problems directly affect consumers in production times and costs, nowadays there is a demand by industry for 
continuous monitoring power systems [3]. 
Signal processing has been widely used for analyzing power signals for purpose of automatic PQ disturbance 
recognition. The most widely used signal processing techniques in extracting features of disturbances from a 
large number of power signals are the fast Fourier transform (FFT) and the windowed Fourier transform which 
comprises of the short time Fourier transform (STFT) and the wavelet transform [4]. Wavelets have been exten-
sively used by the researchers during the last decade due to its capability to decompose signals into frequency- 
dependent components. It is equivalent to applying a set of subband filters with an octave bandwidth relation, 
however. The DWTs has been identified as an excellent tool for automatically detecting multiscale singularities 
in a signal [1]. 
Recently, SLT has been proved as a better compression technique for PQ data [5]. SLT which has a better 
time localization as compared to discrete wavelet transform (DWT), is actually an orthogonal DWT with two 
zero moments. It use a special cases of a class of bases described by Alpert, retains the octave-band characteris-
tic and piecewise linear (but discontinuous). The SLT filter is implemented in the parallel structure and each of 
the filters are not products. Therefore, SLT has extra degree of freedom and lengths of the filter are shorter 
compare to DWT. In this paper, the applications of SLT in detecting and extracting features of single and mul-
tiple power quality disturbances has been investigated. 
Eight types PQ disturbances signals which are voltage sag, voltage swell, oscillatory-transient, odd-harmonics, 
interruption, voltage sag plus odd-harmonics, voltage swell plus odd-harmonics, and pure sine-wave signal have 
been generated using parametric equation and have been analyzed using SLT. In this work, the features are ob-
tained from the time-frequency domain data of approximation and details signal of SLT. The standard statistical 
features and wavelet entropies that have been extracted are max, min, standard deviation, mean, energy entropy 
and log energy entropy. The result shows that the proposed method can detect and extract several features of 
different type of single and multiple power quality signals. Finally, sensitivity of the proposed algorithm under 
noisy condition is investigated in this paper. 
2. Methodology 
2.1. PQ Data Generation 
In this paper, the eight types of the PQ disturbance signals have been generated using parametric equations 
based on the given IEEE Standards 1159-2009 and the equations are given in Table 1. Waveform with 256 
cycles at sampling frequency 12.8 kHz have been generated for a total of 65,536 sample points. The fundamen- 
tal frequency is generated at 50 Hz frequency. 
2.2. The Slantlet Transform 
The SLT was first introduced by Ivan W. Selesnick in 1999 [6]. The SLT is an orthogonal Discrete Wavelet 
Transform (DWT) with two zero moments, improved time localization, and is based on designing different fil- 
ters that are not product for each scale [7]. 
The structure of SLT filter bank depends on the number of scale of SLT that being used. For l-scale SLT filter 
bank has 2l channels. The first channel consists of filter ( )lh n , followed by filter ( )lf n  in the second channel. 
Both ( )lh n  and ( )lf n  are to be followed by down sampling by 2l. The remaining 2l-2 channels are filtered 
by ( )ig n  and its shifted time-reverse for 1, , 1i l= − . These remaining channels are to be followed by down 
sampling by 12i+  [6]. The proposed SLT filter bank in this study use 2-scales and it have 4 channels of filters. 
The general structure of 2-scales SLT filter bank is shown in Figure 1. 
The ( )lh n  ( )lf n  and ( )ig n  filters are piecewise linear, hence each filter can be represented as the sum 
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Table 1. Parametric equation for PQ disturbances signal. 
PQ Disturbance 
Signal Generation 
Equation Parameter Variation 
Pure ( ) ( )sinf t A tω=  Frequency = 50 Hz, A = 1 
Sag ( ) ( ) ( )( )( ) ( )1 21 sinf t A u t t u t t tα ω= − − − −  0.1 0.9α≤ ≤ , 2 1 9T t t T≤ − ≤  
Swell ( ) ( ) ( )( )( ) ( )1 21 sinf t A u t t u t t tα ω= + − − −  0.1 0.8α≤ ≤ , 2 1 9T t t T≤ − ≤  
Interruption ( ) ( ) ( )( )( ) ( )1 21 sinf t A u t t u t t tα ω= − − − −  0.9 1α≤ ≤ , 2 1 9T t t T≤ − ≤  
Odd-Harmonics ( ) ( ) ( ) ( ) ( )( )1 3 5 7sin sin 3 sin 5 sin 7f t A t t t tα ω α ω α ω α ω= + + +  3
0.05 0.15α≤ ≤ , 50.05 0.15α≤ ≤ ,
70.05 0.15α≤ ≤ , 
2 1iα∑ =  
Oscillatory 
Transient ( ) ( ) ( )( )( ) ( )( )1 1sin exp sinosc osc oscf t t t t t tω α τ ω= + − − −  
osc 0.008 0.04 sτ = − ,  
osc 1 5 kHzω = −  
Sag + Harmonic 
( ) ( ) ( )( )( ) ( )
( ) ( ) ( ) ( )( )
1 2
1 3 5 7
1 sin
           sin sin 3 sin 5 sin 7
f t A u t t u t t t
t t t t
α ω
α ω α ω α ω α ω
= − − − −
× + + +
 
0.1 0.9α≤ ≤ , 2 1 9T t t T≤ − ≤ , 
30.05 0.15α≤ ≤ , 50.05 0.15α≤ ≤ , 
70.05 0.15α≤ ≤ , 
2 1iα∑ =  
Swell + Harmonic 
( ) ( ) ( )( )( ) ( )
( ) ( ) ( ) ( )( )
1 2
1 3 5 7
1 sin
            sin sin 3 sin 5 sin 7
f t A u t t u t t t
t t t t
α ω
α ω α ω α ω α ω
= − − + −
× + + +
 
0.1 0.8α≤ ≤ , 2 1 9T t t T≤ − ≤ ,
30.05 0.15α≤ ≤ , 50.05 0.15α≤ ≤ , 
70.05 0.15α≤ ≤  
2 1iα∑ =  
 
of a DC and a linear term. The general equation of ( )lh n , ( )lf n  and ( )ig n  are given as follow [6]: 
( ) ( )
0,0 0,1
1
1,0 1,1
, for  0, , 2 1;
1 , for  2 , , 2 1.
i
i i i
a a n n
g n
a a n n +
 + = −= 
+ − = −


                        (1) 
( ) ( )
0,0 0,1
1
1,0 1,1
, for  0, , 2 1;
1 , for  2 , , 2 1.
l
l l l
b b n n
h n
b b n n +
 + = −= 
+ − = −


                        (2) 
( ) ( )
0,0 0,1
1
1,0 1,1
, for  0, , 2 1;
1 , for  2 , , 2 1.
l
l l l
c c n n
f n
c c n n +
 + = −= 
+ − = −


                        (3) 
The SLT filters fulfilled the following conditions in order to have the orthogonality and zero moment condi-
tions [3]: 
1) The SLT filters are off to unit norms. 
2) They are orthogonal to theirs shifted time reverse. 
3) The ( )ig n  and ( )if n  filters annihilate linear discrete time polynomials. 
Now since the coefficient of each filter is orthogonal to its corresponding shifted time-reversal while preserv-
ing their piecewise linear characteristics, a satisfactory computation performance can be also ensured. As stated 
by [7], it is observed that SLT fulfilled most of the properties for PQ event analysis. This is because the SLT 
consist of oscillatory function so that analysis on oscillated signal can be performed. It also has short support of 
filter and has two vanishing moments which can be used to reduce the number of coefficient to be analyzed [7]. 
In this study, the features of the PQ disturbances have been extracted from all of the decomposition level of SLT 
filterbank. 
2.3. Support Vector Machine 
Support Vector Machines is a powerful methodology for solving problems in nonlinear classification, function  
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Figure 1. The structure of 2 scales SLT filterbank. 
 
estimation and density estimation in kernel based methods in general [8]-[10]. The basic idea is to find a hyper-
plane which separates the d-dimensional data perfectly into its two classes. Given the training data (x1, y1) … 
(xl, yl), x R∈ , where each data consists of M features. These features describes for a two-class problem as: 
{ }1, 1iy ∈ − +                                         (4) 
The SVM constructs the decision function given as, ( )g x w x b= ⋅ + , where w is the optimal solution and b 
is the bias parameter. These parameters are derived to classify the data correctly. An important concept in SVMs 
is the margin. A margin of a classifier is defined as the shortest distance between the separating boundary and an 
input training vector that can be correctly classified. For a soft-margin SVM, support vectors can lie on the mar-
gins as well as inside the margins. A soft-margin SVM is described as a quadratic optimization problem: 
2
, , 1
1min
2
N
iw b i
w C
ξ
ξ
=
 + 
 
∑                                    (5) 
where 0C ≥  is a user-specified regularization parameter that determines the trade-off between the upper bound 
on the complexity term and the empirical error [8]. 
If there were a “kernel function” K such that K ( ) ( ) ( ),i j i jx x x xϕ ϕ= ⋅ , then only K is used in training algo-
rithm, and never need to explicitly determine φ. Thus, kernel is a special class of function that allows inner 
products to be calculated directly in feature space. In this paper, the application of radial basis function (RBF) 
kernel has been used in order to classify the single and multiple PQ disturbance signals. The RBF kernel has 
been defined as in Equation (6). 
( ) ( )2, expK x y x yγ= − −                                 (6) 
where γ  is the width parameter of RBF function. The accuracy of the selected SVM relies on the selection of 
the kernel parameter, γ , and the regularization parameter, C . The proper value of ( ),C γ  will give higher 
classification rate and reduce the processing time [9]. The parameters ( ),C γ  should be determined prior to the 
training process. In this paper, parameters C  and γ  were chosen using 5 cross validation technique. 
2.4. Features Extraction 
The coefficient of ijD  at all decomposition levels are used to extract the feature of different type of PQ distur-
bances. Statistical feature and wavelet entropy like mean, maximum, minimum, standard deviation, energy and 
log energy entropy of the decomposition coefficient of ijD  are calculated using the equations in Table 2 [10]. 
2.5. The Overall Framework 
In this study, the use of the 2 scales SLT filter bank has been proposed. It consist of 4 channels of filters, which 
are ( )2h n , ( )2f n , ( )1g n  and its shifted time reverses. The parameter values of the filters are calculated using 
Equations (1)-(3). 
The process flow of extracting features with the application of 2 scales SLT filter bank are given in Figure 2. 
The process starts by applying the PQ signal for the transformation. Then the process of thresholding is done in 
which suitable threshold is chosen for discarding the SLT coefficients which are not having significant energy. 
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Table 2. Equation for features of PQ disturbances. 
Features 
Features Extraction 
Equation 
Energy 
2
1
N
ij ij
j
E D
=
= ∑  
Mean 
1
1 N
ij ij
j
D
N
µ
=
= ∑  
Standard Deviation ( )2
1
1
1
N
ij ij ij
j
D
N
σ µ
=
 
= − − 
∑  
Minimum ( )Min mini ijD=  
Maximum ( )Max maxi ijD=  
Log Energy Entropy 
1
LgEn log
N
i ij
j
E
=
= −∑  
a 1, 2, ,i l=   is the number of decomposition scales, while 1, 2, ,j N=   represent the number of coefficient for each decomposition level. 
 
 
Figure 2. The overall process flow of PQ detection and classification using SLT based SVM. 
 
The output signal from the analysis filterbank after the thresholding process, i.e. d1, d2, d3 and d4, will then be 
analyzed and processed so that several feature of PQ event can be extracted. These features will be used in clas-
sification system to identify the type of disturbance that exists in the given signals. Then the signal will be 
transform again by using inverse SLT/synthesis filterbank in order reconstructed original signal. Based on the 
constructed signal, the effectiveness of the thresholding process can be observed. 
The wavelet thresholding process has been applied to the SLT coefficient signals in order to de-noised the noisy 
signals. The threshold method for SLT coefficient that being used in this paper are hard threshold rule with Ri-
gorous SURE (RigSURE) and Heuristic SURE (HeurSURE) threshold selection method.  
3. Result and Analysis 
Figure 3 shows PQ signals generated based on the given parametric equation in Table 1. In this study, the appli-
cations of 2 scale SLT filters to analyze PQ disturbance signals have been performed. Similar to wavelet trans-
form, SLT deals with expansion of function in terms of a set of basic function which allowed the signals to be 
analyzed in time and frequency domain. The signal generated in wavelet domain will give some information due 
to the existence of disturbances in the signal and the duration of the disturbances. 
Figure 4 shows the output signal of 2 scale SLT synthesis filterbank for single PQ disturbance signal. Figures 
4(a)-(c) show the capabilities of SLT to detect single PQ disturbance signal at different frequency level. Center 
frequency for each SLT filterbank is calculated using Equation (7) [1] and the values are given in Table 3. 
2 ,    
3
1,2, ,
2
s
k k
f
f k M+= =                                    (7) 
where sf  is the sampling frequency and M is the total number of scales. 1kf =  represents the center frequency 
of the highest scale or high pass filter of SLT (g1(n)) and k Mf =  is the center frequency of the lowpass filter of 
SLT ( )( )2h n . 
In this study, the harmonic signals contain odd harmonics components, which are the third, fifth and seventh 
harmonics component. Since the harmonic component is in the range of 150 Hz to 350 Hz, the detection of the 
harmonic can be seen in the output filter of ( )2h n , along with the fundamental component of the signals. How-  
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Figure 3. Generated signal using parametric equation. 
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ever, as for higher frequency component of PQ signals, such as transient signals in Figure 4(c), the existence of 
the transient component can only be seen at the output signal of filter ( )2f n , as well as filter ( )1g n . Detection 
of multiple PQ disturbances is shown in Figures 5(a)-(b). 
RBF support vector machine have been utilized to classify all these eight types of PQ disturbance that have 
been studied in this paper. The classification process is made in Matlab2009a environment and 150 signals for 
each type of PQ disturbances have been generated using parametric equation in Table 1. The training and testing 
data are divided by using 1/3 distribution, which mean 2/3 of the generated signals will be used for training, and 
the rest will be used as testing data. Total of 6 × 4 × 150 × 8 features have been extracted from the simulated PQ 
signals. By using five cross validation technique, the optimized value of C and γ have been determined iteratively. 
In order to verify the robustness of the proposed method, several PQ signal added with AWGN with SNR 20 dB, 
25 dB and 30 dB have been feed to the proposed PQ detection and classification system. RigSURE and Heur-
SURE threshold selection method combined with hard threshold techniques have been applied to SLT coefficient 
signals. The results are shown in Table 4. 
 
 
(a) 
  
(b)                                                       (c) 
Figure 4. SLT signal coefficient for single PQ disturbance signal. (a) Sag; (b) Harmonics; (c) Transient. 
 
  
(a)                                                         (b) 
Figure 5. SLT signal coefficient for multiple PQ disturbance signal. (a) Sag and harmonics; (b) Sag and transient. 
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Table 3. Center frequency for SLT filters. 
Filter Center Frequency 
h2(n) 1200 Hz 
f2(n) 2400 Hz 
g1(n) 4800 Hz 
aThe shifted-time reverse filter of g1(n) has the same center frequency with g1(n). 
 
Table 4. Classification results. 
PQ Signals 
Classification Accuracy 
SLT + SVM SLT + RigSURE + SVM SLT + HeurSURE + SVM 
Clean Signals 98% - - 
20 dB AWGN - 70% 79% 
25 dB AWGN - 75% 81% 
30 dB AWGN - 79% 87% 
4. Conclusion 
The application of 2 scales SLT filter has been studied and analyzed. According to the simulated result, it is ob-
served that the 2 scales SLT capable to detect the single and multiple PQ disturbance signals with precise time 
localization. The extracted statistical and wavelet entropy data gives unique values and trend for different type 
of PQ disturbances signals, which are suitable for event identification. However, with the existence of noises in 
the signals, the performance of the proposed techniques degraded. This shows that the studied features of PQ 
signals varied or destroyed with this AWGN. Thus, more robust features for PQ disturbance signals should be 
proposed in future. 
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