ABSTRACT
INTRODUCTION
The development of cDNA microarrays as a biological research tool (Richmond et al., 1999; Spellman et al., 1998) has created a need for new ways of analyzing and storing the data sets obtained (Brazma and Vilo, 2000) . The data, which may represent the changes in expression of an excess of 10 000 genes, over say 50 different conditions or time points, is inherently complex and requires powerful analysis tools in order to be able to extract biologically relevant information. * To whom correspondence should be addressed.
Microarray data analysis can be divided into four main stages: image analysis (Yang et al., 2002a,b) , normalization (Dudoit et al., 2002; Yang et al., 2002c) , detection of differentially expressed genes (Kohonen , 1990; Newton et al., 2001 ) and data mining Hastie et al., 2000; Khan et al., 2001) . In this paper we focus on the normalization stage, introducing two novel normalization methods for cDNA microarrays that significantly improve on existing techniques. We illustrate the use of these methods with data from an experiment performed using five replicate microarrays containing 7744 spots representing 7212 unique Arabidopsis genes hybridized with independent experimental samples taken from alleles of the Arabidopsis amp1 mutant and the corresponding wild type ecotype (Helliwell et al., 2001) . Although only Arabidopsis data are presented, the techniques discussed are applicable to microarray datasets from any species.
MATERIALS AND METHODS: SLIDE, PIN
AND SPATIAL NORMALIZATION 2.1 Normalization of cDNA microarrays: current methods The aim of any normalization method is to remove the biases within each microarray involved in an experiment, so that the microarray data can be used for downstream analyses, such as detection of differentially expressed genes or multivariate analyses. As discussed in previous papers (Dudoit et al., 2002; Yang et al., 2002c; Finkelstein et al., 2002; Richmond and Somerville, 2000) , there are generally biases towards one or other of the red (Cy5) or green (Cy3) channels in microarray data.
The biases are primarily dependent on two features. The first is the average expression level, or fluorescence, over the red and green channel levels. The bias can be seen in Figure 1a , where the log(R/G) values are plotted against the average of the log(R) and log(G) values (the average log fluorescence of the spots). Note that the average log intensity not only depends on the gene expression, but also on the scanner settings and the efficiency of dye incorporation. The dataset shown here is labeled array 1. If there were no bias the non-differentially expressed spots should all lie close to a horizontal line through zero, with no curve evident across the fluorescence levels. In this case, however, the high-intensity spots show a bias to the red channel. (Note that all of the ratio data in this paper have been logged to the base of 2, in order to transform the data to approximately normal distribution and allow for the use of standard parametric statistics. Further, for this analysis and all other analyses discussed in this paper background values have not been subtracted.)
The second feature that the bias can depend on is the spatial position of each spot on the microarray. This can be seen in Figure 1b , which shows an image constructed from the median spot (foreground) values that are extracted by the GenePix image analysis package for array 1. Each pixel in the image represents the log(R/G) value for the corresponding spot. Although these values are not adjacent in the original scanned image of the microarray, we are essentially sub-sampling the image analysis results in order to examine the spatial effects in the spots.
There are other factors besides the average fluorescence and the spatial location that may bias the differential expression. These include, for example, printing plate coordinates and the PCR methods for each spot. However, we assume that these features are either partly accounted for with spatial normalization or are small compared to other existing biases. The normalization methods described here are not applicable for data that violate these assumptions.
Several approaches to normalization have been previously described. These methods can be broken into two groups: linear methods and non-linear methods. The linear methods generally involve either estimating one or more global constants for a microarray or fitting a linear regression to the log(R) versus log(G) data (Finkelstein et al., 2002; Richmond and Somerville, 2000) . Given that the biases that exist within microarray slides can be linear or non-linear and also involve spatial trends to some degree, linear, non-spatial normalization methods are not generically suitable.
Non-linear methods that have been developed involve transforming the data onto the axes (log(R) + log(G))/2 versus log(R/G), robustly fitting one or more robust 'lowess curves' (Cleveland, 1979) to the data and computing the residuals from the curve fit (Dudoit et al., 2002; Yang et al., 2002c) . (Note that the (log(R) + log(G))/2 versus log(R/G) axes are simply a rotation of the log(R) versus log(G) axes by 45 degrees, and a rescaling of the data by √ 2.) Rescaling of the points is then done by dividing each final residual value by a robust estimate of the standard deviation of the residuals, the median absolute deviation. When one curve is fitted the method is referred to as slide normalization, and when a curve is fitted to the data for each individual array printer pin, the method is referred to as pin normalization. Results for array 1 for slide and pin normalization are shown in Figures 1c  and d and Figures 1e and f, respectively. Note that spatial bias is still present after slide normalization (Fig. 1d) , and that edge effects can be seen in the pin normalized results (vertical line in the right of the Figure 1f) . The edge effects in the pin normalization occur because each lowess curve is fitted to the data in each of the 16 pin regions, arranged in a 4 × 4 grid, as marked on the side of the image in Figure 1f .
The new spatial normalization method
We introduce a new normalization method, spatial normalization, which corrects for bias that is dependent on the average fluorescence level (as in slide normalization), and also corrects for bias that is dependent on the spatial layout of the spots without generating edge effects (as in pin normalization). Note that only a subset of arrays will contain substantial spatial bias. The steps in the proposed spatial normalization method are the following:
(1) Transform the logged data to the mean versus difference scale (instead of the red versus green scale);
(2) Fit a single lowess curve to the transformed data;
(3) Compute the residuals from the curve fit;
(4) Spatially smooth the residuals with a median filter to estimate the spatial trend;
(5) Compute the residuals from the spatial trend estimate; and (6) Rescale the data by dividing through by an estimate of the median absolute deviation (computed on the final residual mean-difference data).
The results from steps 1 to 3 would be those obtained from the slide normalization (without rescaling) as discussed in Section 2.1 (Dudoit et al., 2002; Yang et al., 2002b) , with the lowess curve fit adjusting for the bias due to average fluorescence. The spatial smoothing steps (steps 4 and 5) adjust for the bias due to spot location.
The spatial trend ('median filter') is estimated by computing, for each spot, the median log ratio over its spatial neighbourhood. The size of the smoothing element in the spatial median filtering is a 3 × 3 block of spots (where each spot is represented by a pixel). Other element sizes are possible. However, we found the 3 × 3 element was best suited to correcting both streaky spatial effects, as well as being able to pick up global trend while not being skewed by highly differentially expressed genes.
A median filter was chosen instead of a mean filter so that the highly differentially expressed genes, being outliers in each group of nine spots (pixels), would not affect the spatial trend estimates. Hence, the highly differentially expressed genes will remain highly differentially expressed after the step 6 as long as they are sufficiently isolated, with just the spatial trend element of their values removed.
Limitations of the slide, pin and spatial
normalization methods Because the slide, pin and spatial normalization methods all involve fitting a robust lowess curve to the average versus log(R/G) data, all three of the methods will produce spurious results when there is a high proportion of highly differentially expressed spots on the microarray. In theory a median filter subtraction will breakdown at 50%, although in practice it is likely to occur earlier. It is impossible to state the exact proportion at which spurious results will become apparent, but we suggest it could be when the proportion is approximately 20% or greater.
When there is only a small proportion of highly differentially expressed genes on the microarray, the lowess curve, being robust to the outliers (the highly differentially expressed genes), will fit to the bulk of the spots-those that are non-differentially expressed. As the proportion of highly differentially expressed genes increases, this subset of the genes no longer remains as a set of 'outliers' but begins to represent the majority. Therefore, the lowess curve will begin to fit to these spots instead of the non-differentially expressed spots. When the residual is calculated (to remove the fluorescence bias) the differential expression is removed as well as the bias.
Because the spatial normalization method relies on the robust median spatial filter to carry out the spatial smoothing step of the normalization, there is a requirement that there are not too many highly differentially expressed spots located in adjacent locations on the microarray. If such spots are located next to each other, the highly differentially expressed spots will no longer be 'outliers' for each application of the 3 × 3 filter and the high differential expression will be removed along with the spatial bias. Hence, some caution needs to be taken when designing the layout of the spots on the microarray, so that the highly differentially expressed spots (or replicates of highly differentially expressing genes) are placed randomly across the microarray. This is difficult to do accurately, because for most of the genes on the microarray one will not know in advance what their differential expression is likely to be. However, some effort must be made to avoid having all of the differentially expressing genes clustered together in one (or more) physical regions on the microarray(s). Less caution would be needed if a 5 × 5 filter were used. However, larger filters have the disadvantage of not being able to remove streaky spatial effects.
Housekeeping gene normalization for
boutique arrays Small-scale specialty or 'boutique arrays', where most of the spots on a microarray are expected to be highly differentially expressed, are becoming a more common experimental design. However, because of the limitations of the slide, pin and spatial normalization methods, as discussed in Section 2.3, these are not suitable for use on boutique arrays. To overcome this, we introduce a new method, involving housekeeping genes, specifically for use on boutique arrays.
The notion of using housekeeping genes for normalization purposes is not new. It has been used in Northern blot analyses for many years, and simple methods have also been applied to cDNA microarray analyses (Richmond et al., 1999) . However, having designated methods for objectively selecting housekeeping genes, and then using those genes for non-linear normalization of microarrays is a novel concept. The use of a cDNA pool, consisting of a combined aliquot of the cDNA from all genes on an array titrated at various concentrations, has been suggested for use in non-linear normalization (Yang et al., 2002c) . However, certain disadvantages of that method, such as limited access to the pool, the limited number of pool spots on the slide and the lack of spots of high average fluorescence may limit the use of that method.
Housekeeping genes are genes that are believed to have consistent expression levels over a large variety of test conditions (and hence a large variety of array experiments). It is likely that absolute consistency of gene expression over a wide variety of experimental conditions is not possible. However, it is possible to have genes that have stable differential expression across a limited number of defined experimental conditions, and it is these that should be selected as the set of housekeeping genes. Such genes may already be known: for example, in the case of Arabidopsis, 30 genes that possess stable expression in 162 diverse data sets have already been identified (Wu et al., 2001) . However, in the case where they are not known we provide a simple method here for identifying the gene group from a set of pilot microarrays.
The mRNA for the set of pilot arrays should be from experimental conditions that are similar to those that will be used for a set of boutique arrays and which are conventional microarrays where only a small proportion of the genes are expected to be highly differentially expressed. The housekeeping genes are those that have low differential expression after applying some normalization method (e.g. spatial normalization), and whose variability (again after normalization) across the pilot microarrays is small. We know that the bias in the differential expression of a spot is dependent on the average fluorescence of that spot. Hence, the housekeeping genes must be selected from the entire fluorescence range in order to estimate the bias accurately using these genes in boutique arrays over that entire fluorescence range. To achieve this, the average fluorescence range (over (log(R) + log(G))/2) is divided into 20 segments, ranging from the lowest fluorescence value to the highest fluorescence value. A maximum of three housekeeping genes are then selected from each segment, so as to span the range. The choice of 20 segments is arbitrary. However, we suggest selecting a number approximately as large.
The selection of each set of the three genes is performed by computing the mean and standard deviation of the normalized log(R/G) values for each gene across the pilot microarrays. Then, for the mean of each gene we compute a 95% confidence interval: mean ± (1.96 × stddev)/ √ (number.of.pilot.microarrays). For the set of genes in each of the 20 segments, only those genes for which the confidence interval encompasses zero are selected, and then the three genes from that set with the smallest confidence interval are chosen. Hence, we are selecting three housekeeping genes for each fluorescence segment which after normalization, have low differential expression and the lowest standard deviation across the pilot microarrays. Note that in some segments there may be less than three genes selected. This may be because there are simply less than three genes in that fluorescence range, or that less than three genes fit into the criteria of having a confidence interval that encompasses zero. Sometimes there may be no genes that fit the selection criteria, particularly for segments at very low or very high fluorescence levels. The more pilot microarrays that are used for the gene selection process the better the housekeeping genes are likely to be in terms of their low differential expression in the boutique arrays. We suggest that at least four microarrays be used for the set of pilot arrays.
Once the housekeeping genes have been selected, they should be included in replicate on corresponding boutique arrays, and can then be used for normalization on such arrays. The normalization on the boutique arrays is then performed with the simple lowess curve fit, where the curve is fitted only to the points corresponding to the housekeeping genes. The range of the lowess curve will be from the lowest average fluorescence value of the housekeeping gene set in the boutique array to the set's highest average fluorescence value. Because the average fluorescence of the housekeeping genes may not span the entire range of average fluorescence for all of the genes in the array, we extrapolate the lowess curve with straight lines from the lowest fluorescing housekeeping gene to the value of the lowest fluorescing spot on the microarray, and similarly at the high end of the range. The slope of the line at the low end corresponds to the slope of the fitted lowess curve between the lowest two housekeeping gene fluorescence values, and similarly for the slope of the extrapolated line at the high end.
Negative controls, such as clones from organisms different from those from which the RNA samples came should be printed onto the boutique arrays along with the housekeeping genes. This is because the negative controls can be used to strengthen the fit of the lowess curve at the low end of the fluorescence scale.
Note that it may not usually be possible to rescale the data using the median absolute deviation method to estimate the standard deviation (as is done in the slide, pin and spatial normalization methods), since there will only be a small proportion of the points non-differentially expressed. Hence, rescaling is not performed in the housekeeping gene normalization.
RESULTS

Results for the spatial normalization method
Images showing the log(R/G) data before normalization and after spatial normalization are given in the Figures 2a-d and e-h, respectively. The images illustrate the removal of the spatial dependence of the log(R/G) data, both 'globally' (i.e. when the spatial correlation is seen across large regions of the image, as in a and c) and 'locally' (i.e. when the correlation is seen in small patches of the image, as in b and d). These results can be compared to those in Figure 1 , which show the outcome for array 1 when the slide and pin normalization methods are used.
In Figure 3 the autocorrelation of the images of array 1 normalized using the slide, pin and spatial methods is given. The autocorrelation is estimated by computing the correlation between the image of the output values and the same image overlaid at a southeast-northwest diagonal 'distance' of between 1 and 10 spots (pixels). Note that this objective measure is only useful when the spatial correlation is seen 'globally'. The different distances are given as the x-axis in Figure 3 . The data after slide normalization is still positively correlated, while the autocorrelation of the data after pin and spatial normalization is close to zero. The autocorrelation after the spatial normalization is nominally less than that after pin normalization for small distances. The reason for the negative autocorrelation at distance 1 for the spatial normalization is because of the common effect of induced (negative) correlation from subtracting a local 3 × 3 median. We are grateful to a referee for pointing out that this induced correlation between nearby bias-corrected values may affect some downstream statistical analyses, for example cluster analysis, which is sensitive to lowamplitude expression patterns. In such cases it may be advisable to use a different bias-correction technique, or to use a larger window-say 7 × 7 pixels.
Another method for illustrating the effects of normalization is to examine the genes found to be highly differentially expressed after different normalization procedures. The method we use to find the differentially expressed genes assumes that the non-differentially expressed genes (after normalization that includes robust scaling) will follow a standard normal distribution (of mean 0 and standard deviation 1). Many of the genes that are differentially expressed will fall outside this distribution, as outliers. However, caution should be taken because no one array will necessarily highlight all differentially expressed genes.
The outliers, or highly differentially expressed genes, will make the tails of the distribution of the log(R/G) data appear heavier than the normal distribution. We remove these 'outliers' one by one, starting with the outlier furthest from zero. As each data value is removed, the distribution of the remaining data is compared to the (standard) normal distribution (using the residual sum of squares of fit of the data distribution to the standard normal distribution in a quantile-quantile plot as the optimization criteria). At some point the distribution of the subset of log(R/G) data will have tails that are not heavy enough when compared to the standard normal distribution. When this occurs the algorithm terminates, suggesting that at that point all of the data values that have been removed thus far can be considered as outliers, and hence are likely to represent highly differentially expressed genes. For arrays 1-4, six genes have been verified using northern blot hybridization as being highly differentially expressed (Helliwell et al., 2001) . The ranks of the absolute values of the log(R/G) values (in descending order) and whether or not the gene was determined to be significantly differentially expressed (using the method described above) for slide and spatial normalization for these six genes are given in Table 1 . More details are given in Table 2 , where the log(R/G) values are given for the six verified genes in array 1 before normalization and after slide and spatial normalization. Note that all of the values are based on the log of the raw red and green intensities, and that no background subtraction has been performed. The results in Tables 1 and 2 suggest that, in these arrays, the new spatial normalization method introduced here is producing slightly better outcomes that the already widely used slide normalization. This conclusion is illustrated in Table 1 , where the number of significantly differentially expressed genes found after spatial normalization correlates better with the list of verified genes than after slide normalization. The data in Table 2 also corroborates this conclusion, since the extent of the differential expression of the verified genes is accentuated more with spatial than slide normalization.
Housekeeping gene normalization
Results from using the housekeeping gene normalization method are shown in Figures 2i-l. This array has been labeled array 5. In this example the housekeeping genes were selected from a pilot set of four microarrays (that includes arrays 1-4) that were biological replicates (of mutant versus wild-type mRNA samples). The 57 selected housekeeping genes, plus a set of 20 negative controls were then used to normalize a microarray where the mRNA samples consisted of a different wild-type versus a second mutant allele of the same gene as in the pilot slides (Helliwell et al., 2001) . As can be seen in the figures, the lowess curve fitted to the housekeeping genes (shown as a solid curve in Figure 2i ) clearly removes the fluorescence bias. It can be seen that the lowess curve fitted to the housekeeping genes only is very similar to the slide normalization curve (shown as a dashed curve in Figure 2i ), where all points were used to fit the curve. One of the distinct advantages of this method is the robustness of the lowess curve fit. Some of the selected housekeeping genes in Figure 2i appear to have differential expression, possibly due to the anticipated biological variability between the pilot slides and the boutique arrays. However, the lowess curve fit is robust to this effect if the majority of housekeeping genes remain nondifferentially expressed and the curve will still provide an accurate estimate of the bias in the presence of biological variability.
There may still be spatial bias in the data after housekeeping gene normalization. However, in boutique arrays, where there will not be a large number of spots on the microarray to use for the spatial median filtering step (approximately 80 housekeeping genes, for example), performing the spatial normalization step would not be recommended, although it would certainly be possible. In boutique arrays there is little way of reliably removing the spatial effect.
CONCLUSION
We have presented two new non-linear normalization methods that counter some of the problems associated with previously published methods. The new spatial normalization method provides a way of not only removing biases in cDNA microarrays that are dependent on the average fluorescence levels of spots, but can also remove the bias in differential expression that is due to the location of the spot on the microarray. This spatial correction is performed in a smooth robust way so as not to introduce any of the blocking artifacts that can occur in the pin normalization.
We have also introduced a housekeeping gene selection and normalization method that is appropriate for use on boutique arrays, for which the slide, pin and spatial normalization methods are unsuitable. The housekeeping gene methods involve the selection of genes with minimally varying expression in a set of pilot microarrays, which can then be used for lowess normalization in the boutique arrays, where most genes except those selected as housekeeping genes would be highly differentially expressed.
The normalization methods described in this paper are available via http://www.pi.csiro.au/gena/ in a software suite called tRMA: tools for R Microarray Analysis.
