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ON UNIQUENESS AND EXISTENCE OF CONFORMALLY COMPACT EINSTEIN
METRICS WITH HOMOGENEOUS CONFORMAL INFINITY. II
GANG LI†
Abstract. In this paper we show that for an Sp(k + 1) invariant metric gˆ on S4k+3 (k ≥ 1) close
to the round metric, the conformally compact Einstein (CCE) manifold (M, g) with (S4k+3, [gˆ])
as its conformal infinity is unique up to isometries. Moreover, by the result in [23], g is the
Graham-Lee metric (see [12]) on the unit ball B1 ⊂ R4k+4. We also give an a priori estimate on
the Einstein metric g. Based on the estimate and Graham-Lee and Lee’s seminal perturbation
result (see [12] and [20]), we use the continuity method directly to obtain an existence result of
the non-positively curved CCE metric with prescribed conformal infinity (S4k+3, [gˆ]) when the
metric gˆ is Sp(k + 1)-invariant.
1. Introduction
This is a continuation of our previous work ([21][22]) on uniqueness and existence of con-
formally compact Einstein (CCE) metrics (see Definition 2.1) with prescribed homogeneous
conformal infinity. Let B1 be the unit ball in the Euclidean space R
n+1 of dimension (n+1), with
the boundary Sn. Given an Sp(k + 1) invariant metric gˆ on Sn with n = 4k + 3 (k ≥ 1), in this
paper we consider the uniqueness and existence of non-positively curved CCE metrics g on B1
with (Sn, [gˆ]) as its conformal infinity.
In [12], for a Riemannian metric gˆ on the n-sphere Sn which is C2,α close to the round metric,
with the aid of a gauge fixing technique and a construction of approximation solutions, Gra-
ham and Lee used the Fredholm theory of elliptic operators on certain weighted spaces to prove
the existence of a CCE metric on the (n + 1)-ball B1(0) with (S
n, [gˆ]) as its conformal infinity,
with the solution unique in a small neighborhood of the asymptotic solution they constructed in
the weighted space. Later Lee ([20]) generalized this perturbation result to more general CCE
manifolds which include the case when they are non-positively curved. When gˆ is a homoge-
neous metric near the round sphere metric, Biquard ([5]) used harmonic analysis on (Sn, gˆ) to
give an elementary proof of the perturbation result. Given the conformal infinity (S3, [gˆ]) with
gˆ an SU(2) invariant metric, Pedersen [24] and Hitchin [17] filled in a global CCE metric on
the 4-ball, which has self-dual Weyl curvature, and the metric is unique under the self-duality
assumption. Anderson [1] and Biquard [6] proved that the CCE metric is unique up to isometry,
provided that both the conformal infinity (Sn, [gˆ]) and the non-local term in the expansion (see
Theorem 2.3) of the Einstein metric at infinity are given. For more of the existence result, one
refers to [2][19][10][18][15], etc. When gˆ is the round metric, it is proved that the CCE metric
filled in must be the hyperbolic space, see [3][25][9][23], see also [7]. Non-existence of CCE
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with various given data as conformal infinity is discussed in [16][1][27][13][14], etc. For more
references, one refers to [14] and [22].
Recall that in [21] and [22], for a homogeneous metric gˆ on Sn, the problem of solving a non-
positively curved conformally compact Einstein metric with the prescribed conformal infinity
(Sn, [gˆ]) is deformed to a two-point boundary value problem of a system of ordinary differential
equations on the interval x ∈ [0, 1]. The uniqueness of the non-positively curved solution
was proved (see [21] [22]) for gˆ on (Sn, [gˆ]) when gˆ is a Berger metric on S3, an SU(k + 1)-
invariant metric on S2k+1 (k ≥ 2) and a generalized Berger metric not far from the round metric
on S3; while the global uniqueness of the CCE metrics was proved for all these three classes
of homogeneous metrics on Sn which are close to the round sphere metric. In [22], for an
Sp(k + 1) invariant metric gˆ on Sn with n = 4k + 3, the boundary value problem is deformed to
the boundary value problem (2.5)− (2.10) of the functions yi = yi(x) on x ∈ [0, 1] for 1 ≤ i ≤ 4.
In this paper, we aim to study the uniqueness of the solutions to this boundary value problem.
The main difficulty here in comparison to the three cases discussed before is that yi = yi(x) fails
to be monotone on x ∈ [0, 1] in general for 2 ≤ i ≤ 4 (see Lemma 5.3). Recall that for the
three cases dealt in [21] and [22], the monotonicity of yi is the starting point for the estimate of
yi on x ∈ [0, 1], which gives the C0 estimate of the solution and then by the Einstein equations
we could derive the Ck estimate of the solution. To handle this difficulty, we find that yi − y j
is monotone for 2 ≤ i < j ≤ 4. This combining with the Einstein equations gives the uniform
bound of yi. Based on this, we give an a priori estimate of the solution, and then as in [22]
we obtain Theorem 3.5, an existence result of the non-positively curved conformally compact
Einstein metrics using a direct continuity method.
Using the a prior estimate on the solution and smallness of supM |W |g, we obtain the main
result on the uniqueness of the solution.
Theorem 1.1. Let gˆ be a homogeneous metric on Sn  Sp(k+1)/Sp(k) with n = 4k+3 for k ≥ 1
so that gˆ has the standard diagonal form
gˆ = λ1σ
2
1 + λ2σ
2
2 + λ3σ
2
3 + λ4(σ
2
4 + .. + σ
2
n),(1.1)
at a point q ∈ Sn, where λi (1 ≤ i ≤ 4) is a positive constant and σ1, .., σn are the 1-forms with
respect to the basis vectors in p, in the AdSp(k)-invariant splitting sp(k + 1) = sp(k) ⊕ p. Assume
that
λi
λ j
(1 ≤ i, j ≤ 4) is close enough to 1, then up to isometry the conformally compact Einstein
metric filled in is unique and it is the perturbation metric in [12] on the (n + 1)-ball B1(0) with
(Sn, [gˆ]) as its conformal infinity.
For Theorem 1.1, we argue by contradiction. For two solutions (y11, .., y14) and (y21, .., y24),
denote zi = y1i − y2i. We consider the total variation of zi on x ∈ [0, 1], as in [22]. The difference
here is that since yi is not monotone, |yi(x)| is not uniformly controlled by |yi(0)|. The smallness
of supM |W |g plays an important role in dealing with this issue.
Notice that the uniqueness result and the existence result here should also hold for the confor-
mal infinity (S15, [gˆ]) with gˆ a Spin(9)-invariant metric by similar argument, and in the system
of ODEs obtained there are only two unknown functions.
The organization of the paper is as follows. In Section 2, we present a two-point boundary
value problem of the system of ODEs (2.5)− (2.10) deformed from the boundary value problem
of the Einstein equations and list some results about CCE manifolds used in this paper. In
Section 3, we start with the monotonicity of y1 and yi − y j with 2 ≤ i < j ≤ 4, see Lemma 3.1.
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After that, we give uniform upper bound and lower bound of the solutions, see Corollary 3.2.
And hence we can then follow the estimate in [22]. Using the Einstein equations, we then obtain
an a priori estimate of the solution away from x = 1 (see Lemma 3.3), and with the aid of the
uniform bound of supM |W |g when g is non-positively curved we obtain the C2 estimate of the
solution away from x = 0 (see Lemma 3.4). A direct continuity argument gives the existence
result in Theorem 3.5, based on the a priori estimate and Graham-Lee and Lee’s perturbation
result.
In Section 4, we consider the special case (2.12) − (2.15) with the unknown functions y1
and y2 when gˆ is Sp(k + 1) × Sp(1) invariant. Lemma 4.2 shows that for supM |W |g relatively
small, y2 is still monotone, and the argument on the existence and uniqueness of the solutions
for the given SU(k + 1) invariant conformal infinity in [22] still holds here. In Section 5, we
consider the special case (2.17) − (2.21) with the unknown functions y1, y2 and y3 when gˆ is
Sp(k + 1) × SU(1) invariant. It is pointed in Lemma 5.3 that y2 is not monotone on x ∈ [0, 1]
in general, but a uniform control of the solution by the initial data still holds when supM |W |g is
relatively small.
In Section 6, we prove Theorem 1.1 based on the a priori estimate in Section 3, following
the approach of the generalized Berger metric case in [22]. Let (y11, .., y14) and (y21, .., y24) be
two solutions to (2.5) − (2.10), and denote zi = y1i − y2i for 1 ≤ i ≤ 4. We consider the total
variation of zi. When the initial data is not far from that of the round metric and the Weyl tensor
satisfies that supM |W |g is relatively small, using certain integration of the equations satisfied
by zi (1 ≤ i ≤ 4), we derive a control of the total variation of zi on some ”good” intervals of
monotonicity of zi by the linear combination of {z1, .., z4} − {zi} with small coefficients. Notice
that the smallness of the coefficients dues to the smallness of supM |W |g at the points away from
x = 0, which is different from [22], since here we do not have the monotonicity of yi in general.
By summarizing the inequalities on these intervals, we obtain the control of the total variation
V(zi) by the linear combination of {V(z1), ..,V(z4)} − {V(zi)} with small coefficients for each i.
And hence we obtain that zi vanishes identically for 1 ≤ i ≤ 4. Notice that z1 satisfies a different
type of equation to that of zi (2 ≤ i ≤ 4), and the discussion on z1 in this approach is different
from the other three.
Acknowledgements. The author would like to thank Professor Jie Qing and Professor
Yuguang Shi for helpful discussion and constant support. The author is also grateful to Pro-
fessor Alice Chang and Professor Matthew Gursky for their interest and encouragement.
2. Preliminaries
Definition 2.1. Suppose M is a smooth compact manifold of dimension n+1 with boundary ∂M
and M is the interior of M. A defining function x on M is a smooth function x on M such that
x > 0 in M, x = 0 and dx , 0 on ∂M.
A complete Riemannian metric g on M is conformally compact if there exists a defining function
x such that x2g extends by continuity to a Riemannian metric g¯ (of class at least C0) on M. The
rescaled metric g¯ = x2g is called a conformal compactification of g. If for some smooth defining
function x, g¯ is in Ck(M) or the Holder space Ck,α(M), we say g is conformally compact of class
Ck or Ck,α. Moreover, if g is also Einstein, we call g a conformally compact Einstein (CCE)
metric. Also, for the restricted metric gˆ = g¯
∣∣∣
∂M
, the conformal class (∂M, [gˆ]) is called the
3
conformal infinity of (M, g). A defining function x is called a geodesic defining function about
gˆ if gˆ = g¯
∣∣∣
∂M
and |dx|g¯ = 1 in a neighborhood of the boundary.
One can easily check that a CCE metric g on M satisfies
Ricg = −ng.(2.1)
Let (Mn+1, g) be a non-positively curved simply connected CCE manifold with its conformal
infinity (∂M, [gˆ]). By the non-positivity of the sectional curvature of g and (2.1), we have that
|W |g ≤
√
(n2 − 1)n pointwisely. When (M, g) is not the hyperbolic space, it is shown in [21]
that there exists a unique point p0 ∈ M which is the center of the unique closed geodesic ball
of the smallest radius that contains the set S ≡ {p ∈ M
∣∣∣|W |g(p) = supM |W |g}. p0 is called the
(spherical) center of gravity of (M, g). Each conformal Killing vector field Y on (∂M, [gˆ]) can
be extended continuously to a Killing vector field X on (M, g). Under the action generated by
X, p0 is a fixed point and hence each geodesic sphere centered at p0 is an invariant subset (see
[21]). The Einstein metric g has the orthogonal splitting
g = dr2 + gr,(2.2)
where r is the distance function to p0 and gr is the restriction of g on the r-geodesic sphere
centered at p0. If moreover, (∂M, gˆ) is a homogeneous space, then the function x = e
−r is a
geodesic defining function about Cgˆ with C > 0 some constant, i.e. gˆ = C lim
x→0
(x2gr). The
metric can then be expressed as
g = dr2 + sinh2(r)h¯ = x−2(dx2 +
(1 − x2)2
4
h¯),(2.3)
for 0 ≤ x ≤ 1. Let (r, θ) be the polar coordinates centered at p0.
Let gˆ be a homogeneous metric on Sn  Sp(k + 1)/Sp(k) with n = 4k + 3 for k ≥ 1 so that gˆ
has the standard diagonal form
gˆ = λ1σ
2
1 + λ2σ
2
2 + λ3σ
2
3 + λ4(σ
2
4 + .. + σ
2
n),(2.4)
at a point q ∈ Sn, where λi (1 ≤ i ≤ 4) is a positive constant and σ1, .., σn are the 1-forms with
respect to the basis vectors in p, in the AdSp(k)-invariant splitting sp(k + 1) = sp(k) ⊕ p. Let
θ = (θ1, ..., θn) be a local coordinate on Sn near the point q such that θ = 0 and dθi = σi at q.
It is shown in [22] by symmetry extension that along the geodesic γ connecting q and p0, the
metrics h¯ in (2.3) restricted on the geodesic spheres have the diagonal form
h¯ = I1(x)d(θ
1)2 + I2(x)d(θ
2)2 + I3(x)d(θ
3)2 + I4(x)(d(θ
4)2 + ... + d(θn)2),
at any point (x, 0) under the coordinate (x, θ) for 0 ≤ x ≤ 1, with some positive functions
Ii ∈ C∞([0, 1]) satisfying Ii(1) = 1, for 1 ≤ i ≤ 4.
Denote K = I1I2I3I
n−3
4
, ti =
Ii
I4
for 1 ≤ i ≤ 3. Let y1 = log(K) and yi+1 = log(ti) for 1 ≤ i ≤ 3.
It was shown in [22] that for the Sp(k + 1) invariant metric gˆ of the standard form (2.4) at q on
S
n, the Einstein equations (2.1) with the prescribed conformal infinity (Sn, [gˆ]) is equivalent to
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the boundary value problem of a system of ordinary differential equations:
y′′1 − x−1(1 + 3x2)(1 − x2)−1y′1 +
1
2n2
[n(y′1)
2 + ((n − 1)y′2 − y′3 − y′4)2(2.5)
+ (−y′2 + (n − 1)y′3 − y′4)2 + (−y′2 − y′3 + (n − 1)y′4)2 + (n − 3)(y′2 + y′3 + y′4)2] = 0,
y′′1 − x−1(2n − 1 + (2n + 1)x2)(1 − x2)−1y′1 +
1
2
(y′1)
2(2.6)
+ 8(1 − x2)−2[ n(n − 1) − (K−1t1t2t3) 1n
(
(n − 3)(n + 5) − (n − 3)(t1 + t2 + t3)
+
2(2t1t2 + 2t1t3 + 2t2t3 − t21 − t22 − t23)
t1t2t3
)
] = 0,
y′′2 − x−1(n − 1 + (n + 1)x2)(1 − x2)−1y′2 +
1
2
y′1y
′
2(2.7)
− 8(1 − x2)−2(K−1t1t2t3)
1
n [(n − 1)t1 + 2t2 + 2t3 − n − 5 +
2(t21 − (t2 − t3)2)
t1t2t3
] = 0,
y′′3 − x−1(n − 1 + (n + 1)x2)(1 − x2)−1y′3 +
1
2
y′1y
′
3(2.8)
− 8(1 − x2)−2(K−1t1t2t3) 1n [(n − 1)t2 + 2t1 + 2t3 − n − 5 +
2(t22 − (t1 − t3)2)
t1t2t3
] = 0,
y′′4 − x−1(n − 1 + (n + 1)x2)(1 − x2)−1y′4 +
1
2
y′1y
′
4(2.9)
− 8(1 − x2)−2(K−1t1t2t3)
1
n [(n − 1)t3 + 2t1 + 2t2 − n − 5 +
2(t2
3
− (t1 − t2)2)
t1t2t3
] = 0,
for yk(x) ∈ C∞([0, 1]) (1 ≤ k ≤ 4), with the boundary condition
ti(0) =
λi
λ4
, K(1) = ti(1) = 1, y
′
j(0) = y
′
j(1) = 0,(2.10)
for 1 ≤ i ≤ 3 and 1 ≤ j ≤ 4. Combining (2.5) and (2.6), we have
(y′1)
2 − 4nx−1(1 + x2)(1 − x2)−1y′1 −
1
n(n − 1)[((n − 1)y
′
2 − y′3 − y′4)2 + (−y′2 + (n − 1)y′3 − y′4)2
(2.11)
+ (−y′2 − y′3 + (n − 1)y′4)2 + (n − 3)(y′2 + y′3 + y′4)2] +
16n
n − 1(1 − x
2)−2 [ n(n − 1)
− (K−1t1t2t3) 1n
(
(n − 3)(n + 5) − (n − 3)(t1 + t2 + t3) +
2(2t1t2 + 2t1t3 + 2t2t3 − t21 − t22 − t23)
t1t2t3
)
] = 0.
Recall that any four equations in the system of the six equations (2.5) − (2.9) and (2.11) con-
taining at least two of (2.7) − (2.9), combining with the expansion (2.24) of the Einstein metric
at x = 0, imply the other two equations.
When λ1 = λ2 = λ3, the metric gˆ is Sp(k + 1)× Sp(1) invariant, with the additional symmetry
that Sp(1) acts by right multiplication. By the symmetry extension, as the Berger metric case in
[21], we have that I1 = I2 = I3 for x ∈ [0, 1], and hence
y2 = y3 = y4,
5
for x ∈ [0, 1]. Therefore, the equations (2.5) − (2.9) become
y′′1 − x−1(1 + 3x2)(1 − x2)−1y′1 +
1
2n
[(y′1)
2 + 3(n − 3)(y′2)2] = 0,(2.12)
y′′1 − x−1(2n − 1 + (2n + 1)x2)(1 − x2)−1y′1 +
1
2
(y′1)
2(2.13)
+ 8(1 − x2)−2[ n(n − 1) − (K−1t31)
1
n
(
(n − 3)(n + 5) − 3(n − 3)t1 + 6t−11
)
] = 0,
y′′2 − x−1(n − 1 + (n + 1)x2)(1 − x2)−1y′2 +
1
2
y′1y
′
2(2.14)
− 8(1 − x2)−2(K−1t31)
1
n [(n + 3)t1 − n − 5 + 2t−11 ] = 0,
for yi(x) ∈ C∞([0, 1]) (1 ≤ i ≤ 2), with the boundary condition
t1(0) =
λ1
λ4
, K(1) = t1(1) = 1, y
′
j(0) = y
′
j(1) = 0,(2.15)
for j = 1, 2. And (2.11) becomes
(y′1)
2 − 4nx−1(1 + x2)(1 − x2)−1y′1 −
3(n − 3)
(n − 1) (y
′
2)
2 +
16n
n − 1(1 − x
2)−2 [ n(n − 1)(2.16)
− (K−1t31)
1
n
(
(n − 3)(n + 5) − 3(n − 3)t1 + 6t−11
)
] = 0.
Now we assume that two elements of {λ1, λ2, λ3} coincide. Without loss of generality, we
assume λ2 = λ3 and λ1 , λ2. Then gˆ is Sp(k + 1) × SU(1) invariant. Then by the symmetry
extension, as the Berger metric case (see Lemma 4.2 in [21]), we have that I2 = I3 for x ∈ [0, 1],
and hence
y2 = y3,
for x ∈ [0, 1]. In this case, the equations (2.5) − (2.9) become
y′′1 − x−1(1 + 3x2)(1 − x2)−1y′1 +
1
2n2
[n(y′1)
2 + ((n − 1)y′2 − 2y′3)2(2.17)
+ 2(−y′2 + (n − 2)y′3)2 + (n − 3)(y′2 + 2y′3)2] = 0,
y′′1 − x−1(2n − 1 + (2n + 1)x2)(1 − x2)−1y′1 +
1
2
(y′1)
2(2.18)
+ 8(1 − x2)−2[ n(n − 1) − (K−1t1t22)
1
n
(
(n − 3)(n + 5) − (n − 3)(t1 + 2t2)
+
2(4t2 − t1)
t1t
2
2
)
] = 0,
y′′2 − x−1(n − 1 + (n + 1)x2)(1 − x2)−1y′2 +
1
2
y′1y
′
2(2.19)
− 8(1 − x2)−2(K−1t1t22)
1
n [(n − 1)t1 + 4t2 − n − 5 + 2t1
t2
2
] = 0,
y′′3 − x−1(n − 1 + (n + 1)x2)(1 − x2)−1y′3 +
1
2
y′1y
′
3(2.20)
− 8(1 − x2)−2(K−1t1t22)
1
n [(n + 1)t2 + 2t1 − n − 5 + 2(2t2 − t1)
t2
2
] = 0,
6
for yi(x) ∈ C∞([0, 1]) (1 ≤ i ≤ 3) with the boundary condition
ti(0) =
λi
λ4
, K(1) = ti(1) = 1, y
′
j(0) = y
′
j(1) = 0,(2.21)
for 1 ≤ i ≤ 2 and 1 ≤ j ≤ 3. And (2.11) becomes
(y′1)
2 − 4nx−1(1 + x2)(1 − x2)−1y′1 −
1
n(n − 1)[((n − 1)y
′
2 − 2y′3)2 + 2(−y′2 + (n − 2)y′3)2(2.22)
+ (n − 3)(y′2 + 2y′3)2] +
16n
n − 1(1 − x
2)−2 [ n(n − 1)
− (K−1t1t22)
1
n
(
(n − 3)(n + 5) − (n − 3)(t1 + 2t2) + 2(4t2 − t1)
t2
2
)
] = 0.
The symmetry extension approach in [21] is inspired by [27], see also [3] and [2].
In [23], based on the control of the relative volume growth of geodesic balls by the Yamabe
constant at the conformal infinity, we have the following curvature pinch estimates:
Theorem 2.2. (Theorem 1.6, [23]) For any ǫ > 0, there exists δ > 0, for any conformally
compact Einstein manifold (Mn+1, g) (n ≥ 3), one gets
(2.23) |K[g] + 1| ≤ ǫ,
for all sectional curvature K of g, provided that
Y(∂M, [gˆ]) ≥ (1 − δ)Y(Sn, [gS]).
Particularly, any conformally compact Einstein manifold with its conformal infinity of Yamabe
constant sufficiently close to that of the round sphere is necessarily negatively curved and also
(M, g) is simply connected.
It is proved in [11] that for any smooth metric h ∈ [gˆ] at the conformal infinity, there exists a
unique geodesic defining function x about h in a neighborhood of ∂M. For a CCE metric of C2,
in [8] the authors showed that the following regularity result holds.
Theorem 2.3. Assume M is a smooth compact manifold of dimension n + 1, n ≥ 3, with M
its interior and ∂M its boundary. If g is a conformally compact Einstein metric of class C2
on M with conformal infinity (∂M, [γ]), and gˆ ∈ [γ] is a smooth metric on ∂M. Then there
exists a smooth coordinates cover of M and a smooth geodesic defining x corresponding to gˆ.
Under this smooth coordinates cover, the conformal compactification g¯ = x2g is smooth up to
the boundary for n odd and has the expansion
g¯ = dx2 + gx = dx
2 + gˆ + x2g(2) + (even powers) + xn−1g(n−1) + xng(n) + ...(2.24)
with g(k) smooth symmetric (0, 2)-tensors on ∂M such that for 2k < n, g(2k) can be calculated
explicitly inductively using the Einstein equations and g(n) is a smooth trace-free nonlocal term;
while for n even, g¯ is of class Cn−1, and more precisely it is polyhomogeneous and has the
expansion
g¯ = dx2 + gx = dx
2 + gˆ + x2g(2) + (even powers) + xn log(x)g˜ + xng(n) + ...(2.25)
with g˜ and g(k) smooth symmetric (0, 2)-tensors on ∂M, such that for 2k < n, g(2k) and g˜ can be
calculated explicitly inductively using the Einstein equations, g˜ is trace-free and g(n) is a smooth
nonlocal term with its trace locally determined.
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3. A priori estimates and an existence result on solutions to the boundary value problem
(2.5) − (2.10)
In this section, for a given Sp(k + 1) invariant metric gˆ on Sn with n = 4k + 3 (k ≥ 1),
we give an a priori estimate on the non-positively curved conformally compact Einstein metric
with (Sn, [gˆ]) as its conformal infinity. In particular, we give an estimate on the solution to the
boundary value problem (2.5) − (2.10).
By the volume comparison theorem,
K(0) = lim
x→0
det(h¯)
det(h¯H
n+1
(x))
= lim
r→+∞
det(gr)
det(gH
n+1
r (r))
< 1,
where
gH
n+1
= dr2 + gH
n+1
r (r) = x
−2(dx2 +
(1 − x2)2
4
h¯H
n+1
)
is the hyperbolic metric. Moreover it is proved in [23] that
(
Y(Sn, [gˆ])
Y(Sn, [gS
n
])
)
n
2 ≤ K(0) = lim
r→+∞
det(gr)
det(gH
n+1
r (r))
,
where Y(Sn, [gˆ]) is the Yamabe constant of (Sn, [gˆ]) and gS
n
is the round sphere metric.
Lemma 3.1. For the initial data t1(0), t2(0), t3(0) > 0 different from one another, we have y
′
1(x) >
0 for x ∈ (0, 1). Moreover, if we assume that
ti(0)
−1(t j(0) + tk(0)) > 1,(3.1)
for any {i, j, k} = {1, 2, 3}, then y′2 − y′3, y′2 − y′4 and y′3 − y′4 have no zeroes on x ∈ (0, 1). That is
to say, K, ti
t j
(i , j) are monotonic on x ∈ (0, 1).
Proof. The proof is a modification of Lemma 3.1 in [22]. Notice that yi is analytic on x ∈ (0, 1)
and the zeroes of y′
i
(1 ≤ i ≤ 4) are discrete on x ∈ [0, 1]. Assume that there exists a zero of y′
1
on x ∈ (0, 1). Let x1 be the largest zero of y′1 on x ∈ (0, 1). Multiplying x−1(1 − x2)2 on both
sides of (2.5), we have
(x−1(1 − x2)2y′1)′ +
1
2n2
x−1(1 − x2)2[n(y′1)2 + ((n − 1)y′2 − y′3 − y′4)2(3.2)
+ (−y′2 + (n − 1)y′3 − y′4)2 + (−y′2 − y′3 + (n − 1)y′4)2 + (n − 3)(y′2 + y′3 + y′4)2] = 0.
By integrating the equation on x ∈ [x1, 1], we have
1
2n2
ˆ 1
x1
x−1(1 − x2)2[n(y′1)2 + ((n − 1)y′2 − y′3 − y′4)2 + (−y′2 + (n − 1)y′3 − y′4)2
+ (−y′2 − y′3 + (n − 1)y′4)2 + (n − 3)(y′2 + y′3 + y′4)2]dx = 0.
Therefore, y′
1
= 0 on x ∈ [x1, 1]. Since y1 is analytic, y′1 = 0 for x ∈ [0, 1], contradicting with
the fact y1(0) < y1(1). Therefore, there is no zero of y
′
1
on x ∈ (0, 1). Therefore, y′
1
> 0 for
x ∈ (0, 1).
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We multiply x1−n(1 − x2)n on both sides of the equations (2.7) and (2.8), and take difference
of the two equations obtained to have(
x1−n(1 − x2)n(y′2 − y′3)
)′
+
1
2
x1−n(1 − x2)ny′1(y′2 − y′3)(3.3)
− 8x1−n(1 − x2)n−2(K−1t1t2t3)
1
n (t1 − t2)[(n − 3) +
4(t1 + t2 − t3)
t1t2t3
] = 0.
Assume that y′
2
−y′
3
has a zero on x ∈ (0, 1) and assume x23 is the largest zero of y′2−y′3 on (0, 1).
We integrate (3.3) on x ∈ (x23, 1) to have
1
2
ˆ 1
x23
x1−n(1 − x2)ny′1(y′2 − y′3)dx(3.4)
−8
ˆ 1
x23
x1−n(1 − x2)n−2(K−1t1t2t3) 1n (t1 − t2)[(n − 3) + 4(t1 + t2 − t3)
t1t2t3
]dx = 0.
Similarly, if we assume that x24 and x34 are the largest zeroes of y
′
2 − y′4 and y′3 − y′4 on (0, 1),
then we have
1
2
ˆ 1
x24
x1−n(1 − x2)ny′1(y′2 − y′4)dx(3.5)
−8
ˆ 1
x24
x1−n(1 − x2)n−2(K−1t1t2t3) 1n (t1 − t3)[(n − 3) + 4(t1 + t3 − t2)
t1t2t3
]dx = 0,
1
2
ˆ 1
x34
x1−n(1 − x2)ny′1(y′3 − y′4)dx(3.6)
−8
ˆ 1
x34
x1−n(1 − x2)n−2(K−1t1t2t3)
1
n (t2 − t3)[(n − 3) +
4(t2 + t3 − t1)
t1t2t3
]dx = 0.
We assume that y′
2
− y′
3
achieves the largest zero x23 ∈ (0, 1) in {y′2 − y′3, y′2 − y′4, y′3 − y′4}. Notice
that y′i(1) = 0 and yi(1) = 0 for i = 2, 3, 4. We have that (y
′
i − y′j)(ti−1 − t j−1) < 0 on x ∈ (x23, 1)
for 2 ≤ i < j ≤ 4. By (3.4), there exists a point x¯ ∈ (x23, 1) such that
(n − 3) + 4(t1(x¯) + t2(x¯) − t3(x¯))
t1(x¯)t2(x¯)t3(x¯)
< 0,(3.7)
and therefore,
t1
t3
< 1,
t2
t3
< 1,(3.8)
on the interval x ∈ (x23, 1). We claim that there is no zero of y′2 − y′4 and y′3 − y′4 on x ∈ (0, 1). If
that is not the case, assume y′
2
− y′
4
achieves the largest zero x24 ∈ (0, x23] in {y′2 − y′4, y′3 − y′4}.
By (3.5), there exists a point x˜ ∈ (x24, 1) such that
(n − 3) + 4(t1(x˜) + t3(x˜) − t2(x˜))
t1(x˜)t2(x˜)t3(x˜)
< 0,(3.9)
and since y′
3
− y′
4
keeps the sign on (x24, 1), we have
t3
t2
< 1,(3.10)
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on the interval x ∈ (x24, 1), contradicting with (3.8). Otherwise, assume y′3 − y′4 achieves the
largest zero x34 ∈ (0, x23] in {y′2 − y′4, y′3 − y′4}. Then by (3.6), similar argument leads to a
contradiction with (3.8). That proves the claim. And hence,
min{ ti(0)
t3(0)
, 1} < ti(x)
t3(x)
< max{ ti(0)
t3(0)
, 1},
on x ∈ (0, 1), for i = 1, 2. This contradicts with (3.7). Therefore, y′
2
− y′
3
could not achieve the
largest zero on x ∈ (0, 1) among {y′2 − y′3, y′2 − y′4, y′3 − y′4}.
Similarly, neither y′2 − y′4 nor y′3 − y′4 could achieve the largest zero on x ∈ (0, 1) among
{y′
2
− y′
3
, y′
2
− y′
4
, y′
3
− y′
4
}. Therefore, the functions y′
2
− y′
3
, y′
2
− y′
4
, and y′
3
− y′
4
have no zeroes on
x ∈ (0, 1).

By (2.11) and the initial value condition, for x > 0 small, we have
y′1 = x
−1(1 − x2)−1[2n(1 + x2) −
√
4n2(1 + x2)2 +
1
n(n − 1) x
2(1 − x2)2Ψ(x) − 16n
n − 1 x
2Υ(x) ],
(3.11)
where
Ψ(x) = ((n − 1)y′2 − y′3 − y′4)2 + (−y′2 + (n − 1)y′3 − y′4)2(3.12)
+ (−y′2 − y′3 + (n − 1)y′4)2 + (n − 3)(y′2 + y′3 + y′4)2,
and
Υ(x) = n(n − 1) − (K−1t1t2t3) 1n [ (n − 3)(n + 5) − (n − 3)(t1 + t2 + t3)(3.13)
+
2(2t1t2 + 2t1t3 + 2t2t3 − t21 − t22 − t23)
t1t2t3
].
Since y′
1
> 0 for x ∈ (0, 1), it is clear that
Υ(x) > Ψ(x) ≥ 0,
and hence
n(n − 1) > n(n − 1)K 1n >(t1t2t3) 1n [ (n − 3)(n + 5) − (n − 3)(t1 + t2 + t3)(3.14)
+
2(2t1t2 + 2t1t3 + 2t2t3 − t21 − t22 − t23)
t1t2t3
].
for x > 0 small. By continuity, this gives a lower bound of K(0) using the initial data ti(0).
Remark 3.1. Similar proof as in Lemma 3.1 shows that y′
1
> 0 on x ∈ (0, 1) for the problems
(2.12) − (2.15) and (2.17) − (2.21), and (y′
2
− y′
3
) has no zero on x ∈ (0, 1) for (2.17) − (2.21).
By Lemma 3.1 and Remark 3.1, we have the following upper bound estimate of I4.
Corollary 3.2. Letσ ∈ (0, 1) be some given constant. For the initial dataσ < t1(0), t2(0), t3(0) <
n+5
3
(without loss of generality, assume t1(0) ≥ t2(0) ≥ t3(0)), assume that the inequality (3.1)
holds for any {i, j, k} = {1, 2, 3}, and also there exists a constant τ > 0 such that
2C13C23 + 2C13 + 2C23 − C213 −C223 − 1 > τ,(3.15)
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for all the constants C13 and C23 such that
1 ≤ C13 ≤ t1(0)
t3(0)
,
1 ≤ C23 ≤ t2(0)
t3(0)
.
For instance, the condition (3.15) holds if 1
2
<
ti(0)
t j(0)
< 2 for 1 ≤ i, j ≤ 3. Then there exists a
constant δ = δ(σ, τ) > 0 such that
ti(x) ≥ δ,
I4(x) ≤ δ− 3n
for x ∈ [0, 1] and i = 1, 2, 3. Moreover, we have
ti(x) ≤ max{1, t1(0), n + 5
n − 1 + 4t3(0)
t1(0)
},(3.16)
for i = 1, 2, 3 and x ∈ [0, 1].
Proof. We start with the upper bound estimate of ti. By Lemma 3.1 and Remark 3.1, we have
that
t3(0)
t2(0)
≤ t3(x)
t2(x)
≤ 1,(3.17)
t2(0)
t1(0)
≤ t2(x)
t1(x)
≤ 1,(3.18)
for x ∈ [0, 1]. Assume that t1 achieves the maximum value at a point x0 ∈ (0, 1). Then by (2.7),
we have
y′′i+1(x0) = 8(1 − x2)−2(K−1t1t2t3)
1
n [(n − 1)t1 + 2t2 + 2t3 − n − 5 +
2(t21 − (t2 − t3)2)
t1t2t3
]
∣∣∣
x=x0
≤ 0.
By the monotonicity of t2
t1
and t3
t2
, we have that t21(x0) − (t2(x0) − t3(x0))2 ≥ 0. And hence,
(n − 1 + 4t3(0)
t1(0)
)t1(x0) − n − 5
≤ [(n − 1)t1 + 2t2 + 2t3 − n − 5 +
2(t21 − (t2 − t3)2)
t1t2t3
]
∣∣∣
x=x0
≤ 0.
Thus by the condition (2.10), the upper bound estimate (3.16) is established. Therefore,
n + 5 − t1 − t2 − t3 > 0
for x ∈ [0, 1]. Now by the condition (3.15) and the monotonicity of ti
t j
, we have
2t1t2 + 2t1t3 + 2t2t3 − t21 − t22 − t23 ≥ τ t23 > 0(3.19)
11
for x ∈ [0, 1]. Therefore,
4n2(1 + x2)2 +
1
n(n − 1) x
2(1 − x2)2Ψ(x) − 16n
n − 1 x
2Υ(x)
=4n2(1 − x2)2 + 1
n(n − 1) x
2(1 − x2)2Ψ(x) − 16n
n − 1 x
2(Υ(x) − n(n − 1)) > 0
holds for x ∈ (0, 1), where the functions Ψ and Υ are defined in (3.12) and (3.13). And hence
by analyticity of yi, (3.11) and (3.14) hold on x ∈ (0, 1).
Now we turn to the lower bound estimate. We have shown that (3.19) holds for x ∈ [0, 1].
On the other hand, by (3.14) for x ∈ (0, 1), we have
n(n − 1) > (t1t2t3)
1
n [ (n − 3)(n + 5) − (n − 3)(t1 + t2 + t3)(3.20)
+
2(2t1t2 + 2t1t3 + 2t2t3 − t21 − t22 − t23)
t1t2t3
],
for x ∈ (0, 1). By (3.17), (3.18) and (3.19), if t3 → 0+, then the right hand side of (3.20) goes to
infinity, contradicting with (3.20). Therefore, there exists δ > 0 such that
ti(x) > δ
for x ∈ [0, 1] and i = 1, 2, 3. By Lemma 3.1, K ≤ 1, and hence
I4 = (Kt
−1
1 t
−1
2 t
−1
3 )
1
n ≤ δ− 3n
for x ∈ [0, 1].
This proves the corollary.

Under the assumption of the corollary, we have (3.19). And hence, by (3.11) in x ∈ (0, 1)
which is proved in Corollary 3.2, we have
y′1(x) ≤ x−1(1 − x2)−1[2n(1 + x2) −
√
4n2(1 − x2)2 ] ≤ 4nx(1 − x2)−1,(3.21)
for x ∈ (0, 1). Also, by (3.14) for x ∈ (0, 1), we have
K
1
n (x) ≥ K 1n (0) ≥ 1
n(n − 1)(t1t2t3)
1
n [ (n − 3)(n + 5 − t1 − t2 − t3) +
2τt3
t1t2
]
∣∣∣
x=0
.
Now we give an a priori estimate of the solution away from x = 1.
Lemma 3.3. Under the condition in Corollary 3.2, there exists a uniform constant C = C(σ, τ) >
0 independent of the solution and the initial data ti(0) such that
|y(k)
i
(x)| ≤ Cx2−k,(3.22)
with y
(k)
i
the k−th order derivative of x, for k = 1, 2, 1 ≤ i ≤ 4 and x ∈ [0, 3
4
]. The control still
holds on the interval [0, 1 − ǫ] for any ǫ > 0 small with some constant C = C(σ, τ, ǫ) > 0.
Proof. By (3.21) and (2.6), one can easily obtain (3.22) for y1. Notice that by Corollary 3.2,
δ ≤ ti(x) ≤ max{1, t1(0), n + 5
n − 1 + 4t3(0)
t1(0)
},
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for x ∈ (0, 1) and 1 ≤ i ≤ 3, and K(0) < K(x) < 1 for x ∈ (0, 1). By the interior estimates of the
second order elliptic equations (2.5)− (2.9) and the inequality (3.14), there exists some constant
C = C(σ, τ) > 0 independent of the initial data and the solution so that
|y(k)
i
(x)| ≤ C,
for 1 ≤ i ≤ 4, 0 ≤ k ≤ 4 and x ∈ [1
4
, 3
4
]. To get global estimates, we multiply x1−n(1 − x2)nK 12 on
both sides of the equation (2.7) and do integration on [x, 3
4
] to have
x1−n(1 − x2)nK 12 y′2 = 2n−1(
3
4
)nK
1
2 (
1
2
)y′2(
1
2
)(3.23)
+ 8
ˆ 1
2
x
s1−n(1 − s2)n−2K 12 (K−1t1t22)
1
n [n + 5 − (n − 1)t1 − 4t2 − 2t1
t2t3
]ds,
for x ∈ (0, 3
4
). And hence by Corollary 3.2, we have
|y′2(x)| ≤ Cx,(3.24)
for x ∈ (0, 3
4
), with some constant C = C(σ, τ) > 0 independent of the solution and the initial
data. Substituting (3.24) to (2.7), we then have
|y′′2 (x)| ≤ C(3.25)
for x ∈ (0, 3
4
), with C = C(σ, τ) > 0 some constant independent of the initial data and the
solutions. By similar discussion, (3.22) holds for i = 3, 4. This completes the proof of the
lemma. 
Recall that by the non-positivity of the sectional curvature of g and the Einstein equation
(2.1), we have that |W |g ≤ T ≡
√
n(n2 − 1). Using the boundedness of the Weyl tensor, we give
an estimate of the solution away from x = 0.
Lemma 3.4. Assume that |W |g ≤ ε with some constant 0 < ε ≤ T. Let δ0 be any constant in
(0, 1). Under the condition of Corollary 3.2, we have
|y(k)
1
| ≤ C ε2(1 − x2)4−k,(3.26)
|y(k)
i
| ≤ C ε(1 − x2)2−k,(3.27)
for 2 ≤ i ≤ 4, k = 1, 2 and x ∈ [δ0, 1], with some constant C = C(σ, τ, δ0) > 0.
Proof. By the condition of the lemma, the Weyl tensor has the bound
|(gii)− 12 (gqq)− 12 (gpp)− 12Wpiq0(g)| ≤ ε,(3.28)
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which is
|(gii)− 12 (gqq)− 12 (gpp)− 12Wpiq0(g)|
= |(gii)−
1
2 (gqq)
− 1
2 (gpp)
1
2 [
1
2
dgii
dr
(−(gii)−1 + (gpp)−1 + (gpp)−1gqq(gii)−1)
+
1
2
dgpp
dr
((gpp)
−1 − (gpp)−2gii + (gpp)−2gqq) − (gpp)−1
dgqq
dr
]|
=
x2
(1 − x2) I
1
2
p I
− 1
2
q I
− 1
2
i
|[I−1i
dIi
dx
(−1 + IiI−1p + I−1p Iq) + I−1p
dIp
dx
(1 − IiI−1p + I−1p Iq) − 2(I−1q
dIq
dx
)I−1p Iq]|
= 2
x2
(1 − x2) I
− 1
2
q |
d
dx
[I
1
2
i
I
− 1
2
p + I
− 1
2
i
I
1
2
p − I−
1
2
i
I
− 1
2
p Iq]| ≤ ε,
for any {i, p, q} = {1, 2, 3}; while for 1 ≤ q ≤ 3 and p, i ≥ 4, the inequality becomes
2x2
1 − x2 I
− 1
2
4
|I−
3
2
4
I
1
2
q I
′
4 − I−14 I
− 1
2
q I
′
q| =
4x2
1 − x2 I
− 1
2
4
| d
dx
(I
− 1
2
4
I
1
2
q )| ≤ ε.
Therefore,
|( − ( ti
tp
)
1
2 + (
tp
ti
)
1
2 + (
tq
ti
)
1
2 (
tq
tp
)
1
2
)
(y′p+1 − y′i+1) + 2(
tq
ti
)
1
2 (
tq
tp
)
1
2 (y′q+1 − y′p+1)| ≤
1 − x2
x2
I
1
2
q ,
for any {i, p, q} = {1, 2, 3}, and also it holds that
|y′q+1| = 2t
− 1
2
q |
d
dx
(I
− 1
2
4
I
1
2
q )| ≤
1 − x2
2x2
I
1
2
4
t
− 1
2
q ε,
for x ∈ (0, 1) and q = 1, 2, 3. And hence by Corollary 3.2,
|y′q+1| ≤
1 − x2
2x2
δ−
(3+n)
2n ε(3.29)
for x ∈ (0, 1) and q = 1, 2, 3, with the constant δ > 0 in Corollary 3.2. Set C = 1
2δ2
0
δ−
(3+n)
2n
and hence (3.27) holds on x ∈ [δ0, 1] for k = 1 and i = 2, 3, 4. Substituting the inequalities
(3.27), (3.21), the bound of K and the estimate of ti in Corollary 3.2 into (2.7)− (2.9), we obtain
immediately that there exists a constant C = C(σ, τ, δ0) > 0 such that (3.27) holds for k = 2 and
i = 2, 3, 4.
For y′1, we multiply x
−1(1 − x2)2K 12n on both sides of (2.5) and do integration on (x, 1) for
δ0 ≤ x ≤ 1 so that
(x−1(1 − x2)2K 12n y′1)′ +
1
2n2
x−1(1 − x2)2K 12nΨ(x) = 0, and
y′1(x) =
1
2n2
K(x)−
1
2n x(1 − x2)−2
ˆ 1
x
s−1(1 − s2)2K 12n (s)Ψ(s)ds
≤ C ε2(1 − x2)3,
with some constant C = C(σ, τ, δ0) > 0, where the function Ψ is defined in (3.12). Here we
have used the estimates of ti in Corollary 3.2, the monotonicity of K and the inequality (3.29)
for q = 1, 2, 3. Substituting it back to (2.5), we get the estimate (3.26) for y′′
1
with some constant
C = C(σ, τ, δ0) > 0. This proves the lemma. 
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Based on the estimates in Lemma 3.3 and Lemma 3.4, we have the compactness of the so-
lutions to (2.5) − (2.10). Combining with the perturbation results in Graham-Lee [12] and Lee
[20], we can obtain an existence result of solutions to (2.5) − (2.10) by a direct continuity argu-
ment. In particular, using the same argument of Lemma 4.4 and Theorem 1.4 in [22], we give
the following existence result without proof. For details of the proof, one refers to [22].
Theorem 3.5. Let B1 ⊆ Rn+1 be the unit ball on the Euclidean space with the unit sphere Sn as
its boundary, where n = 4k + 3 for some integer k ≥ 1. Let gˆ be a homogeneous metric on the
boundary Sn  Sp(k + 1)/Sp(k) so that gˆ has the standard diagonal form
gˆ = λ1σ
2
1 + λ2σ
2
2 + λ3σ
2
3 + (σ
2
4 + .. + σ
2
n),
at a point q ∈ Sn, where λi ∈ [23 , 43) (1 ≤ i ≤ 3) are three positive constants and σ1, .., σn are
the 1-forms with respect to the basis vectors in p, in the AdSp(k)-invariant splitting sp(k + 1) =
sp(k) ⊕ p. For t ∈ [0, 1], we define a 1-parameter family of metrics
gˆt = ((1 − t)λ1 + t)σ21 + ((1 − t)λ2 + t)σ22 + ((1 − t)λ3 + t)σ23 + (σ24 + .. + σ2n).
Then as the parameter t varies from t = 1 continuously on the interval [0, 1], either it holds
that there exists a conformally compact Einstein metric on B1 which is non-positively curved
with (Sn, [gˆt]) as its conformal infinity for each t ∈ [0, 1]; or there exists t1 ∈ (0, 1), such that
for each t ∈ [t1, 1] there exists a conformally compact Einstein metric gt on B1 which is non-
positively curved with (Sn, [gˆt]) as its conformal infinity and there exists p ∈ B1 such that the
sectional curvature of gt1 is zero in some direction at p and moreover, for any ǫ > 0 small there
exists t2 ∈ (t1 − ǫ, t1) such that there exists a conformally compact Einstein metric gt2 on B1 with
(Sn, [gˆt2]) as its conformal infinity and the sectional curvature of gt2 is positive in some direction
at some point p ∈ B1.
4. Uniqueness of the solution to the boundary value problem (2.12) − (2.15)
Lemma 4.1. For the initial data t1(0) , 1, assume (y1, y2) is a global solution of the boundary
value problem (2.12) − (2.15). Then we have y′1(x) > 0 for x ∈ (0, 1). Also, we have the
inequality
t1(x) ≤ max{1, t1(0)}(4.1)
for x ∈ [0, 1]. Moreover, if y′
2
has a zero on x ∈ (0, 1), assume x2 is the largest zero of y′2 on
x ∈ (0, 1), then for x ∈ (x2, 1) we have
y′2(x) > 0.
Proof. The proof of the inequality y′
1
(x) > 0 on x ∈ (0, 1) is the same as Lemma 3.1.
The inequality (4.1) holds if t1 is monotone on x ∈ (0, 1). Now we assume that x¯ is a local
maximum point of t1 on x ∈ (0, 1), and hence y′2(x¯) = 0 and y′′2 (x¯) ≤ 0. By (2.14),
y′′2 (x¯) = 8(1 − x2)−2 (K−1t31)
1
n (n + 3 − 2t−11 )(t1 − 1)
∣∣∣
x=x¯
≤ 0.
Therefore,
2
n + 3
≤ t1(x¯) ≤ 1.(4.2)
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This proves the inequality (4.1). Similarly, at a local minimum point x˜ of t1 on x ∈ (0, 1), we
have
t1(x˜) ≤
2
n + 3
, or t1(x˜) ≥ 1.
Since t1(1) = 1 and t1 has isolated zeroes, by (4.2) we have that
t1(x˜) ≤
2
n + 3
.(4.3)
Let x2 be the largest zero of y
′
2 on x ∈ (0, 1). Then (1 − t1)y′2 > 0 on x ∈ (x2, 1). We multiply
K
1
2 x1−n(1 − x2)n on both sides of (2.14) to have
(K
1
2 x1−n(1 − x2)ny′2)′ − 8x1−n(1 − x2)n−2K
1
2 (K−1t31)
1
n (n + 3 − 2t−11 )(t1 − 1) = 0,
and do integration on x ∈ [x2, 1] to have
−8
ˆ 1
x2
x1−n(1 − x2)n−2K 12 (K−1t31)
1
n (n + 3 − 2t−11 )(t1 − 1)dx = 0.(4.4)
If 1 − t1 < 0 on x ∈ (x2, 1), then (n + 3 − 2t−11 )(t1 − 1) > 0, contradicting with (4.4). Therefore,
1 − t1 > 0 and y′2 > 0 on x ∈ (x2, 1), and moreover,
t1(x2) <
2
n + 3
.

By (2.16) and (4.1), for t1(0) ≤ n+53 , we have
y′1 = x
−1(1 − x2)−1[2n(1 + x2) −
√
4n2(1 + x2)2 +
3(n − 3)
n − 1 x
2(1 − x2)2(y′
2
)2 − 16n
n − 1 x
2Υ(x) ]
(4.5)
= x−1(1 − x2)−1[2n(1 + x2)
−
√
4n2(1 − x2)2 + 3(n − 3)
n − 1 x
2(1 − x2)2(y′
2
)2 +
16n
n − 1 x
2(K−1t3
1
)
1
n
(
(n − 3)(n + 5 − 3t1) + 6t−11 ) ],
for x ∈ (0, 1), where Υ(x) = n(n − 1)− (K−1t3
1
)
1
n
(
(n − 3)(n + 5)− 3(n − 3)t1 + 6t−11
)
. Since y′
1
> 0
for x ∈ (0, 1), it is clear that
Υ(x) = n(n − 1) − (K−1t31)
1
n
(
(n − 3)(n + 5) − 3(n − 3)t1 + 6t−11
)
>
3(n − 3)
n − 1 x
2(1 − x2)2(y′2)2 ≥ 0,
(4.6)
for x ∈ (0, 1). By Lemma 4.1 and (4.5), we have that
y′1 ≤ x−1(1 − x2)−1[2n(1 + x2) −
√
4n2(1 − x2)2 ]
≤ 4nx(1 − x2)−1,
for x ∈ (0, 1). And also by (4.6),
n(n − 1) ≥ n(n − 1)K 1n ≥ t
3
n
1
(
(n − 3)(n + 5) − 3(n − 3)t1 + 6t−11
)
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for x ∈ [0, 1], and hence t1 has the lower bound
t1(x) >
( 6
n(n − 1)
) n
n−3 ,(4.7)
for x ∈ [0, 1].
Lemma 4.2. There exists two constants ε > 0 and β > 0 such that if supM |W |g ≤ ε, t1(0) , 0
and 1 − t1(0) ≤ β, then y′2 has no zero on x ∈ (0, 1). That is to say, t1 is monotone on x ∈ (0, 1).
Proof. Assume that
1 − t1(0) ≤ β,
sup
M
|W |g ≤ ε,
with β < 1 − 2
n+3
and ε > 0 to be determined. By (3.22), there exists C1 > 0 independent of β
and ε such that
|t′1| ≤ C1x,
for x ∈ [0, 1
2
]. And hence,
|t1(x) − t1(0)| ≤
1
2
C1x
2
for x ∈ (0, 1
2
). Therefore,
t1(x) ≥
2
n + 3
for
x ≤ x0 ≡
(2|t1(0) − 2n+3 |
C1
) 1
2 .
Using the bound supM |W |g ≤ ε and (3.27), we have that
|y2(x0)| ≤ C2ε
ˆ 1
x0
(1 − s2)ds = C2(1 − x0 − 1
3
+
1
3
x30)ε.
for some constant C2 = C2(x0) > 0. And hence, if
ε < − 1
C2(1 − x0 − 13 + 13 x30)
ln(
2
n + 3
),
using the estimate (4.3) of the local minimum of t1, we have that there is no minimum point of
t1 on x ∈ (0, 1). Therefore, by the boundary value condition (2.15), y′2 has no zero on x ∈ (0, 1).
This completes the proof of the lemma.

We assume that the boundary value problem (2.12) − (2.15) admits two solutions (y11, y12)
and (y21, y22) with y11 = log(K1), y12 = log(t11), y21 = log(K2) and y22 = log(t21), for t1(0) , 1
close to 1. By the same argument in Lemma 5.3 in [21], we have
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Lemma 4.3. Under the condition in Lemma 4.2, for any two zeroes 0 < x1 < x2 ≤ 1 of z′1 so
that there is no zero of z′1 on the interval x ∈ (x1, x2), there exists a point x3 ∈ (x1, x2) so that
(y′12 + y
′
22)z
′
1z
′
2
∣∣∣
x=x3
< 0.(4.8)
Also, for any zero 0 < x2 ≤ 1 of z′1, there exists ε > 0 so that for any x2 − ε < x < x2, we have
(y′12(x) + y
′
22(x))z
′
1(x)z
′
2(x) > 0.(4.9)
It is clear that the function
t
3
n
1
[(n + 3)t1 − n − 5 + 2t−11 ]
of t1 is increasing on the interval t1 ∈ (t01,+∞) with
t01 ≡
3n + 15 +
√
(3n + 15)2 + 4(2n − 6)(n + 3)2
2(n + 3)2
< 1.
By the same proof of Theorem 5.4 in [21], with the integrating factor x−2(1 − x2)3 in (5.13) in
[21] replaced by x1−n(1− x2)n, we have the following uniqueness lemma for the boundary value
problem (2.12) − (2.15). (Notice that Theorem 5.2 in [21] is not necessary for the uniqueness
argument. And for K1(0) = K2(0), by the mean value theorem, there exists a zero of z
′
1
in
x ∈ (0, 1), and Theorem 5.4 in [21] covers this case.)
Lemma 4.4. The solution to the boundary value problem (2.12) − (2.15), with y1 and y2 mono-
tone on x ∈ (0, 1) and t1(0) > t01, must be unique if it exists.
Now we prove the global uniqueness of the conformally compact Einstein metric with Sp(k+
1) × Sp(1) invariant conformal infinity.
Theorem 4.5. Let gˆ be a homogeneous metric on Sn  Sp(k + 1) × Sp(1)/Sp(k) × Sp(1) with
n = 4k + 3 for k ≥ 1 so that gˆ has the standard diagonal form
gˆ = λ1(σ
2
1 + σ
2
2 + σ
2
3) + λ2(σ
2
4 + .. + σ
2
n),(4.10)
at a point p ∈ Sn, where λ1 and λ2 are two positive constants and σ1, .., σn are the 1-forms with
respect to the basis vectors in p, in the AdS p(k)-invariant splitting sp(k+ 1) = sp(k)⊕ p. Assume
that λ1
λ2
is close enough to 1, then up to isometry the conformally compact Einstein metric filled
in is unique and it is the perturbation metric in [12] on the (n + 1)-ball B1(0) with (S
n, [gˆ]) as
its conformal infinity.
Proof of Theorem 4.5. For the case t1(0) = 1 i.e., λ1 = λ2 so that the conformal infinity is the
round sphere, the theorem has been proved in [3][25][9][23].
Now we assume that λ1 , λ2. It is proved in [23] that for
λ1
λ2
close enough to 1, the confor-
mally compact Einstein manifold (M, g) filled in is non-positively curved and simply connected
and the closure M = M
⋃
∂M of M is diffeomorphic to the unit ball B1 ⊂ Rn+1. Moreover,
the sectional curvature of g is close to −1 and hence supM |W |g is small. Thus, the condition in
Lemma 4.2 is satisfied.
Pick up a point q ∈ ∂M = Sn. Let x be the geodesic defining function about Cgˆ with
C > 0 some constant so that x = e−r with r the distance function on (M, g) to the center of
gravity p0 ∈ M, see Theorem 3.6 in [21]. Under the polar coordinate (x, θ) with 0 ≤ x ≤ 1
and θ = 0 along the geodesic γ connecting q and p0, by [22] and Section 2 we have that the
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Einstein equations with prescribed conformal infinity (Sn, [gˆ]) with gˆ the homogeneous metric
in (4.10), is equivalent to the boundary value problem (2.12) − (2.15) along the geodesic γ
provided that the solution has non-positive sectional curvature. Moreover, since t1(0) is close
to 1 and the condition in Lemma 4.2 is satisfied, by Lemma 4.2, y1 and y2 are monotone on
x ∈ (0, 1). Moreover, Lemma 4.3 holds. Then by Lemma 4.4, up to isometries, the CCE metric
is unique. 
5. On the monotonicity of the solution to the boundary value problem (2.17) − (2.21)
Lemma 5.1. Let (y1, y2, y3) be a global solution of the boundary value problem (2.17)− (2.21).
Then we have y′1(x) > 0 for x ∈ (0, 1). Define the function t∗1(x) as
t∗1(x) ≡
(n + 5)t2
2
(x) − 4t3
2
(x)
(n − 1)t2
2
(x) + 2
,(5.1)
for x ∈ [0, 1]. Then, at any local maximum point p1 of t1 on x ∈ (0, 1), we have
t1(p1) ≤ t∗1(p1),(5.2)
while at any local minimum point q1 of t1 on (0, 1), we have
t1(q1) ≥ t∗1(q1).(5.3)
Moreover, at any local maximum point p2 of t2 on (0, 1), we have
t2(p2) ≤ 1,(5.4)
while at any local minimum point q2 of t2 on (0, 1), we have
t2(q2) <
4
n + 1
, and t1(q2) ≤
4t2 − (n + 1)t22
2t2 + 2
.(5.5)
Proof. The proof of the inequality y′1(x) > 0 on x ∈ (0, 1) is the same as Lemma 3.1.
It is clear that t∗1(x) ≤ 1 for x ∈ [0, 1] by the definition of t∗1(x), with t∗1(x) = 1 if and only if
t2(x) = 1. At any local maximum (resp. minimum) point p1 (resp. q1) of t1 on (0, 1), we have
y′
2
= 0 and y′′
2
(p1) ≤ 0 (resp. y′′2 (q1) ≥ 0), which immediately yields (5.2) and (5.3), by (2.19).
By (2.20), at a local maximum point p2 of t2 on (0, 1), we have
y′′3 (p2) = 8(1 − x2)−2(K−1t1t22)
1
n t−22 (t2 − 1)[2(1 + t2)t1 + (n + 1)t22 − 4t2]
∣∣∣
x=p2
≤ 0,
and hence t2(p2) ≤ 1; while at a local minimum point q2 of t2 on (0, 1), we have
(t2 − 1)[2(1 + t2)t1 + (n + 1)t22 − 4t2]
∣∣∣
x=q2
≥ 0.(5.6)
Since t2(1) = 1, by (5.4), we have that t2(q2) < 1. Therefore, by (5.6), we obtain (5.5).

Now we show that for supM |W |g small and t2(0) not too small, t2 is monotone on x ∈ (0, 1).
Lemma 5.2. There exists two constants ε > 0 and β > 0 such that if supM |W |g ≤ ε, t2(0) , 1
and 1 − t2(0) ≤ β, then y′3 has no zero on x ∈ (0, 1). That is to say, t2 is monotone on x ∈ (0, 1).
Moreover, t∗1(x) (see (5.1)) is increasing and there is no local maximum point of t1 on x ∈ (0, 1).
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Proof. Assume that
1 − t2(0) ≤ β,
sup
M
|W |g ≤ ε,
with β < 1 − 4
n+1
and ε > 0 to be determined. By (3.22), there exists C1 > 0 independent of β
and ε such that
|t′2| ≤ C1x,
for x ∈ [0, 1
2
]. And hence,
|t2(x) − t2(0)| ≤ 1
2
C1x
2
for x ∈ (0, 1
2
). Therefore,
t2(x) ≥
4
n + 1
for
x ≤ x0 ≡
(2|t2(0) − 4n+1 |
C1
) 1
2 .
Using the bound supM |W |g ≤ ε and (3.27), we have that
|y3(x0)| ≤ C2ε
ˆ 1
x0
(1 − s2)ds = C2(1 − x0 −
1
3
+
1
3
x30)ε,
for some constant C2 = C2(x0) > 0. And hence, if
ε < − 1
C2(1 − x0 − 13 + 13 x30)
ln(
4
n + 1
),
using the estimate (5.5) of the local minimum of t2, we have that there is no minimum point of
t2 on x ∈ (0, 1). Therefore, by the boundary value condition (2.15) and (5.4), y′3 has no zero on
x ∈ (0, 1).
Now we turn to the monotonicity of y2. By the definition of t
∗
1 in (5.1), it is easy to check
that for t2 ∈ ( 2n+3 , 1), we have t∗1 ∈ (t2, 1), while for t2 > 1, we have t∗1 < 1. Moreover, t∗1(x) is
increasing when t2(x) < 1 and t2(x) is increasing, while t
∗
1(x) is increasing when t2(x) > 1 and
t2(x) is decreasing. And hence by the choice of ε and β above, we obtain that t
∗
1(x) is increasing
on x ∈ (0, 1).
Assume that there exists a local maximum point p1 of t1 on x ∈ (0, 1). Then by (5.2), we have
that
t1(p1) ≤ t∗1(p1) < 1.
Since t1(1) = 1, there must be a local minimum q1 of t1 next to p1 on the interval x ∈ (p1, 1).
Therefore, t1(q1) < t1(p1) and by (5.3), we have t1(q1) ≥ t∗1(q1), contradicting with the fact
that t∗2(x) is increasing on x ∈ (0, 1). Therefore, there exists no local maximum point of t1 on
x ∈ (0, 1).
This completes the proof of the lemma.

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Lemma 5.3. Under the condition in Lemma 5.2, for t1(0) ≤ t∗1(0) with t∗1 defined in (5.1), we
have that y′2 has no zero and t1 is increasing on x ∈ (0, 1); while for t∗1(0) < t1(0) ≤ 1, t1 is
decreasing for x > 0 small till the unique minimum point q1 of t1 on x ∈ (0, 1), and then t1 keeps
increasing on x ∈ (q1, 1); while for t1(0) > 1, t1 is decreasing for x > 0 small with at most one
minimum point q1 on x ∈ (0, 1). Moreover,
t1(x) ≥ min{t1(0), t∗1(0)}(5.7)
for x ∈ [0, 1].
Proof. By Lemma 5.2, we have that t∗1(x) < 1 is increasing on x ∈ (0, 1), and t1 has no local
maximum point on x ∈ (0, 1), and therefore, there exists at most one local minimum point of t1
on x ∈ (0, 1). We only need to consider the sign of y′
2
for x > 0 small. By (2.19), we have
y′′2 (0) = −
8
n − 2(K
−1t1t
2
2)
1
n
(
(n − 1) + 2t−22 (0)
)
[t1(0) − t∗1(0)].
Therefore, y′
2
(x) < 0 for x > 0 small when t1(0) > t
∗
1
(0), while y′
2
(x) > 0 for x > 0 small when
t1(0) < t
∗
1(0).
For t1(0) = t
∗
1(0), if y
′
1(x) < 0 for x > 0 small, then t1(x) is decreasing till a local minimum
q1 ∈ (0, 1) of t1 and hence, t1(q1) < t1(0). By Lemma 5.2, t∗1 is increasing on x ∈ (0, 1), which
is a contradiction with the inequality (5.3). Therefore, t1 keeps increasing on x ∈ (0, 1) when
t1(0) = t
∗
1(0).
Since t1 ≥ t∗1 at the minimum point of t1 and t∗1 is increasing on x ∈ (0, 1), we obtain the
inequality (5.7).
Recall that (3.14) holds on x ∈ (0, 1) by Corollary 3.2. Therefore, there exists a constant
C = C(β) > 0 with β in Lemma 5.2, such that
|yi(x)| ≤ C(|1 − t1(0)| + |1 − t2(0)|),
for x ∈ [0, 1] and i = 1, 2, 3. And hence for the problem (2.17)− (2.21), the constant C in (3.22)
on the interval x ∈ (0, 1 − ǫ) can be replaced by C(|1 − t1(0)| + |1 − t2(0)|) with some constant
C = C(β, τ, ǫ) > 0.

6. Uniqueness of the solution to the boundary value problem (2.5) − (2.10)
Based on the a priori estimates in Section 4, we will follow the approach of [22] to prove
the uniqueness of the conformally compact Einstein metrics filling in for the given conformal
infinity (Sn, [gˆ]) with n = 4k + 3 and gˆ an Sp(k + 1)-invariant metric close enough to the round
sphere metric.
Proof of Theorem 1.1. For the case λi = λ j for 1 ≤ i, j ≤ 4, so that the conformal infinity is the
round sphere, the theorem has been proved in [3][25][9][23]. Otherwise, by Theorem 2.2, for λi
λ j
close to 1, the conformally compact Einstein manifold (M, g) filling in is negatively curved and
simply connected with the closureM diffeomorphic to the unit ball B1 ⊂ Rn+1. By the discussion
in [22], we have that the uniqueness of the conformally compact Einstein metric with (Sn, [gˆ])
as its conformal infinity is equivalent to the uniqueness of the solution to the boundary value
problem (2.5) − (2.10).
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We assume that the boundary value problem (2.5)−(2.10) admits two solutions (y11, y12, y13, y14)
and (y21, y22, y23, y24) with y11 = log(K1), y21 = log(K2) and yi( j+1) = log(ti j) for i = 1, 2 and
j ∈ {1, 2, 3}, where
|1 − t1(0)| + |1 − t2(0)| + |1 − t3(0)| , 0,
and t j(0) is close to 1 for j = 1, 2, 3. Denote z j = y1 j − y2 j for 1 ≤ j ≤ 4. In general, one is
not able to prove that z j is monotone on x ∈ (0, 1) as the Berger metric case in [21]. Instead,
one turns to the control of the total variation of z j. We will follow the approach of [22] to show
uniqueness of the solution to (2.5) − (2.10) for ti(0) close enough to 1.
Let 0 < τ1 <
1
3
and 0 < ε ≤ T ≡
√
n(n2 − 1) be two small numbers to be chosen.
We assume that
|1 − t1(0)| + |1 − t2(0)| + |1 − t3(0)| ≤ τ1,(6.1)
and
sup
M
|W |g ≤ ε.(6.2)
The conditions in Corollary 3.2, Lemma 3.3 and Lemma 3.4 hold by the assumption (6.1).
Therefore, there exists a constant C1 > 0 independent of τ1 and ε such that
|y′i j(x)| ≤ C1x(6.3)
for x ∈ [0, 3
4
], with i = 1, 2 and 1 ≤ j ≤ 4; and for any δ0 ∈ (0, 1), there exists a constant
C2 = C2(δ0) > 0 such that
|y′i1(x)| ≤ C2ε2(1 − x)3, and |y′i j(x)| ≤ C2ε(1 − x),(6.4)
for x ∈ (δ0, 1), with i = 1, 2 and 2 ≤ j ≤ 4. Therefore, let δ0 = τ16C1 such that for x ∈ (0, δ0], we
have |y′
i j
(x)| ≤ τ1
6
and by integration,
|1 − ti1(x)| + |1 − ti2(x)| + |1 − ti3(x)| ≤ 2τ1.(6.5)
Moreover, by (3.14) and the monotonicity of Ki, there exists C3 > 0 independent of τ1 such that
|1 − Ki(x)| ≤ C3τ1,(6.6)
for x ∈ [0, 1] and i = 1, 2. Also, for x ∈ [δ0, 1), by integrating (6.4) on (x, 1), we have
|Ki(x) − 1| ≤ 1
2
C2ε
2(1 − x)4, and |1 − ti j(x)| ≤ C2ε(1 − x)2,(6.7)
for i = 1, 2 and 1 ≤ j ≤ 3.
Recall that if two solutions share the same conformal infinity [gˆ] and the same non-local term
g(n) in the expansion, then they coincide by [6]. Also, when the two solutions are distinct, by the
Einstein equations (2.5)−(2.9) and the expansion (2.3), the zeroes of zi are discrete on x ∈ [0, 1]
for 1 ≤ i ≤ 4.
For i = 2, 3, 4, we define the domain
D−i = {x ∈ (0, 1]
∣∣∣zi(x) ≤ 0}.
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Let b−
i1 < ... < b
−
imi
be the list of the local minimum points of zi on D
−
i , and we pick up all the
(maximal) non-increasing intervals of zi on D
−
i (the closure of D
−
i
):
[a−i1, b
−
i1]
⋃
[a−i2, b
−
i2]
⋃
...
⋃
[a−imi , b
−
imi
]
such that a−
i1
< b−
i1
< a−
i2
< ... < a−
imi
< b−
imi
with mi some integer; while on the domain
D+i = {x ∈ (0, 1]
∣∣∣zi(x) ≥ 0},
let b+
i1
< ... < b+
ini
be all the local maximum points of zi on D
+
i
with ni some integer, and we pick
up all the (maximal) non-decreasing intervals of zi on D
+
i (the closure of D
+
i ):
[a+i1, b
+
i1]
⋃
[a+i2, b
+
i2]
⋃
...
⋃
[a+ini , b
+
ini
]
such that a+
i1 < b
+
i1 < a
+
i2 < ... < a
+
ini
< b+ini . Since zi ∈ C∞([0, 1]) and z′i has finitely many
zeroes, the function zi is of bounded variation on x ∈ [0, 1]. Given an interval [a, b] ⊆ [0, 1],
we denote Vba (zi) the total variation of zi on x ∈ [a, b], and we denote V(zi) the total variation
of zi on x ∈ [0, 1]. When each ti(0) is close to 1, we will show by the Einstein equations that
the total variation of each zi is controlled by the linear combination of those of the other three
with small coefficients, which implies that the total variation of each zi vanishes and the two
solutions coincide.
Recall that zi(0) = zi(1) = 0 for i = 2, 3, 4. By the mean value theorem, there exists at least
one zero of z′i on x ∈ (0, 1). And also for 1 ≤ j ≤ mi, we have either zi(a−i j) = 0, or zi(a−i j) ≤ 0
with a−
i j
a local maximum of zi on [0, 1) and z
′
i
(a−
i j
) = 0. Similarly, for 1 ≤ j ≤ ni, it holds that
either zi(a
+
i j
) = 0, or zi(a
+
i j
) ≥ 0 with a+
i j
a local minimum of zi on [0, 1) and z
′
i
(a+
i j
) = 0. And
hence we have that for i = 2, 3, 4,
1
2
V(zi) =
mi∑
j=1
V
b−
i j
a−
i j
(zi) +
ni∑
j=1
V
b+
i j
a+
i j
(zi)
=
mi∑
j=1
|zi(b−i j) − zi(a−i j)| +
ni∑
j=1
|zi(b+i j) − zi(a+i j)|.
We multiply x(1 − x2) on both sides of (2.7) and obtain
(x(1 − x2)y′2)′ − (n + (n − 2)x2)y′2 +
1
2
x(1 − x2)y′1y′2(6.8)
− 8x(1 − x2)−1(K−1t1t2t3) 1n [(n − 1)t1 + 2t2 + 2t3 − n − 5 +
2(t2
1
− (t2 − t3)2)
t1t2t3
] = 0.
Now we substitute the two solutions to (6.8) and take difference to obtain
0 = (x(1 − x2)z′2)′ − (n + (n − 2)x2)z′2 +
1
2
x(1 − x2)(y′11z′2 + z′1y′22) − 8x(1 − x2)−1Φ(x)(6.9)
− 8x(1 − x2)−1(K−12 t21t22t23)
1
n (n − 1 + 2t−122 t−123 )(t11 − t21),
23
with
Φ(x) =[(K−11 t11t12t13)
1
n − (K−12 t21t22t23)
1
n ] [(n − 1)t11 + 2t12 + 2t13 − n − 5 +
2(t2
11
− (t12 − t13)2)
t11t12t13
]
+ 2(K−12 t21t22t23)
1
n [t12 + t13 − t22 − t23 + t11(
1
t12t13
− 1
t22t23
) + t−111
( 1
t22
+
1
t23
− 1
t12
− 1
t13
)
]
+ 2(K−12 t21t22t23)
1
n
(t22 − t23)2
t22t23
(− 1
t11
+
1
t21
).
By (6.5) − (6.7), there exist a constant C4 = C4(δ0) > 0 depending on τ1 and a constant C5 > 0
independent of τ1 and ε such that
x(1 − x2)−1|Φ(x)| ≤ C5x(τ1 +C4ε)
( 4∑
i=1
|zi(x)|
)
,(6.10)
for x ∈ [0, 1]. Integrating the equation (6.9) on [a±
2 j
, b±
2 j
] to have
(x − x3)z′2(x)
∣∣∣
x=a±
2 j
+ n(z2(b
±
2 j) − z2(a±2 j)) + (n − 2)
ˆ b±
2 j
a±
2 j
x2z′2(x)dx(6.11)
=
ˆ b±
2 j
a±
2 j
[1
2
(x − x3)(y′11z′2 + z′1y′22) + O(1) x (τ1 + C4ε)
( 4∑
i=1
|zi(x)|
)
− 8x(1 − x2)−1(K−12 t21t22t23)
1
n (n − 1 + 2t−122 t−123 )(t11 − t21)
]
dx,
for any j, with O(1) uniformly bounded, independent of τ1 and ε. It is clear that the three terms
on the left hand side of the equation have the same sign. Notice that
n − 1 + 2t−122 t−123 > 0
for x ∈ [0, 1] and hence the third term on the right hand side of (6.11) has a different sign from
the left hand side. Therefore,
n|z2(b±2 j) − z2(a±2 j)|(6.12)
≤
ˆ b±
2 j
a±
2 j
[1
2
(x − x3)(|y′11z′2| + |z′1y′22|) +C5x(τ1 +C4ε)
( 4∑
i=1
|zi(x)|
)]
dx
≤
√
3
9
(τ1 + C2ε)
(|z2(b±2 j) − z2(a±2 j)| + Vb±2 ja±
2 j
(z1)
)
+C5(τ1 + C4ε) (b
±
2 j − a±2 j)
4∑
i=1
sup
x∈[0,1]
|zi|,
for any j, where C2 > 0 is defined in (6.4), C2 = C2(δ0) and C4 = C4(δ0) > 0 depend on τ1 with
δ0 chosen below (6.4), and C5 > 0 is independent of τ1 and ε. Summarizing this inequality for
all j, we have
nV(z2) ≤ 2
√
3
9
(τ1 +C2ε)
(
V(z2) + V(z1)
)
+ 2C5(τ1 + C4ε)
4∑
i=1
V(zi).(6.13)
Now assume that
τ1 ≤ min{ 1
8C5
,
1
4
}.(6.14)
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Then we choose ε > 0 small so that
ε ≤ min{ 1
4C2
,
1
8C4C5
}.(6.15)
Therefore,
V(z2) ≤ 1
n − 2(V(z1) + V(z3) + V(z4)).(6.16)
Similarly, by the equations (2.8) and (2.9) there exists a constant C6 = C6(δ0) > 0 depending on
τ1, and C7 > 0 independent of τ1 and ε such that when
τ1 ≤ min{
1
8C7
,
1
4
},(6.17)
and
ε ≤ min{ 1
4C2
,
1
8C6C7
},(6.18)
we have
V(z3) ≤ 1
n − 2(V(z1) + V(z2) + V(z4)),(6.19)
and
V(z4) ≤ 1
n − 2(V(z1) + V(z2) + V(z3)).(6.20)
We then turn to the estimate of V(z1).
Without loss of generality, we assume that z1(0) ≥ 0. As the discussion in [22], using the ex-
pansion (2.24) of the Einstein metrics, for our two distinct solutions there exists a non-vanishing
coefficient in the expansion z1(x) =
∑
k=1
z
(k)
1
(0)xk at x = 0. And hence by (2.6) we can always
assume that z1 > 0 and z
′
1 > 0 on the first interval of monotonicity (0, x1) of the function z1.
Let 0 = x0 < x1 < ... < xk1 < xk1+1 = 1 be the list of all the local maximum points and local
minimum points of z1 on x ∈ [0, 1], with k1 some integers. Therefore, for any 0 ≤ j ≤ k1, we
have that z′
1
keeps the sign on x ∈ (x j, x j+1) with possibly finitely many zeroes on the interval.
Multiplying x(1 − x2) on both sides of (2.5), we have
(x(1 − x2)y′1)′ − 2y′1 +
1
2n2
x(1 − x2)[n(y′1)2 + ((n − 1)y′2 − y′3 − y′4)2(6.21)
+ (−y′2 + (n − 1)y′3 − y′4)2 + (−y′2 − y′3 + (n − 1)y′4)2 + (n − 3)(y′2 + y′3 + y′4)2] = 0.
Substitute the two solutions into (6.21) and take difference, we have
0 =
(
x(1 − x2)z′1
)′ − 2z′1 + 12n x(1 − x2)(y′11 + y′21)z′1 + 12n x(1 − x2)×
(6.22)
[
(
(n − 1)(y′12 + y′22) − y′13 − y′23 − y′14 − y′24
)
z′2 +
(
(n − 1)(y′13 + y′23) − y′12 − y′22 − y′14 − y′24
)
z′3
+
(
(n − 1)(y′14 + y′24) − y′12 − y′22 − y′13 − y′23
)
z′4 ].
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For each 0 ≤ j ≤ k1, we do integration of (6.22) on the interval x ∈ [x j, x j+1],
2(z1(x j+1) − z1(x j)) −
1
2n
ˆ x j+1
x j
x(1 − x2)(y′11 + y′21)z′1dx
(6.23)
=
1
2n
ˆ x j+1
x j
x(1 − x2) [ ( (n − 1)(y′12 + y′22) − y′13 − y′23 − y′14 − y′24 ) z′2
+
(
(n − 1)(y′13 + y′23) − y′12 − y′22 − y′14 − y′24
)
z′3 +
(
(n − 1)(y′14 + y′24) − y′12 − y′22 − y′13 − y′23
)
z′4 ]dx.
By (6.3) − (6.5) we have
0 < x(1 − x2)(y′11 + y′21) ≤
4
√
3
9
(τ1 +C2ε),
and
x(1 − x2) |(n − 1)(y′1i + y′2i) − y′1 j − y′2 j − y′1k − y′2k| ≤
4(n + 1)
√
3
9
(τ1 + C2ε)
for any {i, j, k} = {2, 3, 4} and x ∈ [0, 1]. Substituting these estimates into (6.23), we have
(
2 − 2
√
3
9n
(τ1 + C2ε)
)|z1(x j+1) − z1(x j)| ≤ 2(n + 1)
√
3
9n
(τ1 +C2ε)
ˆ x j+1
x j
[ |z′2| + |z′3| + |z′4| ]dx
≤ 2(n + 1)
√
3
9n
(τ1 +C2ε)
4∑
i=2
V
x j+1
x j (zi).
Summarizing this inequality for all j, one has
(
1 −
√
3
9n
(τ1 + C2ε)
)
V(z1) ≤
2(n + 1)
√
3
9n
(τ1 +C2ε)
4∑
i=2
V(zi),
with C2 = C2(δ0) > 0 in (6.4) depending on τ1. Assume that
τ1 ≤ 1
2(n + 1)
,(6.24)
and then we choose ε > 0 so that
ε ≤ 1
2(n + 1)C2
.(6.25)
And hence,
V(z1) ≤ 1
n
4∑
i=2
V(zi).(6.26)
By Theorem 2.2, for ε > 0 small, there exists a small constant τ0 = τ0(ε) ∈ (0, 1) such that
when
|1 − t1(0)| + |1 − t2(0)| + |1 − t3(0)| ≤ τ0,(6.27)
we have that
sup
M
|W |g ≤ ε.
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Now let τ = min{τ1, τ0} with τ1 and ε satisfying (6.14), (6.15), (6.17), (6.18), (6.24) and
(6.25). Thus if
|1 − t1(0)| + |1 − t2(0)| + |1 − t3(0)| ≤ τ,
then (6.16), (6.19), (6.20) and (6.26) hold. And hence,
zi(x) = 0
for x ∈ [0, 1] and 1 ≤ i ≤ 4. Therefore these two solutions coincide. This completes the proof
of the theorem.

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