Computational and experimental investigation of flow over a transient pitching hydrofoil by DUCOIN, Antoine et al.
Science Arts & Métiers (SAM)
is an open access repository that collects the work of Arts et Métiers ParisTech
researchers and makes it freely available over the web where possible.
This is an author-deposited version published in: https://sam.ensam.eu
Handle ID: .http://hdl.handle.net/10985/10205
To cite this version :
Antoine DUCOIN, François DENISET, Jacques Andre ASTOLFI, Jean-François SIGRIST -
Computational and experimental investigation of flow over a transient pitching hydrofoil -
European journal of mechanics - Vol. 28, n°6, p.728-743 - 2009
Any correspondence concerning this service should be sent to the repository
Administrator : archiveouverte@ensam.eu
Computational and experimental investigation of flow
over a transient pitching hydrofoil
Antoine Ducoina,∗, Franc¸ois Deniseta, Jacques Andre´ Astolﬁa,
Jean-Franc¸ois Sigristb
a Institut de Recherche de l’Ecole Navale EA 3634, Ecole Navale, 29240 Brest Arme´es,
France
b DCNS Propulsion, 44620, La Montagne, France
Abstract
The present study is developed within the general framework of marine struc-
ture design of lifting bodies, operating in transient regimes. The study con-
cerns the experimental and numerical investigations of time-space distribu-
tion of the wall pressure ﬁeld on a NACA66 hydrofoil in a forced pitching
motion from 0◦ to 15◦ beyond stall for four pitching velocities. Experiments
in a hydrodynamic tunnel and corresponding RANS calculations are carried
out. Wall pressure transducers are located along the chord on the suction
side of the hydrofoil. The numerical approach is conducted in transient
regime using a recent laminar to turbulent transition model. First, the ﬂow
is analyzed on the basis of the pressure ﬂuctuations to highlight the laminar
to turbulent transition. The evolutions of transition, laminar bubble and
leading and trailing edge detachments as well as pressure ﬂuctuations are
discussed for various transient pitching motions. Then, hydrodynamic coeﬃ-
cients are analyzed in order to quantify the transient eﬀects on hydrodynamic
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loading. The comparison of calculated and measured local wall pressures on
the suction side leads to the identiﬁcation of the eﬀect of pitching velocity
on hydrodynamic loading.
Key words: Lifting bodies; hydrodynamic loading; transient regimes;
laminar to turbulent transition
1. INTRODUCTION
The prediction of the loading of lifting bodies such as rudders, stabilizers
or marine propellers operating in forced motions of large amplitude is fun-
damental in the context of marine design. It requires a good understanding
of phenomena such as transition, turbulence and stall [1]. It includes the
boundary layer study in unsteady forced regime which has been the object
of many researches, including the prediction by RANS based codes in the
context of industrial applications. Srinivasan et al. (1995) [2] and Barakos
(2000) [3] show the accuracy of RANS codes to predict hydrodynamic loading
of foils in cases of low angles of incidence, and highlight the turbulence model
dependency when separation is strong. The inﬂuence of pitching velocities
can be also of primary importance on loading prediction in the case of low
Reynolds numbers. Hamadi et al. (2000) [4] show that inertial eﬀects are
increasing with pitching velocities. The authors include non-dimensionalized
parameters useful in transient regimes. An experimental study is presented in
[5] for an oscillating airfoil at various reduced frequencies κ = ωc/2U∞ (with
ω the pitching velocity) and at Re = 1.35 × 105. It helps to study
the eﬀect of pitching velocity. For small reduced frequencies, boundary
layer events produce variations in lift, drag and moment coeﬃcients. As well,
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boundary layer transition caused by laminar separation is delayed and pro-
moted when reduced frequencies increases. The lift coeﬃcient and lift-curve
slope have also some modiﬁcations but it was shown that the laminar bubble
length is insensitive to reduced frequency. Recent works focus on the impact
of transition modeling in RANS based codes [6, 7, 8]. It has an impact on
stall and loading prediction. Smith et al. (2004) [9] show that fully turbulent
computations over predict lift and drag. Shelton et al. (2005) [6] include a
transition model and show its impact on hydrodynamic coeﬃcients.
The speciﬁc case of separation induced transition has been studied in many
works concerning aerodynamic applications. The transition is caused by a
recirculation zone induced by a laminar separation. It is well known that
after the boundary layer transition to turbulence, the ﬂow reattaches. Tani
(1964) [10] showed that the bubble length is reduced when the pressure gra-
dient increases because of the faster transition. Applied to foil geometry at
signiﬁcant angle of incidence, this induces a small bubble near the leading
edge (as compared to the bubble length near the trailing edge for example
at low angle of incidence) because of the higher pressure gradient created
by the curvature. Concerning the prediction by RANS based codes, global
eﬀects are taken into account but smaller structures are not captured. Many
works have been therefore considered on laminar separation bubble (LSB)
by experimental methods (Gaster (1969) [11]) and DNS simulations [12, 13]
and show that complex and multi scaled structures can occur in LSB wake.
Based on Gaster works, Pauley et al. (1990) [14] studied an unsteady laminar
separation bubble induced by an adverse pressure gradient on a leading edge
geometry. It has been found that the frequency of the vortex shedding from
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the bubble can be non-dimensionalized with a Strouhal number Stθ based on
momentum thickness (θ)sep and external velocity (ue)sep at laminar separa-
tion which appears in many recent works [15, 16]. Moreover, some recent
numerical studied of DNS simulation have shown that those vortex
shedding resulting into a ﬂapping motion of the bubble generates
some velocity and pressure ﬂuctuations backward the bubble, see
Rist and Maucher (2002) [17] in the case of a ﬂat plate and Jones
et al. (2008) [18] in the case of an airfoil .
The present paper focuses on the spatio-temporal evolution of the wall
pressure ﬁeld of an hydrofoil arising from transient pitching motion at Re =
0.75 × 106. Both experimental and numerical approaches were developed.
The experiment consist in measuring the wall pressure using pressure trans-
ducers at several points located along the chord on the suction side of the
hydrofoil. Computations are led with the CFD RANS based code CFX c©.
The ﬁrst aim of this study is a better understanding of hydrodynamic load-
ing responses on boundary layer events like transition and laminar separation
induced transition. Another challenging task is to check the accuracy and
the limitations of the RANS simulations to predict those phenomena.
The ﬂow is ﬁrst studied in the case of a low pitching velocity. Measured
and computed wall pressures near the leading edge and the trailing edge
help to characterize separation and transition localization on the hydrofoil.
Measured pressure ﬂuctuations are analyzed on those transducers using spec-
trograms. The inﬂuence of the pitching velocity on the boundary layer events
is investigated. Hydrodynamic coeﬃcients are analyzed and dynamic eﬀects
of the pitching velocity on hydrodynamic loading are highlighted.
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2. EXPERIMENTAL SET UP
Measurements are carried out in the cavitation tunnel at IRENav. The
test section is 1 m long and has a 0.192 m square section. It allows the
authors to control the velocity range between 0 and 15m/s and the pressure
range from 30mbar to 3 bars. The hydrofoil is a NACA 66 witch presents a
camber type NACA a=0.8, a camber ratio of 2% and a relative thickness of
12% [19]. It is mounted horizontally in the tunnel test section. The chord is
c = 0.150 m and the span is b = 0.191 m.
Pressure measurements are carried out using seventeen piezo-resistive
transducers (Keller AG 2 MI PAA100-075-010) of 10 bars maximum
pressure. The pressure transducers are mounted into small cavities with a
0.5 mm diameter pinhole at the hydrofoil surface. The wall pressure spec-
trum measured by the transducer is attenuated from the theoretical cut oﬀ
frequency fc = 9152 Hz. Experiments are led with a sample frequency of
f = 20 kHz.
The transducer locations are given in Figure 1. As shown, one set of
ten transducers is aligned along the chord on the suction side at mid span,
starting from the leading edge at reduced coordinate x/c = 0.1 up to the
trailing edge at coordinate x/c = 0.90 with a step of 0.10 c. Two sets
of three transducers are arranged parallel to this line in order to
analyze three-dimensional eﬀects, which is beyond the scope of this
paper. A study of those 3D eﬀects is presented in Leroux et al.
(2005) [19]. As well, the transducer located at the pressure side
is not useful in this study as long as we are interested on suction
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side.
The paper presents some measurements in which a roughness patch has
been added near the leading edge. This allows us to suppress the transition
to turbulence zone and Laminar Separation Bubble. The patch has 16 μ
grain and is 250 μ thick.
The nominal free stream velocity U∞ is 5m/s, corresponding to a Reynolds
number based on the foil chord length of Re = 0.75×106. The uncertainty
for the free stream velocity is ΔU∞ = ±0.02 m/s. The pressure in
the tunnel test section was set to P0 = 1.4 bars with an uncertainty
of about ΔP0 = ±0.003 bar. This pressure allow us to avoid cav-
itation which is not considered. The hydrofoil pitches about an axis
located at 25% from the leading edge. The angle of incidence varies from 0◦
to 15◦ and then comes back to 0◦, with at least 2 periods of acceleration and
2 periods of deceleration.
As shown in Figure 2, four pitching velocities are deﬁned, from a consid-
ered low pitching velocity to a high pitching velocity.
The average rotation velocity is α˙ = 2αmax/tf , where tf is the total time
of transient motion. Let’s introduce a similarity parameter based on the
chord length c and the upstream velocity U∞, which gives α˙∗ =
α˙× c
U∞
.
In some cases, the pressure signal is decomposed using the ”Empirical
Mode Decomposition” (EMD, [20]). It has been the object of several hy-
drodynamic studies [21, 22]. This method consists on the decomposition of
an unsteady signal x(t) into intrinsic oscillatory components called intrinsic
mode functions (IMFs) by means of an algorithm called sifting process. The
basic principle is the extraction of intrinsic time scale components of the
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signal starting from ﬁner temporal scales (high frequency modes) to coarser
ones (low frequency modes). The total sum of the extracted IMFs matches
the signal and therefore ensures signal complete reconstruction. Huang et
al.(1998) [20] have introduced the EMD method for analyzing data from un-
steady and nonlinear processes. In the present paper, the method is used
ﬁrst for the reconstruction of a low frequency signal x(t) in order to obtain a
trend signal. This permits a more pertinent comparison with computations
which are resolved with RANS equations. An other aim is to use the medium
and high frequency components to reconstruct a signal x˜(t) in order to an-
alyze the pressure ﬂuctuations with spectrograms. Then the reconstructed
signal can be written as [23]:
x(t) =
n∑
j=k
IMFj(t) + rn(t) (1)
x˜(t) =
k−1∑
j=1
IMFj(t) (2)
where n is the number of modes and rn(t) is the residue [20].
An example is shown in Figure 3 where the reconstructed pressure sig-
nal CP (t) corresponds to low frequency modes whereas the reconstructed
pressure signal C˜P (t) corresponds to medium and high frequency modes for
k = 10.
Experimental frequencies resulting from wall pressure ﬂuctuations are
then non dimensionalized using the dimensionless shedding frequency of
Pauley et al. (1990) [14]. It is based on boundary layer momentum thickness
(θ)sep and local free stream velocity (ue)sep at separation point which are
determined experimentally and it can be written as Stθ =
f (θ)sep
(ue)sep
. In
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this paper the Strouhal number is computed by numerical values of (θ)sep and
(ue)sep and experimental value of the frequency. It’s then compared with the
Strouhal number Stθ = 0.00686 [14].
3. FLOW MODELING AND NUMERICAL RESOLUTION
The ﬂuid problem is solved with the ﬁnite volume technique using the
CFD code CFX c©. The ﬂuid ﬂow is described by the mass and momentum
conservation equations which read for an incompressible and viscous ﬂuid:
∂vj
∂xj
= 0 (3)
ρ∂(vi)
∂t
+
ρvj∂(vi)
∂xj
= − ∂p
∂xi
+ μ
∂2vi
∂xj∂xj
(4)
where v is the ﬂuid velocity, ρ is the ﬂuid density, p is the pressure and μ is
the dynamic viscosity.
Equations of mass and momentum are integrated over a control volume ΩF of
boundary ∂ΩF , using the Leibnitz rule and the Gauss theorem. The general
form of an integrated conservation equation for a scalar ﬂuid unknown Φ is
the following one:
∂
∂t
⎛
⎝∫
ΩF
ρFφdΩF
⎞
⎠+ ∫
∂ΩF
ρF vjφdnj =
∫
ΩF
SφdΩF +
∫
∂ΩF
Γ
∂φ
∂xj
dnj (5)
The time dependent terms are approximated by a second order back-
ward Euler scheme:
d
dt
⎛
⎝∫
ΩF
ρFφdΩ
⎞
⎠ ≈ ρF |ΩF |
δt
(3/2φn+1P − 2φnP + 1/2φn−1P ) (6)
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where n, n− 1 and n + 1 are the time steps.
The convective and diﬀusive terms (C and D) are calculated using ﬁnite
diﬀerence approximations, leading to the global expression :∫
∂ΩP (t)
ρvjφ− Γ ∂φ
∂xj
dnj ≈
∑
M
Cn+1M φ
n+1
M −Dn+1M φn+1M (7)
where M stands for the neighboring points of cell ΩP . Nodal values are
computed with a high resolution upwind scheme. This advection scheme is
implemented into the CFD code and can be cast in the form:
φp = φup + β∇φΔ →r (8)
where φp and φup are respectively the values of φ at the integration point P
and at the upwind node (depending on the ﬂow direction). β is a relaxation
coeﬃcient ranging between 0 and 1. The High resolution scheme
computes β locally in order to be as close to 1 as possible without
violating boundedness principles, see Barth and Jesperson (1989)
[24].
→
r is the vector from the upwind node to the integration point
P . A value of β=1 leads to a second order upwind diﬀerence scheme
whereas a value of β=0 leads to a ﬁrst order upwind diﬀerence
scheme. Taking into account Equations (7) and (8) leads to the following
algebraic non-linear system:
APφ
n+1
P =
∑
M
APφ
n+1
P +bPφ
n
P (9)
3.1. Turbulence and transition modeling
The calculations are performed with the CFD RANS based code CFX c©.
The k−ωSST model appears to be an accurate turbulence model for bound-
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ary layer detachment prediction [25, 26, 27].
The k−ωSST turbulence model is coupled with a transition model γ−Reθ
which uses experimental correlations based on local variables [28, 29, 30].
The model is based on two transport equations. The ﬁrst one is for intermit-
tency γ which triggers the transition process:
∂ (ργ)
∂t
+
∂ (ρvjγ)
∂xj
= Pγ + Eγ +
∂
∂xj
[
(μ +
μt
σf
)
∂γ
∂xj
]
(10)
where Pγ and Eγ are the transition sources based on empirical correlations
[28]. μt is the friction velocity and σf is a constant.
The second one is a transport equation for the transition momentum
thickness Reynolds number Reθt is given by:
∂
(
ρReθt
)
∂t
+
∂
(
ρvjReθt
)
∂xj
= Pθt +
∂
∂xj
[
σθt (μ + μt)
∂Reθt
∂xj
]
(11)
with Pθt a source term which forces Reθt to match the local value of Reθt
based empirical correlation. σθt is a source term of diﬀusion control.
In this formulation, only local information is used to activate the production
term in the intermittency equation. This model allows to capture major
transition eﬀects and is accurate in the case of separation induced transition.
The intermittency is modiﬁed to accept values larger than 1 at separation in
order to have a correct prediction of transition length. Complete transition
model formulation is given in [30].
3.2. Boundary conditions and discretization
The 2D domain corresponds to the tunnel test section at IRENav. The ra-
tio between the square section height h and the chord length c is h/c = 1.28.
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The inlet velocity is set to U∞ = 5 m/s and the taken outlet reference pres-
sure is set to zero. Symmetry conditions are set on top and bottom walls
and a no slip condition is imposed on the hydrofoil surface. Transient com-
putations are initialized with a stationary converged computation. As shown
in Figure 4, the mesh is composed of 66,000 elements and 50 layers are used
in the structured near wall zone. The other part of the domain is discretized
with unstructured triangle elements. The boundary layer is discretized in or-
der to satisfy y+ ≈ yuτ
ν
= 1. This ensures a low Reynolds resolution. Mesh
reﬁnements are performed at the leading edge, at the trailing edge and in the
wake. The hydrofoil motion is taken into account using a changing bound-
ary condition at the wall. To do that, foil mesh coordinates are calculated
at each time step and the whole domain is then meshed again by moving
each nodes. This technique uses a diﬀusivity parameter applied in the mesh
displacement equation which induces a mesh stiﬀness [31, 32, 33]. This one
is set to be inversely proportional to the wall distance in order to limit mesh
distortion in the wall region. A view of the deformed mesh is shown in Figure
5 for the maximum angle of incidence α = 15◦. As shown, mesh distortion is
small in the near wall region and cells have the same areas as the initial mesh,
unless the normal to the wall have moved of about few degrees, see Figure 4.
Far away from the hydrofoil, cells are highly extended near the top wall and
highly compressed near the bottom wall. Moreover, the quality of the mesh
stay very close to the quality of the initial mesh as shown by the evolution of
the maximum expansion factor in Figure 6. The RANS equations are solved
in an arbitrary referential with the Arbitrary Lagrangian Euler formulation
(ALE) [32].
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Mesh convergence is carried out on hydrodynamic coeﬃcients for an angle of
attack of 6◦ and a steady ﬂow. Table 1 summarizes the lift and drag coeﬃ-
cients for each tested mesh case. The thickness of the structured mesh near
the wall and the aspect ratio between structured and unstructured meshes
have been kept. It appears that wall function predicts quite well the lift
coeﬃcient as compared to the low Reynolds resolution y+ = 0.3 taken as
a reference. On the other hand, the wall functions under predict the drag
coeﬃcient of about 15%. This is due to the contribution of wall shear to
the drag coeﬃcient. The inﬂuence of the number of elements has been inves-
tigated in Table 2. Nfoil is the number of nodes on hydrofoil’s surface and
Ntotal is the total number of elements. The lift coeﬃcient converges very fast,
from Nfoil = 100. On the other hand, the drag coeﬃcient converges from
Nfoil = 200.
Temporal discretization has been set according to CFL number with ﬁxed
spatial mesh. Figure 7 shows pressure coeﬃcients located at x/c = 0.1 versus
time for pitching motion from 0◦ to 15◦ and α˙∗ = 0.18. We focus on the non
linear behavior show from t = 0.9 s to t = 1 s. It appears to be associated
to transition which needs a high temporal discretization level. Convergence
is obtained for values lower than Δt = 0.001 s. In the same way, Figure
8 shows the pressure coeﬃcient when leading edge separation occurs. It is
found to be very sensitive to Δt. For the lower Δt, there is an advance of
separation whereas Δt = 0.001 s and Δt = 0.0005 s give same results. So,
Δt = 0.001s has been chosen for the pitching velocity of α˙∗ = 0.18. A mini-
mum number of time steps is set to correctly take into account the
dynamic in computation. To do that, the time step Δt must verify
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Δt
tf
> 5× 10−4, with tf , where tf is the total simulation time which
depend of pitching velocity.
4. RESULTS AND DISCUSSION
Figure 9 (a) shows the measured pressure coeﬃcient at x/c = 0.3 during
the transient motion from 0◦ to 15◦ for α˙∗ = 0.18 compared to the computed
one. There is a good agreement between the experimental and the numerical
results except for high frequency ﬂuctuations which are not captured by the
computation.
From 0◦ to 5◦, the pressure decreases with low ﬂuctuations. At 5◦, the pres-
sure stops to decrease and shows an inﬂection with a high level of ﬂuctuations.
Then the pressure continues to decrease with signiﬁcant ﬂuctuations, increas-
ing from 6◦ to 13◦. A more accurate analysis showed that the ﬂuctuations are
quasi-periodic and can be related to vortex shedding downstream a laminar
separation bubble. From 13◦ a strong pressure overshoot is observed, low fre-
quency ﬂuctuations with large amplitude are observed resulting of stall, as
shown in Figure 9 (b). Again, the high frequency ﬂuctuations are
not capture by computation whereas the periodic peaks resulting
from the leading edge vortex shedding are well reproduced. The
relatively complex characteristic of the wall pressure evolutions comes from
the various features of the boundary layer ﬂow during foil rotation.
4.1. Flow analysis
The ﬂow is ﬁrst analyzed for the lowest pitching velocity α˙∗ =
0.18. Figure 10 shows the experimental and computed wall pressure coeﬃ-
cients evolutions for transducers located from x/c = 0.3 to x/c = 0.9. As
13
shown, there is a good agreement between computations and measurements
on wall pressures. A maximum diﬀerence of about ΔCP = 0.1 is found at
x/c = 0.9, x/c = 0.7 and x/c = 0.2. Measured wall pressure coeﬃcient at
x/c = 0.9 shows high level ﬂuctuations which move and increase to x/c = 0.8
at α ≈ 2◦ and then to x/c = 0.7 at α ≈ 4◦ as shown in Figure 10 (b) and
Figure 10 (c). Computations show a global increase of pressure coeﬃcient
without any ﬂuctuation. We will see later that this is related to a
LSB turbulent reattachment point passing from x/c=0.8 for α = 2◦ to
x/c=0.7 for α = 4◦. This induces a strong temporal variation of pressure
due to the constant pressure zone in the LSB region. For both computation
and measurement, there is a net pressure inﬂection for α = 5.7◦ as transition
is moving toward the leading edge. Figure 10 (d), (e) and (f) show that the
measured pressure ﬂuctuations highly increase up to a burst and continue to
increase progressively to α = 12◦. Spatially, the level of ﬂuctuations increases
from x/c = 0.2 to x/c = 0.5. At the same time, wall pressure coeﬃcient at
x/c = 0.9 and x/c = 0.8 reaches a maximum value at respectively α = 7◦
and α = 10◦ compared to α = 5.5◦ and α = 10◦ according to computations.
It corresponds to the trailing edge separation passing on the pressure trans-
ducers (Figure 12) for which the ﬂow is decelerated and then accelerated by
the reverse ﬂow.
This experimental versus computation wall pressure analysis en-
ables the authors to validate the simulation on local phenomena
which events in the boundary layer like transition by laminar sep-
aration bubble and leading edge vortex shedding. The folowing
results are from computations only and are assumed to correctly
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reproduce the experimental ﬂow.
Figure 11 shows the velocity streamlines determined from computations. As
shown at 0◦, a reversed ﬂow is located at x/c = 0.8 resulting from a Laminar
Separation Bubble (LSB) inducing a transition to turbulent ﬂow at reattach-
ment. The displacement of LSB towards the leading edge zone is observed
up to 5◦. At 5◦ the LSB at trailing edge is replaced by a LSB at leading edge
and stay close to this location when the angle of attack increase,
as shown in Figure 11 for α = 11◦. Then, stall is observed for 13.6◦ together
with leading edge vortex shedding. At α = 13.9◦, a vortex extends along the
suction side corresponding to the strong global pressure overshoot, as shown
on Figure 9. Then two contra-rotative vortices are shed from the trailing
edge (α = 14.2◦). This scenario is repeated 3 times periodically in the case
of the lowest pitching velocity. A reverse scenario is observed during
downward rotation.
Separation and transition points have been located using the “wall shear
stress equal to 0 criteria”. The transition point is deﬁned as the turbulent
reattachment point [30]. Figure 12 summarizes the locations of the separa-
tions, reattachment and transition points from α= 0◦ to 13◦ before stall. The
vertical axis is the x/c location along the chord from leading edge (x/c = 0)
to trailing edge (x/c = 1). The trailing edge separation point is located very
close to the trailing edge for 0◦, and moves slowly towards the leading edge
when the angle of incidence increases. For α = 0◦ to 5◦ the two characteris-
tic points (laminar separation and turbulent reattachment) are respectively
located between (x/c)sep=0.74 to 0.66 and (x/c)reattach=0.85 to 0.69. As a
matter of fact, the global length of LSB tends to decrease as α increases. At
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these angles of incidences, the boundary layer around the hydrofoil is lami-
nar. As shown on Figure 13, at α = 4.7◦, the trailing edge LSB disappears
and a shorter LSB induced by higher pressure gradient appears at the lead-
ing edge which induces a shift of the transition location from x/c = 0.66 to
x/c = 0.08 at α = 5◦ . Then the boundary layer around the hydrofoil is fully
turbulent. As well, the trailing edge separation xT−E shift from x/c = 0.99 to
x/c = 0.92 and leads to a lift coeﬃcient decrease from CL=1.01 to CL=0.93.
Experimental high level of ﬂuctuations related in Figure 10 have a
periodic behavior. Figures 14 (a), (b) and (c) show a frequency f11 = 550Hz
that disappears at t = 0.92 s corresponding to α = 5.5◦. The frequency
results from a global instability in the reattachment region [34]. This leads
to a ﬂapping motion of the separated shear layer. It moves from transduc-
ers x/c = 0.9 to x/c = 0.7 because the LSB is moving progressively to the
leading edge as the angle of incidence increases. Higher frequencies visible
in Figure 14 (a) and mostly Figure 14 (d) are harmonics of f11 = 550Hz. A
peak is visible after t = 0 s at f12 ≈ 1100 Hz for x/c = 0.9 and moves up
to x/c = 0.8 at t = 0.35 s. Other harmonics are clearly visible at t = 0.45 s
for x/c = 0.8, values are f12 ≈ 1100 Hz, f13 ≈ 1650 Hz and f14 ≈ 2100 Hz.
Those frequencies result from a turbulence development induced by global
instability at f11 = 550 Hz. Haggmark et al. (2000) [34] has found that
disturbance over LSB can induce low and high frequency ﬂuctuations.
Figure 14 (e) shows a frequency of f2 = 1700Hz which is clearly identiﬁed as
a transition shift at the leading edge. This frequency is also interpreted as a
vortex shedding frequency induced by LSB at leading edge. The transducer
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located upstream at x/c = 0.2 shows a low amplitude frequency around
500 Hz whereas the transducer located downstream at x/c = 0.5 shows a
broad frequency spectrum one can be the consequence of a fully turbulent
ﬂow.
The Strouhal number of vortex shedding Stθ [14] is evaluated using the com-
puted boundary layer momentum thickness (θ)sep and the local upstream
velocity (ue)sep at separation and the experimental shedding frequencies. Be-
fore the transition passes near the leading edge, the LSB is located in a thick
and developed boundary layer discretized into 20 layers. Computation gives
mean values of (θ)sep = 10.12× 10−5 m and (ue)sep = 6.28m/s for α from 0◦
to 5◦. This leads to Stθ = 0.0088 that can be compared to the Stθ = 0.00686
found by Pauley et al (1990) in [14]. Computed boundary layer momentum
thickness (θ)sep and velocity (ue)sep for α from 6
◦ to 12◦ are respectively be-
tween (θ)sep=1.0×10−5m to 1.5×10−5m and (ue)sep=7.135m/s to 8.135m/s
at separation point. It leads to Stθ = 0.00238 to 0.00313.
A roughness patch has been added on the leading edge in order to trigger
the turbulence. Figure 15 shows the comparison of pressure ﬂuctuations with
and without roughness for x/c = 0.8 and x/c = 0.3. The pressure ﬂuctu-
ations relied to LSB vortex shedding are not visible anymore on pressure
signal with roughness. Fluctuations are week for α = 0◦ to 5◦ at x/c = 0.8
(trailing edge) as well as for α = 5◦ to 12◦ at x/c = 0.3 (leading edge). Ex-
cept for those zones, pressure ﬂuctuations are the same. This clearly shows
that the high pressure ﬂuctuations observed earlier are relied to the presence
of a LSB and to the transition to turbulence. The corresponding spectro-
grams of the signal obtained with roughness are shown on Figures 15 (c) and
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(d) and conﬁrm this result. Frequencies of f = 550 Hz and f = 1700 Hz
have disappeared on both transducers. A low frequency around 200 Hz is
observed and could be the consequence of the roughness patch; this has to
be conﬁrmed by future works.
4.2. Dynamic eﬀects of pitching velocity on local pressure and boundary
layer events
Figure 16 is a comparison between numerical and experimental
local wall pressures at x/c = 0.3 and x/c = 0.8 for pitching velocities
ranging between α˙∗ = 0.618 and α˙∗ = 1.89. The increase of tran-
sient eﬀect when pitching velocity increase does not aﬀects the
numerical prediction and the pressure variations due to laminar to
turbulent transition is well predicted by computation in all cases.
In particular, the pressure inﬂection resulting from the moves of
the transition at the leading edge ( at α = 5◦ for α˙∗ = 0.18 see the
previous section) can be seen for both computation and experi-
ments. The transition is delayed when pitching velocity increase,
as a consequence the transducer located at x/c=0.8 Figure 16 (a)
show a pressure inﬂection at α = 6◦ for α˙∗ = 0.618 whereas it is
delayed at α = 9◦ for α˙∗ = 1.89 as shown in Figure 16 (e).
Figure 18 (a) shows the transition and the trailing edge separation and Fig-
ure 18 (b) shows the LSB length, for the considered pitching velocities. It
is observed that transition is delayed when pitching velocity increases. As a
consequence, trailing edge separation point is delayed which induces a higher
lift coeﬃcient before stall. Pitching velocity does not have impact on the LSB
size. Few variations appear when it forms but from α = 7◦ to stall, bubble
18
lengths are the same. This correlation shows that high pitching velocities de-
lay the separation induced transition phenomenon whereas boundary layer
thickness and separation length are conserved. All these points have an im-
pact on hydrodynamic loading of the foil.
Spectrograms of the experimental wall pressure measurements are
shown in Figure 17. Frequencies observed on transducers at x/c = 0.3 and
x/c = 0.8 are constant as functions of pitching velocity and are delayed in
time compared to the lowest pitching velocity. It means that the transition
phenomenon is delayed as well.
4.3. Suction side loading analysis
Based on available experimental data, an analysis of suction side load-
ing can be done by summing pressure coeﬃcients on the suction side. The
approximation can be written as:
C+l (t) =
10∑
i=2
Cp(xi/c, t) Δ(xi/c) (12)
where Cp(
xi
c
, t) is the pressure coeﬃcient at location
xi
c
and Δ(
xi
c
) is the non
dimensional distance between two consecutive transducers. The procedure is
applied to numerical data for comparison.
Figure 19 shows the results obtained for the 4 pitching velocities. As
shown, there is a good agreement between measurements and computations.
The diﬀerence is very weak at the beginning of the pitching rotation and the
inﬂection which appears at 5◦ for the lowest pitching velocity is accurately
predicted by the transition model. It is delayed when pitching velocity in-
creases and disappears even completely for the highest pitching velocity for
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both experimental and numerical approaches. High amplitude ﬂuctuations
at low frequency induced by leading edge vortex shedding are over predicted
by computations but the phenomenon starts at an angle of incidence very
close to measurement. This over prediction can be explained by 3D
eﬀects which develop along the suction side due to large struc-
ture of vortex shedding which are not fully considered in the 2D
computation. The return to 0◦ shows hysteresis induced by a delay in the
reattachment. Again, computations agree well to measurements even if the
model tends to over predict the loading when the pitching velocity increases.
Then it allows the authors to analyze the inﬂuence of pitching velocity on
hydrodynamic coeﬃcients obtained by computations.
4.4. Dynamic eﬀects of pitching velocity on hydrodynamic coeﬃcients
Figure 20 shows the numerical lift coeﬃcient evolution as a function of
the angle of incidence during pitching motion. This one is obtained by
the integration of pressure over the whole foil surface. Transition
model appears to have a signiﬁcant impact on lift when the pitching velocity
is weak. An inﬂection is followed by a slope modiﬁcation at 5◦ for α˙∗ = 0.18
and 7◦ for α˙∗ = 1.05 which tends to disappear for α˙∗ = 1.89. So the highest
pitching velocities tend to delay the transition of the boundary layer as well
as it deletes the eﬀect on hydrodynamic loading. This can be due to the
diﬀusive time of the viscosity which becomes too high as compared to the
pitching velocity. Then, we see that lift amplitude before stall is higher for
high velocities. Stall appears at 13.3◦ for the lowest velocity and is delayed
at 14.4◦ for the highest velocity. It is shown that high lift ﬂuctuations induced
by leading edge vortex shedding appear for all pitching velocities, about three
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times for the lowest pitching velocity and only one time for the other ones.
The ﬂow reattachment is also delayed with high pitching velocities which
induce an hysteresis eﬀect. As a consequence, lift evolution is symmetric for
α˙∗ = 0.18 where the reattachment is located for CL = 1.33 whereas CL = 0.16
for α˙∗ = 1.89.
Figure 21 shows the drag coeﬃcient (a) and the moment coeﬃcient (b)
versus the angle of incidence. Pitching velocity has some inﬂuence before the
transition passes at the leading edge for both moment and drag coeﬃcients.
For the case α˙∗=0.18 and α = 5◦, Cm = 0.087 and Cd = 0.0124 whereas
higher values are found for α˙∗=1.89, Cm = 0.107 and Cd = 0.0325. It
has been shown that the boundary layer is laminar from α = 0◦ to 5◦,
so the increase can be attributed to inertia eﬀects. Then, for the lower
pitching velocity, the transition induces a slope modiﬁcation of the drag curve
due to the increase of wall shear stress because the boundary layer becomes
turbulent. It also aﬀects strongly the moment coeﬃcient which decreases by
a half. Again, the highest pitching velocity shows a disappearance of the
transition eﬀects. Drag coeﬃcient is almost linear whereas a small inﬂection
is found on the moment coeﬃcient curve.
5. CONCLUSION
The spatio-temporal evolution of the wall pressure ﬁeld on the suction
side of a NACA66 hydrofoil arising from a transient pitching motion at a
Re = 0.75 × 106 has been carried out for both experimental and numerical
approaches. Computations are performed using RANS equations including a
transition model. Four pitching velocities have been studied from a low one
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α˙∗=0.18 to a high one α˙∗=1.89 for an angle of incidence varying between 0
and 15◦. The repartition of pressure transducers along the chord on the suc-
tion side of the hydrofoil at reduced coordinates located between x/c = 0.10
and x/c = 0.90 with a step of 0.10 c allowed us both global and local analysis.
Local wall pressure coeﬃcients allow to qualify the boundary layer transition.
It is characterized by a pressure inﬂection during the foil rotation and peri-
odic pressure ﬂuctuations induced by vortex shedding of a laminar separation
bubble. The LSB occurs near the trailing edge for low angles of incidence and
passes suddenly close to the leading edge for larger angles of incidence. This
is conﬁrmed by the experiments conducted with a roughness patch added at
the leading edge which suppresses the characteristic periodic pressure ﬂuc-
tuations. LSB and transition are accurately predicted numerically except
for periodic wall pressure ﬂuctuations which are not captured by the RANS
code. The inﬂuence of pitching velocity was studied. It was observed that
the increase of pitching velocity delays the boundary layer transition from 5◦
for the lowest pitching velocity to 8◦ for the highest pitching velocity. On the
other hand, computed leading edge LSB length and experimental frequencies
resulting from periodic pressure ﬂuctuations are constant versus pitching ve-
locity.
Suction side loading shows a good agreement between measurements and
computations. The impact of transition for various pitching velocities was
observed on lift coeﬃcient. For a low pitching velocity, the transition induced
a signiﬁcant lift coeﬃcient inﬂection at α = 5◦. For higher pitching velocities
the lift inﬂection is reduced and totally suppressed for the highest pitching
velocity. In the latter case, the hydrofoil loading is strongly modiﬁed leading
22
to higher lift values at stall together with a strong hysteresis eﬀect during
the back motion from α = 15◦ to α = 0◦.
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Figure 1: Hydrofoil instrumentation and tunnel test section
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α˙ = 6◦/s, α˙∗ = 0.18 α˙ = 20.6◦/s, α˙∗ = 0.618
α˙ = 35◦/s, α˙∗ = 1.05 α˙ = 63◦/s, α˙∗ = 1.89
Figure 2: Measurements and computations, angle of incidence versus time for
4 pitching velocities
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Figure 3: Measurement, reconstructed pressure signal by EMD method, CP (t) (Eq. 1)
and C˜P (t) (Eq. 2), α˙∗ = 0.18
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Figure 4: Hydrofoil mesh
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Figure 5: Hydrofoil mesh after deformation, α = 15◦
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Figure 6: Mesh expansion factor versus time
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Figure 7: Computations, pressure coeﬃcient versus time for various time steps during
transition, α˙∗ = 0.18, Re = 750 000
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Figure 8: Computations, pressure coeﬃcient versus time for various time steps in leading
edge separation zone, α˙∗ = 0.18, Re = 750 000
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(a) α=0◦ to 15◦
(b) α=14◦ to 12◦ (back step)
Figure 9: Experimental and numerical pressure coeﬃcient as function of the angle of
incidence at x/c = 0.3 during the transient motion, α˙∗ = 0.18, Re = 750 000
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Figure 10: Experimental and numerical pressure coeﬃcient versus angle of incidence
during the hydrofoil rotation at α˙∗ = 0.18 for various transducers along the suction side,
α = 0◦ to 12◦ before stall. The dotted lines are the low frequency EMD pressure signals
CP (t) (Eq. 1), Re = 750 000 38
0◦ 11◦
13.6◦ 13.9◦
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Figure 11: Computation, ﬂow visualizations, α˙∗ = 0.18, including Laminar Separation
Bubble (LSB), Re = 750 000
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Figure 12: Computation, location of separations, reattachment and transition points on
the suction side as functions of the angle of incidence during the hydrofoil rotation, α = 0◦
to 13.4◦, Re = 750 000, α˙∗ = 0.18
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Figure 13: Computation,, location of separations, reattachment and transition points
on the suction side as functions of the angle of incidence during the hydrofoil rotation,
α = 4.65◦ to 5.4◦, Re = 750 000, α˙∗ = 0.18
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(a) x/c = 0.9, k = 12 (b) x/c = 0.8, k = 11
(c) x/c = 0.7, k = 11 (d) x/c = 0.5, k = 11
(e) x/c = 0.3, k = 10 (f) x/c = 0.2, k = 12
Figure 14: Measurements, spectrograms from high frequency EMD ﬂuctuation C˜P (t)
(Eq. 2) as a function of time for various transducers along the suction side, α˙∗ = 0.18 and
α = 0◦ to 12◦, Re = 750 000
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Figure 15: Measurements, pressure ﬂuctuations as function of the angle of incidence with
and without roughness patch for α˙∗ = 0.18, α = 0◦ 12◦: (a) x/c = 0.8, (b) x/c = 0.3.
Spectrograms from high frequency EMD pressure ﬂuctuations C˜P (t) (Eq. 2) as function
of time, experiments with roughness patch: (c) x/c = 0.8, (d) x/c = 0.3, Re = 750 000
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Figure 16: Experimental and numerical pressure coeﬃcient versus angle of in-
cidence at x/c = 0.8 and x/c = 0.3 for various pitching velocities, α = 0◦ to 12◦.
The dotted lines are the low frequency EMD pressure signals CP (t) (Eq. 1),
Re = 750 000 44
(a) x/c = 0.8, α˙∗ = 0.618, k = 11 (d) x/c = 0.3, α˙∗ = 0.618, k = 11
(b) x/c = 0.8, α˙∗ = 1.05, k = 8 (e)x/c = 0.3, α˙∗ = 1.05, k = 8
(c) x/c = 0.8, α˙∗ = 1.89, k = 8 (f) x/c = 0.3, α˙∗ = 1.89, k = 8
Figure 17: Measurements, spectrograms from high frequency EMD pressure ﬂuctuations
C˜P (t) (Eq. 2) at x/c = 0.8 and x/c = 0.3 for various pitching velocities, α = 0◦ to 12◦,
Re = 750 000
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Figure 18: Numerical prediction of: (a) Boundary layer separation at leading edge and
transition location on chord, (b) LSB length at leading edge on chord versus angle of
incidence for various pitching velocities, Re = 750 000
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Figure 19: Measurements vs Computations, suction side loading versus angle of in-
cidence during pitching motion: (a) α˙∗ = 0.18, (b) α˙∗ = 0.618, (c) α˙∗ = 1.05 and (d)
α˙∗ = 1.89, Re = 750 000
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Figure 20: Computation, lift coeﬃcient as a function of the angle of incidence for α = 0◦
to 15◦ followed by the return to 0◦, for 4 pitching velocities α˙∗ , Re = 750 000
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Figure 21: Computation, (a) drag coeﬃcient and (b) moment coeﬃcient versus angle of
incidence for 4 pitching velocities α˙∗, Re = 750 000
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Table 1: Computation,, lift and drag coeﬃcients convergence according to boundary
layer resolution, α = 6◦, Re = 750 000
Boundary layer resolution y+ Cl (%) Cd (%)
Wall function 50 0.9661 3.3 0.0144 14.6
Low Reynolds 2 0.9529 1.9 0.0163 3.2
Low Reynolds 1 0.9503 1.6 0.0164 2.7
Low Reynolds 0.5 0.9362 0.1 0.01676 0.5
Low Reynolds 0.3 0.9353 0 0.01686 0
Table 2: Computation, lift and drag coeﬃcients as functions of number of elements
α = 6◦, Re = 750 000
Nfoil Ntotal Cl (%) Cd (%)
50 18 000 0.9915 4.3 0.02198 34.2
100 23 000 0.9545 0.4 0.01987 21.3
200 40 000 0.9477 0.3 0.01719 4.9
400 66 000 0.95026 0.1 0.0164 0.1
Nmax = 800 100 000 0.95082 0 0.01638 0
50
