ABSTRACT
INTRODUCTION
Each year, on average, at least 1.2 million people die as a result of worldwide vehicle accidents and they injure at least 10 million people. It is predicted that damage property, hospital bill and other costs associated with vehicle accidents will add up to 1-3 percentage of the world's domestic product [1] . Consequently, the development of on-board automotive driver assistance systems with aiming to alert a driver about possible collision with other vehicles and also driving environment has attracted a lot of attention over the last 20 years among vehicle manufactures, safety experts and universities.
Robust and reliable vehicle detection in images is the critical step for these systems and selfguided vehicles as well as traffic controllers. This is a very challenging task since it is not only affected by the size, shape, color, and pose of vehicles, but also by lighting conditions, weather, dynamic environments and the surface of different roads. A vehicle detection system must also distinguish vehicles from all other visual patterns which exist in the world, such as similar looking rectangular objects [2] .
Almost every vehicle detection system includes two basic stages: 1) Hypothesis Generation (HG) which hypothesized all regions in the image that potentially contain a vehicle, and 2) Hypothesis Verification (HV) which verifies the hypotheses [3, 4] .
In the HV stage, correctness of hypotheses are verified and sorted into vehicle and non-vehicle classes. The HV approaches can be divided into two categories [1] : 1) template-based and 2) appearance-based. The template-based methods employ the predefined patterns of the vehicle class and perform correlation between the template and the image. In [5] , a HV algorithm was proposed based on the presence of the license plates and rear windows. This can be considered as a loose template of vehicle class. Handmann et al. [6] attempted to employ the template of 'U' shape which describes the bottom and sides edge of a vehicle. During verification, if they could find the 'U' shape, the image region was considered as a vehicle.
In the appearance-based methods, the characteristics of the vehicle appearance are learned from a set of training images which capture the variability in the vehicle class. Usually, the variability of the non-vehicle class is also modelled to improve performance. To begin, each training image is presented by a set of global or local features [3] . Then, the decision boundary between vehicle and non-vehicle classes is learned either by training a classifier (e.g. Support Vector Machine, Adaboost and Neural Network) or by modelling the probability distribution of the features in each class (e.g. employing the Bayes rule assuming Gaussian distributions) [7, 8, 9] . In [10] , Principle Component Analysis (PCA) was used for feature extraction and linear Support Vector Machine (SVM) for classification of vehicle images. Goerick et al. [11] employed Local Orientation Code (LOC) to extract the edge information of ROI and NNs to learn the characteristics of vehicles. In [12] , a multilayer feedforward neural network-based method was proposed with the linear output layer for vehicle detection. Features extraction by application of Gabor filters was investigated in [13] , Gabor filters provide a mechanism to extract the line and edge information by tuning orientation and changing the scale. In [14] , an Adaboost classifier [15] trained on Haar features was used to classify detections. Papageorgiou and Poggio [16] have presented by acquisition of Haar wavelet transform for feature extraction and SVMs for classification. In [17] , multiple detectors were built with employing Haar wavelets, Gabor filters, PCA, truncated wavelets, and a combination of wavelet and Gabor features using SVM and neural networks classifiers. A comparison of feature and classifier performance was presented, the conclusion was the feature fusion of the Haar and Gabor features can result in robust detection. In [18] , a similar work was performed. Negri et al. [18] compared the performance of vehicle detectors with Adaboost classification that was trained using the Haar-like features, a histogram of oriented gradient features, and a fusion of them. The conclusion was that a feature fusion can be valuable. A statistical method was used in [19] , performing vehicle detection employing PCA and independent component analysis (ICA) to classify on a statistical model and its speed was increased by modelling the PCA and ICA vectors with a weighted Gaussian mixture model. In [20] , a general object detection scheme was proposed using PCA and Genetic Algorithm (GA) for feature extraction and feature subset selection respectively.
The rest of the paper is organized as follows: in section 2, the proposed method is described in detail. Section 3 shows the experimental results and the last section is the conclusions.
PROPOSED METHOD
The framework in the hypothesis verification is feature extraction from the hypotheses and classification them into vehicle and non-vehicle classes. Therefore the performance of this stage is directly depended on employing a classifier that is well trained by the appropriate features. For achieving this purpose, we propose a framework that is shown in Figure 1 . Pyramid Histograms of Oriented Gradients (PHOG) features are extracted from an image dataset as the primitive features since they have shown good results in object detection [20] , facial expression recognition [21] , human motion classification [22] and image categorization [23] . Then Gaussian low-pass filter is applied on the image. Following this, the size of the obtained image is reduced and the PHOG features are extracted again from this image. This work will be to improve the classification accuracy since it leads to extract other effective features from the image. To reduce the dimensionality and improve the classification accuracy more, we also apply PCA and Linear Discriminant Analysis (LDA) as dimension reduction and feature selection tools parallelly to the PHOG features obtained from the original hypothesis images and the images resulted from applying Gaussian low-pass filter on the original images. Then, after fusion of the extracted features from PCA and LDA, we divide the samples into two parts of Training Data and Test Data as shown in Figure 1 . It is well known that feature weighting is effective for pattern classification as shown in [24, 25, 26] . It is expected that the classification accuracy can be further improved by weighting the obtained features since some local regions are less relevant for vehicle detection than the others. For this purpose, we employ a GA combined with a cosine similarity-based K Nearest Neighbor (KNN) for vehicle/ non-vehicle classification. In another words, we use the GA to find optimum weights and offsets for the features as well as optimum k-value. The Training Data is divided into two parts of data1 and data2.The knn classifier is trained with the data1 and then the data2 is used for validation of the classifier. The classification accuracy is returned to the GA as one of the fitness factors. After the convergence of the GA, the cosine similarity-based knn is trained regarding the Optimum Weights, Offsets, K-value and the Training Data. Next, we test it with the Test Data and the classification accuracy of the proposed HV stage is obtained. The overview of the proposed method is shown in Figure 1 .
It should be mentioned that we performed several experiments to explore the performance of the obtained features and also Euclidian distance-based knn classifier during the steps of the proposed method. Section 3 shows the experimental results related to the experiments and demonstrates that the proposed method has reached the better performance. In the following of this section, we will describe the steps of the proposed method in detail.
Pyramid Histograms of Oriented Gradients (PHOG)
PHOG descriptor is a spatial pyramid representation of HOG descriptor, and reached good performance in many studies, e.g. [27, 28, 29] . In this paper, the PHOG features are extracted from vehicle and non-vehicle samples to represent by their local shape and spatial layout. As illustrated in Figure 2 , the PHOG descriptor consists of a histogram of orientation gradients over each image sub-region at each resolution. . The PHOG descriptor is normalized to sum to unity that ensures images with more edges are not weighted more strongly than others. Figure 2 shows the PHOG descriptor procedure and the PHOG features of the example images. As can be seen, vehicle images have similar PHOG representations whereas non-vehicle images have different PHOG representations far enough from the vehicle ones.
Gaussian Low-pass Filter
By eliminating the high frequencies of the image, the image is blurred. Gaussian low-pass filter does this by beneficiary of a Gaussian function. It is widely used to reduce the image noise and detail. It is also used in computer vision as a pre-processing step in order to enhance image structures at different scales. In two dimensions, the Gaussian low-pass filter can be expressed as:
where x is the distance from the origin in the horizontal axis, y is the distance from the origin in the vertical axis, and σ is the standard deviation of the Gaussian distribution. To construct Gaussian low-pass filter, two parameters x and s are used. The values of x and s indicate the size of the filter mask and the sigma respectively, and the sigma indicates the filter frequency. Any value of x is more, the filter mask will be bigger and also any value of s is more, the filtered frequency will be increased. Figure 3 shows the results of applying Gaussian low-pass filter on three sample vehicle and non-vehicle images and also the PHOG features representation of the filtered images. 
Principal Component Analysis (PCA)
The total number of the extracted PHOG features is rather high. Also, these features are likely irrelevant and redundant. PCA was applied in [30, 31] for reducing the dimensionality of the feature vectors. PCA can be defined as the orthogonal projection of the input data onto a lower dimensional linear subspace, such that the variance of the projected samples is maximized. Dimension reduction and noise reduction are two advantages of employing PCA. In this paper, we utilize this idea to reduce the dimensionality of the feature vectors. The PCA algorithm can be summarized in the following:
Let ‫ݔ{‬ |i = 1, . . ., N} be a set of M-dimensional vectors. We compute the mean vector of input vectors that is defined as ‫̅ݔ‬ =
and then we compute the covariance matrix Σ that is defined as follows:
By solving the eigen equations of the covariance matrix Σ, the optimum projection matrix U is obtained
and then the PCA scores for any PHOG features can be computed by using the following equation. We called these new features PHOG-PCA features.
In order to reduce the dimensionality, we just keep the first proper principal axis that they keep the significant discriminant information.
Linear Discriminant Analysis (LDA)
Undoubtedly, one of the most popular and experienced research trends in recent years is using different versions of the LDA in the problems such as face recognition [32] , vehicle type recognition [33] and pedestrian detection [34] . In this method, we seek to find W LDA vectors that can be able to separate different classes. The purpose is to produce a space as inside class scattering to be minimum and outside class scattering to be maximum. In this method, the first two-dimensional images with the dimensions of a × b are converted into vectors with a × b elemental. Two scatter matrixes inside the class, S w , and outside the class, S b , are used. S w and S b are defined as follows:
where c is the number of classes, j X is average of class j, n j is the number of samples of class j, n is the total number of samples, and X is the average of all samples.
Intuitively, if the data of each class are concentrated and the class masses are far from each other as far as possible, designing a learning machine for classifying the data will be easy and the learning machine will have a higher potential for classification of the data as well.
Inside class scattering is an index for the concentration of the data in each class and the outside class scattering is an index for the amount of distances between the class masses.
One way to obtain the conversion matrix W LDA , is using the fisher criterion that is obtained by maximization of (7): The main idea of PCA is retaining directions of large variance, it does not take into account the actual classes. Since large variance is not always best for classification, while LDA searches the directions for maximum discrimination of classes in addition to dimensionality reduction and selects the features that are most effective for class separability.
Feature Fusion
As before, feature reduction is done using PCA and LDA algorithms. In feature fusion plan, feature vectors extracted from the mentioned algorithms are concatenated to construct a new feature vector to be used for the post-processing as shown in Figure 1 .
Suppose F1 and F2 are the feature vectors extracted using PCA and LDA algorithms, respectively. The feature vectors will be defined as follows:
where ||.|| is the second norm. Because the ranges of the values in the feature vectors extracted from the two different algorithms are not same, the feature vectors F1 and F2 are normalized as shown in (9)- (11), respectively, to make sure that the influences of the two different algorithms to the feature vectors are similarly weighted. F Fusion is the final feature vector generated by concatenating the two feature vectors obtained using the algorithms.
K-NN Classification

Euclidian Distance-based K-NN Classification
In knn classification, d-dimensional space is considered for training patterns, where d is the number of features. These patterns are plotted with respecting to their observed feature values and labeled according to their known class. An unlabelled test pattern is plotted in the same space and classified with respect to the most frequently existing class among its k-most similar training patterns. The most common similarity measure for knn classification is the Euclidian distance metric, defined between feature vectors ‫ݔ‬ Ԧ and ‫ݕ‬ Ԧ as follows:
where f is the number of features. Smaller distance values indicate greater similarity.
Classification is done after verifying the k-most similar training points to the query. Instead of employing a standard voting scheme, following the scheme used by [35] , the algorithm classifies the query point using a weighted plan based on each neighbor's proximity to the query. If the data contains only two positive and negative classes, then the query point ‫ݔ‬ Ԧ is labelled according to the q measure:
where
and n is the number of training points and ‫ݔ‬ ప ሬሬሬԦrepresents the i th training point. Because smaller distances indicate greater similarity, the query point is assigned to the positive class if q is negative, otherwise it is assigned to the negative class. For weight optimization, given a weight vector ‫ݓ‬ ሬሬԦ, each feature vector ‫ݔ‬ Ԧ is transformed by ‫ݓ‬ ሬሬԦ such that the transformed feature vector ‫ݔ‬ Ԧ ′ = ‫ݔ‬ * ‫ݓ‬ . Euclidian distance is invariant to offset shifting, so offset optimization is not performed for the Euclidian distance knn classifier.
Cosine Similarity-based K-NN Classification
For the knn classifier considering the cosine similarity measure, the cosine similarity between feature vectors ‫ݔ‬ Ԧ and ‫ݕ‬ Ԧ is defined as follows:
where "." represents the dot product between the vectors, and ‫ݖ‖‬ Ԧ‖ is the length of the vector. Unlike the Euclidian distance, larger cosine values indicate a greater similarity between vectors. Classification is done after identifying the k-most similar neighbors by using a q-score, replacing cosine similarity for Euclidian distance. Since larger values indicate greater similarity, the query is assigned to the positive class if the q-score is positive, otherwise the negative class is chosen. While, feature weighting affects cosine-based knn classification, shifting the feature offset provides an additional opportunity for optimization. For cosine similarity the angle between two vectors is taken relative to the origin; a GA may perform feature extraction by shifting the location of the origin relative to the data. Independently shifting each feature positively or negatively changes the angular point of reference, affecting the classification. For combination of weight and offset optimization, given a weight vector ‫ݓ‬ ሬሬԦ and an offset vector ‫‬ Ԧ, each feature vector ‫ݔ‬ Ԧ is transformed such that the transformed feature vector ‫ݔ‬ Ԧ ′ = ሺ‫ݔ‬ − ‫‬ ሻ * ‫ݓ‬ .
The Genetic Algorithm Configuration
GA is a probabilistic optimization algorithm and a branch of evolutionary algorithms. In the past, it has been used to solve different problems such as object detection [20] , face recognition [36, 37] , vehicle detection [3] , image annotation [38] , gender classification [39] and target recognition [40] . Moreover, in some studies GA has been combined with knn to improve the classification performance [41, 42] .
In this study, we utilized the GA for finding optimum weight and offset for each feature obtained from the feature fusion step and optimum k-value simultaneously to reduce the classification error of the classifier. Thus, the best chromosome is the one leading to the lowest test classification error. The configuration of the GA is as follows:
Chrmosume structure
Let the number of the features be L, so each chromosome will be represented with 2*L+1 genes. The first L genes are weights that take values from the range of 0.0 to 20.0. The second L genes represent offsets which range from -5.0 to +5.0 and the last gene is k-value for classification which takes integer values from 1 to 25.
Calculating the fitness of these chromosomes
We forced weights <0.4 in value to 0 during our trial. These embellishments resulted in GAoptimized classifiers with reduced feature sets. With some training data and regarding non-zero weights, the knn is trained using the chromosome whose fitness value is to be calculated. Then, some test data is presented to the trained classifier and classification accuracy is calculated in percentage form. The fitness function is as follows:
Where c is the chromosome, CA(c) is the classification accuracy using the cosine similarity-based knn classifier. α represents the tradeoff between the two criteria (using α =0.01). N(c) is the number of non-zero weights. As before, L is the total number of the features. In our experiments, the classification accuracy is often more than 75%. So we used CA 4 (c) instead of CA(c) because it can be more distinctive fitter chromosome than others.
Initial population
All the offsets and weights of the first chromosome are 0 and '20' respectively which means the weights of all the features are equal. The other chromosomes are generated randomly. In all of our experiments, we used 400 generations and a population size of 600. In most cases, the GA converged in less than 300 generations.
Crossover
We used uniform crossover, in this case each bit of the offspring is selected randomly from the corresponding bits of the parents. The crossover rate used in all of our experiments was 0.9.
Mutation
We choose uniform mutation which means each bit has the same mutation probability. The mutation rate used in all of our experiments was 0.1.
Elitism
We used the elitism strategy to prevent fitness of the next generation be smaller than the largest fitness of the current generation, the best 50 chromosomes are preserved for the next generation automatically.
EXPERIMENTAL RESULTS
Dataset
We used the vehicle dataset as hypotheses, which contains 1400 non-vehicle images and 1400 front and rear view vehicle images. Some of these images are from the MIT vehicle dataset and the Caltech-101 dataset, while the rest images have been gathered with different types, poses and colors (although all images were converted to grayscale). Some of the images contain the vehicle and other background objects. We converted all images to jpg format and normalized size of each image to 128×128 pixels (see Figure 4) . 
Experiments
In our experiments, we used the Euclidian distance-based and cosine similarity-based knn classifiers and the extracted PHOG features from all collected images with 3 levels of pyramids and 40 orientation bins in the range of [0, 360] in each level.
Also, we used a 7-fold cross-validation to estimate both the accuracy and generality of the knn classifiers. In this case, all of the examples are partitioned into 7 subsamples and the 7th subsample is retained as Test data while the remaining 6 subsamples are used as Training Data. The cross-validation is then repeated 7 times with all of the 7 subsamples used exactly once as the Test data. It should be mentioned that with the aim of comparing the results of the different steps of the proposed method, we used the same folds in all following experiments for the cross validation. In the following of this section, "TP", "TN" and "CA" represent true positive, true negative and classification accuracy respectively. In the first experiment, we applied the knn classifiers to the PHOG descriptors. The best results for each classifier are shown in bold, Table 1 shows the results. In second experiment, to improve the classification accuracy, the Gaussian low-pass filter is applied on the dataset images and then the size of the obtained images is reduced to 64×64 pixels. Next, the classification is done using the knn classifiers and the extracted PHOG features from the dataset images as well as the filtered images. it should be mentioned that to improve the performance of the Gaussian low-pass filter, we performed several tests over employing different parameters of the filter and the PHOG feature extractor. As a result in this step, the best classification accuracy was obtained using 20 bins, 2 levels of pyramids, 5 for size of the filter and 5for the standard deviation. Table 2 presents the results of the knn classifiers.
According to Table 2 , we find that employing the PHOG features extracted from the dataset images and also the filtered images will climb the classification accuracy compared with employing only the PHOG features extracted from the original dataset images (Table 1) . For increasing the classification accuracy more, the Gaussian low-pass filter was applied again on the filtered images and then the PHOG features were extracted from them but in this case, the classification accuracy was not increased and even it often led to reduction of the classification accuracy so we avoid mentioning these experiments and their results.
In third experiment, we applied four different methods to the PHOG features extracted from the original dataset images and also the filtered images for improving the classification accuracy more (see Table 3 ). We employed PCA and LDA as dimension reduction tools separately. For more research on the performance of PCA and LDA, in the third method, a sequential combination of them was applied. In the last method, we utilized PCA and LDA as dimension reduction tools parallelly and next, the feature fusion step occurred. According to Table 3 , our results show that the fusion method outperforms PCA, LDA and also the combination of them in the two separate stages.
According to Table 1, Table 2 and Table 3 , as a general result, the Euclidian distance-based knn classifier outperforms the cosine similarity-based knn.
For further exploration, in fourth experiment using the obtained fusion features, the GA with the mentioned configuration was applied on the distance-based knn classifier to find its optimum weights and k-value and once again on the cosine similarity-based knn classifier to discover its optimum weights, offsets and k-value. Table 4 compares the averages of the optimum k and the final results for each optimized classifier. As can be seen, the optimized cosine knn outperforms the optimized Euclidian knn significantly. 
CONCLUSION AND FUTURE WORK
Generally, in this paper, an approach has been proposed to robustly verify vehicle hypotheses to classify into vehicle and non-vehicle classes. To begin, we extracted the PHOG features from an image dataset as well as the image obtained from applying the Gaussian filter on the image as the primitive features. Next, we utilized the fusion of the features extracted from PCA and LDA as dimension reduction tools. Our results have shown that these features improve the performance of Euclidian distance-based and cosine similarity-based knn classifiers remarkably. Finally, we benefited from the GA to find the optimum weights, offsets and k-value for cosine similaritybased knn to improve the performance and generalization of the fusion features. The experimental results indicate that the optimized cosine similarity-based knn outperforms the optimized Euclidian distance-based knn significantly while unoptimized Euclidian knn performed better than unoptimized cosine knn. The proposed system achieved 97.82% classification accuracy on the realistic on-road vehicle images.
In hypothesis verification stage, in previous works, concentration has been usually on feature extraction while many of the features are not relevant and it has great impact on the classification accuracy. Therefore, applying a feature selection or weighting strategy seems to be beneficial. For future work, the other features such as Gabor, Haar-Like or Wavelet can also be extracted and then feature selection or weighting is applied on concatenation of their normalized vectors. In this study, we used the PHOG features as a spatial descriptor and by beneficiary of Gabor features as a frequency descriptor besides the PHOG features, better results can be achieved since in this case, the image is described in both spatial and frequency domain. As a result, we can benefit from the advantage of both. In another case, after extracting features with different types (e.g. Gabor, PHOG), the features of each type can be classified by separated classifiers and then the outputs of the classifiers can be integrated (by investigating different methods) and finally the classification is done.
