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An averaging scheme for the efficient
approximation of time-periodic flow problems
Thomas Richter ∗
We study periodic solutions to the Navier-Stokes equations. The transition phase of a
dynamic Navier-Stokes solution to the periodic state can be excessively long and it depends
on the domain size and on problem parameters like the viscosity. Several methods for
acceleration exist. They are either based on a space-time framework for directly computing
the periodic state, on optimization schemes or shooting methods for quickly finding the
correct initial data that yields the periodic solution. They all have a large computational
overhead in common. Here we describe and analyze a simple averaging scheme that comes
at negligible additional cost and that will give a robust convergence to the periodic solution
with a worst case rate that does not depend on any problem parameters.
1 Introduction
We study periodic solutions to the Navier-Stokes equations. Such solutions appear in the laminar
regime for the flow around an obstacle but they can also be induced by a periodic forcing. Here we
investigate this second case which is easier as the frequency of oscillation is known from the problem
data.
The necessity to compute such cyclic states of the Navier-Stokes equations arises e.g. in the context
of temporal multi-scale schemes, where oscillatory periodic short-scale solutions guide efficient time-
stepping schemes that govern the long-scale dynamics [6, 23, 7]. Another application is found in
optimization and steering processes like in simulated moving bed processes in chemical engineering [17,
15, 25].
The transition phase of a dynamic Navier-Stokes solution to the periodic state can be excessively
long and it depends - usually exponentially - on the domain size, on problem parameters like the
viscosity or on discretization parameters like temporal and spatial resolutions.
Several methods for an acceleration exist. One approach is based on a space-time framework for
directly computing the periodic state [17, 24]. This transforms the problem into a higher-dimensional
one with substantial numerical overhead. Another possibility is to find efficient ways for identifying
the correct initial data v(0) = vpi0 that gives a periodic temporal solution with v(T ) = v(0) = v
pi
0 .
The classical approach is the shooting method and it has been demonstrated for systems of ordinary
differential equations [22, 12]. Without special adaptions - like discussed by these authors - the shooting
method requires the solution of a high-dimensional problem which comes at significant costs if partial
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2differential equations are considered. Yet another approach casts the task of finding a periodic solution
into the identification of the initial value v0 that solves the nonlinear problem F (v0) = vv0(T )− v0,
where vv0 is the dynamic solution starting with v(0) = v0. Applying Newton’s method to this problem
yields a similar structure as the shooting method. The authors of [18, 9] derived special preconditioners
to avoid the large effort of high-dimensional problems within the Newton scheme. Finding the zero of
F (v0) = 0 can also be tackled as an optimization scheme for minimizing ‖F (v0)‖ → 0. The authors
of [1, 21] apply different optimization schemes to accelerate this problem. This approach requires the
solution of backward in time adjoint problems. Finally, the authors of [15] propose an acceleration
tool for the forward simulation based on a cascadic multilevel method. While this approach requires
the forward simulation only, it might still suffer from a long transient phase.
Here, an accelerated scheme for the forward simulation is presented that is based on updating the
initial values using the solution of an averaged problem. For the Stokes problem we give a proof of
the robust convergence of the scheme with a rate that does not depend on problem or discretization
parameters. We numerically demonstrate the efficiency of this scheme and also numerically also tackle
the nonlinear Navier-Stokes case.
In the following section we shortly introduce the Navier-Stokes equations and the notation required
for specifying cyclic states. Section 3 presents the averaging algorithm for accelerating convergence to
such periodic states. We give a complete analysis for the linear case of the Stokes problem and some
hints on treating the nonlinear Navier-Stokes equations. In Section 5 we present different numerical
test cases describing the robustness and efficiency of the suggested scheme. We conclude in Section 6
with a short outlook to open problems.
2 Notation and governing equations
Let Ω ⊂ Rd with d = 2, 3 be a domain with a boundary ∂Ω = ΓD ∪ ΓN that is split into a Dirichlet
part and into a Neumann part and that is of sufficient regularity such that suitable solutions exist.
We consider the incompressible Navier-Stokes equations subject to a Dirichlet condition on ΓD and
the do-nothing condition [11] on ΓN
∂tv + v · ∇v − µ∆v +∇p = f , ∇ · v = 0
v
∣∣
ΓD
= vD, µ∂nv − p~n
∣∣
ΓN
= PN
v(0) = v0.
(1)
Right hand side f , Dirichlet boundary data vD on ΓD and average pressure PN are periodic with cycle
length T ∈ R
f(t+ T ) = f(t), vD(t+ T ) = vD(t), PN (t+ T ) = PN (t) ∀t ∈ R.
By µ = 1/Re we denote the reciprocal of the Reynolds number. It has been shown by Kyed and
Galdi [14, 8] that this problem admits a periodic solution vpi, ppi if the data is sufficiently small (f , vD
and PN small, µ large)
vpi(0) = vpi(pi), ppi(0) = ppi(pi).
If the proper initial data vpi0 is known, one cycle of the Navier-Stokes problem on [0, T ] will directly
yield the periodic solution. If however the exact initial value is not given it might take a tremendous
number of cycles to sufficiently reduce the periodicity error
J
(
v(t)
)
=
∥∥v(t+ T )− v(t)∥∥→ 0 (t→∞). (2)
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3Here we describe an acceleration approach that is based on projecting the approximated solution to
one that already satisfies a correct temporal average condition. While the analysis is rigorous for the
linear Stokes problem it remains heuristic in the nonlinear case. In contrast to the various approaches
presented in the previous section, our averaging scheme only requires the solution of one averaged
stationary problem as computational overhead.
3 Projection algorithm
For most of the following discussion it is not crucial whether we deal with the continuous, semidiscrete
or fully discrete case. We assume that the problem data is such that there exists a unique periodic
solution vpi, ppi.
We start by describing the algorithm used for accelerating the approximation of a periodic solution.
Let I = [0, T ] and f ∈ C(I). We denote by
f¯ = T−1
∫ T
0
f(t) dt
the temporal average of f . Averaging the Navier-Stokes equations yields
T−1
(
v(T )− v(0))+ v¯ · ∇v¯ − µ∆v¯ +∇p¯ = f¯ − (v − v¯) · ∇(v − v¯)
∇ · v¯ = 0
v¯
∣∣
ΓD
= v¯D, µ∂nv¯ − p¯~n = P¯N
and the periodic solution vpi, ppi will satisfy the problem
v¯pi · ∇v¯pi − µ∆v¯pi +∇p¯pi = f¯ − (vpi − v¯pi) · ∇(vpi − v¯pi)
∇ · v¯pi = 0
v¯pi
∣∣
ΓD
= v¯D, µ∂nv¯
pi − p¯pi~n = P¯N , vpi(T ) = vpi(0).
Naturally this average cannot be directly determined without knowledge of the dynamic part vpi − v¯pi
required to express the right hand side. We use the notation
g(v) = (v − v¯) · ∇(v − v¯)
and for any given g we introduce the solution v˜, p˜ to a stationary average problem
v˜ · ∇v˜ − µ∆v˜ +∇p˜ = f¯ − g, ∇ · v˜ = 0
v˜
∣∣
ΓD
= v¯D, µ∂nv˜ − p˜~n = P¯N .
(3)
Algorithm 3.1 (Averaging algorithm for the computation of cyclic states) Let v00 be a first
guess for the initial value. Iterate for l = 1, 2, . . .
1. Solve the dynamic Navier-Stokes problem on I = [0, T ] for vl, pl with vl(0) = vl0
∂tv
l + vl · ∇vl − µ∆vl = f , ∇ · vl = 0
vl(0) = vl0, v
l
∣∣
ΓD
= vD, µ∂nv
l − pl~n∣∣
ΓN
= PN .
(4)
2. Compute the right hand side
gl = (vl − v¯l) · ∇(vl − v¯l). (5)
Submitted, May 2018
43. Solve the stationary average problem
v˜l · ∇v˜l − µ∆v˜l +∇p˜l = f¯ − gl, ∇ · v˜l = 0
v˜l
∣∣
ΓD
= v¯D, µ∂nv˜
l − p˜l~n∣∣
ΓN
= P¯N .
(6)
4. Update the initial value
vl+10 := v
l(T )− v¯l + v˜l. (7)
Analysis for the Stokes problem Due to the linearity, handling the Stokes problem is rather simple.
Nevertheless, the Stokes equations suffer from the same extensive transient phase when periodic solu-
tions are to be computed. We refer to Section 5.1 where we present a linear model case. We consider
homogeneous Dirichlet data vD = 0 only but allow general right hand sides f and PN to cover the
general case of non-zero Dirichlet data in the usual way. For the Stokes equations, the right hand side
gl will always be zero.
Lemma 3.1 (Averaging the Stokes problem) Let vpi, ppi be the periodic solution to the Stokes
problem on [0, T ]
∂tv
pi − µ∆vpi +∇ppi = f , ∇ · vpi = 0
vpi
∣∣
ΓD
= vD, µ∂nv
pi − ppi~n∣∣
ΓN
= PN
vpi(T ) = vpi(0)
and v˜, p˜ be the solution to the averaged Stokes problem
−µ∆v˜ +∇p˜ = f¯ , ∇ · v˜ = 0,
v˜
∣∣
ΓD
= v¯D, µ∂nv˜ − p˜~n
∣∣
ΓN
= P˜N .
Then, it holds
v¯pi = v˜, p¯pi = p˜.
Proof: This directly follows by temporal averaging of the nonstationary problem, using the period-
icity of the solution vpi as well as the linearity of the Stokes equation and the boundary conditions.
In the following we discuss the decay of the dynamic solution v, p to arbitrary initial data v(0) = v0
to the periodic solution vpi that corresponds to a dynamic solution with correct initial data vpi(0) = vpi0 .
For this let ωi, qi and λi for i = 1, 2, . . . be a system of L
2-orthonormal eigenfunctions and eigenvalues
to the Stokes problem
−∆ωi +∇qi = λiωi, ∇ · ωi = 0, (ωi, ωj)L2(Ω) = δij
with λi ≥ λmin > 0 and λi → ∞ for i → ∞. A rough lower bound for λmin can be estimated by
Poincar’es inequality revealing λmin = O(diam(Ω)−2).
We develop the divergence free solution v as well as the solenoidal part of the right hand side f in
the system of eigenfunctions
f˜(t) =
∑
i≥1
(f(t), ωi)︸ ︷︷ ︸
=:fi
ωi, v(t) =
∑
i≥1
(v(t), ωi)︸ ︷︷ ︸
=vi
ωi,
where fi(t), vi(t) are scalar functions. The coefficient functions vi(t) are governed by the set of ordinary
differential equations
∂tvi + µλivi = fi, vi(0) = vi,0 (8)
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5with the solution
vi(t) = exp(−λiµt)
(
vi,0 +
∫ t
0
fi(s) exp(λiµs) ds
)
. (9)
The following result shows the decay of the periodicity error for non-matching initial data and can be
directly obtained from this explicit solution formula for vi(t).
Lemma 3.2 (Decay of the periodicity error) Let vpi be the periodic solution to the Stokes equa-
tion satisfying vpi(0) = vpi0 and v be a solution to the general initial data v(0) = v0. Let
w(t) := v(t)− vpi(t) =
∑
i≥1
(w(t), ωi)︸ ︷︷ ︸
=:wi(t)
ωi, wi,0 := wi(0).
For these coefficient functions wi(t) it holds
wi(t) = exp(−λiµt)wi,0.
Proof: This follows by subtracting the two different solution using the representation (9). The
decay of the periodicity error is strongly governed by the bound for the smallest eigenvalue λmin and
the parameter µ. We will demonstrate the sharpness of this relation in Section 5.1.
Now, we mimic Algorithm 4. Step 1. being accomplished, the error decay is described by the
preceding lemma and given by
wi(T ) = exp(−λiµT )wi,0. (10)
It remains to incorporate steps 2.-4. of the algorithm that consist of solving the average problem and
performing the update. In Lemma 3.1 we have shown that - in the case of the linear Stokes problem -
the average of the periodic solution coincides with the solution to the average problem v¯pi = v˜. This
in mind, the update in step 4. of Algorithm 4 can be written as
vl+10 = v
l(T )− v¯l + v¯pi ⇒ wl+1 = vl+10 − vpi0 = vl(T )− vpi0 − v¯l + v¯pi.
We omit the index l and formulate this error propagation formula in terms of the coefficients vi, v
pi
i ,
wi = vi − vpii and finally vnewi,0 for the coefficients of the new initial data to get
wnew0,i := v
new
i,0 − vpi0 = vi(T )− vpii (T )︸ ︷︷ ︸
=wi(T )
−v¯i + v¯pii .
The first part is estimated in (10), the second part is expressed by averaging the explicit solution
formula (9) for vi and v
pi
i
wnew0,i = exp(−λiµT )wi,0 − T−1
∫ T
0
exp(−λiµt) dtwi,0
= exp(−λiµT )
(
1− T−1
∫ T
0
exp(λiµ(T − t)) dt
)
wi,0
= exp(−λiµT )
(
1− exp(λiµT )− 1
λiµT
)
wi,0.
(11)
Theorem 3.1 (Reduction rate of the averaging scheme) Let v00 be the initial value, v
pi
0 be the
initial value to the periodic solution. The averaging scheme satisfies the following bound for the
periodicity error
‖vl+10 − vpi0‖ ≤ 0.3‖vl0 − vpi0‖.
Submitted, May 2018
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Figure 1: Reduction rates of the forward solution after one cycle (bold line) and reduction rate after
one sweep of the averaging algorithm (thin line). Both given for x = −λµT
Proof: We denote the reduction rate derived in (11) by ρi
ρi = exp(−λiµT )
(
1− exp(λiµT )− 1
λiµT
)
.
With x = λiµT > 0 we study the function
ρ(x) = exp(−x)− 1− exp(−x)
x
.
It holds ρ(x)→ 0 for x→ 0 and also for x→∞. Further, exp(x) ≥ 1 + x (for x > 0) shows
ρ(x) = exp(−x)
(
1 +
1− exp(x)
x
)
< exp(−x)
(
1− x
x
)
= 0.
Finally the lower bound ρ(x) > −0.299 is found by numerically solving ρ′(x) = 0 and identifying the
unique critical point in (0,∞).
Remark 3.1 The bound |ρ(x)| ≤ 0.3 is the worst case bound for the convergence of the averaging
scheme for all components wi of the error. Numerical experiments however show that this bound is
too pessimistic and actual convergence rates are superior. In Figure 1 the functions exp(−x) and ρ(x)
giving the reduction rates of the simple forward computation and of the averaging scheme are plotted
for x ≥ 0.
To completely value the result of Theorem 3.1 we must compare this bound to the estimate (10) for
the simple forward solution that shows a dependency on the smallest eigenvalue (and the parameters
µ and T )
|wi(T )| ≤ exp(−λminµT )|wi,0|.
We will demonstrate the numerical behavior of the forward solution with numerical test cases in
Section 5.1. The averaging algorithm is robust with respect to all such parameters.
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7Remark 3.2 (The Navier-Stokes problem) The general Navier-Stokes case is not as easily han-
dled. There are several challenges to be addressed. First and most important, the Navier-Stokes
equations do not allow for a simple splitting of the system into components belonging to the Stokes
eigenfunctions. Furthermore it does not hold v¯pi = v˜ due to the nonlinearity. Finally the explicit
treatment of the right hand side
gl = (vl − v¯l) · ∇(vl − v¯l)
introduces an additional error. All of these questions are left for future work. In Section 5.2 we study
the robustness of the averaging scheme with respect to the influence of the nonlinearity. We note
however that the complete framework is only well-posed in the laminar regime where we can guarantee
the existence of a unique periodic solution, see Kyed and Galdi [8].
4 Discrete setting
For discretization of the dynamic Navier-Stokes and Stokes problem we employ standard techniques
which we shortly present. In time we use the θ-time-stepping scheme that can be considered as a
variant of the Crank-Nicolson scheme [16, 10]. Let
0 = t0 < t1 < · · · < tN = T, ti = iT
N
∀i = 0, . . . , N
be a uniform partitioning of the temporal interval and by vn ≈ v(tn) and pn ≈ p(tn) we denote the
approximations to the solution at time tn, by f
n := f(tn) the right hand side at time tn.
For spatial discretization we transform the system into the variational formulation. Then, let
Vh × Qh ⊂ H10 (Ω; ΓD)d × L2(Ω) be a suitable finite element pair. We either utilize an inf-sup stable
pressure-velocity pair like the Taylor-Hood element [5] or stabilized equal order finite elements based
on the local projection stabilization scheme [3]. Details on the complete framework and further
information on the implementation in the finite element software library Gascoigne 3d are given
in [20]. The complete space-time discrete formulation is given by (we skip all indices referring to
spatial discretization)
vn ∈ Vh, pn ∈ Vh, v0 := v0 n = 1, . . . , N :(
vn − vn−1, φ)+ k((1− θ)vn−1 · ∇vn−1 + θvn · ∇vn, φ)
+ µk
(∇ ((1− θ)vn−1 + θvn) ,∇φ)− k(pn,∇ · φ)
+ k
(∇ · vn, ξ) = k((1− θ)fn−1 + θfn) ∀(φ, ξ) ∈ Vh ×Qh,
where the parameter θ is chosen in [1/2, 1]. For θ = 1 this scheme corresponds to the backward Euler
method, for θ = 1/2 to the Crank-Nicolson scheme and for θ > 1/2 to the shifted Crank-Nicolson
scheme which has better stability properties. For θ = 1/2 +O(k) we get global stability and still have
second order convergence, see [16, 19, 20].
We recapitulate the most important steps of the application of the averaging scheme to the discrete
system. While the general setup of the analysis is exactly as in the continuous case, a final estimation of
the convergence rate is more subtle. Again, we describe by (ωi, λi) for i = 1, . . . , nh a system of weakly
divergence free (tested with Qh and up to possible stabilization terms) orthonormal eigenfunctions
and eigenvalues to the Stokes problem. It holds 0 < λmin,h ≤ λi ≤ λmax,h. By vpi we again denote
the (now discrete) periodic solution to the system, by vl the current approximation.
Expanding right hand side fn and solution vn in the eigenvector basis, the coefficients are governed
by the scalar difference equations
(1 + λiµθk) v
n
i = (1− λiµ(1− θ)k) vn−1i + k((1− θ)fn−1i + θfni ) (12)
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8for n = 1, 2, . . . , N . To shorten the upcoming notation we introduce qi ∈ R
qi :=
1− λiµ(1− θ)k
1 + λiµθk
= 1− λiµk
1 + θλiµk
(13)
As λiµk > 0 it holds for θ ∈ [1/2, 1]
θ − 1
θ
< qi < 1− λminµk. (14)
The solution to the difference equations (12) can be explicitly written as
vni = q
n
i v0,i +
n∑
k=1
qn−ki
k
1 + λiµθk
((1− θ)fk−1i + θfki ). (15)
Hence, the initial error w0,i = v0,i − vpi0,i is advanced by the relation
wni = q
n
i w0,i, (16)
which is the discrete counterpart to (10).
The analysis of the continuous setting was supported by Lemma 3.1, showing that the average of
the periodic solution is the solution to the average problem. The same results can be transferred to
the discrete setting.
Lemma 4.1 (Averaging the discrete Stokes problem) Let vpi, ppi be the periodic solution to the
Stokes problem in θ-time stepping finite element discretization
(vpi,n − vpi,n−1, φ) + µk(∇((1− θ)vpi,n−1 + θvpi,n),∇φ)− k(ppi,n,∇ · φ)
+ k(∇ · vpi,n, ξ) = k((1− θ)fn−1 + θfn, φ) ∀φ, ξ ∈ Vh ×Qh (17)
with vpi,N = vpi,0. Further, let v˜, p˜ be the finite element solution to the average problem
µ(∇v˜,∇φ)− (p˜,∇ · φ) + (∇ · v˜, ξ) = (f¯ , φ) ∀φ, ξ ∈ Vh ×Qh, (18)
where the discrete averaging operator is defined as
f¯ = N−1
(
(1− θ)f(0) +
N−1∑
i=1
f(ti) + θf(tN )
)
. (19)
Then, it holds v¯pi = v˜.
Proof: First we note that for periodic functions f(T ) = f(0) it holds
f¯ = N−1
N∑
i=1
f(ti)
such that summing (17) over n = 1, . . . , N yields
(vpi,N − vpi,0︸ ︷︷ ︸
=0
, φ) + µkN(∇v¯pi,∇φ)− kN(p¯pi,∇ · φ)
+ kN(∇ · v¯pi, ξ) = kN(f¯ , φ), φ, ξ ∈ Vh ×Qh.
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9Dividing by kN shows that v¯pi is exactly the solution to the average problem (18).
With this result we can derive the error of the initial value vnew after one cycle of Algorithm 4. We
directly consider the coefficients in the eigenvalue basis
wnew0,i = v
new
0,i − vpi0,i = vNi − vpi0,i︸ ︷︷ ︸
=wNi
−v¯i + v˜i = wNi − v¯i + v¯pii .
The contribution wNi is estimated in (16) and the contribution of the average problems can be estimated
by discretely averaging (15) using (19)
vl+10,i − vpi0,i =
(
qNi −N−1
(
1− θ +
N−1∑
n=1
qni + θq
N
i
))
w0,i (20)
We combine the preceding derivation in the following result.
Theorem 4.1 (Convergence of the fully discrete averaging scheme) Let N ∈ N with N ≥ 5
and
θ =
1
2
+
1
N
.
The averaging scheme applied to the discretized Stokes equation is convergent. Every cycle of the
averaging scheme damps the periodicity error by at least
‖vl+10 − vpi0‖ ≤
(
1
2
+
1
2N
)
‖vl0 − vpi0‖.
Proof: (i) In (20) we have derived a formula to describe the evolution of the error in the different
components. For the following we omit the component index i and denote the decay rate by ρ, written
as
ρ = N−1
N−1∑
n=0
(qN − qn)− θ(q
N − 1)
N
, (21)
where the bound (θ − 1)/θ ≤ q < 1 is given in (14). The second part is bounded by
0 ≤ −θ(q
N − 1)
N
≤ 2θ
N
. (22)
In the following paragraphs we study the first part of (21).
(ii) We start with the case q ≥ 0 and investigate a single summand
qN − qn = qn(qN−n − 1) ≤ 0.
We claim that it holds
0 ≥ qN − qn ≥ −1 + n
N
⇔ γn(q) := qN − qn + 1− n
N
≥ 0. (23)
This would give us the bound
0 ≥ N−1
N−1∑
n=0
(qN − qn) ≥ N−1
N−1∑
n=0
(
−1 + n
N
)
= −1
2
− 1
2N
. (24)
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It remains to show (23). First, we consider the interval boundaries q = 0 and q = 1 to find
n = 0 : γ0(0) = −1 + 1 = 0, γ0(q) = qN ≥ 0
0 < n < N : γn(0) = γn(1) = 1− n
N
≥ 0.
In addition we find the extreme values
γ′n(q) = Nq
N−1 − nqn−1 != 0 ⇔ q =
( n
N
) 1
N−n
or q = 0.
We evaluate γ in this point, denoted qex, and introduce the notation s = n/N with 0 ≤ s < 1
γn(qex) =
( n
N
) N
N−n −
( n
N
) n
N−n
+ 1− n
N
= s
1
1−s − s s1−s + 1− s
= (1− s)︸ ︷︷ ︸
≥0
(
1− s s1−s
)
︸ ︷︷ ︸
≥0
≥ 0.
Hereby we have shown that the claim (23) is true and for q ≥ 0 we obtain the bound
0 ≥ ρ ≥ −1
2
− 1
2N
for 0 ≤ q ≤ 1. (25)
(iii) We consider the case (θ − 1)/θ ≤ q ≤ 0 and reformulate (21) using the geometric sum formula
N−1
N−1∑
n=0
(qN − qn) = qN − 1
(1− q)N︸ ︷︷ ︸
=:gN (q)
+
qN
(1− q)N︸ ︷︷ ︸
=:hN (q)
.
The second term is estimated as
|hN (q)| ≤ 1
N
. (26)
To study the first part gN (q) we determine the extreme values
0
!
= h′N (q) = Nq
N−1 − (1− q)−2N−1 ⇔ qN = q
N2(1− q) .
All qex ∈ [−1, 0] satisfying this relation are possible candidates for minima or maxima of gN (q). Here
this function takes the value
gN (qex) = q
N
ex −
1
(1− qeq)N =
qex
N2(1− qex)2 −
1
(1− qex)N
and it can be estimated as
|gN (qex)| ≤ 1
N2
+
1
N
(27)
In addition we must consider possible extrema at the interval boundaries q = (θ − 1)/θ and q = 0
gN (0) = − 1
N
, gN
(
θ − 1
θ
)
=
(
θ − 1
θ
)N
− θ
N
Submitted, May 2018
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Combination with (26) and (27) gives
|gN (q) + hN (q)| ≤ 3
N
+
∣∣∣∣θ − 1θ
∣∣∣∣N for all θ − 1θ ≤ q ≤ 0,
for N ≥ 2.
(iv) We combine the results for the specific parameter θ = 1/2 + 1/N and obtain the bound
|ρi| ≤ max
{
1
2
+
1
2N
,
(
2−N
2 +N
)N
+
3
N
}
≤ 1
2
+
1
2N
which is true for N ≥ 5.
Remark 4.1 This estimate might not sharp but it is well suited for application. The choice
θ =
1
2
+
1
N
corresponds to a slightly shifted version of the Crank-Nicolson scheme. It is of second order and
has some improved stability properties. In the numerical test cases we observe no problems with the
standard Crank-Nicolson scheme θ = 1/2. The estimate can be generalized to the choice
θ =
1
2
+ αk,
where k = T/N and α > 0.
5 Numerical test cases
We discuss different numerical test cases to highlight the efficiency and robustness of the averaging
scheme for the computation of cyclic states. We start with simple linear problems that are covered by
our analysis. Then we turn the attention to the full Navier-Stokes problem and we will particularly
investigate the influence of the nonlinearity on the robustness.
Before presenting the specific test cases we shortly describe the computational setting implemented
in the finite element software library Gascoigne 3D [4]. Discretization (in 2d) is based on quadrilateral
meshes. To cope with the saddle-point structure we utilize stabilized quadratic equal-order elements.
Stabilization is based on the local projection scheme [3]. As the appearing Reynolds numbers are very
moderate we do not require any stabilization of convective terms.
Nonlinear problems are approximated with a Newton scheme using analytic Jacobians. The equal-
order setup allows us to use an efficient geometric multigrid solver for all linear problems, see [2] for
the general setup and [13] for the efficient implementation. Although the analysis shows superior
robustness for a shifted version of the Crank-Nicolson scheme with θ > 1/2 we do not observe any
difficulties with the choice θ = 1/2 which will be used throughout this section.
5.1 A linear Stokes problem
For L ∈ R+ let Ω = (−L,L)2 be a two dimensional domain. Here we solve the Stokes equations
∂tv − µ∆v +∇p = f
∇ · v = 0, v∣∣
Γ
= 0
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Figure 2: Robustness of both schemes (F) and (A) with respect to different parameters: the domain
size L (top/left), the viscosity µ (top/right), the period T (bottom/left) and the number of
time-steps per cycle N (bottom/right). While the averaging scheme (A) is robust regarding
all these parameters, the impact on the forward simulation (F) is dramatic.
and try to identify a time-periodic solution v(T ) = v(0). The forcing f is T -periodic and given by
f(x, y, t) =
(L2 − x2)(L2 − y2)
L6
(
cos(2pit/T ) + sin(x+ y)/10
)( y
−x
)
.
The scaling is such that the L2-norm of f does not depend on the domain size L. As initial data we
always use v0 = 0.
We start by analyzing the dependency of the two approaches “forward simulation” (F) and “aver-
aging scheme” (A) on the domain size L - which we expect to act on the smallest eigenvalue λmin -
the parameter µ and the length of the time interval T . The results are shown in figure 2.
Enlarging the domain has a dramatic effect on the forward simulation (F) as is shown in the
upper/left plot of Figure 2. The rate of convergence strongly changes. For L = 2 and L = 4
the required tolerance of 10−8 could no be reached within the allowed 100 cycles. In contrast, the
averaging scheme (A) is very robust. However, we see a slight dependency of the convergence rate
on the parameter L. Therefore we give a detailed view in Figure 3. On the left side we show the
convergence for the averaging scheme, on the right the convergence of the forward simulation. Here
we fit the results to the expected convergence given by (16). In terms of the notation given in (13) we
identify the reduction rates
(1− σ)q, σ := λµk
1 + θλµk
and identify
σL=1 ≈ 0.46, σL=2 ≈ 0.12, σL=4 ≈ 0.04
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Figure 3: Left: convergence rate of the average scheme (A) depending on the domain size L. Right:
fitting the convergence of the forward simulation (F) to the expected convergence rate
depending on L. Both figures are close up views of Figure 2 (top/left).
which approximately suggests the relation σ = O(L−2) as expected from the domain dependency of
the eigenvalues. In contrast, convergence of the averaging scheme is very stable. While the slope of
convergence does not change at all, we observe a slight change in the constant. And surprisingly, the
effect of increasing L is opposite, as it will reduce the error.
Next, the upper/right plot of Figure 2 we show the dependency on the viscosity parameter µ. No
effect is found for the averaging scheme (A), while the forward simulation (F) behaves as suggested
in (16) as α = O(µ), see (13). A similar observation is depicted in the lower/left sketch of Figure 2.
While the period length T effects the forward iteration, robustness to this parameter is found for the
averaging scheme.
Finally, both schemes do not show any sensitivity to the number of steps N used for spatial dis-
cretization in every cycle, see the lower/right sketch of Figure 2. The same observation is done for the
spatial mesh resolution h > 0 (which we do not show here).
5.2 The nonlinear Navier-Stokes problem
As second test case we study the Navier-Stokes flow in an annulus with outer radius R = 5 and inner
radius r = 1/2, see figure 4. On both rings we drive the flow by a Dirichlet condition. While the outer
ring is rotating, an inflow/outflow condition with an oscillating direction is prescribed on the inner
ring. See figure 4 for details. The maximum velocity on the boundary reaches |v| = 1/2. Further
parameters are chosen as follows:
T = 1 N = 20 Ndofs = 49 920
In Figure 5 we show the required number of steps for different viscosities µ in order to investigate
the influence of the nonlinearity. With |v| = 1/2, diam(Ω) = 10 we compute the Reynolds number as
Re =
|v|R
µ
=
5
µ
.
Variation of the viscosity from µ = 1 to µ ≈ 0.0078 corresponds to a range of Reynolds numbers from
Re = 5 to Re = 640. For smaller viscosities we could not identify any periodic solution. In the case
of very large viscosity parameters µ = 1 there is no benefit of the averaging scheme ((A)).
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Figure 4: Configuration of the nonlinear Navier-Stokes test case. The flow is driven by periodic Dirich-
let conditions on both boundaries, the inner circle Γr with radius r = 0.5 and the outer circle
ΓR with radius R = 5.
Increasing the Reynolds number causes a significant increase of required iterations in the case of
the forward simulation (F) while the necessary iterations for the averaging scheme (A) stays constant
until we leave the regime of periodic solutions. In between the savings are substantial and range from
1 : 4 to 1 : 20.
6 Conclusion
We have presented an acceleration scheme for the computation of periodic solutions to the Stokes and
Navier-Stokes equations. In the linear Stokes case we could show robust convergence of the scheme
with a rate that does not depend on the problem parameters or the eigenvalues of the Stokes operator.
Applied to the Navier-Stokes equations numerical tests predict the same robustness and efficiency of
the algorithm. The only numerical overhead of the proposed algorithm is the computation of one
stationary averaged problem in every cycle of the dynamic process. Depending on the problem data
- which strongly effects the decay rate of direct forward simulations - we get a tremendous speed-up.
The proof of convergence is strongly based on the linearity of the Stokes equations. Extension to
the nonlinear Navier-Stokes equations will call for a different approach.
An interesting but open extension of the averaging scheme will be the application to problems with
unknown periodicity. A possible application is the laminar vortex shedding of the flow around an
obstacle. Here, predictions of the frequency are available with the Strouhal number, the exact value
however is depending on the specific configuration, in particular on the geometry. To tackle such
problems we aim at the combination of the averaging scheme for obtaining initial values v0 with an
optimization approach to identify the period length T .
Finally, the proposed scheme allows to accelerate several problems where the computation of cyclic
states is an algorithmic sub-task such as temporal multi-scale problems [7]
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Figure 5: Required number of iterations to reach the tolerance 10−8 depending on the viscosity µ.
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