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We study a system of strongly interacting one-dimensional (1D) bosons on a ring pierced by a
synthetic magnetic flux tube. By the Fermi-Bose mapping, this system is related to the system of
spin-polarized non-interacting electrons confined on a ring and pierced by a solenoid (magnetic flux
tube). On the ring there is an external localized delta-function potential barrier V (φ) = gδ(φ−φ0).
We study the Berry phase associated to the adiabatic motion of delta-function barrier around the
ring as a function of the strength of the potential g and the number of particles N . The behavior
of the Berry phase can be explained via quantum mechanical reflection and tunneling through the
moving barrier which pushes the particles around the ring. The barrier produces a cusp in the
density to which one can associate a missing charge ∆q (missing density) for the case of electrons
(bosons, respectively). We show that the Berry phase (i.e., the Aharonov-Bohm phase) cannot be
identified with the quantity ∆q/~
∮
A · dl. This means that the missing charge cannot be identified
as a (quasi)hole. We point out to the connection of this result and recent studies of synthetic
anyons in noninteracting systems. In addition, for bosons we study the weakly-interacting regime,
which is related to the strongly interacting electrons via Fermi-Bose duality in 1D systems.
PACS numbers: 03.65.Vf, 03.75.Lm, 67.85.-d
INTRODUCTION
Exactly solvable one-dimensional (1D) quantum many-
body models provide an insight into the strongly-
correlated states not accessible with numerical simula-
tions. The Lieb-Liniger (LL) model, which describes a 1D
Bose gas with repulsive contact interactions of strength
c, is solved with the Bethe ansatz [1]. Experiments with
ultracold atoms loaded in tight, transversely confined,
effectively 1D atomic waveguides [2–5] have revived the
interest in the LL model (see Ref. [6] for a review). For in-
finite interaction strength (c→∞), the LL bosons enter
the Tonks-Girardeau (TG) regime, where solutions are
found by the Fermi-Bose mapping [7]. The TG regime
has been experimentally achieved [3–5] with atoms at low
temperatures and linear densities, and with strong effec-
tive interactions [8–10].
The developments of synthetic gauge fields for ultra-
cold atoms have opened the way for investigating topo-
logical states of matter in these systems [11–20]. The
single-particle topological phenomena are well under-
stood [19, 20]. However, strongly interacting quantum
systems coupled to gauge fields can yield intriguing cor-
related topological states of matter, which are difficult
to understand. It is natural to ask whether exactly solv-
able models coupled to gauge fields can provide some
insight. We are interested in 1D quantum particles on
a ring, which is pierced with a synthetic magnetic flux-
tube (in this geometry the pertinent gauge field cannot
be gauged out), and explore the Berry phase [21] as the
quantum gas is stirred around the ring with an external
local potential.
This geometry is readily found in atomtronics - emerg-
ing field in quantum technology seeking for ultracold-
gas analogs of electronic devices and circuits [22]. An
important example of an atomtronic circuit is provided
by a Bose-Einstein condensate flowing in a ring-shaped
trapping potential, which can be realized using different
methods [23–28]. Such systems interrupted by one or sev-
eral weak barriers and pierced by an effective magnetic
flux, have been studied in analogy with the supercon-
ducting quantum interference devices (SQUIDs) [24, 29–
37]. In particular, in system with weak barriers and weak
atom-atom interaction, hysteresis effects have been ev-
idenced [31]. The persistent current phenomenon has
been theoretically characterized for 1D bosons in this
geometry, for all interaction and barrier strengths [38].
Studies of the Aharonov-Bohm (AB) effect [39] for the
density excitations propagated through the ring pre-
dicted the absence of the AB oscillations for all interac-
tion regimes [32, 33, 40]. The presence of disorder leads
to crossover from AB to Al’tshuler-Aronov-Spivak oscil-
lations, investigated in the presence of bosonic interac-
tion [41]. This configuration can also serve to study the
dynamics of vortices in a quantum fluid [34]. For stronger
interactions and higher barriers, Bose gas confined to a
ring shaped lattice, has shown the emergence of the effec-
tive two-level system of current states, suggesting it to be
a cold-atom analog of qubit [35, 36]. Moreover, the study
of bosonic Josephson effect in this geometry, has shown
that strongly correlated 1D bosonic system exhibits the
damping of the particle-current oscillations [37, 42].
Here we study the Berry phase in a system of N strongly
interacting 1D bosons on a ring of length 2πR subjected
to the synthetic vector potential of a thin solenoid pierc-
ing the ring. Using the Fermi-Bose mapping, this sys-
2tem is related to the spin-polarized non-interacting elec-
trons confined on a ring, pierced by a thin solenoid.
On the ring there is a localized delta-function barrier
V (φ) = gδ(φ − φ0), −π ≤ φ, φ0 ≤ π. We study the
Berry phase when this external potential is adiabatically
moved around the ring. First, we look at one particle in
this configuration and find analytically the eigenstates of
the Hamiltonian. We calculate the acquired Berry phase
as a function of the strength of the potential g. Next,
we consider a system of N strongly interacting (impene-
trable) bosons and N noninteracting electrons. We cal-
culate the Berry phase in dependence on the strength of
the potential g and the number of particles N . We also
study bosons in the weakly interacting regime by using
the Gross-Pitaevskii theory. The behavior of the Berry
phase can be explained via quantum mechanical reflec-
tion and tunneling of the particles through the barrier,
as it pushes them around the ring.
The delta-function barrier induces a cusp in the den-
sity to which one can relate a missing density ∆q (miss-
ing charge) for the case of bosons (electrons, respec-
tively). We show that the Berry phase cannot be identi-
fied with the quantity ∆q/~
∮
A · dl, and conclude that
the missing density (charge) cannot be identified as a
(quasi)hole. This exact result provides insight into a
recent study of synthetic anyons in noninteracting sys-
tems [43]. More specifically, when fractional flux-tubes
pierce two-dimensional electron gas in the integer quan-
tum Hall (IQH) state, braiding properties of these flux
tubes are equivalent to those of anyons [43, 44]. How-
ever, local perturbations in the density around the flux
tubes cannot be identified as emergent quasiparticles [43],
which is corroborated by this study in 1D quantum sys-
tems.
BERRY PHASE FOR ONE PARTICLE ON A
RING
We start by considering a particle confined on a ring of
radius R, containing a localized delta-function potential
barrier somewhere on the ring. This particle can be a
boson of a synthetic charge q subjected to a synthetic
gauge field of a solenoid carrying flux Φ placed in the
center of a ring, or an electron of electric charge q coupled
with a vector potential of a solenoid with a magnetic flux
Φ. In the rest of the paper we will refer to q and Φ as to
charge and flux, and we will not distinguish the electric
(i.e., real) from the artificial charge and flux which can
be engineered in ultracold atomic gases. This system is
described by the Hamiltonian
H =
1
2m
(
− i~
R
∂
∂φ
− qΦ
2πR
)2
+ g¯δ(φ− φ0), (1)
where φ ∈ [−π, π]. We introduce the dimensionless pa-
rameters α = qΦ/h and g = (2mR2/~2)g¯ > 0, and di-
mensionless energy ǫ = (2mR2/~2)E. Our task is to solve
time-independent dimensionless Schro¨dinger equation
−
[(
∂
∂φ
− iα
)2
− gδ(φ− φ0)
]
ψ = ǫψ. (2)
For φ 6= φ0, the delta term vanishes. Thus, for φ ∈
[−π, φ0〉 we have
ψl = Ae
+i(
√
ǫ+α)φ +Be−i(
√
ǫ+α)φ,
and for φ ∈ 〈φ0, π],
ψr = Ce
+i(
√
ǫ+α)φ +De−i(
√
ǫ−α)φ.
For the whole domain we write
ψ = θ(φ0 − φ)ψl + θ(φ − φ0)ψr. (3)
Next, we impose boundary conditions: continuity of the
wave function ψl(−π) = ψr(+π), continuity of its deriva-
tive ψ′l(−π) = ψ′r(+π), and continuity of the wave func-
tion at φ0. This leads us to the result
ψl =N eiα(φ+π)
(
e+i
√
ǫ(φ+π−φ0) sin[π(
√
ǫ− α)]
+ e−i
√
ǫ(φ+π−φ0) sin[π(
√
ǫ+ α)]
)
,
and
ψr =N eiα(φ−π)
(
e+i
√
ǫ(φ−π−φ0) sin[π(
√
ǫ− α)]
+ e−i
√
ǫ(φ−π−φ0) sin[π(
√
ǫ+ α)]
)
,
where N is the normalization constant:
N =[2π(1− cos 2πα cos 2π√ǫ
+
sin 2π
√
ǫ
2π
√
ǫ
(cos 2πα− cos 2π√ǫ))]−1/2. (4)
The energy ǫ can be found by integrating Eq. (2) around
φ0, which yields ψ
′
r(φ0) − ψ′l(φ0) = gψ(φ0), i.e., an im-
plicit equation for the energy:
cos 2πα− cos 2π√ǫ = g sin 2π
√
ǫ
2
√
ǫ
. (5)
Note that for α = 0, 1, 2, . . . the energy spectrum is
mapped onto itself, which means that these cases are
related by a simple gauge. Therefore it is sufficient to
consider flux in the domain α ∈ [0, 1].
We are interested in the Berry phase [21] γ when
the delta-function travels adiabatically around the ring:
φ0 → φ0 + 2π. The Berry phase is
γ = ∆+ i
∫ +π
−π
dφ0
∫ +π
−π
dφψ∗
∂
∂φ0
ψ, (6)
where ∆ denotes the phase difference of the wave func-
tion when parameter φ0 is at the endpoints of a closed
3FIG. 1: The Berry phase as a function of the barrier height
g for one particle on a ring. The parameter α describing the
flux through the ring is α = 0.3 and α = 0.6. Horizontal lines
denote the asymptotic value of the Berry phase qΦ/~ = 2piα
for g →∞.
path [21, 45]. Namely, the wave function is a single-
valued function of the variable φ, but multivalued in the
parameter φ0. The phases of the wave function at end-
points ±π differ as
ψ(φ0 = +π)
ψ(φ0 = −π) = e
2πiα,
i.e. ∆ = 2πα. By calculating the derivatives, we obtain
γ = 2πα− (2πN )2√ǫ sin 2πα sin 2π√ǫ. (7)
The dependence of the Berry phase on the height of
the potential barrier is shown in Fig. 1. For the vanish-
ing barrier, Eq. (5) and Eq. (7) give γ = 0 when α < 0.5,
and γ = 2π when α > 0.5. Both results describe vanish-
ing Berry phase, as expected. As the potential barrier
becomes stronger, the Berry phase increases (decreases)
for α < 0.5 (α > 0.5, respectively). In the limit of in-
finitely strong potential barrier g →∞, the Berry phase
saturates at the value γ = 2πα = qΦ/~. This result is
equal to the Aharonov-Bohm (AB) phase [39] acquired
when one particle of charge q circles around the solenoid
carrying flux Φ.
Results presented in Fig. 1 can be explained through
the phenomena of quantum-mechanical tunneling and re-
flection. As the barrier moves, in the classical sense it
pushes the particle; the particle can tunnel through, or
be reflected from the barrier. Thus, the whole probability
density (i.e., the whole charge of the particle) will gen-
erally not make a full circle around the ring, but only a
part of it. The Berry phase is the AB phase acquired by
the amount of probability density that encircled the flux
tube. The particle probability density reflected from the
moving barrier, also moves around the flux tube and ac-
quires the AB phase. In contrast, the probability density
that tunneled through the barrier does not contribute to
the AB phase. For the infinite barrier there is total re-
flection, i.e., one particle of charge q moved around the
flux Φ, resulting in the phase qΦ/~.
Finally, we generalize our result and consider a situa-
tion where the solenoid of flux Φ is inside the ring, but
at the distance r < R from the center of the ring. It
can be shown that the wave function ψR for a displaced
solenoid is related to the wave function ψ by a gauge
transformation,
ψR = ψ exp
{
iα
[
arctan
(
R+ r
R− r tan
φ
2
)
− φ
2
]}
.
Energy remains the same as in Eq. (5); the Berry phase
in Eq. (7) is also unchanged since the additional gauge
factor does not depend on φ0. Thus, our previous analy-
sis is generally valid for a particle on ring threaded by a
flux tube anywhere inside the ring.
BERRY PHASE FOR STRONGLY
INTERACTING BOSONS ON A RING
Now we consider a system of N indistinguishable
bosons interacting via point-like interactions in the same
configuration, described by the Lieb-Liniger model [1]
with an additional gauge term:
H =
N∑
i=1
[
1
2m
(
− i~
R
∂
∂φi
− qΦ
2πR
)2
+ g¯δ(φi − φ0)
]
+ c1D
∑
1≤i<j≤N
δ(φi − φj).
(8)
Here c1D is the effective 1D interaction strength. By
varying c1D, the system can be tuned from the weakly
interacting regime described by the mean field theory, up
to the strongly interacting TG regime with infinitely re-
pulsive contact interactions c1D → ∞. In the TG limit,
the interaction term of the Hamiltonian can be replaced
by a boundary condition on the many-body wave func-
tion [6, 7]
ΨTG(φ1, φ2, ..., φN , t) = 0 if φi = φj
for any i 6= j. Now, the Hamiltonian becomes
H =
N∑
i=1
[
1
2m
(
− i~
R
∂
∂φi
− qΦ
2πR
)2
+ g¯δ(φi − φ0)
]
.
The bosonic many-body wave function ΨTG satisfying
the boundary condition and the Schro¨dinger equation is
related to the fermionic wave function ΨF , which de-
scribes a system of N noninteracting spinless fermions
through the Fermi-Bose mapping [7]:
ΨTG =
∏
1≤j<l≤N
sgn(φj − φl)ΨF . (9)
4FIG. 2: Berry phase for N Tonks-Girardeau bosons as a func-
tion of the strength of the barrier g for α = 0.3 (upper plot)
and α = 0.6 (lower plot). The insets show the energy of the
highest occupied single-particle state as a function of g.
Here, ΨF is given by the Slater determinant,
ΨF =
1√
N !
det[ψk(φj , t)],
where ψk(φ, t) denote N orthonormal single-particle
wave functions obeying a set of uncoupled single-particle
Schro¨dinger equations
i~
∂ψk
∂t
=
[
1
2m
(
− i~
R
∂
∂φ
− qΦ
2πR
)2
+ g¯δ(φ − φ0)
]
ψk.
(10)
The eigenfunctions of the single-particle Schro¨dinger
equation are given in Eq. (3) with normalization con-
stant in Eq. (4). The energies of the single-particle states
are given by Eq. (5); bosons in the TG gas occupy states
from the lowest energy state up to the N -th energy state.
We study now the Berry phase arising when the bar-
rier potential is set into adiabatic anticlockwise rotation
around the ring. The Berry phase is
γ = ∆+ i
∫ +π
−π
dφ0〈ΨTG| ∂
∂φ0
|ΨTG〉, (11)
where ∆ is the phase difference of the wave function at
the endpoints [21, 45], which is for N particles given by
∆ = N2πα.
The second term in Eq. (11) is calculated by using
the fact that < ΨTG|∂/∂φ0|ΨTG >=< ΨF |∂/∂φ0|ΨF >,
i.e., one has to calculate the Berry phase for the Slater
determinant wave function. This problem was studied
in detail in [46, 47], where it was shown that the Berry
phase is a sum over the Berry phases of single-particle
states
γ = ∆+ i
N∑
n=1
∫ +π
−π
dφ0〈ψn| ∂
∂φ0
|ψn〉.
In the previous section, we have already solved the one
particle case in Eq. (7), which leads to
γ = N2πα−
N∑
n=1
(2πNn)2√ǫn sin 2πα sin 2π√ǫn. (12)
The dependence of the Berry phase (12) on the
strength of the potential barrier g is illustrated in Fig.
2, for different N and α. We do not plot the phase mod-
ulo 2π for clearer view. For g = 0, the Berry phase is zero
or an integer of 2π. By increasing the barrier strength,
the Berry phase monotonically increases for α = 0.3 (de-
creases for α = 0.6), and saturates at the value
γ = N2πα = NqΦ/~ (13)
in the limit g →∞. This is the AB phase collected when
N particles of charge q circle around the solenoid with
flux Φ. Results in Fig. 2 can again be interpreted through
the tunneling and reflection of the particle density from
the moving barrier, in the same fashion as for a single-
particle.
Here we take into account that single-particle states
that contribute to the Berry phase (12) have different
energies, and consequently different transmission proba-
bilities. In the inset of Fig. 2 we plot the highest single-
particle energy contributing to the Berry phase. For large
g this energy saturates, confirming the behavior of the
Berry phase on the plot.
MISSING DENSITY (MISSING CHARGE) IS
NOT AN EMERGENT QUASIPARTICLE
The single-particle density of TG gas described by Eq.
(9) is given as n(φ) =
∑N
k=1 |ψk|2 [7]. In Fig. 3 we
5FIG. 3: Single-particle density for α = 0.3, N = 45 particles
and barrier strength g = 100. Horizontal blue line denotes
uniform particle density n0 = N/2pi. Shaded grey area corre-
sponds to the missing charge ∆q.
show the single-particle density when the delta barrier is
placed at φ0 = 0. At the position of the barrier, there
is a cusp in the density. For a sufficiently large number
of particles, one can define the missing synthetic charge
∆q for the system of TG bosons, or the missing electric
charge ∆q for noninteracting electrons on the Fermi side
of the mapping.
When the delta barrier moves around the ring, in the
thermodynamic limit it is tempting to think of the Berry
phase (or Aharonov-Bohm phase for electrons), as the
phase acquired by the motion of the missing charge. If
the missing charge was caused by a quasiparticle excita-
tion, this picture would be correct, however, as we show
below, this picture is not applicable here.
For simplicity we consider an impenetrable barrier,
g →∞. If there is no barrier on the ring, in the thermo-
dynamic limit, the particle density is uniform
n0 =
N
2π
.
We define the missing charge as
∆q = q
∫ +φ∗
−φ∗
[n0 − n(φ)]dφ,
where φ∗ > 0 is the minimal positive angle at which
n(φ∗) = n0. The energy of the k-th single-particle state
for g =∞ is ǫ = k2/4, k = 1, 2, . . .. In this limit one can
analytically calculate the single particle density,
n(φ) =
N∑
k=1
|ψk|2 =
N∑
k=1
1
2π
(1− cos kφ),
from which one finds that φ∗ = π/(N +1), and the miss-
ing charge
∆q =
q
π
N∑
k=1
1
k
sin
(
kπ
N + 1
)
.
In the limit N → ∞, this expression converges to ∆q ≈
q/π · 1.85. The Berry phase acquired for a barrier with
g = ∞ is NqΦ/~. On the other hand, the AB phase
acquired by the motion of the missing charge around the
ring is ∆qΦ/~. Since ∆q 6= Nq, we conclude that one
cannot interpret the Berry phase as the motion of the
missing charge, but rather as the movement of the parti-
cles reflected from the barrier as it pushes them around
the solenoid. The cusp in the density cannot be consid-
ered as a quasiparticle.
While this conclusion seems clear and perhaps obvi-
ous in this 1D system, we find that it provides insight
into studies of braiding of fractional fluxes in 2D electron
gases in magnetic fields [43, 44]. More specifically, con-
sider a 2D electron gas in a magnetic field in the IQH
state. When this system is pierced with flux-tubes car-
rying fractional fluxes, it can be shown that braiding of
fractional fluxes has anyonic properties [43]. One can ask
whether the missing charge around these fluxes behaves
as a quasiparticle [44] or not [43]. We have found, in con-
sistency with this report, that the missing charge around
these fluxes cannot be considered as a quasiparticle [43].
BERRY PHASE FOR WEAKLY INTERACTING
BOSONS ON A RING
Now we turn to the weakly interacting regime
described by the Gross-Pitaevskii theory (e.g., see
Ref. [48]). The GP equation for our problem is given
by
1
2m
(
− i~
R
∂
∂φ
− qΦ
2πR
)2
ψ + g¯δ(φ− φ0)ψ
+ c1DN |ψ|2ψ = µψ(φ;φ0),
(14)
where µ is the chemical potential. Without loss of gener-
ality, we assumed that the solenoid is placed in the center
of the ring. The effect of interactions is contained in a
non-linear mean field term. We are interested in the be-
havior of the Berry phase in dependence of the strength
of the mean field interaction c1DN .
We calculate the Berry phase numerically following
Ref. [45]. The delta barrier is approximated as a rect-
angular potential barrier. The evolution parameter, an-
gle φ0, is discretized to obtain a set of T equidistant
points denoted by φ0(t). The wave function ψ(φ;φ0(t)),
corresponding to the barrier position at φ0(t), is the
lowest single-particle eigenstate found by diagonaliza-
tion of Eq. (14). The overlap at two different points
is M(k, l) = 〈ψ(φ;φ0(k))|ψ(φ;φ0(l))〉, and the product
U =M(0, 1)M(1, 2)...M(T, 0)
gives the Berry phase
γ0 = −arg(U).
6Note that γ0 is the Berry phase per particle since we dis-
cuss now the mean field regime. The mean-field many-
body wave function is given by
∏N
i=1 ψ(φi;φ0), from
which we find the Berry phase γ = Nγ0.
FIG. 4: Berry phase per particle as a function of c1DN cal-
culated in the mean field regime. Results are shown for two
values of the flux: α = 0.3 and α = 0.6, and two different
barriers corresponding to g = 10 and g = 50.
In Fig. 4 we show the dependence of the Berry phase
per particle on the strength of the effective potential
c1DN , for different barrier strengths. With the increase
of c1DN , the chemical potential increases as well. This
means that, effectively, increase of c1DN should lead to
the same trend in the behavior of the Berry phase as the
decrease of the barrier strength g, since the states with
higher energy tunnel more easily through the barrier. We
see that this is indeed the case by comparing Fig. 1 and
Fig. 4. For α = 0.3 (α < 0.5), the Berry phase per par-
ticle γ/N decreases with the increase of c1DN ; the same
trend occurs when g is decreased for a single particle at
α = 0.3 as depicted in Fig. 1. For α = 0.6 (α > 0.5),
we see that γ/N increases with the increase of c1DN ; the
same trend occurs when g is decreased for a single parti-
cle at α = 0.6. This is consistent with the interpretation
of the Berry phase via reflection and transmission of the
particles through the moving barrier.
CONCLUSION
In conclusion, we have studied the Berry phase in a sys-
tem of interacting 1D bosons on a ring, with an external
localized delta-function potential on the ring, and a syn-
thetic solenoid threading the ring. We have calculated
the Berry phase associated to the adiabatic motion of
the delta-function potential around the ring. Results are
shown for a single particle, for the impenetrable Tonks-
Girardeau bosons (where identical results hold for non-
interacting spinless electrons via Fermi-Bose mapping),
and interacting bosons in the Gross-Pitaevskii mean field
regime. The behavior of the Berry phase can be ex-
plained via quantum mechanical reflection and tunneling
through the moving barrier which pushes the particles
around the ring. For an impenetrable barrier, the Berry
phase is given by NqΦ/~, where q is the synthetic charge
of one particle, Φ is the flux through the solenoid, and
N is the number of particles. These results provide in-
sight into systems of BECs in toroidal traps used in the
context of atomtronics.
In addition, our results provide insight into the inter-
pretation of the Berry phase obtained when fractional
fluxes piercing a 2D electron gas in the IQH state are
braided [43]. An infinite barrier expels the particle den-
sity away from itself, leading to a cusp in the density pro-
file, to which one can associate a missing density, i.e., a
missing charge ∆q. We have shown that the Berry phase
cannot be identified with the quantity ∆q/~
∮
A · dl,
which shows that the missing density (charge) cannot
be identified as a (quasi)hole.
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