Abstract: Due to decaying fossil resource and increasing environmental consciousness, the demand of renewable energy resources is escalating these days. Photovoltaic solar energy is one of the most popular renewable energy resources in places where sunlight is abundant. The selection of a desirable location for constructing a photovoltaic solar plant is the first and one of the most important stages in the plant construction to provide a long-term energy production. In this paper, a comprehensive multiple-criteria decision-making model, which incorporates the interpretive structural modeling (ISM), fuzzy analytic network process (FANP) and VIKOR (VlseKriterijumska Optimizacija I Kompromisno Resenje in Serbian, meaning multi-criteria optimization and compromise solution), is proposed to select the most suitable photovoltaic solar plant location. The ISM is applied first to determine the interrelationships among the criteria and among the sub-criteria, and the results are used to construct a decision-making network. The FANP is applied next to solve the network and to calculate the importance weights of the sub-criteria. Finally, the VIKOR is adopted to determine the ranking of the photovoltaic solar plant locations. The proposed model is applied in a case study in evaluating photovoltaic solar plant locations in Taiwan. By applying the proposed model, decision makers can have a better thinking process and make more appropriate decisions justifiably.
Introduction
Climate changes and environmental pollution have caught the attention of many developing and developed counties to replace fossil fuel energy with renewable energy. After a certain kind of renewable energy is preferred and selected, a suitable plant location must be selected. In short, the renewable energy location selection problem is one of the most important tasks in developing renewable energy plants.
More and more scholars have contributed in developing models for solving the renewable energy location selection problem. Some recent works are reviewed here. Yeh and Huang [1] proposed a model to understand the importance of various factors in evaluating wind farm locations by integrating goal/question/metric (GQM) method, fuzzy decision-making trial and evaluation laboratory (DEMATEL), and analytic network process (ANP). The GQM method was applied to classify factors into different dimensions, and the DEMATEL was used to find the correlations among the dimensions. The ANP was then adopted to obtain the relative weights of the criteria. Kang et al. [2] the FANP and the VIKOR can overcome such problems. Since an evaluation network can be rather complex, the ISM is applied first to understand the interrelationships among the criteria and among the sub-criteria. Based on the interrelationships, the network can be constructed comprehensively. The FANP is then used to calculate the importance weights of the sub-criteria in the network. Based on the weights of the sub-criteria, the VIKOR is applied to calculate the overall performances of the photovoltaic solar plant locations.
The rest of this paper is organized as follows. In Section 2, the methodologies are briefly introduced. In Section 3, the proposed model, which incorporates the ISM, the FANP, and the VIKOR, is presented. In Section 4, a case study for selecting the most suitable photovoltaic solar plant location in Taiwan is presented. In the final section, some conclusion remarks are made.
Literature Review
In this section, the ISM, the FANP, and the VIKOR are briefly introduced, and some recent works are reviewed.
Interpretive Structural Modeling (ISM)
Interpretive structural modeling (ISM) was first proposed by Warfield to understand complex situations and to put together a course of action for tackling a problem [12] [13] [14] . Experts' practical experience and knowledge are applied to decompose a complicated system into several subsystems (elements), and questions such as "Does criterion x i affect criterion x j ?" are asked. A binary matrix, called relation matrix or adjacency matrix, is constructed first to present the relations of the elements [15] . By considering transitivity, a reachability matrix is prepared next. Finally, by applying the operators of the Boolean multiplication and addition, a final reachability matrix is calculated, and the matrix can reflect the convergence of the relationship among the elements.
Since its introduction, the ISM has been adopted in various fields. Some recent works are as follows. Rao et al. [16] constructed a schedule risk management framework for power grid engineering projects. The relationships among risks were determined by the ISM method first, and then a three-tier evaluation system was developed by the AHP. Shen et al. [17] performed a factor analysis on the implementation of an emission trading system in the Chinese building sector. The ISM method was adopted to establish a hierarchy structure between factors, and the MICMAC (matriced' impacts croisés multiplication appliquée á un classement) technique was applied to analyze the driving-power and dependence power for each factor. Hussain et al. [18] constructed an evaluation framework for sustainable supply chain management alternatives. The ISM was applied to understand the relationships among different criteria, and the ANP was used to consider the correlated criteria when evaluating alternatives. Purohit et al. [19] studied enablers of mass customization for the Indian footwear units, and applied the ISM to understand the contextual relations among the enablers. The MICMAC analysis was used next to categorize the enablers.
Analytic Network Process (ANP)
Analytic network process (ANP), proposed by Saaty [20] , is a multiple-criteria decision support methodology. It is a generalization of analytic hierarchy process (AHP), which was also introduced by Saaty [21] . The ANP replaces a hierarchy under the AHP with a network, in which the relationships between levels are not easily represented as higher or lower, dominated or being dominated, directly or indirectly [22] . The importance of all factors, including goal, criteria, sub-criteria and alternatives and the interrelationships among the factors are pairwise compared, and a supermatrix is constructed. A weighted supermatrix is calculated to ensure column stochastic [20] . By raising the weighted supermatrix to powers, a limit supermatrix is obtained to generate final solutions. Because uncertainty and ambiguity are often present in real-life problems, fuzzy set theory has been incorporated into the ANP, and the methodology is called fuzzy ANP, or FANP.
Some recent FANP works are reviewed below. Lee et al. [23] presented a conceptual model for product strategy evaluation in the photovoltaic silicon thin-film solar cell power industry by applying the ISM, the FANP and the BOCR. Lee et al. [24] proposed an integrated model, by adopting the ISM and the FANP, to understand the interrelationships among criteria and to evaluate different technologies for a flat panel manufacturer. Kang et al. [25] integrated the ISM, the BOCR and the FANP to evaluate the performances of wind farms. The ISM was used to determine the feedback and interdependency of the factors in a network with the BOCR aspects, and the FANP was applied to calculate the performance of the wind farms. Lee et al. [26] developed an evaluation model, by integrating the ISM and the FANP to help select suitable turbines in a wind farm. Wang et al. [27] presented a city sports center performance evaluation model by integrating the DEMATEL approach and the FANP. The DEMATEL was applied first to understand the importance and causal relationships among the evaluation factors of sports center based on the views of the managers. The FANP was used next to calculate the importance weights of the factors. Chen et al. [28] presented a hybrid multiple-criteria decision-making model by incorporating the ISM and the FANP to evaluate various strategies for new product development. Lu et al. [29] proposed a systematic method for developing effective sustainable improvement strategies to enhance competitive advantages. The method integrated the balanced scorecard, the DEMATEL, the ANP and the VIKOR.
VIKOR
The VIKOR is a multi-criteria decision-making technique developed by Opricovic [30] for optimizing complex systems. The methodology aims to rank and select the best or compromise solution from a set of alternatives. The best alternative is the one with the smallest distance to the positive ideal solution using three measures: aggregating index, group utility, and individual regret. A compromise solution, which is composed of more than one alternative, may be present if the conditions for single best alternative are not met [31] .
The use of the VIKOR is also often found in solving multi-criteria decision-making problems. Tavana et al. [32] proposed a multiple-criteria decision-making model by integrating the VIKOR and the FAHP. The FAHP was applied to calculate the weights of the multiple criteria based on the linguistic judgments of different experts. Using the calculated criterion weights, the VIKOR was adopted to obtain a ranking of the alternatives based on these criteria which are stochastic. Safari et al. [33] proposed a methodology by combining failure mode and effect analysis (FMEA) and the fuzzy VIKOR for identifying and evaluating enterprise architecture risks. Instead of calculating the risk priority number (RPN) using the conventional FMEA, enterprise architecture risks were prioritized using the fuzzy VIKOR. Babashamsi et al. [34] prioritized pavement maintenance activities by proposing an integrated FAHP and VIKOR method. The FAHP was applied to calculate the weights of the performance indices, which were subsequently used to rank the activity alternatives by the VIKOR model. Li and Zhao [35] constructed a hybrid multiple-criteria decision-making framework using the VIKOR, the FAHP, and the grey relation analysis (GRA) to evaluate the performance of eco-industrial thermal power plants. The FAHP and Shannon entropy were applied to obtain the weights of the criteria, and the GRA was used to modify the conventional aggregating function of the VIKOR. Singh et al. [36] constructed an integrated AHP-VIKOR method under interval-valued fuzzy environment for sustainable manufacturing strategy selection, and linguistic variables were adopted to evaluate the performance of strategies and the weights of criteria. Mardani et al. [37] performed a systematic review of some papers published from 2003 to 2015 that applied multiple-criteria decision-making approaches in sustainable and renewable energy systems problems. The works were categorized into six groups: AHP and FAHP, ANP and VIKOR, technique for order of preference by similarity to ideal solution (TOPSIS) and fuzzy TOPSIS, preference ranking organization method for enrichment evaluations (PROMETHEE), integrated methods, and other methods. Mardani et al. [38] carried out a systematic review of the works published in 2004 to 2015 that applied the VIKOR method in areas such as sustainability and renewable energy. 
Proposed Model
A model that incorporates the ISM, the FANP and the VIKOR is proposed here for the selection of the most suitable location for constructing a photovoltaic solar plant. The flowchart of the model is as depicted in Figure 1 . The ISM is used to determine the interrelationships among the criteria and among the sub-criteria, and a network can be constructed based on the interrelationships. The FANP is adopted next to obtain the importance weights of the sub-criteria in the network. Using the weights of the sub-criteria from the FANP, the VIKOR is used to rank the overall performances of the photovoltaic solar plant locations. is adopted next to obtain the importance weights of the sub-criteria in the network. Using the weights of the sub-criteria from the FANP, the VIKOR is used to rank the overall performances of the photovoltaic solar plant locations. The steps of the proposed model are as follows.
Step 1. Define the photovoltaic solar plant location selection problem. Perform a comprehensive literature review and consult experts in the field about the problem.
Step 2. Construct a preliminary network structure for the problem. Based on the literature and expert consultation, a network with criteria and sub-criteria is constructed. An example of the network is depicted in Figure 2 , and the interrelationships among the criteria and among the subcriteria will be determined by Step 3.
Step 3. Determine the interrelationships among the criteria and among the sub-criteria by applying the ISM.
Step 3.1. Prepare an ISM questionnaire. Based on the preliminary network, the ISM questionnaire asks about the interrelationships among the criteria and among the sub-criteria. For example, the relationship between criterion 1 and criterion 2 can be from C1 to C2, from C2 to C1, in both directions between C1 and C2, or C1 and C2 are unrelated.
Step 3.2. Construct an adjacency matrix for the criteria and for the sub-criteria from each expert. For example, the adjacency matrix for the criteria from expert k can be represented as follows: The steps of the proposed model are as follows.
Step 2. Construct a preliminary network structure for the problem. Based on the literature and expert consultation, a network with criteria and sub-criteria is constructed. An example of the network is depicted in Figure 2 , and the interrelationships among the criteria and among the sub-criteria will be determined by Step 3.
Step 3.1. Prepare an ISM questionnaire. Based on the preliminary network, the ISM questionnaire asks about the interrelationships among the criteria and among the sub-criteria. For example, Sustainability 2017, 9, 184 6 of 21 the relationship between criterion 1 and criterion 2 can be from C 1 to C 2 , from C 2 to C 1 , in both directions between C 1 and C 2 , or C 1 and C 2 are unrelated.
Step 3.2. Construct an adjacency matrix for the criteria and for the sub-criteria from each expert. For example, the adjacency matrix for the criteria from expert k can be represented as follows:
where x ij1 denotes the relation between criteria C i and C j assessed by expert k, and x ij1 = 1 if C j is reachable from C i ; otherwise, x ij1 = 0.
Sustainability 2017, 9, 184 6 of 21 Step 3.3. Construct an integrated adjacency matrix for the criteria and for the sub-criteria. For example, the adjacency matrix for the criteria is prepared by combining the adjacency matrix for the criteria from all experts using the arithmetic mean method. If the calculated value for ij x is greater than or equal to 0.5, we let ij x be 1; otherwise, let ij x be 0. The integrated adjacency matrix for the criteria can be represented as follows:
where ij x denotes the relation between criteria Ci and Cj, and ij x = 1 if Cj is reachable from Ci;
otherwise, ij x = 0.
Step 3.4. Calculate the initial reachability matrix for the criteria and for the sub-criteria. The initial reachability matrix can be obtained by summing up the integrated adjacency matrix and the unit matrix. For example, the initial reachability matrix for the criteria is as follows:
Step 3.5. Calculate the final reachability matrix. A convergence can be met by using the operators of the Boolean multiplication and addition. The final reachability matrix can reflect the transitivity of the contextual relation among the criteria and among the sub-criteria. For example, the final reachability matrix for the criteria is as follows: Step 3.3. Construct an integrated adjacency matrix for the criteria and for the sub-criteria. For example, the adjacency matrix for the criteria is prepared by combining the adjacency matrix for the criteria from all experts using the arithmetic mean method. If the calculated value for x ij is greater than or equal to 0.5, we let x ij be 1; otherwise, let x ij be 0. The integrated adjacency matrix for the criteria can be represented as follows:
. . .
where x ij denotes the relation between criteria C i and C j , and x ij = 1 if C j is reachable from C i ; otherwise, x ij = 0.
Sustainability 2017, 9, 184 7 of 21
Step 3.5. Calculate the final reachability matrix. A convergence can be met by using the operators of the Boolean multiplication and addition. The final reachability matrix can reflect the transitivity of the contextual relation among the criteria and among the sub-criteria. For example, the final reachability matrix for the criteria is as follows:
where x * ij denotes the impact of criterion C i to criterion C j . Step 3.6. Construct a network structure under the FANP. Based on the final reachability matrix for the criteria and for the sub-criteria, a completed network structure can be constructed.
Step 4. Calculate the importance weights of the sub-criteria by applying the FANP.
Step 4.1. Prepare an FANP questionnaire. Based on the network in Figure 2 , the FANP questionnaire asks about the importance of the criteria, the importance of the sub-criteria, the interrelationships among the criteria, and the interrelationships among the sub-criteria. Experts in the field are invited to fill out the questionnaire using pairwise comparisons based on linguistic variables, as shown in Table 1 . Extremely important (9, 9, 9)
Step 4.2. Prepare fuzzy pairwise comparison matrices for each expert. The questionnaire results from each expert are transformed into triangular fuzzy numbers based on Table 1 . For example, the fuzzy pairwise comparison matrix of criteria for expert k is as follows:
where a ijk is the pairwise comparison value between criterion i and j determined by expert k.
Step 4.3. Prepare fuzzy aggregated pairwise comparison matrices. Synthesize experts' opinions using a geometric average approach. With K experts, the geometric average for the pairwise comparison value between criteria i and j is:
Sustainability 2017, 9, 184 8 of 21
The fuzzy aggregated pairwise comparison matrix for the criteria is:
Step 4.4. Calculate defuzzified aggregated pairwise comparison matrices. The fuzzy aggregated pairwise comparison matrices are transformed into defuzzified aggregated pairwise comparison matrices using the center-of-gravity method.
Step 4.5. Calculate the importance vector of the criteria, importance vector of the sub-criteria, interdependence among the criteria, and interdependence among the sub-criteria. For example, the importance vector for the defuzzified aggregated pairwise comparison for the criteria is as follows [20, 21] :
where W C is the defuzzified aggregated comparison matrix for the criteria, w C is the eigenvector, and λ max is the largest eigenvalue of W C .
Step 4.6. Examine the consistency of each defuzzified aggregated pairwise comparison matrix. The consistency index (CI) and consistency ratio (CR) for the defuzzified aggregated comparison matrix for the criteria are calculated as follows [20, 21] :
where RI is random index [20, 21] . If the consistency ratio is greater than 0.1, an inconsistency is present, and the experts will be asked to revise the part of the questionnaire. The calculations will be performed again.
Step 4.7. Construct an unweighted supermatrix. Use the importance vector of the criteria, the importance vectors of the sub-criteria, the interdependence among criteria, and the interdependence among sub-criteria to form an unweighted supermatrix, as shown in Figure 3 .
Step 4.8. Construct a weighted supermatrix. The unweighted supermatrix is transformed into a weighted supermatrix to ensure column stochastic [21, 39] .
Step 4.9. Calculate the limit supermatrix and the importance of the sub-criteria. By taking powers, the weighted supermatrix can converge into a stable supermatrix, called the limit supermatrix. The final priorities (importance) of the sub-criteria are found in the sub-criteria-to-goal column of the limit supermatrix.
Step 5. Select the most suitable photovoltaic solar location (alternative) by applying the VIKOR. Step 5.1. Prepare a questionnaire for evaluating the expected performance of each photovoltaic solar location with respect to each sub-criterion. Experts in the field are invited to fill out the questionnaire with a scale from 1 to 10.
Step 5.2. Aggregate experts' evaluation results. The evaluation results with respect to each subcriterion from all experts are aggregated by using the arithmetic mean method.
Step 5.3. Normalize the evaluation results. For each sub-criterion, the experts' aggregated evaluation results are normalized as follows:
where pq Z is the normalized evaluation result for alternative q with respect to sub-criterion p, pq X is the aggregated evaluation result for alternative q with respect to sub-criterion p, sub-criteria p = 1, 2, …, P, and alternative q = 1, 2, …, Q.
Step 5.4. Calculate the best value * p Z and the worst value p Z  with respect to each sub-criterion p. For a sub-criterion that is a benefit, that is, the larger the better, the best value is the largest value among all values of the alternatives with respect to that sub-criterion. The worst value is the smallest value among all values of the alternatives with respect to that sub-criterion.
The opposite is applied for a cost criterion:
Step 5.5. Calculate group utility Sq and individual regret Rq for each alternative q.
where p  is the relative weights (importance) of sub-criteria obtained from Step 4.
Step 5.6. Calculate aggregating index Dq for each alternative q. Step 5.1. Prepare a questionnaire for evaluating the expected performance of each photovoltaic solar location with respect to each sub-criterion. Experts in the field are invited to fill out the questionnaire with a scale from 1 to 10.
Step 5.2. Aggregate experts' evaluation results. The evaluation results with respect to each sub-criterion from all experts are aggregated by using the arithmetic mean method.
where Z pq is the normalized evaluation result for alternative q with respect to sub-criterion p, X pq is the aggregated evaluation result for alternative q with respect to sub-criterion p, sub-criteria p = 1, 2, . . . , P, and alternative q = 1, 2, . . . , Q.
Step 5.4. Calculate the best value Z * p and the worst value Z − p with respect to each sub-criterion p. For a sub-criterion that is a benefit, that is, the larger the better, the best value is the largest value among all values of the alternatives with respect to that sub-criterion. The worst value is the smallest value among all values of the alternatives with respect to that sub-criterion.
Step 5.5. Calculate group utility S q and individual regret R q for each alternative q.
where α p is the relative weights (importance) of sub-criteria obtained from Step 4.
Step 5.6. Calculate aggregating index D q for each alternative q.
where
, and v is the weight of the strategy of the majority of sub-criteria (here v = 0.5).
Step 5.7. Rank the alternatives. Three ranking lists are prepared based on D q , S q , R q , respectively. The smaller the value of D q an alternative has, the better the expected performance the alternative has. The same applies to S q and R q . The ranking for D q is q D , q D ", q D , etc. For example, q D is the best alternative in terms of D q , and it has the smallest D q , D . The ranking for S q is q S , q S ", q S , etc., and their respective S q are S , S", S , etc. The ranking for R q is q R , q R ", q R , etc., and their respective R q are R , R", R , etc.
Step 5.8. Determine the best alternative. The best overall alternative is q D if the following two conditions are both met: Condition 1. Acceptable advantage: 
This indicates that the performances of these alternatives are not significantly different, and as a result, they are compromise solutions.
Case Study
In this section, the proposed model is applied to a power company for selecting a suitable location for constructing a photovoltaic solar plant in Taiwan.
Define and Construct a Preliminary Network for the Photovoltaic Solar Plant Location Selection Problem
After an extensive literature review and interview with experts in the field, a preliminary network structure for the problem is constructed, as depicted in Figure 4 . Under the goal of selecting the most suitable photovoltaic solar plant location, four criteria need to be considered, namely, costs (C 1 ), biological environment (C 2 ), physical environment (C 3 ), and economic development (C 4 ). Under costs (C 1 ), there are four sub-criteria: land cost (SC 1 ), panel cost (SC 2 ), repair and maintenance cost (SC 3 ), and infrastructure cost (SC 4 ). Under biological environment (C 2 ), there are two sub-criteria: land utilization (SC 5 ) and population density (SC 6 ). Under physical environment (C 3 ), there are two sub-criteria: soil quality (SC 7 ) and weather (SC 8 ). Under economic development (C 4 ), there are two Sustainability 2017, 9, 184 11 of 21 sub-criteria: agriculture impact (SC 9 ) and future capacity expansion (SC 10 ). Five locations are being evaluated: location 1, location 2, location 3, location 4 and location 5. These five alternative locations are chosen because they are available lands that may be used for constructing photovoltaic solar plants currently. Due to the nature of the problem, experts are invited to contribute their expertise and fill out the questionnaires. In this case study, there are five experts, including two power company entrepreneurs, two scholars and one government officer. These five experts need to fill out three sets of questionnaires, i.e., the ISM questionnaire, the FANP questionnaire and the VIKOR questionnaire. 
Determine the Interrelationships among the Criteria and among the Sub-Criteria
In order to understand the interrelationships among the criteria and among the sub-criteria, the ISM is applied. An ISM questionnaire is collected from the five experts, and an adjacency matrix for the criteria and an adjacency matrix for the sub-criteria are prepared based on the opinions from each expert. For example, the adjacency matrix for the criteria from expert 1 is as follows: 
The adjacency matrix for the sub-criteria from expert 1 is as follows: 
In order to understand the interrelationships among the criteria and among the sub-criteria, the ISM is applied. An ISM questionnaire is collected from the five experts, and an adjacency matrix for the criteria and an adjacency matrix for the sub-criteria are prepared based on the opinions from each expert. For example, the adjacency matrix for the criteria from expert 1 is as follows:
The adjacency matrix for the sub-criteria from expert 1 is as follows:
Next, an integrated adjacency matrix for the criteria and an integrated adjacency matrix for the sub-criteria are calculated, as follows:
Next, an integrated adjacency matrix for the criteria and an integrated adjacency matrix for the sub-criteria are calculated, as follows: 
Based on the integrated adjacency matrix for the criteria, the initial reachability matrix and the final reachability matrix for the criteria are calculated as follows: 
R R R
Based on the integrated adjacency matrix for the sub-criteria, the initial reachability matrix and the final reachability matrix for the sub-criteria are calculated as follows:
Based on the final reachability matrix for the criteria and the final reachability matrix for the sub-criteria, the interrelationships among the criteria and among the sub-criteria are determined, as shown in Figures 5 and 6 . Based on the final reachability matrix for the criteria and the final reachability matrix for the subcriteria, the interrelationships among the criteria and among the sub-criteria are determined, as shown in Figures 5 and 6 . 
Calculate the Importance Weights of the Sub-Criteria
The importance weights of the sub-criteria are calculated by applying the FANP. Based on Figures 4-6 , an FANP questionnaire is prepared and given out to the five experts. An example of the questionnaire is as shown in Table 2 .
Based on the questionnaire feedback, fuzzy pairwise comparison matrices for each expert are prepared. For example, the fuzzy pairwise comparison matrix of criteria for expert 1 is: 11,0.14,0.2) (1,1,1 ) Based on the final reachability matrix for the criteria and the final reachability matrix for the subcriteria, the interrelationships among the criteria and among the sub-criteria are determined, as shown in Figures 5 and 6 . 
Based on the questionnaire feedback, fuzzy pairwise comparison matrices for each expert are prepared. For example, the fuzzy pairwise comparison matrix of criteria for expert 1 is: 11,0.14,0.2) (1,1,1 ) 
Based on the questionnaire feedback, fuzzy pairwise comparison matrices for each expert are prepared. For example, the fuzzy pairwise comparison matrix of criteria for expert 1 is:
(1,3,5) (5,7,9) = C (0.14,0.2,0.33)
(1,1,1) (0.14,0.2,0.33) (3,5,7) C (0.2,0.33,1) (3,5,7) (1,1,1) (5,7,9) C (0.11,0.14,0.2) (0.14  W ,0.2,0.33) (0.11,0.14,0.2) (1,1,1 )
Fuzzy aggregated pairwise comparison matrices are prepared by synthesizing the experts' opinions using a geometric average approach. The fuzzy aggregated pairwise comparison matrix for the criteria is: 
Fuzzy aggregated pairwise comparison matrices are prepared by synthesizing the experts' opinions using a geometric average approach. The fuzzy aggregated pairwise comparison matrix for the criteria is:
Based on the questionnaire feedback, fuzzy pairwise comparison matrices for each expert are prepared. For example, the fuzzy pairwise comparison matrix of criteria for expert 1 is: 
Defuzzified aggregated pairwise comparison matrices are calculated next using the center-of-gravity method, and subsequently, the importance vectors of the criteria, the importance vectors of the sub-criteria, the interdependence among criteria, and the interdependence among sub-criteria can be obtained. For example, the defuzzified aggregated pairwise comparison matrix and the importance vector of the criteria are calculated, and the consistency test is performed: 
After the importance vector of the criteria, the importance vectors of the sub-criteria, the interdependence among the criteria, and the interdependence among the sub-criteria are calculated, an unweighted supermatrix is formed, as shown in Table 3 . The weighted supermatrix and the limit supermatrix are also calculated, as shown in Tables 4 and 5 , respectively. The importance weights of the sub-criteria are found in the sub-criteria-to-goal column of the limit supermatrix in Table 5 . Based on the case study, we can see that the experts stress the most on the costs (C 1 ) criterion with an importance weight of 0.45472, followed by physical environment (C 3 ) with an importance weight of 0.32695. For the sub-criteria, land utilization (SC 5 ) is the most important with an importance weight of 0.16661, followed by land cost (SC 1 ) with an importance weight of 0.14302. The third and fourth important sub-criteria are soil quality (SC 7 ) with an importance weight of 0.10731 and repair and maintenance cost (SC 3 ) with an importance weight of 0.10486, respectively. 
Select the Most Suitable Photovoltaic Solar Location
The expected performances of the photovoltaic solar locations are evaluated through the VIKOR. A questionnaire for evaluating the expected performance of each photovoltaic solar location with respect to each sub-criterion is prepared, and the five experts are invited to contribute their expertise again. Arithmetic mean method is applied to aggregate the opinions of the experts, and the aggregated evaluation results are normalized, as shown in Table 6 . The best value Z * p and the worst value Z − p with respect to each sub-criterion p are calculated, as shown in Table 7 . The values S q , R q and D q for each alternative q are calculated next, as shown in Table 8 . By applying Equation (19), we can obtain each S q . For example, S 1 is calculated as follows: Based on the aggregating index (D q ), location 2 ranks first, followed by location 3 and location 1. Based on the group utility (S q ), location 2 also ranks first, followed by location 3 and location 1. Based on the individual regret (R q ), location 2 again ranks first. However, location 1 ranks second, followed by location 3.
Based on Condition 1 in Step 5.8, Equation (22) Thus, Condition 1 is passed. That is, in terms of D q , location 2 outperforms location 3, the location with the second best D q . Since location 2 is the best alternative in terms of both S q and R q , Condition 2 also passed. Therefore, we can conclude that location 2 is the most suitable for setting up the photovoltaic solar plant. 
Conclusions
In this research, a comprehensive multiple-criteria decision-making model is proposed by incorporating the ISM, the FANP and the VIKOR. The model applies the ISM to understand the interrelationships among the criteria and among the sub-criteria, and then uses the FANP to calculate the importance weights of the sub-criteria. Finally, the VIKOR is adopted to select the most suitable photovoltaic solar plant location. A case study in Taiwan is used to demonstrate how the model can be implemented in real practice. By integrating the three methodologies, the major shortcoming of the FANP can be solved. That is, the length of the questionnaire can be reduced substantially. The proposed model can provide decision makers a better thinking process so that they can make appropriate decisions systematically.
Based on the case study, some results are found. Among the four criteria, the most important criterion is costs, followed by physical environment. Among the ten sub-criteria, land utilization is the most important sub-criterion, followed by land cost, soil quality, and repair and maintenance cost. The evaluation of the five locations shows that location 2 outperforms others in terms of both group utility and individual regret. Location 2 also performs the best on the aggregating index, which comprises both group utility and individual regret. In consequence, location 2 should be selected for constructing the photovoltaic solar plant.
The proposed model can be adopted by practitioners in relevant decision makings. The criteria or sub-criteria can be tailored according to the circumstances of the problem, and the experts in the field can contribute their expertise in determining the relative importance of and interrelationships among the factors. The expected performances of the alternatives can either be quantitative or qualitative, and the overall ranking of the alternatives can be obtained through the model.
In the case that many potential locations are available, a screening phase may be necessary to determine the feasible locations first. An extensive study of the feasible locations will then be carried out using the proposed approach. The screening phase can be performed using some tools, such as geographical information systems (GIS) or data envelopment analysis (DEA). This can be our future research direction.
