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Abstract. Suppose a finite group acts on a scheme X and a finite-dimensional Lie
algebra g. The associated equivariant map algebra is the Lie algebra of equivariant
regular maps from X to g. The irreducible finite-dimensional representations of these
algebras were classified in [NSS12], where it was shown that they are all tensor products
of evaluation representations and one-dimensional representations.
In the current paper, we describe the extensions between irreducible finite-dimensional
representations of an equivariant map algebra in the case that X is an affine scheme of
finite type and g is reductive. This allows us to also describe explicitly the blocks of
the category of finite-dimensional representations in terms of spectral characters, whose
definition we extend to this general setting. Applying our results to the case of generalized
current algebras (the case where the group acting is trivial), we recover known results
but with very different proofs. For (twisted) loop algebras, we recover known results
on block decompositions (again with very different proofs) and new explicit formulas for
extensions. Finally, specializing our results to the case of (twisted) multiloop algebras
and generalized Onsager algebras yields previously unknown results on both extensions
and block decompositions.
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Introduction
Equivariant map algebras are a large class of Lie algebras that include (twisted)
loop or multiloop algebras, generalized current algebras, and generalized Onsager
algebras, among others. Suppose X is a scheme and g is a finite-dimensional Lie
algebra, both defined over an algebraically closed field of characteristic zero, and
that Γ is a finite group acting on both X and g by automorphisms. Then the
equivariant map algebra M = M(X, g)Γ is the Lie algebra of equivariant algebraic
maps from X to g. One easily sees that M ∼= M(V, g)Γ where V = SpecA, and
A is the ring of global functions on X . We will therefore assume throughout the
paper that X is affine.
In [NSS12], the authors, together with P. Senesi, gave a complete classification
of the irreducible finite-dimensional representations of an arbitrary equivariant
map algebra. The main result there was that such representations are all tensor
products of an irreducible evaluation representation and a one-dimensional rep-
resentation. Here by evaluation representation we mean a representation of the
form
M
evx−−→
⊕
x∈x g
x
⊗
x∈x
ρx
−−−−−−→ Endk
(⊗
x∈x Vx
)
,
where x is a finite subset of Xrat, the set of rational points of X , evx is the map
given by evaluation at the points of x, gx is the subalgebra of g fixed by the isotropy
group of x, and ρx, x ∈ x, are finite-dimensional representations g
x → Endk Vx.
When all ρx, x ∈ x, are irreducible and no two points of x lie in the same Γ-
orbit, the corresponding evaluation representation is irreducible. In many cases,
including the generalized current algebras (for semisimple g), multiloop algebras
and generalized Onsager algebras, all irreducible finite-dimensional representations
are in fact evaluation representations. For generalized current algebras this was
shown in [CFK10], and for multiloop algebras in [Lau10] (different proofs were
given in [NSS12]). The isomorphism classes of irreducible evaluation representa-
tions are naturally parameterized by finitely-supported equivariant maps on Xrat
taking values in the set of isomorphism classes of irreducible gx-modules at a point
x ∈ Xrat.
Except in rather trivial cases, the category of finite-dimensional representations
of an equivariant map algebra is not semisimple. It is therefore important to know
the extensions between irreducibles. These have been described for current al-
gebras in [CG05] and for generalized current algebras in [Kod10]. In the current
paper, we address the question of computing extensions in the general setting of
equivariant map algebras. Precisely, we determine the extensions between irre-
ducible finite-dimensional representations of equivariant map algebras where the
scheme X is of finite type and the Lie algebra g is reductive.
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One of our main results is that the problem of computing extensions between
evaluation representations can be reduced to the case of single point evaluation
representations (i.e. the case where x above is a singleton) at the same point (see
Theorem 3.7). We then show that the space of extensions between these single
point evaluation representations is equal to certain spaces of homomorphisms of gx-
modules (see Theorem 3.9). These results generalize formulas previously obtained
in [CG05; Kod10; Sen10].
Equipped with formulas for the extensions between irreducible objects in the
category of finite-dimensional representations, we are able to determine the block
decomposition of this category. In [CM04], these blocks were described for loop
algebras in terms of spectral characters. These results were then extended to
the cases of twisted loop algebras in [Sen10] and generalized current algebras in
[Kod10]. In the current paper, we generalize the notion of spectral characters
to the setting of arbitrary equivariant map algebras (X affine of finite type, g
reductive). In keeping with the classification of irreducibles in terms of finitely-
supported equivariant functions on X , in many cases the spectral characters are
finitely-supported equivariant functions on X taking values in certain quotients of
the weight lattice of gx at a point x ∈ Xrat (see Sections 5 and 6).
Our results recover all the known results on extensions and block decomposition
for Lie algebras that can be viewed as equivariant map algebras. However, in
such cases, our method is quite different. Existing proofs in the literature use
the concept of a Weyl module – something which is not currently available for
arbitrary equivariant map algebras. In contrast, our approach uses results on
the cohomology of Lie algebras, most importantly the Hochschild-Serre spectral
sequence – a technique that goes back to the paper [FM94] which studies extensions
between irreducible evaluation modules of the current algebra M(k, g), g simple.
Hence our results give new proofs in the cases where the extensions and block
decompositions were known. In addition, we can describe the extensions between
irreducible finite-dimensional representations and block decompositions for classes
of equivariant map algebras for which these were not previously known. This is
the case, for example, for multiloop algebras and generalized Onsager algebras.
The organization of this paper is as follows. In Section 1 we recall the defini-
tion of equivariant map algebras and the classification of their irreducible finite-
dimensional representations in terms of evaluation representations. In Section 2
we collect some facts about extensions between representations of Lie algebras in
general, and the relation between spaces of extensions and Lie algebra cohomology.
We specialize our discussion to equivariant map algebras in Section 3, where we
prove some of our main results on extensions between irreducible finite-dimensional
representations. In Section 4 we consider the special case where the group Γ is
abelian, in which case we are able to make our descriptions of extensions more
explicit. We use our results on extensions to describe the blocks of the category
of finite-dimensional representations of an equivariant map algebra in Section 5.
Finally, in Section 6, we specialize our general results to certain equivariant map
algebras of particular interest. In an appendix, we prove some results relating
extensions to the weight lattice of a semisimple Lie algebra. This allows us, in
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some cases, to describe the block decomposition in terms of explicit quotients of
the weight lattice.
Notation
Throughout, k is an algebraically closed field of characteristic 0 and all algebras
and tensor products are over k. We denote by X = SpecA the prime spectrum
of a unital associative commutative finitely generated k-algebra A. Equivalently,
X is an affine scheme of finite type. A point x ∈ X is called a rational point if
A/mx ∼= k, where mx is the ideal of A corresponding to x, and we abbreviate the
subset of rational points of X by Xrat. Since A is finitely generated, the rational
points correspond exactly to the maximal ideals of A. Hence Xrat = maxSpecA.
The direct product of two algebras A and B is denoted A ⊞ B to distinguish
it from the direct sum of vector spaces. For a Lie algebra L, we denote by L′ =
[L,L] the derived subalgebra and let Lab = L/L
′ be the abelianization of L, cf.
[Wei94]. Throughout, g will denote a finite-dimensional reductive Lie algebra with
semisimple part gss = g
′. We identify gab with the center of g, so that g = gss⊞gab.
We will denote the root and weight lattices of gss by Q and P , respectively. The set
of dominant weights with respect to some set of positive roots will be denoted by
P+, and V (λ) is the irreducible finite-dimensional gss-module with highest weight
λ ∈ P+. By L∗ab, we mean (Lab)
∗ (and similarly for expressions such as g∗ab and
g∗0,ab). By the usual abuse of notation, we use the terms module and representation
interchangeably.
For a finite group Γ and a Γ-module M , we let MΓ = {m ∈ M : γ · m =
m ∀ γ ∈ Γ} denote the set of elements of M fixed by Γ. Similarly, if M is
an L-module, we let ML = {m ∈ M : l · m = 0 for all l ∈ L}. In case M =
Homk(M1,M2) for two L-modules M1, M2, the L-module M
L coincides with the
L-module homomorphisms M1 → M2, and we therefore sometimes also employ
the notation (Homk(M1,M2))
L = HomL(M1,M2).
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1. Equivariant map algebras and their irreducible representations
In this section, we review the definition of equivariant map algebras and the clas-
sification of their irreducible finite-dimensional representations given in [NSS12].
We recall the standing assumptions of this paper: X is an affine k-scheme with
finitely generated coordinate algebra k[X ] = A, g is a reductive Lie k-algebra, and
Γ is a finite group acting on X (equivalently, on A) and on g by automorphisms.
LetM(X, g) be the Lie k-algebra of regular maps from X to g, which we will often
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identify with g ⊗ A. This is a Lie algebra under pointwise multiplication. The
equivariant map algebra M = M(X, g)Γ is the subalgebra of Γ-equivariant maps.
In other words, M consists of the Γ-fixed points of the canonical (diagonal) action
of Γ on M(X, g) = g⊗A.
For x ∈ X , we let
Γx = {γ ∈ Γ : γ · x = x}
be its isotropy group and put
gx = {u ∈ g : γ · u = u for all γ ∈ Γx}.
Since g is reductive, it is known that all isotropy subalgebras gx are reductive
([Bou75, VII, §1.5, Prop. 14]). We denote by X∗ the set of finite subsets x ⊆ Xrat
for which Γ·x∩Γ·x′ = ∅ for distinct x, x′ ∈ x. For x ∈ X∗ we define g
x = ⊞x∈x g
x.
The evaluation map
evx : M→ g
x, evx(α) = (α(x))x∈x,
is a Lie algebra epimorphism [NSS12, Cor. 4.6] and we set
Kx = Ker evx .
To x ∈ X∗ and a set {ρx : x ∈ x} of (nonzero) representations ρx : g
x → Endk Vx,
we associate the evaluation representation evx(ρx)x∈x of M, defined as the com-
position
M
evx−−→ gx
⊗
x∈x
ρx
−−−−−−→ Endk
(⊗
x∈x Vx
)
.
If all ρx, x ∈ x, are irreducible finite-dimensional representations, then this is also
an irreducible finite-dimensional representation of M, [NSS12, Prop. 4.9]. In this
paper, we will always implicitly assume that evaluation representations are finite-
dimensional (i.e. the ρx are all finite-dimensional). The support of an evaluation
representation V = evx(ρx)x∈x, abbreviated Supp V , is the union of all Γ·x, x ∈ x,
for which ρx is not the one-dimensional trivial representation of g
x. In a slight
abuse of terminology, we will sometimes refer to V as both a representation of M
and of gx.
For x ∈ Xrat, let Rx denote the set of isomorphism classes of irreducible finite-
dimensional representations of gx, and put RX =
⊔
x∈Xrat
Rx. Then Γ acts on
RX by
Γ×RX →RX , (γ, [ρ]) 7→ γ · [ρ] := [ρ ◦ γ
−1] ∈ Rγ·x,
where [ρ] ∈ Rx denotes the isomorphism class of a representation ρ of g
x. Let E
denote the set of finitely supported Γ-equivariant functions ψ : Xrat → RX such
that ψ(x) ∈ Rx. Here the support Suppψ of ψ ∈ E is the set of all x ∈ Xrat
for which ψ(x) 6= 0, where 0 denotes the isomorphism class of the trivial one-
dimensional representation.
For isomorphic representations ρ and ρ′ of gx, the evaluation representations
evx ρ and evx ρ
′ are isomorphic. Therefore, for [ρ] ∈ Rx, we can define evx[ρ] to
be the isomorphism class of evx ρ, and this is independent of the representative ρ.
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Similarly, for a finite subset x ⊆ Xrat and representations ρx of g
x for x ∈ x, we
define evx([ρx])x∈x to be the isomorphism class of evx(ρx)x∈x.
For ψ ∈ E , we define evψ = evx(ψ(x))x∈x where x ∈ X∗ contains one element of
each Γ-orbit in Suppψ. By [NSS12, Lem. 4.12], evψ is independent of the choice of
x. If ψ is the map that is identically 0 on X , we define evψ to be the isomorphism
class of the trivial representation of M. Thus ψ 7→ evψ defines a map E → S,
where S denotes the set of isomorphism classes of irreducible finite-dimensional
representations of M. This map is injective by [NSS12, Prop. 4.14]. In other
words, E naturally enumerates the isomorphism classes of irreducible evaluation
representations of M. We say that an evaluation representation is a single orbit
evaluation representation if its isomorphism class is evψ for some ψ ∈ E whose
support is contained in a single Γ-orbit.
We recall that the one-dimensional representations of a Lie algebra L can be
identified with the elements of L∗ab
∼= {λ ∈ L∗ : λ(L′) = 0}, where to such a λ we
associate the one-dimensional representation on k ≡ kλ defined by l · a = λ(l)a for
l ∈ L and a ∈ k.
Proposition 1.1 ([NSS12, Th. 5.5]). The map
M∗ab × E → S, (λ, ψ) 7→ kλ ⊗ evψ, λ ∈M
∗
ab, ψ ∈ E ,
is surjective. In particular, all irreducible finite-dimensional representations of
M are tensor products of an irreducible evaluation representation and a one-
dimensional representation.
Remarks 1.2. (a) In [NSS12, Th. 5.5], a condition on when pairs (λ, ψ) and
(λ′, ψ′) correspond to the same representation is given, thus obtaining an
analogue of Proposition 1.1 where the map is bijective. However, we will
not need the stronger result in the current paper.
(b) By [NSS12, Cor. 5.4], every irreducible finite-dimensional representation of
M can be written as Vss ⊗ kλ for Vss an evaluation representation (unique
up to isomorphism) factoring through some gxss and unique λ ∈M
∗
ab.
(c) The results of [NSS12] apply for an arbitrary finite-dimensional Lie algebra
g. However, in the current paper, we restrict our attention to the case where
g is reductive.
Example 1.3 (Untwisted map algebras). When the group Γ is trivial,M(X, g)
is called an untwisted map algebra, or generalized current algebra. These algebras
arise also for a nontrivial group Γ acting trivially on g or on X . In the first case
we have M(X, g)Γ ∼= M(Spec(AΓ), g), and in the second M(X, g)Γ = M(X, gΓ).
Example 1.4 (Multiloop algebras). Fix positive integers n,m1, . . . ,mn. Let
Γ = 〈γ1, . . . , γn : γ
mi
i = 1, γiγj = γjγi, ∀ 1 ≤ i, j ≤ n〉
∼= (Z/m1Z)×· · ·×(Z/mnZ)
and suppose that Γ acts on a semisimple g. Note that this is equivalent to spec-
ifying commuting automorphisms σi, i = 1, . . . , n, of g such that σ
mi
i = Id. For
i = 1, . . . , n, let ξi be a primitive mi-th root of unity. Let X = (k
×)n and define
an action of Γ on X by
γi · (z1, . . . , zn) = (z1, . . . , zi−1, ξizi, zi+1, . . . , zn).
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Then
M(g, σ1, . . . , σn,m1, . . . ,mn) := M(X, g)
Γ (1.1)
is the multiloop algebra of g relative to (σ1, . . . , σn) and (m1, . . . ,mn). In this
case, all irreducible finite-dimensional representations are evaluation representa-
tions (see [NSS12, Cor. 6.1] or [Lau10]).
Example 1.5 (Γ of order 2). LetM =M(X, g)Γ be an equivariant map algebra
with g simple and Γ = {1, σ} of order 2, acting nontrivially on g. Thus we have
Z/2Z-gradings on g and A, denoted g = g0 ⊕ g1 and A = A0 ⊕ A1 with g0 = g
Γ
and A0 = A
Γ. Hence
M = (g0 ⊗A0)⊕ (g1 ⊗A1).
We will use the following facts regarding the structure of g, for which the reader
is referred to [Hel01, Ch. X, §5] and [Kac90, Exercise 8.9].
(a) We have g0 = [g1, g1], g1 = [g0, g1] and g0 acts faithfully on g1 (all of these
claims are immediate from simplicity of g).
(b) The Lie algebra g0 is reductive, so g0 = g0,ss ⊕ g0,ab, with dim g0,ab ≤ 1.
(c) Suppose dim g0,ab = 1. Then g1 = V1 ⊕ V−1 is a direct sum of two irre-
ducible dual g0-modules V1 and V−1 with g0,ab acting on V±1 by ±ρ for
some 0 6= ρ ∈ g∗0,ab. In particular, [g0,ab, g1] = g1. Moreover, also g0,ss acts
irreducibly on V±1, and we have: g
g0,ss
1 = 0 ⇐⇒ g 6= sl2(k).
(d) If g = sl2(k), then σ acts by a Chevalley involution and g0 = g0,ab 6= 0. So
g1 = V1 ⊕ V−1 as in (c).
(e) If g0 is semisimple, the g0-module g1 is irreducible.
In particular, (a) and (b) imply
M′ = (g0,ss ⊗A0)⊕ (g0,ab ⊗A
2
1)⊕ (g1 ⊗A1), Mab
∼= g0,ab ⊗ (A0/A
2
1).
It is easy to see that the fixed point set XΓrat = {x ∈ Xrat : σ · x = x} has the
following description,
XΓrat = {x ∈ Xrat : A1 ⊆ mx} = {x ∈ Xrat : A
n
1 ⊆ mx} for any n ∈ N+, (1.2)
where mx is the maximal ideal of A corresponding to x. Hence, if g0,ab 6= 0,
then M has nontrivial one-dimensional representations if and only if A21 ( A0,
which in turn is equivalent to Γ acting on X with fixed points. These nontrivial
one-dimensional representations are in general not evaluation representations, see
[NSS12, Ex. 5.21]. However, for the generalized Onsager algebras, which are special
cases of the example here and which we review next, it turns out that all one-
dimensional representations are in fact evaluation representations, see [NSS12,
Prop. 6.2].
Example 1.6 (Generalized Onsager algebras). Let X = k× = Spec k[t±1], g
be a simple Lie algebra, and Γ = {1, σ} be a group of order 2. We suppose that σ
acts on g by an automorphism of order 2 and on k[t±1] by σ · t = t−1, inducing an
action of Γ on X . We define the generalized Onsager algebra to be the equivariant
map algebra M(k×, g)Γ associated to these data. The term “generalized Onsager
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algebra” was used in [NSS12, Ex. 3.9] in a more restrictive way (σ was supposed
to be a Chevalley involution), while the algebra above was considered in [NSS12,
Ex. 3.10] without a name. We have chosen the new definition since all the results
proven in [NSS12] and here are true for the more general notion.
For k = C and σ acting by a Chevalley involution, it was shown in [Roa91] that
M(X, sl2)
Γ is isomorphic to the usual Onsager algebra.
We will return to the above examples in Section 6, where we apply our general
results on extensions and block decompositions.
2. Extensions and Lie algebra cohomology
Our aim in the current paper is to determine extensions between irreducible
finite-dimensional representations of equivariant map algebras. One of our main
tools for computing such extensions will be Lie algebra cohomology. In this section,
we recall some basic facts about extensions between modules for Lie algebras and
collect some results on Lie algebra cohomology that will be used in the sequel.
Throughout this section, L is an arbitrary Lie algebra over k, not necessarily of
finite dimension.
We will use the following easy and well-known lemmas. The second is a straight-
forward consequence of Schur’s Lemma.
Lemma 2.1. Let M,N and P be finite-dimensional L-modules. The following
canonical vector space isomorphisms are in fact L-module isomorphisms:
M ⊗N ∼= N ⊗M, (M ⊗N)∗ ∼= M∗ ⊗N∗,
N ∼= N∗∗, Homk(M,N) ∼= M
∗ ⊗N,
Homk(M ⊗N,P ) ∼= Homk(M,N
∗ ⊗ P )
∼= Homk(M ⊗ P
∗, N∗) ∼= M∗ ⊗Homk(N,P ).
Lemma 2.2. Let M and N be irreducible finite-dimensional L-modules where L
is an arbitrary Lie algebra. Then dim(M ⊗ N∗)L ≤ 1, and dimk(M ⊗ N
∗)L =
1 ⇐⇒ M ∼= N .
Extensions of a Lie algebra L can be described in terms of the first cohomology
group H1(L, V ), for an L-module V , as we now describe. We first recall the well-
known fact, see for example [Wei94, Th. 7.4.7], that
H1(L, V ) ∼= Der(L, V )/ IDer(L, V ), (2.1)
where
Der(L, V ) = {∂ ∈ Homk(L, V ) : ∂([l1, l2]) = l1 · ∂(l2)− l2 · ∂(l1) ∀ l1, l2 ∈ L}
denotes the space of all derivations from L to V and
IDer(L, V ) = {∂v : v ∈ V }, where ∂v(l) = l · v ∀ l ∈ L,
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is the subspace of inner derivations. The obvious maps give rise to an exact
sequence of L-modules:
0→ V L → V → IDer(L, V )→ 0. (2.2)
For example, if V is a trivial L-module, then IDer(L, V ) = {0}, Der(L, V ) = {∂ ∈
Homk(L, V ) : ∂(L
′) = 0} and hence ([Wei94, Cor. 7.4.8])
H1(L, V ) ∼= Homk(Lab, V ) (V a trivial L-module). (2.3)
The set Ext1L(V1, V2) of equivalence classes of extensions of V1 by V2 is in bi-
jection with the first cohomology group of L with coefficients in the L-module
Homk(V1, V2) (see [Sol, Expose´ 4], [Fuk86, Ch. 1, §4.5], or [Wei94, Exercise 7.4.5]):
Ext1L(V1, V2)
∼= H1
(
L,Homk(V1, V2)
)
∼= H1(L, V ∗1 ⊗ V2), (2.4)
where in the second isomorphism we assume that V1 and V2 are finite-dimensional.
The first isomorphism is induced by assigning to the derivation ∂ : L→ Homk(V1, V2)
the extension V2 →֒ U ։ V1, where U = V1 ⊕ V2 with L-module structure given
by l · (v1 ⊕ v2) = (l · v1)⊕ (∂(l)(v1) + l · v2) for l ∈ L, vi ∈ Vi, and where V2 →֒ U
and U ։ V1 are the obvious maps.
Combining (2.4) with Lemma 2.1 yields the following.
Corollary 2.3. For finite-dimensional L-modules M,N,P we have
Ext1L(M ⊗N,P )
∼= Ext1L(M,N
∗ ⊗ P ) ∼= Ext1L(M ⊗ P
∗, N∗).
Lemma 2.4. Suppose L has a one-dimensional representation given by λ ∈ L∗ab.
Then
H1(L, kλ) ∼= (Kλ/Dλ)
∗, (2.5)
where
Kλ = Kerλ and Dλ = Span {λ(l)u− [l, u] : l ∈ L, u ∈ Kλ} ⊆ Kλ.
Furthermore, we have the following.
(a) If λ = 0, then Dλ = L
′ E L = Kλ and so H
1(L, k0) ∼= L
∗
ab.
(b) If λ 6= 0, let z ∈ L satisfy λ(z) = 1. Then
Dλ = K
′
λ + {u− [z, u] : u ∈ Kλ} E L. (2.6)
Proof. For λ = 0 we have Dλ = L
′, so part (a) follows from (2.3). We therefore
assume λ 6= 0 and prove the result using (2.1). First, one easily verifies that
IDer(L, kλ) = kλ and that a linear map δ : L → kλ is a derivation if and only if
δ(Dλ) = 0.
Now fix z ∈ L with λ(z) = 1. Then any δ ∈ Der(L, kλ) can be written in
the form δ = tλ + δ0 with t ∈ k and δ0(z) = 0, and we can identify δ0 with the
restriction of δ to Kλ. Equation (2.5) now follows from (2.1).
For the proof of (b), note that any l ∈ L can be written in the form l = tz + y
with t ∈ k and y ∈ Kλ. Then, for u ∈ Kλ, we have λ(l)u−[l, u] = (tu−[z, tu])−[y, u],
and so Dλ has the form claimed in (2.6). It is an ideal because, for l, l
′ ∈ L and
u ∈ Kλ, we have
[l′, λ(l)u− [l, u]] = (λ(l)[l′, u]− [l, [l′, u]])− [[l′, l], u] ∈ Dλ,
since Kλ E L, and therefore [l
′, u] ∈ Kλ, and since [[l
′, l], u] ∈ K′λ ⊆ Dλ.
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With regards to extensions of one-dimensional modules by one-dimensional
modules,
0→ kµ → V → kλ → 0,
Lemma 2.4 says
Ext1L(kλ, kµ)
∼= (Kµ−λ/Dµ−λ)
∗. (2.7)
Corollary 2.5. If L is an abelian Lie algebra and kλ, kµ are two one-dimensional
representations, then
Ext1L(kλ, kµ) =
{
0 if λ 6= µ,
L∗ if λ = µ.
Proof. If λ 6= µ, it follows easily from (2.6) that Dµ−λ = Kµ−λ and the result is a
consequence of (2.7). If λ = µ, the result is simply Lemma 2.4(a).
To calculate some other cohomology groups of interest here, we will use the exact
sequence of low-degree terms of the Hochschild-Serre spectral sequence ([HS53,
Th. 6], see also [Wei94, p. 233]):
0→ H1(L/K, V K)
inf
−−→ H1(L, V )
res
−−→ H1(K,V )L/K
t
−→ H2(L/K, V K)
inf
−−→ H2(L, V )
(2.8)
whose ingredients we now explain. In this exact sequence K E L is an ideal of L,
V is an L-module and V K is considered as L/K-module with the induced action.
The inflation map inf is induced by mapping a derivation ∂ : L/K → V K to
ι ◦ ∂ ◦ π, where π : L ։ L/K is the canonical quotient map and ι : V K →֒ V
is the injection. The map res is given by restriction, and the transgression map
t is induced by the differential defining cohomology. The Lie algebra L acts on
Der(K,V ) in the obvious way, such that IDer(K,V ) is an L-submodule. Hence
L acts on the quotient Der(K,V )/ IDer(K,V ) = H1(K,V ). The action of K on
H1(K,V ) is trivial, so that the action of L factors through L/K.
Proposition 2.6. Let ρ : L → Endk V be a finite-dimensional representation of
L, and let K ⊆ Ker ρ be an ideal such that l = L/K is finite-dimensional reductive.
(a) Suppose that either l is semisimple, or ρ is completely reducible with ρ(z)
invertible for some z ∈ lab. Then
H1(L, V ) ∼= Homl(Kab, V ), (2.9)
the isomorphism being induced by restricting a derivation ∂ : L→ V to K.
(b) If lab · V = 0, we have
H1(l, V ) ∼= Homk(lab, V
lss), (2.10)
induced by restriction, and an exact sequence
0→ Homk(lab, V
lss)
inf
−−→ H1(L, V )
res
−−→ Homl(Kab, V )
t
−→ H2(l, V )→ · · ·
(2.11)
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Proof. (a) Since V K = V , hence H1(K,V ) ∼= Homk(Kab, V ) by (2.3), the claim is
immediate from the Hochschild-Serre spectral sequence (2.8) as soon as H1(l, V ) =
0 = H2(l, V ). That these last two equations hold if l semisimple, is the assertion of
Whitehead’s Lemmas (see for example [Wei94, Cor. 7.8.10 and Cor. 7.8.12]). But
it is also known that they hold in the case that ρ is completely reducible and ρ(z)
is invertible for some z ∈ lab ([HS53, Th. 10], or see [Bou71, §3, Exercise 12j]).
(b) To prove (2.10) we use H1(l, V ) ∼= Der(l, V )/ IDer(l, V ) by (2.1). For a
linear map ∂ : l → V , let ∂ss and ∂ab denote the restriction to lss and lab re-
spectively. Since lab · V = 0, ∂ is a derivation if and only if ∂ss is a deriva-
tion and ∂ab ∈ Homk(lab, V
lss). Hence, ∂ 7→ ∂ab is a well-defined linear map
Der(l, V ) → Homk(lab, V
lss). It is surjective since any linear map f : lab → V
lss
extends to a derivation ∂ : l → V with ∂ss = 0. Its kernel is IDer(l, V ) because
for ∂ ∈ Der(l, V ) we have ∂ab = 0 ⇐⇒ ∂ = ∂ss ∈ Der(lss, V ) = IDer(lss, V ) and
because the map IDer(l, V )→ IDer(lss, V ), ∂ 7→ ∂ss, is an isomorphism. The exact
sequence (2.11) is the Hochschild-Serre sequence (2.8) for (L,K), using K ·V = 0,
the isomorphism (2.10), and H1(K,V )l ∼= Homl(Kab, V ) by (2.3).
We conclude this section with a discussion of the extensions for Lie algebras
that can be decomposed as direct sums.
Proposition 2.7. Let L1, L2 be Lie algebras. We denote by F1,F2 and F the
category of finite-dimensional representations of L1, L2 and L = L1 ⊞ L2 respec-
tively.
(a) Every module V in F is a tensor product V = V1 ⊗ V2, where Vi, i = 1, 2,
are modules in Fi, uniquely determined up to isomorphism. The module V
is irreducible if and only if the Vi are irreducible.
(b) Let Ui, Vi be modules in Fi for i = 1, 2. Then
Ext1L(U1 ⊗ U2, V1 ⊗ V2)
∼=
(
(U∗1 ⊗ V1)
L1 ⊗ ExtL2(U2, V2)
)
⊕
(
Ext1L1(U1, V1)⊗ (U
∗
2 ⊗ V2)
L2
)
.
In particular, if Ui, Vi, i = 1, 2, are irreducible, then
Ext1L(U1 ⊗ U2, V1 ⊗ V2)
∼=


0 if U1 6∼= V1, U2 6∼= V2,
Ext1L2(U2, V2) if U1
∼= V1, U2 6∼= V2,
Ext1L1(U1, V1) if U1 6
∼= V1, U2 ∼= V2,
Ext1L1(U1, V1)⊕ Ext
1
L2(U2, V2) if U1
∼= V1, U2 ∼= V2.
We note that the formula in (b) is mentioned in [CFK10, Prop. 2] for finite-
dimensional Lie algebras and attributed to S. Kumar.
Proof. Part (a) is well known, see for example [NSS12, Prop. 1.1]. For the proof of
(b) we use (2.4) to rewrite the left hand side as H1(L,M1⊗M2) for M1 = U
∗
1 ⊗V1
and M2 = U
∗
2 ⊗ V2. Assuming for a moment the formula
H1(L,M1 ⊗M2) ∼=
(
ML11 ⊗H
1(L2,M2)
)
⊕
(
H1(L1,M1)⊗M
L2
2
)
, (2.12)
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we obtain the first formula in (b) by another application of (2.4). The second then
follows from Lemma 2.2.
We give a proof of (2.12) due to S. Kumar. First recall that MLii = H
0(Li,Mi)
by definition. Also, one knows [Kum02, pp. 3.1.9, 3.1.13] that Hp(K,V ) ∼= Hp(K,V ∗∗) ∼=
(Hp(K,V
∗))∗ for any finite-dimensional module of a Lie algebra K, relating the
cohomology groups Hp with the homology groups Hp. The advantage of homology
is that it satisfies the Ku¨nneth formula⊕
p+q=r Hp(L1,M1)⊗Hq(L2,M2)
∼= Hr(L1 ⊞ L2,M1 ⊗M2) for r ∈ N.
Finally, we recall (V1 ⊗ V1)
∗ ∼= V ∗1 ⊗ V
∗
2 if one of the vector spaces Vi is finite-
dimensional. With these tools at hand, we can now prove (2.12):
H1(L,M1 ⊗M2) ∼= H
1(L, (M∗1 ⊗M
∗
2 )
∗) ∼=
(
H1(L,M
∗
1 ⊗M
∗
2 )
)∗
∼=
((
H0(L1,M
∗
1 )⊗H1(L2,M
∗
2 )
)
⊕
(
H1(L1,M
∗
1 )⊗H0(L2,M
∗
2 )
))∗
∼=
((
H0(L1,M
∗
1 )
)∗
⊗
(
H1(L2,M
∗
2 )
)∗)
⊕
((
H1(L1,M
∗
1 )
)∗
⊗
(
H0(L2,M
∗
2 )
)∗)
∼=
(
H0(L1,M1)⊗H
1(L2,M2)
)
⊕
(
H1(L1,M1)⊗H
0(L2,M2)
)
.
3. Extensions for equivariant map algebras
In this section we describe extensions of irreducible finite-dimensional modules
of an equivariant map algebra M = M(X, g)Γ. The reader is reminded that X is
an affine scheme of finite type (equivalently, A is a finitely generated algebra) and
g is a finite-dimensional reductive Lie algebra.
Let R = kn (as k-algebras) and let εi be the element (0, . . . , 0, 1, 0, . . . , 0), where
the 1 appears in the i-th position. Any R-module M is canonically a direct sum
of n uniquely determined submodules,
M = M1 ⊕ · · · ⊕Mn, Mi = εiM,
satisfying εiMj = 0 for i 6= j. Thus everyMi is also a k-vector space by identifying
k with the ith coordinate subalgebra of R. Conversely, any direct sum M =
M1⊕ · · ·⊕Mn of k-vector spaces Mi gives rise to an R-module structure on M by
defining the action of the scalars in R in the obvious way.
The description ofR-modules immediately extends to the category ofR-algebras.
An R-algebra l is naturally a direct product of ideals, say l = ⊞ni=1li, where each
li = εil is a k-algebra. Conversely, any direct product l = ⊞
n
i=1li of k-algebras li
can canonically be considered as an R-algebra.
Recall that a module of a Lie R-algebra L is an R-module M together with an
R-bilinear map L ×M → M , (l,m) 7→ l · m satisfying the usual rule for a Lie
algebra action, namely [l1, l2] ·m = l1 · (l2 ·m)− l2 · (l1 ·m) for li ∈ L and m ∈M .
The following lemma is immediate from the above.
Lemma 3.1. Let l = l1⊞· · ·⊞ln be a direct product of Lie k-algebras li, 1 ≤ i ≤ n.
As explained above we can view the k-algebra l as an R-algebra for R = kn.
Every module of the Lie R-algebra l is a direct sum of uniquely determined l-
submodules Mi = εiM such that li ·Mj = 0 for i 6= j. Conversely, given li-modules
Mi, 1 ≤ i ≤ n, the direct sum M = M1 ⊕ · · · ⊕ Mn becomes a module of the
R-algebra l with respect to the obvious operations.
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Lemma 3.2. The fixed point subalgebra AΓ is a finitely generated, hence Noethe-
rian, k-algebra. Similarly, A and M are finitely generated, hence Noetherian,
AΓ-modules.
Proof. Since A is a finitely generated k-algebra, so is AΓ ([Bou85, V, §1.9, Th. 2]).
Hence AΓ is a Noetherian k-algebra. Moreover, the same reference also shows that
A is a finitely generated AΓ-module, and hence Noetherian. Thus g⊗A is a finitely
generated, hence Noetherian, AΓ-module. But every submodule of a Noetherian
module is again Noetherian.
Since Kx acts trivially on any evaluation representation supported on Γ ·x, any
extension between two evaluation representations supported on Γ · x will factor
through M/K′
x
. It is therefore helpful to know the structure of this quotient.
Proposition 3.3 (Structure of M/K′
x
). For x ∈ X∗, define
Ix = {a ∈ A : a
(⋃
x∈x Γ · x
)
= 0}, IΓ
x
= Ix ∩A
Γ, Nx = {ν ∈ Kx : I
Γ
x
ν ⊆ K′
x
}.
Then
K′
x
E Nx E Kx EM
is a sequence of ideals of the AΓ-algebra M. The quotient Lie algebra M/K′
x
has
the following structure.
(a) Kx,ab = Kx/K
′
x
is an abelian ideal of M/K′
x
and the quotient
(M/K′
x
)
/
(Kx,ab) ∼= M/Kx ∼= g
x.
(b) The adjoint representation of M induces gx-module structures on the quo-
tients M/Kx and Kx/Nx, and on the ideal Nx/K
′
x
of M/K′
x
. In particular,
(i) gx acts on M/Kx ∼= g
x by the adjoint representation and on Kx/Nx
by zero, and
(ii) Nx/K
′
x
=
⊕
x∈xM
x, where each Mx is a finite-dimensional gx-
module and gx ·My = 0 for x 6= y.
Proof. The set Ix is a Γ-invariant ideal of A. Hence I
Γ
x
E AΓ. The algebra AΓ
acts naturally on M, and both Kx and K
′
x
are clearly AΓ-submodules as well as
ideals of M. Moreover, the same is true for Nx: If α ∈ M and ν ∈ Nx then
IΓ
x
[α, ν] = [α, IΓ
x
ν] ⊆ [M,K′
x
] ⊆ K′
x
. We thus have a chain K′
x
E Nx E Kx of
AΓ-invariant ideals of M, and consequently an exact sequence
0→ Nx/K
′
x
→ Kx,ab → Kx/Nx → 0 (3.1)
of M-modules, each annihilated by Kx, i.e., an exact sequence of M/Kx ∼= g
x-
modules. We will analyze this sequence further. First, since IΓ
x
M ⊆ Kx, we have
IΓ
x
[M,Kx] = [I
Γ
x
M,Kx] ⊆ K
′
x
, i.e., [M,Kx] ⊆ Nx. But this says that g
x ∼= M/Kx
acts trivially on Kx/Nx.
By construction Nx/K
′
x
and M/Kx are annihilated by I
Γ
x
, thus Nx/K
′
x
is a mod-
ule of the AΓ/IΓ
x
-algebra M/Kx. Since A
Γ/IΓ
x
∼= k|x| (direct product of algebras),
Lemma 3.1 implies that Nx/K
′
x
is a direct sum Nx/K
′
x
=
⊕
x∈xM
x, where each
Mx is a gx-module and gx ·My = 0 for x 6= y. Also, sinceNx is an A
Γ-submodule of
the Noetherian AΓ-module M (Lemma 3.2), Nx is a finitely generated A
Γ-module.
Hence Nx/K
′
x
is a finitely generated k|x|-module, i.e., the gx-modules Mx are all
finite-dimensional over k.
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Example 3.4. Consider M as in Example 1.5. Let I = Ix = I0 ⊕ I1 where
Ij = I ∩Aj for j = 0, 1. Then
Kx = (g0,ss ⊗ I0)⊕ (g0,ab ⊗ I0)⊕ (g1 ⊗ I1),
K′
x
= (g0,ss ⊗ (I
2
0 + I
2
1 ))⊕ (g0,ab ⊗ I
2
1 )⊕ (g1 ⊗ I0I1), and
Nx = (g0,ss ⊗ I0)⊕ (g0,ab ⊗ J)⊕ (g1 ⊗ I1), where
J = {a ∈ I0 : aI0 ⊆ I
2
1}.
Using the above, one can easily construct examples showing that K′
x
( Nx ( Kx in
general, even examples where Kx,ab is infinite-dimensional. We will use the precise
structure of Kx,ab in the proof of Proposition 3.6.
The following well-known lemma describes the irreducible finite-dimensional
representations of reductive Lie algebras.
Lemma 3.5. Any irreducible finite-dimensional representation of a finite-dimen-
sional reductive Lie algebra g is a tensor product Vss⊗Vab where Vss is an irreducible
representation of the semisimple part gss of g and where Vab is an irreducible, hence
one-dimensional, representation of the centre gab of g. Equivalently, an irreducible
representation of g is an irreducible representation of gss, on which gab acts by
some linear form.
Proposition 3.6 (Evaluation representations with disjoint support). If V1
and V2 are nontrivial irreducible evaluation representations with disjoint support,
then Ext1(V1, V2) = 0.
In the case Γ = {1} (so M = g ⊗ A) and g is semisimple, this result is proven
in [Kod10, Lem. 3.3] using the theory of Weyl modules, a technique which is not
currently available for arbitrary equivariant map algebras.
Proof. Choose xi ∈ X∗, i = 1, 2, containing one point in each Γ-orbit of the
support of Vi and set x = x1 ∪ x2. As in Proposition 3.3, let N = Nx, K = Kx,
and V = Homk(V1, V2) ∼= V
∗
1 ⊗ V2. Since Ext
1
M(V1, V2)
∼= H1(M, V ), it suffices to
show that H1(M, V ) is zero. We know from Section 1 that V can be viewed as a
nontrivial irreducible gx-module that is nontrivial as a gxi-module, i = 1, 2 (where
we view Vi as a trivial g
xj -module for i 6= j).
If V is nontrivial as a gxab-module, then Proposition 2.6(a) implies H
1(M, V ) ∼=
Homgx(Kab, V ). On the other hand, if V is trivial as a g
x
ab-module (hence nontrivial
as a gxss-module), then Proposition 2.6(b) implies that the map res : H
1(M, V )→
Homgx(Kab, V ) is injective. Hence, in either case, it suffices to show Homgx(Kab, V ) =
0.
We now use the structure of the gx-module Kab as described in Proposition 3.3.
Suppose f ∈ Homgx(Kab, V ). If f(N/K
′) = 0, then f descends to a gx-module
map K/N→ V . This map must be zero since K/N is a trivial gx-module and V is
a nontrivial irreducible gx-module.
On the other hand, if f does not vanish on N/K′, it maps this space onto V ,
since V is an irreducible gx-module. It follows that N/K′ contains a gx-module
M isomorphic to V . Then we must have M ⊆ Mx for some x ∈ x. But this
contradicts the fact that V is a nontrivial gxi-module, i = 1, 2.
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Theorem 3.7 (Two evaluation representations). Suppose V and V ′ are ir-
reducible evaluation representations corresponding to ψ, ψ′ ∈ E respectively. Let
V =
⊗
x∈x Vx and V
′ =
⊗
x∈x V
′
x for some x ∈ X∗, where Vx, V
′
x are (possibly
trivial) irreducible evaluation modules at the point x ∈ x. Then the following are
true.
(a) If ψ and ψ′ differ on more than one Γ-orbit, then Ext1M(V, V
′) = 0.
(b) If ψ and ψ′ differ on exactly one orbit Γ · x0, x0 ∈ x, then
Ext1M(V, V
′) ∼= Ext1M(Vx0 , V
′
x0).
(c) If ψ = ψ′ (so V ∼= V ′), then
(M∗ab)
|x|−1 ⊕ Ext1M(V, V )
∼=
⊕
x∈x Ext
1
M(Vx, Vx).
Proof. Suppose ψ(x0) 6= ψ
′(x0) for some x0 ∈ x. Then
Ext1M(V, V
′) = Ext1M
(⊗
x∈x Vx,
⊗
x∈x V
′
x
)
∼= Ext1M
((⊗
x∈x, x 6=x0
Vx
)
⊗
(⊗
x∈x, x 6=x0
(V ′x)
∗
)
, V ′x0 ⊗ V
∗
x0
)
.
Recall that a tensor product of finite-dimensional completely reducible (e.g. irre-
ducible) modules is again completely reducible. In particular, V ′x0 ⊗V
∗
x0 is a direct
sum of nontrivial irreducible gx0-modules (hence M-modules) by Lemma 2.2, since
V ′x0 and Vx0 are not isomorphic. Using that Ext commutes with finite direct sums
([Wei94, Prop. 3.3.4]), it then follows from Proposition 3.6 that Ext1M(V, V
′) = 0
unless
(⊗
x∈x, x 6=x0
Vx
)
⊗
(⊗
x∈x, x 6=x0
(V ′x)
∗
)
contains a copy of the trivial mod-
ule. By Lemma 2.2, this occurs if and only if
⊗
x∈x, x 6=x0
Vx ∼=
⊗
x∈x, x 6=x0
(V ′x)
∗,
in which case it contains exactly one copy of the trivial module. By [NSS12,
Prop. 4.14], this is true if and only if Vx ∼= V
′
x for all x ∈ x, x 6= x0. If this
condition is satisfied, we have
Ext1M
((⊗
x∈x, x 6=x0
Vx
)
⊗
(⊗
x∈x, x 6=x0
(V ′x)
∗
)
, V ′x0 ⊗ V
∗
x0
)
∼= Ext1M(k0, V
′
x0 ⊗ V
∗
x0)
∼= Ext1M(Vx0 , V
′
x0).
This concludes the proof of parts (a) and (b).
Now suppose ψ = ψ′. Then for each x ∈ x, by Lemma 2.2 we have
Vx ⊗ V
∗
x
∼= k0 ⊕
(⊕
i∈Jx
V ix
)
,
where the V ix are nontrivial irreducible g
x-modules. Then
Ext1M(V, V
′) = Ext1M
(⊗
x∈x Vx,
⊗
x∈x Vx
)
∼= Ext1M
(⊗
x∈x(Vx ⊗ V
∗
x ), k0
)
= Ext1M
(⊗
x∈x
(
k0 ⊕
(⊕
i∈Jx
V ix
))
, k0
)
= Ext1M
(
k0 ⊕
(⊕
x∈x, i∈Jx
V ix
)
, k0
)
= Ext1M (k0, k0)⊕
⊕
x∈x, i∈Jx
Ext1M
(
V ix , k0
)
,
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where, in the second-to-last equality, we used part (a) to conclude that Ext1M(V
i
x⊗
V jy , k0) = 0 for x 6= y, i ∈ Jx, j ∈ Jy. On the other hand, we have⊕
x∈x Ext
1
M(Vx, V
′
x)
∼=
⊕
x∈x Ext
1
M (Vx ⊗ V
∗
x , k0)
=
⊕
x∈x Ext
1
M
(
k0 ⊕
⊕
i∈Jx
V ix , k0
)
=
⊕
x∈x
(
Ext1M(k0, k0)⊕
⊕
i∈Jx
Ext1M(V
i
x , k0)
)
.
Comparing these expressions, and using (2.4) and Lemma 2.4(a) to replace the
Ext1M(k0, k0) by M
∗
ab, yields part (c).
Remark 3.8. The special case of Theorem 3.7 where Γ is trivial and g is semisimple
was proved by Kodera ([Kod10, Th. 3.6]). In this case, the term (M∗ab)
|x|−1 does
not appear, since Mab = 0 in the setting of [Kod10].
Theorem 3.7 reduces the determination of extensions between evaluation mod-
ules to the computation of extensions between single orbit evaluation representa-
tions supported on the same orbit. It is thus important to have an explicit formula
for these.
Theorem 3.9 (Evaluation representations supported on the same orbit).
Let V and V ′ be two irreducible finite-dimensional single orbit evaluation repre-
sentations supported on the same orbit Γ · x for some x ∈ Xrat. Suppose that g
x
ab
acts on V and V ′ by linear forms λ and λ′ respectively. Let
Zx := ev
−1
x (g
x
ab) = {α ∈M : [α,M] ⊆ Kx}.
Then
Ext1M(V, V
′) ∼=
{
Homgx(Kx,ab, V
∗ ⊗ V ′) if λ 6= λ′,
Homgxss (Zx,ab, V
∗ ⊗ V ′) if λ = λ′.
(3.2)
In particular, if gx is semisimple, then gx = gxss, λ = λ
′ = 0, Kx = Zx, and
Ext1M(V, V
′) ∼= Homgx(Kx,ab, V
∗ ⊗ V ′). (3.3)
Proof. Let α ∈ M. Then [α,M] ⊆ Kx ⇐⇒ [α(x), β(x)] = 0 for all β ∈ M ⇐⇒
α(x) ∈ gxab. This proves the characterization of Zx.
We know from (2.4) that Ext1M(V, V
′) ∼= H1(M,W ) for the M-module W =
V ∗ ⊗ V ′. Note that gxab acts on W by λ
′ − λ. By the definition of an evaluation
module, the representation of M on W factors through M/Kx ∼= g
x. Hence, in the
case λ 6= λ′, the isomorphism (3.2) is a special case of (2.9). In the case λ = λ′,
gxab acts trivially on W and the representation of M on W factors through M/Zx.
Since M/Zx ∼= g
x
ss, the isomorphism (3.2) is also a consequence of (2.9).
Remark 3.10. In fact, the proof of Theorem 3.9 carries through to the case that V
and V ′ are supported on multiple orbits and (3.2) remains true in this generality
(with x replaced by x ∈ X∗). We choose to present the result in the single orbit
case since Theorem 3.7 tells us that the extensions will be zero if V and V ′ differ
on more than one orbit.
Since the action of Γ leaves gss and gab invariant and hence also gss ⊗ A and
gab ⊗A, we have a decomposition
M(X, g)Γ =M(X, gss)
Γ
⊞M(X, gab)
Γ. (3.4)
The following proposition allows us to reduce to the case where g is semisimple.
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Proposition 3.11. Suppose V, V ′ are irreducible finite-dimensional representa-
tions of M. Write V = Vss⊗kλ and V
′ = V ′ss⊗kλ′ for Vss, V
′
ss irreducible represen-
tations of M(X, gss)
Γ and kλ, kλ′ one-dimensional representations of M(X, gab)
Γ.
(a) If λ 6= λ′, then Ext1M(V, V
′) = 0.
(b) If λ = λ′, then
Ext1M(V, V
′) ∼=
{
Ext1M(X,gss)Γ(Vss, V
′
ss), Vss 6
∼= V ′ss,
Ext1M(X,gss)Γ(Vss, V
′
ss)⊕ (M(X, gab)
Γ)∗, Vss ∼= V
′
ss,
where Ext1M(X,gss)Γ(Vss, V
′
ss) is described in Theorem 3.7.
Proof. This follows from Proposition 2.7(b) and Corollary 2.5.
We conclude this section with a discussion of extensions in the case of irreducible
finite-dimensional representations that are not evaluation representations. Since
Corollary 2.3 implies that
Ext1M(V, V
′) ∼= Ext1M(k0, V
∗ ⊗ V ′),
our previous results apply if V ∗ ⊗ V ′ is an evaluation representation. Thus it
suffices to describe extensions between the trivial representation k0 and irreducible
representations which are not evaluation representations.
Fix x ∈ X∗, an evaluation representation Vss supported on Γ · x with g
x
ab act-
ing trivially, and a one-dimensional representation kλ which is not an evaluation
representation. Let
V = Vss ⊗ kλ, K = Kx ∩ Kλ, l = M/K.
The representations ρVss and ρV of M on Vss and V respectively, as well as λ,
factor through the canonical map p : M։ l, giving rise to representations λ¯ ∈ l∗,
ρ¯Vss : l→ gl(Vss) and ρ¯V : l→ gl(V ), defined by
λ = λ¯ ◦ p, ρVss = ρ¯Vss ◦ p, and ρV = ρ¯V ◦ p.
Since λ(Kx) 6= 0 (otherwise λ factors through evx and so is an evaluation repre-
sentation), there exists z ∈ Kx \ K such that λ(z) = 1. The canonical image z¯ ∈ l
of z then has the property that λ¯(z¯) = 1. Since z ∈ Kx, we have evx(z) = 0. Thus
z acts by zero on Vss, and so
ρV (z) = Id .
Proposition 3.12. The Lie algebra l is finite-dimensional reductive. Moreover,
Ext1M(k0, V )
∼= H1(M, V ) ∼= Homl(Kab, V ).
Proof. The first isomorphism is simply (2.4). It is obvious from the description of
l above that dim l <∞, that is, K has finite codimension in M. To show that l is
reductive, it is equivalent to prove that l′ is semisimple. From the exact sequence
0→ Kx/K→M/K→M/Kx → 0
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and λ(z) = 1, it follows that we have an exact sequence
0→ kz¯ → l→ gx → 0.
The epimorphism l→ gx maps l′ onto the semisimple Lie algebra (gx)′. Since the
kernel of the map l → gx is kz¯, it is therefore enough to show that z¯ 6∈ l′. We
know that λ(M′) = 0. Since the epimorphism M → l maps M′ onto l′, λ¯(l′) = 0
follows. But then λ¯(z¯) = 1 implies z¯ 6∈ l′. Thus l′ ∼= (gx)′ = gxss is semisimple. The
formula for H1(M, V ) is then an application of Proposition 2.6(a).
Remark 3.13. The above result should be compared to the λ 6= λ′ case of (3.2).
Loosely speaking, Proposition 3.12 says that (3.2) continues to hold in the case
that λ− λ′ is not an evaluation representation.
4. Abelian group actions
In this section, we focus on the case where the group Γ is abelian. In this
context, we are able to give a more explicit description of the extensions between
evaluation representations at a single point x ∈ X , where gx is semisimple.
We know already from (3.3) that Ext1M(V1, V2)
∼= Homgx(Kx,ab, V
∗
1 ⊗ V2) for
evaluation representations V1 and V2 at x. It is therefore crucial to understand
the gx-module structure of Kx,ab. It turns out that rather than dealing with
Kx,ab = Kx/K
′
x itself, a certain quotient Kx/Qx of Kx,ab is more accessible as a g
x-
module and will still provide us with some useful information about Ext1M(V1, V2).
Let Ξ be the character group of Γ. This is an abelian group, whose group opera-
tion we will write additively. Hence, 0 is the character of the trivial one-dimensional
representation, and if an irreducible representation affords the character ξ, then
−ξ is the character of the dual representation.
If Γ acts on an algebraB by automorphisms, it is well-known that B =
⊕
ξ∈ΞBξ
is a Ξ-grading, where Bξ is the isotypic component of type ξ. It follows that M
can be written as
M =
⊕
ξ∈Ξ gξ ⊗A−ξ, (4.1)
since g =
⊕
ξ gξ and A =
⊕
ξ Aξ are Ξ-graded and (gξ ⊗ Aξ′)
Γ = 0 if ξ′ 6= −ξ.
The decomposition (4.1) is an algebra Ξ-grading.
If V is any Ξ-graded vector space and H ⊆ Ξ is any subset, we define
VH =
⊕
ξ∈H Vξ.
If B is a Ξ-graded algebra and V is a Ξ-graded B-module, i.e., Bτ · Vξ ⊆ Vξ+τ for
all τ, ξ ∈ Ξ, then it is clear that if H is a subgroup of Ξ, then BH is a subalgebra
of B and
V =
⊕
ω∈Ξ/H Vω
is a decomposition of BH -modules.
Lemma 4.1. Suppose an abelian group ∆ acts on a set S and let k[∆] =
⊕
δ∈∆ keδ
be the group algebra of ∆, with multiplication eδeµ = eδ+µ, δ, µ ∈ ∆. Furthermore,
suppose that
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(a) l =
⊕
δ∈∆ lδ is a ∆-graded Lie algebra,
(b) U =
⊕
s∈S Us is an l-module with lδ · Us ⊆ Uδ·s,
(c) V =
⊕
s∈S Vs is a k[∆]-module with eδ · Vs ⊆ Vδ·s.
Then l acts on W =
⊕
s∈S Us ⊗ Vs by
lδ · (us ⊗ vs) = (lδ · us)⊗ (eδ · vs) (4.2)
for lδ ∈ lδ, us ∈ Us, and vs ∈ Vs. For every ∆-orbit O ⊆ S the subspace WO =⊕
s∈O Us ⊗ Vs is l-invariant. If ∆ acts freely on O = ∆ · s0 then as l-modules
WO ∼=
(⊕
s∈O Us
)
⊗ Vs0 (4.3)
where on the right hand side l acts only on the first factor.
Proof. That (4.2) defines an action of l is easily checked and that WO is an l-
submodule is obvious. For the proof of the last claim we can use the l-module
isomorphism ψ : WO →
⊕
s∈O Us ⊗ Vs0 given by ψ(us ⊗ vs) = us ⊗ e−λ · vs for
s = λ · s0.
For x ∈ Xrat, let
I = {a ∈ A : a(y) = 0 ∀ y ∈ Γ · x} =
⋂
y∈Γ·xmy,
where we recall that my is the maximal ideal corresponding to the rational point
y ∈ X . Clearly I is a Γ-invariant ideal of A. Also define
Ξx = {ξ ∈ Ξ : ξ|Γx = 0}
∼= Ξ(Γ/Γx).
Lemma 4.2. We have an isomorphism of algebras
A/I =
⊕
ξ∈Ξx
(A/I)ξ ∼= k[Ξx]. (4.4)
In particular
ξ 6∈ Ξx ⇐⇒ Aξ = Iξ, (4.5)
and so
Γx = {1} ⇐⇒ Aξ 6= Iξ ∀ ξ ∈ Ξ. (4.6)
Proof. It is easy to see that ξ 6∈ Ξx =⇒ Aξ = Iξ. This implies the first equality
in (4.4). Since A/I is the coordinate ring of the finite set of points Γ · x on which
Γ/Γx acts simply transitively, it follows that for each ξ ∈ Ξx there is a unique
function (more precisely, coset of functions) in (A/I)ξ taking the value one at x.
The isomorphism in (4.4) is then given by identifying this function with eξ. From
this isomorphism, (4.5) follows, which in turn implies (4.6).
Remark 4.3. Lemma 4.2 continues to hold for x ∈ maxSpecA, without the as-
sumption that A is finitely generated. One merely replaces k by A/mx everywhere
in the proof.
We say that Γ acts freely on an affine scheme X = SpecA if it acts freely on
maxSpecA. This is the case, for instance, for the multiloop algebras (Example 1.4).
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Lemma 4.4. Suppose a finite abelian group Γ acts on a unital associative com-
mutative k-algebra A (and hence on X = SpecA) by automorphisms. Let A =⊕
ξ∈ΞAξ be the associated grading on A, where Ξ is the character group of Γ.
Then the following conditions are equivalent:
(a) Γ acts freely on X,
(b) AξA−ξ = A0 for all ξ ∈ Ξ,
(c) AτAξ = Aτ+ξ for all τ, ξ ∈ Ξ (i.e. the grading on A is strong),
(d)
∏n
i=1 Iξi = (I
n)∑n
i=1
ξi for all n ≥ 1, ξ1, . . . , ξn ∈ Ξ, and any Γ-invariant
ideal I of A.
Proof. We will use Lemma 4.2 without the assumption that A is finitely generated
(see Remark 4.3).
(a) ⇒ (b): Assume Γ acts freely on X . Towards a contradiction, suppose
AξA−ξ 6= A0 for some ξ ∈ Ξ. Let J = AAξ be the ideal generated by Aξ. Since
Aξ is Γ-invariant, J is a Γ-invariant ideal. Note that J0 = AξA−ξ 6= A0 and so
J 6= A. Thus J is contained in some maximal ideal mx. Since J is Γ-invariant, we
have that J is contained in I =
⋂
y∈Γ·xmy. So Aξ = Jξ ⊆ Iξ. Thus Iξ = Aξ. By
(4.6) we have Γx 6= {1}, which contradicts the fact that Γ acts freely on X .
(b) ⇒ (a): Assume Γ does not act freely on X . Then there exists a point
x ∈ Xrat such that Γx 6= {1}. Let I =
⋂
y∈Γ·xmy. By (4.5), we have Aξ = Iξ for
all ξ ∈ Ξ \ Ξx. Choose some ξ ∈ Ξ \ Ξx (which is possible since Γx 6= {1}). Then
AξA−ξ = IξA−ξ ⊆ I0 6= A0.
(b) ⇒ (c): Assume (b) is true. Fix τ, ξ ∈ Ξ. It is clear that AτAξ ⊆ Aτ+ξ for
all τ, ξ. By (b), we can write
1 =
∑n
i=1 figi, fi ∈ A−ξ, gi ∈ Aξ.
Then, for all p ∈ Aτ+ξ, we have
p = p (
∑n
i=1 figi) =
∑n
i=1(pfi)gi ∈ AτAξ.
(c)⇒ (d): Suppose (c) holds. Let I be a Γ-invariant ideal of A and ξ1, . . . , ξn ∈
Ξ. Set ξ =
∑
ξi. It is clear that
∏
Iξi ⊆ (I
n)ξ and so it suffices to prove the
reverse inclusion. Since (In)ξ is the sum of all
∏n
i=1 Iτi for which
∑
τi = ξ, it is
enough to show that
∏n
i=1 Iτi ⊆
∏n
i=1 Iξi for all τ1, . . . , τn ∈ Ξ satisfying
∑
τi = ξ.
It follows from (c) that
∏n
i=1 Aξi−τi = A0. Thus we can write
1 =
∑m
i=1 fi,1 · · · fi,n, fi,j ∈ Aξj−τj , i = 1, . . . ,m, j = 1, . . . , n.
Then for any pi ∈ Iτi , 1 ≤ i ≤ n, we have∏n
i=1 pi = (
∑m
i=1 fi,1 · · · fi,n)
∏n
i=1 pi =
∑m
i=1(p1fi,1) · · · (pnfi,n) ∈
∏n
i=1 Iξi .
It is obvious that (d) ⇒ (c) and (c) ⇒ (b) and so the proof is complete.
Now,
Kx = {α ∈ g⊗A : α(x) = 0}
Γ = (g⊗ I)Γ =
⊕
ξ∈Ξ gξ ⊗ I−ξ,
M/Kx ∼=
⊕
ξ∈Ξ
(
gξ ⊗A−ξ
/
I−ξ
)
∼=
⊕
ξ∈Ξx
gξ ⊗ (A/I)−ξ, (4.7)
K′x =
⊕
ξ∈Ξ (K
′
x)ξ, where (K
′
x)ξ =
∑
τ∈Ξ[gτ , gξ−τ ]⊗ I−τ Iτ−ξ.
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The ideal I2 is Γ-invariant since I is. We define
Qx := (g⊗ I
2)Γ =
⊕
ξ∈ΞQξ, where Qξ = gξ ⊗ (I
2)−ξ,
which is a Ξ-graded ideal of M containing K′x. Thus
K′x E Qx E Kx EM.
Now,
gx =
⊕
ξ∈Ξx
gxξ (4.8)
is a Ξx-graded Lie algebra. We know that g
x ∼= M/Kx acts on Kx,ab, an action
induced by the adjoint action of M on the ideal Kx. Since Qx is an ideal of M,
the action of M on Kx,ab leaves Qx/K
′
x invariant, so that M/Kx also acts on the
quotient
Kx,ab
/
Qx
/
K′x
∼= Kx/Qx ∼=
⊕
ξ∈Ξ gξ ⊗ (I/I
2)−ξ. (4.9)
The action of gx on Kx/Qx is given in terms of the elements eτ used in the iso-
morphism (4.4) as follows:
lτ · (uξ ⊗ v−ξ) = [lτ , uξ]⊗ e−τ · v−ξ ∈ gτ+ξ ⊗ (I/I
2)−(τ+ξ), (4.10)
for lτ ∈ g
x
τ , uξ ∈ gξ and v−ξ ∈ (I/I
2)−ξ.
Lemma 4.5 (Decomposition of the gx-module Kx/Qx, Γ abelian). We have
a decomposition of gx-modules
Kx/Qx =
⊕
ω∈Ξ/Ξx
(Kx/Qx)ω,
and
(Kx/Qx)ω ∼= gω ⊗ (I/I
2)−aω
as gx-modules, where aω is any representative of the coset ω ∈ Ξ/Ξx, and where
gx acts trivially on each (I/I2)−aω . In particular
(Kx/Qx)Ξx
∼= gx ⊗ (I/I2)0
as gx-modules. For every gx-module V we have
Homgx(Kx/Qx, V ) ∼=
⊕
ω∈Ξ/Ξx
Homgx(gω, V )⊗ (I/I
2)∗−aω . (4.11)
Proof. The first part is a direct consequence of Lemma 4.1. Then (4.11) follows
immediately.
Remark 4.6. Since the space I/I2 is finite-dimensional, one could replace (I/I2)∗−aω
by (I/I2)−aω in (4.11). We choose to keep the dual because of the geometric in-
terpretation as the tangent space (as opposed to the cotangent space).
The exact sequence
0→ Qx/K
′
x → Kx,ab → Kx/Qx → 0
of gx-modules gives rise to the exact sequence of gx-modules
0→ Homgx(Kx/Qx, V )→ Homgx(Kx,ab, V )→ Homgx(Qx/K
′
x, V )
→ Ext1gx(Kx/Qx, V )→ · · ·
(4.12)
for any gx-module V .
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Proposition 4.7 (Γ abelian). Let V1 and V2 be irreducible finite-dimensional
evaluation representations supported on the orbit Γ ·x, x ∈ Xrat, with g
x semisim-
ple. Then, with the above notation,
Ext1M(V1, V2)
∼=Homgx(Qx/K
′
x, V
∗
1 ⊗ V2)
⊕
(⊕
ω∈Ξ/Ξx
Homgx(gω, V
∗
1 ⊗ V2)⊗ (I/I
2)∗−aω
)
,
(4.13)
where aω is any representative of the coset ω ∈ Ξ/Ξx.
Proof. We abbreviate V = V ∗1 ⊗V2. Recall from Theorem 3.9 that Ext
1
M(V1, V2)
∼=
Homgx(Kx,ab, V ). The claim therefore follows from (4.11) and the exact sequence
(4.12) as soon as we show that Ext1gx(Kx/Qx, V ) = 0. To prove this, we use the
gx-module decomposition of Kx/Qx established in Lemma 4.5 and the fact that
Ext commutes with finite sums ([Wei94, Prop. 3.3.4]):
Ext1gx(Kx/Qx, V )
∼=
⊕
ω∈Ξ/Ξx
Ext1gx(gω ⊗ (I/I
2)−aω , V ).
The gx-module gω ⊗ (I/I
2)−aω is a direct sum of submodules Mβ
∼= gω for β in
some set B. Hence
Ext1gx(gω ⊗ (I/I
2)−aω , V )
∼=
⊕
β∈B Ext
1
gx(gω, V ) = 0
since Ext1gx(gω, V ) = 0 by semisimplicity of g
x.
Corollary 4.8 (Γ abelian, Γx trivial). Suppose g is semisimple and x ∈ Xrat
is such that Γx is trivial. Then for any two evaluation modules V1, V2 with support
contained in Γ · x we have
Ext1M(V1, V2)
∼= Homg(Qx/K
′
x, V
∗
1 ⊗ V2)⊕
(
Homg(g, V
∗
1 ⊗ V2)⊗ (I/I
2)∗0
)
.
Proof. This is immediate from (4.13) since gx = g and Ξx = Ξ.
The following result generalizes [Kod10, Prop. 3.1], where the case of a trivial
group Γ is considered.
Proposition 4.9 (Γ abelian and acting freely on X). Suppose Γ acts freely
on X and g is semisimple. Then for any two evaluation modules V1, V2 at x we
have
Ext1M(V1, V2)
∼= Homg(g, V
∗
1 ⊗ V2)⊗ (mx/m
2
x)
∗.
Proof. Let I =
⋂
y∈Γ·xmy. By Lemma 4.4, we have Iτ Iξ = (I
2)τ+ξ for all τ, ξ ∈ Ξ.
Then
(K′x)ξ = (
∑
λ[gλ, gξ−λ])⊗ (I
2)−ξ = gξ ⊗ (I
2)−ξ = Qξ, for all ξ ∈ Ξ.
By Corollary 4.8, we then have
Ext1M(V1, V2)
∼= Homg(g, V
∗
1 ⊗ V2)⊗ (I/I
2)∗0.
Since the group Γ acts freely on X , we have
(I/I2)0 =
(⋂
y∈Γ·xmy/
⋂
y∈Γ·xm
2
y
)
0
∼=
(⊕
y∈Γ·x
my/m
2
y
)
0
∼= mx/m
2
x
and the result follows.
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Remark 4.10. The proof of Proposition 4.9 shows that K′x = Qx when g is semisim-
ple and Iτ Iξ = (I
2)τ+ξ for all τ, ξ ∈ Ξ, where I =
⋂
y∈Γ·xmy. Another condition
ensuring that K′x = Qx is that the grading on g be strong, that is, [gτ , gξ] = gτ+ξ
for all τ, ξ ∈ Ξ. Indeed, if this is the case, then
(K′x)ξ = gξ ⊗
(∑
µ I−µIµ−ξ
)
= gξ ⊗ (I
2)−ξ = Qξ for all ξ ∈ Ξ.
Note that, since this condition is independent of the point x, it implies that K′x =
Qx for all x ∈ Xrat.
Example 4.11. To show that in general K′x ( Qx we use Example 3.4. For any
point x ∈ Xrat we have
K′x =
(
g0,ss ⊗ (I
2
0 + I
2
1 )
)
⊕ (g0,ab ⊗ I
2
1 )⊕ (g1 ⊗ I0I1),
Qx =
(
g0,ss ⊗ (I
2
0 + I
2
1 )
)
⊕
(
g0,ab ⊗ (I
2
0 + I
2
1 )
)
⊕ (g1 ⊗ I0I1), and so
Qx/K
′
x = g0,ab ⊗ (I
2
0 + I
2
1 )/I
2
1 .
Hence
Qx = K
′
x ⇐⇒ g0,ab = 0 or I
2
0 ⊆ I
2
1 ⇐⇒ Nx = Kx,
where the last equivalence follows from Example 3.4. We note that g0,ab 6= 0 and
I20 6⊆ I
2
1 in case M is the Onsager algebra and x 6= ±1. Indeed, in the notation of
Section 6.3, set a = x+ x−1. Then I0 = (z − a)A0 and I1 = (z − a)yA0. Hence
I21 = (z − a)
2y2A0 = (z − a)
2(z − 2)(z + 2)A0 ( (z − a)
2A0 = I
2
0 .
5. Block decompositions
In this section we investigate the block decomposition of the category of finite-
dimensional representations of an equivariant map algebra. We first recall some
basic facts about block decompositions in general.
Let C be an abelian category in which every object has finite length (for instance,
the category F of finite-dimensional representations of an equivariant map algebra
is such a category). Then it is well known that every object can be written uniquely
(up to isomorphism) as a direct sum of indecomposable objects.
Definition 5.1 (Linked). Two indecomposable objects V1 and V2 are linked if
there is no decomposition C = C1⊕C2 as a sum of two abelian subcategories, such
that V1 ∈ C1, V2 ∈ C2.
It is easy to see that linkage is an equivalence relation.
Proposition 5.2. Let B be the set of equivalence classes of linked indecomposable
objects. For α ∈ B, let Cα be the full subcategory of C consisting of direct sums of
objects from α. Then C =
⊕
α∈B Cα and this is the unique decomposition of C into
a sum of indecomposable abelian subcategories.
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Definition 5.3 (Block decomposition). In the setting of Proposition 5.2, the
subcategories Cα are called the blocks of C and the decomposition C =
⊕
α Cα is
called the block decomposition of C.
By the Jordan-Ho¨lder Theorem, one can uniquely specify the irreducible objects
(with multiplicity) which occur as constituents of any X ∈ C.
Definition 5.4 (Ext-blocks). On the set of irreducible objects of C, consider the
smallest equivalence relation such that two irreducible objects V, V ′ are equivalent
whenever they are isomorphic or Ext1C(V, V
′) 6= 0. We call the equivalence classes
for this equivalence relation ext-blocks and let Bext(C) denote the set of ext-blocks.
For b ∈ Bext(C), let Cb denote the full subcategory of C whose objects are precisely
those objects in C whose constituents all lie in b.
For any objectM in C and ext-block b, letMb denote the sum of all submodules
of M contained in Cb. Note that Mb is the largest submodule with this property.
Lemma 5.5. For any objects M,M ′ in C, we have
(a) M =
⊕
b∈Bext(C)
Mb, and
(b) HomM(M,M
′) =
⊕
b∈Bext(C)
HomM(Mb,M
′
b).
Proof. This is proven in [Jan03, p. II.7.1] in the setting of representations of alge-
braic groups. The proof there immediately translates to the current setting.
Corollary 5.6. The Cb, b ∈ Bext(C), are the blocks of C.
Proposition 5.7. Let L1, L2 be Lie algebras. We denote by F1,F2 and F the
category of finite-dimensional representations of L1, L2 and L = L1 ⊞ L2 respec-
tively. Let Bi, i = 1, 2, and B be the blocks of the categories Fi and F . The map,
which assigns to irreducible Li-modules Vi in Fi the block of V1⊗V2 in F , induces
a bijection between B1 × B2 and B.
Proof. To describe B it suffices by Corollary 5.6 to describe the ext-blocks of F .
That they are given as stated is immediate from Proposition 2.7.
Example 5.8. We can apply Proposition 5.7 to an equivariant map algebra M =
M(X, g)Γ. Recall the decomposition (3.4). The finite-dimensional irreducible rep-
resentations of the abelian Lie algebra M(X, gab)
Γ are all one-dimensional. Corol-
lary 2.5 then shows that the blocks are naturally enumerated by (M(X, gab)
Γ)∗,
and so by Proposition 5.7 there is a natural bijection
B
(
M(X, g)Γ
)
∼= B
(
M(X, gss)
Γ
)
× (M(X, gab)
Γ)∗, (5.1)
where B
(
M(X, g)Γ
)
and B
(
M(X, gss)
Γ
)
denote the blocks of the categories of
finite-dimensional M(X, g)Γ-modules and M(X, gss)
Γ-modules respectively. The
decomposition (3.4) is also helpful in deciding if M is extension-local, as defined
below.
Definition 5.9 (Category Feval and spectral characters). Let Feval be the
full subcategory of F consisting of modules whose constituents are evaluation
modules. For x ∈ Xrat, we define Fx to be the full subcategory of Feval whose
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objects are those modules whose constituents are (finite-dimensional) evaluation
modules with support contained in Γ · x.
Let Bx be the set of blocks of the category Fx. For γ ∈ Γ, the categories Fx
and Fγ·x are the same and so Bx = Bγ·x. We can thus define an action of Γ on
Beval :=
⊔
x∈Xrat
Bx by letting γ : Bx → Bγ·x, γ ∈ Γ, be the identification. If χ is
a map from Xrat to Beval, mapping x ∈ Xrat to an element of Bx, we define the
support of χ to be
Suppχ = {x ∈ Xrat : χ(x) 6= 0},
where here 0 denotes the block of the trivial module. LetBeval be the set of finitely
supported equivariant maps from Xrat to Beval, mapping x ∈ Xrat to an element
of Bx. Adopting terminology from [CM04] and [Kod10] for the special case where
M = g⊗A and g is semisimple, we call elements of Beval spectral characters.
For ψ ∈ E , define χψ ∈ Beval by letting χψ(x), x ∈ Xrat, be the block containing
the isomorphism class ψ(x). If V is an object of Feval such that there exists χ ∈
Beval with the property that χψ = χ for every (isomorphism class of) irreducible
constituent evψ of V , then we say V has spectral character χ. For χ ∈ Beval, let
Fχeval be the full subcategory of Feval containing precisely the objects with spectral
character χ.
Lemma 5.10. Two irreducible evaluation modules in Feval are in the same ext-
block if and only if they have the same spectral character.
Proof. We first prove that any two irreducible evaluation modules with the same
spectral character lie in the same ext-block. Let ψ, ψ′ ∈ E be such that χψ = χψ′ ,
and let V, V ′ be evaluation representations corresponding to ψ, ψ′ respectively.
Write V =
⊗
x∈x Vx and V
′ =
⊗
x∈x V
′
x for some x ∈ X∗ (allowing Vx or V
′
x
to be trivial if necessary). We prove the result by induction on the number n of
points x ∈ Suppψ ∪ Suppψ′ where ψ(x) 6= ψ′(x). If n = 0, then V ∼= V ′ and the
result is clear. Suppose n ≥ 1 and choose a point y ∈ Suppψ ∪ Suppψ′ such that
ψ(y) 6= ψ′(y). Thus Vy 6∼= V
′
y . Since χψ = χψ′ , we know that Vy and V
′
y lie in the
same ext-block of Fy. Thus there exists a sequence
Vy = V
0
y , V
1
y , . . . , V
ℓ
y = V
′
y
of irreducible objects of Fy such that Ext
1
M(V
i
y , V
i+1
y ) 6= 0 or
Ext1M(V
i+1
y , V
i
y ) 6= 0 for all i = 0, . . . , ℓ − 1. For i = 0, . . . , ℓ, define V
i = V iy ⊗⊗
x∈x\{y} Vx. By Theorem 3.7, we have Ext
1
M(V
i, V i+1) 6= 0 or Ext1M(V
i+1, V i) 6=
0 for all i = 0, . . . , ℓ − 1. Thus V = V 0 and V l lie in the same block. If ψ′′ is the
element of E corresponding to the evaluation representation V l, we have that ψ′′
and ψ′ differ at n − 1 points. By the inductive hypothesis, V l and V ′ lie in the
same block. Hence V and V ′ lie in the same block, completing the inductive step.
Next we prove that any two irreducible evaluation modules in the same ext-
block have the same spectral character. Let V, V ′ be irreducible modules in the
same ext-block corresponding to ψ, ψ′ ∈ E , respectively. It suffices to consider the
case where V 6∼= V ′ and Ext1M(V, V
′) 6= 0. By Theorem 3.7, ψ and ψ′ differ on
exactly one orbit Γ · x0 and
Ext1M(Vx0 , V
′
x0)
∼= Ext1M(V, V
′) 6= 0.
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Thus Vx0 and V
′
x0 lie in the same block of Fx0 and χψ = χψ′ .
Proposition 5.11 (Block decomposition of Feval). The F
χ
eval, χ ∈ Beval, are
the blocks of Feval. Thus Feval =
⊕
χ∈Beval
Fχeval is the block decomposition of
Feval.
Proof. This follows immediately from Corollary 5.6 and Lemma 5.10.
Remark 5.12. Suppose gx is semisimple for some x ∈ Xrat and fix a triangular de-
composition and a set of simple roots of gx. Then the irreducible finite-dimensional
modules of gx are parameterized (according to their highest weight) by the set P+x
of dominant weights of gx. Thus Bx is always isomorphic to some quotient P¯
+
x of
P+x with respect to the equivalence relation defining ext-blocks. In many specific
examples of equivariant map algebras, we can give a precise description of this
quotient (see Section 6).
Even though Bx = Bγ·x for all x ∈ Xrat and γ ∈ Γ, the isomorphism Bx ∼= P¯
+
x
depends on x. It is well known that for a semisimple Lie algebra s, Aut s ∼=
Int s⋊Out s, where Int s is the group of inner automorphisms of s and Out s is the
group of diagram automorphisms of s. The diagram automorphisms act naturally
on P+, the set of dominant weights of s. If ρ is an irreducible representation of s of
highest weight λ ∈ P and γ is an automorphism of s, then ρ◦γ−1 is the irreducible
representation of s of highest weight γOut · λ, where γOut is the outer part of the
automorphism γ (see [Bou75, VIII, §7.2, Rem. 1]). So the group Γ acts naturally
on each P+ via the quotient Aut s ։ Out s. In the case that Γ acts freely on X
(so that gx = g for all x ∈ Xrat), g is semisimple, and P¯
+ := P¯+x = P¯
+
y for all
x, y ∈ Xrat, the set Beval can then be identified with the set of finitely-supported
equivariant maps from X to P¯+. For example, we will see that this is the case
when Γ is abelian (and acts freely on X), in which case P¯+ ∼= P/Q. In particular,
this holds for untwisted map algebras and multiloop algebras (see Section 6).
Definition 5.13 (Extension-local). We say an equivariant map algebra M is
extension-local if Ext1M(V, kλ) = 0 whenever V is an irreducible finite-dimensional
evaluation representation and kλ is any one-dimensional representation that is
not an evaluation representation. Equivalently, by (2.4), M is extension-local if
H1(M, V ⊗ kλ) = 0 for V and kλ as above.
Remark 5.14. If all irreducible finite-dimensional representations of M are evalua-
tion representations, then M is extension-local. This is the case, for example, if M
is perfect and in all of the main examples of equivariant map algebras, including
untwisted map algebras, multiloop algebras, and generalized Onsager algebras (see
[NSS12] and Section 6). It is also immediate from Corollary 2.5 that an abelian
equivariant map algebra M is extension-local. In fact, the authors are not aware
of any equivariant map algebras that are not extension-local.
Lemma 5.15. Let M = M1⊞M2 be a direct product of equivariant map algebras,
either of the form Mi = M(Xi, g)
Γ where X = X1 ⊔ X2 is a disjoint union of
Γ-invariant affine schemes, or of the form Mi =M(X, gi)
Γ where g = g1⊞g2 is a
direct product of Γ-invariant ideals gi. Then M is extension-local if and only if both
M1 and M2 are so. In particular, an equivariant map algebra M is extension-local
if and only if M(X, gss)
Γ is extension-local.
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Proof. Suppose that M1 and M2 are extension-local, and let V be an irreducible
finite-dimensional evaluation representation and kλ any one-dimensional represen-
tation of M. Obviously, kλ ∼= kλ1 ⊗ kλ2 for λi = λ|Mi . Similarly, it follows from
our assumptions on the Mi that V ∼= V1⊗V2 where Vi, i = 1, 2, are evaluation rep-
resentations of Mi respectively. Indeed, in the first case we decompose x = x1⊔x2
with xi = x∩Xi and get g
x = gx1 ⊞ gx2 . In the second case, we get gx = gx1 ⊞ g
x
2 .
Hence, by Proposition 2.7(b),
Ext1M(V, kλ)
∼=
(
(V ∗1 ⊗kλ1)
M1⊗Ext1M2(V2, kλ2)
)
⊕
(
Ext1M1(V1, kλ1)⊗(V
∗
2 ⊗kλ2)
M2
)
.
(5.2)
If Ext1M(V, kλ) 6= 0, say (V
∗
1 ⊗ kλ1)
M1 ⊗ Ext1M2(V2, kλ2) 6= 0, then V1
∼= kλ1 is an
evaluation representation by Lemma 2.2. Since Ext1M2(V2, kλ2) 6= 0, kλ2 is also an
evaluation representation since M2 is extension-local. But then so is kλ.
Conversely, assume that M is extension-local. By symmetry it is enough to
prove that M1 is also extension-local. Let V1 be an evaluation representation
and kλ1 a one-dimensional representation of M1 that is not an evaluation rep-
resentation. Put V2 = k0 and λ2 = 0. Then kλ ∼= kλ1 ⊗ kλ2 is not an eval-
uation representation of M, while V = V1 ⊗ V2 is so. Hence Ext
1
M(V, kλ) = 0
since M is extension-local. But then Ext1M1(V1, kλ1) = 0 follows from (5.2) since
(V ∗2 ⊗ kλ2)
M2 ∼= kM20 = k0 6= 0.
The remaining assertion is immediate from the fact that the abelian algebra
M(X, gab)
Γ is extension-local.
Note that under the identification of M∗ab with one-dimensional representations
of M, vector addition in M∗ab corresponds to the tensor product of representa-
tions. It follows that the space of one-dimensional evaluation representations is a
vector subspace of M∗ab, which we will denote by M
∗
ab,eval. We fix a vector space
complement M∗ab,noneval so that M
∗
ab = M
∗
ab,eval ⊕M
∗
ab,noneval.
Remark 5.16. If the set X˜ = {x ∈ Xrat : [g
x, gx] 6= gx} is finite, there is a canonical
choice of complement. Namely, fix a set x of points of Xrat containing exactly
one point from each Γ-orbit in X˜. Then, by [NSS12, (5.8)], we have M∗ab
∼=
M∗ab,eval⊕M
∗
ab,noneval, whereM
∗
ab,eval =
(⊕
x∈x g
x/[gx, gx]
)∗
andM∗ab,noneval is the
dual of the kernel of the canonical map M/[M,M] ։
⊕
x∈x g
x/[gx, gx] induced
by evaluation at x.
Definition 5.17 (Spectral characters). Let B = Beval × M
∗
ab,noneval. Using
Remark 1.2(b), every irreducible finite-dimensional representation of M can be
written as Veval⊗kλ for Veval ∈ Feval (unique up to isomorphism and corresponding
to some ψ ∈ E) and unique λ ∈ M∗ab,noneval. Note that this factorization depends
on the choice of the complement M∗ab,noneval. For such a representation, we define
χψ,λ = (χψ, λ) ∈ B. If V is an object of F such that there exists χ ∈ B with the
property that χψ,λ = χ for every (isomorphism class of) irreducible constituent
evψ ⊗λ of V , we say V has spectral character χ. Under the natural embedding of
Beval into B via χ 7→ (χ, 0), this definition of spectral character restricts to the
previous one (Definition 5.9). For χ ∈ B, let Fχ be the full subcategory of F
containing precisely the objects with spectral character χ.
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We note that the decomposition B = Beval ×M
∗
ab,noneval of Definition 5.17 is
different from the one in (5.1).
Lemma 5.18. If M is extension-local, then two irreducible modules in F are in
the same ext-block if and only if they have the same spectral character.
Proof. We first prove that any two irreducible modules with the same spectral
character lie in the same ext-block. Suppose V ⊗ kλ and V
′ ⊗ kλ′ have the same
spectral character for some V, V ′ ∈ Feval and λ, λ
′ ∈ M∗ab,noneval. It follows from
Definition 5.17 that V and V ′ also have the same spectral character and that λ =
λ′. Thus, by Lemma 5.10, V and V ′ are in the same ext-block of Feval. Therefore,
there exists a sequence V = V 0, V 1, . . . , V ℓ = V ′ such that Ext1M(V
i, V i+1) 6= 0
or Ext1M(V
i+1, V i) 6= 0 for 0 ≤ i < ℓ. Then, for 0 ≤ i < ℓ,
Ext1M(V
i ⊗ kλ, V
i+1 ⊗ kλ′) = Ext
1
M(V
i, V i+1) 6= 0, or
Ext1M(V
i+1 ⊗ kλ′ , V
i ⊗ kλ) = Ext
1
M(V
i+1, V i) 6= 0.
Thus V ⊗ kλ and V
′ ⊗ kλ lie in the same ext-block.
Next we prove that any two irreducible modules in the same ext-block have
the same spectral character. Let V ⊗ kλ and V
′ ⊗ kλ′ be two irreducible modules
in the same ext-block with V, V ′ ∈ Feval and λ, λ
′ ∈ M∗ab,noneval. Then there
exist sequences V = V 0, V 1, . . . , V ℓ = V ′ in Feval and λ = λ
0, λ1, . . . , λℓ = λ′ in
M∗ab,noneval such that Ext
1
M(V
i⊗kλi , V
i+1⊗kλi+1) 6= 0 or Ext
1
M(V
i+1⊗kλi+1 , V
i⊗
kλi) 6= 0 for 0 ≤ i < ℓ. Thus Ext
1
M(V
i ⊗ (V i+1)∗, kλi+1−λi) 6= 0 or Ext
1
M(V
i+1 ⊗
(V i)∗, kλi−λi+1) 6= 0 for 0 ≤ i < ℓ. Since M is extension-local, this implies that
kλi+1−λi is an evaluation module for each 0 ≤ i < ℓ. But then λ
i+1−λi ∈M∗ab,eval
and so λi+1−λi = 0. Therefore λ = λ0 = λ1 = · · · = λℓ = λ′. This in turn implies
that Ext1M(V
i, V i+1) 6= 0 or Ext1M(V
i+1, V i) 6= 0 for 0 ≤ i < ℓ. Therefore V
and V ′ are in the same ext-block of Feval and so have the same spectral character
by Lemma 5.10. It follows that V ⊗ kλ and V
′ ⊗ kλ′ have the same spectral
character.
Theorem 5.19 (Block decomposition of F). For an extension-local equivari-
ant map algebra M, the Fχ, χ ∈ BX , are the blocks of F . Thus F =
⊕
χ∈BX
Fχ
is the block decomposition of F .
Proof. This follows immediately from Corollary 5.6 and Lemma 5.18.
6. Applications
In this section, we apply our results on extensions and block decompositions
to various specific examples of equivariant map algebras which have a prominent
place in the literature.
6.1. Free abelian group actions and multiloop algebras
Suppose that the group Γ is abelian and acts freely on X . As noted in Section 4,
we have a decomposition
M =
⊕
ξ∈Ξ gξ ⊗A−ξ,
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where Ξ is the character group of Γ. Since the action of Γ must preserve gab and
gss, we also have decompositions gab =
⊕
ξ∈Ξ gab,ξ and gss =
⊕
ξ∈Ξ gss,ξ. Using
Lemma 4.4, we have
M′ =
⊕
ξ,τ∈Ξ[gξ, gτ ]⊗A−ξ−τ =
⊕
ξ∈Ξ
(⊕
τ∈Ξ[gτ , gξ−τ ]
)
⊗A−ξ
=
⊕
ξ∈Ξ gss,ξ ⊗A−ξ = (gss ⊗A)
Γ = M(X, gss)
Γ.
Therefore
Mab ∼=
⊕
ξ∈Ξ gab,ξ ⊗A−ξ = (gab ⊗A)
Γ = M(X, gab)
Γ.
We thus have
M ∼= M′ ⊞Mab,
where M′ is perfect (i.e. M′ = M), as is easily seen by computations similar to
the above.
Lemma 6.1. If M is an equivariant map algebra with g semisimple and Γ abelian
and acting freely on X, then M is perfect. Thus M has no nontrivial one-
dimensional representations and all irreducible finite-dimensional representations
of M are evaluation representations.
Proof. The first statement follows immediately from the above discussion. The
second is then a result of Proposition 1.1.
Corollary 6.2. If Γ is abelian and acts freely on X, then M is extension-local.
Proof. This follows easily from Lemmas 5.15 and Lemma 6.1.
By the above discussion and Proposition 3.11, to describe the extensions be-
tween irreducibles, it suffices to consider the case where g is semisimple, and hence
M is perfect.
Proposition 6.3 (Extensions for Γ abelian and acting freely on X). Sup-
pose g is semisimple and V, V ′ are irreducible finite-dimensional representations
of M. Write V =
⊗
x∈x Vx and V
′ =
⊗
x∈x V
′
x for some x ∈ X∗ and evaluation
representations Vx, V
′
x at x ∈ x. Then we have the following description of the
extensions of V by V ′.
(a) If Vx 6∼= V
′
x for more than one x ∈ x, then Ext
1
M(V, V
′) = 0.
(b) If Vx0 6
∼= V ′x0 for some x0 ∈ x, and Vx
∼= V ′x for all x ∈ x \ {x0}, then
Ext1M(V, V
′) = Homg(g, V
∗
x0 ⊗ V
′
x0)⊗ (mx0/m
2
x0)
∗.
(c) If V ∼= V ′, then
Ext1M(V, V
′) =
⊕
x∈xHomg(g, V
∗
x ⊗ V
′
x)⊗ (mx/m
2
x)
∗.
Proof. Parts (a) and (b) follow from Theorem 3.7 and Proposition 4.9. Part (c) is
a consequence of Proposition 4.9 and Theorem 3.7(c), where we note that Mab =
0.
Because of their prominence in the literature, we state for reference the special
case where M is a multiloop algebra.
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Corollary 6.4 (Extensions for multiloop algebras). Suppose
M = (g, σ1, . . . , σn,m1, . . . ,mn)
is a multiloop algebra as in Example 1.4, and V, V ′ are irreducible finite-dimensional
representations of M. Write V =
⊗
x∈x Vx, V
′ =
⊗
x∈x V
′
x for some x ∈ X∗ and
(possibly trivial) evaluation representations Vx, V
′
x at x ∈ x.
(a) If Vx 6∼= V
′
x for more than one x ∈ x, then Ext
1
M(V, V
′) = 0.
(b) If Vx0 6
∼= V ′x0 for some x0 ∈ x, and Vx
∼= V ′x for all x ∈ x \ {x0}, then
Ext1M(V, V
′) ∼= Homg(g, V
∗
x0 ⊗ V
′
x0)⊗ k
n.
(c) If V ∼= V ′, then
Ext1M(V, V )
∼=
⊕
x∈xHomg(g, V
∗
x ⊗ Vx)⊗ k
n.
Proof. In the case of the multiloop algebra, we have (mx/m
2
x)
∗ ∼= kn for all x ∈
Xrat. The result then follows from Proposition 6.3.
Remark 6.5 (Extensions for untwisted map algebras). Note that Proposition 6.3
also describes the extensions for untwisted map algebras since for these the group
Γ = {1} clearly acts freely on X . In this case, Proposition 6.3 specializes to
[Kod10, Th. 3.6] (see also [CG05, §3.8]).
Proposition 6.6 (Block decompositions for Γ abelian and acting freely on X).
Suppose that for all x ∈ Xrat, the tangent space (mx/m
2
x)
∗ 6= 0. For example, as-
sume that X is an irreducible algebraic variety of positive dimension. Then the
blocks of M are naturally enumerated by Bss ×
(
M(X, gab)
Γ
)∗
, where Bss is the
set of spectral characters for M(X, gss)
Γ, which can be identified with the set of
finitely-supported equivariant maps Xrat → P/Q (see Remark 5.12 for a descrip-
tion of the action of Γ on P/Q).
Proof. By Example 5.8, it suffices to consider the case where g is semisimple. Then
Proposition 4.9 implies that for V, V ′ irreducible evaluation modules at x ∈ Xrat,
we have
Ext1M(V, V
′) 6= 0 ⇐⇒ Homg(g⊗ V, V
′) 6= 0.
Thus, the conditions for a non-vanishing Ext-group are the same as for the un-
twisted map algebra. The fact that Bx ∼= P/Q then follows from [CM04, Prop. 1.2]
(or from Corollary A.4 with U = g, hence Span
Z
wtU = Q). The remainder of
the statement is an immediate consequence of Theorem 5.19 (or Proposition 5.11)
and the fact that M is perfect and hence has no nontrivial one-dimensional repre-
sentations.
Corollary 6.7 (Blocks for multiloop algebras). The blocks of the category F
of finite-dimensional representations of the multiloop algebra
M(g, σ1, . . . , σn,m1, . . . ,mn),
g semisimple, are naturally enumerated by finitely-supported equivariant maps from
X to P/Q.
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Proof. This follows immediately from Proposition 6.6 since g is semisimple.
Remark 6.8. A special case of multiloop algebras are the untwisted and twisted
loop algebras. For them, block decompositions were described in [CM04] and
[Sen10] respectively.
Corollary 6.9 (Blocks for untwisted map algebras). Suppose that, for all
x ∈ Xrat, the tangent space (mx/m
2
x)
∗ 6= 0. For example, assume that X is an
irreducible algebraic variety of positive dimension. Then the blocks of the category
F of finite-dimensional representations of an untwisted map algebra g⊗A are nat-
urally enumerated by Bss × (gab ⊗ A)
∗ where Bss is the set of finitely-supported
maps from X to P/Q.
Proof. This is an immediate consequence of Proposition 6.6.
6.2. Order two groups
With an aim towards describing extensions and block decompositions for the gen-
eralized Onsager algebras, we consider in this subsection the case where the group
Γ is of order two (see Example 1.5).
Let M = M(X, g)Γ be an equivariant map algebra with Γ = {1, σ} a group
of order two, and g reductive. By Proposition 3.11, the extensions between ir-
reducible finite-dimensional representations of M are determined by extensions
between representations of M(X, gss)
Γ. By Example 5.8, the same is true for the
blocks of F .
A simple ideal s of g is either invariant under the action of σ or is mapped onto
another simple ideal. In the latter case, (s⊕ σ(s), σ) ∼= (s⊞ s, ex) as algebras with
involutions, where ex is the exchange involution of s⊞s defined by ex(u, v) = (v, u).
Therefore,M is a direct product of equivariant map algebras of typeM(X, l)Γ with
l simple or with l = s⊞ s and σ acting by ex. In view of Propositions 2.7 and 5.7
it is therefore enough to consider these two cases separately.
Lemma 6.10. Suppose M = M(X, g)Γ where g = s⊞ s for a simple Lie algebra
s and σ acting on g by the exchange involution. Then M is perfect, and for two
evaluation representations V, V ′ with support in Γ · x, we have
Ext1M(V, V
′) ∼=
{
Homg(g, V
∗ ⊗ V ′)⊗ (I/I2)∗0, x /∈ X
Γ
rat,
Homs(s, V
∗ ⊗ V ′)⊗ (I/I2)∗, x ∈ XΓrat,
where I = {a ∈ A : a(Γ · x) = 0} and XΓrat = {x ∈ Xrat : σ · x = x} is the set of
Γ-fixed points of Xrat.
Proof. It is easy to see that g = g0 ⊕ g1 is a strong grading. Thus M is perfect
and, by Remark 4.10, K′x = Qx for all x ∈ Xrat. The formula for the extensions
then follows from Proposition 4.7.
Lemma 6.11. Suppose M = M(X, g)Γ where g = s⊞ s for a simple Lie algebra
s and σ acting on g by the exchange involution. Furthermore, suppose that for
all x ∈ Xrat, the tangent space (mx/m
2
x)
∗ 6= 0. Then the set of blocks Bx of the
category Fx is
Bx ∼=
{
P/Q, x /∈ XΓrat,
P0/Q0, x ∈ X
Γ
rat,
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where P0 and Q0 are the weight and root lattices of s respectively. Furthermore,
the blocks of F are naturally enumerated by the set of finitely supported equivariant
maps
Xrat → (P/Q) ⊔ (P0/Q0)
such that x is mapped to P/Q if x /∈ XΓrat and to (P0/Q0) if x ∈ X
Γ
rat.
Proof. Let I = {a ∈ A : a(Γ · x) = 0}. If x ∈ XΓrat, then I = mx and I/I
2 =
mx/m
2
x 6= 0, hence (I/I
2)∗ 6= 0. On the other hand, if x /∈ XΓrat, then I =
mx ∩ mσ·x and I/I
2 ∼= (mx/m
2
x) ⊕ (mσ·x/m
2
σ·x), with σ acting by interchanging
the two summands. Thus (I/I2)∗0 6= 0. The description of Bx then follows from
Lemma 6.10 and [CM04, Prop. 1.2] (or Corollary A.4). Since M is perfect (hence
extension-local) by Lemma 6.10, the description of the blocks is a consequence of
Theorem 5.19 (or Proposition 5.11).
We now turn our attention to the remaining case where g is simple. Note that
if g0 is semisimple, one easily sees that M is perfect. For a point x ∈ Xrat, let
mx¯ = mx ∩ A0 denote the maximal ideal of A0 corresponding to the image x¯ of x
in the quotient X//Γ = SpecA0 = SpecA
Γ.
Lemma 6.12. If g is simple and Γ is of order two, then M is extension-local.
Proof. Suppose λ is a one-dimensional representation that is not an evaluation
representation. We have
M = (g0 ⊗A0)⊕ (g1 ⊗A1), M
′ = (g0,ss ⊗A0)⊕ (g0,ab ⊗A
2
1)⊕ (g1 ⊗A1).
Therefore, since λ is nontrivial, we must have g0,ab 6= 0 (so dim g0,ab = 1) and Kλ
must be of the form
Kλ = (g0,ss ⊗A0)⊕ (g0,ab ⊗ U)⊕ (g1 ⊗A1)
for some subspace U of codimension one in A0 such that A
2
1 ⊆ U ⊆ A0. Let V
be an evaluation representation, with support contained in Γ · x for some x ∈ X∗,
and let I = Ix. Then
Kx = (g0⊗I0)⊕(g1⊗I1), K = Kλ∩Kx = (g0,ss⊗I0)⊕(g0,ab⊗U ∩I0)⊕(g1⊗I1).
Thus
K′ = (g0,ss ⊗ (I
2
0 + I
2
1 ))⊕ (g0,ab ⊗ I
2
1 )⊕ ([g0,ss, g1]⊗ I0I1 + g1 ⊗ (U ∩ I0)I1)
⊇ (g0,ss ⊗ (I
2
0 + I
2
1 ))⊕ (g0,ab ⊗ I
2
1 )⊕ (g1 ⊗ JI1),
where J = A0(U ∩ I0) is the ideal of A0 generated by U ∩ I0 and we have used the
fact that [g0,ab, g1] = g1 (see Example 1.5(c)).
Since kλ is not an evaluation representation, we have Kx 6⊆ Kλ. Thus we can
choose z ∈ g0,ab ⊗ I0 such that λ(z) = 1. Then z acts as the identity on V ⊗ kλ.
From the above we see that, for m ≥ 1,
zm · K ⊆ zm · Kx ⊆ g1 ⊗ I
m
0 I1,
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where zm · α denotes z · (z · . . . (z · α) . . . ), with z acting m times.
For a subset B ⊆ A0, let Z(B) = {x¯ ∈ maxSpecA0 : f(x¯) = 0 ∀ f ∈ B}
denote the zero set of B. So Z(I0) = x¯, where x¯ = {x¯ : x ∈ x}. We claim that
Z(U ∩ I0) = x¯. It is clear that Z(U ∩ I0) ⊇ Z(I0), and so it remains to show the
reverse inclusion. Note first that I0 =
⋂
x¯∈x¯mx¯. Suppose there exists y¯ ∈ Z(U∩I0)
such that y¯ /∈ x¯. Since the quotient map X → X//Γ is open and surjective, y¯ is
the image in X//Γ of some point y ∈ Xrat. Thus
K
x∪{y} = (g0 ⊗ I
′)⊕ (g1 ⊗ (I1 ∩my)), where I
′ = my¯
∏
x¯∈x¯mx¯.
Because kλ is not an evaluation representation, Kx∪{y} 6⊆ Kλ and so I
′ 6⊆ U . Fix
a nonzero p ∈ I ′ \ U . Since U has codimension one in A0, we have U ⊕ kp = A0.
Choose f ∈ A0 such that f(x) = 0 for all x ∈ x and f(y) = 1. Then f = fU + ap
for some fU ∈ U and a ∈ k. It follows that fU (x) = 0 for all x ∈ x and fU (y) = 1.
Hence fU ∈ U ∩ I0 and y /∈ Z(U ∩ I0). This contradiction proves our claim.
Since I0 is a radical ideal, it follows from [AM69, Prop. 7.14] that J contains
some power Im0 of I0. Thus z
m · K ⊆ K′. Hence z acts nilpotently on Kab and so
H1(M, V ⊗ kλ) = Homl(Kab, V ⊗ kλ) = 0,
where the first equality holds by Proposition 3.12.
Proposition 6.13. An arbitrary equivariant map algebra M(X, g)Γ with g reduc-
tive and Γ of order two is extension-local.
Proof. By Lemma 5.15, it suffices to showM(X, gss)
Γ is extension-local. The same
lemma, together with the discussion at the beginning of this subsection, shows
that it suffices to consider the cases where g is simple or (g, σ) ∼= (s⊞ s, ex) with s
simple. Thus the result follows from Lemmas 6.10 (since perfect Lie algebras are
extension-local) and 6.12.
The following lemma will allow us to give an explicit description of the block
decompositions for generalized Onsager algebras in Section 6.3.
Lemma 6.14. Let M be an equivariant map algebra as in Example 1.5, i.e., g is
simple and Γ has order 2 acting nontrivially on g. Assume further that kλ is a
nontrivial one-dimensional representation. Then one of the following holds:
(a) H1(M, kλ) = 0, or
(b) g = sl2(k), kλ is an evaluation representation at some x ∈ X
Γ
rat, uniquely
determined by λ, and λ = ρx ◦ evx, where ρx ∈ g
∗
0 is one of the two
irreducible subrepresentations of the g0-module g1. In this case,
H1(M, kλ) ∼= (A1/mx¯A1)
∗.
In particular, if A is a domain and Γ acts nontrivially on A, then
H1(M, kλ) 6= 0. In the case of the (usual) Onsager algebra, x = ±1 and
H1(M, kλ) is one-dimensional.
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Proof. Since λ 6= 0, we have Mab ∼= g0,ab ⊗ (A0/A
2
1) 6= 0, and we can choose
z ∈ g0,ab ⊗ A0 satisfying λ(z) = 1. Because g0,ab is one-dimensional, there exists
a codimension one subspace Bλ ⊆ A0 such that
Kλ = (g0,ss ⊗A0)⊕ (g0,ab ⊗Bλ)⊕ (g1 ⊗A1),
K′λ = (g0,ss ⊗A0)⊕ (g0,ab ⊗A
2
1)⊕ ([g0,ss, g1]⊗A1 + [g0,ab, g1]⊗BλA1).
Suppose g 6= sl2(k). It then follows from Example 1.5(c) that g1 = [g0,ss, g1].
Hence g1 ⊗ A1 ⊆ K
′
λ ⊆ Dλ. Since z is central in g0 ⊗ A0, formula (2.6) shows
g0,ab ⊗Bλ ⊆ Dλ, whence Dλ = Kλ, i.e., H
1(M, kλ) = 0.
Let now g = sl2(k). From Example 1.5(d) we know that then g0 = g0,ab,
g1 = V1⊕V−1, and there exists 0 6= ρ ∈ g
∗
0 such that g0 acts on V±1 by ±ρ. Hence
Kλ = (g0 ⊗Bλ)⊕ (g1 ⊗A1), K
′
λ = (g0 ⊗A
2
1)⊕ (g1 ⊗BλA1).
We can write z in the form z = z0 ⊗ zA with zA ∈ A and z0 ∈ g0 satisfying
ρ(z0) = 1. Since [z, g0 ⊗Bλ] = 0, we get from (2.6) that
Dλ = (g0 ⊗Bλ)⊕
(
V1 ⊗ (BλA1 + (1− zA)A1)
)
⊕
(
V−1 ⊗ (BλA1 + (1 + zA)A1)
)
.
If Bλ is not an ideal of A0, we obtain BλA1 = BλA0A1 = A0A1 = A1, so that
Dλ = Kλ and then H
1(M, kλ) = 0 follows.
We are therefore left with the case that Bλ is an ideal of A0. Being of codi-
mension one, there exists a unique x¯ ∈ maxSpec(A0) such that Bλ = mx¯. From
g0 ⊗ A
2
1 ⊆ M
′ ⊆ Kλ it follows that A
2
1 ⊆ Bλ, so Bλ ⊕ A1 = mx for a unique
x ∈ XΓrat by (1.2). Hence Kλ = Ker evx and thus λ = ρx ◦ evx for some ρx ∈ g
∗
0. If
1 − zA ∈ mx¯, i.e., ρx = ρ, we get 1 + zA 6∈ mx¯ and Kλ/Dλ ∼= V1 ⊗ (A1/mx¯A1) ∼=
A1/mx¯A1 follows. Similarly, in case 1 + zA ∈ mx¯, we have ρx = −ρ and Kλ/Dλ ∼=
V−1 ⊗ (A1/mx¯A1) ∼= A1/mx¯A1. Finally, if 1± zA 6∈ mx¯, then Kλ/Dλ = 0.
By Lemma 3.2, A is a Noetherian A0-module and so A1 is a finitely generated
A0-module. If A1 = mx¯A1, then by Nakayama’s Lemma there exists a0 6∈ mx¯ such
that a0A1 = 0. If Γ acts nontrivially on A, then A1 6= 0. Thus A is not a domain.
For the Onsager algebra one knows (see, for example, the proof of [NSS12,
Prop. 6.2]) that A1 is a free A0 module of rank 1, whence A1/mx¯A1 ∼= A0/mx¯ is
one-dimensional.
One could continue to work in the generality of equivariant map algebras asso-
ciated to groups of order two and deduce the extensions and block decompositions
in the case where g is simple. However, in the interest of making the exposition
easier to follow and of obtaining explicit formulas, we will instead now focus on the
case of the generalized Onsager algebras, which we treat in the next subsection.
6.3. Generalized Onsager algebras
We now apply our results to generalized Onsager algebras (see Example 1.6). By
Theorem 3.7, to describe arbitrary extensions between irreducible finite-dimensional
representations, it suffices to give explicit formulas for the extensions between sin-
gle orbit evaluation representations supported on the same orbit, which are de-
scribed in Theorem 3.9.
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Note that A0 is a polynomial algebra (in the variable z = t+t
−1) and A1 = yA0,
where y = t− t−1. We have
y2 = (t− t−1)2 = t2 − 2 + t−2 = z2 − 4 = (z − 2)(z + 2)
where the points z = ±2 correspond to the images in X//Γ of the points ±1 ∈ X .
Thus
A21 = y
2A0 = m1¯m−1.
Suppose x ∈ X . Let
I = {f ∈ A | f |Γ·x = 0}, I0 = I ∩ A0, I1 = I ∩ A1.
Then, as in Example 3.4,
Kx = (g0 ⊗ I0)⊕ (g1 ⊗ I1),
K′x =
(
g0,ss ⊗ (I
2
0 + I
2
1 )
)
⊕
(
g0,ab ⊗ I
2
1
)
⊕ (g1 ⊗ I0I1) .
Now, suppose first that x 6= ±1, so that Γx = {1} and g
x = g. Then
I0 = mx¯, I1 = ymx¯.
Thus
I21 = y
2mx¯ = m1¯m−1m
2
x¯,
and so
K′x =
(
g0,ss ⊗m
2
x¯
)
⊕
(
g0,ab ⊗m1¯m−1m
2
x¯
)
⊕
(
g1 ⊗ ym
2
x¯
)
.
Therefore
Kx,ab =
(
g0,ss ⊗mx¯/m
2
x¯
)
⊕
(
g0,ab ⊗mx¯/m1¯m−1m
2
x¯
)
⊕
(
g1 ⊗ ymx¯/ym
2
x¯
)
∼=
(
g0 ⊗mx¯/m
2
x¯
)
⊕ (g0,ab ⊗A0/m1¯)⊕
(
g0,ab ⊗A0/m−1
)
⊕
(
g1 ⊗ ymx¯/ym
2
x¯
)
.
Indeed, by [Bou61, Ch. II, §1.2, Prop. 5 and Prop. 6],mx¯/m1¯m−1m
2
x¯
∼= (mx¯/m1¯mx¯)⊞
(mx¯/m−1mx¯) ⊞ (mx¯/m
2
x¯) and mx¯/m±1mx¯
∼= A0/m±1 since the canonical map
mx¯ → A0/m±1 is surjective. Thus, as g
∼= M/Kx-modules, we have
Kx,ab ∼= (g⊗mx¯/m
2
x¯)⊕ k0 ⊕ k0, x 6= ±1. (6.1)
Now suppose x = ±1, so that Γx = Γ and g
x = g0. Then
I0 = mx¯, I1 = A1 = yA0.
Thus
I21 = m1¯m−1,
and so
K′x = (g0,ss ⊗mx¯)⊕
(
g0,ab ⊗m1¯m−1
)
⊕ (g1 ⊗ ymx¯) ,
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where we have used the fact that m2x¯ +m1¯m−1 = mx¯ for x = ±1. Therefore,
Kx,ab =
(
g0,ab ⊗mx¯/m1¯m−1
)
⊕ (g1 ⊗ yA0/ymx¯) .
We then have the following isomorphism of g0-modules:
K±1,ab ∼=
{
g1 ⊕ k0 if dim g0,ab = 1,
g1 if dim g0,ab = 0.
(6.2)
Now,
Zx = ev
−1
x (g
x
ab) = ev
−1
x (g0,ab) = (g0,ss ⊗mx¯)⊕ (g0,ab ⊗A0)⊕ (g1 ⊗ yA0).
Thus
Z′x = (g0,ss ⊗m
2
x¯ + g0 ⊗m1¯m−1)⊕ ([g0,ab, g1]⊗ yA0 + [g0,ss, g1]⊗ ymx¯)
∼= (g0,ss ⊗mx¯)⊕ (g0,ab ⊗m1¯m−1)⊕ (g1 ⊗ ymx¯ + [g0,ab, g1]⊗ yA0),
where we have again used the fact that m2x¯ + m1¯m−1 = mx¯ for x = ±1 and some
results from Example 1.5. Therefore
Zx,ab ∼= (g0,ab⊗A0/m1¯)⊕(g0,ab⊗A0/m−1)⊕(g1⊗yA0)/(g1⊗ymx¯+[g0,ab, g1]⊗yA0).
If g0,ab = 0 then Zx,ab ∼= (g1 ⊗ yA0)/(g1 ⊗ ymx¯) ∼= g1. On the other hand, if
g0,ab 6= 0, the first two terms are isomorphic to k0 as g0-modules. Moreover, in
this case g1 = [g0,ab, g1] by Example 1.5(c). Therefore the last term in the
description of Zx,ab vanishes. To summarize, we have the following isomorphism
of g0-modules.
Z±1,ab ∼=
{
k0 ⊕ k0 if dim g0,ab = 1,
g1 if dim g0,ab = 0.
(6.3)
Proposition 6.15 (Extensions for generalized Onsager algebras). Suppose
V, V ′ are irreducible finite-dimensional evaluation representations at the same point
x ∈ Xrat. If x 6= ±1, then
Ext1M(V, V
′) ∼=
{
Homg(g, V
∗ ⊗ V ′) if V 6∼= V ′,
Homg(g, V
∗ ⊗ V ′)⊕ k2 if V ∼= V ′.
If x = ±1, then
Ext1M(V, V
′) ∼=
{
Homg0(g1, V
∗ ⊗ V ′) if V 6∼= V ′,
Homg0(g1, V
∗ ⊗ V ′)⊕ k⊕2 dimg0,ab if V ∼= V ′.
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Proof. Suppose that gxab acts on V, V
′ by λ, λ′ ∈ (gxab)
∗ respectively. First consider
the case x 6= ±1. Then gx = g is simple and so λ = λ′ = 0. By Theorem 3.9 and
(6.1), we have
Ext1M(V, V
′) ∼= Homg((g⊗mx¯/m
2
x¯)⊕ k0 ⊕ k0, V
∗ ⊗ V ′).
Since dimX//Γ = 1 and x¯ is a smooth point, mx¯/m
2
x¯
∼= k. The result then follows
from Lemma 2.2.
Now suppose x = ±1. If λ 6= λ′, then dim g0,ab = 1 and by Theorem 3.9 and
(6.2), we have
Ext1M(V, V
′) ∼= Homg0(g1 ⊕ k0, V
∗ ⊗ V ′) ∼= Homg0(g1, V
∗ ⊗ V ′),
where the second isomorphism holds by Lemma 2.2.
If λ = λ′ and V 6∼= V ′, by Theorem 3.9, (6.3), and Lemma 2.2, we have
Ext1M(V, V
′) = Homg0,ss(k0 ⊕ k0,V
∗ ⊗ V ′)
= 0 = Homg0(g1, V
∗ ⊗ V ′) if dim g0,ab = 1,
Ext1M(V, V
′) = Homg0,ss(g1, V
∗ ⊗ V ′) = Homg0(g1, V
∗ ⊗ V ′) if dim g0,ab = 0,
where the last equality in the first line holds because g0,ab acts trivially on V
∗⊗V ′,
but nontrivially on g1 = [g0,ab, g1] by Example 1.5(c).
Finally, if V ∼= V ′, then by Theorem 3.9 and (6.3) we have
Ext1M(V, V
′) ∼= Homg0,ss(g
g0,ab
1 ⊕ k
⊕2 dimg0,ab
0 , V
∗ ⊗ V ′),
where we recall that g
g0,ab
1 = 0 if g0,ab 6= 0. Since g0,ab acts trivially on V
∗ ⊗ V ′,
we have
Homg0,ss(g
g0,ab
1 , V
∗ ⊗ V ′) ∼= Homg0(g1, V
∗ ⊗ V ′),
and Homg0,ss(k0, V
∗ ⊗ V ′) ∼= k, by Lemma 2.2. The result follows.
Specializing the proof above to the various cases leads to the following more
explicit formula.
Corollary 6.16 (Extensions for generalized Onsager algebras). Suppose V
and V ′ are irreducible finite-dimensional evaluation representations at the same
point x = ±1, on which g0,ab acts by λ, λ
′ respectively. Then
Ext1M(V, V
′) ∼=


Homg0(g1, V
∗ ⊗ V ′) if λ 6= λ′ or if λ = λ′, g0,ab = 0,
0 if λ = λ′, g0,ab 6= 0, V 6∼= V
′,
k2 if g0,ab 6= 0, V ∼= V
′.
We now turn our attention to giving an explicit description of the block de-
composition of the category F of irreducible finite-dimensional representations.
Since M is extension-local by Lemma 6.12, we can apply the results of Section 5.
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Because all irreducible finite-dimensional representations are evaluation represen-
tations, we have Feval = F , Beval = B, and Theorem 5.19 (or Proposition 5.11)
tells us that the block decomposition is given by F =
⊕
χ∈BF
χ. It remains to
describe Bx for x ∈ Xrat.
If x 6= ±1, then by Proposition 6.15 and [CM04, Prop. 1.2] (or Corollary A.4),
we have Bx ∼= P/Q. So in the following, we fix x = ±1. Let P0 and Q0 be the
weight and root lattices of g0,ss respectively. For a finite-dimensional g0,ss-module
W , we let Span
Z
wt(W ) ⊆ P0 be the Z-span of the weights of W . If gx,ab = 0,
then Corollary A.4 implies (see Remark A.5) that Bx ∼= P0/ SpanZ wt(g1). It
remains to consider the case gx,ab 6= 0, in which case we know that gx,ab ∼= k (see
Example 1.5(b)). The one-dimensional evaluation representations are thus of the
form ka where a ∈ g
∗
x,ab
∼= k.
By Example 1.5(c), we have
g1 ∼= (V ⊗ k1)⊕ (V
∗ ⊗ k−1) (as g0-modules)
for some irreducible g0,ss-module V . So V ∼= V (ν), the irreducible g0,ss-module of
highest weight ν for some ν ∈ P+0 , the set of dominant integral weights of g0,ss. We
have chosen the isomorphism g∗x,ab
∼= k so that the one-dimensional representations
appearing in the above decomposition are k±1. The irreducible objects of Fx are
of the form V (λ) ⊗ ka, for a ∈ g
∗
0,ab
∼= k. They are thus enumerated by P+0 × k.
We would like to find an explicit description of the equivalence relation on this set
that describes the ext-blocks.
By Corollary 6.16, we have
Ext1M(V (λ) ⊗ ka, V (µ)⊗ kb) = 0 if a = b and λ 6= µ.
Additionally,
Homg0(g1, V (λ)
∗ ⊗ V (µ)) = 0
since g0,ab acts on each irreducible summand of g1 nontrivially but on V (λ)
∗ ⊗
V (µ) trivially. Therefore, the relation on P+0 × k describing the ext-blocks is the
equivalence relation generated by
(λ, a) ∼ (µ, b) if Homg0(g1, V (λ)
∗ ⊗ V (µ)⊗ kb−a) 6= 0.
We denote this equivalence relation again by ∼.
Lemma 6.17. The equivalence relation ∼ is the equivalence relation generated by
(λ, a) ∼ (µ, b) if Homg0(V ⊗ k1, V (λ)
∗ ⊗ V (µ) ⊗ kb−a) 6= 0. (6.4)
Proof. Let ≈ be the equivalence relation generated by (6.4). Since g1 ∼= (V ⊗k1)⊕
(V ∗ ⊗ k−1), it is clear that ≈ is contained in ∼ (i.e. if two elements are equivalent
with respect to ≈, then they are equivalent with respect to ∼). Now fix (λ, a) and
(µ, b) with Homg0(g1, V (λ)
∗ ⊗ V (µ)⊗ kb−a) 6= 0. Then we have
0 6= Homg0(g1, V (λ)
∗ ⊗ V (µ)⊗ kb−a)
∼= Homg0(V ⊗k1, V (λ)
∗⊗V (µ)⊗kb−a)⊕Homg0(V
∗⊗k−1, V (λ)
∗⊗V (µ)⊗kb−a).
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Therefore, one of the above summands must be nonzero. If the first summand is
nonzero, then (λ, a) ≈ (µ, b). If the second summand is nonzero, then
0 6= Homg0(V
∗⊗k−1, V (λ)
∗⊗V (µ)⊗kb−a) = Homg0(V (µ)
∗⊗V (λ)⊗ka−b, V ⊗k1).
Now, since both arguments are completely reducible g0-modules, the nonvanishing
of the above Hom-space implies that there is an irreducible g0-module that is a
summand of both arguments. But this implies that
Homg0(V ⊗ k1, V (µ)
∗ ⊗ V (λ)⊗ ka−b) 6= 0,
and so (µ, b) ≈ (λ, a). Thus ∼ is contained in ≈, completing the proof.
Lemma 6.18. We have Span
Z
wt(V ⊗ V ∗) = Q0.
Proof. By Example 1.5(a), g0,ss acts faithfully on V . It follows that g0,ss acts
faithfully on V ⊗ V ∗ and so Q0 ⊆ SpanZ wt(V ⊗ V
∗) (see, for example, [Hum72,
Exercise 21.5]). On the other hand, the weights of V ⊗ V ∗ are of the form
ν − w0(ν) − ω, where w0 is the longest element of the Weyl group of g0,ss and
ω ∈ Q0. Since ν − w0(ν) ∈ Q0 ([Bou81, VI, §1.9, Prop. 27]), all the weights of
V ⊗ V ∗ lie in Q0.
Lemma 6.19. For all a ∈ g∗0,ab, we have (λ, a) ∼ (µ, a) if and only if µ−λ ∈ Q0.
Proof. First suppose that (λ, a) ∼ (µ, a). Then there exists a sequence
(λ, a) = (λ0, a0), (λ1, a1), . . . , (λn, an) = (µ, b)
such that for each 0 ≤ i < n, we have
Homg0(V ⊗ k1, V (λi)
∗ ⊗ V (λi+1)⊗ kai+1−ai) 6= 0, (6.5)
or Homg0(V ⊗ k1, V (λi+1)
∗ ⊗ V (λi)⊗ kai−ai+1) 6= 0. (6.6)
Now (6.5) implies that ai+1 = ai+1 and (6.6) implies ai+1 = ai−1. Since a0 = a =
an, we must have that n is even and we can partition the set {0, 1, 2, . . . , n− 1} =
J1⊔J2, with |J1| = |J2|, such that (6.5) holds for i ∈ J1 and (6.6) holds for i ∈ J2.
This implies that
Homg0(V, V (λi)
∗ ⊗ V (λi+1)) 6= 0 for i ∈ J1,
Homg0(V
∗, V (λi)
∗ ⊗ V (λi+1)) 6= 0 for i ∈ J2.
By Lemma A.3 (with s = g0,ss), we have that
λi+1 − λi ∈ wt(V ) +Q0 for i ∈ J1,
λi+1 − λi ∈ wt(V
∗) +Q0 for i ∈ J2,
where wt(W ) denotes the set of weights of a g0,ss-module W . Thus
µ− λ = (λn − λn−1) + (λn−1 − λn−2) + · · ·+ (λ1 − λ0)
∈ wt(V ) + · · ·+wt(V )︸ ︷︷ ︸
n/2 terms
+wt(V ∗) + · · ·+wt(V ∗)︸ ︷︷ ︸
n/2 terms
+Q0
= wt((V ⊗ V ∗)⊗n/2) +Q0 = Q0,
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by Lemma 6.18.
Now suppose µ − λ ∈ Q0 = SpanZ wt(V ⊗ V
∗). Since V ⊗ V ∗ is a faithful
g0,ss-module, it follows from Corollary A.4 that there exists a sequence
λ = λ0, λ1, . . . , λn = µ
such that
Homg0(V ⊗ V
∗ ⊗ V (λi), V (λi+1)) 6= 0, 0 ≤ i < n.
This implies that
Homg0(V ⊗ k1, (V (λi)⊗ ka)
∗ ⊗ (V (λi+1)⊗ V ⊗ ka+1)) 6= 0.
Thus (λi, a) ∼ (δ, a + 1) for some irreducible summand V (δ) of V (λi+1) ⊗ V .
Therefore
0 6= Homg0(V (δ), V (λi+1)⊗ V )
∼= Homg0(V (λi+1)
∗ ⊗ V (δ), V ).
This implies that V is an irreducible summand of V (λi+1)
∗ ⊗ V (δ). But then
0 6= Homg0(V, V (λi+1)
∗⊗V (δ)) ∼= Homg0(V ⊗k1, (V (λi+1)⊗ka)
∗⊗(V (δ)⊗ka+1)),
and so (λi+1, a) ∼ (δ, a+ 1). Hence (λi, a) ∼ (λi+1, a) for all 0 ≤ i < n. It follows
that (λ, a) ∼ (µ, a).
Proposition 6.20. We have (λ, a) ∼ (µ, b) if and only if there exists an n ∈ Z
such that
µ+Q0 = λ+ nν +Q0 and b = a+ n. (6.7)
Proof. The relation (6.7) is the equivalence relation generated by the relation ⊲⊳
defined by
(λ, µ) ⊲⊳ (µ, b) if µ+Q0 = λ+ ν +Q0, b = a+ 1.
To show that (6.7) implies (λ, a) ∼ (µ, b), it therefore suffices to show that (λ, a) ⊲⊳
(µ, b) implies (λ, a) ∼ (µ, b). Thus assume µ = λ + ν + ω for some ω ∈ Q0
and b = a + 1. Since (µ, b) ∼ (µ − ω, b) by Lemma 6.19, it is enough to prove
(λ, a) ∼ (µ− ω, b). In other words, we can assume µ = λ+ ν, b = a+ 1. But then
Homg0(V ⊗ k1, (V (λ) ⊗ ka)
∗ ⊗ (V (µ)⊗ kb)) = Homg0(V (ν)⊗ V (λ), V (µ)) 6= 0,
since the tensor product V (ν) ⊗ V (λ) has an irreducible summand isomorphic to
V (λ+ ν) = V (µ). Thus (λ, a) ∼ (µ, b).
For the other direction, assume (λ, a) ∼ (µ, b). It suffices to consider the case
0 6= Homg0(V ⊗ k1, (V (λ)⊗ ka)
∗ ⊗ (V (µ)⊗ kb)) = Homg0(V (ν) ⊗ V (λ), V (µ)),
where the equality follows from the fact that we must have b = a + 1, which
is immediate by considering the action of g0,ab. Thus V (ν) ⊗ V (λ) contains an
irreducible summand isomorphic to V (µ) and so µ = λ + ν − ω for some ω ∈ Q0.
Hence λ+ ν +Q0 = µ+Q0.
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Corollary 6.21. We have Bx ∼= (P0/Q0)× (k/Z), x = ±1.
Proof. Fix a set of representatives for k/Z. By Proposition 6.20, we have a well-
defined and injective map that associates to the equivalence class of (λ, a) in (P+0 ×
k)/ ∼ the element (λ + nν + Q0, a + n + Z) ∈ (P0/Q0) × (k/Z), where n is the
unique integer such that a+ n is one of these chosen representatives for k/Z. It is
surjective since every class in P0/Q0 is represented by some λ ∈ P
+
0 .
Proposition 6.22 (Blocks for generalized Onsager algebras). The blocks of
the category of finite-dimensional representations of a generalized Onsager algebra
are naturally enumerated by the set of finitely supported equivariant maps
Xrat → (P/Q) ⊔
(
(P0/Q0)× (k/Z)
)
such that x is mapped to P/Q if x 6= ±1 and to (P0/Q0)× (k/Z) if x = ±1.
Proof. This follows from Theorem 5.19 (or Proposition 5.11) and the above com-
putations of the Bx, x ∈ Xrat.
Corollary 6.23. If M is the usual Onsager algebra, then the blocks of the cate-
gory of finite-dimensional representations can be naturally identified with the set
of finitely supported equivariant functions χ from Xrat to (P/Q) ∪ (C/Z) where
χ(x) ∈ P/Q for x 6= ±1 and χ(x) ∈ C/Z for x = ±1.
Proof. This follows immediately from Proposition 6.22 and the fact that k = C
and g0,ss = 0.
A. Extensions and the weight lattice
We present here some useful results of independent interest that allow us, in
certain cases, to give a simple explicit description of the block decomposition of the
category F of finite-dimensional representations of an equivariant map algebra.
The following proposition and its proof were explained to us by S. Kumar.
Proposition A.1. Let G be a semisimple algebraic group over k and let ρ : G→
SL(U) be a faithful finite-dimensional rational G-module. Then, for any irreducible
finite-dimensional G-module V , there exists m ∈ N such that V is isomorphic to
an irreducible submodule of U⊗m.
Proof. Let ρ : G → SLk(U) be the corresponding representation. Besides ρ we
will use the trivial G-module structure on the underlying vector space of U ,
denoted U triv. Observe that the canonical G-module structure on Endk(U) =
Homk(U
triv, U) satisfies (g · f)(u) = g · f(u) for g ∈ G, f ∈ Homk(U
triv, U), and
u ∈ U . Let θ : G→ Homk(U
triv, U) be the composition of ρ and the canonical in-
jection SLk(U)→ Homk(U
triv, U). It is easily seen that θ is an injective G-module
map, where G acts on itself by left multiplication. We therefore get a surjective
G-module map of the coordinate algebras of the corresponding algebraic varieties,
θ∗ : k[Hom(U triv, U)]։ k[G].
As G-modules,
Homk(U
triv, U) ∼= (U triv)∗ ⊗ U ∼= U triv ⊗ U ∼= U ⊕ · · · ⊕ U,
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with the last direct sum having dimU summands. Therefore, again as G-modules,
k[Hom(U triv, U)] ∼= Sym•(U∗ ⊕ · · · ⊕ U∗) ∼= Sym•(U∗)⊗ · · · ⊗ Sym•(U∗),
where Sym•(·) is the symmetric algebra. We compose the G-module map θ∗ with
the canonical G-module epimorphism
T•(U∗)⊗ · · · ⊗ T•(U∗)։ Sym•(U∗)⊗ · · · ⊗ Sym•(U∗)
from the tensor product of the tensor algebras, to get a G-module epimorphism
T•(U∗)⊗ · · · ⊗ T•(U∗)։ k[G].
It now follows that for any irreducible finite-dimensional G-submodule W ⊆ k[G],
there exist natural numbers n1, . . . , ns, s = dimU , such that
Tn1(U∗)⊗ · · · ⊗ Tns(U∗)։W
is a G-module epimorphism. But clearly,
Tn1(U∗)⊗ · · · ⊗ Tns(U∗) ∼= Tm(U∗) for m = n1 + · · ·+ ns
as G-modules, yielding a G-module epimorphism Tm(U∗) → W . By complete
reducibility, this means that W is isomorphic to an irreducible component of
Tm(U∗). But then W ∗ is isomorphic to an irreducible component of (Tm(U∗))∗ ∼=
Tm(U∗ ∗) ∼= Tm(U). Finally, we apply the algebraic version of the Peter-Weyl
Theorem, which says that every finite-dimensional representation of G occurs as a
submodule of k[G], [GW09, Cor. 4.2.8]. Since V is irreducible if and only if V ∗ is
so, we can apply the above argument to W = V ∗, and in this way finish the proof
of the theorem.
The following lemma is a generalization of the second part of the proof of [CM04,
Prop. 1.2].
Lemma A.2. Let l be a finite-dimensional Lie algebra. Let U, V,W be finite-
dimensional l-modules with U completely reducible and V,W irreducible with
Homl(U
⊗m ⊗ V,W ) 6= 0 for some m ∈ N+. Then there exists a finite sequence
V = V0, V1, . . . , Vm = V of irreducible finite-dimensional l-modules such that
Homl(U ⊗ Vi, Vi+1) 6= 0 for 0 ≤ i < m.
Proof. We prove the result by induction onm ∈ N+, the casem = 1 being obvious.
For m > 1 we have
0 6= Homl(U
⊗m ⊗ V,W ) ∼= Homl(U
⊗(m−1) ⊗ V, U∗ ⊗W ).
Since both U⊗m−1⊗V and U∗⊗W are completely reducible by [Bou71, §6.5, Cor. 1
du Th. 4], the above implies that there exists an irreducible finite-dimensional l-
module X which is an l-submodule of both U⊗(m−1) ⊗ V and U∗ ⊗W . But then
Homl(U
⊗(m−1) ⊗ V,X) 6= 0 and Homl(X,U
∗ ⊗ W ) ∼= Homl(U ⊗ X,W ) 6= 0.
Applying the induction hypothesis to Homl(U
⊗(m−1) ⊗ V,X) 6= 0 and putting
X = Vm−1, finishes the proof.
For the remainder of the appendix, let s be a semisimple finite-dimensional
Lie algebra with weight lattice, root lattice and set of dominant integral weights
P,Q, P+ respectively. Let W (s) be the Weyl group of s. Recall that for a finite-
dimensional s-module U , wt(U) denotes the set of weights of U .
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Lemma A.3. Suppose U is a finite-dimensional s-module and λ, µ ∈ P+ such
that Homs(U ⊗ V (λ), V (µ)) 6= 0. Then µ− w0(λ) and µ− λ are both elements of
wt(U) +Q.
Proof. First recall that V (λ)∗ is an irreducible s-module of highest weight −w0(λ),
where w0 is the longest element in W (s). Since
Homs(U, V (λ)
∗ ⊗ V (µ)) = Homs(U ⊗ V (λ), V (µ)) 6= 0,
we have µ − w0(λ) − ω ∈ wt(U) for some ω ∈ Q. Thus µ − w0(λ) ∈ wt(U) + Q.
Furthermore,
µ− λ = (µ− w0(λ)) + (w0(λ)− λ) ∈ wt(U) +Q,
since w(ξ)− ξ ∈ Q for all ξ ∈ P and w ∈ W (s) by [Bou81, Ch. VI, §1.9, Prop. 27].
Corollary A.4. Let U be a finite-dimensional faithful s-module. Then Q ⊆
Span
Z
wt(U) ⊆ P . Furthermore, for λ, µ ∈ P+, the following two conditions
are equivalent:
(a) There exists a sequence λ = λ0, λ1, . . . , λn = µ of weights λi ∈ P
+ such
that
Homs
(
U ⊗ V (λi), V (λi+1)
)
6= 0 for 0 ≤ i < n.
(b) µ− λ ∈ Span
Z
wt(U).
Proof. That Q ⊆ Span
Z
wt(U) ⊆ P is known; see for example [Hum72, Exer-
cise 21.5]. Assume (a). By Lemma A.3, we have
− w0(λ) + (λ1 − w0(λ1)) + · · ·+ (λn−1 − w0(λn−1)) + µ
= (λ1−w0(λ0))+(λ2−w0(λ1))+ · · ·+(λn−w0(λn−1)) ∈ SpanZ wt(U)+Q.
Now using that ξ − wξ ∈ Q for ξ ∈ P and w ∈ W (s) ([Bou81, Ch. VI, §1.9,
Prop. 27]), we see that µ − w0(λ) ∈ SpanZwt(U) + Q. But this is equivalent to
(b) since µ− λ = (µ− w0(λ)) + (w0(λ)− λ) and w0(λ)− λ ∈ Q.
To prove that (b) implies (a), we will use some standard facts from the theory
of Chevalley groups, for which the reader is referred to [Ste68]. Assume (b) is true
and let G be the Chevalley group corresponding to the representation U of s. This
is a semisimple algebraic k-group ([Ste68, Th. 6]), whose weight lattice (group of
characters of a maximal torus) is Span
Z
wt(U) ([Ste68, p. 60]). The s-module U is
canonically a faithful rational G-module, also denoted U . The s-module V (λ)∗ ⊗
V (µ) contains a highest weight vector of weight µ−w0(λ), hence also an irreducible
s-module X of highest weight µ−w0(λ) ∈ (SpanZ wt(U))∩P
+. It integrates to an
irreducible G-module of highest weight µ−w0(λ), also denoted X ([Ste68, Th. 39]
and the remark on p. 211 of loc. cit.). We can now apply Theorem A.1 and conclude
that there exists m ∈ N such that X is isomorphic to an irreducible G-submodule
of U⊗m, i.e., HomG(U
⊗m, X) 6= 0. Since HomG(U
⊗m, X) ∼= Homs(U
⊗m, X), we
have Homs(U
⊗m⊗V (λ), V (µ)) ∼= Homs(U
⊗m, V (λ)∗⊗V (µ)) 6= 0. Now (a) follows
from Lemma A.2.
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Remark A.5. The special case U = s (so Span
Z
wt(U) = Q) of Corollary A.4 is
proven in [CM04, Prop. 1.2], using a result of Kostant’s instead of Theorem A.1.
Note that Corollary A.4 applies in the following setting: g a simple finite-
dimensional Lie algebra with an automorphism of order 2, g = g0 ⊕ g1 the cor-
responding eigenspace decomposition, s = g0 semisimple (see [Hel01, Chapter X,
§5, Table II] for a list of the cases in which this condition is fulfilled) and U = g1,
which is a faithful s-module (see Example 1.5(a)).
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