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Povzetek
Naslov: Empirična analiza časovne zahtevnosti algoritmov
Računanje časovne zahtevnosti sodi med osnovne naloge področja ana-
lize algoritmov, s katero želimo pridobiti funkcijo, ki nam za dano velikost
problema napove, koliko časa se bo algoritem izvajal. Teoretična analiza je
pogosto zahtevna, poleg tega ima še nekatere druge pomanjkljivosti, zato
si lahko pomagamo z empirično analizo časovne zahtevnosti, na kar smo se
osredotočili v tem delu. Razvili smo postopke, ki omogočajo analizo rezul-
tatov meritev, torej podatkov, ki jih pridobimo z izvajanjem algoritmov na
nalogah različnih velikosti. Analiza vrne ocenjen razred časovne zahtevnosti
ter zapis funkcije v simbolični obliki. Razvili smo novo metodo za detekcijo
slabih meritev, ki temelji na analizi zaporednih točk. Uvedli smo novo me-
triko za primerjavo algoritmov med seboj. Uporabili smo tudi nekaj novih
pristopov k že znanim metodam ter vse skupaj vgradili v obstoječi sistem za
avtomatsko analizo algoritmov.
Ključne besede
algoritmi, računska zahtevnost, empirična računska zahtevnost, genetski al-
goritmi

Abstract
Title: Empirical analysis of the algorithm time complexity
Time complexity is known as one of the principal tasks of algorithm anal-
ysis; the goal is to obtain a function which – for a given size of the problem
– estimates how much time the algorithm execution will take. Theoretical
analysis is often cumbersome and has other drawbacks as well. Thus, the
empirical analysis of time complexity can be used, which is also the primary
focus of this paper. We have developed procedures that allow us analysis
of measurements – i.e. data –, which we obtain by running algorithms on
problems of different sizes. The analysis provides us with an estimated time
complexity class and function in symbolic form. We have developed a new
method for detection of bad measurements, which is based on analysis of con-
secutive points, and introduced new metrics for algorithm comparison. A few
new approaches were intertwined together with existing methods, which was
then, all together, integrated in the existing system for automatic algorithm
analysis.
Keywords
algorithms, computational complexity, empirical computational complexity,
genetic algorithms

Poglavje 1
Uvod
Računanje časovne zahtevnosti je ena izmed nalog področja analize algorit-
mov, s katero želimo pridobiti funkcijo, ki nam za dano velikost problema
napove, koliko časa se bo algoritem izvajal. Običajno časovno zahtevnost oce-
njujemo s preštevanjem osnovnih operacij, zaradi kompleksnosti algoritma
pa je včasih težko poiskati analitično rešitev. Največkrat se zadovoljimo
že z velikostnim redom funkcije brez pripadajočih konstant, torej na pri-
mer le ugotovitev, ali se naš algoritem obnaša kot linearna ali kvadratna
funkcija. Teoretična analiza ima še nekatere druge pomanjkljivosti, pona-
vadi se osredotočimo le na povprečen in najbolǰsi ter najslabši primer. Prav
tako teoretični modeli ne upoštevajo v celoti realnega okolja, v katerem se
bo algoritem izvajal. Primer tovrstne težave predstavlja predpomnilnik, ki
v določenih primerih odločilno vpliva na hitrost izvajanja, česar pa večina
analitičnih modelov ne predvidi.
Alternativo teoretični analizi predstavlja empirična analiza, s katero opa-
zujemo obnašanje algoritmov pri reševanju nalog različnih velikosti v realnem
okolju. V praksi nas največkrat zanima, koliko časa se bo algoritem izvajal.
Ponavadi bi radi pridobili ta podatek prav za naš računalnik. Empirična ana-
liza deluje tako, da isti algoritem večkrat izvedemo na nalogah različnih ve-
likosti, pri tem pa merimo neko količino (najpogosteje čas). Pridobljene me-
ritve analiziramo in jih skušamo modelirati ter na ta način pridobiti čim več
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koristnih informacij o algoritmu. Pri tem se moramo zavedati, da teoretična
analiza temelji na natančnih matematičnih definicijah. Z modeliranjem me-
ritev, pa naj bo njihovo število še tako veliko, ne moremo z gotovostjo trditi
o formulah. Iz tega razloga v delu tudi opustimo znane oznake iz teoretične
analize, na primer notacija veliki O (angl. big O notation) [1]. Empirična
analiza lahko služi kot pripomoček, s katerim ocenimo časovno zahetvnost
in ugotovimo ter napovemo, koliko časa se bo izvajal algoritem na nalogi
določene velikosti. Preverimo lahko, če je naša implementacija ustrezna ali
zaradi uporabljenih tehnik deluje s preveliko časovno zahtevnostjo.
1.1 Cilji
Cilj magistrskega dela je razvoj metod za empirično analizo algoritmov. Raz-
vili smo model in postopke, ki omogočajo analizo rezultatov meritev, torej
podatkov, ki jih pridobimo z izvajanjem algoritmov na nalogah različnih veli-
kosti. Razvili smo metode, ki v takšnih meritvah poǐsčejo odstopanja (šum v
podatkih), nato pa smo poiskali funkcijo, ki se meritvam kar najbolje prilega
ter skušali oceniti časovno zahtevnost algoritma. S pomočjo razvitih metod
smo med seboj primerjali različne algoritme za isti problem ter primerjali,
kako se rezultati empirične analize razlikujejo od teoretičnih rezultatov. Pri
izbiri problemov smo se omejili na probleme, pri katerih so vhodni podatki
opisani z enim zveznim in nič ali več diskretnimi parametri.
1.2 Sorodna dela
Hoos [3] se je problema iskanja modela, ki dobro opǐse dane podatke, lotil
z metodo ponovnega vzorčenja. Osnovna ideja je, da pridobimo meritve
za naloge različnih velikosti. Nato prilagodimo parametre polinomske ali
eksponentne funkcije, da se najbolje prilega podatkom, z minimiziranjem
napake po metodi najmanǰsih kvadratov. Model učimo na učnih podatkih,
nato pa ga testiramo z ekstrapolacijo na večjih problemih, kot so tisti iz učne
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množice. Napovedane vrednosti primerjamo z dejanskimi vrednostmi. Za
vsako velikost problema imamo več primerov, zato lahko z metodo ponovnega
vzorčenja izdelamo več modelov. Vsak model testiramo na novih podatkih
in iz zaporedja meritev pridobimo interval zaupanja. Če dejanske meritve
segajo izven intervala zaupanja, model zavržemo.
Mu [4] je metodo razširil tako, da je metodo ponovnega vzorčenja uporabil
na testnih in učnih podatkih.
Obstajajo tudi orodja za profiliranje algoritmov na nivoju programske
kode. Na ta način skušamo oceniti časovno zahtevnost algoritma s preštevanjem
osnovnih operacij. AlgoProf [5] se osredotoča na ponovitve (zanke, rekurzivni
klici), iz katerih zgradi drevo. Za vsako vozlǐsče hranimo število ponovitev,
ki je funkcija velikosti vhoda. Orodje ne vsebuje avtomatskega izračuna kri-
vulje, ki se najbolje prilega meritvam, ampak se izračuna ročno. Prav tako
niso podprti primitivni podatkovni tipi. Trend Profiler [6] šteje, kolikokrat
se izvede vsak osnoven blok, v večini primerov je to vrstica kode. Z metodo
gručenja nato združi bloke in poǐsče linearno ali potenčno funkcijo, ki se naj-
bolje prilega. Orodje na vhodu pričakuje testne primere različnih velikosti,
ki jih mora določiti uporabnik sam.
McGeoch [7] s sodelavci se je ukvarjala s problemom omejevanja krivulj.
Iz eksperimentalnih podatkov so skušali napovedati asimptotično obnašanje.
Preizkusili so pet strategij, rezultati so bili dobri, vendar se je natančnost
poslabšala s šumom na podatkih.
Thiyagalingam s sodelavci [8] je predstavil novo obliko grafa, imenovano
Complexity Plots, kjer so na x-osi razredi kompleksnosti, na y-osi pa velikost
problema. Pristop je zanimiv, ker so vrednosti na x-osi brez enot, ocenimo
pa jih z ocenjevalnimi funkcijami, ki se najbolje prilegajo meritvam.
1.3 ALGator
ALGator [13] je sistem, ki olaǰsa samodejni postopek vrednotenja algoritmov
z izvajanjem algoritmov na danih vnaprej določenih sklopih testnih primerov
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Slika 1.1: Grafični vmesnik v ALGatorju
in analiziranjem različnih indikatorjev. Uporabnik definira projekt vključno
z opredelitvijo problema, ki ga je potrebno rešiti, sklopi testnih primerov,
parametri vnosa in kazalniki izhodnih podatkov ter merili za vrednotenje ka-
kovosti algoritma. Ko je projekt definiran, lahko dodamo poljubno število
izvedb algoritmov. Na zahtevo sistem izvede vse implementirane algoritme,
preveri pravilnost in primerja kakovost svojih rezultatov. Uporabnik lahko
doda dodatna merila kakovosti, narǐse grafe in izvede vrednotenja ter pri-
merjave definiranih algoritmov.
ALGator smo uporabili kot vir podatkov, ki smo jih uporabili za analizo.
Na Sliki 1.1 je prikazan primer uporabe preko grafičnega vmesnika sis-
tema.
1.4 Struktura magistrskega dela
Magistrsko delo je sestavljeno iz petih poglavij. Po uvodu so v drugem po-
glavju predstavljene uporabljene metode za empirično analizo časovne zah-
tevnosti algoritmov. V tretjem poglavju opǐsemo, kako smo delovanje metod
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preverili na ročno generiranih podatkih, kjer imamo večji nadzor nad po-
datki. V četrtem poglavju naredimo analizo na realnih podatkih, katere smo
pridobili z izvajanjem algoritmov. V petem poglavju predstavimo sklepne
ugotovitve in možne izbolǰsave dela.
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Poglavje 2
Metode za analizo podatkov
V tem poglavju so opisane metode in postopki, uporabljeni v magistrskem
delu. Predstavljen je postopek za detekcijo odstopajočih meritev, iskanje
podintervalov s posebnimi lastnostmi, metoda za primerjavo algoritmov ter
iskanje simboličnega zapisa funkcije.
2.1 Teoretične osnove
2.1.1 Metoda najmanǰsih kvadratov
Metoda najmanǰsih kvadratov sodi med regresijske pristope. Zaradi njene
preprostosti in učinkovitosti sodi med najpogosteje uporabljene tehnike. Upo-
rablja se za reševanje predoločenih sistemov, torej sistemov, kjer je več enačb
kot neznank. Najpomembneǰsi primer uporabe je pri iskanju funkcij, ki kar
najbolje opisujejo podatke (angl. data fitting).
Vrednosti neodvisne spremenljivke zapǐsemo v vektor x, izmerjeno vrednost
v neki točki zapǐsemo v istoležni komponenti vektorja y. Za dani vektor
parametrov α funkcije f izračunamo napoved ŷ po enačbi:
ŷ = f(x,α) (2.1)
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Iščemo vektor parametrov α, da bosta y in ŷ imela čim bolj podobne vre-
dnosti [14]. Razliko med y in ŷ v točki i imenujemo residual v točki i (ri).
Residuale kvadriramo in seštejemo po vseh i. Minimiziramo torej enačbo:
argmin
α
∑
i
(f(xi,α)− yi)2 (2.2)
Za iskanje minimuma nelinearne funkcije obstajajo številni numerični algo-
ritmi. Najpreprosteǰsi je gradientni spust [15] (angl. gradient descent), ki je
iterativen algoritem. Začnemo z naključno rešitvijo, ki jo na vsakem koraku
popravimo tako, da se premaknemo v nasprotni smeri gradienta funkcije v
tej točki. Korak gradientnega spusta računamo po enačbi:
yi+1 = yi − β · ∇yi, (2.3)
kjer β označuje stopnjo učenja. Majhen β pomeni počasno konvergenco,
prevelik β pa lahko povzroči, da bomo zgrešili rešitev. Metoda poǐsče lo-
kalni minimum. Če je f konveksna, so vsi lokalni minimumi tudi globalni
minimumi.
Metodo najmanǰsih kvadratov lahko uporabimo za iskanje parametrov
potenčne funkcije, ki se najbolje prilega podatkom. V tem primeru je funk-
cija f(x) = c + a · xb, ǐsčemo pa parametre a, b in c. S potenčno funkcijo
lahko natančno opǐsemo le manǰse število algoritmov, a vseeno zadošča za
hitro oceno časovne zahtevnosti, zato je to uporaben podatek pri analizi al-
goritma.
Navadno nas zanima napaka nad vsemi razpoložljivimi meritvami. V ne-
katerih posebnih primerih, kjer je funkcija odsekoma konstantna, kot je to
v primeru prej opisanega Strassnovega algoritma, lahko napako računamo
samo na prvi točki vsakega novega podintervala. V praksi to pomeni, da
meritve iz vsakega podintervala predstavimo zgolj z eno točko.
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2.1.2 RMSE
RMSE ali root-mean-square error je pogosto uporabljena mera za primer-
javo vzorcev. Med dvema vektorjema jo izračunamo kot kvadratni koren
povprečnih kvadriranih residualov:
RMSE =
√∑N
i=1(yi − ŷi)2
N
(2.4)
Za primerjavo vrednosti RMSE med različnimi vektorji želimo zmanǰsati
vpliv velikosti vrednosti v vektorju. To lahko dosežemo z normalizacijo, tako
da RMSE delimo s povprečno vrednostjo vektorja:
NRMSE =
RMSE
y
(2.5)
RMSE in NRMSE sta nenegativni vrednosti, kjer nizke vrednosti odražajo
visoko podobnost med primerjanima vektorjema.
2.1.3 Ekvivalenčni razredi
Teoretična analiza ponuja številne definicije in notacije za opis algoritmov in
njihovih časovnih zahtevnosti. Najbolj znana med njimi je verjetno notacija
veliki O (angl. big O notation), s katero označimo asimptotično zgornjo mejo
časovne zahtevnosti, ki je definirana z
O(g(n)) = {f(n) : obstajata pozitivni konstanti n0 in c,
da velja 0 ≤ f(n) ≤ cg(n) ∀n ≥ n0}.
(2.6)
Uporaba takšne notacije skupaj z empirično analizo ne bi bila pravilna. Na
podlagi nekaj meritev, naj jih bo še tako veliko, ne moremo namreč zadostiti
strogi definiciji v enačbi 2.6. Za ta namen bomo nad množico vseh realnih
funkcij f : R→ R definirali sledečo ekvivalenčno relacijo.
Definicija 2.1 Naj bosta f in g funkciji definirani nad realnimi števili. f, g :
R→ R. Če velja
Df = Dg (2.7)
10 POGLAVJE 2. METODE ZA ANALIZO PODATKOV
in
∃a, b ∈ R, da velja: f(x) = a · g(x) + b ∀x ∈ Df , (2.8)
potem pǐsemo f ≡ g oziroma pravimo, da sta f in g ekvivalentni.
Izrek 2.1 Relacija, opisana v definiciji 2.1, je ekvivalenčna relacija nad
množico realnih funkcij.
Dokaz. Preveriti moramo, da veljajo refleksivnost, simetričnost in tranzitiv-
nost.
Naj bodo f , g in h funkcije, definirane nad realnimi števili. f, g, h : R→ R
Refleksivnost: dokazujemo a ≡ a
Enakost definicijskega območja velja očitno, zato je prva točka izpolnjena.
Za konstanti izberemo a = 1, b = 0, s čimer izpolnimo drugo točko.
Simetričnost: dokazujemo a ≡ b =⇒ b ≡ a
Zaradi simetričnosti intervalov prva točka velja.
Ker velja f = a · g + b, lahko izrazimo g = 1
a
· f − b
a
Tranzitivnost: dokazujemo a ≡ b ∧ b ≡ c =⇒ a ≡ c
Enakost intervalov je tranzitivna relacija, zato sta definicijski območji enaki.
Ker velja f = a1 · g + b1 in g = a2 · h + b2, lahko uporabimo substitucijo in
zapǐsemo f = a1 · a2 · h+ (b1 + a1 · b2). 
Tako definirana ekvivalenčna relacija razdeli množico vseh funkcij na ne-
skončno mnogo ekvivalenčnih razredov. V našem delu bomo imeli opravka
samo s končnim številom ekvivalenčnih razredov, saj bomo na začetku izbrali
nekaj predstavnikov razreda, nato pa iskali najbolǰse funkcije iz tega razreda.
Na primer funkcija f(x) = x2 je z zgoraj definirano relacijo ekvivalentna vsem
kvadratnim funkcijam oblike f(x) = a · x2 + c.
2.1.4 Nevronske mreže
Nevronske mreže so ene izmed najpogosteje uporabljanih tehnik v ume-
tni inteligenci. Njihovo delovanje temelji na principu delovanja človeških
možganov. Možgane sestavlja več milijard nevronov, ki so medsebojno po-
vezani s sinapsami. Kadar je nevron aktiviran, pošlje električni signal v
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sosednje nevrone. Z učenjem se povezave med določenimi nevroni okrepijo,
kar pri umetnih nevronskih mrežah ponazorimo z utežmi.
Pri umetnih nevronskih mrežah nevrone razporedimo po nivojih (angl. la-
yer). Prvi nivo ponazarja vhodni podatek, predstavljen z vrednostmi ne-
vronov, zadnji nivo pa izhodni podatek. Med njima je tudi poljubno število
skritih nivojev (angl. hidden layers). Na Sliki 2.1 je prikazana arhitektura
preproste nevronske mreže s tremi nevroni na prvem nivoju (modra barva),
enim skritim nivojem s štirimi nevroni (rumena barva) ter enim nevronom
na zadnjem nivoju (rdeča barva). Vhod v nevron n (in(n)) je torej linearna
kombinacija izhodov vseh nevronov i, med katerimi obstaja povezava (i, n).
Uteži povezave (i, n) označimo z w(i, n). Odziv nevrona na vhodni signal je
odvisen od aktivacijske funkcije. Pogosto se uporabljajo nelinearne funkcije,
na primer sigmoidna ali ReLU. Zapis sigmoidne funkcije je enačba 2.10.
Izhod nevrona se v tem primeru izračuna po enačbi 2.11.
in(n) =
∑
i
out(i) · w(i, n) (2.9)
S(x) =
1
1 + e−x
(2.10)
out(n) = S(in(n)) (2.11)
Nevronske mreže sodijo v tehnike nadzorovanega učenja (angl. Supervised
learning). To pomeni, da moramo na začetku pripraviti množico učnih po-
datkov, torej parov (vhod, izhod), na kateri bomo mrežo učili. Učenje mreže
je iskanje ustreznih uteži, ki minimizirajo napako. Na začetku uteži zavza-
mejo naključne vrednosti, nato pa jih v vsaki iteraciji popravimo v smeri
manǰse napake. Napaka se popravlja od zadnjega nivoja proti prvemu, kar
imenujemo vzvratno razširjanje napake (angl. backpropagation algorithm).
2.1.5 Metoda prečnega preverjanja
Metoda prečnega preverjanja (angl. cross-validation) je statistična tehnika,
ki meri, kako se rezultati analize obnašajo na neodvisni množici. Dano
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Slika 2.1: Arhitektura preproste nevronske mreže
množico razdelimo na dve particiji, učno in validacijsko. Na učni množici
model naučimo, na validacijski pa preverimo njegovo natančnost. Postopek
lahko ponovimo večkrat, kar se imenuje k-kratno prečno preverjanje (angl.
k-fold cross-validation). Rezultate iz različnih ponovitev združimo, na pri-
mer s povprečenjem. Pogosto se uporablja v strojnem učenju, kjer želimo
preprečiti pretirano prilagajanje učnim podatkom. Na Sliki 2.2 je primer
4-kratnega prečnega preverjanja, kjer podatke razdelimo na štiri dele. Eno
četrtino uporabimo kot testno množico (zelena barva), medtem ko je preostali
del podatkov učna množica (modra barva).
2.1.6 Genetski algoritmi
Genetski algoritmi sodijo med optimizacijske algoritme. Njihovo delovanje je
tesno povezano z evolucijsko teorijo in bojem za preživetje. Populacija pred-
stavlja vse osebke iste vrste, ki živijo na določenem geografskem območju.
V populaciji imamo številne osebke, ki pa se med seboj razlikujejo. Neka-
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Slika 2.2: 4-kratno prečno preverjanje
tere razlike prinašajo prednosti, druge slabosti. Na primer zajec, ki ne more
hitro teči, bo hitro postal plen druge živali. S tem ni konec samo njego-
vega življenja, temveč tudi njegovih genov, saj ne bo imel možnosti za raz-
množevanje. Po drugi strani ima zajec, ki teče hitreje od ostalih, več možnosti
za preživetje. Posledično bo imel več možnosti za razmnoževanje, kar pomeni
več njegovih genov v populaciji. V vsaki novi generaciji so geni, zbrani iz naj-
bolǰsih posameznikov. Skozi več generacij se torej razvijejo osebki, ki imajo
bolǰse lastnosti kot tisti iz prvotne generacije.
Za uporabo genetskega algoritma na realnih problemih se je potrebno najprej
odločiti, kako bodo predstavljeni osebki (angl. encoding). Navadno se upo-
rablja binaren niz. To je niz, sestavljen iz ničel in enic. Prvotna populacija
se generira naključno.
Izbrati moramo kriterijsko funkcijo (angl. fitness function), ki vsakemu
osebku določi kakovost, torej preslikavo iz osebkov v realna števila.
Metoda izbora (angl. selection) določa, kateri osebki se bodo razmnoževali.
Cilj je izbrati takšno metodo, kjer bodo visoko ocenjeni osebki dobili več po-
tomcev kot nizko ocenjeni. Izbira metode močno vpliva na selekcijski pritisk.
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Tabela 2.1: Primer enostavne populacije s tremi osebki
Osebek Vrednost kriterijske funkcije
A 1
B 4
C 5
Če je pritisk prevelik, potem genetski algoritem preveč favorizira trenutno
najbolǰse osebke. S tem iz populacije izrinemo slabše ocenjene osebke, kar
zmanǰsa raznolikost populacije. Rezultat tega je, da se genetski algoritem
hitro ujame v lokalen minimum, saj v populaciji ostanejo le zelo podobni
osebki. Šibek selekcijski pritisk omogoča veliko potomcev tudi slabše ocenje-
nim osebkom, kar vodi do slabih končnih rešitev. V nadaljevanju predstavimo
najbolj znane metode.
Selekcija z ruleto (angl. roulette wheel selection): Pri selekciji z ru-
leto je osebek izbran z verjetnostjo, proporcionalno glede na njegovo
kriterijsko funkcijo. To ponazorimo tako, da vrednosti kriterijske funk-
cije predstavimo s tortnim diagramom. Fiksiramo točko na diagramu,
nato pa diagram zavrtimo. Tako kot pri ruleti, izberemo tisti osebek,
na katerega kaže fiksna točka. Bolj formalno metodo opǐsemo tako:
izračunamo vsoto S kriterijskih funkcij vseh osebkov; generiramo na-
ključno število R med 0 in S; po vrsti seštevamo vrednosti kriterijskih
funkcij. Ko delna vsota preseže R, izberemo zadnji osebek. Na Sliki
2.3a je primer rulete za enostavno populacijo treh osebkov, prikazano
v Tabeli 2.1.
Selekcija glede na uvrstitev (angl. rank selection): Selekcija glede na
uvrstitev deluje zelo podobno kot selekcija z ruleto. Razlika je v tem,
da namesto vrednosti kriterijske funkcije upoštevamo uvrstitev osebka
v urejenem seznamu populacije. Metoda je uporabna, kadar imajo kri-
terijske funkcije v populaciji podobno vrednost. V tem primeru bi upo-
raba selekcije z ruleto močno zmanǰsala selekcijski pritisk. Prav tako
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(a) selekcija z ruleto (b) selekcija glede na uvr-
stitev
(c) turnirski sistem
Slika 2.3: Prikaz meritev
lahko analitično izračunamo indeks izbranega osebka brez računanja
vmesnih vsot, kar pospeši postopek. Če je število osebkov v populaciji
enako n, potem je vsota vseh uvrstitev enaka S = n·(n−1)
2
. Generiramo
naključno število r med 0 in 1 in ǐsčemo x, da bo izpolnjena neenakost
x∑
i=0
n− i
S
> r (2.12)
Iz Enačbe 2.12 izrazimo x:
x = n− 1
2
−
√
(n− 1
2
)2 + 2 · (n− r · n · n+ 1
2
) (2.13)
Na Sliki 2.3b je primer selekcije glede na uvrstitev za enostavno po-
pulacijo treh osebkov, prikazano v Tabeli 2.1.
Turnirski sistem (angl. tournament selection): Poteka tako, da naključno
izberemo k osebkov, med njimi pa izberemo najbolǰsega. Na primeru
populacije v Tabeli 2.1 za k = 2: če izberemo osebka A in C, potem
metoda vrne C, ker ima ta večjo vrednost kriterijske funkcije. Na Sliki
2.3c so prikazani rezultati simulacije, kadar mnogokrat ponovimo tur-
nirski sistem za k = 2 na podatkih iz Tabele 2.1. Iz množice treh
osebkov v tem primeru izžrebamo dva. C je najbolǰsi in bo vedno zma-
govalec turnirja, kadar je izbran v turnir, kar se zgodi v 2
3
ponovitev. B
je zmagovalec turnirja, kadar tekmuje z A, zato zmaga v 1
3
ponovitev.
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Slika 2.4: Križanje v eni točki
A je najslabši in ne more nikoli osvojiti turnirja za k > 1. Z večanjem k
se povečuje selekcijski pritisk, saj slabše vrednosti težje osvojijo turnir.
Elitizem je pristop, kjer najbolǰsi osebek vedno nespremenjen izberemo v
novo generacijo. Na ta način se pospeši konvergenca algoritma.
Križanje (angl. crossover) je genetska operacija, ki določa, kako se iz
genov staršev ustvarijo geni potomcev. Najbolj enostaven primer je križanje
v eni točki (angl. single point crossover), kjer izberemo naključno mesto v
genu obeh staršev, nato gena združimo. Prvi otrok dobi prvo polovico gena
prvega starša in drugo polovico gena drugega starša, drugi otrok pa drugo
polovico gena prvega starša in prvo polovico gena drugega starša. Primer
križanja v eni točki je prikazan na Sliki 2.4.
Kadar so geni dalǰsi, se pogosto uporablja križanje v več točkah (angl. k-
point crossover), ki ga lahko ponazorimo z večkratnim ponavljanjem križanja
v eni točki. Na sliki 2.5 je primer križanja v dveh točkah.
Mutacije so redek, vendar pomemben pojav. V naravi pride do napak pri
prepisovanju genetskega materiala, največkrat kot posledica različnih sevanj.
Večina mutacij je za organizem pogubna, nekatere pa izbolǰsajo genetski
material, kar vodi k večji biološki raznovrstnosti. Pri računalnǐskih genetskih
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Slika 2.5: Križanje v dveh točkah
algoritmih mutacijo ponazorimo tako, da izberemo nekaj naključnih mest v
genu in jim spremenimo vrednost. Ker je gen predstavljen kot binaren niz,
to pomeni spremembo iz 0 v 1 ali iz 1 v 0.
Večpopulacijski genetski algoritmi
Kljub mutacijam se lahko genetski algoritem ujame v lokalni minimum. Pro-
blem lahko rešujemo z uporabo večpopulacijskih genetskih algoritmov (angl.
multipopulation genetic algorithms). Ločeno razvijamo več populacij, vsakih
nekaj generacij prenesemo najbolǰse osebke iz ene populacije v drugo. Ideja
izvira iz narave, kjer se osebki določene populacije večino časa razmnožujejo
lokalno, brez stika z ostalimi osebki iste vrste, na primer na otokih. Občasno
pa vseeno pridejo v stik z ostalimi, na primer pri selitvah.
2.1.7 Predstavitev števil v plavajoči vejici
Če števila predstavimo v klasični obliki, to je v obliki fiksne vejice, potrebu-
jemo veliko bitov za zapis konstant. Za ta namen se v računalnǐstvu uporablja
predstavitev števil v plavajoči vejici, saj omogoča večji razpon med števili.
Če uporabimo dvojǐski zapis, potem so števila zapisana na sledeč način:
x = (−1)s ·m · 2e, (2.14)
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kjer je s en bit, s katerim določimo predznak števila, m je mantisa, e pa
eksponent. Za mantiso navadno zahtevamo, da je normalizirana, torej oblike
m = 0.1m1m2... Ker želimo predstaviti tudi števila z negativnim eksponen-
tom, e običajno izračunamo z odmikom. Najbolj znana je predstavitev z 32
biti, ki se imenuje enojna natančnost. V sodobnem računalnǐstvu se nava-
dno uporablja dvojna natančnost, kjer število zapǐsemo s 64 biti. Pri enojni
natančnosti je en bit rezerviran za predznak, 8 bitov za eksponent ter 23
za mantiso. Mantisa je normalizirana, torej je y = 0.m2....m24, število x pa
izračunamo po naslednji enačbi:
x = (−1)s · (1 + y) · 2e−127 (2.15)
Če je eksponent predstavljen s samimi enicami, je v primeru enojne natačnosti
to vrednost 255, in če je mantisa iz samih ničel, potem je vrednost x enaka
±∞. Če je vrednost e enaka 255, mantisa pa ni iz samih ničel, potem je
vrednost neveljavna, torej NaN .
2.2 Detekcija odstopajočih meritev
Pri izvajanju algoritma na danih nalogah nas včasih poleg samega rezultata
zanima še kaj drugega, na primer število osnovnih operacij, ki so se izvedle
na procesorju, porabljen prostor v pomnilniku, največkrat pa je to porabljen
čas. Če večkrat zapored poženemo isti algoritem na isti nalogi, hitro opazimo,
da se količina porabljenega časa spreminja. To je v največji meri odvisno od
trenutne aktivnosti računalnika. Aktivni programi ter storitve, ki se izvajajo
v ozadju, porabljajo procesorsko moč. Sodobni procesorji sami spreminjajo
svojo frekvenco, kar je odvisno od števila trenutno aktivnih jeder procesorja,
porabe energije ter temperature procesorja [12].
Pri opisovanju trendov nam zgoraj opisana odstopanja povzročajo težave,
zato želimo razviti postopek za detekcijo odstopajočih meritev. Meritve po-
skusimo opisati s funkcijo:
f(n) = C · nα +O(nβ) kjer je β < α. (2.16)
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Če vrednost funkcije f izračunamo v dveh točkah ter izračunamo njun
kvocient, pri čemer zanemarimo nižje člene, dobimo:
f(n1)
f(n2)
≈ C · n
α
1
C · nα2
(2.17)
Iz enačbe (2.17) izrazimo α:
α ≈ logn1
n2
f(n1)
f(n2)
(2.18)
Na tak način lahko ocenimo vrednost parametra α iz vseh parov zaporednih
točk. Če v podatkih ni prevelikega šuma, pričakujemo, da bodo ocenjene
vrednosti med seboj podobne. Večja odstopanja od povprečja nakazujejo na
odstopanje v meritvah.
Z-vrednost: Za iskanje odstopanj smo uporabili Z-vrednost, s katero me-
rimo odstopanje glede na aritmetično sredino. Definirana je kot kvocient
med odklonom od povprečja in standardnim odklonom [2]. Na vzorcu jo
izračunamo po formuli
z =
x− x̄
S
, (2.19)
kjer je x̄ povprečna vrednost vzorca, S pa standardni odklon vzorca.
Definirajmo M kot največjo dopustno vrednost Z-vrednosti. Vsak α, ka-
terega Z-vrednost presega M , označimo kot odstopajočo meritev. Ker je
α izračunan iz dveh zaporednih meritev, imamo dva kandidata za odstop,
izmed katerih moramo izbrati enega. Na Sliki 2.6a in Sliki 2.6b odstopa
α, izračunan med modro in zeleno meritvijo. Rdeče točke predstavljajo li-
nearen graf, v obeh primerih je modra meritev nad krivuljo, vendar je na
Sliki 2.6a odstopajoča meritev označena z modro barvo, na Sliki 2.6b pa
z zeleno. Med kandidatoma (x1, y1) in (x2, y2) izberemo odstop tako, da po
metodi najmanǰsih kvadratov poǐsčemo funkcijo oblike y = c + a · xb, ki se
meritvam najbolje prilega. Metoda je podrobneje opisana v razdelku 2.1.1.
Izračunamo residuala r1 = |y(x1) − y1| in r2 = |y(x2) − y2|. Izračun residu-
alov je standarden statističen pristop, s katerim merimo razliko med točno
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(a) odstop modre meritve (b) odstop zelene meritve
Slika 2.6: Identifikacija odstopajoče meritve
in napovedano vrednostjo. V primeru razvite metode ga izračunamo le na
dveh točkah, saj smo že prej določili, da je ena izmed njiju odstop. Za odstop
proglasimo meritev z večjim residualom.
Psevdokoda delovanja opisanega algoritma za detekcijo napačnih meritev
je zapisana v Algoritmu 1. Delovanje metode na ročno generiranih primerih
predstavimo v razdelku 3.2, delovanje na realnih primerih pa v razdelku 4.2.
Dobra lastnost predlaganega pristopa je predvsem to, da ne zahteva po-
sebnega predznanja glede vrste problema in trenda podatkov, zato ga je
možno uporabiti tudi na drugih področjih. Uporabimo ga lahko za iskanje
odstopanj kjerkoli na intervalu, tudi v začetni in končni točki. Prav tako ga
je moč hitro implementirati.
Glavna slabost je to, da moramo ročno določiti M , kot največjo dopustno
Z-vrednost, kar je odvisno od podatkov. Prevelik M bo kot ustrezne označil
številne odstopajoče meritve, premajhen M bo zavrnil preveliko število me-
ritev.
2.3 Detekcija podintervalov
Nekateri algoritmi imajo časovne zahtevnosti s posebnimi lastnostmi. Pri
nekaterih je moč poiskati podintervale, kjer se funkcija časovne zahtevnosti
obnaša drugače kakor na celotnem intervalu. Strassenov algoritem [1] je
algoritem za učinkovito množenje matrik. Predpostavka je, da so matrike
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Algoritem 1 Detektor napačnih meritev
Vhod: objekt data z atributoma x in y predstavlja izmerjene
meritve, število M je največja dovoljena vrednost, ki še ni od-
stop.
1: n← data.length {test}
2: obstajaOdstop← true
3: repeat
4: obstajaOdstop← false
5: najboljsePrileganje←MetodaNajmanjsihKvadratov(data.x, data.y)
6: alfaArr ← new double[n− 1]
7: zV rednosti← new double[n− 1]
8: for i = 0...n− 2 do
9: alfaArr[i]← IzracunajAlfa(data.x[i], data.y[i], data.x[i + 1], data.y[i + 1])
10: end for
11: zV rednosti← IzracunajZV rednosti(alfaArr)
12: i← PoisciIndeksPrveV rednostiV ecjeOd(zV rednosti,M)
13: if i 6= undefined then
14: obstajaOdstop← true
15: if najboljsePrileganje[i] ≤ najboljsePrileganje[i + 1] then
16: odstop← i + 1
17: else
18: odstop← i
19: end if
20: data.odstrani(odstop)
21: end if
22: until obstajaOdstop
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Slika 2.7: Časovna zahtevnost Strassnovega algoritma
dimenzije 2k × 2k, za k ∈ N. V kolikor predpostavka ni izpolnjena, matriko
razširimo z ničlami. Posledica tega je, da je T (n) = T (2k) k = dlog2 ne.
Obstajajo torej podintervali, kjer časovna zahtevnost algoritma zavzame kon-
stantno vrednost (Slika 2.7).
Poiskati želimo točke, kjer lahko dani interval razdelimo na podinter-
vale. Analizo izvedemo, kot da vse točke ležijo na istem intervalu. Točko,
kjer se prične nov podinterval, bomo zaznali kot odstop. Zato lahko upo-
rabimo podobno idejo kot pri detekciji napačnih meritev. Iz dveh zapore-
dnih meritev izračunamo α, kot v enačbi 2.18. Na identičen način kot prej
poǐsčemo odstop, torej meritev m = (x1, y1). Vrednost x1 je kandidat za
x, kjer bi lahko razdelili celoten interval na podintervala: [0, x1), [x1, n]. Se-
daj poǐsčemo funkcijo f , ki na intervalu [0, x1) najbolje aproksimira meritev,
ter izračunamo povprečno napako med funkcijo f ter meritvijo na intervalu
[0, x1). Izračunamo še povprečno napako med f in meritvijo na prvih m me-
ritvah iz intervala [x1, n]. Če je kvocient med obema napakama dovolj velik,
potem interval [0, x1) proglasimo za prvi podinterval s posebnimi lastnostmi,
na intervalu [x1, n] postopek ponovimo. Prav tako še enkrat poǐsčemo podin-
tervale na [0, x1). Kadar so meritve sestavljene iz več podintervalov, imajo
navadno podatki večje skoke pri večjih abscisah. Zaradi tega metoda postane
manj občutljiva na spremembe pri začetnih podintervalih, zato za vsak po-
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dinterval, ki se začne z 0, skušamo še naprej poiskati podintervale. Metoda
predpostavi, da meritve ležijo na isti krivulji. Če se od neke točke naprej
napaka poveča, potem predpostavko zavrnemo.
Psevdokoda metode za detekcijo prvega posebnega podintervala, če ta
obstaja, je predstavljena v Algoritmu 2. Delovanje metode na ročno generi-
ranih primerih predstavimo v razdelku 3.1, delovanje na realnih primerih pa
v razdelku 4.1.
2.4 Primerjava algoritmov
V tem poglavju bomo predstavili način, kako med seboj primerjati in rangi-
rati (določiti kakovostni vrstni red) algoritme za reševanje istega problema.
Pri izvajanju postopka bomo predpostavili, da smo algoritme izvajali na istih
podatkih, saj lahko le tako izvedemo primerjavo. Ker želimo med algoritmi
uvesti relacijo urejenosti, za katero mora veljati tudi tranzitivnost, je najbo-
lje, če za vsak algoritem na določenih podatkih vrnemo število, ki predstavlja
njegovo ”kakovost”. Za mero kakovosti smo v našem primeru izbrali ploščino
pod krivuljo funkcije porabljenega časa, ki jo lahko izračunamo s pomočjo
določenega integrala. Ker v času analize funkcije časovne zahtevnosti ne
poznamo, poznamo pa posamezne meritve, si lahko pomagamo s trapeznim
pravilom. To je tehnika numeričnega integriranja, kjer seštejemo ploščine
trapezov in tako aproksimiramo vrednost integrala. Če vrednost funkcije
izračunamo v n + 1 točkah: x0 < x1 < · · · < xn, potem je ocena za ploščino
po trapezni formuli enaka:
S =
n∑
i=1
f(xi−1) + f(xi)
2
· (xi − xi−1) (2.20)
Pri algoritmih nas bolj zanima obnašanje v asimptoti, zato uporabimo uteženo
vsoto, pri čemer želimo čim bolj poudariti meritve na koncu intervala. Večja
kot je razlika med prvo in zadnjo vrednostjo, torej med f(x0) in f(xn), večjo
utež damo meritvam pri večjih vrednostih x. Za izračun kakovosti zato upo-
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Algoritem 2 Detektor posebnih podintervalov
Vhod: objekt data z atributoma x in y predstavlja izmerjene meritve, število
M je največja dovoljena vrednost, ki še ni odstop, število točk m, ki jih pre-
gledamo na naslednjem podintervalu, razmerje threshold, ki določa začetek
novega podintervala.
1: n← data.length
2: obstajaOdstop← true
3: kandidati← PoisciKandidateZaOdstop(data,M)
4: n← kandidati.length
5: for i = 0...n− 1 do
6: kandidat← kandidati[i]
7: x1 ← kandidat.X
8: bestF it← PoisciNajboljsoFunkcijoNaIntervalu(data, 0, x1)
9: error1 = 0
10: stevec1 = 0
11: for x, y in data.PointsIterator().StartWithXV alue(data.X[0]) do
12: if x > x1 then
13: break
14: end if
15: stevec1← stevec1 + 1
16: error1← error1 + |y − bestF it(x)|
17: end for
18: error2 = 0
19: stevec2 = m
20: for x, y in data.PointsIterator().StartWithXV alue(x1) do
21: if stevec2 = 0 then
22: break
23: end if
24: stevec2← stevec2− 1
25: error2← error2 + |y − bestF it(x)|
26: end for
27: if (error2/m) > threshold ∗ (error1/stevec1) then
28: return x1
29: end if
30: end for
31: return undefined
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rabimo:
S =
n∑
i=1
f(xi−1) + f(xi)
2
· (xi − xi−1) · (1 +
i
n
· f(xn)− f(x0)
f(x0)
) (2.21)
Zgoraj opisano metodo smo implementirali in preizkusili na ročno generiranih
podatkih ( 3.3) in realnih meritvah ( 4.6).
2.5 Napovedovanje ekvivalenčnih razredov
2.5.1 Napovedovanje ekvivalenčnih razredov z nevron-
skimi mrežami
Označimo z R končno množico ekvivalenčnih razredov, določenih z relacijo,
definirano v definiciji 2.1. Za dano meritev m = (x,y) želimo poiskati
ekvivalenčni razred r ∈ R, ki meritev kar najbolje opǐse. Označimo s P (r | m)
vrednost na intervalu [0, 1], ki ponazarja verjetnost, da meritev m pripada
ekvivalenčnemu razredu r. Iščemo torej r,
argmax
r
P (r | m) (2.22)
Za vsak r ∈ R poǐsčemo funkcijo f ∈ r, ki po metodi najmanǰsih kva-
dratov najbolje aproksimira meritev m. Par (f,m) opǐsemo z naslednjimi
značilkami:
NRMSE: Izračunamo normaliziran RMSE med f(x) in y.
Prva točka nad napovedjo: 1 če je y[0] > f(x[0]), 0 sicer
Zadnja točka nad napovedjo: 1 če je y[n− 1] > f(x[n− 1]), 0 sicer
Delež sprememb predznaka: k
n
, kjer je n dolžina vektorja x, k pa število
točk i, za katere velja:
signum(y[i]− f(x[i])) 6= signum(y[i− 1]− f(x[i− 1]))
Delež točk pod napovedjo: k
n
, kjer je k število točk i, za katere velja
y[i] < f(x[i])
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Delež zaporednih točk nad napovedjo: k
n
, kjer je k dolžina najdalǰsega
zaporedja točk i, za katere velja y[i] > f(x[i])
Delež zaporednih točk pod napovedjo: k
n
, kjer je k dolžina najdalǰsega
zaporedja točk i, za katere velja y[i] < f(x[i])
Na izhodu nevronske mreže je samo ena vrednost, ki jo proglasimo za verje-
tnost P (r | m), da dana meritev pripada ekvivalenčnemu razredu r.
2.5.2 Napovedovanje ekvivalenčnih razredov z metodo
najmanǰsih kvadratov
Vnaprej izberemo nekaj možnih ekvivalenčnih razredov. Iz vsakega ekviva-
lenčnega razreda funkcij po metodi najmanǰsih kvadratov poǐsčemo funkcijo
f , ki aproksimira meritev m. Kakovost aproksimacije ocenimo s prečnim
preverjanjem in izračunom RMSE. Na vsakem koraku prečnega preverjanja
izračunamo RMSE na testnem delu podatkov, na koncu seštejemo napake.
Prečno preverjanje v našem primeru pomeni, da razdelimo interval na del, na
katerem izvedemo metodo najmanǰsih kvadratov, ter na del, kjer izračunamo
napako. Funkcija f , ki ima najmanǰso napako, je hkrati tudi napoved takega
modela.
Psevdokoda delovanja opisanega algoritma za napovedovanje ekvivalenčnih
razredov je opisana v Algoritmu 3.
2.6 Genetski algoritmi
Slabost prej opisanih pristopov, kjer ǐsčemo ekvivalenčne razrede funkcij je v
tem, da moramo vnaprej sami določiti nekaj ekvivalenčnih razredov. S tem
izgubimo na splošnosti rešitve. Prav tako iz naše definicije ekvivalenčnih
razredov sledi, da ne poǐsčemo nižjih členov funkcij. Temu se želimo izo-
gniti z uporabo genetskih algoritmov, s katerimi želimo modelirati tudi bolj
kompleksne funkcije. Uporaba genetskih algoritmov za iskanje funkcij, ki
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Algoritem 3 Napovedovanje ekvivalenčnih razredov funkcij
Vhod: objekt data z atributoma x in y predstavlja izmerjene
meritve, R je množica ekvivalenčnih razredov, število stPrec-
negaPreverjanja definira, kolikokrat izvedemo prečno preverja-
nje.
1: bestFunc← newfunction()
2: bestError ←∞
3: for i = 0...len(R)− 1 do
4: r ← R[i]
5: najboljsaIzR← leastSquares(data, r)
6: rmse← 0
7: for j = 0...stPrecnegaPreverjanja do
8: rmse← rmse + izracunajRmseNaIntervalu(data, najboljsaIzR, j)
9: end for
10: if rmse < bestError then
11: bestFunc← f
12: bestError ← rmse
13: end if
14: end for
15: return bestFunc
28 POGLAVJE 2. METODE ZA ANALIZO PODATKOV
se lepo prilegajo podatkom, ni nov pristop [9, 10]. Takšne metode najprej
izberejo model, s katerim želimo opisati podatke, nato z uporabo genetskih
algoritmov poǐsčejo konstante, da bo model čim bolj natančen. Konstante
so predstavljene v dvojǐskem zapisu, nato iz njih sestavimo dolg dvojǐski niz.
Genetski algoritem ne potrebuje informacije, kje je konec ene in začetek druge
konstante. Ta informacija se uporablja le pri dekodiranju niza, ko računamo
vrednost kriterijske funkcije.
Ta pristop smo želeli nadgraditi. V primerjavi s sorodnimi deli, kjer ǐsčemo
le konstante, smo izdelali model, kjer je v zapisu gena vključena tudi infor-
macija o funkciji. Na ta način lahko sestavimo kompleksneǰse funkcije, na
primer kompozitum funkcij.
Izbrati moramo način, kako bomo predstavili števila. Vnaprej izberemo
število k bitov, s katerimi želimo zapisati konstante. Iz zapisa problema
namreč sledi, da konstante lahko zavzamejo zelo različne vrednosti. Prosti
členi so lahko zelo veliki, medtem ko so konstante pri množenju hitro ra-
stočih funkcij (npr. polinomi visokih stopenj) manǰse, zato se odločimo za
zapis števil v plavajoči vejici, kot smo ga opisali v razdelku 2.1.7. Najbolj
razširjeni sta predstavitev števil z 32 ali 64 biti. Za uporabo v genetskih algo-
ritmih obe nista najbolj ustrezni, saj želimo dolžino gena čim bolj skraǰsati,
zato uporabimo lastno obliko zapisa. Pri tem občutno skraǰsamo dolžino
mantise, saj lahko za ceno natančnosti pridobimo nekaj bitov. Prav tako se
z zmanǰsanjem dolžine eksponenta izognemo zelo velikim ali zelo majhnim
vrednostim. Zaradi kraǰsega gena je hitreǰsa tudi konvergenca algoritma.
2.6.1 Zapis osebkov
Predstavili bomo nov zapis osebkov, kjer lahko poleg konstant iz osebka
dekodiramo še vrsto funkcije. Zapis zavzame obliko kot na Sliki 2.8, torej
zaporedje delov func in op, kjer vsakemu func (razen zadnjemu) sledi op.
Nadalje je vsak func oblike kot na Sliki 2.9.
op je informacija v velikosti dveh bitov, ki predstavlja matematični ope-
rator. Na voljo so naslednji štirje matematični operatorji:
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Slika 2.8: Zapis funkcije kot osebek
v populaciji Slika 2.9: Zapis dela gena, imenova-
nega func
00 seštevanje
01 odštevanje
10 množenje
11 kompozitum
xx je informacija v velikosti dveh bitov, ki predstavlja matematično funk-
cijo. Na voljo so naslednje štiri funkcije:
00 konstantna funkcija
01 potenčna funkcija
10 eksponentna funkcija
11 logaritemska funkcija
const je vrednost konstante, predstavljene v plavajoči vejici.
Funkcijo iz tako zapisanega gena dobimo na način, kot je to zapisano v
Algoritmu 4. Ideja je, da zapis pregledujemo od leve proti desni. Najprej
preverimo vrednost naslednjega op. Če je kompozitum, izberemo funkcijo
glede na vrednost xx. Če je konstanta, vrnemo vrednost konstante, sicer
izračunamo kompozitum nad preostankom zapisa. Če op ni kompozitum,
pa izračunamo navadno računsko operacijo, na primer vsoto dveh funkcij.
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Tabela 2.2: Primeri zapisov funkcij
func op func op func simboličen zapis
xx const xx const xx const
konst 10 množenje potenčna 2 seštevanje konst 500 10 ∗ x2 + 500
logaritem 123 kompozitum logaritem 456 kompozitum potenčna 0.5 log log
√
x
eksponentna 999 kompozitum potenčna 3 seštevanje potenčna 2 ex
3+x2
potenčna 0.5 kompozitum potenčna 1 odštevanje konst 500
√
x− 500
konst 800 kompozitum potenčna 1 množenje konst 2 800
potenčna 2 kompozitum log 100 kompozitum potenčna 2 log2 x2
konst 100 seštevanje eksponentna 123 odštevanje potenčna 1 100− x
Logaritemska in eksponentna funkcija delujeta le skupaj z operatorjem kom-
pozitum, sicer se njuna vrednost ignorira. Nekaj primerov kodiranj je v Ta-
beli 2.2. Imena funkcij ter operatorjev so zaradi preglednosti poimenovana
z besedami, konstante pa so zapisane v desetǐski obliki.
2.7 Algoritmi z več parametri
Do sedaj smo imeli opravka samo z algoritmi, kjer je časovna zahtevnost funk-
cija ene spremenljivke. Vhodne podatke lahko opǐsemo tudi z več parametri.
Pri urejanju tabel nas navadno zanima dolžina tabele. Drugi parameter, ki
ga lahko dodamo je urejenost tabele. Znano je, da nekateri algoritmi delu-
jejo hitreje na že urejenih tabelah. Parameter urejenost je torej diskreten in
lahko zavzame eno izmed naslednjih vrednosti {urejeno naraščajoče, urejeno
padajoče, naključno}.
Razvili smo algoritem, ki poǐsče zakonitosti pri problemih, kjer so vhodni po-
datki opisani z enim zveznim in nič ali več diskretnimi parametri. Algoritem
je izpeljanka iz znanega algoritma Apriori [11], ki poǐsče pogoste nabore v
množici transakcij. Temelji na analizi nakupovalnih košaric. Z množico I
označimo vse možne artikle, vsak nakup predstavimo kot transakcijo, torej
podmnožico I. Podmnožico X ⊂ I imenujemo nabor, njegova podpora pa je
delež vseh transakcij t, kjer X ⊆ t. Določimo minimalno podporo minsup,
nabore katerih podpora je večja ali enaka minsup pa označimo kot pogoste
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Algoritem 4 Decode
Vhod: dvojǐski niz zapis, v katerem so kodirani
osebki.
1: op← poisciPrviOp(zapis)
2: func← poisciPrviFunc(zapis)
3: xx, const← dekodirajFunc(func)
4: if op = kompozitum then
5: if xx = konst then
6: return const
7: else if xx = potencna then
8: return (Decode(zapis.preostanek())const
9: else if xx = logaritem then
10: return logDecode(zapis.preostanek())
11: else if xx = eksponentna then
12: return eDecode(zapis.preostanek())
13: end if
14: else
15: if fun = konst then
16: return const op Decode(zapis.preostanek())
17: else if fun = potencna then
18: return xconst op Decode(zapis.preostanek())
19: else
20: return Decode(zapis.preostanek())
21: end if
22: end if
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nabore. Če je nabor X nepogost, potem je nepogost tudi nabor Y , kjer je
X ⊆ Y . To velja očitno, saj če v nabor X dodamo artikel iz I, se njegova
podpora zmanǰsa ali ostane enaka.
Algoritem Apriori začne z nabori, kjer vsak nabor sestavlja en artikel iz I.
Med njimi poǐsčemo pogoste nabore in jih združimo v nabore z dvema arti-
kloma. Algoritem izvajamo iterativno in na vsakem koraku povečamo število
artiklov v naboru z združevanjem podnaborov. Ustavimo se, ko so na enem
nivoju samo še nepogosti nabori.
Problem opǐsemo z enim zveznim ter m diskretnimi parametri. Označimo
s Ki, 1 ≤ i ≤ m množico vrednosti, ki jih lahko zavzame diskreten parameter
i, ter naj bo ki = |Ki|. Izberemo množico ekvivalenčnih razredov funkcij R
in za vsako možno kombinacijo diskretnih parametrov poǐsčemo ekvivalenčni
razred, ki ima najmanǰso napako. Vrednosti diskretnih parametrov skupaj z
ekvivalenčnim razredom predstavimo kot transakcijo. Vseh transakcij je n,
kjer je n =
∏m
i=1 ki, vsaka transakcija pa je dolžine m+ 1. Množico naborov
na prvem nivoju dobimo tako, da zapǐsemo vse možne kombinacije enega
diskretnega parametra ter ekvivalenčnega razreda: ∪mi=1Ki ×R. Nabor X je
sedaj par (kk, r), kjer je kk ∈ Kj za nek j, r pa element iz R. Za vsak tak
nabor X preštejemo število transakcij p, ki ta nabor vsebujejo. Če je p > 1,
potem označimo nabor kot pogost. Je namreč kandidat, iz katerega lahko
izpeljemo povezovalno pravilo. Za povezovalno pravilo zahtevamo 100% pod-
poro, iz katerega potem sledi: če j-ti diskretni parameter zavzame vrednost
kk, sledi, da je ekvivalenčni razred enak r, neodvisno od vrednosti drugih
diskretnih parametrov. Iz tega sledi, da mora biti
p =
m∏
i=1
i 6=j
ki (2.23)
Kot v prvotnem algoritmu združimo kandidate v naslednji nivo in isti po-
stopek nadaljujemo. Edina sprememba je pri računanju p, saj X ni več par,
ampak n-terka in vsebuje več diskretnih parametrov. p se sedaj izračuna kot
produkt vseh ki, kjer i-ti diskretni parameter ni vsebovan v X. Dva nabora
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lahko združimo, če imata isti ekvivalenčni razred.
Primer delovanja opisanega algoritma poglejmo na enostavnem primeru, kjer
so vhodni podatki opisani z enim zveznim ter tremi diskretnimi parame-
tri. par1 zavzame vrednosti iz {a1, a2}, par2 iz {b1, b2, b3}, par3 iz {c1, c2}.
Množica ekvivalenčnih razredov je R = {konstantna, linearna}. Podatki so
v Tabeli 2.3.
Na prvem nivoju poǐsčemo vse možne kombinacije med eno diskretno vre-
dnostjo ter ekvivalenčnimi razredi. Imamo sedem različnih vrednosti ter dva
ekvivalenčna razreda, torej skupaj 7·2 = 14 kombinacij. Za vsako tako kombi-
nacijo preštejemo število ponovitev. Par (b1, linearna) se pojavi samo enkrat,
zato ni kandidat za naslednji nivo. Vse ostale kombinacije se pojavijo več
kot enkrat, zato jih bomo združevali na naslednjem nivoju. Na prvem nivoju
so torej: {(a1, konstantna), (a1, linearna), (a2, linearna), (a2, konstantna),
(b1, konstantna), (b2, linearna), (b2, konstantna), (b3, konstantna),
(b3, linearna), (c1, konstantna), (c1, linearna), (c2, konstantna), (c2, linearna)}.
Nabore dolžine 2 iz prvega nivoja združimo v nabore dolžine 3 na drugem
nivoju, kjer združujemo le nabore z istim ekvivalenčnim razredom. Združimo
lahko na primer (a1, linearna) in (b2, linearna) ter dobimo (a1, b2, linearna).
Ta kombinacija se pojavi zgolj enkrat, zato ni kandidat za pravilo. Kombi-
nacija (a1, c1, konstantna) se pojavi trikrat. Torej je kandidat za pravilo.
Izračunamo vrednost p po Enačbi 2.23, od tod sledi: p = k2 = 3. Našli smo
prvo povezovalno pravilo: (par1 = a1 ∧ par2 = c1) =⇒ r = konstantna.
Druga povezovalna pravila pa so: (par1 = a1 ∧ par2 = b1) =⇒ r =
konstantna, (par1 = a2∧par2 = c1) =⇒ r = linearna, (par1 = a2∧par2 =
c2) =⇒ r = konstantna, (par1 = b1 ∧ par2 = c2) =⇒ r = konstantna.
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Tabela 2.3: Primer enostavnega algoritma s tremi diskretnimi parametri
par1 par2 par3 ekvivalenčni razred
a1 b1 c1 konstantna
a1 b1 c2 konstantna
a1 b2 c1 konstantna
a1 b2 c2 linearna
a1 b3 c1 konstantna
a1 b3 c2 linearna
a2 b1 c1 linearna
a2 b1 c2 konstantna
a2 b2 c1 linearna
a2 b2 c2 konstantna
a2 b3 c1 linearna
a2 b3 c1 konstanta
Poglavje 3
Rezultati
Kakovost razvitih metod želimo preveriti na podatkih, ki jih lahko nadzi-
ramo. V tem primeru vemo, kakšen rezultat lahko pričakujemo. V ta namen
generiramo različne naključne meritve, katerim spreminjamo parametre. V
tem poglavju se posvetimo samo analizi na ročno generiranih meritvah. Ne-
katere metode, kot je detekcija napačnih meritev, je mogoče dobro preveriti
in oceniti njihovo natančnost s pomočjo statističnih mer. Pri nekaterih dru-
gih metodah, kot je na primer detekcija podintervalov, pa je težje statistično
oceniti natančnost delovanja, zato ročno preverimo njihovo delovanje, tako
da jih izvedemo na nekaj primerih, kjer poskušamo poiskati dobre primere
ter primere, kjer metoda deluje slabše.
3.1 Detekcija podintervalov
Postopek iskanja podintervalov smo opisali v razdelku 2.3. Njegovo delova-
nje preizkusimo na ročno generiranem primeru, kjer obravnavamo odsekoma
konstantno funkcijo. Funkcijo ločimo na tri podintervale, na vsakem pa za-
vzame drugačno konstantno vrednost. Na Sliki 3.1 sta z modro označeni
točki, ki označujeta pričetek novega podintervala.
V preǰsnjem primeru je imela funkcija na vseh podintervalih konstantno
vrednost. Delovanje preverimo še v primeru, kjer se na prvem podintervalu
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Slika 3.1: Odsekoma konstantna funkcija
Slika 3.2: Nezvezna funkcija
funkcija obnaša kot konstantna funckcija, na drugem kot linearna ter na tre-
tjem kot kvadratna funkcija. Z modro označimo točki, ki označujeta pričetek
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novega podintervala. Na Sliki 3.2 vidimo, da smo tudi v tem primeru našli
primerna začetka novega podintervala.
3.2 Detekcija napačnih meritev
V poglavju 2.2 smo opisali postopek, s katerim zaznavamo napačne meritve.
Postopek ovrednotimo na podatkih, ki jih generiramo sami. Glavna prednost
takšnega pristopa je, da vemo, katere meritve so napačne. Za ta namen ustva-
rimo generator meritev, ki sprejme naslednje parametre: (f, a, b, n, s, o, p), pri
čemer je f funkcija, ki slika v realna števila, a in b sta začetna in končna točka
intervala, število n določa, na koliko podintervalov ekvidistančno razdelimo
interval [a, b], s je osnovni šum, ki ga izračunamo glede na vrednost odvisne
spremenljivke, p predstavlja delež napačnih meritev, o pa odstop napačnih
meritev. Za običajno meritev vrednost izračunamo po enačbi
y = f(x) · (1 + s · r); r ∼ N (0, 1), (3.1)
kjer z N (0, 1) označimo normalno porazdelitev s pričakovano vrednostjo 0 in
varianco 1.
Za meritev, ki jo klasificiramo kot odstop, vrednost izračunamo po enačbi
y = f(x) · (1± o · (1
2
+
1
2
∗ r)); r ∼ U(0, 1), (3.2)
kjer z U(0, 1) označimo enakomerno porazdelitev na intervalu [0, 1].
Za merjenje natančnosti uporabimo standardno mero F1, (angl F1 score),
ki jo izračunamo takole:
F1 = 2 ·
priklic · natančnost
priklic+ natančnost
, (3.3)
kjer je priklic delež zaznanih odstopov med vsemi odstopi, natančnost pa
delež resničnih odstopov med vsemi zaznanimi odstopi. Shematično to prikažemo
kot na Sliki 3.3, priklic je tedaj enak Z
Y
, natančnost pa Z
W
. Izberimo funk-
cijo f(x) = c · x + d, kjer sta c in d naključni vrednosti. Določimo še ostale
parametre: a = 1000, b = 100000, n = 2000, s = 0.00001, o = 0, 4, p = 0, 05.
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Slika 3.3: Izračun mere natančnosti F1
Tabela 3.1: Linearna funkcija z zelo malo osnovnega šuma
M 3 3,3 3,6 3,8 4 4,2 4,4 4,6 4,8 5 5,2 5,4 5,6 5,8 6 6,2
F1 0,79 0,84 0,87 0,89 0,91 0,96 0,97 0,98 0,98 0,97 0,98 0,98 0,99 0,84 0,84 0,61
V tem primeru imamo torej linearno funkcijo, kjer imamo zelo malo osnov-
nega šuma, medtem ko so napake zelo očitne. Tabeliramo vrednosti F1 glede
na izbiro M , največje dopustne Z-vrednosti, kot smo jo definirali v razdelku
2.2. Rezultati so predstavljeni v Tabeli 3.1. Primer generirane meritve,
potem ko smo odstranili vse meritve, zaznane kot napačne, je na Sliki 3.4.
Ker imamo v tem primeru zelo malo osnovnega šuma, je enostavno ločiti
odstope od točnih meritev. Zato za visoke vrednosti M dobimo bolǰse rezul-
tate. Najbolǰso vrednost F1 dobimo pri M = 5, 6 in sicer 0, 99. Če še naprej
povečujemo M , začne natančnost padati, saj tukaj zajamemo že nekatere
odstope.
Povečamo nivo osnovnega šuma v podatkih na še vedno nizko vrednost
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Slika 3.4: Primer odstranitve zaznanih napačnih meritev
Tabela 3.2: Linearna funkcija z malo osnovnega šuma
M 3 3,3 3,6 3,8 4 4,2 4,4 4,6 4,8 5 5,2 5,4 5,6 5,8 6
F1 0,82 0,90 0,94 0,97 0,96 0,97 0,97 0,97 0,97 0,96 0,96 0,97 0,89 0,64 0,51
s = 0, 01. V primerjavi s preǰsnjim primerom so rezultati podobni, le malen-
kost slabši. Rezultati so predstavljeni v Tabeli 3.2.
Povečamo nivo osnovnega šuma v podatkih na visoko vrednost s = 0.05.
Iz načina generiranja podatkov sledi, da se v tem primeru nekatere vrednosti
meritev, ki jih smatramo kot točne, že precej približajo meritvam, katere
klasificiramo kot odstop, zato pričakujemo slabše rezultate kot v preǰsnjih
primerih. Prav tako opazimo, da je zaradi velikega šuma potrebno zmanǰsati
vrednost parametra M . V preǰsnjih primerih je bila zelo jasna ločnica med
točnimi meritvami in odstopi, zato smo lahko uporabili visoko vrednost M .
Rezultati so predstavljeni v Tabeli 3.3.
Tabela 3.3: Linearna funkcija z veliko osnovnega šuma
M 2,8 2,85 2,9 2,95 3 3,05 3,1 3,15 3,2 3,25 3,3 3,35 3,4 3,45 3,5
F1 0,65 0,66 0,67 0,67 0,71 0,67 0,66 0,73 0,72 0,72 0,70 0,70 0,69 0,69 0,70
Vrednosti so se opazno znižale, najbolǰse rezultate dobimo pri M = 3, 15.
Primer meritve z veliko šuma, potem ko smo odstranili vse meritve, zaznane
kot napačne, je na Sliki 3.5.
Poleg šuma nas zanima tudi vpliv preostalih podatkov na natančnost.
Še vedno uporabljamo isto linearno funkcijo kot prej, uporabimo pa kraǰsi
interval. Parametri so sedaj: a = 100, b = 4000, n = 2000, s = 0, 01,
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Slika 3.5: Primer odstranitve zaznanih napačnih meritev
Tabela 3.4: Linearna funkcija z malo osnovnega šuma na kraǰsem intervalu
M 3 3,3 3,6 3,8 4 4,2 4,4 4,6 4,8 5 5,2 5,4 5,6 5,8 6
F1 0,78 0,87 0,92 0,93 0,94 0,96 0,96 0,94 0,94 0,93 0,93 0,94 0,91 0,82 0,64
o = 0, 4, p = 0, 05. Rezultati v Tabeli 3.4 kažejo, da dolžina intervala ne
vpliva na natančnost.
Število točk zmanǰsamo na n = 300, ostale parametre pustimo kot v
preǰsnjem primeru. Rezultati v Tabeli 3.5 kažejo, da število točk bistveno
ne vpliva na natančnost.
Povečamo delež odstopajočih meritev na 20%. Uporabimo naslednje pa-
rametre: a = 100, b = 4000, n = 2000, s = 0, 01, o = 0, 4, p = 0, 20.
Rezultati v Tabeli 3.6 kažejo, da se natančnost malo zmanǰsa. Potrebno je
zmanǰsati vrednosti M , iz istega razloga kot v primeru z veliko osnovnega
šuma.
Preverimo še, kako na natančnost vpliva izbira funkcije. Do sedaj smo
vedno uporabljali linearno funkcijo, tokrat pa uporabimo kvadratno funkcijo,
torej funkcijo oblike f(x) = ax2 + bx + c. Ostali parametri zavzamejo vre-
dnosti: a = 100, b = 4000, n = 2000, s = 0, 01, o = 0, 4, p = 0, 05. Rezultati
v Tabeli 3.7 kažejo, da za kvadratno funkcijo dobimo podobne rezultate
Tabela 3.5: Linearna funkcija z malo osnovnega šuma na manj točkah
M 3 3,3 3,6 3,8 4 4,2 4,4 4,6 4,8 5 5,2 5,4
F1 0,76 0,91 0,89 0,94 0,88 0,94 0,95 0,84 0,87 0,91 0,76 0,71
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Tabela 3.6: Linearna funkcija z malo osnovnega šuma in veliko odsto-
pajočimi meritvami
M 2,8 2,85 2,9 2,95 3 3,05 3,1 3,15 3,2 3,25 3,3
F1 0,90 0,91 0,92 0,92 0,93 0,94 0,94 0,95 0,89 0,90 0,90
Tabela 3.7: Kvadratna funkcija z malo osnovnega šuma
M 3 3,3 3,6 3,8 4 4,2 4,4 4,6 4,8 5 5,2 5,4 5,6 5,8 6
F1 0,79 0,88 0,92 0,93 0,94 0,94 0,95 0,94 0,94 0,94 0,94 0,92 0,80 0,89 0,84
kot za linearno. Primer detekcije napačnih meritev pri kvadratni funkciji je
prikazan na Sliki 3.6.
Osnovna predpostavka algoritma je, da je iskana funkcija oblike f(x) =
xα. Preverimo natančnost algoritma v primeru logaritemske funkcije, kjer
predpostavka ni izpolnjena. Rezultati v Tabeli 3.8 kažejo, da kljub neiz-
polnjeni predpostavki dobimo še vedno dobre rezultate. Primer detekcije
napačnih meritev pri logaritemski funkciji je prikazan na Sliki 3.7.
Analiza rezultatov pokaže, da razviti postopek ustrezno poǐsče odsto-
pajoče meritve. V kolikor imamo podatke z malo osnovnega šuma, dobimo vi-
soko natančnost, ki pa se s povečanjem šuma pričakovano začne zmanǰsevati.
Še vedno doseže zadovoljivo natančnost, kar kaže na robustnost postopka.
Postopek deluje s podobno natančnostjo na različnih meritvah. Za dobre re-
zultate je potrebno poiskati primerno velikost parametra M . Zgornji primeri
kažejo, da potrebujemo informacijo o nivoju šuma v podatkih. Če imamo
Slika 3.6: Primer odstranitve zaznanih napačnih meritev pri kvadratni funk-
ciji
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Tabela 3.8: Logaritemska funkcija z malo osnovnega šuma
M 3 3,3 3,6 3,8 4 4,2 4,4 4,6 4,8 5 5,2 5,4 5,6 5,8 6
F1 0,75 0,85 0,89 0,91 0,92 0,93 0,92 0,92 0,93 0,92 0,93 0,91 0,85 0,76 0,77
Slika 3.7: Primer odstranitve zaznanih napačnih meritev pri logaritemski
funkciji
zelo malo šuma, potem lahko izberemo visok M , sicer ga moramo znižati.
Druga pomanjkljivost, ki jo opazimo je, da v nekaterih primerih postopek ne
zazna odstopov na začetku intervala, kar se lepo vidi na Sliki 3.7, kjer nismo
zaznali očitnega odstopa. Vrednost parametra α v Enačbi 2.17 izračunamo
iz zaporednih točk na celotnem intervalu. Kvocient n1
n2
postane za velike
x blizu 1. Posledica tega je, da dobimo nekatere zelo visoke vrednosti α,
s čimer se poveča standardni odklon, hkrati pa se zmanǰsa občutljivost za
manǰse odstope na začetku intervala.
3.3 Primerjava algoritmov
Postopek za primerjavo algoritmov smo opisali v razdelku 2.4. Za nje-
govo vrednotenje izberemo tri funkcije, konstantno (f(x) = 1500), linearno
(f(x) = 200 +x) ter kvadratno (f(x) = 200 + 0, 002x2). Njihov graf je prika-
zan na Sliki 3.8. Za vsako izmed funkcij izračunamo vrednost S po Enačbi
2.21. Rezultati so prikazani v Tabeli 3.9.
Konstantna funkcija doseže najnižjo vrednost, sledi linearna, najslabša je
kvadratna funkcija. Postopek torej da večjo utež vrednostim na koncu inter-
vala in ga lahko uporabimo kot metriko za primerjavo algoritmov. Slabost
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Slika 3.8: Računanje utežene ploščine pod krivuljo
Tabela 3.9: Primer izračuna utežene ploščine
funkcija konstantna linearna kvadratna
S 1470000 2717050 6254269
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takšnega pristopa je, da so rezultati močno odvisni od izbire intervala. Prav
tako ne obstaja definicija, kdaj je ena funkcija bolǰsa od druge.
3.4 Napovedovanje ekvivalenčnih razredov
Kot v preǰsnjem primeru uporabimo generator naključnih meritev s para-
metri: (f, a, b, n, s, o, p). Izberemo naslednjih sedem ekvivalenčnih razredov:
const (f(x) = a), logarithm (f(x) = a+ b · log x), linear (f(x) = a+ b · x),
linear ∗ log (f(x) = a + bx · log x), quadratic (f(x) = a + b · x2), qub
(f(x) = a + b · x3), exp (f(x) = a + b · ex). Za dano meritev poǐsčemo
najbolǰsega predstavnika izmed naštetih ekvivalenčnih razredov, kot smo to
storili v razdelku 2.5.2, in preverimo, če je ekvivalenčni razred ustrezen
glede na meritev. Rezultate predstavimo s toplotnim zemljevidom (angl. he-
atmap), kjer so na abscisi pričakovani ekvivalenčni razredi, na ordinati pa
vrnjeni ekvivalenčni razredi. V primeru popolnih meritev bi torej na dia-
gonali pričakovali črne točke, medtem ko povsod drugod bele. Uporabimo
naslednje parametre: a = 100, b = 100000, n = 20, s = 0, p = 0, kar pred-
stavlja meritve povsem brez šuma. Rezultati na Sliki 3.9a, kažejo da smo
pravilno klasificirali vse meritve.
Povečamo nivo osnovnega šuma na s = 0, 05. Rezultati na Sliki 3.9c
kažejo, da je največ napak pri konstantnih funkcijah. To je tudi pričakovano,
saj šum pri konstantni funkciji ponavadi lahko aproksimiramo z manǰso na-
pako z uporabo katere druge nekonstantne funkcije. Prav tako je težje raz-
likovati med linearno funkcijo ter produktom linearne funkcije in logaritma.
Povečamo šum na s = 0, 15. Rezultati na Sliki 3.9b pokažejo, da so
rezultati slabši, a še vedno precej podobni kot prej.
Pričakovano se rezultati slabšajo s povečevanjem šuma, kraǰsanjem inter-
vala ter manǰsanjem števila točk. Spremenimo parametre generatorja meritev
na: s = 0, 15, a = 100, b = 1000, n = 10. V tem primeru imamo veliko šuma
na zelo kratkem intervalu ter majhnim številom točk. Rezultati na Sliki
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(a) meritve brez šuma
(b) meritve z veliko šuma
(c) meritve z malo šuma
(d) meritve z veliko šuma na malo
podatkih
Slika 3.9: Rezultati klasifikatorja po metodi najmanǰsih kvadratov
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(a) meritve z veliko odstopi
(b) meritve z veliko odstopi, kjer od-
stope odstranimo
Slika 3.10: Rezultati klasifikatorja po metodi najmanǰsih kvadratov glede
na odstranjevanje odstopov
3.9d kažejo, da so napovedi v takem primeru zelo nezanesljive. Nastavimo
še s = 0, o = 0.25, p = 0.25. Sedaj imamo podatke brez šuma, kjer pa je
četrtina podatkov odstopajoča meritev. Na Sliki 3.10a vidimo rezultate, ko
upoštevamo vse meritve, na Sliki 3.10b pa so rezultati, ko odstranimo od-
stope z detektorjem odstopov za M = 2, 4. V primeru odstranjenih meritev
se rezultati pričakovano izbolǰsajo.
Na podoben način preverimo še delovanje klasifikatorja z nevronskimi
mrežami, kot smo ga opisali v razdelku 2.5.1. Za generiranje učnih in testnih
meritev uporabimo isti generator meritev kot prej. Nastavimo parametre na:
a = 1000, b = 10000, n = 50, s = 0, p = 0. Mrežo učimo in testiramo na
podatkih brez šuma. Na Sliki 3.11a vidimo, da je nevronska mreža pravilno
klasificirala večino meritev.
Povečamo vrednost šuma na s = 0, 05. Na Sliki 3.11b vidimo, da so
rezultati nekoliko slabši.
V zadnjem primeru mrežo učimo na meritvah, generiranih s šumom s =
0, 01, testiramo s podatki, kjer je šum enak s = 0, 05. Na Sliki 3.11c vidimo,
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da so rezultati v tem primeru postali nezanesljivi.
(a) meritve brez šuma
(b) meritve z malo šuma
(c) različen nivo šuma v učni in
testni množici
Slika 3.11: Rezultati nevronskega klasifikatorja
Preverili smo delovanje dveh klasifikatorjev. Klasifikator, ki uporablja
nevronske mreže, se je izkazal za slabšega, zato ga v nadaljevanju ne bomo
več uporabili. Njegova natančnost je manǰsa, prav tako je slabša njegova
robustnost glede na količino šuma. To je verjetno posledica občutljivosti
izbranih značilk na šum v podatkih.
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Slika 3.12: Primer napovedi z genetskim algoritmom
3.5 Iskanje simboličnega zapisa funkcije
V razdelku 2.6 smo opisali, kako z uporabo genetskih algoritmov poǐsčemo
simboličen zapis funkcije. Rezultate preverimo na podatkih, ki jih generi-
ramo sami. Prva funkcija je f(x) = 12x + 10000 na intervalu [100, 100000],
ki ga razdelimo na 40 točk. Meritev generiramo brez dodanega šuma. Ge-
netski algoritem poǐsče naslednjo rešitev: f(x) = 6848 + 12, 3125 · x0,99804.
Nato na istem intervalu poǐsčemo funkcijo za meritev, generirano z f(x) =
log log
√
x, rezultat, ki ga dobimo je f(x) = log (0.0095 + log x0.49902). Na-
slednjo funkcijo sestavimo kot produkt hitro rastoče in počasne funkcije,
f(x) = 0, 2x2 log x. Genetski algoritem vrne naslednjo funkcijo: f(x) =
1708032 · (−15) + x1,9179 · x0,1543. Iz zapisa vidimo, da v tem primeru nismo
uspeli poiskati pravilnega simboličnega zapisa. Funkcija, ki smo jo dobili,
je vseeno ustrezna, saj na Sliki 3.12 vidimo, da se ujema s prvotnimi po-
datki. Velikostni red meritev je v tem primeru mnogo večji od razlik med
napovedjo in točno vrednostjo, zato se meritve na Sliki 3.12 prekrivajo.
Ponovimo postopek za preǰsnje tri primere, le da v tem primeru podatkom
dodamo še šum, s = 0, 05. V primeru linearne funkcije dobimo funkcijo
f(x) = 12256 + x1.0078 · 11, ki je prikazana na Sliki 3.13.
V primeru druge funkcije dobimo f(x) = x0,0514 − x−0,3584 − x−0,3115, ki
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Slika 3.13: Primer napovedi z genetskim algoritmom pri linearni funkciji s
šumom
je prikazana na Sliki 3.14.
V primeru zadnje funkcije dobimo f(x) = x1,7734 · x0,3056 − x1,863, ki je
prikazana na Sliki 3.15.
Rezultati kažejo, da v primeru, ko je funkcija dovolj lepa oziroma nima
preveč šuma, znamo poiskati dober simboličen zapis. Iz načina predstavitve
funkcije kot osebka v genetskem algoritma izvira, da gre za občutljiv pro-
blem. Vrednosti funkcije so lahko zelo visoke, zato že minimalna sprememba
koeficienta povsem spremeni rešitev. V nekaterih primerih tako algoritem ne
uspe poiskati točnega simboličnega zapisa. Še posebej je to očitno, če funk-
cijo sestavimo iz več funkcij, kjer ena narašča precej hitreje od ostalih. Ne
glede na to, pa se je pristop izkazal za robustnega, saj tudi v primeru šuma
poǐsče rešitev, ki se lepo prilega podatkom.
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Slika 3.14: Primer napovedi z genetskim algoritmom pri funkciji
log (log(
√
n)) s šumom
Slika 3.15: Primer napovedi z genetskim algoritmom pri funkciji x2 log x s
šumom
Poglavje 4
ALGator
Delovanje razvitih metod preverimo še na realnih podatkih. To so podatki,
ki jih pridobimo z merjenjem in izvajanjem različnih algoritmov na konkre-
tnih nalogah. Dostop do novih metod omogočimo preko ukazne vrstice (angl.
command line) s sledečo sintakso:
java algator.Analyse TimeComplexity project name −s <parameters>
−p N −v 1 −a <algorithm>
<parameters> predstavlja seznam parametrov, zapisan v JSON notaciji. Pri
tem mora biti eden od parametrov mode, s katerim izberemo metodo. Ana-
lizo izvedemo na projektih, ki so že vključeni v ALGator, to sta projekta za
urejanje tabel ter za množenje matrik. Za oba projekta sta definirani tudi
testni množici, TestSet1 in TestSet2, kjer TestSet2 vsebuje večje naloge.
4.1 Detekcija podintervalov
Z uporabo sistema ALGator bomo preverili ali je mogoče dane meritve raz-
deliti na več podintervalov. Funkcija na zaslon izpǐse abscise točk, kjer se
prične nov podinterval. Nastavimo mode parameter na subintervals, ostali
parametri so še M , m in threshold, kot smo jih opisali v razdelku 2.3,
observedV alue (vrednost, katero merimo, npr. TFirst), ter testSet, s ka-
terim izberemo želeno testno množico. Izberemo nizko vrednost M , npr.
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M = 2, 4, threshold = 4, m = 5. Detektor podintervalov deluje tako, da za
vsako odstopanje preveri, če je to morebiten pričetek novega intervala. Nizka
vrednost M pomeni, da bomo kot odstop zaznali več meritev ter posledično
za več odstopanj preverili, če gre za morebiten nov podinterval. Nov podin-
terval zaznamo, kadar se napaka na naslednjih petih točkah (m) poveča vsaj
za faktor 4 (threshold). Za algoritem izberemo že prej omenjeni Strassenov
algoritem za množenje matrik. Izvedemo naslednji ukaz:
java algator.Analyse TimeComplexity BasicMatrixMul -s
"{"mode": "subintervals", "testSet":"TestSet2", "M":2.2, "m":5,
"threshold": 4, "observedValue":"Tfirst"}" -p N -v 1 -a Strassen
Na Sliki 4.1 so prikazane meritve izvajanja Strassnovega algoritma s siste-
mom ALGator, kjer smo z rdečo točko označili zaznane pričetke novih po-
dintervalov. Dobimo naslednje vrednosti: 70, 130, 260 in 520. Meritve v tej
testni množici so večkratniki števila deset. Tako se lahko prepričamo, da smo
dobili pravilne rezultate. Vrnjene vrednosti, s katerimi označimo pričetek no-
vega podintervala, so prvi večji večkratnik števila 10 od števil 26, 27, 28 in
29. Začetni podintervali so prekratki, da bi jih zaznali.
Delovanje postopka preverimo še na podatkih, kjer ni podintervalov, kot
je meritev algoritma BubbleSort, prikazana na Sliki 4.3. Prepričamo se, da
algoritem ni zaznal nobenih podintervalov. Pomembno je namreč, da algori-
tem deluje pravilno tudi v primeru, kjer so vse meritve del istega intervala.
4.2 Detekcija napačnih meritev
V tem razdelku bomo s sistemom ALGator poskušali poiskati odstopajoče
meritve. Metoda je podrobneje opisana v poglavju 2.2. Funkcija na zaslon
izpǐse abscise točk, kjer smo zaznali odstop. Nastavimo parameter mode
na outliers, ostali parametri so še M , observedV alue (vrednost, katero me-
rimo, npr. TFirst) ter testSet, s katerim izberemo želeno testno množico.
Izberemo algoritem za urejanje z vstavljanjem na majhni testni množici. Na-
stavimo nizko vrednost M , M = 2, 4. Sestavimo sledeči ukaz:
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Slika 4.1: Iskanje podintervalov na meritvah Strassnovega algoritma
java algator.Analyse TimeComplexity BasicSort -s
"{"mode": "outliers", "testSet":"TestSet1", "M":2.4,
"observedValue":"Tfirst"}" -p N -v 1 -a InsertionSort
Za meritve na Sliki 4.2 detektiramo napačno meritev pri x = 800, ki je očiten
odstop.
V naslednjem primeru bomo preverili delovanje postopka na primeru,
kjer odstopanja niso tako očitna. Na Sliki 4.3 so prikazane meritve algo-
ritma BubbleSort na manǰsi testni množici. Podatkov je malo, prav tako pa
je veliko šuma. Najprej preverimo delovanje z M = 2, 4, kot v preǰsnjem
primeru. Ukaz je tedaj enak:
java algator.Analyse TimeComplexity BasicSort -s
"{"mode": "outliers", "testSet":"TestSet1", "M":2.4,
"observedValue":"Tfirst"}" -p N -v 1 -a BubbleSort
Metoda v tem primeru nobenega podatka ne označi kot odstop. Zaradi ve-
likega šuma moramo zmanǰsati vrednost M . Za M = 2, 2 zaznamo dva
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Slika 4.2: Meritve algoritma za urejanje z vstavljanjem
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Slika 4.3: Meritve algo-
ritma BubbleSort
Slika 4.4: Zaznana od-
stopa za M = 2, 2
Slika 4.5: Zaznani od-
stopi za M = 1, 7
odstopa, ki sta na Sliki 4.4 označena z rdečo barvo. Rezultate preverimo še
za manǰse vrednosti M , do spremembe pride šele pri M = 1, 7. V tem pri-
meru imamo zelo strog model, ki veliko meritev označi kot odstop. Na Sliki
4.5 so z rdečo barvo označeni zaznani odstopi. Zaznali smo začetne točke,
ki ležijo pod krivuljo, ter 3 točke na koncu, ki so nad krivuljo. Rezultati
se v obeh primerih zdijo smiselni, jih je pa težje ovrednotiti, saj je v takih
primerih težko določiti, katere meritve zares odstopajo.
4.3 Iskanje potenčne funkcije
V tem primeru ǐsčemo potenčno funkcijo, ki po metodi najmanǰsih kvadra-
tov najbolje aproksimira podatke. Metodo najmanǰsih kvadratov s primerom
iskanja ustrezne potenčne funkcije smo opisali v 2.1.1. Nastavimo parame-
ter mode na PowerLawPredictor. Ostali parametri so še observedV alue,
testSet ter data. Če je data enak all, potem napako računamo na vseh
meritvah. Sicer poǐsčemo podintervale in uporabimo le prvo točko vsakega
podintervala. Naredimo analizo meritev v projektu BasicSort na vseh točkah
(data nastavimo na all), uporabimo testSet2 ter opazujemo Tavg za algori-
tem InsertionSort. Izvedemo ukaz:
java algator.Analyse TimeComplexity BasicSort -s
"{"mode": "PowerLawPredictor", "testSet":"TestSet2"
"observedValue":"Tavg", "data":"all"}" -p N -v 1 -a InsertionSort
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Dobimo rezultat f(x) = 87, 2 + 3, 24 · 10−4 · x1.98, kar je pričakovano, saj ima
urejanje z vstavljanjem kvadratno časovno zahtevnost. Na Sliki 4.6 vidimo,
da se meritve in napoved skoraj povsem prilegajo.
Slika 4.6: Aproksimacija meritve algoritma InsertionSort po MNK
Za algoritem QuickSort pričukujemo časovno zahtevnost O(n · logn), ki
je ne moremo predstaviti s potenčno funkcijo. V tem primeru pričakujemo
potenco večjo od 1, vendar manǰso od 2. Izvedemo spodnji ukaz:
java algator.Analyse TimeComplexity BasicSort -s
"{"mode": "PowerLawPredictor", "testSet":"TestSet2"
"observedValue":"Tavg", "data":"all"}" -p N -v 1 -a QuickSort
Algoritem vrne funkcijo f(x) = 424 + 0, 009863 · x1,243. Meritve in napoved
sta prikazana na Sliki 4.7.
V zadnjem primeru bomo preverili delovanje algoritma, kadar vsak podin-
terval predstavimo zgolj z začetno točko. Nastavimo data na subintervals,
testSet na TestSet2, algoritem pa na Strassen. Sestavimo spodnji ukaz:
java algator.Analyse TimeComplexity BasicMatrixMul -s
"{"mode": "PowerLawPredictor", "testSet":"TestSet2"
"observedValue":"TFirst", "data": "subintervals"}" -p N -v 1 -a
Strassen
Kot smo videli v preǰsnjem primeru, TestSet2 lahko razdelimo na pet podin-
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Slika 4.7: Aproksimacija meritve algoritma QuickSort s potenčno funkcijo
tervalov. Algoritem bo torej poiskal najbolǰso potenčno funkcijo na teh petih
točkah. Dobimo rezultat: f(x) = 113, 9 + 0, 0183 · x2,8104. Rezultat je dober,
saj iz teorije vemo, da je časovna zahtevnost algoritma približno O(n2,8074).
Grafično to prikažemo na Sliki 4.8.
Slika 4.8: Aproksimacija meritve algoritma Strassen s potenčno funkcijo,
kjer upoštevamo le prvo točko podintervalov
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4.4 Napovedovanje ekvivalenčnih razredov in
simboličnega zapisa funkcije
4.4.1 Metoda najmanǰsih kvadratov
Napovedovanje ekvivalenčnega razreda in najustrezneǰse funkcije iz tega ra-
zreda smo natančneje opisali v poglavju 2.5.2, sedaj pa bomo njegovo delo-
vanje preverili še na realnih podatkih. Nastavimo parameter mode na
LeastSquaresPredictor, ostali parametri so testSet, observedV alue ter iz-
brani algoritem. Primer klica:
java algator.Analyse TimeComplexity BasicSort -s
"{"mode": "LeastSquaresPredictor", "testSet":"TestSet1"
"observedValue":"Tavg"}" -p N -v 1 -a QuickSort
Analiziramo rezultate meritev algoritma QuickSort na manǰsi testni množici
(TestSet1), ki je prikazana na Sliki 4.9. Program napove ekvivalenčni razred
linear, pripadajoča funkcija je f(x) = 19, 8+0, 169x. Postopek ponovimo na
prav tako majhni testni množici, ki pa vsebuje večje vrednosti (TestSet2).
Meritve so prikazane na Sliki 4.10. V tem primeru dobimo ekvivalenčni
razred linear ∗ log, funkcija je enaka f(x) = 168, 3 + 0, 0124 · x · log(x). V
obeh primerih so bili podatki v tabelah naključno urejeni, kjer je za algoritem
QuickSort pričakovana časovna zahtevnost O(n · log(n)). Napovedovanje na
manǰsih množicah z malo podatki je torej pričakovano manj zanesljivo.
4.4.2 Genetski algoritmi
Način uporabe genetskih algoritmov za iskanje simboličnega zapisa funkcije
smo predstavili v 2.6. V tem razdelku pa bomo ovrednotili njegovo delovanje
še na realnih meritvah. Nastavimo parameter mode na LeastSquaresPredictor,
ostali parametri so testSet, observedV alue ter izbrani algoritem. Našteti mo-
ramo tudi parametre za uporabo genetskega algoritma, to so
numberOfAllPopulations, s katerim določimo število vseh populacij,
populationSize je velikost ene populacije, onePopulationIter je število gene-
4.4. NAPOVEDOVANJE EKVIVALENČNIH RAZREDOV IN
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Slika 4.9: Meritve algoritma QuickSort na manǰsi množici z majhnimi vre-
dnostmi
Slika 4.10: Meritve algoritma QuickSort na manǰsi množici z večjimi vre-
dnostmi
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racij, ki jih izvedemo na eni populaciji, iter pa predstavlja število, kolikokrat
bomo med populacijami izmenjali najbolǰse osebke. Skupno število gene-
racij, ki jih izračunamo na eni populaciji, znaša iter · onePopulationIter.
funcNumber določa, koliko delov func vsebuje en zapis osebka. Večje
kot je to število, bolj kompleksne funkcije lahko opǐsemo, hkrati se poveča
dolžina zapisa, zato v tem primeru potrebujemo večje število generacij. Na
testni množici TestSet2 algoritma QuickSort uporabimo naslednje parame-
tre: numberOfAllPopulations = 20, populationSize = 200, iter = 10,
onePopulationIter = 20, funcNumber = 4. Sestavimo torej naslednji klic:
java algator.Analyse TimeComplexity BasicSort -s
"{"mode": "GAPredictor", "testSet":"TestSet2"
"observedValue":"Tavg", "numberOfAllPopulations": 20,
"populationSize": 200, "iter": 10, "onePopulationIter": 20,
"funcNumber": 4}" -p N -v 1 -a QuickSort
Rezultat, ki ga dobimo, je: f(x) = x0,869 − x0,47 − 290. Rešitev se zdi
napačna, zato jo preverimo še grafično. Tudi v tem primeru je genetski algo-
ritem našel funkcijo, ki se prilega podatkom, le simbolični zapis se ne ujema
s pričakovanim teoretičnim rezultatom. Grafično to prikažemo na Sliki 4.11.
Isti postopek ponovimo še z algoritmom InsertionSort. Dobljena funkcija
je v tem primeru enaka f(x) = 2016 + 5.493 · 10−4 · x1.93, kar se ujema s
kvadratno časovno zahtevnostjo algoritma za urejanje z vstavljanjem.
4.5 Napovedovanje ekvivalenčnih razredov na
večjih podatkih
V primeru, da želimo povečati natančnost napovedovanja, uporabimo bolǰso
testno množico. V sistem ALGator je že vgrajena metoda FindLimits, ki
prejme časovni okvir, nato pa poǐsče največjo možno velikost problema, ki
je še rešljiv v tem času. Pričnemo z zelo majhnim problemom, katerega
velikost na vsakem koraku podvojimo. Kadar izvajanje preseže časovni okvir,
izvajanje prekinemo. Nadaljujemo z bisekcijo, dokler ne najdemo velikosti
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Slika 4.11: Napoved genetskega algoritma
Tabela 4.1: Napoved na večjih podatkih
Algoritem Ekvivalenčni razred Zapis funkcije
QuickSort linear*log 1115 + 0, 0082x · log(x)
InsertionSort quadratic 7474 + 0, 00039x2
BubbleSort quadratic 2112 + 0, 0016x2
JavaSort linear*log 1032 + 0, 0063x · log(x)
problema, ki je še rešljiv v danem časovnem okvirju, kar je tudi izhod funkcije.
Za naše potrebe to metodo razširimo tako, da shranimo tudi vse vmesne
rezultate. Taka testna množica je dobra, saj vsebuje oboje, rezultate na
majhnih in velikih problemih, kolikor smo jih uspeli izračunati v danem času.
Rezultati na takšni množici za algoritme za urejanje tabele so zapisani v
Tabeli 4.1.
Napovedani razredi se ujemajo s predvidenimi teoretičnimi rezultati. Prav
tako opazimo podobnost med algoritmoma JavaSort in QuickSort. JavaSort
je izpeljanka algoritma QuickSort, zato imata podobno časovno zahtevnost.
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Tabela 4.2: Primerjava algoritmov za urejanje tabele
Algoritem Izračunana vrednost na testni množici
QuickSort 408939
InsertionSort 3406453
BubbleSort 6540409
JavaSort 215914
4.6 Primerjava algoritmov
Tehniko primerjanja algoritmov smo opisali v 2.4. Za primerjavo večih al-
goritmov za isti problem nastavimo mode na
CompareAlgorithms. Preostala parametra sta še observedV alue ter testSet.
Primerjamo algoritme za urejanje tabele, kar storimo z naslednjim ukazom:
java algator.Analyse TimeComplexity BasicSort -s
"{"mode": "CompareAlgorithms", "testSet":"TestSet1"
"observedValue":"Tavg"}" -p N -v 1
Na izbrani testni množici za vsak algoritem izračunamo pripadajočo vre-
dnost. Manǰsa številka pomeni hitreǰsi algoritem. Meritve izvajanja so
grafično prikazane na Sliki 4.12, pripadajoče izračunane vrednosti pa v Ta-
beli 4.2. Vrednosti se med seboj ujemajo. Najhitreǰsi algoritem na tej testni
množici je JavaSort, najpočasneǰsi pa BubbleSort.
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Slika 4.12: Porabljen čas različnih algoritmov za urejanje tabele
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Poglavje 5
Sklepne ugotovitve
V magistrskem delu smo razvili metode za empirično analizo algoritmov.
Razvili smo postopek, ki zna uspešno zaznati odstopajoče meritve ter razde-
liti interval na podintervale, kjer veljajo posebne lastnosti. Poiskali smo me-
todo, ki zna primerjati algoritme in napovedati časovno zahtevnost algoritma
ter obravnavati večje število diskretnih parametrov. V določenih primerih je
težko poiskati točen simboličen zapis, še posebej kadar je podatkov malo
ali pa je v podatkih veliko šuma. Preverjanje na večjih testnih množicah
je pokazalo, da se rezultati ujemajo s teoretičnimi napovedmi. Omenjene
metode smo vgradili v sistem ALGator, do njih pa lahko dostopamo preko
ukazne vrstice. Uporabili smo nekaj novih pristopov, katere se da zagotovo še
nadgraditi in izbolǰsati. Metoda za zaznavanje odstopajočih meritev deluje
slabše na prvih točkah intervala, kar bi se mogoče dalo izbolǰsati z nadalj-
njim deljenjem na podintervale. Od samih podatkov je odvisna tudi izbira
parametra M . Iz analize meritev bi bilo mogoče oceniti primerno vrednost
parametra. V razdelku z nevronskimi mrežami smo opisali postopek, kako
lahko z značilkami opǐsemo prileganje podatkov. Dodatne značilke bi lahko
še nadalje izbolǰsale kakovost napovedi. Prav tako bi veljalo eksperimentirati
še z drugimi modeli strojnega učenja. Tudi pristop h genetskim algoritmom,
kjer poleg konstant zapǐsemo tudi funkcijo, je nov. Verjamemo, da ga je
možno nadgraditi in izbolǰsati. Opisane metode dajejo zadovljive rezultate,
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hkrati pa se lotevajo problema z drugačne perspektive, kar omogoča številne
možnosti za nadaljnji razvoj.
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