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Î . introduction
Les modèles de Markov connaissent actuellement un essor impor-
tant en reconnaissance des formes grâce à leur capacité d'intégra-
tion du contexte et d'absorption du bruit [Rab 89, Bel 94d] . Dans
ces modèles, les formes sont décrites par une séquence de primi-
tives qui seront observées dans les états du modèle . La probabilité
d'émission de la forme par le modèle est calculée en maximisant,
sur l'ensemble des chemins d'états, la probabilité d'observation
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des segments pondérée par les probabilités de transitions entre
états. Ce calcul se fait généralement par maximum de vraisem-
blance. Le calcul de la vraisemblance de la forme par rapport au
modèle intervient dans la règle de Bayes qui inclue la probabilité
a priori du modèle.
Le but de cet article est d'étudier l'apport des modèles de Markov
en reconnaissance automatique de l'écriture (RAE). Tout comme
la parole, l'écriture se prête à une modélisation stochastique, à tous
les niveaux de reconnaissance : morphologique, lexical et synta-
xique [Sao 94, Bel 94b, Sao 95] . En effet, les lettres sont régies
par un contexte lexical des mots de la langue se traduisant par
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des probabilités d'apparition et de succession dans des mots . Ces
probabilités peuvent être estimées à partir de statistiques concer-
nant les fréquences d'occurrences de certains groupes de lettres .
Cette modélisation stochastique trouve beaucoup d'intérêt dans la
reconnaissance de l'écriture cursive où l'estimation probabiliste
se fait sur des hypothèses de segmentation du mot en lettres ou en
parties de lettres (graphèmes) .
L'accent sera mis sur les différentes manières d'interpréter les
termes liés par la formule de Bayes . En effet, la décomposition
de ces termes peut conduire à des modélisations markoviennes
différentes suivant les hypothèses d'indépendance permises par
les applications .
Cet article est décomposé en deux parties. La première partie
est centrée sur la modélisation de l'écriture par des modèles de
Markov unidimensionnels à partir des différentes interprétations
du calcul de la vraisemblance . Des exemples de systèmes existants
viennent appuyer ces interprétations dans chacun des cas traités .
Ces modèles restent malgré tout limités car ils transforment l'ima-
ge des mots sous forme d'une séquence de symboles. Le défi de la
recherche actuelle dans ce domaine consiste à prendre en compte
les caractéristiques bidimensionnelles de l'écriture, c'est-à-dire
à étendre les modèles de Markov au domaine plan . Nous mon-
trerons dans la deuxième partie de cet article quelques avancées
sur les modèles bidimensionnels de type PHMM (pseudo- ou
planar-HMM) et sur les champs de Markov. Nous verrons que les
principes de base relatifs à l'interprétation du calcul de vraisem-
blance restent maintenus .
Cadre de l'étude : Nous limiterons notre étude essentiellement
aux processus markoviens discrets . Cependant, nous donnerons
un exemple d'application des HMMs semi-continus à la RAE
dans le paragraphe 2 .3 .2 .
La plupart des modèles analysés, que ce soient des modèles uni-
ou bidimensionnels, font appel à un apprentissage des paramètres
de type maximum de vraisemblance (MLE pour Maximum Like-
lihood Estimation) par ré-estimation Baum-Welch, dérivée d'une
estimation bayésienne dans laquelle le biais sur les modèles est
supposé uniforme . Il existe néanmoins une classe non-négligeable
de modèles markoviens qui se basent sur un apprentissage de type
maximum d'information mutuelle (MMI) [Bah 86, Mer 88, Gop
89] ou maximum d'information discriminante (MDI) [Eph 87] .
La première catégorie d'apprentissage est intrinsèquement liée à
l'estimation maximum a posteriori (MAP) de la probabilité des
modèles par rapport à la forme en considérant que les termes qui
interviennent dans la formule de Bayes sont étroitement corrélés .
L'inconvénient majeur de ce type d'approche reste le fait qu'il
n'existe pas de formules de ré-estimation itérative comme dans le
cas MLE. Ces techniques font généralement appel à des méthodes
de type descente du gradient [Nor 94] qui tiennent peu compte
des spécificités des modèles markoviens . Ces raisons ajoutées à
l'absence de systèmes de RAE basés sur ces approches nous ont
amenés à les écarter de notre étude .
De même, les problèmes d'apprentissage à partir de données in-
complètes et leur solutions, comme la liaison de paramètres (pa-
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rameter tying) [Bah 83], l'interpolation avec effacement (deleted
interpolation) [Jel 80], ou encore l'apprentissage correctif (cor-
rective training) [Bah 88] qui tiennent plutôt du domaine de
l'implémentation pratique, ne seront pas traités dans cet article .
2. modèles de Markov 1 D
2.1 . définitions préliminaires
Définition 1
Soit K un ensemble d'indices . Unprocessus stochastique est une
famille (Xk,1 E K) de variables aléatoires définies sur un espace
Il . Il est dit discret si les variables aléatoires sont en nombre fini
ou dénombrable : K = { 1, . . . . T}
Définition 2
Une variable aléatoire est dite discrète si elle prend ses
valeurs dans un ensemble fini ou dénombrable . On notera par
P(X) °= P(X = x) la probabilité (au sens générique) d'une
réalisation x de la variable aléatoire X.
Définition 3
Une chaîne de Markov discrète d'ordre n est un processus
stochastique discret avec des variables aléatoires discrètes (dont




=sit-1 , . . . , X1 =
sil)
_
= P(Xt = sit lXt-1 = si, 1 , . . . , Xt-n = si t-n ),
Vt E {1, . . . , T},
	
stl,
. . . . SZT E S
où S = {Si, . . . , sN} représente l'ensemble des états .
Définition 4
Une chaîne de Markov d'ordre 1 est stationnaire si pour tout t
et k :
(1)
P(Xt = silXt-1 = s .7) = P(Xt+k = silXt+k-1 = s7) (2 )
2.2. modèles de Markov cachés
Par la suite, on nommera observation toute trace quantifiable à un
instant donné d'un processus physique quelconque .
Définition 5
Un modèle de Markov caché (Hidden Markov Model ou HMM)
est une chaîne de Markov stationnaire où l'observation est une
fonction probabiliste de l'état.
Le modèle résultant est un processus doublement stochastique
où la composante relative à la suite d'états est cachée . On
(a) Ergodique
Figure 1 . - Exemples d'architectures de HMM .
désignera par O = 0102 . . . OT
la suite d'observations et par
Q = ql q2 . . . qT




Un HMM discret du premier ordre est défini par
S = {si, 82i . . . , sN}, l'ensemble des N états du modèle . On
désigne un état au temps t par qt e S.
V = {vl, V2 i . . . . vM}, l'ensemble discret des M symboles . On




= P(qt+l = sjIgt = s i), pour le
modèle d'ordre 1 . A est la matrice des probabilités de transition
entre états .
B = {bj(k)}1<j<N,1<k<M, où bj(k) = P(ot = vkJgt = sj) . B




= P(q1 = si). 7r est le vecteur des
probabilités initiales des états .
Par simplification, on désignera un HMM par le triplet
A = {A, B, 7r}. Dans un HMM, les contraintes (markoviennes)










bj (k) = 1, 1 < j < N
k=1
La figure 1 montre quelques exemples d'architectures possibles
de HMMs en fonction des contraintes imposées sur les transi-
tions entre états (transitions nulles) et sur les probabilités ini-
tiales . Ainsi, pour le modèle ergodique (voir figure 1 .a), on a
rri 54 0, a ij z~ 0, Vi, j et pour les modèles gauche-droite (voir
figure Lb), 7r1 = 1, Tri = 0, a2i_1 = 0, j < i (pas de retour en
arrière) .
Les fonctionnalités d'un HMM sont l'évaluation de la probabilité
d'observation d'une séquence O, l'apprentissage à partir d'un
(b) Gauche-droite
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ensemble d'échantillons (séquences d'observations) et la recon-
naissance d'une séquence . La description de ces fonctionnalités
se base en grande partie sur l'article de Rabiner [Rab 891 .
La probabilité d'observation de O sachant un modèle A est la
somme sur tous les chemins d'états Q des probabilités conjointes
de O et de Q par rapport à ce modèle [Kri 90] . Une évalua-
tion optimale de cette probabilité est obtenue par les fonctions
forward-backward [Bau 67] . Nous allons définir la fonction for-
ward at (i) = P(o1o2 . . . o t , qt = S i ~ .A) (la fonction backward
ß suit une définition duale) comme étant la probabilité des t
premières observations sachant que le modèle se trouve dans l'état
s2
1 . Initialisation : a1(j) _ 7r jbj(oi), 1 < j < N,
N




t=2 . . .T,
3. Terminaison : P(OIA) = aT(i)
i=1
Le but de l'apprentissage est de déterminer les paramètres
x
(A, B, 7r) qui maximisent le produit
II
P(Ok ~ A), où les O k sont
k=1
les séquences d'observations des échantillons d'apprentissage .
Cela pose un problème relatif à l'absence de critère d'optimi-
sation globale et de méthode directe. Les solutions utilisées ne
présentent que des optimisations locales telles que les procédures
d'estimation par MLE. Pour cette technique (qui est souvent em-
ployée), on utilise l'algorithme de Baum-Welch [Bau 68, Bau 72],
basé sur le théorème de Baum qui garantit l'atteinte d'un maxi-
mum local de la fonction de vraisemblance par ré-estimation des
paramètres A, B, 7r. Notons par Pk = P(Ok JA) la probabilité
d'émission de l'échantillon Ok et par Tk sa longueur. A l'aide
des fonctions ak et /3k calculées pour chaque échantillon, nous
définissons les quantités suivantes
~t (i, j) = P(qt
= Si, qt+l = sj
p
k , A) =
Pk at (z) bj (ot+1) ß+1(j )
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représentant la probabilité de transition entre si et sj à l'instant t
pour l'échantillon k .
(t (i) = P(qt = s i 1Ok , A) =
	
~i
(i, j), étant la probabilité de
j=1
se trouver dans l'état si à l'instant t pour l'échantillon k .
Les formules de ré-estimation des paramètres (A, B, 7r) s'écrivent
à l'aide de ces quantités
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La reconnaissance peut être effectuée de deux façons différentes
soit dans le cas d'un modèle par classe, par recherche du modèle
discriminant (Model Discriminant), soit dans le cas d'un seul
modèle pour toutes les classes, par recherche du chemin optimal
qui fournira la classe (Path Discriminant) [Che 93a] .
Dans le premier cas, la reconnaissance peut se faire simplement
par le calcul des probabilités d'émission de la forme par les
modèles que l'on suppose a priori équiprobables . La forme à
reconnaître est affectée à la classe dont le modèle fournit la
probabilité la plus importante
A* = argmax P(OI .) (3)
AEA
où A désigne l'ensemble des modèles .
Dans le deuxième cas, la reconnaissance consiste à déterminer
le chemin correspondant à l'observation, c'est-à-dire à trouver
dans le modèle, la meilleure suite d'états, appelée suite d'états
de Viterbi, qui maximise la quantité P(QIO, A) . Ceci revient à
trouver le meilleur chemin dans un graphe . La structure de ce
graphe se prête aux techniques de la programmation dynamique .
Pour cela, l'algorithme de Viterbi [For 73] définit St (i) qui est la
probabilité du meilleur chemin amenant à l'état si à l'instant t,
en étant guidé par les t premières observations
6t, ( i) = max
P(ql, q2, . .
. .
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c'est-à-dire que S t (i) est la meilleure correspondance entre la suite




ot avec la contrainte
qi
= si . Par
induction, on calcule
1 . Initialisation : b l ( j) = 7rjbj(ol), 1 < j < N,
2. Récurrence croissante : St (j) = max [6t_ 1 (i)a .ij]bj(ot ),
1<<N
fyt (sj) = argmax[b t_1(i)aij], 1 < j < N, t = 2 . . .T,
s Es
3 . Terminaison : P*(O 1 \) = max &T(i),
1<i<N




décroissante : qt1 = -yt (qt ), t = T . . . 2
On garde trace, lors du calcul, de la suite d'états qui donne le
meilleur chemin amenant à l'état s i à l'instant t .
2.3. décomposition probabiliste
Le cadre de la reconnaissance par les modèles de Markov est
le domaine des probabilités . Dans ce domaine, oh reconnaît une
forme en lui associant une étiquette qui maximise la probabilité
conditionnelle de cette étiquette sachant la description de la forme
(probabilité a posteriori de l'étiquette) .
Par ailleurs, un modèle probabiliste qui intègre plusieurs échan-
tillons par apprentissage est capable de synthétiser des proba-
bilités d'affectation de nouvelles formes, ce qui revient à dire que
l'on a la probabilité conditionnelle de la forme sachant le modèle
(vraisemblance de la forme) .
On utilise la règle de Bayes qui met en équation ces deux types
de probabilités . Elle fait de plus intervenir la probabilité a priori
de la forme et du modèle .
Quand les formes sont décomposables en sous-formes, on
souhaite décomposer les probabilités générales (de la forme et/ou
de l'étiquette) et de ramener le problème de la maximisation
des probabilités au niveau de ces sous-formes . Cette décompo-
sition s'obtient en faisant des hypothèses sur la dépendance entre
sous-formes elles-mêmes, entre sous-formes et étiquettes ou en-
tre étiquettes elles-mêmes . Ces hypothèses ne sont pas générales
mais dépendent de l'application traitée . Certaines hypothèses font
aboutir à des décompositions des probabilités simulables par des
modèles de Markov.
Nous allons rappeler dans la suite la formule de Bayes et étudier
quelques cas de décomposition conduisant à une modélisation
markovienne .
Soit F une forme à reconnaître et E une étiquette possible de F.







Si l'on considère F comme une séquence de sous-formes élémen-
taires F = fi . . . fn et E = e1 . . . en , plusieurs hypothèses
d'indépendance sur les termes P(FIE) et P(E) peuvent être
formulées. Pour toute interprétation ultérieure de l'équation (5),
F représente la description de la forme et E, celle de l'étiquette .
Dans le cas précis d'une modélisation de type HMM, F peut être
assimilée à une séquence d'observations (notation O) .
2.3.1 . décomposition de la forme
par rapport à l'étiquette
Ceci correspond au cas où il existe une relation biunivoque
entre les sous-formes et leurs étiquettes et lorsque celles-ci sont
supposées indépendantes (ce qui signifie que la vraisemblance
d'une sous-forme ne dépend que de l'étiquette de cette sous-
forme) . Dans ce cas, la vraisemblance de la forme se traduit par
un produit de probabilités conditionnelles élémentaires .
n




Nous verrons dans la suite qu'en combinant les termes P(fi lei )
avec des termes issus d'une décomposition appropriée de la
probabilité a priori P(E) de l'étiquette, cela peut conduire à une
modélisation markovienne d'un ordre donné .
Exemple 1 : correction lexicale de mots
Dans ce cas, il s'agit de vérifier la cohérence lexicale d'un mot à
partir des résultats de la reconnaissance de ses caractères .
Soit (f1, . . . . fn) la suite de caractères reconnus . Il s'agit de trou-
ver la séquence d'étiquettes (el , . . . , en ) qui maximise la proba-
bilité a posteriori P(ei, . . . . enlfl, . . . . fn) . Si l'on suppose que
la langue est une source de Markov [Neu75a] et si l'on considère
que les caractères ont été reconnus de manière indépendante les
uns des autres, dans ce cas l'attention sera portée sur
1. la modélisation de la source : soit ek le kème caractère du texte .
En considérant que le texte suit une chaîne de Markov du premier
ordre, on a
P(ekIel, . . .,ek-1)
= P(eklek-1) (7 )
où les quantités P(eklek_1) (bigrammes) peuvent être estimées
par comptage à partir d'un dictionnaire .
2. le module de reconnaissance de caractères (OCR) : pour
simplifier, quelques considérations sont prises concernant
(a) la synchronisation avec le texte entraînant le fait que chaque
caractère du texte ek est lu dans le bon ordre et produit un seul
caractère fk .




.,en) = P(fklek) (8)
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A l'aide de ces hypothèses, on peut écrire
exprimant la probabilité de reconnaissance ou de confusion d'une
forme avec une étiquette . On peut également écrire à partir





. . . ,
fn lei,
. . . , en)
=
11
P(fi lei) ( 9 )
z=1




qui indique que la probabilité a priori du texte se ramène à un
produit de probabilités de succession de couples de caractères
(bigrammes) .
Trouver la séquence e l , . . . . en revient à maximiser
P(f1,





_ Il P(fi ei)P(eilei-1) (11)
^1
L'algorithme de Viterbi classique essaie de trouver, de manière
efficace dans ce modèle, la meilleure suite de caractères possibles
maximisant la vraisemblance pour un mot donné, en utilisant
le principe de la programmation dynamique . Cette comparaison
dynamique par rapport à toutes les suites possibles conduit à
un calcul très lourd. En effet, dans l'algorithme classique de
Viterbi, il y a pour chaque position de lettre dans un mot, autant
d'alternatives que les lettres de l'alphabet [Tou 78, Hul 83] . Or,
nous savons que dans certaines langues, certaines lettres ne se
suivent pas . En outre, l' OCR est là pour limiter les choix possibles
pour chaque position . Toussaint propose un algorithme de Viterbi
modifié (MVA) qui, tout en gardant la même optimalité que
l'algorithme classique, autorise des profondeurs de recherche
variables [Shi 79] . Shinghal et Toussaint [Shi 79] affirment que,
pour l'anglais, la profondeur optimale est 2 . Hull et al . [Hul 83]
limitent leur recherche à l'aide d'un lexique .
Dans nos travaux sur la reconnaissance de textes imprimés
multi-fontes [Bel94a, Ani95a], il nous a paru judicieux de faire
intervenir le taux de confiance de l'OCR directement dans l'al-
gorithme de Viterbi modifié. La profondeur maximale est de 3,
correspondant aux premières réponses de l'OCR . Dans certains
cas, la profondeur est plus petite (par exemple, l' OCR donne une
seule réponse) d'où une efficacité de recherche accrue de la chaîne .
Les modèles sont de type séquentiel à branches parallèles,
construits séparément pour les mots de même longueur d'un
lexique de 190 000 mots (24 modèles pour le français) . De
cette manière, les probabilités de transition (bigrammes) sont
dépendantes de la longueur des mots .
La figure 2 montre un exemple de mot à sept lettres pour les
sorties suivantes de l'OCR : (m,w), a, (l,t,f), a, i, (s,z), e où le
contenu des parenthèses donne les alternatives de l'OCR . Les
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P(E) = P(el, . . . , en) =
n










Figure 2. - Réseau de Viterbi pondéré pour une chaîne de 7 lettres .
scores de reconnaissance de l'OCR sont montrés en italique . Le
chemin suivi par l'algorithme de reconnaissance est en gras .
Nous avons effectué de nombreux tests afin de comparer les
différentes méthodes de correction contextuelle basées sur des
HMMs (d'ordre 1 avec confiance de l'OCR et d'ordre 2) . Nous
avons constaté que pour certaines longueurs de mots où il n'y
avait pas assez d'échantillons pour construire les trigrammes, le
bigramme renforcé donne de meilleurs résultats . Notre conclusion
est que, en l'absence d'un correcteur lexical, le HMM du premier
ordre ayant pris en compte des scores de confiance de l' OCR est
la meilleure méthode .
D'autres solutions combinant les réponses de l'OCR et des
dictionnaires ont été également proposées [Shi 79, Hul 83, Sri
84] .
Exemple 2 : Estimation de la plausibilité d'une phrase
On se restreint dans cet exemple à l'estimation de la plausibilité
à partir des probabilités de succession de groupes de mots et des
probabilités de reconnaissance de ces mots
. On peut trouver dans
la littérature, plusieurs exemples de reconnaissance stochastique
de phrases qui font appel à ce type d'estimation [Bau 72, Bah 83,
Gil 92c] .
Dans l'exemple des montants littéraux de chèques postaux [Gil 92
c], il s'agit d'identifier les mots composants et de vérifier la cohé-
rence syntaxique de l'ensemble . Soit E la phrase étiquette corres-
pondant à l'image F du montant (les ci sont les étiquettes des mots
fi)
. En faisant l'hypothèse que la vraisemblance d'une image fi
d'un mot ne dépend que de l'étiquette associée ci, la vraisem-
blance du montant peut se décomposer selon l'équation (6) .
En supposant que le montant suit un processus de Markov d'ordre
2, la probabilité a priori du montant s'écrit
Dans ce cas, l'hypothèse d'indépendance indique que la vraisem-
blance de chaque image de mot du montant ne dépend que de
l'étiquette associée . En choisissant un processus d'ordre 2, on
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une succession « . . .dix neuf cent . . . » n'a pas de sens mais ceci
reste indécelable par un processus d'ordre 1 . Un autre avantage de
l'utilisation des trigrammes est une prise en compte plus fine des
régularités relatives à l'application comme le fait que les mon-
tants arrondis sont plus fréquents (et donc plus probables) . Ce
système dissocie les niveaux mot et phrase (montant), par opposi-
tion aux systèmes de correction lexicale précédents et fonctionne
de manière complètement ascendante, n'étant pas guidé par la
syntaxe de la phrase .
Un autre exemple vise la reconnaissance de codes postaux dans
les adresses [Sri 93, Gil 93, Coh 94] . Un code postal est com-
posé d'une suite de chiffres dont le nombre varie suivant les
pays . Si l'on fait l'hypothèse que chaque chiffre peut être iden-
tifié séparément des autres (les chiffres sont séparés pendant une
phase préalable de segmentation et la reconnaissance d'un chiffre
n'influe pas sur la reconnaissance d'un autre chiffre), la proba-
bilité conditionnelle peut s'écrire comme dans (6) où les fi sont
ici les images des chiffres et les ci, les chiffres correspondants .
La probabilité a priori du code P(el . . . e,a) dépend de certains
critères relatifs, en France par exemple, à la démographie des
départements ou des grandes villes .
2.3.2. décomposition par association à un modèle
Dans ce cas, la forme F est décomposable en sous-formes et
il existe un modèle \E associé à l'étiquette E . La probabilité
a posteriori de l'étiquette E devient celle du modèle, d'après
l'équation (5)
P(EI F) = P(kE IF) a P(FI,E)P(ÀE)
(13)
où P(7E) est la probabilité a priori du modèle )'E, pouvant être
estimée pendant l'apprentissage, par le rapport entre le nombre
d'échantillons ayant servi à la construction du modèle .\E et le
nombre de tous les échantillons de l'apprentissage .
L'idée est d'associer à la forme une suite d'états du modèle pour
observer ces sous-formes .
Dans le domaine des probabilités conditionnelles, le terme
P(FjÀE) se décompose en une somme sur toutes les séquences
d'états du modèle de longueur n, du produit de la probabilité
conditionnelle de la forme sachant la séquence d'états et de la
probabilité de la séquence sachant le modèle
.
P(FI AE) = P(f1 . . . fnI AE) =
P(fl, . . . , fnlgl, . . . , qn, AE)P(g1,
, qnI AE)
(14)
On suppose souvent qu'un seul chemin contribue significative-
ment au calcul de P(Fl ÀE) que l'on va dénoter, par la suite, par
{qj }
. L'équation précédente devient
P(FI ÀE) = P(f1 . . . fnI AE) _
=P(fl,
. . . . fnlgl,
. . ,qn,,\E)P(gl, . . . . gnlAE)
(15)
q , . . .,q,







(a) Explicitation de la notion de durée
Figure 3. - Modèles de caractère et de mot, d'après Chen et Kundu .
{qi } peut être généralement modélisé comme un processus
stochastique stationnaire d'ordre 1, ce qui donne
n
P(ql, . . . . gnIINE) - P(g1IaE)
fl
P(qi Iqi-1, ÀE) (16)
i=2
La quantité P(fl, . . . . fn l ql , . . . . qn, AE) peut connaître diffé-
rents développements en fonction des hypothèses de dépendance
que l'on peut faire entre les sous-formes et les états d'observation .
Nous allons donner dans la suite quelques exemples d'hypothèses .









_ P(fi~gi , 1~E) (17)
Cette formulation correspond à l'utilisation classique des HMMs
où les P(fi l qi , AE) représentent les distributions de probabilités
d'observation . La probabilité d'observation peut être évaluée de
différentes manières . Dans ce cas précis où l'observation ne
dépend que de l'état associé, l'évaluation de la distribution dans
l'état peut se faire soit de manière discrète, soit de manière
continue .
Les HMMs qui présentent des distributions continues sont connus
sous le nom de modèles semi-continus . De tels modèles ont été
utilisés par Chen et al. [Che 93b] pour la reconnaissance de
mots manuscrits correspondant à des noms de villes dans des
adresses postales . Après une procédure de pré-segmentation du
mot en graphèmes, les auteurs extraient pour chaque segment 35
primitives (géométriques et topologiques) à variation continue .
Dans chaque état du modèle, l'observation est constituée d'un
vecteur de telles primitives . A cause de la multiplicité des styles
d'écriture, on construit par analyse de ces vecteurs un mélange
de gaussiennes permettant d'estimer chacune une distribution de
probabilités continue relative à l'observation d'un style d'écriture
particulier. Pour chaque état j, on identifie par k-means, à partir
d'échantillons d'apprentissage, Mj styles d'écriture . Ensuite, on
estime la probabilité d'observation bj (x) par
bj (x) = P(ft
= xl qt = Sj, INE) =
.A1 [x, iijm , Uj m,,,], 1 < j < N
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(b) Modèle de mot
où la
mème
composante du mélange dans l'état j suit une distri-
bution normale AI de moyenne pj, et de matrice de covariance
Ujm, (supposée diagonale), x étant le vecteur modélisé .
Ce système montre bien que la prise en compte du style est
un facteur important dans la modélisation de l'écriture mais la
continuité non assurée d'un état à l'autre du HMM diminue de
son intérêt . Une recherche préalable du style à l'aide de primitives
adéquates serait plus judicieuse comme cela a été montré par
Crettez dans [Cre 94, Cre 96] .
Une autre manière de faire dépendre l'observation de l'état est
de quantifier sa durée dans l'état [Lev 83, Rab 89] . Ceci permet
d'associer un sens à l'analyse d'une entité physique dans un état
(caractère, mot, etc .) . Dans Chen et Kundu [Che 93a, Che 93b],
la durée discrète correspond au nombre de segments d'écriture
(graphèmes) possibles pouvant être extraits par segmentation de
chaque caractère (maximum 4) . La figure 3 .a montre comment
le modèle simule les différentes possibilités de segmentation
d'un caractère en graphèmes . La durée est explicitée par les
différentes transitions entre états . La reconnaissance du mot utilise
l'algorithme MVA avec incorporation de la durée dont la récursion
est
St(j) = max max St-d(i)aijP(dlgj)bj(ft-d+1)
( 19)
1<i<N 1<d<4
où ft-d+1 représente le vecteur des primitives extraites de la
concaténation des graphèmes t - d + 1 . . . t . Finalement, les
auteurs signalent un taux de reconnaissance de mots de 70 .2%
pour un vocabulaire de 271 noms de villes .
On retrouve la même idée d'utilisation de la durée explicite dans
[Aga 93] pour la reconnaissance de textes imprimés . Contraire-
ment au système précédent, la durée est estimée de manière con-
tinue comme sera montré dans 3 .2 .
Dans le cas où les probabilités d'observation dans les états
sont discrètes, on utilise classiquement l'algorithme de Baum-
Welch [Bau 72] pour les estimer. La plupart des systèmes de RAE
utilisant les HMMs peuvent être rangés dans cette catégorie [Boz
89, Ani 91, Gil 92a, Aga 93, Bos 94, Kuo 94] .
Un exemple d'un tel système est celui de Gillies [Gil 92a],
utilisé pour la reconnaissance de mots dans les adresses postales .
Pour chaque mot du vocabulaire, il construit un modèle de type
gauche-droite, par concaténation de modèles de lettres qui sont
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également de type gauche-droite, mais sans saut d'état . L'idée
générale de ces modèles est que la distribution des probabilités
des symboles observés dans des zones de la lettre, varie selon
la zone en traversant la lettre de gauche à droite . Dans chaque
zone, il extrait des primitives topologiques et géométriques .
Ensuite, il constitue par quantification vectorielle un ensemble
de prototypes . A ces prototypes est associé un vocabulaire de
symboles utilisés par les modèles de Markov. Ainsi, l'image est
transformée en une séquence de symboles . Les sous-séquences de
symboles sont délimitées et servent à l'apprentissage des modèles
lettres correspondants . Le taux de reconnaissance varie de 72 .6%
(première réponse) à 90 .5% (10 premières réponses) pour un
vocabulaire de 100 mots et de 51 .0% à 80.1 % pour un lexique
de 1000 mots .
La notion de concaténation de modèles de lettres est souvent
employée [Gil 92b, Che 92, Che 93a, Ber 93] et peut être exprimée
avec les notations introduites auparavant comme suit
P(fil qi = sj, AE) = P(fiJA,
j ),
	
i = 1 . . . n (20)
où E = e t . . . en et ).E _ A,, ED . . . EB a,,, avec (D désignant la
concaténation de deux HMMs .
La concaténation de modèles ou la sémantique de l'opérateur
G diffère selon les auteurs . Par exemple, dans le cas de Gillies, une
transition simple est ajoutée pour faire le lien entre deux modèles
consécutifs, tandis que dans Bercu [Ber 93] ou dans Chen [Che
93a], le dernier état du modèle est le premier du suivant .
Cas 2 : l'observation de la forme dépend à la fois de l'état courant





. . . qi,, .E) = P(f1 Jg1)f P( .fi Jqi , qi-1, AE)
i=2
(21)
Dans le modèle de Bercu et al. [Ber 92, Ber 93], la distribution des
probabilités d'observation des primitives dépend de l'état courant
et de l'état précédent (voir figure 4) . Cette observation est associée
aux transitions du modèle
P(ft = x1qt =
sj ,






Figure 4. - Modèle de lettre, d'après Bercu et Delyon .
Le système général utilise un HMM à deux niveaux pour la
reconnaissance en ligne de mots : un niveau local décrivant les
primitives dans les lettres (boucles, pics et arcs orientés) et un
niveau global d'observation des lettres dans le mot (extensions
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par rapport à la bande centrale) . Le HMM est décrit par un triple
processus stochastique ; une chaîne de Markov correspondant à la
suite des états Q, un processus stochastique associé àl'observation
locale O et un autre associé à l'observation globale G . Les
problèmes liés à la reconnaissance et à l'apprentissage reviennent
à déterminer le chemin optimal estimé par MAP
Q* = argmax P(Q IO, G) = argmax P(Q, O, G) (22)
Q Q
Pour évaluer la probabilité conjointe du chemin d'états, de la
séquence locale et de la séquence globale d'observations, les
auteurs proposent l'algorithme de Viterbi suivant . Notons par
St (i) = max P(q1, . . . . qt-1, qt = si, 01, . . 91, . . . . 9t)
(23)
la probabilité du chemin optimal partiel amenant à si, en étant
guidé par les t premières observations (locales et globales) . 6 suit
la récurrence suivante















si sj est l'état final pour la lettre ek . tk,
tk+1
sont les limites des
sous-séquences d'observations correspondant à ek . Notons encore
que la quantité
P(gtk,
. . . .
9t,+,-1
lek) représente la vraisem-
blance des observations globales pour ek et peut être apprise .
L'avantage de ce système se situe dans l'intégration de deux
niveaux complémentaires d'information : un niveau de description
locale des lettres (boucles, pics et bosses) et un niveau global
au niveau du mot (hampes, jambages) permettant de discriminer
entre lettres ayant la même description locale . Cependant, ce
système nécessite une extraction préalable de primitives de haut
niveau et donc des prises de décision avant la reconnaissance.
Par ailleurs, la pertinence de cette modélisation dépend de la
complémentarité entre les différents niveaux de primitives qui
reste à prouver.
Cas 3 : Cas où la probabilité d'observation d'une sous-forme








= p(flI ql) Il P(fiJgi , fi-1, AE)
i=2
(26)
Beaucoup de systèmes en RAE utilisent une pré-segmentation
en graphèmes avant la reconnaissance. Cette pré-segmentation
peut parfois couper les lettres en parties . Si l'on veut faire un
apprentissage par lettre, la pré-segmentation pose un problème
réel de choix d'échantillons . Lemarié [Lem 93, Lem 96] utilise
un réseau de neurones (Radial Basis Function ou RBF) entraîné
à partir de lettres et de segments de lettres pour évaluer les
densités P(f
i l qi , fi-l) .
Ce système permet de lier deux segments
consécutifs pour estimer la présence potentielle d'une lettre .
L'entrée du réseau (RBF) utilisé est un couple de deux seg-
ments consécutifs
fi, fi-i
pouvant appartenir à une même let-
tre ou à deux lettres consécutives . La sortie est l'état le plus
probable du HMM . En résumant, le réseau est capable d'estimer







= P(qi I fP(qz I1fP(fI fi-1)
	
(27) 3.1 . définition des PHMMs
Notons encore que P(ff I fß_ 1 ) est constante et que P(qi I fi - 1)
est également évaluée par un réseau RBF .
Ce modèle hybride associant un réseau neuronal RBF et un HMM
semble être très efficace pour résoudre les problèmes de sur-
segmentation de lettres . En effet, la composante HMM trouve
l'alignement des lettres du mot sur les parties d'image en étant
guidée par les probabilités d'observation fournies par le réseau
dans les différents états . Ces probabilités sont estimées de manière
très fine par la prise en compte du contexte gauche représenté par
le segment d'image précédent . Cependant, l'apprentissage reste
empirique car il ne bénéficie pas d'une formalisation adaptée et
sa convergence n'est pas facile à démontrer.
3. modèles de Markov
pseudo-2D planaires
Les HMMs, en tant qu'outils statistiques, permettent de calculer
la probabilité d'appartenance d'une forme à une classe en fonc-
tion du degré de distorsion subi par cette forme . Pour les signaux
unidimensionnels, comme la parole, la distorsion, qui est essen-
tiellement de type contraction et dilatation temporelle, est calculée
à l'aide de l'algorithme DTW (dynamic time warping) . Cet algo-
rithme effectue un appariement élastique entre un prototype et
une forme . Dans le HMM, cet appariement est fait de manière
optimale par l'algorithme de Viterbi . Le prototype est synthétisé
par apprentissage à partir de plusieurs échantillons .
L'utilisation de ces HMMs en RAE a permis d'obtenir des résul-
tats intéressants pour certaines applications . Mais la nature 2D
de l'écriture (différence fondamentale avec la parole) permet de
penser que des améliorations plus importantes peuvent être ap-
portées en étendant les HMMs à deux dimensions . Cependant,
il a été démontré [Lev 92] qu'une extension directe de l'algo-
rithme DTW, appelée DPW (dynamic plane warping), conduit
à un problème NP complet. Néanmoins, en appliquant certaines
contraintes à l'appariement, on peut ramener le problème à une
complexité polynomiale .
Le but du DPW est d'apparier une image de référence avec une
image de test via une fonction de mise en correspondance de
manière à ce que la distorsion soit minimale . La fonction doit
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satisfaire des conditions globales sur les limites des images et
doit être localement monotone en
x et y . Si on impose en plus
la séparabilité de la fonction en ses variables, ce qui revient à
dire que les distorsions horizontales sont indépendantes de celles
verticales, on peut alors définir les PHMMs (planar ou pseudo-
HMM).
Les PHMMs sont des HMMs où la probabilité d'observation dans
chaque état est donnée par un HMM secondaire [Gil 94] . On fera
la distinction entre le modèle principal composé de super-états et
les modèles secondaires associés aux super-états . Pour une image,
le modèle principal fera l'analyse selon une direction (par exem-
ple, la direction verticale) et les modèles secondaires la feront
selon l'autre axe. En RAE, conformément au sens de l'écriture,
les modèles secondaires sont souvent associés aux lignes où la
forme est réellement observée et leurs architectures sont typique-
ment gauche-droite (voir figure 5) . Le modèle principal, orienté
verticalement, fera la corrélation (dépendance probabiliste) de
ces observations d'une manière globale . Généralement, on asso-
cie plusieurs lignes à chaque super-état, pensant que plusieurs
lignes consécutives sont étroitement corrélées entre elles et donc,
peuvent être analysées par un même HMM . Le nombre de super-
états dépend de la morphologie de la forme et des principales zones
horizontales d'observation que l'on veut mettre en évidence . On
donnera plus loin quelques exemples d'architectures de PHMMs
dédiées à l'écriture .











Exemple d'architecture d'un PHMM.
X
En faisant appel à des extensions des notations de [Rab 89], on
peut définir un PHMM de la manière suivante
Définition 7
Un PHMM est donné par le triplet y = (A, rr, A)
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S = {si, s2 i . . . , sN}, l'ensemble des N super-états du modèle .
On désigne un super-état pour la ligne y par qy E S .
V = {vl, v2 i . . . , v,M}, l'ensemble discret des M symboles. On





= si I qy = si), la matrice
de transition entre super-états .
7r
= {xi}1<i<N,
où Tri = P(ql = s i ) est la probabilité initiale
du super-état si .
A =
{A k
}1<k<N, l'ensemble des HMMs associés aux super-
états .
Ak
= (Ak , B k , 7r k ), où
SI
= {si, s2,
. . . .
sN, }, l'ensemble des Nk états du modèle,








de transition entre états .
Bk -
{bj (l)}1<j<N4-,1<1<M'




où fl = P(gly =
sk) .
La reconnaissance se fait en évaluant la mesure de distorsion
bayésienne P* entre le mot échantillon et le modèle ri . Se donnant
un modèle
il
et une observation O, il s'agit de trouver la séquence
d'états Q = {q l , . . . . qy} qui maximise P(Q I O, rl) .
On définit Ay (j) comme étant la probabilité la plus forte le long










gi, . . .,gy-i
Le calcul de (28) implique le calcul de Pj (y) qui est la probabilité
de la ligne y dans le super-état j, c'est-à-dire : Pj (y) = P(o y 1 qy =
si), obtenue par une autre exécution de l'algorithme de Viterbi .
Ainsi, la procédure complète de mesure de distorsion d'un mot
avec un PHMM est un algorithme de Viterbi doublement intégré,
fonctionnant comme suit
- Initialisation











Le calcul de Pj (y) s'obtient à partir d'un modèle ID par une autre
exécution de l'algorithme de Viterbi
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3.2. application a la RAE
Les PHMMs ont été appliqués récemment sur l'imprimé par [Lev
92, Aga 93, Kuo 94, Bos 94, Ben 96] et sur le manuscrit hors-ligne
par [Gil 94] .
Pour l'imprimé, Agazzi et Kuo [Kuo 94] proposent une archi-
tecture PHMM pour les caractères et les mots, comprenant un
modèle vertical de super-états et des modèles horizontaux, un par
super-état, comme le montre la figure 6 pour un caractère isolé .
Le nombre d'états et de super-états est déterminé manuellement,
en fonction de la topologie de la forme étudiée, c'est-à-dire de
l'existence de zones informatives .
1 X
r ; ; r i -1 -1 - I
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6. - PHMM pour les caractères imprimés, d'après Agazzi
et
Kuo.
L'observation est réalisée directement sur la matrice de pixels et
est représentée par un vecteur de quatre composantes, correspon-
dant à la valeur du pixel (0 ou 1), à son voisinage horizontal codé
binairement (0 à 7), et aux deux positions relatives du pixel res-
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yxy (si) = argmaxsj0S
[6~-i,y(k)aki],




[6Xy (i)] (37 )
- Séquence d'états {q,y}l<x<x
qx-1,y - -Yxy (gX* 2 ),




P* = max [Ay(j)] (32)
1<j<N
- Séquence de super-états Q* = {qy}l< y<Y
qy-1 = ry(gy),
Y = Y . . .2 (33)
Pour l'apprentissage, les paramètres du modèle, A, 7r et A sont
estimés en utilisant l'algorithme k-means qui permet de faire des
regroupements des observations en classes correspondant aux
zones des super-états. La séquence d'observations de chaque
échantillon est segmentée en une séquence de super-états, en
déterminant l'alignement optimal de l'échantillon avec le modèle
courant, à l'aide de l'algorithme de Viterbi . Les paramètres du
modèle sont ensuite ré-estimés, par comptage, en fonction des
histogrammes des résultats de la segmentation. En cas de non
convergence, le lot d'apprentissage est réutilisé et les paramètres
sont de nouveau ré-estimés . Les paramètres initiaux sont donnés
manuellement et de manière arbitraire .







Comme les b,,,,,(p) sont des probabilités discrètes, un his-
togramme est calculé pour chaque composante pendant la phase
d'apprentissage, et leur estimation est donnée par le nombre de
vecteurs dans l'état s î ayant l'observation p dans la m è ' com-
posante divisé par le nombre de vecteurs dans l'état s'i' .
Après l'exécution de l'algorithme de Viterbi et la détermination
du chemin optimal, un module de post-traitement déduit les durées
pour chaque super-état . La mesure de distorsion bayésienne P*
est pondérée par les probabilités de ces durées pour les super-
états . A chaque super-état est associée une loi de distribution de
probabilités de durée gaussienne dont les paramètres sont estimés
pendant l'apprentissage .
Gilloux [Gil 94] a proposé pour les chiffres manuscrits une
autre topologie de PHMMs où les super-états sont des classes
d'équivalence de super-états (voir figure 7) . En effet, la topologie
classique telle qu'elle a été utilisée par Agazzi pour l'imprimé
fait l'hypothèse que les lignes consécutives sont indépendantes .
Gilloux pense que l'utilisation de plusieurs super-états par classe
et donc des probabilités de transition différentes entre éléments
de la même classe doit permettre de représenter la corrélation
entre probabilités d'émission de lignes voisines . Ce modèle reste
cependant complexe à mettre en oeuvre surtout pour établir les
transitions entre super-états à l'intérieur d'une même classe et
entre les classes . Il a été testé sur des chiffres manuscrits, recueillis
sur des codes postaux . Le modèle comporte 5 classes de 10 super-
états et 6 états par ligne . 4891 images de chiffres normalisés à
16 x 16 pixels ont servi pour l'apprentissage . Le test a été effectué
sur un autre ensemble de 4891 images et conduit à un taux jugé
moyen par l'auteur de 90% .
Dans le cadre d'une étude sur la reconnaissance de mots arabes
imprimés, nous avons proposé une architecture de PHMM fondée
sur une exploitation de la durée d'observation aussi bien dans les
modèles secondaires que dans le modèle principal [Ben 96] .
L'architecture des modèles est spécifique à la morphologie des
PAW (Piece of Arabic Word) qui composent les mots arabes .
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1 j Classe d'équivalence
Figure 7 . - Modèle de PHMM, d'après Gilloux.
Ainsi, l'image d'un PAW se décompose verticalement en cinq
zones correspondant respectivement de haut en bas à l'emplace-
ment de la hampe, des signes diacritiques supérieurs, de la bande
centrale, des signes diacritiques inférieurs et du jambage . A
chaque zone est associé un super-état auquel correspond un HMM
horizontal modélisant la zone concernée .
Les observations dans les HMMs horizontaux sont constituées
chacune de la couleur du segment courant (noire ou blanche), de
sa longueur et de son emplacement relatif par rapport au segment
qui se trouve au-dessus . Ainsi, la durée dans les états secondaires
représente l'observation de la longueur des segments .
Le HMM vertical est un modèle à durée explicite pour mieux
prendre en compte la hauteur des cinq bandes indiquées . Ainsi,
la durée dans un super-état est assimilée au nombre de lignes
analysées par lui .
Lors de l'apprentissage, l'image est segmentée en bandes donnant
ainsi les durées et les lignes aférentes aux super-états . La distri-
bution de probabilités de la durée est calculée par estimation de
la fréquence d'une certaine hauteur de bande pour un super-état
donné. La probabilité de transition entre deux super-états succes-













, j = 2 . . . N (39)
K
où K est le nombre d'échantillons considérés pour l'apprentissage
d'un PAW donné, dß_ 1 et d~ sont respectivement, la durée
associée au super-état j - 1 et j pour l'échantillon k .
Lors de la reconnaissance, le système tente de retrouver les bandes
maximisant à la fois la probabilité d'émission des lignes de la
bande et la probabilité de sa hauteur (durée). La formule de
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1<j<N,y=2 . . .Y (40)
où




71E) = P(f1 . . . fY 177E)
si on effectue la transition sß _1 -+ s j
Le système a été testé sur une base restreinte de PAWs (12
types de PAWs, deux fontes distinctes et différents corps, 100
à 130 échantillons par PAW) . Les résultats sont prometteurs
(99.70%) mais restent à valider sur une base beaucoup plus
conséquente . Cela étant, le choix de reconnaissance par PAW
limitera l'utilisation du système à des applications à vocabulaire
réduit. Toutefois, l'originalité de ce système par rapport aux
précédents, outre sa simplicité de mise en oeuvre et sa faible
complexité (nombre d'états réduit), se place à deux niveaux
- Le codage des observations par des segments le long des lignes
traduit d'une part une notion de durée horizontale et tente à régler
d'autre part, à l'aide de l'information de décalage de segments
voisins, la corrélation entre lignes successives .
- La prise en compte explicitement d'une durée verticale estimant
la hauteur des bandes .
3 .3. décomposition probabiliste
On se place dans la situation décrite dans 2 .3 .2. Dans ce cas, la
forme F est décomposable en sous-formes selon deux directions
et il existe un modèle
1]E
associé à l'étiquette E. La probabilité a
posteriori de l'étiquette E par rapport à la forme F est
P(EIF) = P(iEIF) a P(FInE)P(,qE)
	
(41)
où P(r1E ) est la probabilité a priori du modèle 11E . Son estimation
se fait comme dans 2 .3 .2 .
Le terme P(FIr)E) se décompose en une somme sur toutes les
séquences de super-états du produit de la probabilité condition-
nelle de la forme sachant la séquence de super-états et de la pro-
babilité de la séquence sachant le modèle .
P(f1,
. . .
, fY I ql,
. . .
, qY,
rJE)P(gl, . . . , qY I 7lE) (42)
D'une manière analogue que pour le cas 1D, on suppose qu'un
seul chemin {qy} contribue au calcul de P(FIr)E), ce qui donne
P(FI 7/E) = P(f1
. . . fYIr1E) _
gY I rIE) (43)
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{q*} est toujours un processus stochastique stationnaire d'ordre
1 qui vérifie l'équation (16) .
En faisant l'hypothèse d'indépendance des lignes, P(fl, . . . . fy
qi, . . . , q*
y, riE)


















La quantité P(fy I AÉ) représente la probabilité d'émission de la
ligne y de la forme F par le sous-modèle ~Ë du PHMM yE .
Elle peut être développée comme montré dans le cas 1D par les
équations (14), (15) et (16) .
4. champs de Markov
causaux
Les PHMMs associent plusieurs lignes à chaque super-état, faisant
l'hypothèse que plusieurs lignes consécutives sont étroitement
corrélées entre elles et donc, peuvent être analysées par un même
HMM [Aga 931 . Cette hypothèse d'indépendance facilite la mise
en oeuvre mais ne garantit pas l'optimalité du modèle pendant la
reconnaissance car elle n'est pas toujours vérifiée .
Nous pensons qu'une modélisation parfaitement bidimension-
nelle de l'image serait plus profitable . Aussi, nous avons étudié
l'applicabilité des champs aléatoires de Markov à la reconnais-
sance de chiffres et de mots manuscrits non-contraints [Sao 96b,
Sao 96a] . Contrairement aux PHMMs, les champs aléatoires
possèdent une véritable structure 2D [Gem 841 dans la mesure
où la probabilité d'un site du champ est conditionnée par les sites
voisins et conditionne à son tour celles d'autres sites . Nous avons
limité notre étude aux champs causaux sur lesquels il est pos-
sible d'induire une relation d'ordre de type lexicographique en
restreignant les voisinages à ceux permettant une progression na-
turelle du calcul de la probabilité de masse cumulée du champ
(joint field mass probability) . Deux types de chaînes de Markov
causales sont largement utilisées en traitement d'images : les ré-
seaux de Markov [Abe 65] (Markov Random Mesh ou MRM)
et les champs de Markov unilatéraux [Pre 75] (Non-Symmetric
Half-Plane Markov chains ou NSHP). Ces deux modèles causaux
diffèrent par le choix des états locaux et de leur « passé » (le voisi-
nage qui conditionne la probabilité d'une variable aléatoire) . Ils
sont équivalents si le passé est réduit au quart supérieur gauche
du plan, mais le NHSP peut accepter un passé beaucoup plus
étendu, ce qui est utile dans plusieurs applications de traitement
d'images [Jen 871 .
Après un bref rappel de la définition des NHSPs, nous montrerons
comment la décomposition probabiliste peut se faire dans ce
contexte. Une application de ces modèles à la reconnaissance de
chiffres et de mots manuscrits que nous avons réalisée illustrera
leur intérêt en RAE .
4.1 . champs de Markov unilatéraux
Soit L un treillis rectangulaire de
m x n sites . On définit sur L un
champ aléatoire associé à la forme
F = {fij}1<i<m, 1<j<n où
les fij sont des variables aléatoires . On notera par fj les colonnes
du champ F. On fait correspondre à chaque site








< i)}, Oij C
Sij
(45)
Sij est appelé demi-plan non symétrique et Oij le support du site
(i, j) . La figure 8 illustre ces deux types d'ensembles . La notation

























F est un champ aléatoire unilatéral de Markov si et seulement si




Le calcul de la probabilité de masse cumulée pour tous les sites
du champ aléatoire F a la propriété suivante
P(F) =
11
P(fij IfE, j ) =
11
P(fij lfe
,j ) (47 )
(i,j)EL (i,j)EL
Une manière directe de calculer P(F) est donc :
n m
P(F) = Il Il P(fij Ifo ij )
j=1 i= 1
Ceci soulève une question importante relative à la détermination
des supports Oij . Une solution largement répandue consiste à
fixer la même forme pour ces ensembles pour tous les sites
(i, j)
avec des conditions aux frontières adéquates (comme c'est, par
exemple, le cas des champs de Pickard [Der 89]) .
4.2. décomposition probabiliste
et introduction du modèle
Dans ce cadre, nous gardons la notion de probabilité condition-
nelle d'une forme F sachant une étiquette E . La seule décom-
position étudiée est celle par rapport à un modèle i/JE associé à
l'étiquette E . L'équation (48) devient :
En considérant la réalisation du champ aléatoire (image binaire
de la forme) comme une séquence d'observations de colonnes,
la chaîne de Markov NSHP peut être implémentée par un HMM
séquentiel gauche-droite . Dans un état du HMM, la probabilité
d'observation est donnée par le produit le long de la colonne des
probabilités conditionnelles de pixels . Une transition d'un état du
modèle à un autre aura pour effet le changement de l'ensemble
des distributions et, par conséquent, de l'adaptabilité du modèle
aux différentes primitives dans l'image . Ces primitives seront
associées aux états du modèle, suite à la phase d'apprentissage .




P(F I E) = P(FlbE)
=
11 11
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Figure 9. - Architecture d'un modèle NSHP-HMM d'ordre 3 .
Soit Q* = ql . . . qn le chemin d'états qui contribue le plus au
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P(qi l qÔ)

































P(q~ Jq;_1) P(fij~fe ,, , OE,)
L'interprétation de l'équation (50) nécessite de préciser les points
suivants :
- Le processus stochastique qui modélise le chemin d'états est










- Pour la colonne fj
, les distributions de probabilités condition-
nelles dépendent uniquement de l'état q
j*
.
Afin de définir complètement le modèle tout en restant conforme
aux notations employées pour un HMM ordinaire (discret), nous





0- ii = {(i
-
ik,i -
ik)l1 < k < P,jk >
0 ou
(ik = O,
i k > 0)} n L, où P est le nombre de voisins par
pixel. O représente l'ensemble des voisinages et P l'ordre du
modèle . Les O
ij sont supposés être ordonnés .
• B = {
bjk(f,f)}1<i<m,1<k<N, f
E {0,1},f E {0,1} P ,
bik(f, f) = P(fij = f lfez . = f, qj = sk ), les probabilités
conditionnelles d'observation de pixels .
Le modèle NSHP-HMM ainsi défini est représenté par le quadru-
plet
A = (O, A, B, 7) où A représente la matrice de probabilités
de transition entre états et ir les probabilités initiales .
Dans la suite, nous allons montrer comment s'effectue l'estima-
tion de la probabilité d'émission d'une image (sa plausibilité) et
donner quelques éléments relatifs à l'apprentissage et à la recon-
naissance .
4.3. apprentissage et reconnaissance
Une évaluation optimale de la vraisemblance P(FIA) est obtenue
en utilisant des variantes des fonctions forward-backward. Nous
définissons la fonction
forward a (la fonction ß suivant une
définition duale) comme étant la probabilité cumulée du champ
jusqu'à la colonne j à l'état si,
cI j(i) = P(fl , f2i . . . , fj, qj =
si l A)
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bki(fkl, fe kl ),
k=1
fi bki (fki,fek .),
aj (i) = j-1(l)aii












Pendant l'apprentissage, on détermine les paramètres (A, B, ir)
K
du modèle qui maximisent la quantité
H
P(Fk
jA), où Fk sont
k-1
les échantillons utilisés . Nous pouvons noter que, comme dans le
cas unidimensionnel, il n'y a pas de critère global d'optimisation
et de méthode directe . Nous utilisons alors le même critère de
maximisation de la vraisemblance (MLE), en appliquant la ré-
estimation de Baum-Welch . Nous allons uniquement détailler la




a .7 (l)1Qj (l)
k=1 = lt.q .















bil (f, f), sinon
f e fo, il, f E {0,1} P ,
1 < i < N
(52)
1<i<m, l<l<N
où Pk = P(Fk
I
)) représente la probabilité d'émission de
l'échantillon Fk et nk sa longueur.
Si l'on examine l'équation (52), nous pouvons remarquer que
la ré-estimation se fait par un comptage MLE du nombre de
fois qu'une certaine configuration de pixels est rencontrée et
ceci pour toutes les configurations, toutes les lignes et tous les
états du modèle. Notons enfin que tous les échantillons sont
supposés avoir le même nombre de lignes m, ce qui nécessite
évidemment une normalisation en hauteur des images avant les
étapes d'apprentissage ou de reconnaissance .
En ce qui concerne la reconnaissance, nous avons opté pour
une approche de type modèle discriminant en construisant un
modèle NSHP-HMM pour chaque classe. Le résultat est obtenu
en calculant la vraisemblance de la forme entrante pour chaque
modèle et en étiquetant l'image par le modèle qui produit la
probabilité a posteriori maximale .
4.4 . expérimentations et résultats
Une première expérimentation a été conduite sur une base multi-
scripteurs de 562 chiffres manuscrits . 337 d'entre eux choisis de
manière aléatoire ont servi à l'apprentissage des modèles et le
reste (225), pour le test. Toutes les images ont été ramenées à
une hauteur de m- = 16 lignes . Les modèles utilisés sont d'ordre
P = 2 avec le même nombre d'états N = 10 (voir figure 10) .
Nous avons obtenu un taux de reconnaissance (première réponse)
de 98 .22% et un taux maximal pour les trois premières réponses .
Une seconde expérimentation a été opérée sur une base de
mots réels du SRTP 1 , extraits de montants littéraux de chèques
postaux (7057 images de mots écrits par 1779 scripteurs et
un vocabulaire de 27 mots) . Il est évident que la tâche du
système est beaucoup plus difficile que dans le cas des chiffres
car, s'agissant d'écritures non contraintes, les mots présentent
des distorsions plus importantes . Cependant, le comportement
du système reste inchangé voyant les mots comme des formes
binaires quelconques . Cette adaptation du système à des formes
différentes (chiffres, mots, etc .) constitue le point fort du type de
modélisation adopté .
5284 images (approximativement 3/4 de la base) ont été choisies
aléatoirement pour l'apprentissage des modèles . La reconnais-
sance a été opérée sur 1773 images de mots et atteint le score
de 89.68% en première réponse sans la prise en compte de la
syntaxe des montants . Les paramètres initiaux qui ont été choisis
pour chaque modèle de mot sont
- Nombre d'états : il est proportionnel au nombre moyen de
colonnes des images, n, après normalisation en hauteur. En
pratique, un nombre d'états égal à n/2 (variant de 11 à 35 pour
m = 20 lignes) donne les meilleurs résultats .
- Transitions entre états : nous autorisons uniquement les tran-
sitions vers le même état et entre états successifs . Initialement,
les transitions sont équiprobables :
aii = aii+1 = 0
.5, 1 < i <
N-1.
-Nombre de lignes : pour des raisons de complexité de calcul, des
expérimentations ont été faites pour in = 10, m = 15 et m = 20 .
- Ordre du modèle (nombre de pixels voisins) : des expérimen-
tations ont été effectuées pour P = 0 . . . 4 correspondant aux
configurations de voisinages illustrées dans la figure 10 .
- Probabilités conditionnelles d'observation de pixels : toutes les
images d'un même mot ont été divisées en N bandes verticales de
largeur égale. Un comptage normalisé du nombre de configura-
tions de pixels f~ = f et fa . . = f, Vf c 10, 11, f E {0,1}P , est
effectué à l'intérieur de chaque bande pour tous les échantillons
Fv
La figure 11 donne un apperçu visuel des capacités réelles
d'apprentissage des modèles . Les niveaux de gris codent la
probabilité d'apparition des pixels noirs relevée dans tous les
1 Service de Recherche Technique de la Poste
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Synthèse de prototypes de chiffres et de mots .
4
états du modèle et cela pour toutes les lignes . Les prototypes
de mots ont été obtenus à l'aide de modèles d'ordre 3 entraînés
avec des échantillons de hauteur m = 30, au bout de 20 itérations .
Cette figure montre clairement que, malgré l'énorme variabilité
des formes au niveau du pixel, les modèles sont capables de
faire ressortir les agglomérations de pixels caractéristiques de
l'écriture .
Dans ce papier, nous avons tenté d'unifier les mécanismes de la
reconnaissance probabiliste utilisés dans les modèles de Markov .
Pour cela, les termes apparaissant dans la formule de Bayes sont
décomposés de manières différentes suivant la dimensionnalité
de la forme et les hypothèses de dépendance entre sous-formes
et étiquettes. On distingue deux grands cas de décomposition
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de la forme par rapport à l'étiquette et de la forme par rapport
à un modèle associé à l'étiquette . Le premier cas est utilisé
typiquement dans les applications de RAE de niveaux supérieurs
(lexical et syntaxique), étant plus spécifique aux HMMs 1D .
Le deuxième cas connaît plusieurs développements en fonction
de la dimensionnalité du modèle et de l'interprétation de la
vraisemblance de la forme . Dans ce cas, on associe à la forme un
processus stochastique représentant le chemin d'états du modèle
qui permet d'observer le mieux les sous-formes . La probabilité
d'une sous-forme peut être conditionnée dans le cas ID soit
par l'état courant (HMM discret ou continu), soit par deux états
successifs (courant et précédent), soit enfin par l'état courant et la
sous-forme précédente . Dans le cas 2D, la probabilité de la sous-
forme est conditionnée par la sous-forme précédente selon un
axe d'analyse ; les résultats de l'analyse sur cet axe étant corrélés
globalement par un autre HMM (le cas des PHMMs), et pour les
champs aléatoires causaux, par un voisinage bidimensionnel de
sous-formes .
Nous avons étudié dans cet article quelques types de décomposi-
tions favorisant l'utilisation de modélisations markoviennes d'or-
dre et de dimension variables . Pour des formes réelles comme
l'écriture, ces décompositions traduisent des connaissances con-
textuelles qu'il faut expliciter avant toute modélisation. Le défi
permanent dans ce domaine reste orienté vers la recherche de
contextes plus riches et de modèles de représentation stochastique
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