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Dynamics of bright solitons in
Bose–Einstein condensates:
investigations of soliton behaviour
in the vector Gross–Pitaevskii





Bright solitons in a quasi-1D Bose–Einstein condensate can be used to enhance
precision in matter-wave interferometry, due to their inherent robustness and
support against dispersion. Such a soliton interferometer typically relies on a
potential barrier used to split a single soliton into two smaller coherent solitons
which can then be recombined on the same barrier. In this thesis we examine
two extensions to this scheme. Firstly, we investigate a binary BEC system con-
sisting of two bright solitons which are coupled through a mutual nonlinear in-
teraction term. We derive a set of conditions under which the two components
can be separated on a potential barrier and use numerical simulations to probe
the regimes beyond which this mathematical treatment is applicable. We then
use the numerical simulations to look at the effect of the nonlinear coupling on
the dynamics of the binary solitons interacting with the barrier. We also look
at the interference behaviour found by doubling the simulation time in either
a ring trap or a harmonic trapping potential (to ensure recombination on the
barrier); as well as the case where the solitons start spatially separated on either
side of the barrier in order to find conditions under which the solitons will com-
bine on the barrier. We find a good agreement between the analytical predic-
tions and the results of simulations. Beyond the regions of parameter space
where the predictions are expected to hold, we find complex transmission and
interference behaviour as a result of nonlinear effects. The second part of this
thesis consists of an examination of the prospect of using a subwavelength bar-
rier scheme in a soliton interferometry experiment. This involves using two
resonant coupling beams in a Λ-system with a spatially varying intensity. Un-
der certain conditions, this can be used to form an effective potential barrier
with a width which is not diffraction-limited. We look at suitable parameter re-
gimes for such a barrier to split and recombine solitons in an interferometer
and probe the effects of possible complications such as misalignment in the
beams and different scattering lengths in the different states. We simulate the
soliton interferometer using the full three component GPE as well as the single
component analogue with the effective potential in order to characterise the
soliton behaviour and the dependence of the interferometer sensitivity on the
system parameters. We find a trend towards an idealised soliton interferometer
with a decreasing value of the parameter, w , controlling the barrier character-
istics. Also, we demonstrate an agreement between the relevant three com-
ponent GPE and the analogous single component GPE, in the limit of strong
coupling fields.
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Interferometry has for a long time been a powerful technique for measurement
as a means to better understand the physical world. It consists of a range of
techniques relying on wave interference which can be used to provide a route
to extremely high precision measurements required at the forefront of mod-
ern physics. Well-known examples include: LIGO (Laser Interferometer Grav-
itational wave Observatory) which combines long, high finesse cavities with
interferometry to enable the experimental precision necessary to observe the
perturbations of space resulting from the passage of gravitational waves; and
the use of long baseline radio interferometry, which utilies well separated de-
tectors to increase the signal to noise ratio, to detect distant cosmic objects.
Fundamentally, an interferometer uses the interference property of waves in
order to extract information. We can further classify interferometers by the spe-
cific scheme and type of waves used. Interferometers which rely on the wave
properties of matter are known as matter-wave interferometers.
The initial appeal of matter-wave interferometers relates directly to what they
have that light does not, namely, mass. This allows them to be used in order
to probe fundamental physics such as the equivalence principle, the nature
of antimatter and the precision measurement of fundamental constants (both
to constrain and to attempt to disprove theories in accordance with the sci-
entific method) [1]. The mass property also contributes to slower speeds which
2
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can offer advantages. Molecules up to the size of biologically active molecules
(polypeptide consisting of 15 amino acid linear chain) can undergo matter-
wave interferometry which can be used in order to probe the interface between
quantum and classical descriptions of nature as well as the interface between
scientific domains [2].
When bosonic matter is cooled to below a certain critical temperature, a signi-
ficant proportion of the indistinguishable constituent particles inhabit the low-
est available quantum state. This state is known as the Bose–Einstein condens-
ate (BEC) and has potential uses for precision measurement in inertial sens-
ing as well as probes of the gravitational interaction. The advantage offered by
the BEC state arises from the occupation of a single quantum state by many
massive particles, their long coherence times and their high momentum-space
density. Massive waves offer an advantage of lowering the uncertainty rel-
ative to the measurement - analogous to the early measurements conducted
to measure the magnitude of the gravitational force first using the mountain
Schiehallion (known to be isolated from other mountains and fairly spatially
uniform) and then using the apparatus operated by Henry Cavendish and de-
vised by John Michell using heavy spheres and a torsion balance.
The first BECs formed in the laboratory consisted of dilute alkali metal atomic
gases with a quantum state defined by the hyperfine coupling between the out-
ermost electron angular momentum and the nuclear spin. The attraction of
these atomic BECs for interferometry is the amount of control offered by inter-
actions between atoms and laser light. This control is utilised in the formation
of optical potential traps and barriers and is also employed in the laser cool-
ing used to form the BEC. Another reason is the ability to tune the interatomic
interaction direction and magnitude using Feshbach resonances. Many differ-
ent species can be condensed offering variability in the mass and polarisability
as well as different sizes of magnetic moment. Condensed species with large
magnetic moments give the possibility of BECs where the dipolar interactions
become important [3], such as is the case for chromium [4] and dysprosium [5].
For the above reasons, the atomic BECs are widely employed as quantum sim-
ulators and in searches for and demonstrations of novel physical concepts such
as topological defects, vortex dynamics and pattern formation [6]. Further-
more, the dilute atomic gases are commonly used in experiments on exotic
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quantum states of matter such as ultracold molecule formation [7, 8] as well
as the BEC–BCS crossover [9] and the unitary Fermi gas [10].
1.2 Soliton-based matter-wave interferometry
When considering interferometry with matter, a complication is the effect of
interactions on the system. The collisions of many atoms impart a phase co-
herence loss and thus a limit on the interrogation time of the interferometer.
For dilute atomic BECs in the low energy limit, the interaction term mani-
fests as a nonlinear wave term with the direction and magnitude determined
by the atomic mass and the s-wave scattering length. Using the powerful ex-
perimental technique of the Feshbach resonance, the s-wave scattering length
can be manipulated to a point where it has a negligible effect. An alternative is
to adjust the nonlinear term so that a soliton interferometer can be formed. If
the interaction term represents an attractive force (leading to a self-focussing
effect) then this can be used to reinforce the wavepacket against dispersion and
form a bright soliton. The soliton, by definition, travels as a permanent wave-
form and is long-lived and so gives the benefit of increasing the phase accumu-
lation time.
Therefore, solitons can offer advantages to atomic interferometry. In order to
construct a soliton interferometer, one needs to be able to form solitons in a
BEC and then from this generate two coherent daughter solitons. These then
traverse different paths accumulating a phase difference and are then recom-
bined on a potential barrier. There are various ways to obtain two coherent
solitons. One can employ Bragg diffraction momentum transfer in order to sep-
arate the soliton into equally sized states of different momentum or one can use
a potential barrier.
When using a potential barrier to split solitons, it is known that narrower bar-
riers offer the best conditions for soliton interferometry. This is due to the
fact that it is desirable for the outcome of the collision to be two equally sized
solitons with equal and opposite velocities. We want them to interact with the
barrier for only a small amount of time in order to minimise nonlinear effects.
Using a sufficiently narrow barrier means that one can be in the tunnelling re-
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gime wherein a portion of the incident soliton tunnels through the barrier. A
bright soliton has a finite width momentum distribution and so one must en-
sure that splitting occurs through tunnelling rather than a velocity filtering ef-
fect which would result in outgoing solitons with different speeds.
1.3 Publications
Publications of research contained in this thesis are:
i. Splitting of two-component solitary waves from collisions with narrow po-
tential barriers, Callum L. Grimshaw, Simon A. Gardiner, and Boris A. Malomed
Phys. Rev. A 101, 043623 —- Published 28 April 2020
ii. Soliton interferometry with very narrow barriers obtained from spatially de-
pendent dressed states, Callum L. Grimshaw, Thomas P. Billam, and Simon A.
Gardiner –– Pending publication
1.4 Thesis outline
Chapter 2 will cover the relevant underlying physics including: Bose–Einstein
condensates; atomic physics; the Gross–Pitaevskii equation; solitons, in vari-
ous forms and areas of physics (as well as the more specific types found in BEC
systems), and then the numerical techniques utilised in the research.
In chapter 3 I will outline the research conducted on the interaction, in the low
energy limit, of two component solitons with potential barriers developed us-
ing perturbation theory and then examined using computational simulations.
This work was published as a collaboration with B. A. Malomed of Tel Aviv Uni-
versity.
In chapter 4 I will discuss work done on the use of geometric potentials as a
means to provide a very narrow barrier to split solitons in an interferometry
scheme and examine the feasibility and imperfections of the scheme in the
specific context of soliton interferometry. This work was is currently under the
publication review process and was conducted as a collaboration with T. P. Bil-




In a famous letter to Albert Einstein in the early 1920s, Satyendra Nath Bose
described his method for deriving the constant in Planck’s law independently
of using classical electrodynamics. He did this by considering the phase-space
density of quantum (indistinguishable) particles. Einstein translated Bose’s let-
ter into German for publication in the journal Zeitschrift für Physik [11]. Ein-
stein understood the significance of this result and published a further three
papers of his own on the subject [12–14]. In these works, he described what
is now known as Bose–Einstein condensation and also defended the work of
Bose against criticism (particularly from Paul Ehrenfest). The main point of
argument was the principle and statistical implications of indistinguishable
particles (which affects the system entropy and enables wave interference). The
importance of quantum distributions to particles according to their spin char-
acteristics is now well understood. A classical (Maxwell–Boltzmann) distribu-
tion is recovered as a limiting case.
The similarity between a Bose–Einstein condensate and liquid helium-4 was
noted in 1938 by London who pointed out the similarities between the Λ-
transition and the onset of condensation in idealised Bose particles. The ab-
sence of the Λ-transition in helium-3 corroborated this view; however, it was
unclear how to reconcile the concept of BEC in an ideal gas with a strongly
interacting fluid. In 1947 Tisza elaborated on the shared characteristics by
6
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presenting a two-fluid hydrodynamical model for liquid helium-4 [15]. Bogoly-
ubov explored the theory of condensation for weakly interacting particles [16].
In 1956, a more general statement of the BEC condition was presented by Pen-
rose and Onsager [17] which proposed that one is formed when the propor-
tional occupation of a single state takes on a “finite”fraction, i.e. on the order of
1. Thus the definition applies to interacting particles and does not necessarily
have to constitute the ground state. The exclusion of fermions from the pos-
sibility that they can undergo the BEC transition is thus implied as they cannot
host multiple occupation of a single state.
Indeed an ideal Fermi gas cannot undergo condensation but interactions
between the fermions can form composite bosonic particles which can be con-
densed. This phenomenon offers an explanation for superconductivity where
BCS theory describes the Bose–Einstein condensation of Cooper pairs (inter-
acting electrons mediated via the electron-phonon attraction). One can alter
the scattering lengths in order to probe the BCS-BEC crossover [18]. Further-
more, one should note that this is what is what happens in the Bose–Einstein
condensation of dilute gases of alkaline atomic species. The alkaline atoms
consist of an extremely dense nucleus made up of protons and neutrons bound
together by the strong force and is surrounded by orbitals of electrons [19].
The elemental nature of the species is determined by the number of positively
charged protons [20] which are accompanied by an equal number of electrons
in the neutral atomic state. The neutron number determines the nuclear stabil-
ity of an isotope and is also important to the statistical behaviour of the dilute
atomic gas at low temperatures as it determines the overall nuclear spin. In
order for Bose–Einstein condensation to be possible, one requires the nuclear
spin to be half integer (i.e. to be composed of an uneven number of fermionic
nucleons) so that, when coupled to the single electron in the highest atomic
state, the atom will have an overall integer spin. In a dilute gas, the atoms are
well separated and the quantum state is labelled by its hyperfine state (usually
denoted as |F, MF 〉 corresponding to the total angular momentum of the elec-
tron and the nucleus and its projection onto the z-axis).
In condensed matter physics, coupling between electrons and holes can form
excitons and excitons coupled to cavity photons have been shown to undergo
BEC (exciton-polariton systems have a lower effective mass than excitons and
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can be thought of as a bosonic quasiparticle) [21, 22].
Since their initial production in dilute alkali atomic gases, BECs have been
formed in various other systems including: exciton-polaritons [23], photons
[24], superconductors (Cooper pairs) [25] and magnons (collective spin excita-
tions in condensed matter physics) [26].
2.1.1 Statistical theory of BEC
A statistical theory of indistinguishable particles without a maximum occupa-






where β= 1/kBT , T denotes the temperature, kB is Boltzmann’s constant, ε~k is
the energy of the state with wavevector ~k and µ ≤ 0 is the chemical potential.
If the particles are fermionic and obey the Pauli exclusion principle then the





In the limit of high temperature and low density, both distributions approach
the classical Maxwell–Boltzmann limit. From the expression for the Bose–
Einstein distribution, Eq. (2.1), one can see that with decreasing temperature,
in order to keep the particle number constant one must increase the chemical
potential. However, after reaching µ= 0, the only way to achieve this is to mac-
roscopically occupy the ground state. This allows one to calculate the transition
temperature Tc by equating the number of excited atoms at zero chemical po-
tential (〈N ′(µ= 0,Tc )〉) to the number of atoms (〈N〉). For a three-dimensional
system of particles with a mass m, this gives
〈N〉 = 〈N ′(µ= 0,Tc )〉 =
∑
~k 6=0

















The integral can be found exactly using∫ ∞
0
(xa−1)dx
ex −1 = ζ(a)Γ(a), (2.4)










where ζ(3/2) is the Riemann ζ-function evaluated for the argument 3/2. For
temperatures below Tc , the number density of the excited states is






Thus the number density of the ground state (the condensed population) is
given by








Note that the condensation temperature is proportional to n2/3/m. Similarly,























The two expressions for the specific heat capacity are discontinuous across the
transition temperature. This implies that the free energy is not analytic at Tc
and therefore the Bose–Einstein condensation is a true thermodynamic phase
transition. The BEC can be further said to arise when the de Broglie waves of
the constituent bosons start to overlap and quantum degeneracy is reached.





where h is Planck’s constant. This expression represents the de Broglie wavelength
associated with the thermal distribution of momentum. When the average in-
terparticle separation is less than the wavelength, one expects quantum effects
to be important as wave interference becomes more prevalent. Quantum de-
generacy is reached as a particle at a position ~r is indistinguishable from a
particle another position~r ′, in analogy with the Rayleigh criterion for angular
resolution.
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2.1.2 Ultracold quantum field theory of BEC
When one distinguishes between first and second quantisation in quantum
theory, one is referring to different representations of the wavefunctions de-
scribing the particles in the system. The act of quantisation denotes the ad-
aptation of a classical formulation of mechanics to a quantum formulation in
which dynamical co-ordinates become operators. Naturally, the classical pic-
ture re-emerges from the quantised formulation when the action, S = ∫ Ldt , is
much greater than (reduced) Planck’s constant, ~. Formally this is known as a
group contraction [27] and can also be applied to recover classical descriptions
of physics from relativistic descriptions under certain limits. In the first quant-
isation picture, one formulates the Hamiltonian in terms of the position and
















x̂i − x̂ j
)
, (2.12)
where the operators satisfy the commutator [x̂i , p̂ j ] = i~δi j and the factor 1/2
preceding the interaction potential accounts for duplication in this description
of the two-body interaction terms. We can try to solve this for a general case and
construct the N -body wavefunction. We must first note the behaviour of the
wavefunction under the exchange of two particles. If one applies the exchange
twice then the wavefunction is the same as before. This implies that the wave-
function can take a phase of either 0 or π (corresponding to factors of +1 and
-1 respectively), depending on whether the particles follow Bose–Einstein or
Fermi–Dirac statistics, as the observable norm of the wavefunction is unaltered.
Other types of particles known as anyons are possible in low-dimensional sys-
tems as a quasiparticle excitation which take on a more general phase change.
These quasiparticles are known to be involved in the fractional quantum Hall
effect [28, 29].
Knowing how many particles are in each mode of the system, one can find pos-
sible eigenstates of the Hamiltonian. In this case, one must sum over all pos-
sible permutations of the particle configuration and normalise accordingly. If
all possible states are in a single mode then the normalisation factor is 1 and
the state is unique. Whereas, if there are N0 bosonic particles in the mode 0, N1
particles in the mode 1 et cetera, then the normalisation factor is
p
N0!N1!.../N !
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and there are N !/N0!N1!... possible permutations. Similar state construction
is achieved for fermions but accounting for the exchange factor of -1 with an
antisymmetric wavefunction. This antisymmetric structure is conveniently en-
capsulated using a determinant. This is known as the Slater determinant.
It becomes simpler to work in the Fock or occupation basis in which, rather
than denote the state in which each particle resides, one denotes the number
of particles in each state. Take as an example a system of two bosons (denot-
ing boson 1 and 2 with subscripts 1 and 2, respectively and assuming distin-
guishability only for purposes of explanation) in a harmonic oscillator. The
ground state is
|2,0, ...〉 = |0〉1 |0〉2 , (2.13)
meaning that in order to form a state in which both particles occupy the ground
state, particle 1 and particle 2 must be in the ground state of the harmonic os-
cillator. The first excited state is
|1,1,0, ...〉 = 1p
2
(|0〉1 |1〉2 +|1〉1 |0〉2), (2.14)
corresponding to a superposition of states in which either particle occupies the
excited state and an exchange of the particles does not impart a phase factor.
Further, let us take an example system of two fermions (fermion 1 and fermion
2) in a harmonic oscillator. The ground state is
|1,1,0, ...〉 = 1p
2
(|0〉1 |1〉2 −|1〉1 |0〉2), (2.15)
corresponding to a superposition of states in which either particle occupies the
excited state and an exchange of the particles imparts a phase factor of −1.
Extending to the general expression for N bosons gives the useful behaviours
of the bosonic creation and annihilation operators (denoted by â†k and (âk ),
respectively)in this representation
âk |N0, ... , Nk , ...〉 =
p
N |N0, ... , Nk −1, ...〉 , (2.16)
â†k |N0, ... , Nk , ...〉 =
p
N +1 |N0, ... , Nk +1, ...〉 , (2.17)
with the operators satisfying
[âk , â
†
l ] = δkl , (2.18)
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[âk , âl ] = 0, (2.19)
[â†k , â
†
l ] = 0. (2.20)
Correspondingly for the fermionic operators
b̂k |N0, ... , Nk , ...〉 =
p
N |N0, ... , Nk −1, ...〉 , (2.21)
b̂†k |N0, ... , Nk , ...〉 =
p




l } = δkl , (2.23)
{b̂k , b̂l } = 0, (2.24)
{b̂†k , b̂
†
l } = 0, (2.25)
noting that this algebra ensures that for fermions Nk ∈ {0,1}.
Working within this framework allows us to extend the creation and annihil-

















which follow the commutation relations
[Ψ̂(~x),Ψ̂†(~y)] = δ(~x −~y), (2.27)
[Ψ̂(~x),Ψ̂(~y)] = 0, (2.28)
[Ψ̂†(~x),Ψ̂†(~y)] = 0. (2.29)
The field operators can be interpreted as creating or annihilating a particle at a
position,~x.
Considering a quantum field approach rather than a statistical one, the BEC
state is categorised by its off-diagonal long-range order (ODLRO). Let us define
the single particle density matrix
ρ1(~x,~y) = 〈Ψ̂†(~x)Ψ̂(~y)〉 . (2.30)
Note that this definition implies that ρ1(~x,~x) = n(~x), the particle number dens-
ity. Bose–Einstein condensation occurs when a single quantum state has most
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of the occupation. Consequently, the system remains unperturbed if a particle
from position~x is removed and a particle is added to~y and so the single particle
density matrix does not vanish over long distances. The separation between
two particles is |~x−~y |. Normally ρ1(~x,~y) decays exponentially with |~x−~y |; how-
ever, for the BEC it does not and this signifies a maintenance of spatial coher-
ence over a large distance. The ODLRO only exists if the system exhibits mac-
roscopic occupation of the zero momentum state and therefore the ODLRO is
a definition of the BEC state of matter. Diagonal long-range order (DLRO) is in-
dicative of a solid phase of matter (in other words a crystalline nature). As will
be shown, ODLRO implies a superfluid flow. If a system possess both ODLRO
and DLRO then it has the implied properties of long-range configurational or-
der as well as superfluidity. This phase is known as a supersolid and has been
demonstrated in dipolar quantum gases [30, 31].
By definition, in the Bose–Einstein condensed system, one considers a quantum
superposition of states (in the Fock representation) |N0, ...〉, where N0 = 〈Ψ̂0†Ψ̂0〉.
If the total atom number 〈N〉À 1 then Ψ̂0†Ψ̂0 |N0, ...〉 and Ψ̂0Ψ̂0† |N0, ...〉 can be
approximated by 〈N0〉 |N0, ...〉 noting that [Ψ̂0(~r ),Ψ̂0†(~r ′)] = δ(~r −~r ′). Thus we
can consider that the non-commutativity of field operators Ψ̂0 and Ψ̂0
†
can
be neglected for N0 = O(N ), N À 1. Thus the order parameter describing the
quantum field may be written as ordinary complex numbers using the Bogoli-
ubov substitution as
Ψ(~x, t ) =
√
n(~x, t )e iθ(~x,t ), (2.31)




Ψ∗(∇Ψ)− (∇Ψ∗)Ψ] , (2.32)
which satisfies the continuity equation
∂t n +∇·~j = 0. (2.33)
The current j is associated with a velocity, ~v , which is found by substituting
Eq. (2.31) into Eq. (2.32). Thus one arrives at the relationship between the velo-




Importantly, Eq. (2.34) implies that the velocity is irrotational (∇×v = (~/m)∇×
∇θ = 0 since ∇×∇ f = 0∀ f if f is a smooth variable).
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Note that the global phase is necessarily arbitrary and arises from the conser-
vation of the particle number, N . The phase acts like a potential for the velocity
and, clearly, if a transformation Ψ=
√
n(~x, t )e iθ(~x,t ) →Ψe iθ0 is made then |Ψ|2
and ∇θ and thus n and ~v are unchanged. It is only possible to measure the
effects of phase differences between multiple carriers. When a bosonic sub-
stance reaches quantum degeneracy, it is understood to break a U(1) symmetry
and acquire a random phase, θ. This is in analogy to the phase transition un-
derlying a magnetisation process wherein the magnet spontaneously breaks a
spherical symmetry and acquires a random magnetisation axis.
It can be shown mathematically [32] that the superfluid density in an ideal Bose
gas is equal to the total condensate density. This implies that all of the super-
fluidity is a result of the Bose–Einstein condensation. However, when the same
treatment is applied to an interacting system, this is not case and the super-
fluid is composed of a condensed and a non-condensed fraction. In 4He, a
strongly interacting system, at low temperatures the superfluid fraction is close
to 1 whereas the condensate fraction is known to be around 0.1. Therefore the
BEC and the superfluid are closely related phenomena but are not the same.
2.1.3 Experimental methods
Demonstrating the BEC state and the utility of the alkaline BEC
Experimentalists tried for many years to attempt to create a BEC using different
approaches to cool down bosons to quantum degeneracy. Several physicists
expressed doubt on whether such a state was possible although the existence
of a condensate could be used to explain emergent properties in cold systems
such as superfluids and superconductors. In superfluid helium, the presence
of a condensate fraction was inferred from the nature of its excitation spectrum
although the strong interactions prevent large occupation of the ground state.
Due to its weak interaction and its lack of a non-gaseous phase at absolute zero,
spin-polarised (to suppress recombination) atomic hydrogen was used extens-
ively in experimental efforts to produce a BEC. Eventually, experiments came
to within a factor of five of the condensation temperature. The BEC phase of
atomic hydrogen was finally reached in 1998 [33]. On the 5th June 1995, the first
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gaseous BEC was formed in a laboratory in Colorado, USA [34]. The bosonic
species used to form the BEC was 87Rb, a dilute atomic gas. Alkaline BECs of
other species (sodium and lithium) were soon realised [35, 36]. Dilute atomic
gases would seem to be undesirable candidates for a BEC due to their compos-
ite nature, large mass and low density. However, the alkali gases have an atomic
structure which can be easy to understand due to their having one electron
in the outer shell (the inner electrons contribute zero overall spin and angu-
lar momentum to the overall quantum state). Furthermore, the simple atomic
structure of the alkali atoms enables them to be laser cooled and trapped mag-
netically using non-contact forces. After laser cooling, the sample of atoms can
be placed into a magnetic trap which is then lowered in depth so that only the
least energetic atoms are retained. This is known as evaporative cooling. The
dilute nature of the alkali gases means that their interactions are long-range
scattering processes and at low temperatures are dominated by s-wave scat-
tering. The s-wave scattering therefore dictates the strength of the interaction
and can be varied using Feshbach resonances. The less naturally abundant iso-
tope of rubidium with 87 nucleons has a positive scattering length at low tem-
peratures (as opposed to 85Rb) and possesses convenient properties pertinent
to evaporative cooling. In addition to these convenient properties, it also has
near equal singlet and triplet scattering lengths which allows the formation of
a stable two component condensate consisting of two hyperfine states of 87Rb
due to a suppression of three-body loss [37].
Laser cooling
The most important experimental development in the route to the creation of
the first laboratory BEC was laser cooling. Lasers can be used to cool dilute
alkali atomic gases down to temperatures where quantum degeneracy can be
realised using the various approaches of laser cooling. The principle of laser
cooling was proposed in 1975 by Theodor Hänsch and Arthur Schawlow [38].
The method works by utilising the dissipative force imparted by the laser to
slow down the gas. There are also the popular Doppler cooling mechanism
and various sub-Doppler cooling mechanisms (such as grey molasses and Sis-
yphus cooling). In addition to laser cooling, experimentalists can use evapor-
ative cooling to further decrease the temperature of the gas by decreasing the
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trap depth so that the atoms with the highest kinetic energy leave the trap.
Trapping of neutral atoms
In order to study the properties of alkaline atomic BECs, one needs to be able
to readily cool and trap the constituent atoms. Neutral atoms are often trapped
using either magnetic traps or optical traps. The former trap atoms depend-
ing on the magnetic moments of the outer single electron (for alkaline gases)
whereas the optical dipole traps impart a restoring force onto the atoms de-
pending on the electric moment and thus independently of the Zeeman sub-
levels, denoted conventionally by MF , of which there are 2F +1 where |S − I | ≤
F ≤ S + I is the hyperfine spin and S and I denote the electronic and nuclear
spins, respectively. Note that F is even here by definition since we are con-
cerned with species which can form BECs. It became apparent that the com-
bination of magnetic trapping and evaporative cooling and subsequently trans-
fer into an optical trap is often the easiest route to realising a BEC. An exception
to this is the case of caesium for which this was difficult to achieve owing to the
enhancement of two-body losses from the magnetically trappable states [39].
The ability to form a Cs BEC as well as to form a spinor BEC therefore motiv-
ated the search for a route to create a BEC using only optical trapping processes.
This was achieved for 87Rb in 2001 [40] and for 133Cs in 2003 [41]. Further ad-
vantages of the optical traps are the higher degree of control afforded through
the lasers such as the control over the beam profile as well as over the detuning
which is to be large so as to reduce spontaneous emission and can be posit-
ive or negative corresponding to repulsive or attractive potentials. Stabilisation
can be achieved through feedback methods and standing waves can be formed
in order to produce optical lattices.
The potential formed by a far-detuned laser (∆À Γ,Ω) is [42]










I (~r ), (2.35)
where Γ is the natural linewidth of the excited state of the atom, Ω is the Rabi
frequency, ω0 is the atomic transition frequency, ∆ = ω−ω0 is the detuning
from the resonance, Is is the saturation intensity and I is the laser intensity.
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The scattering rate is given by
Γsc = Γ~∆ , (2.36)
and so increasing the detuning whilst also increasing the intensity maintains U
but lowers Γsc.
2.2 Quantum scattering of bosons
Solitons emerge as a phenomenon in nonlinear physics. In the BEC, the nonlin-
earity arises from the interactions between atoms which in the limit of low en-
ergy are dominated by isotropic s-wave scattering. In this limit, and also when
the interatomic distance is much larger than the interaction range, it becomes
unnecessary to know the details of the short distance behaviour of the the in-
teraction potential. Thus one may model the interaction potential between the
atoms using the pseudopotential
U (~r −~r ′) = gδ(~r −~r ′) = 4π~
2as
m
δ(~r −~r ′), (2.37)
where as is the s-wave scattering length and m is the mass of the atom.
Interestingly, there are other interaction regimes available, for example, in con-
densates with large dipole moments one must consider the dipole interaction
which is anisotropic and couples different partial waves (which all contribute
to the low energy scattering regime). If one tunes the s-wave scattering length
to become negligible then one can engineer BECs where the dominant interac-
tions are anisotropic.
2.2.1 Theory
The fundamental difference between the quantum scattering of bosons and
fermions lies in the symmetry constraints imposed by quantum mechanics.
This dictates that indistinguishable bosons can only interact via potentials with
even parity. Another consequence of quantum indistinguishability on the scat-
tering behaviour arises when considering the trajectories. For example, if two
identical particles scatter off one another in a head-on collision and the result
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is a deflection by a small angle, θ, then this is not distinguishable from a large
deflection by an angle, 2π−θ.
Quantum scattering is described in terms of partial wave analysis. Here, one
assumes a central potential, V (~r ) = V (r ), and separates the radial and angu-
lar behaviour of the Schrödinger equation. Taking k2 as the energy in units of
~2/2µ, where µ = m1m2/(m1 +m2) is the reduced mass of the two scattering






cl mRl (k,r )Ylm(θ,φ), (2.38)
where R(k,r ) represents the radial part of the wavefunction and Yl m(θ,φ) are
the spherical harmonics, which are simultaneously eigenfunctions of the L̂2
and L̂z angular momentum operators, with eigenvalues l (l +1)~2 and m~, re-
spectively. This gives the radial Schrödinger equation (in dimensionless form







− l (l +1)
r 2
Rl +k2Rl −U (r )Rl = 0, (2.39)
where U (r ) = 2µ/~2V (r ). When the interaction is short-range one looks for the
phase shift, δl . For the short-range central potential, the long distance solution
for the radial equation is
Rl (k,r ) = Al (k)[ jl (kr )− tanδl nl (kr )], (2.40)
where Al (k) takes the role of a normalisation constant and jl and nl are the
spherical Bessel functions which are generated by


















The dominant partial waves are given by those l for which
√
~2l (l +1). ~ak ⇒
l . ak, where a is the range of the scattering potential. In the low energy regime




= a2s , (2.43)
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2.2.2 Experimental methods
As well as the use of light forces generated from lasers, another key experi-
mental tool for the study of the physics of BECs is the widely used Feshbach
resonance technique which allows control of the s-wave scattering length. A
Feshbach resonance is a resonance between a scattering state in one collision
channel and a bound state in another in a many-body system [32]. The pres-
ence of the intermediate bound state in a scattering process alters the energy of
the scattering state. If an external magnetic field is present then the energy of
the bound state relative to the open-channel threshold can be altered. Around
this resonance, the s-wave scattering length (proportional to the energy shift







where ∆ is the width of the resonance, abg is the background scattering length
and B0 is the value of the magnetic field where the resonance exists.
The resonance between a scattering state and a bound state can be brought
about by means other than an external magnetic field. If implemented op-
tically, then it is known as an optical Feshbach resonance and if it is caused
by a quasi-bound state that is supported by an open channel potential rather
than by a closed channel potential, it is known as a shape resonance. In low-
dimensional systems, there are additional methods to control the effective 1D
nonlinearity magnitude. Varying the transverse confinement frequency can
also induce a resonance. In this case, the confinement-induced resonance is
brought about by the coincidence of the scattering length with the character-
istic transverse trapping potential lengthscale, ar =
√
~/mωr . One can inter-
pret this as a Feshbach resonance between a bound state and the lowest energy
transverse mode. This has been observed in a 1D Fermi gas [43].
Thus the Feshbach resonance allows one to directly control the collisional
properties of the BEC by varying the s-wave scattering length. This technique
can be used to rapidly change the BEC from repulsively interacting to attract-
ively interacting. Also, Feshbach resonances can be used to spatially vary the
collisional properties of a BEC. Similar to the Feshbach resonance, the nature
of the dipolar interaction can be varied between repulsive and attractive using
time-varying electromagnetic fields.
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Experimentally, it is necessary to trap the condensate. This can be done using
magnetic confinement or optical confinement. Purely magnetic confinement
provides a harmonic trap which, in the case of strong transverse (relative to
axial) trapping, results in a highly prolate trap. This environment gives the con-
ditions that would allow one to justify using the 1DGPE. The presence of the
trapping potential removes the integrability of the system and so the solutions
are not true solitons (they change their shape while they move within the trap);
however, they have most of the properties that are attributed to solitons and are
referred to as solitary waves [44].
2.3 The Gross–Pitaevskii equation
In order to understand the formation of bright matter-wave solitons, it is worth
having knowledge about the formation of Bose–Einstein condensates. The
premise behind BEC is that when bosons are cooled down to sufficiently low
temperatures, many particles can enter the same state and so the BEC is de-















d 3r d 3r ′Ψ̂†(~r )Ψ̂†(~r ′)U (~r −~r ′)Ψ̂(~r ′)Ψ̂(~r ). (2.46)
If one considers scattering at low energy, then one may reduce the potential
term by assuming a contact interaction, U (~r −~r ′) = gδ(~r −~r ′), as in Eq. (2.37).
This allows one to simplify the interaction potential term to give
Ĥ =
∫














Ψ̂= [Ψ̂, Ĥ ]. (2.48)
Using the fact that Ψ̂ has no explicit time dependence, and then taking the









∇2 +V (~r )+ g |Ψ(~r , t )|2
]
Ψ(~r , t ). (2.49)
This is the GPE equation for a 3-dimensional BEC.
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2.3.1 Reduction to one dimension and dimensionless units
If the BEC is strongly confined in two directions, then we can assume that the
trapping potential dominates over the interaction potential in these directions.
This justifies the use of a Gaussian ansatz (the ground state of the harmonic
potential).
The GPE for a condensate in a highly prolate trap can be simplified if one takes
the following ansatz























+V (x)+ g1D|ψ(x, t )|2
]
ψ(x, t ). (2.51)
When V (x) = 0, the 1DGPE is integrable and thus can be exactly solved us-
ing the inverse-scattering technique. The solution for as < 0 is a bright soliton
which takes the form
ψ(x, t ) = arp
2|as |κ
sech

















where κ is known as the soliton width and is defined as κ= a2r /(|as |N ). v is the
soliton velocity.
From a theoretical perspective, when discussing the GPE, it is often best to
re-write it in terms of dimensionless quantities by transforming the variables
x, t & ψ into the variables x̃, t̃ & ψ̃ which are often defined using either soliton
units or harmonic trap units. The units used in this thesis are soliton units
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ṽ = ~|g1D|N
v. (2.54b)
Using these units (with the ψ normalised to 1), and assuming g1D < 0, the GPE













The bright soliton solution for V = 0 in this unit system is,
ψ(x, t ) = 1
2
sech
(x −x0 − v t
2
)
e i [v x−(v
2/2−1/8)t ]. (2.56)
Generally, a t = 0 solution to Eq. (2.55) is Asech[A(x −x0)]e i v x with a norm of
2A; however, Eq. (2.56) is the ground state solution with a norm of 1 (all of the
population of N atoms in this unit system).
2.3.2 Pseudospinor Gross–Pitaevskii equation
The GPE can be generalised to describe the motion of solitons composed of
multiple BEC components. This involves considering the components as ele-
ments of a spinor. In this area of research, one generally distinguishes between
“true”spinors and pseudospinors; the difference being that in “true”spinors,
there are lossless spin-changing collisions which significantly influence the
dynamics of the condensate [45] whereas the name pseudospinors originates
from the equivalence between a two-level system and a spin-1/2 system [46].
A multiple component BEC could consist of heteronuclear mixtures or homo-
nuclear mixtures. In the case of homonuclear mixtures, different quantum
states can be considered to conserve their populations if there is no route for
collisional interconversion of the different states. Also, there is the well-known
stable doublet of the 87Rb states |2,1〉 & |1,−1〉 [37] which have (to first order)
the same magnetic moment and mass and possess highly-suppressed hyper-
fine state changing collisions due to coinciding values of the singlet and triplet
scattering lengths in 87Rb [47, 48]. This near-equivalence of the scattering
lengths provides a highly stable system useful for experiments. In homonuc-
lear mixtures, electromagnetic fields can be used to drive transitions between
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the different internal states. In this system, we can consider the different com-
ponents as the dressed eigenstates.
For a two-level system with resonant coupling between the two states, the 1D































whereΩ denotes the Rabi frequency used to couple the statesψ1 andψ2 and all
states experience the same potential and chemical potential. In order to gener-
alise the above equations to an M-component pseudospinor (again assuming


















where j ,k ∈ {1,2, ... , M } and g 1Dj k = 2~ωr a j k (where a j k denotes the s-wave scat-
tering length between components j and k). Importantly, when the system has
g 1Dj k = 1∀ j ,k andΩ j k = 0∀ j ,k the equations are integrable. This widely studied
system is known as the Manakov system [50]. One can see that in this case the
nonlinearity in each component is proportional to the total density (meaning
an equal sum of each individual component density). For equal nonlinearity in
each component and generalΩ, integrability can still be present depending on
further conditions onΩ. This will discussed in Chapter 4.
The new degrees of freedom present in the pseudospinor systems accommod-
ate the presence of types of soliton phenomena which cannot occur in the one
component case. This includes two component solitons of bright-bright/dark-
dark dark-bright and bright-dark type. The bright-bright and bright-dark
solitons occur when the interactions are all attractive and the dark-dark and
dark-bright solitons when they are all repulsive. Furthermore, when the intra-
and inter-species scattering lengths are unequal other types of soliton com-
plexes are known to exist; such as the dark-anti-dark soliton. It is worth point-
ing out that when the intra- and inter-species scattering lengths are unequal,
one would expect width oscillations to occur [51] as a manifestation of the non-
integrability. Also, beating can occur in the symmetric case of equal scattering
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lengths when different solitons form in the system with different effective ei-
genfrequencies (chemical potentials) associated with effective potential wells
[52, 53]. The beating frequency is equal to the difference in the effective eigen-
frequencies.
2.3.3 The spinor Gross–Pitaevskii equation
As well as the pseudospinor BECs, there are the spinor BECs in which one can
optically trap all 2F +1 sublevels of a bosonic species and have spin-dependent









(|ψ−1|2 +|ψ0|2 +|ψ+1|2)]ψ±1 (2.59a)
+ (λa/|λs |)








(|ψ−1|2 +|ψ0|2 +|ψ+1|2)]ψ0 (2.59b)
+ (λa/|λs |)
(|ψ+1|2 +|ψ−1|2)ψ0 +2(λa/|λs |)ψ−1ψ∗0ψ+1,
where λs = (a0 + 2a2)/3 and λa = (a0 − a2)/3 denote the spin-independent
and the spin-dependent collisions, respectively and aF denotes the scattering
length in the F total spin channel. If one assumes that λs À λa (ie. a0 ≈ a2),








(|ψ−1|2 +|ψ0|2 +|ψ+1|2)]ψm , (2.60)
where m ∈ {+1,−1,0}.
Table 2.1 shows the values of λa/|λs | for different F = 1 alkali spinor gases from
values of a0 and a2 taken from [45]. If λa/|λs | < 0 then the spinor gas is of a
ferromagnetic nature and if λa/|λs | > 0 it is of a polar nature. If λa/|λs | is suffi-
ciently small then the system can to some extent be considered pseudospinor.
In [54] transitions between different Zeeman sublevels were induced by apply-
ing radio frequency (rf) sweeps assuming the application of a magnetic bias
field. A two component BEC is formed by applying an initial pulse between
|1,−1〉 and |1,0〉. Then dark-bright (DB) solitons are formed by applying a weak
magnetic field gradient (as the states possess different magnetic moments).
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Table 2.1: The table shows the values of λa/|λs | for different species of F = 1 spinor alkali gases.
After a further rf pulse from |1,0〉 to |1,1〉, three component solitons are formed
of the DBB type.
2.3.4 The non-polynomial Gross–Pitaevskii equation
The non-polynomial GPE arises as a natural way to account for the three-
dimensional effects of soliton motion [55]. In order to reduce the GPE to its
one-dimensional form, one assumes an ansatz where the transverse wavefunc-
tion takes the form of a Gaussian distribution. The validity of this ansatz rests
on the assumption that the transverse behaviour is dominated by the harmonic
confinement potential thus the trapping frequency is large and the density is
low. The non-polynomial GPE can be derived by taking the width of this func-
tion as a degree of freedom and finding its dynamical equation. Therefore, the
radial wavefunction is still taken to be a Gaussian but the width is allowed to
become a dynamical variable which depends on the axial density of the con-
densate.
Let us work in the same soliton units and re-write the three-dimensional



























r 2|Ψ|2 − π
ωr
|Ψ|4
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Inserting the following ansätze
Ψ(r, x) =φ(r )ψ(x)
φ(r ) =π−1/2σ−1 exp(−r 2/[2σ2])












σ2|ψ|2 −V (x)|ψ|2 + 1
2ωrσ2
|ψ|4.
Finding the resulting Euler-Lagrange equations from the above Lagrangian












































Thus the proximity to collapse is parameterised by ωr . A consequence of using
the soliton units system is that the dimensionless value of ωr is inversely re-
lated to its dimensional value. This is because the units system is one in which
|g1D|N = 1 and g1D = 2~ωr as . In other words, if the radial trapping frequency
is increased, then for g1D to remain constant then |as | must be accordingly de-
creased. The dimensionless collapse constant, k, defined as
















where ar = 1/pωr in dimensionless units. kc = 2/3 is the dimensionless col-
lapse constant for the NPGPE and so ωr > 9/16 is the condition for collapse to
not occur in this formulation.
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The utility of the non-polynomial is that it can extend the phenomenology en-
compassed by the 1DGPE by allowing a collapse of the condensate due to the
attractive interactions [56]. This is important because the soliton exists in a
quasi-1D limit due to the confinement in the radial directions freezing out the
degrees of freedom in this domain and restricting the condensate to move freely
in the axial direction under the support against dispersion arising from the
nonlinear interaction. However, the bright soliton is formed when the inter-
actions are attractive and so if the confinement is too high, the condensate is
susceptible to collapse. The non-polynomial GPE is simpler to deal with than
the fully three-dimensional GPE in both an analytical sense as well as for simu-
lations of soliton motion.
This framework can be extended to the multiple component GPE [57]. Using
the same approach as the 1D case, one arrives at the Lagrangian density for the











































with ga ≡ g 1D12 /g 1D11 , gb ≡ g 1D22 /g 1D11 , g 1D11 < 0 and g 1D11 , g 1D12 & g 1D22 are defined in
Eq. (2.57). The Euler-Lagrange equations for the four variables, ψ∗1 , ψ
∗
2 , σ1 and
σ2, give:
i∂tψ1 =−(∂xx/2)ψ1 + (ω2x x2/2)ψ1 +V (x)ψ1 + (ω2rσ21/2)ψ1 + (σ−21 /2)ψ1
−a2r (σ−21 |ψ1|2 +2(σ21 +σ22)−1ga |ψ2|2)ψ1 (2.67a)
i∂tψ2 =−(∂xx/2)ψ2 + (ω2x x2/2)ψ2 +V (x)ψ2 + (ω2rσ22/2)ψ2 + (σ−22 /2)ψ2
−a2r (σ−22 gb |ψ2|2 +2(σ21 +σ22)−1ga |ψ1|2)ψ2 (2.67b)
|ψ1|2 −a2r |ψ1|4 =σ41(ω2r |ψ1|2 +4(σ21 +σ22)−2ga |ψ1|2|ψ2|2) (2.67c)
|ψ2|2 −a2r gb |ψ2|4 =σ42(ω2r |ψ2|2 +4(σ21 +σ22)−2ga |ψ1|2|ψ2|2) (2.67d)
Equations (2.67c & 2.67d) can be substituted back into Eqs. (2.67a & 2.67b) for
the case of ga = gb = 1 and can also be solved for two independent NPGPEs
for the trivial un-coupled (ga = 0) case. However, in the above form, they are
difficult to implement numerically.
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2.3.5 Other Gross–Pitaevskii type equations
The Gross–Pitaevskii equation proves to be very useful in the theory of ultracold
quantum systems due to its relative simplicity and ability to offer insights into
many different behaviours in this field. However, one must take care to bear in
mind its limitations. The GPE is a non-relativistic mean field equation which
describes bosonic contact interactions in the low energy limit for a system in
which there is a majority occupation of a single quantum state. Therefore we
expect the equation to not be applicable to systems where there is significant
deviation from these assumptions. In the following equations, the term HGP




+V + sgn(g )|Ψ|2. (2.68)
In the study of dilute atomic Bose gases, one normally assumes that interac-
tions are dominated by s-wave collisions which effectively allows one to re-
place the interaction potential term, U (~r −~r ′) in the many-body Hamiltonian
Eq. (2.46) with a δ-potential. However, in some species, the dipolar moment of
the electron is non-negligible (also the effect can be made dominant by tuning
of the s-wave interaction) and results in a dipolar interaction term. In a polar-
ised system, the interaction potential is of the form,
U (~r −~r ′) = cdd
1−3cos2θ
|~r −~r ′|3 , (2.69)
giving a non-local form of the GPE






|~r −~r ′|3 |Ψ(~r
′, t )|2
)
Ψ(~r , t ). (2.70)
Interestingly, the strength and sign of the dipole interaction can be tuned sim-
ilar to the tunability of the scattering length by means of the Feshbach reson-
ance. The method uses a time-dependent electromagnetic field to create an
effective time-averaged potential dependent on a factor of a second angle, φ as
(3cos2φ−1)/2 [58].
Many variations in the form of the GPE arise from attempts to incorporate the
effects of the non-condensed fraction. This can be done in the form of a phe-
nomenological damping where the Hamiltonian operator includes an imagin-
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ary (thus decaying) term. The decay term term can take the form of a position-
dependent or a position-independent term. Assuming some terms to be negli-
gible, one can formulate a Langevin equation where the thermal cloud is close
enough to equilibrium that it can be considered as a heat bath. In the [59] the
decay term is proportional to HGP, the standard GPE Hamiltonian, and the form






where γ= i (β/4)~ΣK (~r ) andΣK (~r ) is the time-independent Keldysh self-energy
describing the effect of thermal decoherence caused by incoherent collisions
between the condensate and the non-condensate atoms. Similar types of equa-
tions have been used to study dark soliton decay [60]. One can also include a








In this section I will outline the previous research done on the subject of
solitons in BECs paying particular attention to the relevant topic of bright
solitons in quasi-1D condensates. Let us first reiterate the definition of the term
soliton as the solution to an integrable nonlinear equation which moves with
constant form and remains intact after collisions with other solitons. There are
many different phenomena which are termed solitons and they occur in many
different areas of the physical sciences. Wave behaviours in diverse fields such
as quantum field theory, hydrodynamics, nonlinear optics and the ultracold
atomic gases can be described by equations which yield solitons as possible
solutions. A further pertinent distinction is the topological soliton (or topo-
logical defect) which arises in some systems and can be defined as being un-
removable through continuous deformation and categorised according to its
topological charge and homotopy group [62].
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2.4.1 Types of soliton
In the simple model of the one-dimensional nonlinear Schrödinger equation
(NLSE), there are two types of soliton arising from the different possible parities










where κ takes the value of either -1 or +1. In this equation, a bright soliton can
exists when κ = −1 representing an attractive and thus focussing interaction;
and a dark soliton can exists when κ=+1 representing a repulsive and thus de-






x − v t −x0
2
)
exp(i (v x −νt )+θ0) (2.74)
where ν = v2/2− 1/8 and θ0 is an arbitrary phase. An important property of
the bright soliton in the NLSE is Galilean invariance. That is the shape of the
soliton is independent of its velocity.










where θ0 is an arbitrary phase and ψbg =pµ0 exp(i (kx −ωt +θ0)) is the stable
background upon which the dark soliton is an excitation. φ is termed the
soliton phase angle (|φ| <π/2) and describes the darkness of the soliton (a clas-
sification is sometimes applied whereinφ= 0 is labelled as the dark soliton and
φ 6= 0 is a grey soliton).









where Ψ† = (ψ∗1 ,ψ∗2 , ... ,ψ∗M ). Eq. (2.76) is also integrable and has SU(M) sym-
metry (reducing to Eq. (2.73) with U(1) symmetry for M = 1). For M ≥ 2, the
equation is referred to as the M-component Manakov equation and can be use-
ful as a model for BECs consisting of multiple components where the scatter-
ing lengths take similar values. Furthermore, there is an integrable equation
for M = 2 known as the modified Manakov equation where the nonlinear coef-
ficients possess the relation g 1D11 = g 1D21 =−g 1D12 =−g 1D22 for Eq. (2.57) [63].
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2.4.2 Bright solitons in the BEC
In order to form a bright soliton in a BEC, one has to have a condensate with at-
tractive interactions in a trap. The attractive interactions offer a problem for
the formation of a BEC as they favour the collapse of the condensate. Cru-
cially, the presence of a trapping potential can stabilise the BEC against collapse
by enabling a metastable width of the cloud up to a critical number. Under
the influence of a prolate trap and with attractive interactions, one can form a
BEC bright soliton when the number of atoms constituting the soliton is fewer
than the critical number. Bright solitons can also exist in higher dimensions al-
though they may become unstable in certain regimes. In a dipolar condensate,
it is known that, when the dipole-dipole interactions are sufficiently stronger
than the s-wave interactions, then bright soliton can be stabilised such that it
can move freely in two dimensions [64]. Also, bright solitons can be stabilised
under the influence of an optical lattice although, in this case the solitons can
only move in the free direction [65]. It is also known that bright solitons can
be stabilised in higher dimensions using using rapidly oscillating interaction
strengths [66].
In order to find the stability bound on the atom number for the bright soliton,
one can use a variety of approaches. The critical point can be expressed in the
dimensionless form as k < kc where
k = N ar|as |
(2.77a)
kc = Nc ar|as |
. (2.77b)
Determined from a variational analysis in mean-field theory, the critical value
beyond which the bright soliton loses metastability and becomes unstable to




From analysis in the NPGPE, a value of kc = 2/3 [68] is found whereas from 3D
simulations of the GPE, the critical value is found as kc = (0.675±0.005) [69].
In the single species GPE, we have two types of soliton: the bright soliton is
formed when the interaction (dictated by the s-wave scattering length) is neg-
ative and the dark soliton when it is positive. The ground state for the BEC in
the case of the bright soliton is the soliton itself whereas for the dark soliton, it
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is an excited state of the BEC where the uniform background upon which the
dark soliton manifests is the ground state. Furthermore, when one considers
the addition of an optical lattice, the curvature of the band structure produced
appears as an altered kinetic energy term in the BEC. This can be quantified as
an effective mass where a negative effective mass, near the top of the band, im-
plies an anomalous dispersion. This dispersion, which imparts a focussing on
the wavepacket, can then be counteracted by a repulsive interaction term. This
leads to the phenomenon of gap solitons of the bright type for positive scatter-
ing length and dark type for negative scattering length. Bright gap solitons have
been experimentally demonstrated in 87Rb [70].
Multiple component BECs which can be described by multiple component
Gross–Pitaevskii equations admit (under the simplification of equal scatter-
ing lengths for the intra- and inter-species collisions) soliton solutions such as
dark-bright solitons. These have been experimentally observed in two com-
ponent BECs where all interactions are repulsive but the bright soliton com-
ponent is supported against collapse by its repulsion from the state which con-
stitutes the dark soliton [71].
2.4.3 Soliton interferometry
One of the applications of soliton creation is for use in soliton interferometry.
Solitons are desirable for this use due to the fact that they are non-dispersive
and show macroscopic coherence. Solitons are split on narrow barriers in order
to separate condensates into two local matter-waves. The two matter-waves
can also be recombined on the narrow barriers. Experimentally, the condens-
ate experiments happen in a three-dimensional trap which is sufficiently asym-
metrical as to have a confinement frequency in one direction which is much
lower than in the other two directions. Often, this trap is magnetic but purely
optically confined condensates have been experimentally realised [40]. The
solitons propagate and interact with a barrier in the axial direction which has
a much smaller harmonic trapping frequency than in the transverse directions
where the confining potential dominates the nonlinear term leading to a trans-
verse spatial profile which resembles a Gaussian more than a hyperbolic sec-
ant shape. The barrier is usually produced with a far blue-detuned laser which
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produces a repulsive potential with a Gaussian shape (as the barrier strength is
proportional to the laser intensity). The formation of a narrow barrier is then
achieved by focussing the laser beam as much as is experimentally possible.
Figure 2.1 shows the axial density profile of a soliton in a toroidal trap over time
with a narrow barrier positioned at x = 0 and an incoming velocity v which
results in the soliton being split into two solitons which subsequently pass and
then recombine on the barrier (over a total duration 3τ where τ = L/2v is the
time taken to cover half of the trap circumference L). In each panel, a phase is
imparted of (a) 0, (b) π/2, (c) π and (d) 3π/2; resulting in a second transmission
of (a) 0, (b) 1/2, (c) 1, (d) 1/2.
Figure 2.1: The figure shows data taken from single component simulations of the interfero-
metry process (using the Fourier split-step method which inherently imposes a ring geometry)
with an initial phase gradient of v . Each panel shows the axial density profile evolution en-
compassing an initial equal splitting and subsequent recombination with an imparted phase
of (a) 0, (b) π/2, (c) π and (d) 3π/2; resulting in a second transmission of (a) 0, (b) 1/2, (c) 1, (d)
1/2. τ= L/2v is the time taken for a soliton travelling with a velocity v to cover half of the trap
circumference L.
In an experimental system, the soliton can be stabilised under sufficient trans-
verse confinement but the dynamics in the radial direction can have an effect
on the behaviour of the soliton, especially at critical times when the solitons
collide on barriers, due to the high density. The issue of soliton stability be-
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comes especially important for soliton collisions as there is a possibility that
the overlap causes collapse or a breakdown of the 1D description - especially
where the phase difference is such that interference is constructive, i.e. −π/2 <
∆φ < π/2. This could manifest as inelastic collisions (which do not occur in a
fully 1D treatment). In order to model the soliton dynamics in these regimes,
one can employ the non-polynomial Gross–Pitaevskii equation (see Sec. 2.3.4)
or perform 3D simulations. In these cases, the transverse trapping frequency
will appear as an additional parameter (in the dimensionless units). The result
is that the soliton can undergo more splitting and recombination processes for
a relative phase difference of φ = π than for φ = 0 as the former results in a re-
pulsive interaction whereas the latter results in an attractive interaction [72, 73].
Increasing the velocity of the solitons also increases their stability in barrier col-
lisions.
2.4.4 Experimental progress
So far, experiments have produced bright solitons in 3Li [74–76], 39K [77],
85Rb [78–80], 133Cs [81]. In [79], interferometry was demonstrated using
solitons which prolonged the operation of the system as an interferometer. In
the Durham experiment [80] soliton interferometry was investigated for 85Rb
within an prolate harmonic trap with both a “narrow” and “wide” barrier,
which have 1/e2 beam waists of 3.6µm and 10.6µm, respectively. In the soliton
unit system, these correspond to Gaussian barriers with standard deviations of
1.9 and 5.7, respectively. In this experiment it was shown that for both widths
of the barrier quantum tunnelling played a role in the transmission (of half)
of the soliton population; however, the transmitted and reflected solitons pos-
sessed slight differences in their outgoing kinetic energies indicating a velocity
filtering effect. This is where the two daughter solitons possess different velo-
cities with the transmitted portion having a greater velocity. This indicates that
the portion of the population which passes the barrier is taken from the higher
velocity part of a finite momentum distribution rather than a quantum tunnel-
ling process wherein a random amount of atoms passes the barrier, which is
classically forbidden.
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2.5 Numerical techniques
2.5.1 Fourier split step method
The equation describing the time evolution of the solitons is the Gross–Pitaevskii
equation. This can be solved computationally by implementing a Fourier split
step method (FSSM). The premise of the FSSM is that the Schrödinger equation
can be split into two parts. The first part of the equation is the momentum term
which represents a dispersion and the second term is the potential term which,
in the case of the GPE contains the external potential (which often consists of a
trapping potential and a barrier potential) as well as the non-linear term. The
usefulness of this is that the equation can be alternately time-evolved in po-
sition and momentum space by employing a fast Fourier transform (FFT) al-
gorithm to the momentum term. The GPE is propagated in time by applying a
series of exponentials with imaginary arguments and so the norm of ψ is ne-
cessarily conserved (which is not the case when the FSSM is used to evolve in
imaginary time). One must realise that, when this method is employed in order
to solve a linear Schrödinger equation, the reason that solutions are not exact
is that [x̂, p̂] = i~ and so the operators do not commute. A time-step from t to
t +δt can be carried out by
ψ(t +δt ) = e−iδt (T+V )ψ(t ),
where T and V denote the kinetic and potential terms, respectively, in the
Hamiltonian and it is assumed that a system of units is being used in which
~ = 1 and δt represents a small time increment. This is not equivalent to the
following:
ψ(t +δt ) = e−iδtT e−iδtVψ(t ).
A way to get around this problem is to take into account the non-commutativity
of the operators and find a combination of the exponentials (which, when ap-
plied to the wavefunction at a time t , propagate the wavefunction in time by
an amount δt ) which minimises the error arising from this inequality. In other
words, the combination of exponentials is chosen which removes the higher
order terms in δt up to nth order from the Baker–Campbell–Hausdorff formula
for the minimum number of exponentials. This will quickly become more com-
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plicated as the error is decreased from O(δt n) to O(δt n+1). The simplest sym-
metric combination (at O(δt 3) ) is:
ψ(t +δt ) = e−iδtT /2e−iδtV e−iδtT /2ψ(t ),
which is, in terms of minimising the error, equivalent to:
ψ(t +δt ) = e−iδtV /2e−iδtT e−iδtV /2ψ(t ),
as the approach used is for any general set of operators and so the mathemat-
ical treatment is not different for T ←→V . For theO(δt 5) update, the minimum
combination of exponentials which gives this error is [82]:
e−iδt wT /2e−iδt wV e−iδt (1−w)T /2e−iδt (1−2w)V e−iδt (1−w)T /2e−iδt wV e−iδt wT /2,
where w satisfies the conditions:
2w 3 + (1−2w)3 = 0 (2.79)
w ∈R
Therefore w = (2+2 13 +2− 13 )/3. Another factor which must be taken into con-
sideration is whether the additional accuracy obtained from increasing n is
justified by the additional computation time. For example, for short integ-
ration times, the optimal value of n may be 7 whereas for integration times
which are sufficiently large, 5 could become the optimal value of n. The O(δt 4)
splitting results in coefficients in the splitting which are not necessarily real
(in other words, complex numbers which would not guarantee unitary time-
evolution operators which ensure norm preservation) and also gives only one
less exponential than the O(δt 5) splitting. Only the odd splittings are generally
considered. For the study of the creation of subwavelength barriers using the
spatially-varyingΛ-system, the optimal value of n could also be reduced due to
the extra time required to perform matrix operations.
Another consideration necessary when using the FSSM to solve the GPE is that
the non-linear term is included by treating the norm of the wavefunction as a
potential. An analysis has been carried out in [83] to determine that the best
way to incorporate the norm of the wavefunction in the algorithm is to always
use its most recent update whenever the potential energy is present. There-
fore, the wavefunction can be grouped with the potential energy in the FSSM
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algorithm and preserve the order of the error term which applies to the linear
Schrödinger equation. This means that the best way to time evolve the wave-
function is not (using the O(δt 5) combination of exponentials),
ψ(t +δt ) = e−iδt wT /2e−iδt wV (|ψ(t )|2,x)e−iδt (1−w)T /2e−iδt (1−2w)V (|ψ(t )|2,x)
×e−iδt (1−w)T /2e−iδt wV (|ψ(t )|2,x)e−iδt wT /2ψ(t ).
The best way to update the wavefunction is,
ψ1 = e−iδt wT /2ψ(t )
ψ2 = e−iδt (1−w)T /2e−iδt wV (|ψ1|
2,x)ψ1
ψ3 = e−iδt (1−w)T /2e−iδt (1−2w)V (|ψ2|
2,x)ψ2
ψ(t +δt ) = e−iδt wT /2e−iδt wV (|ψ3|2,x)ψ3.
As mentioned, the method can be applied to the vector GPE. For this situation,
if one treats the classical fields as an M-component column vector, then one
can treat the operator V as a M ×M matrix (the kinetic energy is proportional
to the identity matrix in this case). This does not introduce additional com-
plexity into the scheme thus far elaborated since the operators are dealt with
as if they do not commute. The added difficulty is encountered when evalu-
ating the exponential of V . In terms of the discretised spatial grid, working in
momentum and position space means that the kinetic and potential operators,
respectively, are diagonal even upon the inclusion of the nonlinear term. This
still holds for the case of the multiple component GPE when the couplings arise
from the interaction terms. In order to evaluate the potential term, one must






can be evaluated as
exp(−iδtV̂ ) =U exp(−iδtV̂ ′)U † = diag(exp(−iδtV̂ ′11), ... , exp(−iδtV̂ ′M M )),
where V̂ ′ is diagonal. Separating linear and nonlinear parts of the potential,
V̂ = V̂l + V̂nl , for the special case of where the nonlinearity is equal for all com-
ponents, one can diagonalise V̂ by diagonalising V̂l as V̂nl is proportional to the
identity matrix. If Vnl is not proportional to the identity matrix then one can re-
sort to numerical diagonalisation. See Sec. 4.8.3 for a more thorough evaluation
of the difficulty in solving the system.
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2.5.2 Imaginary time propagation
For some simulations of the GPE when the initial ground state is not known,
one can find it by propagating an initial appropriate ansatz in imaginary time.
The numerical procedure is similar to above with the added complication that
the wavefunction must be renormalised after each step. Performing what is





Solving for ψ(τ+δτ) in terms of ψ(τ)gives
ψ(τ+δτ) = exp(−Hτ)ψ(τ). (2.81)
If we repeatedly perform this evolution in imaginary time, we will minimise the
chemical potential. One can see this by decomposing the function ψ(τ) into
eigenfunctions of the GPE Hamiltonian and noting that those with the highest
eigenvalues will decay the most rapidly. Note that we need to continually renor-
malise the wavefunction when propagating in imaginary time.
Chapter 3
Splitting of two-component solitary
waves on potential barriers
3.1 Overview
In this chapter, we examine the conditions for the splitting of an incident two-
component soliton, governed by a system of nonlinearly coupled GPEs, from
collisions with a narrow splitting barrier. The situation under consideration
is one with equal atomic masses and negative scattering lengths in the two
components, with variable attractive interspecies coupling between the com-
ponents (with no linear coupling between them - the interconversion would
make splitting of a composite soliton into single-component ones impossible).
For generality, in the analysis we take three separate values for the available
scattering lengths in the system but perform systematic numerical simulations
with equal intraspecies scattering lengths. We take this approach for various
reasons: the limited extent to which the scattering lengths can be controlled
independently, the crossover between the role of the population share and the
intraspecies scattering length in fixing the amplitude of the soliton and the de-
sire to constrain the amount of system parameters.
Previous works have addressed collisions of single-component solitons with
potential barriers, typically represented by the ideal δ-function or a narrow
Gaussian potential barrier, aiming to identify of the collisions as functions of
the velocity of the incoming soliton and the barrier’s height and width [84, 85].
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As concerns the dynamics of two-component solitons, their intrinsic vibrations
in free space were studied [51], as well as collisions between two solitons on a
narrow Gaussian barrier added to the Manakov system [86]. Also, the scattering
of dark-bright solitons by impurities has been examined [87].
The objective of this work is to identify parameter regions in which the colli-
sion of the composite soliton with the barrier splits it into its single-component
constituents. Control parameters considered below are the relative norm of the
components, defined by the parameter f , the velocity of the incident soliton,
v , the strength (area) ε of the barrier in Eq. (3.7), and the interspecies coupling
(cross-attraction) strength g in Eqs. (3.8a) and (3.8b).
3.2 Coupled nonlinear Schrödinger equations in ul-
tracold atomic physics and optical fibres – sim-
ilarities and differences
In this section, I will present an overview into the types of nonlinear phys-
ics and soliton behaviour found in coupled nonlinear Schrödinger equations.
Also, I will compare and contrast the likeness of nonlinear Schrödinger equa-
tions and soliton behaviour in the related system of optical fibres. The stand-
ard NLSE (previously mentioned in Sec. 2.3.2 and given by Eq. (2.73)) admits
bright solitons and dark (grey) solitons depending on the signs of the nonlin-
earities (and also dispersion). Generalising the picture to encompass additional
coupled components introduces further complexity. In these systems, again
depending on the relationships between the increased number of nonlinear
terms, more elaborate behaviour emerges. These new objects can take the form
of symbiotic solitons; such as dark-bright solitons in a one-dimensional setting
in which a bright soliton is supported against collapse by the effective potential
well formed by is coupling to a dark soliton. In multiple dimensions coupled
NLSE offer the possibility of solitons such as skyrmions [88].
If one replaces time in the coupled GPE by the propagation distance, z, the
model applies to the bimodal light propagation in a Kerr-nonlinear waveguide
with transverse coordinate x, while ψ1 and ψ2 are amplitudes of two com-
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ponents of the electromagnetic wave, which correspond to different carrier
wavelengths [89], and the potential represents transverse modulation of the re-
fractive index. However, in this case the strength of the cross-interaction takes
the single value, g = 2, as there is no straightforward optical counterpart of the
Feshbach-resonance technique. Alternatively, if ψ1 and ψ2 represent the amp-
litudes of two waves with mutually orthogonal linear polarisations, the relev-
ant value is g = 2/3, provided that rapidly oscillating four-wave-mixing terms
may be neglected [89]. Interestingly, taking the case of g = 2, the coupled NLSE
describing optical fibres with four-wave mixing terms is integrable for a special
case. In a similar way to how one can generalise the NLSE (given by Eq. (2.73)) to
the vector NLSE (given by Eq. (2.76)) by requiring that the field is generalised to
multiple components whilst maintaining the same integrability structure (i.e.
using group theory). Thus one can arrive at the pair-transition coupled NLSE
i∂tψ1 + (∂xx/2)ψ1 −κ(|ψ1|2ψ1 +2|ψ2|2ψ1 −ψ∗1ψ22) = 0 (3.1)
i∂tψ2 + (∂xx/2)ψ2 −κ(|ψ2|2ψ2 +2|ψ1|2ψ2 −ψ∗2ψ21) = 0, (3.2)
which is integrable [90, 91].
In atomic BECs, one can linearly couple the two components using alternating
electric fields. The coupling strength is denoted by the Rabi frequency. If one
has equal nonlinearities (i.e.- equal scattering lengths) then the system remains
integrable in the dressed basis (the eigenbasis for the linear coupling terms).
Forming a soliton in one of these dressed states, this technique can be used as
an alternative to the Feshbach resonance to tune the strength of the nonlin-
earity by varying the Rabi frequency and detuning [92] in order to control the
effective scattering properties of the mixed atomic state.
In atomic physics, a system similar to the coupled NLSE is that describing two
component degenerate Fermi gases [93]. The distinction is that Pauli exclu-
sion gives a weaker nonlinearity describing intra-species collisions, resulting
in a polynomial density term of order 4/3, and with a quadratic density term
for interspecies collisions. Similarly, a Bose–Fermi mixture gives similar non-
linear relationships to the coupled NLSE but with quadratic density dependent
potentials for Bose–Bose and Bose–Fermi collisions and a quartic interaction
potential for Fermi–Fermi collisions [94].
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3.3 System details
We consider a two-component BEC system, where the components are provided
by different internal states of the same atomic species, and collisions are dom-
inated by low-energy s-wave scattering. We describe this system in terms of
two coupled Gross–Pitaevskii equations, where the component atoms are radi-
ally confined by a far-off-resonant optical waveguide providing approximately
harmonic trapping in the y and z directions, but are axially (x direction) relat-
ively weakly confined, if at all. In addition, we impose an off-resonant sheet of
light propagating perpendicular to the axial direction with peak beam strength
EB and an axial direction 1/e2 radius xr , which provides a barrier potential for
both components centred at x = 0 [80, 95]. We assume the off-resonant optical
waveguide and barrier potentials to be insensitive to the atomic internal state,






































a22|Ψ2(~r )|2 +a12|Ψ1(~r )|2
]
Ψ2(~r ), (3.3b)
where m is the atomic mass, a11, a22, and a12 are the intra- and inter-species
s-wave scattering lengths, V (x) = mω2Tx2/2+EBe−2x
2/x2r combines a weak har-
monic axial trapping potential and the barrier potential, ωT and ωr are axial
and radial harmonic frequencies, and N is the total particle number. Note that
we have chosen the normalisation convention
∫
d~r |Ψ1(~r )|2 = f ,
∫
d~r |Ψ2(~r )|2 =
1− f , such that ∫
d~r
[|Ψ1(~r )|2 +|Ψ2(~r )|2]= 1, (3.4)
and the numbers of particles in the two components are given by N1 = f N and
N2 = (1− f )N .
Strong radial confinement then permits us to assume a Gaussian ansatz
φ(y, z) = (mωr /π~)1/2 exp(−mωr [y2 + z2]/2~), (3.5)
for the radial degrees of freedom of the condensate wavefunctionsΨ1(~r ),Ψ2(~r ).
We integrate over y and z, define g11 ≡ 2~ωr a11, and express the result in terms
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of the previously defined soliton units system with unit position ~2/m|g11|N ,
unit time ~3/m(g11N )2, and unit energy m(g11N /~)2 [directly implying a unit
velocity of |g11|N /~, and that after integration over y and z we effectively mul-





































− [g ′|ψ2(x)|2 + g |ψ1(x)|2]ψ2(x), (3.6b)
where g = a12/a11, g ′ = a22/a11,ωx =ωT~3/m|g11|2N 2, ε= EBxr (π/2)1/2/m2|g11|3N 3,




such that limσ→0η(x,σ) = δ(x), and we have assumed all the scattering lengths
to be negative. Here g ≡ a12/a11 is the relative strength of the cross-attraction
between the components, which can be effectively adjusted by means of the
Feshbach-resonance technique [96–98], and ε > 0 is the strength (area) of the
splitting barrier. Direct control of the properties of binary BECs has been
demonstrated in [99] for a heteronuclear BEC and in [100] for a BEC consisting
of different hyperfine states of the same species where the interspecies interac-
tion was varied to probe the miscibility–immiscibility threshold. One must bear
in mind that although it has become a fairly standard technique to control the
scattering length in BEC systems, conventionally using magnetic Feshbach res-
onances, there are limitations as to what can be achieved in multicomponent
BEC systems. For instance, when exploiting a magnetic Feshbach resonance,
in principle all of the scattering lengths are dependent on the value of the ap-
plied magnetic field and therefore cannot be varied independently. Hence, the
Feshbach resonance technique must be utilised in such a way that the three
scattering lengths (in the two component system studied here) are brought as
close as possible to their desired values. For the numerical results presented in
Sec. 3.5 we have fixed g ′ = 1 (implying that a11 = a22) and varied g . We point out
1This can be thought of heuristically as a units system where ~= m = g11N = 1.
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that in the particular case of g = 0, in the Gross–Pitaevskii treatment considered
in this chapter, the value of g ′ has a role equivalent to that of f in that it defines
the relative self-interaction strength of the two condensate components. Fur-
thermore, there may be regimes where for example g can be controlled effect-
ively independently in that the intraspecies scattering lengths remain close to
their background values over relevant magnetic field strengths and a11 ≈ a22.
The use of optical Feshbach resonance techniques may also be considered al-
though in this case one would need to accept the large loss rates that typic-
ally accompany them [101, 102]. Another possibility is the use of laser-assisted
magnetic Feshbach resonances [103]. To some extent one has a choice in the
species used, with different species of atoms possessing different background
scattering length values and different dependences on the applied fields for the
different hyperfine states used.
To avoid duplication of results, we always assume g ′(1− f ) ≥ f ⇒ f ≤ g ′/(1+g ′),
which effectively defines component 2 as being the component with the largest
intraspecies mean-field attraction; put in terms of particle numbers and scat-
tering lengths, we assume N1a11 ≤ N2a22. In the case where g ′ = 1 (i.e.,
a22 = a11), this assumption reduces to f ≤ 1/2 (i.e., N1 ≤ N2); and in the case
where f = 1− f = 1/2 (i.e., N1 = N2), it reduces to g ′ ≥ 1 (a22 ≥ a11). In our ana-
lytical treatment we choose in general to keep both f and g ′ as separate para-
meters that may be individually varied: changes in f corresponding to relative
changes in the individual components’ particle numbers; and changes in g ′
(and g ) corresponding to changes in the (assumed negative) scattering lengths.
We believe this to be a convenient and accurate representation of what may be
altered experimentally in any practical BEC-based implementation, although
we note that the core ideas presented in the next section can be straightfor-
wardly understood in the simpler limiting case of g ′ = 1.
3.4 Analytical approach
3.4.1 Idealised system
Given that we are interested in a limit of weak axial confinement, and infinites-
imally narrow barriers, we set ωx = 0 and σ→ 0 in Eq. (3.6). These combine to
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+εδ(x)− g ′|ψ2|2 − g |ψ1|2
]
ψ2, (3.8b)
which we assume various forms of in the remainder of this section.
















(|ψ1|4 + g ′|ψ2|4 +2g |ψ1|2|ψ2|2)
+εδ(x)(|ψ1|2 +|ψ2|2)],
(3.9)
which also yields the total (conserved) system energy in the mean-field treat-
ment.
Setting aside the barrier potential (i.e., setting ε = 0), two exactly integrable
cases present themselves. If g = 0, then Eq. (3.8) corresponds to two decoupled
integrable NLSEs; and, if g = g ′ = 1, Eq. (3.8) then constitutes the integrable
Manakov system [50]. More generally, the g =−1 case describing repulsive in-
terspecies interactions is also exactly integrable, and it should also be noted
that, even in the general attractive case where g = g ′ = 1 is not fulfilled, two-
component bright soliton solutions, where both components have identical
mode profiles proportional to sech(F [x − (x0 + v t )]/2) [i.e., of the same form
as in Eq. (3.11)] if f + (1− f )g = (1− f )g ′+ f g ≡ F . This equality condition is
equivalent to requiring f = (g ′−g )/(g ′+1−2g ), or, in terms of the more imme-







In summary, the existence of very well behaved regimes for certain parameter
values provides scope for making use of perturbation theory in the regime of
relatively small ε.
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3.4.2 Limit of negligible interspecies interactions
We are interested in a solution of Eq. (3.8) with g = 0 (no interspecies interac-
tions) consisting initially of a composite soliton of both species centred at the
same point in space, i.e., such that the peak of both components of the com-
posite soliton move according to x0 + v t . Assuming the composite soliton to
be located sufficiently far from the potential barrier for its influence to be con-
sidered negligible, this is given by












[x − (x0 + v t )]
)
, (3.11a)
ψ2(x, t ) =










[1− f ]g ′
2
[x − (x0 + v t )]
)
, (3.11b)
with associated chemical potentials
µ1 =− f 2/8+ v2/2, (3.12a)
µ2 =−
(
1− f )2 g ′2/8+ v2/2. (3.12b)
The centre-of-mass kinetic energies of each component (essentially half the
total mass of the soliton multiplied by the square of the velocity with which
it is moving) are given in terms of our unit energy m(g11N /~)2 by:
(Ekin)1 = f v2/2, (3.13a)
(Ekin)2 =(1− f )v2/2, (3.13b)
and we determine the intraspecies interaction potential energies from terms
on the second line of Eq. (3.9):
(Eint)1 =− f 3/12, (3.14a)
(Eint)2 =− (1− f )3g ′2/12. (3.14b)
The potential energy of each component associated with the weak potential
barrier can be easily found in the framework of perturbation theory (with the
parameter ε assumed to be sufficiently small), which neglects deformation of
the soliton under the influence of the barrier potential [104]:
U1(t ) ≡ε
∫
dxδ(x) |ψ1(x, t )|2












dxδ(x) |ψ2(x, t )|2
=1
4
ε(1− f )2g ′sech2
(
[1− f ]g ′
2
[x0 + v t ]
)
. (3.15b)
The perturbation theory we have used applies (to each component) provided
that the magnitudes of the interaction potential energies [Eq. (3.14)] dominate
the peak values of the barrier potential energies, as determined by Eq. (3.15)
when x0+v t = 0 (⇒ t =−x0/v). This gives the potential energy associated with
the unmodified component solitons being located exactly on top of the barrier,
(Umax)1 =ε f 2/4, (3.16a)
(Umax)2 =ε(1− f )2g ′/4, (3.16b)
which, compared with Eq. (3.14), reveals the condition for sufficiently small ε
to be
ε¿ f /3. (3.17)
In the g = 0 case we are considering, we can reasonably estimate that each com-
ponent transmits through the barrier under the condition that the respective
peak potential energy, as given by Eq. (3.16), is exceeded by that component’s
centre-of-mass kinetic energy (note that this is based on classical energy con-
siderations). Combining the results of Eq. (3.13) and Eq. (3.16) therefore results
in the conditions
v2 >ε f /2, (3.18a)
v2 >ε(1− f )g ′/2, (3.18b)
for components 1 and 2, respectively, to be transmitted. We therefore predict
an incident composite soliton to be split into a pair of transmitted component
1 and reflected component 2 solitons within the following interval of velocities:√
ε f /2 < |v | <
√
ε(1− f )g ′/2 (3.19)
[recall that we have previously assumed f ≤ (1− f )g ′ by definition]. We can
reasonably expect the same prediction to be valid in the case of nonzero but
weak interspecies attraction, g ¿ 1.
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3.4.3 Extension to the nonlinear splitter
It is relatively straightforward to extend the theoretical treatment to the case
of a nonlinear splitter, as described in Refs. [105] and [106]. In these works this
takes the form of a localized self-repulsive nonlinearity (this can be created by a
tightly focused laser beam which locally applies an optical Feshbach resonance






















∣∣ψ2∣∣2 − g ′|ψ2|2 − g |ψ1|2]ψ2, (3.20b)
where εnl and ε
′
nl both > 0 quantify the strengths of the nonlinear splitters,
which in principle should be considered distinct for the two atomic species.
Similarly to the linear case, when g ¿ 0 one can determine velocity intervals in
which we predict splitting of an incident composite soliton into a lighter trans-
mitted soliton and a heavier reflected soliton:√
εnl f 3/4 < |v | < g ′
√
ε′nl(1− f )3/4. (3.21)
Note that the form of this interval implicitly assumes f 3/2 ≤ g ′(1− f )3/2(ε′nl/εnl)1/2,
which is only automatically fulfilled by the previously assumed condition that
f ≤ (1− f )g ′ when g ′(ε′nl/εnl)1/2 ≤ 1. In the case of g ′ = 8 and f = 13/15 (with
ε′nl = εnl), for example, the upper and lower bounds of Eq. (3.21) would need to
be transposed.
We can readily determine nonlinear equivalents to Eq. (3.16)
(Umax nl)1 =εnl f 4/32, (3.22a)
(Umax nl)2 =ε′nl(1− f )4g ′2/32, (3.22b)
which, compared with Eq. (3.14), reveals the condition for sufficiently small εnl
is that it should be significantly less than 8/3 f , where similarly ε′nl should be
significantly less than 8/3(1− f ). If we consider εnl and ε′nl to be broadly similar
in magnitude, this may be simplified to setting the minimum of {εnl,ε
′
nl} ¿ 8/3.
Comparing Eq. (3.21) with Eq. (3.19), we see that the nonlinear splitter mani-
fests much stronger dependence on the norm-distribution parameter f =
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N1/N , as well as a stronger dependence on the relative magnitude of the in-
traspecies scattering lengths g ′ = a22/a11. In the numerical analysis presented
below, however, we address solely the case of the previously described linear
splitter, which we believe would be experimentally more straightforward.
3.4.4 Limit of a strongly asymmetric two-component soliton
One can also carry out a perturbative analysis, assuming sufficiently small ε, on
the case when the intraspecies mean field attraction of component 1 is much
smaller than the interspecies mean field attraction of component 2 on com-
ponent 1, i.e., f ¿ (1− f )g , and also the intraspecies mean field attraction of
component 2 is much greater than the interspecies mean field attraction of
component 1 on component 2, i.e., f g ¿ (1− f )g ′. These conditions can be
summarised as
f
(1− f ) ¿ g ¿
g ′(1− f )
f
, (3.23)
which simplify to f /(1− f ) ¿ g ¿ (1− f )/ f when g ′ = 1, and to 1 ¿ g ¿ g ′ when
f = 1− f = 1/2. In this case component 2 of the incident mode is essentially the
usual NLSE bright soliton, as described by Eq. (3.11b) and Eq. (3.12b). We can
then seek a solution describing component 1 having the form










u1 (x − [x0 − v t ]) , (3.24)
with, subsequent to carrying out a change of variables such that x − (x0 − v t ) ≡
X , u1 determined by a stationary linear Schrödinger equation:

















This simply describes a one-dimensional Schrödinger particle in a Pöschl–
Teller potential, which can be generally solved in terms of special functions.2










2This is made substantially simpler upon implementing the change of variable Y = (1 −
f )g ′X .
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(µ(0)1 )ground =−













The amplitude A1 is [with respect to Eq. (3.25)] in principle arbitrary, however
as we have already set the norm of component 1 to be f , these can be related
to each other via
f ≡
∫




(1− f )g ′Γ (α+1/2) , (3.28)
where Γ is the Gamma function.
One can also find the first (spatially odd) excited state produced by Eq. (3.25),
alias the dipole mode:




















Unlike the ground state, which exists at all g > 0, the dipole mode exists only at
α> 1, i.e., according to Eq. (3.26a), at g > 1.
The kinetic energy, (Ekin)1, of component 1 is given by Eq. (3.13a), while the
height of the energy barrier generated by the splitter, in similar fashion to
Eq. (3.15a), can be determined from Eq. (3.28) to be
(Umax)1 = εA21 =





Combining these expressions within the energy condition for component 1 to
be transmitted through the barrier, (Ekin)1 > (Umax)1 [cf. Eq. (3.18a)], yields the
following result:




On the other hand, the condition for the reflection of component 2 remains,
in the first approximation, the same as that given by Eq. (3.18b). Hence, this
condition becomes v2 < v22 ≡ εg ′(1− f )/2, and there are intervals of velocities
defined by √
ε(1− f )g ′Γ(α+1/2)p
πΓ(α)
< |v | <
√
ε(1− f )g ′
2
(3.33)
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[cf. Eq. (3.19)] in which collision of the incident composite soliton with the bar-
rier leads to splitting, with component 1 transmitted and component 2 reflec-
ted. Note that when α = 1 [revealed from Eq. (3.27) to be when g /g ′ = 1] it
follows that
p
πΓ(α) = 2Γ(α+1/2), and the interval shrinks to nil; this, in par-
ticular, applies for the Manakov system, when g = g ′ = 1. For g /g ′ > 1 the situ-
ation inverts, and there is instead a velocity interval, defined by transposing
the upper and lower bounds in Eq. (3.33), in which component 1 is reflected
and component 2 transmitted.
It is important to note that in the limiting case of g ′ = 1, this regime is accessed
purely by control of the relative particle numbers in each component, with
component 1 having a much smaller population. While this is entirely reason-
able within the Gross–Pitaevskii description, in any atomic physics realisation
this runs the risk of component 1 being so small that it is difficult to image, or
even of the particle numbers being so low that a Gross–Pitaevskii description is
no longer valid.
Strictly speaking, there is an additional condition necessary for the complete
collision-induced splitting in free space. The kinetic energy of the transmitted
component must exceed its binding energy in the composite soliton, determ-
ined by the cross-attraction Ecross ≡ −g
∫
dx |ψ1(x)|2|ψ2(x)|2 [in this analysis
we assume the smallness of ε means consideration of the energy described by
Eq. (3.31) can be neglected altogether], otherwise component 1 will not become
a free soliton. Hence, substituting in Eq. (3.11b) and Eq. (3.26a),
Ecross =− g A21













=− αg f (1− f )
2g ′
2(2α+1) , (3.34)
where we have also made use of Eq. (3.28). Comparing the expressions of
Eq. (3.13) and Eq. (3.34) via (Ekin)1 > |Ecross| yields, finally, the condition
|v | >
√
αg (1− f )2g ′
(2α+1) . (3.35)
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3.4.5 Numerical simulations
In our numerical simulations, we consider a Gaussian rather than a δ-function
barrier, V (x) = εη(x,σ), as defined in Eq. (3.7). The intention here is to model an
experimentally relevant Gaussian-profile off-resonant sheet of light, however in
a formal sense this could also be considered a regularized approximation to a
“true” δ-function with finite width σ. Except for Fig. 3.11, all of our numerical
results in this chapter, when considering such a Gaussian barrier, are for σ =
0.4. As argued in [84], this can generally be considered a reasonable low value
when taking experimental practicalities into account.
We numerically integrated Eqs. (3.8a) and (3.8b), including the potential barrier
described by Eq. (3.7), by means of the well-known Fourier-transform split-step
method [108, 109]. Typical examples of collisions with the barrier leading to
either the splitting of two-component solitons, or their mutual passage through
the barrier, are displayed in Figs. 3.1 and 3.2, respectively. These two examples
were selected with slightly different collision velocities but otherwise identical
parameter values, and correspond to situations close to the boundary between
the presence and absence of splitting.
We quantify the transmission of the two components through the barrier by the
coefficients
T1 = f −1
∫ ∞
0
dx |ψ1(x, t = t f )|2, (3.36)
T2 = (1− f )−1
∫ ∞
0
dx |ψ2(x, t = t f )|2, (3.37)
which we compute at the final time t f . This is given by t f ≥ L/2v in the case
where we do not consider an axial trapping potential, where v is the incoming
velocity, and L is the size of the numerical spatial domain. The value of L is
set to 160 and is chosen such that at the starting location (x = −L/4) and ap-
proximate end location of any transmitted component (x = L/4), the soliton
components are well resolved from the splitting barrier. Note that interaction
with the barrier can slow the trajectory of any transmitted components, mean-
ing that t f must be increased accordingly.
We have performed systematic simulations to produce T1,2 as functions of the
four control parameters, viz., v , f , ε and g . The repulsive barrier cannot in-
trinsically trap any part of the wave functions, meaning that in the absence (or
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Figure 3.1: The evolution of densities of the two components, which demonstrates the splitting
of the incident composite soliton into the passing lighter and bouncing heavier components
close to the splitting-unsplitting boundary, at parameter values σ = 0.4, ε = 0.07, f = 0.3, g =
0.2, and v = 0.155.
























Figure 3.2: The same as in Fig. 3.1, but for the case when incident composite soliton passes the
potential barrier without splitting, close to the splitting threshold. Parameters are the same as
in Fig. 3.1, except for a slightly larger value of the collision velocity: v = 0.16.
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negligibility) of axial confinement (see [84], however) the reflection coefficients
for the two components are simply R1,2 = 1−T1,2. However, it must be noted
that if the transmission of a component is close but not equal to 0 or 1, then the
smaller portion of the component may not be large enough to form a soliton
and will undergo dispersion. This is shown in the increased width of compon-
ent 1 after passing the barrier in Fig. 3.2. In Fig. 3.1, however, the width of com-
ponent 1 is different after passing the barrier due to the absence of focussing
by component 2 (as g > 0), which is reflected.
3.5 Comparison of numerical results for transmis-
sion with the analytical predictions
3.5.1 Case of small interspecies interactions
In Figs. 3.3 and 3.4 we show the results of our comparison of the analytical
prediction given by Eq. (3.19) with numerical simulations. In general the agree-
ment is quite good, provided that g is small (up to about g = 0.1, a significant
region for the value of T1 −T2 = 1 is visible), and ε is not too large (up to the
regime of about ε ≈ 0.1, as expected for f = 0.3 from Eq. 3.17, as shown in Fig.
3.3).
In Figs. 3.3 and 3.4, the splitting degree, as produced by the simulations, is re-
ported in detail by plotting the difference T1−T2 as a function of all the control
parameters,
(
ε, v, g , f
)
. Simultaneously, the same figures display the compar-
ison of the analytical prediction, given by Eq. (3.19), with the numerical find-
ings. Indeed, the analytical result implies that T1 = 1 and T2 = 0 in the inter-
val Eq. (3.19) of velocities of the incident composite soliton, and, on the other
hand, T1 = T2 outside of the interval, where the incident soliton does not split.
It is clearly seen in Figs. 3.3 and 3.4 (as well as in Fig. 3.12, which is produced
below with the alternative implementation of the δ-function) that the predic-
tion is quite accurate for small g , gradually deteriorating with the increase of
g . This is explained, in particular, by the fact that, at relatively large values
of g , the attraction between the components naturally tends to suppress the
collision-induced splitting, and, on the other hand, each component is only












































Figure 3.3: The transmission difference between the two components, T1 −T2, as produced by
simulations of Eqs. (3.8a) and (3.8b), in the (v,ε) parameter plane (where v is the collision ve-
locity and ε the strength of the Gaussian potential barrier) at different values of g and f (the
cross-attraction strength and scaled population of the first component). The value of g in-
creases along the vertical axis. (a) f = 0.3, (b) f = 0.35, and (c) f = 0.4. Here and in Fig. 3.4 the
dashed lines display boundaries of the splitting region as analytically predicted by Eq. (3.19) in
the limit of g = 0. The transmissions are displayed using a colour scale over a 100×100 sample
size.












































Figure 3.4: Similar to Fig. 3.3, but in the (v, f ) parameter plane at different values of g and ε. (a)
ε= 0.04, (b) ε= 0.06, and (c) ε= 0.08. The transmissions are displayed using a colour scale over
a 100×100 sample size.
partly transmitted and partly reflected, i.e., T1 and T2 take intermediate val-
ues between 0 and 1, with the increase of the barrier’s height, ε. The figures
also corroborate the prediction of Eq. (3.19) that the splitting region strongly
shrinks as f is approaching 1/2, i.e., the components of the incident composite
solitons become nearly equal. Also, the figures agree with the condition given
by Eq. (3.17) as the separation, T1−T2, is stronger (closer to 1) for smaller values
of ε and decreases (between the dotted lines marking the predictions given by
Eq. (3.19)) with increasing g and ε.
3.5.2 Case of asymmetric nonlinearities
We have collected numerical results for the case of strong asymmetry between
the two components of the incident composite soliton, i.e., situations satisfying
Eq. (3.23), with g ′ = 1, are collected in Fig. 3.5. This figure clearly demonstrates
that the analytical prediction, elaborated for this case in the form of Eq. (3.33),
is quite accurate, at least up to f = 0.05, in sufficiently broad intervals of values
of g and ε. As in the case of small interspecies interactions, we cannot expect
perfect splitting (i.e. T1−T2 6= 1) for larger values of g . This is codified in the case












































Figure 3.5: The transmission difference between the two components, T1 −T2, as produced by
simulations of Eqs. (3.8a) and (3.8b), in the (v,ε) parameter space (where v is the collision ve-
locity and ε the strength of the Gaussian potential barrier) at different values of g and f (the
cross-attraction strength and scaled population of the first component). The value of g in-
creases along the vertical axis. (a) f = 0.01, (b) f = 0.02, and (c) f = 0.05. Here the dashed lines
display boundaries of the splitting region as analytically predicted by Eq. (3.33) in the limit of
f ¿ 1. The transmissions are displayed using a colour scale over a 100×100 sample size.
of strongly asymmetric nonlinearities in the additional condition for separation
given by Eq. (3.35), although it produces only a qualitative indication. Note the
difference compared to Figs. 3.3 & 3.4 in that the predictions given by Eq. (3.33)
apply most accurately in Fig. 3.5 for low f and low ε.
Although we have found it simpler in our simulations to vary f only, we reiter-
ate that it may not be experimentally practical to work with a very small atomic
population in one of the components, for reasons of imaging the density pro-
files in the weakly populated component, and, generally speaking, validity of
the mean-field theory. On the other hand, simulations performed for the al-
ternative regime of 1 ¿ g ¿ g ′ with f = 1/2 (not shown here) yield qualitatively
similar results. How best to fulfil Eq. (3.23) in a particular experimental con-
figuration may depend on what the available values of the scattering lengths
are.
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3.5.3 Continuous variation of the interspecies interaction strength





















Figure 3.6: The transmission coefficients of the two components, produced by the simulations
of Eqs. (3.8a) and (3.8b) for the composite soliton, with the relative norm of the first compon-
ent f = 0.3 incident on the splitter with strength ε= 0.1, in the parameter plane of the collision
velocity v and the interspecies attraction g . Panels (a), (b), and (c) display, severally, the trans-
mission coefficients of the first and second components, and their difference.
In addition to considering the situation where a soliton moves with a given ve-
locity in free space, simulations were also carried out where the soliton begins
its motion from an initial position x0 on one side of an external harmonic os-
cillator potential
U =ω2x x2/2. (3.38)
This setting implies that the soliton accelerates to an incident velocity
v =ωx x0, (3.39)
when it hits the narrow barrier placed at x = 0.





















Figure 3.7: The same as in Fig. 3.6, but in the case when the collision velocity is given by ωx |x0|
for the incident soliton accelerated from initial position x0 by the trapping potential.
Figure 3.6 shows how the transmission in both components varies in the (v, g )
parameter space for ε= 0.1 and f = 0.3 in the free-space configuration (no axial
trapping). In this case, Eq. (3.19) predicts that both components of the compos-




1− f )/2 ≈ 0.187. The
numerical findings collected in Fig. 3.6 support this prediction. This case can
be compared to that when the axial harmonic oscillator confinement is present,
as per Eq. (3.38). Figure 3.7 shows the results for an equivalent range of para-
meters with the collision velocity given by Eq. (3.39). In this figure, the axial
trapping produces a sharper boundary in the (v, g ) parameter space, separat-
ing the cases of component 2 being reflected and transmitted.
In Fig. 3.8, display another aspect of the results shown in Figs. 3.6 and Fig. 3.7
by means of boundaries between parameter regions where the second com-
ponent is effectively reflected or transmitted for different values of the barrier’s
strength, ε, while fixing the proportion of the total population in this compon-
ent at 1− f = 0.7. We define this boundary by the condition T2 = 0.5. Both
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Figure 3.8: Boundaries in the (v, g ) parameter plane (the collision velocity and relative cross-
attraction strength) between regions where the second component of the incident composite
soliton, with a fixed relative share of the total norm, 1− f = 0.7), effectively bounces (left of the
boundary) or passes (right of the boundary), for varying values of the barrier’s strength, ε. (a)
The case of the incident solitons arriving with velocity v ; (b) for the soliton accelerated by the
trapping potential with an impact velocity of ωx |x0| with |x0| = 40.
sets of Figs. 3.6 and 3.8(a), which pertain to the soliton-barrier collision in free
space, and Figs. 3.7 and 3.8(b), that display the numerical findings for the split-
ter embedded in the external trapping potential [Eq. (3.38)], demonstrate that
making the attraction between the two components stronger, as quantified by
increasing the parameter g , while keeping other parameter values fixed (relat-
ive population f and barrier area ε), leads to oscillations in, (v, g ) parameter
space, between positive and negative values of the boundary’s curvature.
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3.6 Internal excitations in past-collision solitons
An important aspect of the numerical results is the presence of intrinsic ex-
citations in the separated and unseparated solitons after the interaction with
the barrier. In particular, for use in interferometers the solitons should keep
a nearly-fundamental shape, without conspicuous internal vibrations. To this
end, we define the measure of the intrinsic excitation in the j th soliton ( j = 1,2)
as
η j =
max(n j )−min(n j )
max(n j )+min(n j )
, (3.40)
where n j ≡
∣∣ψ j (xc )∣∣2 is the density at the soliton’s centre, with the maximum
and minimum taken with respect to the evolution in time. It is shown in
Fig. 3.9 for different values of the interspecies coupling strength, g , and f = 0.3,
v = 0.112, ε= 0.04, which represents a situation where an increase in g causes
component 1 to go from almost completely reflected (and separated from com-
ponent 1) to almost completely transmitted (and not separated from compon-
ent 2), in accordance with data displayed in Figs. 3.3 and 3.4. In these simu-
lations, the initial distance from the barrier, |x0|, was increased to 200 in or-
der to clearly observe the intrinsic oscillations with a corresponding increase
in propagation time. Simultaneously, Fig. 3.9 shows that the excitation degree
in the passing solitons (in component 1) first increases from ' 0.07 to ' 0.14,
and then decreases. The excitation in the rebounding soliton (in component
2) follows a similar trend, but remaining smaller, roughly, by an order of mag-
nitude. These trends are explained by an effect of increasing attraction between
the components on the excitation of the intrinsic vibrations in the solitons with
the growth of g , as well as by the effect of the varying shape of the interaction
products on the internal excitations in these products. A conclusion is that,
in the case of high-quality fission of the incident compound soliton into the
passing and rebounding ones, at g sufficiently small, the excitation effect re-
mains weak. This conclusion is quite natural, as the purity of the splitting de-
teriorates with the increase of g , which leads to deformation of the splitting
products, especially the passing soliton, and the deformation excites the in-
trinsic vibrations.
Figure 3.10 shows the evolution in time of max(n j ) (with the maximum taken
over position here) for both components as well as the final density. One can



















Figure 3.9: The figure shows the effect of the collision with the barrier on the amount of os-
cillation in height (as a measure of the stability of the solitons) for different values of coupling
strength g . The top two plots show the value of ηi , defined by Eq. (3.40), where the compon-
ents are not trapped in the axial direction. The bottom two plots show the values of η j when
the components are accelerated by an axial harmonic trap. In order to observe the oscillations,
an initial displacement of |x0| = 200 is used for both cases and the value of max(n j ) during the
splitting is neglected in the determination of η j .
see that there are various factors which will determine the value of η j . As shown
in previous results, the value of g will affect the outgoing populations in com-
ponents 1 and 2. After the barrier collision, if component 1 is transmitted then
its amplitude will be changed due to the lack of focussing from component 2
(assuming g > 0) resulting in height and width oscillations. This provides an ex-
planation for the behaviour of max(n1) in Fig. 3.9; as well as max(n2), which will
exhibit a less pronounced change in size due its being larger than component
1. The values of η j against time are shown in (a) and (c) for components 1 and
2, respectively. For further clarification, the outgoing soliton profiles are shown
in (b) and (d) for components 1 and 2, respectively, which show the density of
both components after the collision with the splitting barrier.
It is relevant to stress that the excitation degree is much smaller than in the pre-
viously studied case of the “brute-force”splitting of a single-component funda-
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Figure 3.10: The figure shows the effect of the collision with the barrier on the heights of the
solitons (which we use as a measure of the soliton stability) for different values of coupling
strength g . Plots (a) and (c) show the value of max(n j ), (for the case of no axial trapping poten-
tial) for component 1 in (a) and component 2 in (c). In order to observe the height oscillations,
we extend the grid size to L = 800 and set the time as that taken for solitons to move from −L/4
to L/4 with the barrier at L = 0. Plots (b) and (d) show the final density of components 1 and
2, respectively. Note that component 2 is always reflected by the barrier whereas component
1 changes from majority transmission to majority reflection upon increase of g . This explains
the more complex behaviour in (a) than in (c).
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mental soliton by a strong barrier [56, 110–118]. To address this point, we note
that, in the case of the ideal splitting of an incident fundamental soliton with
amplitude 2A into two separated fragments, each one, with a central coordin-
ate x0 and phaseΦ0, is naturally approximated by the expression
ψfrag(x) = Aexp(iΦ0)sech(a[x −x0]) , (3.41)
cf. Eq. (3.11), with a = 2A. Further evolution of the “half-soliton”, initiated by
this expression, can be produced by the exact Satsuma–Yajima solution [119],
which is quite complicated. However, states with the largest and smallest val-
ues of the density at the centre, which define the excitation measure (3.40), are
ones with zero chirp [104], which makes it possible to approximate them by an-





∣∣ψ(x)∣∣2 dx = 2A2a−1 (3.42)
(in the above analysis, normalization N = 1 is adopted). Further, the substitu-















2N−1 A4 −NA2) , (3.44)
where relation (3.42) is used. Finally, equating energy (3.44) for the zero-chirp
states realizing the states with maximal and minimal densities at the centre, the
former one given by the split-soliton ansatz (3.41), it is easy to find the relation
between them, min(n) = (1/2)max(n) (it does not depend on N). The respect-
ive value of the excitation measure, as given by Eq. (3.40), is ηsingle = 1/3. Thus,
the above-mentioned typical values of η j for the two components of the binary
system are smaller than their counterparts in the single-component model, in
the case of the ideal splitting, by a factor ' 3− 4,. This is because the com-
ponents are coupled by the parameter g < 1. In the real single-component
setting, numerical results yield even larger values of the excitation measure,
ηsingle ' 0.5 −0.6 [56]. Thus, the binary system provides, as expected, essential
suppression of detrimental effects of the post-collision intrinsic excitation of
the fragments.
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3.7 The effect of the finite barrier width
In Fig. 3.11 we show boundaries corresponding to T1 = 0.5, which separate the
effective reflection and transmission of the first component in the parameter
space of collision velocity v and barrier area ε, for different fixed values of f , g ,
and the barrier width σ [see Eq. (3.7)]. Note that we have obtained the results
for σ = 0 by means of the numerical method outlined in Sec. 3.8, in which we
represent the “ideal”δ-functional barrier in Fourier space, and incorporate it in




















σ =0.00 σ =0.40 σ =0.60 σ =2.00
Figure 3.11: Boundaries at which the transmission coefficient for the first component is T1 = 0.5
in the (ε, v) parameter plane, for different values of width σ of the Gaussian barrier (3.7), which
are indicated in the panels (withσ= 0 representing the ideal δ-function). Other parameters are
f = 0.2, g = 0 in (a), f = 0.3, g = 0 in (b), f = 0.4, g = 0 in (c), f = 0.2, g = 0.2 in (d), f = 0.3, g = 0.2
in (e), f = 0.4, g = 0.2 (f), f = 0.2, g = 0.4 in (g), f = 0.3, g = 0.4 in (h), and f = 0.4, g = 0.4 in (i).
We choose parameter ranges in Fig. 3.11 so as to make them representative for
values used in Figs. 3.1–3.8. From Fig. 3.11 one can see that the location in the
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(ε, v) parameter plane where T1 = 0.5 is more sensitive to width σ of the barrier
when g is relatively large, and that for the range of values of f and g considered
in the analysis, the dynamics are, naturally, more sensitive to the variation of
g than the variation of σ. Increasing σ, while keeping other parameter values
constant, may cause the value of v at which T1 = 0.5 to become either lower or
higher, depending on the other parameters. In particular, a conclusion is that,
forσ= 0.4, this value of v is consistently larger than that for the ideal δ-function
(σ= 0), even if this difference is never greater than 0.01.
3.8 Numerical simulations with δ-functions
The scheme for handling the exact δ-function barrier in the simulations is
adapted from Ref. [120]. This incorporates the Fourier transform of the δ-
function, δ̂(k), into the part of the split-step method which implements the
kinetic-energy term, T . The relevant expression for the split-step algorithm in
the Fourier space is then
F[T +εδ(x)] = 1
2
k2 +εδ̂(k). (3.45)
Due to the fact that one is conflating an analytical expression for the Four-
ier transform and its discrete computational counterpart, one must be careful
while defining the periodic domain for the Fourier transform. To use the dis-
crete Fourier transform, in the numerical computations we choose the domain
as −L/2 ≤ x < +L/2, placing the δ-function at the centre. The corresponding
operator for the kinetic energy, combined with the energy introduced by the
δ-function, is then written as





where k is defined as a discrete variable running between −π/L and +π/L with
N entries, indexed by integers (m,n), and δmn is the Kronecker’s delta. When
using standard FFT routines in the current context, they must be used in con-
junction with two shifting protocols (which shift the location of zero frequency
to the centre of the array) whenever they are applied, in order to run them in a
way which is consistent with the physically relevant boundary conditions.












































Figure 3.12: The same as in Fig. 3.3, but with a barrier produced by the numerical algorithm
which implements the δ-function instead of a Gaussian barrier. The transmissions are dis-
played using a colour scale over a 40×40 sample size.
Alternatively, one can use only one shifting protocol by accounting for a phase
offset in the resulting expression for the δ-function in the Fourier space. The
expression for the sum of the kinetic energy with the energy of the δ-functional
barrier is then












cf. Eq. 3.46. Note that if we were only considering the kinetic energy, this would
make no difference, and it is in fact common practice to only use one shifting
protocol in this case.
To execute this step in the split-step algorithm, one must diagonalise matrix M1
or M2 and combine the associated amount of shifts with the Fourier transforms,
as mentioned above. Note that the diagonalisation need only be done once, as
it is constant throughout the simulations (recalculation is required only if ε or L
is altered). The need, on a grid with N spatial points, for (N ×N )-dimensional
matrix multiplications at each timestep, in order to implement this method, in-
creases the computational time. As a result, the resolution of parameter space,
as plotted in Fig. 3.12, is reduced relative to comparable plots presented above
when using the Gaussian barrier.
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Figure 3.12 shows a counterpart of Fig. 3.3, produced by the numerical scheme
outlined in this appendix. Comparison of the plots suggests that, for g = 0, the
results are quite similar, and the analytical treatment gives a good indication
of what to expect. Deviations of the numerical results from the analytical ap-
proximation are primarily caused by the nonlinearity and deformation of the
solitons’ shapes, rather than by the deviation of the numerically approximated
potential barrier (as long as it is sufficiently narrow) from the ideal δ-function.
3.9 Second collision of the components on the bar-
rier
After the splitting of the solitary waves on the barrier, an interesting question
is what happens if the trajectories are continued in order to allow second colli-
sions on the barrier. This could be either by imposing periodic boundary con-
ditions which emulate a ring trap configuration or by imposing a harmonic trap
configuration such that the components experience a restoring force which
leads to repeated collisions at the barrier. In this situation the components
cannot interfere with each other and the smaller component (ψ1) is partially
transmitted on the first collision. Therefore, we expect a complex transmission
behaviour as a function of the parameters (v, f , g &ε), corresponding to the ve-
locity, population of component 1, interspecies scattering length and barrier
area.
Figures 3.13, 3.15 & 3.17 show the transmission of component 1 resulting from
a second collision in the ring trap and Figs. 3.14, 3.16 & 3.18 show those for
a second collision in a harmonic trap. In each figure, (a)-(d) show the results
for interspecies couplings of 0, 0.1, 0.2 & 0.3, respectively. Therefore (a) shows
the system with no coupling between the components and (b)-(d) display the
effects of the couplings which influence the transmission in the first instance
(see Fig. 3.4) as well as the second collision on the barrier. For all figures f = 0.3
and for Figs. 3.13 & 3.14 ε= 0.04; for Figs. 3.15 & 3.16 ε= 0.06 and for Figs. 3.17
& 3.18 ε= 0.08
One can notice a complex relationship between the second transmission (pop-
ulation on the right side of the interferometer after two collisions with the bar-
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rier) of component 1 and the parameters v, f ,ε & g . The figures show the same
region of (v, f ) parameter space as Fig. 3.4 (with the range of f extended) which
can be compared to indicate the first transmission value for different values of
ε and g . Note that in these plots, we only display the behaviour of compon-
ent 1; however, we extend the range of f to vary between 0 and 1. The values
for f > 0.5 therefore correspond to the behaviour of component 2 for f < 0.5.
Hence the line of symmetry at f = 0.5, which emerges with increasing g , reflects
the increased coupling between the two components which leads to them fol-
lowing the same behaviour.
In order to predict the expected transmission when solitons meet on a barrier,
one would also need the value of a phase difference between outgoing frag-
ments of component 1 (assuming T1 is neither 0 nor 1), which is not ascertain-
able from Fig. 3.4. Complexity in these figures arises from a combination of
the different sizes of fragments, the different amounts of focussing arising from
both inter- and intra-species interactions, as well as how the phase imparted by
the barrier is affected by the nonlinear coupling to component 2 and the inter-
action of the barrier. The presence of a harmonic trapping potential adds addi-
tional complication as the motion (not considering the barrier) of the solitons
with g = 0 is non-integrable in this setting. In agreement with the results shown
in Sec. 3.10, the nonlinear effects which appear in Figs. 3.13-3.18 decrease with
increasing barrier area.
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Figure 3.13: Transmission coefficients for component 1 in (v, f ) parameter space for no external
trapping potential after the allowing the solitons to re-collide on the potential barrier with area,
ε = 0.04 and interspecies coupling strength, g equal to 0 in (a), 0.1 in (b), 0.1 in (c) and 0.3 in
(d).
Figure 3.14: Transmission coefficients for component 1 in (v, f ) parameter space for motion
in a harmonic trapping potential after the allowing the solitons to re-collide on the potential
barrier with area, ε= 0.04, and interspecies coupling strength, g , equal to 0 in (a), 0.1 in (b), 0.1
in (c) and 0.3 in (d).
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Figure 3.15: Transmission coefficients for component 1 in (v, f ) parameter space for no external
trapping potential after the allowing the solitons to re-collide on the potential barrier if area,
ε = 0.06, and interspecies coupling strength, g , equal to 0 in (a), 0.1 in (b), 0.1 in (c) and 0.3 in
(d).
Figure 3.16: Transmission coefficients for component 1 in (v, f ) parameter space for motion
in a harmonic trapping potential after the allowing the solitons to re-collide on the potential
barrier with area, ε= 0.06, and interspecies coupling strength, g , equal to 0 in (a), 0.1 in (b), 0.1
in (c) and 0.3 in (d).
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Figure 3.17: Transmission coefficients for component 1 in (v, f ) parameter space for no external
trapping potential after the allowing the solitons to re-collide on the potential barrier with area,
ε = 0.08, and interspecies coupling strength, g , equal to 0 in (a), 0.1 in (b), 0.1 in (c) and 0.3 in
(d).
Figure 3.18: Transmission coefficients for component 1 in (v, f ) parameter space for motion
in a harmonic trapping potential after the allowing the solitons to re-collide on the potential
barrier with area, ε= 0.08, and interspecies coupling strength, g , equal to 0 in (a), 0.1 in (b), 0.1
in (c) and 0.3 in (d).
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3.10 Collisions of distinct species solitons on a po-
tential barrier
As well as the investigation into the transmission of two-component solitary
waves when impacted onto a narrow potential barrier, it is also possible to use
the same principle of perturbation theory, in the regime of negligible g and
small ε, to analyse the effect of collisions between solitons of distinct species
on a narrow barrier (i.e.- meeting on a barrier with the same velocity). In this
case, one has the soliton solutions (far from the barrier) even when g 6= 0 as
the components are initially separated. The analysis then predicts the regions
where the components are combined on the barrier.
The initial wavefunctions (assuming the components are well-separated) im-
pacting on the barrier with equal and opposite velocity are then given by












[x − (x0 + v t )]
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, (3.48a)
ψ2(x, t ) =






[1− f ]g ′
2
[x + (x0 + v t )]
)
, (3.48b)
where v > 0 and we take x0 =−40 for all data below, and with associated chem-
ical potentials
µ1 =− f 2/8+ v2/2, (3.49a)
µ2 =−
(
1− f )2 g ′2/8+ v2/2. (3.49b)
We can investigate the effect on the post-collision products of a non-zero in-
terspecies coupling, g , using simulations. The results for this are shown in
Figs. 3.19 & 3.20. Figure 3.19 shows the population on the right side (positive
x-axis), using the definition Eqs. (3.36 & 3.37), of the system after the collision
on the barrier for continuously varied interspecies coupling g with ε = 0.05
and f = 0.3. Note that because of the change in the initial system configura-
tion, the terminology of transmission in the figure no longer refers to transmis-
sion through the barrier for component 2. Figure 3.19 shows that increasing
g causes nontrivial transmission behaviour in the components which is more
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pronounced than for the case where both components start at the same loc-
ation and are impacted on the barrier. In the case where we look to separate
the components on the barrier, the initial wavefunctions are found through
propagating in imaginary time. Whereas, in this case where the components
are initially separated, the post-collision products would exhibit oscillatory be-
haviour and we also see this effect in the transmission behaviour because of
nonlinear effects (with a coupling controlled by the parameter g ) during the
interaction with the barrier. For component 2, the velocity region in Fig. 3.19
between 0.12 and 0.13 has a transmission switching between 0 and 1 upon vari-
ation in g for the parameter values f = 0.3 and ε= 0.05. In Fig. 3.20 we extend
this to other barrier area values and plot the boundary in (v, g ) space between
component 2 undergoing reflection and transmission for different values of ε
with f = 0.3 remaining fixed. Figure 3.20 shows a decrease in the size of the
velocity region across which the transmission oscillates between 0 and 1 with
increasing ε.
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Figure 3.19: Transmission coefficients for both components in (v, g ) parameter space where the
components start on opposite sides of the trapping potential with parameter values of ε= 0.05
and f = 0.3 and no external trapping potential.























Figure 3.20: Boundaries at which the transmission coefficient for the second component, ψ2
moves between 0 and 1 (v, g ) parameter space for different values of ε with f = 0.3 both with
and without a harmonic trap with |x0| = 40 fixed.
Chapter 4
Splitting on narrow barriers using
geometric potentials
4.1 Overview
In order to be able to utilise the bright soliton for matter-wave interferometry,
one requires two coherent solitons which can be brought together on a barrier
in a phase-dependent process. A possible scheme to obtain the two solitons is
to split a single soliton into two equal parts on a potential barrier. In the limit
of a high collisional velocity and a narrow barrier width, the phase imparted
by this process is known to be π/2 [112]. The solitons are to then be recom-
bined on the barrier and the populations on each side of the interferometer af-
terwards will be dependent on the phase difference accumulated through the
different paths the solitons travel. Therefore a valid question is how to obtain
very narrow potential barriers to be used for these purposes. A known method
to produce subwavelength potential features is through the use of the geomet-
ric scalar potential experienced by spatially dependent dressed states. If the
intensity of one of the near-resonant alternating electric fields in a Λ-system
is changed quickly over a small region of space, then the kinetic energy term of
the Hamiltonian acquires a correctional term known as the geometric potential
[121–126].
It is known that within the vectorial GPE (VGPE) when three components
have all inter- and intra-species scattering lengths equal and negative, a bright
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soliton solution of the system is readily found and the population distribution
amongst the components possesses an SU(3) symmetry. To see this, let us take
the VGPE (in soliton units) with equal scattering lengths and an external poten-
tial which is equal for all states,
i∂tΨ=−(1/2)∂xxΨ+V (x)Ψ+ sgn(g )(Ψ†Ψ)Ψ, (4.1)
whereΨ† = (ψ∗1 ,ψ∗2 ,ψ∗3 ). Applying a unitary transformation toΨ givesΨ′ =UΨ
and Eq.(4.1) becomes,
Ui∂tΨ=−U (1/2)∂xxΨ+UV (x)Ψ+ sgn(g )(Ψ†U †UΨ)UΨ, (4.2)
which is the same as Eq. (4.1) as U †U = I3, by definition (where I3 is the 3×3
identity matrix), and we assume this U to have no explicit temporal and spa-
tial dependence. In the scheme, this symmetry does not apply to the relevant
VGPE as the unitary transformation matrix has spatial dependence. However,
the symmetry is maintained for the nonlinear term which is important because
when the soliton passes the barrier, the nonlinear terms will be independent of
the populations of the different states (see Sec. 4.8.3).
Assuming all scattering lengths are equal, one can exactly transform the VGPE
into the dressed basis, under the effect of couplings between the states. If the
dressed basis is spatially dependent, then a term will arise from the kinetic en-
ergy term (manifesting as an artificial gauge field). This term depends on the
spatial derivatives of the coupling frequency and can thus be tailored using ap-
propriate shapes to form very narrow barriers.
4.2 Geometric potentials
The notion of a geometric phase in quantum physics arises from the behaviour
of the Schrödinger equation under an adiabatic following of a trajectory. If a
quantum particle is prepared in a state |λ(~R(t0))〉, then the adiabatic theorem
states that a slowly moving particle will remain in this state as the parameters,
~R(t ), evolve. Upon the completion of a cycle, the state will have acquired a
phase
γn(t ) = i
∫ t
0
d t ′ 〈n(~R(t ′))| d
d t ′
|n(~R(t ′))〉 = i
∫ ~R(t )
~R(0)
d~R 〈n(~R)|∇~R |n(~R)〉 (4.3)
Chapter 4. Splitting on narrow barriers using geometric potentials 78
which is known as the geometric phase as the phase is dependent on the path
traversed and not on the dynamical properties of the system.
In atom-light interactions, one can extend this concept to the behaviour of
dressed states (the eigenstates of an atom-light coupling Hamiltonian) under
spatial variation. In aΛ configuration, such as in Fig. 4.1, one of the eigenstates
of the Hamiltonian is a dark state and is de-coupled from the light field (as the















Figure 4.1: The figure shows the energy level diagram used to produce subwavelength potential
features.
Let us take the Schrödinger equation in with the couplings between the atoms













where j ,k ∈ {g1, g2,e}, the probe beam Rabi frequency Ω1e = Ωe1 = Ω′(x), the
control beam Rabi frequency Ω2e =Ωe2 =Ωc(x), and all other Ω j k = 0 (i.e. all
on resonance and no direct coupling between the ground states). One can pro-
ceed to diagonalise the last term. In doing so, one must bear in mind that the
transformation has spatial dependence. This results in additional terms which
can be classified as vector and scalar potentials. The vectors, ψT = (ψ1,ψ2,ψe ),
transform as ~̃ψ=U †~ψ and the operators transform as Õ =U †OU , thus the kin-










U †pU =−iU †∂xU =−iU †U∂x − iU †(∂xU ) =−i∂x − A
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Therefore one has the possibility of engineering these potentials in multiple
component quantum systems with spatially non-uniform couplings. The geo-
metric potentials can be formed in a two component system; however, one has
the complication of the decay from the excited state. In the alkali BECs, this
would lead to a rapid loss from the excited state. A way around this is to form
the potentials in a three-component Λ-system existing in the dark state such
that the dressed state consists of the two ground state levels and is de-coupled
from the excited state. If the dark state is adiabatically followed then one can
form a potential which is dependent on the two Rabi profiles and avoid loss via
spontaneous decay.
Extending the number of states allows for increasingly complex gauge struc-
tures. In [127] it was shown that in a system with degenerate states, non-
Abelian gauge potentials could be formed. The simplest case is that of the tri-
pod system with three degenerate ground states and a single excited level which
gives rise to a U (2) gauge structure with non-commuting gauge potential terms
[128].
4.3 System details
We require three internal (hyperfine) atomic states, labelled |g1〉, |g2〉, and |e〉
in order of increasing energy, coupled in a Λ configuration by light of two fre-
quencies. For simplicity, we consider the couplings to be on-resonant and neg-
lect spontaneous decay from |e〉. Populating the species in the dark eigenstate
of the Λ-system implies that the atomic properties of the excited energy level
should have a negligible effect on the system dynamics although loss to and
via this state is possible. In order to form an assessment of an experimental
system, the case of 85Rb with the initial ground state |F = 2, MF −2〉 coupled
to the |F = 2, MF = 0〉 state via the D1 line transitions with σ− and σ+ beams
shall be taken as an example (with dipole matrix elements
p
2/9 and −p5/27,
respectively, in units of the D1 transition matrix element, 〈J = 1/2|er |J ′ = 1/2〉
and a decay rate for the D1 transition of 5.7500×2πHz). The |F = 2, MF −2〉
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state has a wide Feshbach resonance centered at B0 = 156G with a width of
∆ = 10.5G [96, 97]. The wide width facilitates accurate control of the s-wave
scattering length for this state. The background value of the scattering length is
abg =−441 a0. The results will show how the action of the splitter (i.e. the rela-
tionship between the second transmission function and the phase imparted) is
affected by the parameters used to describe the system.
For the case of soliton propagation, it is known that departing from this case
of equal scattering lengths, the total density spatial profile could undergo beat-
ing effects depending on the relevant scattering lengths and the populations of
each component [129]. However, one must note that the use of the dark state
in this technique means that the collisional properties of only the two ground
states used are relevant as long as the system remains in the dark state. There
are coupling terms between the dark state and the |±〉 states (the two other
dressed eigenstates which contain the excited level) which arise from the cor-
rectional terms. Also, in the desirable limit of a narrow crossover region as well
as fast soliton collisions, the soliton spends little time in the second ground
state. As the main component of the dark state changes from |g1〉 to |g2〉, so
will the scattering length change rapidly from a11 to a22 which may affect the
interaction between the soliton with the barrier.
The appropriate quasi-1D vector Gross–Pitaevskii equation (GPE) for a BEC of
N mass m atoms, transversely confined by a tight harmonic trapping potential
of angular frequencyωr , is given by Eq. (2.58) with j ,k ∈ {1,2,e}, g 1Dj k = 2~ωr a j k ,
the probe beam Rabi frequency Ω1e =Ωe1 =Ω′(x), the control beam Rabi fre-
quency Ω2e = Ωe2 = Ωc(x), and all other Ω j k = 0. The spatially-dependent
coupling is key, as it leads to a spatially-dependent dressed-state basis in which
an artificial gauge field term appears [121, 122, 130] in the form of the vector
potential A = iU †∂xU . This results in the geometric scalar potential











for the dark state |d〉.
In Fig. 4.2 we illustrate our single narrow barrier scheme, where we consider
equal-width zeroth- and first-order Hermite–Gaussian modes for the probe and
control beams, respectively. We express the widths of the beams as l and ex-
press the Rabi frequencies as







Figure 4.2: The figure shows the proposed arrangement used to coherently split the parent
soliton into two equally sized daughter solitons. (a) shows the two beam profiles forΩ′ andΩc
in the x, z plane at y = 0. (b) shows the level configuration used in the system. To consider some
of the properties of this system, as an example the ground states |g1〉 and |g2〉 are taken to be the
states |F = 2, MF =−2〉 and |F = 2, MF = 0〉, respectively, of 85Rb coupled to |e〉 = |F ′ = 3, M ′F = 1〉
by the D1 line. (c) shows the optical waveguide in the x, y at z = 0 which is to contain the
solitons. It is highly anisotropic such that the solitons are strongly confined in the transverse
directions. A magnetic bias field is to be applied parallel to the beams forming the barrier in
order to provide a quantization axis. (d) shows the initial soliton propagating along the x direc-
tion with a velocity, v , which is subsequently split into two equally sized solitons which move
apart. The solitons are considered to propagate inside a ring trap in order that they will even-
tually recombine on the barrier. Alternatively, the recombination can be achieved using a weak
axial harmonic trapping so that the solitons undergo sinusoidal motion with the barrier at the
centre.
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Ω′ =Ω0l 1/2φ0 (4.7)
Ωc =Ω1l 1/2φ1, (4.8)
where







































Note that l is the diffraction-limited width of the laser beams which we take to
be 2
p












[1+ (w/x)2]1/2 , (4.13)













where δ is the (order unity) ratio between dipole transition matrix elements,
and Pn represents the nth order Hermite–Gaussian beam power. From Eq. (4.14),
one sees that the shape of the potential formed is independent of the value of
Ω but instead depends on the form of h(x) defined in Eq. (4.10). However, Ω
is the minimum of the energy difference between the eigenstates |d〉 and |−〉
(at x = 0) and could affect the loss of the population of |g1〉 into the states |e〉
and |g2〉 during the barrier crossing. Also note that, in terms of experimental
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parameters, w depends on the relative values of the dipole matrix elements for
the D1 transitions as well as the relative laser intensities.
In order to examine the effects of deviations from the idealised system, we
numerically model the VGPE (Eq. (2.58)) in the soliton unit system where
~ = m = 2~ωr |g 1D11 |N = 1 (see Eqs. (2.53c)) and make the simplifications that
−ai j /|a11| = g and ∆ = Γ = 0, where ∆ is the detuning and Γ is the decay rate
of the excited state |e〉. Γ should have minimal effects on the system at the re-
gimes we wish to consider due to the atoms being in the dark state. If∆ 6= 0 then
additional couplings between the |d〉 and |±〉 would appear in the equations of
motion (see App. A.1). This gives the dimensionless equations
i∂tψ1 =−∂xx
2




















The relevant parameters in this model are: the length, w (defined in Eq. (4.11)
- we sometimes label this quantity instead asΩ1/Ω0 = l /(2w) in order to reflect
the experimental picture), representing the size of the region over which the
dark state changes from being dominated by |g1〉 to being dominated by |g2〉;
Ω, the strength of the Rabi frequency coupling the |g1〉 and |e〉 levels; and g , the
ratio between the scattering length a11 and the other scattering lengths in the
system. Henceforth, unless stated otherwise, all quantities will be presented
in this unit system. We present some results found using a single component
GPE. This approach assumes that the soliton remains in the dark state and so
it should be stressed that the single component is not an atomic state but the
dressed dark state.
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4.4 The requirement of narrow barriers
In Sec. 4.7 the improvement of an interferometric sequence by decreasing the
value of w is demonstrated using single component 1DGPE simulations. In this
system, the width and area of the barrier are related to the value of w (which
describes the relative powers of the two laser beams used to couple the two
ground states to the excited state). The relationship is favourable in the sense
that decreasing w increases the barrier area whilst decreasing the barrier width,
however (as shown in Sec. 4.5.2), the amount of tunnelling in the system is
fixed and does not approach the δ-function limit wherein all of the transmit-
ted soliton must tunnel through the barrier. In order to understand some of the
properties of solitons split on potential barriers and their suitability for inter-
ferometry, let us first examine the case of solitons incident on Gaussian barriers
which, in principle, have independently controllable widths and areas. Let us
meanwhile note that the purpose of the three-state scheme is that the barrier
formed possesses a lower limit on the width below the diffraction limit and that
the Gaussian barriers shown in Fig. 4.3 may not all adhere to this limit for some
soliton experiments (use of the soliton unit scheme implies that the conversion
to dimensional units depends on the values of g1D, m and N ).
In Fig. 4.3, the characteristics pertinent to interferometry using a Gaussian bar-
rier are explored for different values of the width and area of the barrier, de-










4.5 Characterising the barrier
4.5.1 Analytical approach
The effective barrier produced by this scheme takes the form of a squared





1+ (x/w)2]2 , (4.18)
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Figure 4.3: The figure shows how the interactions between the solitons and a Gaussian barrier
are affected by the barrier width and the area. In (a), the ratio between the velocity and the
area where the soliton is split into equal daughter solitons is plotted against the barrier area for
different values of the barrier width. In (b)–(d), the plots show the how the value of T2 varies
with the imparted phase, θ for different values of q (given an initial transmission T1 = 1/2) for
σ= 0.10 in (b), σ= 0.40 in (c) and σ= 1.00 in (d).
with an area depending on the width, w , as A =π/4w and a height given by H =
1/2w 2. We are interested in the difference in the transmission curve between
a single component soliton passing through a barrier of the form Vh(x) and a





(the δ-function with the same area as Vh). For the δ-function, the transmission





where α is defined as 4v w/π. In order to obtain a fitting in a similar way for
the barrier, Vh , one can approximate the barrier as a sech
2 barrier (integrable
Rosen–Morse potential) with the same height and area as Vh . Barriers of this
shape have a known transmission curve for linear waves (which we can assume
for high impact velocities where non-linear effects during the splitting will be
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)2 −1) . (4.22)
In order to compare the Lorentz-squared barrier with the analytically soluble
(in the fast soliton limit) Rosen–Morse barrier, we found the corresponding
sech2 barrier with the same height and area. Alternatively, one could fit the










where γ ≡ ln(p2 + 1)/
√p













+cosh2 (π2 √πγ−1) . (4.24)
Note that Eqs. (4.22) & (4.24) imply that the transmission curve for the pro-
duced barrier can never approach the transmission curve for the δ-function,
Eq. (4.20). This is ultimately due to the fact that the width and area of the bar-
rier, Eq. (4.14) (and thus, by definition, Eqs. (4.21) & (4.23)) are both dependent
on the parameter w . This is a limitation of forming narrow barriers using this
scheme.
Figure 4.4 shows the transmission againstα expected in the high-velocity limits
for the barriers VRM, VRMW & Vδ (given by Eqs. (4.21), (4.23) & (4.19), respect-
ively). Note that the transmission for VRM and VRMW depends only on α (the
ratio between the velocity and the area) and does not change with w in the
theoretical treatment. Figure 4.5, however, shows the transmission curves ob-
tained numerically for the Vh and the Vδ barriers for different values of w and
scaled so as to be plotted against the parameter, α; the ratio between velocity
and area. We can see that as w decreases and the equal splitting velocity (res-
ulting in a transmission of 1/2) increases, the the transmission curves approach
the theoretical (linear) values given by Eqs. (4.20 & 4.22) shown by the dotted
lines.
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Figure 4.4: The plot shows the different theoretical transmission curves (plotted against thee
ratio between the velocity and the barrier area ,α) for the VRM and VRMW barriers (which ap-
proximate the Vh barrier using a sech
2 function with the same area and equal height (FWHM)
and width, respectively) and the δ-function barrier, Vδ.
Figure 4.5: The plot shows the transmission for increasing values of α, which denotes the ratio
between the velocity and the barrier area, of a bright soliton interacting with the barriers Vh
(a) and Vδ (b) for different values of w in the 1DGPE. The dotted lines in (a) and (b) show the
curves given by Eqs. (4.22 & 4.20), respectively. As expected, we see closer agreement with the
transmission curves obtained by the theoretical analysis for both barriers with decreasing w .
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4.5.2 Tunnelling and the barrier Vh
When the solitons are split into two equally sized daughter solitons by the po-
tential barrier, we also need to ensure that the outgoing solitons do not posses
different speeds. Depending on the interferometer geometry, the two different
velocity daughter solitons could hinder the ability to form an interferometer
scheme. As the barriers used to split the solitons become narrower, this effect
should be decreased.
For increasing impact velocities, we need decreasing widths of the barrier in
order to be in the tunnelling regime [114]. The Vh barrier (Eq. (4.14)) has an
area of (π/4w) and thus, as the width w is decreased, the area of the barrier
must increase. The ratio between the kinetic energy and the height (barrier
maximum) is given by
γh = (v w)2. (4.25)






where α1/2 is the value of α for which the transmission is 1/2. This depends
on the area of the barrier as well as the shape. For the barrier Vh with related
area and height which both depend on the value of w , α1/2 was found nu-
merically and is close to α1/2 ≈ 0.96 with a slight increase as w decreases. As
the δ-function is defined to be infinitely high, γδ (the ratio between the kin-
etic energy and the height of the δ-function) is equal to zero, given that the
soliton is partially transmitted at finite velocities. For the barrier, Vh , γh is then
γh ≈ (π/4)2(0.96)2 ≈ 0.57 and thus cannot be lowered by decreasing w . This
is an unavoidable consequence of obtaining the barrier in this way. Funda-
mentally, the barrier comes from the A2/2 correction term in the kinetic en-
ergy (where A = iU †(∂xU )). This gives us the shape of the barrier in the form
of Eq. (4.6). However, the advantage of this system is that as the width of the
barrier is decreased by increasing the ratioΩ1/Ω0, we remain in the tunnelling
regime for increasing equal splitting velocities.
























VG(σ = 0.10) VG(σ = 0.40) VG(σ = 1.00) Vh VRM
Figure 4.6: The plot shows data taken from single component GPE simulations for the splitting
of bright solitons by different potential barriers. (a) shows the value of α1/2 (found numeric-
ally as the ratio between the soliton velocity and the barrier area when the soliton is split into
equally sized transmitted and reflected solitons) for different barriers (three Gaussian barriers
with different widths denoted byσ, Vh and VRM) against w as defined in Eqs. (4.14, 4.21 & 4.17).
(b) shows the tunnelling parameter, γ= T /H against w .





























We can see that increasing n increases the area which is not favourable for the
convergence to a δ-function. This suggests that the first order definition for
h(x) is optimal.
The aspects of the barrier important when discussing the barrier as a splitter
for interferometry are the area and the height or width. As we want to discuss
the similarity between the finite barriers and an idealised δ-function, we con-
sider the area fixed and the height infinite or, alternatively, the width zero. The
corresponding Gaussian with the same height and area as the barrier Vh is of
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the form







We can thus interpret σ as σ=pπ/8w (roughly σ= 0.63w) as a useful relation-
ship between a similar Gaussian shape barrier (in the same manner as VRM) to
Vh in order to compare the width with the conventional barrier produced by a
single beam.
Increasing the velocity of the soliton splitting is favourable as we can neglect
nonlinear effects during the splitting. With this scheme, we can increase the
equal splitting velocity and decrease the width of the barrier accordingly such
that we remain always in the quantum tunnelling regime. However, due to the
fixed relationship between the height, width and area of the barrier produced
by the scheme, we cannot approach a limit wherein the soliton interacts with
the barrier in the same way as it would with a δ-function. We demonstrate a
different limit where the soliton interferometer, using the barrier produced by
the scheme, possesses the same characteristics as it would using a δ-function.
4.6 Dynamics in the three level system
4.6.1 Analytical approach
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The geometric potential we are interested in is that experienced by the dark
state which is the A2/2 term from the kinetic energy. Assuming Ω′ to be con-
stant, this term is




Aside from the scalar potential term, there are couplings between the dark state
and the other eigenstates arising from the cross terms between the operators p
and A.
The coupling terms between the bright and dark states are given by
i
2
(∂x A+ A∂x) = i
2
[(∂x A)+2A∂x],
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Therefore the coupling between the dark state and the bright state, |b〉 =
1p
2














When the soliton crosses the effective barrier, there is a non-zero possibility
of losing some population from the soliton to the lower energy state, |−〉, due
to the coupling between this state and the dark state, |d〉. This coupling is of
the order, H = 1/2w 2 and Ω is the difference in energy between the dark state
and the state |−〉 at x = 0. Thus the condition which is to be satisfied is that










Figure 4.7 shows both the values of Ω corresponding to constant β and vice
versa for numerous values ofΩ1/Ω0.

















Ω = 1×104 Ω = 5×104
(a) (b)
Figure 4.7: The figure shows the relationship between Ω, β and Ω1/Ω0. In (a), the curves show
the values of Ω against Ω1/Ω0 for various values of fixed β whereas (b) shows the values of β
corresponding the different values ofΩ1/Ω0 for two values of fixedΩ (used in Fig. 4.15).
Thus, a higher value of Ω should be more favourable for use in a soliton inter-
ferometry sequence. In experiments, there are upper limits on what values ofΩ
can be achieved originating from the maximum available laser power and also
limits where necessary approximations hold (i.e. the three-level system). The
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results shown which were obtained from numerical simulations of the barrier
scheme possess computational limitations which do not apply to an experi-
mental system. An upper limit onΩ arises because the values of the couplings
need to be small enough that the dynamics can be modelled accurately in a
feasible time frame. The nature of the system requiring 3×3 matrix operations
already results in long computation times. The addition of these upper limits as
well as the utility of knowledge on the effect of lowΩ values warrant an invest-































β = 1 β = 3 β = 10 β = 30 β = 100
Figure 4.8: The figure shows the populations in each state during the splitting of a bright soliton
on the barrier - in the left column (panels (a), (c) & (e)) the bare atomic basis {g1, g2,e} and in
the right column (panels (b), (d) & (f)) the dressed basis {d ,+,−} (with the |+〉 state scaled by a
factor of 10) - against the scaled time, τ, for various values of β which is the ratio between the
barrier height and the coupling frequency,Ω, forΩ1/Ω0 = 10 (with g = 1).
Figures 4.8 & 4.9 show the populations in the states in both the bare atomic and
the dressed basis as a function of the scaled time, τ, for various values of β for
Ω1/Ω0 = 10 and Ω1/Ω0 = 20, respectively. From these figures, one notices that
the amount of loss depends mostly on the value of β and not onΩ1/Ω0. This is
because the states are separated by Ω at the point of closest approach and are
coupled on the order of H = 1/2w 2 during the barrier passage. Thus the ratio
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between Ω and 1/2w 2 determines how much is lost from the dark state. The
maximum population of the state |g2〉 depends only on Ω1/Ω0 for large values
of β. This is because the dark state quickly changes from being dominated by
|g1〉 to |g2〉 and then back to |g1〉 and some population will transfer while the
atoms remain in the dark state. However, the bright states |±〉 are also com-
prised of mostly |g2〉 away from the barrier and so loss into these states will






























β = 1 β = 3 β = 10 β = 30 β = 100
Figure 4.9: The figure shows similar data to Fig. 4.8 but with the ratioΩ1/Ω0 = 20 (with g = 1).
In Fig. 4.10, for values ofΩ1/Ω0 of 10 and 20 we plot the maximum occupation
of the state |g2〉 in (a) and the loss from the dark state after the barrier crossing
in (b) against the parameter β given by Eq. (4.40). This shows the important
aspects in Figs. 4.8 & 4.9 which will influence the usefulness of the splitter in an
interferometer. These are the occupation of the other ground state, |g2〉 which
may possess different scattering properties to |g1〉 as well as the soliton remain-
ing in |g1〉 after the splitting. We show here that these quantities are minimised
for both large β andΩ1/Ω0.
We anticipate that, as w decreases (and so the equal splitting velocity in-
creases), the properties of the states |g2〉 and |e〉 will have less influence on the
interferometer output. This is because the soliton spends less time in these
states due to the higher velocity when passing/reflecting off the barrier as well
as the narrower region where Ωc is larger than Ω. We have plotted the popula-

























Ω1/Ω0 = 10.0 Ω1/Ω0 = 20.0
Figure 4.10: The figure shows (a) the maximum population of the state |g2〉 over the course of
the splitting of the soliton and (b) the loss from the dark state after the splitting of the soliton
againstβ, the ratio between the barrier height and the coupling frequency,Ω, for various values
ofΩ1/Ω0.
tions in these states against time for different values of w in Fig. 4.11, as well as
the total time spent in the state |g2〉 in (d). In order that the curves line up, the x
axis has been scaled to run from 0 to L/2v , where L is the circumference of the
interferometer, for axes (a)–(c). Figure 4.11 also shows how the transmission is
affected by having g (the ratio between the value of the other scattering lengths
in the system and the magnitude of the scattering length of the initial ground
state) not equal to 1. We note that the ideal case is for g = 1, which corres-
ponds to all scattering lengths being negative and equal, as the soliton width is
independent of the population distribution in the three-level system. We vary
g between -40 and 40 where |abg|/|a11| ≈ 40 for 85Rb and a11 ≈−12a0 lies in the
stable soliton region [78, 131, 132]. One can see that as w decreases, the effect
of the difference is diminished.




















































Figure 4.11: The figure shows the populations of the three atomic states against the re-scaled
time, τ. (a) shows the population of state |e〉, (b) the population of |g1〉 and (c) the population of
|g2〉. (d) shows the total time (in soliton units) spent in the second ground state, |g2〉 during the
splitting on the barrier. In (a)–(d), we setΩ= 104 and g = 1. In (e) we show the transmission in
simulations of the three-component 1DGPE with different values of g as defined in Eqs. (4.16)
ranging from −40 to 40 where we setΩ= 106. Note that g = 1 denotes the ideal situation where
all of the scattering lengths are equal and negative. We use the velocity which splits the soliton
into two equally sized fragments, as found numerically from the one-component GPE for vari-
ous values of w . As w decreases, the value of g has a diminished effect on the value of the
transmission as the soliton spends less time in these states. The solid lines show the results of
one-component simulations with the barrier Vh .
4.7 Interferometry
4.7.1 Analytical approach
Regarding the use of the barrier in an interferometry experiment, various con-
figurations are possible. One could impose an axial harmonic trap to en-
sure that the two equally sized solitons recombine on the barrier in a phase-
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dependent process or, alternatively, one could run the experiment in a ring trap
so that the solitons will pass one another and then subsequently recombine on
the barrier (another possibility is to have a second antipodal barrier for the re-
combination). We consider the case of a ring trap for various reasons. Namely,
the simpler theoretical description due to the absence of an external trapping
potential (in the propagation direction) as well as the compromise between off-
set from the centre and the trapping frequency to accelerate the soliton from
zero to the impact velocity. Consideration would need to be given to the trap
anisotropy in this case [44] as the velocity at the barrier is equal to ωx x0 and so
can be increased using either a larger offset or a larger axial trapping frequency.
We expect the final transmitted population to be given by the equation





where A represents an amplitude of the second transmission curve or the
“fringe visibility”or contrast and ε denotes the phase accumulated by the
passing of the barrier (as well as the mutual soliton crossing). For a δ-function
barrier with high velocities, A = 1 and ε = π/2. We demonstrate the achieve-
ment of this with the Λ configuration in this section by considering the exten-
sion of the soliton motion past the initial splitting to after the recombination
on the barrier with different values of imparted phase difference.
Eq. (4.41) fits the second transmission curve to a sinusoid. This assumes the
high velocity and narrow barrier (low w here) linear limit. Where this is not
satisfied, we expect a skew in the curve due to nonlinear effects. These arise
due to the soliton-soliton interactions during their mutual crossing as well as
the recombination on the barrier. In order to parameterise the degree of skew








For Eq. (4.42), a sawtooth function is obtained for z = 1 and the sine function
for z →∞. We can then rewrite the fit for the expected final population as,





For the purpose of convergence in the fitting as well as having bounded limits,
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we fit and present the results as z−1 where a lower z−1 represents a less skewed
function.
4.7.2 Finding the values of A and ε
An important question is: what effect does the barrier have on the relation-
ship between the phase difference and the transmission after recombination?
It is known that, for a δ-function barrier as well as high impact velocities, the
soliton acquires aπ/2 phase shift upon passing the barrier. In order to show the
effect of having a barrier with finite width instead of a δ-function, we define the
quantities A, ε & z through Eq. (4.43) relating the transmission, T , after recom-
bination to the phase imparted, θ, on the transmitted daughter soliton.











z = 1.5 z = 2.5 z = 3.5 z = 5.5 z = 7.5 z → ∞
Figure 4.12: The plots shows the curve given by Eq. (4.43) for different values of z as well as the
sine curve, which corresponds to z →∞.
For higher values of the parameter w , corresponding to both wider barriers
and smaller splitting velocities, we expect the nonlinear effects to result in
a skewed sine function for the second (phase-dependent) transmission. We
parameterise the skew using the (generalised) Clausen functions, Eq. (4.42),
where a higher z represents a less skewed function. Figure 4.12 shows the
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curves Eq.(4.43) for increasing values of z. It can be seen that as z approaches
a value of 8, it is difficult to distinguish between the skewed T (θ) fitting and the





































g = 1 g = 8 g = 40
Figure 4.13: The figure shows the data points taken for T2 for different values of the imparted
phase θ for the values of g of 1, 8 and 40 and forΩ1/Ω0 taking values of 10, 20, 30 and 40 in (a),
(b), (c) and (d), respectively. The curves show Eq. (4.43) with the best fit parameters for z−1, A
and ε.
Figure 4.13 shows the data taken to extract the values z−1, A & ε required to
produce Fig. 4.15 (for the lowest four values ofΩ1/Ω0 of 10, 20, 30 & 40) as well
as the resulting fit for Eq. (4.43). Equation (4.43) does not give a good fit for
g = 40 in (a). This is because the fit only allows for a curve which is centred at
T = 1/2 on the y axis. In this case, the points are consistently above the best-fit
curve given by Eq. (4.43) which explains the large error bars in Fig. 4.15.
ε and A (as well as z−1 for the Clausen function fittings) were extracted from
the simulated values of T2 for different θ using the curve_fit procedure from
scipy [133] which uses the Trust Region Reflective algorithm to find the least
squares fitting. Due to the necessary compromise between the running time
and the resulting precision in the determined parameter values, for Fig. 4.14
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which shows the single component interferometry curve data, the number of
different values of imparted phase is 32 whereas for Fig. 4.15 the number of
imparted phases is 8 (20 for the corresponding single component data due to
the average value of w being smaller owing to the conversion to Ω1/Ω0). The
errors in ε and A are then obtained from the covariance (error) matrix (as the
square roots of the diagonals).
4.7.3 Numerical results
In order to understand the effect of the barrier shape on the interferometer sys-
tem we consider for different values of w a ring trap configuration with the bar-
riers Vh , VRM, Vδ and VG(σ = 0.2) in the single component GPE. Here, Vh de-
notes the barrier shape produced by the narrow barrier system, VRM the sech
2
barrier of comparable height and area (for which one can find the transmission
properties in the high velocity limit), Vδ the δ-function with equal area to Vh
(the ideal case) and VG(σ = 0.2) (a narrow Gaussian barrier with a fixed width














Figure 4.14 shows the values of A and ε as well as z−1 extracted by means of
fitting Eq. (4.43) to numerical simulations at the equal splitting velocity for a
given w with varying θ. For a given value of the parameter, w , the velocity
which splits the soliton into two equally sized daughter solitons is found nu-
merically and is quoted as α = 4v w/π (the ratio between the velocity and the
barrier area), which should be equal to one, in the linear limit, for a δ-function.
The relationship between α1/2 and w is shown in Fig. 4.6.
In Fig. 4.14 (a) one can see the decreased presence of skew in the curve (the
second transmission points increase faster than the sine curve on the left of
the maximum and decrease slower than the sine curve on the right with chan-
ging θ) between the higher and lower values of w with the Vh barrier. This is
an effect caused by the nonlinearity which should disappear at high velocities.
We further demonstrate the decreased presence of a skew in the interferometry
curve through the decreasing values of z−1 in (b) for the different types of bar-
rier. We note that the Gaussian barrier with a fixed width performs better as an



























Vh(x) VRM(x) VG(x,σ1 = 0.2) Vδ(x)
Figure 4.14: The figure shows data taken from single component simulations of the interfero-
metry process. (a) shows the value of T2 against the added phase for the values of w = 0.01 (blue
plus), w = 0.1 (orange triangle), w = 0.2 (green cross), w = 0.4 (red square), w = 0.6 (purple dia-
mond) with the barrier Vh . (b)–(d) show the values of z
−1, A and ε found by fitting Eq. (4.41),
respectively, for the four barrier shapes Vh , VRM, Vδ and VG(σ= 0.2) with different values of w .
interferometer at w & 0.3 and that for all of the barriers, decreasing w corres-
ponds to increasing the velocity at which the solitons are split into two equal
smaller solitons by the barrier. It is known that as the velocity is increased, nar-
rower barriers are required to remain in the tunnelling limit rather than the
velocity filtering limit. Although the scheme imposes a correlation between the
equal splitting velocity and the barrier width, it should allow the barrier to by-
pass width limitations arising from its typical formation by an off-resonant light
sheet [80]. This will allow faster soliton collisions and narrower barriers and
thus improved soliton interferometry.
Figure 4.15 shows the parameters A and ε extracted from soliton interferometry
simulations for the geometric barrier system with g = 1, g = 8 and g = 40 for






























g = 1 g = 8 g = 40
Figure 4.15: The plots show the results of simulations of the barrier system with differentΩ1/Ω0
and g . Ω=104 for Ω1/Ω0= 10, 20 & 30 and Ω=5×104 for Ω1/Ω0= 40, 50, 60 & 70 (related to
Ω0 and l through Eq. (4.12)) because of conflicting limitations imposed by population escape
from the dark state and computational time. (a)(i) shows T2 against θ for Ω1/Ω0=20 (blue
plus),Ω1/Ω0=40 (orange triangle),Ω1/Ω0=60 (green cross); with g = 40. (a)(ii) shows the value
of ζ against θ, where ζ = T2(θ)− 1/2(1+ sin(θ−π/2)) is the difference between the measured
transmissions and the idealised sine curve. (b)–(d) show the values of z−1, A and ε found by
fitting Eq. (4.43), for the barrier scheme with the ideal value of g =1 and also g =8 and g =40.
The shaded areas show the error bar limits taken from single component simulations with the
barrier Vh as well as the nonlinear barrier for g 6=1 of Eq. (4.61).
different values of Ω1/Ω0. For Fig. 4.14, in order to obtain the values of α for
a given value of w where the soliton is split into equal daughter solitons, we
employed a root-finding procedure. For the simulations of the scheme con-
sisting of the three components in the shown configuration, the time taken to
find α directly in the three-component configuration is much longer than the
single component and also the value should be the same in the desirable re-
gions. Therefore the value of α used is the same as is found for the single com-
ponent system for the Vh barrier with w and Ω1/Ω0 related through Eq. (4.11).




Table 4.1: The table shows the values of N , as and m necessary to convert between physical
units and the dimensionless soliton units for the case of 85Rb within the range of soliton stabil-
ity. The values shown are taken from [80].
For the simulations required to produce Fig.4.15, this value of α is not changed
for g 6= 1 which contributes to the decrease in A and ε as the transmission is
affected by the change in scattering length. We show in Fig. 4.15 that this effect
is diminished at highΩ1/Ω0.
4.8 Experimental considerations
4.8.1 Experimental values
As an example, the species 85Rb with |g1〉 the |2,−2〉 hyperfine ground state
was taken. There is a wide Feshbach resonance centred at B0 = 156G with a
width of ∆ = 10.5G. The wide width facilitates accurate control of the intra-
species (a11) scattering length. The scattering length is controlled by variation
of the strength of the magnetic field, B , as Eq. (2.45) with abg = −441 a0. The
relevant quantities are provided in Table 4.1. Note that the value of N is not
fixed but is physically constrained by factors such as the cooling mechanism
used. Similarly, the value of ωr is constrained by the need for a stable, soliton-
like system. These constraints depend on the values of N , as and m and taken
from [80]
The scattering length of the |2,−2〉 hyperfine ground state as well as the energy
differences between this state and the other states in the Λ-scheme then de-
pend on the value of the magnetic field. The values of the coupling frequencies
are proportional to the energy differences between the ground states and the
excited level. Let us choose the excited level as the state the ground states are
coupled to by the D1 line.
We defined w in Eq. (4.11) and taking the example of 85Rb, we have m =
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1.41×10−25 kg. The other parameters necessary to convert between physical
parameters and the units system used are N and |g 1D|. These are not fixed as m
is; however, the value of |g 1D| is controlled by the transverse trapping frequency
and the magnitude of the s-wave scattering length and N is lower-bounded by
the necessity to be in the many-body regime. Both |g 1D| and N are constrained
by the collapse instability [134] and the requirement for a quasi-1D soliton [44].
Taking representative values for |g 1D| from Table 4.1 and setting as = −12 a0
gives 3.4×10−41 Jm and we have the following conversions for distance and ve-
locity:
x̃ = x(0.94µm) (4.45)
ṽ = v(0.80mms−1). (4.46)
Assuming α= 1, for w = 0.04 this gives w̃ = 0.037µm and ṽ = 16mms−1 and for
w = 0.4 this gives w̃ = 0.37µm and ṽ = 1.6mms−1. In theΛ-system,Ω= 104 and
Ω= 5×104 correspond to Ω̄= 1.4×2πMHz and Ω̄= 6.8×2πMHz and l = 2p2 =
2.7µm is the width of the two beams.
4.8.2 Misalignment of the beams
Let us now consider some of the possible sources of error arising from the po-
sitioning of the two independent laser beams. Two simple sources of a geo-
metrical error come from the possibility of misalignment and differences in the
beam widths. In [80] the authors discuss the consequences of an un-centred
barrier in a soliton interferometry system which takes place in a harmonic trap.
In the results presented thus far, we have dealt with the soliton interferometry
system taking place in a toroidal configuration which has the advantage of al-
lowing for an un-centred potential barrier due to the additional circular sym-
metry. In this system, however, we must introduce an additional laser beam to
provide the barrier and we assumed that the two beams share certain charac-
teristics with each other. Namely, a measure of the width, l and their centres
(defined as x = 0), as the beams are defined in Eqs. (4.9a& 4.9b). If we allow for















































xc = 0.00 xc = 0.10 xc = 0.20 xc = 0.30
Figure 4.16: The plot shows the data obtained from fitting interferometry response curves for
the splitting and subsequent recombination using the velocity-area ratio, α which gives equal
splitting for the barrier Vh , with different values of w and xc (the offset between the two barriers).
(a) shows the change in T1 relative to that obtained when the ideal values of xc = 0, l1/l0 = 1. (b),
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l1/l0 = 0.90 l1/l0 = 0.95 l1/l0 = 1.00 l1/l0 = 1.05 l1/l0 = 1.10
Figure 4.17: The plot shows the data obtained from fitting interferometry response curves for
the splitting and subsequent recombination using the velocity-area ratio, α which gives equal
splitting for the barrier Vh , with different values of w and l1/l0 (the width ratio between the
two barriers). (a) shows the change in T1 relative to that obtained when the ideal values of xc =
0, l1/l0 = 1. (b), (c) and (d) show the values of z−1, A and ε, respectively.
Note that the ideal case where Vbad = Vh is where xc = 0 and l1/l0 = 1. Using
the above definition of Vbad, we can determine the tolerance of the interfero-
meter to situations where xc 6= 0 and l1/l0 6= 1 and what effect these have on the
system.
Figure 4.16 shows the effect on the interferometry curve of the offset between
the two beams, xc , where xc = 0 corresponds to the ideal case of align-
ment where the resulting potential barrier splits the incoming soliton into two
equally sized outgoing solitons. From Fig. 4.16(d) we can see that the greatest
deviation from the ideal case is in the phase imparted by the barrier. How-
ever, in the limit where w → 0 the deviation is minimised and the values of
xc = 0, 0.1, 0.2&0.3 all lead to an ideal interferometry curve where (z−1, A,ε) →
(0,1,π/2). Figure 4.17 shows the effect different widths of the two beams have
on the interferometry curve parameters. Similarly to Fig. 4.16, the most signi-
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ficant effect is in the phase, ε, which does converge to π/2 for all l1/l0 as w → 0;
however, it does this more slowly than for the case of xc 6= 0 shown in Fig. 4.16.
4.8.3 Analysis and numerical results for g 6= 1
In order to find the corresponding single component system when g 6= 1, one
can find how the nonlinearity transforms into the new basis {|d〉 , |+〉 , |−〉} as-
suming ∆ = 0. The following expressions for the atomic basis in terms of the


































where h(x) is defined in Eq. (4.10).
We can write the nonlinearity in the VGPE (with all scattering lengths other than












































which is equal to −(|ψ1|2 + |ψ2|2 + |ψe |2)I3 if g = 1. Using Eqs. (4.52) we can
































































g = 1 g = 8 g = 40
Figure 4.18: The plot shows the data obtained from fitting interferometry response curves to
Eq. (4.61) with different values of w and g . (a) shows the proportion of the soliton which passes
through the barrier the first time (in a ring trap configuration with a single barrier) for g = 1
(which is 1/2 by construction), g = 8 and g = 40. (b), (c) and (d) show the values of z−1, A and
ε, respectively.
B =−g (|ψd |2 +|ψ+|2 +|ψ−|2). (4.56)
If we assume ψ+ =ψ− = 0 then
A =−[h2/(1+h2)+ g /(1+h2)] |ψd |2 (4.57)
B =−g |ψd |2. (4.58)
Thus we can find M11 as
M11 =
[






which can be rewritten as
M11 =
[
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Figure 4.19: The plot shows the final density after splitting on the barrier for different w and g
where the velocity is that which gives a transmission of 1/2 for g = 1. (a) shows the final density
for g =−40, (b) g = 0, (c) g = 8 and (d) g = 40.
Therefore, we can express a single component GPE which incorporates the ef-
fect of having different scattering lengths in the system as a correctional term
taking the form of a spatially dependent nonlinearity. The GPE is then
i∂tψd =−(1/2)∂xxψd +Vhψd +
{




|ψd |2ψd . (4.61)
Figure 4.18 shows the results of simulations with Eq. (4.61) with different values
of w and g . The results are shown similar to in Fig. 4.14 but over a smaller range
of w values due to the system breaking down to an extent where it becomes ill-
defined to attempt to extract values of A, ε and z−1. Figure 4.18(a) shows how
much of the soliton is transmitted through the barrier for g 6= 1 where the velo-
city is that which results in a transmission of 1/2 when g = 1. For this plot the
limit on the displayed values of w is relaxed as the value of T1 is the transmis-
sion of the soliton after it is split on the barrier and does not rely on a recom-
bination process with a phase-dependence in order to extract a response curve.
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Increasing the value of w leads to the soliton being split into many fragments
rather than two fragments and the value of T1 fluctuates.
The fragmentation of the solitons on the barrier with increased g is demon-
strated in Fig. 4.19 which shows the final soliton density after passing the bar-
rier (moving in the simulations from position x = −L/4 to position x = +L/4
with L = 64π) for increasing values of w and for various values of g in the
1DGPE with the nonlinear potential term, Eq. (4.61). The values of g are: (a)
g = −40, (b) g = 0, (c) g = 8 and (d) g = 40. Figure 4.19 shows the how the dif-
ferent values of the scattering lengths in the system effect the creation of two
coherent solitons. Greater magnitudes of g clearly result in more instability in
the outgoing solitons but the effect is diminished for all g as w → 0. Note the
trapped portion of the original soliton at x = 0 in (d) as a result of the strong
attractive nonlinearity (positive g implies negative scattering lengths).
Chapter 5
Conclusions
5.1 Splitting of two-component solitary waves on
potential barriers
The aim of this project was to address how coupled solitary waves interact with
a single barrier potential and whether they can be separated into individual
solitons. An analytical model was presented which assumes a low velocity limit
such that the barrier can be treated perturbatively as a δ-function. For the
GPE describing a binary BEC, two limiting cases were considered which can be
formulated into a set of equations which describe the system in the absence
of an external potential. Incorporating the barrier potential as a δ-function
and finding the associated energy cost of traversing the barrier, one can de-
vise inequalities which denote the regions where the components should be
separated. The numerical study was carried out in order to, firstly, demon-
strate agreement between the analytical (perturbative) model and the barrier
added into the GPE. The two cases are: the limit where there is no interspecies
coupling and one starts off with two uncoupled bright solitons with different
populations and the limit where the one of the components has significantly
more population such that the nonlinearity of the smaller component can be
neglected. Then, simulations were run in the domain where the intitial dens-
ity profiles used in the analysis are not known and so the perturbation theory
cannot be directly applied.
The numerical study found a good agreement with the presented analysis in the
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regimes where it is expected to apply (dependent on the relationship between
the different parameter values such as ε and f ) and beyond these boundaries,
maintains a good indication of the regions where the components are partially
separated. These results where then used to examine the directly nonlinear ef-
fect of varying the parameter g , which controls the interspecies coupling, and
cannot be accounted for in the analysis (for the case where f and 1 − f are
comparable). As well as the soliton separation case, the study was extended
to model a subsequent second interaction with the barrier, revealing complex
interference behaviour. Also modelled was the alternative situation where re-
gions in parameter space were found for which initially separated solitons can
be wholly or partially combined on the barrier.
Directions for further research upon what has been presented could be to apply
the same methodology to other multiple component systems; such as, consid-
ering the effects of additional components and the case where different scat-
tering length signs enable the formation of composite solitons of mixed type
(bright and dark). Another directions would be to simulate the soliton motion
in the non-polynomial GPE. Note that for the case where the scattering lengths
take different values, the non-polynomial GPE analogue for two components
takes the form of a set of four coupled nonlinear equations. These can be sim-
ulated in order to investigate the difference between motion in the 1D binary
GPE and in the non-polynomial binary GPE. The outcome of this would be to
gain more understanding of the effects of 3D dynamics on the soliton motion
(without simulating the fully 3D GPE).
Another interesting topic for further research would be to incorporate the sys-
tem into an interferometer scheme. In order to do this, one would have to im-
plement a protocol for conversion between the components (experimentally
utilising atomic level transitions). More suited to the case where f = 0.5 (equal
populations), the premise would be to combine the atomic transitions with the
different scattering properties (meaning both low energy quantum scattering
properties and the effect on the interaction with the barrier due to the different
soliton properties) in order to obtain two solitons which can undergo interfer-
ence effects on the potential barrier. One could investigate the parameter re-
gimes under which this could work and the effects of the combined protocol on
the coherence of the split solitons.
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5.2 Splitting on narrow barriers using geometric po-
tentials
In this investigation, the objective was to improve upon the soliton interfero-
metry scheme using a diffraction-limited Gaussian barrier as the beam split-
ter by replacing it with a geometric potential beam splitter which can pro-
duce a subwavelength width barrier. This potential is formed from a non-
adiabatic correction term which originates in the kinetic energy term of the
Gross–Pitaevskii equation. Using two coupling beams in a Λ-system with a
Gaussian and a first order Hermite–Gaussian profile, the form of the barrier
obtained is the square of a Lorentzian. A potential disadvantage of this sys-
tem would be the fixed relationship between the height of the barrier and its
area. The advantage, however, is that the amount of tunnelling in the system is
constant for increasing areas (in the narrow barrier limit, this means a higher
velocity for equal transmitted and reflected outgoing solitons). The degree of
tunnelling here means the ratio between the centre-of-mass kinetic energy and
the barrier height (at half transmission).
The barrier was compared to various other shapes of barrier of either exper-
imental or theoretical significance in order to improve understanding as well
as knowledge of the limits in which interferometry can be enhanced. These
barriers were the Gaussian barrier, as it is the closest approximation to a laser
beam profile generating a repulsive barrier when blue-detuned; the δ-function
barrier which represents a barrier with finite area and infinitesimal width such
that the soliton can only pass via tunnelling; and a sech2 barrier which is a finite
width barrier for which an analytical treatment can be given in the high-velocity
limit for its transmission.
When considering the three-component system generating the narrow barrier,
it is modelled using the VGPE. The ideal system is where all of the scattering
lengths are equal (and negative to support a bright soliton). The scattering
lengths can be manipulated using the Feshbach resonance technique but there
is limited control of the scattering lengths independently. In order to address
the departure from the ideal situation, the parameter g was introduced as the
ratio between the other scattering lengths and the scattering length of the initial
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state in which the soliton exists. It was shown numerically that as the value of w
(related to the ratio between the two laser powers) decreases, corresponding to
narrower barriers and higher velocities over which the transmission increases
from zero to one, the value of g has less impact on the performance of the in-
terferometer.
The other parameter in the three level system which has no counterpart in the
single component system interacting with the squared Lorentzian barrier is the
value ofΩ (proportional toΩ0) which is the absolute value of the coupling of the
Gaussian beam; upon which the parameter characterising the resultant bar-
rier is found as the ratio of the Hermite–Gaussian beam power to this Gaussian
beam power. This parameter needs to be significantly large so as to prevent loss
into the lower energy |−〉 state during the barrier passage. A large value of Ω is
ideal (at least within the constraints of the model as a large value in an experi-
mental system could result in the breakdown of the three level approximation).
The difficulty is in simulations of the system as an extremely small timestep is
required to model these dynamics as well as the matrix operations required to
execute the time evolution of the non-diagonal terms in the VGPE. The data
presented already approached the practical limit of feasible computation dur-
ation.
Developments of the research presented could be to consider the case of non-
zero detuning and spontaneous emission terms in the simulations. The simu-
lations shown take both of these terms to have a value of zero. In order for the
scheme to work as a suitable interferometer, the soliton after the splitting by
the barrier has to be wholly in the original ground state of the three-level sys-
tem (|g1〉). We considered values of the coupling frequency (Ω) which fulfill this
condition and note that the presence of a decay term could be mitigated with a
higher value ofΩ. However, simulating increasing values ofΩ is constrained by
computational limitations. In the ideal operational limit, the timescales of the
atomic dynamics (the three-level system) and the soliton dynamics (interac-
tions with the barrier) are disparate which makes them difficult to model in the
same simulations. A valid approach could be to utilise the separation of linear
and nonlinear dynamics and take the relevant single component GPE system
presented in the thesis for the interaction of the soliton with the barrier (includ-
ing the g 6= 1 case) as well as an appropriate linear vector Schrödinger equation
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to model the system forming the effective barrier. These two approaches could
even be combined by, for example, incorporating a loss term into the soliton
dynamical equation with parameters determined using the linear barrier sim-
ulations.
Another direction for further work would be to elaborate upon the issue of prac-
tical (experimental) implementation. This was partly addressed by considering
the effect of beam misalignment on the interferometer sensitivity. Note that the
misalignments refers here to different sized beam waists and different beams
centres. As we consider the system to inhabit a ring trap, we do not have to ac-
count for the issue of an off-centred barrier. If the barrier was off-centred in a
harmonic trap, then this would be another possible origin of error. We chose
not to consider this as it is also a problem in a single beam soliton-barrier ex-
periment and is not unique to the two-beam barrier we consider here. Further
thought could also be given to issues such as noise in the beams and its effect
on the system as well as three-dimensional effects arising from the fact that the
soliton exists as a 1D limit of a 3D system.
Appendix A
Appendix
A.1 Three level system with a non-zero detuning
The relevant equations describing the atomic system (independent of the non-
linearities) can be readily generalised to incorporate a non-zero detuning from
the excited state (the two-photon detuning remains zero), however, the expres-
sions become much more involved. Crucially, the form of the resulting poten-








N± = (1+ε2±)−1/2. (A.2)
































∂xε± = [±(Ω̄2 + ∆̃2)−1/2 − Ω̄−1ε±](∂xΩ̄)
= [±(Ω̄2 + ∆̃2)−1/2 − Ω̄−1ε±]Ωc(∂xΩc)
Ω̄
∂x N± =−2−1(1+ε2±)−3/22ε±(∂xε±)
=−ε±N 3±[±(Ω̄2 + ∆̃2)−1/2 − Ω̄−1ε±]
Ωc(∂xΩc)
Ω̄
N 2++N 2− = 1
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ε2+N
2
++ε2−N 2− = 1
ε+N 2++ε−N 2− = 0
−ε+ε− = 1.

































































































Then, one can find an expression for A = iU †(∂xU )






























































































































1 −C N− C N+
−C N− N 2++C 2 N+N−
C N+ N+N− N 2−+C 2
 . (A.3)
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