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Resumen 
 
La secuenciación de tareas o actividades con limitación de recursos 
(RCPSP: resource-constrained project scheduling problem) es un problema 
combinatorio clásico que aparece en diversos campos como la gestión de 
proyectos productivos y logísticos. El problema consiste en establecer el 
orden de lanzamiento de las actividades y la asignación de recursos que 
suponga menor tiempo de ocupación del sistema. Las heurísticas greedy 
basadas en reglas de prioridad son las más empleadas para su resolución, 
también se han propuesto procedimientos de búsqueda local con 
definiciones clásicas de vecindario válidas para cualquier problema de 
secuencias. Aquí se proponen dos procedimientos híbridos que combinan 
las cualidades de ambas familias de métodos de resolución: un algortimos 
genético en el espacio de metaheurísiticas y un combinador de reglas 
mediante lógica difusa, además de acompañarla con los resultados de una 
experiencia computacional. 
 
Palabras clave: RCPSP, Programación de actividades, heurísticas, 
búsqueda local, algoritmos genéticos, lógica difusa, secuenciación de 
tareas. 
 
1   Introducción 
 
La secuenciación de tareas o actividades con limitación de recursos (RCPSP: 
Resource-Constrained Project Scheduling Problem) es un problema clásico de 
optimización combinatoria que ha sido ampliamente tratado en la literatura 
Hartmann, Kolisck (1998), Özdamar, Ulusoy (1998), Wegzlarz (1998). El problema 
consiste en determinar el programa compatible de menor duración de un conjunto de 
actividades con duraciones conocidas que presentan restricciones de tipo potencial 
(relativas a las precedencias entre tareas) y acumulativas (relativas al consumo de 
unos recursos finitos limitados por su disponibilidad). 
  
En este contexto, se entiende por programa: establecer un calendario (instantes de 
inicio y finalización de las tareas) y una asignación de recursos. Si además el 
programa satisface las restricciones, éste es compatible. El objetivo es, por tanto, 
                                                            
* Este trabajo ha sido parcialmente subvencionado por los proyecto TAP98-0494 
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establecer el orden de ejecución de las actividades para obtener un programa 
compatible de menor duración, lo que consiste en minimizar el instante de 
finalización de la última tarea (makespan).  Entre las múltiples aplicaciones del 
RCPSP se encuentra la secuenciación de tareas de ensamblado y la gestión de 
proyectos.  
 
Para la resolución exacta del problema se han utilizado distintos procedimientos 
basados en técnicas de branch and bound y en la programación dinámica, Patterson 
(1984), Simpson, Paterson (1996), aunque su aplicación sólo es viable para 
ejemplares de dimensiones pequeñas debido al carácter NP-hard del problema 
Blazewicz, Lenstra, Rinnoy Kan (1983), en los ejemplares de tamaño real se han 
empleado diversas heurísticas, entre las que destacan las de tipo greedy basadas 
en la construcción progresiva de una solución mediante el uso de reglas de prioridad 
que condicionan el lanzamiento de las tareas, ya sea en serie o en paralelo, Álvarez-
Valdés, Tamarit (1989), Kolisch (1996). Las reglas se refieren o combinan aspectos 
tales como la duración, la holgura total, el número de actividades siguientes, la 
solicitud de recursos, etc. y sirven para establecer una ordenación de tareas en cada 
iteración, con el propósito de seleccionar la tarea más prometedora según el índice 
utilizado, entre un conjunto de candidatas compatibles con la parte de la solución ya 
construida; las tareas candidatas son aquéllas cuyas precedentes han sido 
programadas y su requerimiento de recursos no supera las disponibilidades de los 
mismos.  
  
La aplicación de este tipo de algoritmos heurísticos suele ofrecer soluciones 
aceptables, en promedio, tanto más cuanto mayor sea el número de aspectos que 
combina la regla. No obstante, no puede concluirse que exista una única regla que 
supere a todas las demás ante cualquier ejemplar de problema. Por otra parte, salvo 
que se incorpore el azar al procedimiento, siempre ofrecerán las mismas soluciones. 
  
Una segunda clase de heurísticas son los métodos de búsqueda local o 
procedimientos de exploración de entornos Díaz et al. (1996), Storer, Wu, Vaccari 
(1992), entre ellos se encuentran: los procesos de escalado (HC), el recocido 
simulado (SA), la búsqueda tabú (TS) y los algoritmos genéticos (GA). Esta segunda 
clase de heurísticas proporciona vías alternativas para buscar soluciones en un 
espacio delimitado por la definición de un vecindario. No obstante, si la definición del 
vecindario es general y válida para cualquier problema de secuencias, se pierde 
entonces el conocimiento sobre el problema específico que sí es tenido en cuenta 
por las heurísticas greedy.  
 
En el presente trabajo se proponen un procedimiento de búsqueda local (un 
algoritmo genético) y un procedimiento de construcción progresiva (un combinador 
de reglas mediante lógica difusa) que incorporan los siguientes aspectos de ambos 
tipos de procedimiento: 1) el conocimiento sobre el RCPSP que ofrecen las reglas 
de prioridad específicas del problema y 2) la posibilidad deseable en todo problema 
combinatorio de generar diversas soluciones en el espacio de búsqueda. 
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2 Combinación de heurísticas en los procedimientos de búsqueda 
  
2.1  Un ejemplo ilustrativo 
 
En la figura 1 se muestra un montaje electrónico formado por 12 actividades que se 
deben realizar por una pareja de robots soldadores; las ligaduras de precedencia 
están marcadas por las reglas de montaje, (Una vez montado la placa con el 
amplificador operacional (A) se debe situar la resistencia, soldar patilla izquierda y 
finalmente soldar patilla derecha) y las duraciones para las actividades B1, C1, D1, 
B2, C2, D2, E1, F1, G1, E2, F2 y G2 son respectivamente, 12, 14, 12, 30, 34, 28, 16, 
14, 18, 20, 20 y 22 segundos. 
 
 
Figura 1: Ensamblado  mediante dos robots. 
 
El ejemplo propuesto se ha resuelto mediante un procedimiento de lanzamiento de 
actividades en paralelo con las 100 reglas de prioridad que se relacionan en el 
anexo 1: SIO (Shortest Imninent Operation), GRD (Greatest Resource Demand), 
Minimum Job Slack (MINSLK), Wheighted Resource Utilitation Ratio and 
Precedence (WRUP), etc. La mejor solución hallada (sin optimización local) presenta 
un tiempo de finalización del proyecto de 124 s. con soluciones comprendidads entre 
los 126 y 142 en el resto de casos. No  obstante, es fácil hallar a simple vista 
soluciones óptimas para el ejemplar, tal como se muestra en la figura 2. 
 
 
Figura 2:  Soluciones óptimas para el ejemplo 
 
 
Este sencillo ejemplo no pretende cuestionar la calidad de las reglas, sino la forma 
de aplicarlas y la rigidez de la utilización de una única heurísitica durante todo el 
proceso. 
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2.2 Combinación de heurísticas en los procedimientos de búsqueda 
 
Existen diversas técnicas para la combinación de reglas heurísticas, ya sea en 
procedimientos de construcción progresiva o en métodos de búsqueda local. 
 
En Cooper (1976), se expone la aplicación de un procedimiento de combinación de 
heurísticas en que esta selección se realiza de forma aleatoria en cada ocasión que 
se debe tomar una decisión. Los resultados que se obtienen son mejores que los de 
la elección de una única heurística durante todo el proceso. Este método incorpora 
también y de forma paralela la obtención de diferentes soluciones al añadir un factor 
de azar en el proceso. 
 
En el caso de la búsqueda local, una forma típica de definir el vecindario o conjunto 
de soluciones vecinas a una concreta consiste en caracterizar una solución 
mediante una secuencia de elementos (p.e. una secuencia de tareas de ensamblado 
que establece el orden en que deben realizarse) y realizar intercambios de 
elementos entre posiciones de la secuencia siguiendo unas reglas. Se han 
propuesto otras alternativas para la definición de vecindarios (10) basadas en la 
relación que existe entre una heurística h y la solución s que se obtiene al aplicarla a 
un ejemplar del problema p: h(p) = s.  La capacidad de definir vecindarios en el 
espacio de las heurísticas está en la posibilidad de desarrollar nuevas versiones 
parametrizadas del conjunto de heurísticas disponibles y específicas de un problema 
o en separar las decisiones de secuenciación y asociarlas a una regla, permitiendo 
caracterizar una solución a través de un vector de reglas: r = (ρ[1], ρ [2], ...., ρ [N]) 
donde N es el número de tareas y  [k] es la regla que se aplica en la k-ésima decisión 
de secuenciación. 
 
2.3  Combinación de reglas mediante lógica difusa 
 
La lógica difusa (fuzzy logic) es una técnica proviniente de la inteligencia artificial 
que pretende simular la incertibumbre del lenguage natural, introducida por el Dr. 
Lotfi Zadeh de la Universidad de Berkeley en los años 60. Consiste en un 
superconjunto  que engloba la lógica booleana que aprovecha el concepto de verdad 
parcial, aquellos valores que se encuentran entre verdad y falsedad total, tal como 
se puede ver en Dubois, Didier y Prade (1980) y Kruse, Gebhardt y Klawonn (1994). 
Las aplicaciones donde se ha utilizado con éxito este procedimiento son varias y en 
diversos campos, como el control por ordenador,  sistemas financieros, análisis de 
datos y la optimización combinatoria.  
 
El funcionamiento de esta técnica consiste en evaluar una serie de parámetros de 
entrada mediante condiciones difusas que determinen el estado del sistema, para su 
posterior categorización y, en función del subconjunto al que peretenezca, decidir 
qué medida debe de tomarse delante de la situación a la que se enfrenta. Así, en 
base a las condiciones de la solución en proceso de construcción, podemos 
categorizarla en un subconjunto donde unas heurísticas que exploten el 
conocimiento sobre características del problema que poseen sean las aplicadas. 
 
Bajo este marco de actuación, el proceso de elección de una heurística a aplicar 
mediante lógica difusa, en un problema de secuenciación, se subdivide en los 
siguientes pasos: 
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1.Obtención de los parámetros de condición: Se calculan los parámetros que 
definen las condiciones de la solución en curso, para su uso como variables de 
entrada. 
2.Fuzzificación: Se aplican las reglas de categorización de la solución incumbente 
a las variables de entrada determinando el nivel de verdad de cada una de las 
premisas. 
3.Inferencia: Se computa el valor de cada premisa y se obtiene el juego difuso a 
asignar a la variable de salida. 
4.Se compone el juego difuso para la elección de la regla que se utilizará.  
5.Finalmente, se utiliza esta regla para escoger la actividad a secuenciar. 
 
 
3 Nomenclatura del problema 
 
N  número de tareas  
M  número de tipos de recurso 
i  índice de tarea, 1≤i≤N 
j  índice de recurso, 1≤j≤M 
k  índice de decisión de programación, 1≤k≤N  
T  instante de lanzamiento 
P(i) duración de la tarea i  
C(i) instante de finalización de la tarea i programada 
Γ(i) conjunto de precedentes de i 
R(i,j) unidades de recurso j requeridas por la tarea i 
R(j) unidades de recurso j disponibles. Inicialmente R0(j)  
X conjunto de tareas  pendientes de programar. Inicialmente X0. 
Y conjunto de tareas candidatas por precedentes programadas (Y⊆X) 
Z conjunto de tareas programables por relaciones de precedencia y disponibilidad 
de recursos  (Z⊆Y). 
W  conjunto de tareas en proceso 
S conjunto de tareas en proceso con menor fecha de finalización 
ρ [k]  regla de la k-ésima decisión de programación. 
C máximo de los instantes de finalización de las tareas programadas. 
Cmax Makespan 
 
 
4 Un procedimiento de exploración de vecindarios en el espacio de 
heurísticas.  
 
Un procedimiento de exploración de vecindarios en el espacio de las heurísticas 
pretenderá la generación de un vector r de reglas que pueden posteriormente 
evaluarse, mediante un algoritmo como el que se presenta seguidamente. La 
generación del vector de reglas puede realizarse mediante cualquiera de los 
procedimientos de exploración de entornos conocidos, tales como el recocido 
simulado, la búsqueda tabú o los algoritmos genéticos. En el presente trabajo se 
muestra una aplicación desarrollada con algoritmos genéticos. 
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4.1  Evaluación de un vector de reglas 
 
Dado un vector de reglas r, la forma de obtener una solución es inmediata; para ello, 
basta el siguiente algoritmo: 
 
0. Inicializar: 
T←0; k←1; C(i) ←∞ para todo i (1≤i≤N); R(j)←R0(j)  para todol j (1≤j≤M); 
X←X0; W ←∅ 
1. Construcción de Y: Y ={y∈X : ( C(x)≤T ∧ x∈Γ(y) ) ∨ Γ(y)=∅ }. 
2. Construcción de Z: Z ={z∈Y : R(z,j)≤R(j) para todo j}; Si Z=∅ Ir a 5. 
3. Programar tarea: 
Ordenar Z según la regla ρ [k] 
Sea  z* la primera tarea de Z 
C(z*)=T+P(z*); R(j)← R(j)-R(z*,j) para todo j; W←W+{ z*}; C = max[C(w)] con  
w∈W 
Y←Y-{ z*}; X←X-{ z*}; Si  X=∅ Ir a 6. 
4. Incrementar contador de decisiones: k ←k+1; Ir a 2 
5. Liberar recursos:  
Buscar S={ s : C(s) = min[C(w)] con w∈W } 
R(j←R(j) + Σ s∈S R(s,j) para todo j; T ←T+ C(s) con s∈S; W←W – S; Ir a 1. 
6. Determinar Cmax: Cmax = max[C(w)] con  w∈W 
Finalizar. 
 
4.2 Descripción del algoritmo genético 
 
Notación  
 
I  número de elementos de la población 
L  número de generaciones 
p  instancia del problema a resolver 
Πr  población de ascendentes de secuencias de reglas 
Πh población de ascendentes de heurísticas 
Πs  población de ascendentes de soluciones 
Δr población de descendientes de secuencias de reglas 
Δh  población de descendientes de heurísticas 
Δs  población de descendientes de soluciones 
Λr población de descendientes mutados de secuencias de reglas 
Λh población de descendientes mutados de heurísticas 
Λs población de descendientes mutados de soluciones 
Ωr población de elementos regenerables de secuencias de reglas 
ri i-ésimo elemento de Πr o Δr o Λr,o Ωr 
hi i-ésimo elemento de Πh o Δh o Λh o Ωh 
si i-ésimo elemento de Πs o Δs o Λs  o Ωs 
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Algoritmo GA1 
 
0. Inicializar: 
0.1 Generar una población inicial Πr de I secuencias homogéneas y distintas de 
reglas: Πr ={ ri = (ρ[1],..., ρ [N]) : ρ[1]= ..= ρ [N]} 
0.2 Definir la población inicial de heurísticas: Πh = { hi = hi(ri,A1) : ri ∈Πr}  
0.3 Generar la población de soluciones de p y evaluar: Πs = { si = hi(p) : hi ∈Πh}  
0.4 Guardar como incumbentes el par (h*,s*) que presenta menor makespan. 
0.5  Determinar el fitnees de los elementos de Πs. El fitness se calcula de la 
forma: 
∑ =
−
−
−
−
= I
i i
j
j DD
DD
f
1
1
min
1
min
)(
)(
α
α  
donde: 
 
Di   makespan de la i-esima solución 
Dmax  mayor makespan de la población 
Dmin  menor makespan de la población 
α     índice de homogeneidad de la población: ∑
= −
−
=
I
i
i
DD
DD
I 1 minmax
min1α  
Iterar L veces a través de los pasos siguientes: 
 
1. Selección de ascendentes: Constituir I/2 parejas de elementos de Πr en función 
del fitness de los elementos de Πs .  
2. Selección de parejas a cruzar: 
2.1 Determinar la probabilidad de cruce de la generación en curso: Pc = Pc(α) 
2.2 Asignar un número aleatorio a cada pareja de secuencias de reglas 
2.3 Decidir para cada pareja de secuencias de reglas si hay cruce o no en 
función de su número aleatorio y de Pc. 
3. Generar descendientes: 
3.1 Cruzar las parejas de secuencias de reglas seleccionadas, generando dos 
descendientes por cada pareja como mínimo. Se crea Δr. 
3.2 Generar Δh  y Δs  a partir de Δr de forma análoga a 0.2 y 0.3, respectivamente. 
3.3 Determinar el makespan de los elementos de Δs .Si algún elemento de Δs 
presenta mejor makespan que el de la solución incumbente,  guardar como 
heurística y solución incumbentes el par (h*,s*) asociado a dicho elemento. 
4. Mutar descendientes: 
4.1 Determinar la probabilidad de mutación de la generación en curso: Pm = 
Pm(α) 
4.2 Asignar un número aleatorio a cada elemento de Δr. 
4.3 Decidir qué elementos de Δr se mutan o no  en función de su número 
aleatorio y de Pm. 
4.4 Mutar los elementos de Δr seleccionados. Se crea Λr. 
4.5 Generar Λh  y Λs  a partir de Λr de forma análoga a 0.2 y 0.3, 
respectivamente. 
4.6 Determinar el makespan de los elementos de Λs Si algún elemento de Λs 
presenta mejor makespan que el de la solución incumbente,  guardar como 
heurística y solución incumbentes el par (h*,s*) asociado a dicho elemento. 
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5. Regeneración de la población: 
5.1 Construir la población de elementos regenerables: Ωr← Πr + Δr  + Λr  
5.2 Determinar el fitness de los elementos de las poblaciones Δs y  Λs como se 
indica en 0.5.  
5.3 Seleccionar I elementos del conjunto Ωr en función del fitness de los 
elementos de los conjuntos Πs , Δs  y Λs.  
 
5 Un procedimiento de construcción progresiva con un combinador de reglas 
 
La construcción de la solución con un combinador de reglas mediante lógica difusa 
se basa en el algoritmo greedy de secuenciación en paralelo Kolisch (1996), 
cambiando únicamente la forma de elegir la tarea; a continuación se detalla este 
algoritmo y posteriormente la implementación de la selección de reglas, ya sea de 
forma aleatoria o bien mediante lógica difusa.  
 
5.1  Algoritmo Greedy. 
 
 
0. Inicializar: 
T←0; k←1; C(i) ←∞ para todo i (1≤i≤N); R(j)←R0(j)  para todol j (1≤j≤M); 
X←X0; W ←∅ 
1. Construcción de Y: Y ={y∈X : ( C(x)≤T ∧ x∈Γ(y) ) ∨ Γ(y)=∅ }. 
2. Construcción de Z: Z ={z∈Y : R(z,j)≤R(j) para todo j}; Si Z=∅ Ir a 5. 
3. Seleccionar regla: 
Sea ρ [k] una regla fija, una regla al azar entre las disponibles o la obtenida 
mediante lógica difusa. 
4.  Programar tarea: 
Ordenar Z según la regla ρ [k] 
Sea  z* la primera tarea de Z 
C(z*)=T+P(z*); R(j)← R(j)-R(z*,j) para todo j; W←W+{ z*}; C = max[C(w)] con  
w∈W 
Y←Y-{ z*}; X←X-{ z*}; Si  X=∅ Ir a 7. 
5. Incrementar contador de decisiones: k ←k+1; Ir a 2 
6.  Liberar recursos:  
Buscar S={ s : C(s) = min[C(w)] con w∈W } 
R(j←R(j) + Σ s∈S R(s,j) para todo j; T ←T+ C(s) con s∈S; W←W – S; Ir a 1. 
7. Determinar Cmax: Cmax = max[C(w)] con  w∈W 
Finalizar. 
 
 
5.2  Selección de la regla mediante lógica difusa. 
 
La etapa de elección de una regla se puede categorizar por diversos parámetros que 
afectan la elección de una actividad, tales como el número de candidatas existentes, 
la disponibilidad de recursos que se poseen o el margen de finalización de las tareas 
candidatas para no retrasar el conjunto del proyecto. En el caso de poseer muchos 
recursos disponibles, la intuición nos encaminaría a la elección de una actividad con 
un consumo alto de recursos, mientras que si poseemos un número de candidatas 
bajo, seguramente intentaríamos escoger una actividad que ampliase el número de 
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candidatas en la siguiente elección. Las reglas heurísticas explotan este 
conocimiento apriorístico del problema para obtener buenas soluciones. La lógica 
difusa es un elemento válido para definir estas condiciones tal como las representa 
el lenguaje natural (muchos recursos, pocas candidatas) y a partir de él escoger una 
regla que asigne la actividad. 
 
En el caso implementado del problema, se han tenido en cuenta dos reglas de 
categorización, la disponibilidad de recursos y el número de candidatas existentes. 
El parámetro de veracidad de las premisas se enmarca respecto a los recursos 
totales disponibles y a la etapa del grafo con mayor amplitud. De la inferencia de 
ambas premisas obtenemos cuatro estados diferentes (pocos recursos y pocas 
candidatas, pocos recursos y muchas candidatas...) con un subconjunto de 
heurísticas asociadas a cada una de las condiciones. 
 
La formalización del algoritmo es la siguiente: 
 
Notación: 
 
 α: Variable de control de la disponibilidad de recursos 
 β: Variable de control del número de candidatas 
 αthresshold: Parámetro de corte de la disponibilidad de recursos 
 βthresshold: Parámetro de corte del número de candidatas 
 
Algoritmo:  
 
1.Determinar las variables de entrada 
 
∑
≤≤
=
Mji
jR )(α  
 
[ ]Zenum=β   
 
 
2.Fuzzificación de las variables 
 
 
∑ ∑
≤≤ ≤≤
=
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1
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α
α  
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β
β =  
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3.Inferencia de ambas premisas. 
 
Si α<αthresshold Y β<βthresshold  
escoger_grupo(1); 
  si no 
   si α<αthresshold Y β>βthresshold  
    escoger_grupo(2); 
  si no 
   si β<βthresshold  
    escoger_grupo(3); 
  si no 
    escoger_grupo(4); 
   fsi 
 
4.Elección al azar de una regla de la categoría. 
 
Escoger una regla al azar del grupo correspondiente. 
 
6  Experiencia computacional 
 
La experiencia computacional realizada para el algoritmo genético consiste en la 
resolución de 270 ejemplares del problema con N  (número de tareas) comprendida 
entre 6 y 15,  con tres valores de M (número de tipos de recursos): 1, 2 y 3, y con 
valores de P(i) (duración de las tareas) comprendidos entre 1 y 16. También se han 
considerado distintas densidades de grafo de Davis & Patterson (número de arcos 
dividido por numero de actividades) y en concreto se han establecido tres 
agrupaciones: baja, media y alta con valores comprendidos entre [0.50, 1.25], [1.25, 
1.75]  y [1.75, 2.50], para ejemplares de más de 10 actividades, y  [0.00, 0.50], [0.50, 
1.00] y [1.00, 1.50], para los de menos de 11 actividades. Para obtener los óptimos, 
GA1 empleó menos de 12 minutos con  un Pentium II.   
 
Para tener en consideración todas las reglas expuestas en el anexo 1, se ha tomado 
un tamaño de población I =100 (cada elemento representa una heurística asociada a 
una regla); para aumentar el tamaño de la población inicial, basta incorporar otras 
reglas, o generar reglas híbridas mediante combinaciones lineales ponderadas de 
reglas simples. 
 
Por otra parte, los elementos de Πr se seleccionan por sorteo, para constituir 
parejas, en función del fitness; las parejas se forman a partir de dos extracciones 
consecutivas. En cuanto al cruce y mutación de elementos, se han tomado las 
probabilidades, respectivas, Pc = 1 - 0.5α  y  Pm = 0.05 + 0.95α, dependientes del 
índice de homogeneidad. El cruce entre dos elementos se realiza por dos puntos 
seleccionados al azar; mientras que el proceso de mutación incorporado presenta 
tres variantes: blanda (selección de dos genes al azar de un individuo e intercambiar 
sus informaciones), media (aplicar a un gen, tras su selección al zar, todas las reglas 
y retener el cromosoma que ofrece menor makespan) y dura (2-intercambio 
exhaustivo entre las informaciones de los genes). Finalmente, el proceso de 
regeneración funciona de forma similar al de selección. 
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En el caso del combinador de reglas mediante lógica difusa, se ha utilizado el juego 
PSPLIB disponible en: 
 
 http://halfrunt.bwl.uni-kiel.de/bwlinstitute/Prod/psplib/library.html  
 
La página contiene 2040 ejemplares divididos por el número de actividades (con 
valores de 30, 60, 90 y 120 tareas) y con cuatro recursos a tener en cuenta. Se han 
tomado diferentes valores de α y β (0,4 , 0,4) , (0,3 , 0,3) y (0,2 , 0,2) y se han 
resuelto todas las instancias con los procedimientos heurísticos, y con los dos 
algoritmos presentados en la sección 5, con 100 lanzamientos para cada parámetro 
y procedimiento, con unos tiempos inferiores a 0,2 segundos en todos los casos. 
Para cada tipo de problema según el número de tareas y para cada forma de 
seleccionar la regla a utilizar, se ha observado la media de la solución obtenida en 
cada una de las ejecuciones y el mejor valor obtenido. A continuación se muestran 
los resultados obtenidos. 
 
Los procedimientos heurísticos se denotan con una H, el algoritmo con elección de 
reglas de forma aleatoria con una G, mientras que F4, F3, F2 se refiere a la 
combinación de reglas mediante lógica difusa con alpha y beta 0.4, 0.3 y 0.2 
respectivamente. F es el conjunto de los resultados de F4, F3 y F2. 
 
 media H media F4 media F3 Media F2 media G Media F Media y E F 
30 tareas 131 40 33 40 36 131 272 
60 tareas 118 110 40 53 14 149 280 
90 tareas 99 132 59 49 10 160 287 
120 tareas 85 338 88 79 6 390 390 
 
Tabla 1: Número de problemas con mejor media para cada uno de los métodos. Sólo se contabilizan 
las ocasiones en que sólo una regla obtiene mejor resultado que las demás, descartando empates, 
menos la última columna que muestra los mejores valores, incluyendo empates de las reglas con 
lógica difusa. 
 
  media H Media F4 media F3 Media F2 media G media F media y E F 
30 tareas 0.27 0.08 0.07 0.08 0.08 0.27 0.57 
60 tareas 0.25 0.23 0.08 0.11 0.03 0.31 0.58 
90 tareas 0.21 0.28 0.12 0.10 0.02 0.33 0.60 
120 tareas 0.14 0.56 0.15 0.13 0.01 0.65 0.65 
 
Tabla 2: Número de problemas con mejor media para cada uno de los métodos en porcentaje. 
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Gráfico 3: Representación de la tabla 2 de forma gráfica para visualizar la evolución a mayor número 
de tareas. 
 
 mejor H mejor F4 Mejor F3 mejor F2 Mejor G mejor F mejor y E F mejor y E H mejor y E G 
30 tareas 38 10 5 24 73 142 353 240 277 
60 tareas 34 64 28 57 43 220 398 199 207 
90 tareas 20 81 66 59 26 261 431 174 181 
120 tareas 25 202 148 128 27 530 548 35 37 
 
Tabla 3: Número de mejores valores medios encontrados para cada uno de los métodos. Sólo se 
contabilizan las ocasiones en que sólo una regla obtiene mejor resultado que las demás, existiendo 
una primera columna con sólo los estrictamente mejores y una segunda con empates. 
 
 
 mejor H mejor F4 mejor F3 mejor F2 mejor G mejor F mejor y E F mejor y E H Mejor y E G 
30 tareas 0.08 0.02 0.01 0.05 0.15 0.30 0.74 0.50 0.58 
60 tareas 0.07 0.13 0.06 0.12 0.09 0.46 0.83 0.41 0.43 
90 tareas 0.04 0.17 0.14 0.12 0.05 0.54 0.90 0.36 0.38 
120 tareas 0.04 0.34 0.25 0.21 0.05 0.88 0.91 0.06 0.06 
 
Tabla 4: Número de problemas con mejor resultado para cada uno de los métodos en porcentaje. 
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Gráfico 4: Representación de la tabla 4 de forma gráfica para visualizar  
la evolución a mayor número de tareas. 
 
Como se puede observar el combinador de reglas mediante lógica difusa obtiene 
mejores resultados que las heurísticas incrementando la ventaja en caso cuanto más 
complicado es el problema, sin un excesivo crecimiento del tiempo de computación. 
 
7 Conclusiones 
 
El presente trabajo propone una vía para explorar soluciones en el problema RCPS. 
La clave del método consiste en incorporar al procedimiento de búsqueda local el 
conocimiento que aportan las heurísticas específicas del problema. De esta forma se 
puede caracterizar una solución mediante una secuencia de reglas de prioridad. 
Para ilustrar el método se ha descrito un Algoritmo genético y un combinador de 
reglas mediante lógica difusa cuya explotación ha ofrecido resultados satisfactorios. 
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ANEXO 1 
 
Nomenclatura: 
 
P(i)  duration of task i. 
R(i,j)  number of units of resource j required by task i. 
R0(j)  number of available units of resource j 
Z  set of tasks satisfying the precedence constraints and resources availability. 
ns(i)   number of direct successors 
nst(i)  number of successors 
i→h   h is a direct successor of i. 
i⇒h   h is a successor of i. 
EST  Earliest Start Time. 
LST  Latest Start Time. 
EFT  Earliest Finish Time. 
LFT  Latest Finish Time. 
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Secuenciar la tarea z* : v(z*)=maxi∈Z[v(i)]  
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