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Abstract
Ever since we entered the digital communication era, the ease of information shar-
ing through the internet has encouraged online literature searching. With this
comes the potential risk of a rise in academic misconduct and intellectual property
theft. As concerns over plagiarism grow, more attention has been directed towards
automatic plagiarism detection. This is a computational approach which assists
humans in judging whether pieces of texts are plagiarised. However, most exist-
ing plagiarism detection approaches are limited to superficial, brute-force string-
matching techniques. If the text has undergone substantial semantic and syntactic
changes, string-matching approaches do not perform well. In order to identify such
changes, linguistic techniques which are able to perform a deeper analysis of the
text are needed. To date, very limited research has been conducted on the topic
of utilising linguistic techniques in plagiarism detection.
This thesis provides novel perspectives on plagiarism detection and plagiarism
direction identification tasks. The hypothesis is that original texts and rewrit-
ten texts exhibit significant but measurable differences, and that these differences
can be captured through statistical and linguistic indicators. To investigate this
hypothesis, four main research objectives are defined.
First, a novel framework for plagiarism detection is proposed. It involves the
use of Natural Language Processing techniques, rather than only relying on the
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traditional string-matching approaches. The objective is to investigate and evalu-
ate the influence of text pre-processing, and statistical, shallow and deep linguistic
techniques using a corpus-based approach. This is achieved by evaluating the
techniques in two main experimental settings.
Second, the role of machine learning in this novel framework is investigated.
The objective is to determine whether the application of machine learning in the
plagiarism detection task is helpful. This is achieved by comparing a threshold-
setting approach against a supervised machine learning classifier.
Third, the prospect of applying the proposed framework in a large-scale sce-
nario is explored. The objective is to investigate the scalability of the proposed
framework and algorithms. This is achieved by experimenting with a large-scale
corpus in three stages. The first two stages are based on longer text lengths and
the final stage is based on segments of texts.
Finally, the plagiarism direction identification problem is explored as super-
vised machine learning classification and ranking tasks. Statistical and linguistic
features are investigated individually or in various combinations. The objective is
to introduce a new perspective on the traditional brute-force pair-wise comparison
of texts. Instead of comparing original texts against rewritten texts, features are
drawn based on traits of texts to build a pattern for original and rewritten texts.
Thus, the classification or ranking task is to fit a piece of text into a pattern.
The framework is tested by empirical experiments, and the results from initial
experiments show that deep linguistic analysis contributes to solving the problems
we address in this thesis. Further experiments show that combining shallow and
viii
deep techniques helps improve the classification of plagiarised texts by reducing
the number of false negatives. In addition, the experiment on plagiarism direction
detection shows that rewritten texts can be identified by statistical and linguistic
traits. The conclusions of this study offer ideas for further research directions
and potential applications to tackle the challenges that lie ahead in detecting text
reuse.
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Chapter 1
Introduction
Before the era of the World Wide Web, searching for information used to take
an enormous amount of time and resources, digging through paper archives and
books. Nowadays, information is easily accessible for the internet-enabled gener-
ation without having to lift a finger - or literally, at the click of a finger. There
are, however, disadvantages notwithstanding the ease of access. Plagiarism poses
an increasing challenge to society, which affects academia and the publication in-
dustries in particular. In an attempt to maintain academic integrity and protect
intellectual property, educational institutions and publishing houses have resorted
to the use of plagiarism detection services. However, these commercial tools are
very limited and it is complicated to deal with cases in which the ownership of the
original source text is disputable.
1.1 Plagiarism
Plagiarism, which is the act of passing off somebody else’s original words and ideas
as one’s own, is seen as a moral offence and often also a legal offence. Plagiarism
has an ancient root, as the word itself is derived from the Latin words “plagiaries”,
which means abductor, and “plagiare”, which means to steal. The dictionary defi-
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1.1. PLAGIARISM
nition of plagiarism is “The action or practice of taking someone else’s work, idea,
etc., and passing it off as one’s own; literary theft.” (Oxford English Dictionary1).
Plagiarism has become a major concern since the establishment of education as-
sessment. Since we entered the internet era, the fast, vast, and easy access of
information has further escalated the problem of plagiarism.
Plagiarism exists in many different scenarios, and is often difficult to prove or
solve. From a modern educational perspective, the rise of the internet as an
information sharing platform has provided students with more ways to access
electronic materials. At the same time, essay banks and ghost writing services
known as “Paper Mills” appeared. According to an internet survey by the Coastal
Carolina University2, the list of Paper Mills in the US has soared from 35 in 1999
to over 250 in 2006, and to date the figure is still rising.
Contrary to popular belief, students are not the only ones who face scrutiny.
Apart from academic misconduct charges, plagiarism can also cause financial and
reputation losses. There have been a number of scandals where high-profile au-
thors were caught plagiarising in the publication industry, and others where even
government ministers were caught plagiarising their PhD theses. There have also
been cases where academics reused large parts of text for funding proposals. For
instance, a case study3 which surfaced in May 2010 revealed that a book written
by a professor of mathematics and algebra was in fact a plagiarised work from
another professor. The original book was written in German and the plagiarised
1http://www.oed.com/view/Entry/144939
2http://www.coastal.edu/library/presentations/mills2.html
3http://www.zeit.de/studium/hochschule/2010-05/mathematik-plagiate
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version was translated word-for-word, possibly by using machine translation tool,
and published in English by a large publishing house. The publishing house had to
withdraw the plagiarised book after the case attracted attention on the Internet.
In 2011 it was discovered that the doctoral thesis of the German defence minister
consisted of large amount of plagiarised texts.4 Within a week his doctorate was
rescinded, and he stepped down from his role. Needless to say, these examples are
only the tip of the iceberg. More case studies are listed in Appendix E.3.
As more and more information becomes available online, the sheer amount
of information for manual investigation becomes overwhelming. Hence, computa-
tional methods have been introduced to aid text reuse, authorship and direction
identification. This is where automatic plagiarism detection started to gain at-
tention, as it may be able to offer an effective and efficient solution, at a lower
economic cost than using human resources.
1.2 Plagiarism Detection
In the early days, plagiarism could only be detected manually by relying on the
readers’ own knowledge. As cognition varies from person to person, and the vast
amount of materials is impossible to attain, the process of identifying plagiarism
within text can be a difficult task. In most cases, plagiarism is identified by reading
a text that triggers a “De´ja` vu” in the reader, where the reader has recognised
it. The obvious disadvantage of the manual method is that when the amount of
information increases, a reader is less likely to be able to identify the similarities,
4http://www.tagesschau.de/inland/guttenberg762.html
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as the human brain does not function like a computer hard-disk where information
is easily accessible on demand.
One of the earliest methods of plagiarism detection was introduced by Bird
(1927), which investigated the application of statistical methods in detecting pla-
giarism of multiple-choice answers. Later methods developed through the 1960s
were focused on detecting plagiarism in multiple-choice tests. Early plagiarism de-
tection systems for written texts started to appear around the 1990s. These tools
used statistical methods to calculate similarity between texts, and most tools fo-
cused on written-text plagiarism while some focused only on computer source code
plagiarism. A detailed account of early research in plagiarism detection systems
is described in Section 3.1.
In the last decade, commercial systems have flourished thanks to the increase
in student numbers and assignments. In 2000, there were only five established
systems, four of which were used for identifying written-text plagiarism and one
for identifying source-code plagiarism (Lathrop and Foss, 2000). A decade on,
in 2010, 47 systems were noted (Weber-Wulff, 2010). This substantial growth
suggests that plagiarism has not been dealt with effectively, thus many tools have
been developed to meet the increase in market demand.
The use of plagiarism detection systems has become the standard practice
in many higher education institutions. In the UK, many universities have been
advised by the Joint Information Systems Committee (JISC)5 to adopt the online
5http://www.jisc.ac.uk/whatwedo/topics/plagiarism.aspx
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service Turnitin c©6. It provides a similarity check against its own database that
contains archives of all previously submitted student papers, and access to web
journals and books. The text similarity detection algorithms used in commercial
systems are commercial secrets, but simple test cases which contain some level
of paraphrasing and structure changes have shown that it is possible to bypass
detection.
The inadequacy of existing systems has sparked research into plagiarism de-
tection. There are various approaches of plagiarism detection and they usually
comprise three main stages: 1) text pre-processing, 2) filtering and 3) detection.
However, existing approaches are mostly limited to exact comparisons between sus-
picious plagiarised texts and potential source texts at the character or string level.
The accuracy of these approaches is yet to reach a satisfactory level and plagiarism
continues to affect many areas, especially in the field of education and publishing.
A discussion of the advantages and disadvantages of plagiarism detection methods
is listed in Section 3.1.
The biggest challenge in the plagiarism detection field is that most approaches
are inadequate at detecting texts with substantial semantic and syntactic changes.
For a human it is easy to understand texts which carry similar meaning even
when they are rewritten using different words and structures. However, computers
are unable to understand texts in a similar manner, especially when automatic
detection relies on exact text matching. A possible solution to this challenge lies
in the research area of computational linguistics, which provides techniques for
6http://submit.ac.uk/en_gb/home
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aiding deeper linguistic analysis. The use of such techniques is still an under-
explored area in the plagiarism detection field. In order to shed light on the
existing plagiarism detection approaches, this thesis henceforth proposes the use
of linguistic techniques to investigate the deeper meaning of text in plagiarism
detection.
1.3 Aims and Objectives
The main aim of this thesis is to investigate the use of Natural Language Process-
ing (NLP) techniques in text reuse detection and direction identification tasks.
The hypothesis is that original texts and rewritten texts exhibit significant and
measurable differences, and that these can be captured through statistical and
linguistic indicators. To test the hypothesis, a framework which incorporates NLP
techniques along with existing shallow techniques is proposed to improve the iden-
tification of plagiarised texts.
The scope of the research is limited to external plagiarism, where both the sus-
picious plagiarised texts and the potential source texts are available. All plagiarised
texts and source texts are monolingual English written texts. The evaluation is
based on an empirical corpus-based approach, where different corpora are used to
test various experimental settings. When applicable, supervised machine learning
models are used for text classification. Initial experiments refer to plagiarised text
cases as “plagiarised documents”, which in later experiments are referred to as
“plagiarised passages” as the plagiarised text length changes.
More specifically, this thesis attempts to answer the following research ques-
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tions:
• How can Natural Language Processing techniques be used to improve the
performance of existing approaches?
• Does machine learning bring any benefits to the plagiarism detection frame-
work?
• Will the framework perform well in a small-scale scenario as well as a large-
scale scenario?
• Can the task of identifying the direction of plagiarism benefit from the in-
vestigation of statistical and linguistic traits?
To answer the above research questions, the following objectives need to be met:
The first objective is to propose a framework which incorporates NLP techniques
and the string-matching approach. The task is to identify text pre-processing,
statistical, shallow and deep linguistic techniques which can improve traditional
approaches. The influence of the techniques is investigated and evaluated using a
corpus-based approach.
The second objective is to investigate the role of machine learning in the
proposed framework. This is achieved by adopting a supervised machine learning
classifier in the framework to support the decision between plagiarised and non-
plagiarised cases, or among several levels of plagiarism. This approach is evaluated
against non-machine learning approaches.
The third objective is to evaluate the scalability of the proposed framework
and algorithms. This is achieved by performing experiments in a small-scale sce-
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nario and a large-scale scenario, with corpora that contain cases of varied text
lengths.
The final objective is to explore the identification of plagiarism direction, by
proposing a framework that investigates statistical and linguistic traits of texts.
The task is to establish a new perspective on the traditional plagiarism detection
approach. Instead of comparing many suspicious texts against many source texts,
features are drawn based on traits of texts to build a pattern for original and
rewritten texts, allowing a text case to be fitted into a pattern rather than using
the traditional pair-wise comparison. The decision, in this case, is between whether
the text is original or plagiarised, but the indication of the source of plagiarised
cases is not a concern.
1.4 Overview of the Framework
1.4.1 Approach for external plagiarism detection
The proposed framework aims to enhance the existing string-matching plagiarism
detection approach with NLP techniques. The framework is organised as a five-
stage approach. The operation of the stages is dependent on the input data, where
in some cases not all the stages are required for specific tasks.
Stage 1: Pre-processing This stage is to prepare the input data, i.e., the entire
text collection of suspicious and source texts (corpus), with the language
processing techniques which include simple text processing and shallow NLP
techniques. This step generalises the data for feature extraction or compar-
ison in other stages.
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Stage 2: Similarity comparison This stage is to perform pair-wise comparison
for all processed texts using a similarity metric. The similarity between text-
pairs is given by a similarity score, which is then passed on to Stage 3.
Stage 3: Filtering The similarity scores generated in Stage 2 are used for judg-
ing the likelihood for a text-pair to be listed as a candidate pair. The like-
lihood is usually determined by setting a threshold on the similarity scores.
The text-pairs with higher similarity scores are selected for further process-
ing and the rest are discarded. This reduces the search span in the deep
linguistic processing stage.
Stage 4: Further processing Further processing involves the application of
deeper language processing techniques, which are computationally expensive
to be applied on the whole corpus. When the candidate pairs are retrieved,
they are processed by one or more of the modules, generating one or more
additional similarity scores.
Stage 5: Classification The final stage is to give each text pair a classification
as Plagiarised or Non-plagiarised. In some cases the Plagiarised class can be
further defined in various levels, such as Near Copy, Heavy Revision, or Light
Revision. The classification is either done by setting thresholds on the scores
from Stage 4, or by using similarity scores generated from various modules
in that stage as features in a supervised machine learning classifier.
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1.4.2 Approach for plagiarism direction identification
The proposed framework aims to bring a novel perspective to the traditional pair-
wise comparison detection approach. The framework is organised as a three-stage
approach. As opposed to the traditional external plagiarism detection approach
where plagiarised cases and source cases are treated as a pair, the identification
of plagiarism direction requires each plagiarised case or source case to be treated
on their own. This is done by drawing statistical and linguistic features from each
case that can represent rewriting or originality traits. Such features are evaluated
individually and in various combinations as supervised machine learning classifica-
tion or ranking tasks. This sheds light on a number of potential applications, such
as first-stage filtering in the traditional plagiarism detection approach, or intrinsic
plagiarism detection and authorship identification. The framework has three main
stages:
Stage 1: Pre-processing This stage is to prepare both plagiarised text segments
and original text segments with language processing techniques, which in-
clude simple text processing, shallow and deep NLP techniques. This stage
generalises the input data for subsequent stages.
Stage 2: Feature extraction Morphological, syntactic and statistical traits are
extracted and used as individual feature sets or combined feature sets.
Stage 3: Classification The final stage is to classify or rank each case into its
respective class. This can be a binary classification task to classify each case
as Plagiarised or Original, or a ranking task to sort a plagiarised and original
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pair according to which version is the most original.
1.5 Structure of the Thesis
The remainder of this thesis is organised in two main parts:
Part 1, which is covered in Chapters 2 and 3, contains the definition of plagia-
rism and plagiarism detection, and related work.
Part 2, which is covered in Chapters 4-7, contains the in-depth description of
the original contributions of this thesis.
Chapter 2 defines the important concepts related to plagiarism. The chapter
gives a clear definition of what constitutes plagiarism in an experimental setting,
which is used throughout the thesis. It also introduces various types and char-
acteristics of plagiarism. Furthermore, it lists the information used in automatic
plagiarism detection methodologies and the main types of methodologies. The
chapter concludes with a general description of evaluation approaches used in au-
tomatic plagiarism detection.
Chapter 3 covers existing plagiarism detection and direction methodologies,
including early approaches and state-of-the-art approaches. The chapter also de-
scribes the role of NLP in plagiarism detection and direction identification, the
limitations of existing approaches, and other related work.
Chapter 4 provides a detailed description of how NLP techniques are applied
in our plagiarism detection framework. It first outlines a general framework which
is used throughout the thesis, then describes the text pre-processing and NLP
techniques used in the experiments listed in Chapters 5 and 6. The rest of the
11
1.5. STRUCTURE OF THE THESIS
chapter describes the similarity metrics, machine learning algorithms and evalua-
tion metrics used.
Chapter 5 describes the experiment performed on a small-scale corpus. It
covers some general information about the corpus used, followed by the text pre-
processing and NLP techniques applied to the corpus, and the similarity metrics
and evaluation metrics used.
Chapter 6 describes the experiment performed on a large-scale corpus, on two
distinct processing levels: document level and passage level. The chapter covers
the information about the corpus used, followed by how the corpus is prepared
for the document-level and passage-level experiments. It then describes the text
pre-processing and NLP techniques applied to the corpus, the similarity metrics
and finally the evaluation methods used.
Chapter 7 describes the experiment on the identification of plagiarism direction
performed on segments of texts with various plagiarism levels. The chapter covers
the corpus used and the proposed framework, followed by the text pre-processing
and NLP techniques applied to the corpus, then by a list of similarity metrics and
machine learning algorithms applied in the experiment. The theoretical motiva-
tions are described in the feature extraction and selection section, followed by the
evaluation and results of the experiment.
The final chapter, Chapter 8, sums up the thesis by recapitulating its objectives,
offering a critical evaluation of how successfully these objectives were addressed,
and finishes by suggesting a few further research directions.
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Preliminary Notions
This chapter introduces the concepts and terminology which are necessary to un-
derstand the topic of this research. The chapter starts off with the definition of
plagiarism in a research context, then presents the different types of plagiarism
and the characteristics of plagiarism. The notion of automatic plagiarism detec-
tion and types of plagiarism detection methodologies are explained, along with a
description of the general pipeline of plagiarism detection and evaluation. The
chapter concludes with the notion of plagiarism direction detection.
2.1 Definition of Plagiarism
According to the Oxford English Dictionary definition, plagiarism is:
“The action or practice of taking someone else’s work, idea, etc., and
passing it off as one’s own; literary theft. (Oxford English Dictio-
nary7)”
Plagiarism is not considered to be a black-and-white issue, as there remain
many grey areas. Studies have stated that the concept of plagiarism is vague and
it is very difficult to give a fixed definition (Piao et al., 2001; Brin et al., 1995;
Clough, 2003).
7http://www.oed.com/view/Entry/144939
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In modern terms, the definition of plagiarism is largely influenced by human
subjectivity and it is sometimes blurred with other issues, such as intellectual prop-
erty theft, copyright infringement, and text re-use in domains such as journalism.
In some cases, reusing one’s own materials is regarded as copyright infringement,
which is also known as self-plagiarism. Another form of plagiarism also considers
collusion, where two pieces of work appear similar as two authors work together,
despite the requirement demanding individual work (Badge and Scott, 2009).
A technical definition of plagiarism is given by Sorokina et al. (2006), where
plagiarism is defined as a sequence of word n-grams from one document that ap-
pears in another document as consecutive words, or the same sequence of words
substituted by their synonyms. However, this definition does not cover cases where
orders of words are changed, or paraphrasing that consists of changes as in active/-
passive voice.
This brings the need to answer the question of “what attributes make a real
plagiarism case?” for this thesis. In our research context, with the goal of proposing
approaches to detect plagiarism, we define a plagiarism case as follows:
• A plagiarism has a sequence of words, also known as word n-grams, which
have been either directly copied or paraphrased from one source to another.
• A plagiarism case can be of various lengths; plagiarism can exist in an entire
document, or within segments of a document.
• A plagiarism case is a segment that is annotated in a corpus usually ar-
tificially created for empirical research purposes, instead of containing dis-
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putable real-life plagiarism cases.
As the focus of this thesis is not to define and justify the frontier between
plagiarism and the other aforementioned issues, the above definitions should be
sufficient for setting the specification of the experiments described in subsequent
chapters.
2.2 Types of Plagiarism
Plagiarism comes in many forms. It can happen in any field that involves a creation
process, which includes written text, computer source code, art and design, and
even music pieces. As the focus of this thesis is on written text only, the details
of other types of plagiarism will only be briefly mentioned.
The types of plagiarism which have been addressed in previous research are
mainly:
• Multiple-choice tests.
• Source code in programming languages.
• Written text, also known as free text and natural language text plagiarism.
Plagiarism in multiple-choice tests and source code is very different from pla-
giarism in written text. Detecting plagiarism in multiple-choice tests relies on
statistical approaches in which the number of matching incorrect answers between
two tests is compared to the normal distribution of similar incorrect answers in the
collection. On the other hand, source code plagiarism detection requires different
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tools and metrics which captures statistical features to determine similarities be-
tween the codes. In this study, the focus is on written text as it poses a greater
challenge, and linguistics features can be investigated alongside statistical features.
For written text plagiarism, the most common cases are found in academic
settings. Educational institutions commonly have a set of rules that list what is
considered to be plagiarism. The following are examples of how plagiarism can
occur in academia (Maurer et al., 2006):
• Ghost writer/submitting someone else’s work
• Insufficient referencing
• Direct copying, from one or multiple sources
• Paraphrasing
The above cases can occur in two types of text:
• Monolingual (copied from one language)
• Cross-lingual (copied from a second language, sometimes known as translated
plagiarism)
To keep within the scope of the study, in the rest of this thesis, the term
“plagiarism” refers to cases where monolingual English written texts have been
copied directly or paraphrased from one or more original sources.
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2.3 Characteristics of Plagiarism
The characteristics of plagiarism are often observable from statistical and linguistic
traits. There are several factors that can indicate a plagiarism case (Clough, 2000),
as we discuss in what follows.
2.3.1 Lexical changes
Lexical changes involve the addition, deletion or replacement of words in the text.
A sudden change of vocabulary, such as the excessive use of new terminology within
a document, is usually a good indication of copy-and-paste plagiarism. Another
example is the word-for-word substitution by synonyms. This type of plagiarism
is undetectable using the traditional string-matching approach. Detection would
require the analysis of lexical information throughout the text.
2.3.2 Syntactic changes
Changes in syntactic information are best observed from significant rearrangement
of the structure of the text. Examples include word/clause re-ordering, active
versus passive voice, etc. Similarities in syntactic structures can be an indication
of plagiarism, but again it is undetectable using the traditional string-matching
approach, and detection would require the analysis of syntactical structure of text.
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2.3.3 Semantic changes
This involves more radical changes in the text, normally based on heavy para-
phrasing that can include both lexical and syntactic changes. Detecting this type
of change would require the analysis of semantic information to judge whether
two texts hold the same meaning. Again, this is undetectable with the traditional
approaches.
2.4 Automatic Plagiarism Detection
This section covers basic notions on automatic plagiarism detection approaches,
including plagiarism corpora needed to create and/or evaluate such approaches,
the various types of detection and evaluation methodologies.
2.4.1 Corpora of plagiarised texts
First and foremost, existing plagiarism corpora very rarely consist of real plagia-
rism cases. The reason is that naturally occurring plagiarism cases are hard to
obtain. Artificially and simulated plagiarism cases such as the PAN plagiarism
detection competition corpus (Potthast et al., 2010b) are needed because the ac-
quisition of real plagiarism cases is often laden with social, legal and ethical issues,
along with other technical concerns.
The social concern is that publishing results generated from real data may
damage an individual’s or an organisation’s reputation, which may result in po-
tential lawsuits. The legal and ethical aspect of using real plagiarism cases in a
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corpus is that it will require the consent of both the original author and the per-
son committing the plagiarism act. Needless to say, it is very rare for someone
to actually admit to plagiarism, let alone give consent for the proof of their illicit
act to be used as a case study. The ethical concern of making the corpus publicly
available is that even if the texts had been made anonymous, in some cases it
would still be possible to identify the author. Finally, the technical difficulty of
using real plagiarism cases is that the size of the corpus needs to be large enough.
In order to facilitate an empirical study, annotations containing the details of the
plagiarised texts along with their original texts need to be made available.
These concerns resulted in major difficulties in using real plagiarism cases in
the plagiarism detection field. Hence, most research uses artificial plagiarism cases
which are either generated by computational methods or at a high cost of manual
resources. Following the terminology commonly used in the field, corpora created
for the empirical study of plagiarism detection normally contains the following:
Suspicious cases These are suspicious texts that are either non-plagiarised
(clean cases) or plagiarised (contains various levels of plagiarism).
Source cases These are the potential original texts that may be partially or
entirely copied by the plagiarised cases.
Annotations These are the labelling of each plagiarised case. In some corpora
the list can be very comprehensive, for example listing the start and end
position of the plagiarised texts, the length of the plagiarised texts, and the
same for the associated source texts. Other corpora may have a simpler list,
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only listing the suspicious-source case pairs at the document level.
In subsequent chapters, we use the term plagiarism corpus to refer to a dataset
with cases for modelling plagiarism detection approaches.
2.4.2 Types of plagiarism detection approaches
To define “plagiarism detection” for this thesis, it is first necessary to identify the
type of approach for the system. There are two main types of detection approaches,
which refer to the detection task given a type of plagiarism corpus.
Intrinsic detection
An “intrinsic” approach refers to cases where plagiarism is to be detected based
on a single piece of text, which may contain both non-plagiarised and plagiarised
passages. The detection task aims to identify plagiarised passages within that
text, without referring to any potentially original text.
Extrinsic/External detection
An “extrinsic”, or more commonly, “external” approach refers to cases where
sets of suspicious plagiarised texts and their potential original source texts are
both available. The detection task aims to identify pairs of matching suspicious-
source cases, by analysing the similarity of each suspicious case against a (often
very large) collection of potential original cases.
Hybrid detection
A “Hybrid Approach” is the combination intrinsic and external detection. This
is more likely to be applied as an improvement to the filtering stage where external
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detection is used as a filtering strategy, and then intrinsic detection is applied to
identify the location of the plagiarised passage, and vice-versa.
For external and hybrid approaches, one can distinguish between an “online
approach” and an “oﬄine approach”. An “online” approach performs comparisons
not only from a local dataset, but also searches the web for texts that may be the
original documents. An “oﬄine” approach is based on detection algorithms to
identify evidence of plagiarism within a local text collection.
Monolingual detection A “monolingual” detection approach treats the sus-
picious cases and the source cases in the same language. Suspicious cases are
derived from the source cases without any changes to the lanaguage.
Cross-lingual detection A “cross-lingual” detection approach is needed
when the suspicious cases are derived from source cases of different languages. The
derived texts are then translated by manual or automatic means. This approach
typically requires language generalisation as part of the pre-processing stage.
In this thesis, the focus is on external detection of monolingual texts in English,
within an oﬄine approach. In addition, our plagiarism detection approach provides
an indication of potentially plagiarised case pairs, instead of identifying exactly
which parts of the text have been plagiarised.
2.4.3 General framework for external plagiarism detection
The external plagiarism detection task follows a general framework that involves
three main stages of processing. The three stages are: text pre-processing, filtering
and detection. This general approach provides the foundation for the detection
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framework proposed in this thesis and described in Chapter 4.
Generally, external plagiarism detection approaches are achieved through a
large number of pair-wise comparisons, by comparing each suspicious case against
all source cases in the collection. In order to facilitate further comparison, both the
suspicious cases and the source cases can be generalised with text pre-processing
techniques such as tokenisation and lowercasing.
After the cases has been processed, pair-wise comparisons between suspicious
cases and source cases will begin. Usually this comparison uses superficial word-
overlap metrics and a similarity score is generated for each case pair. As this
is a brute-force approach, structural metrics based on computationally expensive
deeper NLP techniques cannot be applied efficiently. Thus, a “filtering” stage is
needed to rule out source cases that do not exhibit significant evidence of being
a potential plagiarism source. For example, a similarity metric based on n-gram
word overlap between suspicious and source document pair serves well as a filtering
strategy. If the similarity score of a case pair is above a certain pre-selected
threshold, then the pair will be passed on to the next processing stage. On the
other hand, if the pair is below the threshold, it will be excluded from further
investigations.
The “detection” stage refers to the classification given to each case pair after
filtering and further processing. Classification is done using more advanced and
costly similarity metrics with or without the aid of machine learning algorithms,
where one or more similarity metrics can be used as features. External plagiarism
detection approaches mostly follow a binary classification model. Similar to the
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filtering stage, if the pair is found to match certain criteria and it is over a set
threshold, it will be classified as plagiarised. In other words, the similarity score
will determine which class the pair will be classified as. Hence, “detection” refers
to producing a decision (plagiarism/non-plagiarism) for a given case pair.
The classification of pairs in the corpus is then evaluated against the gold-
standard labels given for that corpus. This usually entails the calculation of met-
rics such as precision, recall, F-score and accuracy, which leads to a quantitative
analysis of the approach. The existing evaluation approaches are discussed in
Section 3.3 and the approach applied in this thesis is described in Section 4.5.
2.5 Plagiarism Direction Detection
The detection of plagiarism direction is a fairly new research field. Related research
is discussed in Section 3.4. Plagiarism direction refers to the task of distinguish-
ing between original and plagiarised texts without comparing them directly. The
hypothesis is that source and plagiarised texts exhibit significant and measurable
differences, and that these can be captured through statistical and linguistic indi-
cators.
This is a different task to external plagiarism detection, as its requirements are
very different from the traditional three-stage approach, and focuses on the traits
that fit into specific patterns. Each case is usually a segment of text, comprising
several sentences to paragraphs. The task of distinguishing original from plagia-
rised texts can be tested by binary classification or pair-wise ranking, and the text
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segments will be treated as individual cases rather than a document pair, which
means each case will have its own classification. This approach brings a novel
perspective to the plagiarism detection field, as it does not rely on the pair-wise
comparison between many suspicious cases and many source cases. If the data
collection is very large, traditional approaches will require more computational re-
sources, whereas this approach relies on fitting each case into a pre-defined model.
This can be applicable in a number of other research areas, for example intrinsic
plagiarism detection and authorship identification, where a pattern is built for
each author profile and the task is to fit each case into a specific pattern.
The general framework of plagiarism direction detection can be described as a
two-stage approach: feature extraction and classification. The first stage prepares
the dataset and extracts features that best represent the traits of plagiarism. The
selected features are included as training and testing data in the second stage,
which is to apply classification and ranking algorithms to the feature sets. The
classification of each case will then be evaluated against the baseline, using stan-
dard metrics such as precision, recall, F-score, and accuracy for quantitative anal-
ysis. This general approach provides the foundation of the proposed framework
described in Chapter 7.
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Previous Work on Plagiarism Detection
This chapter describes existing plagiarism detection methodologies. In Section 3.1
the main focus is on external plagiarism, but it also briefly covers some related
research on other plagiarism types. Section 3.2 lists current research on the role
of Natural Language Processing in plagiarism detection. Section 3.3 describes
existing evaluation approaches, and Section 3.4 explores related fields and how they
may help with plagiarism detection. Finally, Section 3.5 explores the limitations
of existing plagiarism detection methodologies and the challenges faced by this
research.
3.1 External Plagiarism Detection
We reiterate that the goal of plagiarism detection approaches is to identify poten-
tially plagiarised-source pairs. A system determines which case pairs are likely to
be plagiarised by analysing the similarity levels between texts in the dataset. If
the similarity level between a case pair is high, the system indicates the case pair is
suspicious and suggests to the user that this pair may require further investigation.
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3.1.1 Early research
Plagiarism detection systems started off as detection tools for multiple-choice tests
(Angoff, 1974) and computer source code (Ottenstein, 1976). Plagiarism detection
systems for natural language were not developed until the 1990s.
Between 1990 and 2000, most systems developed were intended for detect-
ing programming code plagiarism, and only a handful of researches focused on
plagiarism detection for written texts. An example of these early written text
detection approaches was a prototype, COPS. It was designed to detect complete
or partial copies of digital documents (Brin et al., 1995). The similarity between
documents was measured by using sentence-level matching. The sequences of sen-
tences in each document were matched against other sequences in documents in
the dataset. However, the sentence-based approach was not effective in detecting
partial sentence overlaps.
As an extension to COPS, Shivakumar and Garcia-Molina (1995, 1996) pro-
posed a prototype SCAM. The approach introduced the removal of stopwords and
frequent words as a pre-processing step. The texts were compared as overlapping
sequences of words or sentences, and thresholds were set to determine three levels
of overlap between texts: exact copies, high overlap and some overlap. The results
have shown that using sequences of words as a feature led to better accuracy, and
the removal of stopwords has been suggested as a direction for further study. Set-
ting a similarity threshold is a common filtering and detection approach, which is
also adopted in this study.
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Another early example of research, the YAP3 tool (Wise, 1996) for identifying
similarities in programming code, utilised the Running-Karp-Rabin Greedy-String-
Tiling (RKR-GST) algorithm as a structured-metric similarity detection system.
The RKR-GST algorithm is a variant of the Longest Common Subsequence (LCS)
algorithm which allows a maximal match alongside a minimal match length be-
tween texts. This algorithm was introduced to handle cases where sequences of
texts had been reordered. The tool was mainly tested on computer source code and
further experiments were suggested to evaluate the effectiveness of the RKR-GST
algorithm on written texts.
By the end of the decade in 2000, only a handful of commercial approaches
were available (Lathrop and Foss, 2000) for written text plagiarism detection, for
example EVE2 and iParadigms (the early version of Turnitin c©). Both approaches
perform online detection by searching for similar texts on the Internet, and oﬄine
detection by comparing texts with their own database.
3.1.2 Recent research
Between 2000 and 2012, the field saw a huge surge of new plagiarism detection
methodologies and their implementations. From 2000 onwards, more and more
research began to address the issue of written text plagiarism detection. The
exact algorithms of many commercial tools are not known, whereas the general
approaches for existing plagiarism detection research are mainly non-NLP based.
Although more advanced plagiarism detection methods emerged during this pe-
riod, detection approaches are still not sufficient to deliver a final verdict and
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human judgement is always required in the end (Lukashenko et al., 2007).
Clough (2000) gave an overview of plagiarism tools and technologies. The re-
port highlighted several related fields that may contribute to plagiarism detection.
For example, the project Measuring Text Reuse (METER) (Clough et al., 2002a)
investigated the reuse of texts in journalism, which may also be applicable to pla-
giarism detection as both applications explore paraphrases in texts. Other fields
such as forensic linguistics, computational stylometry and authorship attribution,
that explore approaches of text similarity detection, may also be beneficial to pla-
giarism detection. More details on related fields can be found in Section 3.4 of
this thesis. Clough (2003) also explored the nature of plagiarism and gave an
overview of issues of multilingual plagiarism detection. The report suggests using
Natural Language Processing techniques and machine learning methods as future
improvements to the plagiarism detection task.
A technical review of early plagiarism detection systems by Bull et al. (2001) de-
scribed five systems and made recommendations to the Joint Information Systems
Committee (JISC). The five systems are: Turnitin c©, Findsame, EVE2, Copy-
Catch and WordCHECK. The report recommended further trials of EVE2, Copy-
Catch and Turnitin c© for their ability to handle a large amount of documents, and
also to evaluate their effectiveness in detecting from multiple sources.
Furthermore, Chester (2001) provided a pilot study of Turnitin c© in an edu-
cational setting for the JISC. As a consequence, JISC recommended the online
commercial detection tool Turnitin c© as the educational tool for plagiarism pre-
vention and identification for all higher education institutions in the UK. However,
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general user feedback on the tool is not satisfactory, as Turnitin c© is not able to
handle paraphrased texts effectively (Marsh, 2004; Weber-Wulff, 2008; Williams,
2002).
To give plagiarism detection systems a clearer classification, Lancaster and Cul-
win (2003) classified the systems by the type of detection methodology, availability
of the system, number of documents that the metrics can process, and complexity
of metrics. The types of plagiarism detection systems described in this thesis are
classified on a similar basis. They concluded that rather than using the more accu-
rate multi-dimensional metrics with large structural complexity, pair-wise metrics
with low complexity are most widely adopted. This is due to the trade-off between
processing resources and accuracy. The more complex the metrics are, the more
processing power is required. It often takes tremendous time and effort even with
the aid of powerful computers to perform detection tasks. This is not ideal for
users equipped with personal computers.
The survey of plagiarism by Maurer et al. (2006) gave a comprehensive account
of the plagiarism challenge. Besides reviewing some plagiarism detection systems,
including Turnitin c© and Copycatch, etc., they also evaluated how paraphrasing
renders these tools less useful. Maurer and Zaka (2007) showed in their research
that existing commercial tools were not able to cope with synonyms, resulting in
many plagiarism cases that will go undetected due to paraphrasing. They high-
lighted issues such as extensive paraphrasing and cross-lingual plagiarism. They
further suggested the use of an efficient algorithm to filter a large document col-
lection, and then a fine-grained algorithm to be run on the reduced document
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collection. This allows the feasible application of deep and computing-intensive
techniques. This suggestion formed the base of a five-stage filtering approach in
the experimental set-up described in Chapter 4.
Another survey by Kohler and Weber-Wulff (2010) showed an astonishing
growth of commercial plagiarism detection systems available online, from just five
systems in 2000 to 47 in 2010. From 2004 onwards, Weber-Wulff8 has been test-
ing plagiarism detection systems using a small collection of manually created test
cases. By using manually created plagiarism cases (short essays between one page
and 1.5 pages) The effect of using umlauts in other languages (such as the German
alphabet a¨) was tested along with the extent of direct copy, translated plagiarism
and collusion. The tests are based on a set of test cases, including genuine student
plagiarism cases and manually created cases. This testing method is repeated over
a period of six years, and in the most recent test (2010) 26 systems were tested
with 42 German, English and Japanese cases. Each system is graded by the level of
effectiveness, usability and professionalism. An evaluation on the system’s usabil-
ity showed that most commercial systems only reached the level of “barely useful”,
while the more well-known systems such as Turnitin c© are “partially useful”. The
major concern is that plagiarism systems can only detect verbatim copies, and not
paraphrases. It is also worth noting that the use of 3-grams and 5-grams are the
standard practice in these systems.
An approach to detecting text reuse is described in Piao et al. (2001). It
highlighted three important characteristics for text reuse, which are: inflectional
8http://plagiat.htw-berlin.de/software-en/
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change, synonym substitutions and word-order change. It covered text pre-
processing including stemming and the use of a sample thesaurus of synonyms.
The matching sequence is visualised using Dotplot. It identifies the matching
sequence on charts by using dots to display density of overlaps.
A plagiarism detection approach is described in Fullam and Park (2002). The
importance of text pre-processing is stressed, where common words in suspicious
and source texts are removed and every word is stemmed to its root. Similarity
comparison is performed at the sentence level using the Cosine metric, and if the
similarity score of a sentence pair is higher than a given threshold, the pair is
marked as plagiarised.
To tackle the external plagiarism detection task, Culwin and Lancaster (2001)
developed a prototype of a detection system that is capable of visualising the
segments of copied texts between two documents. However, the system is not
able to handle plagiarism from multiple sources. Further to the initial research,
Lancaster and Culwin (2004b,a) performed tests on several matching methods
and argued that n-gram matching is the best method. They also described their
plagiarism detection tool, PRAISE, which uses n-gram matching.
One of the most effective detection approaches is the n-gram overlap method,
which is based on calculating the amount of common word sequences between
texts. N-gram overlap has been applied in other fields, such as text categorisation
using 2-grams of words (Tesar et al., 2006). Similarities between texts are deter-
mined by distance or similarity metrics such as Euclidean and Cosine distance,
Jaccard index, and Dice coefficient. These metrics give similarity scores and rank
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documents according to their level of resemblance. For example, Monostori et al.
(2000) developed the MatchDetectReveal system to identify direct copies of writ-
ten texts, using a simple string-matching algorithm. N-gram overlap methods are
able to identify direct copies, but they are ineffective if the plagiarised texts in-
volve more complex changes such as paraphrasing. In Monostori et al. (2002) they
extended their research by suggesting segmentation strategies of various lengths
in the comparison stage. Detection is based on overlapping n-grams of characters
between documents, which would not be ideal in complex plagiarism situations.
Another example of the n-gram overlap method is the use of overlapping 3-
grams in the Ferret plagiarism detector (Lane et al., 2006; Lyon et al., 2001, 2006).
The methodology pre-processes documents into sets of 3-grams of words, and then
compares each set between document pairs. The similarity score is determined by
the Jaccard coefficient (Formula 4.1 on page 103) and a variation of the Jaccard
coefficient where the number of matching 3-grams is divided by the number of
distinct 3-grams. It is said that 3-gram is the optimal n-gram size for matching
shorter documents which consist of minimal paraphrasing.
White and Joy (2004) suggested comparing documents at the sentence level,
and also described the use of text pre-processing techniques such as tokenisation,
lowercasing, punctuation and stopword removal. Their sentence-based algorithm
can detect direct copies, as well as paraphrasing and sentence-level changes. How-
ever, the algorithm only calculates the number of words in common and the average
length between the sentences. Any changes crossing the sentence boundaries are
difficult to detect.
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The use of n-gram matching is again explored in Nahnsen et al. (2005). Their
method involved the comparison of sequences of lexically-generalised words (lexical
chains), and similarity is computed by using cosine similarity on the lexical chains
and the term frequency-inverse document frequency (tf-idf) of weighted keywords.
The tf-idf reflects how important a word is to a document in the dataset. To reduce
the number of false cases, they further introduced the use of syntactic information
in plagiarism detection, which is described in Section 3.2.
Bao et al. (2004) also used n-gram matching in their work, which computes
similarity by counting the frequency of common words between two semantic se-
quences. A semantic sequence refers to a sequence of words with stopwords and
non-frequent words removed. Their method is very effective for detecting direct
copies but it does not perform well at detecting re-worded plagiarism.
To deal with the challenge of large-scale document collection, an improvement
to the filtering stage was proposed in Barro´n-Ceden˜o and Rosso (2009). They pro-
posed to use Kullback-Leibler symmetric distance as a filtering strategy to reduce
the search span. Kullback-Leibler distance measures the closeness of two prob-
ability distributions. The probability distributions contains terms from the case
pairs, which are selected by features such as tf-idf. The experiment showed that
2-grams are better for enhancing Recall whereas 3-grams are better for enhancing
Precision, and the best results were obtained with 1-grams. Their work is focused
on reducing the search space, but in order to measure its effectiveness, further work
is needed using a larger corpus, as the experiment was performed on a relatively
small text reuse corpus with 700 documents.
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To overcome the lack of realistic plagiarism test cases, Clough and Stevenson
(2010) developed a corpus of plagiarised short answers using a manual method.
They also used similarity metrics to calculate the amount of overlaps of matching
word n-grams. The evaluation metric is described in Section 3.3, and their corpus,
which is used in this thesis, is described in Chapter 5.
Other structural methods such as research on Multilevel Text Comparison (Zini
et al., 2006) and Plagiarism Pattern Checker (Kang et al., 2006) are also used in
plagiarism detection. The research by Zini et al. (2006) explored the use of n-gram
matching, but they also proposed to measure the edit distance for each 4-gram of
segments. Their method of multilevel text comparison looks into various levels of
the document structure, and calculates the matching proportion of exact sentences
and word sequences in document pairs. Chunks of a lower level refers to words,
and chunks of higher level refers to paragraphs. The similarity between document
chunks is calculated using Levenshtein Edit Distance to determine the amount
of insertion, deletion or substitution between texts. The weight of each chunk
correlates with the level of structure , and a threshold is set to filter chunks that
have been given lesser weight. However, no substantial experimental results have
been reported that evaluate the effectiveness of the algorithm.
Kang et al. (2006) developed another structural metric, Plagiarism Pattern
Checker, which checks for plagiarism patterns by measuring the amount of over-
lapping n-grams within a sentence. It also incorporates WordNet to check for
synonyms. They claim that the incorporation of lexical generalisation is a con-
tributing factor to a more precise plagiarism detection approach, and this will be
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further explored in this study.
Fingerprinting methods started to gain attention as the amount of information
available increased. This method is said to be much more efficient as it generates
a hashed description, which is the “fingerprint” for each document, and then the
fingerprints of documents can be compared instead of the entire document. Hoad
and Zobel (2003) developed a document fingerprinting method for plagiarism de-
tection by using word frequency. For example, phrases of 3-grams or 4-grams are
selected, and then their frequency distribution forms the fingerprint. This may
allow a quicker n-gram comparison but the question of complex structural changes
is left unanswered. Similarly, n-gram matching and fingerprinting is used in the
KOPI online plagiarism detection tool, detailed in (Pataki, 2006). The paper de-
scribed a six-step approach that condenses to pre-processing, fingerprinting, and
matching.
The importance of reducing false positives without affecting true positives is
emphasised in research by Sorokina et al. (2006). They implemented a large-
scale plagiarism detection method for a research document collection. They used
7-grams of words and fingerprinting in their system. The fingerprint is a represen-
tation of each document obtained by summarising it with a small set of character
sequences. The comparison is then based on finding matches between the sets of
fingerprints instead of actual texts from the document. This research also drew
attention to the lack of a good-quality plagiarism detection corpus: as there is a
lack of concrete cases, they had to use “likely plagiarism cases” where it is difficult
to obtain an accurate annotation.
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The combination of fingerprinting and Vector Space Model (VSM) was de-
scribed in Stein et al. (2007b) as part of a three-stage approach to retrieve plagia-
rised documents. VSM represents words in a multi-dimensional vector where each
word corresponds to a dimension of the space. The frequency of words is weighted
using different strategies, for example term frequency and/or inverse document
frequency (tf-idf). The position of the word in the vector correlates to the weight
given. This gives the VSM an advantage over the use of a similarity metric, as
VSM measures the level of term occurrences as well as the similarity between texts.
However, it does not handle paraphrased texts and the word order would be lost
using this representation.
While most research targeted the plagiarism detection challenge by developing
a complete framework, other research aimed to tackle certain stages of the tradi-
tional detection pipeline. Stein et al. (2007b) introduced a three-stage approach
tested on chunks of the Wikipedia corpus, using n-gram hash-based indexes to cre-
ate fuzzy fingerprinting for retrieving documents, which aims to speed up candidate
document retrieval from a large corpus. The experiment shows that indexing can
improve the efficiency of the candidate document retrieval stage, but the analysis
was not based on a plagiarism corpus and it lacks a thorough discussion on how
realistic plagiarism cases will affect such indexing techniques.
One of the earliest plagiarism detection systems using stylometry features is
proposed by Gruner and Naven (2005). The method involved text pre-processing,
splitting documents into chunks of text, and then analysing the word pattern ratio
of each block. The word pattern ratio is an adaptation of the non-contextual
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measurements proposed in authorship attribution studies, such as “fraction of all
sentences with ‘a’ in which ‘a’ is the first word of the sentence”. The score of
the word pattern is then matched against another block to calculate the level of
similarity. If the number of matches reached a pre-determined similarity threshold,
the block of text is considered as plagiarised.
Other advanced approaches started to emerge by 2007. The research by Re-
hurek (2007) suggested using a semantic-based approach for plagiarism detection,
by combining an information retrieval model based on tf-idf with latent semantic
indexing (LSI). The bag-of-words approach at the document level can represent
the documents better as the feature is not limited by the sentence boundaries. The
LSI technique is based on VSM that aims to analyse the conceptual relatedness
between documents, exploring the structure of words that co-occur together. No
experimental result is given that evaluates the proposed approach.
Dreher (2007) suggested the use of a Normalised Word Vector algorithm to mea-
sure similarity, which is based on the VSM with synonym generalisation performed
on each word. However, even with the emergence of more advanced approaches,
paraphrases remained a challenge.
In Pera and Ng (2009), text pre-processing techniques, such as stopword re-
moval, and shallow NLP techniques, such as stemming, are applied to documents
before computing similarity. Short sentences are also removed. The degrees of sim-
ilarity between words are calculated by their frequency of co-occurrence and rela-
tive distance, as denoted by a word-correlation matrix generated using Wikipedia.
A threshold is set to filter sentences with a low similarity, and the degree of re-
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semblance between two documents is visualised using Dotplot view. Although the
results showed improvement over n-gram matching by reducing the false positives,
the approach is still limited to comparison between individual words.
In recent years, combining similarity metrics with information retrieval models
has become a common approach in the field. For example, the use of similarity
metrics with VSM was investigated in Tsatsaronis et al. (2010). Their research
stated that statistical metrics are used in plagiarism detection methods as they
allow simpler implementation and are effective against verbatim plagiarism, but
they will not aid the semantic analysis of textual and non-textual information.
The characteristics of paraphrasing are explored in Sousa-Silva et al. (2010),
who performed a small-scale analysis on five Portuguese documents using a forensic
linguistic approach to plagiarism detection. The research showed that replacing
words with semantically-related words, e.g. synonym substitution, is a major
feature that suggests a case of paraphrasing. Other features that can confuse a
plagiarism detection system include insertion of words and change of word order.
3.1.3 PAN workshop and competition series
To address the increased attention in the field, the first workshop of “Plagiarism
Analysis, Authorship Identification, and Near-Duplicate Detection” was held in
conjunction with the 30th Annual International ACM SIGIR conference (Stein
et al., 2007a). The workshop focused on three tasks: 1) Plagiarism analysis, 2)
Authorship identification and 3) Near-duplicate detection. The workshop acted as
the pilot of the first PAN plagiarism detection competition in 2009, which will be
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described shortly. In 2007, only one submission discussed the challenge of intrin-
sic plagiarism detection (explained in Section 3.4). Five submissions focused on
authorship identification, which are also described in Section 3.4. One submission
discussed the identification of near-duplicate music documents which used melody
and music theory as features (Robine et al., 2007). The workshop concluded that
it is necessary to segment long texts in a document to chunks, and raised two
main issues: 1) the lack of a benchmark corpus to evaluate plagiarism detection
systems, and 2) the lack of an effective plagiarism detection tool that does not
trade off computational cost with performance.
Following the success of the 2007 workshop, in 2008 another specialised work-
shop on “Uncovering Plagiarism, Authorship and Social Software Misuse” was
held in conjunction with the 18th European Conference on Artificial Intelligence
(Stein et al., 2008b). The focus of the workshop was defined in three tasks: 1)
Plagiarism analysis, 2) Authorship identification and 3) Social software misuse.
Near-duplicate detection was replaced by social software misuse, which refers to
the problem of anti-social behaviour in online communities.
One study described the use of statistical alignment models in the task of
cross-lingual plagiarism detection (Barro´n-Ceden˜o and Rosso, 2008), described
in Section 3.4. The paper also described a preliminary experiment on external
plagiarism detection using statistical language models on three aspects: word,
POS and stem. Statistical language models trained on original words, part-of-
speech of words and stemmed words provided a platform to analyse sequences of
tokens. The result suggested that further experiments should combine the three
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aspects instead of analysing them separately.
One paper described an indexing approach for information retrieval used for
plagiarism detection. It pointed out the need to find the trade-off between pre-
cision and recall to suit various tasks (Creswick et al., 2008). Another paper
presented two approaches to distinguish natural texts from artificially generated
ones, which can be applied in tasks such as detecting spam emails. The first ap-
proach used language models and the second focused on using relative entropy
scoring, which gives higher weight to n-grams which exist in the Google’s n-grams
model (Lavergne et al., 2008).
The third PAN workshop on “Uncovering Plagiarism, Authorship and Social
Software Misuse” was held in conjunction with the 25th Annual Conference of the
Spanish Society for Natural Language Processing (Stein et al., 2009). The aims of
the workshop remained the same as the 2008 workshop. Different from previous
years, the workshop was co-organised with the first International Competition on
Plagiarism Detection. The focus was shifted from bringing together theoretical re-
search in the field to a more competitive development workshop. The competition
consisted of two subtasks: external plagiarism detection and intrinsic plagiarism
detection. There were a total of 13 groups participating in the competition. The
competition was based on a large-scale artificially created plagiarism corpus and
provided an evaluation framework for plagiarism detection. Nine groups entered
in the external plagiarism detection task and three groups entered in the intrinsic
plagiarism detection task, with one group entering in both tasks. The second and
third competitions are more mature and hence will be explained thoroughly in
40
CHAPTER 3. PREVIOUS WORK ON PLAGIARISM DETECTION
the following subsection. The details of the evaluation framework are described in
Section 3.3, and the PAN-PC-10 corpus which is used in this thesis, is described
in Chapter 6.
There has been a further increase in plagiarism detection research between
2010 and 2013. With the increased interest in plagiarism detection, plagiarism
detection competitions have been continually organised to encourage development
and evaluation of detection systems. Following the first International Plagiarism
Detection competition, a series of PAN plagiarism detection competitions were
organised, with the second and third PAN competitions on plagiarism detection
(Stein et al., 2009; Potthast et al., 2010c) attracting 18 and 11 participating groups
respectively. The corpora used in the competitions were created with automatic
insertion of texts from source texts to suspicious texts. Some of the cases involve
translated plagiarism and some cases contain various levels of obfuscation, which
are either artificial or manual text operations aiming to imitate paraphrasing. The
evaluation is based on the standard metrics of precision, recall and F-score, and
two specific metrics: granularity and overall score (these metrics are explained
in Section 3.3). In a nutshell, granularity measures the accuracy of the system
in finding the exact plagiarised segments, and the overall score is combination of
F-score and granularity. No baseline was set for the external detection task. A
detailed description of the PAN corpora and associated evaluation metric is given
in Section 3.3 and Chapter 6.
Most of the participants in the competitions focused on external plagiarism.
In the second competition (PAN-PC-10), there were only three systems which ex-
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plored intrinsic plagiarism detection, with one system developed solely for intrinsic
detection, and two systems developed for both external and intrinsic detection,
compared to 17 external plagiarism detection systems. Although some levels of
intrinsic detection using techniques from authorship identification and stylometry
emerged in the competition, their accuracies are yet to reach a satisfactory level,
as only one system performed better than the baseline, where the baseline assumed
everything belongs to the plagiarised class.
In Nawab et al. (2010)’s attempt in the PAN-PC-10 competition, n-gram
matching is used as the filtering metric and the Running-Karp-Rabin Greedy
String Tiling algorithm is used in detailed analysis. The use of n-gram filtering
is similar to the proposed framework in this study. One of the biggest challenges
is the difficulty of accommodating a parameter that is specific enough to identify
various levels of obfuscation in the detailed analysis stage, but general enough so
that source documents are not overlooked in the filtering stage.
The same situation was observed in the third competition (PAN-PC-11), where
seven systems participated in external detection, two systems participated in in-
trinsic detection, and two systems participated in both tasks. According to the
organisers, the PAN-PC-11 corpus features plagiarism cases which are more diffi-
cult to detect, as it is clear that verbatim plagiarism does not pose enough of a
challenge. Therefore, the PAN-PC-11 corpus features more manually or artificially
obfuscated cases. The results from the competition show that there is a drop in
performance, which indicates that obfuscation does pose a better challenge to pla-
giarism detection systems and that there are no good enough techniques that can
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tackle paraphrasing.
In the 2012 PAN workshop(Potthast et al., 2012), 15 teams participated in the
external plagiarism detection task. Two sub-tasks are introduced, which include
candidate document retrieval and detailed document comparsion. Seven teams
re-used their systems from previous PAN competitions. New approaches to detect
similarities in the detailed comparison stage include sequence alignment algorithms
which are applied in the bioinformatics field. Other developments suggest that a
one-fits-all approach is not ideal, but an adjustable approach poses a challenge to
current research.
In general, the external plagiarism detection task participants in the work-
shop series can be summarised as taking a three-stage approach: pre-processing,
detailed analysis and classification. The first stage, pre-processing, is done by
processing the document collection using stopword removal, synonym replacement
and stemming, then transforming the document into hashed word n-grams. The
source documents are processed as an inverted index and compared with the suspi-
cious documents by using a metric similar to the Jaccard coefficient. This filtering
stage is essentially narrowing down the search span of suspicious-source document
pairs. The second stage, detailed analysis, investigates the candidate suspicious-
source document pairs. This is usually done by using heuristic sequence alignment
algorithms or similarity scores from n-gram overlap counts. The third stage,
classification, aims to reduce the number of false positive detections. This is done
by applying heuristics such as setting a minimum length of passage detected, or a
threshold on the similarity score.
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To conclude the approaches used in the PAN competition, it is important to
note that most approaches employ brute-force pair-wise matching, and that the use
of word 5-grams contributed to the winning approach in 2010 . The participants
do not apply any deep natural language processing techniques to search for the
deeper linguistic information, which is needed for handling paraphrases. Although
some approaches employed shallow language processing techniques, the benefit of
NLP in plagiarism detection is left unexplored. Therefore, one of the goals of this
thesis is to explore the benefits of individual NLP techniques as well as the most
favourable combination of NLP techniques.
Another note is that although precision of the PAN systems is very high, recall
is generally low, with the exception of recall on verbatim copies which is higher.
The competition indicated that manual obfuscation which includes paraphrases
poses a far greater challenge than artificially obfuscated texts. Hence, another
goal of this thesis is to improve recall on manually paraphrased texts.
3.1.4 Summary
To summarise this section on existing plagiarism detection approaches, the general
non-NLP based approaches for existing plagiarism detection research are grouped
as follows:
1. Overlapping word n-grams
2. Frequency-based method
3. Fingerprinting
4. Structural method
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The first group is a superficial approach that is based on pair-wise comparison
between texts. Texts in the dataset are extracted as sequences of n-grams, and the
similarity between texts is calculated by applying a similarity metric. For example,
the Jaccard coefficient is a metric which normalises the amount of overlapping n-
grams with the union of n-grams in both texts (Nahnsen et al., 2005; Zini et al.,
2006; Lancaster and Culwin, 2004a).
The second group is based on a statistical approach which calculates the weight
of word distributions across documents. The weight is determined by features
such as tf-idf, and variations which consider the document length and frequency
of term in the document are often used. This method is based on the hypothesis
that similar documents should contain words with similar number of occurrences
(Hoad and Zobel, 2003).
The third group aims to produce a description (a “fingerprint”) for each docu-
ment in the collection. The fingerprint presents the document and comparison is
based on the fingerprint instead of the acutal document, thereby reducing the need
to perform exhaustive comparison (Shivakumar and Garcia-Molina, 1995). Sub-
strings from the document are converted as hashed index for subsequent querying.
The strategies of selecting the substrings vary, which include full fingerprinting,
positional selection, frequency-based selection and structural-based selection.
The fourth group is based on structural methodes, which identifies patterns
between the query and collection based on indexing and retrieval metrics such as
Latent Semantic Indexing (LSI). LSI is able to analyse the similarities between
texts based on their contextual meaning, where the underlying structure in the
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word usage corresponding to the document is represented by associating words in
similar contexts (Ceska, 2009).
All of the research listed in the above sections shares a common plagiarism
detection process which involves the following three-stage approach:
1. Pre-processing: Apply text processing and basic text processing techniques
to the text collection, and then perform candidate retrieval by data filtering
of suspicious-source pairs using a simple similarity metric.
2. Detailed analysis: Apply deeper techniques on the candidate pairs extracted
from Stage 1, repeat the filtering process and narrow down the search span
of candidate pairs.
3. Classification: Use similarity scores from Stage 2 to give each candidate pair
a classification, either by setting a threshold or by using a machine learning
algorithm.
As this project requires the application of various techniques, additional stages
to perform filtering and further processing are needed. The three-stage approach
forms the basis of the proposed five-stage approach described in Chapter 4.
Overall, to date, the most widely adopted plagiarism detection approaches,
including those listed above, are still based on pair-wise comparison that only
investigates superficial features of texts. This is due to the trade off between
processing resources and accuracy. The more complex the approach is, the more
processing power is required and it would often take tremendous time and effort
with the aid of super computers to perform detection tasks. This is not ideal for
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users equipped with personal computers, thus online systems like Turnitin c© offer
a platform for users to upload their documents onto the server. The comparison
is not performed locally but on a remote server. However, system complexity
remains an issue as more elaborate metrics require extensive processing time and
resources.
Nevertheless, recent research – including that proposed in this thesis – has
considered the use of NLP techniques to aid the investigation of more elaborate
similarity metrics in plagiarism detection. The aim is to utilise techniques that
can extract the underlying syntactic and semantic information of texts to analyse
complex plagiarism cases, especially those cases where overlapping word n-grams
and word frequency-based methods are incapable of detection.
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3.2 Natural Language Processing in Plagiarism
Detection
This section summarises the existing work on using NLP for plagiarism detec-
tion and introduces the techniques which will be investigated in this research.
NLP involves the processing of human languages by computers. Many fields such
as computer-assisted language learning (Chang and Chang, 2004), extraction of
biomedical information (Terol et al., 2004) and search engine optimisation (Penev
and Wong, 2006) have already experienced benefits from using NLP. However, it
remains an under-explored area for plagiarism detection.
Previous work by Clough (2003) suggested applying NLP techniques for pla-
giarism and that this could yield better accuracies through the detection of para-
phrased texts. Although no experiments were performed to show that this was
indeed the case, this work has inspired the use of NLP in the plagiarism detection
field.
In all plagiarism detection systems, pre-processing and candidate filtering are
essential tasks. Pre-processing allows the generalisation of texts, and candidate fil-
tering reduces the search span for further analysis stages to optimise performance.
This is particularly important when a large number of documents are involved.
The NLP techniques described in this section are applied in various stages. Most
commonly, shallow NLP is applied in the text pre-processing stage, whereas deep
NLP is applied in a deeper analysis stage.
Shallow NLP techniques refer to simpler, low resource-demanding techniques,
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such as tokenisation, lowercasing, stopword removal, lemmatisation and stemming
as part of the pre-processing stage. For example, Chuda and Navrat (2010) pro-
posed the application of tokenisation, stopword removal and stemming to Slovak
texts in the text pre-processing stage, but the individual contribution of each tech-
nique was not fully investigated and the system was not tested extensively.
Similarly, Ceska and Fox (2009); Ceska (2007, 2009) proposed the incorporation
of latent semantic analysis along with text pre-processing techniques for plagiarism
detection. The actual comparison is still limited to n-gram matching by singular
value decomposition, which involves the retrieval of truncated singular values and
vectors from an original term-document matrix. These techniques involved simple
heuristics including replacement of numbers with a dummy symbol, removal of
punctuation, application of basic NLP techniques such as lemmatisation, removal
of irrelevant words and incorporation of a thesaurus to generalise the words in
the texts. While some of the heuristics had a positive impact on the accuracy
of their plagiarism detection approach, the use of NLP techniques did not show
significant improvement with respect to the word n-gram overlap approach. It
is believed that this is due to the limitations of both the NLP techniques used
and their experimental settings, including the use of small corpora and inaccurate
disambiguation procedures for generalising words. To address this challenge, the
proposed framework (Chapter 4) in this thesis combines text pre-processing and
NLP techniques with a machine learning classifier.
The application of shallow NLP techniques such as tokenisation, lowercasing,
punctuation removal, stopword removal, lemmatisation, stemming and part-of-
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speech tagging in the proposed framework is described in Section 4.2.
Using deeper NLP techniques to investigate the structure of texts rather than
their superficial information, Leung and Chan (2007); Mozgovoy et al. (2007) sug-
gested using parse trees to find the structural relations between documents.
The research by Uzuner et al. (2005) used shallow semantic and syntactic rules
to capture traits of rewriting. The semantic class of each verb is determined
by a part-of-speech (POS) tagger and the syntactic structures are extracted for
each sentence. A semanitc class represents a group of verbs which are similar in
meaning. The similarity matching is not based on words, but on the verb classes,
thereby matching synonyms that retained the same word order. The experiment
is performed on translated texts from 49 books, which represent different levels
of paraphrasing. The results showed that syntactic features can achieve better
performance than tf-idf, and that linguistic techniques can help to identify para-
phrases better than statistical methods. Although the results are promising, the
nature of the corpus used in the experiment is different from plagiarism, in the
sense that translated books will follow the same sentence structure as the original,
whereas sentence-level paraphrasing and more complex text operations will often
be seen in plagiarised texts.
Mozgovoy et al. (2006) described an approach to apply text pre-processing
and NLP techniques to a plagiarism detection system for the Russian language.
The techniques include tokenisation, generalisation of words into their hierarchical
classes such as substituting the word “fox” with “animal” , and extraction of
functional words and argumentative words for matching. Mozgovoy (2007) also
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provided an insight into the study of plagiarism detection. The suggestion is to
improve string matching algorithms by incorporating tokenisation and syntactic
parsing into written text plagiarism. However, the trade-off between efficiency
and effectiveness resulted in the development of a fast string-matching algorithm
rather than a deep and complex linguistic-based system.
The application of a two-stage approach to plagiarism detection is further ex-
plored in Mozgovoy et al. (2007), who proposed the use of natural language parsers
to analyse the syntactic structure of texts. The first stage was to parse all doc-
uments in the dataset, and the grammatical relations generated by the Stanford
Parser9 were post-processed into groups of words. The second stage was to com-
pute the amount of similar grammatical relations between documents. Initial
experiments suggest parsing may be practical for detecting sentence re-ordering,
but it is not capable of detecting paraphrases. It is proved to be feasible to use
a parser in pre-progressing stages; however, their approach to parsing results in a
loss of the original word order in every sentence and it is difficult for their detec-
tion system to highlight similar blocks of text. Moreover, the corpus used in their
experiment is based on journalism text reuse rather than plagiarism.
A theoretical study by Leung and Chan (2007) suggested incorporating both
shallow and deep NLP in automatic plagiarism detection, involving the application
of synonym generalisation and extraction of syntactic structure. Semantic process-
ing identifies the deep structure of a sentence by converting parse trees into case
grammar structure. This approach compares sentences at semantic level. How-
9http://nlp.stanford.edu/software/lex-parser.shtml
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ever, no experiments have been carried out to evaluate the actual performance of
the techniques, due to the lack of a semantic analysis tool and a suitable corpus.
The solution to the problem of paraphrasing and the concept of using a the-
saurus to generalise synonyms are described in studies by Ceska (2009) and
Alzahrani and Salim (2010). Their experiments were performed using a Czech
thesaurus and an English thesaurus respectively. For English, the authors used
WordNet10 a well-developed thesaurus which is semantically structured. It pro-
vides information on relationships between words, which allows the matching of
synonyms and hyponyms. For most content words in texts, WordNet has one or
more synsets (a group of synonyms) which have the same meaning as the origi-
nal word. The matching of WordNet synsets with the correct sense becomes the
main challenge. Chen et al. (2010) applied synonym, hypernym and hyponym
substitutions using WordNet and incorporated these into ROUGE (Lin, 2004), a
metric which measures similarity by n-gram frequency, skip-bigram and longest
common subsequence. Although similarity metrics like ROUGE can handle sim-
ple text modification, and WordNet can handle some level of word substitution,
the challenge of a higher level of paraphrasing is yet to be addressed, and the issue
of Word Sense Disambiguation (WSD) with WordNet brings a major challenge.
In our proposed framework, WSD is bypassed as all synsets are used, without the
need to determining a specific sense for each word.
To sum up, the use of NLP techniques in plagiarism detection is still under-
explored. To date, very limited research has been done to incorporate linguistic
10http://wordnet.princeton.edu/
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techniques that can exploit lexical, syntactic and semantic features of texts into
plagiarism detection approaches. Although shallow techniques have been included
as part of the pre-processing stage, investigations involving deep techniques are
still limited. Hence, the aim of this thesis is to explore linguistic features that
may contribute to the plagiarism detection field and the combination of several
techniques instead of relying on individual techniques.
In Chong et al. (2010) the combination of shallow and deep NLP techniques
was employed in an experiment using a small-scale corpus of short plagiarised
texts. Techniques generating features which do not rely on exact word matching,
such as chunking and parsing, are compared against an overlapping 3-gram word
baseline. In addition, language models are applied to generate probabilities for
word n-grams, perplexities and out-of-vocabulary rates. A similarity metric, the
Jaccard coefficient (Formula 4.1 on page 103), is applied to the extracted features
to generate similarity scores for use in the machine learning algorithm. The results
showed that the best performing features included a combination of word 3-grams,
lemmatisation, language model perplexities and parsing. A detailed explanation
is given in Chapter 5.
In addition to the initial small-scale study, Chong and Specia (2011) explored
lexical generalisation for word-level matching in plagiarism detection. Lexical gen-
eralisation in this case substitutes each content word with the set of all its synsets.
This is aimed at tackle paraphrasing in plagiarism cases. In contrast to other re-
lated research, the technique is applied without any WSD. Similarity comparison
is carried out at the word level, which disregards word ordering, and the results
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were compared against an overlapping 5-gram word metric. The experiment was
tested on a large-scale corpus and the results showed that lexical generalisation can
help improve recall by reducing the false negative cases. A detailed explanation is
provided in Section 6.1.
The use of additional deep NLP techniques such as named entity recognition,
parsing for dependency relations, synonym generalisation using Wordnet synsets,
predicates extraction, and verb generalisation using VerbNet are described in Sec-
tion 4.2.
3.3 Evaluation Approaches
Even for humans, detecting plagiarism is a very difficult task when the writer has
the intention of deceiving the reader. This difficulty carries over to the evaluation of
plagiarism detection approaches. Evaluation approaches for plagiarism detection
are often very subjective as there are no solid standards. The best means to
evaluate a detection framework is to rely on a corpus of previously annotated
plagiarised and non-plagiarised texts cases.
3.3.1 Evaluation corpora
A general approach of evaluating plagiarism detection systems is corpus-based
evaluation. This normally involves the use of a set of plagiarised texts and non-
plagiarised texts and the task is for the system to determine what class a particular
case belongs to.
Before specific plagiarism corpora were developed, research in the field relied
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on other textual similarity corpus such as the METER corpus, which is a corpus
for analysing journalistic text reuse, was developed by Gaizauskas et al. (2001);
Clough et al. (2002b). The corpus is manually annotated with examples of related
news articles.
In the plagiarism detection software test by Weber-Wulff (2008), 31 essays
written in German were used. The essays were manually created, some were
original texts without plagiarism, some contained machine translation, and some
contained paraphrasing. The test was performed on 17 systems and concluded
that none of the available systems achieved a satisfactory result. As the test cases
are not publicly available and the size of the corpus is not sufficient for detailed
linguistic analysis, these test cases are not used in plagiarism studies.
Clough and Stevenson (2010) developed a corpus of plagiarised short answers
for evaluating plagiarism detection systems. The corpus is created manually, by
computer science students rewriting five computer science-related short texts from
Wikipedia. The students were instructed to rewrite the texts in three levels of
plagiarism: near copy (verbatim), light revision (shallow paraphrasing) and heavy
revision (deep structural changes and paraphrasing). Along with non-plagiarism
cases, the corpus provides a near-realistic test base for experimental use. The
corpus consists of 95 short answers that are between 200 and 300 words long. 60%
of the cases are plagiarised. The use of this corpus in a small-scale experiment is
described in Chapter 5.
The first PAN workshop in 2009 introduced an artificial corpus for evaluating
plagiarism detection systems. Stein et al. (2009) created the PAN-PC-09 corpus
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which consists of 41,223 documents with 94,202 plagiarism cases. The corpus is
created for both external and intrinsic plagiarism detection tasks, and some cases
are designed for cross-lingual plagiarism detection.
The document length is between 1 to 1000 pages. Half of the documents are
suspicious and half of them are source. Half of the suspicious documents do not
contain plagiarism, thus they are the clean cases. Plagiarism cases are between
50 and 5000 words, and the majority of the cases are in English. To represent
paraphrased text, artificial operations, referred as obfuscations, are inserted into
the plagiarism cases. They include: random text operations, which shuﬄe, remove,
insert or replace words at random; semantic word variation, which replaces a word
with its synonyms, hyponyms, hypernyms or antonyms, by random selection ; and
POS-preserving word shuﬄing, which shuﬄes words while preserving the POS
sequences. These artificially-generated texts will not make any sense to a human,
but with the lack of better genuine cases and for the purpose of the pilot study,
the PAN-PC-09 corpus provides a sufficient test base for the candidate document
retrieval task.
Similar to the PAN-PC-09 corpus, the PAN-PC-10 corpus (Potthast et al.,
2010c) consists of 27,073 documents with 68,558 plagiarism cases. The general
specification of the corpus is very similar to that of the previous year, with the
exception that the PAN-PC-10 corpus has 6% simulated plagiarism cases. There
are 4,067 plagiarised text passages with their corresponding source text passages.
The length of the simulated plagiarised passages is between 21 and 1,190 words,
and the source passages between 74 and 745 words. The simulated plagiarism
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cases are manually written using Amazon Mechanical Turk, thus they are the
closest imitation to real plagiarism cases available for experimental purposes. The
use of the PAN-PC-10 corpus simulated cases in this thesis is described in Chapter
6.
The PAN-PC-11 corpus consists of 26,939 documents and 61,064 cases. The
general specification is similar to that of previous years, with the exception of an
increased amount of total obfuscated cases from 60% in 2010 to 82% in 2011 and
a slight increase in simulated plagiarism cases from 6% in 2010 to 8% in 2011.
The general criticism of the PAN corpora is that they lack realistic cases. Even
with the introduction of simulated cases, participants do not employ linguistic
techniques to deal with them, as they only represent a small part of the corpus and
hence do not have much influence on the overall detection score. The majority of
the systems which participated in the competition employed brute-force detection
techniques to focus on the artificial cases. In the first PAN competition, the size of
the corpus posed a challenge. The major focus in the second competition was the
manual simulated cases. The third competition saw an increased level of difficulty
in detection caused by complex paraphrasing in cases.
The PAN-PC-2012 corpus is created in similar fashion as previous years. Source
cases are extracted from books of Project Gutenberg, automatically obfuscated
and then inserted into suspicious cases. The types of plagiarism in the corpus
include: word-for-word copy, low artifical obfuscation, high artificial obfuscation,
manually simulated plagiarism, and translated plagiarism. Each of these categories
contained 500 cases, and there are 500 clean cases in the corpus. There are also
57
3.3. EVALUATION APPROACHES
33 cases of real plagiarism retrieved online, which are short texts containing 75 to
150 words. Real cases are a welcoming sight yet the number of cases is still not
sufficient.
3.3.2 Evaluation metrics
The performance of a plagiarism detection system is commonly evaluated by stan-
dard evaluation metrics such as precision, recall, and F-score. In addition, two
metrics have been proposed in the context of the PAN competitions (Potthast
et al., 2010b): granularity and plagdet. Granularity measures the accuracy of the
approach in finding the correct segmentation for plagiarism cases, and it is only
appropriate for passage level detection. Plagdet represents the overall score which
combines granularity with F-score.
More formally Potthast et al. (2010b), a plagiarism case within a document dplg
is defined as a 4-tuple which contains the start and end positions of the passage in
a plagiarised document, and the start and end positions of the referenced passage
in the associated source document. A plagiarism case is thus denoted as s =<
splg, dplg, ssrc, dsrc > , s ∈ S is represented as a set s of references to the characters
of dplg and dsrc that form the passages splg and ssrc. Likewise, a plagiarism detection
r ∈ R is represented as r. Based on this 4-tuple, micro-averaged precision and
recall of R under S are defined as follows:
precmic(S,R) =
|⋃(s,r)∈(S×R)(s u r)|
|⋃r∈R r| (3.1)
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recmic(S,R) =
|⋃(s,r)∈(S×R)(s u r)|
|⋃s∈S s| (3.2)
The macro-averaged precision and recall of R under S are defined as follows:
precmac(S,R) =
1
|R|
∑
r∈R
|⋃s∈S(s u r)|
|r| (3.3)
recmac(S,R) =
1
|S|
∑
s∈S
|⋃r∈R(s u r)|
|s| (3.4)
where
s u r =
 s ∩ r if r detects s,Ø otherwise. (3.5)
A plagiarism case s is defined as s = splg∪ssrc, where splg ⊆ dplg and ssrc ⊆ dsrc.
Similarly, A detection r is defined as r = rplg ∪ rsrc.
Plagiarism detection is this context is defined as rdetectss if rplg ∩ splg 6= ∅,
rsrc ∩ ssrc 6= ∅, and d′src = dsrc.
The metric granularity is applied to account for cases where overlapping or
multiple source texts are detected for a single plagiarism case:
gran(S,R) =
1
|SR|
∑
s∈SR
|Rs| (3.6)
where SR ⊆ S are cases flagged as positive in R and RS ⊆ R are possible
original texts of s:
SR = {s|s ∈ S ∧ ∃r ∈ R : r detects s},
RS = {r|r ∈ R ∧ r detects s}.
(3.7)
These measures are combined as a specifically designed metric, pladget , for
the plagiarism detection competition as the nature of the competition is both a
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retrieval task and extraction task. To compute an overall score, plagdet is defined
as follows:
plagdet(S,R) =
F1
log2(1 + gran(S,R))′
(3.8)
where F1 is the equally weighted harmonic mean of macro precision and re-
call.
In this thesis, the focus is not on participating in the competition, but on
exploring the incorporation of NLP techniques. Therefore, the experiments de-
scribed in this thesis do not focus on the passage segmentation problem, which
makes it impossible to compute the granularity and plagdet metrics. The detailed
experimental set-up is described in Chapter 6.
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3.4 Related Fields
This section describes other fields that are related to plagiarism detection, with
techniques that may also be beneficial to the development of plagiarism detection
approaches.
3.4.1 Authorship identification and intrinsic plagiarism de-
tection
Authorship identification is sometimes referred as authorship attribution and ver-
ification. Authorship attribution is the task of relating pieces of anonymous texts
to potential authors, based on examples of other texts by the same authors. On
the other hand, authorship verification is the task to determine whether or not
pieces of texts belong to one given author.
Authorship identification is a task that is closely related to intrinsic plagiarism
detection. Authorship attribution is often treated as a text categorisation task, for
example, the authorship attribution system by Nazar and Pol (2006) which cate-
gorised texts based on 2-grams of words alone. Another example is the character
n-gram-based authorship attribution by Keselj et al. (2003), which was applied to
Chinese and Greek texts. These studies can be considered a language independent
detection approach, as they are based on matching of n-grams and no other fea-
tures. Coyotl-Morales et al. (2006) used word n-grams overlap in their authorship
attribution approach. Their method characterises documents by frequency of the
sequence of function and content words. Their argument is that using a simple
frequency-based approach is better than using sophisticated linguistic analysis of
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text.
A comparison by Grieve (2002) shows that the best approach involves the anal-
ysis of many types of textual measurements, including the frequency of common
words and punctuation marks, and character-level n-grams.
Zheng et al. (2006) used lexical, syntactic, structural and content-specific fea-
tures to identify authorship. Lexical features included average word/sentence
length and vocabulary richness. Syntactic features included frequency of func-
tion words and use of punctuation. Structural features included paragraph length
and use of specific statements. Content-specific features included frequency of key-
words. These features are extracted and learning algorithms are applied to three
feature-based classification models, which are decision trees, back-propagation neu-
ral networks and Support Vector Machines (SVM). The experiment was based on
Chinese messages. The accuracy fluctuates from 70% to 95% and SVM performed
best as the classification technique.
Juola et al. (2006) presented an authorship attribution approach with a three-
stage framework. The stages included pre-processing, comparison and ranking.
Pre-processing techniques included lowercasing, punctuation removal and number
replacement. The texts were then processed into non-overlapping words and their
frequency distributions were compared against the standard distribution of the
target texts.
As mentioned before, authorship identification was one of the three key tasks
in the PAN’07 workshop. Five papers addressed the problem using stylometric
features and classification algorithms. Stamatatos (2007) suggested treating the
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task as a profile-based text categorisation problem, which is different to previous
instance-based approaches. A profile-based approach sorts all training texts by
authors, whereas an instance-based approach treats each training instance sepa-
rately. The profile-based approach was also adopted by Amitay et al. (2007) to
identify multiple versions of a text by the same author.
Topic-independent features such as 2-grams of syntactic labels, vocabulary rich-
ness, the use of clauses, adverbials in sentences, sentence length, word length and
character count are also used in authorship identification (Feiguina and Hirst, 2007;
Karlgren and Eriksson, 2007; Mikros and Argiri, 2007). These features are also
used in identification of translationese and translation direction research, which
are described in the following section.
Statistical Language Models (Stolcke, 2002) are used in authorship attribution
tasks. Language Models provide an efficient platform for n-gram comparison, and
they are explored by Stein et al. (2008a); Stamatatos (2009). Stein et al. (2008a)
also introduced meta analysis for authorship attribution, which includes a three-
stage approach: a pre-analysis stage to determine what kind of model to apply
in subsequent stages, a classification stage where writing styles are outlined, and
a post-processing stage where the result of the previous stage is analysed with
additional information. The first stage relies on features such as document length,
genre, issuing organisation, and represents said features by language models. The
second stage treats the document as a one-class classification problem. The final
stage investigates additional information such as citation and uses a VSM to rep-
resent features for meta learning. This method helps to determine whether a set
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of texts is a subset of other texts.
Koppel and Schler (2004) presented their one-class machine learning classifi-
cation approach to identifying whether a text is written by an author or not. A
one-class task is where two texts are given and the goal is to identify whether
the two texts were written by one author or by two different authors. Their
approach investigates the level of difference between two texts, and the use of neg-
ative examples in the language model brought improvement to the classification.
Koppel et al. (2009) proposed the use of a machine learning classifier. In three
scenarios, that is, profiling challenge (no candidate set), needle-in-a-haystack chal-
lenge (many candidates) and authorship verification challenge (one suspect), they
described how machine learning approaches can be adapted to various types of
authorship attribution. The conclusion is that SVM and Bayesian regression are
the most sophisticated solutions when used in conjunction with features such as
character n-grams and function words/content words part-of-speech classes.
A survey of authorship attribution systems by Stamatatos (2009) summarises
existing authorship attribution techniques as “inadequate” on their own. They
claim that deep features such as syntactic and semantic information are only useful
as a complement to other shallow features such as lexical information and n-grams.
The argument is that the noise introduced by NLP tools during processing could
contribute to their failure, which also applies to the use of NLP techniques for
plagiarism detection. In addition, for plagiarism detection, the computational
complexity is usually higher because of the number of pair-wise comparisons that
need to be performed.
64
CHAPTER 3. PREVIOUS WORK ON PLAGIARISM DETECTION
More recently, research has begun to investigate semantic information along
with lexical and syntactic information in authorship attribution. Hedegaard and
Simonsen (2011) investigated the use of semantic frames, using a frame-based
classifier that provides word senses with annotated examples of their usage and
meaning. FrameNet11 is applied to identify authorship of translated and non-
translated texts, and results showed that a combination of semantic frames and
matching of frequent words performed better on translated texts, but matching of
frequent words and n-grams performed better on non-translated texts.
A closely related field of research is intrinsic plagiarism detection, which
refers to the detection of plagiarised passages within a document without the
use of a source reference collection. Intrinsic plagiarism detection is very often
related to authorship attribution. It looks for inconsistencies within a document
by extracting lexical and syntactic features for each segment, and then compares
the segments from the same document to find plagiarised segments that exhibits
differences from the rest.
A study by Meyer zu Eissen and Stein (2006) discussed the use of statisti-
cal stylometric features which included statistics of text such as average sentence
length, syntactic features that measure writing style at the sentence level, POS
features to analyse the word classes, and frequency of special words based on tf-idf.
Features were extracted from all segments of texts that belong to either the orig-
inal or the plagiarised class. SVM is used for classification. The most promising
features included average word frequency class, average number of prepositions
11https://framenet.icsi.berkeley.edu/fndrupal/
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and average sentence length.
The study is followed up in Stein and Meyer zu Eissen (2007), where features
from the previous research are investigated again. By evaluating the vocabulary
richness, which is the ratio dividing the number of unique word types by the num-
ber of tokens, of each passage within a document, analysis can be performed at
passage level. The experiment was performed on a corpus of 50 German doc-
uments with manually plagiarised texts. POS of words and statistical features
such as average sentence length, frequency classes of words such as adjectives and
verbs, average word length and average number of stopwords were used in a linear
discriminant classifier. The results showed a combination of features performed
better than individual features.
3.4.2 Cross-lingual plagiarism detection
Cross-lingual plagiarism detection refers to plagiarism cases where the language
in the source texts is not the same as the language in the plagiarised texts. This
can be done by using translation software or manual translation to convert the
language of the source texts. A pair of texts is considered to be plagiarised if
they are semantically similar, regardless of the language difference. Cross-lingual
plagiarism detection is a complex task. Unlike monolingual plagiarism detection
which can be addressed by word overlap measures, cross-lingual plagiarism cases
cannot be directly compared word-for-word. Before making a comparison, the
following questions must be answered:
1. How do we determine the source language of a translated text in the plagia-
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rised document?
2. Should the comparison be done on one language only and which language
should it be?
To help address these questions, techniques that determine translation direc-
tion can be used, where the source language of a piece of translated text can be
identified. For example, in Baroni and Bernardini (2006) experiments were per-
formed on a domain-specific corpus consisting of English, Arabic, French, Spanish
and Russian texts translated into Italian. The experiment was performed using an
SVM classifier, based on features such as lemmatised words and POS sequences.
The best accuracy was achieved by using a combination of features that includes
1-gram word with tf-idf weighting, and 2-grams and 3-grams of POS tags. The ex-
periment concluded that the task relies on the distribution of n-grams of function
words and morpho-syntactic features.
Pouliquen et al. (2003) presented a statistical approach to map multilingual
documents to a language-independent document representation, which measures
similarity between monolingual and cross-lingual documents. A parallel corpus
with multilingual translated texts was used, and pre-processing techniques includ-
ing lemmatisation and stopword removal were applied. Parallel texts in different
languages are identified by the tf-idf of the topic, and the top 100 words are selected
as “descriptors”. Each descriptor contains one-to-one translations into different
languages and is represented by a vector. The similarity score was calculated by
comparing the vectors between Spanish and English documents. The approach
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used in this study is not based on n-gram comparison, which is a language-specific
technique that is limited to monolingual plagiarism. The proposed approach may
be potentially suitable for detecting cross-lingual plagiarism, and further work is
suggested to be performed on paraphrased translations.
To facilitate direct comparisons between multilingual texts, source texts in the
collection can be translated to the language of the suspicious texts (or vice-versa)
by manual or mechanical means. This allows comparison to be based on standard
monolingual approaches. If the plagiarised text was translated manually from
source text, involving human translators may not be feasible if the document col-
lection is large, but mechanical means do not always provide accurate translations
comparable with manual translations.
However, if the source text is translated via mechanical means then the iden-
tification is much simpler. Machine translated cases can easily be identified with
a reverse-translation approach, particularly if the same machine translation sys-
tem is used. For instance, in the PAN competition translated plagiarism cases are
processed with a machine translation approach. It is a common approach for com-
petitors to first use a language identification toolkit to identify the source language
of non-English documents, and then use a machine translation toolkit to translate
all non-English documents to English before processing all documents in English.
Barro´n-Ceden˜o and Rosso (2010) posit that this approach is effective because the
corpus was created using a similar method.
Statistical methods for cross-lingual plagiarism detection have been applied in
Barro´n-Ceden˜o et al. (2008). They described the use of the IBM Model 1 alignment
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model with a statistical bilingual dictionary to analyse plagiarism in a parallel
corpus. Preliminary experiments on English and Spanish text fragments achieved
satisfactory results, but further experiments are needed on a cross-lingual corpus
in order to evaluate the approach. The extension of the previous work (Pinto et al.,
2009) was tested on English versus Spanish, and English versus Italian documents.
The approach is again performed using the IBM Model 1 alignment model based on
a bilingual statistical dictionary, which directly captures correlated words across
languages. These studies suggested that alignment could be beneficial to other
cross-lingual information retrieval tasks.
Potthast et al. (2010a) performed a cross-lingual plagiarism detection experi-
ment on a large-scale multilingual corpus. The six languages tested are English,
German, Spanish, French, Dutch and Polish. The three-stage framework included
heuristic retrieval, detailed analysis, and knowledge-based post-processing. In the
first stage, features were extracted using keyword extraction and fingerprints of
documents were generated. The second stage involved information retrieval us-
ing VSM, cross-language alignment-based character n-gram model, and statistical
bilingual translation model. The final stage aimed to reduce the number of false
positives by checking if the flagged cases have been cited or not. The results showed
that detection performance is heavily based on either the syntactical relatedness
of the languages or the accuracy of translations. They also pointed out that the
alignment model achieved good results on automatic translations and it can also
be applied to language pairs with low syntactic relatedness.
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3.4.3 Other text similarity approaches
Other text reuse detection includes near duplicate detection, which is a task that
identifies documents that are nearly identical. The difference between near dupli-
cate detection and plagiarism detection is that the first refers to many documents
having one reference. The latter refers to suspicious documents which can have
more than one reference copy and plagiarism is not exclusive to document level
copy.
NLP has been applied to the detection of duplicated technical reports , as
described in the work by Runeson et al. (2007). They used natural language
processing including tokenisation, stemming, stopword removal, and synonym re-
placement. The words were then represented in a VSM, and similarity between
two texts was measured in the vector space. Although the techniques used are
simple and the experimental setting is not extensive, the experiment shed light on
the incorporation of NLP techniques to support the identification of similar texts.
Yang and Callan (2006) introduced a clustering approach to near duplicate
detection. Documents were split into blocks and the level of changes in each block
was measured using features such as the similarity between bag-of-words, and the
edit-distance between words in blocks. They suggest that clustering is a more
effective way to handle large corpus and further advocate combining features that
include textual and non-textual information.
Manku et al. (2007) proposed a near duplicate detection method for web docu-
ments. Their method uses small-scale fingerprinting, which is the representation of
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features, including processed texts by tokenisation, stop-word removal and stem-
ming, in a document using a sequence of vectors. This is used in conjunction with
the Jaccard coefficient (Formula 4.1 on page 103) to measure the level of similarity.
Their approach aims to handle web data, which was the reason why a small-scale
fingerprint must be used. The initial experiment on a small set of web data high-
lighted further challenges, such as the variation of document length, categorisation
of multiple languages, and the tuning of the sensitivity of detection algorithm.
Xiao et al. (2008) proposed the integration of new filtering algorithms with an
existing near duplicate detection approach. Positional filtering that exploits the
order of the word tokens is combined with existing overlapping similarity measures.
The similarity is calculated by the Jaccard and cosine metrics. They conclude that
combining the approaches can help to improve the efficiency and effectiveness of
filtering duplicate documents.
Compared to VSM, the Normalised Word Vectors algorithm allows a larger
dimensional space to represent the content of the document. This is applied to
automatically grade essays and to classify documents in digital libraries to detect
similar texts (Dreher, 2007; Williams, 2006; Parker et al., 2008).
Another related area of research is the detection of journalism text reuse. The
work by Clough et al. (2002a) shows three approaches to distinguishing originals
from derived newswire texts. Their methodology involves a supervised machine
learning model that includes three features: 3-gram overlap measure, Greedy-
String-Tiling and sentence alignment. The task is treated at the document level
and the results show that a combination of the features yields better results than
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the features on their own. The difference between plagiarism detection and jour-
nalism text reuse is that in the latter one piece of original text can result in many
other derived texts, whereas in the study of plagiarism detection it can go both
ways: a plagiarised text can come from more than one original text, and one origi-
nal text can attribute to many plagiarised texts. Furthermore, the principles of the
two fields are different. The Press Association is the main news source provider
and their newswire service is used by many papers in the UK. The original news
source is distributed to individual news agencies, which then re-word the news and
publish it to the public. As it is not the intention of the journalists to “plagia-
rise” pieces of news, they do not try to conceal the fact the texts are not original.
Therefore, journalism text reuse should not be treated as plagiarism per se, as the
nature of rewriting is different.
Similarly, Tashiro et al. (2007) developed a simple approach for detecting copy-
right infringement texts from the web. The similarity between texts was calculated
based on the longest common subsequence of 2-grams of words. A threshold is then
set to determine whether a pair of texts was similar or not. The experiment was
performed on news and lyrics with short texts of a length between 163 and 788
words. Although the results showed a 94% precision, the reality is that longest
common subsequence is not ideal for detecting similarity in longer texts lengths as
the computational cost is high.
The degree of semantic equivalence is explored in Semantic Textual Similar-
ity (STS) tasks. The level of similarity between two sentences is measured by
analysing the semantic components. Studies in the STS task is related to para-
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phrase and textual entailment, which is described later. The difference is that a
textual entailment task is directional, whereas a STS task is bidirectional. The
outcome of a STS task is not a binary classificaiton but rather it assigns a level
of similarity between sentences. The pilot STS task in 2012 introduced a train-
ing and testing corpus which contained sentence pairs from paraphrase datasets,
machine translation evaluation datasets, and lexical resource mapping exercise
(Agirre et al., 2012). The similarity of sentence pairs is rated on a scale of 0-5,
with 0 being the least similar and 5 the most similar. The results from 35 teams
are compared with human judgement from Mechanical Turk with a Pearson corre-
lation of 90%, and the best team scored about 80%. The techniques and resources
used in the task include synonym generalisation using WordNet, stopword removal,
paraphrase matching, lemmatisation, POS tagging and semantic role labeling.
The winning approach in the STS 2012 task by Ba¨r et al. (2012) combined
simple features such as n-grams of characters, words, POS tags and stopwords,
and complex features such as pairwise word similarity by means of calculating the
idf-weighted best-matching words in both directions. Lexical-semantic resources
which include WordNet and Wikipedia are used as part of the semantic analysis,
where word sense disambiguation is applied in the noun substitution stage. The
features are combined to compute similarity scores in a machine learning linear
regression classifier with a 10-fold cross-validation.
Androutsopoulos and Malakasiotis (2009) provided a comprehensive survey of
NLP techniques in detecting paraphrases and textual entailment tasks. The sur-
vey concluded that existing approaches exploit a combination of superficial features
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such as surface string comparison, shallow semantics such as verb generalisation
using VerbNet, semantic role labelling using PropBank, and deeper syntactic fea-
tures such as dependency trees representation. Alignment techniques from sta-
tistical machine translation that can exploit large bilingual parallel corpora are
also applied in RTE tasks. This work can be further explored in the plagiarism
detection field.
To explore paraphrases within texts, a field of interest is the Recognising Tex-
tual Entailment (RTE) task. It focuses on textual inference and very often refers
to semantic variations between pairs of expressions. Given a text T (multiple sen-
tences) and a hypothesis H (single sentence), the aim of RTE is to detect whether
T is inferred from H. The major difference between paraphrasing and textual en-
tailment is that paraphrasing is bi-directional, whereas textual entailment only
infers that a text T entails a hypothesis H. Starting in 2006, the RTE challenge
has now progressed to the eighth edition, attracting substantial interest (Dagan
et al., 2006).
Simply put, textual entailment is a sentence level paraphrase that can include
other semantic variations. This is different from paraphrasing, which normally
consists of expressions of equal length and the T and H are inferred bi-directionally.
The difference can be illustrated with an example of textual entailment (H entails
T):
Text T: Medical science indicates increased risks of tumours, cancer, genetic
damage and other health problems from the use of cell phones.
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Hypothesis H: Cell phones pose health risks.
From the example, one can see that textual entailment is a case where the
meaning of sentences is uni-directional, which means that T entails H but H does
not necessary entails T.
An example of paraphrasing, or bi-directional entailment (where T entails H,
and H entails T) would be the following:
Text T: Although humans are comparatively poor sprinters, they also engage in
a different type of running, such as endurance running, defined as running
many kilometres over extended time periods using aerobic metabolism.
Hypothesis H: Having limited success in sprinting compared to other mammals,
humans perform better in endurance running, which is a form of aerobic
running over extended distances and periods of time.
This example shows that paraphrasing is a type of textual entailment, but the
entailment is bi-directional, which means that T entails H and vice-versa.
Methods used in textual entailment may help work on plagiarism detection,
but they are not designed to accommodate the processing of document level pair-
wise comparisons, neither the processing of very large collections of texts such as
those used for plagiarism detection, particularly deeper RTE approaches.
One of the available systems that tackles the RTE task is VENSES (Delmonte
et al., 2005), which performs semantic evaluation for textual entailment. It ex-
ploits both shallow and deep linguistic features of texts, using techniques including
lexical generalisation with disambiguation, dependency relation matching, named
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entity recognition, POS tagging based on finite state automata, and semantic role
processing. It provides detailed output of grammatical relations and semantic role
labels. As the textual entailment task is performed on short texts, an initial small-
scale experiment of plagiarism detection using VENSES is described in Chapter
5.
To measure the similarity between texts based on semantics, Corley and Mihal-
cea (2005) introduced the use of a WordNet-based similarity metric. The metric
pairs up words that are similar and weights are given for each pair of words. The
metric is combined with language models, and the best performance was achieved
by combination of this similarity metric and standard lexical matching. Their re-
search shows improvement in directional entailment tasks, reaching an accuracy
of around 58%. They concluded that the method disregards many relations in the
sentence structure, as well as the arguments and the dependencies between words,
and a more sophisticated approach is needed to process this deeper linguistic in-
formation.
Another related area is the detection of multilingual paraphrases. Zhao et al.
(2009) extracted English paraphrases from a bilingual English-Chinese parallel
corpus, and performed an experiment on one million paraphrases. Their proposed
method focused on maximum likelihood estimation of paraphrases, lexical weight-
ing and monolingual word alignment. Their paraphrases were classified as five
types, including 1) trivial changes such as inserting/deleting stopwords, 2) phrase
replacement that replaces words but retains their POS order, 3) phrase reordering
in which words are reordered within a sentence, 4) structural paraphrases in which
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the words are significantly changed but the meaning is the same, and 5) informa-
tion addition/deletion where words are added or deleted from the sentence but it
maintains the same meaning. Out of the five types, only 4 and 5 are considered
as complex paraphrasing that poses a challenge in other NLP tasks.
3.4.4 Plagiarism direction detection
Current research in plagiarism detection is mostly focused on the detection of pla-
giarised texts within a document collection or within a document, and the direction
of plagiarism is predetermined. Source documents and suspicious documents are
provided separately and the task is to determine which segments of the suspicious
text are copied from which segments of source texts. The similarity score is given
by a pair-wise comparison metric using features such as word overlap. The limita-
tion of this approach is that if the document collection is large, a large number of
pair-wise comparisons will be required to perform filtering and detection. Besides,
in a real-world scenario, it is often difficult to determine whether a piece of text is
the original or another plagiarised version.
This is the problem faced by online commercial plagiarism detection products:
it is not uncommon to find cases where a “plagiarised text” is actually the original
text, as a plagiarised version was submitted before the original. After all, a pla-
giarism detection tool can only suggest there are similarities between two pieces
of texts, but it cannot determine the plagiarism direction.
Thus, we also investigate a novel perspective on plagiarism research in this
thesis: instead of measuring the similarity between pairs of texts, the task is to
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distinguish source text from plagiarised text. This is achieved by investigating
the linguistic and statistical traits presented in the document collection, finding
a pattern for the two types of texts (source and plagiarised), and classifying each
individual text into its respective group.
To date, research on the detection of plagiarism direction is very limited.
Grozea and Popescu (2010) applied their plagiarism detection system Encoplot,
which is based on character 16-grams comparison, to artificially-generated plagia-
rised documents from the PAN corpus. The cases are generated via automatic
means with various obfuscation levels, and the results showed that at the docu-
ment level the overall accuracy can reach approximately 75%. The tests on highly
obfuscated artificial documents reached an accuracy of 69.77%. Analysis of the
research shows there are significant and measurable differences between original
and plagiarised texts in the PAN corpus. To the best of author’s knowledge, no
research has been done on manually plagiarised documents and at the passage
level.
An interesting study by Ryu et al. (2008) proposed an algorithm to measure
the direction of plagiarism, in other words, to determine which is the suspicious
document or the original document. The new algorithm is based on the distance
measure evolutionary distance. However, the research is language-dependent and
it is limited to Korean.
Hence, in Chong and Specia (2012) we proposed a framework to distinguish
plagiarised from original texts by using linguistic and statistical traits of texts.
The framework was tested in two tasks: 1) the classification of individual text
78
CHAPTER 3. PREVIOUS WORK ON PLAGIARISM DETECTION
segments as original or rewritten, and 2) the ranking of two versions of a text
segment according to their originality to determine the rewriting direction. The
approach does not involve comparison between many suspicious texts and source
texts, but focuses on building a pattern of rewriting traits and fitting each text
segment into their classes. A detailed description of this experiment is presented
in Chapter 7.
Statistical features can be generated by language models, similar to the exper-
iment performed by Lavergne et al. (2008) which distinguishes natural texts from
artificially generated ones, described in Section 3.1.3. On the other hand, linguis-
tic features are inspired by the studies on translation direction and translationese,
which aim to distinguish original and translated texts, based on the ontological dif-
ferences between those texts. It follows Translation Universal theory (Gellerstam,
1986), which posits that a few universal principles apply when humans perform
translations, regardless of the languages involved. One such a principle is that of
simplification. The simplification hypothesis states that translated texts tend to
be simpler than the original and that translated texts are likely to keep specific
properties which can be identified via lexical, grammatical and syntactical means
(Baker, 1993, 1996). In our study, it is not the aim to apply translation universal
theory directly to plagiarism direction, but we seek insights from this field that
may be beneficial to the task. This study also considers features that are inspired
by the simplification universal. It is important to note that although the corpus
used will consist of monolingual English texts, studies in translationese are also
tested on monolingual comparable corpora.
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Nahnsen et al. (2005) proposed a method to identify multiple versions of trans-
lated texts from one original text. The experiment was performed on book chapters
with multiple parallel translations. 4-grams of lexical items were extracted, which
included nouns, verbs and adjectives from the texts. To generalise each lexical
item, each word in the sentence was disambiguated using WSD to determine the
most suitable sense of the word. Similarity was determined by cosine similarity on
n-grams of lexical items and tf-idf on weighted keywords. The results show that
n-grams of lexical items, based on shallow semantics by lexical generalisation, can
outperform traditional statistical methods.
To identify the difference between original and translated texts, Baroni and
Bernardini (2006) use tf-idf of 1-grams, 2-grams and 3-grams of word, POS tags
and lemmas and classify them using SVM. The corpus consists of monolingual
texts, as both the original non-translated and the target translated texts are in
Italian. The results show that the most promising features include the distribution
of function words, personal pronouns and adverbs. The study was followed by
Kurokawa et al. (2009), and their experiment reported an accuracy of 90% on
n-grams and 77% on sentences when detecting the direction of translation. Their
experiment was performed on an English-French parallel corpus, with features
such as POS and lemmas in an SVM machine learning classifier. They tested up
to 5-grams and the best accuracy was achieved using 2-grams of words.
A study of six languages by Halteren (2008) using frequency counts of word
n-grams shows that it is possible to distinguish between translated and non-
translated texts and to identify their respective original languages. This is followed
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by the work of Lembersky et al. (2011, 2012) which focused on building statisti-
cal language models for each language to aid the identification of translated texts.
They show that translated texts from different original languages display sufficient
traits that can be identified.
In addition to using language models, the studies by Ilisei and Inkpen (2011);
Ilisei et al. (2010) on Romanian and Spanish translationese describe a machine
learning approach that use morphological and simplification features. Their studies
showed that the highest contributing simplification features are information load
and lexical richness, and the best performing morphological features include the
proportion of nouns, pronouns and finite verbs over tokens.
A related study by Volansky et al. (2011) explores the differences between orig-
inal, manually translated and machine translated texts. Linguistically-motivated
features that include simplification features are employed in an SVM classifier.
These experiments on translation direction confirm that translated texts have
lower lexical richness and higher numbers of frequent words. It is pointed out that
simplification features alone are not sufficient to distinguish between original and
translated texts, but they help to improve the accuracy when combined with other
features.
As these studies in translationese and translation direction detection have sug-
gested that shallow data representations are applicable in the classification of trans-
lated and non-translated texts, a language-independent model based on simplifica-
tion, morphological, syntactic and statistical features is proposed and investigated
in this thesis. The plagiarism direction identification framework is described in
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detail in Chapter 7.
3.5 Challenges in Plagiarism Detection
This section describes challenges faced by existing plagiarism detection approaches.
These challenges can be grouped into two main areas: linguistic complexity and
technical difficulty.
First, overlap word n-grams may be very effective against word-for-word copies,
but plagiarism cases are more complex than verbatim copy-and-paste. The three
main linguistic challenges are 1) lexical changes, 2) structural changes, and 3)
paraphrases.
1. Lexical changes. This refers to the use of synonymy or related concepts
to replace original words, which is essentially having two words carrying
the same meaning but with different representations. For example (texts
excerpted from the PAN-PC-10 corpus):
Source: When this man returned he brought me a letter from your father,
in which he said he was going to try and make his escape, and that he
would never again set foot in Russia.
Lexical change: When this man returned he conveyed me a note from your
dad, in which he said he was going to trial and make his get away, and
that he would not ever afresh set base in Russia.
2. Structural changes. This refers to the modification of active/passive voice,
changes in word order, re-ordering of sentence components while maintaining
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the original meaning.
Source: Even Beckwith, who could not coincide with others as to the great
importance of intemperance as an etiological element, says distinctly,
that intemperance was, by far, the most potent of all removable causes
of mental disease.
Structural change: Even Beckwith, who didn’t agree that intemperance
was important as an etiological element, said that intemperance was
the strongest of all removable causes of mental illness.
3. Paraphrases. This refers to the most complex form of text operations
and combines lexical and structural changes. The text is represented using
different words and structures, and possibly with different lengths, but the
meaning remains the same.
Source: I have heard many accounts of him, said Emily, all differing from
each other: I think, however, that the generality of people rather incline
to Mrs. Dalton’s opinion than to yours, Lady Margaret. I can easily
believe it.
Paraphrase: Emily said, I have heard many different things about him;
however, most people trust Mrs. Dalton’s beliefs more then they do
yours, Lady Margaret, myself included.
Overlapping n-gram alone is insufficient to identify similarity between these
text pairs, but with the use of lexical generalisation, it is possible to recognise
synonyms and deal with lexical changes. Syntactic and semantic parsing can help
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to identify the structure of texts, while other levels of processing such as named
entity recognition can highlight important concepts in the texts. Our hypothesis
is that these techniques and other NLP techniques can help identifying complex
cases of plagiarism, but they have issues and challenges of their own, as we later
discuss in this thesis.
Technical difficulties also limit system performance. The main constraint is
computational resources. To begin with, performing pair-wise comparisons in large
document collections requires significant processing and memory resources. This
is especially problematic as plagiarism can be derived from multiple sources. A
plagiarised document may contain text segments from more than one source, and
it is difficult to identify the possible source segments if the initial document level
pair-wise comparison failed to establish the candidate documents. In other words,
detecting plagiarism from multiple sources is more difficult than from a single
source, as some detection metrics only relate a suspicious document to one source
document.
Moreover, the difficulty of obtaining a real-life corpus means that experiments
are limited to using specially-created corpora. Although such corpora contain some
manually rewritten texts, some of them are plagiarism cases generated via artifi-
cial means, which adds an extra challenge to the application of NLP techniques,
as artificially generated cases are not linguistically well-structured and therefore
existing tools cannot reliably process them.
These are some of the challenges which plagiarism detection approaches face
today. Using only string-matching will not be sufficient to tackle these issues
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effectively. Additionally, the use of complicated methods require vast amounts of
computational resources (Bao et al., 2004). The trade-off between computational
speed and detection reliability needs to be considered when applying algorithms.
In this thesis, the linguistic challenges that will be addressed are lexical changes,
structural changes and paraphrasing. These are the challenges that motivated the
use of NLP in plagiarism detection. The technical challenges are alleviated by
having a filtering step based on simple processing, as typical of plagiarism detection
approach, but overall our focus is not on addressing this type of challenge.
3.6 Summary
This chapter described the existing approaches to plagiarism detection. This helps
to meet the first objective by conducting a thorough investigation of current
techniques and approaches, thereby providing a fundamental understanding for
proposing a plagiarism detection framework in the following chapter. In this chap-
ter, it is noted that most existing methods are based on brute-force string-matching
algorithms, and the use of NLP techniques in plagiarism detection is underex-
plored. The existing methods follow a three-stage detection approach which will
be incorporated into the proposed framework. The chapter also described other re-
lated research on intrinsic plagiarism detection, cross-lingual plagiarism detection,
other text similarity detection and translation direction detection that provided
inspiration for the proposed methodology.
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Chapter 4
A Framework for Natural Language
Processing in Plagiarism Detection
This chapter describes our framework for the incorporation of simple text pre-
processing, and shallow and deep NLP techniques in automatic plagiarism detec-
tion.
Section 4.1 presents the proposed framework which is used throughout the
thesis. The framework applies a broad range of NLP techniques which aim to im-
prove the performance of plagiarism detection. Section 4.2 describes the text pre-
processing techniques, shallow NLP techniques and deep NLP techniques. Section
4.3 lists the metrics for similarity comparisons between texts. Section 4.4 details
the machine learning algorithms for text classification. The chapter concludes with
Section 4.5, which describes the evaluation metrics used.
4.1 General Framework
The framework for external plagiarism detection involves five stages. It is an
expansion of the the common three-stage approach described in Section 3.1.
Stage 1: Pre-processing This stage prepares the input text collection, includ-
ing both suspicious and source texts, for subsequent stages. Text pre-
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processing and shallow NLP techniques are applied to the texts.
Stage 2: Similarity comparison This stage performs pair-wise comparisons
between each suspicious text against all source texts. One or more simi-
larity metrics are applied to give each suspicious-source text pair a similarity
score.
Stage 3: Filtering The similarity scores generated in Stage 2 are used to judge
the likelihood of a suspicious-source pair being listed as a candidate pair.
The likelihood is determined by setting a threshold on the similarity scores.
This can be done either by using a machine learning algorithm to learn the
threshold, or by manually defining such a threshold. If a pair has reached a
certain threshold, the pair is listed as a candidate pair; otherwise the pair is
discarded as not plagiarised.
Stage 4: Further processing As deep linguistic features are computationally
expensive, this stage is only applied to candidate pairs. Candidate pairs
from Stage 3 are further processed; then Stage 2 is repeated for the pairs of
Stage 4 to generate a similarity score.
Stage 5: Classification The final stage is to use the similarity scores from the
previous stage to assign each text pair a classification as Plagiarised or Clean.
In some cases the class Plagiarised can be further defined at various levels,
such as Near Copy, Heavy Revision, or Light Revision. The classification is
either done by setting thresholds, or by using similarity scores generated from
various modules as features in a machine learning classifier. Classifications
are verified by applying standard evaluation metrics which include precision,
88
CHAPTER 4. A FRAMEWORK FOR NATURAL LANGUAGE
PROCESSING IN PLAGIARISM DETECTION
recall, f-score and accuracy.
The processing flow chart (Figure 4.1) shows the general framework proposed
in this study. A text collection pass through various stages of processing, and then
similarity metrics are applied to compute the similarity between texts for each
suspicious-source pair. The similarity scores resulting from shallow techniques are
used as features in text classification or in the filtering stage before applying deep
NLP techniques. This five-stage framework has been applied in the small-scale
experiment described in Chapter 5 and the large-scale experiment described in
Chapter 6.
4.2 Text Pre-processing and Natural Language
Processing Techniques
This section describes the text pre-processing techniques (Section 4.2.1), the shal-
low NLP techniques (Section 4.2.1), and the deep NLP techniques in (Section
4.2.3) used in our experiments.
4.2.1 Text pre-processing techniques
These techniques are available from the Python module of the Natural Language
Processing Toolkit12 (NLTK), which aids text analysis and development. The tech-
niques used are as follows (example texts excerpted from the PAN-PC-10 corpus):
Sentence segmentation This technique splits the text in the document into
sentences, which allows sentence-by-sentence processing in the subsequent
12http://nltk.org/
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Figure 4.1: External plagiarism detection framework
stages. For example:
Raw text: Therefore, a person should search his actions and repent his
transgressions previous to the day of judgment. In the month of Elul
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(September) he should arouse himself to a consciousness of the dread
justice awaiting all mankind.
Sentence segmentation: (Sentence 1) (Therefore, a person should search
his actions and repent his transgressions previous to the day of judg-
ment.) (Sentence 2) (In the month of Elul (September) he should arouse
himself to a consciousness of the dread justice awaiting all mankind.)
Tokenisation This technique determines token boundaries, such as words and
punctuation symbols in sentences. For example:
Raw text: Therefore, a person should search his actions and repent his
transgressions previous to the day of judgment.
Tokenisation: (Token 1, Token 2, Token 3... Token n) (Token 1 = “There-
fore” Token 2 = “,” Token 3 = “a”... Token 18 = “judgment” Token
19 = “.”)
Lowercasing This technique substitutes every uppercase letter with lowercase to
generalise the matching. Using the same example from above:
Raw text: Therefore, a person should search his actions and repent his
transgressions previous to the day of judgment.
Lowercase: therefore, a person should search his actions and repent his
transgressions previous to the day of judgment.
Stopword removal This technique removes function words, which include ar-
ticles, pronouns, prepositions, complementisers, and determiners, such as
“the”, “of”, “a”, “and”. Using the same example from above:
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Raw text: Therefore, a person should search his actions and repent his
transgressions previous to the day of judgment.
Stopword removal: Therefore, a person should search his actions and re-
pent his transgressions previous to the day of judgment.
Punctuation removal This technique removes punctuation symbols to gener-
alise matching between tokens. Using the same example from above:
Raw text: Therefore, a person should search his actions and repent his
transgressions previous to the day of judgment.
Punctuation removal: Therefore a person should search his actions and
repent his transgressions previous to the day of judgment
Number replacement This technique replaces numbers and figures with a
dummy symbol in order to generalise the texts for matching. For exam-
ple:
Raw text: Without enumerating all the modern authors who hold this
view, we will quote a work which has just appeared with the impri-
matur of Father Lepidi, the Master of the Sacred Palace, in which we
find the two following theses proved: 1.
Number replacement: Without enumerating all the modern authors who
hold this view, we will quote a work which has just appeared with the
imprimatur of Father Lepidi, the Master of the Sacred Palace, in which
we find the two following theses proved: [NUM].
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Text pre-processing techniques are normally applied as a combination. To
illustrate the process, given the example of the following raw texts:
Source (s): When this man returned he brought me a letter from your father, in
which he said he was going to try and make his escape, and that he would
never again set foot in Russia.
Plagiarised (p): When this man returned he conveyed me a note from your dad,
in which he said he was going to trial and make his get away, and that he
would not ever afresh set base in Russia.
The following outputs are produced after applying tokenisation, lowercasing,
punctuation removal and stopword removal:
(s) man returned brought letter father going try make escape never set foot russia
(p) man returned conveyed note dad going trial make get away ever afresh set
base russia
4.2.2 Shallow NLP techniques
Shallow NLP techniques help to analyse the morphological traits of texts, and they
do not provide syntactic and semantic analysis of the text. These techniques are
available from the NLTK toolkit or the Stanford CoreNLP toolkit.13
Part-of-speech tagging This technique assigns grammatical tags to each word,
such as “noun”, “verb”, etc., for detecting cases where words are replaced,
but the style in terms of grammatical categories remains similar.
13http://nlp.stanford.edu/software/corenlp.shtml
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Raw text: (text s) Set foot in Russia (text p) Set base in Russia
POS-tagging:
(s) Set [VBN] foot [NN] in [IN] Russia [NNP]
(p) Set [VBN] base [NN] in [IN] Russia [NNP]
Lemmatisation This technique transforms words into their dictionary base
forms, which generalises the texts for similarity analysis. For example, “pro-
duce” and “produced” are normalised to “produce”.
Stemming This technique transforms words into their stems, which generalises
the texts for similarity analysis. For example, both “computer” and “com-
puters” are normalised to “comput”, and “product”, “produce”, and “pro-
duced” to “produc”.
Chunking This technique is also called shallow parsing. It identifies the phrasal
constituents in a sentence, including noun phrase, verbal phrase, etc., and
splits the sentence into chunks of semantically related words. It is a shal-
low NLP technique as it does not specify the internal structure or the
role of words in the sentence. Chunking can provide a relatively less
computationally-expensive solution for analysing the structure of texts.
Raw text: When this man returned he brought me a letter from your father,
in which he said he was going to try and make his escape, and that he
would never again set foot in Russia.
Chunks: [ADVP When] [NP this man] [VP returned] [NP he] [VP brought]
[NP me] [NP a letter] [PP from] [NP your father] , [PP in] [NP which]
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[NP he] [VP said] [NP he] [VP was going to try and make] [NP his
escape] , and [SBAR that] [NP he] [VP would never again set] [NP foot]
[PP in] [NP Russia] .
4.2.3 Deep NLP Techniques
This section describes the deep NLP techniques which help to analyse the syntactic
and semantic traits of texts. As superficial techniques are not sufficient to identify
complex plagiarism cases that involve paraphrases, deep techniques which are not
dependent on word-for-word comparison can provide another perspective for text
analysis.
Dependency relation extraction This technique of deep syntactic analysis re-
turns, for a given sentence, the syntactic relationship between each pair of
words. Before applying parsing to the texts, sentence segmentation is ap-
plied to determine the sentence boundaries. The Stanford Parser14 version
1.6.5 (de Marneffe et al., 2006) is then applied to generate output in the
form of dependency relations, which represent the syntactic relations within
each sentence. This allows the similarity comparison to be based on the
syntactic relations between words, instead of having to match words in their
exact order in n-gram based comparisons. For example, for the sentence “A
basic concept of Object-Oriented Programming.”, the following relations are
produced:
det(concept-3, A-1)
14http://nlp.stanford.edu/software/lex-parser.shtml
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amod(concept-3, basic-2)
prep(concept-3, of-4)
nn(Programming-6, Object-Oriented-5)
pobj(of-4, Programming-6)
Syntactic constituent extraction Another deep NLP technique is the analysis
of syntactic constituents for each sentence. The tool VENSES15 (Delmonte
et al., 2005), which is a Recognising Textual Entailment (RTE) tool, provides
analysis on sentence level syntactic constituents. Instead of using the tool in
an entailment task, we extract the syntactic constituents from the analytical
output of the framework. This allows the similarity comparison to be done at
a syntactic level, which is not limited to n-gram matching of exact words. For
example, for the sentence “Inheritance is a basic concept in object-oriented
programming.” the following output is extracted:
Syntactic constituents:
subj-[Inheritance-n-sn]
ibar-[ (is)-ause-ibar]
xcomp-[a-art-sn, basic-ag-sn, concept-n-sn]
obl-[in-par-_G36673, object_oriented-vin-ibar, programming-n-sn]
Lexical generalisation Generalising words for word-level matching is not com-
pletely new in plagiarism detection approaches. However, most approaches
face the problem of Word Sense Disambiguation (WSD), which means each
word needs to be disambiguated to find an appropriate meaning and a re-
lated synonym. WSD is a difficult task on its own, which in turn affects the
synonym generalisation progress. Hence, we propose to retrieve and com-
pare all groups of synonyms of a word in all its senses, making it possible to
15http://project.cgm.unive.it/venses_en.html
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achieve a matching even if the plagiarised word has been substituted with
another word of similar meaning. This approach was described in Chong
et al. (2010); Chong and Specia (2011) where all synsets were selected. Syn-
onyms are retrieved from the WordNet16 lexical database, which provides a
hierarchical representation of synsets, that is, conceptually related groups of
synonym words.
For the experiments with lexical generalisation, function words (stopwords)
are removed and all remaining (content) words are generalised using Word-
Net. WordNet lemmatises words and generates synsets for each content
word. In other words, this technique expands the source and suspicious texts
by replacing each content word by the words (synonyns) in all of its synsets
from WordNet. For each word in the source and suspicious documents, all
the synsets are extracted. Word ambiguity is not a problem in this case as
all synsets will be selected regardless of the context, and therefore it is not
necessary to apply WSD techniques.
16http://wordnet.princeton.edu/
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Figure 4.2: Example of synsets of the word “convey”
Figure 4.3: Example of synsets of the word “bring”
In Figures 4.2 and 4.3 the synsets of the words “convey” and “bring” are
extracted. Although the words carry the same meaning, word-for-word matching
metrics will not identify them as similar. By comparing the synsets of words, we
can see that “convey” matches synset 1 of “bring”, and “bring” matches synset 4
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of “convey”.
Predicate generalisation To analyse the grammatical components of a sen-
tence, we propose to analyse the predicate of a sentence, which can be
represented by the verbs within it. Hence in this technique verbs are ex-
tracted from texts, and generalised for similarity comparison. We use NLTK
to transform each verb to lowercase and then apply the WordNet lemmatiser
module before looking up the verb class in VerbNet17. VerbNet provides
lexical resources that organise verbs into hierarchical classes. Each verb is
represented by its respective VerbClass which contains other sub-classes that
are syntactically or semantically related to other verbs of the same class. To
generalise verbs, each verb in source and suspicious texts is replaced by its
respective VerbClasses. This approach is similar to lexical generalisation
using WordNet, but this time only the verbs are used.
For example, for the verbs “flee” and “escape” the VerbClass is “escape-
51.1”, for the verb “arrive” the VerbClass is “escape-51.1-2-1”, which means
these verbs have related syntactic frames and are likely to be associated.
Named entity recognition This technique identifies and extracts named enti-
ties from each sentence. Unlike other function and content words, named-
entities are less likely to be replaced by other words in a plagiarism case.
Hence, analysing the number of matching named entities will give a good
indication of the topic of texts, and also the similarities between texts.
For example, for the sentences “Albert Einstein is considered to be one of the
17http://verbs.colorado.edu/~mpalmer/projects/verbnet.html
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most intelligent people that ever lived” and “Numerous awards were given
to Albert Einstein, a gifted scientist with great intellectual achievements”,
the entities “Albert” and “Einstein” are extracted as one entity “Albert
Einstein” (person), indicating that both sentences are describing the same
person.
The techniques described in this section are commonly applied with other pre-
requisite techniques. For example, in order to perform predicate generalisation,
it is first necessary to extract the verbs in the document, then lemmatise to
generalise the words to their base forms, and finally look up the words in VerbNet
for the VerbClass. Another example is the use of tokenisation, lowercasing and
punctuation removal in n-gram matching metrics (see Section 4.3).
4.3 Similarity Metrics
In this framework, text pre-processing and shallow NLP techniques are applied
before the filtering stage. Deep NLP techniques are applied when the texts have
been filtered and further investigation is needed for deeper analysis on candidate
texts. This section describes the similarity metrics that are applied after the cor-
pus has been processed. Different similarity metrics are computed depending on
the type and level of processing performed. The application of similarity met-
rics is essential to feature generation, as each feature consists of similarity scores
generated by comparing processed text pairs, and the level of similarity for each
suspicious-source text pair is determined by the similarity score.
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4.3.1 N-gram string matching
The calculation of overlapping n-grams, usually either 3-grams or 5-grams, is a
common approach to measuring similarity between texts. 3-grams is normally
applied to shorter texts (from several paragraphs to a few pages), and 5-grams
is usually used in longer texts (more than a few pages). An n-gram represents n
number of consecutive words. Similarity scores can be computed by counting the
matching n-grams between the suspicious and source documents. For example,
overlapping 3-grams can be exemplified as follows:
Source (Text B): when this man returned he brought me a letter from your
father in which he said he was going to try and make his escape and that he
would never again set foot in russia
Suspicious (Text A): when this man returned he conveyed me a note from your
dad in which he said he was going to trial and make his get away and that
he would not ever afresh set base in Russia
Source 3-grams (32 n-grams): [when this man] [this man returned] [man re-
turned he] [returned he brought] [he brought me] [brought me a] [me a letter]
[a letter from] [letter from your] [from your father] [your father in] [father in
which] [in which he] [which he said] [he said was] [said was going] [was going
to] [going to try] [to try and] [try and make] [and make his] [make his escape]
[his escape and] [escape and that] [and that he] [that he would] [he would
never] [would never again] [never again set] [again set foot] [set foot in] [foot
in russia]
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Suspicious 3-grams (34 n-grams): [when this man] [this man returned] [man
returned he] [returned he conveyed] [he conveyed me] [conveyed me a] [me
a note] [a note from] [note from your] [from your dad] [your dad in] [dad in
which] [in which he] [which he said] [he said was] [said was going] [was going
to] [going to trial] [to trial and] [trial and make] [and make his] [make his get]
[his get away] [get away and] [away and that] [and that he] [that he would]
[he would not] [would not ever] [not ever afresh] [ever afresh set] [afresh set
base] [set base in] [base in russia]
Likewise, overlapping 5-grams will have five tokens instead of three tokens in each
n-gram. For example:
Source 5-grams: [when this man returned he] [this man returned he brought]
[man returned he brought me] [returned he brought me a letter] ...
Suspicious 5-grams: [when this man returned he] [this man returned he con-
veyed] [man returned he conveyed me] [returned he conveyed me a] ...
N-grams on their own do not provide an indication as to the level of similarity
between two texts. Hence, similarity metrics are needed to calculate the similarity
scores between the texts. A similarity metric essentially counts the number of
overlapping n-grams between texts, and the count is normalised according to the
settings of the experiment.
In the string-matching plagiarism detection system Ferret (Lane et al., 2006),
the comparison of n-grams is performed using the Jaccard coefficient:
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J3(A,B) =
|S(A, n) ∩ S(B, n)|
|S(A, n) ∪ S(B, n)| (4.1)
S(A, n) and S(B, n) represent the sets of n-grams in the suspicious text A and
the source text B respectively. In the case of Ferret, n = 3. Their intersection
(nominator) represents the set of matching n-grams in the suspicious-source text
pair, while their union (denominator) represents the set of all distinct n-grams in
the suspicious-source text pair.
Using the example described above, the nominator would be 11, using the
3-grams that occur in both sets:
Source 3-grams (32 n-grams): [when this man] [this man returned] [man
returned he] [returned he brought] [he brought me] [brought me a] [me a
letter] [a letter from] [letter from your] [from your father] [your father in]
[father in which] [in which he] [which he said] [he said was] [said was
going] [was going to] [going to try] [to try and] [try and make] [and make
his] [make his escape] [his escape and] [escape and that] [and that he] [that
he would] [he would never] [would never again] [never again set] [again set
foot] [set foot in] [foot in russia]
Plagiarised 3-grams (34 n-grams):[when this man] [this man returned]
[man returned he] [returned he conveyed] [he conveyed me] [conveyed me
a] [me a note] [a note from] [note from your] [from your dad] [your dad in]
[dad in which] [in which he] [which he said] [he said was] [said was
going] [was going to] [going to trial] [to trial and] [trial and make] [and
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make his] [make his get] [his get away] [get away and] [away and that] [and
that he] [that he would] [he would not] [would not ever] [not ever afresh]
[ever afresh set] [afresh set base] [set base in] [base in russia]
The denominator would be 44, using all the distinct 3-grams from both sets.
Hence, the Jaccard coefficient for this example would be 11/44 = 0.25.
Clough and Stevenson (2010) describe a slightly different similarity metric, the
containment measure:
c3(A,B) =
|S(A, n) ∩ S(B, n)|
|S(A, n)| (4.2)
S(A, n) and S(B, n) represent the sets of n-grams in the suspicious text A and
the source text B respectively. Similar to the Jaccard coefficient, the containment
measure calculates the intersecting n-grams but normalises them only with respect
to the n-grams in the suspicious text. This is particularly useful in cases where the
suspicious text is shorter than the source text. Using the previous example, the
similarity score generated by the containment measure would be 11/34 = 0.32.
The overlap coefficient is another variant of the Jaccard coefficient, which is
also described in Clough and Stevenson (2010):
SimOverlap(A,B) =
|S(A, n) ∩ S(B, n)|
min(|S(A, n)|, |S(B, n)|) (4.3)
Let S(A, n) and S(B, n) be the unique n-grams contained in the suspicious
text A and the source text B respectively. The intersection of both sets is divided
by the smaller set of S(A, n) or S(B, n). This is useful in cases where the size of
104
CHAPTER 4. A FRAMEWORK FOR NATURAL LANGUAGE
PROCESSING IN PLAGIARISM DETECTION
suspicious and source text varies. Using the previous example, the similarity score
generated by the overlap coefficient would be 11/32 = 0.34.
In the next chapter, the use of overlapping 3-gram string matching is described
in the small-scale experiment using short texts. The use of overlapping n-grams is
also a common practice in the PAN competition, where the use of hashed 5-grams
has been one of the techniques that contributed to the best approaches (Kasprzak
and Brandejs, 2010; Zou et al., 2010). Therefore, in the experiment described in
Chapter 6, 5-grams of words are used in detecting similarity for longer texts. The
similarity metric overlap coefficient (Formula 4.3) is extensively used.
The framework will exploit the commonly used Jaccard coefficient(Formula
4.1), overlap coefficient(Formula 4.3) and containment measure(Formula 4.2) in
generating linguistic features to enhance the variety in the representation.
4.3.2 Language model
Statistical language modelling aims to build a model that can estimate the distri-
bution of natural language texts, considering short sequences of up to n words. An
example of toolkit that allows to build such models is SRILM18 (Stolcke, 2002).
In the context of plagiarism detection, based on a model built from one or more
source texts, language modelling tools are helpful by estimating the likelihood of
a new sequence of words in a suspicious text according to such a model. In other
words, a language model can be seen as a measure of how similar the two texts
are by comparing their n-gram distributions. We use a standard n-gram language
18http://www.speech.sri.com/projects/srilm/
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model that computes the probability of a given word based on the sequence of
previous n− 1 words, as opposed to all previous words in a document:
P (wn1 ) ≈
n∏
k=1
P (wk|wk−1) (4.4)
This language model will compute P (w|w − 1, w − 2..., w − n), where wi are
the sequences of words in the suspicious text from 1 to n. The probabilities are
estimated using frequencies in the source texts.
Another method is to compute a variant of the language model probability, the
perplexity, which normalises the probability scores from language models according
to the number of words in the suspicious text.
1
m
log2P (w
m
1 ) (4.5)
Finally, the out-of-vocabulary rate is computed by counting the number of words
in the suspicious text that have not been seen in the source texts.
4.3.3 Longest common subsequence
Another string matching metric proposed for the framework is the Longest Com-
mon Subsequence (LCS) algorithm (Wise, 1993), which finds the longest sequence
of word matches in both suspicious and source texts.
SimLCS(A,B) = log2
(
1 +
|LCS(A,B)|
|B|
)
(4.6)
where A andB are the suspicious and source texts respectively. The set LCS(A,B)
is the length of the longest chunk of text in A and B.
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The LCS algorithm can be implemented by comparing text pairs using sentence
level pair-wise comparisons, among all sentences in both texts, and returning the
longest matching sequence between the sentence pairs in a given text. The algo-
rithm returns the following:
• Number of matching words in the text pair;
• Average length of matching words in the text pair;
• Number of matching words in each sentence pair;
• Average length of matching words per sentence pair;
• Total word and sentence count for each text.
The LCS algorithm is known to be complex and very resource-dependent. In
this study the Python implementation19 of LCS is used. The aim of this study is
not to find the most efficient algorithm, but rather to explore algorithms which
may aid plagiairsm detection.
The text pre-processing, and shallow and deep NLP techniques generates simi-
larity scores for each text pair, and these scores are then represented as features for
machine learning in the classification stage. The following similarity metrics are
used in the feature generation stage where processed text pairs are compared for
a similarity score. The similarity metrics listed below are used in correspondence
with the NLP processing techniques described in the previous section.
19http://en.wikibooks.org/wiki/Algorithm_Implementation/Strings/Longest_
common_subsequence
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4.3.4 Lexical generalisation
To calculate the similarity between WordNet synsets in text pairs, all synsets
are selected for each word in the texts as the comparison key. The synsets from
the suspicious text are then compared with the synsets of the the source text to
compute the level of similarity, normalised by the total number of synsets from
both suspicious and source texts, using the Jaccard coefficient (Formula 4.1) where
n = 1, having each synset represented as a 1-gram. To count a match between
suspicious and source texts, at least one of the synsets corresponding to the possible
meaning of the word has to match.
SimWordNet(A,B) =
|S(A, n) ∩ S(B, n)|
|S(A, n) ∪ S(B, n)| (4.7)
Where S(A, n) and S(B, n) are the unique synsets representing the suspicious
and source texts respectively. The intersection of both sets is divided by the union
of S(A, n) and S(B, n).
4.3.5 Syntactic constituent extraction
To calculate the similarity between syntactic constituents of text pairs, the num-
ber of intersecting syntactic constituents in the suspicious-source text pair is nor-
malised by the number of syntactic constituents in the suspicious text, using the
containment measure (Formula 4.2) where n = 1, having each syntactic constituent
represented as a 1-gram.
SimConstituents(A,B) =
|S(A, n) ∩ S(B, n)|
|S(A, n)| (4.8)
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Let S(A, n) and S(B, n) be the unique syntactic constituents, for example
subj-[inheritance-n-sn], contained in the suspicious and source texts respec-
tively. The intersection of both sets is divided by the number of syntactic con-
stituents in suspicious text S(A, n).
4.3.6 Dependency relation extraction
For the calculation of similarity between dependency relations in text pairs, the
dependency relations in the suspicious text are compared against those in the
source text to check for dependency overlaps between the two texts. The total of
matching pairs is computed using the overlap coefficient where n=1, having each
dependency relation represented as a 1-gram:
SimDependency(A,B) =
|S(A, n) ∩ S(B, n)|
min(|S(A, n)|, |S(B, n)|) (4.9)
Let S(A, n) and S(B, n) be the unique dependency relations, for example
det(concept-3, a-1), contained in the suspicious and source texts respectively.
The number of overlapping relations is normalised by the smaller set of S(A, n) or
S(B, n).
4.3.7 Predicate extraction
To compute the number of matching predicates in text pairs, verbs are extracted
from both suspicious and source texts, without using the VerbNet generalisation
process. The number of intersecting verbs in a text pair is normalised using the
overlap coefficient:
SimPredicates(A,B) =
|S(A, n) ∩ S(B, n)|
min(|S(A, n)|, |S(B, n)|) (4.10)
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Where S(A, n) and S(B, n) are the unique verbs contained in the suspicious and
source texts respectively. The intersection of both sets is divided by the smaller
set of S(A, n) or S(B, n).
4.3.8 Predicate generalisation
To compute the number of matching predicate classes in text pairs, verbs extracted
from texts are queried for their respective VerbClass using VerbNet. The number
of intersecting VerbClasses in the suspicious-source text pair is then normalised
using the overlap coefficient:
SimV erbClass(A,B) =
|S(A, n) ∩ S(B, n)|
min(|S(A, n)|, |S(B, n)|) (4.11)
Where S(A, n) and S(B, n) are the unique VerbClasses, for example the verbs
“flee” and “escape” belongs to the VerbClass escape-51.1, contained in the sus-
picious and source texts respectively. The intersection of both sets is divided by
the smaller set of S(A, n) or S(B, n).
4.3.9 Named entity recognition
For the similarity calculation based on named entities, all named entities from
both suspicious and source texts are extracted and then the number of intersecting
named entities in the text pair is normalised using the overlap coefficient:
SimNameEntity(A,B) =
|S(A, n) ∩ S(B, n)|
min(|S(A, n)|, |S(B, n)|) (4.12)
Where S(A, n) and S(B, n) are the unique named-entities in the suspicious and
source texts respectively. The intersection of both sets is divided by the smaller
set of S(A, n) or S(B, n).
110
CHAPTER 4. A FRAMEWORK FOR NATURAL LANGUAGE
PROCESSING IN PLAGIARISM DETECTION
4.3.10 Word alignment
Word alignment based on exact word, stemmed word, synonym, and paraphrase
is performed at a passage level using the tool METEOR20, an automatic machine
translation evaluation metric (Denkowski and Lavie, 2011).
This metric offers a way to align words and phrases even if they have been
paraphrased. For the passage-level experiment described in Section 6.3, this metric
gives weighted scores for text pairs depending on the level of resemblance of the
texts. For instance, using the “ranking” feature in METEOR, the default weights
are assigned corresponding to the four “modules” as follows: 1) exact words with
a weight of 1.0; 2) stemmed words with a weight of 0.6; 3) synonyms with a weight
of 0.8; and 4) paraphrases with a weight of 0.6. In other words, if the words or
phrases in the sentence pair match exactly, it will receive a higher score. If the
sentence pair has synonyms in common, the score will be reduced slightly. Texts
are normalised with tokenisation and lowercasing within the METEOR framework.
For the experiment on plagiarism detection at the passage level, each suspicious
text segment (each case is treated as one passage regardless of how many sentences
it contains) is compared against all source text passages. Each text pair will be
assigned four scores associated with the four different modules. For example:
Suspicious text A: The majority of sea water is simply pure water, with other
substances mixed in. The most well known of these other substances is salt.
Salt is made up of molecules, which are made up of sodium and chlorine
20http://www.cs.cmu.edu/~alavie/METEOR/
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atoms. This is the reason for sea water being 1.1 percent sodium and 2.1
percent chlorine. In addition to salt, there are other atoms present in sea
water. Obviously, sea water contains all of the substances which the waters
of the earth dissolve and carry down. But, these substances are present in
insignificant amounts.
Source text B: Most of sea water, therefore, is just water, that is, pure water.
But it contains some other substances as well and the best known of these is
salt. Salt is a substance the molecules of which contain atoms of sodium and
of chlorine. That is why sea water is about 1.1 percent sodium and about
2.1 percent chlorine. There are some other kinds of atoms in sea water, as
you would expect, for it gets all the substances which the waters of the earth
dissolve and carry down to it but they are unimportant in amounts.
Suspicious text Source text
Module Content Function Content Function Total match
Exact words 34 39 34 39 73
Stemmed words 0 0 0 0 0
Synonyms 2 0 2 0 2
Paraphrases 4 4 3 5 8
Table 4.1: Module statistics between the example texts
Precision, recall, f-score and a fragmentation penalty are generated for each
text pair, and then the scores are normalised into a final score. For the example
text pairs, a final score of 0.35 is found (METEOR varies from 0 to 1). The module
statistics for the example texts are shown in Table 4.1, and some examples of the
aligned words are showed in Table 4.2.
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Suspicious text Source text
Synonym Simply (token 7) Just (token 9)
Paraphrase In addition (tokens 61 & 62) As well (tokens 24 & 25)
Paraphrase . This (tokens 44 & 45) . That (tokens 50 & 51)
Paraphrase Obviously (token 75) Best known (tokens 28 & 29)
Table 4.2: Examples of word alignment
In subsequent experiments, for each suspicious case the top ten source cases
with the highest final scores are extracted to be used as features in the machine
learning classification.
4.4 Machine Learning Classifiers
To give each candidate text pair a classification, the proposed framework uses
the similarity scores generated from the similarity metrics as features (also called
attributes). The machine learning toolkit used is WEKA21 version 3.6.5, which
provides many different learning algorithms.
All features are normalised by scaling each data variable into a range of 0 to
1, using the WEKA unsupervised attribute normalisation filter22:
xijnorm =
xij − xminj
xmaxj − xminj
(4.13)
where xij is the feature to be normalised, x
min
j is the minimum value and x
max
j
is the maximum value.
In order to select the best combination of features, the InfoGain attribute
21http://www.cs.waikato.ac.nz/ml/weka/
22http://weka.sourceforge.net/doc.dev/weka/filters/unsupervised/attribute/
Normalize.html
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evaluator is used to rank them according to their performance. It evaluates the
value of an attribute by measuring the information gain with respect to the class
(target attribute, e.g., plagiarism vs clean). The pseudocode for InfoGain is as
follows23:
1 infoGain(examples, attribute, entropyOfSet)
2 gain = entropyOfSet
3 for value in attributeValues(examples, attribute):
4 sub = subset(examples, attribute, value)
5 gain -= (number in sub)/(total number of examples) * entropy(sub)
6 return gain
(4.14)
where the decrease in entropy from the original dataset is measured based on
the use of a given feature.
Once a set of features is selected, a machine learning model is then built to
predict a class for each text pair (an instance), such as a binary classification as
“plagiarised” or “clean”.
Machine learning allows the classification of text pairs based on a combination
of features generated by more than one similarity metric, which enables a more
flexible approach and is much more beneficial than classifying a text pair based
on only one similarity metric with a predetermined threshold.
One of the algorithms used is the Na¨ıve Bayes classifier (Formula 4.15), which
23http://web.cs.swarthmore.edu/~meeden/cs63/f05/id3.html
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is based on the Bayes theorem, where features are assumed to be independent and
combined through a probabilistic model:
classify(f1, . . . , fn) = argmaxcp(C = c)Π
n
i=1p(Fi=fi|C = c) (4.15)
C is the text class and f1...fn are the features representing examples of how the
instance is classified. The classifier considers all features and chooses the most
probable hypothesis that can maximise the decision outcome. This algorithm has
been applied to other statistical tasks with significant success, such as machine
translation (Munteanu and Marcu, 2005) and data mining (Mitchell, 1999). It is
considered one of the simplest and yet most effective approaches for empirical NLP
(Bao et al., 2004).
Another algorithm is the J48 classifier, a Java implementation of the C4.5
algorithm (Formula 4.16). The algorithm is used to generate a decision tree, which
iteratively chooses one attribute that most effectively splits the set of instances into
subsets that are more likely to be classified into one class or the other. The feature
with the highest confidence in each node is chosen to make the decision, and the
process recurs in the smaller subsets.
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The pseudocode for building a decision tree is as follows (Kotsiantis, 2007):
1 Check for training examples
2 For each attribute A
3 Find the normalized information gain from splitting on A
4 Let a best be the attribute with the highest normalized information gain
5 Create a decision node that splits on a best
6 Recur on the subsets obtained by splitting on a best,
and add those nodes as children of node
(4.16)
In the plagiarism direction identification experiment, the Repeated Incremental
Pruning to Produce Error Reduction (RIPPER) algorithm is used in the classifica-
tion task. This propositional rule-based learner performs well on large and noisy
data. It begins with parting the training examples into two subsets, and then
adds one condition at a time to the current rule for maximising an information
gain measure, until it covers no negative examples.
Gain(R′, R) = s ∗
(
log2
N ′+
N ′
− log2N+
N
)
(4.17)
where R is the original rule, R′ is the candidate rule after adding a condition,
and s is the number of true positives in the rules after the condition is added.
The procedure tries every possible value of each feature and chooses the highest
condition based on its InfoGain score. N represents the number of instances that
are covered by R, N ′ represents the candidate instances while N ′+ represnts the
positive candidate instances, and N ′+ represents the number of true positives in R.
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Another algorithm is the Support Vector Machines (SVM) which performs well
on datasets with many features. This kernel-based algorithm transforms the input
data to a vector space that can handle many features. The two variations of SVM
that are used are Structured Prediction Tree Kernel (SVM-tree kernels) (Moschitti
et al., 2006) and the ranker SVM-rank (Joachims, 2006).
For SVM-tree kernels, we use SVM-light-TK24, an extension of SVM-light25.
The similarity between partial syntactic trees is measured in terms of their sub-
structures, and the Tree Kernel-based algorithm selects the best substructures that
describe the class. The Tree Kernels can be tested with the syntactic tree as a
single feature, or with additional features added as vectors of the tree.
K(T1, T2) =
∑
n1∈NT1
∑
n2∈NT2
∆(n1, n2) (4.18)
where NT1 and NT2 are the sets of the tree nodes and ∆(n1, n2) is the number of
levels in the sub-tree. The algorithm assigns lower weight to larger text fragments.
For the plagiarism direction ranking task, the SVM-rank26 ranker tool
(Joachims, 2006) is used. The tool adopts a linear classification rule that helps to
determine the level of similarity between the texts, and ranks the texts accordingly.
rsv(q, di) =
−→w ∗ Φ(q, di) =
∑
α∗k,lΦ(qk, dl)Φ(q, dj) (4.19)
where the learned retrieval function is represented as a linear combination of
the feature vectors, and kernels can be used to extend the ranking algorithm to
24http://disi.unitn.it/moschitti/Tree-Kernel.htm
25http://svmlight.joachims.org/
26http://www.cs.cornell.edu/people/tj/svm_light/svm_rank.html
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non-linear retrieval functions. q represents the query and d the documents, w
is the weighted vector that determines the ranking, Φ(q, d) represents the map-
ping of features between query and document, and
∑
α∗k,l measures the pair-wise
differences of the vectors.
4.5 Evaluation Metrics
This section describes the evaluation metrics used to test the classification perfor-
mance on each text pair as a result of the application of the classification models
built via machine learning. The section also describes the evaluation metric for
assessing individual feature performance.
4.5.1 Correlation coefficient
Pearson’s coefficient is used to evaluate the linear dependence between two vari-
ables:
r =
1
n− 1
n∑
i=1
(
Xi − X¯
sX
)(
Yi − Y¯
sY
)
(4.20)
Two variables X (suspicious texts) and Y (source texts) with the relative frequency
of n values in X and Y , represented by Xn and Yn.The means of X and Y are
represented with X¯ and Y¯ . sX and sY are the standard deviation of X and Y .
The advantage of using a correlation coefficient is that the features do not
need to be normalised as the correlation is not dependent between features. The
features can be evaluated individually in a straightforward manner.
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4.5.2 Precision, recall, F-score and accuracy
The standard metrics of precision, recall, F-score and accuracy over the classifica-
tion results are used for evaluation. The correctly classified plagiarised texts (True
Positives: TP), correctly classified clean texts (True Negatives: TN), clean texts
incorrectly classified as plagiarised (False Positives: FP), plagiarised texts incor-
rectly classified as clean (False Negatives: FN) are used in the standard calculation
of precision, recall, F-score, and accuracy as follows:
Precision =
TP
TP + FP
(4.21)
Precision calculates the number of texts correctly identified as belonging to a class,
normalised by the total number of texts both correctly and incorrectly identified
as belonging to that class.
Recall =
TP
TP + FN
(4.22)
Recall calculates the number of correctly identified texts as belonging to a class,
normalised by the total number of correctly identified texts and those that have
not been identified as belonging to that class but should have been.
F − Score = 2 ∗ P ∗R
P +R
(4.23)
F-score is the harmonic mean of precision and recall.
Accuracy =
TP + TN
TP + FP + FN + TN
(4.24)
Accuracy gives the proportion of the total number of correctly identified documents
over all the sets.
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4.5.3 Statistical significance
To assess whether the results obtained reflect a pattern rather than just occur by
chance, statistical significance is calculated using a two-tailed z-test. The Z-test is
used for data with a normal distribution where examples are independent of each
other. In this framework α = 0.05, where a confidence level of 95% or above brings
a statistically significant result.
z =
x1 − x2 −∆√
σ21
n1
+
σ22
n2
(4.25)
where x1 − x2 is the observed difference , and ∆ is the expected difference
between the population means. The observed and expected differences are nor-
malised by the standard error for the difference, where σ1 and σ2 are the standard
deviations of the two populations, and n1 and n2 are the sizes of the two samples.
The statistical significance test is applied in the experiments comparing the
proposed framework against other PAN approaches, as described in Section 6.3.
4.6 Summary
This chapter described the general framework for the proposed plagiarism detec-
tion approach. The text pre-processing, and shallow and deep NLP techniques
were explained. The techniques are inspired by related research and brought to-
gether for an empirical analysis. The first objective, described in Section 1.3,
is fulfilled by incorporating shallow and deep NLP techniques as part of a plagia-
rism detection framework. The description of the techniques was followed by a list
120
CHAPTER 4. A FRAMEWORK FOR NATURAL LANGUAGE
PROCESSING IN PLAGIARISM DETECTION
of similarity metrics that measure the similarity between texts and generate fea-
tures to be used in the machine learning classifiers. The similarity metrics include
the long-established string-matching algorithms, along with statistical language
models and longest common subsequence. Novel linguistic information-matching
features such as the incorporation of syntactic constituent extraction, predicate
generalisation and named entity recognition are investigated with a supervised
machine learning classification, which are underexplored in the plagiarism detec-
tion field. The chapter concluded with a list of the conventional evaluation metrics
which are used in this analysis.
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Chapter 5
Experiments with a Small-scale Corpus
This chapter describes a pilot experiment performed on a small-scale corpus. The
main goal of this experiment is to explore both shallow and deep NLP techniques,
and to analyse the effects of individual technique as well as combined techniques.
This initial experiment identifies the techniques which contribute best in order
to build a foundation for further experimentation. Section 5.1 covers the details
of the corpus. Section 5.2 describes the text pre-processing and NLP techniques
applied in the experiment. Section 5.3 lists the similarity metrics used to generate
the features. Section 5.4 presents the results of individual and combined features,
and Section 5.5 gives an evaluation of the best features against baseline features.
The chapter concludes with a discussion in Section 5.6.
As described in Chapter 3, existing plagiarism detection approaches rely on
superficial string-matching metrics. In our study, both superficial and structural
approaches are explored to find the best combination of techniques.
5.1 Corpus
There are very few authentic plagiarism cases available for an empirical research.
Current plagiarism detection corpora, described in Section 3.3.1, are limited to
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the automatic substitution of text from the original source document into the
suspicious document, with some artificial obfuscations inserted. In early studies,
the corpora used in experiments were not tailored to the purpose of plagiarism
detection. Examples are the Microsoft Research Paraphrase Corpus27 and the
Measuring Text Reuse Corpus (METER)(Gaizauskas et al., 2001). These corpora
do not accurately reflect the types of plagiarism that are present in a real-case
scenario, thus they are not best suited for plagiarism detection experiments. In
the tests on plagiarism detection software performed by Weber-Wulff (2010), man-
ually created plagiarised texts were used, but the majority of the samples are not
in English and the document collections are far too small for a quantitative evalua-
tion. In order to facilitate the development and evaluation of plagiarism detection
systems, Clough and Stevenson (2010) constructed a corpus consisting of various
levels of plagiarism in short texts, which is used in the experiment described in
this section.
To test the framework proposed in Chapter 4, the small-scale corpus by Clough
and Stevenson (2010) was chosen. The corpus consists of short texts written by
students, with three levels of rewriting that replicate common characteristics of pla-
giarism. The corpus contains five source documents and 95 suspicious documents.
The suspicious documents are short texts that contain several hundred words and
the source documents are excerpts from Wikipedia computer science articles. The
suspicious documents include 57 plagiarised and 38 clean (non-plagiarised) cases.
Each suspicious document corresponds to one source document only.
27http://research.microsoft.com/en-us/downloads/607d14d9-20cd-47e3-85bc-a2f65cd28042/
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Document class Attribute Statistics
Source documents
Number of documents 5
Minimum length 289 words
Maximum length 594 words
Average length 441.5 words
Suspicious documents (overall)
Number of documents 95
Minimum length 43 words
Maximum length 406 words
Average length 224.5 words
Suspicious documents (Clean)
Number of documents 38
Minimum length 43 words
Maximum length 332 words
Average length 187.5 words
Suspicious documents (Heavy revision)
Number of documents 19
Minimum length 107 words
Maximum length 387 words
Average length 247 words
Suspicious documents (Light revision)
Number of documents 19
Minimum length 87 words
Maximum length 384 words
Average length 235.5 words
Suspicious documents (Near copy)
Number of documents 19
Minimum length 119 words
Maximum length 406 words
Average length 262.5 words
Table 5.1: Corpus statistics
Table 5.1 lists the details of the corpus. As shown in the table, there are three
levels of rewriting amongst the plagiarised documents, and the required length is
between 200-300 words:
• Near copy: cases where answers were directly copied from the original article
but without instructions on which parts of the article to copy.
• Light Revision: answers were copied from the original article with minor
alterations, such as paraphrasing, but sentence structures were not changed.
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• Heavy Revision: answers were based on the original article but were
rephrased and altered with different words and structures.
The clean cases were written without reference to the original article, and the
answers were based on the author’s own knowledge and wordings.
In this experiment, a multiclass classification and a binary classification are
adopted, which is described in the following section.
5.2 Text Pre-processing and NLP Techniques
The corpus was processed with the five-stage framework described in Section 4.1,
which include the pre-processing stage, the similarity comparison stage, the filter-
ing stage, the further processing stage, and the classification stage.
The final stage is to use the similarity scores generated from the similarity
comparison stage to give each document pair a binary classification of Plagiarised
or Clean, or a multiclass classification for each document pair in four levels: Clean,
Near Copy, Heavy Revision, or Light Revision. The classification is either done by
setting thresholds, or by using similarity scores as features in a machine learning
classifier. Document classifications are evaluated by applying evaluation metrics.
The text pre-processing techniques include:
• Sentence segmentation
• Tokenisation
• Lowercasing
• Stopword removal
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• Punctuation removal
• Number replacement
The shallow NLP techniques include:
• Part-of-Speech Tagging
• Stemming
• Lemmatisation
• Chunking
The deep NLP techniques include:
• Lexical generalisation
• Syntactic constituent extraction
• Dependency relation extraction
Some shallow NLP or deep NLP techniques have prerequisite text pre-
processing techniques, for example, for lexical generalisation, the text processing
techniques of tokenisation, lowercasing, stopword removal and punctuation removal
are required before lexical generalisation can be performed.
After applying these techniques, the output texts were further processed using
one of the following similarity metrics (which are further described in Section 5.3):
• Jaccard coefficient (Formula 4.1)
• Containment measure (Formula 4.2)
• Language model probability metric (Formula 4.5)
• Longest common subsequence (Formula 4.6)
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• Lexical generalisation (Formula 4.7)
• Syntactic constituent extraction (Formula 4.8)
• Dependency relation extraction (Formula 4.9)
A feature consists of similarity scores generated using a combination of pro-
cessing techniques and one of these metrics for each instance of a suspicious-source
document pair. The features therefore are a representation of the outcome of sim-
ilarity scores that correspond to a specific set of processed documents. 56 features
were generated in total. Table 5.2 shows a description of pre-selected features
according to their type of processing (such as text processing, shallow NLP, deep
NLP) and Pearson’s correlation coefficient scores (Formula 4.20 on page 4.20); a
list of all features along with their performances can be found in Appendix B Table
B.1.
5.3 Similarity Metrics
For the n-gram string-matching techniques, the corresponding similarity metric
uses overlapping 3-gram string matching metrics such as the Jaccard coefficient
(Formula 4.1 on page 103) for calculating the similarity scores. Related research
shows that the use of 3-grams is the balance between efficiency and effectiveness
with short case lengths. Hence, n-grams of three words were chosen for this ex-
periment.
The plagiarism detection tool Ferret (Lane et al., 2006) calculates the similar-
ity of document pairs based on overlapping 3-grams of words using the Jaccard
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Feature Techniques Similarity Metric(Formula)
1 Ferret system 3-grams of words Jaccard coefficient (Formula 4.1)
8 Tokenisation, Lowercasing, Lem-
matisation, Ferret system 3-
grams of words
Jaccard coefficient (Formula 4.1)
25 Tokenisation, Lowercasing, 3-
grams of words
Language Model Perplexity (For-
mula 4.5)
36 Tokenisation, Lowercasing Longest Common Subsequence
(Formula 4.6)
40 Sentence segmentation, Parsing Dependency relation extraction
(Formula 4.9)
43 Tokenisation, Lowercasing, Punc-
tuation removal, Stopword re-
moval, Lexical generalisation
Lexical generalisation (Formula
4.7)
46 Tokenisation, Lowercasing, 3-
grams of words
Containment measure (Formula
4.2)
49 Tokenisation, Lowercasing, Lem-
matisation, 3-grams of words
Containment measure (Formula
4.2)
55 Syntactic constituent extraction Syntactic constituent extraction
(Formula 4.8)
56 Syntactic constituent extraction
(Removed singleton constituents)
Syntactic constituent extraction
(Formula 4.8)
Table 5.2: Combinations of techniques and similarity metrics of selected features
coefficient (Formula 4.1 on page 103). It performs default text pre-processing on
the input documents, including sentence segmentation, tokenisation and lowercas-
ing. These three techniques formed the original baseline (Feature 1) for this study.
Feature sets 2-15 were also processed by Ferret.
The containment measure (Formula 4.2 on page 104) was applied after sentence
segmentation, tokenisation and lowercasing as an alternative comparative baseline
(Feature 46). This measure is suitable when one set of documents is longer than
the other. In this corpus the source documents are always longer than the suspi-
cious documents, which make the containment measure an appropriate alternative
129
5.3. SIMILARITY METRICS
baseline.
The linguistic information generated from the NLP techniques was then
matched using one of the following similarity metrics. For lexical generalisation
(Feature 43), the Jaccard coefficient was applied to measure the number of match-
ing synsets between the candidate document pairs (Formula 4.7 on page 108). Text
pre-processing techniques were applied before processing the texts using Word-
Net. These techniques included tokenisation, lowercasing, punctuation removal
and stopword removal. Using WordNet, all synsets related to each word were re-
trieved. The comparison metric applied was the 1-gram Jaccard coefficient where
the number of matching synsets between a suspicious document and a source doc-
ument was normalised by their union.
For syntactic constituent extraction (Features 55 and 56), the containment
measure was applied to measure the number of matching constituents between the
candidate document pairs (Formula 4.8 on page 108). The syntactic constituents
were extracted from each sentence and the constituents from the documents were
compared against each other to calculate the number of matching relations. The
documents were pre-processed using tokenisation, lowercasing, lemmatisation and
stopword removal, with an additional feature generated by removing all singleton
constituents.
For dependency relation extraction (Feature 40), the overlap coefficient was
applied to measure the number of matching dependency relations between the
candidate document pairs (Formula 4.9 on page 109). To extract the dependency
relations, the documents were pre-processed with sentence segmentation. Then
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the document was parsed to generate the dependency relations for each sentence,
which represent the syntactic relations. The number of matching dependency
relations between the document was normalised by the smaller set of relations of
the suspicious or the source document.
Furthermore, 1-grams, 2-grams and 3-grams language models (Formula 4.4 on
page 106) were used to generate baseline scores (Feature 1). Language model
scores were also computed on chunked data (Feature 11) by using 4-grams and
5-grams probability distributions. The out-of-vocabulary rate was also computed,
which represents the number of words in the suspicious document that are not
present in the source document.
In addition, the LCS metric (Formula 4.6 on page 106) was applied with the
tokenised and lowercased corpus. LCS was applied to each document pair at the
sentence level and checked for:
• the overall longest matching sequence in that document pair;
• the sum of the longest matching sequence for all sentences normalised by the
total number of sentences in the suspicious document;
• the average length of matching sequences; and
• the total number of matching words in each sentence pair normalised by all
sentences from the document pair.
This resulted in several LCS-based features, but none of the features provided
satisfactory correlation or accuracy scores, hence they had not been investigated
further.
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In order to get a glimpse of how discriminative each feature is in relation to the
four levels of plagiarism, Pearson’s correlation coefficient (Formula 4.20 on page
118) was applied to the scores generated by the similarity metrics, which were
then compared to the annotations of the actual case classes. As the correlation
scores are more interpretable than the InfoGain scores in the machine learning
model, the features with higher correlations are selected for further analysis. The
correlations of various pre-selected feature sets are shown in Section 5.4.
Finally, a machine learning classifier was applied to classify each suspicious-
source document pair. Features were normalised to the values between 0 and 1,
using the WEKA unsupervised attribute normalisation filter (Formula 4.13 on page
113), before training and testing in the Na¨ıve Bayes 10-fold classifier (Formula 4.15
on page 115), with 95 document pairs and a selection of the 56 features, which are
described in the following section.
5.4 Results
Tables 5.3, 5.4 and 5.5 show three groups of feature sets which are listed with their
correlation performance. A complete list of features and their correlation scores is
available in Appendix B Figure B.1. The results are based on the multi-class task
of four-levels: clean, heavy revision, light revision and near-copy.
A feature selection metric, InfoGain attribute evaluator (Formula 4.14 on page
114), was used to select the best features according to their classification perfor-
mance. The correlation coefficient (Formula 4.20 on page 118) was applied to
the best-performing features to demonstrate the degree of robustness, as shown in
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Table 5.3. The performance of the individual and combined feature sets was eval-
uated comparatively against the baseline features. Other two sets of features were
pre-selected for the analysis: “deep processing features” (Table 5.4) and “baseline
features” (Table 5.5).
The “deep processing features set” were manually selected to include deep
NLP techniques: lexical generalisation, syntactic constituents, and dependency
relations. Similarly, the “baseline features” were manually selected to contain
only overlapping n-grams metrics, which are commonly used in related work.
Each feature set is used to feed a classifier using the Na¨ıve Bayes algorithm
(Formula 4.15 on page 115).
Feature Techniques Correlation
49 Lemmatised 3-gram containment 0.769
55 Syntactic constituents extraction 0.768
40 Dependency relations extraction 0.760
8 Lemmatised 3-gram Jaccard 0.632
Table 5.3: Best features set
Feature Techniques Correlation
43 Lexical generalisation 0.783
55 Syntactic constituents extraction 0.768
40 Dependency relations extraction 0.760
56 Syntactic constituent extraction
(Removed singleton constituents)
0.731
Table 5.4: Deep processing features set
The deep processing feature lexical generalisation achieved the highest corre-
lation with the classes of plagiarism in comparison to other features. However,
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Feature Feature Correlation
46 Original baseline - Containment measure 0.768
25 Language Model 3-gram Perplexity 0.671
1 Original baseline - Jaccard coefficient 0.632
Table 5.5: Baseline features set
it was not selected by the InfoGain attribute evaluator for the best features set,
as their criteria to measure feature performance are very different. Another deep
technique, syntactic constituent extraction, matched the performance of the over-
lapping 3-gram feature. The best feature set included two 3-gram metrics with
lemmatisation, and two deep features. In Table 5.6, the Na¨ıve Bayes classifier with
a 10-fold cross validation showed very promising performance for both the best fea-
tures and the deep processing features. A majority class baseline is set, based on
the 38 clean cases in a total of 95 cases, the majority class baseline performance
of 40% is shown alongside the other features.
Feature Set Accuracy
Best features (Table 5.3) 71.58%
Deep processing features (Table 5.4) 71.58%
All features (Appendix B.1) 67.37%
Baseline features (Table 5.5) 67.37%
Baseline 40%
Table 5.6: Document classification accuracy of different feature sets
The best features and deep processing features reached the same accuracy,
which indicates that the most contributing features are generated by the deep
techniques, as shown by their correlation scores. The deep features outperformed
the baseline, and the combination of techniques was shown to be more effective
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than relying on n-gram matching on its own.
More detailed analyses of precision, recall and F-score for the different classes
of the multi-class classification problem are shown in Figures 5.1, 5.2 and 5.3,
respectively.
Figure 5.1: Precision for Na¨ıve Bayes document classification with different feature
set
Taking a closer look at the comparison between the baseline features and the
best features, Table 5.7 lists the precision, recall and F-score for each class with
the two features sets.
The results show that classifying cases into four classes is not an easy task.
Both feature sets are effective in identifying clean cases, but when it comes to
the level of plagiarism the best features outperformed the baseline features in the
heavy revision class. For the light revision class, the best features achieved a higher
precision but slightly lower recall and F-score. There are no differences in the near
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Figure 5.2: Recall for Na¨ıve Bayes document classification with different feature
set
Figure 5.3: F-Score for Na¨ıve Bayes document classification with different feature
set
copy class. A trend can be observed that the best features set is more effective in
identifying complex plagiarism (heavy revision class), but the results did not show
significant differences in other classes.
136
CHAPTER 5. EXPERIMENTS WITH A SMALL-SCALE CORPUS
Precision Recall F-score
Class Best Fea-
tures
Baseline
Features
Best Fea-
tures
Baseline
Features
Best Fea-
tures
Baseline
Features
Clean 90.2% 87.8% 97.4% 97.4% 93.7% 91.1%
Heavy 53.8% 50% 73.7% 47.4% 62.2% 48.6%
Light 53.8% 42.9% 36.8% 47.4% 43.8% 45%
Copy 66.7% 66.7% 52.6% 52.6% 58.8% 58.8%
Table 5.7: Comparison of precision, recall and F-score of best features against
baseline features in four-class classification
In comparison, the binary classification task is much more promising. Table 5.8
shows the results obtained based on a binary classification of Clean and Plagiarised.
Precision Recall F-score
Class Best Fea-
tures
Baseline
Features
Best Fea-
tures
Baseline
Features
Best Fea-
tures
Baseline
Features
Clean 92.7% 90% 100% 94.7% 96.2% 92.3%
Plag 100% 96.4% 94.7% 93.0% 97.3% 94.6%
Table 5.8: Comparison of precision, recall and F-score of best features against
baseline features in binary classification
The binary classification using the best features was very promising, achieved
an overall accuracy of 96.8%, and 100% recall in the Clean class and 100% precision
in the Plagiarism class. The baseline features have also achieved a promising
overall accuracy of 93.7%, but the size of the corpus is rather small to allow
further analysis.
5.5 Discussion
The trade-off between speed and reliability is noticeable in this initial experiment.
For instance, the dependency relations feature (Feature 40) required a longer pro-
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cessing time than any shallow approach, as it requires each document to be pre-
processed, parsed and then post-processed to extract the relations. Nevertheless,
dependency relations turned out to be one of the most promising features, with a
high correlation coefficient, and also one of the most contributing features in the
machine learning classifier. Shallower techniques did not perform as well.
The use of deep NLP techniques showed improvement in identifying the heavy
revision class, but it is possible that the results are only significant as the corpus
is small and the plagiarised cases are relatively easy to identify. Therefore, further
experiments are needed to test the techniques on a large scale corpus in order to
investigate the practicability of using deep NLP techniques in plagiarism detection.
These experiments are described in Chapter 6.
The result of the binary classification was very promising. When classifying
the documents into two classes of Plagiarised and Clean, all clean documents were
correctly classified, and only three out of 57 plagiarised documents were incorrectly
classified as clean.
On the other hand, distinguishing amongst the three different levels of plagia-
rism turned out to be a much more complex task. However, since the identification
of the plagiarism level is not the main focus of this experiment, the results are al-
ready very promising and provide a good indication for the direction of further
experiments.
For a closer inspection, excerpts of plagiarism cases are given below. The cases
are a computer science article explaining the principle of VSM.
Source document B “Vector space model (or term vector model) is an alge-
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braic model for representing text documents (and any objects, in general)
as vectors of identifiers, such as, for example, index terms. It is used in
information filtering, information retrieval, indexing and relevancy rankings.
Its first use was in the SMART Information Retrieval System. A document
is represented as a vector. Each dimension corresponds to a separate term.
If a term occurs in the document, its value in the vector is non-zero. Several
different ways of computing these values, also known as (term) weights, have
been developed. One of the best known schemes is tf-idf weighting (see the
example below)...”
Non-plagiarised document (Clean) A1 “Within Information Retrieval each
document in a set can be represented as a point in high-dimensional vec-
tor space, this representation is called the vector space model. Information
Retrieval queries are also represented as vectors in the same vector space;
these are then used in conjunction with the document vectors to find relevant
documents...”
Plagiarised document with heavy revision (Heavy Revision) A2 “There
are a large number of models used in solving the problem of Information
Retrieval and they are all based on one of three mathematical bases: set
theory, algebra and probabilistic. The vector space model is one of these
methods, and it is an algebraic model. In the vector space model a document
is represented as a vector. Within this vector, each dimension corresponds
to a separate term (where a term is typically a single word, keyword or
phrase.)...”
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Plagiarised document with light revision (Light Revision) A3 “The vec-
tor space model (also called, term vector model) is an algebraic model used
to represent text documents, as well as any objects in general, as vectors
of identifiers. It is used in information retrieval and was first used in the
SMART Information Retrieval System. A document is represented as a vec-
tor and each dimension corresponds to a separate term. If a term appears in
the document then its value in the vector is non-zero. Many different ways of
calculating these values, also known as (term) weights, have been developed.
One of the best known methods is called tf-idf weighting...”
Plagiarised document with cut-and-paste text (Near Copy) A4 “Vector
space model is an algebraic model for representing text documents (and in
general, any objects) as vectors of identifiers, such as, for example, index
terms. Its first use was in the SMART Information Retrieval System. It is
used in information filtering, information retrieval, indexing and relevancy
rankings. A document is represented as a vector, and each dimension
corresponds to a separate term. If a term occurs in the document, its value
in the vector is non-zero. Several different ways of computing these values,
also known as (term) weights, have been developed...”
An analysis of how the various similarity metrics performed on these examples
of documents is presented in Table 5.9.
In the experiments described so far, similarity scores are used as features in
conjunction with the machine learning classifier. For the purpose of this analy-
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3-grams
Lem-
matised
Jaccard
(Formula
4.1)
3-grams
Contain-
ment
(Formula
4.2)
Lexical
general-
isation
(Formula
4.7)
Syntactic
con-
stituent
extraction
(Formula
4.8)
Dependency
relation ex-
traction
(Formula
4.9)
A1
Clean
0.01 0.02 0.37 0.02 0.02
A2
Heavy
0.08 0.14 0.60 0.24 0.16
A3
Light
0.43 0.61 0.89 0.43 0.63
A4
Copy
0.61 0.82 0.90 0.64 0.72
Table 5.9: Comparisons between various features on the four examples
sis, the raw similarity scores are listed. The scores are based on the comparison
between the source document B and suspicious documents A1, A2, A3 and A4.
From the analysis, it is clear that even simple string-matching techniques in the
first and second column are able to achieve good results on this corpus. The over-
lapping 3-gram metrics with text pre-processing and shallow NLP techniques are
able to distinguish between clean and plagiarised documents with ease. On the
other hand, deeper techniques may be more useful in helping to distinguish be-
tween different levels of plagiarism, as it can be seen by the often larger differences
in the scores for different levels of plagiarism. Without a machine learning classi-
fier, thresholds would need to be set in order to determine the level of plagiarism
for each example. It would be a complex task to identify the suitable threshold
for each level and for each feature. In that sense, the application of a machine
learning classifier was a rational solution to avoid ad hoc decisions.
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The experiment described in this chapter has attracted some interests. Ba¨r
et al. (2012) investigated text reuse detection using several corpora, including
the Clough & Stevenson corpus. Their approach investigates content, structural
and stylistic features. The best combinations are content features which include
Longest Common Substring (LCS) and 2-grams of words, and also structural fea-
tures which include lemmatised word order and distance measures, and n-grams
of stopwords. Their results on the binary classification achieved an accuracy of
96.8%, which matches our results, and their results on four-class classification
achieved an accuracy of 84.2% which outperforms our results by 12.6%.
Sa´nchez-Vega et al. (2013) also investigated text reuse using the Clough &
Stevenson corpus. Their approach assigns a weight to the words within a docu-
ment to analyse the relation between them. This approach can capture changes in
structure by characterising the document with features such as the degree of rewrit-
ing, relevance and fragmentation. These features are determined by the number
of words copied from source and the length of the copied texts. Their results on
a four-class classification achieved an accuracy of 75.9% which outperforms our
results by 4.3%.
The above studies showed that although string-matching techniques are super-
ficial, they could be improved by analysing the structure of the texts using features
such as word order, word relevance and word distance. Currently, our framework
lacks structural analysis of this kind; this would be an interesting direction for
future work.
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5.6 Summary
Besides the inherent complexity of the task, the relatively low accuracy in distin-
guishing different levels of plagiarism may be due to some characteristics of the
corpus. Particularly, during the corpus creation stage, not all participants seemed
to have followed the instructions given to them to rewrite the short texts. For
example, some cases annotated as Near copy plagiarism actually contained some
revised passages, and should therefore have been annotated as Light revision.
The main contribution of this experiment is the application of shallow and
deep NLP techniques and the incorporation of machine learning classification in
plagiarism detection. The framework has been tested with various combinations of
shallow and deep techniques. The results showed that some of the most promising
techniques are deep linguistic analyses based on lexical generalisation, dependency
relations extraction and syntactic constituent extraction. For future work, it may
be possible to apply a parser for other languages to achieve similar performance
in cross-lingual plagiarism detection tasks.
This chapter described a small-scale experiment which applied text pre-
processing, and shallow and deep NLP techniques in plagiarism detection. The
techniques are investigated individually and as combined feature sets, using simi-
larity metrics and machine learning classifiers to evaluate their effectiveness. This
experiment achieved the second objective of the thesis, mentioned in Section
1.3, in which the proposed framework of incorporating string-matching and NLP
techniques is evaluated using an empirical approach. This initial experiment iden-
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tified notable NLP techniques that are promising in a small-scale scenario. The
experiment was performed at the document level, although the document length is
short (maximum 300 words) and therefore the texts could be regarded as passages.
The next research question is to find out whether the framework is applicable in
a large-scale scenario with longer case lengths, which is essential for the develop-
ment of a realistic plagiarism detection approach. Taking the document length
into consideration, the next chapter describes another experiment performed at
the document level and at the passage level on a larger corpus.
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Experiments with a Large-scale Corpus
This chapter describes three experiments performed on different subsets of the
PAN plagiarism corpus 2010 (PAN-PC-10) (Potthast et al., 2010c). Section 6.1
presents an initial experiment on a subset of 1,000 suspicious documents. Section
6.2 details a further experiment using all manually simulated documents. Section
6.3 describes an experiment performed at the passage level on manually simulated
cases.
6.1 Document-level Initial Experiment
This section describes the initial experiment performed on a small subset of PAN-
PC-10 corpus. The detection was performed at the document level on both ar-
tificially generated and manually simulated cases. The experiment follows the
five-stage detection framework proposed in Section 4.1.
6.1.1 Corpus
The PAN-PC-10 corpus is by nature very different from the Clough & Stevenson
corpus (Clough and Stevenson, 2010) used in the previous chapter. It features a
much larger document collection, longer document length and contains plagiarism
cases artificially created by automatic extraction of texts. In some cases, auto-
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matic obfuscation techniques were involved to generate rewritten texts, and some
of the original texts are not available in the document collection, meaning that
online detection that searches within the document collection as well as the web
is required.
The corpus has a total of 11,147 source and 15,925 suspicious documents. 70%
of the plagiarism cases involve external detection. The remaining 30% are intrinsic
detection cases and online detection cases which are out-of-scope for this study.
40% of the plagiarism cases are verbatim copies from multiple sources (no obfusca-
tion). The other 40% of cases contain artificially inserted passages with two levels
of automatic obfuscation, low or high, achieved by applying obfuscation techniques
as described in Potthast et al. (2010c):
Original text “The quick brown fox jumps over the lazy dog.”
Manual rewrite “Over the dog which is lazy jumps quickly the fox which is
brown.”
Random text operations “over jumps quick brown fox The lazy. the”
Semantic word variation “The quick brown vixen leaps over the lazy puppy.”
POS-preserving word shuﬄing “The brown lazy fox jumps over the quick
dog.”
A plagiarised text with “low” obfuscation indicates that only one or two tech-
niques was applied, whereas a text with “high” obfuscation was processed with a
combination of techniques.
A small number of cases (6%) are simulated plagiarism cases where texts were
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manually rewritten with different wordings using Amazon Mechanical Turk. The
remaining cases (14%) are translated plagiarism texts from Spanish or German to
English.
The source collection contains English, Spanish and German documents. In
this experiment, the scope is set for monolingual detection, thus it was essential to
identify and filter out non-English documents from further processing stages. An
automatic language identifier, TextCat28, was used for this purpose and there were
10,416 source documents identified as English. The 1,001 non-English documents
were excluded from the corpus.
As the experiment was a preliminary study, the first 1,000 suspicious documents
were selected along with the 10,416 source documents for further processing. To
investigate external plagiarism, all intrinsic and translated plagiarism cases were
excluded from the dataset. 186 cases were removed from the first subset of 1,000
suspicious documents. The experiments presented in the subsequent sections were
therefore based on 814 suspicious documents and 10,416 source documents, which
gives a total of 8,478,624 possible pair-wise comparison cases.
Document class Attribute Statistics
Source document Number of documents 10,416
Suspicious
Number of documents 814
Minimum case length 50 words
Maximum case length 5,000 words
Table 6.1: Corpus statistics
Table 6.1 shows the corpus statistics. The plagiarism segments in a suspicious
28TextCat Language Guesser http://odur.let.rug.nl/~vannoord/TextCat/
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document can come from one to more than 50 sources. A third of the plagiarised
cases are short, between 50 and 150 words; another third of the cases are between
300 and 500 words, and the remaining third of the cases contain long plagiarised
texts which are between 3,000 and 5,000 words. The length of documents ranges
from 1 page to 1,000 pages, and most of the suspicious documents contain less
than 20% plagiarised text.
The evaluation method used in this experiment follows a binary classification:
plagiarised or clean. In the annotation provided by the PAN-PC-10 corpus, pla-
giarised cases were annotated at the passage level. However, at this stage, cases
were treated at the document level rather than passage level, where a pair of doc-
uments will be considered as plagiarised whenever at least one passage within the
documents matched.
6.1.2 Text Pre-processing and NLP Techniques
Following the five-stage approach described in Section 4.1, the selected corpus was
processed using the techniques as shown in Table 6.2 for generalising texts. The
most promising techniques which showed the best performance from the small-
scale experiment (Chapter 5) were further investigated in this experiment. In this
section, the text pre-processing techniques used included tokenisation, lowercasing,
sentence segmentation and punctuation removal. Shallow NLP techniques included
stemming. Deep NLP techniques included lexical generalisation and dependency
relation extraction. These techniques were shown to be of particular interest in
the previous chapter.
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In order to detect semantically-related words in texts, lexical generalisation was
performed on the word level, where function words (stopwords) were removed and
all remaining (content) words were replaced by their synsets from WordNet. As
all senses of each word were selected, Word Sense Disambiguation was not needed.
For example, the overlapping synsets of the words jump and leap are counted as
a match. Similarity is determined by the number of overlapping synsets between
two texts.
To investigate the structural changes in texts, dependency relations are ex-
tracted, where the corpus was first pre-processed with sentence segmentation to
determine sentence boundaries in documents. Then a parser was applied to gener-
ate dependency relations of each sentence. For example, the dependency relation
nsubj(jumps, fox) in the previous section are counted as a match. Similarity is
determined by the number of matching dependency relations between two texts.
The comparative baseline was processed with overlapping n-grams metrics with
two variations, where texts were split into 5-grams of words, within sentence
boundaries or across sentence boundaries. This is to investigate whether sentence
segmentation would affect detection performance in longer texts.
One of the comparative baselines was Feature 1, using 1-grams on the original
corpus without any pre-processing. Another baseline comparative feature was
Feature 2 which used 5-grams on a tokenised and lowercased corpus.
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Feature Techniques Similarity Metric(Formula)
1 1-gram of words Overlap coefficient (Formula 4.3,
p.104)
2 Tokenisation, Lowercasing , 5-
gram of words
Overlap coefficient (Formula 4.3,
p.104)
3 Sentence segmentation, Tokeni-
sation, Lowercasing, Punctuation
removal, Stemming, 5-gram of
words (within sentence bound-
aries)
Overlap coefficient (Formula 4.3,
p.104)
4 Tokenisation, Lowercasing, Punc-
tuation removal, Stemming, 5-
gram of words (across sentence
boundaries)
Overlap coefficient (Formula 4.3,
p.104)
5 Tokenisation, Lowercasing, Punc-
tuation removal, Stopword re-
moval, Lexical generalisation
Lexical generalisation (Formula
4.7, p.108)
6 Sentence segmentation, Depen-
dency relation extraction
Dependency relation extraction
(Formula 4.9, p.109)
Table 6.2: Pre-processing and NLP techniques applied in each feature
6.1.3 Similarity Metrics
In the second stage of the framework, similarity metrics are applied to processed
texts to compute similarity scores between each suspicious-source document pair.
The use of overlapping n-grams was a common practice in the PAN competi-
tion, and use of hashed overlapping 5-grams was one of the techniques contributing
to the best approaches (Kasprzak and Brandejs, 2010; Zou et al., 2010). There-
fore, n-grams of five words were chosen for this experiment. N-gram-based features
were applied with the overlap coefficient (Formula 4.3 on page 104) to count the
number of 5-grams the document pairs have in common. 5-grams of words were
applied in this experiment to Features 2, 3 and 4 as the document length is long.
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For the experiment in lexical generalisation (Feature 5), the synsets from sus-
picious documents were compared against those in source documents. To count
a match between suspicious and source documents, at least one of the synsets
corresponding to the possible meaning of the word had to match. The matches
were then normalised by the total number of synsets in both suspicious and source
documents, based on the Jaccard coefficient (Formula 4.7 on page 108).
The results from dependency relation extraction (Feature 6) were calculated
by extracting the unique relations from the output, and then the matches were
normalised by the total number of syntactic dependency relations in both suspi-
cious and source documents, again based on the Jaccard coefficient (Formula 4.9
on page 109).
6.1.4 Document Filtering
In plagiarism detection tasks, it is essential to perform initial filtering with su-
perficial techniques to reduce the number of potential document pairs before the
detailed analysis stage. The filtering stage allows the application of deeper NLP
techniques such as syntactic and semantic analysis to a subset of the documents.
In this experiment 5-gram matching (Formula 4.3 on page 104) on Feature 4 was
chosen as the filtering metric, as it was efficient.
After using overlapping 5-grams to compute similarity between 814 suspicious
documents and 10,416 source documents, the comparison results were sorted ac-
cording to the total number of matching 5-grams. The top 10 values were then
selected from all potential document pairs. The document pairs which did not have
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at least 10 common 5-grams or which had a very low similarity score were removed
from the set. The selected 1,534 candidate document pairs were then passed on
to the further processing stage with deep NLP techniques, which included lexical
generalisation (Feature 5) and dependency relations extraction (Feature 6).
The final stage was to treat the problem as a classification task. Thresholds
were established for the features in order to determine which document pairs were
considered as plagiarised. Various thresholds were tested by plotting the change
of threshold against their effects on classification performance. The results for the
1,534 candidate document pairs are shown in the next section.
6.1.5 Results
Features 1, 2, 3 and 4 were tested as the comparative baselines and the best
baseline was selected for the final comparison. After evaluating the performance
of the four n-grams features, Feature 4 was selected as the comparative baseline
to measure against other features.
The use of 5-grams within sentence boundaries (Feature 3) and 5-grams across
sentence boundaries (Feature 4) has effects on the classification of false positive
cases. Feature 3 incorrectly identified more false positive cases (238 cases) than
Feature 4 (171 cases), but the number of true positive and false negative cases
identified by the two features is very close. The details are available in Appendix
C, Table C.1.
Since a binary document classification was adopted, cases below the pre-set
thresholds were considered as non-plagiarism cases, and cases above the threshold
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were considered as plagiarism cases. The standard evaluation metrics of precision,
recall and F-score were employed to measure the detection performance.
The similarity scores were then tested on various levels of threshold to analyse
the variation in the detection performance. Figures 6.1, 6.2 and 6.3 show the
precision, recall and F-score at various thresholds respectively.
Figure 6.1: Precision for several thresholds in the similarity metrics
Figure 6.2: Recall for several thresholds in the similarity metrics
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Figure 6.3: F-score for several thresholds in the similarity metrics
The results show that lexical generalisation was the best performing feature
that matches with the baseline. Figure 6.4 shows the comparative performance
between the 5-gram baseline (Feature 4) and lexical generalisation (Feature 5).
Table 6.3 shows the precision, recall and f-score for the selected features on the
best performing threshold at 0.03, based on a binary classification.
Feature Description Precision Recall F-Score
4 5-gram baseline 97.95% 41.90% 58.69%
5 Lexical generalisation 93.83% 53.43% 68.09%
6 Dependency relations extraction 97.72% 34.20% 50.67%
4 & 5 Combined 5-grams & Lexical
generalisation
93.85% 54.23% 68.74%
Table 6.3: Comparative performance of selected features
Upon further analysis at the individual levels of obfuscation, that is, the four
levels of plagiarism annotation in the corpus (manual paraphrase, low artificial
obfuscation, high artificial obfuscation, and no obfuscation), it is notable that
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Figure 6.4: Comparative performance between the baseline (Feature 4) and lexical
generalisation (Feature 5)
the use of lexical generalisation is more effective than the 5-gram baseline in all
obfuscation levels. Although the baseline is effective in detecting direct verbatim
copies, lexical generalisation is capable of achieving better results regardless of
how the plagiarised texts were produced. In particular, this strategy identified
significantly more simulated and obfuscated plagiarism cases than the baseline.
Figure 6.5 shows the recall of both approaches on different levels of obfuscation,
based on a threshold of 0.03.
The results from Features 1 and 2 were significantly outperformed by all other
features, thus no further experiments were performed on these sets (see Appendix
C Table C.1 for the list of results).
The results show that the 5-gram overlap metric performed at the sentence
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Figure 6.5: Recall obtained by the 5-gram overlap baseline and the synset-based
similarity matching for different obfuscation levels
level (Feature 3) returned more false positive cases than its performance at the
document level (Feature 4). As the number of true positive cases identified by
both methods is similar, 5-gram document level was chosen in order to maintain
a lower false positive rate.
The effects of applying different levels of thresholds on document classification
were shown in Figures 6.1, 6.2 and 6.3. It is clear that the best overall performance
was between the thresholds 0.01 and 0.02. Increasing the threshold can result in
a higher precision but a reduction in recall, causing the F-score to drop. Even
when the threshold is set at 0, the precision is above 0.88, recall is below 0.55 and
F-score is near 0.65. This indicates that most false negative cases, which are the
true plagiarism cases that we should have detected, were misidentified during the
initial 5-gram overlap filtering stage.
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The relatively high score in precision and low score in recall suggests that it
is better to lower the thresholds in the filtering stages to expand the number of
potential pairs to be examined in order to improve recall and F-score.
The results show that lexical generalisation (Feature 5) was the most promising
technique, demonstrating over 0.91 precision and the best recall at all thresholds,
with an F-score indicating an overall better performance than other methods. The
high recall score shows that using all synsets in the comparison metric can help
to reduce the number of false negative cases, that is, reducing the real cases of
plagiarism that are not detected. However, the relatively low score in precision
suggested that using all synsets may be too lenient. Therefore, lexical generalisa-
tion would be ideal if used to investigate a subset of highly suspicious plagiarism
cases after filtering by other methods.
The results from 5-gram overlap matching at the document level (Feature 4)
showed a balanced performance. The use of punctuation removal and stemming
improved the precision but not the recall.
Results from dependency relation extraction (Feature 6) did not show a major
improvement over other methods. This may be due to an issue with the parser
settings, which truncate or omit very long sentences. The input documents were
pre-processed with sentence segmentation which was based on using full stops to
mark the end of sentence. This means that if a sentence has lots of commas it
will be taken as a very long sentence until a full stop separates it. Also, in an
attempt to speed up detection, the comparison metric did not consider the order
of the dependency relations when computing the match, which may have affected
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the overall calculation of semantic relations.
Furthermore, the feature lexical generalisation (Feature 5) counts the number
of matching synsets between texts without investigating the actual word relations.
It may be interesting to incorporate word alignment metrics in order to reflect
word relations between texts.
6.1.6 Discussion
For the purpose of evaluating the scalability of the proposed plagiarism detection
framework and algorithms, which is the third objective of this thesis, this ex-
periment was performed with a subset of the corpus at the document-level. In
order to optimise detection performance, additional investigations are needed to
seek a better similarity metric and a more accurate filtering technique, and to
incorporate other structural features analysis techniques. Moreover, approaches
from authorship attribution and word alignment from machine translation may
provide possible improvements to the current detection framework.
Further analysis showed that using the 5-gram overlap metric is effective in
detecting direct copies, while the use of lexical generalisation is effective in detect-
ing obfuscated plagiarism cases. By using a combination of the two approaches,
a slight improvement on the detection performance could be observed, but more
experiments are needed to confirm the findings. It may be more effective to incor-
porate a machine learning algorithm to classify the documents based on similarity
scores generated from different metrics (such as the lexical-based and semantic-
based metrics), as shown in the small-scale experiment in the previous chapter.
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This relates to the second objective of the thesis, which is to investigate the role
of machine learning in our framework.
This experiment has shown the influence of deep NLP techniques on plagiarism
detection performance. It suggests that using lexical generalisation can improve
overall classification performance. Various levels of threshold have different effects
on precision, recall and F-score; a lower threshold allows more cases to be inves-
tigated, whilst a higher threshold provides fewer cases but they are more likely
to be plagiarised. Therefore, the threshold needs to be set in accordance with
the detection task requirements. The filtering of potential documents and process
efficiency remain as issues to be examined in future.
Further investigation into semantic parsing by using semantic role labellers can
provide deeper analysis in terms of the semantic structure of texts. It is expected
that semantic parsing, which gives rich features, will be more effective in identifying
simulated plagiarism cases.
6.2 Document-level Additional Experiment
This section describes the additional experiment performed on a subset of the
PAN-PC-10 corpus at the document level, using binary classification on manually
simulated plagiarised documents. Three additional deep NLP techniques, includ-
ing predicate extraction, predicate generalisation, and named entity recognition
were investigated in this section.
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6.2.1 Corpus
The corpus used in this experiment consists of the simulated cases from the PAN-
PC-10 corpus. In the corpus, plagiarism cases are referred to as segments in
suspicious documents, annotated in terms of character offsets. For the purpose
of a document-level analysis, plagiarism cases are treated at the document level
when a segment of a document pair returns a match.
In order to apply deep NLP techniques, it was essential to use grammatically
and syntactically well-formed texts as input. The artificially generated cases were
not suitable for use. 6% of the plagiarism cases in the PAN-PC-10 corpus are
simulated plagiarism, where texts were manually rewritten. Consequently, the
suspicious documents which contain manually simulated plagiarism are selected as
the test data for this section, as shown in Table 6.4.
Document class Attribute Statistics
Source document
Number of documents 11,084
Minimum document length 48 words
Maximum document length 434,777 words
Suspicious document
Number of documents 903
Minimum document length 499 words
Maximum document length 70,500 words
Table 6.4: Corpus statistics
Since the goal is to investigate external plagiarism of English texts, all intrin-
sic and translated plagiarised documents were excluded from the dataset. The
non-English source documents were translated into English automatically. The
experiments presented in this section were based on 903 manually simulated pla-
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giarised documents and 11,084 source documents, which gave a total of 10,008,852
possible pair-wise document-level comparisons.
A binary classifier was employed to classify each suspicious-source document
pair as plagiarised or clean. Cases were treated at the document level rather than
the passage level, where a pair of documents is considered as plagiarised whenever
at least one segment within the suspicious document is plagiarised from the source
document. Although in the PAN competition plagiarised cases are expected to be
reported at the passage level, flagging plagiarised documents can already be very
helpful for humans checking potential plagiarism cases by filtering out a very large
percentage of documents from the process. Moreover, given that NLP techniques
are much more computationally expensive than simple string matching techniques,
document-level processing is a more realistic scenario for this feasibility study.
6.2.2 Text Pre-processing and NLP Techniques
The experiment followed the five-stage framework described in Section 4.1. The
first three stages - pre-processing, similarity comparison and filtering - contribute
to candidate document retrieval, that is, a filtering of documents in order to
narrow down the search span of document pairs. The next two stages use deep NLP
techniques to provide detailed analysis of the remaining candidate documents.
In order to generalise the texts for subsequent similarity comparisons, both
source and suspicious documents were processed using text pre-processing and
NLP processing techniques. The most promising techniques were again investi-
gated in this section. The text processing techniques included tokenisation, low-
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ercasing and punctuation removal. Shallow NLP techniques included stemming.
Deep NLP techniques included lexical generalisation, dependency relation extrac-
tion, predicate extraction, predicate generalisation and named entity recognition.
To investigate the grammatical components of a sentence, all verbs were ex-
tracted from each document and the number of overlapping verbs are compared
between text to form the feature predicate extraction. For predicate generalisa-
tion, the verbs extracted from predicate extraction were generalised using VerbNet
by replacing the verbs by their respective VerbClasses.
To extract information such as names of persons, organisations and locations,
named entity recognition was applied to extract named entities from texts.
6.2.3 Similarity Metrics
The selected corpus was processed using the following techniques and metrics
shown in Table 6.5.
5-grams of words (Feature 1) was chosen as the baseline and filtering metric.
Additional deep NLP techniques (Features 4, 5 and 6) were new to the framework.
They were applied with their corresponding overlap coefficient metrics to calculate
the number of similarities between document pairs. Predicate extraction (Feature
4) investigates the number of common verbs between documents, and predicate
generalisation (Feature 5) investigates the number of common verb senses, which
is a similar technique to lexical generalisation. Named entity recognition (Feature
6) investigates the number of common named entities between documents.
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Feature Techniques Similarity Metric(Formula)
1 Tokenisation, Lowercasing, Punc-
tuation removal, Stemming, 5-
grams of words
Overlap coefficient (Formula 4.3,
p.104)
2 Tokenisation, Lowercasing, Punc-
tuation removal, Stopword re-
moval, Lexical generalisation
Lexical generalisation (Formula
4.7, p.108)
3 Sentence segmentation, Depen-
dency relation extraction
Dependency relation extraction
(Formula 4.9, p.109)
4 Sentence segmentation, Part-of-
speech tagging, Predicate extrac-
tion
Predicate extraction (Formula
4.10, p.109)
5 Predicate extraction, Lowercas-
ing, Lemmatisation, Predicate
generalisation
Predicate generalisation (For-
mula 4.11, p.110)
6 Sentence segmentation, Part-of-
speech tagging, Named entity
recognition
Named entity recognition (For-
mula 4.12, p.110)
Table 6.5: Dataset and techniques
6.2.4 Document Filtering
The use of progressive filtering makes the application of deep NLP techniques
such as syntactic and semantic analysis more feasible in the remaining document
pairs. The filtering stage is referred to as the candidate document retrieval, where
document pairs that have high probability of plagiarism are referred to as candidate
documents.
The 5-gram overlap (Feature 1) was selected as the filtering metric. Similarity
scores were generated using the overlap coefficient (Formula 4.3 on page 104) by
comparing each suspicious document against the whole source document collection.
For each suspicious document, the top five ranked source documents with the
highest similarity scores were selected as candidate document pairs. This gave
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4,515 candidate document pairs which were treated as positive cases at this stage.
The remaining 10,004,337 pairs were all treated as negative cases. The candidate
document pairs were then passed to the next stage for further processing.
The features generated by the similarity metrics were passed to a machine
learning classifier for training and testing. The InfoGain attribute evaluator was
applied to identify the most contributing features. Then, the C4.529 (Formula 4.16
on page 116) 10-fold cross-validation classifier was applied on the 4,515 document
pairs.
6.2.5 Results
The experiment adopted a binary classification for document pairs, where a pair
is classed as plagiarised when its features reached a certain threshold, or clean
otherwise. The standard evaluation metrics of precision, recall and F-score were
employed to measure the detection performance.
After filtering, the 4,515 candidate document pairs contained 999 plagiarised
cases and 3,516 clean cases; the filtering process missed 372 plagiarised cases.
Based on these numbers, the performance of the filtering stage has a precision
of 0.22, recall of 0.73 and F-score of 0.34. Ideally, a detection approach should
make sure that all potential document pairs are flagged (high recall), but also
make sure that clean documents are not flagged (high precision). This is to reduce
the amount of human resources needed when manual analysis is required for the
flagged documents. However, as in most classification tasks, high recall may come
29The Weka implementation of the C4.5 algorithm, J48, was used in this experiment.
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at the price of low precision, and vice-versa. Therefore, depending on the detection
task, it may be more important to drop one metric in favour of another.
The 4,515 document pairs were tested in the next stage, classification, using
features generated by various techniques and similarity metrics listed in Table 6.5.
The similarity scores for each document pair from each feature were then trained
and tested with the machine learning classifier using C4.5 10-fold cross validation.
The accuracy of individual features as well as combined features is shown in Table
6.6. A detailed list of results including the precision, recall and F-score of the two
classes is available in Appendix C Table C.2.
Feature Description Accuracy
1 5-grams baseline 91.52%
2 Lexical generalisation 80.75%
3 Dependency relation extraction 77.87%
4 Predicate extraction 80.20%
5 Named entity recognition 83.70%
6 Predicate generalisation 79.40%
Combined Features 1 & 2 & 4 & 5 & 6 91.58%
Combined Features 1 & 2 & 4 & 5 91.61%
Combined Features 1 & 2 & 4 & 6 91.63%
Combined All features 91.65%
Table 6.6: Accuracy of individual features and combined features
The results show that the 5-grams metric achieved good performance, and
individual deep NLP features did not match the performance of this baseline.
However, the use of combined features brought a slight improvement.
The results suggest that more document pairs should be selected for further
processing instead of just selecting the top five, which could help to further improve
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the recall. The low precision indicates that a balancing threshold needs to be set
in order to reduce the number of false positives. Table 6.7 shows the comparison
between the baseline features and all features.
Feature
Clean Plagiarised
Precision Recall F-score Precision Recall F-score
5-gram baseline
(Feature 1)
94.2% 95% 94.6% 81.8% 79.4% 80.5%
All features 94.6% 94.7% 94.6% 81.2% 81.1% 81.1%
Table 6.7: Comparison of the baseline and all features based on two document
classes
Although the combined features showed a slight improvement in the evaluation
against other approaches, the contribution of individual NLP techniques in detec-
tion performance needs to be investigated. It is observed that a trend of using a
combined approach is effective in improving the recall of document identification
in the plagiarism class, which could be very useful as a filtering step to select
candidate documents for in-depth passage-level investigation.
Dependency relation extraction performed below expectation in this experi-
ment, and the same trend was observed in the previous experiment. The perfor-
mance of other deep NLP techniques was below expectation too, and this is because
these techniques require the actual plagiarised text segments to be isolated in or-
der to investigate the deeper linguistic structure. Applying such techniques on
either document was not favourable to the experiment, and overlapping n-grams
was more consistent in this case.
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6.2.6 Discussion
The results showed that the use of overlapping n-grams could be an effective filter-
ing metric, and that deep techniques are better reserved for the detailed analysis
stage. A better filtering strategy is required to optimise the detection performance.
Instead of using the top five candidate document pairs, the subsequent experiment
will investigate the use of the top ten or even more document pairs in the initial
filtering stage in order to reduce the number of false negative cases. Approaches
such as word alignment used in Statistical Machine Translation (SMT) and stylistic
techniques used in authorship attribution may provide additional improvements.
An interesting note is that even though the experiment was exhaustively per-
formed on simulated cases only, the overall improvement is not at all significant.
Although NLP techniques are very useful in the analysis of linguistic information,
they are based on the assumption that the input text must follow syntactic and
grammatical rules. Investigating simulated cases at the document level is not ideal
as the document does not only contain the manually rewritten text, but also other
text that has been added to make up a complete document. These “filler texts”
are noisy data that diminished the benefits of applying deep linguistic techniques.
Hence, in this experiment the application of deep NLP techniques is not beneficial
even if simulated documents were selected. Further investigation should be based
on the actual segment for the plagiarised text.
The above reason intuitively set the groundwork for the next experiment. Fur-
ther experiments using the PAN corpus are performed at passage level instead of
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document level in order to fully explore the role of NLP in plagiarism detection.
Passage-level detection also allows a comparative evaluation against other PAN
competitors.
6.3 Passage-level Experiment
This section describes the passage-level experiment performed on a subset of the
PAN-PC-10 corpus. Comparative evaluation is performed with two other PAN
competitors. Different from previous experiments, this section treats plagiarism
cases at the passage level; passages are extracted from the documents, and all pas-
sages are plagiarised texts. The manually simulated plagiarism passages are used,
where writers attempt to cover their trails by synonym substitution, change of sen-
tence structure and paraphrasing. The task is to identify which plagiarised passage
corresponds to a particular original passage. In other words, a plagiarised-source
passage pair that display similar content is treated as plagiarism; whereas a pair
that does not resemble each other is treated as clean. Evaluation is performed
with a binary classification of plagiarised or clean at the passage level between
plagiarised-source text pairs, and compared against an overlapping n-gram base-
line.
6.3.1 Corpus
Similar to the previous section, the corpus used in this experiment also consists
of the simulated cases from the PAN-PC-10 corpus. As mentioned previously, the
PAN-PC-10 corpus referred to plagiarism cases as segments in suspicious docu-
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ments. The difference here is that instead of using the simulated cases as a docu-
ment, plagiarism passages were extracted from the aforementioned documents. In
other words, the experiment is based on the hypothesis that the candidate docu-
ments had been selected and had reached the detailed analysis stage. Performing
experiment at the passage-level removes the need to compare the difference in the
pre-processing stage between various detection systems. If there is no need to ex-
tract text segments from the corpus, it will allow the actual system effectiveness
to be measured.
The previous experiment has shown that the availability of grammatically and
syntactically well-formed texts is needed for the application of deep NLP tech-
niques. In this section, the passage level subset contains only the manually rewrit-
ten text segments. The plagiarised passages along with the original source passages
were extracted according to the corpus annotation. Table 6.8 shows the corpus
statistics. The corpus used in this experiment contains 4,067 suspicious passages
and 4,067 source passages, which gives a possible 16,540,489 pair-wise comparison.
Passage class Attribute Statistics
Source passage
Number of passages 4,067
Minimum length 28 words
Maximum length 954 words
Average length 491 words
Plagiarised passage
Number of passages 4,067
Minimum length 19 words
Maximum length 1,190 words
Average length 604.5 words
Table 6.8: Corpus statistics
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6.3.2 Text Pre-processing and NLP Techniques
The experiment followed the five-stage approach described in Chapter 4. The first
stage, pre-processing, involves processing the passages with text pre-processing
and shallow NLP techniques. Techniques that showed the most promising results
from the previous experiments were applied, including shallow techniques such
as stemming. For this experiment, further processing (Stage 4) using deep NLP
techniques such as lexical generalisation and dependency relation extraction was
applied as part of Stage 1. This is because the focus of the detection framework has
now been given greater weight in the detailed comparison stage instead of in the
filtering stage. In previous experiments, deep techniques were applied only to the
selected candidate pairs as they are computationally expensive to apply in large
document collections. However, the experimental settings in this section allowed
the application of deep techniques alongside shallow techniques as the average case
length is much shorter. Therefore, it was feasible to apply deep NLP techniques
as part of the pre-processing stage. In addition, this section explored an NLP
technique that had not been investigated before: word alignment.
Overlapping 3-grams of words was chosen as the evaluation metric, as this
corpus has shorter case length. The reason for using 3-grams instead of 5-grams
was because 3-grams handles shorter case length more effectively than 5-grams,
where 5-grams was used in previous experiments with longer document length.
Feature 1, overlapping 3-grams, was used as the baseline of this experiment.
To investigate the relations between words, Feature 7 was based on word align-
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ment using the METEOR tool,30 which performs pre-processing and ranking au-
tomatically. For each suspicious-source pair, the words are aligned based on 1)
exact words, 2) stemmed words, 3) synonyms and 4) paraphrases, with different
weights given to each of the four word-matching categories.
Similarity metrics were then applied to the processed texts to generate simi-
larity scores for each suspicious-source passage pair. The scores represent features
that were investigated individually and as various combinations in the classification
stage.
6.3.3 Similarity Metrics
After applying the techniques, all suspicious-source pairs were passed to the sim-
ilarity metrics to compute the similarity scores. The 3-grams baseline was cal-
culated by the overlap coefficient (Formula 4.3 on page 104), where the unique
3-grams in the case pair were normalised by the shorter case. As well as being
a feature, overlapping 3-grams (Feature 1) also contributes as a filtering strategy.
For each of the plagiarised passages, the top ten source cases ranked by the over-
lap similarity score were selected as the candidate cases. This resulted in 40,300
possible case pairs, and cases that have 0% similarity were eliminated. The candi-
date cases were then extracted for similarity score calculations for other features.
Table 6.9 shows the combination of techniques and similarity metrics. The sim-
ilarity scores for each pair were then used as features in the machine learning
classification.
30http://www.cs.cmu.edu/~alavie/METEOR/
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Feature Techniques Similarity Metric(Formula)
1 Tokenisation, Lowercasing, Punc-
tuation removal, Stemming, 3-
grams of words
Overlap coefficient (Formula 4.3,
p.104)
2 Tokenisation, Lowercasing, Punc-
tuation removal, Stopword re-
moval, Lexical generalisation
Lexical generalisation (Formula
4.7, p.108)
3 Sentence segmentation, Depen-
dency relation extraction
Dependency relation extraction
(Formula 4.9, p.109)
4 Tokenisation, POS-tagging,
Predicate extraction
Predicate extraction (Formula
4.10, p.109)
5 Tokenisation, POS-tagging, Low-
ercasing, Lemmatisation, Predi-
cate generalisation
Predicate generalisation (For-
mula 4.11, p.110)
6 Sentence segmentation, Part-of-
speech tagging, Named entity
recognition
Named entity recognition (For-
mula 4.12, p.110)
7 Word alignment —
Table 6.9: Text processing and NLP techniques used in passage-level processing
6.3.4 Machine Learning Classification
A decision tree classifier was used to classify each suspicious-source passage pair
into a class, based on individual or combined features. The classifier used was
decision tree algorithm C4.531(Formula 4.16 on page 116), which was applied to
the 40,300 passage pairs. For a comparative evaluation, the 40,300 candidate
instances (suspicious-source cases) were split into 3 groups. For the classification
task, 2/3 of the instances (i.e. two splits) were used as the training data and tested
with the remaining 1/3 (i.e. one split) testing data.
The InfoGain attribute evaluator (Formula 4.14 on page 114) was also applied
to identify the most contributing features. The “Best Features Set” was a combina-
31The machine learning algorithm used is the WEKA implementation of C4.5, J48 classifier.
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tion of the best performing techniques ranked by the InfoGain attribute evaluator,
which included the most contributing features: dependency relation extraction
(Feature 3), word alignment (Feature 7), overlapping 3-grams (Feature 1), named
entity recognition (Feature 6), and lexical generalisation (Feature 2).
For the evaluation of individual features, additional training and testing is
based on a 10-fold cross-validation using the decision tree classifier.
6.3.5 Results
The results obtained by the decision tree 10-fold cross-validation on individual
features are listed in Table 6.10. The full list of the results is available in Appendix
C Table C.3.
Feature
Clean Plagiarised
Accuracy
Precision Recall F-
score
Precision Recall F-
score
1 98.2% 98.8% 98.5% 87.7% 83% 85.3% 97.26%
2 96.4% 97.7% 97% 74.9% 65.8% 70% 94.61%
3 98.8% 98.7% 98.7% 79% 88.4% 88.1% 97.72%
4 93% 99.1% 95.9% 76.9% 29.6% 42.7% 92.41%
5 95.5% 98.7% 97.1% 82.3% 56% 66.6% 94.63%
6 97.3% 98.9% 98.1% 87.5% 73.9% 80.1% 96.49%
7 98.2% 99.1% 98.7% 91% 82.6% 86.6% 97.55%
Table 6.10: Results of individual features
The results show that the 3-grams baseline itself was already an effective fea-
ture on its own, as no other individual features perform as well. However, when
combining the best performing features as the Best Features Set, the set outper-
formed all individual features, which is shown in the comparative analysis.
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An extra experiment was conducted to investigate the impact of machine learn-
ing on the classification of passage level plagiarism. It was noted that the machine
learning performed on a single feature did not show significant improvement over
the string-matching method. The details can be found in Appendix C Table C.4.
A comparative evaluation of the results of this experiment was performed
against two other best-performing PAN competitors. Two of the PAN competi-
tors, Muhr et al. (2010) and Grozea and Popescu (2010), applied their approaches
to the same test cases used in this experiment. Muhr et al. (henceforth referred
to as PAN1) ranked fifth out of 13 teams in the PAN-PC-09 task, and third out
of 18 teams in the PAN-PC-10 task. Grozea & Popescu (henceforth referred to
as PAN2) ranked first in the PAN-PC-09 task and fourth in the PAN-PC-10 task.
Machine learning was not included in their systems, and they performed standard
text pre-processing techniques that included tokenisation, lowercasing and punc-
tuation removal. No other NLP techniques were used and the methods were based
on n-gram comparison. Both research teams calibrated their methods to accom-
modate the shorter text length in the corpus, as the main focus of this experiment
is not to establish the exact location of the plagiarised text segments, but the
effectiveness in identification of paraphrased texts.
PAN1 employs a two-stage detection approach. The first stage is to search for
matching plagiarised text blocks within the overlapping source document blocks,
with each source block containing 40 words and the suspicious documents split
into overlapping blocks of 16 words. The second stage is to post-process matching
blocks to calculate the locations of the plagiarised texts. Once a suspicious-source
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block has reached a pre-determined threshold, the blocks are then filtered by Jac-
card similarity. For the purpose of this experiment, the authors fine-tuned the
approach to handle shorter cases, thus less emphasis was placed on the second
stage as the initial similarity filtering was already competent at finding the most
matching pairs.
PAN2 also employs a two-stage detection approach. The first stage is to filter
by pair-wise matching between suspicious and source cases based on character
16-grams. The pairs with the highest similarity scores are further investigated in
the second detailed analysis stage. In the original work described in Grozea et al.
(2009) the second stage of the detection approach involved the computation of the
exact locations of the plagiarised text in large documents. Similar to PAN1, the
authors calibrated the system to adapt to a shorter case length for the purpose
of this experiment. As a result, less emphasis was placed on the second post-
processing stage.
To perform a comparative evaluation, the results obtained from their systems
were split in the same way as in the previous section. Then the standard eval-
uation metrics of precision, recall, f-score and accuracy were applied. Statistical
significance using the z-test at a confidence level of 95% was observed in the recall
and f-score o the plagiarism class. A detailed list of results is available in Appendix
C Table C.5. A comparison between the performances of different detection ap-
proaches is listed in Tables 6.11 and 6.12. Statistically significant performance is
observed in the recall of the plagiarised class using the Best Features Set.
Statistical significance is calculated with the z-test for proportions using depen-
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Class Feature Precision Recall F-score
Plag
Baseline 0.869 ± 0.008 0.838 ± 0.009 0.854 ± 0.007
Best Features 0.901 ± 0.014 0.952±0.004 0.926±0.006
PAN1 0.905 ± 0.016 0.799 ± 0.017 0.848 ± 0.005
PAN2 0.953 ± 0.005 0.757 ± 0.005 0.844 ± 0.004
Clean
Baseline 0.983 ± 0.001 0.987 ± 0.001 0.985 ± 0.001
Best Features 0.995 ± 0.001 0.989 ± 0.002 0.992 ± 0.001
PAN1 0.979 ± 0.002 0.991 ± 0.002 0.985 ± 0
PAN2 0.975 ± 0 0.996 ± 0.002 0.985 ± 0
Table 6.11: Average precision, recall, and F-score with standard deviation for the
experiment
Feature Accuracy
Baseline 0.973 ± 0.001
Best Features 0.985 ± 0.001
PAN1 0.973 ± 0.0003
PAN2 0.973 ± 0.0003
Table 6.12: Accuracy with standard deviation for the experiment
dent groups (i.e. all cases are the same in each group). P = 0.05 at a confidence
level of 95%. Significance was observed for all splits.
Statistical significance was not observed between the Best Features Set and
the two PAN competitors in the clean class. Interestingly, we found that the Best
Features were better at reducing the false negative cases, as the Best Features Set
outperformed all other comparative features and the baseline in the plagiarised
class in terms of recall. This is shown in Figure 6.6, where the Best Features
either matched or outperformed all the other features in both plagiarised and
clean classes.
Simulated cases examples excerpted from the PAN-PC-10 corpus are shown
below. Needless to say, manually simulated cases are more linguistically coherent
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Figure 6.6: Detailed comparison of recall
than artificially generated cases. It is observed that the simulated cases retained
the original sentence and grammatical structure of the source text to a greater
extent. This inspired the application of translationese theories in the detection of
plagiarism direction, which is described in Chapter 7.
Example Source 1 “M. Comte would not advise so irrational a proceeding. But
M. Comte has himself a constructive doctrine; M. Comte will give us in
exchange–what? The Scientific Method! We have just seen something of
this scientific method.”
Plagiarised 1 “Even M. Comte would spurn such irrational reasoning. However,
M. Comte adheres himself to a fruitful belief, one which he will offer us
instead - the Scientific Method! This scientific method has, in fact, just been
observed.”
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Example Source 2 “Without enumerating all the modern authors who hold this
view, we will quote a work which has just appeared with the imprimatur of
Father Lepidi, the Master of the Sacred Palace, in which we find the two
following theses proved: 1.”
Plagiarised 2 “Just without specifying the current writers who have this view, we
will proceed with the work just came with the impremature of Father Lepidi,
the Master of Sacred palace, which proves the following theses proved: 1.”
Example Source 3 “Therefore, a person should search his actions and repent
his transgressions previous to the day of judgment. In the month of Elul
(September) he should arouse himself to a consciousness of the dread justice
awaiting all mankind.”
Plagiarised 3 “As such, a person should analyze what he did and be sorry for
his mistakes before judgment day. In September, also referred to as Elul, he
should force himself of the frightening justice that awaits all humans.”
Example Source 4 “I have heard many accounts of him, said Emily, all differing
from each other: I think, however, that the generality of people rather incline
to Mrs. Dalton’s opinion than to yours, Lady Margaret. I can easily believe
it.”
Plagiarised 4 “Emily said, I have heard many different things about him; how-
ever, most people trust Mrs. Dalton’s beliefs more then they do yours, Lady
Margaret, myself included.”
Table 6.13 shows the results obtained using various features and the two PAN
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competitors on the example cases.
E.g.
Feature
PAN1 PAN2
1 2 3 4 5 6 7
1 0.088 0.352 0.103 0.25 0.167 1 0.280 -0.532 0
2 0.235 0.733 0.273 0.286 0.625 0.667 0.371 0.919 1
3 0.029 0.346 0.069 0 0 1 0.273 -0.426 0
4 0.16 0.434 0.25 0.5 0.8 1 0.243 -0.925 0
Table 6.13: Similarity scores of individual features and the two PAN systems
These raw results are extracted from the experiment and are not normalised. In
Table 6.13, the features are investigated individually rather than combined with a
machine learning model. PAN1 identifies plagiarised cases as positive numbers, and
marks non-plagiarised cases as negative numbers. PAN2 simply marks plagiarised
cases as 1 and non-plagiarised cases as 0.
It is noted that named entity recognition (Feature 6) performed particularly
well. Interestingly, on case 2 the feature did not perform as well, which is due
to the misspelling of the word “impremature” in the plagiarised document being
counted as part of the named entity “Father Lepidi”.
In Table 6.14, the four examples were investigated with a machine learning
classifier and the results showed that the best features outperformed the baseline
and the two PAN systems, which correctly identified all four cases. TP stands for
a correctly identified case, whereas FN stands for a plagiarised case incorrectly
classified as clean.
One of the most contributing features identified by the InfoGain attribute eval-
uator is word alignment. The results confirmed the hypothesis that deep NLP
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E.g. Baseline
(Feature 1)
Best features (Features
1, 2, 3, 6 & 7)
PAN 1 PAN 2
1 TP TP FN FN
2 TP TP TP TP
3 FN TP FN FN
4 TP TP FN FN
Table 6.14: Comparison of detection performance based on the example cases
techniques can help to improve the classification of plagiarised texts. Further-
more, it is shown that a simple string-matching algorithm (3-grams baseline) is
already capable of identifying short plagiarised texts, provided the text maintains
the same structure and use of words to a large extent, as did examples 1, 2 and 4.
In scenarios where the texts have undergone substantial paraphrasing, such as ex-
ample 3, deep NLP techniques combined with simple string-matching algorithms
is an effective approach.
6.3.6 Discussion
This experiment has advanced from the document-level retrieval stage towards a
separate passage-level detailed comparison stage. The experiment compared vari-
ous approaches of plagiarism detection, from the basic string-matching approaches
(overlapping n-grams of words and characters) to the latest information retrieval
approaches used in the PAN competitions, against our proposed NLP-inspired
framework. Evaluation has shown that the combination of string matching and
NLP techniques is again the best performing approach. An interesting point to
note is that dependency relation extraction did not show stable performance as
it did in the previous small-scale experiment (Chapter 5). It is speculated that
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this is due to the difference in the nature of the corpus: namely, shorter text cases
and paraphrasing with word replacements. Rather than seeing this as a flaw in
the technique itself, further work will consider alternative ways to improve the
application, analysis and evaluation of linguistic techniques (see Chapter 7).
The proposed approach showed significant improvement over other approaches,
and the contribution of individual NLP techniques in detection performance was
investigated. The combined approach is effective in identifying passage-level pla-
giarism cases and reducing false negative cases, which could be very useful in the
detailed detection stage. An ideal detection approach should make sure that all
potential plagiarised cases are flagged (high recall), but also make sure that non-
plagiarised cases are not flagged (high precision), to save the amount of human
resources needed for manually analysing the flagged cases.
This section demonstrated the influence of lexical, syntactic and semantic tech-
niques on plagiarism detection performance as a binary classification task. In par-
ticular, the use of named entity recognition and word alignment showed promising
results in improving the recall in the plagiarised class. It is shown that the use
of a machine learning decision tree algorithms can achieve a better accuracy than
statistical techniques without machine learning. This is due to the capabilities of
machine learning for handling multiple features and a higher tolerance of noise in
the dataset.
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6.4 Summary
This chapter described the use of NLP techniques with similarity metrics to im-
prove the performance of string-matching plagiarism detection approaches. The
experiments were performed with three subsets of the PAN-PC-10 corpus.
Overall, this chapter demonstrated the influence of lexical, syntactic and se-
mantic techniques on plagiarism detection performance in document-level and
passage-level classifications. This met the third objective of the thesis which
is to investigate the scalability of the proposed framework. Text processing and
NLP techniques, especially the use of lexical generalisation, named entity recogni-
tion and word alignment, are promising techniques in plagiarised document clas-
sification tasks. The chapter also investigated the application of machine learning
techniques to plagiarism detection, which achieved the second objective of the
thesis, which is to investigate the role of machine learning in the framework. It is
believed that the use of machine learning techniques can achieve a better accuracy
than statistical techniques, as they are capable of handling multiple features and
are more tolerant of noise in datasets.
The first experiment (Section 6.1) showed that a deep NLP technique, lexical
generalisation, helped to improve the recall of plagiarised document classification
at the document level. The follow-up experiment (Section 6.2) showed that com-
bining string-matching metrics with deep NLP techniques helped to improve the
recall of plagiarised document classification. The final experiment (Section 6.3)
took it further by concluding that the combination of string-matching metrics and
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deep NLP techniques with machine learning can improve the recall of classifica-
tion on plagiarised text passages. The combined approach also outperformed other
PAN systems which are calibrated to be tested at passage level. This suggests that
deep NLP techniques should be given more attention in the plagiarism detection
field.
All three experiments confirmed the hypothesis that deep NLP techniques can
improve the identification of plagiarised text. Although the deep NLP techniques
did not bring substantial improvement to all parts of the classification task, it is
apparent that a trend can be observed - that these techniques help to reduce false
negatives.
To conclude, although deep NLP techniques come with a cost of high processing
resources, the improvement gained by applying such techniques may be worthwhile
to enhance simple string-matching metrics for a better result. Depending on the re-
quirement of the plagiarism detection task, deep NLP techniques can be employed
to favour recall. In order to optimise the performance of deep NLP techniques and
to explore the role of linguistic information, further experiments are carried out
and other approaches are investigated in the next chapter.
183
6.4. SUMMARY
184
Chapter 7
Experiments with Plagiarism Direction
Identification
This chapter describes the experiments to identify the direction of plagiarism,
which are based on linguistically and statistically-inspired features to distinguish
between plagiarised and non-plagiarised text. The aim is to train machine learning
classifiers with morphological, syntactic and statistical features and investigate
whether such features can be applied to the identification of plagiarism direction.
The identification of plagiarism direction is split into two main machine learning
tasks: 1) to classify whether an individual case is plagiarised or original, and 2)
to rank a pair of cases according to their “direction”, that is, to determine which
of the text in a pair of texts is derived from the other. An additional task is to
perform a multiclass classification to determine if a piece of text belongs to one of
the three classes: artificial plagiarism, simulated plagiarism or original.
In this chapter, Section 7.1 covers the corpus used, the proposed framework
and experimental settings. Section 7.2 details the text pre-processing and NLP
techniques. Section 7.3 describes the feature extraction and selection process.
Section 7.4 lists the machine learning algorithms used for training and testing
based on the selected features. Results are presented in Section 7.5 and discussion
is presented in Section 7.6. The chapter concludes with a discussion in Section 7.7
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that highlights the contribution of these experiments and addresses open questions.
7.1 Corpus and Framework
A supervised machine learning approach is proposed to test the hypothesis that
original and plagiarised texts exhibit significant and measurable linguistic differ-
ences. The method is to train a model with various linguistically and statistically-
motivated features and then test it with three sets of data. Different from previous
work on plagiarism detection, the tests are performed at the passage level instead
of the document level, and the features investigated are not based on brute-force
string-matching metrics but instead on the fundamental linguistic differences be-
tween original and plagiarised texts.
The corpus used in this experiment consists of three distinct datasets: parallel
simulated cases, parallel artificial cases and non-parallel artificial cases. Parallel
cases are cases where the plagiarised texts and their associated original texts can
be matched as a pair. This is different from the non-parallel cases where the pla-
giarised texts and the original texts are not associated. The datasets are extracted
from the PAN-PC-10 plagiarism detection corpus(Potthast et al., 2010c), where
simulated cases were manually rewritten via Mechanical Turk, and artificial cases
were created via automatic means with two levels of obfuscation.
Some of the features used in the experiment were inspired by studies of transla-
tionese, Translation Universals and translation direction detection. Other features
investigated include the use of statistical language models and syntactic tree ker-
nels. The features are tested with two tasks: classification task and ranking
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task. They are trained and tested with machine learning models where features
are analysed with a rule-based classifier, a kernel-based classifier and a linear pair-
wise ranker.
Three datasets are extracted from the PAN-PC-10 corpus, as shown in Table
7.1.
Class Statistics Parallel
Simulated
Dataset
Parallel
Artificial
Dataset
Non-
parallel
Artificial
Dataset
Original
Number of
segments
4067 4000 4000
Minimum
length
74 words 46 words 46 words
Maximum
length
745 words 4506 words 4506 words
Average
length
409.5 words 2276 words 2276 words
Plagiarised
Number of
segments
4067 4000 4000
Minimum
length
21 words 38 words 41 words
Maximum
length
1190 words 3917 words 4535 words
Average
length
605.5 words 1977.5 words 2288 words
Table 7.1: Corpus statistics
The simulated dataset is composed of all the manually paraphrased text seg-
ments from the corpus: 4,067 plagiarised cases and their corresponding 4,067 orig-
inal texts.
The artificial plagiarism cases are mechanically generated using random text
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operations, which include replacing, shuﬄing, removing or inserting words at ran-
dom. Another approach is to use semantic word variations that replace words by
their synonyms, antonyms, hyponyms or hypernyms at random. The operations
also include POS-preserving word shuﬄing that keeps the sequence of part-of-
speech and shuﬄes the words at random.
The parallel artificial dataset is composed of a randomly selected set of 4,000
artificially generated highly obfuscated plagiarism cases and their corresponding
4,000 original texts. The non-parallel artificial dataset is composed of a randomly
selected set of 4,000 artificially generated highly obfuscated plagiarised cases, and
4,000 original texts which are not aligned with the plagiarised texts. Only artificial
cases that are highly obfuscated are used, as plagiarism cases with low obfuscation
display very high similarities to the original texts, rendering them unsuitable for
the directional detection experiment.
Following the plagiarism detection framework described in Chapter 4, a three-
stage approach is employed for this experiment. The first stage is to generalise
the corpus with text pre-processing, and shallow and deep NLP techniques. This
is described in the next section. The second stage is to extract morphological,
syntactic and statistical features from the corpus, as described in Section 7.3. The
final stage is to classify or rank each case into its respective class, using machine
learning models based on selected features, as explained in Section 7.4.
Stage 1: Pre-processing This stage prepares the input text collection, which
includes both rewritten text segments and original text segments, with sim-
ple text pre-processing, and shallow and deep NLP techniques. This stage
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generalises the input data for subsequent stages.
Stage 2: Feature Extraction The morphological, syntactic and statistical
traits are extracted and used as individual feature sets or as a combined
feature set. The linguistically-inspired features are drawn from the studies
of translationese, Translation Universals and translation direction detection
(Section 3.4.4). The statistical features are based on the use of statistical
language models.
Stage 3: Classification The final stage is to classify or rank each case into its
respective class. This can be a classification task to classify each case into a
class of Plagiarised or Source. Or this can be a ranking task to rank a pla-
giarised and source pair to see which version is most original. Classifications
are verified by applying standard evaluation metrics which include precision,
recall, F-score and accuracy.
The processing flow chart (Figure 7.1) shows the framework for plagiarism
direction identification. A text collection pass through various stages of processing,
and then features are extracted and selected to represent the rewriting traits of
texts. The features are used in a text classification or ranking task before the
evaluation.
The experiment of identifying parallel original and plagiarised texts is evaluated
as two tasks, that is, binary classification and pair-wise ranking. Binary
classification refers to the two classes, that is, original and plagiarised, and the
goal is to assign all individual texts in the collection to their respective classes. On
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Figure 7.1: Plagiarism direction identification framework
the other hand, pair-wise ranking attempts to determine the direction of rewriting
between a pair of parallel texts, that is, the ranker sorts each pair of texts to
indicate which text has a higher level of rewriting. As the ranking task is capable
of sorting multiple items, it could be further applied to identify multiple versions
of rewritten texts, which is a difficult task for traditional binary classification.
The multiclass classification task is based on the parallel simulated and
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parallel artificial datasets, where 4,000 artificial plagiarism texts, 4,067 simulated
plagiarism texts and 8,067 original texts are used. The task is to classify each text
into one of the three classes: artificial, simulated or original.
The experiment with the non-parallel dataset, where the plagiarised texts and
the original texts cannot be matched as a pair, is only treated as a classification
task as the non-aligned cases cannot be ranked.
7.2 Text Pre-processing and NLP Techniques
To normalise the datasets for feature extraction and selection (Section 7.3), text
pre-processing, and shallow and deep NLP techniques are applied. Shallow tech-
niques include sentence segmentation, tokenisation, lowercasing, POS tagging and
lemmatisation (see Section 4.2 for a detailed explanation of NLP techniques). Deep
techniques include parsing, which generates the syntactic tree feature.
The techniques are applied in accordance with the requirements to extract fea-
tures. The framework proposes a thorough investigation of morphological, syntac-
tical, statistical and simplification features at both token level and sentence level.
Our framework applies morphological and simplification features inspired by re-
lated studies on translationese, Translation Universals and translation direction,
and also provides an in-depth study of each sub-category within the morphological
features, such as using individual proportions of nouns, prepositions and pronouns,
and individual function words as features (See Section 7.3 for a list of features).
For the morphological and simplification features, the following text pre-
processing and shallow NLP techniques are applied:
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1. Sentence segmentation
2. Tokenisation
3. Lowercasing
4. POS tagging
5. Lemmatisation
POS tags and lemmas of words are generated by the Stanford CoreNLP
toolkit32 (Klein and Manning, 2003; Toutanova et al., 2003). Following the study
by Koppel and Ordan (2011), function words from a list (see Appendix E) are
extracted as features. POS tagging is especially important as many of the mor-
phological and simplification features depend on the POS tags.
The statistical features are pre-processed with sentence segmentation, tokenisa-
tion and lowercase. N-gram statistical language models are built using the KenLM
33 toolkit (Heafield, 2011) to calculate 1) log probability, 2) perplexity with all to-
kens, and 3) perplexity without the end-of-sentence marks. It is assumed that the
3-gram language model is better on shorter texts and the 5-gram language model
is more suitable for longer texts. Therefore 3-gram and 5-gram models are adopted
in order to provide a comparative analysis. The language models are trained with
an in-domain corpus, which consists of 1.7 million original text segments from the
PAN-PC-10 corpus that are not present in the testing datasets.
Finally, a syntactic feature should provide an additional linguistically moti-
vated perspective for the experiment. Parsing is a deep NLP technique which dis-
32http://nlp.stanford.edu/software/corenlp.shtml
33http://kheafield.com/code/kenlm/
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plays the structure of sentences in the format of phrase structure trees. Different
from previous experiments described in Chapters 5 and 6 which used dependency
relations, this experiment uses the actual syntactic trees for comparison. Syntactic
information is extracted by generating syntactic trees using the Stanford PCFG
parser (Klein and Manning, 2003), which forms part of the Stanford CoreNLP
toolkit34. For example, for a plagiarised sentence “when you would have them red,
you must cover them in the boyling.” the following parse tree and dependency
relations are generated:
(ROOT
(S
(SBAR
(WHADVP (WRB when))
(S
(NP (PRP you))
(VP (MD would)
(VP (VB have)
(S
(NP (PRP them))
(ADJP (JJ red)))))))
(, ,)
(NP (PRP you))
(VP (MD must)
(VP (VB cover)
(NP (PRP them))
(PP (IN in)
(NP (DT the) (NN boyling)))))
(. .)))
advmod(have-4, when-1)
nsubj(have-4, you-2)
aux(have-4, would-3)
dep(cover-10, have-4)
nsubj(red-6, them-5)
xcomp(have-4, red-6)
34http://nlp.stanford.edu/software/corenlp.shtml
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nsubj(cover-10, you-8)
aux(cover-10, must-9)
dobj(cover-10, them-11)
det(boyling-14, the-13)
prep_in(cover-10, boyling-14)
The parse tree is then post-processed for analysis with syntactic tree kernels (see
Section 7.3):
-1 (S (SBAR (WHADVP (WRB when))
(S (NP (PRP you)) (VP (MD would)
(VP (VB have) (S (NP (PRP them)) (ADJP (JJ red))))))) (, ,)
(NP (PRP you)) (VP (MD must) (VP (VB cover) (NP (PRP them))
(PP (IN in) (NP (DT the) (NN boyling))))) (. .))
If a segment is an original segment, it is marked as +1, whereas if a segment
is a plagiarised segment, it is marked as -1.
After the techniques are applied, features are extracted and selected according
to the morphological, simplification, syntactic and statistical traits.
7.3 Feature Extraction and Selection
To facilitate machine learning classification and ranking, features that capture the
simplification, morphological, statistical and syntactical aspects of texts are inves-
tigated. These features should reflect the frequencies of the linguistic components
of the texts.
In this experiment, the focus is on the use of simplification features. This
is inspired by the simplification universal discussed in studies on translationese
and Translation Universals, which suggests that translated texts use simpler and
shorter words (Pastor et al., 2008; Mitkov and Pastor, 2008). This led us to
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consider the possibility that plagiarised texts may also use simpler and shorter
words, which is investigated by extracting the following simplification features:
1. Average token length. In this study, the term “token” refers to word tokens.
This is the number of characters normalised by the number of tokens.
2. Average sentence length. This is the proportion of number of word tokens
per sentence, aiming to capture the shorter sentence length in plagiarised
texts caused by splitting sentences.
3. Information load. This is the proportion of lexical words to tokens. Lexical
words are represented by nouns, verbs, adjectives, adverbs and numerals.
4. Lexical variety. This refers to the type/token rate, by normalising the unique
word type over all words.
5. Lexical richness. This is the proportion of type lemma per tokens. Differ-
ent from lexical variety, lexical richness measures the lemmatised word type
normalised by all words.
6. Proportion of sentences without finite verbs.
7. Proportion of simple sentences. Simple sentence refers to a sentence that
contains only one finite verb.
8. Proportion of complex sentences. Complex sentence refers to a sentence that
contains more than one finite verb.
To capture plagiarised traits that may occur at a morphological level (Ilisei
et al., 2010; Ilisei and Inkpen, 2011), the following morphological features are
proposed:
195
7.3. FEATURE EXTRACTION AND SELECTION
9. Proportion of nouns over tokens.
10. Proportion of prepositions over tokens.
11. Proportion of pronouns over tokens.
12. Proportion of stopwords over tokens. Stopwords are extracted according to
the list of stopwords in the NLTK35 toolkit.
13. Finite verb rate. This refers to the proportion of finite verbs in texts.
14. Grammatical cohesion rate. This is the proportion of grammatical words
over lexical words. Grammatical words are represented by determiners, arti-
cles, prepositions, auxiliary verbs, pronouns, conjunctions and interjections.
Lexical words are represented by nouns, verbs, adjectives, adverbs and nu-
merals.
15. Individual function words. Each function word in a list is extracted as an
individual feature, such as “the”, “of”, “and”, “to”, “be”, “someone”, “self”,
etc.
16. Proportion of function words in texts. This is the total number of function
words in list normalised by word tokens.
Statistical analysis has always played a major part in the study of plagiarism
detection, hence the following statistical features are proposed:
17. Number of sentences.
18. Number of word tokens.
19. Number of characters.
35http://nltk.org/
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20. Language model 3gram log probability.
21. Language model 3gram perplexity (all tokens).
22. Language model 3gram perplexity (without end of sentence tags).
23. Language model 5gram log probability.
24. Language model 5gram perplexity (all tokens).
25. Language model 5gram perplexity (without end of sentence tags).
And finally, from the linguistic perspective, a syntactic feature that is able to
facilitate the investigation of the deeper meaning of text is also proposed:
26. Syntactic tree. Parse trees generated within a document are combined as a
whole, and subsequently compared using tree kernels.
To test whether morphological, simplification and statistical features are com-
plementary, the InfoGain attribute evaluator (Formula 4.14 on page 114) is applied
and the top 12 features are selected to be tested as a set in the machine learning
classification stage, named pre-selected feature set:
• F2: Average sentence length
• F3: Information load
• F6: Proportion of sentences without finite verbs
• F13: Proportion of finite verbs over tokens
• F14: Grammatical cohesion rate
• F19: Number of characters
• F20: Language model 3-gram perplexity (all tokens)
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• F21: Language model 3-gram perplexity (without end of sentence tags)
• F22: Language model 3-gram log probability
• F23: Language model 5-gram perplexity (all tokens)
• F24: Language model 5-gram perplexity (without end of sentence tags)
• F25: Language model 5-gram log probability
Once features are selected they are then used as sets of attributes in the machine
learning tasks.
7.4 Machine Learning Algorithms
To reiterate the problem of plagiarism direction identification, we proposed two
machine learning tasks. The first task is to classify each text (as individual cases)
into two classes: plagiarised or original. The second task is to rank a pair of texts
(parallel plagiarised and original cases) according to the order in which they were
created.
The first task involves two binary classifiers. The classifiers used are as follows:
the rule-based learner RIPPER (Formula 4.17 on page 116), and a structured
prediction tree kernel Support Vector Machines (SVM).
The symbolic classifier RIPPER was selected as the rules produced by it show
which feature contributes most to the learning process. RIPPER 36 was trained
and tested with 4-fold cross-validation using various feature combinations that
represent simplification, morphological and statistical aspects of texts (see Section
36We used the WEKA implementation of RIPPER, the Jrip classifier http://www.cs.
waikato.ac.nz/ml/weka/
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7.4).
In addition to RIPPER, a structured prediction version of SVM is applied
using the SVM-tree kernels (Formula 4.18 on page 117). It is used to perform
binary classification of texts according to their syntactic information, using 4-fold
cross-validation. The binary classifiers are applied to parallel and non-parallel
datasets.
SVMs have been applied to other text classification tasks with success; in par-
ticular, the use of an SVM in modelling syntactic information in NLP tasks has
aroused interest. Prior to the introduction of tree kernels, syntactic information
such as parse trees generated by parsing was difficult to exploit. Ever since Mos-
chitti (2006a,b) developed SVM-Light-TK37 that allows similarity measurement
between two syntactic trees in terms of their sub-trees, it has been applied in
tasks such as classifying predicate argument structures as part of semantic role
labelling (Moschitti et al., 2006), Question Classification with Semantic Syntactic
Tree Kernels (Bloehdorn and Moschitti, 2007), and machine translation (Hard-
meier, 2011).
For the second task, SVM-rank (Formula 4.19 on page 117) is used to per-
form a 4-fold cross-validation on pair-wise ranking between parallel original and
plagiarised texts. This ranking metric differs from traditional classification which
determines the direction of plagiarism by sorting each pair of texts according to
their level of changes. The ranking task is tested with the pre-selected feature set
on the parallel datasets, as the ranker cannot be applied to non-parallel cases.
37http://disi.unitn.it/moschitti/Tree-Kernel.htm
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For the additional multiclass classification task, the RIPPER rule-based clas-
sifier is used with 4-fold cross-validation based on pre-selected features.
7.5 Results
The baseline is defined by the proportion of classes from the dataset. As the
distribution of classes is 50:50, the proportion of accuracy achieved by chance is
50%.
The rest of the classifications are tested in the following conditions:
1. Rule-based with the pre-selected features.
2. Rule-based with only the simplification features.
3. Rule-based with only the morphological features.
4. Rule-based with only the statistical features.
5. SVM-tree kernels with only the syntactical feature.
6. SVM-rank using the pre-selected features.
Table 7.2 shows the accuracy achieved using various machine learning algo-
rithms. Table 7.3 presents the tree kernels experiment tested with tree and se-
lected features. Table 7.4 gives the detailed tree kernels results. Table 7.5 shows
the accuracy achieved using rule-based algorithms based on various feature sets.
Table 7.6 gives a breakdown of the precision, recall and f-score of the two classes
(original and plagiarised) using various feature sets.
The results are compared amongst the types of classification. It is observed
that both rule-based classification (RIPPER) and pair-wise linear ranking (SVM-
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Metric Simulated Parallel
Artificial
Non-
parallel
Artificial
Baseline 50% 50% 50%
Rule-based Pre-selected features 75.66% 97.94% 98.38%
SVM-tree kernels Syntactic feature 56.17% 79.9% 99.45%
SVM-rank Pre-selected features 74% 95% -
Table 7.2: Comparison of the accuracy in classification and ranking tasks
rank) using selected features performed well, although rule-based classification is
slightly better. However, the performance of syntactic tree kernels (SVM-tree
kernels) did not perform as well as the other two, but the result is still above
chance-level. Moreover, tree kernels on the parallel artificial dataset outperformed
the simulated dataset by over 20% as artificial cases exhibit less linguistically well-
constructed texts, which correspond to the findings of Grozea and Popescu (2010),
and also confirms the hypothesis that artificial plagiarism cases display significant
and measurable differences in relation to their original.
Feature Precision Recall Accuracy
Tree only 56.3% ± 1.3% 55.5% ± 2.6% 56.2% ± 0.9%
Tree and vector 56.3% ± 0.5% 57.7% ± 4.1% 56.4% ± 0.6%
Table 7.3: Syntactic tree kernels tested with tree only and tree plus selected fea-
tures
Table 7.3 shows the results obtained from the simulated dataset. The syntac-
tic tree kernels combination of tree plus feature vectors did not bring significant
improvement over using tree alone. The vectors tested included average sentence
length, information load, functional words over lexical words and proportion of
finite verbs over tokens. Hence, further experiments on tree kernels were tested
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with tree only (Table 7.4).
Dataset Precision Recall Accuracy
Simulated 56.3% ± 1.3% 55.5% ± 2.6% 56.2% ± 0.9%
Parallel Artificial 83.7% ± 0.8% 74.3% ± 1.2% 79.9% ± 0.9%
Non-parallel Artificial 99.9% ± 0.1% 98.9% ± 0.2% 99.5% ± 0.1%
Table 7.4: Syntactic tree kernels tested on tree only across dataset
The tree kernels performed particularly well in improving the precision of par-
allel artificial plagiarism texts, which indicates that it is suited to correctly iden-
tifying the original cases, thereby reducing the false positive cases. This again
shows that artificial plagiarism cases display significant differences from original
and manually simulated texts.
Feature set Simulated Parallel
Artificial
Non-
parallel
Artificial
All features 74.67% 98.15% 99.5%
Pre-selected features 75.66% 97.94% 98.38%
Simplification features 59.81% 70.24% 71.6%
Morphological features 59.53% 68.08% 97.38%
Statistical features 74.17% 97.78% 98.41%
Table 7.5: Accuracy of various feature sets classified by the rule-based classifier
The comparative results of different feature sets show that it is a much easier
task to classify plagiarised texts from original texts when the cases are not parallel.
This is due to the significant statistical and morphological differences between
the texts. Unsurprisingly, the syntactic feature classified by SVM-tree kernels
performed particularly well, outperforming other feature sets with the exception
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of all features.
The simplification features on the non-parallel dataset did not perform as well
as they did in the parallel datasets. This shows that simplification-based fea-
tures do have an impact on the identification to plagiarism direction, although the
impact may be too insignificant and trivial in comparison which more effective
features such as syntactic tree-kernels.
To take a closer look at the performance of various feature sets, the detailed
breakdown of precision, recall and F-score is listed in Table 7.6.
The results of the simulated dataset did not show significant differences be-
tween the original and plagiarism classes using various features. In the parallel
artificial dataset some levels of differences are observed when using simplification-
based and morphological features. Differences are also observed in the non-parallel
artificial dataset using simplification features. There is a trend that the simplifica-
tion features improve the recall in detecting artificial original texts, and improve
the precision in detecting artificial plagiarised texts.
The results of the non-parallel artificial dataset largely agree with the parallel
artificial dataset, with the exception that morphological features perform signifi-
cantly better in this experiment. In the parallel artificial dataset, morphological
features achieved an accuracy of 68.08% while the morphological features of the
non-parallel artificial dataset achieved over 91% accuracy. This is due to the char-
acteristics of the non-parallel original and plagiarised texts being directly reflected
in the morphological features.
In the comparison between the types of feature, it is observed that using sta-
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Dataset Class Feature set PrecisionRecall F-
score
Simulated
Original
Pre-selected 75.80% 75.40% 75.60%
Statistical 73.60% 75.50% 74.50%
Simplification-
based
59.90% 59.40% 59.70%
Morphological 59.80% 58.20% 59.00%
Plagiarised
Pre-selected 75.50% 75.90% 75.70%
Statistical 74.80% 72.90% 73.80%
Simplification-
based
59.70% 60.20% 60%
Morphological 59.30% 60.80% 60%
Parallel Original
Pre-selected 98.40% 97.50% 97.90%
Statistical 97.80% 97.70% 97.80%
Simplification-
based
67.80% 72.20% 72.20%
Morphological 66.10% 74.10% 69.90%
Artificial Plagiarised
Pre-selected 97.50% 98.40% 97.90%
Statistical 97.70% 97.80% 97.80%
Simplification-
based
73.50% 63.30% 68%
Morphological 70.50% 62.10% 66%
Non-parallel Original
Pre-selected 98.5% 98.3% 98.4%
Statistical 98.6% 98.2% 98.4%
Simplification-
based
69.7% 76.4% 72.9%
Morphological 97.1% 97.7% 97.4%
Artificial Plagiarised
Pre-selected 98.3% 98.5% 98.4%
Statistical 98.2% 98.6% 98.4%
Simplification-
based
73.9% 66.8% 70.2%
Morphological 97.7% 97.1% 97.4%
Table 7.6: Precision, recall and F-score of various feature sets in two classes using
rule-based classifier
tistical features alone yield very high performance, which is only slightly less than
the best features. The attribute evaluator shows that the features involving sta-
tistical language models are most contributing, with the exception of number of
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characters and word tokens in the manual dataset which ranked higher than some
language model features. This may be due to the corpus design - as most original
segments are longer than their plagiarised counterparts, the length of text may
already be a good indicator.
The statistical features on all datasets outperformed simplification and morpho-
logical features, which shows that statistical features are suitable in either manual
or artificial cases. Furthermore, statistical features on the artificial dataset per-
formed around 27% higher than simplification and morphological features, while
it performed around 14% higher on the manual dataset. This suggests that statis-
tical features on the manual dataset play a lesser role in detection in comparison
to that of the artificial dataset, though the improvement is still significant.
To determine the optimal amount of training and testing data for the experi-
ment, the learning curves for simulated, parallel artificial and non-parallel artificial
datasets are shown in Figure 7.2.
Even when the size of the training and testing data are reduced drastically,
the accuracies of the artificial datasets are still very high. This suggests that the
differences between original and artificial texts are very significant and should not
require extensive training data for a model to be built. As shown in the figure, even
with only 250 examples for training and testing, the accuracies for both artificial
datasets already reached over 90%. For the simulated dataset, the more examples
the better the accuracy is.
For the additional multiclass classification task, the pre-selected feature set was
applied with the rule-based classifier in a 4-fold cross validation. The accuracy
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Figure 7.2: Learning curve showing the accuracy with various sample sizes
reached 85% in the three-class classification task. Table 7.7 shows the breakdown
of the scores in each class.
Class Precision Recall F-score
Simulated 74.80% 68.90% 71.70%
Artificial 96.90% 95.10% 95.80%
Original 83.90% 87.90% 85.90%
Table 7.7: Precision, recall and F-score across classes
The results show that it is a much simpler task to classify simulated texts when
both artificial texts and original texts are present. This is in agreement with the
results on testing the number of examples needed to improve the classification for
simulated cases - the more examples the better it will be. Figure 7.3 shows the
learning curve for the multiclass classification task.
The best sample size may be around 4,000 cases as the learning curve is shal-
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Figure 7.3: Learning curve showing the accuracy for multiclass classification with
various sample sizes
lower when more examples were added. The results indicate that the addition of
other types of texts can help to improve the classification of simulated texts, as
more distinctive traits from artificial texts can highlight their differences.
A closer inspection of the pre-selected features is presented in order to evalu-
ate their individual effectiveness. The top 12 features identified by the InfoGain
attribute evaluator from both the simulated and parallel artificial datasets were
selected as a set. These features represent the morphological, statistical and sim-
plification traits, and their respective InfoGain scores are listed in Figure 7.4.
Statistical features are very effective indicators in classifying both manually
simulated and artificially generated plagiarised cases from original texts. Morpho-
logical and simplification features did not rank as highly, but still contributed to
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Figure 7.4: InfoGain scores for the pre-selected features in the datasets
the classification. The list of top features ranked by InfoGain for the datasets can
be found in Appendix D Table D.2.
In particular, language model 3-gram and 5-gram log probabilities performed
significantly better in the parallel artificial set. On the other hand, the language
model 3-gram and 5-gram perplexity are ranked as the best features for the sim-
ulated set. The 3-gram and 5-gram perplexity are fairly consistent across all
datasets. However, the assumption that 3-gram works better on shorter texts and
5-gram works better on longer texts does not hold up. In the datasets, simulated
cases are shorter and artificial cases are longer, but 5-gram LM features turned
out to rank higher than 3-gram features in the simulated set, and vice versa on the
artificial set. Further tests on longer simulated texts and shorter artificial texts
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are suggested in order to fully investigate this matter.
The high performance of the language model features raises the question of
whether the domain of the training data should be considered. The language
model was trained using the original texts from the PAN-PC-10 corpus, which
contains full texts of books from project Gutenberg38. Hence, the domain of the
corpus is English literature. The question is this: if the language model in this
experiment is not trained with texts from English literature, will that make a
significant difference? The hypothesis is that in a realistic scenario, not all original
documents would be available or belong to the same domain, and the language
model will have to be trained with an out-of-domain dataset. To investigate this,
an additional experiment using a domain-independent dataset to generate the
statistical features using language models is performed. The dataset is composed
of the European Parliament parallel corpus39, and the English version with 1.5
million sentences was used as the training model. The size of this corpus is similar
to that of the in-domain corpus with PAN-PC-10 original texts, which has 1.7
million sentences. Table 7.8 and Table 7.9 show the results tested on the simulated
dataset and the parallel artificial dataset, respectively.
The results trained with the out-of-domain language models show a drop in
accuracy on the simulated dataset, but for the artificial dataset the difference is
minor. The out-of-domain statistical features helped to reduce the number of false
negatives in the simulated dataset original class, but increased the number of false
38http://www.gutenberg.org/
39http://www.statmt.org/europarl//
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Domain Dataset Class Precision Recall F-score
In-domain
Simulated
Original 73.60% 75.50% 74.50%
Plagiarised 74.80% 72.90% 73.80%
Artificial
Original 97.80% 97.70% 97.80%
Plagiarised 97.70% 97.80% 97.80%
Out-of-domain
Simulated
Original 65.40% 77.20% 70.80%
Plagiarised 72.20% 59.20% 65.10%
Artificial
Original 98.10% 96.00% 97.00%
Plagiarised 96.10% 98.10% 97.10%
Table 7.8: Comparison of results of the statistical features using different language
models
Domain Dataset Accuracy
In-domain
Simulated 74.17%
Artificial 97.78%
Out-of-domain
Simulated 68.21%
Artificial 97.04%
Table 7.9: Comparison of accuracies of the statistical features using different lan-
guage models
negatives in the plagiarised class. The experiment shows that morphological and
simplification features are more robust that domain-dependent statistical features
in identifying simulated cases. For identifying artificial cases, a corpus of any
domain is equally effective. A selected group of empirical examples from the
datasets are shown below:
Example 1: Correctly classified pair from simulated dataset
Source: “But a better idea of the journal can perhaps be given, by stating what
it lacked than what it then contained. It had no leaders, no parliamentary
reports, and very little indeed, in any shape, that could be termed political
news.”
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Plagiarised: “The journal could better be described by what was missing than
what it contained. It lacked leaders, had no parliamentary reports and in no
way could be described as political news.”
Example 2: Correctly classified pair from artificial dataset
Source: “A dispatch from the Headquarters Staff of the Commander in Chief
says: At the beginning of March, (Old Style,) in the principal chain of the
Carpathians, we only held the region of the Dukla Pass, where our lines
formed an exterior angle.”
Plagiarised: “A chain of the Carpathians, we only held the region from the Com-
mander in Chief says: Of the Dukla Pass, where our lines lived didn an
space of March, (Old Property,) in the dispatch at the commencement of the
Cause.”
Examples 1 and 2 demonstrate simplification and morpho-syntactic traits, which
include joining and splitting sentences, and synonym substitution. These clues are
sufficient for the algorithm to determine the direction of plagiarism.
Example 3: Incorrectly classified pair from simulated dataset
Source: “There is a great gain in time of acceleration and for stopping, and for
the Boston terminal it was estimated that with electricity 50 per cent, more
traffic could be handled, as the headway could be reduced from three to two
minutes.”
Plagiarised: “There is a huge profit in time of speeding up and for slowing down,
and for the Boston extremity it was guessed that with current 50 percent,
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more movement could be lifted, as the headway could be minimised from
three to two minutes.”
Example 4: Incorrectly classified pair from artificial dataset
Source: “‘Giulietta,’ at last said the young man, earnestly, when he found her
accidentally standing alone by the parapet, ‘I must be going to-morrow.’
‘Well, what is that to me?’ said Giulietta, looking wickedly from under her
eyelashes.”
Plagiarised: “‘well, what is that to me?’ said Giulietta, standing alone under
the parapet, earnestly, when he found her were accidentally looking wickedly
from by her eyelashes. ‘Giulietta,’ at last young the man, ‘it must be going
to-morrow.’”
Example 3 does not contain any simplification traits but only synonym substi-
tution. Example 4 involves sentence swapping without any word-level changes.
These two examples are misclassified as the algorithm cannot distinguish between
the original and the plagiarised segments without sufficient linguistic clues.
7.6 Discussion
As manually simulated cases are not created as translated texts per se, it is
questionable whether translationese and the Translation Universals are applica-
ble. However, from the experimental results and examples shown above, one can
observe a trend that some level of improvement is gained, by using a combina-
tion of simplification, morphological and statistical features. The results provide
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support that the features are an effective framework, but there is no concrete evi-
dence that the Translation Universals or translationese fit the plagiarism direction
detection scenario perfectly.
This study shows that there are indeed traits of plagiarism that are present
in texts. Whether these traits concur with translationese and the Translation
Universals or not, they do help to distinguish between original and plagiarised
texts. This finding should establish the foundation for future developments in
intrinsic plagiarism detection, authorship attribution and cross-lingual plagiarism
detection. The principle of intrinsic plagiarism detection is to identify segments of
texts from a document without the references from original documents. By treating
each segment of the text as an individual instance, the proposed methodology in
this thesis may be able to identify patterns to distinguish between non-plagiarised
and plagiarised text within a document. Similarly, for authorship attribution
tasks, the writing traits of individual authors can be collated into various patterns,
thereby establishing learning models for identifying texts that may fit specific
writing styles.
The traits are represented by simplification, morphological, syntactic and sta-
tistical features. The features were investigated with a supervised machine learn-
ing approach, which was employed to distinguish between original and plagiarised
texts. The results showed that original and rewritten texts exhibit distinguishable
traits, which can be characterised by statistical and linguistic features and mea-
surable via computational means. An analysis of the features was performed on a
manually simulated plagiarism dataset, a parallel artificially generated plagiarism
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dataset and a non-parallel artificial dataset. The accuracies of the selected feature
set that includes a combination of simplification, morphological and statistical
features on the simulated and parallel artificial datasets were 75.66% and 97.94%
respectively, which is very satisfactory and well above chance-level.
The results also showed that statistical features alone can reach a high ac-
curacy, and in particular, the features involving the use of language models are
very effective in both datasets. Training the language model with an in-domain
dataset yielded better performance for the simulated dataset, but there was very
little difference for the artificial dataset. The syntactic feature used in tree ker-
nels showed significant improvement when applied to the artificial datasets, which
confirms the hypothesis that artificial cases are less syntactically well-constructed.
In particular, the results from the parallel artificial dataset showed a significant
improvement by using tree kernels to improve precision. This is due to the syntac-
tically well-formed original texts displaying significant differences to the artificially
plagiarised texts, thereby increasing the chance for original texts to be correctly
identified and thus reducing the number of false positive cases. For the learning
approach based on pair-wise comparison, the accuracies of the simulated and par-
allel artificial datasets are 74% and 95% respectively, which again are satisfactory,
although its performance is slightly less than the binary classification approach
based on individual instances.
It is expected to see artificial cases displaying significant differences over simu-
lated cases in all areas. Although previous studies used statistical means, this study
incorporated linguistically motivated features together with statistical means. Un-
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surprisingly, artificial texts exhibit less linguistically coherent texts and therefore
features that are based on syntactical tree kernels performed much better than on
manual cases. Along with statistical features, it is possible to identify not only the
direction of plagiarism, but also the type of plagiarism, as shown in the multiclass
classification experiment.
The differences between simulated, artificial and original texts are emphasised
in the multiclass classification task, where the pre-selected features effectively dis-
tinguished between the three classes of texts with an accuracy of 85%. Overall,
the study confirms the hypothesis that original texts and plagiarised texts exhibit
significant differences which are measurable via computational means.
Finally, as Translation Universals may better fit with cross-lingual plagiarised
texts than monolingual plagiarised texts, applying translationese features in cross-
lingual plagiarism detection is certainly an interesting direction for future studies.
Current studies mainly use machine translation to translate both plagiarised and
original texts into one target language in order to facilitate similarity comparison.
Following related work in translation studies, language models that are compiled
from the original and translated texts can also be utilised in plagiarism detection,
along with translationese traits that can help to identify translated segments within
texts.
7.7 Summary
This chapter presented our proposed framework in the under-explored research
area of detecting plagiarism direction, which met the fourth objective. The
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aim was to distinguish original texts from rewritten texts, with application to
plagiarism detection. Different from traditional plagiarism detection tasks, the
proposed framework does not involve the standard approach of conducting ex-
haustive comparisons between all suspicious and source texts. It instead focuses
on the sub-problem of finding segments that exhibit rewriting traits. In addition,
the framework investigates traits that are inspired by studies on translationese,
Translation Universals and translation direction detection.
The findings of this study can be directly used to improve the performance and
reduce the computational cost of the filtering stage, and the resources can instead
be focused on the more complex comparisons in subsequent stages. This study can
also benefit other related fields such as cross-lingual plagiarism detection, as it can
highlight potentially plagiarised segments that have been translated. In addition,
it can be applied in intrinsic plagiarism detection or authorship attribution tasks,
due to its ability to detect segments of text that are incoherent with the rest
of the text within a document. Furthermore, this study lays the foundation for
further research on text reuse, as the SVM-rank algorithm can be extended to
cover multiple versions derived from the same original text.
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Conclusions
This chapter summarises this study and provides an outline of further research
directions. Section 8.1 presents a summary of the main research findings of pre-
ceding chapters, and reviews the main contributions of this study. This chapter
concludes with Section 8.2, which provides an insight into how the contributions in
this thesis could be applied to the continuous development of plagiarism detection
and other related fields.
8.1 Review of the Contributions
To recapitulate, the aim of this study was defined as four research questions:
• How can Natural Language Processing techniques be incorporated into ex-
isting approaches?
• Does machine learning bring any benefits to the plagiarism detection frame-
work?
• Will the framework perform well in a small-scale scenario as well as a large-
scale scenario?
• Can the task of identifying the direction of plagiarism benefit from the in-
vestigation of statistical and linguistic traits?
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To answer the research questions, four main objectives were set. The thesis
was organised in two main parts, where part 1 (Chapters 2 and 3) provided the
background of the thesis by defining the terminologies used in plagiarism studies,
and providing a comprehensive review of existing approaches. Part 2 (Chapters
4-7) described the proposed framework and experiments which corresponded with
the objectives.
Chapter 1 introduced the plagiarism challenge which motivated this study and
defined the scope, aims and objectives. It provided an introduction to the proposed
framework and an overview of the thesis. Chapter 2 defined the important concepts
of plagiarism in the research context as well as the terminologies used in existing
studies, which were also used in this thesis. The chapter briefly outlined various
types and characteristics of plagiarism, and concluded with general evaluation
approaches.
The first question was answered by a comprehensive review of the existing
plagiarism detection approaches in Chapter 3 and the proposal of an NLP-based
plagiarism detection framework in Chapter 4. Chapter 3 reviewed the limitations
of the existing approaches and described the role of NLP in plagiarism detection.
Other related work that provided inspiration for the proposed framework was also
reviewed.
Chapter 4 described our proposed framework for external plagiarism detection.
The framework used techniques identified in related studies to produce a robust
solution to the plagiarism detection tasks. The five-stage plagiarism detection
approach included various combinations of NLP techniques, similarity metrics and
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machine learning algorithms. The chapter concluded with a list of the conventional
evaluation metrics which were used for analysis in subsequent chapters. This
fulfilled the first objective, which was the incorporation of shallow and deep
NLP techniques into a plagiarism detection framework.
The thesis answered the second and third questions in the initial experiment
(Chapter 5) and subsequent experiment (Chapter 6) where NLP techniques and
machine learning algorithms were successfully applied to improve n-gram based
plagiarism detection approaches.
Chapter 5 fulfilled the purpose of an initial study and identified the most
beneficial techniques for further experiments. The experiment was performed on
a small-scale corpus, and the results suggested that for short, slightly-modified
texts, it is not necessary to apply deep techniques, as string-matching algorithms
are sufficient to achieve a satisfactory result effectively. This met the second ob-
jective, which evaluated the proposed framework with a machine learning model.
The overlapping n-gram with text pre-processing and shallow NLP techniques were
able to distinguish between clean and plagiarised documents with ease. However,
deeper techniques may be more useful in helping to distinguish between different
levels of plagiarism, and plagiarised cases with substantial changes. Some of the
features tested can be seen as a framework for language-independent detection.
One of the most successful features was based on dependency parsing. Parsers for
various languages could be explored for cross-lingual plagiarism detection tasks.
The third research question was answered by the experiments in Chapter 6,
where shallow and deep NLP techniques were applied to corpora containing var-
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ious case lengths. This fulfilled the third objective to evaluate the scalability
of the proposed framework in various experimental settings. They followed the
initial experiment (Chapter 5) and further explored other NLP techniques. An
in-depth analysis was performed at the document level and at the passage level,
using a corpus with clear and distinctive plagiarism classes. The experiments con-
firmed the hypothesis that deep NLP techniques can improve the identification of
plagiarised text, as the techniques helped to reduce the false negative cases. It was
discovered that the effectiveness of deep techniques correlated with case length.
This suggested that the best application of string-matching and shallow processing
techniques is at the document level, and that deep processing techniques should
be applied at the passage level. The discovery is also related to the next research
question of how NLP techniques can influence the detection of plagiarism direction
and the filtering of candidate documents.
The final research question was answered in Chapter 7, which described the
innovative experiment on identification of plagiarism direction performed on orig-
inal and rewritten text passages. The proposed framework integrated linguistic
and statistical traits with machine learning algorithms. Instead of following a
traditional brute-force pair-wise comparison approach, the experiment focused on
fitting individual texts into their respective class patterns. The results showed that
the identification of plagiarism direction can be easily performed using statistical
and linguistic features. These features showed promising results even when they
were tested on manually rewritten texts that are challenging for human beings to
identify. In particular, the statistical features involving the use of language models
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can reach a high accuracy. The syntactic feature used in SVM-tree kernels also
delivered significant results. This fulfilled the fourth and final objective, which
was to propose and evaluate a framework for identification of plagiarism direction.
On the challenge of filtering candidate documents, one of the main issues of
the plagiarism detection approach is that the mechanical means cannot prove the
absence of plagiarism. Instead, the approach can only provide indications as to
what parts of the text might have been copied from a potential source. This
also comes with a large quantity of false positives. From our experiments, it
is obvious that the techniques used in the filtering stage must be efficient and
effective in reducing the number of false negatives, but not at the expense of
increasing the false positives. The results from Chapter 6 showed that string-
matching and shallow techniques could be good indicators as a filtering approach,
but that the cut-off threshold must be set appropriately in order to maintain a good
balance between precision and recall. This issue is also related to the experiment
in Chapter 7. Unlike the conventional plagiarism detection approach where one
text must be compared with all texts, the proposed direction detection framework
based on building patterns from linguistic and statistical traits can be utilised
as an enhanced filtering approach. Even though the intention of this research is
not the creation of a plagiarism detection system that eliminates the necessity of
human intervention altogether, the promising results in this study have shown that
it is possible to reduce such a need.
In summary, the objectives of this study have been met and are listed as the
following contributions:
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1. The proposal of a novel plagiarism detection framework that incorporates
string-matching approaches with NLP techniques. This framework not only
employed shallow comparison of texts such as overlapping n-grams, but also
investigated deeper linguistic features such as syntactic structure and seman-
tics using deep NLP techniques.
2. The exploration of the role of machine learning approaches in plagiarism
detection. The evaluation from the empirical studies showed that machine
learning is an essential part of the framework.
3. The application of the proposed framework in a small-scale scenario and a
large-scale scenario, with experiments performed at the document level and
at the passage level. This evaluated the scalability of the framework and also
identified the best techniques for varied case lengths.
4. The integration of statistical and linguistic features in the identification of
plagiarism direction. The proposed framework provided a novel perspective
on plagiarism detection, where individual plagiarism cases were characterised
by patterns built from linguistic and statistical traits, and the process no
longer relies on brute-force, pair-wise comparison.
A final note is that even with the routine use of plagiarism detection systems,
using one system alone is not enough (Evans, 2006). Plagiarism detection on a
large scale is very difficult to sustain as the number of positive cases will require
more human resources to investigate them. Therefore, a plagiarism detection
system should minimise the amount of cases mistakenly marked as plagiarism.
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A plagiarism detection system should be able to identify all possible plagiarised
cases for further manual investigation, as it is impractical to rely fully on detection
systems to determine academic integrity. Ultimately, a plagiarism detection system
can only suggest what has been plagiarised, but cannot give a final verdict.
8.2 Further Work
The preceding sections described the current state of research presented in this
thesis. The study may provide inspiration for future research directions and po-
tential extensions. The two main directions that are described in this section are:
i) cross-lingual plagiarism detection, and ii) ranking multiple versions of plagiarised
texts.
8.2.1 Cross-lingual plagiarism detection
The study described in this thesis is focused on monolingual English text segments.
This section provides an insight into further studies on cross-lingual plagiarism
detection, based on the framework established in Chapter 4.
Cross-lingual plagiarism detection has started to receive attention in recent
years. Existing approaches rely on generalising texts into one language for further
processing. This normally involves the use of machine translation tools. For
example, in Muhr et al. (2010), the first step of pre-processing is to determine
whether the original texts are in English. If not, the next step is to determine the
language of the original texts, and then translate the original texts into English.
Comparisons between original texts and suspicious texts can then be performed.
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Another example is the PAN-PC-10 corpus which contains English, Spanish and
German original documents, with all plagiarism cases from Spanish and German
documents either mechanically or manually translated into English. The method
adopted by PAN competitors to detect plagiarism from non-English documents
was to use machine translation tools to translate Spanish and German source
documents into English. For example, machine translation tools such as TextCat
were used in the PAN competitions in the pre-processing stage (Kasprzak and
Brandejs, 2010). This approach means that detection accuracy is in turn limited
by the performance of the language identification tool and machine translation
tool.
Understandably, machine translated texts are not 100% grammatically correct
and it would not be desirable to apply deep linguistic analysis on such texts.
However, as the use of human translators is infeasible in large-scale detection
scenarios, the use of machine translation tools is still the standard approach in
existing studies. The challenge is that in order to implement NLP techniques in
cross-lingual plagiarised texts, the translated texts must be able to be interpreted
by NLP techniques. The texts must be syntactically correct and must not contain
any foreign characters.
Another existing approach of cross-lingual natural language processing is to use
statistical alignment with a bilingual thesaurus. Pinto et al. (2009) described their
use of IBM M1 alignment model for such a task. Similarily, (Potthast et al., 2010a)
suggest using statistical alignment in cross-lingual plagiarism detection. The lan-
guages in the document collection include English, German, Spanish, French,
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Dutch and Polish, and the translation was performed with a statistical bilingual
dictionary and aligned using the IBM M1 alignment model. As the model was
successfully applied in other monolingual and cross-lingual information retrieval
tasks, the authors implemented the sentence alignment model in cross-lingual pla-
giarism detection, and performed experiments on a parallel corpus. The keywords
were extracted from the document collection in the information retrieval process.
To measure the similarity, information retrieval models were applied in the de-
tailed analysis stage, using three retrieval models that included character 3-grams,
semantic analysis and alignment-based analysis. Their experiment showed that
information retrieval can be used as a basic strategy for cross-lingual plagiarism
detection. However, as the corpus used was constructed from the European Par-
liament parallel corpus and Wikipedia, it is not certain whether real plagiarism
cases would be as easy to detect per se, as cross-lingual plagiarism cases are often
not aligned as a parallel corpus.
Another example of cross-lingual plagiarism detection by Ceska et al. (2008)
was also based on the European Parliament parallel corpus. The approach was
based on analysis of word positions and words were translated using EuroWordNet.
The techniques used include semantic-based word normalisation, and the gener-
alisation of synonyms before indexing. The experiment showed that the method
using tf-idf was outperformed by the method using Singular Value Decomposition
(SVD), a technique derived from Latent Semantic Analysis (LSA).
These studies used parallel corpora in their experiments. Although alignment
with a bilingual dictionary was an effective approach, it is only so because parallel
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corpora provide near-duplicate sentences that are relatively easy to align. The
task was made easy as the keywords can be translated word-for-word via machine
translation. The challenge is that if the texts were to be paraphrased, word align-
ment and machine translation would not be easy tasks. The difficulty in obtaining
a cross-lingual plagiarism corpus poses another challenge.
To bring a new perspective to cross-lingual plagiarism detection, we refer to our
framework of plagiarism direction detection described in Chapter 7. In the frame-
work, we proposed the incorporation of translationese and Translation Universals
in identifying individual text cases, which does not require pair-wise compari-
son between original and suspicious texts. The framework can be expanded for
cross-lingual plagiarism detection as it does not require knowledge of the original
language. Instead, based on translationese and Translation Universals, character-
istics of a language can help to distinguish translated texts from non-translated
texts. In other words, the detection framework does not rely on the traditional
approach of identifying and translating original languages from the original texts
collection. Detection can be performed based on the linguistic features of the sus-
picious texts alone, by identifying traits of translation and then suggesting the
original language of the suspicious texts. This can be an effective filtering strategy
to narrow down the search span for further similarity comparison.
8.2.2 Versions of plagiarism
This section provides an insight into further investigations based on the findings
of Chapter 7. The detection of plagiarism versions can be explored in a number
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of ways. These include analysing the impact of the text domain on the language
model features, experimenting with other types of rewritten texts with more than
one version for each original text, and different levels of text reuse, similar to
the Measuring Text Reuse (METER) experiments in the journalism domain by
Gaizauskas et al. (2001).
As mentioned in Section 3.4, the METER corpus was created for measuring
text reuse in the journalism domain. The work by Clough et al. (2002b) uses three
approaches of supervised machine learning to distinguish original from derived
newswire texts. It is important to note that the principles of measuring text reuse
and plagiarism detection are different. In measuring text reuse, the source of the
corpus was from the Press Association, which represents the original source data.
The re-worded news by news agents represents the rewritten data. As it is not the
intention of journalists to “plagiarise” pieces of news, they do not try to conceal
the fact that the texts are not original. Therefore, the nature of journalism text
reuse and plagiarism detection is different and should be considered when designing
experiments.
The proposed methodology in Section 7.1 can be applied in the identification of
text versions. It is capable of detecting whether a text is original or in a modified
form, and of determining the original from a pair of texts using the SVM-rank
algorithm with statistical and linguistic features. In particular, the framework
successfully classified between the manually simulated, artificially generated and
original texts classes in the multiclass classification with an accuracy of 85%. This
could be an effective filtering strategy for realistic plagiarism detection systems,
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as once a document is determined original there is no need to perform further
processing.
8.2.3 Plagiarism meets paraphrasing
As the most challenging plagiarism cases normally contain paraphrases, Barro´n-
Ceden˜o (2012); Barro´n-Ceden˜o et al. (2013) gave an insight into detecting para-
phrases in plagiarism cases, using a subset of the PAN-PC-10 corpus.
The P4P corpus40 consists of the short simulated plagiarism cases in the PAN-
PC-10 corpus. It contains 847 pairs of sentences of 50 words or less, with 20 types
of paraphrase manually annotated. The annotation is based on linguistic units:
words, phrases, clauses, and sentences. The paraphrase types include morpholog-
ical, lexical, syntactic, discourse, semantic changes and other changes. Of these
paraphrase types, the most frequent type is lexical changes, such as changes in
spelling and format, word substitutions with synonyms and antonyms, and com-
pounding, adding and deleting words.
The aim of these studies is to investigate which types of paraphrases pose
more challenge to the existing plagiarism detection systems in PAN’10. The anal-
ysis was based on those systems and it was discovered that system performance
drops when it comes to complex paraphrases. Word substitution with the same
polarity, such as synonym replacement, general/specific substitutions or exact/ap-
proximate alternations, and additions/deletions are the most common paraphrase
types. Furthermore, plagiarised text fragments normally are shorter than their
40http://clic.ub.edu/corpus/en/paraphrases-en#
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source texts. These findings are also observed in our experiments, where linguistic
analysis such as lexical generalisation using WordNet helps to identify substituted
words, and statistical features based on the length of the texts helps to distinguish
between plagiarised and original texts.
Currently, our proposed framework does not perform segmentation, i.e., the
framework does not pinpoint the exact location of the plagiarised texts within a
case, but instead it classifies each case into its respective class. Segmentation is
outside the scope of this study as the aim is to investigate the impact of linguistic
processing, and segmentation poses a different problem with its own challenges.
We chose to investigate plagiarism detection as a classification task, and it was
stated at the beginning of the thesis that the goal is to distinguish between original
and rewritten texts. Besides, the application of deep NLP techniques does not
always preserve the word order, hence it is difficult to cross-reference the similarity
matches between various features with their original positions in the document.
One possible direction for future work would be to identify the location of the
plagiarised texts, along with deep linguistic analysis that may improve existing
plagiarism detection methods. The proposed framework could be revised to incor-
porate techniques which can maintain word order as well as representing multiple
features. This will allow analysis to be based on the segment level within a case
and identify plagiarised texts in a fine-grained approach.
This thesis addressed the aims and objectives which were motivated by the
intention to resolve the plagiarism detection challenge. The goals and the research
questions were answered in the preceding chapters and the four main contributions
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of the study were presented. The proposed framework for NLP in plagiarism
detection and plagiarism direction were designed based on substantial literature
reviews. The implementation and comparative evaluation fitted the purpose of an
investigative study and the topics for further development based on the research
findings were explored. The final remark is that even though plagiarism detection
tools will help to make a detection task easier, they cannot give the final judgement
on determining whether a document is plagiarised or not. The final decision in
plagiarism detection should therefore always involve human judgement.
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Appendix B
Additional Information on the Small-scale
Experiment
B.1 Results
Table B.1 shows the correlations and accuracies of individual features and metrics.
Figure B.1 visualises the performance of individual features.
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Feature Technique Metric Correlation Accuracy Note
1 Original baseline 3-gram Jaccard (Ferret) 0.631 66.32%
2 Sentence Segmentation 3-gram Jaccard (Ferret) 0.631 66.32%
3 Tokenisation 3-gram Jaccard (Ferret) 0.631 66.32%
4 Lowercasing 3-gram Jaccard (Ferret) 0.631 66.32%
5 Tokenisation + Lowercasing 3-gram Jaccard (Ferret) 0.631 66.32%
6 5 + Part-of-Speech Tagging 3-gram Jaccard (Ferret) 0.610 53.68%
7 5+ Stopword Removal 3-gram Jaccard (Ferret) 0.618 63.16%
8 5 + Lemmatisation 3-gram Jaccard (Ferret) 0.631 62.11% * Baseline
9 7 + 8 3-gram Jaccard (Ferret) 0.621 63.16%
10 7 + Stemming 3-gram Jaccard (Ferret) 0.625 65.26%
11 7 + Punctuation Removal 3-gram Jaccard (Ferret) 0.617 64.21%
12 11 + Part-of-Speech Tag-
ging
3-gram Jaccard (Ferret) 0.591 56.84%
13 11 + Number Replacement 3-gram Jaccard (Ferret) 0.617 64.21%
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14 12 + 13 3-gram Jaccard (Ferret) 0.602 57.89%
15 Chunking 3-gram Jaccard (Ferret) 0.566 51.58%
16 Out of Vocabulary Rate Language Model 0.600 49.47% Based on
feature 5
17 1-gram Log Probability Language Model 0.556 46.32%
18 1-gram Log Probability
without end of sentence
mark
Language Model 0.472 45.26%
19 1-gram Perplexity Language Model 0.313 43.16%
20 2-gram Log Probability Language Model 0.384 44.21%
21 2-gram Log Probability
without end of sentence
mark
Language Model 0.685 54.74%
22 2-gram Perplexity Language Model 0.669 54.74%
23 3-gram Log Probability Language Model 0.376 44.21%
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24 3-gram Log Probability
without end of sentence
mark
Language Model 0.688 53.68%
25 3-gram Perplexity Language Model 0.671 54.74%
26 4-gram Log Probability
(Chunking)
Language Model 0.141 40%
27 4-gram Log Probability
without end of sentence
mark (Chunking)
Language Model 0.287 43.16%
28 4-gram Perplexity (Chunk-
ing)
Language Model 0.280 42.11%
29 5-gram Log Probability
(Chunking)
Language Model 0.152 41.05%
30 5-gram Log Probability
without end of sentence
mark (Chunking)
Language Model 0.281 42.11%
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31 5-gram Perplexity (Chunk-
ing)
Language Model 0.272 40%
32 Out of Vocabulary Words: 4
& 5 grams
Longest Common Subse-
quence
0.476 45.26% Based on
feature 5
33 Match rate with Original
Documents
Longest Common Subse-
quence
0.427 42.11%
34 Match rate with Suspicious
Documents
Longest Common Subse-
quence
0.283 38.95%
35 Average Number of Word
Matches
Longest Common Subse-
quence
0.312 41.05%
36 Maximum Word Matches Longest Common Subse-
quence
0.547 46.32%
37 Ratio of Word Count Longest Common Subse-
quence
0.186 36.84%
38 Ratio of Sentence Count Longest Common Subse-
quence
0.214 36.84%
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39 Total Number of Word
Matches
Longest Common Subse-
quence
0.283 38.95%
40 Dependency Relation Ex-
traction
Containment Measure 0.760 69.47%
41 Dependency Relation Ex-
traction
Overlap Coefficient 0.654 60%
42 Normalised Count by Num-
ber of Suspicious Sentences
Containment Measure 0.751 65.26% Based on
feature 5
43 Lexical Generalisation 1-gram Jaccard Coefficient 0.783 60% *Synonyms
matching
44 Original Baseline: Unique
Overlap
Containment Measure 0.772 70.53% Based on
feature 5
45 Original Baseline: Non-
unique Overlap
Containment Measure 0.655 61.05% Based on
feature 5
46 Original Baseline: 3-gram Containment Measure 0.768 68.42% Based on
feature 5
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47 Lemmatisation: Unique
Overlap
Containment Measure 0.772 70.53% Based on
feature 8
48 Lemmatisation: Non-
unique Overlap
Containment Measure 0.655 60% Based on
feature 8
49 Lemmatisation: 3-gram Containment Measure 0.769 68.42% Based on
feature 8
50 Main Topic Raw Matches 1-gram Containment Mea-
sure
0.416 44.21% *Extract
topics from
sentences
51 Main Topic Lemmatisation
Matches
1-gram Containment Mea-
sure
0.388 49.47%
52 Syntactic Constituent Raw
Matches
1-gram Containment Mea-
sure
0.760 64.21%
53 Syntactic Constituent:
Punctuation Removal,
Stopword Removal
1-gram Containment Mea-
sure
0.765 63.16%
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54 Syntactic Constituent:
Lemmatisation
1-gram Containment Mea-
sure
0.758 63.16%
55 FSyntactic Constituent:
Lemmatisation, Stopword
Removal
1-gram Containment Mea-
sure
0.768 65.26%
56 Syntactic Constituent Re-
move Singleton
1-gram Containment Mea-
sure
0.731 61.05% *Remove
single-
ton con-
stituents
Feature Technique Metric Correlation Accuracy Note
Table B.1: Correlation Coefficient and Machine Learning
Classifier Accuracy of Individual Features in the Small-
scale Experiment
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Figure B.1: Correlation and accuracy of the small-scale experiment
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Appendix C
Additional Information on the Large-scale
Experiment
Tables C.1 show the results of the individual features in the document-level ini-
tial experiment (Section 6.1). Table C.2 shows the results of the individual and
combined features in the document-level additional experiment (Section 6.2).
Table C.3 lists the detailed results of the passage-level experiment in two classes
(Section 6.3). Tables C.4 and C.5 show the overall results, and the performance of
the individual and combined features in the passage-level experiment respectively
(Section 6.3).
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Feature True Positive False
Positive
False
Negative
Precision Recall F-score
1-gram overlap (Feature 1) 10 1,573 2,496 0.006 0.004 0.005
5-gram overlap (Feature 2) 1,280 1,256 1,226 0.505 0.511 0.508
5-gram sentence level (Fea-
ture 3)
1,364 238 1,142 0.852 0.544 0.664
5-gram document level
(Feature 4)
1,363 171 1,143 0.889 0.544 0.675
Table C.1: Results of individual features in Section 6.1
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Feature Accuracy Micro-average Class: Clean Class: Plagiarised Macro-average
P R F P R F P R F P R F
1 91.52% 0.914 0.915 0.915 0.942 0.95 0.946 0.818 0.794 0.805 0.88 0.872 0.876
2 80.75% 0.786 0.808 0.784 0.832 0.943 0.884 0.623 0.33 0.432 0.728 0.637 0.658
3 77.87% 0.606 0.779 0.682 0.779 1 0.876 0 0 0 0.390 0.5 0.438
4 80.20% 0.78 0.802 0.782 0.834 0.931 0.88 0.589 0.349 0.438 0.712 0.64 0.659
5 83.70% 0.825 0.837 0.82 0.853 0.955 0.901 0.726 0.422 0.534 0.790 0.689 0.718
6 79.40% 0.764 0.794 0.751 0.809 0.962 0.879 0.604 0.201 0.302 0.707 0.582 0.591
1 + 2 91.52% 0.915 0.915 0.915 0.945 0.946 0.946 0.809 0.807 0.808 0.877 0.877 0.877
1 + 2 +
4 + 5 +
6
91.58% 0.916 0.916 0.916 0.945 0.947 0.946 0.811 0.808 0.809 0.878 0.878 0.878
1 + 2 +
4 + 5
91.61% 0.916 0.916 0.916 0.946 0.946 0.946 0.809 0.812 0.811 0.878 0.879 0.879
1 + 3 91.52% 0.914 0.915 0.915 0.942 0.95 0.946 0.818 0.794 0.805 0.88 0.872 0.876
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1 + 4 91.54% 0.915 0.915 0.915 0.942 0.95 0.946 0.818 0.795 0.806 0.88 0.873 0.876
1 + 5 91.34% 0.915 0.913 0.914 0.95 0.938 0.944 0.791 0.827 0.809 0.871 0.883 0.877
1 + 6 91.50% 0.916 0.915 0.915 0.948 0.943 0.945 0.802 0.817 0.81 0.875 0.88 0.878
1 + 2 +
4 + 6
91.63% 0.915 0.916 0.916 0.942 0.951 0.947 0.822 0.794 0.808 0.882 0.873 0.878
All 91.65% 0.916 0.917 0.916 0.946 0.947 0.946 0.812 0.811 0.811 0.879 0.879 0.879
P R F P R F P R F P R F
Feature Accuracy Micro-average Class: Clean Class: Plagiarised Macro-average
Table C.2: Results of the experiment on simulated pla-
giarism cases at the document level in Section 6.2
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Class:Clean Class:Plagiarised
Precision
Split 3-
gram141
Best Fea-
tures42
PAN1 PAN2 3-
gram243
3-gram1 Best Fea-
tures
PAN1 PAN2 3-gram2
1 0.982 0.994 0.979 0.975 0.982 0.872 0.913 0.906 0.959 0.872
2 0.983 0.995 0.981 0.975 0.983 0.86 0.886 0.889 0.95 0.860
3 0.984 0.995 0.977 0.975 0.985 0.876 0.903 0.921 0.951 0.873
Avg. 0.982 0.995 0.979 0.975 0.983 0.877 0.9 0.905 0.953 0.868
Recall
1 0.987 0.99 0.991 0.996 0.987 0.831 0.947 0.805 0.761 0.830
2 0.986 0.987 0.989 0.996 0.986 0.836 0.954 0.812 0.752 0.836
3 0.987 0.989 0.993 0.996 0.987 0.848 0.955 0.779 0.758 0.855
Avg. 0.988 0.989 0.991 0.996 0.986 0.83 0.951 0.802 0.757 0.840
413-gram1: With machine learning C4.5 10-fold cross-validation
42Best Features: With machine learning C4.5 10-fold cross-validation
433-gram2: Without machine learning
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F-score
1 0.984 0.992 0.985 0.985 0.984 0.851 0.93 0.853 0.848 0.850
2 0.984 0.991 0.985 0.985 0.984 0.848 0.919 0.848 0.84 0.848
3 0.986 0.992 0.985 0.985 0.986 0.862 0.928 0.844 0.844 0.864
Avg. 0.985 0.992 0.985 0.985 0.985 0.853 0.925 0.85 0.844 0.854
Split 3-gram1 Best Fea-
tures
PAN1 PAN2 3-gram2 3-gram1 Best Fea-
tures
PAN1 PAN2 3-gram2
Table C.3: Comparative results of the experiment on sim-
ulated plagiarism cases at the passage level in Section 6.3,
split into two classes
278
A
P
P
E
N
D
IX
C
.
A
D
D
IT
IO
N
A
L
IN
F
O
R
M
A
T
IO
N
O
N
T
H
E
L
A
R
G
E
-S
C
A
L
E
E
X
P
E
R
IM
E
N
T
Overall
Precision
Split 3-gram144 Best Features45 PAN1 PAN2 3-gram246
1 0.927 0.954 0.943 0.967 0.927
2 0.922 0.941 0.935 0.963 0.922
3 0.93 0.949 0.949 0.963 0.929
Avg. 0.930 0.948 0.942 0.964 0.926
Recall
1 0.909 0.969 0.898 0.879 0.909
2 0.911 0.971 0.901 0.874 0.911
3 0.918 0.972 0.886 0.877 0.921
Avg. 0.909 0.97 0.897 0.877 0.913
F-score
443-gram1: With machine learning C4.5 10-fold cross-validation
45Best Features: With machine learning C4.5 10-fold cross-validation
463-gram2: Without machine learning
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1 0.918 0.961 0.919 0.917 0.917
2 0.916 0.955 0.917 0.913 0.916
3 0.924 0.96 0.915 0.915 0.925
Avg. 0.919 0.959 0.918 0.915 0.919
Accuracy
1 0.972 0.986 0.973 0.973 0.972
2 0.972 0.984 0.973 0.973 0.972
3 0.974 0.986 0.972 0.973 0.974
Avg. 0.973 0.985 0.973 0.973 0.973
Split 3-gram1 Best Features PAN1 PAN2 3-gram2
Table C.4: Comparative results of the passpage level ex-
periment on simulated casesin Section 6.3, overall
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Clean Plagiarised Weighted Avg.47
Feature P R F P R F P R F Accuracy
1 0.982 0.988 0.985 0.877 0.83 0.853 0.972 0.973 0.972 97.26%
2 0.964 0.977 0.97 0.749 0.658 0.7 0.944 0.946 0.945 94.61%
3 0.988 0.987 0.987 0.879 0.884 0.881 0.977 0.977 0.977 97.72%
4 0.93 0.991 0.959 0.769 0.296 0.427 0.915 0.924 0.908 92.41%
5 0.955 0.987 0.971 0.823 0.56 0.666 0.942 0.946 0.942 94.63%
6 0.973 0.989 0.981 0.875 0.739 0.801 0.963 0.965 0.964 96.49%
7 0.982 0.991 0.987 0.91 0.826 0.866 0.975 0.976 0.975 97.55%
All 0.995 0.989 0.992 0.899 0.949 0.923 0.985 0.985 0.985 98.49%
Best48 0.995 0.989 0.992 0.9 0.951 0.925 0.986 0.985 0.985 98.52%
47The weighted average is calculated where the clean class is more prominent than the plagiarism class.
48Best features: 1 + 2 + 3 + 6 + 7
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Table C.5: Machine Learning results of individual and
combined features of the experiment on simulated pla-
giarism cases at the passage level in Section 6.3
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Appendix D
Additional Information on the Plagiarism
Direction Experiment
Table D.1 describes the features used in the plagiarism direction experiment (Chap-
ter 7). Table D.2 lists the InfoGain scores for the top ranking features across the
three datasets (Section 7.3), and Table D.3 shows the detailed results of the ex-
periment.
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Feature Technique Note
1 Average Token Length Total Characters / Total Tokens
2 Average Sentence Length Total Tokens/ Total Sentences
3 Information Load Lexical Words/ Total Tokens
4 Lexical Variety (Type/Token Rate) Unique Word Types/Total Tokens
5 Lexical Richness Unique Lemmatised Word Types/Total Tokens
6 Sentence without Finite Verbs Sentence without finite verbs/ Total Sentences
7 Simple Sentence Sentence contains one finite verbs/ Total Sentences
8 Complex Sentence Sentence contains more than one finite verbs/ To-
tal Sentences
9 Noun/Token Rate Proportion of nouns over tokens
10 Preposition/Token Rate Proportion of prepositions over tokens
11 Pronoun/Token Rate Proportion of pronouns over tokens
12 Stopword/Token Rate Proportion of stopwords over tokens
13 Finite Verb/Token Rate Proportion of finite verbs over tokens
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14 Grammatical Cohesion Rate Grammatical Words/ Lexical Words
15 Individual Function Words 303 individual function words
16 Total Function Words/Token Rate Total Function Words in List/ Tokens
17 Sentence Count Number of sentences
18 Word Count Number of word tokens
19 Character Count Number of characters
20 3-gram Log Probability Language Model Feature
21 3-gram Perplexity 1 Language model perplexity (all tokens)
22 3-gram Perplexity 2 Language model perplexity (without end of sen-
tence tags)
23 5-gram Log Probability Language Model Feature
24 5-gram Perplexity 1 Language model perplexity (all tokens)
25 5-gram Perplexity 2 Language model perplexity (without end of sen-
tence tags)
26 Syntactic Tree Parse trees generated from parsing
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Feature Technique Note
Table D.1: Features used in the Plagiarism Direction Ex-
periment
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Simulated Artificial Non-parallel
InfoGain
Rank
Feature Score Feature Score Feature Score
1 19 0.197 20 0.821 15(be) 0.826
2 25 0.180 23 0.796 20 0.812
3 24 0.176 21 0.245 23 0.799
4 22 0.161 24 0.235 16 0.468
5 21 0.156 22 0.226 22 0.253
6 18 0.073 25 0.217 24 0.233
7 15(upon) 0.018 6 0.104 25 0.222
8 2 0.016 8 0.053 21 0.210
9 3 0.016 15(self) 0.030 15(and) 0.174
10 14 0.015 3 0.028 15(of) 0.135
11 13 0.015 15(here) 0.024 15(to) 0.114
12 15(of) 0.013 2 0.020 15(the) 0.102
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13 15(which) 0.012 9 0.018 15(which) 0.084
14 15(onto) 0.011 16 0.016 6 0.074
15 15(because) 0.011 12 0.016 15(because) 0.058
16 15(via) 0.010 15(other) 0.012 3 0.036
17 15(be) 0.009 15(not) 0.012 8 0.030
18 15(someone) 0.008 15(little) 0.011 15(someone) 0.020
19 15(and) 0.008 17 0.011 2 0.018
20 23 0.006 15(anywhere)0.011 9 0.015
21 20 0.006 5 0.009 12 0.012
22 10 0.006 14 0.007 6 0.011
23 6 0.005 4 0.007 17 0.010
24 7 0.004 15(thus) 0.006 7 0.009
25 12 0.004 15(me) 0.005 15(upon) 0.009
26 16 0.004 7 0.004 14 0.004
27 9 0.003 19 0.003 11 0.002
28 15(the) 0.003 11 0.002 5 0.002
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29 1 0.002 — — 19 0.002
30 17 0.001 — — — —
InfoGain
Rank
Feature Score Feature Score Feature Score
Simulated Artificial Non-parallel
Table D.2: InfoGain attribute evaluator rankings for the
three datasets in Section 7.3
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Class Feature set P R F
Simulated
Original
All features 73.80% 76.40% 75.10%
Pre-selected 75.80% 75.40% 75.60%
Statistical 73.60% 75.50% 74.50%
Simplification-based 59.90% 59.40% 59.70%
Morphological 59.80% 58.20% 59.00%
Plagiarised
All features 75.60% 72.90% 74.20%
Pre-selected 75.50% 75.90% 75.70%
Statistical 74.80% 72.90% 73.80%
Simplification-based 59.70% 60.20% 60%
Morphological 59.30% 60.80% 60%
Average
All features 74.70% 74.70% 74.70%
Pre-selected 75.65% 75.65% 75.65%
Statistical 74.20% 74.20% 74.20%
Simplification-based 59.80% 59.80% 59.80%
Morphological 59.50% 59.50% 59.50%
Parallel Artificial
Original
All features 98.40% 97.90% 98.10%
Pre-selected 98.40% 97.50% 97.90%
Statistical 97.80% 97.70% 97.80%
Simplification-based 67.80% 72.20% 72.20%
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Morphological 66.10% 74.10% 69.90%
Plagiarised
All features 97.90% 98.40% 98.10%
Pre-selected 97.50% 98.40% 97.90%
Statistical 97.70% 97.80% 97.80%
Simplification-based 73.50% 63.30% 68%
Morphological 70.50% 62.10% 66%
Average
All features 98.10% 98.10% 98.10%
Pre-selected 97.95% 97.95% 97.90%
Statistical 97.75% 97.75% 97.80%
Simplification-based 70.65% 67.75% 70.10%
Morphological 68.30% 68.10% 67.95%
Non-parallel Artificial
Original
All features 99.50% 99.50% 99.50%
Pre-selected 98.5% 98.3% 98.4%
Statistical 98.6% 98.2% 98.4%
Simplification-based 69.7% 76.4% 72.9%
Morphological 97.1% 97.7% 97.4%
Plagiarised
All features 99.50% 99.50% 99.50%
Pre-selected 98.3% 98.5% 98.4%
Statistical 98.2% 98.6% 98.4%
Simplification-based 73.9% 66.8% 70.2%
Morphological 97.7% 97.1% 97.4%
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Average
All features 99.50% 99.50% 99.50%
Pre-selected 98.40% 98.40% 98.40%
Statistical 98.40% 98.40% 98.40%
Simplification-based 71.80% 71.60% 71.55%
Morphological 97.40% 97.40% 97.40%
Class Feature set P R F
Table D.3: Precision, recall and f-score of various features
in the rule-based classifier
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Appendix E
Additional Resources
Table E.1 shows the list of function words (stopwords) used in the experiments.
Table E.2 lists the software tools and resources which were used in the study, and
finally Section E.3 lists some real-life plagiarism incidents.
E.1 Function Words
a abroad about above across after
again against ago ahead all almost
alongside already also although always am
amid amidst among amongst an and
another any anybody anyone anything anywhere
apart are aren’t around as aside
at away back backward backwards be
because been before beforehand behind being
below between beyond both but by
can can’t cannot could couldn’t dare
daren’t despite did didn’t directly do
does doesn’t doing don’t done down
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during each either else elsewhere enough
even ever evermore every everybody everyone
everything everywhere except fairly farther few
fewer for forever forward from further
furthermore had hadn’t half hardly has
hasn’t have haven’t having he hence
her here hers herself him himself
his how however if in indeed
inner inside instead into is isn’t
it its itself just keep kept
later least less lest like likewise
little low lower many may mayn’t
me might mightn’t mine minus moreover
most much must mustn’t my myself
near need needn’t neither neverf neverless
next no no-one nobody none nor
not nothing notwithstanding now nowhere of
off often on once one ones
only onto opposite or other others
otherwise ought oughtn’t our ours ourselves
out outside over own past per
perhaps please plus provided quite rather
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really round same self selves several
shall shan’t she should shouldn’t since
so some somebody someday someone something
sometimes somewhat still such than the
their theirs them themselves then there
therefore these they thing things this
those though through throughout thus till
to together too towards under underneath
undoing unless unlike until up upon
upwards us versus very via was
wasn’t way we well were weren’t
what whatever when whence whenever where
whereby wherein wherever whether which whichever
while whilst whither who whoever whom
whose why will with within without
won’t would wouldn’t yet you your
yours yourself yourselves — — —
Table E.1: List of function words used throughout the
experiments
E.2 Software Tools
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E.2. SOFTWARE TOOLS
Tool Description Usage
For feature extraction
NLTK Python NLP package POS tagging, chunking, lemmatisation,
stemming
http://nltk.org/
Stanford
CoreNLP
Java NLP analysis tools POS tagging, NER, dependency pars-
ing, lemmatisation, coreference resolu-
tion
http://nlp.stanford.edu/software/corenlp.shtml
VENSES SWI-prolog semantic evalu-
ation system for recognising
textual entailment
Functional and syntactic constituency,
topic identification (main, secondary,
potential topics )
http://project.cgm.unive.it/venses en.html
WordNet Lexical database Lexical generalisation
http://wordnet.princeton.edu/
VerbNet Class-based verb lexicon Predicate generalisation
http://verbs.colorado.edu/m˜palmer/projects/verbnet.html
SENNA ANSI C NLP predictions POS tagging, chunking, NER, semantic
role labelling, syntactic parsing
http://ml.nec-labs.com/senna/
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METEOR Machine translation evalua-
tion system
Segment alignment (based on exact
word, stem, synonym and paraphrase)
http://www.cs.cmu.edu/ alavie/METEOR/
For modelling language
Lemur Text search and ranking Information retrieval, text mining
http://www.lemurproject.org/
KenLM C Library for Language
modeling
idem
http://kheafield.com/code/kenlm/
SRILM C Library and executable
for Language modelling
idem
http://www.speech.sri.com/projects/srilm/
For machine learning
Weka Java software for machine
learning
Machine learning, data mining
http://www.cs.waikato.ac.nz/ml/weka/
SVM-
rank
C Implementation of the
Support Vector Machine al-
gorithm
Binary/ multiple rankings based on fea-
tures provided
http://www.cs.cornell.edu/people/tj/svm light/svm rank.html
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SVM-
tree
kernels
idem Measures similarity between syntactic
sub-tree structures
http://disi.unitn.it/moschitti/Tree-Kernel.htm
Table E.2: List of software tools and resources used
throughout the study
E.3 Plagiarism Case Studies
16th May 2012
The Romanian education and research minister stepped down following
investigation that found substantial amount of plagiarism in his papers.
http://www.nzz.ch/aktuell/international/ioan-mang 1.16913287.html
30th March 2012
The Hungarian president had his doctorate revoked as large parts of plagiarism
were found in his thesis. http://www.euractiv.com/central-europe/hungarian-
president-loses-doctorate-plagiarism-case-news-511869
5th March 2011
News report revealed the numbers of reported plagiarism and other academic
misconduct cases across the UK.
http://www.telegraph.co.uk/education/educationnews/8363345/The-cheating-
epidemic-at-Britains-universities.html
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A full list of incidents reported is available online
http://www.telegraph.co.uk/education/educationnews/8363783/University-
cheating-league-table.html
1st March 2011
The German defence minister had to step down after his doctoral thesis was
accused of plagiarism. His thesis was investigated by online collaboration and it
was found that many parts were word-for-word plagiarism, and the source texts
were highlighted in various colours.
http://www.tagesschau.de/inland/guttenberg762.html
31st December 2011
A new method to detect plagiarism is to set up an online platform for
collaborative manual detection. This has contributed to the zu Guttenberg case
mentioned below. http://de.vroniplag.wikia.com/wiki/Home
7th August 2011
It is always a difficult task to determine who the original author was. The
question is, what if two authors published the same materials and there is an
argument of not knowing who came first?
http://www.spiegel.de/unispiegel/studium/professor-contra-doktorandin-wer-
klaut-hier-bei-wem-a-776909.html
13th July 2011
The first plagiarism scandal in Germany has brought up more similar cases. The
German representative to the EU has been accused of improper referencing thus
has his doctorate rescinded.
299
E.3. PLAGIARISM CASE STUDIES
http://www3.uni-bonn.de/Pressemitteilungen/198-2011
17th May 2010
An alleged plagiarism case on a published book had begun an online battle
between the accuser and the accused.
http://www.zeit.de/studium/hochschule/2010-05/mathematik-plagiate
17th June 2011
It took over a year to finally put a ban on publishing the plagiarised book.
http://www.mathematik.uni-marburg.de/g˜umm/Plagiarism/index.htm
12th November 2010
In this article, a ghost writer tells his story. He works for paper mills and has
written about 5,000 pages of literature.
http://chronicle.com/article/The-Shadow-Scholar/125329/
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