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Abstrat
We propose a novel method to model nonlinear regression problems by adapting
the priniple of penalization to Partial Least Squares (PLS). Starting with a general-
ized additive model, we expand the additive omponent of eah variable in terms of
a generous amount of B-Splines basis funtions. In order to prevent overtting and
to obtain smooth funtions, we estimate the regression model by applying a penalized
version of PLS. Although our motivation for penalized PLS stems from its use for
B-Splines transformed data, the proposed approah is very general and an be applied
to other penalty terms or to other dimension redution tehniques. It turns out that
penalized PLS an be omputed virtually as fast as PLS. We prove a lose onnetion
of penalized PLS to the solutions of preonditioned linear systems. In the ase of
high-dimensional data, the new method is shown to be an attrative ompetitor to
other tehniques for estimating generalized additive models. If the number of pre-
ditor variables is high ompared to the number of examples, traditional tehniques
often suer from overtting. We illustrate that penalized PLS performs well in these
situations.
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1 Introdution
Nonlinear regression eets may be modeled via additive regression models of the form
Y = β0 + f1(X1) + · · ·+ fp(Xp) + ε . (1)
where the funtions f1, . . . , fp have unspeied funtional form. An approah whih allows
exible representation of the funtions f1, . . . , fp is the expansion in basis funtions (Hastie
& Tibshirani 1990). To prevent overtting, there are two general approahes. In the rst
approah, eah funtion fj is the sum of only a small set of basis funtions,
fj(x) =
Kj∑
k=1
βkjBkj(x) . (2)
The basis funtions Bkj are hosen adaptively by a seletion proedure. The seond ap-
proah (that is outlined in Setion 3) irumvents the problem of basis funtion seletion.
Instead, we allow a generous amount Kj ≫ 1 of basis funtions in the expansion (2). As
this usually leads to high-dimensional and highly orrelated data, we penalize the oe-
ients βjk in the estimation proess (Eilers & Marx 1996).
Quite generally, a dierent approah to deal with high dimensionality is to use di-
mension redution tehniques suh as Partial Least Squares (PLS) (Wold 1975, Wold
et al. 1984). The main idea is to build a few omponents from the preditor variables
and to regress y onto these omponents. A short overview on PLS an be found in Setion
2.
As a linear approah, PLS probably fails to yield high predition auray in the ase of
nonlinear relationships between preditors and responses as in (1). In order to inorporate
nonlinear strutures, it might be advisable to transform the original preditors preliminarily
to a PLS regression. This approah has been proposed by Durand & Sabatier (1997) and
Durand (2001) in dierent variants. The method proposed by Durand & Sabatier (1997)
is based on a variant of PLS that may be omputed via an iterative algorithm. They
suggest an approah that inorporates splines transformations of the preditors within
eah iteration of the iterative algorithm. In ontrast, the method proposed by Durand
(2001) is global. The preditors are rst transformed using splines basis funtions as a
preliminary step, then PLS regression is performed on the transformed data matrix. The
hoie of the degree d of the polynomial piees and of the number of knots is performed
by an either asending or desending searh proedure that is not automati.
For large numbers of variables, this searh proedure is omputationally intensive and
might overt the training data. In the present artile, we suggest an alternative approah
based on the penalty strategy of Eilers & Marx (1996). As desribed in Setion 3, we
transform the initial data matrix nonlinearly using B-splines basis funtions. Our new
method, whih we all penalized PLS, is based on the following priniple. The equivalent
of penalizing the (higher order) dierenes of adjaent B-splines oeients is, in the
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framework of dimension redution, the penalization of (higher order) dierenes of adjaent
weights.
In Setion 4, we introdue an adaptation of the priniple of penalization to PLS. More
preisely, we present a penalized version of the optimization problem attahed to PLS.
Although the motivation stems from its use for B-splines transformed data, the proposed
approah is very general and an be adapted to other penalty terms or to other dimension
redution tehniques suh as Prinipal Components Analysis. It turns out that the new
method shares a lot of properties of PLS and that its omputation requires virtually no
extra osts. We highlighten the lose onnetion between penalized PLS and preonditioned
linear systems. It is already known that PLS is equivalent to the onjugate gradient method
(Hestenes & Stiefel 1952) applied to the set of normal equations assoiated to a linear
regression problem. We prove that penalized PLS orresponds to a onjugate gradient
method for a preonditioned set of normal equations, where the preonditioner depends
on the penalty term. Furthermore, we show that this new tehnique is losely related to
the so-alled kernel trik. More preisely, we prove that penalized PLS is equivalent to
ordinary PLS using a generalized inner produt that is dened by the penalty term. In
Setions 5 and 6, we illustrate our method on dierent data sets.
In the rest of the paper, we restrit ourselves to a univariate response. In Setion 7,
we stress that the extension of our method to a multivariate response is straightforward.
2 Partial Least Squares Regression
Let us onsider the general linear regression problem. We want to predit a univariate
response variable Y using p preditor variables X1, . . . ,Xp based on a nite set
{(yi,xi) = (yi, xi1, . . . , xip) , i = 1, . . . , n}
of observations. We set
X =


xT1
. . .
xTn

 ∈ Rn×p, y =


y1
. . .
yn

 ∈ Rn ,
and require for simpliity of notation that both X and y are entered. If we assume
that the relationship between preditors and response is linear, this relationship an be
represented in ompat form by
y = Xβ + ǫ .
Here, β is the p-dimensional vetor of regression oeients and ǫ is the vetor of residuals.
When n < p, the usual regression tools suh as ordinary least squares (OLS) regression
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annot be applied to estimate β sine the p× p ovariane matrix (1/n)XTX (whih has
rank at most n − 1) is singular. From a tehnial point of view, this may be solved by
replaing the inverse of the ovariane matrix by a generalized inverse. However, for n < p,
OLS usually ts the training data perfetly and one annot expet the method to perform
well on a new data set. Partial Least Squares (PLS) (Wold 1975, Wold et al. 1984) is
an alternative regression tool whih is more appropriate in the ase of highly orrelated
preditors and high-dimensional data. PLS is a standard tool for analyzing hemial data
(Martens & Naes 1989), and in reent years, the suess of PLS has lead to appliations in
other sienti elds suh as physiology (Rosipal et al. 2003) or bioinformatis (Boulesteix
& Strimmer 2006).
The main idea of PLS is to build orthogonal omponents t1, . . . , tm from the original
preditorsX and to use them as preditors in a least squares regression. There are dierent
PLS tehniques to extrat these omponents, and eah of them gives rise to a dierent
variant of PLS. It is not our aim to explain all variants and we fous on two of them.
An overview on dierent forms of PLS an be found in Rosipal & Krämer (2006). A
omponent is a linear ombination of the original preditors that hopefully reets the
relevant struture of the data. PLS is similar to Prinipal Components Regression (PCR).
The dierene is that PCR extrats omponents that explain the variane in the preditor
variables whereas PLS extrats omponents that have a large ovariane with y. We now
formalize this onept. A latent omponent t is a linear ombination t = Xw of the
preditor variables. The vetor w is usually alled the weight vetor. We want to nd
a omponent with maximal ovariane to y, that is we want to maximize the empirial
squared ovariane
ov
2 (Xw,y) = wTXTyyTXw .
We have to onstrain w in order to obtain identiability, hoosing
max wTXTyyTXw , (3)
subjet to ‖w‖ = 1 . (4)
Using Lagrangian multipliers, we onlude that the solution w1 is  up to a saling fator
 equal to XTy.
Let us remark that (3) and (4) are equivalent to
max
wTXTyyTXw
wTw
. (5)
The solution of (5) is only unique up to a salar. The normalization of the weight vetors
w to length 1 is not essential for the PLS algorithm and PLS algorithms dier in the way
they sale the weight vetors and omponents. In this paper, we present all algorithms
without the saling of the vetors, in order to keep the notation as simple as possible.
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Subsequent omponents t2, t3, . . . are hosen suh that they maximize (3) and that all
omponents ti are mutually orthogonal. In PLS, there are dierent tehniques to extrat
subsequent omponents, and eah tehnique gives rise to a variant of PLS. We briey
introdue two of them. In the method alled SIMPLS (de Jong 1993), one omputes for
the ith omponent,
max wTXTyyTXw ,
subjet to ‖w‖ = 1 and Xw ⊥ tj, j < i .
Alternatively, one an deate the original preditor variables X. That is, we only onsider
the part of X that is orthogonal onto all omponents tj , j < i. For any matrix V , let us
denote by PV the orthogonal projetion onto the spae that is spanned by the olumns of
V . In matrix notation, we have
PV = V
(
V TV
)−
V T . (6)
The deation of X with respet to the omponents t1, . . . , ti−1 is dened as
Xi =X − Pt1,...,ti−1X =Xi−1 − Pti−1Xi−1 . (7)
For the omputation of the ith omponent, X is replaed by Xi in (3). This method
is alled the NIPALS algorithm (Wold 1975). The two methods are equivalent if y is
univariate in the sense that we end up with the same omponents ti (de Jong 1993). In
this paper, we use the NIPALS algorithm. In summary, the PLS algorithm is desribed in
algorithm 1.
Algorithm 1 NIPALS algorithm
Input: X1 = X, y, number of omponents m
for i=1,. . . ,m do
wi =X
T
i y (weight vetor)
ti =Xiwi(omponent)
Xi+1 =Xi − PtiXi(deation)
end for
PLS used to be overlooked by statistiians and was onsidered an algorithm rather than
a sound statistial model. This attitude is in parts understandable, as in the early literature
on the subjet, PLS was explained solely in terms of formulas as in algorithm 1. Due to its
suess in appliations, the interest in the statistial properties of PLS has risen. It an be
related to other dimension redution tehniques suh as Prinipal Components Regression
and Ridge Regression and these methods an be ast under a unifying framework (Stone
& Brooks 1990). The shrinkage properties of PLS have been studied extensively (Frank &
Friedman 1993, de Jong 1995, Goutis 1996, Butler & Denham 2000). Furthermore, it an
be shown that PLS is losely onneted to Krylov subspaes and the onjugate gradient
method (Helland 1988, Phatak & de Hoog 2003). We disuss this method in more detail
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in Setion 4.
Let us return to the PLS algorithm. With
T = (t1, . . . , tm) .
denoting the olletion of omponents, the tted response is given by
ŷ = T (T TT )−1T Ty = PTy . (8)
In order to obtain the response for new observations, we have to determine the vetor of
regression oeients ŷ =Xβ̂ . Therefore, a representation of the omponents ti =Xiwi
as a linear ombination of the original preditors X is needed. In other words, we have to
derive weight vetors w˜i with
Xw˜i =Xiwi .
They are in general dierent from the pseudo weight vetors wi that are omputed by the
NIPALS algorithm. In order to avoid redundany, the derivation of these weight vetors
is deferred until Setion 4.
It should be noted that the number m of PLS omponents is an additional model
parameter that has to be estimated. One way of determining m is by ross-validation.
3 Penalized Regression Splines
The tting of generalized additive models by use of penalized regression splines has beome
a widely used tool in statistis. Starting with the seminal paper by Eilers & Marx (1996),
the approah has been extended and applied in various publiations (Ruppert 2002, Wood
2000, Wood 2006). The basi onept is to expand the additive omponent of eah variable
Xj in basis funtions as in (2) and to estimate the oeients by penalization tehniques.
As suggested in Eilers & Marx (1996), B-splines are used as basis funtions yielding so-
alled P-splines (for penalized B-splines). Splines are one-dimensional pieewise polynomial
funtions. The points at whih the piees are onneted are alled knots or breakpoints.
We say that a spline is of order d if all polynomials are of degree ≤ d and if the spline is
(d − 1) times ontinuously dierentiable at the breakpoints. A partiular eient set of
basis funtions are B-splines (de Boor 1978). The number of basis funtions depends on the
order of the splines and the number of breakpoints. For a given variable Xj , we onsider a
set of orresponding B-splines basis funtions B1j, . . . , BKj . These basis funtions dene
a nonlinear map
Φj(x) = (B1j(x), . . . , BKj(x))
T .
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By performing suh a transformation on eah of the variables X1, . . . ,Xp, the observation
vetor xi turns into a vetor
zi = (B11(xi1), . . . , Bm1(xi1), . . . , B1p(xip), . . . , Bmp(xip))
T
(9)
= Φ(xi)
of length pK. Here Φ is the funtion dened by the B-splines. The resulting data matrix
obtained by the transformation of X has dimensions n× pK and will be denoted by Z in
the rest of the paper. In the examples in Setions 5 and 6, we onsider the most widely
used ubi B-splines, i.e. we hoose d = 3.
The estimation of (1) is transformed into the estimation of the pK-dimensional vetor
that onsists of the oeients βjk:
βT = (β11, . . . , βK1, . . . β12, . . . , βKp) =
(
βT(1), . . . ,β
T
(p)
)
.
As explained above, the vetor β determines a nonlinear, additive funtion
f(x) = β0 +
p∑
j=1
fj(xj) = β0 +
p∑
j=1
K∑
k=1
βkjBkj(xj) = β0 +Φ(x)
Tβ .
As Z is usually high-dimensional, the estimation of β by minimizing the squared error
1
n
n∑
i=1
(yi − f(xi))
2 =
1
n
‖y − β0 −Zβ‖
2
usually leads to overtting. Following Eilers & Marx (1996), we use for eah variable many
basis funtions, say K ≈ 20, and estimate by penalization. The idea is to penalize the
seond derivative of the funtion f . Eilers & Marx (1996) show that the following dierene
penalty term is a good approximation of the penalty on the seond derivative of f ,
P (β) =
p∑
j=1
m∑
k=3
λj(∆
2βkj)
2 .
These are also alled the seond-order dierenes of adjaent parameters. The dierene
operator ∆2βkj has the form
∆2βkj = (βkj − βk−1,j)− (βk−1,j − βk−2,j)
= βkj − 2βk−1,j + βk−2,j.
The oeients λj ≥ 0 ontrol the amount of penalization. This penalty term an be
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expressed in terms of a penalty matrix P . We denote by DK the (K − 1)×K matrix
DK =


1 −1 . . .
. 1 −1 . .
. . . . .
. . . 1 −1


that denes the rst order dierene operator. Setting
K2 = (DK−1DK)
TDK−1DK ,
we onlude that the penalty term equals
P (β) =
p∑
j=1
λjβ
T
(j)K2β(j) = β
T (∆λ ⊗K2)β .
Here ∆λ is the p × p diagonal matrix ontaining λ1, . . . , λp on its diagonal and ⊗ is the
Kroneker produt. The generalization of this method to higher-order dierenes of the
oeients of adjaent B-splines is straightforward. We simply replae K2 by
Kq = (DK−q+1 . . .DK)
T (DK−q+1 . . .DK) .
To summarize, the penalized least squares riterion has the form
R̂P (β) =
1
n
‖y − β0 −Zβ‖
2 + βTPβ (10)
with the penalty matrix P dened as
P = ∆λ ⊗Kq . (11)
This is a symmetri matrix that is positive semidenite.
4 Penalized Partial Least Squares Regression
We now introdue a general framework to ombine PLS with penalization terms. We
remark that this is not limited to spline transformed variables or to the speial shape of
the penalty matrix P that is dened in (11). For this reason, we present the new method
in terms of the original data matrix X and only demand that P is a symmetri matrix
suh that Ip + P is positive denite.
Again, we restrit ourselves to univariate responses y. Penalized PLS for multivariate
responses is briey disussed in Setion 7. We modify the optimization riterion (5) of
PLS in the following way. The rst omponent t1 =Xw1 is dened by the solution of the
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problem
argmax
w
wTXTyyTXw
wTw +wTPw
. (12)
Using Lagrangian multipliers, we obtain the solution
w1 = MX
Ty (13)
with M = (Ip + P )
−1
. Subsequent weight vetors and omponents are omputed by
deating X as desribed in (7) and then maximizing (12) with X replaed by Xi. In
partiular, we an ompute the weight vetors and omponents of penalized PLS by simply
replaing wi =X
T
i y by (13) in algorithm 1.
We now present results on penalized PLS that allow us to ompute its regression vetors
eiently. Note that all results on penalized PLS also hold for ordinary PLS if we hoose
P = 0. Let
T = (t1, . . . , tm) , W = (w1, . . . ,wm) ,
denote the matries of omponents and weight vetors respetively.
Lemma 1. The matrix
R = T TX W ∈ Rm×m
is upper bidiagonal, that is
rij = t
T
i Xwj = 0
if i < j or i + 1 > j. The matrix R is invertible. Furthermore, the olumns of T and the
olumns of XW span the same spae.
This is an extension of a result for ordinary PLS that an be found e.g. in Manne
(1987). The proof an be found in the appendix. We an now determine the regression
oeients for penalized PLS.
Proposition 2. The Penalized PLS regression vetor obtained after m steps is
β̂
(m)
PPLS = W
(
W TXTXW
)−1
W TXTy . (14)
In partiular, the penalized PLS estimator is the solution of the onstrained minimization
problem
min
β
‖y −Xβ‖2
subjet to β ∈ span {w1, . . . ,wm} . (15)
Proof. We dedue from lemma 1 that the olumns of Xw span the same spae as the
olumns of T . As PLS is ordinary least squares regression with preditors t1, . . . , tm, we
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have
ŷ = PTy = PXWy =XW
(
W TXTXW
)−1
W TXTy .
The seond statement an be proven by noting that the OLS minimization problem with
onstraints (15) is equivalent to an unonstrained minimization problem for β =Wα with
α ∈ Rm. If we plug this into the formula for the OLS estimator, we obtain (14).
Formula (14) is beneial for theoretial purposes but it is omputationally ineient.
We now show how the alulation an be done in a reursive and faster way. The key point
is to nd eetive weight vetors w˜i suh that for every i
ti = Xiwi =Xw˜i . (16)
This an be done by exploiting the fat that R is bidiagonal.
Proposition 3. The eetive weight vetors w˜i dened in (16) and the regression vetors
of penalized PLS are determined by setting w˜0 = 0 and β̂
(0)
= 0 and omputing iteratively
w˜i = wi −
w˜Ti−1X
TXwi
w˜Ti−1X
TXw˜i−1
w˜i−1 ,
β̂
(i)
= β̂
(i−1)
+
w˜Ti X
TY
w˜Ti X
TXw˜i
w˜i .
The proof an be found in the appendix. Combining this result with the PLS algorithm
1, we obtain the penalized PLS algorithm 2.
Algorithm 2 Penalized PLS
X1 =X, y, number of omponents m, penalty matrix P (input)
M = (Ip + P )
−1
, w˜0 = 0, β̂
(0)
= 0 (initialization)
for i=1,. . . ,m do
wi =MX
T
i y (weight vetor)
w˜i = wi −
w˜ti−1X
TXwi
w˜ti−1X
TXw˜i−1
w˜i−1 (eetive weight vetor)
β̂
(i)
= β̂
(i−1)
+
w˜Ti X
TY
w˜Ti X
TXw˜i
w˜i (regression vetor)
ti =Xiwi (omponent)
Xi+1 =Xi − PtiXi (deation)
end for
4.1 Partial Least Squares and Krylov Subspaes
It is well-known that PLS is losely onneted to Krylov subspaes and onjugate gradient
methods. Quite generally, linear regression problems an be transformed into algebrai
problems in the following way. The OLS estimator is the solution of the minimization
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problem
min
β
‖y −Xβ‖2 . (17)
This is equivalent to nding the solution of the assoiated normal equation
Aβ = b (18)
with b = XTy and A = XTX . If the matrix A is invertible, the solution of the normal
equations is the OLS estimator β̂ = A−1b. If A is singular, the solution of (18) with
minimal Eulidean norm is A−b. We already mentioned in Setion 2 that in the ase of
high dimensional data, the matrix A is often (almost) singular and that the OLS estimator
performs poorly on new data sets. A popular strategy is to regularize the least squares
riterion (17) in the hope of improving the performane of the estimator. This orresponds
to nding approximate solutions of (18). For example, Ridge Regression orresponds to
the solution of the modied normal equations
(A+ λIp)β = b .
Here λ > 0 is the Ridge parameter. Prinipal Components Regression uses the eigen
deomposition of A
A = UΛUT =
p∑
i=1
λiuiu
T
i
and approximates A and b via the rst m eigenvetors
A ≈
∑m
i=1 λiuiu
T
i , b ≈
∑m
i=1
(
uTi b
)
ui .
It an be shown that the PLS estimators are equal to the approximate solutions of the
onjugate gradient method (Hestenes & Stiefel 1952). This is a proedure that iteratively
omputes approximate solutions of (18) by minimizing the quadrati funtion
φ(β) =
1
2
βTAβ − βTb =
1
2
〈β,Aβ〉 − 〈β, b〉 (19)
along diretions that are A-orthogonal. The approximate solution obtained after m steps
is equal to the PLS estimator obtained after m iterations.
The onjugate gradient algorithm is in turn losely related to Krylov subspaes and the
Lanzos algorithm (Lanzos 1950). The latter is a method for approximating eigenvalues.
The onnetion between PLS and these methods is well-elaborated in Phatak & de Hoog
(2003). We now establish a similar onnetion between penalized PLS and the above
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mentioned methods. Set
AM = MA and bM = Mb .
Reall that M is a symmetri and positive denite matrix that is determined by the
penalty term P . We now illustrate that penalized PLS nds approximate solutions of the
preonditioned normal equation
AMβ = bM . (20)
Lemma 4. The spae spanned by the weight vetors w1, . . . ,wm of penalized PLS is the
same as the spae spanned by the Krylov sequene
bM,AMbM , . . . ,A
m−1
M bM . (21)
This is the generalization of a result for ordinary PLS and an be proven via indution.
Details are given in the appendix. We denote by
K(m) = K(m) (AM , bM)
the spae that is spanned by the Krylov sequene (21). This spae is alled a Krylov spae.
Corollary 5. The penalized PLS estimator is the solution of the optimization problem
min ‖y −Xβ‖2
subjet to β ∈ K(m).
Proof. This follows immediately from proposition 2 and the fat that the weight vetors
span the Krylov spae K(m).
We now present the onjugate gradient method for the equation
AMβ = bM . (22)
The Conjugate gradient method is normally applied if the involved matrix is symmetri.
Note that in general, the matrix AM is not symmetri with respet to the anonial inner
produt, but with respet to the inner produt
〈x, x˜〉M−1 = x
TM−1x˜
dened by M−1. We an rewrite the quadrati funtion φ dened in (19) as
φ(β) =
1
2
〈β,AMβ〉M−1 − 〈β, bM〉M−1 .
We replae the anonial inner produt by the inner produt dened byM−1 and minimize
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this funtion iteratively along diretions that are AM-orthogonal.
We start with an initial guess β0 = 0 and dene d0 = r0 = bM −AMβ0 = bM . The
quantity dm is the searh diretion and rm is the residual. For a given diretion dm, we
have to determine the optimal step size, that is we have to nd
am = argmin
a
φ (βm + adm) .
It is straightforward to hek that
am =
〈dm, rm〉M−1
〈dm,AMdm〉M−1
.
The new approximate solution is then
βm+1 = βm + amdm .
After updating the residuals via
rm+1 = bM −AMβm+1,
we dene a new searh diretion dm+1 that is AM -orthogonal to the previous searh dire-
tions. This is ensured by projeting the residual rm onto the spae that is AM-orthogonal
to d0, . . . ,dm. We obtain
dm+1 = rm+1 −
m∑
i=0
〈rm+1,AMdi〉M−1
〈di,AMdi〉M−1
di .
Theorem 6. The penalized PLS algorithm is equal to the onjugate gradient algorithm for
the preonditioned system (20).
The presentation of the onjugate gradient method above and the proof of its equiv-
alene to penalized PLS are an extension of the orresponding results for PLS that is
given in Phatak & de Hoog (2003). The proof an be found in the appendix. Note that
there is a dierent notion of onjugate gradients for preonditioned systems (Golub & van
Loan 1983). We transform the preonditioned equation (19) by postmultiplying with M :
MAMβ˜ = Mb with β˜ = M−1β .
As the matrix MAM is symmetri, we an apply the ordinary onjugate gradient algo-
rithm to this equation. This approah diers from the one desribed above.
Proposition 7. Suppose that A = XTX is regular. After at most p iterations, the
penalized PLS estimator equals the OLS estimator.
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Proof. Using (15), the above statement is equivalent to showing that
β̂OLS ∈ K
(p) .
Hene, we have to show that there is a polynomial pi of degree ≤ p− 1 suh that β̂OLS =
pi (AM) bM . As M is invertible, the OLS estimator is
β̂OLS = A
−1b = A−1M−1 ·Mb = (MA)−1Mb = A−1MbM .
As AM is the produt of two symmetri matries and M is positive denite, AM has a
real eigendeomposition,
AM = UΓU
−1 .
We dene the polynomial pi via the at most p equations
pi(γi) =
1
γi
.
It follows immediately that pi(AM) = A
−1
M . This onludes the proof.
4.2 Kernel Penalized Partial Least Squares
The omputation of the penalized PLS estimator as presented in algorithm 2 involves
matries and vetors of dimension p× p and p respetively. If the number of preditors p
is very large, this leads to high omputational osts. In this subsetion, we show that we
an represent this algorithm in terms of matries and vetors of dimension n × n and n
respetively. Let us dene the n× n matrix KM via
KM = (〈xi,xj〉M) =XMX
T .
This matrix is alled the Gram matrix or the kernel matrix of X. We onlude from
orollary 5 that the penalized PLS estimator obtained after m steps is an element of the
Krylov spae K(m)(AM , bM). It follows that we an represent the penalized PLS estimator
as
β̂
(m)
= MXTα(m) , α(m) ∈ K(m) (KM ,y) .
Here, the Krylov spae K(m) (KM ,y) is the spae spanned by the vetors
y,KMy, . . . ,K
m−1
M y .
Analogously, we an represent the eetive weight vetors by
w˜m = MX
T α˜m , α˜m ∈ K
(m) (KM ,y) .
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It follows from the denition of the deation step that
XTmy =X
T
(
In − Pt1,...,tm−1
)
y =Xt
(
y − ŷ(m−1)
)
.
We onlude that the weight vetor wi is simply
wm = MX
Ty
(m)
res , y
(m)
res = y − ŷ(m−1) .
If we plug in these representations into the penalized PLS algorithm 2, we obtain algorithm
3 that depends only on KM and y.
Algorithm 3 Kernel penalized PLS
X, y, number of omponents m, penalty term P (input)
M = (Ip + P )
−1
, KM =XMX
T
, α(0) = α˜(m) = 0 (initialization)
for i=1,. . . ,m do
y
(m)
res = y − ŷ(m−1) (residuals)
α˜m = y
(m)
res −
α˜Tm−1K2M y
(m)
res
α˜Tm−1K2M α˜m−1
α˜m−1 (eetive weight vetor)
α(m) = α(m−1) + α˜
T
mKM y
α˜TmK2M α˜m
α˜m (regression vetor)
ti =KMα˜m (omponent)
ŷ(m+1) = ŷ(m) + Ptiy (estimation of y)
end for
A kernel version of PLS has already been dened in Rännar et al. (1994) in order
to speed up the omputation of PLS. We repeat that the speed of the kernel version of
penalized PLS does not depend on the number of preditor variables at all but on the
number of observations. This implies that  from an algorithmi point of view  there are
no restritions in terms of the number of preditor variables. The importane of this so-
alled dual representation also beomes apparent if we want to extend PLS to nonlinear
problems by using the kernel trik. In this paper, the kernel trik appears in two dierent
versions.
Let us only onsider the ase of ordinary PLS on B-Splines transformed variables.
Reall that in (9), we transform the original data X using a nonlinear funtion Φ dened
by the B-Splines. As algorithm 3 only relies on inner produts between observations,
the nonlinear transformation does not inrease the omputational osts. We only have to
ompute the kernel matrix of inner produts
K = (〈Φ(xi),Φ(xj)〉)i,j=1,...,n .
This implies that we do not have to map the data points expliitly using a funtion Φ. It
sues to ompute the funtion
k(x, x˜) = 〈Φ(x),Φ(x˜)〉 . (23)
15
The funtion k is alled a kernel. The replaement of the usual inner produt by kernel is
known as the kernel trik and has turned up to be very popular in the mahine learning
ommunity. Instead of dening a nonlinear map Φ, we dene a valid kernel funtion
k(x, z). E.g., polynomial relationships an be modeled via kernels of the form
kd(x, z) = (1 + 〈x, z〉)
d , d ∈ N .
Furthermore, it is possible to dene kernels for omplex data strutures as graphs or text.
Literature on the kernel trik and its appliations is abundant. A detailed treatise of the
subjet an be found in Shölkopf & Smola (2002). A nonlinear version of PLS using the
kernel trik is presented in Rosipal & Trejo (2001).
If we represent penalized PLS in terms of the kernel matrix KM , we realize that
penalized PLS is losely onneted to the kernel trik in other respets. Using algorithm 3
or the denition of the kernel matrix KM , we realize that penalized PLS equals ordinary
PLS with the anonial inner produt replaed by the inner produt
〈x,z〉M = x
TMz .
This funtion is alled a linear kernel. Why is this a sensible inner produt? Let us onsider
the eigendeomposition of the penalty matrix, P = SΘST . We prefer diretion s suh
that sTPs is small, that is we prefer diretions that are dened by eigenvetors si of P
with a small orresponding eigenvalue θi. If we represent the vetors x and z in terms of
the eigenvetors of P ,
x˜ = STx , z˜ = STz ,
we onlude that
〈x,z〉M = x˜
T (Ip +Θ)
−1
z˜ =
p∑
i=1
1
1 + θi
x˜iz˜i
This implies that diretions si with a small eigenvalue θi reeive a higher weighting than
diretions with a large eigenvalue.
5 Example: Birth Data
In this setion, we analyze a real data set desribing pregnany and delivery for 42 infants
who are sent to a neonatal intensive are unit after birth. The data are taken from the
R (R Development Core Team 2005) software pakage exatmaxsel and are introdued
in Boulesteix (2006). Our goal is to predit the number of days spent in the neonatal
intensive are unit (y) based on the following preditors: birth weight (in g), birth height
(in m), head irumferene (in m), term (in week), age of the mother (in year), weight of
the mother before pregnany (in kg), weight of the mother before delivery (in kg), height
of the mother (in m), time (in month). Some of the preditors are expeted to be strongly
assoiated with the response (e.g., birth weight, term), in ontrast to poor preditors like
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time or height of the mother.
The parameter settings are as follows. We make the simplifying assumption that λ =
λ1 = . . . = λp, whih redues the problem of seleting the optimal smoothing parameter to a
one-dimensional problem. As already mentioned above, we use ubi splines. Furthermore,
the order of dierene of adjaent weights is set to 2. The shape of the tted funtions
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Figure 1: Fitted funtion for the preditor variable weight using penalized PLS. The
value of λ is 2000 and the numbers of omponents are 1, 5 (top) and 9, 13 (bottom).
fj depends on the two model parameters λ and m. We rst illustrate that the number
m of penalized PLS omponents ontrols the smoothness of the estimated funtions. For
this purpose, we only onsider the preditor variable weight. Figure 1 displays the tted
funtions obtained by penalized PLS for λ = 2000 and 4 dierent numbers of omponents
m = 1, 5, 9, 13. For small values ofm, the obtained funtions are smooth. For higher values
of m, the funtions adapt themselves more and more to the data whih leads to overtting
for high values of m.
We ompare our novel method to PLS without penalization as desribed in (Durand
2001) and the gam() pakage in R. This is the implementation of an adaptive seletion
proedure for the basis funtions in (2). More details an be found in Wood (2000) and
Wood (2006). This is the standard tool for estimating generalized additive models. The
optimal parameter values of (penalized) PLS are determined by omputing the leave-one-
out squared error. We remark that the split into training and test set is done before
transforming the original preditors using B-splines. In order to have omparable results,
we normalize the response suh that var(y) = 1. The results are summarized in Table 1.
Penalized PLS is the best out of the three method. In partiular, it reeives a onsiderably
lower error than PLS without penalization.
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leave-one-out-error mopt λopt
PLS 0.159 8 
penalized PLS 0.090 2 330
GAM 0.115  
Table 1: Optimal model parameters and leave-one-out error for the birth data set and
normalized response.
6 Example:Polymer Data
This data set onsists of p = 10 preditor variables and four response variables. The
number of observations is n = 61. The data are taken from a polymer test plant. It
an be downloaded from ftp://ftp.is.upenn.edu/pub/ungar/hemdata/. The predi-
tor variables are measurements of ontrolled variables in a polymer proessing plant (e.g.
temperatures, feed rates ...). No more details on the variables are given due to on-
dentiality reasons. As in the last setion, we rst sale eah response variable to have a
variane equal to 1. Again, we ompare penalized PLS to PLS and gam(). The results are
summarized in Table 2. For all four response variables, penalized PLS is better than PLS
1st response 2nd response 3rd response 4th response
PLS 0.672 0.863 0.254 0.204
penalized PLS 0.607 0.801 0.206 0.164
GAM 0.599 0.881 0.218 0.182
Table 2: Leave-one-out error for the polymer data set and normalized response.
without penalization. Penalized PLS is also better that GAM for three out of the four
response variables, although the dierene is onsiderably smaller.
7 Conluding Remarks
In this work, we proposed an extension of Partial Least Squares Regression using penal-
ization tehniques. Apart from its omputational eieny (it is virtually as fast as PLS),
it also shares a lot of mathematial properties of PLS. Our novel method obtains good
results in appliations. In the two examples that are disussed, penalized PLS learly
outperforms PLS without penalization. Furthermore, the results indiate that it is a om-
petitor of gam() in the ase of very high-dimensional data.
We might think of other penalty terms. Kondylis & Whittaker (2006) onsider a
preonditioned version of PLS by giving weights to the preditor variables. Higher weights
are given to those preditor variables that are highly orrelated to the response. These
weights an be expressed in terms of a penalty term. Goutis & Fearn (1996) ombine
PLS with an additive penalty term to data derived from near infra red spetrosopy. The
penalty term ontrols the smoothness of the regression vetor.
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The introdution of a penalty term an easily be adapted to other dimension redution
tehniques. For example for Prinipal Components Analysis, the penalized optimization
riterion is
max
w
var(Xw)
wTw +wTPw
.
PLS an handle multivariate responses Y . The natural extension of riterion (3) is the
following.
max
w
‖ov(Xw,Y )‖2
wTw
= max
w
wTXTY Y TXw
wTw
.
Using Lagrangian multipliers, we dedue that the solution is the eigenvetor of the matrix
B =XTY Y TX
that orresponds to the largest eigenvalue of B. This eigenvetor is usually omputed in
an iterative fashion. If we want to apply penalized PLS for multivariate responses, we
ompute
max
w
wTXTY Y TXw
wTw +wTPw
.
The solution fullls
Bw = γ (Ip + P )w, γ ∈ R .
This is alled a generalized eigenvalue problem or a matrix penil. Note that for multivari-
ate Y , the equivalene of SIMPLS and NIPALS does not hold, so we expet the penalized
versions of these methods to be dierent as well. There are kernel versions for PLS with
multivariate Y (Rännar et al. 1994, Rosipal & Trejo 2001), hene we an also represent
multivariate penalized PLS in terms of kernel matries.
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A Proofs
We reall that for k < i
Xi =
i−1∏
j=k
(
In − Ptj
)
Xk =
(
In − Ptk,...,ti−1
)
Xk (24)
The last equality follows from the fat that the omponents ti are mutually orthogonal. In
partiular, we obtain
Xi =
(
In − Pt1,...,ti−1
)
X . (25)
Proof of lemma 1. First note that (25) is equivalent to X =Xj +Pt1,...,tj−1X . It follows
that
Xwj = Xjwj + Pt1,...,tj−1X wj = tj +
j−1∑
i=1
tTi Xwj
tTi ti
ti . (26)
As all omponents ti are mutually orthogonal,
tTi Xwj =


tTi ti 6= 0 , i = j
0 , i > j
∗ , otherwise
.
We onlude that R is an upper triangular matrix with all diagonal elements 6= 0. Further-
more, it follows from (26) that all vetors Xwj are linear ombinations of the omponents
t1, . . . , tj . This implies that the olumns ofXW and the olumns of T span the same spae.
Finally, we have to show that R is bidiagonal. To prove this, we show that Xiwj = 0
for j < i . The ondition i > j implies (reall (24)) that Xi = Xj − Ptj ,...,ti−1Xj and
onsequently
Xiwj = Xjwj − Pt1,...,ti−1Xjwj = tj − Pt1,...,ti−1tj
j≤i−1
= tj − tj = 0 .
This implies that for i− 1 > j
tTi Xwj = t
T
i
(
Xi + Pt1,...,ti−1X
)
wj
= tTi
(
Xiwj + Pt1,...,ti−1Xwj
)
= tTi
(
Pt1,...,ti−1Xwj
)
= 0 .
Proof of proposition 3. For i = 1, we have w˜1 = w1 as X1 =X. For a general i, we have
ti+1 =Xi+1wi+1 = (X − Pt1,...,tiX)wi+1 =Xwi+1 − PtiXwi+1 .
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The last equality holds as R = T TXW is bidiagonal. Using formula (6) for the projetion
operator, it follows that
ti+1 = Xwi+1 −X
w˜iw˜
T
i
w˜Ti X
TXw˜i
XtXwi+1 .
We onlude that
w˜i+1 = wi+1 −
w˜Ti X
TXwi+1
w˜Ti X
TXw˜i
w˜i .
The regression estimate after i+ 1 steps is
Xβ̂
(i+1)
= Pt1,...,ti+1Y
= Xβ̂
(i)
+ Pti+1Y
= Xβ̂
(i)
+X
w˜i+1w˜
T
i+1
w˜Ti+1X
TXw˜i+1
XTY .
This onludes the proof.
Proof of lemma 4. We use indution. For m = 1 we know that w1 = bM . For a xed
m > 1, we onlude from the indution hypothesis and lemma 1 that every vetor s that
lies in the span of t1, . . . , tm is of the form
s =Xv , v ∈ span{w1, . . . ,wm} = K
(m) . (27)
We onlude that
XTm+1y = (X − Pt1,...,tmX)
T
y =XTy −XTPt1,...,tmy
(27)
= b−XTXs
and that
wm+1 =MX
T
m+1y =Mb−MAs = bM −AMs ∈ K
(m+1) .
In the rest of the appendix, we show the equivalene of penalized PLS and the preon-
ditioned onjugate gradient method.
Lemma 8. We have
span {d0, . . . ,dm−1} = span {r0, . . . , rm−1} = span {x1, . . . ,xm} = K
(m) .
This an be proven via indution.
Lemma 9. We have
βm =
m−1∑
i=0
〈di, bM〉M−1
〈di,AMdi〉M−1
di
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Proof. This orresponds to the iterative denition of βm+1. We only have to show that
〈di, ri〉M−1 = 〈di, bM〉M−1 .
Note that
ri = b−
i−1∑
j=0
ajAMdj .
As di is AM-orthogonal onto all diretions dj , j < i, the proof is omplete.
Now we are able to proof the equivalene of penalized PLS and the onjugate gradient
method.
Proof of theorem 6. As the searh diretions di span the Krylov spae K
(m)
, we an replae
the matrix W in (14) by the matrix D = (d0, . . . ,dm−1). As the searh diretions are
AM-orthogonal, we have
β̂PPLS = D
(
DTAD
)−1
DTb
= D
(
DTM−1AMD
)−1
DTM−1bM
=
m−1∑
i=0
〈di, bM〉M−1
〈di,AMdi〉M−1
di
and this equals the formula in lemma 9.
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