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B-PAIRES ET (ϕ,Γ)-MODULES
par
Laurent Berger
Re´sume´. — On e´tudie la cate´gorie des B-paires (We,W
+
dR) ou` We est un B
ϕ=1
cris
-module
libre muni d’une action semi-line´aire et continue de GK et ou` W
+
dR est un B
+
dR
-re´seau stable
par GK de BdR⊗Bϕ=1
cris
We. Cette cate´gorie contient celle des repre´sentations p-adiques, et est
naturellement e´quivalente a` la cate´gorie de tous les (ϕ,Γ)-modules sur l’anneau de Robba.
Abstract (B-pairs and (ϕ,Γ)-modules). — We study the category of B-pairs
(We,W
+
dR) where We is a free B
ϕ=1
cris
-module with a semilinear and continuous action of
GK and where W
+
dR is a GK-stable B
+
dR
-lattice in BdR ⊗Bϕ=1
cris
We. This category contains
the category of p-adic representations and is naturally equivalent to the category of all
(ϕ,Γ)-modules over the Robba ring.
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Introduction
Dans tout cet article, p est un nombre premier, k est un corps parfait de caracte´ristique
p, et K est une extension finie totalement ramifie´e de K0 =W (k)[1/p]. On s’inte´resse aux
repre´sentations p-adiques du groupe de Galois GK = Gal(K/K). La the´orie de Hodge
p-adique (cf. [Fon94a, Fon94b]) a pour but de de´crire certaines de ces repre´sentations,
celles qui « proviennent de la ge´ome´trie », en termes d’objets plus maniables, les (ϕ,N)-
modules filtre´s. Le re´sultat le plus satisfaisant dans cette direction est le the´ore`me de
Colmez-Fontaine, qui dit que le foncteur V 7→ Dst(V ) re´alise une e´quivalence de cate´gories
entre la cate´gorie des repre´sentations p-adiques semi-stables et la cate´gorie des (ϕ,N)-
modules filtre´s admissibles.
Si D est un ϕ-module filtre´ qui provient de la cohomologie d’un sche´ma propre X sur
OK , alors le ϕ-module sous-jacent ne de´pend que de la fibre spe´ciale de X (c’en est la
cohomologie cristalline) alors que la filtration ne de´pend que de la fibre ge´ne´rique (c’est la
filtration de Hodge de la cohomologie de de Rham, dans laquelle se plonge la cohomologie
cristalline). Si V = Vcris(D) et Be = B
ϕ=1
cris , alors on voit que Be⊗Qp V = (Bcris⊗K0 D)
ϕ=1
ne de´pend que de la structure de ϕ-module de D et de plus, les ϕ-modules D1 et D2 sont
isomorphes si et seulement si les Be-repre´sentations Be⊗Qp V1 et Be⊗Qp V2 le sont (cf. la
proposition 8.2 de [Fon03]). Par ailleurs, B+dR ⊗Qp V = Fil
0(BdR ⊗K0 D) et les modules
filtre´s K ⊗K0 D1 et K ⊗K0 D2 sont isomorphes si et seulement si les B
+
dR-repre´sentations
B+dR ⊗Qp V1 et B
+
dR ⊗Qp V2 le sont.
L’ide´e de cet article est d’isoler les phe´nome`nes lie´s a` la « fibre spe´ciale » et a` la « fibre
ge´ne´rique » en conside´rant non pas des repre´sentations p-adiques V , mais des B-paires
W = (We,W
+
dR) ou`We est un Be-module libre muni d’une action semi-line´aire et continue
de GK et ou` W
+
dR est un B
+
dR-re´seau stable par GK de WdR = BdR ⊗Be We. Rappelons
que les anneaux Bcris et BdR sont relie´s, en plus de l’inclusion Bcris ⊂ BdR, par la suite
exacte fondamentale : 0→ Qp → B
ϕ=1
cris → BdR/B
+
dR → 0.
Si V est une repre´sentation p-adique, alors on lui associe la B-paire W (V ) = (Be ⊗Qp
V,B+dR ⊗Qp V ) et ce foncteur est pleinement fide`le car Be ∩ B
+
dR = Qp ce qui fait que
V = We(V ) ∩W
+
dR(V ).
L’un des principaux outils dont on dispose pour e´tudier les repre´sentations p-adiques est
la the´orie des (ϕ,Γ)-modules. De fait, on a une e´quivalence de cate´gories entre la cate´gorie
des repre´sentations p-adiques et la cate´gorie des (ϕ,Γ)-modules e´tales sur l’anneau de
Robba (en combinant des re´sultats de Fontaine, Cherbonnier-Colmez et Kedlaya). Le
premier re´sultat de cet article est que l’on peut associer a` toute B-paire W un (ϕ,Γ)-
module D(W ) sur l’anneau de Robba, et que ce foncteur est alors une e´quivalence de
cate´gories.
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The´ore`me A. — Le foncteur W 7→ D(W ) re´alise une e´quivalence de cate´gories entre
la cate´gorie des B-paires et la cate´gorie des (ϕ,Γ)-modules sur l’anneau de Robba.
La sous-cate´gorie pleine des B-paires de la forme W (V ) correspond a` la sous-cate´gorie
pleine des (ϕ,Γ)-modules e´tales. On peut alors se demander a` quoi correspondent les
(ϕ,Γ)-modules isoclines. Si h > 1 et a ∈ Z sont premiers entre eux, soit Rep(a, h) la
cate´gorie dont les objets sont les Qph-espaces vectoriels Va,h de dimension finie, munis
d’une action semi-line´aire de GK et d’un Frobenius lui aussi semi-line´aire ϕ : Va,h → Va,h
qui commute a` GK et qui ve´rifie ϕ
h = pa. Si Va,h ∈ Rep(a, h), alors on pose We(Va,h) =
(Bcris ⊗Q
ph
Va,h)
ϕ=1 et W+dR(Va,h) = B
+
dR ⊗Qph Va,h.
The´ore`me B. — Si Va,h ∈ Rep(a, h), alors W (Va,h) = (We(Va,h),W
+
dR(Va,h)) est une B-
paire et le foncteur Va,h 7→ W (Va,h) de´finit une e´quivalence de cate´gories entre Rep(a, h)
et la cate´gorie des B-paires W telles que D(W ) est isocline de pente a/h.
Si la cate´gorie des B-paires est plus riche que la cate´gorie des repre´sentations p-adiques,
la morale de cet article est qu’elle est aussi plus maniable. Ceci est duˆ au fait qu’il est
plus facile de travailler avec tous les (ϕ,Γ)-modules sur l’anneau de Robba que de se
restreindre a` ceux qui sont e´tales. La ge´ne´ralisation du the´ore`me de Colmez-Fontaine
aux B-paires devient alors un simple exercice d’alge`bre line´aire. Si D est un (ϕ,N)-
module filtre´, et si We(D) = (Bst ⊗K0 D)
ϕ=1,N=0 et W+dR(D) = Fil
0(BdR ⊗K DK), alors
W (D) = (We(D),W
+
dR(D)) est une B-paire, qui est semi-stable en un sens e´vident. Le
foncteur D 7→ W (D) re´alise alors une e´quivalence de cate´gories entre la cate´gorie des
B-paires semi-stables et la cate´gorie des (ϕ,N)-modules filtre´s.
Pour retrouver le the´ore`me de Colmez-Fontaine a` partir de cet e´nonce´, il faut iden-
tifier quelles sont les B-paires semi-stables qui proviennent des (ϕ,N)-modules filtre´s
admissibles. On peut faire cela en passant par les (ϕ,Γ)-modules, c’est ce qui est fait
dans [Ber04b], ou` l’on de´montre suffisamment pour impliquer aussi le the´ore`me de mo-
nodromie p-adique pour les B-paires : toute B-paire de de Rham est potentiellement
semi-stable.
Dans la suite de l’article, nous donnons quelques applications du the´ore`me A. Par
exemple, on montre que pour tout ϕ-module D sur l’anneau de Robba, il existe un ϕ-
module e´tale M ⊂ D[1/t] tel que M[1/t] = D[1/t]. Comme D(W )[1/t] « correspond » a`
We, on de´duit de cet e´nonce´ le re´sultat suivant, ou` HK = Gal(K/K(µp∞)).
The´ore`me C. — Si We est une Be-repre´sentation de GK , alors il existe une repre´sen-
tation p-adique V de HK telle que la restriction de We a` HK est isomorphe a` Be ⊗Qp V .
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Enfin, nous donnons (quand K ⊂ K0(µp∞)) une construction des (ϕ,Γ)-modules de
hauteur finie (ce sont ceux qui ont une base dans laquelle les matrices de ϕ et de γ ∈ ΓK
n’ont pas de de´nominateurs en X) a` partir de « ϕ-modules filtre´s sur K0 avec action
de ΓK ». Cela permet d’e´claircir la structure des B-paires de hauteur finie, et donc en
particulier des repre´sentations de hauteur finie. Un ϕ-module filtre´ sur K0 avec action de
ΓK est un ϕ-module D sur K0 muni d’une action de ΓK commutant a` ϕ et d’une filtration
stable par ΓK sur D∞ = K∞ ⊗K0 D.
The´ore`me D. — Si D est un ϕ-module filtre´ sur K0 avec action de ΓK, alors la B-paire
W (D) = ((Bmax ⊗K0 D)
ϕ=1,B+dR ⊗K∞ D∞) est de hauteur finie.
De plus, toute B-paire de hauteur finie s’obtient de cette manie`re etW (D1) = W (D2) si
et seulement s’il existe un isomorphisme K0[t, t
−1]⊗K0 D1 = K0[t, t
−1]⊗K0 D2 compatible
a` ϕ et ΓK, et compatible a` la filtration quand on e´tend les scalaires a` K∞((t)).
Des objets de nature similaire ont e´te´ e´tudie´s, dans un cadre un peu diffe´rent, par Kisin
dans [Kis06].
Pour terminer cette introduction, signalons que la notion de repre´sentation trianguline
de [Col07, Col05] s’e´crit de manie`re tre`s agre´able en termes de B-paires. On dit qu’une
B-paire est trianguline si elle est extension successive de B-paires de dimension 1. Par le
the´ore`me A, cela revient a` dire que D(W ) est extension successive de (ϕ,Γ)-modules de
rang 1. On retrouve donc la de´finition de [Col07, Col05] dans le cas ou` W =W (V ).
Remerciements : Je remercie Pierre Colmez pour de nombreuses discussions sur plu-
sieurs the`mes qui se sont concre´tise´s dans ce texte, Jean-Marc Fontaine pour avoir sugge´re´
que les Be-repre´sentations sont de bons objets et m’avoir explique´ ses ide´es sur le lien
entre les B-paires et les presque Cp-repre´sentations, Kiran Kedlaya pour ses explications
sur les ϕ-modules et les nombreux anneaux qui interviennent dans ses constructions, et
Kiran Kedlaya et Ruochuan Liu pour leur construction d’un contre-exemple a` une de mes
affirmations (cf. le (2) de la remarque 3.1.7). Cet article a e´te´ re´dige´ a` l’IHES qui m’a
offert d’excellentes conditions de travail.
1. Rappels et comple´ments
Dans ce chapitre, nous donnons des rappels sur les anneaux de pe´riodes et les (ϕ,Γ)-
modules.
1.1. L’anneau B˜
†
rig et ses petits camarades. — Nous commenc¸ons par faire des
rappels tre`s succints sur les de´finitions (donne´es dans [Fon94a] par exemple) des divers
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anneaux que nous utilisons dans cet article. Rappelons que E˜+ = lim
←−x 7→xp
OCp est un
anneau de caracte´ristique p, complet pour la valuation valE de´finie par valE(x) = valp(x
(0))
et qui contient un e´le´ment ε tel que ε(n) est une racine primitive pn-ie`me de l’unite´. On
fixe un tel ε dans tout l’article. L’anneau E˜ = E˜+[1/(ε−1)] est alors un corps qui contient
comme sous-corps dense la cloˆture alge´brique de Fp((ε − 1)). On pose A˜
+ = W (E˜+) et
A˜ = W (E˜) ainsi que B˜+ = A˜+[1/p] et B˜ = A˜[1/p]. L’application θ : B˜+ → Cp qui
a`
∑
k≫−∞ p
k[xk] associe
∑
k≫−∞ p
kx
(0)
k est un morphisme d’anneaux surjectif et B
+
dR est
le comple´te´ de B˜+ pour la topologie ker(θ)-adique, ce qui en fait un espace topologique
de Fre´chet. On pose X = [ε] − 1 ∈ A˜+ et t = log(1 + X) ∈ B+dR et on de´finit BdR par
BdR = B
+
dR[1/t]. Soit p˜ ∈ E˜
+ un e´le´ment tel que p(0) = p. L’anneau B+max est l’ensemble
des se´ries
∑
n>0 bn([p˜]/p)
n ou` bn ∈ B˜
+ et bn → 0 quand n → ∞ ce qui en fait un sous-
anneau de B+dR muni en plus d’un Frobenius ϕ qui est injectif, mais pas surjectif. On
pose B˜+rig = ∩n>0ϕ
n(B+max) ce qui en fait un sous-anneau de B
+
max sur lequel ϕ est bijectif.
On pose enfin Bmax = B
+
max[1/t] et Bst = Bmax[log[p˜]] ce qui fait de Bst un sous-anneau
de BdR muni de ϕ et d’un ope´rateur de monodromie N . Remarquons que l’on travaille
souvent avec Bcris plutoˆt que Bmax mais le fait de pre´fe´rer Bmax ne change rien aux
re´sultats et est plus agre´able pour des raisons techniques.
Rappelons que les anneaux Bmax et BdR sont relie´s, en plus de l’inclusion Bmax ⊂
BdR, par la suite exacte fondamentale 0 → Qp → B
ϕ=1
max → BdR/B
+
dR → 0. Ce sont
ces anneaux que l’on utilise en the´orie de Hodge p-adique. Le point de de´part de la
the´orie des (ϕ,Γ)-modules sur l’anneau de Robba (dont on parle au paragraphe 1.2) est
la construction d’anneaux interme´diaires entre B˜+ et B˜. Si r > 0, soit B˜†,r l’ensemble des
x =
∑
k≫−∞ p
k[xk] ∈ B˜ tels que valE(xk)+k ·pr/(p−1) tend vers +∞ quand k augmente.
On pose B˜† = ∪r>0B˜
†,r, c’est le corps des e´le´ments surconvergents, de´fini dans [CC98].
L’anneau B˜†rig = ∪r>0B˜
†,r
rig de´fini dans [Ber02, §2.3] est en quelque sorte la somme de B˜
+
rig
et B˜† ; de fait, on a une suite exacte (d’anneaux et d’espaces de Fre´chet) :
0→ B˜+ → B˜+rig ⊕ B˜
†,r → B˜†,rrig → 0.
Rappelons que K0 = W (k)[1/p] ; pour 1 6 n 6 +∞, on pose Kn = K(µpn) et HK =
Gal(K/K∞) et ΓK = GK/HK . Si R est un anneau muni d’une action de GK (c’est le
cas pour tous ceux que nous conside´rons), on note RK = R
HK . L’anneau B˜†,rrig contient
l’ensemble des se´ries f(X) =
∑
k∈Z fkX
k avec fk ∈ K0 telles que f(X) converge sur
{p−1/r 6 |X| < 1}. Cet anneau est note´ B†,rrig,K0. Si K est une extension finie de K0, il lui
correspond par la the´orie du corps de normes (cf. [FW79] et [Win83]) une extension finie
B
†,r
rig,K qui s’identifie (si r est assez grand) a` l’ensemble des se´ries f(XK) =
∑
k∈Z fkX
k
K
avec fk ∈ K
′
0 telles que f(XK) converge sur {p
−1/er 6 |XK | < 1} ou` XK est un certain
e´le´ment de B˜†K et K
′
0 est la plus grande sous-extension non ramifie´e de K0 dans K∞ et
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e = [K∞ : K0(µp∞)]. On pose B
†
rig,K = ∪r>0B
†,r
rig,K et B
†,r
K = B
†,r
rig,K∩B˜
† et B†K = ∪r>0B
†,r
K .
Les anneaux B˜†rig et B
†
rig,K co¨ıncident avec les anneaux Γ
alg
an,con et Γan,con de´finis dans
[Ked05, §2.2] (cf. en particulier la convention 2.2.16 et la remarque 2.4.13 de [Ked05]).
Kedlaya les a e´tudie´s en de´tail et nous rappelons a` pre´sent quelques uns des re´sultats que
nous utilisons dans la suite.
Proposition 1.1.1. — Les anneaux B˜†,rrig et l’anneau B˜
†
rig sont de Be´zout, ainsi que
les anneaux B†,rrig,K et l’anneau B
†
rig,K. Si R est l’un de ces anneaux, et si M est un
sous-R-module d’un R-module libre de rang fini, alors les affirmations suivantes sont
e´quivalentes :
(1) M est libre ;
(2) M est ferme´ ;
(3) M est de type fini.
De´monstration. — Pour B˜†,rrig ouB
†,r
rig,K , c’est le the´ore`me 2.9.6 de [Ked05] et pour B˜
†
rig ou
B
†
rig,K , c’est une conse´quence imme´diate de ce que B˜
†
rig = ∪r>0B˜
†,r
rig et B
†
rig,K = ∪r>0B
†,r
rig,K .
L’affirmation quant aux sous-modules des modules libres est contenue dans le corollaire
2.8.5 et la de´finition 2.9.5 de [Ked05].
Corollaire 1.1.2. — Si R est l’un des anneaux ci-dessus, et si f : D → E est un
morphisme de R-modules libres de rang fini, alors im(f) et ker(f) sont libres de rang fini.
De plus, ker(f) est sature´ dans D.
Remarque 1.1.3. — Les anneaux B˜+ et B˜+rig ne sont pas de Be´zout.
De´monstration. — Commenc¸ons par B˜+. Soit β1 > β2 > · · · une suite convexe
de´croissante d’e´le´ments de Z[1/p] qui converge vers β > 0 ; si r ∈ Z[1/p], e´crivons Y r
pour [p˜r] (rappelons que E˜+ est un anneau parfait et donc que p˜r est bien de´termine´).
On pose f =
∑
i>0 p
iY β2i et g =
∑
i>0 p
iY β2i+1 . Supposons que l’ide´al de B˜+ engendre´
par f et g est principal, engendre´ par un e´le´ment h. Cet e´le´ment est ne´cessairement
dans Y >βB˜+, puisque f et g le sont et comme A˜+/p est inte`gre, on peut supposer que
h ∈ A˜+ et que I = (f, g) ∩ A˜+ = hA˜+. On a alors valE(h) > β. Par ailleurs, on a
(f − gY β0−β1)/p ∈ (f, g) et cet e´le´ment s’e´crit
∑
i>0 p
iY β2i+2(1 + O(Y )) (c’est la` qu’on
utilise la convexite´ de la suite) et en ite´rant ce proce´de´, on voit que I contient un e´le´ment
de la forme
∑
i>0 p
iY β2i+j (1 + O(Y )) pour tout j > 0 et donc que l’image de I dans E˜+
contient des e´le´ments de valuation βj pour tout j > 0. Ceci entraˆıne que valE(h) = β. Si
β 6∈ Q, c’est impossible et donc B˜+ n’est pas de Be´zout.
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Si B˜+rig e´tait de Be´zout, alors il existerait h ∈ B˜
+
rig tel que (f, g) = hB˜
+
rig et en utilisant
la the´orie des polygones de Newton de [Ked05, §2.5], on montre que h ∈ B˜+. Comme ci-
dessus, on peut supposer que h ∈ A˜+ \pA˜+. Chacun des e´le´ments fj =
∑
i>0 p
iY β2i+j(1+
O(Y )) construits ci-dessus pour j > 0 peut donc s’e´crire fj = hxj et encore une fois, on a
force´ment xj ∈ A˜
+. On a alors valE(h) 6 valE(f j) = βj ce qui fait que valE(h) 6 β. Par
ailleurs, si α ∈ Z[1/p] et α < β, alors Y α divise f et g ce qui fait que (f, g) ⊂ Y αB˜+rig et
donc aussi que h ∈ Y αB˜+rig ∩ A˜
+ = Y αA˜+ pour tout α < β. Si β 6∈ Q, alors valE(h) < β
et en choisissant valE(h) < α < β, on trouve une contradiction, ce qui fait que B˜
+
rig n’est
pas de Be´zout.
Une grande partie de l’article [Ked05] est consacre´ a` l’e´tude des ϕ-modules sur l’anneau
B˜
†
rig ou sur l’anneau B
†
rig,K . Nous rappelons a` pre´sent quelques re´sultats quant au premier
cas (pour le deuxie`me, voir le paragraphe 1.2).
De´finition 1.1.4. — Si h > 1 et a ∈ Z sont deux entiers premiers entre eux,
alors le ϕ-module e´le´mentaire Ma,h est le ϕ-module de base e0, . . . , eh−1 avec ϕ(e0) =
e1, . . . , ϕ(eh−2) = eh−1 et ϕ(eh−1) = p
ae0 (cf. la de´finition 4.1.1 de [Ked05] ; on utilise
(a, h) plutoˆt que (c, d) pour eˆtre compatible avec les notations de Colmez et de Fontaine).
Proposition 1.1.5. — Si M est un ϕ-module sur B˜†rig, alors il existe des entiers ai, hi
tels que M = ⊕Mai,hi.
De´monstration. — Etant donne´e la de´finition 4.5.1 de [Ked05], c’est le (a) du the´ore`me
4.5.7 de [Ked05].
Remarquons que la de´composition n’est pas canonique, mais que l’ensemble des pentes
si = ai/hi compte´es avec multiplicite´s est canonique (cf. le (c) du the´ore`me 4.5.7 de
[Ked05]). Les rationnels que l’on obtient ainsi sont les pentes de M .
Corollaire 1.1.6. — Si M est un ϕ-module sur B˜†rig, alors 1 − ϕ : M [1/t] → M [1/t]
est surjective.
De´monstration. — Si n > 0, alors (1 − ϕ)(t−nx) = t−n(1 − p−nϕ)(x) et il suffit donc de
montrer que si n≫ 0, alors 1−p−nϕ : M →M est surjectif. Etant donne´e la proposition
1.1.5 ci-dessus et le fait que Ma,h(−n) = Ma−nh,h, c’est une conse´quence imme´diate du
(b) de la proposition 4.1.3 de [Ked05].
L’anneau Bϕ=1max (qui est e´gal a` B
ϕ=1
cris ) occupe une place centrale dans cet article ; il
est traditionnellement note´ Be. Etant donne´e la de´finition de B˜
+
rig, il est clair que l’on a
Be = (B˜
+
rig[1/t])
ϕ=1.
Lemme 1.1.7. — On a Be = (B˜
†
rig[1/t])
ϕ=1.
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De´monstration. — Si x ∈ Be, alors x ∈ (B˜
+
rig[1/t])
ϕ=1 ⊂ (B˜†rig[1/t])
ϕ=1. Re´ciproquement,
si x ∈ (B˜†rig[1/t])
ϕ=1, alors il existe n > 0 tel que x = tnxn avec xn ∈ (B˜
†
rig)
ϕ=pn et le lemme
suit alors de la proposition 3.2 de [Ber02] qui nous dit que (B˜†rig)
ϕ=pn = (B˜+rig)
ϕ=pn.
Lemme 1.1.8. — On a B×e = Q
×
p et si z ∈ Be engendre un Be-module de rang 1 stable
par GK, alors z ∈ Q
×
p .
De´monstration. — Soient x et y dans Be tels que xy = 1 et v(x) et v(y) leurs valuations
t-adiques dans BdR. On a v(x) + v(y) = 0 et comme Be ∩ Fil
1BdR = 0, cela entraˆıne que
v(x) = v(y) = 0. Le fait que B×e = Q
×
p suit alors du fait que Be ∩ Fil
0BdR = Qp.
Si z ∈ Be engendre un Be-module de rang 1 stable par GK , alors g(z)/z ∈ Q
×
p si
g ∈ GK et l’application g 7→ g(z)/z de´finit un caracte`re cristallin de GK . Un re´sultat
classique (cf. le lemme 5.1.3 de [Fon94b]) dit qu’un tel z ∈ Bmax est de la forme t
nz0
avec n ∈ Z et z0 ∈ Q̂
nr
p et si en plus ϕ(z) = z, alors z ∈ Q
×
p .
En premie`re approximation, on peut d’ailleurs penser a` Be comme a` l’anneau des
polynoˆmes P (Y ) ∈ Cp[Y ] tels que P (0) ∈ Qp.
Proposition 1.1.9. — L’anneau Be est de Be´zout.
De´monstration. — Il suffit de montrer que si f, g ∈ Be, alors l’ide´al qu’ils engendrent est
principal. Soit n > 0 tel que f, g ∈ t−n(B˜+rig)
ϕ=pn. Comme B˜†rig est de Be´zout, il existe
h ∈ B˜†rig tel que t
nfB˜†rig + t
ngB˜†rig = hB˜
†
rig. En particulier, il existe α, β ∈ B˜
†
rig tels que
tnfα+ tngβ = h. En appliquant ϕ±1 a` cette relation, on trouve que h et ϕ(h) engendrent
le meˆme ide´al de B˜†rig. Par la proposition 3.3.2 de [Ked05], on peut (quitte a` multiplier
h par une unite´) supposer que ϕ(h) = pmh avec m ∈ Z ; on en de´duit que l’ide´al de
B˜
†
rig[1/t] engendre´ par f et g est engendre´ par h/t
m ∈ Be.
Reste a` voir que h/tm est dans l’ide´al de Be engendre´ par f et g. On se rame`ne a`
montrer que si f, g ∈ Be engendrent B˜
†
rig[1/t], alors ils engendrent Be. Soit n > 0 tel
que tnf, tng ∈ B˜†rig et I l’ide´al (principal) de B˜
†
rig qu’ils engendrent. Conside´rons la suite
exacte 0→ M → tnfB˜†rig ⊕ t
ngB˜†rig → I → 0. Le B˜
†
rig-module M est ferme´ et donc libre
de rang fini (e´gal a` 1) et c’est un ϕ-module. En tensorisant la suite exacte par B˜†rig[1/t]
(qui est plat sur B˜†rig) et en prenant les invariants par ϕ, on trouve un morceau de suite
exacte : fBe ⊕ gBe → Be → M [1/t]/(1− ϕ) et on conclut par le corollaire 1.1.6.
Remarque 1.1.10. — L’anneau Be est la re´union pour n > 0 des t
−n(B+max)
ϕ=pn et
chacun d’entre eux est un espace de Banach. La topologie de Be est celle de la limite
inductive, ce qui en fait un espace LF.
Si h > 1, soit th ∈ B
+
max l’e´le´ment construit dans [Col02, §9] (c’est une pe´riode d’un
groupe de Lubin-Tate associe´ a` l’uniformisante p de Qph) et dont les proprie´te´s sont
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rappele´es au de´but de [Col03, §2.4]. On a notamment ϕh(th) = pth et
∏h−1
j=0 ϕ
j(th) ∈
Q×p · t.
Lemme 1.1.11. — Si h > 1 et a ∈ Z, alors (B˜+rig[1/t])
ϕh=pa est un Be-module libre de
rang h.
De´monstration. — L’application x 7→ x/tah est un isomorphisme de (B˜
+
rig[1/t])
ϕh=pa sur
(B˜+rig[1/t])
ϕh=1. On se rame`ne donc au cas a = 0. Si ω ∈ Qph engendre une base nor-
male de Qph sur Qp, alors la matrice (ϕ
i+j(ω))16i,j6h est inversible et l’application de
(B˜+rig[1/t])
ϕh=1 dans Qph ⊗Qp Be donne´e par x 7→
∑h−1
i=0 ϕ
i(ω) ⊗ ϕi(x) est un isomor-
phisme, d’ou` le lemme.
L’anneau B˜†,rrig est muni d’une topologie de Fre´chet, qui est de´finie par des valuations
V[r;s] avec s > r. On appelle B˜
[r;s] le comple´te´ de B˜†,rrig pour la valuation V[r;s] et B
[r;s]
K le
comple´te´ de B†,rrig,K . Les valuations V[r;s] et les anneaux B˜
[r;s] ont e´te´ de´finis dans [Ber02,
§2.1] (ou` ils sont note´s B˜[r;s]) et e´tudie´s dans [Col03, Ked05] (entre autres) mais il faut
faire attention au fait que les notations sont diffe´rentes. Les valuations sont indexe´es par
des intervalles et si l’on pose ρ(r) = (p− 1)/pr, alors notre intervalle [r; s] co¨ıncide avec
l’intervalle [ρ(s); ρ(r)] de [Col03] et de [Ked05].
Voici un tableau re´capitulatif de quelques unes des notations :
Berger [Ber02] Colmez [Col03] Kedlaya [Ked05]
B˜
†
rig B˜
†
rig Γ
alg
an,con
B˜
†,ρ(r)
rig B˜
]0;r] Γalgan,r
B˜[ρ(s);ρ(r)] — Γ
alg
[r;s]
B˜†,ρ(r) B˜(0;r] Γalgr [1/p]
B
†,ρ(r)
rig,K B
]0;r]
K Γan,r
B
†,ρ(r)
K B
(0;r]
K Γr[1/p]
L’anneau B˜[r;s] est muni d’une action de GK et la me´thode de Sen (cf. [Col01] et
[BC07]) permet de simplifier grandement l’e´tude des B˜[r;s]-repre´sentations de GK .
Proposition 1.1.12. — L’anneau Λ˜ = B˜[r;s] ve´rifie les conditions (TS1), (TS2) et
(TS3) avec ΛHK ,n = ϕ
−n(B
[pnr;pns]
K ) et valΛ = V[r;s], les constantes c1 > 0, c2 > 0 et
c3 > 1/(p− 1) pouvant eˆtre choisies arbitrairement.
De´monstration. — Ceci est de´montre´ dans [Col03] : la condition (TS1) re´sulte du lemme
10.1, la condition (TS2) re´sulte de la proposition 8.12 et du fait que B˜
]0;ρ(r)]
K est dense
dans B˜
[r;s]
K et la condition (TS3) re´sulte de la proposition 9.10 et de la meˆme densite´.
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Lemme 1.1.13. — Si r ≫ 0 et si I est un intervalle contenu dans [r; +∞[, alors BIK ∩
B˜
†,r
rig = B
†,r
rig,K.
De´monstration. — Le corollaire 2.5.7 de [Ked05] nous dit que x ∈ BJK pour tout inter-
valle I ⊂ J ⊂ [r; +∞[ ce qui fait que x ∈ B†,rrig,K .
1.2. Les (ϕ,Γ)-modules sur l’anneau de Robba. — Nous donnons quelques
rappels et comple´ments concernant les re´sultats de Kedlaya (en essayant de renvoyer
syste´matiquement a` [Ked05] quand c’est possible) sur les pentes des ϕ-modules sur
B
†
rig,K . Rappelons qu’un ϕ-module sur un anneau R est un R-module libre D muni d’un
Frobenius ϕ tel que ϕ∗(D) = D. Si cet anneau est en plus muni d’une action de ΓK ,
alors un (ϕ,Γ)-module est un ϕ-module muni d’une action semi-line´aire et continue de
ΓK qui commute a` ϕ. Nous renvoyons a` l’article de Kedlaya pour la notion de pentes des
ϕ-modules. Contentons-nous de dire que si D est un ϕ-module sur B†rig,K alors ses pentes
sont les rationnels qui sortent de la proposition 1.1.5 applique´e a` B˜†rig ⊗B†
rig,K
D.
Lemme 1.2.1. — Si D est un ϕ-module de rang 1 sur B†rig,K, alors la pente de D ap-
partient a` Z.
De´monstration. — Cette pente appartient a` l’image par valp du corps des coefficients de
B
†
rig,K et le lemme suit du fait que ce corps est une extension non ramifie´e de K0. On
peut aussi dire que la pente de Ma,1 est a ∈ Z.
De´finition 1.2.2. — Si D est un ϕ-module, son degre´ deg(D) est la pente de det(D).
Lemme 1.2.3. — Si s ∈ Q, alors un ϕ-module sur B†rig,K qui est une extension de
ϕ-modules isoclines de pente s est lui-meˆme isocline de pente s.
De´monstration. — Ecrivons s = n/d ; si on a une suite exacte 0 → D1 → D → D2 → 0
avec D1 et D2 isoclines de pente s, alors on peut e´crire Di = B
†
rig,K ⊗B†
K
D†i ou` D
†
i est un
ϕ-module sur B†K admettant une base dans laquelle p
−nMat(ϕd) ∈ GLd(A
†
K). Le lemme
re´sulte alors de la proposition 7.4.1 de [Ked05] qui nous permet de trouver une base de
D dans laquelle p−nMat(ϕd) ∈ GLd(A
†
K).
Rappelons le re´sultat principal de [Ked04] (rede´montre´ et ge´ne´ralise´ dans [Ked05] et
[Ked06]).
The´ore`me 1.2.4. — Si D est un ϕ-module sur B†rig,K, alors il existe une unique filtra-
tion 0 = D0 ⊂ D1 ⊂ · · · ⊂ Dℓ = D par des sous-ϕ-modules sature´s, telle que :
(1) pour tout 1 6 i 6 ℓ, le quotient Di/Di−1 est isocline ;
(2) si l’on appelle si la pente de Di/Di−1, alors s1 < s2 < · · · < sℓ.
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Remarque 1.2.5. — Plac¸ons-nous dans la situation du the´ore`me 1.2.4 ci-dessus ; par
la proposition 1.1.5, il existe des entiers aj , hj tels que B˜
†
rig ⊗B†
rig,K
D = ⊕Maj ,hj . Cette
de´composition n’est pas canonique, mais l’ensemble des aj/hj est bien de´fini et co¨ıncide,
si l’on compte les multiplicite´s, avec l’ensemble des si (cf. le corollaire 6.4.2 de [Ked05]).
De´finition 1.2.6. — Si D est un ϕ-module de rang d sur B†rig,K , alors (cf. [Ked04, p.
157]) son polygone de Newton NP(D) est la re´union des segments d’extre´mite´s (i, yi) et
(i+ 1, yi+1) pour 0 6 i 6 d − 1 ou` y0 = 0 et yi+1 − yi est la i+ 1-ie`me plus petite pente
de D en comptant les multiplicite´s. Dans les notations du the´ore`me 1.2.4, NP(D) est la
re´union des ℓ segments de longueur rg(Di/Di−1) et de pente si pour 1 6 i 6 ℓ.
Remarquons que par le lemme 1.2.1, les sommets de NP(D) sont a` coordonne´es entie`res.
Le dernier sommet est de coordonne´es (rg(D), deg(D)).
Lemme 1.2.7. — Si D est un ϕ-module sur B†rig,K et si M est un sous-ϕ-module de D
(pas ne´cessairement sature´ ni de meˆme rang), alors NP(M) est au-dessus de NP(D), et
si NP(M) et NP(D) ont meˆme extre´mite´, alors M = D.
De´monstration. — Si l’on appelle σ1, . . . , σd et τ1, . . . , τm les pentes de D et M prises avec
multiplicite´, l’affirmation « NP(M) est au-dessus de NP(D) » est e´quivalente au fait que
pour tout 1 6 k 6 m, on a σ1+σ2+ · · ·+σk 6 τ1+ τ2+ · · ·+ τk, ce qui revient a` dire que
pour tout 1 6 k 6 m, la plus petite pente de ∧kD est infe´rieure ou e´gale a` la plus petite
pente de ∧kM. Ceci suit, apre`s extension des scalaires a` B˜†rig, du (a) de la proposition
4.5.14 de [Ked05].
Enfin si NP(M) et NP(D) ont meˆme extre´mite´, alors M et D ont meˆme rang (le rang
e´tant la x-longueur du polygone de Newton) et det(M) = α ·det(D) ou` α ·B†rig,K est e´tale,
NP(M) et NP(D) ayant la meˆme extre´mite´. Par la proposition 3.3.2 de [Ked05], α est
une unite´ de B˜†rig ; c’est donc une unite´ de B
†
rig,K , ce qui fait que M = D.
Corollaire 1.2.8. — Si 0 → D1 → D → D2 est une suite exacte de ϕ-modules, avec
rg(D) = rg(D1)+rg(D2), alors deg(D) > deg(D1)+deg(D2) et on a e´galite´ si et seulement
si D→ D2 est surjective.
De´monstration. — Par le lemme 1.2.7 ci-dessus, on a deg(im(D→ D2)) > deg(D2) avec
e´galite´ si et seulement si D→ D2 est surjective. On se rame`ne donc a` montrer que si on
a une suite exacte 0→ D1 → D→ D2 → 0, alors deg(D) = deg(D2) + deg(D1). Ceci suit
du fait que detMat(ϕ | D) = detMat(ϕ | D1) · detMat(ϕ | D2).
Pour terminer ce paragraphe, disons quelques mots de la « localisation en ε(n) − 1 » ;
si n > 0, alors on pose rn = p
n−1(p − 1). Si x =
∑
k≫−∞ p
k[xk] ∈ B˜
†,r0 alors la se´rie
qui de´finit x converge dans B+dR et on en de´duit un morphisme injectif note´ ι0 de B˜
†,r0
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dans B+dR. Ce morphisme s’e´tend par continuite´ en un morphisme toujours injectif (voir
la proposition 2.25 de [Ber02]) ι0 : B˜
†,r0
rig → B
+
dR. Si r > 0, alors soit n(r) le plus petit
entier tel que rn > r. Si n > n(r), et si x ∈ B˜
†,r
rig, alors ϕ
−n(x) ∈ B˜
†,r/pn
rig ⊂ B˜
†,r0
rig et on
en de´duit un morphisme injectif ιn = ι0 ◦ ϕ
−n : B˜†,rrig → B
+
dR. On pose Q1 = ϕ(X)/X et
Qn = ϕ
n−1(Q1) ce qui fait que si n > 1, alors Qn est le polynoˆme minimal de ε
(n)−1. Par
la proposition 4.8 de [Ber02], l’application θ ◦ ιn : B˜
†,r
rig → Cp est surjective et son noyau
est l’ide´al engendre´ par Qn. Par le lemme 5.11 de [Ber02], la restriction de ιn a` B
†,r
rig,K
a pour image un sous-anneau dense (pour la topologie t-adique) de Kn[[t]]. Si D
r est un
B
†,r
rig,K-module, cette application ιn : B
†,r
rig,K → Kn[[t]] nous permet de de´finir la localisation
Kn[[t]] ⊗
ιn
B
†,r
rig,K
Dr de Dr en ε(n) − 1 pour n > n(r). Cette construction est fondamentale
autant dans cet article que dans [Ber04b].
2. Les B-paires
Une B-paire est un couple W = (We,W
+
dR) ou` We est un Be-module libre de rang fini
muni d’une action semi-line´aire et continue de GK (c’est-a`-dire une Be-repre´sentation)
et W+dR est un B
+
dR-re´seau de WdR = BdR ⊗Be We stable par GK (rappelons que toute
BdR-repre´sentation admet un B
+
dR-re´seau stable par Galois, cf. par exemple le de´but du
§3.5 de [Fon04]).
L’objet de ce chapitre est d’e´tudier la cate´gorie des B-paires, et le re´sultat principal
est que cette cate´gorie est e´quivalente a` la cate´gorie des (ϕ,Γ)-modules sur B†rig,K .
2.1. La cate´gorie des B-paires. — Ce paragraphe est principalement consacre´ a`
donner des de´finitions relatives a` la cate´gorie des B-paires.
De´finition 2.1.1. — Si W est une B-paire, alors on appelle dimension de W le rang
commun de We et de W
+
dR.
Si W et X sont deux B-paires, un morphisme de B-paires f : W → X est la donne´e
de deux applications (fe, f
+
dR) de We dans Xe et de W
+
dR dans X
+
dR telles que les deux
applications induites par extension des scalaires a` BdR co¨ıncident ; on appelle alors fdR
cette application.
Exemple 2.1.2. — Voici deux classes importantes de B-paires.
(1) Si V est une repre´sentation p-adique de GK , alors (Be ⊗Qp V,B
+
dR ⊗Qp V ) est une
B-paire note´e W (V ) ;
(2) si D est un (ϕ,N)-module filtre´ sur K, alors ((Bst⊗K0D)
ϕ=1,N=0,Fil0(BdR⊗KDK))
est une B-paire note´e W (D).
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Lemme 2.1.3. — Si W est une B-paire de dimension 1, alors il existe un caracte`re
η : GK → Q
×
p et i ∈ Z tels que We = Be(η) et W
+
dR = t
iB+dR.
De´monstration. — La premie`re assertion re´sulte du lemme 1.1.8 et la deuxie`me du fait
que les ide´aux fractionnaires de BdR sont tous de la forme t
iB+dR.
Lemme 2.1.4. — Si f : W → X est un morphisme de B-paires, alors Xe/fe(We) est
sans torsion.
De´monstration. — Le Be-module Satfe(We) est libre de meˆme rang que fe(We) et le
lemme 1.1.8 montre que det fe(We) = det Satfe(We) ce qui fait que l’image de fe(We) est
sature´e dans Xe.
Remarque 2.1.5. — En revanche, X+dR/f
+
dR(W
+
dR) peut avoir de la torsion (conside´rer
par exemple l’application naturelle (Be, tB
+
dR) → (Be,B
+
dR)). On dit que f est strict si
X+dR/f
+
dR(W
+
dR) est sans torsion. L’existence de morphismes non-stricts implique que la
⊗-cate´gorie additive des B-paires n’est pas abe´lienne.
De´finition 2.1.6. — Si W et X sont deux B-paires, on dit que W est un sous-objet de
X s’il existe un morphisme injectif strict f : W → X . Une suite exacte est une suite ou`
les morphismes sont stricts et les conditions habituelles (image - noyau) sont satisfaites.
Lemme 2.1.7. — Si f : W → X est un morphisme de B-paires, alors ker(f) =
(ker(fe), ker(f
+
dR)) est un sous-objet de W et im(f) = (im(fe), im(f
+
dR)) ⊂ X est une
B-paire et la suite 0→ ker(f)→ W → im(f)→ 0 est exacte.
De´finition 2.1.8. — Si W et X sont deux B-paires, on dit que W est une modification
de X si We ≃ Xe.
2.2. Construction de (ϕ,Γ)-modules. — Dans ce paragraphe, on associe a` toute B-
paire un (ϕ,Γ)-module et on montre le the´ore`me A de l’introduction. Les constructions
qui permettent de relier la cate´gorie des B-paires et celle des (ϕ,Γ)-modules sont proches
de celles qu’on trouve dans l’article [Col03], notamment les §§2, 3 et 10.
Rappelons que si n > 0, alors on pose rn = p
n−1(p−1) et que si r > 0, alors n(r) est le
plus petit entier tel que rn > r. Si W est une B-paire est si n > n(r), alors l’application
ιn : B˜
†,r
rig[1/t] → BdR nous donne un morphisme ιn : B˜
†,r
rig[1/t] ⊗Be We → BdR ⊗Be We =
WdR.
Lemme 2.2.1. — Si W est une B-paire, et si D˜r(W ) = {y ∈ B˜†,rrig[1/t]⊗Be We tels que
ιn(y) ∈ W
+
dR pour tout n > n(r)}, alors :
(1) D˜r(W ) est un B˜†,rrig-module libre de rang d ;
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(2) D˜r(W )[1/t] = B˜†,rrig[1/t]⊗Be We ;
(3) D˜r(W ) est stable par GK et ϕ(D˜
r(W )) = D˜pr(W ).
De´monstration. — Commenc¸ons par remarquer que si n > n(r), alors l’image de
B˜
†,r
rig[1/t] ⊗Be We par l’application ιn est dense dans WdR. Soit D˜
r
n(r)(W ) = {y ∈
B˜
†,r
rig[1/t] ⊗Be We tels que ιn(r)(y) ∈ W
+
dR} ; c’est un B˜
†,r
rig-module libre de rang d (il est
engendre´ par d e´le´ments dont les images forment une base de W+dR). Par ailleurs D˜
r(W )
est ferme´ dans D˜rn(r)(W ) et par la proposition 1.1.1, D˜
r(W ) est libre de rang 6 d.
Montrons que si x ∈ B˜†,rrig[1/t] ⊗Be We, alors il existe m > 0 tel que t
mx ∈ D˜r(W )
ce qui implique que D˜r(W ) est un B˜†,rrig-module libre de rang d et que D˜
r(W )[1/t] =
B˜
†,r
rig[1/t] ⊗Be We. Si e1, . . . , ed est une base de We, alors il existe m1 tel que pour tout
n > n(r), l’image par ιn des t
m1ei appartient a` W
+
dR (si c’est vrai pour un n, c’est vrai
pour tous car ϕ(ei) = ei). Comme Be = ∪j>0t
−j(B˜+rig)
ϕ=pj , il existe m2 tel que t
m2x
appartient au B˜†,rrig-module engendre´ par les ei. On peut alors prendre m = m1 +m2.
Ceci de´montre les points (1) et (2), et le (3) est une e´vidence.
Lemme 2.2.2. — Pour tout n > n(r), l’image de D˜r(W ) par ιn contient une base de
W+dR et si D˜
′ est un sous-B˜†,rrig-module ferme´ stable par GK de D˜
r(W ), dont l’image par
ιn contient une base de W
+
dR pour tout n > n(r), alors D˜
′ = D˜r(W ).
De´monstration. — Soient n > n(r) et x1, . . . , xd des e´le´ments de B˜
†,r
rig[1/t] ⊗Be We dont
les images par ιn forment une base de W
+
dR. Si ℓ > 0 est tel que t
ℓxi ∈ D˜
r(W ) pour tout
i, alors posons yi = (t/Qn)
ℓxi. Pour tout m > n(r) on a ιm(yi) ∈ W
+
dR et par ailleurs
ιn(yi) = inversible · ιn(xi) ce qui fait que l’image de D˜
r(W ) par ιn contient bien une base
de W+dR.
Pour montrer l’unicite´, on se rame`ne au cas de rang 1 en prenant le de´terminant. Il faut
donc montrer que si x ∈ B˜†,rrig engendre un ide´al stable par GK et si ιn(x) est une unite´ de
B+dR pour tout n > n(r), alors x est une unite´. Soit η : GK → (B˜
†,r
rig)
× = (B˜†,r)× le cocycle
g 7→ g(x)/x. Par la proposition 4.2.1 de [BC07], l’anneau B˜†,r satisfait les conditions de
Tate-Sen et il existe donc une extension finie L de K, un entier m > 0 et une unite´
y ∈ (B˜†,r)× tels que h(xy) = xy si h ∈ HL et g(xy)/xy ∈ ϕ
−m(B†,p
mr
L ) si g ∈ GK . Le
lemme 3.2.5 de [BC07] montre alors que, quitte a` augmenter m, on a xy ∈ ϕ−m(B†,p
mr
L ).
Si L0 ⊂ L est une sous-extension non ramifie´e de L, alors NL/L0(ϕ
m(xy)) est un e´le´ment
de B†,p
mr
L0
qui engendre un ide´al stable par un sous-groupe ouvert de ΓL. Un raisonnement
analogue a` celui du lemme I.3.2 de [Ber04a] montre que cet ide´al est engendre´ par un
e´le´ment de la forme
∏
n>n(r)(Qn+m/p)
αn et la condition selon laquelle ιn(x) est une unite´
de B+dR pour tout n > n(r) nous dit que les αn sont tous nuls, ce qui fait que ϕ
m(xy) est
une unite´, et donc que x est une unite´.
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En particulier, si s > r, alors l’application naturelle B˜†,srig⊗eB†,r
rig
D˜r(W )→ D˜s(W ) est un
isomorphisme.
De´finition 2.2.3. — On de´finit D˜(W ) = B˜†rig ⊗eB†,r
rig
D˜r(W ) et si I est un intervalle
contenu dans [r; +∞[, alors on pose D˜I(W ) = B˜I ⊗eB†,r
rig
D˜r(W ).
Le lemme 2.2.2 ci-dessus montre que cela ne de´pend pas du choix de r ∈ I. Remarquons
en particulier que si J ⊂ I, alors D˜J(W ) = B˜J ⊗eBI D˜
I(W ).
Proposition 2.2.4. — Si W est une B-paire, et si I est un intervalle, alors il existe
j > 0 et une extension finie L de K tels que pour tout k > 0, il existe un Bp
j+kI
L -module
Dp
j+kI
L libre de rang fini ve´rifiant :
(1) B˜p
j+kI ⊗
B
pj+kI
L
Dp
j+kI
L = D˜
pj+kI(W ) ;
(2) ϕ∗(Dp
j+kI
L ) = D
pj+k+1I
L ;
(3) les images de Dp
j+kI
L et D
pj+k+1I
L dans D˜
pj+kI∩pj+k+1I(W ) engendrent le meˆme
B
pj+kI∩pj+k+1I
L -module.
De´monstration. — Si l’on se donne une base de D˜I(W ), alors l’action de GK est donne´e
par une applicationGK → GLd(B˜
I) et il existe une extension finie L deK telle que l’image
de GL par cette application soit incluse dans l’ensemble des matrices M ve´rifiant VI(1−
M) > c1+2c2+2c3. Par la proposition 1.1.12, B˜
I satisfait les conditions de Tate-Sen et la
proposition 3.2.6 de [BC07] nous fournit alors une nouvelle base de D˜I(W ) et n > 0 tels
que l’application GK → GLd(B˜
I) est triviale sur HL et a` valeurs dans GLd(ϕ
−n(Bp
nI
L )). Si
Dp
nI
L est le B
pnI
L -module engendre´ par ϕ
n de cette base, alors D˜p
nI(W ) = B˜p
nI⊗
B
pnI
L
Dp
nI
L .
Posons J = pnI ∩ pn+1I et Dp
j+k+1I
L = ϕ
∗(Dp
j+kI
L ) pour k > 0. Si J est vide, alors il
suffit de prendre j = n, les conditions (1) et (2) e´tant ve´rifie´es et la condition (3) vide.
Supposons donc que J est non vide ; l’unicite´ dans la me´thode de Sen (cf. la de´monstration
du (3) de la proposition 3.3.1 de [BC07]) ne nous donne pas la condition (3), mais nous
dit qu’il existe m > 0 tel que :
ϕ−m(Bp
mJ
L )⊗BpnI
L
Dp
nI
L = ϕ
−m(Bp
mJ
L )⊗Bpn+1I
L
Dp
n+1I
L .
En appliquant ϕm a` cette relation, on voit que (3) est satisfaite en prenant j = m+n.
Proposition 2.2.5. — Si W = (We,W
+
dR) est une B-paire de dimension d, alors il
existe un unique (ϕ,ΓK)-module D(W ) sur B
†
rig,K tel que B˜
†
rig ⊗B†
rig,K
D(W ) = D˜(W ).
De´monstration. — Choisissons un intervalle I tel que I ∩ pI est non vide. Le (3) de
la proposition 2.2.4 nous fournit une collection compatible de Bp
j+kI
L -modules, et par
la de´finition 2.8.1 et le the´ore`me 2.8.4 de [Ked05], il existe un B†rig,L-module DL(W )
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libre de rang d et tel que Dp
j+kI
L = B
pj+kI
L ⊗B†
rig,L
DL(W ) pour k > 0. La condition (1)
implique que B˜†rig ⊗B†
rig,L
DL(W ) = D˜(W ) et la condition (2) implique que DL(W ) est
un ϕ-module. Par ailleurs DL(W ) est stable sous l’action de GK et HL agit trivialement
dessus, puisque c’est vrai pour chaque Dp
j+kI
L . Enfin, le lemme 4.2.5 de [BC07] montre
que l’extension B†rig,L/B
†
rig,K ve´rifie les conditions de la proposition 2.2.1 de descente e´tale
de [BC07] ce qui fait que l’on a DL(W ) = B
†
rig,L⊗B†
rig,K
DL(W )
HK et on peut donc prendre
D(W ) = DL(W )
HK . Ceci montre l’existence de D(W ).
Passons a` l’unicite´. Si D1 et D2 satisfont les conclusions de la proposition, choisissons
des bases de D1 et D2, et appelons Gi la matrice de γ ∈ ΓK sur Di et M la matrice
de passage d’une base a` l’autre, ce qui fait que G1M = γ(M)G2. On se donne r ≫ 0
tel que toutes ces matrices ont leurs coefficients dans B˜†,rrig et I un intervalle contenu
dans [r; +∞[. La partie « unicite´ » de la me´thode de Sen nous dit qu’il existe n > 0
tel que M ∈ GLd(ϕ
−n(Bp
nI
K )). Comme B
pnI
K ∩ B˜
†,pnr
rig = B
†,pnr
rig,K par le lemme 1.1.13, on
trouve que M ∈ GLd(ϕ
−n(B†,p
nr
rig,K)). Si P1 et P2 sont les matrices de ϕ sur D1 et D2, alors
P1M = ϕ(M)P2 et donc si M ∈ GLd(ϕ
−n(B†rig,K)), alors M ∈ GLd(B
†
rig,K), ce qui fait
que D1 = D2.
Rappelons que si D est un ϕ-module sur B†rig,K , alors pour r ≫ 0 on note D
r le B†,rrig,K-
module fourni par le the´ore`me I.3.3 de [Ber04b]. En particulier Dpr = B†,prrig,K ⊗B†,r
rig,K
Dr
et Dpr a une base contenue dans ϕ(Dr). Par exemple, Dr(W ) = D˜r(W )∩D(W ) si r ≫ 0.
Proposition 2.2.6. — Si D est un (ϕ,ΓK)-module de rang d sur B
†
rig,K, alors :
(1) We(D) = (B˜
†
rig[1/t] ⊗B†
rig,K
D)ϕ=1 est un Be-module libre de rang d stable sous
l’action de GK ;
(2) W+dR(D) = B
+
dR ⊗
ιn
B
†,rn
rig,K
Drn ne de´pend pas de n ≫ 0 et c’est un B+dR-module libre
de rang d stable sous l’action de GK ;
(3) le couple W (D) = (We(D),W
+
dR(D)) est une B-paire.
De´monstration. — Il est clair que We(D) est un Be-module stable sous l’action de GK .
Reste a` montrer qu’il est libre de rang d. Pour cela, soit ⊕Mai,hi une de´composition de
B˜
†
rig⊗B†
rig,K
D en ϕ-modules e´le´mentaires fournie par la proposition 1.1.5. On a We(D) =
⊕(Mai,hi[1/t])
ϕ=1. On ve´rifie que l’application (Ma,h[1/t])
ϕ=1 → B˜+rig[1/t] qui a`
∑h−1
i=0 xiei
associe x0 est un isomorphisme entre (Ma,h[1/t])
ϕ=1 et (B˜+rig[1/t])
ϕh=p−a, et le (1) suit
alors du lemme 1.1.11.
Pour montrer le (2), remarquons que par le the´ore`me I.3.3 de [Ber04b], on a ϕ∗(Drn) =
Drn+1 pour n≫ 0 et donc le B+dR-module engendre´ par ϕ
−n(Drn) ne de´pend pas de n≫ 0.
Comme Drn est libre de rang d et stable par GK , il en est de meˆme pour W
+
dR(D).
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Montrons maintenant le (3) : WdR(D) = BdR ⊗Be We(D) est un BdR-espace vectoriel
de dimension d, re´union croissante des BdR-espaces vectoriels BdR⊗Be (B˜
†,rn
rig [1/t]⊗B†,rn
rig,K
Drn)ϕ=1 ce qui fait que si n≫ 0, alors :
WdR(D) = BdR ⊗Be (B˜
†,rn
rig [1/t]⊗B†,rn
rig,K
Drn)ϕ=1 ⊂ BdR ⊗
ιn
B
†,rn
rig,K
Drn = BdR ⊗B+
dR
W+dR(D).
En comparant les dimensions, on voit que l’on a en fait e´galite´ et donc que W+dR(D) est
un re´seau de WdR(D).
The´ore`me 2.2.7. — Les foncteurs W 7→ D(W ) et D 7→ W (D) sont inverses l’un de
l’autre et donnent une e´quivalence de cate´gories entre la cate´gorie des B-paires et la
cate´gorie des (ϕ,ΓK)-modules sur B
†
rig,K.
De´monstration. — On ve´rifie que ces deux foncteurs sont inverses l’un de l’autre en
utilisant le fait que :
B˜
†
rig[1/t]⊗B†
rig,K
D(W ) = B˜†rig[1/t]⊗Be W
dans la proposition 2.2.5 et que :
B˜
†
rig[1/t]⊗Be We(D) = B˜
†
rig[1/t]⊗B†
rig,K
D
dans la proposition 2.2.6, puis en identifiant les diffe´rents objets (c’est un exercice ins-
tructif que nous laissons au lecteur ; il faut utiliser l’unicite´ dans la proposition 2.2.5).
Remarque 2.2.8. — Les modifications de (ϕ,ΓK)-modules correspondent a` des modi-
fications de B-paires. Par exemple :
(1) Si W et X sont deux B-paires, alors We ≃ Xe si et seulement si D(W )[1/t] ≃
D(X)[1/t] ;
(2) si W = (We,W
+
dR) est une B-paire, alors D((We, t
nW+dR)) = t
nD(W ).
Proposition 2.2.9. — Le foncteur D 7→ W (D) re´alise une e´quivalence de cate´gories
entre la cate´gorie des (ϕ,ΓK)-modules e´tales et la cate´gorie des B-paires de la forme
W (V ) = (Be ⊗Qp V,B
+
dR ⊗Qp V ) ou` V est une repre´sentation p-adique de GK.
On retrouve alors (en appliquant le (b) du the´ore`me 6.3.3 de [Ked05], qui nous dit que
le foncteur naturel de la cate´gorie des (ϕ,ΓK)-modules e´tales sur B
†
K vers la cate´gorie des
(ϕ,ΓK)-modules e´tales surB
†
rig,K est une e´quivalence de cate´gories) le re´sultat principal de
[CC98], c’est-a`-dire l’e´quivalence de cate´gories entre repre´sentations p-adiques et (ϕ,ΓK)-
modules e´tales, avec une de´monstration proche de celle de [BC07].
Dans le paragraphe 3.2, nous reviendrons sur le proble`me de la description « explicite »
des B-paires dont le (ϕ,Γ)-module associe´ est isocline.
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2.3. The´orie de Hodge p-adique. — Dans ce paragraphe, nous ge´ne´ralisons les no-
tions habituelles de the´orie de Hodge p-adique aux B-paires.
De´finition 2.3.1. — Si ♥ ∈ {cris, st, dR}, et si W est une B-paire, alors on dit que W
est cristalline (ou semi-stable ou de de Rham) si la B♥-repre´sentation B♥ ⊗Be We est
triviale. On pose D♥(W ) = (B♥ ⊗Be We)
GK .
Remarquons que si V est une repre´sentation p-adique, alors bien suˆr V est cristalline
(ou semi-stable, ou de de Rham, ou de Hodge-Tate) si et seulement si W (V ) l’est.
Lemme 2.3.2. — Si D est un (ϕ,N)-module sur K0, alors (Bst ⊗K0 D)
ϕ=1,N=0 est un
Be-module libre de rang d = dim(D).
De´monstration. — Si u ∈ Bst ve´rifie N(u) = 1, alors on a Bst = Bmax[u] et si x ∈
(Bst⊗K0D)
N=0, alors on peut e´crire x = x0+ux1+· · ·+u
exe avec xi ∈ Bmax⊗K0D. Par la
proposition 11.7 de [Col02], l’application x 7→ x0 de (Bst⊗K0D)
N=0 dans Bmax⊗K0D est
un isomorphisme, et on se rame`ne donc a` montrer que si D est un ϕ-module sur K0, alors
(Bmax⊗K0D)
ϕ=1 est un Be-module libre de rang d. Par le the´ore`me de Dieudonne´-Manin,
Q̂nrp ⊗K0D se de´compose en somme directe de ϕ-modules e´le´mentaireMai,hi. L’application
x =
∑h−1
j=0 xjej 7→ x0 de (Bmax ⊗bQnrp Ma,h)
ϕ=1 dans Bϕ
h=p−a
max est un isomorphisme, et le
lemme re´sulte alors du lemme 1.1.11.
Proposition 2.3.3. — Si W est une B-paire, alors :
(1) Dst(W ) est un (ϕ,N)-module sur K0 et Dcris(W ) = Dst(W )
N=0 ;
(2) DdR(W ) est un K-espace vectoriel filtre´ avec Fil
i(DdR(W )) = DdR(W ) ∩ t
iW+dR et
l’application naturelle K ⊗K0 Dst(W )→ DdR(W ) est injective ;
(3) si W est semi-stable, alors We = (Bst ⊗K0 Dst(W ))
ϕ=1,N=0 et W+dR = Fil
0(BdR ⊗K
DdR(W )) ;
(4) si D est un (ϕ,N)-modules filtre´, et si We(D) = (Bst⊗K0 D)
ϕ=1,N=0 et W+dR(D) =
Fil0(BdR ⊗K D), alors W (D) = (We(D),W
+
dR(D)) est une B-paire semi-stable.
De´monstration. — Exercice (ce n’est pas diffe´rent du cas des repre´sentations p-adiques
semi-stables).
A la lumie`re du the´ore`me 2.2.7, l’e´tude des B-paires de de Rham revient a` l’e´tude des
(ϕ,ΓK)-modules « localement triviaux » au sens de [Ber04b], ce qui est fait en de´tail
dans [Ber04b].
Si D est un (ϕ,N)-module filtre´, on note M(D) le (ϕ,ΓK)-module construit dans
[Ber04b, §II.2]. Rappelons que :
M(D) = {y ∈ (B†rig,K [log(X), 1/t]⊗K0 D)
N=0 | ιn(y) ∈ Fil
0(Kn((t))⊗K DK) ∀n≫ 0}.
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Proposition 2.3.4. — Les foncteurs W 7→ Dst(W ) et D 7→ W (D) sont inverses l’un
de l’autre et donnent une e´quivalence de cate´gories entre la cate´gorie des B-paires semi-
stables et la cate´gorie des (ϕ,N)-modules filtre´s.
Si W est une B-paire, alors D(W ) = M(Dst(W )) et donc si D est un (ϕ,N)-module
filtre´, alors W (D) = W (M(D)).
De´monstration. — Ces affirmations ne pre´sentent aucune difficulte´.
The´ore`me 2.3.5. — Le the´ore`me de monodromie p-adique et le the´ore`me « faiblement
admissible implique admissible » sont vrais. De fait,
(1) toute B-paire de de Rham est potentiellement semi-stable ;
(2) le foncteur W 7→ Dst(W ) re´alise une e´quivalence de cate´gories entre la cate´gorie
des objets de la forme W (V ) ou` V est une repre´sentation p-adique et la cate´gorie des
(ϕ,N)-modules filtre´s admissibles.
De´monstration. — Montrons tout d’abord le (1). SoitW une B-paire et D(W ) le (ϕ,ΓK)-
module associe´. SiW est de de Rham, alors pour n≫ 0, laBdR-repre´sentation BdR⊗
ιn
B
†,rn
rig,K
Drn(W ) est e´gale a` BdR⊗BeWe et donc triviale, ce qui fait par le the´ore`me 3.9 de [Fon04]
que le K∞((t))-module a` connexion K∞((t)) ⊗
ιn
B
†,rn
rig,K
Drn(W ) est trivial. Etant donne´e la
de´finition III.1.2 de [Ber04b], on est en mesure d’en appliquer le the´ore`me A de [Ber04b],
qui nous dit qu’il existe une extension finie L de K et un (ϕ,N)-module filtre´ D sur L
tels que D(W|L) = M(D) et donc que W|L est semi-stable. Ceci montre le (1). Le (2)
suit du the´ore`me A de [CF00] ou bien (si l’on pre´fe`re passer par les (ϕ,ΓK)-modules) du
the´ore`me B de [Ber04b].
Rappelons que si U est une Cp-repre´sentation de GK , alors la re´union U
HK
fini des sous-
K∞-espaces vectoriels de dimension finie stables par ΓK de U
HK a la proprie´te´ que l’ap-
plication Cp ⊗K∞ U
HK
fini → U est un isomorphisme (cf. [Sen80]). L’espace U
HK
fini est muni
de l’application K∞-line´aire ∇U = log(γ)/ logp(χ(γ)) avec γ ∈ ΓK \ {1} suffisamment
proche de 1.
De´finition 2.3.6. — Si W est une B-paire, alors W+dR/tW
+
dR est une Cp-repre´sentation
de GK et on pose DSen(W ) = (W
+
dR/tW
+
dR)
HK
fini . On pose ΘSen = ∇W et on dit que W est
de Hodge-Tate si ΘSen est diagonalisable a` valeurs propres appartenant a` Z. Ces entiers
sont les poids de Hodge-Tate de W .
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3. Les (ϕ,Γ)-modules
Etant donne´ le the´ore`me 2.2.7, l’e´tude des B-paires revient a` l’e´tude des (ϕ,Γ)-modules.
Dans ce chapitre, nous montrons plusieurs re´sultats sur les (ϕ,Γ)-modules : modification,
classification des objets isoclines, classification des objets de hauteur finie.
3.1. Modification de (ϕ,Γ)-modules. — Si D est un ϕ-module sur B†rig,K et si n >
n(r) avec r ≫ 0, rappelons que Dr/Qn est un Kn-espace vectoriel de dimension rg(D).
Soit M = {Mn}n>n(r) une famille ϕ-compatible de sous-Kn-espaces vectoriels de D
r/Qn,
c’est-a`-dire que pour tout n > n(r), Mn+1 est engendre´ par les ϕ(y) ou` y ∈ D
r est tel
que son image dans Dr/Qn appartient a` Mn. En d’autres termes, on un isomorphisme
Kn+1 ⊗Kn (D
r/Qn) → D
pr/Qn+1 obtenu en quotientant l’isomorphisme ϕ
∗(Dr) ≃ Dpr
par ϕ(Qn) = Qn+1, et qui est donc donne´ par α ⊗ m 7→ α ⊗ ϕ(m) et on demande que
Mn+1 soit l’image de Kn+1⊗Kn Mn par cet isomorphisme (voir [Ber04b, §II.1] pour une
condition analogue).
De´finition 3.1.1. — Une telle famille M = {Mn}n>n(r) de sous-espaces vectoriels de
Dr/Qn est appele´e une donne´e de modification de D. On de´finit alors D[M ] = {y ∈ D
dont l’image dans Dr/Qn appartient a` Mn}.
Proposition 3.1.2. — Si D est un ϕ-module de rang d sur B†rig,K et si M est une
donne´e de modification, alors D[M ] est un ϕ-module et de plus :
(1) si M ⊂ N , alors D[M ] ⊂ D[N ] et si D[M ] = D[N ], alors M = N ;
(2) D[M ] = D si Mn = D
r/Qn pour tout n, et D[0] = t ·D ;
(3) deg(D[M ]) = deg(D) + d− dim(M) ;
(4) si D est un (ϕ,ΓK)-module et si M est stable par ΓK, alors D[M ] est un (ϕ,ΓK)-
module.
De´monstration. — Rappelons que t = log(1 + X) = X ·
∏
n>0Qn/p ce qui fait que
t · D ⊂ D[M ] quel que soit M . La de´finition de D[M ] implique que c’est un sous-module
ferme´ de D, et comme il contient t ·D, il est libre de rang d. Le fait que c’est un ϕ-module
re´sulte du fait que la famille des Mn est ϕ-compatible.
Le fait que si M ⊂ N , alors D[M ] ⊂ D[N ] est e´vident. Remarquons que si l’image
de x ∈ D appartient a` Mn, alors x · t/Qn ∈ D[M ] et son image dans D
r/Qn est (un
multiple de) x ce qui fait que l’image de D[M ] dans Dr/Qn est Mn et en particulier que
si D[M ] = D[N ], alors M = N . Ceci montre le (1). Le (2) est une e´vidence.
Pour montrer le (3), prenons un drapeau {0} = M (0) ⊂ M (1) ⊂ · · · ⊂ M (d) tel que
M (dim(M)) = M . On en de´duit une suite de ϕ-modules t · D = D(0) ⊂ · · · ⊂ D(d) = D et
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donc une suite de ϕ-modules de rang 1 :
det(t · D) = det(D(0)) ⊂ · · · ⊂ det(D(d)) = det(D).
Leurs pentes forment une suite strictement de´croissante (si on a e´galite´ des pentes, on
a e´galite´ des modules par le lemme 1.2.7) de d + 1 nombres entiers (ils sont entiers par
le lemme 1.2.1) dont le premier est d + deg(D) et le dernier est deg(D), ce qui fait que
deg(D(m)) est force´ment deg(D) + d− dim(M). Enfin, le (4) est une e´vidence.
Proposition 3.1.3. — Si M est une donne´e de modification de D et si l’on a une suite
exacte 0→ D1 → D→ D2 → 0, alors :
(1) {Mn ∩D
r
1/Qn} est une donne´e de modification pour D1 et {im(Mn → D
r
2/Qn)} est
une donne´e de modification pour D2 ;
(2) on a une suite exacte 0→ D1[M ]→ D[M ]→ D2[M ]→ 0.
De´monstration. — Le (1) suit du fait que les Mn sont ϕ-compatibles et que les D
r
i/Qn
le sont aussi. Passons au (2) ; on a clairement une suite exacte 0 → D1[M ] → D[M ] →
D2[M ]. Par le (3) de la proposition 3.1.2, on a :
(1) deg(D1[M ]) = deg(D1) + dim(D1)− dim(Mn ∩D
r
1/Qn) ;
(2) deg(D[M ]) = deg(D) + dim(D)− dim(Mn) ;
(3) deg(D2[M ]) = deg(D2) + dim(D2)− dim(im(Mn → D
r
2/Qn)).
On en de´duit que deg(D[M ]) = deg(D1[M ]) + deg(D2[M ]), et le corollaire 1.2.8 implique
alors que la suite 0→ D1[M ]→ D[M ]→ D2[M ]→ 0 est exacte.
Remarque 3.1.4. — Si M et N sont deux donne´es de modification telles que M ∩N =
0, alors on un isomorphisme D[M ][N ] = D[M⊕N ] (il y a une inclusion e´vidente ; comparer
les degre´s).
The´ore`me 3.1.5. — Si D est un ϕ-module sur B†rig,K, alors il existe un ϕ-module e´tale
D′ ⊂ D[1/t] tel que D′[1/t] = D[1/t].
De´monstration. — Il suffit de montrer qu’il existe un nombre fini de modifications suc-
cessives (au sens de la proposition 3.1.2) de D dont le re´sultat est isocline de pente entie`re
(si D est isocline de pente s, alors t · D est isocline de pente s + 1). Remarquons que si
on a une suite exacte 0 → D1 → D → D2 → 0, alors il est toujours possible de modifier
D1 ou D2 sans toucher a` l’autre, en choisissant M convenablement.
Etape 1 : si D est isocline, alors D se modifie en une extension successive de ϕ-modules
de pentes entie`res. En effet, si D est isocline, modifions le par un M de codimension 1
ce qui augmente le degre´ de D de 1. Si D[M ] est isocline de pente non entie`re, alors on
re´pe`te cette ope´ration. Le re´sultat est donc, apre`s un nombre fini de modifications, que
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D devient isocline de pente entie`re (et on a termine´ l’e´tape 1) ou bien que D se casse en
deux morceaux. Dans ce dernier cas, on a termine´ par re´currence sur la dimension de D.
Etape 2 : si D est extension successive de ϕ-modules de pentes entie`res, alors il se
modifie en un ϕ-module isocline de pente entie`re. On se rame`ne au cas d’une extension
de deux ϕ-modules de pentes entie`res 0→ D1 → D→ D2 → 0 avec Di isocline de pente
si. Dans ce cas :
(1) si s2 = s1, alors on a termine´ par le lemme 1.2.3 ;
(2) si s2 < s1, alors la modification est facile a` e´crire : on remplace D par D
′, l’ensemble
des y ∈ D dont l’image dans D2 appartient a` t
s1−s2D2, ce qui fait que l’on a une suite
exacte 0→ D1 → D
′ → ts1−s2D2 → 0 et on a termine´ par le lemme 1.2.3 ;
(3) si s1 < s2, alors on modifie D par une donne´e nulle sur D1 et surjective sur D2 ce
qui augmente s1 de 1 et on ite`re cette ope´ration s2 − s1 fois.
Corollaire 3.1.6. — Si We est une Be-repre´sentation de GK, alors il existe une
repre´sentation p-adique V de HK telle que la restriction de We a` HK est isomorphe a`
Be ⊗Qp V .
De´monstration. — Soit W+dR un B
+
dR-re´seau stable par GK de BdR⊗Be We et D = D(W )
le (ϕ,ΓK)-module associe´ a` la B-paire W = (We,W
+
dR) par le the´ore`me 2.2.7. Par le
the´ore`me 3.1.5, il existe un ϕ-module e´tale D′ ⊂ D[1/t] tel que D′[1/t] = D[1/t]. Comme
D′ est e´tale, le Qp-espace vectoriel V = (B˜
†
rig⊗B†
rig,K
D′)ϕ=1 est une repre´sentation de HK
dont la dimension est le rang de D′. On a alors :
We = (B˜
†
rig[1/t]⊗B†
rig,K
D)ϕ=1
= (B˜†rig[1/t]⊗B†
rig,K
D′)ϕ=1
= Be ⊗Qp V,
et le corollaire est de´montre´.
Remarque 3.1.7. — (1) Dans le corollaire 3.1.6 ci-dessus, on est loin d’avoir unicite´.
Par exemple, si D est un (ϕ,N)-module sur K0 et si We = (Bst ⊗K0 D)
ϕ=1,N=0, alors
We = Be ⊗Qp V pour toute repre´sentation V qui s’obtient comme Vst(D) a` partir d’une
filtration admissible sur K ⊗K0 D ;
(2) Dans la premie`re version de cet article, j’affirmais que si D est un (ϕ,ΓK)-module
sur B†rig,K , alors il existe une extension finie L de K et un (ϕ,ΓL)-module e´tale D
′ sur
B
†
rig,L tel que D
′ ⊂ B†rig,L[1/t]⊗B†
rig,K
D et B†rig,L[1/t]⊗B†
rig,K
D′ = B†rig,L[1/t]⊗B†
rig,K
D. Ceci
est incorrect, et Kiran Kedlaya et Ruochuan Liu ont construit le contre-exemple suivant :
soient p 6= 2, K = Qp et D une extension non-triviale de B
†
rig,K par B
†
rig,K(p
−2) (ce qui
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veut dire que l’action de ΓK est inchange´e et que ϕ est multiplie´ par p
−2). En utilisant le
the´ore`me de filtration par les pentes de Kedlaya et les calculs de cohomologie de (ϕ,Γ)-
modules de [Col07] et de [Liu07], on peut montrer qu’une telle extension non-triviale
existe et que quelque soit l’extension finie L de K, B†rig,L ⊗B†
rig,K
D ne contient pas de
sous-(ϕ,ΓL)-module isocline de rang 2 et donc qu’un D
′ comme ci-dessus n’existe pas.
3.2. Classification des objets isoclines. — Le the´ore`me 2.2.7 nous donne une fil-
tration sur les B-paires, et il est inte´ressant de de´crire les B-paires correspondant aux
(ϕ,ΓK)-modules isoclines. Le cas e´tale rele`ve de la proposition 2.2.9.
De´finition 3.2.1. — Si h > 1 et a ∈ Z sont premiers entre eux, soit Rep(a, h) la
cate´gorie dont les objets sont les Qph-espaces vectoriels Va,h de dimension finie, munis
d’une action semi-line´aire de GK et d’un Frobenius lui aussi semi-line´aire ϕ : Va,h → Va,h
qui commute a` GK et qui ve´rifie ϕ
h = pa. Les morphismes sont ceux que l’on imagine.
Remarque 3.2.2. — (1) Si Va,h ∈ Rep(a, h), alors dimQ
ph
(Va,h) est divisible par h
(si e est cette dimension, alors ϕh = pae sur det(Va,h)) ;
(2) si h = 1 et a = 0, alors on retrouve simplement la cate´gorie des repre´sentations
p-adiques de GK ;
(3) si e ∈ Z, alors Rep(a, h) et Rep(a+ eh, h) sont e´quivalentes de manie`re e´vidente ;
(4) si D est un ϕ-module isocline de pente a/h sur K0, alors le the´ore`me de Dieudonne´-
Manin implique que Va,h = (Q̂
nr
p ⊗K0 D)
ϕh=pa est un objet de Rep(a, h) dont la dimension
en tant que Qph-espace vectoriel est dimK0(D). Dans ce cas, l’action de IK ⊂ GK sur Va,h
est d’ailleurs triviale.
Si Va,h ∈ Rep(a, h), alors on pose We(Va,h) = (Bmax ⊗Q
ph
Va,h)
ϕ=1 et W+dR(Va,h) =
B+dR ⊗Qph Va,h.
The´ore`me 3.2.3. — Si Va,h ∈ Rep(a, h), alors W (Va,h) = (We(Va,h),W
+
dR(Va,h)) est
une B-paire et le foncteur Va,h 7→ W (Va,h) de´finit une e´quivalence de cate´gories entre
Rep(a, h) et la cate´gorie des B-paires W telles que D(W ) est isocline de pente a/h.
De´monstration. — Il est clair queW = W (Va,h) est une B-paire. Par ailleurs, la construc-
tion de D(W ) fournie par le lemme 2.2.1 et la proposition 2.2.5 montre que l’on a
B˜
†
rig ⊗B†
rig,K
D(W ) = B˜†rig ⊗Qph Va,h ce qui fait que D(W ) est isocline de pente a/h.
Re´ciproquement, si D est un (ϕ,ΓK)-module isocline de pente a/h, alors par la pro-
position 1.1.5, on a une de´composition B˜†rig ⊗B†
rig,K
D = ⊕ki=1Ma,h = ⊕
k
i=1 ⊕
h−1
j=0 B˜
†
rigϕ
j(ei)
ou` ei, ϕ(ei), . . . , ϕ
h−1(ei) est une base de la i-ie`me copie de Ma,h. On voit alors que∑k
i=1
∑h−1
j=0 λijϕ
j(ei) ∈ (B˜
†
rig ⊗B†
rig,K
D)ϕ
h=pa si et seulement si on a ϕh(λij) = λij pour
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tous i, j et comme (B˜†rig)
ϕh=1 = Qph, on trouve que Va,h = (B˜
†
rig ⊗B†
rig,K
D)ϕ
h=pa est un
Qph-espace vectoriel de dimension rg(D) qui he´rite d’une action de GK et d’un Frobenius
tel que ϕh = pa. Si W est une B-paire telle que D(W ) est isocline de pente a/h, alors
on lui associe l’espace Va,h construit a` partir de D(W ). Le lecteur ve´rifiera qu’on a ainsi
de´fini un foncteur inverse de Va,h 7→W (Va,h).
Il sera inte´ressant de calculer les extensions d’objets isoclines ; les extensions de (ϕ,Γ)-
modules sont e´tudie´es dans [Liu07].
3.3. Les (ϕ,Γ)-modules de hauteur finie. — Comme l’anneau B+rig,K = B
†
rig,K∩B˜
+
rig
n’a de bonnes proprie´te´s que si K ⊂ K0(µp∞), on suppose que cette condition est ve´rifie´e
dans tout ce paragraphe. Dans ce cas, B+rig,K s’identifie a` l’ensemble des se´ries f(X) =∑
k>0 fkX
k qui convergent sur le disque unite´ ouvert, ce qui en fait un anneau de Be´zout,
et si on pose B+K = B
+
rig,K ∩B
†
K , alors B
+
K = K0 ⊗OK0 OK0 [[X ]].
De´finition 3.3.1. — On dit qu’un (ϕ,Γ)-module D sur B†rig,K est de hauteur finie s’il
existe un (ϕ,Γ)-module D+ sur B+rig,K tel que D = B
†
rig,K ⊗B+
rig,K
D+ et on dit qu’une
B-paire W est de hauteur finie si D(W ) l’est.
Remarquons qu’un (ϕ,Γ)-module sur B+rig,K est un B
+
rig,K-module D
+ stable par ϕ et
Γ tel que detϕ est inversible dans B†rig,K (et non dans B
+
rig,K ce qui serait trop restrictif).
Lemme 3.3.2. — Si K ⊂ K0(µp∞), alors la de´finition ci-dessus est compatible avec la
de´finition habituelle quand W = W (V ).
De´monstration. — Si W = W (V ) avec V de hauteur finie au sens habituel (cf. [Col99]),
alors il est e´vident que W est de hauteur finie. Montrons donc la re´ciproque. Par hy-
pothe`se, il existe une base de D(V ) dans laquelle Mat(ϕ) = P+ ∈ Md(B
+
rig,K) et Mat(γ) =
G+ ∈ GLd(B
+
rig,K) pour γ ∈ ΓK (puisque V est de hauteur finie) ainsi qu’une base de
D†(V ) dans laquelle Mat(ϕ) = P † ∈ GLd(B
†
K) et Mat(γ) = G
† ∈ GLd(B
†
K) pour γ ∈ ΓK .
Soit M la matrice de passage d’une base a` l’autre. La proposition 6.5 de [Ked04]
montre que l’on peut e´crire M = M+ ·M † avec M+ ∈ GLd(B
+
rig,K) et M
† ∈ GLd(B
†
K).
Dans la base de D†(V ) obtenue en appliquant M † a` celle de D†(V ), on a :
Mat(ϕ) = ϕ(M+)P+(M+)−1 = ϕ(M †)−1P †(M †),
Mat(γ) = γ(M+)G+(M+)−1 = γ(M †)−1G†(M †),
ce qui fait que ces matrices sont a` coefficients dans B†K ∩B
+
rig,K = B
+
K .
Lemme 3.3.3. — Si D+ est un (ϕ,Γ)-module sur B+rig,K, alors il existe des entiers
α0, . . . , αm tels que l’ide´al engendre´ par det(ϕ) est engendre´ par X
α0Qα11 · · ·Q
αm
m et si
K est une extension finie de Qp, alors α0 = 0.
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De´monstration. — Ce lemme se trouve dans la partie B.1.6 de [Wac96] mais nous en
donnons une de´monstration pour la commodite´ du lecteur. Comme l’action de ϕ commute
a` ΓK , l’ide´al engendre´ par det(ϕ) est stable par ΓK et la premie`re partie du lemme suit
alors du lemme I.3.2 de [Ber04a] et du fait que si cet ide´al est inversible dans B†rig,K ,
alors les αj sont presque tous nuls.
Si δ = det(ϕ) et g = det(γ) pour γ ∈ ΓK , alors γ(δ)/δ = ϕ(g)/g et en re´duisant modulo
X , on trouve que χ(γ)α0 s’e´crit ϕ(g0)/g0 avec g0 ∈ K0. Si K est une extension finie de
Qp, alors ϕ(g0)/g0 est de norme 1 et donc χ(γ)
α0[K0:Qp] = 1 ce qui fait que α0 = 0.
Le lecteur vicieux montrera que si le corps re´siduel de K est alge´briquement clos, alors
on peut effectivement avoir α0 6= 0.
De´finition 3.3.4. — Un ϕ-module filtre´ sur K0 avec action de ΓK est un ϕ-module
D sur K0 muni d’une action de ΓK commutant a` ϕ et d’une filtration (de´croissante,
exhaustive et se´pare´e) stable par ΓK sur D∞ = K∞ ⊗K0 D.
Il existe alors un entier n > 0 tel que la filtration de D∞ est de´finie sur Kn, c’est-a`-dire
que si l’on pose Dn = Kn ⊗K0 D, alors Fil
iD∞ = K∞ ⊗Kn Fil
iDn pour tout i ∈ Z et on
appelle n(D) le plus petit entier ayant cette proprie´te´.
Proposition 3.3.5. — Si D est un ϕ-module filtre´ sur K0 avec action de ΓK, alors la
B-paire W = ((Bmax ⊗K0 D)
ϕ=1,B+dR ⊗K∞ D∞) est de hauteur finie.
De´monstration. — Soit h > 0 tel que FilhD∞ = 0 et Fil
−hD∞ = D∞. Si n > 1, on e´crit
ϕ−n pour ιn. Posons alors comme dans [Col03, §3.1] et [Kis06] :
M
+(D) = {y ∈ t−hB+rig,K ⊗K0 D | ϕ
n(y) ∈ Fil0(K∞((t))⊗K∞ D∞) ∀n ∈ Z}.
C’est un sous-B+rig,K-module ferme´ de t
−hB+rig,K ⊗K0 D qui contient t
hB+rig,K ⊗K0 D et qui
est donc libre de rang d = dim(D). Il est de plus manifestement stable par ϕ et ΓK .
Si n > n(D), alors :
Kn[[t]]⊗
ιn
B
+
rig,K
t−hB+rig,K ⊗K0 D = t
−hKn[[t]] ⊗K0 D ⊃ Fil
0(Kn((t))⊗Kn Dn).
Si yn ∈ Fil
0(Kn((t)) ⊗Kn Dn) et w > 0, il existe donc y ∈ t
−hB+rig,K ⊗K0 D donc l’image
par ιn ve´rifie ιn(y) − yn ∈ Fil
w(Kn((t)) ⊗Kn Dn). L’e´le´ment z = y · (t/Qn)
2h a alors la
proprie´te´ que ιn(z) est un multiple de ιn(y) et que pour tout m ∈ Z diffe´rent de −n,
on a ϕm(z) ∈ Fil0(K∞((t)) ⊗K∞ D∞) ce qui fait que z ∈ M
+(D). On en de´duit que si
n > n(D), alors l’application :
Kn[[t]] ⊗
ιn
B
+
rig,K
M
+(D)→ Fil0(Kn((t))⊗Kn Dn)
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est un isomorphisme. En particulier, l’application naturelle B˜†rig⊗B+
rig,K
M
+(D)→ D˜(W )
est un isomorphisme et donc, en utilisant l’unicite´ dans la proposition 2.2.5, on trouve
que D(W ) = B†rig,K ⊗B+
rig,K
M
+(D) ce qui fait que W est de hauteur finie. Remarquons
que dans les notations de [Ber04b], on a M(D) = B†rig,K ⊗B+
rig,K
M
+(D).
Remarque 3.3.6. — Le fait de ne conside´rer que les y ∈ t−hB+rig,K ⊗K0 D tels que l’on
a ϕn(y) ∈ Fil0(K∞((t)) ⊗K∞ D∞) pour tout n ∈ Z n’est pas restrictif ; le lecteur pourra
montrer que :
M
+(D) = {y ∈ B+rig,K [1/t]⊗K0 D | ϕ
n(y) ∈ Fil0(K∞((t))⊗K∞ D∞) ∀n ∈ Z}.
Si a, b ∈ Z sont tels que Fil−a+1D = 0 et Fil−bD = D (c’est-a`-dire que les poids de D
sont dans l’intervalle [a; b]), alors on a tb ·B+rig,K ⊗K0 D ⊂M
+(D) ⊂ ta ·B+rig,K ⊗K0 D.
En appliquant la proposition 3.3.5 a` Dcris(V ), on retrouve le the´ore`me principal de
[Col99] ge´ne´ralise´ dans [BB06].
Corollaire 3.3.7. — Si V est une repre´sentation de GK qui devient cristalline sur une
extension Kn de K, alors V est de hauteur finie.
On peut d’ailleurs se demander quand est-ce que W (D) est cristalline.
Lemme 3.3.8. — Si V est une repre´sentation de ΓK , alors :
(1) V est cristalline si et seulement si V = ⊕j∈ZV
ΓK=χ
j
;
(2) V est de Hodge-Tate si et seulement si elle est potentiellement cristalline.
De´monstration. — Le (1) est l’objet du lemme 3.4.3 de [Per94], mais nous en donnons
une nouvelle de´monstration. Pour cela, observons que DSen(V ) = K∞ ⊗Qp V et donc
que V est de Hodge-Tate si et seulement si ∇V est diagonalisable a` valeurs propres
entie`res sur K∞⊗Qp V ; ceci est e´quivalent a` demander qu’il existe n > 0 tel que Kn⊗Qp
V = ⊕j∈Z(Kn ⊗Qp V )
ΓKn=χ
j
. Comme (Kn ⊗Qp V )
ΓKn=χ
j
= Kn ⊗Qp V
ΓKn=χ
j
, et qu’une
repre´sentation d’image finie de ΓK est cristalline si et seulement si elle est triviale, on en
de´duit le (1) et le (2).
Corollaire 3.3.9. — Si D est un (ϕ,ΓK)-module filtre´ sur K0, alors la B-paire
construite ci-dessus est cristalline si et seulement si D = ⊕j∈ZD
Γ=χj .
De´monstration. — Comme We = (Bmax⊗K0 D)
ϕ=1, on a Bmax⊗Be We = Bmax⊗K0 D ce
qui fait queW est cristalline si et seulement si D est cristalline en tant que repre´sentation
de ΓK . Le corollaire suit alors du lemme 3.3.8 ci-dessus.
Proposition 3.3.10. — Si D est un (ϕ,ΓK)-module de hauteur finie, alors il existe un
ϕ-module filtre´ D sur K0 avec action de ΓK tel que D = B
†
rig,K ⊗B+
rig,K
M
+(D).
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De´monstration. — Soit D+ un (ϕ,ΓK)-module sur B
+
rig,K tel que D = B
†
rig,K ⊗B+
rig,K
D+
et D = D+/X . Soit ∇ = log(γ)/ logp(χ(γ)) pour γ ∈ ΓK proche de 1.
Commenc¸ons par montrer que si P ∈ K0[T ] est un polynoˆme tel que P (∇) : D(j) →
D(j) est bijectif pour tout j > 1, alors l’application (D+)P (∇)=0 → DP (∇)=0 est bijective.
Pour cela, nous montrons d’abord que l’application :
(K0[[t]]⊗B+
rig,K
D+)P (∇)=0 → DP (∇)=0
est bijective. Le fait qu’elle est injective ne pose pas de proble`me : si y ∈ K0[[t]]⊗B+
rig,K
D+
est dans son noyau, et si j est un entier > 1 tel que y ∈ tjK0[[t]] ⊗B+
rig,K
D+, alors
P (∇)(y) = 0 dans tjK0[[t]] ⊗B+
rig,K
D+/tj+1 = D(j) et donc y ∈ tj+1K0[[t]] ⊗B+
rig,K
D+, ce
qui fait en ite´rant que y = 0. Montrons a` pre´sent la surjectivite´ ; si z ∈ DP (∇)=0, alors
il existe z0 ∈ D
+ qui rele`ve z et tel que P (∇)(z0) ∈ XD
+ et l’hypothe`se selon laquelle
P (∇) : D(j)→ D(j) est bijectif pour tout j > 0 nous permet de construire par re´currence
zj ∈ zj−1 + X
jD+ tel que P (∇)(zj) ∈ X
j+1D+ et donc z ∈ (K0[[t]] ⊗B+
rig,K
D+)P (∇)=0
relevant z ce qui fait que notre application est bien bijective.
Montrons a` pre´sent que (K0[[t]]⊗B+
rig,K
D+)P (∇)=0 = (D+)P (∇)=0. Pour cela, remarquons
que (K0[[t]] ⊗B+
rig,K
D+)P (∇)=0 est un K0-espace vectoriel de dimension finie (puisqu’il
s’injecte dans D) stable par ϕ. Si l’on choisit une base de D+ et que l’on appelle Q la
matrice de ϕ dans cette base, et si l’on choisit une base de (K0[[t]]⊗B+
rig,K
D+)P (∇)=0 et que
l’on appelle P0 la matrice de ϕ dans cette base et Y la matrice de passage entre les deux
bases, alors on a ϕ(Y )Q = P0Y et donc Y = P
−1
0 ϕ(Y )Q. Ecrivons Q =
∑
k>0Qkt
k et
Y =
∑
k>0 Ykt
k. Si M est une matrice a` coeffcients dans K0, notons valp(M) le minimum
des valuations de ses coefficients. Comme B+rig,K ⊂ Qp ⊗Zp Zp[[t/p]] (n’oublions pas que
X = exp(t) − 1), on voit qu’il existe un entier h1 tel que valp(Qk) > −h1 − k et il
existe par ailleurs un entier h2 tel que valp(P
−1
0 ) > −h2 ; posons h = h1 + h2. On de´duit
alors de l’e´quation Y = P−10 ϕ(Y )Q que Y = P
−1
0 ϕ(P
−1
0 ) · ϕ
2(Y ) · ϕ(Q)Q et (comme
valp(p
kQk) > −h1) que :
valp(Yk) > −2h+ min
06ℓ6k
(2ℓ+ valp(Yℓ)− ℓ)
= −2h + min
06ℓ6k
(ℓ+ valp(Yℓ)).
On en de´duit par re´currence sur k > 2h que si k > 2h, alors valp(Yk) > −2h +
min06ℓ62h valp(Yℓ) et donc, comme OK0 [[t]] ⊂ OK0 [[X/p]], que :
(K0[[t]] ⊗B+
rig,K
D+)P (∇)=0 = ((K0 ⊗OK0 OK0 [[X/p]])⊗B+rig,K
D+)P (∇)=0.
Pour terminer, on utilise de nouveau le fait que ((K0 ⊗OK0 OK0 [[X/p]])⊗B+rig,K
D+)P (∇)=0
est un K0-espace vectoriel de dimension finie stable par ϕ, et que si n > 0, alors :
ϕ(K0 ⊗OK0 OK0[[X
pn/p]]) ⊂ K0 ⊗OK0 OK0 [[X
pn+1/p]]
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pour conclure que (K0[[t]]⊗B+
rig,K
D+)P (∇)=0 = (D+)P (∇)=0 puisque B+rig,K = ∩n>0K0⊗OK0
OK0 [[X
pn/p]].
Revenons a` notre espace D = D+/X et soit Q le polynoˆme minimal de ∇. On voit que
l’on peut e´crire Q = PR ou` P est non trivial et a la proprie´te´ que P (X + j) ∧ P (X) = 1
pour tout j > 1, ce qui revient a` dire que P (∇) : D(j) → D(j) est bijectif. Si P 6= Q,
alors soit j le plus petit entier tel que P (X + j) ∧ P (X) 6= 1 ; on vient de montrer que
l’application (D+)P (∇)=0 → DP (∇)=0 est un isomorphisme, et si l’on remplace D+ par
B+rig,K ⊗K0 (D
+)P (∇)=0 +XjD+, alors on a toujours D = B†rig,K ⊗B+
rig,K
D+ mais on peut
prendre P de degre´ plus grand. En ite´rant cette ope´ration un nombre fini de fois, on voit
donc que quitte a` remplacer D+ par un sous-module, on peut supposer que l’application
(D+)Q(∇)=0 → DQ(∇)=0 = D est un isomorphisme.
On fait alors un le´ger abus de notation, et on pose D = (D+)Q(∇)=0 ; c’est un ϕ-module
sur K0 avec action de ΓK . Remarquons que B
+
rig,K ⊗K0 D ⊂ D
+ et que le de´terminant de
l’inclusion est un ide´al de B+rig,K stable par ΓK et par ϕ (car ϕ : D → D est bijectif) ce qui
fait, par le lemme I.3.2 de [Ber04a], que B+rig,K [1/t]⊗K0 D = B
+
rig,K [1/t]⊗B+
rig,K
D+. Par
le lemme 3.3.3, le de´terminant de ϕ sur D+ est de la forme Xα0Qα11 · · ·Q
αm
m . Si n > m,
alors l’application de´duite du Frobenius :
Kn+1[[t]]⊗
ιn+1
B
+
rig,K
D+ → Kn+1[[t]]⊗
ιn
B
+
rig,K
D+
est un isomorphisme et la de´finition :
Fili(D∞) = D∞ ∩ t
iK∞[[t]]⊗
ιn
B
+
rig,K
D+
ne de´pend donc pas de n > m. Si y ∈ D+ et n > n(D) = m, alors ιn(y) ∈ Fil
0(Kn((t))⊗Kn
Dn) et si n > −n(D), alors ϕ
n(y) = ιn(D)(ϕ
n+n(D)(y)) ce qui fait que pour tout n ∈ Z,
on a ϕn(y) ∈ Fil0(K∞((t))⊗K∞ D∞) et donc D
+ ⊂M+(D). Il reste a` constater que pour
tout n > n(D), on a :
Kn[[t]] ⊗
ιn
B
+
rig,K
D+ = Kn[[t]] ⊗
ιn
B
+
rig,K
M
+(D)
ce qui fait que D = B†rig,K ⊗B+
rig,K
D+ = B†rig,K ⊗B+
rig,K
M
+(D).
Deux ϕ-modules filtre´s sur K0 avec action de ΓK diffe´rents peuvent donner le meˆme
(ϕ,ΓK)-module sur B
+
rig,K. Par exemple, si on a moralement D1 = K0 et D2 = K0 · t,
alors M+(D1) = M
+(D2) = B
+
rig,K . Cet exemple est repre´sentatif comme le montre la
proposition ci-dessous :
Proposition 3.3.11. — Si D1 et D2 sont deux ϕ-modules filtre´s sur K0 avec action de
ΓK, alors M
+(D1) = M
+(D2) si et seulement s’il existe un isomorphisme K0[t, t
−1]⊗K0
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D1 = K0[t, t
−1]⊗K0 D2 compatible a` ϕ et ΓK, et compatible a` la filtration quand on e´tend
les scalaires a` K∞((t)).
De´monstration. — La construction de M+(D) montre que ce module ne de´pend que de
B+rig,K [1/t] ⊗K0 D et de la filtration sur K∞((t)) ⊗K0 D ce qui fait que si les conditions
de la proposition sont ve´rifie´es, alors M+(D1) = M
+(D2). On voit re´ciproquement que si
M
+(D1) = M
+(D2), alors B
+
rig,K [1/t] ⊗K0 D1 = B
+
rig,K [1/t] ⊗K0 D2 et cet isomorphisme
est compatible a` la filtration quand on e´tend les scalaires a` K∞((t)). Si G1 et G2 sont
les matrices d’un e´le´ment γ ∈ ΓK qui n’est pas de torsion, et si M est la matrice de
l’isomorphisme entre B+rig,K [1/t]⊗K0 D1 et B
+
rig,K [1/t]⊗K0 D2 alors on a γ(M)G1 = G2M ,
et si l’on e´crit M =
∑
i≫−∞ t
iMi, alors on voit que l’on a χ(γ)
iMiG1 = G2Mi et donc
que si Mi 6= 0, alors χ(γ)
i est quotient d’une valeur propre de G1 par une valeur propre
de G2, ce qui n’est possible que pour un nombre fini de valeurs de i. On en de´duit que M
est a` coefficients dans K0[t, t
−1] et donc que K0[t, t
−1]⊗K0 D1 = K0[t, t
−1]⊗K0 D2.
Afin de terminer la de´monstration du the´ore`me D, il nous faut montrer que si
B
†
rig,K ⊗B+
rig,K
M
+(D1) = B
†
rig,K ⊗B+
rig,K
M
+(D2), alors M
+(D1) = M
+(D2). Cela suit de
la proposition ci-dessous.
Proposition 3.3.12. — Si D = B†rig,K ⊗B+
rig,K
M
+(D), et si D+ est un (ϕ,ΓK)-module
sur B+rig,K de rang fini et contenu dans D, alors D
+ ⊂M+(D).
De´monstration. — Rappelons que D[1/t] = B†rig,K [1/t] ⊗K0 D ; comme D
+ est de rang
fini r, il existe s > 0 et h ∈ Z tels que D+ ⊂ t−hB†,srig,K ⊗K0 D. Choisissons des bases
de D+ et de D et appelons M , P+ et P0 la matrice de passage, la matrice de ϕ sur D
+
et la matrice de ϕ sur t−hD ce qui fait que P0ϕ(M) = MP
+. Comme P0 ∈ GLd(K0),
le corollaire I.4.2 de [Ber04a] (qui s’e´tend verbatim aux matrices rectangulaires) nous
donne que M ∈ Md×r(B
+
rig,K) et donc que D
+ ⊂ t−hB+rig,K ⊗K0 D.
Quitte a` augmenter s, on a de plus que D+ ⊂ B†,srig,K⊗B+
rig,K
M
+(D) et si y ∈ D+ et n >
n(s), alors ιn(y) ∈ Fil
0(K∞((t)) ⊗K∞ D∞) puisque ιn(B
†,s
rig,K) ⊂ Kn[[t]], et donc ιn(D
+) ⊂
Fil0(K∞((t))⊗K∞ D∞). Enfin, si n > −n(s) et y ∈ D
+, alors ϕn(y) = ιn(s)(ϕ
n(s)+n(y)) et
donc ϕn(D+) ⊂ Fil0(K∞((t)) ⊗K∞ D∞) ce qui fait, e´tant donne´e la de´finition de M
+(D)
donne´e dans la proposition 3.3.5, que D+ ⊂M+(D).
En particulier, un (ϕ,ΓK)-module sur B
+
rig,K de rang fini et contenu dans D est
ne´cessairement de rang 6 d.
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Appendice A
Liste des notations
Voici une liste des principales notations dans l’ordre ou` elles apparaissent.
Introduction : k, K, K0, GK .
§1.1 : E˜+, ε(n), E˜, A˜+, A˜, B˜+, B˜, θ, B+dR, X , t, BdR, p˜, B
+
max, B˜
+
rig, Bmax, Bst, N , Bcris,
B˜†,r, B˜†,rrig, Kn, HK , ΓK , B
†,r
rig,K , K
′
0, B
†,r
K , Ma,h, Be, th, V[r;s], B˜
[r;s], B
[r;s]
K , ρ(r).
§1.2 : deg(D), NP(D), rn, n(r), ιn, Qn.
§2 : We, W
+
dR, WdR.
§2.2 : D˜r(W ), W (D).
§2.3 : Dcris(W ), Dst(W ), DdR(W ), M(D), DSen(W ).
§3.2 : Rep(a, h).
§3.3 : B+rig,K , B
+
K , M
+(D), ∇.
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