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Abstract: Early detection of the pulmonary nodule is important for diagnosis and treatment of lung cancer. Recently,
CT has been used as a screening tool for lung nodule detection. And, it has been reported that computer aided detec-
tion(CAD) systems can improve the accuracy of the radiologist in detection nodules on CT scan. The previous study
has been proposed a method using Convolutional Neural Network(CNN) in Lung CAD system. But the proposed
model has a limitation in accuracy due to its sparse layer structure. Therefore, we propose a Deep Convolutional
Neural Network to overcome this limitation. The model proposed in this work is consist of 14 layers including 8 con-
volutional layers and 4 fully connected layers. The CNN model is trained and tested with 61,404 regions-of-interest
(ROIs) patches of lung image including 39,760 nodules and 21,644 non-nodules extracted from the Lung Image Data-
base Consortium(LIDC) dataset. We could obtain the classification accuracy of 91.79% with the CNN model pre-
sented in this work. To prevent overfitting, we trained the model with Augmented Dataset and regularization term
in the cost function. With L1, L2 regularization at Training process, we obtained 92.39%, 92.52% of accuracy respec-
tively. And we obtained 93.52% with data augmentation. In conclusion, we could obtain the accuracy of 93.75% with
L2 Regularization and Data Augmentation.
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I. 서  론
폐암은 전 세계적으로 가장 사망률이 높은 암의 하나이다.
국립암센터 통계에 따르면 폐암은 2014년 암 발생 순위에
서 위암 다음으로 높은 발생율을 보였으며, 인구 10만명당
34.4명의 사망자로 가장 높은 암사망률을 보이고 있다. 또
한 폐암의 경우 생존율도 낮아서, 2010년부터 2014년까지
전체 암환자의 5년 상대 생존율은 70.3%인 반면 폐암환자
의 5년 상대 생존율은 25.1% 밖에 되지 않는다. 
이러한 폐암 환자의 생존율은 조기 진단의 여부에 크게
영향을 받는다. 그리고 폐암 조기 진단에 중요한 임상적 지
표의 하나로 고립성 폐 결절이 있다. 최근 고립성 폐 결절
의 관측은 대부분 CT 영상을 통해 이루어지며, Awai 등의
연구에서[1] CAD 시스템을 통해 판독자의 폐 결절 검출능
력이 향상 될 수 있음이 보고되었다. 이에 따라 방사선 전
문의를 보조 할 수 있는 CAD 시스템의 개발 또한 중요한
분야로 인식되고 있다. CAD 시스템은 의료영상에서 병변
으로 의심되는 영역을 자동으로 검출하며, 일반적으로 폐 영
상에 대하여는 결절 영역을 찾는 단계, 커널 설계 및 특징
추출단계, 결절분류단계로 구성된다. 
한편, 인공 신경망의 하나인 합성곱 신경망은 최근 영상
인식 분야에서 높은 정확도를 보이며 기존의 기계학습 알고
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리즘으로 해결하지 못한 문제를 해결하는데 사용되고 있다.
예로, MNIST 데이터셋을 분류하는 합성곱 신경망의 경우
약 0.3%[2]의 오차율을 보이고 있으며, cifar10 데이터셋을
분류하는 합성곱 신경망의 경우에도 사람이 직접 분류 하였
을 때의 오차율인 6%[3]보다 낮은 3.5% 이하의 오차율을
보이고 있다[4]. 
이에 따라 합성곱 신경망을 일반적인 영상인식 문제 외에
의료영상에 적용하려는 연구들이 진행되고 있다. 예를 들어,
Wei Li 등은 기존의 CAD 시스템의 특징추출 단계에서 커
널을 직접 설계해야 하는 어려움을 합성곱 신경망으로 대체
하였으며[5], Qing Li 등은 간질성 폐질환(interstitial
lung disease)을 갖고있는 폐 영상 분류에서 커널 설계에
기반한 기존의 방법들보다 합성곱 신경망이 더 높은 정확도
를 나타냄을 보였다[6]. 그러나 제안된 합성곱 신경망 모델
들은 두 개 이하의 합성곱 레이어로 구성되어 있어 분류성
능에 한계를 갖고 있다. 이에 본 연구에서는 기존 CAD 시
스템의 커널 설계 단계를 대신함과 동시에 향상된 정확도를
보이는 합성곱 신경망 모델을 제안한다. 본 연구에서 제안
하는 합성곱 신경망 모델은 총 14개의 레이어로 구성 되어
있으며 모델의 정확도를 향상시키기 위하여 과적합을 완화
시키기 위한 방법들을 바탕으로 학습되었다. 
II. 연구 방법
1. LIDC-IDRI Dataset 
본 연구에서는 합성 곱 신경망 학습을 위하여 LIDC-
IDRI[7] 데이터셋을 활용한다. LIDC-IDRI 데이터셋은 1010
case의 흉부 CT 영상으로 구성 되어있으며, 각 CT 영상에
대하여 네 명의 흉부 방사선 전문의가 작성한 판독결과를
포함 하고있다. 판독과정은 두 단계로 진행된다. 첫 번째 단
계에서는 각 방사선 전문의들이 독립적으로 CT 영상을 검
사하고 병변을 “3 mm이상의 결절”, “3 mm미만의 결절”,
“결절이 아닌 병변”의 세가지 경우로 분류한다. 그리고 두
번째 단계에서는 각 방사선 전문의들이 다른 방사선 전문의
들의 판독결과와 함께 본인의 판독결과를 검토하여 최종 판
독을 내린다. 판독결과 3 mm 이상의 크기를 갖는 결절에
대하여는 각 방사선 전문의들이 그린 외곽선이 포함되어 있
으며, 3 mm 이하의 결절과 결절이 아닌 병변에 대하여는
해당 결절의 위치를 하나의 좌표로 제공한다. 
2. Preprocessing
LIDC-IDRI 데이터셋에 포함 되어있는 흉부 CT 영상들
은 다양한 CT 영상장비로 수집되었다. 따라서 각 영상들을
합성곱 신경망의 학습과 평가에 사용하기 전에 그림 1과 같
이 전 처리 과정을 수행하였다.
우선 그림 1(b)와 같이 대상 영상들의 픽셀 값을 하운스
필드 단위로 정규화 한다. 하운스필드 단위는 CT 영상에서
각 픽셀의 x-ray 감쇠정도를 나타내는 양적 지표이다. 예를
들어, CT로 촬영한 영상에서 공기에 해당하는 픽셀은 −1000
의 하운스필드 단위 값을 갖고 물에 해당하는 픽셀은 0의
하운스필드 단위를 갖게 된다. 본 연구에서는 LIDC-IDRI
데이터셋에 포함된 영상들의 각 픽셀 값에 DICOM tag로
부터 얻을 수 있는 Rescale Slope 값을 곱한 뒤, Rescale
Intercept 값을 더하여 하운스필드 단위 값을 갖는 영상으
로 변환하였다.
하운스필드 단위계로 정규화 된 CT 영상은 grayscale 영
상으로 표현된다. 이 때 특정 범위의 하운스필드 값을
grayscale로 변환하기 위하여 window level과 window
width를 선택한다. window level은 grayscale로 나타낼 하
운스필드 유닛 값의 중간 값을 말하며 window width는 특
정 이미지에서 grayscale로 나타낼 하운스필드 유닛의 크기
를 말한다. 본 연구에서는 window level과 window width
를 일반적인 폐 CT 영상 디스플레이에 사용되는 −600과
1500으로 각각 설정하였다[8]. 따라서 그림 1(c)에 나타난
것과 같이 −1350 이하의 HU 값을 갖는 픽셀은 모두 검정
색으로 나타나며 150 이상의 HU 값을 갖는 픽셀은 모두
흰색으로 표현된다. 추가적으로 각 영상들의 Pixel Spacing
값이 모두 다르므로 그림 1(d)와 같이 이를 보정하기 위하
그림 1. LIDC 데이터셋의 전처리 과정 및 ROI 추출 과정. (a) 전처리전의 이미지. (b) Hounsfield Unit으로 변경된 이미지. (c) window
setting을 적용한 이미지. (d) pixel spacing 을 1 mm로 변경한 이미지. (e) 추출된 폐 결절 이미지.
Fig. 1. Preprocessing and ROI extraction in LIDC Dataset. (a) Original image. (b) Image converted to Hounsfield Unit. (c)
Image with lung window setting. (d) Image with pixel spacing of 1 mm. (e) extracted ROI image of a pulmonary nodule.
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여 모든 영상에서 한 픽셀이 1 mm의 물리적 크기를 갖도
록 전처리 한다. 
이렇게 전처리 된 영상에서 방사선 전문의의 판독 결과를
바탕으로 그림 1(e)와 같이 합성곱 신경망의 학습과 평가에
사용할 ROI 영상을 추출한다. ROI 영상은 이후 Data
Augmentation 과정을 고려하여 36 × 36 크기로 추출하였
다. 이렇게 추출된 ROI 영상은 전체 61404장이며 39760
장의 결절 ROI 영상과 21644장의 비 결절 ROI 영상으로
구성 되어있다. 
3. 합성곱 신경망
최근 합성곱 신경망에 대한 연구가 진행됨에 따라 합성곱
신경망 모델의 분류 성능을 향상시키는 다양한 방법이 제안
되고 있다. 이에 본 연구에서는 기존의 합성곱 신경망보다
더 많은 합성곱 커널을 사용하며, 더 깊은 층으로 구성된 합
성곱 신경망을 사용하였다. 
본 연구에서 제안하는 합성곱 신경망 모델은 그림 2와 같
이 총 14개의 레이어로 구성된다. 이 중 8개 레이어는 합
성 곱을 수행하는 레이어이며, 마지막 네 개 레이어는 Fully
Connected 레이어이다. 추가적으로 다섯 번째 레이어와 열
번째 레이어는 입력영상을 subsampling 하여 크기를 축소
시키는 max pooling 레이어로 구성된다.
첫 번째 에서 네 번째 레이어는 2*2 크기를 갖는 160개
의 합성곱 커널로 구성된다. 다섯 번째 레이어는 2*2 크기
의 max pooling 레이어이며 입력 영상의 크기를 반으로 줄
여 14*14 크기의 영상을 출력한다. 여섯 번째에서 아홉 번째
레이어는 2*2 크기의 합성곱 커널로 구성된다. 이 때 합성
곱 커널의 개수는 320개이며, 아홉 번째 레이어 이후에 max
pooling 레이어가 뒤따른다. 이들 합성곱 레이어와 max
pooling 레이어는 입력된 폐 결절 영상에서 결절과 비 결절
분류에 사용할 특징을 추출하며, 학습과정을 통하여 더 좋
은 특징을 선정한다.
열한 번째에서 열 네 번 째 레이어는 이전 레이어의 모든
뉴런들과 연결 되어있는 Fully Connected 레이어로 구성
된다. 이들 레이어는 각각 512개, 256개, 128개의 노드로
구성되어 있으며, 앞의 학습과정을 통하여 선택된 특징을 바
탕으로 결절과 비 결절을 분류한다. 그리고 마지막 출력 레
이어는 Softmax 레이어로 입력 영상이 결절 혹은 비 결절
일 확률을 출력하는 2개의 노드로 구성 되어있다. 
4. 정규화
학습 데이터로 학습과정을 거친 신경망은 일반적으로 학
습 데이터에 과적합 된다. 그리고 과적합 된 신경망 모델은
평가 데이터에 대하여 낮은 성능을 보인다. 따라서 과적합
을 완화시키기 위한 방법들이 제안되어 왔으며, 그 중 하나
로 norm penalty를 활용한 비용함수의 정규화가 있다. 이
러한 정규화 방법은 기존의 비용함수에 norm penalty 항
을 추가하여 모델의 능력을 제한한다. 
일반적으로 사용하는 정규화 방법에는 L1 norm 정규화
방법과 L2 norm 정규화 방법이 있다. L1 norm 정규화 방
법은 식 (1)과 같이 가중치 벡터 에 대한 L1 norm, 
에 상수항 λ를 곱하여 norm penalty 항을 만든다. 
L1 Norm penalty, 식 (1)
반면, L2 norm 정규화 방법은 식 (2)와 같이 가중치 벡
터 에 대한 L2 norm, 에 상수항 λ를 곱하여 norm
penalty 항을 만든다. L1 norm은 가중치 벡터의 모든 항
의 절댓값의 합을 말하며, L2 norm은 가중치 벡터의 모든
항의 제곱의 합을 말한다. 상수항 λ는 hyperparameter로
비용함수의 정규화 강도를 조절하는 데에 사용한다. 
L2 Norm penalty, 식 (2)
norm penalty 항이 추가된 비용함수로 신경망 모델을 학

















그림 2. 폐 결절 분류를 위한 합성곱 신경망의 구조를 나타내는 그림 (a)와 동일한 합성곱 신경망의 레이어 구조를 나타내는 플로우 차트 (b).
Fig. 2. Architecture of the Convolutional Neural Network for nodule classification (a) and a flow chart of the layers
constituting the Convolutional Neural Network (b).
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로 학습된다. 그리고 이는 모델이 학습 데이터에 과적합 되
는 것을 방지한다.
5. Data augmentation 
신경망 모델의 과적합 문제는 더 많은 데이터로 모델을
학습하면 완화 시킬 수 있다. 그러나 일반적으로 학습에 사
용가능한 데이터의 양은 제한 되어있다. 이를 해결하기 위
하여 영상인식 분야에서는 Data Augmentation 기법을 사
용한다. 영상인식 분야에서 Data Augmentation은 입력영
상에 translation과 같은 연산을 수행하여 적용한다. 이와
같이 Data Augmentation이 적용된 학습 데이터로 신경망
모델을 학습하는 경우 과적합의 완화와 함께 모델의 평가데
이터에 대한 분류 능력이 향상된다.
본 연구에서는 앞서 36 × 36 크기로 추출된 ROI 영상에
서 무작위로 32 × 32 영상을 다시 추출하였다. 이후 수평방
향으로 flip 연산을 하여 Data augmentation을 적용하였
다. 이는 결과적으로 학습데이터를 32배 늘리는 효과를 가
져온다. 
III. 연구 결과 및 고찰
본 연구에서 제안하는 합성곱 신경망의 학습과 평가는
LIDC 데이터셋에서 추출한 데이터를 사용하였다. 데이터
셋은 전체 61404 장의 ROI 영상으로 구성되어 있으며,
52623장의 학습데이터와 8781장의 평가 데이터로 나누어
실험을 진행하였다. ROI 영상은 LIDC 데이터셋에 포함된
방사선 전문의의 판독결과를 바탕으로 36 × 36 크기로 추출
하였다. 추출된 영상은 Data Augmentation 기법을 적용
하여 32 × 32 크기의 영상으로 변환한 뒤 합성곱 신경망 학
습에 사용되었다. 학습된 합성곱 신경망은 추출된 36 × 36
영상의 중심영역만 잘라내어 32 × 32 영상으로 만든 뒤 평
가하였다. 실험은 4개의 GTX1080ti와 Ubuntu 16.04의 OS
에서 진행하였으며, 알고리즘은 python3.5와 tensorflow1.01
로 구현되었다. 
본 연구에서는 다음의 6가지 방법에 대하여 실험을 진행
하였다. 첫 번째 방법은 제안된 합성곱 신경망에 과적합 완
화 방법을 적용하지 않고 학습하였으며, 두 번째 방법은 제
안된 합성곱 신경망에 L1 정규화 방법을 적용하여 학습하
였다. 세 번째 방법은 L2 정규화 방법을 적용하여 학습하
였으며, 네 번째 방법은 Data Augmentation 방법을 적용
하여 학습하였다. 다섯번 째 방법은 Data Augmentation과
L1 정규화 방법을 함께 적용하여 합성곱 신경망을 학습하였
으며, 마지막으로 여섯 번째 방법은 Data Augmentation과
L2 정규화 방법을 함께 적용하여 학습하였다. 합성곱 신경
망을 학습하기 위한 momentum 값은 0.95로 설정하였으
며, 초기 learning rate은 0.005로 설정하였다. Learning
rate는 매 5 epoch 마다 0.8배로 감소하도록 설정하였다.
학습 step 에 따른 learning rate의 변화는 그림 3에서 확
인 할 수 있다. 그림 3(a)는 Data Augmentation이 적용
되지 않은 모델들의 learning rate 변화를 나타내며, 그림
3(b)는 Data Augmentation이 적용된 모델들의 learning
rate 변화를 나타낸다. 제안된 합성곱 신경망은 64 batch
size로 학습하였으며, Augmentation이 적용되지 않은 경
우 50,000 step을 학습하였다. Data Augmentation이 적
용된 경우 학습데이터의 증가에 따라 100,000 step으로 학
습 횟수를 증가시켰다. 학습에 따른 모델의 성능 변화는 그
림 4에 나타내었다. 그림 4(a)는 Data Augmentation이 적
용되지 않은 모델의 학습 에 따른 정확도 변화를 나타내며,
그림 3. Data Augmentation을 적용하지 않은 합성곱 신경망(a)과 Data Augmentation을 적용한 합성곱 신경망(b)의 학습에 따른 learning
rate 변화.
Fig. 3. Changes of the learning rate in training process for Convolutional Neural Network without Data Augmentation (a)
and with Data Augmentation (b).
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그림 4(b)는 Data Augmentation이 적용된 모델의 학습에
따른 정확도 변화를 나타낸다. 제안된 합성곱 신경망 모델
은 50,000 step의 학습 이후 91.79%의 정확도를 보였다.
이후 동일한 합성곱 신경망 모델에 대하여 L1 정규화 기법
을 적용한 경우, 92.39%로 정확도 향상을 보였으며, L2정
규화 기법을 적용한 경우에도 92.52%로 정확도 향상을 확
인할 수 있다. L1, L2 정규화 기법을 사용하지 않고 Data
Augmentation 만을 적용하여 학습한 경우 합성곱 신경망
의 정확도는 93.52% 였다. 최종적으로 Data Augmen-
tation과 정규화 기법을 같이 적용한 합성곱 신경망의 정확
도는 각각 93.66%와 93.75%였다. 
IV. 결  론
본 논문에서는 폐 영상 CAD 시스템에서 결절과 비 결절
로 구성된 ROI 영상을 분류하는 합성곱 신경망을 제안하였
다. 제안된 합성곱 신경망 모델은 50,000 step의 학습 이
후 91.79%의 정확도를 보였다. 과적합을 완화시키기 위하
여 L1 정규화 기법과 L2 정규화 기법을 추가하였을 때의
정확도는 각각 92.39%와 92.52%로 향상되었으며 Data-
Augmentation 기법을 적용하였을 때 93.52%의 정확도를
보였다. 최종적으로 Data Augmentation과 L1, L2 정규
화 방법을 함께 적용하여 학습시킨 합성곱 신경망 모델은
각각 93.66%와 93.75%의 정확도를 보였다.
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그림 4. Data Augmentation을 적용하지 않은 합성곱 신경망(a)과 Data Augmentation을 적용한 합성곱 신경망(b)의 학습에 따른 분류
정확도 변화.
Fig. 4. Changes of the classification accuracy in training process of Convolutional Neural Network without Data
Augmentation(a) and with Data Augmentation (b).
