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ABSTRACT 
Linear sequential machines (LSM's for short) are considered over arbitrary fields. 
Various finiteness conditions are given for sequential machines and LSM's with these 
properties are characterized. It is shown that the set of all input/output pairs character- 
izes an LSM. The effect on realizations of varying the ground field is studied. A 
number of algorithms are given for the solution of specific problems. Decision proce- 
dures are given for the equivalence problem for LSM's. The problem of determining 
if one state is accessible from another isdiscussed and a number of results are presented. 
INTRODUCTION 
In the last ten years, a great deal of research as been concerned with linear sequential 
machines (LSM's for short). See [6], [11] and [13] for a summary of some of this work. 
In the present paper, LSM's are considered over arbitrary fields. Most physical 
systems involve fields such as the rational numbers, the real numbers, or the complex 
numbers. General systems over a finite field are of interest, but the finiteness assump- 
tion makes an LSM a special case of a finite automaton and this special family is not a 
very important class of finite automata. 
Many of the results known about finite LSM's are valid for the case of an arbitrary 
LSM. It is interesting to note that no decision problems have previously been raised 
concerning LSM's. Since we consider infinite LSM's, we shall explore certain decision 
problems. In order to do this, we must describe a field effectively. This leads naturally 
to the theory of computable fields studied by Rabin [12]. This theory, by necessity, 
rules out such interesting and important fields as the real numbers or complex numbers. 
Thus, the theory is very restrictive. 
The present paper is divided into six sections. In Section 1, various finiteness con- 
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ditions are considered on sequential machines. LSM's satisfying these conditions are 
characterized. In Section 2, the sequential relations of LSM's are introduced. A proof 
is given that two LSM's with the same relation are (functionally) equivalent. Section 3 
is concerned with linear realizations of sequential machines. The effect of changing 
fields is studied with respect o realizations. In Section 4, the study of decision prob- 
lems is begun by showing that it is decidable whether or not two LSM's  are equivalent. 
In Section 5, a variety of decision problems are considered. Section 6 is devoted to 
the problem of determining whether one state is reachable from another. 
The remainder of this introduction gives the formal definitions of sequential 
machines and LSM's  as well as our notational conventions. 
DEFINITION. A sequential machine is a 5-tuple M = <Q, 27, A, 3, A> where 
(i) Q is a nonempty set of states. 
(ii) Z is a nonempty set of input symbols. 
(iii) A is a nonempty set of output symbols. 
(iv) 3 is a map from Q • Z into Q called the direct transition function. 
(v) A is a map from Q • 27 into A called the output function. 
We shall say that a sequential machine M = <Q, Z, A, 3, A> is finite when Q, Z, and 
A are finite. 
It is necessary to extend the transition function to a mapping 1 from Q • 27* into Q. 
This is done in the conventional manner as follows. 
DEFINITION. Let M = (Q, z,  A, 8, A> be a sequential machine. For each q e Q, 
x ~ Z*, and a ~ 27. 
3(q, A) = q, 
$(q, xa) = 3(8(q, x), a). 
There are two common extensions used for the output function A. It will be necessary 
for us to use both of them. 
DEFINITION. Let M = (Q, Z, A, 8, A> be a sequential machine. For each q c Q, 
xEZ*anda~Z,  
A(q, A) ---- A, 
~(q, xa) = A(a, x) ~(~(q, ~), a), 
and 
~(q, xa) = ~(3(q, x), a). 
t I f  X and Y are sets of words, then the product of X and Y is the set {xy ] x ~ X ,  y ~ Y} 
where xy is the concatenation of x and y. For i ~ 1, write X i+t = XiX  and X + = u~>~t X i. 
Let A be the null word and write X*  = X + u {A}. For any word x, Ig(x) denotes the length 
of x. Finally, let ~ denote the empty set .  
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Thus Aq(x) = A(q, x) is a length preserving function s from Z* into A* which is the 
concatenation of the output symbols produced by the individual input symbols. 
~q(x) = ~(q, x) is a map from 27+ into A which gives the last output symbol produced 
by M when started in state q and reading input x. 
A principal concern of system theorists is the input-output behavior of these 
machines. 
DEFINITION. Let M = <Q, Z, A, 3, A> be a sequential machine. Define 
F(,V/) = {aq I q ~ Q), 
and 
R(M) = {(x, A(q, x))l xe Z*, qeQ}. 
F(M) is the set of functions computed by M, one function for each internal state. R(M) is 
the sequential relation of M which consists of all input-output pairs of M. 
Two sequential machines M a and M 2 over the same input and output alphabets are 
said to be equivalent [relationally equivalent] if F (M1)= F(M2) [R(Ma) = R(M2) ]. It is 
always true that functional equivalence implies relational equivalence, but the con- 
verse is false in general [7]. 
We now introduce the special class of machines with which we shall deal. 
I f F  is a field and m is a nonnegative integer, let F,~ be the vector space of column 
vectors of dimension m over F. Note that F 0 = {0}. 
DEFINITION. A linear sequential machine M(LSM for short) is a sequential machine 
M = (Q, Z, A, 3, A> with the following special properties. There exists a field F and 
nonnegative integers n, k, and I such that Q = F~, Z = Fk, and A = F t . Further- 
more there exists an n X n matrix A, an n X k matrix B, an l x n matrix C and an 
l x k matrix D such that for each (q, a) ~ Q x Z' 
3(q, a) -~ Aq + Ba, 
A(q, a) = Cq + Da. 
Such a linear sequential machine M will sometimes be denoted by (F, n, k, l, A, B, C,D>, 
(F, A, B, C, D> or (F, n, k, l, 3, A>. 
In the preceding definition, we allow n = 0. In this case, matrices A, B, and C 
are null and the output function is A :a - -+ Da which describes a combinational 
switching network which is linear. This is the "memoryless" case. 
It is possible to deal with LSM's in terms of linear functions and abstract vector 
spaces rather than matrices and F~, etc. This leads to shorter proofs, but overlooks 
certain questions of representability and effectiveness. For this reason, we employ 
matrices. 
A function ~0 from Z* to A * is length preserving if lg(q~x) = lg(x). 
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Note that if the field F is finite, then M is finite. In general, most results about 
LSM's  are valid over arbitrary fields. We shall assume F is arbitrary for much of the 
remainder  of this paper. 
The  fol lowing facts are well known 3. 
PROPOSITION. Let M = (F ,  A,  B,  C,  D)  be an LSM.  
(a) For each state q ~F,  , and a o ..... at_ 1 in Fk , t > O, 
3(q, a o "" at- l)  = Atq + ~ At- i - lBa i  9 
4=0 
t--2 
(b) ~(q, ao""  a,_~) = CAt-~q + ~ CA*-'-~Ba~ + Da,_a 
i---0 
For q, q' ~ F,~ , x in F~ +, c in F. 
(c) 3(q + cq', x) = 3(q, x) + cS(q', 0*g(*'). 4 
(d) ~(q + cq', x) = ~(q, x) + c~(q', O'g(x)). 
(e) h(q + cq', x) = A(q, x) + ch(q', OZg(~)). 5 
(f) ~(q, x) ----- ~(q, 0 l~(~)) + ~(0, x). 
We shall also need certain facts concerning equivalent states and minimal machines 
[81. 
DEFINITION. Let  214/ = (Q~, 27, A, 3/,  Ai), i = 1, 2 be two sequential machines. 
State ql inQ1 is said to be equivalent to state q2 in Qz (written ql ~ qz) if 
Al(ql , x) = Az(qz, x) 
for all x in 27*. A sequential machine is said to be minimal if it has no distinct equivalent 
states. 
The  main result on minimization of LSM's  is stated below and is due (inde- 
pendently)  to Gil l  [6] and to Cohn and Even [2]. 
THEOREM. For each LSM M, one can effectively construct an LSM M'  such that 
M '  is minimal andF(M)  = F(M') .  
In both [6] and [2], the LSM's are defined over finite fields, but some of the results are true 
over arbitrary fields and others are true over arbitrary "computable" fields. Computable fields 
are discussed in Section 4. 
4 0tg(~ denotes the zero-vector of F~ concatenated with itself lg(x) times. 
5 The concatenation is componentwise. For any c ~ F, x = a 1 ... a,~, a, E F~, we have ex = 
(ca1)... (ca,,). 
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In order to discuss whether or not M '  is unique in the previous theorem, the 
following concepts are required. 
DEFINITION. Let Mi -~ (Qi ,  z ,  A, 8i, Ai> be sequential machines for i = 1, 2. 
There is a homomorphism 9 from M a into (onto) M 2 if cp is a map from Q1 into (onto) 
Qz such that for each (q, a) ~ Qa • z ,  ~31(q, a) = 3~(~0q, a) and Ax(q, a) = Az(~0q, a). 
Ma is isomorphic to M~ if ~0 is a one-to-one homomorphism from M~ onto M~. 
In the preceding theorem, M '  is unique up to isomorphism. See [9] for other prop- 
erties of homomorphisms and LSM's.  
SECTION 1. FINITENESS CONDITIONS ON SEQUENTIAL MACHINES 
In this section, we introduce some finiteness conditions on sequential machines. 
Some of these conditions, particularly the finite memory concept, are intimately 
related to LSM's.  We give the relations between the various properties and charac- 
terize LSM's  with these properties. 
It is hoped that this section will clear up a certain amount of confusion in the 
literature concerning finite memory and definite automata. 
DEFINITIONS 
Let M ~ (Q, 27, A, 8, A) be a sequential machine. With each positive integer p, 
we associate ight conditions which M may or may not satisfy. 
(0) (Feedback free condition) For each x ~ 27~27"; 
ql, q~ ~ Q, 8(ql, x) = 8(q~, x). 
(1) For each x ~ 2~2~*; q l ,q~Q,  
~(q~, x) - 8 (~,  x). 
(2) For each x e Z~l* ;  q E Q, 3(q, x) ~ 3(q, x{~)), e 
(3) For each x e Z~27"; q6Q,  ~(q ,x )=~(q ,x~) ) .  
(4) (Definite condition) For each x 6 Z '~ "* and each ql, qi ff Q, 
7~(q~, ~) = ~(q~, x~,). 
(5) (Finite memory condition) For each x ~ X~27"; qx, qs ~ Q, 
A(ql, x) = A(q 2 , x) implies 3(qi, x) =- 3(q~, x). 
(6) (p-Diagnosability Condition) For each x ~ 27v27"; qx, qa ~ Q, 
A(ql, x) = A(qz, x) implies ql = q2- 
(7) Foreachx~Z~Z*;  q l ,q2~Q,  
A(q 1 , x) = A(q2, x) implies qx = qz. 
For each x ~ E~'27 *, write x -~ yx u'~ where x I~ denotes the last p symbols of x. 
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Condition (0) is a formal version of the "feedback free" definition. Condition (1) 
is a weaker version of condition (0), equivalent to it for minimal machines. Conditions 
(2) and (3) (which are equivalent) are variants of the conditions of definiteness [8] but 
are not equivalent to it. 7 Condition (4) is the definition of definiteness while (5) is the 
definition of the finite memory property ([1], [6]). Condition (6) says that all sufficiently 
long sequences are "diagnosing sequences" [6]. Condition (7) is a different definition 
of diagnosing sequences due to Cohn [1]. 
We now begin to relate the conditions. 
PROPOS:TION 1.1. I f  M is a sequential machine which satisfies condition (i) (0 ~ i ~ 7) 
for p = Po , then M satisfies condition (i) for all p ~ Po . 
The proof is obvious and is omitted. Now we relate conditions (1) and (0). 
PROPOSITION 1.2. Let M be a sequential machine. (0) implies (1) and if M is minimal, 
(1) implies (0). There exists a finite LSM which satisfies (1) for p = 1, but does not 
satisfy (0)for any p ~ 1. 
Proof. Obvious. 
We now consider (7). 
PROPOSITION 1.3. (7) implies (6) and if M is minimal (6) implies (7). There exists 
a finite LSM which satisfies (6) but does not satisfy (7). 
Proof. Obvious. 
Next we relate (1) and (2). 
THEOaEM 1.1. (1) implies (2), but there exists a finite minimal LSM which satisfies 
(2) for p = 1, but does not satisfy (1)for any p ~ 1. 
Proof. Let M = (Q, Z', A, ~, A) be a sequential machine. Let x G 2:pZ'* and write 
x ~ yx ~p). For any ql cQ,  
where qz = 8(ql,Y). If  M satisfies condition (1), ~(ql, x~)) ~ ~(q2, x~)) so that 
3(q:, x) ~- 8(ql, x Ip)) and so M satisfies condition (2). 
Consider the LSM M = (GF(2), (1), (0), (1), (0)). Clearly M satisfies (2) for 
p =: 1, but does not satigfy (1) for anyp ~ 1. 
Next, we establish the relationship between (2) and (3). 
If M is a sequential machine with an initial state which is connected then conditions (2) 
and (3) are equivalent to conditions (4) and (1). 
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THEOREM 1.2. Let M = (Q, 27, A, 3, A) be a sequential machine. Condition (2) holds 
for p [i.e., for each x E 27~27"; q e Q, 3(q, x) = 3(q, x(~))] if and only if condition (3) holds 
for p + 1 [i.e.,for each x ~ 27~+127., ~(q, x) = ~(q, x(~+a))]. 
Proof. Let q e Q and x e 27~+127,. Write x = ya where a E 27. 
~(q, ya) = z(~(q, y), a) = a(~(q, y(.)), a) 
using condition (2). Thus 
~((q, ya) = ~(q, yr = ~((q, xr 
Conversely, suppose that x ~27"+1X* and that 3(q, x )~ 3(q, x('J). Then there 
exists z ~ 27+ such that 
~iCq, xz) ~/= ~i(q, x(~)z). (,) 
However, by condition (3) for p + 1. 
~(q, xz) = ~(q, (xz)~+l)). 
Since z =J= A, we note that (xz) ~ = (x(~)z) (~+1). Therefore, 
7% xz) = ~(q, (x(~)z)(~+~') = ~(q, x(~)z) 
using condition (3) again. But ~(q, xz) = ~(q, x(~lz) contradicts ( . )  and establishes 
that 3(q, x) ~ 3(q, x(~)). 
Next, we relate conditions (5) and (6). 
THEOREM 1.3. (6) implies (5) but there exists a finite minimal sequential machine M 
which satisfies (5) for p = 1 but does not satisfy (6)for any p >/ 1. Moreover, for LSM's, 
(5) and (6) are equivalent. 
Proof. To show that (6) implies (5), assume A(ql, x) = A(q2, x) for each x ~ 27~Z*; 
qx, q2 6 Q. Then ql ~ q2 by (6). By the "right congruence property" of --  (of [8]), 
8(ql, x) = ~(q2, x). 
Let m----({q0,ql}, {0, 1}, {0, 1},3, A> where 3(q~,a)= ql for i ,a~{O, 1}. 
A(q0, a) = a and A(qx, a) ---- 1 for a~{0, 1}. M satisfies (5) fo rp  = 1, but does not 
satisfy (6) for any p /> 1. 
Suppose M is linear and (5) holds. Let ql, q2 ~ Q and x ~ 27~Z* and assume that 
A(ql, x) ---- A(q~, x). Then 3(qt, x) --  3(qz, x) and for all y e 27* 
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From this and the hypotheses 
A(q~, xy) = h(q~, x) A(3(ql, x), y) 
= ~(q~, x) ~(~(q~, x), y) = ~(q~, ~y). 
A(0, ~y) --( A(q 1 , 0 zg~*y') = A(ql,  xy)  = h(qz, xy) 
= ~(o, ,v,) + ~(q~, o '~) ) .  
Thus A(qx, 0 i) = h(q~, 0 i) for all i ~ 0. [This is true for i >/ lg(x) by the above 
equality and for i < lg(x) by the fact that A is length preserving]. By using the same 
identity, ((c) of the first Proposition) A(ql, z) = A(q2, z) for all z E 27*. Thus ql ~ q~. 
The relations between (3) and (5) are now derived. 
THEOREM 1.4. There exists a finite minimal sequential machine which satisfies (3) 
for p = 1, but does not satisfy (5) for any p >/ 1. However, if M is an LSM, then (3) 
implies (5). There exists a finite minimal LSM which satisfies (5) for p = 2, but does not 
satisfy (3) for any p >~ 1. 
Proof. Let M 1 = <{qa,  q2}, {0, 1}, {0, 1), 3, A> where 3(qi, a) -~ qi for i = 1, 2; 
a ~ 27; A(q2,1) = 1 and A(qi, a) = 0 in all other cases. Clearly, M x satisfies (3) for 
p = 1, but does not satisfy (5) for any p /> 1. 
Let M be an LSM which satisfies (3). We are going to prove that it also satisfies 
(5). 8 For any q ~ Q, x ~ 27+, 
~(q, x) = CA~(~)-lq + ~(x) 
where q~(x) is a vector depending on x alone and such that if x is a sequence of 0 vectors, 
6(x) = 0. (See Proposition, part (b) in the introduction.) 
By choosing x = 0 t+l i.e., a sequence of t + 1 zero vectors we see that for any 
t>~p- -1  
CA t = CAr-1 
since M satisfies (3). 
Now let x ~ 27~27"; ql, q2 ~Q and A(qx, x) = A(q2, x). Then 
CAv-lql + $(x) = CA~g~)-lql + $(x) 
= ;~(ql, x) 
= ~(q., x) 
= CAZg(~)-lq2 + 6(x) 
= CA~-lq2 + $(x), 
and so CA~-aql = CAV-lq~. 
8 It is well known that every LSM satisfies (5) for some p([1], [6]). Here we prove that if an 
LSM satisfies (3) for a given p, it will satisfy (5) for the same p. 
Let y e 27+. Then 
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~(~(q~, x), y) = ,~(q~, ~)  
: CAtg(zv)-lql + r 
= CA~-'q~ + r 
= CA~-*q~ + r 
= CA~r + r 
= ~(q~, ~y) 
= ~(~(q~, x), y). 
Hence 8(qx, x) ~ 8(qz, x) and M satisfies (5). 
To complete the proof, consider M.~ ---- (GF(2), A, B, C, D) where 
C=(0  1), D - - (0 ) .  
M s satisfies (5) for p = 2, but does not satisfy (3) for any p t> 1 as can be seen by 
checking q = (ol). 
Next we relate conditions (1) and (4). 
THEOa~M 1.5. A sequential machine M satisfies (1) for p if and only if it satisfies (4) 
forp + 1. 
Proof. Suppose that condition (1) is satisfied forp. Let ql, q2 EQ, x~2:*, z~Z'v, 
a ~ 2:. Then 
~tCqt, xza) = "~(3(ql, x), za) = ~(8(8(qx, x), z), a). 
By (I) 8(8(qt, x), z) ~ 8(q~, z) so that 
~i(q 1, xza) -~ ~i(~(q~ , z), a) = "~(qz , za) = ~(q~ , (xza) cv+l)) 
because (xza) ~+~ = za. So M satisfies (4) for p + 1. 
Suppose M satisfies (4) for p + 1. Let q~ , q2 ~ Q, x ~ ZvZ* z e Z+. Then 
~(ql, XZ) = ~(q2, (xz) (v+l)) ~" ~(q2 , XZ). 
Therefore ~(ql, x) ~ ~(qz, x) and so M satisfies (1) forp. 
In the following theorem, we describe the implications between (4) and (5). 
THEOm~M 1.6. I fa  sequential machine satisfies (4) for p + 1, it satisfies (5) for p. 
However, there exists a finite minimal LSM which satisfies (5)for p = 1, but does not 
satisfy (4)for any p ~ 1. 
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Proof. If a sequential machine M satisfies (4) forp + 1, then it satisfies (1) forp 
(Theorem 1.5). But then M obviously satisfies (5) forp as well. 
The LSM (GF(2), (1), (0), (1), (0)) is such that it satisfies (5) fo rp  = 1, but does 
not satisfy (4) for any p ~> 1. 
In order to complete our picture concerning the relations between the eight condi- 
tions, we need only consider whether (0) implies (7). 
THEOREM 1.7. There exists a finite minimal sequential machine M which satisfies (0) 
for p = 1, but does not satisfy (7) for any p >~ 1. There exists a finite LSM M' which 
satisfies (O) for p = 1, but does not satisfy (7)for any p >/ 1. However, if a minimal LSM 
satisfies (0), it also satisfies (7). 
Proof. M = ({qo, ql}, {0, 1}, {0, 1}, 8, A) where ~(qi, a) = ql for i, a ~ {0, 1} and 
A(q0, a) = a, A(ql, a) = 0 for a ~{0, 1} satisfies (0) forp = 1 but does not satisfy (7) 
fo ranyp/> 1. 
M'  = (GF(2), (0), (0), (0), (0)) satisfies (0) for p = 1 but does not satisfy (7) for 
anyp ~> 1. 
If a minimal LSM satisfies (0) for p, it satisfies (1) for p (Proposition 1.2). But then 
it satisfies (4) for p + 1 (Theorem 1.5), and (5) for p (Theorem 1.6). Therefore it 
satisfies (6) for p (Theorem 1.3) and since it is minimal, (7) for p as well (Proposition 
1.3). 
We can also verify the following simple proposition whose straight forward proof is 
omitted. 
PROPOSITION 1.4. I f  a sequential machine M satisfies (7) then M is minimal. 
Our results can be summarized by the following two tables. If  at the ith row and 
jth column (start the indexing at 0 and take p -- 1 = max{p --  1, 1}), the table has a 
(r) then if a (linear) sequential machine satisfies (i) for p then it satisfies (j) 
for r. 
N then there is a finite minimal (linear) sequential machine which satisfies (i) 
for somep, but does not satisfy (j) for anyp ~ 1. 
(Y~) then if a minimal (linear) sequential machine satisfies (i) for p, then it 
satisfies (j) for p, but there is a finite (linear) sequential machine which 
satisfies (i) for some p but does not satisfy (j) for any p >~ 1. 
As an example of how these tables are obtained from the theorems, we give the 
reasoning behind the N in the 7th row and the 0th column of Table II (for LSM's). 
Suppose we were wrong in placing an N there. Then every finite minimal LSM 
which satisfies (7) for some p will satisfy (0) for some q /> 1. Let M be the finite 
minimal LSM which satisfies (5) for p = 2 but does not satisfy (3) for any p /> 1 
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TABLE I 
RELATIONS BETWEEN THE CONDITIONS FOR SEQUENTIAL MACHINES 
(0) (1) (2) (3) (4) (5) (6) (7) 
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(o) 
(1) 
(2) 
(3) 
(4) 
(5) 
(6) 
(7) 
Y 
P 
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P 
N r X r 
N 
- -Y /N  Y Y 
p /p - -1  ]p - -1  
N 
Y Y Y Y 
P P P P 
Y Y Y Y 
P pPY p+lY  P+lN 
N p5  Y 
1 p 
T 
N 
N 
N N 
N N 
N N N N 
N N 
Y 
P 
Y 
P 
N 
N 
N N 
N N 
N 
N Y Y Y/N 
P P P 
~ p 
(Theorem 1.4.) M satisfies (6) for p = 2 (Theorem 1.3.) and since it is minimal, 
M satisfies (7) for p = 2 (Proposition 1.3). By the assumption above M satisfies (0) 
for some q ~ I. But then M satisfies (1) for q (Proposition 1.2), M satisfies (2) for q 
(Theorem 1.1.) and M satisfies (3) for q + 1 (Theorem 1.2.). This contradicts the 
choice of M and so proves that we were right in putting N in the 7th row and 0th 
column of Table II.  
There is a convenient pictorial summary of the tables which can be obtained as 
directed graphs. A directed path from node i to node j corresponds to a Y in the 
(i,j) entry of the table. No path corresponds to a N or a Y/N. Equivalent conditions 
are encircled. 
These graphs clearly indicate the relative strength of conditions (0)-(7). 
Next, we turn to the conditions under which linear machines have these properties. 
THEOREM 1.8. Let M = (F, A, B, C, D)  be an LSM. M is feedback free [i.e., 
satisfies condition (0) for p, where p is minimal] if and only if A is nilpotent 9 of degree p. 
g A matrix A is said to be nilpotent of degree p if p is the least positive integer for which A ~ = 0. 
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TABLE II 
RELATIONS BETWEEN THE CONDITIONS FOR LSM's 
(1) (2) (3) (4) (5) (6) (7) 
(o) 
(1) 
(2) 
(3) 
(4) 
(5) 
(6) 
(7) 
I 
Y Y Y Y Y Y Y I Y /N  
P P P P P P P P 
Y IN  Y Y Y Y Y Y Y IN  
p p p p+l  p+l  p p p 
N N Y Y N Y Y Y /N  
p p+l  p p p 
N N Y Y N Y Y Y /N  
p - -1  p p p p 
Y /N  Y Y Y Y Y Y Y /N  
p p - -1  p - -1  p p p - -1  p p 
N N N N N Y Y Y]N 
P P P 
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FIG. 2. Graph for LSM's. 
INFINITE LINEAR SEQUENTIAL MACHINES 393 
This theorem justifies calling condition (0) "feedback free". For a nilpotent matrix 
is a direct sum of superdiagonal matrices (nilcyclic). Thus the circuit of M is a collec- 
tion of unconnected shift registers without feedback paths. 
Proof. Let ql,  q~ ~ F~ and x E Fk~F *. Then 
$(ql, x) = ~(q2, x) 
if and only if 8(qx, 0 ~gl~)) = ~(q~, 0 ~g(~) which holds if and only if 
Thus (0) holds (for minimal p) if and only if A is nilpotent of degree p. 
Note that a related theorem is given in [1]. However the theorem quoted in ([1], 
p. 298 preceding Theorem 1) is not valid unless the sequential machine has an initial 
state, is connected, and is minimal. [See the counter which shows that (2) does not 
imply (1).] 
In [1] condition (4) is characterized for LSM's  and we restate this result (without 
proof) in our terminology. 
THEOREM 1.9. Let M = (F, A, B, C, D)  be an LSM. M satisfies (4) for p + 1 
(equivalently it satisfies (I ) for p) if and only if CA ~ = O. 
Next we characterize LSM's  which satisfy (2) or (3). 
THEOREM 1.10. Let M = (F, A, B, C, D)  be an LSM. M satisfies (3) for p + 1 
(equivalently (2) for p) if and only if 
(i) CA ~~ --  CA ~, 
and 
(ii) 
Proof. 
CA~B = 0. 
Let q ~Fn and take x : a o ... at_ 1 with t > p. We have that 
x)  = 
t--2 t--2 
CAt-lq + ~ CAt-i-2Bai + Dat_ 1 = CA~q + ~ CA* - i -2Ba/+ Da,_ 1 . 
i=0 i=~-~- i  
This holds if and only if 
(i) CA ~+i = CA ~, for each i ~ 0 
and 
(ii) CA~B = 0. 
Since (i) holds if and only if CA ~+1 = CA ~, the result follows. 
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We remark that the least positive integer p for which condition (3) holds is charac- 
terized by the conditions 
(i) CA  p+I = CA p. 
(ii) CA~B = 0. 
(~i) CAp :# CA p-1. 
Moreover, the conditions are independent as no two of them imply the third, t~ 
Next, we characterize conditions (5) and (6). 
THEOREM l . l l .  Let M = (F, n, k, l, A, B, C, D) be an LSM and p <~ n. M 
satisfies (6) (equivalently (5)) for p if and only if rank K~ = rank Kn where 
LdA'-~J 
and rank K, is the number of linearly independent rows of K, . 
Proof. (6) is satisfied if and only if for each x ~ 27~27"; q i ,  q~ ~ Q, 
~(qa, x) = h(q2, x) implies ql ~ q2. 
This holds if and only if for each ql ,  q~ ~ Q 
CA~ql = CA~q~ for 0 ~< i < p implies 
CA~ql = CAiq~ for all i ~> 0. 
This, in turn, holds if and only if for each q ~ Q, 
CAiq = 0 for 0 ~ i < p implies 
CAiq = 0 for all i i-> 0. 
Accordingly, this condition holds if and only if any row of CA  * for any i is a linear 
combination of the rows of K~. Thus, if and only if any row of CA  i for 0 ~ i < n is a 
linear combination of the rows of Kv .  
Thus, we have shown that 
null K~ C null K~, 
where null Kp is the null space of K~. It is immediate that null K~ C null K~. There- 
fore null K~ ~ null I~  and rank K~ = rank Kn. 
X~ r to (i) and (iii) implies (ii) is p = 1, A = (o o) B = (~), C = (0, 1). 
It is easy to check that A" = A for n >~ 1, CA ~+~ = (1, 1) but CA ~ = (0, 1). Also CAiN = 
(1) :# 0. 
INFINITE LINEAR SEQUENTIAL MACHINES 395 
COROLLARY. Any LSM M = <F, n, k, l, 3, A) satisfies (5) and (6)forp = n. 
Finally, we characterize condition (7) for LSM's. 
THEOREM 1.12. Let M = (F, n, k, l, A, B, C, D) be an LSM. M satisfies (7)for 
p if and only if rank K~ = n. 
Proof. (5) is satisfied if and only if for each x 6 27~27"; ql, q~ 6 Q 
A(qt, x) = )~(q~, x) implies ql = q~. 
This holds if and only if for each qx, q2 ~ Q 
CAiqt ~ CAiq2 for 0 ~ i ~ p implies qt = q~. 
This, in turn, holds if and only if for each q ~ Q 
CA~q=0 for 0~<i<p implies q=-0 .  
Therefore, (7) holds if and only if K~ has exactly n linearly independent rows, i.e., 
rank K~ = n. 
SECTION 2. RELATIONAL EQUIVALENCE 
In this section we prove an important heorem concerning sequential relations of 
linear machines. This theorem appears to be known to some workers but no correct 
proof is published. The content of the theorem is that for minimal LSM's, relational 
equivalence implies functional equivalence. See [15], p. 188 for the restatement in the 
terminology of system theory. It is known that this theorem is not true in general when 
the sequential machine is not linear [7]. See [4] and [5] for alternative independent 
proofs in more general situations. 
We begin with a simple 1emma concerning finite memory machines. No assumption 
of finiteness of the state set is used. 
LEMMA 2.1. Let Mi ~- <Qi, x,  A, 34, Ai), i = 1, 2, be sequential machines. Let 
M s have finite memory p. I f  R(M1) ---- R(M2) and if there exist ql ~ Q1, q2 ~ Qz, and 
x e XvX* such that Al(ql, x) = A2(q~, x), then 
8~(ql, x) --- 8~(q~, x) 
Proof. Let ql,  q2, x satisfy the hypothesis of the lemma and suppose that 
31(ql, x) ~ 8~(q~, x). Then Al(3x(ql, x), z) 5~: A2(32(q2 , x), z) for some z ~ 27*. Thus 
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Since (xz,/~1(ql , X~')) E R(M1)  and R(M 0 --~ R(M2) , we have 
~x(qx, xz) = a2(q~, xz) (**) 
for some q~ ~ Q2- Thus A~(ql, x) -~ As(q~, x). By hypothesis, A~(q~, x) = A~(q~, x) and 
therefore As(q2 , x) ~- A~(q~, x). Since Ig(x) >~ p and M 2 has finite memory, 
~(qs, x) _= ~(q~, ~). 
But this implies that, 
A2(q2 , xz) = ?t2(q'2 , xz). 
From (**) 
~l(q~ , xz) = A~(q2 , xz). 
But this contradicts ( . )  and proves the lemma. 
The next lemma is required to show that two relationally equivalent LSM's  have 
a pair of equivalent states. 
LEMMA 2.2. Let Mi  = (Q, ,  •, A, 3~, A,) be LSM'sfor  i = 1,2. l f  R(M1) ---- R(Ms), 
then there exist ql ~ Q1 and q2 ~ Qs such that qx ~ q2 9 
Proof. Since M 2 is linear, it has finite memory p for some p. Choose qt ~ Q1, and 
any positive integer t > p. Since R(M 0 = R(Ms), 
Al(q l ,  0 t) ~-~ As(qs , 0 t) 
for some q2 r Qz. By Lemma 2.1, 
3x(ql, 0') - -  82(qs, 0t). 
We now prove the main theorem of this section which relates functional equivalence 
and relational equivalence for LSM's.  
THeOa~M 2.1. Let M i = (Q i ,  x ,  A, 8i, hi) be minimal LSM's  for i = 1, 2. I f  
R(M1) --~ R(M2) , then M 1 is isomorphic 11 to M 2 and F(Mx) = F(Ms). 
Proof. Let M 1 and M s be as in the hypotheses and let Pl and Ps be their finite 
memories respectively. By Lemma 2.2., there exist ql ~Qx and q2~Qs such that 
qx - -qs .  
Our first step is to show that the zero-states in M 1 and M s are equivalent. Since 
ql=--q2, 
Al(qi , X) = A2(q, , X) 
n It is well known [8] that if M x is isomorphic to Ms ,  then F(Mx) = F(M~). 
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for each x E 27*. Therefore 
~(o, x) + Al(ql, o ~) )  = ~(o, x) + ~(q~, o~(~)). 
Since Al(ql , 0 ~g(~)) = A2(q~ , O~g(~)), we have 
Al(O, ~) = ~(o, ~) (,) 
and we have shown that the O-states of the respective machines are equivalent. 
Next, we show that for each q~ E Qz, there is a state q~ ~ Q2 such that q~ ~ q~. 
Let q~ ~ Qz and choose p > max{pa, P2}. Since R(Mt) = R(M~), there exists q~ ~ Qa 
such that 
By Lemma 2.1, 
so that for each i, 
~(ql,  o~) = ~,(q~, o~). 
8,(q~, o~) - ~(q~, o~) 
~z(q~, 09 = a,(q~, 09. 
Using this fact and (*), we have for each x ~ l *  
Al(ql , 0 zg(x)) -~- Ax(O, x) = ,~2(q6,0 zg(x)) -~- As(O , x). 
! t t t Therefore, At(qt , x) = Aa(q2 , x) for each x and thus ql ~ qs 9 
Thus for each state q~' e Qz, we have found a state q~ 6 Q~ so that q~ ~= q~. By the 
t t t symmetric hypotheses, for each state q~ ~ Q2, there is a state qt ~ Qt so that q2 ~ qt 9 
Therefore M x is equivalent to M 2 and F(M1) = F(M~). Since M 1 and M s are minimal 
and equivalent, they are isomorphic. 
More than just this theorem is true; we mention in passing the following useful 
l emma.  
LEMMA 2.4. Let M 1 and M 2 be minimal LSM's such that R(M1) = R(M~). I f  
~ W C Qz • Q2 where Qi is the state set of M~, then 
(a) r is a function 
(b) ~ is one-to-one 
(c) q~ is onto 
(d) ~ is linear 
(e) Ax(q, a) = A2(9~q, a)for each (q, a) ~ Fnl • F k 
(f) ~b31(a , q) = 3s(~bq, a)for each (q, a) ~ F,~z • F~ 
S7z/214-S 
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SECTION 3. LINEAR REALIZATIONS AND CHANGE OF FIELDS 
In this section, we consider questions of realizability of a sequential machine as an 
LSM. We shall also investigate the circumstances under which the underlying field 
can be changed. 
Our first definition of realizability is related to a definition given in [10]. 
DEFINITION. Let M = (Q, Z, A, 8, A> and M'  = (Q',  Z' ,  A', A', 8'> be two sequen- 
tial machines. M '  is said to be a realization of M if and only if there exist three mappings 
~,/8, and 6 such that 
(i) ~ maps 27 into Z'.  
(ii) /8 maps A into/1' and ~ is one-to-one. 
(iii) ~b maps Q into nonempty subsets of Q'. 
(iv) For each (q, a) 9 Q • Z and q' ~ $q 
8'(q', cxa) 6 r a). 
(v) For each (q, a)  9  • Zand q'  9  
a'(q', ~a) = BA(q, a). 
Furthermore, if $ has the additional property that for each q 9 Q, ~bq has exactly one 
element, then M'  is a realization of M without state splitting. We write 6q : q' 
instead of $q : {q'}. 
DEFINITION. A sequential machine M is said to be linearly realizable over a f ieMF 
if there exists an LSM M'  over F which is a realization of M. 
We remark that if/~ is not one-to-one in the previous definition, then every sequen- 
tial machine is realized (over any field F)  by the "zero" LSM m ---- (F,  (0), (0), (0), (0)>. 
Next we see that the functions involved in a realization correspond for all input 
sequences, not just for input symbols. 
THEOREM 3.1. Let M = (Q, Z, A, 8, A> and M'  = <Q', Z ' ,  A', 8', A'> be sequential 
machines uch that M '  is a realization of M,  (with mappings e~, /8, and c~ and such that cz 
is extended to be a homomorphismlZ). Then for all q E Q, x 9 Z + and q' 9 4~q 
~'(q', ~x) =/8~(q, x). 
1~ A mapping n from 27* into zl* is said to be a (monoid) homomorphism if a(xy) = axay for 
each x, y ~ L'*. Given any map ~x from Z into A*, ~ may be uniquely extended to a homo- 
morphism by requiring 
a(a I ... a~) = aa t ... aa k 
for each k > 0, a~ E 27 for I < i < k. Note that k = 0 implies aA = A. 
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Proof. The argument is an induction on lg(x) and is omitted. 
COROLLARY 1. Let M and M'  be as in the theorem. Extend both ~ and/3 to be homo- 
morphisms. Then for each (q, x) 9 Q • X + and q' 9 Cq 
~'(q', ~)  =/3~(q, x). 
Proof. Assume q 9 Q, q' 9 eq, and let x = al . . .  am be in 27*. Then 
)t(q, x) = ~(q, al) ... ~(q, a] ... am), 
and since/3 is a homomorphism 
/3ACq, x) =/3~(q, aa) .../3~(q, a 1 ... am). 
By the theorem 
flA(q, x) = 7i'(q', aal) ... ~'(q', ~(a t ... a,,)) 
= a'(q', ~) .  
COROLLARY 2. If, in addition, a is onto then for each q e Q, q , ,  q2, e r implies 
Proof. Let q eQ;  qt,  q, e$q and x e (27')*. Since a is onto, there exists y e 27* so 
that ay = x. Then 
a'(ql, x) = a'(ql, ~y) 
= fl,~(q, y) 
= a'(q~, ~y) 
= a'(q2, x). 
Since x was arbitrary, ql ~ qz. 
This corollary indicates that if M '  is a realization of M with a onto and/3 one-to-one, 
then there exists a machine M" which is equivalent to M '  and which is a realization 
of M without state splitting (and with the same ~ and/3). In the case of realizations by 
LSM's  we have the same result without any restriction on a. 
COROLLARY 3. I f  the machine M '  in Theorem 3.1 /s linear, then for all q  9  i f  
qt , qz 9 Cq then qa ~ q~ . 
Proof. By the Corollary to Theorem 1.11, M '  satisfies condition (6), the 
diagnosability condition for p = n. That is, for each xe(27') ' (27')* ,  ql,  q~eQ' ,  
A'(ql, x) = A'(q2, x) implies q, ~ qe. Let a 9 27; using a, we have that eta e 27' so 
CaP 9 (27')" (27')*. 
A'Cql, (o~a) n) = A'Cql , a(an)) 
= fiA(q, a") Corollary 1 
= a'Cq~, ~(a")) 
= ~'(q~, Ca)"). 
Hence qt ~ q2. 
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We rcmark that Corollary 2 would still be true if we replaced "linear" by 
"diagnosable". 
THEOREM 3.2. Let M = (Q, X, A, 3, A) be a minimal sequential machine. I f  M is 
linearly realizable over F by an LSM M I = (F, n, k, l, ~1, A1) (via maps a,/3, and 4~), 
then M is linearly realizable without state splitting by the minimal form M' -~ 
(F, r, k, 1, 8', A') of M 1 under maps o~, ~, and ~b where 4J is one-to-one. 
Proof. M1 is a linear realization of M under mappings a,/3, and ~. ~q is a singleton 
for each q ~ Q [for if ql, q2 E 6q, then ql ~ qz and a new realization is found by choosing 
one element in each 6q.] 
Let M '  be the minimal form of M 1 and le t ,  be the map which takes h~r 1onto its 
minimal form. [The map is explicitly given in [2].] M is linearly realized by M '  with 
maps o~, /3, ~b where ~bq = r~q. It is easy to see that /3A(q, a )= ,V(~bq, aa) and 
~b3(q, a )= 3'(~q, o,7). Suppose that ~bq = ~q'. Since M'  is an LSM, q ~ q' by 
Corollary 3 to Theorem 3.1. Since M is minimal q = q' and ~h is one-to-one. 
Cohn and Even [2] give a decision procedure to answer the following type of 
question: "Given a sequential machine M, does there exist an LSM which realizes 
M without state splitting in such a way that the functions a and/3 are both the identity ?" 
It follows from Theorem 3.2 that the algorithm of Cohn and Even [2] can be applied 
to answer this question even if the words "without state splitting" are omitted. 
Henceforth, we shall only be dealing with realizations without state-splitting. 
Because of this we can assume that ff maps Q into Q' and is one-to-one. 
We shall now investigate the effect on realizations of changing the base field. The 
first observation is immediate. 
PROPOSITION. I f  a sequential machine M is linearly realizable over a field F and 
if F' is a super-field ofF, then M is linearly realizable over F'. 
The problem of realizations over a subfield is much more interesting. When 
a realization over a subfield is possible, it is usually preferable if the field operations 
are simpler to compute. For example, multiplication is simpler to compute over the 
reals than over the complex numbers. 
In [13], Stern and Friedland gave a method for reducing from an LSM ovcr GF(p k) 
to one over GF(p). We now present a more general theorem which provides a solution 
to this problem when the larger field is a finite extension TMof the smaller. Later, we 
shall discuss the other case when one field is an infinite extension of the other. 
LEMMA 3.1. Let F and F' be fields with F a finite extension ofF'. Let Yl .... ,7~ in F 
be a basis o f f  over F'. Define cijk ~ F' for 1 <~ i, j, k <~ r 
~s See [14] for the definitions of these algebraic oncepts. 
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by 
YiYj = t CiJ~Y~"" 
kffil 
Let v = be an s-dimensional column vector over F where 
s 
Vk = E VkiYi " 
i=1 
Let F(v) be the sr dimensional vector over F'  defined by 14 
r(v)  = r( (v l  ..... ~,V) 
~- F Vliyi ,..., Vsiy i
1 
= (VII ~...~ 'Ulr ~...~ 'Usl , . . . ,  Vsr) T. 
Let H = (hi,) be a t • s matrix over F. Let O(H) be the tr • sr matrix over F'  obtained 
by replacing each element 
hie = ~ hyeiYi 
of H by the r • r matrix whose (i, k) element is 
~hl, jC~ki.  
j= l  
Then, for each such v and H, 
r (nv)  = O(H) l'(v). 
Proof. Both O(H)F(v) and F(Hv) are rt dimensional column vectors. The 
(a --  1) r + b element (1 ~< a ~< t, 1 ~< b ~< r) of O(H) F(v) is computed as follows: 
haljCjtb ' " "  haljCjrb ,'", hasjCjlo ,'", E hasf] ro 
"= j -1  j=l  V sl I 
/ 
~v s J  
l~l  d=l j=l  
14 We wr i te  (Vl .... , vr)  r for  the transpose of  (vt ..... v,). The  t ranspose  is used  on ly  for  typo-  
g raph ic  s impl ic i ty .  
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Next we compute the (a --  1) r -q- b element of -P(Hv). First, it is necessary to 
compute the ath element of Hr. This is 
halV t : haljy ] Eltd~/d 
/=1 l= l  = 
I=1 j= l  d=l  
/ffil d=l  jffil b=l 
b=l J=l d=l  
Therefore the (a -  1)r + bth element of both matrices agree and the proof is 
complete. 
We now state the main theorem of this section. 
THEOREM 3.3. Let M = (F, n, k, l, A,B ,  C, D> be an LSM over F and let F'  be 
a subfield ofF. I f F i s  afinite extension ofF',  then there is an LSM 
M'  =(F ' ,n ' , k ' , I ' ,A ' ,B ' ,C ' ,D '> 
which realizes M. 
Proof. F is a finite extension of F' ,  hence F is a finite dimensional vector space 
overF'.  Let ~1 ,..., Yr be a basis o fF  overF' .  There is a natural one-to-one onto map ~b 
between elements o fF  and r-tuples of elements ofF ' .  This is defined by 
~(aly l  +""  + a ,y , )  = (al .... , a,) .  
Define cij~, F, O as in the previous lemma. Define 
M'  = (F', nr, kr, lr, O(A), O(B), O(C), O(D)). 
To show that M '  realizes M, define 
c~a = F(a) for each a G F k . 
/3b = _P(b) for each b G F t . 
9~q = F(q) for each q ~ Fn. 
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To complete the proof, we must show that these mappings have the required prop- 
erties. Since F is linear, 
r a) ---- r + Ba) 
= F(Aq + Ba) 
= F(Aq) + F(Ba). 
Using Lemma 3.1, 
r a) ---- OCA) F(q) + O(B) r(a) 
= OCA ) r + O(B) aa 
= 3'(r ~) .  
Finally, we check the/3 mapping. 
flA(q, a) = r(Cq + Da) 
=/ ' (Cq)  + _r'(Da) 
---- O(C) F(q) q- O(D) F(a) 
= O(C) Cq + O(D) c~a 
= ~'(r ~a). 
COROLLARY. Let M be an LSM over a finite field F. For any subfield F' ofF,  there 
exists an LSM M'  over F' which is a realization of M. 
Proof. Any finite field is a finite extension of any of its subfields. 
Theorem 3.1 does not deal with the case in which F is an infinite extension of F'. 
In this case, F must be infinite. I f  the cardinality o fF  is greater than that ofF' ,  then 
there exists an LSM M over F for which there is no machine M'  over F'  which is a 
linear realization of M. A concrete xample is M ---- (F, (0), (0), (0), (1)) which com- 
putes the identity function on F. Since the cardinality of F is greater than that of F '  
(and is infinite), it is also greater than the cardinality of F~ for any finite r. Hence there 
cannot be a function fl from F into F~ which is one-to-one. These considerations 
lead to the following important proposition. 
THEOREM 3.4. Given any LSM M over the real numbers or complex numbers, it is 
impossible to find an LSM over the rational numbers which realizes M. 
The result indicates that the usual practice of system theorists of approximating the 
real numbers by the rational numbers is not consistent with preserving realizations. 
The method described in the previous paragraphs does not work when the infinite 
extension F has the same cardinality as F'.  A more general approach which leads to the 
solution of this problem will appear in a subsequent publication. 
404 GALLAIRE, GRAY, HARRISON, AND HERMAN 
SECTION 4. DECIDABILITY OF EQUIVALENCE OF LSM's 
In much of the work on LSM's, the underlying field is assumed to be finite ([6], [11]). 
In such a case, the standard decidability results of finite automata theory [8] carry 
over. The remainder of the paper considers ome decidability results when the under- 
lying field is not finite. 
In this case, it is essential to consider the manner in which the field F is given. The 
usual constructions of the real numbers render them algorithmically intractable. We 
must somehow restrict he range of fields to be used. The following definition is due 
to Rabin [12] and identifies the class of fields for which this sort of theory has meaning. 
DEFINITION. An indexing of a set S is a one-to-one mapping i of S into the positive 
integers uch that i(S) is a recursive set. 15 LetF  = (F, + , . ,  0, 1~ be a field. An indexing 
i o fF  is said to be admissible if both the corresponding addition function s(j, k) [defined 
by aj + a k = as(j.k)] and the multiplication function re(j, k) [given by aj. 9 a~ = am(j.k)] 
are computable functions. A field F is computable if it has at least one admissible 
indexing. To give a computable field, one must give recursive functions for deciding 
membership in i(F) and for computing m and s. 
Many of the methods of ordinary linear algebra re algorithmic. In particular, i fF  is 
a computable field and A is an m • p matrix and b is a m • 1 vector, it is decidable 
whether or not there exists x such Ax = b. See the Appendix for further details. 
In this section, we shall obtain our most important decision result. It will be shown 
that the equivalence problem for LSM's  is decidable over computable fields. 
We start with an algebraic haracterization f equivalence for LSM's.  
LEMMA 4.1. Let M --- (F, n, k, l, A, B, C, D) and M' = (F, n', k, l, A', B', C', D') 
be LSM's. F(M) = F(M') if and only if the following conditions hoM: 
(i) There exists an n • n' matrix P such that for each i >/0 
CAiP  = C'(A')  i, 
(ii) There exists an n' • n matrix P" such that for each i ~ 0 
CA / = C'(A')~p', 
(iii) For each i >/O, 
CAiB = C'(A')~B', 
and 
(iv) D=D' .  
t5 Recursive sets and functions are defined in [3]. 
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Proof. 16 Assuming conditions (i) through (iv), it is easily seen that ~(q, x) = 
~'(P'q, x) for each q ~F,~ ,x ~F~ +. Similarly,~'(q', x) • ~(Pq', x). Thus, F (M)  =F(M' ) .  
Conversely, assume F(M)-- - -F(M') .  Denote by [q]-~ {p I P----q, p~F,} ,  the 
equivalence class on M which contains q. Note that [0] is a subspace of Fn .  Let 
al ,.--, ar be a basis of [0] and extend this basis to a basis al ..... a~, a~+l ,..., a~ of Fn.  
n We claim that q = ~ i=1 qiai, p = ~i=lP ia i ,  and q ---- p if and only if q~ -~ Pi for 
r < i~n. [Forq~-p i fandon ly i fq - -p~0. ]  
Thus, for each q 6Fn ,  q = ~ '=a qiai, there is one and only one vector p 6 [q], 
~--- n ot [q] (17) P ~ i  =1 Pi i such that Pl . . . . .  p,. = O. This vector is denoted by p = 
Since F(M)  ~- F(M') ,  for each q" eFt , ,  there is q eF~ such that 
! 
Let us define a function p : F~, ~ Fn by p(q') ~- [q]r where Aq, = Aq. p is a well 
defined function. Furthermore, p is easily seen to be a linear transformation, i.e., 
p(clq' -~ c2q" ) = clp q' -~- c~pq" 
for each q', q" ~ F n, , cl ,  c~ ~ F. Thus p may be represented by an n • n' matrix P 
such that p(q') = Pq'. Thus (i) has been verified. Condition (ii) follows by symmetry. 
Conditions (iii) and (iv) follow trivially from the expression for ~(q, x). 
We now weaken the conditions of the preceding lemma by replacing infinite sets of 
equalities by finite constraints. 
LEMMA 4.2. 
conditions. 
(i') 
(ii') 
(iii') 
Proof. 
Conditions (i), (ii), (iii) in Lemma 4.1 may be replaced by the following 
There exists an n • n' matrix P such that, for each i, 0 ~ i ~ n 
CA~P = C'(A')  i, 
There exists an n' • n matri~ P '  such that for each i, 0 ~ i ~ n' 
CA t = C'(A')~p',  
For each i, O ~ i ~ n 
CAiB = C'(A') iB.  
It is immediate that (i) implies (i'), (ii) implies (ii'), and (iii) implies (iii'). 
By the Cayley-Hamilton theorem 
A n = ~ aiA ~-~ 
for some a 1 ..... a~ ~ F. 
1~ We have other proofs of this result, but we chose to present this one because it does not 
assume that the LSM's are minimal. 
1~ Compare the last two paragraphs with [6], p. 34. While minimization does not appear 
explicitly, some of the same ideas are needed. 
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Assume (i') holds, then 
C'(A')~ = CA'~p = ~ aiCA"-iP, 
i=1 
C'(A')~ = ~. a,C'(A') ~-~. 
Proceeding by induction, suppose that 
CAiP = C'(A')i 
fo r0~<i~kandk~n.  Then 
n 
= ~ aiCAk+l-tP 
i=1 
By (,) 
= ~ aiC'(A') k+l-~ 
i=1 
(*) 
CA~B ---- C'(A')~B ' for 0 ~< i ~< k with k ~ n. 
Then 
CAk+IB = ~ aiCAg+l-iB 
i=1 
: ~ aiC'(A')k+l-iB" 
i=1 
CAk+Ip : C'(A')" (A')k+l -n : C'(A')~+I. 
Therefore (i') implies (i). The proof that (ii') implies (ii) follows by symmetry. To 
complete the argument, we show that (i) and (ffi') imply (iii). Assume (i) and (iii'). 
We prove (iii) by induction. Suppose that 
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by the induction hypothesis. Using this and (i), 
CAk+IB : ~ aiCAk+l-iPB ' 
i=1 
= CAk+lpB ' _-_ C'(A')~+IB'. 
The proof of the lemma is now complete. 
Before giving the proof of our main result, we remark that conditions (i') and (ii') 
have an equivalent reformulation in terms of the solutions of equations. We give the 
full statement for (i). The other condition is similar. 
Remark. Condition (i') is equivalent to the following statement. 
For 1 ~< j ~< n' the system of (n + 1)l linear equations 
CA'  = [C' (A ' ) 'L  
for 0 ~< i ~ n has a solution. (The notation [C'(A')~]j means the ]th column of 
C'(A')  r for 1 ~< j ~< n'.) 
Now we prove the main result of this section. 
THEOREM 4.1. It is decidable whether or not two LSM's over the same computable 
fieM are equivalent. 
Proof. Le tM=(F ,n ,k , l ,A ,B ,C ,D)  andM'=(F ,n ,h ' , l ' ,A ' ,B ' ,C ' ,D ' )  be 
LSM's  over the same computable field. Using Lemmas 4.1, 4.2, and the previous 
remark, M is equivalent to M '  if and only if 
(a) k = k', 
(b) l = I', 
(c) D ----- D' ,  
(d) CA~B ~ C'(A')~B for each 0 ~< i ~< n. 
(e) For 1 ~ j ~ n', the system of (n + 1)l linear equation 
CA ~ = [C'(A')~]~ 
with 0 ~< i ~< n has a solution 
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(f) For 1 ~ j ~< n, the system of (n' + 1)l linear equations 
C'(A') i = [CAq~ 
for 0 ~< i ~< n' has a solution. Since we can effectively decide [over a computable 
field] whether a given system of equations has a solution, the proof is complete. 
SECTION 5. OTHER DECISION QUESTIONS 
We will now investigate other decision questions for LSM's. These are of less 
importance than the result of Section 4 on equivalence. In Section 6 we consider an 
important decision problem concerned with transitions from one state to another. 
We begin with a simple decision question. The problem concerns an LSM over a 
computable field with a scalar output. We ask how one decides if there are infinitely 
many inputs which produce an output 1. 
THEOREM 5.1. There is an algorithm for  deciding whether or not for a given LSM 
M = (F,  n, k, l, A ,  B ,  C, D) ,  the set U = {x e Fk + I ~(q, x) ~- 1 for some q ~ Fn} is 
infinite TM provided we know whether F is finite or infinite. 
Proof. I f  F is finite, there are well known techniques for deciding this question. 
[For then, U is a regular set]. Let us suppose F is infinite. 
I f  D 5& 0, choose q = 0. Let x = a 0 "- a t where a o - -  - -  at_ l = O, and choose 
at such that Da, = 1. [This is always possible since D ~ 0.] Clearly there are infinitely 
many such x. 
I fD  = 0, but C :fi: 0, then there is q EFn such that Cq = 1. Then for each a ~Fk,  
~(q, a) = Ca /+ Da = 1. Since F is infinite, there are infinitely many such a. 
I f  C = 0 and D = 0, then clearly 
~(q, x) = 0 for all q ~Fn,  x ~F~+. 
Thus, we conclude: I f F  is infinite, U is infinite if and only i fD  r 0 or C 5~ 0. 
The previous theorem raises an interesting question. Is there a decision procedure 
which for any computable field F (given by the three algorithms which (i) decide 
membership of i(F), (ii) compute TMs and (iii) compute m) decides whether or not F is 
finite ? The answer is no. See the appendix. 
as Technically, we should write ~t(q, x) = I where I = (1), but the context should make 
clear the meaning. 
~9 Recall that if F is computable, s and m determine the field operations since a~ + ak = 
atel,k) , etc. 
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The next decision result states that the sequential relations of LSM's  are recursive 
sets [3]. 
THEOI~M 5.2. Let M = (F, n, k, 1, A ,  B, C, D)  be an LSM and (x ,y )  be in 
F*  • Ft*. I t  is decidable whether or not (x, y)  ~ R(M) .  
Proof. I f  lg(x) =/= lg(y), then (x, y)  ~ R(M) .  Suppose lg(x) = lg(y) = t. Then 
write 
x : a o "" at_ 1 , y = b o "" b~_ t
where (a i ,  bi) ~F~ x F; for 0 ~ i < t. (x ,y )  ~ R(M)  if and only if~(q, a 0 "" ai-x) = bi-1 
for 1 ~< i ~< t. This condition is equivalent o the following set of conditions for 
l<~i<~t  
i--2 
CAi- lq = bi-x --  ~ CAi-J-2Ba~ - -  Dai_t 9 
j=0 
Thus we have a system of t • I equations in the unknowns which are the coordinates 
of q. It is decidable whether or not a solution exists. (x, y)  ~ R(M)  if and only if such a 
solution exists. 
By the elementary properties of sequential relations, ~ dom R(M) :  F* .  For 
LSM's, we always have that ran R(M)  is infinite [because (O k, O k) ~F(M)  for each k]. 
By another property of sequential relations (extendability), for each x ~F*, there is 
some y EFz* such that (x, y)  ~ R(M) .  Next, we consider the reverse problem, given y, 
is there an x such that (x, y)  ~ R(M)  ? 
THEOREM 5.3. Let M = (F,  n, k, l, A, B, C, D)  be an LSM and let y eF~*. I t  is 
decidable whether there is some x ~ F*  such that (x, y)  ~ R(M) .  
Proof. Write y = b o .--bt-1. We wish to decide whether there exists q eFt ,  
a o ... at_ l ~ Fn t such that for 1 ~< i ~< t 
i--2 
CAi- lq + ~ CAi-t-eBaj + Dai-1 : bi-1. 
j=0 
This is a system of t • I equations in the n + tk unknowns which are the coordinates 
of q, a o ,..., at-x 9 It is decidable whether or not such a system of nonhomogeneous 
equations has a solution. [Note that if bi = 0 for 0 ~< i ~< t, then the equations always 
have a solution by the fundamental theorem on linear equations. In this case, 
(0', 0') ~ R(M)]. 
,0 For any relation R _C Z* • A*, we write dom R = {x I (x, 3,) E R for some y} and ran 
R = (y { (x, y) c R for some x}. 
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There is a variant of the problem discussed in the previous theorem. The proof is so 
similar that we merely state the result without justification. 
THEOREM 5.3'. Let M : (F, n, k, l, A, B, C, D) be an LSM and lety eF*,  q eFn 
be fixed. It is decidable whether or not there exists x e F* such that A(q, x) : y. 
Next we consider a decision problem which involves a pair of LSM's M x and M 2 . 
We will give a decision procedure for deciding if two fixed states ever give the same 
output for some input sequences. 21 
THEOREM 5.4. Let Mi : (F, ns, k, l, As, B ; ,  Cs, Ds) be LSM's and/et qi ~Fn, 
be fixed for i = 1, 2. It is deddable whether or not there is some x ~Fk + such that 
Ax(qa, x) = A2(q~, x). 
Proof. Clearly such an x e Fk + exists if and only if there exists a e Fk such that 
Al(ql, a) = A2(q2, a). This happens if and only if the system 
(DI - -  D2)  a = C2q 2 - -  Clql 
of l linear equations in the k unknowns which are the coordinates of a has a solution. 
Since it is decidable whether a system of linear equations is solvable, the theorem 
follows. 
There is another decision problem of a slightly different character with which we 
shall now deal. 
THEOREM 5.5. Let ~I~ : (F, n i , k, l, A i ,  B i ,  C i ,  Di) be LSM's and let qs eFn 
be fixed for i : 1, 2. Let t > 0 be fixed. It is decidable whether or not there exists 
a o ..... a t ~ F k such that 
At(q1 , a0 ... at0  j) = h2(q2 , ao'" atO i) 
for all j.2z 
Proof. Let ms(x) be the minimum polynomial of Ai for i : 1,2 and assume the 
degree of mi(x) is Pi. Let m(x) =- ml (x  ) m2(x ) and let n : deg m(x) : Pl + P2. 
Thus, there exist b i c F for 0 ~ j < n so that 
A~n= ~bjA~ j for i -  1,2. 
j=o 
~1 I f  the start states were not fixed, it is easy to see that the prob lem would be to decide if 
R(MI) ~ R(Ma) = ~. The  answer is always no since [0 k, 0 ~) [ k ~ 0] _C R(M) for any LSM M.  
2~ In  this case, if ~1(ql , a0 ... at) : A2(q2, ao...  at) then 81(ql , ao...  at) = 88(ql , ao ... at). 
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It is easy to see that for each r >/n, there exist b~(r) so that 
n--1 
Ai ~ = ~, br A i  j. 
j=0 
For any ao ,..., at ~F~ 
if and only if 
~l(ql, ao "" at Oj) = ~(q2 , ao "" at(Y) for all j >~ 1 
~(q1,  ao"" a,) = ;~(q2, ao"" a,) 
and 
~1(81(ql, ao "" at), 00 ---- ~2(8~(q2, ao "" at) , O0 
for all j  >/ 1. Let q~ = 8i(qi ,  %. . .  a~) for i = 1, 2. Then 
We claim that 
~,(q;, 0 ~) = c ,n i - 'q : .  
~(q~,O ~)=~z(q~,O r for 1 ~<j~<n 
if and only if 
~l(q~, 0J) = ~l~(q~, (Y') for all j ~ 1. 
For i f j  ~ n, there is nothing to show. I f j  > n, we use (1) and (2) to verify that 
n--1 
~1(ql, ~)  ---- CIAI~ql = ~ b,(j) ClA1 ql 
U=0 
n--1 
U~0 
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(1) 
(2) 
We can conclude that there exists ao ,..., at ~Fe such that 
~l(ql, ao . . .  a,00 = ~(q~,  ao "'" a,00 
for all j, if and only if the following set of (t + 1 + n)l linear equation in the (t + 1)k 
unknowns which are the coordinates of a 0 ,..., at has a solution. 
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~-1 
(Da -- n2)aj + X (c1a~-u-xB1 -- C2A~J-U-lB2)a u 
u=0 
: C2A2 ~ --CIAI~ql for 0 < j ~< t 
(C1A~-~-IB1 _ ;-u-1 C2A2 B2)au : C~A~qz - -  C1AlJql for t < j ~< t + n. 
u=0 
Since it is decidable if solutions of linear equations exist, the result follows. 
SECTION 6. ACCESSIBILITY 
In this section, we consider one last decision problem which is of great interest but is 
substantially harder than those in Section 5. Given two states ql and q2 in an LSM, 
does there exist an input x such that 3(ql, x) = q~ ? 
We shall show that (for computable fields) this problem is equivalent to a seemingly 
simpler problem concerned with matrices. We shall discuss further simplifications of 
the problem and state the assumptions under which we found a solution. The general 
problem remains unsolved. 
We shall make use of the following Lemma. (See [6], p. 32). 
LEMMA 6.1. Let M : (F, n, h, l, A, B, C, D)  be a linear sequential machine and P be 
an n x n invertable matrix. Define M '  to be the LSM (F, n, h, l, p - lAp ,  P-aB, CP, D) .  
Then, for any ql , q2 e Fn and u ~ lV* k
q2 = 8(ql, u) 
i f  and only i f  
p-Xq2 = 3'(P- lql ,  u). 
THEOREM 6.1. 
alent. 
Let F be any computable field. The following two problems are equiv- 
(1) Give a decision algorithm which for any LSM M = (F, n, k, l, A ,  B, C, D)  
and any ql , q2 EFn will tell us whether there exists an x ~F* such that 
q~ = 3(q~ , x). 
Moreover i f  x exists, it can be effectively computed 
(2) Give a decision algorithm which for anY n • n matrix A and any ql , q2 ~ Fn 
will tell us whether there exists an integer t such that 
qs : A'q1 9 
Moreover i f  t exists, it can be effectively computed. 
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Proof.  Suppose we have the algorithm required in (1). Let A be a given n • n 
matrix. We define an LSM to be M = (F, n, 1, 1, A, O, O, 0). Then for any ql cF,~ 
and x = 0 t 
Hence, for any q~ E F~ 
q~ = 3(ql, x) 
8(ql, x) = A'ql. 
if and only if q2 = Atql 9 
So we have the algorithm required in (2). 
Conversely, suppose we have the algorithm required in (2). Let 
M=(F ,n ,k , I ,A ,B ,C ,D)  
be the given LSM and ql and q2 be the given states. 
We define W C F~ by 
l" I W= ~A~Ba~]r~0,  a i~Fk .  i=0 
The following facts are well known [15] and are given without proof. W is the set of all 
states accessible from the 0 state. It is clear that W is a vector space (a subspace of F~) 
and it is spanned by the columns of the matrices A~B, i >~ 0. Using the Cayley- 
Hamilton Theorem we see that W is in fact spanned by the columns of A iB for 
0 ~ i < n. Hence we can find (effectively) some columns in the basis, let us denote 
them by P l ,  pg. ,..., Pa 9 It could be that d ----- n, but if not, then we can effectively find 
some Pa+I , ' " ,  Pn such that {Pi [ 1 ~ i ~ n} is a basis of Fn. Let P be the n X n matrix 
whose ith column is P i .  We can effectively find the inverse p-1 of P. 
Noting that W is A-invariant [i.e., w E W implies Aw E W] and that all the columns 
of B belong to W we see that P - tAP  is of the form 
where At is a d • d matrix, A,, is a d • (n - -  d) matrix while As is an (n --  d) • (n --  d) 
matrix, and P-aB is of the form (]1) where B1 is a d • k matrix. 
Let M '  = (F, n, k, l, p - lAp ,  P - IB ,  CP, D). Then q~ = 3(qx, x) if and only if 
p-lq~ = 8,(p-aql, x) (by Lemma 6.1). 
Let us write every element q of F,~ in the form (~) where s ~Fa and r ~Fn_a. (The 
case when n = d is discussed later.) Then the set of all states accessible from the 
0 state in M '  is 
= rt  ~ 0 . 
r t 
57I/2/4-6 
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3, (q , ,a )=(0  A1 A2][ s'] AJ \r ' /  + (Bo1) a 
__ (Aas' + A~r' + Baa). 
A3 r r  
So for any sequence x of length t, 3'(q', x) is of the form 
(~ A3tr, with (r~Fa 
? 
Therefore, if q~ = 8'(q~, x) for some x ~ Fk t, then r 2 = As~r~. 
We are now in a position to describe the algorithm required in (1) assuming that we 
have the algorithm required in (2). 
We are given LSM M = (F, n,k, 1, A, B, C, D)  and ql, qa ~Fn.  
(i) Find the value of d. I f  d = n then there exists an x ~ F* such that 
q~ = 8(q x , x). 
This is because very state q is accessible from the 0 state, and furthermore q is 
accessible from the 0-state by a sequence of length n. (See remarks about W.) Let 
q = qz --  3(qa, O n) and x be such that q = $(0, x) where lg(x) = n, then 
~(ql, x) = ~(o, x) + ~(ql, o-) 
= q + 8(ql, o n) 
= qz --  3(q1, On) -~ 3(q~, O n) 
q2"  
(ii) I fd  --# n, then d < n. Then we can effectively find P and M'  as described above. 
t t t t Also we can work out qx = P-aql and qz = P'-aq2, and so find r I and r 2 . Using the 
algorithm required by (2) we can find out whether or not there exists a t such that 
/ = rz Aatr~ . 
I f  there is no such t, then there exist no x ~ F* such that 
q, = ~(ql, x). 
(iii) I f  there is such a t, then using the algorithm required by (2) we can find out 
whether or not there exists a t' such that 
9 t "84 i~ 9 
r2 A3  Aar2 .  
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If  there exists such a t', then there exists an x ~F*  such that 
q~ = 8(qx ,  x ) .  
This is because the existence of such t' implies that there exist arbitrarily large t 
such that 
r" 2 ~_ A3tr~. 
If  we choose such a t which is greater than n, then any state q' which is accessible from 
the 0 state in M '  will be accessible from the 0 state in M'  using a sequence of length t. 
Let 
9 (~ (';o ~ q' = q ,  - 8 ' (q~,  0 ' )  = r~ - A3 ' r~ = 
for some a eF  a . Hence q' e W' and there exists an x of length t such that q' = 3'(0, x). 
Therefore 3'(0, x) = q~ -- 3'(q~, 0 t) or 3'(q~, x) -- q~. 
(iv) I f  there exists no t' of the type desired in (iii), then the t such that r~ = Aztr~ is 
unique. We can find its value by working out A31r~ for i = 0, 1, 2,..., and comparing 
t it with rz. When we have found the value of t we consider the system of n linear 
equations 
t--X 
At-r-XBa~ : q~ -- Atq 
i=0 
in the t • h unknowns which are the coordinates of a o,..., at_ 1 . This system of 
equations has a solution if and only if there exists an x ~ F* such that q~ : 3(q I , x). 
This condition is decidable so the theorem follows. 
Further simplifications of the problem are possible. An example of such a simplifica- 
tion is the following: 
THEOREM 6.2. Let F be any computable field. Problems (1) and (2) of Theorem 6.1 are 
also equivalent to the following problem: 
(3) Give a decision algorithm which for any n • n companion matrix A (see [6] p. 16) 
and any qt , qz ~ Fn will tell us whether there exists an integer t such that 
q2 = Atql  9 
Proof. That the algorithm required in (2) will also do the work of the algorithm 
required in (3) is obvious. 
Conversely, suppose we have the algorithm required in (3). Let A be the given 
matrix. One can effectively find the rational canonical form of A say, A', and a non- 
singular matrix P so that A '  = p/Lpva. We write 
A' = C,~ | "'" OCm,  
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where the Cm~ are companion matrices9 Thus q~ = A~ql if and only if q~ = (A') t q l ,  
t t 
when ql : Pql and q~ : Pq~. 
So if we have an algorithm which will tell us for any n • n matrix A which is a direct 
sum of companion matrices and any ql ,  q2 eFn whether there exists an integer t such 
that 
q~ = A~ql 
then we also have the algorithm required in (2). 
From now on we assume that A is a direct sum of companion matrices Ct ,  C2 ..... C r ,  
i.e. 
A = 01 C~ 
C~ 
If  r = 1, A is a companion matrix itself, and the algorithm required in (3) will also be 
the algorithm required in (2). 
Let us now assume that we have the algorithm required in (2) for all matrices A for 
which 1 ~ r < m. I f  we can now produce an algorithm for r = m as well, then the 
proof is complete by induction. Let 
and 
As : [C~. 
and write each q ~Fn as q = (~). Then 
if and only if 
if and only if 
A 1 = C 1 
9 Cm]" 
q~ = A~ql 
(;:)__ 0  ,1t 
A2t] \r l l  
s2 = Al~sl and r a = A2trl .  
By induction hypothesis we can find out whether or not there exists a t 1 and a t~ 
such that 
s 2 = A~ is  1 and r~ = A~ 2r 1. 
I f  either t1 or t~ does not exist, then there is no t such that qa = Atql 9 
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If both t I and t s exist then we can effectively find the least t 1 and t 2 satisfying the 
conditions. We can also effectively decide whether or not there exists a u I or a u s 
such that 
s s = A~"(AIS2) and r s = Aa~(A~rs). 
I f  there is no such u 1 , then t I is unique and there exists a t such that qz = Atqt,  
if and only if q2 = Attql 9 
Similarly if there is no such u 2 . 
If  both u t and u s exist we can find the least such u t and u 2 . Then there exists a t such 
that q2 = Atqx if and only if the equation 
t x+x l (u l+ l )  =t s+xs(us+ I) 
has an integer solution x 1 and x s , that is if and only if the greatest common divisor of 
u 1 + 1 and u s + 1 divides ts - -  t 1. 
Although these theorems help us to simplify the problem it remains unsolved. 
We have found algorithms for certain trivial cases (making assumptions about the 
field F). 
It should be pointed out that we have no algorithm even for the case n = 1 for 
arbitrary computable fields. For recursively ordered fields, for fields with certain kinds 
of recursive valuation and for quotient fields of integral domains which have a recursive 
unique factorization the problem has been solved. 
APPENDIX 
SOME PROPERTIES OF COMPUTABLE FIELDS 
According to the definition of a computable field, an effective description of a f ie ldF 
consists of three computable functions 
(i) A computable funct ionfso thatf(n) = 1 if n ~ i(F) and 0 otherwise. 
(ii) A computable function s (for +) .  
(iii) A computable function m (for .). 
Examples of computable fields include all finite fields and the rational numbers. 
The real and complex fields are not computable since they are uncountable. 
In order to solve linear equations over a computable field (by Gaussian elimination) 
it is necessary to accomplish the following tasks 
(1) determine i(0) and i(1) 
(2) determine i(--a) and i(a-i). 
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(1) and (2) will allow us to subtract and divide until the matrix is in an upper 
triangular form. 
The first step is to note that one can effectively enumerate i (F) by generating each 
positive integer n and using f to decide if i(a) = n for some a ~ F. To find i(0), we 
enumerate the elements of i(F) and call them k 0 , k I , k 2 ,.... The first (and unique) 
element k~ such that s(ki,  ki) = ki is i(0) (corresponding to x + x = x in F). Such an 
element will exist since F is a field. Similarly i(1) is the element kj such that 
m(kj ,  kj) = kj which corresponds to x 9 x = x in F. 
Suppose we are given a positive integer ki (which corresponds to x ~ F in the sense 
that i(x) = ki but we may not know x.) We wish to find k s (the additive inverse) 
such that s(ki,  ks) = kz where i(0) = ks 9 Again, we enumerate the {k,~} and we will 
find one and only one solution. This corresponds to the field property that for each 
x ~F, there is a unique y so that x + y = 0. 
The same idea is used for multiplicative inverses except hat one must first check 
to see that the given element is non-zero. We have already seen that this test can be 
effectively made. 
It follows from our discussion that the algorithm for Gaussian elimination can be 
used in computable fields. 
In conclusion, we mention two important decision questions concerning computable 
fields. 
Finiteness. Is it possible to decide if a given computable field is finite ? 
Equality. Is it possible to decide if two given computable fields are equal ? 
Professor S.A. Cook has shown that both problems are recursively unsolvable 
(unpublished). 
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