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The paper introduces an axiomatic system of a conjugacy in partial linear spaces, and
provides its analytical characterization in spaces of pencils. A correlation of a space of
pencils is deﬁned and it is shown to correspond to a polarity of the underlying projective
space, i.e. to a reﬂexive sesqui-linear form, or also to an involutory collineation, i.e. to an
injective semi-linear map, in the self-dual case. A geometric characterization of segment
subspaces in spaces of pencils is also provided.
© 2012 Elsevier B.V. All rights reserved.
0. Introduction
The term correlation, according to one of its most common usages in geometry, means a collineation (an isomorphism)
of a given incidence structure M (usually a partial linear space) and its dual Mσ . That is, a correlation interchanges points
and lines, and preserves the incidence relation. This usage, originating in dualities on projective planes, can be applied in
various geometries (cf. [2]). However, the existence of such a correlation of M presumes that M is in some sense planar. In
particular, at least 3-dimensional projective spaces and, more generally, spaces of pencils do not admit such a correlation.
Nevertheless, the term correlation, or duality, is used in dimension free projective geometry and in this context it means an
inclusion-reverting bijection of the family of subspaces, in other words, an isomorphism of the lattice of subspaces and its
dual (cf. [4, Section 11]). In the standard analytical representation correlation is determined by a sesqui-linear form.
Those correlations that are involutions, called polarities, induce orthogonality, or in a more geometric vein, perpendicular-
ity. Polarities were axiomatized in [5,6] and their analytical characterization as reﬂexive sesqui-linear forms can be found
in [3].
In the foundations of projective geometry, using an elementary language, we speak about a correlation as a certain
binary relation on points, which is sometimes called maximal distance (especially in elliptic geometry) or conjugacy. Per-
pendicularity, or more generally, orthogonality, in turn, means a relation on subspaces, usually on lines. All these notions
are closely related, one can be deﬁned by the other, and as such they actually can be used interchangeably with not much
confusion. It turns out that the linear structure can be deﬁned in terms of the conjugacy and also some axiom systems for
orthogonality in projective spaces are known (cf. [9]). How to adopt any of these languages in the framework of the theory
of partial linear spaces, in particular, in Grassmann spaces? Deﬁnition based on sesqui-linear forms is apparent, but it can
be adopted using external analytical representation only. The lattice of subspaces and its dual need not to be isomorphic
which makes this approach not viable. The idea which associates the term correlation with some kind of conjugacy seems
the most abstract and fruitful, in particular, such a notion can be deﬁned over arbitrary partial linear space. And, similarly
as in the case of classical projective geometry, a conjugacy of a partial linear space can be considered, equivalently, as a
map which sends points to subspaces of a special type.
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that can be applied to “non-planar” structures, in particular to spaces of pencils. Second, to prove that its analytical repre-
sentation in spaces of pencils resembles correlations of projective spaces.
We begin with a geometric characterization of segment subspaces in spaces of pencils which is summarized in Theo-
rem 2.6. In Section 4 we give a general axiomatic deﬁnition of a conjugacy for partial linear spaces, and prove that in spaces
of pencils conjugacy given by a reﬂexive sesqui-linear form, and by an injective semi-linear map in self-dual case, satisﬁes
conditions of our deﬁnition. It turns out that deﬁned correlation is a regular embedding of a space of pencils into its dual.
Our ﬁnal result, Theorem 4.24, states that correlations given by reﬂexive sesqui-linear forms, or also by injective semi-linear
maps in self-dual spaces, are the only correlations of spaces of pencils. In other words, correlations in a space of pencils
correspond to polarities or to involutory collineations of the underlying projective space.
1. Primary notions
Let A= 〈S,L〉 be an arbitrary partial linear space, that is, following [3], a point-line geometry with point set S , line set
L with L⊆ 2S , such that two distinct lines can share at most a single point, and there are at least two distinct points on
every line. If every two points in A are collinear, then A is said to be a linear space.
For points a,b ∈ S we write a ∼ b when a and b are collinear. If that is the case and a = b, the line through a and b is
denoted by a,b. A subset X of S is called a subspace of A if X contains all the lines which share two or more points with
it. A subspace X of A is said to be strong if every two of its points are collinear. Note that the intersection of a subspace
with a strong subspace is a strong subspace. A subspace is non-degenerate if it contains at least one line.
We say that a subset X of S is connected if for all distinct points a,b ∈ X there is a polygonal path contained in X that
joins a with b. By a polygonal path we mean a sequence of lines such that two consecutive lines have a common point.
Let X1, X2 be any subsets of S . The set X1 adheres weakly to X2, in symbols X1 | X2 (or X2 | X1), iff for any point a
in X1 there is a point in X2 collinear with a. In a connected partial linear space, i.e. with no isolated points, the inclusion
X1 ⊆ X2 implies that X1 | X2 as, trivially, every point is collinear with itself. We say that X1 adheres to X2, and write
X1 | X2, iff set-differences X1 \ X2 and X2 \ X1 adhere weakly each other.
The theatrum of our further investigations is a more speciﬁc partial linear space, a space of pencils, built upon a vector
space. So, let V be a vector space over a not necessarily commutative ﬁeld (a division ring). The dimension of V could
possibly be inﬁnite until further notice. We write Sub(U ) for the set of all subspaces of a subspace U of V , Subk(U ) for
the set of all k-dimensional subspaces (k-subspaces in short) of U , and Supk(U ) for the set of all k-subspaces of V that
contain U . If Z , Y are subspaces of V , then the segment [Z , Y ] is the set of all subspaces U with Z ⊆ U ⊆ Y , in particular
[Z , Y ]k := Subk(Y )∩ Supk(Z) is called a k-segment. Notice that given a segment [Z , Y ], or a k-segment [Z , Y ]k , that contains
two or more elements, its vertex Z and its base Y are determined uniquely.
From now on we assume that 0 < k < dim(V ). If B is a (k + 1)-subspace of V and H is a (k − 1)-subspace of B , then
p(H, B) := [H, B]k . We call p(H, B) a k-pencil with vertex H and base B . The family of all k-pencils is Pk(V ). A geometry
with k-subspaces of V as its points, and k-pencils as its lines is called a space of pencils:




or a Grassmann space. It is an irreducible (there are at least 3 points on a line), connected gamma space (cf. [3,12]). For
k = 1 or k = dim(V )− 1 the space of pencils P is a projective space.
By Sub∗k (V ) we will denote the set of all subspaces of V of co-dimension k. One can also deﬁne a space of pencils of
co-index k, in symbols P∗k (V ), to be the space of pencils the point set of which is Sub
∗
k (V ).
Let us recall, following e.g. [12], that the set of strong subspaces of P is the union of the two families:
Sk(V ) =
{[H, Y ]k: H ∈ Subk−1(V )}, Tk(V ) = {[Z , B]k: B ∈ Subk+1(V )},
which elements are called respectively stars and tops. Maximal stars are those stars where Y = V , and maximal tops are
tops with Z = Θ (Θ being the null subspace of V ). To every line p = p(H, B) of P we can assign the unique maximal star
S(p) = [H, V ]k and the unique maximal top T (p) = [Θ, B]k (cf. [12]). Obviously
p ⊂ S(p) and p ⊂ T (p). (1)
Actually, every non-degenerate star and top can be uniquely extended to a respective maximal one. It is easy to see that
the intersection of a maximal star S with a maximal top T is either an empty set or a line (if S or T is not maximal then
S ∩ T could be one-element set). Let us also stress that the intersection of a star S with an arbitrary subspace X is again a
star. Indeed, S ∩ X is either a star or a top, but the only top that can be included in S is a line which is both a star and a
top. Tops carry out the same principle.
In general, every segment [Z , Y ]k is a subspace of P, actually it is (up to an isomorphism) a space of pencils
Pk−dim(Z), (Y /Z). Subspaces of this form are called segment subspaces. In this paper we shall be mainly concerned with
two speciﬁc classes of segment subspaces, namely ideals and ﬁlters, respectively:
I = I(V ) = {[Θ, Y ]k: Y ∈ Sub(V )}, F =F(V ) = {[Z , V ]k: Z ∈ Sub(V )},
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Ik(V ) =
{[Θ, Y ]k: Y ∈ Sub∗k (V )}, Fk(V ) = {[Z , V ]k: Z ∈ Sub∗k (V )}.
It is clear that Ik(V ) = ∅ if 2k  dim(V ) (Ik(V ) is one-element when 2k = dim(V )), and Fk(V ) = ∅ if dim(V ) 2k (again,
Fk(V ) is one-element when 2k = dim(V )). Ideals and ﬁlters play the same role as hyperplanes when correlations in projec-
tive spaces are investigated.
2. Grassmann subspaces
In [1] A. Bichara and G. Tallini characterize spaces of pencils in terms of point-line geometry. Following their idea we
characterize segment subspaces. We will need it later in 4.9 when ⊥ comes into play. Let us start with a general deﬁnition.
We call a subspace X of a partial linear space A a Grassmann subspace if
(A1) X is connected, and
(A2) for any distinct maximal strong subspaces X1, X2 of A such that X shares at least a line with Xi for i = 1,2, and X1
shares at least a line with X2 we have that either X ∩ X1 ∩ X2 = ∅ or X ∩ X1 ∩ X2 is a line.
Note that every line of A is a Grassmann subspace.
Now we return to our space of pencils P and make this quite simple observation.
Fact 2.1. A segment subspace inP is a Grassmann subspace.
To prove the converse we need a couple of technical facts.
Lemma 2.2. Let S1 , S2 be maximal stars and X a Grassmann subspace in P. If X shares at least a line with Si for i = 1,2 and
X ∩ S1 ∩ S2 = ∅, then the stars S1 ∩ X, S2 ∩ X have a common base.
Proof. Let S ′i := Si ∩ X . By deﬁnition Si = [Hi, V ]k for some Hi ∈ Subk−1(V ), i = 1,2. Note also that S ′i = [Hi, Yi]k for some
Yi ∈ Sub(V ) where i = 1,2. Our goal is to prove that Y1 = Y2.
By assumptions we can take W ∈ S ′1 ∩ S ′2 = X ∩ S1 ∩ S2. Observe that H1, H2 ⊂ W ⊂ Y1, Y2. We ﬁrst prove the inclusion
Y1 ⊆ Y2.
Let y ∈ Y1. Either y ∈ W or y ∈ Y1 \ W . In the ﬁrst case y ∈ Y2 trivially. In the second case consider the line p =
p(H1,W ⊕ 〈y〉) through W . As H1 ⊂ W ⊕ 〈y〉 ⊆ Y1, we have p ⊆ S ′1 ⊆ X , and thus the top T := T (p) shares with X at
least the line p by (1). Since W ∈ T ∩ S ′2 ⊆ T ∩ S2, the intersection q := T ∩ S2 is a line. Therefore, from (A2) it follows that
q = X ∩ T ∩ S2. Observe however, that
[H2, Y2]k = S ′2 ⊇ T ∩ S ′2 = X ∩ T ∩ S2 = q = T ∩ S2 =
[
Θ,W ⊕ 〈y〉]k ∩ [H2, V ]k = p(H2,W ⊕ 〈y〉),
hence y ∈ Y2.
Interchanging indices 1 and 2 in this reasoning we will ﬁnd that also Y2 ⊆ Y1. 
Lemma 2.3. Let T1 , T2 be maximal tops and X a Grassmann subspace in P. If X shares at least a line with Ti for i = 1,2 and
X ∩ T1 ∩ T2 = ∅, then the tops T1 ∩ X, T2 ∩ X have a common vertex.
Proof. Let T ′i := Ti ∩ X . It is clear that Ti = [Θ, Bi]k for some Bi ∈ Subk+1(V ), and that T ′i = [Zi, Bi]k for some Zi ∈ Sub(V ),
where i = 1,2. The aim here is to prove that Z1 = Z2.
Let us start with Z1 ⊆ Z2. So, take W ∈ T ′1 ∩ T ′2. As Z1, Z2 ⊂ W ⊂ B1, B2, we can represent W as follows:
W = Z2 ⊕ 〈w1,w2, . . . ,wr〉,
where w1,w2, . . . ,wr are linearly-independent over Z2 and r = k − dim(Z2). Let
Hi := Z2 ⊕ 〈w1, . . . ,wi−1,wi+1, . . . ,wr〉,
where i = 1, . . . , r. Let pi := p(Hi, B2), i = 1, . . . , r. Since Hi ⊂ W ⊂ B2 we have W ∈ pi . Moreover Z2 ⊆ W and thus
pi ⊆ T ′2 ⊆ X . Set Si := S(pi) = [Hi, V ]k . Since W ∈ Si ∩ T1, the top T1 shares with the star Si the line
qi := Si ∩ T1 = [Hi, V ]k ∩ [Θ, B1]k = p(Hi, B1). (2)
We also have pi ⊆ Si ∩ X , and by our assumptions T1 shares a line with X , hence X ∩ Si ∩ T1 is a line in view of (A2).
Therefore, qi = X ∩ qi by (2). Consequently
qi = X ∩ Si ∩ T1 = Si ∩ T ′ = [Hi, V ]k ∩ [Z1, B1]k = [Hi + Z1, B1]k.1





The reasoning remains valid if we exchange the indices 1 and 2, so Z1 = Z2. 
Lemma 2.4. If X is a non-degenerate Grassmann subspace inP, then there are Z , Y such that for every maximal star S that shares at
least a line with X the star S ∩ X has base Y , and for every maximal top T that shares at least a line with X the top T ∩ X has vertex Z .
Proof. Let S1, S2 be any maximal stars. Hence Si = [Hi, V ]k for some Hi ∈ Subk−1(V ), where i = 1,2. Assume that Si shares
at least a line with X for i = 1,2. Then there are Y1, Y2 ∈ Sub(V ) such that Si ∩ X = [Hi, Yi]k . Take Ui ∈ Si ∩ X . By (A1)
there is a polygonal path p0, . . . , pr contained in X that joins U1 with U2. Note that for all i = 1, . . . , r stars S(pi−1), S(pi)
share with X lines pi−1, pi respectively, and S(pi−1)∩ S(pi) = ∅ as pi−1 ∩ pi = ∅. So, we can apply 2.2 to every such a pair
of stars. In result Y1 = Y2 which is our claim in case of stars. In case of tops the proof runs the same way. 
We are going to show that the Grassmann subspace X from 2.4 is exactly the segment subspace [Z , Y ]k . The next lemma,
though technical, is the key to achieve that.
Lemma 2.5. Let X be a non-degenerate Grassmann subspace and let [Z , Y ]k be like in 2.4. If U ∈ [Z , Y ]k, W ∈ X and U ∼ W , then
U ∈ X.
Proof. In case U = W there is nothing to prove, so let U = W . Since X is non-degenerate and connected take a line p in X
through W . So, we have two lines
p = p(H1, B1)  W , and q = W ,U = p(H2, B2)
for some appropriate Hi , Bi , i = 1,2. By 2.4 we have
S ′ := S(p) ∩ X = [H1, Y ]k and T ′ := T (p) ∩ X = [Z , B1]k.
Note that S(q) = [H2, V ]k , and thus T ′ ∩ S(q) = [Z + H2, B1]k . Since W ∈ p ∩ X , so W ∈ T ′ which means that Z ⊆ W . The
point U was taken so that Z ⊆ U , therefore Z ⊆ W ∩U = H2 as W ,U ∈ q. Hence Z+H2 = H2 and thus T ′ ∩ S(q) = [H2, B1]k .
Since W ∈ p,q, we have H2 ⊆ W ⊆ B1. This yields that m := T ′ ∩ S(q) is a line.
Dually we can show that n := S ′ ∩ T (q) is a line. Notice that m ⊆ X ∩ S(q) and n ⊆ X ∩ T (q), for this reason we can
apply (A2) which says that X ∩ S(q) ∩ T (q) is a line. But S(q) ∩ T (q) = q so, q ⊆ X and we are through. 
Finally, we are able to express what segment subspaces are in an abstract space of pencils as deﬁned in [1] in terms of
points and lines, without use of the underlying vector space or projective space.
Theorem 2.6. X is a segment subspace inP iff X is a Grassmann subspace.
Proof. By 2.1 it is enough to prove ⇐. Note that if X is degenerate subspace, i.e. empty or one-element, then we can easily
ﬁnd Z , Y ∈ Sub(V ) such that X = [Z , Y ]k . So, consider the case where X is non-degenerate. Take Z , Y given by 2.4.
Let W ∈ X . Since X is connected, there is a line p with W ∈ p ⊆ X . Take H , B such that p = p(H, B). In view of 2.4
S(p) ∩ X = [H, Y ]k and T (p) ∩ X = [Z , B]k.
By (1) we have Z ⊆ H ⊂ W ⊂ B ⊆ Y which means that X ⊆ [Z , Y ]k .
Now we shall show the converse inclusion. Let U ∈ [Z , Y ]k . Take any W ∈ X . Since [Z , Y ]k is connected and W ∈ [Z , Y ]k
we can join U with W by a polygonal path in [Z , Y ]k . Consider vertices W = D0, D1, . . . , Dr−1, Dr = U of this polygonal
path. Observe that D1 ∈ X by 2.5. Hence D2 ∈ X again by 2.5. Continuing in this way we ﬁnd that U ∈ X , which completes
the proof. 
Let us now give an account on ideals and ﬁlters in the context of Grassmann subspaces. Immediately from the deﬁnition
we get this:
Fact 2.7. Let X be a non-degenerate segment subspace ofP.
(i) X is an ideal iff X includes some maximal top.
(ii) X is a ﬁlter iff X includes some maximal star.
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structure 〈Subk(V ),Sk(V )〉 and 〈Subk(V ),Tk(V )〉 both are partial linear spaces.
Proposition 2.8. Let X ⊂ Subk(V ) and 2 |X |. The set X is an ideal iff
(B) X is a connected subspace of 〈Subk(V ),W〉,
whereW = Tk(V ). The set X is a ﬁlter iff X satisﬁes (B) withW = Sk(V ).
Proof. ⇒: If X is an ideal (a ﬁlter), then X contains extensions of all the lines in it to maximal tops (stars). Since X is
connected as a segment subspace the suitable variant of (B) holds.
⇐: If X is a Grassmann subspace and satisﬁes (B), then it is a segment subspace by 2.6 and it contains at least one
element of W as 2 |X |, so it is an ideal or a ﬁlter by 2.7. Therefore, it suﬃces to show, under assumptions of (B), that the
set X is a Grassmann subspace of P for both (i): W = Sk(V ) and (ii): W = Tk(X).
Assume (i). From (B) it follows that X is a subspace of P. Clearly, X is connected in 〈Subk(V ),W〉 iff it is connected
in P. So, (A1) holds. Next, consider any two distinct maximal strong subspaces X1, X2 in P such that p := X1 ∩ X2 is a line.
Then one of them is a star, say X1. So, X2 is a top. Assume also that X and Xi share at least a line of P for i = 1,2. Then
from (B) we get that X1 ⊆ X so, X ∩ X1 ∩ X2 = X1 ∩ X2 = p. This proves that (A2) holds.
In case (ii) the reasoning runs analogously. 
3. Pencils of ideals and ﬁlters
The paper [11] deals with pencils of segment subspaces in spaces of pencils. As we are mainly interested in ideals and
ﬁlters here, we will apply results of [11] in our more speciﬁc context.
For convenience we use a covering relation ≺ in the sense that U ≺ W iff codimW (U ) = 1. Following [11], a pencil of
ideals is a set {[Θ, Y ]k: Y ′ ≺ Y ≺ Y ′′} for some Y ′, Y ′′ ∈ Sub(V ) with Y ′ ⊂ Y ′′ and codimY ′′ (Y ′) = 2. Note that subspaces Y
form a pencil in a suitable space of pencils. The intersection of ideals that lie in a pencil is [Θ, Y ′]k . Dually, a pencil of ﬁlters
is a set {[Z , V ]k: Z ′ ≺ Z ≺ Z ′′} for some Z ′, Z ′′ ∈ Sub(V ) with Z ′ ⊂ Z ′′ and codimZ ′′(Z ′) = 2.
Fact 3.1. (See [11].) Ideals that belong to a pencil adhere to each other.
Let Xi = [Θ, Yi]k for i = 1,2 be non-empty ideals. Note that X1, X2 belong to a pencil iff Y1, Y2 are collinear in a suitable
space of pencils.
Lemma 3.2. If X1 | X2 , then codimY1 (Y1 ∩ Y2) 1.
Proof. Set Y = Y1∩Y2. Choose arbitrarily a point U1 ⊆ Y1. Clearly U1 ∈ X1. By the assumption, there exists U2 ∈ X2 collinear
with U1, thus k− 1 dim(U1 ∩U2). On the other hand we have U1 ∩U2 ⊆ Y , so U1 ∩U2 ⊆ U1 ∩ Y ⊆ U1, which means that
k − 1 dim(U1 ∩ Y ) k. Therefore dim(U1/(U1 ∩ Y )) 1 for all U1 ⊆ Y1 and we are through. 
Note that if Y1 ⊆ Y2, then trivially X1 | X2. If Y1 ⊆ Y2 and moreover X1 = ∅ (i.e. k  dim(Y1)) and codimY2(Y1)  1,
then X2 | X1.
Corollary 3.3. If two ideals adhere to each other, then they belong to a pencil.
In [11] two geometrical conditions were used to characterize pencils of segment subspaces. Let us recall them now: we
say that three subsets D1, D2, D3 of points in P satisfy
(∗1) if every line p which crosses both D1 and D2 also crosses D3;
(∗2) if for every point U3 in D3 there is a line p through U3 crossing D1, D2.
Results of 3.1 and 3.3 can be dualized for ﬁlters.
Fact 3.4. (See [11].) Assume that P is not a projective space, i.e. 1 < k < dim(V ) − 1. Let X1 , X2 be distinct ideals (ﬁlters) in P such
that X1 , X2 lie in a pencil G. A segment subspace X3 lies in G iff X1 , X2 , X3 satisfy (∗1), (∗2). Furthermore, all elements of G are ideals
(or ﬁlters respectively).
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4.1. Conjugacy in partial linear spaces
Let A = 〈S,L〉 be a partial linear space. We write a | l instead of {a} | l. Further we are considering a symmetric
relation ω ⊂ S × S . For p ∈ S and l ∈ L we write brieﬂy p ω l if p ω a for all a ∈ l. We call ω a conjugacy of a partial linear
space if it satisﬁes the following properties (a,b, c,ai,bi, ci, p ∈ S , l,m ∈L):
(C0) Relation ω is non-degenerate which means that for any two distinct points a, b there exists some point c such that
c ω a and c /ω b. In particular, for any point a there exists some point b with a /ω b.











i=1(l  ai ω bi ∈m) and a1 = a2, b1 = b2, then for every a3 ∈ l there exists b3 ∈m with a3 ω b3.











(C4) If p ω a,b, then there exists a ﬁnite sequence of points {ci}0in such that p ω ci for i = 0, . . . ,n, ci−1 ∼ ci for i =
1, . . . ,n, c0 = a, and cn = b.
(C5) If p ω a,
∧2










(C6) If p ω l, and a,b | l, and a ∼ b, then either p ω a or p ω b.







Let p ∈ S . Then, the set of points in relation ω with p will be written as:
[p]ω := {q ∈ S: p ω q}.
Fact 4.1. Let a,b ∈ S.
(i) [a]ω is a connected subspace of A.
(ii) [a]ω = [b]ω iff a = b.
(iii) If a,b are collinear, then [a]ω adheres to [b]ω .
Proof. (i): Axiom (C1) yields that [a]ω is a subspace, and (C4) yields its connectedness. (ii) follows directly by C0. (iii) fol-
lows by (ii) and (C3). 
A principal example satisfying our axiom system is a space of pencils over a projective space endowed with a polarity,
or equivalently, over a vector space with a reﬂexive sesqui-linear form.
Example 4.2. Let 2k dim(V ) and let ξ be a non-degenerate reﬂexive sesqui-linear form on V . For subspaces U , W of V it
is said that U is orthogonal to W with respect to ξ , in symbols U ⊥ξ W , iff U ⊆ W⊥ξ or equivalently ξ(U ,W ) = 0.
Pk(V ) equipped with ω =⊥ξ satisﬁes axioms (C0)–(C6).
Proof. (C0): If for some point U of Pk(V ) we have U ⊥ξ W for all points W , then U ⊆ rad ξ , which contradicts that ξ
is non-degenerate. Now, contrary to (C0) assume that there are distinct points U ,W such that for any point D whenever
D ⊥ξ U , then D ⊥ξ W . So, U⊥ξ ⊆ W⊥ξ and then (U +W )⊥ξ = U⊥ξ ∩W⊥ξ = U⊥ξ , which contradicts that U , W are distinct
points.
(C1): If U ⊥ξ W1,W2, and W , W1, W2 lie on a line l, and W1 = W2, then W ⊆ W1 + W2 ⊆ U⊥ξ which means that
U ⊥ξ W .
(C2): Let U1, U2 be distinct points on a line l = p(H1, B1), let W1,W2 be distinct points on a line m = p(H2, B2), and
let U3 ∈ l. Assume that Ui ⊥ξ Wi for i = 1,2. Then, B1 = H1 ⊕ 〈u1,u2〉 for some ui ∈ Ui \ U3−i , and analogously B2 =
H2 ⊕ 〈w1,w2〉 for some wi ∈ Wi \ W3−i . Obviously, ui ⊥ξ wi . If u1 ⊥ξ w2 or u2 ⊥ξ w1, then U1 ⊥ξ W2 or U2 ⊥ξ W1, and
hence W2 ⊥ξ U3 or W1 ⊥ξ U3 respectively by (C1) which completes the reasoning in this case. Otherwise, ξ(wi,u3−i) = 0
for i = 1,2. Note that U3 = H1 ⊕ 〈u3〉, where u3 = αu1 + βu2 for some α,β ∈ K . Consider λ1 = ξ(u2,w1)−1 and λ2 =
β−1αξ(u1,w2)−1α−1β , where − is an anti-involution associated with ξ . Take W3 := H2 ⊕ 〈w3〉, where w3 = αλ1w1 −
βλ2w2. It can be pretty easily veriﬁed that U3 ⊥ξ W3.
(C3): Assume that U1 ∼ U2, U1 = U2 and U1 ⊥ξ W1. Then, codim((U1 + U2)⊥ξ ) = k + 1, codim(U⊥ξ1 ) = k and (U1 +




1 . Therefore (U1 + U2)⊥ξ is a hyperplane (co-dimension 1) subspace in U
⊥ξ
1 . Since W1 ⊆ U
⊥ξ
1 ,
then either W1 ⊆ (U1 + U2)⊥ξ or dim(W1 ∩ (U1 + U2)⊥ξ ) = k − 1. In the ﬁrst case W2 := W1 ⊥ξ U2, in the later note that
W1 ∩ (U1 +U2)⊥ξ = W1 ∩U⊥ξ2 and take W2 := W1 ∩U
⊥ξ
2 ⊕〈w〉, where w ∈ U
⊥ξ
2 \W1. Indeed such w exists since otherwise
we would have U
⊥ξ
2 ⊆ W1 ⊆ U
⊥ξ
1 , in other words U1 ⊆ U2, which is impossible.
(C4): If U ⊥ξ W1,W2, then W1 + W2 ⊆ U⊥ξ . Therefore U ⊥ξ X = [Θ,W1 + W2]k and the required sequence exists as X
is connected.
(C5): Assume that U ⊥ξ Wi,Wi ∼ U j for i, j = 1,2, and U1 ∼ U2, W1 ∼ W2. Either U1,U2,W1, or U1, U2, W2 span
some top T . Say that T = [Θ,U1 + W1]k . By (C1) U ⊥ξ (U1 + W1), and hence U ⊥ξ T . In particular U ⊥ξ U2.
(C6): Let U ⊥ξ l, U1,U2 | l and U1 ∼ U2. Either l, U1 or l, U2 span some top T . In both cases T = T (l), so if B is the
base of l, then T = [Θ, B]k . Since U ⊥ξ B by assumption that U ⊥ξ l, we actually have U ⊥ξ T . Consequently, U ⊥ξ U1 or
U ⊥ξ U2, as U1 ∈ T or U2 ∈ T . 
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Pk(V ) they are conjugate, as subspaces of V they are orthogonal and the map that sends U to U⊥ is a correlation.
In some special cases an involutory collineation (a “reﬂexion”) of a space of pencils may also determine a conjugacy.
Example 4.3. Let dim(V ) = 2k and let ϕ∗k be an involutory collineation of Pk(V ) given by an injective semi-linear map
ϕ : V → V , i.e. ϕ∗k (U ) = ϕ(U ) for all U ∈ Subk(V ).
Pk(V ) equipped with ω = ϕ∗k satisﬁes axioms (C0)–(C6).
Proof. The relation ω is non-degenerate since ϕ∗k is one-to-one, it is unique since ϕ
∗
k is an involution. Axioms (C2) and
(C3) hold as ϕ∗k maps lines onto lines. Axioms (C1), (C4), (C5), and (C6) hold trivially as their assumptions cannot be
satisﬁed. 
Example 4.4. Assume that 1< k < dim(V )− 1.
Pk(V ) equipped with ω = ∼ satisﬁes axioms (C0)–(C4) and (C6), while (C5) does not hold.
Proof. As Pk(V ) is not a linear space for such k, the condition (C0) is evidently fulﬁlled. The condition (C1), in this context,
states simply that Pk(V ) is a gamma space.
(C2): Let q := a1,b1 and r := a2,b2. If there is a line crossing l and q, not through a1, then the lines l and q lie in
some strong subspace. Consequently, every a3 on l is collinear with b1. Now, assume that the lines l and q do not lie
in a strong subspace. Suppose also that l = p(H1, B1), q = (H2, B2). The least segment subspace containing l and q is
X = [H1 ∩ H2, B1 + B2]k . This is, up to an isomorphism, the variety of lines of a 3-dimensional projective space. By [11,
Lemma 2.2] we have that b2 ∈ X . It is easy to see that for any a3 ∈ l there is b3 ∈m such that a3 ∼ b3 in this variety,
(C3): From a formal view it suﬃces to take b2 := a1.
(C4): The set [U ]∼ is simply the point set of some spine space (cf. [8]), which in view of [10, Proposition 2.9] is
connected.
(C6): From assumptions, a and b together with the line l determine two extensions of l to two maximal strong subspaces.
Since p adheres to l, p lies in one of these extensions and so p ∼ a or p ∼ b.
(C5): Consider a line l = a,b and two triangles abci such that c1 ∈ S(l) and c2 ∈ T (l). The assumption that c1 ∼ c2
manifests in that the triangles do not degenerate. Let T = T (a, c1), and S = S(a, c2). Then S ∩ T is a line. Let p be a point
on this line distinct from a. Neither p ∈ a,b nor p ∼ b so, (C5) is false. 
Note that condition (C2) with ω = ∼ implies that Pk(V ) satisﬁes the Net Axiom in the following form:
(N) If four points form a rectangle, then at least one of its two diagonals exists or through every point on one side there
goes a unique line which crosses the opposite side.
This makes possible to express the deﬁnition of a wafer of lines, presented in [11], in pure geometrical terms: two lines
span a wafer if they are opposite sides of a rectangle with no diagonal line.
Example 4.5. Let ξ be a reﬂexive bilinear form deﬁned on V , let Qk be the set of all isotropic k-subspaces of V , and let Lk
be the set of isotropic lines of Pk(V ), i.e. pencils p(H, B) with B ∈ Qk+1. We take M= 〈Qk,Lk〉 and ω the restriction of ⊥ξ
to Qk .
Since 〈M,⊥ξ 〉 is a substructure of 〈Pk(V ),⊥ξ 〉, in view of 4.2 one can think that axioms (C3), (C5) or (C6) are satisﬁed
in M (they are universal sentences). This is not the case though, because the adjacency of M is not the restriction of the
adjacency of Pk(V ). Recall, following [7], that the collinearity ∼ of M is the intersection ∼ =∼ ∩ ⊥ξ .
Taking as ω the collinearity ∼, we will get another structure built upon Qk .
If we additionally assume that ξ is anti-symmetric, then we will get yet another example. In this case there is a wider
class L∗k of lines admissible on Qk , namely all pencils p(H, B) with B ⊆ H⊥ξ .
None of the polar Grassmann spaces 〈Qk,Lk,⊥ξ 〉, 〈Qk,Lk,∼〉, 〈Qk,L∗k ,∼〉 satisfy (C3), (C5) or (C6), although, they all
satisfy (C0) and (C1).
We give the above two examples not only as some counter-examples to our axiom system, but also because authors
working in polar geometry quite frequently write ⊥ for the collinearity of polar spaces (e.g. [3]).
4.2. Conjugacy and correlation in spaces of pencils
Now we turn to our principal topic, namely conjugacy in spaces of pencils. Here we need additional property of conju-
gacy ω in A= 〈S,L〉:
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is [a]ω , and its maximal element is the entire point set S .
Loosely speaking (Ck7) means that [a]ω is of co-dimension k. This will make much more sense later when [a]ω becomes an
ideal or a ﬁlter. In a projective space A the relation ω satisfying (C17) and the condition that if a point a lies on a line l,
then there is a point b on l such that a ω b, deﬁnes a correlation. For this reason, in the sequel we assume that
1< k < dim(V ) − 1. (3)
Let us proceed with the space of pencils P equipped with conjugacy ⊥ given by a non-degenerate reﬂexive sesqui-linear
form ξ on V , or by an injective semi-linear map ϕ in case P is self-dual, i.e. dim(V ) = 2k. It is clear that for points U , W of
P we have U ⊥ W iff U ⊆ W⊥ or W⊥ ⊆ U . The ﬁrst of the two cases holds if 2k dim(V ) only, the second if dim(V ) 2k.
Indeed, the case where dim(V ) = 2k is quite special.
Lemma 4.6. If ξ is a non-degenerate reﬂexive sesqui-linear form on V and 2k  dim(V ), then P equipped with ⊥=⊥ξ satisﬁes
axioms (C0)–(Ck7).
Proof. In view of 4.2 it suﬃces to verify that (Ck7) holds. To ﬁnd the required chain, note that for a point U , codim(U
⊥ξ ) = k,
i.e. dim(V /U⊥ξ ) = k. Thus, completing U⊥ξ to V the chain of length k with the minimal element [Θ,U⊥ξ ]k and maximal
element [Θ, V ]k arises. 
Proposition 4.7. If ξ is a non-degenerate reﬂexive sesqui-linear form on V , thenP equipped with ⊥=⊥ξ satisﬁes axioms (C0)–(Ck7).
Proof. By 4.6 we can assume that dim(V ) < 2k. Then, V and V ∗ , the space of linear functionals on V , dual to V , are
isomorphic. The mapping Φ : V → V ∗ , Φ(u) = fu such that fu(w) = ξ(u,w) is an isomorphism. A form η on V ∗ can be
deﬁned as follows: η( fu, gw) := ξ(u,w). Since ξ(u,U ) = 0 iff η( fu,Φ(U )) = 0, we have Φ(U⊥ξ ) = Φ(U )⊥η . It is easily seen
that
Φ(U⊥ξ ) = { fu ∈ V ∗: ξ(u,U ) = 0}= { fu ∈ V ∗: U ⊆ Ker( fu)}= Υ (U ),
where Υ is the annihilator. Consequently, Υ (U⊥ξ ) = Υ (U )⊥η . It is clear that U ⊥ξ W iff W⊥ξ ⊆ U iff Υ (U ) ⊆ Υ (W⊥ξ ) =
Υ (W )⊥η iff Υ (U ) ⊥η Υ (W ). But for ⊥η we can apply 4.6, since 2(dim(V )− k) < dim(V ). 
Proposition 4.8. If dim(V ) = 2k and ϕ∗k is an involutory collineation ofP, given by an injective semi-linear map ϕ : V → V , thenP
equipped with ⊥= ϕ∗k satisﬁes axioms (C0)–(Ck7).
Proof. By 4.3 axioms (C0)–(C6) hold. To prove (Ck7) let U be a point of P. Note that [U ]⊥ = {ϕ∗k (U )}. As dim(V ) = 2k we
can take w1, . . . ,wk ∈ V such that U ⊕ 〈w1, . . . ,wk〉 = V . Set Y0 := U , Yi := U + 〈w1, . . . ,wi〉 for i = 1, . . . ,k. The chain of
[Θ, Yi]k is as required in (Ck7). 
Now, we investigate an abstract symmetric relation ⊥ ⊂ Subk(V )×Subk(V ). Provided that it satisﬁes axioms in (C0)–(Ck7)
P we shall ﬁnd its analytical representation.
Proposition 4.9. If ⊥ satisﬁes axioms (C0), (C4), (C5), then [U ]⊥ is a segment subspace for all points U inP.
Proof. Let X := [U ]⊥ and let X1, X2 maximal strong subspaces like in premises of (A2). Assume that X ∩ X1 ∩ X2 = ∅. We
will show that X ∩ X1 ∩ X2 is a line, which suﬃces as an argument by 2.6.
By our assumptions q := X1 ∩ X2 is a line. Let U0 ∈ X ∩ q. Take U1 ∈ X ∩ X1, U2 ∈ X ∩ X2 distinct from U0. Note that
U ⊥ U0,U1,U2. If U1 ∈ q or U2 ∈ q, then we have q ⊆ X by (C1) and we are through. So, suppose that U1 /∈ q and U2 /∈ q.
Then, note that U ,U0,U1,U2 correspond to p,a, c1, c2 in (C5), which implies that U ⊥ q, in other words q ⊆ X . 
Proposition 4.10. If ⊥ satisﬁes axioms (C1), (C4), (C5), (C6), then [U ]⊥ is an ideal or a ﬁlter for all points U inP.
Proof. In view of 4.9 X := [U ]⊥ is a segment subspace. Assume that X is not an ideal. Hence, by 2.8 there exists a top T
such that T ∩ X contains some line l and T  X . Clearly, U ⊥ l. Consider a point U1 ∈ T \ X and the maximal star S := S(l).
Note that for any point U2 ∈ S \ l we have U1,U2 | l and U1 ∼ U2. Obviously, U ⊥ U1. Hence U ⊥ U2 by (C6) and therefore
U2 ∈ X . So, S ⊆ X and we are through by 2.7. 
From now on we assume that the relation ⊥ meets the conditions (C0)–(Ck ).7
196 M. Z˙ynel / Journal of Applied Logic 10 (2012) 187–198Lemma 4.11. Assume that a point U3 lies on the line through distinct points U1 , U2 . If both [U1]⊥ and [U2]⊥ are ideals (ﬁlters), then
[U3]⊥ is also an ideal (a ﬁlter) and all [U1]⊥ , [U2]⊥ , [U3]⊥ lie in a pencil.
Proof. Assume that [U1]⊥ and [U2]⊥ are ideals. By 4.1(iii) and 3.3 [U1]⊥ , [U2]⊥ span a pencil of ideals G. From 4.10 we
know that [U3]⊥ is an ideal or a ﬁlter. Observe that, condition (C2) yields that [U1]⊥ , [U2]⊥ , [U3]⊥ satisfy (∗1). By (C3)
and (C2) we have that they satisfy (∗2). Accordingly, [U3]⊥ ∈ G by 3.4, and thus it is an ideal.
In case of ﬁlters the reasoning runs the same way. 
Lemma 4.12. If points U1,U2 are collinear, then [U1]⊥ , [U2]⊥ belong to a pencil and both are ideals or ﬁlters.
Proof. We can drop the trivial case where U1 = U2. So, let U3 be a point on the line through U1, U2. By 4.10 two of U1,
U2, U3 are ideals or ﬁlters. According to 4.11 all three of them are ideals or ﬁlters respectively, and all they lie in some
pencil. 
We deﬁne a map  : Subk(V ) → I ∪F as follows:
U → (U ) = [U ]⊥.
One can think of it as a correlation of the space of pencils P.
Proposition 4.13. Either Im() ⊆ I , or Im() ⊆F .
Proof. Straightforward by 4.12 and connectedness of P. 
Proposition 4.14. The mapping  maps pencils onto pencils.
Proof. Assume by 4.13 that Im() ⊆ I . Let points U1, U2, U3 lie on one line. By 4.11 there is a pencil of ideals G such that
(U1), (U2), (U3) ∈ G.
Now, we shall show that whenever distinct points U1, U2 lie on some line m and G is the pencil determined by (U1),
(U2), then −1(G) =m. So, let X ∈ G\ {(U1), (U2)}, A = (U1)∩(U2) and W ∈ X \ A. Note by the deﬁnition of a pencil
of ideals that A is a segment subspace and A ⊆ X . Hence, by (C1) we have A ⊥m. In view of 3.1 consider a line l through
W and some point in (U1). The line l crosses (U2) by 3.4. By (C2) there exists some U ∈m such that U ⊥ W . Moreover,
U ⊥ A as m ⊥ A. Since X is the least ideal containing A and W we ﬁnd that X = [U ]⊥ = (U ) ∈ G.
For  such that Im() ⊆F the reasoning runs dually. 
Lemma 4.15. Let U be a point inP and Z , Y ∈ Sub(V ).
(i) If (U ) = [Θ, Y ]k ∈ Ik(V ), then 2k dim(V ) and codim(Y ) = k.
(ii) If (U ) = [Z , V ]k ∈Fk(V ), then dim(V ) 2k and codim(Z) = k.
Proof. (i) As Ik(V ) = ∅ we have 2k  dim(V ). Note that k dim(Y ) since otherwise (U ) = ∅ for all U . By (Ck7) there is a
point W and a complete chain of segment subspaces X0, . . . , Xk in P such that X0 = [W ]⊥ , Xk = Subk(V ) and Xi−1  Xi
for i = 1, . . . ,k. There are Y0, . . . , Yk ∈ Sub(V ) such that Xi = [Θ, Yi]k . It is seen that Y0  Y1  · · · Yk = V which means
that codim(Y0) = k. We are through by connectedness of P and 4.14.
(ii) By similar argument as for ideals dim(Z)  k, and by (Ck7), there exists a point U and a sequence of segment
subspaces X0, X1, . . . , Xk of P such that X0 = ∅, Xk = [U ]⊥ and Xi−1  Xi for i = 1, . . . ,k. Let Xi = [Zi, V ]k , then V = Z0 
Z1  Z2  · · · Zk = Z . 
Combining the above lemma with 4.13 we get the following.
Corollary 4.16. If 2k < dim(V ), then Im() ⊆ I , if dim(V ) < 2k, then Im() ⊆F .
Assume that (U ) is an ideal. Consider a map g on Subk(V ), such that g(U ) = Y iff (U ) = [Θ, Y ]k . Properties of the
map  depend directly on the map g , which is of more common nature. By 4.15 codim(g(U )) = k, and by 4.1(ii) the map g
is one-to-one.
If (U ) = [h(U ), V ]k is a ﬁlter, then by similar argument as for ideals, h is one-to-one and codim(h(U )) = k.
Now, the case where dim(V ) = 2k is clear. Since both g(U ) and h(U ) are simply points of P, ideals and ﬁlters are
actually indistinguishable.
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pings g,h map lines of P onto lines of P∗ = P∗k (V ). Moreover, g,h are embeddings of P into P∗ . So, now it is legitimate
to call  a correlation of spaces of pencils. If dim(V ) = 2k, then P∗ =P.
In further investigations f denotes one of the mappings g , h. The map f sends lines of P onto pencils of ideals or
ﬁlters, which means that images of strong subspaces of P under f are strong subspaces of P∗ .
In the remainder of the paper we assume that the vector space V has ﬁnite dimension n. Some of our results are still
valid without that additional assumption, though. In this case P∗ = P∗k (V ) = Pn−k(V ).
Lemma 4.17. Let S be a maximal star and T a maximal top inP.
(i) If f (S) is a top, then it is a maximal top.
(ii) If f (T ) is a star, then it is a maximal star.
Proof. (i) Let S = [H, V ]k . S may be considered a projective space of dimension dim(V /H) − 1 = n − k and f an iso-
morphism of S onto some projective space f (S) being in fact a strong subspace of Pn−k(V ). Assume that f (S) is a top,
i.e. f (S) = [Z , B ′]n−k . The projective dimension of f (S) is dim(B ′/Z) − 1 = n − k − dim(Z). Hence Z = Θ as projective
dimensions of S and f (S) has to be equal.
(ii) Now let T = [Θ, B]k . It has ﬁnite projective dimension k. According to assumption f (T ) = [H ′, Y ]n−k . The projective
dimension of f (T ) is dim(Y /H ′) − 1= dim(Y ) − n + k = k, and hence Y = V . 
Lemma 4.18. If a maximal star S shares a line with a maximal top T inP, then either f maps S to a star and T to a top or f maps S
to a top and T to a star.
Proof. Our claim is trivially valid in case P is a projective space. Hence, assume that it is a proper space of pencils. Assume
also contrary to our claim that both S1 = f (S) and S2 = f (T ) are stars (for tops proof runs the same way). Then, S1, S2
share a line, S2 is maximal by 4.17(ii), and hence S1 ⊆ S2. Since f is one-to-one, we have S ⊆ T , but this holds when S is
a line only. The contradiction arises as P is proper. 
Lemma 4.19. If X1 , X2 are maximal strong subspaces of the same type inP and X1 ∩ X2 = ∅, then f (X1), f (X2) are also of the same
type.
Proof. It suﬃces to take a maximal strong subspace X of the other type than Xi , through U ∈ X1 ∩ X2, and apply 4.18 twice,
for X , X1, then for X , X2. 
We say that a mapping φ between two spaces of pencils is type-preserving if it maps all the stars to stars and tops to
tops. The mapping φ is said to be type-exchanging if it maps all the stars to tops and tops to stars.
Proposition 4.20. The mapping f is either type-preserving or type-exchanging.
Proof. Since P is connected, and every line can be uniquely extended to some maximal star and top, Lemmas 4.18, 4.19
suﬃce for the argument. 
Lemma 4.21. If f is type-preserving, then dim(V ) = 2k and images of maximal strong subspaces are maximal strong subspaces.
Proof. Let S = [H, V ]k and f (S) = [H ′, Y ]n−k . The projective dimension of S is n − k and of f (S) is dim(Y /H ′) − 1. Com-
paring dimensions of S and f (S) we obtain dim(Y ) = 2n− 2k. Since dim(Y ) n we have n 2k.
Now, let T = [Θ, B]k and f (T ) = [Z , B ′]n−k . The projective dimension of T is k, therefore, dim(B ′/Z) − 1 = n − k −
dim(Z) = k, which means that dim(Z) = n − 2k. Since 0 dim(Z), we have 2k  n. In result Y = V , Z = Θ and dim(V ) =
2k. 
According to 4.20, 4.17 and the above lemma:
Corollary 4.22. The mapping f maps maximal strong subspaces onto maximal strong subspaces.
We call an embedding f of a partial linear space A1 into another partial linear space A2 regular if the image of f is a
subspace of A2.
Proposition 4.23. The mapping f is a regular embedding ofP intoP∗ .
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Since P is connected we have a sequence of points W0,W1, . . . ,Wm , such that U1 = W0, U2 = Wm , Wi−1 ∼ Wi for
i = 1, . . . ,m, and 1 < m. Consider two stars S1 = S(W0,W1), S2 = S(Wm−1,Wm). In view of 4.20, assume that images
Ti = f (Si) are tops. By 4.17 Ti is maximal. Since images of U1, U2 are collinear, Ui ∈ Si , and hence f (Ui) ∈ Ti , there is a
star S = S( f (U1), f (U2)), which shares with T1, T2 lines q1, q2 respectively. It is easily seen that there are appropriate lines
p1, p2 in P, such that qi = f (pi) and Ui ∈ pi ⊆ Si . Note that qi = f (pi) ⊆ f (Si) ∩ f (T (pi)) = Ti ∩ f (T (pi)). Therefore, S =
S(qi) = f (T (pi)), and immediately, T (p1) = T (p2) = T . Consequently, Ui ∈ T which completes the proof in case dim(V ) =
2k. For f preserving types of maximal strong subspaces reasoning based on the same idea can be applied thanks to 4.22. 
The above reasoning, divided into a series of lemmas and propositions, we gather in the following theorem, the goal of
the paper.
Theorem 4.24. Let dim(V ) < ∞ and ⊥ ⊂ Subk(V )× Subk(V ). The following conditions are equivalent:
(i) Pk(V ) equipped with ⊥ satisﬁes conditions (C0)–(Ck7).
(ii) If dim(V ) = 2k, then⊥=⊥ξ , where ξ is a non-degenerate reﬂexive sesqui-linear form on V . If dim(V ) = 2k, then⊥=⊥ξ , where
ξ as previously, or ⊥= ϕ∗k , where ϕ : V → V is an injective semi-linear map such that ϕ∗k is an involutory collineation of Pk(V ).
Proof. (1) implies (2): Let U ,W ∈ Subk(V ). First, consider the case where dim(V ) = 2k. Then
U ⊥ W iff W ∈ [U ]⊥ = (U ) =
{ [Θ, f (U )]k, 2k < dim(V ),
[ f (U ), V ]k, dim(V ) < 2k.
According to 4.23 the mapping f is given by a non-degenerate sesqui-linear form ξ on V . Hence we can write f (U ) = U⊥ξ ,
and U ⊥ W iff U ⊥ξ W . Since ⊥ is symmetric, ξ has to be reﬂexive. When dim(V ) = 2k,
U ⊥ W iff W ∈ [U ]⊥ = (U ) =
[











where f is given by either a non-degenerate sesqui-linear form ξ on V or an injective semi-linear map ϕ . Respectively,
f (U ) = U⊥ξ and ξ has to be reﬂexive, or f (U ) = ϕ∗k (U ) and ϕ∗k has to be an involution.
(2) implies (1): Straightforward by 4.7 and 4.8. 
5. Final remark
Our goal in this paper was to impose (in the particular case of the Grassmann space Pk(V )) a suitable metric structure
– a “correlation” on the given structure of a partial linear space. However, following the ideas of [7, Corollary 5.3] and the
classical metric-projective geometry one can show that the structure Pk(V ) can be deﬁned in terms of the relation ⊥ξ .
Consequently, it would be also possible to axiomatize the class of structures of the form 〈Subk(V ),Pk(V ),⊥ξ 〉 entirely in
the language of the relation ⊥ξ , but here we do not go into the problem to ﬁnd a suitable axiom system.
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