Abstract. A method is introduced for the simultaneous study of the square function and the maximal function of a martingale that can yield sharp norm inequalities between the two. One application is that the expectation of the square function of a martingale is not greater than √ 3 times the expectation of the maximal function. This gives the best constant for one side of the Davis two-sided inequality. The martingale may take its values in any real or complex Hilbert space. The elementary discrete-time case leads quickly to the analogous results for local martingales M indexed by [0, ∞). Some earlier inequalities are also improved and, closely related, the Lévy martingale is embedded in a large family of submartingales.
Introduction
Square-function inequalities abound in harmonic analysis, in both measure-based and noncommutative probability theory, and elsewhere, as can be seen, for example, in Stein [24, 25] , Dellacherie and Meyer [8] , Carlen and Krée [5] , and Pisier and Xu [23] . Our aim here is to introduce a new approach to the simultaneous study of the square function and the maximal function of a martingale in the measure setting, and, with its use, to obtain the sharp form of an inequality due to Davis [7] together with sharper versions of some earlier inequalities.
We begin with martingales f indexed by the set of nonnegative integers. The results for such martingales then lead to the analogous results of Section 6 for local martingales M indexed by [0, ∞). To help clarify the scope of the results, f will sometimes have its values in R, sometimes in H, and sometimes in B, where H will always denote a Hilbert space and B a Banach space. For all three cases, the norm will be denoted by | · |. For the second and third cases, the scalar field can be either R or C. The results are new even for real-valued martingales.
We recall some definitions. Let (Ω, F , P ) be a probability space, (F n ) n≥0 a nondecreasing sequence of sub-σ-algebras of F , d n : Ω → B a (Bochner) F nmeasurable and integrable function, and
The sequence (f n ) n≥0 , denoted by f , is a martingale if E[d n |F n−1 ] = 0 for all n ≥ 1. That this conditional expectation is equal (except on a set of measure zero) to the origin of the Banach space is equivalent to A d n dP = 0 for all A in F n−1 . The martingale f is simple if each f n is a simple function and there is an integer m such that f n = f m for all n ≥ m. Any B-valued function of a simple martingale has a finite range and is therefore integrable. In some of what follows (Ω, F , P ) needs to be sufficiently rich: we can and do assume that it is nonatomic.
Let S n (f ) and f * n be defined on Ω by Then S(f ), the square function of f , and f * , the maximal function, are their respective pointwise limits as n → ∞. If 0 < p < ∞, let f p = sup n≥0 f n p . Doob's maximal inequality [10] , the martingale version of the Hardy-Littlewood inequality, is f p ≤ f * p ≤ q f p where q = p/(p − 1) and p > 1. Inequalities between S(f ) p and f * p or f p for several families of martingales, real-valued in this paragraph, such as the partial sums of Rademacher series and the partial sums of Haar series, inequalities that depend on whether 0 < p < 1, p = 1, or 1 < p < ∞, were proved (without using the martingale concept or word) by Khintchine [16] , Littlewood [18] , Paley [22] , Marcinkiewicz [20] , and Marcinkiewicz and Zygmund [21] . For many applications, however, it is important to know, for a given p, whether or not these and related inequalities hold for much larger families of martingales. For example, consider
If p ≥ 1, then this inequality holds for all martingales. For p > 1, this follows at once from the two-sided inequality between S(f ) p and f p in [1] and the Doob maximal inequality. Later it was shown [4] that if p ≤ 1, then (1.2) holds for a large family of martingales that includes the special families mentioned above and others, but that for p < 1, the choice of the positive real numbers c p and C p for this family must depend on more than p. In particular, if p < 1, then (1.2) does not hold for all martingales, not even for all martingales of the form (1.1) where {d k : k ≥ 0} is a stochastically independent family of mean-zero functions, known already in the 1930s by Marcinkiewicz and Zygmund [21] . After the work of [1] and [4] , there remained the question for p = 1 of whether or not (1.2) holds for all martingales. Davis [7] proved that it does. The proof rests on a clever decomposition of the martingale f . Later, using the martingale version [12, p. 149 ] of the Fefferman duality theorem (H 1 ) * = BM O (see [11, 12] ), Garsia [13, 14] proved that 2 + √ 5 is a permissible choice for C 1 in (1.2). Although both of these proofs for the case p = 1 are of interest, neither yields the best constant. Here we prove that √ 3 is the best constant by using an entirely different approach.
The following theorem is our key result for martingales f with index set the nonnegative integers. It yields the analogous but more general theorem of Section 6 for local martingales M with index set [0, ∞).
Theorem 1.1. If f is a martingale with values in a Hilbert space H, then
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The constant √ 3 is the best possible.
where the positive real number γ p is given by
. If p = 1, then (1.5) simplifies and gives γ 1 = √ 3 so (1.4) contains (1.3). Also, γ 2 = 1 so for these two cases (1.5) gives the best constant. We do not know whether or not γ p is the best constant for 1 < p < 2, but some computation suggests that it is not far away. Another interesting question is whether or not γ p can be expressed as a function of p in a more pleasing way.
The key to Theorem 1.1 is the function U defined by (2.6) in Lemma 2.1, a function that also throws new light on one of the most intriguing properties of a real Brownian motion B, one discovered by Lévy [17] : (B 2 t − t) t≥0 is a martingale. Using U , we can embed the Lévy martingale in a large family of submartingales, equivalently, its negative in a family of supermartingales. Suppose that B starts at zero (for simplicity),
, and z > 0. Then, as a special case of Theorem 7.1, the process Y defined by
is a supermartingale. If p = 2 and γ = 1, then α = 1 and Y is the martingale given by
. Section 2 contains the first steps to the proof in Section 3 of the inequality (1.4). Similarly, Section 4 provides a part of the proof in Section 5 that no smaller number than √ 3 suffices for the case p = 1. The probability background needed is minimal for the first five sections and Section 8: just a few properties of conditional expectations. Sections 6 and 7 require a little more. Section 6 contains the continuous-time local martingale version of Theorem 1.1. In Section 7, we embed the Lévy martingale (B 2 t − t) t≥0 in a large family of submartingales. In Section 8, we describe some aspects of our search for the function U of Lemma 2.1.
First steps
The following theorem, which is of interest in its own right, will be used in the proof of the inequality (1.4), a proof that is no simpler in the special case of real-valued martingales and p = 1. 
Under these three conditions,
for all nonnegative integers n and simple martingales f with f 0 = x.
The rather mysterious condition (2.2) gives a tool for handling maximal functions. It has already played a role in [3] for a different problem that requires a different function U . Condition (2.3) is a kind of concavity condition.
. We can assume that the filtration (F n ) n≥0 is generated by the simple martingale f . Therefore, F n−1 is generated by a finite partition of Ω and on each partition set f n−1 , f * n−1 , and
Taking the expectation of each side of this inequality, we see that
Let us now consider the following pair of functions U and V , actually a family of pairs, one of which will be used in the proof (see Section 3) of the inequality (1.4).
If γ ≥ γ p , where γ p is the positive number defined in (1.5), then U and V satisfy (2.1), (2.2), and (2.3).
Proof. To check that the majorization condition (2.1) holds, define the functions u
The concave function v(x, ·) is majorized by the affine function u(x, ·) because they have the same derivative at
Therefore, (2.1) holds. The replacement of z by |x| ∨ z does not change U , so condition (2.2) also holds.
, it is enough to check (2.3) for z = 1. Fix x ∈ H satisfying |x| ≤ 1 and define Φ and Ψ on H by
where x·s denotes the real part of the inner product of x and s.
which is nondecreasing in t and, at t = 0, is given by
If this expression is nonnegative, then Ψ(s) ≥ Φ(s). So Ψ majorizes Φ on H if the inequality γ 2 ≥ r(x, y) holds for all y ∈ H satisfying |y| > 1, where
Here y − x replaces s. A simple calculation shows that r(y/|y|, y) ≥ r(x, y):
so, by the Cauchy-Schwarz inequality and the assumption that |x| ≤ 1 < |y|,
Therefore, the majorization of Φ by Ψ follows from γ 2 ≥ sup |y|>1 r(y/|y|, y), which is easily seen to be equivalent to γ 2 ≥ γ 2 p . To finish the proof that U satisfies the condition (2.3) if γ ≥ γ p , we use the majorization of Φ by Ψ on H to obtain 
where G k is the smallest σ-algebra with respect to which the functions a 0 , . . . , a k are measurable. Then e k is a simple function and (e k ) k≥0 is the difference sequence of a simple martingale g
and, by the contraction property of conditional expectations,
Similarly,
Proof of the inequality (1.4)
Let f be a martingale with values in H. By the monotone convergence theorem, it is enough to show that
for all nonnegative integers n. By Lemma 2.2, it is enough to prove this inequality for fixed n and all simple martingales f with f 0 = 0. If γ ≥ γ p , then the functions U and V of Lemma 2.1 satisfy conditions (2.1), (2.2), and (2.3) of Theorem 2.1, so if γ = γ p , t = 0, and f is a simple martingale with f 0 = 0, then 
Then the pair (U,V) satisfies (2.1), (2.2), and (2.3).
Proof. If f n = x for all n, then f is in M(x) and the expectation in (4.2) is V (x, t, z) . Therefore, the majorization condition (2.1) holds. Replacing z by |x| ∨ z does not change U (x, t, z) so (2.2) also holds. To see that (2.
Then, by the definition of U , there is an f j ∈ M(x + s j ) satisfying
By (4.4) and (4.
which is equal to E[U (x + d, t + |d| 2 , z)], the supremum being taken over all the b j satisfying (4.3). Therefore, the pair (U, V ) does satisfy (2.1), (2.2), and (2.3).
The best possible constant in the Davis inequality
We shall show that √ 3 is the best possible constant for the inequality (1.3) by showing that it is already the best if H = R. Suppose that γ ∈ [1, ∞) and The map r → (s + r 2 )/(1 + r) 2 is strictly increasing on (s, ∞) and has the limit 1 as r → ∞. Therefore, u(1, s) ≥ u(0, s + 1) + u(1, 1−). Now let s ↑ 1 to obtain (5.1).
Suppose that E[S(f )] ≤ γE[f
* ] for all real-valued simple martingales f with f 0 = 0. If t = 0 and f ∈ M(0), then the expectation on the right side of (4.2) is
and by the definition of u, this implies that u(0, 0) = U (0, 0, 1) ≤ 0. Because U satisfies (2.3) and u(x, t) = u(−x, t), which also follows from the definition of u,
Therefore, γ ≥ √ 3 and this completes the proof of Theorem 1.1.
From discrete time to continuous time
Except for its second sentence, Theorem 1.1 follows at once from Theorem 6.1 below: any martingale f indexed by the nonnegative integers can be embedded in a right-continuous martingale M with M * = f * and S(M ) = S(f ). In the opposite direction, Theorem 6.1 follows easily from Theorem 1.1 and the Hilbertspace version of a convergence result of Doléans [9] . Here (Ω, F , P ) is a complete probability space and (F t ) t≥0 a right-continuous filtration such that F 0 contains all A ∈ F with P (A) = 0. We first consider
right-continuous martingales M indexed by [0, ∞). The function M t : Ω → H is (Bochner) F t -measurable and integrable, and E[M t |F s ] = M s for all s, t ∈ [0, ∞) with s ≤ t.
In the proofs we can assume that the real or complex Hilbert space H is separable.
Lemma 6.1. Let M be a right-continuous martingale with values in H. There is a family of nonnegative functions (S t (M )) t≥0 such that S 0 (M ) = |M 0 |, the function S t (M ) is F t -measurable for all t ≥ 0, the function t → S t (M )(ω) is right-continuous and nondecreasing on [0, ∞)
for all ω ∈ Ω, and S 2 t (M ) is the limit in probability of (Q n,t ) n≥0 as n → ∞ for all t ≥ 0, where
This was proved for real-valued martingales by Doléans in [9] . Her proof rests on Theorem 8 of [1] : if f is a discrete-time real-valued martingale and S(f ) is its square function, then for all λ > 0,
This inequality carries over to Hilbert space with 2 as an admissible constant [2] . (In the real-valued case, the best constant is √ e as Cox [6] proved in the 1980s. Littlewood's letter reproduced on page 18 of [19] indicates that Bollobás and Littlewood knew in 1975 that √ e was the likely value.) Using the Hilbert-space version of (6.2), we see that the Doléans proof of the lemma for the real-valued case carries over with only a few simple changes, for example, with the substitution of the real part of the inner product for a product at some places.
In the following, M is a local martingale. Localization, introduced by Itô and Watanabe [15] , plays an important role in martingale theory and its applications. A convenient reference is Dellacherie and Meyer [8] [8] . In the following theorem, S(M ) denotes the pointwise limit of S t (M ) as t → ∞.
Theorem 6.1. Let M be a local martingale with values in H. Then
and the constant √ 3 is the best possible.
where the positive real number γ p is defined in (1.5). 
Proof. That
. So (6.5) holds because, by Lemma 6.1, Fatou's Lemma, and Theorem 1.1,
A family of supermartingales
As mentioned in Section 1, by using the function U of (2.6), we can embed the Lévy martingale (B 2 t − t) t≥0 in a large family of submartingales. This is a special case of Theorem 7.1 below in which U again plays the leading role. 
where the supremum is over the family of all simple functions d satisfying
satisfies (2.1), (2.2), and (2.3), and is the least such function.
Proof. Clearly, both (2.1) and (2.2) are satisfied by
3) is also satisfied by U ∞ . The monotone convergence theorem can be used here because d is a simple function so
Let W be a function with the same domain as V such that (2.1), (2.2), and (2.3) are satisfied. The transformation (8.1) applied to both sides of V ≤ W gives U 1 ≤ W and, by induction,
It is easy to see that the majorant defined in Lemma 4.1 is also the least. Consequently, it must be equal to U ∞ , but we shall not use that here. In fact, this section does not require any knowledge of the results of the previous sections.
If V satisfies a scaling property, then the problem of finding a suitable U is reduced in complexity. Such is the case with V :
One of the majorants that we shall find for this case leads to the majorant (2.6) that we use for the Hilbert-space case with 1 ≤ p ≤ 2.
Lemma 8.2. Let v be defined on
[−1, 1] × [0, ∞) by v(x, t) = √ t − γ. There is a majorant U : R × [0, ∞) × (0, ∞) → R of V satisfying (2
.2) and (2.3) if and only if there is a majorant
There are several other properties of a finite majorant u of v that are needed later and which follow immediately from the four above: Proof. The "only if" part of the proof is not difficult. A majorant W of V that maps into R and satisfies (2.2) and (2.3) can be replaced by such a majorant U that, in addition, satisfies the scaling property (8.3) that V satisfies, for example, the majorant given by U (x, t, z) = inf α =0 |α| −1 W (αx, α 2 t, |α|z). So U ∞ , the result of iteration starting with V , has this scaling property because of its minimality: 
The continuity of u(1, ·) gives the equality of the limit of the right side as r → ∞ with the right side of (8.6 ). This completes the "only if" part of the proof.
For the "if" part of the proof, suppose that u is a finite majorant of v satisfying (8.4) , . . . , (8.7) .
It follows at once that U is a finite majorant of V and satisfies (2.2). To see that (2.3) also holds, it is enough, by the scaling property, to prove this for z = 1. 
So Φ is convex on [1 − x, ∞) . Using this convexity, we see that
In view of (8.10), this implies that Φ(s) − Φ(1 − x) ≤ 0 for all s > 1 − x. Because we have already proved that (8.11) holds on the interval
Similarly, Φ(s) ≤ Ψ(s) for all s < −1 − x. Therefore, (8.11) holds for all s ∈ R and the proof is complete.
We continue with the special case of V as given by (8.2) . The reduction of the problem of finding a majorant U of V on R×[0, ∞)×(0, ∞) to finding a majorant u of v on [−1, 1] × (0, ∞) permits an easier computer search for a good approximation to such a u, one that will give some information about the least majorant U of V even if the grid chosen is quite sparse, say
2 } with δ = 1/m and m = 6. By starting with u 0 , the restriction of v to this grid, the n th iteration u n for moderate n suggests the following possibilities: or to B(t) for all (x, t) ∈ n≥0 G 2 n , to (8.14) if 0 ≤ x < 1 and to B(t) if x = 1.
The proof is straightforward and is omitted, but note that (x, t) ∈ G 2 n for all large n and that for 0 < x < 1 and δ small compared to 1 − x, the martingale moves to the left in small steps of size δ each with large probability and to 1 with small probability. If it arrives at 0 before 1, it jumps to 1 or −1 at the next step where it stays. In view of (i), the martingale f is a natural choice. The easy proof is omitted. This function u yields the U of Lemma 2.1 for the case p = 1 and H = R. It makes possible the sharp version of the Davis inequality in the real case. A smaller u and U , less easy to work with, can be obtained by replacing the B of Theorem 8.1 by the smaller B of (8.13) . But the function u of Theorem 8.1 and its associated U also suggest experimentation with the function U of Lemma 2.1. Indeed, for 1 ≤ p ≤ 2 and martingales with values in H, this U provides the key to the main results of the paper.
