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Abstract. We deal with the functional equations
f(σ(y)x + (1 − σ(y))y) = τ(y)f(x) + (1 − τ(y))f(y)
for x, y ∈ [0, ∞), x ≥ y, where f : [0, ∞) → R and σ, τ : [0, ∞) → [0, 1]; and
F (σ(y)x + (1 − σ(y))y) = τ(y)F (x) + (1 − τ(y))F (y)
for x, y ∈ C, x − y ∈ C, where C is a convex cone in a real linear space, F : C → R and
σ, τ : C → [0, 1]. We determine the solutions of these equations satisfying some natural
regularity assumptions. In this way we generalize the result of J. Acze´l and R. D. Luce.
Keywords. Composite equation, convex cone, continuity on rays.
1. Introduction
In 2002 Professors Janos Acze´l and R. Duncan Luce published the paper [2]
where two functional equations stemming from some problems in utility theory
and psychophysics, questions concerning pairs of homomorphic homogeneous
functions of degree 1 and the link of the latter questions to quasilinear means
were considered. One of the equations investigated in [2] has the form
f(σ(y)x + (1 − σ(y))y) = τ(y)f(x) + (1 − τ(y))f(y) for x, y ∈ [0,∞), x ≥ y,
(1)
where f : [0,∞) → [0,∞) and σ, τ : [0,∞) → [0, 1]. The following result
concerning the solutions of (1) was proved in [2].
Theorem 1.1. [2, Theorem 1] If f is strictly increasing and continuously diﬀer-
entiable, σ and τ are continuous and σ(y) ∈ (0, 1) for y ∈ (0,∞) then the triple
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(f, σ, τ) satisﬁes equation (1) if and only if σ = τ and there exist a ∈ (0,∞)
and b ∈ [0,∞) such that
f(x) = ax + b for x ∈ [0,∞). (2)
Furthermore (cf. [2, Note 3]) Professor Zsolt Pa´les succeeded in eliminat-
ing the diﬀerentiability assumption from Theorem 1.1. Unfortunately, to the
best of our knowledge, this result has never been published. The aim of this
paper is to generalize Theorem 1.1 in various directions. First, we show that in
Theorem 1.1 not only the diﬀerentiability of f can be replaced by continuity,
but also the monotonicity of f and continuity of τ can be eliminated. Then we
study a more general version of equation (1), namely
F (σ(y)x + (1 − σ(y))y) = τ(y)F (x) + (1 − τ(y))F (y) for x, y ∈ C, x − y ∈ C,
(3)
where C is a convex cone in a real linear space, F : C → R and σ, τ : C → [0, 1].
2. Results
We begin with the following generalization of Theorem 1.1.
Theorem 2.1. Let f : [0,∞) → R and σ, τ : [0,∞) → [0, 1]. Assume that f
and σ are continuous, f is nonconstant and σ(y) ∈ (0, 1) for y ∈ (0,∞). Then
the triple (f, σ, τ) satisﬁes equation (1) if and only if σ = τ and there exist
a ∈ R \ {0} and b ∈ R such that f is of the form (2).
Proof. Assume that the triple (f, σ, τ) satisﬁes equation (1). First consider the
case where σ is constant, say σ(x) = c for x ∈ [0,∞) with some c ∈ (0, 1).
Then (1) becomes
f(cx + (1 − c)y) = τ(y)f(x) + (1 − τ(y))f(y) for x, y ∈ [0,∞), x ≥ y. (4)
Setting in (4) x = uc and y =
v
1−c , we obtain
f(u + v) = m(v)n(u) + l(v) for u, v ∈ [0,∞), u ≥ c
1 − cv, (5)

























for v ∈ [0,∞). (8)
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In particular, (5) is valid on the set {(u, v) ∈ (0,∞)2 : u > c1−cv}, which
is nonempty, open and connected. Since f is nonconstant and continuous,
applying [3, Theorem 1], we obtain that either
f(u) = αz + γ + δ for u ∈ (0,∞),




(αu + δ) for u ∈ (0,∞),
l(v) = αv + γ for v ∈ (0,∞) (10)
with some α, β ∈ R \ {0} and γ, δ ∈ R, or
f(u) = αβeγu + δ for u ∈ (0,∞), (11)
m(v) = αeγv for v ∈ (0,∞),
n(u) = βeγu + μ for u ∈ (0,∞), (12)
l(v) = −αμeγv + δ for v ∈ (0,∞)
with some α, β, γ ∈ R \ {0} and δ, μ ∈ R.
In the ﬁrst case (6) and (9) imply that τ(y) = β for y ∈ (0,∞) and so,
in view of (8) and (10), we get f(x) = α(1−c)1−β x +
γ
1−β for x ∈ (0,∞). Thus,
as f is continuous, (2) holds with a := α(1−c)1−β = 0 and b := γ1−β . Moreover,
setting into (4) f of the form (2), after straightforward calculations, we get
a(c − τ(y))(x − y) = 0 for x, y ∈ [0,∞) with x ≥ y. Since a = 0, this implies
that τ(y) = c for y ∈ [0,∞) and so τ = σ. In the second case from (7), (11)
and (12) we derive that αβeγu + δ = βeγcu + μ for u ∈ (0,∞). Diﬀerentiating
both sides of the last equality with respect to u, we obtain eγ(1−c)u = cα for
u ∈ (0,∞). As c ∈ (0, 1) and γ = 0, this yields a contradiction.
Assume that σ is nonconstant. First we show that
τ(y) = 1 for y ∈ (0,∞). (13)
Suppose that (13) does not hold, that is τ(y1) = 1 for some y1 ∈ (0,∞). Then,
in view of (1), we get
f(σ(y1)x + (1 − σ(y1))y1) = f(x) for x ≥ y1. (14)
Hence, as
σ(y1)x + (1 − σ(y1))y1 = σ(y1)(x − y1) + y1 ≥ y1 for x ≥ y1,
we get by replacing x by σ(y1)x + (1 − σ(y1))y1 in (14)
f(σ(y1)2(x − y1) + y1) = f(x) for x ≥ y1.
Iterating this process, we obtain
f(σ(y1)n(x − y1) + y1) = f(x) for x ≥ y1, n ∈ N.
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Since f is continuous and σ(y1) ∈ (0, 1), letting in the last equality n → ∞,
we conclude that
f(x) = f(y1) for x ≥ y1. (15)
Furthermore, as f is nonconstant and continuous, there is y2 ∈ (0, y1) such that
f(y2) = f(y1). If τ(y2) = 1 then arguing as previously we get f(x) = f(y2)
for x ≥ y2. In particular f(y1) = f(y2), which yields a contradiction. Thus
τ(y2) = 1. Moreover, for suﬃciently large x ∈ (y1,∞), we have σ(y2)x +
(1 − σ(y2))y2 ≥ y1, whence taking (1) and (15) into account, we obtain (1 −
τ(y2))(f(y2) − f(y1)) = 0, which again gives a contradiction. In this way we
have proved (13).
Next we show that, for every z ∈ (0,∞), a function f|(z,∞) is nonconstant.
Suppose that this is not true. Then there is z ∈ (0,∞) such that f(x) = c for
x ∈ (z,∞) with some c ∈ R. Let y ∈ (0,∞). As σ(y)x + (1 − σ(y))y ≥ z for
suﬃciently large x ∈ (y,∞), making use of (1), we get (1− τ(y))(f(y)− c) = 0
and so, in view of (13), f(y) = c. Since f is continuous this means that f is
constant, which yields a contradiction.
Now, note that from the fact that σ is nonconstant and continuous it follows
that there exists y0 ∈ (0,∞) such that σ|(y0,y′0) is nonconstant for every y′0 >
y0. Let f (y0) : [0,∞) → R be given by
f (y0)(x) = f(x + y0) − f(y0) for x ∈ [0,∞). (16)
Then f (y0) is nonconstant because f|(y0,∞) is nonconstant. Moreover, applying
(1) with y = y0, we obtain f (y0)(σ(y0)(x − y0)) = τ(y0)f (y0)(x − y0) for x ∈
[y0,∞) and so
f (y0)(σ(y0)z) = τ(y0)f (y0)(z) for z ∈ [0,∞). (17)
Since f (y0) is nonconstant, in view of (13) and (17), we get τ(y0) ∈ (0, 1).
Furthermore, from (17) we deduce that the function p : R → R deﬁned by
p(z) = f (y0)(σ(y0)z)τ(y0)−z for z ∈ R, is continuous and 1-periodic, that is
p(z + 1) = p(z) for z ∈ R. Taking (16) into account, we also have
f(x) = (x − y0)sp(logσ(y0)(x − y0)) + f(y0) for x ∈ (y0,∞), (18)
where s := logσ(y0) τ(y0). Note that as σ(y0) ∈ (0, 1) and τ(y0) ∈ (0, 1), we get
s > 0. Moreover, setting into (1) f of the form (18), for every x, y ∈ (y0,∞)
such that x ≥ y, we obtain
(σ(y)x + (1 − σ(y))y − y0)sp(logσ(y0)(σ(y)x + (1 − σ(y))y − y0))
= τ(y)(x − y0)sp(logσ(y0)(x − y0)) + (1 − τ(y))(y − y0)sp(logσ(y0)(y − y0)).
(19)
Let φ : R → R be given by φ(x) = σ(y0)x+ (1− σ(y0))y0 for x ∈ R. Then φ is
strictly increasing and the interval (y0,∞) is strongly invariant under φ, that
is φ((y0,∞)) = (y0,∞). Furthermore
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σ(y0)nφ−n(x) = (x − y0) + σ(y0)ny0 for x ∈ R, n ∈ N. (20)
Therefore, inserting into (19) φ−n(x) instead of x and multiplying both sides
of the equality by σ(y0)ns, for every x, y ∈ (y0,∞) with x ≥ y and every n ∈ N,
we get
[σ(y)(x − y0) + σ(y0)n(y − y0)(1 − σ(y))]s ·
·p(logσ(y0)(σ(y)φ−n(x) + (1 − σ(y))y − y0))
= τ(y)(x − y0)sp(logσ(y0)(φ−n(x) − y0))
+σ(y0)ns(1 − τ(y))(y − y0)sp(logσ(y0)(y − y0)). (21)
On the other hand, as p is 1-periodic, making use of (20), for every x, y ∈
(y0,∞) and n ∈ N, we obtain
p(logσ(y0)(σ(y)φ





σ(y)σ(y0)nφ−n(x) + σ(y0)n(1 − σ(y))y − σ(y0)ny0
σ(y0)n
))
= p(logσ(y0)(σ(y)(x − y0) + σ(y0)n(y − y0)(1 − σ(y))) − n)
= p(logσ(y0)(σ(y)(x − y0) + σ(y0)n(y − y0)(1 − σ(y)))).
In the same way, we get p(logσ(y0)(φ
−n(x) − y0)) = p(logσ(y0)(x − y0)) for
x ∈ (y0,∞), n ∈ N. Therefore, taking (21) into account, for every x, y ∈ (y0,∞)
with x ≥ y and every n ∈ N, we obtain
[σ(y)(x − y0) + σ(y0)n(y − y0)(1 − σ(y))]s ·
·p(logσ(y0)(σ(y)(x − y0) + σ(y0)n(y − y0)(1 − σ(y))))
= τ(y)(x − y0)sp(logσ(y0)(x − y0))
+σ(y0)ns(1 − τ(y))(y − y0)sp(logσ(y0)(y − y0)).
As σ(y0) ∈ (0, 1), s > 0 and p is continuous, letting in the last equality n → ∞,
for every x, y ∈ (y0,∞) with x ≥ y, we get
[σ(y)(x − y0)]sp(logσ(y0)(σ(y)(x − y0))) = τ(y)(x − y0)sp(logσ(y0)(x − y0)).
Hence, in view of (18), we obtain
f(σ(y)(x − y0) + y0) − f(y0) = τ(y)(f(x) − f(y0)) for x, y ∈ (y0,∞), x ≥ y.
Thus, according to (16), we have
f (y0)(σ(y)z) = τ(y)f (y0)(z) for z ∈ (0,∞), y ∈ (y0, y0 + z]. (22)
Since f (y0) is nonconstant, taking z0 ∈ (0,∞) such that f (y0)(z0) = 0 and
applying (22) with z = z0, we obtain f (y0)(σ(y)z0)) = τ(y)f (y0)(z0) for y ∈
(y0, y0 + z0]. Hence τ(y) = H(σ(y)) for y ∈ (y0, y0 + z0], where H(u) =
360 J. Chudziak AEM
f(y0)(uz0)
f(y0)(z0)
for u ∈ (0, 1). Consequently, in view of (22), we get f (y0)(σ(y)z) =
H(σ(y))f (y0)(z) for z ∈ (z0,∞), y ∈ (y0, y0 + z0]. Thus
f (y0)(uz) = H(u)f (y0)(z) for z ∈ (z0,∞), u ∈ σ((y0, y0 + z0]). (23)
In particular, (23) holds for (z, u) ∈ (z0,∞) × int[σ((y0, y0 + z0])]. Since σ is
continuous and σ|(y0,y0+z0) is nonconstant, the latter set is a nonempty open
and connected subset of (0,∞)2. Therefore, as f (y0) is nonconstant, according
to [5, Corollary 2], there exist a multiplicative function m : (0,∞) → R \ {0}
and a ∈ R \ {0} such that f (y0)(z) = am(z) for z ∈ (z0,∞). Hence, in view of
(16), we get
f(x) = am(x − y0) + f(y0) for x ∈ (y0 + z0,∞). (24)
Furthermore, as f is continuous, m is continuous at every point of the interval
(z0,∞). Thus, according to [1, Proposition 6, p. 30], there is r ∈ R such that
m(x) = xr for x ∈ (0,∞), which together with (24) gives
f(x) = a(x − y0)r + f(y0) for x ∈ (y0 + z0,∞). (25)
Note also that r = 0 because otherwise, in view of (25), f|(y0+z0,∞) would be
constant. Moreover, for y ∈ (0,∞) and suﬃciently large x ∈ (0,∞), we have
σ(y)x + (1 − σ(y))y > y0 + z0. (26)
Hence, making use of (1) and (25), for suﬃciently large x ∈ (y0 + z0,∞) and
y ∈ (0, x], we get
a(σ(y)x + (1 − σ(y))y − y0)r = aτ(y)(x − y0)r + (1 − τ(y))(f(y) − f(y0)).
Diﬀerentiating both sides of the last equality with respect to x, for suﬃciently
large x ∈ (y0 + z0,∞) and y ∈ (0, x], we obtain
σ(y)(σ(y)x + (1 − σ(y))y − y0)r−1 = τ(y)(x − y0)r−1.
Suppose that r = 1. Then from the above equality it follows that
(1 − σ(y))(y − y0)







for suﬃciently large x ∈ (y0 + z0,∞) and y ∈ (0, x]. Diﬀerentiating both
sides of this equality with respect to x, we obtain that (1−σ(y))(y−y0)(x−y0)2 = 0 for
suﬃciently large x ∈ (y0+z0,∞) and y ∈ (0, x]. As σ(y) ∈ (0, 1) for y ∈ (0,∞),
this yields a contradiction. Thus r = 1, which in view of (25), implies that
f(x) = ax + b for x ∈ (y0 + z0,∞), (27)
where b := f(y0)− ay0. Fix a y ∈ (0,∞). Then (26) holds for suﬃciently large
x ∈ (y0 + z0,∞), so taking (1) and (27) into account, after straightforward
calculations we get
a(σ(y) − τ(y))x = (1 − τ(y))(f(y) − b) − a(1 − σ(y))y
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for suﬃciently large x ∈ (max{y, y0 + z0},∞). Thus σ(y) = τ(y) and
(1 − τ(y))(f(y) − ay − b) = 0,
which in view of (13) gives f(y) = ay + b. Therefore σ = τ and, as f is
continuous, we get (2).
The converse is easy to check. 
Now, we are going to determine the solutions of equation (3). In order
to formulate the results, let us recall that if X is a real linear space then a
nonempty subset C of X is called a convex cone provided αx + βy ∈ C for
x, y ∈ C and α, β ∈ [0,∞). Furthermore, a function F : C → R is said to be
continuous on rays provided, for every x ∈ C, a function Fx : [0,∞) → R given
by Fx(t) = F (tx) for t ∈ [0,∞), is continuous.
Theorem 2.2. Let X be a real linear space, C ⊆ X be a convex cone, F : C → R
and σ, τ : C → [0, 1]. Assume that F and σ are continuous on rays, F is
nonconstant and σ(y) ∈ (0, 1) for y ∈ C \{0}. Then the triple (F, σ, τ) satisﬁes
equation (3) if and only if σ = τ and there exist a nontrivial linear functional
L : Lin C → R and b ∈ R such that
F (x) = L(x) + b for x ∈ C. (28)
Proof. Assume that the triple (F, σ, τ) satisﬁes equation (3). Let F˜ := F −
F (0). Then, in view of (3), we get
F˜ (σ(y)x + (1 − σ(y))y) = τ(y)F˜ (x) + (1 − τ(y))F˜ (y) for x, y ∈ C, x − y ∈ C.
(29)
Furthermore, for every x ∈ C, F˜x is continuous, F˜x(0) = F˜ (0) = 0 and, in
view of (29), the triple (F˜x, σx, τx) satisﬁes equation (1). Thus, according to
Theorem 2.1, for every x ∈ C there exists a(x) ∈ R such that
F˜x(t) = a(x)t for t ∈ [0,∞) (30)
and
σx = τx whenever F˜x = 0. (31)
Note that, in view of (30), for every x ∈ C and α ∈ [0,∞), we have
a(αx)t = F˜αx(t) = F˜ (αtx) = F˜x(αt) = a(x)αt for t ∈ [0,∞).
Hence a(αx) = αa(x) for x ∈ C, α ∈ [0,∞). Since, according to (30), F˜ (x) =
F˜x(1) = a(x) for x ∈ C, this implies that
F˜ (αx) = αF˜ (x) for x ∈ C, α ∈ [0,∞). (32)
The remaining part of the proof is divided into three steps.
Step 1. We show that if x, y ∈ C are such that x − y ∈ C and either
F˜ (x) = F˜ (y) = 0 or F˜ (y) = 0, then F˜ (x + y) = F˜ (x) + F˜ (y).
To this end ﬁx x, y ∈ C with x − y ∈ C. If x = 0 or y = 0 then the equality
follows from the fact that F˜ (0) = 0. Assume that x, y = 0. First suppose
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that F˜ (x) = F˜ (y) = 0. Since σ is continuous on rays, σy is continuous on
[0,∞). Furthermore, we have (1 − σy(t))t > 0 for t ∈ (0,∞) and limt→0+(1 −
σy(t))t = 0. Thus there exist T ∈ (0, 1) and n ∈ N such that (1 − σ(Ty))T =
(1 − σy(T ))T = 1n . Obviously xσ(Ty) , T y ∈ C. Moreover, as σ(Ty) ∈ (0, 1), we
have 1σ(Ty) > T and so
x





x ∈ C. Therefore,




























σ(Ty) , Ty ∈ C and
x+ 1n y












































+ (1 − τ(Ty))T F˜ (y) = 0.
Repeating this procedure, after n steps we conclude that F˜ (x + y) = 0 =
F˜ (x) + F˜ (y).
Now, suppose that F˜ (y) = 0. As previously, let T ∈ (0, 1) and n ∈ N be
such that (1 − σ(Ty))T = 1n . Since xσ(Ty) , Ty, xσ(Ty) − Ty ∈ C and, in view of




















+(1 − σ(Ty))F˜ (Ty) = F˜ (x) + (1 − σ(Ty))T F˜ (y) = F˜ (x) + 1
n
F˜ (y).
Repeating this procedure, as in the previous case, after n steps we get F˜ (x +
y) = F˜ (x) + F˜ (y).
Step 2. We show that
F˜ (x + y) = F˜ (x) + F˜ (y) for x, y ∈ C. (33)
Fix x, y ∈ C. Since F˜ (0) = 0, the case where x = 0 or y = 0 is trivial. So,
assume that x, y = 0. First we prove that
F˜ (u + v) = F˜ (u) + F˜ (v) for u, v ∈ C(x, y), (34)
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where C(x, y) := {αx + βy : α, β ∈ (0,∞)}. Note that C(x, y) ⊆ C is a convex
cone. Let u, v ∈ C(x, y). Without loss of generality we may assume that either
F˜ (u) = F˜ (v) = 0 or F˜ (v) = 0. Furthermore u = α1x+ β1y and v = α2x+ β2y







y ∈ C(x, y) ⊆ C. Moreover, in view of (32), we have









) = 0 whenever

















= 0 whenever F˜ (u) = F˜ (v) = 0. Thus, as u+ 1nv ∈ C,
1
nv ∈ C and
(
u + 1nv
)− 1nv = u ∈ C, applying again the result of Step 1, in view














+ 1n F˜ (v),




= F˜ (u) + 2n F˜ (v). Repeating this
arguments we conclude that F˜ (u + v) = F˜ (u) + F˜ (v) and so (34) is proved.
Now, as C(x, y) ⊆ C is a convex cone, according to [4, Theorem 4.4.1],
from (32) and (34) it follows that there exists a unique linear functional L˜ :
Lin C(x, y) → R such that
F˜ (u) = L˜(u) for u ∈ C(x, y). (36)
Since y = 0, we get σ(y) ∈ (0, 1) and so
σ(y)w + (1 − σ(y))y ∈ C(x, y) for w ∈ C(x, y). (37)
If C(x, y) ⊆ ker L˜ then αL˜(x) + βL˜(y) = 0 for α, β ∈ (0,∞), whence L˜(x) =
L˜(y) = 0. Moreover, taking w ∈ C(x, y), we get w = αwx + βwy with some
αw, βw ∈ (0,∞). Thus sw − y = sαwx + (sβw − 1)y ∈ C(x, y) for s ∈ ( 1βw ,∞)
and so, making use of (29), (36) and (37), for every s ∈ ( 1βw ,∞), we get
0 = L˜(σ(y)sw + (1 − σ(y))y) = F˜ (σ(y)sw + (1 − σ(y))y)
= τ(y)F˜ (sw) + (1 − τ(y))F˜ (y) = (1 − τ(y))F˜ (y).
Hence F˜ (y) = 0 because otherwise, according to (31), we would have
τ(y) = τy(1) = σy(1) = σ(y) ∈ (0, 1)
and so (1 − τ(y))F˜ (y) = 0. Similarly, we get F˜ (x) = 0. Consequently, as
x + y ∈ C(x, y), taking (36) into account, we obtain F˜ (x + y) = L˜(x + y) =
0 = F˜ (x) + F˜ (y).
If L˜(w) = 0 for some w ∈ C(x, y) then, as previously, we get sw−y ∈ C(x, y)
for suﬃciently large s ∈ (0,∞). Hence, in view of (29), (36) and (37), after
straightforward calculations, we get
(σ(y) − τ(y))sL˜(w) = (1 − τ(y))F˜ (y) − (1 − σ(y))L˜(y)
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for suﬃciently large s ∈ (0,∞). Since L˜(w) = 0, this means that σ(y) = τ(y)
and so (1−σ(y))(F˜ (y)−L˜(y)) = 0. Hence, as σ(y) ∈ (0, 1), we get F˜ (y) = L˜(y).
In the same way we obtain that F˜ (x) = L˜(x). Therefore, in view of (36), we
have F˜ (x + y) = L˜(x + y) = L˜(x) + L˜(y) = F˜ (x) + F˜ (y). So, (33) is proved.
Step 3. Since F˜ is nonconstant, applying [4, Theorem 4.4.1], from (32)
and (33) we derive that there exists a unique nontrivial linear functional L :
Lin C → R such that F˜ (x) = L(x) for x ∈ C. Hence F (x) = L(x) + F (0) for
x ∈ C, so (28) holds with b := F (0). Furthermore, inserting into (3) F of the
form (28), we obtain
(σ(y) − τ(y))L(x − y) = 0 for x, y ∈ C, x − y ∈ C. (38)
Since F˜ is nonconstant, we have L(z) = F˜ (z) = 0 for some z ∈ C. Therefore,
taking y ∈ C and x = y + z ∈ C, in view of (38), we get σ(y) = τ(y). In this
way we have proved that σ = τ .
The converse is easy to check. 
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