In this article, we study the existence of non-negative solutions of the class of non-local problem of n-Kirchhoff type
Introduction
The aim of this article is to study the existence of positive solutions of following n-Kirchhoff type equation
−m( Ω |∇u| n )∆ n u = f (x, u) in Ω,
where Ω ⊂ R n is a bounded domain with smooth boundary, m : R + → R + and f : Ω × R → R are continuous functions that satisfy some conditions which will be stated later on.
We also study the existence of non-negative solutions of the following n-Kirchhoff problem (P λ,M ) m( Ω |∇u| n )∆ n u = λh(x)|u| q−1 u + u|u| p e |u| β in Ω u = 0 on ∂Ω,
where Ω ⊂ R n is a bounded domain with smooth boundary, n ≥ 2, 0 < q < n−1, 2n−1 < p+1, β ∈ 1, n n−1 and λ > 0. By minimization on the suitable subset of the Nehari manifold we show the existence and multiplicity of solutions with respect to the parameter λ.
The above problems are called non-local because of the presence of the term m( Ω |∇u| n ) which implies that the equations in (M) and (P λ,M ) are no longer a pointwise identity. This phenomenon causes some mathematical difficulties which makes the study of such a class of problem interesting. Basically, the presence of Ω |∇u| n as the coefficient of Ω |∇u| n−2 ∇u∇φ in the weak formulation makes the study of compactness of Palais-Smale sequences difficult. The study of Elliptic equations with exponential growth nonlinearities are motivated by the following Trudinger-Moser inequality [27] , namely The embedding W 1,n 0 (Ω) ∋ u −→ e |u| β ∈ L 1 (Ω) is compact for all β ∈ 1, n n−1 and is continuous for β = n n−1 . The non-compactness of the embedding can be shown using a sequence of functions that are truncations and dilations of fundamental solution of −∆ n on W 1,n 0 (Ω). The existence results for quasilinear problems with exponential terms on bounded domains was initiated and studied by Adimurthi [1] .
Starting from the pioneering works of Tarantello [29] and Ambrosetti-Brezis-Cerami [6] , a lot of work has been done to address the multiplicity of positive solutions for semilinear and quasilinear elliptic problems with positive nonlinearities. Recently, many works are devoted to the study of these multiplicity results with polynomial type nonlinearity with sign-changing weight functions using the Nehari manifold and fibering map analysis (see refs. [29, 17, 30, 31, 32, 8, 5, 18] ). In [9] , authors studied the existence of multiple positive solution of Kirchhoff type problem with convex-concave polynomial type nonlinearities having subcritical growth by Nehari manifold and fibering map methods.
In [4] , authors used the variational arguments to solve the Kirchhoff problem, more precisely, they proved the existence of Mountain Pass solutions. There are many papers on the Kirchhoff equation via the variational method, as can be seen in [4, 3, 14, 11, 19] and references therein. In addition, the corresponding results of the Kirchhoff type problem can be found in [10, 12, 23, 22, 24] , and the references therein.
The boundary value problems involving Kirchhoff equations arise in several physical and biological systems, where u describes a process which depends on the average of itself, such as population density, see [13, 15] . These type of non-local problems were initially observed by Kirchhoff in 1883 in the study of string or membrane vibrations to describe the transversal oscillations of a stretched string, particularly, taking into account the subsequent change in string length caused by oscillations.
In this paper, first we discuss the Brezis-Nirenberg type existence result for the n-Kirchhoff problem in (M) under appropriate conditions on the nonlinearity f (x, u). To prove our result we follow the approach as in [19] . In our case, we required to prove the pointwise convergence of gradients of Palais-Smale to show that weak limit is a solution. We used concentration compactness principle to show this convergence. In the second part, we discuss the n-Kirchhoff problem in (P λ,M ) with sign-changing and exponential type nonlinearity to obtain the multiplicity of solutions with respect to the parameter λ. We show the multiplicity result by extracting Palais-Smale sequences in the Nehari manifold. The results obtained here are some how expected but we show how the results arise out of nature of Nehari manifold.
The paper is organized as follows: In section 2, we consider the problem with positive nonlinearity and prove Brezis-Nirenberg type existence result. In section 3, we study the problem with convex-concave sign-changing nonlinearity by Nehari manifold approach and describe the nature of the Nehari manifold.
We shall throughout use the following notations: The norm on W 1,n 0 (Ω) and L p (Ω) are denoted by · , u p respectively. The weak convergence is denoted by ⇀ and → denotes strong convergence.
Existence of positive solutions with positive nonlinearity
In this section, we prove Brezis-Nirenberg type existence result for the problem
where Ω ⊂ R n is a bounded domain with smooth boundary, m : R + → R + and f : Ω × R → R are continuous functions that satisfy the following assumptions:
(m1) There exists m 0 > 0 such that m(t) ≥ m 0 for all t ≥ 0 and
where M (t) = t 0 m(s)ds, the primitive of m so that M (0) = 0.
(m2) There exist constants a 1 , a 2 > 0 and t 0 > 0 such that for some σ ∈ R
t is nonincreasing for t > 0.
The condition (m1) is valid whenever m(0) = m 0 and m is nondecreasing. A typical example of a function m satisfying the conditions (m1) − (m3) is m(t) = m 0 + at, where m 0 > 0 and a ≥ 0. From (m3), we can easily deduce that
In particular, one has 1
The nonlinearity f (x, t) = h(x, t)e |t| n/n−1 , where h(x, t) satisfies
(f 3) There exist positive constants t 0 , K 0 > 0 such that
is a reasonable condition for function behaving as e α 0 |t| n/n−1 at ∞. Moreover from (f 3) it follows that for each θ > 0, there exists R θ > 0 satisfying
We also have that condition (f 3) implies that for µ ∈ [0, 2n − 1),
Generally, the main difficulty encountered in non-local Kirchhoff problems is the competition between the growths of m and f . Here we generalize the result of [19] to the n-Kirchhoff equation.
Then the functional J is Fréchet differentiable and the critical points are the weak solutions of (M). We prove the following Theorem in this section:
Theorem 2.2 Suppose (m1) − (m3) and (f 1) − (f 3) are satisfied. Then, problem (M) has a positive solution.
We prove this Theorem by mountain pass Lemma. In the next few Lemmas we studied the mountain pass structure and Palais-Smale sequence to the functional J.
Lemma 2.3 Assume the conditions (m1), (f 1) − (f 3) hold. Then J satisfies mountain-pass geometry around the 0.
Proof. From the assumptions, (f 1) − (f 3), for ǫ > 0, r > n, there exists C > 0 such that
Therefore, using Sobolev and Hölder inequalities, we get
, thanks to Moser-Trudinger inequality (1.1). Hence
Since r > n, we can choose ǫ, 0 < R ≤ R 1 , J(u) ≥ τ for some τ on u = R. Now by (f 2), for θ > max{n, n(σ + 1)}, there exist C 1 , C 2 > 0 such that
and for all t ≥ t 0 condition (m2) implies that
where
(Ω) with φ 0 ≥ 0 and φ 0 = 1. Then from (2.4) and (2.5), for all t ≥ t 0 , we obtain
from which we conclude that J(tu 0 ) → −∞ as t → +∞ provided that θ > max{n, nσ + n}. Therefore, J satisfies mountain-pass geometry near 0. 
and for all φ ∈ W 1,n
where ǫ k → 0 as k → ∞. From (2.1), (2.2), (2.6) and (2.7), we obtain
From this and taking θ > 2n, we obtain the boundedness of the sequence. J(γ(t)). Then we have,
Proof. Let δ k > 0 be such that δ k → 0 as k → ∞ and let φ k (x) be the sequence of Moser functions defined by
with support in B δ k (0) ⊆ R n . It can be easily seen that ∇φ k n = 1 for all k. Suppose the result is not true, i.e. c * ≥
From (2.9), we see that t k is a bounded sequence as J(t k φ k ) → −∞ as t k → ∞. Also using M is monotone increasing and
Now since t k is a point of maximum for one dimensional map t → J(tφ k ), we have
Now we choose δ k = (log k)
αn , with α > n n−1 . Then (f 4) implies that the right hand side of (2.11) tends to ∞. Which is a contradiction as the left side of (2.11) is bounded. Hence c * < 1 n M (α n−1 n ). In order to prove that a Palais-Smale sequence converges to a solution of problem (P ) we need the following convergence Lemma. We Refer to Lemma 2.1 in [16] for a proof.
Lemma 2.6
Let Ω ⊂ R n be a bounded domain and f : Ω × R → R a continuous function.
Now we need the following Lemma, inspired by [26] , to show that weak limit of a Palais-Smale sequence is a weak solution of (M), Lemma 2.7 For any Palais-Smale sequence {u k }, there exists a subsequence still denoted by
a.e in Ω. Then using the fact that {u k } is a bounded sequence together with (2.7) and Lemma 2.6, we obtain
Then, without loss of generality, we may assume that
where µ is a non-negative regular measure and D ′ (Ω) are the distributions on Ω. Let σ > 0 and
We claim that A σ is a finite set. Suppose by contradiction that there exists a sequence of distinct points (
Therefore for k ∈ N sufficiently large and ǫ > 0 sufficiently small, we have
which together with implies
if we choose q > 1 sufficiently close to 1 and δ > 0 is small enough such that
Note that, by Hölder's inequality and (2.13),
Now, we claim that I 1 → 0. Indeed, given ǫ > 0, by density we can take φ ∈ C ∞ 0 (Ω) such that u − φ q ′ < ǫ. Thus,
Applying Hölder inequality and using equation (2.13) , we have
Using Lemma 2.6, we have
Also from equation (2.13), we have
|f (x, u)||φ − u|dx → 0, and hence the claim.
Now to conclude Assertion 1 we use that K is compact and we repeat the same procedure over a finite covering of balls.
Indeed, let 0 < ǫ < ǫ 0 and φ ∈ C ∞ c (R n ) such that φ ≡ 1 in B 1/2 (0) and φ ≡ 0 inΩ \ B 1 (0).
Also using the convexity of t → |t| n for t ∈ R n and m(t) ≥ m 0 > 0, we have 
Now as by Young's inequality, for given δ > 0, there exists C δ > 0 such that
where C, r and s are positive real number such that 1 r + 1 s = 1. Thus using this and boundedness of {u k }, we get lim sup
Now from (2.18)-(2.21), (2.14) follows. Since ǫ 0 is arbitrary, we get ∇u k (x) → ∇u(x) a.e in Ω and hence |∇u k | n−2 ∇u k ⇀ |∇u| n−2 ∇u weakly in (L n/n−1 (Ω)) n .
Now we define the Nehari manifold associated to the functional J, as
and let b := inf u∈N J(u). Then we need the following to compare c * and b.
Proof. Suppose 0 < s < t. Then for each x ∈ Ω, we obtain
which completes the proof.
(Ω) as g(t) = (t 0 u)t, where t 0 is such that J(t 0 u) < 0. We have g ∈ Γ and therefore c * ≤ max
Since u ∈ N is arbitrary, c * ≤ b and the proof is complete.
We recall the following result of Lions [25] known as higher integrability Lemma.
Lemma 2.10 Let {v k : v k = 1} be a sequence in W 1,n 0 (Ω) converging weakly to a non-zero v. Then for every p such that
Proof of Theorem 2.2: Let {u k } be a Palais-Smale sequence at level c * . That is J(u k ) → c * and J ′ (u k ) → 0. Then by Lemma 2.4 and Lemma 2.7, there exists u 0 ∈ W
in Ω. Now we claim that u 0 is the required positive solution.
Using the growth condition of f (x, t) and Trudinger-Moser inequality, we get f (., u 0 ) ∈ L p (Ω) for all 1 ≤ p ≤ ∞. Therefore by regularity theory u 0 ∈ C 1,α (Ω) and hence by strong maximum principle, we get u 0 > 0 in Ω and hence the claim.
3) and Sobolev imbedding, we can see that J ′ (tu 0 ), u 0 > 0 for t sufficiently small. Thus there exist σ ∈ (0, 1) such that I ′ (σu 0 ), u 0 = 0. That is, σu 0 ∈ N . Thus according to Lemma 2.8,
By lower semicontinuity of norm and Fatou's Lemma, we get
which is a contradiction and the claim 2 is proved.
and lower semicontinuity of norm we have J(u 0 ) ≤ c * . We are going to show that the case J(u 0 ) < c * can not occur.
(Ω) and v 0 < 1. Thus by Lion's lemma 2.10,
(2.24)
On the other hand, by Assertion 2, (2.1) and Lemma 2.8, we have
So, J(u 0 ) ≥ 0. Using this together with Lemma 2.5 and the equality, n(c
for k large. We can choose
and using (2.24), we conclude that
Now by standard calculations, using Hölder's inequality and weak convergence of
On the other hand, using u k ⇀ u 0 weakly and boundedness of m( u k n ),
Subtracting (2.27) from (2.26), we get
as k → ∞. Now using this and inequality by using
with a = ∇u k and b = ∇u 0 , we get
Since m(t) ≥ m 0 , we obtain u k → u strongly in W 1,n 0 (Ω) and hence u k → u 0 . Therefore, J(u 0 ) = c * and hence the claim. Now By Assertion 3 and (2.23) we can see that M (ρ n 0 ) = M ( u 0 n ) which shows that ρ n 0 = u 0 n . Hence by (2.22) we have
Thus, u 0 is a solution of (M).
Convex-Concave type nonlinearities
In this section, we study the existence and multiplicity of solutions for the following problem We show the following existence and multiplicity result in the subcritical case:
n n−1 . Then there exists λ 0 > 0 such that for λ ∈ (0, λ 0 ), (P λ,M ) admits at least two solutions.
In the critical case, we show the following existence result: Theorem 3.2 Let β = n n−1 , then there exist λ 00 > 0 such that for λ ∈ (0, λ 00 ), (P λ,M ) admits a solution.
The Nehari manifold and fibering maps
The Euler functional associated with the problem (
The energy functional J λ,M is not bounded below on the space W 1,n 0 (Ω), but we will show that it is bounded below on an appropriate subset of W 1,n 0 (Ω) and a minimizer on subsets of this set gives rise to solutions of (P λ,M ). In order to obtain the existence results, we define the Nehari manifold
where , denotes the duality between W 1,n 0 (Ω) and its dual space. Therefore u ∈ N λ,M if and only if
We note that N λ,M contains every solution of (P λ,M ). For u ∈ W 1,n 0 (Ω), we define the fiber map φ u,M : R + → R as
Then it is easy to see that tu ∈ N λ,M if and only if φ ′ u,M (t) = 0 and in particular, u ∈ N λ,M if and only if φ ′ u,M (1) = 0. Also
Let H(u) = Ω h|u| q+1 dx. Then we define H ± := {u ∈ W In this case, firstly we define ψ u : R + −→ R by
Clearly, for t > 0, tu ∈ N λ,M if and only if t is a solution of
Therefore ψ ′ u (t) < 0 for all t > 0. As u ∈ H − 0 so there exists t * (u) such that ψ u (t * ) = λ Ω h(x)|u| q+1 . Thus for 0 < t < t * , φ ′ u,M (t) = t q (ψ u (t) − λ Ω h(x)|u| q+1 ) > 0 and for t > t * , φ ′ u,M (t) < 0. Hence φ u,M is increasing on (0, t * ), decreasing on (t * , ∞). Since φ u,M (t) > 0 for t close to 0 and φ u,M (t) → −∞ as t → ∞, we get φ u,M has exactly one critical point t 1 (u), which is a global maximum point. Hence t 1 (u)u ∈ N − λ,M . Case 2: u ∈ H + . In this case, we claim that there exists λ 0 > 0 and a unique t * such that for λ ∈ (0, λ 0 ), φ u has exactly two critical points t 1 (u) and t 2 (u) such that t 1 (u) < t * (u) < t 2 (u), and moreover t 1 (u) is a local minimum point and t 2 (u) is a local maximum point. Thus t 1 (u)u ∈ N + λ,M and t 2 (u)u ∈ N − λ,M . To show this we need following Lemmas:
. Then there exists λ 0 > 0 such that for every λ ∈ (0, λ 0 ),
Proof.
Step 1: inf
Suppose this is not true. Then we find a sequence
From g(u) = u|u| p e |u| β , Hölders inequality and Sobolev inequality, we have
2 , which gives a contradiction.
Step 2: Let C 1 = inf
From Step 1 and the definition of Λ, we obtain 0 < inf
Using this it is easy to check that
This completes step 2.
Step 3: Let λ < 1 (2n−q−1) (
holds. Using Hölder's inequality and (A2) we have,
The above inequality combined with step 2 proves the Lemma.
The following Lemma completes the proof of claim made in case 2 above:
Lemma 3.5 Let λ be such that (3.7) holds. Then for every u ∈ H + \ {0}, there is a unique t * = t * (u) > 0 and unique
Proof. Fix 0 = u ∈ H + . Then from (3.4), we note that ψ u (t) → −∞ as t → ∞, from (3.5) it is easy to see that lim t→0 + ψ ′ u (t) > 0 and sum of second and third term in (3.5) is a monotone function in t. So there exists a unique t * = t * (u) > 0 such that ψ u (t) is increasing on (0, t * ), decreasing on (t * , ∞) and ψ ′ u (t * ) = 0. Using this and (3.5), we get t * u ∈ Λ \ {0} ∩ H + . From t q+2 * ψ ′ u (t * ) = 0 and by definition of ψ u , we get
Using Lemma 3.4 and noting that g ′ (s)s 2 − (2n − 1)g(s)s = (p + 2 − 2n + β|s| β )|s| p+2 e |s| β , we have
Since ψ u (0) = 0, ψ u is increasing in (0, t * ) and strictly decreasing in (t * , ∞), lim t→∞ ψ u (t) = −∞ and u ∈ H + . Then there exists a unique t 1 = t 1 (u) < t * and t 2 = t 2 (u) > t * such that
Lemma 3.6 If λ be such that (3.7) holds. Then N 0 λ,M = {0}.
Proof. Suppose u ∈ N 0 λ,M , u ≡ 0. Then by definition of N 0 λ,M , we have the following two equations
Let u ∈ H + ∩ N 0 λ,M and λ ∈ (0, λ 0 ). Then from above equations, we can easily deduce that
Then using A.M-G.M inequality, we obtain
Hence u ∈ Λ \ {0}. Noting that g ′ (s)s 2 − (2n − 1)g(s)s = (p + 2 − 2n + β|s| β )|s| p+2 e |s| β , from (3.9) and (3.10), we get 
Existence and multiplicity of solutions
In this section we show that J λ,M is bounded below on N λ,M . Also we show that J λ,M attains its minimizer on H + ∩ N Proof. Let u ∈ N λ,M . Then we have
Hölder's and Sobolev inequalities in (3.11), we obtain
for some constant C 0 > 0, which shows J λ,M is coercive on N λ as q + 1 < 2n. Again for u ∈ N λ,M , we have
Also, It is easy to see that
is bounded below by 0. If u ∈ H + then by using Hölder's inequality, we have
. By considering the global minimum of the function ρ(x) :
x, it can be shown that
From this it follows that
where C(p, q, n) =
The following lemma shows that minimizers for J λ,M on any subset of N λ,M are usually critical points for J λ,M .
Lemma 3.8 Let u be a local minimizer for J λ,M in any of the subsets of N λ,M such that u / ∈ N 0 λ,M , then u is a critical point for J λ,M .
Proof. Let u be a local minimizer for J λ,M in any of the subsets of N λ,M . Then, in any case u is a minimizer for J λ,M under the constraint I λ,M (u) := J ′ λ,M (u), u = 0. Hence, by the theory of Lagrange multipliers, there exists µ ∈ R such that
Hence µ = 0 completes the proof.
Lemma 3.9 Let λ satisfy (3.7). Then given u ∈ N λ,M \ {0}, there exist ǫ > 0 and a differentiable function ξ :
By the Implicit function theorem, there exist ǫ > 0 and a differentiable function ξ : B(0, ǫ) ⊂ W 1,n 0 (Ω) −→ R such that ξ(0) = 1, and G u (ξ(w), w) = 0 for all w ∈ B(0, ǫ) which is equivalent to J ′ λ,M (ξ(w)(u − w)), ξ(w)(u − w) = 0 for all w ∈ B(0, ǫ) and hence ξ(w)(u − w) ∈ N λ,M . Now differentiating G u (ξ(w), w) = 0 with respect to w we obtain (3.15). 
Proof. First, we note that if u ∈ N − λ,M , then u ∈ Λ \ {0}, satisfies (3.7). Then Lemma 3.9, there exist ǫ > 0 and a differentiable function ξ − :
Thus by continuity of J ′ λ,M and ξ − , we have
if ǫ is sufficiently small. This concludes the proof.
Lemma 3.11
There exists a constant
Proof. Let v be such that Ω h|v| q+1 > 0. Then by the fibering map analysis, we can find 
Now it is not difficult to see that coefficients in the first and second term are negative, since p > 2n − 2. As ρ(0) = 0, it follows that ρ(s) ≤ 0 for all s ∈ R + . Also it can be easily verified that lim
.
From these two estimates, we get that
Therefore, using (3.16) and (3.17), we get
2n(q+1)(p+2) C 2 , where C 2 = Ω |t 1 v| p+2+β dx. By Lemma 3.7, J λ,M is bounded below on N λ,M . So, by Ekeland's Variational principle, we can find a sequence {u k } ∈ N λ,M \ {0} such that
Now from (3.18) and Lemma 3.11, we have
Also as u k ∈ N λ,M , we have
This together with (3.20) and
Thus we have u k ∈ N λ,M ∩ H + . Now we prove the following:
Step 1: lim inf k→∞ u k > 0. Applying Hölders inequality in (3.21), we have
2nλ > 0 which implies that lim inf k→∞ u k > 0.
Step 2: We claim that
Assume by contradiction that for some subsequence of {u k }, still denoted by {u k } we have
From this and the fact that {u k } is bounded away from 0, we obtain that lim inf
Hence, we get u k ∈ Λ \ {0} for all k large. Using this and the fact that u k ∈ N λ,M \ {0}, we have
, which is a contradiction. Finally, we show that J ′ λ,M (u k ) * → 0 as k → ∞. By Lemma 3.9, we obtain a sequence of functions ξ k : B(0, ǫ k ) → R for some ǫ k > 0 such that ξ k (0) = 1 and ξ k (w)(u k − w) ∈ N λ,M for all w ∈ B(0, ǫ k ). Choose 0 < ρ < ǫ k and f ∈ W 1,n 0 (Ω) such that f = 1. Let w ρ = ρf . Then w ρ = ρ < ǫ k and η ρ = ξ k (w ρ )(u k − w ρ ) ∈ N λ,M for all k. Since η ρ ∈ N λ,M , we deduce from (3.19) and Taylor's expansion,
We note that as ρ → 0,
23) by ρ and taking limit ρ → 0, and using u k ∈ N λ,M , we get 24) by Lemma 3.9 and (3.22) . This completes the proof of Proposition.
We can now prove the following:
Lemma 3.13 Let β < n n−1 and let λ satisfy (3.7). Then there exists a function
Proof. Let {u k } be a minimizing sequence for J λ,M on N λ,M \ {0} satisfying (3.18) and (3.19) . Then {u k } is bounded in W 1,n 0 (Ω). Also there exists a subsequence of {u k } (still denoted by {u k }) and a function u λ such that u k ⇀ u λ weakly in W
and by the compactness of Moser-Trudinger imbedding for β <
From above two equations and inequality (2.28), we have
Since m(t) ≥ m 0 , we obtain u k → u strongly in W 1,n 0 (Ω) and hence u k → u 0 strongly as k → ∞. In particular, it follows that u λ solves (P λ,M ) and hence u λ ∈ N λ,M . Moreover,
Using (3.21), we have Ω h|u λ | q+1 > 0. Therefore there exists t 1 (u λ ) such that t 1 (u λ )u λ ∈ N + λ,M . We now claim that t 1 (u λ ) = 1 (i.e. u λ ∈ N + λ,M ). Suppose t 1 (u λ ) < 1. Then t 2 (u λ ) = 1 and hence
Theorem 3.14 Let β < n n−1 and let λ be such that (3.7) holds. Then u λ ∈ N + λ,M ∩ H + is also a non-negative local minimum for J λ,M in W 1,n 0 (Ω).
Proof. Since u λ ∈ N + λ,M , we have t 1 (u λ ) = 1 < t * (u λ ). Hence by continuity of u → t * (u), given ǫ > 0, there exists δ = δ(ǫ) > 0 such that 1 + ǫ < t * (u λ − w) for all w < δ. Also, from Lemma 3.11 we have, for δ > 0 small enough, we obtain a C 1 map t : B(0, δ) −→ R + such that t(w)(u λ − w) ∈ N λ,M , t(0) = 1. Therefore, for δ > 0 small enough we have
This shows that u λ is a local minimizer for J λ,M . Now we show that u λ is a non-negative local minimum for J λ,M on W 1,n 0 (Ω). If u λ ≥ 0 then we are done, otherwise, if u λ ≥ 0 then we takeũ λ = t 1 (|u λ |)|u λ | which is non negative function in N + λ,M ∩ H + . As ψ u λ (t) = ψ |u λ | (t) so t * (|u λ |) = t * (u λ ) and t 1 (u λ ) ≤ t 1 (|u λ |). Hence t 1 (|u λ |) ≥ 1. Also |u λ | ∈ H + then from Lemma 3.5 we have
Thus we can proceed same as earlier to show thatũ λ is a local minimum for J λ,M on W 
Then {v k } is a bounded sequence in W 1,n 0 (Ω) and is easy to see that v k ∈ Λ \ {0}. Thus by Lemma 3.10 and following the proof of Lemma 3.12, we get J ′ λ,M (v k ) * → 0 as k → ∞. Thus following the proof as in Lemma 3.13, we have v λ ∈ N − λ,M , weak limit of sequence {v k }, is a solution of (P λ,M ). And moreover v λ ≡ 0, as N 0 λ,M = {0}.
Proof of Theorem 3.1: Now the proof follows from Lemmas 3.13 and 3.15.
To obtain the existence result in the critical case, we need the following compactness Lemma.
where C is a positive constant depending on p, q and n. Then there exists a strongly convergent subsequence.
Proof. By Lemma 2.7, there exists a subsequence {u k } of {u k } such that u k → u in L α (Ω) for all α, u k (x) → u(x) a.e. in Ω, ∇u k (x) → ∇u(x) a.e. in Ω and |∇u k | n−2 ∇u k ⇀ |∇u| n−2 ∇u weakly in W 1,n 0 (Ω). Now by concentration compactness lemma, |∇u k | n → µ 1 , g(u k )u k → µ 2 in measure. Let B = {x ∈ Ω : ∃ r = r(x), µ 1 (B r ∩ Ω) < (α n ) n−1 } and let A = Ω\B. Then as in Lemma 2.7, we can show that A is finite set say {x 1 , x 2 , ...x m }. Since J ′ λ (u k ) → 0, we have Now as in Lemma 2.7, we can show that for any relatively compact set K ⊂ Ω ǫ , where Therefore from the definition of A, either β i = 0 or β i ≥ m 0 (α n ) n−1 . Now we will show that β i = 0, for all i. Suppose not, Now using J λ (u k ) → c implies
Therefore, Then it can be shown that ρ attains its minimum value at x = λ(2n−q−1)(p+2)l Proof of Theorem 3.2: Let {u k } be a minimizing sequence for J λ,M on N λ,M \{0} satisfying (3.19) . Then it is easy to see that {u k } is a bounded sequence in W 1,n 0 (Ω). Also there exists a subsequence of {u k } (still denoted by {u k }) and a function u λ such that u k ⇀ u λ weakly in W 1,n 0 (Ω), u k → u λ strongly in L α (Ω) for all α ≥ 1 and u k (x) → u λ (x) a.e in Ω. Then by Lemma 3.12, we have J ′ λ,M (u k − u λ ) → 0. Now by compactness Lemma 3.16, u k → u λ strongly in W 1,n 0 (Ω) and hence u k → u λ strongly as k → ∞. In particular, it follows that u λ solves (P λ,M ) and hence u λ ∈ N λ,M . Also we can show similarly as in Lemma 3.13 and Theorem 3.14 that u λ ∈ N + λ,M ∩ H + is a non-negative local minimizer of J λ,M in W 1,n 0 (Ω).
