INTRODUCTION
The celebrated theorem on decomposition of the normal law proved in Cramer [1] was the beginning of many further investigations that developed in different directions. Some of them were concerned with analytical extensions of the original result and lead in Linnik and Zinger (8] to the well-known a-decomposition theorem (see also Linnik and Ostrovskii [7] ). Next Linnik [6] revealed strong relationships between the Darmois-Skitovitch theorem on the characterization of the normal distribution by independence of linear forms in independent random variables and the Carmer theorem; this line was continued by Kagan [ The aim of this paper is to prove the Lyapounov version of the central limit theorem for row-wise k-factorizable triangular arrays, where k is a natural constant. It is a new contribution to the research in that it extends the limit theorems by weakening the assumption of independence. Also a new version of the classical Lyapounov theorem (i.e., for row-wise independent arrays) in the case of divergent sums of variances, being essentially a tool for the proof of the main result, seems to be of independent interest.
In dealing with limit problems for infinite triangular arrays it is natural to assume that the number kn of random variables in the nth row tends to infinity together with the number of the row. Throughout this paper we consider only such arrays. It contained an additional assumption limn,00 kn Zkn1 E(Xn2,j) = T2 > 0.
THE LYAPOUNOV CENTRAL LIMIT
Before we give the proof of Theorem 2 (see ?3), a new version of the classical result with assumption (3) omitted will be presented. Of course the convergence given in (7) also holds in the assumptions of Theorem 1. Hence it is another straightforward generalization of the Lyapounov theorem. Theorem 3 is another important tool in the proof of the main result (besides the formula (2)).
Unfortunately we are not able to prove the Lindelberg analogue of this theorem. This fact is also the essential obstacle in obtaining the Lindelberg limit theorem for k-factorizable distributions, i.e., the result similar to Theorem 2 but with the Lyapounov type condition (6) replaced by a condition of the Lindelberg type: kn, lim knk 'LE(Xn2;jI(IXn,jI > e)) = 0 n--*oo j=1
for any e > 0.
PROOFS AND LEMMAS
Begin with the proof of Theorem 3. Then four auxiliary lemmas follow. The proof of the main result ends the section. Now combining the above three lemmas we obtain an identity, which will be used in the proof of the main theorem. The author is greatly indebted to the referee whose report helped to avoid many misprints and language errors. Also the remarks on the exposition of Theorem 3 are highly appreciated.
