Abstract-Load balancing problems for multiclass jobs in distributed/parallel computer systems with general network configurations are considered. We construct a general model of such a distributed/parallel computer system. The system consists of heterogeneous host computers/processors (nodes) which are interconnected by a generally configured communication/interconnection network wherein there are several classes of jobs, each of which has its distinct delay function at each host and each communication link. This model is used to formulate the multiclass job load balancing problem as a nonlinear optimization problem in which the goal is to minimize the mean response time of a job.
INTRODUCTION
ALANCING the workload over a distributed/parallel computer system is important to improve its overall performance (e.g., mean response time) [11] , [22] , [23] . Here, the load balancing is a job-scheduling policy which takes a job as a whole and assigns it to a single host computer/processor. Often, jobs in a distributed/parallel computer system can be divided into different classes. For instance, there may be a natural distinction among data, voice, and video packets. We may distinguish different classes of jobs by their delay functions. In this paper, we deal with the load balancing problems for such multiclass jobs in a distributed/parallel computer system that consists of heterogeneous host computers/processors (nodes) interconnected by a generally configured communication/interconnection network, as shown in Fig. 1 .
The load balancing is conducted by transferring some jobs from nodes that are heavily loaded to those that are lightly loaded or idle for processing. For studying the load balancing problem, a general mathematical model is developed. In this model, the nodes are interconnected by a generally configured communication/interconnection network. The interconnection among nodes considered in this paper is quite general; it includes partially and fully connected networks such as star, tree, mesh networks, and hypercube-type interconnection [7] , but does not include bus connection, which is currently the only limitation. There are several classes of jobs, each of which has its distinct delay function in each node and link in the system. Also, the scale of the interconnection network may be quite large (e.g., with thousands of nodes). Jobs are assumed to arrive at each node according to an ergodic process (e.g., time-invariant Poisson process). Each node determines whether jobs of a class will be processed locally or be transferred to another node for processing. In the latter case, there is a link communication delay incurred as a result of transferring the job and sending back its response. Since each communication link is a full-duplex channel, the link communication delay depends on the job flow rates in two directions of a link. Also, for processing a job in a node, there is a node processing delay. This model is used to formulate the multiclass job load balancing problem as a nonlinear optimization problem in which the goal is to minimize the mean response time of a job.
Despite the complexity of the problem, in this paper, we derive a number of simple and intuitive theoretical results on the solution of the optimization problem. On the basis of these results, we propose an effective load balancing algorithm for balancing the load over an entire distributed/parallel system.
The proposed algorithm has two attractive features. One is that the algorithm can be implemented in a decentralized fashion. In order to determine the optimal load balancing, each node successively updates its load balancing policy based only on the local information about itself, the traffic through its adjacent links, and the load of its neighboring nodes connected by its adjacent links. Another feature is very simple and straightforward structure. Notice that the load balancing problem is formulated as a nonlinear optimization problem. The well-known FD (Flow Deviation) algorithm [8] can also be applied to solve the problem. We compare the performance of our proposed algorithm and the FD algorithm. By using numerical experiments, we show that the proposed algorithm has much faster convergence in terms of computational time than the FD algorithm.
In our model, we assume that node processing delay and link communication delay are given. We notice that the node processing delay can be determined adaptively in a scheme similar to that of Ross and Yao [20] by considering scheduling in each node. In this case, our algorithm can also be implemented adaptively when the rates at which jobs arrive externally at nodes are slowly varying.
We point out that load balancing considered in this paper is static since it does not depend on the current state of the nodes. Dynamic load balancing policies [5] , [6] , [9] , [19] , [21] , [25] , [26] offer the possibility of improving load distribution at the expense of additional communication and processing overhead. The overhead of dynamic load balancing may be large [25] , [26] , in particular for a large heterogeneous distributed system. Comparing the performance provided by static load balancing policies and dynamic load balancing policies, Kameda et al. [11] and Zhang et al. [26] have shown that the static load balancing policies are preferable when the system loads are light and moderate or when the overhead is nonnegligibly high. The results of optimal static load balancing may also help us design distributed/parallel systems and make a parametric adjustment to improve the system performance.
Some related works have been conducted for static load balancing problems for single class jobs in distributed/parallel systems with specific network configurations. Tantawi and Towsley [22] , [23] studied optimal static load balancing for a single job class in star and bus network configurations. On the basis of the Tantawi and Towsley work, Kim and Kameda [13] provided two improved algorithms (K&K algorithms) for static load balancing in star and bus network configurations, respectively, which are shown to be more straightforward and effective than the Tantawi and Towsley algorithms. Furthermore, they studied the optimal load balancing problem for multiclass jobs in a bus configured distributed computer system [14] . The single class job load balancing problems in tree hierarchical network configuration and in star and tree network configurations with two-way traffic were studied by Li and Kameda [17] , [18] , [16] . This paper makes an important generalization of these related works.
The rest of this paper is organized as follows. In the next section, we formulate the optimal load balancing problems in a multiclass job distributed/parallel computer system. Necessary and sufficient conditions for optimal load balancing are derived in Section 3. Sections 4 and 5 present an effective load balancing algorithm and the proof of convergence of the algorithm. The numerical experiments are given Section 6. Section 7 concludes this paper.
MODEL DESCRIPTION AND PROBLEM FORMULATION
Consider a distributed/parallel computer system, as shown in Fig. 1 . In the system, there are n nodes interconnected by a generally configured communication/interconnection network. Each node may contain one or more resources, such as CPU and I/O devices, contended for by the jobs processed at the node. The nodes in a distributed/parallel system are heterogeneous host computers/processors; that is, they have different configurations, number of resources, and speed characteristics. Let N be the set of nodes. E is a set whose elements are unordered pairs of distinct elements of N. Each unordered pair e = <i, j> in E is called edge. For each edge <i, j>, we define two ordered pairs (i, j) and (j, i) which are called links. Denote the set of links by L. A neighboring node of the node j is a node which is connected with node i by an edge. For a node j, the set of neighboring nodes of node j is denoted by V j , i.e., V j = {i|(i, j) OE E}.
There are m classes of jobs in the system. Denote C as the set of job classes. Class-k jobs (k OE C) arrive at node i (i OE N) according to an ergodic process, such as time-invariant Poisson process, with the average external job arrival rate f i k . A class-k job arriving at node i may either be processed locally or transferred through the network to another node for remote processing. In the latter case, there is a delay incurred as a result of transferring the job and sending back its response. Denote b i k as the rate at which class-k jobs are processed at node i, which is also referred to as class-k load at node i. Let x ij k be the class-k job flow rate from node i to node j, also called the class-k traffic on link (i, j). The job flow in node i is shown in Fig. 2 . Notice, in particular, that, in the Tantawi and Towsley [23] model of a single-class job distributed system, they assume that a job arriving at node s can only be processed at node s locally or be transferred to a neighboring node of node s for remote processing. Our model is much broader than that of Tantawi and Towsley's in the sense that a class-k job arriving at node s (s OE N) may be processed at node s locally or be transferred through several links to node d (d OE N) for remote processing. 
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). For example, the classk job flow rate y sd k is given as follows. 
Let F i k i ( ) b be the mean node delay (queuing and processing delays) of a class-k job processed at node i, where
x be the mean communication delay of sending a class-k job from node i to node j and sending the response back from node j to node i through link (i, j). In practice, it is reasonable to assume that 
Note that the shape of func-
( , ) x x may be complicated, as shown in Section 6.
Assume that the node delay function
is a differentiable, increasing, and convex function, and that the
positive, differentiable, nondecreasing, and convex function. Note that the class of delay functions satisfying the above assumptions is large, and it contains those of the M/G/1 model and the central server model [1] , [15] . In the case of the Ross and Yao paper [20] , the delay function is also proven to be increasing and convex. Let D(b, x) be the mean response time of jobs averaged over all classes, i.e., the meantime a job spends in a distributed/parallel system from the time of its arrival until the time of its departure. By using Little's result [15] , D(b, x) is expressed as the sum of the mean node delay at all nodes and the mean communication delay on all links as follows:
where
Our goal is to balance the load, which is represented by the job-processing rates b i k and the transfer rates x ij k , to minimize the mean response time. Other performance measures, such as a weighted sum of mean response times relative to jobs entering at different nodes, may be considered in a similar fashion. The problem of minimizing the mean response time of a job is written by considering the structure of a distributed/parallel computer system as follows:
with respect to the variables
.
The constraint (3a) is the flow balance constraints, each of which equates the class-k job flow rates in and out of node i.
is an increasing and convex function, and G ij
Notice that if mean response time function D(b, x) is strictly convex, we have the unique solution to problem (2) [4] . Since we do not assume that D(b, x) is strictly convex, the solution may not be unique [12] . However, we can obtain an optimal solution that minimizes the mean response time D(b, x), as will be shown shortly in the next section, although it may not be a unique solution.
OPTIMAL LOAD BALANCING
The following is a study of the necessary and sufficient conditions for optimal load balancing:
First 
. (4c)
THEOREM 1. The set of values of b and x is an optimal solution to problem (2) if and only if the following set of relations
PROOF. To obtain the optimal solution to problem (2), we form the Lagrangian function as follows,
Define the set of feasible solutions of the above optimization problem FS as follows:
Note that the set FS is a convex polyhedron. Also note that the set FS is closed according to the constraints (3), which the job flow pattern (b, x) in the set FS must satisfy.
Since the objective function is convex by assumption and the feasible set FS is a convex set, a set of values of b and x is an optimal solution to problem (2) if and only if it satisfies the following Kuhn-Tucker conditions (e.g., [10] 
The above set of conditions (8) and (9) are identical with the following set of relations:
The above set of relations are equivalent to the set in Theorem 1. V According to the above theorem, we have the following results showing the properties of the optimal solution to problem (2). . (14) which contradicts the above assumption that the
In the optimal solution to problem (2) , the following relations hold true, 6 . (15) PROOF. It is a direct result from Corollary 2. V This corollary means that, in the optimal solution, the class-k job flow rate from the node i to node j, x ij k , and the class-k job flow rate from the node j to node i, x ji k , cannot be positive both at the same time. Now, we introduce some definitions, which will be used in the remainder of the paper. Define
Notice that f ij k may be nonnegative (f ij k ≥ 0 ) or negative (f ij k < 0 ). In the case where f ij k is nonnegative, f ij k is the upper limit of the class-k job flow rate with which the class-k jobs can be sent from node i to its neighbor node j, x ij k . In 
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THE PROPOSED ALGORITHM
An optimal load balancing algorithm for multiclass jobs in distributed/parallel computer systems is derived by using 
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Due to the assumption on The relations (19a) through (19f) are rewritten as follows: determined uniquely with a given value of a j k as follows:
An optimal load balancing algorithm that solves the optimization problem (2) is derived by using the above relations. This algorithm obtains a solution to optimization problem (2), given an arbitrary set of parameter values. For j = 1 to n (n = |N|) do the following for node j (subloop). 
e , then STOP, where e is a proper acceptance tolerance; otherwise, go to Step 2. $ Subalgorithm that computes the values of Otherwise, proceed to Step 3.
3) Determine a j k and the node partition. O(v)
Apply the golden section search (e.g., [24] ) to find such a j k that satisfies 
pression. Generally, the inverse functions can be easily obtained numerically by solving a nonlinear equation of a single variable. The proposed algorithm has two important features. One is that the algorithm can be implemented in a decentralized fashion. Notice that the subalgorithm can be implemented in each node and that it depends only on local information (i.e., node load and link traffic) collected from neighboring nodes only. Another important feature is the simple and straightforward structure. In this algorithm, the 
CONVERGENCE OF THE ALGORITHM
In this section, we prove the convergence of the proposed algorithm. Notice that the algorithm executes the subalgorithm iteratively for class k, k = 1, 2, ..., m, and node j, j = 1, 2, ..., n. That is, the subalgorithm is a building block of the proposed algorithm. 
First, we show a property of the operator = } which converges to the optimal solution to the optimization problem (2) .
PROOF. If the proposed algorithm = satisfies the properties required in Lemma 7, the proof of the theorem can be completed. Now, we prove that = has the four properties given in Lemma 7. 
NUMERICAL EXPERIMENTS
This section begins by studying an optimal multiclass job load balancing in a distributed computer system by using the proposed algorithm. Then, compare the algorithm performance of the proposed with a well-known FD (Flow Deviation) algorithm [8] , which can be applied to solve the optimal load balancing problem.
An Example of Optimal Load Balancing
Consider a distributed computer system that consists of three host computers (nodes), as illustrated in There are two classes of jobs in the distributed system. The central server queuing model [15] is the common model for a host computer. Here, the central server model is used as the node model as shown in Fig. 4 . In this model, exponential server 0 models a CPU that processes jobs according to the processor sharing discipline; exponential servers 1, 2, ..., for all node i in the node set N and all class l in the set C so that the BCMP theorem [2] can be applied. Table 1 gives the parameter values of the node models we use in this numerical examination. In this particular parameter setting, we obtain the following mean node delay functions: 
The value of c ij k in the case which we examine is given in Fig. 3 . The case where a 1 = 30, b 1 = 10, a 2 = 100, and b 2 = 20 is examined. By using the proposed algorithm, it is shown that the mean response time in the optimal load balancing is 0.1348 min., which is much shorter than the mean response time 1.661 min. in the case of no load balancing, where each node processes all of its own local stream of jobs. The values of node load b and link traffic x in the optimal load balancing are illustrated in Fig. 5 .
Comparison of Algorithm Performance
Notice that the load balancing problem is formulated as a nonlinear optimization problem. The well-known FD (Flow Deviation) algorithm [8] can also be applied to solve the problem. The FD algorithm is a standard steepest-descent algorithm, which evaluates from a feasible solution the steepest descent direction and the step size that minimizes the mean job flow time along such a direction to form a new feasible solution in each iteration. We compare the proposed algorithm with the FD algorithm in term of computational time.
For the sake of simplicity, without loss of generality, we consider a single-class job load balancing problem in a distributed computer system that consists of nine host computers (nodes) connected via a near-neighbor mesh [7] configured network, as illustrated in Fig 6. In this example, we select the parameters of host computers and communication links based on values found in existing computer networks. The central server model is also used for the node model. Table 2 gives the parameters of the node models we use in this numerical examination.
Note that there is only single class jobs in the system. Thus, the models have the following mean node delay functions: necessary and sufficient conditions for the optimal solution. On the basis of the study, a simple algorithm has been proposed to solve the general load balancing problem. The proposed algorithm is compared with the well-known FD algorithm. It is shown that the proposed algorithm has much faster convergence speed than the FD algorithm in terms of computational time.
Here, we would like to mention some extensions to this work. Adaptive and distributed load balancing in which the decision in a node to transfer a job depends on the state of its neighboring nodes will be an interesting problem. Another extension will be the study of the effects of system parameters (e.g., link communication time, node processing time) on the optimal load balancing.
