ABSTRACT Focus on the energy saving problem in cloud radio access network (C-RAN), this paper jointly optimizes the system power consumption and delay performance with the consideration of qualityof-service (QoS) and fronthaul capacity. First, to make the power consumption model compatible with C-RAN, we give a modified power consumption model of base station (BS) on the basis of the wellknown EARTH model. Then, to save the system power consumption, the sleeping strategy is introduced to dynamically switch ON/OFF the BS. In order to analyze BS mode under the sleeping strategy, the arriving users are modeled as a discrete-time queuing network. Based on the global balance equations of the queuing network, the probability that the BS is in active mode can be obtained. In the light of the above result, to further reduce the system power consumption, power control is introduced under the constraint of QoS and fronthaul capacity. Meanwhile, by applying Lyapunov method, a different way to consider the delay performance is provided, and at the same time, network stability is guaranteed. Simulation results show that the proposed algorithm can balance the power consumption and delay by adjusting relevant parameters, and achieve the goal of energy saving on the basis of delay control.
and low latency. Moreover, with the development of the general purpose processor (GPP) and software defined networking (SDN) technology, the BBU module can be abstracted as a virtual BBU (vBBU) through SDN technology and mapped to the GPP entity [3] .
On the other hand, it was reported that the energy consumption of wireless communication contributes more than 3 percent of the global electrical energy consumption [4] , and this portion is gradually increasing due to the explosive growth of high-data-rate applications and mobile devices. Furthermore, in cellular network, the energy consumption of BSs accounts for the dominant part (60% to 80%) of total energy. Hence, energy saving is necessary and has attracted extensive interest in 5G systems.
Aiming at the energy saving problem in C-RAN, different schemes have been studied in [5] [6] [7] [8] . As an efficient method, BS sleeping strategy has been studied extensively in traditional cellular networks [9] [10] [11] . Wu et al. [12] studied the joint algorithm of sleeping strategy and power control in green cellular networks. In [13] , the sleeping strategy of a small cell was illustrated. Reference [14] formulated a mixedinteger quadratic programming problem to jointly consider sleeping strategy and user association. For the heterogeneous network (HetNet), [15] proposed an energy saving algorithm with joint consideration of user association, clustering and on/off strategies in a densely deployed condition. While adopting sleeping strategy, delay will increase inevitably with the increasing number of sleep BSs, thus to render researchers to consider delay performance in applying sleeping strategy. Reference [16] dealt with the joint optimization of delay and energy in dense HetNet environments. Reference [17] proposed an energy efficient method on the basis of the traffic prediction. Zhao et al. [18] aimed to reduce power consumption in the process of offloading for mobile edge computing. As for C-RAN network, [19] [20] [21] [22] [23] optimized the transmit beamformer for cooperative communication among RRHs to save energy at RRH. References [24] and [25] discussed the mechanism of turning off the idle processors to save power consumption in the BBU pool. Aiming to reduce power consumption both in RRHs and the BBU pool, Guo et al. [26] jointly considered transmit beamforming and sleeping strategy. Specifically, transmit beamforming could reduce the power consumption of RRHs while sleeping strategy was adopt to reduce the power consumption of BBU pool. On account of the fact that computing resource will influence the power consumption of BBU. Reference [27] modeled the computing resource consumption of joint downlink transmissions in C-RAN and formulated an optimization problem to minimize the computing resource consumption. Furthermore, Guo et al. [28] proposed an algorithm to estimate the resource utilization rate of BBU to make it related to UE rate, the number of UE and the transmit power of RRH.
However, as the basis of energy saving problem, power consumption model in C-RAN was not completely depicted in current works. In most cases, power consumption of BBU was simply denoted by a constant. Nevertheless, power consumption of BBU is related to the dynamic of the baseband processing due to the application of SDN in the BUU pool. Guo et al. [26] decreibed power consumption of BBU to change with the dynamic of computation load in processer, yet they ignored power consumption of fronthaul link and mode switching. Reference [6] presented the power consumption of fronthaul, however, it treated power consumption of BBU as a constant and also ignored power consumption of mode switching. Reference [12] incorporated power consumption of mode switching but failed to consider the dynamic of BBU. Therefore, power consumption of C-RAN needs to be described in an all-round way. In addition, the nonideality of fronthaul limits the transmission rate which can affect the system power consumption, however, many research regarding energy saving in C-RAN ignored the fronthaul constraint. Based on this, we apply the sleeping mechanism of BS in C-RAN network, and adopt a power control algorithm to further reduce the system power consumption. Furthermore, since we describe the state of BS as a queueing network, the stability of the network is considered. For the sake of theoretical analysis, Lyapunov method can be applied to find the mutual restraint relationship between power consumption and network stability. To solve the problem, the interior point method is used.
The main contributions of this paper can be summarized as follows:
1) To make the power consumption model compatible with C-RAN, we analyze the difference between traditional cellular network and C-RAN network in term of architecture and give a modified version of BS power consumption model on the basis of the well-known EARTH model. In addition, to make it closer to reality, we introduce the fronthaul power consumption model and the static power consum ption of GPP server to be the complementary part of the system power consumption model. Compared to the power consumption model in current works, we give a more comprehensive one to make it more compatible with C-RAN. 2) For the purpose of energy saving, we introduce the BS sleeping strategy into C-RAN. Then the Markov Model of BS with sleeping strategy is analyzed. Based on this, we obatain the probability that BS is in active mode. It can be seen from the expression of the probability that the state of BS is related to its service rate which will affect the power consumption of BS in active mode. In order to further decrease the system power consumption, the power control is adopted with considering the quality-of-service (QoS) requirement and limited capacity of fronthaul which was ignored in many research with regard to C-RAN. Through the service rate of BS, the sleeping strategy and the power control is combined together to perform energy saving algorithm for C-RAN. Furthermore, aiming to jointly consider energy saving and network stability, Lyapunov method is adopted to analyze the balance between them. Meanwhile, the Little's Law indicates that the queueing delay is dependent on the backlog of the queue which is related to the network stability, consequently, the delay performance is considered while optimizing the power consumption. Then we get the optimization problem which is nonconvex and need to be executed centrally in the system. To make it easy to cope with, an equivalent problem is used which we can solve it through a distributed way by using interior point method. 3) We numerically evaluate the performance of power consumption and delay of the proposed scheme and the corresponding energy saving solutions. For the proposed scheme, we illustrate the relationship of interaction between power consumption and delay under different arrival rates. Then the remaining simulation results give the performance of power consumption and delay under different parameters. Compared with other energy saving algorithms, the proposed method can save more energy in C-RAN network, while guaranteeing the delay performance through reasonable parameter selection. The rest of this paper is organized as follows. The system model is introduced in Section II. In Section III, the power consumption model of BS is described. In Section IV, we introduce the sleeping strategy with power control, in addition, the process of establishing the optimization problem and the transformation of problem are also described in detail. Simulation results are provided in Section V. Finally, conclusions are drawn in Section VI.
II. SYSTEM MODEL
This section describes the system model adopted in our work. The main notations that will be used in the rest of this paper are summarized in Table 1 . As shown in figure 1 , we consider a single-layer network scenario, in which K BSs are deployed with the architecture of C-RAN. In general, C-RAN comprises a BBU pool, multiple RRHs and the fronthaul links between them. By applying SDN technology, we can run multiple vBBUs on one GPP server, whereas traditional network adopts dedicated hardware entity with one BBU running on it. Thus, there is a vBBU pool in the network, and each BS consists of a RRH and a vBBU which RRH connects to vBBU through fronthaul link. BS performs dynamic sleeping strategy based on realtime monitoring of its services.
The arrival of users can be expressed as a Poisson process with the arrival rate λ (unit: users/s), and the parameter λ remains constant during a period of continuous transmission. Each user requests a certain size of downlink transmission data. The average length of data is represented by L. After the data transmission, user leaves BS. Hence the downlink transmission of data service can be abstracted as a queuing process regarding users. Each RRH has a queue consisting of associated users which are waiting for data transmission. Assume that time is slotted with unit size. For each queue, let A k (t) denote the number of users arriving at RRH k during slot t, thus we have A k (t) = λ k (t). D k (t) is the number of users leaving after being serviced during slot t. Q k (t) (unit: users) represents the backlog of the queue at the beginning of slot t. Thus the update equation of the queue at RRH k can be depicted as follows:
x + max{x, 0}. When Q k (t) > 0, BS is in active mode, it serves the users waiting in the queue. When Q k (t) = 0, BS enters sleep mode, the newly arrived users wait in the queue. BS remains asleep until it detects that the backlog of user queue satisfies certain requirement, and then it will VOLUME 6, 2018 wake up from sleep mode and enter active mode. Note that the notion of BS here indicates the assemblage of RRH and its associated vBBU, thus the mode switching of BS refers to the simultaneous action for both RRH and its associated vBBU.
In addition to the sleeping strategy described above, power control is also considered to further reduce power consumption. The downlink transmit power of RRH k at time slot t is expressed as p k (t) (unit: W), then we have 0 ≤ p k (t) ≤ P k,max , where P k,max is the maximum transmit power of RRH k.
Assume that the bandwidth and transmit power of BS are evenly allocated by users. The number of serviced users at RRH k is m k . On account of limit capacity of BS, the number of user which BS can simultaneous transmit has an upper bound. Let i k denote this maximum.
. In slot t, if BS is in active mode to serve its associated users, the user's signal-to-interference-plus-noise ratio (SINR, unit: dB) can be expressed as
where B k (unit: MHz) is the bandwidth of BS k, N 0 is the spectral efficiency of additive white Gaussian noise, and g k,i is the channel gain from RRH k to user i. Hence the transmission rate of BS k to the user i is given by
According to the foregoing description, let R k (t) (unit: Mbps) denote the total transmission rate of BS k in active mode, so we have
Thus, when BS k is in active mode, user's departure rate µ k (t) will be
For the reason that the serviced user may finish service in more than one slot, m k is not the same with µ k (t).
III. POWER CONSUMPTION MODEL
In the literature relating to the power consumption of BS, the EARTH model [29] is a widely adopted model for describing the power consumption of BS, it can be expressed as follows:
In the model, P tot is the total power consumption of BS, P 0 represents its static power consumption, P is the corresponding power amplifier factor, P T denotes BS's transmit power, and P sleep is the power consumption when BS is sleep mode and P sleep < P 0 .
In this paper, C-RAN architecture is adopted in the deployment of BSs, so that the EARTH model cannot be directly applied to calculate BS power consumption. The reasons are as follows:
1) RRH and vBBU are not in the same position as that of traditional BSs, and their structures are different from traditional BSs as well. Accordingly, the power consumption of RRH and vBBU should be calculated separately.
2) The EARTH model assumes that BBU is running on dedicated piece of hardware, while vBBU in C-RAN is virtual machine running on GPP, thus the power consumption of vBBU is different from that of the traditional one. Based on the above two factors, the power consumption of BS can be modified as the following three parts: 1) vBBU operating power. vBBU operation needs power consumption, and this part can be described as the nonstatic power consumption of GPP. Generally, the power consumption of GPP depends on the consumption of CPU, memory, disk storage, and network interface. Compared to other system resources, CPU accounts for the largest portion. As CPU utilization increases from idle to full load, the power consumption of GPP grows linearly. Thus, we can obtain the power consumption of vBBU by finding the ratio of occupied CPU resources when BS is in active mode to the total CPU resources of a GPP. We use M to represent the amount of data that can be processed per CPU cycle in baseband processing. The total number of CPU cycles per unit time on a GPP, C, is the total CPU resources of the GPP. The amount of CPU resources required by BS k is
M . Therefore, the vBBU operating power of BS k in slot t is
where P idle refers to the power consumption when the GPP is idle and P busy is the power consumption of the GPP at full load. 2) RRH power consumption. According to [30] , the power amplifier(PA) module and the radio frequency(RF) module are the two main contributions to the RRH power consumption. When BS is in active mode, let P PA denote the power consumption of PA and P RF the power consumption of RF. P RF is a constant, and P PA can be calculated by
where η is the efficiency of the power amplifier. Therefore, power consumption of RRH k can be expressed as follows:
where P RRH sleep is the power consumption of RRH k when BS k is in sleep mode. 3) BS switching power consumption. Each time BS is switched produces switching power consumption. An active-sleep cycle contains twice mode transitions, the energy consumption of each time is E s . BS remains asleep until it detects that the backlog of user queue reaches N , and then it will wake up from sleep mode and enter active mode. The lengths of the sleeping period and the working period of BS k during an activesleep cycle are
Therefore, the frequency of mode transition for BS k, which is the number of mode switching times of BS per unit time, can be calculated as
The switching power consumption of BS is
Additionally, the fronthaul link will consume power when data or control information is transmitted on it. In [7] , this kind of power consumption was modeled to be proportional to the total fronthaul transmission rate. We modify the model in [7] to describe the power consumption due to the fronthaul links in the sleeping strategy as follows:
where R k (t) here is the transmission rate on the fronthaul link between RRH k and its associated vBBU which is the same as the transmission rate of BS k, δ is the proportional factor for any fronthaul link, P FH active is the minimum power required to support the transmission of control information on the fronthaul link in active mode, and P FH sleep represents the power consumption on any fronthaul link in sleep mode.
Let Pr k,open (t) denote the probability that BS k is in active mode at slot t. Combine the power consumption of BS with that of the fronthaul link, the total power consumption relating to BS k under the sleeping strategy in this paper can be calculated as
where P sleep = P RRH sleep + P FH sleep . In addition, the system still has the static power consumption of the server, which can be expressed as
IV. BS SLEEPING STRATEGY AND POWER CONTROL A. MARKOV MODEL OF BS
In order to analyze BS mode under the sleeping strategy and get the expression of Pr k,open (t), the processing of mode transition for BS is modeled as a two-dimensional Markov model. When BS has no user to serve, it will switch from the active mode to the sleep mode to save energy. BS remains asleep until it detects that the backlog of user queue reaches N , and then it will wake up from sleep mode and enter active mode.
The number of users of slot t is represented by H (t). G(t) represents the mode of BS at slot t. G (t) = 1 means the active mode and G (t) = 0 means the sleep mode. The corresponding system steady-state mode is then represented by π (G (t) , H (t)), and the mode of the system can be expressed as
As shown in Fig. 2 , the state transition diagram of BS k is divided into upper and lower parts, where the first row indicates that BS k is in sleep mode, at which time its service rate is zero, so the arrived users will wait in the queue at BS side. The second row indicates that BS k is in active mode and the users leave the system at the rate of µ k (t). After BS has finished serving all users, the queue is empty, and BS switches to sleep mode.
According to the state transition diagram, we have the following global balance equations:
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By solving the above balance equations, we can obtain the solution of steady-state probability:
Thus we can obtain
Similarly, it can be found that, in the absence of sleeping strategy,
is also the probability that BS k is busy.
B. PROBLEM FORMULATION AND TRANSFORMATION
Typically, for a queueing network, its stability should be achieved. We adopt the notion of strong stability, and we define that the network is strongly stable if [31] Q k lim sup
Where E {Q k (t)} is the expectation of the backlog Q k (t). The expectation depends on the control policy, and is with respect to the random channel states and the control actions made in reaction to these channel states.
According to the Little's Law, queuing delay is related to the backlog of the queue, therefore, the delay performance of the scheme can be verified by considering the stability of the queue.
To facilitate the analysis, we establish an optimization model with the system power consumption to be the objective function, and the influence of delay is reflected in the constraint of network stability. The relationship between power consumption and network stability is studied by Lyapunov optimization method. The optimization problem is modeled as follows
The objective function is the time average system power consumption. C2 indicates that the total transmit power of BS cannot be greater than its maximum transmit power P k,max . C3 is the capacity limit for the fronthaul link, indicating that the maximum rate on the fronthaul link is R max . C4 indicates that the total transmission rate of BS is not less than a certain minimum transmission rate. This constraint can be considered to meet the system QoS requirement in terms of rate requirement.
In order to solve the above problem under the constraint of network stability, the Lyapunov optimization method is used to find the mutual restraint relationship between power consumption and network stability.
In this problem, the Lyapunov function is defined as
which indicates the congestion in the C-RAN network. Intuitively, if L(t) is ''small'', then all queues are small, and if L(t) is ''large'', then at least one queue is large. Therefore, the Lyapunov drift is defined as
If decisions are made every slot t to greedily minimize (Q k (t)), then backlogs are consistently pushed towards a lower congestion state, which maintains network stability, and queuing delay is likewise reduced. However, at this point, the problem is only half solved. The system power consumption to be minimized has not yet been incorporated. According to the design principle in Lyapunov stochastic optimization theory [32] and the structure of problem (P1), instead of taking actions to minimize (Q k (t)), a centralized controller is required to determine the transmit power and the service rate of each BS, thus to minimize the upper bound of the following Drift-Plus-Penalty(DPP):
Where V > 0 is named as the Lyapunov control parameter. It can control the balance between Lyapunov drift and the cost function which is the system power consumption in this paper. When the value of V is small, minimization of system power consumption has a light weight in the problem, according to (3), this will result in the increase of transmission rate R k (t), and the transmission delay 1 µ k (t) will decrease accordingly. Therefore, small value of V will result in the decrease of system delay which is composed of transmission delay and queuing delay. As the value of V increases, the algorithm will give more emphasis on the minimization of system power consumption, and system delay will increase.
Theorem 1: Under the control of arbitrary algorithm, ∀Q (t) , ∀t ∈ T , DPP has the following upper bound:
Where B is a constant. Proof: Please refer to Appendix A. According to Theorem 1, Problem (P1) can be transformed into the optimization problem regarding the upper bound of DPP:
Problem (P2) is a nonconvex optimization problem due to the following two factors:
P idle in the objective function is nonconvex.
2) Owing to interference, the variable R k (t) is related not only to the transmit power of its corresponding BS, but also to that of other BSs, this results in the nonconvexity of the object function. For the above two reasons, problem (P2) is transformed as follows:
in the objective function can be replaced by
2) According to the International Telecommunications
Union (ITU) test environment [33] , the path loss model is expressed as g = 36.7lgd + 33.05, where d is the distance between the user and BS. For the coordinated multiple points (CoMP) transmission, distant BSs contribute less to user's signal strength. In [6] , the candidate number of BS for a user to perform CoMP transmission is suggested to be no larger than four. As for non-CoMP transimission scenario which is adopted in this paper, candidate BSs for user can be regarded as the main interference source for the corresponding user. Besides, one of candidate BSs is the servicing BS for user, so it could be assumed that the user of BS k is mainly affected by the adjacent three BSs. The distance from the user to each interfering BS is represented by d n , the average distance from each user at BS k to it. The transmit power of the interfering BS is P n,max , which ensures user performance in the harshest environment. The interference to the user under BS k can be expressed as the value I ,
36.7lgd n + 33.05 P n,max .
Similarly, the distance from the user to BS k is also represented by the corresponding average value, and the channel gain of the user at BS k is g = 36.7lgd + 33.05.
The total rate of BS k can be expressed as
Then the total transmit power of BS k can be expressed as
Problem (P2) controls the power centrally in the entire system due to the coupling of transmit power of BSs in SINR. Through the above transformation, each BS can independently perform power control. The power control problem for any BS k can be formulated as
where the objective function f (R k (t)) can be regarded as the equivalent upper bound of DPP to some extent. We compare the power consumption of this algorithm with the power consumption without the sleeping strategy. When there is no sleeping strategy, the power consumption of BS k is given by
When the sleeping strategy is applied, the power consumption of BS k should be lower than the power consumption without the sleeping strategy, so the following condition needs to be met:
We obtain
So we have
Assume that
Since
we obtain
Therefore, g (x) is a monotonic increasing function. Assume that
thus the following inequality can be obtained:
Then we can obtain f (R k (t)) > 0. Therefore, problem (P3) is a convex optimization problem which can be solved by several methods such as interior point method [34] and successive approximation method. In this paper, we adopt a special interior point method called the logarithmic barrier method to solve problem (P3). According to [34] , we first give the logarithmic barrier function of problem (P3) as follows:
The steps of the logarithmic barrier method for problem (P3) are shown as follows:
barrier function, R k (t): arbitrary strictly feasible point for problem (P3), > 0: error threshold; Output: optimal R * k (t); 1: repeat 2: Initial τ := τ (0) > 0 and ω > 1; 3: Solve the following unconstrained optimization problem and get the solution R k (t):
Increase τ . Set τ := ωτ . 6: until m/τ < In algorithm 1, m/τ is the duality gap, m represents the number of constraints, which is 3 in problem (P3). τ and ω are scale factors of the algorithm. Detailed depiction of logarithmic barrier method is given in [34] , where the theoretical context and the analysis of the logarithmic barrier method can be also found. In addition, several unconstrained minimization problems need to be solved in algorithm 1, some general methods (e.g., gradient descent method and Newton's method) can be applied to give efficient ways. For the sake of brevity, the detailed step is omitted here.
Subsequently, based on the output of algorithm 1, we can obtain the transmit power of RRH through (29) . Then we can calculate the transmit rate of each user by inserting the value of p k (t) into (3).
C. PERFORMANCE BOUNDS OF ALGORITHMS
This section theoretically analyzes the performance of the algorithm relating to problem (P3). Lemma 1 indicates that the stochastic stationary policy π * exists which can minimize the value of objective function in the original problem under any arrival rate λ∈R. Specifically, stochastic stationary policy refers the policy which obeys to a certain probability distribution and randomly selects the transmission rate R k (t) on the premise of being independent of the current system backlog.
Lemma 1: Assume that the random variable R k (t) is independent of time. Thus, under any arrival rate λ∈R, the stochastic stationary policy π * exists which makes the optimal solution of problem (P3) to be merely related to sample implementation of random variable R k (t) in slot t, and the following steady-state equations hold:
Where u (t) is the equivalent BS power consumption and is defined as follows:
u * (λ) is the optimal time average of the equivalent BS power consumption under the arrival rate λ Proof: Lemma 1 can be proved by applying the Caratheodory's theorem in [31] . The detail of the proof is omitted here for the sake of brevity.
On the basis of Lemma 1, the relationship between average backlog and average system power consumption can be obtained in Theorem 2.
Theorem 2: If there exist the variable σ > 0 which makes λ + σ ∈ R, for the time average backlog of the queue in this paper, the following inequality holds under any control parameter V > 0:
whereû is the upper bound of the equivalent BS power consumption u (t). The above inequality indicates that the corresponding discrete-time queuing process Q k (t) is strongly stable. Meanwhile, the optimal equivalent BS power consumption of problem (P3) u and the optimal equivalent BS power consumption u * without considering the delay performance satisfy the following inequality:
Proof: Please refer to Appendix B. According to Theorem 2, the upper bound of the time average equivalent BS power consumption u and the time average backlog of the queue Q can be acquired. Meanwhile, according to (46), the time average of equivalent BS power consumption can be infinitely close to the optimal value u * with enough large value of control parameter V , but the upper bound of the time average backlog Q will increase accordingly. Moreover, according to the Little's Law, delay for users will also increase, resulting in the degradation for the stability of the network. Therefore, BS should balance power consumption and delay performance by adjusting the control parameter V to achieve the goal of energy saving on the basis of delay control.
V. SIMULATION RESULTS
In this section, the simulation mainly considers the performance index of power consumption and the delay, which mutually restrain each other, and gives the performance curves of each algorithm under different parameters. PC+SC is the combination of power control and sleep control algorithm, which is the algorithm proposed in this paper. SC+Max denotes the sleeping strategy without power control. In other words, RRH always transmits signal at its maximum power. PC only is the algorithm for the case with only power control.
Generally, most GPPs use x86 servers. Different x86 servers have different CPU resources and power consumption. The parameters of the server used by the GPP of the BBU pool in this paper are listed in Table 2 .
Assuming that the BBU pool is optimized for a dual-core CPU during the virtualization process, which means when the GPP actually processes the task, both CPU cores can work. 1 CPU cycle consists of 20 clock cycles, so the CPU resources of GPP are calculated as C = 2 * 2.66 * 10 9 ÷ 20 = 2.66 * 10 8 CPUcycles/s . We let M = 2 bits/CPU cycle. Other simulation parameters are shown in Table 3 .
Simulation results are shown as follows. Fig. 3 shows the power consumption of BS under different delays for the proposed algorithm. With the increasing of delay, the power consumption of BS gradually decreases. Owing to the rate limitation of the QoS, and to the fact that the value of rate directly affects the power consumption of BS, the power consumption of BS cannot be reduced indefinitely. Instead, it would eventually become a stable value with the increasing of delay. In addition, different user arrival rates could have VOLUME 6, 2018 an impact. As can be seen from Fig. 3 , the greater the arrival rate, the higher BS power consumption.
Figs. 4 and 5 depict the effect of sleeping threshold N on performance metrics. Since N has no effect on the algorithm PC only, its cures are plotted as benchmarks in both Figs. 4 and 5. As shown in Fig. 4 , when the value of N is small, frequent mode transition produces much additional power consumption, which counteracts the effectiveness of the sleeping strategy. Especially when N = 1, sleeping strategy can hardly reduce average power consumption. With the increasing N , which lengthens BS dormancy, BS power consumption is gradually reduced. Furthermore, PC+SC makes the effect of energy-saving more significant due to power control. On the other hand, the performance of average delay is shown in Fig.5 . Due to the fact that delay and power consumption are mutually restricted, average delay increases with increasing N . Furthermore, average delay consists of average transmission delay and average queuing delay. When N is small, average transmission delay is the main part of average delay. With the increase of N , average power consumption levels out at a certain value, so does the average transmission delay. In this situation, the average queueing delay becomes the main part of average delay, resulting in the change of the gradient of curves for N > 11.
Figs. 6 and 7 describe the effect of V related to the Lyapunov method on the performance of the algorithm. Since V has no effect on the algorithm SC+Max, its cures are plotted as benchmarks in both Figs. 4 and 5. When the value of V is small, the algorithm pays more attention on guaranteeing the performance of delay. Especially when V = 50, power control can hardly reduce average power consumption. With the increase of V , the weight of power consumption in DPP increases accordingly, so the process of minimizing DPP is inclined to the reduction of power consumption, resulting in lower BS power consumption. When V > 150, power control reduces more power consumption than sleeping strategy does. In addition, average power consumption eventually levels out at a certain value due to the rate limitation. In view of the variation of average power consumption and the fixed N in the simulation, average delay which shows an increasing trend also becomes a stable value with the increase of V .
VI. CONCLUSION
In this paper, the power consumption of C-RAN has been studied. First, we redefined the power consumption model for C-RAN due to its difference with traditional cellular network regarding network structure. Then we proposed an energy saving algorithm based on power control and sleeping strategy. In order to consider the influence of delay performance at the same time, Lyapunov method was used to establish the joint optimization problem of power consumption and delay. Simulation results showed that the proposed method can save energy in C-RAN network, while balancing the delay performance through reasonable parameter selection.
APPENDIX A PROOF FOR THEOREM 1
For the update equation of user queue, the two sides of the equation are squared. By applying the inequality
we can obtain
Substitute (48) into (25) , the following inequality can be obtained:
where B (t) is independent of the state of the queue,
As the arrival rate of Poisson process cannot be infinite, a limited value denote as λ must exist to satisfy the following inequality:
Let R k,max denote the maximum service rate of BS k,
Then we get the constant B which satisfies the following inequality:
The constant B is as follows:
By inserting (53) into (49) and adding the penalty part to the two sides of the inequality, theorem 1 can be proved.
APPENDIX B PROOF FOR THEOREM 2
The target of problem (P3) is to minimize the equivalent upper bound of DPP. Therefore, for any feasible policy π, we have the following inequality:
(Q k (t)) + VE {u(t)|Q k (t)} ≤ B + VE u π (t)|Q k (t)
According to Lemma 1, the stochastic stationary policy π exists which make the following steady-state equations hold:
Due to the fact that the stochastic stationary policy π is independent of the current system backlog Q k (t), we substitute (56) and (57) into (55). Thus the following inequality can be obtained:
Making use of the fact that u (t) ≥ 0, u (λ + σ ) ≤û, which is the boundedness condition of the equivalent BS power consumption, we take the expectation for both sides of (58), thus the following expression can be obtained:
With the fact that L (Q k (t)) ≥ 0, ∀t and L (Q k (0)) = 0, we take the accumulation regarding the variable t∈ [0, T − 1] for both sides of (59), and then the two sides are divided by σ T simultaneously, resulting in the following inequality:
Inequality (45) can be obtained by simultaneously taking the limit superior for both sides of (60). Additionally, according to (58), we can obtain: VE {u (t)} ≤ B + Vu * (λ + σ ) .
(61) VOLUME 6, 2018 Take the accumulation regarding the variable t∈ [0, T − 1] for both sides of (61), and then the two sides are simultaneously divided by VT, thus the following inequality holds:
Under the condition of σ → 0, we simultaneously take the limit superior regarding T for both sides of (62) 
