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Abstract
Holomorphic 2-forms on Ka¨hler surfaces lead to “Local Gromov-Witten invariants” of
spin curves. This paper shows how to derive sum formulas for such local GW invariants
from the sum formula for GW invariants of certain ruled surfaces. These sum formulas also
verify the Maulik-Pandharipande formulas that were recently proved by Kiem and Li.
Let X be a Ka¨hler surface with a holomorphic 2-form α. The real part of α, also denoted
by α, then induces an almost complex structure on X :
Jα = (Id+ JKα)
−1J(Id+ JKα). (0.1)
Here J is the Ka¨hler structure on X and Kα is the endomorphism of TX defined by the formula
〈u,Kαv〉 = α(u, v) where 〈 , 〉 is the Ka¨hler metric on X. The almost complex structure Jα
satisfies a remarkable Image Localization Property :
• if f is a Jα-holomorphic map into X that represents a non-zero (1,1) class then the image
of f lies in the zero set D of the holomorphic 2-form α
For simplicity, assume X is a (minimal) surface of general type and D is smooth. The normal
bundle N to D is then a theta characteristic on D, i.e., N is a square root of the canonical
bundle of D. The pair (D,N) is called a spin curve of genus h where h is the genus of D. The
total space ND of N has a tautological holomorphic 2-form α that induces, by the same manner
as in (0.1), an almost complex structure Jα on ND satisfying the image localization property,
namely
Mg,n(ND, d[D], Jα) = Mg,n(D, d).
Consequently, the moduli space of Jα-holomorphic maps is compact, so it represents a (virtual)
fundamental class that defines local GW invariants of the spin curve (D,N). These local GW
invariants depend only on the genus h and the parity p ≡ h0(N) (mod 2) and GW invariants of
Ka¨hler surfaces with pg > 0 are the sum of local GW invariants associated to spin curves [LP1].
GW invariants count maps from connected domains, while Gromov-Taubes invariants count
maps from not necessarily connected domains. These GT invariants can be obtained from GW
1
invariants. Maulik and Pandharipande [MP] gave fascinating conjectural formulas for (descen-
dent) local GT invariants of spin curve (D,N) for low degrees (d = 1, 2) :
GT loc,h,p1
( n∏
i=1
τki(F
∗)
)
= (−1)p
n∏
i=1
ki!
(2ki + 1)!
(−2)−ki
GT loc,h,p2
( n∏
i=1
τki(F
∗)
)
= (−1)p 2h+n−1
n∏
i=1
ki!
(2ki + 1)!
(−2)ki
(0.2)
(see Section 2 for definition of descendant local GT invariants). Kiem and Li [KL1, KL2,
KL3] have since proved these formulas using their algebro-geometric version of local invariants.
Observing the formulas (0.2) for genus zero spin curve directly follow from Proposition 2 of [FP],
they showed the following reduction theorem :
• for low degrees (d = 1, 2) local GT invariants of higher genus spin curves can be reduced
to local GT invariants of genus zero spin curve.
Their proof uses a sum formula (Theorem 4.2 of [KL1]) for degeneration obtained by certain
blow-up plus explicit calculation of the invariant GT loc,h,p2 (τ(F
∗)).
The aim of this paper is twofold. First, we give a proof of the sum formula for degeneration
by blow-up in the context of symplectic geometry — this sum formula is the same as Kiem
and Li’s sum formula except for the constraints of relative invariants (see Theorem A below).
Second, we also prove new sum formulas for degeneration of spin curves in the case of degree
d = 2 (see Theorem B below). Then, in the proof of the above reduction theorem (cf. Section 4
of [KL1]), we can replace the calculation of invariant GT loc,h,p2 (τ) by Theorem B (see Section 9).
The novelty of our approach is to use GW invariants of ruled surfaces. Unlike the algebro-
geometric approach, our local GW invariants of (D,N) are, in fact, local contributions to GW
invariants of the ruled surface Ph = P(N ⊕OD) that count maps whose images are close to the
zero section D of Ph. A small neighborhood U of D in Ph is isomorphic to some neighborhood
of the zero section in the total space ND of N . Together with this isomorphism and some bump
function, the tautological holomorphic 2-form on ND induces an almost complex structure Jα
on Ph satisfying the image localization property, namely
Mg,n(U, dS, Jα) = Mg,n(D, d)
where S is the section class of Ph, i.e. S = [D]. The moduli space of Jα-holomorphic maps into U
thus represents a (virtual) fundamental class that gives the local GW invariants of (D,N). This
description of local GW invariants is well suited to easily adapt the arguments in [IP1, IP2] to
a version of sum formulas for local GW invariants. The relative local GW invariants are simply
the local contributions to the relative GW invariants of Ph that count maps into U relative a
fixed fiber of Ph. In terms of those relative invariants, sum formulas for local invariants directly
follow from the main argument of [IP2] for some cases.
Our relative invariants are, however, not given by (virtual) fundamental class of relative
moduli space that is needed to define descendent classes. To get around this issue, we relate
descendent invariants to relative invariants with φi classes that are the first Chern classes of the
2
relative cotangent bundles over the space of stable curves (see Proposition 5.1). Then, we use
those relative invariants to show the sum formula for degeneration by blow-up.
Let F0 = P
1 × E be a ruled surface over E = P1. Then there is a unique section of F0 that
passes through a given point. This simple observation enable us to apply the main argument of
[IP2] for the symplectic fiber sum Ph = Ph#V F0 to obtain a sum formula for degeneration by
blow-up. For any partition m = (m1, · · · ,mℓ), we set
ℓ(m) = ℓ, |m| =
∏
mi, m! = |Aut(m)|
where Aut(m) is the symmetric group permuting equal parts of m. In Section 4, we show :
Theorem A. Let d 6= 0 and n1 + n2 = n. Then
GT loc,h,pd
( n∏
i=1
τki(F
∗)
)
=
1
(d!)2
∑
m
|m|
m!
GT loc,h,p
(1d),m
( n1∏
i=1
φkii (F
∗)
)
·GT F0
m,(1d)
( n2∏
i=1
φ
kn1+i
i (F
∗)
)
(0.3)
where the sum is over all partitions m of d (see Section 3 for definition and notation of relative
invariants).
Let F1 = P(O(1)⊕OE) be a ruled surface over E. Unlike the case of F0, the infinite section
plus a fiber represents the section class represented by the zero section of F1. This causes the
main difficulty to derive general sum formulas of local GW invariants for degeneration of spin
curves from the symplectic fiber sums
Ph = Ph1#V1#F1#V2Ph2 and Ph = Ph−1 #
V1⊔V2
F1.
However, when degree d = 2, simple limiting arguments (see Section 6 and Lemma 7.3) allow
us to apply the same arguments as in the proof of Theorem A. In Section 7 and 8, we show :
Theorem B.
(a) If h = h1 + h2 and p ≡ p1 + p2 (mod 2) then we have
GT loc,h,p(2) = (−1)
p12h1 GT loc,h2,p2(2) + (−1)
p22h2 GT loc,h1,p1(2) − (−1)
p2hGT loc,0,+(2) . (0.4)
(b) If h ≥ 2 or if (h, p) = (1,+) then we have
GT loc,h,p(2) = 4GT
loc,h−1,p
(2) − (−1)
p2hGT loc,0,+(2) . (0.5)
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3
1 Moduli Spaces
This section introduces moduli spaces of curves and maps. For 2g + n ≥ 3, let Ug,n → Mg,n
be the universal curve over the Deligne-Mumford space. Lifting to the moduli space of Prym
curves ([Lo], [ACV]), one may assume that Mg,n is a manifold and every connected n marked
nodal curve C of (arithmetic) genus g has a stabilization st(C) ∈ Mg,n that is isomorphic to a
fiber of Ug,n. After fixing an embedding Ug,n →֒ P
N , one can obtain a map
φ : C → st(C)→ Ug,n → P
N .
Let (X,ω) be a compact symplectic manifold with an ω-tamed almost complex structure J . A
C1-map f : C → X is stable if the energy
E(f, φ) =
1
2
∫
|df |2 + |dφ|2 (1.1)
is positive on each (irreducible) component of C. An (irreducible) component of C is called a
ghost component if the restriction f to that component represents a trivial homology class. Let
ν be a section of the bundle Hom(π∗1TP
N , π∗2TX) over P
N ×X satisfying J ◦ ν = −ν ◦ JPN . A
stable map f is (J, ν)-holomorphic if
1
2
(df + Jdfj) = (f, φ)∗ν
where j is the complex structure on C. Denote by Mg,n(X,A) the moduli space of (J, ν)-
holomorphic maps from nodal curves of (arithmetic) genus g with nmarked points that represent
the class A (we often omit (J, ν) in notation). We also denote by
M
∗
χ,n(X,A)
the moduli space of (J, ν)-holomorphic maps f from possibly disconnected domains of Euler
characteristic χ with no degree zero connected components, namely the restriction of f to each
“connected component” of its domain represents a non-trivial homology class.
For a finite set A, let |A| denote the number of elements of A.
Remark 1.1. A stable map f in the moduli space M
∗
χ,n(X,A) might have ghost components.
Let C = C1 ∪ C2 be the domain of f such that C1 is a connected curve that is a union of
some ghost components of f . Then, the stability of f implies that 2g(C1) + ℓ + n1 ≥ 3 where
ℓ = |C1 ∩ C2| and n1 is the number of marked points on C1.
The discussion below will be frequently used in subsequent arguments. Let φi be the first
Chern class of line bundle over Mg,n whose fiber over (C, {xi}) is T
∗
xi
C. For a subset I of
{1, · · · , n}, let δI denote the Poincare´ dual of the fundamental class of the boundary stratum of
Mg,n that consists of nodal curves C1 ∪ C2 where C1 has genus zero, C2 has genus g and the
marked points on C1 are precisely those labeled by I.
Consider the forgetful map
πk :Mg,n+k → Mg,n
4
that forgets the last k marked points. For 1 ≤ i ≤ n, we have
π∗kφi = φi −
∑
δ{i}∪I (1.2)
where the sum is over all I ⊂ {n + 1, . . . , n + k} with I 6= ∅ (cf. Lemma 3.1 of [AC]). The
standard gluing map
η :Mg1,n1+1 ×Mg2,n2+1 → Mg1+g2,n1+n2 (1.3)
is obtained by identifying the last marked point of the first component with the first marked
point on the second component. For our purpose, we extend this gluing map to the cases where
2g2 + n2 < 2. Denote by Mg,n the space of one point when 2g + n < 3 and note that
Mg,n1+1 ×M0,1
∼= Mg,n1 and Mg,n1+1 ×M0,2
∼= Mg,n1+1.
Let η be the forgetful map that forgets the last marked point when 2g1 + n1 ≥ 3 and (g2, n2) =
(0, 0), and let η be the identity map when (g2, n2) = (0, 1). The following fact then directly
follows from (1.2) and Lemma 3.3 of [AC].
Lemma 1.2 ([AC]). For 1 ≤ i ≤ n1 and I ⊂ {1, · · · , n1} with 2 ≤ |I| < n1, we have
(a) if 2g1 + n1 ≥ 3 and (g2, n2) = (0, 0) then
η∗φi = (φi − δ{i,n1+1})⊗ 1 and η
∗δI = (δI + δI∪{n1+1})⊗ 1
(b) if either (g2, n2) = (0, 1) or 2gj + nj ≥ 2 for j = 1, 2 then
η∗φi = φi ⊗ 1 and η
∗δI = δI ⊗ 1.
Lastly, we denote the space of curves with finitely many connected components, Euler class
χ and n marked points by
M˜χ,n
(cf. page 57 of [IP1]). This space is a disjoint union of the products of the spaces Mgj ,nj with∑
(2− 2gj) = χ and
∑
nj = n (including the unstable cases 2gj + nj < 3). One can thus define
φi classes and the boundary classes δI of M˜χ,n in an obvious way.
2 Local GT Invariants
In this section, we introduce local Gromov-Taubes invariants of spin curves and set up notation
for them. We will follow the definitions and notation in [RT2], [LT] and [IP1]. Let π : N → D be
a theta characteristic on a smooth curve D of genus h. The canonical bundle of the total space
ND of N is then isomorphic to π
∗N , so the tautological section of π∗N gives a holomorphic
2-form α on ND whose zero set is the zero section D ⊂ ND (cf. [LP1]). The projectivization
Ph = P(N ⊕OD)
is a ruled surface overD. For small ǫ > 0 fix an isomorphism (denoted by Ψ) from a neighborhood
of the zero section of Ph to the 3ǫ-neighborhood of D in ND taking the zero section of Ph to
5
D. Choose a bump function β that is 1 on the ǫ-neighborhood of D in ND and vanishes on
the complement of 2ǫ-neighborhood of D. The pull-back 2-form Ψ∗(βα) is then a well-defined
2-form on Ph. Fix a fiber V of the ruled surface Ph and for small δ > 0 choose a bump function
βV that is 1 on the complement of the 2δ-neighborhood of V and vanishes on δ-neighborhood of
V . The 2-form
αV = βVΨ
∗(βα) (2.1)
then induces, by (0.1), an almost complex structure JV on Ph. Let U ⊂ Ph be the preimage of
ǫ-neighborhood of D in ND under the isomorphism Ψ. We also denote by D the zero section of
Ph and let S be the section class represented by the zero section D of Ph.
Lemma 2.1. Let U and JV be as above. Then every JV -holomorphic map from a connected
domain into U that represents the class dS with d 6= 0 is, in fact, holomorphic and its image
lies entirely in D, i.e.
M
∗
χ,n(U, dS, JV ) = M
∗
χ,n(D, d).
Proof. This proof is similar to that of Lemma 3.2 in [LP1]. Use the same notation α for the
real part of the holomorphic 2-form α on ND. Let f : (C, j) → U be a JV -holomorphic map
from a connected curve C with complex structure j that represents the class dS where d 6= 0.
For each point q ∈ C, let {e1, e2 = je1} be an orthonormal basis of TqC. Then
|∂f |2 = f∗|βVΨ
∗(βα)|2|∂f |2 = f∗(βVΨ
∗(βα))(e1, e2) ≤ f
∗(Ψ∗α)(e1, e2) (2.2)
where the two equalities follow from Proposition 1.3 of [L] and the inequality follows from the
facts (i) Ψ∗β ≡ 1 on U and (ii) 0 ≤ βV ≤ 1. Since α is a real part of holomorphic 2-form,
integrating over the domain shows f is indeed holomorphic and the image of f lies in the zero
set of βVΨ
∗(βα) in U . Since f represents the class dS, the image of f must lie in the zero set
of Ψ∗(βα) in U which is the zero section D. This completes the proof. 
Remark 2.2. Let α be a holomorphic 2-form on U and g be any function on U that satisfies
0 ≤ g ≤ 1. Then, the inequality in (2.2) shows that for α˜ = gα every Jα˜ -holomorphic map into
U representing the class dS (d 6= 0) is holomorphic and has its image lying in the zero set of α˜.
Let d 6= 0 and fix (J, ν) that is close to (JV , 0). Lemma 2.1 and the Gromov Compactness
Theorem imply that the moduli space of (J, ν)-holomorphic mapsM
∗
χ,n(U, dS) is compact. The
construction of Li and Tian [LT] then defines the (virtual) fundamental class
[
M
∗
χ,n(U, dS)
]vir
∈ H∗
(
Mapχ,n(Ph, dS) ; Q
)
(2.3)
in the homology of the spaceMapχ,n(Ph, dS) of stable maps into Ph from nodal curves of Euler
characteristic χ with n marked points that represent the homology class dS.
Definition 2.3. The local (descendent) GT invariants of the spin curve (D,N) of genus h with
parity p ≡ h0(N) (mod 2) are :
GT loc,h,pd
( n∏
i=1
τki(F
∗)
)
=
[
M
∗
χ,n(U, dS)
]vir
∩
( n∏
i=1
ψkii ∪ ev
∗
i (F
∗)
)
(2.4)
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where ψi be the Euler class of the bundle over Mapχ,n(Ph, dS) whose fiber over (f,C, {xi}) is
T ∗xiC, F
∗ is the Poincare´ dual of the fiber class of Ph, evi is the evaluation map at the i-th
marked point, and the Euler characteristic χ satisfies∑
ki = d(1 − h) −
1
2 χ.
We will often write respectively + and − for p ≡ 0 (mod 2) and for p ≡ 1 (mod 2).
Remark 2.4. Let βt be a path from β0 = βV to β1 ≡ 1 with 0 ≤ βt ≤ 1 on Ph and let Jt
denote the almost complex structure induced from the 2-from βtΨ
∗(βα) by (0.1). The proof of
Lemma 2.1 shows for d 6= 0 and for all t
M
∗
χ,n(U, dS, Jt) = M
∗
χ,n(D, d).
In particular, this shows M
∗
χ,n(U, dS, Jt) is compact for all t. It then follows from the standard
cobordism argument (cf. Proposition 2.3 of [LT]) that the (virtual) fundamental class (2.3) is
independent of the choice of Jt. So, when t = 1, the isomorphism Ψ as above gives
[
M
∗
χ,n(U, dS)
]vir
∩
( n∏
i=1
ψkii ∪ ev
∗
i (F
∗)
)
=
[
M
∗
χ,n(ND, d[D])
]vir
∩
( n∏
i=1
ψkii ∪ ev
∗
i (π
∗γ∗)
)
where γ∗ ∈ H2(D) is Poincare´ dual of the point class of D. Thus, given χ, n and d 6= 0 the
invariant (2.4) depends only on the genus h of D and the parity p = h0(N) (mod 2).
The stabilization and evaluation at marked points defines a map
ε = st× ev : Mapχ,n(Ph, dS) → M˜χ,n × (Ph)
n. (2.5)
For the classes φi on M˜χ,n, we set
GT loc,h,pd
( n∏
i=1
φkii (F
∗)
)
=
[
M
∗
χ,n(U, dS)
]vir
∩
( n∏
i=1
st∗φkii ∪ ev
∗
i (F
∗)
)
.
Now, suppose (J, ν) is generic (see page 10 of [RT2]). Then, the image of M
∗
χ,n(U, dS) under
the map (2.5) defines a homology class[
M
∗
χ,n(U, dS)
]
∈ H∗
(
M˜χ,n × (Ph)
n ; Q
)
(2.6)
satisfying ε∗
[
M
∗
χ,n(U, dS)
]vir
=
[
M
∗
χ,n(U, dS)
]
(cf. Remark 10.2 of [LP2]). So, we have
GT loc,h,pd
( n∏
i=1
φkii (F
∗)
)
=
[
M
∗
χ,n(U, dS)
]
∩
n∏
i=1
φkii ⊗ (F
∗)⊗n.
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Remark 2.5. If the spin curve (D,N) has genus h > 0, then there are no non-constant holo-
morphic maps from genus zero curves to D and hence, by the Gromov Compactness Theorem
and Lemma 2.1, for every map f in the moduli spaceM
∗
χ,n(U, dS) every genus zero (irreducible)
component is ghost component. It thus follows from the stability and the relation between ψi
class and st∗φi class (cf. [KM] page 388) that
GT loc,h,pd
( n∏
i=1
τki(F
∗)
)
= GT loc,h,pd
( n∏
i=1
φkii (F
∗)
)
. (2.7)
We end this section with dimension zero local GT invariants for d = 1 and 2.
Lemma 2.6. GT loc,h,p1 = (−1)
p and GT loc,h,p2 = (−1)
p2h−1.
Proof. The dimension zero local GW invariants GW loc,h,pd and the dimension zero local GT
invariants GT loc,h,pd are related as follows :
1 +
∑
d>0
GT loc,h,pd t
d = exp
(∑
d>0
GW loc,h,pd t
d
)
(cf. Section 2 of [IP2]). The lemma thus follows from the fact
GW loc,h,p1 = (−1)
p and GW loc,h,p2 =
1
2
[
(−1)p 2h − 1
]
(see Section 10 of [LP1]). 
3 Relative Local Invariants
In [IP1], GW invariants were generalized to relative GW invariants relative to codimension
two symplectic submanifold. Following [IP1], we can define relative local invariants. A (J, ν)-
holomorphic map f is called V -regular with a contact vector s = (s1, . . . , sℓ) if f
−1(V ) consists
of the last ℓ ordered marked points xn+1, . . . , xn+ℓ such that the image of f has the contact
order sk at xn+k. Denote by
MV,∗χ,n,s(U, dS)
the moduli space of V -regular (J, ν)-holomorphic maps f into U with contact vector s where
the superscript ∗ also means f has no degree zero connected components. For a contact vector
s = (s1, . . . , sℓ), we write
deg(s) =
ℓ∑
k=1
sk, ℓ(s) = ℓ, |s| =
ℓ∏
k=1
sk
and, noting there are no rim tori since H1(V ) = 0 (cf. Remark 5.3 of [IP1]), we set
Vs = {
(
(v1, s1), . . . , (vℓ, sℓ)
)
| vk ∈ V }.
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The moduli space of V -regular maps MV,∗χ,n,s(U, dS) also has an associated map
εs = st× ev × hs : M
V,∗
χ,n(U, dS) → M˜χ,n+ℓ(s) × (Ph)
n × Vs (3.1)
where ev is the evaluation map at the first n marked points and hs is given by
hs(f, x1, · · · , xn+ℓ) =
(
(f(xn+1), s1), · · · , (f(xn+ℓ), sℓ)
)
. (3.2)
Observe that the (holomorphic) fiber V of Ph is JV -holomorphic since the 2-form αV in (2.1)
vanishes near V . The pair (JV , 0) is thus V -compatible in the sense of Definition 3.2 of [IP1].
Now, choose a generic V -compatible (J, ν) that is sufficiently close to (JV , 0). Lemma 2.1, the
Gromov Compactness Theorem and the relative GW theory of [IP1] then imply that the image
of the moduli space MV,∗χ,n,s(U, dS) under the map (3.1) defines a homology class[
MV,∗χ,n,s(U, dS)
]
∈ H∗
(
M˜χ,n+ℓ(s) × (Ph)
n × Vs ; Q
)
(3.3)
Let {βj} be a basis of H∗(V ). Then a basis of H
∗(Vs) is given by elements of the form
CJ,s = Cβj1 ,s1 ⊗ · · · ⊗ Cβjℓ ,sℓ .
Lemma 2.1 and the Gromov Compactness Theorem imply that[
MV,∗χ,n,s(U, dS)
]
∩ CJ,s = 0 (3.4)
unless all βjk are the fundamental class [V ] of V . Since H1(V ) = 0, we can forget the ordering
of the contact constraints CJ,s by simply writing∏
j,b
(Cβj ,b)
mj,b = Cβj1 ,s1 · · ·Cβjℓ ,sℓ (3.5)
with the relation Cβj ,b · Cβi,a = Cβi,a · Cβj ,b where m = (mj,b) is a sequence of nonnegative
integers determined by (3.5). If all βjk = βj for some j then the sequence m can be considered
as a partition of the integer d. The (unordered) contact constraint (3.5) is then a pair of the
Poincare´ dual of βj and the partition m of d, i.e. m = (m1, · · · ,mℓ) with m1 ≤ m2 ≤ · · · ≤ mℓ
and
∑
mj = d. Write m = (1
d) if all mj = 1. In that case,
|m| = |(1d)| = 1 and m! = (1d)! = d!.
When all βjk = βj for some j, we write CJ,s simply as Cβℓj
.
Remark 3.1. Given a partition m = (m1, · · · ,mℓ) of d, there are ℓ!/m! ordered sequences s
with τ(s) = m for some permutation τ in the symmetric group Sℓ.
Definition 3.2. For a partition m of d with m = τ(s) for some permutation τ in Sℓ(s), we set
GT loc,h,pm
( n∏
i=1
φkii (F
∗)
)
=
[
MV,∗χ,n,s(U, dS)
]
∩
n∏
i=1
φkii ⊗ (F
∗)n ⊗ C[V ]ℓ(m)
where the Euler characteristic χ is given by∑
ki = d(1− h) −
1
2 χ + (ℓ(m)− d).
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Choose two distinct fibers V1 and V2 of Ph and let V = V1⊔V2. We can also define an almost
complex structure JV that equals to the Ka¨hler structure of Ph near V and satisfies Lemma 2.1.
Thus, we can define relative local invariants
GT loc,h,p
m1,m2
( n∏
i=1
φkii (F
∗)
)
(3.6)
relative to V (with contact vectors mi with Vi) for the class dS with Euler characteristic χ where
the Euler characteristic χ satisfies∑
ki = d(1− h) −
1
2 χ +
∑
(ℓ(mi)− d).
Remark 3.3. The only genus zero spin curve is the even spin curve (P1,O(−1)). In this case,
S2 = −1 and hence for d 6= 0 we have
M
∗
χ,n(U, dS, JV ) = M
∗
χ,n(P0, dS, JV ).
This shows that degree d local invariants of spin curve (P1,O(−1)) are the same as the GW
invariants of P0 for the class dS. It also shows that relative local invariants are equal to the
relative GW invariants of (P0, V ).
For simplicity, we set
M = M
∗
χ,n(U, dS) and M
V = MV1,V2,∗
χ,n,m1,m2
(U, dS).
Noting the homology class (2.6) defines a map H∗((Ph)
n)→ H∗(M˜χ,n), we set
GT loc,h,pd,χ
(
(F ∗)n
)
=
[
M
]
∩ (F ∗)⊗n ∈ H2q(M˜χ,n)
where q = d(1− h)− 12χ. Similarly, we also set
GT loc,h,p
m1,m2,χ
(
(F ∗)n
)
= [MV ] ∩ (F ∗)n
2⊗
i=1
C
[Vi]ℓ(m
i) ∈ H2r(M˜χ,n+
∑
ℓ(mi))
where r = d(1− h)− 12χ+
∑
(ℓ(mi)− d).
Remark 3.4. Let B be a geometric representative of the n product of fiber classes F⊗n of (Ph)
n
in general position with respect to the evaluation map at marked points. Then the images of
the cut-down moduli spacesM∩B andMV ∩B under the stabilization map respectively define
classes satisfying[
st
(
M∩B
) ]
= GT loc,h,pd,χ
(
(F ∗)n
)
and
[
st
(
MV ∩B
) ]
= GT loc,h,p
m1,m2,χ
(
(F ∗)n
)
.
For the ruled surface F0 = P
1 × P1, we use the same notations F and S for the fiber class
and the section class, respectively. To save notation, we also use the same notation V for the
union of 2 distinct fibers V1 and V2 of the ruled surface F0. For partitions m
i of d, denote by
GT F0
m1,m2
( n∏
i=1
φkii (F
∗)
)
(3.7)
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the relative GT invariants of (F0, V ) for the class dS with Euler characteristic χ satisfying∑
ki = d −
1
2 χ + ( ℓ(m
2)− d )
where the contact constraint with V1 and V2 are respectively Cptℓ(m1) and C[V2]ℓ(m2) . It follows
directly from Lemma 14.6 of [IP2] that
GT F0
(1d)
= 1 and GT F0
(1d),(1d)
= d! (3.8)
For the class
[
MVχ,n(F0, dS)
]
that defines the relative invariants (3.7) of (F0, V ) we also set
GT F0
m1,m2,χ
(
(F ∗)n
)
=
[
MVχ,n(F0, dS)
]
∩ (F ∗)n ⊗C
ptℓ(m
1) ⊗ C[V2]ℓ(m2) .
This is a homology class in H2t(M˜χ,n+
∑
ℓ(mi)) where t = d−
1
2χ+
∑
(ℓ(m2)− d).
4 Blow-Up and Sum Formula
The aim of this section is to prove Theorem A in the Introduction. We will apply the limiting
and smoothing arguments of [IP2] to our local invariants. The proof consists of three steps.
Step 1 : Fix a fiber V0 of Ph and consider a degeneration
λ : Z
σ
−→ Ph × C −→ C
where σ : Z → Ph×C is the blow-up of Ph×C along V0×{0} and the second map is projection
onto the second factor. The central fiber Z0 is the singular surface Ph ∪V0 F0 and general fibers
Zλ (λ 6= 0) are isomorphic to Ph that is the symplectic fiber sum Ph#V0F0. For λ 6= 0, let Dλ
denote the zero section of Zλ, i.e., Dλ = σ
−1(D × {λ}).
Choose a fiber V1 6= V0 of Ph ⊂ Z0 and a fiber V2 6= V0 of F0 ⊂ Z0 and set
V = V1 ⊔ V0 ⊔ V2.
One can choose a (smooth) family V˜λ of disjoint union of two fibers of Zλ ≃ Ph with V˜0 = V1⊔V2.
Denote by J (Z) the space of all (J, ν) on Z satisfying (i) each Zλ is J-invariant and (ii) the
restriction of (J, ν) to Zλ (λ 6= 0) is V˜λ-compatible and to Z0 is V -compatible (cf. Lemma 2.3
of [IP2]). We will use the same notation (J, ν) for its restriction to each Zλ.
Fix a small δ > 0 and define a δ-neck Z(δ) as a (normal) δ-neighborhood of V in Z. The
energy of a map f (more precisely of (f, φ) as in (1.1)) into Z in the δ-neck is
Eδ(f) =
1
2
∫
|df |2 + |dφ|2
where the integral is over f−1(Z(δ)). By Lemma 1.5 of [IP1] there is a constant cV depending
only on the restriction of (J, ν) to V ⊂ Z such that every component of every (J, ν)-holomorphic
map into V has energy greater that cV . A (J, ν)-holomorphic map f into Z is δ-flat if the energy
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in the δ-neck Eδ(f) is at most cV /2. Note that a δ-flat map into Z0 has no components mapped
entirely into V .
Once and for all, fix χ, n, d 6= 0 and for each λ 6= 0 we set
M(Zλ) =M
V˜λ
χ,n,(1d),(1d)
(Zλ, dS).
Denote the set of δ-flat maps in M(Zλ) by M
δ(Zλ) and write
lim
λ→0
Mδ(Zλ) (4.1)
for the set of limits of sequences of δ-flat maps in Mδ(Zλ) as λ→ 0. Since δ-flatness is a closed
condition, each map f in the limit set (4.1) is also δ-flat and hence the domain of f has no
components mapped entirely into V . Consequently, we have
(a) f splits as f = (f1, f2) where f1 and f2 are respectively (V1 ⊔V0)-regular map into Ph and
(V0 ⊔ V2)-regular map into F0 and each fi has contact vector (1
d) with Vi for i = 1, 2,
(b) f−1(V0) consists of nodes {p1, · · · , pℓ} of the domain such that each pi has a well-defined
multiplicity si equal to the order of contact of the image of f1 (or f2) with V0 at pi
(see Section 3 of [IP2]). Renumbering the nodes {p1, · · · , pℓ} gives ℓ! ordered sequences s =
(s1, s2, · · · , sℓ). On the other hand, since for small |λ| the δ-flat maps in M
δ(Zλ) are C
0-close
to δ-flat maps in the limit set (4.1), to each map f inMδ(Zλ) one can assign ordered sequences
s. Denote by Mδs(Zλ) the set of all such pair (f, s) labeled by an ordered sequence s. Then,
there are actions of symmetric groups Sℓ such that⊔
ℓ
( ⊔
ℓ(s)=ℓ
Mδs(Zλ)
)/
Sℓ = M
δ(Zλ). (4.2)
For Ph,F0 ⊂ Z0 and each ordered sequence s with deg(s) = d, there is an evaluation map
evs :
⋃(
MV1,V0
χ1,n1,(1d),s
(Ph, dS − kF )×M
V0,V2
χ2,n2,s,(1d)
(F0, dS + kF )
)
−→ V
ℓ(s)
0 × V
ℓ(s)
0 (4.3)
that records the intersection points with the fiber V0 where the union is over all 0 ≤ k ≤ h,
n1 + n2 = n and χ = χ1 + χ2 − 2ℓ(s). Let △s be the diagonal of V
ℓ(s)
0 × V
ℓ(s)
0 and denote by
Kδs ⊂ ev
−1
s (△s)
the set of δ-flat maps in ev−1s (△s). Since each map in ev
−1
s (△s) can be considered as a pair of
a map f into Z0 = Ph ∪V0 F0 satisfying (a) and (b) with an ordered sequence s, we have
lim
λ→0
⊔
s
Mδs(Zλ) ⊂
⊔
s
Kδs. (4.4)
Conversely, each map f = (f1, f2) ∈ K
δ
s can be smoothed to produce maps in M
δ
s(Zλ) for
small |λ|. Let C1 and C2 be the domains of f1 and f2 respectively. Identifying the ℓ(s) contact
points with V0 of C1 with the ℓ(s) contact points with V0 of C2 determines a gluing map
M˜χ1,n1+ℓ(s)+d × M˜χ2,n2+ℓ(s)+d −→ M˜χ,n+2d
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where χi = χ(Ci) for i = 1, 2. For each ℓ(s), taking the union over all χ1, χ2, n1 and n2 defines
a gluing map
ξℓ(s) :
⊔
M˜χ1,n1+ℓ(s)+d × M˜χ2,n2+ℓ(s)+d −→ M˜χ,n+2d
Theorem 10.1 of [IP2] then gives :
Theorem 4.1 ([IP2]). For generic (J, ν) ∈ J (Z) and for small |λ|, there is an |s|-fold covering
πs,λ : K
δ
s(Zλ)→ K
δ
s
with a commutative diagram (up to homotopy) :
⊔
s K
δ
s(Zλ)
stλ

Φλ
//
⊔
s M
δ
s(Zλ)
st
⊔
s M˜χ1,n1+ℓ(s)+d × M˜χ2,n2+ℓ(s)+d
ξ
// M˜χ,n+2d
(4.5)
where the top arrow is an embedding, stλ = st ◦ πs,λ and ξ in the bottom arrow is given by the
gluing maps ξℓ(s). The construction of the smoothing map Φλ also shows that
lim
λ→0
Φλ(f˜λ) = f where πs,λ(f˜λ) = f. (4.6)
Step 2 : Let U be an open neighborhood of the zero section D of Ph and α0 = αV0 be a
2-form as in Section 2 (see the paragraph above Lemma 2.1). Regard the 2-form α0 as a 2-form
on Ph × C in an obvious way and for small ǫ > 0 choose a bump function β that is 1 on the
complement of 2ǫ-neighborhood of V1 in Z and vanishes on ǫ-neighborhood of V1 in Z. The
2-form β(p∗α0) then defines, again by the formula (0.1), an almost complex structure JV on Z.
The pair (JV , 0) ∈ J (Z) and the restriction of JV to F0 is the product complex structure of F0
since p∗α0 vanishes on some neighborhood of F0 in Z. Moreover, by Remark 2.2, we have
M
∗
χ,n+2d(Uλ, dS, JV ) = M
∗
χ,n+2d(Dλ, d)
M
∗
χ,n+2d(U0 ∩ Ph, dS, JV ) = M
∗
χ,n+2d(D, d) (4.7)
where Uλ = p
−1(U × {λ}). Fix an open neighborhood W of D in Ph satisfying W ⊂ U and for
each λ set
Wλ = p
−1(W × {λ})
The following fact is our key observation for the proof of Theorem A.
Lemma 4.2. For (J, ν) ∈ J (Z) sufficiently close to (JV , 0) and for small |λ| > 0, we have
M
∗
χ,n+2d(Uλ, dS) \ M
∗
χ,n+2d(Wλ, dS) = ∅.
Proof. Suppose not. Then there exists a sequence of (Jk, νk)-holomorphic maps fk into Uλk with
Im(fk)∩ (Uλk \Wλk) 6= ∅ and with no degree zero connected components where λk converges to
0 and (Jk, νk) converges to (JV , 0) as k →∞. The Gromov Compactness Theorem then implies
that after passing to subsequences, fk converges to a JV -holomorphic map f into Z0 such that
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(i) Im(f) ⊂ U0 and (ii) Im(f) ∩ (U0 \W0) 6= ∅. Since the limit map f also has no degree zero
connected components, (i) implies f can be split as f = (f1, f2) where f1 and f2 map into Ph
and F0 respectively such that
Im(f1) ∩ V0 = Im(f2) ∩ V0.
It follows from (4.7) that Im(f1) ⊂ D and hence Im(f2)∩V0 = D∩V0. Then, since the restriction
of JV on F0 is the product complex structure, Im(f2) lies in the section of F0 passing through
the intersection point D ∩ V0. We have Im(f) ⊂W0 which contradicts (ii). 
Fix (J, ν) ∈ J (Z) sufficiently close to (JV , 0) and for small |λ| set
Mδ,∗s (Uλ) = {(f, s) ∈M
δ
s(Zλ) | f ∈ M
V˜λ,∗
χ,n,(1d),(1d)
(Uλ, dS) }.
Consider the restriction of the evaluation map (4.3) :
ev∗s,U0 :
⋃(
MV1,V0,∗
χ1,,n1,(1d),s
(Ph ∩ U0, dS)×M
V0,V1,∗
χ2,n2,s,(1d)
(F0 ∩ U0, dS)
)
−→ V
ℓ(s)
0 × V
ℓ(s)
0
where the union is over all n1 + n2 = n and χ = χ1 + χ2 − 2ℓ(s).
Remark 4.3. Let q be the intersection point of D and V in Z0 = Ph ∪V0 F0. Then there is a
unique section Eq of F0 that lies in F0 ∩ U0 and intersects with V0 at the point q. Choose ℓ(s)
points {qj} in V0 ∩ (F0 ∩ U0) that are sufficiently close to q. Denote by
MV0,V2,∗
χ2,n2,s,(1d)
(F0, dS) ∩ {qj}
the cut-down moduli space of (V0 ⊔ V2)-regular (J, ν)-holomorphic maps f with ℓ(s) contact
points {xn+j} (with V0) satisfying f(xn+j) = qj. Since every holomorphic map representing
the class dS and passing through the point q has its image in Eq, by the Gromov Compactness
Theorem, we have
MV0,V2,∗
χ2,n2,s,(1d)
(F0 ∩ U0, dS) ∩ {qj} = M
V0,V2,∗
χ2,n2,s,(1d)
(F0, dS) ∩ {qj}. (4.8)
This shows that local invariants of F0 counting maps into U0 with point constraints equal to the
standard invariants of F0 with points constraints.
Let Kδ,∗s,U0 = K
δ
s ∩ (ev
∗
s,U0
)−1(△s). Lemma 4.2 and (4.4) imply
lim
λ→0
⊔
s
Mδ,∗s (Uλ) ⊂
⊔
s
Kδ,∗s,U0
lim
λ→0
⊔
s
(
Mδs(Zλ) \M
δ,∗
s (Uλ)
) ⋂ ⊔
s
Kδ,∗s,U0 = ∅.
(4.9)
Consequently, by (4.5), (4.6) and (4.9), for the restriction Φlocλ of the smoothing map Φλ to
Kδ,∗s,U0(Uλ) = π
−1
s,λ (K
δ,∗
s,U0
)
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we have a commutative diagram (up to homotopy):
⊔
s K
δ,∗
s,U0
(Uλ)
stλ

Φloc
λ
//
⊔
s M
δ,∗
s (Uλ)
st
⊔
s M˜χ1,n1+ℓ(s)+d × M˜χ2,n2+ℓ(s)+d
ξ
// M˜χ,n+2d
(4.10)
Step 3 : The commutative diagram (4.10) leads to a sum formula for local invariants for the
sum (Ph, V1 ⊔ V2) of (Ph, V1 ⊔ V0) and (F0, V0 ⊔ V2) along V0. We first assume that all maps in
MV˜λ,∗
χ,n,(1d),(1d)
(Uλ, dS) (4.11)
are δ-flat when |λ| is small. For fixed n1 + n2 = n, one can choose a continuous family of
geometric representatives Bλ disjoint with V˜λ satisfying :
• each Bλ (λ 6= 0) is a geometric representative of the n product of fiber classes F
⊗n =
F ⊗ · · · ⊗ F of (Zλ)
n ≃ (Ph)
n,
• B0 = BPh ⊔ BF0 where BPh and BF0 are geometric representatives of the classes F
⊗n1 of
(Ph)
n1 and F⊗n2 of (F0)
n2 respectively.
It now follows from the diagram (4.10) that[
st
(
MV˜λ,∗
χ,n,(1d),(1d)
(Uλ, dS) ∩ Bλ
) ]
=
∑
s
|s|
ℓ(s)!
(ξℓ(s))∗
[
st
(
(ev∗s,U0)
−1(△s) ∩ B0
) ]
∈ H∗(M˜χ,n+2d) (4.12)
where the sum is over all ℓ(s) = d. Here, the factor |s| is the degree of the covering map πs,λ,
the factor ℓ(s)! reflects the fact that each map in the space Mδ,∗s (Uλ) in the diagram (4.10) is
a labeled map as in (4.2) and the classes [st( · )] are defined by the images of cut-down moduli
spaces under stabilization map as in Remark 3.4.
In general, if there are maps in the space (4.11) that are not δ-flat then there is a correction
term in (4.12) given by three S-matrices in F0 (cf. Definition 11.3 of [IP2]) for V1, V0 and V2. In
our case, since the constraint (F ∗)n is supported off the neck, Lemma 14.6 of [IP2] and Theorem
12.3 of [IP2] imply that the correction term is trivial. Consequently, by the splitting of the
diagonal △s, together with (3.4), (4.8) and Remark 3.1, it follows from (4.12) that
GT loc,h,p
(1d),(1d)
( n∏
i=1
φkii (F
∗)
)
= GT loc,h,p
(1d),(1d),χ
(
(F ∗)n
)
∩
n∏
i=1
φkii (F
∗)
=
∑ |m|
m!
GT loc,h,p
(1d),m,χ1
(
(F ∗)n1
)
⊗GT F0
m,(1d),χ2
(
(F ∗)n2
)
∩ (ξℓ(m))
∗
( n∏
i=1
φkii
)
(4.13)
where the sum is over all partitions m of d and χ1+χ2−2ℓ(m) = χ (cf. Theorem 12.3 of [IP2]).
Proof of Theorem A : Let f = (f1, f2) be a map that contributes to the right hand-side of
(4.13). Then we have
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• every connected component of the domain of (V0 ⊔ Vi)-regular map fi has at least two
contact (marked) points with V0 ⊔ Vi,
• every connected component of the domain of f2 has exactly one contact marked point with
V0; the contact constraint with V0 is Cptℓ(m) (see (3.7)) and the image of each connected
component can’t pass through more than two distinct points on V0.
Noting the gluing map ξℓ(m) is the map obtained by successively applying gluing maps as in
(1.3) to connected components, by Lemma 1.2 (b) we have
(ξℓ(m))
∗
( n∏
i=1
φkii
)
=
n1∏
i=1
φkii ⊗
n2∏
i=1
φ
kn1+i
i . (4.14)
The sum formula (4.13) together with (4.14) gives
GT loc,h,p
(1d),(1d)
( n∏
i=1
φkii (F
∗)
)
=
∑
m
|m|
m!
GT loc,h,p
(1d),m
( n1∏
i=1
φkii (F
∗)
)
·GT F0
m,(1d)
( n2∏
i=1
φ
kn1+i
i (F
∗)
)
. (4.15)
Now, Theorem A follows from (4.15) and Proposition 5.1 in the next section. 
5 Descendent Invariants vs. Relative Invariants
The aim of this section is to show :
Proposition 5.1. GT loc,h,pd
( n∏
i=1
τki(F
∗)
)
=
1
(d!)2
GT loc,h,p
(1d),(1d)
( n∏
i=1
φkii (F
∗)
)
.
By the relation of GT and GW invariants (cf. Section 2 of [IP2]), it suffices to prove Propo-
sition 5.1 for local GW invariants that count maps with connected domains. Let GW loc,h,pd ( · )
and GW loc,h,p
m1,m2
( · ) denote absolute and relative local GW invariants and let
π = π2d : Mg,n+2d → Mg,n (5.1)
be the forgetful map that forgets the last 2d marked points.
Lemma 5.2. If
∑
ki = 0 or n ≥ 3, then we have
GW loc,h,pd
( n∏
i=1
φkii (F
∗)
)
=
1
(d!)2
GW loc,h,p
(1d),(1d)
( n∏
i=1
π∗φkii (F
∗)
)
. (5.2)
Proof. Consider the symplectic fiber sum Ph = F0#V1Ph#V2F0 where V1 and V2 are two distinct
fibers of Ph. This sum can be obtained by blowing up Ph × C along (V1 ∪ V2)× {0}. The same
arguments of Section 4 thus give a sum formula that is analogous to (4.13) :
GT loc,h,pd
( n∏
i=1
φkii (F
∗)
)
=
∑ |m1||m2|
m1!m2!
GT F0
m1,χ1
⊗GT loc,h,p
m1,m2,χ0
(
(F ∗)n
)
⊗GT F0
m2,χ2
∩ (ξℓ(m1),ℓ(m2))
∗
( n∏
i=1
φkii
)
(5.3)
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where the sum is over all χ1 + χ0 + χ2 − 2ℓ(m
1)− 2ℓ(m2) = 2d(1− h)− 2
∑
ki and ξℓ(m1),ℓ(m2)
is the gluing map obtained by identifying contact points of domains (see above Theorem 4.1).
If
∑
ki = 0 then for k = 1, 2, by dimension count, we have
0 = 2d− 12χk + (ℓ(m
k)− d)− ℓ(mk) = d− 12χk. (5.4)
This shows χk = 2d and hence m
k = (1d). Thus, (5.2) for n = 0 follows from (3.8) and (5.3).
Assume n ≥ 3 and let f = (f1, f0, f2) be a map that contributes to the right hand side of
(5.3). In order to obtain a sum formula for local GW invariants, we assume that the domain of
f is connected. We have
• since all marked points of f map into the middle Ph side, the domain of fk (k = 1, 2)
mapped into F0 has no marked points except contact points,
• as in the proof of Theorem A, every connected components of the domain of fk has one
contact point with Vk.
It follows that the domain of f0 is connected and the gluing map ξ = ξℓ(m1),ℓ(m2) can be obtained
by composing gluing maps as in (1.3) with n2 = 0 :
η :Mg1,n1+1 ×Mg2,1 → Mg1+g2,n1+1
where n1 ≥ n ≥ 3. By Lemma 1.2 (a) for g2 = 0 and by Lemma 1.2 (b) for g2 ≥ 1, one
can see that the pull-back class ξ∗φi restricts to the trivial class on two F0 sides and hence
fk is constrained by only ℓ(m
k) point contact constraints. The dimension count (5.4) then
shows χk = 2d and m
k = (1d), and hence ξ is a composition of gluing maps η as above with
(g2, n2) = (0, 0). Consequently, again by Lemma 1.2 (a), we have
ξ∗φi = 1⊗
(
φi −
∑
δ{i}∪I )⊗ 1 (5.5)
where the sum is over all I ⊂ {n+ 1, · · · , n+ 2d} with I 6= ∅. On the other hand, (1.2) shows
π∗φi = φi −
∑
δ{i}∪I . (5.6)
Now, (5.2) for n ≥ 3 follows from (3.8), (5.3), (5.5) and (5.6). 
Remark 5.3. The same argument of the proof of Lemma 5.2 applies to various sum formulas
for the fiber sum of Ph and F0. In particular, for dimension zero local invariants (i.e.
∑
ki = 0),
one can use (3.8) and the dimension count (5.4) to show
GT loc,h,pd =
1
d!
GT loc,h,p
(1d)
=
1
(d!)2
GT loc,h,p
(1d),(1d)
and GT loc,h,pm =
1
d!
GT loc,h,p
m,(1d)
Lemma 5.4. If
∑
ki = 0 or n ≥ 3, then we have
GW loc,h,pd
( n∏
i=1
τki(F
∗)
)
=
1
(d!)2
GW loc,h,p
(1d),(1d)
( n∏
i=1
φkii (F
∗)
)
. (5.7)
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Proof. If
∑
ki = 0 then (5.7) follows from Lemma 5.2. Assume n ≥ 3 and h > 0 (we will give
a proof for the case when h = 0 in the appendix). Let V = V1 ∪ V2 be a union of two distinct
fibers of Ph and denote by
MV = MV
g,n,(1d),(1d)(U, dS)
the local relative GW moduli space. Let B be a product of n generic fibers of Ph each of which is
disjoint with V and let f be a limit map of a sequence in the cut-down moduli space CMV ∩B
where CMV is the closure ofMV inMg,n+2d(U, dS). Then, Remark 2.5 shows that every genus
zero irreducible component of f maps entirely into either B or V . This implies that for 1 ≤ i ≤ n
and for any I ⊂ {n+ 1, · · · , n+ 2d} with I 6= ∅ we have[
MV
]
∩ δ{i}∪I ⊗ (F
∗)n = 0. (5.8)
Therefore, (5.7) for h > 0 follows from (2.7), Lemma 5.2, (5.6) and and (5.8). 
Proof of Proposition 5.1 : We will show that (5.7) holds for all n. By (4.15), we have
GW loc,h,p
(1d),(1d)
( n∏
i=1
φkii (F
∗)F ∗F ∗
)
=
1
d!
GW loc,h,p
(1d),(1d)
( n∏
i=1
φkii (F
∗)
)
·GT F0
(1d),(1d)
(
F ∗F ∗
)
= d2GW loc,h,p
(1d),(1d)
( n∏
i=1
φkii (F
∗)
)
(5.9)
where the second equality follows from Divisor Axiom and (3.8). On the other hand, one can
see that the generalized Divisor Axiom (cf. Lemma 1.4 of [KM]) for descendant GW invariants
also holds for descendant local invariants. Thus, we have
GW loc,h,pd
( n∏
i=1
τki(F
∗)
)
=
1
d2
GW loc,h,pd
( n∏
i=1
τki(F
∗)F ∗F ∗
)
=
1
d2(d!)2
GW loc,h,p
(1d),(1d)
( n∏
i=1
φkii (F
∗)F ∗F ∗
)
=
1
(d!)2
GW loc,h,p
(1d),(1d)
( n∏
i=1
φkii (F
∗)
)
.
where the second equality follows from Lemma 5.4 and the last from (5.9). This completes the
proof of Proposition 10.1. 
6 Local Contributions to GT invariants of Ruled Surfaces
Let π : F1 = P(OE(1) ⊕OE) → E be a ruled surface over E = P
1. This section describes local
contributions to GW invariants of F1 that is needed for the proof of Theorem B. We also denote
by E the zero section of F1 and by S the section class represented by the zero section E.
Remark 6.1. Let f : C → F1 be a holomorphic map from a smooth domain C that represents
the class dS. Then f defines a holomorphic section ξ of the line bundle (π ◦ f)∗OE(1) over C.
The zero set Z(ξ) of ξ is the preimage f−1(E) of the zero section E, so if the image of f does
not lie in E (i.e. ξ 6= 0) then
|f−1(E)| = |Z(ξ)| ≤ #Z(ξ) = deg((π ◦ f)∗OE(1)) = d
where #Z(ξ) is the number of zeros of ξ counted with multiplicities.
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Choose distinct fibers V1, V0 and V2 of F1 and set
V = V1 ⊔ V0 ⊔ V2.
Remark 6.2. Let f : P1 → F1 be a holomorphic map that represents the class 2S. If f has a
contact vector (2) with Vi at pi ∈ P
1 then for the composition map
P1
f
−→ F1
π
−→ E = P1
the point pi is a ramification point of multiplicity two. Thus f
−1(V ) consists of at least four
points. For otherwise, π ◦ f is a holomorphic map of degree 2 with three ramification points,
which is impossible by the Riemann-Hurwitz formula.
Remark 6.1 and Remark 6.2 immediately give :
Lemma 6.3. Let f be a holomorphic map into F1 from a smooth domain of genus g representing
the class dS and satisfying
Im(f) ∩ (V1 ⊔ V2) = (V1 ⊔ V2) ∩E.
If either (i) d = 1 or (ii) d = 2, g = 0 and the contact vector of f with V0 is (2) then the image
of f lies in E.
Fix a neighborhood U of the zero section E whose closure is disjoint from the infinity section
of F1. For V -compatible (J, ν) and ordered sequences s
1 and s2 with deg(s1) = deg(s2) = 2,
choose ℓ(s1) points {pi} in V1 and ℓ(s
2) points {qj} in V2 and let
MV1,V0,V2
0,s1,(2),s2
(U, 2S, J, ν) ∩ {pi, qj} ⊂ M
V1,V0,V2
0,s1,(2),s2
(U, 2S, J, ν) (6.1)
denote the cut-down moduli space of V -regular maps f into U with (connected) domain of genus
zero and with n contact points {xi} satisfying : f(x0) ∈ V0, f(xi) = pi and f(xℓ(s1)+j) = qj
where n = ℓ(s1)+ ℓ(s2)+1. This cut-down moduli space has (formal) dimension zero. Consider
a sequence of maps (fk, Ck; {x
k
i }) in the cut-down moduli spaces
MV1,V0,V2
0,s1,(2),s2
(U, 2S, Jk , νk) ∩ {p
k
i , q
k
j } (6.2)
where the points {pki } ⊔ {q
k
j } ⊂ (V1 ⊔ V2) converge to points in (V1 ⊔ V2) ∩E and V -compatible
(Jk, νk) converges to the complex structure of F1 as k → ∞. By the Gromov Compactness
Theorem, after passing to subsequences, the sequence of maps (fk, Ck; {x
k
i }) then converges to
a holomorphic map
(f,C; {xi}) ∈ M0,n(U, 2S). (6.3)
Since Im(f) ⊂ U , every component of C mapped entirely into V is a ghost component. The
following lemma shows that the image of f lies in the zero section E. Let s0 = (2).
Lemma 6.4. Let (f,C; {xi}) be as above and let Ci denote an irreducible component C that
contains a marked point xi0 mapped into Vi. If s
i = (2) for some 0 ≤ i ≤ 2 then we have
(a) if f is Vi-regular then the restriction f to Ci represents the class 2S,
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(b) if f is not Vi-regular then Ci is a ghost component with xj /∈ Ci for j 6= i0 and C \ Ci has
two connected components Cℓi such that the restriction of f to C
ℓ
i represents the class S.
In particular, the image of f lies in the zero section E of F1.
Proof. First note that, since Im(fk)→ Im(f) and Im(f) ⊂ U , we have
(i) Im(f) ∩ (V1 ⊔ V2) = (V1 ⊔ V2) ∩E,
(ii) the restriction of f to each component of C represents the class kS where 0 ≤ k ≤ 2.
If a marked point xi is a limit point of the contact points x
k
i of fk with Vi, i.e. fk(x
k
i ) ∈ Vi, then
xi is a contact point of f with the same contact order as x
k
i unless a component containing xi
maps into V . Thus, if f is Vi-regular then f has a contact vector (2) with Vi at xi0 and hence
by (ii) the restriction of f to Ci represents the class 2S. This proves (a).
On the other hand, if f is not Vi-regular then Ci is a ghost component mapped into Vi.
Moreover, by the assumption si = (2) only one marked point xi0 maps into Vi, so xj /∈ Ci for
j 6= i0. Note that, since C is a connected curve of (arithmetic) genus zero, each irreducible
component of C is smooth of genus zero. Thus Remark 1.1 implies that C \Ci has at least two
connected components. Let Cℓi be a connected component of C \ Ci. Then,
|Cℓi ∩ C \ C
ℓ
i | = |C
ℓ
i ∩Ci| = 1
where the second equality follows from the fact C is a connected curve of genus zero. So, if Cℓi
maps to a point then f(Cℓi ) ∈ Vi and, by Remark 1.1, C
ℓ
i has at least two marked points xj with
f(xj) ∈ Vi. This is impossible since f(xj) ∈ Vj for some Vj disjoint with Vi. Thus there are two
connected components of C \Ci such that the restriction of f to both components represent the
class S. This completes the proof (b).
Now (a), (b), (i), (ii) and Lemma 6.3 imply that the image of f lies in the zero section E
since s0 = (2). 
Remark 6.5. Let f be a limit map as in Lemma 6.4 and suppose that C0 and C1 are irreducible
components of the domain C of f which contain marked points x0 and x1 mapped into V0 and
V1. Suppose s
1 = (2). Then, since s0 = (2), Lemma 6.4 implies that f is V0-regular if and only
if f is V1-regular. Suppose f is not (V0 ⊔ V1)-regular. Then, by Lemma 6.4 (b), both C0 and
C1 are ghost components with C0 ∩ C1 = ∅. Since the domain C is a connected curve of genus
zero, the same argument for the proof of Lemma 6.4 (b) shows that C \ (C0 ⊔ C1) has at least
three connected components Cℓ01 such that the restriction of f to each C
ℓ
01 represents the class
S. This is impossible, so (i) f must be (V0⊔V1)-regular (ii) C0 = C1 and (iii) the restriction of f
to the component C0 = C1 represents the class 2S. In particular, if s
1 = s2 = (2) then f−1(V )
consists of three contact points. This contradicts Remark 6.2. Therefore, if s1 = s2 = (2) then
for all large k the cut-down moduli space (6.2) must be empty.
For V -compatible (J, ν) and for points {pi} in V1 and {qj} in V2 denote by
M = MV1,V0,V2
0,s1,(2),s2
(F1, 2S) ∩ {pi, qj}
the cut-down moduli space of V -regular (J, ν)-holomorphic maps into F1 with the point con-
straints {pi, qj}. Then we have a splitting of contributions to relative GW invariant
GW V1,V0,V2
F1,2S,0,s1,(2),s2
(C
ptℓ(s
1) , CF , Cptℓ(s2)) = [M ] = [M(U) ] + [M\M(U) ] (6.4)
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whereM(U) is the cut-down moduli space (6.1) andM\M(U) consists of maps f inM whose
image dose not lie in U ⊂ F1. Here, [ · ] denotes the zero-dimensional homology class defined by
cut-down moduli space as in Remark 3.4. In general, this splitting is not well-defined, namely
it depends on the choice of (J, ν) and the point constraints {pi, qj}. However, by the Gromov
Compactness theorem and Lemma 6.4, the splitting (6.4) is well-defined whenever (i) (J, ν) is
close to the complex structure of F1 and (ii) points {pi, qj} are also close to points in (V1⊔V2)∩E.
In such cases, the contribution
[M(U) ] =
[
MV1,V0,V2
0,s1,(2),s2
(
U, 2S;C
ptℓ(s
1) , CF , Cptℓ(s2)
) ]
(6.5)
is independent of the choice of (J, ν) and {pi, qj}. Furthermore, this local contribution is inde-
pendent of the choice of the neighborhood U of the zero section E in F1.
Lemma 6.6. For any neighborhood U of the zero section E in F1 whose closure is disjoint from
the infinity section of F1, we have
(a)
[
MV1,V0,V2
0,(2),(2),(2)
(
U, 2S;Cpt, CF , Cpt
) ]
= 0 (b)
[
MV1,V0,V2
0,(2),(2),(1,1)
(
U, 2S;Cpt, CF , Cpt2
) ]
= 1
Proof. (a) follows from Remark 6.5. Let s1 = (2), s2 = (1, 1) and (f,C; {xi}) be a limit map
as in (6.3). Again by Remark 6.5, f is (V1 ⊔ V0)-regular map into E ⊂ F1 and the restriction of
f to the component C0 = C1 containing x0 and x1 represents the class 2S. Stability of f then
implies either C = C0 or C = C0 ∪ C2 where C2 is a ghost component containing the marked
points x2 and x3. Suppose C = C0 ∪ C2. In this case, C has one node since the (arithmetic)
genus of C is zero. The restriction f0 = f|C0 has a contact order two with V2 at the node of
C, so f−10 (V ) consists of three contact points. This contradicts Remark 6.2. Therefore, f is a
holomorphic map from C = P1 into E = P1 of degree two with two ramification points x0 and
x1 and f(xi) ∈ V2 ∩ E for i = 2, 3. Observe that there is a unique such map f .
Let J denote the complex structure on F1 and set
MV =MV1,V0,V20,(2),(2),(1,1)(U, 2S, J) and h = h(2) × h(1,1) :M
V → V1 × (V2 × V2)
where h(2) and h(1,1) are evaluation maps as in (3.2). Let Df be the (full) linearization of
holomorphic map equation at f . Since the normal bundle of Im(f) = E is OE(1), we have
• cokerDf = H
1(f∗OE(1)) = H
1(OP1(2)) = 0 and hence
• MV is smooth near f with TfM
V = H0(f∗OE(1)) = H
0(OP1(2)),
• dhf (ξ) = ( ξ(x1), ξ(x2), ξ(x3) ).
In fact, regarding the neighborhood U of E in F1 as a disk subbundle of OE(1), one can identify
holomorphic sections ξ of f∗U ⊂ f∗OE(1) with V -regular holomorphic maps fξ in M
V — in
local trivialization, fξ(x) = (f(x), ξ(x)). By Remark 6.1 the differential dhf is one-to-one. Thus
dhf is onto since h
0(OP1(2)) = 3. We can now conclude that the contribution of (f,P
1; {xi}) to
the invariant (6.5) is +1 since f has no nontrivial automorphisms and dhf is onto and complex
linear. This completes the proof of (b). 
We will compute the local contribution (6.5) for the case s1 = s2 = (1, 1) in the next section
(see (7.10)).
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7 Spin Curve Degeneration and Sum Formula I
This section proves Theorem B (a) in three steps. First we review the dualizing sheaf. The
dualizing sheaf ωX of a variety X (if exists) is the unique invertible sheaf making Serre duality
valid; when X is smooth ωX is the canonical bundle KX . For a proper holomorphic map
f : X → B between two smooth varieties, the relative dualizing sheaf ωf is the locally free rank
one sheaf ωX ⊗ (f
∗ωB)
−1 whose restriction to each fiber Xb is the dualizing sheaf of Xb (cf. [T]
and [HM]).
Step 1 : Let D1∪qD2 be a union of two smooth curves D1 and D2 of genera h1 and h2, meeting
at one point q. Blowing up the point q yields a nodal curve D0 with an exceptional component
E = P1 that meets D¯ = D1 ⊔D2 at two points. A theta characteristic of the nodal curve D0 is
a line bundle N0 together with a homomorphism φ : N
2
0 → ωD0 satisfying :
• N0 restricts to O(1) on the exceptional component E,
• φ vanishes identically on E and restricts to an isomorphism N20 |D¯ ≃ ωD¯,
where ωD0 and ωD¯ are the dualizing sheaves of D0 and D¯ respectively. Since ωD¯ is the canonical
bundle of D¯, the line bundle N0 restricts to theta characteristic N1 on D1 and restricts to theta
characteristic N2 on D2. The triple (D0, N0, φ) is a spin curve of genus h = h1 + h2 with parity
p ≡ p1 + p2 (mod 2) where pi is a parity of the spin curve (Di, Ni). It then follows from a
universal deformation of the spin curve (D0, N0, φ) (cf. pg 570 [C]) that there are
• a family of curves ρ : D → ∆ where ∆ is a unit disk in C, the fiber Dλ over λ 6= 0 is a
smooth curve of genus h and the central fiber is the nodal curve D0,
• a line bundle π : N → D together with a homomorphism Φ : N 2 → ωρ such that each(
D|ρ−1(λ),N|ρ−1(λ),Φ|ρ−1(λ)
)
is a spin curve of genus h with parity p,
where ωρ is the relative dualizing sheaf of ρ (for more details see [C]).
Let NDλ (λ 6= 0) be the total space of N |Dλ and ND¯ be the total space of N |D¯. Since both
total spaces NDλ and ND¯ are smooth, there are short exact sequences
0→ π∗N |Dλ → TNDλ → π
∗TDλ → 0 and 0→ π
∗N |D¯ → TND¯ → π
∗TD¯ → 0.
It then follows from these exact sequences that
KNDλ = π
∗N ∗|Dλ ⊗ π
∗KDλ and KND¯ = π
∗N ∗|D¯ ⊗ π
∗KD¯. (7.1)
On the other hand, the homomorphism Φ : N 2 → ωρ induces a homomorphism
Φ′ : π∗N = π∗(N ∗ ⊗N 2) −→ π∗(N ∗ ⊗ ωρ).
Let σ be the tautological section of π∗N . Since the relative dualizing sheaf ωρ restricts to
dualizing sheaf ωDλ on Dλ, by (7.1) the composition Φ
′ ◦σ is a section of π∗(N ∗⊗ωρ) satisfying :
• Φ′ ◦ σ restricts to a holomorphic 2-form αλ on NDλ (λ 6= 0) whose zero set is Dλ,
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• Φ′ ◦ σ restricts to a holomorphic 2-form α0 on ND¯ whose zero set is D¯.
Let NE denote the total space of N |E. For sufficiently small ǫ > 0, choose a bump function
β that is 1 on the complement of the 2ǫ-neighborhood of NE in ND and vanishes on the ǫ-
neighborhood Uǫ of NE. For each point x ∈ ND \ Uǫ we set βαλ(vx, · ) = 0 for normal vectors
vx to submanifold NDλ (or ND¯ for λ = 0) at x and define α = βαλ at x. Extension α by zero
then gives a 2-form on ND that restricts to βαλ on NDλ (λ 6= 0) and to βα0 on ND¯.
Step 2 : Consider the projectivization P(N ⊕OD) over D that gives a degeneration
λ : Z = P(N ⊕OD) → D → ∆
whose fiber Zλ (λ 6= 0) is a ruled surface over Dλ isomorphic to Ph = P(N ⊕OD) where (D,N)
is a (smooth) spin curve of genus h = h1+h2 with parity p ≡ p1+p2 (mod 2) and whose central
fiber Z0 is the singular (ruled) surface
Ph1 ∪V1 F1 ∪V2 Ph2 → D0
where V1 and V2 are fibers over the nodes of D0. Note that the general fiber Zλ (λ 6= 0) is the
symplectic fiber sum
Ph = Ph1#V1#F1#V2Ph2 .
Let U be an (open) neighborhood of the zero section of Z = P(N ⊕OD) and fix an isomor-
phism Ψ from U to some neighborhood of D ⊂ ND taking the zero section of Z to D. Choose
a point q0 in the exceptional component E ⊂ D0 that is not a nodal point and let B ⊂ D be a
normal disk to E ⊂ D at q0, namely the intersection B ∩Dλ is one point for all small |λ|. Let
V˜λ be the fiber of Zλ → Dλ over the intersection point B ∩Dλ and set
V = V1 ⊔ V0 ⊔ V2
where V0 = V˜0. Denote by J (Z) the space of all (J, ν) on Z satisfying : (i) each Zλ is J-invariant
and (ii) the restriction of (J, ν) to Z0 and Zλ (λ 6= 0) are V -compatible and V˜λ-compatible
respectively. We will use the same notation (J, ν) for its restriction to each Zλ. Denote by the
same S the section classes of Ph1 , F1, Ph2 and Zλ represented by the zero sections. Let Di
(i = 1, 2) and Dλ denote the zero sections of Phi and Zλ respectively. For each small |λ| we set
Uλ = U ∩ Zλ.
By using the 2-form α on ND together with the isomorphism Ψ, we obtain :
Lemma 7.1. There is an almost complex structure JV on Z satisfying :
(a) (JV , 0) ∈ J (Z) and JV restricts to the complex structure of F1,
(b) M
∗
χ,n(Uλ, dS, JV ) = M
∗
χ,n(Dλ, d) and M
∗
χ,n(U0 ∩ Phi, dS, JV ) = M
∗
χ,n(Di, d),
(c) for generic (J, ν) ∈ J (Z) sufficiently close to (JV , 0) and for small |λ| > 0[
MV˜λ,∗
χ,(2)(Uλ, 2S)
]
= GT loc,h,p(2) and
[
MVi,∗χi,si(Phi ∩ U0, 2S)
]
= GT loc,hi,pisi
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where χ = 2− 4h, χi = 2ℓ(si)− 4hi for i = 1, 2.
Proof. By the isomorphism Ψ as above, one can regard αλ (λ 6= 0) and α0 as holomorphic 2-
forms on Uλ and on U0∩ (Ph1 ⊔Ph2) whose zero sets are Dλ and D1⊔D2, respectively. Similarly,
one can also regard β as a bump function on U and α as a 2-form on U satisfying (i) α vanishes
on some neighborhoods of F1, V and V˜λ for small |λ|, and (ii) the restriction of α to Uλ and
U0 ∩ (Ph1 ⊔ Ph2) are respectively βαλ and βα0. Now, let JV be the almost complex structure
on Z induced by α and the formula (0.1). Then, (a) follows from (i), (b) follows from (ii) and
Remark 2.2 and (c) follows from definition and compactness by (b). 
Remark 7.2. Let f be a map in MV˜λ
χ,(2)(Uλ, 2S) with f
−1(V˜λ) = {x} where the Euler charac-
teristic χ = 2− 4h. If there is a connected component of the domain of f that does not contain
the contact point x then the restriction of f to that component represents the trivial homology
class. The stability of f thus shows C is connected since there is no marked points except the
contact point x. Consequently, for λ 6= 0 we have
MV˜λ,∗
χ,(2)(Uλ, 2S) = M
V˜λ
χ,(2)(Uλ, 2S) = M
V˜λ
g,(2)(Uλ, 2S) (7.2)
where the genus g = 2h. Similar arguments also show that
MV1,V0,V2,∗
χ0,s1,(2),s2
(F1, 2S) = M
V1,V0,V2
g0,s1,(2),s2
(F1, 2S) (7.3)
where the Euler characteristic χ0 = 2 and the genus g0 = 0.
Step 3 : Choose an (open) neighborhoodW of the zero section of Z = P(N ⊕OD) withW ⊂ U
and for each small |λ| set
Wλ =W ∩ Zλ.
The following is the key fact to the proof of Theorem B (a).
Lemma 7.3. For (J, ν) ∈ J (Z) sufficiently close to (JV , 0) and for small |λ| > 0, we have
MV˜λ
χ,(2)
(Uλ, 2S) \ M
V˜λ
χ,(2)
(Wλ, 2S) = ∅
where the Euler characteristic χ = 2− 4h.
Proof. Suppose not. Then, there exists a sequence of (Jk, νk)-holomorphic maps fk into Uλk
with Im(fk) ∩ (Uλk \ Wλk) 6= ∅ where λk → 0 and (Jk, νk) converges to (JV , 0) as k → ∞.
After passing to subsequences, by the Gromov Compactness Theorem, fk converges to a JV -
holomorphic map f into Z0 such that (i) Im(f) ⊂ U0 and (ii) Im(f) ∩ (U0 \W0) 6= ∅. By (i)
and Lemma 7.1, f can be split as f = (f1, f0, f2) where f1 and f2 are respectively holomorphic
maps into D1 and D2, and f0 is a holomorphic map into F1 such that
Im(f0) ∩ (V1 ⊔ V2) =
(
Im(f1) ⊔ Im(f2)
)
∩ (V1 ⊔ V2) = E ∩ (V1 ⊔ V2). (7.4)
Note that the domain C of f is a connected curve of genus 2h since by (7.2) f is a limit of maps
with connected domains of genus 2h. Also note that if f is not (V1⊔V2)-regular, there is a ghost
component mapped into V1 ⊔ V2.
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Let f12 = (f1, f2), C12 be the domain of f12 and C0 be the domain of f0. We can assume
that C0 contains all ghost components mapped into V1 ⊔ V2. Then f12 is (V1 ⊔ V2)-regular, so
f−112 (V1 ⊔ V2) = (C12 ∩ C0). Let ℓ = |f
−1
12 (V1 ⊔ V2)|. Since g − 1 = −
1
2χ, we have
2h = g(C) = −12χ(C0)−
1
2χ(C12) + ℓ+ 1. (7.5)
Consider f12 as a holomorphic map into D1 ⊔ D2 and apply the Riemann-Hurwitz formula to
each irreducible component of C12. This gives
−12χ(C12) + ℓ ≥ 2h (7.6)
since the geometric genus of each irreducible component is less than or equal to its arithmetic
genus and f12 has at least 2(4− ℓ) ramification points. Consequently, by (7.5) and (7.6) we have
χ(C0) ≥ 2. (7.7)
Note that the image of f0 does not lie in the zero section E of F1 by (ii) since f12 maps into
D1 ∪D2 ⊂W0. Remark 6.1 and (7.4) imply that there is exactly one irreducible component C
′
0
of C0 such that the restriction f
′
0 = f|C′0 has contact vectors (2) with V1 and V2 and all other
irreducible components of C0 are ghost components. Let C
1
0 be the connected component of C0
that contains C ′0. Since f has no degree zero components, we have
• all ghost components mapped into V0 are contained in C
1
0 ,
• if there exists a connected component C20 6= C
1
0 of C0 then C
2
0 is a union of ghost
components such that C20 has no marked points and maps into either V1 or V2. Since
|C0 ∩ C12| = ℓ ≤ 4 and C
1
0 ∩ C12 contains at least one point mapped into V1 and at least
one point mapped into V2, we have |C
2
0 ∩ C \ C
2
0 | = |C
2
0 ∩ C12| = 1 and hence g(C
2
0 ) > 0
by Remark 1.1.
Now from (7.7) we have g(C10 ) = 0, so each irreducible component of C
1
0 has genus zero and no
two irreducible components meet at more than one point. In particular, since C ′0 has genus zero,
Lemma 6.3 implies that f ′0 has a contact vector (1, 1) with V0. In this case, since f is a limit
map of a sequence of maps with contact order (2) with V0, there is a ghost component mapped
into V0. Let C
′′
0 be a connected component of the union of all ghost components mapped into
V0. Then, C
′′
0 ⊂ C
1
0 , so g(C
′′
0 ) = 0 and
|C ′′0 ∩ C \ C
′′
0 | = |C
′′
0 ∩ C
′
0| < 2.
Since C ′′0 has at most one marked point, we have a contradiction by Remark 1.1. 
Proof of Theorem B (a) : The proof is identical to the proof of Theorem A. We only outline
the proof. For (ordered) sequences si with deg(si) = 2 where i = 1, 2, consider the evaluation
map that records the intersection points with V1 and V2 :
ev∗s1,s2,U0 :
⋃
MV1,∗
χ1,s1
(
Ph1 ∩ U0, 2S
)
×MV1,V0,V2,∗
χ0,s1,(2),s2
(
F1 ∩ U0, 2S
)
×MV2,∗
χ2,s2
(
Ph2 ∩ U0, 2S
)
−→
(
V
ℓ(s1)
1 × V
ℓ(s1)
1
)
×
(
V
ℓ(s2)
2 × V
ℓ(s2)
2
)
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where the union is over all χ1 + χ0 + χ2 − 2ℓ(s
1)− 2ℓ(s2) = 2− 4h. Let △si be the diagonal of
V ℓ(s
i) × V ℓ(s
i) for i = 1, 2. Lemma 7.3 and Theorem 10.1 of [IP2] then give
[
MV˜λ,∗
χ,(2)(Uλ, 2S)
]
=
∑
s1,s2
|s1||s2|
ℓ(s1)! ℓ(s2)!
[ (
ev∗s1,s2,U0
)−1
(△s1 ×△s2)
]
(7.8)
where χ = 2− 4h. On the other hand, the splitting of the diagonal △s1 ×△s2 yields∑
s1,s2
|s1||s2|
ℓ(s1)! ℓ(s2)!
[ (
ev∗s1,s2,U0
)−1
(△s1 ×△s2)
]
=
∑
m1,m2
|m1||m2|
m1!m2!
GT loc,h1,p1
m1
·
[
MV1,V0,V2
0,m1,(2),m2
(F1 ∩ U0, 2S;Cptℓ(m1) , CF , Cptℓ(m2))
]
·GT loc,h2,p2
m2
= GT loc,h1,p1
(12)
·GT loc,h2,p2(2) + GT
loc,h1,p1
(2) ·GT
loc,h2,p2
(12)
+
1
4
GT loc,h1,p1
(12)
·
[
MV1,V0,V2
0,(12),(2),(12)
(F1 ∩ U0, 2S;Cpt2 , CF , Cpt2)
]
·GT loc,h2,p2
(12)
(7.9)
where the first equality follows from (3.4), Lemma 7.1 (c), Remark 3.1 and (7.3) and the sec-
ond equality follows from Lemma 6.6. Thus, by Lemma 7.1 (c), (7.8), (7.9), Remark 5.3 and
Lemma 2.6, we have
GT loc,h,p(2) = (−1)
p12h1 GT loc,h2,p2(2) + (−1)
p22h2 GT loc,h1,p1(2)
+ (−1)p2h−2
[
MV1,V0,V2
0,(12),(2),(12)
(F1 ∩ U0, 2S;Cpt2 , CF , Cpt2)
]
.
When (h2, p2) = (0,+), this equation shows[
MV1,V0,V2
0,(12),(2),(12)
(F1 ∩ U0, 2S;Cpt2 , CF , Cpt2)
]
= −4GT loc,0,+(2) . (7.10)
This completes the proof. 
8 Spin Curve Degeneration and Sum Formula II
This section proves Theorem B (b). Let h ≥ 2 or (h, p) = (1,+) and let D → ∆ denote a family
of curves over the unit disk ∆ in C whose fiber over λ 6= 0 is a smooth curve Dλ of genus h
and whose central fiber D0 is a union of two smooth components D¯ and E of genera h− 1 and
0, meeting at two points. Fix a theta characteristic N¯ on D¯ with parity p. One can then find
a line bundle N → D that restricts to a theta characteristic on Dλ with parity p, to the theta
characteristic N¯ on D¯ and to O(1) on E (cf. pg 570 [C]). The projectivization P(N ⊕OD) gives
a degeneration
P(N ⊕OD) → D → ∆
such that (i) the general fiber Zλ (λ 6= 0) is a ruled surface isomorphic to Ph = P(N ⊕ OD)
where (D,N) is a smooth spin curve of genus h with parity p and (ii) the central fiber is the
singular (ruled) surface
Ph−1
⋃
V1⊔V2
F1 → D0
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where Ph−1 = P(N¯ ⊕OD¯) and V1 and V2 are fibers over the nodes of D0. Note that the general
fiber Zλ (λ 6= 0) is the symplectic fiber sum
Ph = Ph−1 #
V1⊔V2
F1.
Proof of Theorem B (b) : The proof is also identical to those of Theorem A and Theo-
rem B (a). We only sketch the proof. Fix a normal disk B ⊂ D to E at some point that is not
a nodal point of D0 and for each small |λ|, let V˜λ be the fiber of Zλ → Dλ over the intersection
point of B and Dλ. Choose small neighborhoods U andW of the zero section of Z = P(N ⊕OD)
satisfying W ⊂ U and set
Wλ = W ∩ Zλ and Uλ = U ∩ Zλ.
The same arguments as in Lemma 7.1 and Lemma 7.3 then show that the tautological section of
π∗N over the total space of π : N → D induces an almost complex structure JV on Z satisfying :
for (J, ν) sufficiently close to (JV , 0) and for small |λ| > 0
GT loc,h,p
(2)
=
[
MV˜λ,∗
χ,(2)
(Uλ, 2S)
]
and GT loc,h−1,p
s1,s2
=
[
MV1,V2,∗
χ0,s1,s2
(Ph−1 ∩ U0)
]
(8.1)
MV˜λ,∗
χ,(2)(Uλ, 2S) \M
V˜λ,∗
χ,(2)(Wλ, 2S) = ∅ (8.2)
where χ = 2 − 4h and χ0 = −4h + 2
∑
ℓ(si). For ordered sequences si with deg(si) = 2 where
i = 1, 2, consider the evaluation map that records the intersection points with V1 and V2 :
ev∗s1,s2,U0 :
⋃
MV1,V2,∗
χ0,s1,s2
(Ph−1 ∩ U0, 2S) ×M
V1,V0,V2,∗
χ1,s1,(2),s2
(F1 ∩ U0, 2S)
−→
(
V
ℓ(s1)
1 × V
ℓ(s1)
1
)
×
(
V
ℓ(s2)
2 × V
ℓ(s2)
2
)
where V0 = V˜0, the union is over all χ1+ χ0− 2ℓ(s
1)− 2ℓ(s2) = 2− 4h. Let △si be the diagonal
of V ℓ(s
i) × V ℓ(s
i) where i = 1, 2. Then we have
GT loc,h,p(2) = [M
V˜λ,∗
χ,(2)(Uλ, 2S)] =
∑
s1,s2
|s1||s2|
ℓ(s1)! ℓ(s2)!
[ (
ev∗s1,s2,U0
)−1
(△s1 ×△s2)
]
=
∑
m1,m2
|m1||m2|
m1!m2!
GT loc,h−1,p
m1,m2
·
[
MV1,V0,V2
0,m1,(2),m2
(F1 ∩ U0, 2S;Cptℓ(m1) , CF , Cptℓ(m2))
]
(8.3)
where the first sum is over all ordered sequences s1 and s2 with deg(s1) = deg(s2) = 2 and
the second sum is over all partitions m1 and m2 of 2; the first equality follows from (8.1), the
second equality from (8.2) and Theorem 10.1 of [IP2] and the third equality from (3.4), (8.1),
Remark 3.1 and (7.3). On the other hand, by Remark 5.3 we have
GT loc,h−1,p
(12),(12)
= 22GT loc,h−1,p2 and GT
loc,h−1,p
(12),(2)
= 2GT loc,h−1,p(2) .
This together with (8.3), Lemma 2.6, Lemma 6.6 and (7.10) completes the proof. 
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9 Reduction to Genus Zero Spin Curve Invariants
As described in the Introduction, Kiem and Li proved the Maulik-Pandharipande formulas (0.2)
by reducing higher genus spin curve invariants to genus zero spin curve invariants. The aim of
this section is to show how their reduction follows from Theorem A and Theorem B.
Proposition 9.1 ([KL1]).
(a) GT loc,h,p1
( n∏
i=1
τki(F
∗)
)
= (−1)pGT loc,0,+1
( n∏
i=1
τki(F
∗)
)
(b) GT loc,h,p2
( n∏
i=1
τki(F
∗)
)
= (−1)p 2hGT loc,0,+2
( n∏
i=1
τki(F
∗)
)
Proof. The sum formula (0.3) for d = 1, 2 and Remark 5.3 show that
GT loc,h,p1
( n∏
i=1
τki(F
∗)
)
= GT loc,h,p1 ·GT
F0
(1),(1)
( n∏
i=1
φkii (F
∗)
)
(9.1)
GT loc,h,p2
( n∏
i=1
τki(F
∗)
)
=
1
2
GT loc,h,p2 ·GT
F0
(1,1),(1,1)
( n∏
i=1
φkii (F
∗)
)
+ GT loc,h,p(2) ·GT
F0
(2),(1,1)
( n∏
i=1
φkii (F
∗)
)
. (9.2)
Thus, Proposition 9.1 (a) follows from Lemma 2.6 and (9.1). Similarly, by Lemma 2.6 and (9.2),
in order to prove Proposition 9.1 (b), we need to show
GT loc,h,p(2) = (−1)
p 2hGT loc,0,+(2) . (9.3)
The sum formula (0.4) for the case (h2, p2) = (1,+) gives
GT loc,h,p(2) = (−1)
p 2h−1GT loc,1,+(2) + 2GT
loc,h−1,p
(2) − (−1)
p 2hGT loc,0,+(2) (9.4)
where h ≥ 2. Applying the sum formula (0.4) twice with p1 = p2 = ±1 and h1 = h2 = 1 gives
GT loc,1,+(2) = −GT
loc,1,−
(2) .
This together with the sum formula (0.5) for the case (h, p) = (1,+) yields
GT loc,1,p(2) = (−1)
p 2GT loc,0,+(2) . (9.5)
Using induction on genus h together with (9.4) and (9.5) then shows (9.3). This completes the
proof. 
Remark 9.2. The proof of Proposition 9.1 (b) by Kiem and Li (see Section 4 of [KL1]) goes
as follows : they first obtained a sum formula similar to (9.2) using their sum formula and then
showed (9.3) by calculating the local invariants GT loc,h,p2 (τ(F
∗)) for all h ≥ 0 using explicit
algebro-geometric arguments.
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10 Appendix
Let GWd,g( · ) and GW(1d),(1d),g( · ) respectively denote the absolute GW invariants of P0 for the
class dS with genus g and the relative GW invariants of P0 relative to distinct fibers V1 and V2 of
Ph with contact constraint C[Vi]d with Vi (we will omit the fibers Vi and the contact constraints
C[Vi]d in notation). Since local invariants of spin curve of genus h = 0 are GW invariants of P0,
the lemma below shows the formula (5.7) for the case when h = 0 and n ≥ 3.
Lemma 10.1. For n ≥ 3, we have
GWd,g
( n∏
i=1
τki(F
∗)
)
=
1
(d!)2
GW(1d),(1d),g
( n∏
i=1
φkii (F
∗)
)
. (10.1)
The proof consists of two steps.
Step 1 : We will relate the descendent classes for GW invariants of P0 to the φi classes.
Following [KM], we set
τsiφ
ti
i (F
∗) = ψsii st
∗φtii ∪ ev
∗
i (F
∗).
Lemma 10.2. Let n ≥ 3. Then, for sj ≥ 1, we have
GWd,g
( n∏
i=1
τsiφ
ti
i (F
∗)
)
= GWd,g
( n∏
i=1
τsi−δijφ
ti+δij
i (F
∗)
)
−
∑
0<k<d
δksj (−1)
k−1 1
k!
GWd−k,g
(
φ
tj
j (F
∗)
∏
i 6=j
τsiφ
ti
i (F
∗)
)
.
(10.2)
Proof. It follows from Theorem 1.1 of [KM] that for sj ≥ 1
GWd,g
( n∏
i=1
τsiφ
ti
i (F
∗)
)
= GWd,g
( n∏
i=1
τsi−δijφ
ti+δij
i (F
∗)
)
+
∑
a, 0<k≤d
GWk,0
(
τsj−1(F
∗)Ha
)
GWd−k,g
(
φ
tj
j (Ha)
∏
i 6=j
τsiφ
ti
i (F
∗)
) (10.3)
where {Ha} and {H
a} are Poincare´ dual basis of H∗(P0). Fix a basis {1, S
∗ + F ∗, F ∗, γ∗} and
its dual basis {γ∗, F ∗, S∗, 1} of H∗(P0) where γ
∗ be the Poincare´ dual of the point class of P0.
Note that all degree zero (d = 0) invariants in the righthand side of (10.3) vanish since n ≥ 3;
no degree zero maps can pass through two distinct fibers. Moreover, for any d > 0 and g
GWd,g(γ
∗ · · · ) = 0, GWd,g( (S
∗ + F ∗) · · · ) = 0, GWd,g(S
∗ · · · ) = −GWd,g(F
∗ · · · )
where the first follows from S2 = −1, the second from S(S + F ) = 0 and the third from the
second. Consequently, (10.3) becomes
GWd,g
( n∏
i=1
τsiφ
ti
i (F
∗)
)
= GWd,g
( n∏
i=1
τsi−δijφ
ti+δij
i (F
∗)
)
−
∑
0<k<d
GWk,0
(
τsj−1(F
∗)F ∗
)
GWd−k,g
(
φ
tj
j (F
∗)
∏
i 6=j
τsiφ
ti
i (F
∗)
)
.
(10.4)
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If k 6= sj then GWk,0(τsj−1(F
∗)F ∗) = 0 by dimension count. So, it remains to show
GWk,0
(
τk−1(F
∗)F ∗) = (−1)k−1/k! (10.5)
When k = sj, the generalized Divisor Axiom (cf. Lemma 1.4 of [KM]) and (10.4) (applied to
GWk,0(τk−1(F
∗)F ∗F ∗)) together with the facts φ1 = 0 on M0,3 and GW1,0(F
∗F ∗) = 1 give
GWk,0
(
τk−1(F
∗)F ∗
)
=
1
k
GWk,0
(
τk−1(F
∗)F ∗F ∗
)
= −
1
k
GWk−1,0
(
τk−2(F
∗)F ∗
)
By induction, this shows (10.5) that completes the proof. 
Step 2 : We first show a formula for relative invariants that is analogous to (10.2) and then
give a proof of Lemma 10.1. Recall that for the forgetful map πℓ :Mg,n+ℓ →Mg,n that forgets
the last ℓ marked points and for 1 ≤ i ≤ n we have
π∗ℓ φi = φi −
∑
δ{i}∪I (10.6)
where the sum is over all I ⊂ {n + 1, . . . , n + ℓ} with I 6= ∅. For simplicity, we will write πℓ
simply as π when ℓ is even.
Lemma 10.3. Let n ≥ 3. Then, for sj ≥ 1 we have
GW(1d),(1d),g
( n∏
i=1
φsii π
∗φtii (F
∗)
)
= GW(1d),(1d),g
( n∏
i=1
φ
si−δij
i π
∗φ
ti+δij
i (F
∗)
)
−
∑
0<k<d
δksj (−1)
k−1 k!
(
d
k
)2
GW(1d−k),(1d−k),g
(
π∗φ
tj
j (F
∗)
∏
i 6=j
φsii π
∗φtii (F
∗)
)
Proof. Without loss of generality, we may assume j = 1. For the forgetful map π = π2d, let
δ{1}∪I be a class as in (10.6) and denote byM(δ{1}∪I ) the boundary stratum ofMg,n+2d whose
fundamental class is Poincare´ dual to δ{1}∪I . Then for m = |I| there is a gluing map
ηI : M0,m+2 ×Mg,n+2d−m → Mg,n+2d
whose image isM(δ{1}∪I ). This gluing map is obtained by identifying the second marked point
of the first component with the first marked point of the second component. We have
η∗I (φ1) = φ1 ⊗ 1 and η
∗
I ◦ π
∗(φ1) = 1⊗ π
∗
2d−m(φ1) (10.7)
where the first equality follows from Lemma 1.2 (b) and the second from the fact that under the
composition map π ◦ ηI the first component collapses to a point.
Choose two distinct fibers V1 and V2 of P0 and, for simplicity, we set
MV = MV1,V2
g,n,(1d),(1d)
(P0, dS) and Φ = φ
s1−1
1 π
∗φt11
∏
i>1
φsii π
∗φtii
where V = V1 ⊔ V2. Let G be a geometric representative of the Poincare´ dual of the pull-
back class η∗
I
Φ. One can then choose a (smooth) family of geometric representatives Gt of the
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Poincare´ dual of the class δ{1}∪I ∪Φ with G0 = ηI(G). Let B be a product of n distinct generic
fibers Bi of P0 each of which is disjoint with V .
Suppose MV ∩ B ∩ Gt 6= ∅ for all small t. Then, by the Gromov Compactness Theorem,
after passing to subsequences, as t→ 0 every sequence ft ∈ M
V ∩B ∩Gt converges to
(f,C) ∈ CMV ∩ B ∩ ηI(G)
where CMV is the closure ofMV inMg,n+2d(P0, dS). The closure CM
V has a stratification in
which each stratum consisting of maps with domains with more than one node has dimension
at least 4 less than 2 deg(Φ) + 2 + 2n (cf. Lemma 7.6 of [IP2]). Thus the domain C ∈ M(δI)
of f has one node by dimension count. The limit map f splits as f = (f1, f2) such that each
fi is V -regular unless it represents the trivial homology class. In our case, both f1 and f2 are
V -regular maps since the image of f1 passes through V and B1, and the image of f2 passes
through (n− 1) > 2 distinct fibers Bi where 2 ≤ i ≤ n− 1. For some 0 < k < d, we have
• f1 (resp. f2) has contact vector (1
k) (resp. (1d−k)) with both V1 and V2, and hence
• f ∈ ev−1I (△) ∩B ∩ η(G) (under the natural inclusion ev
−1
I (△) →֒ M
V )
where △ is the diagonal of P0 × P0 and evI is the evaluation map
evI = ev2 × ev1 : M
V1,V2
0,2,(1k),(1k)
(P0, kS) ×M
V1,V2
g,n,(1d−k),(1d−k)
(P0, (d− k)S) 7→ P0 × P0.
On the other hand, the condition of contact order (1d) with V is an open condition. The Gluing
Theorem of [RT2] thus implies that for each small t one can uniquely smooth f (at a node) to
produce a V -regular map in MV ∩Gt. Consequently, we have[
ev−1I (△) ] ∩ η
∗
I (Φ)⊗ (F
∗)n =
[
MV ] ∩ (δ{1}∪I ∪ Φ)⊗ (F
∗)n. (10.8)
It follows from (5.6), (10.7), (10.8), the splitting of the diagonal △ as in the proof of
Lemma 10.2 (see paragraph above (10.4)) that
GW(1d),(1d),g
( n∏
i=1
φsii π
∗φtii (F
∗)
)
= GW(1d),(1d),g
( n∏
i=1
φsi−δi1i π
∗φti+δi1i (F
∗)
)
−
∑
0<k<d
( d
k
)2
GW(1k),(1k),0
(
φs1−11 (F
∗)F ∗ ) ·GW(1d−k),(1d−k),g
(
π∗φt11 (F
∗)
∏
i>1
φsii π
∗φtii (F
∗)
)
(10.9)
where the factor
( d
k
)2
reflects the fact that the classes δ{1}∪I in (10.8) are obtained by choosing
k contact points with V1 and k contact points with V2. Observe that by dimension if k 6= s1
then GW(1k),(1k),0
(
φs1−11 (F
∗)F ∗) = 0. Thus, it remains to show :
GW(1k),(1k),0
(
φk−1(F ∗)F ∗ ) = (−1)k−1k! (10.10)
The sum formula (4.15) for h = 0 gives
GW(1k),(1k),0
(
φk−1(F ∗)F ∗F ∗
)
=
1
k!
GW(1k),(1k),0
(
φk−1(F ∗)F ∗
)
·GT F0
(1k),(1k)
(
F ∗
)
= k GW(1k),(1k),0
(
φk−1(F ∗)F ∗
)
(10.11)
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where the second equality follows from (3.8) and the Divisor Axiom. On the other hand, together
with the facts φ = 0 on M0,3 and GW(1),(1),0(F
∗F ∗) = 1, the formula (10.9) shows
GW(1k),(1k),0
(
φk−1(F ∗)F ∗F ∗
)
= −k2GW(1k−1),(1k−1),0
(
φk−2(F ∗)F ∗
)
. (10.12)
By induction, (10.11) and (10.12) thus imply (10.10). This completes the proof. 
Proof of Lemma 10.1 : It suffice to show that for n ≥ 3
GWd,g
( n∏
i=1
τsiφ
ti
i (F
∗)
)
=
1
(d!)2
GW(1d),(1d),g
( n∏
i=1
φsii π
∗φtii (F
∗)
)
. (10.13)
When
∑
si = 0, (10.13) follows from Lemma 5.2. Suppose that (10.13) holds for any d, g and
n ≥ 3 whenever
∑
si < ℓ. Then, Lemma 10.2 and Lemma 10.3 show that (10.13) also holds
when
∑
si = ℓ. Therefore, (10.13) follows from induction on the sum
∑
si. 
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