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Введение
Современное общество невозможно представить без интернета. Он
играет важную роль в жизни огромного количества людей. При помо-
щи интернета мы можем общаться, рассказывать о своей жизни, получать
необходимую информацию и т.д. Можно обобщить различные активности,
ради которых используется интернет: мы можем потреблять контент (ин-
формационное содержание) или создавать его. Такой формат взаимодей-
ствий и огромное число пользователей создают благоприятные условия для
рекламы. Интернет - идеальное место для продвижения своего продукта.
Бизнес любой величины сможет найти в социальных сетях свою целевую
аудиторию и получить прирост покупателей и, соответственно, прибыли,
а потребители контента - найти нужные им продукты или услуги. С точ-
ки зрения маркетинга, помимо очевидного преимущества в объемах охва-
тываемой аудитории, в сравнении с прочими источниками информации,
интернет обладает другой, не менее важной, особенностью - формат кон-
тента. Мы не можем разместить видео в газете или на листовке; не можем
поделиться своим блогом или статьей на телевидении. Для рекламы в ин-
тернете может использоваться любой тип контента. Однако, в особенности,
популярностью пользуется видеоконтент. В связи с этим, владельцы малых
бизнесов и маркетологи вынуждены создавать видеоконтент для продвиже-
ния своих продуктов, чтобы упростить восприятие информации и охватить
как можно больше аудитории. Но нельзя сказать, что создать видео - лег-
ко. Это трудо- и времязатратный процесс. Цель данной работы - упростить
создание конкретного вида видео-контена, а именно - видеопрезентаций.
Видеопрезентация - последовательность из слайдов (Рис. 1), каждый
из которых состоит из фонового изображения/видео и небольшого фраг-
мента текста, вместе с музыкальным сопровождением. Такой формат кон-
тента может использоваться для удобной и краткой презентации чего-либо.
Принцип работы сервиса состоит в следующем. На вход подается
некоторый текстовый документ. Это может быть заранее написанный сце-
нарий для видео; запись из текстового блога; новостная статья и т.д. Раз-
работанный сервис:
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1. Сокращает объем текстовой информации до необходимого минимума,
при котором сохраняется главная мысль и тема текстового докумен-
та, но отсутствует вся излишняя информация. (Краткое содержание)
2. Полученное краткое содержание разбивается на слайды
3. Каждому из слайдов ставится в соответствие изображение/видео, ко-
торое подходит по смыслу как к общей тематике текста, так и к со-
держанию фрагмента на слайде.
4. К презентации подбирается жанр/настроение/тематика музыкально-
го сопровождения, подходящее к тексту.
С помощью уже существующих инструментов для обработки видео резуль-
таты работы предложенного сервиса можно объединить и получить гото-
вый видеофайл.
Рис. 1: Пример слайда.
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Постановка задачи
Цель данной работы - создание веб-сервиса по подбору содержания
видеопрезентаций (текстовая информация, медиафайлы и музыкальное со-
провождение) на основании текстового документа, используя существую-
щие методы машинного и глубокого обучения. Один из главных критериев
качества сервиса - поддержка как можно большего количества языков. Для
достижения этой цели были выделены следующие задачи:
1. Разбить общую задачу составления видеопрезентации на существую-
щие и хорошо изученные подзадачи обработки естественного языка.
2. Провести обзор предметной области.
3. Провести анализ существующих методов и моделей решения выде-
ленных подзадач и выбрать те модели и методы, которые имеют
устойчивость к смене домена и к смене языка.
4. Реализовать API сервис, использующий современные модели и мето-
ды обработки естественного языка.
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Глава 1. Обзор предметной области
1.1 Автоматическая суммаризация текста
Обработка естественного языка (Natural Language Processing, NLP) -
общее направление искусственного интеллекта и математической лингви-
стики. В нем изучаются проблемы компьютерного анализа и синтеза есте-
ственных языков. Задачи NLP направлены на создание таких систем, кото-
рые способны выполнять задачи, связанные с языком, на таком же уровне
как и человек. Одна из таких задач - автоматическая суммаризация текста
(Automatic Text Summarization, ATS).
Краткое содержание любого документа имеет невероятную ценность.
Оно сохраняет нам время, позволяет оценить релевантность текста к пред-
мету нашего поиска, с его помощью мы способны презентовать любую тек-
стовую информацию не вдаваясь в подробности, и др. Создание краткого
содержания вручную - это трудоемкий и времязатратный процесс, требую-
щий знания полного содержания документа и способности выделить клю-
чевые аспекты. Изложения могут разниться от одного человека к другому.
С ростом объема информации необходимость исследований в области толь-
ко увеличивалась. Мы можем получить нужные нам знания как угодно и
где угодно, однако избыточные данные могут затруднять и замедлять нам
поиск. Таким образом, изучение автоматических способов отделения по-
лезной информации от всего остального имеет очевидные преимущества.
Автоматическое создание таких ценных отрывков текста - давно из-
вестная проблема в области обработки естественного языка. Работа Ханса
Питера Луна [1], посвященная решению этой задаче, была одной из первых.
С тех пор появилось огромное количество различных методов решения этой
задачи.
Различают 2 вида суммаризации:
• Экстрактивный подход - составление краткого содержания как под-
множество предложений исходного текста, которые содержат наи-
большее количество информации.
• Абстрактивный подход - составление нового текстового документа,
6
содержательно обобщающего исходный.
У каждого из подходов есть свои преимущества и недостатки. Методы аб-
страктивной суммаризации решают seq2seq задачу генерации текста. За
счет этого, при идеальной работе, будет получен связный текст меньше-
го объема, похожий на составленный человеком. Однако существующие
методы очень чувствительны к домену текста, а за счет того, что текст
генерируется с нуля, малейшие ошибки могут вести к генерации нечита-
бельного текста. Плюс к этому, современные методы основаны на моделях
глубокого обучения, таких как Bert [2] и T5 [3], следовательно, они имеют
относительно долгое время работы.
Методы экстрактивной суммаризации выбирают лучшие (в каком-то
понимании) предложения из исходного текста и составляют из них краткое
содержание. При таком подходе не может идти речь о какой-либо ориги-
нальности или похожести на составленный человеком текст. Однако такие
методы устойчивы к ошибкам, к смене домена и быстро работают, что яв-
ляется большим плюсом при необходимости составления готового краткого
содержания без последующего редактирования. В связи с этим, в данной
работе используются методы экстрактивной суммаризации и, в дальней-
шем, под суммаризацией будет пониматься именно экстрактивный подход.
На сегодняшний день лучшие методы суммаризации основаны на ис-
пользовании языковой модели BERT. Однако такие методы, как правило,
хорошо решают задачу лишь для одного языка - английского. Это связано с
тем, что существующие крупные наборы данных, которые необходимы для
обучения моделей, - на английском языке. Одной из поставленных задач
является максимально возможная независимость модели от языка. В связи
с этим, для решения задачи суммаризации будет использоваться метод без
учителя, который не привязан к конкретному языку.
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1.2 Извлечение ключевых слов
После составления краткого содержания необходимо подобрать изоб-
ражения/видео, которые наилучшим образом подходят к тексту, а затем
разбить набор предложений и медиафайлов на слайды. Для подбора медиа-
файлов были использованы существующие сервисы (Pixabay, Shutterstock,
Storyblocks и т.д.), с помощью которых можно получить доступ к огромно-
му количеству стоковых изображений и видео. Принцип работы таких сер-
висов следующий: по некоторому текстовому запросу (как правило, набор
ключевых слов) можно получить набор медиафайлов, причем у каждого
полученного файла есть некоторое текстовое описание того, что изображе-
но на изображении или происходит на видео. Таким образом, для состав-
ления запроса к такому сервису и, впоследствии, подбора подходящих к
тексту изображений необходимо выделить в тексте ключевые слова. Такая
задача известна как "Извлечение ключевых слов" (Keyword extraction).
Существуют методы извлечения ключевых слов с учителем (supervised) и
без учителя (unsupervised). В данной работе было принято использовать
unsupervised методы, потому что такие алгоритмы не зависят от обучаю-
щей выборки, а следовательно устойчивы к смене домена/языка, что явля-
ется очевидным преимуществом в рамках данной работы. Можно обобщить
принцип работы unsupervised алгоритмов по этапам их работы. Как пра-
вило, принцип работы таких методов выглядит следующим образом:
1. Выбор кандидатов. Основываясь на различных эвристических мето-
дах выбираются те лексические единицы (слова, фразы), которые,
предположительно, могут выполнять роль ключевых слов. Такими
методами могут быть: проверка на принадлежность слова к списку
стоп-слов; выбор слов, относящихся к определенным частям речи; и
т.д.
2. Оценка кандидатов. По какому-либо методу каждому из кандидатов
ставится в соответствие некоторая оценка.
3. Составляется список ключевых слов. Первые N кандидатов с наилуч-
шими оценками становятся ключевыми.
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В [4] было проведено сравнение (Таблица 2) популярных unsupervised
методов. В таблице 2 обозначения "@10"и "@20"означают, что методы из-







Сравнивались 9 различных методов относящихся к двум типам алго-
ритмов: статистические и графовые. Наборы данных различались по язы-
ку, домену и объему текста. По результатам сравнения было выявлено, что
в большинстве случаев статистические методы показывали себя лучше, чем
графовые. Также, в ходе сравнения было выявлено, что статистические
методы работают значительно лучше на объемных текстовых документах.
Особенно, среди статистических методов выделялся KPMiner [10] (KPM).
Рис. 2: Результаты сравнения Unsupervised методов извлечения ключевых слов. Таб-
лица взята из [4].
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1.3 Схожесть текстовых документов
После извлечения ключевых слов из текста и получения набора изоб-
ражений подходящих по тематике к тексту необходимо подобрать каждому
предложению из составленного краткого содержания фоновое изображе-
ние/видео. Для решения этой задачи можно воспользоваться текстовыми
описаниями элементов набора медиафайлов и свести задачу подбора под-
ходящих изображений к задаче подбор подходящих текстовых документов
следующим образом:
1. Составить векторное представление предложения из сокращенного
ранее текста (главный вектор).
2. Составить векторные представления текстовых описаний полученных
ранее медиафайлов (векторы-кандидаты).
3. С помощью меры схожести, а именно косинусной схожести, найти
ближайший к главному вектору вектор-кандидат. Косинусная схо-














где v и w - векторные представления текстовых документов между
которыми требуется найти схожесть.
Это задача нахождения схожести текста (Text Similarity). Решение такой
задачи сводится лишь к нахождению лучшего способа представить текст
в виде вектора. Это можно сделать с помощью, например, таких методов,
как:
• TF-IDF. Метод векторизации текста основанный на одноименной ста-
тистической мере. Мера TF-IDF вычисляется по следующей формуле:
tfidf(t, d,D) = tf(t, d)× idf(t,D),
где tf(t, d) - частота встречи слова t в документе d (под документом,
в контексте нашей задачи, понимается предложение), а idf(t,D) -
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обратная частота встречи слова в коллекции документов D:
idf(t,D) = log
| D |
1 + | {d ∈ D : t ∈ d} |
Преимущества метода: независим от языка и домена.
Недостатки: при векторизации не учитываются семантические связи
между словами (текст рассматривается как набор слов).
• Doc2Vec [11]. Метод векторизации документа, основанный на мето-
де Word2Vec [12]. Word2vec - это инструмент (набор алгоритмов) для
расчета векторных представлений слов, реализует две основные ар-
хитектуры — Continuous Bag of Words (CBOW) и Skip-gram. На вход
подается корпус текста, а на выходе получается набор векторов слов.
Doc2Vec создает веторное представление документа фиксированной
размерности вне зависимости от его длины.
Преимущества: учитываются семантические связи между словами.
Недостатки: небольшое количество открытых предобученных моде-
лей; сильная зависимость от языка и домена.
• SentenceBERT [13]. Метод векторизации предложений, основанный на
языковой модели BERT. С помощью сиамской архитектуры (Рис. 3)
оптимизируется операция усреднения веторных представлений токе-
нов на задаче нахождения текстового сходства. Операция усреднения
векторных представлений оптимизируется следующим образом:
1. Две модели архитектуры BERT с идентичными весами состав-
ляют векторные представления токенов.
2. Векторные представления токенов усредняются.
3. Между полученными векторными представлениями предложе-
ний ищется схожесть.
4. Значение полученной схожести сравнивается с правильным от-
ветом.
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5. Обновляются веса модели.
Преимущества: учитываются семантические связи между словами;
использование State-of-the-Art языковой модели BERT; большое ко-
личество доступных предобученных моделей для различных доменов
и языков.
Недостатки: отсутствие хороших предобученных моделей, поддержи-
вающих большое количество языков.
• Universal Sentence Encoder [14]. Один из лучших существующих спо-
собов векторизации предложений. Предобученная мультиязыковая
модель USE переводит любой входной текст в векторное простран-
ство размерности 512. USE использует 6 слоев трансформер-блоков
(Рис. 4) для составления векторных представлений токенов, а затем
применяет поэлементное сложение и нормализует вектор для полу-
чения вектора фиксированной длины (512). Такая архитектура обу-
чалась сразу на нескольких задачах NLP, а именно: Modified Skip-
thought, Conversational Input-Response Prediction и Natural Language
Inference.
Преимущества: Предобученная модель поддерживает большое коли-
чество языков; учитываются семантические связи между словами;
в отличие от предыдущих моделей, обучалась изначально с целью
составления векторного представления предложений (другие методы
адаптируют ранее разработанные методы векторизации токенов/слов)
Минусы: Нет полной независимости от языка (обучение происходило
на 16 языках)
Существуют и другие модели, в которых используется идея оптими-
зации операции усреднения для использования составленных ими вектор-
ных представлений для нахождения схожести текстов. Но, как правило,
такие модели обучены только на одном языке. USE, в свою очередь, под-
держивает 16 языков. Если необходимо сохранить полную независимость
от языка, то следует использовать статистические методы, например, TF-
IDF.
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Рис. 3: Архитектура SentenceBERT для задачи нахождения сходства предложений.
Рис. 4: Архитектура Universal Sentence Encoder.
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1.4 Классификация без подготовки
Последний этап - выбор музыки. Цель сервиса - определить жанр /
настроение музыкального сопровождения так, чтобы оно подходило к тек-
сту. Для такой задачи совсем необязательно работать с аудио-файлами.
Достаточно поставить задачу классификации текста. Однако при опреде-
лении жанра музыки не хотелось бы иметь заранее определенный набор
классов. Музыка может различаться не только по жанру (поп, рок, хип-
хоп), но и по настроению (вдохновляющая, грустная, веселая), по тематике
(детская, бизнес, новости) и т.п. Поэтому, для того, чтобы у пользователя
была возможность выбора характеристики музыки, по которой нужно вы-
полнить классификацию, в работе используется метод классификации без
подготовки (Zero-shot Classification). Zero-shot классификация текста - за-
дача классификации, в которой модели могут классифицировать текст, не
обучаясь при этом на наборе данных, созданном для этой задачи класси-
фикации. Если для решения задачи классификации модели нужен набор
данных для обучения с заранее определенным конечным числом классов,
то для zero-shot такой набор не нужен - модель способна предсказать к
какому из предложенных классов вероятнее всего относится текст и без
такого набора.
Такое возможно благодаря задаче NLI (Natural Language Inference) -
есть некоторое высказывание (например - "Сейчас идет футбольная игра
между несколькими мужчинами"), некоторая гипотеза (например - "Муж-
чины сейчас играют в футбол") и необходимо определить один из трех
исходов:
• Entailment - логическое следствие (из высказывания следует гипоте-
за)
• Contradiction - противоречие (из высказывания не следует гипотеза)
• Neutral - нейтральность (гипотеза и высказывание не связаны)
В данном случае правильный ответ - Entailment. Такой подход к реше-
нию задачи классификации без определенных заранее классов с помощью
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предобученных языковых моделей и успехов в задаче NLI был предложен в
[15]. С помощью предобученных мультиязычных моделей, решающих зада-
чу NLI, можно переформулировать задачу опредения класса музыки сле-
дующим образом: Пусть есть множество Y , состоящее из n классов, задан-
ных текстовой строкой (например, {детская, бизнес, новости, наука}), к
которым может относиться текстовый документ d, тогда, с помощью мо-
дели NLI, определяющей вероятность P (h|p) того, что пара высказывание
(p) - гипотеза (h) относится к классу Entailment, то для классификации
достаточно найти:
argmaxy∈Y P (y|d)
Тогда класс y, для которого будет достигаться максимум вероятно-
сти, можно считать классом, к которому относится текстовый документ.
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Глава 2. Программная реализация сервиса с использо-
ванием предобученных моделей
Примеры работы отдельных составляющих сервиса будут продемон-
стрированны на статье "The Only Way to Be Truly Confident in Yourself" на
Medium.com [16].
2.1 Архитектура решения и используемые технологии
Описанное решение реализовано в виде API-сервиса на языке про-
граммирования Python с использованием фреймворка Flask. Для работы с
языковыми моделями используются библиотеки Transformers (HuggingFace)
и Tensorflow. Для предобработки текста используется модуль NLTK.
Сервисом можно воспользоваться отправив GET-запрос с указани-
ем двух параметров: url - ссылка на статью, видеопрезентацию которой
необходимо составить, и lang - язык статьи. На выходе - содержимое ви-
деопрезентации в формате JSON (Рис 5). Ответ состоит из поля theme, в
котором указана тематика музыкального сопровождения, slides - список
слайдов, каждый из которых состоит из текста text и pics.
Рис. 5: Формат ответа API-сервиса.
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2.2 Используемые в сервисе методы и модели
2.2.1 LexRank
Для определения наилучшего Unsupervised метода суммаризации бы-
ло проведено сравнение 6 методов:
1. TextRank [17]. Графовый алгоритм, главной идеей которого является
“рекомендация”. Каждое предложение выполняет роль вершины на-
правленного графа. Если вершина A соединяется с вершиной B, это
значит что B получила “голос” или “рекомендацию” от A. Чем боль-
ше число голосов у вершины, тем больше важность предложения.
Более того, важность вершины, которая отправляет голос, влияет на
важность голоса.
Рекомендацию можно определить по-разному. Для задачи суммари-
зации такой “голос” определяют как сходство двух предложений. В
оригинальном предложенном алгоритме, сходство предложений вы-
числяется как нормализованное пересечение этих предложений. Фор-
мально:
Similarity(Si, Sj) =
|{wk|wk ∈ Si & wk ∈ Sj}|
log(|Si|) + log(|Sj|)
где Si - i-ое предложение, состоящее из слов {wk}.
2. LexRank [18]. Графовый метод, основанный на TextRank. В отличие
от TextRank, этот подход использует иной метод оценки схожести
двух предложений для составления весов графа. Все предложения
представляются в виде TF-IDF векторов, а сама оценка схожести вы-
числяется как косинусное сходство, определенное ранее.
3. Latent Semantic Analysis, LSA [19]. Алгебраический метод. Коллекция
документов представляется в виде матрицы количество уникальных
терминов в коллекции x количество документов в коллекции. С по-
мощью сингулярного разложения такой матрицы происходит выбор
k предложений.
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4. Luhn. Первый известный метод решения задачи суммаризации. Осно-
ван на предположении о том, что самые значимые предложения - те,
которые содержат наибольшее количество значимых слов(значимые
слова - самые часто встречающиеся не стоп-слова)
5. SumBasic [20]. Статистический алгоритм. Основная идея состоит в
том, чтобы использовать в документе часто встречающиеся слова,
а не менее часто встречающиеся, чтобы получить резюме, которое
более вероятно в человеческих рефератах.
6. KL-Sum. В данном алгоритме для выбора краткого содержания S
используется следующий критерий:
S = min KL(PD||PS),
где KL(PD||PS) - расстояние Кульбака - Лейблера между распреде-
лениями вероятности появления слов в изначальном документе и в
сгенерированном кратком содержании.
Сравнение вышеперечисленных методов проходило на наборе дан-
ных CNN, содержащем новостные статьи на английском языке и выдержки
(сформированные человеком) из них.
Все методы оценивались по метрике ROUGE [21]. ROUGE - это оцен-
ка, которая активно используется для оценивания качества моделей в зада-
чах суммаризации и машинного перевода. Ее идея очень проста: ROUGE-
оценка показывает как сильно пересекаются два разных текста. В нашем
случае два текста это “правильное” краткое содержание и сгенерированное.
В итоговой таблице будут использованы 3 версии ROUGE-оценки: ROUGE-
1, ROUGE-2 и ROUGE-L, где число означает количество слов в словосоче-
тании, по которым считается пересечение предложений, а L - означает, что
поиск пересечений идет не по фиксированному размеру словосочетаний, а
по наибольшему.
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Рис. 6: Результаты сравнения методов суммаризации на наборе данных CNN.
На изображении (Рис. 6) отображены результаты сравнения шести
алгоритмов на наборе данных CNN. Можно заметить, что лучший резуль-
тат по ROUGE-оценке показал метод LexRank с оценками ROUGE-1 =
0.2531, ROUGE-2 = 0.0867, ROUGE-L = 0.1833. Это означает, что среди
шести данных алгоритмов LexRank будет показывать наилучшие результа-
ты на документах, похожих на используемый для сравнения набор данных
CNN.
По результатам сравнения, для составления краткого содержания
был выбран алгоритм LexRank.
На изображении (Рис. 7) приведен пример краткого содержания из
10 предложений, полученного из статьи [16]. Исходный текст [16] состоял
из 66 предложений.
Рис. 7: Пример работы алгоритма LexRank.
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2.2.2 KPMiner
По результатам сравнения (Рис. 2), лучшие результаты показал метод
извлечения ключевых фраз KPMiner.
KPMiner (KPM) - статистический алгоритм извлечения ключевых
фраз, основанный на мере TF-IDF. Принцип работы KPM совпадает с об-
щим принципом работы методов по извлечению ключевых слов, который
был описан в секции Извлечение ключевых слов. Особенностью алгорит-
ма является используемый в нем метод оценки кандидатов. Так, в KPM
кандидат с индексом i получает оценку wi равную:
wi = tfi ∗ idfi ∗B,
где B - повышающий фактор, который равен:
B = min(σ,Nd/(Pd ∗ α)),
где σ и α - параметры повышающего фактора (в оригинальной статье:
σ = 3, α = 2.3), Nd - общее количество фраз-кандидатов и Pd - общее
количество фраз-кандидатов, которые состоят более чем из одного слова.
Таким образом, KPMiner - модификация метода TF-IDF.
Пример работы KMP на статье [16] приведен в Рис. 8. Далее полу-
ченные ключевые слова используются для получения набора релевантных
изображений.
Рис. 8: Пример работы алгоритма KPMiner. Представлены 10 ключевых фраз, кото-
рые получили наибольшие оценки.
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2.2.3 Universal Sentence Encoder
После составления, списки ключевых фраз отправляются в качестве
запроса в сервис Pixabay. В ответе приходит набор из изображений (Рис. 9),
который удовлетворяет ключевым словам. Далее необходимо для каждого
предложения из краткого содержания подобрать подходящее изображение
из полученного набора. У каждого из изображений есть текстовое описа-
ние. Подбор осуществляется с помощью модели векторизации предложений
Universal Sentence Encoder. Для каждого предложения из краткого содер-
жания набор текстовых описаний изображений ранжируется по косинусной
схожести их векторных представлений. Таким образом, для текста слайда
d выбирается изображение с текстовым описанием a из набора текстовых
описаний A такое, что:
a = argmaxai∈A CosineSimilarity(USE(d), USE(ai)),
где USE(x) - операция веткторного представления строки x с помощью
Universal Sentence Encoder. Несколько примеров подбора изображений: 11.




Последний этап - определение тематики музыкального сопровожде-
ния (Классификация без подготовки). Для задачи zero-shot классификации
была выбрана предобученная модель XLM-RoBERTa-xnli. XLM-RoBERTa
[22] - мультиязыковая модель, обученная, в общей сложности, на 2,5 тера-
байта данных на 100 различных языках. Эта модель было предложена в [22]
и использует ту же архитектуру, что и RoBERTa [23]. XLM-RoBERTa-xnli
- это XLM-RoBERTa дообученная на наборе данных xnli (мультиязыковой
набор данных для задачи NLI, описанной в Классификация без подготов-
ки).
По умолчанию, в разработанном сервисе используются следующие
возможные тематики музыкального сопровождения: sad (грустная), happy
(веселая), inspirational (воодушевляющая), motivational (мотивирующая),
relaxing (успокаивающая), news (новости), business (бизнес), kids (дети),
sport (спорт). Однако, как было сказано ранее, модель не привязана к опре-
деленному набору классов, поэтому пользователь может свободно коррек-
тировать набор классов.
Несколько примеров приведены в Рис 10. На вход функции подает-
ся заголовок статьи или любой другой отрывок, а на выходе - заданные
классы, вместе с оценками P (h|p) (была определена в Классификация без
подготовки), отсортированные по убыванию. Таким образом, первый класс
можно использовать как тематику музыкального сопровождения для ви-
деопрезентации.
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В данной работе была решена задача разработки сервиса по автома-
тическому созданию видеопрезентаций из текста. В ходе работы был прове-





• Zero-shot Text Classification
Для выполнения каждой из подзадач сервиса были выбраны модели,
которые имеют наилучшее качество, устойчивость к смене домена и устой-
чивость к смене языка исходного текста. В результате, сервис, сохраняя
высокое качество, способен поддерживать 16 языков. Сервис может поддер-
живать более 100 языков при условии замены Universal Sentence Encoder
компоненты на TF-IDF.
В результате объединения всех компонент, на фреймворке Flask был
разработан API-сервис. С его помощью можно получить все необходимое
содержимое для составления видеопрезентации. API-сервис можно инте-
грировать в уже существующие редакторы видео, чтобы получить готовый
видеоформат.
2.4 Перспективы развития
Перспективы развития проекта следующие:
• Интегрирование сервис в существующие инструменты по редактиро-
ванию видео.
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• Использование генеративных моделей, например, для генерации фо-
на слайда по текстовому содержанию слайда.
• Расширение функционала сервиса.
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Рис. 11: Примеры изображений подобранных к текстовому описанию слайда.
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