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Z U S A M M E N FA S S U N G
In dieser Arbeit wird das dynamische Verhalten von Genregulations-
netzwerken untersucht: Kontinuierliche Dynamik für mRNA- und
Protein-Konzentrationen wird mit einem Booleschen Modell der
Genregulation verglichen.
Zunächst sind die betrachteten Netzwerke einfache Feedback-
Schleifen oder solche mit einer zusätzlichen internen Verknüpfung.
Durch die Anwendung einer generalisierten linearen Stabilitätsana-
lyse können verschiedene kontinuierliche Modelle und verschiedene
Arten von regulatorischen Funktionen untersucht werden, und
Bedingungen dafür definiert werden, dass ein System stabile Oszilla-
tionen oder Fixpunkte aufweist. Diese Bedingungen hängen nur von
allgemeinen Eigenschaften des Systems ab, wie dem Verhältnis der
Zeitskalen, dem Grad der Kooperativität der Interaktionen und der
logischen Struktur des Netzwerks. Die Ergebnisse dieser Analyse
können verschiedene Ergebnisse früherer Studien kombinieren und
verallgemeinern. Durch die systematische Untersuchung dieser
kleinen Netzwerke wird zudem festgestellt, dass es keine einfachen
Regeln für die Entscheidung gibt, wann Boolesche und kontinu-
ierliche Dynamik miteinander übereinstimmen. Es können jedoch
mehrere Kriterien identifiziert werden.
Um diese Kriterien zu bestätigen, werden im zweiten Teil der
Arbeit robuste Genregulationsnetzwerke mit „vollständig zuverläs-
sigen“ Trajektorien untersucht. In der Booleschen Darstellung sind
diese Trajektorien robust gegenüber Fluktuationen in der Reihen-
folge, in der die Knoten aktualisiert werden. Das Boolesche Modell
für Genaktivität wird mit einer kontinuierlichen Beschreibung in
Form von Differentialgleichungen für die Konzentrationen von
mRNAs und Proteinen verglichen. Diese vollständig zuverlässigen
Booleschen Trajektorien können perfekt durch das kontinuierliche
Modell reproduziert werden, wenn passende Regulationsfunktionen
verwendet werden. Es wird zudem untersucht, inwieweit diese hohe
Übereinstimmung zwischen den Booleschen und kontinuierlichen
Oszillationen vom Ausmaß der Zuverlässigkeit der Booleschen
Trajektorie abhängt. Es werden Kriterien identifiziert, wie etwa der
Einfluss der Zustandsdauer einzelner Knoten, die bestimmen wann
eine gute Wiedergabe der Booleschen Dynamik in der kontinuierli-
chen Beschreibung möglich ist.
iii
Nach den Ergebnissen dieser Arbeit, stimmt die Dynamik des
Booleschen und kontinuierlichen Modells für solche Netzwerke über-
ein, die robust gegenüber Fluktuationen in der Aktualisierungsrei-
henfolge sind. Das bedeutet, dass für solche Systeme, die auch bei
Rauschen zuverlässig ablaufen müssen, die anschauliche Boolesche
Beschreibung eine angemessene Repräsentation des biologischen Sys-
tems ist. Daher bilden die Ergebnisse dieser Arbeit eine Grundlage
für auf ihnen aufbauende Forschung in Form von angewandten sowie
theoretischen Studien und sind aus diesem Grund für weite Bereiche
der biophysikalischen Forschung von Bedeutung.
iv
A B S T R A C T
In this thesis, the dynamical behavior of gene regulatory networks is
investigated: Continuous dynamics for mRNA and protein concentra-
tions is compared to a Boolean model for gene activity.
First, the considered networks are simple loops or loops with an
additional internal regulating connection. Using a generalized linear
stability analysis, different continuous models and different types of
regulatory functions can be studied within a single framework, and
conditions under which the system can display stable oscillations or
stable fixed points are established. These conditions only depend on
general features such as the ratio of the relevant time scales, the de-
gree of cooperativity of the regulating interactions and the logical
structure of the interactions. The results combine and generalize the
findings of several previous studies. Based on the systematic study
of these small networks, it is found that there are no simple rules for
deciding when Boolean and continuous dynamics agree with each
other. However, several relevant criteria can be identified.
In order to confirm these criteria, in the second part of this thesis,
robust gene regulatory networks which possess “entirely reliable”
trajectories are studied. In a Boolean representation, these trajectories
are characterized by being insensitive to the order in which the nodes
are updated, i.e., they always go through the same sequence of states.
The Boolean model for gene activity is compared to a continuous
description in terms of differential equations for the concentrations of
mRNAs and proteins. These entirely reliable Boolean trajectories can
be perfectly reproduced in the continuous model when appropriate
regulating functions are used. It is investigated to what extent this
high correspondence between Boolean and continuous trajectories
depends on the extent of reliability of the Boolean trajectories.
Furthermore, simple criteria which enable the faithful reproduction
of the Boolean dynamics in the continuous description are identified,
for example the influence of the flip duration of individual nodes.
According to the results of this thesis, the dynamics between the
Boolean and continuous model are in agreement for those networks
that are robust against fluctuations in the update sequence. This
means that for systems, which need to be robust against noise, the
simplified Boolean approach is a faithful, albeit conceptual, represen-
tation of the real biological system. Therefore, the results of this thesis
may spark further research in the form of, both, practical applications
as well as theoretical studies, and thus, they are of importance for a
wide audience in biophysics.
v
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E I N L E I T U N G
1.1 motivation
Komplexe Systeme sind Systeme, die aus einer großen Zahl von he-
terogenen Bestandteilen aufgebaut sind, deren lokale Interaktionen
verschiedene Level von kollektiver Organisation schaffen [1] und zu
vielseitigem dynamischen Verhalten führen. Beispiele sind künstliche
Systeme, wie das Internet oder Stromnetz aber auch natürliche Syste-
me, wie lebende Organismen. So lässt sich beispielsweise jede Zelle
als ein komplexes System aus mehreren tausend Molekülen beschrei-
ben. Um Leben besser zu verstehen, müssen biologische Systeme und
ihre komplexen Mechanismen untersucht werden. Die traditionelle
Molekularbiologie beschäftigt sich hauptsächlich mit der Form und
Evolution der verschiedenen Moleküle. Dieser Ansatz reicht jedoch
nicht aus, wenn für die Dynamik der Systeme die Wechselwirkungen
zwischen den Molekülen eine wichtigere Rolle spielen als die Mole-
küle selbst. Dies ist beispielsweise beim Auftreten von Krankheiten
wie Krebs, Herzversagen oder Diabetes mellitus der Fall, deren Ent-
stehung und Entwicklung von den komplexen Interaktionen mehre-
rer Faktoren abhängen [2]. Diese Erkenntnis hat die während des 20.
Jahrhunderts in der Genetik und Molekularbiologie vorherrschende
Vorstellung verbannt, dass pro Funktion eines Systems ein individu-
elles Gen zuständig ist [3].
Vor diesem Hintergrund wurde eine Beschreibung der biologischen
Prozesse auf der Ebene von interagierenden Molekülen, die koordi-
niert zelluläre Prozesse steuern, wichtiger. Systembiologen versuchen
durch die Untersuchung der kollektiven Eigenschaften der Moleküle
die Frage zu beantworten, wie biologische Systeme Stabilität oder
Robustheit gegenüber Störungen entwickeln können. Es hat sich ge-
zeigt, dass Zellen komplexe Netzwerke nutzen, um mehrere Prozesse
zu koordinieren, und es damit erlauben, sich an die Umgebung an-
zupassen und auf Änderungen zu reagieren [4]. Aus diesem Grund
sind viele biologische Systeme, wie z. B. der robuste Zellzyklus [5]
oder zirkadiane Rhythmen [6], in der Lage trotz des Einflusses von
1
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Rauschen, das Abweichungen der Dynamik vom deterministischen
Verhalten bewirken kann, ein zuverlässiges und vorhersagbares Ver-
halten zu zeigen.
Um die Dynamik der komplexen Systeme zu beschreiben und zu
untersuchen, können mathematische Modelle aufgestellt werden, die
die ablaufenden biologischen Prozesse formalisieren. In den Worten
des theoretischen Zellbiologen John Tyson [7] ähnelt die Aufgabe, bio-
logische Systeme zu verstehen, der Herausforderung mit einer Tüte
mit vielen Puzzleteilen umzugehen: Es ist nicht bekannt wie das Mo-
dell am Ende aussehen soll, d. h. es fehlt das Bild auf der Packung, es
ist nicht sicher, ob alle Teile des Puzzles in der Tüte sind, und es gibt
noch nicht einmal einen Tisch um zu testen, ob die Teile zusammen
passen. Nach John Tyson liefert die mathematische Modellierung den
Tisch für das Puzzle.
Durch die mathematische Modellierung biologischer Systeme kann
beispielsweise der Zusammenhang zwischen der zellulären Funktion
eines Systems und der Struktur des zugrundeliegenden Netzwerks
erfasst werden. Zudem lässt sich die Frage beantworten, welche mög-
lichen Verhalten durch ein gegebenes biologisches System erzeugt
werden können [3]. Mit Hilfe von Computersimulationen oder ma-
thematischer Analyse kann das Verhalten der biologischen Prozes-
se untersucht werden, um Inkonsistenzen zwischen Hypothesen und
Beobachtungen zu finden und das Verhalten und die Kontrolle der
Prozesse unter noch nicht getesteten Bedingungen zu analysieren.
Doch die Modellierung bringt neue Probleme mit sich, die zum
einen auf der Größe der Netzwerke und zum anderen auf den kom-
plexen Interaktionen zwischen den beteiligten Molekülen basieren:
Durch die große Zahl an Parametern ist es oft schwierig, ein Mo-
dell mit experimentellen Daten zu vergleichen, und die nichtlinearen
Interaktionen der Moleküle können zu einer komplexen Dynamik
führen, deren Analyse sehr aufwendig ist. Eine Möglichkeit diese
Schwierigkeiten anzugehen, ist die Wahl eines geeigneten Abstrak-
tionslevels, denn die mathematische Beschreibung der nichtlinearen
Interaktionen folgt jeweils dem gewählten Paradigma des mathema-
tischen Modells, das die Regeln für die Repräsentation der biologi-
schen Prozesse spezifiziert und damit auch die Komplexität des Sys-
tems bestimmt [2].
2
1.1 Motivation
In dieser Arbeit geht es um verschiedene mathematische Modelle
für Netzwerke, mit deren Hilfe einige Interaktionen der Genexpres-
sion modelliert werden können. Genexpression bezeichnet den viel-
schichtigen Vorgang, durch den genetische Information, die in Form
von Genen auf der Desoxyribonukleinsäure (engl. Deoxyribonucleic
acid) (DNA) gespeichert ist, in Proteine umgewandelt wird. Dies ge-
schieht durch die Prozesse der Transkription der DNA in Boten-Ri-
bonukleinsäure (engl. messenger ribonucleic acid) (mRNA) und der
Translation der mRNA in Proteine [8]. Die Proteine können in der Zelle
verschiedene Aufgaben übernehmen, wie beispielsweise die Mitwir-
kung bei Transportprozessen oder die Katalyse von Reaktionen. Ein
bestimmter Typ von Proteinen sind sogenannte Transkriptionsfakto-
ren, die selbst wieder an die DNA binden und die Rate regulieren
können, mit der ein Gen in mRNA transkribiert wird.
Für die Modellierung dieses Prozesses werden sogenannte Gen-
regulationsnetzwerke aufgestellt, die typischerweise die Zustände ei-
ner oder mehrerer Arten der beteiligten Moleküle (Gene, mRNAs und
Transkriptionsfaktoren) als Knoten modellieren. Die Knoten sind un-
tereinander durch Kanten verknüpft, die die physikalischen Interak-
tionen und kausalen Beziehungen der Genregulation darstellen [2].
Auch für Genregulationsnetzwerke existieren mathematische Model-
le mit unterschiedlichen Abstraktionsniveaus.
Realistische Modelle der Genregulation bestehen aus Ratengleichun-
gen für die Konzentrationen der beteiligten Makromoleküle, d. h. der
mRNAs und Proteine. Die Veränderung der Konzentration geschieht
dabei kontinuierlich in der Zeit und auch die Konzentrationen selbst
haben kontinuierliche Werte. Für den quantitativen Vergleich der kon-
tinuierlichen Modelle mit biologischen Daten dienen biologische Ex-
perimente, die zudem auch kinetische Parameter für das Modell lie-
fern können [9]. Wenn die Parameter variiert werden, können konti-
nuierliche Modelle verschiedene Arten von dynamischem Verhalten
zeigen, beispielsweise in Form von Fixpunkten oder Oszillationen.
Neben diesem detaillierten, quantitativen Zugang werden die ge-
nerellen Eigenschaften der Genregulation auch durch eine minimalis-
tische, dynamische Beschreibung als Boolesches Netzwerk wiederge-
geben. In diesen Modellen wird die Zeit diskret modelliert und der
Zustand eines Gens ist entweder „an“ oder „aus“ [10, 11]. Damit re-
duzieren Boolesche Modelle die hohe Komplexität eines Systems auf
ein Problem mit logischer Struktur und wenigen Variablen. Es konn-
3
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te gezeigt werden, dass Boolesche Modelle die korrekte Abfolge von
Ereignissen in bestimmten Genregulationsnetzwerken reproduzieren
können, wie z. B. für das Netzwerk des Zellzyklus von Hefe [5, 12].
Das bedeutet, dass für das Verständnis vieler Eigenschaften von Gen-
regulationsnetzwerken keine detaillierte Modellierung nötig ist, son-
dern Boolesche Modelle ausreichen können. Die Untersuchung dieser
Modelle hat damit großes Potential, grundlegende Mechanismen der
biologischen Prozesse zu offenbaren. Eine Schwäche der Booleschen
Modelle ist jedoch die Gegenwart dynamischer Artefakte durch die
Diskretisierung der Zeit und der Konzentrationswerte. Aus diesem
Grund gibt es Situationen, in denen die Vereinfachungen der Boole-
schen Modelle nicht angemessen sind [13, 14, 15].
Der Vergleich der Booleschen und kontinuierlichen Dynamik der
Genregulationsnetzwerke zeigt zudem, dass es keine einfachen Re-
geln gibt, wann die Dynamik des abstrakten Booleschen Modells mit
der des kontinuierlichen Modells übereinstimmt [16, 17, 18], doch ge-
rade aufgrund der Einfachheit und Transparenz der Booleschen Be-
schreibung lohnt es sich zu wissen, unter welchen Bedingungen die
Boolesche Modellierung ausreichend ist.
4
1.2 Ziele und Nutzen
1.2 ziele und nutzen
Im Rahmen dieser Arbeit wird die Boolesche und kontinuierliche Dy-
namik von Genregulationsnetzwerken gegenübergestellt. Es wird un-
tersucht, in welchen Fällen die rechentechnisch günstigere und an-
schaulichere Boolesche Beschreibung ausreichend ist, d. h. unter wel-
chen Bedingungen die Dynamik des abstrakten Booleschen Modells
mit der des kontinuierlichen Modells übereinstimmt. Das Ziel dieser
Arbeit ist es, die Boolesche und kontinuierliche Dynamik spezieller
Netzwerke im Kontext der Genregulation systematisch zu verglei-
chen und verschiedene Kriterien zu definieren, wann eine gute Über-
einstimmung zwischen den beiden Modellen gefunden werden kann.
Um diese Kriterien zu definieren werden im ersten Schritt Netz-
werkmodule untersucht, die untereinander eine ähnliche Topologie
aufweisen: Es werden einfache und gekoppelte Feedback-Schleifen mit
steigender Netzwerkgröße betrachtet. Begonnen wird mit dem kleinst-
möglichen dieser Netzwerke aus nur zwei Genen, bevor die Unter-
suchung auf drei und schließlich N Gene verallgemeinert wird. Da-
mit die Ergebnisse nicht von der spezifischen Parameterwahl abhän-
gen, sondern von allgemeinen Eigenschaften der Regulationsfunktio-
nen, wird die Methode der generalisierten Modelle [19] verwendet. Die-
se erlaubt es, die Stabilität von Fixpunkten und das Auftreten von
Oszillationen in Abhängigkeit von allgemeinen Merkmalen des Sys-
tems zu untersuchen, ohne die Konzentrationen des Gleichgewichts-
zustands oder die regulatorischen Funktionen genau bestimmen zu
müssen. Dadurch wird für die speziellen Module der Genregulations-
netzwerke eine viel umfassendere Untersuchung ermöglicht, als es in
früheren Studien [16, 17, 18] der Fall war, da alle Klassen von logi-
schen Funktionen und ein breites Spektrum an Parameterwerten für
unterschiedliche Größen eines Netzwerks untersucht werden können.
Mit Hilfe dieser Analyse sollen Kriterien für eine gute Übereinstim-
mung zwischen Boolescher und kontinuierlicher Dynamik definiert
werden, die unabhängig von den topologischen Merkmalen des Netz-
werks sind und auf dynamischen Eigenschaften basieren.
Darauf aufbauend werden im nächsten Schritt Netzwerke unter-
sucht, die keine spezielle Topologie aufweisen, sondern gemeinsame
Eigenschaften der dynamischen Trajektorien zeigen: Im Booleschen
Modell haben diese Netzwerke vollständig zuverlässige Trajektorien, die
5
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robust gegenüber Fluktuationen in der Aktualisierungsreihenfolge
sind [20]. Für diese speziellen Trajektorien werden nicht spezifische,
individuelle Netzwerke analysiert, sondern tausende Netzwerke ver-
schiedener Größe mit Trajektorien verschiedener Länge. Um die Aus-
wirkung der Robustheit gegenüber zeitlichen Fluktuationen auf die
Übereinstimmung zwischen Boolescher und kontinuierlicher Dyna-
mik bestimmen zu können, werden anschließend die Ergebnisse der
vollständig zuverlässigen Trajektorien mit denen von sogenannten
partiell zuverlässigen Trajektorien verglichen.
In dieser Arbeit werden somit zum einen Netzwerke gleicher Topo-
logie und zum anderen Netzwerke mit gleichen dynamischen Eigen-
schaften betrachtet, um anhand beider Aspekte zu untersuchen, wel-
che Kriterien zu einer guten Übereinstimmung zwischen der Boole-
schen und kontinuierlichen Dynamik führen. Mit Hilfe der daraus
gewonnenen Erkenntnisse soll grundsätzlich analysiert werden, un-
ter welchen Bedingungen auf realistischen Netzwerken eine robuste
Dynamik abläuft, die durch Boolesche Modelle gut erfasst wird. Aus
diesem Grund werden die Ergebnisse der Untersuchung der abstrak-
ten Genregulationsnetzwerke im Laufe der Arbeit mit echten biologi-
schen Netzwerken verglichen. Dadurch können Rückschlüsse auf die
Eigenschaften dieser echten Systeme gezogen werden, da für den Fall,
dass die Boolesche Beschreibung für diese Systeme ausreichend ist,
auch die gefundenen Kriterien für die Übereinstimmung zwischen
Boolescher und kontinuierlicher Dynamik erfüllt sein müssen.
Basierend auf den Ergebnissen dieser Arbeit kann entschieden wer-
den, wann das abstrakte Boolesche Modell, das mit weniger Parame-
tern auskommt, intuitiv verständlich ist und weniger Rechenzeit be-
nötigt, für eine qualitative Betrachtung eines Systems angemessen ist
und unter welchen Umständen der vorhergesagten Dynamik vertraut
werden kann.
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1.3 aufbau der arbeit
Die Arbeit ist wie folgt aufgebaut. Kapitel 2 beschreibt die Grund-
lagen der Arbeit und beginnt mit einer allgemeinen Einführung zu
Netzwerken, bevor näher auf den biologischen Hintergrund, d. h. die
einzelnen Prozesse der Genregulation und die Mechanismen von Gen-
regulationsnetzwerken eingegangen und ihre mathematische Model-
lierung vorgestellt wird. Anschließend werden die beiden betrachte-
ten Modelle eingeführt: zum einen die kontinuierliche Modellierung
und die Verwendung der generalisierten Methode (Abschnitt 2.3) und
zum anderen die Boolesche Modellierung (Abschnitt 2.4).
Kapitel 3 behandelt die Untersuchung von Netzwerken gleicher To-
pologie: Für einfache Feedback-Schleifen (Abschnitt 3.1) und gekop-
pelte Feedback-Schleifen (Abschnitt 3.2) aus zwei oder drei Genen
wird der Vergleich der Booleschen und kontinuierlichen Dynamik,
die daraus resultierenden Bedingungen für eine Übereinstimmung,
und die Verallgemeinerung dieser Module auf größere Netzwerke
beschrieben.
In Kapitel 4 wird zu Netzwerken gleicher Dynamik übergegangen:
Es wird die Auswirkung der Robustheit der Trajektorien gegenüber
zeitlichen Fluktuationen auf die Übereinstimmung der Booleschen
und kontinuierlichen Dynamik untersucht. Nach einer generellen Ein-
führung in zuverlässige Trajektorien (Abschnitt 4.1) und der Beschrei-
bung der Methode zum Vergleich der Booleschen und kontinuierli-
chen Dynamik (Abschnitt 4.2), werden in Abschnitt 4.3 die Ergebnisse
der Untersuchung der vollständig und partiell zuverlässigen Trajek-
torien vorgestellt.
In Kapitel 5 werden die Ergebnisse dieser Arbeit zusammengefasst
und diskutiert.
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G R U N D L A G E N
Dieses Kapitel stellt die Grundlagen der Arbeit vor. Im folgenden Ab-
schnitt werden Netzwerke als mögliche Formulierung komplexer Sys-
teme eingeführt (Abschnitt 2.1), bevor die biologischen Grundlagen
der Genregulation beschrieben werden (Abschnitt 2.2). Abschnitt 2.3
und Abschnitt 2.4 stellen die beiden Modellierungsarten vor, die im
Rahmen dieser Arbeit verglichen werden, zum einen kontinuierli-
che Modelle in Form von Differentialgleichungen und zum anderen
Boolesche Netzwerke.
2.1 netzwerke
Für viele wissenschaftliche Probleme ist es nicht möglich das Verhal-
ten eines Systems durch das Verständnis der elementaren Bestandtei-
le und ihrer individuellen Wechselwirkungen vorherzusagen. Statt-
dessen müssen die einzelnen Elemente in Form von mathematischen
Modellen zusammengefügt werden, die das gesamte Ensemble um-
fassend beschreiben und die Schlüsseleigenschaften des komplexen
Systems erfassen [21].
Der Wunsch, komplexe Systeme zu beschreiben, ließ auch das In-
teresse an Netzwerken wachsen, da sie für einige Systeme eine gute
Möglichkeit sind, die vielschichtigen Strukturen in einem Modell dar-
zustellen [22]. Beispiele für solche netzwerkartigen komplexen Sys-
teme sind Zellen, die ein Netzwerk aus Molekülen beinhalten, die
durch chemische Reaktionen verknüpft sind, das Internet ist ein kom-
plexes Netzwerk aus Rechnern oder Servern, verbunden durch ver-
schiedene physische oder drahtlose Verbindungen, das World Wide
Web ist ein enormes virtuelles Netzwerk aus Webseiten, die durch
Hyperlinks verlinkt werden [23], und Ideen breiten sich auf sozia-
len Netzwerken aus, in denen Menschen durch soziale Beziehungen
interagieren. Weitere Beispiele komplexer Systeme sind u. a. elektri-
sche Stromnetze, neuronale Netzwerke oder Straßenverkehrsnetzwer-
ke [22, 24].
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Die zugrundeliegende Struktur von Netzwerken lässt sich mathe-
matisch als Graph modellieren, und so ging die Untersuchung kom-
plexer Netzwerke traditionell aus der Graphentheorie hervor [23].
Diese hatte ihren Ursprung im Königsberger Brückenproblem, das
Leonhard Euler im Jahr 1736 vorstellte. Er stellte sich die Frage, ob
man Königsberg so durchqueren kann, dass jede der sieben Brücken
genau einmal überquert wird, um schließlich wieder am Startpunkt
anzukommen. Zur Lösung dieses Problems erfand Euler das Konzept
der Graphen, die aus Knoten bestehen, die über Kanten verbunden
sind. Damit ließ sich das Brückenproblem gut lösen, und auch viele
andere Probleme lassen sich in Form von Netzwerken definieren [24].
2.1.1 Netzwerk-Topologie und -Dynamik
Wenn ein Netzwerk beschrieben werden soll, kann in einem ersten
Schritt seine Struktur, oder Topologie, erfasst werden, bevor dynami-
sche Eigenschaften des Systems betrachtet werden. In dieser Arbeit
wird davon ausgegangen, dass sich die Topologie des Netzwerks
nicht mit der Zeit ändert, d. h. dass sowohl die Größe als auch die
Verknüpfungen des Systems fest sind. Es findet jedoch durch die In-
teraktionen der Knoten und den daraus resultierenden Änderungen
der Eigenschaften dieser Knoten, Dynamik auf dem Netzwerk statt.
Im Folgenden werden einige Begriffe der Topologie und der Dy-
namik auf Netzwerken vorgestellt, sowie mögliche Forschungsthemen,
die mit diesen Bereichen in Verbindung stehen.
topologie Jeder Graph G = (V ,E) besteht aus einer Menge V
von Knoten (engl. vertices) und einer Menge E von Kanten (engl. ed-
ges), wobei jede Kante e ∈ E zwei Knoten u, v aus V verbindet. Die
Kanten können ungerichtet oder gerichtet sein, in dieser Arbeit sind
sie gerichtet, d. h. jede Kante hat einen Anfangs- und einen Endkno-
ten. Eine topologische Eigenschaft von Netzwerken ist die Gradvertei-
lung der Knoten: Der Grad kout(v) eines Knotens v ∈ V ist die Häu-
figkeit, mit der v als Anfangsknoten einer Kante auftritt, und kin(v)
zählt, wie oft Knoten v Endknoten einer Verbindung ist. Die Sum-
me der verschiedenen Elemente in kin und kout entspricht der Zahl
der Nachbarn von v. Ein Graph heißt vollständig, wenn jeder Knoten
mit allen anderen Knoten verknüpft ist. Sind der Anfangs- und End-
knoten nicht verschieden, d. h. wenn gilt u = v, hat der Graph eine
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Schlinge oder Rückkopplung.
Um ein System in die Sprache der Netzwerke mit Kanten und Kno-
ten zu übersetzen, müssen alle Elemente des Systems und ihre Ver-
knüpfungen bekannt sein, damit die Struktur, oder Topologie, defi-
niert werden kann. In den letzten Jahren wurden in den unterschied-
lichsten Disziplinen immer mehr Datenbanken über echte Netzwerke
angelegt, die nun leicht zugänglich sind (z. B. Zebrafish Model Or-
ganism Database [25], Protein Data Bank europe [26] oder Internet
Movie Database [27]). Während früher Berechnungen für Netzwerke
mit mehreren Millionen Knoten ohne spezielle Hardware unmöglich
waren, ermöglichen es die inzwischen sehr leistungsstarken Compu-
ter, die Struktur der erfassten Netzwerke zu untersuchen [22]. Zudem
erlauben es die nicht mehr so starren Grenzen zwischen Disziplinen,
auf Datenbanken verschiedenster Systeme zuzugreifen, und damit
generische topologische Eigenschaften komplexer Systeme zu analy-
sieren [23]. Die Untersuchung der Topologie eines Netzwerks kann
zu weitreichenden Ergebnissen führen, da die Struktur eines Systems
immer auch seine Funktion beeinflusst. In einem sozialen Netzwerk
z. B. hängt die Ausbreitung von Information oder Krankheiten von
der Topologie ab, und die Struktur eines Hochspannungsnetzwerks
beeinflusst die Robustheit und Stabilität der Stromversorgung [22].
dynamik auf netzwerken Wenn nicht nur die Struktur eines
komplexen Systems modelliert werden soll, sondern auch die Dyna-
mik auf dem Netzwerk, entspricht jeder Knoten einer Variablen, de-
ren zeitliche Entwicklung von einer Interaktionsfunktion bestimmt
wird, die beschreibt, wie der Knoten vom Verhalten der mit ihm
verbundenen Knoten abhängt. Diese Funktionen müssen für jedes
System spezifisch formuliert werden, wobei die Verknüpfungen zwi-
schen den Knoten beispielsweise verschieden stark sein können, in-
hibierend oder aktivierend, linear oder nichtlinear. Die genaue Form
der Interaktionsfunktionen hängt vom Abstraktionslevel des Modells
ab und bestimmt die zeitliche Änderung der Variablen (siehe auch
Abschnitt 2.1.3 und Abschnitt 2.2.4). Anhand der Topologie, den In-
teraktionsfunktionen der Knoten und eines Anfangszustands, kann
die zeitliche Entwicklung des Systems bestimmt werden. Die Un-
tersuchung der Dynamik auf dem Netzwerk zeigt, ob es auf einen
Gleichgewichtszustand läuft, zyklisches Verhalten oder sogar chaoti-
sche Dynamik zeigt.
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2.1.2 Anwendungsbeispiele für die Beschreibung komplexer Systeme durch
Netzwerke
Neben den bereits genannten Beispielen gibt es noch viele weitere
Anwendungsgebiete, in denen komplexe Systeme als Netzwerke wis-
senschaftlich untersucht werden. Im Folgenden werden ein paar der
Gebiete näher erläutert:
world wide web Das World Wide Web ist das größte Netzwerk,
für das topologische Information zur Verfügung steht [23]. Die Kno-
ten des Netzwerks sind die Dokumente (Webseiten) und die Kanten
sind die Hyperlinks, die von einer Seite auf eine andere zeigen. Die
Größe des Netzwerks wurde im Jahr 1999 auf mindestens 8 · 108 Kno-
ten geschätzt [28], doch die kontinuierlichen Veränderungen der Do-
kumente und Links machen es unmöglich, alle Knoten und Kanten zu
katalogisieren. Das wissenschaftliche Interesse am World Wide Web
als Netzwerk ist gestiegen, als herausgefunden wurde, dass die Grad-
verteilung der Webseiten über mehrere Größenordnungen einem Po-
tenzgesetz folgt [28]. Da die Kanten gerichtet sind, gibt es zwei Vertei-
lungen, die der eingehenden und die der wegführenden Kanten. Die
Verteilungen Pin(k) und Pout(k) beschreiben die Wahrscheinlichkeit
eines Dokuments, k eingehende bzw. wegführende Hyperlinks zu ha-
ben. Das Potenzgesetz, dem die Verteilungen folgen, deutet darauf
hin, dass die Wahrscheinlichkeit ein Dokument mit einer sehr großen
Zahl an Hyperlinks zu finden, signifikant ist, d. h. es gibt einige stark
verknüpfte Webseiten.
soziale netzwerke Auch verschiedenste Interaktionen zwi-
schen Menschen können in Form von Netzwerken beschrieben und
untersucht werden. Dabei repräsentieren die Knoten des Netzwerks
einzelne Individuen und die Kanten stellen ihre Wechselwirkung dar,
z. B. Kollaborationen von Wissenschaftlern [29], Aufbau von Vertrau-
en zwischen Bekannten [30] oder die Übertragung von Krankheiten
in Form von Epidemien [31]. Untersuchen lässt sich z. B. auch die
Evolution von Gruppenbildungen innerhalb verschiedener sozialer
Gefüge [32], indem die topologischen Eigenschaften verschiedener
Netzwerke anhand von Datenbanken analysiert und verglichen wer-
den.
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ökosysteme Ökologische Systeme sind hoch komplexe Netzwer-
ke, die aus vielen verschiedenen biologischen Spezies bestehen, die
auf verschiedenen Weisen interagieren. Die Wechselwirkungen zwi-
schen den Spezies, die durch die Kanten eines Netzwerks dargestellt
werden können, sind z. B. Konkurrenz, Parasitismus oder Räuber-
Beute Beziehungen. Netzwerke, die sich auf wenige Spezies und ih-
re Ernährungsrelationen beschränken, werden Nahrungsnetze (engl.
food webs) genannt. In Nahrungsnetzen repräsentieren die Knoten
die verschiedenen Spezies und die gerichteten Kanten beschreiben
den Fluss der Ressourcen, d. h. wer von wem gefressen wird. Das
Verständnis der Struktur und der Bildungsmechanismen dieser kom-
plexen Netzwerke ist von großer Bedeutung in der Ökologie [33].
Obwohl viele Netzwerkmodelle stark vereinfacht sind, wurde fest-
gestellt, dass selbst diese einfachen Modelle Charakteristiken zeigen,
die auch als generische Eigenschaften detaillierter Nahrungsnetze gel-
ten [34]. Bei der Untersuchung von Nahrungsnetzen können gezielte
Fragen nach dem Aussterben bestimmter Spezies oder dem Einfluss
räumlicher Migration auf die Netzwerke studiert werden. Neben all-
gemeinen Analysen der Stabilität von Nahrungsnetzen [35] soll außer-
dem die Frage geklärt werden, in welchem Zusammenhang Stabilität
und Komplexität der Systeme stehen [36, 37]. Dies geschieht durch
die Betrachtung sowohl der Topologie, als auch der Dynamik eines
Netzwerks.
metabolismus Viele hunderte bis tausende chemische Reaktio-
nen, die in der Zelle ablaufen, werden im Ganzen als Stoffwechsel
oder Metabolismus bezeichnet. Der Metabolismus dient der Gewin-
nung chemischer Energie, dem Wachstum der Zelle und dem Auf-
und Abbau von Makromolekülen. Metabolische Netzwerke beschrei-
ben die Interaktionen der chemischen Substanzen in der Zelle. Die
Knoten entsprechen in diesem Fall Substraten oder Produkten, die
an chemischen Reaktionen beteiligt sind, und die Kanten entspre-
chen den Reaktionen selbst. Ein metabolisches Netzwerk ermöglicht
einen genauen Überblick darüber, welche Reaktionen zwischen den
verschiedenen Stoffwechselprodukten ablaufen, und hilft das biologi-
sche System zu analysieren und seine Dynamik zu untersuchen. Einer
der wichtigsten Stoffwechselwege lebender Zellen ist die Glykolyse,
die die Umsetzung von Glukose in Ethanol beschreibt [38] und für die
Zelle eine bedeutende Quelle frei verfügbarer Energie darstellt. Die
Glykolyse der Bäckerhefe Saccharomyces cerevisiae ist schon seit vielen
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Jahrzehnten im Fokus wissenschaftlicher Studien [38, 39, 40, 41, 42]
und die genauen dynamischen Abläufe dieses metabolischen Netz-
werks sind u. a. auch für die Produktion von Ethanol im Brauereiwe-
sen und in der Destillierindustrie von großem wirtschaftlichem Inter-
esse [38].
genregulation Die Expression vieler Gene wird durch Proteine
beeinflusst, die an regulatorischen Sequenzen an der Desoxyribonu-
kleinsäure (engl. Deoxyribonucleic acid) (DNA) binden. Da diese Pro-
teine, die auch Transkriptionsfaktoren genannt werden, selbst durch
Gene kodiert werden, liegt ein Netzwerk von Genen vor, die sich
gegenseitig regulieren [8, 43]. Detaillierte Genregulationsnetzwerke
stellen die mRNAs und Proteine als Knoten dar und die Prozesse der
Transkription und Translation werden durch die Kanten beschrieben.
In abstrakteren Modellen entsprechen die Knoten den Genen und es
existieren gerichtete Kanten, wenn ein Gen die Expression eines ande-
ren Gens reguliert. In dieser Arbeit geht es um den Vergleich dieser
verschiedenen Abstraktionslevel und ihrer dynamischen Funktionen,
die die Regulation beschreiben (siehe Abschnitt 2.2 bis Abschnitt 2.4).
2.1.3 Abwägung des geeigneten Abstraktionslevels
Die Untersuchung von Netzwerken verschiedenster Disziplinen
beschäftigt sich mit ihren topologischen und dynamischen Eigen-
schaften und oft auch den Zusammenhängen zwischen Struktur und
Dynamik. Bei der Modellierung eines Systems muss stets überlegt
werden, wie genau es beschrieben werden kann, wie mit verfügbaren
und nicht verfügbaren Informationen umgegangen wird, welche
Eigenschaften die Modellierung haben sollte und wie das System
analysiert werden kann um Vorhersagen treffen zu können [44].
Ein wesentlicher Bestandteil der Forschung in Bezug auf Netzwer-
ke ist deshalb die Suche nach einem geeigneten Abstraktionslevel,
das zum einen eine nötige Detailgenauigkeit aufweisen sollte, aber
zum anderen nicht zu komplex sein darf. Zu detaillierte Modelle
haben zwei wesentliche Nachteile: Die benötigte Rechenzeit zur
Untersuchung dynamischer Eigenschaften des Systems ist sehr groß
und es ist schwer, die wichtigsten Faktoren für beobachtete dyna-
mische Eigenschaften zu identifizieren. Oft basieren grundlegende
Mechanismen eines Systems auf wenigen Annahmen, die durch
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zu viele Parameter oder Variablen nicht erkennbar sind. Auf der
anderen Seite soll das mathematische Modell jedoch die Realität
widerspiegeln, so dass es nicht zu abstrakt sein darf. Infolgedessen
muss ein Kompromiss zwischen Detailgenauigkeit und Abstraktion
gefunden werden.
Eine Möglichkeit diese Fragestellung anzugehen ist die Reduktion
der Netzwerke. Dies geschieht entweder in Form einer topologischen
Verkleinerung, indem Knoten zusammengefasst oder eliminiert wer-
den [45, 46], oder die Reduktion betrifft dynamische Eigenschaften
des Netzwerks, indem einfachere oder abstraktere Funktionen einge-
führt werden [47, 48, 49]. Die grundsätzliche Funktion eines Systems
sollte beim Wechsel des Abstraktionslevels jedoch erhalten bleiben,
und so stellt sich die Frage, wie der Übergang zwischen Modellen
unterschiedlicher Genauigkeit aussieht. In dieser Arbeit geht es um
Netzwerke mit verschiedenen Modellierungen der Dynamik im Kon-
text von Genregulation in der Zelle. Die sehr abstrakte Boolesche
Modellierung wird mit einem realistischeren kontinuierlichen Mo-
dell in Form von gewöhnlichen Differentialgleichungen verglichen
und es sollen Kriterien gefunden werden, wann die Abstraktion auf
logische Funktionen die kontinuierliche Dynamik gut widerspiegelt.
Im nächsten Abschnitt wird der biologische Hintergrund von Gen-
regulationsnetzwerken erläutert, bevor die beiden Modellierungsfor-
men, Boolesch und kontinuierlich, näher vorgestellt werden.
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2.2 biologischer hintergrund
Genregulationsnetzwerke sind Bestandteil jeder lebenden Zelle
und beschreiben die Interaktionen verschiedener Makromoleküle,
die den Ablauf der Genexpression regulieren [43], also jenen Pro-
zess, durch den genetische Information in Proteine umgewandelt
wird [8]. Die wichtigsten Schritte dabei sind die Transkription der
Desoxyribonukleinsäure (engl. Deoxyribonucleic acid) (DNA) in
Boten-Ribonukleinsäure (engl. messenger ribonucleic acid) (mRNA)
und die Translation der mRNA in Aminosäure-Sequenzen, aus denen
Proteine bestehen.
Im folgenden Abschnitt 2.2.1 wird die Zelle als Umfeld der Genre-
gulationsnetzwerke vorgestellt (vgl. [8, 50]), bevor in Abschnitt 2.2.2
näher auf die genannten beteiligten Makromoleküle, DNA, mRNA und
Proteine, und die Prozesse der Transkription und Translation einge-
gangen wird (vgl. [51, 52]). In Abschnitt 2.2.3 und Abschnitt 2.2.4
werden der biologische Hintergrund und Möglichkeiten der mathe-
matischen Beschreibung von Genregulationsnetzwerken vorgestellt.
2.2.1 Zelle
Eine Zelle ist die kleinste lebende Einheit aller Organismen und stellt
ein strukturell abgrenzbares und selbsterhaltendes System dar. Sie
ist in der Lage, Nährstoffe aufzunehmen, deren Energie durch Stoff-
wechsel für sich nutzbar zu machen, und sie hat die Fähigkeit, sich
während des Zellzyklus zu teilen. In der Biologie werden die verschie-
denen Lebensformen in Prokaryoten (meist Einzeller, z. B. Bakterien)
und Eukaryoten (Einzeller oder Mehrzeller, z. B. Pflanzen oder Tiere)
unterteilt [8]. Die Zellen der Prokaryoten haben im Gegensatz zu eu-
karyotischen Zellen eine einfachere innere Organisation und keinen
Zellkern. Eukaryotische Zellen sind zudem mit einer ungefähren Län-
ge von 10− 30 µm wesentlich größer als prokaryotische Zellen, die
in der Regel nur 1− 5 µm lang sind [50]. Um die Funktion der Zelle
über so große Abstände zu gewährleisten, liegt bei Eukaryoten ein
höherer Organisationsgrad in Form von Zellorganellen vor, die ver-
schiedene Aufgaben ausüben, und durch Transportmechanismen ver-
bunden sind. Ein wesentlicher Unterschied zu prokaryotischen Zellen
ist zudem die Existenz eines Zellkerns mit einer Kernhülle.
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Abbildung 1: Die wichtigsten Schritte der Genregulation sind die Transkrip-
tion der DNA in mRNA und die Translation der mRNA in Protei-
ne [43]
Jede Zelle, ob prokaryotisch oder eukaryotisch, wird durch eine
Membran von der Umgebung abgegrenzt. Zudem enthalten alle
Zellen DNA, in der Erbinformation über lange Zeit gespeichert ist,
Ribonukleinsäure (engl. ribonucleic acid) (RNA), ebenfalls genetisches
Material, das u. a. zum Transport der Information und zum Aufbau
von Proteinen notwendig ist, und Proteine, die die meisten Reaktio-
nen in der Zelle katalysieren und auch Strukturen in der Zelle bilden.
2.2.2 Genexpression
Die folgenden Grundlagen der Genexpression beziehen sich auf
Eukaryoten und basieren auf [51, 52], können aber in ähnlicher Weise
jedem Buch zu Zellbiologie oder Genetik entnommen werden.
Die genetische Information ist in einem Molekül namens DNA DNA
gespeichert, das als Doppelstrang in der Zelle vorliegt und in Form
von Chromosomen angeordnet ist. Ein einzelner Strang der DNA
besteht aus einem Zuckerphosphat-Rückgrat, wobei jeweils an ein
Zuckerphosphat eine von vier verschiedenen Basen gebunden ist, so
dass ein sogenanntes Nukleotid gebildet wird. Die vier Basen sind
Adenin (A), Cytosin (C), Guanin (G) und Thymin (T). Zwei derart
aufgebaute DNA Stränge sind in anti-paralleler Richtung aneinander
gebunden und bilden damit einen Doppelstrang, der wie eine Helix
gewunden ist. In der Doppelhelixstruktur befinden sich die Zucker-
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phosphate auf der Außenseite und die Basen sind auf der Innenseite
zusammengesteckt wie Stufen einer Leiter. Dabei paart Adenin
mit Thymin und Guanin mit Cytosin, jeweils durch die Bildung
von Wasserstoffbrücken (zwei für A-T und drei für G-C, so dass
diese Bindung stärker ist). Die Information der DNA kann entweder
während der Replikation der DNA kopiert werden, oder sie wird
genutzt um Proteine zu synthetisieren. Bei der Umwandlung der
genetischen Information der DNA, die sich im Zellkern einer eukaryo-
tischen Zelle befindet, in Proteine, die im Cytoplasma synthetisiert
werden, tritt als Zwischenzustand eine weitere Nukleinsäure auf, die
Boten-Ribonukleinsäure (engl. messenger ribonucleic acid) (mRNA).
mRNA ist eine spezielle Form der RNA, die aus der DNA durchTranskription
Transkription produziert wird. Die Transkription ist in drei Schritte
unterteilt: Initiation, Elongation und Termination. Während der
Initiation bindet die RNA-Polymerase (RNAp) an speziellen Bindungs-
stellen der DNA, den sogenannten Promotern (siehe Abbildung 1).
Durch diese Bindung wird die Geschwindigkeit der Transkription
und damit der gesamten Genexpression bestimmt und sie kann
durch andere Enzyme beeinflusst werden (siehe Abschnitt 2.2.3).
Während des nächsten Schritts, der Elongation, werden die Stränge
der DNA aufgetrennt, damit diese ausgelesen werden kann, und
danach wieder als Doppelstrang gebunden. Die Richtung der Tran-
skription durch RNAp wird von der Orientierung des Promoters
bestimmt. Im dritten Schritt, der Termination, trifft das Enzym RNAp
auf ein Signal auf der DNA, durch das die Transkription beendet wird.
Ein Abschnitt auf der DNA, der alle Informationen zur Herstellung
einer RNA enthält, wird Gen genannt.
Nach der Transkription liegt die RNA vor, die der DNA sehr ähnlichmRNA
und ebenfalls Träger der genetischen Information ist. Die RNA ist im
Gegensatz zur DNA weniger stabil, besteht aus nur einem einzelnen
Strang und auch der Aufbau unterscheidet sich von dem der DNA:
Das Grundgerüst der RNA enthält in den Nukleotiden den Zucker
Ribose statt Desoxyribose und eine der vier Basen, Thymin (T), wird
in der RNA durch Uracil (U) ersetzt. Außerdem hat das Gerüst der
RNA eine zusätzliche OH-Gruppe, die sie flexibler macht und ihr
erlaubt, feinere dreidimensionale Strukturen anzunehmen. Es gibt
verschiedene Formen der RNA, die verschiedene Funktion haben
können, wie die Katalyse von Reaktionen oder das Auftrennen
und Aneinanderfügen von Polymeren. Bei der Umwandlung der
DNA in Proteine spielt vor allem die Boten-Ribonukleinsäure (engl.
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Aktivator
Gen Y
Gen Y
Gebundener Aktivator
Gesteigerte Transkription
X Bindungsstelle
Abbildung 2: Wirkungsweise eines Aktivators [43]
messenger ribonucleic acid) (mRNA) eine wichtige Rolle, da diese
die genetische Information aus dem Zellkern hinaus transportieren
kann.
Nachdem die mRNA aus der DNA generiert wurde, kann diese den Translation
Zellkern verlassen. Während der anschließenden Translation wird
die Information genutzt, die auf der mRNA gespeichert ist, um
außerhalb des Zellkerns Proteine zu synthetisieren. Dies geschieht
im Zytoplasma, der Grundsubstanz der Zelle, an sogenannten Ribo-
somen, die selbst aus Proteinen und RNA bestehen. Die genetische
Information ist in Form von Basen-Triplets kodiert, d. h. jeweils
drei Basen bilden zusammen ein sogenanntes Kodon, das bei der
Translation in eine Aminosäure übersetzt wird. Durch eine weitere
Form der RNA, die Transfer-Ribonukleinsäure (tRNA) wird für jedes
mRNA-Triplet die entsprechende Aminosäure bereitgestellt und
kovalent an die vorhergehenden gebunden, so dass eine wachsende
Kette von Aminosäuren entsteht. Um aus vier Basen ein Triplet zu
bilden, gibt es 43 = 64 Möglichkeiten, doch in der Natur kommen
nur 20 verschiedene Aminosäuren vor. Das liegt zum einen an
Mehrfachkodierung, d. h. dass mehrere Triplets zur gleichen Ami-
nosäure gehören, und zum anderen werden drei Kombinationen
als Stopkodons benötigt. Diese Triplets signalisieren das Ende des
auszulesenden Strangs. Die Übersetzung der mRNA in Proteine hat
eine Geschwindigkeit von 6 bis 22 Kodons pro Sekunde und jede
mRNA wird 1 bis 40 mal übersetzt bevor sie zerfällt.
Die Proteine, die während der Translation entstehen, unterliegen Proteine
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danach typischerweise weiteren Modifikationen, damit sie verschie-
denste Rollen in der Zelle übernehmen können: Proteine katalysieren
beispielsweise als Enzyme verschiedenste Reaktionen oder sie wirken
bei Transportprozessen mit. Die jeweilige Funktion wird u. a. durch
ihre dreidimensional gefaltete Form bestimmt. Diese kann durch
Interaktionen mit anderen Molekülen modifiziert werden kann, um
das Protein beispielsweise für spezielle Prozesse zu aktivieren oder
deaktivieren.
2.2.3 Genregulationsnetzwerke
Die Prozesse der Transkription und Translation verschiedener Ge-
ne, d. h. verschiedener Abschnitte der DNA, laufen nicht unabhän-
gig voneinander ab. Bestimmte Proteine, die Transkriptionsfaktoren
genannt werden, können beeinflussen, ob und wie die RNA-Poly-Transkriptions-
faktoren merase (RNAp) während der Initiation der Transkription an einem
Promoter binden kann. Die Transkriptionsrate wird somit bestimmt
durch die An- oder Abwesenheit bestimmter Proteine, die als Ak-
tivatoren die Transkription eines Gens katalysieren, oder als Inhibi-
toren die Genexpression hemmen. Ein Aktivator bildet durch seine
Bindung an einer Bindungsstelle einen Komplex mit dem Promoter,
wodurch die Transkription schneller ablaufen kann, als nur durch den
Promoter allein. Die Transkriptionsrate wird damit erhöht (siehe Ab-
bildung 2). Ein Inhibitor verhindert dagegen durch seine Bindung
am Promoter, dass die Transkription stattfindet, und hemmt dadurch
die Expression des Gens (siehe Abbildung 3). Diese Möglichkeit der
Regulierung stellt einen wichtigen Mechanismus der Genregulation
dar.
Da Transkriptionsfaktoren Proteine sind, die selbst durch Gene
kodiert werden, regulieren verschiedene Gene gegenseitig ihre
Expression (siehe Abbildung 4). Es entsteht also ein komplexes
System verschiedener Makromoleküle oder Gene, die miteinander
interagieren und sich gegenseitig beeinflussen. Ein solches System
lässt sich als Netzwerk beschreiben, bei dem die verschiedenen
Gene, mRNAs oder Proteine die Knoten darstellen, und die Kanten
die Prozesse der Transkription und Translation widerspiegeln, als
sogenanntes Genregulationsnetzwerk.
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Ungebundener Repressor
Gebundener Repressor
Keine Transkription
Gebundener Repressor
Abbildung 3: Wirkungsweise eines Repressors [43]
Replikation
Transkription
Translation
DNA
mRNA
Protein
DNA
mRNA
Abbildung 4: Genregulation: Ein Protein wirkt als Transkriptionsfaktor auf
die Transkription eines anderen Gens und kann damit dessen
Expression beeinflussen (nach [8]).
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2.2.4 Mathematische Modelle der Genregulation
Kurz nachdem 1961 das erste Repressor-Protein von François Ja-
cob und Jacques Lucien Monod [53] entdeckt wurde, begann die
theoretische Arbeit in Bezug auf Genregulationsnetzwerke [54]. Um
Genregulationsnetzwerke zu modellieren und in Form von mathema-
tischen Gleichungen zu beschreiben, können verschiedene Ansätze
gewählt werden, die sich in ihrer Detailgenauigkeit und Komplexität
unterscheiden. Das Abstraktionsniveau eines Modells bestimmt zum
einen die Anzahl der Knoten und Kanten, zum anderen die Form der
Regulationsfunktionen. Als Knoten können die einzelnen Einheiten
der verschiedenen Proteine und mRNAs auftreten, oder es kann
angenommen werden, dass so viele einzelne Proteine im System
vorhanden sind, dass über ihr Verhalten gemittelt werden kann. In
diesem Fall werden statt einzelner Moleküle die Konzentrationen
der mRNAs und Proteine beschrieben, die durch Transkription und
Translation verbunden sind. Noch weiter vereinfacht kann ein Gen-
regulationsnetzwerk auch nur anhand der Gene dargestellt werden,
die sich gegenseitig regulieren.
Auch die zugehörigen dynamischen Gleichungen hängen stark
vom jeweiligen Wissen über das System ab und basieren daher
auf einer Reihe von Annahmen, empirischen Erfahrungen oder
theoretischen Überlegungen. Die Dynamik kann z. B. deterministisch
oder stochastisch modelliert werden, und auch die Zeit- und Kon-
zentrationsskalen können sich unterscheiden und z. B. kontinuierlich
oder diskret sein. Da die unterschiedlichen Arten der Modellierung
auf verschiedenen Annahmen und Vereinfachungen basieren, vari-
ieren auch die Möglichkeiten der Berechnungen und Analysen, die
durchgeführt werden können.
Das Ergebnis jedes Ansatzes zur Beschreibung von Genregula-
tionsnetzwerken ist ein spezifisches Modell, dessen Dynamik stark
vom jeweiligen Abstraktionslevel abhängt. Verschiedene Arten der
Modellierung können damit verschiedene dynamische Eigenschaften
eines Systems vorhersagen. In dieser Arbeit soll die Dynamik von
kontinuierlichen Modellen in Form von gewöhnlichen Differential-
gleichungen mit abstrakteren Booleschen Netzwerken verglichen
werden.
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Mit der quantitativen Beschreibung des Verhaltens der Zelle, Kontinuierliche
Modelleder Genregulationsnetzwerke und mit den zugrundeliegenden
dynamischen Prozessen beschäftigt sich das Feld der Systembiologie,
das in den letzten Jahren gewachsen ist [8]. Die hier betrachteten
quantitativen Modelle beinhalten Ratengleichungen für die Kon-
zentrationen der beteiligten Makromoleküle, d. h. der mRNAs und
Proteine. Sowohl die Konzentration der beteiligten Makromoleküle
als auch die Zeit werden kontinuierlich modelliert, und die Dynamik
des Systems wird in Form von deterministischen gewöhnlichen Dif-
ferentialgleichungen (ODEs von engl. ordinary differential equations)
beschrieben. Die Untersuchung des Systems mit Hilfe numerischer
Simulationen oder linearer Stabilitätsanalyse kann detaillierte Infor-
mationen über Transkription, Translation und damit den Zeitverlauf
der Genexpression liefern. Die dynamischen Gleichungen und die
Methoden zur Stabilitätsanalyse werden in Abschnitt 2.3 vorgestellt.
Um kinetische Parameter des Modells zu bestimmen oder für einen
Vergleich der theoretischen Modelle mit biologischen Daten können
in vivo Experimente verwendet werden [9].
Boolesche Netzwerke sind dagegen ein sehr abstraktes Modell, das Boolesche Modelle
1969 durch Stuart Kauffman [10] für die Modellierung von Genre-
gulationsnetzwerken eingeführt wurde. Diese qualitative Beschrei-
bung fasst die beteiligten Makromoleküle DNA, mRNA und Proteine
als Gene zusammen, die sich gegenseitig regulieren. Jedes Gen hat
zwei mögliche Zustände: Es kann an (1) oder aus (0) sein [10, 11],
d. h. die Konzentrationswerte sind diskret, und auch die Zeit wird in
Form von diskreten Schritten modelliert. Der Zustand der einzelnen
Knoten wird zu jedem Zeitschritt anhand spezifischer Funktionen be-
rechnet, die von den Zuständen der Eingangsknoten abhängen. Auf
die Funktionen und das dynamische System wird in Abschnitt 2.4
näher eingegangen. Die Aktualisierung der Zustände erfolgt in den
einfachsten Modellen für alle Knoten synchron.
Gerade weil Boolesche Modelle viele Details der echten chemi-
schen Interaktionen vernachlässigen, kann durch sie biologisches
Wissen über Genregulationsnetzwerke leicht implementiert werden.
Sie erlauben es, Hypothesen über das dynamische Verhalten der
Netzwerke zu testen und können damit zu neuen biologischen
Hypothesen führen [55]. Boolesche Netzwerke reflektieren gene-
relle Eigenschaften von Genregulationsnetzwerken in lebenden
Zellen [10, 11] und sind gerade dann sinnvoll, wenn sehr große
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Netzwerke betrachtet werden [56], da sie die große Komplexität
der biologischen Vorgänge auf ein Problem reduzieren, dessen
logische Struktur anschaulich zu verstehen und gut zu handhaben
ist. Als einfachste Realisierung großer komplexer Netzwerke wur-
den von den ungarischen Mathematikern Paul Erdo˝s und Alfred
Rényi [57] Zufallsnetze eingeführt. Diese spiegeln generische Ei-
genschaften von Genregulationsnetzwerken wieder und es können
z. B. die Evolution von Netzwerken [58, 59] oder die Auswirkung
verschiedener Funktions- oder Gradverteilungen auf die Dynamik
untersucht werden [60, 61]. Dadurch erlauben Boolesche Modelle der
Genregulation die Untersuchung genereller Eigenschaften ganzer
Klassen von Systemen [10]. Doch auch für Netzwerke, die auf
biologischen Erkenntnissen und Daten basieren, wurden Boolesche
Modelle in den letzten Jahren immer mehr respektiert, da sie trotz
ihres großen Abstraktionsgrades experimentell gefundene Zustände
reproduzieren können. Die Genexpressionslevel der einzelnen Gene
und ihre Verknüpfungen können anhand von Microarray Daten
gewonnen [44] und durch Reverse-Engineering-Algorithmen [62, 63]
in Boolesche Modelle übersetzt werden. Da dabei sehr steile
Protein-Konzentrationsänderungen beobachtet werden konnten, un-
terstützen diese Daten die Annahme, dass regulatorische Elemente
eine binäre Charakteristik zeigen [64]. Beispiele für Regulations-
netzwerke, die mit Booleschen Netzwerken erfolgreich modelliert
wurden, sind der Zellzyklus von Hefe [5, 48] und von Säugetie-
ren [65], die Zellteilung der Drosophila [66], oder das regulatorische
Netzwerk des Metabolismus im Bakterium Escherichia coli [67].
Aufgrund der einfachen Modellierung und Transparenz der
Booleschen Beschreibung lohnt es sich zu wissen, unter welchen
Bedingungen Boolesche Modelle die wichtigsten dynamischen Eigen-
schaften eines System erfassen, dessen Vorgänge als kontinuierlich
angenommen werden. Im Gegensatz zu kontinuierlichen Modellen
sind Boolesche Netzwerke weniger detailgenau, wodurch jedoch
auch die Menge der für die Modellierung benötigten Daten geringer
ist (siehe auch Abbildung 5). Aufgrund der einfachen logischen
dynamischen Gleichungen kann mit Booleschen Modellen selbst für
sehr große Netzwerke die resultierende Dynamik schnell analysiert
werden. Sie können im Gegensatz zu quantitativen, kontinuierlichen
Modellen keine Aussagen über den exakten Zeitverlauf der Dynamik
treffen, es können jedoch qualitative dynamische Eigenschaften
wiedergegeben werden.
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Boolesche und kontinuierliche Dynamik wurde schon für verschie-
dene Systeme verglichen [16, 17, 18, 68], doch es scheint keine einfa-
chen Kriterien zu geben, wann die vorhergesagte Dynamik der Boole-
schen und der kontinuierlichen Modelle übereinstimmt. Aus diesem
Grund soll im Rahmen dieser Arbeit für verschiedene abstrakte Gen-
regulationsnetzwerke die Dynamik der Booleschen Modelle mit dem
quantitativen Ansatz der gewöhnlichen Differentialgleichungen ver-
glichen werden, der mit kontinuierlichen Konzentrationen der betei-
ligten Makromoleküle eine realistischere Beschreibung der Prozesse
in der Zelle darstellt.
In Abschnitt 2.3 und Abschnitt 2.4 werden die beiden Model-
lierungsarten, die kontinuierlichen Differentialgleichungen und
Booleschen Netzwerke, näher erläutert und die genauen dynami-
schen Gleichungen vorgestellt. Anschließend werden diese Modelle
auf abstrakte Genregulationsnetzwerke angewandt und die resultie-
rende Dynamik verglichen, zum einen für Netzwerke mit gleichen
topologischen Eigenschaften (Kapitel 3) und zum anderen für Netz-
werke mit gleichen dynamischen Eigenschaften (Kapitel 4).
Neben Booleschen Modellen mit paralleler Aktualisierung und
kontinuierlichen Modellen in Form von gewöhnlichen Differential-
gleichungen für mRNAs und Proteine gibt es in der Literatur wei-
tere Ansätze, um Genregulationsnetzwerke zu beschreiben. Im fol-
genden Abschnitt sollen die beiden Modellierungsarten anhand ver-
schiedener Kriterien mit anderen Ansätzen verglichen werden, um
so die betrachteten Modelle einzuordnen. Ausführliche Beschreibun-
gen der weiteren genannten Darstellungen sind z. B. in den Review-
Artikeln [2, 13, 14, 15] und den darin enthaltenen Referenzen zu fin-
den.
Einordnung der betrachteten Modellierungen der Genregulation
Die im Folgenden dargestellten Modelle können z. B. in qualitative
und quantitative Ansätze unterteilt werden. Qualitative Beschreibun-
gen sind meist logische Modelle, die Aussagen über die dynamischen
Eigenschaften eines Systems machen können, auch wenn explizite
Daten fehlen [69]. Bei quantitativen Modellen kann unterschieden
werden zwischen kontinuierlichen Modellen, die die Konzentratio-
nen der beteiligten chemischen Einheiten betrachten, und Modellen,
die einzelne Moleküle modellieren [15].
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Abbildung 5: Verschiedene mathematische Modelle für Genregulationsnetz-
werke und ihre Eigenschaften [15]
logische modelle Boolesche Modelle gehören zu den diskre-
ten, logischen Modellen. Diese stellen die einfachste Methode dar,
Genregulationsnetzwerke zu beschreiben, und bauen auf rein quali-
tativem Wissen auf [15]. Neben Booleschen Modellen mit zwei mögli-
chen Zuständen pro Knoten gibt es auch diskrete Modelle, in denen
die Knoten mehrere Zustände annehmen können [70], um z. B. unter-
schiedlich hohe Expressionslevel darzustellen.
Diskrete Modelle können nicht nur in der Anzahl der Zustände
variieren, sondern auch in der Implementierung der Aktualisierung
der Knoten. Neben der parallelen Aktualisierung, die mit den
wenigsten Annahmen über das System auskommt, können die
Knoten auch in einer bestimmten deterministischen Reihenfolge [71]
oder vollkommen zufällig aktualisiert werden, um damit zeitliche
Fluktuationen zu modellieren [72].
Eine weitere Möglichkeit Stochastizität in logische Modelle zu
integrieren, bieten probabilistische Boolesche Netzwerke [73]. Diese
realisieren Unsicherheiten des Systems, indem für jeden Knoten
mehrere mögliche Funktionen mit einer gewissen Wahrscheinlichkeit
auftreten. Zu jedem Zeitschritt wird anhand einer gegebenen Wahr-
scheinlichkeitsverteilung eine der Funktionen ausgewählt, so dass
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von einem Zustand des Netzwerks aus mehrere Trajektorien möglich
sind. Die Netzwerkzustände bilden damit eine Markov-Kette.
Eine intuitive Repräsentation biochemischer Netzwerke stellen
Petri-Netze dar [69], die in Form einer formalen graphischen Re-
präsentation ebenfalls nicht-deterministische Zustandsübergänge
modellieren. Petri-Netze wurden 1962 von Carl Adam Petri einge-
führt und in den letzten Jahren auch auf Genregulationsnetzwerke
angewandt (z. B. [74]). Die bipartiten Graphen haben zwei Arten von
Knoten, Orte (engl. places) und Übergänge (engl. transitions) [44], die
durch Kanten verbunden sind. Dabei führen die Kanten jeweils von
einem Ort zu einem Übergang oder umgekehrt. Die Orte sind zudem
mit sogenannten Marken (engl. tokens) besetzt. Die Dynamik des
Systems ergibt sich aus dem Umverteilen dieser Marken durch das
Schalten der Übergänge, die den Reaktionen des Systems entspre-
chen. Der aktuelle Zustand des Systems entspricht dann gerade der
Verteilung der Marken auf die Plätze. In einer Weiterentwicklung
dieses Modells, den hybriden Petri-Netzen, können Systeme auch
quantitativ betrachtet werden, indem die Anzahl der Marken die
Konzentration der jeweiligen Moleküle darstellt [75].
Eine weitere Brücke zwischen qualitativen diskreten und quantita-
tiven kontinuierlichen Modellen stellen stückweise lineare Differen-
tialgleichungen dar, die eine Variante der Booleschen Modelle sind
und von Leon Glass eingeführt wurden [76, 77]. In diesen Modellen
wird jeder Knoten durch eine kontinuierliche Variable dargestellt, die
der Konzentration der jeweiligen Komponente entspricht, und durch
eine diskrete Variable, die ihre Aktivität darstellt. Damit kann das
diskrete Modell um Zwischenzustände der Expressionslevel erwei-
tert werden.
kontinuierliche modelle Modelle mit gewöhnlichen Diffe-
rentialgleichungen gehören zu den quantitativen, kontinuierlichen
Modellen. Quantitative Modelle sollen das System detailliert be-
schreiben und quantitative Ergebnisse produzieren. Dazu werden
Datensätze für die Werte der Parameter benötigt, die jedoch zum
Teil schwer durch Experimente bestimmt werden können. Selbst für
kleine Systeme können Ergebnisse über dynamische Eigenschaften
des Netzwerks oft nur numerisch gewonnen werden, da die Glei-
chungen des Systems in der Regel nichtlinear und nicht analytisch
lösbar sind.
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Neben gewöhnlichen Differentialgleichungen können auch parti-
elle oder stochastische Differentialgleichungen genutzt werden, um
räumliche oder stochastische Effekte einzubeziehen [44]. Außerdem
kann auch das Abstraktionslevel der betrachteten Knoten variieren:
Anstatt für jedes Gen die Konzentrationen der jeweiligen mRNA und
Proteine zu betrachten, kann auch nur eine Gleichung pro Gen ein-
geführt werden, mit einer entsprechenden Zeitverzögerung für den
Prozess der Translation [16, 17]. Neben den nichtlinearen Funktio-
nen, wie sie in dieser Arbeit für die Regulation der Transkription vor-
gestellt werden, können Genregulationsnetzwerke auch mit linearen
Modellen beschrieben werden [78] oder die verwendeten Funktionen
können als sehr steil angenommen werden, so dass sie einen Über-
gang zu logischen Funktionen darstellen.
modelle mit einzelnen molekülen Wenn die Anzahl der
Moleküle in einem System sehr klein ist oder sie nicht gleichmä-
ßig verteilt im System vorliegen, können signifikante stochastische
Effekte auftreten. Diese Effekte werden in Modellen berücksichtigt,
die einzelne Moleküle der verschiedenen Komponenten betrachten.
Durch einen solchen Ansatz wird ein System ebenfalls quantitativ be-
schrieben, doch die Variablen sind diskret und die Dynamik stochas-
tisch. Die chemischen Reaktionen in einer Ein-Molekül-Auflösung
können mit numerischen Monte-Carlo-Simulationen modelliert wer-
den. Eine populäre Version dieser Simulationen wurde in den späten
1970ern von Daniel Gillespie [79] eingeführt. Da jede chemische Re-
aktion als Kollision von Molekülen aufgefasst wird, verwendet der
Gillespie-Algorithmus Reaktionswahrscheinlichkeiten, die von der
Anzahl, dem Volumen, den Radien und den Geschwindigkeitsver-
teilungen der Moleküle abhängen. Eine Reaktion findet genau dann
statt, wenn der Abstand zweier Moleküle, die miteinander reagie-
ren können, gerade nur noch die Summe ihrer Radien beträgt [80].
Das Grundprinzip des Algorithmus ist die Generierung zweier Zu-
fallszahlen aus einer aus den Reaktionskonstanten berechneten Ver-
teilung. Diese Zufallszahlen geben an, wann eine nächste Reaktion
stattfindet, und welche der Reaktionen es ist. Ein System aus chemi-
schen Reaktionen kann damit als stochastischer Prozess beschrieben
werden und durch den Gillespie-Algorithmus können die Vorhersa-
gen einer stochastischen Mastergleichung des Systems simuliert wer-
den.
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Neben dieser vollständig diskreten Beschreibung von Genre-
gulationsnetzwerken existieren auch kontinuierliche Modelle, die
stochastische Effekte beinhalten und auf der Mastergleichung und
der daraus berechneten Langevin-Gleichung basieren [81]. In diesen
Modellen werden Differentialgleichungen mit Rauschtermen betrach-
tet, wodurch für kleine Systeme das dynamische Verhalten trotz der
stochastischen Effekte mit analytischen Methoden bestimmt werden
kann.
übergang zwischen modellen Durch den Vergleich der ver-
schiedenen Ansätze wird deutlich, dass sich einige Modelle inein-
ander überführen lassen, z. B. durch genügend steile kontinuierliche
Funktionen, die sich einer Booleschen Stufenfunktion annähern, oder
durch den Wechsel von Anzahlen auf Konzentrationen, indem ge-
nügend viele Teilchen angenommen werden. Trotz dieser fließenden
Übergänge treten beim Vergleich der Modelle qualitative dynamische
Unterschiede auf. Dies wurde bereits sowohl bei der Betrachtung des
Übergangs von stochastischen zu kontinuierlichen Systemen [81, 82],
als auch beim Vergleich von kontinuierlichen und Booleschen Syste-
men festgestellt [16, 17, 18].
Es stellt sich die Frage, auf welche Weise und wie stark die getrof-
fenen Annahmen die Dynamik des Systems beeinflussen, zu welchen
Unterschieden es in der Dynamik der verschiedenen Modelle kommt
und welche Kriterien eine gute Übereinstimmung garantieren. In den
folgenden Abschnitten werden die Details und Analysemethoden der
kontinuierlichen und Booleschen Modellierung vorgestellt, bevor in
Kapitel 3 die Dynamik von abstrakten Netzwerkmodulen beider Mo-
dellierungen verglichen wird.
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2.3 kontinuierliche modellierung
2.3.1 Differentialgleichungen
Für das kontinuierliche Modell sollen die biologischen Prozesse, die
in Abschnitt 2.2.2 und Abschnitt 2.2.3 beschrieben wurden, in Form
von Differentialgleichungen für die Konzentrationen der mRNAs und
Proteine der einzelnen Gene mathematisch ausgedrückt werden. Die
Änderung dieser Konzentrationen hängt von den Abläufen während
der Genexpression ab, also von Transkription und Translation: Die
Produktion der mRNA, die durch Transkriptionsfaktoren reguliert
wird, kann in den Differentialgleichungen mit Hilfe von Regulations-
funktionen F beschrieben werden [83]. Auf diese Funktionen F, die
von den Konzentrationen der Proteine, die als Transkriptionsfaktoren
wirken, abhängen, wird im Laufe dieses Kapitels näher eingegangen.
Die Produktionsrate der Proteine, die durch die Übersetzung der mR-
NA-Moleküle während der Translation entstehen, wird proportional
zur mRNA-Konzentration angenommen mit einem Proportionalitäts-
faktor ω [8]. Außerdem nehmen die Konzentrationen der Proteine
und mRNAs aufgrund von Zellwachstum oder Zerfall der Moleküle
ab. Die Rate dieser Prozesse sei ebenfalls proportional zu den jewei-
ligen Konzentrationen [78], mit Proportionalitätskonstanten γ und
δ. Für einige Systeme lohnt es sich zudem, die verschiedenen Zeits-
kalen der Dynamik zu betrachten, z. B. in E. coli zerfällt die mRNA
in wenigen Minuten, während die Proteine in diesen Zellen für den
Zerfall mehrere Stunden benötigen [3]. Für solche Systeme kann an-
genommen werden, dass die Konzentrationen der mRNAs sehr schnell
in ihren Gleichgewichtszustand übergehen, so dass pro Gen nur
ein Freiheitsgrad bleibt, der der jeweiligen Protein-Konzentration
entspricht. Für die Untersuchung dieses Effektes wird in den
Differentialgleichungen ein Parameter  eingeführt, der das Zeits-
kalenverhältnis der Dynamiken von mRNAs und Proteinen beschreibt.
Es sei nun Ri die Konzentration der mRNA, die durch Gen i pro-
duziert wird, und Pi die entsprechende Protein-Konzentration für
i = 1, 2, 3, . . . ,N, wobei N die Anzahl der beteiligten Gene des
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Abbildung 6: Ein Beispiel eines Netzwerks aus zehn Knoten. Im kontinu-
ierlichen Modell wird für jedes Gen sowohl die Dynamik der
Proteine als auch die der mRNA modelliert. Das Verhältnis der
Zeitskalen zwischen mRNA- und Protein-Dynamik kann durch
den Parameter  bestimmt werden.
betrachteten Systems ist. Die Differentialgleichungen lauten dann
(vgl. [8, 83, 84])
R˙i = (Fi(P1, . . . ,PN) − γiRi) ,
P˙i = ωiRi − δiPi .
(1)
2.3.2 Regulationsfunktionen
Die Regulationsfunktion F einer mRNA hängt von den Konzentratio-
nen der Proteine ab, die als Transkriptionsfaktoren wirken. Wenn das
Protein ein Aktivator ist, wird die Regulation üblicherweise durch ei-
ne monoton steigende sigmoidale Funktion F+ modelliert, wenn das
Protein ein Inhibitor ist, durch eine abnehmende Funktion F−. Die re-
gulatorischen Prozesse können mathematisch mit Hilfe der Standard-
regeln der Reaktionskinetik beschrieben werden (vgl. z. B. [3, 43]).
Sie basieren auf Massenwirkungsgesetzen, wonach die Rate eines ele-
mentaren chemischen Prozesses proportional zum Produkt der Kon-
zentrationen der in der Reaktion involvierten molekularen Spezies ist.
Die Regulation während der Transkription kann durch eine einfache
Reaktion dargestellt werden, die von einem Enzym E katalysiert wird:
P+ E
k1

k−1
[EP]
ktr−−→ P+ E+ R (2)
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E stellt in diesem Fall den Promoter des Gens dar, P ist das Prote-
in, das als Transkriptionsfaktor wirkt, und R ist die mRNA, die aus
der Transkription hervorgeht. Die Reaktionsgleichungen (2) drücken
aus, dass ein Protein, das als Transkriptionsfaktor wirkt, an einen
Promoter der DNA bindet, wodurch ein Komplex aus Promoter und
Transkriptionsfaktor gebildet wird. Dieser Komplex wird schließlich
umgewandelt in die mRNA, wobei Promoter und Transkriptionsfaktor
jedoch in der Zelle bestehen bleiben. Die Gleichung, die die Dynamik
des Komplexes [EP] aus Promoter E und Protein P beschreibt, ist dann
d[EP]
dt
= k1 · P · E− (k−1 + ktr) · [EP] ,
wobei E, P und [EP] die Konzentrationen der jeweiligen Spezies dar-
stellen. Wenn angenommen wird, dass der Transkriptionsfaktor sehr
schnell an den Promoter bindet, läuft der Komplex [EP] sehr viel
schneller auf seinen Gleichgewichtszustand d[EP]/dt = 0 als die an-
deren Spezies. Zudem ändert sich die Gesamtzahl ET der Promoter
eines Gens während des Transkriptionsprozesses nicht, so dass gilt
E + [EP] = ET . Damit kann für die Konzentration des Komplexes
abhängig von der Anzahl der Transkriptionsfaktoren folgende Glei-
chung aufgestellt werden:
[EP] =
k1 · ET · P
k−1 + ktr + k1 · P =
ET · P
θ+ P
mit dem Parameter θ = (k−1 + ktr)/k1, der auch als Aktivationskoeffi-
zient oder Expressionsschwellwert bezeichnet wird und die Konzentra-
tion des Transkriptionsfaktors definiert, die gebraucht wird, um die
Expression signifikant zu aktivieren. Mit dieser adiabatischen Elimi-
nation des Komplexes [EP] durch die Näherung d[EP]/dt = 0, kann
die Produktionsrate der mRNA berechnet werden als
dR
dt
= ktr[EP] =
mP
θ+ P
,
wobei m = ktrET sowohl von der Produktionsrate der mRNA als
auch von der Anzahl der Promoter abhängt und die maximale
Transkriptionsrate darstellt.
Wenn mehrere Einheiten eines Transkriptionsfaktors P nötig sind,
um die Transkription zu aktivieren, wird dies als Kooperativität be-
zeichnet. Mit der Annahme, dass die Bildung der Komplexe aus meh-
reren Transkriptionsfaktoren, die vor oder nach der Bindung an den
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Promoter passieren kann, viel schneller abläuft als andere Reaktionen
des Prozesses, erhält man für die Produktionsrate der mRNA unter Be-
rücksichtigung der Kooperativität folgende Gleichung:
F+ =
dR
dt
=
mPn
θn + Pn
.
Dieser Ausdruck entspricht einer Hill-Funktion [85], wobei der Hill- Hill-Funktion
Koeffizient n den Grad der Kooperativität des Transkriptionsprozesses
angibt.
Der Fall einer Inhibition des Transkriptionsprozesses kann analog
behandelt werden. Die Basisreaktionen
E+nP
k1

k−1
[EPn] und E ktr−−→ E+ R
beschreiben den Prozess, dass ein Protein, das als inhibierender Tran-
skriptionsfaktor wirkt, an einen Promoter bindet, wodurch ein Kom-
plex aus Protein und Promoter gebildet wird, der keine mRNA erzeu-
gen kann. Nur freie Promoter E führen zur Transkription einer mRNA.
Für die Konzentration der mRNA folgt die Gleichung
F− =
dR
dt
=
mθn
θn + Pn
= 1− F+ ,
wobei der Schwellwert der Inhibition als θ = (k1/k−1)n definiert ist.
Der Hill-Koeffizient n kontrolliert als Grad der Kooperativität Hill-Koeffizient
gerade die Steigung der regulatorischen Funktion. Je größer n ist,
umso mehr ähnelt die Regulationsfunktion einer Stufenfunktion (vgl.
Abbildung 7) und im Grenzfall n → ∞, erhält man die Boolesche
Aktualisierungsfunktion [86]. Biologisch beschreibt n die Anzahl
der Proteine, die gebraucht wird um eine Sättigung der Bindung
an der DNA zu erhalten [84]. Die Hill-Funktion kann als die Wahr-
scheinlichkeit verstanden werden, dass der Transkriptionsfaktor an
der Promoter-Region gebunden ist, gemittelt über viele Bindungs-
und Ablöse-Vorgänge eines Transkriptionsfaktors [43]. Neben diesen
theoretischen Überlegungen schlagen auch experimentelle Hinwei-
se [87] die Verwendung von Hill-Funktionen vor. Biologisch sinnvolle
Werte der Hill-Koeffizienten liegen bei n ∈ {1, . . . , 4} [43], doch auch
größere Werte wurden in biologischen Systemen beobachtet, z. B.
treten bei E. coli Hill-Koeffizienten von n ≈ 11 auf [51].
33
2 grundlagen
0
1
0 0.5 1
F
+
(P
)
P
n =   1
n =   3
n = 10
Abbildung 7: Hill-Funktion für verschiedene Werte des Hill-Koeffizienten n
mit θ = 0.5.
Der kombinierte Effekt von mehreren Transkriptionsfaktoren wirdHillCubes
beschrieben durch multidimensionale Regulationsfunktionen. Ein
Beispiel dafür, wie eine solche Funktion aus Genexpressionsmes-
sungen erhalten werden kann, wurde von Setty et al. [88] gegeben,
die das lacZYA operon von E. coli untersucht haben. Die Funktion
F(Pj,Pj) kann z. B. das Zusammenspiel eines Aktivators Pj und
eines Inhibitors Pk beschreiben [43]. Wenn Aktivator und Inhibitor
unabhängig am Promoter binden können, gibt es vier mögliche
Bindungszustände des Promoters: Ungebunden, gebunden an ent-
weder Pj oder Pk oder gebunden an beide Proteine. Transkription
kann beispielsweise hauptsächlich in dem Fall auftreten, wenn der
Aktivator an den Promoter gebunden ist, der Inhibitor jedoch nicht.
Dies resultiert in einer Pj AND NOT Pk Funktion, eine der 16
möglichen Booleschen Funktionen für zwei Eingangsknoten (siehe
auch Abschnitt 2.4.1). Die einfachsten Modelle für Genregulation
nutzen solche Booleschen Funktionen (siehe Abschnitt 2.4). Für
zwei Transkriptionsfaktoren können die 16 Booleschen Funktionen
als sogenannte BooleCubes im Pj-Pk-Raum dargestellt werden. Eine
kontinuierliche Generalisierung der BooleCubes in sogenannte
HillCubes wurde von Wittmann et al. [89] vorgeschlagen und basiert
auf der Hill-Funktion. Ein Beispiel eines solchen HillCubes, der der
Regulationsfunktion Fi(Pj,Pk) = Pj AND NOT Pk entspricht, ist
in Abbildung 8 gezeigt.
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Abbildung 8: HillCube der Regulationsfunktion F = Pj AND NOT Pk.
HillCubes werden konstruiert, indem die Summen über die jeweili-
gen Produkte der Hill-Funktionen genommen werden. Für die Funk-
tion Pj AND NOT Pk ergibt das durch den Vergleich mit der Boole-
schen Funktionstabelle
Genj Genk Genm
0 0 0
0 1 0
1 0 1
1 1 0
die Summe
FANDNOTm (Pj,Pk) = 0 (F
−(Pj) · F−(Pk))
+ 0 (F−(Pj) · F+(Pk))
+ 1 (F+(Pj) · F−(Pk))
+ 0 (F+(Pj) · F+(Pk)) .
Mit Hilfe der Hill-Funktion und der HillCubes können die Diffe-
rentialgleichungen (1) je nach System und vorliegender Regulation
spezifiziert werden, um anschließend die Dynamik des Netzwerks
zu betrachten. Die dynamischen Systeme, die in dieser Arbeit
untersucht werden, sind dissipative Systeme, in denen es Gebiete des
Phasenraums gibt, in denen sich ein Phasenraumvolumenelement
mit der Zeit zusammenzieht. Dissipative Systeme haben Attraktoren
im Phasenraum, die z. B. Grenzzyklen oder Fixpunkte sein können.
35
2 grundlagen
In solchen Systemen kann zwischen transientem Verhalten und
Langzeitverhalten unterschieden werden. Auf Transienten nähert
sich das System bestimmten Regionen im Phasenraum an, in denen
es dann für alle Zeit bleibt. Die Bahn, die dabei von einem Zustand
des Systems im Phasenraum zurückgelegt wird, heißt Trajektorie.
Eine Möglichkeit des Langzeitverhaltens eines dynamischen Sys-
tems ist Stationarität, d. h. ein System, das durch die Variablen ~x und
die Differentialgleichungen ~˙x = ~f(~x) beschrieben wird, landet auf ei-
nem Gleichgewichtszustand ~x∗, für den gilt, dass ~f(~x∗) = 0. Ein sol-
cher Gleichgewichtspunkt ~x∗ kann verschieden auf kleine Störungen
reagieren und die dynamische Antwort auf eine Störung kann mit
vier verschiedenen Fällen beschrieben werden: a) Die Störung wird
abgedämpft und das System kehrt zu seinem Ausgangszustand zu-
rück. b) Die Störung wird verstärkt, d. h. der Zustand ist instabil. Das
System kehrt nicht zu seinem Ausgangszustand zurück. c) Das Sys-
tem oszilliert bei der Rückkehr zum Ausgangszustand. d) Der Zu-
stand ist instabil und es kommt zu Oszillationen.
Um diese qualitativen Unterschiede im dynamischen Verhalten na-
he eines Fixpunktes zu untersuchen, gibt es zwei Möglichkeiten: Die
Differentialgleichungen können entweder numerisch simuliert wer-
den, um die Zeitreihen des Systems mit verschiedenen Startwerten
zu analysieren, oder die Dynamik wird mit Hilfe einer linearen Stabi-
litätsanalyse untersucht.
2.3.3 Lineare Stabilitätsanalyse
Die lineare Stabilitätsanalyse erlaubt es, die lokale Stabilität eines
Gleichgewichtspunkts ~x∗ eines Differentialgleichungssystems
~˙x = ~f(~x) (3)
zu beschreiben, für den gilt, dass ~f(~x∗) = 0. Damit können Aussagen
über die lokale Dynamik eines Systems zu getroffen werden, ohne
Zeitreihen verschiedener Simulationen zu betrachten.
Es wird das Verhalten einer Trajektorie ~x∗+∆~x (mit ∆~x klein) in der
Nähe des Fixpunktes betrachtet. Eine Taylorentwicklung um den Fix-
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punkt ~x∗ bis zur ersten Ordnung nähert das Differentialgleichungs-
system durch ein lineares System an:
~f(~x∗ +∆~x) = ~f(~x∗) + J(~x∗) ·∆~x
= J(~x∗) ·∆~x ,
mit der Jacobi-Matrix
J(~x∗) =

∂f1(~x)
∂x1
|~x∗ · · · ∂f1(~x)∂xn |~x∗
...
. . .
...
∂fn(~x)
∂x1
|~x∗ · · · ∂fn(~x)∂xn |~x∗
 (4)
an der Stelle des Fixpunktes ~x∗, die alle ersten partiellen Ableitungen
von ~f enthält. Wegen ddt(~x
∗ +∆~x) = ddt(∆~x) und Gleichung (3) folgt
d
dt
(∆~x) = J(~x∗) ·∆~x . (5)
Diese Matrixgleichung kann gelöst werden durch den Ansatz
∆~x(t) =
n∑
j=1
~cj · eλjt , (6)
wobei ~cj bzw. λj die Eigenvektoren bzw. Eigenwerte der Jacobi-Matrix
J am Fixpunkt ~x∗ sind [90]. Die Eigenwerte der Jacobi-Matrix ge-
ben damit Auskunft über das Verhalten der Trajektorien, die sich im
Abstand ∆~x vom Fixpunkt ~x∗ befinden. Haben alle Eigenwerte der
Jacobi-Matrix negative Realteile λR, so zerfällt eine Störung ∆~x und
der Gleichgewichtszustand ist stabil. Wenn im Gegensatz einer oder
mehrere Eigenwerte positive Realteile haben, ist die Störung in Rich-
tung des jeweiligen Eigenvektors verstärkt und der Gleichgewichts-
zustand ist instabil. Damit kann die Stabilitätsanalyse auf ein Eigen-
wertproblem reduziert werden, wobei im Wesentlichen der Eigenwert
mit dem größten Realteil λmaxR die Stabilität des Systems bestimmt.
Es treten vier verschiedene Fälle auf (vgl. auch Abbildung 9 für ein
zweidimensionales System):
• Stabiler Knoten: Alle Eigenwerte sind reell und negativ. Der Ei-
genwert mit dem größten Realteil λmaxR bestimmt das Zeitver-
halten des Systems.
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Abbildung 9: Möglichkeiten der Eigenwerte der Jacobi-Matrix und die dar-
aus resultierende Dynamik. Übergang zwischen a und c:
Sattel-Knoten-Bifurkation, Übergang zwischen b und d: Hopf-
Bifurkation (aus [91]).
• Stabile Spirale: Die Realteile aller Eigenwerte sind negativ,
die Eigenwerte weisen jedoch (paarweise komplex konjugierte)
Imaginärteile auf.
• Sattelpunkt: Es gibt Eigenwerte mit positivem und negativem
Realteil, so dass λmaxR positiv ist.
• Instabile Spirale: λmaxR ist positiv und die Eigenwerte haben
zudem komplex konjugierte Imaginärteile. Es kommt zu Oszil-
lationen.
Von besonderem Interesse sind auch die Übergänge zwischenBifurkationen
den verschiedenen Fällen, sogenannte Bifurkationen, die auf qua-
litative Änderungen der Dynamik des Systems hinweisen. Wenn
verschiedene Systeme mit verschiedenen Parametern untersucht
werden, können diese eine unterschiedliche Dynamik aufweisen,
d. h. sowohl die Anzahl als auch der Typ der Attraktoren können
sich unterscheiden. Der Übergang zwischen verschiedenen Regionen
im Parameterraum geschieht am Bifurkationspunkt oder an der
Bifurkationsfläche. Es kommt unter Einfluss eines Parameters, dem
Bifurkationsparameter, zu einer Zustandsänderung des nichtlinearen
Systems. Die Codimension der Bifurkation gibt dabei die minimale
Anzahl an Parametern an, die variiert werden muss, damit die
Bifurkation auftritt. Bifurkationsflächen teilen den Parameterraum
damit in Regionen auf, die beobachtbare Eigenschaften eines dy-
namischen Systems angeben, die genutzt werden können, um ein
theoretisches Modell mit dem beschriebenen experimentellen System
zu vergleichen. Die Variation experimenteller Parameter innerhalb
einer Region sollte keine qualitative Änderung des Verhaltens
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hervorbringen, doch schon kleine Änderungen in der Nähe einer
Bifurkationsfläche können zu plötzlichen Übergängen führen.
Der erste Typ von lokalen Bifurkationen der Codimension 1
beschreibt den Übergang von einem stabilen zu einem instabilen
Gleichgewichtspunkt (siehe Abbildung 9, Übergang von a zu c). Beim
Vorzeichenwechsel des zugehörigen Eigenwerts der Jacobi-Matrix
ändert sich das Stabilitätsverhalten eines Fixpunktes: Für λmaxR < 0
ist ein stabiler Fixpunkt zu finden, für λmaxR > 0 handelt es sich
um einen instabilen Fixpunkt. Das bedeutet, ein einzelner Eigenwert
gleich 0weist auf das Erzeugen oder Vernichten von Fixpunkten oder
den Austausch von Stabilitätseigenschaften zwischen zwei Fixpunk-
ten hin. Bifurkationen dieser Art sind Sattel-Knoten-Bifurkationen,
die transkritische Bifurkation oder die Heugabel-Bifurkation. Sie
können dadurch bestimmt werden, dass die Determinante der
Jacobi-Matrix am Bifurkationspunkt verschwindet.
Ein zweiter Typ von lokalen Bifurkationen der Codimension 1 ist
die Hopf-Bifurkation, die sich dadurch auszeichnet, dass zwei rein
imaginäre Eigenwerte vorliegen, die komplex konjugiert sind. Wenn
das System sich vor der Bifurkation auf einem stabilen Fixpunkt
befindet, wird der Gleichgewichtszustand an der Bifurkation instabil,
und wenn die Bifurkation superkritisch ist, entsteht ein Grenzzy-
klus in der Nähe des instabilen Fixpunkts. Damit beschreibt eine
Hopf-Bifurkation einen Übergang von stationärer zu periodischer
Bewegung (siehe auch Abbildung 9, Übergang von b zu d).
Ein Nachteil der lokalen Stabilitätsanalyse ist die Abhängigkeit der
Jacobi-Matrix von den Konzentrationswerten der Fixpunkte des Sys-
tems. Für ein Netzwerk aus drei Knoten beispielsweise können diese
Gleichgewichtskonzentrationen nicht mehr analytisch berechnet wer-
den, sondern müssen numerisch bestimmt werden. Eine Methode,
die Ergebnisse unabhängig von den genauen Fixpunktkonzentratio-
nen liefert, ist die im folgenden Abschnitt vorgestellte generalisierte
Methode.
2.3.4 Generalisierte Methode
Generalisierte Modelle stellen eine Methode dar, die lokale Dynamik
eines Systems unabhängig von der genauen Form der Regulations-
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Abbildung 10: Generalisierte Methode in Anwendung auf Genregulations-
netzwerke (nach [91]).
funktionen und der Werte der Gleichgewichtskonzentrationen zu un-
tersuchen. Die Grundidee dieses Formalismus, der von Gross und
Feudel [19] eingeführt wurde, ist eine Parametrisierung der Jacobi-
Matrix [92]. Generalisierte Modelle wurden schon erfolgreich auf
ökologische Netzwerke [93, 19, 94], sozio-ökonomische Modelle [19]
und metabolische Netzwerke angewendet [92, 95, 42]. Im Folgenden
soll die Anwendung der generalisierten Methode auf Differentialglei-
chungssysteme der Genregulation vorgestellt werden, wie sie in Glei-
chung (1) formuliert wurden.
Die Parametrisierung der Jacobi-Matrix wird durch eine Normierung
der Konzentrationen und Funktionen des Differentialgleichungssys-
tems erreicht. Mit der Annahme, dass mindestens ein Fixpunkt
R∗i ,P
∗
i mit positiven Konzentrationen existiert, können normierte Zu-
standsvariablen ri = RiR∗i , pi =
Pi
P∗i
und normierte Funktionen
f˜j(pi) =
Fj(P
∗
ipi)
F∗j
definiert werden mit der abgekürzten Schreibweise
F∗j = Fj(P
∗
i ). Durch diese Normierung werden die Werte der Fixpunk-
te des Systems auf r∗i = p
∗
i = 1 vereinfacht. Das Umschreiben von
Gleichung (1) in die normierten Variablen ergibt
r˙i = (
F∗i
R∗i
f˜i(p1, . . . ,pN) − γiri),
p˙i =
R∗i
P∗i
ωiri − δipi.
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Für eine lokale Stabilitätsanalyse wird das System am Fixpunkt r∗i =
p∗i = 1 betrachtet, an dem gilt, dass r˙i = p˙i = 0 und f˜j(pi) = 1 .
Damit können neue Parameter
αi = F
∗
i/R
∗
i = γi,
βi = ωiR
∗
i/P
∗
i = δi
(7)
eingeführt werden, mit denen sich das Modell schließlich formulieren
lässt als
r˙i = αi(f˜i(p1, . . . ,pN) − ri),
p˙i = βi(ri − pi).
(8)
Für ein Netzwerk aus zwei mRNAs und zwei Proteinen, die sich ge-
genseitig regulieren, ergibt sich damit beispielsweise folgende Jacobi-
Matrix:
J =


−α1 0 0 α1 · ∂f˜1∂p2
0 −α2 α2 · ∂f˜2∂p1 0
β1 0 −β1 0
0 β2 0 −β2
(9)
=
( )
mRNA-Zerfall Transkription
Translation Protein-Zerfall
Aufgrund der Normierung liegt eine parametrisierte Jacobi-Matrix
vor, die nur wenige Variablen enthält, die gut interpretiert werden
können: α und β sind Skalenparameter [19], die die inversen Zeitskalen
der Konzentrationsänderungen angeben. Wenn angenommen wird,
dass für alle Gene jeweils die Transkriptions- und Translationsprozes-
se auf der gleichen Zeitskala ablaufen, beschreibt das Zeitskalenver-
hältnis αi/βi = γi/δi ∼  gerade das Verhältnis der Zeitskalen von
mRNA- zur Protein-Dynamik. Ein hoher Wert von  entspricht einer
quasi-steady-state Annahme der mRNA, d. h. die mRNA-Transienten
sterben schnell aus (siehe auch Abschnitt 2.3.1).
Die verbleibenden Parameter sind die Ableitungen der generali-
sierten Funktionen nach den Protein-Konzentrationen. Im Folgenden
werden die Terme ∂f˜j∂pi mit i, j ∈ {1, 2, 3, . . . ,N} als f˜jpi bezeichnet
und als neue Variablen behandelt, die Exponent-Parameter [19] ge-
nannt werden. Da sie den Grad der Nichtlinearität des Prozesses im
Fließgleichgewicht angeben [93], können die Variablen f˜jpi als Indi-
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katoren für das Level der Kooperativität der Bindung des Proteins
gesehen werden (siehe Abschnitt 2.3.1), und damit als Indikator für
den Hill-Koeffizienten n. Es sei F die Hill-Funktion
F+ =
Pn
θn + Pn
eines Aktivators. Dann gilt für die normierte Funktion
f˜(p) =
F+(P∗p)
F+(P∗)
= pn
θn + P∗n
θn + P∗npn
,
und für die Ableitung an der Stelle p∗ = 1
∂f˜(p)
∂p
∣∣∣∣
p∗=1
=
n
1+ (P∗/θ)n
. (10)
Damit sind die Exponent-Parameter f˜jpi beschränkt auf das Intervall
[0,ni], wenn Protein i ein Aktivator ist, und analog gilt f˜jpi ∈ [−ni, 0],
wenn Protein i ein Inhibitor ist.
Ein Vorteil der Normierung ist, dass die Ableitungen f˜jpi als neue
Variablen genutzt werden können, für die unabhängig von der genau-
en Form der Regulationsfunktion folgende Aussagen getroffen wer-
den können: Positive Werte von f˜jpi bedeuten, dass Protein i ein Ak-
tivator der mRNA j ist, negative Werte bedeuten, dass Protein i in der
Regulationsfunktion Fj als Inhibitor wirkt, und wenn f˜jpi verschwin-
det, hat Protein i keinen Einfluss auf mRNA j. Damit können verschie-
dene Modelle eines Systems und die resultierende Dynamik vergli-
chen werden, ohne explizite Werte der Konzentrationen am Fixpunkt
oder der Schwellwerte der Regulation zu kennen. So entspricht bei-
spielsweise das Auswechseln eines Aktivators durch einen Inhibitor
einem Vorzeichenwechsel des entsprechenden Exponent-Parameters.
Die Auswirkung solcher funktionellen oder strukturellen Änderun-
gen des Modells auf die Dynamik kann mit Hilfe der generalisier-
ten Methode umfassend analysiert werden. Eine schematische Dar-
stellung generalisierter Modelle in Anwendung auf Genregulations-
netzwerke zeigt Abbildung 10. Im Rahmen dieser Arbeit wird die
generalisierte Methode für den Vergleich der kontinuierlichen und
Booleschen Dynamik kleiner Genregulationsnetzwerke genutzt (sie-
he Kapitel 3).
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2.4 boolesche modellierung
Eine qualitative, abstrakte Beschreibung von Genregulationsnetz-
werken sind Boolesche Modelle. Das Boolesche Netzwerk ist definiert
als ein gerichteter Graph von N Knoten, die einzelne Gene darstellen,
sodass jeder Knoten als Gen für die beiden zugehörigen Makromole-
küle mRNA und Protein steht. Die Gene regulieren gegenseitig ihre
Expression durch die jeweilige Regulation der Transkription (sie-
he Abschnitt 2.2). Das Expressionslevel σ eines Gens wird mit einem
von zwei möglichen Werten, 1 oder 0, angegeben [10, 11]: Entweder
das Gen wird exprimiert, d. h. die Prozesse der Transkription und
Translation finden statt, dann ist das Gen eingeschaltet (1), oder das
Gen wird nicht exprimiert, dann ist es ausgeschaltet (0).
Neben den Konzentrationswerten werden auch die Zeitintervalle,
in denen die Zustandsänderung der Knoten erfolgt, diskret model-
liert. In den einfachsten, hier betrachteten Booleschen Netzwerken
werden alle Knoten synchron aktualisiert, d. h. für alle Knoten wird
gleichzeitig der neue Zustand berechnet, jeweils in Abhängigkeit
jener Knoten, die als Eingangsknoten dienen.
Abbildung 11: Beispiel eines Netzwerks mit zehn Knoten. Die Knoten reprä-
sentieren einzelne Gene, die gegenseitig den Ablauf der Ex-
pression regulieren. Die Zustände der Knoten können einen
der Booleschen Werte 1 oder 0 annehmen (dargestellt in gelb
bzw. blau).
2.4.1 Boolesche Funktionen
Die Aktualisierungsfunktionen der einzelnen Gene sind Funktionen
der Expressionslevel jener Gene, durch die die Transkription beein-
flusst wird. Eine Boolesche Funktion kann als Zeichenkette von Nul-
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In F K I
0 0 1 0 1
1 0 1 1 0
Tabelle 1: Wahrheitstabelle der vier möglichen Booleschen Funktionen für
einen Knoten mit nur einem Eingangsknoten. Die Funktionen
sind entweder konstante Funktionen (F) oder die Kopier- bzw.
Invertier-Funktion.
In F C1 C2 R
0 0 1 0 0 1 0 1 1 0 0 0 0 1 1 1 1 0
0 1 1 0 0 1 1 0 0 1 0 0 1 0 1 1 0 1
1 0 1 0 1 0 0 1 0 0 1 0 1 1 0 1 0 1
1 1 1 0 1 0 1 0 0 0 0 1 1 1 1 0 1 0
Tabelle 2: Wahrheitstabelle der 16 möglichen Booleschen Funktionen für
einen Knoten mit zwei Eingangsknoten. Die Funktionen können
unterteilt werden in konstante Funktionen (F), kanalisierende
Funktionen mit zwei oder drei identischen Einträgen (C1 bzw. C2)
und reversible Funktionen (R) [96].
len und Einsen dargestellt werden, die jeder möglichen Kombination
von Eingangswerten einen Ausgangwert zuordnet und damit die Län-
ge 2k hat, wobei k die Anzahl der Eingangsknoten des betrachteten
Knotens ist. Die Aktualisierungsfunktion legt den nächsten Zustand
des Knotens für jede der 2k Kombinationen der Eingangswerte fest.
Damit gibt es 22
k
verschiedene Funktionen.
Wird ein Knoten von nur einem anderen Knoten reguliert (k = 1),
gibt es 22
1
= 4 Möglichkeiten für die Aktualisierungsfunktionen
der Länge 21: Der Knoten kann eine konstante Funktion (F) haben,
dann ist sein Zustand immer 0 oder 1, oder das andere Gen kann
aktivierend bzw. inhibierend sein. Ein Aktivator wird mit der Boole-
schen Kopier-Funktion (K) beschrieben und ein Inhibitor durch eine
Invertier-Funktion (I). Diese vier möglichen Aktualisierungsfunktio-
nen sind in Tabelle 1 gezeigt.
Für ein Gen mit k = 2 Eingangsknoten gibt es 22
2
= 16 mögliche
Boolesche Funktionen: konstante Funktionen (F), kanalisierende
Funktionen mit zwei oder drei identischen Einträgen (C1 bzw. C2),
und reversible Funktionen (R). Tabelle 2 zeigt die 16 möglichen
Aktualisierungsfunktionen. Die Knoten des Netzwerks können ihren
Zustand in einem Zeitschritt immer nur dann ändern, wenn jene
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Knoten, die als Eingangsknoten dienen, im vorherigen Zeitschritt
ihren Zustand geändert haben. Je nach Aktualisierungsfunktion
gibt es jedoch Unterschiede: Knoten mit konstanten Funktionen (F)
werden ihren Zustand nie ändern und im Gegensatz dazu ändern
Knoten mit reversiblen Funktionen (R) ihren Ausgabewert immer,
wenn einer der Eingangsknoten sein Expressionslevel geändert hat.
Bei kanalisierenden Funktionen ist der Wert des Knotens mindestens
für einen Wert eines Eingangsknotens fest, unabhängig vom Wert
der anderen Eingangsknoten. Bei Typ 1 der kanalisierenden Funktio-
nen (C1) hängt die Aktualisierungsfunktion gar nicht vom Zustand
eines Eingangsknotens ab, sie kopiert oder invertiert einfach den
Wert des anderen Eingangsknotens. Bei Typ 2 der kanalisierenden
Funktionen (C2) für einen Knoten mit zwei Eingangsknoten enthält
die Aktualisierungsfunktion drei Einsen oder drei Nullen. Deshalb
existiert für jeden der zwei Eingangsknoten ein Wert, der die Ausga-
be fixiert, unabhängig vom Zustand des anderen Knotens.
2.4.2 Boolesche Dynamik
Wenn sowohl die Topologie eines Booleschen Netzwerks als auch die
Funktionen festgelegt sind, kann die Dynamik des Systems bestimmt
werden. Dabei spielt die Abfolge der einzelnen Netzwerkzustände
im Zustandsraum eine wichtige Rolle. Als Netzwerkzustand wird der
Vektor aller Zustandsvariablen der einzelnen Knoten eines Netzwerks
bezeichnet:
~σ(t) = {σ1(t),σ2(t), . . . ,σN(t)}
Zu Beginn einer Simulation muss ein Anfangszustand für das Netz-
werk gewählt werden. Da in der Booleschen Dynamik jeder Knoten
nur zwei Werte annehmen kann, besteht der Zustandsraum aus 2N
verschiedenen Zuständen, die durch ihre zeitliche Abfolge miteinan-
der verbunden sind. Für jeden Netzwerkzustand gibt es genau einen
Nachfolger, da die Aktualisierung der Zustände deterministisch er-
folgt. Die Endlichkeit des Netzwerks führt zudem dazu, dass die Tra-
jektorien im Zustandsraum periodisch werden. Die periodischen Be-
reiche werden als Zyklen bezeichnet. Sie sind Attraktoren, wenn es
Abfolgen von Zuständen gibt, die als sogenannte Transienten zu ih-
nen hin führen. Die Anzahl der Zustände des Attraktors heißt Attrak-
torlänge und ein Attraktor der Länge 1 entspricht einem Fixpunkt des
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Abbildung 12: Beispiel eines Booleschen Netzwerks aus drei Knoten.
Systems. Die Dynamik verschiedener Netzwerke unterscheidet sich
u. a. in der Anzahl und Länge der auftretenden Attraktoren. Im Fol-
genden soll die Untersuchung der Dynamik Boolescher Netzwerke
anhand eines Beispiels näher erläutert werden.
2.4.3 Untersuchung der Booleschen Dynamik eines Beispiel-Systems
Als Beispiel soll ein Netzwerk aus drei Knoten betrachtet werden,
das auch im Laufe dieser Arbeit näher untersucht wird (vgl. Ab-
schnitt 3.2). Die drei Knoten sollen sich als Ring angeordnet
gegenseitig regulieren und Knoten 1 wirkt zusätzlich auf sich selbst
(siehe Abbildung 12).
Jeder der drei Knoten kann zwei Zustände σi annehmen, 1 und
0, so dass der Zustandsraum aus 23 = 8 verschiedenen Netzwerkzu-
ständen der Form {σ1(t)σ2(t)σ3(t)} besteht. Abhängig davon, welche
Aktualisierungsfunktionen für die einzelnen Knoten gelten, kann die
Verknüpfung des Zustandsraumes bestimmt werden. Wir nehmen an,
dass Knoten G2 und G3 den Zustand des Eingangsknotens kopieren
und die Aktualisierungsfunktion von Knoten G1 sei die dritte der ka-
nalisierenden Funktionen C2: G1 AND NOT G3. Die Dynamik des
Systems bei paralleler Aktualisierung der Knoten ist vollständig be-
stimmt, da durch die Aktualisierungsfunktionen für jeden Zustand
des Systems der nächste Netzwerkzustand angegeben werden kann.
Der Zustandsraum des Netzwerks ist in Abbildung 13 gezeigt:
Der Netzwerkzustand 000 ist ein Fixpunkt des Systems und es liegt
ein Zyklus der Länge L = 3 vor, der aus den Zuständen 010, 001
und 100 besteht. Da mehrere andere Zustände als Transienten auf
den Zyklus führen, ist dieser ein Attraktor. Abhängig davon, auf
welchem Zustand eine Simulation gestartet wird, zeigt sich ein
unterschiedliches Verhalten: Entweder endet die Dynamik auf dem
Zyklus, der sich dann immer wiederholt, oder sie verbleibt auf dem
Anfangszustand, falls dieser gerade der Fixpunkt des Systems ist.
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Abbildung 13: Zustandsraum des Booleschen Netzwerks aus drei Knoten:
Das System hat einen Fixpunkt und einen Zyklus der Länge
drei.
Für jeweils zwei Zustände des Zustandsraums kann der Hamming- Hamming-Abstand
Abstand [97] bestimmt werden. Dieser ist definiert als die Anzahl
von Knoten, in denen sich die Netzwerkzustände unterscheiden. Für
den Zyklus des betrachteten Systems (siehe Abbildung 13) haben
die aufeinanderfolgenden Zustände beispielsweise jeweils einen
Hamming-Abstand h = 2.
In dieser Arbeit werden kleine, abstrakte Netzwerke genutzt um
die Boolesche Dynamik mit der Dynamik kontinuierlicher Modelle
zu vergleichen. Es sollen generelle Kriterien für eine Übereinstim-
mung gefunden werden, die sowohl von topologischen Eigenschaf-
ten, als auch von dynamischen Eigenschaften der Netzwerke abhän-
gen.
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U N T E R S U C H U N G V O N N E T Z W E R K E N M I T
G L E I C H E N T O P O L O G I S C H E N E I G E N S C H A F T E N
In diesem ersten Ergebnis-Kapitel der Arbeit wird die Untersu-
chung kleiner Netzwerk-Module und der Vergleich der Dynamik
des Booleschen und kontinuierlichen Modells vorgestellt. Es werden
Netzwerke mit gleichen topologischen Eigenschaften aber unter-
schiedlichen Funktionen untersucht, um die Übereinstimmung
zwischen dem Booleschen und kontinuierlichen Modell abhängig
von den jeweiligen Funktionen und der sich daraus ergebenden
Dynamik zu analysieren. Für das kontinuierliche Modell werden
die Differentialgleichungen des Systems aufgestellt und zur Unter-
suchung der Dynamik wird eine lokale Stabilitätsanalyse mit Hilfe
der generalisierten Methode (siehe Abschnitt 2.3) durchgeführt. Für
das Boolesche Modell wird der Zustandsraum analysiert, wie in
Abschnitt 2.4 beschrieben.
Die betrachteten Module sind zunächst einfache Feedback-Schleifen,
d. h. die Gene sind ringförmig verknüpft, wobei die Regulation jedes
Gens durch genau ein anderes beeinflusst wird. Die Analyse beginnt
mit dem kleinstmöglichen System aus zwei Genen (Abschnitt 3.1.1),
bevor die Untersuchung in Abschnitt 3.1.2 und Abschnitt 3.1.3 auf
Systeme aus drei und schließlich N Genen erweitert wird.
Im Anschluss werden gekoppelte Feedback-Schleifen untersucht,
d. h. die Schleifen haben eine zusätzliche Kante, so dass eines der
Gene zwei Eingangsknoten hat. Diese weitere Kante kann eine
Selbstregulation sein, oder ein Gen kann durch ein zweites, anderes
Gen reguliert werden. Dadurch treten Funktionen auf, die von zwei
Eingangsknoten abhängen, so wie sie in Abschnitt 2.4.1 vorgestellt
wurden. Auch für diese Netzwerke beginnt die Untersuchung
mit dem kleinstmöglichen System aus zwei Genen, bevor in Ab-
schnitt 3.2.2 und Abschnitt 3.2.3 gekoppelte Feedback-Schleifen mit
drei und schließlich N Genen betrachtet werden.
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Die Ergebnisse dieses Teils der Arbeit sind zum Teil in Zusammen-
arbeit mit Torsten Pfaff, Eva Marie Weiel und Barbara Drossel ent-
standen und wurden in den Zeitschriften Physical Review E [98] und
European Physical Journal E [99] veröffentlicht.
3.1 einfache feedback-schleifen
Typische Interaktionen in Genregulationsnetzwerken sind Feedback-
Schleifen, in denen Information vom Ausgang eines Systems wieder
zum Eingang gesendet wird. Für diese Netzwerke soll die Dynamik
des Booleschen und kontinuierlichen Modells verglichen werden. Ein
biologisches Beispiel einer einfachen Feedback-Schleifen ist der Zell-
zyklus des Xenopus Embryo [100].
3.1.1 Netzwerke aus zwei Genen
Bei zwei Genen können die beiden regulatorischen Funktionen
entweder das gleiche Vorzeichen haben, dann liegt ein Aktivator-
Aktivator- oder ein Inhibitor-Inhibitor-Komplex vor, oder sie haben
unterschiedliche Vorzeichen und bilden einen Aktivator-Inhibitor-
Komplex.
Im Booleschen Modell ist eine aktivierende Interaktion durch die
Boolesche Kopier-Funktion implementiert und eine inhibierende
Interaktion durch eine Invertier-Funktion (siehe Abschnitt 2.4.1). Die
Boolesche Version dieses Systems aus zwei Knoten hat vier mögliche
Netzwerkzustände: 00, 01, 10, und 11. Für den Fall eines Aktivator-
Aktivator- oder Inhibitor-Inhibitor-Komplexes hat das Boolesche
System zwei Fixpunkte und einen Zyklus. Der Zyklus alterniert
zwischen 01 und 10 für den Aktivator-Aktivator-Komplex und
zwischen 00 und 11 für den Fall eines Inhibitor-Inhibitor-Komplexes.
Die jeweils verbleibenden Zustände sind die Fixpunkte des Systems.
Für den gemischten Fall des Aktivator-Inhibitor-Komplexes hat
das Boolesche Modell einen Zyklus, der aus allen vier Netzwerkzu-
ständen besteht: 00→ 10→ 11→ 01→ 00 (siehe auch Abbildung 14).
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Abbildung 14: Boolesche Dynamik der einfachen Feedback-Schleife aus
zwei Genen. Das System kann aus zwei Aktivatoren, zwei
Inhibitoren oder einem Aktivator und einem Inhibitor beste-
hen.
Für das kontinuierliche Modell werden die Differentialgleichun-
gen für die Konzentrationen der mRNAs und Proteine aufgestellt,
wie in Abschnitt 2.3.1 beschrieben. Für das Systems aus zwei Genen
(i ∈ {1, 2}), die sich gegenseitig regulieren, lauten die Differentialglei-
chungen:
R˙i = (Fi(P1,P2) − γiRi) ,
P˙i = ωiRi − δiPi .
(11)
Mit Hilfe der generalisierten Methode soll im Folgenden eine lo-
kale Stabilitätsanalyse durchgeführt und die Eigenwerte der Jacobi-
Matrix analysiert werden. Dazu werden normierte Zustandsvariablen
ri =
Ri
R∗i
bzw. pi = PiP∗i und normierte Funktionen f˜j(pi) eingeführt,
wobei R∗i ,P
∗
i die Konzentrationen eines Fixpunkt des Systems seien
(siehe Abschnitt 2.3.4). Die Jacobi-Matrix des Systems am Fixpunkt
ist für die neuen Gleichungen
J =


− 0 0  · f˜1p2
0 −  · f˜2p1 0
1 0 −1 0
0 1 0 −1
(12)
wobei f˜jpi jeweils die Ableitungen der normierten Funktionen f˜j
nach den normierten Konzentrationen der regulierenden Proteine pi
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am Fixpunkt p∗i = 1 darstellen. Die Jacobi-Matrix kann in Form von
vier separaten Matrizen geschrieben werden,
J =
( )
mRNA-Zerfall Transkription
Translation Protein-Zerfall
so dass für die Berechnung der Determinante folgende Gleichung
ausgenutzt werden kann:∣∣∣∣∣∣ A BC D
∣∣∣∣∣∣ = |AD−BC | (13)
Für das charakteristische Polynom des Systems aus zwei Genen folgt
damit:
(+ λ)2(1+ λ)2 − 2 f˜1p2 f˜2p1 = 0 . (14)
Es muss dabei berücksichtigt werden, dass die normierten Ablei-
tungen der Hill-Funktionen f˜jpi von allen Original-Parametern
(mi,γi,ωi, δi, θi,ni) abhängen. Aus diesem Grund hängt auch das
charakteristische Polynom indirekt von allen Original-Parametern
ab. Trotzdem kann ausgenutzt werden, dass die Ableitung f˜jpi eines
Aktivators auf das Intervall [0,ni] beschränkt ist und die Ableitung
für einen Inhibitor auf das Intervall [−ni, 0] (siehe Abschnitt 2.3.4).
Die Nullstellen des charakteristischen Polynoms (14), und damit
die Eigenwerte der Jacobi-Matrix, können für verschiedene Werte
und Vorzeichen der Exponent-Parameter f˜jpi berechnet werden, um
damit die lokale Stabilität des Systems zu bestimmen (siehe Ab-
schnitt 2.3.3).
Abbildung 15 zeigt die Linien, an denen die Realteile des größten
Eigenwerts verschwinden, d. h. an diesen Bifurkationslinien ändern
Fixpunkte ihre Stabilität. Im inneren Teil des Graphen, d. h. für kleine
Werte der Ableitungen f˜jpi, sind die Fixpunkte stabil, während sie
auf der äußeren Seite der Bifurkationslinien, d. h. für große Werte
der f˜jpi, instabil sind. Zusätzlich sind die Regionen im generali-
sierten Parameterraum schattiert dargestellt, in denen ein Fixpunkt
instabil gegenüber Oszillationen ist, d. h. in diesen Bereichen hat die
Jacobi-Matrix ein komplex konjugiertes Paar an Eigenwerten mit
positivem Realteil. Das bedeutet, dass eine Hopf-Bifurkation jeweils
an der Grenze zwischen der weißen und blauen Fläche auftritt,
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während an der schwarzen Grenzlinie eine Sattelknoten-Bifurkation
stattfindet. Es ist zu erkennen, dass eine Sattelknoten-Bifurkation,
und damit Multistabilität, nur auftreten kann, wenn die Exponent-
Parameter das gleiche Vorzeichen haben, d. h. wenn entweder
zwei Aktivatoren, oder zwei Inhibitoren vorliegen. Oszillationen
können dagegen nur dann auftreten, wenn die Exponent-Parameter
f˜1p2 und f˜2p1 unterschiedliche Vorzeichen haben, d. h. wenn ein
Aktivator-Inhibitor-Komplex vorliegt. Außerdem muss das Produkt
der Hill-Koeffizienten n1 und n2 groß genug sein. Für größere
Zeitskalen-Verhältnisse  zwischen mRNA- und Protein-Dynamik
müssen die Exponent-Parameter noch größer sein, um eine Hopf-
Bifurkation zu erhalten. Für  = 50, wenn die mRNA-Dynamik quasi
immer in einem Gleichgewichtszustand ist, zeigt der Aktivator-
Inhibitor-Komplex keine Oszillationen für Exponent-Parameter f˜1p2,
f˜2p1 ∈ {1, . . . , 4}, was Kooperativitäts-Koeffizienten ni ∈ {1, .., 4}
entspricht, während die Sattelknoten-Bifurkation unabhängig von 
auftritt.
Mit Hilfe der generalisierten Methode können damit für das bereits
gut untersuchte Netzwerk aus zwei Genen (z. B. [101, 102, 83, 84, 103])
bestehende Ergebnisse kombiniert, ergänzt und zusammengefasst
werden. Widder et al. [84] und Polynikis et al. [83] haben für
das Auftreten von Oszillationen im Fall des Aktivator-Inhibitor
Komplexes die Bedingung für die Werte des Hill-Koeffizienten
aufgestellt, dass ni > 3 [84], bzw. genauer präzisiert durch [83] als
n1 · n2 > 4 (Wahl der anderen Parameter: γi = δi = ωi = 1, 0).
Widder et al. [84] stellen heraus, dass der Bereich des Parameter-
raums, der einen Grenzzyklus enthält, bei steigender Kooperativität,
also für höhere Werte des Hill-Koeffizienten, wächst und Polyni-
kis et al. [83] haben zudem festgestellt, dass das System durch
eine Hopf-Bifurkation geht, wenn die Zeitskalen der mRNA- und
Protein-Dynamik variiert werden. Alle diese Ergebnisse finden sich
ausgedrückt durch das generalisierte Modell in Abbildung 15 wieder.
Obwohl die generalisierte Methode normierte Variablen nutzt, kön-
nen die Ergebnisse leicht mit numerischen Simulationen verglichen
werden. Abbildung 16 zeigt mRNA und Protein Konzentrationen
für verschiedene Werte der ni (verschiedene Spalten) mit  = 1
(erste Zeile) und  = 50 (zweite Zeile). Wenn die Separation der
Zeitskalen zwischen mRNA- und Protein-Dynamik größer wird, steigt
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(a)  = 1 (b)  = 10 (c)  = 50
Abbildung 15: Die blauen Flächen entsprechen den Regionen im Para-
meterraum Fixpunkt instabil ist, der durch die Exponent-
Parameter f˜1p2 und f˜2p1 ∈ {−10, 10} aufgespannt wird, für
die der Fixpunkt instabil ist. An den schwarzen Linien findet
eine Sattelknoten-Bifurkation statt. Das Verhältnis der Zeits-
kalen zwischen mRNA- und Protein-Dynamik, , steigt von
(a) nach (c).
die Frequenz der Oszillationen, doch ihre Amplitude wird kleiner
(ni = 10) oder verschwindet sogar ganz (ni < 10).
Wenn die Dynamik des Booleschen Modells mit der des kontinu-
ierlichen Modells verglichen wird, fällt auf, dass die Oszillationen,
die im Booleschen Aktivator-Aktivator- (oder Inhibitor-Inhibitor-)
Komplex vorliegen, im kontinuierlichen Modell nicht auftreten. Nur
die zwei Fixpunkte, die es auch im Booleschen Modell gibt, sind im
kontinuierlichen System zu finden. Die Oszillationen des Booleschen
Aktivator-Inhibitor Systems können im kontinuierlichen Modell nur
dann auftreten, wenn F1 und F2 steil genug sind, damit die Kon-
zentrationen ausreichend schnell die mittleren Konzentrationswerte
durchqueren. Sonst würde das System auf den (einzigen) Fixpunkt
laufen, der bei mittleren Konzentrationswerten zu finden ist. Ein
Grund dafür ist, dass sich die Konzentrationen im kontinuierlichen
Modell stetig ändern, selbst im Limit n → ∞, in dem sich die
Funktionen F1 und F2 Stufenfunktionen annähern. Im Gegensatz
dazu kann im Booleschen Modell der Zustand eines Gens instantan
von „aus“ (0) nach „an“ (1) und zurück wechseln.
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Abbildung 16: mRNA- und Protein-Konzentrationen des Netzwerks aus ei-
nem Aktivator und einem Inhibitor für verschiedene Wer-
te von ni und . Die Graphen in der ersten Zeile gehören
zum Fall  = 1, die in der zweiten Zeile zu  = 50, d. h.
die mRNA-Dynamik läuft 50-mal schneller ab. Die verschie-
denen Spalten zeigen Simulationen mit verschiedenen Hill-
Koeffizienten ni = 2, 3, 5, 10. (Parameterwerte: mi = 2, 0;
θi = 0, 5;γi = δi = ωi = 1, 0)
3.1.2 Netzwerke aus drei Genen
Auch die einfache Feedback-Schleife aus drei Genen kann darin
unterschieden werden, wie viele Inhibitoren sie enthält: Es kann
entweder eine gerade Anzahl (null oder zwei), oder eine ungerade
Anzahl (eins oder drei) an inhibierenden Genen vorliegen. Da
zwei Inhibitoren den gleichen Effekt wie zwei Aktivatoren haben,
entspricht die Dynamik einer Schleife mit z. B. zwei Inhibitoren und
einem Aktivator der Dynamik eines Systems, das ausschließlich
Aktivatoren enthält. Dies konnte bereits für das System aus zwei
Genen beobachtet werden, wo der Zustandsraum sowohl für zwei
Aktivatoren, als auch für zwei Inhibitoren jeweils zwei Fixpunkte
und einen Zyklus aufweist. Eine Schleife mit einer geraden Anzahl
an Inhibitoren wird im Folgenden als gerade oder positive Schleife
bezeichnet. Ein Ring mit einer ungeraden Anzahl an Inhibitoren
entspricht einem System, das neben den Aktivatoren einen Inhibitor
enthält. Diese Schleifen werden im Folgenden als ungerade oder
negative Schleifen bezeichnet.
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Abbildung 17: Bifurkationsflächen einer einfachen Feedback-Schleife aus
drei Genen. Die gelben Flächen gehören zu geraden Schlei-
fen, und blaue Flächen zu ungeraden.
Im Booleschen Modell hat eine positive Schleife aus drei Genen
zwei Zyklen der Länge drei und zwei Fixpunkte. Eine negative
Feedback-Schleife hat einen Zyklus der Länge sechs und einen
weiteren Zyklus der Länge zwei.
Für das kontinuierliche Modell können analog zum System aus
nur zwei Genen die Jacobi-Matrix und daraus das charakteristische
Polynom des generalisierten Modells aufgestellt werden:
(+ λ)3(1+ λ)3 − 3 f˜1p3 · f˜2p1 · f˜3p2 = 0 (15)
Die Nullstellen des charakteristischen Polynoms (15) werden erneut
für verschiedene Werte und Vorzeichen der Exponent-Parameter f˜jpi
bestimmt. Abbildung 17 zeigt die Flächen, an denen die Realteile des
größten Eigenwerts verschwinden für ein Netzwerk mit drei Genen
und  = 1. An diesen Bifurkationsflächen ändern Fixpunkte ihre Sta-
bilität. Im inneren Teil des Graphen, d. h. für kleine Werte der Ablei-
tungen f˜jpi, sind die Fixpunkte stabil, während sie auf der äußeren
Seite der Bifurkationsflächen, d. h. für große Werte der f˜jpi, instabil
sind. Die generalisierten Ableitungen kommen im charakteristischen
Polynom als Produkt f˜1p3 · f˜2p1 · f˜3p2 vor. Aus diesem Grund hängen
die Bifurkationsflächen vom Betrag und dem Vorzeichen dieses Pro-
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dukts ab und weder die Reihenfolge der Exponent-Parameter, noch
die exakte Anzahl der Inhibitoren ist ausschlaggebend. Die Bifur-
kationsflächen aller geraden Schleifen sind untereinander identisch,
genauso wie die aller ungeraden Schleifen. In Oktanden mit gera-
den Schleifen (d. h. solchen mit einer gerade Anzahl an Inhibitoren)
sind die Oberflächen gelb markiert, und blaue Flächen gehören zu
ungeraden Schleifen (ungerade Anzahl an Inhibitoren). Das Produkt
f˜1...3 ≡ f˜1p3 · f˜2p1 · f˜3p2 soll im Folgenden als neue Variable genutzt
werden. Ein positiver Wert von f˜1...3 entspricht einer geraden Schlei-
fe, während ein negatives f˜1...3 einer ungeraden Schleife entspricht.
Anhand des charakteristischen Polynoms (15) des generalisierten Mo-
dells kann allgemein gezeigt werden, dass gerade Schleifen nur durch
Sattelknoten-Bifurkation gehen können, und ungerade Schleifen nur
durch Hopf-Bifurkationen: Eine Sattelknoten-Bifurkation kann da-
durch identifiziert werden, dass die Determinante der Jacobi-Matrix
am Bifurkationspunkt verschwindet, d. h. die Jacobi-Matrix am Fix-
punkt hat einen Eigenwert λS = 0. Dies führt zu der Bedingung
(+ λS)
3(1+ λS)
3 = 3 f˜1...3 ,
1 = f˜1...3 . (16)
Ein Fixpunkt ist stabil für f˜1...3 < 1 und instabil für f˜1...3 > 1,
unabhängig vom Verhältnis der Zeitskalen  zwischen mRNA- und
Protein-Dynamik. Da Gleichung (16) nur durch positive Werte von
f˜1...3 erfüllt werden kann, kann eine Sattelknoten-Bifurkationen nur
in geraden Schleifen auftreten. Das kontinuierliche System einer ge-
raden Feedback-Schleife kann also durch eine Bifurkation von einem
zu zwei stabilen Fixpunkten übergehen, wenn ein Kontrollparameter
variiert wird [104, 105]. Auch generell ist die Existenz von mehr
als einem Fixpunkt in einem Genregulationsnetzwerk nur möglich,
wenn eine positive Feedback-Schleife vorliegt [106].
Eine Hopf-Bifurkation, die einen Übergang von stationärer zu peri-
odischer Bewegung beschreibt, ist charakterisiert durch das Auftreten
von zwei rein imaginären Eigenwerten der Jacobi-Matrix, λH = ±iω:
(+ λH)
3(1+ λH)
3 = f˜1...3 
3 ,
(± iω)3(1± iω)3 = f˜1...3 3 .
Diese analytische Bedingung hängt vom Verhältnis der Zeitskalen
 ab und kann sowohl durch negative als auch durch positive Werte
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des Produkts f˜1...3 erfüllt werden, d. h. sowohl für gerade, als auch
für ungerade Schleifen. Wenn der Absolutbetrag beider Seiten der
Gleichung betrachtet wird, gilt:
(2 +ω2)N/2
3
(1+ω2)3/2 = |f˜1...3| . (17)
Die linke Seite dieser Gleichung ist größer als 1 (für  > 1).
Um zu zeigen, dass für gerade Schleifen keine Hopf-Bifurkation
stattfinden kann, soll nun angenommen werden, dass ein stabi-
ler Fixpunkt einer geraden Schleife vorliegt, für den gilt, dass
0 < f˜1...3 < 1. Durch Variation der Parameter im Original-Modell
kann der Betrag des Produkts f˜1...3 steigen, bis bei f˜1...3 = 1 nach
Gleichung (16) eine Sattelknoten-Bifurkation auftritt, wodurch der
betrachtete Fixpunkt instabil wird. Die analytische Bedingung für
eine Hopf-Bifurkation (17) ist nur für noch größere Beträge des
Produkts f˜1...3 erfüllt, d. h. erst wenn eine Sattelknoten-Bifurkation
bereits stattgefunden hat und der Fixpunkt instabil geworden ist.
Aus diesem Grund kann eine superkritische Hopf-Bifurkation,
bei der ein stabiler Gleichgewichtszustand instabil wird und die
Dynamik des Systems auf einen Zyklus läuft, der in der Nähe des
Fixpunkts entstanden ist, in geraden Netzwerken nicht auftreten. In
ungeraden Feedback-Schleifen dagegen kann nach Gleichung (16)
keine Sattelknoten-Bifurkation stattfinden, so dass Oszillationen
durch eine Hopf-Bifurkation entstehen können.
Wenn das Zeitskalenverhältnis  zwischen mRNA- und Protein-
Dynamik erhöht wird, führt dies zu einer Erhöhung des Betrags von
f˜1...3, der gebraucht wird, um eine Hopf-Bifurkation zu erzeugen.
Das bedeutet, dass ein größerer Hill-Koeffizient benötigt wird, um
Oszillationen zu erhalten, wenn die mRNA-Dynamik schneller ab-
läuft. Dies konnte bereits für das System aus zwei Genen beobachtet
werden (siehe Abbildung 15).
Im Gegensatz zum Booleschen Modell können im kontinuierlichen
Modell nur dann Oszillationen auftreten, wenn eine ungerade Schlei-
fe vorliegt, d. h. wenn entweder eine oder drei der Kanten eine in-
hibierende Wirkung haben. Von den beiden Zyklen, die im Boole-
schen Modell für die ungerade Schleife vorliegen, wird im konti-
nuierlichen Modell gerade der Zyklus realisiert, der aus sechs der
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Abbildung 18: Boolescher Zustandsraum und kontinuierliche Oszillationen
für eine Schleife aus drei Genen, in der zwei Knoten als Ak-
tivator wirken und ein Knoten als Inhibitor.
acht Netzwerkzustände besteht. Abbildung 18 zeigt den Vergleich
der Booleschen und kontinuierlichen Dynamik. Wenn die kontinu-
ierlichen Oszillationen in Boolesche Zustände übersetzt werden, in-
dem die Konzentration eines Knotens als „1“ angenommen wird,
sobald sie oberhalb des Schwellwerts θ ist, und „0“, wenn sie kleiner
als θ ist, entsprechen die gezeigten Oszillationen der Zustandsabfol-
ge 011, 001, 000, 100, 110, 111. Diese stimmt exakt mit dem Booleschen
Zyklus der ungeraden Feedback-Schleife mit einem Inhibitor überein.
3.1.3 Verallgemeinerung auf N Gene
Die Ergebnisse des Vergleichs der Booleschen und kontinuierlichen
Dynamik für einfache Feedback-Schleifen sollen im Folgenden auf
Systeme aus N Genen verallgemeinert werden. Auch für ein System
aus N Knoten kann unterschieden werden, ob eine gerade oder
ungerade Anzahl an Inhibitoren in der Schleife vorliegt.
Für eine gerade Feedback-Schleife aus N Genen kehrt das
Boolesche Modell nach N Aktualisierungen zum selben Zustand
zurück, während ungerade Schleifen nach 2N Zeitschritten zum
selben Zustand zurückkehren [107]. Aus diesem Grund können die
Zyklen des Booleschen Systems nicht länger als N (gerade Schleifen)
oder 2N (ungerade Schleifen) sein. Gerade Schleifen haben zwei
Fixpunkte zusätzlich zu Zyklen, und ungerade Schleifen haben einen
59
3 netzwerke gleicher topologischer eigenschaften
Zyklus der Länge zwei zusätzlich zu längeren Zyklen.
Für das kontinuierliche Modell muss die Jacobi-Matrix auf N Kno-
ten generalisiert werden. Für das charakteristische Polynom folgt da-
mit
(+ λ)N(1+ λ)N − N f˜1pN
N∏
i=2
f˜ipi−1 = 0 . (18)
Wie für das kleinere System aus nur drei Knoten, hängt das Auftre-
ten der Bifurkationen nicht von den einzelnen Exponent-Parametern,
sondern vom Produkt f˜1pN
∏N
i=2 f˜ipi−1 ≡ f˜1...N ab, so dass im
Folgenden f˜1...N als neue Variable genutzt wird. Ein positiver Wert
von f˜1...N entspricht einer geraden Schleife, und ein negatives f˜1...N
beschreibt eine ungerade Schleife der Länge N.
Bei einer Sattelknoten-Bifurkation verschwindet die Determinante
der Jacobi-Matrix am Bifurkationspunkt, d. h. die Jacobi-Matrix hat
einen Eigenwert λS = 0. Dies führt mit Hilfe des charakteristischen
Polynoms (18) zu der Bedingung
(+ λS)
N(1+ λS)
N = N f˜1...N ,
1 = f˜1...N . (19)
Analog zum System aus drei Knoten ist ein Fixpunkt stabil für
f˜1...N < 1 und instabil für f˜1...N > 1, unabhängig vom Verhältnis
der Zeitskalen  zwischen mRNA- und Protein-Dynamik. Da Bedin-
gung (19) nur durch positive Werte von f˜1...N erfüllt werden kann,
kann auch für Systeme mit N Knoten eine Sattelknoten-Bifurkation
nur in geraden Feedback-Schleifen auftreten.
Bei einer Hopf-Bifurkation liegen zwei rein imaginäre Eigenwerte
λH = ±iω vor:
(+ λH)
N(1+ λH)
N = f˜1...N 
N ,
(± iω)N(1± iω)N = f˜1...N N .
Diese analytische Bedingung kann auch für Systeme mit N Knoten
sowohl durch negative als auch durch positive Werte des Produkts
f˜1...N erfüllt werden. Für den Absolutbetrag beider Seiten der Glei-
chung gilt:
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(2 +ω2)N/2
N
(1+ω2)N/2 = |f˜1...N| . (20)
Analog zu dem System aus drei Genen zeigt sich, dass eine Hopf-
Bifurkation für gerade Schleifen nur dann auftreten kann, wenn
eine Sattelknoten-Bifurkation bereits stattgefunden hat, so dass kein
Übergang von einem stabilen Fixpunkt zu Oszillationen möglich
ist. Für ungerade Schleifen beliebiger Länge findet dagegen keine
Sattelknoten-Bifurkation statt, so dass periodisches Verhalten nach
dem Durchqueren einer Hopf-Bifurkation möglich ist. Schon 1976
wurde beobachtet, dass die Dynamik einfacher Schleifen mit kontinu-
ierlicher Dynamik entweder Bistabilität oder Oszillationen aufweisen
kann [108]. Angeli [105] und Pigolotti [109] konnten zeigen, dass
positive Feedback-Schleifen durch eine Sattelknoten-Bifurkation
gehen können, was zu Bistabilität führt [105], und negative Feed-
back-Schleifen können eine Hopf-Bifurkation aufweisen, wodurch
es zu Oszillationen kommen kann [109], aber nicht anderes herum.
Dies stimmt mit den hier gezeigten Ergebnissen des generalisierten
Modells überein.
Für Netzwerke mit N > 3 können im Booleschen Modell mehre-
re verschiedene Zyklen der Länge 2N auftreten. Einer dieser Zyklen
weist ausschließlich aufeinanderfolgende Netzwerkzustände auf, die
sich jeweils im Zustand nur eines Knotens unterscheiden, wenn die
typische parallele Aktualisierung der Knoten genutzt wird. Der Zy-
klus besteht also nur aus Zuständen mit Hamming-Abstand h = 1
(siehe Abschnitt 2.4.3) und ist besonders robust gegenüber Fluktuatio-
nen in der Zeit bis die Knoten aktualisiert werden [110]. Genau dieser
Zyklus des Booleschen Modells ist es, der im kontinuierlichen Modell
als Oszillation auftritt (siehe Abb. 19 für ein Netzwerk mit N = 10).
Es kann deshalb gefolgert werden, dass für einfache Schleifen nur sol-
che Zyklen des Booleschen Modells in der kontinuierlichen Version
auftreten, die robust gegenüber Fluktuationen in der Zeit sind, zu der
die Knoten aktualisiert werden. Für gerade Schleifen haben nur die
beiden Fixpunkte diese Eigenschaft.
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Abbildung 19: Boolescher Zyklus und kontinuierliche Oszillationen für eine
ungerade Feedback-Schleife mit N = 10 Genen, in der neun
Knoten als Aktivatoren wirken und ein Knoten als Inhibitor.
3.1.4 Ergebnisse der einfachen Feedback-Schleifen
Zusammenfassend kann gesagt werden, dass eine Feedback-Schleife
mit einer geraden Anzahl an Inhibitoren nur eine Sattelknoten-
Bifurkation hervorbringen kann, jedoch keine Hopf-Bifurkation.
Dementsprechend treten die Zyklen, die im Booleschen Modell für
das System einer geraden Schleife gefunden werden, im kontinuierli-
chen Modell nicht auf. Für Schleifen mit einer ungeraden Anzahl an
Inhibitoren dagegen kann eine Hopf-Bifurkation stattfinden, so dass
auch im kontinuierlichen System Oszillationen zu beobachten sind.
Durch die generalisierte Methode können für das kontinuierliche
Modell die auftretenden Bifurkationen untersucht werden, ohne spe-
zifisches Wissen über Funktionen, Parameter und Fixpunktkonzen-
trationen zu haben. Die exakten Werte der Fixpunktkonzentrationen,
die selbst wiederum von anderen Parametern des Systems abhängen,
bestimmen die Werte der Ableitungen f˜jpi, doch der Wertebereich
und die Vorzeichen der Exponent-Parameter werden allein durch
die Art der Regulation (Aktivierung oder Inhibierung) und die
Hill-Koeffizienten bestimmt (siehe Abschnitt 2.3.4). Dadurch sind die
Ergebnisse der Untersuchung mit Hilfe der generalisierten Metho-
de sehr allgemein und nicht auf spezielle Parameterwerte beschränkt.
Die Boolesche Dynamik zeigt für eine ungerade Schleife mehrere
Zyklen, wobei sich für einen Zyklus die verschiedenen aufeinan-
derfolgenden Netzwerkzustände jeweils nur im Wert genau eines
Knotens unterscheiden. Das bedeutet, in diesem Zyklus haben die
Netzwerkzustände einen Hamming-Abstand h = 1 und er ist robust
gegenüber Fluktuationen in der Aktualisierungsreihenfolge der Kno-
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ten. Wenn im kontinuierlichen Modell der Hill-Koeffizient n groß
genug ist, ist es genau dieser Zyklus, der auch hier als Oszillationen
der Konzentrationen auftritt, da im kontinuierlichen Modell nicht
mehr als ein Knoten pro Zeitintervall seinen Schwellwert überschrei-
ten kann. Für gerade Feedback-Schleifen sind die Booleschen Zyklen
nicht robust gegenüber Änderungen in der Aktualisierungsreihenfol-
ge der Knoten, so dass die kontinuierliche Dynamik dieser Schleifen
auf einen der beiden Fixpunkte des Booleschen Modells läuft.
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3.2 gekoppelte feedback-schleifen
Gekoppelte Feedback-Schleifen enthalten im Gegensatz zu einfachen
Feedback-Schleifen eine zusätzliche Kante, die entweder eine Selbst-
regulation eines Knotens, oder eine zusätzliche Regulation eines Kno-
tens durch einen anderen, zweiten Knoten sein kann. Durch die-
se Kopplung zweier Feedback-Schleifen kann die Stabilität der ge-
wünschten Dynamik erhöht werden, die gleichzeitige Existenz eines
stabilen Fixpunktes und eines stabilen Grenzzyklus kann aufrecht-
erhalten werden [111], oder signalverstärkende Eigenschaften kön-
nen verbessert werden [43, 112]. Aus diesem Grund spielen Feed-
back-Schleifen beispielsweise für die zelluläre Signalübertragung ei-
ne wichtige Rolle [113].
3.2.1 Netzwerke aus zwei Genen
Bei einem Netzwerk aus zwei Genen ist die zusätzliche Verknüp-
fung der Feedback-Schleife eine Selbstregulation eines der Knoten.
Für das kontinuierliche Modell der gekoppelten Feedback-Schleife
wird analog zu dem System der einfachen Feedback-Schleife anhand
des charakteristischen Polynoms des generalisierten Modells die
lokale Dynamik bestimmt. Der Parameterraum wird nun durch
die drei Exponent-Parameter f˜1p1, f˜1p2 und f˜2p1 aufgespannt,
die den drei Kanten des Netzwerks zugeordnet werden können.
Abbildung 20 zeigt die Regionen im Parameterraum, in denen
Oszillationen möglich sind. Diese Regionen können anhand der
Eigenwerte der Jacobi-Matrix bestimmt werden. Genau wie für den
einfachen Aktivator-Inhibitor Komplex aus zwei Genen, müssen
f˜1p2 und f˜2p1 unterschiedliche Vorzeichen haben, damit eine
Hopf-Bifurkation stattfinden kann, d. h. die beiden Knoten müssen
sich gegenseitig mit gegensätzlichen regulatorischen Funktionen
beeinflussen. Die zusätzliche Selbstregulation von Gen 1 kann für
 = 1 aktivierend oder inhibierend sein, doch um bei größeren
Zeitskalen-Verhältnissen (z. B.  = 50) Oszillationen zu erhalten,
muss Gen 1 aktivierend auf sich selbst wirken, d. h. f˜1p1 > 0. Größe-
re Werte der Exponent-Parameter und damit der Hill-Koeffizienten
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(a)  = 1 (b)  = 50
Abbildung 20: Regionen im Parameterraum des Systems der gekoppelten
Feedback-Schleife aus zwei Genen, in denen der Fixpunkt
instabil gegenüber Oszillationen ist. Das Verhältnis der Zeits-
kalen zwischen mRNA- und Protein-Dynamik, , steigt von
(a) nach (b).
ni können ein größeres Zeitskalen-Verhältnis zwischen mRNA- und
Protein-Dynamik kompensieren, genau wie im System ohne zusätzli-
che Selbstregulation.
Im Booleschen Modell hängt die Dynamik des Systems ebenfalls
von der jeweiligen Funktion des Gens ab, das zwei Eingangsknoten
hat. Da konstante Funktionen und kanalisierende Funktionen vom
Typ C1 nicht auf die Zustandsänderung beider Knoten reagieren
(siehe Abschnitt 2.4.1), hängen von den 16 möglichen Booleschen
Funktionen für F1(P1,P2) nur zehn Funktionen wirklich von beiden
Variablen ab. Diese zehn Funktionen werden im Folgenden diskutiert.
Um das kontinuierliche Modell mit dem Booleschen Modell zu ver-
gleichen, sollen die Regulationsfunktionen F1 und F2 HillCubes [89]
sein (siehe Abschnitt 2.3.2). Dabei wird nur der Fall betrachtet, dass
Gen 2 durch Gen 1 aktiviert wird, d. h. f˜2p1 > 0. In Abbildung 21 ist
dazu ein Querschnitt von Abbildung 20a bei f˜2p1 = 3, 0 gezeigt. Der
Fall, dass Gen 2 durch Gen 1 inhibiert wird, kann durch Invertieren
der Zustände der beiden Knoten und durch Vorzeichenwechsel der
entsprechenden Verbindungen auf den ersten Fall abgebildet werden.
Die Booleschen Funktionen G1 AND G2 und G1 OR G2 führen im AND / OR
ÜbereinstimmungBooleschen Modell zu zwei Fixpunkten: 00 und 11. Wenn HillCubes
genutzt werden, gilt für die normierten Ableitungen f˜1p1 > 0 und
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Abbildung 21: Vergleich der Booleschen und kontinuierlichen Dynamik der
gekoppelten Feedback-Schleife aus zwei Genen.
f˜1p2 > 0. Anhand Abbildung 21 ist zu erkennen, dass auch für das
kontinuierliche Modell für diesen Fall keine Oszillationen durch
eine Hopf-Bifurkation auftreten können. Ob ein oder zwei stabile
Fixpunkte vorliegen, hängt von den Parameterwerten ab. Dieses
Modul verhält sich damit sehr ähnlich zur einfachen positiven
Feedback-Schleife, zeigt jedoch eine Übereinstimmung zwischen der
Booleschen und kontinuierlichen Dynamik.
Die Booleschen Funktionen NOT G1 AND G2 und NOT G1 OR G2NOT AND /
NOT OR
keine
Übereinstimmung
führen im Booleschen Modell zu einem Fixpunkt (00 bzw. 11) und
einem Zyklus aus den Zuständen 01 und 10. Für die Ableitun-
gen der HillCubes im kontinuierlichen Modell gilt f˜1p1 < 0 und
f˜1p2 > 0. Damit hat dieses System im kontinuierlichen Modell
nach Abbildung 21 keine Hopf-Bifurkation. Genau wie im einfachen
Aktivator-Aktivator-Komplex tritt der Zyklus, der im Booleschen
Modell vorliegt, im kontinuierlichen System nicht auf.
Die Funktionen G1 AND NOT G2 und G1 OR NOT G2 führen imAND NOT /
OR NOT
keine
Übereinstimmung
Booleschen Modell zu einem Fixpunkt (00 bzw. 11), der ein globa-
ler Attraktor ist. Mit HillCubes sind die normierten Ableitungen des
kontinuierlichen Modells f˜1p1 > 0 und f˜1p2 < 0, d. h. die Vorzeichen
der Exponent-Parameter sind so, dass eine Hopf-Bifurkation möglich
ist. Verglichen mit dem Aktivator-Inhibitor-Modul mit nur zwei Ver-
knüpfungen, vergrößert die aktivierende Selbstregulation f˜1p1 > 0
die Region des Parameterraums, in der Oszillationen möglich sind.
Dies zeigt Abbildung 21 für das Beispiel f˜2p1 = 3, 0: die schattierte
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Abbildung 22: Projektion der zweidimensionalen Aktualisierungsfunktio-
nen F = G1 AND NOT G2, F = G1 NOR G2 und F =
G1 XOR G2 mit θi = 0, 5 und ni = 3. Die hell schat-
tierten Bereiche markieren solche Regionen im Parameter-
raum, in denen F2(P1) aufgrund mittlerer Werte der mRNA-1-
Konzentration sehr steil ist.
Region des kontinuierlichen Modells ist größer für f˜1p1 > 0 als für
f˜1p1 = 0. Eine optimale Bedingung für eine Hopf-Bifurkation ist für
mittlere Werte der mRNA-Konzentration gegeben, da die Funktion F2
für diesen Bereich sehr steil ist. Abbildung 22 zeigt weiß schattiert
solche Bereiche, in denen F2(P1) steil ist, abhängig von den Konzen-
trationen der Proteine für die Funktionen G1 AND NOT G2 und zwei
weitere Funktionen, die im Verlauf dieses Kapitels diskutiert werden.
Um die Regionen im Parameterraum zu bestimmen, die das
System der gekoppelten Feedback-Schleife aus zwei Genen mit der
Funktion G1 AND NOT G2 in den Bereich der Hopf-Bifurkation
in Abbildung 21 bringen, wurden die Parameter n, θ und  bei
festen Fixpunktkonzentrationen P∗1 und P
∗
2 variiert. Die Werte
von P∗1 und P
∗
2 wurden dabei so gewählt, dass sich das System
im hell-schattierten Bereich von Abbildung 22 befindet, in dem
Oszillationen am wahrscheinlichsten sind. Abbildung 23 zeigt die
Ergebnisse der Untersuchung und numerische Simulationen sind in
Abbildung 24 zu sehen. Obwohl ein Fixpunkt mit einem Paar an
komplexen instabilen Eigenwerten existiert, zeigen die Simulationen,
dass das System keine stabilen Oszillationen aufweisen muss. Bei
Variation von θ geht das System durch eine Hopf-Bifurkation und
zeigt einen stabilen Grenzzyklus, dessen Amplitude größer wird,
wenn der Schwellwert kleiner wird. Für θ = 0, 34 verschwinden
die Oszillationen jedoch durch eine Sattelknoten-Bifurkation von
Grenzzyklen: Die Amplitude der Oszillation wächst an, ohne einen
stabilen Attraktor zu erreichen und die Trajektorie landet schließlich
auf einem Fixpunkt bei 0.
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(a) G1 AND NOT G2 (b) G1 NOR G2
Abbildung 23: Hopf-Bifurkationsflächen der gekoppelte Feedback-Schleife
mit Funktionen G1 AND NOT G2 und G1 NOR G2. Inner-
halb der Oberflächen hat der Fixpunkt ein komplex konju-
giertes Paar instabiler Eigenwerte, während die beiden ande-
ren Eigenwerte stabil sind. Für generalisierte Funktionen f˜
von F = G1 AND NOT G2 bei Fixpunktkonzentrationen
P∗1 = P
∗
2 = 0, 5 und F = G1 NOR G2 bei P
∗
1 = 0, 4,P
∗
2 = 0, 6
werden n, θ und  variiert. Die Wahl von P∗1 und P
∗
2 erfolgt
dabei anhand Abbildung 22, um in einer Region des Parame-
terraums zu sein, in der Oszillationen wahrscheinlich sind.
Das System aus zwei Genen mit drei Verknüpfungen und f˜1p1 > 0,
f˜1p2 < 0 und f˜2p1 > 0 wurde bereits von Del Vecchio [114]
und Guantes und Poyatos [115] untersucht. Del Vecchio hat dafür
eine extensive Bifurkations-Analyse durchgeführt und sub- und
superkritische Hopf-Bifurkationen und Sattelknoten-Bifurkationen
von Grenzzyklen beobachten können. Sie konnte zeigen, dass die
Oszillationen in einem breiteren Bereich des Parameterraums auftre-
ten, wenn die mRNA-Dynamik langsamer abläuft. Dieses Ergebnis
ist in unseren generalisierten Ergebnissen enthalten, die in Abbil-
dung 20 gezeigt sind. Guantes und Poyatos [115] haben den Fall
unendlich schneller mRNA-Dynamik betrachtetet, aber verschiedene
Zeitskalen für die Dynamiken des Aktivators und Inhibitors erlaubt.
Sie konnten damit Oszillationen in einem größeren Bereich des
Parameterraums finden, mit Grenzzyklen, die durch eine subkriti-
sche Hopf-Bifurkation gehen, sowie Sattelknoten-Bifurkationen von
Grenzzyklen.
Die Funktionen G1 NOR G2 und G1 NAND G2 führen im Boole-NOR / NAND
qualitative
Übereinstimmung
schen Modell auf einen Zyklus, der ein globaler Attraktor ist. Für
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Abbildung 24: mRNA- und Protein-Konzentrationen des Moduls aus
zwei Genen mit zusätzlicher Selbstregulation und F1 =
G1 AND NOT G2 mit ni = 2 und  = 1. Für θi = 0, 35 tre-
ten stabile Oszillationen auf, doch für θi = 0, 34 verschwin-
det der Grenzzyklus, die Amplitude der Oszillation wächst
und die Trajektorie erreicht den Fixpunkt 0. (Parameterwerte:
mi = 2, 0; γi = δi = ωi = 1, 0)
die normierten Ableitungen der HillCubes dieser Funktionen gilt
f˜1p1 < 0 und f˜1p2 < 0. Die Vorzeichen der Exponent-Parameter
sind damit so, dass eine Hopf-Bifurkation möglich ist (siehe Abbil-
dung 21). Die Projektion der Funktion auf eine zweidimensionale
Fläche und die Bifurkationsflächen in Abhängigkeit von n, θ und
 sind in Abbildung 22 und Abbildung 23 gezeigt. Im Gegensatz
zum vorherigen Fall ist der Parameterbereich von n, θ und , in
dem Oszillationen möglich sind, wesentlich kleiner. Die Ergebnisse
wurden mit numerischen Simulationen verglichen, die in Abbil-
dung 25 zu sehen sind. Oszillationen treten nur dann auf, wenn die
mRNA-Dynamik genügend langsam abläuft und der Hill-Koeffizient
ausreichend groß ist.
Schließlich werden noch die Funktionen G1 XOR G2 und XOR / XNOR
keine
Übereinstimmung
G1 XNOR G2 betrachtet. Im Gegensatz zu den bisherigen Funk-
tionen sind diese nicht kanalisierend, sondern ändern ihren
Ausgabewert immer dann, wenn einer der Eingangsknoten den
Zustand wechselt. Sie gehören damit zu den reversiblen Funktionen
(siehe Abschnitt 2.4.1). Im Booleschen Modell führen diese Funktio-
nen zu einem Fixpunkt und einem Zyklus, der die verbleibenden
Zustände enthält. Die Vorzeichen der Ableitungen f˜1p2 und f˜1p1 im
kontinuierlichen Modell können je nach Parameterwerten entweder
positiv oder negativ sein. Oszillationen sind damit generell möglich.
Anhand Abbildung 22 wurden Fixpunktkonzentrationen gewählt,
für die Oszillationen wahrscheinlich sind, doch im Gegensatz zu den
zwei bisher diskutierten Funktionssätzen konnten keine Parameter-
werte von n, θ und  gefunden werden, für die eine Hopf-Bifurkation
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Abbildung 25: mRNA- und Protein-Konzentrationen des Moduls aus
zwei Genen mit zusätzlicher Selbstregulation und F1 =
G1 NOR G2, für verschiedene Werte von ni und . Für die
Graphen in der ersten Zeile gilt  = 1, für die in der zweiten
Zeile  = 10, d. h. die mRNA-Dynamik läuft zehnmal schnel-
ler ab. Die verschiedenen Spalten stehen für verschiedene
Werte der Hill-Koeffizienten: n = 3, 5, 10. Mit steigendem n
wächst die Amplitude der Oszillation. Wenn die Separation
der Zeitskalen zwischen mRNA- und Protein-Dynamik größer
wird, verschwinden die Oszillationen für kleine Werte von n.
(Parameterwerte: mi = 2, 0, θi = 0, 5, γi = δi = ωi = 1, 0)
auftritt. Dies liegt an der Tatsache, dass XOR eine reversible Funktion
ist, für die die Regulationsfunktionen F1(P1,P2) und F2(P1) nicht
unabhängig voneinander variiert werden können. Es kann gefolgert
werden, dass, obwohl XOR Oszillationen erlaubt, diese nicht mit
HillCubes realisiert werden können. Mit einer anderen Implementie-
rung der XOR Funktion könnte das kontinuierliche System jedoch
Oszillationen zeigen.
3.2.2 Netzwerke aus drei Genen
In einem Netzwerk aus drei Genen kann die zusätzliche Verknüp-
fung entweder eine Selbstregulation sein, oder ein zusätzlicher
Eingang eines anderen Knotens, was im Folgenden als Quer-
vernetzung bezeichnet wird. Diese beiden Fälle werden für ein
Netzwerk aus drei Genen in den nächsten beiden Abschnitten
separat betrachtet. Da nun vier Exponent-Parameter vorliegen,
ist die einfache dreidimensionale Darstellung der Regionen im
Parameterraum nicht mehr möglich. Aus diesem Grund werden die
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Funktion HillCube f˜1pj f˜1p3
Gj AND G3 F+(Pj) · F+(P3) n1+(P∗j /θ)n
n
1+(P∗3/θ)n
NOT Gj AND G3 F−(Pj) · F+(P3) − n1+(θ/P∗j )n
n
1+(P∗3/θ)n
Gj AND NOT G3 F+(Pj) · F−(P3) n1+(P∗j /θ)n −
n
1+(θ/P∗3)n
Gj NOR G3 F−(Pj) · F−(P3) − n1+(θ/P∗j )n −
n
1+(θ/P∗3)n
Gj XOR G3 F+(Pj) · F−(P3) n1+(P∗3/P∗j )n
n
1+(P∗j /P
∗
3)
n
+F−(Pj) · F+(P3) − n1+(θ/P∗j )n −
n
1+(θ/P∗3)n
Tabelle 3: Exponent-Parameter f˜1pj und f˜1p3 für die betrachteten Regulati-
onsfunktionen. Im Fall einer Selbstregulation gilt j = 1, im Fall
einer Quervernetzung ist j = 2.
jeweiligen Exponent-Parameter der jeweiligen HillCubes berechnet,
die eine kontinuierliche Realisierung der betrachteten Booleschen
Funktionen darstellen und auf der Hill-Funktion F+ bzw. F− ba-
sieren (siehe Abschnitt 2.3.2). Die Exponent-Parameter werden
bestimmt, indem die Ableitungen der generalisierten Funktionen
f˜1(pj,pk) =
F1(P
∗
jpj,P
∗
kpk)
F∗1
nach den Protein-Konzentrationen Pj
und Pk gebildet werden (siehe Abschnitt 2.3.4). Tabelle 3 zeigt die
genaue Form der generalisierten Ableitungen für die betrachteten
Regulationsfunktionen. Zur Untersuchung der lokalen Dynamik
werden für feste Fixpunktkonzentrationen P∗1,P
∗
2,P
∗
3 die Parameter n
und θ variiert und die resultierenden Eigenwerte der Jacobi-Matrix
analysiert. Immer wenn die Übereinstimmung der Zustände einer
kontinuierlichen Oszillation mit dem Booleschen Zyklus analysiert
wird, wird die kontinuierliche Oszillation in eine Abfolge von
Booleschen Werten übersetzt. Dazu wird in den kontinuierlichen
Zeitreihen für jede mRNA nach dem Maximal- und Minimalwert
gesucht und der Mittelwert als individueller Schwellwert eines
Gens definiert. Liegt der Konzentrationswert eines Knotens über
dem individuellen Schwellwert, wird der Zustand des Knotens
als 1 gespeichert, ist die Konzentration kleiner, so ist der Zustand
des Knotens 0. Anschließend kann die Abfolge von Booleschen
Zuständen mit dem Booleschen Zyklus des Booleschen Modells
verglichen werden.
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3.2.2.1 Selbstregulation
In einem Netzwerk aus drei Genen, bei der ein Knoten eine
zusätzliche Selbstregulation hat, wird Knoten G1 durch sich selbst
reguliert und durch G3. Um das kontinuierliche Modell mit dem
Booleschen Modell zu vergleichen, sei die Funktion F1 des ersten
Gens in den Differentialgleichungen durch HillCubes [89] realisiert
(siehe auch Abschnitt 2.3.2). Wie schon im Fall des Netzwerks aus
zwei Genen werden im Folgenden die zehn Booleschen Funktionen
für einen Knoten mit zwei Eingängen diskutiert, die von beiden Va-
riablen abhängen. Für diese Funktionen wird die Boolesche Dynamik
mit der Dynamik durch kontinuierliche HillCubes verglichen. Es
wird dabei nur der Fall betrachtet, das Gen 2 durch Gen 1 und Gen 3
durch Gen 2 aktiviert wird, d. h. f˜2p1 > 0 und f˜3p2 > 0. Der Fall,
dass ein oder beide Gene Inhibitoren sind, kann durch Invertieren
der Zustände der einzelnen Knoten und durch Vorzeichenwechsel
der jeweiligen Verknüpfungen auf den ersten Fall übertragen werden.
Abbildung 26 zeigt für die verschiedenen Funktionen Bereiche im
Parameterraum, die durch Bifurkationen getrennt sind, als Funktion
des Hill-Koeffizienten n und des Schwellwerts θ der Hill-Funktion,
die für alle Knoten gleich seien. Stabile und instabile Fixpunkte
(rot bzw. gelb) sind durch eine Sattelknoten-Bifurkation separiert
und stabile und instabile Spiralen (blau bzw. grün) trennt eine
Hopf-Bifurkation (siehe dazu auch Abschnitt 2.3.3). Für gegebene
Werte von n und θ hängen die Eigenwerte von den Konzentrationen
am Fixpunkt ab. Für diese wurden Werte zwischen 0 und 1 gewählt,
die sich in typischen Computersimulationen des jeweiligen Systems
ergeben, doch die Ergebnisse ändern sich nur wenig wenn die
Fixpunktkonzentrationen variiert werden.
Die Funktionen G1 AND G3 und G1 OR G3 führen im BooleschenAND / OR
Übereinstimmung Modell zu zwei Fixpunkten, 000 und 111 (siehe Abbildung 26a). Mit
HillCubes hat die Jacobi-Matrix des Systems nur reale Eigenwerte,
d. h. das kontinuierliche Modell zeigt keine Hopf-Bifurkation. Die
Konzentrationswerte des ersten stabilen Fixpunktes im kontinu-
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Abbildung 26: Dynamik des Booleschen und kontinuierlichen Modells ei-
ner Schleife aus drei Genen mit einer zusätzlichen Selbstre-
gulation. Die Berechnungen der Eigenwerte hängen von den
Konzentrationen am Fixpunkt ab. Die gewählten Werte für
P∗1,P
∗
2,P
∗
3 sind: (a) (0,7; 0,8; 0,85), (b) (0,42; 0,52; 0,62), (c) (0,1;
0,25; 0,75), (d) (0,4; 0,4; 0,45), (e) (0,5; 0,5; 0,5).
ierlichen Modell sind (0, 0, 0). Dieser Gleichgewichtszustand muss
separat betrachtet werden, da die generalisierte Methode durch die
Normierung nur Gleichgewichtszustände mit positiven Konzentra-
tionen mit Werten > 0 behandelt. Ob das kontinuierliche Modell für
diese Funktionen einen zweiten stabilen Fixpunkt aufweist, hängt
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von den Parameterwerten ab: Vor der Sattelknoten-Bifurkation, d. h.
im roten Bereich des Parameterraums, liegt ein stabiler Fixpunkt vor.
Dieser befindet sich z. B. mit Parametern n = 3 und θ = 0, 44 bei
Konzentrationen (0, 7; 0, 8; 0, 85). Wenn der Hill-Koeffizient n groß
genug ist, nähern sich die Fixpunktkonzentrationen den Werten
(m,m,m) an, wobei m die maximale Transkriptionsrate ist (siehe
Abschnitt 2.3.2). Das Modul mit diesen Funktionen verhält sich
damit sehr ähnlich zur einfachen positiven Feedback-Schleife, und
das Boolesche und kontinuierliche Modell zeigen eine gute Überein-
stimmung.
Die Funktionen NOT G1 AND G3 und NOT G1 OR G3 (siehe Ab-NOT AND /
NOT OR
keine
Übereinstimmung
bildung 26b) führen für das Boolesche Modell zu einem Fixpunkt
(000 bzw. 111) und zu einem Zyklus aus den Netzwerkzuständen
010, 001 und 100 (bzw. 101, 011 und 110). Im kontinuierlichen Modell
mit HillCubes liegen wieder Eigenwerte ohne Imaginärteil vor, d. h.
das kontinuierliche Modell zeigt keine Hopf-Bifurkation. Damit tritt
der Zyklus, der im Booleschen Modell zustande kommt, nicht im
kontinuierlichen Modell auf. Dieses hat einen Fixpunkt (0, 0, 0), der
mit dem des Booleschen Modells übereinstimmt, und ein weiterer
Fixpunkt kann bei mittleren Konzentrationswerten auftreten. Für
Parameterwerte n = 3 und θ = 0, 41 sind diese z. B. (0, 42; 0, 52; 0, 62).
Die Funktionen G1 AND NOT G3 und G1 OR NOT G3 (siehe Ab-
bildung 26c) führen im Booleschen Modell zu einem Fixpunkt (000AND NOT /
OR NOT
keine
Übereinstimmung
bzw. 111), der ein globaler Attraktor ist. Der Fixpunkt (0, 0, 0) ist im
kontinuierlichen Modell mit HillCubes ein instabiler Fixpunkt und
es gibt Bereiche des Parameterraums, in denen eine Hopf-Bifurkation
möglich ist, so dass Oszillationen zwischen den Zuständen 011,
001, 000, 100, 110, 111 auftreten. Dies ist der selbe Zyklus, der auch
für eine ungerade Feedback-Schleife aus drei Knoten gefunden
wurde. Dieser Zyklus tritt auf, da die Knoten des kontinuierlichen
Modells ihre Zustände nicht synchron aktualisieren. Im Booleschen
Zustandsraum ist zu erkennen, dass der Zustand 001 als transienter
Zustand zum Fixpunkt 000 führt. Im kontinuierlichen Fall kann
ein leichter Abfall der Konzentration des dritten Knotens zu einer
Erhöhung der Konzentration des ersten Knotens führen (so lange
diese nicht bereits zu klein ist), und dadurch zu einer Wiederholung
der einzelnen Zustände in Form einer zyklischen Trajektorie.
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Die Funktionen G1 NOR G3 und G1 NAND G3 (siehe Abbil- NOR / NAND
qualitative
Übereinstimmung
dung 26d) führen im Booleschen Modell zu einem Zyklus der
Länge zwei, der die Zustände 010 und 101 (bzw. 101 und 010)
enthält und ein globaler Attraktor ist. Im kontinuierlichen Mo-
dell mit HillCubes liegen nur Eigenwerte mit Imaginärteil vor, so
dass eine Hopf-Bifurkation möglich ist. Diese tritt auf, wenn der
Hill-Koeffizient n groß genug ist. Für kleine Werte von n liegt ein
Fixpunkt mit mittleren Konzentrationen um 0, 5 vor. Dies kommt
von einer Mittelung der Booleschen Zustände 010 und 101. Jenseits
der Hopf-Bifurkation kommt es zu Oszillationen zwischen den
Zuständen 000, 100, 110, 111, 011 und 001. Dies ist erneut der selbe
Zyklus, der auch für die einfache ungerade Feedback-Schleife aus
drei Knoten gefunden wurde.
Abschließend werden die Funktionen G1 XOR G3 und XOR / XNOR
keine
Übereinstimmung
G1 XNOR G3 (siehe Abbildung 26e) betrachtet. Im Gegensatz
zu den bisher in Abschnitt 3.2.2 diskutierten Funktionen sind diese
nicht kanalisierend, sondern ändern ihren Ausgabewert immer dann,
wenn einer der Eingangsknoten den Zustand ändert (siehe auch Ab-
schnitt 2.4.1). Im Booleschen Modell führen diese Funktionen zu
einem Fixpunkt (000 bzw. 111) und zu einem Zyklus, der aus den
sieben verbleibenden Netzwerkzuständen besteht. Die Eigenwerte
des kontinuierlichen Modells können sowohl real als auch imaginär
sein, je nach Wahl der Werte für n und θ. Oszillationen sind damit
auch im kontinuierlichen Modell möglich. Im Gegensatz zu den
bisherigen Fällen können jedoch keine Parameter für die HillCubes
bestimmt werden, mit denen in der Simulation Oszillationen der
Konzentrationen gefunden werden. Dies kann, wie im Fall des
Netzwerks aus zwei Genen, an der Reversibilität der Funktionen
liegen, da die Regulationsfunktionen F1(P1,P3), F2(P1) und F3(P2)
nicht unabhängig voneinander variiert werden können. Obwohl die
Funktionen G1 XOR G3 und G1 XNOR G3 für das kontinuierliche
System also Oszillationen erlauben, konnten sie mit HillCubes nicht
realisiert werden. Es wird stattdessen ein stabiler Fixpunkt (0, 0, 0)
gefunden und ein weiterer stabiler Fixpunkt mit Konzentrationen
(0, 5; 0, 5; 0, 5) für n = 3 und θ = 0, 5, der für große θ instabil wird.
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3.2.2.2 Quervernetzung
Im Fall einer zusätzlichen Quervernetzung wird Knoten G1 durch
Knoten G2 und G3 reguliert. Auch für dieses System wird im
Folgenden die Boolesche und kontinuierliche Dynamik der zehn
betrachteten Funktionen verglichen.
Für die Funktionen G2 AND G3 und G2 OR G3 (siehe Abbil-AND / OR
Übereinstimmung dung 27a) führt das Boolesche Modell zu zwei Fixpunkten (000
und 111). Es treten damit die gleichen Attraktoren auf, wie für
das Netzwerk mit Selbstregulation, jedoch mit einer etwas anderen
Zustandsabfolge der Transienten. Im kontinuierlichen Modell mit
HillCubes ist eine Sattelknoten-Bifurkation möglich: Der Fixpunkt
(0, 0, 0) ist stabil und es gibt einen weiteren Fixpunkt in Überein-
stimmung mit 111 (z. B. (0, 7; 0, 81; 0, 85) mit n = 3 und θ = 0, 45),
der durch eine Sattelknoten-Bifurkation instabil wird, wenn θwächst.
Auch die Funktionen NOT G2 AND G3 und NOT G2 OR G3NOT AND /
NOT OR
qualitative
Übereinstimmung
(siehe Abbildung 27b) zeigen für das Boolesche Modell die gleichen
Attraktoren wie das System mit Selbstregulation, aber eine etwas
andere Zustandsabfolge der Transienten. Im kontinuierlichen Modell
mit HillCubes ist (0, 0, 0) ein Fixpunkt, und durch eine Sattelknoten-
Bifurkation kann ein weiterer stabiler Fixpunkt auftreten, oder es
kommt durch eine Hopf-Bifurkation zu Oszillationen. Der Fixpunkt
hat niedrige Konzentrationswerte (z. B. (0, 28; 0, 38; 0, 45) mit n = 1, 3
und θ = 0, 5). Die Oszillationen bestehen aus den Zuständen 001,
101, 100, 110, 010, 011 und enthalten damit u. a. die drei Zustände
001, 100, 010 des Booleschen Zyklus. Da jedoch im kontinuierlichen
Modell keine zwei Knoten ihren Zustand zur exakt gleichen Zeit än-
dern, treten zwischen den drei Netzwerkzuständen des Booleschen
Zyklus sogenannte „Zwischenzustände“ auf. Für diese Zwischenzu-
stände gibt es in diesem Fall jeweils zwei Möglichkeiten, da jeder
der beiden Knoten zuerst seinen Zustand ändern kann. Das System
wählt jenen Zustand als Zwischenzustand, bei dem ein Knoten, der
im vorherigen Zeitschritt gerade „an“ gegangen ist, nicht direkt
wieder „aus“ geht. Interessanterweise treten diese Zwischenzustän-
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Abbildung 27: Dynamik des Booleschen und kontinuierlichen Modells ei-
ner Schleife aus drei Genen mit einer zusätzlichen Querver-
netzung. Die Berechnungen der Eigenwerte hängen von den
Konzentrationen am Fixpunkt ab. Die Werte für P∗1,P
∗
2,P
∗
3
sind: (a) (0,81; 0,85; 0,74), (b) (0,75; 0,8; 0,5), (c) (0,2; 0,35; 0,3),
(d) (0,5; 1,0; 0,25), (e) (0,4; 0,4; 0,4).
de im Booleschen Modell als transiente Zustände auf, die direkt
aufeinander folgen und auf den Zyklus führen. Wenn diese Situation
mit dem sehr ähnlichen Fall der gekoppelten Feedback-Schleife mit
Selbstregulation und der Funktion NOT G1 AND G3 verglichen wird
(siehe Abbildung 26b), bei der im kontinuierlichen Modell keine
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Oszillationen auftreten, fällt auf, dass dort die Transiente über eine
Zustandsänderung zu dem Zyklus führt, bei dem alle drei Knoten
zur gleichen Zeit ihre Werte ändern. Damit ist der Unterschied zum
kontinuierlichen Modell, in dem nur ein Knoten pro Zeitintervall
seinen Zustand ändern kann, anscheinend zu groß, um den Zyklus
des Booleschen Modells zu reproduzieren.
Die Funktionen G2 AND NOT G3 und G2 OR NOT G3 (sie-AND NOT /
OR NOT
keine
Übereinstimmung
he Abbildung 27c) zeigen für das Boolesche Modell Unterschiede im
Vergleich zum Fall mit Selbstregulation: Es gibt einen Fixpunkt (000
bzw. 111) und einen Zyklus der Länge zwei der Zustände 010 und
101. Im kontinuierlichen Modell ist (0, 0, 0) ein Fixpunkt und es gibt
einen weiteren Fixpunkt bei mittleren Konzentrationswerten (z. B.
(0, 18; 0, 20; 0, 25) mit n = 1, 3 und θ = 0, 5). Dieser zweite Fixpunkt
verschwindet bei einer Zunahme von n durch eine Sattelknoten-
Bifurkation. Die Hopf-Bifurkation, und damit Oszillationen des
kontinuierlichen Modells, können in Simulationen nicht gefunden
werden. Im Booleschen Modell sind die oszillierenden Zustände 010
und 101, also die gleichen wie mit der Funktion G1 NOR G3, für
die auch im kontinuierlichen System Oszillationen auftreten. Der
Unterschied ist in diesem Fall die Gegenwart des Fixpunktes 000,
der die Oszillationen „einfangen“ kann.
Die Funktionen G2 NOR G3 und G2 NAND G3 (siehe Abbil-NOR / NAND
qualitative
Übereinstimmung
dung 27d) führen im Booleschen Modell zu einem Zyklus aus fünf
Zuständen, der ein globaler Attraktor ist. Im kontinuierlichen Modell
mit HillCubes liegen nur Eigenwerte mit Imaginärteil vor, so dass
eine Hopf-Bifurkation in großen Bereichen des Parameterraums
möglich ist. Für kleine Werte des Hill-Koeffizienten n gibt es einen
stabilen Fixpunkt (z. B. (0, 38; 0, 4; 0, 41) mit n = 1, 5 und θ = 0, 5),
doch wenn n erhöht wird, kommt es zu Oszillationen zwischen
den Zuständen 001, 000, 100, 110, 111, 011, die nahezu mit dem
Booleschen Zyklus übereinstimmen. Dieser Boolesche Zyklus besteht
aus einer Abfolge von vier Zuständen mit Hamming-Abstand 1 und
einem Übergang zwischen zwei Zuständen mit Hamming-Abstand 2.
Im kontinuierlichen Modell ist der Zustand 111, der im Booleschen
Modell als transienter Zustand von außen auf den Zyklus zum
Zustand 011 führt, ein geeigneter Zwischenzustand und kommt aus
diesem Grund in den Oszillationen vor.
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Für die Funktionen G2 XOR G3 und G2 XNOR G3 (siehe Ab- XOR / XNOR
qualitative
Übereinstimmung
bildung 27e), liegt im Booleschen Modell ein Fixpunkt (000 bzw.
111) vor, und ein Zyklus der verbleibenden sieben Zustände. Im
kontinuierlichen Modell kann es zu einer Sattelknoten-Bifurkation
kommen, die zu einem zusätzlichen Gleichgewichtszustand (mit
Konzentration bei (0, 5; 0, 5; 0, 5) für n = 2, 5 und θ = 0, 5) führt.
Es kann zudem eine Hopf-Bifurkation auftreten, wodurch es Oszil-
lationen zwischen den Zuständen 011, 001, 101, 100, 110, 111 gibt.
Die Abfolge der Zustände im Booleschen Modell ähnelt dem Zyklus
der gekoppelten Feedback-Schleife mit Selbstregulation, für die im
kontinuierlichen Modell keine Oszillationen gefunden werden. Bei
genauer Betrachtung beider Module ist zu erkennen, dass beim
System mit Selbstregulation für den Übergang vom Booleschen zum
kontinuierlichen Modell 000 als Zwischenzustand eingefügt werden
muss. Dieser Zustand ist jedoch ein Fixpunkt des Systems, so dass es
nicht zu Oszillationen kommen kann.
Für die gezeigten Ergebnisse wurde ein Zeitskalenverhältnis  = 1
angenommen, doch auch für größere Werte von  sind keine si-
gnifikanten qualitativen Änderungen der Ergebnisse zu beobachten.
Analog zum vorherigen Abschnitt 3.2.1 führt eine schnellere mRNA-
Dynamik nur zu einer Verschiebung der verschiedenen Regionen im
Parameterraum, so dass Oszillationen dann erst für höhere Werte des
Hill-Koeffizienten n möglich sind.
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3.2.3 Verallgemeinerung auf N Gene
Im Folgenden wird die Analyse der gekoppelten Feedback-Schleifen
auf ein Netzwerk mit N Genen ausgeweitet und die Fälle der zusätz-
lichen Selbstregulation und der Quervernetzung werden verallgemei-
nert zusammengefasst. Es soll x der Knoten sein, der den zusätzlichen
Eingang für das erste Gen darstellt, d. h. es gilt x = 1 für eine Selbstre-
gulation und x ∈ {2, . . . ,N− 1} für eine Quervernetzung. Analog zur
einfachen Feedback-Schleife kann die Jacobi-Matrix aufgestellt wer-
den um das charakteristische Polynom zu berechnen:
JN =

− 0 0 . . . 0  f˜1px 0 . . . 0  f˜1pN
0 − 0 . . . 0  f˜2p1 0 . . . 0 0
0 0 − . . . 0 0  f˜3p2 . . . 0 0
.
.
.
. . .
.
.
.
. . .
0 0 0 . . . − 0 0 . . .  f˜NpN−1 0
1 0 0 . . . 0 −1 0 . . . 0 0
0 1 0 . . . 0 0 −1 . . . 0 0
0 0 1 . . . 0 0 0 . . . 0 0
.
.
.
. . .
.
.
.
. . .
0 0 0 . . . 1 0 0 . . . 0 −1

.
Dabei steht der Eintrag  f˜1px in Spalte x+N der Jacobi-Matrix, wenn
x das Gen ist, das den zusätzlichen Eingang von G1 darstellt. Für das
charakteristische Polynom folgt:
0 = [(1+ λ)(+ λ)]N − f˜Neff − 
x f˜xeff [(1+ λ)(+ λ)]
N−x
mit f˜Neff = f˜1pN ·
∏N
j=2 f˜jpj−1 und f˜xeff = f˜1px ·
∏x
j=2 f˜jpj−1.
Für die folgende Betrachtung sollen mRNA- und Protein-Dynamik
weiterhin auf der gleichen Zeitskala ablaufen, d. h. für das Zeitskalen-
verhältnis gilt  = 1. Mit λS = 0 folgt aus dem charakteristischen Po-
lynom eine analytische Bedingung für eine Sattelknoten-Bifurkation:
f˜Neff = 1− f˜xeff . (21)
Für eine Hopf-Bifurkation mit imaginären Eigenwerten λH = ± i ω
gilt die Bedingung
|f˜Neff | = |(1+ iω)
2N − f˜xeff(1+ iω)
2(N−x)|. (22)
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Die Dynamik des Systems hängt von der Reihenfolge ab, in der bei
Variation der Parameter die beiden Bedingungen (21) und (22) erfüllt
werden. Wenn zuerst die Sattelknoten-Bifurkation auftritt, kann kei-
ne Hopf-Bifurkation mehr stattfinden, die von einer stabilen zu einer
instabilen Spirale führt (siehe auch Abschnitt 3.1.2).
Abbildung 28 zeigt die Regionen im Parameterraum von f˜xeff und
f˜Neff , in denen die verschiedenen Bifurkationen auftreten. Die unter-
schiedlichen Abbildungen zeigen die Variation von x, also des Index
des Knotens der als zusätzlicher Eingangsknoten auf Gen 1 wirkt:
x = 1 entspricht dem Fall einer Selbstregulation von G1 (erste Abbil-
dung), x = 2 ist der Fall einer Quervernetzung durch den zweiten
Knoten, usw. Die schwarzen Diagonalen entsprechen der Bedingung
für eine Sattelknoten-Bifurkation (Gleichung (21)), die nicht explizit
von N und x abhängt, jedoch implizit, durch die Werte von f˜xeff
und f˜Neff . Die farbigen Linien zeigen die Bedingung für eine Hopf-
Bifurkation (Gleichung (22)) für verschiedene Anzahlen von Knoten
N im System: In jedem Graphen wird die Anzahl der Knoten im
Netzwerk variiert von x+ 1 bis 10. Die vier Quadranten jedes Graphs
reflektieren die verschiedenen Fälle der Regulationsfunktionen:
• f˜xeff < 0 und f˜Neff < 0 → x NOR N,
• f˜xeff < 0 und f˜Neff > 0 → NOT x AND N,
• f˜xeff > 0 und f˜Neff > 0 → x AND N,
• f˜xeff > 0 und f˜Neff < 0 → x AND NOT N.
Die Funktion x XOR N gehört als reversible Funktion zu den
beiden Bereichen f˜xeff > 0, f˜Neff < 0 und f˜xeff < 0, f˜Neff > 0 da
ihr Ausgabewert immer wechselt, wenn einer der Eingangsknoten
seinen Zustand ändert.
Kleine Werte von f˜xeff und f˜Neff befinden sich im Zentrum jedes
Graphen (dargestellt als Punkt), an einem stabilen Fixpunkt mit posi-
tiven Konzentrationswerten. Eine Zu- oder Abnahme von f˜xeff und
f˜Neff führt zu den verschiedenen Fällen der Booleschen Funktionen
und kann damit, beim Eintreffen der entsprechenden Bedingung,
zum Auftreten von Bifurkationen führen. Für den Fall x AND N
ist beispielsweise die Bedingung für eine Sattelknoten-Bifurkation
erfüllt, wenn durch die Zunahme von f˜xeff und f˜Neff die schwarze
Diagonale erreicht wird. Durch Überqueren dieser Bifurkationslinie
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(d) Quervernetzung: x = 4
Abbildung 28: Bereiche des Parameterraums von f˜xeff und f˜Neff , in de-
nen die verschiedenen Bifurkationen auftreten: Die schwar-
ze Diagonale entspricht jeweils der Bedingungen einer
Sattelknoten-Bifurkation (SKB) und die farbigen Linien stel-
len für verschiedene GrößenN des Netzwerks die Bedingung
für eine Hopf-Bifurkation (HB) dar, wobei N in jedem Graph
zwischen x+ 1 (grün) und 10 (rot) variiert wird. Die verschie-
denen Abbildungen zeigen eine Variation von x, also des In-
dex des Knotens, der als zusätzlicher Eingang auf G1 wirkt.
Parameterwerte: λ = 0, 4ı
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(b) NOT x AND N
Abbildung 29: Oszillationen der Konzentrationen in einem Netzwerk mit
N = 10 Knoten, x = 4 und den Regulationsfunktionen
x XOR N und NOT x AND N. (Parameterwerte für die
Zeitreihen: n = 5, θ = 0, 5.)
wird der stabile Fixpunkt instabil. Im Fall x NOR N dagegen kann ei-
ne Variation der Werte von f˜xeff und f˜Neff zu einer Hopf-Bifurkation
führen, und damit zu Oszillationen der Konzentrationen.
In Übereinstimmung mit den vorherigen Ergebnissen der Netzwer-
ke mit drei Genen, verändert sich die Ordnung der Sattelknoten- und
Hopf-Bifurkation für die Funktionen NOT x AND N und x XOR N
für größere x: Im Fall einer Selbstregulation (Abbildung 28a) findet
die Sattelknoten-Bifurkation statt, bevor die Bedingung für eine Hopf-
Bifurkation erreicht wird, so dass es nicht zu Oszillationen kommen
kann, wohingegen im Fall einer Quervernetzung durch den zweiten
Knoten (Abbildung 28b) die Reihenfolge vertauscht ist, so dass bei
bestimmten Parametersätzen eine Hopf-Bifurkation auftritt. Für stei-
gende Werte von x (Abbildungen 28c und 28d), werden die Bedin-
gungen für die Hopf- und Sattelknoten-Bifurkationen auch für Netz-
werke mit mehr als drei Knoten in verschiedenen Bereichen des Para-
meterraums in verschiedener Reihenfolge erreicht.
Für das Netzwerk aus nur drei Genen ist es nicht leicht, in
Simulationen Oszillationen für die beiden Fälle x XOR N und
NOT x AND N zu finden, da die Region des Parameterraums
jenseits der Hopf-Bifurkation sehr klein ist. Abbildung 28d zeigt,
dass dieser Bereich für größere Netzwerke größer wird, wenn x, der
Index des zusätzlich regulierenden Gens, steigt. Abbildung 29 zeigt
für die Funktionen x XOR N und NOT x AND N Zeitreihen eines
Netzwerks mit 10 Knoten, für das die Quervernetzung so gewählt
wurde, dass sie vom vierten Knoten des Netzwerks ausgeht. Für
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dieses System führt die Funktion x XOR N zu anhaltenden Oszillatio-
nen, dagegen ist das periodische Verhalten, das durch die Funktion
NOT x AND N entsteht, offensichtlich nicht stabil. Die Langlebigkeit
dieser Oszillationen vor dem Kollaps mit dem Fixpunkt deutet
an, dass der Grenzzyklus in einen instabilen Zyklus übergeht, d. h.
es findet eine Sattelknoten-Bifurkation von periodischen Bahnen statt.
Auch Module der gekoppelten Feedback-Schleifen mit mehr als
drei Knoten sind in der Literatur zu finden: Norrell et al. [16] haben
numerisch für feste Parameterwerte die verschiedenen Fälle der
Booleschen Funktionen für den Knoten mit zwei Eingangsknoten in
einer Schleifen aus vier Genen untersucht. Im Gegensatz zu dem in
dieser Arbeit vorgestellten Modell, modellieren sie die Translation in
Form einer Zeitverzögerung anstelle der dynamischen Gleichungen
für die mRNA-Konzentrationen. Die Autoren führen zudem keine
Bifurkationsanalyse durch, sondern beobachten für jeden Typ der
logischen Funktionen die Dynamik, die für einen bestimmten Para-
metersatz auftritt. In Übereinstimmung mit den Ergebnissen dieses
Kapitels finden sie, dass im kontinuierlichen Modell nur die XOR,
NOR und AND NOT Funktionen zu Oszillationen führen. In einer
weiteren Veröffentlichung [17] weisen sie auf die Bedeutung der
genauen Form der Regulationsfunktionen für nichttriviales dynami-
sches Verhalten hin. Dieses Ergebnis stimmt mit der hier getroffenen
Aussage überein, dass die Hill-Koeffizienten n für periodisches
Verhalten groß genug sein müssen.
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3.2.4 Diskussion der gekoppelten Feedback-Schleifen
Tabelle 4 zeigt zusammenfassend die Ergebnisse der Untersuchung
der Übereinstimmung zwischen Boolescher und kontinuierlicher
Dynamik auf gekoppelten Feedback-Schleifen mit zwei oder drei
Genen für die betrachteten Regulationsfunktionen. Genau wie im
Fall der einfachen Feedback-Schleifen gibt es auch bei den gekop-
pelten Feedback-Schleifen Systeme in denen die Boolesche und
kontinuierliche Dynamik übereinstimmen, und Fälle, in denen große
qualitative Unterschiede auftreten. Es sind vor allem Unterschiede
in Bezug auf Oszillationen zu beobachten, die im Folgenden näher
beschrieben werden.
Für die gekoppelten Feedback-Schleifen konnten im Gegensatz
zu den einfachen Feedback-Schleifen auch dann Oszillationen der
kontinuierlichen Konzentrationen gefunden werden, wenn im Boole-
schen Modell kein Zyklus vorliegt, der nur Zustände mit Hamming-
Abstand h = 1 aufweist. Die Oszillationen des kontinuierlichen Mo-
dells beinhalten dann Zwischenzustände, die im Booleschen Mo-
dell als transiente Zustände auftreten. Bei einem Hamming-Abstand
h = 2 können beispielsweise jeweils zwei mögliche Zustände vorlie-
gen, die zum nächsten Booleschen Zustand führen, denn die Reihen-
folge, welcher Knoten zuerst seinen Zustand ändert, um von einem
auf den nächsten Netzwerkzustand zu kommen, ist nicht festgelegt.
Die Untersuchung der gekoppelten Feedback-Schleifen hat jedoch ge-
zeigt, dass die Zwischenzustände so ausgewählt werden, dass jener
Knoten, der im vorherigen Zeitschritt eine Zustandsänderung erfah-
ren hat, nicht als nächstes seinen Zustand ändert. Ob diese Einfüh-
rung der Zwischenzustände im kontinuierlichen Modell zu anhal-
tenden Oszillationen führt, hängt von der Nähe zu Fixpunkten ab:
Wenn das Boolesche Modell einen Fixpunkt zusätzlich zu einem Zy-
klus aufweist, kann einer der Zwischenzustände, die im kontinuier-
lichen System nötig sind, um Hamming-Abstände h > 1 zu reali-
sieren, gerade dieser Fixpunktzustand sein. Dann wird die kontinu-
ierliche Dynamik an diesem Fixpunkt eingefangen und es kann kei-
ne periodische Trajektorie vervollständigt werden. Dies ist z. B. im
Fall NOT x AND N zu beobachten. Im Gegensatz dazu existiert für
die Funktion x NOR N kein solcher Fixpunkt, und die Dynamik des
kontinuierlichen Modells stimmt qualitativ mit der Booleschen Dyna-
mik überein. Es kann gefolgert werden, dass ein Boolescher Zyklus,
85
3 netzwerke gleicher topologischer eigenschaften
Modul A
N
D
/
O
R
N
O
T
A
N
D
/
N
O
T
O
R
A
N
D
N
O
T
/
O
R
N
O
T
N
O
R
/
N
A
N
D
X
O
R
/
X
N
O
R
2 Knoten X X X (X) X
3 Knoten mit Selbstregulation X (X) X (X) X
3 Knoten mit Quervernetzung X X X (X) (X)
Tabelle 4: Zusammenfassung der Ergebnisse des Vergleichs von Boolescher
und kontinuierlicher Dynamik auf gekoppelten Feedback-Schlei-
fen mit zwei und drei Knoten.
X : keine Übereinstimmung der Dynamik
(X): Qualitative Übereinstimmung bei geeigneter Parameterwahl,
Oszillationen zeigen unterschiedliche Zustandsabfolgen.
X : Übereinstimmung bei geeigneter Parameterwahl
der durch das Hinzufügen von geeigneten transienten Zuständen zu
einem Zyklus mit Hamming-Abstand h = 1 zwischen aufeinander-
folgenden Zuständen werden kann, durch Oszillationen im kontinu-
ierlichen System zu finden ist. Die Oszillationen entsprechen dann
diesem modifizierten Zyklus des Booleschen Systems.
In gekoppelten Feedback-Schleifen kann das kontinuierliche
Modell auch dann Oszillationen zeigen, wenn im Booleschen Modell
kein Zyklus auftritt. Dies ist z. B. für die Funktion G1 AND NOT G3
zu beobachten. Bei genauer Betrachtung der kontinuierlichen Dy-
namik ist zu erkennen, dass aufgrund langsamer Änderungen
der Konzentrationswerte ein Knoten, dessen Konzentration dem
Booleschen Wert 0 entspricht, noch ausreichend Aktivationspotential
haben kann, um eine Änderung des Netzwerkzustands zu bewirken,
obwohl sich das System in der Booleschen Dynamik bereits auf
einem Fixpunkt befindet. Für die Funktion G1 AND NOT G3 ist
dieser neue Netzwerkzustand ein transienter Zustand des Fixpunk-
tes. Da alle Zustände, die von diesem transienten Zustand zu dem
Fixpunkt führen, jeweils Hamming-Abstand h = 1 haben, ist es diese
Abfolge von Zuständen, die vom kontinuierlichen Modell verfolgt
wird. Die resultierende Dynamik des kontinuierlichen Modells sind
Oszillationen, die den Fixpunkt des Booleschen Modells beinhalten.
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3.3 diskussion der ergebnisse für netzwerke mit glei-
cher topologie
In diesem Teil der Arbeit wurden spezielle Module von Genregula-
tionsnetzwerken untersucht, die aus Genen bestehen, die sich in
einer Feedback-Schleife gegenseitig regulieren (Abschnitt 3.1) und
durch eine zusätzliche Kante eine gekoppelte Feedback-Schleife
bilden können (Abschnitt 3.2). Für diese Netzwerke mit gleicher
Topologie, jedoch unterschiedlichen Regulationsfunktionen, wurde
die Boolesche Dynamik mit der des kontinuierlichen Modells vergli-
chen, das mit Hilfe einer generalisierten Methode beschrieben wurde.
Für das kontinuierliche Modell konnten generelle Bedingungen für
das Auftreten einer Hopf-Bifurkation aufgestellt werden, die zu
Oszillationen führt. Die relevanten Parameter des Modells sind dabei
die Vorzeichen der regulatorischen Interaktionen (Aktivation oder
Inhibition), die Steigung der Regulationsfunktion, die durch den
Hill-Koeffizient gegeben ist, und das Zeitskalenverhältnis  zwischen
mRNA- und Protein-Dynamik.
Durch den Vergleich des kontinuierlichen Modells mit verschie-
denen regulatorischen Interaktionen mit dem jeweiligen Booleschen
Modell, wurde festgestellt, dass das Auftreten eines Zyklus im
Booleschen Modell weder notwendig noch ausreichend für das
Auftreten von Oszillationen im kontinuierlichen Modell ist. Dies
stimmt mit den Ergebnissen von Mochizuki [18] überein, der große
zufällige Netzwerke untersucht hat und zeigen konnte, dass viele der
periodischen Oszillationen, die in Booleschen Netzwerken gefunden
werden, nicht im kontinuierlichen Modell der Genregulationsnetz-
werke auftreten.
Die umfassende Untersuchung der speziellen Module in diesem
Teil der Arbeit zeigt zudem, dass es keine einfache Beziehung
zwischen Boolescher und kontinuierlicher Dynamik gibt, auch nicht
für sehr kleine Netzwerke aus nur zwei oder drei Genen. Der Ver-
gleich der Booleschen und kontinuierlichen Dynamik liefert jedoch
verschiedene Kriterien für eine gute Übereinstimmung: Aus der
Analyse der Netzwerke mit gleichen topologischen Eigenschaften
kann gefolgert werden, dass nicht die Größe und die Topologie eines
Netzwerks bestimmen, inwieweit Boolesche und kontinuierliche Dy-
namik übereinstimmen, sondern spezielle dynamische Eigenschaften
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des Netzwerks. Ein Kriterium ist der Hamming-Abstand zwischen
zwei aufeinanderfolgenden Zuständen einer Trajektorie: Für die
betrachteten Netzwerke werden Zyklen, die im Booleschen Modell
nur Hamming-Abstände h = 1 aufweisen, auch im kontinuierlichen
Modell in Form von Oszillationen der Konzentrationen gefunden.
Wenn die Trajektorien Zustandsübergänge mit Hamming-Abständen
h > 1 haben, werden im kontinuierlichen System Zwischenzustände
eingenommen, die nicht mit einem Fixpunkt des Booleschen Systems
übereinstimmen dürfen, damit Oszillationen auftreten.
Ähnliche Ergebnisse wurden von Braunewell und Bornholdt [12]
gewonnen, die den Zellzyklus von Hefe untersucht haben, und
verschiedene Kriterien für Robustheit der Dynamik gegenüber
Fluktuationen in den Aktualisierungszeiten aufstellen konnten. Sie
heben ebenfalls die Bedeutung von solchen Übergängen zwischen
Zuständen hervor, in denen nur ein Knoten seinen Zustand ändert,
d. h. Zustände mit Hamming-Abstand h = 1. Die Autoren weisen
außerdem darauf hin, dass die Dauer der Zustände der einzelnen
Knoten, also wie lange ein Gen am Stück an oder aus ist, nicht zu
kurz sein darf, um robuste Trajektorien zu erhalten. Dies entspricht
unserem Ergebnis, dass Zwischenzustände, die im kontinuierlichen
System gebraucht werden, so gewählt werden, dass die Knoten nicht
zweimal innerhalb zwei aufeinanderfolgender Zeitschritte ihren
Zustand ändern.
Diese Ergebnisse weisen darauf hin, dass Robustheit gegenüber
Fluktuationen in der Aktualisierungsreihenfolge eine wichtige
Voraussetzung dafür ist, dass Oszillationen des Booleschen und
kontinuierlichen Modells miteinander übereinstimmen. Diese
Schlussfolgerung wird gestützt durch die Betrachtung biologischer
Netzwerke, die erfolgreich durch eine Boolesche Idealisierung
beschrieben werden. Ein Beispiel für ein solches System ist das
Netzwerk des Zellzyklus der Bäckerhefe, das von Li et al. [5] mit
Booleschen Funktionen modelliert wurde. Die wichtigste dynami-
sche Trajektorie des Systems verändert sich nur wenig, wenn die
Knoten in einer beliebigen Reihenfolge aktualisiert werden und
das System kehrt nach einer Störung schnell zu dieser Trajektorie
zurück. Das Netzwerk des Zellzyklus in Hefe besteht aus 11 Knoten,
die robuste Trajektorie umfasst 13 Zustände und sie zeigt sieben
Übergänge zwischen Zuständen bei denen nur ein Knoten seinen
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Zustand ändert, d. h. deren Hamming-Abstand h = 1 ist. Drei
Übergänge weisen einen Hamming-Abstand von h = 2 auf, und drei
Übergänge haben Hamming-Abstand h = 3. Für diese Übergänge
zwischen Zuständen mit h > 1 können Zwischenzustände festgelegt
werden, die für das kontinuierliche System gebraucht würden, um
Oszillationen zu erzeugen. Es zeigt sich, dass diese Zwischenzustän-
de derart aus den möglichen transienten Zuständen der Trajektorie
gewählt werden müssen, dass kein Knoten seinen Zustand ändert,
der im letzten Zeitschritt aktualisiert wurde, damit das System nicht
auf einen Fixpunkt läuft.
Das wichtigste Ergebnis der Untersuchung der Feedback-Schleifen
ist, dass der Hamming-Abstand zwischen aufeinanderfolgenden Zu-
ständen einer Trajektorie ein wesentliches Kriterium für die Überein-
stimmung von Boolescher und kontinuierlicher Dynamik darstellt.
Dieses soll im folgenden Kapitel weiter untersucht werden: Im Ge-
gensatz zu diesem Teil der Arbeit, in dem spezielle Module mit fester
Topologie und unterschiedlichen Funktionen betrachtet wurden, wer-
den im nächsten Kapitel verschieden große Netzwerke unterschied-
licher Topologie mit gleichen dynamischen Eigenschaften analysiert.
Die betrachteten Netzwerke haben Trajektorien, die im Booleschen
Modell nur Hamming-Abstand h = 1 zwischen benachbarten Zu-
ständen aufweisen und damit als vollständig zuverlässig bezeichnet
werden [20].
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U N T E R S U C H U N G V O N N E T Z W E R K E N M I T
G L E I C H E N D Y N A M I S C H E N E I G E N S C H A F T E N
Aus den Ergebnissen von Kapitel 3, der Untersuchung einfacher
und gekoppelter Feedback-Schleifen, konnten Aussagen darüber ge-
troffen werden, dass nicht die Größe und Topologie eines Netzwerks
die Übereinstimmung zwischen Boolescher und kontinuierlicher Dy-
namik bestimmen, sondern spezielle dynamische Eigenschaften, wie
die Robustheit gegenüber Fluktuationen in der Aktualisierungsrei-
henfolge der Knoten. Aus diesem Grund werden in diesem zweiten
Ergebnis-Kapitel Netzwerke mit gleichen dynamischen Eigenschaf-
ten untersucht: Die Zyklen der betrachteten Netzwerke sind im Boole-
schen Modell robust gegenüber Fluktuationen in der Aktualisierungs-
reihenfolge. Für diese Netzwerke wird die Dynamik in das konti-
nuierliche Modell übersetzt, die resultierenden Oszillationen werden
analysiert und mit den Booleschen Trajektorien verglichen.
4.1 einführung in netzwerke mit zuverlässigen trajek-
torien
Die Funktion vieler biologischer Systeme beruht auf der korrekten
Ausführung aller dynamischen Zustände, und ein Netzwerk muss
bestimmte Eigenschaften aufweisen, die dies garantieren [20]. Die
generellen Prinzipien, die für das robuste Verhalten verantwortlich
sind, wurden bisher noch nicht vollständig identifiziert [12], obwohl
dynamische Robustheit bereits für verschiedenste biologische Sys-
teme untersucht wurde [66, 116, 117, 118, 119]. Die meisten dieser
Studien konzentrieren sich dabei auf zwei Typen von Störungen:
Zum einen Rauschen, das direkt die Aktivierungszustände individu-
eller Knoten eines Systems beeinflusst [20, 61, 120, 121, 122, 123, 124]
und zum anderen Fluktuationen in der Aktualisierungsreihenfolge
der Knoten [12, 20, 125, 126, 127].
Der vielleicht einfachste Weg diese Frage anzugehen, ist die
Betrachtung minimaler Modelle, deren zugrundeliegende Dynamik
bestimmte Eigenschaften aufweist. Für den Booleschen Model-
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lierungsansatz konnten Peixoto und Drossel [20] zeigen, dass es
möglich ist, Netzwerke zu konstruieren, die vollständig zuverlässig
sind gegenüber Fluktuationen in der Aktualisierungsreihenfolge
der einzelnen Knoten. Solche Netzwerke erzeugen die exakt gleiche
Abfolge von Zuständen, unabhängig von der Reihenfolge in der
die Knoten aktualisiert werden. Dies wird dadurch erreicht, dass
Trajektorien erzeugt werden, deren aufeinanderfolgende Zustände
sich nur im Wert eines Knotens unterscheiden, d. h. ihre Zustände
haben einen Hamming-Abstand h = 1.
Obwohl die dynamischen Eigenschaften der zuverlässigen Tra-
jektorien ein generelles zugrundeliegendes Prinzip andeuten, das
Robustheit gewährleistet, ist dieses Zuverlässigkeitskriterium an
die Boolesche Beschreibung des Systems gebunden. Im Gegensatz
dazu können biologische Systeme realistischer durch kontinuierliche
Variablen beschrieben werden, die die Konzentrationen der mRNAs
und Proteine repräsentieren und detailliertere Informationen über
die Prozesse der Transkription und Translation enthalten (siehe
Abschnitt 2.3). Die resultierende Dynamik solcher Modelle mit ge-
wöhnlichen Differentialgleichungen ist bisher nicht so gut untersucht,
wie die der diskreten Modelle [18] und wie im ersten Teil dieser Ar-
beit gezeigt wurde, gibt es selbst für sehr kleine Netzwerke aus nur
zwei oder drei Genen keine klaren Regeln, wann die kontinuierliche
Dynamik qualitativ mit der des Booleschen Modells übereinstimmt.
Aus diesem Grund ist auch unklar, ob und zu welchem Grad das
Boolesche Kriterium für Zuverlässigkeit der Trajektorien auf das
kontinuierliche Modell des Systems zutrifft.
Glass et al. [126] haben Systeme mit vollständig zuverlässiger
Dynamik für kleine Netzwerke (mit höchstens N = 5 Knoten)
untersucht und konnten zeigen, dass für diese die Boolesche und
kontinuierliche Beschreibung mit geeigneten Regulationsfunktionen
eine zusammenpassende Dynamik aufweisen. Perkins et al. [128]
haben eine vollständig zuverlässige Trajektorie des Zellzyklus in
Hefe analysiert und konnten damit ein minimales Netzwerk kon-
struieren, dessen Struktur nahezu der experimentell vorhergesagten
Topologie entspricht. Sie kamen zu dem Ergebnis, dass durch eine
Approximation der Booleschen Funktionen durch angemessene
kontinuierliche nichtlineare sigmoidale Funktionen die wichtigsten
Eigenschaften der Dynamik erhalten bleiben. Verglichen mit Peixoto
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und Drossel [20] haben Glass und Perkins jedoch zusätzlich zur
Bedingung, dass die Dynamik vollständig zuverlässig sein muss,
striktere Einschränkungen an die Dynamik des Netzwerks und den
Zustandsraum: z. B. ist eine Selbstregulation der Knoten verboten,
und Zustände, die sich um den Wert eines Knotens von einem Zu-
stand der zyklischen Trajektorie unterscheiden, müssen als transiente
Zustände direkt auf die Trajektorie führen.
In diesem Teil der Arbeit wird die kontinuierliche Dynamik solcher
Netzwerke untersucht, die im Booleschen Modell vollständig zuver-
lässige Trajektorien mit Hamming-Abstand h = 1 aufweisen. Die
Boolesche Dynamik wird unter Verwendung von sigmoidalen Hill-
Funktionen und HillCubes (siehe Abschnitt 2.3.2) in kontinuierliche
Differentialgleichungen übersetzt und die resultierenden Zeitreihen
des kontinuierlichen Systems werden analysiert. Es werden jedoch
keine speziellen individuellen Netzwerke betrachtet, sondern ein
ganzes Ensemble von tausenden Netzwerken verschiedener Größe
mit Trajektorien unterschiedlicher Länge. Die Ergebnisse dieser
Untersuchung werden mit den entsprechenden Ergebnissen für
Trajektorien mit steigenden Hamming-Abständen zwischen aufein-
anderfolgenden Zuständen verglichen. Damit kann die Relevanz des
Zuverlässigkeitskriteriums und der Einfluss des Hamming-Abstands
auf die Übereinstimmung zwischen Boolescher und kontinuierlicher
Dynamik bestimmt werden. Die Ergebnisse dieses Teils der Arbeit
sind in Zusammenarbeit mit Tiago P. Peixoto und Barbara Drossel
entstanden und werden in der Zeitschrift New Journal of Physics [129]
veröffentlicht.
In Abschnitt 4.2 werden die zuverlässigen Trajektorien im Boole-
schen Modell, die Übersetzung ins kontinuierliche Modell sowie die
Methode zum Vergleich der Booleschen und kontinuierlichen Dyna-
mik vorgestellt. Abschnitt 4.3.1 zeigt die Ergebnisse des Vergleichs
von Boolescher und kontinuierlicher Dynamik für vollständig zuver-
lässige Trajektorien mit Hamming-Abstand h = 1. Diese werden in
Abschnitt 4.3.2 mit der Untersuchung der Trajektorien mit steigen-
dem mittleren Hamming-Abstand verglichen. In Abschnitt 4.4 wer-
den die Kriterien für eine gute Übereinstimmung des Booleschen
und kontinuierlichen Modells diskutiert und in Bezug zu bestehen-
den Studien gesetzt.
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4.2 zuverlässige trajektorien
4.2.1 Boolesches Modell
Netzwerke können unterschiedlich auf Stochastizität in der Aktua-
lisierungsreihenfolge antworten: Das System kann die Erinnerung
an die letzten Zustände verlieren, oder es kann trotz der zeitli-
chen Störung einen gewissen Grad an Ordnung haben und eine
definierte Trajektorie im Zustandsraum beibehalten. Insbesondere
kann verlangt werden, dass das System eine vollständig zuverlässige
Dynamik besitzt, für die die Abfolge der Zustände immer auf
der selben Trajektorie ist, egal in welcher Reihenfolge die Knoten
aktualisiert werden [20]. Für vollständig zuverlässige Trajektorien
unterscheiden sich die aufeinanderfolgenden Netzwerkzustände
jeweils nur im Wert eines Knotens. Das bedeutet, sie haben einen
Hamming-Abstand h = 1 (siehe Abschnitt 2.4.3). Da dadurch für
jeden Zustand nur ein einziger möglicher nachfolgender Zustand
existiert, werden diese Trajektorien selbst bei Fluktuationen in der
Aktualisierungsreihenfolge im Zustandsraum durch einfache Ringe
repräsentiert (siehe Abbildung 30).
Peixoto und Drossel [20] haben sich auf diese vollständig zuver-
lässigen Trajektorien konzentriert und ein inverses Problem gelöst,
indem erst die Dynamik definiert wurde, d. h. eine periodische
Trajektorie vorgegebener Länge mit h = 1, und daraus anschließend
die Topologie und die Aktualisierungsfunktionen des Booleschen
Netzwerks bestimmt wurden. Da mehrere Netzwerke die selbe
Trajektorie haben können, wählten sie minimale Netzwerke aus, die die
kleinstmögliche Zahl an Eingängen pro Knoten und die einfachsten
Aktualisierungsfunktionen (maximale Anzahl an identischen Einträ-
gen in der Funktion) aufweisen. Darauf aufbauend generierten sie
ein Ensemble von minimalen Netzwerken, das durch zwei Parameter
charakterisiert wird: Die Anzahl der Knoten N der Netzwerke und
die Länge L der Trajektorien. Die Länge der Trajektorie, d. h. die
Zahl der Zustände der periodischen Zustandsabfolge, ist L =
∑N
i li,
wobei li beschreibt, wie oft ein Knoten i seinen Zustand während
einer Periode ändert. Wenn gefordert wird, dass jeder Knoten
mindestens einmal seinen Zustand ändern muss, ist die kürzeste
Länge einer Trajektorie L = 2N mit li = 2 für jeden Knoten. Wenn
dagegen alle Netzwerkzustände des Zustandsraum besucht werden,
liegt eine längstmögliche Trajektorie mit L = 2N Zuständen vor.
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Abbildung 30: Mögliche dynamische Antworten eines Systems auf Stochas-
tizität in der Aktualisierungsreihenfolge [20].
4.2.2 Übersetzung in das kontinuierliche Modell
Um die Dynamik der zuverlässigen Booleschen Trajektorien mit der
Dynamik des entsprechenden kontinuierlichen Modells zu verglei-
chen, wird von den minimalen Netzwerken ausgegangen, die Peixoto
und Drossel für die Booleschen zuverlässigen Trajektorien gefunden
haben. Damit sind die Topologie des Netzwerks, d. h. die Information
darüber, welche Knoten sich gegenseitig regulieren, und die zugehöri-
gen Booleschen Funktionen festgelegt. Zusätzlich ist die zuverlässige
Trajektorie des Netzwerks bekannt, d. h. die genaue Abfolge der Zu-
stände des Zyklus. Damit kann das Boolesche Modell in ein kontinu-
ierliches Modell übersetzt werden, indem die gewöhnlichen Differen-
tialgleichungen für die mRNA- und Protein-Konzentrationen wie in
Abschnitt 2.3 beschrieben aufgestellt werden. Als Regulationsfunktio-
nen werden die entsprechenden Kombinationen von Hill-Funktionen
als HillCubes gewählt, die den Booleschen Funktionen entsprechen
(siehe Abschnitt 2.3.2).
Da es sich nun um größere Netzwerke aus 10 bis 50 Knoten han-
delt, und die genaue Abfolge der Zustände der Oszillationen des
kontinuierlichen Systems untersucht werden soll, wird im Gegen-
satz zum vorherigen Kapitel keine lokale Stabilitätsanalyse mit Hil-
fe der generalisierten Methode durchgeführt, sondern die Zeitreihen
der Systeme werden analysiert. Aus diesem Grund werden die Diffe-
rentialgleichungen mit einem Runge-Kutta-Verfahren numerisch ge-
löst und die resultierenden Zeitreihen mit den Booleschen Trajekto-
rien verglichen. Für die Simulationen, deren Ergebnisse in den fol-
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Abbildung 31: Vergleich der zuverlässigen Trajektorie der Länge L = 20 ei-
nes Netzwerks mit N = 10 Knoten im Booleschen Modell
(links) mit den Oszillationen des kontinuierlichen Modells
(rechts) mit Hill-Koeffizient n = 4.
genden Abschnitten gezeigt werden, sind die Parameterwerte für
die Differentialgleichungen (siehe Gleichung (1) in Abschnitt 2.3.1)
γi = δi = ωi = mi = i = 1 und θi = 0, 5, wobei γ bzw. δ die
Zerfallsraten und ω bzw. m die maximalen Translations- und Tran-
skriptionraten der mRNAs und Proteine darstellen.  beschreibt das
Zeitskalenverhältnis zwischen mRNA- und Protein-Dynamik und θ ist
der Schwellwert der Hill-Funktion.
4.2.3 Methode zum Vergleich der Booleschen und kontinuierlichen Trajek-
torien
Zur Veranschaulichung der Methode zum Vergleich der Booleschen
und kontinuierlichen Trajektorien wird zunächst ein Beispiel eines
Netzwerks mit vollständig zuverlässiger Trajektorie gezeigt und vi-
suell mit der Zeitreihe der kontinuierlichen Version des Netzwerks
verglichen. Auf der rechten Seite von Abbildung 31 ist die Zeitreihe
der Konzentrationen der verschiedenen Knoten des kontinuierlichen
Systems zu sehen. Die verschiedenen Farben stellen die unterschied-
lichen Konzentrationswerte dar, von 0.0 (blau), über 0.5 (grün) zu 1.0
(gelb). Dieser zeitliche Verlauf kann mit der Booleschen Zustandsab-
folge auf der linken Seite von Abbildung 31 verglichen werden, die
diskrete Zeitschritte und nur zwei verschiedene Konzentrationswerte
aufweist: 0 und 1 (blau bzw. gelb). Anhand Abbildung 31 ist zu er-
kennen, dass nach einer kurzen Einschwingzeit des kontinuierlichen
Systems eine sehr gute Übereinstimmung der verschiedenen Zustän-
de der Booleschen Trajektorie mit den Konzentrationen der kontinu-
ierlichen Oszillation vorliegt.
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Abbildung 32: Methode zum Vergleich der Booleschen und kontinuierlichen
Dynamik für Netzwerke mit zuverlässigen Trajektorien.
Um diesen Vergleich der Booleschen und kontinuierlichen Dyna-
mik systematisch für verschiedene Werte des Hill-Koeffizienten und
tausende Netzwerke durchzuführen, wird ein Algorithmus verwen-
det, der im Folgenden näher beschrieben wird und in Abbildung 32
dargestellt ist.
1. Zuerst werden die Parameter der betrachteten Netzwerke fest-
gelegt: zum einen die Anzahl der Knoten N und zum ande-
ren die Länge der Trajektorien L. Zudem kann für die Untersu-
chung des Einflusses des Hamming-Abstands auf die Überein-
stimmung zwischen Boolescher und kontinuierlicher Dynamik
auch der mittlere Hamming-Abstand h der Trajektorien variiert
werden.
2. Für jede Kombination von N (Anzahl der Knoten), L (Länge
der Trajektorie) und h (mittlerer Hamming-Abstand) wird ein
Ensemble von Booleschen Trajektorien generiert.
3. Die Topologie und die Booleschen Aktualisierungsfunktionen
der minimalen Netzwerke, die diese Trajektorien erzeugen, wer-
den dann mit Hilfe des Algorithmus bestimmt, der in [20] be-
schrieben ist.
4. Die minimalen Booleschen Netzwerke werden unter der Ver-
wendung von Hill-Funktionen und HillCubes in kontinuierliche
Differentialgleichungen übersetzt. Dabei wird mit einem hohen
Hill-Koeffizient n = 10 gestartet.
5. Die Differentialgleichungen werden numerisch integriert. Als
Anfangswert der Simulation wird ein Boolescher Netzwerkzu-
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stand der zuverlässigen Trajektorie gewählt, d. h. die Konzen-
trationen der mRNAs und Proteine haben Werte von 0 oder
1, abhängig vom gewählten Startwert. Nach einer kurzen Ein-
schwingzeit wird die kontinuierliche Dynamik in zwei Schrit-
ten zurück in Boolesche Zustände übersetzt: Erst wird für je-
den Knoten der maximale und minimale Konzentrationswert
bestimmt, und der Mittelwert als individueller Schwellwert die-
ses Knotens definiert. Zusätzlich wird für jeden Knoten ein
Schwellwertbereich festgelegt, um zu verhindern, dass minima-
le Oszillationen um den Schwellwert als Zustandsänderung ei-
nes Knotens gezählt werden. Die Grenzen dieses Bereichs liegen
bei ±10% des Schwellwerts eines Knotens. Im zweiten Schritt
wird die gesamte kontinuierliche Zeitreihe in eine diskrete Zu-
standsabfolge übersetzt, indem sie in kleinen Zeitintervallen ab-
getastet wird: Hat ein Knoten einen Konzentrationswert ober-
halb der oberen Grenze des individuellen Schwellwertbereichs,
so wird das Gen als „an“ (1) angesehen, und wenn der Kno-
ten einen Wert unterhalb der unteren Schwellwertgrenze hat,
so wird er als „aus“ (0) markiert. Wenn die Konzentration des
Knotens innerhalb des Schwellwertbereichs liegt, wird ihm der
vorherige Zustand zugewiesen. Das Abtasten der Zeitreihe wird
gestoppt, wenn der erste Zustand der Abfolge wieder erreicht
wird, da auf diesem Weg eine geschlossene Trajektorie gefun-
den werden kann. In der Booleschen Zustandsabfolge, die auf
diesem Weg aus der kontinuierlichen Zeitreihe entsteht, tritt je-
der Zustand mehrere Male hintereinander auf, bevor er durch
einen Zustand ersetzt wird, der sich im Wert eines Knotens un-
terscheidet, da in der kontinuierlichen Zeitreihe nicht zu jedem
Zeitpunkt die Konzentration eines Knotens einen Schwellwert
durchquert. Solche Wiederholungen des selben Zustands wer-
den aus der endgültigen Trajektorie eliminiert, wodurch Infor-
mationen darüber, wie lange bestimmte Zustände im kontinu-
ierlichen Modell auftreten, verworfen werden. Es wird lediglich
die Abfolge der Zustände gespeichert, die dann mit der Trajek-
torie des Booleschen Modells verglichen werden kann.
6. Die beiden Trajektorien sollten übereinstimmen, wenn das kon-
tinuierliche Modell in der Lage ist, die Boolesche Dynamik zu
reproduzieren (und anderes herum). Für diesen Vergleich wird
erst die Länge der Trajektorie abgefragt, d. h. die Anzahl der
Zustände des Attraktors, dann die Zustände selbst und schließ-
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Abbildung 33: Abweichung der kontinuierlichen Konzentrationen von den
Booleschen Werten 0 und 1 abhängig vom Hill-Koeffizienten
n für verschiedene Trajektorienlängen und N = 10.
lich die genaue Reihenfolge, in der sie auftreten. Nur wenn alle
diese Kriterien übereinstimmen, wird angenommen, dass die
Trajektorie des Booleschen Netzwerks durch die entsprechende
kontinuierliche Dynamik in Form von Differentialgleichungen
reproduziert wird, d. h. dann stimmen die Boolesche und kon-
tinuierliche Trajektorie überein. Wenn die Trajektorien nur zum
Teil zusammenpassen, da sie z. B. die gleichen Zustände in ver-
tauschter Reihenfolge aufweisen, wird das Netzwerk nicht als
Übereinstimmung gewertet.
Im nächsten Teil der Untersuchung wird der Wert des Hill-
Koeffizienten n in Schrittgrößen von 0, 2 verringert. Als Anfangswert
für die kontinuierliche Simulation wird nun ein Zustand der Trajek-
torie gewählt, der mit dem vorhergehenden Wert von n berechnet
wurde, da für kleiner werdende Hill-Koeffizienten die Abweichung
der kontinuierlichen Konzentrationen von den Booleschen Werten 0
und 1 immer mehr zunimmt (siehe Abbildung 33). Auf diese Weise
kann die Simulation in der Nähe des Attraktors gestartet werden und
die Dynamik des kontinuierlichen Modells kann mit immer kleiner
werdenden Hill-Koeffizienten im Bereich n ∈ {10, . . . , 0} in kleinen
Schritten untersucht und mit dem Booleschen Zyklus verglichen
werden.
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Der beschriebene Algorithmus (siehe Abbildung 32) wird für die
minimalen Netzwerke tausender zuverlässiger Trajektorien wieder-
holt. Ausgewertet wird die Anzahl an Realisierungen, für die das
Boolesche und kontinuierliche Modell übereinstimmen, abhängig
vom Hill-Koeffizienten n, der Anzahl der Knoten im Netzwerk N
und der Länge der Trajektorie L.
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4.3 ergebnisse der untersuchung von netzwerken mit
zuverlässigen trajektorien
4.3.1 Ergebnisse der vollständig zuverlässigen Trajektorien
Abbildung 34 und Abbildung 35 zeigen den Anteil an Netzwerken,
für den die vollständig zuverlässigen Trajektorien (Hamming-
Abstand h = 1) des Booleschen Modells mit den kontinuierlichen
Oszillationen übereinstimmen, abhängig vom Hill-Koeffizienten
n, für verschiedene Größen der Netzwerke (Abbildung 34) und
verschiedenen Längen der Trajektorien (Abbildung 35). Fast alle
Trajektorien mit Hamming-Abstand h = 1 zeigen eine perfekte
Übereinstimmung zwischen dem Booleschen und kontinuierlichen
Modell für Systeme mit Hill-Koeffizienten um n = 4, 5. Diese gute
Übereinstimmung zeigt sich sowohl für kleine Netzwerke mit nur
10 Knoten und Trajektorien der Länge L = 20, als auch für größere
Netzwerke mit bis zu 50 Knoten und 100 Zuständen. Für n = 3
reproduzieren etwa 30% der Netzwerke mit N = 10 und ca. 5% der
Netzwerke mit N = 15 (jeweils mit L = 2N) die richtige Trajektorie,
doch für größere Netzwerke ist für kleine Hill-Koeffizienten um
n = 3 der Anteil der übereinstimmenden Zustandsabfolgen ver-
schwindend gering. Zusätzlich zu verschiedenen Netzwerkgrößen
wurden auch längere Trajektorien untersucht (siehe Abbildung 35).
Dabei erreicht der Anteil der Trajektorien, für den die Boolesche und
kontinuierliche Dynamik übereinstimmt, 100% mit Hill-Koeffizienten
zwischen n = 4 und n = 6, 6 für Trajektorien mit Längen von 20 bis
70 Zuständen und N = 10.
Wenn die kontinuierliche Oszillation nicht mit der Booleschen
Trajektorie übereinstimmt, obwohl die Hill-Koeffizienten recht groß
sind, treten z. B. Zustände in der falschen Reihenfolge auf. Dies pas-
siert wenn ein Knoten seinen Zustand ändert, bevor der eigentliche
Knoten, der zu diesem Zeitschritt den Schwellwert überqueren sollte,
diesen erreicht, da seine Konzentration noch zu weit entfernt ist.
Diese Fehler verschwinden mit noch größeren Hill-Koeffizienten, da
die Konzentrationen die Schwellwerte mit steileren Regulationsfunk-
tionen schneller erreichen. Für kleine Hill-Koeffizienten ist häufig
keine Übereinstimmung zwischen dem Booleschen und kontinuier-
lichen Modell zu beobachten, da die Dynamik des kontinuierlichen
Systems eher auf einem Fixpunkt endet, als periodische Trajektorien
zu zeigen.
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Abbildung 34: Anteil der vollständig zuverlässigen Trajektorien, die ei-
ne Übereinstimmung zwischen der Booleschen und konti-
nuierlichen Dynamik zeigen, aufgetragen über dem Hill-
Koeffizienten n der kontinuierlichen Regulationsfunktionen
für verschiedene Größen N der Netzwerke mit L = 2N.
Wächst entweder die Größe des Netzwerks oder die Länge der Tra-
jektorien weiter an, so sollten die Hill-Koeffizienten, die gebraucht
werden, um für alle Netzwerke eine Übereinstimmung zwischen der
Booleschen vollständig zuverlässigen Trajektorie und den kontinuier-
lichen Oszillationen zu erreichen, größer werden, da die Wahrschein-
lichkeit für Fehler steigt, wenn eine Trajektorie mehr Zustände ent-
hält.
Abbildung 34 und Abbildung 35 zeigen die Ergebnisse für den
Fall, dass die Zeitskalen von mRNA- und Protein-Dynamik gleich
sind, d. h.  = 1 (siehe Abschnitt 2.3.1). Im Fall, dass die Dynamik
der mRNAs sehr viel schneller abläuft ( ≈ 100), wird das System
auf N Gleichungen statt 2N reduziert, da die Konzentrationen der
mRNAs immer genug Zeit haben einen Gleichgewichtszustand zu
erreichen, der den aktuellen Protein-Konzentrationen entspricht. Da
dadurch die Zeitverzögerung zwischen den Zustandsänderungen
der Knoten verringert wird, werden für eine Übereinstimmung
zwischen der Booleschen und kontinuierlichen Dynamik höhere
Werte des Hill-Koeffizienten n benötigt. Weiterhin kann die ma-
ximale Transkriptionsrate mi variiert werden, doch dies zeigt für
mi ∈ {1, . . . , 5} keine merklichen Unterschiede, da sich sowohl
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Abbildung 35: Anteil der vollständig zuverlässigen Trajektorien, die ei-
ne Übereinstimmung zwischen der Booleschen und konti-
nuierlichen Dynamik zeigen, aufgetragen über dem Hill-
Koeffizienten n der kontinuierlichen Regulationsfunktionen
für unterschiedliche Längen L der Trajektorien und N = 10.
die Maxima der Transkription, aber auch die daraus berechneten
Schwellwerte verändern. Die Variation der maximalen Transkrip-
tionsrate erweitert damit lediglich den Bereich der auftretenden
kontinuierlichen Konzentrationswerte, nicht jedoch das qualitative
dynamische Verhalten.
Um zu untersuchen, ob die gute Übereinstimmung zwischen Boo-
lescher und kontinuierlicher Dynamik der Netzwerke mit vollständig
zuverlässigen Trajektorien darauf basiert, dass die Zustandsabfolgen
nur Hamming-Abstände h = 1 haben, soll der mittlere Hamming-
Abstand h der Trajektorien in kleinen Schritten erhöht werden. Tra-
jektorien mit h > 1 werden im Folgenden als partiell zuverlässige Tra-
jektorien bezeichnet.
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4.3.2 Ergebnisse der partiell zuverlässigen Trajektorien
Partiell zuverlässige Trajektorien haben einen mittleren Hamming-
Abstand h > 1, wobei h nun definiert ist, als die Summe der indi-
viduellen Hamming-Abstände hi zwischen zwei aufeinanderfolgen-
den Zuständen, geteilt durch die Anzahl L der Netzwerkzustände der
Booleschen Trajektorie bei paralleler Aktualisierung:
h =
1
L
L∑
i=1
hi .
Für die Untersuchung der partiell zuverlässigen Trajektorien wur-
de der für die vollständig zuverlässigen Trajektorien entworfene Algo-
rithmus [20] angepasst, um ein Ensemble von minimalen Booleschen
Netzwerken zu erzeugen. Für diese Netzwerke mit steigendem mittle-
ren Hamming-Abstand wird ebenfalls die in Abschnitt 4.2.3 beschrie-
bene Methode verwendet, um die Boolesche und kontinuierliche Dy-
namik zu vergleichen (siehe Abbildung 32): Nach der Übersetzung
des Netzwerks in das kontinuierliche Modell und der Simulation
der Differentialgleichungen wird der Anteil der Netzwerke gemessen,
der für das Boolesche und kontinuierliche Modell übereinstimmende
Trajektorien zeigt.
Ein mittlerer Hamming-Abstand h > 1 bedeutet, dass im Boole-
schen Modell bei einigen Zustandsübergängen der Trajektorie
mehrere Knoten ihren Zustand zur gleichen Zeit ändern. Aus diesem
Grund wird geprüft, ob diese Knoten während der kontinuierlichen
Oszillation ihre Schwellwerte direkt nacheinander durchqueren, da
im kontinuierlichen Modell nie mehrere Knoten gleichzeitig ihre
Schwellwerte erreichen. Die Reihenfolge der Zustandsänderungen
der Knoten ist dabei nicht relevant, da diese nicht durch das
Boolesche System mit paralleler Aktualisierung vorgegeben ist und
auch im Booleschen Modell jede Reihenfolge auftreten kann, wenn
eine stochastische Aktualisierung implementiert wird.
Abbildung 36 zeigt die Ergebnisse der Untersuchung partiell zu-
verlässiger Trajektorien mit steigendem mittleren Hamming-Abstand.
Der Anteil der Netzwerke, der die vorgegebene Boolesche Trajektorie
im kontinuierlichen Modell reproduziert, steigt wie für die vollstän-
dig zuverlässigen Trajektorien mit dem Hill-Koeffizienten n an. Für
die Trajektorien mit h > 1 nähert sich der Anteil jedoch asymptotisch
einem Wert an, der kleiner als 1 ist. Dieser asymptotische Wert
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Abbildung 36: Anteil der partiell zuverlässigen Trajektorien, die eine Über-
einstimmung zwischen der Booleschen und kontinuierlichen
Dynamik zeigen, aufgetragen über dem Hill-Koeffizienten
n der kontinuierlichen Regulationsfunktionen bei Variati-
on des mittleren Hamming-Abstands h (für Netzwerke mit
N = 10 und L = 20).
ist umso kleiner, je größer der mittlere Hamming-Abstand h der
betrachteten Trajektorien ist. Es wurde ebenfalls die Auswirkung
der Netzwerkgröße und der Trajektorienlänge untersucht: Es zeigt
sich, dass der Anteil der zwischen Boolescher und kontinuierlicher
Dynamik übereinstimmenden Trajektorien, der bei großen Hill-
Koeffizienten erreicht wird, sowohl für größere Netzwerke als auch
für längere Trajektorien sinkt. Dies kann erneut damit erklärt werden,
dass die Wahrscheinlichkeit für Fehler steigt, wenn eine Trajektorie
mehr Zustände hat.
Im Folgenden sollen die Gründe untersucht werden, warum ein
Teil der Booleschen Trajektorien mit h > 1 selbst für große Wert der
Hill-Koeffizienten n nicht durch das kontinuierlichen Modell repro-
duziert wird. Wenn solche Netzwerke, die keine Übereinstimmung
zeigen, genauer betrachtet werden, zeigt sich, dass sie in zwei Klas-
sen unterteilt werden können:
• Das kontinuierliche Modell zeigt Oszillationen, die nicht mit
der Booleschen Trajektorie übereinstimmen, z. B. weil Zustän-
de in der falschen Reihenfolge vorkommen. Diese Unterschiede
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sind klein und könnten verschwinden, wenn die Parameter des
kontinuierlichen Modells anders gewählt würden.
• Das kontinuierliche Modell zeigt keine Oszillationen, und die
Dynamik endet auf einem Fixpunkt. Diese Fixpunkte können
in weitere zwei Klassen unterteilt werden: Reguläre Fixpunkte,
deren Konzentrationswerte für genügend große Werte der Hill-
Koeffizienten n nahe der Booleschen Werte 0 und 1 liegen, und
Schwellwert-Fixpunkte [86, 130, 131, 132], bei denen ein oder meh-
rere Knoten Konzentrationswerte in der Nähe ihrer Schwellwer-
te haben, und die aus diesem Grund nicht mit dem Booleschen
Modell übereinstimmen können.
Die Untersuchung, in welchen Fällen Schwellwert-Fixpunkte auf-
treten zeigt, dass ein Kriterium besonders relevant ist, das sowohl
die Topologie, als auch die dynamischen Eigenschaften der Netzwer-
ke betrifft: Wenn ein Knoten durch eine Selbstregulation (Topologie)
im Booleschen System mit paralleler Aktualisierung in zwei direkt
aufeinanderfolgenden Zeitschritten (Dynamik) jeweils seinen Zustand
ändert, ist es für das kontinuierliche Modell oft nicht möglich, eine
komplette Aktivierung und Inhibierung (oder andersherum) auszu-
führen, wodurch die Konzentrationswerte in der Nähe des Schwell-
werts gefangen sind.
Einfluss von Zustandsdauer und Selbstregulation der Knoten
Die Vermutung, dass kurze Zustandsdauern einzelner Knoten durch
eine Selbstregulation zu einem Widerspruch zwischen der Boole-
schen und kontinuierlichen Dynamik führen, soll im Folgenden über-
prüft werden. Aus diesem Grund wird die Verteilung der Netzwer-
ke auf die vier genannten Typen des dynamischen Verhaltens ana-
lysiert: Abbildung 37 zeigt für n = 10 und für verschiedene Werte
des mittleren Hamming-Abstands h die Anteile der Netzwerke mit
N = 10 und L = 20, die die Boolesche Trajektorie reproduzieren, die
eine andere Oszillation zeigen, die einen regulären Fixpunkt haben
und die einen Schwellwert-Fixpunkt aufweisen. Die grauen Balken
auf der linken Seite der Abbildung zeigen zusätzlich den Anteil je-
ner Netzwerke, die keinen Knoten haben, der im Booleschen Modell
aufgrund einer Selbstregulation eine Zustandsdauer von nur einem
Zeitschritt hat. Diese Information basiert nicht auf Simulationen, son-
dern hängt allein von der Booleschen Trajektorie und der Netzwerk-
struktur ab. Interessanterweise ist der Anteil der Netzwerke, in denen
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Abbildung 37: Anteile der Netzwerke, in den verschiedenen Klassen – Tra-
jektorie, Oszillation, Regulärer Fixpunkt und Schwellwert-
Fixpunkt – für Netzwerke mit N = 10,L = 20 und Hill-
Koeffizient n = 10. Die grauen Balken auf der linken Sei-
te zeigen zudem, wie viele Netzwerke im Booleschen Mo-
dell mit paralleler Aktualisierung keinen Knoten haben, der
durch eine Selbstregulation eine Zustandsdauer von nur ei-
nem Zeitschritt aufweist (ZD1 SR= 0).
kein Knoten eine Zustandsdauer (ZD) von nur einem Zeitschritt hat,
gekoppelt mit dem Auftreten einer Selbstregulation (SR) (bezeichnet
als ZD1 SR= 0), sehr ähnlich zum Anteil der Netzwerke, die eine
Übereinstimmung zwischen der Booleschen Trajektorie und den kon-
tinuierlichen Oszillationen zeigen.
Für Trajektorien mit Hamming-Abstand h = 1 haben alle
Netzwerke ZD1 SR= 0, da das System zum selben Zustand zu-
rückkehren würde, wenn ein Knoten seinen Zustand zweimal in
direkt aufeinanderfolgenden Zeitschritten ändert. Damit basiert die
gute Übereinstimmung zwischen Boolescher und kontinuierlicher
Dynamik der vollständig zuverlässigen Trajektorien nicht allein
darauf, dass pro Zeitschritt nur ein Knoten seinen Zustand ändert,
sondern hängt auch davon ab, dass jeder Knoten für mindestens
zwei Zeitschritte seinen aktuellen Zustand beibehalten muss, damit
ein anderer Knoten in der Zwischenzeit seinen Wert ändern kann.
Nur wenn mehr als ein Knoten pro Zeitschritt ihren Zustand ändern,
d. h. wenn gilt h > 1, kann ein anderer Netzwerkzustand erreicht
werden, wenn der Wert eines Knotens zweimal in direkt aufeinander-
folgenden Booleschen Zeitschritten wechselt.
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Abbildung 38: Anteile der Netzwerke mit ZD1 SR= 0, in den verschiede-
nen Klassen Trajektorie, Oszillation, Regulärer Fixpunkt und
Schwellwert-Fixpunkt. Gezeigt ist eine Analyse von Netzwer-
ken mit N = 10,L = 20 und n = 10.
Wenn nur solche Netzwerke betrachtet werden, die keinen Knoten
haben, der wegen einer Selbstregulation eine Zustandsdauer von nur
einem Zeitschritt hat (ZD1 SR= 0), steigt der Anteil der Netzwerke,
der die Boolesche Trajektorie reproduziert, wie Abbildung 38 für
Netzwerke mit N = 10 und L = 20 zeigt. Für einen mittleren
Hamming-Abstand h = 1.1 steigt der Anteil der übereinstimmenden
Trajektorien beispielsweise von 78% auf 93% und für h = 1.4 steigt
der Anteil von 25% auf 51% (vgl Abbildung 37 und Abbildung 38).
Solche Netzwerke, die auch ZD1 SR= 0 aufweisen, aber nicht die
Boolesche Trajektorie reproduzieren, zeigen andere Oszillationen
oder laufen auf einen regulären Fixpunkt, doch die Anzahl der
Netzwerke, deren Dynamik auf einem Schwellwert-Fixpunkt endet,
ist merklich reduziert.
Es gibt jedoch auch Netzwerke, die die Boolesche Trajektorie im
kontinuierlichen Modell reproduzieren können, obwohl sie einen
Knoten haben, der seinen Zustand zweimal direkt hintereinander we-
gen einer Selbstregulation ändert (ZD1 SR> 0) (siehe Abbildung 39).
Der Anteil für Netzwerke mit N = 10 und L = 20 beträgt 10% bis
40% für mittlere Hamming-Abstände von h = 1.1 bis h = 1.5. Dies
wurde auch für größere Systeme mit N = 20 untersucht, und es
konnten die gleichen Trends beobachtet werden.
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Abbildung 39: Anteile der Netzwerke mit reproduzierter Trajektorie, die ver-
schiedene Werte von ZD1 SR= 0 zeigen für Netzwerke mit
N = 10,L = 20 und n = 10.
Es kann gefolgert werden, dass ein generelles Verbot für einen Kno-
ten seinen Zustand zweimal innerhalb von zwei aufeinanderfolgen-
den Zeitschritten im Booleschen System mit paralleler Aktualisierung
zu ändern, den Anteil der reproduzierten Trajektorien für mittlere
Hamming-Abstände h > 1 signifikant steigern sollte. Diese Vermu-
tung wird für Netzwerke mit N = 10, L = 20, h = 1.1 und h = 1.2
überprüft (siehe Abbildung 40). Es zeigt sich, dass mit dieser Ein-
schränkung für alle Netzwerke Oszillationen gefunden werden, die
mit der Booleschen Trajektorie übereinstimmen, so lange der Hill-
Koeffizient groß genug ist (n ≈ 10). Der Anteil der Netzwerke mit
übereinstimmender Trajektorie ist damit sogar noch größer, als an-
hand von Abbildung 38 vermutet, da nun nicht nur kurze Zustands-
dauern durch eine Selbstregulation ausgeschlossen sind, sondern es
sind alle Fälle verboten, in denen ein Knoten im Booleschen System
mit paralleler Aktualisierung seinen Zustand zweimal direkt hinter-
einander ändert. Zusätzlich wurde untersucht, ob durch eine noch
striktere Einschränkung der Zustandsdauer auf mindestens drei Zeit-
schritte der Hill-Koeffizient verringert werden kann, der gebraucht
wird um für alle Netzwerke eine Übereinstimmung zwischen der
Booleschen und kontinuierlichen Dynamik zu zeigen. Es wurden da-
durch jedoch keine signifikant besseren Ergebnisse erzielt.
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Abbildung 40: Für mittlere Hamming-Abstände h = 1.1 und h = 1.2
wird der Anteil der Netzwerke (N = 10), die eine Überein-
stimmung der Booleschen und kontinuierlichen Trajektorie
(L = 20) zeigen, deutlich erhöht, wenn ein Knoten im Boole-
schen System mit paralleler Aktualisierung seinen Zustand
nicht zweimal direkt hintereinander ändern darf, d. h. wenn
für die Zustandsdauer gilt, dass ZD> 1 .
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4.4 diskussion der ergebnisse für netzwerke mit glei-
chen dynamischen eigenschaften
In diesem Kapitel der Arbeit konnte gezeigt werden, dass für
Netzwerke, die vollständig zuverlässige Trajektorien im Booleschen
Modell haben, eine sehr gute Übereinstimmung zwischen der
Booleschen und kontinuierlichen Dynamik vorliegt. Vollständig
zuverlässige Trajektorien sind periodische Zustandsabfolgen, die
im Booleschen Modell nur Hamming-Abstand h = 1 zwischen
aufeinanderfolgenden Zuständen aufweisen. Die Beeinflussung der
Übereinstimmung durch den Hamming-Abstand wurde zudem
überprüft, indem die Ergebnisse mit denen für Trajektorien mit
steigendem mittleren Hamming-Abstand verglichen wurden. Für
diese partiell zuverlässigen Trajektorien ist der Anteil der durch
das kontinuierliche Modell reproduzierten Trajektorien wesentlich
kleiner.
Mit dem Modell der gewöhnlichen Differentialgleichungen, das
sowohl die Zeit als auch die Konzentrationswerte kontinuierlich
beschreibt, treten interessante Phänomene auf: Wie schon in anderen
Arbeiten [86, 130, 131, 132] wurden Fixpunkte gefunden, die im
kontinuierlichen System Konzentrationswerte in der Nähe der
Schwellwerte der Regulationsfunktionen aufweisen. Das Auftre-
ten dieser Schwellwert-Fixpunkte kann verhindert werden, wenn
den betrachteten Trajektorien spezielle Einschränkungen auferlegt
werden: Die Trajektorie darf keinen Knoten enthalten, der in der
Booleschen Realisierung in zwei aufeinanderfolgenden Zeitschritten
zweimal seinen Zustand ändert. Mit dieser Beschränkung passen
das Boolesche und das kontinuierliche Modell überraschend gut
zusammen. Im speziellen Fall der vollständig zuverlässigen Trajek-
torien mit h = 1 basiert die sehr gute Übereinstimmung also nicht
nur auf der Tatsache, dass pro Zeitschritt nur ein Knoten seinen
Zustand ändert, sondern auch darauf, dass solche sequentiellen
Zustandsänderungen der Knoten unmöglich sind und die Knoten
dadurch länger im selben Zustand verbleiben.
Trajektorien mit Hamming-Abstand h = 1 wurden zuvor bereits
von Wilds und Glass [126] untersucht, die ebenfalls die sehr gute
Reproduzierbarkeit mit kontinuierlicher Dynamik betonen. Sie
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haben jedoch, im Gegensatz zu dieser Arbeit, nur wenige Netzwerke
mit höchstens fünf Knoten untersucht und mehr Einschränkungen
implementiert, z. B. schließen sie eine Selbstregulation der Knoten
aus. Aus den Ergebnissen dieses Kapitels kann gefolgert werden,
dass eine Selbstregulation nicht in allen Fällen nachteilig ist. Dies
stimmt damit überein, dass sie auch in echten System beobachtet
werden. Wilds und Glass [126] nennen als weitere Bedingung, dass
Nachbarzustände direkt als transiente Zustände auf die Trajektorie
führen müssen. Diese Einschränkung ist für die hier betrachteten
Trajektorien nicht integriert, so dass weit mehr mögliche Trajektorien
berücksichtigt werden, und sie scheint nicht relevant für eine gute
Übereinstimmung zwischen Boolescher und kontinuierlicher Dyna-
mik zu sein, wenn der Startwert des kontinuierlichen Systems Teil
der Trajektorie ist.
Inspiriert von der Arbeit von Wilds und Glass [126] wurde
jedoch eine weitere Studie durchgeführt, um die Auswirkungen
der Transienten zu analysieren. Für Netzwerke mit fünf Knoten
und vollständig zuverlässigen Trajektorien mit 20 Zuständen wur-
den zwei Extremfälle verglichen: Auf der einen Seite minimale
Netzwerke, mit der kleinstmöglichen Anzahl an Eingängen pro
Knoten und den einfachsten Funktionen, und auf der anderen Seite
vollständig verknüpfte Netzwerke, in denen der Zustandsraum
komplett bestimmt ist und jeder Zustand auf die Trajektorie führt,
so dass nur ein Attraktor existiert, die vollständig zuverlässige
Trajektorie. Diese genaue Beschreibung des Zustandsraums konnte
jedoch nicht die Hill-Koeffizienten verringern, die für 100% Über-
einstimmung zwischen Boolescher und kontinuierlicher Dynamik
dieses Netzwerk-Ensembles erforderlich sind. Der Grund dafür ist,
dass für Hamming-Abstände h = 1 im kontinuierlichen Modell
keine Zwischenzustände erforderlich sind um die Trajektorie zu re-
produzieren. So können auch keine Zwischenzustände mit regulären
Fixpunkten des Booleschen Netzwerks zusammenfallen und damit
die Übereinstimmung zerstören. Daher wird für vollständig zuverläs-
sige Trajektorien keine Verbesserung der Reproduzierbarkeit durch
die kontinuierliche Dynamik beobachtet, wenn der Zustandsraum
vollständig definiert ist. Es ist jedoch sicherlich lohnenswert, den
Unterschied zwischen den minimalen und vollständig verknüpften
Netzwerken für Trajektorien mit größeren Hamming-Abständen
zu untersuchen, da in diesem Fall der Zustandsraum so definiert
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werden könnte, dass Zustände, die als Zwischenzustände gewählt
werden, als transiente Zustände auf die Trajektorie führen und nicht
selbst Attraktoren des Systems sind. Diese präzise Definition des
Zustandsraum würde verhindern, dass die kontinuierliche Trajekto-
rie auf einem regulären Fixpunkt endet und damit den Anteil der
Trajektorien erhöhen, für den eine Übereinstimmung zwischen der
Booleschen und kontinuierlichen Dynamik gefunden wird.
Es ist interessant die Ergebnisse der Untersuchung der sehr abstrak-
ten Netzwerke mit denen von Braunewell und Bornholdt [12] zu ver-
gleichen, die das Netzwerk des Zellzyklus in Hefe untersucht haben,
welches ähnliche Eigenschaften zu den hier betrachteten Netzwerken
aufweist: Das Netzwerk des Zellzyklus besteht aus 11 Knoten und
die Trajektorie hat 13 Zustände. Im Gegensatz zu dem Vorgehen in
dieser Arbeit untersuchen Braunewell und Bornholdt nicht die Über-
einstimmung von Boolescher und kontinuierlicher Dynamik, sondern
die Robustheit der Trajektorie gegenüber zeitlichen Fluktuationen der
ablaufenden Prozesse, wie dem Konzentrationsauf- und -abbau der
Proteine. Braunewell und Bornholdt testen, ob das System die bio-
logisch relevante Abfolge von Zuständen trotz eines zeitlichen Rau-
schens reproduzieren kann und können zeigen, dass die sehr robuste
Dynamik auf drei Kriterien beruht: Das Auftreten von Netzwerkzu-
ständen, die einen Hamming-Abstand h = 1 zum nächsten Zustand
der Trajektorie haben, ein großes Einzugsgebiet des Attraktors und
eine ausreichend lange Dauer der Zustände der einzelnen Knoten,
bevor sie erneut ihren Wert ändern.
Das Kriterium, dass ein Knoten ausreichend lang einen Zustand
beibehalten muss, stimmt mit dem in dieser Arbeit gefundenen
Ergebnis überein, dass der Anteil der Netzwerke, der die Boolesche
Trajektorie reproduzieren kann, wesentlich größer ist, wenn keine
Knoten vorkommen, die ihren Zustand durch eine Selbstregulation
in zwei aufeinanderfolgenden Zeitschritten ändern. Außerdem zeigt
sich auch in dieser Arbeit, dass Zustände mit h = 1 wichtig sind,
denn vor allem Netzwerke mit einem niedrigen mittleren Hamming-
Abstand h zeigen eine gute Übereinstimmung zwischen Boolescher
und kontinuierlicher Dynamik.
Der im zweiten Teil dieser Arbeit gewählte Ansatz ist ähnlich zu
der Evaluation echter Experimente, bei denen die dynamischen Tra-
jektorien in Form von Microarray Daten gewonnen werden, auf deren
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Basis dann mit zusätzlichem biologischen Wissen das Netzwerk kon-
struiert wird. Basierend auf der Trajektorie, der Topologie und mit
den in dieser Arbeit gefundenen Kriterien, kann bereits vor der Simu-
lation entschieden werden, ob es lohnenswert ist, gewöhnliche Diffe-
rentialgleichungen aufzustellen, oder ob die Boolesche Repräsentati-
on für ein qualitatives Modell ausreicht.
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Um die komplexen Mechanismen von Genregulationsnetzwerken
und die nichtlinearen Interaktionen zwischen Genen zu beschreiben,
können verschiedene mathematische Modelle aufgestellt werden,
die in ihrem Abstraktionsniveau voneinander abweichen. Die
verschiedenen Modelle unterscheiden sich beispielsweise in den
Möglichkeiten der mathematischen Analyse, aber auch die von
den Modellen vorhergesagte Dynamik eines Systems hängt von
den getroffenen Annahmen und Vereinfachungen ab. Diese Arbeit
beschäftigt sich mit dem Vergleich zweier gängiger Modellierungs-
ansätze für Genregulationsnetzwerke: Dem Vergleich von Boolescher
und kontinuierlicher Dynamik.
Realistische Modelle für Genregulationsnetzwerke bestehen
aus Ratengleichungen für die Konzentrationen der beteiligten
Makromoleküle, d. h. der mRNAs und Proteine. Die Veränderung
der Konzentration geschieht dabei kontinuierlich in der Zeit und
auch die Konzentrationen selbst haben kontinuierliche Werte. Ne-
ben diesem detaillierten, quantitativen Zugang werden generelle
Eigenschaften der Genregulation auch durch die anschauliche Be-
schreibung als Boolesches Netzwerk wiedergegeben. In Booleschen
Modellen wird die Zeit diskret modelliert und der Zustand eines
Gens ist entweder „an“ oder „aus“. Durch die Einfachheit und
Transparenz der Booleschen Beschreibung ist dieses Modell auch
rechentechnisch sehr günstig, doch es stellt sich die Frage, unter
welchen Bedingungen die Boolesche Modellierung die dynamischen
Eigenschaften des entsprechenden kontinuierlichen Systems richtig
wiedergibt. Im Rahmen dieser Arbeit wurden die Boolesche und
kontinuierliche Dynamik auf Netzwerken im Kontext der Genregu-
lation systematisch verglichen. Durch die Untersuchung konnten
Bedingungen aufgestellt werden, in welchen Fällen eine gute Über-
einstimmung zwischen den beiden Modellen gefunden werden kann.
Um die Kriterien zur Übereinstimmung der Booleschen und konti-
nuierlichen Dynamik zu definieren, wurden im ersten Teil der Arbeit
115
5 fazit und ausblick
spezielle Module von Genregulationsnetzwerken untersucht. Diese
sind Feedback-Schleifen, in denen Gene ringförmig vernetzt sind
und durch eine zusätzliche Kante eine gekoppelte Feedback-Schleife
bilden können. Begonnen wurde dabei mit dem kleinstmöglichen
der Netzwerke aus nur zwei Genen, bevor die Untersuchung auf drei
und schließlich N Gene verallgemeinert wurde. Für diese Netzwerke
mit gleicher Topologie, aber unterschiedlichen Regulationsfunktio-
nen, wurde die Boolesche Dynamik mit der des kontinuierlichen
Modells verglichen, das mit Hilfe einer generalisierten Methode
beschrieben wurde. Generalisierte Modelle erlauben es, die Stabilität
von Fixpunkten und das Auftreten von Oszillationen in Abhängig-
keit von allgemeinen Merkmalen des Systems zu untersuchen, ohne
einzelne Parameter oder die regulatorischen Funktionen genau be-
stimmen zu müssen. Für das kontinuierliche Modell konnten damit
generelle Bedingungen für Sattelknoten-Bifurkationen und Hopf-
Bifurkation aufgestellt und das Auftreten von mehreren Fixpunkten
oder Oszillationen untersucht werden. Die relevanten Parameter des
Modells sind dabei die Vorzeichen der regulatorischen Interaktionen,
die Steigung der Regulationsfunktion und das Zeitskalenverhältnis
zwischen mRNA- und Protein-Dynamik.
Durch den Vergleich des kontinuierlichen Modells mit verschie-
denen regulatorischen Interaktionen mit dem jeweiligen Booleschen
Modell, wurde festgestellt, dass das Auftreten eines Zyklus im Boole-
schen Modell weder notwendig noch ausreichend für das Auftreten
von Oszillationen im kontinuierlichen Modell ist. Zudem gibt es
keine einfache Beziehung zwischen Boolescher und kontinuierlicher
Dynamik, auch nicht für sehr kleine Netzwerke aus nur zwei oder
drei Genen. Aus dem systematischen Vergleich der beiden Modelle
kann gefolgert werden, dass nicht die Größe oder Topologie eines
Netzwerks bestimmen, inwieweit Boolesche und kontinuierliche Dy-
namik übereinstimmen, sondern spezielle dynamische Eigenschaften
des Netzwerks. Ein Kriterium, das definiert werden konnte, ist der
Einfluss des Hamming-Abstands zwischen zwei aufeinanderfolgen-
den Zuständen einer Trajektorie: Für die betrachteten Netzwerke
werden Zyklen, die im Booleschen Modell nur Hamming-Abstand
h = 1 aufweisen, auch im kontinuierlichen Modell in Form von
Oszillationen der Konzentrationen gefunden. Wenn die Trajektorien
Zustandsübergänge mit Hamming-Abständen h > 1 haben, werden
im kontinuierlichen System Zwischenzustände eingenommen, die
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dürfen, damit im kontinuierlichen System Oszillationen auftreten.
Auf den Ergebnissen dieser Untersuchungen der Feedback-Schlei-
fen aufbauend, wurden im zweiten Teil der Arbeit Netzwerke
betrachtet, die keine spezielle Topologie aufweisen, sondern ge-
meinsame Eigenschaften der dynamischen Trajektorien zeigen: Im
Booleschen Modell haben diese Netzwerke vollständig zuverlässige
Trajektorien, die robust gegenüber Fluktuationen in der Aktualisie-
rungsreihenfolge der Knoten sind, da sie nur Hamming-Abstand
h = 1 zwischen aufeinanderfolgenden Zuständen aufweisen. Es
konnte gezeigt werden, dass für Netzwerke, die vollständig zuver-
lässige Trajektorien im Booleschen Modell haben, eine sehr gute
Übereinstimmung zwischen der Booleschen und kontinuierlichen
Dynamik vorliegt. Es wurden dabei nicht spezifische, individuelle
Netzwerke analysiert, sondern tausende Netzwerke verschiedener
Größe mit Trajektorien verschiedener Länge. Der Einfluss des
Hamming-Abstands auf die Übereinstimmung der beiden Modelle
wurde näher betrachtet, indem die Ergebnisse mit denen für Tra-
jektorien mit steigendem mittleren Hamming-Abstand verglichen
wurden. Für diese partiell zuverlässigen Trajektorien ist der Anteil
der durch das kontinuierliche Modell reproduzierten Trajektorien
wesentlich kleiner und es wurden Fixpunkte gefunden, die im
kontinuierlichen System Konzentrationswerte in der Nähe der
Schwellwerte der Regulationsfunktionen aufweisen. Das Auftre-
ten dieser Schwellwert-Fixpunkte kann verhindert werden, wenn
den betrachteten Trajektorien spezielle Einschränkungen auferlegt
werden: Die Trajektorie darf keinen Knoten enthalten, der in der
Booleschen Realisierung in zwei aufeinanderfolgenden Zeitschritten
zweimal seinen Zustand ändert. Mit dieser Beschränkung passen das
Boolesche und das kontinuierliche Modell überraschend gut zusam-
men. Im speziellen Fall der vollständig zuverlässigen Trajektorien
mit h = 1 basiert die sehr gute Übereinstimmung also nicht allein
auf der Tatsache, dass pro Zeitschritt nur ein Knoten seinen Zustand
ändert, sondern auch darauf, dass sequentielle Zustandsänderungen
unmöglich sind, da das System sonst zum selben Netzwerkzustand
zurückkehren würde. Aus diesem Grund verbleiben die Knoten in
vollständig zuverlässigen Trajektorien länger im selben Zustand.
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Wenn Netzwerke mit Hamming-Abstand h > 1 betrachtet wer-
den, ist für das kontinuierliche System nicht festgelegt, welche
Zwischenzustände eingenommen werden. Für einen Hamming-
Abstand h = 2 gibt es damit beispielsweise zwei mögliche Wege,
die das System gehen kann und die auch im Booleschen System
mit stochastischem Update gewählt werden könnten. Dies kann als
Übergang zu sogenannten Checkpoint-Netzwerken gesehen werden.
Checkpoints sind Zustände, die ein System, wie beispielsweise der
Zellzyklus, erreichen muss, bevor die Dynamik weiter ablaufen
kann. Die Zustände, die zwischen den Checkpoints eingenommen
werden, sind dabei jedoch nicht vollständig definiert. Damit ist
die Dynamik dieser Netzwerke gezwungen, die Checkpoints zu
passieren, es ist jedoch freigestellt, welcher der verschiedenen Wege
genommen wird. Es wäre interessant in weiterer Forschung die
Dynamik solcher Checkpoint-Netzwerke genauer zu untersuchen,
vor allem in Hinblick darauf, wie der Zustandsraum, und damit
das Netzwerk selbst, aufgebaut sein muss, damit die Dynamik des
Booleschen und kontinuierlichen Modells übereinstimmen.
Nach den in dieser Arbeit vorgestellten Erkenntnissen zeigt die Dy-
namik des Booleschen und kontinuierlichen Modells gerade dann ei-
ne gute Übereinstimmung, wenn die Netzwerke robust gegenüber
Fluktuationen in der Aktualisierungsreihenfolge sind. Das bedeutet,
dass für solche Systeme wie den Zellzyklus, die auch bei Rauschen
zuverlässig ablaufen müssen, die abstrakte Boolesche Beschreibung
eine angemessene Repräsentation des echten biologischen Systems
ist.
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