Artificial Intelligence (AI) is part of our everyday life and has become one of the most outstanding and strategic technologies of the 21st century. Explainable AI (XAI in short) is expected to endow AI systems with explanation ability when interacting with humans. This paper describes how to provide kids with natural explanations, i.e., explanations verbalized in Natural Language, in the context of identifying/recognizing roles of basketball players. Semantic grounding is achieved through fuzzy concepts such as tall or short. Selected players are automatically classified by an ensemble of three different decision trees and one fuzzy rule-based classifier. All the single classifiers were first trained with the open source Weka software and then natural explanations were generated by the open source web service Expli-Clas. The Human-Computer Interaction interface is implemented in Scratch, that is a visual programming language adapted to kids. The developed Scratch program is used for dissemination purposes when high-school teenagers visit the Research Center in Intelligent Technologies of the University of Santiago de Compostela.
Introduction
The European Commission emphasizes the importance of Explainable Artificial Intelligence (XAI in short) in order to develop an AI coherent with European values: "to further strengthen trust, people also need to understand how the technology works, hence the importance of research into the explainability of AI systems" [10] . This is in accordance with the European General Data Protection Regulation [15] , approved in 2016 and effective since May 2018, which remarks that European citizens have the "right to explanation" of decisions affecting them, no matter who (or what AI system) makes such decision.
In consequence, XAI is attracting attention of researchers in many varied areas such as Ethics [9] , Law, Psychology, Engineering or Computer Science [14] . Moreover, XAI is in the core of human-centric computing applications, e.g., decision-support and recommender systems for e-Health or e-Learning [20] . One of the main challenges of XAI is how to build conversational agents able to provide humans with semantic grounding, persuasive and trustworthy interactive explanations [1, 6] . Explanations are expected to be presented as a narrative/story in Natural Language (NL) because this aids human comprehension. Moreover, they should be communicated to users through multimodal (graphical + textual) interactive interfaces.
Prof. Zadeh made many highly valuable contributions to the Fuzzy Logic field and beyond, e.g., the definition of fuzzy sets [22] , the concept of linguistic variables and their application to approximate reasoning [23] , the paradigm of computing with words [24] , or the computational theory of perceptions [25] . Many of these contributions were pioneer ideas and/or challenging proposals with a lot of potential to be fully developed later by other researchers [2] . Nowadays, XAI is a prominent and fruitful research field where many of Zadeh's contributions can become crucial if they are carefully considered and thoroughly developed. It is worth noting that, as described in the bibliometric study made in [5] , about 30% of publications in Scopus related to XAI, dated back to 2017 or earlier, came from authors well recognized in the Fuzzy Logic field. This is mainly due to the commitment of the fuzzy community to produce interpretable fuzzy systems, since interpretability is deeply rooted in the fundamentals of Fuzzy Logic [4] . This paper presents the xai4kids dissemination initiative which is developed at the Research Center in Intelligent Technologies (CiTIUS) of the University of Santiago de Compostela. CiTIUS organizes periodically (about once per month) thematic workshops with the twofold goal of (1) making Science closer to society and (2) motivating kids to opt for STEM 1 careers. The xai4kids initiative is aimed for groups of about 20 high-school teenagers (in the range from 6 to 17 years old) and it takes about 30 minutes. Each session starts with a brief but motivating introduction to AI and its applications. Then, students play with the application described in this paper. Then, they are asked about the rationale they think is behind the provided explanations. Then, they are taught how the explanations are actually generated. The session ends with a brief brainstorming about how to enhance the application.
It is worth noting this initiative is aligned with the vision of the European Higher Education Area (EHEA) 2 which has the origin in the so-called Bologna Process (started in 1999). The EHEA comprises 48 countries which agree to and adopt reforms on higher education with the aim of increasing staff and students' mobility as well as facilitating employability in Europe. In the age of big data and AI, our society demands more and more employees with technical skills. Thus, there is a need for promoting STEM careers since the earliest.
The rest of the manuscript is organized as follows. Section 2 introduces two related software: (1) the Scratch coding environment which is used by kids worldwide and (2) the ExpliClas research tool which we have recently developed to generate XAI systems ready to provide users with explanations in NL automatically extracted from data. Section 3 presents the architecture of the XAI system we have developed with the assistance of both Scracth and ExpliClas. Section 4 goes in depth with an illustrative use case where this XAI system explains in NL how to recognize the role of basketball players in terms of their statistics. Finally, Section 5 concludes the paper.
Material and Methods

Scratch
Scratch 3 is a project of the Lifelong Kindergarten Group at the Massachusetts Institute of Technology (MIT) Media Lab. It is available in more than 40 lan-guages and used worldwide in schools of more than 150 different countries. Kids can learn to code in Scratch and share their creations with others in an online community. As a side effect, they learn strategies for solving problems, designing projects, and communicating ideas. Accordingly, there are students who learn with Scratch from elementary school to college (Scratch is designed especially for ages 8 to 16) and across heterogeneous disciplines (not only STEM but also linguistics, art, social studies, and so on). ScratchED 4 gathers an online community of educators who share their initiatives.
The Scratch editor can be used online and offline. It has a user-friendly interface (see Fig. 1 ) that makes coding a very intuitive task. Several predefined "blocks" are available to code procedures (related to movements, events, control actions, etc.) by drag and drop. Additional blocks can be defined by the user what makes Scratch a very simple but powerful programming tool. There are also extensions to connect Scratch programs to specific hardware and/or software. 
ExpliClas
ExpliClas 5 is a web service coded in Java. Namely, it includes a REST API developed with the Jersey framework 6 and a web client developed with ReactJS 7 .
ExpliClas provides users with multimodal (textual + graphical) explanations related to Weka 8 classifiers [21] . Notice that Weka is a well-known open source Data Mining project, leaded by researchers affiliated to the University of Waikato (New Zeland), and with a huge community of users and developers worldwide. Several benchmark datasets (e.g., iris, wine, etc.) are pre-loaded (see Fig. 2 ) while other datasets can be uploaded by the user. Four Weka classifiers (J48, RepTree, RandomTree and FURIA) are currently available. Two kinds of explanation are provided: (1) Global and Local Explanation of the selected classifier (which is trained by Weka with 10-fold cross-validation); and (2) Explanation of the confusion matrix (regarding both training and test data).
Explanations are multimodal because they comprise graphical visualization along with sentences in NL. Branches of decision trees (J48, RepTree and Ran-domTree) are first translated into crisp rules from the root to the leaves. Then, decisions are verbalized and justified in terms of the fired rules (no matter the nature of the selected classifier). In the case of FURIA, several rules can be fired with different activation degrees what makes easier handling naturally imprecision and uncertainty. In the case of crisp decision trees, ExpliClas analyzes potential alternative branches when data values are close to the split values in the trees. In order to guarantee semantic grounding, global semantics is enforced (no matter if the selected algorithm is either crisp or fuzzy) by means of defining beforehand strong fuzzy partitions with three linguistic terms (e.g., small, medium, large) for each decision variable. Then, either split values in decisions trees or fuzzy intervals in FURIA are interpreted in terms of the closer linguistic terms previously defined. Those terms are used to verbalize decisions in the form of textual explanations. The interested reader is kindly referred to [3] for further details about ExpliClas. 3 Architecture of the xai4kids System
The grey-box classifier ensemble layer
We have built a classifier ensemble which is made up of the four Weka classifiers already integrated into Ex-pliClas. All single classifiers can be deemed as greybox classifiers. The first three classifiers are different implementations of decision trees (belonging to the weka.classifiers.tree package) while the fourth one is a fuzzy classifier (belonging to the weka.classifiers.rules package):
• J48 is the Weka class for generating C4.5 decision trees [17] .
• RepTree is a fast implementation of C4.5 trees using information gain along with backfitting reduced-error pruning.
• RandomTree builds C4.5 trees that consider K randomly chosen attributes at each node.
• FURIA is the Weka class that implements the Fuzzy Unordered Rule Induction Algorithm [13] .
The ensemble output class is computed by majority voting. In case of a tie, the output pointed out by the pair of classifiers with the highest joint accuracy is selected. In case of several winner classifiers, we select the shortest explanation among all provided. Notice that the linguistic layer described below is in charge of generating one NL explanation associated to the output given by each single classifier. Of course, all these technical details are transparent to the kids who interact with the xai4kids systems through the interactive interface described in Section 3.3.
The linguistic layer
A recent review of the Natural Language Generation (NLG) state of the art [11] shows NLG as a well-known area within the Natural Language Processing (NLP), Computational Linguistics and Artificial Intelligence fields. In addition, the NLG pipeline (Macro Planner + Micro Planner + Surface Realizer) proposed by Reiter and Dale [19] is cited as the most popular one. That is the reason why ExpliClas implements this pipeline with a multilingual linguistic realization (English 9 , Spanish 10 and Galician 11 ) which is a mix of templates and NL text dynamically generated.
Accordingly, the NL explanations in the xai4kids system are first automatically generated by ExpliClas (where the NLG pipeline is coded in Java) and then ported to the Scratch programming language to be communicated to kids via the interactive interface described in the next section. It is worth noting that ExpliClas is run by an expert who is also in charge of porting the generated explanations to Scratch. Let us remark again that all the technical details are transparent for kids who only have to concentrate in playing with the interactive interface.
The interactive interface layer
We have implemented a simple multi-modal dialogue system for kids. Neither NLP nor NLG techniques are applied in Scratch. Explanations are generated beforehand by ExpliClas. In addition, communication is always started and guided by the xai4kids system. Hence, kids only have to type quick answers (e.g., y=yes or n=no) or select items in the screen. Additionally, they are asked to rate the goodness of the provided explanations (in a 5-points Likert scale) and to write brief alternative explanations in free text format (to be processed later for research purpose) only if assessments are poor (smaller than or equal to 3).
The xai4kds system runs in a laptop that is connected to a TV screen in order to make easier the interaction with groups of kids. It is worth noting the textual messages printed in the screen can also be communicated as voice messages that must be recorded beforehand and played through the TV speakers. However, neither voice recognition nor voice generation techniques are applied yet. Anyway, the combination of textual messages, sound and images through a TV is likely to make the human-computer interaction more natural and appealing for kids. In the case of handicapped or very young kids, the keyboard of the laptop is directly handled by the researcher who leads the interactive session.
Illustrative Use Case
This section illustrates the use of the xai4kids system in the context of an interactive game for identifying/recognizing roles of basketball players.
First of all, we have created the basketball-players classification dataset 12 Then, we have uploaded this dataset to ExpliClas and generated the four grey-box classifiers that are available. Rows 1-4 in Table 1 summarize the goodness of these classifiers. Accuracy computes the ratio of correctly classified samples. Interpretability of trees is measured in terms of their number of leaves and tree size. The number of FURIA rules is also reported in the last column of the table. The fifth row reports the quality indexes for the ensemble classifier in the core of xai4kids. In addition, the last three rows in the table are just for comparison purposes. They report quality indexes for three black-box algorithms provided by Weka (notice that we kept the default parameters suggested by Weka when learning the related classifiers):
• SMO 14 implements the John Platt's sequential minimal optimization algorithm for training a support vector classifier [16] .
• MultilayerPerceptron 15 uses backpropagation in a neural network with sigmoid nodes.
• The ensemble classifier xai4kids is more accurate than any of the single grey-box classifiers but not so accurate as the most accurate black-box classifier that is RandomForest. Fortunately, the lack of accuracy is compensated with the explanation ability of our system. Figure 3 shows the decision tree generated by Rep-Tree. It is the most accurate but also the simplest classifier among the four ones generated by ExpliClas. It is worth noting that ExpliClas provides the user with alternative solutions for a given sample and the fired branch is highlighted in either green (right output) or red (wrong output). At the bottom of the figure there is a button ("Show Explanation"). When this button is clicked a panel with textual explanation is displayed. For example, Figure 4 shows the confusion matrix coming out of 10-fold cross-validation along with the explanation panel. In this case, we selected "Global Explanation" which summarizes the classifier behavior, including the list of classes, a comment related to accuracy and one or more comments related to the confusion among classes. Additional details are provided when selecting "Local Explanation" or "Matrix Explanation". Figure 5 shows the local explanation associated to FU-RIA for the same sample that activated the tree in Figure 3 . In addition to the textual explanation that is verbalizing the information contained in the winner rule, a bar graph shows the activation degree associated to each class. It is also possible to visualize the membership functions related to each rule premise.
Once we had built all single classifiers and the related local explanations with ExpliClas, then we ported all this information to Scratch. Figure 6 shows how the xai4kids project looks like in the Scratch offline editor. We can distinguish three main panels:
• The execution panel. On top of the left part of the editor, the execution panel displays the run- ning scene (this is the welcome scene in the case of Figure 6 ) of the xai4kids program. Scratch programs are not compiled. Instructions are just interpreted and executed on the fly. The execution begins when clicking the green flag that is on top of this panel. It can be aborted at any time just by clicking the red button.
• The sprite panel. It is just below the execution panel. The characters playing a role in a Scratch program are called sprites. In xai4kids, there is a main sprite that is Giga who leads the conversation with the user. In addition, it is in charge of making classifications and providing explanations to the user. The panel also includes a sprite for each basketball player to consider. When selecting one sprite, then the related information is displayed on the right hand side of the screen. worth noting that the current version of xai4kids does not use any extension. Everything (even the classifiers and the explanations) is programmed just by making use of the blocks pre-defined in the Scratch editor. • "... he is medium-height and he has a small number of rebounds." (J48)
• "... he has a small number of rebounds, he has a high percentage of free throws, he has a medium percentage of 2-point field goals, and he scores a large number of assists." (RandomTree)
• "... he is medium-height and he has a small number of rebounds." (FURIA)
Then, xai4kids provides the user with the shorter explanation among the plausible ones. Notice that by chance J48 and FURIA provides the same explanation for this example but all explanations may be different for other cases. Having four classifiers ready to provide the user with plausible explanations endows xai4kids with plenty of diversity and naturalness. Actually, in case the same player is selected more than once by the same user then the system is likely to choose another explanation apart from the shorter one (i.e., with a probability initially set to 90%). The reason to do this is to introduce variability in language and as a result to avoid repetitive robot-like unnatural dialogues.
Then, the user is asked to assess the goodness of the provided explanation in a 5-point Likert scale. If assessment is smaller or equal than 3, then an alternative explanation is required. Finally, the results of each session can be stored in a log plain text file for further analysis and future enhancements of the program.
Conclusions and Future Work
This paper has presented the xai4kids initiative. A couple of demo videos are available at:
https://youtu.be/7jfYYudPUZY https://youtu.be/tKgW2hoNC9Y
It is worth noting that the Scratch studio project, including the source code of the xai4kids system described in the previous section is shared to the Scratch community at:
https://scratch.mit.edu/projects/303945261/ As our illustrative example deals only with male basketball players, it may be deemed as biased and too boy-oriented. We would like to highlight this was done by purpose in order to show the effects of bias to kids. Actually, we are surrounded by many examples of gender bias that affects our everyday life. As described in [8] , everything is designed for a stereotype of men who has a height of 1.76m and a weight of 77kg. In our example, obviously, if we had asked our XAI system to classify a basketball woman with a height of 1.91m the system is likely to say she is a Small Forward even if she is really a Center. This is due to the fact that men are in average taller than women. To fix this issue it is needed to re-design the XAI system from scratch with gender as one of the key features to consider. Moreover, we should add to the dataset new examples of female basketball players related to all the four classes under consideration.
As future work, we plan to enhance the interactive interface with a more natural and inclusive dialogue system, which is free of any bias. Firstly, we will build a new dataset including as many examples of women as men. Then, we will re-build the XAI system. In addition, we will enhance current explanations to make them more narrative in accordance with the feedback provided by kids in a series of sessions to be carried out during next months. Secondly, we will adopt a fabula model as well as argumentation schemes in order to make explanations even more natural and persuasive. Finally, explanations will be enriched with causal relations and counterfactual facts.
