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In this paper a storage method and a context-aware circuit simulation idea are presented for
the sum of block diagonal matrices. Using the design technique for a generalized circuit for the
Hamiltonian dynamics through the truncated series, we generalize the idea to (0-1) matrices and
discuss the generalization for the real matrices. The presented circuit requires O(n) number of
quantum gates and yields the correct output with the success probability depending on the number of
elements: for matrices with poly(n), the success probability is 1/poly(n). Since the operations on the
circuit are controlled by the data itself, the circuit can be considered as a context aware computing
gadget. In addition, it can be used in variational quantum eigensolver and in the simulation of
molecular Hamiltonians.
I. INTRODUCTION
A quantum algorithm can be described through
matrix-vector transformations. The number of two-
and single-qubit quantum gates required to imple-
ment these transformations as a quantum circuit
describes the computational complexity of the al-
gorithm. It is known that an N × N matrix that
depends on N2 independent parameters requires
O(N2) quantum gates [1]. When the matrix is sparse
with only polylog(N) nonzero elements, then it is
possible to design matrix specific quantum circuits
with polylog(N) quantum gates. The common cir-
cuit design approach is to write the matrix H as
a sum
∑
j Hj , where e
iHjt should be easy to com-
pute for any Hj , and approximate exp(iHt) by us-
ing the Trotter formula for the exponentiation: i.e.
(
∏
j exp(iHjt/r)
r. This idea is used in previous
works such as [2, 3] to find the most efficient cir-
cuits for sparse matrices.
Solutions of many problems relate to finding the
lowest (or highest) eigenvalue in magnitude and its
associated eigenvector. This includes finding the
ground state of the Hamiltonian of a quantum sys-
tem in quantum chemistry [4–9]. Recent methods
such as variational quantum eigensolver [10, 11] and
quantum signal processing [12] have proved that the
exponential eiHt is not needed to find the eigenpair
of H. For these methods, it is sufficient to find a
direct circuit for H that can generate H |ψ〉 for any
quantum state |ψ〉 (example circuits [13, 14]).
In this paper, we describe a storage method for
(0-1) matrices on quantum memory and show an ef-
ficient circuit design that loads the data from quan-
tum memory as a superpositioned state and gen-
erates the output H |ψ〉 for any H by using quan-
tum operations that are controlled by the data it-
self. When a system uses the context to provide rel-
evant information, it may be considered as a context-
aware system [15]. Therefore, we believe this work
will pave the way for quantum context-aware com-
puting. In terms of the computational complexity,
the circuit uses only O(n) number of quantum gates.
The success probability of the method-as expected-
scales with the number of elements and is 1/poly(n)
for the matrices with poly(n) number of nonzero el-
ements.
This paper is organized as follows: We explain
the approach for (0-1) block diagonal matrices in
Sec.II. In Sec.III, we generalize the idea to matri-
ces with (0-1) elements. In Sec.IV, we analyze the
success probability and the storage complexity for
sparse matrices with (0-1) elements. Sec.V briefly
discusses how the idea generalizes to a matrix in real
space, how the circuit can be used with variational
quantum eigensolver.
II. THE APPROACH FOR (0-1) BLOCK
DIAGONAL MATRICES
Assume that we want the circuit implementation
of the following N ×N matrix:
H =
∑
i
Qi (1)
where Qi is a block diagonal matrix defined
as the direct sum of quantum gates: For in-
stance, we will assume Qi =
⊕K
k σk with σk ∈{X,Z,−Z,XZ,ZX,−I, I, Zero}, here Zero repre-
sents a 2x2 zero matrix and
⊕
is used for the direct
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III GENERAL H WITH 0-1 ELEMENTS
sum of the matrices (It generates a block diagonal
matrix.). We use a quantum state whose elements
encode the gate information of the matrices on the
diagonal:
|gi〉 = 1
η
K−1∑
k=0
|gik〉 |k〉 , (2)
where η is the normalization constant and |gik〉 is
a vector of size 4 from the standard basis. As an
example, if
Qi =
Z X
Zero
 , (3)
then
|gi0〉 = |1〉 , |gi1〉 = |0〉 ,
|gi2〉 =
0...
0
 , and η = 1√
2
.
(4)
Here, |i〉 represents the ith vector in the standard
basis. The zero vector for |gi2〉 means that it is not
included in the summation given in (2). Notice that
|gi〉 involves n + 2 number of qubits: the last n − 1
qubits indicate the value k and the first three qubits
are for the gate-type gik.
For an arbitrary given n-qubit state |ψ〉 and |gi〉,
consider the operation |β〉 = Qi |ψ〉. The circuit
in Fig.1 can be used to produce 1/(η
√
8) |β〉 on the
amplitudes of the following states (see Appendix A
for the validation of the circuit):
1
η
√
8
|000〉
N/2−1∑
j=0
(
β2j |j〉k |j0〉system
+β2j+1 |j〉k |j1〉system
)
,
(5)
where |j〉 represents the jth vector in the basis. The
coefficient 1/(η
√
8) comes from (2) and the three
Hadamard gates used in the circuit. Therefore, the
overall success probability is || |β〉 /1(η√8)||2.
Now let us generalize this to
∑
iQi |ψ〉: First we
add one more register to represent |i〉, then we give
the following initial state to the circuit:
|g〉 = 1
ζ
∑
i,k
|i〉 |gik〉 |k〉 |ψ〉 , (6)
where ζ is the normalization constant so that all the
nonzero elements in |i〉 |gik〉 |k〉 are equal to 1ζ . To
get the sum, we apply Hadamard gates to the regis-
ter representing |i〉. The resulting circuit is drawn in
. . . • H
. . . H
• . . . H
/ /
|gi〉
/ /
X Z . . . −I
|ψ〉
FIG. 1. Quantum circuit for the implementation of
Qi |ψ〉. The circuit includes 2n + 2 qubits and imple-
ments the gate set {X,Z,−Z,XZ,ZX,−I, I, I}.
/
⊗
H /
. . . • H
. . . H
• . . . H
/ /
/ /
X Z . . . −I
|ψ〉

|g〉
FIG. 2. Quantum circuit for the implementation of∑
Qi |ψ〉.
Fig.2 (see Appendix B for the validation). If |gik〉s
are stored in the quantum memory, the circuit takes
only O(n) time. This complexity does not change
much if we change the size of the basis to add more
gates to the set. In this case, the size of the first reg-
ister |i〉 determines the number of Hadamard gates
and the success probability. We can define the suc-
cess probability in this general case as:
Psuccess =
∥∥∥∥∥
∑
iQi |ψ〉
Cζ
∥∥∥∥∥
2
, (7)
where C is the coefficient determined by the number
of Hadamard gates on the circuit. If the number of
Hadamards is close to n, then we obtain ≈ 1N which
is exponentially small in the number of qubits. How-
ever, in the sparse case one can expect the number
of Hadamards to be much smaller than n as shown
in Sec.IV.
III. GENERAL H WITH 0-1 ELEMENTS
In [16], a method is presented to write a general
matrix as a sum of unitary matrices. In this method,
first without changing the location of any element,
two indices i and k are assigned to all 2× 2 subma-
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trices inside the matrix. For instance,
H =

H00 H10 H20 H30
H11 H01 H31 H21
H22 H32 H02 H12
H33 H23 H13 H03

8×8
. (8)
Then for i = 0, . . . , N/2, the block diagonal matrix
Hi =
⊕N/2
k=0Hik is constructed. Here, Hi includes
one submatrix from each row and k corresponds to
the row index of the submatrix (a larger matrix given
in (C1), notice the symmetries.). H is expressed as
a sum of His in the following form:
H =
N/2∑
i=0
HiPi. (9)
Here Pi is a permutation matrix described by using
the binary form i = (b0...bn−1)2 as:
Pi =
n−1⊗
j=0
Xbj
⊗ I. (10)
That means an X gate is put on qubit j if there is 1
in the binary representation of i. This results in at
most n− 1 single X gates on the circuit. Here note
that while Hi may not be a symmetric matrix, HiPi
is one.
As in the previous section, we would like to have
a circuit where based on the data elements of Hi, a
control register can choose the set of quantum gates.
We will consider sparse matrices with 0-1 elements
and assume that any Hik is in the following form
(Note that since the following matrices form a ba-
sis, it automatically generalizes to any Hik with 0-1
elements. ):
G0 =
(
1 0
0 0
)
=
I + Z
2
G1 =
(
0 0
1 0
)
=
X +XZ
2
G2 =
(
0 1
0 0
)
=
X + ZX
2
G3 =
(
0 0
0 1
)
=
I − Z
2
Zero =
(
0 0
0 0
)
= Zero+ Zero
(11)
Using the above assumption, Hi can be defined as a
sum of two block diagonal matrices similarly to Qi
in (3): Hi = (Qia +Qib). Then we rewrite H as:
H =
N/2−1∑
i=0
(QiaPi +QibPi) . (12)
For simplicity, we will again assume Qia
and Qib consist only the gates from the set
{X,Z,−Z,XZ,ZX,−I, I, Zero} and use the same
encoding as in (4). Applying H to a general
quantum state |ψ〉 leads to a superpositioned state:
H |ψ〉 =
N/2−1∑
i=0
HiPi |ψ〉 (13)
We can construct this superposition state by using
a similar circuit to Fig.2, but in this case we have
to control the X gates that implement Pi by the
first register representing |i〉. The resulting circuit
is shown in Fig.3.
IV. SPARSE H WITH poly(n) NUMBER OF
ELEMENTS
For H with poly(n) number of 1s, the following
two observations can be made:
1. The number of His with only 0-1 elements can-
not be more than poly(n). Otherwise, the ma-
trix has more than poly(n) elements or has el-
ements with values different than 0-1s. There-
fore, we load only nonzero His and adjust the
control bits of the X gates that implements
Pis. This requires only poly(log(n)) number
of qubits for representing |i〉 and Hadamard
gates.
2. ζ cannot be more than poly(n). Otherwise,
the matrix has more than poly(n) number of
nonzero elements.
Combining these two observations, we can conclude
that
Psuccess =
∥∥∥∥∥
∑
iQi |ψ〉
poly(n)
∥∥∥∥∥
2
. (14)
Therefore, if
∥∥∑
iQi |ψ〉
∥∥ is not too small, the circuit
in Fig.3 with O(n) number of quantum operations
is able to simulate any sparse matrix with poly(n)
number of 1s with O(1/poly(n)) success probability.
A. Storing in quantum memory
We assume that matrices on the diagonal of Hi are
stored as a vector and we can load the superposition
of them to the quantum register. That means we
store the vectorized form of Hik:
for Hik =
(
0 1
0 0
)
, |gik〉 =

0
1
0
0
 . (15)
3
B Use in variational quantum eigensolver VI CONCLUSION
/ • ⊗H /
. . . • H
. . . H
• . . . H
/ /

|g〉
/
⊗
X /
X Z . . . −I
|ψ〉
FIG. 3. Quantum circuit implementation of (13). The
circuit requires O(n) quantum operations. The success
probability is given in (7) for the general case and in (14)
for the sparse case.
The size of |gik〉 depends on the number of quantum
gates. Here, it is important to note that if Hik does
not have any nonzero element, it is not stored or
loaded. When H has poly(n) number of nonzero
elements, most of the His must be zero. If Hi does
not have any nonzero Hik, it is also not stored or
loaded.
V. DISCUSSION
A. Generalization for H ∈ R
Suppose we have
|gik〉 =

α0
α1
α2
α3
 , (16)
where αs are the real valued elements of a Hik. The
quantum gates G0 . . . G3s given in (11) form a com-
putational basis. That means for |gik〉 above, it ap-
plies the superpositioned of the quantum gates with
the probabilities defined by the elements of |gik〉.
Therefore, after the Hadamard gates on the chosen
state, the correct normalized output H |ψ〉 can still
be obtained from Fig. 3 with the probability given
in (7).
B. Use in variational quantum eigensolver
Variational quantum eigensolver [10, 11] is gen-
erally applied to the quantum chemistry problems
that are represented by the electronic Hamilto-
nian in the second quantization by transforming the
Hamiltonian to the sum of Pauli operators, which
are the products of the Pauli spin matrices(e.g.
[7, 17, 18]). Assume the electronic Hamiltonian is
H = ∑i hiHi, where Hi is a Pauli operator and
hi is the corresponding coefficient. The algorithm
starts with a state
∣∣ψ(θ)〉 defined by the vector of
parameters θ and tries to optimize these parame-
ters by minimizing the outcome
〈
ψ(θ)
∣∣H ∣∣ψ(θ)〉 =∑
i
〈
ψ(θ)
∣∣hiHi ∣∣ψ(θ)〉. Since each Hi is assumed to
be a product of the Pauli spin matrices, they are im-
plemented by a separate quantum module efficiently.
Therefore, the algorithm involves a quantum part
which computes the outcome and a classical part re-
sponsible for the optimization by computing the sum
of individual outcomes and updating the parameters
that forms |ψ〉. The circuit we describe here can be
directly used in the quantum part of the algorithm.
Since each operator hiHi can be written as ciHiPi,
where ci is hi or −hi based on the form of Hi, Hi is
a block diagonal matrix and Pi is the permutation
matrix. In that case, we can simply get:〈
ψ(θ)
∣∣H ∣∣ψ(θ)〉 = ∑
i
〈
ψ(θ)
∣∣ ciHiPi ∣∣ψ(θ)〉 . (17)
This outcome of the circuit can be used in the clas-
sical optimization routine to update the parame-
ters of the input state. One can also run each〈
ψ(θ)
∣∣ ciHiPi ∣∣ψ(θ)〉 on separate modules and sum
the outcomes in the classical subroutine as done in
the original quantum eigensolver.
As an example to show how to implement the
modified VQE, we will take hiHi = hiXY Y Z.
Since hiXY Y Z can be rewritten as ciHiPi, in which
Pi = XXXI, Hi = IZZZ and ci = −hi. Thus〈
ψ(θ)
∣∣hiXY Y Z ∣∣ψ(θ)〉 = ci 〈ψ(θ)∣∣HiPi ∣∣ψ(θ)〉. We
can first apply X gates to specific qubits to obtain
Pi
∣∣ψ(θ)〉. Then the context aware algorithm will
implement the block diagonal matrix Hi, and out-
put the state HiPi
∣∣ψ(θ)〉. By preparing another∣∣ψ(θ)〉 and doing quantum fingerprinting[19] using
swap gate, we obtain
〈
ψ(θ)
∣∣HiPi ∣∣ψ(θ)〉. Summing
all the terms with coefficients ci gives us the en-
ergy of state
∣∣ψ(θ)〉. Then we can use classical op-
timization methods to update θ and finally get the
minimum energy of the system. FiG. 4 shows the
ground state energy curve of H2 obtained by the
simulation based on this modified VQE. In the sim-
ulation, the 4-qubit Hamiltonian of H2 is calculated
by openfermion package[20] using STO-3G basis set,
and the hardware-efficient ansatz is prepared by 3-
layer pairwise design in [7].
VI. CONCLUSION
In this paper, we have described a general storage
method for matrices and shown circuits that execute
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FIG. 4. The ground state energy for the H2 molecule as
a function of internuclear distance R using the modified
VQE based on the contex aware algorithm
quantum gates based on the data information. Since
the gates are controlled by the data itself, this idea
can be used for context aware quantum computing.
We have also discussed how the circuit can be used
with variational quantum eigensolver for any matrix
related problems and for the simulation of molec-
ular Hamiltonians. As an example, we have shown
how the method can be used to calculate the ground
state energy curve for the molecule H2, which is in a
complete agreement with the exact diagonalization
results. Since any arbitrary real matrix can be de-
composed into block diagonal matrices, this method
may provide a new way to evolve quantum state
by unitary/non-unitary operators through quantum
circuits.
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Appendix A: Validation of the circuit in Fig.1
The controlled gate set in the circuit has the fol-
lowing matrix form:

I⊗2n−2 ⊗X
I⊗2n−2 ⊗ Z
. . .
I⊗2n−2 ⊗ I
 (A1)
We can represent the whole circuit more concisely
by using the direct sum of matrices:
(
H⊗3 ⊗ I⊗2n−1
)N/2⊕
j=0
X ⊕
N/2⊕
j=0
Z ⊕
N/2⊕
j=0
−Z ⊕ · · ·
N/2⊕
j=0
I

(A2)
To illustrate the action of the circuit, we will use
the example matrix Qi = Z ⊕ XZ which leads to
the following |gik〉 |k〉s:
|gi0〉 |0〉 = |1〉 |0〉 and |gi1〉 |1〉 = |3〉 |1〉 . (A3)
Then we form the following 6-qubit initial state:
|gi〉 |ψ〉 = 1√
2
(|1〉 |0〉 |ψ〉+ |3〉 |1〉 |ψ〉) . (A4)
After applying the controlled gates (CG) to the ini-
tial state, we obtain:
CG |gi〉 |ψ〉 = 1√
2
(|1〉 |0〉 (Z ⊗ Z) |ψ〉+ |3〉 |1〉 (XZ ⊗XZ) |ψ〉) .
(A5)
Applying the Hadamard gates to the first three
qubits produces the following final state:
1
4
((
|000〉 − |001〉+ |010〉 − |011〉+ |100〉 − |101〉
+ |110〉 − |111〉
)
|0〉 (Z ⊗ Z) |ψ〉
+
(
|000〉 − |001〉 − |010〉+ |011〉+ |100〉 − |101〉
− |110〉+ |111〉
)
|1〉 (XZ ⊗XZ) |ψ〉
)
.
(A6)
Here, the states where the first three qubits are in
|000〉 includes the expected output which are:
1
4
(
|000〉 |0〉 (Z ⊗ Z) |ψ〉+ |000〉 |1〉 (XZ ⊗XZ) |ψ〉
)
.
(A7)
The equivalent of Qi |ψ〉 is produced on the am-
plitudes of the states:
{|000000〉 , |000001〉 , |000110〉 , |000111〉}. (A8)
Appendix B: Validations of the circuits in Fig.2
and Fig.3
In the circuit in Fig.2, we have the superpositioned
input state |g〉. Before the Hadamard gates on the
first register of the circuit, for different |i〉 on the
output we have normalized Qi |ψ〉 on the same states
as given in (A7) and (A8). That means for |0〉 on
the first register we have normalized Q0 |ψ〉 on the
chosen states, and for |1〉 we have Q1 |ψ〉, and so on.
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By applying the Hadamard gates to the first register,
for |i〉 = |0〉, we generate the normalized summation∑
iQi |ψ〉 on the same chosen states.
Fig.3 is just the generalization of Fig.2 and acts
the same way.
Appendix C: A larger Hamiltonian divided into
submatrices
H =

H00 H10 H20 H30 H40 H50 H60 H70
H11 H01 H31 H21 H51 H41 H71 H61
H22 H32 H02 H12 H62 H72 H42 H52
H33 H23 H13 H03 H73 H63 H53 H43
H44 H54 H64 H70 H04 H14 H24 H34
H55 H45 H75 H61 H15 H05 H35 H25
H66 H76 H46 H52 H26 H36 H06 H16
H77 H67 H57 H43 H37 H27 H17 H07

16×16
.
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