Introduction
We study the problem of object recognition invariant to transformations, such as translation, rotation and scale. A system is underdetermined if its degrees of freedom (number of possible transformations and potential objects) exceed the available information (image size). The regularization theory solves this problem by adding constraints [1] . It is unclear what constraints biological systems use. We suggest that rather than seeking constraints, an underdetermined system can make decisions based on available information by grouping its variables. We propose a dynamical system as a minimum system for invariant recognition to demonstrate this strategy.
A dynamical system for invariant recognition
Assume there are q objects in the gallery, and p possible transformations. An input image I is generated by one of the objects through a transformation. The task is to recover the object and the transformation that generate I. The system variables are C = (c 1 ,..., c p ) T for transformation and
where n is the size of the image, the system is underdetermined, having many solutions.
Our system structure is shown in Figure 1 . The state variables C and D follow the dynamics described by a system of linear differential equations. below a predefined level, we then let the variables in the top group resume their individual dynamics. Under this dynamics with grouping, the solution to the same toy system is shown in Figure 2 bottom row. It is close to the true value.
Discussion
Our example shows that, in an underdetermined system for invariant recognition, it is plausible to recover a sparse solution by grouping variables and then fine-tune the winning group. The applicability of this strategy depends on the structure of transformations and of objects. Our system could provide a model system to study the coarseto-fine processing which is evident in biological systems [2] . Figure 2 Solutions (C and D) in a toy system.
Solutions (C and D) in a toy system

