Abstract-The purpose of this paper is to present an overview of a platform for exploring reconfigurability in wireless networks.
I. INTRODUCTION
This paper focuses on reconfiguration in distributed and disaggregated wireless networks. The term disaggregated is used to describe networks that are not alone distributed but also non-homogenous and controlled by different and possibly competing entities. The term reconfigurable is used in a very general sense. It includes reconfiguration for self-organization purposes, as for example in the case of a group of first time nodes auto-configuring. It includes optimization based reconfiguration, as for example in the case of a network optimizing its performance through making better use of radio resources. It includes reconfigurability for the purposes of updating standards or reconfigurability as a means of providing wider user choice etc. Reconfigurability is not just confined to parameters of the physical layer but to all higher layers of the system as well.
As a means of prefacing this work it is useful to consider a conceptual representation of the reconfiguration process of a node in a distributed or disaggregated wireless system. In Figure 1 a minimalist state diagram is shown. The node is, on one level, an independent entity and can make choices in its own interest but on another level, the node is part of a community and must not cause conflict. The reconfiguration process can be considered to have a minimum of four states.
(1) The first state is the normal operating state during which the node is operating as configured. It is assumed in our discussions that a node is capable of making observations. The term contextual observations is used to emphasise that the state the node is operating in, will The key feature of IRIS is that it supports real-time reconfiguration of the radio. IRIS uses a Control Logic Manager (CLM) which is the main means of reconfiguring a radio configuration when the radio is in operation. The CLM is independent of the Components (i.e. the CLM is a separate process that connects to the radio using a common interface) and therefore may externally modify the paramters, structure and operation of any of the Components that comprise the radio implementation. IRIS supports three levels of reconfiguration [3] . The first, parametric reconfiguration, involves the dynamic alteration of individual parameters of signal processing functionality (e.g.change of filter cutoff points). The second, structural reconfiguration, involves the alteration of the layout of the radio system or the replacement of some aspect of the software of the system while still performing the same overall application (e.g. change of modulation scheme). The Figure 2 , provides a means of enforcing the decision by using a self-stabilising approach to force the network to converge on the new reconfiguration. The concept of self-stabilization was originally pioneered in 1973, when Edsger W. Dijkstra [6] and the service in our platform builds on this idea [7] . Self-stabilization [8] focuses on the ability of a system to converge, within a finite number of steps, from an arbitrary state to a state that exhibits desired system behavior. The process of self-stabilization is non-terminating, it continues as long as the system, e.g. the network, persists. A self-stabilizing networking system will eventually converge to correct global behavior.
Note the stack services are services locally available and under no circumstances is Figure 2 meant to suggest any kind of centrally provided services.
III. EXAMPLE 1: RECONFIGURING UNILATERALLY The potential of the reconfigurable platform presented here is illustrated with two examples. The first example focuses on reconfiguration based on a unilateral decision at the node. Components have been created for IRIS that can be used to create an Orthogonal Frequency Division Multiplexing (OFDM) transceiver and in this example two nodes communicate with each other using the OFDM transceiver. From the point of view of a node in the example, reconfiguration is triggered in two ways.
A downward push by the application determines the number of OFDM sub-carriers to be used in the communication system. (A simple rule has been set that states the minimum number of resources should be used. -currently this is treated in a simple manner with the DAWN chat application requesting 20 sub-carriers and the DAWN web application requesting 128 sub-carriers.)
Channel information creates an upward push and further specifies the sub-carriers. In this case the sub-carrier allocation scheme is designed to avoid carrier frequencies that are being subjected to strong interfering transmissions which may result in the possible unrecoverable loss of information if that frequency was used for data transmission. The communication between application and physical layer is accommodated via the blackboard as illustrated in Figure 2 . A technique that enables frame synchronization, carrier-frequency offset estimation and a means of notifying the remote receiver(s) of the sub-carrier allocation using a single OFDM symbol is used. No extra signalling is needed to transmit details of the chosen transmission carriers to the receiver, resulting in an efficient system. Further details of the techniques used can be found in [9] . Should the application change or should another large interfering source appear in different frequency bands the system can react to the changes and reconfigure accordingly. Figure 3 shows a power spectral density of the sampled signal. The rectangular box depicts the frequency band of interest in which the sub-carriers will be located. As can be seen parts of the band are experiencing high interference. The second plot in 3 indicates which part of the spectrum will not be used for sub-carriers, i.e. in terms of the OFDM process, the frequency bins in this portion will not be filled. A spectral mask is generated to inform the receiver as to what sub-carriers are used. As a result of not using sub-carriers that experience high interference the overall SNR is better and hence we can use a more efficient modulation scheme. Figure 4 gives an indication of how taking this dynamic approach is valuable.
The graph in Figure 4 IV. EXAMPLE 2: RECONFIGURING MULTILATERALLY The second example focuses on an example in which a multilateral decision must be taken and involves ad hoc routing [7] . Ad hoc routing protocols are at the core of ad hoc networks allowing remote nodes to communicate on a peer-topeer basis. In our platform the Ad hoc On-demand Distance Vector routing (AODV) [10] , Dynamic Source Routing (DSR) -^n > [11] , and Optimised Link State Routing (OLSR) [12] ) have been implemented. However from the wide body of work that exists in the area of ad hoc network routing, it has been well established in the literature that a one-size-fits-all approach with regard to the choice of optimum routing protocol does not suffice [13] , [14] , [15] . Rather than continuing to search for the optimal routing protocol, an alternative approach is to design a system that allows nodes to dynamically configure and utilize the most suitable ad hoc routing, protocol [16] for the prevailing network conditions. In other words the actual ad hoc routing protocol in use, now becomes a variable whose ;ideration value must be set across the network.
The literature has shown that there is a correlation between node mobility levels, node density levels and network traffic and the optimal routing protocol. If 
B. Brief Analysis
The Diffusion Of Innovations approach has been implemented fully in the reconfiguration platform and provides a mechanism for nodes to reach consensus in highly dynamic and distributed environments. Key to the success of this technique is an understanding of local observations, details of which are beyond the scope of the paper but can be found in [2] . The technique has been implemented in such a manner so as to not overburden the network therefore allowing the added complexity of reconfiguration not to be at such a high cost so as to make it undesirable.
An alternative approach is also being developed. This approach involves a Markov Random Field (MRF) Maximum A Posteriori (MAP) framework to facilitate this distributed decision making process. The MRF models the interdependance of neighboring nodes and the desire to form a consensus. The MAP framework allows the nodes to incorporate local observations in the analysis. Modelling the wireless and/or mobile network as a Markov Random Field (MRF) and the subsequent use of an MRF-MAP framework provides an efficient means for making decisions in a fully distributed system in which individual nodes have only myopic views of their surroundings. Again in this situation a global decision can emerge from local observation.The MRF-MAP framework however remains at the simulation stage. Initial results show that the mechanism is a promising means of making reconfiguration decisions but the transfer of the approach to a real wireless scenario remains as a challenge.
V. CONCLUSION The paper presented an overview of a platform for exploring reconfigurability is distributed and/or disaggregated networks. The platform facilitates a high degree of reconfigurability both at the physical layer and higher layers of the stack. Physical layer options include a general purpose processor software radio engine. Higher layers in the stack can be reconfigured internally or completely swapped. Mechanisms exist for reaching consensus in the case of multilateral reconfiguration choices. The purpose of the platform is to facilitate the creation of imaginative and alternative reconfigurable scenarios in order to progress the field further
