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ВСТУП 
Актуальність теми. Визначальним у процесах, що відбуваються в 
сучасному світі, є глобальна інтеграція економіки, політики, науково-
технологічної сфери, природоохоронної діяльності і соціального добробуту. 
Україна як незалежна держава живе у взаємопов'язаному та взаємозалежному 
світі. 
У сучасних умовах глобалізації економічного життя розвинуті країни, де 
наука виконує роль головного економіко-відтворювального фактора, 
забезпечують свій розвиток вдосконаленням вже існуючих технологій, 
техніки та послідовним використанням принципово нових наукових знань 
та технологій. Міжнародний технологічний та науковий обмін, трансфер 
інтелектуального потенціалу - одна з ознак нашого часу. 
Приєднання України до європейських та світових інтеграційних процесів 
неможливе без урахування геополітичного чинника, що значною мірою 
визначається сьогоднішнім станом економіки України та її подальшим 
розвитком. Україна знаходиться майже в центрі Європи. Територія України, 
яка займає площу більше, ніж 604 тис.км2, з населенням майже 50 млн чоловік, 
омивається Чорним і Азовським морями. Карпатські та Кримські гори разом з 
лісами Полісся обрамляють широкі степи, які мають найбагатші у світі запаси 
чорнозему. В Україні є значні запаси залізної руди, марганцю, титану, 
кам'яного та бурого вугілля, фосфоритів. Це зумовило розвиток таких 
галузей промисловості, як металургічна, машинобудувна, енергетична, 
гірнича, нафтопереробна та хімічна, авіаційно-космічна, аграрна та харчова. 
У сільському господарстві зайнята п'ята частина тих, хто працює, тут 
зосереджена майже чверть виробничих фондів і створюється майже 13% 
валової доданої вартості, що створена в державі. 
Зрозуміло, що процвітаючою Україна і її народ стане тільки тоді, коли 
комплексно і ефективно освоюватиме у своїх інтересах ті території та ресурси, 
якими володіє. Але зробити це неможливо без тісної співпраці з економічно 
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і технологічно розвинутими країнами шляхом реалізації, в першу чергу, 
нових технологій та організаційного досвіду. 
Тому стратегічною і головною метою для України повинно бути її 
входження до міжнародних науково-технічних потоків, які дозволять 
модернізувати вітчизняне виробництво, дозволять забезпечити 
конкурентоспроможність основних галузей промисловості. 
За умов зламоподібних змін станів соціоекономічних систем (як це мало 
місце в Україні в 2004-2005 та 2013-2014 роках) майбутнє цих систем, не може 
інтерпретуватися як звичайне продовження минулого (прогнозування), у 
зв’язку з тим, що це майбутнє може набувати принципово відмінних форм та 
структур порівняно з тими, що були відомі в минулому. За цих умов 
репрезентувати майбутнє таких систем можливо лише шляхом застосування 
методологій передбачення та когнітивного моделювання, заснованих на 
експертному оцінюванні станів зазначених систем на час дослідження і 
побудови альтернатив сценаріїв та шляхів їх розвитку на заданих часових 
горизонтах у майбутньому.  
На переломному етапі економічного розвитку в останній третині 
минулого століття виникла необхідність у нових підходах визначення 
пріоритетів науково-технічного розвитку, що передбачають розгляд не тільки 
науково-технічних, а й соціально-економічних факторів. 
З'являється практична потреба в якісно нових, системно погоджених 
принципах, підходах, методах виявлення можливостей й оцінювання 
перспектив і тенденцій розвитку як цивілізації та світової економіки в цілому, 
так і напрямків та перспектив інноваційного розвитку країни зокрема. 
Актуальність напрямку досліджень полягає у виявленні нових тенденцій, 
трендів, стратегічних наукових напрямів, технологічних досягнень і т.д., які в 
довгостроковій перспективі зможуть зробити істотний вплив на економічний і 
соціальний розвиток у майбутньому. З цією метою в процесі реалізації 
процедури формування альтернатив сценаріїв при вирішенні задач 
передбачення виникає необхідність у залученні методів експертного 
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оцінювання, серед яких головним чином виділяється методи SWOT аналізу, 
методи Делфі та морфологічного аналізу. Для побудови сценаріїв шодо 
обраних альтернатив залучається когнітивне моделювання, що надає 
можливість на основі запропонованого математичного апарату з практичною 
достовірністю отримати обґрунтований сценарій для прийняття рішення. 
Для вирішення поставлених завдань стає актуальним створення і 
інтенсивний розвиток сучасних концепцій, моделей, підходів до синтезу 
методологій передбачення та когнітивного моделювання з метою визначення 
економічних перспектив соціально-економічних систем та шляхів їх реалізації. 
Аналіз досліджень і публікацій з методології передбачення та 
когнітивного моделювання свідчить про стадію їх інтенсивного розвитку. 
Методологія передбачення докладно викладена в роботах М.З. Згуровського, в 
працях ЮНІДО. Методи  якісного аналізу, що застосовуються в процесі 
передбачення, розглядаються в роботах Т.Сааті, Ф.Цвікі, В.М. Одріна, С.С. 
Картавова, Т. Річі, Дж. Х.Лінстона та М.Турофа, Т. Гордона, О. Хелмера, Н. 
Долкі, Х. Сакмана, та ін. Методології когнітивного моделювання присвячено 
роботи Н.А. Абрамової, З.К.Авдеевої, Г.В Горелової, С.В Ковриги., В.В.   
Кульби, Д.Пиблеса та ін. 
Дане дисертаційне дослідження спрямоване на розробку математичного 
та програмного забезпечення розв’язання проблем розвитку соціально-
економічних систем на основі методологій передбачення та когнітивного 
моделювання, що для ефективного застосування потребує розробки 
формалізації та обґрунтованої побудови сценарію у вигляді стійкої когнітивної 
карти. 
Зв’язок роботи з науковими програмами, планами, темами 
Дисертаційна робота виконана у ННК "ІПСА" НТУУ "КПІ ім. Ігоря 
Сікорського" відповідно до наступних науково-дослідних тем: 
 «Розробка теоретичних засад прийняття рішень на основі методології  
передбачення», № держреєстрації   0112U000558, 2012-2016 рр.  
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 «Синтез методологій передбачення і когнітивного моделювання щодо 
розробки стратегії інноваційного розвитку регіону», № держреєстрації 
0114U004076, 2014-2015 рр. 
 «Розробка інформаційної системи супроводження процесу 
передбачення», № держреєстрації  0112U003164, 2012 -2013 рр. 
 «Розробка платформи сценарного аналізу в межах сталого розвитку», № 
держреєстрації 0110U002364, 2010–2011 рр. 
 «Розробка та дослідження теоретичних основ методології сценарного 
аналізу», № держреєстрації 0107U004124, 2007-2011 рр. 
Мета і завдання дослідження 
Метою дослідження є розробка стратегії розвитку соціально-економічних 
систем на основі математичного забезпечення одночасного застосування 
методологій передбачення щодо створення альтернатив сценаріїв та 
когнітивного моделювання для побудови сценаріїв розвитку бажаного 
майбутнього та шляхів їх реалізації. 
Для досягнення мети дослідження поставлені і розв'язані такі завдання: 
 виконано аналіз існуючих методів передбачення та когнітивного 
моделювання; 
 розроблено системний підхід до розв’язання проблем розвитку соціально-
економічних систем на основі застосування методологій передбачення та 
когнітивного моделювання; 
 розроблено формалізацію процесу когнітивного моделювання; 
 досліджено стійкість когнітивних карт; 
 запропоновано метод побудови інтегрованого показника даних; 
 розроблено програмне забезпечення розв’язання проблем розвитку 
соціально-економічних систем на основі синтезу методологій 
передбачення та когнітивного моделювання; 
 на основі запропонованого системного підходу до розв’язання проблем 
розвитку соціально-економічних систем розв’язано низку соціально-
економічних задач. 
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Об'єктом дослідження є процес розвитку в майбутньому складних 
соціально-економічних систем різної природи. 
Предмет дослідження − математичне та програмне забезпечення 
розв’язання задач соціально-економічних систем на основі синтезу методологій 
передбачення та когнітивного моделювання. 
Методи дослідження ґрунтуються на використанні методологій 
системного аналізу, передбачення, когнітивного моделювання, методів 
сценарного аналізу, теорії стійкості когнітивних карт. 
Проведені у дисертаційній роботі дослідження дозволили суттєво 
вдосконалити процес розв’язання складних слабоструктурованих принципово 
неформалізованих задач на основі застосування методологій передбачення та 
когнітивного моделювання щодо соціально економічних систем.  
Наукова новизна роботи визначається наступними теоретичними і 
практичними результатами, отриманими автором: 
Уперше: 
 запропоновано застосування синтезу методологій передбачення та 
когнітивного моделювання щодо розв’язання задач соціально-
економічних систем;  
 розроблено системний підхід до розв’язання проблем розвитку соціально-
економічних систем у вигляді двоетапної моделі на основі об’єднання 
методологій передбачення та когнітивного моделювання, який 
відрізняється від існуючих використанням в якості вихідних даних для 
когнітивного моделювання результатів, що отримані на етапі 
передбачення; 
 запропоновано доведення чисельної стійкості когнітивних карт, що 
базується на матричному представленні збурень та їх значень.  
 
Удосконалено: 
  формалізацію процесу когнітивного моделювання, що надає можливість 
у якості вихідних даних для початкової ітерації когнітивного 
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моделювання використовувати результати, що отримані на етапі 
передбачення;   
 метод формалізації інтегрованого показника даних, що надає можливість 
формувати логічні групи та інтегрувати їх у агреговане значення,  
обгрунтовано в процесі когнітивного моделювання робити декомпозицію 
вершини графу на декілька вершин.  
Практичне значення одержаних результатів 
Практичне значення одержаних результатів полягає у створенні 
послідовної, формалізованої методики та інструментальних засобів 
застосування системного підходу до розв’язання задач соціально-економічних 
систем на основі синтезу методологій передбачення та когнітивного 
моделювання. Для вирішення цієї проблеми залучається об’єднання  
можливостей методології передбачення з методологією когнітивного 
моделювання, що відкриває унікальну можливість в рамках єдиного 
аналітично-програмного комплексу вирішувати завдання стратегічного 
планування та оперативного реагування. На основі розробленого програмного 
забезпечення розв’язано низку задач розвитку соціально-економічних систем. 
Результати дисертаційної роботи впроваджені в навчальний процес 
кафедри «Математичні методи системного аналізу» Інституту прикладного 
системного аналізу Національного  технічного університету України 
"Київський політехнічний інститут імені Ігоря Сікорського"  (акт впровадження 
від 05.12.2016). 
 Результати дисертації у складі моделей, методів та програмних засобів 
впроваджені в МВС України» (акт впровадження вих. від 09.12.2016). 
Впровадження пропонованої методології та програмних засобів в МВС України 
дали можливість, зокрема, побудувати сценарії розвитку соціальних лих та 
запропонувати їх замовнику для прийняття рішень. Пропонується у подальшому 
впровадити отримані результати у інших установах України. 
Достовірність результатів наукових положень, результатів і висновків 
роботи підтверджується коректністю постановок вихідних задач і використаних 
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математичних методів, порівнянням із результатами,  що отримані при 
застосуванні інших методів експертного оцінювання і когнітивного 
моделювання; практичними дослідженнями; якісною узгодженістю результатів 
розрахунків з даними, отриманими іншими авторами при розв’язанні 
аналогічних задач.  
Особистий внесок здобувача 
Всі основні наукові положення та результати, що складають основний 
зміст роботи та становлять наукову новизну, отримані автором самостійно. 
Основні теоретичні положення дисертації розроблені здобувачем із 
використанням методології когнітивного моделювання і методологій 
системного аналізу та передбачення, запропонованої у роботах наукового 
керівника – академіка НАН України, доктора технічних наук, професора М.З. 
Згуровського. У працях, написаних у співавторстві, здобувачеві належать: 
розробка формалізації процесу когнітивного моделювання; доведення і 
дослідження стійкості когнітивних карт [5,13]; розробка формалізації 
інтегрованого показника даних, що надає можливість обгрунтовано проводити 
декомпозицію та агрегування вершин та дуг когнітивної карти [2,3,10,20]. 
Апробація результатів роботи 
Матеріали дисертації доповідались на наступних наукових конференціях 
та семінарах: 
 міжнародних конференціях «Системний аналіз та інформаційні 
технології» (м. Київ, 2007-2016 рр);  
 міжнародних конференціях «VIII, IX, X Szkola Geomechaniki» (Gliwice-
Ustron, 2007, 2009, 2011);  
 «XIII, XIV Miedzynarodowe Sympozjum Geotechnika-geotechnics (Gliwice-
Ustron, 2008, 2012); 
 21-st International CODATA Conference. Scientific informayionfor society – 
from today to the future ( Kiev, 2008);  
 науково-практичній конференції «Ольвійський форум-2008: Стратегії 
України в геополітичному просторі» (м. Ялта, Крим, 2008);  
 4th international conference on intelligent systems and knowledge engineering 
(ISKE2009). (Hasselt, Belgium, 2009)»; 
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 всеукраїнській науково-практичній конференції "Информационно-
компьютерные технологии в экономике, образовании и социальной 
сфере" (м. Симферополь, 2010); 
 міжнародній науково-практичній конференції «Управление большими 
системами»: «Когнитивное моделирование– 2011» (Москва, 2011); 
 міжнародній науково-практичній конференції ITHEA (м. Варна, 2013, 
2014);  
 міжнародній науково-практичній конференції «Інформаційні технології, 
економіка та право: стан та перспективи розвитку» (Чернівці, 2015); 
 науковому семінарі ПСА (Україна, Київ, 07 грудня 2016 року). 
Публікація результатів 
За матеріалами дисертаційної роботи опубліковано 27 друкованих 
наукових праць, серед них 2 у провідних наукових фахових виданнях, 3 у 
зарубіжних виданнях, що входять до міжнародних  наукометричних баз даних, 
7 статей у рецензованих зарубіжних працях наукових конференцій, 14 тез у 
матеріалах доповідей міжнародних конференцій, 1 патент на корисну модель. 
Структура дисертаційної роботи 
Дисертаційна робота складається зі вступу, переліку умовних позначень, 
чотирьох основних розділів, висновків, списку використаних джерел і додатку. 
Робота викладена на 197 сторінках і містить 178 сторінок основної частини, 52 
рисунки, 25 таблиць і список використаних джерел із 130 найменувань. 
Додаток містить акт впровадження результатів роботи. 
У першому розділі представлена актуальність застосування методологій 
передбачення та когнітивного моделювання для вирішення розвитку соціально 
економічних систем. Наведено огляд методів якісного аналізу та когнітивного 
моделювання. Виявлені головні переваги та недоліки когнітивного 
моделювання з метою обґрунтування застосування методології передбачення, 
що реалізована в  навчально-науковому комплексі Інститут прикладного 
системного аналізу (ІПСА) в інформаційній системі сценарного аналізу (ІССА), 
а також для обгрунтування актуальності теми дисертаційної роботи. 
Другий розділ присвячено розробці методологічного та математичного 
забезпечення системного підходу до вирішення проблем розвитку соціально-
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економічних систем на основі об’єднання методологій передбачення та 
когнітивного моделювання, який представлено у вигляді двоетапної моделі.  
Третій розділ присвячено розробці обчислювальних алгоритмів та  
програмного забезпечення застосування запропонованого системного підходу 
для вирішення проблем розвитку соціально-економічних проблем. 
У четвертому розділі досліджено спроможність розробленого 
математичного та програмного забезпечення розв’язання задач розвитку 
соціально-економічних систем на основі синтезу методологій передбачення з 
використанням процедури експертного оцінювання та когнітивного 
моделювання. 
Приймаючи до уваги галузі, що були виявлені в межах дослідження 
«Форсайт економіки України на середньостроковому (2015–2020 роки) і 
довгостроковому (2020–2030 роки) часових горизонтах»,  розглядались 
наступні соціально-економічні системи: розвиток металургійної галузі, 
оцінювання ринку композиційних матеріалів, інформаційно-комунікаційні 
технології, військово-промисловий комплекс, пріоритетні напрямки розвитку 
вищої освіти в Україні. 
Запропоновані рішення дають можливість скоротити фінансові витрати, 
запропонувати раціональні обгрунтовані сценарії для прийняття рішення на 
рівні великих компаній, регіонів, держави у цілому.  
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РОЗДІЛ I 
ОГЛЯД ДОСЛІДЖЕНЬ З ПИТАНЬ РОЗВ’ЯЗАННЯ ЗАДАЧ СОЦІАЛЬНО 
ЕКОНОМІЧНИХ СИСТЕМ З ЗАСТОСУВАННЯМ МЕТОДОЛОГІЙ 
ПЕРЕДБАЧЕННЯ ТА КОГНІТИВНОГО МОДЕЛЮВАННЯ 
 
1.1. Стратегія майбутнього технологічного розвитку України 
 
Стратегією економічного та соціального розвитку України на 2020 pp. 
передбачено, що визначальним пріоритетом державної політики має стати 
структурна перебудова промисловості, розвиток інноваційної моделі 
економічного зростання, утвердження України як високотехнологічної 
держави. Обраний стратегічний курс інноваційного розвитку ґрунтується на 
структурній перебудові економічних галузей, технологічному оновленню 
промисловості, широкому використанні досягнень науки і техніки. 
Наявний науково-технологічний потенціал поки що здатний забезпечити 
економічний прогрес України. 
Це зумовлено тим, що Україна на початку ринкових перетворень мала 
значні можливості для розвитку своєї економіки, зокрема, в науково-
технологічній сфері. Було створено науково-технічний потенціал, який за 
багатьма характеристиками відповідав рівню розвинених країн світу. З таких 
наукових напрямів, як матеріалознавство, теоретична фізика, математика, 
зварювальне виробництво, біотехнології Україна і зараз зберігає провідні 
позиції у світі. 
Але прогнози аналітиків про те, що Україна та країни Східної Європи 
швидко підуть шляхом розвитку високих технологій та підйому економіки за 
зразком деяких азіатських країн так і не виправдалися. Належним чином не 
був відпрацьований, з точки зору теорії управління, і методично 
необґрунтований процес ринкових перетворень, що призвело до різкого 
падіння ВВП, скорочення обсягів високотехнологічних виробництв та  
науково-дослідної діяльності протягом останніх десяти років. 
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З урахуванням цього протягом останніх років на державному рівні 
здійснено ряд важливих заходів для поліпшення державної науково-технічної 
політики. Верховною Радою схвалена нова Концепція науково-технологічного 
та інноваційного розвитку України. Важливим напрямом формування та 
впровадження моделі інноваційного розвитку є концентрація наукового 
потенціалу у вирішенні найактуальніших науково-технічних проблем, що 
найбільше підготовлені до використання у виробництві. 
Таким чином, пріоритетними при розробленні стратегії та політики 
розвитку наукоємних технологій в Україні сьогодні є:  
 концентрація ресурсів для проведення фундаментальних і прикладних 
досліджень за напрямами, з яких Україна має значний науковий, 
технологічний та виробничий потенціал; 
 запровадження програмно-цільового підходу до фінансування усіх 
секторів наукової сфери;  
 впровадження ринкових механізмів для підтримки розроблення нових 
технологій, розширення участі малого й середнього бізнесу в науково-
технологічному розвитку; 
 приведення системи правового захисту інтелектуальної власності 
відповідно до міжнародних норм та введення інтелектуальної 
власності у господарський обіг; 
 розвиток і впровадження сучасних інформаційних технологій. 
Пріоритети у розробленні та впровадженні нових технологій в Україні 
повинні здійснюватися у рамках державних програм і проектів як у 
традиційних технологічних напрямах: металургійний, енергетичний, 
хімічний, сільськогосподарський, так і у нових високотехнологічних 
напрямках: освоєння космосу, розвиток авіації, біотехнологій, створення 
інформаційних і телекомунікаційних систем, нових речовин і матеріалів, а 
також засобів охорони здоров'я. 
Розвиток галузей промисловості суттєво залежить від впровадження 
критичних технологій, тобто пріоритетних високих технологій, 
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використання яких має ключове значення для створення продукції, яка 
відповідає світовому рівню чи перевищує його. Застосування критичних 
технологій має сприяти задовільненню першочергових національних потреб 
у соціальній, військовій, господарській та інших сферах економіки. 
Економічний аналіз факторів, які впливають на визначення пріоритетів 
технологічного розвитку показує, що показниками впровадження критичних 
технологій можуть бути в галузях промисловості України: 
а) обсяги бюджетного фінансування науково-технічних робіт щодо 
розробки перспективних технологій і визначення пріоритетних напрямів 
розвитку науки та техніки; 
б) обсяги інноваційних витрат; 
в) впровадження нових технологічних; 
г) освоєння виробництва нових видів продукції; 
д) питомі обсяги інноваційних витрат на впровадження нових 
технологічних процесів. 
Стратегічною метою економічних перетворень в Україні 
передбачається інноваційний розвиток, який може бути реалізований тільки 
на засадах структурної перебудови економічних галузей, технологічного 
оновлення промисловості та аграрного сектору при широкому використанні 
перспективних технологій. 
Інноваційний розвиток передбачає відмову від традиційних науково-
технічних рішень на користь принципово нових прогресивних технологій, а 
також перехід до випуску високо-технологічної продукції і здійснення нових 
організаційних форм діяльності, таких як організації технопарків, 
технополісів, проведення політики ресурсу та енергозбереження. 
Аналіз сьогоднішнього економічного стану різних галузей в Україні 
вказує на те, що вірогідним є поступове піднесення технологічного розвитку 
таких галузей, як машинобудування, металургії та хімічної промисловості, де 
рівень рентабельності майже сталий, як і рівень прибутку. До того ж у 
цих галузях промисловості найбільша кількість підприємств впроваджує 
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нові технологічні процеси та освоює процес випуску нових видів продукції, 
що також пов'язано із удосконаленням технологій. Також, з відносно сталою 
рентабельністю працюють хімічно-фармацевтична, деревообробна та 
целюлозно-паперова промисловості. 
І все ж, питання впровадження науково-технологічних розробок у 
виробництво ще залишаються невирішеними. Сьогодні, понад 90% продукції, 
яка виробляється в Україні, не має сучасного науково-технічного 
забезпечення, а це в свою чергу не сприяє конкурентоспроможності і 
рентабельності більшості вітчизняних товарів. Фінансовий стан більшості 
виробництв не дозволяє їм впроваджувати нові технології, оплачувати 
працю висококваліфікованих фахівців. За експертними оцінками, через 
недовикористання сучасних досягнень науки і технологій у виробництві 
Україна втрачає щорічно 10 млрд. доларів США. 
Досвід роботи технопарків, малих науково-впроваджувальних фірм, 
інших інноваційних підприємств свідчить про значні можливості нових 
інноваційних структур у вирішенні проблем впровадження. 
Таким чином, є чітко окреслені цілі, є досвід роботи у сучасних умовах, 
розроблені підходи до реалізації інноваційної моделі розвитку економіки, але 
є, як ми бачимо, і недоліки, про які йшлося вище. 
Відбір критичних технологій та побудову раціональних сценаріїв 
розвитку стратегічно важливих підприємств, пріоритетних галузей 
промисловості та індустріального сектора держави доцільно виконувати на 
засадах проведення комплексу робіт з технологічного передбачення [21]. 
Схема взаємодії учасників комплексу робіт з технологічного передбачення 
представлена на рис.1.1. Роботи з короткотермінового передбачення полягають 
у відборі та віднесенні до групи критичних тих важливих технологій, що вже  
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Рисунок 1.1 – Схема взаємодії учасників комплексу робіт з технологічного 
передбачення 
добре розроблені в Україні і є (або найближчим часом можуть бути) 
запитаними на світових ринках і потребують подальшого інноваційного 
вдосконалення. Наприклад, для нашої країни такими можуть бути космічні 
та авіаційні технології.  
Застосовуючи для групи критичних технологій методи системного 
аналізу разом із методами якісного аналізу (наприклад, методи Делфі, 
перехресного впливу, Сааті, морфологічного аналізу, моделей Байєса та ін.), 
розробляють альтернативи сценаріїв та політику майбутнього 
технологічного розвитку держави терміном від 5 до 10 років. Роботи з 
довготермінового передбачення пов'язані з пошуком нових сфер діяльності, у 
яких Україна має гарні передумови виходу на світові ринки, та побудовою 
альтернатив сценаріїв проведення повного комплексу заходів, спрямованих 
на створення конкурентоспроможних критичних технологій для цих 
сфер, наданням необхідного організаційного, наукового, фінансового та 
інших видів забезпечення.  
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1.2. Огляд розробки та застосування якісних методів сценарного аналізу 
Наука та технології життєво необхідні для розвитку нашого суспільства. 
Вони призводять до створення національного багатства та підвищення якості 
життя. Вдале впровадження сучасних технологій стає вирішальним у 
досягненні  конкурентоспроможності на світовій арені. Тому в умовах швидких 
технологічних змін, бурхливого розвитку глобальних ринків та постійного 
впливу природних явищ  на світову рівновагу життєво необхідно передбачити, 
бодай приблизно, сценарії майбутніх подій та визначити ті напрямки розвитку, 
які дадуть найбільшу суспільну та економічну користь.  
При побудові стратегії інноваційного розвитку великих соціально-
економічних систем на рівні мегаполісу, великого підприємства, регіону та 
держави в цілому у багатьох країнах світу з високим статусом зарекомендувала 
себе методологія передбачення, яка дозволяє відповісти на питання «що буде, 
якщо ...?».  І побудувати альтернативи науково обгрунтованих сценаріїв. Тому в 
сучасних умовах дедалі актуальнішим стає нова задача – репрезентувати 
майбутнє, яке не може інтерпретуватися як звичайне продовження минулого у 
зв’язку з тим, що це майбутнє може набувати принципово відмінних форм та 
структур, порівняно з тим, що було відомо в минулому. Зазначена задача 
отримала назву передбачення [20,21, 30,31]. Згідно з методологією 
передбачення, на останньому етапі процесу прийняття рішення ОПР 
пропонуються 3-4 альтернативи сценаріїв, які, в загальному випадку, є 
складними слабко структурованими  проблемами. В даний час в рамках 
методології передбачення виконана формалізація ряду якісних методів аналізу 
(SWOT-аналізу, методу аналізу ієрархій (МАІ) і його модифікації, методів 
Делфі, перехресного аналізу, морфологічного аналізу і ін.), які стали основою 
інструментарію побудови альтернатив сценаріїв [17,18,53,95,119, 120, 126-128]. 
Досвід використання передбачення в світі показав, що ця методологія 
сприяє створенню міцного зв’язку між представниками промисловості, науки, 
уряду, недержавних організацій, тощо. Це дозволяє не лише провести 
ретельний аналіз існуючих проблем та створити сценарії розвитку галузі, що 
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розглядається, а й ефективно  втілювати обраний проект у майбутньому з 
урахуванням зростаючої складності аналізу ризиків і прийняття рішень у таких 
системах [41,42,55,63,96]. 
Значний внесок в упорядкування і формалізацію процесу технологічного 
передбачення зробила Організація Об'єднаних Націй із технологічного 
розвитку (ЮНІДО) [100,103,119,120]. Ця методологія була розширена в працях 
ННК "ІПСА" Національного технічного університету України «Київський 
політехнічний інститут імені Ігоря Сікорського»" (ІПСА) [126, 127] і стала 
основою для інформаційної платформи сценарного аналізу [20, 21] – комплексу 
математичних, логічних і програмних засобів і підходів для застосування 
методів передбачення у певній послідовності для досягнення мети, поставленої 
перед процесом передбачення. Погляд у майбутнє створює необхідність робити 
певні припущення та пропозиції, займатися творчістю. Зближення об’єктивних 
знань та творчих припущень експертів в інтерактивній людино-машинній 
процедурі дозволяє підвищити достовірність та практичну користь сценаріїв 
розвитку досліджуваних процесів, явищ, подій. Ця платформа може бути 
використана в якості каркасу для впровадження нових методів у процес 
технологічного передбачення. 
ІПСА перший в Україні розглянув нові концепції, підходи та методи до 
проблеми прийняття рішень та стратегічного планування на основі методології 
технологічного передбачення і сценарного аналізу щодо розвитку регіону, 
великих підприємств, мегаполісу, компаній [20,21,52,80].  
Для розв’язання задач передбачення, в принципі, може 
використовуватися широкий набір методів, деякі з них розроблено спеціально 
для аналізу майбутнього, а інші запозичені з областей управління і планування 
[60,62,68]. Зокрема, виділяють дослідницькі (дескриптивні) методи, які 
базуються на екстраполяції минулих трендів чи причинній динаміці (аналіз 
трендів, аналіз перехресних впливів та ін.), та нормативні методи, які базуються 
на попередньому розгляді бажаного сценарію майбутнього розвитку (дерева 
важливості, методи морфологічного аналізу, Делфі, різні варіанти методу 
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сценаріїв, тощо).  
Інша класифікація – розмежування кількісних (базуються на кількісній 
вхідній інформації) та якісних (дозволяють отримувати висновки на базі 
суб’єктивних оцінок експертів) методів. В контексті розв’язання задач 
передбачення кількісними вважаються методи моделей Байеса, аналізу трендів 
та імітаційне моделювання  [123]. До якісних, в свою чергу, відносяться методи 
мозкового штурму, SWOT і STEEP аналізу [26,32,118], сканування, експертних 
панелей, аналізу ієрархій, Делфі, морфологічного аналізу, технологічного 
«дороговказівника» (roadmapping), критичних технологій, перехресних впливів, 
сценаріїв, тощо. Проблема при розв’язанні задач передбачення полягає у 
визначенні належної ролі кожного з вказаних методів, в обґрунтуванному 
поєднанні цих методів в єдиній методології. Наведені групи методів 
представляють різні підходи, їх поєднання залежить від таких факторів як час, 
необхідний для їх реалізації, фінансові ресурси, природа досліджуваної 
проблеми, ціль задачі, можливість організації відповідної експертизи. 
Задачі передбачення є інноваційними і тому принципово 
неформалізованими, оскільки містять принципово неформалізовані процедури, 
такі як вибір критеріїв, вибір умов раціонального компромісу тощо [20,21]. При 
розв’язанні таких задач, які потребують прийняття рішень в умовах 
концептуальної невизначеності, часто єдиним можливим до застосування є 
метод експертних оцінок. Це є наслідком того факту, що у проблемах 
подолання нестачі чи принципової неможливості отримання необхідних 
статистичних даних для розв’язання поставлених задач єдиним джерелом 
інформації може виявитися досвід і знання людей, експертів в області, що 
розглядається. Зокрема, існує поняття «суб’єктивних ймовірностей», які мають 
природу, відмінну від статистичної і визначаються компетентними особами за  
допомогою спеціально організованих експертних процедур [4,39, 71,72]. 
У державних програмах розвитку багатьох країн світу протягом 
десятиліть для побудови стратегії розвитку на рівні мегаполісів, регіонів і 
держави в цілому використовується метод Делфі. Використання методу Делфі 
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обумовлено виявленням можливих масштабів та глибин тих або інших подій у 
певний період часу, з одного боку, та питань про можливі рушійні сили, 
обмеження та чинники, економічні та соціальні наслідки певних тенденцій, з 
іншого [34]. Особливістю методу Делфі є організація зворотного зв’язку з 
експертами, коли результати роботи у вигляді групової оцінки та деяких 
статистичних характеристик повертаються експертам для перегляду і 
можливого коригування. Головна направленість застосування методу Делфі – 
це оцінка середньострокових та довгострокових проблем [35,54]. 
Модифікація нечіткого методу Делфі розглядаються в роботах 
Х.Лінстона та М.Турофа. Зокрема, різні інші модифікації експертного 
оцінювання на основі методу Делфі розглядається в роботах Т. Гордона, О. 
Хелмера, Н. Долкі, Х. Сакмана та ін. [91,94,117].  
При побудові бажаного майбутнього також використовується метод 
перехресного впливу. Суть методу полягає у розрахунку ймовірності подій, які 
могли б охарактеризувати майбутнє деякої досліджуваної галузі на певному 
проміжку часу [23,128]. Експертам пропонують оцінювати вірогідність 
виникнення подій, як окремо, так і у припущенні, що інші події відбудуться або 
не відбудуться, тобто аналізуються причинні зв'язки між подіями. На основі 
цих оцінок будується матриця перехресного впливу, на основі якої отримують 
оцінки ймовірності появи подій. Одним із найважливіших способів 
застосування методу є підготовка сценаріїв. Отримані в результаті роботи 
методу оцінки ймовірності подій використовуються для оцінок імовірності 
можливих сценаріїв розвитку майбутнього. Крім того, метод дозволяє будувати 
і аналізувати схеми впливу подій одна на одну, виявляючи приховані зв'язки. 
Таким чином, цей метод зручно використовувати при дослідженні майбутнього 
на певному проміжку часу в деякій галузі, де очікується можлива поява  
множини подій, що пов'язані між собою. 
При розв’язанні  задач передбачення часто застосовується метод аналізу 
ієрархій. Метод був розроблений американським вченим Т. Сааті, як 
інструмент прийняття рішень [66]. Метод ґрунтується на застосуванні так 
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званих ієрархічних мереж у разі побудови моделі, призначеної для розрахунку 
ймовірностей виникнення кожного можливого сценарію в майбутньому [51].  
Метод аналізу ієрархій описує сценарії в термінах показників, і 
зосереджується більше на поведінці і рішеннях осіб, важливих для сценарію, а 
не на подіях, які мають відбутися чи не відбутися [51,66,68]. Завдяки методиці 
попарних порівнянь в методі можуть бути використані як кількісні показники, 
так і якісні, які неможливо виміряти. Основним об'єктом методу є ієрархічна 
мережа, на кожному рівні якої знаходяться однорідні показники. Метод 
найкраще застосовують в задачах з великою кількістю цілей, критеріїв, 
суб'єктів, оскільки прийняття рішень вимагає цієї різноманітності [97]. 
В загальному вигляді процедура методу Сааті для прийняття рішення має 
такі кроки [51]: 
1. Визначити проблему і шукані знання. 
2. Побудувати структуру ієрархії рішення з найвищого рівня (мета 
рішення) через проміжні рівні цілей (критеріїв, від яких залежать елементи 
більш високих рівнів) до найнижчого рівня (як правило, множини альтернатив). 
3. Побудувати набір матриць попарних порівнянь. Кожний елемент 
вищого рівня використовується для порівняння елементів нижчого рівня 
відносно його. 
4. Використати пріоритети, отримані з матриць парних порівнянь, для 
визначення ваги на рівні нижче для кожного елемента цього рівня. Потім для 
кожного елемента на нижчому рівні додати його зважені значення і отримати 
його загальний пріоритет. Продовжувати процедуру зважування і додавання, 
поки не будуть отримані остаточні пріоритети альтернатив найнижчого рівня. 
Важливим для процесу передбачення є відхід від звичайного  
прогнозування як екстраполяції трендів і зосередження саме на якісних, 
стрибкоподібних змінах, що можуть відбутися. Метод морфологічного аналізу 
(ММА) дозволяє систематизувати і дослідити множину таких змін [58]. Методи 
морфологічного аналізу складних проблем в систематизованому вигляді були 
розроблені швейцарсько-американським астрофізиком і фахівцем з 
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аерокосмонавтики Ф. Цвікі, як методи для впорядкування і дослідження 
повного набору відношень в багатовимірних комплексах задач, які не 
піддаються розрахунку . Цвікі застосовував цей метод до таких різних задач, як 
класифікація астрофізичних об'єктів, розробка ракетних двигунів тощо 
[129,130]. При цьому запропонована процедура методу морфологічного аналізу 
була достатньо примітивною і являла скоріше шаблон для створення більш 
складних варіацій методу, придатних до застосування в різних галузях. Пізніше 
метод було розширено і застосовано багатьма дослідниками з Європи і США в 
галузі вивчення майбутнього, в аналізі і моделюванні стратегій [86, 87, 92,116]. 
Найбільш розповсюдженим з методів морфологічного аналізу є метод 
морфологічної скрині [57]. Однією з основних переваг ММА є те, що він 
дозволяє розглядати не тільки існуючі об’єкти, але й за рахунок комбінування 
їх ознак створювати нові, гіпотетично можливі об’єкти, тому в літературі часто 
позиціонують ММА як метод технічної творчості [57,58]. 
Говорячи про порівняння методів багатокритеріального оцінювання, 
необхідно зазначити, що різні групи методів представляють різні підходи до 
розв’язання задачі прийняття рішень і вибір того чи іншого методу 
визначається конкретною задачею та наявними ресурсами. Достовірність 
отриманого розв’язку може бути оцінена шляхом використання декількох 
методів і співставлення отриманих результатів, а також в результаті 
застосування спеціально розроблених методів і прийомів. 
При залученні методології передбачення з застосуванням методів  
якісного аналізу будуються альтернативи сценаріїв, які пропонуються особам, 
що приймають рішення.  
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1.3. Огляд розробки та застосування когнітивного моделювання 
 
Днем народження когнітивістики вважається 11 вересня 1956 р. - один із 
днів роботи симпозіуму в Массачусетському технологічному інституті. Біля 
витоків когнітивної науки стояли двоє чудових дослідників: психолог Джордж 
А. Міллер (George Armitage Miller) і лінгвіст Ноем Хомський (Avram Noam 
Chomsky). Дж. Міллер описав події того часу в статті «Когнітивна революція з 
історичної точки зору». У 1967 р Ульрик Найссер (Ulric Neisser), фахівець в 
області експериментальної, когнітивної та екологічної психології, філософії 
психології, використовував цей термін у заголовку своєї монографії 
«Когнітивна психологія». 
Історія виникнення цього напрямку пов’язана з роботами у галузі 
когнітивної психології, яка виникла в середині 20-го століття. У наш час в 
Україні започатковані когнітивні дослідження соціально-економічних об’єктів 
на базі Інституту прикладного системного аналізу Національного технічного 
університету України «Київський політехнічний інститут імені Ігоря 
Сікорського» (ІПСА).  У РФ цим напрямком займається  Інститут проблем 
управління РАН, в якому такі дослідження виконуються більше десяти років. У 
ньому ж з 2001 р. проводяться міжнародні конференції «Когнітивний аналіз і 
управління ситуаціями» (СASC’2001 - CASC’2008) [1-3]. Також цим напрямком 
дуже плідно займаються у Південному федеральному університеті Міністерства 
освіти і науки Російської федерації під керівництвом професора Г.В. Горелової 
[8-14, 89,90]. 
Технологія когнітивного моделювання полягає в тому, щоб на основі 
когнітивних моделей визначати можливі й раціональні шляхи управління 
ситуацією з метою переходу від вихідних станів до бажаних. Перевагою 
когнітивної моделі є те, що вона дозволяє бачити як всю картину в цілому, так і 
деталі, інтегрувати логіку і фантазію, знання і досвід. На особливу увагу 
заслуговує завдання розробки концепції та методології застосування теорії 
управління до управління стійкістю когнітивних карт [33,79]. 
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Відносно критерію доступності програмних систем слід відмітити, що 
майже всі розроблені системи когнітивного моделювання використовуються 
лише авторами розробок та їх колективами, що свідчить на користь 
актуальності розробки власної системи когнітивного моделювання 
[6,27,28,65,73,85].  
В слабкоструктурованих задачах неможливий традиційний математичний 
(економічний, соціометричний і т.п.) підхід до аналізу процесів для розробки 
комплексних рішень. Для моделювання складних неформалізованих систем 
використовується когнітивний підхід, який базується на когнітивних аспектах 
[8-13, 74-77,88]. Ці аспекти включають в себе процеси сприйняття, мислення, 
пізнання, пояснення і розуміння. Так  у [14] представлені концептуальні засади 
когнітивної методології, яка може бути покладена в основу розробки 
інтелектуальних систем. Розглянуто можливості аналізу, синтезу, 
прогнозування розвитку ситуацій у великих системах (соціотехнічних, 
соціально-економічних і т.п.). Для практичної реалізації процедур когнітивного 
моделювання запропоновано використовувати відмовостійкі розподілені 
інформаційно-керуючі системи (РІКС), що дозволяють оперативно вирішувати 
завдання великої складності. 
Схематичний, спрощений опис картини світу, що відноситься до 
проблемної ситуації, зображують у вигляді когнітивної карти [1,8,61]. В роботі 
[93] було запропоновано теорію, що гіпокамп можна розглядати за допомогою 
когнітивних карт, тобто як ментальне уявлення як просторової моделі 
навколишнього середовища, так і непросторових компонентів у тому ж таки 
середовищі. Під час виконання даного дослідження науковці реєстрували 
одночасно  від 43 до 61 пірамідальних клітин гіпокампу щура, які виконували 
завдання на запам’ятовування та розпізнавання різних і однакових об’єктів, 
розташованих у різних місцях по колоподібній трасі. Багатовимірний аналіз 
нейронних даних показав, що інформація про ідентифікацію об'єкта була 
представлена у другу чергу після інформації визначення місцезнаходження 
об'єкта.  Крім того, нейронні дані стосувалися виконання завдання на 
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запам’ятовування. Отримані результати свідчать про те, що об'єкти були 
представлені в якості точок запам’ятовування  на гіпокампній когнітивній карті 
і що ця карта була корисною в запам'ятовуванні при зустрічах з конкретними 
об'єктами в певних місцях. 
Технологія когнітивного моделювання полягає в тому, щоб на основі 
когнітивних моделей визначати можливі і раціональні шляхи управління 
ситуацією з метою переходу від вихідних станів до позитивних. Застосування 
технологій когнітивного моделювання не дозволяє приймати раціональне 
рішення в інтересах суб’єктів. Перевагою когнітивної моделі є те, що вона 
вчить бачити і всю картину в цілому, і деталі, а також інтегрувати логіку й 
фантазію [2].  У статті [3]  виділено клас управлінських завдань, для вирішення 
яких доцільно застосування когнітивного моделювання. Введено основні 
визначення, позначені деякі напрямки подальшого розвитку когнітивного 
підходу в моделюванні. 
Когнітивний аналіз і моделювання є принципово новими елементами в 
структурі систем підтримки прийняття рішень. Проте технологія когнітивного 
моделювання дозволяє виявити можливі та раціональні шляхи управління 
ситуацією з ціллю переходу від негативних вихідних станів до позитивних, 
попереджати негативні наслідки, тобто дивитися з погляду майбутнього на 
ситуацію [3,6,14,15,25,62,67,78,79,83]. Когнітивний підхід до дослідження 
туристсько-рекреаційної системи дозволяє описати її структуру і різні процеси, 
що протікають в ній, їх взаємодії із зовнішнім середовищем, виявити вплив 
зовнішнього середовища на управління поточною ситуацією у туристично-
рекреаційної системи, і вже на цій основі обґрунтувати необхідні управлінські 
рішення з вирішення проблем, що виникають у таких слабко структурованих 
системах [5]. В роботі [15] описано використання системного підходу та 
когнітивного моделювання  для побудови комплексної оцінки. Наголошується, 
що системний підхід робить акцент на аналізі цілісних інтегральних 
властивостей об’єкта, виявленні його структури та функцій. Також подано три 
рівні формалізації: вербальний опис, клас «м’яких» моделей та клас 
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«жорстких» моделей. Причому зазначається, що для опису 
слабкоструктурованих систем найкращими є «м’які» моделі. 
З метою підвищення достовірності результатів когнітивного 
моделювання багатьма авторами розробляється теорія нечітких когнітивних 
карт та її застосування у моделюванні систем. Теорія і методологія, а потім її 
застосування для вирішення проблеми контролю  процесу наводяться в [82].   
Було проведено огляд та порівняння модифікацій FCM (Fuzzy Cognitive Maps), 
їх потреб та застосувань (моделювання, передбачення, прийняття рішень, 
класифікація) у різноманітних галузях (бізнес, медицина, політика, 
агрокомплекс, виробничі процеси) [84, 98, 99, 102, 115, 121, 122, 124, 125]. 
Протягом останніх років було розгорнуто дискусію про автономність та 
логічну функціональність систем, тож застосування нечітких когнітивних карт 
у сфері контролю систем може вагомо вплинути на розвиток більш розвинених 
та автономних систем контролю [83 ]. В роботі [64 ] розроблено новий підхід до 
побудови нечіткої когнітивної карти на основі функцій належності дискретних 
нечітких множин, що дозволяє аналізувати судження групи експертів. В роботі 
[16] проведено критичний аналіз літературних джерел в області термінологічної 
бази складних слабкоформалізованих систем і процесів. Показана принципова 
можливість моделювання зазначеного класу систем і процесів із застосуванням 
нечітких когнітивних карт. Розглянуто теоретичні основи побудови нечітких 
когнітивних карт, а також питання дослідження системних характеристик 
даних карт. Описано межі застосування нечітких когнітивних карт, показана 
можливість їх використання. Розробка і тестування обчислювальних моделей 
пізнання, як правило, мають певні особливості - маються на увазі 
загальновизнані методологічні принципи управління процесом. Як наслідок, 
розрахункові моделі часто вміщують у собі об’єднані емпірично обґрунтовані 
механізми з прагматичними особливостями реалізації, а також суттєві аспекти 
теорії, які часто важко ідентифікувати. У роботі [81] вказано, що спробам 
побудувати когнітивні теорії істотно допомагає наявність відповідних мов для 
визначення когнітивних моделей. Такі мови повинні: бути синтаксично чіткої і 
29 
 
стислої форми;  бути операційно чітко визначені; бути виконуваними; і явно 
підтримувати поділ між теорією і реалізацією. На підтримку цих міркувань 
науковці вводять Sceptic, мову специфікацій, яка задовольняє всі вищезазначені 
вимоги. Sceptic була успішно використана для реалізації ряду когнітивних 
моделей, включаючи Soar. Простота Sceptic Сор дозволяє побачити основи 
базової когнітивної теорії, та допомагає досліджувати альтернативні теоретичні 
припущення. Автор роботи [114] зазначає, що моделі міркування, що засновані 
на графах, як правило, враховуються для виявлення наявності змін під час 
розв’язання проблем продуктивності з різними типами графів з точки зору 
аналізу завдань щодо конкретних візуальних властивостей кожного типу графа. 
Цей підхід був використаний для пояснення часу відгуку і різниці точності в 
експериментальних ситуаціях, коли дані усереднені за умовами експерименту. 
У книзі [101] докладно наведено, як виконати Байєсове моделювання. 
Байесова статистика дає набагато кращий спосіб підгонки і тестування моделей 
в багатьох областях неврології, психології та економіки. Вони особливо корисні 
в умовах, в яких існує латентний опис ієрархічної структури і в якій моделі є 
складними. Байєсівський висновок став стандартним методом аналізу в 
багатьох областях науки. Книга містить ряд розділів щодо оцінки параметрів і 
вибору моделі, а також докладних тематичних досліджень, проведених в 
когнітивній науці.  
Застосування методології когнітивного моделювання дозволяє на підставі 
знання і досвіду побудувати причинно-наслідкові зв'язки, зрозуміти і 
проаналізувати поведінку складної системи (СС) на стратегічну перспективу 
при великій кількості взаємозв'язків і взаємозалежностей.  
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1.4. Постановка задачі дисертаційного дослідження 
 
  
З наведеного огляду випливає, що на протязі більш ніж пів століття до 
розв’язання задач розвитку соціально-економічних систем залучались 
методології передбачення та когнітивного моделювання. Застосування 
методології передбачення, як процесу прийняття рішень побудови бажаного 
майбутнього складних систем, дозволяє будувати альтернативи сценаріїв, які 
пропонуються особам, що приймають рішення. В той же час залучення 
методології когнітивного моделювання, що є ефективним при вирішенні 
складно формалізованих та слабко структурованих задач і надає можливість 
встановити причинно-наслідкові зв’язки між факторами впливу на ситуацію, 
дозволяє будувати  низку сценаріїв інноваційного розвитку складних систем 
різної природи. При цьому в якості вихідних даних при  побудові моделі 
когнітивної карти приймаються суб'єктивні відомості ОПР щодо досліджуваної 
проблеми. Необхідно зауважити, що при проведенні когнітивного моделювання 
з метою досягнення чисельної і структурної стійкості когнітивної карти, також  
приймається суб'єктивно рішення щодо декомпозиції та агрегування вершин 
графу, а також щодо зміни ваг дуг графа. 
В дисертаційній роботі пропонується об’єднання  методологій 
передбачення та когнітивного моделювання. Залучення на етапі передбачення 
методів якісного аналізу, таких як методи Делфі, перехресного аналізу, 
морфологічного аналізу та ін., надає можливість побудувати альтернативи 
сценаріїв з кількісними значеннями характеристик. Для обґрунтованої 
реалізації тої чи іншої альтернативи сценарію залучається методологія 
когнітивного моделювання. При цьому, кількісні характеристики, що отримані 
на етапі передбачення,  пропонується використовувати в якості вихідних даних 
для побудови моделі когнітивної карти. При проведенні когнітивного 
моделювання з метою досягнення стійкої когнітивної карти, питання 
декомпозиції та агрегування вершин графу, а також зміни ваг дуг графа також 
31 
 
вирішуються об’єктивно з застосуванням підходу до побудови інтегрованого 
показника даних. 
Дане дисертаційне дослідження спрямоване на розробку математичного та 
програмного забезпечення розв’язання задач інноваційного розвитку соціально-
економічних систем на основі об’єднання  методологій передбачення та 
когнітивного моделювання, що для ефективного застосування потребує 
розробки формалізації та обґрунтованої побудови сценарію у вигляді стійкої 
когнітивної карти. 
Метою дослідження є розробка математичного забезпечення синтезу 
методологій передбачення з використанням процедури експертного оцінювання 
та когнітивного моделювання з обґрунтуванням стійкості когнітивної карти з 
метою побудови альтернатив сценаріїв розвитку бажаного майбутнього та 
шляхів їх реалізації. 
Для досягнення мети дослідження поставлено наступні завдання: 
- виконати аналіз існуючих методів передбачення та когнітивного 
моделювання; 
- розробити системний підхід до розв’язання задач інноваційного 
розвитку соціально-економічних систем на основі об’єднання 
методологій передбачення та когнітивного моделювання; 
- розробити формалізацію процесу когнітивного моделювання; 
- дослідити стійкість когнітивних карт; 
- запропонувати метод побудови інтегрованого показника даних; 
- розробити програмне забезпечення розв’язання задач інноваційного 
розвитку соціально-економічних систем на основі об’єднання  
методологій передбачення та когнітивного моделювання; 
- на основі запропонованого системного підходу до розв’язання 
проблем розвитку соціально-економічних систем розв’язати низку 
задач щодо їх інноваційного розвитку.  
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1.5. Висновки до першого розділу 
У першому розділі наведено огляд досліджень з питань розв’язання задач 
соціально економічних систем з застосуванням методологій передбачення та 
когнітивного моделювання. Обгрунтовано, що стратегічною метою 
економічних перетворень в Україні передбачається інноваційний розвиток, 
який передбачає відмову від традиційних науково-технічних рішень на 
користь принципово нових прогресивних технологій. Наведений огляд 
наукових досліджень на основі методологій передбачення та когнітивного 
моделювання свідчать про важливість зазначених напрямків. Відбір 
критичних технологій та побудову раціональних альтернатив сценаріїв 
розвитку стратегічно важливих підприємств, пріоритетних галузей 
промисловості та індустріального сектора держави доцільно виконувати на 
засадах проведення комплексу робіт з передбачення. Наведено огляд  якісних 
методів сценарного аналізу, при залученні яких будуються альтернативи 
сценаріїв бажаного майбутнього. Також наведено огляд розробок та 
практичного застосування методології когнітивного моделювання, що надає 
можливість створювати сценарії розвитку соціально-економічних систем. При 
цьому, як випливає з огляду, при когнітивному моделюванні має місце 
суб'єктивність при наданні вихідних даних при побудові моделі когнітивної 
карти, у процесі декомпозиції та агрегуванні вершин графа, у введенні 
коефіцієнтів вагових дуг графа. 
У даній дисертаційній роботі вперше пропонується використовувати 
зазначені методології спільно: на першому етапі застосовувати методологію 
передбачення і отримані результати використовувати в якості вихідних даних 
на другому етапі - для когнітивного моделювання, що дозволяє запропонувати 
науково обгрунтовану стратегію реалізації пріоритетної альтернативи 
сценарію розвитку соціально-економічних систем різної природи, що 
обумовлює актуальність дисертаційної роботи. 
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РОЗДІЛ 2  
ВИХІДНІ МОДЕЛІ, ПІДХОДИ, МЕТОДИ СЦЕНАРНОГО АНАЛІЗУ ТА 
КОГНІТИВНОГО МОДЕЛЮВАННЯ 
 
2.1. Cистемний підхід до розв’язання проблем розвитку соціально-
економічних систем  
Соціально-економічні системи (СЕС) відносяться до категорії складних 
систем, що можуть бути формалізовані (СФС). СЕС складаються з ряду 
різнорідних та різнотипних підсистем, що взаємодіють між собою в рамках 
єдиної СЕС. Особливу увагу слід звернути на значимість процедури 
формалізації задач в межах СЕС у справі реалізації інноваційних ідей та 
технічних рішень, а також для проектування виробів нової техніки, що не мають 
аналогів і прототипів. Такі задачі відрізняються багатьма протиріччями і 
невизначеностями. Найважливішими серед них є: 
♦ неоднозначність і суперечливість вимог до виробу; 
♦ суперечливість цілей і неоднозначність умов застосування виробу; 
♦ невизначеність і непередбачуваність можливих дій конкурентів; 
♦ нескінченність і непрогнозованість ситуацій ризику на різних стадіях 
життєвого циклу виробу. 
За цих умов, користуючись різнорідною, зазвичай неповною, емпіричною, 
експериментальною, казуальною та іншою вихідною інформацією, розробник 
повинен формалізувати і розв’язати задачу проектування виробу, зокрема 
сформулювати й обґрунтувати цілі його створення. Результати розв’язання цієї 
задачі повинні довести практичну необхідність, технологічну можливість та 
економічну доцільність виробництва виробу, що проектується. За умов ринкової 
економіки слід також оцінювати ступені та рівні ризику на кожній стадії 
життєвого циклу виробу і з урахуванням усіх факторів приймати такі рішення, 
щоб ризик був прийнятним. Зрозуміло, що за умов невизначеності доводиться 
виконувати процедури формалізації й розв’язання багатьох інших практично  
важливих системних задач. 
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Завдання розробки стратегії інноваційного розвитку СЕС відноситься до 
класу слабкоструктурованих завдань, в яких цілі, структура та умови відомі 
лише частково і характеризуються великим обсягом НЕ-факторів: неточністю, 
неповнотою, невизначеністю, нечіткістю даних, що описують об'єкт. На відміну 
від задач прийняття рішень з кількісними значеннями змінних і відношинь між 
ними, які вирішуються методами і засобами теорії дослідження операцій, 
економетрики та іншими подібними методами, для вирішення 
слабкоструктурованих завдань необхідні специфічні методи підтримки 
прийняття рішень. Опис слабкоструктурованих завдань здійснюється, як 
правило, експертами-фахівцями в даній області [4,39,71]. Оцінки, отримані від 
них, є суб'єктивними і, як правило, носять вербальний характер. 
Багатофакторна, багатопараметрична, різнорідна і слабкоструктурована 
інформація предметної області об'єкта дослідження, використовувана на різних 
етапах процесу передбачення, призводить до складнощів, пов'язаних з 
форматом подання знань, побудовою опитувальних форм, обробкою 
результатів і узгодженим управлінням процесом передбачення в цілому. 
Неформалізовані, неоднорідні і слабо структуровані дані з предметної області 
потребують єдину структурну мову опису і єдиний формат подання. 
Враховуючи сучасні тенденції трансформації виробничого фактору, 
кожна велика компанія, галузь промисловості або країна світу не тільки може, а 
й повинна розвивати передбачення як фундаментальний інструмент розробки 
власної політики і стратегії в умовах значних змін, нових викликів і великих 
ризиків, які несе людству майбутнє. 
Розв’язуючи наближені до реальності задачі передбачення, на різних його 
етапах використовують різні методи якісного аналізу в єдиній людино-машин-
ній процедурі. Це потрібно робити з урахуванням: недоліків і переваг кожного 
методу; особливостей досліджуваної системи щодо топології взаємозв’язків 
між її внутрішніми елементами; характеру інформації, що циркулює в системі 
(кількісного чи якісного); суперечливості критеріїв, на множині яких 
розв’язують задачу; ступеня невизначеності інформації та інших аспектів. 
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Вирішення таких проблем можливе лише із застосуванням системного підходу, 
коли враховують всю сукупність властивостей і характеристик досліджуваних 
систем, як і особливостей методів та процедур, використаних для їхнього ство-
рення. На підставі порівняння характеристик методів якісного аналізу, вимог до 
їхнього застосування, недоліків і переваг кожного з них дослідники проблем пе-
редбачення повинні вибрати оптимальну комбінацію методів, встановити пра-
вильну послідовність їхнього використання з урахуванням усієї сукупності ви-
мог до досліджуваних систем та особливостей розв’язуваних задач. 
В даний час при залученні методології передбачення в Інституті 
прикладного системного аналізу КПІ ім. Ігоря Сікорського (ІПСА) виконана 
формалізація ряду методів якісного аналізу (методу аналізу ієрархій (МАІ) і 
його модифікації [51,53,54], методів Делфі [34,35,56], перехресного аналізу 
[23], морфологічного аналізу [57,58] та ін.), які стали основою інструментарію 
побудови альтернатив сценаріїв. Зближення об’єктивних знань і творчих при-
пущень в інтерактивній людино-машинній процедурі дає змогу підвищити дос-
товірність альтернатив сценаріїв досліджуваних процесів, явищ і подій. Такий 
процес забезпечують із використанням свідомості та універсальної сукупності 
засобів і підходів, яку називають інформаційною платформою сценарного ана-
лізу (ІПЛСА). Ця платформа є комплексом математичних, програмних, логіч-
них та організаційно-технічних засобів та інструментів для здійснення цілісно-
го процесу передбачення на основі інтерактивної взаємодії людини і спеціально 
створеного для цього програмно-технічного середовища. Слід зазначити, що 
під час розв’язання практичних задач передбачення на основі ІПЛСА експертні 
оцінки зазвичай одержують через Інтернет у режимі онлайн. ІПЛСА 
побудована у вигляді багаторівневої ієрархічної системи, що включає наступні 
рівні: 
Рівень технічного керування системою, що дає змогу вести діалог із корис- 
тувачем щодо питань функціонування системи. Цей рівень відповідає за інте-
грацію наявних модулів та тих, які перебувають у процесі розробки або будуть 
створені в майбутньому, в єдину систему. Він містить модулі керування систе-
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мою, а також модулі налаштування взаємодії ІПСА з експертами за допомогою 
Інтернету в режимі он-лайн. При цьому експерти та віддалені користувачі вико-
ристовують звичну для себе операційну систему та інтернет. Модуль багато-
мовної підтримки дає змогу формувати веб-інтерфейс для віддалених користу-
вачів найкращою для них мовою. 
Системно-організаційний рівень забезпечує реалізацію основних алгоритмів 
системи на основі деяких функціонально незалежних методів обробки даних. 
Аналітичний рівень містить у собі всі потрібні процедури для проведення 
експертиз, а саме: процедури визначення та формалізації проблеми у предмет-
ній області, запрошення експертів у проект і визначення їхньої компетентності, 
призначення і проведення відповідних турів експертиз, опитування експертів та 
обробка одержаних від них відповідей; процедури формалізації проблеми за на-
перед розробленими алгоритмами, формулювання задачі експертизи, визначен-
ня структури опитувальних форм, побудови шкал, набір математичних методів 
обробки інформації, що ґрунтуються на нечіткій логіці. 
Отже, ІПЛСА є потужним універсальним інструментарієм для виконання 
процедур передбачення в задачах прийняття рішень стратегічного планування.  
Програмний продукт, покладений в основу цієї платформи, є розподіле-
ною інформаційною системою прийняття рішень під час побудови сценаріїв 
майбутнього і поєднує в собі потужний математичний апарат і створений на 
основі сучасних технологій програмування зручний та гнучкий веб-інтерфейс 
користувача. Цей розділ присвячено розробці методологічного та 
математичного забезпечення системного підходу до вирішення проблем 
розвитку соціально-економічних систем на основі об’єднання методологій 
передбачення та когнітивного моделювання [43,50]. Структурна схема 
системного підходу у вигляді двоетапної моделі наведена на рис.2.1. Залучення  
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Рисунок 2.1 –  Структурна схема системного підходу до розв'язання проблем 
розвитку соціально-економічних систем 
на першому рівні етапу передбачення методів сканування, STEEP аналізу, 
мозкового штурму, SWOT аналізу дозволяє за допомогою експертного 
оцінювання виявити критичні технології в економічних, соціальних, 
екологічних, технічних, технологічних, інформаційних та інших напрямках. За 
допомогою методу SWOT-аналізу виявляються істотні внутрішні (Strength, 
Weaknesses) і зовнішні (Opportunities, Threats) чинники системи, які впливають 
на організаційні і технологічні стратегії. Із залученням методу мозкового 
штурму глибоко і інтенсивно вивчаються проблеми у вузьких напрямках, 
діапазонах або фокусах ідей і підходів, що надає можливість відібрати і 
задокументувати ті ідеї та підходи до вирішення проблеми, які будуть 
використовуватися на наступних етапах передбачення. Основу даного рівня 
складають підсистеми якісного аналізу, які прямими і зворотними зв'язками 
пов'язані з системою моніторингу і натурних випробувань. Отримані після 
аналізу і обробки кількісні дані є початковими для вирішення комплексу 
завдань  передбачення. 
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На другому рівні із застосуванням методів якісного (морфологічного 
аналізу, Делфі, аналізу ієрархій (МАІ) і його модифікації, перехресного аналізу, 
та ін.) і кількісного (прогнозу, статистичного аналізу, багатофакторних ризиків 
та ін.) аналізів вирішуються завдання оцінювання поведінки СЕС і підготовки 
до ухвалення рішень у вигляді альтернатив сценаріїв. Остаточні рішення 
приймаються ОПР, якому пропонуються варіанти (альтернативи) для вибору 
серед різних альтернатив на основі оцінювання множини цілей, що є 
найчастіше непорівнянними й суперечливими. Практичні рішення 
приймаються з урахуванням досвіду, знань і думки людей, які будуть 
реалізовувати ці рішення. Таким чином, сукупність розглянутих методів і 
підходів системного аналізу для дослідження СФС, якими є СЕС, відкриває 
можливість вирішувати весь комплекс задач, що пов’язані з кількісним 
оцінюванням, прогнозуванням і розробкою рішень, що дозволяють 
цілеспрямовано змінювати й контролювати їх рівень сталого розвитку, якісним 
оцінюванням, що надає можливість при залученні сценарного аналізу 
запропонувати ОПР варіанти альтернативних сценаріїв. Результати, що 
отримані на етапі передбачення, використовуються як вихідна інформація для 
знаходження шляхів побудови альтернативи того чи іншого сценарію у вигляді 
когнітивної карти.  
У ряді випадків, коли вихідна інформація для когнітивного моделювання 
задається у статистичній формі у вигляді окремих логічних груп, пропонується 
підхід до побудови інтегрованого показника даних, що полягає в розбитті 
підмножини вихідних факторів на уточнюючі фактори, обґрунтованої 
декомпозиції вершин когнітивної карти на логічні групи та їх підгрупи, а 
також, їх агрегування [49,104]. 
Для обґрунтованої реалізації тої чи іншої альтернативи сценарію 
залучається методологія когнітивного моделювання, що дозволяє на підставі 
знання і досвіду побудувати причинно-наслідкові зв'язки, зрозуміти і 
проаналізувати поведінку складної системи (СС) на стратегічну перспективу 
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при великій кількості взаємозв'язків і взаємозалежностей і запропонувати 
науково обгрунтовану стратегію реалізації пріоритетного сценарію [8-14].  
Залучаючи основний принцип системного аналізу – декомпозицію, за 
допомогою якого складна  проблема зводиться до формалізованого рівня, 
виконується процес когнітивного моделювання, який реалізується в 
інтерактивно-діалоговому режимі.  
Під когнітивним моделюванням розуміється розв’язання 
взаємопов'язаних проблем: побудова когнітивної моделі (карти), обґрунтування 
на кожному етапі моделювання стійкості за значенням і по збуренню, 
структурної стійкості, облік багатофакторних ризиків, невизначеності різної 
природи, розробка сценарію розвитку бажаного майбутнього. Таким чином, 
технологія когнітивного моделювання полягає в тому, щоб на основі 
когнітивних моделей визначати можливі й раціональні шляхи управління 
ситуацією з метою переходу від вихідних станів до бажаних. Перевагою 
когнітивної моделі є те, що вона дозволяє бачити як всю картину в цілому, так і 
деталі, інтегрувати логіку і фантазію, знання і досвід.  
Когнітивне моделювання проводиться за наступними етапами:  
 Визначення початкових умов, тенденцій, що характеризують розвиток 
ситуації на даному етапі, необхідне для адекватності модельного 
сценарію бажаної реальної ситуації, що підсилює довіру до результатів 
моделювання. 
 Задання цільових бажаних напрямків (збільшення, зменшення) і сили 
(слабо, сильно) зміни тенденцій процесів у ситуації. 
 Вибір комплексу заходів (сукупності пов’язаних факторів), визначення їх 
можливої і бажаної сили і направленості дій (заходів, факторів) на 
ситуацію, силу і направленість котрих необхідно визначити. 
 Вибір спостережуваних факторів (індикаторів), які характеризують 
розвиток ситуації, здійснюється в залежності від цілей аналізу й бажання 
користувача. 
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Проведений аналіз властивостей СЕС як СФС і розгляд комплексу задач, 
що виникають при їх вивченні, дозволяє вказати на особливості їх дослідження: 
 СЕС містять велику кількість різнорідних підсистем з великою 
кількістю взаємозв'язків - носіїв інформації різного характеру; 
 для прийняття рішень щодо цілеспрямованої зміни поводження СЕС  
необхідно вирішувати велику кількість взаємозалежних задач із 
використанням різних методів як кількісного, так і якісного аналізу, 
знань й досвіду людини; 
 при дослідженні СЕС має місце наявність фактору невизначеності. 
Ці особливості визначають направленість використання для дослідження 
СЕС методів та засобів методології системного аналізу. 
Сукупність рішень у вигляді конкретного сценарію, що забезпечують 
цілеспрямовану поведінку СЕС на основі когнітивного моделювання, 
приймається на основі наступного вихідного матеріалу: 
 інформації про поточний стан всіх технологічних і організаційних 
підсистем; 
 даних моніторингу; 
 рекомендаціях експертної системи при залученні методів якісного 
аналізу; 
 множини заданих або сформульованих ОПР критеріїв і умов 
функціонування СЕС; 
 евристичних знань і припущень групи експертів. 
 
 
 
 
 
 
 
 
41 
 
2.2.  Сценарний аналіз як методологічна основа передбачення 
2.2.1. Фундаментальні властивості та принципи системної методології 
Дослідження та проектування складних систем різної природи 
здійснюють із використанням методології системного аналізу як цілісного 
інструментарію системного аналітика. Очевидно, що методологія як системний 
інструментарій має відзначатися функціональною повнотою, логічною 
завершеністю й системно-погодженим взаємозв’язком прийомів, принципів і 
методів. А для цього вона повинна відповідати певним принципам, мати певні 
властивості, використовувати можливості системного підходу. Крім того, 
системний підхід необхідно пристосувати до розв’язання реальних системних 
задач. У цьому контексті доцільним є спільне застосування дедуктивного та 
індуктивного методів: першого — для розуміння того, на який імовірний 
результат можна розраховувати або якого результату вже досягнуто в ситуації, 
що аналізується, а другого — для виконання доцільних дій таким чином, щоб 
імовірність досягнення бажаного результату була найбільшою. 
Розглянемо властивості і принципи системної методології. 
Фундаментальними властивостями системної методології є результативність, 
ефективність і масштабність [20]. 
Результативність — це здатність методології як робочого 
інструментарію користувача забезпечити можливість одержати практично 
прийнятний розв’язок прикладних системних задач, що характеризуються 
неповнотою, неточністю, суперечливістю, невизначеністю вихідної інформації. 
Практично прийнятним розв’язком називають результат, що задовольняє 
дослідника з погляду необхідної точності, вірогідності та обґрунтованості. 
Ефективність — здатність методології забезпечувати кінцевий результат 
у формі розв’язків реальних системних задач за прийнятний час із допустимими 
витратами обчислювальних, фінансових чи будь-яких інших ресурсів. Зміст цієї 
властивості зумовлений необхідністю зіставлення ефекту від використання 
отриманого результату і витрат на його досягнення. Воно полягає в тому, що 
економічний, соціальний, екологічний, оборонний чи інший очікуваний ефект 
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від розв’язання системної задачі має бути порівнянним із витратами. При цьому 
необхідно забезпечити виконання умов: песимістичної — отриманий ефект 
повинен компенсувати витрати, або оптимістичної — отриманий ефект значно 
перевищує витрати. 
Масштабність — властивість застосовності методології для розв’язання 
широкого кола прикладних задач, що суттєво відрізняються за багатьма 
факторами, зокрема за природою об’єктів, областю застосування, рівнем 
інформованості дослідника, змістом задач тощо. Значення і значимість цієї 
властивості очевидні з поданого вище її визначення. 
При розробці і реалізації стратегії необхідно враховувати, що інновація, 
зазвичай, охоплює широкий спектр проблем у різних галузях науки і техніки, у 
різних сферах практичної діяльності. Рішення повинне виконуватися на основі 
єдиної державної стратегії і бути системно  узгодженим за цілями, задачами, 
ресурсами, термінами і очікуваними результатами упродовж життєвого циклу 
виробу. 
На підставі аналізу експертних процедур інноваційної діяльності 
запропоновано наступні принципи [128]. Замість принципу потенційної 
здійсненності — принцип можливої реалізованості. Результати первісного 
оцінювання експертами певних інноваційних об’єктів (наукових ідей, 
технічних рішень, проектів промислових виробів чи виробничих технологій) не 
можуть гарантувати їхньої практичної реалізованості або принципової 
нездійсненності. Тому принцип можливої реалізованості постулює: для 
досліджуваних інноваційних об’єктів на підставі результатів експертного 
оцінювання поданої інформації апріорно не можна одержати достовірної 
оцінки, яка дала б змогу обґрунтовано гарантувати для такого об’єкта 
можливість його реалізованості. Оцінка інноваційного об’єкта зберігає 
невизначеність висновку про реалізованість доти, доки для пропонованого 
виробу не буде доведено теоретично або експериментально принципової 
можливості технічної і технологічної здійсненності. 
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Замість принципу збережуваності істинності, який постулює незмінність 
теоретичного або технічного твердження, міркування, висновку чи думки про 
конкретний об’єкт упродовж досить тривалого проміжку часу, на практиці 
необхідний якісно інший принцип. Така потреба безпосередньо випливає з 
попереднього принципу і досвіду інноваційної діяльності, оскільки експертні 
оцінки за умов концептуальної невизначеності не можуть тривалий час 
залишатися незмінними. У процесі науково-дослідної та дослідно-
конструкторської роботи не лише нагромаджуються нові знання про 
розроблюваний виріб, але й можуть змінюватися уявлення про властивості, 
призначення, сфери застосування виробу, з’являтися нові винаходи, технічні 
вирішення та інші ноу-хау. У таких випадках важливо відображати ймовірнісні 
властивості збережуваності в часі результатів первісного оцінювання 
інноваційного об’єкта. Тому на практиці виникає потреба у застосуванні ще 
одного принципу, який називається принципом імовірнісної збережуваності. 
Результати первісного оцінювання експертами певних інноваційних ідей 
або технічних рішень є ймовірнісними і не гарантують їхньої збережуваності в 
часі. Цей принцип постулює: отримані за умов концептуальної невизначеності 
результати первинної експертизи у вигляді позитивних або негативних 
висновків, пропозицій чи рекомендацій не є незмінними і можуть згодом 
принципово змінитися і бути підтвердженими або спростованими. Отже, 
упродовж певного часу не виключено як збережуваність істинності експертних 
тверджень, думок або висновків, так і можливість їхнього спростування.  
Під час експертного оцінювання інноваційних об’єктів у процесі 
технологічного передбачення доцільно вводити латентні показники оцінки 
якості проекту і пропонованих у ньому інноваційних об’єктів. Зокрема, такі 
показники повинні характеризувати практичну необхідність, технологічну 
можливість та економічну доцільність реалізації досліджуваного об’єкта. Щоб 
одержати узгоджені кількісні та якісні оцінки цих показників, потрібно 
забезпечити однозначне розуміння кожним експертом змісту і сенсу 
оцінюваних властивостей об’єктів експертизи. Для цього треба забезпечити 
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однозначність тлумачення відповідних понять. Практична необхідність — 
наявність досить високої ринкової потреби в інноваційній продукції, яка 
запропонована в досліджуваному проекті або має певний попит і збут на 
національному та зовнішньому ринках. Технологічна можливість — 
можливість розроблення матеріалів і комплектуючих виробів, устаткування і 
технологій для серійного виробництва інноваційної продукції. Економічна 
доцільність — наявність реальних умов та обґрунтованої перспективи попиту і 
збуту для одержання прийнятного рівня техніко-економічної ефективності 
інноваційної продукції. 
 
2.2.2. Методологія передбачення як стратегія інноваційного розвитку 
соціально-економічних систем  
Досвід провідних країн світу засвідчує, що успіх у соціальній і 
економічній діяльності держави в сучасних умовах глобалізації світової 
економіки багато в чому забезпечується високими темпами інноваційного 
розвитку науково-технічного і виробничо-технологічного потенціалів та 
високим рівнем конкурентоспроможності національної наукомісткої продукції 
на світовому ринку. У багатьох країнах, насамперед для вироблення 
довгострокового бачення інноваційного розвитку промисловості, науки і 
техніки як основних складових економіки, використовують методологію 
передбачення. На її основі здійснюється систематичний процес «ідентифікації» 
ключових майбутніх технологій (критичних технологій), щоб допомогти 
представникам вищих керівних органів економічної сфери держави, галузей 
промисловості або окремих установ і компаній у формуванні найбільш 
ефективної науково-технічної політики і плануванні її розвитку. Уряди усіх 
країн поступово змушені «втягуватися» у процес передбачення, тому що 
успішне використання досягнень науки й техніки в усе більшому ступені 
залежить від створення ефективних зв'язків між бізнесом, інноваціями, 
науковими та освітянськими закладами й галузями влади, відповідальними за 
технологічний розвиток суспільства. Передбачення є основою для встановлення 
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та зміцнення подібних зв'язків, сприяючи узгодженню та реалізації 
національної та регіональних інноваційних систем, підвищуючи їхню 
ефективність. Передбачення пропонує механізм для досягнення подібної мети. 
Воно сприяє спілкуванню учасників системи, обговоренню проблем, що мають 
довгостроковий взаємний інтерес, координації відповідних стратегій та у 
деяких випадках – співробітництву. Таким чином, передбачення стає засобом 
активізації національної та регіональної систем інноваційного розвитку, 
здобуває роль дуже важливої методології інноваційного розвитку сучасного 
суспільства як на національному або регіональному рівні, так і на рівні окремих 
галузей промисловості або великих організацій і компаній. Практика 
використання методології передбачення базується, у першу чергу, на 
використанні інтуїції, досвіду, знань, yмінь експертів провoдити досліди в 
різних предметних областях при розв’язанні зaдач стратегічного планувaння й 
прийняття рішень. 
Враховуючи сучасні тенденції трансформації виробничого фактора, 
кожна велика компанія, галузь промисловості або країна світу не тільки може, а 
й повинна розвивати передбачення як фундаментальний інструмент розробки 
власної політики і стратегії в умовах значних змін, нових викликів і великих 
ризиків, які несе людству майбутнє. 
Більше того, не тільки країни і нації, а й окремі організації, установи, 
підприємства, незалежно від їх політичних чи економічних моделей та форм 
власності, потребують нових знань, щоб мати хоча б приблизне уявлення про 
тенденції та найбільш актуальних напрямках суспільного і науково 
технологічного розвитку. Ця потреба викликана такими двома основними 
причинами: 
- не відставати від наукових і технологічних досягнень, які визначатимуть 
розвиток майбутнього суспільства; 
- мати можливість своєчасно зрозуміти переваги тих досягнень, які 
дозволять досягти максимальної вигоди країнам, організаціям або 
компаніям в конкурентній боротьбі за правилами сучасного світу. 
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Для складних систем з людським фактором характерні істотні 
невизначеності даних та інформації, їх поведінці притаманні різного роду 
ризики. Експертні судження (оцінки) щодо їх якісних характеристик завжди 
мають суб'єктивний характер. З урахуванням усіх зазначених особливостей 
таких систем, щодо їх поведінки в майбутньому необхідно приймати певні 
рішення у вигляді альтернатив сценаріїв і стратегій їх розвитку 
Погляд у майбутнє створює необхідність робити певні припущення та 
пропозиції, займатися творчістю. Зближення об’єктивних знань та творчих 
припущень експертів в інтерактивній людино-машинній процедурі дозволяє 
підвищити достовірність та практичну користь сценаріїв розвитку 
досліджуваних процесів, явищ, подій. 
Сценарій можна інтерпретувати як інтегровану форму прогнозів, метою 
побудови яких є не стільки передбачення подій, скільки встановлення логічного 
ланцюга послідовності цих подій. Під час розробки сценаріїв слід описати 
можливі напрямки розвитку складної системи декількома варіантами для того 
аби дати уявлення про можливі майбутні стани та траєкторії розвитку системи. 
Побудову таких альтернатив сценаріїв можна забезпечити за допомогою 
універсальної сукупності засобів і підходів, названої методологією сценарного 
аналізу, яка є комплексом математичних, програмних, логічних і 
організаційних засобів і інструментів для визначення послідовності 
застосування окремих методів, взаємозв'язків між ними і в цілому формування 
самого процесу передбачення.  
Виділяють 4 етапи процесу передбачення [19, 21]: 
1. Попереднє вивчення проблеми. 
2. Якісний аналіз проблеми. 
3. Написання сценаріїв. 
4. Аналіз і добір сценаріїв. 
На першому етапі для попереднього вивчення проблеми докладніше 
аналізують її характерні особливості, визначають напрями досліджень, 
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формують найважливіші критерії і цілі. Методи, які використовують при 
цьому, за своєю сутністю та організаційними формами дуже прості, однак їх 
коректне застосування має дуже велике значення, оскільки втрата важливої 
інформації на цьому етапі призведе до значних помилок і невиправданих витрат 
під час виконання комплексу робіт передбачення [21]. Основні методи, які 
використовуються на цьому етапі − методи сканування, SWOT і STEEP 
аналізів, мозкового штурму [32,118]. 
На другому етапі процесу передбачення виконується якісний аналіз 
проблеми за допомогою ряду методів, таких як метод аналізу ієрархій (МАІ) і 
його модифікації, методів Делфі, перехресного аналізу, морфологічного аналізу  
та їх модифікацій. Ці методи стали основою інструментарію побудови 
альтернатив сценаріїв. 
На третьому етапі використовують емпіричну дев'ятикрокову процедуру 
побудови сценаріїв [96], і на четвертому етапі альтернативи сценаріїв подають 
групі осіб, які приймають стратегічні рішення і проводять всеосяжний аналіз 
цих альтернатив. 
Особливий інтерес викликає етап сценарного аналізу, оскільки 
різноманіття можливих задач, що виникають в процесі передбачення, створює 
необхідність використання дуже великої кількості методів, які працюють з 
різними аспектами проблеми, що виникла. Ці методи часто недостатньо 
формалізовані, не адаптовані до процесу передбачення, тому існує великий 
простір для досліджень саме в цій галузі. З метою ефективної реалізації 
процесу сценарного аналізу в режимі on-line розроблено автоматизовані 
інструменти вилучення знань, узгодженого розподілу потоків даних, їх 
обробки, і засоби поглибленого аналізу досліджуваних предметних областей з 
урахуванням всіх необхідних факторів для досліджуваної проблеми [56]. 
Технологічне передбачення є дуже перспективною галуззю, яка швидко 
розвивається. Традиційні математичні методи прогнозування, як правило, 
тільки екстраполюють минулі тенденції на майбутнє, що не є коректним в разі 
якісних, ривкоподібних змін, які можуть відбутися. Тому в процесі 
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передбачення використовується ряд інших, специфічних методів. При цьому 
складність проблем, які виникають в цьому процесі, вимагає постійного 
вдосконалення методологічного апарату передбачення, зокрема на етапі 
якісного аналізу. Різноманіття задач, пов’язаних із вивченням майбутнього, 
призвело до появи великої кількості методів, які досліджують об’єкти, системи, 
процеси, явища в різних аспектах. Наприклад, метод Делфі доцільно 
використовувати для отримання узгодженої експертної думки відносно деякого 
об’єкта; метод перехресного аналізу використовується в разі існування 
множини потенційних взаємопов’язаних подій, що впливають на об’єкт; метод 
аналізу ієрархій працює з ієрархією показників для деякого об’єкта; ММА 
підходить до вивчення об’єкта з точки зору його структури. В процесі 
технологічного передбачення ці та інші методи можуть бути використані як 
окремо, так і у взаємодії, в залежності від задач, що виникли. 
Значною проблемою в процесі передбачення є неточність, неповнота, 
невизначеність, суперечливість вхідних даних. Тому при розв’язанні задач 
передбачення доцільно спиратись на досвід, знання і інтуїцію експертів. 
Практично всі методи передбачення в тій чи іншій мірі використовують 
експертне оцінювання як джерело даних.  
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2.3. Теоретичні засади процесу когнітивного моделювання 
В слабкоструктурованих задачах неможливий традиційний математичний 
(економічний, соціометричний і т.п.) підхід до аналізу процесів розробки 
комплексних рішень. Для моделювання складних неформалізованих систем 
використовується когнітивний підхід, який базується на когнітивних аспектах. 
Ці аспекти включають в себе процеси сприйняття, мислення, пізнання, 
пояснення і розуміння. Схематичний, спрощений опис картини світу, що 
відноситься до проблемної ситуації, зображують у вигляді когнітивної карти. 
Технологія когнітивного моделювання полягає в тому, щоб на основі 
когнітивних моделей визначати можливі й раціональні шляхи управління 
ситуацією з метою переходу від вихідних станів до бажаних. При цьому при 
когнітивному моделюванні має місце суб'єктивність при наданні вихідних 
даних по предметній області, що розглядається, у процесі декомпозиції та 
агрегуванні вершин графа, суб'єктивність у введенні коефіцієнтів вагових дуг 
графа. Перевагою когнітивної моделі є те, що вона дозволяє бачити як всю 
картину в цілому, так і деталі, інтегрувати логіку і фантазію, знання і досвід.  
Залучаючи основний принцип системного аналізу – декомпозицію, за 
допомогою якого складна  проблема зводиться до формалізованого рівня, 
виконується процес когнітивного моделювання, який реалізується в 
інтерактивно-діалоговому режимі. Під когнітивним моделюванням розуміється 
рішення взаємопов’язаних  проблем: побудова когнітивної моделі (карти), 
обґрунтування на кожному етапі моделювання стійкості за значенням і по 
збуренню, структурної стійкості, облік багатофакторних ризиків, 
невизначеності різної природи.  Для обґрунтованої реалізації того чи іншого 
сценарію, альтернативи яких одержані на рівні розв’язання задач передбачення, 
доцільно залучати когнітивне моделювання, яке дозволяє на підставі знань і 
досвіду побудувати причинно-наслідкові зв’язки, зрозуміти і проаналізувати 
поведінку складної системи і запропонувати замовнику науково обґрунтовану 
стратегію реалізації пріоритетного сценарію [88, 89, 90, 112, 113].  
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2.3.1. Етапи когнітивного моделювання 
Когнітивне моделювання починається з розробки когнітивної карти 
об’єкта. Когнітивна карта – структурна схема причинно-наслідкових зв’язків у 
системі, яка інтерпретує судження і погляди ОПР – будується для того, щоб 
зрозуміти і проаналізувати поведінку складної системи.   
Нехай система складається з множини V  окремих елементів. Два 
елементи системи iV  та jV  на схемі можуть бути зображені як окремі точки-
вершини, і якщо елемент iV  зв’язаний з елементом jV  причинно-наслідковим 
зв’язком, то їх з’єднують орієнтованою дугою. Цілком можливо, що наслідки 
можуть бути причиною зміни інших факторів. Причинно-наслідкові ланцюжки 
можуть бути достатньо довгими і складними. Аналіз причинно-наслідкових 
зв’язків необхідний, наприклад, для прогнозу розвитку ситуації, реалізації 
різних управлінь процесами в системі. Після побудови схем причинно-
наслідкових зв’язків визначаються стратегії прийняття рішень в даній 
предметній області. 
В результаті когнітивної структуризації відбувається розробка 
неформального опису знань про предметну область, котру можна наглядно 
зобразити у вигляді схеми, графа, матриці, а також таблиці чи тексту [8]. 
Поняття когнітивної карти є вихідним в когнітивному аналізі та 
моделюванні складних ситуацій. З формальної точки зору когнітивна карта – це 
орієнтований зважений граф  ,G V E  , де: V  – множина  вершин 
, 1,2,...iV V i k  , які є елементами досліджуваної системи; E  – множина  дуг 
; , 1,2,...ije E i j N  , які  відображують взаємозв’язок між вершинами iV  і jV ; 
вплив iV  на jV  може бути позитивним (знак «+» над дугою), коли збільшення 
(зменшення) одного фактора приводить до збільшення (зменшення) іншого, 
від’ємним (знак «-» над дугою), коли збільшення  (зменшення) одного фактора 
веде до зменшення (збільшення) другого, чи бути відсутнім (0). 
Модель складної системи у вигляді ієрархічної когнітивної карти можна 
представити у вигляді  
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                             1, , , 2, ( ), { }k k k k i ijIG G G E k G v k e k   ,                (2.1) 
де kG  — когнітивна карта k -рівня; (1) { (1)}iV v — множина вершин нижнього 
(1-го) рівня, ( ) { ( )}iV k v k  — множина вершин k -рівня рівня (рис.2.2). 
Відносини між вершинами одного рівня — дуги ( ), ( ) { ( )}ij ije k E k e k ; 
відносини між вершинами різних рівнів — , 1 , 1, { }k k k k ke E e  . 
 
 
Рисунок  2.2 –  Структура складної системи у вигляді ієрархічної когнітивної 
карти 
Когнітивна карта G , окрім графічного зображення, може бути 
представлена матрицею відношень GА . 
Матриця GА  – це квадратна матриця, рядки й стовпчики якої помічені 
вершинами графа GА , а на перетині i-рядка, j - стовпчика стоять (або ні) 
одиниці, якщо існує (не існує) відношення між елементами Vi  та Vj, тобто  
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де ),( ji vvf  – вагова функція, яка приймає значення [-1;1]. Вона дорівнює 0, 
якщо між вершинами iV  та jV  немає зв’язку. В більш простому випадку ijа  
приймає значення «+1», «-1» або «0».  
Відношення між змінними (взаємодія факторів) – це кількісний або 
якісний опис впливу змін однієї змінної на іншу. 
В результаті проведеного порівняльного аналізу систем когнітивного 
моделювання та системної динаміки, треба відмітити, що основними функціями 
таких систем є: 
 опис ситуації; 
 визначення цільових факторів; 
 визначення керуючих факторів; 
 визначення заходів впливу на ситуацію; 
 визначення функціональних зв’язків для побудови когнітивної 
моделі у вигляді закономірностей у статистичній інформації щодо 
досліджуваної ситуації, представлення значень у вигляді нечіткої множини, 
якісних оцінок (експертне оцінювання), приписування значень зі шкали сили 
зв’язків, законів функціонування; 
 визначення тенденцій розвитку ситуацій шляхом проведення 
імітаційного моделювання; 
 розробка стратегій та аналіз їх перспективності в контексті цілей 
моделювання. 
Практично всі системи так, чи інакше виконують однакові функції, однак 
об’єктивною причиною їх існування є невирішені проблеми: 
 вибору та  ранжування (виділення базисних та другорядних) 
факторів на етапі побудови когнітивної карти; 
 визначення степені взаємовпливу факторів для приписування 
вагових коефіцієнтів елементам когнітивної моделі. 
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В процесі дослідження систем та прикладів застосування когнітивного і 
сценарного моделювання було помічено, що їх звичайно приводять в досить 
загальному вигляді, оскільки, по-перше, подібна інформація є ексклюзивною та 
представляє певну комерційну цінність, та, по-друге, кожна конкретна ситуація 
(система, середовище, об’єкт управління) потребує індивідуального підходу.  
Побудова й аналіз когнітивних карт не може бути проведений відразу, він 
проходить поетапно. В залежності від застосованих когнітивних технологій 
існує різна послідовність і зміст етапів.  
I етап. Когнітивний аналіз складної ситуації (занурення в проблему, 
ідентифікація проблеми) складається з послідовності дій: 
1) формулювання задачі та цілі дослідження, вивчення поточної ситуації 
чи процесу (наприклад, соціально-економічного) з позиції поставленої мети;  
2) збір , систематизація, аналіз існуючої статистичної і якісної інформації 
з проблем (джерела інформації: статистичні звіти, документи, експерти, ЗМІ, 
власні джерела і т.д.); 
 3) виділення основних характеристичних ознак досліджуваного процесу і 
виявлення взаємозв’язків між ними;  
4)визначення дій основних об’єктивних законів (економічних, 
соціальних, політичних, екологічних) розвитку, що дозволяє виділити 
об’єктивні залежності і тенденції в процесах, що відбуваються в ситуаціях;  
5)визначення властивих досліджуваній ситуації вимог, умов, обмежень;  
6)виділення основних соціально-політичних суб’єктів, пов’язане з 
ситуацією, визначення їх суб’єктивних інтересів у розвитку даної ситуації, що 
дозволить визначити можливі зміни в об’єктивному розвитку ситуації, виділити 
фактори, на котрі реально можуть вплинути суб’єкти ситуації;  
7)визначення шляхів, механізмів дій, реалізації економічних і політичних 
інтересів основних соціально-політичних суб’єктів, що дозволить в 
подальшому визначити стратегії поведінки й запобігання небажаних наслідків 
розвитку ситуації. 
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II етап. Побудова когнітивної (графової) моделі проблемної ситуації 
полягає в наступних діях:  
1)Виділення факторів, які, на думку експертів, характеризують 
проблемну ситуацію (виділення базових (основних) факторів, що описують 
суть проблеми, виділення в сукупності базових факторів управляючих 
факторів, які в моделі будуть потенційно можливими важелями впливу на 
ситуацію, визначення факторів-індикаторів, які відображують і пояснюють 
розвиток процесів у проблемній ситуації і їх вплив на різні сфери (економічну, 
соціальну та ін.);  
2)групування факторів блоками: об’єднуються в один блок фактори, що 
характеризують дану сферу проблеми і визначають фактори в цій сфері, 
можливі варіанти в залежності від специфіки проблеми, цілей аналізу, кількості 
суб’єктів ситуації і т.д. Виділення в блоці групи інтегральних показників 
(факторів), за зміною котрих можна робити висновки про загальні тенденції в 
даній сфері, виділення в блоці показників-факторів, які характеризують 
тенденції й процеси в даній сфері;  
3) визначення зв’язків між факторами (визначення зв’язків і 
взаємозв’язків між блоками факторів), що дозволить окреслити основні 
напрямки впливу факторів різних блоків один на одного, визначення 
безпосередніх зв’язків факторів всередині блоку: визначення напрямків впливу 
і взаємовпливу між факторами, тобто виявлення ланцюжка «причина-
наслідок», визначення позитивності впливу і ступеня впливу, виявлення 
зв’язків між факторами різних блоків; 
4)побудова когнітивної карти ситуації;  
5) складання рівнянь когнітивної моделі;  
6) перевірка адекватності моделі, тобто співставлення отриманих  
результатів з характеристиками системи, котрі при тих же вихідних умовах 
були в минулому; якщо результати порівняння незадовільні – повертаються до 
п.1 і т.д 
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III етап. Моделювання. Когнітивне моделювання процесів у ситуації 
представлено у вигляді циклічної процедури на рис. 2.3. 
Моделювання базується на сценарному підході. 
Сценарій – це сукупність тенденцій, котрі характеризують ситуацію в 
даний момент, бажані цілі розвитку, комплекс заходів, що впливають на 
розвиток ситуації, системи спостереження параметрів, котрі ілюструють 
поведінку процесів. 
Сценарій може моделюватися по трьох основних напрямках: 
1. прогноз розвитку ситуації без будь-якої дії на процеси: ситуація 
розвивається сама по собі (еволюційний розвиток); 
2. прогноз розвитку ситуації за вибраним комплексом заходів-управлінь 
(пряма задача); 
 
 
 
 
 
 
 
 
 
 
 
 
Рисунок 2.3  –   Процедури когнітивного моделювання 
3. синтез комплексу заходів для досягнення необхідних змін стану ситуації 
(зворотня задача). 
Моделювання також проводиться поетапно. Етапи традиційного 
когнітивного моделювання наступні. 
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1. Визначення початкових умов, тенденцій, що характеризують 
розвиток ситуації на даному етапі (необхідно для адекватності 
модельного сценарію реальної ситуації, що підсилює довіру до 
результатів моделювання). 
2. Задання цільових бажаних напрямків (збільшення, зменшення) і 
сили (слабо, сильно) зміни тенденцій процесів у ситуації. 
3. Вибір комплексу заходів (сукупності пов’язаних факторів), 
визначення їх можливої і бажаної сили та направленості дій 
(заходів, факторів) на ситуацію, силу та направленість котрих 
необхідно визначити. 
4. Вибір спостережуваних факторів (індикаторів), які характеризують 
розвиток ситуації, здійснюється в залежності від цілей аналізу й 
бажання користувача. 
Що стосується методів побудови когнітивних карт, то вони повинні 
відповідати вимогам зручності та конструктивності, не повинні вимагати від 
упорядника когнітивної карти попередньої специфікації концептів; мають бути 
тісно пов’язані з методами оцінок результатів аналізу так, щоб у процесі 
прийняття рішення когнітивна карта могла служити порадником і критиком 
ОПР, має точно відображати уявлення ОПР про концепти і відношення між 
ними.  
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2.3.2. Стійкість. Критерії стійкості 
 
Для оцінки стійкості розвитку об’єкту дослідження приймається система 
критеріїв [8]:  
1-й критерій: невихід траєкторії розвитку системи на прогнозному  
інтервалі часу з деякої множини безпечних станів; 
2-й критерій: майже монотонне зростання показників - індикаторів 
розвитку об’єкту на певному інтервалі часу з подальшим збереженням їх в 
заданих інтервалах допустимих значень; 
3-й критерій: попадання траєкторії розвитку за певний час в цільову 
множину станів; 
4-й критерій: стійкість до збурення, в тому числі, асимптотична стійкість 
програмної траєкторії і структурна стійкість системи. 
Оцінка стійкості розвитку об’єкту здійснюється на підставі перших двох 
критеріїв. Для розробки рекомендацій щодо стратегії сталого розвитку 
використовується третій і четвертий критерії. Застосування третього та 
четвертого критерію вимагає залучення знань в області теорії стійкості, добре 
розробленої для технічних і кібернетичних систем і знаходить все більше 
застосування в дослідженнях нелінійних економічних систем з другої половини 
20-го століття. 
Застосування першого та другого критерію традиційне. Ці критерії 
диктують вибір певних показників (індикаторів) економічної стійкості об'єкта 
дослідження, які будуть описувати і характеризувати еволюцію виробництва, 
рівень його кількісних і якісних параметрів у системі світової статистики. 
Важливе значення мають не самі показники, а їх порогові значення, тобто 
граничні величини, недотримання значень яких перешкоджає нормальному 
ходу розвитку різних елементів відтворення, призводить до формування 
негативних, руйнівних тенденцій в економічній безпеці. 
Показники (індикатори), за якими визначені порогові значення,  
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виступають системою показників економічної стабільності та безпеки. В 
ідеальному випадку стійкість досягається за умови, що весь комплекс 
показників перебуває в межах допустимих порогових значень, а порогові 
значення кожного показника досягаються не на шкоду іншим. Всі залежності 
між показниками стійкості та їх порогових значень потрібно розглядати в 
динаміці і якщо у випадку масових «сплесків» та винятків, які притаманні 
ринку, проявляються стійкі закономірності, вони повинні ретельно 
досліджуватися. 
Розглянуті вище процеси розповсюдження збурень у системі 
безпосередньо пов'язані з дослідженням чутливості системи, її стійкості, 
адаптованості, дослідженням можливості катастроф у системі. Тобто основним 
питанням при таких дослідженнях є питання: чи буде поведінка системи 
істотно змінюватися в результаті змін (бажаних, небажаних, невідомих, 
непередбачуваних) в режимі природного еволюційного розвитку, а також в 
режимі управління?  
Це вербальна постановка питання. Задача може бути конкретно 
сформульована лише в рамках конкретної системи. 
Проблеми стійкості ставляться і вирішуються по-різному в залежності від 
виду математичної моделі складних систем і досліджуваного аспекту стійкості. 
Використовують моделі внутрішнього і зовнішнього опису об'єкту.  
Загальний алгоритм побудови чисельно та структурно стійкої когнітивної 
карти наведено на рис. 2.4. При управлінні організаційними системами знання 
циклів прямого и оберненого зв’язку необхідно для вибору найкращого 
керуючого впливу та оцінки його наслідків. 
Аналіз причинно-наслідкових зв’язків може бути проведений шляхом 
аналізу шляхів та циклів когнітивної карти, але він не розкриває всієї глибини 
процесів, що протікають в реальній системі. Більш повну картину дає 
дослідження динаміки системи – процесів розповсюдження збурень шляхами та  
циклам когнітивної карти.  
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Рисунок 2.4 – Алгоритм побудови чисельно та структурно стійкої 
когнітивної карти 
Стійкість - характеристика динамічної поведінки системи. Це поняття, 
часто вживане в літературі з системного аналізу, а останнім часом і зі сталого 
розвитку соціально-економічних систем, досить багатозначне і може означати 
що завгодно - від класичної стійкості по Ляпунову до організаційної 
жорсткості. Єдиним загальним моментом в розумінні поняття «стійкість» є те, 
що термін «... стійкий означає що щось (система) може реагувати на зміни в 
навколишньому середовищі і зберігати приблизно ту ж саму поведінку».  
Розглянемо існуючі можливості математичного аналізу стійкості при 
різних можливих формах опису системи. З математичних позицій дослідження 
стійкості - це дослідження збіжності деяких послідовностей точок 
( )}{ ,  mx m N  (натуральний ряд чисел) з nR  до деякої межі X *, де nR  - 
метричний векторний простір (Евклідовий простір), n  – кількість дійсних  
чисел x. 
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Кажуть, що нескінченна послідовність точок ( )}{ ,  mx m N  з nR  
збігається до деякої точки *Х  при   m    або що *Х  є границя 
послідовності ( ( )x m , тобто lim  *mx X , якщо границя норми 
*lim || || 0mx x   
при m . 
Для послідовності ( ){ },  mx m N  вводиться поняття  -околу точки *Х : 
 * :  || – *||  .{ }Х Y Y X    
Тоді для 
                                      0 :  ³  || –  *||mN m N x X       .                      (2.3 ) 
Таким чином, дослідження стійкості системи можна звести до 
дослідження можливості існування границі (2.3 ) послідовності - зміни станів 
системи в часі, визначенні ε-околу точки *Х , умов (критеріїв), при яких існує 
границя, і в подальшому - рішення задачі сталого розвитку. 
Можна виділити два основних класи задач дослідження стійкості: 
«класична» стійкість і структурна стійкість систем, кожна з яких може 
досліджуватися на різних математичних моделях внутрішнього або 
зовнішнього опису. 
«Класичне» поняття стійкості. Головна особливість класичних понять 
стійкості полягає в тому, що вони відносяться до однієї конкретної системи і 
поведінки її траєкторій в ε-околах точки рівноваги (області тяжіння). 
Досліджуються результати зовнішніх впливів на фіксовані системи, коли 
змінюється тільки навколишнє середовище, але не сама система. 
Історично першою вважається задача, поставлена та розв’язана 
Ляпуновим: якщо початок координат є точка рівноваги системи (0, ) 0f t t  , і 
якщо система виведена «малим» збуренням з рівноваги ( 0)f  , то чи 
залишаться траєкторії процесу «близькими» до початку координат для всіх 
наступних моментів часу? 
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Більш «сильне» визначення стійкості задовольняє вимогу   0x t   при 
t , тобто, щоб система в результаті поверталася до вихідної точки 
рівноваги - це асимптотична стійкість згідно Ляпунову. 
Перше і друге визначення незалежні. Є приклади фізичних систем, для 
яких має місце один вид стійкості і відсутній інший. 
Аналіз стійкості системи, представленої графом. При дослідженні 
стійкості зваженого орієнтовного графа - когнітивної карти - досліджується 
стійкість за значенням і стійкість по збуренню системи в міру її еволюції.  
Вершина jV  стійка за значенням, якщо послідовність значень 
{| ( ) |, 0,1,...}x t t   обмежена. 
Вершина jV  стійка за збуренням, якщо обмежена послідовність 
імпульсів {| ( ) |, 0,1,...}jp t t  . 
Зважений граф стійкий за збуренням (значенням), якщо кожна його 
вершина має цю властивість. 
Стійкість за збуренням не означає наявності стійкості за значенням, хоча 
зворотне є справедливим.  
Основною властивістю при розробці критеріїв стійкості графів є уявлення 
про характеристичні значення матриці відношень графа - когнітивної моделі. 
Нехай матриця взаємозв'язку A  для графа визначена наступним чином:  
[ ], ( , ), , 1,2,..., ,ij ij i jA a a f v v i j n    
де ,i jv v  — вершини графа, ( , )i jf v v  — вагова функція. 
Характеристичні значення графа визначаються як власні значення 
матриці A .  
Теорема про поширення збурення. Для простого процесу розповсюдження 
збурення, який починається в вершині jV , маємо:  
 2( ) [ ] ( ) (0) [ ... ] ,t tij j j ijp t A X t X I A A A       ,                         (2.4) 
де A  - матриця відношень для даного орграфа,   ij  - елемент відповідної 
матриці, що стоїть на перетині i-рядка та j-стовпця матриці. 
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Структурна стійкість. Положення рівноважних станів і відповідних 
областей притягання залежать від динамічних властивостей досліджуваної 
системи і може змінюватися. На відміну від класичної теорії стійкості, яка не 
розглядає зміни в системі, а тільки збурення в навколишньому середовищі, 
необхідно вивчати проблеми стійкості при структурних змінах самої системи. 
Існує «комбіноване» поняття стійкості, що поєднує класичні ідеї 
Ляпунова з комбінаторно-топологічним підходом - поняття зв'язної стійкості, 
що спочатку виникло у зв'язку з вивченням питань рівноваги в економіці. 
При вивченні зв'язної стійкості задача формулюється так: чи залишиться 
стан рівноваги даної системи стійким в сенсі Ляпунова незалежно від 
подвійних зв'язків між станами системи? 
Основним завданням дослідження структурної стійкості є виявлення 
якісних змін у траєкторії руху системи при змінах структури самої системи. 
Тобто, вивчається поведінка системи по відношенню до всіх «близьких» до неї 
аналогічних систем. 
Виникає необхідність розглядати групу систем, «близьких» до деякої 
стандартної, тобто ми маємо справу з сімейством траєкторій, що необхідно 
дослідити. У такій ситуації говорять про структурну стійкість. 
Систему називають структурно стійкою, якщо топологічний характер 
траєкторій всіх близьких до неї систем такий же, як у стандартної. Таким 
чином, властивість структурної стійкості полягає в тому, що розглянута 
система веде себе майже так само, як і близькі до неї, у протилежному випадку 
- система структурно нестійка. 
Центральним елементом поняття «структурної стійкості» є виділення та  
аналіз якісних змін у траєкторії руху системи в фазовому просторі при зміні  
структури самої системи. В рамках цього підходу вивчається поведінка 
досліджуваної системи по відношенню до поведінки всіх «близьких» до неї 
систем. Під «близькістю» зазвичай розуміють міру відмінностей у структурі 
таких систем. Структурна стійкість системи може бути встановлена шляхом 
аналізу циклів когнітивної карти. 
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При аналізі когнітивної карти шляхом виділення в ній циклів 
використовують поняття парних і непарних циклів. Парний цикл (позитивний 
зворотній зв'язок) має позитивний добуток знаків всіх дуг, що входять у нього, 
непарний (негативний зворотній зв'язок) - негативний. Парний цикл є 
найпростішою моделлю структурної нестійкості, так як будь-яка початкова 
зміна параметру в будь-якій його вершині призводить до необмеженого росту 
модуля параметрів вершин циклу. Будь-яка зміна параметра будь-якої вершини 
непарного циклу призводить лише до осциляціі параметрів вершин. 
Знаковий орграф, який не містить циклів або містить лише один цикл, 
імпульсно стійкий для всіх простих імпульсних процесів. Знаковий орграф, 
який містить лише не взаємодіючі між собою цикли, імпульсно стійкий у всіх 
простих імпульсних процесах. Вершина iv V  знакового, зваженого знакового, 
функціонального орграфа є імпульсно стійкою для деякого заданого 
імпульсного процесу, якщо послідовність абсолютних величин імпульсів у цій 
вершині   ; 0,1,...iP n n   обмежена. Вершина ix  є абсолютно стійкою для 
деякого заданого імпульсного процесу, якщо послідовність абсолютних 
величин параметрів у цій вершині   ; 0,1,...ix n n   обмежена. 
Знаковий орграф називається імпульсно (абсолютно) стійким для даного 
імпульсного процесу, якщо кожна його вершина є імпульсно (абсолютно) 
стійкою в цьому імпульсному процесі. Резонанс - явище імпульсної нестійкості 
знакового орграфа в простих імпульсних процесах, що виникає внаслідок 
взаємодії циклів зворотного зв'язку. Резонанс - це єдино можливий випадок 
імпульсної нестійкості простих імпульсних процесів. 
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2.3.3. Дослідження стійкості когнітивних моделей 
 
При дослідженні стійкості зваженого орієнтовного графа - когнітивної карти - 
досліджується стійкість за значенням і стійкість по збуренню системи в ході її 
еволюції, а також структурна стійкість.  
Стійкість графа по збуренню і за значенням ґрунтується на понятті процесу 
поширення збурення по графу. Позначимо значення  у вершині iv  в момент 
часу t  через ( ), [1, ], 0,1,...iu t i n t  . Припустимо, що значення ( 1)iu t   
залежить від ( )iu t  і від вершин, суміжних з iv . Таким чином, якщо вершина jv  
суміжна з iv  і якщо ( )jp t  представляє зміну jv  в момент часу t , то слід 
прийняти, що вплив цієї зміни на iv  в момент часу 1t   буде описуватися 
функцією ( , ) ( )j i jf v v p t , де через ( , )j if v v  позначено вагову функцію зв’язку 
між вершинами jv  і iv  [17]. Таким чином, маємо наступне правило поширення 
збурення: 
                                             
1
( 1) ( ) ( , ) ( ) 1, ,
N
i i j i j
j
u t u t f v v p t i n

                          (2.5) 
( 1) ( 1) ( ).j j jp t u t u t     
Вершина називається стійкою по збуренню, якщо послідовність 1{| ( ) |}j tp t

  
обмежена, а стійкою за значенням, якщо послідовність 1{| ( ) |}j tu t

  обмежена. 
Граф стійкий по збуренню (за значенням), якщо стійкі всі його вершини. 
Має місце такий наслідок: зі стійкості за значенням випливає стійкість по 
збуренню. Розглянемо існуючі можливості математичного аналізу стійкості 
опису системи. Уявімо вираз (2.5) в матричному вигляді: 
                                              
( 1) ( ) ( ),
( 1) ( 1) ( ),
U t U t A P t
P t U t U t
   
   
                                     (2.6) 
де A  — матриця суміжності графа, ( )U t  — вектор значень у вершинах 
1 2, ,..., nv v v  в момент часу t , ( )P t  —вектор впливів у вершинах 1 2, ,..., nv v v  в  
момент часу t . Виконуючи в (2.6) послідовні перетворення, маємо 
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2(1) (1) (0) (0), (2) (2) (1) (1) (0),P U U A P P U U A P A P           
2 3 1( 1) (0) ( ... ) (0)tU t U A A A A P          
2 3(0) ( ... ) (1);tU I A A A A P         
1( 1) (0) .tP t A P    (2.7) 
Таким чином, стійкість за значенням звелася до обмеженості матричного ряду 
0
,t
t
A


  а стійкість по збуренню - до обмеженості матричної послідовності 
1{ }
t
t tM A

 . 
Сформулюємо і обґрунтуємо наступні критерії стійкості по збуренню і 
значенням. 
Критерій 1. Система у вигляді зваженого орієнтованого графа G   з матрицею 
суміжності A  стійка по збуренню тоді і тільки тоді, коли спектральний радіус 
матриці суміжності ( ) max 1,i
i
A    де 1{ }
M
i i   - власні числа A  і являє базис з 
власних векторів, тобто всі власні числа матриці по модулю менше або рівні 1 і 
жорданова форма матриці діагональна. 
Наведемо доказ цього критерію [17,22]. Відповідно до (2.7), має місце стійкість 
по збуренню, тому матрична послідовність 1{ }
t
t tM A

  обмежена. Нехай JU  
жорданів базис A , тоді 1J J JA U A U
 , де jA  - жорданова форма A . 
Запишемо матрицю A  в жордановім базисі [7]: 
1
2
0 0
0 0
0 0
J
m
J
J
A
J
 
 
 
 
 
 
, 
де , 1,2,...,iJ i m  — жорданові клітини розмірності m m  виду 
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1 0 0
0
1 0
0 0 1
0 0 0
i
i
i
i
i
J




 
 
 
 
 
 
  
, 
відповідні елементарним дільникам 1 21 2( ) ,( ) ,...,( ) ,
mpp p
u         
1 2( ... ).mp p p n     Тоді 
                                             
1
2
0 0
0 0
0 0
t
t
t
J
t
m
J
J
A
J
 
 
 
  
 
 
 
 .                                      (2.8) 
 
Звідси випливає, що обмеженість 1{ }
t
tA

  еквівалентна обмеженості 1 1{ }
t
tJ

  для 
всіх жорданових клітин матриці A . 
Згідно (2.8), для жорданової клітини маємо: 
 
 
21 1
1 2
1
( 1) !
1! 2! ( 1)!( 1)!
0
( 1)
1! 2!
0 0
1!
0 0 0
tt t n
t i
t
i
t t
t
t
t
t
t tt t
t n n
t t t
J
t
 


 



  
 

 
 
   
 
 
   
 
 
 
 
 
 
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1 1 2 2 1 1
1 1 2 2
1 1
0
0 0
0 0 0
t t t n t n
t t t
t
t t
t t
t t
t
t
C C C
C C
C
   

 
 

    
 

 
 
 
 
  
 
 
 
 
, 
тобто повинні бути обмежені послідовності 0{ } 0,1,..., 1
i t i
t tC i n
 
    . Тоді 
 якщо | | 1  , то | | 0  0,1,..., 1i t itC i n
t
     

, оскільки багаточлен 
зростає повільніше, ніж спадає ступенева функція. Тому послідовності 
0,1,..., 1i n    обмежені; 
 якщо | | 1  , то | |    0,1,..., 1i t itC i n
t
     

. Тому послідовності 
не обмежені 0,1,..., 1;i n    
 якщо | | 1  , то 
| |  1,2,..., 1,
| | | | 1 при 0.
i t i
t
i t i t
t
C i n
t
C i

 


    
 

   
  
 
Тому послідовності 0{ }
i t i
t tC 
 
  будуть обмежені 0,1,..., 1,i n    т.т.т.к. 1n  , 
тобто жорданова клітина має розмірність 1. З цього випливає, що послідовність 
1{ }
t
tA

  обмежена т.т.т.к всі власні числа матриці A  по модулю менше 1 або не 
перевищують 1 і жорданова форма матриці діагональна. Таким чином, граф 
стійкий по збуренню т.к. ( ) max| | 1i
i
A   , що й потрібно було довести. 
Тепер сформулюємо критерій для стійкості за початковим значенням. 
Критерій 2. Система у вигляді знакового зваженого орієнтованого графа G з 
матрицею суміжності A  стійка за значенням т.т.т.к. спектральний радіус 
матриці суміжності ( ) max| | 1,i
i
A    де 1{ }
M
i i   — характеристичні числа A , 
або ( ) 1,A   але жорданова форма матриці A  діагональна і немає власного 
числа рівного 1. 
Наведемо доказ цього критерію. Запишемо матричне рівняння: 
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                                   2 1( ... )( )t tI A A A I A I A        .                           (2.9) 
Припускаємо, що система стійка за значенням, тобто матричний ряд 
0
t
t
A


  
обмежений (за нормою) константою C . Тоді з виразу (2.9) отримуємо: 
 
1 1 1 2|| || || || || || || || || ( ... )( ) || 1t t t tA A I I A I I I A A A I A                  
2|| ... ||*|| || 1 || || 1.tI A A A I A C I A            
Отже, послідовність 1{ }
t
tA

  обмежена, звідки з критерію 1 отримуємо першу 
частину необхідного твердження, тобто ( ) max| | 1i
i
A   . 
Необхідно також довести, що немає власного числа рівного 1. Припустимо 
протилежне, тобто 0:   x Ax x   . Тоді 
 
2|| ( ... ) || || ( 1) || ,tI A A A x t x
t
      

  
2
2
0
|| ( ... ) ||
|| ... || sup 1
|| ||
t
t
x
I A A A x
I A A A t
tx
   
       

. 
  
Отримана сума не є обмеженою. Отже, власного числа рівного 1 не існує. 
Припускаємо, що спектральний радіус матриці A  дорівнює 1, але матриця має 
базис з власних векторів і 1 не є характеристичним числом матриці суміжності. 
Тоді за критерієм 1 отримуємо, що послідовність 1{ }
t
tA

  обмежена константою 
С . Крім того, оскільки 1 не належить спектру матриці A , то 1 належить 
резольвентній множині, тобто 1 ( )I A   . Тоді після множення обох частин 
(2.9) на 1( )I A   справа отримуємо: 
 
2 1 1... ( )( )t tI A A A I A I A          
Звідси 
2 1 1 1 1|| ... || || ( )( ) || || ||*|| ( ) ||t t tI A A A I A I A I A I A               
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1 1 1(|| || || ||)*|| ( ) || (1 )*|| ( ) ||tI A I A C I A         . 
Таким чином, граф стійкий за значенням т.т.т.к. ( ) max 1,i
i
A    або ( ) 1A  , 
що потрібно було довести. 
Зауважимо, що граф є чисельно стійким, якщо спектральний радіус матриці 
суміжності менший 1. 
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2.4. Метод побудови інтегрованого показника даних 
У ряді випадків, коли вихідна інформація для когнітивного моделювання 
задається у статистичній формі у вигляді окремих логічних груп, пропонується  
метод побудови інтегрованого показника даних, що полягає в розбитті 
підмножини вихідних факторів на уточнюючі фактори [104]. Структурна схема 
побудови інтегрованого показника даних наведена на рис.2.5. Це надає 
можливість агрегувати усі групи в інтегрований показник даних при залученні 
запропонованого підходу до відновлення функціональних закономірностей за 
дискретно заданими вибірками [59], або проводити декомпозицію інтегрованих 
даних в окремі предметні групи з подальшою декомпозицією на логічну 
послідовність характеристик. Тобто при побудові когнітивної карти можна 
обґрунтовано додавати чи вилучати її вершини, розбивати вершини на 
взаємопов’язану послідовність вершин.  
 
2.4.1.Математична постановка задачі відновлення функціональних 
залежностей. 
 
Відома вихідна інформація у вигляді дискретного масиву: 
0 0 1 2 3, , , ;M Y X X X  
   0 0 0 0| 1, ; [ ] | 1,i i iY Y i m Y Y q q k   ; 
   1 1 11 1 1 1 1 1 1 1| 1, ; [ ] | 1,j j jX X j n X X q q k    ; 
   2 2 22 2 2 2 2 2 2 2 2| 1, ; [ ] | 1,j j jX X j n X X q q k    ;  
   3 3 323 3 3 3 3 3 3 3 3| 1, ; [ ] | 1,j j jX X j n X X q q k    ,  
де множина 0Y  визначає числові значення 1 2 30 1 1 2 2 3 3[ ] [ ], [ ], [ ]i j j jY q X q X q X q  
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Рисунок 2.5 - Структурна схема побудови інтегрованого показника даних  
 
шуканих неперервних цільових функцій 1 2 3( , , ), 1,i iy f x x x i m  , де 
1 2 31 1 1 1 2 2 2 2 3 3 3 3
( | 1, ); ( | 1, ); ( | 1, )j j jx x j n x x j n x x j n      . Кожному значенню 
0 0[1, ]q k  відповідає деякий набір 0 1 2 3, ,q q q q  значень 
1 1 2 2 3 3[1, ], [1, ], [1, ]q k q k q k   . Множина 0Y  складається з 0k  різних значень 
0[ ]iY q . У множинах 1 2 3, ,X X X  деяка частина величин 1 2 31 1 2 2 3 3[ ], [ ], [ ]j j jX q X q X q  
за деяких значеннях 1 1 1 1 2 2 2 2 3 3 3 3[1, ]; [1, ]; [1, ]q q Q k q q Q k q q Q k          
роздільно повторюється, але для різних 0 0[1, ]q k  не існує наборів 
1 2 31 1 2 2 3 3
[ ], [ ], [ ]j j jX q X q X q , що цілком збігаються. Тут 1 2 3 0 0 0,n n n n n k    . 
Відомо, що 1 1 2 2 3 3 1 1 2 2 3 3, , , , ,x D x D x D x D x D x D      , де 
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| , 1, , 1,3;
| , 1, , 1,3;
| , 1, , 1,3;
s s s s
s s s s
s s s s
s sj sj sj sj s s
s sj sj sj sj s s
s sj sj sj sj s s
D x d x d j n s
D x d x d j n s
D X d X d j n s
 
 
 
    
    
    
 
, .
s s s ssj sj sj sj
d d d d      
Потрібно знайти такі функції наближення 1 2 3( , , ), 1,i x x x i m  , які з 
практично прийнятною похибкою характеризують реальні функціональні 
залежності 1 2 3( , , ), 1,i iy f x x x i m   на множині sD . 
Функції наближення будемо формувати у вигляді ієрархічної 
багаторівневої системи моделей. На верхньому рівні реалізують модель, що 
визначає залежність функцій наближення від змінних 1 2 3, ,x x x . Шукані функції 
формують у класі адитивних функцій і подають у вигляді суперпозиції функцій 
від змінних 1 2 3, ,x x x . Можливість такого подання випливає з теореми А. Н. 
Колмогорова. Отже, шукані функції 1 2 3( , , )i x x x  формуватимемо в такому 
вигляді 
                     1 2 3 1 1 1 2 2 2 3 3 3( , , ) ( ) ( ) ( ),i 1, .i i i i i i ix x x c x c x c x m                     (2.10) 
 
На другому ієрархічному рівні формують моделі, що визначають 
залежність функцій наближення нарізно від компонентів змінних 1 2 3, ,x x x . Для 
цього потрібно перейти від функцій векторів до суперпозицій функцій 
компонент цих векторів. З огляду на те, що компоненти кожного вектора 
1 2 3, ,x x x  різнорідні за фізичним змістом, доцільно для доданків функцій (2.10) 
вибрати клас узагальнених поліномів і зобразити їх у вигляді 
 
1
1 11
1
(1)
1 1 1 1
1
( ) ( )
n
i j jij
j
x a x

   , 
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2
2 22
2
(2)
2 2 2 2
1
( ) ( )
n
i j jij
j
x a x

   ,                                (2.11) 
3
3 33
3
(3)
3 3 3 3
1
( ) ( )
n
i j jij
j
x a x

   . 
 
Запропоновано для всіх 1,i m  за кожною змінною 
1 2 31 2 3
, ,j j jx x x  вибирати 
відповідно однотипні функції 
1 2 31 2 3
, ,j j j   , що дає змогу спростити 
подальше розв’язання задачі. 
На третьому ієрархічному рівні формуються моделі, які визначають 
функції 
1 2 31 2 3
, ,j j j   . Тут найважливішою задачею є вибір структури і 
компонентів функцій 
1 2 31 2 3
, ,j j j   . Структури цих функцій вибираємо 
аналогічно (2.11). Зобразимо функції у вигляді наступних узагальнених 
поліномів 
                                      
0
( ) ( ), 1,2,3.
js
s s s s
P
sj js j p j p sj
p
x x s 

                             (2.12) 
Тоді находження функцій наближення повинно виконуватися на основі 
такої послідовності 
 
1 2 3 1 2 3, , , ,i i i i       , 
 
і кінцевий результат формується шляхом агрегування відповідних розв’язків.  
Практично важливе питання при реалізації уніфікованої програмної 
процедури — вибір степеню 
sj
P  апроксимуючих поліномів ( )
s ssj j
x . 
Практична значимість даного питання полягає в тому, що значення 
sj
P  істотно 
впливає на точність розв’язання задачі. Зі збільшенням степеню 
sj
P  
підвищується точність апроксимації f  множиною i , що випливає з теореми 
Вейєрштрасса, але одночасно збільшується обсяг обчислень і з’являються 
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корені рівняння (2.12), які не є компонентами шуканих локальних екстремумів. 
Тому виникає задача оптимізації степеню 
sj
P . Для розв’язання цієї задачі 
необхідно встановити залежність степеню 
sj
P  та похибки розв’язання системи 
(2.12). Відповідь дає наступна теорема. 
 
Теорема. Максимальна абсолютна похибка визначення 0jx  не буде 
перевищувати величини jx , якщо степінь ( )sj jN P  полінома ( )j jx  
задовольняє умові 
12
,
i j
j
j j
h L
N
x L


 
  
  
 
де 
; max ; min ,
( ) j jjj
j j
j j k j k
k Kk Kj
d d
h L L L L
R D
 
 


    
 
jk
L  — постійна Ліпшиця в інтервалі ; [1, ( )]
jk j j j
D D K R D  ; 
 
( )jR D  — число дійсних коренів ( )j jx  у ,[ ]jD x  — ціла частина x . 
Постійна Ліпшиця знаходиться із нерівності:  
| ( ) ( ) | | |j j j kj jx x L x x    . 
 
 
2.4.2. Задача формування базових функцій. 
 
Ця задача є найвідповідальнішою і найскладнішою. Відповідальною, 
оскільки допущені недоліки, наприклад, невдалий вибір кількості і степеню 
поліномів Чебишова, не можна повною мірою усунути на наступних рівнях 
 системи моделей і, більше того, можуть збільшуватися. Складною, оскільки до 
шуканих функцій висуваються суперечливі вимоги. По-перше, функції повинні 
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відображати з достатньою точністю екстремальні властивості, характерні для 
множини функцій наближення в цілому. По-друге, вони мають достатньою 
мірою враховувати індивідуальні особливості екстремальних властивостей 
кожної функції і забезпечувати можливість адаптації до них на наступних 
рівнях. Звідси випливає, що задача формування функцій 1 2 3, ,    зводиться 
до чебишовської задачі наближення для наступної системи рівнянь [59] 
                                         
01 0 0 0
( [ ]) 0, 1,i qF X q b q k   ,                                       (2.13) 
3 31 1 2 2
1 1 1 1 2 2 2 2 3 3 3 3
1 1 2 2 3 3
* * *
1 0 1 1 2 2 3 3
1 1 1 1 1 1
( [ ]) ( [ ]) ( [ ]) ( [ ]);
jj j PP P nn n
i j p p j j p p j j p p j
j p j p j p
F X q T X q T X q T X q  
     
         
 
1 2 30 1 1 2 2 3 3 0 1 2 3
[ ] ( [ ]), [ ], [ ] | q , , ),j j jX q X q X q X q q q q   
 
де 
1 2 3
* * *, ,p p pT T T  — зміщені поліноми Чебишова. 
 
Для визначення величини 
0q
b  можливі наступні варіанти: 
1.
0q
b визначається середнім арифметичним значенням 
0 0 0[1, ][1, ]
0 0
{ max [ ] min [ ]}
, 1, ;
2
q i i
i mi m
b Y q Y q
q k

 
  
2.
0iq
b  приймаються рівними нормованим значенням [ ], 1,iY q i m . 
 
В (2.13) значення 
1 2 31 1 2 2 3 3 0
[ ], [ ], [ ], [ ]j j j iX q X q X q Y q , відповідають величинам 
1 2 31 1 2 2 3 3 0
[ ], [ ], [ ], [ ]j j j iX q X q X q Y q , нормованим до відрізка [0,1]. Розв’язання  
 
системи полягає у визначенні таких матриць
1 1 2 2 3 3
0 0 0, ,j p j p j p   , які для 
величини максимальної нев’язки 
                                             
0
0 0
1 0
[1, ]
max ( )[ ] q
q k
F X q b

   ,                                   (2.14) 
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взятої за міру чебишовського наближення системи (2.13), забезпечують 
найкраще наближення 
                                                      
0 min 

   .                                                  (2.15) 
При цьому величина найкращого наближення 0  і шуканих матриць 
характеризуються співвідношеннями 
0
0 0
0
0 0
0
1 0
[1, ]
0
1 0
[1, ]
min max ( )[ ] ;
argmin max ( )[ ] ,
q
q k
q
q k
F X q b
F X q b






  
 
 
де 
1 1 2 2 3 3 1 1 2 2 3 3
0 0 0 0 0 0 0, , , , , .j p j p j p j p j p j p          
 
 
2.4.3.Задача формування функцій другого ієрархічного рівня.  
 
У цій задачі вважаємо, що для [1, ]i m   ступінь впливу функцій 
1 1 2 2 3 3( ), ( ), ( )i i ix x x    на властивості відповідної цільової функції 1 2 3( , , )i x x x  
однаковий. Таке припущення зумовлене відсутністю апріорної інформації. 
Водночас припущення дає змогу окремо формувати функції 
1 1 2 2 3 3( ), ( ), ( )i i ix x x   , а ступінь впливу кожної з них визначати на наступному 
вищому рівні ієрархії моделей. Отже, задача полягає у визначенні матриць 
 
 
 
1 2 3
(1) (2) (3), ,
ij ij ij
a a a , [1, ]i m   і зводиться до чебишовської задачі наближення для 
таких трьох незалежних систем рівнянь:  
 
21 1 0 0 22 2 0 0( [ ]) [ ] 0, ( [ ]) [ ] 0,i i i iF X q Y q F X q Y q     
                                        23 3 0 0 0 0( [ ]) [ ] 0, 1, ,i iF X q Y q q k                                   (2.16) 
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де  
1
1 11
1
(1)
21 1 0 1 1 1
1
( [ ]) ( [ ]),
n
i j jij
j
F X q a X q

   
2
2 22
2
(2)
22 2 0 2 2 2
1
( [ ]) ( [ ]),
n
i j jij
j
F X q a X q

   
3
3 33
3
(3)
23 3 0 3 3 3
1
( [ ]) ( [ ]).
n
i j jij
j
F X q a X q

   
Розв’язання кожної системи полягає у визначенні таких матриць 
0 ( ), , 1,3
s
s
s ij
a a s  , які для величини максимальної нев’язки 
 
                                         
0 0
2 0 0
[1, ]
max ( [ ]) [ ]
sa i s iq k
F X q Y q
 
   ,
                            
(2.17) 
 
взятої за міру чебишовського наближення системи (2.16), забезпечують 
найкраще наближення 
                                                          
0 min
s
s
s a
a
   .                                               (2.18) 
При цьому величини найкращого наближення і шукані матриці 
характеризуються співвідношеннями 
 
 
0 0
0
2 0 0
[1, ]
min max ( [ ]) [ ]
s
s
s i s i
a q k
F X q Y q

   , 
0 0
0
2 0 0
[1, ]
argmin max ( [ ]) [ ]
s
s
s i s i
a q k
a F X q Y q

  . 
Де 
0 0 1 2 3[ ] [ ] | 1, , [1, ], 1,2,3 , , ,ss sj s s s s sX q X q j n q k s q q q q     ; 
1 2 3
(1) (2) (3)
1 2 3, ,ij ij ija a a a a a   . 
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2.4.4. Задача формування відновлювальної залежності. 
 
Задача полягає у визначенні множини 1 2 3( , , ) | 1,i x x x i m     шуканих 
функцій наближення, і реалізується на заключному етапі формування системи 
моделей. Вихідними даними є результати попередніх етапів, а також вихідні 
дискретні значення 0[ ]iY q  цільових функцій. Формування кожної функції 
1 2 3( , , )i x x x  є незалежним, і тому [1, ]i m   всі обчислення 1 2 3( , , )i x x x  можна 
виконувати одночасно і паралельно. Розв’язання задачі для [1, ]i m   полягає у 
відшуканні матриць 1 2 3, ,i i ic c c  і зводиться до чебишовської задачі 
наближення для наступної системи рівнянь 
 
                                 3 0 0 0 0( [ ]) [ ] 0, 1, , [1, ]i iF X q Y q q k i m    ,                            (2.19) 
де 
 
3 0 1 1 1 1 2 2 2 2 3 3 3 3 0 1 2 3( [ ]) ( [ ]) ( [ ]) ( [ ]), , ,i i i i i i iF X q c X q c X q c X q q q q q       . 
Чебишовський критерій оцінювання якості розв’язання формалізують 
аналогічно до критеріїв попередніх задач. Результати розв’язання задачі 
характеризуються такими співвідношеннями: 
0
3 0 0
[1, ]
min max ( [ ]) [ ]c i i
c i m
F X q Y q

   ,  
0
3 0 0
[1, ]
arg min max ( [ ]) [ ]i i
c i m
c F X q Y q

  , 
0 0 0 0
1 2 3 1 2 3, , , , ,i i i i i ic c c c c c c c  . 
Відповідно до постановки задачі потрібно оцінити похибки функцій 
1 2 3( , , ), 1,i x x x i m   відносно реальної функціональної залежності 
1 2 3( , , ), 1,i iy f x x x i m  . Якщо похибка виявиться практично неприйнятною, то 
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необхідно усунути недолік. На практиці така задача найскладніша, оскільки 
реальна функціональна залежність визначається багатьма змінними 
10;321  nnnnn , характеризується багатовимірним дискретним 
масивом 0M  з нерегулярними звітами, але її аналітична форма вигляду 
1 2 3( , , )i iy f x x x  відсутня. Ці особливості виключають застосування типових 
методів аналізу та оцінювання похибки емпіричних даних. Пропонується 
скористатися прийомом кількаразового використання вихідного масиву. Його 
суть полягає в тому, що на основі 0M  формують кілька (3–6) вибірок, з яких 
одна є повною (тобто збігається з 0M ), а інші мають пропуски даних, які не 
накладаються. На підставі кожної вибірки визначаються функції 1 2 3( , , )i x x x . 
Порівняння цих функцій між собою та значень функцій із пропущеними 
даними дасть змогу одержати потрібну інформацію для оцінювання похибки і 
прийняття рішення про необхідні заходи щодо її зменшення. Підхід до 
формування цільових функцій з урахуванням властивостей поліномів Чебишова 
дає можливість екстраполювати функції наближення, побудовані для відрізків 
[ , ]
s sj j
d d  , на більш широкі відрізки [ , ]
s sj j
d d  , що дозволяє прогнозувати 
властивості виробу за межами інтервалів випробувань. 
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2.5. Висновки до другого розділу 
Цей розділ присвячено розробці методологічного та математичного 
забезпечення системного підходу до вирішення соціально-економічних 
проблем на основі об’єднання методологій передбачення та когнітивного 
моделювання.  Залучення на етапі передбачення методів якісного аналізу, які 
прямими і зворотними зв'язками пов'язані з системою моніторингу і натурних 
випробувань, дає можливість побудувати альтернативи сценаріїв. Результати, 
що отримані на етапі передбачення, використовуються як вихідна інформація 
для знаходження шляхів побудови альтернативи того чи іншого сценарію у 
вигляді когнітивної карти. Об’єднання  методологій передбачення та 
когнітивного моделювання дозволяє всебічно і науково обґрунтовано 
досліджувати задачу розробки стратегії інноваційного розвитку соціально-
економічних систем.  
Наведено фундаментальні властивості і принципи системної методології 
та запропоновано принципи оцінювання інноваційної діяльності в задачах 
передбачення. Наведено теоретичні засади процесу когнітивного моделювання, 
включаючи етапи когнітивного моделювання та загальний алгоритм побудови 
чисельно та структурно стійкої когнітивної карти.  Сформульовано, 
обґрунтовано та доведено критерії стійкості по збуренню і початковому 
значенням. 
У ряді випадків, коли вихідна інформація для когнітивного моделювання 
задається у статистичній формі у вигляді окремих логічних груп, 
запропоновано  метод побудови інтегрованого показника даних, що полягає в 
розбитті підмножини вихідних факторів на уточнюючі фактори. Це надає 
можливість агрегувати усі групи в інтегрований показник даних, або проводити 
декомпозицію інтегрованих даних в окремі предметні групи з подальшою 
декомпозицією на логічну послідовність характеристик. Наводиться підхід до 
відновлення функціональних закономірностей по дискретно заданих вибірках у 
вигляді ієрархічної багаторівневої системи моделей. 
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РОЗДІЛ 3 
 РОЗРОБЛЕННЯ ОБЧИСЛЮВАЛЬНИХ АЛГОРИТМІВ ТА 
ПРОГРАМНИХ МОДУЛІВ МЕТОДІВ ЯКІСНОГО АНАЛІЗУ ТА 
КОГНІТИВНОГО МОДЕЛЮВАННЯ 
 
Наведено алгоритмічне та програмне забезпечення, що застосовується 
при реалізації запропонованого системного підходу до розв’язання задач 
соціально-економічних систем на основі залучення методів якісного аналізу та 
когнітивного моделювання.  
 
3.1. Розроблення обчислювального алгоритму та програмного модуля 
методу SWOT – аналізу 
 
Обчислювальний алгоритм призначено для проведення SWOT — аналізу 
об’єкта, аналізу його сильних сторін (Strengths), слабких сторін (Weaknesses), 
можливостей (Opportunities) та загроз (Threats). Обчислювальний алгоритм 
підтримує всі необхідні для проведення SWOT — аналізу процедури, моделі і 
методи. Матриця SWOT містить 4 клітини, в яких перераховуються параметри 
опису сил, слабкостей, можливостей і загроз. При побудові моделі можна 
скласти список параметрів опису внутрішнього і зовнішнього середовища. 
Наведемо основну формалізацію при проведенні аналізу SWOT матриці. 
Співставлення можливостей із сильними та слабкими сторонами та аналіз 
впливу внутрішніх характеристик на реалізацію можливостей.  Для отримання 
найбільш імовірних можливостей потрібно проаналізувати вплив сильних та 
слабких сторін системи кожного елементу із множини вірогідних можливостей.  
Для цього необхідно з’ясувати наявність та величину внеску до даної 
можливості кожного елементу з множини S  та W  після чого можна знайти 
чисельний вираз можливості як різницю між сумарним внеском елементів 
множин S  та W : 
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j m k mm S O W O
j k
H K K   . 
Співставлення загроз із сильними та слабкими сторонами та аналіз 
впливу внутрішніх характеристик ймовірної загрози. Для отримання найбільш 
небезпечних загроз потрібно проаналізувати вплив сильних та слабких сторін 
системи, кожен елемент із множини вірогідних загроз. Для цього необхідно 
з’ясувати наявність та величину внеску до даної загрози кожного елементу з 
множини S  та W  (елементи множини S  роблять цю загрозу менш імовірною, в 
той час як елементи множини W  збільшують її ймовірність), після чого можна 
знайти чисельний вираз можливості як різницю між сумарним внеском 
елементів множин S  та W  
j i k ii S T W T
j k
D K K   . 
Загрози та можливості, на які впливають сильні характеристики, можна 
представити у наступному вигляді: 
j i j mj S T S O
i m
F K K
 
   
 
. 
Загрози та можливості, на які впливають слабкі характеристики, можна 
представити у наступному вигляді: 
k i k mk W T W O
i m
G K K
 
   
 
. 
Далі визначаємо найвпливовіші характеристики кожного типу. 
Процедура полягає в наступному. 
1. Для можливостей визначаємо наявність і силу зв’язку до m -тої 
можливості для кожного елемента з множин S  і W , після чого 
знаходимо вплив як різницю між сумарним значенням зв’язку 
можливості з елементами множин S  і W : 
j m k mm S O W O
j k
H K K
 
   
 
. 
2. Для загроз визначаємо наявність і силу зв’язку до i -тої загрози для 
кожного елемента з множинS  і W , після чого знаходимо вплив як 
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різницю між сумарним значенням зв’язку загрози з елементами 
множин S  і W : 
j i k ii S T W T
j k
D K K   . 
3. Для сильних сторін визначаємо наявність і силу зв’язку до j -тій 
сильній стороні для кожного елемента з множин T  і O , після чого 
знаходимо вплив як суму між сумарним значенням зв’язку сильної 
сторони з елементами множин T  і O : 
j i j mj S T S O
i m
F K K
 
   
 
. 
4. Для слабких сторін визначаємо наявність і силу зв’язку до k -тій 
слабкій стороні для кожного елемента з множин T  і O , після чого 
знаходимо вплив як суму між сумарним значенням зв’язку слабкої 
сторони з елементами множин T  і O : 
k i k mk W T W O
i m
G K K
 
   
 
. 
Для опису параметрів SWOT - моделі можуть бути використані якісні і 
кількісні оцінки. Кількісні оцінки формуються як оцінки значення параметра, 
невизначеності його появи, значущості. Для кожного параметра можуть бути 
встановлені коефіцієнти важливості. Введені кількісні оцінки дозволяють 
обчислити за кожним досліджуваним об’єктом рівень потенціалу сил, 
слабкостей, можливостей і загроз. 
Архітектура створеного програмного продукту налічує такі рівні: 
– завантаження і обробка даних; 
– аналіз даних; 
– побудова SWOT — моделі; 
– передбачення. 
Розглянемо кожен із перерахованих рівнів: 
– перший рівень надає можливість завантаження даних шляхом 
ручного введення, після чого можливе їхнє редагування з метою 
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усунення надлишковості даних або додання нових. Далі відбувається  
підготовка даних до аналізу; 
– другий рівень забезпечує можливість проведення взаємного 
аналізу пар наступних показників: 
– Сили-можливості (S O ); 
– Сили-загрози (S T ); 
– Слабкі сторони — можливості (W O ); 
– Слабкості сторони-загрози (W T ); 
– третій рівень надає засоби для побудови моделі SWOT — 
аналізу;  
– четвертий рівень реалізує передбачення на базі створеної 
SWOT — моделі.  
Процедури заповнення сильних та слабких характеристик, можливостей 
та загроз для об’єкту та формування заповнення  SWOT матриці відображені у 
вигляді фрагментів програми на рис.3.1–3.3. 
 
 
 
Рисунок 3.1– Вікно для заповнення сильних та слабких характеристик, 
можливостей та загроз для об’єкту 
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Рисунок 3.2– Приклад заповнення даних сильних та слабких характеристик, 
можливостей та загроз для об’єкту 
 
 
 
Рисунок 3.3– Матриця для заповнення ступенів впливу сильних і слабких 
сторін на можливості і загрози та навпаки 
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Процедури отримання результатів при застосуванні SWOT-аналізу 
наведені у вигляді фрагментів програми на рис.3.4–3.7. 
 
 
 
Рисунок 3.4 –  SWOT-аналіз загроз та можливостей об’єкту у % 
 
 
 
Рисунок 3.5 –  Результати SWOT-аналізу загроз та можливостей об’єкту 
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Рисунок 3.6 –  SWOT – аналіз сильних та слабких сторін об’єкту у % 
 
 
Рисунок 3.7 –  Результати SWOT - аналізу сильних та слабких сторін об’єкту 
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Створений в рамках даної роботи програмний продукт (ПП) 
призначений для побудови моделі SWOT-аналізу об’єкта, аналізу його 
сильних сторін (Strengths), слабких сторін (Weaknesses), можливостей 
(Opportunities) та загроз (Threats). Програма підтримує всі необхідні для 
проведення SWOT-аналізу процедури, моделі і методи.  
Даний ПП задовольняє основним характеристикам моделі, яка 
призначена для надання допомоги ОПР щодо визначення критичних 
технологій досліджуваної галузі. Основна мета створеного продукту – 
ефективність виявлення обґрунтованих критичних технологій. 
Особливістю запропонованого ПП є те, що аналізу піддаються дані, що 
мають як якісні так і кількісні характеристики. Перевагою ПП є компактність 
розробки завдяки використанню однієї платформи і оперативність 
використання завдяки відсутності необхідності перезавантажувати дані в 
спеціалізовану систему. 
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3.2. Розроблення програмного модуля методу  Делфі  
 
Метод Делфі належить до групи суб'єктивно-інтуїтивних методів та є 
одним з основних методів експертного оцінювання при вирішенні задач 
передбачення [34,35]. Метод доцільно використовувати у випадку залучення до 
опитування великої кількості фахівців, експертів, що володіють необхідною 
професійною освітою, досвідом та інтуїцією. Процес формування узгоджених 
експертних оцінок забезпечує досягнення консенсусу експертних суджень 
відносно показників об'єктів для оцінювання можливих сценаріїв розвитку 
об'єкту дослідження в цілому. 
Метод Делфі - це процес опитування експертів, що складається з двох або 
більше «турів» з метою отримання суджень з питань, що релевантні для 
майбутнього та характеризуються невизначеними неповними знаннями. 
Головна направленість використання методу Делфі – це оцінка довгострокових 
проблем з метою виявлення можливих масштабів та глибин тих або інших 
подій у певний період часу, з одного боку, та питань про можливі рушійні сили, 
обмеження та чинники, економічні та соціальні наслідки певних тенденцій, з 
іншого. 
До початку організації процедури Делфі слід сформувати відповіді на 
наступні питання: 
‣ Яка мета дослідження? 
‣ Яка буде широта дослідження? 
‣ Які ресурси присутні в наявності (людські ресурси, кошти, час і т.д.)? 
Справа у тому, що процедура опитування методом Делфі відноситься до 
найбільш ресурсоємних методів передбачення в залежності від масштабів 
планованого дослідження. Коли всі організаційні питання вирішені, слід 
визначити тематичні області, в яких буде проводитися дослідження з метою 
формування опитувальних форм. 
По кожній обраній темі опитування формують групу експертів - 
«експертну панель», що залучаються до опитування на основі їх знань та 
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досвіду. Експерти формують сукупність гіпотез про можливі сценарії розвитку 
майбутнього на підставі наданих їм матеріалів та необхідної додаткової 
інформації з предметної області. На даному етапі методу Делфі досягається 
анонімність опитування за рахунок того, що експерти жодним чином не 
впливають на думки та оцінки один одного, що спрямоване на уникнення 
зайвих дебатів та впливу найгучніших авторитетних, старших за положенням 
учасників. Анонімність опитування є однією з головних причин популярності 
та успіху методу Делфі. 
Після проведення процедури формування узгоджених експертних оцінок 
та аналізу їх узгодженості з метою підвищення рівня обґрунтованості 
експертних суджень метод Делфі передбачає проведення другого туру. 
Починаючи з другого туру результати експертизи повідомляються учасникам 
туру та здійснюється «зворотний зв’язок», тобто експерти знайомляться з 
результатами попереднього туру: загальною груповою оцінкою, 
«екстремальними» (особливими) думками та їх аргументацією. 
Характерна особливість методу Делфі - це зменшення від туру до туру 
розкиду оцінок та їх зростаюча узгодженість. Узгодженість думок та уточнення 
групових оцінок у кожному подальшому турі в значній мірі досягаються за 
рахунок загального формату та вмісту попереднього – опитувальних 
документів (анкети, опитувальні листи, програми і ін.), що практично не 
змінюються (або змінюються неістотно), експертних груп, а також методик 
обробки результатів опитувань. 
Експертні оцінки кожного показника кожного об'єкта експертизи 
доцільно аналізувати незалежно як результат незалежності їх формування 
експертами. Алгоритм формування узгоджених експертних оцінок  розроблено 
в ІПСА в межах інформаційної платформи сценарного аналізу [21]. Структурна 
схема запропонованого алгоритму наведена на рис. 3.8. 
Основними перевагами та особливостями ітераційного процесу 
формування узгоджених експертних думок при реалізації методу Делфі є: 
 можливість врахування нових ідей експертів; 
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 акцентування уваги на думках протистояння; 
 забезпечення узгодження протистоянь (формування узгодженої 
думки, що представляє кращий варіант, а не вибір однієї з 
протилежностей) ; 
 забезпечення стимулу для креативності. 
 
Рисунок 3.8 – Структурна схема алгоритму формування узгоджених 
експертних оцінок за методом Делфі 
Етапи підготовки опитувальних форм у вигляді алгоритму представлено  
на рис. 3.9 у вигляді структурної схеми [35].  
92 
 
Формування питання
Підготовка опитувальних форм
Опис умов
Опис стану об'єкту
Новий тур
Кінець
Необхідність у 
наступному турі
Так
Ні
Пропонування 
експертам 
переглянути 
свої судження
Формування дерева цілей
Отримання даних 
Цілі, 
обмеження
. . .
. . .
Формування питання
Формування контексту питання
Для кожної цілі 
нижчого рівня
Формування тексту питання
Формування шкали оцінювання
Декомпозиція цілей
Фіксація часу
Виявлення простору
Формування дерева об'єкту
Декомпозиція об'єкту
Для кожного 
об'єкту 
нижнього рівня
Фіксація значень 
інших 
показників
Для кожного 
показнику
Виділення об'єкту цілі
Виявлення показників
Формування контексту ситуації
Формування змін
Опис умов 1
Опис умов 2
Фіксація часу
Виявлення простору
 
Рисунок 3.9 –  Алгоритм генерації опитувальних форм 
 
Програмна реалізація методу являє собою додаток, який дозволяє 
користувачу вводити з інтерфейсу наступні дані: 
 кількість об’єктів дослідження (Number of objects); 
 кількість показників (Number of indexes); 
 кількість експертів (Number of experts); 
 граничний рівень узгодженості (Threshold of coherency of 
estimates – S); 
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 коефіцієнт врахування ваги показників впевненості експертів 
(Confidence coef. – К); 
 радіус довірчого інтервалу (Interval coef. – R). 
Крім даних описаних вище, користувачу необхідно вибрати *.txt файл для 
зчитування програмою наступних даних: 
 компетентності експертів (рядок №1); 
 ваги показників (рядок №2); 
 середини інтервалів [xs-, xs+] (рядок №3); 
 назви показників (рядок №4); 
 назви областей (рядок №5); 
 назви файлів із даними для областей (рядки №6 №7 №8 №9). 
Після зчитування і введення даних, натиснувши кнопку “Run”,  програма 
виконує обчислення та виводить дані в поле праворуч. Дана програма показує 
наступні результати: 
 медіана; 
 кількість експертів, які потрапили в довірчу множину; 
 номер рівня, якому відповідає узгоджена оцінка; 
 значення узгодженої оцінки; 
 відсоткове співвідношення експертів, які потрапили в довірчу 
множину, до загальної кількості. 
Інтерфейс програми виглядає наступним чином (рис.3.10): 
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Рисунок 3.10 – Інтерфейс програми реалізації методу Делфі  
 
Графіки, що будуються в процесі виконання методу Делфі, виконуються 
за допомогою програми Excel. 
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3.3. Розроблення програмного модуля методу морфологічного аналізу 
 
Для процесу передбачення важливим є відхід від звичайного 
прогнозування як екстраполяції трендів, а зосередження саме на якісних, 
ривкоподібних змінах, що можуть відбутися. Метод морфологічного аналізу 
(ММА) дозволяє систематизувати і дослідити множину таких змін [36-38]. 
ММА є потужним методом впорядкування і дослідження повного набору 
відношень в багатовимірних комплексах задач, які не піддаються розрахунку. 
Метод успішно застосовується в ряді задач дуже різного роду. Класичним 
способом застосування ММА є технічне винахідництво, оскільки метод за 
рахунок комбінування структурних ознак деякої технічної системи дозволяє 
отримати нові, невідомі досі розв’язки поставленої задачі проектування такої 
системи. 
Найбільш розповсюдженим з методів морфологічного аналізу є метод 
морфологічної скрині [38]. Цей метод поєднує два якісно різних етапи 
морфологічного дослідження. Перший етап (морфологічний аналіз) полягає в 
морфологічній класифікації множини систем і характеризується 
багатоаспектністю (багатократним класифікуванням однієї морфологічної 
множини по набору поділів об’ємів поняття) і продуктивністю (класифікування 
охоплює не тільки відомі, але й гіпотетичні системи, що належать даній 
множині). На другому етапі (морфологічний синтез) проводяться оцінювання 
описів різних систем класу, що досліджується, і вибір тих, які у тому чи іншому 
наближенні відповідають умовам задачі. Таким чином, метод засновано на 
фундаментальному науковому принципі поєднання аналізу і синтезу, що 
обґрунтовує його універсальність. Цілями морфологічного аналізу і синтезу є 
[58]: 
• відбір критичних параметрів, які найбільше впливають на розв’язання 
поставленої задачі; 
• системне дослідження всіх можливих варіантів розв’язання задачі, що  
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випливають із завдання, закономірностей побудови і суперечливих вимог до 
створення об’єкта; 
• реалізація сукупності операцій пошуку на морфологічній множині 
варіантів описів функціональних систем, що відповідають первісним вимогам. 
Однією з основних переваг методу морфологічного аналізу є те, що він 
дозволяє розглядати не тільки існуючі об’єкти, але й за рахунок комбінування 
їх ознак створювати нові, гіпотетично можливі об’єкти, тому в літературі часто 
позиціонують ММА як метод технічної творчості [78,129,130]. 
В загальному вигляді процедура морфологічного аналізу має такі кроки [58]: 
1. Уточнене формулювання проблеми, що виникла. Визначення параметрів 
(класифікаційних ознак) 
iF , від яких залежить розв’язання проблеми. 
2. Поділ параметрів на їх значення (побудова множини значень ( )i
ja  
кожного з параметрів 
iF ). 
3. Побудова морфологічної скрині, яка фактично являє собою N-вимірну 
матрицю (N – кількість параметрів). Кожний елемент цієї матриці є можливим 
варіантом розв’язання проблеми. 
4. Зменшення кількості варіантів, оцінювання наявних варіантів. 
5. Вибір з морфологічної скрині найкращого варіанту (альтернатив). 
В процесі передбачення буває доцільним застосування двохетапної 
процедури модифікованого методу морфологічного аналізу (МММА) [58]. При 
цьому на першому етапі здійснюється аналіз неконтрольованих факторів, так 
званих факторів “зовнішнього світу” для об'єкта, проблеми або явища, що 
розглядається. Другий етап дослідження полягає в синтезі рішень, які найбільш 
ефективно враховувати в умовах сукупності можливих реалізацій об'єкта, 
визначених на першому етапі (рис. 3.11). Таким чином, будуються дві пов'язані 
морфологічні таблиці. Морфологічну таблицю першого етапу називають 
морфологічною таблицею сценаріїв, морфологічну таблицю другого етапу -  
морфологічною таблицею стратегій.  
Специфіка другого етапу МММА полягає в тому, що вибір альтернатив  
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параметрів морфологічної таблиці стратегій залежить не від випадкових 
зовнішніх факторів, а від особи, що приймає рішення, тому немає сенсу 
говорити про ймовірність вибору альтернатив. Тому на другому етапі для 
оцінки альтернатив і конфігурацій використовується величина очікуваної  
 
 
 
 
 
 
 
 
 
Рисунок 3.11– Схема двохетапного МММА 
результативності, тобто вірогідності того, що вибір цієї альтернативи або 
конфігурації призведе до бажаних результатів. 
Двохетапна процедура МММА є найбільш придатною для застосування в 
процесі передбачення, оскільки її етапи фактично відповідають основним 
етапам процесу передбачення – системний аналіз предметної галузі і виробка 
рекомендацій для прийняття рішень на основі проведеного аналізу. Оцінювання 
елементів морфологічної таблиці стратегій відбувається на основі їх 
потенційного впливу на структуру об'єкта, заданого морфологічною таблицею 
сценаріїв. На відміну від одноетапного МММА двохетапна процедура дає змогу 
проводити не тільки власне морфологічний аналіз, але й обґрунтований 
морфологічний синтез, таким чином завершуючи цикл наукового дослідження. 
Методологічний апарат та алгоритм реалізації МММА розроблено в ІПСА 
та включено в інформаційну платформу сценарного аналізу [20]. В даній роботі 
розроблюється програмний модуль реалізації МММА на основі 
запропонованого алгоритму (рис.3.12-3.14).  Головне вікно програми включає в 
себе вибір вхідного файлу та файлу для збереження результатів, шкали вибору 
Аналіз неконтрольованих 
факторів (факторів 
"зовнішнього світу") 
Контекст 
Чинники 
Неконтрольовані характеристики 
Оцінювання рішень в умовах 
сукупності можливих 
незалежних факторів 
Оцінки елементів рішень 
Ймовірності альтернатив 
параметрів 
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параметра «р», кнопки «Виконати», області виведення початкових даних, по-
ітераційних та кінцевих результатів роботи програми.  
 
 Рисунок 3.12 –  Загальне вікно програмного модулю реалізації МММА 
 
 
Рисунок 3.13 – Завантаження вхідних даних 
При натисненні на кнопку «Виконати» відбувається зчитування даних із 
вхідного файлу, виведення даних у відповідну область і запис покрокових 
результатів обчислень в область у правій частині вікна (рис. 3.15).  
 
 
Рисунок 3.14 – Зчитування даних із вхідного файлу та запис покрокових 
результатів обчислень  
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3.4. Розроблення обчислювального алгоритму та програмного модуля 
методу побудови інтегрованого показника даних 
 
Наведемо побудову обчислювального алгоритму методу інтегрованого 
показника даних на основі застосування підходу до відновлення цільових 
функцій, що наведено у 2.4 [59]. У загальному вигляді структура побудови 
апроксимуючих функцій виглядає наступним чином: 
1 2 3 1 2 3, , , ,i i i i       . 
Побудова обчислювального алгоритму складається з наступних етапів. 
♦ Нормування всіх вихідних величин до інтервалу [0; 1].  
Використовуємо мінімальні і максимальні значення кожної зі змінних: 
 
1 1
1 1 1 1
1 1
1 1
1 1 1 1
1 1
; [0,1]; ,
j j
j j j j
j j
x d
x x x D
d d

 

  

 
2 2
2 2 2 2
2 2
2 2
2 2 2 2
2 2
; [0,1]; ,
j j
j j j j
j j
x d
x x x D
d d

 

  

 
3 3
3 3 3 3
3 3
3 3
3 3 3 3
3 3
; [0,1]; .
j j
j j j j
j j
x d
x x x D
d d

 

  

 
 
І аналогічно для [ ], 1,iY q i m . 
♦ Визначення коефіцієнтів при поліномах Чебишова (2.13) – матриць 
  
Для визначення величини 
0q
b  можливі наступні варіанти: 
- 
0q
b  визначається середнім арифметичним значенням 
0
0 0
[1, ][1, ]
0 0
max [ ] min [ ]
, 1, ;
2
i i
i mi m
q
Y q Y q
b q k

 
 
    
- 
0iq
b  приймаються рівними нормованим значенням [ ], 1,iY q i m ; 
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- 
0q
b  визначається шириною інтервалу:  
0 0 0 0 0[1, ][1, ]
max [ ] min [ ] , 1, .q i i
i mi m
b Y q Y q q k

 
   
 
 
У загальному випадку для визначення   з (2.13) маємо систему рівнянь: 
1-й спосіб: 
1 1
1 1 1 1
1 1
3 32 2
2 2 2 2 3 3 3 3
2 2 3 3
*
1 1
0 0
* *
2 2 3 3
0 0 0 0
( ) ( [ ])
( [ ]) ( [ ]),
n P
ср j p p j
j p
n Pn P
j p p j j p p j
j p j p
Y q T x q
T x q T x q

 
 
   
 
 
 
   
 
1...q n  число рівнянь). 
Число невідомих: 1 1 2 2 3 3( 1) ( 1) ( 1)n P n P n P     , де 
1 2 3, ,n n n  — розмірності векторів 1 2 3, ,x x x ; 
1 2 3, ,P P P  — порядок (максимальний степінь для розрахунків) зміщених 
поліномів Чебишова. Зміщені поліноми Чебишова мають вигляд: 
*( ) (2 1)k kT x T x   (рекурентна формула); 
*
0 ( ) 0,5T x  . 
 
2-й спосіб: 
Не єдина система рівнянь для  , а окремо розв’язуються 3 системи для 
кожного 1 2 3, ,   , ліва частина скрізь однакова - середньозважені значення 
iY   
В програмі передбачаються обидва способи. 
♦ Визначення структури векторів 1 2 3, ,x x x  — матриць a . 
Після визначення матриць   обчислюються значення функцій  (2.12): 
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1
1 1 1 1 1 1
1
2
2 2 2 2 2 2
2
3
3 3 3 3 3 3
3
*
1 1 1 1
0
*
2 2 2 2
0
*
3 3 3 3
0
( ) ( ),
( ) ( ),
( ) ( ).
P
j j j p p j
p
P
j j j p p j
p
P
j j j p p j
p
x T x
x T x
x T x






 
 
 



 
Матриці a  визначаються з системи рівнянь (2.16) для кожної i -ї функції 
окремо 
1
1 11
1
2
2 22
2
3
3 33
3
( )
1 11
1
( )
2 22
1
( )
3 33
1
( ) ( [ ]),
( ) ( [ ]),
( ) ( [ ]),
n
i
i j jj
j
n
i
i j jj
j
n
i
i j jj
j
Y q a x q
Y q a x q
Y q a x q



 
 
 



 
 
де 1...q n  для всіх трьох систем рівнянь, а число невідомих визначається 
розмірностями векторів 1 2 3, ,x x x . У лівій частині цих рівнянь — нормовані 
табличні значення ( )iY q . 
 
♦ Визначення структури векторів функцій i  — матриць c  (2.19). 
Після знаходження a  обчислюються значення наступних функцій 1...q n ): 
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1
1 11
1
2
2 22
2
3
3 33
3
( )
1 1 1 11
1
( )
2 2 2 22
1
( )
3 3 3 33
1
( [ ]) ( [ ]),
( [ ]) ( [ ]),
( [ ]) ( [ ]).
n
i
i j jj
j
n
i
i j jj
j
n
i
i j jj
j
x q a x q
x q a x q
x q a x q



  
  
  



 
Зауваження. Функції 
iij
  для різних цільових функцій залишаються 
однаковими (в останніх формулах відсутня залежність від i ). 
І, нарешті, уточняється внесок кожної функції 1 2 3, ,i i i    у функції i : 
1 2 3 1 1 1 2 2 2 3 3 3( , , ) ( ) ( ) ( )i i i i i i ix x x C x C x C x       . 
Матриці c  визначаються для кожної i -ї функції окремо. Як і при визначенні 
a , у лівій частині рівнянь беруться нормовані вихідні значення ( )iY q . 
1 1 1 2 2 2 3 3 3( ) ( [ ]) ( [ ]) ( [ ])i i i i i i iY q C x q C x q C x q       
У кожній із i  систем рівнянь будуть три невідомих коефіцієнти 1 2 3, ,i i iC C C  
і ( 1... )n q n  рівнянь. 
♦ Перерахування коефіцієнтів отриманих багаточленів через 
зворотні формули нормування. 
На основі запропонованого обчислювального алгоритму розроблено 
програмний модуль мовою Python, що повною мірою відповідає вимогам і дає 
можливість розв’язувати задачі по побудові інтегрованого показника даних. 
Модуль підтримує можливість вибору вхідних даних: розмір вибірки, файл 
(.xlsx)  з вхідними та файл (.xlsx) для запису результатів, розмірності змінних та 
цільових функцій, тип поліномів тощо. 1Інтерфейс модуля побудови 
інтегрованого показника даних у вигляді програмного вікна наведено на 
рис.3.15. 
 
Користувачем задається наступна інформація;  
 кількість цільових функцій m; 
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 ваги цільових функцій; 
 вікна для розмірності векторів 1 2 3,  ,  ,  ix x x Y ; 
 вікна для вибору необхідного степеня поліномів векторів 1 2 3, ,x x x ; 
 вікна вибору різних видів поліномів: Чебишова, Лежандра, табір, Ерміта; 
 вікно «розмір вибірки», що передбачає можливість варіювання кількості 
вибірки; 
 вікно для файлу чисельних результатів; 
 вікно для графічного представлення результатів. 
 
 
 
Рисунок 3.15 –  Вікно програми з завданням  вихідних характеристик та 
отриманими результатами розв’язання задачі 
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Розв’язок несумісних систем на кожному рівні ієрархії знаходиться 
методом градієнтного спуску. При цьому виконується нормалізація вхідних 
даних та значень цільових функцій. Велика увага приділяється вибору степенів 
поліномів. Оскільки перебір усіх можливих степенів поліномів, навіть які не 
перевищують  є неможливим (потрібно запустити програму понад 515 
млрд. разів), були виведені деякі емпіричні правила, що допомогли зменшити 
кількість варіантів до 1.6 млн. (Позначимо відповідні степені ,i ilow high ), а 
саме: 
 При 50ihigh   точність погіршувалася через накопичувану похибку при 
операціях над великими матрицями. 
 Апроксимації поліномами із степенями від ilow  до ihigh  не сильно 
відрізнялися від поліномів зі степенями від ilow a  до ihigh a , тому ilow  
бралися із [0;4]. 
 За малих i ihigh low  результати також були погані, через те, що відповідні 
матриці були занадто «витягнутими», тому 7i ihigh low  . 
 Нарешті, перші дві змінні мали однакову розмірність, тому була висунута 
гіпотеза, що їх степені не повинні занадто сильно відрізнятись, тож 
1 2 10high high  . 
 Результати роботи програми наочно представлені у вигляді графіків: 
вхідних даних та апроксимуючих функцій. Також реалізована можливість 
визначити похибки оцінок. Потім виконується денормалізація вхідних даних 
і  значень відновлених функціональних залежностей. 
 
Наведемо приклад побудови інтегрованого показника даних. 
Надзвичайно важливу роль в фінансовій стабільності Західної України 
відіграє туризм, який приносить значний вклад у валовий регіональний продукт 
[105,106]. Оскільки саме валовий регіональний продукт є однією з 
найяскравіших економічних характеристик регіону, саме її було обрано для 
демонстрації впливу туризму на економічний стан (валовий регіональний 
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продукт у ринкових цінах визначається як сума валової доданої вартості усіх 
видів економічної діяльності, включаючи чисті податки на продукти). Для 
встановлення зв’язку між кількістю туристів (основна група), які офіційно 
обслуговуються суб’єктами підприємницької діяльності, побудуємо індикатор 
«валовий регіональний продукт» (ВРП). Додатково виділимо ще дві групи: 
«інвестиції» і «вплив економіки». Ієрархічна структура показника зображена на 
рис.3.16. 
 Рисунок 3.16 –  Структурна схема індикатору «валовий регіональний продукт» 
Для побудови були використані статистичні дані, що вказані у таблиці 3.1. 
Таблиця 3.1 
Дані для індикатора «Валовий регіональний продукт» (млн. грн.) 
Рік 1 2 3.1 3.2 4 
2004 9901 280 120 334856 108,1 
2005 12848 277 365 359609 112,6 
2006 16044 315 150 335322 109,8 
2007 20874 466 351 392709 115,6 
2008 27365 470 394 351235 123,3 
2009 27396 287 658 254203 114,8 
2010 32426 624 362 248750 109,6 
2011 38220 878 2198 239891 106 
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Після застосування підходу до відновлення функціональних залежностей, 
отримаємо наступний результат в графічному вигляді (рис.3.17) та вигляд 
відновленої функціональної залежності. 
 
 
 
Рисунок 3.17 – Графічний вигляд відновленої функціональної залежності для 
індикатору ВРП 
Нижче представлена відновлена функціональна залежність, яка була 
отримана після застосування відповідного підходу. 
1 11 1 21 2 31 3
ˆ ˆ ˆ ˆ( ) 0,632027 ( [ ]) 0,475251 ( [ ]) 0,12219 ( [ ]),Y q x q x q x q       
11 1 1 1
1 1
21 2 2 2
ˆ ˆ ˆ0,255397 ( [ ],0) 1,070321 ( [ ],1)-0,64839 ( [ ],2)
ˆ ˆ0,174672 ( [ ],3) 0,03823 ( [ ],4);
ˆ ˆ ˆ0,006153 ( [ ],0) 0,041748 ( [ ],1) 0,003642 ( [ ],2)
-
Poly x q Poly x q Poly x q
Poly x q Poly x q
Poly x q Poly x q Poly x q
      
   
       
2 2
31 3 3 3
3 3
ˆ ˆ0,00525 ( [ ],3) 0,000732 ( [ ],4);
ˆ ˆ ˆ0,109355 ( [ ],0) 0,62659 ( [ ],1)-0,83649 ( [ ],2)
ˆ ˆ0,333664 ( [ ],3)-0,05245 ( [ ],4).
Poly x q Poly x q
Poly x q Poly x q Poly x q
Poly x q Poly x q
  
      
  
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Відновлена функція (жирна лінія на графіку) досить точно характеризує 
динаміку зростання валового регіонального продукту Західної  України. 
Оперуючи такими даними, можливо коригувати політику та стратегію 
розвитку регіону, підтверджуючи свої рішення наочними даними. Хоча, для 
прийняття обгрунтованих рішень необхідна робота над групами даних і їх 
складом разом з експертами у кожній галузі для врахування максимальної 
кількості релевантних даних, що надає можливість для обґрунтованої 
декомпозиції вершин когнітивної карти на логічні групи та їх підгрупи, а 
також, їх агрегування. Безперечно, варто також зважати на те, що статистика за 
всіма необхідним даним навряд чи буде доступна в відкритому доступі, чи 
взагалі її може не бути у наявності, оскільки ряд служб працює незлагоджено, 
що й призводить або до втрат необхідної інформації або до її дублювання. 
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3.5. Розроблення обчислювального алгоритму та програмного модуля 
когнітивного моделювання 
З наведених у підрозділі 2.3 теоретичних засадах когнітивного 
моделювання випливає, що процес моделювання починається з розроблення 
моделі когнітивної карти, з розроблення когнітивної карти об’єкта [8,79,89,90]. 
Етапи традиційного когнітивного моделювання наступні. 
5. Визначення початкових умов, тенденцій, що характеризують 
розвиток ситуації щодо адекватності модельного сценарію реальної 
ситуації, що підсилює довіру до результатів моделювання. 
6. Задання цільових бажаних напрямків (збільшення, зменшення) і 
навантаження (слабо, сильно) зміни тенденцій процесів у ситуації. 
7. Вибір комплексу заходів (сукупності факторів, що зв’язуються), 
визначення їх можливої і бажаної сили і направленості дій (заходів, 
факторів) на ситуацію, силу і направленість котрих необхідно 
визначити. 
8. Вибір спостережуваних факторів (індикаторів), які характеризують 
розвиток ситуації, здійснюється в залежності від цілей аналізу й 
бажання користувача. 
Було запропоновано обчислювальний алгоритм та створено програмний 
модуль  побудови та аналізу когнітивної моделі зі зручним та простим 
користувацьким інтерфейсом [110,111]. Обчислювальний алгоритм та 
програмний модуль  передбачають перевірку структурної стійкості, стійкості за 
початковим значенням та за збуренням, для чого необхідно перейти на вкладку 
«Цикли та стійкість». Для визначення структурної стійкості використовується 
критерій відсутності парних циклів (всі цикли і їх тип зображуються у вікні). 
Для визначення стійкості за початковим значенням та за збуренням 
використовується критерій Ляпунова, тобто система є стійкою за початковим 
значенням якщо  та за збуренням, якщо , де  - власні 
числа матриці зв’язності. 
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При аналізі когнітивної карти процедура отримання структурної стійкості 
виконується шляхом виділення в ній парних і непарних циклів. Парний цикл 
(позитивний зворотній зв'язок) має позитивний добуток знаків всіх вхідних у 
нього дуг, непарний (негативний зворотній зв'язок) - негативний. Парний цикл 
є найпростішою моделлю структурної нестійкості, так як будь-яка початкова 
зміна параметру в будь-якій його вершині призводить до необмеженого росту 
модуля параметрів вершин циклу. Будь-яка зміна параметра будь-якої вершини 
непарного циклу призводить лише до осциляції параметрів вершин. 
Наведемо процедуру структурної стійкості. 
• На початку процедури  знаходяться усі парні цикли: 
                                 
                                                   … 
                                                   
                                                    … 
                                                    
• Знаходиться  найбільш повторюваний фактор у циклах 
   
• Розбивається  знайдений  фактор даних на 2 некорельовані під-фактори. 
 
 
Розбиття відбувається на основі  залучення процедури інтегрованого показника 
даних. Повертаємося на 1-й етап. 
Алгоритм застосовується для кожної вершини графу. Вершину, для якої  
застосовується алогритм, позначимо X. Шлях позначимо P. Множину 
знайдених циклів позначимо S. 
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Крок 0. Перевіряємо, чи є в шляху P цикли. Якщо там наявні цикли, то ця гілка 
обрізається, а цикл записується у множину циклів S. 
Крок 1. Шукаємо всі вершини, до яких є шлях з вершини Х. Позначимо їх xi. 
Виконуємо наступні кроки для кожної xi. 
Крок 2. Перевіряємо, чи є цикл, що починається зі шляху X-> xi. Якщо такого 
немає, переходимо на Крок 3, в іншому випадку ця гілка обрізається. 
Крок 3. Виконуємо Крок 0 для вершини xi_та шляху (P-> xi). 
Алгоритм зображено блок-схемою, що наведена на рис.3.18. 
  
Рисунок 3.18 –  Блок-схема процедури отримання структурної стійкості 
 
У створеному програмному модулі реалізовано наступні можливості 
обробки даних: завантаження та збереження файлів з даними, додавання та 
видалення вершин графу, а також зміна зв’язків між наявними вершинами, 
проведення процедур чисельної та структурної стійкості [44-48,110,111].  
Після завершення редагування матриці зв’язності необхідно натиснути 
кнопку «Прийняти зміни» та «Відобразити граф» для побудови когнітивної 
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моделі у вигляді графу. Для більшої зручності та легкості інтерфейсу назви 
вершин та ваги ребер графа відображаються у вигляді спливаючих підказок при 
наведенні на відповідний елемент.  
Для більш детального представлення обчислювального алгоритму та 
програмного модуля розглянемо процедуру когнітивного моделювання на 
прикладі розвитку ринку композиційних матеріалів до 2020 року. В результаті 
обробки експертної інформації за допомогою методу Делфі було виявлено, що 
найбільш перспективною областю застосування композиційних матеріалів є 
побутовий сектор. Тому для подальшого когнітивного моделювання оберемо 
саме цю область. Визначимо для цієї області фактори аналізу та основного 
впливу. Усі фактори були умовно поділені на наступні категорії: базові 
фактори, зовнішні фактори, керуючі фактори – потенційно можливі важелі, 
фактори-наслідки, індикатори – наслідки, які відображують і пояснюють 
розвиток процесів. 
Базові фактори: 
 – об’єм виробництва; 
 – об’єм попиту; 
 – ефективність застосування; 
 – ступінь відношення до області. 
Зовнішні фактори: 
 – ринок традиційних матеріалів; 
 – науково-технічний прогрес. 
Керуючі фактори: 
 – виробничі потужності; 
 – рівень розвитку бізнесу; 
 – рівень заможності покупців. 
Фактори-наслідки: 
 – необхідність пошуку нових застосувань традиційних матеріалів; 
 – необхідність переобладнання заводів. 
Спостережувані фактори (індикатори): 
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 – рівень використання композиційних матеріалів; 
 – рівень ефективності матеріалів, які використовується. 
Звісно, можливі інші варіанти групування факторів за категоріями. Проте,  
на нашу думку, таке групування є досить зручним для аналізу загальних 
тенденцій і процесів в даній сфері. На основі даних експертного оцінювання та 
визначеного сценарію розвитку було сформовано матрицю суміжності моделі 
об’єкту, що наведена у табл.3.2. 
Таблиця 3.2 
Матриця суміжності моделі об’єкту 
 X
1 
X
2 
X
3 
X
4 
X
5 
X
6 
X
7 
X
8 
X
9 
X
10 
X
11 
X
12 
X
13 
X
1 
0 0 0 0 -
0,1 
0 0 0 0 0 0
0,2 
0 0 
X
2 
1 0 0
0,8 
0
0,9 
-
0,5 
0 0
0,4 
0 0 0 0 0
0,6 
0 
X
3 
0 0 0 0
0,6 
-
0,2 
0 0 0 0 0 0 0
0,4 
0 
X
4 
0 0
0,1 
0
0,3 
0 0 0 0 0 0 0 0 0
0,2 
0 
X
5 
0 -
0,5 
0 0 0 0 0
0,2 
0 0 0 0 -
0,4 
0 
X
6 
0 0 0
0,6 
0
0,2 
0 0 0 0 0 0 0
0,3 
0 0
0,6 
X
7 
1 0 0 0 0
0,2 
0 0 0 0 0 0 0 0 
X
8 
0 0 0 0 0 0 0
0,2 
0 0
0,4 
0 0 0 0 
X
9 
0 0
0,7 
0 0 0 0 0 0
0,5 
0 0 0 0 0 
X
10 
0 0 0 0 -
0,3 
0 0 0 0 0 0
0,4 
0 0 
X
11 
-
0,2 
0 0 0 0 0
0,2 
0 0 0 0 0 0 0 
X
12 
0 0 0
0,7 
0
0,6 
-
0,7 
0 0 0 0 0
0,4 
0 0 0
0,3 
X
13 
0 0 0 0 0 0 0 0
0,2 
0 0 0 0 0 
 
Після когнітивної структуризації здійснюється розробка неформального 
опису знань про предметну область, котру можна наглядно зобразити у вигляді 
схеми, графа, матриці, а також таблиці чи тексту. Наведемо на рис. 3.19 
графічне представлення когнітивної карти (біля кожної вершини вказаний 
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номер, який відповідає номеру фактора; біля кожної дуги вказана її вага; синя 
дуга – негативний зв’язок, червона – позитивний ): 
 
 
 
Рисунок 3.19 –  Представлення когнітивної карти у вигляді зваженого 
орієнтовного графу 
Для оцінки стійкості розвитку об’єкту дослідження приймається наведена 
в підрозділі 2.3.2 система критеріїв. При дослідженні стійкості зваженого 
орієнтовного графа - когнітивної карти - досліджується стійкість за значенням і 
стійкість по збуренню системи в міру її еволюції. Структурна стійкість системи 
може бути встановлена шляхом аналізу циклів когнітивної карти. 
Для безпосередньої перевірки стійкості когнітивної карти було  
реалізовано програмний продукт в середовищі MatLab.  Після передачі на 
аналіз текстового файлу із матрицею суміжних відношень, програма відображає 
цю матрицю та пропонує побудувати графічне зображення когнітивної карти, 
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або виконати аналіз когнітивної карти на структурну стійкість, стійкість по 
збуренню та стійкість за початковим значенням. Інтерфейс програми має 
вигляд, що наведено на рис. 3.20. 
 
Рисунок 3.20 – Інтерфейс програми когнітивного моделювання 
Якщо натиснути на кнопку «Побудувати граф», то відкриється нове вікно 
із графічним представленням когнітивної карти (рис. 3.21).  
Для графічного відображення когнітивної карти використано метод grPlot 
пакету Graph Theory Toolbox версії 1.3 для MatLab, що був розроблений 
харківським науковцем, професором НТУ «ХПІ» Ігліним С.П. Вище названий 
програмний пакет знаходиться у вільному для завантаження доступі за 
наступним посиланням: http://www.mathworks.com/matlabcentral/fileexchange/4266-
grtheory-graph-theory-toolbox/  
Когнітивна карта у програмі представлена у вигляді матриці суміжності, 
причому є наявна можливість редагувати цю матрицю в режимі реального часу, 
тобто безпосередньо під час роботи програми. При цьому зміни враховуються 
при подальшій побудові графу або подальших розрахунках характеристик 
системи. Тому, для побудови графу достатньо натиснути на кнопку 
«Побудувати граф» на початковому вікні програми. Після цього, автоматично 
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викликається пакет для побудови графу, і з’являється нове вікно із графічним 
зображенням когнітивної карти. Якщо виявилось, що певні зв’язки потрібно 
видалити або змінити їхні значення, то для цього змінюємо відповідні значення 
в матриці суміжності, яка представлена таблицею на головному вікні. 
Наприклад, видалимо зв’язок «10-5»: 
 
Рисунок 3.21 – Представлення когнітивної карти з видаленим зв’язком «10-5» 
Якщо порівняти рисунки (3.19) і (3.21), то можна побачити, що на першому із 
них є  негативний зв’язок «10-5», а на другому вже немає.  
Якщо необхідно видалити не зв’язок, а вершину, то потрібно діяти 
наступним чином. Оскільки безповоротне видалення вершини в деяких 
ситуаціях може ускладнити подальше моделювання, то пропонується виконати 
еквівалентну дію – видалити усі зв’язки із цією вершиною. Таким чином, після 
відповідних операцій, як видно з рис. 3.22, вершина «12» стала ізольованою та  
не несе ніякого інформативного навантаження. 
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Рисунок 3.22 –  Представлення когнітивної карти з процедурою видалення 
вершини  
 
Рисунок 3.23 –  Приклад роботи програми зміни ваги зв’язку між 
вершинами «9-2» із значення 0,7 в значення -1 
Ще одним прикладом роботи програми може бути зміна ваги зв’язку між 
вершинами. Для наочності, змінимо вагу зв’язку «9-2» із значення 0,7 в 
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значення -1. Для перевірки об’єкту на стійкість потрібно натиснути на кнопку 
«Дослідити на стійкість». Результати роботи програми наведені на рис. 3.24. 
 
Рисунок 3.24 –  Результати роботи програми процедури «дослідження на 
стійкість» 
Як видно із скріншота програми (рис.3.24), система виявилась нестійкою 
у всіх сенсах. Система не є чисельно стійкою, оскільки максимальне власне 
число по модулю є більшим за одиницю. Для досягнення чисельної стійкості 
системи, необхідно зменшити зв’язок між деякими факторами таким чином, 
щоб модуль максимального власного числа був меншим за 1. Для зручності 
моделювання чисельної стійкості до графічного інтерфейсу додано панель 
власних чисел, у якій виводяться усі модулі власних чисел матриці суміжності, 
причому вони відсортовані за спаданням. Система не є структурно стійкою, 
тому що наявні три парні цикли. Як відомо, парні цикли призводять до 
необмеженого росту модуля параметрів вершин цього циклу. Для досягнення 
структурної стійкості системи, необхідно видалити всі парні цикли. У даній 
системі наявні 3 парні цикли. Для видалення даних циклів користувач повинен 
на панелі матриці суміжності виправити або видалити відповідні зв’язки. 
Наприклад, при повторному аналізі виявлено, що вплив X4 («Ступінь 
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відношення до області») на X12 («Рівень використання композиційних 
матеріалів») є більшим ніж зазначено раніше.                                                             
Наступною задачею є приведення системи до стійкого функціонування. 
Це реалізується шляхом видалення зв’язків, які призводять до утворення 
парних циклів, а також зменшенням зв’язку між факторами. При видаленні 
зв’язків, потрібно опиратись на значущість вершин, вплив ребер, когнітивну 
карту та приведені цикли. Після проведеного аналізу зрозуміли, що видаленням 
зв’язків не можна одночасно досягнути структурну стійкість та зберегти 
адекватність когнітивної карти. Оскільки значна частина парних циклів 
проходить через вершину , було вирішено приділити їй більше уваги. При 
залученні процедури інтегрованого показника даних, формалізація та реалізація 
якого наведена у розділах 2.4 та 3.4, запропоновано замість вершини  
ввести дві нові вершини:  — рівень використання КМ з неметалевою 
матрицею та  — рівень використання КМ з металевою матрицею. Тобто  
розділили композиційні матеріали на два підтипи. Це дозволило більш точно 
відобразити взаємозв’язки між факторами та впливи між ними. Також, із 
отриманої матриці суміжності можна побачити, що найбільш негативно 
впливає вершина  — ринок традиційних матеріалів , тому зменшено вплив 
зв’язку  із -0,5 на -0,2. Також пріоритетною задачею є підвищення 
ефективності використання, тому збільшено вагу зв’язку  із 0,2 на 0,3. 
Як бачимо із результатів роботи, що наведені на рис.3.25, після описаних вище 
перетворень парні цикли залишились, проте їх стало менше.  
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Рисунок 3.25 –  Матриця суміжності після розділення вершини  на дві 
вершини:  та  
 
Змінимо ваги зв’язку 5-2 із -0,5 на -0,2 та вагу зв’язку 4-12 із 0,2 на 0,3. 
Після зроблених маніпуляцій у карті залишилось два парні цикли, причому 
вони проходять через зв’язок 10-5: «Вплив необхідності пошуку нових 
застосувань традиційних матеріалів на Ринок традиційних матеріалів». 
Оскільки даний зв’язок не є пріоритетним у даній задачі, то його можна 
видалити. Отже, як бачимо із рис. 3.26, ми позбавились від усіх парних циклів, 
та когнітивна карта, що наведена на рис.3.27, стала структурно та чисельна 
стійкою. Таким чином поступово виконується когнітивне моделювання. 
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Рисунок 3.26 –  Результати роботи програми досягнення структурної та 
чисельної стійкості 
 
Рисунок 3.27 –  Графічне представлення структурно стійкої системи 
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Оскільки метою даного дослідження був пошук шляхів управління 
ситуацією з метою переходу від початкового нестійкого стану до бажаного 
стійкого, то сформулюємо відповідний сценарій розвитку. 
По-перше, варто відзначити, що основним фактором, який негативно 
впливає на ринок композиційних матеріалів — є ринок традиційних матеріалів. 
Тому потрібно не лише впроваджувати композиційні матеріали в новітніх 
розробках, а й намагатись заміщувати традиційні матеріали в їхніх основних 
напрямках застосування. 
По-друге, потрібно запровадити нові масові шляхи виробництва 
композиційних матеріалів, з метою здешевлення їхнього виготовлення, тим 
самим зменшивши ціну на них. Таким чином потрібно досягти збільшення 
об’єму попиту до такого рівня, щоб динаміка ринку традиційних матеріалів не 
могла порушити стійкість ринку композиційних матеріалів. 
Насамкінець, потрібно спростити інтеграцію композиційних матеріалів у 
вже існуючу техніку, обладнання та побутові речі. Такими діями необхідно 
підвищити ефективність композиційних матеріалів, з метою підвищення їхньої 
конкурентоздатності. 
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      3.6. Висновки до третього розділу  
 
В третьому розділі наведено алгоритмічне та програмне забезпечення 
застосування запропонованого системного підходу до розв’язання задач 
розвитку соціально-економічних систем на основі застосування методологій 
передбачення та когнітивного моделювання. Реалізація системного підходу 
представлена у вигляді двоетапної моделі (рис.2.1), де на етапі передбачення 
по-перше залучаються методи сканування, STEP аналізу, мозкового штурму, 
SWOT аналізу, що дозволяє за допомогою експертного оцінювання виявити 
критичні технології в економічних, соціальних, екологічних, технічних, 
технологічних, інформаційних та інших напрямках. На наступному кроці 
передбачення залучаються методи якісного аналізу такі як методи Делфі, 
перехресного аналізу, морфологічного аналізу, обчислювальні алгоритми для 
яких розроблено та представлено у складі «Інформаційної платформи 
сценарного аналізу», що побудована в ІПСА [20].  
Створено програмний продукт, що призначено для побудови моделі 
SWOT-аналізу об’єкта та підтримує всі необхідні для проведення SWOT-
аналізу процедури, моделі і методи. Запропоновано програмний модуль 
формування узгоджених експертних оцінок за методом Делфі. Після 
проведення процедури формування узгоджених експертних оцінок та аналізу їх 
узгодженості з метою підвищення рівня обґрунтованості експертних суджень 
метод Делфі передбачає проведення другого туру. Наводиться програмний 
модуль реалізації модифікованого методу морфологічного аналізу на основі 
запропонованого алгоритму. Цей метод поєднує два якісно різних етапи 
морфологічного дослідження. Двоетапна процедура МММА є найбільш 
придатною для застосування в процесі передбачення, оскільки її етапи 
фактично відповідають основним етапам процесу передбачення – системний 
аналіз предметної галузі і виробка рекомендацій для прийняття рішень на 
основі проведеного аналізу. 
Розроблено програмні модулі методів якісного аналізу, при залученні 
яких отримано кількісні характеристики, що є вихідними даними для 
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початкової ітерації когнітивного моделювання. Наведено обчислювальний 
алгоритм та програмний модуль побудови інтегрованого показника даних у 
вигляді ієрархії моделей відновлення функціональних залежностей при 
дискретно заданих вибірках, що корисно застосовувати, коли вихідна 
інформація для когнітивного моделювання задається у статистичній формі у 
вигляді окремих логічних груп.  
На другому етапі для побудови шляхів реалізації тієї чи іншої 
альтернативи сценарію залучається методологія когнітивного моделювання. 
Наведено обчислювальний алгоритм та його реалізацію у вигляді програмного 
комплексу зі зручним та простим користувацьким інтерфейсом, що включає 
наступні модулі: завантаження та збереження файлів з даними, побудову 
когнітивної моделі, перевірку структурної стійкості, стійкості за початковим 
значенням та за збуренням, додавання та видалення вершин графу, залучення 
інтегрованого показника даних, а також зміна зв’язків між наявними 
вершинами.  
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Розділ 4. РОЗВЯЗАННЯ СОЦІО-ЕКОНОМІЧНИХ ПРОБЛЕМ 
УКРАЇНИ НА ОСНОВІ СИНТЕЗУ МЕТОДОЛОГІЙ ПЕРЕДБАЧЕННЯ 
ТА КОГНІТИВНОГО МОДЕЛЮВАННЯ 
 
Розвиток світової економіки в період до 2020 року відзначатиметься 
впливом ряду чинників і мегатрендів, що призведуть до істотних змін 
загальної картини світової економіки та модифікації форм її організації. 
Враховуючи місце України на зламі західноєвропейської та 
східноєвропейської християнської цивілізації, формування нової глобальної 
архітектури ставить Україну перед жорсткими геополітичними, 
геостратегічними та геоекономічними викликами, відповіді на які вона має 
знайти саме у період до 2020 року [18,70,127]. 
Світовим центром даних з геоінформатики і сталого розвитку 
(http://wdc.org.ua/) Міжнародної Ради з науки (ICSU) при Національному 
технічному університеті України «Київський політехнічний інститут ім. Ігоря 
Сікорського» та Інституті прикладного системного аналізу МОН України та 
НАН України (ІПСА) виконано друге дослідження «Форсайт економіки 
України на середньостроковому (2015–2020 роки) і довгостроковому (2020–
2030 роки) часових горизонтах» [24]. Було виявлено та описано галузі, що 
можуть стати головними   драйверами або локомотивами такого розвитку:  
створення нових речовин і матеріалів, інформаційно-комунікаційні технології, 
військово-промисловий комплекс, високотехнологічне машинобудування та 
інші – усього  десять позицій.   
В цьому розділі досліджено спроможність розробленого математичного 
та програмного забезпечення до розв’язання проблем стосовно виявлених 
пріоритетних галузей та досліджено низку задач щодо соціально-економічних 
систем в межах виявлених галузей, що можуть стати головними драйверами, 
або локомотивами бажаного розвитку [17,19, 40-50, 67,105-111]. 
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4.1. Виявлення пріоритетних галузей економіки України до 2020року 
на основі SWOT-аналізу та когнітивного моделювання 
 
Для виявлення пріоритетних галузей економіки України до 2020року 
спочатку було застосовано метод SWOT-аналізу.  
Для цього на попередньому етапі було досліджено стан сучасної 
економіки України, а саме  оцінка поточних можливостей, потреб та ресурсів 
країни, визначення інвестиційного потенціалу, виділення стратегічно 
важливих галузей сьогодні тощо. Також був розглянути зовнішній вплив, а 
саме економічні тенденції, стратегії та інвестиційні мотивації світової 
економіки та, безпосередньо, України. 
Після проведеного дослідження були виокремлено найбільш вагомі, на 
нашу думку, характеристики, що наведені у табл.4.1. 
Таблиця 4.1. 
Виявлення сильних характеристик 
Сильні сторони: 
 
S1 Вигідне торгівельне географічне положення 
S2 Великий запас природних ресурсів для різних галузей 
S3 Зручне географічне положення для розвитку електроенергетичної промисловості 
S4 Розвинена мережа АЕС 
S5 Суттєво розвинена переробна промисловість 
S6 Висока якість товарів легкої промисловості 
S7 Присутність товарів легкої промисловості на європейському ринку 
S8 Високий рівень розвитку харчової промисловості, її вихід на світовий ринок 
S9 Відродження оборонної промисловості, її вдосконалення 
  
S11 
Висока якість і відповідність міжнародним стандартам українських розробок у 
прогресивній сфері композитних матеріалів 
S12 Різноманітна галузева структура машинобудування 
S13 Володіння макротехнологією авіабудування 
S14 Великі запаси марганцевої руди (майже 80% усіх європейських запасів) 
 Відомо, що Україна – потенційно багата держава, входить у число 
провідних мінерально-сировинних держав світу, за якісним складом і 
продуктивності сільгоспугідь вважається однією з найбагатших, займає 
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передові позиції у ядерній енергетиці, входить до п'ятірки країн-розробників 
програмного забезпечення по аутсорсинговим схемам  тощо. Всі ці фактори 
так чи інакше безумовно впливають на майбутнє нашої країни, та, 
безсумнівно, на можливості розвитку її економіки. Проте, на превеликий 
жаль, виділених на цей час слабких сторін сучасної економіки в цілому та 
окремих її галузей виявилось навіть більше (табл.4.2). Цих характеристик 
реально позбутися. Якщо розумно використовувати сильні характеристики і 
реалізовувати всі існуючі можливості для країни (табл.4.3), то з часом  
Таблиця 4.2. 
Виявлені слабкі сторони (weaknesses) 
Слабкі сторони: 
W1 Низька якість економічної інфраструктури 
W2 Низька інвестиційна привабливість країни у зв’язку з соціально-політичним становищем 
W3 Політична та соціальна нестабільність 
W4 Різка девальвація національної валюти 
W5 
Застаріла матеріальна база і невикористання нових технологій практично у всіх сферах. 
(Невідповідність стану більшості підприємств новітнім стандартам виробництва.) 
W6 Низька орієнтованість освіти на промисловість 
W7 Нераціональне використання природних ресурсів 
W8 Низька кваліфікація більшості трудових кадрів 
W9 Високий рівень корупції 
W10 Нераціональна приватизація 
W11 
Підприємств основних галузей промисловості (хімічна, електроенергетика , металургія,  
вуглевидобування, машинобудування) знаходиться у зоні конфлікту на Сході України 
W12 Суттєве і постійне зниження об’ємів виробництва металургійної галузі 
W13 Слабкий рівень розвитку внутрішнього ринку металургійної промисловості 
W14 Міграція трудових ресурсів на постійне місце проживання за кордон 
W15 Сильна залежність і орієнтованість промисловості на торгові відносини з РФ 
W16 
Невідповідність європейським стандартам і недостатня конкурентоспроможність 
продукції на європейському ринку 
W17 Підняття тарифів на розробку газових родовищ глибиною до 5 км. 
W18 Залежність певних галузей від імпорту сировини 
W19 Незамкненість виробничих циклів більшості галузей виробництва 
W20 Втрата найбільшого імпортера продукції — РФ 
W21 
Занепад легкої промисловості (низька конкурентоздатність, проблеми кредитування 
галузі, скорочення споживчого попиту, система оподаткування) 
W22 Недостатнє вивчення окремих питань виготовлення композитів  
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Таблиця 4.3. 
Виявлені можливості (opportunities) 
Можливості: 
O1 Залучення інвестицій та розвиток бізнесу з іноземним капіталом 
O2 Зменшення адміністративних бар’єрів для входу на ринок та вільного інвестування 
O3 Переорієнтація старих підприємств, модернізація технологічних процесів 
O4 Експорт високоякісних товарів АПК 
O5 Тісне співробітництво бізнесу та освіти 
O6 
Високий потенціал існуючих трудових ресурсів у ресурсоємних (металургія, оборонний 
комплекс) та наукоємних ( точне машинобудування, атомна енергетика) галузях 
O7 Розширення міжнародних зв’язків 
O8 Створення замкнених циклів виробництва у різних галузях промисловості 
O9 Використання екологічно чистих матеріалів та технологій 
O10 Максимальна переорієнтація на власне виробництво у всіх сферах промисловості 
O11 Розвиток середнього та малого бізнесу через їх високу мобільність 
O12 Розробка механізмів для боротьби з корупцією 
O13 Здійснення професійної приватизації та обмеження монополізму на ринках 
O14 Розробка власних нафтових та газових родовищ 
O15 
Потрібен великий обсяг металургійного виробництва для відновлення інфраструктури 
східного регіону України після воєнних дій 
O16 Збільшення експорту товарів легкої промисловості 
O17 Розвиток ресурсозбережних та безвідходних технологічних процесів у виробництві 
O18 Легка промисловість здатна надавати багато робочих місць для населення 
O19 Готовність інвесторів інвестувати в українську металургію в 2016–2018 рр. у разі 
припинення воєнно-політичного конфлікту на Сході України 
O20 Планується підвищення цін на залізорудну сировину на світовому ринку на 7–9%, що 
призведе до додаткових надходжень до бюджету 
O21 Реконструкція таких промислових центрів, як Дніпропетровськ і Харків 
O22 Налагодження ближчих торгових відносин із Польщею, Білоруссю, Німеччиною, 
Францією 
O23 Можливість диверсифікації поставок атомного палива (співпраця з американською 
компанією Westinghouse) 
O24 Самостійне (без міжнародної кооперації) виготовлення композитних матеріалів 
O25 Високий попит на продукцію композитного виробництва через її унікальні 
характеристики (напр., вуглець-вуглецевий композитний матеріал). 
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можливо не лише компенсувати слабкі сторони, а й перетворити їх з недоліків 
в переваги. Україна – одна з небагатьох держав, яка має безліч можливостей 
для свого розвитку за сприятливих умов. 
 Безперечно, існує ряд факторів, які гальмують розвиток економіки в 
державі, а деякі навіть спричиняють її занепад. Виділимо ряд загроз (табл.4.4), 
які, на нашу думку, є найбільш гострими сьогодні.  
Таблиця 4.4. 
Виявлені загрози (treats) 
Загрози: 
T1 Можливість повного розриву торгівельних зв’язків із РФ 
T2 Загроза довготривалого воєнного конфлікту 
T3 Виснаження матеріальних ресурсів основних галузей промисловості 
T4 Ймовірність окупації південних та східних районів України 
T5 Наявність сейсмоактивних геологічних зон у Прикарпатті 
T6 Втрата виробничих потужностей на Сході України (металургія, хімічна тощо) 
T7 
Підвищена зацікавленість іноземних інвесторів у сфері побудови на території країни 
забруднюючих підприємств хімічної промисловості 
T8 Повільне відновлення об'єктів промисловості на Сході України 
T9 Економічна слабкість, висока ймовірність дефолту країни 
T10 Низький рівень закордонної довіри до якості продукції 
T11 Висока конкуренція на світовому ринку товарів та послуг 
T12 
Зниження експортних потужностей металообробної промисловості внаслідок встановлення 
зовнішніх лімітів (квот) на експорт 
T13 
Загроза чималих збитків для української металургійної галузі внаслідок агресивної політики Китаю 
у виробництві металопродукції 
Т14 Відплив інвестиційних капіталів з України 
 
При залученні експертів на основі представлення складових SWOT-матриці 
була побудована матриця співставлення компонентів SWOT-аналізу (табл.4.5). 
Результати, що отримані при залученні обчислювального алгоритму методу 
SWOT-аналізу, що наведено у розділі 3.1., представлено в табл. 4.6. 
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Таблиця 4.5                              
Матриця зіставлення компонентів SWOT-аналізу                         
  T1 T2 T3 T4 T5 T6 T7 T8 T9 T10 T11 T12 T13 T14 O1 O2 O3 O4 O5 O6 O7 O8 O9 O10 O11 O12 O13 O14 O15 O16 O17 O18 O19 O20 O21 O22 O23 O24 O25 
S1 0,8 0,3  0,5     0,4 0,7  0,4 0,4 0,3 1  1 1   1   0,5 1  0,6 1  1  0,7   1 1 0,7 1 1 
S2 0,5 0,3 0,2 0,3  0,2  0,2 0,3 0,4 0,4  0,2 0,4 1  1 0,5  0,6  1  0,9 1  0,9 1 0,9  0,8 0,5 1 0,9 1 0,8 0,5 1 1 
S3   0,2  0,5 0,5   0,2    0,2 0,3 1  0,9     0,2 0,3 1    1   0,8    0,2 1     
S4  0,4 0,3  0,7 0,4  0,4 0,2       0,5     0,8  0,5 0,5 1       0,5 1   0,1  0,2    
S5       0,4       0,2 0,8  1 0,8    1  0,6    1 1  1 0,5    0,7 0,3 0,6 0,7 
S6 0,4         0,5 0,5   0,6 1  1 0,7    1  0,8 0,8  0,6   1 0,4 0,7    0,5 0,4    
S7 0,5        0,3 0,5 0,4   0,6 1  1 1   1 1  0,8 0,8  0,8   1  0,9    0,5 0,3    
S8 0,5        0,3 0,5 0,5   0,1 1  1 1   0,8 1  1 1  0,7         1 0,2    
S9 0,7 0,9 0,5 0,9  0,6  0,3 0,5 0,4 0,5 0,7 0,5 0,8 1  1  0,9 1 0,8 1  1     1      1 0,8 0,4 0,6 0,6 
S10 0,5 0,5 0,3 0,2  0,4  0,5 0,5 0,5 0,5 0,4 0,5 0,5 0,4  0,2  0,9 0,8  0,8       1  1   0,4 1 0,9 0,1 1 1 
S11 0,1  0,5   0,4  0,3 0,5 1 0,6 0,5 0,7 0,6 1  0,6  0,5 0,6  1 0,4 0,6   0,6  0,4  0,2  1  0,4 0,3  1 1 
S12 0,5 0,4 0,5 0,4  0,4  0,5 0,5 0,5 0,5 0,4 0,5 0,4 0,5  0,3 1  0,5  0,7  0,5    0,7 0,7  0,7  0,9  0,8 0,7 0,3 0,7 0,6 
S13 0,6 0,3 0,2   0,3  0,2 0,4 0,5 0,4 0,6 0,6 0,6 1  0,7  0,8 0,5  1  1       0,2    0,7 0,6 0,3 0,5 0,3 
S14 0,5         0,5 0,4 0,4 0,3   0,5 0,4 0,4 0,3 1  0,3   0,3  0,5  1 0,7    0,5  0,5  0,9   1 0,3    
W1   0,2     0,9 1 0,8 0,7 0,1 0,3 0,8 0,6 0,3 0,5 0,4 0,3 0,3 0,3 0,3 0,2 0,3       0,4 0,6   0,4   0,5 0,3 0,5 0,4   0,1 0,6 
W2 0,3     0,2 1 1 1 0,9 0,9 0,1  1 0,8 0,5 0,4 0,4 0,3 0,2 0,8 0,1 0,3 0,2 0,7 0,3       0,8 0,2 0,7 0,7  0,6 0,7 
W3 1 0,9  0,8  0,7  1 1 1 1 0,6 1 1 0,8 0,5 0,4 0,4 0,3 0,2 0,8 0,1 0,3 0,2 0,7 0,3       0,8 0,2 0,7 0,7  0,5 0,5 
W4       0,4 1 1  0,3   0,5 0,5 0,3 0,6 0,7 0,3 0,3 0,5 0,5 0,5  0,6   0,3 0,3  0,5 0,5 0,5   0,5 0,5 0,1   
W5   1    0,3 0,6 0,7 0,9 1   0,6 0,7 0,3 0,5 0,6 0,3 0,5 0,5 0,6 0,3 0,7 0,3   0,5 0,6 0,5 0,6 0,5 0,7  0,5 0,6 0,5 0,8 0,7 
W6   0,1     0,1   0,1   0,1 0,5  0,5 0,4 0,6 0,6 0,5 0,5 0,5 0,4 0,3 0,3  0,3 0,3 0,3 0,3 0,2 0,3  0,3 0,2  0,3   
W7   0,4   0,1 0,6  0,1  0,2   0,6 0,1  0,3 0,2     0,4 0,3    0,2 0,3    0,1 0,3 0,2 0,1  0,1   
W8   0,2     0,3 0,1 0,6 0,2   0,9 0,4  0,5 0,5 0,3 0,6 0,5 0,6 0,4 0,5    0,5 0,5 0,4 0,5 0,3 0,3  0,3 0,3  0,1 0,1 
W9   0,6     0,7 1 0,1    1 0,7 0,7 0,7 0,4 0,5 0,3 0,7 0,3 0,3 1 0,7 0,2 0,6 0,3 0,4 0,3 0,4 0,3 0,7  0,4 0,7 0,5    
W10   0,4    0,2 0,5 0,7  0,3   0,8 0,6 0,5 0,5 0,3   0,6 0,5 0,7 0,3 0,3  0,5 0,3 0,2  0,7  0,6  0,4 0,6  0,1   
W11  0,1      0,3 0,8  0,7  0,4 0,8 0,4  0,4 0,3 0,3 0,3 0,4 0,5   0,4    0,3 0,2 0,2  0,3  0,3 0,4  0,4 0,1 
W12   0,1     0,5 0,4 0,3 0,6 0,3 0,8 0,8 0,5  0,4  0,3 0,3 0,4 0,5 0,5 0,5 0,1    0,4  0,3  0,5 0,3 0,4 0,4  0,7 0,4 
W13        0,3 0,1 0,1  0,2  0,5 0,3  0,2  0,2 0,3 0,2 0,2  0,3       0,2  0,4 0,2 0,2   0,7 0,1 
W14   0,1     0,3 0,7 0,5 0,4   0,7 0,3  0,3 0,1 0,2 0,5 0,2 0,3 0,2      0,2 0,1 0,3 0,1 0,3  0,2 0,2  0,2   
W15        0,5 0,1 0,3    0,4 0,2 0,3 0,3   0,2  0,3  0,2         0,3      0,5 
W16   0,1     0,5 0,5 0,7 0,8   0,8 0,5 0,2 0,2 0,3      0,2      0,4   0,4   0,4     
W17              1 0,3 0,3 0,3 0,3  0,2 0,3 0,3  0,2    0,6 0,2 0,1 0,1  0,3  0,2 0,2     
W18         0,1     0,2 0,2  0,2   0,3 0,2 0,3  0,4     0,2  0,2  0,4  0,3 0,3  0,3 0,2 
W19   0,3     0,7 0,9 0,7 0,8 0,8 0,9 1 0,4     0,3 0,3 0,3 0,2 0,3     0,2  0,2  0,4  0,3 0,4     
W20 0,6       0,4 0,2     0,2 0,4  0,2  0,2 0,2 0,3 0,2 0,2 0,1       0,2  0,4   0,4  0,4 0,2 
W21   0,1      0,5 0,3 0,4   0,4 0,2  0,2  0,2           0,6  0,6         
W22     0,1             0,5 0,6 0,8 0,4 0,5 0,1   0,1         0,5 0,1 0,1             0,1   0,4         0,7 0,2 
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Таблиця 4.6 
Результати, що отримані при залученні методу SWOT-аналізу 
Загрози 
iT  iD  
T14 –8,9 
T8 –6,8 
T9 –6,5 
T11 –4,2 
T10 –2,2 
T7 –1,7 
T3 –1,0 
T13 0,2 
T12 0,5 
T5 1,2 
T4 1,5 
T2 2,1 
T6 2,7 
T1 3,7 
 
Можливості 
mO  mH  
O10 4,5 
O8 3,8 
O13 3,1 
O1 2,7 
O23 2,5 
O3 2,3 
O22 2,3 
O25 1,9 
O18 1,8 
O14 1,3 
O11 1,2 
O17 0,9 
O15 0,8 
O4 0,7 
O21 0,3 
O24 0,3 
O16 0,1 
O20 –0,2 
O6 −0,5 
O12 −1,1 
O5 −1,2 
O2 −3,9 
O7 −3,9 
O9 −3,9 
O19 −5,6 
 
Сильні сторони 
jS  jF  
S2 19,7 
S9 18,4 
S1 17,3 
S12 15,1 
S10 14,8 
S11 14,8 
S7 12,4 
S13 12,3 
S6 10,9 
S14 10,7 
S5 10,6 
S8 10,6 
S3 8,3 
S4 7,5 
 
Слабкі сторони 
kW  kG  
W3 18,4 
W5 16,9 
W2 15,1 
W9 14,5 
W1 12,1 
W4 11,2 
W12 10,7 
W10 10,6 
W8 9,9 
W19 9,4 
W11 8,3 
W6 8,0 
W14 6,4 
W16 6,0 
W22 5,2 
W17 4,9 
W20 4,8 
W13 4,7 
W7 4,6 
W18 3,8 
W15 3,6 
W21 3,5 
 
 
З наведених в таблиці 4.6 результатів доцільно виділити наступне. 
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Найнебезпечніші загрози. Обчисливши значення коефіцієнта D, можна  
помітити, що найбільш сильною загрозою є T14, для якої 9,8D . Далі 
практично рівні значення D мають T8 і T9 (–6,8 і –6,5 відповідно). Діапазон 
значень D для решти загроз починається від –4,2, тобто рівень цих загроз 
відносно нижчий. Отже, найнебезпечніші загрози такі: 
 T14 Відплив інвестиційних капіталів з України. 
 T8 Повільне відновлення об'єктів промисловості на Сході України. 
 T9 Економічна слабкість, висока ймовірність дефолту країни. 
Найімовірніші для реалізації можливості. Найбільше значення 
коефіцієнта H має можливість O10 ( 5,4H ). На другому місці знаходиться 
O8 зі значенням 8,3H . Можливості O1, O23, O3 та O22 мають близькі 
значення. Для можливості O25 значення H також достатньо високе. Таким 
чином, найімовірнішими можливостями є наступні: 
 O10 Максимальна переорієнтація на власне виробництво у всіх сферах 
промисловості. 
 O8 Створення замкнених циклів виробництва у різних галузях 
промисловості. 
 O13 Здійснення професійної приватизації та обмеження монополізму на 
ринках. 
 O1 Залучення інвестицій та розвиток бізнесу з іноземним капіталом. 
 O23 Можливість диверсифікації поставок атомного палива (співпраця з 
американською компанією Westinghouse). 
 O3 Переорієнтація старих підприємств, модернізація технологічних 
процесів. 
 O22 Можливість налагодження ближчих торгових відносин з Польщею, 
Білоруссю, Німеччиною, Францією. 
 O25 Високий попит на продукцію композитного виробництва через її 
унікальні характеристики (напр., вуглець-вуглецевий композитний 
матеріал). 
Найсильніші характеристики. Зі знайдених значень коефіцієнта F 
можна бачити, що він досягає максимуму для характеристик S2 та S9 
( 7,19F  та 4,18F  відповідно). Ненабагато менше значення 3,17F  має 
характеристика S1. Решта характеристик також близькі до наведених, їх 
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значення F повільно спадають. Виділимо п’ять сильних характеристик із 
найбільшим значенням F: 
 S2 Великий запас природних ресурсів для різних галузей. 
 S9 Відродження оборонної промисловості, її вдосконалення. 
 S1 Вигідне торгівельне географічне положення. 
 S12 Різноманітна галузева структура машинобудування. 
 S10 Значні науково-дослідні та конструкторські досягнення 
металургійного виробництва (наявність спеціалізованих наукових 
установ, таких як інститути матеріалознавства, що здатні самостійно 
розробляти нові технології, зокрема у сфері виробництва композитних 
матеріалів). 
 S11 Висока якість і відповідність міжнародним стандартам українських 
розробок у прогресивній сфері композитних матеріалів. 
Найслабші характеристики. Виходячи зі значення коефіцієнтів G, 
можна зробити висновок про слабкі характеристики. Для найбільш важливих 
характеристик ці значення незначно відрізняються (від 18,4 до 11,2), але 
дозволяють розташувати їх у порядку пріоритетності. Значення коефіцієнта 
G для решти характеристик поступово спадають в інтервалі ]5,3;7,10[ . Отже, 
найслабші характеристики такі: 
 W3 Політична та соціальна нестабільність. 
 W5 Застаріла матеріальна база і невикористання нових технологій 
практично у всіх сферах. (Невідповідність стану більшості 
підприємств новітнім стандартам виробництва.) 
 W2 Низька інвестиційна привабливість країни у зв’язку з соціально-
політичним становищем. 
 W9 Високий рівень корупції. 
 W1 Низька якість економічної інфраструктури. 
 W4 Різка девальвація національної валюти. 
Взявши до уваги всі отримані результати, можна виокремити критичні 
для розвитку України галузі промисловості: оборонний комплекс (для цього 
існує об'єктивна необхідність та, до того ж, Україна має великий потенціал у 
цій галузі), машинобудування (з особливим акцентом на точні його види — 
танкобудування, ракетобудування, літакобудування, суднобудування), 
розробка й виробництво композитних матеріалів. 
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Металургійний комплекс варто продовжувати розвивати, при чому 
намагатися замкнути цикли виробництва на території України, що дасть 
змогу експортувати замість сировини та напівфабрикатів готову до кінцевого 
споживання продукцію [46]. 
У той же час доцільно зробити акцент на переведення частини 
металургійної промисловості на композитні матеріали, зокрема на 
виробництво пластмас. 
Вигідне географічне положення країни, наявність великих запасів 
природних ресурсів та розумна приватизація дозволять не лише залучити 
іноземні інвестиції, а й зроблять можливими макротехнології у багатьох 
галузях промисловості, та перш за все в агрокомплексі. 
Також слід розвивати хімічну промисловість, що має високий потенціал, 
але звернути увагу на незабруднюючі технології виробництва. 
Найбільшу увагу варто приділити боротьбі з такими проблемами як полі-
тична й соціальна нестабільність, високий рівень корупції, застарілість 
матеріальної бази й технологій виробництва, низька якість економічної 
інфраструктури, девальвація гривні та залежність промисловості України від 
торгівельних відносин з РФ.  
Боротьба з ними допоможе більшою мірою скористатися такими зовніш-
німи можливостями як створення замкнених циклів виробництва, зближення 
торгових відносин з країнами Європи, диверсифікація поставок атомного 
палива, залучення інвестицій та розвиток бізнесу з іноземним капіталом, 
переорієнтація старих підприємств та модернізація технологічних процесів, 
перехід металургійного виробництва на композитне. 
При цьому можливим стане максимальне зменшення впливу таких основ-
них загроз як відплив інвестиційних капіталів, повільне відновлення об'єктів 
промисловості на Сході України, економічна слабкість та висока ймовірність 
дефолту. 
Можна запропонувати наступні рекомендації 
Найбільшу увагу варто приділити боротьбі з такими проблемами: 
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• політична й соціальна нестабільність; 
• високий рівень корупції; 
• застарілість матеріальної бази й технологій виробництва; 
• низька якість економічної інфраструктури; 
• девальвація гривні; 
• залежність промисловості України від торгівельних відносин з РФ. 
Боротьба з ними допоможе більшою мірою скористатися такими зовні-
шніми можливостями: 
• створення замкнених циклів виробництва; 
• зближення торгових відносин з країнами Європи; 
• диверсифікація поставок атомного палива; 
• залучення інвестицій та розвиток бізнесу з іноземним капіталом; 
• переорієнтація старих підприємств та модернізація технологічних 
процесів; 
• перехід металургійного виробництва на композиційне. 
При цьому можливим стане максимальне зменшення впливу таких ос-
новних загроз: 
• відплив інвестиційних капіталів; 
• повільне відновлення об'єктів промисловості на Сході України; 
• економічна слабкість та висока ймовірність дефолту. 
 
Когнітивне моделювання. Далі для оцінювання проблем розвитку 
промисловості України до 2020 року залучалося когнітивне моделювання, де 
в якості вихідних приймалися результати, що отримані при проведенні 
SWOT аналізу. 
Для побудови когнітивної карти було відібрано наступні фактори, які 
можна розподілити за змістом на п’ять груп. Розглядалися фактори, що 
отримали у SWOT-аналізі найвищі оцінки, таким чином були враховані 
можливості та загрози, вплив на них сильних і слабких сторін. 
Базові фактори: 
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 X1 стан матеріальної бази; 
 X2 природні ресурси; 
 X3 інвестиційна привабливість; 
 X4 технологічний рівень; 
 X5 компетентність людських ресурсів. 
Зовнішні фактори соціально-економічної сфери: 
 X6 стан зовнішніх торгівельних відносин (імпорт, експорт); 
 X7 стан державного регулювання; 
 X8 воєнний конфлікт. 
Керуючі фактори: 
 X9 повний цикл виробництва; 
 X10 інноваційна діяльність. 
Фактори-наслідки: 
 X11 стан екології; 
 X12 конкурентоспроможність продукції. 
Цільові фактори: 
 X13 оборонна промисловість; 
 X14 машинобудування; 
 X15 композитна промисловість; 
 X16 металургія; 
 X17 хімічна промисловість. 
Спираючись на результати проведеного у попередній роботі SWOT-аналізу, 
побудовано матрицю суміжності, що наведена у таблиці 4.7. Завантажена у 
програму матриця суміжності має вигляд, що наведено на рис. 4.1. Після 
обробки матриці за допомогою натискання на кнопку compute у лівій частині 
екрану виводяться значення величин (рис. 4.2): 
 максимальний модуль власного числа матриці; 
 кількість парних циклів; 
 наявність стійкості за значенням, за збуренням та структурної стійкості. 
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Як можна бачити з виведених на рис.4.2  результатів, побудована система 
не є стійкою за жодним із критеріїв. 
Таблиця 4.7 
Матриця суміжності на основі результатів, що отримані при залученні 
методу SWOT-аналізу 
 Х1 Х2 Х3 Х4 Х5 Х6 Х7 Х8 Х9 Х10 Х11 Х12 Х13 Х14 Х15 Х16 Х17 
Х1 0 0 0,8 1 0 0 0 0 0,6 0 0 0,8 1 1 1 1 1 
Х2 0 0 0,7 0,3 0 0,7 0,8 0 0,7 0 0 0,5 0 0 0 0,7 0,6 
Х3 0 0 0 0 0 0,6 0 0 0 0 0 0 0 0 0 0 0 
Х4 0 0 1 0 0 0,5 0 0 0,8 0 0,4 0,8 0,8 0,7 0,8 0,8 0,8 
Х5 0 0 0 0 0 0 0 0 0 0,6 0 0 0,7 0,7 0,7 0,7 0,7 
Х6 0 0 0,4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
Х7 0 0 0,8 0 0,4 0 0 0 0 0 0 −0,4 0,4 0 0 0 0 
Х8 −0,6 −0,7 −1 −0,5 0 −1 0 0 0 0 0 0 1 0,5 0 −0,5 −0,5 
Х9 0 0 1 0 0 1 0 0 0 0 0 1 1 1 1 1 1 
Х10 0,6 −0,4 1 0,8 0 0,7 0 0 0,8 0 0,6 0,7 0,8 0,7 0,8 0,6 0,6 
Х11 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
Х12 0 0 0,8 0 0 0,7 0 0 0 0 0 0 0 0 0 0 0 
Х13 0 0 0,7 0 0 0,8 0 0 0 0 −0,4 0,6 0 0 0 0 0 
Х14 0 0 0,4 0 0 0,7 0 0 0,6 0 0 0,5 0,6 0 0 0 0 
Х15 0 0 0,6 0 0 0,7 0 0 0 0 −0,4 0,7 0,7 0,8 0 0 0 
Х16 0 0 0,4 0 0 0,7 0 0 0 0 −0,8 0,6 0,5 0,5 0 0 0 
Х17 0 0 0,6 0 0 0,7 0 0 0 0 −0,7 0,4 0,4 0 0,8 0 0 
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Рисунок 4.1 -  Початкові дані у головному вікні програми. 
 
Рисунок 4.2 -  Дослідження стійкості системи за початковою матрицею 
Програма дозволяє коригувати введену матрицю шляхом зміни її 
елементів, а також видалення окремих вершин. За допомогою кнопки save 
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data можна зберегти внесені зміни або, перезапустивши програму, 
повернутися до початкових даних.  
Вилучимо зв’язок X14 → X9 (машинобудування — повний цикл виробни-
цтва) (рис. 4.3). 
Внаслідок проведеної процедури вдалося стабілізувати систему за 
значенням та збуренням, проте вона залишилася структурно нестійкою. 
Для досягнення структурної стійкості видалимо зв’язок X2 → X4 
(природні ресурси — технологічний рівень) (рис. 4.4, 4.5). 
 
 
Рисунок 4.3 - Матриця суміжності після видалення зв’язку X14 → X9 
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Рисунок 4.4 - Матриця суміжності після видалення зв’язку X2 → X4 
 
Рисунок 4.5 - Стійка когнітивна карта (після видалення зв’язку X2 → X4) 
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Одержана система не має парних циклів та максимальний модуль власного 
числа дорівнює 0,5264. Отже, вона стійка за усіма трьома критеріями. 
У даній роботі досліджувалася промисловість України до 2020 року. За 
результатами виконаного раніше SWOT-аналізу було виділено найбільш 
впливові фактори та встановлено зв’язки між ними. Одержані дані слугували 
вхідним матеріалом для когнітивного моделювання. 
За допомогою методології когнітивного аналізу була побудована 
когнітивна карта системи та досліджена її стійкість. Система виявилася 
нестійкою, тому було запропоновано видалити певні зв’язки, завдяки чому 
досягли стійкості за значенням і збуренням та структурної стійкості системи. 
  За знайденою стійкою когнітивною картою виявлено наступні 
пріоритетні галузі економіки України: 
 оборонна промисловість;   
 машинобудування; 
 композиційна промисловість;  
 металургія;  
 хімічна промисловість.  
  На основі реальних даних можна побудувати конкретну стратегію 
розвитку металургійної промисловості України з направленістю на 
композитні матеріали у процесі виробництва. Перевагами композитів  є 
скорочення втрат від корозії, хімічна стійкість, зносостійкість, тепло-, термо-, 
вогнестійкість, збільшення ресурсу техніки, підвищення надійності 
експлуатації та високі фізико-механічні параметри. 
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4.2. Оцінка розвитку ринку композиційних матеріалів до 2020 року 
 
Через нинішній надзвичайно гострий російсько-український конфлікт у 
газовій сфері особливого значення для енергетичної та економічної 
незалежності нашої держави набуває стан вітчизняної вугільної 
промисловості. Утім, ескалація бойових дій на Донбасі завдала значної 
шкоди цій галузі української економіки. Уже сьогодні криза у вітчизняній 
вугільній промисловості негативно позначається на виробництві 
електроенергії.  
До речі, аналогічна ситуація, хоча, на щастя, у незрівнянно менших 
масштабах, спостерігається і у вітчизняній чорній металургії. Через 
ескалацію безпосередньо підтримуваних Росією воєнних дій на Донбасі в 
цьому регіоні припинили або ж скоротили роботу деякі металургійні 
підприємства. Складності в роботі, насамперед через проблеми з логістикою,  
виникли і у деяких вітчизняних металургійних підприємств, що розташовані 
поза зоною безпосередніх бойових дій. У результаті Україна за підсумками 
роботи металургійних підприємств у 2014 р. скоротила виробництво сталі на 
37 % порівняно із 2013 р., опустившись із 10 на 11 місце в рейтингу 65 країн 
– основних світових виробників цієї продукції. Однак, за підсумками 2014 р., 
у топ-10 світових виробників сталі увійшли: Китай, Японія, США, Індія, 
Росія, Південна Корея, Німеччина, Туреччина, Бразилія та Україна. Водночас 
послаблення ринкових позицій українських металургів на світовому ринку 
певною мірою йде на користь їх російським конкурентам, які таким чином 
опосередковано отримують вигоду від військового конфлікту на Донбасі [69-
73]. 
На основі попереднього дослідження виявлено, що одним з 
перспективних напрямків розвитку металургійної  галузі в Україні є розвиток 
ринку композиційних матеріалів (КМ). Тому доцільно дослідити напрямки 
(області) розвитку ринку КМ до 2020 року. Вирішення поставленої задачі 
будемо будувати з залученням методу Делфі. 
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Розглянемо  4 головні області застосування КМ: 
1. промисловість; 
2. транспорт; 
3. житлове будівництво; 
4. побутовий сектор. 
Експерти у складі 16 кваліфікованих професіоналів надали оцінки 
кожній області застосування за критеріями: 
5. об’єм виробництва; 
6. об’єм попиту; 
7. ефективність застосування; 
8. ступінь відношення до області. 
Для виявлення пріоритетності  напрямків (області) розвитку ринку КМ 
необхідно проранжувати області застосування за обраними критеріями. 
Для вирішення поставленої задачі необхідно наступне: 
 Провести аналіз узгодженості експертних оцінок для 
кожного показника кожної області застосування з урахуванням 
компетентності і впевненості експертів та апріорно заданим радіусом 
довірчого інтервалу 1TR , приймаючи рівень узгодженості оцінок не 
менш ніж *S . 
 Визначити експертну узгоджену оцінку для кожного 
показника кожної області застосування. 
 Визначити пріоритетність областей застосування за 
варіантом та проранжувати їх, враховуючи ваги показників. 
 На основі проведеного аналізу надати об’єктивну 
інформацію щодо оцінки областей застосування та відповідні 
рекомендації. 
Наведемо математичну постановку задачі у вигляді табл. 4.8. Також 
наведемо задані експертні оцінки по кожному з критеріїв для всіх областей. 
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 На основі наведеної у розділі 3.2 методики реалізації за методом Делфі, 
було  проведено дослідження інтервальних, інтегральних, узгоджених оцінок 
експертів, їх математичних сподівань, гауссівської щільності, побудовано 
довірчі інтервали та  визначено медіанного експерта для кожної альтернативи  
за кожним критерієм.  
 Таблиця 4.8 
Математична постановка задачі 
Об’єкти Показники Ваги 
показників 
}4,1|{  nOO n  }4,1|{  pII npn  }4,1|{  pWW p
 
1O =«Промисловість» 1I =«Об’єм виробництва» 1W =0,20 
2O =«Транспорт» 2I =«Об’єм попиту» 2W =0,35 
3O =«Житлове будівництво» 3I =«Ефективність застосування» 3W =0,60 
4O =« Побутовий сектор» 4I =«Ступінь відношення до 
області» 
4W =0,25 
Апріорно задані коефіцієнти: 
K =0,8 коефіцієнт врахування ваги показників впевненості експертів 
*S =0,15 - граничний рівень узгодженості 
1TR =0,4 - радіус довірчого інтервалу 
Компетентності експертів: 
Експерт № 1 № 2 № 3 № 4 № 5 № 6 № 7 № 8 № 9 № 
10 
№ 
11 
№ 
12 
№ 
13 
№ 
14 
№ 
15 
№ 
16 
k  0,99 0,53 0,83 0,73 0,83 0,53 0,99 0,89 0,63 0,99 0,89 0,61 0,99 0,99 0,94 0,51 
 
У таблиці 4.9 наведено результати, що були отримані при залученні 
обчислювального алгоритму за методом Делфі, а саме, кількість експертів, 
що потрапили у довірчу множину, їх відсоткове відношення до загальної 
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кількості, номер медіанного експерта, значення узгодженої оцінки та номер 
рівня, якому вона відповідає. 
Таблиця 4.9 
Результати аналізу експертного оцінювання за методом Делфі 
№  Об’єм 
виробництва 
Об’єм попиту Ефективність Ступінь 
відношення 
П
р
о
м
и
сло
ві
ст
ь 
Екс. 12 10 9 10 
% 75 62,5 56,25 62,5 
Mid 1 2 13 4 
Q 0,62 0,75 0,63 0,64 
s 3 4 1 3 
Т
р
а
н
сп
о
р
т
 
Екс. 9 13 10 11 
% 56,25 81,25 62,5 68,25 
Mid 1 2 10 2 
Q 0,81 0,69 0,72 0,77 
s 4 4 2 3 
Ж
и
т
ло
ве 
б
уд
івн
и
ц
т
во
 
Екс. 12 14 11 10 
% 75 87,5 68,75 62,5 
Mid 1 12 2 5 
Q 0,66 0,6 0,69 0,63 
s 3 1 3 3 
П
о
б
ут
о
ви
й
 
сект
о
р
 
Екс. 11 10 7 12 
% 68,75 62,5 43,75 75 
Mid 3 7 7 12 
Q 0,73 0,63 0,77 0,77 
s 3 4 3 4 
 
З урахуванням значень середин інтервалів за рівнями шкали Міллера 
[0,07; 0,21; 0,36; 0,5; 0,64; 0,79; 0,93], можемо представити кількісні значення 
результатів експертного оцінювання (табл. 4.10). 
Таблиця 4.10 
  Узгоджені кількісні оцінки експертного опитування методом Делфі 
Об’єкти/ 
показники 
№ 
рейт 
инг
у 
Об’єм 
виробництв
а 
Об’єм 
попиту 
Ефективніст
ь 
Ступінь 
відношенн
я 
Wn 
1W =0,20 2W =0,3
5 
3W =0,60 npW =0,25 
Промисловіст
ь 
4 0,36 0,5 0,07 0,36 0,0
9 
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Транспорт 2 0,5 0,5 0,21 0,36 0,1
2 
Житлове 
будівництво 
3 0,36 0,07 0,36 0,36 0,1
0 
Побутовий 
сектор 
1 0,36 0,5 0,36 0,5 0,1
5 
 
Отже, замовнику даного експертного опитування можна дати деякі 
поради та рекомендації щодо галузей застосування композиційних матеріалів 
за їх пріоритетом. На основі проаналізованої ситуації представлені галузі 
можна проранжувати за пріоритетом ефективності наступним чином (табл. 
4.11): 
1. «Побутовий сектор» 
2. «Транспорт» 
3. «Житлове будівництво» 
4. «Промисловість» 
У процесі виконання роботи було введено загальний коефіцієнт узгодженості 
для кожної альтернативи. Цей показник показує, для яких альтернатив 
доцільно провести повторне опитування експертів. Формально можна 
записати: 
1,
1
n np np
p P
W W Q
P 
   
Якщо цей показник менше, ніж задана гранична узгодженість, для даної 
альтернативи необхідно провести повторне опитування. 
Наприклад, для першого заходу «промисловість» загальна зважена оцінка 
буде дорівнювати: W1  =1/4(0.20*036+…+0.25*0.36)=0.09. 
Таблиця 4.11 
Узгоджені якісні оцінки експертного оцінювання за методом Делфі 
Об’єкти/ 
показники 
№ 
рейт 
ингу 
Об’єм 
виробництва 
Об’єм 
попиту 
Ефективність Ступінь 
відношення 
Wn 
Промисловість 4 Низький рівень Середній 
рівень 
Надто низька 
ефективність 
Низький 
рівень 
0,09 
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Транспорт 2 Середній 
рівень 
Середній 
рівень 
Дуже низький 
рівень 
Низький 
рівень 
0,12 
Житлове 
будівництво 
3 Низький рівень Надто 
низький 
рівень 
Низький рівень Низький 
рівень 
0,10 
Побутовий 
сектор 
1 Низький рівень Середній 
рівень 
Низький рівень Середній 
рівень 
0,15 
 
У кожної з галузей є свої власні сильні та слабкі сторони, але бачимо, 
що більшість експертів вважає, що пріоритетною галуззю застосування 
композиційних матеріалів є побутовий сектор із значеннями основних 
показників «низький рівень»-«середній рівень». За пріоритетними 
показниками об’єму попиту та ефективності застосування експерти 
поставили найнижчі з можливих оцінок галузям промисловості та житлового 
будівництва, а це означає, що на думку експертів ці галузі є не достатньо 
перспективними. 
Також варто зазначити, що необхідно провести повторне опитування 
експертів, адже для показників кожної галузі маємо неузгоджені оцінки, але, 
використовуючи показник загальної узгодженості, об’єм питань додаткового 
опитування можна звузити до галузей транспорту та побутового сектору. 
Коригування оцінок експертів за даними галузями може поліпшити якість 
вхідних даних для аналізу та дати на виході більш достовірні дані. 
 
Оцінка стійкості розвитку ринку композитних матеріалів до 2020 
року. 
Для проведення когнітивного моделювання щодо реалізації сценарію 
застосування КМ на початку роботи маємо дані якісного аналізу, отримані 
методом Делфі щодо розвитку ринку композитних матеріалів до 2020 року. 
Також були використані дані, отримані в розділі 4.1  при проведенні якісного 
аналізу стану економіки України із застосуванням SWOT-аналізу в частині 
композитних матеріалів та металургії. 
В результаті обробки експертної інформації за допомогою методів 
якісного аналізу були вибрані наступні фактори: 
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• X1  – об’єм виробництва авіа- та бойової техніки; 
• Х2 – рівень відповідності стандартам композитів; 
• X3   – якість композитів;  
• X4  – якість готової продукції;  
• X5  – попит на готову продукцію;  
• X6   –  пропозиція готової продукції; 
• Х7 – інвестиції; 
• Х8 – впровадження та розвиток нових технологій виробництва 
композиційних матеріалів; 
• Х9 – рівень розвитку спеціалістів даного професійного спрямування; 
• Х10 – імпорт композитів; 
• Х11 – експорт готової продукції (бойова авіатехніка); 
• Х12 – об’єм виробництва композитів. 
Наведені дані зведені у матрицю суміжності (табл. 4.12)  
Таблиця 4.12 
 
Матриця суміжності першого етапу когнітивного моделювання 
 
  x1 x2 x3 x4 x5 x6 x7 x8 x9 x10 x11 x12 
x1 0 0 0 0 0 0,9 0,5 0 0 0 0,9 0 
x2 -0,1 0 0,9 0,2 0,6 0 0 0 0 0 0 -0,3 
x3 0 0 0 0,9 0,3 0 0 0 0 0 0 -0,3 
x4 0 0 0 0 0,4 0 0 0 0 0 0 0 
x5 0,8 0 0 0 0 0,6 0 0 0 0 0,7 0 
x6 0 0 0 0 0 0 0,6 0 0 -0,1 0,8 0 
x7 0,7 0 0 0 0 0 0 0,7 0,7 0 0 0 
x8 0 0,5 0,4 0,3 0 0 0 0 0 0 0 0 
x9 0 0 0 0 0 0 0 0,9 0 0 0 0 
x10 0 0 0 0 0 0 0 -0,4 0 0 0 0 
x11 0 0 0 0 0 0 0,9 0 0 0 0 0 
x12 0,9 0 0 0 0 0,2 0 0 0 0 0 0 
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На основі даних, наведених у таблиці 4.12,  будемо проводити когнітивне 
моделювання. Результати першого етапу когнітивного моделювання 
наведено на рис. 4.6 у вигляді вікна програми обчислювального алгоритму, 
де представлено когнітивну карту у вигляді орієнтованого графу, 
знаходження 
 
 
Рисунок 4.6 - Результати обчислення власних чисел та циклів досліджуваного 
графу 
 
власних чисел та визначення циклів. Бачимо, що перше власне число 
виходить за радіус стійкості, адже воно є більшим 1. Тому дана карта є не 
стійкою за значенням та не стійкою за збуренням. Проаналізувавши  граф на 
структурну стійкість, бачимо, що є парні цикли, тому граф не є структурно 
стійким. Для досягнення структурної стійкості ми переглядаємо нашу 
систему концептуально. Переглянувши систему з іншої точки зору,  
приймаємо рішення розглядати систему, в якій зв’язок х6-х10 є несуттєвим, 
але присутній зв’язок х6-х1. На ідейному рівні, пропонуємо фактор 
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«пропозиція готової продукції» зробити незалежним від фактору «імпорт», а 
встановити його вплив на фактор «об’єм виробництва авіа- та бойової 
техніки». Отримуємо наступну матрицю суміжності (табл. 4.13) 
 
 
 
 
 
Таблиця 4.13 
 
Матриця суміжності другого етапу когнітивного моделювання 
 
  x1 x2 x3 x4 x5 x6 x7 x8 x9 x10 x11 x12 
x1 0 0 0 0 0 0,9 0,5 0 0 0 0,9 0 
x2 -0,1 0 0,9 0,2 0,6 0 0 0 0 0 0 
  -
0,3 
x3 0 0 0 0,9 0,3 0 0 0 0 0 0 
  -
0,3 
x4 0 0 0 0 0,4 0 0 0 0 0 0 
       
0 
x5 0,8 0 0 0 0 0,6 0 0 0 0 0,7 0 
x6 0,4 0 0 0 0 0 0,6 0 0 0 0,8 0 
x7 0,7 0 0 0 0 0 0 0,7 0,7 0 0 0 
x8 0 0,5 0,4 0,3 0 0 0 0 0 0 0 0 
x9 0 0 0 0 0 0 0 0,9 0 0 0 0 
x10 0 0 0 0 0 0 0 -0,4 0 0 0 0 
x11 0 0 0 0 0 0 0,9 0 0 0 0 0 
x12 0,9 0 0 0 0 0,2 0 0 0 0 0 0 
 
Наглядно видно (рис.4.7), що система має структурну стійкість, але 
стійкість за збуренням та значенням не досягнута. 
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Рисунок 4.7 -  Результати обчислення власних чисел та циклів графу 
 
Тому приймаємо рішення розділити елементи матриці на максимальний 
модуль власного числа. Отримуємо нову матрицю суміжності (табл. 4.14) 
 
Таблиця 4.14 
Матриця суміжності третього етапу когнітивного моделювання 
 
  x1 x2 x3 x4 x5 x6 x7 x8 x9 x10 x11 x12 
x1 -0,1 0,0 0,6 0,1 0,4 0,0 0,0 0,0 0,0 0,0 0,0 -0,2 
x2 0,0 0,0 0,0 0,6 0,2 0,0 0,0 0,0 0,0 0,0 0,0 -0,2 
x3 0,0 0,0 0,0 0,0 0,3 0,0 0,0 0,0 0,0 0,0 0,0 0,0 
x4 0,6 0,0 0,0 0,0 0,0 0,4 0,0 0,0 0,0 0,0 0,5 0,0 
x5 0,3 0,0 0,0 0,0 0,0 0,0 0,4 0,0 0,0 0,0 0,6 0,0 
x6 0,5 0,0 0,0 0,0 0,0 0,0 0,0 0,5 0,5 0,0 0,0 0,0 
x7 0,0 0,3 0,3 0,2 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0 
x8 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,6 0,0 0,0 0,0 0,0 
x9 0,0 0,0 0,0 0,0 0,0 0,0 0,0 -0,3 0,0 0,0 0,0 0,0 
x10 0,0 0,0 0,0 0,0 0,0 0,0 0,6 0,0 0,0 0,0 0,0 0,0 
x11 0,6 0,0 0,0 0,0 0,0 0,1 0,0 0,0 0,0 0,0 0,0 0,0 
x12             
 В наслідок цього, парність циклів не зміниться, але ваги зв’язків 
матимуть менші значення. Як результат,  власні числа лежатимуть у 
спектральному радіусі (рис. 4.8): 
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Рисунок 4.8 - Знаходження власних чисел 
 
Вихідна модель не була стійкою за жодним критерієм, тому побудована 
модель була переглянута і прийнято рішення розглянути її з іншої точки 
зору. Внаслідок цього було змінено два зв’язки: зв’язок х6-х10 був видалений 
(залежність «пропозиція готової продукції від імпорту композиційних 
матеріалів») в, а х6-х1 (залежність «пропозиція готової продукції від об’єму 
виробництва авіа- та бойової техніки»)  – доданий. Система стала стійкою 
структурно, але лишилась чисельно не стійкою. Тому матрицю зв’язків було 
розділено на максимальний модуль власного числа – 1,39. Це ніяк не вплине 
на парність циклів, але призведе до зменшення вагових коефіцієнтів. В 
результаті було досягнуто стійкості системи, що обумовило реалізацію 
сценарію доцільності виробництва авіа- та бойової техніки з залученням 
композиційних матеріалів. 
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Опис сценарію розвитку, що отриманий в результаті когнітивного 
моделювання 
 Оскільки ціллю даного дослідження був пошук шляхів управління 
ситуацією з метою переходу від початкового нестійкого стану до бажаного 
стійкого, то сформулюємо відповідний сценарій розвитку. 
1. Варто відзначити, що основним фактором, який негативно впливає на 
ринок композиційних матеріалів — є ринок традиційних матеріалів. 
Тому потрібно не лише впроваджувати композиційні матеріали в 
новітніх розробках, а й намагатись заміщувати традиційні матеріали в 
їхніх основних напрямках застосування. 
2. Потрібно запровадити нові масові шляхи виробництва композиційних 
матеріалів, з метою здешевлення їхнього виготовлення, тим самим 
зменшивши ціну на них. Таким чином потрібно досягти збільшення 
об’єму попиту до такого рівня, щоб динаміка ринку традиційних 
матеріалів не могла порушити стійкість ринку композиційних 
матеріалів. 
3. Доцільно спростити інтеграцію композиційних матеріалів у вже 
існуючу техніку, обладнання та побутові речі. Такими діями необхідно 
підвищити ефективність композиційних матеріалів, з метою 
підвищення їхньої конкурентоздатності. 
4. Таким чином, ефективність переходу металургійної галузі на 
композитні матеріали обумовлена наступним: 
1) економічні чинники: 
- продукція має високу додану вартість; 
- зменшення витрат при використанні композитних матеріалів; 
2) екологічні чинники: 
- більш чисте виробництво у порівнянні з традиційною металургією; 
3) соціальні чинники: 
- створення нових робочих місць;  
- потреба в збільшенні наукового потенціалу.  
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4.3. Вибір напрямку діяльності компанії в сфері IKT  
Прийняття рішення щодо вибору напрямку діяльності компанії в сфері 
інформаційно-комунікаційних технологій (IKT) виконувалось на основі 
методу морфологічного аналізу. 
Нова ІКТ-компанія приймає рішення щодо вибору напрямку своєї 
діяльності в залежності від ситуації в державі в сфері інформаційно-
комунікаційних технологій, яка задана морфологічною табл. 4.15 [70]. 
Компанія розглядає альтернативи напрямків діяльності, що наведено в табл. 
4.16.  
Таблиця 4.15 
Морфологічна таблиця ситуації з ІКТ в державі 
1. Пріоритети 
держави 
2. Ключові 
організації-
розробники 
3. Джерела 
інвестицій 
4. Орієнтація на 
експорт/ 
споживання 
5. Конкуренція 
1.1. Продукція 
подвійного 
призначення 
2.1. Державні 
компанії 
3.1. Відсутні 
4.1. Переважно 
внутрішнє 
використання 
5.1. Висока 
1.2. Нові 
прилади, 
електроніка 
2.2. Приватні 
компанії 
3.2. Державні 
4.2. Переважно 
експорт 
5.2. Середня 
1.3. Програмне 
забезпечення 
2.3. Науково-
дослідні 
інститути 
3.3. Приватні 
 
5.3. Низька 
1.4. Технології 
зв’язку 
2.4. 
Університети 
3.4. Іноземні  
 
Таблиця 4.16 
               Альтернативи напрямків діяльності компанії 
А. Напрямки діяльності 
А.1. Розробка обладнання для впровадження 
технологій 4G 
А.2. Розробка удосконалених безпілотних 
літальних апаратів 
А.3. Розробка сучасного універсального робота зі 
штучним інтелектом 
А.4. Розробка високоточних вимірювальних 
приладів 
А.5. Розробка програмного забезпечення для 
електростанцій 
А.6. Розробка програмного забезпечення для 
підтримки проекту «Смарт - сіті» 
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Вихідні експертні оцінки для морфологічної табл. 4.16 наведено в табл. 4.17. 
Матриці взаємозв’язків факторів та факторів з альтернативами напрямків 
діяльності наведені відповідно в табл. 4.18 і 4.19. 
Таблиця 4.17 
 
Вихідні експертні оцінки для морфологічної таблиці 4.15 
 
1. Пріоритети 
держави 
2. Ключові 
організації-
розробники 
3. Джерела 
інвестицій 
4. Орієнтація на 
експорт/ 
споживання 
5. Конкуренція 
0,65 0,2 0,05 0,8 0,35 
0,5 0,8 0,35 0,35 0,65 
0,2 0,65 0,5 
 
0,05 
0,5 0,5 0,5  
 
 
Таблиця 4.18 
Матриця взаємозв’язків факторів 
 
1F  2F  3F  4F  
1.1 1.2 1.3 1.4 2.1 2.2 2.3 2.4 3.1 3.2 3.3 3.4 4.1 4.2 
2F   
2.1 0,5 0,2  0,2 
   
2.2 –0,6    
2.3 0,5 0,2  0,2 
2.4 0,3    
3F  
3.1     –0,5 –0,7 –0,3 –0,1 
  
3.2 0,7   0,2 0,6  0,5 0,3 
3.3  0,5 0,5 0,2  0,7   
3.4  0,3 0,5   0,7   
4F  
4.1 0,7 0,5 0,3 0,5 0,4  0,5 0,5 –0,1 0,5   
 
4.2 –0,3 0,5 0,1 0,3 0,4 0,6   –0,3  0,5 0,7 
5F  
5.1  0,3 0,5 0,3 –0,2 0,7 –0,3 –0,4 –0,8 –0,4 0,3 0,5  0,3 
5.2               
5.3  –0,2 –0,5 –0,3 0,2 –0,7 0,3 0,4 0,8 0,4 –0,3 –0,5 0,3  
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Для того, щоб знайти розподіл ймовірностей альтернатив параметрів 
морфологічної таблиці для ситуації з ІКТ в державі, необхідно вирішити 
систему рівнянь [58]. Розв'язавши систему, отримали морфологічну таблицю 
4.19, що містить оцінки альтернатив, які враховують взаємозв'язки 
параметрів системи.  
Таблиця 4.19 
Матриця взаємозв’язків факторів і альтернатив напрямків діяльності 
 
 
Напрямки діяльності 
А.1 А.2 А.3 А.4 А.5 А.6 
1F  
1.1 0 0,8 0,2 0,4 0,1 0,2 
1.2 0,3 0,5 0,7 0,9 0 0,8 
1.3 0,2 0,1 0,5 –0,2 0,8 0,9 
1.4 0,9 0,1 0,1 –0,2 0,3 0,5 
2F   
2.1 0,1 0,3 0,6 0,7 0,8 0 
2.2 0,5 0,6 0,4 0,2 –0,3 0,3 
2.3 0 0,4 0,8 0,8 0,6 0,8 
2.4 0,2 0,7 0,4 0,3 0 0,7 
3F  
3.1 –0,8 –0,2 –0,8 –0,3 –0,2 -0,9 
3.2 0 0,1 –0,1 0,3 0,3 0,5 
3.3 0,3 0,4 0,5 0,3 –0,4 0,5 
3.4 0 0,7 0,6 0,4 –0,2 0,9 
4F  
4.1 0,6 0,7 0,5 0,6 0,8 0,9 
4.2 0,2 0,5 0,5 0,7 0 0 
5F  
5.1 –0,3 0 –0,2 –0,1 –0,7 -0,2 
5.2 0 0,2 0 0,1 –0,2 0 
5.3 0,4 0,3 0,4 0,3 0,5 0,3 
 
 
Деякі результати першого етапу відносно  розподілу  рішень  ІКТ-компанії 
щодо вибору напрямку своєї діяльності наведено на рис. 4.9. 
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Рисунок 4.9 - Розподіл  рішень  ІКТ-компанії щодо вибору напрямку своєї 
діяльності 
 
Найвірогідніше, що для держави найбільший пріоритет мають нові прилади 
та електроніка. Ключовими організаціями є державні організації, а 
основними джерелами інвестицій - приватні та іноземні. Держава 
орієнтується переважно на внутрішнє використання, ніж на експорт, а 
конкуренція є високою. 
Результати роботи IKT компанії відносно напрямків діяльності 
наведено на рис. 4.10. 
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Рисунок 4.10 - Розподіл напрямків діяльності IKT компанії 
 
Розглянувши питання ситуації в державі в сфері інформаційно-
комунікаційних технологій та застосувавши метод морфологічного аналізу, 
отримали, що серед усіх розглянутих альтернатив діяльності 
найефективнішими можна назвати розробку удосконалених безпілотних 
літальних апаратів та розробку високоточних вимірювальних приладів. 
Найменш ефективним є діяльність у сфері розробки програмного 
забезпечення для електростанцій. При цьому було враховано взаємозв’язки 
між альтернативами (морфологічна таблиця), проведено перерахунок 
наданих експертами ймовірностей настання альтернатив та проранжовано 
стратегії. 
Побудова сценаріїв розвитку IKT з залученням когнітивного 
моделювання. Приймаючи до уваги результати, що отримані на етапі 
передбачення, побудуємо шляхи розвитку можливих сценаріїв. При цьому 
враховуємо наступні фактори аналізу та основного впливу: 
1. Конкуренція 
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2.  Джерела інвестицій  
3. Рівень внутрішнього споживання  
4. Орієнтація на експорт  
5. Продукція подвійного призначення  
6. Кількість кваліфікованих фахівців  
7. Стан економіки  
8. Зовнішній вплив  
9. Нові прилади, електроніка  
10. Програмне забезпечення  
11. Технології зв’язку 
При залученні експертів та результатів попереднього етапу формується 
матриця суміжності (табл.4.20) 
Таблиця 4.20 
Вихідна матриця суміжності для формування когнітивної карти 
 
 
 
 1 2 3 4 5 6 7 8 9 10 11 
1 0 0.4 0 0 0 0 0 0 0 0 0 
2 -0.1 0 -0.1 0 0.6 0 0 0 0 0 0.6 
3 0.4 0.4 0 0 0 0 0 -0.7 0 0 0 
4 0.7 -0.1 0.3 0 0 0 0 0.7 0.4 0 0 
5 0 0.5 0 0.6 0 0.5 0 0 0 0 0 
6 0.4 0 0 0.3 0 0 0 0 0 0 0 
7 0.6 0.7 -0.1 0.5 0.2 0 0 0.1 0.3 0.2 0.48 
8 0 -0.2 0 0 0 0.5 0.8 0 0 0 0 
9 0 0.6 0.4 0 0 0 0 0.1 0 0 0 
10 0 0.4 0.1 0.5 0 0 0 0 0 0 0 
11 0 0.3 0.1 0.6 0 0 0 0.2 0 0 0 
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На основі програмного забезпечення, що наведено в розділі 3.5, 
отримуємо перші результати побудови когнітивної карти (рис. 4.11), з я кого 
випливає, що маємо систему нестійку по збуренню, по значенню і структурно 
нестійку: парних циклів 15, максимальне власне число більше одиниці 
 
Рисунок 4.11 - Вікно програми, де наведени результати чисельно та структурно 
нестійкої системи 
Для приведення системи до стійкості розіб’ємо фактор №8 «зовнішній 
вплив» на 2 фактори: «ситуація в сфері ІКТ на світовому рівні» та «вплив з боку 
держави» (тобто зміни в законодавчій базі) (12). Таким чином, матимемо змогу 
більш точно відобразити окремий вплив кожного з під-факторів.  Як результат 
маємо зменшення парних циклів до 8, та максимальне власне значення  0.77372.  
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Виконаємо ще одне розбиття: із фактору №2 «джерела інвестицій» отримаємо: 
«внутрішні» (2) та «зовнішні» (іноземні) інвестиції. Це надало можливість 
побудувати стійку систему за чисельним значенням та структурно стійку, що 
наведена на рис. 4.12 та у вигляді когнітивної карти на рис. 4.13. 
  
 
Рисунок 4.12 - Вікно програми, де наведени результати чисельно та структурно 
стійкої системи  
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Рисунок 4.13 - Стійка когнітивна карта у вигляді графу  
Виконання когнітивного моделювання дозволило запропонувати 
наступний сценарій щодо розвитку IKT. 
 Фактор « вплив з боку держави» (зміни в законодавчій базі) негативно 
впливає на досить важливі фактори - внутрішні й зовнішні інвестиції та 
рівень внутрішнього споживання; 
 позитивний вплив стану економіки на технології зв'язку, що обумовлює 
модернізацію національної мережі зв’язку України; 
 розвиток нових приладів, електроніки та програмного забезпечення; 
 зріст економічного стану в країні приводить до зменшення негативного 
впливу з боку держави, що обумовлює необхідність формування нової 
політики в галузі ІКТ. 
Використання моделі когнітивних графів доцільно для отримання 
обґрунтованих рішень поведінки складної системи на стратегічну перспективу 
при великій кількості взаємозв'язків і взаємозалежностей.  
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4.4.Оцінювання розвитку військово-промислового комплексу України  
 
Військово-промисловий комплекс України — сукупність науково-дослідних, 
випробувальних організацій і виробничих підприємств, які виконують 
розробку, виробництво і постановку на озброєння військової та спеціальної 
техніки, спорядження, боєприпасів як для збройних сил України, так і на 
експорт. 
ВПК України відноситься до галузей, що забезпечують оборонну здатність 
країни, тому його розвитку необхідно приділити значну увагу. Роль ВПК 
визначається широким застосуванням різноманітних технологій і матеріалів в 
усіх галузях національного господарства.  
Галузі ВПК поділяються на матеріаломісткі (наприклад, машинобудування, 
виробництво зброї тощо.) та на технологічні (наприклад, розробка технологій 
нової зброї, машин, зв’язку, стратегії ведення бою тощо.), що зумовлюється 
значними затратами сировини на виробництво продукції та використанням 
наукового потенціалу країни. 
Розглянемо проблему оцінювання розвитку військово-промислового 
комплексу України з залученням когнітивного моделювання. 
На першому етапі когнітивного моделювання була застосована методологія 
передбачення, а саме – SWOT-аналіз. Отримані характеристики доречно 
використовувати як вихідні дані для початкової ітерації когнітивного 
моделювання. 
Тож, у результаті проведення SWOT-аналізу було виявлено фактори (сильні 
та слабкі сторони, можливості та загрози), які найбільш впливають на розвиток 
ВПК в України. Цими факторами є наступні (фактори кожної категорії 
впорядковані за спаданням їх впливу на розвиток ВПК України): 
Opportunities (можливості): 
О13 Реалізація потенціалу з надання послуг супроводження життєвого циклу 
військової техніки. 
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О7 Збільшення об’ємів виробництва військової техніки (як наслідок - 
стратегічне збільшення частки ВПК у ВВП). 
О2 Створення сучасних технологій в рамках міжнародної кооперації. 
Strengths (сильні сторони): 
S6 Великий внутрішній попит на модернізацію військової техніки та випуск 
нових продуктів. 
S2 Наявність науково-технічного потенціалу та висока кваліфікація 
персоналу. 
S7 Зростання довіри до українських виробників внаслідок замовлень від 
Міністерства Оборони України. 
S3 Розгалуженість і різноманіття виробничої бази. 
Threats (загрози): 
Т11 Відсутність на найвищому рівні стратегічного бачення напрямків і 
перспектив розвитку ВПК та відповідної державної програми. 
Т8 Політична нестабільність країни. 
Т9 «Відтік мізків», зокрема з науково-дослідних інститутів, що 
обслуговують ВПК. 
Weaknesses (слабкі сторони): 
W5 Застаріла виробнича база та інфраструктура. 
W4 Зменшення золото-валютних резервів України, можливостей залучення 
іноземного капіталу та взяття кредиту (як джерел фінансування ВПК). 
W7 Низькі темпи внутрішніх реформ. 
 
На основі виявлених факторів, які найбільш впливають на розвиток ВПК в 
України, при залученні експертів була сформована вихідна матриця суміжності, 
що наведена в табл.4.21. 
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Таблиця 4.21 
Вихідна матриця суміжності з урахуванням факторів, які найбільш 
впливають на розвиток ВПК в України  
  O13 O7 O2ви S6 S2 S7 S3 T11 T8 T9 W5 W4 W7 
O13 0 0,5 0,1 0,1 0 0 0 0 0 0 0 0 -0,1 
O7 0 0 0,1 0,2 0 0,4 0 0 0 0 0 0 0 
O2 0,2 0,1 0 0,6 0 0 0,3 -0,1 0 0 -0,3 0 0 
S6 0 0,5 0,2 0 0 0 0 0 0 -0,2 0 -0,2 -0,1 
S2 0,5 0,1 0,4 0 0 0 0,2 -0,2 0 0,3 0 0 0 
S7 0 0,4 0 0,2 0,6 0 0,1 -0,2 -0,1 0 0 -0,2 0 
S3 0 0,4 0,3 0 0 0 0 0 0 0 -0,3 0 -0,2 
T11 -0,2 0 0 0 -0,3 -0,1 0 0 0 0,5 0,4 0,6 0,6 
T8 0 -0,3 -0,3 0,4 0 -0,4 0 0,4 0 0,5 0 0,6 0,6 
T9 -0,3 0 -0,4 0 -0,5 0 -0,4 0,5 0 0 0 0 0,5 
W5 -0,3 -0,3 -0,3 -0,4 -0,4 0 0 0 0 0,1 0 0,5 0,5 
W4 -0,3 -0,3 -0,2 0 -0,3 0 -0,3 0 0 0,4 0 0 0,5 
W7 -0,2 0 0 -0,4 0 -0,4 -0,1 0,5 0 0,4 0,2 0 0 
 
 
 
Будемо проводити дослідження на стійкість когнітивної карти. Для 
дослідження структурної стійкості знайдемо усі додатні цикли натиснувши 
«Показати цикли» (рис.4.14). 
 
Рисунок 4.14 - Пораховані додатні цикли 
Бачимо, що парних циклів дуже багато, тож система не є структурно 
стійкою. Обчислимо власні числа, натиснувши «Порахувати власні числа». У 
віконці «Власні числа» виводяться модулі власних чисел у порядку спадання 
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(рис.4.15). З наведених на рис.4.15 результатів бачимо, що система не є 
чисельно стійкою. При цьому когнітивна карта системи має вигляд (рис.4.16).  
 
Рисунок 4.15 - Модулі власних чисел у порядку спадання 
 
Рисунок 4.16 - Когнітивна карта системи, що представлена у вигляді графу 
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Для роботи з графами був використаний пакет Python NetworkX, 
призначений для створення, маніпулювання та вивчення структури, динаміки 
та функцій складних мереж.  Зведемо систему до чисельної стійкості шляхом 
видалення деяких зв’язків. Загалом було видалено зв’язки між наступними 
факторами:6-12; 7-12; 12-6; 2-7; 4-7; 2-6; 6-10; 0-3; 1-3; 5-8;7-5; 2-1; 0-12;2-10;  
11-9; 12-9; 12-10; 12-0; 12-3; 2-0; 12-5; 12-7; 2-3; 9-7; 7-9; 7-11.  
В результаті можна побачити, що додатніх циклів немає, а усі власні числа 
менші за 1, отже отримана система є структурно та чисельно стійкою. 
По отриманій когнітивній карті можна сказати, що  
- великий внутрішній попит на модернізацію та випуск військової техніки 
позитивно впливає на збільшення її об'ємів виробництва; 
 - висока кваліфікація персоналу стимулює реалізацію потенціалу з надання 
послуг супроводження життєвого циклу техніки; 
 - зростання довіри до українських виробників позитивно впливає на 
кваліфікацію персоналу; 
 - політична нестабільність у країні стимулює "відтік мізків", а разом з 
застарілою виробничою базою перешкоджає можливостям залучення 
іноземного капіталу та кредитів, заповільнює внутрішні реформи; 
 - "відтік мізків" негативно впливає на кваліфікацію персоналу. 
Саме ці закономірності завдають найбільшого впливу на систему, а отже, на 
них варто звертати найбільше уваги під час формування стратегій та прийняття 
рішень. Зауваження: для визначення вказаних ключових закономірностей брали 
ребра з вагами не менше 0,5. 
 В результаті було встановлено, що за зведення системи до стійкої, в ній 
переважають негативні зв’язки між факторами (що говорить про активну 
взаємодію позитивних та негативних сторін ВПК України, його можливості та 
загрози), проте жоден фактор не чинить суто негативної дії на інші. Найбільше 
негативної дії на сильні сторони та можливості розвитку ВПК чинить фактор 10 
«Застаріла виробнича база та інфраструктура». Найвпливовішою позитивною 
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характеристикою ВПК України є фактор 4 «наявність науково-технічного 
потенціалу та висока кваліфікація персоналу». 
У формулюванні сценарію спиратимемось на те, що саме призведе до 
встановлення стійкості системи. На шляху до досягнення стійкості було 
видалено найбільше зв’язків з фактором 12 – «Низькі темпи внутрішніх 
реформ» та з фактором 7 – «Відсутність на найвищому рівні стратегічного 
бачення напрямків і перспектив розвитку ВПК та відповідної державної 
програми», це означає, що наведені зв’язки є найбільшими завадами на шляху 
до стійкості системи ВПК України. Тож, за низьких темпів внутрішніх реформ 
та відсутності на найвищому рівні стратегічного бачення напрямків і 
перспектив розвитку ВПК та відповідної державної програми система ВПК 
буде чутливою до змін оточуючого середовища (економічного та політичного 
становища країни в цілому), що може призвести до різкого зниження у рівні 
розвитку розглянутої системи. В результаті зведення системи до стійкої, фактор 
12  «Низькі темпи внутрішніх реформ» було повністю видалено, тобто для 
стабільного розвитку ВПК України необхідно інтенсифікувати проведення 
реформ у галузі. Що ж до фактору 7, то він є найсильнішим негативним 
фактором, який зміцнює негативні сторони галузі та поглиблює величину 
загроз. Тож, не дивно, що «Відсутність на найвищому рівні стратегічного 
бачення напрямків і перспектив розвитку ВПК» є завадою стійкості та 
адаптованості розглянутої системи. Це означає, що для досягнення стійкості 
необхідно привернути увагу правління до проблем галузі, виступити з 
актуальними даними щодо її потреб та можливостей, кількісно обґрунтувати 
критичну необхідність якісної модифікації галузі. 
Зауважимо, що у вихідному стані найбільш впливовими негативними 
факторами (тими, які затримують розвиток розглянутої системи та «що чинять 
сукупно найбільше негативної дії на інші фактори) були 10 «Застаріла 
виробнича база та інфраструктура» та 9 «Відтік мозків, зокрема з науково-
дослідних інститутів, що обслуговують ВПК». А найсильнішим позитивним 
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фактором був 5 «Наявність науково-технічного потенціалу та висока 
кваліфікація персоналу» (цей фактор найактивніше протидіє негативним 
факторам). Тож, одним з рушіїв  розвитку ВПК є потужний науково-технічний 
ресурс, кваліфікацію якого необхідно підтримувати на високому рівні, а 
значить запроваджувати якісні умови для роботи та досліджень працівників 
галузі, пільги, високі пенсії, субсидії.  
У положенні стійкості ж найпотужнішим утримувачем адаптованості до 
зовнішніх змін є фактор 1 – «Збільшення об’ємів виробництва військової 
техніки (як наслідок - стратегічне збільшення частки ВПК у ВВП)», а 
найактивнішою завадою стійкості – фактор 10 – «Застаріла виробнича база та 
інфраструктура». 
Таким чином, в результаті проведення когнітивного аналізу можна 
запропонувати сценарій розвитку ВПК України. 
 Для досягнення стійкості у розвитку ВПК необхідно наступне: 
 активізувати внутрішні реформи, зробивши так, щоб вони йшли «зверху», 
доносячи до вповноважених осіб факт критичної необхідності 
структурних змін у галузі та оновлення устаткування;  
 для уповільнення витоку потужного науково-технічного потенціалу з 
галузі та країни необхідно створювати комфортні робочі місця в галузі, 
встановити конкурентоспроможні заробітні плати, запровадити додаткові 
пільги або субсидії за особливі досягнення робітників ВПК; 
 підготовка управлінців нового типу для ВПК; 
 рівень розвитку ВПК використовується вже більше не для ведення 
бойових дій, а для впливу на міжнародній арені. Тобто чим кращій ВПК 
країни, тим менша ймовірність того, що хтось домінуватиме над нею. 
Після досягнення стабільності системи ВПК України для її підтримки 
необхідно продовжити процес оновлення виробничої бази та інфраструктури та 
налагоджувати внутрішні та зовнішні шляхи збуту продукції ВПК з метою  
підвищення об’ємів виробництва.  
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4.5. Виявлення пріоритетних напрямків розвитку вищої освіти в 
Україні 
Приймаючи до уваги, що одним з головних драйверів економіки є вища 
освіта, було доцільно виявити та дослідити пріоритетні напрямки розвитку 
вищої освіти в Україні [24]. 
При виявленні пріоритетних напрямків розвитку вищої освіти в Україні 
на першому етапі когнітивного моделювання була застосована методологія 
передбачення, а саме – SWOT-аналіз, отримані характеристики якого  
використовуються як вихідні дані для початкової ітерації когнітивного 
моделювання. У результаті проведення SWOT-аналізу було виявлено фактори 
(сильні та слабкі сторони, можливості та загрози), які найбільш впливають на 
розвиток вищої освіти України. Найбільш суттєвими факторами є наступні 
(фактори кожної категорії впорядковані за спаданням їх впливу на розвиток 
вищої освіти України): 
Opportunities (можливості): 
О9. Впровадження масштабних міжнародних проектів. 
О11. Залучення інвесторів, що зацікавлені в результатах наукових 
досліджень, зв'язок з бізнесом. 
Strengths (сильні сторони): 
S8. Наявність факультативних освітніх курсів із залученням 
комерційних компаній. 
S1. Масовість (популярність) вищої освіти 
S7. Налагоджене міжнародне співробітництво (наукове) 
Threats (загрози): 
Т9. Доступність програм навчання за кордоном. 
Т4. Втрата людського потенціалу “Відтік мізків”. 
Т3. Популяризація професійних курсів. 
Weaknesses (слабкі сторони): 
W1. Корумпованість 
170 
 
 
W3. Хронічне недофінансування вітчизняної галузі освіти.  
W2. Невідповідність вищої освіти сучасним вимогам. 
Враховуючи дослідження, що отримано на етапі передбачення та оцінювання 
експертів, будується матриця суміжності у вигляді таблиці 4.22. 
Розв’язок задачі проводиться при застосуванні  обчислювального 
алгоритму та програмного продукту, що наведені у розділі 3.5. Зчитується 
матриця суміжності з текстового файлу, виконуються обчислення, що 
спрямовані на виявлення чисельної та структурної стійкості. У таблиці 
графічного інтерфейсу користувача можна змінювати коефіцієнти взаємодії 
факторів-складових матриці суміжності (тобто змінювати ваги ребер знакового 
орієнтованого зваженого графа).  
 
Таблиця 4.22 
Вихідна матриця суміжності 
 
  S8 S1 S7 W1 W3 W2 O9 O11 T9 T4 T3 
S8 0 0.6 0 0 0 -0.5 0.1 0.3 0 -0.1 -0.7 
S1 0 0 0.1 0.2 0.2 0 0 0.3 -0.3 -0.1 -0.4 
S7 0 0.4 0 0 0 -0.3 0.6 0.5 -0.2 -0.3 -0.2 
W1 -0.5 0 -0.2 0 0 0.4 -0.2 0 0.3 0.4 0.3 
W3 -0.3 0 -0.2 0.6 0 0.4 -0.5 0 0.1 0.2 0.1 
W2 -0.4 -0.6 -0.2 0 0 0 -0.4 -0.4 0.7 0.1 0.4 
O9 0 0.5 0.7 0 0 -0.5 0 0.2 -0.2 -0.3 0 
O11 0.3 0 0 0 -0.4 0 0.3 0 0 0 0 
T9 0 -0.6 0 0 0 0 0 0 0 0.7 0 
T4 0 0 -0.2 0 0 0 -0.2 0 0 0 0 
T3 0 -0.5 0 0 0 0 0 0 0 0 0 
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Інтерфейс з введеними первинними даними та  обчисленими власними 
числами («Find eigen») і знайденими додатними  циклами  («Show + cycles»): 
наведено на рис. 4.17. 
 
 
Рисунок 4.17 - Інтерфейс з введеними первинними даними та  обчисленими 
власними числами і знайденими додатними  циклами   
 
Бачимо, що система не є чисельно стійкою, а такаж парних циклів дуже 
багато, тож система не є і структурно стійкою. Зведемо систему до чисельної 
стійкості шляхом видалення деяких зв’язків. При натисканні кнопки «Remove 
edges», програма автоматично видаляє всі парні цикли, але не обов’язково 
робить систему чисельно стійкою. У даному випадку максимальний модуль 
власного числа матриці менший 1, тобто система стала чисельно стійкою (за 
збуренням та за значенням). Загалом було видалено наступні зв’язки між 
факторами: 
(1,6); (1,7); (1,8); 
(2,3); (2,8); (2,9); (2,10); 
(3,6); (3,7); (3,9); 
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(6,1); (7,6); (7,9); 
(8,5); (8,7). 
Отже отримана система є структурно та чисельно стійкою. Але можемо 
помітити, що фактори T4 (втрата людського потенціалу “Відтік мізків”)та T3 
(популяризація професійних курсів) перестали мати будь-який вплив на 
розвиток освітньої галузі, тому було вирішено надалі не розглядати дані 
фактори, а продовжити розгляд сталого розвитку системи, видаливши та 
замінивши 10-й та 11-й фактор на нові: 
T2. Знецінення дипломів. Втрата суспільної довіри. 
T12. Послаблення зв’язків з бізнесом. 
В результаті отримали нову матриця суміжності у вигляді таблиці 4.23. 
                                                                                                  
                                                                Таблиця 4.23 
Матриця суміжності після введення нових факторів 
  S8 S1 S7 W1 W3 W2 O9 O11 T9 T2 T12 
S8 0.0 0.6 0.0 0.0 0.0 0.0 0.0 0.0 0.0 -0.4 -0.6 
S1 0.0 0.0 0.0 0.2 0.2 0.0 0.0 0.0 0.0 0.0 0.0 
S7 0.0 0.4 0.0 0.0 0.0 0.0 0.0 0.5 0.0 -0.3 -0.2 
W1 -0.5 0.0 -0.2 0.0 0.0 0.4 -0.2 0.0 0.3 0.6 0.0 
W3 -0.3 0.0 -0.2 0.6 0.0 0.4 -0.5 0.0 0.1 0.0 0.0 
W2 0.0 -0.6 -0.2 0.0 0.0 0.0 -0.4 -0.4 0.7 0.6 0.3 
O9 0.0 0.5 0.7 0.0 0.0 0.0 0.0 0.2 0.0 -0.2 -0.4 
O11 0.3 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
T9 0.0 -0.6 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
T2 0.0 -0.4 0.0 0.0 0.0 0.5 0.0 0.0 0.0 0.0 0.3 
T12 -0.6 -0.2 0.0 0.0 0.0 0.6 0.0 -0.6 0.5 0.4 0.0 
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Знайдені власні числа та парні цикли отриманої когнітивної карти (матриці 
суміжності) наведені на рис. 4.18. 
 
 
Рисунок 4.18 - Вигляд вікна програми з знайденими власними числами та 
парними циклами отриманої когнітивної карти (матриці суміжності)  
Як бачимо, система вже є чисельно стійкою (за збуренням та за 
значенням), тобто залишилося звести систему до структурно стійкої. Для цього 
використаємо алгоритм «Remove edges». Загалом було видалено наступні 
зв’язки між факторами:(1,10), (1,11); (6,3), (6,7), (6,8), (6,11); (10,6), (10,11). 
В результаті отримуємо результати, що наведені на рис. 4.19 та 4.20. 
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Рисунок 4.19 - Вигляд вікна програми з знайденими власними числами (менші 
за 1) та відсутними парними циклами  
 
Рисунок 4.20 - Когнітивна карта для стійкої системи 
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На рис. 4.20 зелені дуги відображають позитивний зв'язок, червоні – 
негативний.  Бачимо, що парних циклів немає, а усі власні числа менші за 
1, отже отримана система є структурно та чисельно стійкою. 
При проведенні дослідження встановлено, що у системі переважають 
позитивні зв’язки між факторами (що говорить про активну взаємодію 
позитивних та негативних сторін вищої освіти України, її можливостей та 
загроз). Найбільше негативної дії на сильні сторони та можливості розвитку 
вищої освіти чинять фактори 11 – послаблення зв’язків з бізнесом та 4 – 
невідповідність вищої освіти сучасним вимогам. Найвпливовішою позитивною 
характеристикою вищої освіти України є фактори 3 –  налагоджене міжнародне 
співробітництво та 7 – впровадження масштабних міжнародних проектів. 
При формулюванні сценарію спиратимемось на те, що саме призведе до 
встановлення стійкості системи. У нашому випадку було видалено багато 
зв’язків між сильними сторонами та можливостями, що свідчить про те, що не 
слід покладатися на те, що сильні сторони вищої освіти України позитивно 
впливатимуть на пошук нових можливостей і їх подальше впровадження в 
систему вищої освіти, адже вони не є критично важливими для сталого 
розвитку системи. 
Також можемо помітити, що для досягнення системою вищої освіти 
стійкості ми маємо позбавитися від негативного впливу загроз на сильні 
сторони та можливості в два етапи, а саме: 
 повністю усунути вплив факторів Т3 та Т4 як на позитивні так і на 
негативні фактори; 
 усунути підсилюючий вплив фактору Т2 на Т11 та W2. 
В ході аналізу когнітивної моделі вищої освіти України було виявлено, що 
для її сталого розвитку необхідно зменшити вплив фактору W2 – 
«Невідповідність вищої освіти сучасним вимогам» на інші фактори системи, 
адже, як показав аналіз, він є найбільшою завадою для стійкого розвитку 
системи. Натомість вплив інших слабких сторін не є критичним для сталого 
176 
 
 
розвитку вищої освіти. Виявлено, що вплив сильних сторін і можливостей 
вищої освіти України в загальному не компенсує негативний вплив на систему 
загроз, отже покладатися лише на них в усуненні загроз неможливо. 
Таким чином, в результаті проведення когнітивного аналізу можна 
запропонувати наступний сценарій розвитку вищої освіти в Україні: 
1. Завдяки таким сильним сторонам як налагоджене міжнародне 
співробітництво та популярності вищої освіти, звести до нуля вплив 
таких загроз: популярність освітніх курсів та втрата людського 
потенціалу. 
2. Завдяки залученню комерційних курсів зменшити невідповідність вищої 
освіти сучасним вимогам. 
3. Завдяки налагодженому міжнародному співробітництву зменшити 
невідповідність вищої освіти сучасним вимогам. 
4. Завдяки впровадженню міжнародних проектів і залученню інвесторів, 
налагодженню зв’язку з бізнесом та наукою зменшити невідповідність 
вищої освіти сучасним вимогам. 
5. Завдяки підвищенню якості освіти зменшити темпи знецінення дипломів. 
6. Завдяки попереднім пунктам зменшити невідповідність вищої освіти 
сучасним вимогам, підвисити якість підготовки та відтворення людського 
капіталу, що буде сприяти підвищенню конкурентоздатності країни у 
світі.  
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4.6. Висновки до четвертого розділу 
 
В цьому розділі досліджено спроможність розробленого математичного 
та програмного забезпечення до розв’язання проблем стосовно виявлених 
пріоритетних галузей та досліджено низку задач щодо соціально-економічних 
систем в межах виявлених галузей, що можуть стати головними драйверами, 
або локомотивами бажаного розвитку. 
На основі SWOT аналізу виявлено критичні для розвитку України галузі 
промисловості: оборонний комплекс, машинобудування, розробка й ви-
робництво композитних матеріалів. За знайденою стійкою когнітивною картою 
виявлено наступні пріоритетні галузі економіки України: оборонна 
промисловість; машинобудування; металургія з направленістю на композитні 
матеріали у процесі виробництва; хімічна промисловість.  
Беручи до уваги спрямованість металургійної галузі на композиційні 
матеріали, проведено оцінку розвитку ринку композиційних матеріалів до 2020 
року  та обгрунтовано ефективність переходу металургійної галузі на 
композитні матеріали. 
Прийняття рішення щодо вибору напрямку діяльності компанії в сфері 
інформаційно-комунікаційних технологій виконувалось на основі методу 
морфологічного аналізу. Залучення когнітивного моделювання дозволило 
запропонувати сценарій щодо розвитку IKT. 
З залученням методів передбачення та когнітивного моделювання виконано 
оцінювання розвитку військово-промислового комплексу та виявлені 
пріоритетні напрямки розвитку вищої освіти в Україні, запропоновано сценарії 
їх розвитку. 
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ВИСНОВКИ 
 
У дисертаційній роботі вирішена проблема розробки стратегії розвитку 
соціально-економічних систем на основі математичного забезпечення 
одночасного застосування методологій передбачення щодо побудови 
альтернатив сценаріїв та когнітивного моделювання з метою побудови 
сценаріїв розвитку бажаного майбутнього та шляхів їх реалізації. 
Основні наукові та практичні результати роботи полягають у наступному: 
1. На основі аналізу дослідження проблем розвитку соціально-економічних 
систем та їх розв’язання зроблено висновок про доцільність розробки 
математичного забезпечення на основі синтезу методологій 
передбачення та когнітивного моделювання. Проблема зумовлена тим, 
що на етапі передбачення будуються лише альтернативи сценаріїв. 
Залучення когнітивного моделювання надає можливість обгрунтовано 
побудувати сценарії розвитку бажаного майбутнього та шляхи їх 
реалізації 
2. Вперше запропоновано системний підхід до побудови стратегії розвитку 
соціально-економічних систем у вигляді двоетапної моделі на основі 
синтезу методологій передбачення та когнітивного моделювання, де 
результати передбачення є вихідними даними для начального етапу 
когнітивного моделювання 
3. Розроблено формалізацію процесу когнітивного моделювання, що 
включає наступні взаємопов'язані проблеми: побудова когнітивної 
моделі (карти), обґрунтування на кожному етапі моделювання стійкості 
за значенням і по збуренню, структурної стійкості, розробка сценарію 
розвитку бажаного майбутнього. 
4. Наведено доведення чисельної стійкості когнітивних карт на основі 
представлення значень та збурень у вершинах графу у матричному 
вигляді. 
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5. Запропоновано метод побудови інтегрованого показника даних, що 
полягає в розбитті підмножини вихідних факторів на уточнюючі 
фактори на основі методики відновлення функціональних залежностей 
за дискретно заданими вибірками. Підхід надає можливість формувати 
логічні групи та інтегрувати їх у агреговане значення,  обгрунтовано в 
процесі когнітивного моделювання робити декомпозицію вершини 
графу на декілька вершин. 
6. Побудовано технологію когнітивного моделювання щодо визначення 
можливих й раціональних шляхів управління ситуацією з метою 
переходу від вихідних станів до бажаних. 
7. Застосовано розроблений системний підхід у вигляді моделей, методів 
та програмно-обчислювальних комплексів до розв'язання розвитку ряду 
практичних соціально-економічних задач. Розглянуті такі задачі, як 
виявлення основних галузей економіки України; виявлення шляхів 
розвитку майбутнього металургійної галузі України, який  направлено 
на перехід на композиційні матеріали;  дослідження розвитку ринку 
композиційних матеріалів;  вибір напрямку діяльності компанії в 
залежності від ситуації в державі в сфері ІІКТ; виявлення пріоритетних 
галузей і технологій військово-промислового комплексу України; 
виявлення та дослідження пріоритетних напрямків розвитку вищої 
освіти в Україні.  
Результати досліджень використовуються в навчальному процесі 
кафедри математичних методів системного аналізу НТУУ "КПІ ім. Ігоря 
Сікорського", зокрема при викладанні дисципліни “Основи системного 
аналізу” (акт впровадження від 05.12.2016). 
   Впровадження пропонованої методології та програмних засобів в 
МВС України (акт впровадження від 09.12.2016) дали можливість, 
зокрема,   побудувати та запропонувати замовнику для прийняття рішень 
сценарії розвитку соціальних лих.  
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