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Abstract
We consider ringsR, not necessarily with 1, for which there is a nontrivial permutation  on n letters
such that x1 · · · xn =0 implies x(1) · · · x(n) =0 for all x1, . . . , xn ∈ R. We prove that this condition
alone implies very strong permutability conditions for zero products with sufﬁcientlymany factors. To
this endwe study the inﬁnite sequences of permutation groupsPn(R) consisting of those permutations
 on n letters for which the condition above is satisﬁed in R. We give the full characterization of such
sequences both for rings and for semigroups with 0. This enables us to generalize some recent results
by Cohn on reversible rings and by Lambek, Anderson and Camillo on rings and semigroups whose
zero products commute. In particular, we prove that rings with permutable zero products satisfy the
Köthe conjecture.
© 2005 Elsevier B.V. All rights reserved.
MSC: 16U80; 16P10; 16S99; 20B30; 20B35
1. Introduction
In [2], P.M. Cohn has introduced reversible rings as those rings with 1 in which ab = 0
implies ba = 0. He has observed that this condition helps to simplify other ring conditions,
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and the class of reversible rings is a natural common generalization of commutative rings
with 1 and integral domains. In particular, these rings can be proved easily to satisfy the
Köthe conjecture that having a nonzero nil right ideal implies having a nonzero nil ideal.
Moreover, the set of nilpotent elements in such a ring is an ideal, which forms the unique
nilradical.
Lambek in [10] and Anderson and Camillo in [1] consider more general conditions for
rings not necessarily with 1 and for semigroups with 0. They say that a ring or a semigroup
with 0 satisﬁes ZCn if a1 . . . an = 0 implies a(1) . . . a(n) = 0 for all permutations . They
also prove ([10, Proposition 3] and [1, Theorem II.2]), in particular, that in rings satisfying
ZCn for some n3, the set of nilpotent elements is an ideal. (Note that Lambek’s proof
that (c) implies (a) [10, p. 363] is valid for nonunital rings, and Lambek proves that in a
ring satisfying ZCn for some n3 the set of nilpotent elements is not only an ideal but the
prime radical). Curiously, they prove it only for n3. The case n= 2, which is the case of
reversible rings, is not treated (it is treated only in [2], with a different proof). Moreover,
in [1, Theorem I.1], it is proved that ZCn implies ZCn+1 for all n3. The authors provide
an elaborate example of a 13-element semigroup S (given by its multiplication table) that
satisﬁes ZC2, but not ZC3, and they prove that the contracted semigroup ring of S has the
same property.
One of the aims of this paper is to provide a common generalization of the classes of
rings considered by Lambek, Cohn, Anderson, and Camillo, in which the results mentioned
still hold, and the reason for the curious difference between ZC2 and other ZCn becomes
clearer.
Let us note that reversible rings are considered also in [5], where they are called zero
commutative. Rings satisfying ZC3 are called symmetric in [10]. The relationship between
these properties and the property of being duo is discussed in [11].
We say that an associative ring R, not necessarily with 1, has a permutable zero product
if there exist n2 and a nontrivial permutation  such that, for all x1, x2, . . . , xn ∈ R,
x1x2 · · · xn = 0 ⇒ x(1)x(2) · · · x(n) = 0. (*)
The same deﬁnition is adopted for semigroups with 0. We prove in this paper that, in
rings and semigroups satisfying this condition, all zero products with sufﬁciently many
factors are permutable. Therefore, such rings and semigroups are also referred to as ones
with permutable zero products.
Observing that the condition (*) is, in fact, what is called a quasi-identity, we try to apply
the approach of [7], where permutation identities are considered. While in many steps we
need completely new ideas and constructions, in conclusion, we are able to obtain very
similar results.
We will be concerned with permutations  on the set {1, 2 . . . , n}. The set of all permu-
tations on {1, 2 . . . , n}, forming the symmetric group, is denoted by n. Given a ring R (or
a semigroup with 0), by Pn(R) we denote the set of all permutations  ∈ n for which the
implication (*) holds. It is easy to see that Pn(R) forms a subgroup of n. Most of the paper
is devoted to the study of the inﬁnite sequence
P(R) = (P2(R), P3(R), . . .)
of permutation groups.
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First, in Section 2, we consider the case when the ring (semigroup) has a unit element.
This assumption makes the problem relatively easy. We prove directly that in such a case
only three sequences P(R) may occur. In Section 3, we prove that in a general case the
necessary and sufﬁcient condition for the sequence of permutation groups (G2,G3, . . .)
with Gn ⊆ n to be of the form P(R) is that Gn+1 contains a certain group (Gn)+ (the
“consequence” group of Gn), directly determined by Gn. This is true both for semigroups
with 0 and rings. We strengthen this result in Section 5, proving that every sequence P(R)
that occurs for some ring (or semigroup) R actually occurs for a ﬁnite ring R. To this end
we need the result of Section 4 describing the structure of (Gn)+. This is also used, in
Section 5, to generalize the results by Cohn, Anderson and Camillo mentioned above.
In particular, we prove that rings with permutable zero products satisfy the Köthe conjecture
(Theorem 5.4).
The rings we consider are always associative, and not necessarily with 1. Semigroups
are assumed to have 0. Some of our results hold for both rings and semigroups, while some
others make use of the additive structure of the ring. This is always made clear with a
suitable comment. In our notation, we generally follow [7] (especially where some results
of [7] are directly applied). Terminology on rings, semigroups, and permutation groups is
standard (e.g. see [3,6]). More special notions and notations are recalled when needed.
2. Monoids and rings with 1
The aim of this section is to characterize the sequences of permutation groups P(R)
when R is a monoid or a ring with 1.
In the following, and throughout the paper, byCn we denote the subgroup ofn generated
by the cycle cn = (1, 2, ..., n) and by In the trivial subgroup of n generated by the identity
permutation, denoted id.
Theorem 2.1. Let R be a monoid. Then P(R) is one of the following sequences:
(i) (I2, I3, I4, . . .),
(ii) (C2, C3, C4, . . .),
(iii) (2,3,4, . . .).
Proof. Observe that
• If P2(R) = I2 then P(R) = (I2, I3, I4, ...).
• If P2(R) = C2 then Cn ⊆ Pn(R) for all n2.
• If for some n we have CnPn(R), then there exists a nonidentity  ∈ Pn(R) satisfying
(1) = 1, whereupon we infer from [10, Proposition 1(3)] that Pn(R) = n for every n.

We note that all the cases in the theorem may occur, even for ﬁnite rings.
Indeed, if a ring (monoid with 0)R is commutative or has no zero divisors, then obviously
P(R) = (2,3, . . .). Also each reduced ring has the same P(R) (see [1, Theorem I.3]).
If a ring R satisﬁes ab = 0 and ba = 0 for some a, b ∈ R then P2(R) = I2, and in view
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of our result, P(R) = (I2, I3, . . .). Numerous examples may be provided here by rings of
matrices.
Rings and semigroups with P(R)= (C2, C3, . . .) are less common (see [1, Example I.5];
[9, Example 12.18], [11, Example 7]).
3. Characterization theorem
We ﬁrst establish connections between the groups Pn(R) and Pn+1(R). To this end we
use the same idea as in [7], which goes back to [4] and [12].
We start from semigroups. If  ∈ Pn(S), for a semigroup S, then it is easy to see that
certain permutations  are necessarily in Pn+1(S). Namely, if x = x1 · · · xnxn+1 = 0, then
treating x = x1 · · · (xkxk+1) · · · xn+1 as a product of n elements (one of which is xkxk+1,
k=1, . . . , n), we may apply  to it and infer that x(1) · · · x(n+1) =0 for some permutation
= (k), determined by  and k. One may compute that
(k) = k−1m ,
where k denotes the cycle (k, k+1, . . . , n+1),m=−1(k), and is treated as a permutation
in n+1 ﬁxing n + 1 (cf. [7, Eq (3)]).
Hence, if  ∈ Pn(S), then all the permutations (k) are in Pn+1(S) for k=1, . . . , n. (Note
that, in contrast with [7], we cannot apply multiplication here, and therefore we do not claim
that (0) and (n+1) are in Pn+1(S), as well). This leads to the following deﬁnition.
Given a group G ⊆ n, we deﬁne the consequence group G+ of G as a subgroup of
n+1 generated by all (k), with k=1, . . . , n and  ∈ G. The aim of this section is to prove
the following:
Theorem 3.1. Let (G2,G3,G4, . . .) be a sequence of permutation groups with Gn ⊆ n
for all n2. Then the following conditions are equivalent:
(i) (G2,G3,G4, . . .) = P(R) for some ﬁnite ring R,
(ii) (G2,G3,G4, . . .) = P(S) for some semigroup S,
(iii) G+n ⊆ Gn+1 for all n2.
The remarks above show that the condition (iii) is necessary for (ii). The implication (i)
⇒ (ii) is trivial. The nontrivial part is the implication (iii) ⇒ (i). To prove it, we introduce
some further notions and notations.
Given a group G ⊆ n we deﬁne further consequence groups G(k), for all k1, by
G(1) = G+ and G(k+1) = (G(k))+. Note that (G(k))(n) = G(k+n).
We also deﬁneG(0)=G,G−1={ ∈ n−1 : 〈〉′ ⊆ G}, where 〈〉 is the group generated
by , and G(−k−1) = (G(−k))−1 for all 0<k<n − 2. We ﬁrst state a few simple fact we
shall need later.
Lemma 3.2. Let G ⊆ n, and 1kn − 2. Then G(−k) is a subgroup of n−k satisfying
(G(−k))(k) ⊆ G, and it is the largest subgroup of n−k with this property.
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Proof. Similar to [7, Lemma 5.2]. 
Lemma 3.3. Let A = {a1, . . . , am}, and x1, . . . , xn ∈ A+ for m3, and 2nm − 1.
If x1x2 · · · xn = a1a2 · · · am, then for every  ∈ n there exists ′ ∈ 〈〉(m−n) such that
x(1)x(2) · · · x(n) = a′(1)a′(2) · · · a′(m).
Proof. If n=m−1, then xi =aiai+1 for some 1 im−1, and xi =ai or ai+1, otherwise.
In such a case ′ = (i), by the deﬁnition given at the beginning of this section. An easy
inductive argument completes the proof. 
We left to the reader also the proof of the following:
Lemma 3.4. Let n2 be an integer. Then:
(i) If S is a subsemigroup of a semigroup T with 0, and 0 ∈ S, then Pn(S) ⊇ Pn(T ) for all
n2.
(ii) If (Ri)i∈I is a family of rings, then for the direct sumwehavePn(
⊕
i∈I Ri)=
⋂
i∈I Pn(Ri)
for all n2.
First, we prove an auxiliary result concerning semigroups.
Lemma 3.5. Let Gm be a subgroup of m, for a ﬁxed m2. Then, there exists a ﬁnite
semigroup Sm with 0 such that
Pn(Sm) =
{
(Gm)
(n−m) if 2n<m;
Gm if n = m;
n if n>m.
Proof. Let A = {a1, . . . , am} be an alphabet with m letters and consider the set I ⊆ A+
deﬁned by
I = {w ∈ A+ : |w|m + 1} ∪ {a(1) · · · a(m) |  ∈ Gm} ∪ J ,
where J is the set of words w ∈ A+ that have a double occurrence of a letter, i.e., |w|a > 1
for some a ∈ A. Obviously, I is an ideal in the free semigroup A+. Deﬁne S = Sm to be
the Rees quotient A+/I . Then we may write S as
S = {0} ∪ {w ∈ A+ : |w|<m and |w|a = 1, for all a ∈ A}
∪ {a(1) · · · a(m) :  ∈ m\Gm}.
In particular, we see that S is ﬁnite.
Obviously, Sm+1={0}, and thereforePn(S)=n for each nm+1.As a(1) · · · a(m)=0
if and only if  ∈ Gm we deduce also thatPm(S)=Gm.For the remaining, in view of Lemma
3.2, it is enough to show that Pn(S) ⊇ (Gm)(n−m) for all 2n<m.
So let  ∈ (Gm)(n−m). Then 〈〉(m−n) ⊆ Gm.Let x1, . . . , xn ∈ A+ be such that x1 · · · xn=
0 in S, that is x1 · · · xn = w ∈ I.
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Ifw is not of the form a(1) · · · a(m) with ∈ Gm, then, by deﬁnition of I , x(1) · · · x(n)=
0 for every  ∈ n. If x1 · · · xn = a(1) · · · a(m) = 0,  ∈ Gm, then by Lemma 3.3,
x(1) · · · x(n) = a′(1) · · · a′(m) for some ′ ∈ 〈〉(m−n). Since ′,  ∈ Gm, it follows that
′ ∈ Gm, and therefore x(1) · · · x(n) = 0. Hence  ∈ Pn(S), which completes the proof.

Now, we wish to extend the result of Lemma 3.5 to rings.
Lemma 3.6. In Lemma 3.5, Sm can be chosen to be a ﬁnite ring.
Proof. Fix m, and put again S = Sm. We prove that if K is a ﬁeld then for the contracted
semigroup ring R = K0[S] we have P(R) = P(S).
As S is a subsemigroup of the multiplicative semigroup of the ringR, using Lemma 3.4(i)
we deduce that Pn(S) ⊇ Pn(R) for all n2. It remains to prove the converse inclusion.
Since Rm+1 = {0}, we have Pn(R) = n for all nm + 1, which is as required.
To prove that Pn(S) ⊆ Pn(R) in the remaining cases, assume that 2nm, and put
Z = S\{0}. Let f1, . . . , fn ∈ R. Each fi is of the form fi = (i)s s, where s ∈ Z and
(i)s ∈ K . The equality f1 · · · fn = 0 is equivalent to the following system of equations in
K involving the coefﬁcients (i)s :{∑
u1u2···un=v 
(1)
u1 
(2)
u2 · · · (n)un = 0 for all v ∈ Z, n |v|<m;∑
u1u2···un=a(1)a(2)···a(m) 
(1)
u1 
(2)
u2 · · · (n)un = 0 for all  ∈ m\Gm.
(1)
We show that this system is equivalent with one in which all the symbols “+” are replaced
by “=”, that is:⎧⎨
⎩
(1)u1 
(2)
u2 · · · (n)un = 0 for all u1u2 · · · un = v ∈ Z, n |v|<m;
(1)u1 
(2)
u2 · · · (n)un = 0 for all u1u2 · · · un = a(1)a(2) · · · a(m),
 ∈ m\Gm.
(2)
Clearly, it is enough to show that each equation in the system (2) is a consequence of
the equations in (1). Note that for |v| = n the claim is obvious, since in such a case v has
a unique factorization of length n (into single letters), and equation (1)u1 (2)u2 · · · (n)un = 0 is
already in (1).
Suppose to the contrary, that there exist u′1, u′2, . . . , u′n inZ such that v=u′1u′2 · · · u′n ∈ Z
andp=(1)
u′1
(2)
u′2
· · · (n)
u′n
= 0, and choose v with such a property of theminimal length. Then,
by the remark above, |v|>n. Multiply by p the equation∑u1u2···un=v (1)u1 (2)u2 · · · (n)un = 0.
Then, it is enough to prove that, in the resulting equation, each summand p(1)u1 
(2)
u2 · · · (n)un
with (u1, u2, . . . , un) different from (u′1, u′2, . . . , u′n) vanishes. Indeed, this implies that the
remaining summand p · p = 0, which, in a ﬁeld, contradicts the assumption that p = 0.
To see that the summands in question vanish, note that since n-tuples (u1, u2, . . . , un) and
(u′1, u′2, . . . , u′n) are different, there must be in − 1 such that the lengths |u1 · · · ui | and|u′1 · · · u′i | are different. If |u1 · · · ui |< |u′1 · · · u′i |, then thewordw=u1 · · · uiu′i+1 · · · u′n has
the length |w|< |v|. Therefore, by theminimality assumption on v, (1)u1 · · · (i)ui (i+1)u′i+1 · · · 
(n)
u′n
= 0, and consequently, p(1)u1 (2)u2 · · · (n)un = 0, as required. If |u1 · · · ui |> |u′1 · · · u′i |, then
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we take the word w = u′1 · · · u′iui+1 · · · un instead, and get the same conclusion. Thus, we
have proved that the systems (1) and (2) are equivalent.
Observe that the ﬁrst set of equations in (2) is invariant with regard to permutations of the
sequence f1, . . . , fn. Hence, in order to see that f1 · · · fn = 0 implies f(1) · · · f(n) = 0,
we need to only consider the second set of equations in (2). It is clear that what we need to
prove is that, for all  ∈ Pn(S), and  ∈ m\Gm , if u1u2 · · · un = a(1)a(2) · · · a(m), there
is ′ ∈ m\Gm such that u(1)u(2) · · · u(n) = a′(1)a′(2) · · · a′(m).
If n = m, we take ′ = , which is in m\Gm, since  ∈ Gm and  ∈ m\Gm. If
n<m, we take ′ = ′ with ′ ∈ 〈〉(m−n) given by Lemma 3.3. Since 〈〉(m−n) ⊆ Gm,
′ ∈ m\Gm, as above.
Thus, we have proved that P(R) = P(S). An observation that if K is ﬁnite, then R is
also ﬁnite, completes the proof. 
Nowwe are in a position to prove a part of implication (iii)⇒ (i) of Theorem 3.1. Suppose
that G+n ⊆ Gn+1 for all n2 in the sequence (G2,G3,G4, . . .). For every n2 we choose
a ﬁnite ring Rn with properties given by Lemmas 3.6 and 3.5. Then, by Lemma 3.4, for the
direct sum R =⊕n2 K0[Sn] we have Pn(R) =⋂m2 Pn(Rm) = Gn for all n2. The
latter equality follows by the property G+n ⊆ Gn+1 combined with Lemma 3.5.
Thus, the implication and the theorem is almost proved except that R is not ﬁnite. The
fact thatR can be replaced by a ﬁnite ring follows from special structure of the consequence
group G+, which is the subject of the next section. We will return to this topic in Section 5
(Lemma 5.2).
4. Structure theorem
In this section, we prove that, in general, G+ is a direct product of permutation groups
acting on pairwise disjoint intervals, and such that each factor is a one of the three possible
types.
The direct product of permutation groups Gi is denoted by
∏
Gi , and it is assumed
by deﬁnition that factors Gi act on pairwise disjoint sets. In our case, these sets will
be usually intervals of the form {s, s + 1, . . . , t}, which we denote [s, t]. For an inter-
val J , by SJ and AJ we denote the symmetric group, and the alternating group, respec-
tively, on the interval J , treated as subgroups of n for any n with J ⊆ [1, n]. A special
role is played here by groups of the form
∏
SJ and
∏
AJ with J running over a set
of intervals.
For an interval J = [s, t], let CJ denote the permutation group generated by the cycle
(s, s + 1, . . . , t), and if t = s + 5, let PJ denote the group generated two cycles (s, s +
1, s + 2, s + 3) and (s + 2, s + 3, s + 4, s + 5). As abstract groups, CJ is a cyclic group
of order t − s + 1, and PJ is isomorphic to the projective general linear group PGL2(5)
over the ﬁve-element ﬁeld (see [7, Lemma 3.4] for more details). They provide two types
of possible factors.
The remaining type are the groups of the form SA(, H), where  is a set of d1
pairwise-disjoint subintervals of [1, n], and H is a subgroup of the direct power Zd2 of the
two-element additive group Z2. Recall, from [7], that by SA(, H) we denote the group of
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all permutations (1, . . . , d) ∈∏J∈ SJ for which there is (e1, . . . , ed) ∈ H such that i
is odd iff ei = 1, for all id .
This is connected with the multisignature homomorphism deﬁned as follows. For a set 
of pairwise-disjoint subintervals of [1, n], by  we denote the natural homomorphism of∏
J∈ SJ into Zd2 deﬁned by
() = (e(1), e(2), . . . , e(d)),
where = (1, 2, . . . , d) ∈∏J∈ SJ , and e is the usual signature, i.e., assigns 0 to even
permutations, and 1 to odd ones. If  is ﬁxed by a group G ⊆ n, then we extend the
deﬁnition on elements  ∈ G by putting () = (′), where ′ is the permutation in∏
J∈ SJ induced by . The d-tuple () is called the -multisignature of . (Note that a
permutation  may have a well-deﬁned -multisignature only if  ﬁxes ).
In order to formulate the result, we still need to deﬁne certain interval partitions associated
with a group G ⊆ n.
An element k ∈ [1, n] stable under the action of G is called a separating ﬁx-point of G if
each of the intervals [1, k − 1] and [k + 1, n], if nonempty, is stable under the action of G.
(Note that, in particular, for 1 or n to be a separating ﬁx-point it is enough to be a ﬁx-point).
Let ∗(G) denotes the partition of [1, n] determined by separating ﬁx-points, i.e. the
maximal interval partition of [1, n] containing each separating ﬁx-point as a trivial interval.
Note that G ⊆ ∏ SJ with J ∈ ∗(G), and each nontrivial interval [s, t] of ∗(G) is
followed by a ﬁx-point t + 1 or t + 1 = n+ 1. Replacing each such pair [s, t] and t + 1 by
the interval [s, t + 1] we obtain a partition of [1, n + 1], which we denote by (G). (Note,
that although the deﬁnitions are different, this is exactly the partition (G) in [7]).
We now distinguish three types of nontrivial intervals in (G).
An interval J = [s, s + 5] ∈ (G) is of type 1 if each  ∈ G induces either the trivial
permutation or the permutation (s, s+3)(s+1, s+4) on the interval I=[s, s+4] ∈ ∗(G).
An interval J = [s, t + 1] ∈ (G), for s < t , is of type 2 if each  ∈ G induces a power of
the permutation (s, s + 1, . . . , t) on I =[s, t] ∈ ∗(G). The remaining intervals are of type
3. (Note that in this deﬁnition we may, in fact, restrict our attention to generators  of G).
Let us denote by j (G) the set of intervals of (G) of type j . Then the main result of
this section may be formulated as follows:
Theorem 4.1. Let G = 〈i〉 be the subgroup of n generated by permutations i , i ∈ I ,
and put j = j (G) for j = 1, 2, 3. Then
G+ =
∏
J∈1
PJ ×
∏
J∈2
CJ × SA(3, H),
where H is the subgroup ofZd2 generated by all the multisignatures((k)i ) of permutations
(k)i for k = 1, ..., n, i ∈ I , and = 3.
Remark. Note that this is very similar to the result [7, Theorem 5.4]. The main difference is
that now we have one more type as a possible factor. In fact, the formulation of Theorem 5.4
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in [7] is not correct. The possibility of having factors of type 1 is missing there. While these
factors have been considered earlier in the paper, they are eliminated in Lemma 4.2, because
of an error in the proof. Correction is given in [8], where the results are also extended to
rings. We note, moreover, that Theorem 5.4 of [7] was proved earlier in Pollák [12], in
another formulation and with different methods (see [8] for comparison of the two results
and proofs).
Proving Theorem 4.1 here, we are trying to follow the proof of Theorem 5.4 in [7]. While
we are able to use some lemmas proved in [7] (they are formulated below), the proof of
the analogue of [7, Lemma 4.2] is completely new compared with the proof in [7] and
its correction in [8]. Because of the smaller number of generators and a richer structure
expected, we have to apply new ideas. Also, settling the case of factors of type 1 requires a
more elaborate argument in this situation (see Lemma 4.5 below).
As in [7], by c{i, j} we denote the cyclic permutation (i, i+1, . . . , j) or (j, j +1, . . . , i)
depending on whether ij or j < i. In particular, c{i, i} = id . In the lemmas below, G is
always assumed to be a subgroup of n.
Lemma 4.2. If  ∈ G, then c{(k) + 1, (k + 1)} ∈ G+ for all k = 1, 2, . . . , n − 1.
The proof is exactly the same as that of Lemma 3.1 in [7]. Since now (0) and (n+1) do
not belong to G+, we have to restrict to 1kn− 1. (Variants of this crucial lemma were
earlier formulated and proved by Gutan [4] and Pollák [12]; in the formulation in [7] the
phrase “or c{m + 1, r}−1.” is missing).
Lemma 4.3. Let G be generated by two different (nontrivial) cycles (1, 2, . . . , m) and
(k, k + 1, . . . , n) with 1km, and denote by I the interval I = [1,max{m, n}]. Then
either AI ⊆ G, or else n = 6, G is equivalent to PGL2(5), and one of the following cases
holds: k = 2,m = 4, or k = 3,m = 4, or k = 3,m = 5.
This is just a slight reformulation of Theorem 3.5 in [7]. We will need also the following
immediate consequence of it.
Lemma 4.4. Let G = 〈G0, 〉 be the group generated by the permutations of a group G0,
acting on an interval I, and a cyclic permutation  = (i, i + 1, . . . , j) having a point in
common with I and a point outside I. If G0 = AI or G0 = P I (in which case I is of length
6), then G contains AJ for J = I ∪ {i, i + 1, . . . , j}.
In fact, in the case of G0 = P I , G contains SJ , since P I has odd permutations.
Our proof of Theorem 4.1 is based on the notion of a permutation group interval. Given
G ⊆ n, an interval [s, t] ⊆ [1, n] is called anG-interval if it is ﬁxed byG, and in addition,
both [1, s − 1] and [t + 1, n], if nonempty, are ﬁxed by G, as well. Note that G-intervals
are unions of G-orbits, and minimal G-intervals form a partition of [1, n]. (Note also that
what are called intervals of G in [7] are minimal G-intervals).
We start by proving the fact that only one case in Lemma 4.3 of a permutation group
equivalent to PGL2(5) may occur in G+.
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Lemma 4.5. Let G = 〈〉 be a group generated by a permutation  ∈ n. Suppose that
[s, s + 4] is a minimal G-interval for some s1, and G+ induces a subgroup H on J =
[s, s + 5] generated by two cycles of consecutive elements, and equivalent to PGL2(5).
Then = (s, s + 3)(s + 1, s + 4) and H = PJ .
Proof. To simplify the notation we assume that s = 1.
By Lemma 4.3, H contains two cycles (1, 2, 3, 4) or (1, 2, 3, 4, 5), and (2, 3, 4, 5, 6) or
(3, 4, 5, 6), at least one of them having four-elements. Moreover, H contains no other cycle
of consecutive elements. Hence, those cycles of the form c{i, j}, which are in H by Lemma
4.2, are equal to one of those mentioned above or are trivial. Below, we apply this remark
repeatedly without further mention.
Now, if (m)=1, then 1<m5, since [1, 5] is a minimalG-interval, andG+ contains a
nontrivial cycle c{1, (m−1)+1}. It follows that (m−1)=3 or 4, depending on whether
(1, 2, 3, 4) or (1, 2, 3, 4, 5) is in G+.
Similarly, if (m′) = 5, then 1m′ < 5, and G+ contains the cycle c{(m′ + 1), 6}.
Consequently, (m′ + 1) = 2 or 3, depending on whether (2, 3, 4, 5, 6) or (3, 4, 5, 6) is
in G+.
First, we consider the case m= 2. Then (2)= 1 and (1)= 3 or 4. Further, c{−1(1)+
1, −1(2)} = c{3, −1(2)} is in G+. Since −1(2)< 5, it follows that −1(2) = 3. Now, if
(1) = 4, we note that in such a case c{−1(4) + 1, −1(5)} = c{2, −1(5)} is in G+, and
therefore −1(5)=2, which contradicts the assumption that (2)=1. Similarly, if (1)=3,
then c{−1(3)+ 1, −1(4)} = c{2, −1(4)} is in G+, and −1(4)= 2 again contradicts the
assumption. Thus both of the cases of the alternative (1) = 3 or 4 lead to a contradiction,
which proves that (2) = 1.
By a symmetrical argument we obtain that (4) = 5. Moreover, it follows that 2 is not
in the -orbit of 1 (since the argument holds for powers of , as well), and similarly, 4 is
not in the -orbit of 5. In particular,  has at least two orbits.
Suppose that 3 is in the -orbit of 1. Then for  (or its power) we have (3) = 1, and
c{(3), (2) + 1} = c{1, (2) + 1} is in G+. Consequently, (2) = 3 or 4. The ﬁrst case is
excluded, since 2 is not in the -orbit of 1, and the second case yields that c{(2), (1) +
1} = c{4, (1) + 1} is in G+, which means that (1) = 3. Hence, a power of  is equal to
(13)(24)(5), which implies (5)= 5. However, this is in contradiction with the minimality
of [1, 5].
Hence, 3 is not in the -orbit of 1, and by a symmetrical argument, 3 is not in the
-orbit of 5, either. This implies that  = (14)(25), m = 4, m′ = 2, and H = PJ , as
required. 
The crucial lemma is the following.
Lemma 4.6. If [s, t] is a minimal G-interval for G = 〈〉, and J = [s, t + 1], then one of
the following holds:
(i) t = s + 4, = (s, s + 3)(s + 1, s + 4), and PJ ⊆ G+,
(ii) = (s, s + 1, . . . , t)k for some k1, and CJ ⊆ G+,
(iii) AJ ⊆ G+.
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Proof. Since [s, t] is an interval, we have s=(s+d) for some d1. Put j =(s+d−1).
By the same reason, j > s. Hence, the cycle c{s, j + 1} is nontrivial (has at least three-
elements), and by Lemma 4.2, is in G+. We will consider further cycles that are in G+ by
virtue of Lemma 4.2.
First, note that if s + d − 2s and c{(s + d − 2)+ 1, (s + d − 1)} is nontrivial, then
Lemma 4.3 applies, and we have the case (i) or (iii). Otherwise, if d2, (s+d−2)=j−1.
We may continue this argument inductively for k2, and s + d − ks. If the cycle
c{(s + d − k) + 1, (s + d − k + 1)}
is nontrivial, then Lemma 4.3 applies; otherwise, (s + d − k)= j − k + 1. This ends with
the conclusion that either Lemma 4.3 applies on some step or (s + d − k)= j − k + 1 for
all 1kd − 1.
Similarly, we can proceed in the opposite direction, to show that (s + d + k) = s + k.
For k1, if s + d + k t and the cycle
c{(s + d + k − 1) + 1, (s + d + k)}
is nontrivial, then Lemma 4.3 applies. Otherwise, (s + d + k) = s + k. This ends again
with the conclusion that either Lemma 4.3 applies on some step or (s + d + k) = s + k
for all 0k t − s + d .
Hence, if it is not the case that Lemma 4.3 applies on some step, then we have all the
values of  on [s, t] determined. In particular, it has to be that j = t , and  turns out to be a
shift by d on [s, t], that is, a power of the cyclic permutation (s, s + 1, . . . , t), which is the
case (iii).
Otherwise, by Lemma 4.3, either AI or P I is contained in G+ for some I = [s,m] with
j + 1m t + 1, and I has at least three elements.
Now, if m = t + 1, then the result follows by Lemma 4.5.
If m = t , then since [s, t] is a G-minimal interval, there is i < t such that (i) = t . Then
c{(i + 1), (i) + 1} = c{k, t + 1} for some k t , and AJ ⊆ G+, by Lemma 4.4.
Finally, ifm< t , then we cannot have (i)m for all s im, since in such a case [s,m]
would be a G-interval smaller than [s, t]. Hence, there is i ∈ [s,m] with (i)>m, and
i′ ∈ [m + 1, t] such that (i′)m. Consequently, there must be i with property (i)>m,
and (i + 1)m. Then c{(i + 1), (i) + 1} = c{a, b} with am and b>m + 1, and
by Lemma 4.4, AI ⊆ G+ for I = [s, b]. A suitable inductive argument completes the
proof. 
Proof of the theorem. First, it is not difﬁcult to observe that theminimal intervals of 〈(k)〉
form a partition of [1, n+1] smaller than (G) (this is proved in [7, Lemma 4.3]). It follows
that for every G ⊆ n, G+ ⊆∏ SJ for J ∈ (G).
If a minimalG-interval [s, t] is separated from other minimal intervals by ﬁx-points s−1
and t + 1 (including as possibilities 0 and n + 1), then [s, t + 1] is in (G). If, in such a
case, J = [s, t + 1] is of type 1, then by Lemma 4.6, PJ is a direct factor of G+. If J is of
type 2, then by the same lemma, CJ is a direct factor of G+, and otherwise, AJ or SJ is
such a factor.
If aminimal interval [s, t] is not separated fromotherminimal intervals by ﬁx-points, then
it is contained properly in some J ∈ (G), which is the union of intervals [s, t + 1], such
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that two consecutive intervals have a point in common, and [s, t] is a minimal G-interval.
By Lemmas 4.4 and 4.6, AJ ⊆ G+.
Consequently,
∏
AJ with J ∈ 3(G) is contained in G+. Moreover G+ = G0 × G1,
where G0, if nonempty, is a direct product of groups PJ and CJ acting on intervals of 1
and 2, respectively, and
∏
AJ ⊆ G1 ⊆∏ SJ with J ∈ 3(G).
Let  = (1, . . . , d) ∈ G1, and  = (1, . . . , d) ∈ ∏ SJ has the same multisignature
as . Then, as in [7, p. 305], we see that  ∈ G1. This means that G1 = SA(3, H) for
the subgroup H of Zd2 generated by all the multisignatures of elements in G1, which are
precisely the 3-multisignatures of elements  ∈ G+.
To complete the proof, it remains to observe that as in [7], we may restrict to generators
of G+, and by [7, Lemma 5.2] we may take all permutations (k)i (k=1, . . . , n−1, i ∈ I ).

Weremark thatmultisignatures(
(k)
i )maybe computed easily from(i ).According
to [7, Lemma 5.3] they differ from it in at most one coordinate, and this difference is
controlled by the parity of the number k − −1(k). But since now i itself is not among
generators of G+ the formulation of the present result referring only to (i ) would be
too complicated.
5. Applications
The most important corollary of Theorem 4.1 is that the sequences P(R) ultimately
stabilize in one of the three possible ways. The following result may be considered a
generalization of Theorem 2.1.
Theorem 5.1. Let R be a ring (or a semigroup with 0). Then one of the following holds:
(i) Pn(R) = In for all n2;
(ii) there exists k2 such that Pn(R) = Cn for all nk, and Pn(R) = In, otherwise;
(iii) there exist k2, and i, j0 such that Pn(R)=SI , for all nk, with I =[i+1, n−j ].
Proof. First we note that for a nontrivial I =[s, t], and J =[s, t +1], we have (CI )+ =CJ ,
(AI )+ = SJ (if t > s + 1), (P I )+ = SJ (if t = s + 4), and (SI )+ = SJ . Hence, by virtue of
Theorem 4.1, the second consequence group (G+)+ is always of the form
∏
SI ×∏CJ
for I ∈ 1 and J ∈ 2, where 1 and 2 are interval partitions of two disjoint subsets of
[1, n] (both the partitions allowed to be empty). The further consequence groups are of the
same form, but the distance between two consecutive intervals in 1 ∪ 2 decreases. Once
this distance becomes 0, we apply Theorem 4.1 to see that instead of two intervals we get
one in the consequence group, and the corresponding factor becomes SJ , with no regard to
what was the factors on the two intervals. Ultimately, we have one factor, which is of the
form given in (iii), provided neither of the cases (i) or (ii) occurs. 
Note that in view of (the proven part of) Theorem 3.1 each of the cases may really occur.
Theorem 5.1 may be now used to complete the proof of Theorem 3.1. Namely, we have
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Lemma 5.2. For every ring R there exists a ﬁnite ring R∗ such that P(R) = P(R∗).
Proof. We consider the cases in Theorem 5.1. For (i), the examples are pointed out in the
remarks following Theorem 2.1.
For (ii), we ﬁrst note that if k = 2, then Example I.5 [1] applies. For k > 2, letMk(K)
denotes the ring of matrices of order k, over a ﬁnite ﬁeld K , and let R′ be the subring of
Mk(K) consisting of the strictly upper triangular matrices (i.e., those matrices [aij ] that
satisfy aij = 0 for all ij ). Since (R′)k ={0}, it follows that Pn(R′)=n for all nk. We
show that Pn(R′) = In, otherwise.
Denote byEi,j the matrix whose the only nonzero element is aij =1. Let S={0}∪{Ei,j |
1 i < jk}. Then,Ei,jEr,s =0, unless j =r , in which caseEi,jEj,s =Ei,s . It follows that
S is a multiplicative subsemigroup of R′, and therefore, by Lemma 3.4, Pn(R′) ⊆ Pn(S).
Moreover, the product E1,2E2,3 · · ·Ek−1,k =E1,k = 0, and every nontrivial permutation of
this product equals 0. Hence, we obtain that Pk−1(S)=Ik−1, and consequently, Pn(R′)=In
for all n<k, as claimed.
Now, for the ﬁnite ring R constructed in Example I.5 [1] we have, by Lemma 3.4,
P(R ⊕ R′) = P(R) ∩ P(R′) = (I2, . . . , Ik−1, Ck, Ck+1, . . . , ), which is as required.
For (iii), we use Lemmas 3.4(ii) and 3.6 to construct a ﬁnite ring R∗ such that Pn(R∗)=
Pn(R) for all nN , where N may be taken as large as we need. To complete the proof, it
remains to show that, for all i, j0, and k large enough, there exists a ﬁnite ring R′, such
that Pn(R′) = SI , for all nk, and P(R′) is maximal with this property: if Pn(R′′) = SI ,
for all nk, then Pn(R′′) ⊆ Pn(R′), for all n2.
We note that a ring R′ satisfying Pn(R) = SI for all n i + j + 2, and Pn(R) = In
otherwise, has the required property. This follows from the fact that for SI ⊆ n, with
I = [i + 1, n− j ], and n i + j + 2, we have (SI )(−1) = SJ , where J = [i + 1, n− 1− j ].
Denote such a ring by Ri,j .
Then, it is easy to see, all we need is to construct ﬁnite rings Ri,0, for all i0, since if
Ri,0 have the required properties, then, by Lemma 3.6, we may take Ri,j =Ri,0 ⊕ (Rj,0)op
(where (Rj,0)op is Rj,0 with dual multiplication). For i = 0, a suitable example has been
given already in the remarks following Theorem 2.1. So, we may assume that i > 0.
For such i, by Ri we denote the set of those matrices A of order i + 1, over a ﬁnite ﬁeld
K , that have the form A = E + X, where E = Ei+1,i+1 (as deﬁned above), X is a strictly
upper triangular matrix, and  ∈ K. Note that EX = 0, and therefore Ri is a subring of
Mi+1(K).
Using the same argument as in (ii), we see that Pn(R) = In for every n i.
Moreover, for n i + 1, the product E1,2E2,3 · · ·Ei,i+1En−i = E1,i+1 is not null, and
every nontrivial permutation of this product equals 0, unless it ﬁxes the ﬁrst i elements. This
implies that Pn(Ri) ⊆ SI . (For n = i + 1, this yields Pn(Ri) = In, which is as required).
To prove the converse inclusion, letAk=kE+Xk, k=1, 2, . . . , n, be arbitrary elements
ofRi.Then, using the fact thatEX=0, and that each product of i+1 strictly upper triangular
matrices inMi+1(K) vanishes, we compute
A1A2 · · ·An = (1E + X1)(2E + X2) · · · (nE + Xn)
= 12 · · · nE + 2 · · · nX1E + · · · + i+1 · · · nX1 · · ·XiE
= i+1 · · · n(12 · · · iE + 2 · · · iX1E + · · · + X1 · · ·XiE).
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Now it follows that the product A1A2 · · ·An is symmetric in factors Ai+1, . . . , An, and
therefore Pn(Ri) ⊇ SI , as required. 
The reason why [1, Theorem I.1] (ZCn implies ZCn+1) is not true for n = 2 is now
completely clear. While (n)+ =n+1 for all n3, (2)+ =(C2)+ =C3, and all the further
consequence groups may be Cn. Theorems 2.1 and 3.1 generalize and explain Examples
I.4 and I.5 in [1].
Now, we wish to formulate and prove a common generalization of [2, Theorem 2.2] and
[1, Theorem II.2] that classes of rings satisfy the Köthe conjecture. To this end we need the
following technical result, which may be of interest by itself.
Lemma 5.3. Let S be a semigroup with 0. If S has a permutable zero product, then for
every nilpotent element x ∈ S there exists N0 such that every product in which x occurs
more than N times vanishes.
Proof. Let xr = 0 for some r > 1. We need to prove that there exists N0, such that for
every m0 and every sequence of positive integers r0, r1, . . . , rm with
∑
rt >N
xr0c1x
r1 · · · cmxrm = 0,
for all c1, . . . , cm,∈ S. We distinguish two cases, according to Theorem 5.1.
IfPn(S)=Cn for allnk, thenwe takeN=max{k, r}. The proof is by induction onm. For
m=0, the result is obvious. Suppose it is true for nonnegative integers less than somem> 0,
and consider the product xr0c1xr1 · · · cmxrm with∑ rt >N . By induction hypothesis we
have xr0+rmc1xr1 · · · cm−1xrm−1 = 0, and consequently xr0+rmc1xr1 · · · cm−1xrm−1cm = 0.
Using the fact that Pk(S) = Ck , we obtain xr0c1xr1 · · · cmxrm = 0, as required.
If Pn(R)=SI , for all nk, with I =[i+1, n− j ], then we take N =max{i+ j +3r, k},
and consider the product y = xr0c1xr1 · · · cmxrm with∑ rt >N . If rtr for some t, then
y has a zero factor and therefore y = 0. So we may assume that rt < r for all t. Then, by
assumptions, there exist integers u and v with the properties ir0 + r1 +· · ·+ ru−1 < i+ r ,
and jrv+1 + · · · + rm−1 + rm < j + r . Since∑ rt > i + j + 3r , it follows that u<v
and s = ru + ru+1 + · · · + rv > r . Let us write a = xr0c1xr1 · · · cu−1xru−1cu and b =
cvx
rv+1cv+1 · · · cmxrm . Since xs = 0, we have axscucu+1 · · · cvb = 0. Using the fact that
Nk and Pk(S) = SI , we get axscucu+1 · · · cvb = xr0c1xr1 · · · cmxrm , which completes
the proof. 
Our proof of the previous lemma shows how we get to the result. The referee of our paper
suggested us a different proof we give below, which does not require the Theorem 5.1.
Proof. Suppose S is a semigroup with 0, and there exists a nonidentity permutation  ∈
Pn(S). Let x ∈ S be nilpotent. To each word w in S we associate a Ferrers diagram F where
the number of dots of F equals the total degree of x in w, and the number of columns of F
equals the number of internal factors of w equal to a power of x, with an element not equal
to x on either side (possibly the beginning or the end of the word). The number of dots in
each column of F is the power of x occurring as such an internal factor of w. We apply
two types of operations to w. The ﬁrst is removing an initial or terminal string of letters
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not equal to x. The second is partitioning w into n subwords and applying −1. If we ever
reach 0, then of coursew=0. Since −1 is not the identity, there exist i, j, k ∈ {1, 2, . . . , n}
such that |i − j |> 1, k <n, −1(i) = k, and −1(j) = k + 1. Partition w (if necessary
removing initial or terminal string of letters not equal to x) so that subwords i and j are
powers of x surrounded by letters not equal to x), and no boundary between subwords splits
up a power of x. Applying −1 transforms the Ferrers diagram F into a new Ferrers diagram
F ′ containing the same number of dots but with two columns (at least) merged into a single
column. Among nonzerowords, the height of the Ferrers diagram is bounded by the index of
nilpotence of x, and invoking an inductive hypothesis on this index of nilpotence we obtain
a bound on the number of columns containing more than one dot. If the original Ferrers
diagram is large enough, we can apply the F → F ′ operation enough times to exceed one
of these bounds, proving Lemma 5.3. 
Now, by Lemma 5.3 every nilpotent ofR is strongly nilpotent (in the sense of [9, Example
10.17]), and therefore we have the following
Theorem 5.4. If R is a ring with a permutable zero product, then R is 2-primal, i.e. the set
of all nilpotent elements in R is the prime radical.
In particular, such a ring obviously satisﬁes the Köthe conjecture.
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