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As a fundamental subject, anatomy has been an essential and must course for students in 
health science fields. VR emerges as a powerful technique for experiencing a virtual 
world. Nowadays, there are attempts trying to combine virtual reality with anatomy 
education, to have a thorough understanding of anatomy and to take advantage of this 
technology, this research was conducted to examine the perceptions of medical students 
about learning anatomy with Virtual Reality (VR), which could provide students with an 
immersive environment, compared to the methods they have previously used.  
By inviting participants to come to the VR room and use the program themselves, this 
study used a mix-methods design, with a focus on the qualitative side in order to learn 
more about subjects’ thoughts and thus provide an angle for the potential improvement of 
VR technology applied to education in the future. Three sets of data were collected from 
the beginning to the end of each 35-minute test sessions, including observed behaviors, 
test score and individual test. Results of the study shows the general opinions of students 
and implies that VR technology applied to anatomy could be very promising and positive.  
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1 INTRODUCTION 
1.1 Background 
 
Anatomy has been a cornerstone for medical education for so long, that even if 
with its challenging nature, which seems to have endless amount of terminologies and 
identification, anatomy courses are perceived as the foundation of almost all careers in 
health science areas. And for medical and health science schools, anatomy classes are 
always treated as prerequisite or preliminary (Barry et al., 2016). There have been 
researches and debut over the best ways to learn anatomy, how to maximize the learning 
and make students feel more confident. Looking back on the teaching methods of 
anatomy, the most frequently used are cadaver dissections, lecture-based learning, 
skeletons and teeth and etc. With the development of technology and the prevalence of 
personal laptops, various of digital resources become popular and common, for example 
in University of North Carolina at Chapel Hill (UNC), students have access to self-test 
questions, online 3D models, videos and e-books, which are comparatively easier get 
than physical resources.  
The Virtual Reality (VR) is no longer a novel word to say today, though there are 
different forms and methods of VR, the ultimate goal is to create a world that beyond the 
limited present and provide users with a new world experience. Nowadays, the fields of 
VR application are wide and creative and still have many possibilities, which not limited 
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to entertainment, social networking, and professional trainings. In the medical area, VR 
has been accepted world-wide as a practical tool to do psychological therapy, Schuemie 
(Schuemie, van der Straaten, Krijn, & van der Mast, 2001) pointed out in their research 
that there are three presences are personal presence, social presence and environmental 
presence, and VR’s advantage in environmental presence makes it an unparalleled tool. 
The VR application used in this research belongs to head-mounted display, which, by 
connecting users with the created world by Oculus Rift head set, provides a fully 
immersive virtual world. This is an application runs on both Oculus and Daydream 
platform, featuring detailed 3D models,  over 5000 structures and pieces in both English 
and Latin language, and some distinctive modes for exploration, for example Ant mode, 
Slice mode and multiplayer mode etc. (“Virtual Medicine Official Introduction,” n.d.).  
Aziz(Aziz et al., 2002) and other researchers noted that there are some limitations in the 
traditional anatomy methods, one of which is students tend to use their rote memories to 
learn, which makes it hard to connect the basic and the clinical aspects of training. 
Cadaver dissection class is still a must for medical students and has a lot to do with future 
clinical operations. While for many students, especially during the first-time encounter, 
according to a study conducted by Chang and some other researchers(Chang, Kim, Rhyu, 
Lee, & Uhm, 2018)e, first-time encounter usually makes students distressful and anxious 
at first, which gradually diminishes as they continue being exposed to lab environment, 
and in the end, Chang advised that educators should help students overcome the initial 
distress. So, to study whether VR could be an effective tool in helping to relief the first-
time stress, in this research study, eight first year Master students from medical schools 
are recruited to try out the VR application and study how they perceive learning anatomy 
 with VR technology. At the point when they came to test, they’ve all completed some 
blocks of anatomy study. After 20 minutes exploration, they need to finish an anatomy 
quiz in 5 minutes, which will be followed by an individual interview that lasts about 10 
minutes. Through the test procession, observational data would be collected when 
students are doing 20 minutes exploration, and when the 5 minutes test is done, test score 
will be documented to evaluation students’ performance, qualitative data of interviews 
will be also be recorded during the session.  
To get an as complete evaluation of students’ perception as possible, Maciel 
(Maciel, Lourenço, Carvalho, & Melo, 2017) mentioned in his VR case study that the 
user perceptions are from two sides: both objective and subjective side. In this research 
study, 20 minutes exploration is for observing users’ interpretation of interface, and how 
they interact with the VR program, which is mostly objective observation and usability 
issues would be noticed. In addition, the quiz score could be an assist data for making 
objective evaluation. While for another side, qualitative data are mainly from 10 minutes 
individual interview, when users could freely express their ideas about how they feel 
during the exploration cession. 
1.2 Research Questions 
 
RQ1: How do medical students perceive learning anatomy with a specific VR 
program?  
Most feedback were from the after-test interviews, where students have their 
freedom to express their ideas of certain questions about this VR program. Their responses 
would be coded in a specific way to show their opinions and attitudes.  
 RQ2: What makes the differences between traditional and Virtual reality 
approaches? 
Besides the concluded differences that could drew from literatures, responses from 
participants might give out some unexpected thoughts between different approaches.  
RQ3: What could be adjusted to make VR a more competitive and beneficial tool 
in anatomy education in the perspectives of medical students?  
This part is more like getting feedback from users and make feasible propositions 
for future change and adjustments, based on students’ perceptions of using this 
application. 
 2 LITERATURE REVIEW 
2.1 Anatomy Learning Approaches Research 
 
To understand the topic, it’s necessary to have an overview of the anatomy. Like 
most disciplines, anatomy has its own areas of specializations. Macroscopic anatomy, 
which is also named as Gross anatomy, and microscopic anatomy are two categories 
differing in the magnitude of studied parts, anatomy with the help of microscope or 
magnification devices is classified as microscope anatomy(Campus, n.d.).  
Andrew in his paper states the importance of anatomy, as a basic science, it is described 
as fundamental knowledge needed for clinical practices (Notebaert, 2009). Due to the 
very importance of anatomy and its thousands of structures and their pieces, in the 
anatomy field, the ideas of educating and learning approaches keep changing all the way 
(Notebaert, 2009). While some research found out that only if overwhelming information 
and stress would push learners use their rote memories to get through the tests, which is 
also known as surface approach (Reid, Duvall, & Evans, 2005). Reid pointed out that 
surface study cannot help further understanding and application of knowledge. Collins 
concluded several common methods to learn anatomy (Collins, 2008). The curriculum: 
classes introducing the general and basic knowledge to undergraduates; cadaver 
dissection: lab operations help understanding the spatial structure of the human body; 
prosected cadaver tissues: wet pre-dissected tissues used for students to visualize and 
explore; life models: enable students to observe structure and function; text books: 
 introduce each part and piece with detailed description and provide reference; 
radiological imaging: providing chances to learn physiology better with cross sectional 
and functional images. For the participants, by the time they came to the VR room to 
have the test, they have already finished Principles of Medicine Block, Immunology 
Block, Hematology Block, Cardiology Block, Respiratory Block and Urinary Block, and 
had exams testing each block(Tu, Th, & Sa, n.d.), and had opportunities using all the 
learning methods mentioned above.  
2.2 VR and its strengths and weaknesses 
 
Compared to 2D dimensional world that people get used to on smartphones, 
computers etc. where a group of gestures people are gradually familiar with and icons 
representations seem straightforward to people, there are lot more in the Virtual 
Environment. Users, according to Maciel (Maciel et al., 2017), have the chances to be in 
a virtual world and perceive where things should belong to in the real world.  
In this setting, the VR program needs to be operated with Oculus Rife headset and handle 
controllers(“Oculus Rift: VR Headset for VR Ready PCs | Oculus,” n.d.), with the extra 
appliances, users have more freedom move around and interact with the virtual world. 
However, in the other hand, users have to learn to control their positions, manipulate 
components of the virtual world with controller, and learn how to coordinate their 
physical positions in the real world and moving in the virtual world.  
There are some main advantages of VR compare to other medical learning 
methods, based on the summary of a research (Jang, Vitale, Jyung, & Black, 2017): 
• Virtual reality facilitates exploration of complex anatomy without costly 
cadavers. 
 • VR programs allows participants to directly manipulate 3-D structures. 
• Interactive manipulation of models has advantages over passive viewing, 
stimulating the brain to think deeper. 
The main constrains of VR in medical anatomy, according to an interview with 
Professor Bailenson from Stanford University (Wolverton, n.d.) :  
• Time limitations for HMD, no more than 30 minutes 
2.3 Evaluation of perceptions 
 
Andrew (Notebaert, 2009) gives out a solid and scientific method of evaluating 
participants’ perceptions, especially the interviews by coding interviews with some rules. 
In his study, he chooses participants from different levels purposely, while in this 
research, all students are from the same level and has the same experience of anatomy, 
which avoids analyzing the difference of perceptions stemming from different experience 
levels. The author employs one method of evaluating qualitative by separating answers to 
each question to positive and negative, and show the percentage of each attitude, which in 
the end could be plotted as a graph showing the overall attitude of participants. And later 
in another method, he encoded response with more detailed matrix, and use specific 
expression to show their opinions. In the paper of Lucander (Lucander, Bondemark, 
Brown, & Knutsson, 2010), researchers used SOLO taxonomy, which stands for 
Structured Observation of Learning Outcome taxonomy, to evaluate learning outcomes. 
Both their evaluation methods are worth learning and could thus partly applied to this 
research to analyze observed and interview data. 
  
2.4 Relationships between perceptions, approaches and outcomes 
 
There are many researches and studies attempted to find out the inter-relationships 
between these three elements. One study indicated that perceived deep-learning 
encouraging context could facilitate high quality of learning outcomes. Another research 
conducted in 2002 by collecting data from large sample of undergraduate found out that 
(Lizzio, Wilson, & Simons, 2002), students perceptions have direct and indirect influence 
on their approaches to study, which, further, have an impact on their learning outcomes, 
from both “hard” and “Soft” aspects, which refers to academic achievements and 
personal satisfaction and development of essential skills. 
 
 
 
 
 
 
 
 
 
 
 3 METHODS 
3.1 Mixed Methods Approach 
 
A mixed methods approach was taken in this research to design research 
procedures and collect both qualitative and quantitative data, to have a more 
comprehensive understanding of what’s going. This could be helpful to the researcher to 
integrate subjective feelings and objective analysis and thus, draw a picture of this study 
from multiple views.  In this study, quantitative and qualitative data and collected and 
analyzed simultaneously (under the same settings), which could ensure the interference 
that are made is supported by evidence from both sets of data. 
The reason why a mix-method approach is taken is because it provides a more 
thorough understanding of one problem. Qualitative analysis could help deeply 
understanding the psychological reasons and though processes behind the behavior, but 
making summaries just from qualitative data might be limited, due to the variations of 
every participant and the limited number access to participants. While in contrast, 
quantitative data could be acquired and used as a tool to find patterns and assist in 
drawing a more solid conclusion. In each research choosing to use the mix methods 
approach, different weights need to be assigned to different kinds of data. For this 
research, qualitative data takes approximately 90% weight and the left is for quantitative 
data.   
While using the mix-methods approach could avoid some limitations bring by single 
method research approach, there some possible limitations arise from mix-methods 
 research method as well. For one thing, researchers need to understand the methods to 
analyze different sets of data and acquire permission from more than one interest party 
sometimes. Improper methods of dealing with data might result in inaccurate summaries. 
In the research conducted by Biggs, Kember and Leung (Biggs, Kember, & Leung, 
2001), a revised two-factor study process questionnaire was developed to evaluate how 
students emotionally perceive the study, and plus scores from former tests are 
incorporated to investigate which factor affects the learning results the most.  
The method of acquiring and analyzing both qualitative and quantitative data is 
widely used to educational areas. Biggs used the method to figure out the best learning 
approach (Biggs et al., 2001), another research concerning the learning context and 
improving learning outcomes employed mix-methods approach as well (Lizzio et al., 
2002). This method also common in assessing a tool: in a research evaluating a virtual 
reality tool called “Reality Built for Two”, researchers tried to collect both qualitative 
data and numerical data to see how the interaction design works for users (Blanchard et 
al., 1990). 
For this particular study, qualitative data come from two phrases. One is the first 
phrase of the whole process, observation of participants’ performance and description of 
using this VR application, coding observed performances and descriptions, as shown in 
the Appendix 1. Another is from the last phrase, interviewing with each participant. The 
only source of quantitative data is the test score, which is following the first exploration 
session, participants in this session would complete a test session in 5 minutes and a score 
would be jogged down.  
 3.2 Participants 
 
To compare learning anatomy with different approaches from the perspective from 
students, those who had experience in learning anatomy with any method mentioned 
above: cadaver dissection, textbooks, lectures, live bodies, life models etc., were 
recruited for the study.  
As for the number of participants recruited by this research, there are some 
references helping deciding on the ideal number of this research. In the research 
conducted by Biggs (Biggs et al., 2001), they designed a questionnaire to collect the 
opinions of students for learning approaches in two times, the first time sample was 
consisted of 229 students from a single department, while the second time sample was 
consisted of 495 from different departments of the same school. The reason why they had 
to find over hundreds of students was because for one aspect, they need to have an 
overall understanding of how students perceive two learning approaches and to compare 
differences in different departments; for another aspect, for another aspect, the 
questionnaire contains not only qualitative question, it has some quantitative question, 
which requires a large sample to get to a pattern and therefore, a relatively accurate 
conclusion could be drew. While there are researches recruiting over hundreds of 
participants to do a test, there are researches focusing on very few subjects. In the study 
of Chuck (Blanchard et al., 1990), researchers recruited only one participant and every 
conclusion based on the test where the participant using the VR “Reality Built for Two”. 
Since the purpose of this research is to figure out the influence of interface and design of 
a VR program has on users, they chose to focus on one qualified user and study the 
process and results very closely. In their study, the number of participants doesn’t matter 
 that much, since large amount of data was collected from devices that could detect the 
electricity through some sensors, which means the difference between humans are minor 
and the necessity of recruiting a lot of persons to participant is unnecessary.  
Considering the background and purpose of this study, which is to acquire the 
users’ opinions and attitudes of an anatomy VR program, participants are decided to be 
chosen from the main user profile: medical students who need to anatomy. Since every 
user are specific and every individual differs, more than one participant needs to be 
recruited. The progress of medical students' anatomy curriculum refers to Table 1. Even 
though the research needs to be implemented with the help more than one student,5 
would be enough for getting feedback. On one hand, according to Nielsen (Jacob 
Nielson, n.d.), no matter researchers are focusing on test websites, intranets, PC 
applications or mobile apps, 5 users could ensure a research gets close to user-testing’s 
maximum benefit-cost ratio. While 5 is theoretically enough, the test scores are just for 
reference and no certain patterns are expected to summarized from it, to have a more 
convincing and validate conclusion, the research had 8 participants coming to the test 
eventually.  
All eight participants are first-year master students from UNC medical school, the 
reason why all the participants are recruited from the same year was because the 
curriculum of medical school shows that all anatomy courses would be completed in the 
first year. When students coming to participate in the test, they’ve just ended up learning 
the Urinary Block and about to start the Gastrointestinal Block (Appendix 5), which 
ensures every student participant has learned anatomy with several traditional methods 
before and were still learning anatomy when they were having the test. 
  
LEARING SCHEDULE CHECK APPROACHES 
PRINCIPLE OF MEDICINE Learned Textbooks, lectures, 
take home tests 
IMMUNOLOGY Learned Basic/ Clinical 
lectures, laboratory 
exercises, lab tests 
CLINICAL WEEK Learned Same as last grid 
HEMATOLOGY Learned Same as last grid 
CARDIOLOGY Learned Same as last grid 
RESPIRATORY Learned Same as last grid 
URIANRY Learned Same as last Grid 
GASTROINTESTINAL & 
MUSCULOSKELETAL 
Learning Same as last Grid 
PATIENT CENTERED CARE To learn  Weekly small group 
sessions, Clinical 
Skills Encounters 
SOCIAL AND HEALTH 
SYSTEMS 
To learn Directed discussions 
in seminar groups 
Table 1 Leaning Progress of Participants during March, 2018 
3.3 Context 
 
The context of this study frames around the idea of getting opinions from medical 
students, who had experiences in learning anatomy, about a VR program targeting at 
anatomy leaners. All the participants are recruited from medical school and they have the 
same level of anatomy knowledge. Before the start of the test, participants would be 
asked to read an introduction of this research, IRB and sign the consent form if they 
agreed to participant and be recorded. All of the participants would be asked if they have 
 used VR before and if the answer is yes, what did they use and how familiar with 
operating with VR hand controllers. No matter in which situation, the researcher would 
show them how to hold the handles and how’s the virtual world is like.  
Basically, users of Virtual Medicine will wear a headset with ear phones and use 
both handles to control what they see in the virtual world and in what view they choose to 
see it. Users can either move around physically in the detected zone, which will result in 
corresponding moves in the virtual world, or move by using right hand controller. The 
landing page of this application has three options, with TEACHING TUTORIAL on the 
left, SINGLE PLAYER on the center and MULTI-PLAYERS on the right. The 
researcher would show each participant how to operate in the virtual world to replace the 
tutorial session. 
There were 6 out of 8 participants claimed that they have used VR devices before 
and had basic knowledge of using the handles moving around in virtual world, while for 
the remaining 2, they got no experiences with VR at all, which is shown in the Graphic 1. 
Among all eight participants, genders are also divided by 2 and 6, two female participants 
and six male participants, as shown in Graphic 2.  
 
 
Graphic 1 VR Experience of Participants 
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 The researcher was granted the consent by the Institutional Review Board at UNC 
to collect all the quantitative and qualitative data in February 2018. After being permitted 
to do the study, the research needed to recruit participants from medical school of UNC, 
the researcher contacted concerning stuff in medical school and got permission to send 
emails to recruiting participants among first year graduate students. All together 10 
students signed up for the test by the end of February, two of which couldn’t make it in 
the end.  
 The main tested environment is the virtual world created by an interdisciplinary 
team based in Slovakia(“Virtual Medicine Official Introduction,” n.d.). Among different 
modes, the single player mode is representative and is the goal to be tested. In this mode, 
users would be at a virtual room with a male skeleton in the center, a floating window of 
introduction is besides it. On the left hand, there is a menu, layouts of contents could be 
found in Table 2.1 below, when click on the more tools option, the tool menu would 
expand as shown in Table 2.2. Every option has an icon on it, besides the MOVE UP, 
MOVE DOWN and ROTATE share a same icon, and EYE and EAR share the same icon, 
every icon is different from each other. Basically, the menu is attached to left hand and a 
user can either look down to their left hand or raise up the menu to anywhere facilitating 
making options. For every option under the system category, when a specific system like 
0 1 2 3 4 5 6 7 8 9
Numebr of Participants
Gender of participants
Male Female
 Muscles is clicked, the option would be highlighted and both a plus and a minus mark 
would appear besides the button, which is designed to provide more subtle structures for 
users to study. The right-hand handle is responsible for controlling position in the virtual 
world, selecting from left hand menu and interacting with specific parts of the 3D model.  
So, in the single-player mode, what users can do is to explore the human 
structure, whether freely or with some assistance from special tools. When a certain piece 
of item is selected, basic information in both English and Latin of this organ is displayed 
in the floating window, users can read in different languages, and they can also click a 
voice icon on the window to listen to corresponding audio while observing. Basically, 
everything appears on the human body are able to move, which means a user can use the 
right handle to pick up, move one piece closer or further to mimic the process of 
dissecting a system. In this research study, users had time freely explore and move 
around, they were also asked to use certain tools in the tool section, especially the ANT 
MODE and SLICE function. For the ant mode, it makes the user shrank to a size of ant 
and look at every structure even blood vessels in a very detailed way. While for the Slice, 
a virtual slice would appear on the middle of the  
In the TEST mode, where the quantitative data would be acquired, the virtual 
world setting is almost the same as the single-player world, with a male model in the 
center. The difference is there would be an extra panel on one side, showing 12 
components from different parts of the human body, and on top of it, the correct rate and 
past time are changing as the user doing the test. What the user needs to do is to identify 
those given components and put them back to the human body.  
 
 MOVE SYSTEMS TOOLS 
Move up Bones Tissues Muscles Skin Ant Mode 
Move 
down 
Arteries Veins Nerves Lymphs Slice 
Rotate Digestive Reproduction Respiratory Brain Return All 
items 
 Eye Ear Gender  … 
TOOLS 
Ant Mode Sort Tests 
Slice Highlight Search 
Return All items Hide 
More tools Menu 
Table 2 User Interface 
 
To prepare the environment to collect data, the VR room was set up and the 
program would be tested before each participant coming to the physical location. There is 
only one researcher doing all the data collecting. When a user signed the consent form 
and got ready to run the test, the researcher would log down user behaviors and responses 
on a numbered paper, which include their thinking aloud ideas, mis-operations in the 
virtual world and frustrating obstacles. After that, users would be asked to click the TEST 
option under the tool bar.  After 5 minutes test, the accuracy rate would be noted as the 
only quantitative data in this study. The last session is an interview, where lots of 
opinions of open-ended questions would be asked.  
 
 
 
 Observation Data 
This session when participants would be observed was clarified in the recruiting 
email, which was send one month before the official start of all the tests. The data 
includes but not limited to users’ mighty quote that representing their attitudes, users’ 
operation of the program, especially when they paused for a while or felt frustrated about 
mis-operations, and for some users, they would naturally think loud (the reason why not 
every participant was asked to think loud was because some users don’t feel like saying 
out what they think, and purposely reminding them of doing that might distract them 
from the exploration), what they said would be taken down.  
 
Quantitative Data (Test Score) 
After the exploration and study session, users would be asked to locate the test 
mode and click it. The brief rules of doing the test is get all 12 components back to where 
they belong to in 300 seconds. While participants are doing the test, the researcher would 
note down points like the last session, and by the end of given time or when they finished 
all 12 components, the score would be kept with the observational notes. The test score is 
shown in the Appendix 2. 
 
Interview Data 
After two sessions mentioned above, the final part is doing the interview. When 
the user took off the headset and got some rest, the researcher would start the interview as 
an interviewer sitting in the opposite of the interviewee. The interview would be recorded 
for future reviews, which was notified before the start of test and was written in the 
 consent form. The audio recording device was prepared before this session. There are 
seven questions for each participant, and new questions might come up based on their 
performance. The routine questions are listed as followed:  
1. How do you describe your experience using Anatomy Explore, broadly 
compared to the methods you used to use to learn anatomy? 
2. How do you like the menu interface? 
3. How do you like the tools? Which tool do you think is the most helpful and 
which you don’t think helpful? 
4. How do you like the test part? 
5. What part of anatomy makes you feel the most difficult? Does the VR 
program help with that? 
6. What tweaks and suggestions you have for this program? 
7. How often do you expect to use this VR program, if there is a VR lab in your 
school just like traditional cadaver laboratories that you have access to? 
3.4 Data Analysis 
Because the data includes both qualitative and quantitative data, different methods 
are applied to analyze. The quantitative data mainly comes from the demographics of 
participants, like their experience with VR and gender of participants, which are used to 
describe their traits and introduce the background of participants (referring to graphic 1 
and graphic 2). Another source of quantitative data is from the test score, which, to some 
degree, could reflect how do users understand the interface, and by comparing the score 
with their interview contents, the researcher was intent to find out the relationship 
between users’ perceptions and their performances.  
 As for the qualitative data, both the observation data while users are exploring with 
the VR program and the interview data will be analyzed with the constant comparative 
method (Corbin & Strauss, 2008). For the observation data, since all the notes were 
written down on the paper and have numbers representing every participant, the 
preparation work is to digitalize them, which would make analysis and coding easier. For 
the interview data, the researcher got eight 30-minute audio files, and exported them to 
Express Scribe(“Download Free Transcription Software with Foot Pedal Control for 
Typists,” n.d.), which is a tool for automatically transcribing from audios to texts and for 
taking notes. After the preparation of raw data, the researcher got the qualitative data in 
digital form and in oral expressions. Some of the quotes that enhance conclusions and 
show the attitude of users were kept, most of the text were dissected, categorized and 
coded with certain rules.  
 As stated in the Basic of qualitative research by Strauss and Corbin, every analyst 
has his or her own repertoire of strategies for analyzing data and there is considerable 
variation, which mostly depends on the type of data and the goal of the study researchers 
are engaging with. Some researchers might use a set of prepared codes derived from 
literature, while some frames the story behind the data as the they analyze. Among all the 
approaches to analyze qualitative data, asking questions and making comparisons are two 
that stand out(Corbin & Strauss, 2008). The process of asking questions won’t have any 
direct influence on the presentation of the results, instead, it mainly helps with making 
sense of the data and figuring out when, where, how, why questions behind behaviors. As 
for making comparisons, one is the making of constant comparisons and the other is the 
making of theoretical comparisons. In this study, the constant comparison method was 
 taken to compare the similarities and differences between incidents, from which higher 
level of descriptive concepts could be concluded and grouped together. One specific 
example would be one user said: 
The test part was really interesting to me and I think it’s a great idea, but I didn’t 
know all the systems actually, what I did is put the unknown parts to the hints, 
there are some glimmering parts, I mean, they make the test easier.  
  
And another user who is nearsighted said:  
I couldn’t tell what those components really are because they appeared blurry to 
me, actually I don’t really need to know every structure, the model gives out 
where those pieces belong to. If what I need to do is finish the test, I don’t have to 
learn or memorize very well.  
   
For the two instances above, two users talked about their opinions towards the test 
part. Specifically, they expressed their opinions on the necessity of glimmering hints on 
the 3D model. Descriptions like these would be coded with “Test Hints”, when looking at 
other instances, text coded with “Test Hints” would be put together to compare 
similarities and differences. So, how were these codes developed? Starting with the first 
user, by analyzing his/her script, a list of codes could be derived from it, and apply them 
to the next instance, if the second participant came up with something that could be 
treated as new code, mark it and go back to the first one and see if it’s applicable and so 
forth. This is how constant comparisons work. In the end of coding process, under every 
code there should be some opinions, some are positive, some are negative. From all these 
opinions, preferences of users could be concluded and suggested adjustment could be 
made.  
 
 4 RESULTS 
For this part, the result from analyzing the qualitative data and quantitative data 
would be shown. The focus is the qualitative data from observation and interviews, which 
includes the students’ attitudes towards anatomy, VR, the idea of combining VR with 
anatomy, users’ perceptions of the specific VR program used in the research, the user 
interface and content, students’ suggestions and feelings about using it in the future. 
While for the quantitative data, they are collected from tests and used to assist with 
analyzing users and evaluating their performances. The order would be showing results 
of quantitative data first and them showing results from qualitative data, and in the latter 
half, some quotes from interviews and observations would be kept to enhance attitudes 
and used to show the deduction process.  
For further illustrative purposes, two cases are selected from all eight test 
sessions, and both of participants completed the whole test. By looking at these two cases 
closely, the process of the study, how data were collected and analyzed would be more 
straightforward. To represent the range of attitudes towards this program, the first case 
study overall has more critiques and the second one tends to appreciate it more. Names 
are given as pseudonyms. John for the first case and Mara for the second. 
 
Quantitative Data 
 As shown in the demographic description, graphic 1 shows that there are 75% 
chance among students (six out of eight participants) that they had experience with VR 
 more or less. Some had experience in VR games, few had chances trying out training 
programs. Though there are 25% who had no experience with VR before, they’ve heard 
of it and know what it about. None of the students had experience using a VR anatomy 
program before, which makes the situations equal for every participant. This shows that 
VR is indeed no longer a new thing among students, and almost all users have basic 
understandings of it, which would make the promotion of educational VR programs 
easier among college students.  
 As for the score, except for the first student who felt nervous and scored 2/12 in 
the test, and the third participant didn’t finish the whole test because of glitches 
interruption, all six remaining users scored higher than 11/12. See graphic 3. According 
to the observation and interviews, the first user actually had similar feelings towards the 
test part as other users, but he struggled more with operating the device and said in the 
interview that he felt nervous somehow. It is safe to say that the abnormal score should 
be rare, and the overwhelming majority of users have no difficulties comprehending the 
test part and operating with the handles.  
 Graphic 3 Test Score for Each Participant (0-12) 
 
Qualitative Data 
 In this part, all the quotes are from participants while they were doing the test or 
doing the interview, permission to record what they said and show them without leaking 
their information was granted. Criterion for making summaries and conclusions are from 
the observation code book and interview code book, which could refer to Appendix 1 and 
Appendix 3. The whole qualitative data analysis has three main parts: one is users’ 
perception of anatomy, VR and how do they think of combing the VR technology with 
human anatomy education, this part mainly gives out an overall picture of initial thoughts 
of users. Two is the perceptions of the VR program used in this particular study. In this 
process, it’s more like evaluating the content, interactions and user interface of a VR 
program. The last part shows the potential of VR anatomy from the perspective of student 
users. 
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 1. Perceptions of traditional anatomy learning approaches, VR and the idea of 
using VR to learn anatomy.  
As stated in the literature review, there were some researchers like Notebaert 
(Notebaert, 2009) already showed that students major in health science fields put much 
attention and effort to learning anatomy, and schools always list it as a fundamental and 
required course.  
The result of the study shows that in students’ traditional learning environment, they 
have to constantly use textbooks, to which they can easily get access and refer, while they 
think images on the textbooks are 2D and they can’t see everything and it’s hard to figure 
out the spatial orientation of structures. Another limitation of textbooks and models is 
that they are standard, which can’t provide the knowledge of variations of human bodies 
in clinical environments. While compared to cadavers, all the students think cadavers are 
very important for gaining practical experiences in their anatomy study, but some think it 
has a hard learning curve and one participant said students won’t actually go there often 
especially when alone. As said by some participants:  
       It's more helpful than textbooks because those are like 2D images. (TA2) 
But I definitely think in terms of like it's, it's as good as a textbook I'd say like in 
terms of being able to get up close, especially the slicing on, on being able to like 
walk through the different sections because that can be very difficult to appreciate 
on imaging. (TA2) 
 
We were cutting into a cadaver yesterday and it's so difficult to visualize stuff 
sometimes and there's like merit and that for learning too, but we could not see 
some of the structures that we needed to and it took like a lot longer to get in 
there. (TA1, TA2) 
 
Like in the cadaver lab, everything is stuck together and sometimes things get 
destroyed. But in there it was pretty clear where the locations were in a three 
since it's kinda unique because in a textbook it's two dimensional. (TA2) 
 
 As for VR and apply VR to anatomy study, students tend to hold positive and 
optimistic attitudes, most students were excited about taking the test. Everyone enters the 
VR room with a happy and exciting face. Though one of two participants who have not 
used VR before thought VR and technology was a little bit intimidating to her, it turns 
out much easier and more comfortable to use. But the VR did have some shortcomings, 
one is the headset wasn’t very friendly to users with glasses. One of the participants 
attempted to adjust the headset and wear his glasses, but it didn’t work out. For another 
participant, after wearing glasses in the headset for 25 minutes, he felt a little bit 
uncomfortable. Overall the idea of combining VR and anatomy is exciting and interesting 
to users, but the hardware does cause some problems.  
 
2. Perceptions of this particular program: Virtual Medicine, based on its user 
interface design, action design and content design. 
For the first impression of using this VR program, six of the participants 
appreciated the neat design and immersive environment the program brings to them. 
After showing users what are two handles for and how to use them to navigate and make 
choice, users have to explore the virtual world all by themselves and figure out how does 
it work.  
For the interface design, majority of participants thought the layouts of menu 
looks good and makes sense to them, but two of them thought the categories under the 
system were confusing and some are overlapped. Based on the observation, only one 
person clicked eye and ear buttons, two people tried the gender function. Participants 
showed confusion when using the handles to navigate in the space, as they always lost 
 their views or couldn’t get back to the perfect angle to view the model, the moving 
functions on the left side of the menu were actually designed to facilitate viewing from 
different angles, but two users didn’t use the functions at all. Among six users who paid 
attention to the moving section, it seemed to be not very handy since they didn’t use it a 
lot. In the following interviews, when asked why not use the move tools, one user said: 
It firstly appeared confusing to me, they all have the same icons, I mean, I just 
somehow overlooked it, and I feel like, well, the right handles should control 
everything, and I tried to do that. (OP3, VRA4) 
 
Another user showed his confusion in the beginning of the test, while found it not 
a problem once figured out how to use it. 
I would just, it was just everything at first, which is a little confusing the first five 
or 10 minutes. But like, once I picked it up, it was pretty easy to navigate around. 
(VRA2) 
 
It was great to be able to add different layers of organs. (VRA2) 
   
Another main focus of interviews was to explore how do users think of the 
content design, which includes the design of 3D human models, different tools and the 
test session. For the 3D model, most participants liked the design and showed their 
appreciation of the details and systems of the model, and they thought it would be great 
to have a model like this to explore. Two participant pointed out that the standardization 
of 3D models was not as real as cadavers, they wished to see some variations when using 
the model since body differs from body, they thought the VR program would be more 
practical if variations could be added. For the visual presentation, one participant said the 
texture and colors looked artificial to her and were greatly different from real cadavers.  
And then the other thing that's difficult to appreciate is the variation between 
bodies and between individuals because we always learn on like a standardized 
 diagram or whatever. But then that's why I think also learning on real cadavers is 
important because like our cadavers really good for some things. 
 
Tools is a big part in the exploration and is designed to help users to learn more 
effective. According to observations and interviews, there are some different opinions on 
the tool. One interview question asked about users which tool that they thought might be 
the most helpful, slice tool ranked the top and followed by tests, two to four people liked 
the ant mode, highlight, search function and information window. The Graphic 4 shows 
the percentage of each tool being liked by users. (number of people who used and thought 
it was useful divided by number of people used it)  
 
 
Graphic 4 Percentage of Being Thought as Useful 
 
And mode is the first tool users can find under the TOOL section, while not many 
users like using it, part of the reason is the because when the angle suddenly changes, 
users find it hard to navigate. And when they looked up to the huge human model like an 
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 ant, they tried to climb up and got inside, but most of them found the operations hard. For 
another reason, 5 users expressed their confusion of the purpose of ant mode. One user 
said:  
I don't think ant mode would be helpful because I can't think of a situation when 
that would, you would need that kind of perspective. It'd be different if you were 
like going inside stuff cause they do a lot of scope stuff now, but I can't, I don't, I 
didn't, I wasn't able to see inside of tubes as far as I can tell. (OP7, EM, VRA6) 
 
As for slice mode, users thought it was easy to use and understand, it provided 
useful cross sections of systems, which look like CTs and ultrasound images to students. 
There is one thing about Slice they wanted it to be improved, which is the cut a certain 
structure. It looked fine when users picked up the slice and made cuts of the whole body, 
but during the exploration session, the researcher observed that there was one participant 
trying to extract the heart out of the body to have a closer look, when he picked up the 
slice and tried to cut it, the slice didn’t work on any part outside of the body. There was 
another participant tried to slice a certain structure, she did it differently. She deselected 
the muscles and skeletons first which means muscles and skeletons were hide in the 
scene, she meant to select the structure she could see, but the outer structures prevent her 
from selecting, even if they were hidden, they were still there, which was contrary to 
what users expected.  
I think they're both helpful. I think um, slice mode is very helpful, especially when 
you're trying to understand like radiological imaging because it's very difficult to 
look at imaging pictures and figure out what you're looking at. 
 
Overall, participants thought the information window is a good idea, but few of 
them liked using it. It took a lot clicks to get to the wanted structure, which discourages 
users from using it.  To decrease the time and steps, instead of tapping all the letters on 
the keyboard, some participants said they prefer using abbreviations.  
 So the search function. Um, I think one thing that would have, could maybe help 
as if I know some structures are abbreviated. So, for example, the Inferior Vena 
Cava is IVC, I think instead of typing out all the letters, if you just say something 
like IVC. Um, the search function was good. I liked it. I think it, it's, it would be 
great to help visualize, um, smaller structures instead of searching around and 
trying to pinpoint it. (VRA2, VRA5) 
 
For the test sessions, three participants were not very attracted to it, while all of 
them admitted that the test part had the potential for focused review and making the VR a 
practical tool. Through the test session, though there are 70% possibility a user might like 
the idea, there are some problems of the test session. 1. With sparkling hints on the body, 
the test seems to be too easy. 2. When a structure is selected and thrown to the body, the 
user doesn’t need to be very specific but the structure could automatically fit in, which is 
not helpful in understanding the structure. 3. The form of putting pieces back to the 
model doesn’t make sense to some users since on the one hand, there are some systems 
they haven’t learned, which are mostly put back by guessing from their Latin names; on 
the other hand, their lab tests were like putting pins on certain structures, and students are 
required to write down names for each one within given time. One of the participants 
thought it would be great if the test could be divided to different systems, which users 
could choose from. After select a system, instead of putting pieces back, typing the 
names of some structures would make it more engaging and he would use it a lot to test 
himself about what he just learned and prepare for lab tests. 
I don't think I really liked the test cause it was a lot of the structures I haven't 
gotten over yet. Like there were some cranial muscles and stuff like that. I didn't 
go over. And so when I would kind of just do is look for the green part and try to 
fit the, Oh God got to that. Um, so I wasn't really kind of thinking through it. 
Some of them I did know, and I knew where to put it, which was too easy. (OP8, 
HO2)  
 
It seemed too easy just to put things kind of in the area where they were because I 
wasn't putting things anywhere close to where they were bombing, they fitted or 
 whatever. Um, so I don't know, somehow making it to where you have to be more 
specific about it. Yeah, cause I, it was just kind of throwing nerves that a general 
area where they were going. (HO2) 
 
And then I have to tell you what it's called because it's, it's really easy, like 
looking at some of that stuff, it was saying like, if that's how you're testing 
anatomy, it's not effective because everything, if you know a little bit of Latin, you 
know where it goes. So, looking at the names and putting it there doesn't make 
sense to me. (HO2) 
 
So being able to quickly kind of quiz myself and then shoot the little ways or at it 
and know what it's called. It was really special. (HO2) 
 
3. Future thoughts 
When asked how often they would use the VR program if there was an accessible VR 
room in their school, one user said he tend to stick to methods he got used to for learning 
and might not use the VR very often, while the remaining seven showed different degrees 
of enthusiasm in using VR to learn, which, according to interview transcription, depends 
on what kind of blocks they are learning and how long the time slot of each usage of VR 
program. And based on the interview contents, to make an anatomy program more 
frequently used, a detailed orientation video is necessary so that users could use it 
comfortably.  
I would use it as much as we use the anatomy lab I think. I think I would definitely uh, 
use it before and after and I would say a couple hours a week. Um, and that as much 
as we use the anatomy lab, I don't think I would do, I don't think I would be drawn 
more, but I think it would be nice, especially like those quizzes if there were just a 
stock group of those quizzes where you could go in and have to put things in place 
that would be super to be able to go through the anatomy and work in that direct in 
that way. Um, and I, I think exploration is really nice and it's good for me to be able 
to poke around and explore, but it would be having sort of a task and essentially 
pulling the pieces apart and then putting the pieces back together. That would be 
really great. (HO1) 
 
Design suggestions based on students’ perceptions and behaviors are listed below:  
 1. A detailed orientation video and training program. Though the researcher 
briefly introduced the usage of handles and how to navigate in the program, 
users especially those who are unfamiliar with VR might take some time to 
get used to it, and not all operations could be covered by the researcher.  
2. Variate bodies from time to time. Provide as true-to-life models as possible. 
3. Make hidden parts gone instead of unable to be seen. Users hidden certain 
parts to learn remaining parts, but if the unselected parts are just unable to be 
seen instead of disappearing in the scene, users can’t select the part they want. 
4. When using search functions, enable the abbreviations, users are not willing to 
spell out the full name of a structure. 
5. Incorporate an alphabetic reference on one side to be used like a dictionary. 
6. Auto-adjustment of information window when users are moving around. 
Users don’t want to always move the information window every time they 
change the distance and view.  
7. Make icons of move up, move down and rotate different. 
8. Make icons representing ear and eye different. 
9. Enrich the female model 
10. According to anatomy curriculum, provide system options in test.  
11. Let students name highlighted structures in 3D model. 
 
 
 
 5 DISCUSSION 
 In this part, each research question will be discussed and answered.   
RQ1: How do medical students perceive learning anatomy with a specific VR 
program?  
 Though some medical students in this study hold positive attitudes towards learning 
anatomy with this VR program, which brought them with new experiences and provided 
an alternative to learn structures, and students showed excitement when trying this out, and 
expressed that they are very likely to use VR programs to learn, there were  certain 
percentages of  users not being satisfied with the current VR experiences. One limitation 
comes from the VR itself, not being friendly with long time use and users with optical. 
Remaining negative feedbacks were from this VR program, whose visual design, 
navigation design, test design and content design have great potential to be impr.  
 
RQ2: What makes the differences between traditional and Virtual Reality 
approaches? 
 The most different part between textbooks and Virtual Reality is that books only 
provide 2D images of certain parts of the body, readers can’t see everything, and according 
to some participants, the 3D immersive environment could help with figuring out the 
spatial orientations of structures, which is not likely to happen with textbooks only. While 
compared to cadaver dissection, one of the greatest differences come from the times you 
can play around with structures. In the cadaver lab, one user has to be very careful not to 
 mis-cut any organs, or the piece would be gone forever, but in the virtual world, users have 
unlimited chances to try to slice, turn around etc. Another difference that can’t be ignored 
is the complexity of bodies, variations between each one, which couldn’t be found in VR 
models, the realism is less in VR.  
 
RQ3: What could be adjusted to make VR a more competitive and beneficial tool in 
anatomy education in the perspectives of medical students?  
Based on the qualitative and quantitative data, the possible adjustments and 
suggestions for this particular VR program were listed, please refer to that. All the 
conclusions are drawn from students’ performances, and their subject perceptions. The 
main purpose of these suggestions is to provide a reference, for VR product developers, 
schools, solely from the perspective of students, what tweaks and changes they hope to 
make.  
 This study tried to provide some information about applying one certain 
technology to education, from students’ perspectives, which might be helpful with 
deciding the contents design, interactive actions design and even some points on how to 
set up a VR room in school.  
Overall, based on the qualitative and quantitate results, VR for teaching anatomy 
appears to have potential to at least supplement teaching of human anatomy as currently 
taught in medical schools.   
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 APPENDIX 
OBSERVATION CODE BOOK (Appendix 1) 
Observation Area Code Code Descriptions Inclusion/ 
Exclusion Criteria 
Operations (OP) OP1: familiarity How familiar do 
users familiar with 
operating VR 
hardware 
Operating process, 
descriptions of 
feelings about 
operation 
 OP2: learning curve If it’s easy to learn 
how to use 
Time a user 
invested to get used 
to the system, test 
score 
 OP3: use of menu How do users use 
the menu 
Interactions with 
menu 
 OP4: use of 
information 
window 
How do users use 
information 
window 
Interactions with 
information 
window 
 OP5: use of 
navigation 
How easy it is for 
users to navigate in 
the space 
Moves in the virtual 
world and  
 OP6: use of 
selection 
How do users use 
the selection on 
right handle 
When making 
selections on the 
menu or in the 
model 
 OP7: use of tools How do users use 
different tools  
When using tools  
 OP8: test How do users 
complete the tests 
Performance in the 
test session 
Emotion (EM) EM: Emotions  How do users like 
the setting, the 
program and their 
emotions change 
through the test 
Some words, facial 
expressions etc.  
 
 
  
TEST SCORE (Appendix 2) 
Participant ID Score 
P1 2/12 
P2 12/12 
P4 12/12 
P5 12/12 
P6 12/12 
P7 12/12 
P8 11/12 
 
 
INTERVIEW CODE BOOK (Appendix 3) 
Question Area Code Code Descriptions Inclusion/ 
Exclusion Criteria 
How’s traditional 
anatomy methods 
feel like? (TA)  
TA1: importance How they perceive 
the traditional 
methods and which 
is the most 
important 
Descriptions of 
feelings and 
advantages, 
disadvantages of 
traditional methods 
 TA2: learning 
strategies 
Approaches and 
methods used to 
learn contents 
Descriptions of past 
study approaches 
 TA3: frequency What’s the 
frequency of using 
each approach 
Descriptions of how 
many times they 
use textbook, labs 
etc. 
How do you like 
the experience of 
using VR to learn 
anatomy? (VRA) 
VRA1: idea Thoughts about 
applying VR to 
medical fields 
Descriptions of how 
they like the form 
of learning and the 
idea 
  VRA2: usefulness In what areas do 
they think VR 
might be helpful 
Descriptions of how 
they want to use 
VR 
 VRA3: device How they think of 
the hardware brings 
to the VR 
experience 
Descriptions of the 
VR headsets or 
controllers or 
feelings caused by 
the physical device 
 VRA4: interface How do users like 
the virtual world 
design and interface 
for operation 
Descriptions of 
visual elements, 
colors, layout, font 
size etc. 
 VRA5: interaction How do users think 
of the interactive 
design of this 
program 
Descriptions of 
operations in the 
virtual world 
 VRA6: content How do users like 
the content in the 
program 
Descriptions of 
detailed contents 
like systems, 
complexity of 
models etc.  
How often would 
you like to use this 
in the future if there 
is one VR lab in 
your school? (HO) 
HO1: possibility The estimated 
possibility that a 
user might use the 
approach  
Descriptions about 
frequencies of 
usage in the future 
 HO2: limitations  What limitation do 
users think this 
program have 
Descriptions of 
what wished to be 
done or what would 
make the program 
more practical 
 
 
 
 UNC MEDICAL SCHOOL ANATOMY CURRICULUM (Appendix 4)
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