Provable lower bounds are presented for the information rate Á´ ·Ë ·AE µ where is the symbol drawn from a fixed, finite-size alphabet, Ë a discrete-valued random variable (RV) and AE a Gaussian RV. The information rate Á´ · Ë · AE µ serves as a tight lower bound for capacity of intersymbol interference (ISI) channels corrupted by Gaussian noise. The new bounds can be calculated with a reasonable computational load and provide a similar level of tightness as the well-known conjectured lower bound by Shamai and Laroia for a good range of finite-ISI channels of practical interest. The computation of the presented bounds requires the evaluation of the magnitude sum of the precursor ISI terms as well as the identification of dominant terms among them seen at the output of the minimum mean-squared error (MMSE) decision feedback equalizer (DFE).
I. INTRODUCTION
Consider the random variable · È Ä ½ · AE · Ë · AE, where and 's are all independent identically distributed (i.i.d.) RVs each taking values from a finite alphabet characterized by equally likely symbols, 's are dimensionless coefficients related to the channel response and AE is a zero-mean Gaussian RV with variance ¾ AE . The input alphabet is assumed to be symmetrically positioned around the origin with an average symbol power È . Finding the information rate Á´ µ, which itself acts as a close lower bound for the symmetric information rate (SIR) of the intersymbol interference (ISI)
channel [1] , [2] , is of great interest in digital communication. However, when Ä becomes large, finding an analytical expression for the probability density function (pdf) of Ë ·AE for evaluating Á´ µ or finding easily computable and tight bounds for Á´ µ is a long-standing problem [2] , [3] , [4] . Perhaps the most well-known bound for the purpose of quickly estimating Á´ µ is the Shamai-Laroia conjectured bound [2] : Á´ · Ë · AEµ Á´ · µ, where is a Gaussian RV with variance matching that of Ë · AE. Although reasonably close to Á´ · Ë · AEµ in most cases, Á´ · µ remains as a conjectured bound with no proof available to date.
In this paper, we are concerned with provable lower bounds for the information rate Á´ µ that can be easily computed. The bounds we develop here are fairly tight, with their tightness generally enhanced with increasing computational load. Our approach is to first find an information-rate-like function that depends on the probability densities of the underlying RVs and is always smaller than the information rate Á´ µ. We then try to further bound this function from below so that the final bound can be evaluated using numerical integration. The bound computation requires the evaluation of sum of the absolute values of 's as well as the identification of dominant values, if they exist. At a reasonable computational load, the developed bounds are shown to be as tight as the Shamai-Loria conjecture (SLC) for many practical ISI channels.
II. A PROVABLE LOWER BOUND
We first present a provable lower bound to Á´ µ. Let The K-L divergence is always greater than or equal to zero and convex in pair´Ô´Øµ Õ´Øµµ, [5] , i.e, assuming Ô ½´Ø µ Õ ½´Ø µ Ô ¾´Ø µ, and Õ ¾´Ø µ are all pdfs, for ¼ ½, we have
For the sake of clarity, we assume that is from the binary phase shift keying (BPSK) alphabet, i.e.,
These assumptions are not necessary for our development but make the presentation less cluttered and clearer. We will simply state the results in Section III.C for a non-binary/complex-valued example.
Denoting Ñ È Ä ½ for ½ ¾ ¾ Ä , the pdf's can be written as
Therefore, we can represent ÐÓ ´Øµ in two different ways: 
The last equality in (5) 
where the third equality is obtained with a variable change´Ø Ñ µ The expectation operator in this case can simply be viewed as a short-hand notation as in
In the final expression (7a), however, is also treated as a RV and the expectation is over both and .
Given the pdfs of and , the computation of the expectation now involves numerical evaluation of a double integral. Note that in (7a) is a discrete-valued random variable distributed according to ´Øµ, which denotes the probability distribution of
The expression (7a) can also be written as
where · 's form the positive-half subset of 's, and in the last equality · is also treated as a RV and the expectation is over both and · . Note that · is a discrete-valued random variable distributed according to ¾ ´ØµÙ´Øµ. Notice that Ó× ´¾Ê · µ ½ and ½.
It is insightful to compare with
where ´Êµ is the SIR of the binary-input Gaussian channel with SNR given by Ê¸È ¾ Î and is the well-known Shamai-Laroia conjectured lower bound to Á´ µ. The function quantifies the gap between the SLC and the maximum attainable capacity for any binary channel with no constraint on SNR, namely, 1 bit/channel use. Comparing the expressions for in (7b) and ´Êµ in (8b), we see that if · ¼ so that ½, then , and Á ¼´ µ and the SLC all become equal to Á´ µ. Also, if the discrete RV converges to a Gaussian random variable (in cumulative distribution), then again we get and Á ¼´ µ ´Êµ Á´ µ. Furthermore, that · ¼ in (7b) makes larger while the factor being less than 1 has an effect of decreasing as it increases. If Á ¼´ µ ÐÓ ¾ is to be a tight lower bound to Á´ µ, then as a function of Ê for a two-valued .
know the functional form of the distribution for , evaluation of (7a) or (7b) is easy; the behaviour of under different distributions offer useful insights.
First try a uniform distribution for . For a uniformly distributed discrete random variable from Ã¡ Ñ Ü to Ã¡ Ñ Ü with a gap ¡ between delta functions in the pdf, we have µ is apparently tighter than the SLC, with respect to the SIR.
III. BOUNDING

A. Simple Bounds
Exact computation of in general is not easy, especially when Ä goes to infinity. We thus resort to bounding . Since the function ÐÓ ½ · ¾ Ó× ´¾Ê · µ ¾ Ô Ê ·
increases as · increases. Accordingly, we can develop bounds on . For example, a simple upper bound is given as 
where «¸¾ ´Ä ½µ È ¾ Ä ½ ½ « ¾ ´Ä ½µ È ¾ Ä ½ ½ Ó× ´¾Ê · µ. The last expression of (10) can be further 
B. Tightened Bounds Based on Cluster Identification
The above bounds can be tightened up by identifying clusters in the Gaussian mixture Î´Ø µ. In practical ISI channels, Î´Ø µ often consists clusters. This is due to the fact that the coefficient set 's typically contains a few dominating coefficients plus many small terms. Assuming there are ¾ Å clusters of Gaussian pdfs, write 
which is based on a straight line connecting two points of the convex function Ó× ´¾Ê µ,´¼ ½µ and Ñ Ü Ó× ´¾Ê Ñ Ü µ, having a slope × Å ´ Ó× ´¾Ê Ñ Ü µ ½µ Ñ Ü .
The lower bound Ð can also be tightened similarly based on the cluster identification:
where · 's form the positive-half subset of 's.
C. Bounds for Complex Channels with the Quaternary Alphabet Inputs
In the previous subsections, ISI coefficients and noise samples are assumed to be real-valued with the channel inputs being the BPSK signal. In this subsection, we provide a complex-valued example along with the channel inputs taken from a quadrature phase shift keying (QPSK) quaternary alphabet, i.e., Finally, the lower bound to can be shown to be 
IV. APPLICATION TO ISI CHANNELS AND NUMERICAL EXAMPLES
A. The ISI Channel and MMSE-DFE
where AE is the Gaussian noise sample observed at the DFE forward filter output and is the precursor ISI sequence. Note we are assuming stationary random processes. It is well-known that the -transform of the precursor ISI taps is given by [6] ´ µ
where È ¼ is such that ÐÓ È ¼ ½ ¾ Ê ÐÓ Ê ××´ µ and £´ £ µ is obtained from a spectral factorization: È Ê ´ µ·AE ¼ È ¼ ´ µ £´ £ µ with Ê ´ µ ´ µ £´ £ µ. Note that a convenient numerical spectral factorization algorithm exists for recursively computing the coefficients of £´ £ µ [7] , [8] .
Accordingly, the variances of Î , AE, and Ë are given as
We can obtain the Ñ Ü by the absolute summation of the inverse D-transform of ´ µ if the feedforward filter of MMSE-DFE is stable, i.e., È ½ ½ ½. Let us first consider the case when ´ µ has È multiple first-order poles, Ô for ½ ¾ È , then, Ñ Ü can be obtained by the partial fraction method since ´ µ is in a form of rational function. In other words, the inverse -transform of individual fraction terms can be found and then added together to form
the sequence is given as
The upper bound of Ñ Ü can be also tightened by identifying the first Ã dominant taps: For the case of the multiple-order poles of ´ µ, the upper bound of Ñ Ü can be also obtained in a similar way with the triangle inequality, i.e., · · .
From [9] , the maximum attainable capacity (bits/channel use) for any finite-ISI channel corrupted by Gaussian noise is given as
where Ù AE¾ AE½ Ù AE ½ AE ½ · ½ AE ¾ . The inequality in (23) holds due to the data processing theorem (equality holds if the MMSE-DFE feedforward filter is invertible [2] ). The inequality of (24) can be obtained by applying the chain rule of mutual information and assuming stationarity [2] . Now, let us examine the particular ISI channels, ´ µ ½ Ô ¾´½ · µ, ´ µ ½ ¾´½ · ¾ ¿ µ, and ´ µ ¼ ½ · ¼ ¿ · ¼ ¾ · ¼ ¿ · ¼ · ¼ ¿ · ¼ ½ , which are well-known and previously investigated in e.g. [1] , [2] , [10] . The precursor ISI tap values are computed and shown in Fig. 4 for these example channels. In addition we include a complex-valued partial response channel:
´ µ ½ ¾ ´½ · µ ·´½ µ . The channel inputs are binary, except the complex-valued channel for which the inputs are assumed quaternary.
B. Numerical Results
Since the infinite-length MMSE-DFE is used, i.e., Ä ½ in general, the probability distribution of is not available. Hence the lower bounds Ä½ Å ÐÓ ¾ Ù½ Å and Ä¾ Å ÐÓ ¾ Ù¾ Å along with ËÄ ÐÓ ¾ are considered as functions of ËAEÊ È AE ¼ for different values of Å. When no clustering is used, we set Å ¼. In computing Ñ Ü (and thus Ñ Ü ) needed to calculate Ù½ Å or Ù¾ Å , we were able to run numerical recursive spectral factorization to find all non-negligible coefficients relatively quickly for all channels considered, without resorting to the bounds of (21) or (22).
We observed that the lower bounds, Ä½ Å and Ä¾ Å , produced similar results, so only Ä½ Å were chosen and plotted as Ä Å through Fig. 5 -Fig. 8 . The SIR of each channel is also obtained using the simulation-based approach [10] , [11] , [12] .
For each capacity figure, we first plotted the SIR and ËÄ . We then plotted Ä for Å ¼ and then another Ä by choosing an Å value for which the Ä bound is almost as tight as the ËÄ conjecture (this is why the ËÄ curve is almost overwritten and indistinguishable in some figures). We also show for each channel how the upper and lower bound of close on each other as Å increases. The bounds on are shown with subtracted from them. In this way, it should be clear that for those SNR values where Ù becomes less than zero eventually, is less than , guaranteeing that Á ¼´ µ ÐÓ ¾ is tighter than ËÄ . In fact, it can be seen from the figures that this is true for the high SNR range corresponding to all rates higher than roughly 0.6 in all channel considered. An obvious by-product of this observation is that the SLC surely holds true at this SNR range. The curves of Ð for different Å values also provide a detailed picture of how large Å should be in order for Ä to get close enough to the ËÄ .
Note that the computational load for evaluating the integral of (13) and (14) 
V. CONCLUSION
In this paper, we derived a lower bound to the SIR of the ISI channel driven by discrete and finiteamplitude inputs. The approach taken was to introduce a pdf-dependent function that acts as a lower bound to the information rate between the channel input and the ideal-feedback MMSE-DFE filter output. This function turns out to be tighter than the Shamai-Laroria conjecture for a practically significant range of SNR values for some example channels. We then further lower-bounded this function by another function that can be evaluated via numerical integration with a reasonable computational load. The final computation also requires finding a few large precursor ISI tap values as well as the absolute sum of the remaining ISI terms, which can be done easily. The final lower bounds are demonstrated for a number of well-known finite-ISI channels, and the results indicate that the new bounds computed at a fairly low computational load are as tight as the SLC. 
