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ABSTRACT 
We prove that if B is an essentially nonnegative symmetric matrix with minimum 
eigenvalue m(B) and if the graph of B is connected and bipartite (with bipartition 
V, u V,), then there exists an eigenvector x belonging to m(B) such that xi > 0 for 
i E V, and xi < 0 for i E V,. We then establish two facts concerning essentially 
nonnegative symmetric matrices with bipartite graph and point out how the above 
result can be used in conjunction with these facts to give a proof, not requiring the 
Perron-Frobenius theory, of the following theorem of Constantine [2]: Among all 
essentially nonnegative symmetric n-by-n matrices with minimum diagonal entry at 
least p and maximum off-diagonal entry at most M, the matrix with smallest 
minimum eigenvalue is MA, + ~1, where A, is the adjacency matrix of the complete 
bipartite graph Z$n~21.1n~21. 
1. INTRODUCTION AND SUMMARY 
Several studies (most notably [3] and [4]) have been made of the signs of 
the coordinates of eigenvectors belonging to particular eigenvalues of certain 
real symmetric matrices. In this article we focus our attention on the 
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eigenvectors belonging to the minimum eigenvalue, m(B) of an essentially 
nonnegative symmetric matrix B whose graph G(B) is bipartite. 
In Section 2 we give the notation, definitions, and preliminary results 
which are used and referred to throughout the article. 
In Section 3 we prove three propositions about the eigenvectors men- 
tioned above which together imply the main result (Theorem 4) of this 
article: if G(B) is connected and if Vi k~ Vs is a proper bipartition of the 
vertex set of G(B), then there exists an eigenvector x belonging to m(B) 
such that xi > 0 for i E Vi and zi < 0 for i E V,. The main technique is the 
use of the Rayleigh-quotient characterization of m(B). In the case that B has 
only O’s on its main diagonal, Theorem 4 is readily proved. 
In Section 4 we prove the following two results. First, for any essentially 
nonnegative symmetric n-by-n matrix C with minimum diagonal entry at 
least 1-1 and maximum off-diagonal entry at most M, there is an essentially 
nonnegative symmetric matrix, B(C), of order at most n such that B(C) also 
has minimum diagonal entry at least p and maximum off-diagonal entry at 
most M, m(B(C)) < m(B), and G(B(C)) is bipartite. Second, if B is an 
essentially nonnegative symmetric n-by-n matrix with connected bipartite 
graph, minimum diagonal entry at least I”, and maximum off-diagonal entry 
at most M, then m(B) > m(MA(K)+ PI,), where K is the complete bipar- 
tite supergraph of G(B) and A(K) is the adjacency matrix of K. In [2] 
Constantine established the following theorem: if C is an essentially nonnega- 
tive symmetric n-by-n matrix with minimum diagonal entry p 2 0 and 
maximum off-diagonal entry M, then m(C) > - M/m + p, with 
equality holding if and only if C = MA” + PI,, where An is the adjacency 
matrix of the complete bipartite graph K,,,s,, ,n,2,. We conclude Section 4 by 
indicating how the two results above, together with Theorem 4, can be used 
to prove Constantine’s theorem without the restriction of p > 0. (The author 
believes that Constantine’s proof of this theorem, though not given explicitly 
in [2], is valid for any value of ZL) Of particular interest is the case that C 
itself is the adjacency matrix of a graph; here one obtains the following 
corollary: if G is a graph on n vertices with adjacency matrix A(G), then 
m( A(G)) > - /m. In [Z] Constantine proves the corollary first, 
using at one point the Perron-Frobenius theory, and then derives the 
theorem from the corollary. The proof we give in this article does not require 
the Perron-Frobenius theory. 
We conclude the article in Section 5 by proving two propositions: first, a 
generalization of a result of Fiedler (which is a small part of one of the many 
interesting theorems in [3]) on essentially nonnegative symmetric matrices 
with acyclic graph (we assume only that the graph is bipartite), and second, a 
version of Theorem 4 in which the assumption of connectedness of G(B) is 
replaced by restricting attention to those eigenvectors which satisfy a condi- 
tion studied by Fiedler in [3]. 
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2. PRELIMINARIES 
For the definitions of (simple undirected) graph, subgraph, induced 
subgraph, connected graph, connected component, bipartite graph, complete 
bipartite graph, cycle, and acyclic graph the reader is referred to [l]. When G 
is a bipartite graph with vertex set V(G) we will say that Vi ~rl V, is a proper 
bipartition of G if V, u V, = V(G), Vi n V, = 0, and every edge of G has 
one end in Vi and one end in Vs. We will denote by K,,, the complete 
bipartite graph with proper bipartition Vi u V, where IV,] = a and IV,] = b. 
All matrices in this article will be assumed to have entries in W. A square 
matrix C = [ci, j] is said to be essentially nonnegative if ci, j > 0 for i # j. 
When C is an essentially nonnegative symmetric n-by-n matrix, the graph of 
C, which we will denote by G(C), is the simple graph with vertex set 14 (for 
m E N, we will always write m to denote the set { 1,2,. . . , m }) and edge set 
{{i, j } : i # j and ci, j > O}. Note that the main diagonal of C does not 
influence G(C). [The hypothesis that G(C) is connected appears in several 
of the results of this article and is of course equivalent to C being irreducible; 
we use the former terminology to emphasize the graph-theoretic nature 
of our proof techniques.] For n E N, p E R, and 0 < M E R we define 
%( n, p, M) = { C: C is an essentially nonnegative symmetric n-by-n matrix, 
~,,~>,~foreachi~r~,andc~,~<Mfori#j}. 
We will consider an element x=(x,,x,,...,x,)~R” to be a l-by-n 
matrix, so that XX~ and r&r (where C is an n-by-n matrix) are well-defined 
matrix products. For an n-by-n matrix C and 0 # x E Iw” we will write 
9,(x) to denote the well-known Rayleigh quotient xCxr/xxr. When C is a 
symmetric matrix we will write m(C) to denote the minimum eigenvalue of 
C, and W* for the set of nonzero vectors in the eigenspace belonging to 
m(C). We will make use of the following portion of Rayleigh’s theorem 
(see [51). 
THEOREM (Rayleigh). Zf C is a symmetric n-by-n matrix, then for all 
nonzero x E R” one has a,(x) > m(C), with equality holding if and only if 
XEW*. 
When G is a graph we will write A(G) to denote the usual 0,l adjacency 
matrix of G, and we will often abbreviate m(A(G)) by m(G). 
For c E R, [cl and [cl will denote respectively the largest integer not 
greater than c and the smallest integer not less than c. 
3. THE MAIN RESULT 
Throughout this section we assume that B is an n-by-n essentially 
nonnegative symmetric matrix and that G(B) is bipartite. We consider an 
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arbitrary proper bipartition, V, u V,, of G(B), and we write 
E= {(i,,i,):i,~Vl, i2EV2,andbi,,iz>O} 
for the edge set of G(B). 
PROPOSITION 1. For each x E W*, xi,xip < 0 for each (il, iz) E E. 
Proof. Given x E W*, let E+= {(i,,i2) E E: xi,xi,> 0} and E- = 
{(iI, iz) E E: xi,xi, < O}. Next, let y be the element of R” defined by 
if i~V,andx~>O or iEV,andxi<O 
if iEV1andxi<O or iEV2andxi>0. 
Note first that yyT = XX’. Next we see that 
xBx* = 2 c bi,,i,xi,xi, + It bi,ixf 
(i,,i,)EE+UE- i=l 
and 
- C bil,i,xi,xi, + C 
(i,,i&EE + (il,i2) E E- 
bil,izXilxiz) + e bi,ixf* 
i=l 
Hence, xBx* - yBy* = 4Ccil,izj E E+ bi,,i,xi,xi,. If E+ #0 then we would 
have yByT < xBxT and hence gB(y) < 9,(x), which is contrary to x E W*. 
Therefore E+ = 0 and the proof is complete. n 
PROPOSITION 2. For each x E W*, there exists y E W* such that yi > 0 
for all i E V,, yi G 0 for all i E V,, and lyil = [xi1 for all i E _n. 
Proof. Given x E W*, let E+, E-, and y be defined precisely as in the 
proof of Proposition 1. By the definition of y we need only verify that 
y E W*. Since Ef = 0 by Proposition 1, the proof of Proposition 1 estab- 
lishes that gB(y) = L%,(X), so indeed y E W*. n 
PROPOSITION 3. Zf y E W*, yi >, 0 for all i E V,, yi 6 0 for all i E V,, 
a& yi, = 0 then yj = 0 for all j E g such that j is adjacent to i’ in G(B). 
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Proof. It suffices to prove this proposition when i’ E Vi, since - y E W* 
and satisfies the remaining hypotheses with respect to the proper bipartition 
V,l u V,l where Vi = V, and Vl = Vi. 
Let J= {j E V,:(i’, j) E E} and note that by hypothesis yi Q 0 for all 
j=J. Let E= -Xi,, b. .y: we suppose that E > 0 and derive a contradic- ,‘,, ,, 
tion. The idea of the proof is to consider a vector ys which is obtained from 
y by changing the i’th coordinate from 0 to 8; by choosing S appropriately 
we will compute that 9?,(ys) < 9?,(y), which is the desired contradiction. 
Let N = yByr and D = yyT; if bir,itD - N < 0, we let 6 be any positive 
number, and if bir,i,D - N > 0, we let 6 be a positive number less than 
2&D/(bi,,itD - N). 
Let ys be the element of R” satisfying y” = yi for all i E r~/{ i’} and 
y,? = 6. First note that (y’)(y’)r= D + S2. Next we compute 
n 
(Y’)‘(Y”)‘=~ C bi,,i,y,“,yt+ C bi,i(yS)2 
(i,,k)EE i=l 
= 2 C bi,,i,yi,yiz +2 C bi,, j’yj 
(il.&) E E jE1 
i fi’ 1 
+ c bi,iy,? + bir,ir62 
i # i’ 
= N - 26~ + bi,,i,62. (since yi, = 0) 
Hence 
%(Y”) = 
N - 28~ + bi+32 
D+a2 ’ 
By our choice of 8, 
S(bi,,i,D - N) < 2&D. 
The inequality ( * ) is equivalent to 
N - 268 + bj$S2 N 
D+a2 ‘6; 
(*> 
hence we have 9s( y*) < 9’dy), which is contrary to y E W*. Therefore, 
E = 0; and since bi., j > 0 for each j E 1, yj = 0 for each j E J. n 
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THEOREM 4. Zf G(B) is connected, then fm each x E W*, there exists 
y E W* such that yi > 0 for all i E Vr, yi < 0 for all i E V2, and lyil= [xi1 
for all i E 5. 
Proof. Given x E W*, we know by Proposition 2 that there exists 
y E W* such that yi > 0 for all i E V,, yi < 0 for all i E V,, and lyil = lxil for 
all i E II. It suffices to show that yi # 0 for all i E 14. Suppose that yi, = 0. By 
repeatedly applying Proposition 3 we obtain that yi = 0 for each i in the 
connected component of G(B) containing i’. Since G(B) is connected, we 
would have yi = 0 for all i E _n, i.e. y = 0, which is contrary to y E W*. 
Hence yi # 0 for all i E tz, and the proof is complete. n 
We remark that when G(B) is connected, the Perron-Frobenius theory 
implies that the dimension of W* U (0) is 1 and so every vector x E W* 
satisfies either 
xi>0 forall in V, and xi<0 forall i~Va 
or 
xi<0 forall ieV, and xi>0 for-all iEV,. 
(This follows from the fact that in the construction of y in Proposition 2, 
y = x or y = - x in this case.) 
4. SOME APPLICATIONS TO GRAPHS AND AN ELEMENTARY 
PROOF OF A THEOREM OF CONSTANTINE 
Throughout this section, for an essentially nonnegative symmetric matrix 
C we write E(C) = {{i, i} : ci, j > 0 (and i # j)} for the edge set of G(C). 
PROPOSITION 5. Zf C E %‘(n, p, M), then there exists B(C) E U(r, p, M) 
such that 
(i) r E _n, and for some r-by-r principal s&matrix C, of C, B(C) < C, and 
corresponding diagonal entries of B(C) and C, are identical; 
(ii) G( B(C)) is bipartite; and 
(iii) m( B(C)) ,< m(C) with equality holding if and only if B(C) = C,. 
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Proof. Let x E W*, Vt = {I E 14: xi > 0}, V- = {i E n: xi < 0}, and 
r = ]Vf u V- I. Since II # 0, r E 14. We may assume without loss of generality 
(by simultaneously permuting rows and columns of C if necessary) that 
V+ u V = r. Let B(C) = [bi, j] be the r-by-r matrix satisfying bi,i = ci,i 
for each i E r, and for i # j, 
i 
ci,j 
bi,j= 0 
if XiXj<O 
if XiXj>O. 
We see immediately that for the leading r-by-r principal submatrix, C,, of C, 
we have Z?(C) < C, and the corresponding diagonal entries of Z?(C) and C, 
are identical. The proof of (i) is complete, and SO certainly B(C) E %( r, ZL, M). 
Next, 
E(B(C))=E(C)\{{i,j} ~E(c):{i,j} CV+or{i,j} cV-} 
= {{i,j} ~E(C):l{i,j}nV+ ]=]{i, j}f?V- ]=l}, 
so that G( B( C)) is bipartite with proper bipartition V+ k~ V . 
Let x^ be the element of R’ satisfying gi = xi for each i E r, and let 
E+= {{i, j}: EE(C):X~X~>O}. Since xi=0 for i>r, ??*= XX* and 
XCXT - B(C)?* = 2C(i,j),E+ci,jxi~j. Hence, 9,,,,(?) < 9,(x) with 
equality holding if and only if E+ = % ; so 
If m(B(C)) = m(C) then %‘,,,,(a) = 9?,(x), so that E’ =%, i.e. B(C) = C,. 
If B(C) = C,, then by the interlacing of the eigenvalues of the principal 
submatrix C, with the eigenvalues of C (see [7]), m(B(C)) > m(C) and 
hence m(B(C)) = m(C). n 
COROLLARY 5.1. Zf G is a graph, then there exists a bipartite subgraph 
B(G) of G such that m(B(G)) d m(G) with equality holding if and only if 
B(G) is an induced subgraph of G. 
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PROPOSITION 6. Zf B E E4(n, CL, M) and if G(B) is bipartite and con- 
nected, then there exists K(B) E %(n, p, M) such that 
(i) G(K(B)) is a complete bipartite graph, and 
(ii) m(K(B)) B m(B) with equality holding if and only if K(B) = B. 
Proof. Let V, u V, be a proper bipartition for G(B). We write E = 
{(il, Q: i, E V,, i, E V,, and bil,iz > 0} for the edge set of G(B). By Theo- 
rem 4 there exists an eigenvector y belonging to m(B) such that yi > 0 for 
each i E V, and yi < 0 for each i E Vs. 
Let K(B) = [ ki, j] be the n-by-n matrix which satisfies ki,i = ~1 for each 
i E TZ, and for i st j, 
0 
ki,j = 
if YiYj>O, 
M if yiyj<O. 
We see immediately that K(B) E U( n, p, M ), and that G( K( B)) is 
bipartite with proper bipartition V, u V, and in fact is isomorphic to K,,,,, ,“,,. 
Next we compute 
yByT= 2 C bi,,i,Yi,Yi2 + f: bi,iYf 
(i,, id E E i=l 
and 
yK(B)yT= 2M 
So 33’s(y) - W,(,,(y) > 0 with equality holding if and only if K(B) = B; 
hence, m( K( B)) < aKCBI( y) < L%‘,(y) = m(B). And if m( K( B)) = m(B) then 
gKcBj( y) = a,( y ) and hence K(B) = B. W 
COROLLARY 6.1. Zf G is a connected bipartite graph with proper biparti- 
tion VI U V,, then m(K,,,,, Iv,I) . < m(G) with equality holding if and only if 
G is isomorphic to K,, ,,,, “,,. 
From Proposition 5 and Proposition 6 we readily see that to find the 
smallest minimum eigenvalue of any C E U(n, p, M) we need only find the 
smallest minimum eigenvalue of any n-by-n block diagonal matrix @A_rK,, 
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where for each (Y E _t , K, is an r,-by-T, matrix of the form MA( K (1, b) + z.~Z, 
where a + b = r,. Since 
m 
the following theorem of Constantine follows immediately. 
THEOREM 7 (Constantine [2]). Zf C E U( n, /.L, M) then 
m(C)> -M/~+I* 
with equulity holding if and only if C = MA(K,,,,,,,,,,,)+ pZ,. 
COROLLARY 7.1. Zf G is a graph on n vertices, then m(G) 
> - /m with equality holding if and only if G is isomorphic to 
K Ln/21. rn/21* 
5. SOME REMARKS ON A RESULT OF FIEDLER 
The following result is a (very) special case of one of the many interesting 
theorems proved by Fiedler in [3]. 
PROPOSITION 8 (Piedler [3]). Zf B is an essentially nonnegative symmet- 
ric n-by-n matrix, if G(B) is acyclic, if x is an eigenvector belonging to 
m(B), and if for each i E 14 such that xi = 0 one has b,, jxj # 0 for some 
jury, then 
(i) infact, xi#O foraZZiEfz, and 
(ii) fmalledges {i,j} ofG(B), xixj<O. 
PROPOSITION 9. The conclusions of Proposition 8 remain valid when the 
hypothesis that G(B) is acyclic is replaced by the hypothesis that G(B) is 
bipartite. 
Proof. Given x E W*, if y E W* is the vector constructed in the proof 
of Proposition 1, then xi = 0 if and only if yi = 0. Therefore Proposition 2 
and Proposition 3 together imply that the induced subgraph of G(B) on the 
vertex set {i E n : xi + 0} is the (nonempty) union of connected components 
of G(B). By the last hypothesis in the statement of Proposition 8, this 
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induced subgraph is in fact equal to G(B). Hence, conclusion (i) is valid; and 
by Proposition 1, conclusion (ii) is valid as well. H 
We remark that since a graph is bipartite if and only if it has no cycles of 
even length, Proposition 9 is a generalization of Proposition 8. 
We conclude with a version of Theorem 4 obtained by deleting the global 
hypothesis on the connectedness of G(B) and adding the restriction that the 
eigenvectors under consideration must satisfy the last hypothesis of Proposi- 
tion 8 (Fiedler calls a vertex i E _n for which xi = 0 and bi, jxj = 0 for all 
jE_n “isolated with respect to x “). The proof is the same as that of 
Theorem 4. 
PROPOSITION 10. Zf B is an essentially nonnegative symmetric n-by-n 
matrix and if G( B) is bipartite with proper bipartition V, u V,, then for each 
x E W* which satisfies the property that xi = 0 implies bi,ixj f 0 for some 
j E _n, there exists y E W* such that yi > 0 for all i E V,, yi < 0 for all 
i E V,, and lyil = lxil for all i E 5. 
The author wishes to express his sincere gratitude to Professor Richard A. 
Brualdi for so generously discussing the contents of this article, suggesting 
improvments, and pointing out the related works of Fiedler and Constantine. 
A note of thanks goes to Professor D. K. Ray-Chaudhuri, whose work [6] 
on graphs with minimum eigenvalue - 2 first encouraged the author to 
prove Theorem 4 in the special case that B is the adjacency matrix of a 
connected bipartite graph. 
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