We address a two-step iterative method to solve a nonlinear equation, which is free from derivative by approximating a derivative in the two-step King method by the method of forward difference with one parameter θ. We show analytically that the method is of an order three for a simple root. Numerical experiments show that the new method gives the encouraging results. Although the efficiency index of our method is worse than that of King's methods, numerical experiments show that the proposed method is comparable to the existing methods in terms of the number of iterations.
Introduction
Having a particular technique to solve a nonlinear equation
is still an active research in numerical analysis. Not all cases of equation (1) can be analytically solved, so solving numerically becomes an alternative.
A numerical method used for finding the solution of the nonlinear equation (1) is a two-step iterative method, that is a combination of Newton method [1, h.68] and Halley method [10, h.86 ] with order of convergence three. We express their formula as
x n+1 = y n − 2f (y n )f (y n ) 2f (y n ) 2 − (f (y n )f (y n ))
.
The other two-step iterative methods are the iterative method proposed by Jisheng [6] in the form
, and the one proposed by Weerakon and Fernando [11] in the form
Two-step iterative method free from derivative is a method proposed by Dehghan-Hajarian [3] , with order of convergence three (Dehghan Method 1). We can express their formula as
and (Dehghan Method 2)
Some other papers discuss the two-step type iterative methods and their applications, these include [2] . The purpose of this paper is to develop a new two-step iterative method free from derivative and provide the convergence analysis. We present this new method in section 2 in this paper. In the new method we approximate the derivative of the function by forward difference with one parameter θ. Numerical examples show better performance of our method in section 3. We conclude our discussion in section 4.
Proposed Iterative Method and Analysis of Convergence
The iterative method discussed in this paper is that of proposed by King method with order of convergence four [7] in the form
The derivative f (x n ) in equation (6) and equation (7) are approximated by the forward difference with one parameter
Substituting equation (8) into equation (6) and equation (7), we have
Equations (9) and (10) are called Two-Step Iterative Method Free Derivative. Now we are going to prove the order of convergence of the method.
Assume that f has sufficiently continuous derivatives in the interval D . If x * has a simple root at f (x), and if x 0 is sufficiently close to x * , then the new iterative method defined by equation (9) and (10) satisfies the following error equation:
where
, j > 1, and e n = x n − x * .
Proof. Let x * is be a simple root of f (x) = 0, then f (x * ) = 0. Let e n = x n −x * . With Taylor expansion of f (x n ) about x n = x * , we obtain
Computing f 2 (x n ) using equation (12), then multiplied by θ, we get
Then, computing f (x n + θf (x n )), we have
Using equation (12) and (14), we compute f (( 
Considering a geometric series and computing
using (13) and (15), we obtain after simplifying
Substituting equation (16) into equation (9) and x n = x * + e n , we get
Then, Taylor expansion of f (y n ) about y n = x * , gives f (y n ) =(c 2 θF
and computing
, we have
Then, computing
, we obtain
Substituting equations (19), (20) dan (17) into equation (10), noting x n+1 −x * = e n+1 , then after simplifying we have e n+1 = (−c This ends the proof.
Numerical Experiments
In this section, we give the results of some numerical examples to compare Dehghan Method 1 (DM1) by equations (8)- (9), Dehghan Method 2 (DM2) by equations (10)- (11) [8, 9] All the computation is done in Maple 13. We use tolerance, = 1.0 × 10 −15 , and the maximum number of iteration allowed is 100. We stop the iteration process by the following criteria 1. |x n+1 − x n | < 2. |f (x n+1 )| < .
In Table 1 , 100+ indicates that the method does not converge after the maximum iteration allowed is reached, star sign (*) in the number of iterations indicates that the method converges to a different root. From Table 1 one can see that the computational results obtained are not far different. In f 1 for initial guess -1.5 DM1 and DM2 require 5 iterations, KM requires 36 iterations, and PFDM requires 4 iterations. For initial guess -1.0 DM1 and DM2 require 5 iterations, KM and PFDM require 3 iterations. So the quickest method to hit the root is PFDM. In f 2 the method having the least iteration is PFDM. As far as the numerical results are concerned, for most of the functions we tested, the proposed method can be competitive with the methods we are comparing. 
