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Abstract
Given a ﬁxed family of polynomials h1, . . . , hr ∈ R[x1, . . . , xn], we study the problem of repre-
senting polynomials in the form
f = s0 + s1h1 + · · · + srhr (*)
with sums of squares si . Let M be the cone of all f which admit such a representation. The problem
is said to be stable if there exists a function :N → N such that every f ∈ M has a representation
(∗) with deg(si )(deg(f )). The main result says that if the subset K = {h10, . . . , hr 0} of Rn
has dimension 2 and the sequence h1, . . . , hr has the moment property (MP), then the problem is
not stable. In particular, this includes the case where K is compact, dim(K)2 and the cone M is
multiplicatively closed.
© 2005 Elsevier Inc. All rights reserved.
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0. Introduction
Let ﬁnitely many real polynomials h1, . . . , hr in n variables be given, and consider the
cone M of all polynomials f which have a representation
f = s0 + s1h1 + · · · + srhr , (1)
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where the si are sums of squares of polynomials. M is called the quadratic module generated
by h1, . . . , hr . There are two computational issues associated with M, which we may call
the recognition problem and the realization problem. The recognition problem is to decide
whether a given polynomial f lies in M, i.e. has a representation (1). The realization problem
is to ﬁnd such a representation explicitly, provided it is known to exist, together with explicit
sums of squares decompositions of the si .
For example, assume r = 0, so that M is the cone of sums of squares. Then the recog-
nition problem is to decide whether a polynomial is a sum of squares, and the realiza-
tion problem is to ﬁnd explicitly such a decomposition. Both problems can be consid-
ered to be effectively solvable, thanks to the “Gram matrix method” described in [PW].
The key property that makes this method work is the fact that in any sum of squares de-
composition f = f 21 + · · · + f 2m of polynomials one obviously has deg(fi) 12deg(f ).
Therefore, the problem is a priori bounded. As pointed out in [PW], it can be trans-
lated into a linear matrix inequality (LMI), and as such, it can be solved numerically (see
below).
A few moments of contemplation show that the same is true in the general case, pro-
vided that one has a function :N → N with the property that every f ∈ M admits
a representation (1) in which deg(si)(deg(f )) (i = 0, . . . , r). Then the recognition
problem and the realization problem associated with M translate, for any ﬁxed polyno-
mial f, into an LMI whose size is a priori bounded in terms of (deg(f )). Since LMIs
can be solved very efﬁciently in polynomial time, using interior point methods, thanks to
the work of Nesterov and Nemirovski [NN], this case is as nice as one could wish, for
the problems considered. (Of course one would like to know more, in particular about the
possible nature of the function . For example, can , if it exists, always be taken to be a
polynomial?)
On the other hand, if no bound  exists as above, this means for the recognition and
the realization problems of M that there cannot be any rule for when to stop the algorithm,
at least none in terms of deg(f ) alone. Clearly this is a very unpleasant situation, from a
computational point of view.
From this discussion it becomes clear that the existence or non-existence of such a bound
 is a key issue for the complexity of the two initial problems. The quadratic module M is
called stable if it admits such a function  (for one, or equivalently, any ﬁnite system of
generators). This notion was introduced in [PS].
Originally, the goal of this work was to study stability of M in the case where the subset
K = {h10, . . . , hr0}
of Rn is compact and M is a preordering, i.e. is multiplicatively closed (see 1.1). In this
case, M is known to contain every f which is strictly positive on K [Sm1], so the recogni-
tion problem is solved positively for these f. We proved that M can never be stable when
dim(K)2. It turned out that a variation of the proof can be applied to an even much larger
class of cases. To describe it, we need to recall the moment problem.
Moment problems are a classical topic of analysis. Given a closed subset K of Rn, the K-
moment problem is the question of deciding when a given linear form L:R[x1, . . . , xn] →
R is a K-moment functional, that is, when there exists a positive Borel measure  on K
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such that
∫
K
f (x) d = L(f )
holds for every polynomial f. The problem dates back to the 19th century and was originally
considered on the real line (case n = 1). The solutions by Stieltjes (1894 for K = [0,∞[)
and Hamburger (1921 for K = R) are famous. See [PS] and the literature cited there for a
more detailed historical review.
Recent years have seen a very fruitful ﬂow of ideas around the moment problem, between
analysis (mainly operator theory) and real algebraic geometry. This development started
in 1991 with Schmüdgen’s general solution of the K-moment problem for all compact
sets K [Sm1]. Since then, very substantial progress was made in the understanding of the
general K-moment problem. One knows many important classes of sets K where the K-
moment problem is solvable (together with such solutions), and on the other hand one
knows wide classes of sets K for which the K-moment problem cannot be (ﬁnitely) solved.
For more details see [JP,KM,KMS,PS,Pu,PV,Sch2,Sm1,Sm2], and also [PD] and Section 5
of [Sch3].
Let (h1, . . . , hr ) be a ﬁnite sequence of polynomials in R[x1, . . . , xn], let M be the
quadratic module generated by them, and consider the basic closed set
K = {x:h1(x)0, . . . , hr (x)0}
inRn. One says that (h1, . . . , hr ) solves theK-moment problem if theK-moment functionals
are precisely those functionals which are non-negative on M. In this case, (h1, . . . , hr ) is
also said to have the strong moment property (SMP). A weaker property is the moment
property (MP); it requires that every functional which is non-negative on M is the moment
functional of some measure on Rn (whose support is not speciﬁed).
The main result of this paper states that if (h1, . . . , hr ) has the (MP), and if dim(K)2,
then M cannot be stable. (For dim(K)1, it is easy to see that M may be stable.) It is stated
and proved in the last section. See 5.5 and 5.6 for explicit classes of cases to which the
theorem applies.
The frame in which we work will be somewhat more general than in this outline. It is not
possible to work in polynomial rings alone, rather one needs to argue in their epimorphic
images as well, that is, in ﬁnitely generated R-algebras; and sometimes the geometry of
the underlying algebraic variety is needed. Since the notion of stability is directly related
to extensions of the real closed ground ﬁeld, it is also necessary to work over general real
closed ﬁelds, rather than only over R.
The paper is organized as follows. After a preliminaries and notation section and an
elementary but crucial lemma, the notion of stability will be discussed at some length in
Section 3. A key result is Theorem 3.17. In Section 4, we study the moment problem from
a systematic point of view, in particular with respect to its restriction to subvarieties. The
main theorem and its proof are presented in Section 5.
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1. Notation and preliminaries
All rings are commutative and have a unit. For background on real algebra and geometry
we refer to [BCR,KS,PD].
1.1. Let A be a ring. A quadratic module in A is a subset M of A with 1 ∈ M which
is closed under addition and satisﬁes a2M ⊂ M for every a ∈ A. The support of M is
supp(M) := M ∩ (−M); if A contains 12 (which will always be the case in this paper),
supp(M) is an ideal of A. If supp(M) is a radical ideal then M is said to be reduced.
A preordering inA is a quadraticmoduleTwhich is closed undermultiplication:T T ⊂ T .
The smallest quadratic module in A (which happens to be a preordering) is A2, the set of
all sums of squares in A.
The quadratic module generated by h1, . . . , hr ∈ A in A consists of all elements
f = s0 + s1h1 + · · · + srhr
with si ∈ A2. The preordering generated by h1, . . . , hr in A is the quadratic module
generated by the products he11 · · ·herr , e ∈ {0, 1}r . A quadratic module (resp., preordering)
is said to be ﬁnitely generated if it can be generated by ﬁnitely many elements. Note that
if M is a ﬁnitely generated quadratic module and I is a ﬁnitely generated ideal, then the
quadratic module M + I is again ﬁnitely generated, provided that 12 ∈ A.
1.2. We will mostly work over general real closed ﬁelds R, and in ﬁnitely generated R-
algebras A, rather than only in polynomial rings. We make the same language conventions
as in [PS, pp. 74–75]. Speciﬁcally, with A comes the afﬁne algebraic R-variety V = SpecA
(the word variety is used in a broad sense, implying neither reduced nor irreducible) and
its set V (R) of R-points. The ring A is equal to R[V ], the ring of regular (= polynomial)
functions on V. If we want, we can choose a system a1, . . . , an of algebra generators for
A. If p1, . . . , pm generate the kernel of the R-algebra epimorphism R[x1, . . . , xn]A,
xi → ai , then we can think of V as the algebraic subvariety of n-space deﬁned by the
equations p1 = · · · = pm = 0, and of V (R) as the corresponding real algebraic sub-
set of Rn. But it is clearly preferable to have a way of speaking which is independent of
such choices.
1.3. We will need the extension of semi-algebraic sets and maps from a real closed ground
ﬁeld R to larger real closed ﬁelds S. This is explained in [BCR, 5.1]. As for notation,
if K is a semi-algebraic subset of Rn then K(S) will denote the extension of K from
R to S. It is the subset of Sn which is described by the same inequalities
as K in Rn.
More generally, if A is a ﬁnitely generated R-algebra and V = SpecA, we apply the
same notation to semi-algebraic subsets K of V (R). Thus K(S) is a semi-algebraic subset
of V (S).
1.4. Let A be a ﬁnitely generated R-algebra, let V = SpecA. The following notation will
be used throughout:
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If M is a ﬁnitely generated quadratic module in A (generated by h1, . . . , hr , say), then
S(M) :=
⋂
f∈M
{x ∈ V (R): f (x)0} =
r⋂
i=1
{x ∈ V (R):hi(x)0}
denotes the associated basic closed semi-algebraic subset of V (R). Conversely, if K is a
subset of V (R), then
P(K) := {f ∈ A:∀x ∈ K f (x)0}
is the psd (= positive semi-deﬁnite) cone of K; it is a preordering of A. Preorderings of
the form P(K) are called saturated. (Since we have no need for it, we will not discuss
the general notions of saturation and saturatedness; the interested reader can consult [Sch3,
1.3.10].) In particular, we write
PA := P(V (R))
for the cone of all psd elements of A. If M is a ﬁnitely generated quadratic module, the
preordering
Sat(M) := P(S(M))
is called the saturation of M.
If I is an ideal of A then Z(I ) is the zero set of I in V (R).
2. An elementary lemma
Lemma 2.1. Let A be a ring containing 12 , and let I be an ideal in A. Then 1+
re√
I ⊂ I + A2.
(Here re√I denotes the real radical of I, see [BCR,KS] or [PD].)
Proof. We ﬁrst show inductively: For any a ∈ A and n1 there is an identity
n − a = sn − 4a
2n
22n+1
, (2)
where sn is a sum of n squares in A. For n = 1, this is the equality 1 − a = (1 − a2 )2 − a
2
4 .
From (2) we get
n + 1 − a = sn +
(
1 − 2a
2n
22n+1
)2
− 4a
2n+1
22n+2
,
which proves (2) in general.
Now let a ∈ re√I . By the weak real Nullstellensatz ([BCR, 4.1.7], [PD, 4.2.6]) there is
m1 with −a2m ∈ I + A2. Enlarging m we can assume that 2m = 2n is a power of 2,
i.e. we have −a2n ∈ I + A2; and enlarging n we can even assume that n itself is a power
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of 2. Now apply identity (2) to na instead of a, to see that n(1 − a) lies in I +A2. Hence
the same is true for 1 − a. 
Remark 2.2. Explicitly, the identities (2) found above are
n − a =
(
1 − a
2
)2 + (1 − a2
8
)2
+
(
1 − a
4
128
)2
+ · · · +
(
1 − a
2n−1
22n−1
)2
− a
2n
22n+1−2
(n = 1, 2, . . .).
3. Stability
For the entire section letR be an arbitrary real closed ﬁeld, and letA be a ﬁnitely generated
R-algebra. We do not want to restrict to polynomial rings, since geometric properties of A
(resp., its associated afﬁne variety SpecA) often have a key inﬂuence on the properties
investigated here, when the quadratic module under consideration has support ideal (0).
Also, the very nature of the concept of stability makes it necessary to consider arbitrary real
closed ground ﬁelds.
We start by recalling the concept of stability, which was introduced in [PS].
3.1. A subsetP ofA is called locally semi-algebraic if it intersects every ﬁnite-dimensional
(R-) linear subspace U of A in a semi-algebraic subset of U. (Note that there is no ambiguity
about the notion of semi-algebraic subsets of U.)
Let an extension R ⊂ S of real closed ﬁelds be given, and write AS := A ⊗R S. If P is
a locally semi-algebraic subset of A, let P(S) denote the base extension of P to AS . More
explicitly, P(S) is the subset Q of AS for which Q ∩ US ⊂ US is the base extension of
P ∩U ⊂ U from R to S (in the sense of 1.3), for every ﬁnite-dimensional subspace U of A
(where US := U ⊗R S).
3.2. Let M be a ﬁnitely generated quadratic module in A, and let 1 = h1, h2, . . . , hr be
a ﬁnite system of generators for M. Given a ﬁnite-dimensional linear subspace W of A, let
W 2 denote the set of sums of squares of elements of W. There exists an integer pW 1
such that every element of W 2 is a sum of pW squares of elements of W [PS, Proposition
2.5]. We write
(W ;h1, . . . , hr ) :=
{
r∑
i=1
sihi : si ∈ W 2 (i = 1, . . . , r)
}
.
(Note that the notation (W ;h1, . . . , hr ) had a different meaning in [PS].) The quadratic
module M is the union of its subsets (W ;h1, . . . , hr ), where W ranges over the ﬁnite-
dimensional subspaces ofA. Observe that this is in fact a countable union, since the R-vector
space A has countable dimension.
By the ﬁniteness of the numbers pW , the subsets (W ;h1, . . . , hr ) of M are all locally
semi-algebraic (and contained in ﬁnite-dimensional subspaces of A). However, the set M
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itself may fail to be locally semi-algebraic. We shall see in a moment that this is closely
related to the notion of stability.
Deﬁnition 3.3. The quadratic module M is said to be stable if, given any ﬁnite-dimensional
linear subspace U of A, there exists a ﬁnite-dimensional linear subspace W of A such that
M ∩ U ⊂ (W ;h1, . . . , hr )
(and hence M ∩ U = (W ;h1, . . . , hr ) ∩ U ).
It was shown in [PS] that this deﬁnition does not depend on the choice of the generators
h1, . . . , hr of M. (The arguments given there for preorderings become even easier for
quadratic modules.)
Remark 3.4. (1) The most simple and typical example of a stable quadratic module is
the cone T = A2 of sums of squares in the polynomial ring A = R[x1, . . . , xn]: If
f =∑i f 2i is a sum of squares in A, then obviously deg(fi) 12deg(f ) for all i, since the
leading forms (= highest degree forms) on the right cannot cancel.
(2) For quadratic modules M inR[x1, . . . , xn] one can use degrees to express stability: M
(generated by 1 = h1, . . . , hr ) is stable if and only if there exists a function:N → N such
that every f ∈ M has a representation f =∑i,j p2ij hi , in which every pij is a polynomial
of degree (deg(f )). Such a function  may be called a stability bound for M (with
respect to the ﬁxed system h1, . . . , hr of generators). See [Pl], where stability bounds have
been introduced and have been determined explicitly in a few cases.
(3) A very explicit example of a preordering which fails to be stable was given and
analyzed by Stengle [St, Theorem 4]: The preordering
T =
{
s0 + s1(1 − x2)3: s0, s1 ∈ R[x]2
}
in R[x] contains 1 +  − x2 for every  > 0. But the degrees in any representation of this
polynomial grow inﬁnitely as  → 0. Indeed, Stengle showed that there exists a constant
C > 0 such that in any identity
1 + − x2 = s0 + s1(1 − x2)3
with non-negative s0, s1 ∈ R[x] one has
deg(s1)
C√

.
3.5. We will need alternative characterizations of stability. Given a real closed ﬁeld exten-
sion S ⊃ R, write MS for the quadratic module generated by M in AS = A ⊗R S. Clearly,
if M is stable then M is locally semi-algebraic (as a subset of A). It is less immediate that
also MS is stable (and hence locally semi-algebraic) in AS , for every real closed S ⊃ R.
The following result shows that this last property characterizes the stability of M. It was
mentioned in [PS, 2.13] without proof:
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Proposition 3.6. Let A be a ﬁnitely generated R-algebra and M a ﬁnitely generated
quadratic module in A. The following conditions are equivalent:
(i) M is stable;
(ii) for every real closed ﬁeld extension S ⊃ R, MS is a locally semi-algebraic subset of
AS ;
(iii) M is a locally semi-algebraic subset of A, and for every real closed ﬁeld extension
S ⊃ R one has M(S) = MS .
Proof. Let M be generated by 1 = h1, h2, . . . , hr . Choose an increasing sequence W1 ⊂
W2 ⊂ · · · of ﬁnite-dimensional linear subspaces of A with A = ⋃n1 Wn, and write
Mn := (Wn;h1, . . . , hr ) (n1). The sets Mn are locally semi-algebraic, and
MS =
⋃
n1
Mn(S)
holds for every real closed ﬁeld S ⊃ R.
(i) ⇒ (iii): Let U be a ﬁnite-dimensional subspace of A. Since M is stable, there exists
m1 satisfying M ∩ U = Mm ∩ U . Therefore M ∩ U is a semi-algebraic subset of
U, and for real closed S ⊃ R we have (writing US := U ⊗R S)
MS ∩ US =
⋃
n1
(Mn(S) ∩ US) =
⋃
n1
((Mn ∩ U)(S))
= (Mm ∩ U)(S) = M(S) ∩ US,
which is a semi-algebraic subset of US .
(iii) ⇒ (ii) is clear. (ii) ⇒ (i): Let U be a ﬁnite-dimensional subspace of A. For real closed
S ⊃ R we have
MS ∩ US =
⋃
n1
(Mn(S) ∩ US) =
⋃
n1
((Mn ∩ U)(S)) . (3)
Choose S such that S is ℵ1-saturated, for example a non-principal ultrapower of R. Since
MS ∩US is a semi-algebraic subset of US by hypothesis (ii), the countable covering (3) has
a ﬁnite subcovering (see [PD, 2.2.11]). In particular, M ∩ U = Mn ∩ U for n  0. 
Corollary 3.7. If M is stable, then so is MS for every real closed S ⊃ R.
Corollary 3.8. Let M be a ﬁnitely generated quadratic module in A which is saturated.
Then M is stable if and only if MS is saturated in AS for every real closed S ⊃ R.
Proof. Let V = SpecA, and write K = S(M) for the semi-algebraic subset of V (R)
deﬁned by K. We have K(S) = S(MS) for every S ⊃ R. Since M = P(K) is saturated,
M is a locally semi-algebraic subset of A [PS, Proposition 2.4], and M(S) = P(KS), the
psd cone of K(S) in AS . So M stable implies that MS = M(S) is saturated, using 3.6(iii).
Conversely, if MS is saturated then it is locally semi-algebraic; this for all S ⊃ R implies
that M is stable, using 3.6(ii). 
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In general, if M is a quadratic module in A and I is an ideal of A, there is no relation
between the stability property for M in A and for (M + I )/I in A/I : Either one of these
quadratic modules may be stable without the other one being stable. This is different if I is
contained in the support of M:
Lemma 3.9. Let M be a quadratic module in A, and let I be an ideal of A contained in
supp(M). Then
M is stable in A ⇔ M/I is stable in A/I.
Proof. The implication “⇒” is clear. “⇐”: Fix a generating system a1, . . . , as of the ideal
I and a generating system h1, . . . , hr of the quadratic module M such that the ±ai are
among the hi . Let U be a ﬁnite-dimensional subspace of A. Since M/I is stable, there is a
ﬁnite-dimensional subspace W of A with
M ∩ U ⊂ (W) + I,
where we write (Z) := (Z;h1, . . . , hr ) for any subspace Z of A. Choose a ﬁnite-
dimensional subspace L of A withU +(W) ⊂ L. Then, given any f ∈ M ∩U there exists
g ∈ I ∩ L with f ∈ g + (W). Choose a ﬁnite-dimensional subspace V of A with 1 ∈ V
such that every g ∈ I ∩ L can be written
g = a1b1 + · · · + asbs
with bi ∈ V . From the identity x = ( x+12 )2 − ( x−12 )2 we see that I ∩ L is contained in
(V ) (recall that the ±ai are among the hi). We conclude M ∩ U ⊂ (V + W). 
We will now introduce the natural linear topology on A, with the purpose of showing that
a stable quadratic module has rather speciﬁc topological properties.
Deﬁnition 3.10. Let V be a vector space over the real closed ﬁeld R. The natural linear
topology on V is the topology in which a subset X of V is closed if and only if, for every
ﬁnite-dimensional linear subspace U of V, the set X ∩U is closed in U (with respect to the
order topology).
Remark 3.11. (1) Let V be an R-vector space of countable dimension, and let (xn)n1 be
a linear basis of V. A basis of open neighborhoods of zero for the natural linear topology
on V is given by the sets
() :=
{∑
n1
anxn: an ∈ R, an = 0 for almost all n, |an| < n for all n
}
,
where  = (n)n1 is a sequence of positive numbers in R. This shows that V is “locally
convex”. The reader may prove this as an exercise (we will not use it).
The natural linear topology is subtle, in that it is usually hard to determine the closure of
a given set.
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(2) Whenever A is a ﬁnitely generated R-algebra, we shall equip A with its natural linear
topology. In the caseR = R, the use of this topology is standard in the study of the moment
problem (see [PS] and the next section).
(3) If M is a quadratic module (resp. a preordering) in A, then the closure M is again a
quadratic module (resp. a preordering), [PS, Lemma 2.3]. However, M may be improper
even when M is proper, if M is not ﬁnitely generated. For example, the ordering
P = {f ∈ R[x]: f (t) > 0 for t  0} ∪ {0}
of R[x] (“at plus inﬁnity”) is dense in R[x].
(4) Let V = SpecA. For any subset K of V (R), the psd cone
P(K) = {f ∈ A: f |K0}
of K is closed, since it is the intersection of the preimages −1p ([0,∞[) under the evaluation
functionals p:A → R (p ∈ K).
For any ﬁnitely generated quadratic module M, the saturation of M is closed, being equal
to P(K) where K = S(M).
From the elementary lemma at the beginning, we get the following useful fact:
Corollary 3.12. Let M be a quadratic module in A. For every a ∈ √supp(M) and every
 > 0 we have + a ∈ M .
Proof. Apply Lemma 2.1 with I = supp(M) to conclude 1 + −1a ∈ M , hence
+ a ∈ M . 
This immediately implies:
Lemma 3.13. Let M be a quadratic module in A.
(a) √supp(M) ⊂ M .
(b) If M is closed, then M is reduced. 
Corollary 3.14. LetT be a ﬁnitely generated preordering inA.Then supp(T ) = √supp(T ).
Proof. Let K = S(T ). The saturated preordering Sat(T ) = P(K) is closed, hence
T ⊂ Sat(T ). On the other hand, supp(Sat(T )) = √supp(T ) (abstract real Nullstellensatz
[KS, III.9; Sch3, 1.3.12]), which shows supp(T ) ⊂ √supp(T ). The reverse inclusion was
proved in Lemma 3.13(a). 
Remark 3.15. The last corollary usually fails for ﬁnitely generated quadratic modules.
Indeed, an example of such a module M in R[x, y] was given in [Sch4, 3.2] for which
supp(M) = (x, y) but supp(M) = (0). The point in the previous proof which doesn’t work
in the module case is the abstract real Nullstellensatz.
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Lemma 3.16. Let M be a quadratic module in A, let I := supp(M).
(a) If x1, . . . , xr ∈ M and∑i xi ∈ √I , then x1, . . . , xr ∈ √I .
(b) The quadratic module M + √I is reduced: supp(M + √I ) = √I .
Proof. (a) It is well known that √I is the intersection of all prime ideals supp(), where
 runs over the semiorderings of A in which every element of M is non-negative. (Nullstel-
lensatz for quadratic modules, see [PD] or [Sch3, 1.4.6.1].) Fixing such a semiordering ,
we have xi 0 (i = 1, . . . , r) and
∑
i xi = 0. Clearly, this implies xi = 0 for every i.
(b) follows from (a): Given x, y ∈ M and a, b ∈ √I with x + a = −(y + b), we get
x + y ∈ √I . So (a) implies x, y ∈ √I , and therefore x + a = −(y + b) ∈ √I . 
The following is the main result of this section. Recall that a key difﬁculty in analyzing
moment problems is the determination of the closures of ﬁnitely generated quadratic mod-
ules. This problem is solved here for those modules which are stable. Equally important is
the fact that this closure itself is again stable:
Theorem 3.17. LetAbe aﬁnitely generatedR-Algebra andMaﬁnitely generated quadratic
module in A. Assume that M is stable.
(a) The closure of M is M +√supp(M).
(b) The quadratic module M +√supp(M) is stable.
Proof. We start by proving (b). Put I := √supp(M) and B := A/I , and let :A → B be
the canonical ring epimorphism.
Fix 1 = h1, h2, . . . , hr which generate the quadratic module M, and write (W) :=
(W ;h1, . . . , hr ) for every linear subspaceW of A. Let U be a ﬁnite-dimensional subspace
of A containing 1. Since M is stable, there exists a ﬁnite-dimensional subspace W of A with
M ∩ U = (W) ∩ U . We shall show
(M) ∩ (U) ⊂ ((W)) = ((W); (h1), . . . , (hr)). (4)
Clearly, this will imply that (M) is stable in B, and in turn, that M +√supp(M) is stable
in A (Lemma 3.9).
The proof is a reﬁnement of the proof of [PS, 2.6(b)]. Put
Ji := {a ∈ A: ahi ∈ I }
for i = 1, . . . , r . This is an ideal of A, and the ring A/Ji is reduced. Choose an integer
mpW (see 3.2). This means that every element in W 2 is a sum of m squares of elements
of W. Consider the map
:
r⊕
i=1
(W/W ∩ Ji)m → B,
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which is deﬁned by
w = (wij )1 i r, 1 jm → 
⎛⎝ r∑
i=1
⎛⎝ m∑
j=1
w2ij
⎞⎠ · hi
⎞⎠ .
(Here we have written wij = wij + (W ∩ Ji) with wij ∈ W .) The map  is well deﬁned,
and its image is ((W)).
Consider a tuple w for which (w) = 0 in B, which means ∑i,j w2ij hi ∈ I . Since all
summands lie in M, it follows from Lemma 3.16(a) that w2ij hi ∈ I , and therefore wij ∈
W ∩ Ji , for all i, j. So we see that w = 0 in the left vector space. The map  is therefore
a homogeneous quadratic map which is ‘anisotropic’. According to [PS, Lemma 2.7], this
implies that  is a proper map, and in particular a closed map, into a ﬁnite-dimensional
subspace of B. (We have to use the notions of proper and closed maps in the semi-algebraic
sense; similarly [PS, Lemma 2.7] has to be read in the semi-algebraic sense over R.) In
particular, im() = ((W)) is a closed subset of B. This implies

(
M ∩ U) ⊂ (M ∩ U) ⊂  ((W)) =  ((W)) . (5)
Now let x ∈ M and u ∈ U with (x) = (u). So y := x − u lies in I. By Corollary
3.12 we have  − y ∈ M for every 0 <  ∈ R. Therefore u +  = x + ( − y) ∈ M for
every  > 0, and hence u ∈ M ∩ U . (Here we have used 1 ∈ U .) From (5) we conclude
(x) = (u) ∈ ((W)). This is assertion (4).
Writing M1 := M +
√
supp(M), we have proved that M1 is stable. We have also shown
that (M1) is closed in B, and therefore M1 is closed in A. This implies M ⊂ M1. On the
other hand,
√
supp(M) ⊂ M by Lemma 3.13(a), and hence M1 ⊂ M . Together we see
M1 = M , and the theorem is proved. 
In particular,we see that Lemma3.13 can be sharpened if the quadraticmodule in question
is assumed to be stable:
Corollary 3.18. Let M be a ﬁnitely generated quadratic module in A which is stable. Then
M is closed if and only if M is reduced.
Remark 3.19. The main result of this paper provides a large class of quadratic modules
which are not stable (and whose associated sets K have dimensions 2). We would like to
emphasize that this negative resultmust not be regarded as typical for the higher-dimensional
case. Indeed, there are also large classes of quadratic modules which are known to be stable,
again with associated sets K of any dimensions. This is part of the main result of [PS]
(Theorem 2.14): Whenever K is a Zariski dense subset of a normal (that is, sufﬁciently
regular) afﬁne R-Variety V, and K is also “Zariski dense in V at inﬁnity” (with respect to a
suitable projective completion ofV), the quadratic module is stable. (For a precise statement
see loc. cit.; the proof was given there for preorderings, but it works for quadratic modules
as well.)
A weaker version of Theorem 3.17(a) was already proved in [PS] (Corollary 2.11).
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4. Moment property and strong moment property
The purpose of this section is to recall the moment problem in a generalized setting, and
to prove a few general basic facts, notably Proposition 4.8.
4.1. We brieﬂy recall the set-up of the moment problem; see [PS] and references
cited there for more details. Given a closed subset K of Rn, the K-moment problem asks
for a characterization of all (multi-) sequences (m)∈Zn+ of real numbers which can be
realized as the moment sequence of some positive Borel measure on K. In other words,
the question is to characterize the K-moment functionals, i.e. the linear forms
L:R[x1, . . . , xn] → R forwhich there exists a positiveBorelmeasure onKwhich satisﬁes
L(f ) = ∫
K
f (x) d for every polynomial f. By a classical theorem of Haviland, L is a
K-moment functional iff L(f )0 for every f with f |K0, that is, iff L0 on P(K).
(To be correct, this is only the existence part of the classical moment problem.
The uniqueness part, which asks in how far the measure  is determined by its moment
sequence, will not concern us here.)
4.2. One says that a ﬁnitely generated quadratic module M in R[x1, . . . , xn] solves the
K-moment problem if the K-moment functionals are precisely those linear functionals L
which satisfy L|M0. (Note that this implies S(M) = K .) This property has a neat
characterization in terms of the natural linear topology on R[x1, . . . , xn] (3.10), which is
the ﬁnest locally convex topology: From the Hahn–Banach separation theorem and from
Haviland’s theorem, it follows that M solves the K-moment problem if and only if the
closure of M is P(K), the saturated preordering associated to K. Note that P(K) is also the
saturation of M. See [PS] for more details.
We shall adopt Schmüdgen’s terminology [Sm2], by which a ﬁnitely generated quadratic
module M has the strong moment property (SMP) if M solves the S(M)-moment problem.
By what has just been said, this is equivalent to M being dense in its saturation.
The moment property (MP) [Sm2] is weaker. It requires that every linear functional L
with L|M0 is the moment functional of some measure on Rn (not necessarily supported
on K). Again by Hahn–Banach and Haviland’s theorem, it is equivalent that the closure of
M contains P(Rn), the cone of all psd polynomials.
The reformulations of (SMP) and (MP) make sense in arbitrary ﬁnitely generated al-
gebras and over arbitrary real closed ﬁelds. We can therefore extend the deﬁnitions as
follows:
Deﬁnition 4.3. Let A be a ﬁnitely generated algebra over the real closed ﬁeld R, and let M
be a ﬁnitely generated quadratic module in A.
(a) M has the strong moment property (SMP) if M is dense in Sat(M). (Recall that Sat(M)
is closed.)
(b) M has the moment property (MP) if the closure of M contains PA, the cone of all psd
elements in A.
(Of course, A is equipped with the natural linear topology, see 3.10.)
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Remark 4.4. (1) Since PA ⊂ Sat(M), (SMP) implies (MP).
(2) Kuhlmann–Marshall [KM] have introduced certain useful conditions which are
stronger than (SMP) (denoted (†) and (‡)). These conditions extend naturally to the more
general set-up of ﬁnitely generated R-algebras, similarly as (SMP) and (MP).
(3) There is one important difference between the case R = R and the case of arbitrary
real closed ﬁelds. If R = R, the Hahn–Banach theorem implies that the closure of M is the
intersection of all the closed half-spaces in A which contain M. If R is arbitrary, I see no
reason why this should be true in general.
(4) Over R = R, we have the same relation between (SMP) resp. (MP) and Borel
measures on K = S(M) resp. on V (R) (where V = SpecA), as it was recalled above for
the case A = R[x1, . . . , xn]. For R = R, on the other hand, there is no relation between
the (strong) moment property and measures in whatever sense. Still, we may study (SMP)
and (MP) from an algebraic–geometric point of view.
In what follows, let always R be a real closed ﬁeld and A a ﬁnitely generated R-algebra.
From the results of the previous section we can already establish a ﬁrst relation between
stability and strong moment property:
Corollary 4.5. Let M be a ﬁnitely generated quadratic module in A which has the strong
moment property (SMP).
(a) If M is stable then Sat(M) = M+√supp(M), and this preordering is ﬁnitely generated.
(b) If the psd cone P(K) of K := S(M) is not ﬁnitely generated (as a preordering), then
M is not stable.
Proof. Sat(M) = M since M has (SMP), and M = M + √supp(M) by Theorem 3.17,
since M is stable. The quadratic module M + √supp(M) is clearly ﬁnitely generated.
(b) is immediate from (a) since P(K) = Sat(M). 
Example 4.6. (1) For example, if M is a ﬁnitely generated quadratic module which has
the (SMP), and if K = S(M) has (semi-algebraic) dimension 3, then M can never be
stable. Indeed, P(K) is not ﬁnitely generated, according to [Sch1, Proposition 6.1]. This
argument was already sketched brieﬂy in [PS, 2.18], in the case where M = T is a reduced
preordering. It applies more generally when M is only assumed to have (MP), since PA is
not contained in M +√supp(M) ([Sch1, 6.1]).
However, this way of reasoning cannot be extended to the general case of dimension
two. Indeed, there exist prominent cases (for R ⊂ R) where K is semi-algebraically
compact of dimension 2 and P(K) is ﬁnitely generated, by the results of
[Sch5].
Still, we shall extend the statement to the case dim(K) = 2 in the next section. This,
however, needs a new idea.
(2) There are also interesting one-dimensional cases to which the corollary applies. For
example, let C be an afﬁne curve over R and let T be a preordering in R[C] such that the set
K := S(T ) is virtually compact (in the sense of [Sch2, 6.2]). Then T has property (SMP)
(loc. cit., Theorem 6.3). On the other hand, if C has a real ordinary double point which
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is neither an interior point nor an isolated point of K, then P(K) is not ﬁnitely generated
(loc. cit., Corollary 5.26), and hence T is not stable. Similarly, one constructs examples with
cusps instead of double points (using Corollary 5.28 of loc. cit.).
We shall now prove that (SMP) and (MP) are preserved under restriction to closed sub-
varieties. Although the result (Proposition 4.8 below) is not strictly needed for the proof of
the main theorem in Section 5, it is included here since it is often useful. As far as I know,
it has not been observed before.
First we consider the case where the closed subvariety contains the support variety of the
quadratic module. Here one can go back and forth:
Lemma 4.7. Let M be a ﬁnitely generated quadratic module in A, and let I be an ideal of
A contained in supp(M). Then
(SMP) holds for M in A ⇔ (SMP) holds for M/I in A/I.
The same is true when (SMP) is replaced by (MP).
Proof. For (SMP), the assertion is immediate from the observation that Sat(M/I) =
Sat(M)/I . Recall that PA denotes the cone of psd elements of A. As for (MP), one has
(PA + I )/I ⊂ PA/I
(in general equality can fail), and the left preordering is dense in the right one. (From this
observation, the assertion for (MP) is immediate.) Indeed, given f ∈ Awith f + I ∈ PA/I ,
i.e. f 0 on Z(I ), and given any  > 0, there exists g ∈ I with f +  + g > 0 on V (R)
(V := SpecA), by [Sch1, Lemma 5.3], and hence f +  ∈ PA + I . 
Proposition 4.8. Let M be a ﬁnitely generated quadratic module in A, and let I be an ideal
of A. If M has property (SMP) (in A), then (M + I )/I has property (SMP) as well (in A/I ).
The same is true when (SMP) is replaced by (MP).
By the previous lemma, we can also express the proposition in the following way: If M
has property (SMP) (resp. (MP)), then the same is true for M + I .
Speaking geometrically, the proposition says that restriction of quadratic modules to
closed subvarieties preserves properties (SMP) and (MP).
Proof of Proposition 4.8. For (MP) this is trivial by Lemma 4.7. So assume thatM satisﬁes
(SMP), and consider M + I .
1st proof : LetK = S(M), soS(M+I ) = K∩Z(I ). Let f ∈ Awith f 0 onK∩Z(I ).
For every 0 <  ∈ R there exists some g ∈ I such that f + +g > 0 on K [Sch4, Corollary
2.5]. In particular, f +  + g ∈ Sat(M) = M , and hence f +  ∈ M + I ⊂ M + I . This
being true for every  > 0, we conclude f ∈ M + I .
2nd proof : This is an analytical proof which works forR = R. Again letK = S(M), and
assume that the assertion is false. Then there are a linear form L:A → R with L|M+I 0,
and a polynomial f with L(f ) < 0 and f 0 on S(M + I ) = K ∩ Z(I ). Since L|M0
and M has (SMP), there exists a positive Borel measure  on K with L = L, by Haviland’s
838 C. Scheiderer / Journal of Complexity 21 (2005) 823–844
theorem. From I ⊂ ker(L) it follows that supp() ⊂ Z(I ). (This is a well-known argument
which we will not reproduce here.) Hence supp() ⊂ K ∩Z(I ). Since f is non-negative on
this set, we must have L(f )0, contradiction. 
Corollary 4.9. Let M be a ﬁnitely generated quadratic module in A. Then
(SMP) holds for M ⇔ (SMP) holds for M +√supp(M).
The same is true when (SMP) is replaced by (MP).
Proof. Write J := √supp(M). For (SMP), “⇒” is a particular case of Proposition 4.8,
and “⇐” follows from 3.13(a): We have J ⊂ M , and hence M + J = M , from which the
assertion follows since Sat(M+J ) = Sat(M). For (MP), the arguments are the same (even
simpler). 
5. Moment property and stability
The goal of this section is to prove that the moment property (MP) and the property
of being stable are incompatible if the dimension is bigger than one. We start with an
example which settles a special case in a very elementary and explicit way. It was sug-
gested by Alex Prestel and subsequently simpliﬁed by Christian Berg. I am indebted
to both for contributing this example and for kindly giving me permission to include it
here.
Example 5.1. Let h1, . . . , hr ∈ R[x1, . . . , xn] be polynomials, n2, and consider the
quadratic module M generated by h1, . . . , hr . If M is stable and if the associated basic
closed setK = S(M) ⊂ Rn has non-empty interior, then M cannot contain all polynomials
that are strictly positive on Rn.
Write x = (x1, . . . , xn), and let f = f (x) ∈ R[x] be a polynomial with f > 0 on Rn
which is not a sum of squares of polynomials. For example, one may take
f = x21x22 (x21 + x22 − 1) + 1
(see [BCJ]). Since K has non-empty interior we may, after a translation, assume hi(0) > 0
for i = 1, . . . , r . Put h0 := 1. For c ∈ R, c > 0, let fc(x) := f (cx). We will show more
precisely: If fc ∈ M for every c > 0 (or just for some unbounded set of values c > 0), that
is, if there is an identity
fc(x) =
r∑
i=0
hi(x)
Nc∑
j=1
g
(c)
ij (x)
2 (6)
for arbitrarily large c > 0 (with polynomials g(c)ij (x) ∈ R[x] and positive integers Nc),
then the degrees of the g(c)ij are necessarily unbounded for c → ∞. Indeed, assume
deg
(
g
(c)
ij
)
d for all i, j and c. Then we can also assume Nc = N < ∞, uniformly
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for all c (see [CLR, 4.2]). Replacing x by x
c
in (6) we get
f (x) =
r∑
i=0
hi
(x
c
) N∑
j=1
g
(c)
ij
(x
c
)2
. (7)
For each u ∈ Rn there exists c0 ∈ R such that the values g(c)ij
(
u
c
)
are bounded for all c > c0
and all i, j (this uses hi(0) > 0 for all i). By the Bolzano–Weierstraß theorem, since the
degrees of the g(c)ij are uniformly bounded, we hence ﬁnd a sequence c	 → ∞ of positive
real numbers such that for each pair of indices i, j, the sequence of polynomials g(c	)ij
(
x
c	
)
,
	 → ∞, converges coefﬁcient-wise to a polynomial gij (x) (c.f. [BCR2, p. 191] for a similar
argument). Taking Eq. (7) for c := c	 and passing to the limit 	 → ∞, we deduce
f (x) =
r∑
i=0
hi(0, 0)
N∑
j=1
gij (x)
2.
This contradicts our assumption that f is not a sum of squares.
5.2. The proof of our general main result will necessarily be more complicated, since in
general we do not want to assume that K is Zariski dense in Rn. Therefore, Rn will have to
be replaced by the Zariski closure of K.
To prepare for the construction used in the proof, let us re-visit an example from [Sch1,
4.11]. It is the construction of a smooth afﬁne curve C over a non-archimedean real closed
ﬁeld R for which C(R) is semi-algebraically compact, such that there exists a non-negative
regular function on C which is not a sum of squares inR[C]. The reasoning for that example
can be simpliﬁed. Let us brieﬂy sketch the simpliﬁed argument:
Let R be a non-archimedean ﬁeld, let O be the convex hull of Z in R and let m be
the maximal ideal of O. The residue ﬁeld R1 = O/m is a real closed subﬁeld of R. Let
0 =  ∈ m. The plane afﬁne curve C over R considered in [Sch1, 4.11] has (after a simple
linear change of coordinates) the equation
y2 = x(1 − 2x)(x2 + x + 2) =: g(x).
LetR[C] = R[x, y]/(y2−g(x)), the coordinate ring ofC, and letA = O[x, y]/(y2−g(x)).
Then A := A ⊗O R1 = R1[x, y]/(y2 − x3), and so we think of SpecA as a deformation
of the smooth curve C over R to the cuspidal curve y2 = x3 over R1.
The polynomial x is non-negative on C(R) but, as will be shown (again), it is not a sum
of squares in R[C]. Since x is not a sum of squares in A, it is clear that x is not a sum of
squares in A. Assume that x is a sum of squares in R[C] = A ⊗O R, say x =∑i f 2i with
fi ∈ R[C]. There exists a scalar c ∈ m such that gi := cfi ∈ A for each i, and gi /∈ mA for
at least one index i. By reducing the equality c2x = ∑i g2i modulo m we get 0 = ∑i g2i
in A. Since gi = 0 for at least one index i, this is a contradiction, and we conclude that x
is not a sum of squares in R[C].
The next result is the key for this section. Its proof uses a construction similar to the one
from the previous example:
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Proposition 5.3. Let R0 ⊂ R be a non-archimedean extension of real closed ﬁelds. Let M
be a ﬁnitely generated quadratic module in R0[x1, . . . , xn] for which the semi-algebraic
set K := S(M) in Rn0 has dimension at least two.
LetMR denote the quadratic module generated by M inR[x1, . . . , xn]. ThenMR does not
satisfy the moment property (MP): There exists a polynomial f ∈ R[x1, . . . , xn], strictly
positive on Rn, which does not lie in the closure of MR in R[x1, . . . , xn].
Proof. Let V be the (reduced) Zariski closure of K in afﬁne n-space over R0. We can
ﬁnd a closed irreducible subvariety W of V with dim(W) = 2 for which K ∩ W(R0)
is Zariski dense in W. Let MW,R be the image of MR under the natural epimorphism
R[x1, . . . , xn]R[W ] = R0[W ] ⊗R0 R, and assume that we have found some g ∈ R[W ],
not contained in the closure of MW,R , with g > 0 on W(R). There exists a preimage f of g
in R[x1, . . . , xn] which is strictly positive on Rn [Sch1, Lemma 5.5]. Obviously, f does not
lie in the closure of MR .
Sowe can assume thatV is an irreducible and reduced afﬁneR0-variety of dimension two,
and that M is a ﬁnitely generated quadratic module in R0[V ] for which the semi-algebraic
set K = S(M) ⊂ V (R0) is Zariski dense in V. We have to ﬁnd f ∈ R[V ] = R[V0] ⊗R0 R
such that f > 0 on V (R), but f is not contained in the closure of MR , the quadratic module
generated by M in R[V ].
Choose generators 1 = h1, h2, . . . , hr = 0 of M. There exists a regular point p ∈ V (R0)
of V with hi(p) > 0 for i = 1, . . . , r . Choose an irreducible curve C on V with a cusp
singularity in p. So there exist local parameters x, y ∈ R0[V ] around p such that the ideal
of C in R0[V ] generates the ideal (y2 − x3) in the completion ÔV,p of the local ring at p.
Hence x0 in a neighborhood of p in C(R0). Let mp denote the maximal ideal of p in
R0[C]. There exists an element g ∈ m2p such that x + g0 on all of C(R0). Indeed, this is
a direct application of [Sch1, Lemma 5.3].
Put f := x + g (considered as an element of R0[C]), and note that f ∈ mp, f /∈ m2p.
In particular, f does not lie in MC , the quadratic module generated by h1, . . . , hr in R0[C],
since this is not even the case after passage to the completed local ring ÔC,p of C at p (which
is R0[[x, y]]/(y2 −x3)): The quadratic module generated by M in ÔC,p consists just of the
sums of squares in this ring, since hi(p) > 0 for each i. More generally, the same argument
works over any real closed extension ﬁeld S of R0, and shows that f = f ⊗ 1 does not lie
in MC,S , the quadratic module generated by M in S[C] := R0[C] ⊗R0 S.
Now let O be the convex hull of R0 in R and m the maximal ideal of O. The residue
ﬁeld R1 = O/m is a real closed ﬁeld extension of R0 (and is archimedean over R0). Write
O[C] := R0[C] ⊗R0 O, a subring of R[C], and m[C] := mO[C]. Then m[C] is an ideal
inO[C], and it is the kernel of the natural mapO[C] → R1[C]. For any element q ∈ m[C]
we claim that f + q does not lie in the quadratic module MC,R of R[C].
Indeed, assuming f + q ∈ MC,R , there is an identity
f + q =
r∑
i=1
⎛⎝ s∑
j=1
a2ij
⎞⎠ · hi (8)
in R[C], with suitable s1 and aij ∈ R[C]. If aij ∈ O[C] for all i, j, then reduction of
(8) modulo m[C] gives f ∈ MC,R1 . As we have seen, this is not possible, therefore some
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of the aij must have coefﬁcients which are unbounded over R0. By choosing one of these
coefﬁcients with largest absolute value, we see that there exists c ∈ m such that caij ∈ O[C]
for all i, j, and caij /∈ m[C] for at least one pair of indices i, j. Multiplying (8) by c2 and
reducing modulo m[C] we get an identity
0 =
∑
i=1
tihi
in R1[C], where the ti are sums of squares in R1[C] and ti = 0 for at least one index i, say
for i = 1. But this means that t1h1 > 0 on a pointed neighborhood of p in C(R1). This is
not compatible with the last identity. Thus we have shown f + q /∈ MC,R .
Now we are almost done. On the one hand, the set f +m[C] is an open neighborhood
of f in R[C], and hence its preimage  in R[V ] is an open neighborhood of f there. On the
other hand, choose a scalar 0 <  ∈ m. Since f 0 on C(R0), we have f +  > 0 on
C(R). By [Sch1, Corollary 5.5], there exists an element f˜ ∈ R[V ] with f˜ |C = f +  and
f˜ > 0 on V (R). Since  is an open neighborhood of f˜ in R[V ] which is disjoint to MR ,
the proof is complete. 
Our primary application of this result is:
Theorem 5.4. Let R be a real closed ﬁeld, and let M be a ﬁnitely generated quadratic
module in R[x1, . . . , xn] which has the moment property (MP). If the set K := S(M) in
Rn has dimension at least two, then M is not stable.
Proof. Assume that M is stable. By Theorem 3.17, the quadratic module M1 = M +√
supp(M) is the closure ofM, and is stable aswell. SinceM has property (MP),M1 contains
P(Rn), the cone of all psd polynomials in R[x1, . . . , xn]. Let S be a real closed overﬁeld
of R such that the extension R ⊂ S is non-archimedean. Since M1 is stable, its extension
to S[x1, . . . , xn] contains the cone P(Sn) of all psd polynomials over S (Proposition 3.6).
This contradicts Proposition 5.3. 
A prominent case to which the theorem applies is the following:
Corollary 5.5. Let T be a ﬁnitely generated preordering in R[x1, . . . , xn] for which the
subset K = S(T ) of Rn is compact of dimension at least two. Then T is not stable.
Indeed, T has the strong moment property [Sm1]. 
Remark 5.6. (1) Other important classes of preorderings over R with the (strong) moment
property are obtained through the cylinder theorem of Kuhlmann–Marshall [KM, Theorem
5.1], or through Schmüdgen’s vastly more general result in [Sm2]. An important class of
quadratic modules over R with (SMP) is formed by the archimedean quadratic modules;
see [PD].
(2) Any ﬁnitely generated preordering T in R[x1, . . . , xn] for which K = S(T ) is con-
tained in K0 × R for some compact set K0 ⊂ Rn−1 satisﬁes (MP), according to [Sm2,
Corollary 10].
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(3) Property (MP) is strictly weaker than property (SMP). An example showing this is
the preordering T in R[x, y] generated by 1 − x2 and y3 − x2. It does not satisfy (SMP),
since its restriction to the line x = 0 does not (c.f. Proposition 4.8). On the other hand, T
satisﬁes (MP) by Schmüdgen’s criterion [Sm2]. According to Theorem 5.4, T is not stable.
(4) Note that the proof of Theorem 5.4 uses only f /∈ MR , rather than the full conclusion
f /∈ MR , from 5.3.
(5) For dim(K)3, we have already indicated a simpler proof of Theorem 5.4 (Example
4.6.1). It used the fact that a ﬁnitely generated preordering of dimension 3 can never
contain all psd elements of A.
(6) We refer to the comments made in the introduction for what the failure of stability
means for the recognition problem and the realization problem associated with the quadratic
module.
Remark 5.7. Corollary 5.5 does not extend to quadratic modules. This is illustrated by the
example at the end of 6.4 in [PD]: The quadratic module M in R[x, y] generated by
x − 1, y − 1 and 4 − xy
is stable, see the reasoning at the bottom of p. 155 in [PD]. On the other hand, the associated
setK = S(M) is compact of dimension two. (Interestingly, M ﬁgures in [PD] as an example
of a quadratic module with compact K but without the strong moment property.)
Remark 5.8. Proposition 5.3 and Theorem 5.4 do usually not hold for dim(K) = 1, not
even when K is (semi-algebraically) compact. An easy example illustrating this is where
n = 1 and T is the preordering generated by 1 − x2 in R[x] (hence K = [−1, 1]). A more
interesting example, which is not as easy to prove, is when R = R and C is a smooth plane
afﬁne curve over R of genus one for which C(R) is compact; here we take T to be the cone
of sums of squares on C. (That is, n = 2, and T = R[x, y]2 + IC where IC is the ideal of
C; soK = C(R).) It can be proved that, for every real closed extension R of R, the extended
preordering TR is saturated. (This is asserted without proof in [PS, 2.18]; the details have
been worked out in [Pl].) Therefore, TR is stable and has property (SMP), for every R ⊃ R.
As another consequence of Proposition 5.3 we get immediately:
Corollary 5.9. Let R0 ⊂ R be a non-archimedean extension of real closed ﬁelds, and let
M be a ﬁnitely generated quadratic module in R0[x1, . . . , xn] for which the set K = S(M)
in Rn0 has dimension 2. Then the extended quadratic module MR in R[x1, . . . , xn] does
not have the (MP). 
Remark 5.10. In the light of the last corollary, it seems questionable whether there exists
any ﬁnitely generated quadratic module over a non-archimedean real closed ﬁeld R which
has property (MP) and whose associated closed set K has dimension 2. At least we can
assert that no such quadratic module can be extended from a subﬁeld of R over which R is
non-archimedean.
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On the other hand, there certainly exist quadratic modules over any R which have (SMP)
and for which dim(K) = 1, for example M = R[x]2 in A = R[x], or the compact
examples mentioned in Remark 5.8.
Remark 5.11. (A weaker version of the previous question.) At least for the existence of a
strictly positive polynomial f /∈ MR , one would like to drop the condition in Proposition
5.3 that the quadratic module MR is extended from a “small” subﬁeld of R. In other words,
one would like to prove:
Let R be any non-archimedean real closed ﬁeld, and let M be a ﬁnitely generated
quadratic module in R[x1, . . . , xn] for which K = S(M) has dimension 2. Then
there exists a polynomial f which is strictly positive on Rn but does not lie in M.
I do not know how to prove this. If one tries to mimic the proof of 5.3 above, the prob-
lem lies in deforming the R-variety V, or at least a suitable curve on V, to a variety with
certain properties over an archimedean ﬁeld. It does not seem obvious how to ﬁnd such a
deformation.
Acknowledgments
I am grateful to Alex Prestel and Christian Berg for providing Example 5.1. In addition,
I would like to thank the referees for their careful work and their constructive criticism.
References
[BCJ] Ch. Berg, J.P.R. Christensen, C. Jensen, A remark on the multidimensional moment problem, Math. Ann.
243 (1979) 163–169.
[BCR2] Ch. Berg, J.P.R. Christensen, P. Ressel, Harmonic Analysis on Semigroups, Springer, New York, 1984.
[BCR] J. Bochnak, M. Coste, M.-F. Roy, Real Algebraic Geometry, Ergebnisse der Mathematik und ihrer
Grenzgebiete (3), vol. 36, Springer, Berlin, 1998.
[CLR] M.D. Choi, T.Y. Lam, B. Reznick, Sums of squares of real polynomials, in: B. Jacob, A. Rosenberg
(Eds.), K-Theory and Algebraic Geometry: Connections with Quadratic Forms and Division Algebras,
Proceedings of the Symposium on Pure Mathematics, vol. 58.2, American Mathematical Society,
Providence RI, 1995, pp. 103–126.
[JP] Th. Jacobi, A. Prestel, Distinguished representations of strictly positive polynomials, J. reine angew.
Math. 532 (2001) 223–235.
[KS] M. Knebusch, C. Scheiderer, Einführung in die reelle Algebra, Vieweg, Wiesbaden, 1989.
[KM] S. Kuhlmann, M. Marshall, Positivity, sums of squares and the multi-dimensional moment problem,
Trans. Amer. Math. Soc. 354 (2002) 4285–4301.
[KMS] S. Kuhlmann, M. Marshall, N. Schwartz, Positivity, sums of squares and the multi-dimensional moment
problem II, Preprint 2003, Adv. Geom., to appear.
[NN] Yu.E. Nesterov, A.S. Nemirovski, A general approach to polynomial-time algorithms design for convex
programming, Technical Report, Centre for Economics & Mathematics Institute, USSR Academy of
Science, Moscow, 1988.
[Pl] D. Plaumann, Stabilität von Quadratsummen auf reellen algebraischen Varietäten, Diplomarbeit,
University of Duisburg, 2004.
[PS] V. Powers, C. Scheiderer, Themoment problem for non-compact semialgebraic sets, Adv. Geom. 1 (2001)
71–88.
[PW] V. Powers, Th. Wörmann, An algorithm for sums of squares of real polynomials, J. Pure Appl. Algebra
127 (1998) 99–104.
844 C. Scheiderer / Journal of Complexity 21 (2005) 823–844
[PD] A. Prestel, Ch.N. Delzell, Positive Polynomials, Monographs in Mathematics, Springer, Berlin, 2001.
[Pu] M. Putinar, Positive polynomials on compact semi-algebraic sets, Indiana Univ. Math. J. 42 (1993)
969–984.
[PV] M. Putinar, F.-H. Vasilescu, Solving moment problems by dimensional extension, Ann. Math. 149 (1999)
1097–1107.
[Sch1] C. Scheiderer, Sums of squares of regular functions on real algebraic varieties, Trans. Amer. Math. Soc.
352 (1999) 1039–1069.
[Sch2] C. Scheiderer, Sums of squares on real algebraic curves, Math. Z. 245 (2003) 725–760.
[Sch3] C. Scheiderer, Positivity and sums of squares. A guide to some recent results, preprint 2003, available at
www.ihp-raag.org/publications.
[Sch4] C. Scheiderer, Distinguished representations of non-negative polynomials, J. Algebra 289 (2005)
558–573.
[Sch5] C. Scheiderer, Sums of squares on real algebraic surfaces, preprint, 2004 (Available on the RAAGpreprint
server).
[Sm1] K. Schmüdgen, The K-moment problem for compact semi-algebraic sets, Math. Ann. 289 (1991)
203–206.
[Sm2] K. Schmüdgen, On the moment problem of closed semi-algebraic sets, J. reine angew. Math. 558 (2003)
225–234.
[St] G. Stengle, Complexity estimates for the Schmüdgen Positivstellensatz, J. Complexity 12 (1996)
167–174.
