Abstract-In this study, we proposed a novel complex neural network model, which extends the neural networks based approaches that can asymptotically compute the largest imaginary part or the largest real part of eigenvalues to the case of directly calculating the largest sum of real part and imaginary part of eigenvalues and the corresponding eigenvectors of a real matrix. The proposed neural network algorithm is described by a group of complex differential equations. And the algorithm has parallel processing ability in an asynchronous manner and could achieve high computing capability. This paper also provides a rigorous mathematical proof for its convergence for a more clear understanding of network dynamic behaviors relating to the computation of the eigenvector and the eigenvalue. Numerical examples showed that the proposed algorithm has good performance for a general real matrix.
INTRODUCTION
Using the neural network technology to extract eigenpairs of matrices is presented about 30 years [1] , and then motivated broad interests from engineering and theoretical researches [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] . In 1995, Luo et al. [5] [6] [7] proposed a very classical neural network algorithm for extracting not only modulus maximum eigenvalue but also modulus minimum eigenvalue and their corresponding eigenvectors of real symmetric matrices. In the very recent years, some adaptive generalized eigen-pairs extraction algorithms of Hermite matrices have been developed by some authors [11, 12] .
A number of years ago, Liu et al. [3] proposed a simpler neural network algorithm for extracting the eigenvector corresponding to the modulus maximum eigenvalue of a real symmetric matrix, in the paper [4] , they extended this model to extract the imaginary part of the eigenvalue from the maximum imaginary part and the real part of the eigenvalue from the maximum real part of a general real matrix. In the present paper, we also along with this way, however, we intend try to extract the eigenvalue and the corresponding eigenvector from the largest sum of the real part and the imaginary part of eigenvalues of a general real matrix.
The rest of this paper is organized as follows: In section 2, we proposed the novel complex domain neural network model for our purpose. Some numerical examples were given in section 3 and we summarized this paper in the last section.
II. THE NOVEL COMPLEX NEURAL NETWORK MODEL
We consider the following model in [3, 4] :
In which ( ) n v t R ∈ are the n dimension real column vectors that denote the states of neurons. However, this neural network algorithm can only be used to solve the eigen-pair problems of real symmetric matrices. In [4] , authors extended this model to compute the largest real part and the largest imaginary part of eigenvalues from a real matrix. In this paper, we intended to extract the eigenvalue and the corresponding eigenvector from the largest sum of the real part and the imaginary part of eigenvalue of a real matrix.
In (1), we instead of the matrix A by A ′ :
, and assume that ( ) ( ) ( )
, so (1) can be converted into the following forms:
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Let ( ) ( ) ( )i z t x t y t = +
, it is easily from (2) that:
Equation (3) is the complex neural network model in our study, where ( )
. The algorithm can be used to extract the eigenvector and the corresponding eigenvalue, which has largest real part and imaginary part sum.
All eigenvalues of real matrix A can be denoted as 1 1 , , ,
, the corresponding normalized complex eigenvectors are denoted as 1 
denote the projection of ( ) z t in the direction along with k S .
denote the projection of ( ) z t in the direction along with k S , the analytic expression of
Proof: We first need to prove that the projection of ( ) z t onto k S can be represented as:
Assume that all eigenvalues of A can be denoted as i 1 Substituting Eq. 4 into Eq. 3, by use of
Along with k S , the following equation can be obtained:
After separating the real part and the imaginary part, we have:
, based on (9), we can obtain the following equation:
From (10), we can directly write it as follows:
i.e. 
By use of (12), one gets the following (15) from the above (14):
The integral on both sides of (15) from 0 to t can reads Where   2  2  1  1,   2  2 1, 0
The theorem is proved. From this theorem, we know that when the largest sum of real part and imaginary part of eigenvalues is positive, model (3) will converge to a nonzero equilibrium vector, in addition, the square modulus of the vector is equal to the largest sum of real part and imaginary part of all eigenvalues. 
The six eigenvalues of A are ： 
From the above, the eigenvector that we get is constant multiple of the eigenvector obtained from the direct calculation , which is just the largest sum of real part and imaginary part eigenvalues of A. Fig. 1 illustrates the dynamic behavior of the modulus of largest sum of real part and imaginary part eigenvalues of A, and Fig. 2 illustrates the dynamic behavior of six components' modulus of the corresponding eigenvector. From these figures, we note that the proposed algorithm also has the fast convergence property, which is just one virtue of parallel computing. In addition, the proposed algorithm is not sensitive to initial value. This virtue makes actual operation a lot more convenient.
IV. CONCLUSION
Based on the classical real domain neural network, this paper proposed a novel complex neural network to directly compute the largest sum of real part and imaginary part of eigenvalues and the corresponding eigenvectors of real matrices. Simulation experiment indicated that the proposed algorithm is effective. 
