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Let P be a matrix property that is defined for the matrices over GF(2) or GF(3), 
and that is maintained under submatrix taking, row and column permutations, 
scaling, and pivots, and when a row or column unit vector is adjoined. We propose 
a general matroid-based technique for investigating the minimal violation matrices 
of P. 
The problem of understanding these matrices is converted to a matroid problem 
involving a certain class of matroids that is closed under the taking of minors. Each 
matroid of the class has its elements labelled in a novel way. The use of these labels 
is crucial for the efficacy of the overall approach. 
We apply the method to the case where P is the property of regularity (a binary 
matrix is regular if it can be signed to become a totally unimodular real matrix). 
The method yields surprisingly simple and complete constructions for the following 
matrix classes, for which to-date no complete construction other than enumeration 
has been known: The minimal nonregular binary matrices, the minimal violation 
matrices of total unimodularity, the complement totally unimodular matrices, and 
the ternary matrices that are almost binary. In addition we construct a large 
subclass of balanced matrices none of which is totally unimodular, ‘7: 1992 Academic 
Press, Inc. 
Matroids are not very suitable for investigating minimal violation 
matrices of matrix properties inherited under submatrix taking, or so it 
seems at least. The arguments for that contention are as follows. Let V be 
a minimal violation matrix for a property P that is defined for the matrices 
over a given field 9, and that is inherited under submatrix taking. Denote 
by A4 the matroid represented by [II V], where Z is an identity matrix of 
suitable order. Declare that a proper minor N of A4 has property P if by 
pivots and deletion of rows and columns one can derive from [II V] a 
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representation matrix [ZI V’] for N, where V’ has P. If in [Z( V] the 
columns of Z and V are indexed by X and Y, respectively, then for any 
y E Y, the minor M\y is represented by [Zl V’], where V’ is obtained from 
V by deleting column y. Thus M\ y has P. Similarly for any x E X, M/x has 
P as well. However, without much insight into the structure of Y, it is 
difficult to tell whether or not other minors, for example, M\x, x E X, and 
M/J’, ye Y, have P. As a result, a straightforward application of matroid 
techniques is typically not possible, and the conclusion seems to be 
inevitable that the matroid M is of little help for understanding the 
structure of V or, specifically, for finding a construction for V. 
In this paper we show that the above argument is not valid for certain 
matrix properties. Indeed, we describe a general matroid method for 
investigating minimal violation matrices of any matrix property P that is 
defined for the matrices over GF(2) or GF(3), and that is maintained under 
submatrix taking, row and column permutations, scaling, pivots, and 
when a row or column unit vector is adjoined. The central idea is to embed 
the characterization problem of the minimal violation matrices into a 
matroid problem involving a certain class of matroids that is closed under 
the taking of minors. Each matroid of the class has each element of its 
groundset labelled in one of two ways. The novel labelling concept is 
crucial for the success of the overall approach. 
We demonstrate the efficacy of the method by treating the property of 
matrix regularity defined as follows. A binary matrix is regular if the l’s of 
the matrix can be replaced by f l’s such that the resulting real matrix is 
totally unimodular, i.e., every square submatrix of the latter matrix has 
determinant equal to 0 or _+ 1. The investigation of matrix regularity leads 
to surprisingly simple and complete constructions for several matrix classes 
for which to-date no complete construction other than enumeration has 
been known. Specifically, the constructions cover the minimal nonregular 
binary matrices, the minimal violation matrices of total unimodularity, the 
complement totally unimodular matrices, and the ternary matrices that 
are almost binary. In addition we construct a large subclass of balanced 
matrices none of which is totally unimodular. 
Consistent with the notation of Parts I-VI [37] we employ a continuous 
numbering of the sections, theorems, etc., and also use Roman numerals in 
case a section, theorem, etc., occurs in an earlier part. For example, “Sec- 
tion 1.3” refers to Section 3 of Part I, and “Theorem 1.3.3” to Theorem 3.3 
of that part. The first section of this part is numbered 27, and it contains 
a detailed description of the general method mentioned above. In the sub- 
sequent Section 28 we review a number of matrix concepts and results, in 
particular those relating to complement totally unimodular matrices, to 
minimal violation matrices of total unimodularity, and to almost repre- 
sentative matrices. In Section 29 we prove a central theorem that ties these 
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matrix classes together, and that links them to the class of almost regular 
matroids introduced in Part VI. In Section 30 we describe and validate the 
constructions for the previously mentioned matrix classes. Finally in 
Section 31 we show that the use of the labels is essential for the success of 
the method. 
27. GENERAL APPROACH 
In this section we introduce a general matroid technique for understand- 
ing minimal violation matrices of certain matrix properties, and then 
specialize these ideas to an important instance. 
For the general case we assume that the property is 
(27.1 .l ) defined for the binary or ternary matrices (i.e., for 
the matrices over GF(2) or GF(3), respectively), 
(27.1.2) maintained under submatrix taking, permutation of 
rows and columns, scaling, and pivots (i.e., elemen- 
tary row operations that transform a given column 
to a unit vector), and is (27.1) 
(27.1.3) retained when a row or column unit vector is 
adjoined. 
The conditions of (27.1) have a convenient translation into matroid 
language. Let A be a matrix over 9 = GF(2) or G&(3), say with row index 
set X and column index set Y. Consistent with Part V, we define M(A) to 
be the matroid represented by [II A] over 9, where the columns of the 
identity matrix I are indexed by X, and those of A by Y. If 9r = GF(2), then 
the standard representation matrix of M(A) corresponding to a given basis 
of M(A), is unique. This is also so up to scaling by &- 1 factors if 
9 = GF(3) (see [6,7, 341). Now suppose that a property P defined for the 
matrices over 9 = GF( 2) or GF( 3) satisfies (27.1). For any A over 9, 
define M(A) to have property P if A has P. By (27.1) and the above obser- 
vations, this definition is consistent, i.e., if for two matrices A’ and A2 we 
have M( A ’ ) = M( A*), then AL has P if and only if this is so for A *. We also 
note that the conditions (27.1) on a matrix property are equivalent to the 
requirement that the related matroid property is defined for binary or 
ternary matroids, and is 
(27.2.1) inherited under minor taking and 
(27.2) 
(27.2.2) maintained under series/parallel extensions. 
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The matroid properties of regularity, graphicness, cographicness, and 
planarity defined in Part II for binary matroids satisfy (27.2), and thus the 
matrix properties with same name satisfy (27.1). Definitions of the latter 
properties are also included in Part V. 
Now let P be a matrix property satisfying (27.1) and B be the 
applicable field GF(2) or GF(3). In the nontrivial case some matrices over 
9 do not have P, and thus there are minimal violation matrices V of P 
where every submatrix of V has P except for V itself. A usually diffkult 
question is then: 
Q. What is the structure of the minimal violation matrices V of P? 
One may be tempted to search for an answer to Q as follows. Assuming 
V to be arbitrary, one applies matroid machinery to M(V), then translates 
any matroid results so found into matrix statements for V. This seemingly 
appealing approach suffers from a serious flaw: Even though all proper 
submatrices of V have P, matrices obtained from V by pivots and by subse- 
quent deletion of the pivot rows and columns may or may not have P. As 
a result it typically is difficult to tell which minors of M(V) have P and 
which minors do not. This fact prevents a straightforward application of 
matroid techniques for the analysis of V. Indeed, to-date not a single 
nontrivial case of Q has been solved by this approach. 
There is a way out of these difficulties: One assigns labels to the elements 
of each of the matroids M(A), and embeds the class of matroids thus 
obtained into a large class of labelled matroids. The precise details are 
given in the following four-step procedure for answering Q. With each step, 
parenthetic comments are included that explain and justify that step. 
TECHNIQUE FOR ANSWERING Q. 
Input: A property P defined for the matrices over 9 = GF(2) or GF(3). 
The property observes (27.1). 
Output: An answer for Q. 
Procedure: 
1. Let v be the class of minimal violation matrices of P. For each 
VE *Y, say with rows indexed by X and columns indexed by Y, assign to 
the elements of M( V) the following labels: If x E X, assign con, and if y E Y, 
assign del. Collect the so labelled matroids M( V), VE “Y-, in a set JZ,. 
(Deletion of any row XEX from V produces a matrix, say V’, having 
property P. Now M( V’) = M( V)/x, so M( V)/x has P. The con label of 
x E X correspondingly tells that contraction of x in M(V) leads to a minor 
having P. Similarly the del label of y E Y indicates that deletion of y from 
M(V) produces a minor with P.) 
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2. Establish elementary facts about the matrices of 9”. Select a subset 
of these facts, translate them into matroid language, and collect the 
matroid facts so determined in a set E. (The results in d may (indeed, 
typically do) make use of the con and de1 labels.) 
3. Construct a class J%‘~ of labelled matroids as follows. Initially place 
into J& the matroids 
(27.3.1) which are representable over 9, 
(27.3.2) which do not have P, and 
(27.3.3) whose elements are labelled con and de1 such that 
(27.3) 
contraction (deletion) of an element with con (del) 
label produces a minor with P, and such that all 
conditions in d are satisfied. 
Then add to J& all minors of the matroids just defined, where in each 
case one passes to the minor the con and de1 labels of the elements that 
have not been deleted or contracted. (By this construction JZ1 is closed 
under the taking of minors, and J& ~4,. Note that the con elements of 
any matroid in JZ, form a basis, while this need not be so for a matroid 
of J&. Furthermore, a matroid ME J& has P, or for any con (de/) element 
z of M, MJz (M\z) has P. 
4. Analyze the structure of the matroids in J& using any convenient 
matroid method. Decide which of the structural results found for J& apply 
to M,. Express the applicable results for M, in matrix terminology to 
obtain results for e-, and thus answer Q. 
Let us specialize these ideas to the case where 9 is GF(2) and the 
property P is matrix regularity. 
Step 1. By [34] the set of minimal violation matrices of regularity can 
be partitioned into three disjoint sets 6, $2, and V,, where ,tii and V* 
have simple structure, to be described in Section 28. We ignore these two 
sets here and concentrate on the third set Yi, which consists of the support 
matrices of the minimal violation matrices of total unimodularity having 
a row and a column with at least four nonzeros. The reason for the sub- 
scripted “7” will become apparent in Section 30. From this “y we construct 
the class J?, of labelled matroids. 
Step 2. Signed versions of the matrices of Y’Y; have been investigated in 
a number of papers [7-9, 19, 2426, 31, 331. Among the results proved for 
9; in the cited references, there is one with a particularly pleasing and 
ANALYSIS OF MINIMAL VIOLATION MATRICES 307 
seemingly useful translation into matroid language. That result says that 
the number of l’s in each row and each column of any VE 9; is even. 
Recall that each element of M(V) corresponding to a column of Z (V) of 
[ZI V], is labelled con (del). Therefore the evenness condition implies that 
each fundamental circuit (cocircuit ) of M( V) given by a column (row) of 
I/ has an even number of elements with con (del) label. Since M(V) is 
binary, every circuit (cocircuit) of M( V) is the symmetric difference of some 
of these fundamental circuits (cocircuits). These facts permit the following 
conclusion for the matroids M(V), VE 9;. 
(27.4.1) Every circuit (cocircuit) has an even number of con 
(del) elements. 
(27.4) 
(27.4.2) Each matroid has at least one con element and at 
least one de1 element. 
The reader may be surprised that we list the seemingly trivial condition 
(27.4.2). It is needed for success in step 3, as we found out during the work 
on Part VI. At any rate, the two facts of (27.4) are placed into 8. 
Step 4. According to (27.3), we first create the set of binary nonregular 
matroids M with elements labelled con and de1 such that 
M/z (M\z) is regular if z is labelled con (del), (27.5) 
and such that (27.4) holds. 
The matroids so specified are exactly the almost regular matroids of 
Part VI, as may be confirmed by a straightforward comparison of the 
above conditions with (VI.21.1). The set J&‘~ thus consists of the almost 
regular matroids and their minors. 
Step 4. Part VI contains a very detailed analysis of the nonregular 
members of ,%pz, each of which is almost regular by Theorem VI.21.4. Par- 
ticularly interesting for our purposes here is the main Theorem VI.21.6 of 
Part VI which says that the entire class of almost regular matroids can be 
derived from the Fano matroid and a certain matroid with eleven elements 
by series/parallel extensions and triangle/triad substitutions. In Section 29 
we include a precise statement of this result, and also link it to several 
matrix theorems. A synthesis of these matroid and matrix results leads to 
several matrix constructions of surprising simplicity, among them one for 
the matrices of 9;) and thus produces a rather appealing answer for Q 
when P is the property of matrix regularity. 
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In the next section we review prior matrix results that in some way are 
connected with matrix regularity. 
28. REVIEW OF SEVERAL MATRIX CLASSES 
In this section we summarize a number of known results for several 
matrix classes, each of which is in some way connected with matrix 
regularity. We frequently switch between the real field .!& the binary field 
GF(2), and the ternary field GF(3). In particular (0, + l> matrices are at 
times considered to be over either one of the three fields. In the case of 
GF(2), both the + 1 and - 1 then represent the unity of GF(2). When we 
say that a (0, + l} matrix over any field is totally unimodular (t.u.) or 
minimal non-t.u., we implicitly view the matrix momentarily to be real. 
Pivot operations are of course defined for any matrix over any field, but 
here the term pivot is reserved for the case where the matrix is over GF(2). 
For any field % different from GF(2), we use the term %-pivot, and in 
particular for % = GF(3), GF(3)-pivot. The determinant of a square matrix 
B over a field % is denoted by det, B. For % = GF(2) and G&‘(3), we 
reduce this notation to det,B and det,B, respectively. We consider two 
matrices equal if one can be obtained from the other one by row or column 
permutations. When we refer to a vector of a matrix, we mean a row or 
column vector. For example, the sentence “The matrix has no zero 
vectors.” means that the matrix has no zero rows and no zero columns. 
We start with (0, f 1 } t.u. matrices. The prior paper on total 
unimodularity [l, 3, 4, 7-9, 11-13, 17-21, 24-27, 29-34, 388441 establish 
numerous properties of t.u matrices as well as of minimal non-t.u. matrices. 
As one scans all these results, one is compelled to conclude that the struc- 
ture of t.u. matrices is well understood. In particular, the decomposition 
result for t.u. matrices established by P. D. Seymour [29] permits efficient 
testing of total unimodularity (the fastest known algorithm based on the 
decomposition theorem of [29] is described in Part V), and also provides 
a surprisingly simple composition method that produces all t.u. matrices. 
On the other hand, an examination of the papers on minimal non-t.u. 
matrices [7-9, 12, 18, 19, 2427, 31, 331 leads to the conclusion that the 
features of these matrices are not well understood. Indeed, none of the cited 
references enables one to construct even a small subset of structurally 
different minimal non-t.u. matrices save by enumeration and numerical 
testing of each candidate matrix. 
Before we list some of the known partial results for minimal non-t.u. 
matrices, we introduce the class of complement totally unimodular matrices, 
which are (0, 1 } t.u. matrices satisfying a very demanding condition to be 
stated following some definitions and observations. 
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The row i complement of a (0, 1 } matrix U is derived from U by the 
following operation. In each column iJ,j of U such that U,= 1, replace 
each entry except for U, by its complement (i.e., replace 1 by 0 and 0 by 1). 
The column i complement of U is the transpose of the row i complement of 
U’. For example, the row 2 complement of 
1 1 1 1 
u= 0 1100 
10 10 
1001 
is 
0011 
U’= 0 11 00 
0110 
0 10 1 
(28.1) 
(28.2) 
How many different matrices may be derived from an m x n (0, 1) 
matrix U in a sequence of complement operations? Let U’ be the row i 
complement of U, and U* be the row k complement of U’, where k # i. It 
is easily seen that U2 also results when we exchange rows i and k in the 
row k complement of U. Suppose one obtains U3 from U by performing a 
row complement operation followed by a column complement operation. 
Then the same U3 is obtained if one reverses the order of the two steps. 
These two observations prove that any matrix obtained by repeated use of 
complement operations may also be constructed in at most one row com- 
plement step and/or one column complement step. Thus at most 
(m + l)(n + 1) different matrices may be derived from U in any sequence of 
complement operations. 
A (0, 1 } matrix U is then complement totally unimodular (c.t.u.) if U and 
all matrices derivable from U by complement operations, are t.u. Reference 
[33] establishes the following results about c.t.u. matrices, among them a 
rather unexpected link between minimal non-t.u. matrices and square 
nonsingular c.t.u. matrices. 
THEOREM 28.3 [33]. (i) Every matrix derived by complement opera- 
tions from a (0, 1) c.t.u. matrix, is c.t.u. as well. 
(ii) Suppose a row or a column containing only l’s is adjoined to a 
c.t.u. matrix. Then the resulting matrix is t.u. 
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(iii) Let U be a square nonsingular c.t.u. matrix, and 1 be a column 
vector qf all l’s Then the matrix 
a ~1' . u-l 
; b=U-q 
a ~1’ . u-1 . 1 - 2 
(28.4) 
is a minimal non-tu. matrix. Moreover, every (0, f I> minimal non-t.u. 
matrix can be constructed this way up to scaling of rows and columns by + 1 
factors. 
As shown in [33], all known properties of minimal non-t.u. matrices are 
easy corollaries of Theorem 28.3(iii), in particular the following properties 
first proved by P. Camion. 
COROLLARY 28.5 [7-91. Every minimal non-t.u. (0, f l} matrix W has 
the following properties. 
(i) W is square and det, W = f 2. 
(ii) The number of f 1 entries in any row or column of W is even. 
(iii) The sum of all entries of W is 2(mod 4). 
Let W be a minimal non-t.u. matrix. If each row and each column of W 
has exactly two f l’s, then up to scaling W must be the matrix 
1 P 
1 1 
1 * 
* 
. 1 . 
1 1 
(28.6) 
where B = + 1 if the order of W is odd, and /I = - 1 otherwise. Unspecified 
entries are zero. We collect the matrices of (28.6) plus their scaled versions 
in a set “w;. Clearly these matrices are rather uninteresting. Thus we focus 
on the remaining minimal non-t.u. matrices, and from now on denote by 
“w; the set of the latter matrices. The reason for the subscripted “7” 
will become apparent in Section 30. By the evenness condition of 
Corollary 28S(ii) and the above discussion, a minimal non-t.u. matrix W is 
in %$ if and only if W has a row and a column containing at least four 
nonzeros. By a trivial counting argument one may equivalently require that 
W has a row or a column with at least four nonzeros. 
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In Section 27 we defined Vi to be the set of support matrices of the 
minimal non-t.u. matrices having a row and a column with at least four 
nonzeros. Thus V, is the set of support matrices of the matrices of ^w;. We 
mentioned earlier that the features of the minimal violation matrices of 
total unimodularity are not well understood. Evidently this statement does 
not apply to K, and hence holds for “w;. It also holds for w;. 
Next we review a partial result about binary minimal nonregular 
matrices. Recall that a binary matrix is regular if the l’s can be signed 
so that the resulting (0, + 1 } matrix is t.u. Now W. T. Tutte [3941] 
completely characterized matroid regularity via exclusion of four-element 
rank 2 uniform minors and of Fano and Fano dual minors. Part II includes 
another proof of that result. A very short proof is given in [ 171. The result 
also follows immediately from the characterization of GF( 3)-represen- 
tability by R. Reid (unpublished, proofs are given in [S, 22, 23, 28, 341. 
However, these matroid results are of very limited use when one wants to 
determine the structure of the binary minimal nonregular matrices. A par- 
tial answer, which also implies W. T. Tutte’s characterization of matroid 
regularity, is given next following some definitions. For any {O, 1 > matrix 
A, let BG(A) be the following bipartite graph: Each node of that graph 
corresponds to a row or column of A, and row node i and column node 
j are connected by an edge if A, = 1. Define y” to be the set of binary mini- 
mal nonregular matrices. Let +; be the set of {O, 1) matrices V whose 
graph BG( V) is composed of three disjoint paths, each of which connects 
the same two nodes; the number of edges of each path is odd and is at least 
3. Let *z be the set of (0, 1> matrices V’ whose graph BG( V) is a simple 
cycle plus one additional node connected to nodes of the cycles by at least 
three edges; the total number of such connecting edges must be odd. We 
then have the following theorem about 1’. 
THEOREM 28.7 [34]. The sets Y; , Pi, and Yq form a partition of 9’“. 
Clearly the construction of the sets y; and *> is elementary. As 
mentioned earlier, this is not so for the matrices of w;. 
A fourth matrix concept of relevance here is that of almost representative 
matrices [34] of matroids. Let A be a matrix over some field 9, with rows 
and columns indexed by X and Y as in Section 27. Suppose N is a matroid 
with groundset Xu Y whose set of bases differs from that of M(A) (defined 
in Section 27) by just one element. Specifically, we assume that there is a 
set Z c (Xu Y), Z # X, that is a base for just one of N and M(A), and that 
except for this Z the bases of N and M(A) agree. We then say that N is 
almost represented by A over 9, and that A is an almost representative 
matrix of N. Now the bases of M(A) correspond one-to-one to nonsingular 
submatrices of A except for the base X, i.e., a set T satisfying 1 TI = X and 
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T # X is a base of M(A) if and only if the square submatrix of A indexed 
by X- T and Tn Y is nonsingular. Informally we may therefore say that 
just one square submatrix of A has an incorrect determinant for represent- 
ing N, or shortly, that the determinant of just one square submatrix, say 
B, is incorrect for N. Suppose that B is indexed by X, s X and Y, E Y, and 
that we P-pivot on A,,, in [ZI A], where we permit A,,, to be an element 
of B only if B has order of at least 2. In the resulting matrix we exchange 
the columns x and y, and once more have a matrix, say [ZI A’], that 
almost represents N. The following table adapted from [34] and corrected 
for two typographical errors in that reference, gives the index sets of the 
submatrix B’ of A’ with incorrect determinant. 
B’ is then specified by: 
Y-pivot on A, where: Row set Column set 
XEX, YE y, X1- i.xl y,-{Yl 
XEX, YE(Y--1) (X,-{X~)U{Y~ (28.8) 
XE(X-X,) YE y, Xl 
XE (X- X,) YE (Y- Yl) XlUiYl 
(Y* ,;:y~x; {xl 
1 
Consider the special case where 9 is GF(3) and N is representable over 
GF(2). Then A is an almost representative matrix of N over GF(3), and we 
are justified to call N a binary and almost ternary matroid. In addition, if 
the order of the square submatrix B of A with incorrect determinant is at 
least 2, we declare A to be almost binary. 
In the next theorem we specialize several results of [34] so that they 
apply to A and N. 
THEOREM 28.9 [34]. Suppose a ternary matrix A 
A= 
(28.10) 
where every row x E X, and every column y E Y2 is nonzero, almost represents 
a binary matroid N, and let B be the submatrix with incorrect determinant. 
Then the following statements hold. 
(i) Each row of D and each column of C contain an odd number of 
nonzeros. 
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(ii) Every square submatrix of A that contains B plus exactly one 
additional row and column, is nonsingular. 
(iii) Deletion of any row x E X, or of any column y E Y, reduces A to 
a t.u. matrix. 
(iv) B is nonzero. If the order of B is at least 2, then B is a minimal 
non-t.u. submatrix of A, and it is the only submatrix of A with that property. 
If in addition N is regular, then A can be scaled so that B is the matrix of 
(28.6), while each row of D and each column of C is a unit vector. 
We conclude this section with two simple and well-known lemmas. The 
first one links representability and total unimodularity, while the second 
one gives a sufficient condition for total unimodularity of a (0, I} regular 
matrix. At any rate the proofs follow immediately from the above observa- 
tions about minimal non-t.u. matrices. 
LEMMA 28.11. A (0, + 1 } matri.x is tu. if and only if for all square 
submatrices E 
det,E=O ifand only if det, E = 0. (28.12) 
LEMMA 28.13. Any { 0, 1) regular matrix containing a row or column 
without O’s is t.u. 
In the next section we tie the above results to statements about the 
almost regular matroids of Part VI. 
29. MATRICES AND ALMOST REGULAR MATROIDS 
In this section we connect the matrix classes of Section 28 with the 
almost regular matroids of Part VI. According to (VI.21.1), a binary 
matroid A4 is almost regular if each element of M is labelled con or del, and 
if 
(29.1.1) A4 is nonregular, 
(29.1.2) M/z (M\z) is regular if z is labelled con (del), 
(29.1.3) A4 has at least one con and at least one de1 (29.1) 
element, 
(29.1.4) every circuit (cocircuit) of A4 has an even number 
of con (del) elements. 
The last requirement is the parity condition. Suppose a binary matrix A 
has each row and column labelled con or del. Extend the definition of M( .) 
582b/55/2-11 
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so that now the elements of M(A) assume those labels. We then may define 
A to be an almost regular matrix if M(A) is an almost regular matroid. 
A few elementary facts about almost regular matroids taken from 
Theorem VI.21.4 are as follows. 
THEOREM 29.2. Let M be an almost regular matroid. 
(i) M is connected. 
(ii) Every minor of M is regular or almost regular. For any element 
z with con (del) label, M\z (M/z) satisfies the parity condition. 
(iii) The de1 (con) elements constitute a circuit (cocircuit) of M that is 
also a hyperplane (cohyperplane). 
(iv) If A is an m x n labelled binary matrix such that M is M(A), then 
m (n) is the number of de1 (con) elements of M. 
As a matter of convenience we allow wheel graphs to have two spokes, 
or even just one spoke. In the former case the two rim edges are parallel, 
and the two spokes constitute a path of length 2 that connects the 
endpoints of the rim edges. In the latter case the wheel has exactly two 
nodes, which are the endpoints of the single spoke. The rim is a loop 
attached at one of the two nodes. Define an extended wheel to be any graph 
obtainable from some wheel by addition of edges parallel to the spokes of 
the wheel and by subdivision of the rim edges. The spokes and rim of an 
extended wheel are then defined in the obvious way. 
The next theorem establishes key relationships between almost regular 
matroids and the matrix classes of Section 28. 
THEOREM 29.3. (i) Let M be the polygon matroid of an extended wheel, 
or be an almost regular matroid. In the extended wheel case arbitrarily index 
one rim edge by x, one spoke by y, and index the remaining rim edges 
(spokes) by the elements of a set R ( P); correspondingly index the elements 
of M. In the almost regular case arbitrarily index one de1 element by x, one 
con element by y, and index the remaining de1 (con) elements by a set z ( P). 
Then xv { y ) is a base of M, and the related binary representation matrix 
is 
A= (29.4) 
where U is c.t.u.. Furthermore, the ternary matrix 
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(29.5) 
derivedfrom A by substitution of the 0 in the (y, x) position by a - 1, almost 
represents M over GF(3). The submatrix [ - I] indexed by x and y is the one 
with incorrect determinant. 
(ii) Let a matroid M be represented by A of (29.4) over GF(2) where 
U is a (0, 1 } c.t.24. matrix. Then either M is the polygon matroid of an 
extended wheel, where xv {x} is the set of rim edges and Pv (y } is the set 
of spokes; or M becomes an almost regular matroid once the elements of 
X v (x} are labelled del, and those of Y v { y } con. 
(iii) Let M be a binary matroid having no loops or coloops, and with 
rank and corank at least 2. If M is almost ternary, then M is almost 
represented over GF(3) by a matrix A’ of (29.5), where U is a (0, 1 > c.t.u. 
matrix, and where the submatrix [ - l] indexed by x and y is the one with 
incorrect determinant. 
(iv) Let M be a regular matroid represented by A of (29.4) over 
GF(2). Then the submatrix U is c.t.u. 
ProoJ (i) The extended wheel case may be confirmed by direct check- 
ing. In particular, the regularity of M and the fact that row y of A of (29.4) 
has no O’s in the columns of F, imply by Lemma 28.13 that U is t.u. Then 
U is c.t.u. since the matrices derived from U by complement operations 
correspond to the possible selections of x and y. 
In the almost regular case, Theorem 29.2(iii) assures that Ru (x} 
(Yu {y>) is a circuit (cocircuit) and a hyperplane (cohyperplane) of M. 
Thus Bu {y ) is a base, and the binary matrix corresponding to that base 
is of the form given by (29.4). Since the element x has del label, M\x is 
regular, and thus deletion of column x from A of (29.4) must produce a 
regular matrix. Arguing as before via Lemma 28.13, we see that U is t.u. 
The matrices derivable from U by complement operations correspond to 
the possible selections of x and y, and thus U is c.t.u. 
We prove that A’ of (29.5) almost represents M over GF(3) by showing 
that for any square submatrix E of A indexed not just by x and y, and for 
the correspondingly indexed submatrix E’ of A’, 
detzE=O if and only if det, E’ = 0. (29.6) 
First assume that x or y is not an index of E. Deletion of row y or 
column x from A and A’ produces a (0, 1) matrix consisting of the c.t.u. 
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U and a vector without 0’s. By Theorem 28.3(ii) that matrix is t.u. Then by 
Lemma 28.11 the condition (29.6) is satisfied. Now suppose that both x 
and y are indices of E. Select any row index z E X that also occurs in E 
and E’. Perform a pivot in A (GF(3)-pivot in A’) with the 1 in row z and 
column x as pivot element, to transform A and E (A’ and E’) to, say, A 
and .i? (A’ and i?). The pivot in A replaces U by the row z complement of 
U, so by Theorem 28,3(i) and (ii) d and i? are t.u. It is easily checked that 
A’ and E’ are scaled versions of d and i?, so once more by Lemma 28.11 
the condition (29.6) is satisfied. We conclude that A’ almost represents A4 
over GF( 3). 
(ii) If U is a zero matrix, A4 is clearly the polygon matroid of an 
extended wheel. Hence assume U to be nonzero. By the arguments given 
above for part (i), A’ of (29.5) almost represents A4 over GF(3). Select a 
basis of A4 that contains a maximal subset of Y, and derive from (29.5) 
the related almost representative matrix over GF(3) for M, say A”, by 
GF(3)-pivots. By the table of (28.8) and the maximality condition, A” is of 
the form 
A” = 
(29.7) 
where X, is y plus the basic part of 7. Thus B is the square submatrix with 
incorrect determinant. Note that the order of B must be at least 2 since U 
is nonzero. 
Suppose A4 is regular. By Theorem 28.9(iv), B is the matrix of (28.6) up 
to scaling, and each row of D and each column of C contains at most one 
+ 1. The structure of B then implies that A4 is the polygon matroid of an 
extended wheel with Hu ( y } (Xu {x}) as set of spokes (rim edges). 
So suppose M is nonregular. Label the elements of X, u Y, = Pu { y > 
con, and those of X, u Y, = wu {x} del. So far we know that (29.1.1) and 
(29.1.3) hold. Due to Theorem 28.9(i) and (iv) and Corollary 28.5(ii), each 
row and column of B has an even number of f l’s, and thus requirement 
(29.1.4) is satisfied for every fundamental circuit and cocircuit of A4 dis- 
played by A”. By a symmetric difference argument the same conclusion 
holds then for every circuit and cocircuit of M. By Theorem 28.9(iii) M/z 
(M\z) is regular for all z E X, (z E Y,). By repeated pivots and the table 
of (28.8), we can claim that M/Z (M\z) is regular for all ZE (X, u Y,) 
(Z E (X, u Y,)), which implies (29.1.2). Thus M is almost regular. 
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(iii) By the table of (28.8) and a pivot argument, we may pick a 
ternary matrix A’ that almost represents M over GJ’(3) where the square 
submatrix with incorrect determinant has order 1, say with row index y 
and column index X. By Theorem 28.9(i) and (iv), row y and column x do 
not contain any 0’s. Due to scaling we thus may presume that A’ is the 
matrix of (29.5), except that U has not yet been proved to be c.t.u. If U has 
a - 1 entry, say in row w  and column u, then the 2 x 2 submatrix of A’ 
defined by rows w  and y and columns u and X, is singular, a contradiction 
of Theorem 28.9(ii). Thus U must be a (0, l> matrix. Now deletion of 
columns x must result in a t.u. matrix by Lemma 28.11, so U is t.u. Arguing 
analogous to the proof of (i), we see that different choices of x and y prove 
that each matrix derivable from U by complement operations, is t.u. as 
well. Thus U is c.t.u. 
(iv) Follows directly from the proof of (i). 1 
Theorem 29.3 implies that any solution of the construction problem for 
the almost regular matroids essentially solves the construction problem for 
the c.t.u. matrices and also for the other matrices mentioned in Section 28. 
We defer presentation of the precise relationships to the next section, and 
review now the main construction result of Part VI for almost regular 
matroids. 
Let M be an almost regular matroid, and A be a binary matrix with 
appropriate con and de1 labels assigned to the rows and columns so that 
M(A) is M. If we replace a parallel (series) class of con (del) elements by 
a larger or smaller parallel (series) class of con (de/) elements, we obtain 
another almost regular matroid. To obtain a matrix for the latter matroid 
from A, we delete parallel or unit vector rows or columns, or adjoin such 
vectors with appropriate labels. In a slightly more complicated operation 
we replace a triad of M by a triangle. Let {x, y, z} be the triad. Assume 
that x has a con label, and that both y and z have de1 labels. Add three 
elements e, f, and g such that e (J; g) forms a triangle with {x, y} (with 
{Y, --I? (x, z}). Assign con to e and g, and de1 to f, then delete x, y, and 
z. Conversely, let (e, f, g} be a triangle, and assume that e, f; and g have 
the labels just specified. By reversing the above process, we replace the 
triangle {e, A g> by the triad {x, y, z} with labels as given above. The 
following drawing depicts the relationships graphically. 
(29.8) 
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Note that we permit the triad-to-triangle operation only if the triad 
contains two de1 elements, and that similarly the triangle-to-triad operation 
requires two con elements in the triangle. By Theorem 29.2(iii) these 
conditions are always satisfied if both the rank and the corank of the given 
matroid are at least 4. 
The triangle/triad exchanges are easily accomplished in representation 
matrices as follows. Let B, be the matrix of the matroid with the triad 
(x, y, z], and B, be the matrix of the related matroid with the triangle 
(e, f, g}. In contrast to the above definitions of labels for the triangle and 
any specific label assignment since 
assignments. Three cases are then 
nonbasic elements, say k, of the 
triad, for the moment we do not assume 
the matrix changes hold for all possible 
possible, depending on the number of 
triad. 
C 
(29.9.1) 
k=O: By= 
;- D 
1 - 
Y b 
z c -mm 
a+b+c = 0 
(29.9.2) 
k= 1: - BA= ___ 
ii --- 
(29.9) 
(29.9.3) 
k=2: BY= ;;-$je tiBm@ 
For example, B, of (29.9.1) is modified to B, by deleting row z, relabel- 
ling rows x and y to g andf; respectively, and by joining a new column e 
with two l’s in rows f and g. Similarly simple rules convert B, of the 
remaining two cases. 
A AY step is a parallel or series class substitution or a triangle/triad 
exchange. A AY sequence is a sequence of AY steps. By Theorem X21.4 
any matroid produced by a AY sequence from an almost regular matroid, 
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is almost regular as well. The main Theorem VI.21.6 of Part VI establishes 
that all almost regular matroids may be constructed via LIY sequences from 
just two almost regular matroids. The precise statement is as follows. 
THEOREM 29.10. The entire class of almost regular matroids and nothing 
else can be produced by AY sequences starting with an appropriately labelled 
version of the Fano matroid, F,, and with a second eleven-element matroid, 
N,,. The two matroids are given by 
con a 
BY= con b 
con c 
con a 
con b 
B” = de1 c 
con d 
con e 
1001;1 
110010 rl (29.11) 011010 001110 111111 
respectively. If a given almost regular matroid can be derived from F,, then 
it is not derivable from N,, , and conversely. There is a polynomial time 
algorithm that for any almost regular matroid M outputs a AY sequence that 
reduces M to F7 or N,, . 
At long last we have all the ingredients for the matrix constructions, to 
be taken up next. 
30. MATRIX CONSTRUCTIONS 
In this section we provide matrix constructions for the c.t.u. matrices, the 
minimal non-t.u. matrices, the minimal nonregular matrices, and the 
ternary and almost binary matrices. In addition we prove that every 
3-connected almost regular matroid different from F, and F,. has a binary 
standard representation matrix that is balanced. 
We start with the c.t.u. matrices. Define a c.t.u. step to be any one of the 
following operations applied to a given c.t.u. matrix U: 
(1) Replace U by a matrix derived by complement operations. 
(2) Add to or remove from U zero vectors or parallel vectors. 
(3) Assuming U to be of the form 
Z.J= (30.1) 
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where d and c may be any vectors, replace U by the matrix 
(30.2) 
(4) The converse of case (3). 
In case of (1) and (2), the resulting matrix is obviously c.t.u. By the 
following arguments this is also so for case (3), and thus by symmetry for 
(4) as well. Add one row and one column as well as certain index sets to 
U of (30.1) to obtain the binary matrix 
Correspondingly modify the matrix of (30.2), obtaining 
(30.3) 
(30.4) 
By (29.9.2), case (3) corresponds to a triad-to-triangle exchange that trans- 
forms the binary matroid M(A”) to M(A’). 
Assume that M(A”) is regular. By the proof of Theorem 11.9.2, triad/ 
triangle exchanges in binary matroids maintain regularity, so M(A’) is 
regular, and by Theorem 29.3(iv) the matrix of (30.2) is c.t.u. 
Now assume tat M(,4’) is nonregular. Then by Theorem 29.3(ii) we may 
assign del labels to the elements of Xv {x} and con labels to those of 
Pu { y } to obtain an almost regular matroid. The transformation from the 
labelled M(A’) to the analogously labelled M(A’) is then a dY step. Thus 
M(A’) is almost regular, and by Theorem 29.3(i) the matrix of (30.2) 
is c.t.u. We conclude that c.t.u. steps do preserve complement total 
unimodularity. 
Consider the following four matrices. 
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uO= 101 I 011 , u”= 
10011 
11001 I 01101 00111 (30.5 
U” and U’ are clearly c.t.u.. To prove this also for U’ and U”, adjoin 
to each of U’ and U” a row y and a column x, then add index sets x and 
F to obtain the matrices 
A” = (30.6) 
respectively. In both cases we assign del (con) labels to the indices in 
Xv {x} ( Bu { y }). Then clearly M(A’) is the almost regular matroid F7 
defined by B’ of (29.11). A few pivots confirm that M(A ‘I) is the matroid 
N, i defined by B” of (29.11); specifically, A l1 corresponds to the basis 
(6 c, 0, w, Y> of N,,. By Theorem 29.3(i) both U’ and U” are c.t.u. In 
passing we remark that the binary matroid M(U”) is the dual of the 
polygon matroid of K3.3r a not so surprising fact since the minor N,,\z 
(see 29.11) of N,, is R,,, and since for any element s of R,,, the minor 
R,,\s is the dual of the polygon matroid of K,,, . 
Let 4&, 4’Ji, Q7, and &ii be the classes of c.t.u. matrices producible by 
repeated c.t.u. steps from U”, U’, U’, and U”, respectively. The next 
theorem relates these matrix classes to the set 4Y of all c.t.u. matrices. 
THEOREM 30.7. The sets 9&,, el, OS!‘, and @,, form a partition of the set 
4!l of c.t.u. matrices. Furthermore, every square nonsingular (over GF(2)) 
c.t.u. matrix is in aI or C?17. 
Proof We need to show that any U E & is in exactly one of the sets 4!&,, 
4!, , 4!X7, and a,, . If U is a zero matrix, it is obviously in %!,,, and not in @i, 
“27 , or @ii. Hence suppose that U is nonzero. Derive from U the binary 
matrix 
(30.8) 
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If M(A) is regular, then by Theorem 29.3(ii), M(A) is the polygon matroid 
of an extended wheel. It is a simple exercise to show that U can then be 
produced from U’, i.e., U E %!i. Suppose M(A ) is nonregular. Assign de1 
(con) labels to the elements of M(A) in Bu (.x> (yu {u}). By 
Theorem 29.3(ii) the so labelled M(A) is almost regular, and thus by 
Theorem 29.10 M(A) can be reduced by dY steps to either F7 or N,,. If 
M(A) itself is F7 or N,, , then clearly U is U, or U,,, or is obtained from 
one of these two matrices by complement operations. Thus we are done. 
Otherwise it is a straightforward exercise to check that the operations of 
each dY step have a translation into operations of c.t.u. steps, and conver- 
sely. For example, if a triad of M(A) is replaced by a triangle, we pivot in 
column x and/or row y of [Zl A] and exchange columns so that the triad- 
to-triangle step can be carried out as depicted in (29.9.2). That such pivots 
are possible depends crucially on the condition that exactly two elements 
of the triad must have del labels. The pivots in [ZIA] and column 
exchanges correspond to complement steps for U, and the triad-to-triangle 
exchange is then the operation displayed in (30.1) and (30.2). We leave it 
to the reader to complete the comparison of the remaining cases, and 
mention here only that matroidal parallel or series substitutions of dY 
steps correspond to complement operations and to the addition or removal 
of zero vectors or of parallel vectors in the c.t.u. matrix. Here, too, the label 
conditions for parallel and series substitutions are essential for the validity 
of this claim. 
By induction we thus know that U is in @, or @,,. By Theorem 29.10 
M(A) cannot be reduced to both F, and N,, , so by the above discussion 
relating dY steps and c.t.u. steps, U can only be in just one of the sets q, 
and @ii. 
We prove the second part of the theorem by contradiction. So let U be 
a square nonsingular (over GF(2)) matrix of ai,. Let A be the matrix of 
(30.8) with this U. As argued above, M(A) is then an almost regular 
matroid. The nonsingularity of U is equivalent to the matroid statement 
that the set of con (de/) elements of M(A) is a base (cobase). Up to duality, 
the structure of M(A) is completely described by (VI.26.3), and according 
to that result, the set of con elements includes a circuit of size 4, or the set 
of del elements includes a cocircuit of size 4. Either case constitutes a 
contradiction. m 
Theorem 30.7 has the following corollary. 
COROLLARY 30.9. Let U be a c.t.u. matrix without zero vectors and 
parallel vectors. Then U or a matrix obtainable from U by complement 
operations, contains a unit vector. 
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Proof. This is obviously so if U as at most two rows or columns. In all 
other cases let A be the binary matrix of (30.8). Since U has no zero vector 
or parallel vectors, M(A) has no series or parallel elements. 
If M(A) is regular, then by the proof of Theorem 30.7, M(A) is the 
polygon matroid of a wheel, where Pu {y} indexes the spokes, and 
Xu {x> the rim edges. Due to complement steps we may assume that x 
and .V are such that the base xu {y} corresponds to a path in the wheel. 
This implies that U is a triangular matrix, and thus contains a unit vector. 
If M(A) is nonregular, assign labels as before to obtain an almost regular 
matroid. Since M(A) has no series or parallel elements, it has by the delini- 
tion of F, and N,, and Theorem 29.10 a triangle or triad. In the triad case 
we may assume due to complement operations that x is one of the two del 
elements of the triad, and that y is not the con element. Thus U has a row 
unit vector indexed by the second de1 element. The triangle case follows by 
duality. 1 
The construction of %! immediately yields a construction of the ternary 
and almost binary matrices as follows. With a given nonzero U E @, define 
the ternary matrix A’ of (29.5). In the matrix [II A’] perform GF(3)-pivots 
such that upon an exchange of columns, the matrix A“ of the resulting 
matrix [Zl A”] has at least two rows indexed by elements of Pu {y}. By 
Theorem 29.3(i) and (ii) and by the table of (28.8), A” is ternary and 
almost binary. Indeed, the submatrix B of A” defined by the row indices in 
Pu {v} and by the column indices in xu {x], is the submatrix with 
incorrect determinant. Now collect in a set ZY all matrices A” that may be 
obtained by the above construction and scaling from the matrices U E %. 
Theorem 29.3(iii) then permits the following conclusion about Z.Z?%“. 
THEOREM 30.10. The set 9 consists of all ternary and almost binary 
matrices that do not contain zero vectors. 
The construction of the class -/lr of minimal non-t.u. matrices is even 
easier. Recall that YV has a partition into V’; and %‘;, where q contains 
all minimal non-t.u. matrices of the form (28.6) plus their scaled versions, 
while wT has all minimimal non-t.u. matrices having a row and a column 
with at least four nonzeros. The construction of % and w, is given by the 
following theorem. 
THEOREM 30.11. *w; (W,) is the set of minimal non-t.u. matrices defined 
by (28.4) from the nonsingular square matrices U E %, (U E %!,), plus their 
scaled versions. 
Proof. Let “ly-‘, (w;) be the set of minimal non-t.u. matrices defined by 
(28.4) from the nonsingular square matrices UE @i ( UE @,), plus their 
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scaled versions. By Theorem 28.3(m) and Theorem 30.7, YY; and *w; form 
a partition of YY’“. Indeed, the proof of Theorem 29.3 implies that each 
matrix of ^/lr; is up to scaling a matrix of (28.6) and vice versa. Thus 
%f; = K, and necessarily W-G = #$. 1 
We remark that YY is a subset of 2%“. Indeed, w^ could have been defined 
from ZY by declaring it to be the subset of square matrices A” in Z?‘, where 
A” itself is the matrix with incorrect determinant. 
Theorem 30.11 has two interesting corollaries. The first one links the 
binary matroids R,, and R,, of [29] to the binary matroids represented by 
the minimal non-t.u. matrices of ?Y when viewed to be over GF(2). 
Representation matrices for R,, and R,, have been included in Parts III 
and VI, and thus we refrain from listing them once more. 
COROLLARY 30.12. Let A4 be the binary matroid represented by a 
minimal non-t.u. matrix WE w when viewed to be over GF(2). Then M does 
not have R,O as a minor, but may have an R,, minor. 
Proof. If WE %+L; , then M is the polygon matroid of a wheel, and thus 
cannot have a nongraphic and noncographic matroid such as R,, or R,, 
as a minor. If WE %$, then by the derivation of %$ and “2, and by 
Section VI.26, M cannot have an R,, minor. On the other hand, M may 
have an R,, minor. For example, from the almost regular matroid I’,, of 
Section VI.25 one can derive by one parallel element extension and one 
triangle-to-triad exchange the almost regular matroid M represented by 
+del -I 
Itl iS 
0001001 
1010110 
1101001 
1111110 
1101010 
1000100 
1100110 
(30.13) 
Applying the procedure supplied later in this section, we see that the matrix 
of (30.13) is upon removal of labels in WY. Straightforward checking then 
confirms that M/t\s is the matroid R,2. 1 
The second corollary establishes that each minimal non-t.u. matrix must 
have a sparse row or column. 
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COROLLARY 30.14. Every minimal non-t.u. matrix WE -w  ^has a row or 
column with exactI-v two nonzeros. 
Proof This is trivially so for the matrices of q. Let M be the binary 
matroid represented by a given WE w, when viewed to be over GF(2). By 
definition of W, and %Y,, A4 is upon suitable labelling with con and de1 
elements an almost regular matroid that can be obtained from the matroid 
F, by some AY sequence. Now F, itself is too small to produce W, and W 
does not contain a signed unit vector or parallel vectors. Thus in the last 
step of the AY sequence a triangle/triad exchange must necessarily occur. 
Due to duality we may therefore assume that M has a triangle, say 
(e, A g}. In W that triangle can manifest itself in three ways, depending on 
how many elements of {e, f, g} index rows of W, as for example displayed 
by the cases of (29.9). Corollary 28.5 rules out two of the three cases. 
Indeed, the only possible situation is one where, say, e and f index two 
rows of W, and g indexes a column with exactly two + 1’s. Since we 
invoked duality, W must therefore have a row or column with exactly 
two f 1’s. 1 
One can also prove Corollary 30.14 with the aid of Corollary 30.9 and 
of (28.4). That approach requires one to show that for any k x k minimal 
non-t.u. matrix, each (k - 1) x (k - 1) submatrix can be scaled to become 
the inverse of a c.t.u. matrix, and that the c.t.u. matrices so determined are 
exactly those obtainable by complement operations from just one of them. 
A proof of this result may be found in [33]. 
Finally we turn to the class Y/ of minimal nonregular matrices. By 
Theorem 28.7, 9’ has a partition into sets Y;, Y‘k;, and +;. The sets “y; and 
Y; have simple structure, while U; is the set of support matrices of W,. 
Since we have already a construction for W,, we thus have one for $5 as 
well. A direct construction of V, that does not involve W,,, is as follows. 
THEOREM 30.15. S; is the set of binary matrices defined by (28.4) from 
the nonsingular square matrices U E %!, , provided one replaces the “2” of the 
expression of (28.4) for c1 by a 0 and interprets all operations of (28.4) to be 
in GF(2). 
Proof: By Theorem 30.11, WT is the set of minimal non-t.u. matrices 
defined by (28.4) from the nonsingular square matrices U E a,, plus their 
scaled versions. The matrices of W, have { 0, + 1 } entries only, so we could 
deduce V, from W, by declaring the matrices of W; to become binary, with 
(0, 1 } entries. Equivalently, we may carry out the derivation of ^L; given by 
the theorem. 1 
For derivation of instances of matrices in Y;, W;, and Z?Y by hand com- 
putations, we have found it convenient to skip determination of a c.t.u. 
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matrix. We start from any known almost regular matrix, and produce via 
some AY sequence a larger one without unit vectors or parallel vectors, say 
an m x n matrix A’, where m, n 2 4. Next we do not deduce a c.t.u. matrix, 
but instead convert [II A’] by pivots and column exchanges to a matrix 
[Zj A’], where A’ has as many rows labelled con as possible. Thus A’ can 
be partitioned as follows. 
(30.16) 
The submatrices B, D, and C have several useful properties described next. 
LEMMA 30.17. (i) B is the support matrix of a minimal t.u. matrix and 
has order of at least 4. 
(ii) Suppose B has exactly two l’s in each row and each column. Then 
D or C is nonempty, and in every row of D (column of C) the number of l’s 
is odd and exceeds 3. 
Proof (i) Theorem 29.3 and the derivation of the set 5?! of ternary 
and almost binary matrices prove that A ’ of (30.16) is the support matrix 
of a matrix in 3, and in particular that B is the support matrix of a 
minimal non-t.u. matrix. If the order of B is at most 2, then A’ is regular, 
a contradiction. If the order of B is 3, then the nonregularity of A’ forces 
D or C to have a row or column, respectively, with three 1’s. If D has such 
a row and C has such a column, then B plus that row and column con- 
stitute the binary matrix 
0111 
1011 Lll 1101 1110 (30.18) 
which defines a binary matroid that is not regular and not almost regular 
as observed in Part VI following (VI.21.10). Thus D has no row with three 
l’s, or C has no column with three l’s, and therefore the absence of unit 
vectors and of parallel rows and columns forces one of D and C to be 
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empty. But then A r is not an m x n matrix with m, it > 4. Thus the order of 
B is at least 4. 
(ii) Suppose each row and each column of B has exactly two 1’s. If 
D and C are empty, then A ’ is regular, a contradiction. By assumption, D 
(C) contains no unit vector row (column). The number of l’s in each row 
of D (column of C) is then established by Theorem 28.9(i) and the previous 
observation that A ’ is the support matrix of a ternary and almost binary 
matrix. 1 
If B of A ’ has a row and a column with at least four I’s, then BE 9;, 
and a signed version in rT is found via the signing procedure of 
Section V.18, which is easily adapted to permit an efficient signing by hand 
for moderately sized matrices. Specifically, by [6, 7, 341 the signing is 
completely governed by the following condition: In the signed matrix, all 
submatrices with exactly two f l’s in each row and in each column, must 
have the entries sum to 0 (mod 4). When the same signing procedure is 
applied to A’ and not just to B, the resulting matrix is a ternary and 
almost binary matrix of 6. 
So finally suppose that each row and each column of B has exactly two 
1’s. Using Lemma 30.17(ii), it is easily checked that a suitably selected 
pivot in D or C of [II A’] produces a new A’, where the new B has at least 
four l’s in some row and in some column. Thus in all cases we may 
presume B to be a VE $;, and appropriate signing converts A’ to a matrix 
in EZ and B to a matrix WE %G. 
We now show how one may produce a nonnegative matrix of -YY; and of 
3 in polynomial time from a given binary matrix A’ of (30.16), where the 
submatrix B has at least four l’s in some row and some column. We first 
treat a slightly more general situation in the next theorem. The proof relies 
largely on ideas of [14, 151. 
THEOREM 30.19. Let A’ be a binary matrix that is regular or almost 
regular. In the second case we also assume that the rows and columns are 
appropriately labelled con and del. Suppose that A’ has the form 
(30.20) 
where in the almost regular case the set Y, has for some k 2 2 exactly 2k 
elements with de1 labels. Then by pivots in the submatrix R’ of [Z( A’] and 
column exchanges, that matrix can in polynomial time be converted to a 
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matrix [Z] A*] such that the submatrix A2 has the following property: Zf A’ 
is regular, then A2 is t.u. when viewed as real; if A’ is almost regular, then 
A* is almost binary when viewed as ternary. In the latter case the submatrix 
with incorrect determinant has at least 2k l’s in some row. 
Proof: By arguments almost identical to those made earlier, the signing 
of a regular or almost regular matrix to achieve a real t.u. matrix or a ter- 
nary and almost binary matrix, respectively, is completely governed by the 
following condition. In the signed matrix all submatrices with exactly two 
+ l’s in each row and column must have the entries sum to 0 (mod 4), with 
one possible exception; if in the almost regular case such a submatrix is to 
become the matrix with incorrect determinant, then the entries are to sum 
to 2 (mod 4). 
We now show that the exceptional case cannot occur if the matrix to be 
signed is of the form of A’ of (30.20) and if for some k ~2, exactly 2k 
elements of Y, have de1 labels. First, row x of A’ corresponds in M(A) to 
a cocircuit with 2k or 2k + 1 de1 elements. The latter case is ruled out 
by (29.1.4), so row x has a con label. Second, the matrix with incorrect 
determinant is defined by the rows with con labels and the columns with 
de1 labels. Then the 2k 2 4 l’s in row x and the columns of Y, labelled de1 
are part of the matrix with incorrect determinant, which rules out the 
exceptional case. 
The above discussion plus a trivial parity observation validate the 
following claim: If A’ can be partitioned as 
I q I Y,,IY,, I --- 
x 1’ 0 --- 
x11 
Q” Rl’ 0 
_-- 
Xl2 f212 0 R12 
_-- 
(30.21) 
where both Q” and Q’* are nonempty, and if for j= 1,2 the signing 
condition is already observed by 
m-v 
A’j = 2 (30.22) 
‘lj 
.-- 
then it is also satisfied for A’. 
We now have the tools for an inductive proof of the theorem. If R’ has 
at most one row or is a zero matrix, A’ is the desired matrix. Hence assume 
ANALYSIS OF MINIMAL VIOLATION MATRICES 329 
that R’ is nonzero and has at least two rows. If BG(R’) is not a connected 
graph, then A i can be partitioned as in (30.21). The submatrices given by 
(30.22) are regular or almost regular by Theorem 29.2(ii). We may invoke 
induction for the submatrices given by (30.22) and thus are done. 
Finally assume that BG(R’) is connected and has at least two rows. 
Suppose A’ is almost regular. By Theorem 29.2(ii) all column unit vectors 
and all parallel columns of A ’ must be labelled con. Thus the removal of 
column unit vectors and parallel columns produces an almost regular 
matrix structured like A’ of (30.20), where the new index set Y, still has 
exactly 2k 3 4 elements labelled de/. If A ’ is regular, then the removal of 
column unit vectors and parallel columns produces a regular matrix. In 
both cases, if the theorem holds for the reduced matrix, then it also holds 
for A’. So without loss of generality we may assume that A’ does not 
contain column unit vectors or parallel columns. 
Assume by pivots in R’ of [II A ‘1 and column exchanges we can convert 
[II A’] to [II A2], where A2 is the matrix 
(30.23) 
Suppose we delete row x from A’. Since row x is labelled con if labelled at 
all, the new matrix is regular, and we may apply induction by declaring the 
row y to play the role previously assumed by row X. 
Thus we only need to produce A* of (30.23) from A’ of (30.20). Let mj 
be the number of l’s in row i of the submatrix Q1 of A’, and m be the 
maximum of the mi, say achieved by row y of Q1. We induct on m. If 
m = 1 Y,l, we are done. Otherwise there must be another row z of Q1 whose 
support is not properly contained in that of row y of Q1 since otherwise A’ 
contains a column unit vector. In BG(R’), find a shortest path from node 
y to the nodes z E X2 observing the just described condition. Such a path 
must exist since BG(R’) is connected, and thus A’ is of the form : ,,YI i Y2 I --- 
X 1’ 0 - _--_ 
f 
Y 1 --- 
0 
Xl 
J 
z m :p, . . --- 1 O/l 1 1 me- - m-_-d O/I (30.24) 
582b/S5/2-12 
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By pivots on the circled entries we obtain the case depicted below where 
the path has just two edges. 
(30.25) 
The labels (if any) of Y, have not been affected by the pivots. If the subvec- 
tor d in row z contains only l’s, then the form of that row permits us to 
invoke induction. If the subvector d contains only O’s, we pivot one more 
time on the circled 1 and once more can invoke induction. If d contains a 
0 and a 1, then the rows x, y, and z, the column WE Y,, and a suitably 
selected subset Y, 5 Y, define the submatrix 
- 
__ Y,CY,lwl 
xl110 
YllOl 
,z, tu 10 1 1 
(30.26) 
The matrix of (30.26) represents the Fano matroid. But this is not possible 
as follows. First, a regular matroid cannot have a Fano minor. Second, in 
the almost regular case the assumption of the 2k 2 4 columns of Y, with de1 
labels and the fact that ) P,I = 3 imply that a column of Y, - Yt, is labelled 
del; thus the matrix of (30.25) minus that column is regular. 
It is easy to see that the above proof yields a polynomial time algorithm. 
In the ternary and almost binary case, the submatrix W with incorrect 
determinant has at least 2k l’s in some row since 2k > 4 entries of the con 
row x are l’s residing in del columns and thus are part of W. 1 
Suppose now we carry out the earlier construction producing a binary 
matrix A’ of (30.16), where B has a row with at least four 1’s. Declaring 
that row to be x, we then use the polynomial time algorithm of 
Theorem 30.19 to find a (0, 1 } ternary and almost binary matrix A 
containing a minimal non-t.u. matrix W with at least 2k 24 l’s in some 
row. By Theorem 28.9(iv), the matrix A is balanced, i.e., A has no square 
submatrix of odd order with exactly two l’s in each row and in each 
column. We thus have proved the following corollary of Theorem 30.19. 
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COROLLARY 30.21. Every 3-connected almost regular matroid different 
from F, and FT has a binary standard representation matrix A that is 
balanced and not t.u., and that can be determined from any given representa- 
tion matrix for the matroid in polynomial time. 
Since there are an infinite number of 3-connected almost regular 
matroids, an easily proved fact, Corollary 30.27 thus establishes a construc- 
tion of an infinite class of balanced (0, 1) matrices that are not totally 
unimodular. Each matrix of that class is 3 connected according to the 
definition of that term in Part V. 
Balanced matrices induce desirable integrality properties when they 
occur as constraint coefficient matrices of certain linear programs (see 
[2, 16, 381). Note that any matrix A produced by the algorithm of 
Theorem 30.19, is not just balanced, but that the unique minimal non-t.u. 
W is known to have a row with at least 2k B 4 1’s. The main theorem of 
[38] then implies the following corollary. 
COROLLARY 30.28. Let A be any (0, 1 } matrix constructed by the 
method described above, and W be the unique minimal non-t.u. submatrix of 
A. Define Ii to be the number of l’s in row i of W, and 1 to be the maximum 
of the Ii. Denote by J any matrix obtained from an identity matrix by 
replacing some + l’s by - 1’s. 
Then for any J and any integral vector b, 0 Q b G (I- 1) .I, the polyhedron 
(sI[AIJ]s=b, s > 0} has only integral vertices. 
In the last section we show that the con and de1 labels introduced in 
Section 27 are essential for the results of this part. 
3 1. IMPORTANCE OF THE CON AND DEL LABELS 
The reader surely has wondered whether or not the con and de1 labels 
introduced in Section 27 are needed for the derivation of the results. 
Specifically, suppose one defines a nonregular matroid to be nearly regular 
if for any element z, at least one of the minors M/z and M\z is regular. 
Could one then derive the results of Part VI and of this part via nearly 
regular matroids‘? The answer is “yes,” of course. A better answer would be 
“yes, but with complications,” as we shall demonstrate in this section. 
First and foremost, the con and de1 labels and the related conditions of 
(29.1) were of considerable help in the formulation and proof of the main 
Theorem VI.21.6 of Part VI. But a switch from labelled almost regular 
matroids to unlabelled nearly regular matroids entails complications that 
go beyond conceptual or computational convenience. Clearly an almost 
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regular matroid becomes upon removal of the con and del labels a nearly 
regular matroid. However, the converse is not true, i.e., there are nearly 
regular matroids that cannot be turned into almost regular matroids by 
addition of appropriate con and de1 labels. For example, the binary matrix 
(31.1) 
defines a nearly regular matroid M(A). By simple checking we see that in 
any labelling of M(A), the elements a, d, h, i, and j must receive a con label, 
while the element e must be labelled del. But then each element of the 
triangle {a, d, h} has a con label, so the parity condition (29.1.4) is already 
violated. 
But why should we demand the parity condition? Specifically, suppose 
we do use con and del labels with the accustomed interpretation as a 
computational aid, but do not enforce the parity condition. For once, we 
then lose the attractive relationships connecting the c.t.u. matrices with the 
ternary and almost binary matroids and with the almost regular matroids, 
as described by Theorem 29.3. One might argue that Theorem 29.3 should 
therefore be replaced by some other reasonable result. But there are other 
pitfalls beyond the loss of that theorem. For example, suppose for a given 
labelled and nearly regular matroid A4 we permit introduction of new con 
(del) elements parallel to (in series with) con (de/) elements of A4 as before. 
Furthermore, we allow triangle/triad exchanges. For the moment let us 
leave unanswered the question of the relabelling after a triangle/triad 
exchange. 
For example, we may label the matrix producing the Fano matroid (see 
29.11) with just con labels, and thus may append 
parallel column vectors to obtain the matrix 
I 
'gf el 
1011101 
A’= 1101110 m 0111011 
to that matrix three 
(31.2) 
where again all rows and columns are labelled con. Note that A4(A”) is 
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nearly regular. Next we replace the triangle of M(A”) defined by the 
columns e, f, and g of A0 by a triad, obtaining 
Z 
--- 
(31.3) 
But then both M(A’)/z and M(A’)\z are not regular, so M(A’) is not 
nearly regular. Thus triangle/triad exchanges should be somehow restricted 
to prevent this undesirable situation. 
In summary, the nearly regular matroids do not exhibit several attractive 
properties of the almost regular matroids. One may, of course, place some 
restrictions on the nearly regular matroids to avoid the shortcomings 
demonstrated above. But then one might just as well adopt the con and 
del labels and the conditions of (29.1), and in the process inherit the 
conceptual and computational advantages associated with them. 
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