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ど幅広いシーンに適用できる．この手法では，3次元シーンモデルを Layered Depth Image[70]































































from motion (SFM)と呼ばれる手法に基づき 3次元モデルを生成する手法が多く提案されてい
































Shape from Shadingと呼ばれる手法 [86, 69]では，モデリング対象を画像中のオブジェクト
に限定し，その表面の陰影から 3次元形状を復元している．また，オブジェクトの表面の模







易な 3次元シーンを生成している．この 3つの大きな領域を推定するために，領域分割 [27]
によって得られた小さな均質領域 (スーパーピクセル)を機械学習したパラメータにもとづき
統合していくことアプローチを提案している．この手法はその後の研究で，3次元構造の大ま
かなラベリング [32, 34]や遮蔽された物体境界の復元 [35]などに応用されている．また，Liu
ら [50]は入力画像を空や道路，木，建物など，より多種類の領域に分割し，この領域情報と















































図 2.3: 画像中のオブジェクトの 3次元モデリング．






















案されている．この手法は Tour Into the Pictureと呼ばれ，本論文の 3章で述べる手法はこの
研究の着眼点にもとづいている．
ධຊᑡ ධຊከ




䞉Single view modeling [85]
䞉Photo editing [57]










図 2.4: 1枚の画像を入力とした 3次元シーンの生成に関する手法の分布．
13
Tour Into the Picture




指定する (図 2.2.2)．これにもとづき入力画像は「床」「右壁」「左壁」「後壁」「天井」の 5つ








































































































































入力画像のスクリーン座標の原点P0を (x0; y0)，境界線上で最も y座標が大きな頂点PM
を (xM ; yM )とし，ワールド座標系におけるP0, PM をそれぞれ (x00; y00; f); (x0M ; y0M ; f)とす
ると，その同次座標P00, P0M は以下のように表される．
P00 : (x00; y
0






M ; f; wmin)
ここで wminとは十分に小さな正の値であり，本システムでは 0:2としている．この 2点を基
準として入力画像の地面領域の各頂点 Pi(xi; yi)が以下のように算出される．






(yM   y0)wmin + 1 
(yi   y0)







(a) 2次元画像 (b) 3次元モデル

















ここで，U は未知領域，Oは画像中の U 以外の領域，o; uはそれぞれ Oと U に含まれる画
像パッチ，Noは Oのパッチ数を表している．また，Dはパッチ間の Lab空間における SSD






jjCi  Cj jj2 (3.3)
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クセル）に分割される（図 3.4(b)）．この領域分割のために，我々は Comaniciuらの手法 [22]




































本システムによる前景物抽出結果を図 3.6に示す．入力画像のサイズは 800× 600ピクセルで
ある．提案手法のユーザ入力に対する最適化処理時間は約 0.41秒であった．また，ユーザの作
業時間も含めて前景物抽出にかかった時間は，商用の画像編集ツールであるAdobe Photoshop















































P0 : (x0; y0; f) P1 : (x1; y1; f)
P2 : (x2; y2; f) P3 : (x3; y3; f)
ここで，画像の左下Poの同次座標として (xo; yo; f; 1)，Pbackの 3次元モデル上の頂点P0back
の同次座標として (xback; yback; f; wmin)が与えられると，式 3.1からそれぞれの頂点は以下の
ように定まる．
P00 : (x0; y0; f; w0) P01 : (x1; y1; f; w1)


































































図 3.9: Zhangらの手法による 3次元シーンモデルの生成 [85]．
出典：Single View Modeling of Free-Form Scenes[85]
















(b) Hoiemらの手法 [31] (c) Horryらの手法 [36]






(b) Hoiemらの手法 [31] (c) Horryらの手法 [36]








装し，Intel Core i7 620M ( 2.67GHz, 4.00GB RAM )とNVIDIA Quadro NVS 3100Mグラフィッ
クカードが搭載された PC上で実行した．使用した画像のサイズは全て 0.5から 1.0メガピク
セルの範囲内である．
3.4.2 結果の考察











































































Texture Depth map 3D layer
(a)前景レイヤ
Texture Depth map 3D layer
(b)背景レイヤ
(c) Layered Depth Image















































































ユーザが異なるデプス値をもつL本のストロークを入力したとして，ストローク l(= 1; 2; :::; L)








dist(Sj ; Sk) (4.1)






ここで C(Sj ; Sk)はスーパーピクセル Sj と Sk をつないだ経路，Sxと Sy は経路上の隣接し





kcs   ctk2 (4.3)






















































dp = 0 over 
; with dpj@
 = d 0p ; (4.9)
ここで d 0p は境界条件として固定されたデプス値である．まず 3つ以上の異なるデプス値をも
45
(a)デプスの固定 (b)ピクセル単位のデプスマップ


















Es = wdEd + wiEi (4.10)
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セルを「未知」として分類することで Trimapを生成する（図 4.8(b)）．この Trimapをもとに
測地距離ベースのバイナリラベリング [9]によって遮蔽領域が抽出される（図 4.8(c)）．
47

































算に 0.01秒，エネルギー最適化に 0.02秒，ピクセル単位のデプス計算に 0.2秒，不連続箇所


































れに対し，Chenらの手法と Liらの手法はそれぞれ 1分と 2.5秒程度の時間がかかった．エネ
ルギー最適化ベース手法であるWangらの手法はMatlabを用いた実装で約 10秒の時間がか
かった．Chaurasiaらの手法の計算時間は，デプス入力を含むスーパーピクセルの数に依存す




















(a) [18] (b) [47] (c) [75] (d) [14] (e) Ours





























































これは 2次元画像だけでなく 3次元映像にオブジェクトを挿入する研究も行われている [52]．

































































































[Ip 6= Iq] B(Ip; Iq) (5.1)




B(Ip; Iq) = exp( kIp   Iqk
2
22
)  dist(p; q) 1 (5.2)












































図 5.4: 顕著性マップの計算. (a)顕著性はバウンディングボックスと交差するスーパーピクセ
ル（黒）とその中のスーパーピクセル（灰色）から (b)計算される．
ここで ds(ri; rj)は riと rjの重心距離であり，ds(ri; b)はガイド線とスーパーピクセル riとの








0) =   log (Pr(Ipjobj)S(Ip)) (5.4)
Rp(`back








(a) Input (b) [37] (c) [84] (d) [5] (e) [20] (f) [76] (g) [61] (h)提案手法























(a) Photoshop (b) GrabCut (c)領域分割と GrabCut (d)提案手法











5.4.1 Natural Shadow Matting
Wuらが提案した Natural Shadow Matting[78]では，目に入る光は反射率と照明光の積で決
まるという Retinex理論に基づき，シーン画像 I を影マット と非影画像 F の積 I = F と
して定義し，これを解くことで影を除去した画像と影マットを生成している．この手法では，
まずユーザが「影領域」「非影領域」「未知領域」「除外領域」から構成される quad mapを生成





図 5.7: 影の抽出と合成．(a) 影をそのまま移動すると，移動先の地面の色と影の色が合わな
い．これに対し，(b)本システムではあらかじめ影マットを抽出しておき，移動先の地面に合
成することで，自然な影の移動を実現している．














(a) (b) (c) (d)
(e) (f) (g) (h)

















なり順が決定される．また，オブジェクト iの画像上の高さ h0iはHoiemらの手法 [33]にもと






v0 v0i と表すことができる．上記 2式から ycを消すことで次式を得ることができる．
h0i =
v0   v0i






































































































































dmax   dmin (d  dmin) + min (5.10)
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最も高いパッチ座標Nearest Neighbor (NN)に変換する関数として定義されるNearest Neighbor











が f(x1; y1)とすると，その隣接するピクセル (x1 + 1; y2)の NNは f(x1 + 1; y2)である場合
が多い．この性質を利用して，既に計算されたNNである f(x  1; y)と f(x; y  1)を用いて
f(x; y)を更新する．つまり，(x; y)における現在のオフセット f(x; y)を f(x   1; y) + (1; 0)
と f(x; y  1)+ (0; 1)のパッチと類似度を比較して，より類似しているパッチ座標を (x; y)に
割り当てる．これは画像の左上から順に水平走査で行われ，それが終わると次に右下から順
に水平走査で行われる．








ui = v0 + w
iRi (6.1)
ここで，wとは最大探索半径，は探索範囲の固定比率，Riは [ 1; 1]  [ 1; 1]のランダム
値である．
表 6.1は PatchMatchアルゴリズムと kd-treeを用いた approximate nearest neighbor matching
を比較したものである．kd-treeに対し，PatchMatchでは計算速度が約 20倍から 100倍向上
し，メモリー使用量は 1/20以下に抑えられていることがわかる．
表 6.1: PatchMatchと kd-treeによる approximate nearest neighbor matchingの比較．
Megapixels Time [s] Memory [MB]
PatchMatch　　 kd-tree PatchMatch　　 kd-tree
0.1 0.68　　　　　　 15.2 1.7　　　　　　 33.9
0.2 1.57　　　　　　 37.2 3.4　　　　　　 68.9
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