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Abstract
The aim of this paper is to discuss the role of hypergeometric functions in function spaces and to prove some new
results for these functions. The -rst part of this paper proves results such as monotone, convexity and concavity properties
of sums of products of hypergeometric functions. The second part of our results deals with the space A of all normalized
analytic functions f, f(0)= 0=f′(0)− 1, in the unit disk  and the subspace
R()= {f∈A: ∃ ∈R such that Re ei(f′(z)− )¿0; z ∈}:
For f∈A, we consider integral transforms of the type
V
(f)=
∫ 1
0

(t)
f(tz)
t
dt;
where 
(t) is a real valued nonnegative weight function normalized so that
∫ 1
0 
(t)= 1. We obtain conditions on  and
the function 
 such that V
(f) takes each member of R() into a starlike function of order ; ∈ [0; 1=2]. These results
extend and improve the earlier known results in these directions. We end the paper with an open problem. c© 2002
Elsevier Science B.V. All rights reserved.
MSC: 30C45; 33−02; 33C05; 33C15
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1. Introduction and main results
The familiar hypergeometric function de-ned by the series
2F1(a; b; c; z) :=F(a; b; c; z)=
∞∑
n=0
(a; n)(b; n)
(c; n)(1; n)
zn; (1.1)
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is analytic in the unit disc = {z: |z|¡1}. It arises naturally in the study of second order linear
diCerential equations with regular singular points. In (1.1), (a; 0)=1 for a =0 and the rising factorial
notation
(a; n)= a(a+ 1) · · · (a+ n− 1)= (a+ n)
(a)
; n¿ 1;
is used. To avoid division by 0, the parameter c in (1.1) should be neither 0 nor a negative integer.
If a or b is 0 or a negative integer, then the power series reduces to a polynomial. The theory of
hypergeometric functions has found many applications and generalizations [4,6,7,19,20,31,50] and
the study of this theory acquired an independent status, see for more detail the recent book [6].
Until recently, there have been few attempts to look at the interconnectivity of the special functions
with geometric function theory. The use of hypergeometric functions in the proof of the Bieberbach
conjecture by de Branges has given function theorists a renewed interest to study the role of special
functions. We use certain basic facts about hypergeometric functions (see e.g. [6,24,48,51]). These
are the Euler representation
F(a; b; c; z)=
(c)
(b)(c − b)
∫ 1
0
tb−1(1− t)c−b−1(1− tz)−a dt (Re c¿Re b¿0);
the beta function formula
B(a; b)=
(a)(b)
(a+ b)
=
∫ 1
0
tb−1(1− t)a−1 dt (Re a¿0;Re b¿0)
and asymptotic behaviour of F(a; b; c; z) near z=1:
F(a; b; c; 1)=
(c)(c − a− b)
(c − a)(c − b)¡∞; Re c¿Re(a+ b);
lim
z→1−
F(a; b; a+ b; z)
log(1=(1− z)) =
1
B(a; b)
; Re c=Re(a+ b);
lim
z→1−
F(a; b; a+ b; z)
(1− z)c−a−b =
B(c; a+ b− c)
B(a; b)
=
(c)(a+ b− c)
(a)(b)
; Re c¡Re(a+ b):
The particular case c= a+b is called zero-balanced. When z= x; x∈ (0; 1), cases for Re c6Re(a+
b) the above results have been extended and, in fact the results about the asymptotic approximation
have been improved in [2,45] (see also [7,12]).
Some of the results which also have impact on other areas such as number theory and algebraic
geometry, are related to the work of the Indian genius S. Ramanujan on hypergeometric functions.
The unpublished results of S. Ramanujan were edited with reconstructed proofs by Berndt (5 vol-
umes) in 1985–1996 and these results now become widely accessible. In this paper, we prove some
inequalities for hypergeometric functions of a real variable and study inclusion relations between
various subclasses of univalent functions. Some of our main results are Theorems 1.4, 3.8, 3.15 and
3.16. We now give some necessary preliminaries.
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Recall that the complete elliptic integrals of the -rst and second kind de-ned by the functions K
and E for r ∈ [0; 1) are
K(r)=

2
F
(
1
2
;
1
2
; 1; r2
)
=
∫ =2
0
d√
1− r2 sin2
;
E(r)=

2
F
(
−1
2
;
1
2
; 1; r2
)
=
∫ =2
0
√
1− r2 sin2 d
and their complements are de-ned by K′(r)=K(r′) and E′(r)=E(r′) where r2 + r′2 = 1. An
important property of these integrals is described by the Legendre relation
EK′ + E′K−KK′= 
2
and a generalization of this due to Elliott [22] is
F
(
1
2 + 
;− 12 − ; 1 + 
+ ; r
)
F
(
1
2 − 
; 12 + ; 1 + + ; 1− r
)
+F
(
1
2 + 
;
1
2 − ; 1 + 
+ ; r
)
F
(− 12 − 
; 12 + ; 1 + + ; 1− r)
−F ( 12 + 
; 12 − ; 1 + 
+ ; r)F ( 12 − 
; 12 + ; 1 + + ; 1− r)
=
(1 + 
+ )(1 + + )

(

+  + + 32
)

(
1
2 + 
) :
Clearly, the choice 
= = =0 gives the Legendre relation. Another natural generalization of the
Legendre relation was suggested in [3] by an L-function which we de-ne as follows:
Let a; b; c¿0, u(r)=F(a− 1; b; c; r), v(r)=F(a; b; c; r), and
L(a; b; c; r)= u(r)v(1− r) + u(1− r)v(r)− v(r)v(1− r); r ∈ (0; 1): (1.2)
In [3, Conjecture 3:16], Anderson et al. presented the following.
Conjecture 1.1. For a; b∈ (0; 1); a+ b6 1(¿ 1); L(a; b; c; r) is concave (convex) as a function of
r on (0; 1):
Motivated by this conjecture, Karatsuba and Vuorinen [30] proved the following results.
Theorem 1.2. Let a; b¿0. Then
(i) L(r) has only one extremum r=1=2;
(ii) For c¿b with a+ b¿1, or −1¡c =0¡b with a+ b¡1; we have L′(r)¿0 for r¿1=2 and
L′(r)¡0 for r¡1=2;
(iii) For −1¡c =0¡b with a+ b¿1, or c¿b with a+ b¡1; we have L′(r)¿0 for r¡1=2 and
L′(r)¡0 for r¿1=2.
In [30], Theorem 1.2 was stated for c¿0. However, from the proof of Theorem 1.2 it is
clear that the condition c¿0 can be replaced by 0 = c¿ − 1. Now, we recall another result
from [30].
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Theorem 1.3. Let a; b; c¿0.
(1) For c + 1¿ab=(a+ b+ 1);
(a) if c¿b; a+ b¿1 or c¡b; a+ b¡1; then L(a; b; c; r) is strictly convex,
(b) if c¿b; a+ b¡1 or c¡b; a+ b¿1; then L(a; b; c; r) is strictly concave.
(2) (a) L(a; b; c; r)¿0 for c¿b;
(b) L(a; b; c; r)¡0 for c¡b;
(c) L(a; b; b; r)=L(a; c; c; r)= 0.
(3) L(a; b; c; r) is constant for a+ b=1:
(4) L(a; b; c; 1=2) is the unique extremum of the function L(a; b; c; r):
We improve part (1) in Theorem 1.4 in the following way:
Theorem 1.4. Let a; b; c¿− 1 and let = (a; b)¿ 2 be de>ned by
(a; b)=min
{
p+
2(a+ b) + 3
p− 1 +
2ab
p(p− 1): p¿ 2
}
: (1.3)
We have
(i) if either c¿b with a + b¿1; or 6ab=(39 + 12(a + b) + 2ab) − 1¡c¡b with a + b¡1 then
L(r) is strictly convex for r ∈ (0; 1).
(ii) if either c¿b with a + b¡1; or ab=(a + b + 2 + ) − 16 c¡b with a + b¿1 then L(r) is
strictly concave for r ∈ (0; 1).
The proof of (2)–(4) in Theorem 1.3 is fairly simple and hence, we do not require details. In
Section 2, we give a simple proof of Theorem 1.2 but with the help of the outline given in [30].
We also provide a straightforward proof of Theorem 1.4. Further, it does not seem to be easy to
state the precise value for the right-hand side expression of (1.3) because of the fact that the terms
involved inside the brackets depend on a; b. However, for example, for all a; b¿0, it is easy to see
that
p+
2(a+ b) + 3
p− 1 +
2ab
p(p− 1)¿p+
2(a+ b) + 3
p− 1 ¿ 1 + 2
√
2(a+ b) + 3
and therefore (a; b)¿ 1+ 2
√
2(a+ b) + 3 is a lower bound for (a; b). Also, for a; b¿0, one can
obtain a lower bound for (a; b) by observing the fact that
p+
2(a+ b) + 3
p− 1 +
2ab
p(p− 1)¿p+
2ab
p(p− 1)¿ 3
(
ab
2
)1=3
+
1
2
:
2. Proofs of generalization of Legendre relation
Throughout this section, we let L(r)=L(a; b; c; r). Clearly, (1.2) can be rewritten as
L(r)= u(r)u(1− r)− V (r)V (1− r); (2.1)
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where
V (r)= v(r)− u(r) i:e:; v(r)=V (r) + u(r): (2.2)
The series expansion of the hypergeometric function gives
V (r) =F(a; b; c; r)− F(a− 1; b; c; r)
=
∞∑
n=1
(b; n)
(c; n)(1; n)
[(a; n− 1){(a+ n− 1)− (a− 1)}]rn
=
br
c
F(a; b+ 1; c + 1; r):
Moreover, the power series expansion of u(r) and v(r) imply that [3, Theorem 3:12(1), (2)]
r
du(r)
dr
=(a− 1)[v(r)− u(r)]= (a− 1)V (r) (2.3)
and
r(1− r)dv(r)
dr
=(a− c)V (r) + brv(r) i:e:; r(1− r)v′(r)= (a− c)V (r) + brv(r): (2.4)
DiCerentiating (2.1) we -nd that
L′(r)= u′(r)u(1− r)− u(r)u′(1− r)− V ′(r)V (1− r) + V (r)V ′(1− r): (2.5)
In view of (2.2) and (2.3), (2.4) yields that
r(1− r)V ′(r)= {1− c + (a− 1)r}V (r) + brv(r): (2.6)
Using the derivative formulas (2.3) and (2.6), we can rewrite (2.5) as
L′(r) =
{
(a− 1)V (r)
r
}
u(1− r)− u(r)
{
(a− 1)V (1− r)
1− r
}
−
{
V (r)[1− c + (a− 1)r] + brv(r)
r(1− r)
}
V (1− r)
+V (r)
{
V (1− r)[1− c + (a− 1)(1− r)] + b(1− r)v(1− r)
r(1− r)
}
:
Using the fact that u(r)= v(r)− V (r), we can simplify the last equality to obtain
r(1− r)L′(r)= (a+ b− 1)[(1− r)v(1− r)V (r)− rv(r)V (1− r)]
or equivalently,
L′(r)= (a+ b− 1)
[
v(1− r)V (r)
r
− v(r)V (1− r)
1− r
]
:
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Since V (r)= (b=c)rF(a; b+1; c+1; r), the last equation for L′(r) can be rewritten in the following
convenient form
L′(r) =
(a+ b− 1)b
c
[F(a; b+ 1; c + 1; r)F(a; b; c; 1− r)
−F(a; b; c; r)F(a; b+ 1; c + 1; 1− r)]: (2.7)
This form of representation helps us to get the proof of Theorems 1.2 and 1:4.
Proof of Theorem 1.2. Using the power series representation of the hypergeometric functions in-
volved in (2.7) we obtain
L′(r)= (a+ b− 1)
∑
k;l¿0
[Bk;l − Bl;k]rk(1− r)l;
where
Bk;l =
b
c
(a; k)(b+ 1; k)
(c + 1; k)(1; k)
(a; l)(b; l)
(c; l)(1; l)
and, by the de-nition of the ascending factorial notation, we see that
Bk;l − Bl;k =(c − b)
[
(a; k)(b; k)
(c; k + 1)(1; k)
(a; l)(b; l)
(c; l+ 1)(1; l)
(k − l)
]
:= (c − b)Ak;l; say:
Therefore, we -nd that
L′(r) = (a+ b− 1)(c − b)
∑
k;l¿0
Ak;lrk(1− r)l
= (a+ b− 1)(c − b)
∑
l¿0
(∑
k¿l
+
∑
k¡l
)
Ak;lrk(1− r)l
= (a+ b− 1)(c − b)
∑
l¿0
∑
k¿l
Ak;l{rk(1− r)l − rl(1− r)k}:
Now, for k¿l, we obtain
rk(1− r)l − rl(1− r)k = rl(1− r)l[rk−l − (1− r)k−l]
= rl(1− r)l(2r − 1)
k−l∑
n=1
rk−l−n(1− r)n−1;
which shows
L′(r)


=0 for all r=1=2;
¿0 for all 0¡r¡1=2 and for (a+ b− 1)(c − b)¡0;
¿0 for all 1=2¡r¡1 and for (a+ b− 1)(c − b)¿0;
¡0 for all 0¡r¡1=2 and for (a+ b− 1)(c − b)¿0;
¡0 for all 1=2¡r¡1 and for (a+ b− 1)(c − b)¡0;
and the proof is complete.
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Remark 2.1. It is easy to see that
bF(a; b+ 1; c + 1; r)= cF(a; b; c; r)− (c − b)F(a; b; c + 1; r):
In fact, the last identity is clear if we compare the coeKcients of rn on both sides of it. Substituting
this value of bF(a; b+1; c+1; r) and the corresponding value for bF(a; b+1; c+1; 1− r) in (2.7),
we -nd that (2.7) is equivalent to
L′(r)=
(a+ b− 1)(c − b)
c
[F(a; b; c; r)F(a; b; c + 1; 1− r)− F(a; b; c + 1; r)F(a; b; c; 1− r)]:
It is interesting to point out that if a+b=1, then L′(r)= 0 for all r ∈ (0; 1) so that L(a; 1−a; c; r)
is constant. However, it is proved in [3, Corollary 3.13(5)] that
L(a; 1− a; c; r)= 
2(c)
(c + a− 1)(c − a+ 1)
which is clearly a generalization of the Legendre relation.
Proof of Theorem 1.4. DiCerentiating (2.7), we -nd that
L′′(r) = (a+ b− 1)
[
ab(b+ 1)
c(c + 1)
{F(a+ 1; b+ 2; c + 2; r)F(a; b; c; 1− r)
+F(a; b; c; r)F(a+ 1; b+ 2; c + 2; 1− r)}
− ab
2
c2
{F(a; b+ 1; c + 1; r)F(a+ 1; b+ 1; c + 1; 1− r)
+F(a+ 1; b+ 1; c + 1; r)F(a; b+ 1; c + 1; 1− r)}]
= (a+ b− 1)
∑
k;l¿0
[(Ck;l + Cl;k)− (Dk;l + Dl;k)]rk(1− r)l;
where
Ck;l =
ab(b+ 1)
c(c + 1)
(
(a+ 1; k)(b+ 2; k)
(c + 2; k)(1; k)
)(
(a; l)(b; l)
(c; l)(1; l)
)
and
Dk;l =
ab2
c2
(
(a; k)(b+ 1; k)
(c + 1; k)(1; k)
)(
(a+ 1; l)(b+ 1; l)
(c + 1; l)(1; l)
)
:
Again, by the de-nition of the ascending factorial notation, it is easy to see that
(Ck;l + Cl;k)− (Dk;l + Dl;k)= (a; k)(b; k)(c; k + 2)(1; k)
(a; l)(b; l)
(c; l+ 2)(1; l)
[E(k; l) + E(l; k)]
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with
E(k; l) = (a+ k)(b+ k)(b+ k + 1)(c + l)(c + l+ 1)
−(a+ k)(b+ l)(b+ k)(c + l+ 1)(c + k + 1)
= (c − b)(a+ k)(b+ k)(c + l+ 1)(k − l+ 1)
so that
E(k; l) + E(l; k) = (c − b)[(k − l){(a+ k)(b+ k)(c + l+ 1)− (a+ l)(b+ l)(c + k + 1)}
+ {(a+ k)(b+ k)(c + l+ 1) + (a+ l)(b+ l)(c + k + 1)}]
= (c − b)F(k; l);
where
F(k; l) = (k − l)2{(c + 1)(k + l) + (c + 1)(a+ b) + lk − ab}
+ {(a+ k)(b+ k)(c + l+ 1) + (a+ l)(b+ l)(c + k + 1)}:
Therefore, we have
L′′(r)=
(a+ b− 1)(c − b)
c2(c + 1)2
∑
k;l¿0
(
(a; k)(b; k)
(c + 2; k)(1; k)
(a; l)(b; l)
(c + 2; l)(1; l)
)
F(k; l)rk(1− r)l:
We claim that F(k; l)¿0 for all k; l¿ 0, under the hypotheses. For this we -rst observe that, as
F(k; l) is symmetric over k and l, it suKces to assume that k¿ l. Clearly for k = l, we have
F(k; k)¿0 and therefore, we can assume that k = l + p, p¿ 1. Also, F(l + p; l) is clearly an
increasing function of l so that F(l+ p; l)¿F(p; 0), where
F(p; 0)= (c + 1)p3 + ((c + 1)(a+ b+ 1)− ab)p2
+ ((c + 1)(a+ b+ 1) + ab)p+ 2(c + 1)ab:
Therefore, since F(1; 0)¿0, it suKces to show that F(p; 0)¿ 0 for all p¿ 2.
If c¿b, then it is clear that each of the coeKcients of the polynomial is positive and therefore,
F(p; 0)¿0 for all p¿ 2. This observation suggests to look at the remaining cases.
Case 1: Let a+b¡1 and −1¡c =0. First, we observe that the inequality F(p; 0)¿ 0 is equivalent
to
c + 1¿ ab(p); (2.8)
where
(p)=
p2 − p
p3 + (a+ b+ 1)p2 + (a+ b+ 1)p+ 2ab
; p¿ 2:
It can be easily seen that the function  satis-es the condition (p)¡(3) for every p¿ 2. It is a
simple exercise to verify this inequality for p=2; 4; 5; 6. For p¿ 7, we write the equivalent form
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of (p)¡(3) as
 (p)= 6p3 + [6− 6(a+ b)− 39− 2ab]p2 + [45 + 18(a+ b) + 2ab]p+ 12ab¿ 0:
Clearly, to verify this inequality for p¿ 7, it suKces to replace p3 by 7p2 (since p3¿ 7p2) and
use the fact that a+ b¡1 and ab¡1. Thus, if we replace p3 by 7p2, then the resulting equation is
clearly positive. Thus,
c¿(3)=
6ab
39 + 12(a+ b) + 2ab
− 1;
is a suKcient condition for F(p; 0)¿0 for all p¿ 1.
Case 2: Let a+ b¿1 and −1¡c =0. Note that
1
(p)
= a+ b+ 2 + p+
2(a+ b) + 3
p− 1 +
2ab
p(p− 1) ; p¿ 2:
By (1.3), we have
p+
2(a+ b) + 3
p− 1 +
2ab
p(p− 1)¿ (a; b)¿ 2; p¿ 2
so that (p)¿ 1=(a+ b+ 2 + ) and the theorem follows.
3. Mapping properties
Let H denote the space of all analytic functions in the unit disk = {z ∈C: |z|¡1} with the
topology of uniform convergence on compact subsets and denote by A the subspace of H with the
usual normalization f(0)=f′(0)− 1=0. The class A has been studied extensively, together with
its subclass of univalent (schlicht) functions, denoted by S. See the books [21,28,29,35,36] and the
bibliography of Bernardi [14]. The remarkable result of de Branges [15] shows that for each n¿ 2
f(z)= z +
∞∑
n=2
anzn ∈S ⇒ |an|6 n
settling a conjecture of L. Bieberbach from 1916 and the proof of this conjecture relies on hyperge-
ometric functions. One of the fundamental questions in the theory of univalent functions is to ask
for coeKcient univalence criteria, that is, results converse to the de Branges theorem.
Problem 3.1. Find conditions on the Maclaurin coe@cients an of f∈A that ensure the membership
of f in S and also f in some of its interesting subclasses.
We now give a brief outline of the known results on Problem 3:1. Along with the classes A and
S several subclasses of S have been widely studied. Two such subclasses are
K()=
{
f∈A |Re
(
1 +
zf′′(z)
f′(z)
)
¿; z ∈
}
; ¡1;
S∗()=
{
f∈A |Re
(
zf′(z)
f(z)
)
¿; z ∈
}
; ¡1:
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These classes are called convex of order  and starlike of order , respectively. If =0 these
classes are called just convex and starlike and denoted by K and S∗, respectively. The names of
the classes K and S∗ correspond to the geometric properties of the image domains of the functions
in these classes (see [21, p. 41, Theorem 2:10 and p. 42, Theorem 2:11] and [28, p. 111, Theorem
1]). Given a convex function g∈K and ¡1, set
Cg()=
{
f∈A | ∃ ∈R such that Re
(
ei
f′(z)
g′(z)
)
¿; z ∈
}
: (3.2)
Now, Cg(0) ≡ Cg is the class of functions close-to-convex with respect to g. Let C= {Cg: g∈K}
denote the class of all close-to-convex functions. The strict inclusions
K S∗  C S (3.3)
hold [21,28]. For ¡1, we also introduce the class
P()= {p∈H: ∃ ∈R such that p(0)= 1; Re[ei(p(z)− )]¿0; z ∈}
and de-ne
R()= {f∈A: f′(z)∈P()}:
For 06 ¡1, we have that R() is included in C, but not in S∗, and neither is the smaller class
R(). The question about inclusion of R() (with =0) in S∗ was raised by ZmoroviNc [52], and
settled in the negative through an example by Krzyz˙ [33].
The well-known univalence criteria for functions f∈A can be divided roughly into two diCerent
types (for an extensive survey of univalence results, see [8–10]). The results of the -rst type give
various suKcient conditions for f∈A to be a member in one of the classes K;S∗, C and such
functions will be clearly univalent in view of (3.3). There are also studies pertaining to individual
special functions and their membership in these classes.
The theorems of the second type give univalence criteria not in terms of the Maclaurin coeKcients
but in terms of conditions involving the Schwarzian derivative
Sf(z)=
d
dz
(
f′′(z)
f′(z)
)
− 1
2
(
f′′(z)
f′(z)
)2
;
such as Nehari’s condition
|Sf(z)(1− |z|2)2|6 2; |z|¡1;
or f′′(z)=f′(z) such as Becker’s condition (see [13,36])
(1− |z|2)
∣∣∣∣f′′(z)f′(z)
∣∣∣∣¡1; |z|¡1;
or some other quantities such as Epstein’s [23] univalence criteria, a generalization of the last two
criteria. There are many more important results of this type e.g. those due to Anderson and Hinkkanen
[5], Chuaqui and Osgood [17] and see also [18]. It is clear that the above two univalence criteria
impose constraints on the coeKcients an. On the other hand, we do not know any conditions on the
coeKcients that would imply one of these conditions to become valid.
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Our second problem deals with the stability of the subclasses of S under a small perturbation.
Observe -rst that condition (3.2) measures the nearness of f and g: f∈Cg means that f is in some
sense close to g and, in particular, f∈Cf: Thus, a re-ned version of Problem 3:1 is the following
one.
Problem 3.2. Given a convex function g >nd su@cient conditions for f∈A to be in Cg in terms
of the coe@cients of the Maclaurin series of f and g.
Many results on Problem 3:2 follow from the work of Ozaki [34]. More recently, Ponnusamy
[38] extended the results of Ozaki [34] and proved the following interesting theorems which contain
results concerning certain monotone conditions on the coeKcients an when these coeKcients are real
and nonnegative. Ozaki’s results are the case =0 and =0 in Lemma 3.3.
Lemma 3.3. Let f(z)= z +
∑∞
n=2 anz
n. Then we have the following:
(i)
∑
n¿1 |nan − (n+ 1)an+1|6 (1− ) cos  implies that f∈C(; g) with g(z)= z=(1− z).
(ii)
∑
n¿1 |(n− 1)an−1 − 2nan + (n+ 1)an+1|6 (1− ) cos  implies that f∈C(; g) with g(z)=
z=(1− z)2.
(iii)
∑
n¿1 |(n−1)an−1− (n+1)an+1|6 (1−) cos  implies that f∈C(; g) with g(z)= z=(1−z2).
(iv)
∑∞
n=1 |(n − 1)an−1 − nan + (n + 1)an+1|6 (1 − ) cos  implies that f∈C(; g) with g(z)=
z=(1− z + z2).
An important subclass of A is described in the following classical result of FejQer [25] which
deals with the case g(z)= z.
Lemma 3.4 (FejQer [25]). Let {an} be a sequence of nonnegative real numbers such that a1 = 1;
and that for n¿ 2 the sequence {an} is a convex decreasing; i.e. 0¿ an+2 − an+1¿ an+1 − an; for
all n∈N. Then Re{∑∞n=1 anzn−1}¿1=2 for all z ∈.
We remark that the g’s in Lemmas 3.3 and 3.4 are associated with the functions from the set
given by{
z;
z
(1± z)2 ;
z
1± z ;
z
1± z2 ;
z
1± z + z2
}
and these are the only functions in S having integer coeKcients in the power series expansion of
f∈S (see [27]). We remark that each of these functions maps the disc  onto a starlike domain.
Further, FejQer [25] proved the following coeKcient criteria for starlike functions.
Lemma 3.5 (FejQer [25]). Let {an} be a sequence of nonnegative real numbers such that a1 = 1;
and that; for n¿ 1; the quantities
an := nan − (n+ 1)an+1 and a2n := nan − 2(n+ 1)an+1 + (n+ 2)an+2
are nonnegative. Then f(z)=
∑∞
n=1 anz
n is starlike in .
310 R. Balasubramanian et al. / Journal of Computational and Applied Mathematics 139 (2002) 299–322
Monotonicity of the sequence {an}; an =(a; n)(b; n)=((c; n)n!), was used in [2,45] to derive explicit
bounds for the asymptotic behaviour of F(a; b; c; x) near x=1. Several applications of the last three
lemmas to special functions were obtained in a series of papers in [38–40,46,47,42,43] (see also
[1]).
Recall that for two functions f(z)=
∑∞
k=0 akz
k and g(z)=
∑∞
k=0 bkz
k in H we de-ne the usual
Hadamard product, or convolution, of f and g as (f ∗ g)(z)=∑∞k=0 akbkzk : Note that H ∗H ⊂H
and A ∗A ⊂A: The Koebe function immediately shows that S ∗S is not included in S.
Consider integral transforms of the type
V
(f)=
∫ 1
0

(t)
f(tz)
t
dt; (3.4)
where 
(t) is a real valued nonnegative weight function normalized so that
∫ 1
0 
(t)= 1. Proper-
ties of this integral transform have been studied under suitable restriction on the 
-function, see
[26,40,41,11]. This interesting linear operator was also studied by Fournier and Ruscheweyh [26] to
solve a special problem when 
(t)= (1+ *)t*; *¿− 1, and the method used by them is the duality
theory developed mainly by Ruscheweyh (see [49]). We want to look at a more general integral
operator with this setting. For example, consider the convolution operator (see [39]) as taking the
convolution between functions f(z)=
∑∞
k=1 akz
k in A and a normalized hypergeometric functions
of the form zF(a; b; c; z):
Ha;b;c(f(z)) := [Ha;b;c(f)](z)= zF(a; b; c; z) ∗ f(z)= (c)(a)(b)
∞∑
n=0
(a+ n)(b+ n)
(c + n)(1 + n)
an+1zn+1:
Note that Ha;b;c(z=(1− z))= zF(a; b; c; z). For a=1, the Euler’s representation immediately gives
H1; b;c(f(z))=
(c)
(b)(c − b)
∫ 1
0
tb−1(1− t)c−b−1f(tz)
t
dt; Re c¿Re b¿0: (3.5)
In [16], Carlson–ShaCer studied this operator under certain restrictions on the parameters b; c. On the
other hand, the more general operator Ha;b;c(f) is well studied (see [39–41]). The simplest cases,
H1;1;2(f); H1;2;3(f) and H1; b;b+1(f), b¿0, are popularly known as Alexander, Libera and Bernardi
operators, respectively. It is well known that
H1;1;2(S) ⊂S; H1;2;3(S) ⊂S:
Here it is interesting to raise the following
Problem 3.6. Find the exact range of the triplets (a; b; c) so that Ha;b;c(S) ⊂S.
Partial answer for this problem is found in [38,39,47]. Now, we recall the following well-known
result from the work of Balasubramanian and Ponnusamy in [11].
Theorem 3.7 (Balasubramanian and Ponnusamy [11, Theorem 1.4]). Let b; c¿0 and *∈ [0; 1=2].
Suppose that b; c; * are related by any one of the following conditions:
(i) b∈ (0; 3] and c¿ b+ 1 with *=0;
(ii) b∈ (0; 2] and c¿ b+ 1 + 2* with *∈ (0; 1=2].
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If b;c is given by
b;c
1− b;c =−
(c)
(b)(c − b)
∫ 1
0
tb−1(1− t)c−b−1
[
1 + *− (1− *)t
(1− *)(1 + t) −
2*
(1− *)
log(1 + t)
t
]
dt;
then H1; b;c(R()) ⊂S∗(*).
Now, our aim is to give a more general form of Theorem 3.7. For this, we de-ne  by
(1− t)= 1 +
∞∑
n=1
bn(1− t)n;
where bn¿ 0 for each n¿ 1, and consider
Pa;b;c(f(z))=
∫ 1
0

(t)
f(tz)
t
dt with 
(t)=Ctb−1(1− t)c−a−b(1− t);
where C is a constant satisfying the condition that
∫ 1
0 
(t)= 1.
Theorem 3.8. Let a; b; c¿0; *∈ [0; 1=2]; 
(t) and (1−t) be de>ned as above. Suppose that a; b; c; *
are related by any one of the following conditions:
(i) b∈ (0; 3] and c¿ a+ b with *=0;
(ii) b∈ (0; 2] and c¿ a+ b+ 2* with *∈ (0; 1=2].
Suppose that = a;b;c is given by

1−  =−
∫ 1
0

(t)
[
1 + *− (1− *)t
(1− *)(1 + t) −
2*
(1− *)
log(1 + t)
t
]
dt:
Then; Pa;b;c(R()) ⊂S∗(*).
Remark 3.9. In the proof of Theorem 3.8, we observe that the condition of (1−t) can be weakened.
For instance, it suKces to assume that (1− t)¿0 and ′(1− t)¿ 0 on (0; 1).
The following Lemma is crucial in the proof of Theorem 3.8.
Lemma 3.10 (Ponnusamy and RHnning [41]). Assume - is integrable on [0; 1] and positive on
(0; 1). Assume further that
-(t)
(1 + t)(1− t)1+2* ;
is decreasing on (0; 1). If -(t)=
∫ 1
t 
(s) ds=s; and = (
) is given by

1−  =−
∫ 1
0

(t)
[
1 + *− (1− *)t
(1− *)(1 + t) −
2*
1− *
log(1 + t)
t
]
dt;
then we have V
(R()) ⊂S∗(*); 06 *6 1=2.
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The presence of the factor (1 − t) in Theorem 3.8 is important in the sense that special cases
give some interesting applications as we see in the following two corollaries. For example, a special
choice of (1− t) yields the following result which generalizes Theorem 3.7.
Corollary 3.11. Let a; b; c¿0 and *∈ [0; 1=2]. Suppose that a; b; c; * are related by any one of the
following conditions:
(i) b∈ (0; 3]; a∈ (0; 1] and c¿ a+ b with *=0;
(ii) b∈ (0; 2]; a∈ (0; 1] and c¿ a+ b+ 2* with *∈ (0; 1=2].
Suppose that = a;b;c is given by

1−  =−
(c)
(a)(b)(c − a− b+ 1)
∫ 1
0
tb−1(1− t)c−a−bF
(
c − a; 1− a
c − a− b+ 1 ; 1− t
)
×
[
1 + *− (1− *)t
(1− *)(1 + t) −
2*
(1− *)
log(1 + t)
t
]
dt:
Then; Ha;b;c(R()) ⊂S∗(*).
For the proof of the Corollary 3.11, we require the integral representation of Ha;b;c(f) in the
form (3.4). To get this, we let f(z)=
∑∞
k=1 akz
k and obtain
Ha;b;c(f(z))=
(c)
(a)(b)
∞∑
n=0
(a+ n)(b+ n)
(c + n)(1 + n)
an+1zn+1:
Now,
(a+ n)(b+ n)
(c + n)(1 + n)
=F(c − a; 1− a; c − a+ n+ 1; 1) (b+ n)
(c − a+ n+ 1)
=
∞∑
m=0
(c − a; m)(1− a; m)
(c − a− b+ 1; m)(1; m)
(
(b+ n)(c − a− b+ 1; m)
(c − a+ n+ 1; m)(c − a+ n+ 1)
)
=
1
(c − a− b+ 1)
∞∑
m=0
(c − a; m)(1− a; m)
(c − a− b+ 1; m)(1; m)
×
(
(b+ n)(c − a− b+ m+ 1)
(c − a+ n+ m+ 1)
)
=
1
(c − a− b+ 1)
∞∑
m=0
(c − a; m)(1− a; m)
(c − a− b+ 1; m)(1; m)
×
(∫ 1
0
tb+n−1(1− t)c−a−b+m dt
)
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and therefore, we can write
Ha;b;c(f(z)) =
(c)
(a)(b)(c − a− b+ 1)
∞∑
n=0
an+1
×
∫ 1
0
( ∞∑
m=0
(c − a; m)(1− a; m)
(c − a− b+ 1; m)(1; m)(1− t)
mtb−2(1− t)c−a−b(tz)n+1 dt
)
=
(c)((c − a− b+ 1))−1
(a)(b)
×
∫ 1
0
tb−2(1− t)c−a−bF
(
c − a; 1− a
c − a− b+ 1 ; 1− t
)
f(tz) dt;
where we assume that Re a¿0; Re b¿0, and Re(c+ 1)¿Re(a+ b). Hence, we have the following
integral representation of form (3.4)
Ha;b;c(f(z))=
∫ 1
0

(t)
f(tz)
t
dt
where

(t)=
(c)
(a)(b)(c − a− b+ 1) t
b−1(1− t)c−a−bF
(
c − a; 1− a
c − a− b+ 1 ; 1− t
)
:
Now, the proof of Corollary 3.11 is a consequence of Theorem 3.8 if we choose
(1− t)=F
(
c − a; 1− a
c − a− b+ 1 ; 1− t
)
and the constant C as
C =
(c)
(a)(b)(c − a− b+ 1) :
Corollary 3.12. Let a¿0; p¿ 1; *∈ [0; 1=2] and a; p; * be related by one of the following condi-
tions:
(i) a∈ (−1; 2] and p¿ 1 with *=0;
(ii) a∈ (−1; 1] and p¿ 1 + 2* with *∈ (0; 1=2].
Suppose that  is given by

1−  =−
(1 + a)p
(p)
∫ 1
0
ta(log(1=t))p−1
[
1 + *− (1− *)t
(1− *)(1 + t) −
2*
(1− *)
log(1 + t)
t
]
dt:
Then for f∈R(); the function 0p(a; z) ∗ f(z) de>ned by
0p(a; z) ∗ f(z)=
( ∞∑
n=1
(1 + a)p
(n+ a)p
zn
)
∗ f(z)= (1 + a)
p
(p)
∫ 1
0
(log 1=t)p−1ta−1f(tz) dt
belongs to S∗(*).
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Part (i) in Corollary 3.12 extends Theorem 2:3 in [32]. Indeed, the range of a obtained in [32] is
(−1; 1] whereas in our result it is (−1; 2]. Further, Part (ii) of Corollary 3.12 is new and it improves
Theorem 2:3 in [32]. Similarly, Corollary 3.11 extends and improves Theorem 2:4 in [32]. Moreover,
our method of proof is slightly diCerent from that of [32]. Several other properties of the integral
transform de-ned by 0p(a; z) ∗ f(z) have been obtained in [42].
Now, we consider another integral transform studied by Ponnusamy in [40] and by Ponnusamy
and RHnning in [41]. De-ne

(t)=


ta(1− tb−a)
b− a for b = a; a¿− 1; b¿− 1;
ta log(1=t) for all b= a; a¿− 1:
(3.6)
Since Gf(a; b; z) de-ned by
Gf(a; b; z)=
( ∞∑
n=1
(1 + a)(1 + b)
(n+ a)(n+ b)
zn
)
∗ f(z)
is symmetric in a and b, we can without loss of generality, assume b¿a in the cases where b = a.
That is we deal with the integral transform
V
(f)=Gf(a; b; z)=


(a+ 1)(b+ 1)
b− a
∫ 1
0
ta−1(1− tb−a)f(tz) dt; b¿a¿− 1;
(a+ 1)2
∫ 1
0
ta−1log(1=t)f(tz) dt; a¿− 1
and in this case, we have
Corollary 3.13. Let b¿−1; a¿−1; *∈ [0; 1=2] and a; b; * are related by any one of the following
conditions:
(i) a∈ (−1; 2]; b¿a with *=0;
(ii) a∈ (−1; 1]; 0¡b− a6 5=2 with *∈ (0; 1=2];
(iii) a∈ (−1; 2]; b= a with *=0,
(iv) a∈ (−1; 1]; b= a with *∈ (0; 1=2].
Suppose that 
(t) is de>ned by (3:6); and  is given by

1−  =−
∫ 1
0

(t)
[
1 + *− (1− *)t
(1− *)(1 + t) −
2*
(1− *)
log(1 + t)
t
]
dt:
Then for f∈R(); the function Gf(a; b; z)∈S∗(*).
Corollary 3.13 gives the precise information about the order of starlikeness of Gf(a; b; z) which is
discussed in Section 3 of [41] is only for certain special cases. The proof of Corollary 3.13 not only
simpli-es the proofs in [41] but also can be easily seen that it extends the range of these parameters
for the case *∈ (0; 1=2].
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Next we recall
Lemma 3.14. Let 1¡1 and 2¡1. Then the following inclusions hold:
(i) With 1− 2=2(1− 1)(1− 2), we have R(1) ∗R0(2) ⊂ R(2); or equivalently
(i)′ P(1) ∗P0(2) ⊂ P(2);
(ii) R(2) ∗R0(1=2) ⊂ R(0) ∩S∗ for 2=(1− 2 log 2)=(2− 2 log 2) ≈ −0:629.
(iii) R(1) ∗R(2) ⊂S∗ provided (1− 1)(1− 2)¡[4(1− log 2)]−1 ≈ 0:8145.
Part (i) of Lemma 3.14 is in [40], Part (ii) of Lemma 3.14 is a combination of Lemma C of [37]
and Corollary 1 in [26] (see also [41]) whereas Part (iii) is in [44, Theorem 2, p. 141].
Now, we state our next results on geometric criteria for analytic functions.
Theorem 3.15. Let a; b satisfy either a; b¿0; or a∈C \ {0} with b= Sa. Suppose that 0 = c¿
max{0; a+ b− 1; [(a+ 1)(b+ 1)− 2]=2} and c satis>es the condition
6c2 + 6c(2− ab− a− b) + 2(2− a− b)(1− a− b− 2ab) + ab(a− 1)(b− 1)¿ 0: (3.7)
Let
0 = 1− ab[4(c + 1)− (a+ 1)(b+ 1)]4c(c + 1) ¡1: (3.8)
De>ne (z) by the integral transform
(z)= (1− 
)z + 

∫ z
0
F(a; b; c; t) dt; 
=
1
1−  : (3.9)
Then we have the following:
(1) For 6 0; the function (z) is starlike and close to convex w.r.t z and −log(1− z).
(2) For f∈R(1); the function (z) ∗ f(z) is starlike in  and is in R(21 − 1) provided 1¿
(3− 4 log 2)=(4(1− log 2)) ≈ 0:186.
A counterpart of Theorem 3.15 for the conTuent hypergeometric function is the following:
Theorem 3.16. Let a; c¿0 and ¡1. Suppose that
1 =
2a− 19 +√4a2 + 84a+ 181
10
; 2 =
3(a− 2) +√3(a+ 2)(a+ 4)
6
: (3.10)
Let
0 = 1− a[4c + 3− a]4c(c + 1) (3.11)
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and c¿max{1; 2}. Then; under the above hypotheses; the conclusions (1) and (2) in Theorem
3:15 hold for the integral transform
(z)= (1− 
)z + 

∫ z
0
0(a; b; c; t) dt; 
=
1
1−  ;
0 and c as above.
4. Proofs of geometric properties of hypergeometric function
Proof of Theorem 3.15. Note that the function (z) de-ned by (3.9) can be rewritten as
(z) = (1− 
)z + 
 (c − 1)
(a− 1)(b− 1)[F(a− 1; b− 1; c − 1; z)− 1]
= z +
∞∑
n=2
anzn;
where a1 = 1 and
an =
(a; n− 1)(b; n− 1)
(1− )(c; n− 1)(1; n− 1) ; 6 0:
A simple computation gives
2a1 − 4a2 + 3a3 = 21−  [0 − ];
which is positive. For n¿ 2, we have
an = nan − (n+ 1)an+1
=
(a; n− 1)(b; n− 1)
(1− )(c; n)(1; n) [(n− 2)(c + 1− a− b) + 2c + 2− (a+ 1)(b+ 1)]
and
San = nan − 2(n+ 1)an+1 + (n+ 2)an+2 = an(c + n)(c + n− 1)(n+ 1)M (n);
where
M (n) = [(c + 2− a− b)[n2(c + 1− a− b) + n(c − 1 + a+ b− 2ab)]
−(a− 1)(b− 1)(2c − ab)]:
From the proof of Lemma 3.3 in [39], it follows easily that the hypotheses of Lemmas 3.3 and 3.5
are satis-ed. Thus, the function  is starlike and close to convex w.r.t z and −log(1− z).
(2) Let f∈R(1). De-ne g(z)= ((1− 
)z + 
zF(a; b; c; z)) ∗ f(z). Then, we have
g′(z)= ((1− 
) + 
F(a; b; c; z)) ∗ f′(z)=′(z) ∗ f′(z):
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By (1), we -nd that ∈R(0). Therefore, by Lemma 3.14(iii) with 2 = 0, it follows that the
convolution (z)∗f(z) is starlike in . Using Lemma 3.14(i) with 2 = 0 and the fact that f∈R(1),
we immediately get that the function g(z) belongs to R(2), with 2=1− 2(1− 1).
Proof of Theorem 3.16. The proof of this theorem follows along the same lines as that of the proof
of Theorem 3.15 and [39, Lemma 3.5]. So we omit the details.
Proof of Theorem 3.8. Without loss of generality, we can omit the normalization constant C¿0 and
consider
-(t)=
∫ 1
t

(s) ds=s;
with

(t)= tb−1(1− t)c−a−b(1− t); (4.1)
where (1− t) is described as in the hypothesis. In order to apply Lemma 3.10 with *∈ [0; 1=2], it
suKces to show that
g(t)=
-(t)
(1 + t)(1− t)1+2*
is decreasing on (0,1). Taking the logarithmic derivative of g(t) and using the fact that
-′(t)=− 
(t)
t
;
we have
g′(t)
g(t)
=− 
(t)
t-(t)
+
2(*+ (1 + *)t)
1− t2 :
Thus, using the last expression for 
(t) we -nd that g′(t)6 0 for t ∈ (0; 1) is equivalent to the
inequality
 (t)= 2-(t)− (1− t
2)t−1
(t)
*+ (1 + *)t
6 0 for t ∈ (0; 1): (4.2)
Clearly  (1)= 0 and, we note that if  (t) is increasing on (0,1) then g(t) is decreasing on (0,1) and
the proof will be complete. In view of this observation, it suKces to prove that  (t) is increasing
on (0,1). To prove this, we compute  ′(t) explicitly and after a simple calculation we -nd that
 ′(t)=
(1− t2)t−1
*+ (1 + *)t
{

(t)
[
− 2*
1− t +
1
t
+
1 + *
*+ (1 + *)t
]
− 
′(t)
}
and therefore,  ′(t)¿ 0 on (0,1) is equivalent to the condition that

(t)
t(1− t)
[
−2*t + 1− t + t(1− t)(1 + *)
*+ (1 + *)t
]
¿ 
′(t): (4.3)
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Using the de-nition of 
 in (4.1), we -nd that

′(t)= tb−2(1− t)c−a−b−1[(1− t){(b− 1)(1− t)− (c − a− b)t} − t(1− t)′(1− t)]
and therefore, a simple calculation proves that (4.3) is equivalent to
(1− t)(2− b) + t(c − a− b− 2*) + t(1− t)(1 + *)
*+ (1 + *)t
¿− t(1− t)
′(1− t)
(1− t) :
It remains to show that this inequality holds for all t ∈ (0; 1). First we note that the right-hand side
of the last inequality is nonpositive for all t ∈ (0; 1). If we assume that *=0, then the left-hand side
becomes (1 − t)(3 − b) + t(c − a − b) which is nonnegative for t ∈ (0; 1) whenever b∈ (0; 3] and
c¿ a + b. If *∈ (0; 1=2], then, for the validity of the last inequality, the necessary conditions are
0¡b6 2 and c¿ a+ b+ 2*. Thus, we complete the proof.
Proof of Corollary 3.12. Choose
(1− t)=
(
log(1=t)
1− t
)p−1
=
(−log(1− (1− t))
1− t
)p−1
and

(t)=
(1 + a)p
(p)
ta(1− t)p−1(1− t):
The desired conclusion follows from Theorem 3.8.
Proof of Corollary 3.13. Clearly, from the proof of Theorem 3.8, it suKces to verify inequality
(4.3) for the 
(t) de-ned by (3.6).
Let 
(t) be de-ned by (3:6). If b¿a¿− 1, then inequality (4.3) is equivalent to
(1− tb−a)
[
(1− t)− 2*t + t(1− t)(1 + *)
*+ (1 + *)t
]
¿ (a− btb−a)(1− t); t ∈ (0; 1) (4.4)
and if a= b, inequality (4.3) is equivalent to
log(1=t)
[
(1− t)− 2*t + t(1− t)(1 + *)
*+ (1 + *)t
]
¿ (−1 + a log(1=t))(1− t); t ∈ (0; 1): (4.5)
Thus, our aim is to verify these two inequalities for the four cases mentioned in Corollary 3.13. The
cases where *=0 are easy and the cases where *∈ (0; 1=2) need some work.
Case (i): Let a∈ (−1; 2], b¿a and *=0. For *=0, (4.3) is equivalent to
tb−a(2− b)− (2− a)6 0
which is clearly true. Indeed, for b¿ 2 and a6 2, the above inequality is trivial. If b¡2, we have
tb−a(2− b)6 (2− b)¡2− a
so the required inequality follows.
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Case (ii): Assume a∈ (−1; 1], b¿a and *∈ (0; 1=2]. Then, inequality (4.3) is equivalent to
(b− a)tb−a(1− t)
1− tb−a ¿ (1− t)(a− 1) + 2*t −
t(1− t)(1 + *)
*+ (1 + *)t
; t ∈ (0; 1): (4.6)
For *∈ (0; 1=2], it is clear that
R(*) :=
(1 + *)
*+ (1 + *)t
¿R(1=2)=
3
1 + 3t
and therefore, (4.6) holds for each *∈ (0; 1=2] provided that it holds for *=1=2. Thus, we see that
the inequality (4.6) for *=1=2 is equivalent to
(b− a)(1− t)
1− tb−a ¿ (1− t)(b− 1) + t −
3t(1− t)
1 + 3t
=(1− t)(b− a+ a− 1) + 2(3t − 1)
3t + 1
(4.7)
and hence, it suKces to verify this inequality for all t ∈ (0; 1). Allowing t → 0, we observe that
a6 1 is a necessary condition for the truth of (4.6) for all t ∈ (0; 1). Now, for the sake of simplicity,
we make the substitution b− a=d and t=1− x so that (4.7) becomes
dx
1− (1− x)d ¿ (d+ a− 1)x +
2(2− 3x)
4− 3x (4.8)
and, since a6 1, it suKces to verify (4.7) for a=1, that is,
dx
1− (1− x)d ¿ dx +
2(2− 3x)
4− 3x for x∈ (0; 1): (4.9)
If the right-hand side of (4.9) is nonpositive, then it is clearly true. When the right-hand side of
(4.9) is positive, we can rewrite this inequality as
dx
1− (1− x)d ¿ dx +
2(2− 3x)
4− 3x for x∈ (0; 1):
After a simple computation, the last inequality is seen to be equivalent to
(1− x)d−1 − 1 + x(1− d)6 3x
2d
4(1− (3=2)x)
or, by the power series representation,
∞∑
n=2
anxn¿ 0 (4.10)
with
an =
3d
4
(
3
2
)n−2
− (d− 1)(d)(d+ 1) · · · (d+ n− 2)
n!
:
Note that
a2 =
d(5− 2d)
5
¿ 0 for d6 5=2
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and by induction (or directly) it can be easily seen that d6 5=2 is a suKcient condition for an to
be nonnegative for all n¿ 2. Thus, inequality (4.10) holds and we complete the proof of this case.
Case (iii): Let a∈ (−1; 2], b= a, and *=0. Then, inequality (4.5) simpli-es to an equivalent
inequality (2− a) log(1=t)¿− 1 which is trivially true for all t ∈ (0; 1) as a∈ (−1; 2].
Case (iv): Let a∈ (−1; 1], a= b and *∈ (0; 1=2]. In this case, inequality (4.5) can be rewritten as
1− t
log(1=t)
¿ (a− 1)(1− t) + 2*t − t(1− t)(1 + *)
*+ (1 + *)t
; t ∈ (0; 1) (4.11)
and, therefore, by the same reasoning as in Case (i), it suKces to verify (4.11) only for *=1=2.
Putting *=1=2 in (4.11), we obtain
1− t
log(1=t)
¿ (a− 1)(1− t)− 2t(1− 3t)
1 + 3t
; t ∈ (0; 1): (4.12)
Its behaviour near t=0 shows that a6 1 is necessary condition. Further, we note that (4.12) holds
if this inequality is true for a=1 since by assumption a∈ (−1; 1]. Now, we need to prove (4.12)
for a=1. However, for a=1, (4.12) is clear for t ∈ (0; 1=3] and therefore, it suKces to check the
inequality
1− t
log(1=t)
¿− 2t(1− 3t)
1 + 3t
for t ∈ (1=3; 1):
As in the proof of Case (i), it can be easily veri-ed that this inequality holds for all t ∈ (0; 1). The
proof is complete.
5. Conclusion
We conclude the paper with a remark and an open problem. In the recent past, several articles
appeared proving that certain special functions (mainly related to gamma and polygamma functions)
are not only positive, decreasing, and convex, but even completely monotonic. Hence, it is natural
to raise the following
Problem 5.1. Does any of the investigated functions and also its various generalizations have also
these properties?
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