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Following the early success of finite element modeling of magnetostatic 
and eddy current nondestructive testing phenomena, considerable effort has 
taken place in order to extend these models to full three dimensional 
geometries [1,2]. More recently, the formulation of the elastic wave 
equations has been implemented and applied to the solution of ultrasonic 
testing situations [3,4]. 
These two NDT models present some unique problems in terms of the 
requirements from the computers used. 
Modeling of 3-D eddy current problems require a large number of mesh 
points resulting in systems of equations with tens of thousands of unknowns 
and bandwidths in the thousands. Although special solution routines exist 
[5-8], capable of handling relatively large systems with limited resources, 
the solution of such vast systems is either impossible on conventional 
computers or the solution times involved are so long as to render them 
impractical. 
Similarly, modeling of ultrasonic problems, even in two dimensional 
geometries,meets severe computation problems because of the time integration 
required. The wavelengths are relatively short and therefore a large number 
of time steps is needed. This, combined with the need to solve a relatively 
large system of equations at each time step, compounds the problem and 
severely limits its application on scalar computers. 
The availability of new vector supercomputers such as the CYBER 205 
and the CRAY puts these problems in a new perspective, offering new pros-
pects as well as new challenges. The faster machines, vector instructions 
and advanced I/0 devices promise to speed up the solution process consid-
erably. On the other hand, efficient programming on vector computers is 
not trivial and, in most cases, one has to compromise the code's port-
ability. 
This paper presents the factors involved in transferring existing 
scalar eddy current and ultrasonic codes to a vector environment. Impres-
sive improvements in solution times are achieved with relatively few changes 
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to the orginal codes. The range of solvable problems is shown to extend 
far beyond that possible on scalar computers within realistic CPU times, 
and therefore cost. 
Some very large eddy current and ultrasonic problems are presented and 
their solution compared to the performance of a VAX 11/780 whenever 
possible. 
VECTOR COMPUTING 
On conventional computers, each instruction is fetched from memory and 
then executed for a limited number of operands. Since in most computer 
architectures a single memory address per instruction is allowed, operations 
on an array can be viewed as repetitively applying the same instruction to 
each element of the array. In contrast, a vector operation is the applica-
tion of a single instruction to all the elements of an array (or pairs of 
arrays). The issuance of such an instruction performing the vector opera-
tion specifies the starting addresses of the vectors involved and their 
lengths. For example, consider the following: 
DO 100 I=l,200 
DO 100 J=l,200 
C(I,J)=A(I,J)+B(I,J) 
100 CONTINUE 
In a scalar mode, this results in 40,000 instructions, each calcula-
ting one element of C. In vector notation (on the CYBER 205) this can be 
written as 
C(l,l;N*N) A(l,l;N*N) + B(l,l;N*N) 
and only a single instruction is necessary to perform this calculation 
(N=200). 
On the CYBER 205 one can assign each of the arrays A, B and C as 
descriptors 
DESCRIPTOR AD,BD,CD 
followed by appropriate ASSIGN statements 
ASSIGN AD, A(l;N) 
ASSIGN BD, B(l;N) 
ASSIGN CD, C(l;N) 
and the vector statement becomes: 
CD=AD+BD 
Similarly, vector intrinsic functions can be used. The following code 
segments perform identical operations 




where VSQRT is the equivalent vector intrinsic function to the scalar 
function SQRT and performs the same operation on all the elements of array 
B in a single instruction. 
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The operations above resulted in a new vector of the same length as 
the input vectors. The vectorization process can be extended to situations 
where a single scalar is calculated such as in the case of a dot product: 
A=O 
DO 100 I=l,60000 
A=A+X(I)*Y(I) 
100 CONTINUE 
This can be vectorized as 
K=60000 
A=Q8SDOT(X(l;K),Y(l;K)) 
where the vector function Q8SDOT corresponds to a single machine instruc-
tions. 
The efficiency of vector computers relies on the parallel execution of 
pairwise operations that make up a vector operation. The CYBER 205 employs 
pipelining to achieve this. In a pipelined structure, each pipeline 
operates on different elements in the data. A pipelined adder, for example, 
is divided into segments, each of which performs specific operations in 
each machine cycle. After a start-up time this adder will produce a sum 
for each machine cycle. This structure immediately suggests that maximum 
efficiency on such a machine is achieved for long vectors where the start-
up time adds little to the overall execution time. What is, then, a "long 
vector"? The answer obviously depends on the operation to be performed and 
on the internal structure of the computer. The start-up time on the CYBER 
205 is about 50 machine cycles (depending on the operation performed) and 
any vector of length less than about 10 should be considered less efficient 
than equivalent scalar operations. The CRAY 1, in contrast, has a start-up 
time of less than 10 cycles for most operations and therefore is faster for 
short vectors. 
Vector computers also have scalar processors for unvectorizable 
portions of the code, thus contributing to the overall performance and 
allowing gradual transition from scalar to vector codes. 
PROGRAM CONVERSION ASPECTS 
Since in most cases it is more feasible to convert an existing program 
to run on a vector computer rather than to develop a new one, the effort 
involved in such an undertaking must be considered. Conversion of scalar 
code to a vector environment can be done in three steps. 
1. Conversion of the program to run on the vector machine with little or 
no explicit vectorization. 
2. Explicit vectorization. Parts of the program may require significant 
changes in order to take advantage of the available vector instructions. 
3. Algorithm changes. This step is in fact equivalent to developing 
special routines for vector computing. 
STEP 1: NO EXPLICIT VECTORIZATION 
In this step, only a minimum of changes to the original programs are 
usually required, depending on the scalar computer on which the program was 
originally written. This may include changes to PROGRAM statements, OPEN 
and CLOSE statements and some control statements used to transfer files 
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from and to the front end computer. Thus, for example, in transferring 
programs from a CYBER 720 to the CYBER 205, only the PROGRAM statement and 
some Hollerith strings needed changes while transfer of VAX programs also 
required changes in OPEN and CLOSE statements. OVerall, these are very 
minor changes. 
At this point, the program will run more or less as a scalar program 
on a vector machine. The CYBER 205 does vectorize some of the loops in 
the program. Only the simplest of the loops (loops without any kind of 
branching or recursiveness) are automatically vectorized by the compiler 
but this and the optimization by the scalar processor are sufficient to 
significantly reduce the solution time. 
This relatively simple step in the program conversion must be performed 
whether any further vectorization will be undertaken. Similarly, although 
other machines will require different changes, they are in essence of the 
type described above. 
STEP 2: EXPLICIT VECTORIZATION 
After the program is running and an initial assessment of its perform-
ance has been done, one can proceed to vectorize those parts of the program 
that the compiler cannot vectorize including, perhaps, treatment of loops 
that vectorize under unsafe conditions (variable limits). Minor changes 
in algorithms are also appropriate at this stage provided they do not 
require rewriting and extensive testing. An important part in program 
modification is the treatment of I/O statements, memory allocation and 
calls to subroutines. Also, as a rule, operations should be performed 
columnwise rather than the more conventional rowwise operations. 
The first step in the process is to recognize those parts of the 
program that will benefit most from vectorization. In its simplest form 
this decision can be based on previous experience or on specific knowledge 
of the algorithms involved. In a finite element program, the elimination 
and backsubstitution routines are the primary targets for vectorization. 
If specific software exists capable of accurately timing subroutines or 
loops in the program (i.e. the SPY routine on the CYBER 205), better 
decisions can be made. As an example relating to this aspect consider 
Table 1. An eddy current program was timed using the SPY routine on the 
CYBER 205 before and after vectorization. The element assembly routine 
(ASSEMB), elimination (UDUl) and backsubstitution (UDU2) are listed 
separately. It is clear that most of the vectorization effort should be 
directed towards subroutine UDUl with UDU2 as the next priority. Any 
improvement in other routines would be marginal at this stage. Inspection 
of the timing' after vectorization reveals a more uniform time distribution 
Table 1. CPU time distribution between the various subroutines of an eddy 
current program before and after explicit vectorization. 
Subroutine Before Vectorization After Vectorization 
ASSEMB 4.2% 18.0% 
UDU1 67.5% 47.2% 
UDU2 21.8% 18.9% 
All others 6.5% 16.9% 
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between the various routines indicating better performance. As a second 
step, other routines may be vectorized to further improve performance. 
STEP 3: ALGORITHMIC CHANGES 
This last step in the program conversion is less defined than the 
previous two. It is also one in which maximum performance can be achieved. 
The main trust should be in changes in algorithms or, perhaps, use of 
different algorithms that are better suited for vector computing. As in 
the previous stage, it would be natural to begin with those parts in the 
program that use large portions of time (total and/or CPU). The elimina-
tion and backsubstitution algorithms or, in more general terms, the solution 
algorithm are certainly the prime candidates for this type of program 
conversion. 
Thus, for example, the program used to obtain the results in Table 3 
uses a SKYLINE storage algorithm and a segmented elimination and back-
substitution method. The skyline algorithm is very efficient but it 
requires extensive searching and branching--two highly nonvectorizable 
operations. A simpler algorithm, such as using a constant bandwidth storage 
scheme, has a larger storage overhead but the vectors are of constant length 
and less searching is required. This may prove to be more efficient over-
all. An example to this approach is the problems presented in Table 4 
where the solution was obtained using a banded solution method. 
Similarly, the Gauss elimination algorithm may not be the best 
approach. There are more than ample indications that the Conjugate 
Table 2. Comparison of performance between scalar and vector computers. 
VAX 11/780 CYBER 720 CYBER 205 IMPROV RATIO 
PROB. 1 581 sec. - 109.47 sec. 5.3 -
PROB. 2 306.38 sec. 587.275 sec. 17.22 sec. 17.8 34.0 
Table 3. Performance of the CYBER 205 and the VAX 11/780 for two large 
eddy current problems. 
12,513 variables 12,513 variables 19,716 variables 
VAX 11/780 CYBER 205 CYBER 205 
Mesh Gen. 4 Min. 57 Sec. 16 Sec. 28 Sec. 
Elimination 12 Hrs. 20 Min. 
Backsubstitut. 
(one step) 22 Min. 
Backsubstit. * 8 Hrs. 48 Min. 
Total 21 Hrs. 13 Min. 29 Min. 54 Sec. 66 Min. 16 Sec. 
Clock Time Appr. 82 Hrs. 30 Min. 10 Sec. 66 Min. 44 Sec. 
* 24 backsubstitution steps. The third column includes 31 backsubstitution 
steps. 
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Gradient algorithm in one form or another holds the key to truly efficient 
and fast solution programs. As of now there are still many difficulties 
in vectorization of these highly recursive algorithms but some have been 
vectorized with significant improvements in timing. 
RESULTS 
To put the foregoing arguments in perspective consider first Table 2. 
It represents the conversion of two programs from scalar environment (VAX 
11/780 and/or CYBER 720) to a vector environment (CYBER 205) without any 
explicit vectorization. The first program is a mesh generator (20,000 
triangular elements, 10,201 nodes). The second is a 3-D program running 
an eddy current problem with 735 equations (245 nodes, 144 elements) and a 
bandwidth of 174. Four resolution steps were performed. Clearly, the 
improvement in the second case is significantly higher indicating a problem 
with relatively long vectors and extensive matrix operations. More 
significant and dramatic are the improvements possible with explicit 
vectorization of the code. Table 2 shows the performance of a large eddy 
current problem on a VAX 11/780 as compared to a CYBER 205 (columns No. 1 
and No. 2). If one compares the total time, the vectorized code runs 
faster by a factor of more than 160. The true advantage of vector machines 
can be seen in column No. 3 of Table 3. This problem could not be run at 
all on the VAX 11/780 or the CYBER 720. These solution times are quite 
remarkable considering the fact that only limited explicit vectorization 
was performed, without any changes in algorithms. 
The results presented above pertain to the solution of eddy current 
problems. The solution of ultrasonic problems requires not only solution 
of a finite element matrix but also integration in time. This adds a 
dimension of complexity to the solution and the importance of supercomputers 
is even more critical then in electromagnetic field problems. 
Table 4. CPU comparison for time dependent (ultrasonic) problems. 
VAX 11/780 CYBER 205 SPEEDUP 
Pro b. 1: 4,560 Sec. 373 Sec. 12 
(1 Hr. 16 Min.) (6 Min.) 
Pro b. 2: 20,018 Sec. 643 Sec. 31 
(5 Hr. 30 Min.) (11 Min.) 
Pro b. 3: 61,194 Sec. 1,128 Sec. 55 
(17 Hr.) (19 Min.) 
Prob. 4: 
* 
- 1,662 Sec. -
(27 Min.) 
Pro b. 1: 208 elements, 447 nodes (954 degrees of freedom) 
Pro b. 2: 624 elements, 1 ,325 nodes (2,650 degrees of freedom) 
Pro b. 3: 1,440 elements, 2,993 nodes (5,986 degrees of freedom) 
Pro b. 4: 2,100 elements, 4,335 nodes (8,670 degrees of freedom) 
* Solution on the CYBER 205 in half precision (32 bit words). All other 
solutions in normal precision (64 bit words). All solutions on the 
VAX are in 32 bit words. 
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To illustrate this, consider Table 4. This table compares the solution 
of four two-dimensional problems on the VAX 11/780 and the CYBER 205. In 
each problem 600 time steps are used. The comparison in the last column 
indicates that the speedup is larger for larger problems, as expected, 
and more significantly, that beyond a certain size there is really no 
alternative to the use of supercomputers. Thus, for example, problem No. 4 
could not be solved at all on the VAX 11/780. This particular table also 
points out an important feature of the CYBER 205, namely the use of "half 
precision" (32 bit operations). The effect of using the machine in this 
mode translates into an additional speedup by a factor of two. 
It is quite clear that further improvements can be obtained, perhaps 
by an order of magnitude, through algorithmic changes. 
PROGRAM PORTABILITY 
In general, vectorized programs are not portable, not even from one 
vector computer to another. Programs written on a CYBER 205 will not run 
on a CRAY and vice versa, although, depending on the extent of vectoriza-
tion, the changes necessary may not be extensive. Similarly, because of 
the fact that the programs must be written, edited and modified on a front 
end computer, these may not even be portable between sites with identical 
vector machines. The main impediment to portability is the fact that the 
vector instructions are not part of a standard language. The user must 
weigh this aspect before engaging in vectorization of programs. 
Another problem indirectly related to portability is the fact that 
almost none of the vector operations (on the CYBER 205) accepts complex 
variables. This is important in eddy current applications since it 
requires appropriate changes in the elimination/backsubstitution routines 
to take advantage of vector operations. 
FUTURE DEVELOPMENTS 
The use of supercomputers in numerical modeling of electromagnetic 
field problems is, in a sense, inevitable. Before these computers become 
well accepted it is necessary to explore fully the existing algorithms and 
develop new ones as required. The well known, trusted algorithms such as 
Gauss elimination should be reevaluated. Frontal methods should, most 
certainly, be abandoned since their memory optimization interferes strongly 
with vectorization due to extensive branching and extensive I/O operations. 
Iterative algorithms, used only occasionally for the solution of linear 
systems of equations, should in fact offer considerable improvements in 
solution times despite the complications in vectorization. 
CONCLUSIONS 
Conversion of existing program from scalar to vector environments 
offers new possibilities in 3-D eddy current and ultrasonic modeling. 
Larger problems can be solved at reduced solution times and costs. The 
amount of time invested in the conversion process determines the improve-
ment obtained, but even for negligible vectorization an improvement of 
more than an order of magnitude in solution time is achieved. Further 
vectorization can improve this factor considerably, but to take full 
advantage of the machinefs features, it is necessary to make changes in 
algorithms and to consider new algorithms. In particular, iterative 
algorithms should be investigated. 
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