In this work, we address the problem to solve simultaneously state estimation and control of nonlinear systems under bounded disturbances using a moving horizon approach. Besides, necessary and sufficient conditions to guaranty the existence of a feasible solution are given, as well as stability results. The problem is posed as an optimization-based formulation which simultaneously estimates the optimal state trajectory and computes the future control actions to steer the system to a desired region of operation. Besides, computations of the length of the window required to neglect the effects of the initial conditions of the estimator part and the window length necessary to steer the state of the system to the desired operation region despite the disturbances are given.
Introduction
One of the most successful control technique is Model Predictive Control (MPC) due its ability to explicitly handle state and input constraints (Bemporad & Morari ⋆ The material in this paper was not presented at any conference.
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(1999), Kouvaritakis & Cannon (2001) , Magni et al. (2003) , Camacho & Alba (2004) , Rawlings & Mayne (2009) , among many others). These works center its attention to state feedback assuming a noiseless measurement is available. MPC computes a sequence of future control action optimizing some performance index. At every sampling-time, an optimization-based problem is solved and the first control action from the computed sequence is applied to the system. The procedure is repeated again at next sampling-time. MPC allows keeping constant the computational burden making predictions within a window of finite length. Predictions beyond the window are summarized in a term known as cost-to-go. The sequence of control actions which steer the state to the desired region is computed taking the actual state as the initial condition. Many formulations assume that a measure of the actual state is available. However, in practical cases, a noisy measurement of the state is available at most. Therefore, an estimation of the actual state becomes necessary. Building on the success of MPC, Moving Horizon Estimation (MHE) has attracted attention of researchers (Jazwinski (1968) , Schweppe (1973) , Rao et al. (2001) , Rao et al. (2003) ). As in the case of MPC, MHE is an optimization-based algorithm which allows dealing with hard constraints. At every sampling-time, an optimal state trajectory is computed optimizing some performance index taking into account a finite amount of information. Samples behind the length of the window are summarized in which is known as the arrival-cost. Improvements in the estimation can be achieved when the arrival-cost is properly updated (see Sánchez et al. (2017) ). When the system is linear and disturbances and uncertainties can be neglected, state estimation and control strategies can be computed independently one of another according to the separation principle (Duncan & Varaiya (1971) , Davis & Varaiya (1972) , Lindquist (1973) , Bensoussan (2004) ,Åström (2012), Georgiou & Lindquist (2013) ). However, in practical applications, the conditions mentioned formerly are very difficult to fulfil, i.e., process disturbances and measurement noise are common to be present as well as model uncertainty. In this context, becomes necessary an approach that takes into account both estimation and control problems simultaneously without the need for a separation principle for nonlinear systems (see Copp & Hespanha (2017) ). When process disturbances and noises are present, the sequence of control actions is computed from an estimated of the actual state. In spite of the error in the estimation, the sequence of controls computed must steer the true state of the system to the desired region. Otherwise, the system can be destabilized. The methodology to incorporate the estimation error into the controller design has been applied in Mayne & Schroeder (1997) with an Luenberger observer, and in Alessandri et al. (2003) , Sui et al. (2008) , Voelker et al. (2010) for an unconstrained MHE. The subject is briefly addressed also in Rawlings et al. (2017) in the chapter corresponding to state estimation. However, the approach to solving simultaneously the estimation and control problem is almost an unexplored field. In Voelker et al. (2013) , a simultaneous MHE and MPC by multi-parametric programming approach is presented. In this work, the author's employees a MHE to calculate an estimate of the state of the system. A bound for the estimation error is established, which is taken into account in the controller to avoid violating the system constraints. The research is continued with the work of Copp & Hespanha (2014) , where an output-feedback approach which combines MPC with MHE into a single min-max optimization problem is presented. In this work, conditions for boundedness of states are given. In Copp & Hespanha (2016a) , the authors show that for the specialized linear-quadratic case, a saddle-point solution exists for the min-max optimization problem whenever the system is observable and if an appropriate selection of the weights in the cost function is made. In Copp & Hespanha (2016b) , besides combining estimation and control into a single min-max optimization problem, model uncertainty is taken into account. In this approach, the model of the system is updated with a new estimated as it becomes available. A cost function is minimized with respect to feedback control policies and maximized with respect to the unknown parameters in order to guaranty robustness in the worst-case scenario. In the present work, we present a simultaneous MHE and MPC that involves finite forward and backward horizons solving a minimizing optimization problem. As no information about process disturbance in the forward horizon is available, this sequence is maximized in order to give robustness against the worst case scenario. Assuming the system is i-IOSS (see Sontag & Wang (1995) , Sontag & Wang (1997) , Sontag (2008) ), process disturbances and noise are bounded, and updating the arrival-cost weight with the method developed in Sánchez et al. (2017) , we can prove that the state remains bounded. Moreover, if the window length of the estimator is larger or equal than a certain value of N e , the effects related to uncertainty in the initial conditions can be neglected. Besides, a calculation of the window length N c required for the controller in order to fulfil with the terminal constraints is given. Furthermore, the conditions and assumptions required for the existence of a feasible solution are given.
The rest of the paper is organized as follows: Section 2 introduces the notation, definitions and properties that will be used through the paper.
Preliminaries and setup

Notation
Let Z [a,b] denotes the set of integers in the interval [a, b] ⊆ R, and Z ≥a denotes the set of integers greater or equal to a. Boldface symbols denote sequences of finite or infinite length, i.e., w := {w k 1 , . . . , w k 2 } for some k 1 , k 2 ∈ Z ≥0 and k 1 < k 2 , respectively. We denote x j|k the element of the finite se-quence x given at time k ∈ Z ≥0 and j ∈ [k 1 , k 2 ]. By |x| we denote the Euclidean norm of a vector x ∈ R n . Let x := sup k∈Z ≥0 |x k | denote the supreme norm of the sequence x and x [a,b] 
, and β (r, ·) of class L for each fixed r ∈ R ≥0 . Let us consider two sets A and B, the Minkowski addition is defined as A B := {a + b| a ∈ A, b ∈ B}. On the other hand, the Minkowski difference 1 is defined as A ⊖ B :
Problem statement
Consider a system described by a discrete-time nonlinear function:
in which x ∈ R n ⊂ X is the system state, u ∈ R m ⊂ U is the system's input, w ∈ R n ⊂ W is the unmeasured process disturbance. The output of the system is y ∈ R p ⊂ Y and v ∈ R p ⊂ V is the measurement noise. The estimation and control problem attempts to find simultaneously the optimal past state trajectory which minimizes the process and measurements noises as well as to minimize the effects of uncertainties in the initial condition and computes the optimal sequence of inputs which steer the actual system state to the desired region. This results in an infinite-horizon optimization problem:
While the formulation of the infinite-horizon problem of Equation (2) is valuable from a theoretical point of view, it is intractable in practical situations.
Therefore, the infinite-horizon problem (2) is reformulated into a finite window backwards and forward problem (3). The backward window has a finite length. The information behind the window is summarized in a term known as the arrival-cost. In a similar manner, the forward horizon is truncated to a finite length, and the information beyond the window is summarized in a term known as the cost-to-go. At each sampling instant, arrival-cost and cost-to-go are updated, and backward and forward windows are shifted.
The problem consist of N e + 1 terms corresponding to the estimator part and N c +1 terms corresponding to the controller part. The term Γ k−Ne ŵ k−Ne−1|k correspond to the so called arrival-cost, whereas the term Γ k+Nc x k+Nc|k is the cost-to-go. The arrival-cost penalizes uncertainty in the initial condition, whereas the cost-to-go penalizes the final state. Regarding the backward and forward horizon, in the general case, N e = N c and ℓ e (·, ·) = ℓ c (·, ·). Note also that the sequenceŵ j|k is minimized for times previous to k and maximized for times beyond k. All variables with time stamp k are common for both the estimation and control problems. As we do not have information about disturbances for times beyond k, as well as measurements are no available, some assumption must be done. In order to gain robustness under the worstcase scenario, we assume the most harmful disturbances.
The goal is to minimize (3) at each sampling-time, obtaining the optimal state trajectory and the optimal sequence of input actions to steer the system to the desired region, satisfying all constraints. The problem to be solved can be written as min (xk−N e|k ,x k−Ne:k+Nc ,ŵ k−Ne−1:k+Nc−1 ,û k:k+Nc−1)
Note that the sequence of process disturbances is minimized when it is part of the estimator, and it is maximized when the sequence is part of the controller. In spite of the disturbances and the error in the estimation, the sequence of inputs must steer the true state of the system to the desired operation zone. In order to avoid to violating the constraints of the state due to disturbances or estimation errors, we will have to design a conservative operation zone, i.e., we will have to reduce the set over which the system is able to operate. Let us define the set X nom as the operation set for the nominal system, i.e., the system unaffected by disturbances and estimations errors. We will define the reduced (and safe) operation set as X := X nom ⊖ (W E ). Whenever the state estimated is in X , the true state will do not violate any state constraint.
Robust stability of simultaneous state estimation and control under bounded disturbances
In this section we present results regarding feasibility and robust stability of the proposed algorithm. Properties of the estimator and controller parts are analyzed. Besides, feasibility conditions for existence of a solution to (4), as well as minimum horizon lengths required to achieve the desired estimation and control performances. First, some necessary assumptions required to develop the results are stated.
Assumption 1 There exist a constant γ ∈ R ≥0 such that the terminal cost and the stage cost satisfy the following relation:
Remark 1 The Assumption 5 was already used in Tuna et al. (2006) , where the constant γ is introduced in order to relax (γ > 0) the requirement on the function Γ C (·) to be a control Lyapunov function.
Definition 1 Let us define and compute the robust controllable set in one step via the two-steps recursion (see Kerrigan & Maciejowski (2000) and the references therein) as:
Note that computing (6) iteratively, one can calculate the robust controllable set in N c steps, i.e.,
Assumption 2 In order to guaranty the feasibility of the simultaneous state estimation and control algorithm, we assume that X ⊆ X Nc c .
Remark 2 Note that X f can not be included in W , i.e., we should take care about how the set X f is designed. Assume that X f ⊂ W , then, there exists some w ∈ W such that x + w ⊂ X f (taking the worst disturbance, e.g.), ∀ x ∈ X . As the proof is trivial, we will do not extend on it.
Theorem 1 Under Assumptions 1 and 2, the cost function of the simultaneous state estimation and control problem (4) is a regional ISS-Lyapunov function for the closes loop system (1).
Proof. Let us assume that Assumptions 5 and 1 are fulfilled. Comparing the costs at two consecutive times, we can write the following:
where
Note that when γ = 0, the function Γ C (·) become a ISS-Lyapunov function in the sense defined in Sontag & Wang (1997) (see also Sontag (2008)).
Window length of the moving horizon estimator
The moving horizon estimator provides to the controller the optimal state estimate from which the controller computes the optimal control inputs sequence to steer the system to the desired operation zone. Under Assumption 2, we can analyze separately estimator and controller. In this section, we will show how the effects of uncertainty in the initial condition can be mitigated making an appropriate choice of the horizon length. Moreover, estimation error due to uncertainty on initial condition vanishes over time until to arrive an invariant space which volume depends on the amplitude of process and measurements noises.
Window length of the model predictive controller
From the last inequality in (8), one can see that if
then, there exists a (regional) invariant space and the objective function is effectively a regional ISS-Lyapunov function. One could assume that for a large enough horizon length of the controller, Inequality (9) is verified. In the work of Tuna et al. (2006) , the stability of nominal model predictive control for nonlinear systems as a function of the horizon length is addressed. Taking a similar approach, and extending the work of Tuna et al. (2006) for nonlinear systems subject to bounded disturbances, we will derive an expression for the minimum horizon length required to satisfy Inequality (9). As the term π E (w, v) in Inequality (8) regard the estimation process and measurement noise and does not affect Inequality (9), we will discard it momentarily for the calculation of the controller horizon length. Let us enunciate some necessary assumption on the ingredients concerning the controller objective function before to state the main results.
Assumption 3 The stage cost ℓ c (x, u) is lower bounded by a function σ (x) ∈ K ∞ , such that σ (x) ≤ ℓ c (x, u), ∀ x ∈ X and ∀ u ∈ U .
Assumption 4 The cost to go Γ C (x) is lower and upper bounded:
The following Assumption is a modified version of the one stated in Tuna et al. (2006) .
Assumption 5 There exists a sequence {L i } and
Moreover, σ L (1) = 1, and σ L (r) ≤ r 1 m , with m ∈ Z ≥1 .
Remark 3 In the work of Tuna et al. (2006) , the function σ L (L i ) is a linear one instead a K ∞ function. The reason for had bounded the objective function by a K ∞ function rely in the decreasing behaviour in the costs when the state has reached the target set X f : (x, u, w) , N c ) + γΓ C x k+Nc|k (11) when γ → 0 (see Magni et al. (2006) 
Let us define the following quantities:
with a Nc =
, a 0 = 1, b Nc = 0 and c j := a j − b j . Therefore, we can write:
consequently and by mean of Assumption 5, one can write:
Following a similar procedure as in Tuna et al. (2006) , we claim:
Taking N c = 1, from Equation (14), we have that:
and using Assumption 5, Inequality (15) 
the last Inequality is valid since the sequence
is monotonically increasing. Finally, using again Assumption 5,
We have now all the necessary ingredients to state the following Theorem:
Theorem 2 
with:
Proof.
Let 
Conclusions
In this work, we address the challenge to solve simultaneously the problem of estimation and control for nonlinear systems subject to bounded disturbances. We have investigated the necessary conditions to guaranty the feasibility of the problem. Moreover, the minimum horizon length required for the estimator in order to neglect the effects of uncertainty in the initial conditions is given. The effects of the length of the control horizon are analyzed as well, and an expression for the minimum length of the control horizon required to guaranty stability is given.
