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9記号一覧
N 0を含まない自然数
N0 0を含む自然数
R 実数
C 複素数
Rm m次元 Euclid空間
Sm1 m 1次元単位球面
R+ 開半直線
H 開半空間
Ym+1 ニューラルネットの隠れ層パラメータ (a; b) P Rm Rまたは
(u; ; ) P Sm1  R+  Rの空間
z 複素数 zの複素共役rf 関数 f の反転（reflection） rf(x) := f(x)
f  g 関数 f; gの畳み込み
f À g 関数 f; gに対し，ある正定数 C ¥ 0が存在して f ¤ Cgが成
り立つ
Btf 関数 f(x; t)の時間微分 Bf(x; t)/Bt
rf 関数 f(x; t)の勾配 Bf(x; t)/Bx
4f 関数 f の Laplacian
f7 関数 f による確率測度 の押出測度
id 恒等写像
1A 集合Aの指示関数
10
pf Fourier変換
H Hilbert変換
R Radon変換
R: 双対Radon変換
 逆投影作用素
W ウェーブレット変換
W: 双対ウェーブレット変換
R リッジレット変換
R: 双対リッジレット変換
表 1: 関数と超関数のクラス
関数空間 A 双対空間 A1
多項式関数 P –
連続関数 C –
一様連続関数 UC –
無限遠で消滅する連続関数 C0 –
台がコンパクトな連続関数 Cc –
p次可積分関数 Lp 可積分関数（1/p+1/q = 1） Lq
局所可積分関数 L1loc –
滑らかな関数 E 台がコンパクトな超関数 E 1
急減少関数 S 緩増加超関数 S 1
台がコンパクトかつ滑らか
な関数
D Schwartz超関数 D1
緩増加関数 OM –
– 急減少超関数 O1C
Lizorkin関数 S0 Lizorkin超関数 S 10
確率測度 P –
表 2: クラスの包含関係
（関数） D(Rm)  S(Rm)  OM(Rm)  E(Rm)
X X X X
（超関数） E 1(Rm)  O1C(Rm)  S 1(Rm)  D1(Rm)
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第1章 序論
深層ニューラルネットは，2012年頃から機械学習や人工知能の分野で
急速に発展を続けている学習機械である。深層ニューラルネットの快挙
は，大画像に対する一般物体認識タスクで人間と同程度のスコアを記録
し，囲碁では「人類最強」とも呼ばれる棋士イ・セドル氏に勝利するな
ど，枚挙に暇がない。ニューラルネットは，神経細胞が繋がり合って情
報を処理する様子を抽象化した「脳の数理モデル」として，20世紀半ば
に登場し，これまでに二度のブームを引き起こしている。深層ニューラ
ルネットは第三次ブームの立役者である。
「深層」という修飾語は，中間層の数が従来のニューラルネットよりも
多いことを強調している。ニューラルネットを深層化することで，内部
の情報表現が階層化され，情報処理が効率化されることは，以前から予
想されていた。しかし，古典的な学習法であるバックプロパゲーション
（backpropagation）では，深層ニューラルネットを学習させることができ
なかった。原因は様々だが，例えば，層が深くなるに連れて，学習に必
要な誤差信号が減衰し，学習が極端に遅くなるためである。深層ニュー
ラルネットを学習させる技術を総称して，深層学習という。深層学習が
立て続けに成功し始めたのは，2006年のHintonやBengioのプレトレー
ニングからである。
本研究では，深層ニューラルネットの中で何が起きているのか，なぜ
深層にした方が良いのかという問題に対して，深層ニューラルネットの
積分表現理論の開発を通じて問題解決を図る。深層ニューラルネットの
内部では，タスクに有利な情報表現（特徴量写像）が獲得されていると考
えられている。情報表現を自動的に獲得するという意味で，深層学習は
表現学習とも呼ばれる。しかし，深層学習はヒューリスティクスを多く
含むので，実際に獲得される特徴量の素性は分からないことも多い。そ
もそも，浅いニューラルネットは任意の関数を近似できるほど表現力が
高い（万能関数近似器）のに，なぜ深層にする必要があるのだろうか。
本研究が拠り所とする積分表現は，ニューラルネットの中間層素子に
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関する総和を積分に置き換えて得られる。これは中間層素子を積分核と
する積分変換であり，双対リッジレット変換と呼ばれる。リッジレット
変換はRadon変換やウェーブレット変換との関係が深く，幾何学的性質
や解析的性質がよく調べられている。通常のニューラルネットは，積分
表現の離散化を通じて理解できる。積分表現理論は 90年代に起きた第二
次ブームにおいて，浅いニューラルネットの表現能力を調べる過程で成
立した。残念ながら，深層ニューラルネットの積分表現理論は今日まで
ほとんど調べられていない。中間層が二層以上ある場合には，単に積分
核が入れ子になるだけで，中間層同士の関係をうまく定式化できないた
めである。
本研究の結果は二つに分けられる：浅いニューラルネットの積分表現
理論と，深層ニューラルネットの積分表現理論である。浅いニューラル
ネットの理論では，ReLUと呼ばれる活性化関数に対応するように積分
表現理論を拡張し，ニューラルネットとRadon変換およびウェーブレッ
ト変換との関係を詳らかにし，さらに積分表現を離散化してニューラル
ネットを学習する方法を提案した。
深層ニューラルネットの理論では，デノイジング・オートエンコーダー
（denoising autoencoder; DAE）と呼ばれるクラスに対して，DAEを輸送
写像とみなす方法で，積分表現を構成した。また，輸送写像の極限を調
べることで，無限層ニューラルネットに相当する連続DAEの性質を明ら
かにした。DAEはデータ分布のエントロピーを減らす方向に入力データ
を再配置する輸送作用があり，この作用は層を深くした方が顕著になる
ことが分かった。従って，浅いDAEと深層DAEとでは抽出される特徴
量が異なることから，DAEにおいては積極的に深層化すべきであると言
える。本研究の結果を深層学習のアルゴリズムに反映する方法の開発は，
今後の重要な課題である。
本論文の構成は，第 1章が本研究の概要と論文の構成の説明，第 2章が
関連研究と先行研究のサーベイ，第 3章と第 4章が本論を展開するうえ
での準備，第 5章から第 7章が本論，第 8章が本研究の総括である。第 2
章以降の各章の詳細は次の通りである。
第 2章では関連研究および先行研究について，深層ニューラルネット
と浅いニューラルネットの二つの観点で整理する。まず深層ニューラル
ネットについては，最初に全体の動向を概観する。次に，本研究の主題の
一つである「深層ニューラルネットの中では何が起きているか」につい
て言及している研究を整理する。本研究で取り扱うReLUやDAEについ
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ては独立に節を設けるほか，オートエンコーダーと対照的な表現学習の
例として，畳み込みネットワークについても解説する。一方，浅いニュー
ラルネットについては，まず 90年代の結果を整理する。具体的には，万
能関数近似能力を軸にして積分表現理論が登場するまでの経緯を説明す
る。続いて，積分表現理論以降に登場したリッジレット解析や学習理論
について，その後の展開を整理する。
第 3章では，本研究で用いる数学的な道具を整理する。具体的には，
Fourier変換やRadon変換，ウェーブレット解析，拡散方程式，最適輸送
理論の基本的な定理や公式を整理する。さらに，本論で展開される超関
数や特異積分の計算について解説する。これらの計算には，これまでに
まとまった解説が少なく，申請者が独自に計算した内容も含む。
第 4章では積分表現理論について基本事項を説明する。本章は本論を
展開するうえでの準備にあたるが，積分表現理論は本研究の要であり，申
請者の考察も多く含むことから，独立に章を設けた。まず積分表現理論
がリッジレット解析と等価であることを説明したあと，リッジレット変
換がRadon変換とウェーブレット変換の合成変換に分解できることを示
す。これにより，リッジレット解析の幾何学的な意味付けが明らかとな
る。最後に，リッジレット変換の離散化や，ベクトル値の場合の考え方
を説明する。これにより，現実のニューラルネットと積分表現との関係
が明らかとなる。
第 5章では浅いニューラルネットの積分表現理論を展開する。まず，深
層学習において，ReLUと呼ばれる非有界な活性化関数が用いられる背景
を簡単に説明する。これにより，深層ニューラルネットの積分表現理論
を展開するためにはReLUを含む超関数によるリッジレット解析が必要
であることが分かる。本章の前半では，超関数によるリッジレット変換
が存在すること，および適当な条件の下で再構成公式（逆変換）が成り
立つことを理論的に示す。後半では，リッジレット変換の具体例を解析
的に計算し，さらに再構成公式の数値例を計算することで，理論の実効
性を確認する。
第6章では深層ニューラルネットの積分表現理論を展開する。まず，DAE
が登場した背景と，DAEの学習アルゴリズムを簡単に説明し，Alain and
Bengio の変分計算によって学習アルゴリズムの停留点が陽に求まること
を示す。続いて，得られたDAEが輸送写像とみなせることを説明する。
本章の前半では，浅いDAEによる輸送の性質を調べる。後半では，三つ
の深層DAE（積層DAE，合成DAE，連続DAE）を導入し，深層DAEに
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よる輸送現象を軸として深層DAEの積分表現理論を展開する。積層DAE
は深層学習の一種であるプレトレーニングで現れる形式だが，解析が難
しい。合成DAEは浅いDAEの合成写像であり，これ自体も輸送写像な
ので解析は比較的容易である。連続DAEは合成DAEの連続極限であり，
無限層のニューラルネットに相当する。本章の主結果は二つある。まず，
連続DAEによる輸送に伴って変形されたデータ分布（押出測度）が，逆
向きの拡散方程式に従うことを示す。つまり，連続DAEはデータ分布の
エントロピーを減らすようにデータ点を再配置する連続力学系である。次
に，積層DAEと合成DAEの等価性を示す。つまり，積層DAEから得ら
れる特徴量は，ある線形写像によって適当な合成DAEから得られた特徴
量に変換できる。二つの主結果の系として，合成DAEと積層DAEはい
ずれも，層を重ねるに連れて連続DAEと類似の振舞いをするようになる
ことが分かる。最後に，深層DAEの積分表現は，層毎の積分表現を合成
したものとして得る。
第 7章では積分表現を離散化することでニューラルネットを学習させ
る方法を説明する。再構成公式を離散化することで学習済ニューラルネッ
トが得られる。離散化は離散フーリエ変換のように規則的な格子に沿っ
て行うこともできるが，本章ではサンプリングによる方法を提案する。こ
れは，データからリッジレット変換を推定し，得られた変換を確率分布
とみなして，パラメータをサンプリングする方法である。リッジレット
変換をパラメータ空間上の確率分布とみなしたものをオラクル分布と呼
ぶ。人工データおよび実データに対してアルゴリズムを適用し，バック
プロパゲーションに依らない学習が行えることを確認した。
第 8章では本研究を総括し，今後の展望について述べる。
なお付録Aでは，本文で省略した定理の証明を掲載している。また付
録Bでは，情報やエントロピー，複雑性などの基本的かつ解釈の難しい
概念について，諸分野での用例を元にして整理する。本付録の内容は，深
層ニューラルネットの中でどのように情報を処理しているかについて考
察を加えるための背景知識となるが，本論を展開するうえで必ずしも全
て理解しておく必要はないため，付録に置いた。
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深層学習と積分表現理論という二本の軸で本研究の立ち位置を整理す
る。ニューラルネットは今日の深層学習ブームを含めて，これまでに三度
のブームを引き起こしている。第一次ブームは，ニューラルネットが登場
して間もなく起きた。当時のニューラルネットは，形式ニューロンや線形
パーセプトロンと呼ばれる中間層を持たないニューラルネットであった。
第二次ブームは，多層パーセプトロンと呼ばれる中間層を備えたニューラ
ルネットと，その学習法であるバックプロパゲーション（backpropagation）
が主役であった。積分表現理論は第二次ブームに端を発する，浅いニュー
ラルネットの理論である。第三次ブームは，さらに多くの中間層を備え
た深層ニューラルネットと，その学習法である深層学習（deep learning）
が主役である。
M H N M H1 H2 H3 H4 H5 N
図 2.1: 本研究の対象となる浅いニューラルネット（左）と深層ニューラ
ルネット（右）。緑は入力層（M = Rm），青は中間層（H = RJ），赤は
出力層（N = Rn）を表す。
ニューラルネットには，決定的ニューラルネット（deterministic）と，確
率的ニューラルネット（probabilistic, generative）がある。確率的ニューラ
ルネットは，Boltzmann Machine（BM）や Restricted Boltzmann Machine
（RBM），およびそれらを深層化した Deep Belief Network（DBN）やDeep
Boltzmann Machine（DBM）が代表的である。階層型ニューラルネットは，
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入力層，複数の中間層，出力層から構成される。階層型でないニューラル
ネットには，リカレントニューラルネット（recurrent neural network）の
ように循環的な結合や，Boltzmann Machine のように相互結合をもつも
のがある。階層型のニューラルネットには，全結合型（full connected）と
畳み込み型（convolution）がある。全結合型は多層パーセプトロン（multi
layer perceptron）とも呼ばれる。
本研究では主に，決定的かつ階層型の全結合ニューラルネットを扱う。
本論文を通じて，単にニューラルネットといえばこれを指す。また，中間層
が一層のものを浅いニューラルネット（shallow neural network）と呼び，
中間層が二層以上のものを深層ニューラルネット（deep neural network）
と呼ぶ。なお，「深層学習」という言葉は，字義通りには，深層ニューラル
ネットの学習法の総称であるが，自然言語処理で用いられる再帰型ニュー
ラルネット（recursive neural network）などは浅いモデルに相当するの
で，文脈に応じて判断されたい。
2.1 深層学習の理論
深層学習の発展は著しい。既に多くの解説 (Goodfellow et al., 2016;
LeCun et al., 2015; Schmidhuber, 2015; 麻生英樹 et al., 2015; 得居誠也
, 2014; Bengio, 2009; Bengio and Delalleau, 2011; Bengio et al., 2013a;
Bengio, 2013)が公開されている一方で，トレンドは毎年のように変化し
ている。以下では本研究に関係するトピックに焦点を絞り，網羅的な解
説は他書に譲ることとする。
2.1.1 近年の動向
これまでの深層学習の展開は概ね三つの時代に分けられる。まず，Hinton
et al. (2006); Bengio et al. (2007); Ranzato et al. (2007)に始まる事前学
習（pre-training）の時代である。事前学習とは，目的のタスクを解く前
に，教師なし学習によって深層ニューラルネットのパラメータを調整す
る操作である。それまで，深層ニューラルネットを学習させることは極
めて困難であり，実質的にはほとんど不可能なのではないかとさえ思わ
れていたが，事前学習後のパラメータを初期値として再度バックプロパ
ゲーションを行うことで，目的のタスクを学習できるようになることが
分かった。この時代には，深層ニューラルネットが従来の浅いニューラ
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ルネットや SVMよりも性能が高いことを実験的に評価する報告も多く
(Jarrett et al., 2009; Glorot and Bengio, 2010; Erhan et al., 2010; Coates,
2012)，深層ニューラルネットの実力が広く認知されて商業化が進んだ今
日から見れば牧歌的である。事前学習の実体は，入力データに対して教
師なし学習を適用して，特徴抽出器を学習することである。従って，事
前学習は教師なし特徴学習（unsupervised feature learning）や表現学習
（representation learning）とも呼ばれる。Restricted Boltzmann Machine
（RBM）やオートエンコーダー（autoencoder）, k-meansや ICAなどの
教師なし特徴学習が盛んに研究された (Lee et al., 2008; Larochelle et al.,
2007; Lee, 2010; Erhan et al., 2010; Le et al., 2011; Coates and Ng, 2011;
Coates et al., 2011; Bengio and Delalleau, 2011; Coates, 2012; Bengio
et al., 2013a)。1; 000台のPCクラスタを三日間稼働させたことでも話題
になった “Google cat” (Le et al., 2012)などは，教師なし特徴学習の象徴
例である。深層学習で標準的に用いられるReLU (Nair and Hinton, 2010;
Glorot et al., 2011) やDropOut (Srivastava et al., 2014) はこの時代に登
場した。
次に，Krizhevsky et al. (2012)やHinton et al. (2012)に始まる畳み込み
ネットワーク（convolutional networks; ConvNets, CNN）の時代である。
畳み込みネットワークの登場により，事前学習を経由せずに深層ニュー
ラルネットを学習できることが明らかとなり，「もはや事前学習は誰も使
わない」という言葉も聞かれた。畳み込みネットワークの威力は凄まじ
く，画像認識や音声認識，化合物活性認識などのコンペで圧倒的な成績を
収めた。特に，Krizhevsky et al. (2012)が登場した大画像一般物体認識コ
ンペ（ImageNet Large Scale Visual Recognition Competition; ILSVRC,
Russakovsky et al. (2015)）では，翌年からも毎年圧倒的な記録更新が
続き，ついに人間と同等な認識精度を達成することとなった (Sermanet
et al., 2014; Girshick et al., 2014; Szegedy et al., 2015; Simonyan and
Zisserman, 2015; He et al., 2016)。畳み込みネットワークの台頭に伴い，
MNISTやCIFAR-10などの「小規模」データ・セットは，最早ベンチマー
クとしての意味を為さなくなった (Benenson, 2016)。この時代には機械学
習だけでなく画像処理や音声信号処理，自然言語処理，ロボット工学，創
薬などの応用分野の研究者も大量に参入して，特に畳み込みネットワーク
の研究が加速し，認識精度とネットワークの深さを追求する時代になっ
た。Google や Facebook, Microsoft, Baidu などの巨大企業に深層学習の
研究者が集中し，大量のGPUを一週間稼働させるといった力量作戦が当
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たり前となっていった。畳み込み構造のように，ニューラルネットの構造
に細工を加える方法が発達し，2015年にはついに 1; 000層の深層ニュー
ラルネットが登場した。深層学習で標準的に用いられる AdaGrad (Duchi
et al., 2011)やRMSprop (Tieleman and Hinton, 2012), ADAM (Kingma
and Ba, 2015) などの最適化技術はこの時期に発達した。
そして 2014年頃からは，ポスト・パターン認識の時代である。画像や
音声の認識タスクは既に飽和状態となり，巨大なニューラルネットを作
製する研究は，莫大な予算と，潤沢かつ良質なデータ，そして人材の結集
なくしては遂行が困難になった。一方，世間では人工知能が人類を超える
という技術的特異点（singularity）が話題となった。機械学習では比較的
珍しいことだが，Natureのような商業誌にも深層学習が登場するように
なり (Mnih et al., 2015; LeCun et al., 2015; Silver et al., 2016)，悪夢のよ
うな絵を生成する Inceptionism (Mordvintsev et al., 2015) や，人類最強
の棋士イ・セドル氏に勝利した AlphaGo (Silver et al., 2016) のように，
見た目に分かりやすいアウトプットが続いたことが背景にあると考えら
れる。基礎研究では，Bayes法や統計物理学の背景をもつ研究者が参入し
て，生成モデルによる表現学習 (Bengio et al., 2014; Alain et al., 2016;
Kingma and Welling, 2014; Goodfellow et al., 2014; Sohl-Dickstein et al.,
2011, 2015) が再び脚光を浴びるようになった。そして，生成モデルやリ
カレントニューラルネットを用いたデータ生成 (Boulanger-Lewandowski
et al., 2012; Graves, 2013; Goodfellow et al., 2014; Gatys et al., 2015;
Gregor et al., 2015; Radford et al., 2016; van den Oord et al., 2016)や，
ゲームで人間に勝つことを目指す強化学習 (Mnih et al., 2013, 2015)，機
械翻訳（Neural Machine Translation; NMT）などに応用される attention
(Mnih et al., 2014; Sutskever et al., 2014; Cho et al., 2014; Bahdanau
et al., 2015)などが，深層学習の新たな挑戦的タスクとして登場した。バ
イナリ重み (Courbariaux et al., 2015) や ハッシュ (Chen et al., 2015) の
ように，学習時の誤差信号は著しく単純化されていても学習できること
が分かってきた。
Why Now?
深層学習はなぜ最近までできなかったのだろうか。ニューラルネット
を深層構造にする方が情報処理能力が向上するという仮説は，第二次ブー
ムの頃からあった (Rumelhart et al., 1987; Hinton, 1989; White, 1990;
Utgoﬀ and Stracuzzi, 2002)。深層学習ブームの火付け役である Hinton
2.1. 深層学習の理論 19
自身も階層的な情報表現の重要性を強く訴えていたし，Bengioもまたス
パース分散表現の熱烈な信奉者であった。また，畳み込みネットワーク
を用いた深層学習は，既にFukushima (1980)やLeCun et al. (1998)が実
現させていたことも特筆すべきことである。
計算機の発達とデータの氾濫を理由に挙げる研究者は多い。深層学習
が登場した 2006年と，第二次ブームにあたる 1990年前後との間には，15
年程度の時間差がある。Mooreの法則に基づいて概算すると，CPUの性
能は少なくとも 215/1:5  1; 000倍ほど違う。また，1998年に登場して以
来標準的なベンチマークとして用いられているMNISTデータセットは，
28 28のグレースケールの線画（0から 9までの手書きのアラビア数字）
が 6万枚という規模であるのに対して，2012年のAlexNetで用いられた
ImageNetデータセットは 224  224に縮小された 1; 000クラスのカラー
画像 100万枚であるから，単純にピクセル数を比較しても 1; 000倍オー
ダーの差がある。
興味深いことに，圧倒的な量の差をもってそれまでできなかったこと
ができるようになると，理論も変化した。90年代後半には，なぜ学習でき
ないかを説明する理論が多かったのに対して，今日では，なぜ学習できる
かを説明する理論が増えてきた。例えば，ニューラルネットの学習問題は
高次元の非凸最適化問題なので，局所解に陥るためにうまく解けないと
いう説明がある。Dauphin et al. (2014)は，次元が高い場合には，大多数
の危点は鞍点であることを示し，うまく解けないのはNewton法の使い方
に問題がある可能性を指摘した。また，ニューラルネットの学習問題は学
習時間がNP困難なので，うまく解けない (Blum and Rivest, 1992)とい
うように，計算複雑性理論による説明もある。これに対して Livni et al.
(2014)は，（計算複雑性理論の延長である）統計的学習理論と，深層学習
という現実とのギャップを埋めるべく，確率的勾配法の解析に取り組ん
でいる。
2.1.2 Why Deep?
そもそもニューラルネットは，中間層が一層あれば，任意の関数を近似
できるほど高い表現能力を持つ。従って，関数近似や表現能力という観点
では，深層ニューラルネットは単に冗長なだけですらある。疑い深い研究
者の中には，深層ニューラルネットと同等以上の性能を示す浅いニューラ
ルネットを構成してみせた人もあるほどである (Ba and Caruana, 2014)。
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しかし，浅いニューラルネットに拘る研究者は，今や少数派である。
なぜ深層構造が良いのかについての研究は，表現能力の効率性を数学的
な命題として示すものが多い (Håstad, 1986; Delalleau and Bengio, 2011;
Montufar et al., 2014; Telgarsky, 2016; Eldan and Shamir, 2016; Cohen
et al., 2016)。中間層を重ねることで，中間層素子の発火パターンの組み
合わせや，さらにそれらの高次の組み合わせが扱えるようになるので，同
じ数の中間層素子であれば，並列に浅く並べるよりも，直列に深く並べ
る方が，表現できるパターンの数は指数的に増す。従って，深層ニューラ
ルネットの表現能力は，浅いニューラルネットと比較して指数関数的に
効率が良く，パラメータ空間の次元も節約できる (Bengio et al., 2006a;
Montufar et al., 2014)。単に表現能力ではなく，学習能力を評価した研
究も多い。例えば Arora et al. (2014)はサンプル複雑性，Giryes et al.
(2015a)は深層ニューラルネットの stability，Neyshabur et al. (2015)は
深層ニューラルネットのRademacher複雑性を評価した。
表現能力や学習能力を評価する研究では，回路や多項式関数などを用
いて，深層ニューラルネットと比較して，浅いニューラルネットで近似
するためには中間層素子の数が指数関数オーダーで多く必要となるよう
な状況を構成して，深層ニューラルネットの優位性を主張する。勿論，次
元の呪いを思い出せば，次元削減は歓迎すべきことではある。一方で，こ
の類の説明では，例として構成された回路や関数が現実に登場する可能
性について説明を欠いていることに注意すべきである。
2.1.3 何を表現しているか
ある人が「お婆さん」を認識する時，その人の脳内では，お婆さんに反
応する唯一の神経細胞が発火しているのだろうか。それとも，複数の神
経細胞の発火パターンが，お婆さんに対応しているのだろうか。前者を
局所表現と言い，後者を分散表現と言う。HintonやBengioは，分散表現
の信奉者である。生物の系統図のように，体系化や階層化を通じて，知
識はコンパクトに表現できる。同様に，中間層を重ねることで，発火パ
ターンは組み合わせ的に複雑さを増し，中間層素子を一層に並べるより
も，効率的に情報を表現できる。
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特徴量写像
深層ニューラルネットは，入力に近い方を特徴量写像，出力に近い方を
予測器に分けて解釈するのが基本的である。本研究でもこの考え方に則っ
て解析する。Cho and Saul (2009)やMontavon et al. (2011), Jawanpuria
(2015)などは，深層ニューラルネットの特徴量写像から得られた中間表
現に主成分分析をかけることで，カーネル主成分分析としての性能を評
価した。Yosinski et al. (2014)は中間層特徴量がどの程度，転移学習に利
用できるかを調べることで，層が深まるに連れてドメイン特異性が高く
なることを発見した。また，Szegedy et al. (2014); Yosinski et al. (2015)
は，学習済ニューラルネットに対して，訓練データとかけ離れた入力を与
えると，ニューラルネットが誤動作することを実験的に示した。Sonoda
and Murata (2016)でも，この立場からデノイジング・オートエンコー
ダーの特徴づけを行っている。
ランダム説
深層ニューラルネットのパラメータ数はあまりにも膨大なので，各パラ
メータはほとんどランダムでもネットワーク全体としては何らかの機能
を果たしていると考えるのはもっともなことである。Saxe et al. (2011)や
Cambria et al. (2013)は，パラメータがランダムであっても判別に有利な
特徴量が得られることを実験的に報告をしている。Giryes et al. (2015b)
は，圧縮センシングのアナロジーにより，パラメータが正規乱数であっ
ても，活性化関数が ReLUであれば，似ている入力と異なる入力とを分
離するような作用があることを示した。一方Duvenaud et al. (2014)は，
ランダムな特徴写像の合成を繰り返すと，カオス的に振舞うことを示し
た。一口にランダムといっても，ランダムネスの入れ方次第では互いに
矛盾するような結論が導かれることに注意すべきである。
無限層
第 6章では無限層のニューラルネットを解析する。勿論，無限層に言及
するのは本研究が初めてのことではない。特定のカーネル関数の合成写像
を解析的に計算して深層カーネルを構成する方法 (Cho and Saul, 2009)
や，パラメータがランダムな場合の解析 (Saxe et al., 2011; Duvenaud
et al., 2014; Giryes et al., 2015b) ，ニューラルネットをMarkov連鎖や力
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学系とみなす解析 (Sohl-Dickstein et al., 2015; Sonoda and Murata, 2016)
などは，個別の中間層を特徴づける研究であり，無限層まで合成した結
果を調べることができる。
2.1.4 ReLU
深層学習では，活性化関数としてReLU（Rectified Linear Unit）を用いる
のが標準的である (Nair and Hinton, 2010; Glorot et al., 2011; Goodfellow
et al., 2013; Dahl et al., 2013; Maas et al., 2013)。従来用いられてきたシ
グモイド関数やRBFと比較して，ReLUは学習を加速し，学習結果をス
パースにする効果があることが経験的に知られている (Glorot et al., 2011;
Jarrett et al., 2009; Krizhevsky et al., 2012; Zeiler et al., 2013; Maas et al.,
2013)。シグモイド関数 を用いる場合，入力信号 xの値が閾値 bから乖
離していると，出力 (x  b)の入力 xに対する感度は鈍化する。そのた
め，学習時の誤差信号は層が深まるに連れて消滅（vanishing gradient）し
やすい。一方ReLU (  )+を用いる場合は，出力 (x b)+の入力に対する
感度は一定である。従って，学習時の誤差信号も減衰することなく伝わ
り，学習が素早く進むようになるためである (Glorot et al., 2011)。
2.1.5 デノイジング・オートエンコーダー
Vincent et al. (2008)は古典的なオートエンコーダー (Bourlard and
Kamp, 1988; Baldi and Hornik, 1989) の修正版としてデノイジング・
オートエンコーダー（denoising autoencoder; DAE）を導入した。古典的
なオートエンコーダーは恒等写像 x ÞÑ xだが，DAEはわざとノイズを加
えた入力 rxから雑音を除いた信号を取り出す雑音除去写像 rx ÞÑ xとして
訓練される。当初，ノイズはロバスト性を高める目的で取り入れられた。
DAEの理論づけには，現時点で少なくとも五つないし六つの観点が
ある。まず，DAEはデータが分布している多様体を学習しているとする
多様体学習説 (Rifai et al., 2011; Rifai and Dauphin, 2011; Alain and
Bengio, 2014)，次に，データの生成モデルを学習しているとする生成モ
デル説 (Vincent et al., 2010; Bengio et al., 2013b, 2014), 入力データの情
報損失が最小となるようなデータ表現を学習しているとする infomax 説
(Vincent et al., 2010)や, スパースな表現を獲得しているとするスパース
説 (Arpit et al., 2016), 局所解を避けるような初期値になっているという
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学習ダイナミクスについての報告 (Erhan et al., 2010), そして特定のエネ
ルギー関数によるスコアマッチングがDAEの手続きと等価であるという
発見 (Vincent, 2011; Kamyshanska and Memisevic, 2013, 2015) である。
はじめの三つの観点はVincentの原論文の中でも触れられている。銘々の
理屈付けで，DAEが学習しているものはそれぞれ以下のとおりである：
多様体学習説ではデータが分布している多様体，生成モデル説ではデー
タを生成する確率分布のパラメータ，infomax説では入力データの情報損
失が最小となるようなデータ表現，スパース説ではスパースなデータ表
現，学習ダイナミクスでは局所解を避けるような初期値，スコアマッチ
ングではデータ分布自体である。なお，これらは主に浅いDAEの解析で
ある。
特に，最後のスコアマッチング説は，DAEが入力データの分布に関す
る情報を（少なくとも理論的には）全て保持していることを決定づけたと
いう点で画期的であった。この発見を転機として，DAEの研究はそれま
での積層（stack）から，生成モデルを用いてデータ分布を積極的に推定す
るスタイルへとシフトしていった (Larochelle and Murray, 2011; Bengio
et al., 2013b, 2014)。
生成モデルは，当初オートエンコーダーより優勢であったRBMやDBN,
DBMとの類似性が高いこともあり，ベイズ計算を得意とする研究者が多
く参入してきた。Kingma and Welling (2014)の変分オートエンコーダー
（variational AE; VAE）や，Sohl-Dickstein et al. (2011, 2015)の最小確率
流（minimum probability flow），Goodfellow et al. (2014)の敵対的ネッ
トワーク（generative adversarial network; GAN）など，洗練されたアル
ゴリズムが矢継ぎ早に発表された。GANはゲーム理論に基づく方法であ
り，actor-criticとの関係も指摘されている。さらに，生成モデルの特徴
を活かして，半教師付き学習 (Kingma et al., 2014; Rasmus et al., 2015)
や，データ生成 (Radford et al., 2016)などの新しいタスクが登場した。
2.1.6 畳み込みネットワーク
畳み込みネットワークは，視覚系や信号処理・画像処理のコミュニティ
が参入してきたこともあり，この数年間でもっとも研究が進んだモデル
と考えられる。従って，本研究で直接取り扱うことはないが，理論的に
重要と思われる結果をいくつか列挙しておく。Lee et al. (2008)は，画像
データに対してスパース制約付きRBMによる特徴抽出を行うと，二層目
24 第 2章 本研究の位置づけ
に視覚系のV2野と同様の特徴量が抽出されることを発見した。Wibisono
et al. (2010); Mroueh et al. (2015); Anselmi et al. (2015)は，特徴量写
像に不変性を要求すると畳み込み構造が現れることを示した。Saxe et al.
(2011)は，畳み込み構造があればネットワークの重みはランダムでも機能
することを指摘した。Bruna and Mallat (2013)は畳み込みネットワーク
を散乱変換（scattering transform）という変換としてモデル化し，プーリ
ングが不変性の獲得に必要であることを指摘した。散乱変換はWiatowski
et al. (2016)が一般化する方向を検討している。Szegedy et al. (2015)や
Srivastava et al. (2015), He et al. (2016)では，インセプション構造やス
キップ接続を用いることが深化を成功させるために不可欠であることを
示した。
2.2 浅いニューラルネットの理論
本研究の出発点となる積分表現理論はMurata (1996)に始まる。積分
表現理論は，ニューラルネットの表現能力（関数近似能力）を調べる研
究が盛んに行われていた時代に登場した。関数近似理論の研究者である
Kůrková (2012)に曰く，積分変換の離散化を経由して関数を近似するテ
クニックは，関数近似理論の分野では古くから用いられてきた。ニュー
ラルネットを積分変換の離散化とみなす例は，Irie and Miyake (1988)に
よる Fourier変換や，Carroll and Dickinson (1989)や Ito (1991)による
Radon変換などに始まる。Candès (1998)の用語に立脚すれば，積分表現
は双対リッジレット変換である。リッジレット変換はRadon変換とウェー
ブレット変換の合成変換とみなせることから，幾何学的な解釈性に優れ
ており，調和解析の一分野を築くまでに発展した。本節では，積分表現
理論を軸として深層学習以前のニューラルネットの理論を整理する。
2.2.1 関数近似理論
ニューラルネットは万能関数近似器（universal approximator）である。
つまり，中間層素子の数を無限に増やすことで，任意の関数を近似でき
る。厳密には，ニューラルネットは二乗可積分関数の空間L2(Rm)や，連続
関数の空間C(Rm)にコンパクト開位相を入れた空間などで稠密である。
ニューラルネットの万能性に初めて言及したのは，おそらく Hecht-
Nielsen (1987)である。Hecht-Nielsen は Kolmogorov-Arnold の表現定
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理 (Kolmogorov, 1956a; Arnold, 1957; Sprecher, 1965) により，ニューラ
ルネットが任意の関数を近似しうることを指摘した。ただし表現定理の形
式は浅いニューラルネットよりも複雑であり，完全な証明にはならない。
浅いニューラルネットの万能性は，1988年から 1989年にかけて同時
多発的に異なる方法で証明された。Cybenko (1989)はHahn-Banachの拡
張定理を用いたが，非構成的であるためにそれ以上先に進むことは難し
かった。Hornik et al. (1989)はStone-Weierstrassの定理，Irie and Miyake
(1988)とFunahashi (1989)はFourier変換に帰着して万能性を示した。こ
れらは構成的ではあるものの，ニューラルネットを多項式や三角関数に
翻訳する方法なので，リッジレット解析ほどの解釈性はない。Carroll and
Dickinson (1989)はRadon変換に帰着して万能性を示した。Radon変換
はリッジレット変換と非常に近いが，Carroll and Dickinson の証明は手
続き的であり，リッジレット解析ほどの解釈性はない。
活性化関数が有界でない場合の万能性は，まずMhaskar and Micchelli
(1992)がB-splineを使って示した。続く Leshno et al. (1993)の証明は近
似単位元を使っており，簡潔なだけでなく実解析的な示唆に富んでいる。
詳細は Pinkus (1999) を見よ。
表 2.1: g(x) :=
°J
j=1 cj(aj  x bj)による f(x)の近似可能性
f  位相 証明方針
Irie and Miyake 1988 L1 L1 各点 Fourier反転公式
Cybenko 1989 C シグモイド 広義一様 Hahn-Banach
Hornik+ 1989 C シグモイド 広義一様 Stone-Weierstrass
Funahashi 1989 C 有界連続か
つ単調増加
広義一様 Fourier反転公式
Carroll and Dickinson
1989
D tanh L2 Radon反転公式
Mhaskar and Micchelli
1992
Lp S 10 Lp B-spline
Leshno+ 1993 C S 10 広義一様 近似単位元
万能性が明らかになると，次は近似の効率が焦点となった。つまり，中
間層素子数 nや入力の次元mに対して，近似誤差がどのようなオーダー
で減衰するかという評価である。ここで，近似誤差は推定誤差ではない
ことに注意せよ。従って，サンプルサイズ Sやデータの分布 は登場し
ない。Barron (1993)は，Fourier変換を用いて，O(1/
?
n)という評価を
導いた。これは，先行するMaurey (Pisier, 1981) と Jones (1992) の名前
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を合わせて，Maurey-Jones-Barron 評価（MJB bound）と呼ばれている。
MJB評価は，中間層素子一個のニューラルネットから始めて，近似対象
にもっとも近づくように中間層素子を追加していく貪欲法を理論的に行
うことで導かれる。このアイデアは実際の学習アルゴリズムに忠実で素
朴だが，強力である。今日でも最適化理論の文脈で用いられる。
MJB評価は二つの側面で画期的であった。まず，O(1/
?
n)は多項式近
似や三角関数近似あるいはスプライン近似よりも速い。これは，ニュー
ラルネットの中間層素子が可変基底として機能するためである。つまり，
多項式や三角関数のように基底関数系を固定すると，必ず近似に不利な
点が存在するが，ニューラルネットの中間層素子は基底自体が適応でき
るので，効率的に部分空間が張れるためである (Barron, 1993)。そして，
O(1/
?
n)には次元mが含まれない。これは，「ニューラルネットは次元
mに影響されない」ことの根拠として持て囃された。もっとも，これは
次元mが近似対象の滑らかさ sと相殺しているためである。つまり，次
元が上がるに連れて関数クラスが縮小しているのである。
Mhaskar (1996)は，関数の滑らかさsを考慮したJackson型評価O(ns/m)
を導いた。Petrushev (1998)はGegenbauer多項式を用いて代数的に離散
化する場合の誤差を評価した。Kůrková and Sanguineti (2001); Kůrková
(2012)はMBJ評価の精密化として変動ノルムによる評価を導いた。詳細
はKainen et al. (2013)を参照せよ。
2.2.2 学習能力の評価
ニューラルネットのパラメータ空間は高次元であるにも関わらず学習
できたので，あたかもニューラルネットは次元の呪いとは無縁であるか
のように持て囃された。統計的学習理論の大家である Vapnik (2006) が
述懐するところでは，この問題に説明を付けるために，Fisher統計学に
依らない学習理論を模索し続け，ついに統計的学習理論にたどり着いた
という。
Poggio and Girosi (1990); Girosi et al. (1995)はリッジ正則化付きバッ
クプロパゲーションの停留点がGreen関数を用いて書けることを利用し
て，正則化ネットワークを開発し，汎化誤差を評価した。Bartlett (1998);
Niyogi and Girosi (1999)はニューラルネットのサンプル複雑性を計算
した。Bartlett and Mendelson (2002)や Bousquet and Elisseeﬀ (2002)
はニューラルネットの複雑性を計算するために Rademacher 複雑性や
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stability を開発した。Cesa-Bianchi et al. (2004)は SGDのサンプル複雑
性を評価した。最近では Bach (2014)が凸型ニューラルネット (Bengio
et al., 2006b)のRademacher複雑性を評価している。
2.2.3 リッジレット解析
Murata (1996)や Candès (1999, 1998), Rubin (1998)は，ほぼ同時に
リッジレット変換を発明した (Donoho, 1999, 2001; Rubin, 2004; Starck
et al., 2010)。積分表現理論にリッジレット（ridgelet）という名前を付け
たのはCandès (1998)である。CandèsとDonohoは画像のような多次元
信号に対する新しいウェーブレット理論を追究しており，やがて多重解
像度幾何解析（Geometric Multiscale Analysis; GMA）という名称で組織
的に研究を発展させた (Donoho, 2002)。Rubinは主に実解析的な側面に
着目しており，Calderón再生公式の一般化として発展させた。
再構成公式R:R f = fも含めたリッジレット変換R の枠組みは，四
つの関数クラスによって特徴づけられる。すなわち，リッジレット変換
の定義域（domain）X (Rm)と値域（range）Y(Ym+1), およびリッジレッ
ト変換と双対リッジレット変換に用いられる二つのリッジレット関数の
クラスZ(R)とW(R)である。
X (Rm) 3 f(x) (a; b) 2 Y(Rm+1)
 (z) 2 Z(R)
R 
(z) 2 W(R)
Ry
図 2.2: リッジレット解析に纏わる四つのクラスの関係
Murata (1996)による積分変換 Tは Z;W  L1 X L2の場合に相当す
る。ただし，この他に許容条件を含めた複数の付帯条件が課されている。
Candès (1999, 1998)はZ = W  S（急減少関数）の場合にリッジレッ
ト解析を展開した。Candèsの流儀では，リッジレット関数と双対リッジ
レット関数には同一の関数を用いる。Rubin (1998)は Z;W が Borel測
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度の場合にリッジレット変換だけでなく Radon変換や k-plane変換まで
包括するCalderón再生公式を示した。Kostadinova et al. (2014, 2015)は
リッジレット変換の定義域が Lizorkin超関数 X = S 10にまで拡張できる
ことを示した。これは今日知られている時点で最大の定義域だが，リッ
ジレット関数のクラスを Lizorkin関数W = Z = S0  Sに制限するとい
う犠牲の上に実現されている。Sonoda and Murata (2015)では，Z  S
にとることでW  S 1（緩増加超関数）まで拡張できることを示した。
表 2.2: リッジレット解析が展開できるクラス
X Y Z W
Murata 1996 L1 X Lp (p P [1;8]) - L1 X L2 L1 X L2
Candès 1998 L1; L2 - S S
Rubin 1998 L2 - Borel測度 Borel測度
Kostadinova+ 2014 S 10 - S0 S0
Sonoda & Murata 2015 L1; L2 S 1 S S 1
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実解析や関数解析については (猪狩惺, 1996; 柴田良弘, 2006; Rudin,
1991; Brezis, 2011; Yosida, 1995), 超関数については (垣田高夫, 1999;
Schwartz, 1966; Trèves, 1967), Lizorkin超関数や Besov空間については
(Yuan et al., 2010; Holschneider, 1995; 澤野嘉宏, 2011)を参考にした。
Fourier解析については (Grafakos, 2008), Radon変換については (Helga-
son, 2011; Natterer, 2008; Quinto, 2006; Kuchment, 2014), ウェーブレッ
ト変換については (Daubechies, 1992; Mallat, 2009; Holschneider, 1995)
を参考にした。拡散方程式や発展方程式については (伊藤清三, 1979;小川
卓克, 2013),最適輸送理論とWasserstein幾何学については (Villani, 2009;
Ambrosio et al., 2008; 桑江一洋 et al., 2015)を参考にした。
3.1 基礎空間
基本的な空間の位相と測度を整理する。
m次元Euclid空間RmにはEuclid内積から定まる標準位相とLebesgue
測度を入れる。関数ノルムと区別するため，x P RmのEuclidノルムは単
に |x|2ないし |x|と書く。
(m 1)次元単位球面 Sm1は，Rmの部分集合
Sm1 = tx P Rm | |x|2 = 1u;
にRmの誘導位相を入れたものとする。Lebesgue測度から誘導された表
面測度を dとする。特に断りのない限り，球面測度 duといえば一様確
率測度 du :=  (m/2)/2m/2dを表すものとする。すなわち，以下を満
たす »
Sm1
du = 1:
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半直線R+ := tx P R | x ¡ 0uには，Rの誘導位相を入れる。半直線は
通常の積によって位相群となるので，Haar測度 dx/xが自然である。た
だしウェーブレット変換やリッジレット変換の台空間の一部として扱う
場合には，別の測度 dx/xsを入れることもある。Haar測度に限り，以下
のスケール不変性が成り立つ»
R+
 (ar) pdr
r
=
»
R+
 (r) pdr
r
; a ¡ 0:
半直線の測度については 付録 A.1 を参照せよ。
半空間H := R+  Rには，R2の誘導位相を入れる。測度はHaar測度
どうしの直積測度である dxdy/xを用いるが，文脈に応じて使い分ける。
3.2 関数と超関数
Euclid空間上の関数および超関数の定義と位相を整理する。関数空間
の記号法は (猪狩惺, 1996) および (Schwartz, 1966) に従う。
以下の包含関係は Schwartz (1966)による。
（関数） D(Rm)  S(Rm)  OM(Rm)  E(Rm)
X X X X
（超関数） E 1(Rm)  O1C(Rm)  S 1(Rm)  D1(Rm)
3.2.1 Euclid空間上の関数
多項式関数の空間をP(Rm)と書く。P(Rm)には後述する緩増加超関数
S 1の位相を入れる。
連続関数の空間をC(Rm)と書く。C(Rm)には広義一様収束による位相
（コンパクト開位相）を入れる。
無限回微分可能関数（滑らかな関数, smooth functions）の空間をC8(Rm)
または E(Rm)と書く。特に E(Rm)と書くときは，以下で説明する位相が
入っている。すなわち，E(Rm)の点列 ujが E の位相で uに収束する
uj Ñ u in E
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とは，任意のコンパクト集合Kと任意の多重指数  P Nm0 に対して，
Buj Ñ Bu uniformly on K
となることをいう。
コンパクト集合Kに台を持つ滑らかな関数の全体をC8(K)と書く。台
がコンパクトかつ滑らかな関数の空間をC8c (Rm)またはD(Rm)と書く。
すなわち，任意のコンパクト集合Kに対する合併の記号

Kを用いて以
下のように書ける
D(Rm) :=
¤
K
C8(K):
D(Rm)における収束（uj Ñ u in D）とは，任意の多重指数  P Nm0 に対
して，
Buj Ñ Bu uniformly
となることをいう。
急減少関数の空間を S(Rm)と書く。滑らかな関数 u P C8(Rm)のセミ
ノルムを
;(u) := sup
x
|xBu(x)|; ;  P Nm0
とおく。滑らかな関数 uが急減少関数であるとは，任意の多重指数;  P
Nm0 に対してセミノルム ;(u)が有界となることをいう
S(Rm) := tu P C8(Rm) | @;  P Nm0 : ;(u)   8u:
S(Rm)にはセミノルムによる位相を入れる。すなわち，uj Ñ u in S と
は，任意の多重指数 ;  P Nm0 に対して，
;(uj  u)Ñ 0;
となることをいう。
緩増加関数の空間をOM(Rm)と書く。滑らかな関数 u P E(Rm)が緩増
加関数であるとは，任意の急減少関数 f P S(Rm)との積 fuが再び急減少
関数になることをいう
OM(Rm) := tu P E(Rm) | @ P S(Rm) : u P S(Rm)u:
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OM(Rm)には Eの位相を誘導する。ある関数が緩増加関数であるかどう
かを調べるには，定義に従うよりも，以下の同値な条件を調べるほうが
簡単である (Schwartz, 1966; Grafakos, 2008)。すなわち，u P E(Rm)が
緩増加関数であることは，任意の多重指数 P Nm0 に対して，ある多項式
p P P(Rm)があって，|Bu| ¤ pが成り立つことと同値である
OM(Rm) = tu P E(Rm) | @ P Nm0 Dp P P(Rm) : |Bu| ¤ pu:
言い換えれば，任意の導関数 |Bu(x)|の無限遠 |x| Ñ 8 における増大速
度が高々多項式程度（at most polynomial growth）のとき，uは緩増加関
数である。
Lizorkin関数の空間をS0(Rm)と書く。急減少関数u P S(Rm)がLizorkin
関数とは，任意の指数のモーメントが消滅することをいう
S0(Rm) :=
"
u P S(Rm)
 @ P Nm0 : » xu(x)dx = 0* :
このような関数は無数に存在する。例えば，u0 P S(Rm)として台が原点
を含まないものをとると，そのFourier変換 pu0は S0(Rm)の元である。定
義より，S0(Rm)は S(Rm)の閉部分空間である。
3.2.2 Euclid空間上の超関数
A(Rm)は適当な位相が入った関数空間とする。つまり，A(Rm)は線
形位相空間（topological vector space）である。A(Rm)の位相的双対空
間（topological dual space）A1(Rm)とは，A(Rm)の有界線形汎関数 f :
A(Rm)Ñ Cの全体である
A1(Rm) := tf : A(Rm)Ñ C bounded linear functionalu:
A1(Rm)には（一般に複数の位相が入れられるが）汎弱位相（弱 位相）
を入れる。すなわち，A1(Rm)の位相的双対A2(Rm)が再びA(Rm)と同相
になるような位相のうち，最も粗い位相である。
Schwartz超関数の空間D1(Rm)は，D(Rm)の位相的双対空間に汎弱位相
を入れた空間である。単に超関数といえばこの空間の元を指す。C8c (Rm)
上の線形汎関数 T が超関数であること（T P D1(Rm)）を示すには，以下
の同値な条件 (猪狩惺, 1996, 定理 7.1) を調べる方が容易である
@K compact Dn ¥ 0 s.t. |xT; uy| À pn;K(u); u P C8(K);
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ただし
pn;K(u) := sup
||¤n
sup
xPK
|Bu(x)|
とする1。また，超関数 T P D1(Rm)は，コンパクト集合K上では可積分
関数の導関数として表されることが知られている（Schwartz超関数の構
造定理 (猪狩惺, 1996, 定理 7.3)）
Df P L2(K);  P Nm0 s.t. xT; uy =
»
K
f(x)Bu(x)dx; u P C8(K):
緩増加超関数の空間S 1(Rm)は，S(Rm)の位相的双対空間に汎弱位相を
入れた空間である。S(Rm)上の線型汎関数 T が緩増加超関数であること
（T P S 1(Rm)）の必要十分条件 (猪狩惺, 1996, 定理 7.7) は，以下で与え
られる
Dn ¥ 0 s.t. |xT; uy| À
¸
||;||¤n
　;(u); u P S(Rm):
台がコンパクトな超関数の空間 E 1(Rm)は，E(Rm)の位相的双対空間に
汎弱位相を入れた空間である。
急減少超関数の空間をO1C(Rm)と書く。緩増加超関数 u P S 1(Rm)が急
減少超関数であるとは，任意の関数 f P D(Rm)との畳み込み f uが急減
少関数になることをいう
O1C(Rm) := tu P S 1(Rm) | @ P D(Rm) : u   P S(Rm)u:
T P D1(Rm)が急減少超関数であること（T P O1C(Rm)）は，以下の各条件
とそれぞれ同値である (Schwartz, 1966, Ch. 7 Th. 9)
(i) @k P N0 : (1 + |x|2)k/2T is bounded
(ii) @u P D(Rm) : T  u P S(Rm):
Lizorkin超関数の空間S 10(Rm)は，S0(Rm)の位相的双対空間に汎弱位相
を入れた空間である。Lizorkin超関数の空間 S 10(Rm)は，緩増加超関数の
空間S 1(Rm)を多項式関数で割った商空間と位相同型である (Yuan et al.,
2010, Prop. 8.1)
S 10(Rm)  S 1(Rm)/P(Rm):
1関数 f; gに対して f À gとは，ある正定数Cが存在して f ¤ Cgとなることをいう。
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3.3 一般の空間上の関数と超関数
一般の空間上の関数と超関数のクラスについて整理する。各論に入る
前に，位相ベクトル空間 （topological vector space）の一般論 (Trèves,
1967; Schwartz, 1966; 澤野嘉宏, 2011) を述べる。まず，領域
( Rm)上
の関数空間D(
)とは，関数空間
D(
) :=
¤
K

C8(K);
に，次のセミノルムで位相を入れた空間である
p(u) := sup
xP

|Bu(x)|;  P Nm0 :
また，Aが Banach空間であれば，A1には作用素ノルム}T } := sup}u}¤1 |T (u)|
で強位相を入れる。Freché空間の場合には，有界集合Bからノルムを定義
する。特に局所凸分離位相ベクトル空間の場合には，弱位相(A;A1)によ
る弱有界集合（任意の T P A1が集合B上で有界）と同値である（Mackey
の定理）。
直積空間上のクラスに対しては，核型定理が基本的である (Trèves, 1967;
Hertle, 1983)。例えばX;Y = Rm;Sm1;Sm1Rのとき，A = S; E ; E 1;O1C;S 1;D1
に対して以下が成り立つ
A(X Y) = A(X)pbA(Y) = A(X;A(Y)):
ただし pbは（ないし "の意味で）完備化したテンソル積をあらわす。
3.3.1 球面上の関数と超関数
一般にコンパクト集合上では，無限遠（at infinity）における性質は定
義しえない。従って，急減少関数Sや，急減少関数を急減少関数にうつす
乗法作用素である緩増加関数OMなどは，単にDまたは E に帰着する。
球面 Sm1 上の場合，Euclid空間上で定義した関数クラスはD(Sm1) 
D(Rm)と E 1(Sm1)  E 1(Rm)のいずれかに縮退する
D(Sm1) = S(Sm1) = OM(Sm1) = E(Sm1);
E 1(Sm1) = O1C(Sm1) = S 1(Sm1) = D1(Sm1):
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なお，D(Sm1)には球面上の Laplace-Beltrami 作用素4uを用いたセミ
ノルムによる位相を入れる
`() := sup
u
4`/2u (u); ` P N0:
3.3.2 半空間上の関数と超関数
まず，E(H)  E(R2) と D(H)  D(R2) とする。T P E(H)に対し，
Dk;`s;tT (; ) := ( + 1/)
s (1 + 2)t/2BkB`T (; ); s; t; k; ` P N0:
とおく。
半空間上の急減少関数 S(H) は，T P E(H) であって，任意の s; t; k; ` P
N0に対してセミノルムが有限なものの全体である
sup
(;)PH
Dk;`s;tT (; )   8:
すなわち，に関しては通常の急減少関数であり，に関しては任意の有
理式よりも早く減衰する関数を急減少関数と定義する。S(H)はウェーブ
レット解析で頻繁に登場する (Holschneider, 1995)。
半空間上の緩増加関数 OM(H)は，T P E(H)であって，任意の k; ` P N0
に対して s; t P N0 が存在してDk;`0;0T (; ) À ( + 1/)s(1 + 2)t/2;
となるものの全体である。すなわち，急減少関数を急減少関数にうつす
乗法作用素である。この定義と，次の同値条件は園田が独自に与えた。
定理 3.3.1. U P C8(H) がOM(H)であることは，任意の k; ` P N0に対
して，ある s; t ¡ 0があって，以下が成り立つことと同値
|BkB`U(; )| À ( + 1/)s(1 + 2)t/2:
Proof. T P S(H)を任意にとる。U P C8(H)に対し，
BK BL (TU) =
¸
k;`
 
K
k
! 
L
`
!
BKk BL` TBkB`U
なので，各 U (k;`) := BkB`U が適当な ( + 1/)s(1 + 2)tで押さえられ
れば，sup |TKk;L`Uk;`| À sup |TKk;L`( + 1/)s(1 + 2)t|   8が言
える。
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半空間上の Schwartz超関数 D1(H) は，D(H) 上の有界線形汎関数で
あって，任意のコンパクト集合 K  H に対して適当な N P N0 をとって
»
K
T (; )(; )
dd

 À ¸
k;`¤N
sup
(;)PH
|Dk;`0;0T (; )|; @T P D(K);
とできるものの全体である。ただし積分は  の作用の意味でとる。
半空間上の緩増加超関数 S 1(H) は， P S(H) であって，ある N P N0
に対して
»
H
T (; )(; )
dd

 À ¸
s;t;k;`¤N
sup
(;)PH
Dk;`s;tT (; ); @T P S(H):
が成り立つものの全体である。
3.3.3 直積空間上の関数と超関数
Sm1R上の急減少関数は，(Helgason, 2011; Kostadinova et al., 2014)
などに見られる
S(Sm1  R) := t P C8(Sm1  R) | @k;`p;q()   8u;
ただし
k;`s () := sup
u;p
(1 + p2)s/2
Bkp4`/2u (u; p); s; k; ` P N0:
Ym+1上の急減少関数は，(Holschneider, 1995; Kostadinova et al., 2014)
などに見られる
S(Ym+1) := tT P C8(Ym+1) | @j;k;`p;q (T )   8u;
ただし
j;k;`p;q (T ) := sup
u;;

p +
1
p

(1 + 2)q/2
BjBk4`/2u T (u; ; ); p; q; j; k; ` P N0:
以下の核型定理 (Kostadinova et al., 2014; Trèves, 1967) が成り立つ。
S(Ym+1) = D(Sm1)pbS(H);
S(Sm1  R) = D(Sm1)pbS(R);
S0(Sm1  R) = D(Sm1)pbS0(R);
S 1(Ym+1) = S 1(H;D1(Sm1)):
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3.4 超関数の畳み込み
一般に超関数の畳み込みは，非可換であり，
      ;
また，結合的ですらない
  (  )  (   )  :
Schwartz (1966, Ch.6 Th.7, Ch.7 Th.7) によれば，D1  E 1  E 1     や
S 1 O1C O1C     という組合せであれば，可換かつ結合的であることが
保証される。
表 3.1は超関数の意味での畳み込みが定義できる組合せと，畳み込み
の値域の一覧である (Schwartz, 1966)。ここで正則化（regularization）と
は，超関数を平滑化して関数を得る作用である。
表 3.1: 超関数の畳み込み
通称 A1 A2 A1 A2
正則化 D D1; E 1 E ;D
コンパクト台をもつ超関数 E 1 E 1; E ;D1 E 1; E ;D1
正則化 S S;S 1 S;OM
Schwartz convolutor O1C S;O1C;S 1 S;O1C;S 1
3.5 Fourier解析
関数 f : Rm Ñ Cに対し，Fourier変換と逆 Fourier変換をそれぞれ以
下で定義する
pf() := »
Rm
f(x)eixdx;  P Rm
qf(x) := 1
(2)m
»
Rm
f()eixd; x P Rm:
Fourier変換は定義域に応じて存在の意味が異なり，反転公式の収束の
意味も異なる。表 3.2にFourier変換の一覧を示す。ただし UC0 とは，一
様連続かつ無限遠で減衰する関数（lim|x|Ñ8 f(x) = 0）である。
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Fourier変換の基本形はL1関数に対する定義である。このとき Fourier
変換は各点 ごとに絶対収束の意味で定義され，反転公式は（対象とな
る関数の連続点で）各点収束である。積分が絶対収束していれば，具体
的な値を求めるには留数計算そのほかいかなる部分和の極限を使っても
一意な値を求める事ができる。pf は各点で定義されているだけだが，f の
可積分性から pf の連続性が言える。f P L1(Rm)に対し，以下が成り立つ
（Riemann-Lebesgueの補題）
} pf}8 ¤ }f}1:
また，f; g P L1 X L2(Rm)に対し，以下が成り立つ»
f(x)g(x)dx =
» pf()pg()d Plancherel’s theorem»
|f(x)|2dx =
»
| pf()|2d Parseval’s theorem:
急減少関数の Fourier変換は，急減少関数が可積分であることを用い
て，L1関数に対するFourier変換をS(Rm)に制限して定義する。まず，急
減少関数 f P S(Rm)の Fourier変換 pf は再び急減少関数になる。従って，
Fourier変換をS(Rm)に制限したものは，線形作用素S(Rm)Ñ S(Rm)を
定める。この作用素は有界かつ全単射であることが知られている。
緩増加超関数の Fourier変換は，急減少関数に対する Fourier変換の双
対作用素として定義する。まず，任意の緩増加超関数 u P S 1(Rm)に対し
て，ある緩増加超関数 pu P S 1(Rm)で，任意の急減少関数 f P S(Rm)に対
して pu(f) = u( pf)となるものが一意に存在する。緩増加超関数の Fourier
変換とは，u P S 1(Rm)に前述の puを対応付ける作用素 S 1(Rm)Ñ S 1(Rm)
である。この作用素もまた，有界かつ全単射であることが知られている。
L2関数のFourier変換は，L1XL2関数がL2(Rm)で稠密であることを用
いて，L1XL2関数に対するFourier変換の有界拡張（bounded extension,
Grafakos (2008, 2.2.4)）によって定義する。まず，任意の f P L2(Rm)と，
f にL2収束する任意の点列 fj P L1 X L2(Rm)に対して，点列 pfjのL2極
限 pf は点列の取り方に依らず一意に存在する。L2関数の Fourier変換と
は，f P L2(Rm)に前述の極限 pf を対応付ける作用素 L2(Rm) Ñ L2(Rm)
である。この作用素もまた，有界かつ全単射であることが知られている。
緩増加関数OM(Rm)，急減少超関数O1C(Rm)，多項式関数P(Rm)，台が
コンパクトな超関数 E 1(Rm)の Fourier変換はいずれも，緩増加超関数の
Fourier変換を制限して定義する。特に，OM(Rm)Ñ O1C(Rm)は全単射で
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ある。また，原点に台をもつ超関数を E 1(t0u)として，P(Rm)Ñ E 1(t0u)
は全単射である (Rudin, 1991, Ex.7.16)。
表 3.2: Rm上の関数に対する Fourier変換
定義域 定義 値域 反転公式の収束
L1 絶対可積分 L8 X UC0 f の連続点で各点収束
S L1の制限 S 各点収束
S 1 双対作用素 S 1 S 1の位相
L2 L1 X L2から有界拡張 L2 L2収束
OM S 1の制限 O1C S 1の位相
P S 1の制限 E 1(t0u) S 1の位相
3.6 Hilbert変換
関数 f : RÑ Cに対し，Hilbert変換を以下で定義する。
Hf(s) := i

pv
» 8
8
f(t)
s tdt; s P R
ここで pv はCauchyの主値積分を表す。以下が成り立つ。
xHf(!) = sgn !  pf(!); ! P R
H2f(s) = f(s); s P R:
3.7 Radon変換
3.7.1 定義
関数 f : Rm Ñ Rの Radon変換および関数  : Sm1  R Ñ Rの双対
Radon変換は以下で定義する。
Rf(u; p) :=
»
(Ru)K
f(pu+ y)dy; (u; p) P Sm1  R
R:(x) :=
»
Sm1
(u; u  x)du; x P Rm
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ここで (Ru)K := ty P Rm | y  u = 0uは方向ベクトル uが張る線形部分空
間 Ru  Rmの直交補空間，dyは (Ru)K上の Lebesgue測度，そして du
は Sm1上の球面測度を表す。
3.7.2 逆投影フィルタ
関数 : Sm1  R Ñ Rに対し逆投影フィルタ（backprojection filter）
m を以下で定義する2
m(u; p) :=
#
Bmp (u; p); m even
HpBmp (u; p); m odd:
ここでHpと Bpはそれぞれ，pに関する Hilbert変換と偏微分である。p
に関する Fourier変換（pÑ !）を用いて，以下の関係式が成り立つ
zm(u; !) = im|!|mp(u; !):
3.7.3 諸性質
Fubiniの定理の系»
R
Rf(u; p)dp =
»
Rm
f(x)dx; a:e: u P Sm1:
微分に纏わる公式
R[Bif ](u; p) = uiBpR[f ](u; p)
B2pR = R4
4R: = R:B2p:
投影切断面定理（Fourier slice theorem）
pf(!u) = »
R
Rf(u; p)eip!dp; (u; !) P Sm1  R
ただし左辺はm次元 Fourier変換（xÑ  = !u）であり，右辺は pに関
する 1次元 Fourier変換（pÑ !）である。
2m は (Helgason, 2011)にも登場する古典的な作用素だが，定まった名前がない。
小川卓克 (2013) は Riesz ポテンシャルと呼んでいる。ただし，狭義の Rieszポテンシャ
ルは m の逆に相当するので注意せよ。
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3.7.4 反転公式
関数 f P L1(Rm)に対し，反転公式（Radon’s inversion formula）が成
り立つ
R:m1Rf = 2(2)m1f:
逆変換を実行する古典的な方法には三通りある (Natterer, 2008)。逆
投影定理を用いて Fourier逆変換に帰着する方法，Radonの反転公式を
数値積分によって計算する方法，Radon変換の逆作用素をKaczmarz法
などの線形計算によって代数的に求める方法（algebraic reconstruction
techniques; ART）である。
3.7.5 幾何学的側面
広義のRadon変換は逆問題や積分幾何学の主題の一つであり，物理学
や幾何学的な背景をもつ。Helgason (2011)はRadon変換を次のように定
義している。Rmの超平面の全体をPmとする。関数 f : Rm Ñ RのRadon
変換は以下で定義される。
Rf() :=
»

f(x)dm(x);  P Pm;
ただしmは 上の Lebesgue測度である。
関数 : Pm Ñ Rの双対Radon変換は以下で定義される。
R:(x) :=
»
xP
()d()
ここで は xを中心とする回転によって不変な位相群 t|x P uの Haar
確率測度である。
3.8 ウェーブレット変換
関数 f P L2(R)のウェーブレット関数  P L2(R)による連続ウェーブ
レット変換を以下で定義する
W f(a; b) :=
»
R
f(x) 

x b
a

1
a
dx; (a; b) P R+  R:
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 はマザーウェーブレットまたは分解ウェーブレット（analyzing -）とも
呼ばれる。
以下の許容条件（admissibility condition）が成り立つとする
K := 2
»
R
| p ()|2
|| d   8:
このとき，L2収束の意味で再構成公式が成り立つ» 8
0
»
R
W f(a; b) 

x b
a

1
a
db

da
a
= K f(x);
また，f(x)の連続点において各点収束する。
 P L1(R)のとき， p は連続関数である。従って，許容条件は p (0) =³
R  (z)dz = 0となることを要請している。逆に，
³
R  (z)dz = 0かつ，ある
 ¡ 0に対して ³R(1+ |z|) (z)dz   0が成り立つとき，| p ()| À ||min(1;)
となって，許容条件が満たされる。
少し条件を変えると，再構成には分解ウェーブレットと異なるウェー
ブレット関数を使うこともできる。これを再構成ウェーブレット（recon-
structing -）または合成ウェーブレット（synthesising -）と呼ぶ。多くの
一般化ウェーブレットは Calderón (1964) による再生公式 (Rubin, 1998)»
SO(m)
» 8
0
f  k;t
t
dtdk = Kf; f P L2(Rm)
に帰着できることが，後から再発見された。ただし はRm上のBorel 測
度として，k;t(x) := (k1x/t)/tmとし，
K =
»
Rm
p(u  x)
||m d;
である。さらに，ウェーブレット変換だけではなく，Radon変換やリッ
ジレット解析もCalderón型の再生公式に帰着できることが分かっている
(Rubin, 1998, 2004)。
3.9 関数近似の原理
関数 f : Rm Ñ Cの近似とは，収束列
fj Ñ f as j Ñ 8
のことである。ここで収束は文脈に応じて定めるものとする。例えばL2
ノルムや一様ノルムを用いることが多い。
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3.9.1 Diracの 関数
関数近似の基本形は Diracの 関数である。すなわち，急減少超関数
f P O1C(Rm)3に対して以下が成り立つ (Schwartz, 1966, Ch.7)
  f = f:
ここでの畳み込みや等号は厳密には超関数の意味だが，多くの関数近似は
極限でこの形式に帰着できる。なお，L1(Rm)に畳み込み で積を定義した
環には，単位元が存在しない。なぜならば，単位元 eがあるとすれば任意
の f P L1(Rm)に対して ef = fが成り立つが，このとき (ze  f =)pe pf = pf
より pe = 1 R L1(Rm)なので，L1(Rm)上のFourier変換の単射性によりそ
のような eは存在しない（e = 以外ありえない）ことが分かるためであ
る。従って，Rm上にLebesgue測度を入れた空間Lp(Rm)で考える限り4，
任意の関数5を有限の手続きで近似するスキームは存在しない。
3.9.2 近似単位元
k P L1(Rm)は »
Rm
k(x)dx = 1;
を満たすとし，t ¡ 0に対し
kt(x) := k
x
t
 1
tm
;
とおく。このとき f P Lp(1 ¤ p   8)に対して以下が成り立つ (猪狩惺,
1996, Th.6.13)
lim
tÑ0 kt  f = f in L
p:
このような tktuを近似単位元という。近似単位元が成り立つ原理は，形
式的に以下が成り立つことから理解される
lim
tÑ0 kt = :
例えば fj := k1/j  f とおくと，fjは f の近似になる。
3急減少関数や，台がコンパクトな可積分関数など
4一般のRadon測度や，畳み込み以外の演算を用いる場合などはこの限りではない。
5近似対象が有限個であれば，それらを予め辞書に持っておけば有限列近似ができる。
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3.9.3 積分変換の反転公式
関数空間V;Wとし，積分変換T : V Ñ Wと，その逆変換T1 : W Ñ V
を以下で定義する
T [f ]() :=
»
Rm
f(x)(x; )dx; f P V;  P 

T1[F ](x) :=
»


F ()(x; )d; F P W; x P Rm
ただし
は変換後のパラメータ の空間を表すものとし，積分核 ; は
諸々の積分が収束するようにとれているものとする6。このとき反転公式
T1Tf = f の積分を形式的に順序交換すると以下を得る
f(x) =
»


T [f ]()(x; )d
=
»
Rm
f(x1)K(x; x1)dx1; a:e: x P Rm
ただし
K(x; x1) :=
»


(x1; )(x; )d
とおいた。このようなKを再生核という。特に T が Fourier変換（すな
わち (x; ) = eixかつ (x; ) = eix）のときは，
K(x; x1) = (x x1)
となり，この枠組みにも 関数が表れることが分かる。
反転公式を適当に有限和近似して f の近似が得られる。例えば，
の
細分の列

i

(i)
j (= 
)を用いて
fj(x) :=
¸
i
"»


(i)
j
T [f ]()d
#
(x; i); i P 
(i)j
とおく。あるいは，Rmの細分の列

iA
(i)
j (= Rm)を用いて
fj(x) :=
¸
i
"»
A
(i)
j
f(x1)dx1
#
K(x; x1i); x
1
i P A(i)j
とおけば，単調収束定理からいずれも fj Ñ f が従う。関数の基底展開は
この枠組みに帰着する。
6再生核 Hilbert空間論では L2(Rm  
)にとる。
3.10. 1/xを含む積分 45
3.9.4 Calderónの再生公式
はRm上の動径Borel測度とし，»
Rm
p()
||m d = 1
とする。t ¡ 0に対して
t(x) := 
x
t
 1
tm
;
とおく。このとき以下が成り立つ (Rubin, 1998)» 8
0
f  t
t
dt = f; f P L2(Rm)
これを Calderónの再生公式という。ウェーブレット変換やRadon変換，
リッジレット変換の反転公式や再構成公式などはこの形式に帰着できる
(Rubin, 1998, 2004)。
Calderón再生公式において t = tBtktとなるように をとる。ただ
し ktは近似単位元とする。このとき形式的に，

» 8
0
f  tBtkt
t
dt = 
» 8
0
Bt(f  kt)dt = lim
tÑ0 f  kt  limtÑ8 f  kt = f  0
となることが理解される。
3.10 1/xを含む積分
以下では R := Rzt0u;C := Czt0uと書く。
積分記号
³8
8には複数の意味がある。許容条件に現れる積分» 8
8
p ()p()
||m d (3.1)
が「一意」に定まるための条件を考える。分母 
() := p ()p()がR上
の関数を定める時，かつ，ある ;  ¡ 0に対して，
|
()| À ||m1+; || P (0; 1]
|
()| À ||m1; || P (1;8)
が成り立つ時，(3.1)は絶対収束する。すなわち，Lebesgue積分の意味で
可積分である。証明は比較定理による。
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3.10.1 xsの積分可能性
まず，関数 xs (s P R)はRで局所可積分かつなめらかな関数である
xs P L1loc X C8(R); s P R:
一方，任意の s P Rに対して，³8
0
xsdx = 8なので，R上，可積分でない
xs R L1(R); s P R:
また，s ¡ 1のとき ³1
0
xsdx = 1/(1 + p)，s   1のとき ³8
1
xsdx =
1/(1 + p)である。すなわち，
xs P L1([0; 1]); s ¡ 1
xs P L1([1;8)); s   1:
0 1 ∞
図 3.1: 原点での発散が 1/xより遅く，無限遠での減衰が 1/xより速いも
のは絶対可積分
3.10.2 Mellin変換
関数 f : [0;8)Ñ Cは，
|f(x)| À x; x P (0; 1]
|f(x)| À x; x P (1;8)
を満たすとする。このときMellin変換
Mf(s) :=
» 8
0
xs1f(x)dx; s P C
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は， := ts P C |    <s   uなる帯 (strip)上で絶対可積分。特に，
Mf(s)は上の正則関数である。
逆に，Mf(s)は上正則であることが分かっているとき，
lim
xÑ0+x
sf(x) = 0; <s ¡ 
lim
xÑ8x
sf(x) = 0; <s   :
3.10.3 Cauchyの主値
Cauchyの主値pv 1
x
はR上の緩増加超関数（S 1）である。ただし， P S(R)
に対し，
pv
» 8
8
(x)
x
dx := lim
"Ñ0
»
|x|¡"
(x)
x
dx:
3.10.4 発散積分の正則化
発散積分の正則化x ( P C)は，R上の超関数（D1）を定める (Gel’fand
and Shilov, 1964)。例えば  = 1の場合の正則化は以下で与えられる。
すなわち， P D(R)に対し，a; b ¡ 0として，
xx1; y :=
» a
8
(x)
x
dx+
» b
a
(x) (0)
x
dx+
» 8
b
(x)
x
dx:
特に，解析接続から導かれる発散積分 x1の正則化（Hadamardの有限部
分）は，Cauchyの主値積分に一致する
xfp 1
x
; y =
» 8
0
(x) (x)
x
dx = pv
» 8
8
(x)
x
dx:
3.10.5 複素積分
複素関数 1
z
はCで正則である。特に，線積分として以下が成り立つ。»
|z|=1
dz
z
=
» 2
0
ieitdt
eit
= 2i:
すなわち，C上不定積分を持たない。
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3.10.6 特異積分
Hilbert変換 pv 1
x
は S(R)ないし Lp(R)上の特異積分作用素である。
Hf(s) := i

pv
» 8
8
f(t)
s tdt:
その高次元化としてRiesz変換が知られる。
3.11 拡散方程式
3.11.1 定義
次の放物型偏微分方程式を拡散方程式という
Btu(x; t) = L(x; t)u(x; t) + f(u; x; t); (x; t) P Rm  R+
ただし
L(x; t) :=
¸
i;j
aij(x; t)
B2
BxiBxj +
¸
i
bi(x; t)
B
Bxi + c(x; t)
とし，(aij)はC1級正定値テンソル，bi; cはHölder連続関数とする。fは
非線形項と非斉次項をまとめた項である。
最も基本的な拡散方程式は熱方程式（L = 4）である
Btu(x; t) = 4u(x; t); (x; t) P Rm  R+:
拡散係数をD(x; t)とするRm上の拡散方程式は以下で与えられる
Btu(x; t) = r  [D(x; t)ru(x; t)]; (x; t) P Rm  R+:
ここでD(x; t)は各点でC2級かつ正定値対称なテンソルとする。Dが定
数のとき熱方程式に帰着する。
さらに，媒質自体が動いている場合には移流項r  (vu)，反応に伴う濃
度変化がある場合には反応項 c(u)，濃度に依らず外界からの入出力があ
る場合には非斉次項 f を加えることがある
Btu(x; t) = r  [D(x; t)ru(x; t) v(x; t)u(x; t)]
+ c(u(x; t)) + f(x; t); (x; t) P Rm  R+:
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このような方程式は移流反応拡散方程式と呼ばれる。
Riemann多様体 (M; g)上の Laplacian 4gは以下で与えられる
4gu := 1a|g|¸i;j BBxi
a|g|gij BBxj u

; u P C8(M):
ただし |g|は gの行列式，gijは gの逆行列の (i; j)成分を表す。これを用
いてM 上の熱方程式は以下で与えられる
Btu(x; t) = 4gu(x; t); (x; t) PM  R+:
3.11.2 熱核と熱半群
拡散方程式の基本解Wt(x; y)を熱核（heat kernel）という。Rm上の拡
散方程式 Btu = Lu の場合，熱核Wt(x; y)は以下を満たす
BtWt(x; y) = LWt(x; y); x; y P Rm
lim
tÑ0Wt(x; y) = (x y); x; y P R
m
lim
|(x;y)|Ñ8
|Wt(x; y)| = 0; t ¡ 0:
このような熱核は，例えば (aij)がC1級で，bi; cがHölder連続のとき存
在する (伊藤清三, 1979, Th.5.1)。
熱核を用いて，発展作用素を定義する
etLu0 :=
»
Rm
Wt(x; y)u0(y)dy; t ¡ 0:
これを熱半群という。etLに対し，Lを生成作用素（generator）と呼ぶこ
ともある。名前が示すとおり，熱半群は（適当な正則条件を満たす）関
数空間に作用する 1パラメータ半群（C0半群）である。つまり以下が成
り立つ
e0Lu0 = u0;
lim
tÑ0 e
tLu0 = u0; t ¡ 0
etLesLu0 = e
(t+s)Lu0; s; t ¡ 0:
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熱半群の軌道 etLu0 は，u(x; 0) := u0(x)を初期値とする初期値問題
Btu = Luの解である。形式的には，e0Lu0 = u0であり，さらに
Bt[etLu0] = LBt[etLu0]
が成り立つことから理解できる。古典的な証明は u0が有界連続関数の場
合に示される。拡散方程式を弱形式で捉えると，u0 P S 1(Rm)でも同様の
主張が成り立つ。
特に熱方程式（L = 4）の場合，熱核はGauss関数になる
Wt(x; y) = (4t)
m/2 exp(|x y|2/4t):
このとき熱半群は畳み込み作用素である
et4u0 = Wt  u0; t ¡ 0:
3.12 積分の変数変換に纏わる公式
3.12.1 確率変数の変数変換と押出測度
確率変数XはRmに値を取り，確率測度を とする確率分布に従うと
する。可測写像 f : Rm Ñ Rnを用いて Y := f(X)と変換する。Y が従
う確率分布（に対応する測度）を f による の押出測度（pushforward
measure）と呼び，f7と書く。定義より，f7は以下を満たす
f7(A) :=   f1(A); A P B(Rn)
ただし BはBorel集合族を表す。
特に，f は Lipschitz連続で，は確率密度関数 を持つとする。この
とき重積分の変数変換の公式から以下が成り立つ
f7  f(x)  |rf |(x) = (x); a:e: x P Rm:
ただし f7は f7の確率密度関数であり，|rf |は f の Jacobian である。
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3.12.2 多様体上の積分
M  Rn は Lipschitz連続に埋め込まれた m次元部分多様体とする。
U  Rmと f : U Ñ M をM の局所座標系（chart）とする。f : M Ñ
Rn (m ¤ n) の Jacobian |rf | は，rf = (Bifj) を m n 行列として
|rf | = a|(rf)J(rf)|;
によって計算できる。ただし |  |は行列式を表す。さらに Borel 集合
A  f(U)の体積は以下で計算できる
vol(A) =
»
f1(A)
|rf |dx:
詳細は (Evans and Gariepy, 2015, 3.3.4D) を見よ。
3.13 輸送問題とWasserstein幾何学
エントロピー勾配流までの流れを整理する。
3.13.1 最適輸送問題
Mongeの問題
D;E  R3は体積 1の可測集合（＝砂山）とする。点 x P R3から点
y P R3まで砂を運ぶのにかかるコストは単位体積あたり c(x; y)である。
以下の条件を満たす写像 T : D Ñ Eを求めよ:
1. T は全単射
2. 任意の部分集合 U  Dに対して T (U)と U の体積は等しい
3. 総コスト C[T ] :=
³
D
c(x; T (x))dx を最小にする
Mongeの問題の解 T を最適輸送写像 (an optimal transport map) と呼
ぶ。Mongeの問題は必ずしも解を持つとは限らず，また存在したとして
も一意とは限らない。例えば，Dが一点集合（特異測度）の場合には，輸
送経路は分岐しなければならないので，T は写像として定式化できない。
また，Eが一点集合の場合には，T は存在したとしても単射にはできな
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い。従って不良設定である。Mongeがこの問題を提出したのは 1781年と
古いが，適当な正則条件の下で解の存在が示されたのは 1999年以降であ
る。なお，全単射性の制約を外した問題を一般化されたMongeの問題と
呼ぶ。
Monge-Kantorovichの問題
D;Eの代わりにR3上の確率測度; をとる。R3R3上の確率測度で，
周辺測度がと になるような確率測度の全体を(; )と書く。(; )
の元 で，以下の総コストを最小化するものを求めよ:
C[] :=
»
R3R3
c(x; y)d(x; y):
MK問題の解 0を最適輸送計画または最適カップリングと呼ぶ。
MK問題の解の存在については，次の定理が知られている。X;Y はPolish
空間とし，それぞれの空間上の確率測度を  PP(X);  PP(Y )とする。
コスト関数 c : X  Y Ñ R+は下半連続とする。結合分布  P (; )
で，総コスト C[] :=
³
XY c(x; y)(dxdy)を有限にするものが存在すれ
ば，MK問題
inf
P(;)
　
»
XY
c(x; y)(dxdy);
の解 0が存在する。
MK問題は確率論的には次の問題と等価である: X  Y -値確率変数
(U; V )で, X 側の周辺分布が , Y 側の周辺分布が  になるもののうち，
E[c(U; V )] を最小化するものを求めよ。
Brenierの定理
P2(Rm)はRm上の連続確率分布で，二次モーメントをもつものの全体
とし，Pac2 (Rm)  P2(Rm)は Lebesgue測度に対して絶対連続なものの
全体とする。Rm Rm上の Borel 確率測度 が ;  PP2(Rm)の結合分
布 (coupling) であるとは，任意の Borel 集合 B P B(Rm) に対して
(B  Rm) = (B);
(Rm B) = (B);
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となることをいう。結合分布の全体を(; )と書く。
 PPac2 (Rm);  PP2(Rm)とする。Brenier (1991)によれば，コスト関
数 c(x; y) = 1
2
|xy|2に対するMK問題の解  P (; )に対して，ある全
単射写像 T : Rm Ñ Rmで，(A  B) = (A X T1(B)) @A;B P B(Rm)
となるものが存在する。さらに凸関数  : Rm Ñ Rで，T = r-a:e: と
なるものが存在する。
McCann (2001)はコンパクト Riemann多様体の場合に，Figalli and
Gigli (2010)は非コンパクトRiemann多様体の場合にBrenierの定理を拡
張した。ただしRiemann多様体の場合，コスト関数は c(x; y) = 1
2
dg(x; y)
2
となる。最適輸送写像Tに対して局所弱凸関数が存在してT = exp(r)
と表せる。ただし expはRiemann多様体の接空間に対して定義された指
数写像である。また勾配ベクトル場に沿う輸送写像を
Tt(x) := expx(tr); x PM; t P [0; 1]
とおくと，押出測度t := Tt70は0から1へのWasserstein測地線にな
る。Wasserstein測地線については後述する。
3.13.2 Wasserstein幾何とOtto解析
(M; g)を完備かつ連結な境界をもたないm次元Riemann多様体とする。
体積測度を volgとし，Riemann距離関数を dと書く。M上のV P C8(M)
による重み付き測度を
m := eV volg;
と書く。mに対して絶対連続な確率測度の全体をPac(M)とし，さらに
二次モーメントを持つものの全体をPac2 (M)と書く。
Wasserstein空間
(E; d)を Polish空間，p P [1;8)とする。E上の確率測度 ; に対し，
p-次 Wassserstein 距離は以下で定義される
Wp(; ) := inf
P(;)
"»
EE
dp(x; y)(dxdy)
*1/p
:
特に (Pp(E);Wp)は可分な完備距離空間であり，Pp(E)に弱収束位相を
入れた空間と同相である。つまり，n Ñ  weak in Ppは limnÑ8Wp(n; ) =
0と同値である。
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Riemann構造
Riemann多様体 (M; g)上のWasserstein空間 (Pac2 (M);W2)には，Rie-
mann測地線がWasserstein距離と両立するようなRiemann構造g : TPac2 (M)
TPac2 (M)Ñ Rが入る。すなわち，各点  PPac2 (M)上の接空間を
TP
ac
2 (M) := tr |  P C8c (M)u;
とし，その上の内積を
g(v; w) :=
»
M
g(v(x); w(x))(dx); v; w P TPac2 (M)
とおけばよい。ただしC8c (M)はM 上の台がコンパクトかつ滑らかな関
数を表す。閉包は上記内積から定まるノルムに関してとり，内積は連続
的に拡張する。接空間の考え方は後述する。
上記設定のもとで，0; 1 PPac2 (M)を結ぶWasserstein測地線を tと
して，以下が成り立つ
W2(0; 1)
2 =
» 1
0
g( _t; _t)dt:
つまり，左辺はWasserstein空間の距離関数であり，右辺は Riemann計
量によって測った距離であって，等式は両者が一致することを意味して
いる。
このように形式的なRiemann計量によって確率空間を解析する方法は，
創始者 Otto (2001) に因んで Otto 解析と呼ばれる。
接空間
 PPac2 (M)における接空間TPac2 (M)とは，を始点としてPac2 (M)
に値をとる曲線 tの初速ベクトル _0を全て集めたベクトル空間である。
まず，tに対応するM上の輸送写像の速度ベクトルを vtとして，発散
定理から次の連続の方程式が成り立つ
B
Btt = divm(vtt); m-a:e:
ただしM 上のベクトル場 F に対し，V P C8(M)を用いて
divm(F ) := divV  g(F;rV )
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と定義した。なお，tをPac2 (M)の点とみる場合には _tと書き，M 上
の測度とみる場合には BBttと書いて区別している。この連続の方程式を
通じて，Pac2 (M)上の速度ベクトル _tとM 上の速度ベクトル場 vtを同
一視できる。従って，TPac2 (M)はベクトル場 v0の全体（と，線形同型）
である。
一方，Riemann多様体上のBrenierの定理によって，輸送写像の初速ベ
クトル v0は，ある関数 P C8c (M)を用いて v0 = rで与えられる。従っ
て，TPac2 (M)は  P C8c (M)による勾配ベクトル場rの全体と同一視
できることになる
TP
ac
2 (M)  tr |  P C8c (M)u:
3.13.3 エントロピー勾配流
エントロピー汎関数
 PPac(M)のmに対する相対エントロピーを
Entm[] :=
»
M
 log  dm;
と定義する。ただし は  = mなる関数（Radon-Nykodim導関数）で
ある。
Shannon情報理論における標準的な定義との関係を調べる。簡単のた
め，M = Rmとし，;mはいずれも Lebesgue測度 dxに対して絶対連続
で， = p dx;m = q dxと書けるとする。
Entm[] =
»
Rm
d
dm
log
d/dx
dm/dx
dm
=
»
Rm
p(x) log
p(x)
q(x)
dx
= KL(p } q):
従って特に，m = dx (V  0)の場合には，負のエントロピーになる
Entdx[] = H[]:
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エントロピーの勾配
t = tmをPac2 (M)上の任意のWasserstein測地線とする。勾配の定
義から以下が成り立つ
d
dt
Entm[t] = dEntm( _t) = gt(grad Entm; _t):
一方，左辺を直接計算して以下を示せる
d
dt
Entm[t] =
d
dt
»
M
t(x) log t(x)dm(x) = gt(r log t; _t):
従って，tの任意性から，一般の  = m P Pac2 (M)に対して以下が導
ける
grad Entm() = r log :
エントロピー勾配流
Entmによる (Pac2 (M);W2)上の勾配流を考える。すなわち，tを (Pac2 (M);W2)
の未知曲線として，
_t = grad Entm(t)
を満たすものを求める。
関係式grad Entm() = r log に注意して，連続の方程式にvt = r log t
を代入すると，弱形式の熱方程式を得る
d
dt
»
M
h(x)dt(x) =
»
M
Lh(x)dt(x); h P C8c (M)
ただし
Lh := 4h g(rV;rh):
つまり，tは熱方程式の弱解であることが分かる。
特に Euclid空間の場合 (M = Rm; V  0)は，L = 4になる。
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表現理論
積分表現理論の基礎事項を整理する。本章では，単にニューラルネッ
トといえば浅いニューラルネット（三層パーセプトロン）を指すものと
する。
4.1 ニューラルネットの積分表現
ある関数 f : Rm Ñ Cをニューラルネット gで近似する。活性化関数を
 : RÑ Cとして，J個の中間層素子をもつニューラルネット gは以下の
式で与えられる
g(x) :=
J¸
j
cj (aj  x bj); (aj; bj; cj) P Rm  R C
ここで，(aj; bj)を中間層パラメータまたは隠れ層パラメータ，cjを係数ま
たは出力層パラメータと呼ぶ。中間層パラメータの空間Rm RをYm+1
で表す。
ニューラルネットの積分表現は，通常のニューラルネットにおいて中
間層素子数の総和を積分に置き換えたものである
g(x) :=
»
Ym+1
T(a; b)(a  x b)d(a; b);
ここで，T : Ym+1 Ñ Cは出力層パラメータの連続版に相当し，はYm+1
上の適当な測度を表す。通常のニューラルネットは，積分表現を適当な
方法で離散化して得られたものと考える。形式上は，測度 として適当
な特異測度
(a; b) :=
J¸
j
wj(a aj)(b bj); wj P C
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図 4.1: 通常のニューラルネット（左）と積分表現（右）
をとることで有限和もまた積分表現の一種とみなせる。
積分表現の式は，リッジレット関数 による関数Tの双対リッジレッ
ト変換R:Tとして知られる。積分表現の係数である関数Tとして，目的
関数 f のリッジレット関数 によるリッジレット変換R f をとると，再
構成公式が成り立つ»
Ym+1
R f(a; b)(a  x b)dadb = f(x); x P Rm:
ただし と は後述する許容条件を満たしているものとする。すなわち，
関数 f のリッジレット変換を係数とするニューラルネット（T Ð R f）
は，関数 fとして振る舞うことを意味する。積分表現R:R fを離散化す
ることで，関数 f を近似するニューラルネットが得られる。
4.2 リッジレット解析
関数 f : Rm Ñ Cの  : RÑ Cによるリッジレット変換R f は以下の
形式的な積分で与えられる
R f(a; b) :=
»
Rm
f(x) (a  x b)|a|sdx; (a; b) P Ym+1 and s ¡ 0:
指数 sの取り方は，研究者によって異なる。本研究では s = 1を用いる。
このとき例えば 定理 5.2.1の見た目が簡単になる。Murata (1996)による
オリジナルの定義は s = 0に相当する。このときユークリッド座標によ
る定式化が簡単になる。この他，Candès (1998)は s = 1/2, Rubin (1998)
は s = m, Kostadinova et al. (2014)は s = 1を用いている。
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f P L1(Rm)かつ  P L8(R)のとき，リッジレット変換R f(a; b)は各
点 (a; b) P Ym+1で絶対収束する。証明はHölderの不等式から直ちに従う»
Rm
f(x) (a  x b)|a|sdx ¤ }f}L1(Rm)  } }L8(R)|a|s   8:
特に s = 0のときは aに依らない評価になるので，R f P L8(Ym+1)が言
える。さらに，Rは有界双線形作用素L1(Rm) L8(R)Ñ L8(Ym+1)で
ある。
関数T : Ym+1 Ñ Cの  : RÑ Cによる双対リッジレット変換R:Tは
以下の形式的な積分で与えられる
R:T(x) :=
»
Ym+1
T(a; b)(a  x b)|a|sdadb; x P Rm:
 P L8(R)かつ T P L1(Ym+1; |a|sdadb)のとき，双対リッジレット変換
R:T(x)は各点 x P Rmで絶対収束する»
Ym+1
T(a; b)(a  x b)|a|sdadb ¤ }T}L1(Ym+1;|a|sdadb)  }}L8(R)   8;
このとき，R:は有界双線形作用素L1(Ym+1; |a|sdadb)L8(R)Ñ L8(Rm)
である。適当な条件のもとで，による双対リッジレット変換R:は，
によるリッジレット変換Rの双対作用素である。つまり，適当な双対積
x  ;  yの下で，以下の等式が成り立つ
xRf;Ty = xf;R:Ty:
関数  と は以下の積分K ; が有界かつ非零のとき許容的であると
いう
K ; := (2)
m1
» 8
8
p ()p()
||m d:
 ; が許容条件を満たすとき，適当な正則性条件の下で再構成公式が成
り立つ
R:R f = K ;f:
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4.3 リッジレット変換の幾何学的解釈
リッジレット変換はRadon変換とウェーブレット変換の合成変換に分
解できる。この事実から，しばしば「リッジレット変換はRadon領域の
ウェーブレット解析」と言われる (Starck et al., 2010; Kostadinova et al.,
2014)。
4.3.1 リッジレット変換の分解
まず，パラメータ空間の極座標を次のようにとる
u := a/|a|;  := 1/|a|;  := b/|a|:
ただし，ウェーブレット変換との繋がりを強調するために，スケール変
数 はあえて逆数にとった。混乱の恐れが無い限り，パラメータ空間は
座標系の取り方に依らずYm+1と書く。極座標表示のもとで，リッジレッ
ト変換は以下のようになる
R f(u; ; ) =
»
Rm
f(x) 

u  x 


1
s
dx:
パラメータ (u; ; ) P Ym+1 を固定する。 から生成されるウェーブ
レット関数を以下のように書く
 (p) :=  
 p

 1
s
:
uと平行な元 pu (p P R)，uと直交する元 y P (Ru)Kとして，x = pu+ yと
直交分解すると，リッジレット変換の積分核は以下のように分解できる
 

u  x 


1
s
=  

u  (pu+ y) 


1
s
=  (p )b 1(y):
つまり，積分核は (Ru)K上では定数関数 1，Ru上ではウェーブレット関
数  として振る舞う。
4.3. リッジレット変換の幾何学的解釈 61
この分解に従って積分の順序を変更すると，リッジレット変換の分解
を得る。
R f(u; ; ) =
»
R
»
(Ru)K
f(pu+ y)dy

 

p 


1
s
dp
=
»
R
Rf (u; p) (p )dp
=
»
R
1sRf (u; z + ) (z)dz
=

Rf(u; )   ():
ただし，RはRadon変換を表す。Fubiniの定理により，いずれか一つの
積分が絶対収束することが示されれば，すべての等号が成り立つ（つま
り，積分の順序変更は有効である）。右辺の式はいずれも，リッジレット
変換がRadon変換とウェーブレット変換の合成変換であることを表して
いる。
さらに，畳み込み形式のリッジレット変換に対してFourier変換の恒等
式F1F = idを適用することで，リッジレット変換に対する投影切断面
定理（Fourier slice theorem）を得る
R f(u; ; ) =
1
2
»
R
pf(!u) p (!)1sei!d!:
4.3.2 双対リッジレット変換の分解
リッジレット変換の場合と同様に極座標表示することで，双対リッジ
レット変換は双対ウェーブレット変換の双対Radon変換であることが分
かる。積分の順序を変更するため，双対リッジレット変換は絶対収束し
ているものとする。
R:T(x) =
»
Rm
»
R
T(a; b)(a  x b)|a|sdb da
=
» 8
0
»
Sm1
»
R
T(ru; b)(ru  x b)db du rms1dr
=
»
Sm1
» 8
0
»
R
T

u

;





u  x 


dddu
ms+2
=
»
Sm1
» 8
0
»
R
T (u; ; u  x z) (z)dzddu
ms+1
:
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積分の変数変換は二段階で行う。まず二番目の式では (r; u)Ð (|a|; a/|a|)
と変換して，極座標変換に対する余面積公式を用いる。次に三番目の式
では (; )Ð (1/r; b/r)と変換して，Fubiniの定理によって積分の存在を
保証する。なお四番目の式では簡単のため記号を濫用して T(u; ; ) :=
T(u/; /)と書いている。
4.4 離散化の考え方
積分表現の離散化の考え方を整理する。
4.4.1 辞書と係数
活性化関数 から生成される全ての中間層素子 h(x; a; b) := (a  x b)
を集めた辞書をD と書く
D := th(  ; a; b) | (a; b) P Ym+1u:
関数T : Ym+1 Ñ Cと，部分辞書D  D との内積を以下で定義する
DT(x) :=
»
(D)
T(a; b)h(x; a; b)d(a; b); x P Rm
ただし， : D Ñ Ym+1は関数 h(  ; a; b)をパラメータ (a; b)に対応付ける
局所座標系（local coordinate system）とする。測度 は文脈に応じて適
宜定めるものとする。特に，Dが有限辞書の場合は有限和を表すものと
考える
DT(x) =
¸
(D)
T(a; b)h(x; a; b);
これは通常のニューラルネットである。また，辞書D自体による内積は，
測度 を適当に定めたうえで，双対リッジレット変換と等しい
DT(x) = R:T(x); x P Rm:
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4.4.2 離散化の評価
辞書D から高々可算濃度の辞書D  D を選出することを離散化 (dis-
cretization) という。一般に辞書D を離散化する方法は一通りではない。
例えば spanD（  は閉包を表す）がHilbert空間になる場合には，Dとし
て正規直交基底がとれる。ただし Donoho (2001) なども指摘する通り，
リッジレット変換は一般にL1関数に対してのみ定義されるので，‘正規直
交’リッジレットなるものは存在しない。従って，実際にはアトム分解や
分子分解を求めることになる。
離散化に伴って，辞書の表現能力は劣化する。関数近似という観点で
は，適当な関数ノルムで辞書の表現能力を評価するのが基本的である。例
えばバックプロパゲーションによる関数近似は，データの分布で重み付
けられたL2ノルムによって評価していることに相当する。一方，数値解
析では，正則性を評価するために Sobolevノルム（H10 など）や，最悪評
価の観点からL8ノルムを用いることもある。また，機械学習では，単に
表現能力だけではなく，学習後の汎化能力や停留点の安定性，学習の速
さやサンプル複雑性など，複数の観点から総合的に評価する必要がある。
4.4.3 離散化の考え方
基底やフレームは，目的の関数族に含まれる全ての関数を一様に近似
するための離散化である。一方，機械学習ではよくある設定だが，ある
特定の関数 f0を近似することが求められている場合には，基底やフレー
ムは冗長である。つまり，辞書Dは，単に f0を近似するのに必要な元を
保持していれば十分である。このような辞書は，任意の関数を近似する
ためには全く不十分であっても構わない。バックプロパゲーションや辞
書学習は，フレームですらない辞書を選出する方法である。
バックプロパゲーション
ニューラルネットのバックプロパゲーション学習は，以下の最適化問
題を勾配法で解くことと等価である
minimize E|DT(X) Y |2 w.r.t. D and T
s.t. |D| ¤ n and |T|p ¤ :　 (4.1)
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ただし |D|は辞書D( D)の濃度を表し，この制約により中間層素子が
予め有限個に固定されている状態を表す。また |T|p ¤ は係数に関する
`p-正則化を表す。
Maurey-Jones-Barron評価
辞書Dから高々n個以下の元を取り出して得られる凸包の全体をconv nD
と書く。ただし  は閉包を表す。次の近似誤差の評価が知られている
(Kůrková, 2012, Cor.5.4)
inf
　g P conv nD
}DT g}2 ¤
c
suphPD }h}22  }T}21  }DT}22
n
;
ただし，関数ノルムはいずれも有界領域においてとる。これを Maurey-
Jones-Barron（MJB）評価と言う (Kainen et al., 2013)。証明は，古典的
には逐次貪欲近似法（Matching Pursuit）を理論的に実行する方針で示せ
る (Jones, 1992)。Kůrková (2012) はさらに精密な評価の系として導いて
いる。
MJB評価において T = R f とし，DT = f とおくと，系として以下
を得る
inf
　g P conv nD
}f  g}2 ¤ 1?
n
sup
hPD
}h}2  }R f}1:
これはニューラルネットの中間層素子数を見積もるための手がかりとな
る。また，}R f}は  を選択するための評価関数となることが分かる。
辞書学習
辞書学習は以下のように定式化できる
minimize Ef

inf
|T|p¤
}DT f}2

w.r.t. D s.t. |D| ¤ n:
すなわち，よく現れる関数 fに対して重点的に対応できるように，辞書を
学習する。関数の分布に対する汎化誤差を最小化することになるので，各
点近似と一様近似の中間的な方法である。辞書学習のサンプル複雑性は
Vainsencher et al. (2010); Maurer and Pontil (2010); Seibert et al. (2014);
Gribonval et al. (2015) が調べている。
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オラクル・サンプリング
測度 を，確率密度関数を持つ確率測度とする。以下では，の確率密
度関数と確率分布を区別せず と書く。
係数Tを以下を満たすようにとる
R f(a; b) = T(a; b)(a; b):
確率分布に従う n個のサンプルを (aj; bj)(j = 1;    ; n)として，これら
のサンプルから生成される辞書を
Dn := th(  ; aj; bj) | (aj; bj)  ; j = 1;    ; nu
とおく。このとき大数の法則により，以下が成り立つ
1
n
DnT(x) =
1
n
n¸
j=1
T(aj; bj)h(x; aj; bj)
Ñp
»
Ym+1
T(a; b)h(x; a; b)d(a; b) as nÑ 8
= R:R f(x) = f(x):
このように，リッジレット変換R fを確率測度と係数Tに分解して，
からサンプリングする方法で辞書Dnが得られる。こうして得られる測
度 をオラクル分布（oracle distribution）と呼ぶ (Sonoda and Murata,
2014)。
4.4.4 バックプロパゲーションとの関係
積分表現を離散化したものは通常のニューラルネットである。では逆
に，バックプロパゲーションによって学習したニューラルネットは必ず
積分表現の離散化とみなせるのであろうか。つまり，近似対象の関数 fを
既知として，任意の (4.1) 極小点 gに対して，あるリッジレット関数 と
離散化アルゴリズムAが存在して，A[R:R f ] = gとできるのだろうか。
図 4.2に示す数値実験の結果から，この問に対する回答はおそらく肯
定的である。まず左図は，f(x) = sin 2x; x P [1; 1]に対して，中間層
素子が 10個のニューラルネット g(x) =
°10
j=1 cj(aj  x  bj)を 1; 000体
学習して，学習後の中間層パラメータ t(aj; bj)u10j=1をパラメータ空間 Y2
に 1; 000体分（= 10; 000点）プロットした散布図である。一方，右図は，
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同じ f(x)のリッジレット変換R f(a; b)を数値的に計算したものである。
R f(a; b)の値が高い位置にあるパラメータ (a; b)は，実際のニューラル
ネットでも使われやすいことが分かる。従って，バックプロパゲーション
によるパラメータは，確率的にはある  による積分表現の離散化になっ
ていることが期待される。
図 4.2: バックプロパゲーションによって学習されたパラメータとリッジ
レット変換の比較
4.5 ベクトル値の情報共有
出力がベクトル値 (f1;    ; fk)の場合，成分毎に学習する方法が基本的
である。しかし，カラー画像を写像R2 Ñ R3として近似する場合や，教
師データの一部に欠損値があって補間する必要がある場合は，共通の辞
書Dを利用する方が効率が良い。
ベクトル値関数の学習問題は，マルチタスク学習や転移学習として定式
化する。なお，仮に元のデータが行列形式で与えられている場合は，PCA
や ICA, NMFなどの行列分解に帰着することが多い。また，マルチカー
ネル学習（Multiple Kernel Learning; MKL）や，カーネル関数を共分散
行列とするGauss過程（Gaussian Process; GP）として扱う方法もある。
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4.5.1 グループ正則化によるマルチタスク学習
本節に限り，ベクトル値変数を強調して太字で表す。ベクトル値のニュー
ラルネット
g(x) =
J¸
j=1
cj (aj  x bj);
に対し，グループ正則化項
[g]は以下で与えられる

[g] :=
J¸
j=1
|cj|p:
ただし典型的には p = 2にとる。つまり，積分表現では次のようになる

[g] =
»
Ym+1
|T(a; b)|pdadb = }|T|p}1:
ベクトル値のニューラルネットのグループ正則化付きバックプロパゲー
ション学習は，辞書学習と形式的に等価である
minimize Ef

inf
}|T|p}1¤
}DT f}2

w.r.t. D s.t. |D| ¤ n:
4.5.2 輸送写像の場合
Brenierの定理により，任意の最適輸送写像 f : Rm Ñ Rmは，ある凸
関数 E を用いて
f(x) = x+rE(x) = rF(x)
と書ける。ただし F := 1
2
|  |2 + E とおいた。以下ではリッジレット変換
を計算する都合上，f および E ;Fはコンパクト集合K上でのみ値をとる
ものとする。 ddz	(z) =  (z)なるリッジレット関数を用いて，輸送写像 f
のリッジレット変換は以下のように計算できる
R	f(a; b) =
»
K
rF(x)	(a  x b)dx
= a
»
K
F(x) (a  x b)dx = a R F(a; b):
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すなわち，輸送写像の成分毎のリッジレット変換は，ポテンシャル関数
F の情報を共有していることを示唆している。特に，グループ正則化項
は以下で与えられる R	f p1 = |a|p R F1:
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5.1 はじめに
深層ニューラルネットでは，活性化関数 (z)として ReLU（rectified
linear unit）z+を用いるのが標準的である。ところが，従来のリッジレッ
ト解析 (Murata, 1996; Candès, 1998) では，ReLUのように有界でない活
性化関数（リッジレット関数）は想定されていない。従来用いられてき
たシグモイド関数やRBFなどと比較して，ReLU は (1) 実装が if文一
つで済むので計算コストが削減できる (2) 誤差信号が飽和しないので学
習が加速する (3) 学習結果がスパースになるというメリットがあるため，
現在では標準的に用いられている。深層時代のニューラルネットを扱う
ために，(Sonoda and Murata, 2015) では，活性化関数がLizorkin超関数
の場合にもリッジレット解析が展開できることを示した。
−1
0
1
2
−2 0 2
図 5.1: Lizorkin 超関数の例。Gauss 関数 G(z) およびその導関数
G1(z); G2(z)，切断べき関数 z0+; z+; z2+が含まれる。
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表 5.1: Lizorkin超関数に属する活性化関数の例
活性化関数 (z) W
非有界関数
切断べき関数 zk+ :=
#
zk z ¡ 0
0 z ¤ 0 ; k P N0 S
1
0
ReLU z+(= z1+) S 10
ソフトプラス関数 (1)(z) := log(1 + ez) OM
可積分でない有界関数
ステップ関数 z0+ S 10
シグモイド関数 (z) := (1 + ez)1 OM
双曲線正接関数 tanh(z) OM
隆起 (bump) 関数
RBF G(z) := (2)1/2 exp (z2/2) S
シグモイド関数の導関数 1(z) S
Dirac’s  (z) S 10
振動的 (oscillatory) 関数
RBFの導関数 G(k)(z) S
シグモイド関数の導関数 (k)(z) S
Dirac’s  の導関数 (k)(z) S 10
Lizorkin超関数
Lizorkin超関数 S 10(R)は， ReLU z+ だけでなく，ReLUを含む切断べ
き関数（truncated power functions）zk+，そして無限遠での増大度が高々
多項式オーダーの関数を含む広大なクラスである（表 5.1）。S 10(R)の非零
元とは，緩増加超関数 S 1(R) であって，多項式関数でないものである1。
活性化関数 が多項式関数の場合にはリッジレット変換の再構成公式が
成り立たないので，多項式を除くことは本質的である。
1多項式関数は定数関数 0 と同一視されるので，多項式関数が含まれないわけでは
ない。
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5.1.1 方針
ReLU (z) = z+ をうまく組み合わせると有界関数になる。例えば，
h ¡ 0に対して
(z) := (z + h) (z);
とおけば良い。右辺は差分作用素 [hf ](z) := f(z + h) f(z)を用いて
 = h;
と書けることに注意する。は有界関数なので，従来のリッジレット解
析の意味で再構成公式が成り立つ。
f(x) =
»
Ym+1
R f(a; b)
(a  x b)dadb: (5.1)
ここで，積分表現が bに関して畳み込みの形をしていることに着目する。
畳み込みは差分作用素と可換なので，形式的に以下が成り立つことが期
待される。
(5.1) =
»
Ym+1
R f(a; b)
h[](a  x b)dadb
=
»
Ym+1
h[R f ](a; b)(a  x b)dadb:
最後の式は ReLU による積分表現である。すなわち，ReLUを用いるた
めには
T(a; b) := h[R f ](a; b)
= 
»
Rm
f(x)[h ](a  x b)dx
= Rh f(a; b):
となるように係数をとればよい。本章では，差分作用素を微分作用素に
置き換えたうえで，上記の積分が存在することを示す。
5.2 超関数によるリッジレット変換
前章で導いたリッジレット変換の極座標表示において，積分を超関数
の作用とみなして，超関数によるリッジレット変換を定義する
72 第 5章 有界でない活性化関数のための積分表現理論
5.2.1 超関数によるリッジレット変換の定義と存在
定義 5.2.1. f P X (Rm)の  P Z(R) によるリッジレット変換 R f と
は，各点 (u; ; ) P Ym+1 に対して値
R f(u; ; ) =

Rf(u; )   (); (u; ; ) P Ym+1 (5.2)
を対応させる写像である。ただし  (p) :=  (p/) / とする。
この定義において，畳み込み (  ), スケーリング (), 反転 (r), 複素共
役 () はすべて超関数の意味である。つまり，次のように定義することと
同値である
R f(u; ; ) :=
»
Rf (u; z + ) (z)dz; (u; ; ) P Ym+1 (5.3)
ただし “積分”
³
R  (z)dz は汎関数  の作用の意味であって，必ずしも
Lebesgueの意味の積分とは限らない。作り方から明らかに， が局所可
積分関数 (L1loc) であれば，超関数  によるリッジレット変換は，従来の
関数  によるリッジレット変換と一致する。
定理 5.2.1. 表 5.2 に示す X ;Z の組み合わせにおいて，R : X (Rm) 
Z(R)Ñ Y(Ym+1) はYm+1の各点 (u; ; )で存在し，双線形写像である。
表 5.2: リッジレット変換が定義できる X とZ の組み合わせおよび対応
する値域。B;A;YはR f(u; ; )をそれぞれ ; (; ); (u; ; )の関数と
みなした場合のクラスを表す。
f(x) Rf(u; p)  (z) R f(u; ; )
X (Rm) X (Sm1  R) Z(R) B(R) A(H) Y(Ym+1)
D D D1 E E E
E 1 E 1 D1 D1 D1 D1
S S S 1 OM OM OM
O1C O1C S 1 S 1 S 1 S 1
L1 L1 Lp X C Lp X C S 1 S 1
証明は各クラスの定義に従って “積分”の収束性を確認する。詳細は 付
録 A.2 を見よ。表において Z の大きさは畳み込み B = X  Z が存在す
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る範囲で最大のものをとった。畳み込みにより， X と Z の大小関係に
はトレードオフの関係がある。
5.2.2 リッジレット変換の性質
連続性
命題 5.2.2 (L1(Rm)Ñ L8(Ym+1)の連続性).  P S(R)を固定する。この
ときリッジレット変換R : L1(Rm)Ñ L8(Ym+1)は有界作用素である。
Proof. f P L1(Rm)と  P S(R)を任意にとって固定する。R f(u; ; )
は各点で絶対収束している。畳み込み形式に対して Young の不等式を適
用して，以下を得る
ess sup
(u;;)
Rf(u; )   () ¤ }f}L1(Rm)  ess sup
(;)
| ()|
¤ }f}L1(Rm)  ess sup
(r;)
|r   (r)|   8:
はじめの不等式では
³
R |Rf(u; p)|dp ¤ }f}1を用いた。二番目の不等式で
は r Ð 1/ によって変数を変換した。 は急減少関数なので，有界性が
いえる。
単射性
リッジレット関数 が許容的であれば，再構成公式が成り立つので， 
によるリッジレット変換R は適当な関数空間上の作用素として単射で
ある。
リッジレット関数が多項式の場合，リッジレット変換は必ずしも単射
にならない。例えば， (z) = z + 1 の場合を考える。このとき  (2)  0
が成り立つことに注意して，適当な急減少関数 g を用いて f := 4g とお
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くと，R f = 0 である
R f(u; ; ) =

R4g(u; )   ()
=

B2Rg(u; )   ()
=

Rg(u; )  B2  ()
= (Rg(u; )  0) ()
= 0:
ただし，二番目の式ではRadon変換の公式 (Helgason, 2011)
R4g(u; p) = B2pRg(u; p);
を用いた。
5.2.3 双対リッジレット変換の定義と存在
定義 5.2.2. 関数T P Y(Ym+1)の超関数  PW(R)による双対リッジレッ
ト変換R:Tとは，各点 x P Rmに対して値
R:T(x) = lim
Ñ8
"Ñ0
»
Sm1
» 
"
T
u

;



 (u  x)ddu
m
; x P Rm
を対応させる写像である。ただし (p) := (p/)/とする。
この定義もまた，畳み込みは超関数の意味で理解する。従って，次のよ
うに定義することと同値である
R:T(x) = lim
Ñ8
"Ñ0
»
Sm1
» 
"
»
R
T (u; ; u  x z) (z)dzddu
m
; x P Rm:
ただし
³
R (z)dz は汎関数  の作用の意味で理解する。
双対リッジレット変換 R: は，存在すればリッジレット変換Rの双対
作用素 (Yosida, 1995)である。
定理 5.2.3. X ;Zを 表 5.2 の組み合わせの中から選び， P Zを任意に
とって固定する。R : X (Rm)Ñ Y(Ym+1)は単射かつ，R: : Y 1(Ym+1)Ñ
X 1(Rm)が存在すると仮定する。このとき R: は R の双対作用素 (R)1 :
Y 1(Ym+1)Ñ X 1(Rm) である。
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Proof. 仮定より R は X (Rm)上稠密に定義されていて，単射である。
従って，古典的な定理 (Yosida, 1995, VII. 1. Th. 1, pp.193)より，双対作
用素 (R)1 : Y 1(Ym+1)Ñ X 1(Rm)はただ一つ存在する。一方，f P X (Rm)
と T P Y(Ym+1)に対して以下が成り立つ
xRf;TyYm+1 =
»
RmYm+1
f(x)(a  x b)T(a; b)dxdadb = @f;R:TDRm :
従って，双対作用素の一意性により (R)1 = R: である。
5.3 再構成公式
超関数によるリッジレット変換の再構成公式を与える。まず，許容条
件を定義し，その同値な言い換えとして構造定理を述べる。次に，L1関
数に対する再構成公式を二通りの方法で証明する。最後に，L2関数に対
する再構成公式を二通りの方法で証明する。
5.3.1 許容条件
許容条件とは，リッジレット変換の再構成公式が成り立つための十分
条件である。活性化関数  P W(R)が超関数であっても意味を為すよう
に，従来の許容条件を修正する必要がある。
定義 5.3.1. ( ; ) P S(R) S 1(R)が許容的 (admissible) であるとは，原
点 0 のある近傍 
  R から原点を除いた領域において pが局所可積分
（p P L1loc(
zt0u)）で，しかも次の積分が零でない値に収束することをいう
K ; := (2)
m1
»

zt0u
+
»
Rz

 p ()p()
||m d: (5.4)
ここで
³

zt0u と
³
Rz
 はそれぞれ Lebesgue積分とRz
に制限した汎関数pの作用の意味で理解する。
Remarks
許容条件の一部に  PW(R)の Fourier変換 p を使うために，W  S 1
を仮定した。（ P D1に対する Fourier変換 pは，一般にはうまく定義で
きない。）
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第一項
³

zt0u の収束性は 
 の取り方によらない。二つの近傍 
;

1 に
対して，二つの積分の差
³

z
1 は常に有限だからである。また，第二項³
Rz
 は常に収束する。||m P OM(Rz
) なので ||m p () は急減少関数
であり，一方 p P S 1(R)なので，その作用である第二項は収束する。従っ
て，K ; の収束性も 
の取り方によらない。
積分区間からは原点 0を除去してある。||mを原点に特異点をもつ超
関数とみなす場合，pが同じく原点で特異的な超関数（p = など）と
なった場合に，超関数の積が不定になるためである。幸い ||mの特異
点は原点に限るので，原点 0を除去し，||mを
zt0u上の関数とみなし
てLebesgue積分を計算する条件に修正することで許容条件は一意に定ま
る。特に，Lebesgue積分において一点の差は零なので，被積分 ‘超関数’
が原点において関数になる場合には，
³
Rzt0u =
³
Rが成り立つ。再構成公
式は修正後の許容条件で成り立つ。pが原点 t0uのみに台をもつ場合， に依らず常にK ; = 0となって，
は許容的にはなりえない。Rudin (1991, Ex. 7.16)によれば，supp p = t0u
は  が多項式関数であることと同値である。従って，Wは Lizorkin超関
数 S 1/P  S 10にとるのが自然である。 多項式関数Qに対して
K ; = K ;+Q:
が成り立つので，K ;は S 10(R)上 well-defined である。
原点における不定性
許容条件において原点を除去することの必要性は，次の例から理解さ
れる。
例 5.3.1 ((Schwartz, 1966, Ch.5 Th.6)改). (z) = z;  (z) = G(z)とす
る。ただしG(z) := exp(z2/2)である。このとき Fourier変換は以下で
与えられる
p() = () and p () = || G():
このとき，二つの超関数の積は結合的でない»
R
pv
1
||  (|| G() ()) d = 0;»
R

pv
1
||  || G()

 ()d = G(0)  0:
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一方，原点を除去した許容条件 (5.4)であれば，値は一意に定まる
K ; =
»
0 || 1
|| G()
||  0d +
»
1¤||
|| G()
|| ()d = 0:
5.3.2 許容リッジレット関数の構造定理
許容条件の被積分関数を形式的に
p() := p ()p()||m ;
とおく。pは形式的に以下を満たす
||mp() = p ()p():
従って形式的に Fourier 逆変換をとることで以下を得る
m = r  :
ただし厳密には，pは原点で特異的な超関数かもしれないので，約分は不
定になる可能性がある。また pのFourier変換の存在も，一般には仮定し
なければ分からない。
定理 5.3.1 (許容リッジレット関数の構造定理). ( ; ) P S(R)S 1(R)を
任意にとって固定する。ある k P N0と cj P Cに対して
p() = k¸
j=0
cj
(j)();  P t0u:
が成り立つとする。また，pは 0のある近傍
から 0を除いた集合上で連
続（p P C(
zt0u)）とする。このとき と が許容的であることは，次の
条件と同値。すなわち，ある  P OM(R)が存在して
m = r    k¸
j=0
cjz
j
!
and
»
Rzt0u
p()d  0
が成り立つ。さらに，limÑ+0 |p()|   8 かつ limÑ0 |p()|   8:
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特に， が k次以上の vanishing moment をもつとき，»
R
 (z)zjdz = 0; j(¤ k) P N0
条件は次のように緩和できる
m = r  ; 
»
R
(z)dz
   8 and
»
R
p()d  0:
証明は 付録 A.3 を見よ。
定理の系として次の構成法を得る
系 5.3.2 (許容的リッジレット関数の構成法).  P S 10(R)は与えられたも
のとする。0の適当な近傍
と k P N0を選んで，k  p() P C(
)にでき
るものとする。 0 P S(R)として»
R
kx 0()p()d  0:
となるものをとる。このとき
 := m 
(k)
0 ;
とおくと， と は許容的である。
証明は  :=  (k)0   が 定理 5.3.1 の条件を満たすことから明らか。
5.3.3 L1再構成公式
Fourier変換に帰着する方法と，Radon変換に帰着する方法の二通りを
示す。
定理 5.3.3 (Fourier変換を経由する再構成公式). 可積分関数 f P L1(Rm)
はFourier変換 pf もまた可積分とする。( ; ) P S(R)S 10(R)は許容的で
あるとする。このときほとんどいたるところの x P Rmで再構成公式が成
り立つ
R:R f(x) = K ;f(x); a:e: x P Rm:
特に，f の連続点 xにおいて等式が成り立つ。
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Proof. 再構成公式の左辺は次の特異積分に帰着する
R:R f(x) = lim
Ñ8
"Ñ0
»
Sm1
» 
"
Rf(u; )  (u  x)ddu
m
:
ただし(p) := ( r )(p/)/とおいた。投影切断面定理Rf(u; )() =
(2)1
³
R
pf(!u)p(!)|!|mei!d!により，
R:R f(x) = lim
Ñ8
"Ñ0
1
2
»
Sm1
» 
"
»
R
pf(!u)p(!)|!|mei!uxd!ddu;
= lim
Ñ8
"Ñ0
1
2
»
Sm1
»
R
»
"¤ 
!
¤
pf(!u)p()||md|!|m1ei!uxd!du; Ð 
!
= lim
Ñ8
"Ñ0
1
2
»
Rm
"»
"¤ ||||¤
p()||md# pf()eixd;  Ð !u
=
1
(2)m
»
Rzt0u
p ()p()
||m d
»
Rm
pf()eixd = K ;f(x); a:e: x P Rm:
ただし極限と積分の交換は超関数 p P O1C(R)の作用が連続であることか
ら従う。L1関数に対する Fourier変換の反転公式は概収束なので，再構
成公式も概収束の意味で成り立つ。
Radon変換を経由する方法では，リッジレット変換のウェーブレット
に相当する部分が，Radon変換で用いられる逆投影フィルタ  の役割を
果たすことが陽に示される。言い換えれば，許容条件とは，ウェーブレッ
ト部分が逆投影フィルタを為すための条件である。
定理 5.3.4 (Radon変換を経由する再構成公式). f P L1(Rm)とし，( ; ) P
S(R)S 1(R)に対して実数値関数  P L1XC8(R)が存在して，以下を満
たすとする
m = r   and »
R
p()d = 1:
このときR:R f はRadonの反転公式に帰着する
R:R f(x) = R
:m1Rf(x) = 2(2)m1f(x); a:e: x P Rm:
証明は 付録 A.4 を見よ。許容条件の構造定理（定理 5.3.1）により，定
理の仮定は許容条件である。従って，許容条件は逆投影フィルタを構成
するための条件であることが分かる。
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Radon変換の公式 (Helgason, 2011, Lem.2.1, Th.3.1, Th.3.7)
(4)m12 R: = m1R; and R(4)m12 = R:m1:
と組み合せて，以下の系を得る
系 5.3.5.
R:R = R
:m1R = (4)m12 R:R = R:R(4)m12 :
5.3.4 L2有界拡張
Fourier変換の場合と同様の手続きに則り，L1 X L2関数のリッジレッ
ト変換を拡張して L2 関数のリッジレット変換が定義できる。以下では
Ym+1の測度を mddduにとる。
 が自己許容的とは， が自分自身（ =  ）と許容条件を満たすこと
を言う。リッジレット変換の双対性から Parsevalの公式と Plancherelの
公式が成り立つ
定理 5.3.6. ( ; ) P SS 1 は許容条件を満たすとし，簡単のためK ; = 1
とする。f; g P L1 X L2(Rm)に対し以下が成り立つ
(R f;Rg) =
 
R:R f; g

= (f; g) :
特に  が自己許容的であるとき，
}R f}2 = }f}2:
命題 5.2.2により，リッジレット変換は L1(Rm)上の有界作用素であ
る。従って， P S(R)が自己許容的であるとき，有界拡張（bounded
extension）の手続きに則って，リッジレット変換を L2(Rm) 上に拡張で
きる (Grafakos, 2008, 2.2.4)。
定理 5.3.7 (リッジレット変換のL2有界拡張).  P S(R)は自己許容的と
し，簡単のためK ; = 1とする。このとき L1XL2(Rm)上のリッジレット
変換はL2(Rm)上の作用素として一意に拡張でき，このとき }R f}2 = }f}2
である。
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Proof. 関数 f P L2(Rm)と，f に L2収束する点列 fn P L1 X L2(Rm)を任
意にとる。このとき
}fn  fm}2 = }R fn R fm}2; @n;m P N:
右辺は n;mÑ 8のとき右辺はL2(Ym+1)のCauchy列である。従ってL2
空間の完備性により，R fnの極限T8 P L2(Ym+1)が一意に存在する。有
界拡張の手続きに従い，この極限T8 を f のリッジレット変換と定義する
R f := T8。
( ; )と ( ; )が同値であるとは，( ; )と ( ; )がそれぞれ許容条
件を満たし，さらにそれぞれの畳み込み積分が一致することをいう
r   =    :
このとき直ちに以下が成り立つ
(R f;Rg) = (R f;Rg) :
許容条件的な組 ( ; )が許容的分解可能とは，自己許容的な二つの組 ( ;  )
と (; )があって，( ; )と ( ; )が同値になることをいう。このと
き Schwartz の不等式により以下が成り立つ
(R f;Rg) ¤ }R f}2}Rg}2:
 が自己許容的でなく，従ってR が L2(Rm)上定義できない場合で
あっても，の選び方次第では，再構成作用素R:R が定義できる。
定理 5.3.8 (L2再構成公式). 関数 f P L2(Rm)とし，( ; ) P S  S 1は許
容的分解可能とする。また，簡単のためK ; = 1とする。このとき
R:R f Ñ f; in L2:
証明は 付録 A.5 を見よ。
5.3.5 Calderón再生公式
Calderón再生公式に帰着することもできる。
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定理 5.3.9 (Calderón再生公式を経由する L2再構成公式). f P L2(Rm)
かつ ( ; ) P S  S 1(R)は r  がBorel測度であるとする。このとき L2
再構成公式が成り立つ
R:R f = f; in L
2:
Proof. (p) := r  (p/)/; u;(x) := r  (u  x/)/mとおく。
Rf(u; )  (u  x) 1
m
=
»
R
»
(Ru)K
f(pu+ y)

u  (x pu y)


1
m+1
dydp
=
»
Rm
f(x1)

u  (x x1)


1
m+1
dx1
= f  u;(x) 1

:
なので，Calderón再生公式によって
R:R f(x) = lim
Ñ8
"Ñ0
»
Sm1
» 
"
Rf(u; )  (u  x)ddu
m
= lim
Ñ8
"Ñ0
»
Sm1
» 
"
f  u;(x)ddu

= K ;f(x):
5.4 許容的なリッジレット関数の構成例
系 5.3.2に基いて，許容的なリッジレット関数を具体的に構成する。以
下では，活性化関数  P S 10(R)に対して，リッジレット関数  P S(R)の
候補をGauss関数
G(z) := exp
 z2/2 ;
から作る。
まずGの高階導関数
 0 = G
(`);
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のなかで， »
Rzt0u
x 0()p()d  0; 8
を満たす  0をさがす。このとき
 := m 0;
とおくと，系 5.3.2 により ( ; )は許容条件を満たす。
ここで，Gauss関数のHilbert変換は以下で与えられる
HG(z) = 2i?

F

z?
2

;
ただし F (z) は Dawson関数 F (z) := exp(z2) ³z
0
exp(w2)dwである。
例 5.4.1. zk+ (k P N0) と  = mG(`+k+1) (` P N0) は ` が偶数のとき許
容条件を満たす。奇数の場合には K ; = 0.
Proof. 以下の公式 (Gel’fand and Shilov, 1964, § 9.3) から分かる
xzk+() = k!(i)k+1 + ik(k)(); k P N0:
例 5.4.2. (z) = (k)(z) (k P N0)と = mGは kが偶数のとき許容的を
満たす。奇数のときはK ; = 0.
例 5.4.3. (z) = G(k)(z) (k P N0)と  = mGは kが偶数のとき許容条
件を満たす。奇数のときはK ; = 0.
例 5.4.4. (z) = (k)(z) (k P N0) と  = mG は k が奇数のとき許容条
件を満たす。偶数のときはK ; = 0. また (1)と = mG2は許容条件
を満たす。
5.5 数値例
一次元信号と二次元信号（画像）に対する再構成公式を数値積分するこ
とで，理論との整合性を確認する。表 5.3 は前節の理論的な “診断”に基
いて，許容条件の成否をまとめた表である。‘+’は許容的，‘0’はK ; = 0
によって非許容的，そして ‘8’は |K ;| = 8によって非許容的となるこ
とを表している。
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表 5.3: リッジレット関数  = m 0と活性化関数 に対する許容条件の
成否
活性化関数   = mG  = mG1  = mG2
シグモイド関数の導関数 1 + 0 +
シグモイド関数  8 + 0
ソフトプラス関数 (1) 8 8 +
Dirac’s   + 0 +
ステップ関数 z0+ 8 + 0
ReLU z+ 8 8 +
線形関数 z 0 0 0
RBF G + 0 +
5.5.1 正弦波
一次元信号の例として閉区間 x P [1; 1]上の正弦波 f(x) = sin 2xを
とりあげる。
信号は区間 [1; 1] から等間隔（x = 1/100）にサンプルした。次の再
構成公式を数値積分によって計算した»
R
»
R
R f(a; b)(ax b)dadb|a| :
数値積分は領域 (a; b) P [30; 30] [30; 30]を等間隔（a = b = 1/10）
に離散化して行った
R f(a; b) 
N¸
n=0
f(xn) (a  xn  b)|a|x; xn = x0 + nx
R:Rf(x) 
I;J¸
(i;j)=(0;0)
R f(ai; bj)(ai  x bj)ab|ai| ; ai = a0 + ia; bj = b0 + jb
ただし x0 = 1; a0 = 30; b0 = 30, N = 200; (I; J) = (600; 600).
図 5.2はリッジレット変換R f(a; b)の結果を示す。リッジレット関数
 の取り方に応じて，リッジレット変換の像は変化する。リッジレット関
数  = G(`)の階数が上がるに連れて，R f は局所性が強くなる。そし
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 = G  = G1  = G2
図 5.2: 閉区間 [1; 1]上定義された正弦波 f(x) = sin 2xの によるリッ
ジレット変換R f(a; b)
て図 5.3に示すとおり，いずれのリッジレット変換R f も，適当な活性
化関数 の組み合わせで再構成可能である。
図 5.3はRBFとステップ関数，そしてReLUによる再構成結果を示す。
実線は再構成結果，破線は元の信号を表す。許容条件を満たすと診断さ
れた組み合わせのセルは，ほぼ完全に再構成結果ができている。左下の
ReLUのセルは，非許容的 (‘8’)のはずだが，不完全ながら像が現れてい
るように見える。ReLUのFourier変換xz+()は極 2を持ち，(1) G
ではその極が残るために，積分器のような働きをしたと考えられる。
5.5.2 Shepp-Logan phantom
二次元信号の例として Shepp-Logan phantom (Shepp and Logan, 1974)
を取り上げる。
原画像は 256 256ピクセルのグレースケール画像であり，これを二次
元信号 f : [1; 1]2 Ñ [0; 1]とみなす。次の再構成公式を数値積分によっ
て計算する »
R
»
R2
R f(a; b)(a  x b)dadb|a| ;
ただし (a; b) P [300; 300]2  [30; 30]をa = (1; 1)とb = 1の間隔で
離散化した。
図 5.4 に再構成結果を示す。一次元信号の場合と同様，許容的と診断
されたセルでは概ね明確に再構成結果が現れた。また，左下の非許容的
なセルには，ローパスがかけられたように曇った像が現れた。
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図 5.3: 活性化関数 1, z0+, z+による再構成結果（実線）。点線は元の信号。
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 = 2G  = 2G1  = 2G2

=
G

=
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z +
図 5.4: 活性化関数G, z0+, z+による再構成結果
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5.6 まとめ
ReLUなどの有界でない活性化関数をもつニューラルネットを扱うた
めに，非有界活性化関数によるニューラルネットのための積分表現理論
を整備した。浅いニューラルネットの積分表現は双対リッジレット変換
であり，活性化関数はそのリッジレット関数に相当する。特に ReLUは
緩増加超関数や Lizorkin超関数に属する関数であり，これまでに利用さ
れてきた多くの活性化関数がこれらのクラスに属する（表 5.1）。従って，
課題は超関数によるリッジレット解析を構築することである。
まず，リッジレット変換の畳み込み形式を超関数の意味で捉え，超関
数によるリッジレット変換を定義した。定理 5.2.1では，拡張したリッジ
レット変換の一意存在性を確認し，関数 f のクラスX とリッジレット関
数 のクラスZのサイズがトレードオフ関係にあることを明らかにした
（表 5.2）。また，命題 5.2.2 ではR : L1(Rm) Ñ S 1(Ym+1)が有界作用
素であることを示した。この性質は後にL2拡張で必要になる。一方，定
理 5.2.3では，双対リッジレット変換がリッジレット変換の双対作用素で
あることを通じて，一意性を確認した。
拡張の過程で最も慎重を期すポイントは，許容条件である。従来のリッ
ジレット解析で用いられてきた許容条件をそのまま超関数の意味に拡張
すると，超関数の積 p() ||mが現れる。例 5.3.1にも示した通り，一
般に超関数の積は不定であり，従来の形式の許容条件は ill-defined であ
る。超関数の積が問題になるのは原点に限ることに着目して，許容条件
を修正した。許容リッジレット関数の構造定理（定理 5.3.1）は，許容条
件を実空間で述べなおした定理である。構造定理の系として許容的関数
を構成する方法を導いた（系 5.3.2）
L1関数に対するリッジレット変換の再構成公式は，Fourier変換を経由
する方法（定理 5.3.3）と，Radon変換を経由する方法（定理 5.3.4）の二
通りで示した。リッジレット変換はRadon変換と関係が深いが，前者は
Radon変換を投影切断面定理で戻す方法に対応し，後者はRadon変換を
Radonの反転公式で戻す方法に対応している。再構成のための正則性条
件は前者の方がやや緩い。一方，後者は実空間で閉じており，解釈性が
高い。特に，許容条件は逆投影フィルタを構成するための条件であるこ
とが分かる。
さらに，L2有界拡張の手続きに則って，L1関数に対するリッジレット
変換を，L2関数に拡張した。まずL1 X L2関数の場合にParsevalの定理
が成り立つこと（定理 5.3.6）を示し，リッジレット変換が有界作用素で
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あること（命題 5.2.2）を用いて L2関数までリッジレット変換を拡張し
た（定理 5.3.7）。この他に，L2有界拡張とは別の方法として，Calderón
の再生公式を経由する方法（定理 5.3.9）を示した。
§ 5.4では，切断べき zk+などの具体的な関数に対して許容条件を満た
す例を計算した。続く数値実験では，再構成公式を数値積分することで，
信号が再構成できることを視覚的に確認した。これらの具体的な構成を
通じて，ReLUを活性化関数にもつニューラルネットが万能関数近似能力
を持つことを確認した。
ニューラルネットが学習しているものは，近似対象の関数のリッジレッ
ト変換である。許容条件の構造定理や，再構成公式の計算例からも分か
る通り，同一の関数を近似するためのリッジレット変換は無数に存在す
る。実際，与えられた活性化関数 に対して，許容条件のK ;が有限に
なる の全体Fと，零になる の全体Nは，それぞれ線形空間をなす
F :=
#
 P S(R)

» 8
8
p ()p()
|| d is finite
+
;
N :=
#
 P S(R)

» 8
8
p ()p()
|| d = 0
+
:
従って，に対して許容条件を満たす活性化関数の全体AはFとNの
差として与えられる
A = FzN:
バックプロパゲーション学習では，そのうちの一つのリッジレット関数
を暗に探し求めていることになる。許容的なリッジレット関数の中で，何
が最良の選択なのかを調べることは，今後の重要な課題である。
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深層ニューラルネットの中間層は特徴量写像とみなせる。(Sonoda and
Murata, 2016) では，中間層の特徴量写像を解析するために，ニューラル
ネットを輸送写像とみなす方法を提案した。特にデノイジング・オート
エンコーダー（DAE）の場合は輸送写像が陽に求まる。DAEを複数合成
した合成DAEや連続DAEの中では，入力データのエントロピーを減ら
す逆拡散現象が起きていることを示す。また，輸送解釈によって，これ
まで解釈が難しかった積層DAEも，合成DAEに帰着できることを示す。
最後に，合成DAEを経由して深層DAEの積分表現を構成する。
6.1 はじめに
オートエンコーダーでは，ニューラルネットに恒等写像
x ÞÑ x;
を学習させ，学習済の中間層を特徴量として用いる。恒等写像は最も基
本的な輸送写像である。なお，オートエンコーダーの語源となった「コー
ド」とは，こうして得られた特徴量のことである。
本章では，デノイジング・オートエンコーダ （ーdenoising autoencoder;
DAE）(Vincent et al., 2008) による輸送写像を計算する。DAEとは，訓
練データにわざとノイズを付加し，元の値を推定させる訓練法である。つ
まり，ノイズ除去機能を学習させるので，デノイジングという修飾語が
ついている。このような操作は，オートエンコーダーに頑健性を賦与す
るためのヒューリスティクスとして登場した。Alain and Bengio (2014)
はDAEの手続きの結果として得られる写像が，次の式で陽に書けること
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を発見した
x ÞÑ E"[0(x ")(x ")]
E"[0(x ")] :
ただし "は DAEで人為的に加えるノイズを表し，0はデータ xが従う
確率分布を表す。Sonoda and Murata (2016)は，この結果を変形して，
DAEによる輸送写像を見出した
x ÞÑ x+ tr log[Wt/2  0](x):
ただし tはノイズの分散，Wt は熱核，0 は入力データ xの確率分布で
ある。つまり，DAEの輸送写像はオートエンコーダー x ÞÑ xに補正項
x ÞÑ f(x)を加えた形式 x ÞÑ x+ f(x)になる。以下では，このように輸送
写像という観点で深層DAEを解析する。
6.2 浅いDAE
まず，浅いデノイジング・オートエンコーダー（DAE）の学習法を説
明する。次に，Alain and Bengio (2014)の変分計算によって DAE が陽
に求まることを示す。さらに，これが輸送写像と見なせることを示す。得
られた輸送写像を改めて「浅いDAE」と定義する。
6.2.1 DAEの学習アルゴリズム
入力 xをRmに値をとり確率分布 0に従う確率変数とする。xに分散
tIの正規ノイズを加えたものを rxとする
rx := x+ "; "  N (0; tI):
DAEは，rxから xを復元するように訓練した浅いニューラルネット gで
ある。なお，DAEは学習時と使用時で入力するものが異なるので混乱し
ないように注意せよ。学習時にはノイズを付加した入力 rxを与えるのに
対し，使用時にはノイズを付加していない入力 xを入力する。
DAEの学習アルゴリズムは，次の最適化問題と等価である
minimize L[g] := Ex;rx|g(rx) x|2 w.r.t g:
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こうして得られる gは rxの関数だが，先に注意したとおり，DAEの使用
時には rxではなく xを入力する。なお本章を通じて，gは高々有限個の中
間層素子をもつ通常のニューラルネットで，しかも最小点からの誤差は
無視できるほど小さいものとする。
浅いニューラルネットとして実現されたDAE gにおいて，中間層と出
力層に相当する写像をそれぞれ hと kと書く。 つまり g = k  h という
M H M
h k
図 6.1: DAEの中間層 hをエンコーダー，出力層 kをデコーダーと呼ぶ。
関係が成り立つ。慣習に倣い，中間層 hをエンコーダー，出力層 kをデ
コーダーと呼び，入力 xに対して z := h(x)を xの特徴量あるいはコード
と呼ぶ。
6.2.2 Alain and Bengio の最適解
Alain and Bengio (2014, Theorem 1) はDAEの最適解が次のように陽
に求まることを発見した。
g(x) =
E"[0(x ")(x ")]
E"[0(x ")] ; a:e: x: (6.1)
Proof. 証明は標準的な変分計算によって示せる。まず目的関数を次のよ
うに変形する
L[g] =
»
Rm
E"|g(x+ ") x|20(x)dx
=
»
Rm
E"[|g(x1) x1 + "|20(x1  ")]dx1; x1 Ð x+ ":
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従って，任意の関数 hに対して h方向の変分 L[h]は以下のように計算で
きる
L[h] =
d
dt
L[g + th]

t=0
=
»
Rm
B
BtE"[|g(x) + th(x) x+ "|
20(x ")]dx

t=0
= 2
»
Rm
E"[(g(x) x+ ")0(x ")]h(x)dx:
目的関数の停留点（最適解）では，任意の hに対して L[h]  0を満た
す。このとき，変分法の基本補題によって L[h]の被積分関数はほとんど
いたるところ 0である
E"[(g(x) x+ ")0(x ")] = 0; a:e: x:
これを gについて解いて，Alainの最適解を得る。
6.2.3 輸送解釈と輸送表現
Sonoda and Murata (2016)では，DAEの最適解が輸送写像になること
を発見した。
定理 6.2.1. 最適化問題 ming Ex;rx|g(rx)x|2の最適解は以下で与えられる
g(x) = x+ tr log[Wt/2  0(x)]: (6.2)
ただしrは xについての微分（勾配）を表す。
Proof. 証明はAlainの最適解を変形すればよい
(6.1) = x E"[0(x ")"]
E"[0(x ")]
= x
³
Rm "Wt/2(")0(x ")d"
Wt/2  0(x)
= x+
trWt/2  0(x)
Wt/2  0(x)
= x+ tr log[Wt/2  0(x)]; (6.3)
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ただしWtは熱核Wt(") = (4t)m/2 exp(|"|2/4t)であり，二番目の変形
は関係式
rWt/2(") = ("/t)Wt/2(") (6.4)
から従う。
この式から直ちに，DAEは恒等写像 idと，ノイズ除去に伴う補正項
tr log[Wt/2  0]に分解できることが分かる。特に t = 0のときは補正
項が消滅するので，DAEは単に恒等写像を学習させる古典的なオートエ
ンコーダーに帰着する。また，補正項に表れる Wt/2  0 は，熱方程式
（L = 1
2
4）に対する熱半群 et/24 の作用であることに注意せよ。つまり，
熱方程式に従って 0 を一旦なまし，なましを戻す方向（r log et/240）
に補正すると解釈できる。
以降では，(6.2) を輸送写像とみなす。すなわち，位置 xにある質点を，
xから補正項の分だけ移動させる写像という意味に解釈する。輸送に伴う
軌道の具体例は § 6.3.4 を参照せよ。(6.2)を一般化して次の輸送写像を
導入する。
定義 6.2.1. 楕円形作用素Lによる異方性DAE（anisotropic DAE）を以
下で定義する
t(x;L) := x+ tr log etL0(x); x P Rm (6.5)
= x+ tr log
»
Rm
Wt(x; y;L)0(y)dy

; x P Rm: (6.6)
ただしWt(x; y;L)は拡散方程式 Btu = Luに対する熱核である。
(6.2)は L = 4の場合に相当する。異方性DAEのことを，浅いDAEの
輸送表現，または，単に「浅いDAE」とも呼ぶ。特に明示する必要がな
い場合には作用素 Lを省略する。
Remarks
輸送写像 (6.2)の形式は，縮小推定量の分野では Brown’s representation
of posterior (George et al., 2006) として知られている。実際，DAEは平
均値の推定量なので，この形式が現れるのは自然なことである。
Alainの最適解から輸送の式を導くには，(6.4) のような代数的な関係
式が活躍した。関係式 (6.4)のように，微分と多項式の積が置き換えられ
る関数は正規分布に限る。このことは Stein’s characterizing operator of
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normal distribution Tf(x) := f 1(x) xf(x); f P C1(R)の性質から従う。
すなわち，Tf  0となる f は標準正規分布に限ることが知られている
(Stein, 1972)。
6.2.4 初速ベクトル
浅いDAEを t = id+ tr log etL0 とする。各点 x P Rmを始点とする
DAEの輸送軌道 t ÞÑ t(x) は，Rm 内の曲線を描く。t Ñ 0の極限をと
ると，輸送の初速ベクトルはスコアで与えられることが分かる
B
Btt(x;L)

t=0
= lim
tÑ0
t(x;L) x
t
= r log 0(x): (6.7)
極限は半群の性質 limtÑ0 etL0 = 0から直ちに従う。Alain and Bengio
(2014) は (6.1)の漸近展開を通じて，L = 4の場合と同じ式を導いた。
DAE t による輸送に伴って，データ分布 0も変形する。変形された
分布 tは押出測度といい，
t := t70;
と書く。Rm上の確率測度の空間をP(Rm)とする。測度の時間発展に伴
う軌道 t ÞÑ t は，P(Rm)内の曲線を描く。輸送に伴う初速ベクトルが
スコアで与えられることから，P(Rm)における t の初速ベクトルは逆
拡散の向きになることが示せる。
定理 6.2.2. 浅いDAE t による押出測度をt := t70とする。このとき
Btt=0 = 40: (6.8)
つまり，(6.8)はP(Rm)上の速度ベクトル場とみなせる。ベクトル場と
軌道の例は § 6.4.3 を参照せよ。確率測度の空間上のベクトル場について
の厳密な扱いについては § 3.13.2 を参照せよ。浅いDAEの場合，一般の
t ¡ 0に対しては Btt  4tである。
Proof. 重積分の変数変換の公式により，以下の恒等式が成り立つ
0 = t  t  |rt|:　
ただし |  |は Jacobian を表す。
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まず両辺の対数をとり，tで偏微分する
0 =
rt  t  Btt + Btt
t  t + tr [(rt)
1rBtt]:
ただし右辺第二項は log |  |の微分に関する公式 (Petersen and Pedersen,
2012, (43))
B log |J | = tr [J1BJ ];
を用いた。
次に t = 0 を代入して整理する
0 =
r0 r log 0 + Btt=0
0
+ tr [r2 log 0]
=
|r0|2
20
+
Btt=0
0
+
040  |r0|2
20
:
ただし0 = idおよび Btt=0 = r log 0を用いた。これを整理して (6.8)
を得る
6.3 合成DAEと連続DAE
前節の浅いDAEの解析を元にして，深層DAEを解析する。まず合成
DAE t0:L を導入する。合成DAEでは，合成した時刻 tkにおいてBtt=tk =
4tk が成り立つ。続いて合成DAEの極限写像として連続DAE 't を
導入する。連続DAEでは，各時刻で逆拡散方程式 Btt = 4tが成り立
つ。数値例では，合成の時間間隔  を短くするに連れて，合成DAEが連
続DAEに収束する様子を可視化する。
6.3.1 合成DAE
入力データ x0は Rm上の確率分布 0に従うとする。0に対して計算
された DAEを 0 : Rm Ñ Rmとし，x0に 0を適用して得られる点を
x1 := 0(x0)と書く。x1は再び Rmの点であり，確率分布 1 := 070
に従う確率変数である。この操作を繰り返して，`に従うデータ x`から
`+1 := `7`に従うデータ x`+1 := `(x`)を得る。合成写像
t0:L := L      0
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図 6.2: 合成DAE
を合成DAE（composition of DAEs）と呼ぶ。ここで，各要素DAE `で
用いられたノイズの分散を `Iとして，`を輸送に伴う時間とみなしたと
きの総時間を t := 0 +   + Lとおいた。また，`までの累積 ‘時間’を
t` := 0 +   + `と書く。作り方から，合成DAEは初速だけでなく，各
時点 t` (` = 0;    ; L  1)において，その速度ベクトルがスコアr log `
と一致する。
6.3.2 連続DAE
合成DAE t0:L において，総時間 t = 0 +   + Lを固定したまま層数
LÑ 8の極限をとると，速度ベクトルは各時刻でスコアに一致するよう
になることが期待される。そこで，次のように定義する。
定義 6.3.1. 0は Rm上の確率測度とする。次の連続力学系の解作用素
（flow）'t : Rm Ñ Rm を連続DAEと呼ぶ
d
dt
x(t) = r log t(x(t)); t ¥ 0 (6.9)
ただし t := 't70。
定理 6.3.2では，適当な正則条件のもとで合成 DAEの極限が連続 DAE
に収束することを示す。つまり，連続DAEは無限層ニューラルネットで
ある。そして，合成DAEによる輸送軌道 t ÞÑ t0:L(x0)は，連続DAEの
Euler式の折れ線近似に相当する。
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定義より明らかに，連続DAEは以下の作用素方程式と同値である。
'0 = id; (6.10)
Bt't = r log['t70  't]; t ¥ 0 (6.11)
また，同じことだが，積分方程式に書き換えることもできる。
't = id+
» t
0
r log['s70  's]ds: (6.12)
そして，'tは非線形半群である。
'tÑs  '0Ñt = '0Ñs; 0 ¤ t ¤ s:
連続DAE 't を一つのニューラルネットとして実現することを考えると，
半群性は二つのニューラルネットの合成が一つのニューラルネットとし
て表されることを表している。この操作は何度も繰り返すことができる
ので，深層ニューラルネットを浅いニューラルネットに変換することも
可能である。
定理 6.2.2から直ちに次の重要な定理が従う。
定理 6.3.1. Rm上の確率測度 0に対する連続DAEを'tとする。このと
き押出測度 t := 't70は以下の逆拡散方程式（backward heat equation）
による初期値問題の解である
Btt = 4t; t=0 = 0: (6.13)
逆拡散方程式の解釈は次節で加える。
6.3.3 極限の存在と一意性
定理 6.3.2. Rm上の確率測度 0を固定する。t0:Lを L層からなる総時
間 tの合成DAEとし，'tを連続DAEとする。ある開集合
が存在して，
log 0はこの中で Lipschitz連続とする。このとき各点 x P 
において，
lim
LÑ8
t
0:L(x) = '0Ñt(x): (6.14)
Proof. 簡単のため `は `に依らず共通（`  ）とする。半群の性質によ
り，初速 Bt0(x;L)は楕円形作用素Lに依らない。従って，合成DAEの要
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素は全て等方的（L = 4）と仮定して一般性を失わない。仮定より log 0
は Lipschitz連続なので，軌道の乖離度 |t0:L(x) '0Ñt(x)|を  = t/Lに
よって上から評価できる. 従って，極限 L Ñ 8において乖離は 0に収
束する。作り方から，極限関数 limLÑ8t0:Lは各時刻 tで (6.11) を満た
す。従って，常微分方程式の解の一意性により，得られた極限関数は連
続DAEである。
6.3.4 数値例
共通の入力データ分布 0 に対して，浅いDAE t，合成DAE t0:L, 連
続DAE 't を計算し，輸送軌道の違いを視覚的に確かめる。
二次元正規分布
多次元正規分布N (0;0)を初期分布とする浅いDAE t と連続DAE
't は，以下のように解析的に求められる
t(x) = (I + t
1
0 )
1x+ (I + t10)10; (6.15)
t7N (0;0) = N (0;0(I + t10 )2); (6.16)
't(x) =
b
I  2t10 (x 0) + 0; (6.17)
't7N (0;0) = N (0;0  2tI) : (6.18)
また，合成DAE t0:L は，浅いDAEを繰り返し合成して計算できる。
図 6.3 は，データ分布を
0 = N
 
0 = [0; 0];0 =
"
2 0
0 1
#!
とした場合に，上記の解析解に基いて数値計算した輸送軌道を示す。各
点は格子点（灰色）および 0に従って生成された点（有色）から始まり，
画面中央に集まる方向に輸送されている。浅いDAEでは t Ñ 8の極限
で原点に収束するのに対し，連続DAEでは t = 1/2で x軸上に広がった
アトラクタに収束する。合成DAEは，時間の刻みが小さい方が連続DAE
の軌道に近いことが分かる。
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混合正規分布
初期分布0が混合正規分布の場合，浅いDAEの輸送写像は定義に従っ
て解析的に計算できるが，連続DAEは微分方程式 x = r log t(x)を数
値的に解いて求める。図 6.4, 6.5, 6.6は，それぞれデータ分布を
0 = 0:5N
 
[1; 0];
"
1 0
0 1
#!
+ 0:5N
 
[1; 0];
"
1 0
0 1
#!
;
0 = 0:2N
 
[1; 0];
"
1 0
0 1
#!
+ 0:8N
 
[1; 0];
"
1 0
0 1
#!
;
0 = 0:2N
 
[1; 0];
"
1 0
0 1
#!
+ 0:8N
 
[1; 0];
"
2 0
0 1
#!
;
とした場合に，上記の解析解に基いて数値計算した輸送軌道を示す。い
ずれも浅いDAEでは tÑ 8の極限で原点に収束し，合成DAEでは時間
の刻みが小さいほど連続DAEの軌道に近づく。連続DAEでは混合分布
の二つのクラスタ中心に向かって輸送する効果があることが分かる。要
素分布の重みを変えると，アトラクタの引き込み領域が変化する。特に
図 6.5の連続DAEでは，軌道が交差している。このことは速度場 Bt'tが
時間変化していることを反映している。つまり，連続DAEが非線形半群
であることの表れである。
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図 6.3: 共通のデータ分布（横長の二次元正規分布）に対して計算された
輸送軌道
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図 6.4: 共通のデータ分布（重みの等しい 2混合正規分布）に対して計算
された輸送軌道
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図 6.5: 共通のデータ分布（重みの異なる 2混合正規分布）に対して計算
された輸送軌道
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図 6.6: 共通のデータ分布（重みと分散の異なる 2混合正規分布）に対し
て計算された輸送軌道
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6.4 逆拡散方程式の解釈
定理 6.3.1により，連続DAE 't の輸送に伴うデータ分布 t の時間発
展は，逆拡散方程式に従うことが分かった。このことに解釈を加え，数
値例を通じて理解を深める。
6.4.1 最終値問題
逆拡散方程式の初期値問題は，通常の拡散方程式の最終値問題と同値
である
Btut = 4ut; ut=T = 0 for some T
ここで ut は Rm 上の確率測度である。実際，
t = uTt;
とおくと，tは (6.13)の解になる。つまり，逆拡散方程式は時間を遡る
方向に進む拡散過程を記述している。何らかの方法で最終値 T が分かっ
ている場合には，熱核を用いて
t = WTt  T ; 0 ¤ t ¤ T
と書ける。例えばこれを積分方程式 (6.12) と組み合わせることで，連続
DAEが従う別の積分方程式が得られる。
't = id+
» t
0
r log[WTs  T ]  'sds:
6.4.2 エントロピー勾配流
最適輸送理論によれば，拡散方程式はエントロピーを増大させる抽象的
勾配流（abstract gradient flow）である1 (Otto and Villani, 2000), (Villani,
2009, Th. 23.19)。従って，逆拡散方程式はエントロピーを減少させる抽
象的勾配流である
d
dt
t = gradH[t]: (6.19)
1§ 3.13.2にアウトラインをまとめた。
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ただし，tは確率測度の空間P(Rm)上の点とみなし，方程式はP(Rm)
上の常微分方程式（発展方程式）として理解する。H[] := E[ log ]は
エントロピー汎関数，grad はP(Rm)上にWasserstein計量の意味で定義
された勾配である。また，実空間Rmに立ち戻ってみると，連続 'tは各
時刻 tで tのエントロピーを減らす方向に輸送する写像であることが分
かる。
抽象的勾配流のポテンシャル汎関数が明らかになったことで，連続DAE
の軌道や収束先を幾何学に把握できるようになった。例えば，エントロ
ピーを計算することで T の見当が付けられる。また，一般にエントロ
ピー汎関数H[]は下に凸なので，符号を反転した勾配流は不安定になる
ことが予想される。このことは拡散過程の逆問題が一般に不良設定であ
ることとも符合している。
6.4.3 数値例
確率測度の空間P(Rm)でみても，合成DAE t0:L は，連続DAE 't に
対する Eulers式折れ線近似であることが分かった。数値例を用いてこの
違いを視覚的に確かめる。
二次元確率測度の空間P(R2)の部分空間として，次のような二次元正
規分布
N
 
0 = [0; 0];0 =
"
21 0
0 22
#!
;
の空間PN(R2)をとる。(6.16)と (6.18)から分かる通り，浅いDAEと合成
DAE，連続DAEの軌跡はいずれも，この空間の中で閉じている。PN(R2)
上でエントロピー汎関数は以下で与えられる
H(1; 2) =
1
2
log det
"
21 0
0 22
#
+ C
PN(R2)におけるエントロピー勾配流と浅いDAEおよび合成DAEの
軌跡を図 6.7に示す。いずれも分散が小さくなる方向に流れていること
が分かる。浅いDAEや，合成DAEの軌跡は次第に勾配流から外れ，一
点 (1; 2) = (0; 0)に収束することが分かる。なお，PN(R2)は (1; 2)座
標系で平坦である。つまり，図 6.7における線分の長さは，線分に対応す
108 第 6章 深層ニューラルネットの積分表現理論
るWasserstein距離の定数倍に等しい。実際，正規分布同士のWasserstein
距離は以下で与えられる (Takatsu, 2011, Theorem 2.2)
W2(N (m;U);N (n; V ))2 = |m n|2 + trU + trV  2tr
?
U1/2V U1/2;
ので，PN(R2)に制限すると以下が得られるためである
W2
 
N
 
[0; 0];
"
21 0
0 22
#!
;N
 
[0; 0];
"
 21 0
0  22
#!!2
= (1  1)2 + (2  2)2:

2
0 1 2 3 4 5
0
1
2
3
4
5
1
図 6.7: 二次元正規分布の空間におけるDAEの軌跡。細線はエントロピー
勾配流（連続DAE），破線と太線はそれぞれ (1; 2) = (5; 4) を初期値と
する浅いDAE （t = 1000）と合成DAE（ = 0:8）。
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6.5 積層DAEと合成DAEの等価性
輸送解釈を応用して，積層DAE（stacked DAE）を解析する。積層DAE
は，深層ニューラルネットを初期化する方法（pre-training）の一種とし
て提案された。積層DAEでは，DAEの中間層から得られる特徴量に対し
て再度DAEを適用することで，高次の特徴量を得る。従って，積層DAE
は合成DAEとは異なる写像になる。ところが，積層DAEを輸送写像と
みなすと，線形変換（デコーダー）によって合成DAEに変換できること
が分かる。つまり，積層DAEから得られる特徴量写像は，合成DAEと
して実現できることを示す。
6.5.1 積層DAE
記法を揃える都合上，以下では入力を z0，入力空間をH0 =M00 = Rm，
入力データが従う確率分布を 00 と書く。入力空間H0上のDAEを 00 :
H0 Ñ H0, 00のエンコーダー（中間層）を h0 : H0 Ñ H1とし，デコー
ダー（出力層）を k0 : H1 Ñ H0とする。
H1
H0 H0
h0
00
k0
:
ただしH1は0の中間層が値をとる有限次元のEuclid空間とする。z0に
h0を適用して得られる像を z1 := h0(z0)と書く。
特徴量 z1に対して再びDAEの手続きを施すと，高次のDAE 11 : H1 Ñ
H1が得られる。ただしノイズはH1上で等方的な正規乱数 "  N (0; tIH1)
を用いる。得られた1のエンコーダー h1を用いて，高次の特徴量 z2 :=
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h1(z1)が得られる。
H2
H1 H1
H0 H0
h0
00
k0
h1
11
k1
:
このように積層（stack）とは，特徴量 z`に対して DAE `` : H` Ñ H`
を学習し，得られたエンコーダー h` : H` Ñ H`+1を用いて高次の特徴量
z`+1 := h`(z`)を得る操作である。
6.5.2 積層DAEの輸送写像
記述を簡単にするため，以下の記法を導入する
h0:L := hL      h0;
kL:0 := k0      kL:
特に h0:Lを積層DAEと呼ぶ。図 6.8に示すとおり，積層DAE h0:L にデ
コーダー kL:0 を作用すると，H0の中での合成DAEになる（定理 6.5.1）。
この操作を復号（decoding）と呼ぶことにする。本節では，定理を述べる
ためにまず記号を整理する。
まず，積層DAE h0:` : H0 Ñ H`+1は高次元空間への写像だが，元の入
力はH0 = Rmの点なので，実際にはH`+1に埋め込まれた高々m次元多
様体M `+1`+1 に値をとる
M `+1`+1 := h
0:`(M00 ); ` = 0;    ; L:
従って，対応する確率分布 `+1`+1もこの多様体の中に台をもつ
`+1`+1 := h
0:`
7 
0
0; ` = 0;    ; L:
次に，得られた空間に対してデコーダー k`を作用させて得られる空間
にも記号を付ける。
Mn`+1 := k
`:n(M `+1`+1 ); n = 0;    ; `
n`+1 := k
`:n
7 
`+1
`+1; n = 0;    ; `:
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H0 H1 H2 H1 H0
h0 h1 k1 k0
H0 H0 H0
90 91
図 6.8: 積層DAEを復号したもの（左）は，合成DAE（右）になる。
作り方からM `nは高次元 Euclid空間H`に埋め込まれた高々m次元の多
様体である。`nの台はM `nに含まれる。
最後に，M `n とM `n+1 を結ぶ写像を `n と書く。すなわち kn:`  h0:n :
M00 ÑM `n+1 を用いて，
`n := (k
n:`  h0:n)  (k(n1):`  h0:(n1))1 :M `n ÑM `n+1;
とおく。後述する定理 6.5.2により，`+1n が異方性DAEであれば，図式
を可換にする写像 `n が存在して，しかも異方性DAEである。従って，
`nは押し並べて異方性DAEと仮定してよい。
ここまで定義した記号を図 6.9に示す。大三角形の左側の斜辺が積層
DAE h0:L, 右側の斜辺が復号に用いるデコーダー kL:0, 底辺が復号の結果
として得られる合成DAE 0:L に相当する。定理 6.5.2で示す図式の可換
性を使うと，積層DAEと合成DAEの等価性を主張する次の定理が従う。
定理 6.5.1. 各 `に対してエンコーダーの制限写像 h`|M`` は連続単射とし，
さらに各 nに対してデコーダーの制限写像 k`|M`+1n は単射とする。このと
き積層DAEを復号したものは合成DAEである。
kL:0  h0:L = 0L      00:
Proof. 定理 6.5.2に示す位相共役性
k`  `+1n = `n  k`
112 第 6章 深層ニューラルネットの積分表現理論
H0 =M
H1
H2
HL
HL+1
(M00 ; 
0
0) (M
0
1 ; 
0
1)
(M11 ; 
1
1)
(M02 ; 
0
2)
(M12 ; 
1
2)
(M22 ; 
2
2)
(M03 ; 
0
3)
(M13 ; 
1
3)
(M23 ; 
2
3)
(MLL ; 
L
L)
(M0L+1; 
0
L+1)
(M1L+1; 
1
L+1)
(M2L+1; 
2
L+1)
(MLL+1; 
L
L+1)
(ML+1L+1 ; 
L+1
L+1)
h0 k0
00
h1 k1
11
22
hL kL
LL
  
k0
01
k0
02
k0
0L
k1
12
k1
1L
2L
    
  
  
  
図 6.9: 積層DAEを合成DAEに復号する過程を表す可換図式
を再帰的に適用することで，以下のように示せる
kL:0  h0:L
= k(L2):0  kL1  LL  hL1  h0:(L2)
= k(L2):0  L1L  kL1  hL1  h0:(L2)
= k(L2):0  L1L  L1L1  h0:(L2)
  
= 0L  0L1      00:
図式の可換性からは，さらに以下のような関係式も見出だせる。
h` =

k(`+1):0|M`+1`+1
1  0n  k`:0:
この式は，高次元空間どうしの写像である h` : H` Ñ H`+1が，低次元
多様体であるM への写像 k`:0 と，M の中での変換 0n，M からの写像
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k(`+1):0|M`+1`+1
1
に因子分解できることを示している。つまり，積層DAE
の低ランク性を反映している。
6.5.3 位相共役性
H
eH
(M;0)
(fM; e0)
((M);]0)
(e(fM); e]e0)
k k

e
主張を述べる前に，記号を整理する。
まず，深層ニューラルネットの隣接する二つの中間層の中間層素子が値
をとる空間をH := RJ ; rH := RIとする。r;r2(r ; r 2)はそれぞれH( rH)
上の勾配およびHesse行列を表し，便宜的に J(I)次元の縦ベクトルおよ
び J  J(I  I)行列として扱う。
M はHに埋め込まれた滑らかなm次元多様体とし，0はM 上のC2
級確率密度関数とする。0は入力データの分布を表す。C2(H)上の楕円
型作用素を
Ltu(z) := a(z; t)
Jr2u(z)a(z; t)
+ b(z; t)Jru(z) + c(z; t)Ju(z); u P C2(H)
と定義する。ただし a; b; cはそれぞれHに値をとるテンソルとし，縦ベ
クトルとみなす。LtによるDAE  : H Ñ Hを
 = idH + tKr log etLt0;
とする。ただしKは J  J 正定値対称行列である。
線形写像 k : H Ñ rHを固定する。kによるM の像空間を M := k(M)
とし，0の押出測度を r0 := k70とする。C2( rH)上の楕円形作用素を
rLtru(x) := ra(x; t)J r 2ru(x)ra(x; t)
+rb(x; t)J r ru(x) + rc(x; t)Jru(x); ru P C2( rH)
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と書く。ただし ra;rb;rcはそれぞれ rHに値をとるテンソルとする。rLtによ
るDAE r : rH Ñ rHを
r := id rH + t rK r log etLtr0
と書く。ただし rKは I  I正定値対称行列である。
定理 6.5.2. (M;0)およびLtによるDAE  が与えられているものとす
る。線形写像 k : H Ñ rHは，M への制限写像 k|M が単射であるとする。
このときC2( rH)上の楕円形作用素 rLtが存在して，(M; r0)および rLtによ
るDAE r : rH Ñ rH に対して以下が成り立つ
k  |M = r  k|M : (6.20)
証明は付録 A.6を見よ。
6.5.4 数値例
二次元のスイスロールデータに対して二段の積層DAE h1 h0 と二段の
合成DAE 1 0 を訓練し，獲得された輸送写像で入力データ（黒）を輸
送させた結果を示す。赤が一段目，青が二段目の輸送結果である。ただし
積層DAEの輸送結果は一段目を k0h0(x),二段目を (k0k1)(h1h0)(x)
としてR2に引き戻した。いずれも輸送が進むに連れて，細い線状に収束
することが分かる。つまり，積層DAEを復号したものと，合成DAEと
は，類似の働きを示す。
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図 6.10: スイスロールに対して積層DAE（左）と合成DAE（右）による
輸送を適用した結果
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6.6 深層DAEの積分表現
前節で導入した復号によって，積層DAE h0:L は合成DAE 0:L = kL:0
h0:L に変換できることが分かった。合成 DAEの各要素 DAE ` = id +
tr log etL`` は浅いニューラルネットに相当するので，要素毎に積分表現
g` := R:R ` にすることで，深層DAEの積分表現
[R:R L]      [R:R 0];
が構成できる。
要素DAE ` のリッジレット変換を計算するため，以下では輸送写像
を適当なコンパクト集合K上の外側では零として考える。記述を簡単に
するため F` := 12 |  |2+ t log etL`` とおく。すなわち，次の関係式が成り
立つ
` = rF`:
要素DAEのリッジレット変換は，部分積分を用いて以下のように計算で
きる
R `(a; b) =
»
K
rF`(x) (a  x b)dx
= a
»
K
F`(x) 1(a  x b)dx = aR1F`(a; b):
ただし 1(z) := ddz (z)と書いた。興味深いことに，要素DAEを成分毎に
リッジレット変換して得られる “情報”は，ポテンシャル関数 F`のリッ
ジレット変換として集約できることが分かる。
これを用いて，要素DAEの積分表現は以下で与えられる
g`(x) = R
:
R `(x)
= 
»
Ym+1
aR 1F`(a; b)(a  x b)dadb:
従って，例えば二つの輸送写像を合成した場合の積分表現は次のように
計算できる
g`+1  g`(x)
= 
»
Ym+1
aR 1F`+1(a; b)
»
Ym+1
(a  a1R 1F`)(a1; b1)(a1  x b1)da1db1  b

dadb
= 
»
Ym+1
aR 1F(a; b)(a  x b)dadb:
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ただし第二式は`+1  `を一つの輸送写像  = rF とみた場合の式で
ある。Brenier の定理により，このようなポテンシャル F は必ず存在す
る。このように，輸送ないし力学系の半群性を利用して，入れ子の問題
が解消できる。
6.7 まとめ
デノイジング・オートエンコーダー（DAE）が輸送写像とみなせるこ
とを示し，輸送解釈を通じて深層DAEの性質を調べた。
DAEの学習アルゴリズムは，目的関数Erx;x|x g(rx)|2の最小化問題と
等価である。Alain and Bengio (2014) は，変分計算によりDAEの最適
解 g(x)を導いた。定理 6.2.1 では，この g(x)が輸送写像になることを示
した。そこで，輸送写像を一般化した異方性DAEを，浅いDAEの輸送
表現 t として定義した。
(6.7)に示した通り，浅いDAEの輸送に伴う初速ベクトルBtt=0は，デー
タ分布のスコアr log 0で与えられる。このことを用いて，定理 6.2.2で
は，浅いDAEによる押出測度 t := g7t0の初速ベクトル Btt=0が負のラ
プラシアン40で与えられることを示した。つまり，DAEの押出測度
は拡散方程式を遡る向きに発展するのである。この性質は初速ベクトルに
限るが，浅いDAEを合成すると，合成の度にこの性質が表れる。そこで，
合成を無限に繰り返した極限写像として連続DAE 't を導入した。厳密に
は，'tは極限写像の性質として期待される常微分方程式 _x = r log t(x)
の解作用素として定義し，定理 6.3.2において合成DAEの極限写像が連
続DAEに収束することを示した。§ 6.3.4では，0が二次元（混合）正規
分布の場合に，輸送軌道を数値的に計算して，浅いDAEと合成DAEお
よび連続DAEの軌道の違いを視覚的に示した。
作り方から，連続DAEによる押出測度 tは，各時刻で逆拡散方程式
に従う（定理 6.3.1）。逆拡散方程式の初期値問題は，拡散方程式の最終値
問題と等価である。Wasserstein幾何学によれば，拡散方程式はエントロ
ピー汎関数の勾配流なので，逆拡散方程式もまたエントロピーを減らす向
きの勾配流である。一般に，拡散方程式の逆問題は不良設定なので，連続
DAEの意味は慎重に吟味する必要がある。統計的には，DAE t は平均
値 xの推定量 pxなので，エントロピーを減らすことが了解される。§ 6.4.3
では，正規分布の空間の部分空間においてエントロピー勾配流を計算し，
浅い DAEと合成 DAEおよび連続 DAEの確率測度の空間における軌道
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の違いを視覚的に示した。
合成DAEは，連続DAEのEuler式折れ線近似とみなせる。合成DAE
は高々有限層の深層ニューラルネットであり，連続DAEは連続無限層の
ニューラルネットに相当する。このように，ニューラルネットを輸送写像
としてモデル化することで，深層構造の性質が調べられる。深層ニュー
ラルネットを輸送写像として解釈する方法の応用例として，積層DAEと
合成DAEの等価性を証明した（定理 6.5.1）。定理はDAE間の位相共役
性（定理 6.5.2）を繰り返し適用して示す。積層DAEの中間層写像の構
成は複雑だが，いかに複雑でも中間層は入力データの輸送写像であるこ
とに着目すると，積層DAEは合成DAEに変換できることが示せる。
本研究を通じて，深層DAEは合成DAEとして書けることが分かった
ので，合成DAEを要素毎に積分表現にすることで，深層ニューラルネッ
トの積分表現を導いた。輸送写像に見られる x ÞÑ x+f(x)という形式は，
ResNet や GoogLeNet, Highway Network などの大規模なネットワーク
を学習させるためのヒューリスティクスとして用いられている。従って，
多くの深層ニューラルネットは輸送写像として理解できることが期待さ
れる。特に教師あり学習の場合には，多成分拡散方程式のような構造が
表れると予想できる。個別の輸送写像に対してリッジレット変換を計算
する方法は今後の重要な課題である。
深層DAEの中間層が表すもの
深層DAEから得られる特徴量は，輸送写像のリッジレット変換を離散
化したものである。おそらく，深層DAEから得られた特徴量を眺めてみ
ても，特徴量の意味を解読することは困難であろう。深層DAEは，特定
の文法に従ったコードというよりは，輸送写像という機能を学習してい
るからである。
深層化の極限である連続DAEの性質を鑑みると，深層DAEにはエン
トロピーを低減する作用がある。エントロピーを減らすことは，次元削
減や多様体学習につながる。この作用は層を深めるほど強調されるので，
エントロピーを減らす効果を期待するのであれば，積極的に深層化すべ
きである。ただし，DAEは教師なし学習なので，全てのタスクに対して
有効な表現が得られるわけではない。使い方を誤れば過学習も起こしう
ることに注意せよ。
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二段階学習の定式化
深層ニューラルネットを輸送写像 ht(x)と線形出力 k(z)に分ける。初
期の深層学習で行われていた二段階学習は，次のような交互最適化とみ
なせる
minimize E|k  ht=T (x) f(x)|2 +  
» T
0
E|ht(x) 't(x)|2dt w.r.t. ht; k:
ただし'tは連続DAE，f は本来の近似対象である。交互最適化は各項一
回ずつであり，プレトレーニングが第二項の最適化，ファインチューニ
ングが第一項の最適化に相当する。f を近似するという目的を達成する
ためには第一項のみで十分だが，深さパラメータ tから見れば第一項は
境界条件に過ぎず，第一項だけでは問題の自由度が高すぎることが分か
る。従って，正則化項として第二項が加えられている。第二項は中間層を
連続DAEに近づけるという意味であり，これは積層DAEの極限が連続
DAEになるという，本研究の解析結果を反映している。連続DAEは必
ずしも関数 f を近似するために有利な正則化であるとは限らないが，例
えば短時間（T Ñ 0）のときはオートエンコーダー（恒等写像）になるの
で，少なくとも情報の損失は起こさないような正則化になっていること
が分かる。
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学習法
積分表現を離散化することで，学習済のニューラルネットが得られる。
Sonoda and Murata (2015)では，これをバックプロパゲーションの初期
値として利用することで，一様乱数などの汎用的な初期値よりも収束が
速くなることを実験的に示した。
7.1 はじめに
ニューラルネットのバックプロパゲーション学習は非凸最適化問題で
あるため，パラメータの初期値が最適解から離れていると，学習過程で
局所解やプラトー領域に捕われ，学習が停滞する。
近似対象 f(x)に対して，リッジレット変換の絶対値 |R f(a; b)|は，ニ
ューラルネットによって f(x)を近似するための各パラメータ (a; b)の有
用度を表している。従って，|R f(a; b)|の値が高い (a; b)を抽出すること
で，バックプロパゲーションの初期値にできる。|R f(a; b)|を正規化し
て確率分布 (a; b)とみなしたものをパラメータのオラクル分布 (oracle
distribution) と呼ぶ
(a; b) :=
|R f(a; b)|³
Ym+1 |R f(a; b)|dadb
:
オラクル分布からサンプリングしたパラメータは，汎用的な正規分布や
一様分布から生成されたパラメータよりも有利にバックプロパゲーショ
ンを開始できる。特に低次元の問題では，中間層パラメータをオラクル
サンプルで学習し，出力層パラメータを線形回帰によってフィッティン
グすることで，バックプロパゲーションを経ずに高い精度を得ることが
できる。
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7.1.1 関連研究
バックプロパゲーションのランダム初期化を効果的に行う方法として，
活性化関数が直線的に動作する線形領域に初期値を振る方法が知られて
いる (LeCun et al., 2012)。線形領域の外側は飽和領域と呼ばれ，訓練誤差
が消滅するため学習が緩慢になる領域である。例えば Bengioら (LeCun
et al., 2012) は，入力次元mに対して平均 0， 標準偏差m1/2となるよ
うにランダムサンプリングすることで，パラメータの対称性が破れ，学
習が効果的に進むことを示した 。
深層学習では，活性化関数として ReLUを使うことが標準的である。
ReLUの場合，活性領域が飽和しないことがメリットの一つとして挙げ
られる。線形領域に注目した方法は簡便かつ実用的だが，パラメータが
万遍なく分布するために高次元では非効率である。提案手法ではオラク
ル分布に従ってサンプリングすることで効率的に初期値を選ぶことがで
きる。
パラメータを初期化する別の方法として，教師なし学習を用いる方法
も多く提案されている。代表的な入力ベクトルに対して選択的に反応す
るように初期化する方法 (Denoeux and Lengelle, 1993)や，k-meansなど
のクラスタリングを利用する方法は古典的である (Coates, 2012)。深層学
習においては，過学習を回避するためにプレトレーニング (pre-training)
が用いられる。これはオートエンコーダなどの教師なし学習によってパ
ラメータを初期化する方法である。
サンプリングによる学習という観点では，逐次モンテカルロ法（SMC）
(Doucet et al., 2001) などのベイズ学習も利用される。SMCは汎用的な
初期分布から反復法によってパラメータの分布を推定するのに対し，オ
ラクル分布は初めからパラメータの分布が計算できる。
本研究のように積分表現理論を学習に応用する研究の例は少数だが，例
えば Sprecher (1996, 1997) が手がけている。
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7.2 オラクル分布とサンプリング学習
7.2.1 問題設定
教師ありデータ t(xs; ys)uSs=1  RmRを用いてニューラルネットを学
習させる。ただしデータは，真の関数 f : Rm Ñ Rがあって，
ys = f(xs) + noise
の形で与えられるものとする。本章では，中間層素子数がn個の浅いニュー
ラルネットを
g(x) =
n¸
j=1
cj   (aj  x bj) ;
と書く。ここで  : RÑ R を活性化関数と呼び，(aj; bj) P Rm  R を中
間層パラメータ，cj P R を出力層パラメータと呼ぶ。ニューラルネット
の学習問題は以下のように定式化できる
minimize
1
S
S¸
s=1
ys  g  xs; taj; bj; cjunj=1 2 w.r.t. taj; bj; cjunj=1:
7.2.2 オラクル分布によるサンプリング学習
近似対象の関数 f(x)を固定する。以下では簡単のため，リッジレット
関数  は活性化関数 に対して許容的かつ，}R f}1 := 1となるように
選ばれているものとする。このとき，近似対象の関数 f(x)に対し，オラ
クル分布 (a; b)と係数T(a; b)を以下で定義する
(a; b) := |R f(a; b)|; (a; b) P Ym+1;
T(a; b) :=
R f(a; b)
|R f(a; b)| ; (a; b) P Y
m+1:
オラクル分布から独立に生成されたサンプルを t(aj; bj)unj=1とおく
(aj; bj)  (a; b); (j = 1;    ; n):
各点 x P Rmにおいて，大数の法則により以下が成り立つ (Murata, 1996)
1
n
n¸
j=1
cj  (aj  x bj)Ñp f(x) as nÑ 8:
サンプリング学習では，オラクル分布 (a; b)に従ってサンプルを生成
し，最小二乗法によって cjを決定する。
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7.3 オラクル分布からのサンプリング法
7.3.1 オラクル分布の計算
リッジレット変換R f(a; b)はデータ t(xs; ys)uSs=1 からモンテカルロ積
分によって推定する
R f(a; b) =
1
Z
»
Rm
f(x) (a  x b)dx
 1
SZ
S¸
s=1
ys   (a  xs  b); (7.1)
ただし Z = K ;}R f}1は理論上必要な正規化係数である。後にオラク
ル分布からのサンプリングに用いる棄却法やMCMCなどの汎用的なサ
ンプリング法では，確率分布の定数倍を無視することができるので，Zを
具体的に求める必要はない。
7.3.2 リッジレット関数の計算
Sonoda and Murata (2015)では，ReLUを含む様々な活性化関数に対
してリッジレット関数の例を計算した。以下では，活性化関数としてシ
グモイド関数を用いる場合の例 (Murata, 1996)を説明する。
活性化関数  として標準的なシグモイド関数 (z) := 1
1+exp(z) を足し
あわせたシグモイド対を用いる
(z) :=
1
H
t(z + h) (z  h)u ; (h ¡ 0);
ここで H := (h) (h) は活性化関数の最大値を 1に正規化する定数
である。
リッジレット関数  は標準軟化子
(z) = exp
1
z2  11[1;1](z)
を用いて，以下のようにとれる
 (z) =
#
(m)(z) m even
(m+1)(z) m odd
:
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標準軟化子 (z)の高階導関数 (k)(z) は以下のように解析的に計算で
きる
(k)(z) =
Pk(z)
(z2  1)2k (z) (k = 0; 1; 2;    );
ここで Pk(z) は zの多項式であり，以下の漸化式によって求められる
P0(z)  1;
Pk+1(z) = P
1
k(z)(z
4  2z2 + 1) + Pk(z)
 4kz3 + 2(2k  1)z( :
一般に (k)(z)は kが増大するに連れて台区間 [1; 1]の両端近辺で激しく
振動する。この性質のため，入力次元mが高い場合にはR f(a; b)は数
値的に不安的である。
7.3.3 高次元入力への対応
入力次元が低い場合，(a; b) からのサンプリングは棄却法を用いて遂
行できる。一方，入力次元が高い場合は微分の高階化に伴って (a; b)の
計算が数値的に不安定になるだけでなく，サンプリングの効率も低下す
るため，効率を改善するための措置が必要である。
この問題に対処するため，(a; b)を以下のように上から評価したもの
を用いる
(a; b)  1
Z
 S¸
s=1
ys (a  xs  b)
;
¤ 1
Z
S¸
s=1
|ys|| (a  xs  b)|;
9
S¸
s=1
wss(a; b);
ここで s(a; b)9| (a  xs b)| は成分分布を表し，ws := |ys|/°St=1 |yt| は
各成分分布s(a; b)の混合比を表す。こうして得られた近似分布は (a; b)
を混合分布の形でなましたものとみなすことができる。これを混合近似
分布と呼ぶ。
さらに，個々の成分分布 s(a; b) はベータ分布を用いて近似できる。一
般に，微分の階数 k が十分高い場合，(k)(z) の振幅は台区間 [1; 1]の
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両端付近で最大値をとり，原点周辺では相対的に小さな値をとる。従っ
て，(k)(z) は閉区間上の確率分布であるベータ分布を用いて近似できる
（Beta(z; 100; 3)など）。ベータ分布近似を行うことで，簡便かつ高速なサ
ンプリングが期待できる。
混合近似分布
°S
s=1wss(a; b)からのサンプリングは，段階的に行う。ま
ず混合比wsに従って一つの成分分布 s(a; b) を選択する。続いて，選ば
れた成分分布 s(a; b) から (a; b) をサンプリングする。
s(a; b) からのサンプリングは，まず z  Beta(z;; ) を生成し，次に
制約式 z = a xs b を満たすように (a; b) をサンプリングする。ここで，
与えられた z に対して z = a  xs  b となる (a; b)は無数に存在する。こ
れは (a; b)を混合近似したために発生した偽の自由度である。提案手法
では，新たに二つの制約条件を設けた。
1. a は xs に平行
2. ノルム |a| は二つの入力ベクトルどうしの距離の逆数 1/|xsxt| と
同程度のスケールでばらつく。
まず， 入力ベクトル xs に対して a は a  xs の形式で現れるため，xs
に平行な成分以外は 0と仮定した。また，1/|a|は入力空間において当該
神経細胞が選択的に反応する領域の広さを規定する。すなわち，1/|a|が
小さすぎる場合には，中間層素子 (a  x b)はある一つの入力ベクトル
xsにしか反応しなくなる。このような孤立化を防ぐため， 1/|a| は少な
くとも二つの入力ベクトルをカバーする程度まで大きくとる必要がある。
そこで本研究では，ランダムに選択された二つの入力ベクトル間の距離
|xs  xt| を計算し， これを 1/|a| とした。このように a を定めた後， b
は a および予めサンプリングされていた z から b = a  xs  z によって
計算する。
ベータ分布の形状パラメータ ;  として，一回のサンプリングプロセ
スは Algorithm 1 のようにまとめられる。各ステップは入力次元mおよ
び必要なサンプル数 sに対して線形にスケールする。さらに， 混合近似
のために，訓練データ集合のサイズに依存しないアルゴリズムになって
いる。
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Algorithm 1 混合近似
°S
s=1wss(a; b) からのサンプリング
データ番号 s; t を混合比 ws に従って抽出
  Beta(;; ) と   Bernoulli(; p = 0:5) を生成
z Ð (1)
1/|a| Ð |xs  xt|
aÐ |a|xs/|xs|
bÐ a  xs  z
return (a; b)
7.4 実験
人工データおよび実データに対し，三つの初期化法 (表 7.1)の性能を比
較した。
表 7.1: 実験に用いる初期化法
Method Hidden (a; b) Output c BP training
SR Oracle Sampling Linear Regression (w/ for MNIST)
SBP Oracle Sampling Random Sampling w/ BP
BP Random Sampling Random Sampling w/ BP
7.4.1 人工データを用いた回帰問題
まず一次元のフィッティング問題を取り上げた。目的関数として位相幾
何学者の正弦曲線（Topologist’s Sine Curve; TSC）f(x) = sin 2
x
; (f(0) =
0)を用いた。TSCは原点に近づくに連れて振動数を増す曲線であり，フ
ィッティングが難しい。訓練データは区間 [1; 1]から等間隔に抽出され
た 201点の関数値を用いた。中間層素子は，それぞれの場合において 100
個（シグモイド対としては 50個）とし，出力関数は線形出力とした。BP
および SBPではN (0; 1)に従って初期値を与え， BFGSによるバッチ学
習を行った。
図 7.1に訓練誤差の推移， 図 7.2にフィッティングの結果を示す。SR
はバックプロパゲーションを行わないため，図 7.1では定数としてプロッ
トしてある。SRはバックプロパゲーションを経ずに最高精度を達成し，
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周波数の変化に追従できている。SBPはフィッティング結果にノイズが
入るものの， 概ね概形を捉えられている。一方， BPは周波数の変化に
追従できず， 誤差が高止まりしている。
図 7.3にオラクル分布 (a; b)に従ってサンプリングされたパラメータ
のプロットを示す。この図が示すように，一般に(a; b)は (a; b)座標系で
は歪んだ形状をしている。予備実験では，(a; b)の歪みを緩和するよう
な座標変換を施すことで，サンプリング効率を向上できることが分かっ
ている。
この実験では，複雑な曲線をフィッティングさせるタスクを取り上げ，
提案手法の性能を調べた。実験結果は， オラクル分布が正規分布よりも
有利な初期値を与えられることを示している。特に SRでは，バックプ
ロパゲーションを経由せずに良いフィッティング結果を得ることができ，
サンプリング学習が独立した学習法ともなりうることを示唆している。
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図 7.1: TSCフィッティングに対する訓練誤差。SRはバックプロパゲー
ションを経ずに最も良い精度を達成している。
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図 7.2: フィッティングの結果。オリジナルのTSC(左上) sin 2
x
は原点に
近づくに連れて周波数を増す特徴をもつ。
7.4.2 実データによるクラス判別
次に手書き文字データセットMNIST (LeCun and Cortes, 1998)を用
いて高次元の実データに対する性能を評価した。MNISTは 0から 9まで
の 10個の数字のいずれかを手書きした 28 28ピクセルのグレースケー
ル画像データであり， 60; 000点の訓練データと 10; 000点のテストデー
タをもつ。各ラベルは 1と 0を等確率に並べた 10次元ランダムバイナリ
ベクトルとして表現し，ネットワークの出力は 10次元とした。
中間層素子は，LeCun et al. (1998)が用いた構成と同じ 300個（シグモ
イド対としては 150個）とした。LeCunの報告では誤答率 4:7%が記録さ
れている。出力はシグモイド関数とし， クロスエントロピーを損失関数
としてバックプロパゲーション学習を行った。BPおよび SBPのための
ランダム初期化パラメータは， 正規分布N (0; 1/28)に従って生成した。
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図 7.3: TSCに対するオラクル分布 (a; b)から生成されたサンプル
オラクル分布からのサンプリングには混合近似のテクニックを用いた。
バックプロパゲーションはヘッシアンの対角近似を用いた確率的勾配降
下法（Stochastic Gradient Descent; SGD）によって行った (LeCun et al.,
2012)。実験は 50GBメモリ，2.8GHz Xeon X5660 プロセッサを搭載した
計算機上で行い，実装にはRを用いた。
図 7.4は，テストデータに対する判別誤差率の推移を示している。ただ
し SR単体では十分な精度を達成することができなかったため (23:0%)，
SRに対しても全パラメータのバックプロパゲーション学習を行った。SR
の収束値は 9:94%であった。SRの誤差率は単調減少ではなく， これは
SRがオーバーフィットしている可能性を示唆している。SBPは三つの中
で収束が最も速く，最も高い精度（8:30%）に収束した。BPの収束値は
8:77%であった。
表 7.2は， 学習時間の内訳を示している。オラクル分布からのサンプ
リング時間（約 0:01秒）は正規分布からのサンプリング時間と同程度に
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なることは注目に値する。これは混合近似によって計算が簡単化された
ことによる。一方， SRの回帰ステップにはより多くの時間（2:60秒）が
必要とされている。
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図 7.4: テストデータ (n = 10; 000)に対する判別誤差率
この実験では，提案手法が高次元の実データに対しても適用できるこ
とを示した。SRはバックプロパゲーションの初期で一旦誤差率が上昇し
ているので，やや過学習する傾向がある。一方，SBPは BPよりも速く
誤差率を低下させることができた。混合近似によってサンプリング時間
とサンプリング効率を改善するだけでなく，オラクル分布から有効な情
報を取り出せることが示された。
7.5 まとめ
ニューラルネットのサンプリング学習法を新たに提案した。積分表現
理論 (Murata, 1996; Sonoda and Murata, 2015) に基づき，データからオ
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表 7.2: MNISTに対する学習時間
Method Sampling [s] Regression [s] BP training [s]
SR 1:15 102 2:60 2:00 103
SBP 1:14 102 - 2:31 103
BP 1:15 102 - 2:67 103
ラクル分布を計算する方法を開発した。高次元入力の問題においてサン
プリング効率が低下する問題を解決するため，混合近似分布を開発した。
これまで，ニューラルネットの積分表現は理論を中心に発展してきた
が，学習のためのアルゴリズムとして実装する研究はほとんど行われて
こなかった。オラクル分布から実際にサンプリングするアルゴリズムを
構築した点で本研究は新規性が高い。
数値実験では人工データTSCと実データMNISTを用いて三つの方法
（SR, SBP, BP）を比較した。TSCに対する回帰タスクでは，SBPはオー
バーフィットの可能性を示す一方，SRはバックプロパゲーションを経ず
に最も良い精度を達成することができた。一方，MNISTに対する判別タ
スクでは， SRは局所解に陥る傾向を示す一方， SBPはBPよりも高速
に収束することができた。これらの結果は， バックプロパゲーションの
初期値としてオラクル分布を利用する場合，出力層パラメータはフィッ
ティングするよりも乱数初期化するべきであることを示唆している。
サンプリング学習では，本来必要な数よりも冗長なパラメータをサン
プリングする必要がある。したがってニューラルネットの中間層素子を
枝刈りする手法と組み合わせることでより実用的な学習法になることが
期待される。
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深層ニューラルネットの中では何が起きているのだろうか。また，な
ぜ深層にした方が良いのだろうか。本研究では，深層ニューラルネット
の積分表現理論の開発を通じて，これらの問題解決に取り組んだ。
ニューラルネットを積分表現にすることで，ニューラルネットの幾何
学的性質や解析的性質が調べられる（第 4章）。まず，積分表現は双対リッ
ジレット変換である。リッジレット変換はRadon変換とウェーブレット
変換の合成変換なので，ニューラルネットは，その逆変換として理解で
きる。また，積分表現の離散化に伴う近似誤差は，Maurey-Jones-Barron
評価や Jackson 型の評価として詳細に調べられている。さらに，リッジ
レット変換からオラクル分布を計算することで，バックプロパゲーショ
ンによらない学習もできる（第 7章）。
これまで，深層ニューラルネットの積分表現理論はほとんど調べられ
てこなかった。中間層が二層以上ある場合には，積分核が入れ子になる
ためである。本研究では，深層ニューラルネットの特徴量写像を輸送写
像とみなす方針で，深層ニューラルネットの積分表現を開発した。
本研究着手時点で，課題は大きく二つあった。まず，本研究が拠り所
とする積分表現理論（リッジレット解析）は，深層学習で標準的に用い
られる ReLU のような，非有界な活性化関数を想定していなかった。そ
こで，超関数によるリッジレット変換の理論を構築し，深層ニューラル
ネットの積分表現理論を展開するための基礎を築いた（第 5章）。
次に，深層ニューラルネットを基底と係数に分解する方法が不明であっ
た。浅いニューラルネットの場合は，中間層h(x)を基底関数，出力層 k(z)
を係数に対応付けることで自然に積分表現が現れた。一方，深層ニュー
ラルネットの場合は，特徴量写像 h(x)は複数の中間層 h` (` = 1;    ; L)
の合成写像
h(x) = hL      h1(x);
であり，浅い構造と同じように基底 h(x)と係数 k(z)に分解する方法で
は，個別の中間層 h`の振舞いを調べることができない。このような入れ
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子構造の問題があるため，“深層ニューラルネットの積分表現”なるもの
は，これまで提案されてこなかった。
本研究では，基底 hを輸送写像tに置き換える方針を検討した
g(x) = 	  t=T (x):
ただし	は出力層に相当する線形写像とし，t = 0のとき輸送写像は恒等
写像0 = idとする。つまり，各中間層 h`を入力点 xの空間に作用する
輸送写像（力学系）とみなす方針である。輸送写像は何度合成しても輸
送写像であるから，特徴量写像全体の輸送の性質が分かれば，個別の中
間層は中継ぎの輸送写像として理解できる。あるいは逆に，個別の中間
層の輸送の性質が分かれば，特徴量写像はそれらを順に辿る輸送写像と
して理解できる。特に，輸送経路を無限に細かく分割したり，輸送写像
を際限なく合成することで，無限層ニューラルネットが考えられるよう
になる。
第 6章では，特にデノイジング・オートエンコーダ （ーDAE）が輸送写
像とみなせることに着目して，DAEの性質を解析した。まず，DAEはエ
ントロピーを減らすように入力データ分布を変形する輸送写像であるこ
とが分かった。さらに，この作用は浅いDAEよりも深層DAEで顕著に
なることも分かった。つまり，深層DAEは浅いDAEと本質的に異なる
挙動をすることが明らかになった。これはニューラルネットを積極的に
深くする動機付けともなる。そして，深層ニューラルネットの積分表現
は，個別の輸送写像の積分表現として構成した。このような輸送解釈の
方法は，データの座標系や，パラメータの取り方に依存しないノンパラ
メトリックな解析手法であり，解釈性が高い。また，後述する通り，DAE
に限らず多くの深層ニューラルネットの解析に応用できると考えられる。
入れ子の問題を輸送現象によって解決するアイデアは，水と油が自発的
に分離する現象に着想を得た。
深層ニューラルネットの積分表現
図 8.1上段は，中間層（青）を 8層持つ深層ニューラルネットである。
例えば，積層DAEによって事前学習した後，出力層（赤）を付けてファ
インチューニングしたものは，この構造になる。図 8.1中段は，入力層
（緑）から入力層への写像を 8回合成した深層ニューラルネットである。
例えば，合成DAEはこの構造をもつ。上段のように中間層どうしが合成
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図 8.1: 要素毎に積分表現にして深層ニューラルネットの積分表現を得る。
された構造では，積分表現にする術がない。一方，中段のように合成写
像の構造であれば，要素毎に積分表現にして，図 8.1下段に示すような深
層ニューラルネットの積分表現が得られる。
輸送解釈によって，積分表現の入れ子の問題はどのように解決された
のだろうか。輸送写像はそれ自体，積分表現にできる
t(x) =
»
Ym+1
R t(a; b)(a  x b)dadb; t P [0; T ]
これを用いて，深層ニューラルネットの積分表現は以下で与えられる
g(x) = 	  t=T (x)
=
»
Ym+1
(	 R t=T )(a; b)(a  x b)dadb:
輸送写像の最大の特徴は，半群性t+s = tsである。これにより，以
下のように写像の合成をキャンセルして全ての情報を係数に集約できる»
Ym+1
R t+s(a; b)(a  x b)dadb
=
»
Ym+1
R t(a; b)
»
Ym+1
(a R s)(a1; b1)(a1  x b1)da1db1  b

dadb:
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積分表現として見ると，左辺は中間層が一層のニューラルネットを表す
のに対し，右辺は中間層が二層のニューラルネットを表している。
Why Deep?
ニューラルネットは浅くても万能関数近似器であるのに，なぜ深層ニ
ューラルネットの方が学習能力が高いのだろうか。連続 DAEをプレト
レーニングとする二段階学習は，逆拡散方程式の最終値問題とみなせる
Btt70 = 4t70;
t=0 = id;
	  t=T = f:
一方，素朴なバックプロパゲーション学習は次の最適化問題と同値である
minimize E|	  t=T (x) f(x)|2 w.r.t. t=T ;	:
最終値問題から見れば，これは t = T のみを規定する条件（最終値条件）
にすぎない。つまり，途中の輸送経路tは自由ということになる。一方，
二段階学習では各時刻 tでtの振る舞いまで規定されるので，探索すべ
き関数空間は相対的に小さい。つまり，学習問題としては二段階学習の
方が簡単である。このように，輸送写像は問題の複雑性を緩和している
と考えられる。従来の浅いニューラルネットの理論では，深層ニューラ
ルネットの中間層に相当する写像は単に特徴量写像として扱っていたの
で，この違いが表現できていなかったのである。
図 8.2は，学習前のニューラルネットと，学習後のニューラルネットに
おいて，中間層の発火パターンを PCAによって可視化したものである。
同じクラスの点は同じ色で示されている。学習前には，異なるクラスの
点が混ざり合っている様子が分かる。これに対して学習後は，層が上が
るに連れて分離が進んでいく様子が見て取れる。つまり，層が深まるに
連れて判別問題の難しさが緩和しているのである。
深層ニューラルネット gを，輸送写像 tと判別器	tに分解する。た
だし，	tは単なる線形出力層ではなく，任意の関数を近似できるクラス
とする。g = 	t  tに写像 f を学習させる最適化問題は，次のように変
137
4層目 12層目
学
習
前
学
習
後
図 8.2: 中間層特徴量の PCAによる可視化例。同じクラスは同じ色で表
されている。実験及び図の作製は松原拓央氏の協力による。
形できる
min
g
»
Rm
|f(x) g(x)|20(x)dx
= min
t;	t
»
Rm
|f(x)	t  t(x)|20(x)dx
= min
t;	t
»
Rm
|f  1t (x)	t(x)|2t(x)dx:
ただし二番目の変形では0 1t (x)|r1t (x)| = t(x)を用いた。ここで，
f 1t は輸送によって緩和された f を表す。T = 0のときは，t = idな
ので，輸送を介さず	tのみで f を近似することになる。このとき	tの
複雑さは，MJB評価によって }R f}1で表される。一方，輸送を介した
ときは	t = f 1t が成り立つので，	tが担う複雑さは }R (f 1t )}1
になる。輸送写像を適切に選べば，}R (f 1t )}1 ¤ }R f}1 となること
が期待できる。このように，輸送写像tを挟むことで f の複雑さを緩和
することが期待される。
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Rm
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R
t
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f  t 1
図 8.3: 輸送によって近似対象 f(x)の複雑性が緩和されることの概念図
今後の展望
慣習に従い，学習機械の汎化誤差を近似誤差と推定誤差に分けて考え
る。近似誤差を評価するのは関数近似理論，推定誤差を評価するのは統計
学や学習理論である。積分表現理論は専ら関数近似の理論であり，デー
タの存在は希薄である。しかし今後は，統計的な解析にも取り組んでい
く必要がある。深層学習を利用すると，どのような構造にすれば良いの
か，どの活性化関数を使えば良いのかといったモデル選択の問題や，ど
うすれば学習が上手くいくのかといった最適化の問題に直面する。この
ような問題を解析するためには，データとニューラルネットを対応付け
る規則，すなわち学習アルゴリズムを解析する必要がある。また，深層
ニューラルネットのパラメータは数十億個にのぼり，データサイズから
見てもほとんど無限と思われるほど大量にあるにも関わらず，学習でき
るのはなぜか。このような問題は一般的な新 NP問題を解決する糸口と
も捉えられるので，今後の重要な課題と言える。
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A.1 半直線上の測度
 : R+ Ñ Cに対して，
} }p
Lps(R+)
:=
»
R+
| (r)|pdr
rs
; s P [0;8)
とおく。s = 1のとき測度は乗法群のHaar測度になり，このときノルム
はスケール不変である。
Haar測度を用いる場合
Haar測度に限り，以下のスケール不変性が成り立つ。»
R+
 (ar) pdr
r
=
»
R+
 (r) pdr
r
; a ¡ 0:
Proof. 単に ar = r1と変換して dr/r = dr1/r1を用いることもできるが，
r = exp と変換して dr/r = dを用いるほうが群論的である。
} }pLp(R+) =
»
R+
| (r)|pdr
r
=
»
R
| (exp )|pd = }  exp }pLp(R):
ここから，f P L1(Rm) ñ f  log P L1(R+)が分かる。この変数変換に
よってスケーリング ar はシフト log a+ log r に写る。これは，指数関数
が加法群と乗法群の群同型であることを思い出せば当然である。従って，
Lebesgue積分のシフト不変性により，ノルムはスケール不変であること
が分かる。
群準同型を用いると，スケール畳み込み (scale convolution) の可換性
も分かる
 s (s) :=
»
R+
 
s
r

(r)
dr
r
=  s  :
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また，Youngの不等式が示せる
} s }Lr(R+) = }  exp   exp }Lr(R)
¤ }  exp }Lp(R)}  exp }Lq(R) = } }Lp(R+)}}Lq(R+):
Haar測度でない場合
スケール不変性は成り立たなくなる»
R+
| (ar)|pdr
rs
= as1
»
R+
| (r)|pdr
rs
:
また，スケール畳み込みは非可換であり，»
R+
 
u
r

(r)
dr
rs
= u1s
»
R+
 (r)
u
r
 dr
r2s
:
ノルムも複雑になる。»
R+

»
R+
 
u
r

(r)
dr
rs

p
du
us
=
»
R

»
R
  exp(x y)  exp(x)e(1s)xdx

p
e(1s)ydy:
A.2 定理 5.2.1の証明
定義により，リッジレット変換 R f(u; ; ) は Radon変換 Rf(u; p)
と，スケーリングされた超関数  () との畳み込みである
f(x) ÞÑ Rf(u; p) ÞÑ

Rf(u; )   () = R f(u; ; ):
以下では，この分解に沿って段階的に証明を行う。
Step 1 まず Rf(u; p)のクラス X (Sm1  R) を調べる（表 5.2の 2列
目）。Hertle (1983, Th 4.6, Cor 4.8)により，X = D; E 1;S;O1C; L1に対し
て Radon変換は連続単射であることが分かっている
R : X (Rm) X (Sm1  R)
従ってX の選び方はこの中に制限される。
Trèves (1967, § 51)によりX = D; E 1;S;O1C; L1はそれぞれ核型なので，
次の核型定理が成り立つ
X (Sm1  R)  X (Sm1)pbX (R):
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従って，(; ) P Hと u P Sm1のクラスは独立に考えて良い。
Step 2次に R f(u; ; )において，u P Sm1と ¡ 0を固定して のみ
を変数とした場合のクラスB(R)を調べる（表 5.2の 3; 4列目）。Schwartz
の結果表 3.1により，各 P X (R)に対して超関数の意味での畳み込み積
分    が定義できる  P Z(R)の最大のクラスの組み合わせと，畳み込
みの結果得られる関数  のクラスB(R)は，表 5.2のようになる。ただ
し の正則性を担保するために，X = L1 に対しては Z = LpXC とし
た。明らかに各 Z = D1;S 1; LpXCに対して， P Z(R)ならば   P Z(R)
である。
Step 3 R f(u; ; )において，u P Sm1を固定して (; )を変数とした
場合のクラスA(H)を調べる（表 5.2の 5列目）。以下では(p) := Rf(u; p)
とおいて，
W [ ;](; ) :=
»
R
(z + ) (z)dz =   ();
と書くことにする。つまりR f(u; ; ) =W [ ;](; )である。核型定
理により f P X (Rm)のとき  P X (R)である。
Case 3a（X = DかつZ = D1のときA = E）直接計算により，各 k; ` P N0
に対して以下が成り立つことが分かる
BkB`W [ ;](; ) =W [zk   ;(k+`)](; ):
 P D(R)のとき(k+`) P D(R)かつ， P D1(R)のとき zk  P D1(R)なの
で，BkB`W [ ;](; )は各点 (; ) P Hで存在する。従って， P D(R)
かつ  P D1(R)ならばW [ ;] P E(H)である。
Case 3b（X = E 1かつZ = D1のときA = D1）コンパクト集合K  H
を任意にとって固定する。あるN P N0が存在して以下が成り立つことを
示す
»
K
T(; )W [ ;](; )dd

 À ¸
k;`¤N
sup
(;)PH
|BkB`T(; )|; @T P D(K):
K に台をもつ滑らかな関数 T P D(K)を任意にとる。二つのコンパクト
集合A  R+とB  RをK  ABとなるようにとる。k; ` P N0を以下
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を満たすようにとって固定する。
»
R
u(z)(z)dz
 À supzPsupp |u(k)(z)|; @u P E(R) (A.1)
»
R
v(z) (z)dz
 À supzPR |v(`)(z)|; @v P D(B): (A.2)
各 ¡ 0に対してT(; )  r P D1(R)が成り立つ。従って，(A.1)と (A.2)
を逐次適用して，以下が成り立つ
»
R
T(; )
»
R
(z + ) (z)dz
dd


¤
» 8
0

»
R
»
R
T(;   z) (z)dz  ()d
d
À
» 8
0
sup
Psupp

»
R
BkT(;   z) (z)dz
d
À
» 8
0
sup
Psupp
sup
z
Bk+` T(;   z)`1d
=
»
A
sup
PB
Bk+` T(; )`1d
¤ sup
(;)PK
Bk+` T(; )  »
A
`1d:
つまり，W [ ;] P D1(H)である。ただし三番目の式は Bz[T(; z)] =
()BT(;   z)を繰り返し適用して従う。四番目の式は Tの台の
コンパクト性から従う。従って，N = k + `にとれば，Tの任意性より
W [ ;] P D1(H)が結論される。
Case 3c（X = SかつZ = S 1のときA = OM）まず，任意の k; ` P N0
に対して (k+`) P S(R)かつ zk   P S 1(R)である。従って Case 3a と同
様の議論によってW [ ;] P E(H)である。以下では任意の k; ` P N0に対
してある s; t P N0が存在して以下が成り立つことを示すBkB`W [ ;](; ) À ( + 1/)s(1 + 2)t/2:
BkB`W [ ;](; ) = B0B0W [(k+`); zk   ](; )かつ，(k+`) P S(R); zk 
 P S 1(R)なので，k = ` = 0の場合のみを示せば十分である。 P S 1(R)
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より，あるN P N0をとって次のようにできる
»
R
u(z) (z)dz
 À ¸
s;t¤N
sup
zPR
|zsu(t)(z)|; @u P S(R):
u(z)Ð (z + )と代入して，
»
R
(z + ) (z)dz
 À ¸
s;t¤N
sup
zPR
|zsBtz(z + )|
=
¸
s;t¤N
sup
pPR


p 

s
t(t)(p)

À
¸
s;t¤N
tss sup
pPR
|ps(t)(p)|
À ( + 1/)N (1 + 2)N/2:
つまり，W [ ;] P OM(H)である。ただし二番目の式は pÐ z+ とし
た。四番目の式は仮定  P S(R)から常に supp |pst(p)|が有限となるこ
とから従う。
Case 3d（X = O1C かつZ = S 1のときA = S 1）ある N P N0 があって
以下が成り立つことを示す
»
H
T(; )W [ ;](; )dd

 À ¸
s;t;k;`¤N
sup
;PH
Dk;`s;tT(; ); @T P S(H)
(A.3)
ただし
Dk;`s;tT(; ) := ( + 1/)
s (1 + 2)t/2BkB`T(; ):
とおいた。T P S(H)を任意にとって固定する。 P S 1(R)なので，ある
s; t P N0をとって以下のようにできる
»
R
u(z) (z)dz
 À supz |ztu(s)(z)|; @u P S(R):
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任意の ¡ 0に対してT(; )  r P S(R)である。従って，以下が成り立つ
»
H
T(; )
»
R
(z + ) (z)dz
dd


¤
» 8
0

»
R
»
R
T(; )(z + )d   (z)dz
d
À
»
R
sup
z
zt
»
R
D0;0s;0T(; )
(s)(z + )d
d
À
»
R
sup
p
pt
»
R
D0;0s+t;0T(; )
(s)(p+ )d
d
¤
»
R
»
R
sup
p
pt(s)(p+ )D0;0s+t;0T(; )dd
À
»
R
»
R
sup
p
(1 + |p+ |2)t/2(s)(p+ )D0;0s+t;tT(; )dd
À
»
H
D0;0s+t;tT(; )dd
¤ sup
(;)PH
D0;0s+t+";t+T(; ) »
H
( + 1/)" (1 + 2)/2
dd

;
ただし二番目の式は Bz[(z + )] =   1(z + )と  À  + 1/
を繰り返し適用して得られる。三番目の式は p Ð z と変数変換して
(+1/)s t À (+1/)s+tを適用する。五番目の式は |p| À (1+p2)1/2
と Peetreの不等式 1 + p2 À (1 + 2)(1 + |p+ |2)から従う。六番目の式
は任意の tに対して (1+ p2)t/2(p)が有界であることから従う。最後の式
は Hölderの不等式から従い，この積分は " ¡ 0かつ  ¡ 1のとき有限の
値を取る。従ってW [ ;] P S 1(H)である。
Case 3e（X = L1かつZ = Lp X CのときA = S 1） の連続性により，
  もまた連続である。一方，Lusinの定理により，ほとんど至る所の点
x P Rで (x) = (x)となるような連続関数 が存在する。従って   
の連続性により，以下が成り立つ
   (x) =    (x); for every x P R:
と  は連続な可積分関数なので，ある s; t P Rをとって以下のように
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できる
|(x)| À (1 + x2)s/2; s ¡ 1;
| (x)| À (1 + x2)t/2; tp ¡ 1:
従って，以下が成り立つ
»
R
(x) 

x 


1

dx

À

»
R
(1 + x2)s/2
 
1 +

x 

2!t/2
dx
1
À

»
R
(1 + x2)s/2
 
1 + (x )2t/2 dx(1 + 2)t/21
À (1 + 2)min(s;t)/2( + 1/)t1:
つまり，W [ ;]は局所可積分かつ無限遠での増大度が高々多項式程度の
関数である。特に，(t  1)p   m  1のときW [ ;] P Lp(H;mdd)
である。
Step 4 最後にR f(u; ; )のクラス Y(Ym+1)を調べる（表 5.2の 6列
目）。Y(Ym+1)はX (Sm1)pbA(H)から決まる。球面 Sm1はコンパクトな
ので，D = S = OM = E また E 1 = O1C = S 1 = D1である。これを鑑みて
表 5.2を得る。
A.3 定理 5.3.1の証明
十分性. 条件を超関数の意味で Fourier変換して ||mp() = p ()p() ( 
0) を得る。まず 
zt0u の範囲では，仮定により p は連続関数なので，p ()p()||mは通常の関数の意味での積になり，これは p()と等しい。一
方Rz
の範囲では，||mは急減少関数（OM）である。従って p ()p()||m
は高々一つの緩増加超関数を含む積 (S  S 1 OM) であって，これは結合
的かつ可換なので一意的で，p()と等しい。従って，
K ;
(2)m1
=
»

zt0u
+
»
Rz

 p ()p()
||m d =
»
Rzt0u
p()d  0:
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必要性. 
0 := 
X[1; 1]; 
1 := Rz
0と書く。許容条件により
³

0zt0u
p ()p()||md
は絶対収束していて，かつ pは
0zt0uで連続なので，ある v0 P L1(R)X
C(Rzt0u)で，
0zt0uへの制限が以下を満たすものが存在する
p ()p() = ||mv0();  P 
0zt0u:
連続性と可積分性からv0 P L8(R)なので，特に limÑ+0 v0()と limÑ0 v0()
はいずれも有限である。
一方，||m P OM(
1)である。また， p  p P O1C(R)である。（なぜな
らば    P OM(R)であり，Fourier変換はOM(R)とO1C(R)の全単射だ
からである。）従って，ある v1 P O1C(R)で以下の超関数の意味での等式を
満たすものが存在する
p ()p() = ||mv1();  P 
1:
v0と v1を用いて
v := v0  1
0 + v1  1
1 :
とおく。v0 1
0 P E 1(R)かつ v1 1
1 P O1C(R) なので，v P O1C(R) である。
従って p = vとなる  P OM(R) が存在して，特に以下が成り立つ
p ()p() = ||mp();  P Rzt0u:
許容条件により»
Rzt0u
p()d = »

0zt0u
v0()d +
»

1
v1()d  0:
R全体では，原点での特異性を反映して次のようになる
p () p() k¸
j=0
cj
(j)()
!
= ||mp();  P R:
従って超関数の意味で Fourier変換をとって以下を得る" r    k¸
j=0
cjz
j
!#
(z) = m(z); z P R:
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A.4 定理 5.3.4の証明
特異積分
R:R f(x) = lim
Ñ8
"Ñ0
»
Sm1
» 
"
Rf(u; )  (u  x)ddu
m
において(p) = (m)(p/)/であり，さらに ()(p/)/ = [(p/)/]
を繰り返し適用して次のように変形できる
» 
"
(m)
 p

 d
m+1
= m1
» 
"
()
 p

 d
2

= m1
"
1
p
» p/"
p/
()(z)dz
#
; z Ð p/
= m1

1
p
H
p
"

 1
p
H
p


= m1[k"(p) k(p)]:
ただし
k(z) :=
1
z
H (z) and k(p) := 1

k

p


for  = "; :
とおいた。従って，» 
"
Rf(u; )   d
m
= m1Rf(u; )  (k"  k):
k P L1 X L8(R)かつ ³R k(z)dz = 1となることを示す。このとき k は
近似単位元であり，limÑ0 k =  がいえる。まず k P L1(R)を示す。そ
のために，ある s; t ¡ 0が存在して
|k(z)| À |z|1+s as |z| Ñ 0
|k(z)| À |z|1t as |z| Ñ 8:
が成り立つことを示す。一つ目の条件はH(0) = 0から従う。実際，は
実数値なので pは偶関数で，以下が成り立つ。
H(0) =
»
R
sgn   p()d = »
(8;0]
p()d  »
(0;8)
p()d = 0:
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二つの条件は  P L1(R)なので とHがともに無限遠で減衰すること
から従う。以上で可積分性が示された。有界性は kが連続かつ可積分で
あることから自動的に従う。次に
³
R k(z)dz = 1を示す。こちらは仮定³
R
p()d = 1を用いて次のように計算で示せる»
R
k(z)dz = 
»
R
H(z)
0 z dz = (0) = 1:
一方，limÑ8 k = 0である。実際，k P L8(R)なので P L1(Sm1R)
に対して以下が成り立つ
}  k}L8(Sm1R) ¤ 1}}L1(Sm1R)}k}L8(R):
最後に，Vitalliの優収束定理を用いて Sm1上の積分と極限の交換が示
せる。
R:R f(x) = lim
Ñ8
"Ñ0
»
Sm1
[J(u; )  (v"  v)](u  x)du
=
»
Sm1
J(u; u  x)du; a:e: x P Rm
= R:m1Rf(x):
A.5 定理 5.3.8の証明
( ;  )と (; )は自己許容的であるとして一般性を失わない。以下では
I[f ; ("; )](x) :=
»
Sm1
» 
"
»
R
R f

u

;
u  x 







dddu
m+1
:
とし，
["; ] := Sm1  [R+z("; )] R  Ym+1と書く。f  I[f ; ("; )]
2
= sup
}g}2=1
 (f  I[f ; ("; )]; g) 
= sup
}g}2=1
 (R f;Rg)
[";] 
¤ sup
}g}2=1
R f L2(
[";])RgL2(Ym+1)
= sup
}g}2=1
R f L2(
[";])g2
Ñ 0  1; as "Ñ 0 and  Ñ 8
三番目の式は Schwartzの不等式を用いた。最後の極限は
["; ] Ñ Hに
従って }R f}L2(
[";])が消滅することから従う。
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A.6 定理 6.5.2の証明
仮定よりk|Mは単射なので，左逆写像 : M ÑMが存在して，k|M =
idM を満たす。は M とM の間の微分同相である。
任意の関数 f P C2(M)の による引き戻しを f(:= f )と書く。各
点 x P M で以下が成り立つ1
(rf)  (x) = kJ rf(x); (A.4)
(r2f)  (x) = kJ r 2f(x)k: (A.5)
また 0の引き戻し 0について，確率変数の変数変換の公式から次の
関係式が成り立つ
|k|10(x) = r0(x); x P M:
記述を簡潔にするため，
E := log etLt0
と書く。このとき各点 x P M で
  (x) = (x) + tK(rE)  (x)
= (x) + tKkJ rE(x):
従って， rK := kKkJとして以下を得る
k    (x) = x+ t rK rE(x); x P M: (A.6)
(A.6)の右辺が rに一致することを示す。まず，
u(z; t) := etLt0(z); z P Hru(; t) := |k|1u(; t)
とおく。定義から直ちに u(z; 0) = 0(z); ru(x; 0) = r0(x)および
Btu(z; t) = Ltu(z; t); z P H
1左辺はそれぞれ，M 上の勾配とHess行列の引き戻しなので，(rf); (r2f)と
も書ける。
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が成り立つ。さらに，各点 x P M において
Btru(x; t) = rLtru(x; t); (A.7)
が成り立つ。ただし rLtの係数は以下で与えられる
ra(x; t) := ka((x); t);rb(x; t) := kb((x); t);rc(x; t) := c((x); t):
実際，直接計算によって，以下のように示せる
Btru(x; t) = |k|1Btu(; t)  (x)
= |k|1Ltu(; t)  (x)
= |k|1a((x); t)Jr2u(; t)  (x)a((x); t)
+ |k|1b((x); t)Jru(; t)  (x) + |k|1c((x); t)Ju((x); t)
= |k|1a((x); t)JkJ r 2u(x; t)ka((x); t)
+ |k|1b((x); t)JkJ ru(x; t) + |k|1c((x); t)Ju((x); t)
= ra(x; t)J r 2ru(x; t)ra(x; t) +rb(x; t)J r ru(x; t) + rc(x; t)Jru(x; t)
= rLtru(x; t):
よって，ruは r0を初期データとする拡散方程式 (A.7)の解なので，初期
値問題の解の一意性により
ru(x; t) = etLtr0(x); x P M
が従う。つまり，対数微分によって定数倍の差が無視できることに注意
して，以下が成り立つ
rE(x) = r log etLtr0(x):
これを (A.6)に代入して
k    (x) = r(x); x P M:
M 上，は全単射なので，次の位相共役性を得る
k  (z) = r  k(z); z PM:
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(A.4)の導出
成分計算によって示す。まず連鎖律により，
Bf  
Bxi (x) =
J¸
q=1
Bf
Bzq ((x))
Bq
Bxi (x):
次に両辺に kipをかけて和をとると，
I¸
i=1
kip
Bf  
Bxi (x) =
J¸
q=1
Bf
Bzq ((x))
I¸
i=1
kip
Bq
Bxi (x)
=
J¸
q=1
Bf
Bzq ((x))
I¸
i=1
Bki
Bzp ((x))
Bq
Bxi (x)
=
J¸
q=1
Bf
Bzq ((x))pq =
Bf
Bzp ((x)):
(A.5)の導出
まず (A.4) の両辺を微分して，
I¸
i=1
kip
B2f  
BxjBxi (x) =
Bfp  
Bxj (x):
ただし fp(z) := BfBzp (z)と書いた。従って，(A.4)を再び適用して，
I¸
j=1
I¸
i=1
kjqkip
B2f  
BxjBxi (x) =
Bfp
Bzq ((x)) =
B2f
BzqBzp ((x)):
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付 録B 背景知識
本研究の課題の解決と結果の考察にあたり，背景となる知識について
まとめる。まず，ニューラルネットの中ではどのように情報を表現し，処
理しているのだろうか。この問題を理解するために，情報やデータ表現
について整理する。また，ニューラルネットはどのように設計すべきか。
この問題を理解するために，複雑性やモデル選択について整理する。そ
して，ニューラルネットの中では，どのように秩序が形成されているの
だろうか。この問題をアナロジーとして理解するために，水と油が分離
する原理の考え方を整理する。
B.1 情報とは何か
情報とは何だろうか。数学的に定義されているものに限っても，Shannon
情報量と Fisher情報量のように，情報には複数の異なる定義がある。情
報は文脈に応じて，記号，信号，メッセージ，データ，記録，事実，証
拠，暗号，秘密，プライバシー，意味，（系に対する）入出力，価値，知
識，構造，法則，真実，特徴量，メディア，エントロピーといった言葉の
代わりに使われることもある。
本節では，ニューラルネットの中で起きている情報処理や，情報の表
現様式を理解するために，Shannon情報量を軸として古典的な情報概念
を整理する。まず，Shannonの意味での情報について基本的な理解を説
明したあと，情報理論，統計学，信号処理における情報について詳細な
性質を概観する。そして，集合代数を用いて Shannon情報が事象の生起
に纏わる情報であることを説明する。ここまでで取り上げるのはいずれ
も Shannon情報と親和性の高い概念である。続いて，Shannon情報と関
連するが異なる情報概念をいくつか取り上げ，Shannon情報について批
判的に理解する。最後に，Shannon情報を取り巻く概念の変遷を時系列
で整理する。
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B.1.1 基本的な理解
Shannonの意味での情報とは我々の知識を確実にするための手がかり
や，事象を絞り込んで特定するためのヒントのことである。例えば帰り
道の電車で，今夜の晩ごはんが何か考えているとしよう。考えられる候
補は，ビーフカレーか野菜カレーかカツカレーであることが分かってい
るとする。そこにメールが届いて，「今日はお肉が安かった」とあれば，
候補はビーフかカツに絞り込まれる。このメールの内容が，晩ごはんを
当てる問題を解くうえでの情報である。
相互情報量を使うと，このメールの情報量を測ることができる。その
ためにまず，晩ごはんを当てる問題の難しさを測る尺度として Shannon
情報量（エントロピー）から説明する。
Shannon情報量（エントロピー）
まず晩ごはんの候補
X = tビーフ;野菜;カツu
とし，簡単のためX を標本空間
と同一視して，確率変数X : 
Ñ X を
考える。Xが従う確率分布をP として，離散確率変数Xのエントロピー
を以下で定義する
H[X] := 
¸
xPX
P (X = x) logP (X = x):
この量は，後述する解釈により，晩ごはんを当てる問題の難しさを定量
的に評価している。(X;P )は晩ごはんを当てる問題を表しており，情報
源と呼ばれる。
相互情報量
次に，可能なメールのメッセージの全体をYとし，Yから
の生起
に関する内容のみを抽出した集合を改めて Yとして，メールの内容を表
す確率変数を Y : 
 Ñ Y とする1。メールのメッセージは晩ごはんの組
1 Y の代わりに Y に値をとる確率変数 Y  : 
 Ñ Y を考える方が直接的であり，
自然である。ただし 
 = Yとする。このとき Y は 
上の確率変数とはみなせない。
なぜならばメッセージの数は明らかにカレーの候補の数よりも多いので，
Ñ Yは全
射にならないからである。X についての情報を取り出すためにはまず 

上の結合
分布 P (X;Y )を導入し，ベイズの公式を用いて条件付き分布 p(X|Y )を計算する。
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合せを全て尽くすことができると考えられるので，Y = 2
と仮定してよ
い。「今日はお肉」というメールの内容に対応する事象を
A = tビーフ;カツu
とする。メールを受信する前のエントロピーはH[X]であったのに対し
て，メールを受信した後のエントロピーは条件付き確率 P (X|A)による
エントロピーH[X|A]に変化する。従って，メールの情報量は，二つのエ
ントロピーの差H[X]H[X|A]で測ることができる。ただし一般にこの
量は負の値をとることもある2が，その期待値である相互情報量
I[X;Y ] := H[X]H[X|Y ]
は，常に非負の値をとる3。すなわち，平均的には，情報を得ることによっ
て問題の難しさは減少すると言える。
X XjY
H[X]
H[XjY ]
I[X;Y ]
Y
図 B.1: 相互情報量
Kullback-Leibler情報量（KLダイバージェンス）
相互情報量の場合にはX が従う真の確率分布 P を既知としていたが，
現実には適当なモデルQを想定することになる。このとき「私にとって
2例えば，P (X = ビーフ) = 0:1; P (X = カツ) = 0:1; P (X = 野菜) = 0:8 のよ
うに確率が偏っている場合に，少数派で条件付けた場合には H[X]  0:92 に対して
H[X|A] = 1:0のようにエントロピーを増すことがある。
3KL情報量の正値性から導く
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の」問題の難しさは交差エントロピー
H[X;Q] := 
¸
XPX
P (X) logQ(X):
によって測られることになる。基本的な不等式によりH[X] ¤ H[X;Q]
が成り立つ。従って，真の確率分布P を知っている「神様」から見ると，
交差エントロピーは問題の難しさを過大評価していることになる。この
差分
KL[P }Q] := H[X;Q]H[X]:
をKullback-Leibler情報量（KLダイバージェンス）と呼ぶ。
このとき相互情報量は
H[X;Q]H[X;Q|Y ] = H[X] +KL[P }Q] (H[X|Y ] +KL[P |Y }Q|Y ])
= I[X;Y ] +KL[P }Q]KL[P |Y }Q|Y ]
となる。ただし Y で条件付けた P;Qをそれぞれ P |Y ; Q|Y と書いた。
X XjY
H[X]
H[XjY ]
H[X;Q]
H[X;QjY ]
KL[PkQ]
KL[P jY kQjY ]
Y
図 B.2: モデルQを想定する場合の相互情報量
Fisher情報量
メールのやり取りをN 晩繰り返すと，毎晩どのカレーが出たかという
実績データ
D = tX1; : : : ; XNu;
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が得られる。ただしXnは第 n日目のカレーを表す。カレーの出方は共通
の多項分布Q()に従って毎晩独立に表れるものとして，データDから多
項分布Q()のパラメータ
 = (ビーフ; 野菜; カツ)
を推定したい。ただし の各成分はそれぞれ，ビーフ，野菜，カツが出現
する確率を表す。
パラメータ の推定量は無数に考えられるが，どのように推定量 pを
作っても，真のパラメータ との間にはほぼ必ず推定誤差が生じる。推
定誤差を可能な限り小さくするには，どのような推定をしたら良いだろ
うか。Cramér-Raoの定理によれば，推定誤差の分散 var pN は，Fisher情
報行列
Jij() := E[Bi logQ()Bj logQ()]
の逆行列によって下から評価されることが分かっている。つまり，どの
ような推定量を用いても，この精度を（平均的に）下回ることはできな
い。このように，Fisher情報行列（情報量）は，データから取り出せる限
界の情報量を表している。
例えば多項分布の場合は，
var pN ¥ (NJ())1 = 1
N
264ビーフ 0 00 野菜 0
0 0 カツ
375
となる。そして，多項分布の場合には，最尤推定量
pN := Nビーフ
N
;
N野菜
N
;
Nカツ
N

;
によって下限を達成できることが知られている。ここでNxは各 x P X の
登場回数を表す。
事前知識と十分統計量
多項分布の最尤推定量において，データDは実績の累積数のみを記録
しておけば十分であり，カレーの順番のようなデータは冗長であること
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が分かる。このように，統計モデルQ()のパラメータ を推定するのに
十分なデータを十分統計量と呼ぶ。
メールからカレーを当てる問題や，カレーの履歴データからカレーの
出現確率を推定する問題では，標本空間 
 = X やメールの空間 Y，カ
レーの分布Q()などを予め自分たちで設定した。このように，何かを推
定するには，まず問題を定式化するためのモデルを設定する必要があり，
このときにデータからモデルを定めるというメタ推定問題を解いている。
これを事前知識と呼ぶ。
B.1.2 情報理論における情報
Cover and Thomas (2006, Ch.3.1, Ch.11.10, Ch.17.7)に曰く，「Shannon
情報量は典型集合の体積に関連する概念であり，Fisher 情報量は典型集
合の表面積に関連する概念である。」つまり，AEPにより Shannon情報
量は典型集合の体積の対数に漸近することと，Fisher情報量は KLダイ
バージェンスのHesse行列であることが本質的だという。
確率変数X : 
Ñ X にエントロピー汎関数H[X]を導入したら，情報
理論になるだろうか。そうだとすれば情報理論の数学的構造は確率構造
を決定した時点で全て決まることになる。否，情報理論は単なる確率論
ではなく，通信理論，符号理論，暗号理論，信号理論，統計学や物理学の
対象を，エントロピーという観点から横断的に取り上げる総合的な科学
である。
Shannon情報量
Shannon情報量H[X]は自己情報量 logP (X)の期待値
H[X] := EX [ logP (X)];
である。
事象Aに対して，自己情報量 logP (A)は，事象Aの生起確率が小さ
く稀であるほど大きな値をとる。従って，自己情報量は事象Aが生起し
た時の驚きの度合いや，事象Aの生起を当てる問題の難しさを表してい
る。その期待値であるH[X]は，X を予測する問題の平均的な難しさを
表している。なお，結合分布の Shannon情報量は劣モジュラ関数である。
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Shannon情報量は統計力学における Boltzmannエントロピー（S =
k logW）と同じ式で表されることから，情報論的エントロピーとも呼ば
れる。このアナロジーにより，確率変数Xを物理量とみなし，確率分布
P を物理量の状態とみなすと，H[X]は系 (X;P )の乱雑さを表している
とみなせる。
情報源符号化定理によれば，H[X]はXを瞬時符号によって符号化する
場合の平均符号長の下限になる。つまり，H[X]は符号長としての実体を
もつ。最小記述長（Minimum Description Length; MDL）は，符号長の下
限を出発点として定義された複雑性の一種である。MDLはKolmogorov
複雑性やBICと近似的に等価である。
大数の弱法則により，Xi  P を iid系列として，
 1
n
logP (X1;    ; Xn)ÑP H[X]
が成り立つ。すなわち，系列のなかで典型的なものが生起する確率は等しく
2nH[X]に漸近する。この性質を漸近等分割性（Asymptotic Equipartition
Property; AEP）という。
総和°x P (x) logP (x)を積分 ³ p(x) log p(x)dxに置き換えることで，
Shannon情報量は連続確率変数に対して拡張できる。これを微分エント
ロピーという。有限回の質問で実数を特定することは不可能なので，情
報源を量子化しない限り符号長として微分エントロピーを解釈すること
は不可能である。一方，AEPは成り立つ。また微分エントロピーは一般
に xの座標変換によって不変ではないので，微分幾何学的な量ではない。
一方，その差である KLダイバージェンスは座標変換によって不変であ
る特に，分散を固定した確率分布で，微分エントロピー最大の元は正規
分布であり，これは正規分布の特徴付けになっている。
確率過程のエントロピーはAEPを拡張する形で定義する。すなわち，“単
位時間”あたりのエントロピー生成速度の極限 limnÑ8(1/n) logP (Xn)
が存在するとき，これをエントロピーレートと呼び，確率過程のエント
ロピーと考える。
位相エントロピーは，測度論的な量である Shannonエントロピーの位
相版である。まず，準距離空間 (T; d)が全有界な場合には，有限個の開集
合の族によって全空間を覆うことができる（有限開被覆）。半径 "の開被
覆による被覆数の下限をN(T; d; ")とすると， logN(T; d; ")は開被覆を
根源事象とする一様分布を入れた場合のエントロピーとみなせる。これ
を被覆エントロピーという。被覆エントロピーと同値なエントロピーで
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ある "-エントロピーは，Vapnik-Chervonenkis次元に繋がる概念である。
相互情報量
相互情報量 I[X;Y ]は系Xを観測して観測値 Y を得た時の，系X|Y の
エントロピーの減少度
I[X;Y ] := H[X]H[X|Y ];
である4。後述するKL情報量を用いると，
I[X;Y ] = KL(p(X;Y )}p(X)p(Y ))
と書ける。従ってX と Y が統計的独立であれば相互情報量は 0になる。
つまり，相互情報量は独立性の尺度である。
マルコフ過程X Ñ Y Ñ Z において，Z は先行する Y 以上にX につ
いての情報を持つことはない
I[X;Y ] ¥ I[X;Z]:
これをデータ処理不等式という。
送信者が送るメッセージを確率変数Xとし，受信者が受け取るメッセー
ジを Y として，通信路を条件付き確率 p(Y |X)でモデル化する。通信路
符号化定理によれば，通信路容量C := maxXP I[X;Y ]を超えない任意
の伝送レートが達成可能である。
Kullback-Leibler情報量
KL[P }Q]は真の分布 P から見たモデルQのエントロピーの差分
KL[P }Q] := H[P ;Q]H[P ]
= EP [logP/Q]
であり，対数尤度比の期待値である。従ってKL情報量は適合度の尺度と
みなせる。Csiszárはこの観点を一般化した f -ダイバージェンスを研究し
た。特に多項分布の場合には，KL情報量は 2-統計量に漸近する。
4具体的に Y からX|Y を求める操作が統計的推定や学習ないし最適化である。
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情報不等式により，KL[P }Q] ¥ 0であり，等号は P = Qの時に限る。
従ってKL情報量は確率分布の距離とみなせる。ただし距離の公理を満
たさないのでダイバージェンスと呼ばれることが多い。情報幾何学では
KLダイバージェンスを拡張して多様なダイバージェンスを検討する。統
計モデル P ()において，KL情報量の二階微分（Hesse行列）は，Fisher
情報行列である (Jeﬀreys, 1946)
B2
BtBsKL[P ()}P ( + t + s)]

(t;s)=(0;0)
= J()(; ):
このことから，Fisher情報行列の行列式は統計多様体の主曲率とみなせる。
KLダイバージェンスの一般化は様々な方面から検討されてきた。-ダ
イバージェンスは統計多様体の双対幾何を導く基本的な例として注目を
集めた。双対構造は凸構造に起因し，一般にBregman-ダイバージェンス
に対して導ける。f -ダイバージェンスは尤度比 p/qの形式を拡張したもの
である。NMFでは -ダイバージェンス，音声信号処理では Itakura-Saito
ダイバージェンスなど，タスクに特化したダイバージェンスもある。
確率分布の距離には他にも，全変動距離やWasserstein距離などがあり，
Pinsker不等式
}P Q}TV ¤
c
1
2
KL[P }Q];
や，Qが標準正規分布のときTalagrand不等式
W2(P;Q) ¤
a
2KL[P }Q];
が成り立つ。Wasserstein距離とKL情報量の平方根の不等式を輸送不等
式という5。
B.1.3 統計学における情報
データ，情報，知識
Rao (2010)はデータと情報，知識および知恵を区別した。まず，デー
タがどのようにして取得されたかという知識や，専門家の見解などを含
5全変動距離はHamming距離に対するWasserstein距離なので，Pinsker不等式は輸
送不等式の一種である。
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めてデータと呼んだ。このデータからモデルを特定し，仮説が妥当かど
うかを統計的に検証することで，仮説の不確実さを評価する。こうして
得られた仮説と不確実さのセットを情報と呼んだ。仮説の修正を繰り返
すことによって，価値の高い情報が生まれ，知識となる。そして，この
ようにデータから知識を獲得するための知識を知恵と呼んだ。
図 B.3: Rao (2010)による統計解析フロー
十分統計量
Fisher (1925)は十分統計量を導入した。十分統計量とはデータXの関
数T (X)で，Xが従う確率モデルPのパラメータ を推定するために十分
なもののことである。ここで十分であるとは，条件付き確率P[X|T = t]
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が に依存しないという意味である。統計量 T (X)が十分統計量であるこ
とと，確率変数 Y の任意の確率分布に対して，I[Y ;X] = I[Y ;T (X)]と
なることは同値である。Xのうち十分統計量に寄与しないデータは，“ゴ
ミデータ”である。つまり，あるデータが情報なのかどうかは，モデルの
設定次第という考え方である。
事前知識
統計的推測にあたっては，データに対して必ず統計的モデルを想定しな
ければならない。モデルを想定することをFisherは特定化（specification）
と呼んだ。より一般に逆問題という観点でも，有限のデータから関数を
特定するためには，関数空間を制限するための先験的な情報が必要であ
る。例えば正則化項や罰則項なども関数空間を制限するための事前知識
である。
Bayes推定では，事前分布を用いて事前知識を統計的推測のプロセスに
組み込むことができる。Fisher統計学の全盛時代には，事前分布は恣意
性があるので客観的ではないという批判があった（主観確率）。これを承
けて，無情報事前分布や共役事前分布などの「客観的な」事前分布を設
定する方法も開発されてきた。現代的に見ると，事前分布が主観的ない
し恣意的とみなされるのは，唯一無二の「真の構造」なるものを想定し
ているためである。赤池統計学や機械学習，知識発見を目的とするデー
タマイニングなどでは，真の構造ではなく，予測や汎化を第一の目的と
し，恣意的かどうかよりも，過学習を懸念する。つまり，真の構造は必
ずしも推定できなくても構わず，想定する必要すらないのである。従っ
て，予測や知識発見といった目的を達成する限りにおいては事前分布も
迷わず試してみるというのが現代的な考え方といえる。
Fisher情報量
パラメータ付けられた統計モデル pに対して，Fisher情報行列は
Jij() := E
 B
Bi log p(X)
B
Bj log p(X)

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で定義される。ただしEは pによる期待値を表す。適当な正則条件のも
とでスコアの期待値は常に 0である
E
 B
Bi log p(X)

 0
なので，
Jij() = E
 B2
BiBj log p(X)

が成り立つ。ノンパラメトリックの場合にも，スコアを方向微分の意味
で定義して同様に定義できる。
Cramér-Raoの不等式により，Fisher情報行列の逆行列は不偏推定量の
共分散行列の下限である。つまり，Fisher情報量は，統計的推定におい
て，一つのサンプルによって減少させることのできるパラメータの不確
実性の下限である。図 B.4は，正規分布 N ( = 0; 2 = 1) から独立に生
成したN = 10個の正規乱数 xn (n = 1;    ; N)に対して，分散 2を既
知として平均 の不偏推定量 p = 1
N
°N
n=1 xnを繰り返し計算した例であ
る。Cramér-Raoの定理により推定誤差分散の平均的な下限は2/N = 0:1
である。ヒストグラムの実線は推定誤差の標準偏差，点線は真値を示す。
Fisher情報量（の逆数）とは，点線から実線までの幅に相当する量である。
var = 0.101 (sd = 0.318)
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図 B.4: Fisher情報量は推定誤差分散の逆数の下限
既に述べた通り，Fisher情報行列はKLダイバージェンスのHesse行列
である。つまり，KLダイバージェンスをTaylor展開によって二次近似し
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た場合の，第二次項である。また，接ベクトルはFisherスコア B log pで
ある。そして，適当な正則条件のもとでFisher情報行列は正定値である。
従って，統計モデル tpuを で座標付けられた微分可能多様体とみなす
と，Fisher情報行列はそのうえのRiemann計量となる。これをFisher計
量とよび，統計モデルに Fisher計量を入れたもの（厳密にはさらに -接
続を入れる）を統計多様体という。Cramér-Rao不等式はFisher計量に関
するCauchy-Schwartzの不等式として得られる。
B.1.4 信号処理における情報
ここで信号とは，関数ないし確率過程のこと，すなわち生体信号や画像
データ，時空間データのことをいう。AEPにも現れている通り，Shannon
情報量は有限性の強い概念である。従って，信号のように連続無限クラス
の対象に対してShannon情報量を定義する方法は自明ではない。Shannon
は信号を連続情報源と呼び，信号を情報理論の枠組み（即ち確率空間に
エントロピー汎関数を入れたもの）で扱う方法を検討した。拡張の方針
は，アナログ信号のデジタル化であり，その成果の一つは標本化定理と
して知られる。Shannonによる信号の離散化は，情報をいかに表現する
かという一般的な問題の先駆的な事例でもある。
信号 s : X Ñ Y の定義域Xを離散化することを標本化といい，値域 Y
を離散化することを量子化という。Shannonの標本化定理は，信号を等
間隔に標本化しても帯域制限された空間の中から信号を特定できること
を保証する定理である。一方，レート歪み理論では，量子化X Ñ pXに伴
う歪み（distortion）を情報損失 I[X; pX]で測り，歪みを最低限に抑える
方法として k-meansやベクトル量子化が適切であることを主張している。
標本化
標本化とは，有限個の数字の組を座標（成分ベクトル）とみなして，関
数空間上の点に対応付けることである。標本化定理は，座標に対応する
基底として三角関数の列をとると，関数空間の大きさがNykist周波数で
測れることを主張している。関数を基底（frame, atom）と係数に分解す
る方法を調べる学問は，調和解析と呼ばれる6。調和解析では，係数を表
現（representation）と呼ぶ。
6古典調和解析はFourier変換論ともいえるが，一般に積分変換は関数空間上の座標変
換なので，座標の取り方を研究する学問と言い換えられる。現代に目を向けると，ウェー
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量子化
一方，量子化とは，ユークリッド空間を適当な集合族に分割すること
である。例えば k-meansではユークリッド距離とデータの分布を使って
空間を分割する方法である。集合族を通じて空間の構造を調べる方法は
実解析的7ともいえるが，量子化やクラスタリングの技術は専ら情報理論
や統計学によるところが大きい。
B.1.5 集合代数としての情報
Shannonの情報は，事象が生起したかどうかについての情報である。つ
まり，標本空間を
として「生起が分かる
の事象」の全体をFと定義す
ると，Fは -代数（完全加法族）になる。まず，事象A  
の生起が分か
るとしよう。このときFの定義よりA P Fである。また，余事象Acが生
起しなかったことも分かるので，A P F ñ Ac P Fである。そして，二つ
の事象A;B  
の生起が分かるとしよう。このとき「AまたはB」や「A
かつB」が生起したかどうかも分かるので，A;B P F ñ AYB;AXB P F
である。最後に，何も起きていないことを表す空事象Hと，何かが起き
たことを表す全事象
もFに含めることにすると，Fは有限加法族であ
る。合併に関する条件を可算個の事象Aiの合併

iAi P F まで認めるこ
とにすると，F は -代数になる。
二つの事象 A;B P F の間に A  B が成り立つとき，Aは B よりも
多くの情報を持つと言える。この包含関係により，F には順序構造が入
る。事象の自己情報量 I(A) :=  logP (A)は，この順序関係の準同型
（A  B ñ I(A) ¥ I(B)）になっている。ただし一般に包含関係は半順
序だが，事象の体積に基づく自己情報量の大小関係は包含関係がなくて
も定義できる全順序なので，必ずしも同型にはならない。
マルチンゲール理論では，部分 -代数の包含関係 G  F に対して，
F は Gよりも多くの情報を持つと言う。-代数は考えうる事象を全て集
めたものなので，部分族である Gの方が想定が甘く，Gの事象から期待
される情報は少ないということである。確率変数 X の Shannon情報量
ブレットの理論は多重解像度解析を経てフレーム理論，アトム分解，基底学習へと発展
した。また抽象調和解析も関数を通じて表現論として発達した。
7現代数学において，関数解析，実解析，調和解析の区別は曖昧だが，古典的には
Hilbert空間と線形作用素の理論，Euclid空間上の実数値関数の理論，Fourier級数の理
論のことである。
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H[X] := E[ logP (X)]は，この順序関係の準同型になっている。つまり，
Y := E[X|G]を GによるXの条件付き期待値とすると，H[X] ¥ H[Y ]で
ある。
このように，Shannon情報は事象の生起に纏わる情報であり，-代数
とつながりが深い。一方で，Shannon情報や -代数では，「一を聞いて十
を知る」というような，複数の事実から演繹して得られる新たな情報は，
基本的にはカウントしない。勿論，-代数においても，A  Bのような
包含関係がある場合には，Añ Bが成り立つ。しかし，情報の意味を考
えれば当然A ñ Bが言える時であっても，A  Bという関係がない限
り，Aの生起が分かったからといってBの生起まで分かるということは
保証されないのである。
B.1.6 情報の演繹と計算
Brillouin (1962, § 19)に曰く，「計算機はけっして新しい情報を創造し
ないが，既知の情報の価値ある変換を遂行する。」データ処理不等式を思
い出せば，Brillouinが言わんとすることは尤もである。つまり，事象X
についての情報 Y が得られたとして，Y を計算機に入力して得られた出
力をZとすると，どのようなZであっても I[X;Y ] ¥ I[X;Z]が成り立つ
ので，「けっして新しい情報を創造しない」ことが分かる。
それでは，次のような例はどうだろうか。例えば，ヒエログリフが読め
ない現代人にとって，ロゼッタ・ストーンから情報を得ることはできな
い。しかし，おそらく古代エジプト人であれば，容易にロゼッタ・ストー
ンから情報を得ることができるだろう。同じ情報を目にしているはずな
のに，両者の違いはどこに生じるのだろうか。ヒエログリフの内容を情
報 Y として，古代エジプト人に翻訳してもらった内容をZとすれば，翻
訳文Zは原文 Y よりも遥かに「情報量が多い」のではないか。
データ処理不等式の教えるところによれば，答えは否である。この場
合であっても，Zは Y を元にして得られた以上，I[X;Y ] ¥ I[X;Z]が成
り立つ。ロゼッタ・ストーンから得られる情報 Y とは，ヒエログリフと
いう文字の系列であって，その意味内容ではない。そして，ロゼッタ・ス
トーンを翻訳したことで増えたように感じられたものは，情報ではなく，
情報の意味や価値なのである。このように，計算機は「既知の情報の価
値ある変換を遂行する。」
-代数としての構造からも分かる通り，Shannonの情報理論では，複
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数の情報から三段論法によって得られる情報を，情報としてカウントし
ない。プライバシーの理論では演繹に相当する情報まで考慮することが
あるが，現時点では極めて限定的である。
B.1.7 情報の意味と価値
Shannonの情報理論では，公理的確率論を用いて，情報の意味や価値
という側面が慎重かつ巧妙に捨象されている。Wiever は次のような警句
さえ述べている:「通信理論において，情報という言葉は特別な意味で用
いられており，それを日常的な用法と混同してはならない。特に，情報
を意味と混同してはならない。」勿論，ここで一般的な意味論を展開する
つもりはない。しかし，確率構造がもう少し複雑になれば，すぐに情報
の意味や価値に相当するものが現れる。
意思決定
例えば，Markov決定過程（Markov decision process; MDP）のように，
行動 aに応じて状態 sが動的に変化し，同時に報酬 rを受け取る構造を想
定する。MDPは確率空間を内包するので，Shannonの情報理論が展開で
きる。そして次のように意味や価値を見出せる。まず，MDPにおいて意
思決定者のMarkov氏は，手元の状態（情報）sに基いて行動 aを選択す
る。このとき選ばれた行動 aは，Markov氏にとっての情報 sの意味とみ
なせる。そして，Sが受け取った報酬 rは情報の価値である。このような
構造はロボットの制御から経済学までいたるところで見出せる。
ゲーム理論
ゲーム理論の主題は，ゲームに勝つ（あるいは負けを最低限に抑える）
ための戦略である。ゲーム理論において情報とは，プレイヤーが戦局を見
極め，行動を選択するための材料である。従って，MDPの例と同様に，選
択された行動と，行動の結果得られる報酬は，行動選択の元になった情報
の意味と価値に対応する8。実は，価値に着目することで，測度論に依ら
ない確率論が構成できる。これをゲーム理論的確率論 (Shafer and Vovk,
8MDPは一人ゲームとして定式化できるので，この相似関係は半ば必然的である。
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2001)という9。つまり極端に言えば，情報理論は測度論を用いずに，ゲー
ム理論のみを使って構成しうるのである。
さらに，ゲーム理論では複数のプレイヤーが登場するので，「「誰が何
を知っているか」について誰が何を知っているか」などの，組み合わせ
的な情報構造が現れる。例えば完備情報ゲームとは，全てのプレイヤー
が，ゲームのルール，誰が参加しているか，各プレイヤーの取りうる行
動，それらの行動に伴う利得を全て知っていることが保証されたゲーム
である。あるいは完全情報ゲームとは，全てのプレイヤーが，ゲームの
過去の展開を全て知っていることが保証されたゲームである。また経済
学において，市場において売り手と買い手が保有する情報に差がある状
態は，情報の非対称性と呼ばれる。
このように，ゲーム理論は価値を主とする情報の理論である。古典統
計学や Shannonの情報理論では専ら「正しい情報」を抜き出すことが主
題だが，今日では暗号理論やプライバシーの理論のように情報を隠蔽し
たり，歪めたり，匿名化したりすることも主題となる。このような問題
にはゲーム理論的な定式化が自然である。また機械学習においても，強
化学習やGAN (Goodfellow et al., 2014) などは，確率論ではなくゲーム
理論的な定式化によって成功した好例である。
B.1.8 情報理論小史
情報（information）の現代的な意味は，Shannon (1948)の情報理論に
負うところが大きい。もっとも，情報という日本語や informationという
英単語は Shannon以前からあり，現在に至るまで複数の意味で使われて
いる。日本語の情報は元々，機密情報など，何らかの価値をもった情報の
ことを主に指していたとされる (小野厚夫, 2005; 高橋秀俊, 1952)。情報
という概念は，20世紀を通じた情報技術の発展とともに変化してきた。
Shannonの情報理論は，形式的には確率論と調和解析のうえに展開さ
れているが，その思想背景に目を向ければ通信技術や熱力学の発展だけ
9 Kolmogorov流の公理的確率論とゲーム理論との対立は，Fermatと Pascalの往復
書簡（賭博の理論）にまでルーツを辿れる。賭け金の分配（確率変数）の公平性に着
目する Pascalの考え方をゲーム理論的，カードの組合せの数（確率分布）に着目する
Fermatの考え方を確率論的とみなせる。賭け金に着目する「公平な賭け」の考え方は
von Mises の確率論やマルチンゲール理論，そしてゲーム理論的確率論でも採用されて
いる。もっとも，ゲーム理論的確率論の創始者の１人である Vovkは Kolmogorovの弟
子であり，Kolmogorov自身，ランダムネスのモデルとして公理的確率論には必ずしも
満足していなかったと言われている。
172 付 録B 背景知識
でなく，統計学や逆問題などの帰納哲学からも影響を受けている。そうい
う意味では，情報理論が開花する土壌は 19世紀から少しずつ醸成されて
いた。Shannonは通信路を舞台として情報理論を展開したが，メッセージ
を記号列として抽象化する考え方は 19世紀末のBoole代数やPeirceの記
号論に根差している。実際，Shannonの修士論文 (Shannon, 1940)は電気
回路が Boole代数とみなせることを指摘したものであって，Shannonは
早くから記号論に造詣が深かったことが分かる。20世紀初頭にはNykist
の信号理論やHartleyの通信理論などが Shannonの情報理論に先駆けて
展開されており，それぞれ Shannonの標本化定理や Shannon情報量の原
型となった。また Shannon情報量の元となる，エントロピー増大の法則
を “証明”したH定理 (Boltzmann, 1872) や，Shannon情報量と関係の深
い Fisher情報量 (Edgeworth, 1908) なども，20世紀前半に研究が進んだ
概念である。
Vapnik (2006, Ch.4)に言わせれば，Kolmogorov, Fisher, Popperが活
躍した “The great 1930s”は，60年代，90年代と並んで帰納推論に革命的
な進展のあった時代である。まず現代のような形式的な数学としての確
率論は Kolmogorov (1933) による確率論の公理化にはじまり，1940年代
までにWienerによる確率過程論，Itoの確率積分，Cramérの大偏差原理
などが出揃う10。一方，統計学は帰納の哲学なので批判や論争は免れない
が，Fisherを中心とする古典統計学の体系化は (Fisher, 1922) にはじま
る。PopperとCarnapによる科学哲学論争と並行して，確率の解釈（von
Misesのコレクティフ，Keynesの論理確率，Ramseyらの主観確率）が出
揃ったのもこの時期である。このような機運の高まりを受けつつ，終戦
後ついに天才 Shannonが登場し，鋭い洞察力でもって情報の体系化を果
たしたのである。
情報理論が登場した 1940年代から 50年代にかけては 3C11による情報
革命の時代である。すなわち，Shannonの通信理論（Communication）と
並び，Wienerのサイバネティクス（Cybernetics/Control），Turingや von
Neumannによる計算理論（Computer）が一斉に開花したルネサンス的
時代である。当時の熱狂と混乱ぶりはBrillouin (1962)のトピックの多様
さからも感じられる。1946年に世界初のコンピュータである ENIACが
登場し，1950年には既に Shannonがチェスのプログラムを題材にして世
10なお確率論の現代化（公理化）は解析学の中では最後発であり，当時既に関数解析
（Hilbert空間論，線形作用素論）や調和解析（表現論）などは完成しつつあり，また 1931
年には Hilbertの夢を終焉させた不完全性定理が発表されている。
11(梅垣壽春 et al., 1983)の序による
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界初のAI研究とされる論文を書いている。このような技術的躍進の背景
には第二次世界大戦があり，多くの情報技術が戦時中に開発され，終戦
を待って公開されたのである。オペレーションズ・リサーチもまたその
ような技術の一つである。後の冷戦時代にはゲーム理論が注目されたこ
ともある。人工知能研究の原点とされるダートマス会議が開催されたの
は 1956年のことである。ニューラルネットの原型である McCulloch and
Pitts (1943)の形式ニューロンや，Rosenblatt (1958)のパーセプトロンも
この時期に登場した。バイオインフォマティクスの舞台となる分子生物
学も同時期に開花した。Avery (1944) によって遺伝子の正体がDNAであ
ることがほぼ明らかとなり，Watson (1953) によってDNAの二重らせん
構造が示された。続く 1960年代は Fano (1961)をして既に「情報理論の
研究は確立され，残るは実用化研究のみで，おそらく障害物もないであ
ろう」と言わしめた。実際，情報理論の本流と目される符号理論や通信
理論にとって，60年代から 70年代は冬の時代であった。60年代末には
(Minsky and Papert, 1969)の中で線形パーセプトロンの限界が示され，
第一次ニューラルネットブームも終焉を迎えた。
一方，情報理論の周辺に目を向ければ，60年代は様々な新しい科学が
興った時代である。まず，Kolmogorov (1963) の悲願であるアルゴリズム
複雑性が完成し，Solomonoﬀ (1964)がアルゴリズム確率を定義するなど，
圧縮不可能性の理論が展開した。そして，Lindleyや Savage, Goodらがベ
イジアン論争を展開した。逆問題では Tikhonov (1963) の正則化法が成
功を収めたことで，方程式から最適化問題へのパラダイム・シフトが起き
た。制御理論でも Kálmán (1960)による状態空間モデルが登場し，現代制
御理論の道が拓けた。Vapnik-Chervonenkis理論の土台となる Hoeﬀding
(1963) の確率不等式や Kolmogorov (1956b) の "-エントロピー（容量，
metric entropy），Dudleyらの確率的一様収束など，関数空間上の確率論
もこの時期に発達した。Bellman (1961) は制御理論の文脈で「次元の呪
い（curse of dimensionality）」という言葉を提唱した。加えて，Chomsky
の生成文法や，TarskiやMontagueによる形式意味論など，新しい科学が
成立した時代でもある。分子生物学ではmRNAが発見され，セントラル
ドグマが定着した。人工知能ではRobinsonが定理の自動証明のための導
出原理を創案した。これらと関連して，Raiﬀa and Schlaifer (1961)は情
報の価値について論じ，Arrow (1963)やAkerlof (1970)は市場における
情報の非対称性を論じ，Bar-Hillel (1964)やMacKay (1969)は意味論的
情報理論を展開した。
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1970年代後半から 80年代にかけては，POSやパーソナルコンピュー
ターの登場によって多変量解析と時系列解析が大衆化した時代である。統
計学では，60年代までのイデオロギー論争からは一変して，Nelder and
Wedderburn (1972)による一般化線形モデルやAkaike (1973)によるAIC，
Rubin (1974)による因果推論，Efron (1979)によるブートストラップ法，
Huber (1981)のロバスト統計学，Andersen and Gill (1982)によるマル
チンゲール統計学，Geman and Geman (1984)に始まるMCMC，Pearl
(1988)のベイジアンネットワークなど，新しい分野が次々と登場した。情
報理論でも，多元情報理論，Ziv and Lempel (1977)のユニバーサル符号
化，Rissanen (1978)のMDL，Csiszár and Körner (1981)のタイプ理論，
Amari (1985)の情報幾何学など，枚挙に暇がない。信号処理では Morlet
et al. (1982)やGrossmann and Morlet (1984)を先駆として，Daubechies
(1988)のフレーム理論，Mallat (1989)の多重解像度解析に至るウェーブ
レットの理論が急激に発達した。スパース信号処理もこの時期に同時多
発的に発見された。長い歴史をもつ関数近似理論もこの時期には de Boor
が B-spline を普及させたほか，1968年には関数近似理論の専門誌である
JATが創刊した。集中不等式 (McDiarmid, 1989; Hoeﬀding, 1963; Azuma,
1967; Bernstein, 1924) の新時代が始まったのもこの時期である。人工知
能では Feigenbaum (1977) の知識工学によって「知識の時代」に入り，
Minsky (1975)のフレーム理論がその中核におかれた。Solomonoﬀ のア
ルゴリズム学習理論が最盛期を迎え，Vapnik and Chervonenkis (1971);
Sauer (1972); Shelah (1972)の VC理論，Valiant (1984)の PAC学習に
よってアルゴリズムの学習可能性を評価する計算論的学習理論が始まっ
た。分子生物学では遺伝子組換え技術が発達し，1990年にはヒトゲノム計
画が始まる。これはバイオインフォマティクスの本格始動といえる。1973
年には金融派生商品のモデルとしてBlack-Scholes方程式が発表され，金
融工学が始まった。Rumelhart et al. (1986)が三層パーセプトロンのバッ
クプロパゲーションを再発見し，第二次ニューラルネットブームが始ま
るのもこの時代である。
1990年代は情報爆発が顕著になった時代である。インターネットの普
及だけでなく，バイオインフォマティクスの興隆も背景にある。KDD
（Knowledge Discovery in Databases）, IoT（Internet of Things）という
言葉が普及した。情報の信頼度を見定め，情報を取捨選択するための，情
報リテラシーという考え方もこの時期に登場した。演繹的な記号操作を
主とする人工知能の勢いが弱まり，データからの帰納推論を主とする機
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械学習やデータマイニングが発達していった。機械学習やデータマイニ
ングは，伝統的な推測統計学とは目的を異にする。つまり，伝統的な推測
統計学では，唯一無二の真の構造があることを前提としてモデルを設定
し，推定されたモデルの真贋を吟味して現象自体の理解を図るのに対し，
機械学習やデータマイニングでは，真のモデルの存在は仮定せずに，予測
精度の高いものや，新たな知識獲得に貢献するものを良いモデルと考え
るのである。Vapnik (2006)によれば，サポートベクターマシン (Cortes
and Vapnik, 1995)や統計的学習理論は，ニューラルネットの動作原理を
追究する過程で誕生したという。現在用いられている多くの非線形凸最
適化法も 90年代に発達した。Rubinstein et al. (2010)は，信号処理もま
たこの時期の機械学習の影響を強く受けたと述べている。スパース表現
(Olshausen and Field, 1997; Chen et al., 1998; Tibshirani, 1996)や辞書
学習 (Mallat and Zhang, 1993)は信号処理が演繹的な調和解析から帰納
的な機械学習へとパラダイム・シフトを果たした結果とみなせる。
2000年代には，ドットコム・バブルが崩壊する一方で，インターネッ
トの常時接続が普及し，Web2.0と呼ばれる時代になった。例えばGoogle
や amazon, Wikipedia, YouTube, Facebookなどが登場し，情報を発信す
るコストが劇的に低下した。スマートフォンが人々の日常を一変させた
ことも記憶に新しい。大量生産大量消費から多品種少量生産へと移行し
たことで，サンプルサイズN よりも説明変数の数P の方が圧倒的に多い
問題が散見されるようになった。これを計算量理論のNP困難にひっかけ
て，「新NP問題」と呼ぶことがある。アルゴリズム取引に代表される超
高頻度データが登場し，数理ファイナンスの発展を背景として予測可能
性に基づくゲーム理論的確率論 (Shafer and Vovk, 2001) も登場した。ク
ラウドソーシングやヒューマンコンピュテーション (von Ahn, 2005) の
ように，インターネットを介した情報処理が現実のものとなり，データだ
けでなくノイズの種類も一層多様化した。2003年にはヒトゲノム計画が
完了し，バイオインフォマティクスは高次の遺伝情報を扱うポストゲノ
ム時代に入った。これらの情報爆発を受けて，2010年代にはビッグデー
タやデータサイエンティストという言葉も登場する。今日では，プライ
バシーの理論 (Dwork, 2006)や，忘れられる権利などの情報倫理，また
それらを包括するFloridi (2010)の情報哲学（Philosophy of Information;
PI）なども展開している。
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B.2 データ表現の観点
機械学習手法の性能は，データの表現に大きく依存する。データの表
現は，属性（attribute）や特徴量（feature）とも呼ばれる。言うまでもな
く，画像処理や音声信号処理，自然言語処理などの技術者は，データ表
現すなわち特徴量の設計に心血を注いでいる。Bengio et al. (2013a, §1)
によれば，表現学習（representation learning）では，判別や予測に有用
な情報が容易に取り出せるようなデータ表現をデータから学習すること
を目指している。Box-Cox変換に代表される変数変換や，PCAに代表さ
れる次元削減は，古典的な表現学習とみなせる。これらは教師なし学習
に分類される。これに対し，一般化線形モデルや k-近傍法に代表される
ノンパラメトリック回帰は，教師ありの表現学習とみなせる。
本節においてデータの表現とは，データを計算可能な形式に変換する
決定的または確率的な法則とする。まず，表現とは確率変数または写像
であって，その実現値や像のことではないので注意せよ。そして，デー
タを計算機で処理するという大前提により，データの表現は計算機で扱
えるものに制限した。また，写像を表現と呼ぶ方法は，調和解析や表現
論での用語に倣った。何かを表現するには媒体が必要である。例えば自
分の位置を知らせるには，座標系を固定したうえで座標を知らせれば良
い。あるいは特定のベクトルについて言及するには，基底を定めて係数
を読めば良い。このとき，座標系や基底は媒体であり，自分の位置を座
標に変換する手続きや，ベクトルを係数に変換する写像が，表現である。
図 B.5にデータ表現の観点を示す。良いデータ表現の要件は何だろう
か。ノーフリーランチ定理が示唆する通り，全てのタスクに有利な表現
はない。データ表現は計算可能かつ単射であれば，十分に思われる。実
際には，全射性の方が重要な場合もある。確率論や統計学では標本空間
は単に集合であったが，信号処理やデータ解析，パターン認識，機械学
習などの応用分野では，標本空間は信号や群，グラフ，文書，学習機械
などの構造を持った対象の族である。従ってデータ表現はこれらの構造
と両立（compatible）した準同型であることが望ましい。
B.2.1 計算可能性
データ表現は計算可能でなければ，計算機で扱うことはできない。
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図 B.5: データ表現の観点
B.2.2 単射性，忠実性，モノ
データ表現が写像 pX =  (X)で与えられる場合， が単射であれば元
のXを特定できる。例えば帯域制限された信号Xを標本化する場合， 
はサンプリング作用素であり，サンプリング周波数がNykist周波数の二
倍を上回っている限り，単射である。逆に，単射でない場合には元の信
号は損なわれる。例えばサンプリング周波数が足りない場合には，元の
信号を特定できなくなる。積分変換の反転公式は， として積分変換を
とった場合に  が単射であるための条件を示している。
データ表現が一般の確率変数 pXの場合，単射性に相当する概念は忠実
性である。忠実性は相互情報量 I[X; pX]によって測ることができる。レー
ト歪み理論では相互情報量に基いて連続情報源の最適な量子化を議論す
る。ICAや一部の表現学習では I[X; pX]を最大化（infomax）することで
適切な表現を獲得する。
B.2.3 全射性，十分性，エピ
あえて情報を落とすことが得策な場合がある。例えば画像認識におい
ては各ピクセルの輝度値を全て区別できる表現よりも，同じクラスラベル
同士では同じ表現になる方が，続く判別ステップは簡単になる。つまり，
確率変数Xを別の確率変数 Y に変換するタスクでは，Y を特定する情報
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量を損なわない範囲 I[Y ;X] = I[Y ; pX]で忠実性を落とすほうが良い。こ
のようにして得られる概念は，十分統計量である。
忠実性を犠牲にすべき場面は他にもある。例えば計算量やメモリコス
トを減らすためには符号化器は小さいほうが良い（MDL原理）。また高次
元データを扱う場合にも，次元削減をすることはよくある。ノイズに対す
るロバスト性を上げるためには表現空間を小さくするほうが良い（バイア
ス・バリアンス分解）。一般に，可能な限り小さなモデルを選ぶことをオッ
カムの剃刀原理といい，モデルの大きさは様々な複雑性（complexity）で
測られる。
B.2.4 準同型性，合目的性
表現はデータの構造 Sを反映していることが望ましい12。従って，表
現 pX の良し悪しは定義域 X との相互情報量 I[X; pX]だけでなくタスク
X Ñ Y に応じても変わる。表現 pX が構造 Sをどの程度保存しているか
を測る量C[ pX]があれば，I[X; pX]と合わせて考慮すべきである。例えば
高次元データの統計的推定を行うのであれば，次元削減を検討すること
はよくある。このとき削減後のデータの次元は，Sとして線形構造をとっ
た場合の C[ pX]の例である。計算機上では，画像X はバイナリベクトルrXとして表現されているが，Fisherベクトルなどの特徴量ベクトル pXは，
元のデータXの画像としての構造 Sを再現すべく，創意工夫を重ねて作
られている。畳み込みネットワークでは， rXから，構造 Sを強調した特
徴量 pXを自動的に作成することが期待されている。
B.2.5 統計的性質
データ表現は不偏性や有効性，頑健性などの推定量としての統計的性質
においても優れているに越したことはない。例えばVincent et al. (2010)
は，単に目的のタスクにおける性能の善し悪しだけではなく，学習の速
さも重要であるという。これは人間が初めて見る問題に対してすぐに適
応できるのに対し，現行の機械学習では大量のデータと反復を必要とす
ることのギャップを念頭に置いている。
12ただし，ほとんどの数学的構造（距離や測度，線形性，多様体構造など）は形式的
には導入できるので，タスクに必要なものに限定すべきである。
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B.3 複雑性の測り方
情報と同様に，複雑性（complexity, 複雑さ，複雑度）もまた 20世紀を
通じて多様な文脈のもとで定義が検討されてきた。
以下で扱う複雑性は，二種類に分けられる。すなわち，ある対象X自
体の複雑さを測るものと，その対象Xが属するクラス Cの大きさを測る
ものである。
前者の例は，特定の確率分布に対するエントロピーや，特定の系列の
最小記述長などがある。一方，後者の例は，関数空間の位相や，統計モ
デルのパラメータ数などがある。もっとも，前者は各点評価ということ
なので，supや infを用いて一様評価にして，クラスの複雑性に拡張でき
ることも多い。例えばアルゴリズムの計算量や関数ノルムなどは，特定
のアルゴリズムや関数に対して計算することもできるし，アルゴリズム
の族や関数族の中で supをとったものをクラスの複雑性とみなすことも
できる。しかし，位相やパラメータ数のように，対象の族に対してしか
定義できない複雑性もある。
本節では特に，モデル選択のための複雑性に興味がある。学習理論の成
果によって，汎化誤差はモデル複雑性によって評価できることが分かっ
ている。また，AICに代表される情報量規準の罰則項は，モデル複雑性
を反映していることが多い。直観的には，仮説空間が大きいと，それだ
け一点を特定する問題は難しくなるので，モデル複雑性はモデル選択問
題の難しさを反映している。従って，ニューラルネットの ‘複雑性’を評
価したという場合には，クラスの複雑性の意味であることが多い。一方，
MDL原理のように，個別のモデルの複雑性に基いてモデル選択を行うこ
ともある。
B.3.1 クラスの複雑性
関数ノルム
伝統的に，関数空間の表現能力は関数ノルムを用いて測る。例えばSobolev
ノルムの指数は関数の滑らかさを表す。関数は滑らかであるほど ‘少なく’
なる13ので，Sobolev指数は Sobolev空間の大きさを反映している。また，
ニューラルネットの万能関数近似能力を示す場合は，一様ノルムやL2ノ
ルムを用いるが，これはニューラルネットの空間が連続関数や連続関数
13少ないとはいえ非可算無限個の元があるので，この表現は便宜的に用いている。
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やL2関数の空間と同等の大きさをもつことを示す意図がある。数値解析
では精度の観点から一様ノルムが好まれる。一方，信号処理では周波数解
析を行うためにL2ノルムが好まれる。Kůrková (2012)はニューラルネッ
トの中間層素子の族Gの複雑性としてG-variation を導入し，離散化に
伴う近似誤差を評価した。フレーム理論では任意の関数を完全再構成す
るための離散化の良さを測るためにL2ノルムを用いる。これはフレーム
の複雑性とみなせる。
正則化項
最適化問題において制約条件は解空間の複雑性を制御するための条件
である。Lagrange未定乗数法により，制約付きの最適化問題は，正則化
付き目的関数の無制約最適化問題に変換できる。従って，正則化項は解
空間の複雑性を表している。例えばLp正則化項は線形モデルの関数ノル
ムであるから，モデルの複雑性を図っているとみなせる。逆に，目的関
数から解しか含まない項を分離すると，それは正則化項とみなせる。例
えばAICの罰則項などはKL情報量の推定値から対数尤度を差し引いた
残りとみなすことができる。
モデル複雑性
学習理論により，汎化誤差はサンプル複雑性や仮説空間の複雑性を用い
て制御できることが分かっている。Valiantは，仮説空間Hの濃度 |H|を用
いて汎化誤差を評価した。Vapnikは仮説空間のVC次元を用いてValiant
の評価を改善した。Rademacher複雑性を用いると，VC理論の一様性の
仮定をゆるめた設定で汎化誤差を評価できる。
計算複雑性
計算理論の目的は，計算機（あるいは言語や論理体系）の計算の性質の
なかで，実装に依存しない性質を見出すことである。例えば，古典的な計
算モデルである有限オートマトン，文脈依存文法，Turing機械は，互いに
表現力の異なるクラスであることが分かっている。また，Church-Turing
のテーゼにより，アルゴリズムは実装に依存しない数学的対象であるこ
とが分かっている。アルゴリズムをもつ関数を計算可能関数と呼ぶ。
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計算可能関数は Blumの公理に基づく複雑性によって分類できる。そ
のような複雑性の典型例が時間計算量および空間計算量であり，いわゆ
る PやNPなどのクラスを導く。これらのクラスはもちろん，計算機の
実装に依存しない性質である。
B.3.2 個別の対象の複雑性
アルゴリズム複雑性
情報源符号化定理により，エントロピーは符号長という実体的な意味
をもつ。つまり，圧縮の限界値によって情報量が定義できるのである。こ
の観点を敷衍して符号化器自体を符号化したものは，アルゴリズムの複
雑性とみなせる。アルゴリズム複雑性は，Occumの剃刀にもとづくモデ
ル選択に利用できる。歴史的には Solomonoﬀ, Kolmogorov, Chaitin が先
駆となり，Rissanenが MDL から確率的複雑性（stochastic complexity）
にいたる一連の仕事をした。
文字列X の計算機 U におけるKolmogorov複雑性KU(X)とは，文字
列X を出力する計算機 U のプログラム の記述長の中で最も短いもの
minU()=x l()のことである。任意の万能チューリングマシンは同等な表
現能力を持つことを示すChurchの定立により，KU は存在すれば定数の
差を除いて全ての計算機で一意に定まることが言えるので，この定義は
意味を為す。Kolmogorov複雑性は，Kolmogorovがランダムネスの定義
を模索する上でたどり着いた概念であり，文字列Xの生起確率P を仮定
せずに定義されている。文字列Xが iidの場合には，エントロピーに確率
収束する。逆に，符号長がKolmogorov複雑性と同値になるようなXの
確率測度をユニバーサル確率という。
文字列Xを生成する確率分布の推定量を pP とする。複数の推定量が考
えられる場合には，最も「シンプル」な推定量を採用するのがOccumの
剃刀の教えるところである。Rissanenは，モデルのシンプルさを測る量
として，推定量 pP 自体の記述長 l( pP )と，pP によるXの記述長 l(X; pP )の
合算であるMDLを採用した。正確には，これは二段階符号化（coding,
compression）と呼ばれるMDLの一形態であり，このままでは適用範囲
が限られる。Rissanenは，MDLが最尤符号長 p(D|M)に一致することを
利用して，MDLを一般化を展開した。一般化されたMDLを確率的複雑
性（stochastic complexity）と呼ぶ。適当な設定のもと，MDLは汎化誤
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差と近似誤差の合算を評価していることになり，またKolmogorov複雑性
やBICと近似的に等価であることが示される。
ランダムネス
ランダムネスは計算可能な記号列に対して定義される。ランダムネス
を定義する試みは von Mises (1919) にはじまる。von Mises は確率論を
定式化するためにランダムネスの定義を考察していた。今日，標準的と目
されているのは Martin-Löf (1966)による定義である。Martin-Löfランダ
ムネスは「わずかな列しか持たないような特別な性質を持たない」とい
う典型性についての考察から出発して，典型性の確率論的な検定（test）
を設定し，検定に合格（pass）したものをランダムとみなす考え方であ
る。Martin-Löfランダムネスは，Kolmogorov複雑性（圧縮不可能性）に
基づくランダムネスや，マルチンゲール（予測不可能性）に基づくラン
ダムネスと同値であることが分かっている。実数列に対するランダムネ
スや，位相空間におけるランダムネスの定義は今日もなお議論が続けら
れている。
カオス
Poincaréが創始した力学系の理論では，決定的でありながら予測不可
能な系をカオスと呼ぶ。今日に至るまでカオスの定義は定まっていない
が，しばしば筆頭に挙げられるのが初期値鋭敏性である。初期値鋭敏性
は Lyapunov指数やKolmogorov-Sinai エントロピー，あるいは位相エン
トロピーで測るのが古典的である。力学系は決定論的な対象でありなが
ら，確率論的な概念であるエントロピーが定義できるというのは驚くべ
きことである。カオス理論は複雑系科学として発展し，フラクタル次元
など多くの複雑性の指標が開発された。
B.4 モデル選択の考え方
ニューラルネットのアーキテクチャは，学習に先立って使用者が指定
するメタパラメータである。アーキテクチャは汎化誤差がもっとも小さ
くなるモデルを選択するのが基本的な考え方である。
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B.4.1 バイアス・バリアンス分解
回帰分析や教師あり学習では，平均二乗予測誤差に基づいてモデルを
推定し，評価する。汎化誤差のバイアス・バリアンス分解は回帰分析の
RSSにルーツを持つ古典的な考え方である
E|Y  pf(X)|2 = bias [ pf ]2 + var [ pf ] + 2:
一般に，仮説空間が大きくなると，バイアスは低減し，バリアンスは増
大するので，バイアスとバリアンスはトレードオフ関係にある。ここで，
仮説空間の大きさは，モデルがパラメトリックな場合にはパラメータ数，
ノンパラメトリックの場合には有効パラメータ数や VC次元などを用い
る。従って，バイアスとバリアンスの総和である汎化誤差を最小化する
モデルを選択せよというのが，バイアス・バリアンス分解に基づくモデ
ル選択の考え方である。
バイアスを近似誤差，バリアンスを推定誤差と呼ぶこともある。近似誤
差とは，「真の構造」をモデル化したときに生じるモデル化誤差のことで
ある。関数近似理論などでは近似対象の関数を所与とするので近似誤差
を評価できることもあるが，機械学習や統計的推定の場合にはデータの
生成構造は未知とするので近似誤差は「本質的に減らすことのできない」
量として無視される。一方，推定誤差とは，統計的推定に基づく誤差で
ある。こちらは統計的な正則条件を満たす理想的な場合にはCramér-Rao
のような定理が成り立つので，オーダーが評価できる。
Bottou and Bousquet (2008)は，近似誤差と推定誤差に加えて，最適
化誤差を含めるべきだと主張する。複雑な学習モデルをビッグデータに
適用する場合，学習アルゴリズムの計算量は無視することができず，ア
ルゴリズムの収束条件を満たす前に計算を打ち切ることが頻繁に行われ
る。この打ち切りによって生じる誤差は，近似誤差でもなければ，推定
誤差でもない，アルゴリズムの打ち切りによって生じる誤差である。こ
れを最適化誤差と呼ぶ。学習問題をバイアス・バリアンスに最適化誤差
も含めた三者のトレードオフ関係とみなすと，統計的な不偏性を損なっ
てでも評価関数の凸性や正則性を優先するほうが，結果として得られる
解の汎化誤差が小さくなるケースも報告されている。
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B.4.2 統計的モデル選択
多変量解析や時系列解析において，統計モデルを選択する方法には大
きく三つの観点がある。(1)当てはまりの良さ（goodness of fit）ないし説
明力に着目する場合と，(2)予測の良さ（goodness of prediction）に着目
する場合，そして (3)モデルの事後確率に着目する場合である。歴史的に
は，(1)から (3)の順番で登場した。もっとも，これらの観点は，解析の
目的や手法，あるいは解析者の科学観に根ざすものであって，どの観点
が絶対的に優れているというものではない。
当てはまりの良さとは，複数のモデルを最尤推定した場合にモデル同
士の対数尤度を比較する方法や，モデルパラメータが零であることを帰
無仮説として仮説検定にかける方法である。K. Pearson の 2-適合度検
定（test for fit）に始まり，線形回帰における回帰係数の t-検定や残差
（RSS）の分散分析（ANOVA），一般化線形モデル（GLM）における逸脱
度（deviance）の検定などがこれに相当する。
予測の良さとは，複数のモデルを最尤推定した場合に，モデル同士の
対数尤度の期待値を比較する方法であり，期待値をとる操作が「未知の
データ」に対する対数尤度を評価することに相当するので，「予測」と表
現される。この観点はAICの提唱者である赤池によって体系的に展開さ
れたほか，Mallows’ Cp, クロスバリデーション（CV）なども予測誤差を
推定する方法である。AICは尤度に拘る点で限定的だが，汎化誤差の理
論である学習理論の源流の一つでもある。AICについて特筆すべき点は，
AICはしばしば真のモデルよりも小さいモデルを選択することになるが，
赤池はこれを良しとしたことである。すなわち，真のモデルと一致する
ことよりも予測能力を重視したのである。
一方，モデルの事後確率とは，複数のモデルをBayes推定した場合に，
モデル同士の事後確率（Bayes因子）を比較する方法である。Schwartzの
BICが典型的だが，これは情報理論的なモデル選択規準であるMDLと漸
近的に一致することが知られている。Bayes推定におけるBayes因子は最
尤推定における尤度比検定に相当するが，予測分布に用いて予測誤差を
比較する方法（ABIC）もある。
B.4.3 Occumの剃刀
汎化誤差ではなく，モデルの複雑性自体を主として，もっとも単純な
モデルを選択するという考え方もある。汎化誤差の選び方にも恣意性は
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残るので，絶対的にどちらが正しいといえるものではない。例えば物理
学は，シンプルな方が良いという考え方を突き詰めた結果，成功した例
といえる。モデル複雑性の測り方には，MDLや VC次元が挙げられる。
MDLはKolmogorov複雑性と等価であることが知られているので，モデ
ル空間の測度に由来する複雑性である。一方，VC次元はメトリックエン
トロピーと等価であることが知られているので，モデル空間の位相に由
来する複雑性である。従って，少なくともMDLとVC次元は相異なる尺
度であることが推察される。VC理論に対する批判にもある通り，モデル
複雑性は「何に使うためのモデルか」という観点を不問にするので，い
わば教師なし学習のようなもので，予測や推定というようにタスクが明
確な場合には不十分である可能性がある。
B.4.4 逆問題と正則化
逆問題の典型的な形式は Fredholmの第 1積分方程式
g(x) =
»


k(x; y)f(y)dy
である。すなわち，有限個のデータとして gが与えられ，変換規則 kを既
知として fを求める問題である。有限個の点から関数空間の点を特定する
ことは不可能（ill-posed）なので，先験知識を入れる必要がある。Tikhonov
(1963)は，関数空間を制限する方法として正則化が有効であることを示
した。それまで，逆問題は無限次元空間の方程式として，逆作用素を近似
する方針で解くことが一般的であったが，Tikhonovをきっかけとして，
関数空間に汎関数を導入して最適化問題として解くことが主流となった。
カーネル法
レプレゼンター定理により，凸正則化付き経験リスク最小化問題の停
留点は
°
jk(; xj)の形式で表現できる。また正則化項 
[f ]が適当な表
現空間におけるノルム
[f ] = }Tf}で与えられる場合，変換 T とカーネ
ル kは対応している。このように，正則化理論はカーネル法との相性が
良い。
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Bayes推定
本来，逆問題は統計的推測とは無関係だが，正則化項 J [f ]を事前分布
の対数，正則化項と誤差項の和 J [f ] + E[f ]を事後分布の対数とみなす
ことで，最適化問題は事後分布の最頻値を求める操作とみなせる。
B.4.5 スパース正則化
いわゆる `1-正則化によって信号を分離するテクニックは，地球科学や
信号処理の分野で同時多発的に発見された。動物の視覚系がスパース信号
処理をしているという発見もこの時期にあった。Donoho and Stark (1989)
によれば，理論面での体系的な研究は Logan (1965) に始まる。スパース
モデリングを信号処理や統計的な観点で理論付けをしたのは Chen et al.
(1998) や Tibshirani (1996) である。また同時期にスパースコーディン
グ Olshausen and Field (1997)も登場した。2000年代にはBayesや SVM
と融合し，スパース正則化の学習理論や圧縮センシング (Candès et al.,
2006) が登場した。
`2-正則化と異なり，`1-正則化は座標に依存する正則化項である。これ
は座標変換不変性という幾何学的な観点で「美しくない」だけでなく，画
像や言語データのように，個別の座標の意味が必ずしも明確でないよう
な場合に，学習結果の解釈が難しくなるというデメリットもある。しか
し，例えば信号分離のようなタスクでは，線形変換とフィルタリングと
いう古典的なアプローチよりも高性能な情報抽出ができることも事実で
ある。実は，スパース制約は `0-正則化の緩和と説明されることも多いが，
低ランク性という，別の幾何学的な観点から導くこともできる。他の事
前知識と同様に，スパース制約の妥当性はタスクに応じて検討すべき事
項である。
B.4.6 学習理論
ValiantはPAC（Probably Approximately Correct）学習という枠組み
で学習可能性を定義して学習理論を創始した。狭義の計算論的学習理論
とはValiantのPAC学習を指すが，広義にはValiantに先行するGoldの
アルゴリズム学習理論や，Valiantに続く Vapnikの統計的学習理論を含
めた総称である。
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PAC学習とVC次元
集合Xを可測集合，Y  Rを閉集合とし，Z := XbY を積空間とする。
関数族H  Y X を仮説空間または学習モデルと呼び，関数 ` : H  Z Ñ
[0;8)を損失関数と呼ぶ。Zの確率分布をDとして，期待リスク関数を
RD[h] := ED[`(h; z)]によって定義する。
仮説空間Hが損失関数 `に対して agnostic PAC学習可能であるとは，
以下の条件を満たすアルゴリズムA :

nPN Z
n Ñ Hが存在することを言
う。すなわち，任意のZの確率分布Dと任意の ";  ¡ 0に対し，m("; )
個以上の元からなるDの任意の iidサンプル S = tzn | zn  Duに対し，
少なくとも確率 1 で
RD[A(S)] inf
hPHRD[h] ¤ ";
が成り立つ。m("; )の下限をHを学習するためのサンプル複雑性と呼び，
アルゴリズムAの計算量 T ("; )を計算複雑性と呼ぶ。
Valiantは 0-1損失関数による二値判別問題の場合に，仮説空間の濃度
|H|が有限ならば
m("; ) ¤ log(|H|/)/"
が成り立つことを示した。すなわち，二値判別問題の有限仮説空間は常
に学習可能である。
Vapnikは仮説空間の濃度が無限大の場合には，仮説空間HのVC次元
dに対して，定数C1; C2が存在して，
C1
d+ log(1/)
"2
¤ m("; ) ¤ C2d+ log(1/)
"2
;
が成り立つことを示した。特に，このときの学習アルゴリズムは経験リス
ク最小化（empirical risk minimization; ERM）で良いことが分かってい
る。すなわち，二値判別問題においてVC次元が有限であることと PAC
学習可能であることは同値である。さらに，二乗損失による回帰問題の
場合にも，shattering次元を用いて同様の主張が成り立つ。
PAC学習の定義に戻ると，VC次元を用いて汎化誤差を評価できる。
RD[A(S)] inf
hPHRD[h] ¤
c
C2
d+ log(1/)
m
;
ただしこの評価は一般に非常に緩いことが知られている。
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Valiantと Vapnikによる結果は，最小二乗法による回帰や 0-1損失に
よる二値判別など，特定の教師ありバッチ学習に限定されていた。多値
判別や，スパース正則化など一般の評価関数，オンライン学習，教師な
し学習などへの拡張は後進の業績であり，現在まで未解決の問題も多い。
また，k-meansのように VC次元が発散して理論が適用できないことも
早くから知られていた。VC次元の有限性と PAC学習可能性は同値なの
で，k-meansの問題は PAC学習の定義が強すぎることを示唆している。
Kearns et al. (1997) は，データの分布に依存しない一様評価は必ずしも
最適な指標ではないことを指摘している。
Rademacher複雑性
Bartlett and Mendelson (2002) による，データの分布に依存する複雑
性の一つ。一様性を放棄したことで汎化誤差の評価を改善した。
仮説空間Hのデータ分布DによるRademacher複雑性は，
Rm[H] := ExmD
"
EPt1um
"
sup
fPH
 1m
m¸
i=1
ih(xi)

##
で与えられる。損失関数が有界な場合，少なくとも 1 の確率で
RD[h] ¤ RD[A(S)] +Rm[H] +
c
8 log(2/)
m
;
が成り立つ。Bartlett and Mendelson (2002)では，Rnを計算するための
公式と，木，ニューラルネット，カーネル法に対する複雑性が計算され
ている。
Stability
Bousquet and Elisseeﬀ (2002) は感度解析に基づき，stability を提案し
た。Stabilityは Rogers andWagner (1978), Devroye andWagner (1979a,b)
による leave-one-out（LOO）誤差の評価を発展させた方法である。VC
次元は stability の上限を与えることが分かっている (Kearns and Ron,
1999)。Shalev-Shwartz et al. (2010) は learnability や strong convexity
との関係まで含めて論じている。VC理論は仮説空間の複雑性のみに着目
するのに対し，Stabilityは学習アルゴリズムのデータに対する連続性に
着目するので，例えば正則化付き最小化（regularized loss minimization;
RLM）や k-近傍法などVC理論では扱えないものが扱える。
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B.5 水と油はなぜ分離するか
水と油は自発的に分離する。このような現象は相分離と呼ばれる。相
分離現象はあたかも，エントロピー増大の法則に逆らって，自発的にエ
ントロピーが減少しているかのようである。しかし実際には，分離系の
エントロピーは，混合系のエントロピーよりも高いので，相分離におい
てもエントロピー増大の法則が成立している14。（と，考えられている。）
水分子と油分子を分離させる力のように，エントロピー増大に伴う相互
作用をエントロピー的な力（entropic force）と呼ぶ。エントロピー的な力
は，物性科学や生命科学で基本的な役割を果たす作用であり，これらの分
野を中心にして精力的に調べられている。また例えばミセルの相分離現
象は 1920年代に熱力学的な議論が交わされているなど，歴史も長い。相
分離現象ないしエントロピー的な力を記述する物理モデルはミクロ・メ
ソ・マクロの三つのスケールに分類できる。以下では，相分離現象の物
理モデルを整理する。
B.5.1 基本的な理解
相分離において，分離系のエントロピーは，混合系のエントロピーより
も高い。モデルの各論に先立って，この仕組みを説明する。まず，疎水性
溶質分子（油）の近傍で水素結合による水の構造化が起こる。この構造を
iceburg structure という。Iceberg structure はエネルギー的に安定だが，
水分子の回転運動が制限されるためにエントロピー的に不安定であり，系
全体のGibbs自由エネルギーは不安定になる。そして，Iceberg structure
が崩壊する過程では，疎水性溶質分子間に引力相互作用が誘起されるの
で，疎水性溶質分子が凝集する。ただし今日では， iceberg structureほど
の秩序が実在するかどうかは，エネルギー変化の実験値と計算値の不整
合から疑問視されている。いずれにせよ，水分子の回転を束縛するよう
な構造が崩壊することにより，水がエントロピー利得を得るために，疎
水性溶質分子は秩序構造を形成するにも関わらず，系全体としてはエン
トロピーは増大しているという理解である。
14南極の氷の下では，低温高圧条件のために混合系の方が安定となり，相分離は起き
ないことが知られている。
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B.5.2 マクロスケールモデル
マクロスケールモデルでは，系を基本単位とする。すなわち，水と油
の化学ポテンシャルに基づき，系のGibbsエネルギー
G = H  TS
を計算する。ただしH;T; Sはそれぞれ系のエンタルピー，温度，エント
ロピーである。歴史的には，熱力学的はNewton物理学とは異なる「新し
い」物理学として発達した。純粋に熱力学的な観点では，分子を想定する
必要はなく，系の状態すなわち熱，エントロピー，圧力のみを基本量と
して理論が展開できる。つまり，マクロスケールとミクロスケールとは，
全く別のモデルであり，両者が整合する論理的な必然性はないのである。
B.5.3 ミクロスケールモデル
ミクロスケールモデルでは，量子や分子を基本単位とする。代表例とし
て，分子動力学法（Molecular Dynamics; MD）と液体積分方程式理論があ
る。MDでは分子を極性を持つ粒子として表現し，粒子が従う運動方程式
を解く。一方，液体積分方程式理論では液体分子の存在密度関数を統計力
学的に計算する。具体的には，MOZ方程式（Molecular Ornstein-Zernike）
h(r1; r2) = c(r1; r2) +
»
c(r1; r)(r)h(r; r2)dr;
を基礎方程式として，それを近似計算するためのRISM（Reference Inter-
action Site Model）理論が展開されている。ただし riは分子の位置と配
向，は分子の存在密度，hは二分子の存在密度関数 2(r1; r2)と一分子の
平均密度 から定義される全相関関数 h(r1; r2) := 2(r1; r2)/2  1，cは
グランドカノニカル分布から導かれる直接相関関数である。
MDと RISMはいずれも巨大な系を計算するには大量の計算機資源を
要するほか，現実には実験値とあうように近似モデルを作り込む必要も
ある。この制約から，ミクロスケールモデルの対象は主に，分子および
分子系の構造・エネルギー・機能・反応過程であり，生命科学でいえば，
細胞内化学反応に相当する。例えば 3D-RISM ではタンパク質の活性部
位へのリガンドの選択的結合（分子認識）がシミュレーションできる。
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B.5.4 メソスケールモデル
メソスケールモデルでは，分子の集合体を基本単位とする。代表例と
して界面張力と界面の運動方程式，格子モデル，Ginzburg-Landau（GL）
理論がある。界面の方程式は，分子ではなく境界面に着目する方法の総称
であり，界面の位置エネルギーから導く方法や，GL理論から導く方法な
ど，複数の異なるモデルがある。格子モデルは，粒子ではなく場に着目す
る方法である。流体力学の用語で言えば，粒子に着目するミクロモデルが
Lagrange型であるのに対し，場に着目する格子モデルはEuler型である。
特に格子モデルの代表例であるイジングモデルには，ミクロモデルよりも
正確なシミュレーションに成功したという歴史的経緯もある。GL理論は
もともと超電導の分野で相分離現象を説明するための理論として成功を
収め15，今日では相分離現象を説明するための普遍的な基礎理論として位
置づけられている。GL理論は格子モデルの連続極限として得ることがで
き，界面方程式の元となるエネルギーはGLエネルギーからAllen-Cahn
方程式またはCahn-Hilliard方程式を介して導かれる。従って，これらも
Euler型である。
GL理論では，相分離の状態を秩序パラメータ（order parameter）u(x)
で表現する。秩序パラメータは実数に値をとる空間の関数（場）であり，
各点での秩序の程度を表す。例えば，位置 xにおいて u(x)が 1に近けれ
ば，位置 xは水である可能性が高く，1に近ければ油である可能性が高
い，という具合に設計する。相分離現象は，GL自由エネルギー
F [u] :=
»
R3
[W (u(x)) +
K
2
|ru(x)|2]dx:
を最小化する過程と説明される。ただしW は二重井戸ポテンシャル
W (u) :=
1
4
(u2  1)2
であり，K は定数である。GL自由エネルギーの第一項は秩序パラメー
タを 1または1に近づける働きを表し，第二項は拡散項なので秩序パラ
メータを滑らかにする働きを表す。二重井戸ポテンシャルは意図的に設
計されたわけではなく，第一原理計算によって導ける。
GLエネルギー最小化問題に対応する Euler-Lagrange方程式は，相分
離の方程式として知られるAllen-Cahn 方程式である
Bu
Bt =M (K4uW
1(u)) :
15Ginzburgはこの業績で 2003年に Nobel物理学賞を受賞している。
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AC方程式の解は一般に非保存量だが，水と油のように u(x)を密度とし
て設定する場合には，質量保存の式と組み合わせた Cahn-Hilliard方程式
Bu
Bt = M4 (K4uW
1(u)) :
も用いられる。
さらに，GLエネルギーにおいて界面厚さ 0の極限（特異極限）をとる
と，界面のエネルギー（表面張力）が導ける。このとき，AC方程式は平
均曲率流
V (x; t) = H(x; t); x P  (t);
という界面の発展方程式に帰着する。ただし  (t)は時刻 tにおける界面
を表し，V とHはそれぞれ (x; t)における界面の成長速度と，法線方向の
平均曲率を表す。同様に，CH方程式の特異極限としてはMullins-Sekerka
方程式が得られることが分かっている。
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