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1
$c=(c_{1}, c_{2}, \ldots),$ $0\leq c_{1}\leq c_{2}\leq\ldots,$ ( $c_{1}<c_{j}$ for some j)
( ) $\sum C$ $=\mu(\mu>c_{1})$




$\{\begin{array}{l}\sum_{i\geq 1}p_{i}(\mu)= 12^{-\lambda_{0}-\lambda c_{i}}=1\sum_{i\geq 1}c_{i}p_{i}(\mu)=\sum_{i\geq 1}c_{i}2^{-\lambda_{0}-\lambda c_{i}}=\mu\end{array}$
$\mu=\sum_{i\geq 1}c_{i}\frac{2^{-\lambda c_{i}}}{\Sigma_{j\geq 1}2^{-\lambda c_{j}}}$
$\lambda$
$Z( \lambda)=\sum 2^{-\lambda c_{i}}$












$c=(c_{1}, c_{2}, \ldots)=(0, \ldots,0,1, \ldots,1,2, \ldots,2, .\ldots\cdot)\check{m_{0}}\tilde{m_{1}}\tilde{m2},$
$m_{k}\in\{0,1,2, \ldots\}$ : $k$
$h( \mu)=-\sum_{k\geq 0}m_{k}\cdot(2^{-\lambda_{0}-\lambda k})\log(2^{-\lambda_{0}-\lambda k})=\lambda\mu+\lambda_{0}$
$\lambda,$ $\lambda_{0}$







$\bullet m_{0}=0,$ $m_{k}=1$ $k=1,2,3,$ $\ldots$ $c=(1,2,3, \ldots)$
$\bullet$ $m_{k}=2^{k}$ $k=0,1,2,$ $\ldots$ $c=(0,1,1,2,2,2,2,3,3,3,3,3,3,3,3, \ldots)$
$\bullet$ $m_{0}=0,$ $m_{k}=2^{k}$ $k=1,2,3,$ $\ldots$ $c=(1,1,2,2,2,2,3,3,3,3,3,3,3,3, \ldots)$
$\bullet m_{k}=k$ $k=0,1,2,$ $\ldots$ $c=(1,2,2,3,3,3, \ldots)$
$g(x)$
2.1.2 $m_{0}=0,$ $m_{k}=1,$ $k=1,2,3,$ $\ldots$
$m_{0}=0,$ $m_{k}=1,$ $k=1,2,3,$ $\ldots$
$c=(1,2,3, \ldots)$
[1, 2]. $\mathcal{X}=\{x_{1}, x_{2}, \ldots\}$ $X$
Yes” $x_{i}$ ”
1
$p=(p_{1},p_{2}, \ldots)$ $p_{1}\geq p_{2}\geq\ldots$







Massey [1] 2 $\mu$
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$H(X)=H(p,p_{2}, p_{3}, \ldots)=H(p, 1-p)+(1-p)H(\frac{p_{2}}{1-p}, \frac{p_{3}}{1-p}, \ldots)$
( ) $\mu=\sum_{i\geq 2}ip_{i}$ $H(.L^{2},RL, \ldots)$
$( \frac{p_{2}(\mu)}{1-p},\frac{p3(\mu)}{1-p}, \ldots)$






2.1.3 $m_{k}=2^{k},$ $k=0,1,2,$ $\ldots$
$m_{k}=2^{k},$ $k=0,1,2,$ $\ldots$ $c=$
(0,1,1,2,2,2,2,3,3,3,3,3,3,3,3, . . .)
[3,4,5]. 2 1 1 ( )
( )
$\mu=\sum_{i\geq 1}c_{i}p_{i}$ $p(\mu)\ovalbox{\tt\small REJECT}$





$m_{0}=0,$ $m_{k}=2^{k},$ $k=1,2,3,$ $\ldots$ $c=(1,1,2,2,$
2,2,3,3,3,3,3,3,3,3, . . .) 1 1
$\mu$ 2
3([5], O- $K$ ). $a>1$
$\mu\geq\frac{H(X)-\log(a-1)}{\log\frac{a}{a-l}+1}$
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2.1.4 $m_{k}=k$ , k $=$ 0,1,2, . . .
$m_{k}=k,$ $k=0,1,2,$ $\ldots$ $c=$
















( ) $\mu=\sum_{i\geq 1}i^{2}p_{i}$ $p(\mu)$
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