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Abstract
Matrix equations with various conditions suited for statistical purposes in linear experiments
are considered.
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1. Notation and statistical background
The classical vector–matrix notation is used here. Among others, if M is a matrix,
thenM ′,R(M),N(M), r(M) andPM denote, respectively, the transposition, the range
(column space), the kernel (null space), the rank of M , and the orthogonal projector
on R(M). By M−, M+ and M⊥, respectively, is denoted a generalized inverse,
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the Moore–Penrose generalized inverse of M and a matrix of maximum rank such
that MM⊥ = 0. The symbol M  0 means that M is nonnegative definite (n.n.d.).
Moreover, the symbol Rn stands for the n-dimensional Euclidean space represented
by column vectors.
Let us consider a random vector x in Rn. Suppose x is subject to a normal linear
model N(Aβ, σV ), where A and V are known matrices, while β ∈ Rp and σ > 0
are unknown parameters. We shall say that the model has trivial deterministic part
if for any a ∈ Rn, var(a′x) = 0 implies E(a′x) = 0. Such a model is also known
in the literature as a weakly singular model. It is known that N(Aβ, σV ) has trivial
deterministic part, if and only if, R(A) ⊆ R(V ) (cf. [11, Lemma 3]).
Assume N(Aβ, σV ) has trivial deterministic part. Then there exists a nonsingular













where r = r(A) and q = r(V ).
Denote by zi , i = 1, . . . , n, the components of the random vector z and assume




i=r+1 z2i are the Best Unbiased Estimators of θ and σ , respectively (see
[11, Theorem 6]). Moreover, by Lehmann [3, p. 142] the statistics (z1, . . . , zr ) and s
are complete and sufficient.
Now let us consider two random vectors x ∈ Rn and y ∈ Rm. Suppose x is subject
to a normal linear model N(Aβ, σV ) and y is subject to a normal linear model
N(Bβ, σW). In this context model N(Aβ, σV ) is said to be at least as good as the
model N(Bβ, σW), if for any parametric function ψ = k′β + cσ and for any unbi-
ased estimator ψˆ = ψˆ(y), whenever such exists, there exists an unbiased estimator
ψ˜ = ψ˜(x) such that var(ψ˜)  var(ψˆ) for all β and σ .
Since the minimal sufficient statistics in the models N1 = N(Aβ, σV ) and N2 =
N(Bβ, σV ) are complete, the first model is at least as good as the second one, if and
only if,
• N1 is at least as good as N2 with respect to linear estimation, and,
• The number of degrees of freedom for error in N1 is not less than in N2.
Thus, by Stezpniak [9,10] the necessary and sufficient conditions for N1 to be at
least as good as N2 can be written in the following algebraic form:
There exists a linear transform F such that B = FA and W − FVF ′ is n.n.d.,
(1)
and
r(V + AA′)− r(A)  r(W + BB ′)− r(B). (2)
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The problem of characterization of these conditions in terms of linear transfor-
mation of the observation vector is the groundwork for this paper. This problem
was stimulated by earlier works by Baksalary and Kala [1], Drygas [2], Mueller [5],
Oktaba et al. [7], Stezpniak [10,12] and Torgersen [13]. However, as yet, the known
results in the subject are not satisfactory from algebraic point of view. In particular,
they do not explain the nature of the assumptions that were undertaken.
Not only the present paper throws a new light onto this problem, but it also
contributes to the matrix algebra, as well. Moreover some efforts are taken to make
this paper as self-contained as possible.
2. Auxiliary lemmas
Lemma 1. Let M1 and M2 be arbitrary matrices with the same number of rows, and
let P1 and P2 be the orthogonal projectors on R(M1) and R(M2), respectively. Then
r(M ′1M2) = r(P1P2).
Proof. Really,
r(M ′1M2)= dimR(M ′1M2) = dimR(M ′1P2)
= r(M ′1P2) = r(P2M1) = dimR(P2P1)
= r(P1P2). 
Lemma 2. Let A, V and F be arbitrary matrices with the same number of rows,
such that R(A) ⊆ R(V ). Then
r(V )− r(A)  r(F ′V )− r(F ′A).
Proof. Denote by PM the orthogonal projector onto R(M). Then, by Lemma 1,
r(F ′V )− r(F ′A)= r(PFPV )− r(PFPA)
= dimR(PFPV )− dimR(PFPA)
 dimR[PF (PV − PA)]
= r[PF (PV − PA)]
 r(PV − PA).
On the other handPV = (PV − PA)− PA and, via assumptionR(A) ⊆ R(V ), (PV −
PA)PA = 0. Thus r(PV − PA) = r(V )− r(A), completing the proof. 
Remark 1. Lemma 2 may also be proved in an another way, by using Marsaglia and
Styan [6, Corollary 6.2].
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Lemma 3. Let M1 and M2 be symmetric nonnegative definite matrices of the same
order.
(a) If M2 −M1 is n.n.d. and r(M1)  r(M2) then R(M1) = R(M2).
(b) If R(M1) ⊆ R(M2) then there exists a positive scalar c such that M2 − cM1 is
n.n.d.
Proof. (a) It follows by the evident fact thatM2 −M1  0 impliesR(M1) ⊆ R(M2).
(b) We only need to use the fact thatM2 −M1  0, if and only if,R(M1) ⊆ R(M2)
and the maximal eigenvalue of M+2 M1 is not greater than 1 (cf. [9, Theorem 1]). 
3. Matrix equations with restraints
For given matrices A and B with the same number of columns consider the matrix
equation
B = XA. (3)
It is well known that this equation is consistent, if and only if, R(B ′) ⊆ R(A′) and,
if so, then its solution is usually not unique. In this situation some restrains on the
solution may be posed. In particular, we are interested in the restrainR(VX′) ⊆ R(A),
where V is a symmetric n.n.d. matrix.
Theorem 4. Let A and B be arbitrary matrices with the same number of columns,
and let V be a symmetric n.n.d. matrix such that R(A) ⊆ R(V ).
(a) If B = FA for some F then








B = F0A and R(VF ′0) ⊆ R(A). (5)
(b) If the condition (5) holds then for any matrix F1 of the same dimension as F0,
B = F1A and R(VF ′1) ⊆ R(A) if and only if R(F ′1 − F ′0) ⊆ N(V ).
(c) If the condition (5) holds then R(F0V ) = R(B) and FVF ′ − F0VF ′0 is n.n.d.for arbitrary F satisfying B = FA.







(V +) 12A = A. LetB = FA andF0 be defined by (4). ThenF0A = FA =
B and R(VF ′0) ⊆ R
[







] ⊆ R[V (V +) 12 (V +) 12A] = R(A).
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(b) Suppose the conditions (5), B = F1A and R(VF ′1) ⊆ R(A) hold. Then (F1 −
F0)A = 0 and R[V (F ′1 − F ′0)] ⊆ R(A). Writing the first one in the form R(F ′1 −
F ′0) ⊆ N(A′) and using the second one, we get (F1 − F0)V (F ′1 − F ′0) = 0. The last
one can be rewritten in the form V (F ′1 − F ′0) = 0, implying R(F ′1 − F ′0) ⊆ N(V ).
Conversely, ifR(F ′1 − F ′0) ⊆ N(V ) thenV (F ′1 − F ′0) = 0, and, in particular, (F1 −
F0)A = 0. Therefore, by (5), F1 satisfies the desired conditions B = F1A and
R(VF ′1) ⊆ R(A).
(c) Since R(B) = R(F0A) and R(A) ⊆ R(V ), the relation R(B) ⊆ R(F0V ) is
evident. Thus it remains to verify that R(F0V ) ⊆ R(F0A) or, equivalently, that
N(A′F ′0) ⊆ N(VF ′0). (6)
Really, if x ∈ N(A′F ′0) then F ′0x ∈ N(A′) and, by R(VF ′0) ⊆ R(A), F ′0x ∈
N(F0V ). In consequence F0VF ′0x = 0, and hence x ∈ N(VF ′0), completing the
proof of the inclusion (6) and the proof of the equality R(F0V ) = R(B).
In order to prove that FVF ′ − F0VF ′0 is n.n.d. let us use the evident fact that
MM ′ −MPM ′ is n.n.d. for any matrix M and for any orthogonal projector P . Now





Now let us consider the matrix equation B = XA under restrain W −XVX′  0,
where V and W are symmetric n.n.d. matrices. If the conditions
B = XA and W −XVX′ is n.n.d., (7)
are consistent, then a solution of (7) is usually not unique. For some statistical reasons
we are interested in a solution of (7) satisfying the condition R(XV ) = R(W).
Theorem 5. If the conditions (7) are consistent and, moreover, r(V )− r(A) 
r(W)− r(B), R(A) ⊆ R(V ) and R(B) ⊆ R(W), then there exists a matrix F such
that
B = FA, W − FVF ′ is n.n.d. and R(FV ) = R(W). (8)
Proof. By the assumption R(A) ⊆ R(V ) the orthogonal projector onto R(A)⊥ ∩
R(V ) has a sense and it may be presented in the form PV − PA. Similarly, by the
assumption R(B) ⊆ R(W) the orthogonal projector onto R(B)⊥ ∩ R(W) may be
presented in the form PW − PB .
Let c1, . . . , cr , where r = r(W)− r(B), be an orthonormal basis inR(PW − PB),
and d1, . . . , dr be an orthonormal basis in an r-dimensional subspace ofR(PV − PA).
Such a possibility follows by the assumption r(V )− r(A)  r(W)− r(B). Introduce
an m× n matrix
F1 = CD′, (9)
where C = [c1, . . . , cr ] and D = [d1, . . . , dr ]. We note that
F1A = 0. (10)
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Suppose (7) is consistent. Then, by Theorem 4(c), there exists a matrix F0 such
that B = F0A, R(VF ′0) ⊆ R(A), W − F0VF ′0  0 and
R(F0V ) = R(B). (11)
The inclusion R(VF ′0) ⊆ R(A) implies
F1VF
′
0 = 0. (12)
On the other hand, by conditions W − F0VF ′0  0 and R(F0V ) = R(B), we get
R(W − F0VF ′0) ⊇ R(F1) ⊇ R(F1VF ′1).
Thus, by Lemma 3(b), there exists a scalar c > 0 such that
W − F0VF ′0 − cF1VF ′1  0. (13)
Let us set
F = F0 +√cF1. (14)
The condition B = FA follows by the facts F0A = B and F1A = 0. Moreover,
via (12),
FVF ′ = F0VF ′0 + cF1VF ′1, (15)
and hence, by (13) and (15), we get W − FVF ′  0. Thus it remains to verify that
R(FV ) = R(W).
At first we shall show that r(FV F ′)  r(W). Really, by (12),
r(FV F ′) = r(F0VF ′0)+ r(F1VF ′1).
It follows from (11) that r(F0VF ′0) = r(B). On the other hand,
r(F1VF
′
1) r(F ′1F1VF ′1F1) = r(DD′VDD′)
= r(PDV ) = r(PDPV ) = r(PD)
= r(W)− r(B).
Thus r(FV F ′)  R(W), and the desired condition R(FV ) = R(W) follows from
(13) and (15), via Lemma 3(a).
In this way Theorem 5 is proved. 
Now we are ready to present the main result in this section.
LetA andB be arbitrary matrices of dimension n× p andm× p, and letV andW
be symmetric n.n.d. matrices of order n and m, respectively. Consider the following
conditions:
(i) There exists an m× n matrix F such that B = FA, W − FVF ′ is n.n.d. and
r(V )− r(A)  r(W)− r(B).
(ii) There exists an m× n matrix F such that B = FA and a symmetric n.n.d.
matrix G of order m such that R(G) ⊆ R(FV ) and
FVF ′ +G = W.
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(iii) There exists an m× n matrix F such that B = FA and a symmetric n.n.d.
matrix H of order n such that R(H) ⊆ R(V ) and
F(V +H)F ′ = W.
Theorem 6. Under the above assumptions:
(a) The conditions (ii) and (iii) are equivalent.
(b) If R(A) ⊆ R(V ) then each of the conditions (ii) or (iii) implies (i).
(c) IfR(A) ⊆ R(V ) andR(B) ⊆ R(W) then the conditions (i)–(iii) are equivalent.
Proof. (a) (iii)⇒ (ii). After settingG = FHF ′ we only need to verify thatR(G) ⊆
R(FV ). The last follows immediately from the facts that R(G) ⊆ R(FH) and
R(H) ⊆ R(V ).
(ii)⇒ (iii). Suppose (ii) holds. We only need to show that G can be presented in
the form FHF ′ for some H satisfying R(H) ⊆ R(V ). Really, if R(G) ⊆ R(FV ),
then R(G
1
2 ) ⊆ R(FV ). Thus there exists a matrix C such that G 12 = FVC and, in
consequence, G = FHF ′ with H = VCC′V . In this way (a) is proved.
(b) We observe that (ii) implies B = FA, R(W) = R(FV ) and W − FVF ′ is
n.n.d. Thus we only need to show that r(V )− r(A)  r(W)− r(B). By Lemma 2,
via assumption R(A) ⊆ R(V ), we get
r(V )− r(A)  r(FV )− r(FA) = r(W)− r(B),
completing the proof of (b).
(c) It follows directly by Theorem 5 via (a) and (b). 
4. Applications in linear experiments
Let x be observation vector in a linear model with expectation µ = Aβ and the
variance–covariance matrix σV . Then by the well known Lehmann–Scheffé Theorem
(see [4] or [8]) a vector statistic Fx is a Best Unbiased Estimator of µ, if and only if,
it is not correlated with any unbiased estimator of zero. This leads to the conditions:
FA = A and R(VF ′) ⊆ R(A) (cf. [14]). The following theorem will be convenient
in the further consideration.
Theorem 7. Let x be a random vector with expectation µ = Aβ and the variance–
covariance matrix σV . If R(A) ⊆ R(V ) then
(a) The statistic







is a Best Unbiased Estimator of µ.
(b) If µ˜ is any Best Unbiased Estimator of µ then µ˜ = µˆ almost surely.
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Proof. Assertion (a) follows from Theorem 4(a) by setting B = A and F = I , while
the assertion (b) follows directly from Theorem 4 (b). 
Now consider normal linear models N1 = N(Aβ, σV ) and N2 = N(Bβ, σW).
Let us remind that necessary and sufficient conditions for N1 to be at least as good
as N2 (for estimation of all functions ψ = k′β + cσ ) reduce to (1) and (2). The
following theorem characterizes these conditions in terms of linear transformations
of the observation vector.
Theorem 8. Let x ∈ Rn and y ∈ Rm be observation vectors in normal linear models
N1 = N(Aβ, σV ) and N2 = N(Bβ, σW), respectively. Then the following condi-
tions are equivalent:
(i) The model N1 is at least as good as the model N2.
(ii) There exists an m× n matrix F and a normal random vector z ∈ Rm, indepen-
dent of x, with expectation zero and the variance–covariance matrix σG, such
that R(G) ⊆ R[F(V + AA′)] and Fx + z has the same distribution as y.
(iii) There exists anm× nmatrixF and a normal random vectoru ∈ Rn, independent
of x, with expectation zero and the variance–covariance matrix σH, such that
R(H) ⊆ R(V + AA′) and F(x + u) has the same distribution as y.
Proof. Let us define V1 = V + AA′ and W1 = W + BB ′. We observe that the con-
ditions W − FVF ′  0 and W1 − FV1F ′  0 are equivalent providing that B =
FA, and, moreover, R(A) ⊆ R(V1) and R(B) ⊆ R(W1). Now the Theorem follows
directly from Theorem 6(c). 
Remark 2. If R(A) ⊆ R(V ) then the term V + AA′ in (ii) and (iii) may be replaced
by V .
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