In this paper, we consider a nonparametric model with a time-varying regression function and locally stationary regressors. We are interested in the question whether the regression function has the same shape over a given time span. To tackle this testing problem, we propose a kernel-based L 2 -test statistic. We derive the asymptotic distribution of the statistic both under the null and under fixed and local alternatives. To improve the small sample behaviour of the test, we set up a wild bootstrap procedure and derive the asymptotic properties thereof. The theoretical analysis of the paper is complemented by a simulation study and a real data example.
Introduction
In this paper, we are concerned with a testing issue in the nonparametric regression framework Y t,T = m t T , X t,T + ε t,T for t = 1, . . . , T,
where E[ε t,T |X t,T ] = 0 and the covariates X t,T = (X 1 t,T , . . . , X d t,T ) have dimension d. The regression function m in this setting is allowed to vary over time. Moreover, the regressors X t,T are not restricted to be stationary but are allowed to be locally stationary. Intuitively speaking, a process is locally stationary if over short periods of time (i.e. locally in time) it behaves approximately stationary. Throughout the introduction, we stick to this intuitive concept of local stationarity. A formal definition is given later on. Note that as usual in the literature on locally stationary processes, we have rescaled the time argument of the regression function to the unit interval.
We are interested in the question whether the function m(u, ·) in model (1) has the same shape for all time points u within a given time span I ⊂ [0, 1]. Put differently, we want to test for structural stability of the regression function over the time period I. The main goal of the paper is to develop a formal procedure to do so. Depending on the application, the time span I of interest may take different forms. In some applications, it will be an interval. In others, it will be the union of disjoint intervals. In our data example in Section 6, for instance, we investigate whether the regression function of a volatility model has the same shape within two different crisis periods, i.e., within two disjoint time intervals. To accommodate these different situations, we do not restrict the time period I to be an interval but rather allow it to be a finite union of intervals. As a special case, we can set I = [0, 1] . This amounts to testing for global stability of the regression function m. There is a wide range of articles which analyze this testing issue in a parametric setting where the function m is known up to a finite number of time-varying coefficients; see e.g. Chen & Hong (2012) , Kristensen (2012) or Zhang & Wu (2012) for some more recent references. If the model at hand is an autoregressive process with time-varying parameters, then the issue of testing for parameter stability is closely related to that of testing for stationarity in a locally stationary setup. Procedures to test for stationarity within a general class of locally stationary processes have been developed for example by Paparoditis (2009 Paparoditis ( , 2010 , Dette et al. (2011) and Preuß et al. (2012) . These articles approach the problem in the frequency domain and construct procedures to test whether the spectral density of the time series process under investigation is timeinvariant. Whereas the issue of testing for structural stability has received much attention in the parametric regression case, there is relatively little work in the nonparametric case. Hidalgo (1995) considers the model Y t,T = g( t T , X t )+ε t , where the regressors X t are restricted to be strictly stationary. He develops a conditional moment test for the hypothesis that g(u, ·) = g(·) for a fixed function g(·) and all time points u ∈ [0, 1]. Su & Xiao (2008) suggest a CUSUM type test in a similar setting. They allow for nonstationarities in the covariates but analyze the behaviour of their test statistic only on a rather specific type of (local) alternatives. Finally, Su & White (2010) set up a test for structural change in partially linear models. A related strand of the literature deals with estimating the location and size of structural breaks in nonparametric regression. Müller (1992) , for example, considers a nonparametric regression model with a fixed design and derives both the convergence rates and a central limit theorem for the estimates of the location and the size of the breaks in the regression function. Wu & Chu (1993) propose a test for the number of breaks in a similar setting. Delgado & Hidalgo (2000) consider the model Y t,T = g( t T , X t ) + ε t and propose estimates for both the location and the size of the breaks in the function g, which may occur in time direction or in the direction of the regressor X t . In the following sections, we develop a new statistical method to test for time-invariance of the regression function m in the general framework (1) over a given time span I and provide a complete asymptotic theory for the behaviour of our test. A detailed description of model (1) and of the main assumptions on the model components including a rigorous definition of local stationarity is given in Section 2. Our test statistic measures an L 2 -distance between kernel estimates of the functions m(u, ·) and m(v, ·) at different time points u, v ∈ I and is introduced in Section 3. Its asymptotic properties are analyzed in Section 4. The limit behaviour of the test statistic will turn out to be mainly driven by a quadratic form. Not much is known about the asymptotic behaviour of quadratic forms in a locally stationary setting. To our knowledge, Lee & Subba Rao (2011) are the only ones who have analyzed a general class of quadratic forms for locally stationary processes so far. However, the class they consider does not cover our case. The main theoretical challenge thus lies in the derivation of a limit theory for the quadratic form which shows up in our setup. To improve the finite sample behaviour of our test, we propose a wild bootstrap procedure in Subsection 4.3 and derive the asymptotic properties thereof. In addition, we carry out a simulation study in Section 5 which confirms that our bootstrap procedure works well in small samples. The simulation study is complemented by a financial data example in Section 6.
The Model
In this section, we give a detailed description of the regression framework (1) which underlies our testing problem. The components of the model, namely the function m, the regressors X t,T and the residuals ε t,T , are required to have the following main properties:
(a) The function m is assumed to be smooth in time direction. We thus allow for gradual changes but rule out sudden structural breaks in time direction. The exact smoothness conditions on m are listed in Subsection 4.1. Some discussion on how our test statistic behaves in the presence of structural breaks is provided in Subsection 7.2.
(b) As already noted in the introduction, we do not restrict the regressors to be strictly stationary. Instead, we allow the triangular array {X t,T : t = 1, . . . , T } to be locally stationary, which for our purpose is defined as follows:
Definition 2.1. The process {X t,T } is locally stationary if for each rescaled time point u ∈ [0, 1] there exists an associated process {X t (u)} with the following two properties:
(i) {X t (u)} is strictly stationary with density f Xt(u) ,
(ii) it holds that
where {U t,T (u)} is a process of positive variables satisfying E[(U t,T (u)) ρ ] < C for some ρ > 0 and C < ∞ independent of u, t and T . · denotes an arbitrary norm on R d .
This definition of local stationarity has been introduced in Vogt (2012) . Intuitively speaking, it says that the process {X t,T } can be approximated locally around each time point u by a strictly stationary process, namely the process {X t (u)}. Similar definitions can be found e.g. in Dahlhaus & Subba Rao (2006) or Koo & Linton (2012) .
(c) The error process {ε t,T : t = 1, . . . , T } is assumed to have the martingale difference property that
for all t. This rules out autocorrelation in the error terms but allows for heteroskedasticity. (2) is for example satisfied by residuals of the form
where σ is a time-varying volatility function and {ε t } is an i.i.d. process having the property that ε t is independent of X s,T for s ≤ t. Imposing a martingale difference structure on the regression errors is technically convenient, as it allows us to apply a central limit theorem for martingale differences in the proofs. Similar martingale difference type conditions on the error terms are quite common in the literature on nonparametric kernel-based tests; see e.g. Fan & Li (1999) , Li (1999) or Su & Xiao (2008) . To simplify the calculations in the proofs later on, we will work with the specific error structure (3) instead of the more general martingale difference structure (2). The proofs can however be easily adjusted to work under the assumption (2).
An important class of processes that fit into the framework (1) is given by the nonlinear autoregressive model
One can show that under suitable low-level conditions on m, σ and the residuals ε t , the components of model (4) have the properties (a)-(c). In particular, the autoregressive process {Y t,T } can be shown to be locally stationary and strongly mixing with mixing coefficients that decay exponentially fast to zero. For a detailed analysis of model (4) and a proof of these results see Vogt (2012) . The time-varying regression function m of model (1) can be estimated by nonparametric kernel techniques. In what follows, we work with a Nadaraya-Watson type estimator. Alternatively, our test statistic could be based on local linear or more generally on local polynomial smoothers; see Fan & Gijbels (1996) for a detailed account of the local polynomial estimation method. The Nadaraya-Watson estimator of m is given bŷ
In this definition, K denotes a one-dimensional kernel function and we use the notation
). For simplicity, we employ a product kernel and assume that the bandwidth is the same in each direction. Our results can however be easily modified to allow for non-product kernels and different bandwidths. The asymptotic properties of the estimatorm h are summarized in the first subsection of the Appendix.
The Test Statistic
Let I ⊂ [0, 1] be an interval or a finite union of intervals. We want to test whether the regression function m(u, ·) has the same shape at all time points u ∈ I. The null hypothesis is thus given by
where π is some weight function. The null hypothesis can equivalently be expressed as
A natural way to come up with a test statistic for this problem is to replace the unknown regression function m in the above L 2 -distance by an estimator and to rescale appropriately. This yields the weighted L 2 -test statistic
wherem h is the Nadaraya-Watson smoother defined in (5). For simplicity, we assume that the weight function π has bounded support. 1 In the literature, related L 2 -type test statistics have been used to test for parametric specification. In contrast to our setting, these statistics measure an L 2 -distance between a nonparametric and a (semi)parametric fit; see e.g. Härdle & Mammen (1993) , Sergides & Paparoditis (2009 .
In what follows, we analyze the asymptotic behaviour of S T under the null hypothesis as well as under fixed and local alternatives. The fixed alternative hypothesis is given by
To get a rough impression of the power of the test, we additionally examine local alternatives, i.e., alternatives that converge to H 0 as the sample size grows. To formulate these alternatives, we define the sequence of functions
The case of unbounded support can be handled as follows: The uniform convergence results on the Nadaraya-Watson estimator in Lemmas A1-A3 in the Appendix can be extended to hold over diverging compact sets. We can thus allow for unbounded support of π by letting the limits of the integrals in S T diverge to infinity at an appropriate rate as the sample size increases.
where c T → 0, the function ∆ is continuous and m satisfies the null hypothesis (i.e. is time-invariant within I). The process {Y t,T } is thus given by
If the process {Y t,T } is generated according to (7), we move along the sequence of local alternatives
with
Note that the weighted L 2 -distance in (8) gets smaller as the sample size increases, i.e., the hypothesis H 1,T comes closer and closer to H 0 as T tends to infinity.
Asymptotics
In what follows, we describe the asymptotic properties of the test statistic S T defined in (6). Subsection 4.1 lists the conditions needed to do so. In Subsection 4.2, we derive the asymptotic distribution of S T under the null as well as under fixed and local alternatives. Moreover, we explain how to bootstrap S T in Subsection 4.3 and show that the proposed bootstrap is consistent.
Assumptions
We make the following assumptions.
(C1) The process {X t,T } is locally stationary in the sense of Definition 2.1 with some ρ ≥ 1. Thus, for each time point u ∈ [0, 1], there exists a strictly stationary process
(C2) The array {X t,T , ε t,T } is strongly mixing with mixing coefficients α(k) that converge exponentially fast to zero, i.e., α(k) ≤ Ca k for some a < 1.
(C3) The bandwidth h satisfies T h 2d+2 → ∞. Moreover, let r be a natural number with
(C4) The kernel K is bounded and has compact support, i.e., K(v) = 0 for all |v| > C 1 with some
The functions f and m are r-times continuously differentiable. Moreover, inf u∈[0,1],x∈S f (u, x) > 0, where S is the closure of the set {x ∈ R d | π(x) = 0}.
(C6) The residuals are of the form ε t,T = σ( t T , X t,T )ε t . Here, σ is a Lipschitz continuous function and {ε t } is an i.i.d. process having the property that ε t is independent of X s,T for s ≤ t. The variables ε t satisfy E[|ε t | 8+δ ] < ∞ for some small δ > 0 and are
(C7) Let f X t,T be the density of X t,T and f X t,T ,X t+l,T the density of (X t,T , X t+l,T ). For
We briefly give some remarks on the above assumptions. We start with a reminder of the definition of an α-mixing array. Let (Ω, A, P) be a probability space and let B and C be subfields of A. Define
Moreover, for an array {Z t,T : 1 ≤ t ≤ T }, define the coefficients
where σ(Z) is the σ-field generated by Z. The array {Z t,T } is said to be α-mixing (or strongly mixing) if α(k) → 0 as k → ∞. Note that we do not necessarily require exponentially decaying mixing rates as assumed in (C2). These could be replaced by sufficiently large polynomial rates. We nevertheless make the stronger assumption (C2) to keep the notation in the proofs as simple as possible. Assumptions (C3)-(C5) allow us to use higher-order kernels (r > 2) in the analysis of the test statistic. Note however, that we only need them if the dimension of the regressors d is larger than 1. If d = 1, we can set r = 2 and choose the bandwidth h to satisfy CT
+δ) for some small δ > 0 and a positive constant C. Finally, assumption (C7) is required to derive the uniform convergence rates of the estimatorm h . It is a modification of the conditions (5)-(7) used in Hansen (2008) .
The Asymptotic Distribution of S T
We now summarize the results on the asymptotic behaviour of the test statistic S T . To formulate the theorems, we introduce the following shorthands: Let ω(u) = I(u ∈ I) as well as λ I = ω(u)du and define
As we will see later on, V plays the role of the asymptotic variance of S T . In addition, we define
Using these definitions, we can introduce the term
which turns out to be the bias by which S T has to be corrected later on. The two bias components B T,3 and B T,4 are due to the smoothing bias of the Nadaraya-Watson estimatorm h . Importantly, they converge to zero as long as d ≤ 2 and thus only contribute to the bias of the test statistic in higher dimensions. As can be seen, both the variance V and the bias B T depend on the volatility function σ. This dependence captures how the test statistic is affected by the presence of heteroskedasticity in the model. With the above definitions at hand, we can now formulate the main results. The first theorem states that under the null hypothesis, S T weakly converges to a Gaussian distribution if we subtract the bias term B T that diverges to infinity.
Theorem 4.1. Assume that (C1)-(C7) are fulfilled and let I be a closed subset of (0, 1).
Going back to the formula for V , the asymptotic variance of the test statistic is seen to depend on the length of the time span I, i.e. on λ I = ω(u)du. This intuitively makes sense as the test statistic measures an L 2 -distance between estimates of the regression function at different time points u, v ∈ I. The larger the time span I, the larger this L 2 -distance gets, which becomes reflected in the asymptotic variance V via its dependence on λ I . We now turn to the behaviour of S T under fixed alternatives. The next theorem shows that S T (corrected by the bias term B T ) diverges in probability to infinity under H 1 . The test based on the statistic S T − B T is thus consistent against fixed alternatives.
Theorem 4.2. Assume that (C1)-(C7) are fulfilled and let I be a closed subset of (0, 1).
We finally examine the behaviour of S T under local alternatives to get an idea of the quality of the test. According to the next theorem, the asymptotic power of the test against alternatives of the form m + c T ∆ with c T = (T h (d+1)/2 ) −1/2 and m satisfying the null hypothesis is constant for all functions ∆ with the same value ∆ I , where ∆ I is specified in Theorem 4.3. A similar behaviour is well-known from other kernel-based L 2 -test statistics (see e.g. Härdle & Mammen (1993) ).
Theorem 4.3. Assume that (C1)-(C7) are fulfilled, let I be a closed subset of (0, 1) and
To prove Theorem 4.3, we require the process {X t,T } to be locally stationary and strongly mixing under local alternatives. This is guaranteed by the conditions (C1) and (C2). Note however that it is not clear at all whether the autoregressive process {Y t,T } defined in (4) fulfills (C1) and (C2) under local alternatives. In this paper, we do not explore this issue any further. Instead, we simply exclude the autoregressive case when examining local alternatives.
Bootstrapping S T
Theorem 4.1 allows us to approximate the distribution of the test statistic S T by a Gaussian distribution. It is however well-known that in nonparametric hypothesis testing, the test statistic converges rather slowly to the asymptotic distribution (see e.g. Li & Wang (1998) or Härdle & Mammen (1993) ). The approximation in finite samples is thus rather poor in many cases. Moreover, the bias and variance expressions B T and V contain unknown functions. Replacing them by consistent estimates results in further approximation errors.
A common way to improve the finite sample behaviour of a test is to use bootstrap methods. In what follows, we set up a wild bootstrap procedure. This type of bootstrap has been applied in a nonparametric time series context before; see e.g. Franke et al. (2002) or Kreiss et al. (2008) . An alternative procedure that is often used for dependent data is the block bootstrap by Künsch (1989) . This bootstrap technique is however problematic to apply in our setting as it does not appropriately mimic the regression structure of the model. This issue has been pointed out by Härdle & Mammen (1993) in an i.i.d. setting for a standard empirical bootstrap (i.e. for a block bootstrap with a block length of one). If we are working with the autoregressive model (4), another possibility is to use the autoregression bootstrap examined in Franke et al. (2002) . This procedure has the advantage that it captures the dependence of the data by mimicking its autoregressive structure. However, its asymptotic properties are much harder to analyze than those of the wild bootstrap. The wild bootstrap sample in our framework is given by {Y *
, where we define
The bootstrap residuals are constructed as
, X t,T ) are the estimated residuals and {η t } is some sequence of i.i.d. variables with zero mean and unit variance that is independent of {Y t,T , X t,T } T t=1 . Moreover, the estimatem g is defined as
with ω(u) = I(u ∈ I) and a bandwidth g. It approximates the average regression function m(x) = m(u, x)ω(u)du/ ω(u)du, which under the null is equal to the true timeinvariant regression function on the time span I. The bandwidth g is required to satisfy g h. The exact conditions on the oversmoothed bandwidth g are summarized in condition (C8) below. Given the bootstrap sample {Y * t,T , X t,T } T t=1 , we can define the Nadaraya-Watson estimator
Replacing the estimatem h bym * h in the statistic S T , we obtain the bootstrap test statistic
In Theorem 4.4, we will show that the statistic S * T approximates the distribution of S T under the null hypothesis no matter whether the null is true or not. This intuitively makes sense: Both under the null and under alternatives, the smootherm g estimates a function that is time-invariant over the time span I. The bootstrap sample {Y *
thus imitates the model under the null even if the alternative is true. For this reason, S * T should mimic the distribution of S T under the null hypothesis no matter whether the null holds or not.
To formulate the asymptotic properties of the bootstrap statistic S * T , we let P
) and introduce the assumption
The first two conditions on g specify how strongly we have to oversmooth the estimatẽ m g . Note that the latter three conditions can always be fulfilled if r is large enough, i.e., if we work with higher-order kernels and the functions f and m are assumed to be sufficiently smooth. In the case with d = 1 and r = 2, the above conditions simplify to h/g → 0 and T g 4 h → 0. These are fulfilled for example by setting g = (log T )h and
+δ) for some small δ > 0 and a constant C.
The next theorem shows that the above defined wild bootstrap is consistent.
Theorem 4.4. Let (C1)-(C8) be fulfilled and let I be a closed subset of (0, 1). Then
with probability tending to one. Put differently,
, where Φ is a Gaussian distribution function with mean zero and variance V .
Simulations
In this section, we examine the small sample behaviour of the proposed wild bootstrap procedure in a Monte Carlo experiment. To do so, we simulate the autoregressive model
with i.i.d. errors ε t that follow a standard normal distribution. We consider a linear and a nonlinear specification of the regression function m: to examine how our method performs in the presence of sudden structural breaks.
where k is an extremely large natural number, e.g. k = 10 12 . The parameter functions b i determine the time-varying amplitude of the sine curve b i (u) sin(0.5πy) and are defined by
for i = 0, 1, 2, where c 0 = 0, c 1 = 0.1 and c 2 = 0.2. As before, we additionally consider a parameter function with a structural break. In particular, since b 2 (0) ≈ 1.7 and b 2 (1) ≈ 2.3, we work with the jump function
By Theorem 3.2 in Vogt (2012) , the autoregressive process (9) To produce the simulation results, we use Nadaraya-Watson smoothers with an Epanechnikov kernel. Both in the linear and nonlinear settings, we choose the bandwidth in time direction to equal 0.15 and the bandwidth in the direction of the regressor Y t−1,T to equal 0.75. To check the robustness of our results, we have varied the bandwidth in time direction between 0.1 and 0.2 and the bandwidth in the direction of Y t−1,T between 0.5 and 1.0. As this yields very similar results, we do not report them here. The bandwidth g must converge to zero more slowly than h from a theoretical perspective. However, as long as the order of h is between O(T −(1/4−δ) ) and
we may pick any bandwidth g with h/g → 0. Hence, g may differ from h only slightly and converge to zero almost as quickly. In the simulations, we ignore this technicality and simply set g = h. Finally, let q and q be the 5% and 95% quantiles of the process
, depending on whether we consider the linear or the nonlinear simulation setup. The weight function π is chosen as π(x) = I(x ∈ [q, q]). We thus ignore the extreme tails of the process {Y t,T } to avoid boundary effects. Figure 2 . The table on the left-hand side reports the estimated power of the bootstrap test for different nominal levels. A graphical illustration of the power is given by the size-power curves in the righthand plot. Overall, the test appears to have good power against the chosen alternatives. One can nicely see that the power increases as we move from model (M
The power results in (M
2 ), i.e., as we move further away from the null hypothesis of time-invariance on the time span I. Moreover, the results for (M L 3 ) suggest that the test does not only have good power against smooth alternatives but also against sudden structural breaks. The results in Figures 1 and 2 were generated as follows: Let S T,n be the value of the test statistic S T in the n-th simulated sample. Moreover, let S * T,n,b be the value of the bootstrap statistic S * T in the b-th bootstrap sample generated from the n-th simulation. We now turn to the simulation results for the nonlinear model specifications. 
Application
We now apply our bootstrap procedure to a sample of financial volatility data. In particular, we consider the daily volatilities of the S&P 500 index. As a daily volatility measure, we use the so-called high-low range which is defined as the difference between the highest and lowest logarithmic price of a day. Alternatively, we could base our analysis on other volatility measures such as realized volatility. The high-low range has a long history in finance and has been employed in a variety of studies such as Schwert (1990) , Alizadeh et al. (2002) and Martens & van Dijk (2007) . As in many other papers, we work with the logarithmic transform of the high-low range. Our sample of logarithmic range data spans the period from 01/2000 to 12/2010 and is depicted in the left-hand panel of Figure 5 . The right-hand panel provides some descriptive statistics. As can be seen, the data are slightly skewed and exhibit a moderate amount of kurtosis. In recent years, a wide range of AR-type models have been proposed to model the daily time series dynamics of volatility measures such as realized volatility or the high-low range.
As most volatility measures are characterized by slowly decaying sample autocorrelations, long-memory models like ARFIMA have been employed quite frequently; see Andersen et al. (2003) and Pong et al. (2004) among others. However, as pointed out for example in Mikosch & Stȃricȃ (2004) , the long-memory behaviour may be spuriously generated by structural change in the volatility process. This has led several authors to use AR-type models with time-varying parameters for modelling volatility; see e.g. Chen et al. (2010) . Related time-varying volatility models have been proposed in Spokoiny (2009) Following the above considerations, we set up an autoregressive model with a time-varying regression function to capture the dynamics of daily volatility. Letting r t,T denote the logarithm of the daily range, we consider the model
where E[ε t,T |r t−1,T ] = 0 and m 0 (
is the unconditional mean. The function m 1 in model (10) describes the volatility dynamics apart from level shifts, which are captured by the mean function m 0 . We are interested in the question whether m 0 and m 1 vary over time. To test for time-invariance of m 0 , a standard test for parameter stability may be used. For this reason, we restrict attention to the function m 1 . To test for time-invariance of m 1 , we modify our procedure as follows: Rewrite (10) as
where r were known, we could simply apply our procedure to the sample {r 
)r t,T to estimate the mean function m 0 at the time point u. Moreover, the function m 1 is estimated by a Nadaraya-Watson smoother m 1,h calculated from the sample {r c t,T , r t−1,T }. This slightly modified approach has very similar asymptotic properties as those discussed in the previous sections. In particular, the wild bootstrap is still consistent. The details are given in Subsection 7.1. We now apply model (11) to the sample of daily range data from Figure 5 and use our bootstrap procedure to test for time-invariance of the function m 1 . As a first example, we check whether the function has the same shape within two different time periods in our sample, a period shortly after the technology bubble burst (08/2000 -01/2001) and a period at the beginning of the recent financial crisis (08/2007 -01/2008) . Figure 6 shows the estimates of m 1 within these two periods. As can be seen, the fits are fairly stable within each of the two time intervals. Our bootstrap test confirms this impression. Applying it to each of the two intervals separately, we find a p-value roughly between 0.2 and 0.7 for a wide range of different bandwidths. This is strong evidence that the function m 1 is time-invariant within each of the two periods. The two fits in Figure 7 have a similar shape and pointwise confidence bands which strongly overlap. However, there are also clear differences between them and regions where the confidence intervals are separated. To clarify whether the differences between the two fits are due to estimation error or to a structural change in the function m 1 , we apply our bootstrap procedure to the union of the two intervals I A and I B . The estimated p-values for a variety of different bandwidths are summarized in Table 1 . The p-values in Table 1 lie in the region between 0.29 and 0.59. Thus, the bootstrap test does not reject the null hypothesis of stability at the usual significance levels. This is evidence that the function m 1 in our volatility model has the same shape on both intervals I A and I B , i.e., both when the technology bubble burst and when the recent financial crisis broke out.
As a second example, we test whether the function m 1 in model (11) is time-invariant over the last six months of 2008. This is a fairly turbulent time period, which in particular includes the bankruptcy of Lehman Brothers. Table 2 presents the estimated p-values of our procedure for a number of different bandwidths. 
Concluding Remarks
In this paper, we have developed a nonparametric procedure to test whether the timevarying regression function in model (1) has the same shape over a time period I ⊂ [0, 1].
In our theoretical analysis, we have examined the asymptotic behaviour of the proposed approach. In particular, we have shown that after subtracting a bias term that diverges to infinity, the test statistic weakly converges to a normal distribution (both under the null and under local alternatives). To improve the small sample behaviour of the test, we have set up a wild bootstrap procedure and have shown that it is consistent. Our procedure may be extended in various directions. We close the paper by outlining some of them.
A Modified Version of the Test
When our test rejects the null, this is evidence for time-variation in the function m. The test being very general, it however remains silent about which features of the function are time-varying. In particular, the variation may stem from a simple unconditional mean shift, or it may be due to changes in more subtle features of the function. In what follows, we explain how to modify our approach to make it a bit more informative about which aspects of the function are changing over time.
In a first step, we reformulate model (1). Letting m 0 (
, X t,T )] be the unconditional mean function, we can rewrite (1) as
where m 1 (u, x) := m(u, x) − m 0 (u) and by construction E[m 1 ( t T , X t,T )] = 0 for all time points t. We thus split up the regression function m into two components: the unconditional mean m 0 and its "demeaned" version m 1 . Given the formulation (12) of our model, we may now test separately whether the functions m 0 and m 1 are changing over time. This allows us to distinguish simple mean shifts from time-variations in more subtle aspects of the regression function. To test whether m 0 is changing over time, a simplified version of our test statistic may be employed which measures an L 2 -distance between kernel estimators of m 0 . Alternatively, one of the many tests for parameter stability may be used. To test whether m 1 is timevarying, we adapt our test statistic to the situation at hand: Let the mean function m 0 be estimated by the kernel averagê
and letŶ
) be the approximately demeaned version of Y t,T . Based on the sample {Ŷ c t,T , X t,T }, we then construct the Nadaraya-Watson smoother
to estimate the function m 1 . Replacing the estimatorm h in the test statistic S T bym 1,h , we obtain the modified statistic
Analogously as in Section 4.3, we can set up a wild bootstrap version of S c T . Slightly abusing notation, we let the bootstrap sample be given by {Y * t,T , X t,T } 
where V is the variance expression defined in Section 4.2 and B 
,t,T and we use the shorthands 
conditional on the sample {Y t,T , X t,T } T t=1 with probability tending to one both under the null and under alternatives. The results (13) and (14) T can be seen to consist of the same components as S T and S * T together with some additional terms, which can be analyzed by slightly modifying the arguments from the proofs.
Structural Breaks
The theoretical results of the paper have been derived under the assumption that the function m varies smoothly over time. An interesting issue is whether our procedure is not only able to detect smooth changes but also sudden breaks in m. To clarify this issue, let m have a break at the time point u 0 ∈ (0, 1) and assume for simplicity that it is time-invariant otherwise. Moreover, let I ⊂ (0, 1) be a time period whose interior contains the time point u 0 . We now use our procedure to test whether m is time-invariant within the period I. To do so, let I 1 = I \ [u 0 − C 1 h, u 0 + C 1 h] and write
where B T (I) is the bias term that corresponds to the statistic S T (I). Furthermore, using the arguments from the proof of Theorems 4.1-4.3, it is easy to see that
Combining (15) and (16) immediately yields that our test is consistent against breaks of fixed size. To get a better idea of the power of the test in the presence of breaks, one should also analyze its behaviour in situations where the function m has a break of shrinking size. As far as we can see, this can however not be done by a straightforward modification of our proofs but requires substantially new and different arguments.
Additive Models
Our procedure being fully nonparametric, it suffers from the curse of dimensionality: When the dimension d of the covariates is large, the convergence rates of the NadarayaWatson smoothers are rather slow resulting in a poor behaviour of the test statistics. One way to circumvent the curse of dimensionality is to put a bit of structure on the regression function m. In particular, one may assume that it splits up into time-varying additive components, thus yielding the model
The component functions m j in (17) can be estimated by smooth backfitting methods as introduced in Mammen et al. (1999) . As shown in Vogt (2012) , the resulting estimators uniformly converge to the true component functions at the usual two-dimensional nonparametric rate, no matter how large the full dimension d. Thus, the convergence rate does not deteriorate as the dimension grows.
To cope with the case of high dimensions d, it would be useful to extend our testing theory to the additive setting (17). In particular, we would like to test (i) whether the additive regression function m(u, x) = m 0 (u) + d j=1 m j (u, x j ) as a whole varies over time and (ii)
whether a specific component function m j (u, x j ) is time-varying. Even though it is by no means trivial to extend our theory to tackle these issues, it may be possible to do so along the following lines: Mammen & Park (2005) have derived stochastic higher-order expansions for smooth backfitting estimators in an i.i.d. setting. These expansions link the backfitting estimators to the underlying Nadaraya-Watson smoothers which are used as pilot estimates in the algorithm. We conjecture that similar higher-order expansions may be derived in the setup (17) and that it is possible to extend our proofs with the help of these expansions.
A Appendix
In what follows, we prove Theorems 4.1-4.3 and 4.4. Throughout the appendix, we use the symbol C to denote a universal real constant which may take a different value on each occurrence.
Auxiliary Results
To analyze the asymptotic behaviour of the test statistic S T , we need some results on uniform convergence of the Nadaraya-Watson estimatorm h . To formulate these results, we split up the expressionm h (u, x) − m(u, x) into different components according tô
The following two lemmas summarize the convergence behaviour of these three components.
Lemma A1. Let (C1)-(C7) be fulfilled. Then
where the compact set S ⊂ R d has been defined in (C5).
Lemma A2. Let (C1)-(C7) be fulfilled and let
Combining these two lemmas immediately yields the following result.
Lemma A3. Let (C1)-(C7) be fulfilled and let
Lemmas A1-A3 directly follow from the results in Vogt (2012) .
Proof of Theorems 4.1-4.3
In what follows, we give the proof of Theorem 4.3. Theorem 4.1 is obtained by setting the function ∆ equal to zero in the proof. Some straightforward additional considerations yield Theorem 4.2. Using the shorthands
, we can rewrite the statistic S T as
Theorem 4.3 immediately follows from the following three lemmas.
We now give the proofs of the above lemmas. Throughout, we use the notation
Proof of Lemma A4. Let
Using the shorthand λ I = ω(ϕ)dϕ, we obtain that U T = 2(U T,1 − U T,2 ) with
In what follows, we show that
with V 1 = V /4. Combining (18) and (19) completes the proof. To show (18), we split up U T,1 into two parts according to
where we have used the uniform convergence results of Lemmas A1-A3 to replace the kernel densityf h (u, x) by the true density f (u, x). In the sequel, we show that
(
This immediately yields (18). To prove (19), we analogously decompose U T,2 into two parts, U T,2 = U To prove the second claim, we proceed as follows: To start with, we successively replace X t,T with the approximating variables X t ( t T ), using the fact that
. This can be achieved by the same techniques as in the proof of Theorem 4.2 in Vogt (2012) , which yield that
Next note that
uniformly in u and z. This follows from the fact that the sum on the left-hand side can be regarded as a Riemann approximation of the integral on the right. Exploiting the smoothness conditions on K, σ and f , the approximation error can be calculated to be of the order (T h 3 ) −1 . With the help of (22), we finally arrive at
Proof of (21). We rewrite U V T,1 as
Note that under (C6), {Z t,T , F t,T } with F t,T = σ(X t+1,T , X t,T , ε t,T , . . . , X 1,T , ε 1,T ) is a martingale difference array. We can thus use a central limit theorem for martingale difference arrays (in particular Theorem 1 in Chapter 8 of Pollard (1984) ) to show that T t=1 Z t,T is asymptotically normal. According to the theorem in Pollard (1984) , it suffices to verify the following conditions:
This yields (21).
Proof of (CLT1). We can write
where S t denotes the set of index tuples (s, s , s , s ) with s, s , s , s < t, ω(u) = I(u ∈ I), u = (u, u , u , u ) and x = (x, x , x , x ). Moreover,
and W s ,T (u , x ), W s ,T (u , x ), W s ,T (u , x ) denote analogous expressions. We now partition S t into the subsets 
In what follows, we show that Q (i)
T → 0 for i = 1, . . . , 5. To lay out the proving strategy, we give a detailed account of the arguments for the term Q t . Because of symmetry considerations, we can assume w.l.o.g. that s ≥ s ≥ s ≥ s . Given this, the following two cases are possible:
An index k is said to be separated from another index k , if the two indices are further away from each other than C 2 log T for some large constant C 2 < ∞ to be specified later on, i.e. |k − k | > C 2 log T . Using this definition, we can further split up case (A) into the two subcases (A 1 ) s = s = s > s and s is separated from s = s = s (A 2 ) s = s = s > s and s is not separated from s = s = s .
Analogously, we can distinguish between the two subcases (B 1 ) s > s = s = s and s is separated from t (B 2 ) s > s = s = s and s is not separated from t.
Introducing the index sets
we obtain that
where the terms Q (3,k) T are defined analogously as Q
T for k = A 1 , A 2 , B 1 , B 2 . We now consider the terms Q (3,k) T one after the other.
(A 1 ) As the model variables are mixing (with exponential decay) and s is separated from s = s = s , we can use Davydov's inequality (see e.g. Bosq (1998) , Corollary 1.1) to get
where C 3 is a large positive constant (which can be chosen as large as desired by picking C 2 large enough). This immediately yields that Q (A 2 ) As s is not separated from s = s = s , the number of elements contained in the index set S (3,A 2 ) t is smaller than C log T for each given t, where C is a large positive constant independent of t. From this, it is easy to infer that Q
Using analogous arguments as for (A 1 ) and (A 2 ), we further obtain that Q Proof of (CLT2). To show (CLT2), it suffices to verify that
We first prove (23). Letting S be the set of index tuples S = (t, t , s, s , s , s ) 1 ≤ t, t , s, s , s , s ≤ T with s, s < t and s , s < t ,
we can write
where we use the shorthands
Similarly to the proof of (CLT1), we partition the index set S into different subsets. By symmetry considerations, we can restrict attention to subsets with t ≥ t , s ≥ s , and s ≥ s . Thus, the following cases are possible:
Let S (i) ⊆ S be the subset of index combinations which fulfill the requirements of case i ∈ {A, B, C} and write
To complete the proof of (23), we establish that Q only contains elements whose indices s, s , s , s are all different. Without loss of generality, we can assume that t ≥ t ≥ s > s > s > s . As in the proof of (CLT1), we say that an index k is separated from another index k if |k − k | > C 2 log T for some sufficiently large constant C 2 . With this notation at hand, we can distinguish between the following situations:
(A 1-1 ) the indices fulfill (A 1 ) and s, s , s , s are all separated from t (A 1-2 ) the indices fulfill (A 1 ) and only s , s , s are separated from t (A 1-3 ) the indices fulfill (A 1 ) and only s , s are separated from t (A 1-4 ) the indices fulfill (A 1 ) and only s is separated from t (A 1-5 ) the indices fulfill (A 1 ) and none of s, s , s , s is separated from t
In the case (A 1-1 ), we can apply Davydov's inequality to get
where C 3 is a large positive constant (which can be chosen as large as desired by picking C 2 large enough). This immediately shows that the sum of terms Γ t,t ,s,s ,s ,s (u, x) whose indices s, s , s , s are separated from t can be asymptotically ignored, or put differently, Q We partition (A 5 ) into these two subcases which are denoted by (A 5-1 ) and (A 5-2 ), respectively. First consider the subcase (A 5-1 ). To keep the notation tractable, we introduce the shorthands
With this, we can write
i.e. we can reformulate Γ t,t ,s,s ,s ,s (u, x) in terms of covariance expressions. This allows us to employ the techniques from (A 1 ) again. Specifically, we first consider the case in which some of the indices are separated from each other and apply Davydov's inequality to show that this case is asymptotically negligible. In a second step, we can then take for granted that these indices are not separated, which enables us to bound the number of elements in the index set. Setting up the proof along these lines, we arrive at Q (A 5-1 ) T → 0. We next turn to (A 5-2 ). Similarly as above, we can write
as well as
The same reasoning as for (A 5-1 ) yields that
Recalling that s = s and s = s in case (A 5-2 ), introducing the shorthand
and without loss of generality assuming d = 1, we further obtain that
In the general d-dimensional case, analogous calculations lead to the bound Cκ t,t ,s,s h −d . With the help of this bound, it is straightforward to show that
As a result, Q
Putting everything together, we finally arrive at
which implies (23).
Turning to the proof of (24), it holds that
Once more taking advantage of the mixing conditions and applying Davydov's inequality, it is seen that
In a next step, we successively replace the nonstationary variables X t,T by the approximations X t (
t T
). To do so, we apply the techniques from the proof of Theorem 4.2 in Vogt (2012), which yield
Exploiting the smoothness conditions on m, σ and the densities f in a standard way, we can now infer that
, thus completing the proof.
Proof of Lemma A5. First note that
since m T (w, z) = m(w, z) + c T ∆(w, z) with m satisfying the null hypothesis. This allows us to write
where we have used the uniform convergence results from Lemmas A1-A3 to replace the kernel density estimatesf h (u, x) andf h (v, x) by the true densities f (u, x) and f (v, x).
We start by analyzing W T,1 . As a first step, the term is split up into two components:
It is easy to see that E(W
To cope with the term W V T,1 , we further decompose it into two parts:
The second moment of W V T,1,a is given by the expression
Using similar techniques as in the proofs of (CLT1) and (CLT2), this expression can be shown to converge to zero, which yields that W V T,1,a = o p (1). We next turn to the term W V T,1,b . It holds that
Replacing the occurrences of X t,T in E Λ T,2 (u, x) by the approximating variables X t ( t T ) analogously as in the proof of (20) yields that
uniformly in u, x and z, which follows upon regarding the term on the left-hand side as a Riemann sum. Using (27), we get
Finally, exploiting the smoothness conditions on m and f together with the properties of the higher-order kernels, standard arguments yield that
uniformly in u and x. We thus arrive at
Recalling (26) Proof of Lemma A6. Using (25), recalling that c T = (T h (d+1)/2 ) −1/2 and applying the uniform convergence results of Lemmas A1-A3 to replace the kernel densitiesf h (u, x) and f h (v, x) by the true densities f (u, x) and f (v, x), we obtain
Straightforward calculations yield that
To analyze the term P T,1 , we decompose it according to
In what follows, these three terms are considered separately. To start with, the same arguments as used to analyze the term W V T,1,b in Lemma A5 yield that P T,1,b = o p (1). Moreover, it holds that
Together with (28), this immediately implies that P T,1,c = o p (1) as well. To handle the term P T,1,a , we split it up into two parts,
where
Applying the techniques from the proofs of (CLT1) and (CLT2), we can show that
2 → 0 and thus
Slightly varying the arguments for the proof of (28), we can further establish that
Finally, once more applying the techniques used to derive (CLT1) and (CLT2), we obtain that P V T,1,a = o p (1). As a result,
Putting everything together, we arrive at
Slightly modifying the above arguments, we further get that P T,2 = B T,4 + o p (1) as well as Q T,1 = o p (1) and Q T,2 = o p (1).
Proof of Theorem 4.4
The proof mimics the arguments for Theorems 4.1-4.3 in the bootstrap world. We write
and show that under the conditions of Theorem 4.4,
conditional on the sample {Y t,T , X t,T } T t=1 with probability tending to one as well as
Combining these three statements completes the proof.
For the proof of (B1)-(B3), we use the notation .
Proof of (B1).
Letting
we can write U * T = 2(U * where we have replaced the kernel densityf h (u, x) by the true density f (u, x). To do so, we have exploited the fact that
uniformly in u and x. This can be shown by using the uniform convergence results from Lemmas A1-A3 and noting that the array {ε t,T · η t } has the same mixing properties as {ε t,T } (cp. Theorem 5.2 in Bradley (2005) ). In the sequel, we prove that 
Combining (31) and (32) In what follows, we show that Q * T,3,a can be handled in the same way. Note that to apply Davydov's inequality in this context, we require the moment condition E[ε 8+δ t ] < ∞ to hold for some small δ > 0. Proceeding along these lines, we finally arrive at Q * T,3,a = o p (1). 
Proof of (B2). It holds that
uniformly in u and x. Now define C T to be the event that for some fixed constants 0 < c < C < ∞. If the constant c is chosen sufficiently small and C is large enough, then the probability of C T not occurring converges to zero. Put differently, P(C where the inequality is by the definition of the event C T . As a result, P I(C T )|W * T,1,aa | > δ = o(1), which immediately yields that W * T,1,aa = o p (1). Repeating the above arguments, the terms W * T,1,ab , W * T,1,ba and W * T,1,bb can be shown to be o p (1) as well. We thus arrive at W * T,1 = o p (1).
Analogously, we obtain that W * T,2 = o p (1). This completes the proof.
Proof of (B3). The result easily follows by using the uniform convergence rates (38) and (39).
