ABSTRACT. Denoting by PN (A, θ) = det I − Ae −iθ the characteristic polynomial on the unit circle in the complex plane of an N × N random unitary matrix A, we calculate the kth moment, defined with respect to an average over A ∈ U (N ), of the random variable corresponding to the 2βth moment of PN (A, θ) with respect to the uniform measure dθ 2π
INTRODUCTION

Let (1)
P N (A, θ) = det I − Ae −iθ , denote the characteristic polynomial of an N × N unitary matrix A on the unit circle in the complex plane.
The typical values taken by P N when A is chosen at random, uniformly with respect to Haar measure on the unitary group U (N ) (i.e. from the Circular Unitary Ensemble of Random Matrix Theory), have been the subject of extensive study. The moments of P N and its logarithm were computed in [29] using the Selberg integral and compared with the corresponding moments of the Riemann zeta function, ζ(s), on its critical line (Res = 1/2). It follows from these calculations that log P N (A, θ)/ 1 2 log N satisfies a central limit theorem when N → ∞, in that the real and imaginary parts independently converge to normal random variables with zero mean and unit variance. This is true as well without normalising, in a distributional sense [23] . The correlations of log |P N (A, θ)| can be computed using, for example, formulae due to Diaconis and Shahshahani [13] , and shown to satisfy (2) E A∈U (N ) (log |P N (A, θ)| log |P N (A, θ + x)|) ∼ The fact that log |P N (A, θ)| behaves like a log-correlated Gaussian random function has stimulated a good deal of interest recently, as it suggests a connection with other similar random fields such as those associated with the Branching Random Walk, Branching Brownian Motion, the 2-dimensional Gaussian Free Field, and Liouville quantum gravity. This observation, together with heuristic calculations and numerical experiments (c.f. [17] ), motivated a series of conjectures [18, 19] concerning the maximum of |P N (A, θ)| on the unit circle, (3) P max (A) = max 0≤θ<2π |P N (A, θ)|.
Specifically, it was conjectured that as N → ∞ (4) log P max (A) = log N − 3 4 log log N + x N (A), where x N (A) is a random variable that is O P (1) and which has a limiting value distribution that is a sum of two Gumbel distributions. Several components of these conjectures have since been proved: the first term on the righthand side of (4) was established in [1] , the second term in [35] , and the tightness of x N (A) in [7] . All of these calculations have utilised a hierarchical branching structure in the Fourier expansion of log |P N (A, θ)|,
TrA k k exp(ikθ), similar to that found in other log-correlated Gaussian fields such as the branching random walk and the 2-dimensional Gaussian Free Field; that is, they have utilised general probabilistic methods.
The association between characteristic polynomials of random matrices and the theory of the Riemann zeta-function motivates analogous conjectures for (6) ζ max (T ) = max
where T is random [18, 19, 25] . These correspond to replacing N in (4) by log T (c.f [29] ). In this case too there has been recent progress in proving the leading order term in the resulting formula when T → ∞ [2, 33] . These calculations mirror those for the the extremes of characteristic polynomials described above.
The heuristic calculations described in [19] are based on an analysis of the random variable . Specifically, the calculations centre on computing the moments of this random variable with respect to an average over A ∈ U (N ): (8) MoM N (k, β) := E A∈U (N ) 1 2π We refer to the latter as the moments of the moments of P N (A, θ). They will be the main focus of our attention. They are important because when β → ∞ the asymptotics of Z N (A, β) determines P max (A), and so it is natural to seek to understand the value distribution of P max (A) by calculating the moments of Z N (A, β) and then taking the large-β limit. We also note that the integrand in (7), when appropriately normalised, (9) |P N (A, θ)| 2β E|P N (A, θ)| 2β dθ 2π
has been the subject of considerable interest because it has been proved [34, 41] to converge to a limiting Gaussian multiplicative chaos measure [4, 24, 37] for β ∈ (− 1 4 , 1) (c.f. [38] for a corresponding result for the Riemann zeta-function on the critical line). Importantly, there is expected to be a freezing transition [19] at β = 1, leading to a different regime of behaviour when β > 1.
It was conjectured in [19] that when N → ∞
where G(s) is the Barnes G-function and c(k, β) is an unspecified function of k and β. The motivation for this conjecture was twofold. First, it follows from a heuristic calculation of the moments when k is an integer [18, 19, 25] . This calculation is based on the fact that for k ∈ N
The integrand in (11) can be computed asymptotically when N → ∞ and the θ j s are fixed and distinct using the appropriate Fisher-Hartwig formula [15] . The resulting integrals over the θ j s can then be computed when k < 1/β 2 using the Selberg integral, leading to the expression in the conjecture (10) in this range. This expression diverges as k approaches 1/β 2 from below. The reason for this is that when k ≥ 1/β 2 , singularities associated with coalescences of the θ j s become important. Developing a precise asymptotic in the range k ≥ 1/β 2 therefore requires a Fisher-Hartwig formula that is valid uniformly as the Fisher-Hartwig singularities coalesce, and achieving this in general is an important open problem. From this perspective, the regime k ≥ 1/β 2 is the more challenging one. Note that to understand the extreme value distribution requires taking β → ∞, and hence any fixed moment k will fall into this second regime in that limit. When k = 2 a uniform Fisher-Hartwig asymptotic formula was established by Claeys and Krasovsky [8] , who used this to prove the powers of N appearing in (10) in that case for all β. In a closely analogous problem in which log |P N (A, θ)| (c.f. (5) ) is replaced by a random Fourier series with the same correlation structure -such series can be considered as one-dimensional models of the two-dimensional Gaussian Free Field -the analogue of conjecture (10), due to Fyodorov and Bouchaud [16] , has recently been proved in the regime k < 1/β 2 for all k and β by Remy [36] using ideas from conformal field theory [31] .
We note that many of the conjectures and results outlined above extend to the other circular ensembles (i.e. to the CβE) [7, 17, 29] and to the Gaussian ensembles [20] [21] [22] . We note as well that there are extensive mathematics and physics literatures on log-correlated Gaussian fields; see, for example [14] , [22] and [6] , and references contained therein. There has been a particular focus on the freezing transition at β = 1. In the case of uncorrelated Gaussian fields -known as the Random Energy Model -this is well understood; see, for example, [12, 30] . For log-correlated fields the freezing transition continues to be a focus of research; see, for example, [19, 40] and references therein.
Our focus here will be on the conjecture for the asymptotics of the moments of moments (10) when k ∈ N and β ∈ N. In this case one can exploit connections with representation theory and integrable systems that have not been incorporated in the probabilistic approaches taken previously. Specifically, we shall use exact (rather than asymptotic) expressions for the integrand in (11) . This allows us to circumvent the problems described above associated with coalescing Fisher-Hartwig singularities. We note that when k and β are both integers, this automatically places us in the range where k ≥ 1/β 2 ; that is, in the regime where the approach based on using non-uniform Fisher-Hartwig asymptotics fails. We also note that our results include the freezing transition point at β = 1.
We shall use three different, but equivalent, exact formulae for the integrand in (11) . The first, which takes the form of a combinatorial sum and was proved in [9] , enables us to compute MoM N (k, β) exactly and explicitly for small values of k and β, when both take values in N. This suggests a refinement of conjecture (10) in this case: (12) MoM N (k, β) = Poly k 2 β 2 −k+1 (N ).
where Poly k 2 β 2 −k+1 (N ) is a polynomial in the variable N of degree k 2 β 2 − k + 1. This obviously implies (10) in the range k ≥ 1/β 2 for k, β ∈ N. We present this calculation in the Appendix, where we give explicit examples of the polynomials that arise. We then go on to prove (12) . We do this in two steps. The first step relies on a second formula for the integrand in (11) that is based on the representation theory of the unitary group and involves expressing MoM N (k, β) in terms of a sum of semistandard Young tableaux via the theory of symmetric functions. The application of the theory of symmetric functions in this context was developed by Bump and Gamburd [5] , who used it to analyse the moments of characteristic polynomials, following [29] and [9] . It allows us to prove that MoM N (k, β) is a polynomial function of N of degree less than or equal to k 2 β 2 . The second step involves a third formula for the integrand in (11) , which takes the form of a multiple contour integral and which was also proved in [9] . This allows us to compute the large-N asymptotics of MoM N (k, β) as N → ∞, using methods developed in [26, 27] . We show in this way that MoM N (k, β) grows like N k 2 β 2 −k+1 , thus proving (12) . This approach allows us to obtain a formula for the leading coefficient of the polynomial in (12) , which corresponds to evaluating the function c(k, β) in (10) when β and k are both integers. In particular, we show that in this case c(β, k) is itself a polynomial function of β and k.
This paper is structured as follows. In the next subsection we state some formulae for MoM N (k, β) that can be obtained straightforwardly from expressions already in the literature and formulate our general results as theorems. In the appendix we calculate MoM N (k, β) for small values of k and β, motivating (12) . In Section 2, we explain the calculation involving symmetric functions, and then in Section 3 we describe the calculation involving multiple integrals.
Previous results.
We set out in this subsection some results concerning MoM N (k, β) that can be obtained straightforwardly from calculations in the literature and that prove (12) when k = 1 and k = 2.
The case k = 1, β ∈ N follows immediately from the moment formula of Keating and Snaith [29] (c.f. also [3] ), and matches with the conjecture. Specifically, (13) MoM
which is clearly a polynomial in N of degree β 2 . In this case the leading order coefficient can be calculated [29] to be (14)
The calculation of the average in (13) was carried out in [29] using the Weyl integration formula and Selberg's integral. Bump and Gamburd [5] later give an alternative proof using symmetric function theory. In this second approach, the expression (14) was obtained by counting certain semistandard Young tableaux.
We shall see these parallel stories of symmetric function theory and complex analysis continuing for higher values of k.
A proof of (12) when k = 2, β ∈ N follows directly from formulae given in [27] . Recall that for A ∈ U (N ), the secular coefficients of A are the coefficients of its characteristic polynomial (15) det(I + xA) =
N n=0
Sc n (A)x n .
The following theorem is proved in [27] (theorem 1.5 in that paper).
where
With a change of variables, it can easily be seen that theorem 1.1 proves (12) when k = 2, β ∈ N. We make use of the generating series for I η (m, N ) given in [27] , (19) 
Then we note that
Immediately, theorem 1.1 gives us that MoM N (2, β) is a polynomial in N , and we have the correct leading order,
Theorem 1.1 was proved by two methods: symmetric function theory and complex analysis. The former determines a structure for γ η (c) coming from a standard lattice point count and proves that I η (m; N ) is a polynomial in N . By using complex analysis the result regarding the leading order in N can be established, and a different (though equivalent) form for γ η (c) found.
1.2.
Results. Our approach combines the methods and formulae developed in [5, 9, 26, 27, 29] ; in particular we make use of the complex analytic techniques employed in the latter two papers. We first reformulate (12) in terms of symmetric function theory and a lattice point count function. This enables us to prove the following theorem.
We next use a representation in terms of multiple contour integrals to prove the following theorem.
where γ k,β is a polynomial in k and β.
These theorems together prove (12) for β ∈ N. We have split the results in this way to emphasise the complementary roles played by a symmetric function theory and complex analysis.
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SYMMETRIC FUNCTION THEORY
As with the cases k = 1, 2 and β ∈ N, we can rephrase the problem in terms of symmetric function theory. For an introduction to this topic, see [32] and [39] . For a self-contained review of the tools required for the following calculation, see [27] .
The aim of this section is to prove theorem 1.2, and the first step is to use the following specialised result (proposition 4) of Bump and Gamburd [5] which links the average over the CUE to symmetric functions. Proposition 2.1. We have that
where s λ (x 1 , . . . , x n ) is the Schur polynomial in n variables with respect to the partition λ, and we write Hence, we can rewrite MoM N (k, β) in the following way
Next we note that in general one can express a Schur function as a sum over all semistandard Young tableaux (SSYT) of shape λ,
where t i is the number of times i appears in the tableaux. Thus, in the situation above, we find
where the sum is over all SSYT of rectangular shape with kβ rows by N columns, and
Hence we have
where the sum is now over T , a set of restricted SSYT described as follows. The Kronecker δ-function arising from the integral over the θ j s imposes a further condition upon the rectangular SSYT: τ j = N β. That is, there have to be N β entries from each of the sets (30) {2β(j − 1) + 1, . . . , 2jβ}, , for j ∈ {1, . . . , k}.
Thus we define restricted SSYT (RSSYT) to be those SSYT,T , satisfying this additional condition. When specialised to the case of k = 1, β ∈ N, this approach matches the proof given by Bump and Gamburd (corollary 1 of [5] ) which also uses the following well-known lemma,
The number of SSYT of shape λ with entries in 1, 2, . . . , n can be found by evaluating the Schur polynomial s λ (1, . . . , 1). We implicitly extend λ with zeros until it has length n. Then
Since the set of RSSYT is a proper subset of all SSYT, we have that the number of RSSYT of rectangular shape λ = N kβ is a polynomial in N of degree less than k 2 β 2 . This proves theorem 1.2.
MULTIPLE INTEGRALS
In this section we prove theorem 1.3. Since we have already proved this when k = 1, 2, we will henceforth focus on k > 2 (though the method we now develop can be adapted for the cases k = 1, 2 as well). A key element of the proof is the following result (lemma 2.1) of Conrey et al. [9] .
where the contours enclose the poles at α 1 , . . . , α n and
Before using lemma 3.1, we first define
which captures the average over the unitary group and thus
Our focus now switches to understanding I k,β (θ). Following Keating et al. [27] , we use lemma 3.1 to expand the average over the CUE to a multiple contour integral.
We deform each of the 2kβ contours so that any one now consists of a sum of k small circles surrounding each of the poles at −iθ 1 , . . . , −iθ k , given by Γ −iθ l for l ∈ {1, . . . , k}, and connecting straight lines whose contributions will cancel (just as in [27] , we follow the procedure outlined in [26] ). This means that we will have a sum of k 2kβ multiple integrals,
is the multiple contour integral with 2kβ contours each specialised around one of the k poles determined by the vector ε = (ε 1 , . . . , ε 2kβ ).
In fact, many of the summands do not contribute to the sum due to the highly symmetric nature of the integrand. The following lemma, which is a generalised version of lemma 4.11 in [27] , determines exactly which summands make no contribution. Its proof is left to the end of the section. Thus we have that
where J k,β;l (z; θ; ε) is the integral with contours given by
and c l (k, β) is a product of binomial coefficients capturing the symmetry exhibited by the integrand:
So c l (k, β) counts the number of ways of picking l 1 of the first kβ contours and 2β − l 1 of the second kβ contours to surround −iθ 1 , and then repeating on the remaining kβ − l 1 contours in the first half and (k − 2)β + l 1 contours in the second half, and so on. Note also that the coefficient c l (k, β) will not allow 'overcrowding' of either half. If for example we were to set l 1 = · · · = l k−1 = 2β then we would be trying to fit 2(k − 1)β labels on to kβ contours, which clearly cannot be done since we assume k > 2. However, c l (k, β) contains the binomial coefficient
and so is zero for this choice of l.
Next we perform the change of variables, 
To determine the power of N coming from the terms originating from the Vandermonde determinant, we count the sizes of the following sets,
To count the remaining power of N that remains in the denominator of the integrand, we define
Returning once more to the integrand of J k,β;l (v; θ; ε), we have that up to terms of order 1/N smaller it is equal to (48) e .
If we set
and so
, where we isolate the terms with no θ dependence and denote them by f (v; l), so explicitly
We now focus on the denominator of the integrand in eq. (49), which is the final term involving N . It will prove to be fruitful to use the properties of the α j s to remove the dependence on (m, n) ∈ B k,β;l . To this end, one can split the set B k,β;l into k 2 disjoint subsets:
and further partition S σ,τ into two subsets S + σ,τ , S − σ,τ , where
We now use the following lemma, whose proof again is left to the end of this section.
where 
Using the structure of the α m ,
Now we relate I k,β (θ) back to MoM N (k, β) using eq. (33), and switch the integrals over v and θ, giving
By noting that θ ρ − θ γ = θ k − θ γ − (θ k − θ ρ ), we now see, importantly, that the θ integral will just be a function of differences (θ j − θ k ), j ∈ {1, . . . , k − 1}. Focussing on the inner integral in eq. (53) we have
where the δ is a Kronecker δ-function. We now focus on how these constraints affect MoM N (k, β), and in particular the term depending on N . Namely, this is
.
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The second sum is over vectors b subject to certain constraints given by (⋆), see eq. (50). In particular, we have for σ < τ ,
Thus, one should think of the vector b as being broken down into sections relating to the partition of B k,β;l by the subsets S σ,τ . Then, due to the δ-functions, the integrand of MoM N (k, β) is zero unless the following hold,
where b m,n ≥ 0. One can represent the constraints via a (k − 1 × k) matrix M = (a σ,τ ) where
The k − 1 constraints described above are then equivalent to setting each the row sums of M equal to zero. From these observations we can draw two conclusions. Firstly, the sum over the vector b no longer depends on t σ,τ ; as N (β − l j ) is a fixed constant, eq. (56) is stronger than satisfying eq. (55). Secondly, since the vector elements b m,n are non-negative, we can constrain the choices of l j (the number of contours encircling the original pole at −iθ j ) in the following way. By summing the first t, t ∈ {1, . . . , k − 1}, conditions of eq. (56) (equivalently, summing the first t rows of M and equating them to zero) we find that
We also have the following lower bound on the l j s,
Since |B k,β;l | = ∅ there exists some σ, τ such that |S σ,τ | − > 0, so for at least n = 1 the right hand side inequality is strict,
In order to pull out the remaining power of N , we will use lemma 4.12 from Keating et al. [27] , Lemma 3.4.
From this we deduce that the leading power of K in the left hand side is given by the dimension of the space described by the weights k j subject to any rules placed upon them. Within lemma 3.4, one can think of the weights as forming a d-dimensional vector where the sum of the elements must equal K. Thus one has d − 1 degrees of freedom in choosing the vector elements.
This means that the information we need to extract from the constraints given through the matrix M in eq. (57) is the dimension of the space spanned by the vector b = (b m,n ) (m,n)∈B k,β;l subject to the restrictions described above. This will give us the final power of N in MoM N (k, β) .
We begin by examining the matrix M , starting with the top row. We see that satisfying the equality derived from row 1 would give k n=2 |S 1,n | − 1 degrees of freedom, and also fixes those weights -in particular (m,n)∈S 1,2 b m,n . This means that row 2 provides us with k n=3 |S 2,n | − 1 degrees of freedom, and further fixes (m,n)∈S 2,j b m,n for j ∈ {3, . . . , k}. Inductively, we see that the total degrees of freedom that we have is given by
and the sum of the weights is
Hence lemma 3.4 gives us that
and (⋆) and (⋆) denote the constraints and the normalised constraints on the vectors b and x respectively. Note that Ψ k,β;l (v) only depends polynomially on k, β, l 1 , . . . , l k−1 because calculating it relies on computing its derivatives at v = 0. Piecing everything back together, we have that
where ( †) denotes the extra constraints on l given by eq. (61) and eq. (62). We recover the conjectured power of N in (12) by recalling that |A k,β;l | + |B k,β;l | = k 2 β 2 . Finally, we note that the prefactor involving powers of (k −1)β − k−1 j=1 l j is strictly positive by eq. (62), and matches eq. (18) (the equivalent term in the leading coefficient in the the work of Keating et al. [27] ) when evaluated at η = 2β, c = β. Thus we have that
We have therefore proved theorem 1.3 provided that we can show that γ k,β = 0. Since both c l (k, β) and the term involving (k − 1)β − l j are strictly positive by the assumed constraints on l 1 , . . . , l k−1 , we just have to show that P k,β (l) = 0 (in fact it is strictly positive). To do this, we will appeal to the residue theorem.
Fix a choice of l 1 , . . . , l k−1 in agreement with the various constraints. To show that P k,β (l) is non-zero, we have to show that there is a term of the form (v 1 · · · v 2kβ ) 2β−1 with non-zero coefficient in the expansion
. We use the following expansion of the Vandermonde determinant,
From any of the Vandermonde determinants in the first product in eq. (70), we find a term of the form
, n ∈ {1, . . . , k},
and similarly for any of the terms in the second product. Thus, the Vandermonde determinants collectively contribute a term of the form (71)
and this term has a strictly positive coefficient (a detailed explanation can be found in the appendix, see section 4.2) given by
We expand the remaining product as
From the first product in the right hand side of eq. (71) we take the term
, and so on. Hence, in total from eq. (72) we have a term of the form
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We now use the exponential function in eq. (70) to give us the remaining contribution,
where the multinomial coefficient is
To complete the construction of the term of the form
Hence the required coefficient comes from looking at the term for which
Thus, we have constructed a term of the form (v 1 · · · v 2kβ ) 2β−1 which has strictly positive coefficient (the prefactors of (−1) kβ in eq. (73) and eq. (77) cancel each other) given by
In fact this is the only way to construct a term of this form from the integrand -more details are given in the appendix, see section 4.3. All that is left to prove is that the term
only contributes a positive coefficient, where recall
and y m,n = x m,n ((k − 1)β − l j ) ≥ 0 by assumption (the sum of the non-negative weights x m,n is strictly positive). Calculating γ k,β involves computing derivatives of eq. (79) and evaluating it at v = 0. In particular, we examine
Thus, in order to show that γ k,β is strictly positive we need to establish that the derivatives of eq. (81) are non-negative. This is true since each of the v m , m ∈ {1, . . . , 2kβ}, in P k,β (l) has a pole of even order at 0, and by the residue theorem we are required to differentiate the exponential term in eq. (81) an odd number of times and so the overall sign of this term, and hence of γ k,β , is positive. Furthermore, the positive contribution from
This concludes the proof of theorem 1.3.
3.1. Proof of lemma 3.2. We recall the statement of the lemma.
Lemma. Let a choice of contours in
be denoted by ε = (ε 1 , . . . , ε 2kβ ) where ε j ∈ {1, . . . , k}. If any one of the k poles is overrepresented in ε (i.e. some pole −iθ * , θ * ∈ {θ 1 , . . . , θ k }, features in at least 2β + 1 contours), then that summand is identically zero.
The proof closely follows the proof of lemma 4.11 in [27] . We show the case where −iθ 1 is 'overrepresented', and without loss of generality assume that
The other cases follow similarly. Consider the function,
, which is analytic around zero. The integrand of J k,β;l (z; θ; ε * ) is
We appeal to the residue theorem to compute J k,β;l (z; θ; ε * ), and the proof follows if we can show that the coefficient of m = 1, . . . , 2β + 1. However, there is no term of this form as σ is a permutation on the set {1, . . . , 2kβ}, so for at least one m ∈ {1, . . . , 2β + 1}, σ(m) ≥ 2β + 1. By the residue theorem we conclude that J k,β;l (z; θ; ε * ) is zero.
3.2. Proof of lemma 3.3. We recall the statement of the lemma.
Lemma.
(m,n)∈B k,β;l
where The second sum is over subsections of length |S σ,τ | of a larger vector b = (b m,n ) (m,n)∈B k,β;l whose nonnegative elements are indexed by the pairs (m, n) ∈ S σ,τ . Thus,
and the second sum is now over the 'full' vectors b = (b m,n ) (m,n)∈B k,β;l subject to constraints given by (⋆), which are (83) for σ < τ, Finally, setting l k to be the number of times θ k occurs in the first kβ contours, so
This means that
as was to be proved. The formulae we record extend the results of preliminary calculations due to Keating and Scott [28] (c.f. [25] ), which formed the basis for some of the numerical computations in [17] . First, the general technique is described (since it differs from the methods used to prove theorem 1.2 and theorem 1.3), and then explicit forms of the polynomials are given in the cases of β = 1, k ∈ {1, 2, 3, 4} and β = 2, k ∈ {1, 2}. We should remark that the moment formula of Keating and Snaith [29] gives the full polynomials for the case k = 1, β ∈ N; see (13) .
The technique we use relies on a formula for I k,β (θ 1 , . . . , θ k ) (c.f. (32) and (33)) first proved by Conrey et al [9] . This takes the form of a combinatorial sum. We state this in a slightly more general form than is needed here, because we see this technique as having other potential applications; we then specialise back to the actual formula required for our calculations. The more general form we start with was first derived by Conrey, Farmer and Zirnbauer [10] , and later by Bump and Gamburd using symmetric function theory [5] . We shall express it using the notation introduced by Conrey and Snaith [11] . First, define for finite sets A, B, C, D, To see how this is used to give the full polynomials for MoM N (k, β), we outline the simplest case with k = β = 1. We note that Higher values of k, β clearly result in bigger sets A, B, and hence many more choices for S, T . Nevertheless, small cases of MoM N (k, β) can be computed in the same way. 
MoM N (2, 2) = 1 163459296000 (N + 7)(N + 6)(N + 5)(N + 4)(N + 3)(N + 2)(N + 1)
It is worth noting explicitly that this method gives exact information about the moments of the moments at the freezing transition β = 1.
Vandermonde Determinant Coefficients.
Recall that we are interested in determining the coefficient of terms of the form (x 1 · · · x n ) n−1 in the square of the Vandermonde determinant,
Thus, we require that σ(i) + τ (i) = n + 1 for all i ∈ {1, . . . , n} and in particular we want to show that this coefficient is strictly positive.
Immediately, we see that there will be n! terms of the required form since fixing σ(i) completely determines τ (i). Consider the bijection φ : {1, . . . , n} → {1, . . . , n}, φ(i) =n + 1 − i.
The order of φ is 2 and if n is even, it has no fixed point, whereas if n is odd there is a unique fixed point (n + 1)/2. Thus, φ ∈ S n and it consists of n/2 transpositions if n is even, and (n − 1)/2 transpositions if n is odd. Now set τ = φ • σ, so τ ∈ S n , and τ (i) = n + 1 − σ(i). Given σ, we have found our unique permutation. To determine the sign of τ , note that sgn(τ ) = sgn(φ) sgn(σ), and sgn(φ) = (−1) ⌊ n 2 ⌋ = +1 if n ≡ 0, 1 mod 4 −1 if n ≡ 2, 3 mod 4.
Thus, the coefficient of (x 1 · · · x n ) n−1 in ∆(x 1 , . . . , x n ) 2 is sgn(φ)n!. It now follows that the coefficient of This proves the result since the parity of #{j : l j is odd} is the same as the parity of kβ as In particular, after fixing q ∈ {1, . . . , k} take v j with j ∈ { q−1 i=1 l i + 1, . . . , In particular these are both homogeneous polynomials: the former of degree l q (l q − 1) in l q variables and the latter is of degree l q (2β − l q ) in 2β variables. We will show that the only way to construct a term of the form (v 1 · · · v 2kβ ) 2β−1 is as described following eq. (70). Without loss of generality, we will set q = 1 and assume l 1 ≥ 2. From the above discussion, the square of the Vandermonde determinant consists of terms of the form 
Thus, we must set b l 1 +1 , . . . , b 2β = 0 if we want to construct the required term. This leaves us with finding all a i , b i 1 ≤ i ≤ l 1 such that all the following are satisfied,
However, the latter two conditions imply that we must have b i = 2β − l 1 for all 1 ≤ i ≤ l 1 which in turn gives us that a i = l 1 − 1 for all 1 ≤ i ≤ l 1 , and these are the only possible choices. This exactly matches the construction described following eq. (70). The case for q ∈ {2, . . . , k} follows similarly.
