Let A be a set in a prime field F p . In this paper, we prove that d × d matrices with entries in A determine almost |A| distinct permanents when |A| is small enough.
Introduction
Throughout the paper, let q = p r where p is an odd prime and r is a positive integer. Let F q be a finite field with q elements. The prime base field F p of F q may then be naturally identified with Z p = Z/pZ.
Let M = [a ij ] be an n × n matrix. Two basic parameters of M are its determinant where S n is the symmetric group on n elements. For a positive integer d, let M d (A) denote the set of d × d matrices with components in the set A. For a given t in the field, let D d (A, t) and P d (A, t) be the number of matrices in M d (A) having determinant t and permanent t, respectively. Let f d (A) and g d (A) be the number of distinct determinants and distinct permanents determined by matrices in M d (A), respectively.
In [1] , Ahmadi and Shparlinski studied some classes of matrices over the prime field F p of p elements with components in a given interval p and H ≫ p 3/4 , which is asymptotically close to the expected value. In the case d = 2, the lower bound can be improved to H ≫ p 1/2+ǫ for any constant ǫ > 0. Recall that the notation U = O(V ) and U ≪ V are equivalent to the assertion that the inequality |U| ≤ cV holds for some constant c > 0. Note that the implied constants in the symbols O, o and ≪ may depend on integer parameter d. We also will use the notation U V for the case U ≫ (log U) −c V for some positive constant c. Covert et al. [2] studied this problem in a more general setting, namely, they proved that for any t ∈ F * q and A ⊂ F q , the number of matrices in M 3 (A) of determinant t satisfies
In [14] , the fourth listed author extended this result to higher dimensional cases. More precisely, he proved the following:
for any t ∈ F * q and A ⊂ F q of cardinality |A| ≫ q d 2d−1 . Another important question is to ask for the number of distinct determinants f d (A) determined by matrices in M d (A). The authors of [2] showed that f 4 (A) = q whenever |A| > √ q. Their result can also be extended to higher dimensions.
For the permanant, the fourth listed author [17] obtained several results for the distribution of a given permanent and the number of distinct permanents determined by matrices in M d (A). More precisely, he showed that g d (A) = (1 + o(1))q if A ⊂ F q with cardinality |A| ≫ q 1 2 + 1 2d−1 . Furthermore, if we restrict our study to matrices over the prime field F p with components in a given interval I := [a + 1, a + b] ⊂ F p , we obtain a stronger result
for any constant ǫ > 0. We refer the reader to [17] for more details. The main purpose of this paper is to study the the number of distinct determinants and permanents determined by matrices in M d (A) when A is a small subset of F p . More precisely, we have the following results for the number of distinct determinants. 
From the lower bounds of Theorems 1.1 and 1.2, we make the following conjecture.
For the number of distinct permanents, we have the following results.
If A is a set in an arbitrary finite field F q where q is an odd prime power, then it has been shown by Vinh [17] that under the condition |A| ≥ q , is indicated to be true for the Erdős distinct distances problem in [4] ). Recently, Pham, Vinh, and De Zeeuw [10] showed that for A ⊂ F p , the number of distinct distances determined by points in A d is almost |A| 2 if the size of A is not so large. Thus it seems reasonable to make the following conjecture.
Recently, another question on determinants of matrices has been studied by Karabulut [7] by employing spectral graph theory techniques. More precisely, she showed that for a set E of 2 × 2 matrices over F p , if |E| ≫ p 5/2 , then for any λ ∈ F * p there exist two matrices X, Y ∈ E such that Det(X − Y ) = λ. In this paper, we give a result on the case E = M 2 (A) for some small set A ⊂ F p . For A ⊂ F p , we define 
Proof. We may assume that |A| ≥ 2. Let X d be the set of distinct determinants of matrices 
We have 
This implies that
Using Lemmas 2.2 and 2.3, we see that
Thus the lemma follows from the assumption that |A| ≤ p 45/68 which implies that min{|A| 
By induction hypothesis, it follows that if |A| ≤ p
By the above two inequalities, we see that if |A| ≤ p
By a direct comparison, this clearly implies that if
Hence the proof of the theorem is complete.
In order to prove Theorem 1.2, we need the following result.
Lemma 2.5. Let A be a set in F p and d ≥ 3 odd. We have
Proof. We may assume that |A| ≥ 2, because the statement of the lemma is obvious for |A| = 1. Hence, we are able to invoke Lemma 2.2. Let X d be the set of distinct determinants of matrices in Then we have Per(M) = ad + bc. This implies that
where the second inequality follows from Lemma 2.1.
This completes the proof of Theorem 1.4.
In order to prove Theorem 1.5, we need the following lemmas. Then the number of incidences between P 1 × P 2 and lines in L, denoted by I(P 1 × P 2 , L), satisfies
Lemma 3.2. For A, B, C ⊂ F p with |B|, |C| ≥ |A| and |A| ≤ p 1/2 , we have
Proof. To prove this lemma, we follow the arguments of Stevens and de Zeeuw in [12, Corollary 9] . Suppose that |A + B| ≤ |AC|. Since the case |A + B| ≥ |AC| can be handled in a similar way, we only provide the proof in the case when (3.1) holds.
Set P := (A+B)×(AC). Let L be the set of lines defined by the equations y = c(x−b) with c ∈ C and b ∈ B. Without loss of generality, we may assume that 0 / ∈ C. Then we have |P| = |A + B||AC| and |L| = |B||C|. It is clear that the number of incidences between P and L is at least |A||B||C|, because each line y = c(x − b) for (c, b) ∈ C × B contains the points of the form (a + b, ac) ∈ P for all a ∈ A. In order words, we have
In order to find an upper bound of I(P, L), we now apply Lemma 3.1 with P 1 = A + B, P 2 = AC, and |L| = |B||C|, but we first need to check its conditions where the last inequality follows from the assumption of Lemma 3.2 that |A| ≤ p 1/2 . Therefore, to prove Lemma 3.2, we may assume the second condition in (3.3).
In conclusion, by (3.1) and (3.3), we are able to apply Lemma 3.1 so that we obtain that
where we recall that the first inequality is given in (3.2) . This leads to the following
By (3.1), the above inequality implies that , which concludes the proof of the lemma.
We are now ready to give a proof of Theorem 1.5. , where the last equality follows by the assumption of Theorem 1.5 that |A| ≤ p 1/2 . Thus the proof of Theorem 1.5 is complete.
