Abstract-The removal of spatially correlated noise is an important step in processing multichannel recordings. Here, a technique termed the adaptive common average reference (ACAR) is presented as an effective and simple method for removing this noise. The ACAR is based on a combination of the well-known common average reference (CAR) and an adaptive noise canceling (ANC) filter. In a convergent process, the CAR provides a reference to an ANC filter, which in turn provides feedback to enhance the CAR. This method was effective on both simulated and real data, outperforming the standard CAR when the amplitude or polarity of the noise changes across channels. In many cases, the ACAR even outperformed independent component analysis. On 16 channels of simulated data, the ACAR was able to attenuate up to approximately 290 dB of noise and could improve signal quality if the original SNR was as high as 5 dB. With an original SNR of 0 dB, the ACAR improved signal quality with only two data channels and performance improved as the number of channels increased. It also performed well under many different conditions for the structure of the noise and signals. Analysis of contaminated electrocorticographic recordings further showed the effectiveness of the ACAR.
I. INTRODUCTION

I
N physiological recordings, contamination that affects multiple channels is often referred to as a common-mode artifact. Sometimes, the source and characteristics of this noise are known, such as with power line noise, cardiac rhythm, or ocular artifacts, and it can be removed by filters specifically aimed at its characteristics [1] , [2] . In many cases, though, the noise is more difficult to isolate. For example, muscle movement, which produces electromyographic (EMG) artifacts, can occur across a broad spectrum [3] . The broadband nature and large amplitude of EMG artifacts makes filtering the noise or using any part of the signal more challenging [4] . Often these artifacts cannot be avoided [5] , and simply discarding contaminated signals can cause an unacceptable loss of data [6] , [7] . Another difficulty in noise removal from physiological signals is that in many cases, the personnel monitoring or analyzing the signals have their expertise in areas outside of signal processing. For brain-computer interface (BCI) applications, the end goal is to have someone operate the system without the need for assistance, so in that case, the signals would not even be monitored. It would be useful then to have a means of filtering common-mode artifacts that is not only effective, but easy to implement and capable of operating autonomously.
The goal of this paper is to demonstrate a relatively simple and automated technique for removing common-mode artifacts. Although the methods discussed in this paper might be applicable to other data sources, here physiological recordings were targeted. Specifically, the signals were real and simulated electrocorticographic (ECoG) neural recordings. The method presented is based on a combination of the popular common average reference (CAR) [8] and an adaptive noise canceling (ANC) filter [9] , and as a result, it is referred to as the adaptive common average reference (ACAR). The basic idea of the ACAR is that for each iteration, a weighted CAR is used as a reference signal in an ANC filter for each channel, and the correlation between the reference and the ANC output is then used as a weight for each channel in calculating the CAR on the next iteration.
Relevant background methods and material are discussed in Section II. The full implementation and details of the ACAR are covered in Section III. In order to obtain quantitative results, much of the data used for analysis was simulated. For further verification, real neural data were used, but these results can only be visually presented since the true signal and noise are not known. The performance of the ACAR, independent component analysis (ICA), and the CAR is compared in Section IV. The conclusion is presented in Section V.
II. BACKGROUND
A. Common Average Reference
A simple model for a multichannel physiological recording contaminated by noise can be given as follows:
where D is the recorded signal channel m at time point k, S is the actual uncontaminated signal, and N is the noise source k with a contribution of γ to each channel. This model gives rise to the popular CAR used in physiological recordings, which has been proven effective under the right conditions but does have many limitations [10] . The CAR simply subtracts from each channel the average across all channels and is given below in (2) 
One problem with the CAR comes from the fact that differing channel characteristics can cause the noise to have unpredictable amplitudes and even polarity in each channel [γ = 1 for all m in (1)]. With these difficulties, the CAR could actually be harmful if some channels were not originally affected by the noise or if amplitude and polarity differences caused an inaccurate reference to be generated.
B. Independent Component Analysis
The shortcomings of the CAR have led to other algorithms being used for removal of spatially correlated noise in multichannel physiological recordings, with blind source separation (BSS) techniques being among the most common [5] . One of the most well-known methods is ICA. ICA has seen widespread use in numerous problems involving identifying individual signal and noise sources in multichannel recordings, and as a result is a good standard to measure against [11] .
In the context of noise removal, ICA is used in an attempt to isolate the noise to its own independent component(s). Any noise component must then be identified, and its corresponding row in the mixing matrix is set to zero before remixing the components back into the original signal space. At times, identification of the noise components can be done algorithmically. ICA guarantees nothing about the order, amplitude, or polarity of the separated components, though, so at times this process can be complex and possibly require manual identification [12] . This task is made more difficult if the noise and signal characteristics are similar or unknown.
Also, ICA can fail to separate the signals in many situations depending on the convergence algorithm, including the cases where there are more sources than sensors or where the sources are not spatially stationary. Even if the sources are spatially stationary, ICA is difficult to use in real time unless a recorded segment of data is available beforehand with which the mixing matrix can be calculated and the noise components determined. At times, though, all of these conditions are met and ICA can be used effectively in a real-time system, i.e., a system such as a BCI in which processing of the neural signals is completed Fig. 1 . System design for an ANC filter. D is the recorded signal that consists of the true signal S plus noise N . A reference correlated with N is given by X , and the L FIR filter coefficients W are adapted by minimizing the outputŜ so thatN most closely resembles N before being subtracted.
with some constant delay (usually on the order of milliseconds) relative to their recording.
III. METHODS
A. Adaptive Common Average Reference
The method presented here, referred to as the ACAR, attempts to combine the strengths of an ANC filter and the CAR described in the previous section. The ANC filter has been shown to be extremely effective in removing noise if an accurate reference is available [13] . A diagram of the filter is given in Fig. 1 . The recorded signal is given by D, and a reference for the noise is given by X. The reference must be temporally correlated with N , although a small amount of time shift is acceptable as long as it does not exceed L, the length of the FIR filter shown in the diagram with coefficients W. The filter minimizesŜ k , which is the difference between D andN . This process should also minimize the difference betweenN and N so thatŜ converges toward S. For good performance, any correlation between N and S should be minimal.
The convergence algorithm chosen for the ANC filter is based off of the least-mean-squares (LMS) method, which is one of the most popular alogrithms for adaptive filters and is given in (3) [14] . The bound on the learning rate, μ, was derived in [15] to ensure filter stability. The filter length is represented by L. W k contains the filter tap coefficients at sample k and X k are the most recent L values of X, which are used by the filter at sample k. σ 2 X is the power of X. For the methods used in this paper, a simple modification to the LMS algorithm was implemented in which the step size μ is replaced by a normalized step size u. The new step size then requires a value between 0 and 1. This modification is known as normalized LMS (nLMS) and is shown in (4):
In (4), σ 2 X can be estimated from a segment of X. For the implementation, here, a 1-s segment of data was used, although the exact value is not critical as long as it is long enough to provide a stable estimate and short enough to adapt to changes in X. Decreasing L has similar effects to increasing the step size and in general should be as small as possible to model the necessary system. Since the desire here was to show that the ACAR will work with a generalized setup for an unknown Fig. 1 and the h block performs a moving average on g and normalizes the weights used for each channel in generating the reference as given in (6) . P D k is the average signal power of all channels of D in a moving window as given by (7) . Note: Until the window used by h is filled, g is calculated as the product of X and D, as explained in the text.
system rather than fine-tuning multiple parameters for a specific dataset, L was set to 10 for all data.
The CAR is in general able to produce a usable reference signal for spatially correlated noise, which is needed for X. The CAR might not provide a good enough reference for an ANC filter to be fully effective, but it is good enough for the ANC filter to begin converging. The filter output can then be used to improve upon the CAR, which in turn makes the ANC filter more effective and allows it to converge more tightly to the noise. These two convergent processes build upon each other to effectively reduce the spatially correlated noise. A diagram of this process is shown in Fig. 2 .
D is the original recorded signal as in (1), and each ANC block contains the contents of Fig. 1 . On initialization, X is the standard CAR. For each channel of the recording, if X is correlated with N , then the scale and polarity of N relative to X can be estimated by the product of X withN , which produces g in Fig. 2 . If the noise changes polarity across channels, then the polarity information provided by g can alone greatly enhance X. The magnitude is also useful as it allows the channels to be weighted by the relative strength of the spatially correlated noise.
It should be noted that g is a rudimentary measure of correlation between X andN . Calculation of correlation usually also involves z-scoring the data, but the mean is not removed since the noise could have a dc component. Also, the ANC filter will adaptN based on the noise in each channel and normalizing by the standard deviation ofN would penalize noisier channels. Normalizing by the standard deviation of X, it is also not necessary since normalization of g and the reference signal is performed later, and thus, only the relative values of g are important at this step.
The values of h are calculated by smoothing g with a moving average and normalization shown in (5) and (6) . As with all windows used in this paper, any reasonable length should work and so T was set to be 1 s of data. The max m (|ḡ k |) operator represents the maximum of |ḡ k | across all M channels:
It should be noted that the initial samples ofN before the ANC filter begins converging will be inaccurate and h cannot provide much smoothing until its moving average window is filled. Due to this concern, the system implemented here calculates g as the product of X and D until the window used by h is filled. This modification has no discernible effect on the steady-state error of the system, but does improve the speed and consistency of convergence.
After h is calculated, it is used to weight each channel before summing and producing X for the next iteration. As a final step, the reference is normalized by the average power across all channels of D given by (7) . This normalization ensures that the reference signal remains stable and does not undergo rapid changes in power as the ANC filters adapt. As a failsafe, the ANC filter coefficients are continuously monitored by computing the reflection coefficients with Levinson recursion and checking stability with the Schur-Cohn algorithm [14] . If instability is detected, the ANC filter maintains its previous coefficients and D is passed through the output unchanged
B. Independent Component Analysis
In order to give ICA optimal results and not have the performance depend on a second algorithm for detecting the noise component, an oracle was used to determine which independent components were noise. Each component was first individually removed and the one was selected that, when removed, resulted in the highest signal-to-noise ratio (SNR) in the reconstructed signals. This process was repeated in an iterative fashion until the SNR could not be improved any further by removing an additional component. In this way, if ICA did not achieve full separation of the data, then multiple components containing noise could be eliminated.
ICA was implemented using the RobustICA algorithm, which has shown excellent results for the kind of data used in this paper [16] . RobustICA attempts to maximize the non-Gaussianity of the sources. The algorithm iteratively calculates the normalized kurtosis contrast function and can separate any component that has nonzero kurtosis. It should then be capable of separating any dataset that has at most one Gaussian source. The use of higher order moments such as kurtosis is common among ICA methods. In some circumstances, though, such as when multiple signal sources are Gaussian, BSS algorithms that rely on other measures can produce superior results [17] .
C. Data Collection 1) Simulated Data:
Most of the data used for analysis were simulated to ensure that the target signal was known. Signals were generated at 1200 Hz using the Craniux software suite [18] . S in (1) consisted of pink noise with a 1/f power falloff to simulate a baseline ECoG recording [19] . This pink noise was created by generating uniform white noise and passing it through a digital filter with a 1/f response. Additional uniform white noise was added to the filtered signal, resulting in data that were sub-Gaussian with a kurtosis of about 2.4.
The noise, N , consisted of Gaussian white noise. For each trial, the mixing vector γ was generated with each element as a random number distributed uniformly between −1 and 1. This vector was then normalized to provide a specified average SNR as calculated in (8) . The average SNR was calculated as the mean signal power over the mean noise power, which ensures that a constant SNR also provided a constant mean square error (MSE):
2) Real Data:
The ACAR filter was also tested on real ECoG data. Although the true, noise-free signal was not known for these recordings, it is useful to at least qualitatively show that the method performs well on real data. All data were collected with g.USBamp (Guger Technologies) amplifiers and the raw signals were sampled at 1200 Hz. A standard 4-Hz notch filter was used to remove line noise and its harmonics. The data were recorded subdurally, while the subjects attempted to use high gamma band modulation to control cursor movement in a 2-D space.
The first dataset was collected from a human subject who was implanted with a 32-channel ECoG grid over primary motor and sensorimotor areas. The subject was a 30-year-old male who suffered a complete C4 spinal cord injury seven years prior. All data collection and procedures were approved by the University of Pittsburgh's Institutional Review Board and informed consent was obtained prior to implantation. The second dataset was obtained from a nonhuman primate who had 12 channels of data recorded from primary motor and premotor areas. All data collection and procedures were approved by the University of Pittsburgh's Institutional Animal Care and Use Committee.
D. Analysis
For the simulated data, the results of the ACAR and ICA were compared by the average SNR of the data after it were filtered. The MSE was also used to show the convergence properties of the ACAR. The standard CAR was not used on simulated tests where the noise had polarity changes across channels due to the poor performance of the CAR in this situation (it actually degraded signal quality when used in these cases). The standard CAR was used on other simulated data, though, and on the real data for which qualitative results were obtained through visual inspection of the signals. 
IV. RESULTS AND DISCUSSION
A. Simulated Data 1) ACAR Learning Rate:
The ACAR was first tested with different step sizes u in (4). For each step size, 50 trials of 16 channel data were generated. Each trial was 20 s long with an SNR of 0 dB. As expected, Fig. 3 shows that smaller step sizes take longer to converge, but result in a smaller steady-state error as confirmed by Table I . In the table, the SNR is calculated over the final 15 s of each trial so that convergence speed is not a factor. The best step size depends on the importance of convergence speed versus steady-state error.
The optimal learning rate varies depending on characteristics of the signals, noise, mixing vector, etc. The goal here is to show that the ACAR works well under a variety of circumstances without fine-tuning parameters, though, so for the remainder of the analysis, a step size of 0.01 was used. Fig. 4 shows 2) Variable Initial Noise Power: Next, the behavior of the ACAR with different initial SNRs was examined. For each session, the SNR was varied and 50 trials of 20-s-long 16-channel data were collected. Fig. 5 shows the convergence of the ACAR for different initial SNRs. Although it is difficult to tell due to the scales, the ACAR did take slightly longer to fully converge at the lower SNRs. Table II shows the resulting SNR after filtering these data using both the ACAR and ICA. The ACAR remains consistent and exceeds the performance of ICA up until an initial SNR of 5 dB. The lower the initial SNR, the more accurate of a reference the ACAR was able to generate, which compensated for the problem of removing higher levels of noise. At high input SNRs, the ACAR was unable to converge upon an accurate reference.
In further testing, the ACAR remained consistent down to around −280 dB, after which point it continued to attenuate about 290 dB of noise but could not maintain the output at over 10 dB as seen with the lower SNRs in Table II . At −280 dB, the filter took approximately 20 s to fully converge. For arbitrarily high input SNRs, the ACAR maintained an output SNR of 3-5 dB. ICA was also unable to improve its performance for higher SNRs and maintained an output SNR of about 10-12 dB as the input SNR increased beyond 20 dB. So the improvement in signal quality from the ACAR increased with decreasing input SNRs. At about 5 dB, the ACAR began to struggle to converge, and at higher input SNRs, the signal quality was made worse by the ACAR. An output SNR over 3 dB was still maintained, though. ICA outperformed the ACAR at these higher input SNR levels, but it also hurt the signal quality for tested input SNRs greater than 5 dB. The ACAR also had more consistent results than ICA. Most physiological recordings that the ACAR would target would have fairly low SNRs.
3) Variable Number of Data Channels: The performance of the ACAR as the number of data channels changed was also tested. For each number of channels, 50 trials of 20-s-long data with an initial SNR of 0 dB were collected. Fig. 6 shows the convergence of the filter for each number of channels, and Table III shows the converged SNR. As can be seen, the filter converged more quickly and smoothly as the number of channels increased, and the converged SNR improved as well. As the number of channels increased, the signal itself is more likely to average out to zero when generating the reference signal, resulting in a cleaner reference for the noise. ICA did not vary much due to the different number of channels and in all cases was outperformed by the ACAR in both mean and in consistency.
4) Variable Noise Source Conditions:
The ACAR was also tested under conditions in which the noise did not have consistent power or spatial stationarity. Both the initial SNR and the mixing vector were adjusted according to the Gauss-Markov process shown in (9) . In this process, a is the value being updated, Δ is the timepoint at which the update occurs, and η is a value drawn from a zero-mean Gaussian distribution with a specified standard deviation
For the first trial, the SNR was kept constant at 0 dB and every 2 s each value in the mixing vector was changed by η with a standard deviation of 0.1. The values were clipped between −1 and 1 and renormalized. For the second trial, the mixing vector was kept constant and the SNR was adjusted every 2 s by η with a standard deviation of 1. The SNR was clipped if it went outside the bounds of −10 to 10 dB. For the third trial, both the mixing vector and the SNR were varied. Each trial was 20 min of 16 channel data and an ACAR learning rate of 0.01 was used. Table IV shows the SNR across each trial for both the ACAR and ICA. The ACAR improved the signal quality across all trials and maintained performance that is consistent with what was seen in earlier trials. ICA performed poorly on the two trials in which the mixing vector varied, which is expected since ICA expects spatially stationary sources. On the trial where only SNR varied, though, ICA performed very well. The noise power changing most likely caused the distribution of the noise over the entire trial to be non-Gaussian, allowing ICA to better separate it into its own component.
5) Signal and Noise Gaussianity:
The Gaussianity of the signals and the noise contributes to the performance of ICA. As stated earlier, the simulated signals were sub-Gaussian, while the noise itself was Gaussian. In order to compare results to ICA under more optimal (i.e., less Gaussian) conditions, tests were done with signal and noise sources that were uniformly distributed. Table V shows these results. Making the signals uniform, causing them to be even more sub-Gaussian, improved ICA's results slightly. The biggest advantage, though, was seen in making the noise uniformly distributed, despite it being expected that RobustICA could separate the data when only one Gaussian source was present. ICA outperformed ACAR when the noise was uniform, but ACAR did stay within 1 dB. Interestingly, ACAR's results were slightly improved by having uniformly distributed source signals. This could be explained by lower frequency signals having better odds of being correlated by chance, and the 1/f signals are skewed more toward the lower end of the frequency spectrum.
6) Signal Correlation:
In general, ACAR makes the assumption that the source signals are uncorrelated, and thus, anything correlated across the recorded channels is considered noise. This is not always the case in practice, though, as signal data can propagate to multiple recording sites. To examine the performance of ACAR in this nonideal, but realistic situation, a simulated dataset was created in which the signals were created from mixing the independently generated sources.
For one condition, a square matrix, with size equal to the number of data channels, was created with each element a uniform random number between 0 and 1. The original sources were then multiplied by this matrix to create the actual signals. For the second condition, the mixing matrix was symmetric with all ones on the diagonal. The off-diagonal elements were chosen in the same manner as the previous condition except this time they were normalized by the difference in the row and column index. This means that each source is treated as local to one channel, but it spreads to neighboring channels with a gain proportional to distance. This behavior is similar to what can be expected in real physiological recordings. The results for these datasets are shown in Table VI. ACAR was still able to improve the signal quality under the fully random condition. ICA outperformed ACAR in that case, and ICA received a modest boost in performance compared to previous results in which the sources were not mixed. For the spatially normalized condition, though, ACAR performed well and was on par with the results of ICA.
ACAR was still effective in these situations because the noise remained the dominant source in the recordings and the single dominant source is what the filter is designed to find. In the fully random condition, an SNR of 0 dB means that the noise still on average contributes as much power to each channel as the independent sources combined. In the spatially normalized condition, the noise is even more dominant due to the attenuation of the independent source by distance. This condition also makes it less likely that the spatial distribution of any signal source would overlap with the distribution of the noise and thus get removed along with the noise. 
7) Changes in Noise Polarity:
Finally, the effect of the polarity of the noise across channels was examined. For each condition, 50 trials of 20-s-long data with an initial SNR of 0 dB were once again collected. In the "monopolar" condition, the noise was given the same polarity across all channels, but still had a random scaling factor between 0 and 1. In the "uniform" condition, the noise was added to each channel with the same polarity and scaling factor. For reference, the "bipolar" condition used in previous tests is also included. These data allowed the results for the CAR to be included for comparison. The results are shown in Table VII . Table VII shows that the ACAR and ICA performed consistently across all conditions. As expected, the CAR performed poorly on the bipolar condition, better on the monopolar condition, and on the uniform condition exceeded even the performance of the ACAR. The uniform condition is the ideal situation for the CAR and in this case provides an upper bound on how well the ACAR could be expected to perform under those circumstances. The ACAR was unable to perfectly converge to the CAR for the uniform condition, but as the characteristics of the noise began to move away from the uniform condition, the performance of the CAR dropped steeply, while the ACAR maintained consistent performance.
B. Real Data 1) Human Data:
The results of the ACAR on real data were also promising. Fig. 7 shows the 32 channels of human subject ECoG data after high-pass filtering at 0.1 Hz, and after application of a CAR, ICA, and the ACAR. Since the true signal was unknown, the ICA components and reconstructed signals were manually examined to determine the noise components. The determination was made by two experts in the analysis of neuronal population recordings. The raw data show a highly periodic common-mode artifact from an unknown source in the data. It is unlikely the noise was physiological in nature due to its timing.
As shown, the CAR managed to clean the artifact much of the time for most channels. It struggled with some channels, though, such as 4 and 19, and it added the artifact to channels where it was not initially present, such as 8 and 9. It also failed to provide much improvement to the large artifact at around 100 s. This is probably partly due to the fact that there seems to be some polarity changes in that artifact across channels. ICA performed better than the CAR in not adversely affecting clean channels, but still failed to remove much of the contamination.
The ACAR consistently removed the periodic artifact and avoided disturbing the channels where the artifact was not present. It also removed most of the large artifact, although a small spike is still noticeable which is most likely the result of the filter not adapting quickly enough to such a large artifact. It should be noted that due to amplifier characteristics, the data had a large DC offset and low-frequency drift, which is normally eliminated with a high-pass filter. The ACAR was able to remove this offset and correlated drift on its own in addition to the periodic noise.
2) Nonhuman Primate Data: The 12-channel nonhuman primate data were more heavily contaminated due to constant jaw and tongue movement. As can be seen in Fig. 8 , the original signals are nearly completely masked by the EMG artifacts. The recording was also affected more strongly by low-frequency drift, and to achieve optimal results, a high-pass filter at 1 Hz was applied before all methods, including the ACAR. The ACAR was capable of removing the drift on its own, but if allowed to do so, its performance removing the EMG noise decreased. In this dataset, the recording contained 16 channels, but channels 2, 4, 5, and 13 contained no data and were ignored during filtering. For easier visualization, the open channels have been set to zero in Fig. 8 .
As can be seen, the CAR performed well on these data. The result of the ACAR resembles that of the CAR, and only through close examination or overlaying the plots could it be seen that the ACAR reduced the artifacts by an insignificant amount more. This result is not surprising given that the contamination was monopolar and fairly uniform across channels. These conditions are ideal for the CAR, and it is good that the ACAR converged to nearly the same result. ICA performed extremely well in removing the noise, but this was at the expense of eliminating 5 out of the 12 components. It is unknown how much neural data were lost in the process. Without a knowledge of the true underlying signal, it is difficult to tell with certainty in this case whether the ICA result or the CAR and ACAR result is more desirable.
C. Example Application
As a final test, the ability of the ACAR to reveal information of interest from contaminated physiological signals was examined. A dataset was obtained in which the same human subject discussed previously was able to accurately control the cursor in 2-D space with a BCI to hit nearly 90% of targets [20] . This dataset was originally free of significant contamination. Noise was added and then filtered back out to measure the success of the ACAR in recovering the important neural information in the signals.
The CAR was chosen as the main comparative algorithm for these data, since typically in real-time BCI applications, it is a more commonly used and viable option than ICA. To allow the use of CAR, monopolar noise was used as in Table VII . To simulate the realistic power fluctuations in physiological noise and to prevent a biased CAR performance resulting from a single stationary noise mixture, the noise model with a variable mixture and SNR presented in Table IV was used. This model precludes the use of ICA as a viable method, as shown in Table IV , by its poor performance with a variable mixture. Fig. 7 . Real multichannel data with artifacts correlated across channels. The data were processed by (left) high-pass filtering at 0.1 Hz, (left-middle) high-pass filtering and then using a standard CAR, (right-middle) high-pass filtering and then using ICA, and (right) applying the ACAR. Fig. 8 . Real multichannel data with artifacts correlated across channels. The data were processed by high-pass filtering at 1 Hz and then (left) no additional filtering was used, (left-middle) a standard CAR was applied, (right-middle) ICA was used, and (right) the ACAR was applied.
In an offline environment, the signals were decoded using an elastic net algorithm with spectral power in 10-Hz bins from 0 to 200 Hz as the features [21] . For training, features were averaged over the presentation time of each cursor target, but for testing, each timepoint was decoded individually as it would be in a realtime BCI. To minimize the effect of real-time error correction attempted by the subject, only the first second of cursor movement data for each target was used. The data contained three sessions of data with a total of 176 targets and over 45 000 timepoints. Results were calculated with tenfold cross validation. The original signals were first decoded, and then, the noise was added and the decoding performed once again. The simulated noise ensured that the contamination would not be correlated with the desired decoder output, so the decoder performance should decrease from the corruption of the neural data. The noisy signals were then filtered with the ACAR and CAR, and the resulting signals were again decoded. The main metric was the angle error between the direction to the desired target and the direction of movement determined by the decoder. For each signal condition, the distribution of this error is shown in Fig. 9 . As expected, the error for the original signals was most tightly distributed toward 0
• . The distribution for the noisy signals was much flatter with more timepoints having larger errors. The CAR was able to improve upon the noisy distribution. The ACAR showed an even further improvement in more closely matching the performance of the original signal, indicating that it was best able to recover the underlying neural information.
V. CONCLUSION
A. Benefits of ACAR
The ACAR is a method for effectively removing commonmode artifacts from multichannel physiological recordings. The technique works even with polarity changes in the noise between channels. It was found to be effective with as few as two channels of data, with performance improving further as the number of channels increased. It also showed consistent results in improving signal quality to around 10 dB on data with an average SNR in the range of about −280-5 dB. At higher SNRs, the ACAR could not generate an accurate noise reference and degraded the signal quality, but consistently kept its output between 3 and 5 dB. At these higher input SNR levels, a filter would not be needed in most physiological recordings. A noise detector could also be added that only triggered the ACAR when the noise power reached a certain level.
In addition to reducing constant, spatially stationary noise, the ACAR was found to produce consistent results under variable noise conditions. This includes situations in which the noise power, mixing vector, or both were changing over time. This is important since most sources of real noise will drift slightly in power or spatial location, although probably not to the extent that was tested here. Real multichannel physiological data also often contain correlation between the signals recorded by each channel, so this situation was tested as well. Although ACAR's performance did decrease in some of these conditions, it still consistently improved signal quality.
Through visual inspection, the ACAR was found to be effective in removing various artifacts from real data. Most conditions tested with both real and simulated data showed that for removing spatially correlated noise from multichannel recordings, the ACAR was superior to a standard CAR and in many cases better than the RobustICA algorithm. This was with an implementation of the ICA algorithm in which an oracle determined the noise component that should be removed before reconstructing the signals. Additionally, the ACAR was able to improve the quality of the underlying neural signals of interest in real data that were corrupted by simulated noise.
The ACAR was used in a generalized form without changing any parameters across multiple conditions for simulated and real data, and so it should be easily usable in an automated fashion without configuration by expert personnel. Unlike ICA, it can be easily implemented in real time, which is a significant advantage for applications that need real-time analysis and processing, such as BCIs. The filter presented in this paper showed potential for reducing common-mode artifacts in both recorded and real-time physiological data, and its performance here justifies further investigation and development.
B. Limitations and Future Work
The ACAR was shown to be an effective algorithm, but there are situations where it might not be the best choice for commonmode artifact removal. Some of these examples were presented in this paper. When the noise had no polarity or amplitude changes across channels, the standard CAR performed better. As the signals and the noise became less Gaussian, ICA improved to a point where it exceeded ACAR. Finally, it was shown that correlation between the signals could decrease the performance of the ACAR. Although this result was expected, it is a highly realistic condition for multichannel physiological recordings.
In general then, ICA would probably produce the most desirable results if computation time is not a factor and the signal and noise sources are known to be spatially stationary and nonGaussian. The non-Gaussian restriction could be relaxed with a BSS algorithm that does not rely on higher order moments. If it is known that the noise is uniform across all channels of the recording, then the CAR would most likely produce the best results. The ACAR offers an algorithm that performs well under a variety of conditions and is a good choice if the conditions needed by ICA or the CAR are not met or are unknown. The main weakness of the ACAR is if there is a high level of correlation between the signal sources, in which case ICA is most likely a better option as long as the previously mentioned requirements for ICA to perform well are met.
Source localization techniques used for neural data rely on the correlation between signals to find the dominant sources [22] (although some recent work has looked at the differences between channels [23] ). It is important then that any filtering performed before source localization does not affect the signal correlation structure. The effect that ACAR has on this structure could vary greatly depending on factors such as SNR, the spatial layout of the noise and sources of interest, and the number of recorded channels. ACAR converges to a reference and spatial map for the most dominant source in the recording, which is expected to be noise. This property limits ACAR to only removing noise over one spatial distribution, but it should also prevent it from damaging correlation of signal sources. In the case where a source of interest is dominant, or where it has a spatial distribution similar to the dominant source, it would likely be corrupted by the ACAR. A full understanding of this interaction between ACAR and source localization, though, requires further investigation.
Additionally, the ability of ACAR to uncover the underlying signals of interest warrants further study. This topic was briefly examined in this paper, but further datasets with both real signals and real noise are needed for conclusive results. Spatial filters, such as the CAR, have been shown to improve the performance of EEG-based BCIs [24] , [25] . Examining the effect of the ACAR on such experiments is an important step in determining the level of impact the ACAR can have on multichannel physiological recordings. He is currently the Buhl University Professor of Electrical and Computer Engineering and Computer Science at Carnegie Mellon University, Pittsburgh, PA, USA. He has designed or been involved with the design of nine multiprocessor systems and has been a key contributor to the dependability design of over two dozen commercial computing systems. He leads an interdisciplinary team that has designed and constructed over 20 generations of mobile computing systems. He has written nine textbooks in the areas of parallel processing, computer architecture, reliable computing, and design automation in addition to more than 475 papers. 
