Abstract In data centers, subject to workloads with heterogeneous (and sometimes short) lifetimes, workload migration is a way of attaining a more efficient utilization of the underlying physical machines. To not introduce performance degradation, such workload migration must take into account not only machine resources, and per-task resource requirements, but also application dependencies in terms of network communication. This paper presents a workload migration model capturing all of these constraints. A linear programming framework is developed allowing accurate representation of per-task resources requirements and inter-task network demands. Using this, a multi-objective problem is formulated to compute a reallocation of tasks that (1) maximizes the total inter-task throughput, while (2) minimizing the cost incurred by migration and (3) allocating the maximum number of new tasks. A baseline algorithm, solving this multi-objective problem using the econstraint method is proposed, in order to generate the set of Pareto-optimal solutions. As this algorithm is compute-intensive for large topologies, a heuristic, which computes an approximation of the Pareto front, is then developed, and evaluated on 
Introduction

Context and Approach
Virtual Machine (VM) live migration [1] is a way to transfer a VM from a host to another, by iteratively copying its memory. It is further suggested in [2, 3] that it is possible to perform live migration of individual processes or containers, thus attaining one further level of granularity of task placement flexibility. In virtualized data centers, applications thus need not be tied to a specific machine-and their relocation can become part of a ''natural'' mode of data center operation. This provides a way to accommodate hardware failures without service downtime, of course, but more generally may be beneficial to the efficiency of the whole data center in terms of resource usage and execution efficiency.
With the desirability of task (VM or container, also occasionally called ''workload'' in literature [4] ) mobility established, the question of an optimal task migration mechanism naturally arises, which will be investigated in this paper. Task placement has been studied, and current approaches provide mathematical models focusing on optimal usage of resources and on flow minimization [5] , or models that also consider migration but do not take detailed the network topology into account [6, 7] . This paper introduces a multi-objective linear programming model of task migration that satisfies per-node resources constraints and inter-nodes communication requirements while minimizing the cost incurred by migrations. The fundamental assumptions are (1) that tasks have inter-communication demands that change with time, (2) that tasks that communicate benefit from being topologically close, and therefore (3) that changes in inter-communication demands may make a current task placement suboptimal, suggesting possible efficiency gains by relocation. Hence, the developed multi-objective linear programming model of task migration is intended to run iteratively, at regular time intervals. It uses task inter-communication demands to decide if and where to reallocate tasks so as to provide the best possible task placement, while minimizing a migration cost. Network constraints are taken into account by modeling the traffic as a multicommodity flow problem, where a commodity represents an inter-task communication demand. the network energy consumption and the network end-to-end delay. The model is solved using a weighted sum approach. In [25] , VM placement is considered under three objectives, to be minimized: total resource ''waste'', power consumption, and thermal dissipation costs. The solution approach is a combination of a generic grouping algorithm and a fuzz multi-objective evaluation. In [26] , a VM management framework considering initial VM placement and VM migration is introduced, with three objectives: elimination of thermal hotspots, minimization of power consumption and application performance satisfaction. The problem is solved using a weighted sum approach.
Pure multi-objective approaches In [27] , a bi-objective mathematical formulation for VM placement is proposed, aiming at minimizing resource wastage and power consumption. A multi-objective ant colony system algorithm is proposed to generate the set of non dominated solutions. In [28] (extending [29] ), a multiobjective formulation of the VM placement problem is introduced, aiming at minimizing energy consumption and network traffic, and maximizing economical revenue while satisfying a service level agreement (SLA). A memetic algorithm given by an evolutionary process is proposed, and a Pareto set approximation is returned.
Problem Restatement
For some distributed computing applications, where tasks frequently communicate with each other, the limiting factor for the completion of a running task is not necessarily its actual location (assuming that the task is allocated with the full physical resources it needs), but can be the throughput at which it exchanges data with other tasks. Furthermore, if those tasks have changing traffic requirements, migrating them within the data center can be an efficient way to re-organize the load across all available machines so as to optimally satisfy these requirements.
With these two assumptions as a baseline-tasks need to be allocated according to their communication requirements, and those requirements can change over time-the multi-objective mathematical problem introduced in this paper consists of determining a task placement which satisfies machine, network and applications constraints, while (1) maximizing the number of new tasks to be assigned, (2) minimizing the migration cost and (3) maximizing the total inter-task throughput.
The contribution of this paper is therefore threefold: (1) it formulates a model of workload migration which uses an accurate description of network demands and of the network topology; (2) it proposes a multi-objective approach which generates the set of Pareto-optimal solutions, from which the operator can choose according to operational tradeoffs; and (3) it proposes a heuristic method that can generate an approximate Pareto front while greatly reducing solving time as compared to obtaining the exact solution.
Evaluations show that the sets of solutions generated by this approximation method remain close to their optimal counterparts, regardless of the topology and the task-to-machine ratio.
Paper Outline
The remainder of this paper is organized as follows. Section 2 introduces the framework needed to represent the state of the data center. Section 3 presents the mathematical formulation proposed for the flow-aware workload placement and migration problem, given by a multi-objective Mixed Integer Linear Program (MILP) [30] . Section 4 describes the algorithm used to generate the set of Paretooptimal solutions to this problem, and provides a computational example. An approximation method is proposed in Sect. 5; its performance in terms of solving time and quality of the generated approximate solutions (as compared to the optimal ones) are then evaluated. Finally, Sect. 6 concludes this paper.
Data Center Representation
This paper presents a multi-objective time-indexed formulation of a task migration and placement problem. Before detailing the problem formulation (Sect. 3), resolution (Sect. 4) and approximation (Sect. 5), this section introduces the framework used to describe the state (including the topology) of a data center. This is achieved by considering (1) a set of machines, (2) the network topology connecting them, and (3) a set of tasks to allocate on these machines. As this model considers workload migration, for which it is necessary to be aware of the evolution of the state of the data center, the model makes the assumption that it is running at a given time t (where t is an abstract index without unit), and that the previous state of the data center corresponds to time ðt À 1Þ. Thus as a convention, a variable superscripted with t represents the current state of the data center (to be optimized), and a variable superscripted with ðt À 1Þ is a known input representing the previous 
Tasks and Machines
Tasks to be run at time t are represented by a set I t . At time t, new tasks can arrive or existing tasks can finish executing. Arriving tasks correspond to those in I t n I tÀ1 . Already existing tasks correspond to those in I t \ I tÀ1 , and among those, the ones that were successfully assigned to a machine at time ðt À 1Þ have priority over new tasks and must be placed to some machine at time t (they can continue execution on the same machine, or be migrated to another one, but not be stopped). Terminated tasks correspond to those in I tÀ1 n I t , and thus are not of interest to the model. Machines are represented by a set M. Each machine m 2 M has a CPU capacity j m [ 0 which represents the amount of work it can accommodate. Conversely, each task i 2 I t has a CPU requirement r i [ 0, representing the amount of resources it needs in order to run. Finally, each task i 2 I t has a size 1 s i [ 0. This size will be used to model the cost of migrating the task from one machine to another.
Network Model
In order to take application dependencies into account, the physical network topology existing between the machines must be known. To that end, a network is modeled as a directed graph G ¼ ðV; AÞ, where V ¼ M [ S is the set of vertices, with S the set of switches 2 and A the set of arcs. An arc ðu; vÞ 2 A can exist between two switches or between a machine and a switch, but also between a machine and itself to model a loopback interface (so that two tasks on the same machine can communicate). Each of those arcs represents a link in the network, and has a capacity of c uv [ 0. For each ordered pair of machines ðm; m 0 Þ 2 M 2 , a list A mm 0 2 2 A represents the path from m to m 0 . For example, given the topology depicted in Fig. 1 1 For instance, the size of RAM plus storage for a virtual machine. 2 This term is used generically to refer to any forwarding node in the network, regardless of its actually being a router or a switch.
Mathematical Modeling
Based on the data center framework described in Sect. 2, this section presents a multi-objective Mixed Integer Non Linear Program (MINLP) aiming at optimizing workload allocation and migration while satisfying inter-application network demands. A linearization as a multi-objective MILP is then derived, allowing for an easier resolution.
Variables
Two sets of variables are introduced, representing (1) task placement and (2) 
Constraints
Two sets of constraints are used to model this flow-aware workload migration problem: allocation constraints (Eqs. 1-3) represent task allocation, whereas flow constraints (Eqs. 4-8) focus on network flow computation. The allocation constraints represent the relationship between tasks and machines. First, each task i 2 I t must be placed on at most one machine:
Forcefully terminating a task is not desirable: if a task was running at time t À 1, and is still part of the set of tasks at time t, it must not be forcefully terminated: im is a known input given by the state of the system at time t À 1. If the task was successfully allocated at time t À 1 (i.e. i 2 I tÀ1 and P m2M x tÀ1 im ¼ 1) and is still to be run at time t (i.e. i 2 I t ), the left-hand-side of the equation will be 1, thus forcing allocation of the task at time t.
Finally, the tasks on a machine cannot use more CPU resources than the capacity of that machine:
The flow constraints allow computing the throughput for each commodity (i.e. ordered pair of communicating task). For each link ðu; vÞ 2 A in the network, the total flow along the link must not exceed its capacity: X 
Conversely, for a commodity ði; i 0 Þ 2 C t , the flow entering a machine m 0 must not exceed the throughput demand for the communication from i to i 0 , and must be set to zero if task i 0 is not on m 0 :
Each switch s 2 S must forward the flow for each commodity-that is, the ingress flow must be equal to the egress flow: 
Finally, if a task i is placed on machine m and a task i 0 on machine m 0 , the corresponding flow must go through the path specified by A mm 0 . Otherwise, the flow computed by the model could go through a non-optimal path or take multiple parallel paths, which does not accurately reflects what happens in an IP network. Hence, the flow needs to be set to zero for all edges that do not belong to the path from m to m 0 :
This constraint has no side effect if task i is not on m or task i 0 is not on m 0 , since in this case it reduces to f t ii 0 ðu; vÞ c uv , already covered by Eq. (4).
Objective Functions
The migration model as presented in this paper introduces three different objective functions, modeling (1) the placement of tasks, (2) the overall throughput achieved in the network and (3) the cost incurred by task migration, respectively. These functions depend on an allocation, i.e. on an assignment of all variables x t im and f t ii 0 ðu; vÞ. Let x t (respectively f t ) be the characteristic vectors of the variables x t im (respectively f t ii 0 ðu; vÞ). The placement objective is simple and expresses that a maximal number of tasks should be allocated. When removing tasks dependencies, this degenerates to a standard assignment problem wherein each task should be placed on a machine satisfying its CPU requirement, while also not exceeding the machine capacity. The placement objective function is simply the number of tasks which are successfully allocated to a machine:
The throughput objective expresses the need to satisfy applications throughput demands. Modeling network dependencies between workloads in a data center is usually (e.g., in [6] ) done through the use of a cost function depending on the network distance between two machines. Having introduced a representation of the physical network and of applications dependencies in Sect. 2.2, it is possible to represent the overall throughput reached in the data center. To compute the throughput of the communication from a task i to a task i 0 , it suffices to identify the machine m on which i is running and take the flow going out of this machine for this commodity:
This expression is quadratic in variables x t im and f t ii 0 ðu; vÞ, but, owing to the fact that (5) constrains the flow to be zero for machines to which i is not assigned, can be simplified to P m2M P v:ðm;vÞ2A f t ii 0 ðm; vÞ. Therefore, the overall throughput in the data center can be expressed as:
Since each machine has a loopback link in the graph G (i.e. that ðm; mÞ 2 A; 8m 2 M), this formulation also covers the case where i and i 0 are hosted on the same machine.
Finally, the migration cost reflects the cost of re-allocating tasks from one machine to another. The fundamental assumption is that tasks in a data center have communication demands that can evolve over time (modeled by d that migrating a task to a machine topologically closer to those machines hosting other tasks with which it communicates, can be a simple way to achieve overall better performance. The migration cost incurred between two successive times ðt À 1Þ and t is modeled as the sum of the sizes of tasks that have migrated. Since at time t, the assignment x tÀ1 is known, it is possible to know if a task i 2 I t \ I tÀ1 placed on a machine m 2 M has moved, by comparing x t im to ð1 À x tÀ1 im Þ. Also, if a task is to be shut off at time t (i.e. i 2 I tÀ1 n I t ), it must not be part of the computation of the number of migrated tasks. The total migration cost from time t À 1 to time t can thus be expressed as:
Using these three objectives, it is possible to express the flow-aware placement and migration model as a multi-objective MILNP:
x t 2 f0; 1g
These objectives tend to compete with each other. Indeed, if a task starts communicating with another task, migrating it to the same machine (or to a machine closer in the topology) can increase the throughput at which they communicate, thus increasing the throughput objective function-but this will incur an increase of the migration cost. Likewise, if a new task arrives at t and needs important CPU resources, placing it right away could utilize CPU capacity that could have been used for co-locating tasks: increasing the placement objective can in some cases decrease the throughput objective.
As an illustration, consider two machines m 1 and m 2 with CPU capacities j
is the only machine with enough capacity to host it. But placing i 3 on m 2 would prevent a migration of i 1 from m 1 to m 2 , which would have increased the throughput of communication i 1 7 !i 2 . This situation is summarized in Fig. 2 .
Linearization
All constraints expressed in Sect. 
4 Flow-Aware Workload Migration
Resolution Algorithm
This section describes an algorithm (Algorithm 1) solving the previously introduced multi-objective MILP (15) . This algorithm runs at a given time t representing the ''present''. It takes the current inter-application communication requirements and the ''past'' (from time t À 1) task allocation as inputs, and returning a new allocation as a solution.
A Pareto-optimal approach [30, p. 24] is used: a set of optimal solutions is generated, from which a final solution z t ¼ ðx t ; f t Þ can be extracted based on an operator-defined policy getSolutionFromPolicy(). In the context of this migration model, an allocation z ¼ ðx; fÞ dominates an allocation z 0 ¼ ðx 0 ; f 0 Þ if all the objectives functions of the former have better values than the ones of the latter (with at least of one having a strictly better value). That is denoted z 1 z 0 : To generate the set of Pareto-optimal solutions for the multi-objective problem, the e-constraint method [30, p. 98 ] is used. It consists of reducing a multi-objective linear programming model to a single-objective model, by relaxing all objective functions but one and considering them as constraints. These constraints are obtained by bounding the relaxed objective function by a number e that varies in a certain interval. Although its initial formulation only considers two-objectives problems, it can be extended to problems with a greater number of objective functions [32] , as it is the case here.
The two functions that are relaxed are the placement objective and the migration cost, because it is simple to grid the corresponding space. The single-objective MILP that results is given by: 
where e p ; e m are bounds varying in ½e p ; e p and [0, B] respectively. For the placement objective, a simple upper bound for e p corresponds to the number of tasks:
Similarly, a lower bound for e p can be easily derived from tasks that were running at the previous iteration and that are still to be run. As per Eq. (2), they cannot be forcefully terminated:
For the migration cost, correctly choosing the upper bound B for e m has a large impact on the running time of the algorithm. This bound B will be referred to as the migration budget.
Computational Example
In large-scale deployments, the amount of CPU resources is likely sufficient for all tasks to be deployed. However, complex situations can exist, for which it is beneficial to have an understanding of the implications that different allocation choices can have. For instance, when new tasks arrive that have a high CPU requirement, choosing to place them upfront can consume CPU capacity which could have been used to migrate a smaller task and satisfy its throughput demand. This section illustrates the model response in situations where placement and migration are competing with each other, by way of an environment in which the machines are nearly overloaded in the initial state. The algorithm has been implemented in Python using the Gurobi MILP solver [33] , and all the simulations have been run on a virtual machine with 4 GB of RAM and an 2.6 GHz CPU.
Simulation Parameters
A simple two-tier tree topology is used, consisting of one root switch s 0 linked to two ToR switches s 1 ; s 2 , each linked to 10 machines (Fig. 3) . In order to represent the fact that tasks located on the same machine can achieve a higher throughput, each machine has a link to itself, with a higher capacity than other links in the data center, as depicted in Table 2 .
The CPU capacity is set to 3 for each machine-which gives a total capacity of 60. An initial state with 40 tasks of size r i ¼ 1 and a throughput demand graph G 
Results
In order to obtain the set of Pareto-optimal solutions S at time t, one iteration of Algorithm 1 was run. Figure 4 shows a three-dimensional representation of the solutions computed for one of those runs: Pareto-optimal solutions can be visually identified as those for which no other solutions have better coordinates in all dimensions. Results show that non-trivial behavior occurs when the data center is almost fully loaded: while placing a few new tasks improves the overall throughput, allocating all of them has a detrimental effect on the overall throughput because it prevents migration of other tasks.
This shows the interest of using a multi-objective model in cases where the objectives are conflicting with each other.
Pareto Front Approximation
Section 4 introduced a generic solution approach, which allows to compute the exact Pareto front for the three competing objectives (placing the highest number of tasks, minimizing the cost incurred by migration, achieving the best interapplication throughput) by means of an e-constraint method. Although this approach generates an exact set of efficient solutions, and thus can be useful for small and highly-constrained deployments, its computational complexity makes it unsuitable to model larger infrastructures.
In order to overcome this issue, this section derives and experimentally analyses a heuristic for approximating the Pareto front. Section 5.1 introduces the approximation method, and Sect. 5.2 provides the results of computational experiments in order to validate the quality of the proposed approach. 
Heuristic Formulation
In large deployments, it is assumed that there are enough resources to accommodate all tasks to be run, thus the remainder of this section assumes that all tasks can be placed (i.e. that there exists at least one solution to (18) such that PðxÞ ¼ jI t j). In order to focus on migration, it is also assumed that no new task arrives (i.e. I t ¼ I tÀ1 :¼ I). Given this assumption, a heuristic allowing to approximate the Pareto front in the throughput-migration plane, i.e. for ðPðzÞ; TðzÞ; MðzÞÞ 2 fjIjg Â ½0; þ1Þ Â ½0; B, is introduced. The issue with the e-constraint approach introduced in Sect. 4 is that, when considering the migration of B tasks, there are OðjIj B jMj B Þ possible recombinations, which can be computationally expensive. In order to limit the combinatorics of the recombination, the introduced heuristic splits the migration process in smaller chunks, considering fewer migrations at a time, and proceeding in a greedy way until the total budget is exhausted, as described in Algorithm 2.
For clarity, let Mðx t ; x t 0 Þ represent the migration cost when going from state x t to x t 0 :
Let D [ 0 be a parameter representing an incremental budget. Starting from an initial configuration z tÀ1 , and given an upper-bound B on the migration cost, intermediary states ðẑ 0 ¼ z tÀ1 ;ẑ 1 ; . . .;ẑ s ; . . .;ẑ s Þ are created. At each step s ! 1, a new placement is generated by maximizing the throughput objective, with the constraint that no more than D is incurred as a migration cost as compared to step ðs À 1Þ. This way, no more than OðjIj D jMj D Þ recombinations are considered at each step, allowing for a smaller expected computational complexity. This process ends when no further tasks can be migrated, or when a total migration cost of B (as compared to step 0) has incurred. The heuristic tracks of the solutions generated while generating the successive solutions, so as to build an approximate Pareto front S.
Computational Experiments
This section experimentally illustrates the benefits of using the Pareto front approximation heuristic, both in terms of computational complexity and quality of the approximation. The sensitivity of the heuristic to the incremental budget parameter D is also experimentally explored. The experimental platform is the same as in Sect. 4.2.
Simulation Parameters
In a common data center, all machines in a rack are linked to a top-of-rack (ToR) switch, and those ToR switches are linked to each other via an aggregation router. In data centers, several such configurations can be linked together thanks to a third routing layer-in all cases, resulting in a tree-like topology.
For the purposes of these simulations, a k-racks topology is defined as a tree where a core switch s 0 is attached to k ToR switches s 1 ; s 2 ; . . .; s k . Each ToR switch s h (1 h k) is attached to 10 machines m h;1 ; m h;2 ; . . .; m h;10 . This topology thus comprises 10 Â k machines, and Fig. 3 depicts a 2 -racks topology. Links capacities are set as per Table 3 , i.e. links between the core switch and the ToR switches, and between the ToR switches and the machines have a capacity of 40. Loopback interfaces on the machines have a capacity of 1000-so as to favor placement of tasks which communicate with each other on the same machine.
Five k-racks topologies are considered, for k 2 f2; 3; 4; 5; 10g (for a corresponding number of machines jMj 2 f20; 30; 40; 50; 100g). For each of these topologies, four scenarios are considered with different tasks-per-machine ratios, such that jIj 2 fjMj; 2jMj; 5jMj; 10jMjg-as a way to compare between different load factors for the machines. This makes for a total of 5 Â 4 ¼ 20 scenarios.
CPU requirements of tasks are set to r i ¼ 1, and CPU capacities of the machines to j m ¼ 20. This allows for up to 20 tasks per machine, thus ensuring that all tasks can always be placed. To simplify understanding the migration cost, tasks size (for computing the migration cost) are set to s i ¼ 1, thus the migration cost simply becomes the number of migrated tasks. Tasks are initially uniformly randomly assigned to the machines. The communication matrix is generated by: (1) For each of these 20 scenarios, the exact Pareto front is computed using Algorithm 1, with a migration budget (maximum migration cost) B ¼ 30. The approximate Pareto front as described in Algorithm 2 is computed for five different values of the incremental budget D 2 f1; 2; 3; 4; 5g.
Comparative Results
In order to illustrate the results, the cases of the 2-racks topology (20 machines) with 40 and 100 tasks are first considered as examples. For these two cases, Figs. 5 and 6 depict the generated exact and approximate Pareto fronts. Those figures show the different solutions from among which one can be choose, after running either algorithm. As depicted in the figures, migrating more tasks obviously increases the migration cost-while enabling communicating tasks to be co-located, hence increasing the total achievable throughput. Depending on requirements, a solution can be chosen from the Pareto-optimal set that offers a tradeoff between improving the overall throughput and incurring more migrations. In these two examples, it can be observed that the approximate Pareto fronts generated by algorithm 2 for D ! 3 closely follow the exact front. It can also be observed that for D ¼ 1, results are of lower quality, and that in the example of Fig. 6 , the algorithm was unable to find solutions for more than 24 migrations.
In order to quantify the impact of these algorithms on the quality of the obtained solution set, let h 20 (resp. h 0 ; h 30 ) represent the throughput corresponding to a migration cost of 20 (resp. 0, 30) in the Pareto front. More formally, this means that h 20 is the coordinate such that ðjIj; h 20 ; 20Þ 2 S; for instance, in Fig. 6 , h 20 ¼ 876 for the exact Pareto front. Figure 7 (resp. 8) shows the throughput improvement h 20 =h 0 (resp. h 30 =h 0 ) for the 20 tested scenarios, for the exact Pareto front as well as the approximate Pareto fronts. This represents the relative improvement in terms of overall throughput if the operator chooses to migrate 20 (resp. 30) tasks after inspecting the set of Pareto-optimal solutions. It appears that, for D ! 2, the achievable throughput improvement when using the heuristic method introduced in Sect. 5.1 is close to the exact solution. Overall, choosing D ¼ 5 yields the better results: for 20 migrations, the results are better in all the twenty tested instances, and for 30 migrations they are outperformed by D ¼ 4 in only three instances. For D ¼ 5, the throughput improvement remains within a 3% error as compared to the exact solution after 20 migrations, and within a 5% error after 30 migrations. Using D ¼ 1 yields results of lower quality, because the algorithm is not able to explore reconfigurations with two migrations at the same time (i.e. swapping tasks), and because it can terminate prematurely if the throughput cannot be improved by migrating only one task. For 20 migrations, D ¼ 3 also yields results of lower Finally, Fig. 9 depicts the time needed to generate the exact and approximate Pareto fronts. While computing the exact Pareto front is very time-consuming, the approximation heuristics introduced reduces the required computation time. Overall, the lowest computation times are achieved for D 2 f3; 4; 5g, whereas D 2 f1; 2g exhibit higher running times. The choice D ¼ 5, which can be observed to exhibit the best results, in terms of throughput improvement, in the majority of cases-with a computation time constantly better than the reference exact approach, performing approximately one order of magnitude faster when B ¼ 30 (from 5:1Â faster for 100 machines and 200 tasks, to 1800Â faster for 30 machines and 60 tasks).
To conclude, the approximation method presented in Sect. 5.1 can greatly reduce the time needed to compute a set of approximate Pareto optimal solutions, while generating solutions close enough to the exact ones. It is realistic to note that, although an improvement in solving time is observed regardless of the topology size, Fig. 9 suggests that using a MILP approach (exact or approximate) might be unfit for too large topologies.
Conclusion
In data centers, applications may exhibit time-varying communications dependencies, and migrating tasks in such environments can be a means to re-distribute the load over the whole infrastructure, while optimizing inter-task communications. In this paper, a linear programming framework is introduced, which represents the data center topology, and communications dependencies between workloads. Using this framework, a multi-objective model is developed, which, when solved, can propose a reorganization of workloads so as to (1) place the highest number of new tasks, (2) maximize the overall achievable throughput, and (3) minimize the migration cost, incurred by this reorganization. The approach developed is generic with respect to the network topology and the inter-application communication demands, and is novel in that, when compared to other workload migration frameworks, it generates a set of Pareto-optimal solutions. From among this solution set, a workload allocation can be chosen, which yields the best tradeoff in terms of throughput improvement versus the cost incurred by task migration. A solution algorithm using the e-constraint method is proposed as a baseline. Then, a heuristic is presented, which generates an approximate Pareto front. Computational experiments on different topologies show that the proposed approximation builds solutions close to the optimal Pareto front, while greatly reducing the computation time.
Having shown the desirability of considering inter-application dependencies in migration models, an interesting question that arises is how the proposed model can be extended to take into account more fine-grained parameters. These could include the distance between source and destination hosts when migrating, the energy cost induced by machines which are on or off, and the possibility to load-balance flows across multiple paths.
