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L’inference statistique est un domaine complexe et en constante evolution. Ce memoire 
traitera de l’inference sur la fonction de densite d ’une variable aleatoire. Nous parti- 
rons de plusieurs resultats connus et developperons une analyse de ces resultats dans le 
cadre parametrique avec une approche bayesienne. Nous nous aventurerons aussi dans 
les problemes avec espace parametrique restreint. L’objectif du travail est de trouver 
les meilleurs estimateurs possibles considerant l’information a priori et 1’observation de 
variables tirees d’une densite faisant intervenir le parametre.
Le chapitre 1 traitera de notions d ’inference bayesienne, de choix de perte evaluant 
la performance d’un estimateur et possedant des proprietes recherchees. Le chapitre 2 
concernera l’estimation ponctuelle du parametre. En particulier, nous aborderons l’esti- 
mateur de James-Stein et trouverons des conditions suffisantes pour la minimaxite et la 
dominance d’estimateurs en remarquant la forme particuliere de ceux-ci. Une condition 
remontera meme a la loi a priori utilisee. Le chapitre 3 etablira des liens entre l’esti- 
mation ponctuelle et l’estimation par densite predictive pour le cas multinormal. Des 
conditions seront aussi etablies pour la minimaxite et la dominance. Nous comparerons 
nos estimateurs a l’estimateur de Bayes decoulant d’une loi a priori non informative et 
demontrerons les resultats par des exemples. Le chapitre 4 considerera le probleme dans 
un cadre plus general ou le parametre d ’interet pourra etre un parametre de position ou
d’echelle. Des liens entre ces deux problemes seront enonces et nous trouverons des condi­
tions sur la famille de densites etudiee pour trouver des estimateurs minimax. Quelques 
exemples concluront cette section. Finalement, le chapitre 5 est l’integrale de l’article 
depose en collaboration avec Tatsuya Kubokawa, Eric Marchand et William E. Straw- 
derman, concernant l’ensemble du probleme etudie dans ce memoire, a savoir l’estimation 
par densite predictive dans un espace parametrique restreint.
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(^■) Densite d ’une loi normale
$(•) Repartition d’une loi normale
I d (-) Fonction constante egale a 1 sur l’espace D
INTRODUCTION
Dans le domaine de la statistique, l’estimation est un doraaine tres utile pour comprendre 
le monde qui nous entoure et predire de futurs evenements. Plusieurs statisticiens se sont 
penches sur l’estimation de parametres de position ou d’echelle tels que la moyenne ou 
la variance d’une variable X de loi normale.
Or, si l’objectif est de predire de futurs comportements de la variable, ne serait-il pas 
mieux d’estimer la fonction de densite au complet, plutot que de se restreindre a esti- 
mer un parametre? Dans ce cas, comment peut-on definir la notion de distance entre 
l’estimation et la densite reelle?
Ajoutons a ce probleme l’information a priori du parametre. Par exemple, si on sait que 
la moyenne d ’une variable aleatoire est strictement positive, comment gere-t-on cette 
information a travers notre reflexion ? La statistique bayesienne fournira des pistes de re­
ponses quant aux meilleurs estimateurs, tout en permettant le plus d ’objectivite possible 
par le choix de lois a priori non informatives.
Ainsi, nous consacrerons nos efforts sur l’estimation de la fonction de densite d ’une va­
riable Y  dans le cadre parametrique a partir d ’une observation X.  Nous debuterons par 
se choisir une fonction de perte mesurant l’erreur d’une estimation. La perte Kullback- 
Leibler jouera un role important dans ce memoire. Elle possede des proprietes interes- 
santes que nous demontrerons.
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Par la suite, pour mieux comprendre l’estimation par densite predictive et etablir des 
liens, nous reviserons plusieurs resultats concernant 1’estimation ponctuelle du parametre 
d’interet sous la perte quadratique. En particulier, nous rappellerons les resultats concer­
nant l’efficacite de 1’estimateur de James-Stein qui domine l’estimateur usuel X.  De plus, 
nous etablirons des conditions sur la loi a priori pour qu’ils conduisent a un estimateur 
minimax.
La troisieme partie de ce memoire concernera le probleme d ’estimation par densite pre­
dictive dans le cas particulier de la loi multinormale. Plusieurs estimateurs seront com­
pares et des resultats similaires a ceux du probleme d’estimation ponctuelle pourront 
etre trouves. Nous regarderons ensuite ce qui se produit lorsque l’espace parametrique 
est restreint a partir d ’exemples particuliers. Des lois a priori impropres seront a 1’etude 
dans ce contexte.
Finalement, la restriction de l’espace parametrique peut s’appliquer dans un cadre plus 
general que la loi multinormale. Nous etudierons done l’efficacite des estimateurs pour des 
parametres de position et d’echelle. Nous nous demanderons quelles sont les conditions 
necessaires a imposer sur la famille de densites de Y  pour mener a des resultats de 




Ce chapitre fait un rappel des definitions concernant l’inference bayesienne et des pro- 
prietes de la perte Kullback-Leibler qui sera utilisee dans ce memoire.
1.1 Definitions
Tout au long de ce memoire, nous faisons reference a certaines notions d ’inference sta­
tistique. Pour mieux comprendre ce dont on parle, void quelques definitions auxquelles 
on fait reference. Nous travaillons avec un modele statistique X  ~  po, ou 9 E 0  avec 
0  un espace parametrique. Nous denotons par S des estimateurs, par S(x) des estimes 
fonctions de l’observation X  = x  et par L(8 , 6(X))  la perte mesurant l’erreur de notre 
estimation.
D efin ition  1.1.1. Pour un probleme d ’estimation d ’un parametre 8 ou d ’une fonction 
parametrique g(6) par un estimateur S avec fonction de perte L(0 , 5), la fonction de risque 
est definie par R(8 ,S) = E x \0[L(9,S(X))\.
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Une propriete utile pour choisir un estimateur est la minimaxite.
D efinition 1.1.2. Pour un probleme d ’estimation avec risque R(8 ,S), un estimateur
est minimax s ’il minimise le risque maximal en 9, c ’est-a-dire si sup R(9. S0) =
0
inf sup R(9, 5).
<5 0
Nous souhaiterons a plusieurs reprises comparer deux estimateurs dans un meme contexte. 
Qu’est-ce qui ferait qu’un estimateur serait plus performant qu’un autre relativement au 
risque defini?
Definition 1.1.3. Un estimateur Si domine un autre estimateur S2 pour une perte L(9, (£) 
si R{9,Si) < R(9,S2) pour tout 9 avec inegalite stride pour au moins un 6 .
Dans le cadre d ’inference bayesienne, on utilise l’information detenue sur le parametre 
inconnu 9 pour lui associer une fonction de densite tt(9). Le parametre est alors considere 
comme une variable aleatoire.
Definition 1.1.4. Pour une loi a priori tt(9) sur le parametre 8  et pour la perte L(9, 5), 
Vestimateur Sv de 9 est un estimateur de Bayes s ’il minimise la perte esperee a posteriori 
E ^ X {L(9J)}.
La classe des estimateurs de Bayes peut etre agrandie en generalisant le concept d ’esti- 
mateur de Bayes.
Definition 1.1.5. Un estimateur <5o est dit Bayes par extension lorsqu’il existe une suite 
de lois a priori propres {7rm}m>i telle que lim =  lim r Wm(50) < oc o u r 7!rn(S) =
m — > o o  m — > o o
E 9 [R(8 ,S)} est le risque intcgre de Bayes pour la loi a priori 7rm et ou 5irrn est Vestimateur 
de Bayes pour la loi a priori irm.
II a ete demontre qu’il existe un lien entre la minimaxite d’un estimateur et le fait qu’il 
soit un estimateur de Bayes, comme le souligne le theoreme suivant.
Theorem e 1.1.6. Un estimateur de Bayes par extension 6 q dont le risque est R(9, rf0) =  c 
(constant) pour tout 9 est minimax.
Demonstration. Supposons que <5o ne soit pas minimax. Alors,
=> 3di : sup R(9, Si) < c 
e
=» 3e > 0 : sup R(9, 5j) +  e < c. 
o
Or, pour ce meme e, il existe une valeur mo > 1 tel que c < rK (ST ) +  e,
=> sup R(6 . 6i) < r Wmo(JWmo),
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ce qui n’est pas possible. □
Ainsi, on peut considerer ces definitions et ces resultats au cours de ce travail lorsqu’ils 
sont utiles.
1.2 Choix de perte
Dans le cadre de ce memoire, nous faisons face a un probleme d’estimation de la fonction 
de densite p(-) d ’une variable ou d ’un vecteur aleatoire Y  par une densite predictive p( ). 
Pour mesurer l’efficacite d’une telle estimation, nous devons tout d’abord definir une 
fonction de perte.
Quels sont les criteres d ’une bonne fonction de perte? Quelles caracteristiques peuvent 
etre avantageuses ? Pour commencer, nous voulons qu’elle soit positive et qu’elle soit
5
nulle pour une estimation qui s’avere exacte. Aussi, il est preferable qu’elle soit definie 
de fagon intrinseque, c’est-a-dire que si on procede a un changement de variables par une 
fonction strictement monotone, il n ’y ait pas d ’impact sur la perte ou sur le choix de 
l’estimateur.
Voila pourquoi la fonction de perte de Kullback-Leibler, introduite dans ([15]), semble 
un choix judicieux pour la suite de ce memoire. Elle se definit comme suit :
Lkl(p-.p) = J  p (y ) lo g (? ^)d p (y )  = E Y[ lo g (~ ^ )] .
ou p une mesure a-finie sur l’espace echantillonnal de Y  sous-ensemble de Rp, p(-) est la 
densite a estimer, p(-) est un estimateur de p(-) qui sont toutes deux absolument continues 
par rapport a la mesure p, et ou l’esperance est prise par rapport a p.
Cette perte considere la distance entre les deux densites en chaque point y a travers leur 
vraisemblance. Notons aussi que cette fonction de perte peut etre decrite par l’expression :
Lk l (p , p ) =  I p ( y ) ( ^ y  -
ce qui laisse presager qu’il y a un lien direct entre cette fonction de perte et la perte 
entropie p(t) =  t — log(t) -  1 ou t — On peut done interpreter cette perte comme la 
perte entropie moyenne ponderee par la fonction de densite de Y.
Proposition 1.2.1. La fonction de perte de Kullback-Leibler (i) est positive ou nulle et 
(ii) est nulle lorsque p ^ p  presque partout.
Demonstration, (i) Comme la fonction —log est stictement convexe sur ]0, oo[, on peut 
deduire le resultat suivant par l’inegalite de Jensen :
L(p.p) =  E * > 9(fg ) ]
=  -(<>9(/p(s)g{y)
=  - log( l )
= 0.
avec egalite si et seulement si est constant avec probability un. Done, L(p,p) = 0 <=> 
p(y) =  p(y) presque partout sur le support de p(y). □
Remarque 1.2.2. On peut aussi deduire le resultat du fait que la perte entropie est 
toujours positive ou nulle. Ainsi, la perte Kullback-Leibler qu’on peut exprimer sous la 
forme L(jp,p) =  f  p(y) ( ^ |  — 1 )dy (voir notes non publiees de Marchand \17\)
a la meme propriete.
La perte utilisee dans ce memoire possede la caracteristique d’etre intrinseque, c’est-a- 
dire qu’elle est definie a partir de la distribution d’echantillonnage. Cette propriete la 
rend invariante aux changements de variables strictement monotones, ce qui n’est pas le 
cas, entre autres, de la perte quadratique. Un changement de variables ne conduit pas a 
une estimation differente, comme enonce dans la prochaine proposition. Une etude des 
pertes intrinseques est discutee dans Robert ([19])-
Proposition 1.2.3. Dans le cadre de Vestimation multidimensionnelle, soient Y  ~  pY(-) 
et Y\ — h(Y)  ~  Pyi(‘) ou h(-) est strictement monotone. Soient pY e tp Yl des estimateurs 
de pY et pYl respectivement. Alors, L(pY,pY) = L(pYl,pYl) ou pYl est la densite de 
Y( = h(Y') avec Y '  ~  p(-).
Demonstration. On a
K pr,  (•)•?*,<•)) =  E r' [ l o g C ^ ) ]
& voy^ uh-HYimpYih-HYx)))!
□
A partir de maintenant, nous considerons le probleme parametrique suivant :
Probleme (*)
Soient X\9  ~  P x ( ; \ 9 )  Y\9 ~  p y ( - \ 9 )  independantes. N ous tentons d ’estim er
sous la perte Kullback-Leibler py{-\9) a partir d ’une ou  plusieurs observations 
de X  considerant qu’on dispose d ’une loi a p r io r i tt pour le param etre 9 € Rp. II 
arrive qu’on utilise une loi a p r io ri non inform ative lorsqu’aucune inform ation  
sur 9 n ’est disponible.
Pour le probleme d’estimation ponctuelle de 9 sous la perte quadratique L(9, S(x)) — 
||0 — 5(x)||2, on remarque que l’estimateur de Bayes associe a une loi a  priori it est E[9\X) 
si £/[||#||2 |X] < oo, car cet estimateur minimise, pour tout x, Fesperance a  posteriori de 
la perte. Ce resultat naturel se rencontre aussi pour le probleme (*), comme demontre 
dans Aitchison ([1])
Proposition 1.2.4. Pour le probleme (*), I’estimateur de Bayes p^(-\X) est la densite 
conditionnelle de Y \X  =  x (dite predictive) donnee par py\x(y) = f  p(y\9)rr(9\x)du(8), ou 
7r(0|:r) est la densite a posteriori de 8  etant donne x et par rapport a une mesure a-finie v. 
Le resultat est le meme si on considere plutot la perte L 2 {8 ,p) = J(p(y\9) —p(y\x))2 dp(y).
Demonstration. L’estimateur de Bayes associe a une loi a priori n sur 8  est celui qui 
minimise, pour tout x, l’esperance a posteriori de la perte. On a :
8
E e x^ - x [LKL{8 .p)} =  f  f  n(6 \x )p (y \d ) \o g { f f f  )dv(9)dp(y)
Y  0
=  c -  J p ( y \x ) lo g ( ^ ^ ) d p ( y )  + jp(y\x)\og{p{y\x))dp{y)
Y  Y
> C + f  p(y\x)log(p(y\x))dp(y)
Y
par l’inegalite de Jensen appliquee a la fonction — log(-) avec egalite si et seulement si
p(-\x) =  p(-\x) presque partout et ou p(y\x) =  f  p(y\9)-K{8\x)du{9).
e
Pour la perte L2 , on a :
E 8lx- x [L2(9,p)} = f  f-ir(9\x){p(y\6) -  p(y\x))2dv(9)dp,(y)
=  1 1  n(8\x )p(.y\e )2dv{ 8 ) d V-{y) - I f f  K{9\x)p{y\ e)p{y\x)dv{6)dpi {y)
+  I f  v(9\x)p(y\x)2di/(9)dtx(y) 
y  e
= C -  2 J  p(y\x)p(y\x)dp(y) + f  p(y\x)2dp(y)
Y  Y
On cherche done a minimiser, pour tout y : —2p(y\x)p(y\x) + p(y\x)2. En derivant, on 
obtient : — 2p(y\x) + 2p(y\x), ce qui est nul ssi p(y\x) = p(y\x). Puisque la derivee seconde 
vaut toujours 2, p{y\x) =  p(y\x) = J  n(9\x)p(y\9)d8 est done la quantite qui minimise la 
perte a posteriori. □
Voici deux premiers exemples d’estimateurs de Bayes sous la perte Kullback-Leibler :
Exem ple 1.2.5. Considerons le probleme (*) ou X \9 ~  Arp(8 ,vxIp), Y\9  ~  Np(9,vyIp) 
et 9 ~  N(fi, 1 ^ Ip).
On trouve a partir de ces informations que X  ~  X p(p , (v# +  vx)Ip). Ainsi, la loi de 9\X  
est definie par la densite suivante :
------ 1  € 1 VffVX | j  VQ+vx J j  e  2 { v g + v x )
rr(9\x) = ------------
----------J-------  e 2( vg-hvx )
(27t(u^4-vx)) 2
- 1  |[fl V^  + 1^
^ 2 7 7 V 0 V
V f l + V
Done, 8 \X = x  ~  NPiix(x),v{x)Ip) oil fi{x) = ' ef u(:r) =
Finalement, par un developpement similaire a celui utilise pour trouver la densite mar- 
ginale de X  et a celui detaille dans VExemple 3.1.2, on a que p(-\x) Np(p(x). (v(x) +  
vy)Ip)'
Ce resultat est interessant, car on peut etablir des paralleles avec l’estimation ponctuelle 
de 9 sous la perte quadratique ||<5 — 9 \ \ 2 . D’abord, il est a remarquer que p(x) est l’esti­
mateur de Bayes de 9 sous la perte quadratique \\d — 91|2 avec la memo loi a priori. Ainsi, 
l’estimateur de Bayes de p{-\9) est la densite d ’une loi normale de moyenne p(x) et de 
variance superieure a la variance vy. Aussi, en choisissant p = 0 et vg —> oo, on en deduit 
l’estimateur de Bayes generalise pu{-\x) ~  Np(x, (vx +  vy)Ip). Finalement, on sait que ces 
estimateurs p{-\x) ~  Np(p(x), (v{x) + vy)Ip) sont admissibles, car ils sont des estimateurs 
de Bayes uniques avec un risque integre de Bayes rn fini.
Exem ple 1.2.6. Dans le cadre du probleme (*), si X \9  ~Poisson(9), Y\9 ~Poisson(9) 
et que la loi a priori de 9 est la loi impropre n(9) — 1jo.dc>[(#)> on obtient pour densite 
predictive :
%r{y\x) fo° ~ i \ 9 de/oe c ^ —
_ 1 /n°° &x+ye~2edd
y\ f£°6xe - ed0
[_ (i+!/)- gx+y-' - 20]oo
1 1 ±^0 (l+y ,)! 2’+1 9=0 _
y • r _   x , ....... g x - i  g | o o
[ "  e  10 =  0
10
On reconnait ici la fonction de masse d ’une loi binomiale negative oil y represente le 
nombre d ’echecs obtenus avant qu’on obtienne le (x +  l ) e succes et ou la probability de 
succes est de
Ainsi, les notions decrites dans ce chapitre seront utilisees pour presenter les resultats 
principaux de ce memoire. On etudiera la minimaxite et la dominance de certains esti­





Dans cette section, nous nous attarderons au probleme d’estimation ponctuelle d’un 
parametre de position 9 sous la perte quadratique L q ( 9 , S )  = \\B — <5||2 a partir d ’un 
ensemble d ’observations. Bien que la moyenne echantillonnale tiree d’une loi normale avec 
moyenne 9 et matrice de variance-covariance Ip soit sans biais, minimax et l’estimateur 
du maximum de vraisemblance, il a ete demontre par Stein ( [21 ]) et par James et Stein 
( [ 1 0 ] ) ,  que cet estimateur est inadmissible pour des dimensions p  > 3, c’est-a-dire qu’il 
existe un estimateur dont le risque est inferieur ou egal sur I’espace parametrique avec 
une inegalite stricte en au moins un point.
Nous aborderons plus precisement ce probleme a partir d ’une population de loi multi­
normale Np(9,a2Ip) ou a2 est connue. Nous disposons d ’un echantillon A 1; X 2, X n. 
Puisque X  est une statistique exhaustive de loi Np(9, ^ - /P), on peut considerer une seule 
observation sans perte de generalite.
Dans ce contexte, l’estimateur de James-Stein est donne par 5 j s { X )  =  (1 — Pour
p  > 3, cet estimateur domine X  uniformement en 9 G Rp. Puisque X  est minimax (voir 
Casella et Lehmann ([5])), tout estimateur dominant X est aussi minimax.
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Xous elaborerons done sur ce resultat celebre et decrirons certains aspects decrits dans la 
litterature, notamment en ce qui concerne des conditions pour qu’un estimateur <5(X) =  
X  +  g(X)  domine X . Xous identifierons aussi des conditions de dominance applicables 
aux estimateurs bayesiens. Cette presentation est adaptee de Strawderman ([23)).
2.1 Approche geometrique
Considerons la figure suivante.
(1-a)X
Figure 2.1 -  Illustration geometrique de l’estimation du parametre 9 a partir de l’obser- 
vation X.
Xous savons que E[(X — 0)'9} — 0, ce qui nous suggere que ces deux vecteurs sont en 
moyenne orthogonaux. Xous savons aussi que £/[||Xj|2] =  pa2 + \\9\\2, ce qui pourrait nous 
faire croire que X  est un estimateur trop long de 9 dans le sens ou /?[||A"||2] > ||0||2. La 
projection (1 — a)X de 9 sur X  serait done une meilleure approximation. Considerons Y  
comme dans la figure 2.1. En supposant que X  — 9 et 9 soient vraiment orthogonaux et 
que ||X ||2 mesure vraiment pa2 +  ||#||2, nous avons d’un cote :
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| |P ||2 =  \\X -  6\\2 ~ a2 \ \X \\2 
= per2 -  a2 \ \X \\2
et de l’autre
||V'||2 =  ||0||2 - ( l - a ) 2 j|X||2
=  \ \X \\2 -  pa2 -  {I -  a)2 \ \X \\2
2 ^  2
En egalant ces deux expressions, on obtient : a = et 9 =  (1 — a)X  =  (1 —
Cet estimateur serait done plus approprie intuitivement.
2.2 Estimateur de Bayes empirique
Partons toujours du probleme ou on cherche a estimer un vecteur parametrique 9 a partir 
d’une variable aleatoire X  ~  Np(9, cr2Ip). Supposons de plus que nous disposons de la loi 
a priori telle que 9 ~  Np{0. blp) ou la constante a2 est connue alors que b ne Test pas.
Dans ce eas, la loi a posteriori de 9\X  =  x  est une loi normale de moyenne -^r^X  = 
(1 — II s’agit de Testimateur de Bayes pour la perte quadratique L q . II reste done
a estimer la valeur de b. Comme {X  — 9)\9 ~  Np(0. a2Ip), X  — 9 est independant de 9. 
On peut en conclure que X  = X  — 9 + 9 a pour distribution marginale une loi normale 
de moyenne 0 et de matrice de variance-covariance (a2 +  b)Ip. On peut ainsi souligner 
<lue ^ 2  ~  X2(p) (Chi-deux avec p degres de liberte). De la, on peut utiliser le resultat 
suivant : Done, comme b est inconnu, on peut approximer l’estimateur
(1 — par (1 — )X  qui est un estimateur de Bayes empirique correspondant
a djs(X).
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2.3 Resultats de dominance
Les deux sous-sections precedentes nous ont propose des estimateurs de la forme (1 —
2
7 ^ 7 2  ) X  pour un parametre de position 9 qui semblent plus appropries que X.  NousI;-* H
retragons ici le resultat a l’effet que l’estimateur X  est domine pour la perte quadratique 
L q  par ces estimateurs, soient celui obtenu par l’approche geometrique et l’autre obtenu 
par l’approche Bayes empirique.
Nous avons besoin du resultat suivant de Stein ([22]). Nous dirons qu’une fonction f ( x )  
est faiblement differentiable s’il existe une fonction 'tft(x) G Ll {R) telle que f ( x)  =
X  p
J  (p(x)dx. De plus, la divergence d ’une fonction f(:r) est V • f ( x )  = ^2 ^ " /(•T)-
a i = 1
Lemme 2.3.1. ([22],[23]) (Lemme de Stein) Soit X  ~  Np(9,a2 Ip) et g(x) : Rp i-> Rp
une fonction faiblement differentiable telle que E[\\g(X) ||2] < oc. Alors, E [ ( X —9)g(X)] = 
a 2 E[V-g(X)} .
Demonstration. Considerons d’abord le cas unidimensionnel ou X  ~  iV(0,1) et g(x) : 
IR i—> R. L’integration par parties nous donne :
E\Xg{X))  =  ^ x g ( x ) e - ^ d x
=  ^ ( [ - £ ( x ) e “ ^ ] ? - + - 3c  +  I Z c  g ' ( x ) e - ^ r d x )
= EW( X) \ ,
car JS[|g(AT)|] < oo. Le cas ou X  ~  iVp(0, Ip) et ou g(X)  : Rp Rp se prouve en utilisant 
ce dernier resultat. On remarque que
15
E[X'g(X)] = E l J : X l9 l(X)}
= j : e [ x i9 i(x)}
= Z E [ £ - 9 i(X)}
= E [ J 2 £ - 9 i(X)}
= E[V-g(X)} .
Finalement, le resultat pour X  ~  Np(9, a 2 Ip) s’obtient en effectuant le changement de 
variable Y  = *=*. □17
Le theoreme qui suit a bouleverse les croyances sur l’estimateur X  intuitif et considere 
efficace pour une moyenne, car il est minimax, sans biais et estimateur du-maximum de 
vraisemblance.
Theorem e 2.3.2. [8] Soit X  ~  Np(9, a2Ip). Pour p > 3, Vestimateur Sa(X)  = (1 — 
■ 0 ^)X  de 9 domine Vestimateur X  pour 0 < a < 2(p — 2) et pour la perte quadratique 
p  — 9 \ f . De plus, 2 (X) est celui qui minimise le risque de cette classe. Ce minimum  
est uniquement atteint en 9 =  0 et vaut 2a2, car le risque est croissant en ||#||.
Demonstration. A  1’aide du Lemme 2.3.1, on a :
R(9.Sa) = Ee | 
=  E e I
(1 I'XII r ) X - 9
+ a a E, 2aa2Ee\ E ^ l )
= pa  +  a a E ( lixf
x i r j iixir
2 aa2 ± E e[ W ^ l }  
i=i E xj






= pa2 + a2ai Ee{ - ^ } - 2aai Y : E f ^ 1
l ~  1 pE
3 = 1
(  x])2
pa  +  a a E t
Ll ' * i r
0 - - 4  p  rp|!X|i2-2 |!X |!: laa  — ~ a -2
pa2 + a4(a2 -  2a(p -  2))Ee[~ra\
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Comme a2  — 2a(p — 2) =  a(u — 2(p — 2)) est negatif pour 0 < a < 2(p — 2), on peut 
conclure que Sa(X)  domine X  pour a dans cet intervalle. De plus, ce polynome atteint 
son minimum en a = p — 2 .
11 X\' ^  • •Finalement, lorsque 9 = 0, a pour distribution une loi du khi-deux avec p degres de 
liberte et le risque est done de :
R(0. <yp_2) =  pa2 -  a2{p -  2)2E[-^-—i ] = a 2(p -  ^ =  2a 2
||A || p I
Finalement, le risque minimal de l’estimateur 5p-2{X) est uniquement atteint pour 6 = 0, 
car R(6 , 6p- 2{X)) — per2 — crA(p — 2)2Ee[j~^] est monotone croissante en ||0 ||. □
Tel que decrit par Brandwein et Strawderman ([3]), les deux generalisations qui suivent 
sont a remarquer.
(i) Le resultat tient pour un changement d’origine. Si on considere la variable Y  = X  — 90, 
l’estimateur 6P- 2 (T) =  (1 — ^ y p  )Y  de 9 — 6q domine Y  avec un risque minimal de 2 tr2  
en 9 — 6o = 0. On peut done conclure que l’estimateur 5(X)  — 90 +  (1 — ) (X  — 6o) de
9 domine X  avec un risque minimal de 2<r2  en 9 = 9q, car R(9 — 9o,Sp~2 ) =  R{9, 5p-2 + 90) 
pour tout 9 6  Rp- Cette generalisation est utile lorsqu’on a une idee de la valeur de 9.
(ii) Sachant que 9 appartient a un sous-espace lineaire V de Rp de dimension s, on 
peut considerer la projection de X  sur ce sous-espace additionne a l’estimateur de Stein 
appliquee a la projection de X  sur le sous-espace orthogonal au premier. Le risque minimal 
est de a 2(s -I- 2). II faut par contre que p — s > 3. Lindley ([16]) propose un estimateur 
de ce type ou V =  {9 : 9i = 92 =  ... =  9P}.
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2.4 Estimateurs de Bayes : Resultats de minimaxite
Considerons toujours le probleme ou X  ~  Np(9, a 2 Ip) et ou on cherche a estimer ponctuel- 
lement le parametre 9 sous la perte quadratique L{9, <5) — ||<5 — 61|2. Nous nous concentre- 
rons ici sur les estimateurs de Bayes. Leur forme particuliere nous perm ettra de trouver 
des conditions de minimaxite.
Lemme 2.4.1. ([22],[23]) Pour un estimateur de la forme S ( X ) — X - a 2 g(X) ,  le risque 
est egal a R{9. <5) =  pa2  +  £^ [cr4 (||^ (X ) | | 2  +  2V • g>(X))]. Ainsi, si ||g(x ) | | 2  +  2V • g(x ) <  0 
pour tout x  G Rp, alors 6 (X ) est minimax, car le risque est uniformement inferieur au 
risque de X  qui est de pa2.
Demonstration. On a :
R { 6 , 5 )  = E[\\X + a2g(X) -  9\\2}
= E[\\X -  0||2] +  a*E[\\g(X)\\2} + 2a*E [g{X )\X  -  9)]
= pa2 + a4E[\\g(X)\\2 + 2V -g(X )} ,
par le Lemme 2.3.1. □
E xem ple 2.4.2. L ’estimateur de James-Stein $P_2 (X) =  (1 — )X  est un exemple
du type d ’estimateur decrit plus haut. Dans ce cas, on a g(X)  =
Le prochain lemme illustre la forme particuliere d ’un estimateur de Bayes.
Lemme 2.4.3. ([22],(23]) Si 8  suit une loi a priori tt(8 ) telle que la marginale m(-) 
existe, alors Vestimateur de Bayes est de la forme 5„(X) = X  +  a2 ■
Demonstration. On a
v m p o  =  [ £  f  f ( x \ e ) 7 T ( e ) d e ] l=1...p
= U -^f(x\e)7r(0)de}l=1...p 
=  [ - f t  m( x )  +  ^ E ^ x [9i]}l^. . . p 
=  ^ ( - X  + SV(X))
=* S fiX )  = X  + a 2 Vm (X)m (X )
□
Le definition suivante est utile pour comprendre le Theoreme 2.4.6.
Definition 2.4.4. Une fonction continue <p : 1RP —> R est dite superharmonique si pour
p/ £ \
tout x0 € IRP et pour tout r > 0, on a </>(x0) > ~ I  fi(x)dUsr,I0(x ), 5V,x0 =
S r , x 0
{x € Rp : ||x — x0|| =  r} est la sphere de rayon r centree en x 0  et Usr_x est la mesure 
uniforme sur cette sphere.
§ § ” 1Remarque 2.4.5. -  La quantite —  correspond a I’aire de la sphere Sr,XlJ.
-  Pour une fonction superharmonique, on peut affirmer qu ’en tout point, la valeur de la 
fonction est superieure ou egale a la moyenne des valeurs de la fonction sur une sphere 
autour de ce point de rayon arbitraire.
-  Une definition equivalente lorsque les derivees partielles d ’ordre 2 existent serait qu’une
p 2
fonction est superharmonique si V 20 =  ^  fr-2 <j>(x) < 0 , ou V 2 =  V • V correspond
i = l  Xi
au Laplacien.
Theorem e 2.4.6. ([22],[23]) Si 0 suit une loi a priori ix(0) telle que la marginale m(-) 
existe, alors I{(0,Sv) = pa 2  +  4ai E[ V et est done minimax si y / m( X)  est une 
fonction superharmonique.
Demonstration. En regard des deux lemmes precedents, on sait que R(0,5fi) = pa 2  + 
<T4/?[||.g(X)||2 +  2V • .9(2!")] ou g(X)  =  Remarquons que l’interieur de l’esperance
est alors egale a :
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Vm (X )
m { X )
, 0 v7  V m ( I )  _  |V m (X ) |!2 , 0  m (X )V 2m (X )- i |V m (X )!  2
Z V ‘ m( X )  m ( X ) 2 Z m ( X ) 2
_  2 m ( X ) V 2Tn( X) - l \ Vm( X) \ \ 2
~  m ( X ) 2
Mais, d’un autre cote, nous avons :
4 V 2y / m ( X )  _
y / m ( X )  y / m ( X )
= 4 y  • (XmLXL)
\ / m ( X )  ( 2 x / m ( X ) )
' x/m(X)V2m(X)-Vm(X)-2'^rJ^)
y / m ( X )  m (X )
2m (X )V 2m ( X ) - | |V m ( X ) | j 2 
m ( X ) 2
□
Le resultat suivant nous assure de la minimaxite d’un estimateur de Bayes des que la loi 
a priori n(9) est superharmonique ou des que la loi marginale de X  est superharmonique.
Proposition 2.4.7. Soit une loi a priori 7r( - )  superharmonique telle que la marginale
mx(') existe. Alors mx(-) est superharmonique et y m x { - )  est superharmonique. 
Demonstration. Supposons 7r(-) superharmonique. Alors, on a :
V > x ( x )  =  f  f x \o{x)ir(0)d0
= J V x - ( V xfx\e{x)M 0)d9
=  f  Vx • (2(.rI -  O ^ f x ^ x ^ m B
=  / E ( - ^ 2  +  {x' J l)2) f X\e(x)n(e)de
= - $ m x {x) +  ± E 6{{9 -  X ) \ 9  -  X )i r(0)] (ou B ~  N (x , a2))
=  -§ z m x { x )  +  j j £ ;6,[ E ( 7r(^) +  (0* ~  ^ i)  J ' 7r(^))] (par le Lemme de Stein)
=  X2E % 0 - X ) > V e n { B ) \
= ^ £ e[V |7r(#)] (par le Lemme de Stein)
<  0 .
20
Ainsi, 7r(l9) superharmonique => m x (x) superharmonique. 
Or, on a aussi que :
V 2 V W (x )  =  V • [ ^




 7 / 1 } — (2mx ( x )V 2 m x (z) -  ||V m x (x)||2)
V (mx  (x ))
Ainsi, m x {x) superharmonique => \ / m x (x) superharmonique. □
Voici done une condition suffisante pour obtenir un estimateur minimax.
Corollaire 2.4.8. Dans le cadre du probleme d ‘estimation ponctuelle d ’un parametre 9 
a partir d ’une observation X \9 ~  N (9 ,a 2Ip) sous la perte quadratique L q , une condition 
suffisante pour obtenir un estimateur minimax est que la loi a priori 1t(9) soit superhar­
monique.
Demonstration. En combinant les resultats du Theoreme 2.4.6 et du Corollaire 2.4.8, on 
obtient le resultat.
□
Exem ple 2.4.9. Considerons la famille de lois de la forme ix{9) = ^  ou k > 0. On a
■ ■ | : 0 | |
alors :
dx.




Ainsi, le Laplacien equivaut a
i =  I 2 =  1 1 =  1
1=1 (E  o2x)k+2 1=1 
1 = 1
=  ^ ^ - ( p t e ? - 2 ( k  + l ) ± 6 ? )
(E«?)*+2 i=i *=i
-   ~(P ~  2 (fc +  1 )).
i = l
Ainsi, tt(9) est superharmonique si k < |  — 1. On pent done conclure que, pour p > 3 et 
k < |  — 1, Vestimateur de Bayes associe a cette loi a priori est minimax et par consequent 
admissible pour la perte Kullback-Leibler.
En conclusion, il a ete demontre, a partir de resultats tires de la litterature et dans le 
cadre du probleme d’estimation ponctuelle d ’yn parametre 6 a partir d ’une observation 
X\6  ~  N (9 ,a 2Ip) sous la perte quadratique, que l’estimateur X  n ’est pas le meilleur 
choix lorsque p > 3. II est domine par l’estimateur de James-Stein et une grande classe 
d ’estimateurs de la forme X  + g (X )  et ces estimateurs dominant X  sont minimax. Une 
condition suffisante a de plus ete trouvee pour obterfir un estimateur minimax, a savoir 
que la loi a priori tt(9) soit superharmonique.
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CHAPITRE 3
Densites predictives pour la loi 
Multinormale
Dans ce chapitre, nous nous attarderons principalement a l’estimation d ’une densite de 
loi normale, aux conditions de minimaxite, de dominance ainsi qu’aux liens reliant ce 
probleme au probleme d’estimation ponctuelle aborde au chapitre 2. Le developpement 
de la section 3.2 est tire des travaux de George, Liang et Xu ([8 ]) et de Brown, George 
et Xu ([4])- Le developpement de la section 3.3, quant a lui, presente des resultats de 
Fourdrinier, Marchand, Righi et Strawderman ([7]) ainsi que de George, Liang et Xu 
([8 ])- Les contributions de ce memoire se situent au niveau de l’estimation pour un espace 
parametrique restreint, des exemples illustres et de l’assemblage de plusieurs resultats 
connus.
Probleme (**)
Considerons le problem e ou on cherche a estim er la fonction de densite d ’une 
variable aleatoire Y  ~  Np{9, vyIp) a partrr de l’observation de X  ~  Np(9,vxIp) 
pour predire un futur com portem ent de Y .  Les variances vx et vy sont connues.
23
La perte utilisee est la perte de Kullback-Leibler.
Nous comparerons l’efficacite d’un estimateur par substitution avec l’estimateur de Bayes 
decoulant de lois a priori non informatives. Nous etablirons aussi des liens avec des 
problemes ou il y a une contrainte sur le parametre 0.
3.1 Resultats de minimaxite et de dominance
Tout d ’abord, si on dispose d’une loi a priori de 0 (parametre inconnu) absolument 
continue par rapport a la mesure de Lebesgue, on a vu dans la Proposition 1.2.4 que 
l’estimateur de Bayes pour la perte Kullback-Leibler est p(y\x) — f  p(y\0)n{O\x)d9.
Or, si on n’a aucune information sur la distribution de 6, quelle loi a priori peut-on 
choisir? Voila la question qui rend certains statisticiens sceptiques. Nous considererons 
des lois a priori non-informatives pour eviter toute subjectivity du statisticien. De telles 
lois sont presentees au chapitre 3 du livre de Robert ([20]).
Definition 3.1.1. Une loi a priori dont la mesure de I ’ensemble total est infinie mais 
conduisant a une loi a posteriori de mesure 1 est dite impropre.
Les lois impropres sont souvent utilisees dans le domaine de la statistique bayesienne, car 
elles possedent, mais pas toujours, de bonnes proprietes frequentistes. Elies representent 
souvent des choix par defaut ou appropries lorsqu’il n ’y a pas d’information a priori 
explicite.
Exem ple 3.1.2. Dans le cadre du probleme (**), en imposant la loi a priori uniforme 
sur les reels et en considerant que Vestimateur de Bayes se calcule comme enonce dans 
le chapitre 1, on obient :
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Pu(y\x) = f  — —g-e2vi|e x| — —we2v«^y 6' dO' J \ o t0**-t. \5(2 irVi)S (2 jn;y)S
1 f  ____ 1____
(2n)% (2!rrIt-’v,)5
1__  r _ _ L_ e ^ ^ ( v y \ . x f + v x M  2H v x + V y ) m 2~ 2{VyX+vI y Y 0 ) d Q
cy )
'  2  2 „ -(Vx+vv) n , „ | , 2 O/«»*+»•*» \M. "vW +»*«*ip»l  r  /  v x + v v \ E  —---- (.:»  - 2 ^ - f —r : - — ; w + - a— ,, , --------- ) j n
 i   i  (  l h e  2 i * v »  l * + l v  i i + > - y  d t ;(27r(rx+ry))§ J v2 ™*t/y/
— ( h i  d-^ 'y ) / ^ 'y  I! ^  i>^ + i . ' i  || y  [j^   'tr 1/ 11 ^  I: +  2 i ’x i . y g  V .
1 yr> 2 v x t 'u  '  Vx + t , 'u  ( t 'T  +  t 'i ,
(27r(v I + t ' y ) ) z
I o  f  l i / i  v y z • -  -  H
. f  ( — ---- ^ - ) 2 e  2 t?x V y  | |  v x + v y  | |  d Q
J  '  27Tt/Xl/y '
- { t J j + t J y  
_______ 1_____ p -g  2ur t>y
( 2 7 r ( i ; x + f y ) )  2
(2?r(t;I + r i ))<
yui est la densite d ’une loi normale de moyenne x et de matrice de variances-covariances 
(vx+vy)Ip. On auraitpu retrouver cette densite en considerant le probleme de VExemple 1.2.5. 
II suffit de prendre p =  0  et de faire tendre vg vers I’infini pour retrouver la loi a priori 
uniforme sur les reels. Dans ce cas particulier, on a que p (X )  = X  et que v (X )  = vx, 
ce qui nous conduit a la fonction de densite ci-haut. Nous ferons dorenavant reference a 
cette densite par la notation pu{y\x).
Le resultat suivant appuie l’idee qu’il s’agit d ’un bon estimateur.
Proposition 3.1.3. Pour le probleme (**), parmi la classe d ’estimateurs (p(y|x) ~  
N (x ,cvyIp)}, pu est celui qui minimise le risque pour tout $ G  R p .
Demonstration. Comme Y  — X\0  ~  Np{0, (vx + vy)Ip), on a :
minimise en c vV
R(d,pc) = E X'Y [ lo g {^ jy^ ) \
=  E x*[lo9( c S ) - ^  + ^ }
= f ( M c ) -  1  +  ^ )
V x + V y  [— |
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Cet estimateur, minimisant le risque sous la perte Kullback-Leibler parmi les estimateurs 
de la classe definie plus tot, a pour effet d ’augmenter la variance de la fonction de densite. 
Au lieu de conserver la variance vy de la variable Y , elle additionne la variance vx de 
la variable X .  Cette inflation est due a l’incertitude sur le parametre 9, interpretable 
comme une correction par la substitution du parametre 9 par X.
Pour le probleme d ’estimation par densite predictive sous la perte Kullback-Leibler, quelle 
est la performance des estimateurs par substitution ou on ne fait que remplacer le pa­
rametre inconnu dans la fonction de densite par un estimateur? Les resultats suivants 
apportent une reponse.
Corollaire 3.1.4. Dans le cadre du probleme (**), Vestimateur pu(y\x) domine Ves­
timateur par substitution po{y\x) ~  Np(x ,vyIp), oil x  est Vestimateur du maximum de 
vraisemblance de 0 et oupo(-\x) est Vestimateur du maximum de vraisemblance de p(-\y).
Demonstration. Le resultat decoule de la Proposition 3.1.3.
□
On remarque en effet que la difference des risques de ces deux estimateurs peut s’exprimer 
comme suit :
A(9) =  R{9,pu) — R(6,po)
= f ( l o g ( ^ ) - l  +  l ) - f ( l o g ( l ) - l  +  ^ )
= §(log(£ + l)-£)
< o,
ou la derniere inegalite est aisement justifiable par l’analyse de la fonction f ( x )  =  log(.T +  
1 ) — x  qui est strictement decroissante sur ]0 ,oo[ avec / ( 0 ) =  0 .
Ainsi, pour X  et Y  suivant des lois normales de meme moyenne 9 inconnue et de matrices 
de variances-covariances connues vxIp et vyIp, l’estimateur de Bayes pour la densite de Y\9
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decoulant de la loi a priori uniforme sur les reels domine I’estimateur par substitution 
pour la perte Kullback-Leibler. Ce resultat se generalise lorsqu’on observe n variables 
provenant de la meme loi que X  en remarquant que X ,  statistique exhaustive de cet 
ensemble de vecteurs aleatoires observes, suit une loi normale de moyenne 9 et de variance 
^ J p et peut etre consideree comme l’unique observation dans la demonstration.
Le prochain resultat nous donne une raison de plus de prendre en consideration l’estima­
teur pu .
Theorem e 3.1.5. ([2],[8]) Dans le cadre du probleme (**), I ’estimateur pu est minimax 
pour la perte Kullback-Leibler.
Si nous reussissons a demontrer que pu est un estimateur de Bayes par extension a risque 
constant, nous pourrons conclure qu’il est minimax. Pour ce faire, nous avons besoin du 
lemme suivant.
Lemme 3.1.6. ([8]) Dans le cadre du probleme (**), on a pour tout Tr(9).p7r(y\x) = 
lx’) ; ^  ~  VVv-J+vY ’ ni"K,w(-) est la densite marginale de W  et m n^x(') est
la densite marginale de X .
Demonstration. On a :
p A ^ , y )  =  f  p(x\8)p(y\6)7r(Q)d9
. ||i-9|l2 , Ily-Oll2
=  f  w e  2vy T c ( 9 ) d 9
J ( 2 wv x ) 2  ( 2 i r f y ) 5  v '
N" * ! ! 2 \\u) v\\2
f    we — 1—p-e ^  7r(9)d9
J  ( 2 w ( v x + V y ) ) Z  ( 2 n v v , ) %  V '
□
P u ( y \ x ) m n(w
Par ce lemme, on aurait pu retrouver l’estimateur de Bayes presente dans l’Exemple 1.2.5 
en remarquant que m^,x {-) ~  Np(p, (ux +  ve)Ip) et m 7r>ly(-) ~  Np(p, (vw + ve)).
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Revenons au Theoreme 3.1.5 a demontrer
Demonstration. Considerons la suite de lois a priori nn(9) ~  Np(0, n lp). Ainsi,
r 7T„ (Pu) ~ rxn (Pvn ) =  f  ^n{0) (RKL(0, Pu)  ~ RKL(0,P*n))d9
= j  n M E i l o g i m ^ W ) ) }  -  E[log(m„n(X))})d9 
= f  f'Kn(9)p(w\9)log(m7Tn(w))dwd9 -  f  J  ■Kn(9)p(x\9)log(mnn{x))dxd9,
ou m ~ (z )  =  — —— we 2(>'+”)l .
nV ’ (27r(v+n))5
II est aise de verifier que l’interieur de chaque integrate est O (^ ) ,  car on a :
r n{9)p{z\9)log(m7;n{z)) =  —W e ' 1 , e log( - 1 * e )
(27m) 2 (2titz) z (27r(v2+n))2
= C7~ F L(_ 2(!!r£o +  log((27r(vz + n))~f))
c  l l ^2< -k-f___IlEI!_______ I__!____ )~ nf 2(vz+n) (2ir(i;*+ra))f
<T C 1— nf (27rn)^_ jC 
nP ‘
Ainsi, chaque integrate tend vers 0 lorsque n tend vers l’infini. Done, pu est Bayes par 
extension. De plus, par la Proposition 3.1.3, on sait que pv a un risque constant pour la 
perte Kullback-Leibler. Par le Theoreme 1.1.6, il est minimax. □
En resume, l’estimateur pv est minimax et domine l’estimateur par substitution p ~  
Np(x, V y l p ) .  Par contre, cet estimateur n’est pas toujours admissible, comme le demontre 
les prochains resultats.
Lem m e 3.1.7. Dans le cadre du probleme (**), Vestimateur pi{-\x) ~  Np(S(x).cIp) 
domine Vestimateur p2 (-|x) ~  Np(x ,c lp) si et seulement si S(X) domine X  comme esti­
mateur de 9 G C sous la perte ||9 — d||2.
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Demonstration. On a :
m e.ji t)  -  m e .p t )  =
=  ± E x 'Y [ \ \Y -6 ( X ) \ \2 - \ \ Y - X f ] .
□
Le prochain corollaire a ete demontre par Komaki ([11]). En void une autre demonstra­
tion.
Corollaire 3.1.8. Dans le cadre du probleme (**), pu est inadmissible pour p > 3.
Demonstration. Comme demontre dans le Theoreme 2.3.2, on peut trouver un estimateur 
de Bayes qui domine l’estimateur X  pour p > 3. Ainsi, par le Lemme 3.1.7, pu est 
inadmissible pour p > 3. □
3.2 Lien entre l ’estimation par densite predictive et 
l’estimation ponctuelle
Le chapitre 2 concernant l’estimation ponctuelle ne fut pas elabore sans objectif. Dans 
cette section, nous tenterons d ’etablir le lien qui unit les deux problemes d’estimation et 
ainsi retrouver des resultats similaires dans les deux cas. Le premier theoreme met en 
relation le risque quadratique et le risque Kullback-Leibler.
Theorem e 3.2.1. ([4],[7J) Dans le cadre du probleme (**) et considerant vw =  ,
(a) S iO ~  tr(0 ), alors R k l (O.Pu) -  R k l {9,%) = \  M Rq (0^X ) ~  R ^ X ^ d v  oil 
Br^ v est I’estimateur de Bayes de 0 sous la perte quadratique et sous la loi a priori 7r(-).
(b) Pour un estimateur par substitution p\ Np{h{X). vyIp), on a RKL( 0 .p i ) - R k l (0,pu) = 
U Z M RQ(0- ^ ) - RQ(°iX))dv.
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Demonstration, (a) Soit Z  ~  Np{6, v lp) et posons Z* — — On a :
dv:Ez {log(m7;(Z))} = £ E z ’ [log(m^(^/vZ* + 9))}
E z ' \ ^mv(y/vZ'+6) 
OU
= f ( - £ .  -  l l »  -  ' II2 -  # * ' ■ ’ ( «  -  0 ) ) / M f M 0 < «
=  / ( “ £  +  2 (^112 -  y / v z ’ ~  t f  +  s / v z ' \ e  -  ( ) ) ) / ( z | i M 0 *
=  / ( - *  +  * « * -  ' I I 2 +  >'  1 * * 1 ’  -  2 v ^ 2 - ' ( 2  -  / )  +  v ^ 2 -  < ) ) )
f  (z\t)iv(t)dt
+ j v z * ' { 9  — f ) ) ) / ( z | f ) 7 r ( f ) < f t  
=  I ( ~ i i  +  2^ ( I N  “  * l | 2 “  u  ll2H2 ~  \ / v z * ' { 9  -  t ) ) ) f { z \ t ) n ( t ) d t
=  K - i j  + 2MII* -  *ll2 -  IN - *ll2 -  N - m e  -  t)))f(z \t)n(t)d t
= / ( - £  +  2MIN -  <H2  - ( z -  9Y(z -  t)))f{z\t)n(t)dt  
=  • i ; . m A z )  -  I  2^ ( z  -  e ) ' { z  -  t ) f  ( z \ t ) n ( t ) d t .
Ainsi,
ou T est de meme loi que 0 .
pZ f
^  I m„(Z)
p z  r^ m^ (z )
p Z  r
L m„(Z)
pzrj|r^A£) 
^  ' m„(Z)








(Z  + v ^ Z l ) ) )
Vm-xjZ) ■ 
m n(Z)
, 1 m 7, (Z )V 2m ,(Z )- j jV m „ (Z )j |2 
~l~ 2 m „ ( Z ) 2
2 m ,(Z )
1
m T(Z)V2m T(Z ) - ^ | ! V m J (Z)|l
m „(Z )2
Puisque cette derniere expression correspond a on peut deduire quedv '
U Z  M l{lQ(e ,x ) - K vQ ( e X .v ) ) d v  = ^NK(iy))]-^m(m,(X))]
Kk l (Q,P-k)-
Rk l (9, pu)-
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(b) D’un cote, nous avons
rj  IV 1 R ^ i e j ^ d v R%(0.61 ) ,  1 i)2v„
et
\ [ h R ^ e ' x ) d v = \ s y ^ - p2 io!>{
VX + Vy,
v „
D’un autre cote, la difference des risques de ces deux estimateurs nous donne :
p u  q _  p x y  r p  f n n ( V i + v y \  i hv— (^ C)|[2 l|v-x|
E x 'Y [ l o 9 m \  =  E x * [ - l l o g { ? g * )  +
2
P i  '■* L 2 V y  /  2vy 2(vx + v y )j
= - « l l 2] +  £ x y [IIMX) - « l l 2])
/ \ , Rq (^ l)
C yI M 1 ... , ■ 2. s
□
Ce resultat est tres interessant, puisqu’il nous permet de faire des paralleles entre l’esti- 
mation par densite predictive et l’estimation ponctuelle. De (a), nous pouvons conclure 
qu’un estimateur de Bayes decoulant d ’une loi a priori tt(6) domine l’estimateur de Bayes 
decoulant de la loi a priori uniforme sur les reels pn ~  Np(x, (vx + vy)Ip) si 1’estimateur 
de Bayes sous cette loi tt pour le probleme d’estimation ponctuelle de 6 avec perte qua­
dratique et variance connue v domine l’estimateur 6(X)  =  X  pour tout vw < v <  vx.
De plus, on peut conclure a nouveau de (a) que l’estimateur pv est inadmissible pour 
p > 3, car l’estimateur X  de 0 est inadmissible sous la perte quadratique pour p > 3, 
comme discute dans l’article de Komaki
De (b), on peut considerer le cas particulier ou on compare l’estimateur par substitution 
Pi ~  Np(x. Vylp) avec l’estimateur py. On a :
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Kk l {0-Pi ) -  Hk l {0,Pu) = \ f  ~^(Pvx -  pv)dv = -  l o g ( - )  -  1 ),
" J Vw  ^ Vw hw
comme demontre dans le Corollaire 3.1.4.
Finalement, on peut combiner les deux resultats pour comparer un estimateur de Bayes 
avec un estimateur par substitution, deux estimateurs de Bayes ou deux estimateurs par 
substitution. En particulier, on peut affirmer que, parmi les estimateurs par substitution, 
celui qui substitue le parametre 0 par l’estimateur de James-Stein ou tout autre esti­
mateur minimax de la forme X  +  g(X)  du chapitre 2 domine celui qui substitue 0 par 
l’estimateur X  pour p > 3.
C orolla ire  3.2.2. Dans le cadre du probleme (**), un estimateur de Bayes est minimax 
si la loi a priori n(9) est superharmonique.
Demonstration. En combinant les resultats du Theoreme 2.4.6, de la Proposition 2.4.7, 
du Corollaire 2.4.8 et du Theoreme 3.2.1, on obtient le resultat. □
E xem ple 3.2.3. Dans le cadre du probleme (**) avec p > 3 et pour la loi a priori 
7r(^) — o u O < f c < |  — 1, Vestimateur de Bayes associe pn est minimax. On a
demontre la superharmonicite de cette loi a priori dans VExemple 2.4-9.
D’autres applications de ces resultats sont traitees dans la prochaine section.
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3.3 Estimation avec contrainte
Supposons que la seule information que nous possedions a propos du parametre de posi­
tion 0 soit qu’il appartient a un sous-ensemble non vide A de Rp. Existe-t-il un estimateur 
dominant pu pour 0 € A ? Regardons quel type d’estimateurs de Bayes nous obtenons 
dans certains cas particuliers.
E xem ple 3.3.1. Pour le probleme (**), considerons le cas unidimensionnel et la loi a 
priori n(0) = p t ^ m)U{m}(9) 4- (1 — 2p)l{0}($) pour m > 0 et p < L ’estimateur de 
Bayes pour ce probleme est alors un melange de lois normales prenant les densites 4>-m.vy, 
<Pm,vy & <fio,vy avec probability respectives ----——  et
1 -fe  v* (e  4- - — ) 1 + e  (e v* -f- --~ 2P e 2t?x ) p ' ' p ’
--------- ~~2---------- , c ’est-a-dire
P < l> ~ - m . v x  ( x ) ___________________  : ( n \ - i ____________________ P t f r r n . V x  ( x )C  I™.') _  ________________p P~m.v _ X _ _ _ , /  \ __ _ _ _ _ p 0 m ,Vx(X)  1 ( ' l AO-
F t t \ i / I  )  ■p<ti-Trl.V x {x)+p<t>m,vx (x )  +  ( l - 2 p ) 4 x i , V x ( x ) y  rn ,vy \ y ) p 4>^m ^ J. ( x ) + p 4>rn,Vx( x )  +  ( l - 2 p}<S>Q,V x ( x ) x rn . v y \ y ) ^
_______________ ( l - 2 p ) ^ > o . v I ( i ) ________________ x  /  \
P<P - m , v x (x)+p<t>m ,vx (x )  +  ( l  ~2p)d>0.Vx ( x )  \ y  ) ■
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y
Figure 3.1 -  Estimateur de Bayes pour la loi a priori ir{d) =  0 .41{^ 5 } u { 5 } (0 )  +  0, 2 1 {0 }($) 
et pour la loi normale (vx — vy — 1) avec observation x = 2, 5.
La densite predictive est influencee par l’incertitude sur la valeur de 6, mais ajuste les 
poids en considerant la probability p.
Casella et Strawderman ([6]) ont demontre, pour le probleme d’estimation ponctuelle 
d ’une moyenne 0 d ’une loi normale avec variance connue sous la perte quadratique que la 
densite a priori concentree aux bornes m  et — m  se trouve a etre la loi la moins favorable 
(au niveau du risque minimal) pour un m  assez petit (m <  c0a avec Co «  1,059) si 
on sait que —rn < 6 < m  et que l’estimateur de Bayes decoulant de cette loi est done 
minimax. Voir Marchand et Strawderman 118] pour une revue historique de ce type de 
probleme. Ainsi, par le Theoreme 3.2.1, on peut remarquer une similitude entre le resultat
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de l’estimation ponctuelle sous la perte quadratique et l’estimation par densite predictive 
sous la perte Kullback-Leibler representee dans cet exemple.
E xem ple 3.3.2. Toujours dans le cas unidimensionnel, considerons la loi a priori uni­
forme sur [—m, m] de densite 7t(B) = [_m,m](0) pour m > 0. Considerant le resultat
du Lemme 3.1.6 et le fait que X\B ~  X p(B,vx lp) et W\B — ~  Np(B,vw) ou
, on a alors pour estimateur de Bayes :
V X + V y
( \ cb(m- w) —
p(y I*) =  - — tzspM * )  = <p(-m v,x (x ) '  v,yr $ ( 7 = )  -  V vx +  vv
0.4F
Estimateur de Bayes 
Estimateur par substitution
Figure 3.2 -  Estimateur de Bayes pour la loi a priori uniforme sur [—5, 5] pour la loi 
normale (rx = vy = 1 ) avec observation x  — 2
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En comparant l’estimateur par substitution et l’estimateur de Baves, on voit clairement 
que ce dernier est influence par l’incertitude sur la valeur de 9. Malgre la contrainte, 
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Figure 3.3 -  Estimateur de Bayes pour la loi a priori uniforme sur [—5, 5] pour la loi 
normale (vx =  vy = 1 ) avec observation x =  1 0 0
Dans ce graphe, malgre qu’on ait observe x  =  100, la densite predictive n’est pas centree 
en cette valeur, considerant que —5 < 8 < 5. Ainsi, l’estimateur de Bayes pour la loi a 
priori uniforme sur l’intervalle [—5, 5] a une moyenne bornee par -5, comme on peut le 
voir dans la figure ci-haut.
36




- 4 - 2 0 2 4
e
Figure 3.4 - Difference des risques (lois a priori uniforme sur [—5,5] et sur les reels avec
V X V y  1)
Le graphe de la figure 3.4, comme le demontre le prochain theoreme,'illustre le fait que 
l’estimateur de Bayes associe a la loi a priori uniforme sur l’intervalle [—5. 5] domine l’es- 
timateur pv  pour — 5 < 9 < 5. En effet, la difference des risques de ces deux estimateurs 
est toujours positive dans cet intervalle.
T heo rem e 3.3.3. Dans le cadre du probleme (**), Vestimateur de Bayes p7TV decoulant 
de la loi a priori uniforme sur un intervalle [—m ,m \ domine Vestimateur pu pour 0 €
[ — 777 , 777.].
Demonstration. Par le Lemme 3.1.6, on a :
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a(« ) =  m e .p u )  -  R(e,?,c)
= E » '[ f e ,($ ( ^ K )  -  ♦ < = $ * ) ) ]  -  -  ♦ ( ^ W )
= -Bz['»9(*(Sr -  z) -  4>(ESr -  Z)) -  M'f’l’Sr - z) -  4> (^  - 2))],
ou on a effectue les changements de variables w =  y/v^z + 6 et x  =  t / 1 ^ 2  +  9 pour 
prendre Pesperance.sur une normale centree et reduite. Or, comme vx > vw, alors on a 
" L j _ Z < ^ - Z e t  = ^ -  -  Z  > = ^ -  -  Z  pour tout 9 e  f-m , ml. La difference des
y / V x  y / V w  y / V i  v 'b ’u- r  t J
risques est alors positive, car les fonctions log et $  sont strictement croissantes. □
E xem ple 3.3.4. Toujours dans le cas unidimensionnel, considerons la loi a priori im- 
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Figure 3.5 -  Estimateur de Bayes pour la loi a priori uniforme sur les reels positifs pour 
la loi normale (vx = vy = 1 ) avec observation x = —2
Dans la figure 3.5, on remarque que malgre qu’on eut observe une valeur x negative, 
la densite predictive s’en tient aux densites a moyenne positive considerant le domaine 
d ’appartenance du parametre 9. La moyenne de cette densite predictive est alors bornee 
par 0 , peu importe l’observation.
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0.4-
Difference relative des risques
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0
Figure 3.6 -  Difference relative des risques (loi a priori uniforme sur les reels positifs et 
sur les reels avec vx =  vy = 1 )
Une fois de plus, on remarque dans la figure 3.6 la dominance de l’estimateur de Bayes 
pour cette loi a priori sur l’estimateur py  pour 9 > 0. La figure illustre que la difference 
des risques entre ces deux estimateurs est positive sur les reels positifs. Demontrons ce 
result at.
T heo rem e 3.3.5. Dans le cadre du probleme (**), Vestimateur de Bayes pnu decoulant 
de la loi a priori uniforme sur les reels positifs domine Vestimateur pv pour 9 € M.+ .
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Demonstration. On a
m  =  E w [!0 9 ( * ( - £ ) ) ]  -  (* (-$ .))]
= E^log(<t(Z +  $ . ) )  -  l o g W Z  +  ^ ) ) ] .
ou le meme changement de variable que dans le Theoreme 3.1.6 a ete effectue. Comme 
vx > vw, alors Z  + -J= < Z  4- pour tout 9 > 0. La difference des risques est alors 
positive, car les fonctions log et $  sont croissantes. □
On peut generaliser ce resultat de dominance aux ensembles convexes avec interieur non- 
vide et au cas multidimensionnel.
T heorem e 3.3.6. [7] Soit C  c  IRP un convexe avec interieur non vide et irc{9) — tc{6).  
Alors pxc domine pu pour 9 £ C et pour le risque Kulback-Leibler.
Demonstration. La difference des risques correspond a :
A(0 ) =  E w [log{mWc{W))} -  E x [log(mnc{x))]
-  I rp p (w 19) I og (j c  p (w 191 ) d91 ) d w -  I rp p(x\9)log(fc p(x\91)d91)dx
= I RP <P(z)log( jfr
ou la derniere egalite est due aux changements de variables z =  s = z =
et * =  v r  et otl Cl = -  9) -  z : s £ C} et C2 = { ^ ( s  -  9) -  z : s £ C}.
Ainsi, si C2 C 6 \ ,  l’integrande est positive pour tout 2  £ Rp. II suffit done de montrer 
que C2 C C\.
Soit ci € -^==(C — 9). Alors, il existe un c £ C  tel que rq =  ~^=(c ~ &)• On peut en 
deduire que c\ =  ~ $) °& ^  c +  (1 ~~ Comme vw < vx, c' est une
combinaison convexe de c et 9 qui sont tous deux elements de C. Ainsi, cq £ ^ = ( C  — 9). 
Done, C2 c  Ci et A(0) > 0 . □
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Void une autre demonstration du Theoreme 3.3.6 utilisant le Theoreme 3.2.1 et un re­
sultat de Hartigan ([9]).
Demonstration. Nous savons, par le Theoreme 3.2.1, que pour le probleme d’estimation 
par densite predictive et pour la perte Kullback-Leibler, la difference des risques entre 
l’estimateur pu et pKc peut s’exprimer comme suit :
L Jvu. v
Pour le probleme d ’estimation ponctuelle de 8 ou X  ~  Np(9. vlp) sous la perte qua- 
dratique, Hartigan ([9]) a montre que pour 9 6  C  convexe avec interieur non vide, 
l’estimateur de Bayes 9t,c,v decoulant de la loi a priori uniforme sur C  domine X  pour 
tout v > 0 .
Or, pour tout v et pour tout 0 € C, R q (8 ,X )  — R vq{9,9^c ,v) > 0 avec inegalite stricte 
pour au moins un 8. Ainsi, en combinant ces resultats, on peut en deduire que p1Xc domine 
Pu pour 9 € C. □
Le resultat etant demontre pour le probleme d’estimation par densite predictive sous la 
perte Kullback-Leibler, on peut deduire un resultat similaire pour l’estimation ponctuelle 
sous la perte quadratique donnant une autre demonstration du resultat de Hartigan.
C orollaire  3.3.7. ([7]) Pour le probleme d estimation ponctuelle de 9 ou ^  X p(^ 9. ,Vx^p) 
sous la perte quadratique, I’estimateur de Bayes decoulant d ’une loi a priori uniforme sur 
un ensemble convexe C avec interieur non vide domine X .
Demonstration. On a montre que la difference des risques dans le contexte du Theo­
reme 3.3.6 etait positif. Or, a partir du fait que
A (9) =  -  R'Q( e X c,v))dv >  0
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pour 0 £ C  et pour tout vx. vw positifs, on peut done en deduire que R q(O.X) — 
Rq (0. 07Tc_v) est positif presque partout. □
En resume, nous avons trouve, dans le cadre de la loi normale, un estimateur pv  posse- 
dant des proprietes de minimaxite et de dominance. Un lien entre l’estimation ponctuelle 
et l’estimation par densite predictive a ete etabli, ce qui nous a conduit a de meilleurs 
estimateurs, notamment lorsque le parametre 0 subit une contrainte. Ce memoire ajoute 




Estimation pour des families a 
parametre de position et d’echelle sous 
contrainte
Une grande partie de ce chapitre est adaptee de l’article de Kubokawa, Marchand, Straw- 
derman et Turcotte [14]. Cette contribution de recherche, a paraitre dans le Journal of 
Multivariate Analysis est reproduite au chapitre 5. Nous elaborerons sur le probleme 
d’estimation par densite predictives pour des families de lois a parametres de position 
et d ’echelle ou le parametre doit respecter une contrainte. Quelques illustrations seront 
presentees.
4.1 Cas cTun parametre de position sous contrainte
Dans ce chapitre, nous tenterons de trouver des estimateurs performants pour des families 
a parametre de position 9. En particulier, nous aborderons le probleme ou 9 est restreint
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a un sous-ensernble des reels. Nous nous concentrerons sur les conditions necessaires a la 
famille de densites de la variable aleatoire, conditions qui etaient respectees au chapitre 
3 dans le cas de la loi normale.
Soient deux variables aleatoires independantes X  ~  p0 € P  = {po(z — 8) : 8 € R} et 
Y  ~  (io € Q =  {qo(y — 8) : 8 e  R} ou p 0 ( - )  et q 0 ( - )  sont des fonctions de densites. Si 
nous sommes en presence d ’un vecteur aleatoire X  =  (Xi, X ^,..., X n), un developpement 
analogue est possible en conditionnant sur le maximal invariant ( X i ~  X  — 2,.... X i ~  X n) 
(voir chapitre 5).
Supposons de plus que 6 est restreint a l’intervalle [6 . oof et que la condition suivante est 
satisfaite :
(*) qo(y -  0) est continuement differentiable et est non decroissante en y pour
0 >  0 .
Cette condition est equivalente a dire que la famille de densites qg a un rapport de 
vraisemblance monotone croissant en y.
Nous voulons demontrer la dominance (et par consequent la minimaxite) de l’estimateur 
de Bayes pu decoulant de la loi a priori uniforme sur les reels positifs sur 1’estimateur 
de Bayes decoulant de la loi a priori uniforme sur les reels pb- Ce dernier est le meilleur 
estimateur invariant par rapport a des changements de position et aussi minimax (Barron 
et Liang [2 ])- Pour ce faire, nous avons besoin du lemme suivant.
Lem m e 4.1.1. [14] Sous la condition (*), on a
(i) q0(y) est logconcave en y.
(ii) Pour 8 > 0, la fonction Ag(y\x) =  — .L.w (v+w ^ dw eg  ^ nQn d^croissanfe en
1 y J '  f " x p o ( x + w ) q o ( y + w ) d w
y-
Demonstration, (i) La condition (*) nous assure que
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a  o
=► 9o(y -  % o(y) ~ Q o ( y  -  9)q,0(y) ^  0
_V, gpfa-g) •> 7o(y)
Q o ( y - O )  —  70 ( y ) '
(ii) Nous devons montrer que ^y4y(j/|a:) > 0. Or, cette inegalite est vraie si et seulement 
si
/ 0  p QP o ( x  + w — 9)q'0(y + w — 9)dw / p 0 ( x  + w)q0(y +  w)dw
• o o  J — o c
/ 0  p OP o ( x  + w — 9)q0(y + w — 9)dw / p Q( x  +  w)q'0(y 4- w)dw.
■oc J — oo
En effectuant le changement de variable w —» w — 9, on obtient :
+ w)q'0{y + w)dw f ° x Po{x + w)q'0(y + w)dw
L ^ P o ( x  +  w)qo(y + w)dw J “0 0 po(^ +  w)q0(y +  w)dw
En posant la partie de gauche comme la fonction f ( 8), il suffit de montrer que j§f{9) > 0. 
II faut done que l’expression suivante soit positive :
- p0(x-9)q'0{ y - 9 ) f  p0(x+w)q0(y+w)dw+p0(x -9 )q 0( y - 9 )  f  p0(x+w)q'0(y+w)dw.
J  oc J o e
Cette expression se ramene sous la forme :
p0(x -  9)q0(y - 9 )  f  p0(x +  w)q0{y + w)(— ^  ^  ^ ^ )dvo.
J -oo m y  + w) qo(y -  9)
Or, (i) nous assure que la quantite integree est positive ou nulle pour tout w € [—oc, —9], 
ce qui conclut la demonstration. □
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Passons maintenant au resultat principal de cette section concernant les estimateurs 
de Bayes lorsque l’espace parametrique est restreint. Nous adaptons la methode IERD 
(Integral expression for risk difference) de Kubokawa ([12],[13]) pour en faire une de­
monstration elegante.
Theorem e 4.1.2. [14] Supposons la condition (*) respectee et n(9) = l[&i3O[(0). Alors, 
Vestimateur de Bayes p„(-\x) est minimax pour 9 > b. De plus, p^(-|x) et Pu{'\x) ont des 
risques egaux si et seulement si 9 = b.
Pour faire la demonstration de ce theoreme, nous avons besoin d’un resultat connu sur 
la covariance.
Lemme 4.1.3. Soient X  une variable aleatoire, g(-) et h(-) deux fonctions croissantes 
telles que E[g(X)h(X)\,  E[g(X)\ et E[h(X)] existent. Alors, C ov (g (X ) .h (X )) > 0 avec 
egalite stride ssi g(-) ou h(-) est constante avec probability un.
Demonstration. Soient Xy et X 2 deux copies independantes de X.  Alors,
E[{h{Xi) -  h(X 2))(g(X1) -  g (X2))]
= E l h iX y M X J ]  + E{h{X2)g{X2)} -  E[h(Xl )g(X2)} -  E[/i(X 2 )5 (A'1)]
=  2 E[h(X)g(X)\  -  2E[h(X)}E\g(X)}
= 2 Cov(h(X),g(X)) .
Comme la variable aleatoire Y  = (h(X i) — h(X 2))(g(Xi) — g (X 2)) est toujours positive 
ou nulle, alors E[Y] =  Cov(h(X), g(X)) > 0. En particulier, on a que E[Y] =  0 ssi g(-) 
ou h(-) est constante avec probability 1 . □
Revenons au Theoreme 4.1.2 a demontrer :
Demonstration. Sans perte de generality, nous posons b =  0, car pour b ^  0, il suffit de 
poser 9' = 9 — b. Puisque pu(-\x) est minimax, il suffit de montrer que pw(-|.r) domine 
Pu(‘\x ) Pour $ > 0- 0 °  pose
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A (0) =  R k l { 0 , P u { - \ x ) )  -  H k l { 9 , V * { - \ x ) )
= f  J  P o ( x  -  O)q0(y -  9)(log(p7r(y\x)) -  log(pu(y\x)))dxdy.
Or, on a :
toS ( p „ ( y |.r)) -  l o r t M v W )  =
=  iL ^‘°s(,ryKT'^)d°»dt
_  r° ( p p ( x - t ) _________ P o ( x - t ) q o ( y - t )  \ J .
J  - o c  '  / (°° p o ( x - a ) d a  / f°° p0 ( x - a ) q o ( y - a ) d a '
En posant x = x  — t et y = y — t, on obtient :
A ( $ )  =  f  f  f° P o ( x  +  t  — 9 ) q 0 ( y  +  t  — 0)( ,0—  -g----po(x )<io(y)— — ) d t d x d y^ > -J J  J - O C  c  \  /M vw j _ x p0 { x + w ) d w  f _ x p o ( x + w ) q o ( y + w ) d w J *
_  r  p ( \  ( \ f-oc Po(x + w - e ) q o { y + w - e ) d w  ( f ° x  p o ( x + w ) q o ( y + w ) d w  . , ,
J J P o { X ) q o { y )  jO^  po(x+u>)q0{y+w)dw '  f ° x pa(x+w)dwq0(y) ) V X
= Ex lEr l A j r \ X ) ( f ° S M X *",>^ r * ~ l ^  -  1 )]].
1 f ' i ^ p o ( X + w ) d w q o ( Y )  , n
ou Ag{y\x) est definie au Lemme 4.1.1. Or, comme Ag(y\x) et qo^ y^  sont non decrois- 
santes en y, l’inegalite de covariance stipule que :
Ainsi, la difference des risques est bornee comme suit :
m  > -  m
=  0 ,
ou la derniere egalite est due a une inversion des integrates et a un changement de variable 
dans la deuxieme esperance.
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De plus, on peut remarquer que nous avons egalite ssi Ag(Y IX) ou Po^X+w q^o^ Y+w',dw _  ^
p o ( X + w ) d w q 0( Y )
est constante avec probability 1 (voir Lemme 4.1.3), ce qui se produit ssi 9 = 0, car, dans 
ce cas, A q { d \ x )  —  1 .  □
R em arq u e  4.1.4. On peut etendre ce resultat pour 6 e] —oc, c]. En effet, les changements 
de variables Y  =  — X  et 9' = —9 menent, pour des estimateurs de Bayes equivalents, a 
des risques egaux. De plus, on a que 9' est un parametre de position pour la variable Y .
Pour illustrer les resultats de cette section, void un exemple respectant les conditions du 
contexte decrites au debut de ce chapitre.
E xem ple 4.1.5. Considerons le cas ou X , Y  ~  Exp{9,a) dont la fonction de densite 
s ’exprime comme suit :
/ x 1  (*-*> ■ / S
fr\e{t) — —e l(e.oc)(0 - 
L ’estimateur de Bayes decoulant de la loi a priori non informative n(9) = 1 r (0) est :
puKy\x) —
a ^ (S .o o  )(x)dO 
j m i n ( i . y )  _j_e _ i ( I  +  s _ 2 e ) t ^
  12
—  X p- ^ 0 +y-2min(x,y))
2(7 ,
=
qui se trouve a etre la densite d ’une variable aleatoire de loi de Laplace avec parametre 
d ’echelle a.
D ’un autre cote, si on restreint le parametre 9 aux reels positifs, Vestimateur de Bayes 
decoulant de la loi a priori ix{9) =  l [ Oi3C[(0 ) est :
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%{ y \ x )
JT g ( 1  tf+v )^]1(9.jc)(^ )1 (».jc)(y)^
f i * -  i ( x  + y-2d)-|min(x.v)
* 2  i g = o
On peut aussi ecrire cette densite sous la forme suivante.
~ , , x f  2^ e " (! + e<’ ) pour y > x









Bayes sous loi a priori uniforme sur reels 
Bayes sous loi a priori uniforme sur reels positifs
Figure 4.1 -  Densites predictives pour la loi exponentielle avec cr =  1 et x =  2.
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La figure 4.1 illustre les densites predictives associees aux lois a priori uniforme sur les 
reels et uniforme sur les reels positifs. On remarque que lorsque le parametre 0 est restreint 
aux reels positifs, la densite l’est aussi. De plus, cette densite presente des similitudes 
avec la densite d ’une variable aleatoire de Laplace. La densite predictive associee a la loi 
a priori uniforme sur les reels en est un exemple.
Pour a =  1, la difference des risques de ces deux estimateurs est representee par le 
graphique suivant :
0 . 2 5
Difference relative des risques
0.20
0 . 1 5
0.10
0 . 0 5
0.00
0 1 2 3 4 5
e
Figure 4.2 -  Difference relative des risques pour la loi exponentielle avec a = 1 et x = 2.
On voit ici une application directe du Theoreme 4.1.2. Pour 0 € [0, oo[, l’estimateur de 
Bayes decoulant de la loi a priori uniforme sur les reels positifs domine l’estimateur de 
Bayes decoulant de la loi a priori uniforme sur les reels.
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Le Theoreme 4.1.2 peut aussi s’appliquer au probleme du Theoreme 3.3.6 avec le convexe 
( '  =]0 . oc[. II s’agit la d ’une troisieme demonstration de ce theoreme dans le cadre uni- 
varie, puisque la fonction de densite d ’une loi normale respecte la condition (*).
4.2 Cas d ’un parametre d’echelle sous contrainte
Le resultat de dominance pour un parametre de position etant demontre, peut-on conlure 
de meme pour des families a parametre d’echelle ? Nous pouvons repondre positivement 
en constatant que les transformations X '  = log(X), Y '  =  log{Y) et 9' =  log(9) conduisent 
aux densites suivantes : p'gt(x') = ex'~8'p0(ex'~e' ) et q'e,{y') = ey'~6'q0(ey'~8' ), ou O' est un 
parametre de position. Comme la perte Kullback-Leibler est definie de fagon intrinseque 
(voir Proposition 1.2.3), estimer la densite de Y \6 est equivalent a estimer la densite de 
Y'\6'.
Proposition 4.2.1. Considerons le probleme d ’estimation de la densite de Y\9 a partir 
d ’une observation de meme loi que X\9  sous la perte Kullback-Leibler avec 9 parametre 
d ’echelle et le probleme similaire deduit des transformations enoncees plus haut. Pour une 
loi a priori i~(9) sur 9, Vestimateur de Bayes p„>{-\x') (oil tt'(9') represente la loi a priori 
de 9') pour le deuxieme probleme est la densite de la variable aleatoire T'  =  log(T), ou T  
a pour densite Vestimateur de Bayes pT(-|x) pour le premier probleme. De plus, les pertes 
respectives de ces deux estimateurs sont egales.
Demonstration. Dans le chapitre 1, nous avons montre que les deux problemes sont equi­
valents pour une transformation h(y) strictement monotone sur Y. Montrons le resultat 
pour ce cas particulier ou h(y) = log(y) en appliquant les memes tranformations sur X  
et sur 9.
Soient T  ~  p^{-\X) et T' = !og(T). On a alors :
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P r ' \ x ( t ' )  =  e ^ p ^ ' l X )
__ t'  f  Pf){x)qu(e1' )*(O)d0 
f  Pf)(x)n(8)d6
  J  e1 pg(ex' )e1'qgje/ )-rr(e9' )ee' <ffl'
J ex'pg(ex' )n(ee' )e9'd8‘
__ f  P ' g A ^ ' W  (O')d£'
~~ f  p'gAx'jK’ie^dd' ■
qui est l’estimateur de Bayes du deuxieme probleme. La perte respective de ces deux 
estimateurs est la meme, comme demontre a la Proposition 1.2.3. □
Ainsi, les resultats de la premiere section de ce chapitre s’appliquent aux families a 
parametre d ’echelle avec des espaces parametriques de la forme ]0 . c] ou [6 , oof.
T heorem e 4.2.2. Soient deux variables aleatoires independantes X  ~  pg € P$ = 
{|Po(f) : 0 e  R +} et Y  ~  qe € Qe =  {|<?o(|) : 9 £ R+}, ou p0(-) et g0(-) sont des 
fonctions de densites. Supposons de plus que it { 9 )  =  |l[f,jOO[(0). Si est continue-
i f y \
ment differentiable et   est non decroissant en y pour 9 > 1, alors Vestimateur de
Bayes pn est minimax pour 9 > b.
Demonstration. Effectuons les changements de variables Y' = log(K) et 9' — log($). La 
Proposition 4.2.1 nous assure que le probleme d ’estimation de la densite de Y'\9' est 
equivalent au probleme d’estimation de la densite de Y\9. On se retrouve done avec un 
probleme d’estimation ou 6 ' est un parametre de position. Nous noterons la densite de 
Y'\9' par q'Q{y' -  9').
Comme \qoVjj) est continuement differentiable et est non decroissant en y pour
9 > 1, alors -  9') est continuement differentiable et y^  est non decroissant en 
y' pour 9' > 0, car nous avons propose un changement de variables monotone croissant. 
Ainsi, par le Theoreme 4.1.2, l’estimateur de Bayes p ^  est minimax pour 9' > log(6 ). 
Par l’equivalenee assuree par la Proposition 4.2.1, l’estimateur de Bayes pw est minimax 
pour 9 > b. □
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4.3 Cas particulier : Loi Gamma
Dans cette section, nous analyserons plus particulierement le cas de la loi Gamma en 
illustrant la performance de certains estimateurs.
Considerons le probleme d’estimation de la densite de Y  ~  Gamma(c*2,/?) sous la perte 
Kullback-Leibler a partir d ’une observation X  ~  Gamma(ai,/3) avec a 1( a 2  > 0 connus 
et p inconnu, ou la fonction de densite d ’une variable aleatoire T  de loi Gamma(a, /?) est
/ ( 0  =  S # i ( 0 ,oo)(0 -
P ro p o sitio n  4.3.1. La performance d ’un estimateur par substitution Pi(-|x) ~  Gamma(a.2,bi(x)) 
est equivalente a la performance de Vestimateur ponctuel de p  sous la perte entropie
LE(p.S(x)) = 1^-) ~ l o g ( ^ r)) -  1.
Demonstration. On a :
R k l V , ? i) = £ X y[io 3 (^ 5 w )]
=  ExrVo9e ;:;^ f
e ^ a2> y a2~1e <iW
EX r \Y i j X i  -  i )  +  O2lo9 ( ‘- ^ ) }
car E[Y] =  a 2$- □
C orollaire  4.3.2. Dans le probleme defini plus tot avec a x > 1, Vestimateur par substi­
tution p i(-|a*) ~  Gamma(ct2, est le meilleur parmi les estimateurs par substitution
de la forme p{-\x) ~  Gamma(a2- ax) sous la perte Kullback-Leibler.
Demonstration. Par la Proposition 4.3.1, il suffit de montrer que l’estimateur ponctuel 
^i(X) = est le meilleur parmi les estimateurs du type 5(X) =  a X  sous la perte 
entropie pour au > 1 .
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E 3[Lc (0 ,aX)\  =  E„[{i - l o g ( i ) - l ]
= SiS^T) +  loS<a ) + 1 -
car Ea{^\ =  Aussi, puisque ^  ~G am m a(ai. 1 ) (independante de ,5) et que
Efl log(AA)|] < oc, on obtient un minimum en a =  f. □
La proposition suivante nous donne des formes closes pour, respectivement, l’estima- 
teur de Bayes sous une loi a priori impropre non-informative et pour une loi a priori 
quelconque.
P ro p o sitio n  4.3.3. a) Pour la loi a priori non informative 7t0((3) = Vestima­
teur de Bayes est pQ{y\x) =  )a2-1(l +  ^)~(ai+Q2 )l]R+(y).
b) Pour une loi a priori 7r(/3 ) par rapport a une mesure u, Vestimateur de Bayes est 
p-n(y\x ) = oii m  7r,x(*) et sont les densites maryinales de et
Z  = X  + Y  respectivement.
Demonstration, (a) L’estimateur de Bayes dans ce contexte est :
M y \ x )
r o c  y a 2  l e  p  g Q l l e  1 j o
_  JO 3Q2r(a2) )3Qi r(Q]) P a Q  
— _ x
f ° °  i a l ~ 1 e ?  1 j o
JO 0 n l  r ( a , ) 0  P
( ■ ^ ) Q l+ °'2 “r r —i T T T  f n °  t " 1 +  ° 2 "" l e ~ t dt   v x + y  ’_______ r(Q1)r^Q2) jo________________
~TT— T /n °° t a i ~ l e ~ t dt x l  ( oe^ )  J O
=  r ( Q i + q 2) 1 / y \ a 2 - I / 1  , j / \ - ( a i + a 2) 
r(ai)r(Q2)x ^x ' x * '
ou la deuxieme egalite se trouve en effectuant les changements de variables t =  et
X
b) Dans ce contexte, l’estimateur de Bayes est :
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r v c  y a 2  * «  v  x  °  1  * e  /  y  \  j  /  , v \
SrO/M =  0
  r(ai+a2) yQ2 1xQi 1 m^(z)
r(ai)r(a2) (x+y)t*i+a2 - 1 mx(i)
□
II est a remarquer que la fonction de densite en (a) est une fonction de densite de Fisher 
avec parametre d ’echelle ^  et degres de liberte 2 aq et 2 a 2, car la fonction de densite 
d ’une variable aleatoire Z  suivant une loi de Fisher de degres de liberte di et d2 est :
fz {z)  = EL
n
+  ? )
it  ±t
d}2 d22 ± Ly 2
)r ( f ) ( d 1y + d2) ^
Pour la partie (b), dans le cas particulier ou fd € ]0 ,1] et ou on utilise la troncature de 
la loi a priori non informative n(0 ) — 4 l]0>1] (/3), on a : p„(y\x) = p0(y\x) F^+a2-l(-z') 01^
^  * Q<1 . 1 )
la fonction F q,i(-) est la fonction de survie d ’une loi gamma de parametres a  et 1. Ce 
resultat se prouve en remarquant que, pour T\(d de loi Gamma(a. jd) :
t - m T ( t ) =  J  ^ + i r  (a ) llo.«.[(0 ^  = F c , l ( t )
par le changement de variable u = Si, de plus, =  a2 = 1, on a une forme close pour 
l’estimateur. II s’agit de :
(z +  \)e~z
%{y\x) = Po(y\z)—— —-----l] 0 .oo[(ar)l]0 .ao[( )^
X
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Bayes sous loi a priori 1/yS sur reels positifs 
Bayes sous loi a priori 1//? sur [0,1]
Figure 4.3 -  Estimateurs de Bayes pour loi Gamma (au =  a<i =  1 avec observation x = 1).
La figure 4.3 illustre les estimateurs de Bayes associes aux lois a priori non informatives 
7 r( ,/3 )  = i l  r+(/3) et 7t((3) =  i l j 0 ii](/3). Lorsque est restreint a ]0.1], cette restriction est 
prise en consideration dans l’estimateur. II est construit avec un parametre d ’echelle plus 
petit.
La question revient. Est-ce que cet estimateur domine l’estimateur de Bayes decoulant 
de la loi a priori non informative no(0) =  - | l R+(5) ? C’est ce que le prochain theoreme 
tente de demontrer.
T heorem e 4.3.4. Dans le cadre du probleme enonce au debut de cette section, Vesti­
mateur de Bayes decoulant de la loi a priori non informative 7r(/3 ) =  ^T]o,c](/3) avec
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c < oc domine Vestimateur de Bayes decoulant de la loi a priori non informative kq(B) =  
i l R+(/?) pour ft €]0 ,c].
Demonstration. On sait, a partir des resultats demontres plus tot (Theoreme 4.1.2 et 
Proposition 4.2.1), que cette dominance est assuree pour tout 0 1 , 0 2 - □
Mais, peut-on le demontrer directement? Le theoreme nous dit que A(ft)  >  0 pour 
tout ft G]0 , c], mais nous n ’avons pas, pour l’instant, de demonstration generale directe. 
Cependant, nous en avons une pour a\ = a  2  =  1-
Demonstration. Sans perte de generality, supposons c = 1. II faut alors montrer que la 
difference des risques A(ft)  est positive. Or, comme \  Faui (X )  et mT'iz(z)  =
ai+a2'\{z), on peut deduire a partir de la partie (b) de la Proposition 4.3.3 que :
AO0 ) =  E x *[logC ^ ™ )]
=  EF[log(Fax+^ ( f t T ) ) \  -  E T'[log(FQul(ftT'))},
ou T  ~  r ( a i  + Q’2 , 1) et T ’ ~  r ( a i ,  1).
Une condition suffisante serait de montrer que la fonction H ( a ) =  E^[log(Fa^(ftT))} est 
croissante en a pour tout f t  €E]0,1], Or, il est aise de remarquer que lim A(ft) = 0. Notons
/3 -> 0 +
de plus que A (l) =  0, car dans ce cas, F ai+Ct2^(T)  ~  U(0,1) et F Qlil(T') ~  U(0.1).
Done, une condition suffisante est la concavite de A(ft) en ft pour tout Oi.c*2 - Pour 
— a 2 =  li on a que
A(ft) = H(2) -  11(1),
/ / ( l )  =  Elftlog(er&T) =  E lft- f tT )  =  —ft.
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n—1
( f l T ) \  » -r i r-T n
fc=0 fc=0
fc! )] -  n/3,
H ( 2 ) ^ E l 1[log(l + 8T)}-2(3 .
Ainsi, js(H(2)  -  / /( ! ) )  =  -  1 et * ( / / ( 2 )  -  / /( ! ) )  =  E ^ b <  0 .L(i+^t )2J
Done, dans ce cas particulier, A (3) est concave en 8 . Si on ajoute cette information au 
fait que lim A (0) =  0 et que A (l) =  0, alors on a dominance de l’estimateur sur p0
,3-+0+
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Figure 4.4 -  Difference relative des risques pour estimateurs de Bayes sous loi a priori 
il]R+(/?) et sous loi a priori |l]o.i](/3) pour loi Gamma (cti = a 2 — 1).
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On constate a l’observation de cette figure que la dominance est assuree pour ft dans 
l’intervalle d ’appartenance. Le gain relatif se situe aux alentours de 20 % a son maximum.
II est a remarquer, comme le mentionne la Remarque 4.1.4, que le resultat s’etend au 
cas ou l’espace parametrique est de la forme [b, oo[ avec b > 0  par un changement de 
variable X  —> en se rappelant que la perte Kullback-Leibler est intrinseque tel que vu 
a la Proposition 1.2.3.
Pour conclure, ce chapitre a resume les contributions principales du memoire concernant 
l’estimation par densites predictives lorsque l’espace parametrique est restreint dans le 
cadre de families de lois particulieres a parametre de position ou d’echelle.
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CHAPITRE 5
Minimaxity in Predictive Density 
Estimation with Parametric 
Constraints
Ce chapitre contient l’article soumis en collaboration avec Kubokawa, Marchand et Straw- 
derman. II reprend plusieurs resultats traites dans ce memoire, a savoir les conditions 
generates de ininimaxite et de dominance d ’estimateurs bayesiens pour des families de 
densites a parametres de position et d ’echelle a l’interieur d’un espace restreint. Plusieurs 
exemples sont illustres pour mieux comprendre les resultats.
A bstract
This paper is concerned with estimation of a predictive density with parametric constraints 
under Kullback-Leibler loss. When an invariance structure is embedded in the problem, 
general and unified conditions for the minimaxity of the best equivariant predictive den­
sity estimator are derived. These conditions are applied to check minimaxity in various
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restricted parameter spaces in location and/or scale families. Further, it is shown that 
the generalized Bayes estimator against the uniform prior over the restricted space is 
minimax and dominates the best equivariant estimator in a location family when the pa­
rameter is restricted to an interval of the form [a0. oo). Similar findings are obtained for 
scale parameter families. Finally, the presentation is accompanied by various observations 
and illustrations, such as normal, exponential location, and gamma model examples.
AM S 2000 subject classifications : 62C20, 62C86, 62F10, 62F15, 62F30.
Key words and phrases : Bayes estimators, decision theory, dominance, Kullback-Leibler 
loss, invariance, location family, location-scale family, minimaxity, order restriction, pre­
dictive density, restricted parameter space, scale family.
5.1 Introduction
5.1.1 Pream ble
We consider here predictive density estimation for continuous models with
X  ~  Pe(-), Y  ~  qg(-) , (5.1.1)
where the parameter 9 is restricted. We seek efficient estimators q(-\X) of qe based on X  
under Kullback-Leibler loss
LKL(qe,q) = J  Qe(y) log dV' (5.1.2)
and as measured by the Kullback-Leibler risk
RKL(0,q) = F ^ YLKL(qo,q(Y\X)).  (5.1.3)
Such a framework includes normal models with, for instance, X  ~  Np(fx,a2xIp), Y  ~  
Np(fi, fiylp) with p. restricted to a convex subset of Mp as studied recently by Fourdrinier 
et al. (2011). Our findings will focus on two fundamental questions :
(A ) whether the best equivariant procedure qBI is minimax for both the unrestricted 
version and the restricted version of the problem;
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(B) whether the Bayes estimator qu with respect to the truncated (onto the restricted 
parameter space) right Haar invariant measure improves upon uniformly on qBI.
Part (A ) requires an invariance structure which we will expand on in Section 2. Point es­
timation unrestricted parameter space versions of (A),  with affirmative answers in many 
situations, date back to Girshick and Savage (1951), Kiefer (1957), Hora and Buehler 
(1966, 1967), among others. Point estimation restricted parameter versions of (A)  and
(B), with affirmative answers, date back to Katz (1961) who showed under squared error 
loss that the Bayes estimator with respect to the flat prior on [0, oc), for normal models 
with mean p and known variance, dominates the best equivariant estimator and is mini­
max for the restricted parameter space p € [0, oc). There are several related results in the 
literature (e.g., Farrell, 1964; Kubokawa, 2004; Marchand and Strawderman, 2005A.B; 
Tsukuma and Kubokawa, 2008) for restricted (unbounded) parameter spaces, with a 
quite general minimax result given recently by Marchand and Strawderman (2012). As 
further illustrated by the work of Casella and Strawderman (1981), Marchand and Perron 
(2001), Hartigan (2004), Marchand and Strawderman (2004), Kubokawa (2005A,B), and 
van Eeden (2006) among others, frequentist properties like minimaxity of best equivariant 
estimators, restricted maximum likelihood estimators or Bayesian estimators depend on 
the model, the loss, but also intimately on the nature of the parametric restriction.
Predictive density estimation addresses the challenging and ambitious problem of estima­
ting the whole distribution of a future observation Y . This has become a field of active 
study with early findings due to Aitchison (1975). In particular, for Gaussian models 
under Kullback-Leibler loss, fascinating connections with Stein estimation have been de­
veloped, as recently reviewed by George, Liang, and Xu (2012), and as expanded upon 
below in subsection 1.3.
5.1.2 Outline of Paper
In this paper, we investigate minimaxity of the best equivariant predictive density es­
timator in location and/or scale families with parametric constraints under Kullback-
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Leibler loss. In Section 5.2, we treat a setup with a general invariance structure given 
by Hora and Buehler (1966, 67), where the parameter space is restricted to a subset of 
multi-dimensional Euclidean space. Using similar arguments as in Girshick and Savage 
(1951), we derive unified conditions under which the best equivariant estimator is mini- 
max. These conditions are available for both restricted and non-restricted cases, and in 
a sense, the minimaxitv result is an extension of findings by Liang and Barron (2004), 
who showed minimaxitv when the parameter space is unrestricted. Minimaxitv under 
parametric constraints for a given type of problem can thus be tested by checking those 
unified conditions.
Section 5.3 deals with a location or scale family. In Section 5.3.1, minimaxitv of the best 
location equivariant estimator is verified under a one-sided restriction of the location 
parameter in a location family. In section 3.2, we make use of a novel variation of the IERD 
method introduced by Kubokawa (1994A,B) and Kubokawa and Saleh (1998) to prove 
that the generalized Bayes estimator against the uniform prior over the restricted space 
dominates the best location equivariant estimator if the target density to be predicted 
has a monotone likelihood ratio property. It is interesting to note that the density of 
the observation does not have to have a monotone likelihood ratio and need not be of 
the same family as the target density. Analogous findings for scale parameter families 
are obtained in Section 5.3.3. Various other observations, detailed examples for normal, 
exponential and gamma models, and a non-minimaxity result for a compact interval 
restriction, complement the presentation.
In Section 5.4, we treat various restrictions in location-scale families and investigate 
minimaxitv of the best location-scale equivariant estimator. Section 5.4.1 considers the 
cases that the location and scale parameters are in one-sided open spaces, and Section 
5.4.2 investigates cases with a compact interval restriction for the location parameter and 
an unknown scale. Through several examples of parametric restrictions given in Sections 
5.4.1 and 5.4.2, we demonstrate how to use the conditions given in Section 5.2. Minimaxitv 
in the cases of ordered location or scale parameters in multidimensional distributions is 
shown in Section 5.4.3.
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5.1.3 B rief review of previous findings for normal m odels
We conclude this introduction with a brief review on developments under a multivariate 
normal distribution with unknown mean vector and known covariance matrices which 
are multiples of identity, since most decision-theoretic results have been studied in this 
model and since such a review is helpful for the overall presentation of our findings. 
Let X  and Y  be mutually independent random vectors such that X  ~  Np(/Lt. vxI )  and 
Y  ~  Np(/x, vyI )  for known constants vx and vy. The density functions of X  and Y  are 
denoted by f ( x  — fi\vx) and f ( y  — fj,\vy). The problem is to predict the density f ( y  — pt\vy) 
based on X  in terms of the following risk relative of the Kullback-Leibler (KL) divergence
R k l ( &  f )  = E x  J  f ( y  -  n\vy) log f ( y  -  n \ v y )
f { y \ X , v x,vy)
d y
where f ( y \ X ,  vx, vy) is a predictive density estimator of f ( y  — pt\vy). Since this model is 
invariant under location transformations, the best equivariant estimator of f ( y  — pi\vy) 
is the generalized Bayes estimator against the uniform prior with respect to Lebesgue 
measure. As expressed in (5.2.3), the best equivariant estimator is given by
i B i t  _ i  x I  f i s \vx ) f { y - x  + s\vy)ds | , N/  { y - x \ Vl,vv) = ----------  / ( a |^ )d j------------=  S(y  -  x\vx +  V y ) .
Liang and Barron (2004) showed that f B I { y  — x\vx,vy) is minimax. Concerning the 
admissibility of f B I ( y  — x\vx,vy) in the case of normal distributions, Komaki (2001) 
showed that it is inadmissible when p > 3, namely, it is improved on by a generalized 
Bayes estimator against a shrinkage prior. Brown, George and Xu (2008) showed that it 
is admissible when p = 1,2. These are noteworthy results in the sense that the so called 
Stein inadmissibility result in point estimation is inherited by the problem of estimation 
of a predictive normal density function. George, Liang and Xu (2006) extended Komaki’s 
result, and along with Brown, George and Xu (2008), showed that several decision- 
theoretic results for point estimation of a multivariate normal mean with a known variance 
still hold for the predictive density estimation problem. Kato (2009) succeeded in deriving 
a minimax and improved generalized Bayes predictive density estimator in the case of 
unknown variance.
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Brown, George and Xu (2008) derived an interesting identity which expresses the rela­
tionship between point estimation and predictive density estimation. Let Rg(p,.p )  be 
the risk function of a point estimator p  =  p ( z )  under a normal distribution X p(/j,.vl), 
namely,
RqiV-, P )  = J  WPiz) -  / i | |2f ( z  -  fx\v)dz,
for the Euclidean norm || • ||. Let p* be the Bayes point estimator of m f°r a prior 
distribution tt(m) in terms of the loss \\p — p ||2. Also, let / 7r(y |* , vx, vy) be the Bayes 
estimator of the predictive density. Then, Brown, Brown, George and Xu (2008) showed 
that
R k l ( v J b i ) -  l i K L ^ J n  = \  r  4  -  K q (/* X )] dv, (5.1.4)
for vw — vxvy/(vx + vy). This implies that dominance properties in point estimation can 
be automatically inherited by predictive density estimation. An essential point in the 
above identity is that in the normal distribution, the following representation due to 
George, Liang and Xu (2006) holds :
r7r ( I \ rn.Tr ( )  f B I / i  \ / c - i r ' vf  ( y \x ,v x,vy) = -----— r— v f  {y \x ,vx.vy), (5.1.5)
T T l^ y A .  ? V x j
where m T(W-, vw) and m v( X ; vx) are marginal densities of W  and X  for W  = (vyX  + 
vxY ) / ( v x +  vy). Using this equality, Fourdrinier, etal. (2011) extended identity (5.1.4) 
to plug-in estimators of the predictive density.
Identity (5.1.4) can be applied when the parameter space 6 is restricted to a convex 
cone C, or more generally to a convex set. In the framework of point estimation under 
a constraint and squared error loss, Hartigan (2004) proved that X  is improved on by 
the generalized Bayes estimator against the uniform prior over (7, and Tsukuma and 
Kubokawa (2008) showed that X  is minimax under the constraint. As developed in 
Fourdrinier etal. (2011), combining these results and the identity (5.1.4) implies that 
these properties hold for the estimation of the predictive density.
The inferences are valid for normal distributions where key property (5.1.4) can be de­
rived from the equality (5.1.5). The equality (5.1.5) holds under normality with known
variances, but it does not hold in the case of unknown variances. Thus, it is not clear 
whether a decision-theoretic property in point estimation is inherited by estimation of the 
predictive density under normality with unknown variances or for another distribution.
5.2 General conditions for minimaxity
In this section, we treat general parametric distributions in which an invariance struc­
ture is embedded, and derive general conditions for minimaxity of the best equivariant 
estimator. The conditions will be used for checking minimaxity in location and/or scale 
families.
Let X  be an observable random variable and Y  be a future random variable. Let (X x 
y ,B *  x By) be a measurable space of ( X , Y )  and.B  =  {Pe : 6 G 0}  be a family 
of identifiable probability measures with parameter space 0 . We assume the following 
conditions.
(A l)  There exist a group S and a measurable space (S, B G) on which there exists a left 
invariant Haar measure 7  satisfying
~f(gG) = 7 (G) for all g G S and all G € B c .
Each g G  9 induces a one-to-one transformation g from 0  onto itself defined by Pg6(gA ) =  
P${A) for any A  G  B * x By' and any 6 G  0 . The induced space S =  {g ■ g € S} is 
measurable.
(A2) There exists a one-to-one correspondence X  <-» (tx.u x) between X and S x U* 
such that gX  corresponds to (gtx, ux) and Ux  is a measurable space. Also, there exists a 
one-to-one correspondence Y  <-* (ty. uy) between y and S x U y  such that g Y  corresponds 
to (gty, uy) and U y  is a measurable space. The statistics ux and uy are maximal invariant 
under the transformation S-
(A3) There exists a one-to-one correspondence 6 ge between 0  and S such that gO 
corresponds to gge for all g G S- The correspondence of ge in S is denoted by gg.
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(A 4) There exist conditional probability density functions p(g6 Xtx \ux) and q(ge l ty\uy) 
given ux and uy such that for all A € B \ ,  B  € By,
A] = /  Pide l tx\ux)px(ux)~/(dtx)'yx{dux). 
J A




where px(-) is a marginal density function of ux with respect to a measure 7 X(-) on U^, 
and Py(-) and 7 J/(-) are defined similarly.
We define a measure u(-) by
u{dg) =  y(d g ^1).
This is a right invariant Haar measure. Since y(-) is left invariant, it is noted that 'y(hdg) — 
7 (dp) and y((dg)h) =  A(h)'y(dg) for h.g E S, where A(-) is a modular function.
Now we can set up the problem of estimating the joint predictive density q(gg1ty \uy) qy(uy) 
based on (tx , ux). When we estimate qe by a density q(ty\uy, tx. ux)qy(uy). we evaluate the 
performance using the Kullback-Leibler (KL) divergence in (5.1.2) and we may write
X0-q{-\-Ax-ux)) = J  q{ge lty\uy)qy{uy)Lkl
= E U»
Then, the risk function is
log Q{9q ty\uy)qy{uy) 
q{ty\uy, tx, ux)qy{%iy) 7 (dty)~fy(dUy)
J  9(9e % K )  lo§ (  ty} a\’}  ^q{ty\Uy, tX, UX)
Rkl{9,  q) = E[LKL(6 .q(-\-,tx,u x)\ = E Ul'Uy[RKL(d ,q\ux,uy)}, (5.2.1)
where E Ux'Uy[-\ is the expectation with respect to the marginal distribution of (ux,u y), 
and R k l (&s q\ux, uy) is the conditional risk function given (ux,uy) equal to
R K L (■9, q\ux. uy) = J p { g e 1tx \uxYf{dtx)
» ( » '( > „ )  log 7 (d(„)}- (5.2.2)
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This demonstrates that estimation of the joint density function q(gQl ty\uy)qy{uy) can 
be reduced to that of estimating the conditional density function q(g^1ty\uy) as long as 
estimators of the form q(ty\uy, tx, ux)qy(uy) are considered.
Since the problem has an invariance structure, we can derive the best equivariant esti­
mator. Conditional predictive density equivariant estimators under the transformation £5 
satisfy
q(gly\uy, gtx. ux) = q{ty\uy, tx, ux) for all g € S, 
which implies that a class of (nonrandomized) equivariant estimators is given by
2 / =  J  Qr(s\uy, ux)7 (ds) = l j  .
The best equivariant estimator is given in the following proposition.
P ro p o sitio n  5.2.1. Assume conditions (A l)  to (A 4). Then, the best equivariant esti­
mator of q(gg1ty\uy) is given by
qBI{tx lty\uy, ux) = J p{t\ux)q(ttx 1ty\uy)'y{dt)
f  p{g-Hx\ux) q{g~l ty\uy) v(dg)
— --------- n—:--: : :—7 7 -T--------- . (5.2.o)
J Pig l tx \ux) v(dg)
P roo f. Note that the conditional risk function of qj{t~xty\uy, ux) is free from 9, and from 
(5.2.2), it is expressed as
RKL(qi\ux, uy) = f  [ p(tx \ux)q(ty\uy) log -------c )  7 (dix)7 (dty)
J J \  Ql \ x ty ^x) /
= /  /  v{tx\ux)q{txs\uy)\og 7(d<x)7(ds), (5.2.4)
where s = tx lty and 7 (txds) =  y(ds) for the left invariant measure ')(■). With the
alternative rewriting
RKL{qi\ux,uy) =  f  j p{tx\ux)q{txs\uyYi(dtx)\og ( f  P t^jr'Ur^ txS\n:^ ~ \ \  7 (ds)
J  J  \  q i \  .S j lit/ 7 t i l )  /
+ [  [ p{tx\ux)q(txs\uy) log (  ■ \  7 (dtx) 7 (ds),
J J  \ J  P{tx \ux)q{txs\uy)-t(dtx) J
it is seen that the best equivariant predictive density estimator is
qBI(s\uy,ux) =  j  p(t\xix)q(ts\uyY({dt). (5.2.5)
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Making the transformation t — g 1tx, we see that
7 (d (g~Hx)) = 7 ((d g~l )tx) = &{txy f{g-1) = A{ tx)u{dg).
Since 1  =  J  p(t\uxy (d t )  =  Jp(g~1tx \ux)A ( tx)i/(dg), it is seen th a t
A(fx) =  1 /  J p { g ~ Xtx\ux)v{dg).
Substituting s =  t~l ty into (5.2.5) and using the above arguments shows that qBI(s\uy, ux) 
is expressed as (5.2.3). □
As seen from the form in (5.2.3), the best equivariant estimator is the generalized Bayes 
predictive density estimator against the right invariant measure u{dg). Liang and Barron 
(2004) showed that the best equivariant estimator qBI(t~1ty\uy, ux) is minimax if the 
group S is amenable, namely, if there is a sequence of probability measures 7 j(-) on S 
that is asymptotically invariant in the sense that l im ^ ^  J  W a g )  -  i>(a)}'YJ(da) =  0  
for every g G 9 and every bounded measurable function il> on S- However, the best 
equivariant estimator is not necessarily minimax wrhen the parameter space is restricted.
We now provide unified conditions for the minimaxity of the best equivariant predictive 
density estimator. Although the conditions can be applied to both cases that parameters 
are restricted and non-restricted, they lead to new findings in restricted cases only, since 
minimaxity in non-restricted cases follows from the result of Liang and Barron (2004).
(A 5) 0  is restricted, and this restriction is equivalently expressed as ge G P. Also, it is 
assumed that P  C S C  Rr ; namely, S is a subset of r dimensional Euclidean space and 
P  is a restricted space of S.
(A 6 ) There exist sequences of subsets Pk( C  P) and one-to-one functions hk(-) between 
Pk E C  Kr with £ =  hk(ge) for ge G Pk, where Pk, hk(-) and JE satisfy the following 
conditions :
(A6-1) Uy=koPk =  P  for some fc0  > 1.
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(A 6 - 2 ) Let V{Pk) — JPk v{dge). Let 7 /t(-) be an induced measure defined by 7 &(A) =  
v ( h f l (A)) for A e  E. Then, hk(Pk) =  E =  f l L J - 1  +  a*.fc> 1  +  bijk] and
where /(■) > 0 , £k =  hfc(^ ) , /(•) is the indicator function, and lim * ,^  aa  =  limfc^ .oo Kk  =  
limt^oo =  0  for i =  1 , . . . ,  r.
(A 6-3) For any small enough e >  0 and any £  6  I l [ = i [ — 1 +  a Uk +  £, 1 +  bi<k — e], there 
exists a sequence of subsets Pk such that does not depend on £, U^=klPk = 5 for 
some ki > 1  and
T heorem e 5.2.2. Assume conditions (A l)  to (A 6-3). Then, the best equivariant esti­
mator qBI(t~1ty\uy,ux) is minimax in estimation of the conditional density q(gg1Ly\uy) 
in terms of the conditional risk (5.2.2).
P roo f. We can show this theorem along the same lines as in Kubokawa (2004) who 
modified the method of Girshick and Savage (1951). Consider the sequence of prior dis­
tributions given by
Since rk(TTk,qf.\ux,uy) < rk(irk.qBI\ux.u y) = R0(ux.uy), it is sufficient to show that 
lim i n f f c - ^ o o  rk(irk, qk \ux, uy) > R q ( u x , uy). Making the transformations sx =  g$ltx and
/ m ) i k{ ^ k) / v { p k) 
J h k (Pk )
n  c  { [ h i H Z T ' g ;  a e  r k}.
{V(Pk) } - ^ ( d g e) if ge e  Pk 
0  otherwise.
This yields the Bayesian predictive densities
Qk i f y \ u y  ^ x
with conditional Bayes risks
Sy = g0 ty yields
1
:v ( P k ) j Pk
x 7 (d.sI )7 (dsy)z/(d.ge), (5.2.7)
where </0 .9 x. ux) is expressed as
qk{<IO*y\tty,g0*xiUx)
JPkP(g  l9esx \ux)q{g lgesy\ay)v{dg)
f P k P ( g ~ 19 e S x \ u x ) i y ( d g )
Now, make the transformation gi =  g0 lg with u(dg) = A(g0)v(dgi) in order to rewrite
9l ( g o S y \ u y , g e s x . v , x )  as
,  L oiep(cP(.(?r1Sx|«x)9(pr1s!/|«!/)^(d51)
Qk { 9 0 s y \ u y i  9 0 s x  ? u x )  r  /  — 1  t \  { A  \
J 9a9i e P k P ^ i  s x \ u x ) v ( d g i )
In view of the assumptions, there exists a transformation =  hk{ge) satisfying the 
condition (A 6 ). Note that g9gi £ Pk is equivalent to h ^ ^ ^ g i  £ Pk, or
9i € { [ ^ ( ^ O r 1#;# € Pk} =  Pk(£k)- 
Then, the Bayes estimator gk {geSy\uy,gosx ,ux) is rewritten as
■ft (ft* ( & K K A  (&)*„<••) / j i 6 Ai(&1 p(9 l->Sl|„l M d9l) ’ (5' 2'8)
and the conditional Bayes risk (5.2.7) is rewritten as
r k ( v k ,  q k \ u x , U y )  = y j p ^ j  fh J  J  P ^ s x \ u x ) q { s y \ u y )
x log ( .n(h- 1(f. , q[Sy^ 1( > r) 7fc(d&)7(dsx)7(dsj,).
\Qk(hk \£k)$y\uyi \£>k)s x-,ux) /
It is noted that from (A 6-2), for any small £ > 0,
r  r
hk(Pk) =  J J [~  1 +  ai,k- 1 +  bi'k] J J [—1 +  ai-k +  £, 1 +  bi^ — s] =  /fc)£.
2 — 1 2— 1
Then from (5.2.6), the conditional Bayes risk is evaluated as 
r fc(7rfc, g £ | u x , Uj , )  J / ( £  £ / fc,e ) J  J p ( s x | u x )<7( s y | u y )
x 106 d^ < d s * « d ^
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For£ € /fc.£, from (A 6-3 ),it can be seen that qk (hk 1(^)sy\uy, hk 1(^)sx, ux) —> qBI(tx 1ty\uy. ux) 
as k oc. Hence, Fatou’s lemma is used to bound the Bayes risks as
\ \ m i n i r k (Ttk . q l \ u x .Uy)fc-+oc
From the arbitrariness of e > 0, it follows that liminffc-yoo rk(Trk, Qk \ux, uy) > Ro(ux,uy),
In the above proof, the Bayes risk is given by rk(nk,qk ) — E Ul'Uy[rk{nk, qk \ux, uy)\- It 
is easy to see that rk(rk,qk ) < E Ul'Uy [rk(7tk, qBI\ux, uy)] =  E Ux’Uy[R0(ux, uy)}. On the 
other hand, Fatou’s lemma is used to evaluate the Bayes risk as liminffc^so rk{rk, Qk ) — 
E u*'Uy\iimmtk_lf00rk(iTk,qk \ux,Uyj} > E Ux'Uy[R0(ux. uy)]. Thus, we get the following co­
rollary.
Corollaire 5.2.3. Assume conditions (A l)  to (A 6-3). Then, the best equivariant esti­
mator qBI (t~1ty\uy, ux)qy(uy) is minimax for the estimation of the joint density q{gfl ty\uy)qy(uy) 
in terms of the Kullback-Leibler risk (-5.2.1).
As we will show in various situations, Theorem 5.2.2 includes both non-restricted and res­
tricted cases and thus provides a unified result for the minimaxity of the best equivariant 
estimator.
completing the proof of Theorem 5.2.2. □
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5.3 Location and scale families : minimaxity and im­
provements on qBI
5.3.1 M inim axity for location families
We first deal with the estimation of a density with a restricted location parameter. 
Let X  = ( X j , . . . ,  X ni) be a random variable having a density f ( x  — y) for x  — y  = 
(xi — y , . . . ,  x ni — y), and let Y  = (Yi. . . . ,  Yn2) be a random variable having a density 
g ( y  — y) for y  — y  = (yi — y , . . .  . y n2 ~  p)i where the location parameter is restricted to 
the one-sided parameter space
A — {y | y  > «o} for known no-
Let ux — (x2 — X\ . . . . ,  x ni —X\) and uy = (t/2 — y \ , . . . ,  yn2 —y\) be the maximal invariants. 
The location models are expressed as p(x i — y\ux) =  f ( x i — y ,u x + x\ — y ) /p x(ux) 
and q{yx -  y\uy) = g(yx -  y ,u y + yx -  y ) jq y{uy) for px{ux) = f  f ( t , u x +  t)dt and 
qy[uy) = J g(t, uy + t)dt, where ux + a means ux -t- a  =  (x2 — Xi +  a , . . . ,  x ni — X\ +  a) for 
a scalar a.
When the parameter y  is not restricted, it follows from (-5.2.3) that the best equiva­
riant estimator for predicting the density q(yi — y\uy)qy(uy) is qBI(y\x) = qBI(yi — 
Xi\Uy,ux)qy(uy), where
~b i i i x _  -  a\ux)q(yi -  a\uy)da
Q  \ U l  p o o  /  \ \ J  '  ( 0 . 3 . 1 )J^ooPixi -  a|«x)aa
which is minimax without the restriction A. When y  is restricted to A, we can show the 
minimaxity of qBI(y\x).
Theorem e 5.3.1. The best equivariant estimator qBI(y\x) in the location problem is 
minimax for estimation of the predictive density under the restricted parameter space A 
relative to Lkl-Ioss; and the minimax risk is given by R0 — R (y ,q BI).
Proof. It is sufficient to check conditions (A 6)-(A 6-3) in Theorem -5.2.2. In this case, 
P  =  {y > do}, S =  K, 7 (dy) =  v{dy) =  dp, Pk =  {p|a0 < y < a0 +  k} and V(Pk) =  k.
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Take =  hk(y) = (2/k ) (y  -  a0) -  1. Then, hk(Pk) =  [-1,1], l k ( ^ k) =  (k/2)d£k 
and f hk(Pk) f(£khk(d£k)/V(Pk) = (1/2) f\_hl]f(ti)d£, which satisfies condition (A 6-2). 
For any f  G [—1 + e, 1 — e], it is noted that y  — h f 1^ )  = a0 +  (k /2)(£ +  1), so that 
{ihk H O V l 9', 9 e Pk} = {n -  ao -  {k/2){i + l ) ;a 0 < y  < a0 + k} = ( - { k / 2)(f +  
1), (/c/2)(1 — £)) (—(A:/2)^, (A:/2)e) =  P£. Since lim *-^  Pj} = R, condition (A 6-3) is
satisfied, and the minimaxity of qBl is established. □
5.3.2 Im provem ents on the best equivariant estim ator qBI
Although the best equivariant predictive density is minimax, it is not reasonable from a 
Bayesian or optimization perspective because the prior distribution is taken over whole 
the space of y. This suggests that the unrestricted uniform prior Bayes predictive den­
sity is likely to be inadmissible and may be improved upon by other (necessarily mi­
nimax) predictive densities. A reasonable alternative is the generalized Bayes predic­
tive density against the uniform prior over the restricted space A, given by qu (y\x) — 
qu (yiAx i?uyiux)qy(uy)i Where
- v ,  , X fao P(Xl -  “ K M s/i -  « K )d a<7 (j/i F i , uy>ux) — --------- ro5—:--------- i— r;--------- • (5.3.2)
Jao P(x i -  “ K )d a
We will indeed establish the minimaxity of the uniform prior Bayes predictive density 
qu (y\x)  under the following logconcavity or increasing monotone likelihood ratio pro­
perty :
(C l)  The density q(yi — fi\uy) is a continuously differentiable function such that q(y\ — 
fi\uy)/q(yi — «o|%) is nondecreasing in yi for y  > a0.
Lem m e 5.3.2. Assume that q(yi—y\uy) satisfies condition (C l) .  Define A(y\\x\, ux, uy, y) 
by
f-ooPi*i +  w -  P\ux)q{y\ + w -  y\uy)dwAiyAxi, ux, uv, y) — —22—^ ----------------------------------------------  . (5.3.3)
f_ x p(x i +  w\ux)q(yi + w\uy)dw
Then, the following properties hold :
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(i) q' (yi \uy) / q ( y 1\Uy) is nonincreasing in y u where q' (yi \uy) =  V yiq(y i \ uy ) for  V yi =  
d /d y 1 ;
(ii) For y  > 0, A{y\\x\, ux , uy, y )  is nondecreasing in yi.
Proof. Property (i) follows from the fact that V yi{q{yx — y\uy)/ q(yi\uy)} >  0. For 
establishing (ii), we shall show that V yiA(yi\xi,  ux, uy, y) > 0 under assumption (C l).
Carrying out the differentiation, we see that this inequality is equivalent to
/-ooPpEi +  w ~  h\uxW(Vi + w -  y\uy)dw 
f-ccPizi  + w -  y\ux)q{yi + w -  y\uy)dw 
>  f-ooP(x i +  w \ux)q'(y\ + w\uy)dw
S-ooPi* i + w\ux)q(yi + w\uy)dw
or
i + w\ux)q'{y1 + m |u y)dui 
fZ £ p ( x i +  w Wx)q(yi +  w\uy)dw
. f -ooPfal + W\Ux)q' {'Vi + w \ U y ) d w> —o------------------------------------------. (-5.3.4)
J-ooPix i +  w\ux)q(y i +  w\uy)dw
Hence from (-5.3.4), it is sufficient to show that
d JZZ P( x i +  w \ux)q'(yi +  w\uy)dw 
f Z ^ p (x i +  w\ux)q(yi +  w\uy)dw 
In fact, this derivative is proportional to
> 0 .  (5.3.5)
-p(xi -  y\ux)q'(yi -  y\uy) f  p ( x i +  w\ux)q{yx +  w\uy)dw
J  —  D C
+  p{xi -  yWx)q(yi -  y\uy) f  p{xx +  w\ux)q'{yl +  w\uy)dw,
J  — o o
which is rewritten as
p(x,i -  y\ux)q{yl -  y[uy) (  p { x ! + w\ux)q{yx + w\uy)
J  —  O O
x n'fa + ylf-) - o'te. -^K))dtl, ,5.3.6)
L q(yi +  w\uy) q{yi -  y\uy) J
From property (i), note that V yiq(yijuy)/q(yijuy) is nonincreasing in Hence, the 
integrand in (5.3.6) is not negative, and the inequality (5.3.5) holds. This proves Lemma
5.3.2. □
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Using this lemma, we prove the following theorem.
T heorem e 5.3.3. Assume condition (C l) .  Then, the uniform prior Bayes predictive 
density qu (y\x) is minimax under the restriction p > ao■ The risks of qu (•) and qBI(-) 
coincide if and only if p = a0.
P ro o f. Let a0 =  0 without any loss generality. Since qBI(y\x)  is a minimax estimator 
with a constant risk, we shall show that qu (y\x)  improves on qBI{y\x). From (5.2.1), it 
is sufficient to show the improvement in terms of the conditional risk (5.2.2). The IERD 
method developed by Kubokawa (1994A,B) is useful for the purpose. The conditional 
risk difference of the two predictive densities qBI(y\x)  and qu (y \x)  is written as
A (p) = R KL(p,qBI\ux,uy) -  RKL{y,qV\ux;Uy)
=  / J  P(x i -  p\ux)q(yi ~  p\uy) {log qu {y\x)  -  log 7 S /(y |x) jdx idy i. 
Observe that
log<? {y\x) — log q (y\x)
, J T  9 (2/1 -  a\uy)p(xl -  a\ux)da f™ q(yx -  a\uy)p{x1 -  a\ux)da
= log -------------log ----------—  ----------
Jo p{xx - a \ u x)da J_ocp(x1 -  a\ux)da
d (1 ~ a \uy)p(x i ~  a K ) d a \
-  7 - c od e ^  08 r  p(zi -  a\ux)da J m
f° f  p{xx - t \ u x)__________ q(yx -  t\uy)p{xl -  t\ux) )
7-oc I i r  P(x 1 -  a\ux)da / t°° q{yx -  a\uy)p(xx -  a\ux)da
which permits us to write
A (p) = j  J p(xx -  p\ux)q(yi -  p\uy) dxi dyx
L i l
x 1 , p(x  1 -  t\ux)_________q{y\ -  t\uy)p{xx -  t\ux)
rX Pix  1 -  a \ux)da / t°° q(yx -  a\uy)p(xx -  a|ux)da
Making the transformation w = —a  + 1 with dw =  —da gives tha t J 00 p(xx — a|wx)da 
/ ° o o  P(x  1  -  t + w\ux)dw and / t°° q(yx -  a |uy)p(x1 -  a |ux)da =  q(yx -  t + w\uy)p{xx 
t + w\ux)dw. Then, making the transformations x — x x — t and y = yx — t yields,
A (p) = J f J p(x  + t -  p\ux)q(y +  t -  p\uy) dt
f p{x\ux) q(y\uy)p{x\ux)
I - ^ P { X +  w\ux)dw /  q(y +  w\uy)p(x +  w\ux)dw
|  dx dy.
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Replacing t with w, we can get the expression
A , , f  f  , , +  w _  p\u*)<i(y + w -  p\uy)dwA(p) = p{x\ux)  -Q  -------- ■— — ---------— ----------
J J J_oop(x +  w\ux)q(y +  w\Uy)dw
( + w\ux)q(y + w\uy)dw }
x i ----------to— :------ :—  --------------- < i ( y K )  \ & x & y
J-ocP(x +  w\ux)dw >
=  J  J  p(x\ux) J  A(y\x, ux, uy, p)
( f - ^ P i x  + w\ux)q(y + w\uy)dw
x \ — To ; ....,..... ,...., ,— - 7 — -------- l \q ( y \u y)dydx .
K J-oaPix +  w\ux)dwq(y\uy) J
Let B (y\x ,ux,uv) =  f ° ^ p ( x  +  w\ux)q(y +  w\uy) d w /{ j ° aop(x +  w\ux)dwq(y\uy)} -  1. 
Denote an expectation with the density q{y\uy) by Eq[-]. From Lemma 5.3.2, it follows that 
A(y\x: ux. uy, p) is nondecreasing in y for p > 0. Since q{y+w\uy)/ q(y\uy) is nondecreasing 
in y, it is seen that B (y \x ,u x,u y) is nondecreasing in y. Thus, for p > 0
f  Af , { j ^ p i x  + w\ux)q{y + w\uy)dw ^
/ A(y\x. ux, uv, p)<  n  ........   1 >q(y\uv)dy
J  ' ^  £ aop(x + w\ux)dwq(y\uv) ^  V>
=Eq{A(Y\x. ux ,uy, p)B{Y\x, ux , uy)\
>Eq[A{Y\x, ux ,uy, p)\Eq[B(Y\x, ux, uy)] (5.3.7)
^ r „ , , M f . /- 0 0 p(x  +  w\u*) J  9(y +  w\uy)dydw •,
= Eq[A{y\x,ux ,u y, p ) \ i ----------- To----- :------- :— TT-------------------/ 9U/K)dy>,
J-ocP(x +  w \ux)dw J J
where the inequality in (5.3.7) follows from the well known covariance inequality since 
both functions A(y\x, ux , uy, p) and B(y\x, ux , uy) are nondecreasing in y (see Wijsman 
(1984) for example). Since J  q(y +  w\uy)dy = f  q(y\uy)dy — 1 , it follows that
/°oc p(x + «>K) I  q(y +  U’\uy)dydw
I- oo p(x  +  w|ux)dte
1  -  0 .
showing that A (p) >  0 for all p > 0. Observe that A (y\x ,ux.u y,0) is constant(= 1 ) in 
y, so that A(0) =  0 as seen with the above expansion with an equality replacing the 
inequality in (5.3.7). Finally, the covariance inequality in (5.3.7) is strict when p > 0 and 
the proof of Theorem 5.3.3 is therefore complete. □
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Other im provem ents on qBI
Theorem 5.3.3 establishes a general comparison between the generalized Bayes estimator 
qu and the best equivariant estimator qBI, with the former dominating the latter under 
the simple condition that q be logconcave. It is of interest to seek classes of other domina­
ting procedures. Although we will not explore this issue in depth here, it is nevertheless 
pertinent to make the following observation which generates many other dominating pro­
cedures. The next result follows from the strict concavity of the log function on (0. oo), 
or alternatively from the strict convexity with respect to q of the loss Lxifqe- (I)-
Lem rae 5.3.4. Let a  € (0,1). Let qi} i =  0 . 1 , 2  be estimators such that q\ ^  Q2- If 
< ttKL(0,qo) for i =  1 , 2  and for all 0 G 0 , then l iKL{0,aqi +  ( 1  -  a)q2) < 
HklXL qo), with equality at a given 8q if and only i f  Rkl(@o, Qi ) — B kl{8 o, qo) f or 1 =  T  2.
The above result implies directly that convex linear combinations of qBI and qLi do­
minate qBi in the context of Theorem 5.3.3 by taking qo = qi = qBI and q2 — qu . 
Finally, since Theorem 5.3.3 applies for the conditional risks, the weights can be made 
to depend on the maximal invariants ux and uy and it thus follows that estimators
a(ux, uy)qu (y\xi, uy, ux)qy(uy) +  ( 1  -  a(ux, uy))qBI{y\xx, uy. ux)qy(uy) with a(-, •) e  (0 , 1 ) 
are also miniinax.
Exam ples
We proceed with instructive examples and illustrations.
E xem ple 5.3.5. (normal models) The results above apply to the particular setup :
X \n  -  tt(/z, <t2x ), Y\gi ~  N(p, 4 ) .  (5.3.8)
with the restriction p > a0. Namely, Theorem 5.3.1 tells us that qBI(-\X) ~  N(X, o-^+ay) 
remains minimax under the restriction p > ao, while Theorem 5.3.3 implies that the 
generalized Bayes estimator qu is also minimax, and dominates qBI under the restriction 
p > cio- Figure 1 compares the risks of these two estimators for o0  =  0 =  l.cfy =  1 .
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The curve measures the relative difference in risks (i.e., ~!<J<'P[(f < l ' / ^)• Observe 
that the risks coincide indeed at the lower boundary of the parameter space and at y  = oc 
and that the gains are appreciable, particularly around one standard deviation from the 












Figure 5.1 -  Relative difference in risks between qBI and qu (normal model with y >
0:  =  ° y  =  1 )
For the specific normal case illustrated here, the above dominance and minimax results 
are not new and were previously obtained through a different route by Fourdrinier et al. 
(2011) by methods which are also applicable for the multivariate case. Interestingly, yet 
another proof of the dominance result can be derived by a more direct and instructive 
approach. We now expand on this, considering the more general problem y  £ [oo, a o  + m), 
with m  = oc corresponding to the lower bounded case and setting hereafter uq = 0  without 
loss of generality. Making use of (5.1.5), the uniform Bayes estimator qu with respect to 
the flat prior on [0 , m) is given by
mv (W ; <7 (y)
f ( Y \ X ) qB ,{Y\X)mu(X-,a%)
W  \ A f W - m*( — )v vw > aw qBI( Y \X ) ,
with IV = d (cryX +  a2x Y ) / ( a 2x  + ay) ~  74(y. o(y) for a(y =  (a x a y ) / ( a x  4- cry). Conse-
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quently, the difference in risks may be expressed as
A (e) =  R K L i p . f ' )  -  R K i(n - iv ) = E XY  log {J b^ y \x ))
= B x r  [ log U ( — ) -  -  log ( * ( — ) -  4 ( 4 ^ ) )  1 .
[ V aW O’W J \  <?X &X )  J
Here, set W  =  W /aw  ~  'N(p/crw, 1), X ' = X j o x  ~  'N (p /a x ff)  and observe that 
W  =d X '  +  5, with S — //.(l/aH- — 1 /(Tx) > 0 for p >  0 with equality iff p = 0, given that 
aw < ox- Hence,
A(/x) =  E x ' |lo g  ^$(A" + 6 ) -  $ (X '  + 5 -  -  log -  $(A" -  ^ - )  j  } > 0,
for all p € [0 , m], since $(■) is strictly increasing on R and x'+8 > x' and x'+d — m /a w  < 
x' — m /a x  for all x' 6  R, and with equality occurring only if p = 0 and m  = oc. We have 
thus shown directly that the uniform Bayes procedure qu dominates qBI for the normal 
model in (5.3.8) with the restriction p G [ao, ao 4- m). This offers an alternative to Four­
drinier et al. ’s proof. Notwithstanding this development (as well as the next Remark), the 
search for efficient Bayesian procedures under a compact interval constraint which merits 
further study will not be pursued here. Recent advances for point estimation versions of 
this problem were obtained by Kubokawa (2005B), as well as Marchand and Payandeh 
(2011).
R em arq u e  5.3.6. (non-minimaxity of qBI in the compact interval case)
In the previous example for the compact interval case with m < oc, observe that A (p) > 0 
for all p € [ao, ao +  m], which implies in turn that inf^€[ao,ao+m] A (p) > 0  and that qBI is 
not minimax, in contrast to the unbounded lower bounded case. This provides an analog 
of a familiar point estimation version of this argument (e.g., Lehmann and Casella, 1998, 
page 327). Moreover, the non-minimaxity argument is more general under condition (C l)  
in the context of Theorem 5.3.3 as seen by the following elements of proof :
-  Theorem 5.3.3 implies that qui dominates qBI for the restriction p € [ao, ao +  m] where 
qui is the generalized Bayes predictive density with respect to the flat prior on [ao, oo) 
with equality in risks iff p =  ao;
-  Theorem 5.3.3 implies that q02 dominates qBI for the restriction p G [a0,ao +  m ] 
where qu 2  is the generalized Bayes predictive density with respect to the flat prior on 
[—oo, ao +  m] with equality in risks iff p = ao + m :
81
-  Paired with the above. Lemma 5.3.4 implies that the predictive density estimator \q ui + 
\q U2 dominates qBI strictly for p € [a0.ao + m] ;
-  Consequently, as in the first paragraph of this Remark, qBI cannot be minimax for
p E [cio-Oo + m] when q satisfies condition ( C l ) .
E xem ple 5.3.7. The results of this section also apply to Exponential location models with 
X i , . . . .  X ni, Y i , . . . ,  Y'n2 i.i.d. Exp(p, a), p > 0 and known a, with density a~ l cxp{ — (t — 
p)/ct}1(M(OC)(£). Here the order statistics X(i) and form a sufficient statistic, and we 
can take a = 1  without loss of generality, so that it suffices to consider the setup
X  ~  Exp{p,ni~l ), Y  ~  Exp(p, n2~1) . (5.3.9)
Evaluating (5.3.1) and (5.3.2), we obtain with a little bit of manipulation
qBI(y\x) = { e -n^ - % x^ ( y )  + e -n^ l {^ x)(y)} ,
Hi +  U2
and
(  e ( n i + n 2 )x _  ^ i  _  g —( n i + n 2)y
qu (y\x) = qBI(y\x) |  e(T,1+Wa)x _  £n2l l[«,so)(y) +  x _  e- (ni)x h o M ]  >
Observe that qBI is an asymmetric Laplace distribution (and symmetric Laplace for  =
nfi), while qu is a skewed version of qBI. Theorems 5.3.1 and 5.3.3 apply and tell us that 
both qBI and qu are minimax under the restriction p > 0 , with qu dominating qB1.
5.3.3 Case of a scale family
We next consider estimation of the predictive density with a restricted scale parameter. 
Let X  = ( X i , . . . ,  X ni) be a positive random variable having a density cr~ni f(a~~1x )  for 
a~lx  =  (a~xx i , . . . .  <7 _ 1 xni), and let Y  =  (Y^.. . . .  Yn2) be a random variable having a 
density a ^n2g{a~ly)  for cr~ly  = (a~ly \ , . . . .  a~lyn2), where the scale parameter is lower 
bounded belonging to the restricted parameter space
B = {a  | a > 6 0 } , for known positive b0.
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Let tx — |xi|, ux =  {xx/\xi\.X2/ \x \ \  xni/|:r i|)  and ty and uy are defined simi­
larly. The joint densities a~ni f(cr~lx )d x  and a~n2g(cr~1y )d y  are expressed as, respecti­
vely, p(a~ltx \ux)px{uxYt{dtx)')x{dux) and q(a~1ty\uy)qy{uy)y{dty)yy(duy), where '/(da) = 
da/a ,  and px(ux) and qy(uy) are marginal densities of ux and uy.
Note that a~l tx =  exp{log£x — log <7 } and d loglx =  d tx/ t x. Since the restriction B  
is written as logo- > log60, all the results given in the previous subsection hold for 
the restricted scale problem. The results corresponding to Theorems 5.3.1 and 5.3.3 are 
described below.
When the parameter a is not restricted, it follows from (5.2.3) that the best equivariant es­
timator for predicting the density q(a~1ty\uy)qy(uy) is qB1(y\x)  =  qBI (t~xty\uy, ux)qy(uy), 
where
aBI( r l t \u v ) -  l tx \Ux^q(b Xty\uy)b ^  15 3 101q (tx ty\uy,u x) ~  p(b-Hx \ux)b-idb ’ ( }
which is minimax without the restriction B. Even if a is restricted on B, the minimaxity
of qBI(y\x)  still holds.
T h eo rem e 5.3.8. The best equivariant estimator qBI(y\x) is minimax for estimation 
of the predictive density under the restricted parameter space B relative to the LKL-loss, 
and the minimax risk is given by Rq — R(a , qB1).
Although the best equivariant predictive density is minimax, it is not reasonable because 
the prior distribution is taken over whole the space of a. This suggests that qB1 is likely 
to be inadmissible and to be improved upon by other (minimax) predictive densities. A 
reasonable choice is the generalized Bayes predictive density against the invariant prior 
over the restricted space B, given by qu (y\x)  =  qu (ty\tx,u y,ux)qy(uy), where
- v , . u  s \ Z v { b ~ H x \ux ) q { b~Hy \uy ) b ^ d b  / c o i ^
q ( t y \ tx . u y , u x) -  f ~  p ( b - H x \ux ) b - ' d b  • ( }
To establish the minimaxity of the invariant prior Bayes predictive density qu (y\x),  we 
assume the following condition analogous to ( C l )  :
(C 2) The density q(a 1ty\uy) is a continuously differentiable function such that the 
ratio of the densities q(a~lty\uy)/q(bg1ty\uy) is nondecreasing in ty for a > b0.
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T heorem e 5.3.9. Assume condition (C 2). Then, the Bayes predictive density qu (y\x)  
is minimax under the restriction a > bo, and the risks of qu and qBl coincide i f  and only 
if a = b0.
Lemma 5.3.2 used for proving Theorem 5.3.3 is expressed in the scale case as follows :
Lem m e 5.3.10. Assume that q(o 1ty\uy) satisfies the condition (C2). Then, the follo­
wing properties hold :
(i) ty { V t vq(ty\uy) } / q(ty\uy) is nonincreasing in ty, where V* =  d / d t y.
(ii) Define B (ty\tx, ux, uy, o) by
Then for a > bo, B ( ty\tx,u x,u y, p) is nondecreasing in ty.
We can show Theorem 5.3.9 directly using Lemma 5.3.10, though we have here applied 
Theorem 5.3.3 to the scale case. We conclude this section with an application to Gamma 
models.
E xem ple 5.3.11. An interesting application consists of Gamma distributions for X  and 
Y  with
loss of generality that the samples for X  and Y  are of size one by sufficiency of the
B( ty \ tX, UX , Uy ,  O')
X \o  ~  Gamma(ai, a), Y \o  ~  Gamma(ot2, <?), (5.3.13)
with Qfi, c*2 known, and the lower bound restriction o > &o(> 0 ) .  We have assumed without
sums in such Gamma models. Evaluating (5.3.10) and (5.3.11), we obtain the elegant 
representations
r(Q! +  q 2) 1 y
T ( a i )  r ( a 2) x  x
where F-,{-) is the survival function of a Gamma(7 . 1 ) distribution. Observe that qBI is 
the density of a Fisher distribution with scale parameter and shape parameters ‘2a2 
(d.f. numerator) and 2a\ (d.f. denominator), while qu is a skewed version of qBI.
The findings of this section apply. First, qBI is minimax for the unrestricted parameter 
space and remains minimax in presence of the lower bound b0 on the scale parameter. 
Second, since Gamma densities form a family with an increasing monotone likelihood 
ratio, condition (C 2) is satisfied and the Bayes procedure qu dominates qBI by virtue of 
Theorem 5.3.9. Finally, we point out that analogous results hold here for the case where 
the scale parameter a is upper bounded, say a € (O.Co). In such cases, we consider the 
transformed problem with X '  = X  and Y ' = y  and consider the setup of Theorem 5.3.9 
with b0 = pe being the density of X '  and qe being the density of Y '. Since inverse 
Gamma distributions have logconcave densities as well, and the Kullback-Leibler loss is 
intrinsic, Theorem 5.3.9 indeed applies.
5.4 Estimation in location-scale families
In this section, we treat location-scale families with location and/or scale parameters 
constrained, and investigate minimaxity of the best equivariant estimators using Theorem
5.2.2.
5.4.1 N on-bounded case
We begin with the univariate case. Let X  = ( X i , . . . ,  X ni) be a random variable having 
a density a~nif ( ( x  — p)fa)  for (x — p ) /a  = ((xj — p)/cr,. . . , {xni — p)/cr), and let 
Y  — (Yi,. . . ,  Yn2) be a random variable having a density a~n2g ((y —p)/a)  for (y —p ) /a  —
((j/i — p.)/a (y„ 2 — fT)/cr), where the location and scale parameters are restricted to
the space
C = {(p. a)\p > Co<r 4- ao, a > b0}. (5.4.1)
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where ao, b0 and cq are constants such that 6 0  >  0 and —oc < ao, Co < oc. The unrestricted 
case is described by b0 = Q) =  0 and a0 =  —oc. Let tx =  (|x 2  — xj| ,Xi), ux — ((x2 — 
Xi)/ |x2  — x i | , . . . ,  (xni — Xi)/\x2 — Xi|) and let ty and uy be defined similarly. Let S = 
l + x l  and define the product by (a, b)(a. p) =  (aer, ap + b). This implies that (a. p )^ 1 =  
(1/m — p/a )  and (a ,p)_1 (|x2  -  xi | ,xi )  =  (|x2 — xi|/<r, (xi -  p)/a).  Then, a~nif ( ( x  — 
p ) /a )d x  and a~n2g((y  -  p)/a )d y  are expressed as p((a, p)~1tx \ux)px(ux)~/{dtx)'yx(dux) 
and q((cr,/J-)~1ty\uy)qy(uy)'y(dty)7y(dUy), respectively, where 7 (d(<7 , p)) = (dpda) j  a2.
When the parameters are not restricted, it follows from (5.2.3) that the best equivariant 
predictive density estimator of <7 ((o', p)~1tx \uy)qy(uy) is given by qBI(t,^1!^. uy\ux) = 
qBI(t-x1 ly I%»«x)?!,(«»), where
- B i f . - I .  I N _  fp ((b ,a )  1tx \ux)q((b, a) l ty\uy)v{d(b, a)) 
q x y uy,u x J  p({b, a)~l tx \ux)u{d{b, a)
and where i s ( d ( b , a ) )  = (d a d b ) / b 2. Using Theorem 5.2.2, we analyze the question of 
minimaxity of the best equivariant estimator under the restriction C.
[1 ] C ase o f a0 > —00 an d  b0 > 0. This case implies that both p  and a are restricted 
from one side.
T h eo rem e 5.4.1. Assume that ao and bo satisfy that ao > —oc and bo > 0. Then, the 
best equivariant estimator qBI( t f l ty, uy\ux) is minimax in the estimation of the predictive 
density under the restricted parameter space C  relative to the Lk l -Ioss, and the minimax 
risk is given by Rq = R((a,  p), qBI).
P ro o f. For Co =  0, we define the sequence d k  =  k ,  while for Co /  0 we take d k  = log k .  
Such a sequence admits the following behaviour when k  —> 00 ,
(a) (k/dk)d/j2 —> oc for any e > 0  when c0  =  0 ,
(b) d k / k  -¥ 0  and d k  —t oc when co / 0 .
We proceed by verifying conditions (A 6)-(A 6-3) in Theorem 5.2.2. In this case, P  = 
{(a,p)\aQ +  Coer < p, bo < a}, S =  x K, we set Pk =  {(a. p)\a0 + c 0 cr < p < 
ao + cqu +  k. bo < a < bodk} and V(Pk)  =  k log dk where dk is defined above. Take £ 1  =
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(2/ log4) log(cr /&o)- l  and £ 2 =  ( 2 / k ) ( y - a 0-c o c r ) - I .  Letting £ =  (£i,£2) =  hk((a.y)), 
we see that hk{Pk) =  [—1 , l]2, 7 fc(d£) =  { (H o g 4 )/4 } d £  and Jhk{Pk) f{ tk h k (d £ ) /V (P k) = 
(1/4) J|_j xp /(£)d£ , which satisfies condition (A 6-2). For any £ € [—1 +  5 ,1 — e]2, let 
(6 . a) =  Then, b = b0c ^ +il^ 2 and a — (k/2)(l  +  f 2) 4- a 0  +  cobod^**1^ 2 so that
{[/lfc1 (0 ]“ 1 (cr-A*); (cr-/i ) S F/t} =  { (a / 6 , ( f i -a ) /b );  (<r,/i) € Pfc} and cr/6 , (y - a ) / b  satisfy 
the inequalities
d - M M  < d ^ ' 2.
k ' 6  
, - f l + f ,  )/2a d l {l+il)/2 , k .
C o - ----- ^— T------- { - (1  +  £2 ) +  c060dfc1+{l)/2}
b bo 2
II n  n  rj - ( l + ^ ) / 2 L.
Note that 1  — £; > e and 1 +  & > £ for i — 1,2. The first inequality is satisfied by 
d^e^ 2 < ajb < d£f/2, which can be expanded to (0 . 0 0 ) as k —> 0 0  if d,k —» 0 0  as k —» oc. 
Also, the second inequality is satisfied by
l .  ,  , ; ( l + 4 l ) / 2  c  . > I ,  n  i- r  r r  / j ( 1 + £ l ) / 2  .K f <7 (Lfc € ( 0  1 /1 — (I A. [ <7 Clfc £ Cq; i „ a(Lk £ (’o 1 ^ tl ~ a k  ( „ a ( i k , e co 1
E ^ l c° 6  k  2 b „  ~  1 1  <  6 <  ^ U + f O / z l ^ t  I  +  2 b i  ~  U S '4I + 4 ‘  -  -  ■■ - »  ...............................................
Here, it is noted that
„ j ( i + « i ) / 2 j (i +<i ) /2 j
a d k ^ j ( l - « i ) / 2 rffc _ 4
b k k k < k .’
4 4  =44''/2 > 4i/2.4 1+«l)/2 4  4
Since 4  satisfies the condition (a) or (b), it can be seen that the lower end point of 
(y — a)/b goes to — oc, and the upper point goes to 00. This verifies condition (A 6-3), 
and the minimaxity of qBI is established. □
[2 ] C ase of a0 = —00 and  6 0  > 0. Although we can show the minimaxity directly by 
the same arguments as in the proof of Theorem 5.4.1, we here give a simple proof based 
on Theorem 5.3.8. Since y is not restricted and the problem is invariant under a location 
transformation, we can consider location equivariant estimators, which depend on x\ and 
yi through yi — x x. Thus, the risk function of the location equivariant estimator does not 
depend on y. Then, the problem can be reduced to the estimation in the scale family
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with the restriction o > b0. Hence from Theorem 5.3.8, it follows that best equivariant 
estimator is minimax. This is summarized as follows.
Theorem e 5.4.2. Assume that p is not restricted, but a  is restricted to a  > bo. Then, the 
best equivariant estimator qBI(t~lty, uy\ux) is minimax in the estimation of the predictive 
density under the restricted parameter space.
[3] Case o f a0 > — oc and b0 — 0. This case implies that p is restricted as p  > a 0  
and a is not restricted. By considering x' — x — a0, we can set a0 = 0 without loss of 
generality and the problem becomes invariant (as in the previous case) under a scale 
transformation. We are thus led to the following.
Theorem e 5.4.3. Assume that a is not restricted, but p is such that p > ao- Then, the 
best equivariant estimator qB1( t f lty, uy\ux) is minimax in the estimation of the predictive 
density under the restricted parameter space.
5.4.2 Bounded case
Concerning the estimation of the predictive density, we have already seen that the best 
location equivariant estimator qBI (Example 5.3.5 and Remark 5.3.6) is generally not 
minimax for estimating a location parameter bounded to a compact interval. However, 
the result of Kubokawa (2005) suggests minimaxity in the case of an unknown scale, and 
the following theorem shows that this suggestion is correct.
Let us consider the following restriction under the same location-scale families as treated 
in the previous subsection :
D =  {(cr. p)\ai < p < a2, 0 < a < 6 0},
where ai and a2 are bounded constants and bQ is a positive constant.
Theorem e 5.4.4. Assume that (p, a) is restricted to D. Then, the best equivariant esti­
mator qBI( t f 1ty, uy\ux) is minimax for the estimation of the predictive density under the 
restricted parameter space.
P ro o f. We shall check conditions (A 6)-(A 6-3) in Theorem 5.2.2. In this case, P  =  
{(<7 , ju)|ai < p. < a2,0 < a <  b0}, Pk =  {(cr, /z)|ai < /x < a2,b0/k  < a < 50} for 
kb0 > 1, and V{Pk) =  (a2 — oq) log k. Take p  =  (2/ logfc) log(cr/60) +  1 and =  {2/(a2 — 
ai)}{M ~  («i +  o2)/2}. Letting £ = (P..£2) =  hk((cr,p)), we see that hk(Pk) =  [—1, l]2, 
7fc(d£) =  {{a2 -  ai)logfc)/4}d£ and f hh{Pk) f ( t k) l k(d€)/V{Pk) = (1/4) / MJ]2 /(£)d£ , 
which satisfies condition (A6-2). For any £ € [—1 +  e, 1 — c]2, let (b,a) =  h ^ 1^ ) .  Then, 
b = 60fc^1_1),/2 and a — {(a2 ai)/2}£2 +  (ai +  a2) / 2 so that {[/ifc 1(^)]_1(<T, M)j (ct- A*) e




both of which are satisfied by fc_£ / , : 2 < a/b < k£P  and
° 2  ~ a i cfc~ £ / 2  < ^~ ~ a < 0,2 ~ Qlc /P £/2.
260 b 2b0
Hence, condition (A 6-3) is satisfied and the minimaxitv of qBI is established. □
Note that minimaxitv still holds under the restriction D0 — {(<7, p)\a\ < p < a2, 0 < a}. 
However, we could not show minimaxitv for the restriction D\ =  {(cr. p)\a\ < p < 
0 2 , 6 0  < cr}, since we cannot take a sequence so that the lower and upper bounds of 
(p — a)/b can be expanded to the whole real line in the proof of Theorem -5.4.4. We 
conjecture that the best equivariant estimator is not minimax under the restriction D\. 
From Kubokawa (2005), we also guess that the best equivariant estimator is not minimax 
for the restriction {(cr, /x)|cti < p /a  < a2.a  > 0 }.
5.4.3 M ultidim ensional case
As an extension to a multidimensional model, we consider density functions of the forms 
p{cr~l {tx -  fj,).er^1s x \ux)px(ux) and q(cr~1(ty -  p.), rr~ls y\uy)qy{uy) where u x and u y 
are location-scale invariant statistics,
and cr l (ty — ji) and cr ls y are defined similarly.
[1 ] O rd ered  re s tr ic tio n  o f locations. We first treat the constraint given by
Mi =  {(cr, n ) \ B n  <  a,(Ti =  ■ ■ ■ =  (Tp =  a } ,
where B  = (bi . . . . ,  bq)' is a q x p known matrix for q < p, a. =  (c*i,. . . ,  aq)' is a known 
vector, and the inequality B j i  < cx means that 6 '/r  < a t for i = I , . . .  ,q. This restriction 
means that the location parameters are restricted to the polyhedral convex cone and 
includes the positive orthant restriction p, >  0 , i = 1 , . . . ,  p, the simple order restriction 
Pi < P2 < • • • < Mpi and the tree order restriction pi < p,, i = 2 , . . . ,  k.
Combining the arguments as in the proof of theorem 2.1 in Tsukuma and Kubokawa 
(2008) and the proof of Theorem 5.4.3, we can show the minimaxitv of the best equivariant 
estimator.
T heo rem e 5.4.5. Assume that (cr, n)  is restricted to the polyhedral convex cone Mi 
with unrestricted unknown scale a . Then, the best equivariant estimator is minimax in 
the estimation of the predictive density under the restricted parameter space.
[2 ] O rd ered  re s tr ic tio n  o f scales. We next consider the constraint given by
M2 = {(o-,pb)\pi <E Mp, Brj < a}.
where rj = (rji,. . . ,  r)v)' for p, =  log and B  and a  are the same as defined in Mi. This 
restriction means that rf is restricted on the polyhedral convex cone and includes the 
positive orthant restriction cr* > 1 , * =  1 , . . .  ,p, the simple order restriction cri <  a2 < 
• • • < ap and the tree order restriction <ji <  <Ji, i = 2 , . . . ,  k.
Since n  is not restricted and the problem is invariant under location transformations, we 
can consider location equivariant estimators, which depend on t x and t y through t y — t x. 
Thus, the risk function of the location equivariant estimator does not depend on fi. 
Then, the problem can be reduced to estimation in the scale family with the restriction 
Brj < a .  Hence from the arguments as in the proof of Tsukuma and Kubokawa (2008), 
it follows that the best equivariant estimator is minimax.
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T h eorem e 5.4.6. Assume that (cr, /z) is restricted into the polyhedral convex cone M2 
with unrestricted location parameters pi. Then, the best equivariant estimator is minimax 
in the estimation of the predictive density under the restricted parameter space.
5.5 Concluding remarks
We have demonstrated that, for many restricted parameter space problems, the best 
equivariant predictive density qBI under Kullback-Leibler loss remains minimax, with 
constant risk matching the minimax risk. We point out that versions of Theorem 2.1, 
3.1, 3.3, and 4.1 also follow from the results of Marchand and Strawderman (2012).
For lower (or upper) bounded location or scale parameter problems, we have introduced 
a novel adaptation of Kubokawa’s IERD technique to show that the generalized Bayes 
procedure qu with respect to the truncation of the right Haar invariant measure onto 
the restricted parameter space dominates qBI and is thus minimax. These findings are 
analogous to various point estimation results previously established. It seems plausible, 
but more research is required, that similar minimax results and qBI-qu comparisons hold 
for other choices of loss, such as for a-divergence losses (e.g., Csiszar, 1967; Corcuera and 
Guummole, 1999). Finally, further analysis of the efficiency of Bayes estimators for other 
restricted parameter spaces, such as for univariate compact interval restrictions (see the 
end of Example 5.3.5), represent challenging and interesting problems for further research.
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Nous avons trouve, tout au long de ce memoire, pour la perte Kullback-Leibler, les lois a 
priori utilisees et les families de densites etudiees pour trouver de bons estimateurs pour 
la fonction de densite d ’une variable aleatoire, notamment selon le critere du minimax, 
ou dominant des estimateurs naturels (tels les estimateurs par substitution), qui sont 
equivariants, etc. Des liens ont ete faits entre I’estimation ponctuelle et l’estimation par 
densite predictive, notamment pour le cas de la loi multinormale et de la loi gamma. 
Finalement, nous avons trouve des conditions sur la famille de lois de la variable aleatoire 
Y\9  pour obtenir un estimateur de Bayes minimax lorsque l’espace parametrique de 6 
(parametre de position ou d’echelle) est restreint. Des avenues possibles de recherche 
pourraient considerer des espaces parametriques de la forme [a.b] ou a > — oo et b < oc, 
des families de densites qui ne sont pas a rapport de vraisemblance monotone croissantes 
ou des espaces parametriques non convexes. Le cas multivarie a ete travaille au chapitre 
3 et dans les resultats generaux, mais il serait interessant de trouver d’autres exemples 
que ceux illustres dans ce memoire pour mieux comprendre l’ampleur des resultats. On 
pourrait penser aux lois spheriques et elliptiques. D ’autres pertes que la perte Kullback- 
Leibler pourraient aussi etre etudiees.
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