Abstract. This paper deals with developing an efficient Robust Design Optimization (RDO) framework. The goal is to obtain an aerodynamic
INTRODUCTION
Computational Fluid Dynamics (CFD) has become a sophisticated tool and can be used for complex aerodynamic analysis and design of aircraft. Many traditional shape optimization problems have been solved by high fidelity CFD and the optimized configurations feature the desired aerodynamic performance under perfect conditions. However, the performance may degrade due to environmental and operational uncertainties, or manufacturing tolerances. Recently, robust design of aircraft under uncertainties is gaining interest in aerodynamics. In general, the high-fidelity CFD models used in deterministic shape optimization are expensive in terms of computational cost if applied to robust design.
In this paper, we are concerned with robust design optimization (RDO) of the transonic RAE2822 airfoil, which is a test case in the FP7 European project UMRIDA [1] . The functional of interest is the drag coefficient (C d ). Random variations of the flight conditions such as angle of attack, α, and Mach number, M, may occur during flight due to changing atmospheric conditions. The airfoil shape may also be subject to manufacturing tolerances and to degradation during operations. These factors are irreducible and considered as realistic uncertainties (aleatory uncertainties). On the other hand, numerical and modeling errors are an additional source of uncertainty that has an impact on the RDO results. These are reducible (epistemic) uncertainties. Figure 1 shows a simple depiction of these uncertainties in numerical flow simulations. Here, we focus on simulating the effect of irreducible uncertainties on the design, which are modeled using stochastic methods. We consider non-intrusive approaches, where we treat the flow solver as a black box and only use it to calculate the outputs that are required to evaluate the objective function. In the whole process, the flow solver settings, the mesh topology, and the geometry parameterization are carefully chosen and fixed. We consider the realistic uncertainties as input uncertainties with normal distributions when we evaluate the robustness of the design and we introduce our efficient RDO approach which combines a shape optimization framework with uncertainty quantification (UQ) methods.
There are two main issues that need to be considered when developing an RDO framework. One is how to evaluate stochastic values, such as the mean and standard deviation, accurately and efficiently. For example, in transonic flow, because of the strong non-linearity of the governing equations, the results from full Monte Carlo (MC) simulations and those derived from approximations by stochastic modeling could be different. The MC method is one of the most straightforward UQ methods, but comes at a much higher cost than other non-intrusive methods. The method of moments, polynomial chaos expansion and stochastic collocation methods are widely used non-intrusive approaches for evaluating stochastic values [2, 3, 4, 5] . We propose a RDO framework based on low-discrepancy sampling methods combined with Kriging-based surrogate models to compute the stochastic values, which are used to evaluate the objective function to be optimized, accurately and efficiently. The other issue is how to deal with a large number of uncertain parameters. Here, a large number of geometrical uncertainties is parameterized by a Karhunen-Loève expansion to achieve a significant reduction of the number of uncertain inputs [6, 7] .
There are several measures of robustness [5] that can be used in RDO and reliability-based design optimization. In this paper, we limit ourselves to a robustness measure that is based on the sum of the mean and standard deviation of the drag coefficient as caused by the operational and geometrical uncertainties. Here we mainly discuss the accuracy of the robust objective function and how we can obtain the statistics efficiently. 
UNCERTAINTY QUANTIFICATION FOR ROBUSTNESS MODELING

Description of test case and problem setting
RDO is applied to the RAE2822 airfoil, which is one of the basic test cases in the UMRIDA project [1] . We consider the angle of attack, α, the Mach number, M, and the geometry to be uncertain. The nominal condition of the angle of attack and Mach number are =2.79 deg. and M=0.734, respectively. The standard deviations of these operational parameters are =0.1 deg. and M=0.005 for the angle of attack and Mach number, respectively. These uncertainties are assumed to have a normal distribution. The Reynolds number is Re=6.5 million and is not considered uncertain. The operational uncertainties are therefore expressed as
. The geometrical uncertainties are described in section 2.2.
To evaluate the aerodynamic performance of the airfoil, DLR's flow solver TAU [8,9,10] was used. Fully turbulent computations were performed with the negative Spalart-Allmaras turbulence model [11] . A quasi two-dimensional hybrid unstructured grid with prisms and tetrahedral elements was used for the RANS simulations. Figure 2 shows a detailed view of the grid around the RAE2822 airfoil, which is used as the baseline configuration in this paper. The number of grid nodes is approximately 29,000. During the RDO the geometry changes of the airfoil are realized by using a radial basis function (RBF) based mesh deformation tool developed at DLR [12] . In this paper, all 380 surface nodes are considered uncertain. This yields the issue of how to treat a large number of geometrical uncertainties. 
Modeling of a large number of geometrical uncertainties
As briefly mentioned in the introduction, our approach to evaluate the cost function (the robust objective function) is based on a combination of design of experiment (DOE) methods and surrogate modeling. A reduction of the rather large number of geometrical uncertainties using a truncated Karhunen-Loève expansion (tKLE) [6, 7] enables us to use much less samples in the DOE. We assume that random perturbations of the airfoil arise from manufacturing tolerances, for example, resulting in the surface to be smooth, i.e., the nodes on each surface are regarded to be correlated to each other.
The Karhunen-Loève expansion (KLE), which is also known as proper orthogonal decomposition (POD), is used to decompose correlated random fields into a linear combination of orthogonal functions, which are represented by uncorrelated random variables. In practice the orthogonal functions are carefully truncated to keep their number small. We assume a random perturbation   x  of each surface grid node in the direction normal to the airfoil surface on both the upper and lower surfaces with zero-mean normal distributions, i.e.,
. Here, the standard deviation of the perturbation,
, is represented by the distribution represented in Fig. 3(i) . This setting means that perturbations are largest at the mid-chord and zero at the leading and trailing edges. Thus, the maximum perturbation of the upper and lower surfaces is 0.0025 in total in this case, which is around half of the UMRIDA test case definition. Here, it is assumed that the random perturbations are spatially correlated by a Gaussian correlation function. Then, the KLE can decompose these correlated variables into uncorrelated ones. Only a relatively small number of the first several significant modes is retained. Finally, the correlated random perturbation   x  is transformed into a smaller number of independent standard Gaussian variables as
, which are the newly modeled geometrical uncertainties. In our test case the number of random geometrical variables is reduced from 380 to 10 using the KLE. More details of this process can be found in [6] . Three realizations of the randomly perturbed geometry of the RAE2822 airfoil based on this parametrization are shown in Fig. 3 (ii) as examples. 
Design of experiments and surrogate models
The statistics, which are used to evaluate the robustness measure in every optimization cycle, are approximated using a combination of a DOE method and a surrogate model. The Sobol sequence based quasi Monte Carlo (QMC) [13, 14, 15] was used as a DOE method to generate samples of the above uncertain input parameters in the domain of . The samples are used to construct Kriging-based surrogate models of the functional of interest [2, 3, 16] . A further reduction of the computational cost is achieved by constructing gradient-assisted surrogate models, so called gradient-enhanced Kriging (GEK) [16] , such that the gradient of the function of interest with respect to the uncertain input parameters are used as secondary DOE samples. Both Kriging and GEK are response surface methods used to statistically evaluate the function values belonging to an unsampled combination input parameters based on Bayesian inference. In both methods, maximum likelihood estimation (MLE) is adopted to optimize parameters of the correlation function. In this study, a Gaussian correlation function was used. Both Kriging and GEK as implemented in DLR's surrogate and reduced-order modeling toolbox SMARTy were used. The gradients with respect to the operational and geometrical parameters supplied to GEK were obtained by an adjoint method available in the DLR TAU-code [17] . The advantage of the adjoint method in this context is that all partial gradients of one cost function can be computed with a single adjoint solve.
Once a surrogate model is constructed, it can be used to evaluate the statistic of the functional of interest. The errors in the statistics computed with the help of the surrogate model can be made small by applying a MC method with a large number of samples such as 10 6 . For example, the mean and standard deviation can be evaluated with an error to the true value of around 0.01% by using the MC. Note that it is feasible to evaluate such a large number of samples using the surrogate model, while this is not feasible when using the CFD solver itself.
The UQ approaches described in Section 2 are applied to evaluate the robust objective function. Once the objective function value is determined, existing deterministic optimization algorithms are applicable. Figure 4 shows the framework of the deterministic optimization part. We use an in-house aerodynamic shape optimization toolbox called Pyranha [18] as the basis in this part. As in deterministic optimization, the objective functions, the design variables, and the constraints can be introduced. In this case the constraints are a constant thickness-chord ratio (t/c) and a constant lift coefficient (C l ). Therefore, the parameterization to define the nominal shape is applied to the camber line. In this paper, we used Bernstein polynomials. The objective or cost function, f , is a measure of the robustness of the design:
where χ denotes the deterministic design variables. The design variables are the output of the ROD. The computation of the cost function at each optimization cycle is described later and depicted in Fig. 5 .
Compared to deterministic design optimization (DDO), an additional target-lift CFD calculation is required before the cost function can be evaluated to determine the mean angle of attack μ α that satisfies the nominal C l constraint. Here, C l is fixed to 0.791. The design variables, which are denoted by χ , are represented by 10 Bernstein polynomials that are applied to the camber line. The Subplex algorithm [18] was used in this paper to optimize the cost function f according to Eq. (1). It is based on the Simplex and Nelder-Mead algorithms. Different from the Simplex algorithm, the Subplex searches for the convex hull in several decomposed low dimensional subspaces. Thus, the Subplex algorithm is generally more efficient than the Simplex for many design variables. Moreover, it is applicable to noisy cost functions [19] . Figure 5 shows more details of the stochastic modeling part concerned with computing the cost function. In this paper, the cost function f is the sum the mean,  , and the standard deviation,  , of the drag coefficient (C d ):
where χ , a , and ξ are the design variables, the operational uncertainties, and the geometrical uncertainties given by the tKLE parameters, respectively. The number of parameters χ , a , and ξ are 10, 2, and 10, respectively. Note that the design variables, χ , are deterministic and describe the nominal airfoil geometry at each iteration of the optimization process. As described in Section 2, Fig. 5 . At first, QMC sampling with a limited number in the range μ±3σ for the uncertainty parameters a and ξ is performed. This covers 99.97% of the cumulative density function (cdf) of the normally distributed input uncertainties. Here, the uncertainty parameters are angle of attack, Mach number and 10 geometrical uncertainties given by 10 tKLE parameters. Therefore, the dimension is 12. In this research, the number of QMC samples was set to 12 or 30, respectively. Next, to construct a surrogate model of d C , CFD calculations with the TAU-code are conducted on the samples. When a gradient-enhanced surrogate model is considered, additional adjoint calculations are run with the TAU-code to obtain gradients of d C with respect to the uncertainty parameters a and ξ. The computation of the samples values and their gradients is obviously the most time-consuming part of the entire process. Therefore, the number of DOE samples has the largest impact on the framework in terms of efficiency. Note, however, that each sample is independent of all other samples. Thus, all samples can be computed in parallel.
Finally, a surrogate model is constructed by using Kriging or GEK. Then the mean,  , and standard deviation,  , of the drag coefficient are calculated based on the surrogate model by direct MC quadrature as:
where N is a sufficiently large number of samples (N=10 6 in this paper). As described in Section 2.3, the error to the true value on a surrogate model is negligible when the number of samples is large. Therefore the quality of the surrogate models is the most important factor in terms of accuracy of the statistics.
In the next section, both Kriging and GEK are investigated in this respect by varying the number of samples used to construct the surrogate models. 
RESULTS AND DISCUSSION
Accuracy of cost function
In this section, the cost function f , which is defined by Eq. (2), calculated for different surrogate models is compared with the true cost function fˆ for the baseline airfoil configuration The true cost function fˆ, which acts as a reference, was calculated according to Eq. (3) by the direct QMC quadrature based on 10 5 samples computed with TAU for RAE2822 as the given nominal airfoil shape. Note that in general in RDO, the true cost function fˆ for a designed nominal airfoil shape at each optimization cycle is unknown. As mentioned in the previous sections, the accuracy of the statistics at every optimization cycle depends on that of the surrogate models. As mentioned in Section 2.3, the cost function f is almost uniquely determined once a surrogate model is constructed by Eq. (3). As for the construction of a surrogate model, once the sample points are fixed, the Kriging-based surrogate model is uniquely determined by its Gaussian correlation function and the likelihood function. When constructing a Kriging model, model parameters, so-called hyper-parameters, need to be tuned based on the sampled data using MLE, which is obtained in this study by the differential evolution as a global optimization method. In our RDO framework, a surrogate model is constructed at every optimization cycle to obtain the cost function f . The surrogate model needs to be accurately constructed many times to obtain the cost function f , which is unknown but should be robustly evaluated to sample points fˆ for a better guide to the next steps in whole the optimization cycles.
Therefore as a first step of estimation of the cost function f , we focus here on the initial guess, that is, the distribution of sample points. In practice, different 100 sets of distributions of sample points are derived from the Sobol sequence. Then, the dependency of accuracy of f (in surrogate models) on the sample points are investigated by using two kinds of the num- As defined in the previous section, the number of uncertainties is fixed to 12. Therefore, 12×12 or 30×12 sequences are generated to construct one surrogate model. These different sets of sequences are extracted 100 times from the Sobol sequences. Then 100 sets of differently distributed sample points are generated. The mean f  and standard deviation f  of these 100 cost functions 100 1~f f in the 100 surrogate models are calculated to investigate how accurate the approach to construct surrogate models is by comparison with the true cost function fˆ. with 0.9 count (here one count=10 -4 ) for the standard deviation f  as the error bound. Further improvement of efficiency by using less sample points can be expected by applying adaptive sampling strategies, which will be the next step of estimation of the cost function f . Finally, the averaged computational costs to construct a surrogate model on one core on a cluster are summarized in Table 1 . They are proportional to between the square and the cube of the samples points for both Kriging and GEK. For instance, the GEK using 30 samples costs around 10 times more than that using 12 samples. However, they are all quite small compared with one general CFD computational time. In this study, we fixed the optimizer for the MLE to a global one. We note that it was pointed out in [20] that global optimizers can provide a more accurate surrogate model in terms of not only the MLE but also the sample points.
Application to robust design optimization (RDO)
The developed RDO framework was applied to the transonic RAE2822 airfoil, which is one of the URMIDA test cases, by taking into account an uncertain angle of attack and Mach number, and a large number of geometrical uncertainties. Based on the results in the previous section, the GEK surrogate model used to evaluate the robust objective function at each optimization cycle is constructed by computing 30 samples and the corresponding partial gradients with TAU and its adjoint flow solver. All the other settings are described in Section 3. Figure 7 shows the history of the cost function f defined in Eq. (2) and the nominal design variables χ . We can observe that there is a relatively large amplitude of oscillations of the cost function f after 350 optimization cycles, while the design variables χ do not vary any more. However, this amplitude is the smallest in the four types of surrogate models mentioned in the previous sub-section. Figure 8 depicts a comparison of configurations of the initial airfoil (RAE2822) the robust airfoil. A designed airfoil configuration by the deterministic design optimization (DDO) is also shown in this figure. Table 2 shows Cd  and Cd  of the initial, robust, and the deterministic designed airfoils. These stochastic values Cd  and Cd  were reevaluated by using the same strategy as that in Section 4.1. They are calculated by taking the average of 100 stochastic cost functions f predicted by 30 sample points and the GEK surrogate model. It can be observed that both Cd  and Cd  were successfully decreased. The total iteration number of the Supblex-based RDO for 10 design variables was 564. All computations were performed on a single core apart from the CFD computations which were ran in parallel on 24 cores. In terms of computational time, the total wall clock time was about 160 hours. The efficiency of the total RDO optimization could be improved by a two-step optimization strategy. For instance, at first deterministic design optimization (DDO) is conducted to the initial configuration and then a local optimizer such as gradient-based optimization algorithm is applied to the deterministic designed airfoil for RDO. In this paper, we focused on accuracy and efficiency of construction of surrogate models in terms of stochastic values such as mean and standard deviation. The developed framework can also be applied for investigating the Pareto front in this robust optimization setting. Moreover, this surrogate-assisted cost function evaluation can also be applied to reliabilitybased design optimization by considering the probability density function of d C .
As can be confirmed by Fig. 6 in the previous sub-section, there is a correlation between the amplitude of the oscillations of the cost function and the accuracy of the surrogate models. (ii)
The amplitude of the oscillations can be further reduced by improving the accuracy of the underlying surrogate models, e.g., by employing adaptive sampling strategies. ).
CONCLUSIONS
A robust optimization framework for the aerodynamic design of airfoils was developed. To efficiently calculate the stochastic values which are used to evaluate the robustness measure in every optimization cycle, we employ design of experiments methods and Kriging-based surrogate models. A large number of geometrical uncertainties was modeled using a KarhunenLoève expansion. The stochastic output values due to two operational uncertainties and 10 geometrical uncertainties were evaluated quite accurately based on at most 30 CFD computations and corresponding adjoint computations, the latter providing gradient information with respect to the 12 uncertainty parameters. These stochastic methods were integrated into an inhouse framework for deterministic shape optimization. The developed framework was used to perform robust optimization of a transonic RAE2822 airfoil, which is one of the test cases in the EU project UMRIDA. The stochastic values such as the mean and standard deviation of the drag coefficient were successfully minimized and a new, more robust nominal configuration was proposed by this efficient robust design optimization framework.
