Abstract. When L is a second order ordinary or elliptic differential operator, the principal eigenvalue for the Dirichlet problem and the corresponding principal (positive) eigenfunction u are known to exist and u is unique up to normalization. If further L has the form f2atf32/'àxfix, + 2 ¿,-9/3*,-then results are known regarding the behavior of the principal eigenvalue X -\ as ej,0. These results are very sharp in case the vector (b¡) has a unique asymptotically stable point in the domain u where the eigenvalue problem is considered. In this paper the case where £ is an ordinary differential operator degenerating on the boundary of « is considered. Existence and uniqueness of a principal eigenvalue and eigenfunction are proved and results on the behavior of A, as ej.0 are established.
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Introduction. The eigenvalue problem ex(l -x)45i +ßx(l -x)(x -x)^r= -Xu, 0 < x < 1, ß < 0,
(1) «(0) = «(1) = 0, where x is a fixed point in (0,1), arises in a group of problems in genetics (see [6] ). It is required to obtain asymptotic estimates for the minimum eigenvalue Xt as 40.
If a second order ordinary differential operator is regular, i.e., if the leading coefficient of the differential operator does not vanish in the closed interval [0,1], then it is standard knowledge that the minimum eigenvalue exists, is positive and simple, and there is a corresponding eigenfunction (unique up to normalization) which is in C2 [0, 1] and is positive in (0,1). However, the leading coefficient of the operator in (1) degenerates at the boundary of [0,1] and it is not at all clear that a minimum eigenvalue exists, and if it does exist just what smoothness properties a corresponding eigenfunction has in [0,1].
Disregarding these questions, G. F. Miller [6] gives an asymptotic estimate for \ as e -» 0 by techniques which may require further justification in order to satisfy the tenets of rigorous mathematics.
In this paper we shall give a complete analysis of a large class of eigenvalue problems which includes (1) as a special case. We shall show that if the order of degeneracy at the boundary of [0,1] of the leading coefficient of the differential operator is not too large, then all of the spectral properties for regular eigenvalue problems carry over. Further we shall give a rigorous derivation of the asymptotic estimate for Xe as e -» 0.
The techniques developed in this paper carry over to the investigation of eigenvalue problems for a certain class of elliptic partial differential operators whose fundamental forms may degenerate at the boundary of the domain of definition. (See Remark at the end of §4.)
Finally we note that a paper of D. Ludwig [5] drew our attention to these problems, and we refer the reader to that paper for further examples and discussion. Other examples may be found in a paper of Fleming and Tsai [2] . 1 . Existence. Let As mentioned in the introduction, it is a well-known result of the theory of positive operators [4] , that if the coefficients a(x) and b(x) are continuously differentiable and a(x) > 0 on [0,1], then there is a smallest positive number X so that the eigenvalue problem (1.2) Lu --Xu, x E (0,1), u(0) = w(l) = 0, has a solution u, which is positive in (0,1), and furthermore the eigenvalue X is simple. This number X is called the principal eigenvalue of the problem (1.2) and a corresponding positive eigenfunction, which is unique up to normalization, is called a principal eigenfunction.
In case the coefficient a(x) degenerates at the boundary of [0, 1], the methods of [4] are no longer directly applicable. However, as we shall show, one may use the method of elliptic regularization to establish the existence of a principal pair (X,u). The purpose of this section is to establish the existence of a likely candidate for a principal pair. Then in §2 we shall, by means of uniqueness results, show that the candidate which we have constructed is actually a principal pair for a degenerate eigenvalue problem of the form (1.2). We shall then bring this all together by means of formal statements in §3.
We shall make the following assumptions on the coefficients of the operator £ in (1.1):
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use Proof. We shall find it convenient here, as well as in the remainder of §1, to convert the eigenvalue problem (1.2) into an eigenvalue problem in a slightly different, but equivalent, form. Toward this end we introduce the function
Since a < 1 + ß, a' < 1 + ß', the last integral exists and is continuous in the
*e(0,l).
If we multiply the equation in (1.2) by p/a, we get the eigenvalue problem
Let 0 < Tj < 1 and let rx bit)
P^ ' CXP A aji)^ * Consider the eigenvalue problem
This is an eigenvalue problem for a nondegenerate elliptic operator; i.e., (1.6) Lvu = (a + r¡)u" + bu' = -A«, x E (0,1), m(0) = m(1) = 0.
Therefore by [4] a principal pair (\,uv) exists and un is unique up to normalization. We normalize it by
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If we replace u by uv and X by \ in (1.5) and then multiply by un we get, after integrating over [0, 1] , In order to proceed with the proof we shall need Lemma 1.2. X^ is bounded for 0 < tj < 1.
Let us assume, for the moment, that this is true and return to the proof of Theorem 1.1. In the sequel we shall use C as a generic positive constant, independent of tj, which does not necessarily take the same value at each occurrence.
Using (1.7), (1.8) and Lemma 1.2, and the fact thatp, > C we conclude that^2 <C.
We also have so that by (1.9). Thus u2(x)<xfX{u;)2dt< Cx (1.10) un(x) < cVx .
Sincepv(x) < C, for all sufficiently small positive 5, independent of n, J0 a + tj J0 4
Similarly we find that the strong maximum prinicple implies that either u takes its minimum only at x = 0 or x = 1, or else u = 0. But as already pointed out the latter cannot occur so that u(x) > 0 for x E (0,1). Finally X > 0. Indeed, in the contrary case X = 0 so that Lu = 0 in (0,1). But then the maximum principle implies u = 0, which is a contradiction.
The proof of Theorem 1.1 will be complete as soon as we have given the Proof of Lemma 1.2. By the comparison Lemma 2.2 of [1] , or by a standard argument involving the characterization of the minimum eigenvalue of a positive selfadjoint operator on a Hubert space, we have that \, < p^, where /^ is the principal eigenvalue for the Dirichlet problem for the elliptic operator L^ in any smaller interval, say [1/3,2/3]. In this interval L, (for 0 < tj < 1) is uniformly elliptic (both in x and tj) and hence by the continuity Lemma 3.1 of [1] , p, -» pno as tj -» tj0. Hence p^ is continuous for 0 < tj < 1 and so is bounded. Since p^ dominates \ we have completed the proof.
Remark. If a < f one can show that for every 0 < 0 < 1,
Indeed, for x E [0,8] take w = Ax9, where AS0 = C8x/2, C being taken as in (1.10 
Then p > X.
Before we begin the proof it will be convenient to establish Hence, summing over the intervals determined by the consecutive zeros would give (2.2) provided we could integrate by parts when xx = 0 or x2 = 1.
Let us consider the case where xx = 0,x2= 1, and v > 0 in (0,1). Multiplying the equation in (2.1) by pv/a, integrating over [yx,y2] (0 < y, < y2 < 1) and then integrating by parts gives
Since v > 0 in (0, 1) and vanishes at the endpoints, there exist sequences y,"4,0 andy2"f 1 so that v'(yx") > 0 and v'(y2") < 0. Using this in the above equality gives (2.2).
Since the cases where xx = 0, x2 < 1 or x2 > 0, x2 = 1 can be handled in a similar way, we have concluded the proof.
Proof of Theorem 2.1. From (1.2) and (2.1) we have
Let xx and x2 be consecutive zeros of v. Without loss of generality we may suppose v > 0 in (xx,x2). Multiply (2.3) by v, subtract it from (2.4) multiplied by u and integrate over [x,,x2 ]. If 0 < xx < x2 < 1 we may integrate by parts to get
If we suppose p < X we get a contradiction sincepuv/a > 0 in (x,,x2).
In case xx = 0 or x2 = 1 we must be somewhat more careful since «' and v' may become unbounded at the endpoints. Suppose xx = 0 and x2 = 1. Then for 0 < y, < y2 < 1 we have Remark. Theorem 2.1 asserts that X is the smallest real regular eigenvalue. If a,a' < | then we can assert more; namely that À is the smallest real eigenvalue for the problem (2.1) where the eigenfunctions that are allowed into the competition are only assumed to be in C[0,1] n C2(0,1). To see this we suppose for definiteness that v > 0 in (0,1). Let tj > 0 and let xn andy,, be zeros of wv = v -tj so that wv > 0 in (xv,yv) and x^jO, y^jl as tj -> 0. As before we have (Pw0' = -M(y?/aK, -/"?(/>/«)> (/>"')' -~Hp/a)u.
Multiply the second equation by wv and subtract it from the first equation multiplied by u and then integrate over [x^y,,] 
to get
The first integral on the right increases as tj -» 0 and, since a,a' < f, by the remark at the end of §1, u(x) = 0(xe(l -x)e),0 < 0 < 1, so that the second term on the right goes to zero as tj -> 0. Thus for all sufficiently small tj the right-hand side is positive if X > p. But since w^(xn) > 0 and w¡,(yv) < 0, the left-hand side is < 0, which is a contradiction. We may assume that max v(x) > 0 in [0, 5] . Then for every sufficiently small positive tj there exist numbers 0 < x < yv < 8 such that if wn = vtj, then wv(x) > 0 if x, < x < y", and wv(xj = wn(y7)) = 0. Further xvix0 > 0andy^tyo < 5 asîjjO.
We have aK + bw^= -¡xw^ -ftn.
Multiplying both sides by x~yw and integrating over [x^y,,] we get
We shall take y so that (2.8) y<a<y+l<2, y ^ /5 ~ 2. 
in (0,5) provided 5 is sufficiently small.
We shall need to use the inequality
This is an immediate consequence of the equality \ " (p -1) K and the Cauchy-Schwarz inequality.
Returning to the proof of Theorem 2.4 and noting that (xß~yb)' = 0(xß-y~x) and ß -y -1 ¥> 1 we get from (2.11) that (2.12) fyr,(x^b)'w2< cfy*x^+x(wrf.
Also since y < 1, we may apply (2.11) again to get (2.13) PV%,2< C fy"x-y+2(w;)2.
Using (2.10), (2.12) and (2.13) in (2.9) we get, provided 5 is sufficiently small, \anjy*x"-i{wrf< Cj>\x'-y*1 + x2-t)(wrf+ r/^jc-V,.
Noting that w^ = v' and y < 1, if we allow tj -* 0 we get
But since a < ß + 1 and a < 2, this is clearly a contradiction if 8 is sufficiently small. The proof is complete.
3. The principal eigenvalue. In this section we shall assume, in addition to (1.3), the conditions (x-ßb(x))', (x-*a(x))', and (x-aa(x))" are bounded functions in some interval (0,cj.
Recall that in §1 we called the smallest number X so that the eigenvalue problem (1.2) has a solution the principal eigenvalue, and a corresponding eigenfunction u, which is positive in (0,1), a principal eigenfunction. In Definition 2.3 we defined a regular eigenfunction and eigenvalue. Proof. Theorem 1.1 establishes the existence of a candidate (X,u). If (X,i3) is another regular eigenpair, X real, then Theorem 2.1 shows that X > X. Thus X is the smallest real regular eigenvalue for the problem (1.2). If, in addition, « > 0 in (0,1), then the same theorem shows that X > X, so that X = X. Further, if ¡\pù2/a = 1, then Theorem 2.4 shows that u -«.
In the proof of Theorem 1.1 we showed that there exists a sequence {rjm} so In order to obtain the asymptotic estimates of the next section it is necessary to get a certain explicit form for the regular principal eigenvalue X in terms of u and u'. This is the content of our next theorem. Strictly speaking the elements of <% are equivalence classes each of which contains a function satisfying the properties (i) through (iv). However, we shall adopt the usual colloquial device of treating the elements of 3) as functions. By the standard theory of elliptic ordinary differential operators such a solution exists and is unique. Since the coefficients of L^ are real, there is no loss in generality in assuming that/is real, so that the solution «,, is also real. Using exactly the same technique as employed in the proof of Lemma 2.2 we may prove that for every e > 0, Arguing as in the proof of Lemma 1.2 we find that If we use this inequality in (3.9), noting that pv > C > 0 independent of tj, 0 < tj < 1, we get, upon choosing e sufficiently small, but fixed, It remains to prove that £ is compact. Let {/m} be a bounded sequence in L2(p/a) and um = Rfm. From (3.10) and (3.12) with uv replaced by um and a + tj replaced by a we have /o a K Rellich's compactness theorem taken in conjunction with (3.18) and (3.12), with uv replaced by um, a + tj replaced by a, and / replaced by fm, implies there exists a subsequence of {um) which converges in L2(p/a). The proof is complete.
4. Asymptotic behavior. In this section we shall consider the elliptic operator (4.1) Ltu = (e/2)au" + bu' (e > 0).
We shall denote by \ the regular principal eigenvalue for this operator with zero Dirichlet data at the boundary of [0,1]. Our object is to describe the asymptotic behavior of \ as e -* 0 for a class of operators which include those mentioned in the introduction. In addition to the assumptions (1.3) and (3.1) on a(x) and b(x) we shall require the additional assumptions: b0 > 0, bx< 0; (4.2) there exists an x E (0,1) such that b(x) > 0 ifx E (0,x) andb(x) <0ifxE (x,l).
Under these assumptions it is easily seen that all solutions x = x(t) of dx/dt = b(x), 0 < x(0) < 1, remain in (0,1) and converge to x as t -> oo. For any absolutely continuous function 9(t), 0 < / < T, define If we can prove the reverse inequality with Ihn replaced by lim we shall have established Theorem 4.1. Toward this end let y and tj be positive numbers, to be determined later, with 0 < tj < y < min(x,l -x). Let av(x) E C1 (0,1) satisfying (4.13) a"(x) = and (4.14)
where C is independent of tj and y for 0 < tj < y. That such a function can be constructed is easily seen. Indeed set ä(x) = a(x)(l + Tj/x)a if x E (0,y], 
K=f1pÁ<f
If we use wc in the quotient on the right-hand side of (4.20) and use (4.21) we should get a comparison between X^ and Xe, at least for all sufficiently small tj. However, in order to do this we need a comparison between the integrals involving the functions having an tj subscript and the integrals involving the functions without an tj subscript. We now proceed to develop this comparison.
If 0 < t < x < y, then This inequality holds for all y < y0 and tj < Tj0(y), and C is a constant independent of y and v. The extended function is absolutely continuous and
JTo av(9(t)) "* JTo av(9(t))
By computations similar to those which we have made between (4.11) and (4.12) we obtain an upper bound for the right-hand side which is Cy', v = min(2 -a,2ß -a), provided tj is sufficiently small, say tj < rj,(y). Consequently, recalling the definition of 1} from (4.34) we have Clearly, these functionals do not change if we restrict the competing functions <b(t) to be monotone, and it is immediate that
Further, it is clear that J0(x) is a nondecreasing function of x, and Jx(x) is a nonincreasing function of x. It is also easy to see that J0(x),Jx(x) and J(x) axe Lipschitz continuous in (0,1). Let E0 = (x: /0(x) < Jx(x)) and Ex = (x: Jx(x) < J0(x)). EQ and Ex are intervals and upon setting x0 = sup{x: x G E0}, xx = inf (x: x G Ex} it follows that x0 < x,. We claim that Indeed if x > xx, then J (x) = Jx(x), and taking xjx, and using the continuity of these functions, we get J(xx) = /|(x,). Next, if x < x,, by the definition of x, it follows that /0(x) < Jx(x) so that J0(x) = J(x). By letting x|x, we get J0(xx) = J (xx) so that we have Similarly we arrive at the fact that Thus from (4.38) and (4.39) it follows that for x G [x0,xj,
Using the monotonicity of Jj(x) we get (4.37). Let x > max{x0,x} so that J(x) = Jx(x). For A > 0 so that x + A < 1, upon setting $A(x,r) = {<b: <b G O(x,r;0,x + A), <b(T) = x + A}, it is easily established that J(x) = inf{/r(<i>): <b E ®h(x,T)} + J(x + A).
If we choose <í>(0 = x + t, T = h, we see that inf{/r(<(>):<f>G$A(x,£)} < Ch. Thus for a fixed constant C0, (4.41) inf{IT(9): 9 G $A(x,£)} = inî{IT(9): 9 G $A(x,£), IT(9) < C0Ä}.
Take any 9 in the right-hand side of (4.41) and write (9 -t)\t) < C['(9 -t)2+ f'f2< Cf'(9 -./02+ Ch.
Thus by Gronwall's inequality (4.44) (9 -^)2(t) < Ce°h.
Suppose that T > h9'2 for some 9, 0 < 9 < 1. Then taking t = h0/2 and noting that since x > x, $(t) < x -Che/2, C > 0, and 9(t) > x, Ch" <[9(t) -iK0]2< Ce\p(Ch"/2)h.
Clearly, this is impossible for all sufficiently small h. Thus for every 9, 0 < 9 < 1, £ < he/2, and we may write inf{/r(<p):<i)G$A(x,£)} = inf{lT(9): 9 G 4>A(x,£), IT(9) < C0h,T < h6 '2) . Suppose now that 9 is an element of the right-hand side of (4.45). Then we have a(x) -a(9(t)) = 0(h) and b(x) -b(9(t)) = 0(h), where 0(h) is independent of 9. Thus for all sufficiently small h, 
