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Abstract 
Subsurface temperature is one of the key parameters in geothermal exploration. The estimation of the reservoir temperature is of 
high importance and usually done either by interpolation of temperature data or numerical modeling. However, temperature 
measurements of depths larger than a few hundred meters are generally very sparse. A pure interpolation of such sparse data 
always involves big uncertainties and usually neglects knowledge of the reservoir geometry or reservoir properties. 
Kriging with trend does allow including secondary data to improve the interpolation of the primary one. Using this approach 
temperature measurements of depths larger than 1,000 m of the federal state of Hessen/Germany have been interpolated in 3D. A 
conductive numerical 3D temperature model was used as secondary information. This way the interpolation result reflects also 
the geological structure. As a result the quality of the estimation improves considerably. 
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Nomenclature 
Ȝ  thermal conductivity (W m-1 K-1)  
T  temperature (°C) 
H  heat sinks and sources (W m-3) 
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1. Introduction 
An important task in geoscience is the interpolation of scattered spatial data. Prediction of subsurface 
temperatures (typically 1 km – 5 km depth) is of special relevance for geothermal exploration. Knowledge about the 
actual subsurface temperatures is critical [1]; for a geothermal project 10 °C more or less can mean the difference 
between success and failure. Any available information should therefore be included. In contrast to more simplified 
2D approaches we promote the application of full 3D studies. 
Since subsurface temperature data for great depths are typically sparse, different approaches for estimating the 
spatial subsurface temperature distribution are tested. A promising approach is kriging with external drift (a specific 
case of kriging with a trend model) where a geostatistical (kriging) interpolation is combined with a numerical 
result. Similar approaches have been performed before with other properties like groundwater heads [2], but to our 
knowledge never with subsurface temperatures. 
2. 3D Kriging of Temperature Measurements 
For predicting subsurface temperatures different interpolation methods can be applied. Besides other approaches 
ordinary and universal kriging have been applied in various studies (e.g. [3], [4], [5], [6], [7]). Kriging is the name 
for a group of interpolation methods for which an unknown value of a regionalized variable (a random field) is 
estimated under consideration of the spatial structure given by the variogram. The spatial properties of the data are 
taken into account by the variogram. Based on the variogram, a mathematical model function is estimated which 
reflects the spatial correlation. This model function is used as weight by the kriging procedure. Additionally, kriging 
gives information about the error of the estimation. 
Different qualities of the data are related to subsurface temperature measurements taken in boreholes where the 
original subsurface temperature is disturbed due to the drilling process. After correction of the data, a substantial, 
only roughly known error still persists. One simple option is of course to exclude such values of lower quality. This 
is inevitable for some obviously wrong data. However, subsurface data are typically sparse and it is therefore better 
to use poor data where no other data exist. This is one of the benefits of the algorithm presented here. 
2.1. Ordinary Kriging 
Ordinary kriging is the most general and widely used kriging method for stationary processes. It assumes a 
constant but unknown mean. Given n measurements of z at locations with spatial coordinates x1, x2, ..., xn, the value 
of z at point x0 can be estimated with [9]: 
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Hence wi is the weight which has to be determined for this linear estimator. The kriging system can be written as 
(see e.g. [10]; [9]; [11]; [12]): 
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where A is a n times n matrix with element A{i, j} equal to the variogram functions -J(xi - xj), recalling that 
J(0) = 0, 1n is a vector of length n of ones, w is a vector of length n+1 the first n elements being kriging weights w1, 
w2, …, wn and the last element of which is a Lagrange multiplier Q, and b is a vector of length n+1 with the ith 
element equal to -J(xi - x0) for i d n and the nth element set to 1. Solving this system, w1, w2, ..., wn are obtained, 
which are the linear estimators of Eq. 1. Additionally the mean square estimation error can be calculated. 
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2.2. Kriging of erroneous data 
If the data have an error, which can be quantified, it is possible to take this information into account similar to a 
regression-model [13]: 
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where the error İ(xi) has a known variance Var[İ(xi)] = ı2i. For solving, the regular kriging system is computed 
except for the diagonal terms, in which the variances of the measurement error are included in the main diagonal of 
the matrix: 
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A code called jk3d† has been programmed using JAVA which computes an according modified ordinary kriging 
solution [7].  
3. Subsurface Temperature Data 
Most of the data come from undisturbed continuous logs (measured when boreholes were at temperature 
equilibrium), but with a sparse lateral distribution. The accuracy of continuous logs is estimated to be ±0.01 °C [14]. 
The remaining data are bottom hole temperatures (BHT) or temperature data from drill stem tests (DST). The BHT 
data have a much larger spatial (especially lateral) distribution than all the other temperature values, but the quality 
of BHT measurements is poor because they are carried out during the drilling process when the thermal field is not 
in equilibrium. The accuracy of corrected BHT values depends on the applied correction method; measurement 
errors between ±3 °C and up to ±5 °C-10 °C are presumed [14] [15]. However, the real measurement error is 
unknown. Based on the quality of the data, a respective measurement error is estimated and shown in Table 1 (for 
details see [16]; [17]; [7]).  
In this study the global trend value (geothermal gradient) is removed from the data for variogram modeling and 
the subsequent kriging and finally added to the kriging results again. For the linear regression the surface 
temperature is assumed to be constant at 5 °C.  
4. Variograms 
A difficult but important part is to derive good variograms for the horizontal and vertical direction. The 
variograms give necessary information about the spatial dependence of the data. The horizontal variogram is based 
on all data from the Odenwald and Sprendlinger Horst (ODW), Hanau Seligenstädter Senke (HSS), Hessen North-
East (NE) and Schiefergebirge (RH) submodels. Data from the Mainzer Becken (MZ) and the Oberrheingraben 
(ORG) submodels are not used for this variogram as they are strongly convectively disturbed. The vertical 
variogram is based on data from all regions but only high quality measurements from continuous logs are used. 
The calculated experimental variograms and the fitted functions are shown in Fig. 2. The variograms are 
calculated based on the residual temperature data where the trend is removed. The result for the horizontal direction 
is shown in the left of Fig. 2. Due to the high geological heterogeneity the result is quite poor, but it is still possible 
to fit a theoretical variogram to the data.  
 
 
† http://sourceforge.net/projects/jk3d/ 
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With the complete data-set it is not possible to obtain a reasonable experimental variogram for the vertical 
direction. However, if solely the high quality continuous logs are used, with data only from depths larger than 
250 m, the result is substantially better (Fig. 2 right). As the horizontal distribution of these log data is very sparse it 
is not possible to calculate a horizontal variogram based on these data only. The vertical variogram shows a clear 
non-stationary progression from 250 m on, which is neglected for the modeled variogram; at interpolation this is 
considered due to a search radius limited to 200 m. The fit for the horizontal case is obviously poor. However, a 
perfect fit is in general not necessary [9]; a qualitative fit is mostly sufficient. The estimated values for the range are 
comparable to the values estimated by [5] for the Provence basin, of horizontal 23 km and vertical 500 m. 
Table 1. Description of the different subsurface temperature measurements. 
Code Measurement Description  Estimated Error İ (K) Number 
1 undisturbed logs 0.01 1360 
2 disturbed temperature logs 2.4 200 
11 BHT with at least 3 temperature measurements taken at different times in the same depth; corrected with a cylinder -source approach 0.5 58 
21 Production test (DST) 0.5 
12 BHT with at least 2 temperature measurements taken at different times in the same depth; corrected using the Horner -plot method 0.7 
85 
13 BHT with at least 2 temperature measurements taken at different times in the same depth; corrected with an explosion line-source approach 0.7 
14 BHT with one temperature measurement, known radius and time since circulation (TSC) 1.6 
46 
15 BHT with one temperature measurement, known TSC 1.6 
16 BHT with one temperature measurement, known radius 3 
280 
17 BHT with one temperature measurement, unknown radius and unknown TSC 3 
 
 
Fig. 1 (a) Submodels within the 3D model of the federal state of Hessen; for abbreviations see text; (b) locations with temperature data (modified 
after [19]); the 22 available logs which are used for validation are marked with red labels and numbers. 
(a) (b) 
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Fig. 2 Horizontal and vertical experimental and theoretical variograms for the residual temperature data. 
5. Numerical Modeling 
A classical approach for estimating the subsurface temperature distribution is the numerical computation of a 3D 
purely conductive steady state temperature distribution.
Based on a 3D structural GOCAD model [18] and an extended geothermal database [19] of the federal state of 
Hessen/Germany the subsurface temperature distribution is computed.  
The 3D finite element mesh with layers for all geological units is constructed by converting the original Hessen 
3D GOCAD Model ([19], [20]). The thermal conductivity described in [19] is assigned to the respective units (see 
Table 12). No calibration was performed. On the surface long term yearly average temperatures (data from the 
German Meteorological Service, DWD) are assigned as Dirichlet boundary conditions. A basal heat flow is 
estimated following the approach of [18]. It is spatially varying from 65 mW m-2 to 95 mW m-2 according to the 
presumed Moho depth using data from [21].  
Several codes are available for the numerical solution [22]. Here the software FEFLOW [23] was used. Only 
conductive heat transfer is considered as not enough data for convective heat transport at great depths are available. 
The paleoclimatic disturbances of the temperature (e.g. [24]) are also not considered; furthermore internal heat 
sources are neglected. The solution therefore simplifies to: 
  0  TȜ   (5) 
The model is validated using the available continuous temperature-logs. The fit of the modeled logs is very good 
in areas which are not influenced by convection, within such areas the fit is poor. 
Table 2. Assigned values for the numerical model. 
Nr Modell Unit Porosity n (-) O (W m-1 K-1) 
1 Tertiary (Vulcanite) 0.016 1.84 
2 Triassic Muschelkalk 0.043 2.10 
3 Triassic Buntsandstein 0.135 2.97 
4 Permian Zechstein 0.115 2.55 
5 Permian Rotliegend 0.089 2.42 
6 N‘ basement metamorphic. 0.036 2.81 
6 S‘ basement crystalline 0.002 2.40 
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6. Kriging with External Drift 
Kriging with an external drift (KED) is a variant of universal kriging, or kriging with a trend model (KT) [25]. 
KED is a simple and efficient algorithm to incorporate a secondary variable in the estimation of the primary 
variable. However, the fundamental relation must make sense in terms of the underlying physics.  
The trend m(u) is modeled as a linear function of a smoothly varying secondary (external) variable fk, instead of 
as a function of the spatial coordinates, like in kriging with a trend model. fk is assumed to reflect the spatial trends 
of the z variability up to a linear rescaling of units. The estimate of the variable and the corresponding system of 
equations are identical to the kriging with a trend model [25]. Now for the KT estimator the full kriging with trend 
system can be written as [26]: 
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fk(x) are secondary data which have to be known for all grid nodes and all observation points. For further details 
see [25].  
Additionally, similar to the ordinary kriging, the measurement error is considered in the study presented here by 
adding a variance to the main diagonal of the left-hand side matrix.  
For this study the same settings like for ordinary kriging have been applied for kriging with external drift; using 
an extended version of jk3d the result of the numerical model was added as drift variable by interpolating the result 
to all mesh nodes and data points, by using an inverse distance weighted interpolation. 
The KED result showed at some locations at the border anomalous temperatures. For stabilizing the solution 
several artificial temperatures according to the geothermal gradient were added, but only outside of the solution 
domain; additionally a very large measurement error of 25 °C is assigned which reduces the impact on the solution 
further. 
7. Results 
In Fig. 3 and Fig. 4 the results for ordinary kriging, the conductive numerical model and kriging with external 
drift are shown for a depth below the surface of 500 m and 1000 m, respectively. 
For the ordinary kriging and the kriging with external drift a modified approach is applied where the quality of 
the temperature measurements is taken into account [7]. Though the data are distributed too sparse for evaluating the 
total area using ordinary kriging, no blanking is applied, to make the comparison with the two other results easier.  
 
Fig. 3 Comparison of kriging, numerical modeling and kriging with external drift results in 500 m depth below the surface. 
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Fig. 4 Comparison of kriging, numerical modeling and kriging with external drift results in 1,000 m depth below the surface. 
The results reveal that the ordinary kriging result indicates nicely the effect of temperature anomalies due to 
convective groundwater flow, especially in the south in the Upper Rhine Graben at a depth of 1,000 m; however the 
layering of the different geological units is not considered. In difference the purely conductive numerical result 
shows clearly the effect of the layering of the geological units but calculated temperatures in the Upper Rhine 
Graben are significantly lower than the measured values. The model result which uses the original values from [19] 
without any modifications, gives a very good fit with most continuous temperature logs. However, it fails in 
predicting the temperatures in regions with stronger convective heat transport.  
Finally the result of kriging with external drift combines the numerical result with the geostatistical interpolation. 
This way the subsurface temperature is predicted using all information available.  
8. Discussion and Conclusions 
Differences in the predicted subsurface temperature distribution are mainly related to convective processes, 
which are reflected by the interpolation result, but not by the numerical model. Therefore, a comparison of the two 
results is a good way to obtain information about flow processes in such great depths. This way an improved 
understanding of the heat transport processes within the presented low-mid enthalpy geothermal reservoir (500 m – 
6000 m) is possible. 
The computation of a fully coupled flow and heat transport model would be ideal. However, due to the small 
number of data and missing full understanding of convective heat transport along faults any such result lacks of 
reliability. 
Obtaining the theoretical variograms necessary for kriging is a difficult task. Especially the quality of the 
horizontal semi-variogram is poor. However, it is sufficient for obtaining a reasonable spatial temperature 
distribution. Especially the inclusion of a weighting algorithm [7] helps to improve the Kriging result as artefacts 
due to low quality measurement only have a small impact - where high quality data are available. 
The combination of both approaches might result in a temperature model with a good fit to the given temperature 
measurements as well as a good extrapolation of subsurface temperatures in depths where no data is available. Such 
a model increases the quality of geothermal potential predictions compared to purely numerical or geostatistical 
approaches. 
In this study the paleoclimate signal was not taken into account, which is especially relevant for depths up to 
approximately 1,000 m. Also heat production was neglected for the numerical model. Both aspects as well as the 
influence of fault zones as conduits for convective heat transport should be addressed in future work. Additionally 
the impact of a temperature dependent thermal conductivity should be addressed. 
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