ABSTRACT Distributed control plane is a common approach to improve the scalability of software-defined data center networks. However, learning how to balance the load among the controllers remains a difficult problem, since the flows in the network fluctuate frequently. In this paper, we propose an online controller load balancing (OCLB) scheme to address this issue. We first formulate the load balancing problem as an optimization problem to minimize the average controller response time. Then we decompose it into a sequence of switch migrations, with each migration aiming to reduce the average response time as much as possible based on the realtime request distribution. An OCLB algorithm is designed based on the derived optimality and termination conditions of switch migration, and is proved to be near optimal with a bounded competitive ratio. Evaluations demonstrate that our scheme can achieve near-optimal load balancing among the control plane in an online manner.
I. INTRODUCTION
Software-defined networking (SDN) is a new paradigm in networking whose central idea is the separation of control and data plane [1] . With its support of rapid innovation and flexible management, SDN is becoming prevalent in enterprise and data center networks. SDN employs a centralized controller to make network policies based on the global network view. Just like most centralized systems, a single centralized controller suffers from scalability problems [2] .
Mostly, the leading issue of scalability is controller overload due to the explosion of new flows in the network, which results in excessively long response time for flow setup requests. To address such issue, numerous distributed control planes with a cluster of controllers have been proposed [3] , [4] . They partition the network into several domains by assigning switches to different controllers, with each controller only responsible for the network events and flow setup requests pertaining to the switches in its domain. In this way the controller load is distributed to multiple controllers and the response delay decreases.
However, since the flows in real data center networks exhibit uneven distribution and frequent fluctuation [5] , the static assignment of switches to controllers may result in load imbalance among controllers which increases the flow setup latency. Dynamic controller assignment [6] , [7] is an ideal way to achieve load balancing, which determines the optimal switch-controller association dynamically according to the flow request distribution. Unfortunately, they are typically modeled as integer programs and the algorithms to solve these problems generally have high computational complexity, which are less reactive and can hardly adapt to flow burst and excessive flow fluctuation. For example, since the request distribution is changing over time, the assignments obtained from these algorithms based on the initial request distribution may not be optimal when applied to the current pattern.
Live switch migration [8] is an online way to balance the load through migrating switches from heavily-loaded controllers to lightly-loaded ones according to the realtime request distribution. There has been several switch migration algorithms to decide which switch is to be migrated and where it will be moved [9] , [10] . However, these policies are usually made autonomously by certain controllers based on their local optimality, which are not aligned with the global optimality of load balancing among the whole control plane.
To address these considerations, we develop a model of online controller load balancing (OCLB). OCLB aims to balance the load among controllers through live switch migration based on the realtime request distribution. The load balancing problem is formulated as an optimization problem to minimize the average controller response time which depends on the load of the controllers. OCLB executes a switch migration at every time unit, in which the migrated switch and the target controller are properly selected according to the realtime request distribution, so that the average response time reduction after switch migration is maximized. The load will be balanced eventually after a series of switch migrations.
Our contributions are summarized below:
• We formulate the controller load balancing problem as a series of switch migrations, each of which aims to reduce the average response time as much as possible based on the current request distribution. Our model is an online model, since each migration in the model depends on the realtime request distribution rather than an initial one.
• We demonstrate the optimality condition and termination condition of switch migration, and develop an online load balancing algorithm based on them. The algorithm is proved to be near optimal with the performance being in a small factor of the optimal value.
• We implement and evaluate our algorithm in Python.
The simulation results show that our scheme can be executed online and can achieve near-optimal load balancing among the control plane. The rest of the paper is organized as follows. Section II discusses the related works. Section III introduces the system model and problem statement. We formulate the OCLB model in Section IV. The OCLB algorithm is designed in Section V, along with an analysis of its competitive ratio. The performance evaluation is presented in Section VI. Finally, in Section VII we draw our conclusions.
II. RELATED WORKS
To alleviate the scalability issues of the SDN control plane [2] , [11] , there has been numerous research efforts focusing on various aspects, including rich data plane schemes which can alleviate burdens on controllers by delegating a part of control logic to switches [12] - [14] , powerful controller schemes aiming at increasing the throughput of a single physical controller [15] - [17] and distributed control plane which employs a cluster of controllers [3] , [4] , [18] - [20] . Among them, distributed control plane can scale out the performance of the control plane flexibly and has become a promising framework in real networks.
The assignment of switches to controllers emerges as an important issue along with the distributed control plane architecture, since it signifies the load distribution among controllers and affects the response time to flow setup requests which depends on the load at the controllers. To obtain the optimal assignment, Gao et al. formulated a load balancing problem with the standard deviation of the controllers' load as the optimization objective and designed an f -approximation algorithm [7] . Wang et al. [6] regarded the control plane as a distributed service system and formulated the load balancing problem to minimize the controller response time. The algorithms to solve such global optimization problems relied on the initial request distribution and had prohibitively high computational complexity, which can only be executed offline and applied to infrequent re-assignment. An online version of the algorithm in [6] was then developed based on the randomized fixed horizon control framework [21] . However, the online assignment model was formulated by utilizing the predicted request distribution of the near future rather than the realtime pattern, thus the performance relied on the accuracy of the prediction.
Flow Stealer [22] provided an online and lightweight load balancing method in which overload controllers sent a part of its workloads to idle controllers directly, while it introduced too many control traffics. Elasticon [8] designed a novel protocol of switch migration to shift workloads across controllers, which is a promising way to adjust the load distribution among the controllers online, yet the migration policy to decide the migrated switch and the target controller remains open. Cheng et al. formulated a switch migration game where the overloaded controller wanted to offload the switch with the lightest load [9] , while Wang et al. [10] tended to migrate switches with less load and more migration efficiency. However, these solutions were obtained through local or selfish algorithms without considering the global optimality of the control plane.
III. PROBLEM STATEMENT
In this section, we first present the network model and the controller response time. Then we formulate the controller load balancing problem with the objective of minimizing the average controller response time by properly deciding the assignment between switches and controllers.
A. NETWORK MODEL
We consider a network with M controllers and N switches. The controller set is denoted asC = (c 1 , c 2 , · · ·, c M ), in which all the controllers are assumed to have equal processing capacity c, i.e. the number of requests that a controller can handle per time unit. The switch set is denoted as S = (s 1 , s 2 , · · ·, s N ) and each switch keeps connections with all the controllers with one as its master controller.
To accommodate to the dynamic changing reality of the traffic, we consider a time slotted model to describe the system configuration and controller load. A binary matrix X (t) is employed to denote the assignment between switches and controllers in time slot t, where x ij (t) = 1 if switch s j is assigned to controller c i and x ij (t) = 0 otherwise. We also intuitively denote the switch subset of c i as S i . The flows arriving at switch s j are assumed to follow a Poisson process with λ j (t) [5] , which remains unchanged in a time slot. Then the requests generated at switch s j , which are triggered by the new flow arrivals, are accordingly assumed to follow a Poisson process with the same parameter. VOLUME 6, 2018
B. RESPONSE TIME OF CONTROL PLANE
The load of the controller is defined as the total arrival rate of the requests generated at the switches pertaining to it. We denote the load of controller c i by l i (t), which can be calculated as:
According to the additive property of Poisson process, the requests arriving at controller c i follow a Poisson process with l i (t). Modeling each controller as an M/M/1 queueing system, the average response time of controller c i to a request can be calculated as γ i (t) = 1/(c − l i (t)). We denote the total response time of c i by τ i (t) = l i (t)/(c − l i (t)). Then the mean response time of the control plane over all requests can be expressed as:γ
.
(2)
C. CONTROLLER LOAD BALANCING
The objective of controller load balancing (CLB) is to properly assign switches to controllers to minimize the response time of the control plane according to the request distribution. Then the CLB problem can be defined as follows:
Constraint (4) ensures that no controller will be overloaded. Constraint (5) represents the assignment restriction that each switch can be assigned to only one controller in a time slot.
The CLB problem is NP-hard and existing approaches for solving such problems are considerably time consuming and less reactive. For networks in which the traffic fluctuates frequently, the obtained assignment may not be optimal for the current time slot in which the distribution pattern has changed. Furthermore, the change of the assignment to the optimal version may contain tremendous switch migrations within a short time, which disrupts the normal operation of the network. These issues will be more severe when the size of the network increases. Thus it is essential to design an online and lightweight scheme for real network. In this paper, we develop an online model which employs the live switch migration technique to solve the CLB problem. An online algorithm is then designed for switch migration and controller load balancing.
IV. ONLINE LOAD BALANCING
In this section, we formulate the OCLB model which decomposes the CLB problem into a sequence of switch migrations. OCLB maximizes the reduction of the mean response time of the control plane during each switch migration according to the realtime request distribution. The load will be balanced eventually after several consecutive declines of the mean response time. Our model is online, which means that each migration in the model depends on the realtime request distribution, rather than the initial request distribution or the prior assumption of future request distribution.
A. SWITCH MIGRATION MODEL
The objective of switch migration is to migrate a switch from its assigned controller to another one to maximize the reduction of the mean response time of the control plane. We define an migration action as a triple (c s , s j , c d ), where controller c s is the master controller of switch s j and s j is migrated from the source controller c s to the destination controller c d .
For simplicity, we assume that the request distribution pattern remains unchanged during one switch migration action. It is considered reasonable due to the low time complexity of one switch migration action. Then we ignore the variable t which represents the time slot. Furthermore, we employ the total response time of the whole control plane rather than the mean response time as the optimization objective, as the denominator in (2) remains constant during one migration action.
The reduction of the total response time after the migration action (c s , s j , c d ) is related to only c s and c d , and can be calculated as δ(c s ,
where τ is the total response time of corresponding controller before migration and τ denotes the one after migration. We denote the remaining capacity of c i as r i (t) = c − l i (t), then the detailed expression of δ(c s , s j , c d ) can be given by:
Then the switch migration problem can be formulated as the following programming:
s.t. x sj = 1 and
Constraint (9) represents that s j is initially assigned to c s .
B. OPTIMAL SWITCH MIGRATION
We can derive the following 3 propositions that provide some basic properties of the switch migration model.
Proposition 1:
The migration action (c s , s j , c d ) can decrease the total response time when satisfying r s + λ j < r d .
Proof: Equation (7) can be transformed to a plain form as follows: On the other hand, the termination condition of controller load balancing is also given when there is no migration action that satisfies r s + λ j < r d .
Proposition 2: To maximize the reduction of the total response time, the controller with the largest remaining capacity should be selected as the destination controller.
Proof
Proof: We first treat r s and r d as constant terms and λ j as a variable, then we rearrange (7) to the following form:
According to Proposition 1, only the migration action that satisfies 0 < λ j < r d − r s may be executed, then we have 
In a Cartesian coordinate system, the curve of g(λ j ) is a downward parabola with the line λ j = (r d − r s )/2 as its axis of symmetry. Furthermore, the vertex of the parabola, which is the highest point of the curve, can be obtained when λ j = (r d − r s )/2. Then for all λ j of the switches in c s , g(λ j ) will be maximum at the one whose value is the nearest to (r d − r s )/2.
Therefore, for determined c s and c d , maximum δ(λ j ) is obtained when the switch with the minimum λ j − (r d − r s )/2 is selected for migration.
We define the candidate migration actions as a set D, which can be obtained according to the above 3 propositions. The destination of all the candidate migration actions is determined first based on Proposition 2. The other controllers calculate their optimal switch migration actions based on Proposition 1 and Proposition 3 respectively, and add them to set D. The optimal migration action is selected as the one with the largest δ(c s , s j , c d ) in set D.
V. ALGORITHM DESIGN
So far, we have transformed the CLB problem into a sequence of switch migration actions. The termination condition of controller load balancing and the optimization of switch migration have also been derived according to Proposition 1, 2, and 3. In this section, we design an OCLB algorithm which employs a sequence of optimal switch migrations to solve the CLB problem online, and analyze the optimality theoretically.
A. OCLB ALGORITHM
The OCLB algorithm consists of two phases: detection and execution, and the corresponding states of the system are LOAD BALANCING and LOAD IMBALANCING. The state transition between the two states is triggered by the termination condition obtained from Proposition 1. We describe the two phases as follows.
1) DETECTION PHASE
When the termination condition is satisfied, i.e. there is no switch migration action that satisfies r s + λ j < r d , the mean response time of the control plane can no longer be reduced through switch migration. Then, the system is in LOAD BALANCING state and the detection phase starts. During the detection phase, the OCLB algorithm checks the realtime request distribution periodically to find out if the termination condition is met. If not, the state of the system changes to LOAD IMBALANCING. We denote the detection period by T 0 . The value of T 0 can be estimated empirically according to the fluctuation frequency of the request distribution.
2) EXECUTION PHASE
When the termination condition is not met, i.e. there exist some switch migration actions that satisfy r s + λ j < r d , the mean response time of the control plane can be reduced through switch migration. Then, the system is in LOAD IMBALANCING state and the execution phase starts. During the execution phase, the OCLB algorithm iteratively migrating switches to decrease the mean response time, until the termination condition is satisfied. Then, the state of the system changes to LOAD BALANCING.
The procedures of the detection phase and the execution phase are similar, which both need the calculation of the candidate switch migrations. Therefore we merge the two phases together, in which we check the calculated set D to see if it is an empty set. If not, the system is in LOAD IMBALANCING state and optimal switch migration action will be executed; otherwise, the system is in LOAD BALANCING state and the algorithm continues the computation after a pre-set period of time. The detail of the OCLB algorithm is illustrated in Algorithm 1. Specifically, our algorithm can be implemented in a distributed way, in which the candidate migration actions are searched by all the controllers concurrently.
B. OPTIMALITY ANALYSIS
We now analyze the performance of the OCLB algorithm. We first defineγ 0 ,γ * , andγ as the ideal optimal mean response time, the optimal mean response time, and the mean response time obtained by our algorithm, respectively. Then we claim that the OCLB algorithm is competitive. To prove VOLUME 6, 2018 it, we first prove the following lemma which introduces the ideal optimal solution of the CLB problem.
Lemma 1: The ideal optimal solution of the CLB problem is obtained when the load of each controller is the average load of the control plane.
Proof: Consider a function τ (l) = l/(c − l)that signifies the total response time of a controller with 0 < l < c. The second derivative can be calculated as τ (l) = 2l/(c−l) 3 which is always greater than zero when 0 < l < c. So τ (l) is convex.
According to Jensen's inequality, we have
where the equality holds if and only if the load of all the controllers is the same. We denote the average load of the control plane byl = Then we conclude that the ideal optimal solution is obtained when the load of each controller is the average load of the control plane.
Remark that the optimal solution in Lemma 1 is called ''ideal'', since the load is distributed to all the controllers with switches as carriers, and it is quite difficult for the load to be equally distributed to all the controllers. In most cases, the optimal mean response timeγ * is greater thanγ 0 .
Proposition 4:
The OCLB algorithm is competitive.
Proof: In the OCLB algorithm, when the system is in LOAD BALANCING state, there is no switch migration action that satisfies r s +λ j < r d or λ j < l s −l d . Then we have l i − l min ≤ λ i min for any controller c i , where l min signifies the minimum load of all the controllers and λ i min signifies the minimum request rate of all the switches assigned to c i .
Then the bound of the competitive ratio can be deduced through the following inequations:
, where λ max min = max(λ i min , ∀i). Thus the OCLB algorithm is competitive. The bound of the competitive ratio depends on the average load of all the controllers and the load caused by the switches with small request rate. The latter is usually slight compared to controller's capacity which keeps the bound small, while for the former, if the average load is too large or too small, the bound may not be so satisfactory. Fortunately, this is precisely at the moment when we need to expand or shrink the controller pool as stated in [8] .
VI. PERFORMANCE EVALUATION
In this section, we evaluate the performance of our OCLB algorithm. We consider a scenario of data center network where the flows fluctuate dynamically.
A. EVALUATION SCENARIOS
We evaluate our algorithm under the well-known Fat-tree [23] topology which is widely deployed in data centers. We denote the topology by fat-tree(k) where k signifies the number of pods. The total number of switches is 5k 2 /4. We deploy the controllers on the hosts connected to the edge switches.
The flows used for simulations are generated randomly based on the size of the topology and the capacity of the controllers. The flow arrival at each switch follows a Poisson distribution with a random generated rate. The initial assignment of switches to controllers is generated randomly, ensuring that there is no controller overload.
The simulator is implemented in Python. We first examine the load balancing performance of our algorithm through simulations and numerical analysis. We compare our scheme with two other schemes: OPTIMAL and GREEDY. We assume that the request distribution remains unchanged during the execution of the 3 schemes. In OPTIMAL scheme, we solve the integer programming CLB problem by utilizing the state-of-the-art optimizer Gurobi [24] . The optimal solution is regarded as a benchmark. While in GREEDY scheme, the load is balanced through switch migration where overloaded controllers tend to migrate their heaviest switch to the lightest controller greedily [7] .
We also illustrate the online execution of our algorithm. Furthermore, we measure the convergence rate under different network sizes to assess OCLB's scalability.
B. RESULTS AND DISCUSSION

1) LOAD BALANCING
In the first simulation, we set the topology as fat-tree (16) where the number of switches is 320 and the number of controllers is 6. The capacity of each controller is set to 30K flows per second, which is the capacity of a typical NOX controller [16] . We run each simulation for 30 times. Fig. 1 presents a comparison among OCLB, OPTIMAL, and GREEDY in terms of average response time of the control plane. It depicts that OCLB can keep a stable response capacity under the varying request distribution. The response time of OCLB is only 0.04% slower on average than the optimal response time, which is consistent with its goal of minimizing the response time of the whole control plane. On the other hand, since the controllers in GREEDY prefers to reduce their own response time greedily, the average response time of GREEDY fluctuates dynamically and is 5.79% slower on average compared with OCLB. To illustrate the optimality of our algorithm further, we compare the competitive ratio and its theoretical bound in Fig. 3 . It can be seen that the performance of our algorithm is always within a bounded ratio of the optimal value, where the bound is 1.026 on average. Fig. 4 shows a numerical analysis that we conduct to study the bound of the competitive ratio under differentl and λ max min . We use η to denote the ratio between the average load and the controller capacity. Since the minimum request rate of the switches pertaining to each controller is much less than the controller capacity, the bound remains small when the average load of the control plane is not too heavy or too light. The bound increases rapidly when the whole control plane is overloaded or too light. We can employ the controller pool adjustment mechanism described in [8] to avoid such cases.
2) ONLINE EXECUTION
In this subsection, we simulate a scenario where the request distribution changes during the execution of the OCLB algorithm. We choose fat-tree(4) with 20 switches as the topology. The number of controllers is set to 3. Fig. 5 shows the change of the average response time when using our scheme. If the request distribution remains unchanged, the response time will reduce gradually through each switch migration until the control plane becomes balanced. Compared with the offline algorithms which do not take effect until the finish of a complicated computation, our scheme can relieve the pressure of load imbalance immediately. Moreover, as shown in Fig. 5 , our scheme is online and can react to changes of request distribution in time, since each switch migration action is calculated according to the realtime request distribution.
3) CONVERGENCE RATE
In this subsection, we test the convergence rate of our algorithm, i.e. the number of switch migrations that the algorithm employs to achieve load balancing. We set the topologies to fat-tree(8), fat-tree(12), fat-tree(16), fat-tree (20) , fat-tree(24) with 80, 180, 320, 500, 720 switches respectively. We measure the convergence rate of these topologies under different numbers of controllers, which are 5, 10, 15, and 20 respectively. The results are shown in Fig. 6 . The number of switch migrations of our algorithm grows linearly with the number of switches, which demonstrates its scalability. Besides, we can see that more controllers result in more switch migrations, and the number grows more quickly when there are more controllers, primarily because that the load will be shared among more controllers which enrich the diversity of switch migration.
VII. CONCLUSION
In this paper, we present OCLB, an online framework to achieve load balancing among the distributed control plane. We first formulate the load balancing problem as minimization of the average controller response time. Then we decompose it into a sequence of switch migrations, with each migration being modeled as maximization of the reduction of the average response time according to the realtime request distribution. Finally, we develop an OCLB algorithm based on the derived optimality and termination conditions of switch migration. In future work, we will implement a prototype of our scheme in a distributed manner and deploy it in a real-world environment. We will also extend our scheme by exploring the response diversity of different flow requests to design a more scalable control plane. YIMING JIANG received the B.S., M.S., and Ph.D. degrees from the National Digital Switching System Engineering and Technological R&D Center (NDSC), Zhengzhou, China, in 2007, 2010, and 2014, respectively. He is currently with NDSC. His research interests include softwaredefined networking, network virtualization, and cyber security. VOLUME 6, 2018 
