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A (- 1, 1) ring R is a nonassociative ring where these identities hold for 
all elements a, b, c in R. 
0 = qu, b, c) = (a, b, c) + (6, c, a) + (c, a, b), 
0 = B(u, b, c) = (a, b, c) + (a, c, b). 
In this paper we make a further assumption on all rings. We demand that 
ix = 0 implies x = 0 for i = 2 and i = 3. The letter R will be used to 
represent such a (- 1, 1) ring. 
Our major theorem is that nil semisimple (-1, 1) rings are associative. 
We include several other structure results as well. We show that [u, R] = 0 
implies [(u, R, R), R] = 0. We also show that semiprime (- 1, 1) rings 
contain ideals M and N such that MN = NM = 0, (R, R, R) C M, 
[[R, R], R] C NC nucleus. This.result is surprising since the identity 0 = A 
is equivalent in a right alternative ring to 
[[a, 4, Cl + Kh Cl, 4 + [[c, a], 4 = 0. 
We also include as a corollary, Sterling’s result [4] that prime (- 1, 1) rings 
with idempotent #O, 1 are associative. 
PRELIMINARIES 
In notation, multiplication is indicated by both ub and a . b. In expressions 
where both forms appear as in ub . c, juxtaposition takes precedence. i.e., 
ub . c = (ub)c. (a, b, c) = ub . c - a . bc and [a, b] = ub - bu. The nucleus 
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of R = (X E R / (a, b, x) = (a, X, b) = (x, a, b) = 0 for all a, b E R}. We let 
U = {U E R 1 [u, R] = 01. We will reserve the letter u to represent exclusively 
elements of U. The center of R is all elements which are elements of both the 
nucleus and U. When a ring R is already under consideration, we shall 
suppress writing “for all a, for all b, for all c in R.” Instead, the symbol “G” 
shall mean the statement is true if the variables are replaced by any elements 
of R. An exception to this is that if “u” appears, it can only be replaced by 
elements of U. Thus (x, x, U) 3 0 means whenever x E R and u E U then 
(x, X, U) = 0. A second economy of notation which also tends to direct the 
attention of the reader to the vital part is to use the symbol R (or U) to 
represent an element of R (or U). Wh en this notation is used, we mean to 
consider not only all possible expressions where the R’s are replaced by 
elements of R, but the additive subgroup generated by these. Often in 
statements, both forms will be combined, e.g., (x, X, [R, R]) G 0 means 
(x, X, c) = 0 for all x E R and all c E [R, R]. 
We introduce a list of identities, most of which are found in [3]. These 
identities and the first 5 lemmas are true about the elements in any (- 1, 1) 
ring R. 
0 = qx, y> 2) = (x, y, Y4 - (x, Y, z) ye 
0 = qx, y, 2, w) = (x9 Y% w) + (x, wz, Y) - (x, z, w) y - (x, z, y)w. 
0 = x?@z, b, c) = (a, b2, c) - (a, b, bc + cb). 
0 = P(u, b, b’, c) = (a, bb’ + b’b, c) - (a, b, b’c + cb’) - (a, b’, bc + cb). 
0 z t?(u, b, c) = [a, bc] + [b, cu] + [c, ub]. 
0 = f% b, 4 = P, Lb, cl1 + [b, k, 41 + [c, [a, 41. 
0 = &a, b, c, d) = (ub, c, d) - (a, bc, d) + (a, 6, cd) - u(b, c, d) - (a, 6, c)d. 
0 = J(a, b, 4 = [a, (6 c, 41 + [a, (c, b, a)]. 
0 = R(a, b, 4 = [a, (b, b, 41 + [c, (b, b, a)]. 
0 =&z, b, c) = [a, (b, b, c)] - 3[b, (a, c, b)]. 
0 - ?ii!(u, b, c) = [ub, c] - u[b, c] - [a, c]b - 2(u, b, c) - (c, a, b). 
0 == fi(u, b, c, d) = (ub, c, d) + (a, b, [c, d]) - u(b, c, d) - (a, c, d)b. 
0 = &z, b, c, d) = ([a, b] 9 c, 4 - (k, 4, a, 4 - [a, (b, c, 41 + [b, (a, c, 41. 
0 = p(u, b, u) = (a, b, u) + (b, a, u). 
0 = Q(u, a, b) = (u, a, b) - 2(b, a, u). 
0 = @a, b, u) = 3(u, b, u) - [a, b]zi + [a, bu]. 
Proofs. 0 3 (? is H in [3]; 0 s D is equivalent by 0 s B to j in [3]. 
0 = i? is K in [3]; 0 = F is simply 0 = E linearized; 0 G (7 is equivalent to 
0 = A. R(u, b, c) = (?((a, b, c) - (?(a, c, b). 0 s f is the Teichmtiller 
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equality which is true in any nonassociative ring. 0 = j and 0 E ff are 
linearizations of 0 = [x, ( y, y, x)] which is (4) in [3]. 
&a, b, c) = K(b, a + 6, c) - [b, q(b, a, c)] - K(b, a, c) 
- Lb, qa, 6 41 - m, b, 4 + [h B(c, b, 41 - m c, 4 
- k, w, a, 41 + ~~~, 6 4. 
0 = R is C in [3]; 0 = N is h in [2]. 
qa, b, c, d) = rn(u, b, c, d) - N(6, a, c, d) - &z, b, [c, d]) + B(b, a, [c, d]). 
From 0 z M(x, x, U) we get 0 = (x, x, u); and, by linearization, we get 
0 E P; 
Q(u, a, b) = --M(u, b, u) - 2P(u, b, u); 
R(u, 6, u) = --M(b, u, u) - 2B(b, a, u) + 2P(u, b, u). 
LEMMA 1 (Maneri). (a, a, [a, x]) E U. 
Proof. This is (11) in [3]. 
LEMMA 2 (Maneri). 3(R, R, R) C {(x, x, R) 1 x E R}. 
PYOOf. 
3(a, b, c) = (a + b, a + 6 c) - (a, a, c) - (4 b, 4 - (a + c, a + c, 4 
+ (a, 4 b) + (c, c, b) - &J, a, c) + 2%3, c, b) + B(c, 4 b). 
LEMMA 3. (a, a, b)2 = 0. 
Proof. This. is (12) in [3]. 
LEMMA 4. (U, U, R) = (U, R, U) = (R, U, U) = 0. Therefore U is a 
commutative associative subring of R. 
Proof. 3(u, b, u’) = -2g(u’, b, U) - Q(u, b, u’) = 0. Thus (U, R, U) = 
(U, U, R) = 0. By A(& u, u’) = 0, we have 
(R, U, U) _C (U, U, R) + (U, R, U) = 0. 
To show U is a subring, it suffices to show U is closed under multiplication. 
Zi(u, u’, b) = 0 implies 
[U”,R]CU[U,R]+[U,R]U+(U,U,R)+(R,U,U)=O. 
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LEMMA 5. 
2121, (a, a, b)] = -2[b, (a, a, ZJ)] = -6[a, (b, u, 41 = 6[a, (v> b, 41 
= -6[a, (v, a, b)] = 3[a, (a, b, v)]. 
Proof. This is immediate from 0 G E, 0 = L, 0 = J, 0 = B, and 
0 3 A. The purpose of this lemma is to show that in the expression 
[a, (b, c, d)] if two of the arguments are equal, any one of them can be moved 
into the first position. Thus, if any one of the arguments is in U, and any two 
are equal, the expression is 0. 
MAJOR THEOREMS 
THEOREM 1. 1n a (--I, 1) ring R, (U,R, R)C U. 
Proof. Let us first show 
0 = +, b, c, u) = (a, Lb, cl, 4 + 2[a, (b, c, 41, 
S(a, b, c, u> = --B@, a, b, c) + [a, !2(u, b, 41 - B([b, cl, u, 4 
+ P([b, cl, a, 4 + 2[a, P(c, b, 41. 
Let us define a function f : RxRxRxU + R by 
f (a, b, c, 4 = [a, (b, c, 41. 
We will prove the theorem if we show 0 E f. Let 71 be any permutation on 
the elements a, b, c. Then 
f (+), 44,444 = (w 4f@, b, c, 4 
This will be proved providing it is true that [a, (b, c, u)] = 0 whenever 
a, b, c are not all distinct. This is clear from Lemma 5. We will now show 
0 = ?+(a, b, c, u) = 3[u, (b, c, 41 + [a, Lb, ~11~ - [a, [b, 41. 
T(u, b, c, U) = 3S(u, b, c, u) - &a, [b, c], U) - [a, R(b, c, u)]. Now we will 
prove 0 3 f. 
0 = -T(u, b, c, u) - T(b, c, a, u) - 3S(c, a, 6, u) + R(c, [a, b], u) 
- G(c, [a, b], u) - [b, G(c, a, u)] - &z, b, cu) + @a, b, c) . u 
= -3f(u, 6, c, U) - 3f(b, ~,a, U) - 6f(c, a, b,u) = -12f(u, b,c,u). 
Thus (R, R, U) C U and by 0 = p, (U, R, R) C U. The Theorem is proved. 
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COROLLARY. (1) (U, R [R RI) = 0. 
(2) (% UfJ, 4 = (% a, bc) + (% b, UC). 
(3) (UU’, a, b) = u(u’, a, 6) + (24, a, b) 11’. 
(4) (U, a, W(U, a, R) = 0. 
Proof. Equation (1) is an application of 0 = $ 0 3 f, 0 = p. Equation 
(2) is from (1) and 0 = p. Equation (3) is from 0 = w and (1). Equation (4) 
is from 0 = D(u, (u’, a, Y’), a, Y) + (u, C(U’, a, Y’), Y) and Lemma 4. 
A (- 1, 1) ring R is called prime, if I and J are ideals of R, and IJ = 0; 
then, I = 0 or J = 0. A weaker condition than prime is semiprime. We call 
an ideal I trivial if I2 = 0. A ring is called semiprime if its only trivial ideal 
is 0. 
THEOREM 2. In a semiprime (- 1, 1) ring R, (x, x, [x, a]) E 0. We will 
prove Theorem 2 immediately after we prove the next Lemma. 
LEMMA 6. Let R be a (- 1, 1) ring. Let H = {h E R 1 (U, h, R) = 
(U, R, R)h = O}. Then 
1) H is an ideal, 
2) KR RI, RI _C f& 
3) (x, x, [R RI) L H. 
Proof. 1) By 0 = D(u, h, a, Y) we get (77, ha, R) = 0. Also since 
(U, R, R) . hu C (U, R, R)h . a by Theorem 1 = 0, we have that H is a right 
ideal. To show H is a two-sided ideal, we need only show [H, R] C H. 
(U, [H, R], R) = 0 by (1). 0 = fT(r, h, (u, x, y)), and Theorem 1 and 
0 = p gives [Y, h](zc, x, y) = 0, and so [H, R] C H. 
2) By (1) it suffices to show (U, R, R)[[R, R], R] = 0. By Theorem 1, 
(U,R,R)CU, and so by O-R, 
[R, [R, Rll(U R R) C (R [R, RI, (UT K 4) + [R 14 RI(U, R W 
We will show both of these expressions on the right are zero. 
3(R, [R, R], (U, R, R)) = 0 by 0 3 Q, 
Theorem 1, and (1). We will show [R, [R, R]( U, R, R)] = 0 by showing 
[R, R](U, R, R) C U. 0 = D( U, [R, R], R, R) implies by (1) that 
(U, R, R)[R, R] C (U, [R, R] R, R) C U. 
3) Let c E [R, RR]. Then from 0 = M(x, x, c) and the previous parts, 
l), 2), we get 2(x, x, c) E H, and from definition of H, this implies (x, X, c) E H. 
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Ina(-l,1)ringR,ifIisanidealofR,A(~)={x~R/xl=I~=O} 
is an ideal. It is called the annihilator of I. The proof that A(I) is an ideal 
comes easily from 0 = R and 0 = A. In a semiprime ring, because I n A(I) 
is always a trivial ideal, we always have 1 n A(I) = 0. In our present 
situation, H is an ideal, and (U, R, R) C A(H). We now prove Theorem 2. 
Let s = (x, X, [x, u]). Then s E U by Lemma 1. Thus (s, R, R) C A(H) by 
above paragraph. By Lemma 6, part 3, s E H, and H is an ideal implies 
(s, R, R) C H. Thus (s, R, R) C H r\ A(H) and R semiprime implies 
(s, R, R) = 0. This together with 0 = p implies s is in the nucleus. But then 
s is in the center. s2 = 0 by Lemma 3, and thus s + sR is a trivial ideal. 
Thus s = 0. 
LEMMA 7. (x, x, [x, a]) = 0 impZies (x, x, [R, R]) = 0. 
Proof. Linearizing (x, X, [x, a]) = 0 gives us 
0 = qx, 694 = (x, b, Lx, 4 + (b, 4 [x, 4) + (XI 3, P, 4). 
We shall first show 
2iJ7(x, b, a) = X(x, b, [x, a]) + U(x, b, a) - 0(x, a, x, b) 
- J([x, b], x, a) - tf(r, a, b) - B(b, [x, a], x) 
+ &a, Lx, 4,~) + WG x, b) - [x, &, x, 41. 
We next show 
0 = Wx, a, b) = (x, b, [a, xl) - (x, x, 4 + Lx, (a, b,41 
+ (x, x, 4b + (x, x, @a, 
W(x, a, b) = B(x, b, ax) + &v, a, x, b) - &a~, x, b) + ~(am, b, x) 
- C(b, x, a) + D(x, x, b, a) - B(x, b, xu) - 2(x, a, b) . x 
+ x . @a, x, b) + B(x, a, x) . b - B(x, xb, a) - B(x, ab, x) 
+ B(x, b, a) * x + B(x, b, x) . a 
The proof of the lemma is then easy: 
2(x, x, P, 4) = w(x, a, b) - w(x, b, u) + B(x, b, a) + J(x, a, b) 
THEOREM 3. If R is a (- 1, 1) ring such that (x, x, [R, R]) = 0, then 
[[R, RI, RI(R R, R) = CR, R, R)KR RI, RI = 0. 
We will start by proving the following Lemma. 
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LEMMA 8. If (x, x, [R, R]) = 0, then 
(5) [[R RI, (4 R 31 = 0, 
(6) (a, 6, c) + (b, a, c) e: 0 for c E [R, R], 
(7) (a, c, c’) = 0 for c, c’ E [R, R], 
(8) (Lx, [a, 41, c, 4 = [x, ([a, 4, c, 41, 
(9) [[R, R], R] is in the nucleus. 
Proof. By Lemma 2, to show (5) it suffices to show [[R, R], (x, x, y)] = 0. 
This is clear from 0 = R. Equation (6) follows from linearizing 
(x, x, [c, d]) = 0. Equation (7) follows from 0 3 x, 0 = B and (6). Equation 
(8) is from 0(x, [a, b], c, d), (6), (7) and (5). We will now prove (9). By 0 G A 
and (6), it suffices to show 0 = h(u, b, c, d, e), where A is defined by 
%, 6, c, 4 4 = ([a, Lb, 41, 4 4 = [a, W, 4 4 41. 
Let us show that if rr is a permutation of a, b, c, d, e, then 
A(+4 +), +c>, 44, n(e)) = (Sgn ~1 x(a, 6 c, 4 4. 
It will suffice to show that X is 0 if any two of its arguments are equal. From 
the definition of h(u, b, c, d, e) = [a, ([6, c], d, e)], (5) and Lemma 5 it is 
clear that if two of the 3 arguments appearing in the 1,4, 5 slots are equal, h 
is 0. It follows that we need only show h(u, x, c, d, x) = 0.0 = (i7(x, c, a), d, x) 
implies h(c, a, x, d, x) = h(u, c, x, d, x). Since h is linear, we may assume 
c = a and simply show A(a, a, x, d, x) = 0. This is clear from 
0 = (B(d, a, x), a, x). We now prove 0 - A. 
0 = (g(u, b, c), d, e) = A(u, b, c, d, e) + X(b, c, a, d, e) + X(c, a, b, d, e) 
= 3A(u, 6, c, d, e). 
We will now prove Theorem 3. By (5) and Lemma 2 it suffices to show 
(x, x, u)[d, c] = 0 for c E [R, R]. From 0 = a(r, r, [R, R]) and (9), we get 
2r[r, [R, R]] is in the nucleus. Thus also r[r, [R, R]] must be in the nucleus. 
By linearizing r[r, [R, RI], we have Y[S, c] + s[r, c] is in the nucleus for 
c E [R, R]. Thus 
(x, x, W, cl = -1(x, x, a, [d, cl) + +, x, [d, cl, 4 + &, [x, 44 4 
+ 6, x, [a, [d, cl]) + (xv 44 cl + 43, cl, 4 
- (x, [d, [x, cl], a) - (x[x, c], d, a) = 0 for c E [R, R]. 
THEOREM 4. If R is a semiprime (- 1, 1) ring, then there exists two ideals M 
and N where (R, R, R) C M and [[R, R], R] C N and MN = NM = 0. 
Furthermore, N is contained in the nucleus. 
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Proof. Let M = {x j 3% E (R, R, R) for some i}. To show M is an ideal, 
by 0 = 1 and Lemma 2, it is only necessary to show a(x, X, y) E M. This 
follows from 0 = P(a, X, X, y). [[R, R], R] C A(M)-notation as in Theorem 
2. Let N = ,4(M). It remains to show A(M) is contained in the nucleus. 
This is clear since (R, R, A(M)) CM n A(M). 
COROLLARY (Sterling). Let R be a prime (- 1, 1) ring. Let e be an 
idempotent of R such that e # 0, e # 1. Then R is associative. 
Proof. A prime ring is by definition a ring such that whenever I and J 
are ideals such that I J = 0, then I or J is 0. From Theorem 4, prime (- 1, 1) 
rings fall into two classes. Those where M = 0 and those where N = 0. 
If M = 0, then (R, R, R) C M implies (R, R, R) = 0 and R is associative. 
If N = 0, then [[R, R], R] = 0. It will suffice to show that in a prime (- 1, 1) 
ring R where [[R, R], R] = 0, any idempotent e is either 0 or 1. Let b be any 
element of R. 0 = e(e, e, b) + [e, [b, e]] = 2[e, be] + [b, e]. Thus [b, e] = 
2[be, e] = 4[be . e, e] = 4[be, e] and thus [6, e] = 0 and e E U. Let a and b 
be any elements of R. 0 = m(e, e, a, b) = (e, a, b) - 2(e, a, b)e using 
Lemma 4. Thus (e, a, b) = 2(e, a, b)e = 4(e, a, b) e . e = 4(e, a, b)e. Thus 
(e, R, R) = 0. Since e E U, by 0 = g, e is in the center. This means eR and 
(1 - e)R are orthogonal ideals; so e is the identity or e is 0. 
LEMMA 9. [a, b13 E N, and if b E M, then [a, b]3 = 0. This is Lemma 2 
in [l]. M and N are the ideals mentioned in Theorem 4. 
THEOREM 5. Let R be a semiprime (- 1, I ) ring. Suppose that R is $nitely 
generated. Then R is associative. 
By finitely generated, we mean that there exist elements xi , x2 , x3 ,..., X, , 
such that the subring generated by the xi is R. 
Proof. Let us first show that U is contained in the center. (U, R, R) C U. 
By 0 = D( U, R, R, U) and Lemma 4, (U, R, R) is an ideal of the associative 
and commutative subring U of R. We will show (U, R, R) is a nilpotent 
ideal of the ring U. Let us first show (U, R, R) _C C% (U, xi , R). Since R 
is generated by x1 , x2 ,..., x, , each element of R is the sum of words. Each 
word is an associated product of the xi’s. The result is obtained from (2). 
Since there exist only n distinct q’s, by (4) any product of n + 1 factors of 
the form (U, xi , R) is zero. Thus (U, R, R)n+l C (CT=, (77, xi , R)y+l = 0. 
Let H be defined as in Lemma 6. If (U, R, R)” = 0, then (U, R, R)+l C H. 
So (U, R, R)+-l C H n A(H), and so (U, R, R)n-l = 0. Repeating gives 
(U, R, R) = 0. By 0 = &, U is contained in the center. 
In any ring, a nilpotent element in the center generates a nilpotent ideal. 
Thus in a semiprime ring, if xn = 0 and x in the center, then x = 0. 
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If a E R, m E M, notation as in Theorem 4, then [[a, m], R] C M n N = 0. 
Thus [a, m] is in U. Since U is contained in the center, [u, m] is in the center. 
By Lemma 9, [a, m] is nilpotent. So [a, m] = 0. Thus MC U. So M C center. 
But (x, x, y) E M, and by Lemma 3, (x, x, y) is a nilpotent element of the 
center. Thus (x, x, y) = 0. But (x, x, y) = 0 implies M = 0. So R is 
associative. 
LEMMA 10. In a finitely generated (- 1, 1) ring R, any sum of associators is 
nilpotent. 
Proof. If R is finitely generated as a ring, then every homomorphic 
image of R is also finitely generated as a ring. A set of generators for the 
image of R is the image of a set of generators of R. Let I be the nil radical of R. 
Then R/I is nil semisimple; so R/I has no nil ideals. Thus R/I has no trivial 
ideals; so R/I is semiprime. 
R/I is a semiprime (- 1, 1) ring which is finitely generated. By Theorem 5, 
R/I is associative. If a, 6, c are elements of R, then (a, b, c) ~1. Thus every 
associator is in I, and so every sum of associators is in 1. Since I is nil, every 
element of I is nilpotent, and so every sum of associators is nilpotent. 
THEOREM 6. In a (- 1, 1) ring R, (R, R, R) is contained in a nil ideal. 
Proof. If x = Cy=, (ai , bi , cJ, then x is in the finitely generated (- 1, 1) 
ring generated by {ui , bi, ci j i = 1 ... n}. By Lemma 10, any sum of 
associators in a finitely generated (- 1, I) ring is nilpotent. Thus in R’, x is 
nilpotent. Thus x is nilpotent in R. Consequently, every sum of associators 
in R is nilpotent. 
We now complete the proof of Theorem 6 by showing that M (notation as 
in Theorem 4) is nil. M = (x 1 3ix E (R, R, R) for some i}. Thus x E M 
implies 3ix is nilpotent. By our assumptions on the characteristic of R, x 
itself is nilpotent. Thus M is nil. 
We remark that if R is a (- 1, 1) ring which is nil semisimple, then R has 
no nonzero nil ideals. Hence the ideal M (notation as in Theorem 4) must be 0. 
Thus every associator of R is 0. Thus R is associative. 
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