In this paper we introduce a runtime, non-trace based algorithm to compute the critical path projile of the execution of a message passing parallel program. Our algorithm permits starting or stopping the critical path computation during program execution and reporting intermediate values.
Introduction
In performance tuning parallel programs, simple sums of sequential metrics, such as CPU utilization, do not provide the complete picture. Due to the interactions between threads of execution, improving the performance of a single procedure may not reduce the overall execution time of the program. One metric, explicitly developed for parallel programs, that has proved useful is Critical Path Profiling [16] . Based on our experience with commercial and scientific users, Critical Path Profiling is an effective metric for tuning parallel programs. It is especially useful during the early stages of tuning a parallel program when load imbalance is a significant bottleneck [7] .
In this paper we introduce a runtime, non-trace based algorithm to compute the critical path profile. Our algorithm also permits starting or stopping the critical path computation during program execution and reporting intermediate values.
Previous algorithms to compute the critical path profile are expensive. In an earlier paper[ 12], we described an offline (post-mortem) approach to computing the critical path profile that required recording all inter-process, procedure entry, and procedure exit events during execution. Once the program had finished, a graph containing all recorded events is constructed. The space required to compute Critical Path Profiling in this off-line manner is O(e) where e is t This work was supported in part by NIST CRA award 70-NANB-5HO055 and a University of Maryland GRB award.
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SPDT '96, Philadelphia PA, USA @1996 ACM &89791 -84&0/96/(J5. ,$3.50 the number of events. The time required is also O(e). Unfortunately for large, long running programs, it is not always feasible to log the events necessary to compute the critical path profile nor to explicitly build this graph.
To make critical path profiling practical for long running programs, we developed an online (during program execution) algorithm that incrementally computes the critical path profile for a selected procedure(s). It requires O(p) space where p is the number of processes in the program. The time required is O(e' ) where e' is a subset of e consisting of inter-process events and call and return events for the selected procedure(s), Our online approach makes it possible to integrate critical path profiling into online performance monitoring systems such as Paradyn [ 11] . By using Paradyn's dynamic instrumentation system, we only need to insert instrumentation code for the procedures whose share of the critical path we are currently computing.
We also present an online algorithm to compute a variant of critical path, called critical path zeroing. Critical path zeroing measures the reduction in application execution time that improving a selected procedure will have. Finally, we present results from running an initial implementation of our algorithm using several PVM [6] , based parallel programs. Initial results indicate that our online critical path algorithm can profile up to eight procedures with a 3-10% slow down of the application program.
Critical Path
The advantage of critical path profiling compared to metrics that simply add values for individual processes is that it provides a "global view" of the performance of a parallel computation that captures the performance implications of the interactions between processes. However, this advantage of providing a global view is exactly what makes it difficult to efficiently compute the metric. In a distributed system, extracting a global view during the computation requires exchanging information between processes. This exchange of information will require resources (e.g., processor cycles and communication bandwidth) and could potentially slow down the computation being measured. In this section, we review how to compute critical path profiling in an off-line environment and then introduce a new, efficient online algorithm.
2.1
Off Program Execution: A single execution of a program on one or more processors with one input. A program execution consists of one ore more processes. A program execution is defined by the total ordering of all events in all its processes. We denote a program execution P.
Program (Execution)
Trace: A set of logs, one per process, that records the events that happened during the execution of that process. For a program execution P, let PT [p,i] Figure 1 shows a simple PAG for a parallel program with three processes.
The critical path of a parallel program is the longest CPU time weighted path through the PAG. We can record the time spent on the critical path and attribute it to the procedures that were executing. The Critical Path Profile is a list of procedures and the time each procedure contributed to the length of the critical path. The time spent in these procedures is the reason that the program ran as long as it did. Unless one of these procedures is improved, the application will not nm any faster.
Since the PAG is a directed acyclic graph and none of the arcs are negative, a variation on the distributed shortest path algorithm described by Chandy and Misra in [4] can be used for this calculation. This algorithm passes messages along the arcs of the graph. Each message contains the value of the longest path to the current node. At split nodes (nodes with one inbound arc and two outbound arcs), the message is duplicated and sent on each of the outbound arcs. At merge nodes, those with two inbound arcs and one outbound arc, only the longest path is propagated. The first phase of the algorithm terminates when the last node in the graph has received messages on each of its inbound arcs. Once the path is found, a second (backwards) pass is made though the graph. This pass traverses the critical path and accumulates the time spent by each procedure on the path. The pseudo code for the algorithm is shown in Figure 2 , Since the number of nodes in the PAG is equal to the number of events during the program's execution, explicitly building the graph is not practical for long running programs. One way to overcome this limitation is to develop an algorithm that does not require storing events logs or building the graph. However, we want to compute the critical path profile for distributed memory computations, and therefore any online approach will require instrumentation messages to co-exist with (and compete for resources with) application messages. Therefore, we need to keep the volume and frequency of instrumentation messages small. Since programs can have hundreds or thousands of procedures, an approach that requires sending messages whose lengths are proportional to the number of procedures can cause a significant interference with the application program due to message passing.
Online Computation of Critical Path
With these challenges in mind, we have developed an online algorithm to compute the Critical Path Profile. We describe our approach to computing the Critical Path Profile in three steps. First, we show an algorithm to compute the share (fraction) of the critical path for a specified procedure. Second, we describe how to calculate the fraction of the critical path for a single procedure for a specific subinterval of the program's execution starting at the beginning of the computation. Third, we discuss how to start collecting critical path data during program execution.
Rather than computing the Critical Path Profile for all procedures in the application, we compute the Critical Path Profile for a selected set of procedures. Currently selecting the desired set of procedures to compute the Critical Path Profile for is left to the programmer. A good heuristic is to identify those procedures that consume a large percentage of the total CPU time of the application.
Selecting high CPU time procedures works well since although critical path profiling assigns a different ordering and importance to the top ten procedures, the procedures generally remain the same [7] . If top procedures are not the same, this fact can be detected since their cumulative share of the critical path length will be small. In this case, the programmer can select a different set of procedures and compute the critical path share for them. We could also automate the identification of the top items in the critical path profile. To do this, we take advantage of the fact that we are interested in the top m items, where m is a user supplied value, on the critical path profile, and that the most expensive operation is to send messages between processes. Based on these two assumptions, it is possible to employ a variation on binary search to identify the top m items from a set of n items in O(m logz n) time, The details of this algorithm are given in Appendix B.
To compute the length of the critical path (but not the share due to any procedure), we can use a variation of the distributed algorithm used in pass one of the off-line version of the algorithm. Rather than recording the significant events and then building the full program activity graph, we erse the graph implicitly.
For each message sent, we attach an extra value to indicate the length of the longest path to the point of the send operation. For each receive event, we compare the received value to the local length of the critical path. If the received length is longer than the local one, we set the value of the local copy to the received copy. At the end of the computation, the critical path length is the longest path through any of the processes. To compute the share of the longest path due to a selected procedure, we also keep track of (and pass) the amount of time the selected procedure is on the longest path.
Each process keeps a stxucture of five variables (shown in lines 2-6 of Figure 3 ). These variables record the longest path ending in the process, the share of that path due to the selected procedure, a flag to indicate if the selected proceuse the normal flow of messages in~he application to travdure is currently active, ;he time of the last recorded-event The first piece contains those events before we want to compute the critical path, the second the events we wish to compute the critical path for, and the third piece the events after the selected interval.
In the on-line case, we don't explicitly build the PAG, and so we must identify the desired division of the PAG into parts by sending data attached to application messages.
First we will describe how to stop critical path analysis and then we will return the question of starting it during execution. There are four cases to consider:
(1) A message without critical path data arrives at a process that is not computing the critical path.
(2) A message with critical path data arrives at a process that is already computing the critical path.
(3) A message with critical path data arrives at a process that is not computing the critical path.
(4) A message without critical path data arrives at a process that is already computing the critical path.
Cases (1) and (2) The key idea of this algorithm is the same as critical path, we piggy-back instrumentation data onto application messages. The only difference is at merge nodes, where we compare the "net" path lengths for both the remote and local sample. The "net" path length is the path length minus the share of the path due to the selected procedure. Figure 5 shows the pseudo code for the computation of logical zeroing at a "merge" (receive) node. The changes are at lines 5-6; before of comparing the two path lengths we subtract the corresponding share of each path due to the selected procedure.
The only other change required is when the critical path value is sampled; we report the "net" critical path length not the share of the critical path due to the selected procedure.
Initial Implementation
We have added an implementation of our online criti- tion between runs was less than 1 percent.
The table in Figure 6 shows 
There are at most m items whose share of the critical path is greater than I/m.
Since the major cost in computing the critical path corresponds to the sending of instrumentation messages, computing the aggregate critical path for a collection of procedures has about the same cost as computing the critical path for a single procedure.
