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Abstract 
The purpose of this study is to organize issue-oriented interdisciplinary curricula, in which natural language 
processing, and machine learning-based automatic classification are combined. The recent explosion in scientific 
knowledge due to the rapid advancement of academia and society makes it difficult for learners and educators to 
recognize the overall picture of syllabus. In addition, the growing amount of interdisciplinary research makes it 
harder for learners to find subjects that suit their needs from the syllabi. In an attempt to present clear directions to 
suitable subjects, issue-oriented interdisciplinary curricula are expected to be more efficient in learning and 
education. However, these curricula normally require all the syllabi be manually categorized in advance, which is 
generally time consuming. Thus, this emphasizes the importance of developing efficient methods for (semi-) 
automatic syllabus classification in order to accelerate syllabus retrieval. In this paper, we introduce design and 
implementation of an issue-oriented automatic syllabus classification. Preliminary experiments using more than 850 
engineering syllabi of the University of Tokyo show that our proposed syllabus classification system obtains 
sufficient accuracy. 
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1. Introduction 
With the advances in science and technology in recent years, engineering knowledge has expanded 
drastically, but on the front lines of engineering education, it has become extremely difficult for students 
to select courses and exercises suited to their own interests. For example, the University of Tokyo's 
Faculty of Engineering offers about 900 courses, but not all students have the knowledge required to 
select courses appropriately. Students should be able to determine which courses a) will teach them the 
material suited to their interests and b) they should take in preparation for the targeted courses. Also, 
instructors need to know which materials are redundant or are missing from specified courses in order to 
increase the effectiveness of the curriculum. It is therefore extremely important to maintain an overview 
of all courses, as well as to know the relationships among individual courses [4][10]. 
In this paper, we propose a semi-automatic system for interdisciplinary syllabus classification using an 
issue-oriented approach to syllabus structuring. The main feature of this system is that in the process of 
syllabus classification, which in the past was conducted entirely manually, it extracts unique 
characteristics of those syllabi using language processing, and automatically classifies syllabi on the basis 
of machine learning, thereby reducing the time required for the process as a whole. We will explain the 
issue-oriented syllabus classification and structuring system on which our group is working using this 
issue-oriented syllabus structuring approach. We will also discuss the system configuration, 
implementation, and experimental evaluation using experimental data. 
2. Overview of system 
The main purpose of this study is to develop an efficient issue-oriented syllabus retrieval system that 
presents clear directions to learners. Our approach to developing an issue-oriented syllabus classification 
system is based on the following: 
 Automatic term recognition (ATR) as a feature extraction  
 Support vector machine (SVM)-based machine-learning to develop syllabus classifier 
 Interaction-based class modification 
The system architecture is modular and integrates the following components (Fig. 1):  
- Terminology-based feature extraction (TFE): carries out the automatic term recognition, which includes 
term extraction and term variation management. 
- SVM-based leaning: learns how to classify syllabi by extracting classification patterns from features that 
are also extracted by TFE and produces classification knowledge. 
- SVM-based classification: classifies a given syllabus' features by referring to the classification 
knowledge. 
- Syllabus class visualizer: visualizes syllabus structures on the basis of HTML expressions in which 
hyperlinks between class names and syllabi documents are automatically provided (Fig. 2). 
- Interaction-based modifier: allows users to modify classification errors interactively (Fig. 2). 
As the flow in Fig. 1 shows, the system learns classification patterns using manually classified syllabi 
(e.g. previous years' syllabi and their class information) and produces classification knowledge. Then 
target syllabi (e.g. this year's syllabi) are classified using the classification knowledge.  
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Fig. 1: The system diagram 
3. Support vector machine as machine learning-based automatic classification 
The SVM is a powerful pattern matching tool that can be applied to classify input elements in 
accordance with the past classified patterns. In general, SVM performs classification (categorization) on 
the basis of the structural risk minimization principle [1][2][9] from computational or machine learning 
theory. We chose SVM as a classifier to highly accurately classify text. The goal of SVM-based syllabus 
classification is to classify syllabi into a fixed number of predefined categories by using an SVM learner 
and SVM classifier. The SVM and its performance have been further detailed elsewhere [1][2][8][9]. 
The first step in classification is to transform syllabus documents, which normally are texts, into a 
representation suitable for the learning algorithm and the classification task. 
Taira and Haruno reported that in text classification using SVM, the approach to the selection of 
features is very important [8]. Moschitti and Basili discussed text classification using a variety of features, 
including n-gram, morphemes, and compound nouns [6]. In that report, the results of a classification 
experiment using SVM with English newspaper articles showed that when morphemes combined with 
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compound nouns are used as the features, classification accuracy improved slightly in eight out of ten 
category types. There are reports that when viewed as a whole, even when features other than "bag of 
words" (phrases, word meaning information, etc.) are used, the improvements in accuracy are very slight, 
and that considering the tradeoff with computational complexity, this approach does not necessarily 
improve quality. Nevertheless, there is still room for discussion on the optimization of features in keeping 
with the level of specialization in the categories (e.g., credibility in terms of feature quantity in 
specialized terminology) or the method for combining features. For example, in the field of information 
searches, in the past, there were discussions about whether to use n-gram or morphemes as the unit for 
features, but in today's search systems, the accuracy of searches has already been improved by combining 
both of these elements.  
On the basis of the above perspective, when designing this system, we conducted experiments using 
cross validation of previously learned data and preliminary experiments using Japanese newspaper 
articles and studied the ways in which adopting nouns and terms as features affected classification 
accuracy. First, we prepared three types of features for SVM text classification - 1) nouns only; 2) terms 
only; and 3) nouns and terms - and attached scores using term frequency-inverse document frequency 
(TF-IDF [7]). We then conducted classification experiments on the newspaper articles in each case. The 
resulting F values for the experiments overall (harmonic mean of precision and recall rates) were as 
follows: Nouns only: F=0.6390; 2) terms only: F=0.5462; and 3) nouns and terms: F=0.6560. These 
results suggest that using nouns and terms as the features achieves the most accurate classification. An 
even greater improvement in accuracy could be seen in highly specialized categories; for example, in the 
case of newspaper articles on military matters and international relations. Because syllabi often contain 
large numbers of specialized terms, we can expect to achieve highly accurate classification by using both 
nouns and terms as the features. For the reasons outlined above, we have adopted nouns and terms as the 
features for SVM classification. 
4. Terminological processing as a feature extraction in TFE 
The lack of clear naming standards in a domain (e.g. biomedicine) makes ATR a non-trivial problem 
[4]. Also, it typically gives rise to many-to-many relationships between terms and concepts. In practice, 
two problems stem from this fact: a single term may denote a number of concepts, and, conversely, a 
single concept may be denoted by more than one term. In other words, some terms have multiple 
meanings (term ambiguity), and, conversely, other terms refer to the same concept (term variation). 
Generally, term ambiguity negatively affects information extraction precision, while term variation 
decreases recall. 
These problems highlight the impropriety of using simple keyword-based classification [2]. Obviously, 
more sophisticated techniques are needed. Such techniques should identify groups of different terms 
referring to the same (or similar) concept(s), and, therefore, could benefit from relying on efficient and 
consistent ATR. These methods are also important for organizing domain specific knowledge, as terms 
should not be treated in isolation from other terms. They should rather be related to one another so that 
the relationships between the corresponding concepts are at least partly reflected in the terminology.  
Terminological processing in our system is carried out on the basis of the C / NC-value method [5] for 
ATR. Its main purpose is to extract domain-specific terminology as features for SVM-based learning.  
Table 1 shows samples of automatically recognized terms using Engineering domain syllabus text of 
850 lectures (Faculty of Engineering, University of Tokyo, 2006). As the table shows, the method 
successfully extracted reasonable and representative terms. 
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5. Experimentations 
In this section, we briefly explain our experimentations for the system, which were conducted to 
evaluate the quality of the SVM-based syllabus classification component described in section 2 and to 
analyze feasibility of the system.  Note that this paper does not evaluate interactive modification process 
by users. 
5.1. Experimental procedure 
About 450 lectures in Faculty of Engineering, University of Tokyo were used in this experiment. Each 
syllabus was assigned category IDs, each of which represented a category of lectures. In the experiment, 
we used year 2003's syllabi as a training set (total number of data was 459) and 2006's as testing (total 
number of data was 446). Over 80% of syllabi changed between 2003 and 2006. 
We used SVM software TinySVM [3] as the learning system. 
5.2. Experimental results 
Fig. 3 shows the precision and recall for each category. Precision is defined as the proportion of 
correctly classified syllabi in the set of all syllabi returned by classifiers. Recall is defined as the number 
of correctly classified syllabi as fraction of all must-correctly-classified syllabi. As the figure shows, 
although the recall is unstable depending on categories, the precision is high enough in almost all 
categories. 
Although it is difficult to justify the method with such unbalanced training sets (for example, some 
categories only have 1 or 2 training data), we think its practical performance should still be evaluated in 
the actual environment. Unstableness of recall also seems to be derived from the insufficient number of 
data in training sets, so we can expect it to improve proportionally as the number of correct training sets 
increases year by year. Consequently, the system is expected to be practical enough to achieve automatic 
issue-oriented syllabus classification systems. 
 
Table 1: Sample of recognized terms 
Automatically Recognized Terms Score 
ᇶ♏▱㆑ (basic knowledge) 144.55 
⥺ᙧ௦ᩘ (linear algebra) 77.35 
⤫ィຊᏛ (statistical mechanics) 74.00 
ᅛయ≀⌮ (solid-state physics) 67.20 
䝧䜽䝖䝹ゎᯒ (vector calculus) 65.01 
೫ᚤศ᪉⛬ᘧ (partial differential equation) 62.40 
ᮦᩱຊᏛ (mechanics of materials) 62.13 
⎔ቃၥ㢟 (environmental issues) 60.17 
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6. Conclusion 
In this paper, we presented a new system for issue-oriented syllabus classification, which offers three 
main functions: 1) an overview of entire curricula; 2) visualization of the relationships among courses; 
and 3) visualization of concentration (duplication) and voids in courses. Using this system, it will be 
possible to automatically categorize large volumes of syllabus data and to interactively correct 
classification errors, thereby significantly reducing both time and labor costs.  
In recent years, with the development of advanced information technologies, society has been evolving 
at a rapid pace, and has been changing dramatically as a result of factors including the growth of the 
global economy. The mission of universities is to provide education that adapts quickly to changes in 
society, but given the demands for constant changes in education - not only through the reorganization of 
curricula, but through the reorganization of individual subjects as well - the burden of maintaining the 
educational environment will no doubt continue to grow. In this sense, we believe that there will be 
steadily increasingly demand for systems like this one, designed to increase the quality of services 
provided to students, and to facilitate more efficient operations. This system has been experimentally 
operated on the basis of data from 2003 to 2008 (academic years), and is scheduled to go into full 
operation soon, providing actual services to students. With the startup of these operations, we will survey 
students and use their feedback to improve system usability. 
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