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Ahtract-In this paper, we introduce and study a new class of variational inequalities, which 
enables us to consider constrained odd order boundary value problems. Using the auxiliary principle 
technique, we prove the existence of a solution of this class of variational inequalities and suggest 
an iterative algorithm. Several special cases, which can be obtained from the main results are also 
discussed. 
1. INTRODUCTION 
Variational inequality theory has emerged as an interesting branch of applicable mathematics and 
this led to new and numerous applications in diverse fields of pure and applied sciences. In recent 
years, variational inequality theory has been extended and generalized to study a wide &SS of 
linear and nonlinear problems arising in transportation and economics equilibrium, fluid fiow 
through porous media, contact problems in elasticity, etc., see [l-4] and the reference therein for 
physical and methematical formulations. We remark that the theory so far developed is applicable 
only for studying free and moving boundary value problems of even order. On the other hand, 
little attention has been given to odd order boundary value problems. In this direction, Noor 
[5,6] has developed some iterative type algorithms for certain classes of varitational inequalities 
with odd order free boundary value problems. 
There is already in the literature a substantial number of iterative type algorithms including 
the projection method for finding the numerical solution of variational inequalities, see [l-4] 
and the reference therein. It is worth mentioning that the scope of the projection algorithm 
is quite limited due to the fact that it is very difficult to find the projection of the space into 
the convex set except in very simple cases. Secondly, the projection cannot be applied for other 
classes of variational inequalities of type (2.1). These facts motivated Noor [7,8] and Gowinski, 
Lions and nemolieres [2] to develop alternative methods to study the existence of solution of 
variational inqualities. This approach deals with the auxiliary variational inequality problem and 
proving that the solution of the auxiliary turns out that this technique is equivalent to finding 
the minimum of the functional associated with the auxiliary variational inequality problem on 
the convex set in the space. This technique provides us with a general framework to suggest 
and analyze an innovative and novel iterative algorithm for computing the solution of variational 
inqualities. 
Inspired and motivated by the recent research work going on in this fascinating area, we 
introduce and consider some new classes of variational inequalities. We use the auxiliary principle 
technique to prove the existence of the solution of variational inequalities and suggest an iterative 
algorithm. In Section 2, we consider the variational inequality formulation and review some basic 
auxiliary principle results. The auxiliary principle technique is used to prove existence of unique 
solution of the variatinal inequality in Section 3. 
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2. FORMULATION AND BASIC RESULTS 
Let H be a Hilbert space on which inner product and norm are denoted by (., .) and 11.11 
respectively. Let K be a nonempty closed convex set in H. 
Given T, g : H - H continuous operators, we consider the problem of finding u E H such 
that g(u) E Ii’ and 
(Tu, g(v) - g(u)) + b(u, v) - b(u, u) 1 0, for all g(v) E I<, (2-I) 
where the form b( ., .) : H x H - R, which is non-differentiable and satisfies the following 
properties: 
(i) b(u,v) is linear in the first argument. 
(ii) b(u,v) is bounded, that is, there exists a constant y > 0 such that, 
for all 2~, 21 6 H (2.2) 
(iii) b(u, , v) - b(u, w) 5 b( u, v - w), for all u, v, w E H 
We note that if the operator T is g-symmetric, that is 
Vu, g(v)) = (g(u), TV), 
and g-positive, then one can show that the Problem (2.1) is equivalent to finding the minimum 
of 1[~] on K in H, where 
I[4 = +, g(4) + b(u, u), (2.3) 
which is known as the generalized cost (potential) function. It is well known that a large number of 
problems arising in various branches of pure and applied sciences either arise or can be formulated 
in terms of Problems (2.1) and (2.3). 
We also need the following concepts 
DEFINITION 2.1. An operator T : H - H is called: 
(a) Strongly monotone, if there exists a constant a > 0 such that 
(Tu - TV, u - v) 1 (rlju - vj12, for all u,v E H; 
(b) Lipschitz continuous, if there exists a constant ,0 > 0 such that 
llT’~ - Tvll 5 Plb - 41, for all u, v E H. 
3. MAIN RESULTS 
In this section, we use the auxiliary principle technique to prove the existence of a unique 
solution of the variational inequality Problem (2.1), and this is the main motivation of our 
following result. 
THEOREM 3.1. Let the operators T, g be both strongly monotone Lipschitz continuous and the 
form b(u, v) satisfy the conditions (i)--(iii), then there exists a unique solution of the Problem (2.1). 
PROOF. We now use the auxiliary principle technique to prove the existence of a solution of (2.1) 
using the ideas of Glowinski, Lions and nemolieres [2] and Noor [7]. For given u E H such that 
g(u) E K, we consider the auxiliary problem of finding w E H, such that g(w) E K satisfying 
the variational inequality 
(w,“-w)+Pqwv)-Pq 21, w) L (u, v - w) - ,Qu, g(v) - g(w)), 
for all v E H such that g(v) E K, where p is a positive constant. 
(3-I) 
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Let WI, w2 be two solutions of (3.1) related to ul, u2 E K respectively. It is enough to show 
that the mapping u - w has a fixed point belonging to H satisfying (2.1). In other words, it is 
sufficient to show that for well chosen p > 0 
lb1 - wzll L w4 - 21211, 
with 0 < 0 < 1, where 8 is independent of ui and ~2. Taking v = wz (respectively ~1) in (3.1) 
related to ui (respectively US), we have 
(Wl, w2 - Wl) + /qUl,W2) - pb(u1, Wl) L (Ul,W2 - Wl) - PWlldW2) -g(4), 
and 
(w2, w1 - w2) + p b(u2, WI) - p b(u2, ~2) 1 (~2, ~1 - ~2) - P(552, dwl) - dW2)) 
Adding these inequalities and using (iii), we have 
(w - w2, Wl - w2) l(Ul - ‘u2, Wl - w2) - pp1 - T’IL2, g(w) - g(w2)) 
+ pb(w - ~2, ~2 - ~1) 
=(u1- 242 - p(Tu1 - 234, WI - w2) + pb(ul - ~2, ~2 - WI) 
+ p(Tul - 23~2, ~1 - ~2 - (dwl) - dwz))), 
from which using (2.2), we obtain 
llwl - ~211~ 511~1 - ~2 - ,@ul - Tu2)ll llwl - wll 
+ mllul - ~211 llwl - wall + &“w - Tuzll llw - ~2 - (dwd - s(w2))ll.p.q 
Since T, g are both strongly monotone Lipschitz continuous operators, so 
lb1 - 142 - p(Tul - Tu2)j12 5 11~1 - ~211~ - 2p(Tu1 - Tu2,211- 142) + p211Tu1 - 7’u2112 
I (1 - spa + P2P2)llW - u2112, (3.3) 
and 
l/q - w2 - (g(w1) - g(w2))112 5 [[WI - w21j2 - 2(g(w1) - g(w2),w - w2) + ll!dWl) - !dw2)l12 
5 (1 - 2a + 62)llw1 - w2112. 
(3.4) 
Combining (3.2), (3.3) and (3.4) and using the Lipschitz continuity of T, we have 
llwl - ~211 I {da - 2~3 + p2P2 + p(Pm + Y)} 11~1 - ~211 
= MP> + PWUl - 21211 
= elh - ~~11, 
where 0 = t(p) + plc, Ic = y + j&/l - 2a + b2 and t(p) = d/1 - 2ap + p2p2. 
We have to show that 0 < 1. It is clear that t(p) assumes its minimum value for p = a/p2 
with t(p) = dw. For p = I, pk: + t(p) < 1 implies that p/.~ < 1 and L < o. Thus it 
follows that B < 1 for all p with 
andk<a 
Since 0 < 1, so the mapping u - w defined by (3.1) has a fixed point, which is the solution 
of (2.1), the required result. I 
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REMARK 3.1. Ifg = I, the identity operator, then problem (3.1) is equivalent to finding w E H, 
for given u E H such that 
(w, v - w) + Pb(U, v) - Pb( u,w) >(u,v-w)-p(Tu,v-w), (3.5) 
for all v E I< and p > 0, a constant. From the proof of Theorem 3.1, we see that Jz = 7 and 
~=t(p)+~<1forO<p<(cr-7)/(~2-72),7<~~dp7<1,sothemappingu-w 
defined by (3.5) has a fixed point, which is the solution of the variational inequality (2.5), studied 
by Kikuchi and Oden [3] in elasticity. I 
REMARK 3.2. We note that the solution of the variational inequality Problem (3.1) is equivalent 
to finding the munimum of the auxilitary convex quadratic functional F(w) on K in H, where 
F(w) = $w,w) +p(nJ,g(w)) + Pb(W,W) - (%W). (3.6) 
Here p > 0 is a constant. This formulation enables us to suggest an iterative algorithm for finding 
the approximate solution of the variational inequality (2.1). I 
GENERAL ALORITHM 3.1. Given the initial value 200, solve the Problem (3.6) with u = w,. If 
II w,+l - w,,/j 5 E, for given E > 0, stop. Otherwise repeat the process with n = n + 1 and so on. 
We remark that General Algorithm 3.1 is an interesting way of computing a solution of (2.1) 
as long as (3.6) is easier to solve than (2.1). Since the problem (3.6) is in fact a minimization 
problem, so a large number of techniques are available to solve it. 
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