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Abstract 
In this paper, the authors extend the results of their earlier 
paper on waveform relamtion (WR), which is a parallel al- 
gorithm for transient stability analysis. The  W R  algorithm 
is extended to a structure-preserving power system model in 
which the loads are retained. This results in a system of dif- 
ferential/algebraic equations (DAEs). Power systems exhibit 
several unique dynamic properties which may be exploited in 
an advantageous manner by the W R  algorithm. This leads 
to a greater computational efficiency than most other direct 
methods of simulation. This paper presents several theoretical 
results as well as computational results on parallel implemen- 
tation. 
Keywords Waveform relaxation, Parallel processing, Transient 
stability analysis, Structure-preserving, differential/algebraic 
systems. 
1 Introduction 
In recent years, the computer industry has seen remarkable 
growth in the area of parallel processors, that  is, machines 
which are able to process several pieces of information simul- 
taneously. The  power industry has long been a computer ori- 
ented industry. Faced with the need to simulate and process 
information about systems that can contain tens of thousands 
of variables, the power industry has always been very recep- 
tive to new methods of faster and more efficient simulation 
techniques. The  ultimate goal of the industry is to be able to 
perform monitoring and security evaluation of power systems 
in real-time. Up to this time, much of the contingency stud- 
ies are done off-line, taking up hours of computer time and a 
large percentage of the available memory capabilities. There- 
fore, much attention has been focused on the development of 
efficient algorithms for implementation on parallel processing 
sys tems. 
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In this paper, the authors extend the results of their earlier 
paper on waveform relaxation [9], which is a parallel algorithm 
for transient stability analysis. The  waveform relaxation (WR) 
algorithm has not proven to be as effective as anticipated for 
VLSI circuit simulation for which i t  was originally developed, 
but this is due to various characteristics of VLSI circuits, such 
as floating capacitors, which are not encountered in power sys- 
tem problems. In fact, power systems exhibit several physical 
characteristics which may be exploited in the numerical simu- 
lation by waveform relaxation [3]. The “classical model” of an 
interconnected power system is often used in frequency studies. 
This model is represented by a system of ordinary differential 
equations (ODES), and was the object of the previous paper by 
the authors. Often however, i t  is necessary to know the voltage 
profile of the entire system during and following a fault on the 
system. Severe contingencies may result in low-voltage prob- 
lems at  load terminals near the fault. To study the voltage 
characteristics of the system, the load terminals must be kept 
intact, adding a set of algebraic constraints to the original ODE 
system. In the  next section, the authors present the waveform 
relaxation algorithm for systems of differential/algebraic equa- 
tions (WRDAE). In section 3 ,  which is the main contribution 
of this paper, the physical characteristics of the power system 
are exploited in three different and distinct ways to increase the 
efficiency of the W R  algorithm. Each method may be imple- 
mented separately or in conjunction with the other methods. 
This paper is not concerned with proposing any fast counter 
measures to prevent instabilities. Although extremely impor- 
tant for operating electric power systems, the theoretical foun- 
dation for real-time corrective actions is at  a very rudimentary 
stage. An example of a smart algorithm for steady state cor- 
rective action, assuming transient stability, is reported in [ll].  
It could serve as an indication of challenges for similar tasks 
to transiently stabilize an unstable system. 
2 The Waveform Relaxation Al- 
gorit hm 
In the usual power system simulation, either a “power flow” 
is executed or a “transient stability” analysis is performed. A 
power flow generally requires the solution of a nonlinear set of 
equations of the form 
0 = S ( Z , Y )  (1) 
for z, where y are the independent voltages, the generated 
power, and the load power. The  solution of equation (1)  in- 
volves the repeated solution of large sets of linear equations of 
0885-8950/90/0800-0922$01 .OO O 1990 IEEE 
the form 
A+ = b 
where A is usually sparse, symmetric, and has between 3 to 
10 nonzero entries in a row which does not depend on the size 
of A [7]. Similarly, transient stability simulations involve large 
systems of differential/algebraic equations (DAEs): 
i : =  f(X,Y) ( 3 )  
0 = g(+,y)  ( 4 )  
where x now corresponds to the state variables of the gener- 
ating units, and y to the network variables and the loads are 
modeled as static loads. By using an integration technique, 
such as any of the backwards difference methods, equations 
( 3 )  and (4) can also be transformed into a system of (2)  which 
must be solved repeatedly a t  each integration time interval. 
A large portion of the existing literature which addresses 
power system applications for parallel processors specifically 
considers the solution t o  the problem of equation (2) .  In sev- 
eral cases [7] [19] [23], the  intent is to decompose the matrix A 
into various other matrices with special properties which can 
then be solved in parallel. In ["I, the authors present a scheme 
to convert A into a block bordered diagonal form for imple- 
mentation of either a pipelined vector processor or an array 
processor. Similarly, in [23] an analogous technique was used 
to factor A into multiple matrices which resulted in a parallel 
LU factorization application. In [19], the authors explore the 
sparse matrix solution of A in context with a floating vector 
processor. 
The notion of asynchronous algorithms and task schedul- 
ing for multiprocessor applications has been introduced in [5] 
[15] [ZO]. An asynchronous algorithm is a scheduling of tasks 
such that each task must be assigned to the same processor as 
all its predecessors with the exception of the initial task [20]. 
This method is especially attractive for tasks or groups of tasks 
which are loosely interdependent and may be processed inde- 
pendently. This method has been applied to the solution of 
the nonlinear equations of (1 )  by dividing up  the solution pro- 
cess into comparable size tasks and then scheduling them on 
the various processors to minimize the interdependencies and 
maximize the efficiency. 
All of the above methods address parallelism in power sys- 
tem problems a t  the task level, by converting previously serial 
algorithms into various smaller, independent tasks which may 
be solved in parallel. In the next section, the authors present 
the algorithm waveform relaxation, which is parallel at  the job 
or program level. Thus, it does not directly address task def- 
inition and scheduling, but rather parallelism inherent in the 
overall algorithm. This algorithm was first introduced for VLSI 
circuit simulation [ Z l ] ,  but later interest tapered off as the ef- 
fective obtainable speed-up reached a plateau. This plateau 
was caused by numerical problems arising from the physical 
characteristics of integrated circuits; these particular problems 
are not encountered in power systems. 
The waveform relaxation method is an iterative method for 
the numerical integration of the system of DAEs over a finite 
time interval. It is based on the Gauss-Seidel and Gauss-Jacobi 
relaxation methods used for solving large systems of algebraic 
equations. In the W R  approach the DAE system is broken into 
subsystems which are solved independently, each subsystem 
using the previous iterate waveforms as  "guesses" about the 
brhavior of the state and algebraic variables in other subsys- 
trms. Waveforms are then exchanged between subsystems, and 
the subsystems are resolved with, hopefully improved, infor- 
mation about the other subsystems. This process is repeated 
until convergence is achieved. The waveform relaxation algo- 
rithm was first explored in context with power systems in [9] 
This then led to the further development of the W R  method 
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for power system transient stability analysis [3]. A WR-like 
method which exploits parallelism in both space and time is 
introduced by La Scala, et. al. in [12]. 
The first step in the W R  algorithm is to partition the system 
into subsystems in which tightly coupled variables are grouped 
together. In particular, the system is decomposed into T sub- 
systems as: 
i : ~  = fl(+lr...r+rrYlr...ryr) +~(O)=XIO (5) 
0 = gl(+l,...,+r,yl,...,yr) ~ I ( O ) = ~ I O  (6 )  
2, = f7(+1,  . .  . , + r , ~ 1 , .  . .,YT) +r(O) = + r O  (7) 
0 = g r ( + l , . . . , + r , y l , . . . , y ~ )  yr(O)=yro (8) 
where xi E R n n , y ;  E R r n z , ~ ~ = ,  ni = n,Cbl m; = m, fi : 
Rntm --t Rn2, and g; : Rntm -+ R".. The WRDAE algorithm 
for solving the system of equations ( 5 )  to (8) is summarized 
below: 
Algorithm 1 - Gauss-Jacobi WRDAE algorithm. 
k t O  
Guess some z p ( t )  such that zb"(0) = z;(O). 
Guess some y y ( t )  such that y;kt'(0) = y;(O). 
repeat { 
k t k S 1 .  
for each ( i  E (2, .  . . , T } )  solve on [0 ,  T] 
2:+1 = f;(& ._.) $1, ..., If, yl", ..., y;k+', ..., y,") 
g;(& ..., z,k+', ..., I,", y:, ..., y"', ..., y,") 0 = 
} until (I(zkt' - rkll 5 E ,  and l(ykt'  - ykll 5 fy) 
Note that each subsystem may be solved independently of 
the other subsystems; the integration of each subsystem may 
proceed in parallel. At this point it is appropriate to point out 
that  although the WRDAE algorithm will converge for any 
chosen partitioning [21], the choice of partitioning greatly in- 
fluences the rate of convergence of the W R  method. If tightly 
coupled modes are not grouped together or if too many nodes 
are placed in the same partition, the rate of convergence may 
be greatly decreased and the W R  method is no longer efficient. 
The  choice of partitions will be discussed in depth in the fol- 
lowing section. A slightly different W R  algorithm for DAEs 
was introduced in [13] for VLSI circuits, but this particular al- 
gorithm is not explicitly suited for power system applications. 
The presence of the floating capacitors causes a "nesting" of it- 
erations which causes the convergence to progress slowly. The 
system structure which causes this phenomena is absent in 
power systems. The interested reader is referred to [4] for a 
more complete comparison of these two algorithms 
3 The Waveform Relaxation Al- 
gorithm for Power Systems 
In this section, the authors present the main contributions of 
this paper. This section is divided into two subsections. The 
first section describes several methods for increasing the effi- 
ciency of the WR algorithm based on the inherent physical 
dynamic charecteristics of the power system. The first of these 
methods is the application of the coherency properties of the 
power system to determine partitioning. The  second method 
discusses the effects of "windowing" or breaking the time in- 
terval into smaller time intervals as a means of decreasing the 
CPU time. The final method discusses using the localized re- 
sponse of the generators to the fault to exploit the multi-rate 
capabilities of the W R  algorithm. Each of these methods will 
924 
be fully discussed later in the corresponding subsection. The 
second section discusses a generalization of the textured model 
approach to the waveform relaxation algorithm for parallel im- 
plementation purposes. 
3.1 Numerical Results of the WR 
Before progressing to  the parallrl implementntion of the WR 
algorithm, i t  is informative to  discuss several of the dynamic 
characteristics of the power system in relation to a serial imple- 
mentation of the WR algorithm. The basic premise of the WR 
algorithm is that the large system may be decomposed into 
several smaller weakly coupled subsystems. Although the WR 
method will still converge in spite of poorly chosen subsystems, 
the rate at which the method converges is greatly affected by 
the choice of subsystems [21]. Because of this consequence, the 
first step in any WR-based simulation is to  partition the sys- 
tern. As the size and complexity of the systems to be simulated 
increase, i t  becomes imperative for rapid convergence to parti- 
tion the network into subsystems which are weakly coupled. 
3.1.1 Partitioning 
Since the intent of the partitioning is to improve the speed of 
convergence of the relaxation, it is sensible to try to exploit 
the natural decoupling of the physical system. An approach 
specifically tailored to power systems would be to exploit the 
coherency characteristics inherent in power system behavior. 
One of the most widely used methods for determining coherent 
groups is the slow coherency method [Z], in which the slowest 
modes of a system are used as a basis around which sets of 
generators are grouped. The basic goal of the slow coherency 
method is to obtain groups of generators which are strongly 
coupled among themselves and weakly coupled to other por- 
tions of the system. Although proving the mathematical re- 
Figure 1: T h e  WR Part i t ions for t he  20 Machine, 118 Bus 
TEEE Test  System 
3.1.2 The Windowing Approach 
The windowing approach to waveform relaxation was first 
introduced in {lS]. This approach entails dividing the en- 
tire interval of simulation [O, T ]  into several smaller intervals: 
[0, TI], [TI, Tz], .. . , [Tn, TI. This approach is based on the prop- 
erty that the WR method is a contraction in an exponen- 
tially weighted norm. In other words, the iterates converge 
very rapidly and uniformly for small intervals, but increasingly 
slower as the simulation interval is lengthened. In [21] it was 
stated that there exists a TI < T such that  the WR method 
will converge uniformly on the interval [0, Ti]; stnted matehe- 
matically, there exists a 7 < 1 such that 
mqo,T]l12:kS1(t) - zk(t)ll I 7 maqo,TIIlzk(t) - "k-l( t ) l l  (9) 
Therefore, the smaller the window is made, the faster the con- 
vergence progresses. However, if the windows are made too 
small, the advantages of the WR method are lost because the 
overhead time required to continually stop and restart the WR 
method increases. Secondly, if the window is chosen very small, 
the window size may put an upper bound on the choice of time 
step, and this is undesirable [18]. It is very difficult to de- 
termine a priori a reasonable window size to use for a given 
problem, and the window sizes are generally determined dy- 
namically by adaptively altering the window siies during the 
simulation. 
\ 3  
n.o 0.3  0.6 I .o 1.1 1.6 2.0 -0.4 
LI.. (.) 
Figure 2: Successively Converging I terates  
In certain systems, however, the WR method will converge 
uniformly over any finite interval. In [3], i t  was shown that 
diagonally dominant systems with negative diagonals are one 
type of system that exhibit this characteristic. Systems which 
are "almost" diagonally dominant will converge uniformly over 
longer intervals than those systems which do not exhibit any 
diagonal dominance at  all. To illustrate this, consider the linear 
system partitioned in scalar form: 
7 l  
Z i ( t )  = d i i Z i ( t )  + C n i j z j ( t )  
k l ( t )  = d i i Z ! ( t )  + - p i j Z ; - l ( t )  
(10) 
j#i 




Subtracting the (k + l ) ' I  and the kth iterations and solving for 
)1z;"(t) - z!(t) l l  yields 
n 
(12) 
This is a contraction for t < tr if 
Solving for tf yields 
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must be chosen small enough to accurately reflect the behavior 
of the most rapidly changing state.  
A 
Thus for all t < t’ = mini{tT} the WR iterates will converge in 
a uniform norm. When ,&, En .In;jJ < 1 for all i then for any 
finite T ,  the iterates will converge uniformly. If & E: . (nijl 
is only slightly greater than 1, the t‘ may still be quite large. 
This is often the case in power systems. Consider Figure 2 .  
which shows the successive iterates for machine # 1 in the 118 
bus test system. T h e  W R  algorithm was used to simulate a 
three-phase short circuit on bus # 1 2  which is near generator 
J # *  
J ; Z I  
# 3. 
3.1.3 The Localized Response 
One of the main features of the W R  method is that  each sub- 
system is integrated independently of the other subsystems at  
each iterative step. In the usual direct methods of integrat- 
ing large systems all the equations are discretized identically 
according t o  the most rapidly changing state. These discretiza- 
tion points, or time steps, must be chosen small enough such 
that the fastest varying state variable in the system is accu- 
rately represented. 
h . U I  
1 . 5 6  
1 . 1 2  
-0.12 
Figure 4: Machine angles 4 through 7 
delta 
5 . 4 1  1 / 
tl. (.) 
Figure 5: Machine angles 10 through 12 
0 .0  0.4 0.8 1.2 1.6 2.0 
-0 .  c I 
ci.. (S) 
Figure 3: Machine angles 1 through 3 
I f  it were possible to divide the system into several subsys- 
tems, each of which were changing at  individual rates, then i t  
would be possible to integrate each subsystem with the largest 
possible time step which would accurately reflect the behavior 
of the subsystem. If the various rates of change were suffi- 
ciently different, then the efficiency of the integration routine 
would be greatly improved. Systems which exhibit this prop- 
erty are known as stiffsystems [l], and any method of integra- 
tion which allows different discretization points in known as a 
multirate integration method [6]. 
Power systems are stiff systems which exhibit both fast vary- 
ing and very slow dynamics. The  angles of machines 1 through 
3 are depicted in Figure 3. Compare these to the machine an- 
gles 4, 5, 6, and 7 in Figure 4, and machine angles 10, 11, and 
12 in Figure 5. These three figures represent the response of 
the various groups of machines to a fault near generator # 3 .  
To accurately simulate the behavior of machines close to the 
fault, small time steps must be taken. As the distance form the 
fault increases, the effect of the fault decreases. This phenom- 
cna is known as localrzed responsc, and was proven rigorously 
for systems operating in steady state (101. As the effect of the 
fault is felt less and less, larger time steps can be taken to accu- 
rately capture the behavior of the distant generators. In direct 
method simulation, this is not possible since every variable in 
the system has to be integrated with the same step size, which 
With this strategy, the original groups may be reorganized to 
exploit the localized response. Distant groups may be merged 
into larger groups which can then be integrated with time steps 
much larger than the smaller groups near the fault. The  time 
steps can often be  an order of magnitude in difference. For this 
example, however, a ratio of 5:2:1 was assumed, where nodes 
near the fault were integrated with a standard time step h,  
those nodes in the “mid-range” with a time step 2h ,  and those 
nodes distant from the fault with a time step 5h. 
Another extension of the localized response of power systems 
is to use different models for various generating units. Those 
close to the fault may be modeled in detail, containing up to 
seven dynamic equations for each generator. Machines in the 
mid-range may contain three to four dynamic equations, and 
machines furthest from the fault may be described simply by 
two dynamics equations (“classical model”) or may be equiv- 
alized [17]. 
The three properties discussed above were applied to the 
WR simulation of a three-phase short circuit. The  C P U  times 
for a serial W R  simulation are compared with a comparable 
simulation using the Backward-Euler direct method in Table 
1. Comparisons for a 3 machine, 9 bus system, and a 10 ma- 
chine, 39 bus system are also included for completeness. The 
suitability of the W R  method was tested for various-sized test 
systems up through the 20 machine, 118 bus system shown in 
Figure 1. The extrapolntion of the C P U  times given in Ta- 
ble l leads to the conclusion that the C P U  time for the direct 
method will increase at  superlinear rate (O(na) ,  where /3 is 
typically bounded as 1.1 < /3 < 1 .5 ) ,  whereas the CPU time 
for the W R  method increases a t  a linear rate (O(nl)). This 
relationship has also been observed in VLSI circuits not con- 
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System I WR I Direct 
3 1  71.0 I 87.6 
Table 1: Simulation Times (in CPU) 
taining floating capacitors [21]. Therefore, i t  appears that  the 
relative savings in CPU time will become more significant as 
the size of the system increases. 
The savings incurred are due to  the ability of the WR al- 
gorithm to exploit the multi-rate properties of the system. It 
is possible to pick a window size small enough such that the 
iterates converge rapidly over the interval. For example, i t  is 
possible to choose a window size in which the iterates converge 
in three iterations. In a direct method simulation of the same 
problem, if three Newton-Raphson iterations are required a t  
each time step, then the WR simulation will require less time, 
since the matrix solution time will be decreased, as a result of 
the partitioning. In addition, i t  is possible to further reduce 
the simulation time by decreasing the number of time steps in 
some of the waveforms as a result of the multirate properties, 
hopefully without increasing the number of iterations required. 
The power system WR simulations have exhibited the de- 
sired rapid convergence over relatively small windows. Since 
power systems also exhibit multirate properties, it is not sur- 
prising that the simulation times show considerable savings as 
evidenced in Table 1. 
3.2 The Parallel Implementation of the 
Waveform Relaxation Method 
Although the WR algorithm has worked well on serial com- 
puters as was illustrated in Section 3.1, it is an inherently par- 
allel method. The solution of the individual subsystems may 
progress in parallel, since the information about the adjacent 
subsystems is taken from the previous iteration. To this end, 
we extend the teztured model approach to the WR algorithm 
for greater parallel efficiency. 
3.2.1 A Review of the Textured Model Approach 
The basic premise of the textured model approach to solve the 
nonlinear algebraic system is to arrange the nodes of the sys- 
tem into groups around active inputs, assuming the influence 
of the active inputs upon the outputs drops below a preset 
threshold outside of the group boundaries. The groups or par- 
titions are uniformly sized for minimum computation time of 
the intended algorithm. Non-overlapping groups are then as- 
signed to several leaves in roughly equal numbers. Thus each 
partition on any leaf may be solved in parallel if the interaction 
with the rest of the system is frozen at the group boundaries. 
The results obtained for one leaf may then be transferred to 
the next leaf directly. Thus this method is capable of using the 
same number of processors continually and with minimal in- 
tervening sequential steps. This results in an almost complete 
elimination of idle time for the processors. 
There are two basic stages in setting up a textured model 
for a given system: 
1. grouping stage - identifying the nodes to be grouped 
2. stratification stage - arranging the groups on leaves 
The grouping stage consists of identifying the nodes which are 
strongly coupled by using a normalized sensitivity matrix. If 
the sensitivity of one node to another is greater than some pre- 
set threshold, the two nodes are assigned to the same group. 









k + l  
Figure 6: T h e  use of the textured model approach 
lowered. These groups do not have to be disjoint; one node 
may be a part of several groups. The groups are then con- 
solidated to form a new set of groups which are uniform in 
size. The largest group after consolidation should be no larger 
than the largest group initially. For example, consider the set 
of nodes which may have been obtained via a sensitivity ma- 
trix: {(1,2,3,4)(2,3,4)(3,4,5,6)(4, 5)(4,5,6)(2,4,5,  6)). The 
largest group has four nodes, therefore the optimal group 
size is a uniform size of four. By merging groups 2 and 
4 and 5 and 6, the final uniformly sized grouping becomes: 
The stratification stage arranges disjoint groups on leaves 
such that the number of groups per leaf is equal to the num- 
ber of available processors. Furthermore, the number of leaves 
covering all groups is as small a s  possible. The computation 
flows from leaf to leaf repeating the cycle until convergence is 
achieved. 
The textured model approach is perhaps best illustrated 
with a figure. In Figure 6,  the number of processors is 
three, therefore each leaf (denoted by the horizontal rectan- 
gles) should contain three distinct groups. There are nine dis- 
tinct groups, y J l j  = 1 , .  . . ,9, each of which contains four or 
five nodes. The union of the groups is a covering of the nodes. 
Note that it is not necessary to have a complete covering on 
every leaf, but every leaf contains the maximum number of 
groups without overlap. In [14], the sensitivity matrix for the 
static problem is computed as the sensitivity of the dependent 
variables (outputs) to small perturbations in the independent 
variables (inputs). In the static case, this corresponds to the 
sensitivity of such outputs as load bus voltages and generated 
reactive power to such inputs as voltage controlled bus volt- 
age and reactive power loads. Let Nu denote the number of 
total inputs and outputs, and y E N denote the vector of out- 
puts and U E (Nu - N )  denote the vector of inputs, then the 
sensitivity matrix can be found from 
{(1,2,3,4)(2,3,4,5)(3,4,5,6)(2,4,5,6)).  
A y  = - J c l  J,Au (15) 
where the system Jacobian matrices J y  and J,, are evaluated 
at yo and U'. Thus, the sensitivity matrix S is defined as 
s = -J,-'J. (16)  
Since the components of y and U may vary in size, the actual 
numerical sensitivities are meaningless unless they are normal- 
ized such that 
o sq<1 - 
where S = (G), i = 1...N, j = l...(N,, - N )  is the rectangular 
normalized sensitivity relating the sensitivities of the outputs 
1 
to inputs. Since a load flow is performed a t  each time step in 
the WR method, the Jacobians .ly and J ,  are available and 
the computation of the sensitivity matrix S, defined in (16), 
is straight forward. I t  is typical, however, to  computer S a t  
only two operating points: the pre-fault and post-fault stages. 
This does not result in a severe loss of information, whereas 
the inrurrrd savings in CPU time is considerable. 
In the dynamic case, the procedure of determining the sen- 
sitivity matrix is similar to that of the static case. In the 
dynamic case, the only "real" inputs are the mechanical power 
Pm, and the initial values of the generator variables, since dur- 
ing dynamic simulation the loads may be modeled as nonlinear 
functions of load voltages. According to the definition of sensi- 
tivity, the sensitivity matrix should reflect the reaction of the 
dependent variables to  small changes in the independent vari- 
ables. Due to  the instantaneous behavior of the transmission 
lines, the load bus variables are the dependent states since they 
may be explicitly determined by the dynamic generator states. 
Thus the input vector U becomes the set of generator variables 
and y becomrs the vector of d l  load bus variables. The sen- 
sitivity matrix is evaluated a t  steady state even though it is 
used to  determine dynamic coupling. This is not inconsistent 
with the notion of coherency however, since coherent groups 
are usually determined at  nominal operating conditions [17]. 
The rela.tionship of the dynamic simulation to  the margin of 
system stability is the same as in other, more conventional, 
direct transient stability programs. The computation of the 
margins of stability of the test systems is not a direct topic 
of this paper. The interested reader is referred to [14] for a 
more detailed discussion of the textured model approach. This 
concludes the review of the static textured model approach. In 
the next section, a textured model approach is introduced for 
dynamic simulation. 
3.2.2 The Textured Model Approach to the 
Waveform Relaxation Method 
The textured model approach can be directly extended to the 
waveform relaxation method for power systems. The waveform 
relaxation method is an iterative algorithm which must meet 
the same objectives as iterative methods for solving large non- 
linear algebraic equations. The waveform relaxation algorithm 
is based on the reasoning that each partition of the system 
contains strongly coupled states which are weakly coupled to 
the states outside the boundaries of the partition, and the in- 
teraction across these may be frozen. 
To this end, the authors present the following theorem about 
the convergence of the textured model approach applied to  the 
WR algorithm. 
Theorem 1 Consider a WR algorithm to which the textured 
model approach has been applied: 
x k  = f ( z k ,  zk-', ..., zk-', yk, yk-', ..., yk-L) k 2 L 
0 = j(ZkJk-1, ..., zk- ' ,  yk, yk-1, ..., yk-L) 
where L is the number of leaves, z E R", and y E R". If all the 
nodes are covered, then for any initral guesses ( z o ( t ) ,  yo(t); t E 
the sequence { ( k k ( t ) , z k ( t ) ,  yk( t ) ; t  E [O,T])}r=, generated by 
the WR algorithm converges uniformly to ( i ( t ) ,  ?( t ) , j j ( t ) ;  t E 
[O,TI),(z'(t),y'(t);l E [O,TI), ..., (zL(t) ,yL(t) ; t  E [O,TI) 
[O,TI). 
The functions f and ij may be different from the functions f 
and g of equations (3) and (4). In this case, however, it is not 
required that the functions f and be found explicitly, only 
that they exist. 
The grouping and stratification stages may be altered de- 
pending on the type of parallel processor available. Parallel 
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processors of the MIMD (multiple instruction, multiple data) 
type consist of separate processors which can perform inde- 
pendent operations on independent sets of operands [8]. The 
processors share data  either through some type of data  com- 
munication mechanism or through shared memory. 
The basic waveform relaxation algorithm is based on the 
assumption that  past waveforms are readily availahlt. a s  in a 
shared memory processor. In this case, the sensitivity thresh- 
old may be chosen such that resulting groups comprise a cover- 
ing of the nodes. If a message passing communication network 
is assumed, the choice of sensitivity threshold becomes more 
complicated. In [24], this type of processor is assumed, and the 
textured model approach is developed for a message-passing 
environment. I t  was desirable for this type of processor to 
eliminate data  passing, thus the information is passed directly 
leaf to  leaf via cache memory. Therefore, for message pass- 
ing processors, the additional constraint that each group must 
intersect a t  least one other group ant that  each node is accessi- 
ble to  every node by traversing the group overlaps is necessary. 
Thus, the information obtained at  each iteration can propagate 
and disperse from iteration to iteration. 
In the following section, a shared memory structure is as- 
sumed, but the results may be generalized to a message-passing 
structure by incorporating the above constraint. 
3.2.3 Scheduling 
The parallel implementation of the WR algorithm entails 
scheduling each of the coherent groups to various processors. 
The efficiency of this approach depends heavily on the relative 
size of each of the partitions and the time step size used to 
integrate the variables contained in the partition. To illustrate 
this, consider the six partitions of the twenty machine 118 bus 
test system given in Figure 1. Partition P6 is obviously much 
larger than any of the other partitions. If a global time step 
were used to integrate this system, a possible scheduling for a 
three processor machine might look like the scheduling shown 
in Figure 7. The times shown on the axis are the actual CPU 
times for one iteration of that  partition. 
Proc. 1 P6 I 
Figure 7: Scheduling of the  Global Time Step WR Parti-  
tions 
Fortunately for the simulation performed, the fault occurs 
a t  bus # 12 in partition P1, and the time steps used in in- 
tegrating partition P6 are larger than the smallest time step 
used in partition P1. A scheduling which takes the order of the 
time steps into account might look like the scheduling shown 
in Figure 8. 
The time per iteration for the multi-rate simulation is ob- 
viously much less than for a global time step simulation. This 
is this is the desired effect. However, note that  processor three 
sits idle for roughly 25 % of the iteration, and processor two is 
idle for a little over 15 %. So even though the simulation time 
has been reduced, the simulation is still not progressing with 
maximum possible efficiency. 
The primary goal of the textured model approach is to es- 
tablish a set of criteria by which partitionings may be chosen 
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Proc. 1 
Proc. 2 p q q p a 4  
Figure 8: Scheduling of the  Multi-rate WR Parti t ions 
Figure 9: A Textured Model Scheduling of a Three  Pro- 
cessor Sys tem 
such that the simulation progresses with maximum efficiency. 
In the case of a global integration time step, this corresponds 
to a set of groups which are roughly the same size, so that 
the computation per group per iteration is equivalent. This 
will then minimize the idle time of each processor. It is not 
essential that  all the groups are the same size, but that all the 
groups assigned to a particular leaf must contain essentially 
the same size group. T h e  size of the groups is determined by 
the size of the sensitivity threshold and by merging overlapping 
groups until uniformly sized groups are achieved. If the group 
sizes are larger than desired, the threshold may be raised. If 
the groups sizes are too small for the desired convergence rates, 
the threshold may be lowered to increase the size of the groups. 
This scenario is illustrated in Figure 9. Note that each group 
on each leaf takes the same amount of computation time. This 
results in each processor being used with maximum efficiency. 
When taking multirate integration into account, the task 
of determining group size and stratification is more complex. 
Groups which are chosen according to a global time step crite- 
ria are roughly the same size, but when integrated with differ- 
ing time steps may result i n  vastly different simulation tinies. 
This drawback may be overcome by lowering the threshold cri- 
teria for those buses and genFrators far from the fault. This 
will result in larger groups of buses being associated with gen- 
erators which are distant. 
A set of groups for the twenty machine, 118 bus test system 
which are stratified for a three processor system are shown 
in Figure 10. Note that the groups which are far from the 
fault (bus # 12) are much larger than the groups which en- 
conipass the fault. The groups which contain the fault are 
scheduled more frequently than groups which contain buses 
which are electrically far away and generally unaffected by the 
fault. Simulation results indicate that if “nearby” groups and 
”distant” groups are scheduled with the same frequency, the 
distant groups tend to have an iteration error an order of mag- 
nitude smaller than those groups containing the fault bus and 
close by groups. In addition, simulation results also indicate 
that even if distant groups are scheduled only half as frequently 
as the others, the number of iterations required for convergence 
Figure 10: Grouping a n d  Stratification for a Three  Pro- 
cessor System 
is roughly the same, but the savings obtained by not recom- 
puting the distant groups is considerable. 
The grouping illustrated in Figure 10 resulted in a simula- 
tion time of approximately 362.2 CPU. The W R  partitioning 
given in Figure 10 resulted in a simulation time of 499.8 CPU. 
These times were obtained on a serial VAX workstationII/GPX 
simulating a parallel processor. Actual parallel times might be 
different, but the relationships should be consistent with those 
presented here. The  serial W R  time is 1403.4 CPU (from Ta- 
ble l). The theoretical three processor time for this simulation 
is 1403.4/3 = 467.6 CPU. This time is not obtainable in ac- 
tual implementation. This is because the parallel time is con- 
strained by the time required for the largest partition P1, and 
this time is slightly greater than one-third the total serial time 
for all the partitions. 
The textured model simulation time exhibits a savings of 
approximately 25  %. The cumulative effect of the overlapped 
partitions and the scheduling frequency of the fault partitions 
resulted in an average of one less iteration required per win- 
dow. While this result may not seem significant in the short 
term, its effects become increasingly apparent as the simula- 
tion progresses. By manipulating the sensitivity threshold and 
the stratification of the groups, even greater savings were ob- 
tained. The addition of the multirate makes it more difficult 
to ascertain which level of sensitivity threshold is optimal for 
a given problem. 
For practical uses, the grouping stage must be performed off- 
line, according to some nominal sensitivity threshold. When a 
fault occurs, these nominal size groups may be merged to  form 
larger groups corresponding to their distance from the fault 
and stratified according to the number of processors available. 
This process may be performed rapidly at  run-time without 
serious loss of efficiency. 
4 Conclusions and Acknowledge- 
ments 
In this paper the parallel implementation of the waveform re- 
laxation is explored using the dynamic characteristics of the 
power system as a basis for additional speed-up. These physical 
characteristics include the coherency properties of the power 
system which lead to the partitions for the textured model 
approach, the near diagonal dominance which leads to longer 
windows for uniform convergence, and the localized response 
from which the multirate capabilities of the W R  method can 
be used. These characteristics enable power systems to obtain 
1 
more favorable results than were obtained in VLSI simulations. 
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Discussions 
(J ian Sheng Chai ,  Anjan Bose, Daniel 
Tylavsky and Ning Zhu, Arizona  S ta t e  
University, Tempe, Arizona): The  authors are t o  be 
congratulated fo r  this interesting paper  which 
demonstrates great potential in  parallel  processing 
of power system stability problems. 
The  Waveform Relaxation (WR) method using the 
Gauss-Jacobi  i terat ive algori thm is  inherent ly  a 
highly paral le l izable  method.  Paral le l izat ion i s  
achieved in the paper by parti t ioning the power 
sys tem into several  weakly  coupled subsys tems 
(paral le l  in  space)  according t o  i t s  coherency  
p r o p e r t i e s .  A f u r t h e r  e x t e n s i o n  f o r  t h e  
parallelization is to  simulate several  t ime s teps  
simultaneously (parallelism in t ime) since the WR 
algorithm at  each iteration (sweep) over a window 
only needs previous iteration values. The  algebraic 
variables (like voltages),  on the other hand, are  
required to  be exchanged after each  i teration i s  
comple t e .  T h e  r edundan t  ca l cu la t ions  d u e  t o  
overlapped grouping of the buses and the data  
communica t ion  ove rhead  can  b e c o m e  a very 
significant part of the overall execution time if too 
much parallelism in space is used on an MIMD local 
m e m o r y  m a c h i n e .  O n  s h a r e d  m e m o r y  
m u l t i p r o c e s s o r s ,  t hough  d a t a  need  n o t  b e  
transferred to other processors, bus contention and 
locking is the l imiting factor. Our experience in 
implementing a parallel in space and time dishonest 
Newton algorithm on the Intel iPSC/2 32-node 
h y p e r c u b e  mul t ip rocesso r  i n d i c a t e s  t ha t  t h e  
speedup gain tends to  saturate quickly with the 
number of processors with a maximum gain of 
about one order of magnitude. On shared memory 
machines like the Alliant and the Balance, the gains 
also saturate around one order of magnitude using 
a SOR-Newton algorithm. 
Table.1 shows that the execution speed of the WR 
method with multi-rate integration, on the IEEE- 
118  bus system, i s  8.4 t imes faster  than the 
execution speed obtained using Newton method 
with the implici t  Backward-Euler discretization 
rule. This  seems to imply that the W R  method is 
already almost an order of magnitude faster than a 
sequential algorithm on a sequential processor even 
before any parallel  processing i s  applied. In fact, 
this type of comparison i s  very critical to the 
evaluation of any new parallel  algorithm but i s  
difficult to do. First, the benchmark should be the 
fastest of the sequential algorithms in  use today. In 
our  experience this  i s  the discretization by the 
trapezoidal rule and solution by a very dishonest 
Newton (VDHN) method. Since the convergence  
character is t ics  a re  different  f o r  sequent ia l  and  
paral le l  a lgori thms,  compar isons  are  only valid 
when they obtain the same level of accuracy (i.e. 
within a certain tolerance).  The  severity of the 
d i s t u r b a n c e  a l s o  a f f e c t s  c o n v e r g e n c e  a n d  
computation time comparisons must be done over a 
variety of different disturbances. In our experience 
we have not yet found relaxation method that 
is not several times  slow^ than the VDHN method 
on a sequential processor. Fig.2 in [12] shows this 
slowdown factor against  the VDHN method when 
different  window sizes  are  used. T h e  authors '  
comments on why the Backward-Euler with Newton 
solut ion was chosen  for  compar ison  would  be 
appreciated.  I t  would also be interesting to  know 
what  tolerance level was used for  the stopping 
criterion in  the comparison and how severe were 
the applied faults (duration and maximum angle  
swing) .  
The  paper  implies  that  the parti t ioning of the 
sys t em i s  d o n e  by cohe rency  and  Jacob ian  
sens i t i v i t i e s .  T h e  p rocedures  f o r  de t e rmin ing  
coherency and the sensitivities are, however, quite 
different and some coordinated cri terion must be 
used to  determine the partitions. Will  the authors 
c l a r i fy  t h e  ac tua l  p rocess  used?  S i n c e  the  
partitioning of the system is used to determine the 
schedule of the processors, we assume that this will 
largely be done prior to  doing the actual stability 
analysis  on  the parallel  machine.  Coherency i s  
certainly system dependent and many times fault 
dependent,  thus,  making the apriori  calculations a 
significant burden. However, repeat analysis of the 
same system and especially the same fault would 
appear  t o  gain a major  advantage  with this  
approach .  
The  paper mentions using different step sizes for 
different groups based on the distances f rom the 
fault location. Since the network connects all the 
generators, the handling of different t ime steps will 
require  some  special  coordinat ion be tween the 
generator and network calculations.  How are the 
network variables calculated for the t ime window 
when different integration time steps are used? In 
our experience,  we found that there is a speed 
trade-off between the total number of i terations 
and  t h e  number  of func t ion  eva lua t ions  pe r  
iteration if using different models. Sometimes a 
simpler model ( l ike  the classical  model) with 
bigger  s tep s i ze  will  t ake  more  i terat ions t o  
converge ( since it doesn't contain a fast exciter to 
t race the dis turbance quickly ) even  though i t  
requires  less  funct ion evaluat ions pe r  i teration. 
Have you tried using classical as well as  higher 
order models in areas remote from the fault? And if 
so, what are the effects on the solution speed? 
Manuscript received February 26, 1990. 
This paper is an important contribution to the growing number of 
references intended to increase the parallelism attainable in power system 
computations. Waveform relaxation techniques represent one alternative to 
increasing the parallelism in computations in stability simulations. A second 
alternative, which bears many similarities to waveform relaxation, is the 
use of time-domain parallelism. This method was presented in 1979 by this 
discusser [All and has recently been expanded upon by others [A2, A3]. It 
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is of great interest to  contrast the similarities and differences among the two 
approaches, and this reviewer would be grateful if the authors of this paper 
could concisely summarize the similarities and differences, if any are 
perceived, between waveform relaxation methods and timedomain paral- 
lelism. 
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M. Brucoli, M. La Scala, F. Torelli, M. Trovato (Universiti degli 
Studi di Bari, Dipartimento di Elettrotecnica ed Elettronica, Bari, 
ITALY). 
The authors are to be congratulated for improved results in 
applying the Waveform Relaxation method (WR) to the transient 
stability problem by exploiting thc physical characteristics of 
power systems. We would like to havc the author's comments on the 
following: 
1. Even though the approach is complctcly general, the authors 
seem to use a second order model of the machine to implement the 
WR algorithm. As is well known, rotor electrical and excitation- 
control equations play an important role in transient stability 
simulations. In this ease, a partitioning based on slow coherency 
can be used for the machines furthest from the fault only. Can this 
methodology be extended to take into account the detailed model of 
machines? Furthermore, the presence of the excitation system 
introduces very small time constants which constrain the step size 
of thc integration method. Do the authors expect that the time steps 
adopted for the near-to-the-fault and distant nodes can be in the 
same ratio obscrvcd for thc classical model? If not, the discussers 
believe that thc furthest machines can still be modeled with the 
"classical machine" assumptions whcrcas nearest machines can 
take advantage from multirate integration by solving the excitation 
system equations separately from the othcrs. 
2. It is not clear how the coherency-bascd partitioning and the 
textured model approach arc related and how they can be 
combined. The two approaches arc based on dynamical and steady- 
state considerations, respcctivcly. Furthermore, i t  sccms that the 
slow coherency method is not able to define a partitioning 
criterion about load nodes. Was the textured model approach 
conceived to overcome this difficulty? 
3. Algorithm 1 describes how the WR algorithm iterates in the 
continous time domain. How does the discretized WR algorithm 
work? Are algebraic equations solved contemporaneously with the 
differcntial oncs or a partioncd-solution approach is used by 
running a power flow at each time step and at each WR iteration? 
4 .  The authors mention that the grouping stage can be performed 
off-line and when a fault occurs the nominal size groups can be 
merged by some criterion based on the distance from the fault. Is 
this distance evaluated automatically or on the basis of heuristic 
considerations? Accordingly, can this grouping give rise to a 
balanced task partitioning in the parallel implementation of the 
algorithm? 
I 
Finally, Dr. La Scala would like to mention that even though the 
mcthod introduccd in 1121 updates waveforms for all the time steps 
as well as WR method, thcrc is a conceptual differcncc between the 
two approaches. Namcly, the algorithm devclopcd in 1121 
discretizes the algebraic and differential equations for each time 
step and relaxes thc overall algcbraic set of equations relative to 
all the time steps. WR rclaxcs the differential equations in the 
continous time domain and in order to solve each deeoupled 
equation uses its discretization and a stcp-by-step procedure. 
Discretization and relaxation are transposed in thc two mcthods. 
M a n u s c r i p t  r e c e i v e d  March 1 2 ,  1990. 
M. L. Crow, and M. IliC 
The authors wish to thank the discussers for their valuable comments and 
added insight into the parallel algorithm presented in this paper. It is noted 
by the authors that all of the discussers have contributed to  the development 
of parallel algorithm for the transient stability analysis of power systems 
and are appreciative of their interest in furthering this development. We 
respond to the diecussion as follows. 
Brucoli, La Scala, Tonlli, and Dovrto. 
1. The authors agree with the discussers that the introduction of detailed 
models complicates the partitioning process. In the case of detailed gen- 
erator models, the generator states are coupled only through the network 
variables. Thus, as the discussers correctly inferred, the slow coherency par- 
titioning breaks down. Distant machines may still be modeled as "classical 
models" and partitioned aa such, but a reasonable approach to partition- 
ing near machines would be to partition the machines based on electrical 
distances. Secondly, the introduction of detailed models for machines near 
the fault, does indeed introduce very mall time constants, requiring the 
step sire to be constrained. In this case, it is possible to use a combination 
Gauss-Seidel/Gauss-Jacobi waveform relaxation method to fully exploit the 
multirate behavior of the generator. The detailed generator model could 
be partitioned into "slow" and "fast" partitions which are unidirectionally 
coupled, and are processed independently, but sequentially with respect to 
each other, but in parallel with respect to other generator partitions. 
2. The discussers are correct in their interpretation of the authors use of 
the coherency-based partitioning and the textured model approach. The 
TMA is used to group load "static" nodes around generator "active" nodes. 
This could be considered as a %ne-grained" partitioning, corresponding to 
steady state considerations. The dynamic, coherency-based partitioning 
results in a Ucoarse-grained" partitioning. The authors acknowledge that 
there is no rigorous mathematical basis for this approach a8 yet, but that 
simulation results do indicate that this partitioning method is effective and 
efficient. 
3. The relaxed dynamic equations may be discretired by any stable in- 
tegration method (trapesoidal, Gear's methods, etc) and the algebraic are 
solved simultaneously with the differential equations. For example, consider 
Gausdacobi WR applied to the simple system below: 
$1 = f i ( z i , z a , y i , y ~ )  O = gi (z i ,zz ,y i ,yz)  
iz = fa (z i ,ZaYi ,yz )  O = g a ( z i , ~ z , y i , Y a )  
Applying GJWR: 
Discretising using implicit backward Euler with two distinct time steps, hl 
and hl from some time t :  
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The last set of nonlinear equations may be solved for (z:(t+hl), yf(t+ hl)) 
and (a$(t + h-,),y$(t + ha)) independently (in parallel) using a Newton or 
modified Newton procedure. Note that the network variables (denoted by 
y(t)) are calculated at  the same time instances as the generator variables 
(denoted by E t with which they are partitioned. Secondly, note that if 
the values of A2)L(t+h,)  and y;-’(t+hl) are not explicitly available from 
the previous iteration, they must be interpolated from existing values. The 
same is true of z:-’(t + hz) and y:-’(t +ha) 
4. The off-line grouping stage corresponds to the %ne-grain” partition- 
ing discussed in part 2) of this discussion. This partitioning may be done 
off-line and is considered to be fault independent. The “coarse-grained” 
partitioning may be considered to be fault-dependent, and must be done 
at  run-time. 
Chai, Bose, Qlavsky, and Zhu 
The authors felt that since the WR method is still in the development stage, 
a comparison between the WR vs. a direct method must be done using two 
software packages which are as similar as possible - ie. the same integration 
scheme, the same Newton solution method, the same sparse matrix solver, 
etc. The authors agree with the discussers’ concern that the direct method 
used for comparison is not the most efficient available, but was used for the 
sake of an accurate comparison. 
The tolerance level for the stopping criterion used in both the WR method 
(relaxation iteration) and the direct method (Newton iteration) waa 
in other words, the change from one iteration to the next was constrained 
to be less than 1%. 
The fault simulated for the example system given in the paper was a 3 
phase short circuit applied at  bus # 12 at  the terminals of generator # 
3. The fault was cleared in 0.21 seconds. The authors considered this a 
moderately severe fault, since it represented a “worst case scenario” of a 3 
phase short circuit across the terminals of a generator. The severity of the 
fault could be increased by lengthening the “fault-on” time. The clearing 
time of 0.21 seconds was used since it is less than the critical clearing time 
for the given fault, and thus results in a stable system. 
In response to the discussers’ questions regarding the coherency-based par- 
titioning, they are referred to parts 2) and 4) of the authors’ response above. 
Part 3) of the above response also addresses some of the questions raised in 
this discussion concerning discretization, The authors have not adressed the 
relationship between step size and rate of convergence, and are, therefore, 
unable to fully respond to the discussers’ questions regarding this aspect 
of the implementation. The authors appreciate the discussers insight and 
experience on this aspect of the algorithm. 
F. Alvarado 
A comparison of the two approaches requested by the discusser is most 
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Figure A.l: Overview of Algorithms 
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