The q-Gaussian function emerges naturally in various applications of statistical mechanics of nonergodic and complex systems. In particular it was shown that in the theory of binary processes with correlations, the q-Gaussian can appear as a limiting distribution. Further, there exist several problems and situations where, depending on procedural or algorithmic details of data-processing, q-Gaussian distributions may yield distinct values of q, where one value is larger, the other smaller than one. To relate such pairs of q-Gaussians it would be convenient to map such distributions onto one another, ideally in a way, that any value of q can be mapped uniquely to any other value q ′ . So far a (duality) map from q → q ′ = 7−5q 5−3q was found, mapping q from the interval q ∈ [−∞, 1] → q ′ ∈ [1, 5/3]. Here we complete the theory of transformations of q-Gaussians by deriving a general map γ qq ′ , that transforms normalizable q-Gaussian distributions onto one another for which q and q ′ are in the range of [1, 3) . By combining this with the previous result, a mapping from any value of q ∈ [−∞, 3) is possible to any other value q ′ ∈ [−∞, 3). We show that the action of γ qq ′ on the set of q-Gaussian distributions is a transformation groupoid.
I. INTRODUCTION
The q-Gaussian is a fundamental power-law probability distribution function defined as
where Z q is the normalization, and β > 0 is some constant. In the limit q → 1 q-Gaussians converge to the Gaussian distribution. In the range q ∈ [−∞, 1) the function G q (x) is defined q-Gaussians can be derived in various ways and play a fundamental role in generalized statistical mechanics. q-Gaussians (and q-exponentials) naturally appear as a particular class of statistics in systems, where one of the four Shannon-Khinchin (SK) [1, 2] axioms [17] -the separation axiom -is violated, e.g. in non-ergodic or non-Markovian systems [3, 4] . This class of statistics is sometimes referred to as q-statistics [5] , which has numerous applications in physical, biological and social systems. Several investigations indicate that the frequent occurrence of q-Gaussian distributions in nature is not a mere coincidence. There may for instance exist deep connections with large deviation theory [6, 7] for random variables of strongly correlated random processes. Also in the context of signal normalization, which is frequently required for transforming a signal to match the finite input range of an actual detector, it has been shown that some normalization procedures affect signal properties [8] .
In particular, for some classes of stochastic signals there exist two simple normalization procedures such that the distribution of the normalized signal received by the detector is is q-Gaussian. For one of the two procedures the resulting q-values are always q > 1 while for the other q < 1 [8] .
Another situation where q-Gaussians naturally appear is in the context of binary correlated processes [9] . A large class of correlated binary processes is completely determined by its limit distribution, i.e. by the distribution of the number of counts of heads n + and tails n − , as the number of tosses N goes to infinity. To study limit distributions of such processes it is necessary to fix a normalization scheme for these numbers of counts. Here again two "natural" scaling procedures exist. In one case one normalizes the number of counts for heads and tails simply by dividing by the number of tosses. The difference x = (n + − n − )/N of these normalized counts therefore is a random variable x ∈ [−1, 1].
Alternatively, one can "zoom in" on the distribution function of x and study another random
. If a correlated binary process has a q-Gaussian as a limit distribution of x with −∞ < q ≤ 1, then the limit distribution of y is another q-
turns out to be a duality, i.e.
f (f (q)) = q on [−∞, 5/3]. Since the two q-Gaussians are generated by the same correlated binary process they map onto one another in a natural way.
In conclusion, there arise situations where two q-Gaussians with distinct values of q are generated by a common underlying process. Yet, a general transformation to map any two q-Gaussians with values q and q ′ in [−∞, 3) onto one another was hitherto still missing. The q-Gaussian might also be naturally related to a generalization of the Fourier-transform [10] .
Despite its numerous applications, the mathematical properties of the q-Gaussian distribution functions are not yet fully explored. Recently symmetries were found and described in generalized statistical mechanics [11, 12] . In this spirit here we will explore the groupor more precisely -the groupoid structure of the q-Gaussian distribution family. We will
show that there exists a family of transformations that map one q-Gaussian with a specific value of q ∈ [1, 3) onto another q-Gaussian (with q ′ ∈ [1, 3) and q ′ = q) and prove that this family satisfies the properties of a groupoid. As a particular application of these findings, in combination with the results from [9] , then allows us to extend the transformation groupoid to maps q → q ′ with both q and q ′ in [−∞, 3). As a result we can represent any possible relation between all normalizable q-Gaussians.
This paper is organized as follows. In Section II, we establish a set G of scaling functions γ q ′ q that map q-Gaussians onto q-Gaussians for q ∈ [1, 3). In Section III, we prove that the action of γ q ′ q on q-Gaussians forms a transformation groupoid, (G, •), under a specific composition operation •. Finally, in Section IV, we conclude.
II. THE SET OF SCALING FUNCTIONS
A way to map one normalizable q-Gaussian distribution onto another is to identify their probabilities, i.e. if y and y ′ are q-Gaussian distributed random variables, with q-values q and q ′ respectively, then we ask which values of z and z ′ allow to equate the probabilities
. We achieve this by determining the scaling functions γ(z) such that
where G q (y) and G q ′ (y ′ ) are two q-Gaussian distributions, defined in Eq. (1). To solve this equation it is suitable to consider its differential form,
with γ(0) = 0, and z ∈ [−∞, +∞]. The solutions of this differential equation can be identified with a map γ q ′ q :
. By using the definition of q-Gaussians (with β = 1 for simplicity) and separation of variables, we write
Note that both integrals in Eq. (4) have the same structure and can be expressed in terms of hypergeometric functions
To determine γ(z) we can use the relations [13] 2 F 1 (α, β; γ; z) = (1 − z)
and
It is then easy to show that Eq. (5) may be written as
We assume from now on that 1 ≤ q < 3. The normalization
Using the definition of the regularized incomplete Beta-function,
with a > 0, b > 0, and x ∈ [0, 1], we write Eq. (8) as 
These maps γ q ′ q : G q → G q ′ form the family G of scaling transformations that act on the set of q-Gaussian distributions through Eq. (2). Remarkably, for some particular values of q and q ′ , Eq. (11) can be simplified and expressed in terms of simple functions. In Table I we show some examples of these particular cases. In Fig. 1 some of these maps are plotted.
In Fig. 2 we show the region for q and q ′ that can be mapped to each other through γ q ′ q .
The particular cases listed in Table I are plotted as points.
III. TRANSFORMATION GROUPOID
In this section we prove that the family G = {γ q ′ q } q,q ′ ∈[1, 3) , obtained in the previous section, has special properties that allow us to classify (G, •) as a groupoid under the composition operation
As pointed out in [14] , this algebraic structure, in which every element of the set is invertible (formally, every morphism is an isomorphism), is an extension of the concept of groups, for The range of 1 < q < 3 and 1 < q ′ < 3 define the region in which G q and G q ′ can be mapped to each other by γ q ′ q ∈ G. The points represent the particular cases listed in Table I. more details see [14] [15] [16] . Here, we focus on those conditions constituting a transformation groupoid.
Let us consider the action of the set of maps G on the set of q-Gaussian distributions Q = {G q } q∈[1,3) (elements). There exist two functions s : G → Q and t : G → Q that can be used to assign two unique elements to each map γ ∈ G with γ = γ q ′ q different from the identity map. One element s(γ q ′ q ) = G q is the "source", the other element t(γ q ′ q ) = G q ′ is the "target" of the map γ q ′ q (i.e. the right q-index of γ q ′ q indicates the source, the left the target). This action may be expressed as γ q ′ q : G q → G q ′ . Therefore (G, •) forms a transformation groupoid on the family of q-Gaussians with q ∈ [1, 3), where the binary operation satisfies the properties of (i) composition, (ii) associativity, (iii) the existence of an unique identity element, and (iv) the existence of inverse elements. The idea of the proof is to show that if γ q ′′ q ′ and γ q ′ q are solutions of Eq. (2), then
Proof. Let γ q ′′ q ′ (z) = f (z) and γ q ′ q (y) = g(y). From Eq. (3) we have that f (z) and g(y) are solutions of
Consider f • g(y) = g(f (z)). Inserting y = f (z) in Eq. (14) yields
Multiplying both sides of Eq. (15) with f ′ (z),
right-hand side of Eq. (13) ,
and using f • g(z) = g(f (z)) on the left side of the equation finally yields
and the composition Composition of an element with its existing inverse element yield the identity element.
In Fig. 3a , the composition is depicted graphically. This result will be useful to prove the next three properties.
2. Associativity. The composition rule • is associative, i.e.
Proof. This property is a natural consequence of the previous one. Applying the composition rule first to the terms within the parentheses on both sides of Eq. (18) and then once more to the results of both sides,
shows that the left and right side of Eq. (18) are in fact identical.
In Fig. 3b , associativity is demonstrated graphically.
3. Identity element. There exists an unique identity element, id ∈ G, with id(z) = z.
Moreover for any q ∈ [1, 3) we have that γ= id.
Proof. First note that f • id(z) = id(f (z)) = f (z), and id
and therefore id(z) = z, is indeed the identity element with respect to •. Using the definition of the composition rule one gets
Moreover, by the definition of γ q ′ q , Eq. (2), it directly follows that γ(z) = z for all q and therefore γ≡ id for all q ∈ [1, 3).
In Fig. 3c , the source and target identity elements are depicted graphically.
4. Inverse element. For each map γ q ′ q = id, there exists a unique inverse element
Proof. Using the composition rule immediately shows that γ′ • γ q ′ q = γ, for any q ′ and q in [1, 3). Since we already know that γ= id, this completes the proof.
In Fig. 3d , the inverse element is depicted graphically.
IV. CONCLUSIONS
In this work we have derived the transformation groupoid acting on q-Gaussian distribution functions with q ∈ [1, 3) by studying probability-preserving scaling transformations between q-Gaussians. We explicitly have shown that a groupoid structure allows to map any two q-Gaussian distribution functions with 1 ≤ q < 3 onto each other. It was shown in [9] that q-Gaussian distribution functions with compact support, q ∈ [−∞, 1], can be mapped to q-Gaussians with finite second moments, i.e. q ′ ∈ [1, 5/3]. The particular map was shown to be q → q ′ = 7−5q 5−3q
which preserves probabilities in the same sense as the scaling transformations of the groupoid in this paper. Using this result [9] in combination with the main result of this present paper it becomes immediately clear that the groupoid structure naturally extends to all normalizable q-Gaussian distribution functions (q ∈ [−∞, 3)).
This is trivially seen by composing the groupoid elements derived in this work with the particular map derived in [9] . We therefore present a complete theory of mappings between normalizable q-Gaussians, allowing to relate any two normalizable q-Gaussian distribution functions and therefore to specify any relation between normalizable q-Gaussians that can be encountered.
