For continuous γ, g : [0, 1] → (0, ∞), consider the degenerate stochastic differential equation
UNIQUENESS FOR DIFFUSIONS DEGENERATING AT THE BOUNDARY OF A SMOOTH BOUNDED SET

By Dante DeBlassie
Texas A&M University 1. Introduction. For a long time much has been known about uniqueness for one-dimensional stochastic differential equations (SDEs) with singular coefficients. The diffusion coefficient can be non-Lipschitz and degenerate; the drift can be singular and involve local time. See the survey (in Section 4) of Engelbert and Schmidt (1991) , as well as the references there. In contrast, the higher-dimensional situation is understood less. Recent work in this direction includes the articles of Athreya, Barlow, Bass and Perkins (2002) , Bass and Perkins (2002) and Swart (2001 Swart ( , 2002 . Athreya, Barlow, Bass and Perkins (2002) and Bass and Perkins (2002) study weak uniqueness for
in the positive orthant in R n , where b and σ satisfy suitable nonnegativity and regularity conditions. This problem is interesting because the diffusion matrix is degenerate and non-Lipschitz and the boundary of the state space is not smooth. Swart (2002) addressed both weak uniqueness and pathwise uniqueness for the SDE dX t = 2(1 − |X t | 2 ) dB t − cX t dt (1.1) in the closed unit ball E in R n . As above, the diffusion matrix is degenerate and non-Lipschitz. He proved weak uniqueness holds when c ≥ 0 and n ≥ 1. Standard methods yield pathwise uniqueness in dimension n = 1 for all c ≥ 0 and also in dimensions n ≥ 2, provided c = 0 or c ≥ 2. The case 0 < c < 2 for n ≥ 2 is much trickier. Swart used a clever method to prove pathwise uniqueness for c ≥ 1. Rotational invariance of (1.1) played a large role in the argument. Also, with the explicit form of the coefficients, Swart was able to exploit the resulting explicit form of the local time on the boundary. In this article we study a slightly more general form of (1.1) in the closed unit ball E of R n :
We introduce a new technique yielding a theorem, which specialized to (1.1), improves Swart's result. Remark 1.1. In the context of (1.1), we have γ(1) = √ 2 and g(1) = c. Hence, the condition
Remark 1.2. Since the process 1−|X t | 2 is an autonomous one-dimensional diffusion, a change of space and time can be used to prove existence of a solution to (1.2). The idea is much like that used in the proof of Theorem 1.2.
It is natural to ask if the power 1 2 in (1.2) can be changed to r > 0. When r ≥ 1, the coefficients are Lipschitz and it is well known that pathwise uniqueness holds. When r ∈ ( 1 2 , 1), if the process starts within the open unit ball, then the boundary is unattainable [see the last chapter in Breiman (1968) ] and, again, standard results yield pathwise uniqueness. If the process starts on the boundary, our method can be used to show pathwise uniqueness holds in this case too; more on this at the end of Section 3. Finally, when r ∈ (0, 1 2 ), our method does not seem to work and we do not know if pathwise uniqueness holds. To see that pathwise uniqueness is the issue, in Section 4 we outline the proof of the following theorem. The technique is standard.
Now we explain the idea behind the proof of Theorem 1.1. For solutions X and X to (1.2) with the same Brownian motion, the usual idea for proving pathwise uniqueness is to compute d|X − X| 2 , show the integrands of the resulting terms involving dt are bounded by |X − X| 2 , then appeal to Gronwall's inequality. But due to the non-Lipschitz nature of the diffusion coefficient in (1.2), d|X − X| 2 has a dt term whose integrand I is positive and singular in the sense that
is unbounded. This precludes the use of Gronwall's inequality. Swart's idea is to look at
where Y = 1 − |X| 2 and Y = 1 − | X| 2 . Here d(Y 1/2 − Y 1/2 ) 2 gives rise to a negative singular term which, under the condition c ≥ 1, compensates for the positive singular term in d|X − X| 2 . Our idea is to use
for suitable p ∈ ( γ 2 (1) > √ 2 − 1, this new positive singular term can also be absorbed into the negative singular term. This is a bit surprising because creating more positive singular terms does not seem to be a good idea initially.
To simplify the exposition, we have chosen to concentrate on (1.2) in the closed unit ball. But our technique applies to more general situations, since we do not rely on explicit properties of the local time on the boundary to prove Theorem 1.1. Indeed, we now state a more general version of the theorem.
Let D ⊆ R n (n ≥ 2) be a bounded open set such that for some ϕ ∈ C 3 (R n ),
h is C 2 with Lipschitz second derivatives, all on a neighborhood of ∂D.
An example of such a function is h(x) = d(x, ∂D). Consider the SDE
in the closed set D, where B t is a Brownian motion in R n , σ = (σ ij ) is an n × n matrix and b is an n-dimensional vector, both Lipschitz on D. Assume
is strictly positive definite for x ∈ D:
where ·, · is the usual Euclidean inner product. We also assume there is a neighborhood N of ∂D such that
where g > 0 and Lipschitz on N, β is Lipschitz on N, (1.8)
Then g is uniformly bounded below away from 0. We say f (x) is a Lipschitz function of h if for some constant C > 0,
Equivalently, f =f • h for some Lipschitzf . 
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The method of proof is like that for Theorem 1.1. Please note the condition requiring g|∇h| and a∇h, ∇h to be Lipschitz functions of h is rather restrictive. For instance, the hypotheses do not cover a simple nonrotationally symmetric equation proposed by Swart:
The article is organized as follows. In Section 2 we compute
, 1) and show X spends zero Lebesgue time on the boundary; the latter is needed for the proof of Theorem 1.1. In Section 3 we prove Theorem 1.1 and discuss the proof of Theorem 1.3, as well as the case r > 2. The differential of powers of 1 − |X t | 2 . Let X be any solution to (1.2), where g and γ are continuous. For any
For any process R and δ > 0, define
Notation. In the sequel we will write
Here is our result on powers of 1 − |X| 2 . We suppress the explicit dependence of γ and g on |X|. Notice no boundary local time terms appear-this is why we require p > g(1)/γ 2 (1).
We are going to show the integrated forms of the first three terms on the right-hand side converge to their analogs with k ′ m (Y p ) replaced by I Y >0 and the integrated form of the last term converges to 0. To this end, for any t > 0,
by dominated convergence. Finally,
Looking at the integrated form of (2.2) and using (2.4)-(2.6), we see
Clearly, the second integrand is nonnegative and by (2.1), the first integrand is too. Hence, Fatou's lemma yields
and then, by dominated convergence,
Now we can let m → ∞ in the integrated form of (2.2) and use (2.4)-(2.7) to end up with
is continuous and nondecreasing in t. The conclusion of the lemma will follow once we prove ϕ 
Compare with (2.2) to see we must have
Let m → ∞ and use dominated convergence to get
To finish, choose q > 1 2 such that q < p and
Then the derivation leading to (2.8) holds with p replaced by q and the analogue of (2.8) is valid. By an extension of Itô's formula to C ′ functions [Rogers and Williams (1987) , Theorem IV.45.9 on page 105] applied to f (x) = x p/q , for t ≤ τ , we have
Thus, ϕ
t ≡ 0, as claimed.
The last result of this section is needed in the proof of Theorem 1.1.
Lemma 2.2. Any solution X of (1.2) spends zero Lebesgue time on the boundary:
Proof. With τ from Lemma 2.1, it suffices to show
Applying the extension of Itô's formula to C 1 functions (cited above) to f (x) = x 1/p , for t ≤ τ , using Lemma 2.1,
On the other hand,
Upon comparison with (2.10), we must have
which is equivalent to 2g(1)I |X|=1 dt = 0, since Y = 0 ⇔ |X| = 1. The desired conclusion follows because g(1) > 0.
3. Proof of Theorem 1.1. Let X, X be solutions of (1.2) with the same underlying Brownian motion. Suppose p ∈ (
γ 2 (1) and choose ε = ε(p) as in (2.1). It is no loss to assume ε <
as in the Introduction.
Since the coefficients of (1.2) are locally Lipschitz on the interior of the unit ball E, pathwise uniqueness holds up to the first hit of the boundary. Hence, it suffices by a restart argument to consider starting points on the boundary. By making ε smaller if necessary, it suffices to show for
Below we will use the fact
by Lemma 2.1,
The term (Y p − Y p )I 1 dt is the "good" negative singular term that will compensate for the "bad" positive singular term I 3 dt. Note I 3 is "singular" in the sense that I 3 /W is unbounded. It turns out the term involving I 2 is not singular in this sense. In Swart's article (i.e., p = 1 2 ) the term involving I 3 is not singular in that I 3 /W is bounded in this case.
We also have
Exactly as in Swart, the term I 4 dt is nonsingular and the term I 5 dt is positive and singular. Now we estimate the individual terms. For notational convenience write
Note Z ≥ 0 and it will turn out all the singular terms involve Z. 
where C is independent of ε.
Proof. By (3.3),
Thus, we need only estimate the last term.
Recall we are assuming ε < 1 2 . Then, for t ≤ τ , by (3.2),
and this holds for | X t | too. Thus,
is Lipschitz, hence, for some constant C independent of ε, the last term in (3.7) is bounded by
we just need to show for some C > 0 independent of ε,
To this end, since p − 1 < 0, the worst case occurs if Y ≤ Y . Thus, it is enough to show
It is easy to see sup 0<u<1 1−u 1−u 1−p < ∞, and so taking C to be the supremum does the trick. 
Proof. From (3.3),
Since Y < ε < 1 2 and γ is bounded and Lipschitz, the latter is bounded by
In order to bound the singular term I 3 , we need the following lemma.
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Lemma 3.3. Let x, y > 0, p ∈ ( 1 2 , 1) and set z = (x p − y p )(y p−1 − x p−1 ). Then, for some constant C depending only on p,
Proof. It is no loss to assume y < x. Then
The supremum is finite because p ∈ ( 1 2 , 1). Taking C as this value yields the desired conclusion. 
Proof. To ease eye strain, write
Then from (3.4),
and a, b ∈ (0, 1). Since ab < 1,
Since rγ(r) is Lipschitz in r, for some C > 0 independent of ε,
Hence, the last term on left-hand side of (3.9) is bounded by 4p 2 C|X − X| 2 and the middle term is bounded by Also, since γ is bounded and Lipschitz,
Thus, to finish the proof we just need to show the first term on right-hand side of (3.9) satisfies
But, by Lemma A.1,
and since |U | 2 = γ 2 (|X|)|X| 2 , we get the desired bound.
Lemma 3.5. For Y and Y positive and t ≤ τ ,
Proof. Since g is Lipschitz, the bound is clear from the definition (3.5) of I 4 .
Finally, we bound the last singular term I 5 .
Lemma 3.6. For positive Y and Y and t ≤ τ ,
Proof. By (3.5),
Since γ is Lipschitz and Y ≤ 1, for some C > 0 independent of ε, the second term is bounded by
Hence, we need only show
(since the latter is Cε 2−2p Z) where C is independent of ε. To this end, write x = Y 1/2 and y = Y 1/2 and without loss of generality, assume y < x. Then since x, y < √ ε [by (3.2)], it is enough to show
or, equivalently,
By dividing by x 2 , this is equivalent to
Since p < 1, it is easy to see 
where C > 0 is independent of ε.
Proof. First note the value p = 1 − √ 2 4 ∈ ( 1 2 , 1) minimizes the function
on ( 1 2 , 1) and the minimum value is √ 2 − 1. As shown below, this is what leads to the hypothesis g (1) γ 2 (1) > √ 2 − 1. Note too that this choice of p satisfies
γ(1) 2 (so Lemma 2.1 is applicable). By Lemmas 3.1, 3.4 and 3.6,
To finish, we show the coefficient of Z is negative for ε sufficiently small.
This is where we see the reason for choosing p to minimize −(p − 1) +
which by (3.2) (and that
By our hypotheses
g (1) γ 2 (1) > √ 2 − 1 and continuity of g and γ, and by making ε smaller if necessary, the quantity in square brackets is negative, hence,
Then for the same reason, making ε smaller if necessary, K < 0.
Now we prove Theorem 1.1. With W from (3.1) and p from Lemma 3.7, for Y and Y positive, by (3.4) and (3.5),
Hence, upon integrating and using Lemma 2.2, we can apply Lemmas 3.2, 3.5 and 3.7 to get
Then Gronwall's inequality yields W t∧τ = 0 a.s., which forces X t∧τ = X t∧τ a.s., as desired.
Remark 3.1. We have written the proof of Theorem 1.1 in such a way that it is easy to change to the situation of Theorem 1.3. One uses Y = h(X) in place of 1 − |X| 2 in the argument and computes the differential of powers of h(X) to obtain the analog of Lemma 2.1. Again, our proofs in Section 2 are given with this in mind. The notation is more complex, but the basic ideas are the same. 2 , 1), then, as pointed out in the Introduction, our method can be used to show pathwise uniqueness holds for starting points on the boundary (recall the boundary is unattainable for all other starting points and pathwise uniqueness follows from standard results). In this case there will be no restriction such as g(1)/γ 2 (1) > √ 2 − 1. This is due to the unattainable nature of the boundary previously mentioned. The analog of Lemma 2.1 exemplifies this: one can take any p ∈ (1 − r, 1). Consequently, the proofs of the analogs of Lemmas 3.4 and 3.7 are simpler. The remaining details are similar to those furnished above.
Remark 3.3. There is the question of existence of a solution to the equation (1.4) considered in Theorem 1.3. Basically, it is necessary to verify the positive maximum principle holds for the operator
See Theorem 4.5.4 (page 199) in Ethier and Kurtz (1986) where this is done for the martingale problem. By problem 19 (page 265) from the same chapter and Theorem 5.3.3 (page 293), this can be translated into existence of weak solutions to SDEs. This argument is due to the referee.
4. Proof of Theorem 1.2. We prove the equivalent statement that weak uniqueness holds for the SDE
in E, where γ and g are continuous and strictly positive on [0,1]. Since the diffusion matrix is uniformly positive definite on compact subsets contained in the interior of E, it is well known that weak uniqueness holds up to the first hitting time of the boundary. Thus, it suffices to show weak uniqueness holds for starting points on the boundary, and by rotational invariance, it is no loss to take X 0 = (0, . . . , 0, 1).
First, transform the state space. The mapping
is one-to-one. We want to compute the differentials of
To this end, for y ∈ R n−1 and i, j ∈ {1, . . . , n − 1}, define 
Proof. For y, ξ ∈ R n−1 with |y| ≤ 1 2 ,
Using the formulas
Itô's formula can be used to show that
where (β, M ) ∈ R × R n−1 is an n-dimensional Brownian motion. Hence, it suffices to show weak uniqueness holds for (4.4), with (V 0 , Y 0 ) = (0, 0).
In what follows, we use the last chapter in Breiman (1968) as our basic reference for one-dimensional diffusions. Notice V is an autonomous onedimensional diffusion process with state space [0, 1] . Since the process X never hits 0 when X 0 = 0 (since n ≥ 2), the state space will actually be [0, 1) since we are taking V 0 = 0. Transform the state space using the scale function s(v) given by s(0) = 0 and c > 0 and ℓ 0 t (U ) is the local time of U at 0. To prove that weak uniqueness holds for (4.5) we introduce a certain stopped submartingale problem. Let Ω = C([0, ∞), R n ) be the space of continuous paths in R n and equip it with the cylindrical Borel σ-algebra. Denote by Z t (ω) the coordinate process Z t (ω) = ω(t), ω ∈ Ω, and let F t = σ(Z s : s ≤ t), F = σ(Z s : s ≥ 0). For (u, y) ∈ R n with y = (y 1 , . . . , y n−1 ), set L = 1 2 ∂ 2 ∂u 2 + 1 4
n−1 i,j=1
where A is from (4.3). A probability measure P on (Ω, F) solves the stopped submartingale problem if for the first exit time τ of Z from a small neighborhood of (0, 0) in R + × R n−1 , we have P (Z 0 = 0) = 1, P (Z t∧τ ∈ R + × R n−1 ) = 1 and for all f ∈ C 1,2 ([0, ∞) × R n ) satisfying is a P -submartingale. The matrix of coefficients of second-order terms in L is bounded, continuous and uniformly elliptic in a neighborhood of (0, 0) in R + × R n−1 (using
