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Abstract
This work is dedicated to the derivation of the ’functional’ integral represen-
tation of the disorder parameter 〈µˆ〉, µˆ being the the disorder operator. This
derivation resolves the problem of the choice of the so called modifed action as
well as the problem of the choice of the boundary conditions along the ’time’ di-
rection. The question of the gauge fixing in the functional integral representation
is also discussed.
1 Introduction
The concept of the disorder parameter [1] looks very promising in lattice gauge theo-
ries. In particular, a properly defined disorder parameter 〈µˆ〉 gives a possibility to
check if the dual superconductivity of the ground state and monopole condensation are
responsible for the color confinement [2]–[4]. Last years a number of papers has been
dedicated to the (numerical) study of this hypothesis (see, e.g, papers [5] – [14] and
also papers [15, 16] where the expectation value of the monopole creation operator of
the Fro¨hlich-Marchetti type [17] was shown to be a disorder parameter as well).
Very often (see, e.g., [6]), the disorder parameter 〈µˆ〉 is defined as an average of a
disorder operator µˆ :
〈µˆ〉 ∼ Tr (. . .× µˆ) ;
(for exact definitions see below). On the other hand, in the functional integral repre-
sentation (Wilson’s approach) the disorder parameter is written as
〈µˆ〉 = Z−1
∫
[dU ] µ˜(U) · exp
{
− SW (U)
}
≡ Z−1
∫
[dU ] exp{−S˜(U)
}
, (1.1)
1
where SW (U) is the standard Wilson action and the partition function is given by
Z =
∫
[dU ] · exp{−SW (U)
}
.
Therefore, the first question of interest is the connection between operator µˆ and
corresponding functional µ˜(U) (or S˜(U) ).
Another two questions of interest are the following.
- What kind of boundary conditions along the forth (i.e. imaginary time) direction
should/could one use in the functional integral representation (note that operator
µˆ is defined in the 3d space while functional integral is defined in the 4d space) ?
- Should one fix any gauge in the functional integral ?
The next section contains the brief discussion of the canonical quantization ap-
proach on the lattice and the transfer matrix formalism. The third section is dedicated
to the disorder parameter. The last section is reserved for conclusions.
In what follows the periodic boundary conditions in the spacelike directions are
presumed. The gauge groups is SU(N) , symbol a4 means spacing in the forth direction.
2 Canonical quantization and transfer matrix
Hamiltonian acts in the space H =
{
|Ψ〉
}
where 〈Ψ|Ψ〉 <∞ . The wave function of
the state |Ψ〉 depends on link variables Uls where ls are spacelike links (ls ≡ (~x; ~y) ≡
(~x; ~x+ kˆ) . Therefore, |Ψ〉 can be represented in the form
|Ψ〉 =
∫ ∏
ls
dUls Ψ(U)|U〉 , (2.1)
where |U〉 is the eigenstate of the operators Uˆls = Uˆ~x;~y : Uˆls |U〉 = Uls |U〉 , and
〈U ′|U〉 =
∏
ls
δ(U ′ls;Uls) ;
∫
[dU ] |U〉〈U | = 1. (2.2)
Let Ω = exp{i
∑
a ω
aT a} ∈ SU(N) be some matrix and for every spacelike link l let
us define unitary operators Rl(Ω) : Rl(Ω)|U〉 = |U
′〉 ; Rl(1ˆ) = 1ˆ , where U
′
l = ΩUl
and U ′l1 = Ul for l1 6= l . It is easy to show,
Rl(Ω)UˆlR
†
l (Ω) = Ω
†Uˆl . (2.3)
Operators Rl(Ω) can be represented in the form Rl(Ω) = exp
{
i
∑
a ω
a
l E
a
l
}
, where
hermitian operators Eal have the following commutation relations[
Ea, Eb
]
= ifabcEc ;
[
Ea, Uˆ
]
= −T aUˆ ;
[
Ea, Uˆ †
]
= Uˆ †T a . (2.4)
One can establish a connection between Eal = E
a
~x;~y and E
a
−l = E
a
~x+jˆ;−j
= Ea~y;~x :
2
Ea−l = −
∑
b
Gab(Ul) · E
b
l ; G
ab(Ul) = 2Tr(UlT
aU
†
l T
b) , (2.5)
Evidently,
[
Ea−l, E
b
−l
]
= −ifabcEc−l ;
[
Ea−l, Uˆl
]
= UˆlT
a ;
[
Ea−l, Uˆ
†
l
]
= −T aUˆ †l . (2.6)
The generator Γa(~x) of the gauge transformation in ~x and the operator R(Ω) of the
gauge transformation are given by
Γa(~x) ≡
3∑
k=1
(
Eak(~x) + E
a
−k(~x)
)
; R(Ω) =
∏
~x
ei
∑
a
ωa(~x)Γa(~x) , (2.7)
and
R(Ω)Uˆk(~x)R
†(Ω) = Ω†(~x) Uˆk(~x) Ω(~x+ ~ek) . (2.8)
The vacuum state |0〉 is supposed to be gauge invariant
R(Ω)|0〉 = |0〉 ; Γa(~x)|0〉 = 0 . (2.9)
The second equation means that the electric flux equals to zero if there are no sources
(Gauss law). It is easy to show that operator
P0 =
∫
[dΩ] R(Ω) ≡
∏
~x
∫
dΩ(~x) exp
{
i
∑
a
ω(~x)Γa(~x)
}
. (2.10)
is the projection operator on the gauge invariant states.
Let H be a Hamiltonian (to be defined later). Then the partition function Z is
Z = Tr
(
exp
{
−
1
T
H
})
colorless
; T ≡
1
a4N4
, (2.11)
where T is the temperature and the trace is defined on some colorless space of states.
By definition, the transfer matrix Vˆ is given by Vˆ = exp{−a4H} . Therefore,
Z = Tr
(
Vˆ N4
)
colorless
≡ Tr
(
Vˆ N4P0
)
. (2.12)
Let |Ψk〉 be eigenstates of the transfer matrix Vˆ with eigenvalues λk
Vˆ |Ψk〉 = λk|Ψk〉 ; λk ≡ e
−a4Ek , (2.13)
and Ek are eigenvalues of the Hamiltonian. One can choose
3
E0 < E1 ≤ E2 ≤ . . . . (2.14)
Vacuum |vac〉 is the eigenstate with the lowest E0 : |vac〉 ≡ |Ψ0〉 , and it is supposed
to be nondegenerate. The partition function Z can be represented as
Z = Tr
(
Vˆ N4P0
)
≡
∑
k≥0
〈Ψk|Vˆ
N4P0|Ψk〉 =
∑
k≥0
exp
{
−
1
T
Ek
}
· 〈Ψk|P0|Ψk〉 . (2.15)
Every eigenstate can be expanded as follows
|Ψk〉 =
∫
[dU ] Ψk(U)|U〉 . (2.16)
The set of the eigenstates {|Ψk〉} is supposed to be complete∑
k
Ψ∗k(U
′)Ψk(U) = δ(U ;U
′) . (2.17)
Then
Z =
∑
k≥0
〈Ψk|Vˆ
N4P0|Ψk〉 =
∑
k≥0
∫
[dU ][dU ′] Ψ∗k(U
′)Ψk(U) · 〈U
′|Vˆ N4P0|U〉
=
∫
[dU ] 〈U |Vˆ N4P0|U〉 . (2.18)
Evidently, in the zero temperature limit the main contribution to the partition function
Z comes from the vacuum eigenstate
Z = 〈vac| exp
{
−
1
T
H
}
|vac〉 ; T ≡
1
a4N4
→ 0 . (2.19)
The partition function Z defined above presumes the time periodicity
Uµ(~x; x4 = L4) = Uµ(~x; x4 = 0) . (2.20)
By applying the gauge transformation Ω(~x; x4)
Ω(~x; x4) =

U
†
4(~x;L4 − a4) ; x4 = L4 − a4 ;(
U4(~x;L4 − 2a4)U4(~x;L4 − a4)
)†
; x4 = L4 − 2a4 ;
. . . . . .(
U4(~x; a4)U4(~x; 2a4) . . . U4(~x;L4 − a4)
)†
; x4 = a4 ,
(2.21)
one obtains U4(~x; x4) = 1 at x4 6= 0 . Let us define Λ(~x) ≡ U4(~x; 0) , and
4
UΛk (~x; 0) = Λ
†(~x)Uk(~x; 0)Λ(~x+ eˆk) . (2.22)
Evidently, TrUΛPs(x4) = TrUPs(x4) . Defining functions WE,WM :
WE(0) =
2Na
g2t a4
∑
k;~x
[
1−
1
N
ReTr
(
UΛk (~x; 0)U
†
k(~x; a4)
)]
; x4 = 0 ;
WE(x4) =
2Na
g2t a4
∑
k;~x
[
1−
1
N
ReTr
(
Uk(~x; x4)U
†
k(~x; x4 + a4)
)]
; x4 ≥ a4 ;
WM(x4) =
2Na4
g2sa
∑
Ps
(
1−
1
N
ReTrUPs(x4)
)
, (2.23)
one obtains
S(U) =
L4−a4∑
x4=0
{
WE(x4) +
1
2
[
WM(x4) +WM(x4 + a4)
]}
. (2.24)
Let us introduce the (pure gauge) transfer matrix VˆG with matrix elements
〈U(x4+a4)|VˆG|U(x4)〉 = C
−1
0 ·exp
{
−WE(x4)−
1
2
[
WM(x4) +WM(x4 + a4)
]}
, (2.25)
where C0 is some constant. Then
Z =
∫
[dΛ]
∫ L4−a4∏
x4=0
[dU(x4)] exp
{
−
∑
x4
[
WE(x4) +WM(x4)
]}
= CN40 · Tr
(
Vˆ N4G P0
)
,
(2.26)
where
[dΛ] =
∏
~x
dΛ(~x) ; [dU(x4)] =
∏
~x
∏
k
dUk(~x; x4) , (2.27)
and P0 is the projection operator on the colorless state defined above.
Let us note that in the finite volume one obtains the standard Wilson action only
in the case of the periodic boundary condition, i.e. when WM(L4) =WM(0) .
3 Disorder parameter 〈µˆ〉
For every spacelike link ls = (~x; k) let us define matrices
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Ωls ≡ exp
{
i~bls
~T
}
∈ SU(N) , (3.1)
where ~bls are any parameters (not necessarily connected with monopoles). Following
the Pisa approach one can define the disorder operator
µˆ(~b) = exp
{
i
∑
ls
~bls
~Els
}
. (3.2)
Then the disorder parameter 〈µˆ〉 is given by
〈µˆ〉 =
1
Z
Z(Ω) ; Z(Ω) = Tr
∏
ls
Rls(Ωls) Vˆ
N4
G P0
 , (3.3)
where operators Rls(Ωls) , VˆG and P0 have been defined in the previous section.
Repeating the procedure of the previous section, one obtains in the temporal gauge
(tg) :
Z(Ω) =
∫
[dU ]tg e
−S(U ;Ω) ; [dU ]tg ≡
∏
~x
dU4(~x, 0)
L4−a∏
x4=0
∏
~xk
dUk(~x; x4) , (3.4)
where
S(U ; Ω) = SW (U) + δSE(U ; Ω) + δSM(U ; Ω) ;
δSE =
2
g2
∑
k;~x
ReTr
[
(1− Ω~x;k) · Uk(~x;L4 − a)U
†
k(~x; 0)
]
;
(3.5)
δSM =
1
g2
∑
i<k
∑
~x
ReTr
[
U~x;iU~x+iˆ;kU
†
~x+kˆ;i
U
†
~x;k − U
′
~x;i · U
′
~x+iˆ;k · U
′,†
~x+kˆ;i
· U ′,†~x;k
]
(x4 = 0) .
and U ′ls = Ω
†
ls
Uls . To get rid of the temporal gauge one can perform successively the
change of variables U → U ′′ :
Uk(~x; x4) = U
†
4(~x; x4)U
′′
k (~x; x4)U4(~x+ kˆ; x4) ; (3.6)
U4(~x; x4 − a) = U
′′
4 (~x; x4 − a)U4(~x; x4) (3.7)
at x4 = a, then at x4 = 2a, . . . , then at x4 = L4 − a . Finally, one arrives at
6
〈µˆ(Ω)〉 =
1
Z
∫
[dU ] e−S˜(U ;Ω) ; S˜(U ; Ω) = SW (U) + δSE(U ; Ω) ; (3.8)
δSE(U ; Ω) =
2
g2
∑
k;~x
ReTr
[
(1− Ω~x;k) · U~x;k(0)U~x+kˆ;4(0)U
†
~x;k(a)U
†
~x;4(0)
]
. (3.9)
Equations (3.8) and (3.9) define the desired – functional – representation of the
order parameter 〈µˆ〉 .
4 Summary
Finally, let us summarize. This paper is dedicated to the discussion of some formal
aspects of the functional integral representation of the disorder parameter in lattice
gauge theories. No special choice of the fields ~bls has been used.
The main results are the following.
1) The functional integral representation of the disorder parameter 〈µˆ〉 has been
derived in the canonical quantization approach. This derivation resolves the
problem – discussed in paper [5] – of the (unambiguous) choice of the modifed
action S˜(U ; Ω) on the lattice.
The representation obtained for the disorder parameter 〈µˆ〉 is given in eq.’s (3.8)
and (3.9) and coincides with that used, say, in paper [10].
2) As a byproduct, this derivation establishes the boundary conditions along the
imaginary time direction : they have to be periodic.
The choice of, say, C∗–periodic boundary conditions (see, e.g., [10]) is not com-
patible with the canonical quantization approach.
3) Also, this derivation resolves the problem of the choice of the gauge in the func-
tional integral representation for 〈µˆ〉 : no gauge fixing is needed.
This is in agreement with the numerical results of the paper [10] where the so
called RAP (i.e. no gauge fixing) has been also used.
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