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School of Mathematic Sciences, Fudan University, Shanghai, 200433, P.R.China
Abstract
This article is devoted to the study of the so-called incompressible limit for
solutions of the compressible liquid crystals system. We consider the problem in the
whole space RN and a bounded domain of RN with Dirichlet boundary conditions.
Here the number of dimension N = 2 or 3.
Key words: compressible liquid crystals, incompressible liquid crystals, Mach number.
1 Introduction
As been well known, Mach number is associated with the compressibility of fluids.
So one can derive formally incompressible fluid equations from the compressible ones.
This process is called the incompressible limit to solutions of the compressible fluids.
For Navier-Stokes equations, there are a lot of results to the problem, see [1–3]. Here
our work shows that the same results also hold to liquid crystals system. In this article,
we want to pose a view of the incompressible limit, and give its proofs. We plan to
prove this question in the whole space and in a bounded domain with Dirichlet boundary
conditions. Both of them are considered in RN, N = 2, 3.
We recall that A.Majda [4] introduced the problem in the case of Euler equations.
He did it using the non-dimensionlized method to the compressible fluid equations, and
talked about the asymptotic properties of solutions to Euler equations. Considering our
model is the complex fluid system, the nondimensionlized method needs us to consider
Mach number’s inner physical meaning. We plan to avoid this. In physics, Mach number
is defined by M = um√
dp
dρ
(ρm)
, where p(ρ) = aργ is the pressure, ρm and um are L
∞ norm
of initial density and velocity respectively. In the macroscopic view, as M → 0, we can
viewed the process in a large time scales, the fluid should behave like an incompressible
one, the density is almost a constant, and the velocity is small, see [1–3].
In the article [10,11] , they have studied the existence of global weak solutions to the
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following compressible liquid crystals system.
ρ˜t + div(ρ˜u˜) = 0, (1.1)
(ρ˜u˜)t + div(ρ˜u˜⊗ u˜)− µ˜∆u˜− ξ˜∇divu˜+∇p˜
= α˜∇[(F (d˜) + 1
2
|∇d˜|2)I −∇d˜⊙∇d˜+ 1
2λ˜
(d˜⊗ ‹N − ‹N ⊗ d˜)], (1.2)
d˜t + (u˜ · ∇)d˜− Ω˜d˜ = λ˜(∆d˜− f(d˜)). (1.3)
where ρ˜ ≥ 0, u˜ ∈ RN and d˜ ∈ RN are the fluid density, velocity and molecular direction
respectively, I denotes a unite matrix, p˜ = aρ˜γ the pressure, and ‹N = d˜t+(u˜·∇)d˜−Ω˜d˜ the
director movement in satellited coordinates. ∇d˜⊙∇d˜ is a matrix whose (i, j)-th entry is
given by ∇id˜·∇j d˜. Also we denote (d˜⊗ ‹N)ij = d˜i‹Nj , F (d˜) = 12ζ2 (|d˜|2−1)2, f(d˜) = F ′(d˜).
Here we don’t mention the properties of solutions to the above equations, the reader can
refer to [10,11]. Summing up what we mentioned above, we scale the variable of equations
(1.1) - (1.3) in the following way:
x˜ = x, t˜ = ǫt, ρ˜ = ρ(x, ǫt), u˜ = ǫu(x, ǫt), d˜ = d(x, ǫt),
and the coefficients are scaled as
µ˜ = ǫµǫ, ξ˜ = ǫξǫ, λ˜ = ǫλǫ, α˜ = ǫ
2αǫ.
Following above assumption, system (1.1) - (1.3) become
ρt + div(ρu) = 0,
(ρu)t + div(ρu⊗ u)− µǫ∆u − ξǫ∇divu+ 1
ǫ2
∇p
= αǫ∇[(F (d) + 1
2
|∇d|2)I −∇d⊙∇d+ 1
2λǫ
(d⊗N −N ⊗ d)],
dt + (u · ∇)d− Ωd = λǫ(∆d− f(d)).
We also need the following assumptions,
µǫ → µ > 0, µǫ + ξǫ → µ+ ξ > 0, αǫ → α > 0, λǫ → λ > 0.
Without loss of generality, we assume that µǫ, ξǫ, αǫ, λǫ are independent of ǫ. Letting
µǫ, ξǫ, αǫ, λǫ replace by µ, ξ, α, λ, we consider the following equations:
ρt + div(ρu) = 0, (1.4)
(ρu)t + div(ρu⊗ u)− µ∆u− ξ∇divu + 1
ǫ2
∇p
= α∇[(F (d) + 1
2
|∇d|2)I −∇d⊙∇d+ 1
2λ
(d⊗N −N ⊗ d)], (1.5)
dt + (u · ∇)d− Ωd = λ(∆d− f(d)). (1.6)
In the whole space case:
We set the initial conditions as follows:
ρǫ|t=0 = ρ0ǫ , ρǫuǫ|t=0 = m0ǫ , dǫ|t=0 = d0ǫ , (1.7)
ρ0ǫ ≥ 0, m0ǫ = 0 a.e ρ0ǫ = 0, |d0ǫ | = 1, (1.8)
2
and ∫
RN
1
2
ρ0ǫ |u0ǫ |2 +
α
2
|∇d0ǫ |2 + αF (d0ǫ ) +
1
ǫ2(γ − 1)[(ρ
0
ǫ )
γ − γ(ρ0ǫ − 1)− 1 ≤ C, (1.9)
where C is independent of ǫ. We assume that√
ρ0ǫu
0
ǫ → u0 in L2(RN), (1.10)
d0ǫ → d0 in L∞((0, T )×RN) ∩ H˙1(RN) ∩ H˙2(RN). (1.11)
In addition, we also assume that the reference density is equal to 1, which means the
expect density or the integral mean. As ǫ→ 0, we expect that ρǫ → 1 in some space and
the system becomes
divu = 0, (1.12)
ut + div(u⊗ u)− µ∆u+∇π
= α∇[−∇d⊙∇d+ 1
2λ
(d⊗N −N ⊗ d)], (1.13)
dt + (u · ∇)d− Ωd = λ(∆d− f(d)). (1.14)
where π is the limit of the
ργǫ−1
ǫ2
+ F (dǫ) +
1
2 |∇dǫ|2 in some sense. We define Banach
space H as follows
H(RN) = {d | d ∈ L∞(RN), d ∈ H˙1(RN)}.
The following Orlicz spaces Lp2(R
N)(see [5], pp.288) are needed.
L
p
2(R
N) =
¶
f ∈ L1local(RN), f ||f |≤ 1
2
∈ L2(RN), f ||f |≥ 1
2
∈ Lp(RN)
©
.
Theorem 1. Let γ > 32 , ρǫ, uǫ, dǫ be a sequence of global weak solutions to (1.4)–(1.6)
in the whole space with initial conditions (1.7)–(1.9). And in addition, we assume (1.10),
(1.11). Then, as ǫ→ 0 we have,
ρǫ → 1 in L∞(0, T ;Lγ(RN)), if γ ≥ 2,
ρǫ → 1 in L∞(0, T ;Lγ2(RN)), if γ < 2,
uǫ → u in L2((0, T )×RN), uǫ ⇀ u in L2(0, T ;H1(RN)),
dǫ ⇀
∗ d in L∞(0, T ;H(RN)), dǫ → d in L2(0, T ;W 1,s(Br)),
dǫ → d in C0([0, T ];Ls(Br)),
where Br is a bounded ball with radius r centering the origin and
s ∈ [2,∞) if N = 2, s < 2N
N− 2 if N = 3.
Here u, d, and some π satisfy (1.12)–(1.14) in distributions of the whole space with
initial conditions u|t=0 = Pu0, d|t=0 = d0.
In the case of bounded domain:
Let D denote a bounded domain of RN with (C2+a, a > 0) boundary conditions. Beside
the conditions in the whole space case, we give the boundary conditions:
uǫ = 0, dǫ = d
0
ǫ , on D × (0, T ). (1.15)
Also we need the following definition.
3
Definition 1.1. Let D ∈ RN be a bounded, connected open set with C2 boundary. We
call D is satisfying H if the following overdetermined problem only has trivial solution,ß −∆φ = λφ, in D, λ ≥ 0,
∂φ
∂n
|∂D = 0, φ|∂D = const.
H-condition is defined by B. Desjardins, E. Grenier, P.-L. Lions. and N. Masmoudi
in [2]. In R2 H-condition is generic. But in R3, by Schiffer’s conjecture, we know that
every bounded domain D satisfies H except the ball [7].
Theorem 2. In the Dirichlet boundary case, we have
ρǫ → 1 in L∞(0, T ;Lγ(D)), uǫ ⇀ u in L2(0, T ;H10 (D)),
dǫ ⇀ d in L
2(0, T ;H2(D)), dǫ → d in L2(0, T ;W 1,s(D)),
dǫ → d in C0([0, T ];Ls(D)),
and uǫ → u in L2((0, T ) × D) if D satisfies H-condition. u, d, and some π satisfy
(1.12) - (1.14) in D′(D) with initial conditions u|t=0 = Pu0, d|t=0 = d0.
The remaining part of this article is organized as follows. We give some estimates
satisfying the two cases in section 2; in section 3, we give the convergence of part of
uǫ for the two cases; section 4 and section 5 will contribute to prove Theorem 1 and
Theorem 2 respectively.
2 Some estimates from the energy inequality
The whole space case:
Let us denote Eǫ(t), E
0
ǫ as
Eǫ(t) =
∫
RN
1
2
ρǫ|uǫ|2 + α
2
|∇dǫ|2 + αF (dǫ) + 1
ǫ2(γ − 1) [(ρǫ)
γ − γ(ρǫ − 1)− 1],
E0ǫ =
∫
RN
1
2
ρ0ǫ |u0ǫ |2 +
α
2
|∇d0ǫ |2 + αF (d0ǫ ) +
1
ǫ2(γ − 1) [(ρ
0
ǫ)
γ − γ(ρ0ǫ − 1)− 1].
We can write the energy equation of system (1.4)–(1.6) as follows
Eǫ(t) +
∫ T
0
∫
RN
µ|∇uǫ|2 + ξ|divuǫ|2 + α
λ
|Nǫ|2 ≤ E0ǫ ≤ C. (2.1)
From (2.1) we obtain
‖√ρǫuǫ‖L2((0,T )×RN) ≤ C, ‖∇uǫ‖L2((0,T )×RN) ≤ C, (2.2)
sup
t
∫
RN
1
ǫ2(γ − 1) [(ρǫ)
γ − γ(ρǫ − 1)− 1] ≤ C, (2.3)
‖∇dǫ‖L∞((0,T );L2(RN)) ≤ C, ‖Nǫ‖L2((0,T )×RN) ≤ C. (2.4)
Also we have
xγ − γ(x− 1)− 1 ≥ νδ|x− 1|γ , |x− 1| ≥ δ, x ≥ 0, some νδ > 0. (2.5)
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So by virtue of (2.3) and (2.5), we obtain
sup
t
∫
Br
|ρǫ − 1|γ ≤ sup
t
∫
Br
|ρǫ − 1|γ|ρǫ−1|≥δ + |ρǫ − 1|
γ
|ρǫ−1|≤δ
≤ sup
t
∫
Br
ǫ2
νδ
(ρǫ)
γ − γ(ρǫ − 1)− 1
ǫ2
dx+ |Br|δ
≤ ǫ
2
νδ
C + |Br|δ. (2.6)
Let ǫ → 0, and then δ → 0, yield ρǫ → 1 in L∞(0, T ;Lγ(Br)). We denote ϕǫ = ρǫ−ρǫǫ .
For all x > 0, we have

xγ − 1− γ(x− 1) ≥ ν|x− 1|γ , γ ≥ 2,
xγ − 1− γ(x− 1) ≥ ν|x− 1|2, γ < 2, |x− 1| ≤ 12 ,
xγ − 1− γ(x− 1) ≥ ν|x− 1|γ , γ < 2, |x− 1| ≥ 12 .
(2.7)
Using (2.3) and (2.7), we have

‖ϕǫ‖L∞(0,T ;Lγ(RN)) ≤ C, γ ≥ 2,
‖ϕǫ||ρǫ−1|≤ 12 ‖L∞(0,T ;L2(RN)) ≤ C, γ < 2,
‖ϕǫ||ρǫ−1|≥ 12 ‖L∞(0,T ;Lγ(RN)) ≤ Cǫ
2
γ
−1, γ < 2.
(2.8)
Then, we obtain
ϕǫ ∈ L∞(0, T ;Lγ(RN)), γ ≥ 2, (2.9)
ϕǫ ∈ L∞(0, T ;Lγ2(RN)), γ < 2, (2.10)
The above results also right to ϕǫ|t=0. Next, we consider uǫ. Let split uǫ as follows:
uǫ = u
1
ǫ + u
2
ǫ ,
u1ǫ = uǫ||ρǫ−1|≤ 12 , u
2
ǫ = uǫ||ρǫ−1|≥ 12 .
We have
sup
t
∫
RN
|u1ǫ |2dx ≤ 2 sup
t
∫
RN
ρǫ|uǫ|2dx ≤ C∫
RN
|u2ǫ |2dx ≤ 2
∫
RN
ǫ|ϕǫ||u2ǫ |2dx
≤ ǫ‖ϕǫ‖Lγ
2
(RN)‖u2ǫ‖θL2(RN)‖∇uǫ‖1−θL2(RN),
where θ = 0 if N = 2 and θ = 12 − 34γ if N = 3. We have deduced that
‖u1ǫ‖L∞(0,T ;L2(RN)) ≤ C, (2.11)
‖u2ǫ‖L2((0,T )×RN) ≤ ǫ
1
2−θC. (2.12)
So we have ‖uǫ‖L2(0,T ;H1
0
(RN)) ≤ C. Let’s turn to dǫ. Equation (1.6) multiplied with d
yields
|d|2t − (u · ∇)|d2| − γǫ∆|d|2 +
γǫ
ζ2
(|d|2 − 1)|d|2 ≥ 0.
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That is
(|d|2 − 1)t − (u · ∇)(|d|2 − 1)− γǫ∆(|d|2 − 1) + γǫ
ζ2
(|d|2 − 1)|d|2 ≥ 0.
Noting that uǫ ∈ L2(0, T ;H10 (RN)) and using maximum principle, we have
|dǫ| ≤ |d0ǫ | = 1. (2.13)
Then, we obtain dǫ ∈ L∞(0, T ;H(RN)). Using ∆dǫ − f(dǫ) = 1λNǫ, ‖f(dǫ)‖L2((0,T )×RN)
and (2.13), we have
‖∇2dǫ‖L2((0,T )×RN) ≤ C(‖∆dǫ‖L2((0,T )×RN) + ‖dǫ‖L2((0,T )×RN) + ‖∇2dǫ,0‖L2((0,T )×RN))
≤ C.
Noticing Nǫ = dt + (uǫ · ∇)dǫ − Ωǫdǫ is bounded in L2((0, T )×RN), we have
‖dǫt‖
L2(0,T ;L
3
2 (Br))
≤ C(r).
Thus, we have obtained
ρǫ → 1 in L∞(0, T ;Lγ(RN)), if γ ≥ 2,
ρǫ → 1 in L∞(0, T ;Lγ2(RN)), if γ < 2,
uǫ ⇀ u in L
2(0, T ;H1(RN)),
dǫ ⇀ d in L
∞(0, T ;H(RN)),
dǫ → d in L2(0, T ;W 1,t(Br)),
dǫ → d in C0([0, T ];Lt(Br)),
where t ∈ [2,∞) if N = 2 and t < 2N
N−2 if N = 3. So we can easily get the convergence of
terms in equations (1.4) - (1.6) (see [9–11]), except ρǫuǫ ⊗ uǫ. Here, π is the limit of the
ργǫ−1
ǫ2
+ F (dǫ) +
1
2 |∇dǫ|2 in some sense.
The bounded domain case:
The results we obtained in the whole space case also hold in the bounded domain with
both RN and Br replaced by D.
At the end of this section, we set
Q = ∇∆−1div, and P = I −Q,
where ∆−1 defined by fourier transform in the whole space RN and by the followings in
a bounded domain D with Neummann boundary conditions:
f = ∆−1g, if ∆f = g,
∂f
∂n
∣∣∣∣
∂D
= 0,
∫
D
f = 0.
So we can split uǫ = Puǫ +Quǫ and consider their convergence, respectively.
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3 The convergence of Puǫ
Using operator P and Q, we can split equations (1.5) as
P (ρǫuǫ)t + divP (ρǫuǫ ⊗ uǫ)− µ∆Puǫ = αP∇[−∇dǫ ⊙∇dǫ + 1
2λ
(dǫ ⊗Nǫ −Nǫ ⊗ dǫ)],
(3.1)
(Q(ρǫuǫ))t + divQ(ρǫuǫ ⊗ uǫ)− ξ∇divuǫ − µ∆Quǫ
+
a
ǫ2
∇((ρǫ)γ − γ(ρǫ − 1)− 1) + aγ
ǫ2
∇(ρǫ − ρǫ)
= αQ∇[(F (dǫ) + 1
2
|∇dǫ|2)I − (∇dǫ ⊙∇dǫ) + 1
2λ
(dǫ ⊗Nǫ −Nǫ ⊗ dǫ)]. (3.2)
Equation (1.4) can be rewritten
ǫ(ϕǫ)t + div(Q(ρǫuǫ)) = 0. (3.3)
Here we need the following lemma, the proof can be find in [5](Lemma 5.1).
Lemma 1. Let gk, hk converge weakly to g, h respectively in Lp1(0, T ;Lp2(D)), Lq1(0, T ;Lq2(D)),
where 1 ≤ p1, p2 ≤ +∞,
1
p1
+
1
q1
=
1
p2
+
1
q2
= 1,
and in addition,
‖∂g
k
∂t
‖L1(0,T ;W−m,1(D)) ≤ C, for some m ≥ 0,
‖hk − hk(t, ·+ η)‖Lq1 (0,T ;Lq2(D)) → 0, |η| → 0, uniformly for k. (3.4)
Then, gkhk converges to gh in the sense of distributions on (0, T )×D. Here D is bounded
or unbounded.
The whole space case:
We consider P (ρǫuǫ), Puǫ. From (3.1) we obtain
∂tP (ρǫuǫ) is bounded in L
2(0, T ;H−1(Br)) + L∞(0, T ;W−1,1(Br)).
So we obtain
∂tP (ρǫuǫ) is bounded in L
2(0, T ;H−s(Br)), s > 1 +
N
2
.
It is easy to obtain that
P (ρǫuǫ) is bounded in L
2(0, T ;Ls(Br)),
Puǫ is bounded in L
2(0, T ;Lt(RN)),
where s > γ, t > 2 if N = 2 and s = 6γ
γ+6 , t = 6 if N = 3. Using
γ+6
6γ +
1
6 < 1 and Lemma
1, we obtain P (ρǫuǫ) · Puǫ convergence to |u|2 in D′(Br). Specially, we have∫ T
0
∫
Br
P (ρǫuǫ) · Puǫ =
∫ T
0
∫
Br
|u|2.
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Noticing ρǫ → 1 in L∞(0, T ;Lγ(D)), we obtain∫ T
0
∫
Br
|Puǫ|2 =
∫ T
0
∫
Br
P (ρǫuǫ) · Puǫ =
∫ T
0
∫
Br
|u|2, ǫ→ 0,
and ∫ T
0
∫
Br
|Puǫ − u|2 =
∫ T
0
∫
Br
|Puǫ|2 + |u|2 − 2Puǫ · u→ 0, as ǫ→ 0.
That is
Puǫ → u ∈ L2((0, T )×Br). (3.5)
The bounded domain case:
Using the same method, we can easily obtain
Puǫ → u ∈ L2((0, T )×D). (3.6)
4 The proof of Theorem 1
In this section, we show that Quǫ → 0 in L2(0, T ;Lp(RN)), for some p ≥ 2. Let
Gǫ =−Q(div(ρǫuǫ ⊗ uǫ)) + µ∆Quǫ + ξ∇divuǫ − a
ǫ2
∇((ρǫ)γ − γ(ρǫ − 1)− 1)
+ αQ∇[(F (dǫ) + 1
2
|∇dǫ|2)I − (∇dǫ ⊙∇dǫ) + 1
2λ
(dǫ ⊗Nǫ −Nǫ ⊗ dǫ)].
Let mǫ = ρǫuǫ, B = aγ and φ
ǫ =
(
ϕǫ
Q(ρǫuǫ)
)
. We define operator A as
Aφ =
Ç
divm
B∇ϕ
å
, φ =
Ç
ϕ
m
å
, ϕ ∈ R, m ∈ RN. (4.1)
Equations (3.2) and (3.3) read as follows:
φǫt +
A
ǫ
φǫ =
Ç
0
Gǫ
å
, (4.2)
with φǫ|t=0 = φǫ0 =
(ϕ0ǫ
m0ǫ
)
. From the initial conditions, we have ϕ0ǫ ∈ Lγ2 (RN) and
m0ǫ ∈ L
2γ
γ+1 . Sobolev’s embedding theorem yields φǫ0 ∈ H−1(RN). By virtue of (2.9)–
(2.12), we have
‖ϕǫuǫ‖
L2(0,T ;L
N
N−1 (RN)+L
2Nγ
Nγ−2γ+2N (RN))
≤ C.
Thus, we have deduced ϕǫuǫ ∈ L2((0, T );H−1(RN)). Next, we give the following lemma:
Lemma 2. Let g, h ∈ C∞0 (RN), χ ∈ C∞0 (RN), suppχ ∈ B1,
∫
RN
χdx = 1, and χδ(x) =
δ−Nχ(x
δ
). Then, we have
‖g − g ∗ χδ‖Lp(RN) ≤ Cpδ1−β ‖∇g‖L2(RN) , β = N
Å
1
2
− 1
p
ã
,
‖h ∗ χδ‖Lt1 (RN) ≤ Cδl ‖h‖W−m,t2 (RN) , l = −m− N
Å
1 +
1
t1
− 1
t2
ã
. (4.3)
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Proof. By embedding theorem, we have
‖g − g ∗ χδ‖
L
2N
N−2 (RN)
≤ C ‖∇g‖L2(RN) .
And it is easy to deduce that∥∥∥∥
∫
RN
(g(x)− g(x− y))χδ(y)dy
∥∥∥∥
L2(RN)
=
∥∥∥∥
∫
RN
g(x)− g(x− δz)
δz
δzχ(z)dz
∥∥∥∥
L2(RN)
≤ Cδ ‖∇g‖L2(RN) .
Using the interpolation theorem, we obtain
‖g − g ∗ χδ‖Ls(RN) ≤ Cδ1−β ‖∇g‖L2(RN) .
where 2 ≤ s <∞ if N = 2 and 2 ≤ s ≤ 6 if N = 3. By virtue of the following equation
‖h ∗ χδ‖Lt1(RN) =
∥∥F−1Fh ∗ χδ∥∥Lt1 (RN) =
∥∥∥F−1hˆχˆδ∥∥∥
Lt1 (RN)
,
we have
‖h ∗ χδ‖Lt1 (RN) ≤
∥∥∥(−∆)−m2 h∥∥∥
Lt2 (RN)
∥∥∥(−∆)m2 χδ∥∥∥
Lt3 (RN)
,
where 1 + 1
t1
= 1
t2
+ 1
t3
.
Using potential theory, we obtain∥∥∥(−∆)m2 χδ∥∥∥
Lt3(RN)
≤ Cδ−m−N(1− 1t3 ),∥∥∥(−∆)−m2 h∥∥∥
Lt2(RN)
∼ ‖h‖W˙−m,t2 (RN) ,
which end the proof.
Let us define L(t), t ∈ R by etA, where A is defined in (4.1). Then L(t)φ0 solve
φt +Aφ = 0, φ|t=0 = φ0.
By Strichartz’s estimate, we have
‖L(t)φ0‖Lp(R;H˙s−σq (RN) ≤ ‖φ0‖H˙s(RN) , (4.4)
where s ∈ R, 2 ≤ q < ∞, 2 ≤ p < ∞ and 2σ
N+1 =
2
(N−1)p =
1
2 − 1q . The following
estimates come from [3](lemma 3.2).∥∥∥∥L( tǫ )φ0
∥∥∥∥
Lp(R;W s−σ,q(RN))
≤ ǫ 1p ‖φ0‖Hs(RN) , (4.5)∥∥∥∥∥
∫ t
0
L( t− s
ǫ
)φ(s)ds
∥∥∥∥∥
Lp((0,T );W s−σ,q(RN))
≤ C(1 + T )ǫ 1p ‖φ‖Lp(0,T ;Hs(RN)) . (4.6)
Using semi-group theory, one can solve (4.2) by L(t),
φǫ(t) = L( t
ǫ
)φǫ0 +
∫ t
0
L( t− s
ǫ
)Gǫ(s)ds. (4.7)
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Naturally, One can obtain
|Quǫ| ≤ |Quǫ −Quǫ ∗ χδ|+ ǫ |Qϕǫuǫ ∗ χδ|+ |Qmǫ ∗ χδ| . (4.8)
By virtue of Lemma (2), we have
‖Quǫ −Quǫ ∗ χδ‖L2(0,T ;Lp(RN)) ≤ Cδ1−N(
1
2
− 1
p
) ‖∇uǫ‖L2((0,T )×RN) , (4.9)
ǫ ‖Qϕǫuǫ ∗ χδ‖L2(0,T ;Lp(RN)) ≤ ǫδ−1−N(
1
2
− 1
p
) ‖ϕǫuǫ‖L2(0,T ;H−1(RN)) . (4.10)
So it only need to estimate |Qmǫ ∗ χδ|. Noticing
Gǫ ∈ L∞(0, T ;W−1,1(RN)) + L2(0, T ;H−1(RN)) + L2((0, T )×RN),
we have Gǫ ∈ L2(0, T ;H−s(RN)), s > 3. It is enough for us to obtain
ǫ ‖Qmǫ ∗ χδ‖L2(0,T ;Lp(RN))
≤ Cδ−1−σ
∥∥∥∥L( tǫ )φǫ0
∥∥∥∥
Lq(0,T ;W−1−σ,p(RN))
+ Cδ−s−σ
∥∥∥∥∥
∫ T
0
L( t− s
ǫ
)QGǫ(s)ds
∥∥∥∥∥
Lq(0,T ;W−s−σ,p(RN))
≤ Cδ−1−σǫ 1q ‖φǫ0‖H−1(RN) + Cδ−s−σǫ
1
q ‖Gǫ‖L2(0,T ;H−s(RN))
≤ Cδ−s−σǫ 1q . (4.11)
Choosing ǫ = δq(
3
2
+s)−1 and substituting (4.9)-(4.11) into (4.8), we have proved
Quǫ → 0 in L2(0, T ;Lp(RN)), ǫ→ 0, p ≥ 2,
and then
Puǫ ⇀ u in L
2((0, T )×RN). (4.12)
(3.5) and (4.12) yield
Puǫ → u in L2((0, T )×RN). (4.13)
5 The proof of Theorem 2
In this section, D denotes to a bounded domain of RN. Let λ2k,0(λk,0 > 0), ϕk,0 be
the eigenvalues and eigenvectors of the the Laplace operator −∆ with homogenenous
Neumann boundary conditions:
−∆ϕk,0 = λ2k,0ϕk,0,
∂ϕk,0
∂n
∣∣∣∣
∂D
= 0. (5.1)
Here if λk1,0 = λk2,0, we can choose {ϕk,0} satisfying the followings∫
∂D
∇ϕk1,0∇ϕk2,0dx = 0. (5.2)
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The operator A is defined by (4.1). We denote ±iλk,0, ϕ±k,0 to be the eigenvalues and
eigenvectors of A respectively.
φ±k,0 =
Ç
ϕk,0
m±k,0
å
=
Ç
ϕk,0
±∇ϕk,0
iλk,0
å
. (5.3)
Let’s define an operator Aǫ as follows:
Aǫ
Ç
ϕ
m
å
=
Ç
divm
∇ϕ
å
+ ǫ
Ç
0
µ∆m+ ξ∇divm
å
. (5.4)
Using the operator Aǫ, (3.2) and (3.3) can be rewritten asÇ
ϕǫ
Qmǫ
å
t
− A
∗
ǫ
ǫ
Ç
ϕǫ
Qmǫ
å
=
Ç
0
QMǫ
å
. (5.5)
Here A∗ǫ is the adjoint of Aǫ and
Mǫ =−Q(div(ρǫuǫ ⊗ uǫ)) + ǫ(µ+ ξ)∇div(ϕǫuǫ)− a
ǫ2
∇((ρǫ)γ − γ(ρǫ − 1)− 1)
+ αQ∇[(F (dǫ) + 1
2
|∇dǫ|2)− (∇dǫ ⊙∇dǫ) + 1
2λ
(dǫ ⊗Nǫ −Nǫ ⊗ dǫ)].
The following lemma is another version corresponding to [2].
Lemma 3. There exists approximate eigenvalues iλ±k,ǫ,n and eigenvectors φ
±
k,ǫ,n =
(ϕ±
k,ǫ,n
m±
k,ǫ,n
)
of Aǫ, such that
Aǫφ
±
k,ǫ,n = iλ
±
k,ǫ,nφ
±
k,ǫ,n +R
±
k,ǫ,n. (5.6)
iλ±k,ǫ,n = ±iλk,0 + iλ±k,1
√
ǫ+O(ǫ), Re(iλ±k,1) ≤ 0 (5.7)
For any p ≥ 1, we have∥∥∥R±k,ǫ,n∥∥∥
Lp(D)
≤ CP (
√
ǫ)n+
1
p and
∥∥∥φ±k,ǫ,n − φ±k,0∥∥∥
Lp(D)
≤ CP (
√
ǫ)
1
p . (5.8)
Proof. First (5.8) can be deduced directly from (5.6) and (5.7). So it only needs to prove
(5.6) and (5.7). We build φ±k,ǫ,n in terms of φ
±
k,0. We make for φ
±
k,ǫ,n, λ
±
k,ǫ,n in the
following form:
φ±k,ǫ,n =
n∑
i=0
(
√
ǫ
i
φ
±,int
k,i (x) +
√
ǫ
i
φ
±,b
k,i (x,
d(x)√
ǫ
)), (5.9)
λ±k,ǫ,n =
n∑
i=0
√
ǫ
i
λ±k,i, (5.10)
satisfying
φ
±,int
k,i =
Ç
ϕ
±,int
k,i
m
±,int
k,i
å
, φ
±,b
k,i =
Ç
ϕ
±,b
k,i
m
±,b
k,i
å
,
m
±,int
k,i +m
±,b
k,i = 0 on ∂D.
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where φ±,bk,i repidly decreases to 0 in ζ variable which defined by ζ =
L(x)√
ǫ
. Here L(x) is
a regularized distance function to the boundary D, which satisfies
L(x) > 0 in D, L(x)|∂D = 0, ∇L(x)|∂D = n.
Setting φ±,intk,0 = φ
±
k,0, λ
±
k,0 = λk,0 and using (5.4), (5.9) and (5.10), we have
Aǫφ
±
k,ǫ,n = Aφ
±
k,0 + ǫ
Ç
0
µ∆xm
±
k,0 + ξ∇xdivxm±k,0
å
+
Ç
divxm
±,b
k,0 + ∂ζm
±,b
k,0 · ∇xL(x)√ǫ
∇xϕ±,bk,0 + ∂ζϕ±,bk,0 ∇xL(x)√ǫ
å
+ ǫµ
Ç
0
∆xm
±,b
k,0 +
2√
ǫ
∂ζ(∇xm±,bk,0 )∇xL(x) + 1ǫ∂2ζm±,bk,0 |∇xL(x)|2 + 1√ǫ∂ζm
±,b
k,0∆xL(x)
å
+ ǫξ
Ç
0
∇xdivxm±,bk,0 + ∂ζ(divm±,bk,0 )∇xL(x)√ǫ + ∂ζ(∇m
±,b
k,0 )
T ∇L(x)√
ǫ
å
+ ǫξ
Ç
0
(∂2ζm
±,b
k,0 · ∇L(x))∇L(x)ǫ + ∂ζm±,bk,0 ∇(∇L(x))√ǫ
å
+A
n∑
i=0
Å√
ǫ
i
φ
±,int
k,i (x) +
√
ǫ
i
φ
±,b
k,i (x,
d(x)√
ǫ
)
ã
+ ǫξ
Ç
0
∇div∑ni=1 Ä√ǫim±,intk,0 +√ǫim±,bk,0 ä
å
+ ǫµ
Ç
0
∆
∑n
i=1
Ä√
ǫ
i
m
±,int
k,0 +
√
ǫ
i
m
±,b
k,0
äå
(5.11)
and
iλ±k,ǫ,nφ
±
k,ǫ,n = iλ
±
k,0
Ä
φ±k,0 + φ
±,b
k,0 +Σ
n
i=1
Ä√
ǫ
i
φ
±,int
k,i +
√
ǫ
i
φ
±,b
k,i
ää
+ i
Ä
Σni=1
√
ǫλ±k,i
ä Ä
φ±k,0 + φ
±,b
k,0 +Σ
n
i=1
Ä√
ǫ
i
φ
±,int
k,i +
√
ǫ
i
φ
±,b
k,i
ää
. (5.12)
Using (5.11) and (5.12), order
√
ǫ
−1
in the equation (5.6) yields
∂ζm
±,b
k,0 · ∇L(x) = 0, and ∂ζϕ±,bk,0∇L(x) = 0. (5.13)
So we have m±,bk,0 · ∇L(x) = 0, ϕ±,bk,0 = 0. Order
√
ǫ
0
gives
∂ζϕ
±,b
k,1∇L(x) + µ∂2ζm±,bk,0 |∇L(x)|2 + (µ+ ξ)(∂2ζm±,bk,0 · ∇L(x))∇L(x) = iλ±,bk,0m±,bk,0 ,
(5.14)
∂ζm
±,b
k,1 · ∇L(x) + divxm±,bk,0 = 0. (5.15)
Taking scalar product of (5.14) with ∇L(x), we obtain
∂ζϕ
±,b
k,1 = 0.
Then, we have
ϕ
±,b
k,1 = 0, µ|∇L(x)|2∂2ζm±,bk,0 = ±λk,0m±,bk,0 .
Observing m±,intk,0 +m
±,b
k,0 = 0, we have
m
±,b
k,0 = −
Ä
m
±,int
k,0 (L|∂D(x))
ä
exp
Ç
−ζ 1± i|∇L(x)|
 
λk,0
2µ
å
.
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Here L|∂D(x) denotes the x in D correspond to a point of ∂D in term of L(x). By
solving (5.15) we can obtain the expression of m±,bk,1 · ∇L(x). In particular denoting ∆g
the Laplace Beltrami operator on ∂D, we have
m
±,b
k,1 · n = −(1± i)∆gϕk,0
 
2µ
λ3k,0
. (5.16)
By internal terms corresponding to internal ones, we can build ϕ±,intk,1 , m
±,int
k,1 and λ
±
k,1
as follows
divm
±,int
k,1 = iλ
±
k,0ϕ
±,int
k,1 + iλ
±
k,1ϕk,0, (5.17)
∇ϕ±,intk,1 = iλ±k,0m±,intk,1 + iλ±k,1m±k,0, (5.18)
with m±,intk,1 · n
∣∣∣
∂D
= m±,bk,1 · n
∣∣∣
∂D
. Utilizing (5.17) and (5.18) we have
−∆ϕ±,intk,1 = λ2k,0ϕ±,intk,1 + 2λ±k,0λ±k,1ϕk,0 (5.19)
and
∂nϕ
±int
k,1 = −iλ±k,0m±bk,1, (5.20)
with
∂ϕ
±,int
k,1
∂n
∣∣∣∣
∂D
= −iλ±k,0 m±,bk,1 · n
∣∣∣
∂D
. Taking the scalar product of (5.19) with ϕk,0
yields
iλ±k,1 = −
1± i
2
 
µ
2λ3k,0
∫
∂D
|∇ϕk,0|2. (5.21)
So we have Re(iλ±k,1) < 0 if D satisfies H-conditions. When D does not satisfy H-
condition, ∆gϕk,0 may equal to 0 which leads to, Re(iλ
±
k,1) = 0 and ϕ
±,int
k,1 = 0, m
±,int
k,1 =
0, m±,bk,1 = 0, m
±,b
k,0 = 0. So the boundary layer don’t exist. We end the proof by observing
the system of equations which come from (5.11) = (5.12) is indeterminate.
Let I ∈ Z+ be the set of {k|Re(iλ±k.1) < 0} and J = {k|Re(iλ±k.1) = 0}. Using the
eigenvectors of A, we expand Quǫ
Quǫ =
∑
k∈Z+
≠
Quǫ,
∇ϕk,0
λk,0
∑ ∇ϕk,0
λk,0
,
Let us split Quǫ as
Q1uǫ =
∑
k∈I
≠
Quǫ,
∇ϕk,0
λk,0
∑ ∇ϕk,0
λk,0
, Q2uǫ = Quǫ −Q1uǫ.
The difficulty of our problem is to compute the term ρǫuǫ×uǫ. In order to make it clear,
we split it.
div(ρǫuǫ ⊗ uǫ) = div(mǫ ⊗ uǫ) = div(Pmǫ +Qmǫ)⊗ (Puǫ +Quǫ)
= div(mǫ ⊗ Puǫ) + div(Pmǫ ⊗Quǫ) + div(Qmǫ ⊗Quǫ).
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Here we know that
div(mǫ ⊗ Puǫ) ⇀ div(u⊗ u) in D′((0, T )×D),
div(Pmǫ ⊗Quǫ)⇀ 0 in D′((0, T )×D).
We will show that Q1uǫ converges to 0 in L
2((0, T ) × D) and div(Q2uǫ × Q2uǫ) is a
gradient which disappears in the pressure term.
1. The case of k ∈ I
Observing uǫ is bounded in L
2((0, T );H10 (D)), our problem could reduce to a finite
number of modes. Indeed, we have
∑
k>K
∫ T
0
∣∣∣∣
≠
Quǫ,
∇ϕk,0
λk,0
∑∣∣∣∣2 dt ≤ Cλ2K+1 |∇uǫ|2L2((0,T )×D).
λK → ∞ as K → ∞. We only need to consider
¨
Quǫ,m
±
k,0
∂
for fixed k. Using Quǫ =
Q(ρǫuǫ)− ǫQ(ϕǫuǫ), we have≠
Quǫ,
∇ϕk,0
λk,0
∑
=
≠
Qρǫuǫ,
∇ϕk,0
λk,0
∑
− ǫ
≠
Qϕǫuǫ,
∇ϕk,0
λk,0
∑
, (5.22)
It is easy to obtain that
ǫ
≠
Qϕǫuǫ,
∇ϕk,0
λk,0
∑
≤ ǫC‖ϕǫuǫ‖Ls(D) ≤ ǫC‖ϕǫ‖Lκ(D)‖∇uǫ‖L2(D).
where s = 6κ6+κ if N = 3 and s > κ if N = 3, κ = min(2, γ). So we have ǫ
¨
Qϕǫuǫ,
∇ϕk,0
λk,0
∂
converges to 0 in L2(0, T ). We can use
¨
Qmǫ,
∇ϕk,0
λk,0
∂
instead of
¨
Quǫ,
∇ϕk,0
λk,0
∂
. Denoting
a±k,ǫ =
¨
Quǫ,±∇ϕk,0iλk,0
∂
and b±k,ǫ =
¨
φǫ, φ
±
k,0
∂
, we have 2a±k,ǫ = b
±
k,ǫ − b∓k,ǫ. In Lemma 3
with n = 2, we have¨
φǫ, φ
±
k,ǫ,2 − φ±k,0
∂
≤ ǫ 1θ′ (‖mǫ‖Lθ(D) + ‖ϕǫ‖Lθ(D))→ 0 as ǫ→ 0, θ = min(2, γ,
2γ
γ + 1
).
We use
¨
φǫ, φ
±
k,ǫ,n
∂
instead of
¨
φǫ, φ
±
k,0
∂
. Applying φ±k,ǫ,n on both sides of (5.5), we obtain
d
dt
b±k,ǫ(t)−
iλ±k,ǫ,2
ǫ
b±k,ǫ(t) = c
±
k,ǫ(t), (5.23)
where c±k,ǫ(t) =
¨
Mǫ,m
±
k,ǫ,2
∂
+ ǫ
¨
φǫ, R
±
k,ǫ,2
∂
. one can solve (5.23) as
b±k,ǫ(t) = b
±,0
k,ǫ exp(iλ
±
k,ǫ,2
t
ǫ
) +
∫ t
0
c±k,ǫ(s) exp(iλ
±
k,ǫ,2
t− s
ǫ
)ds. (5.24)
We estimate the term c±k,ǫ(t).
c±k,ǫ =
∫
D
{−Q(div(ρǫuǫ ⊗ uǫ)) + ǫµ∆(ϕǫuǫ) + ǫ(µ+ ξ)∇div(ϕǫuǫ)}m±k,ǫ,2dx
−
∫
D
a
ǫ2
∇((ρǫ)γ − γ(ρǫ − 1)− 1)m±k,ǫ,2dx
+
∫
D
ß
αQ∇[(F (dǫ) + 1
2
|∇dǫ|2)− (∇dǫ ⊙∇dǫ) + 1
2λ
(dǫ ⊗Nǫ −Nǫ ⊗ dǫ)]
™
m±k,ǫ,2dx
=
7∑
i=1
Ii.
14
Next we estimate each Ii.
I1 =
∫
D
−Q(div(ρǫuǫ ⊗ uǫ))m±k,ǫ,2dx
≤ C‖√ρǫuǫ‖L2(D)‖ρǫ‖
1
2
L2γ
‖∇uǫ‖L2(D),
≤ C,
I2 =
∫
D
ǫµ∆(ϕǫuǫ)m
±
k,ǫ,2dx
≤ ǫ‖ϕǫ‖Lκ(D)‖∇uǫ‖L2(D),
≤ ǫC,
I3 =
∫
D
ǫ(µ+ ξ)∇div(ϕǫuǫ)m±k,ǫ,2dx
≤ ǫ‖ϕǫ‖Lκ(D)‖∇uǫ‖L2(D),
≤ ǫC,
I4 =
∫
D
− a
ǫ2
∇((ρǫ)γ − γ(ρǫ − 1)− 1)m±k,ǫ,2dx
≤ C,
I5 =
∫
D
∇[(F (dǫ) + 1
2
|∇dǫ|2)]m±k,ǫ,2dx ≤ C,
I6 =
∫
D
∇(∇dǫ ⊙∇dǫ)m±k,ǫ,2dx ≤ C,
I7 =
∫
D
∇ 1
2λ
(dǫ ⊗Nǫ −Nǫ ⊗ dǫ)m±k,ǫ,2dx
≤ C‖dǫ‖L∞(D)‖Nǫ‖L2(D).
≤ C.
Taking ǫ → 0 in (5.24), we have b±k,ǫ → 0, so does a±k,ǫ. Thus we have obtained
Q1uǫ → 0 in L2((0, T )×D).
2. The case of k ∈ J .
Let L(t) be the operator defined in Section 4. We know L(t) : (Hs(D))N+1 →
(Hs(D))N+1. We claim L(− t
ǫ
)
(
ϕǫ
Qmǫ
)
is compact in L2((0, T );H−s(D)) for some s ∈
(0, 1). In order to prove the claim, we firstly have L(− t
ǫ
)
(
ϕǫ
Qmǫ
) ∈ L2((0, T );H−s(D))
as
(
ϕǫ
Qmǫ
) ∈ L2((0, T );H−s(D)). From equation (5.5), we have ∂t îL(− tǫ )( ϕǫQmǫ)ó =
L(− t
ǫ
)
(
0
Mǫ
)
, which is bounded in L2((0, T );H−t(D)), t > N2 + 1. Then we prove the
claim
L(− t
ǫ
)
Ç
ϕǫ
Qmǫ
å
→
Ç
ϕ
m
å
in L2(0, T ;H−s(D)). (5.25)
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By virtue of (2.8), (2.11) and (2.12), one obtainÇ
ϕǫ
Qmǫ
å
∈ [L2((0, T )×D)]N+1 + ǫθ [L2(0, T ;H−s(D))]N+1 , (5.26)
and then Ç
ϕǫ
Qmǫ
å
= L(− t
ǫ
)
Ç
ϕ
m
å
+
Ç
S˜ǫ(t, x)
R˜ǫ(t, x)
å
, (5.27)
where
(
ϕ
m
) ∈ [L2((0, T )×D)]N+1 and (S˜ǫ(t,x)
R˜ǫ(t,x)
) → 0 in [L2(0, T ;H−s(D))]]N+1. We
should only consider the solutions of L(− t
ǫ
)
(
ϕ
m
)
in span{φk}k∈J . Let ϕ =∑k∈J a˜k(t)ϕk,0
and m =
∑
k∈J b˜k(t)
∇ϕk,0
λk,0
. Then we obtain
L(− t
ǫ
)
Ç
ϕ
m
å
=
Ç
· · ·∑
k∈J
î
cos(
√
Bλk,0)
t
ǫ
b˜k(t)− sin(
√
Bλk,0)
t
ǫ
a˜k(t)
ó ∇ϕk,0
λk,0
å
.
Let us denote aǫk(t) =
î
cos(
√
Bλk,0)
t
ǫ
b˜k(t)− sin(
√
Bλk,0)
t
ǫ
a˜k(t)
ó
1
λk,0
and
vǫ =
∑
k∈J a
ǫ
k(t)∇ϕk,0. We have
div(Qmǫ ⊗ uǫ) = div
î
(vǫ + R˜ǫ(t, x)) ⊗ uǫ
ó
= div(vǫ ⊗ uǫ) + div(R˜ǫ(t, x)⊗ uǫ), (5.28)
and
div(R˜ǫ(t, x)⊗ uǫ)⇀ 0 in D′((0, T )×D).
We claim the following holds:
div(vǫ ⊗ (Quǫ − vǫ) ⇀ 0 in D′((0, T )×D). (5.29)
Indeed using (5.27), we have
‖Quǫ − vǫ‖L2(0,T ;H−s(D)) ≤ ǫ‖ϕǫuǫ‖L2(0,T ;H−s(D)) + ‖R˜ǫ(t, x)‖L2(0,T ;H−s(D)).
So Quǫ − vǫ → 0 in L2(0, T ;H−s(D)). As vǫ ∈ L2((0, T ) × D), we can find vδǫ ∈
L2(0, T ;Hs(D)) such that ‖vǫ − vδǫ‖L2((0,T )×D) ≤ δ. Then we have
div(vǫ ⊗ (Quǫ − vǫ) = div
[
(vǫ − vδǫ )⊗ (uǫ − vǫ) + vδǫ ⊗ (uǫ − vǫ)
]
≤ Cδ + o(ǫ). (5.30)
Passing to the limit for ǫ→ 0, and then δ → 0, we have prove the claim (5.29). Finally,
we consider div(vǫ ⊗ vǫ).
div(vǫ ⊗ vǫ) = div
∑
k,l∈J
hǫk,l(t)∇ϕk,0 ⊗∇ϕl,0. (5.31)
where hǫk,l(t) = a
ǫ
k(t)a
ǫ
l (t). If λk,0 6= λl,0, by Riemann-Lebesgue Lemma we have
hǫk,l(t) ⇀ 0 in L
1(0, T ).
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It only leaves with the sum on pairs of (l, k), such that λk,0 = λl,0 k, j ∈ J . Let denote
D = {k|λk,0 = λl,0, k ∈ J , k ∈ J }. One easily has
div
∑
k,j∈D
hǫk,l(t)∇ϕk,0 ⊗∇ϕl,0 = div
∑
k>j∈D
hǫk,l(t) (∇ϕk,0 ⊗∇ϕl,0 +∇ϕl,0 ⊗∇ϕk,0) ,
(5.32)
and
div (∇ϕk,0 ⊗∇ϕl,0 +∇ϕl,0 ⊗∇ϕk,0) = −λ2k,0∇(ϕk,0ϕl,0) +∇(∇ϕk,0 · ∇ϕl,0).
Thus we have proved that the limit of div(vǫ ⊗ vǫ) is a gradient, so does the limit of
div(Qmǫ ⊗Quǫ), which end the proof of Theorem 2.
Acknowledgements: We would like to thank Professor Chun Liu for his advice to this
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