Let ω be the vorticity of a stationary solution of the two-dimensional Navier-Stokes equations with a drift term parallel to the boundary in the half-plane Ω+ = (x, y) ∈ R 2 y > 1 , with zero Dirichlet boundary conditions at y = 1 and at infinity, and with a small force term of compact support. Then, |xyω(x, y)| is uniformly bounded in Ω+. The proof is given in a specially adapted functional framework and the result is a key ingredient for obtaining information on the asymptotic behavior of the velocity at infinity.
Introduction
In this paper we consider the steady Navier-Stokes equations in a half-plane Ω + = (x, y) ∈ R 2 y > 1 with a drift term parallel to the boundary, a small driving force of compact support, with zero Dirichlet boundary conditions at the boundary of the half plane and at infinity. See [12] and [13] for a detailed motivation of this problem. Existence of a strong solution for this system was proved in [12] together with a basic bound on the decay at infinity, and the existence of weak solutions was shown in [13] . By elliptic regularity weak solutions are smooth, and their only possible shortcoming is the behavior at infinity, since the boundary condition may not be satisfied there in a pointwise sense. In [13] it was also shown that for small forces there is only one weak solution. This unique weak solution therefore coincides with the strong solution and satisfies as a consequence the boundary condition at infinity in a pointwise sense.
The aim of this paper is to provide additional information concerning the behavior of this solution at infinity by analyzing the solution obtained in [12] in a more stringent functional setting. More precisely, we obtain more information on the decay behavior of the vorticity of the flow. Bounds on vorticity as a step towards bounds on the velocity are a classical procedure in asymptotic analysis of fluid flows (see the seminal papers [6] , [7] and [1] ). In [12] and the current work, the equation for the vorticity is Fourier-transformed with respect to the coordinate x parallel to the wall, and then rewritten as a dynamical system with the coordinate y perpendicular to the wall playing the role of time. In this setting information on the behavior of the vorticity at infinity is studied by analyzing the Fourier transform at k = 0, with k the Fourier conjugate variable of x. In the present work, we also control the derivative of the Fourier transform of the vorticity, which yields more precise decay estimates for the vorticity and the velocity field in direct space than the ones found in [12] . Our proof is then based on a new linear fixed point problem involving the solution obtained in [12] and the derivative of the vorticity with respect to k.
Since the original equation is elliptic, the dynamical system under consideration contains stable and unstable modes and no spectral gap, so that standard versions of the center manifold theorem are not sufficient to prove existence of solutions. Functional techniques that allow to deal with such a situation go back to [5] and were adapted to the case of the Navier-Stokes equations in [14] and in [15] , [16] . For a general review see [10] . The linearized version of the current problem was studied in [11] . A related problem in three dimensions was discussed in [8] .
The results of the present paper are the basis for the work described in [2] , where we extract several orders of an asymptotic expansion of the vorticity and the velocity field at infinity. The asymptotic velocity field obtained this way is divergence-free and may be used to define artificial boundary conditions of Dirichlet type when the system of equations is restricted to a finite sub-domain to be solved numerically. The use of asymptotic terms as artificial boundary conditions was pioneered in [3] for the related problem of an exterior flow in the whole space in two dimensions, and in [9] for the case in three dimensions. Let x = (x, y), and let Ω + = { (x, y) ∈ R 2 y > 1}. The model under consideration is given by the Navier-Stokes equations with a drift term parallel to the boundary,
subject to the boundary conditions
The following theorem is our main result.
Theorem 1 For all F ∈ C ∞ c (Ω + ) with F sufficiently small in a sense to be defined below, there exist a unique vector field u = (u, v) and a function p satisfying the Navier-Stokes equations (1), (2) in Ω + subject to the boundary conditions (3) and (4). Moreover, there exists a constant C > 0, such that
This theorem is a consequence of Theorem 9 which is proved in Section 5. The crucial improvement with respect to [12] is the bound on the function xyω(x, y).
The paper is organized as follows. In Section 2 we rewrite (1) and (2) as a dynamical system with y playing the role of time, and Fourier-transform the equations with respect to the variable x. Then, in Section 3, we recall the integral equations for the vorticity discussed in [12] and complement them by the ones for the derivative with respect to k. We then introduce in Section 4 certain well adapted Banach spaces which encode the information concerning the decay of the functions at infinity. Finally, in Section 5, we reformulate the problem of showing the existence of the derivative of vorticity with respect to k as the fixed point of a continuous map, based on the existence of solutions proved in [12] . We present in Sections 6 and 7 the proofs of the lemmas used in Section 5. In the appendix, we recall results from [12] which are needed here.
Reduction to an evolution equation
We recall the procedure used in [12] to frame the Navier-Stokes equations for the studied case as a dynamical system. Let u = (u, v) and F = (F 1 , F 2 ). Then, equations (1) and (2) are equivalent to
The function ω is the vorticity of the fluid. Once equations (5)- (7) are solved, the pressure p can be obtained by solving the equation ∆p = −∇ · (F +u · ∇u)
in Ω + , subject to the Neumann boundary condition
and let furthermore
We then rewrite the second order differential equation (6) as a first order system
Note that, unlike the right-hand side of (6), the expressions for Q 0 and Q 1 do not contain derivatives. This is due to the fact that, in contrast to standard practice, we did not set, say, ∂ y ω = η, but we chose with (12) a more sophisticated definition. The fact that the nonlinear terms in (12), (13) do not contain derivatives simplifies the analysis of the equations considerably. An additional trick allows to reduce complexity even further. Namely, we can replace (7) and (5) with the equations
if we use the decomposition
The point is that in contrast to u and v the functions ψ and ϕ decouple on the linear level from ω and η. Since, on the linear level we have ∆ϕ = 0 and ∆ψ = 0, it will turn out that ϕ and ψ have a dominant asymptotic behavior which is harmonic when Q 0 and Q 1 are small. Equations (12)- (15) are a dynamical system with y playing the role of time. We now take the Fourier transform in the x-direction.
Definition 2 Letf be a complex valued function on Ω + . Then, we define the inverse Fourier transform
whenever the integrals make sense. We note that for a function f which is smooth and of compact support in Ω + we have
and that
With these definitions we have in Fourier space, instead of (12)- (15), the equations
From (10) and (11) we getQ
from (8) and (9) we getq
and instead of (16) and (17) we have the equationŝ
v =ω +ψ .
Integral equations
We now reformulate the problem of finding a solution to (18)-(21) which satisfies the boundary conditions (3) and (4) in terms of a system of integral equations. The equations forω,η,φ andψ are as in [12] . In particular we recall thatω
where, for n = 1, 2, 3, m = 0, 1,
where, for k ∈ R \ {0} and σ, τ ≥ 0,Ǩ
and where
We introduce the integral equation for ∂ kω , noting thatω is continuous at k = 0 (see [12] ). From (29) we get that
where, for k ∈ R \ {0} and σ, τ ≥ 0,
wheref n,m is as above, where
and where the functions
are obtained from (22) and (23). Sinceq 0 andq 1 are convolution products (see (24) and (25)), and noting thatû andv are continuous bounded functions on R, thatω is continuous on R and differentiable on R \ {0} and that ∂ kω is absolutely integrable, we conclude (see [4, Proposition 8.8, page 241]) thatq 0 andq 1 are continously differentiable functions and that
This means that it is sufficient to add equation (38) to the ones forω,η,φ andψ in order to get a set of integrals equations determining also ∂ kω .
Remark 3
The productsǨ nfn,m are equal to K n f n,m as defined in [12] , and we haveǨ n=1,2 = K n=1,2 ,
We chose to rewrite the equations in the new form for convenience later on.
Functional framework
We recall the definition of the function spaces introduced in [12] and extend it to include functions with a certain type of singular behavior. Let α, r ≥ 0, k ∈ R, t ≥ 1, and let
Let furthermoreμ
We also define
and
Throughout this paper we use the inequalities
We have in particular that |k|
which will play a crucial role for small and large values of k, respectively.
Definition 4
We define, for fixed α ≥ 0, and n, p, q ≥ 0, B n α,p,q to be the Banach space of functionŝ
, and for which the norm
is finite. We use the shorthand B α,p,q for B 0 α,p,q . Furthermore we set, for α > 2,
Remark 5 We present two elementary properties of the spaces B n α,p,q , which will be routinely used without mention. Let α, α ′ ≥ 0, and p, p
In addition we have B n α,p,q ⊂ B n α,min{p,q},∞ , where the space with q = ∞ is to be understood to contain functions for which the norm
is finite.
Existence of solutions
In [12] it was shown that one can rewrite the integral equations as a fixed point problem, and that, for F sufficiently small, there exist functionsω,û andv, that are solution to (5)- (7), satisfying the boundary conditions (3) and (4). More precisely, we have, for α > 3,
and, for i = 0, 1,Q
We now show that using this solution as a starting point, we may define a linear fixed point problem with a unique solution for ∂ kω . The structure of (38) is rather complicated and it turns out to be necessary to decompose the sum into three parts which are analyzed independently.
The functiond 3 depends on ∂ kω , butd 1 andd 2 do not.
Proof. See Sections 7.1 and 7.2.
We now define the fixed point problem.
Lemma 7 Let α > 3, and letû andv be as in (59) and (60) respectively. Then,
Proof. The map L 1 is linear by definition of the convolution operation. Using Corollary 12 we get that the map L 1 is bounded, since
and 
which defines a continuous linear map.
Proof. The map L 2 is linear by definition ofd 3 and is proved to be bounded in Section 7.3.
Proof of Theorem 1
Theorem 1 is a consequence of the following theorem. is sufficiently small, then there exists a unique solution Proof. We have the existence and uniqueness of (ω,û,v) ∈ V α thanks to [12] and [13] . Since α > 3, we have by Lemmas 7 and 8 that the map C :
Since from [12] we have that (ω,û,v); 
and from the definition of the function spaces that
Combining (64) and (65) we have
Finally, we have, using that (
, and that
with C i ∈ R, for i = 1, . . . , 4, which proves the bound in Theorem 1.
Convolution with singularities
We first recall the convolution result from [12] .
Proposition 10 (convolution) Let α, β > 1, and r, s ≥ 0 and let a, b be continuous functions from R 0 × [1, ∞) to C satisfying the bounds,
Then, the convolution a * b is a continuous function from R × [1, ∞) to C and we have the bound
Since ∂ kω diverges like |κ| −1 at k = 0 we need to strengthen this result.
Proposition 11 (convolution with |κ| −1 singularity) Let α,β > 1 and r,s ≥ 0, let a be as in Proposition 10 andb a continuous function from R 0 × [1, ∞) to C, satisfying the bound
then the convolution a * b is a continuous function from R × [1, ∞) → C and we have the bounds (a * b)(k, t) ≤ const. max 1
(a * b)(k, t) ≤ const. max 1
fors ′ ≤s, and c ∈ 1 2 , 1 .
Proof. We drop the˜to unburden the notation. Continuity is elementary. Since the functions µ α,r are even in k, we only consider k ≥ 0. The proof is in two parts, one for 0 ≤ k ≤ t 
where we have used the change of variables
The integral I 2 is the same for (66) and (67),
where again we have used the change of variables k − k ′ =k/t s . To compute the integral I 1 we use that
and, for k > t
To prove (66), we note that
where we have used the family of inequalities
Finally, to prove (67), we note that
Collecting the bounds on the integrals I α−1,p2,q2 . Let
Then f * g ∈ B α,p,q , and there exists a constant C, depending only on α, such that
Proof. We consider the three cases c ∈ {0, 
Bounds ond
We present some elementary inequalities and expressions used throughout this section. Throughout the calculations we will use without further mention, that for all z ∈ C with Re(z) ≤ 0 and N ∈ N 0 ,
and for all z ∈ C with Re(z) > 0
We also have that
By definition of the norm on D α , which we will use throughout without further mention. We also make use of equations (56) and (68) without explicit mention throughout these proofs.
The bounds for the terms n = 2 take advantage of the fact that, for 1 ≤ t < 2,
and, for t ≥ 2 and α ′ > 0,
so that the inequality
holds for all t and α > 0.
Bounds ond 1
To show thatd 1 = 1 m=0
, which constitutes the first part of Proposition 6, we first need to recall a proposition proved in [12] .
Proposition 13 Let f n,m be as given in Section 3. Then we have the bounds
uniformly in σ ≥ 0 and k ∈ R 0 .
We then note that
The bound on the function κ∂ kω1,1,0 uses (70) and Propositions 15 and 16, leading to . The bound on the function κ∂ kω1,2,0 uses (71), Proposition 18 and (69), leading to
The bound on the function κ∂ kω1,3,0 uses (72) and Proposition 17, leading to . The bound on the function κ∂ kω1,3,1 uses (75) and Proposition 17, leading to
which shows that κ∂ kω1,3,0 ∈ D
Collecting the bounds we find thatd 1 ∈ D 1 α−1,
Bounds ond 2
To show thatd 2 = 1 m=0
, which constitutes the second part of Proposition 6, we first need to show bounds on the functions ∂ kfn,m .
Proposition 14
Let ∂ kfn,m be as given in Section 3. Then we have the bounds
Proof. We multiply (44)- (49) by κ and bound the products. The function κ∂ kf1,0 is bounded in two ways. We have a straightforward bound
Since leading terms cancel, we get
Then we have
which proves (76).
To bound κ∂ kf2,0 (k, σ) we use that, since |k| ≤ Re(κ) for all k,
such that 
which yields (78).
To bound κ∂ kf1,1 (k, σ) we have
and thus we have (79).
To bound κ∂ kf2,1 (k, σ) we use (82) to bound
which leads to (80). Finally, To bound κ∂ kf3,1 (k, σ) we have the straightforward bound
and therefore we have (81). This completes the proof of Proposition 14.
We may now boundd 2 . The bound on the function κ∂ kω2,1,0 uses (76) and Propositions 15 and 16, leading to 
