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ABSTRACT
THRESHOLD FREE DETECTION OF ELLIPTICAL LANDMARKS USING MACHINE
LEARNING
by
Lifan Zhang
The University of Wisconsin-Milwaukee, 2017
Under the Supervision of Professor Brian Armstrong
Elliptical shape detection is widely used in practical applications. Nearly all classical
ellipse detection algorithms require some form of threshold, which can be a major cause of
detection failure, especially in the challenging case of Moire Phase Tracking (MPT) target
images. To meet the challenge, a threshold free detection algorithm for elliptical landmarks is
proposed in this thesis. The proposed Aligned Gradient and Unaligned Gradient (AGUG) al-
gorithm is a Support Vector Machine (SVM)-based classiﬁcation algorithm, original features
are extracted from the gradient information corresponding to the sampled pixels. with proper
selection of features, the proposed algorithm has a high accuracy and a stronger robustness
in blurring and contrast variation. The thesis conﬁrms that the removal of thresholds in
ellipse detection algorithm improves robustness.
ii
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1 Introduction
As a computer-based method to perform operations on images, shape detection is playing an
increasingly important role in many aspects of our daily life, as well as in a wide variety of
science ﬁelds, especially in computer vision and computer graphics. Examples of application
are: in medical/biological: image-guided surgery, interpretation of X-ray images; in robotics:
calibration, object tracking and mobile robot navigation; in industrial applications: zip code,
2-D bar code recognition [1].
Figure 1: QR Code
In many of those cases, a landmark detection algorithm is essential to locate landmarks
in the image. Examples of landmarks used for metrology can be seen in ﬁgures 1-2. Figure
1 shows a QR Code used in tracking and marketing. Figure 2 is a tracking target used in
vehicle alignment system.
Figure 2: Landmark target in vehicle alignment system
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1.1 Moire Phase Tracking (MPT) Target
Particularly, in this thesis, images of Moire Phase Tracking (MPT) targets are used as study
objects. Moiré Phase Tracking (MPT) is a 3D motion tracking technology developed by
Brian Armstrong and others [2]. MPT is used to perform 3D motion tracking of a person
in motion by ﬁxing multiple targets to a model who performs diﬀerent tasks, like jumping,
walking, running, etc. MPT uses a single camera as a sensor and tracks specially designed
targets as shown in ﬁgure 3. The target relies on the detection of the starburst landmark
in the center of the target, the location of the four circular landmarks, and the resolution of
the periodic moiré patterns [3].
Figure 3: MTP target
1.2 Factors that Inﬂuence Landmarks' Condition
However, in real cases, circular landmarks always deform into elliptical shapes because of
the tilt with respect to camera. Seven factors could change the condition of an elliptical
landmark. They are: spatial location (x,y,z position), eccentricity, orientation, brightness,
contrast, focus and noise. The ﬁrst three can be reserved as internal factor, which are
determined by landmarks themselves. The rest can be decided by external factors, like
lighting condition, exposure and focus. This thesis mainly focuses on detecting elliptical
landmarks inﬂuenced by external factors. In chapter 4, impacts of blurring and contrast on
landmark detection are studied in detail.
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1.3 Elliptical Landmark Detection
An elliptical landmark detection (ELD) algorithm is the process of taking image data and
determining whether there is an elliptical landmark in the searched region. ELD is used to
provide preknowledge for Precision landmark location (PLL) in MPT.
1.3.1 History of Ellipse Detection
Ellipses and elliptical shapes are evident in digital images, they carry useful statistical and
geometrical information that can be used in a wide range of practical applications. In
monitoring and surveillance ﬁeld, ellipse detection plays a crucial role in eye tracking, lips
reading, and face detection [4]; In biological industry, biological cells are segmented by ellipse
ﬁtting methods, multiple ellipse detection is used in 3D objects shape reconstruction [5]; In
engineering, strain and curvature analysis, and sun spot center orientation relies on ellipse
detection [6].
In the past three decades, ellipse detection methods have gained maturity [7]. Most of
them rely on feature extraction, which is a ﬁeld in image processing. Simple features, like
edges, blobs, corners, lines, curvatures and ridges can be detected by speciﬁc operators [7].
To detect extracting shapes like rectangles and circles, more complex algorithms are needed.
Principle ellipse detection algorithms rely on unique mathematical properties of an ellipse,
they can be sorted into three main categories.
Least square method The ﬁrst category is based on traditional least-square ﬁtting
method. Typical examples are Direct Least-Square (DLS) proposed by Fitzgibbon [8], En-
hance LS method proposed by Maini [9]. LS methods are suitable candidates for real-time
applications, because of their linearity. Meanwhile, LS methods are extremely sensitive to
outliner noise, and perform poorly on deformed or degraded images [10].
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Hough-Transform-based Method The second type derives from Hough transform method.
Hough transform is a feature extraction technique widely used in image processing and com-
puter vision. It's ﬁrst introduced by P.V.C Hough in 1962, and gained popularity in the
past forty years because HT is relatively insensitive to image noise and tolerant of gaps in
feature boundary descriptions. The purpose of this technique is to ﬁnd certain object by a
voting procedure carried out in a parameter space. Early Hough transform methods were
concerned with detection of lines in the images [11], researchers later proposed Circle Hough
Transform (CHT) [12] for circle and ellipse detection, and further generalized HT to ob-
jects with arbitrary shape detection [13]. New Hough Transform modiﬁcations are created
every few years, for diverse applications or to remove diﬀerent constraints [14]. The main
disadvantages of HT based algorithms are large computational cost and thresholds.
Statistical or combined techniques The rest are reserved for statistical, heuristic, or
combined techniques. RANdom Sample Consensus (RANSAC) [15] and Genetic Algorithm
[16] are two typical statistical methods applied on ellipse detection problem. Combined
methods are introduced in [17, 18, 19]. There are also original algorithms for ellipse detection
on vehicle alignment planer target [20, 21]. Algorithms in this category are based on diﬀerent
techniques, and thus have diverse advantages and disadvantages, and are not addressed
further in this thesis.
As computer-based technology is permeating in our daily life, the development of el-
lipse detection algorithm has hit a bottleneck of robustness and computational eﬃciency.
For example, it is no longer practical to apply the same scheme suitable for single images,
to elliptical faces detection in a sequence of video frames [22]. And as for some challeng-
ing situations, where sample images are exceptionally small, polluted, and poorly focused,
traditional ellipse detection algorithms perform often poorly [7].
To achieve diﬀerent requirements posed by diverse application goals, innovative solutions
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are proposed from time to time. In general, all of those solutions are to reach a balance
between robustness and computational eﬃciency.
1.3.2 Investigations into Threshold
A threshold is a level of a continuously varying quantity at which a binary decision is made.
For example, an image intensity (brightness) is compared with a threshold to determine if a
pixel is to be labeled black or white.
One classic intensity-threshold-based ellipse detection algorithm is region growing method,
which is also known as a pixel-based image segmentation method. This approach starts from
selecting initial seed points, then examines neighbor pixel of those initial seed points, and
adds the neighbor pixel to the region if its intensity Ii,j ≤ T , Where T represents intensity
threshold.
Intensity threshold could be either constant or adaptive. Constant intensity threshold
is normally set as the mean intensity of a searching area. Adaptive intensity threshold can
be calculated by automatic threshold selection algorithm, like Otsu's method, Histogram
modeling by Gaussian distributions, or intelligent algorithm like Genetic Algorithm (GA)
and Particle Swarm Optimization (PSO) [23].
Other types of thresholds are used in traditional ellipse detection algorithms, such as
the case of HT-based algorithms, where the threshold used is vote threshold. In HT, object
candidates with votes larger than threshold V are labeled as object detected.
The inclusion of thresholds reduces the robustness of ellipse detection algorithms. For
example, if illumination is non-uniform, the intensity threshold appropriate for one image
region may lead to failed detection in another. Such cases are examined in detail in the
following section.
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1.4 Threshold Failure
Deﬁned as detection failure caused by threshold, threshold failure is discussed in this section.
Sections 1.4.1 and 1.4.2 discuss the cause, mechanism and impact of threshold failure with
region growing algorithm referring to intensity threshold failure and Circle Hough Transform
(CHT) representing vote threshold failure respectively.
1.4.1 Intensity Threshold Failure
We use a region growing algorithm as an example to discuss intensity threshold failure.
Region growing algorithm starts from a seed pixel inside of the ellipse, ﬁlling pixels around
it outwards until the edge, where pixel has a larger intensity than threshold [24].
Figure 4 illustrates one detection, where threshold is set as 16. Figure 4 show scanning
region from a real MPT target image, the corresponding intensity and threshold mesh, and
the intersection line of two meshes respectively. The clear elliptical shape in ﬁgure 4-c
indicates the success of region growing algorithm.
a): elliptical landmark b): intensity and threshold
meshes
c): intersection line of the
two meshes
Figure 4: Region growing algorithm detection case 1 (threshold=16)
When region growing algorithm is applied to another case shown in ﬁgure 5, there is no
clear elliptical region in ﬁgure 5-c, indicating the algorithm fails in this case.
Figure 5 shows an example of threshold failure in MPT image.
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a): elliptical landmark b): intensity and threshold
meshes
c): intersection line of the
two meshes
Figure 5: Region growing algorithm detection case 2 (threshold=16)
1.4.2 Vote Threshold Failure
In HT-based algorithms, threshold failure happens in vote space. For an easy and brief illus-
tration, the Standard Hough Transform (SHT) is used as an example of HT-based algorithms
to illustrate the concept of vote threshold. In practice, SHT is used to detect straight lines.
A straight line can be represented as Hesse normal form [25]:
r = xcosθ + ysinθ (1)
where r is the distance from the origin to the closest point on the straight line, θ is the angle
between x axis and the line connecting the origin with that closest point. Obviously, each
pair of (r, θ) associates with each line. The (r, θ) plane is referred to as Hough space. SHT
uses an accumulator, which is a two-dimensional array, to record votes for each (r, θ). Pairs
of (r, θ) with votes higher than a threshold V are selected as parameters corresponding to
detected lines.
Figure 6 displays one SHT detection. SHT is used to detect the line of some arbitrary
shapes shown in ﬁgure 6-a. Figure 6-b shows the corresponding vote space, where the peak
refers to the line detected. The algorithm will succeed if the votes threshold lies between
98 and 297, but will fail otherwise. We can see from ﬁgure 6-b that if the vote threshold is
set less than 98, then more than one line will be detected, while if the vote threshold is set
7
greater than 297, then no line can be detected.
a): arbitrary shapes for detection b): vote space
Figure 6: SHT detection
Applying the same scheme, ellipse detection is conducted on real MPT target images by
Circle Hough Transform (CHT). Figures 7 and 8 show two detections in a real MPT target
image.
a): elliptical landmark &
detected circle
b): edge image c): vote space
Figure 7: CHT detection case 1
Figures 7-a and 7-b show the elliptical landmark and edge image respectively, ﬁgure 7-
c shows the corresponding vote space, in the plot, meshes with diﬀerent colors represent
results with diﬀerent radius. Blue circle in ﬁgure 7-a indicates the success of this case, where
threshold V is set as 0.9 ∗max(vote).
Then CHT with the same threshold V is conducted on a diﬀerent patch shown in ﬁgure
8-a. Vote threshold failure can be observed from the three blue circles in ﬁgure 8-a.
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a): elliptical landmark &
detected circles
b): edge image c): vote space
Figure 8: CHT detection case 2
More generally speaking, MPT target images pose challenges to any edge-information-
based and threshold-required ellipse detection algorithms, because of the following features:
• Elliptical landmarks in MPT Target are small (around 10 to 12 pixels in diameter),
poorly focused, and occasionally merge with neighboring elements, such that, qualiﬁed
edge information is only partially detected;
• Uneven illumination and diverse contrast cause threshold failure, as well as reduce
algorithm robustness;
And removing threshold from the detection procedure is suppose to be an eﬀective method
to meet with those challenges.
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1.5 Purpose of This Thesis
To eradicate failures caused by threshold in traditional ellipse detection algorithms, a thresh-
old free elliptical shape detection algorithm is proposed in this thesis. Two main goals are:
1. To establish a threshold free algorithm for ellipse detection, with special appli-
cation on MPT target images.
2. To obtain a good overall performance, that is high sensitivity and speciﬁcity, as
well as strong robustness against blurring and low contrast.
In this thesis, one classical ellipse detection algorithm Randomized Hough Transform (RHT)
is applied on the same set of test images as comparison to the proposed algorithm. All
experiments are conducted on real digital MPT images.
In addition, this thesis not only ﬁnds a robust new method for ellipse detection, but
also convies the exploitation of elliptical landmarks' properties, and provides inspiration for
creative thinking about ellipse detection.
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2 Randomized Hough Transform (RHT)
In order to emphasize the advantage of the proposed AGUG algorithm, a classical ellipse
detection algorithm, the Randomized Hough Transform (RHT), is implemented as compar-
ison [26]. In this chapter, basic concepts and principles of RHT are introduced in section
2.1, section 2.2 describes the method for generation of the testing pool, section 2.3 shows
the testing results, and section 2.4 discusses the inﬂuence of the thresholds in RHT.
2.1 Basics of the Randomized Hough Transform
Five parameters are required to deﬁne an ellipse in the Hough Transform (HT) algorithm.
Due to the computational complexity of HT, Randomized Hough Transform (RHT) is used
in this thesis. The traditional approach for ellipse detection using the Hough technique is
similar to line or circle detection [27]. The parametric equation of an ellipse is written as
follows:
ax2 + 2bxy + cy2 + 2dx+ 2ey + f = 0 (2)
Using the Chellali, Fremont and Czervinski algorithm [28], to detect all ﬁve parameters
of an ellipse, only three points are needed, among which two are considered to be the ellipses
vertices. The basics of this theorem is described below. Given the two vertices of ellipse
denoted as (x1, y1), (x2, y2), four of the ﬁve ellipse parameters can be determined by the
following formulas:
x0 =
x1 + x2
2
(3)
y0 =
y1 + y2
2
(4)
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a =
√
(x2 − x1)2 + (y2 − y1)2
2
(5)
α = tan(
y2 − y1
x2 − x1 ) (6)
where (x0, y0) is the center of the assumed ellipse, term a indicates the half-length of the
major axis, parameter α stands for the orientation of the ellipse. In order to determine the
ﬁfth parameter in the ellipse, a third point on the ellipse is needed, which is denoted as
(x, y).
Figure 9: Illustration of ellipse
Figure 9 shows the geometry of an ellipse. f1, f2 are focus of the ellipse. Term b is the
half length of the minor axis. Terms d and τ can be observed in ﬁgure 9. Term b and cos τ
can be calculated by the following approximate formulas:
b =
√
a2d2 sin τ 2
a2 − d2 cos τ 2 (7)
cos τ =
a2 + d2 − f 2
2ad
(8)
Using equation (2)-(8), all ellipses in the image can be detected. This process has a
complexity of O (n3).
Steps of RHT are as follows [29]:
• Apply Canny edge detector [30] to get binary edge image for each sample;
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• For each edge-pixel pair (x1, y1), (x2, y2), apply equations (2)-(6) to calculate the center
(x0, y0), orientation α and a for the assumed ellipse;
• For each third pixel (x, y) on the edge, apply equation (7) to calculate b ;
• Increment votes for the assumed ellipse by one;
• Loop until all pairs of pixels on edge are computed;
• As results, output all ellipses with votes higher than the threshold.
Further, by adding a random edge pixels selecting process, the complexity can be reduced
from O (n3) to O
(
n2
C
)
, where C is a manually set constant. Only m pairs of randomly
picked points are selected. That is, instead of all points detected by the edge detector, only
m = n ∗ C are selected, where C = 1, 2, 3 . . . .
2.2 Testing Pool Generation
Before testing RHT on real digital images, the method for generating the testing pool is
introduced. Figure 10 shows a digital image of a model equipped with MPT targets. 15 *
15 pixel patches are selected from the image as samples. Samples are either true positive
samples, containing elliptical landmarks, or true negative samples, indicating no elliptical
landmark can be found. In the following experiments, 300 true positive samples and 300
true negative samples are selected from ﬁgure 10 as testing pool.
2.3 RHT on MPT Elliptical Landmark Detection
RHT is then applied to the testing pool generated in section 2.2, results are observed and
processed in Matlab. Note that, the correctness of each detection result is determined by a
human eye observation.
Figure 11 gives a glimpse of RHT detection results, where detected results are indicated
by blue ellipses with red crosses as center. Three types of detection results can be seen
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Figure 10: Source image for testing pool
Figure 11: A glimpse of RHT detection results on real MPT target images
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from ﬁgure 10, they are correct detection, missing out (the algorithm misses a true positive
sample) and wrong detection (the algorithm indicates a false positive ellipse). In the testing,
the vote threshold is set as 0.12.
Accuracy, sensitivity and speciﬁcity are three standards used to analyze the results of
detection algorithms. Term explanations are as follows:
sensitivity =
#correct detection of true positive samples
#true positive samples
specificity =
#correct detection of true negative samples
#true negative samples
accuracy =
#correct detection of all samples
#all samples
where # stands for the number of.
Detection result of RHT on MPT testing pool is listed in table 1:
accuracy sensitivity speciﬁcity
RHT (threshold:0.12) 74.50% 84.00% 65.00%
Table 1: Results of RHT on original MPT target image set
2.4 Inﬂuence of Thresholds
This section addresses the inﬂuence of thresholds on the Randomized Hough Transform
(RHT). Note that, besides vote threshold in RHT, Canny edge detector brings in two inten-
sity thresholds. The impacts of both of the two thresholds are discussed in section 2.4.1 and
2.4.2 respectively.
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2.4.1 Impact of Threshold in Canny Detector
The Canny method applies two thresholds: a high threshold for low edge sensitivity and
a low threshold for high edge sensitivity. Edge starts with the low sensitivity result and
then grows it to include connected edge pixels from the high sensitivity result, ﬁlling in gaps
in the detected edges. In the test in section 2.3, the thresholds in the Canny detector are
automatically set as [0.2, 0.52]. To study the impact of the thresholds, the experiment in
section 2.3 with diﬀerent Canny detector thresholds is conducted another 10 times. We ﬁx
the high threshold as 0.52, increase the low threshold from 0.08 to 0.28 at an interval of 0.02.
Results are shown in ﬁgure 12.
We can see from ﬁgure 12 that, RHT reaches the best performance when the low threshold
equals 0.2, which is selected automatically by Matlab. Both of the sensitivity and speciﬁcity
drop as threshold moves away from 0.2.
Figure 12: RHT performance with diﬀerent Canny detector threshold
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2.4.2 Impact of Vote Threshold
We conduct the same experiment for another 13 times, each with a diﬀerent vote thresh-
old. The threshold is increasing from 0.09 to 0.21 with the interval of 0.01 through all 13
experiments.
Figure 13: RHT detection results with diﬀerent vote thresholds
As we can see from ﬁgure 13, the sensitivity reaches the maximum of 92.5% when the
threshold gets 0.09, then drops to less than 30% as the threshold increases to 0.21, presenting
the monotone decreasing tendency. Meanwhile, the speciﬁcity increases from 11% to 98%.
The sensitivity and speciﬁcity intersects around a threshold of 0.13. A trade oﬀ between the
sensitivity and the speciﬁcity can be observed.
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2.5 Summary
In this chapter, a classical ellipse detection algorithm is introduced and applied on real
digital images. The impact of both the threshold in Canny detector and RHT are studied
with experiments. Experiment results conﬁrm that threshold failures can occur, as well as
address the inﬂuence of thresholds in RHT.
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3 AGUG: A Threshold Free Elliptical Landmark Detec-
tion Algorithm
A threshold free elliptical landmark detection algorithm (AGUG) is proposed in this chapter.
The proposed method is a Support Vector Machine (SVM)-based classiﬁcation algorithm
[31], which determines an input pixel to be inside elliptical landmarks or not. Aligned and
unaligned gradient values of eight-way spokes corresponding to sample pixels are collected
to generate features. Section 3.1 describes the technology used, section 3.2-3.4 illustrate the
methodology of the proposed algorithm in detail. Results of the proposed algorithm on real
MPT target images are discussed in chapter 4.
3.1 Support Vector Machine (SVM)
To illustrate the proposed algorithm (AGUG), a basic introduction to the SVM is necessary.
Basics of classiﬁcation procedure is introduced ﬁrst. In a classiﬁcation task, samples are
separated into two non-overlapping sets, namely the training set and the testing set. Each
sample in training set consists of a label and some features. Samples in testing sets only
contain features. Label is an integer indicating the category to which the sample belongs.
Features are vectors of numerical values that represent the sample.
Given a training set, a SVM training algorithm builds a classiﬁer by a supervised learning
algorithm. SVMs map inputs from original space into high-dimensional feature spaces, where
samples are separated into diﬀerent categories by a decision boundary [32].
Given a training set of instance-label pairs(Xi, yi) , i = 1, · · · , np where Xi ∈ Rnd and
y ∈ {1,−1}np , terms nd and np indicate the number of dimensions and the number of
samples respectively.
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Training a SVM involves the maximization of the error function:
min
w,b,ξ
1
2
W TW + C
n∑
i=1
ξi (9)
subject to the constraints:
yi
(
W Tφ (xi) + b
) ≥ 1− ξi, ξi ≥ 0 (10)
where C is the capacity constant, W is the vector of coeﬃcients, b is a constant, representing
parameters for handling non-separable data in inputs. The index i labels the np training
cases. Function φ is the kernel function mapping input data to the feature space. By
using kernel function, SVMs can perform both linear and non-linear classiﬁcation. The RBF
(Radial Basis Function) kernel is used in this thesis:
K (xi, xj) = exp
(−γ ‖xi − xj‖2) , γ > 0 (11)
where γ is the kernel parameter.
3.2 Target-Pixel-Based Spoke Information Gathering
The proposed AGUG method is a three step procedure. The ﬁrst step is to gather gradient
information corresponding to sample pixels by a spoke-grabbing strategy.
The scheme of gradient information gathering is shown in ﬁgure 14. In the ﬁgure, an eight-
spoke operator is reaching out from the target pixel in the center, collecting corresponding
aligned gradient, unaligned gradient and intensity of each pixel on each spoke. The raw
data is then stored in three matrices, with matrix AG for aligned gradient, matrix UG for
unaligned gradient, matrix I for intensity. Each of the matrices are of size m ∗ 8, where m
indicates the length of spoke, 8 indicates the number of spokes.
20
Figure 14: The scheme of target-pixel-based spoke information gathering
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As for target pixel p, the corresponding AG can be described in the following form:
AG =

ag1,1 · · · ag1,j · · · ag1,8
· · · · · ·
agi,1 · · · agi,j · · · agi,8
· · · · · ·
ag7,1 · · · ag7,j · · · ag7,8

7X8
(12)
Matrices UG and I are created in similar way, with ugi,j and I i,j taking the place of agi,j
respectively. The index i stands for the ith pixel on the spoke outward, index j stands for
the jth spoke. Values agi,j, ugi,j can be calculated from the following equation (13):
agi,1 = Gx, agi,2 =
Gx+Gy√
2
, agi,3 = Gy, agi,4 =
−Gx+Gy√
2
,
agi,5 = −Gx, agi,6 = −Gx−Gy√
2
, agi,7 = −Gy, agi,8 = Gx−Gy√
2
ugi,1 = Gy, ugi,2 =
Gy −Gx√
2
, ugi,3 = −Gx, ugi,4 = −Gx−Gy√
2
,
ugi,5 = −Gy, ugi,6 = Gx−Gy√
2
, ugi,7 = Gx, ugi,8 =
Gx+Gy√
2
(13)
where Gx, Gy represent the gradient along x axis and the gradient along y axis respectively.
Note that, the aligned gradient describes the gradient along each spoke, while the unaligned
gradient describes the gradient orthogonal to each spoke.
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3.3 Feature Extraction
The second step of the AGUG algorithm is feature extraction. The goal is to extract nu-
merical representations for samples from AG, UG and I. To create a robust ellipse detec-
tion algorithm, features should be informative, non-redundant, and maximize dimensionality
[33, 34].
3.3.1 Intuition and Exploration
Like any other scientiﬁc exploration, feature extraction should be guided by intuition and
logic. This section shows a series of experiences, through which the logic behind feature
construction is formed.
Ideal Case We start from a simple and ideal case shown in ﬁgure 15.
Figure 15: Simulated image
A simulated circle can be seen at the center of ﬁgure 15. The pixels inside of the circle
receive an intensity value of 1 (white), the pixels outside receive a value of 0 (black). To
mimic the blurring in real digital images, a 2D Gaussian Kernel is convolved with the binary
image to create the illuminance function. The Gaussian Kernel is deﬁned in equation (14):
G2D(x, y, σ) =
1
2piσ2
e
−x
2+y2
2σ2
(14)
where x is the distance from the origin in the horizontal axis, y is the distance from the
origin in the vertical axis, and σ is the standard deviation of Gaussian distribution.
Take the center of the circle in ﬁgure 15 as example. The corresponding AG, UG, I are
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gathered by the procedure introduced in section 3.2. Figures 16-18 show the AG, UG, I
respectively, where x axis represents pixels on each spoke, lines of diﬀerent color represent
results of diﬀerent spokes. Note that, lines in ﬁgure 16 and 17 are overlapping.
Figure 16: AG of the center of the circle in ﬁgure 15
Figure 17: I of the center of the circle in ﬁgure 15
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Figure 18: UG of the center of the circle in ﬁgure 15
We can conclude from ﬁgures 16-18 that:
• On each spoke, the pixels near the center or far away from the circle have aligned gra-
dient equal to zero, while the pixels on the edge get the maximum of aligned gradient.
• Intensity drops from 1 to 0 from center outward along each spoke.
• For all pixels on eight spokes, unaligned gradient is a random value around 10−17,
which can be considered as noise.
Multiple cases A more comprehensive experiment is designed to generalize the above
experiment to multiple cases. The idea is shown in ﬁgure 19.
In ﬁgure 19, we can see a simulated circle with 16 red crosses labeled with numbers. Each
of the cross represents a case belonging to diﬀerent sets. Pixels in Set 1 (Case 1-4) are inside
the circle. Pixels in Set 2 (Case 5-8) locate on the blurring edge. Pixels in set 3 (Case 9-16)
are outside the circle.
AG, UG, I along all eight spokes of cases 1-16 are gathered and plotted in Matlab. For
simpliﬁcation, case 1, case 5 and case 9 are taken as representatives to illustrate diﬀerent
patterns corresponding to each set.
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Figure 19: Simulated circle with labeled samples
SET 1: inside the circle Figure 20 shows the AG, UG, I of pixel 1 in ﬁgure 19.
Each subplot displays the aligned gradient, unaligned gradient and intensity on one of the
eight spokes. Following observations can be obtained from ﬁgure 20:
• For each spoke, the intensity drops from 1 to 0 from center outward, the aligned
gradient forms a bump as intensity drops, the unaligned gradient gets relatively small
value all along the spoke.
• All eight spokes display the same pattern as described above.
We can further state that: for the pixel inside the circle, the mean of the aligned gradient
peak of eight spokes should be relatively large, while the mean of the unaligned gradient
peak of eight spokes should close to zero.
SET 2: on the edge Figure 21 shows the AG, UG, I of pixel 5 in ﬁgure 19. Following
patterns can be observed:
• For spokes 1-5, the intensity drops from some value near 0.6 to 0 from center outward,
both the aligned gradient and the unaligned gradient form a bump as intensity drops;
• For spokes 6-8, the intensity ﬁrst rises from some value near 0.6 to 1 then drops to 0,
the aligned gradient and the unaligned gradient form two bumps as intensity changes,
aligned gradient and unaligned gradient are of similar peak value;
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Figure 20: AU, UG, I of pixel 1 in ﬁgure 14
Figure 21: AU, UG, I of pixel 5 in ﬁgure 14
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SET 3: outside the circle Figure 22 shows the AG, UG, I of pixel 9 representing
pixels outside the circle in ﬁgure 19. As can be observed from ﬁgure 22: most of the spokes
(spokes 1-5) fail to hit the circle, while the rest display various situations.
Figure 22: AU, UG, I of pixel 9 in ﬁgure 14
From above we can conclude that, diﬀerent patterns of the AG, UG and I can be
observed from diﬀerent sets (inside the circle, on the edge and outside the circle) , which
indicates useful information is buried in the AG, UG and I, and signals lead to the feature
construction in the following section.
3.3.2 Feature Construction
In this section, two sets of features, named Var-max and AG-I, are constructed, and tested
on the testing pool generated in section 2.2. Libsvm developed by Chih-Chung Chang and
Chih-Jen Lin is used to train SVM [32], necessary initial processing, raw data collection and
feature extraction are performed in MATLAB.
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Var-max Var-max is created based on observations obtained from experiments in section
3.3.1, which are indicated in table 2:
variance of max AG mean of max AG variance of max UG mean of max UG
inside small big small small
outside big small big big
variance of min AG mean of min AG variance of min UG mean of min UG
inside small small (further away 0) small big (closer to 0)
outside big big big small
Table 2: Logic behind Var-max construction
To get the mathematical form of Var-max, following operators are deﬁned:
X =
{
x1 x2 · · · xi · · · xnp
}
where X is a matrix, x1, · · · , xn are column vectors.
X =
{
max(x1) max(x2) · · · max(xi) · · · max(xnp)
}
(15)
X =
{
min(x1) min(x2) · · · min(xi) · · · min(xnp)
}
(16)
where var(X) refers to the variance of X, mean(X) refers to the mean of X.
We construct Var-max as a row vector containing eight elements, it can be written as :
[ var(AG) var(UG) var(AG) var(UG) mean(AG) mean(UG) mean(AG)
mean(UG) ]
Var-max is then calculated for each sample in the testing pool. Results of each element
in Var-max are shown in ﬁgures 23-30 respectively.
Figures 23-24 show the results of var(AG) and var(UG). In the ﬁgures, x axis represents
feature value, double y axis represent true positive sample and true negative sample. We
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use blue and red to indicate results of true positive samples and true negative samples
respectively.
Figure 23: Testing results of var(max(AG))
Figure 24: Testing results of var(max(UG))
From ﬁgure 23 we can see that, most of the true positive samples have var(AG)s less
than 100, while var(AG)s of the most true negative samples are larger than 100 and vary in
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a large region. An obvious margin can be observed between the blue line and the red line,
suggesting var(AG) has a good separability. Similar conclusion can be concluded from ﬁgure
24.
Figure 25: Testing results of var(min(AG))
Figure 26: Testing results of var(min(UG))
Figures 25-26 show results of var(AG) and var(UG) in Var-max respectively. Because of
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symmetry principle of positive values and negative values, similar pattern as that of var(AG)
and var(UG) can be seen from ﬁgures 25-26.
Figures 27-28 show results of mean(AG) and mean(UG) in Var-max. From ﬁgure 27
we can see that, true positive samples have a much larger mean(AG) than true negative
samples. Mean(UG) of true positive samples are relatively smaller than that of true negative
samples. Also, in both cases of the mean(AG) and the mean(UG), the gap between true
positive samples and true negative samples are pretty clear, suggesting good separability of
mean(AG) and mean(UG).
Figure 27: Testing results of mean(max(AG))
Figures 29-30 show results of mean(AG) and mean(UG). Similar observations as obtained
from mean(AG) and mean(UG) can be seen from ﬁgures 29-30.
Results for Var-max are also in accordance with conclusions listed in table 2, indicating
Var-max is a qualiﬁed set of features with good separability.
AG-I Another set of features, named AG-I, is constructed in this section. Figure 31
illustrates the logic behind AG-I construction. Figure 31 is one subplot obtained from ﬁgure
20, which shows the AG, UG and I on one spoke of a pixel inside the ellipse. We can see
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Figure 28: Testing results of mean(max(UG))
Figure 29: Testing results of mean(min(AG))
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Figure 30: Testing results of mean(min(UG))
from ﬁgure 31 that, the peak of the aligned gradient indicates a turning pixel Pn, which is on
the edge of the ellipse, separating pixels inside the ellipse (P0, · · · , Pn−1) from pixels outside
the ellipse (Pn+1, · · · , Pm). The index m represents the length of the spoke. IPn denotes the
intensity of Pn.
Figure 31: Illustration of generation of AG-I
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It's obvious that the average intensity of P0, · · · , Pn−1 is larger than that of Pn+1, · · · , Pm.
Deﬁne:
vi1 =
IP0 + · · ·+ IPn−1
n+ 1
(17)
vi2 =
IPn+1 + · · ·+ IPm
m− n+ 1 (18)
where vi1 represents the average intensity of P0, · · · , Pn−1, term vi2 indicates the average
intensity of Pn+1, · · · , Pm. The index i refers to the ith spoke. For true positive samples, all
eight spokes should satisfy the following equation (19):
vi1
vi2
> 1 (19)
Such that, AG-I is deﬁned as follows:
AG− I = [ mean(V ) var(V ) ] (20)
where,
V =
[
v11
v12
· · · vi1
vi2
· · · v81
v82
]
(21)
We then calculate AG-I for each sample in the testing pool. Results are plotted in ﬁgures
32-33, presenting var(V ) and mean(V ) respectively.
In ﬁgure 32, true positive samples have generally smaller var(V ) than true negative
samples. Results of mean(V ) shown in ﬁgure 32 accords with our expectation described in
equation (19), that is, true positive samples have mean(V )s larger than 1, while mean(V )s
of true negative samples distribute evenly near 1.
Observations from ﬁgures 32-33, indicate AG-I provides an eﬃcient set of features.
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Figure 32: Testing results of var(V )
Figure 33: Testing results of mean(V )
36
3.4 Feature Nondimensionalization and Scaling
Feature nondimensionalization and scaling are two processes conducted before training in
the proposed algorithm.
3.4.1 Feature Nondimensionalization
Nondimensionalization is partial or full removal of units from variables. By doing so, the
impact of the unit will be eliminated. One simple way of nondimensionalization is to divide
the dimensional variables by another variable with the same or equivalent unit. In our cases,
AG-I is dimensionless itself. Table 3 explains how Var-max is nondimensionalized.
dimensional features nondimensionalized features
var(AG) var(AG)
mean(I)2
var(UG) var(UG)
mean(I)2
var(AG) var(AG)
mean(I)2
var(UG) var(UG)
mean(I)2
mean(AG) mean(AG)
mean(I)
mean(UG) mean(UG)
mean(I)
mean(AG) mean(AG)
mean(I)
mean(UG) mean(UG)
mean(I)
Table 3: Feature nondimensionalization
3.4.2 Feature Scaling
Features are scaled before they are put into SVM classiﬁer. The main advantage of scaling
is to avoid attributes in greater numeric ranges dominating those in smaller numeric ranges.
Feature scaling can also avoid numerical diﬃculties during calculation. In SVM, each at-
tribute is suggested to be scaled to the range [−1, 1] or [0, 1], and it is known that diﬀerent
feature scaling methods can lead to diﬀerent results [35]. Investigation on best feature scal-
ing and shaping techniques can be found in references [36, 37]. In general, a zero mean-unit
feature normalization will yield better results with SVM.
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Z-score normalization is a classical type of zero mean-unit feature normalization, which
is also used to scale features in this thesis [35]. The result of z-score normalization is that
features will have the properties of a standard normal distribution with µ = 0 and σz = 1,
where µ is the mean and σz is the standard deviation from the mean; standard scores (z
scores) of the samples are calculated as follows:
z =
x− µ
σz
(22)
3.5 Algorithm Overview
As a SVM-based classiﬁcation algorithm, the proposed AGUG algorithm comes into two
stages, namely training and testing. The training process is performed in following steps:
• Step 1: Label samples as true positive and true negative manually;
• Step 2: Gather raw data (AG,UG and I) of all samples according to equations (12)-
(13);
• Step 3: Calculate features (Var-max or AG-I) from corresponding equations (equations
(15)-(16) or equations (17)-(21));
• Step 4: Nondimensionalize features according to table 3, if needed;
• Step 5: Scale features according to equation (22), and train SVM with processed
features;
Figure 34 shows the ﬂow chart of the proposed AGUG algorithm.
Note that, as for SVM, diﬀerent features lead to diﬀerent results. For comparison, SVM
are trained with three diﬀerent sets of features (dimensional Var-max, dimensional Var-max
and AG-I, dimensionless Var-max and AG-I) and tested on the same testing pools in the
following chapter. The three AGUG algorithms with diﬀerent features are named in table 4.
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Figure 34: Flow chart of the proposed AGUG algorithm
Name Characteristic
AGUG (8 dimensional features) Var-max (dimensional)
AGUG (10 dimensional features) Var-max (dimensional), AG-I
AGUG (10 dimensionless features) Var-max (dimensionless), AG-I
Table 4: Name clariﬁcation for further experiments
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4 Results and Comparison
In this chapter, comparing experiments are conducted between algorithms, which are Ran-
domized Hough Transform (RHT) and three variations of AGUG algorithm. All involved
algorithms are tested on the original image set, blurred image set and low-contrast image set
respectively. Section 4.1 talks about the method of sample generation; section 4.2 introduces
technology behind image modiﬁcation, to test focus and contrast; section 4.3 investigates the
inﬂuence of blurring and contrast on AGUG algorithm feature by feature; results of AGUG
algorithms with diﬀerent features and Randomized Hough Transform (RHT) on original im-
age set, blurred image set and low-contrast image set are analyzed and compared in section
4.4.
4.1 Sample Generation
Figures 35-36 are two source images for sample generation in training sets and testing sets
respectively. Patches with the size of 15 ∗ 15 pixels are picked from those two images. Each
patch can be either a true positive sample (there is an elliptical landmark) or true negative
sample (there is no landmark). Examples can be seen in ﬁgure 37. We generate a training set
with 1791 samples, among which 792 are true positive, 999 are true negative, and a testing
set with 600 samples, half of which are true positive, the rest are true negative.
Figure 35: Source image for training set
40
Figure 36: Source image for testing set
Figure 37: Example of true positive sample(left) and true negative sample(right)
4.2 Image Simulation
Image processing is used to generate blurred images and low-contrast images. By adjusting
blurring or contrast parameters, images with diﬀerent blur degree or contrast are generated.
4.2.1 Blurred Image Generation
To create blurred images, a 2D Gaussian Kernel is used to create the blurring operator.
The formula for Gaussian Kernel is shown in equation (14) section 3.3.1. We deﬁne σ as
blurring parameter. By adjusting blurring parameter from 0.5 to 9.5 with interval of 0.5,
10 diﬀerent blurring Gaussian operator are generated, which are then used to generate 10
diﬀerent blurred images, making up the blurring image set. Samples are then selected from
the generated blurred images.
41
4.2.2 Low-Contrast Images Generation
To create low-contrast images, a function is introduced to map intensity from [0, 1] to [I1, I2].
For pixel p, contrast adjustment can be conducted using the following formula:
p2 = p1(I2 − I1) + I1 (23)
where p1 represents initial intensity value, p2 refers to the adjusted intensity value. By setting
I2 as 1, increasing I1 from 0.1 to 0.9 at interval of 0.05, 17 degraded images with diﬀerent
levels of contrast are generated. Samples are then selected from the generated low-contrast
images.
4.3 Impact of Blurring and Contrast Variation on Features
Impact of blurring and contrast variation on features are investigated in this section. Features
are calculated by the same scheme introduced in section 3.3.2. All 10 features (8 in Var-max,
2 in AG-I) generated in section 3.3 are tested on a series of blurring and low-contrast images
from section 4.2. In the following section, mean(V ) is taken as an example to illustrate the
conclusion.
4.3.1 Blurred Image Test
Figure 38 displays results of mean(V ) on blurred images with various blurring parameter
σ values. Six subplots show cases where σ = 0.1, σ = 1, σ = 2, σ = 3, σ = 4, σ = 5
respectively. We can see that, as σ gets larger, the gap between true positive samples and
true negative samples gets narrower, and almost disappears when σ = 5.
4.3.2 Low-Contrast Image Test
Results of mean(V ) on images with diﬀerent contrast can be seen in ﬁgure 39. In the ﬁgure,
subplots represent cases with diﬀerent contrast parameter I1. A larger I1 indicates a lower
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Figure 38: Results of mean(V ) on blurred images with diﬀerent blurring parameters
contrast.
Figure 39: Results of mean(V ) on images with diﬀerent contrasts
As we can see from ﬁgure 39, true positive samples and true negative samples are getting
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harder to separate as I1 increases from 0.1 to 0.9, and almost inseparable when I1 = 0.8,
indicating the failure of detection.
The observations from ﬁgures 38-39 are consistent with the logic that, the more degraded
the image is, the harder to tell true positive samples from true negative samples, and the
algorithm will totally fail when the image is degraded beyond some degree.
4.4 Results and Comparison
In this section, the performance of the proposed AGUG algorithm with 8 dimensional fea-
tures, 10 dimensional features, 10 dimensionless features (name clariﬁcation in table 4) and
Randomized Hough Transform (RHT) are analyzed and compared. Experiments are con-
ducted on three sets: original image set selected from ﬁgure 36, blurred and low-contrast
image sets generated in section 4.3. Performance of all four algorithms on the three testing
sets are displayed and discussed in sections 4.4.1-4.4.4. Sections 4.4.5-4.4.7 compare the
results from sections 4.4.1-4.4.4 by sensitivity, speciﬁcity and accuracy. Note that, all fol-
lowing experiments use the same Support Vector Machine (SVM) trained from the training
set created in section 4.1.
4.4.1 Results on Original Image
Results of all four algorithms on original image set are listed in table 5:
accuracy sensitivity speciﬁcity
RHT (threshold:0.12) 74.50% 84.00% 65.00%
AGUG (8 dimensional features) 96.00% 93.67% 98.33%
AGUG (10 dimensional features) 98.00% 97.33% 98.67%
AGUG (10 dimensionless features) 99.00% 98.33% 99.67%
Table 5: Results comparison on the original image set
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For discussion, table 6 is rearranged in terms of error rates.
total error rate type II error rate* type I error rate**
RHT (threshold:0.12) 25.50% 16.00% 35.00%
AGUG (8 dimensional features) 4.00% 6.33% 1.67%
AGUG (10 dimensional features) 2.00% 2.67% 1.33%
AGUG (10 dimensionless features) 1.00% 1.67% 0.33%
* type II error is the failure to retain a true positive sample (false negative)
** type I error is the failure to reject a true negative sample (false positive)
Table 6: Error rates comparison on the original image set
We can see from table 5 and 6 that:
• AGUG algorithms (regardless of feature diﬀerence) have type II error rates from 1.67%
to 6.33%, which are 2 to 8 times smaller than the type II error rate of RHT. This
observation indicates that, AGUG algorithms are almost 10 times less likely to falsely
infer the absence of true positive samples than RHT.
• In average, AGUG algorithms have 30 times smaller type I error rates than RHT,
which illustrates the huge advantage of AGUG algorithms over RHT in detecting true
negative samples.
• The type II error rate decrease 4.66% from AGUG (8 dimensional features) to AGUG
(10 dimensional features), indicating AG-I (two more features added) a powerful set
of features in detecting true positive samples.
• Both the type I and II error rates drop 1% from AGUG (10 dimensional features) to
AGUG (10 dimensionless features), which indicates that nondimensionalization is a
powerful process to improve the algorithm.
4.4.2 Results of RHT on Blurred and Low-Contrast Image Sets
Figure 40 shows the performance of RHT on blurred image set. As we can see, both of
sensitivity and speciﬁcity drop as σ increases. Sensitivity drops from 92.5% to nearly 10%
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as σ increases to 6. Speciﬁcity stops near 50%. RHT's performance on low-contrast images
is shown in ﬁgure 41. Sensitivity and speciﬁcity vary in similar trend as in ﬁgure 40.
Figure 40: Performance of RHT on blurring image set
Figure 41: Performance of RHT on images with diﬀerent contrasts
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4.4.3 Results of AGUG (8 dimensional features) on Blurred and Low-Contrast
Image Sets
Figure 42 shows the performance of AGUG with 8 dimensional features (Var-max only) on
blurred image set. In ﬁgure 42, sensitivity decreases as σ increases, while speciﬁcity stays at
some value near 100% after σ = 1.
Figure 42: Performance of AGUG(8 features) on blurring images
Performance of AGUG (8 features) on low-contrast images is shown in ﬁgure 43. Sensitiv-
ity and speciﬁcity follow the same pattern as in blurred image set in the region I1 : [0.1, 0.8].
Speciﬁcity drops from 100% to 85% after I1 > 0.8. The algorithm still has a sensitivity of
20% when I1 = 0.9.
4.4.4 Results of AGUG (10 dimensional features) on Blurred and Low-Contrast
Image Sets
Figures 44-45 shows performance of AGUG with 10 dimensional features on blurred and
low-contrast image sets respectively. In both tests, sensitivity decreases as σ or I1 increases,
speciﬁcity stays around 98%. Algorithm fails as σ > 9 in blurred image set, I1 = 0.45 in
low-contrast image set.
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Figure 43: Performance of AGUG(8 features) on images with diﬀerent contrasts
Figure 44: Performance of AGUG with 10 dimensional features on blurred images
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Figure 45: Performance of AGUG with 10 dimensional features on images with diﬀerent
contrasts
4.4.5 Results of AGUG (10 dimensionless features) on Blurred and Low-Contrast
Image sets
Results of feature-nondimensionalized AGUG are shown in ﬁgures 46-47. For blurred image
set, sensitivity decreases to less than 10% as σ increases to 14, while speciﬁcity keeps above
93%. In low-contrast images testing, algorithm fails as I1 = 0.45.
We can conclude from results in sections 4.4.1-4.4.4 that, for Randomized Hough Trans-
form (RHT):
• Blurring and contrast variation cause a reduction in both sensitivity and speciﬁcity.
• As image degrades to some extent, no true positive samples and only 50% of true
negative samples can be detected.
for the proposed AGUG algorithm in general (regardless of feature diﬀerence):
• Sensitivity drops as image degradation gets worse, while speciﬁcity is hardly inﬂuenced
by blurring or contrast variation.
• As image degrades to some degree, the algorithm will mark all samples as true negative.
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Figure 46: Performance of AGUG with 10 dimensionless features on blurred images
Figure 47: Performance of AGUG with 10 dimensionless features on images with diﬀerent
contrasts
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4.4.6 Sensitivity Comparison
Comparison of sensitivity from ﬁgures 40, 42, 44, 46 are shown in ﬁgures 48-49. We can see
from ﬁgure 48 with blurred images that, sensitivity of all four algorithms drop as σ increases,
AGUG with 10 dimensionless features has the highest sensitivity in general, AGUG with 8
features is the worst. All AGUG algorithms have better performance than RHT when σ is
less than 1.
Figure 48: Sensitivity comparison of all four algorithms on blurred images
Figure 49 shows the sensitivity comparison on low-contrast images. We can see that,
AGUG with 8 features has the overall highest sensitivity, RHT, AGUG with 10 features and
AGUG with 10 dimensionless features lose eﬃcacy at similar rate as σ increases. The latter
three algorithms all fail as I1 = 0.45. Note that, AGUG (10 dimensional features) has higher
sensitivity than AGUG (10 dimensionless features) in general on both ﬁgure 48 and ﬁgure
49, indicating the advantage of feature nondimensionalization in improving the algorithm's
robustness.
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Figure 49: Sensitivity comparison of all four algorithms on images with diﬀerent contrasts
From the above observations we can get following conclusion that,
• Feature selection has signiﬁcant inﬂuence on detection results. With properly selected
features, eg. nondimensionalized Var-max and AG-I, the proposed AGUG algorithm
has a stronger robustness in sensitivity and speciﬁcity than RHT.
• AG-I (additional feature set in AGUG (10 features) than AGUG (8 features)) has a
strong robustness against blurring, while is pretty sensitive to contrast variation.
• Feature nondimensionalization is powerful in improving algorithm's robustness.
4.4.7 Speciﬁcity Comparison
Figures 50-51 compare the speciﬁcity of all four algorithms on blurred image set and low-
contrast image set respectively. In both cases, all AGUG algorithms (regardless of feature
diﬀerence) have speciﬁcity close to 100% regardless of the condition of the image, while the
speciﬁcity of RHT drops from 65% as the image degrades and stays at 50%.
52
Figure 50: Speciﬁcity comparison of all four algorithms on blurred images
Figure 51: Speciﬁcity comparison of all four algorithms on images with diﬀerent contrasts
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This observation suggests the proposed AGUG algorithms have strong robustness in de-
tecting true negative samples against blurring and contrast variation, while RHT is sensitive
to blurring and contrast variation.
4.4.8 Accuracy Comparison
Finally, accuracy of all four algorithms on blurred and low-contrast image set are compared.
As the average of sensitivity and speciﬁcity, accuracy reﬂects the overall performance of an
algorithm. From ﬁgure 52 we can see that, AGUG with 10 dimensionless features has the
highest accuracy, which is nearly 25% higher in average than that of RHT.
Figure 52: Accuracy comparison of all four algorithms on blurred images
In low-contrast image testing, as we can see in ﬁgure 53, when I1 < 0.05, AGUG (10
dimensionless features) has the highest accuracy, while AGUG (8 features) rises to the highest
of near 90% after I1 = 0.05. RHT has the worst accuracy among all four algorithms in this
test.
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Figure 53: Accuracy comparison of all four algorithms on images with diﬀerent contrasts
4.5 Summary
From comparison experiences in this chapter, we can conclude that, compared to Randomized
Hough Transform (RHT), the proposed AGUG algorithm:
• has better performance, which indicates both a higher sensitivity and a higher speci-
ﬁcity.
• has a stronger robustness in blurring and contrast variation with properly selected
features.
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5 Conclusion and Discussion
5.1 Conclusion
As a widely used process, ellipse detection has been studied for decades. All traditional
ellipse detection algorithms, such as the Hough Transform (HT) variants reviewed in this
thesis, require some form of threshold, which is a major cause of detection failure, especially
in the challenging case of Moire Phase Tracking (MPT) target images.
The AGUG algorithm proposed in this thesis requires no threshold in the ellipse detection
procedure. The proposed threshold free detection algorithm detects ellipses by training
a Support Vector Machine (SVM) classiﬁer, which predicts whether the input pixels are
inside of ellipses or not. Features are extracted from aligned and unaligned gradient values
corresponding to the input pixels.
Tested on 600 samples generated from real digital images, the proposed AGUG algorithm
has the type II and I error rates 10 times and 100 times smaller than those of a classical
ellipse detection algorithm, Randomized Hough Transform (RHT). Experiments on series
of blurred and low-contrast images also verify that with proper selection of features, the
proposed AGUG algorithm is also robust to blurring and contrast variation.
5.2 Impact of this Thesis
This thesis sheds lights on threshold free ellipse detection algorithms. Prior to this, known
ellipse detection algorithms relied on thresholds, which would lead to failure in low-quality
images. This thesis suggests a possible way to remove thresholds from the ellipse detection
procedure, and veriﬁes that the removal of threshold improves the algorithm's robustness.
The improved robustness can handle lower-quality images in a wide range of applications.
Any technique requires ellipse detection can beneﬁt from the ﬁndings of this thesis.
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5.3 Future Work
Two investigative paths could be further pursued based on the ﬁndings of this thesis.
5.3.1 Further Investigation into Feature Selection
An improvement could potentially be achieved by investigation into feature selection. As
comparing experiment in sections 4.4.5-4.4.7 indicates, diﬀerent features generate diﬀerent
results in machine learning scheme, and thus, feature selection should ﬁt for speciﬁc goals,
and be carried out with caution. It's highly convincing that, features with better separability
could be generated, and consequently, the performance of AGUG algorithm will be improved.
5.3.2 Modiﬁcations to Other Shape Detection Problems
The proposed algorithm in this thesis is especially designed for elliptical landmark detection.
This detection scheme could be modiﬁed to other shape detection problems by constructing
corresponding features.
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