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Abstract—Earthquake prediction is one of the most pursued 
problems in geoscience. Different geological and seismological 
approaches exist for the prediction of the earthquake and its 
subsequent land change. However, in many cases, they fail in their 
mission. In this paper, we address the well-established earthquake 
prediction problem by a novel approach. We use a four-
dimensional location-time machine learning scheme to estimate 
the time of earthquake and its land change. We present a study for 
the Ridgecrest, California 2019 earthquake prediction. We show 
the accuracy of our method is around 14 centimeters for the land 
change, and around 2 days for the time of the earthquake, 
predicted from data more than 3 years before the earthquake.       
Index Terms—Earthquake prediction, Lidar, geodetic data, 
machine learning 
I. INTRODUCTION 
ARTHQUAKES and creeps in an area are of 
fundamental importance, since they, especially the 
former, affect people’s lives. The underlying 
mechanisms of these naturally occurring phenomena are not 
fully understood. Hence, their prediction is hampered by a 
multitude of problems. Some go even further to say earthquakes 
are unpredictable [1]. However, many attempts have been made 
on this problem [2], [3]. Main categories of the approaches in 
earthquake and creep prediction are seismological, geological, 
and geodetic.  
   Seismological approaches base their prediction on the 
preseismic movements and wave-propagation concepts [4], [5], 
[6]. These approaches tend to fail in their mission in many 
cases. One such example is the Tohoku earthquake in which the 
smaller earthquake that happened 2 days before the main 9 Mw 
shock was considered to be the main one [7].  
   Geological approaches tend to take into account the state of 
the earth and some indicators that are typically associated to 
earthquakes. One example is the temperature of the ground 
water resources, considered for the Tohoku earthquake [8]. This 
earthquake was also anticipated based on the geological data-
mainly sandy deposits in coastal zones-that were subsequently 
flooded with the following tsunami after the earthquake [9]. The 
powerful characteristic of the geological methods is that they 
can be used for ancient earthquakes, based on the traces these 
earthquakes have left to the present day. 
   One such example is the Meio earthquake in 1498 [10], in 
which coastal geology was used to estimate the damages caused 
by the earthquake and its subsequent tsunami. However, 
geological approaches have also the drawback of being not  
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reliable in many cases. The mentioned example in [9] is an 
attestation to this fact.  
   However, with the emergence of geodetic approaches and 
their rapid improvement in time, the prediction of earthquake 
entered a new phase. Fast (near real time), accurate, and reliable 
observations enabled geoscientist to predict the movement in 
earth’s crust, even to the millimeter accuracy for the plate 
tectonics [11]. One such approach is based on the satellite data, 
such as the geodetic data derived from GPS. Using these data 
and taking into account the preseismic movements assumption 
for (large) earthquakes, the time of occurrence of these 
phenomena can be estimated more accurately than either the 
seismological or geological approaches. For instance, [12] 
reports that based on the high-resolution GPS time series before 
the Tohoku earthquake, the time of this earthquake could have 
been predicted up to 12 seconds accuracy. This very good result 
should motivate the geodetic community to use geodetic 
approach as their main tool to deal with these kinds of problems. 
There are many works on the prediction problem using time 
series, including [13], [14], [15], [16]. Note that the machine 
learning predictors are extrapolant, in contrast to the traditional 
approximants [17], [18], [19], [20], [21], [22], [23], [24], [25], 
which are interpolant. 
  The success of geodetic approaches has motivated us to 
propose a new algorithm to use geodetic data for the purpose of 
lend movement prediction. We use Lidar data. The data derived 
from these instruments are accurate, fast, reliable, and high-
resolution. Hundreds of thousands of accurate geodetic data can 
be accessed in the form of point clouds. Hence, it is logical to 
be able to use these data for the purpose of earthquake 
prediction, using Machine Learning (ML) algorithms that 
enable us to accurately predict the next outcomes of data in the 
time sequence, even for the case of magnitude of earthquakes 
[26]. 
   The following are the contributions we make in this letter 
1. Presenting a novel approach to use Lidar geodetic data for 
the purpose of land movement prediction before an 
earthquake 
2. Presenting a case study for the Ridgecrest, California 2019 
earthquake   
II. THE ML SCHEME FOR EARTHQUAKE PREDICTION 
The ML method that we present is a supervised algorithm. 
This scheme has different steps. These are based on the 
cartesian ellipsoidal location (𝑥, 𝑦, 𝑧) , time 𝑡 , and time 
increment, 𝑑𝑡, of the acquired data. The scheme is based on the 
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UTM coordinates of the data, (𝑥𝑈𝑇𝑀 , 𝑦𝑈𝑇𝑀), together with the 
geodetic height ℎ , and the time of data acquisition. The 
concepts of ergodicity and splines play important roles in the 
algorithm. The steps of this scheme are as the following. 
1. Changing UTM coordinates to the ellipsoidal ones, both 
Cartesian and curve-linear, (𝜙, 𝜆) 
2. Computing the geoid height, 𝑁, and residual potential, 
𝑇 , from formulae in [27], to be able to use the local 
ergodicity condition for 𝑇  [28], after applying the so-
called 13-point-difference-star ellipsoidal smoothers 
[17] 
3. Passing (𝑥, 𝑦, 𝑧, 𝑡)  and 𝑇  to a machine learning 
algorithm for the prediction of next values  
4. Converting the predicted 𝑇 to a new ℎ, and comparing 
the predicted ℎ with its previous value to determine the 
change 
5. Decision on the possibility of earthquake or creep, 
considering the values of change in the land, and time of 
the earthquake, based on the previous step and a 
threshold of critical land change, 𝑞 
   The fifth step is of critical importance in determining the 
creep or earthquake. If the land change between two steps (𝑑) 
does not reach a critical value (𝑞), the land has a slow rate of 
change, meaning it has creep. However, earthquake is 
characterized by the sudden movement in the ground, thus 𝑑 
must exceed 𝑞.  
The diagram if Fig. 1 fully describes the scheme. 
III.  EXPERIMENTS: THE ML SCHEME FOR THE 
RIDGECREST, CALIFORNIA 2019 EARTHQUAKE 
PREDICTION   
The proposed ML scheme is tested for the Ridgecrest, 
California 2019 earthquake. The data are taken from [29] and 
[30].  The historical data (Fig. 2) are at least for 3 years before 
the earthquake, around 10/21/2016. The post-earthquake data 
(Fig. 3) are for 7/4/2019 and 7/5/2019. The data contain 
58843443 measurements, for an area of 15 Km2 extent. 
 
Fig. 2. Geodetic heights in the Ridgecrest region, before earthquake (2016)  
 
Fig. 3. Geodetic heights in the Ridgecrest region, after the earthquake (2019)  
 
 
Fig. 1. Proposed algorithm for the earthquake or creep prediction 
    
In order to implement the proposed algorithm, we set 𝑞 =
1𝑚, initial 𝑑𝑡 = 14 𝑑𝑎𝑦𝑠, and use the Multilayer Perceptron 
(MLP), Bayesian Neural Network (BNN), and Generalized 
Regression Neural Network (GRNN) [31] as the ML methods. 
It can be shown that an earthquake could have been predicted 
based on the algorithm.   
After the algorithm in Fig. 1 is applied to these data, the time 
of earthquake and its land change are determined as the 
following, in TABLE I. Note that the Standard Deviation (StD) 
values are derived from the comparison between the predicted 
values at the exact time of the earthquake and their observed 
counterparts.  
TABLE I 
ACCURACY ASSESSMENT OF APPLYING THE ALGORITM IN FIG. 1 
TO THE RIDGECREST DATA 
ML method Time StD(cm) 
MLP 2 July 14.22 
BNN 2 July 14.25 
GRNN 2 July 14.13 
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   As it can be understood from TABLE I, the GRNN method 
is the most accurate method. Its estimate of the time of the 
earthquake from its exact time differs almost 2 days.  
IV. CONCLUSION 
In this letter, we proposed an algorithm by which the 
earthquake or creep prediction problem is addressed. A real 
study is presented for the Ridgecrest, California 2019 
earthquake. It is shown this earthquake could have been 
predicted approximately 2 days before its happening. The most 
accurate ML method to use alongside the algorithm is GRNN. 
The promising results in this paper can be a point of departure 
for researchers studying in this important area of science. 
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